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Foreword
Climate change is a major threat for the 21st century and beyond as recognised by the world’s
governments who have funded the ﬁve assessments of the Intergovernmental Panel on Climate
Change (IPCC) and numerous special reports since the 1980s. These efforts have been
important in supporting global climate policy, culminating in the recent Paris Agreement on
reducing future greenhouse gas emissions. In contrast, adaptation happens on smaller scales
than climate mitigation and very different and more detailed information is required to support
such decisions. A number of regional and local assessments have been produced with these
issues in mind. As examples, in North America there have been several national assessments
of the implications of climate change as well as city level studies such as for New York. In
Europe there have been assessments at the EU scale such as the ACACIA and CLIMSAVE
projects, the Baltic Sea region, national assessments such as the Delta Commission in the
Netherlands, and city assessments such as for London and Hamburg.
The international North Sea Region Climate Change Assessment (NOSCCA) contributes
substantial new insight into these efforts for the greater North Sea Region, constituting the ﬁrst
such assessment for this region. While North Sea societies have always faced climatic risk, the
challenges are growing due to human-induced climate change mainly forced by enhanced
greenhouse gas emissions, and often other signiﬁcant non-climate drivers are in operation. At
the same time, the available knowledge of climate change and its implications has expanded
impressively over the past few decades. However, there is a challenge to synthesise and
communicate this information in accessible and useful forms. The present assessment rises to
these challenges to provide science-based information on climate change on the scale of
adaptation decision-makers.
The independent and voluntary assessment team come from across the North Sea region.
The component chapters have all been subject to extensive peer review and modiﬁcation to
promote wide and inclusive perspectives. Collectively, the chapters address a range of issues
embracing climate science, ecosystems and socio-economics providing a unique integrated
perspective which can support decision-makers and policy development. The authorship and
editorship team are to be commended for their supreme efforts, establishing a platform for
further assessments and updates as needed. The approach is readily transferable and might be
transferred to other interested regions.
Robert J. Nicholls
Professor of Coastal Engineering
Review Editor for the North Sea Region Climate Change Assessment (NOSCCA)
University of Southampton, UK
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Preface
Climate change impacts show wide regional variability; their strength, nature and evolution
depending on the principal features of the area in which they are occurring. To cope
responsibly with its impacts, decision-makers and authorities need sound information on the
speciﬁcs of climate change in their region. The science community would also beneﬁt from a
comprehensive analysis of the state-of-knowledge on regional climate change and its effects.
The North Sea region is a precious natural and cultural environment and a major economic
entity within Europe. The North Sea is one of the world’s richest ﬁshing grounds as well as
being one of the busiest seas with respect to marine trafﬁc and its related infrastructure, oil and
gas extraction is also of high economic value. More recently the area has become a major site
for wind energy, with many large offshore wind farms. Climate change impacts are expected
to have profound effects on North Sea ecosystems and economic development. Despite its
importance, until now a comprehensive analysis of climate change and its impacts for the
region as a whole had not been attempted. Some nationally-focused studies with an emphasis
on climate change projections have been published in recent years, such as the UK Climate
Projections—Marine and Coastal Projections and the KNMI’14 Climate Scenarios for The
Netherlands to name but two examples,1 and these have all been considered in the present
study.
A few years ago, inspired by our colleague Hans von Storch, we initiated an international
climate change assessment of the North Sea region. We adopted a similar approach to that
successfully employed for reviews of knowledge on climate change in the Baltic Sea basin,
published in 2008 and 2015.2 This activity was named the North Sea Region Climate Change
Assessment—NOSCCA—and has involved around 200 climate scientists in different research
areas from all countries around the North Sea, as well as a few from more distant localities.
NOSCCA developed into an independent international initiative, with all scientists involved
contributing their time and effort on a voluntary basis as there was no extra funding available.
Present knowledge of climate change in the North Sea region has been evaluated mainly
using peer-reviewed publications on climate change in the physical systems and its effects on
land and marine systems. Two types of impact studies were envisaged: those concerning
speciﬁc ecosystems and those related to speciﬁc human activities causing degradation of the
environment.
After an introductory chapter on the North Sea region and its characteristics in terms of
geography, geology, hydrography, present-day climate and ecology, Part I describes the
climate change experienced over the past 200 years, described separately in each of three
chapters on the atmosphere, the North Sea and river flow. Part II examines projections of
1Lowe, JA, Howard TP, Pardaens A, Tinker J, Holt J, Wakelin S, Milne G, Leake J, Wol J, Horsburgh K,
Reeder T, Jenkins G, Ridley J, Dye S, Bradley S. (2009) UK Climate Projections science report: Marine and
coastal projections. Met Ofﬁce Hadley Centre, Exeter, UK; KNMI (2015): KNMI’14 climate scenarios for the
Netherlands; A guide for professionals in climate adaptation, KNMI, De Bilt, The Netherlands, 34 pp.
2The BACC Author Team (2008), Assessment of Climate Change for the Baltic Sea Basin. Regional Climate
Studies, Springer-Verlag, 473pp; The BACC II Author Team (2015) Second Assessment of Climate Change
for the Baltic Sea Basin, Regional Climate Studies, Springer, 501pp.
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future climate with separate chapters on the atmosphere, the North Sea, and river flow and
urban drainage. The impacts of recent and future climate change on marine, coastal, lake and
terrestrial ecosystems are presented in Part III. The report concludes with a consideration of
climate change impacts on socio-economic sectors, Part IV contains chapters on ﬁsheries,
agricultural systems, offshore activities related to the energy sector, urban climate, air quality,
recreation, coastal protection and ﬁnally coastal management and governance. Important
background information is presented in ﬁve annexes to the report. An overall summary
containing key statements from the different chapters precedes the main body of the book.
Climate change and its impacts on ecosystems has received much attention for many years.
However, assessing the impacts of climate change on natural systems is far from straight-
forward. Environmental impacts resulting from non-climate drivers often make it very difﬁcult
to clearly establish the speciﬁc effects of climate change, which are already hard to attribute
due to the difﬁculties of discriminating between natural variability and human interventions
and their potential interactions. As a result, for many of the topics addressed in this assess-
ment, other drivers have also been discussed, especially those that may mask potential climate
change signals. Strict detection and attribution has not been undertaken here, mainly due to the
lack of relevant published work. This could be the subject of a follow-up activity.
This assessment is a joint effort of 35 Lead Authors and a large group of contributing
authors, who were willing to share their knowledge on many different aspects of the North Sea
region and to contribute to compiling the different chapters. The process has been overseen by
an international Scientiﬁc Steering Committee; the members are listed in the section ‘About
NOSCCA’. A review phase involving a sovereign review editor and more than 60 external
reviewers was crucial to establishing an independent and scientiﬁcally sound product. All
authors worked without ﬁnancial support for this book and were supported by their respective
institutions. We are extremely grateful for their contributions. Authors and reviewers are
acknowledged and listed by name on the following pages. The open access publication of this
report was made possible by funds provided by various institutions, which are listed in the
acknowledgements section.
We consider this assessment to be the most comprehensive study of climate change in the
North Sea region to date. It is hoped that NOSCCA will be of use to decision-makers in the
many countries surrounding the North Sea as well as to those who are responsible for planning
and implementing climate change adaptation in the region. We hope this assessment will
stimulate further monitoring and topical studies on climate change in this ecologically and
economically important region of Europe and as a result will increase the effectiveness of
decision-making at the local level.
Geesthacht, Germany Markus Quante
Franciscus Colijn
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20CR 20th century reanalysis
AGCM Atmospheric general circulation model
AH Azores high
AMO Atlantic multidecadal oscillation
AMOC Atlantic meridional overturning circulation
AMSL Absolute mean sea level
AO Arctic oscillation
AOGCM Atmosphere–Ocean general circulation model
AR4 Fourth assessment report (IPCC)
AR5 Fifth assessment report (IPCC)
AT Total alkalinity
AVHRR Advanced very high resolution radiometer
Bft Beaufort scale
CH4 Methane
CMIP3 Coupled model intercomparison project phase 3
CMIP5 Coupled model intercomparison project phase 5
CO Carbon monoxide
CO2 Carbon dioxide
CO2eq Carbon dioxide equivalent
CPR Continuous plankton recorder
CPUE Catch-per-unit-effort
CTD Conductivity-temperature-depth proﬁler
DGVM Dynamic global vegetation model
DIC Dissolved inorganic carbon
DOC Dissolved organic carbon
DOM Dissolved organic matter
DON Dissolved organic nitrogen
ECMWF European Centre for Medium-Range Weather Forecasts
EEA European Environment Agency
EEZ Exclusive economic zone
ENSO El Niño Southern Oscillation
ENW Equivalent neutral wind
EOF Empirical orthogonal function
ESM Earth system model
ETM Estuarine turbidity maximum
EU European Union
EUR Euro
GCM General circulation model/Global climate model
GEV Generalised extreme value
GHG Greenhouse gas
GIA Glacial isostatic adjustment
xxxi
GNP Gross national product
GPS Global positioning system
HAT Highest astronomical tide
Hs Signiﬁcant wave height
ICES International Council for the Exploration of the Sea
ICOADS International Comprehensive Ocean-Atmosphere Data Set
ICZM Integrated coastal zone management
IL Icelandic low
IMO International Maritime Organization
IPCC Intergovernmental Panel on Climate Change
ka Thousand years ago
LW Longwave (radiation)
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OGCM Ocean general circulation model
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PBL Planetary boundary layer
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PEA Potential energy anomaly
PM2.5 Particles of less than 2.5 µm in diameter
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RCM Regional climate model
RCP Representative concentration pathway (IPCC)
RCSM Regional climate system model
RMSL Relative mean sea level
ROFI Region of freshwater influence
S Sulphur
SBT Sea-bed temperature
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SLR Sea-level rise
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About NOSCCA
Ongoing and future anthropogenic climate change is widely recognised as a major scientiﬁc
and societal issue, with huge economic consequences. The North Sea and its adjacent land
areas is one of the major economic regions of the world and a place for settlement and
commerce for millions of people. Like many other areas, this region is already facing a
changing climate and projections indicate that impacts will become even stronger in the
coming decades.
Knowledge of climate change has increased massively over the past few decades, which
enables a more strategic response to climate-related risk. For example, the Intergovernmental
Panel on Climate Change (IPCC) has released a series of major climate change assessments;
the ﬁrst in 1990 and the latest in 2013/2014. But although reliable information on the
characteristics and impacts of climate change at a regional scale is essential for scientists,
responsible authorities and stakeholders in the regions, it is arguably still limited. Even the
most recent IPCC assessment (AR5, published in 2013 and 2014) could not report the desired
level of detail for many regions of interest—including the North Sea.
In 2010, the Institute of Coastal Research of the Helmholtz-Zentrum Geesthacht in
Germany initiated a comprehensive climate change assessment for the Greater North Sea
region and adjacent land areas, referred to as the ‘North Sea Region Climate Change
Assessment’ (NOSCCA). The purpose of this assessment is to review and analyse the
scientiﬁcally legitimised knowledge of climate change and its impacts across the entire region.
The NOSCCA approach is similar in format to the IPCC approach and close to that of a
climate change assessment compiled for the Baltic Sea Basin (BACC).3
The challenges for NOSCCA as a full assessment of climate change in the North Sea region
were ﬁrst to get access to the scattered information, second to render it comparable, and ﬁnally
to prepare an assessment of climate change based on the entire body of material. This synthesis
is based entirely on scientiﬁcally legitimate published work, with the emphasis on
peer-reviewed journal articles or book chapters wherever possible. Conference proceedings
and reports from scientiﬁc institutes and governmental agencies (such as meteorological
services or oceanographic centres) have also been evaluated. Reports from bodies with a
mainly non-scientiﬁc agenda were excluded. In cases where a clear consensus on a climate
change issue could not be found in the literature this is clearly stated and if appropriate
different views are reported or knowledge gaps highlighted.
The ‘North Sea region’ as envisaged in the NOSCCA context comprises the Greater North
Sea, as deﬁned by OSPAR and the land domains of the bounding countries, which are part
of the catchment area and which have a coastline along the Greater North Sea. Thus the
Skagerrak, Kattegat and English Channel belong to the area of interest.
From the start, NOSCCA has been an independent international initiative involving
scientists from all countries in the region. NOSCCA authors are predominately from
universities and public research institutes. There was no special or external funding for
NOSCCA activities, all contributions were made on a voluntary basis and scientists relied on
3The BACC Author Team (2008), Assessment of Climate Change for the Baltic Sea Basin. Regional Climate
Studies, Springer-Verlag, 473pp; The BACC II Author Team (2015) Second Assessment of Climate Change
for the Baltic Sea Basin, Regional Climate Studies, Springer, 501pp.
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their institutional resources and support. Writing teams guided by Lead Authors compiled the
chapters. Lead Authors have played a crucial role in the overall process as they were
responsible for the respective writing teams and are responsible for the content as well as the
overall quality of their chapters. All climate change chapters were subject to independent
scientiﬁc review. NOSCCA cooperates with the International Council for the Exploration
of the Sea (ICES) and is a Land-Ocean Interactions in the Coastal Zone (LOICZ) afﬁliated
project, information exchange with the OSPAR Commission was agreed upon. The entire
process was coordinated by a team based at the Institute of Coastal Research at the
Helmholtz-Zentrum Geesthacht.
From initialisation to the ﬁnal product, the NOSCCA process was overseen by an
international Scientiﬁc Steering Committee (SSC), whose members were selected to represent
the North Sea countries and a wide range of expertise relevant to marine and terrestrial climate
change. The role of the SSC was to formulate and determine the procedure leading to the ﬁnal
assessment report and to outline the topics to be addressed. Another important responsibility
of the SCC was to select Lead Authors for the different chapters. The SSC was also involved
in initialising the external review process. The NOSCCA SSC members are Hein J.W. de Baar
(Royal Netherlands Institute for Sea Research and University of Groningen, The Netherlands),
Monika Breuch-Moritz (Federal Maritime and Hydrographic Agency, Hamburg, Germany),
Peter Burkill (Plymouth University, UK), Franciscus Colijn (Chair; Helmholtz-Zentrum
Geesthacht, Germany), Ken Drinkwater (Institute of Marine Research, Bergen, Norway),
Kevin Horsburgh (National Oceanography Centre, Liverpool, UK), Eigil Kaas (Niels Bohr
Institute, Copenhagen, Denmark), Albert M.G. Klein Tank (Royal Netherlands Meteorological
Institute, De Bilt, The Netherlands), Hartwig Kremer (United Nations Environment
Programme, Copenhagen, Denmark), Georges Pichot (Management Unit of the North Sea
Mathematical Models, Brussels, Belgium), Markus Quante (Helmholtz-Zentrum Geesthacht,
Germany), Hans von Storch (Helmholtz-Zentrum Geesthacht, Germany), Göran Wallin
(University of Gothenburg, Sweden) and Karen Helen Wiltshire (Alfred Wegener Institute,
Bremerhaven, Germany).
To ensure an independent review process an external review editor was assigned, who is
not involved in any other NOSCCA activity. The renowned climate change scientist Professor
Robert J. Nicholls from the University of Southampton, Engineering and the Environment,
UK, kindly agreed to take on this task. The review editor deﬁned the overall review process
and together with the SSC Chair, selected and invited the individual reviewers. The review
process was overseen and undertaken with the assistance of the NOSCCA coordination team.
Three independent reviewers, preferably from different countries were assigned to each
climate change chapter. Only the introductory chapter and the annexes were reviewed by
expert colleagues or authors of other chapters. The review editor had the ﬁnal say in the case
of conflicting opinions.
The NOSCCA process began in October 2010, when the SSC was formed during a meeting
in Hamburg hosted by the Federal Maritime and Hydrographic Agency (BSH). The ﬁrst
meeting of Lead Authors together with the members of the SSC took place at the Royal
Netherlands Academy of Arts and Sciences in Amsterdam in October 2011. The second Lead
Author meeting took place at the Carlsberg Academy in Copenhagen in October 2012, where
the Lead Authors agreed on the layout of the various chapters. The third Lead Author meeting
was held in June 2013 at Deltares in Delft. The NOSCCA review phase began in spring 2014,
and the external review was complete by the end of spring 2015. A ﬁnal Lead Author meeting
was held in June 2015 at the Climate Service Centre Germany in Hamburg. Key ﬁndings of all
chapters were exchanged and discussed. All revised chapters were available by the end of
2015. All chapters were then subject to language editing before the ﬁnal material was sent to
the publisher in spring 2016. The ﬁnal text was published as a print and open access book in
summer 2016.
The NOSCCA initiative and process has been introduced at various meetings, symposia
and conferences. Together with the Baltic Earth consortium a joint BACC-NOSCCA session
Climate change and its impacts in the Baltic and North Sea regions: Observations and model
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projections was conducted during the European Geosciences Union General Assembly in
2015 and in 2016, where the ﬁrst results were presented to the scientiﬁc public.
The assessment report comprises 19 chapters each allocated to one of four topical parts.
Five annexes complement the climate change chapters with background knowledge. The
assessment comprises past (the last 200 years) and current climate change, and climate change
projections to the end of the century for the North Sea, the atmosphere and river flows; impacts
of climate change on marine, coastal, and terrestrial ecosystems; and on socio-economic
sectors, such as ﬁsheries, agricultural systems, recreation, offshore activities, urban climate, air
quality, coastal protection and coastal zone management. Long-term climate change was not
an extensive theme of the present report; a few aspects are covered in the section Geological
and Climatic Evolution of the North Sea Basin of the introductory chapter. Also detection and
attribution and adaptation measures were not dealt with in depth in this ﬁrst assessment but
may be topics of follow-up activities. Concerning terminology, it should be noted that
NOSCCA essentially follows the IPCC deﬁnition of the term “Climate change”, and
“anthropogenic” is explicitly added to that term when human causes are attributable. “Climate
variability” is used, when referring to variations unrelated to anthropogenic influences.
The annexes cover the North Atlantic Oscillation (NAO), climate model simulations for the
North Sea region, uncertainties in climate change projections, and emission scenarios for
climate projections. The ﬁnal annex provides facts about the Greater North Sea Region and
geographical maps.
The NOSCCA report is written for a broad target readership ranging from scientists of
different disciplines to authorities, agencies, decision makers and stakeholders acting in the
North Sea region. It also aims to assist in the development of robust regional and local
adaptation strategies.
Markus Quante
About NOSCCA xxxvii
Overall Summary
The entire North Sea region is experiencing a changing climate and all available projections
suggest the region will exhibit a wide range of climate change impacts over the coming
decades. Among the robust results of this assessment are that the entire region is warming, and
that the warming is almost certain to continue throughout this century; also that sea level is
rising and will continue to rise at a rate close to the global average. Substantial natural
variability in the North Sea region (from annual to multi-decadal time scales) makes it
challenging to isolate regional climate change signals and impacts for some parameters. This is
the case both for the observational period and for regional climate change projections and
impact studies.
Projecting regional climate change and impacts for the North Sea region is currently limited
by the small number of regional coupled model runs available and the lack of consistent
downscaling approaches, both for marine and terrestrial impacts. The wide spread in results
from multi-model ensembles indicates the present uncertainty in the amplitude and spatial
pattern of the projected changes in sea level, temperature, salinity and primary production. For
moderate climate change, anthropogenic drivers such as changes in land use, agricultural
practice, river flow management or pollutant emissions are often more important for impacts
on ecosystems than climate change.
The NOSCCA key ﬁndings that follow are provided as short statements. Quantifying the
effects, changes or impacts has largely been avoided as this would require additional
annotations or geographical speciﬁcation. The aim here is to provide a concise summary of the
major outcome of NOSCCA.
Recent Climate Change (Past 200 years)
Atmosphere
Temperature has increased everywhere in the North Sea region, especially in spring and in the
north. Due to the lower heat capacity of land, land temperatures rise much faster than sea
temperatures. The imbalance between the two is now nearly half a degree. Linear trends in the
annual mean land temperature anomalies are about 0.17 °C per decade (for the period 1950–
2010) and about 0.39 °C per decade (for the period 1980–2010). Generally, more warm and
fewer cold extremes are observed.
There are indications that the persistence (duration) of circulation types has increased, with
the consequence that ‘atmospheric blocking’ has become more frequent, thus contributing to
the observation that extremes have become ‘more extreme’. It is unclear how this is related to
the decline in Arctic sea ice.
An observed north-eastward shift in storm tracks agrees with projections from climate
models forced by increased greenhouse gas concentrations. This is a new phenomenon that has
not been observed before.
While the number of deep cyclones (but not the number of all cyclones) has increased,
whether storminess as a whole has increased cannot be determined: although reanalyses show
an increase in storminess over time, observations do not. Variability from decade to decade is
large, and clear trends cannot be identiﬁed. Furthermore, reanalyses can suffer from
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homogeneity issues and observations from errors made during digitization, emphasising the
need for a manual quality check for the latter.
Overall, precipitation has increased in the northern North Sea region and decreased in the
south, summers have become warmer and drier and winters have become wetter. Heavy
precipitation events have become more extreme.
North Sea
There is strong evidence of surface warming in the North Sea especially since the 1980s.
Warming is greatest in the south-east, exceeding 1 °C since the end of the 19th century.
Absolute mean sea level in the North Sea rose by about 1.6 mm/year over the past 100–120
years, comparable with the global rise. Extreme levels rose primarily because of this rise in
mean sea level.
The North Sea is a sink for atmospheric carbon dioxide (CO2); uptake declined over the last
decade owing to lower pH and higher temperatures.
Short-term variations in all variables (including sea-surface temperature and sea level)
exceed climate-related changes over the past two centuries. This is especially true for salinity,
currents (varying with tides, winds, and seasonal density), waves, storm surges and suspended
particulate matter (varying with currents, river inputs and seasonal stratiﬁcation).
Coastal erosion is extensive but irregular and some coastlines are accreting. Evidence for a
link to climate change has not yet been established.
River Flow
Rivers draining into the North Sea show considerable interannual and decadal variability in
annual discharge. In northern areas this is closely associated with variation in the North
Atlantic Oscillation, particularly in winter.
Discharge to the North Sea in winter appears to be increasing, but there is little evidence of
a widespread trend in summer inflow. Higher winter temperatures appear to have led to higher
winter flows, as winter precipitation increasingly falls as rain rather than snow.
To date, no signiﬁcant trends in response to climate change are apparent for most of the
individual rivers discharging into the North Sea.
Future Climate Change
Atmosphere
A marked mean warming of 1.7–3.2 °C is projected for the end of the 21st century (2071–
2100, with respect to 1971–2000) for different scenarios (RCP4.5 and RCP8.5, respectively),
with stronger warming in winter than in summer and relatively strong warming over southern
Norway. The overall warming is accompanied by intensiﬁed extremes related to daily
maximum temperature and reduced extremes related to daily minimum temperature, both in
terms of strength and frequency.
Simulations project marked future changes in some aspects of the large-scale circulation
over the Atlantic-European region, of which the North Sea region is part.
Changes in the storm track with increased cyclone density over western Europe in winter
and reduced cyclone density on the southern flank of the storm track over western Europe in
summer are projected to occur towards the end of the 21st century.
A general tendency for more frequent strong westerly winds and for less frequent easterly
winds in the central North Sea as well as in the German Bight in the course of the 21st century
was projected using SRES A1B and SRES B1 scenarios.
Projections suggest an increase in mean precipitation during the cold season and a
reduction during the warm season for the period 2071–2100 relative to 1971–2000, as well as
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a pronounced increase in the intensity of heavy daily precipitation events, particularly in
winter and a considerable increase in the intensity of extreme hourly precipitation in summer.
North Sea
Consistent results are found for projections regarding a warming of the surface water to the
end of the century (about 1–3 °C; A1B scenario). Exact numbers are not given due to
differences in spatial averaging and reference periods from published studies.
Coherent ﬁndings from published climate change impact studies include an overall rise in
sea level, an increase in ocean acidiﬁcation and a decrease in primary production.
Larger uncertainties exist for projected changes in salinity, mostly a freshening was
reported, but contrasting signals were also projected. Uncertainties for projected changes in
extreme sea level and waves are large.
Model studies reveal large uncertainties in future changes in net primary production with
decreases ranging from 1 to 36 % (and not statistically signiﬁcant across all parts of the North
Sea region).
Substantial natural variability in the North Sea region from annual to multi-decadal time
scales is a particular challenge for isolating and projecting regional climate change impacts.
Separating natural variations and regional climate change impacts is a remaining task for the
North Sea.
River Flows and Urban Drainage
Increased hydrological risks due to more intense hydrological extremes in the North Sea
region such as flooding along rivers, droughts and water scarcity, are projected by climate
models and are of socio-economic importance for the region. Risk is particularly enhanced in
winter due to increases in the volume and intensity of precipitation.
Models project that peak flow in many rivers may be up to 30 % higher by 2100, and in
some rivers even higher.
The impacts projected lead both to opportunities and challenges in water management,
agricultural practices, biodiversity and aquatic ecosystems.
The exposure and vulnerability of cities in the North Sea region to changes in extreme
hydrometeorological and hydrological conditions are expected to increase due to greater urban
land take, rising urban population growth, a concentration of population in cities and an aging
population. Business-as-usual approaches are no longer feasible for these cities.
Impacts of Recent and Future Climate Change on Ecosystems
Marine Ecosystems
The marine ecosystem of the North Sea is highly productive, intensively exploited and
well-studied. The changing North Sea environment is affecting biological processes and
organisation at all scales, including the physiology, reproduction, growth, survival, behaviour
and transport of individuals. The distribution, dynamics and evolution of populations and
trophic structure are also affected.
Long-term knowledge and exploitation of the North Sea indicates that climate affects
marine biota in complex ways. Climate change influences the distribution of all taxa, but other
factors (ﬁshing, biological interactions) are also important.
The distribution and abundance of many species have changed. Warmer water species have
become more abundant and species richness (biodiversity) has increased. This will have
consequences for sustainable levels of harvesting and other ecosystem services in the future.
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Coastal Ecosystems
Accelerated sea-level rise, changes in the wave climate and storms may result in a narrowing
of dunes and salt marshes where they cannot spread inland, particularly in the case of a narrow
and steep foreshore. The relative importance of accelerated sea-level rise, changes in the wave
climate, storms, and local sediment availability and their interactions are poorly understood.
Human impacts on geomorphology and sediment transport interact with the potential impacts
of climate change.
Estuaries and most mainland marshes will survive sea-level rise. Back-barrier salt marshes
with lower suspended sediment concentrations and tidal ranges may be more vulnerable.
Depressions away from salt-marsh edges and creeks on back-barrier marshes may be at
particular risk.
Plant and animal communities can suffer habitat loss in dunes and salt marshes through
high wave energy. Natural succession, and management practices such as grazing and mowing
have a strong impact. Minor storm floodings in spring negatively affect breeding birds.
Invasive species may change competitive interactions.
Plant and animal communities are affected by changes in temperature and precipitation and
by atmospheric deposition of nitrogen. Their interactions result in faster growth of competitive
species. Increased plant production may cause losses of slow-growing and low-statured plant
species.
Lake Ecosystems
The North Sea region contains a vast number of lakes. These freshwaters and the biota they
contain are highly vulnerable to climate change.
Lakes in the North Sea region have experienced a range of physical, chemical and
biological changes due to climatic drivers over past decades. Lake temperatures have
increased, ice-cover duration has decreased and major changes have occurred in the fluxes of
dissolved organic matter and key elements such as nitrogen, phosphorus, silicate, iron and
calcium.
Together, all physical and chemical changes have had a profound impact on the biota from
algae to ﬁsh and biodiversity, and these impacts are predicted to proceed and intensify in the
future.
Terrestrial Ecosystems
There is strong empirical evidence of changes in phenology in many plant and animal taxa and
northward range expansions of mobile thermophilous animals.
There is limited empirical evidence of climate-induced changes in vegetation patterns and
ecosystem processes (carbon cycling) in terrestrial ecosystems. Predictions concerning
vegetation patterns and ecosystem processes are almost exclusively based on modelling
approaches.
Climate change projections and impact studies suggest a northward shift in vegetation
zones, enhanced carbon release from soils, and increased export of dissolved organic carbon to
aquatic ecosystems.
Future climate change is likely to increase net primary production in the North Sea region
due to warmer conditions and longer growing seasons, as long as future climate change is
moderate and summer precipitation does not decrease as strongly as projected in some of the
more extreme climate scenarios. The physiological effects of increasing atmospheric CO2
levels and increasing N-mineralisation in the soil may also play a signiﬁcant role, but to an as
yet uncertain extent.
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Climate Change Impacts on Socio-economic Sectors
Fisheries
North Sea ﬁsheries may be impacted by climate change in various ways. Consequences of
rapid temperature rise are already being felt in terms of shifts in species distribution and
variability in stock recruitment.
Although an expanding body of research exists on this topic, there are still many
knowledge gaps, especially with regard to understanding how ﬁshing fleets themselves might
be impacted by underlying biological changes and what this might mean for regional
economies.
It is clear that ﬁsh communities and the ﬁsheries that target them will almost certainly be
very different in 50 or 100 years from now and that management and governance will need to
adapt accordingly.
Agricultural Systems
Climate change impacts on agricultural production will vary across the North Sea region, both
in terms of crops grown and yields obtained. Increased productivity and wider scope of crops
is expected for northern areas. Larger risks of summer drought and associated effects will be a
challenge in southern parts. In general, more extreme weather events may severely disrupt
crop production.
Given adequate water and nutrient supply, a doubling of atmospheric CO2 concentration
could lead to yield increases of 20–40 % for most crops grown in the North Sea region.
Increased risks of nutrient (nitrogen and phosphorus) loadings from agricultural land to
aquatic systems are likely with projected climate change.
The challenge in the North Sea region will be to ensure sustainable growth in agricultural
production without negatively affecting the environment and natural resources.
Offshore Activities/Energy
There is no doubt that energy systems and offshore activities in the North Sea region will be
impacted by climate change.
While most studies suggest an increase in hydropower potential, climate projections are
highly uncertain regarding how much the future potential of other renewable energy sources
such as wind, solar, terrestrial biomass, or emerging technologies like wave, tidal or marine
biomass could be affected, positively or negatively.
Both offshore and onshore activities in the North Sea region (of which offshore wind, oil
and gas dominate) are highly vulnerable to extreme weather events, in terms of extreme wave
heights, storms and storm surges.
Urban Climate
About 80 % of the population within the North Sea countries lives in an urban area and this
percentage is projected to rise. Some larger metropolitan areas in the region are generally
located in low altitude areas. This is especially true for the urban areas of the Netherlands
(Amsterdam, Rotterdam, The Hague and Utrecht), as well as for Antwerp, London and
Hamburg.
There are indications that climate change in the North Sea region, potentially affecting
urban climate and thus the health and welfare of city dwellers, is now apparent and includes
drier and warmer summers, more intense precipitation, sea-level rise and hinterland flooding.
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Cities must adapt to climate change. Despite broad similarities between urban areas, in
terms of mitigation and adaptation to climate change there are large location-speciﬁc
differences with regard to city planning needs. As cities themselves strongly contribute to
greenhouse gas emissions, there is an opportunity for them to change both simultaneously:
adapting to and mitigating climate change.
Air Quality
In the North Sea region, poor air quality has serious implications for human health and the
related societal costs are considerable.
The effects on air quality of emission changes since preindustrial times are stronger than the
effects of climate change. Model simulations suggest this is also the case for future air quality
in the region, but substantial variation between model results implies considerable uncertainty.
If the reductions in air pollutant emissions expected through increasingly stringent policy
measures are not achieved, any increase in the severity or frequency of heat waves may have
severe consequences for air quality.
Recreation
Sea-level rise, coastal erosion and storms can destroy coastal infrastructure and alter coastal
landscapes. Rebuild costs and a decline in tourism revenue can have signiﬁcant economic
impacts. Nevertheless, tourism in the North Sea area is expected to proﬁt from rising
temperatures, lower summer precipitation and a longer season. Destination attractiveness is
largely determined by thermal environmental assets. However, landscape changes, natural and
man-made, such as reduced beach width and higher sea walls, may decrease destination
appeal.
Tourists are unlikely to change travel behaviour. Coping with climate change and its effects
will require changes in government policy and innovative approaches from tourism suppliers.
Investment cycles should be made on a long-term basis.
Coastal Protection
All countries around the North Sea with coastal areas vulnerable to flooding due to storm
surges are ready to take up the challenges expected to occur as a consequence of climate
change. Scenarios of accelerating sea-level rise leading to sea levels by 2100 of up to 1 m or
more above present day, in some countries accompanied by increased storm surge set-up and
wave energy, have been used as a basis for evaluation and planning of the adaptation of
coastal protection strategies and schemes.
Coastal protection strategies differ widely from country to country, not only in terms of
distinct geographical boundary conditions but also in terms of the length of planning periods,
the amount of regulations and budgeting.
All countries, except Denmark and the UK, which allow coastal retreat at some stretches
of their coasts, aim at keeping the current protection line in place to protect the hinterland.
Combatting coastal erosion by nourishments is currently the most effective solution used for
sandy coastlines and will continue to be a major tool for balancing climate change impacts in
these environments.
Coastal Management and Governance
Broadly shared assessments of the urgency of adaptation are hampered by the difﬁculty of
identifying the climate-driven component of observed change in the coastal zone. Due to
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uncertainty about the extent and timing of climate-driven impacts, current adaptation plans
focus on no-regret measures.
The most considered no-regret measures in the North Sea countries are spatial planning in
the coastal zone (set-back lines), coastal nourishment, reinforcement of existing protection
structures and wetland restoration including managed realignment schemes.
In Germany, the Netherlands and Belgium coastal adaptation is steered by national and
regional programmes and plans. The UK and the Scandinavian countries pursue active public
involvement by transferring adaptation responsibilities to private stakeholders and partnerships.
The NOSCCA Author Team
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Abstract
This scene-setting chapter provides the basis for the climate change-related assessments
presented in later chapters of this book. It opens with an overview of the geography,
demography and major human activities of the North Sea and its boundary countries. This
is followed by a series of sections describing the geological and climatic evolution of the
North Sea basin, the topography and hydrography of the North Sea (i.e. boundary forcing;
thermohaline, wind-driven and tidally-driven regimes; and transport processes), and its
current atmospheric climate (focussing on circulation, wind, temperature, precipitation,
radiation and cloud cover). This physical description is followed by a review of North Sea
ecosystems. Marine and coastal ecosystems are addressed in terms of ecological habitats,
ecological dynamics, and human-induced stresses representing a threat (i.e. eutrophication,
harmful algal blooms, offshore oil and gas, renewable energy, ﬁsheries, contaminants,
tourism, ports, non-indigenous species and climate change). Terrestrial coastal range
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vegetation is addressed in terms of natural vegetation (salt marshes, dunes, moors/bogs,
tundra and alpine vegetation, and forests), semi-natural vegetation (heathlands and
grasslands), agricultural areas and artiﬁcial surfaces.
1.1 Introduction
To provide a sound basis for the climate change related
assessments presented in later chapters of this book, this
introduction to the North Sea region reviews both the natural
features of the region and the human-related aspects. This
overview includes a comprehensive description of North Sea
hydrography, the current climate of the region, and the
various marine and coastal ecosystems. The depth to which
these topics can be addressed in this introductory chapter is
limited, so additional reference material is provided in
Annex 5 to this report. To date, there are few sources that
cover the North Sea region as a whole and that address
natural, social, and economic issues. Notable among those
that are available are the OSPAR Quality Status Report for
the Greater North Sea Region (OSPAR 2000) and a char-
acterisation of the North Sea Large Marine Ecosystem by
McGlade (2002). Comprehensive reviews of North Sea
physical oceanography are provided by Otto et al. (1990),
Rodhe (1998) and Charnock et al. (1994, reprinted 2012),
and of physical-chemical-biological interaction processes
within the North Sea by Rodhe et al. (2006) and Emeis et al.
(2015).
1.2 North Sea and Bounding Countries—
A General Overview
Markus Quante, Franciscus Colijn, Horst Sterr
1.2.1 Geography of the Region
The North Sea region is situated just north of the boundary
(*50°N) between the warm and cool temperate biogeo-
graphic regions, classiﬁed from north to south as Alpine
North, Boreal, Atlantic North, Nemoral, and Atlantic Central
(Metzger et al. 2005). The North Sea is a semi-enclosed
marginal sea of the North Atlantic Ocean situated on the
north-west European shelf. It opens widely into the Atlantic
Ocean at its northern extreme and has a smaller opening to
the Atlantic Ocean via the Dover Strait and English Channel
in the south-west. To the east there is a connection with the
Baltic Sea. The transition zone between the North Sea and
Baltic Sea is located in a sea area between the Skagerrak and
the Danish Straits, named the Kattegat. The continental
bounding of the North Sea is well deﬁned by the coastlines
of the United Kingdom (Scotland and England) in the west,
southern Norway, southern Sweden and Denmark (Jutland)
in the east and Germany, the Netherlands, Belgium and
France in the south (Fig. 1.1). The ‘North Sea region’ as
deﬁned in the NOSCCA context comprises the Greater
North Sea and the land domains of the bounding countries,
which form part of the catchment area. There are countries in
the North Sea catchment area without a coastline, namely
Liechtenstein, Luxembourg and larger parts of Switzerland
and the Czech Republic. These countries are outside the
scope of this assessment. A more formal deﬁnition of the
boundary to the Atlantic Ocean may follow the interna-
tionally accepted setting proposed by the OSPAR Com-
mission, where the western boundary of the so-called
Greater North Sea (i.e. OSPAR Region II) is marked by the
5°W meridian and the northern boundary by the imaginary
line along 62°N (OSPAR 2000). This deﬁnition encloses the
Fig. 1.1 North Sea region (map produced using Ocean Data View)
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entire English Channel in the west. In the east, the Skagerrak
and Kattegat are considered by OSPAR to be part of the
Greater North Sea. Overall, the North Sea extends about
900 km in the north-south direction and about 500 km in the
east-west direction. Including all its estuaries and fjords the
Greater North Sea spans a surface area of about
750,000 km2, the estimated water volume amounts to
94,000 km3 (OSPAR 2000).
1.2.1.1 Catchment Area and Freshwater Supply
The total catchment area of the North Sea is about
850,000 km2. Major rivers discharging freshwater into the
North Sea are the Forth, Humber, Thames, Seine, Meuse,
Scheldt, Rhine/Waal, Ems, Weser, Elbe, and Glomma. Some
of these rivers form larger estuaries such as the Weser and
Elbe in the German Bight and the Thames and Humber at the
English east coast, while the mouth of the
Rhine-Meuse-Scheldt system is more delta-like. The annual
input of freshwater from all rivers is highly variable and
within the range 295–355 km3, with melt water from Nor-
way and Sweden contributing about one third (OSPAR
2000). River runoff to the North Sea is considerably less than
the freshwater input from the Baltic Sea. When runoff to the
Danish Belts and Sounds is excluded, the net freshwater
supply to the Baltic Sea is typically around 445 km3 year−1
(Bergström 2001). Overall, the salinity of Baltic Sea water is
much lower than that of the North Sea. In the Kattegat,
brackish water enters the North Sea in a surface flow with a
counter flow of salty and oxygen-rich water to the Baltic Sea
at depth (see Sect. 1.4.2). Total river runoff to the Baltic Sea
is a good marker for the lower bound of freshwater delivered
to the North Sea, since precipitation over the Baltic Proper is
on average higher than evaporation, typically by about 10–
20 % (e.g. Omstedt et al. 2004; Leppäranta and Myrberg
2009). According to Omstedt et al. (2004) the net outflow to
the North Sea, excluding the Kattegat and Belt Sea water
budget, is around 15,500 m3 s−1 (or 488 km3 year−1) with
an interannual variability of ±5000 m3 s−1.
1.2.1.2 Coastal Types
The coasts of the North Sea display a large variety of
landscapes, among the largest in the world. They vary from
mountainous coasts interspersed by fjords and cliffs with
pebble beaches to low cliffs with valleys and sandy beaches
with dunes. There is a broad contrast between the northern
North Sea coasts and the southern North Sea coasts; while
the northern coasts are more mountainous and rocky the
southern coasts are often sandy or muddy. This reflects
regional differences in geology, glaciation history and ver-
tical tectonic movements. The northern coastlines have
experienced isostatic vertical uplift since the disappearance
of the huge ice masses after the Weichselian glaciation (see
Sect. 1.3.1).
The following description of the North Sea coastlines
uses the morphological characterisation of the coastal land-
scapes by Sterr (2003). It should also be noted that the North
Sea coast of the UK has been well documented in a set of
dedicated volumes prepared by the UK Joint Nature Con-
servation Committee (Doody et al. 1993; Barne et al. 1995a,
b, 1996a, b, c, 1997a, b, c, 1998a, b).
Starting in the northwest, the coasts of the Shetland and
Orkney Islands and northern Scotland are mountainous
showing a morphologically strongly structured rocky
appearance. The area has a rugged and open character and
predominantly comprises cliffed landscapes. The rocks of
this region include some of the oldest in Great Britain.
The coasts of southern Scotland and northern England
also feature cliffs of various sizes, which were shaped by
several glaciation events and erosion. But in contrast to the
northern part of Scotland, this region has a much gentler
topography. Pebble beaches and intersections by river val-
leys are typical of this coastal region. The Firth of Tay and
Firth of Forth are the most prominent features along the
coastline; the latter being one of the major UK estuaries. The
coast of northern England has fewer bays, headlands or
estuaries compared to that of southern Scotland. Neverthe-
less it is still varied with cliffs alternating with stretches of
lower relief.
The southern North Sea coast of the UK including the
Humber and Thames estuaries comprises low-lying land that
alternates with soft glacial rock cliffs. This makes it vul-
nerable to flooding and coastal erosion, and almost all of the
open coast has some form of man-made defence along it
(Leggett et al. 1999). Embedded in this area is a large
indentation called the Wash—effectively a large bay into
which four mid-sized rivers discharge. Most parts of the
Wash are shallow and several large mudflats and sand flats
are exposed at low tide. Much of the English Channel coast
comprises cliffs, of both soft and harder rock. This results in
a varied landscape with all the major coastal geomorpho-
logical structure types present. In the south-western segment
the coast is punctuated by many narrow, steep-sided estu-
aries, with the River Exe the only typical coastal plain
estuary in this region.
On the southern side of the North Sea especially between
the Belgian lowland and the northern tip of Jutland an
extended shallow coast has formed. The natural coastline of
this region was strongly modiﬁed by storm floods during
medieval times and has now changed considerably with the
development of towns and harbours, land reclamation pro-
jects and coastal protection structures. The south-eastern
North Sea coast of France, Belgium and the Netherlands is
characterised by coastal dunes, sandy beaches and often a
gentle shoreface. In the Delta area of the south-western
Netherlands the straight coastline is interrupted by a com-
plex of larger estuaries and tidal basins (Lahousse et al.
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1993). Some of these estuaries were closed in recent times.
The subsequent Dutch coast, between Hoek van Holland and
Den Helder is characterised by an uninterrupted coastal
barrier with high dunes.
The Wadden Sea and barrier islands characterise the coast
between the IJsselmeer in the Netherlands and the Bla-
vandshuk peninsula Skallingen in Denmark. The Wadden
Sea comprises a shallow body of water with tidal sand- and
mudflats, which cover over two-thirds of the area, as well as
salt marshes and other wetlands. The morphology of the
Wadden Sea was described by Ehlers and Kunz (1993). It
has the world’s largest continuous belt of bare tidal flats,
which are partially sheltered by a sandy barrier (Reise et al.
2010; Kabat et al. 2012). In 2009, the Wadden Sea was
added to the UNESCO World Heritage List.
The West- and East Frisian barrier islands in front of the
Dutch coast and the coast of lower Saxony in Germany are
basically sandy dune islands and form an entity with the
Wadden Sea and adjacent beaches of the mainland. Further
north, the North Frisian and Danish islands have a different
origin; they were originally parts of the mainland, their cores
comprising glacial till from the Saalian Glaciation. Follow-
ing Holocene sea-level rise, a north-south-trending barrier
was formed from these islands, which fostered moorland
growth and sheltered the mainland from medieval storm
floods. Later, this segment suffered massive land losses
during several disastrous medieval storm floods.
At the Danish west coast of Jutland large coastal dune
areas have formed, some reaching several kilometres inland.
There are no major estuaries along that coast and spits
shelter former bays from the open sea. Overall, the graded
shorelines of Jutland are similar in character to those in
Belgium and the central part of the Netherlands.
In Sweden and in southern Norway up to Stavanger the
typical skerry coasts are found, while the Norwegian
coastline further north is mountainous and often dissected by
Fig. 1.2 Examples of the different types of coastline around the North
Sea: cliff coast near St Andrews, Scotland (a), sandy beaches and dunes
in Jutland, Denmark (b), tidal flats of the Wadden Sea, Germany (c),
Norwegian fjord (d). Photo copyright T. Stojanovic (a), M. Quante (b,
d), M. Stock (c)
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deep fjords. The Norwegian and Swedish mainland is shel-
tered from the open ocean by a more or less continuous
archipelago. Overall, the Swedish and Norwegian coast is
strongly structured and dissected leading to a distinct inter-
leaving of land and sea. The images in Fig. 1.2 show the
diverse character of the different parts of the North Sea coast.
1.2.1.3 Demography
The North Sea plays a key role in one of the world’s major
economic regions, it is a place for settlement and commerce
for millions of people and thus parts of its coastal area are
densely populated. Establishing the overall population of the
North Sea region without a strict geographical deﬁnition of
the enclosed area is not straight forward. About 185 million
people live within its catchment area (OSPAR 2000), which
includes landlocked countries such as Liechtenstein, Lux-
embourg and larger parts of Switzerland and the Czech
Republic. Although about 168 million people live within the
catchments of countries bordering the North Sea, many
probably consider they have no direct relation to the North
Sea. Because a clear distinction between coastal zones and
inland areas is difﬁcult to perceive, to estimate population
size for the North Sea region it may be more appropriate to
include only those inhabitants whose daily living or eco-
nomic activities are linked with the sea. The coastal regions
as deﬁned by the European Union (Eurostat 2011) could
serve as a starting point for such a census. Here, a coastal
region is a statistical region deﬁned at NUTS level 3 (district
level) that has a coastline or more than half of its population
living within 50 km of the sea. According to Eurostat (2011)
in 2008 about 205 million people lived in the coastal regions
of the EU, of which 20.6 % or about 42 million lived in the
North Sea maritime basin as deﬁned by the EU (which
excludes the Dover Strait, English Channel and Norwegian
coast). Adding the number of people living in the relevant
districts on both sides of the English Channel and the Dover
Strait (about 18 million in 2008 according to Eurostat
NUTS3) and an estimated 2.5 million Norwegians, it may be
concluded that roughly 70 million people live in the North
Sea region and use the coastline and marine environment in
a number of ways. This estimate is reasonably close to an
earlier estimate of 50 million people reported by Sünder-
mann and Pohlmann (2011) and compiled in connection
with the SYCON project (Sündermann et al. 2001a).
Population density varies widely around the North Sea,
and is highest along the southern coast and lowest along the
eastern coast. Heavily populated areas are found in the river
basins of the Elbe, Weser, Rhine, Meuse, Scheldt, Seine,
Thames, and Humber. The regions showing the highest
population densities, with maxima exceeding 1000 inhabi-
tants km−2 are found near the coast in the Netherlands and
Belgium. In contrast, densities of less than 50 inhabitants
km−2 are common along the coasts of Norway and Scotland.
Four different types of region can be distinguished with
respect to population density: the Netherlands and Belgium
with very high density (>300 inhabitants km−2), the UK and
Germany with high density (>200 inhabitants km−2), France
and Denmark with medium density (>100–200 inhabitants
km−2), and Sweden and Norway with low density (<50
inhabitants km−2). Along the North Sea coastline, the
highest crude rates of population growth in recent years were
in the English, Belgian and Dutch regions (Eurostat 2011).
Several large cities or agglomerations are situated in the
North Sea region. In 2009, about 64 % of the population of
EU coastal regions bordering the North Sea lived in pre-
dominantly urbanised areas (Eurostat 2011). Greater London
with an ofﬁcial population of more than 8 million in 2012 is
by far the most populous municipality, with the overall
London metropolitan area having an estimated population of
12 to 14 million. Other large cities are Hamburg (1.77
million; metropolitan area 4.3 million), Amsterdam (0.75
million; metropolitan area 2.2 million), Oslo (0.61 million;
metropolitan area 1.9 million), Rotterdam (0.58 million;
metropolitan area 1.2 million), Bremen (0.55 million),
Gothenburg (0.51 million), Edinburgh (0.48 million), The
Hague (0.47 million), and Antwerp (0.47 million). In the
Netherlands, the Randstad—a megalopolis comprising the
four largest Dutch cities (Amsterdam, Rotterdam, The
Hague and Utrecht) and the surrounding areas, including
several midsize towns such as Haarlem, Delft, Leiden and
Zoetermeer—has a population of 7.1 million and forms one
of the largest conurbations in Europe. Another agglomera-
tion has developed in northern England around the city of
Newcastle; the Tyne and Wear City Region has more than
1.6 million inhabitants.
1.2.2 Major Human and Economic Activities
The North Sea region is a major economic entity within
Europe and a very busy marine area with respect to human
activities. The importance of the North Sea is determined by
its geographic position off north-western Europe and the
economic status of its surrounding countries. Its importance
depends primarily on its transport function with several
important harbours located on the North Sea coasts. This
section provides only a few very general statements on
coastal industries and agriculture in north-western Europe
since detailed information on these sectors can be found in
geography textbooks, such as that by Blouet (2012).
Various types of industry are established along the North
Sea coasts, including metal and metal processing, chemicals,
oil reﬁneries, and shipbuilding, and these are mainly clus-
tered in speciﬁc geographic locations. In the UK the coastal
industries are found near the estuaries of the rivers Thames,
Tyne, Tees and in the Firth of Forth as well as in the
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Southampton area. On the French Channel coast industrial
activities are concentrated in the Calais-Dunkerque region
and around the Seine estuary. In Belgium the coastal
industry is chiefly found in the Antwerp area near the
Scheldt estuary. The estuaries of the Scheldt, Meuse and
Rhine and the greater Amsterdam area are the major
industrial regions in the Netherlands. German coastal
industries are concentrated near the banks of the rivers Elbe,
Weser, Ems and Jade. At the North Sea coast of Denmark,
some industry occurs around the town of Esbjerg, more
industrial activity is situated on the east coast of Jutland. In
southern Sweden, major industrial activities settled around
Gothenburg at the Kattegat. Along the southern and western
coasts of Norway, industries developed in the innermost part
of fjords, mostly connected to larger cities like Oslo, Sta-
vanger and Bergen but also at sites where hydroelectric
power is generated (OSPAR 2000). Most of these industrial
activities are located either around an estuary or directly on
the coast, and for efﬁcient exchange of goods and materials
several important harbours have developed.
Europe’s busiest ports in cargo tonnage and container
units are situated on the southern North Sea coast. Rotterdam
(Netherlands) is the busiest reporting 291.1 million tonnes of
bulk cargo throughput and over 12.3 million twenty-foot
equivalent units (TEU) in 2014, followed by Antwerp
(Belgium) with 62.8 million tonnes of bulk cargo and 9.0
million TEU and Hamburg (Germany) with 43.0 million
tonnes of bulk cargo and 9.7 million TEU (Port of Rotter-
dam 2015). London and Felixstowe and several other British
harbours together with Le Havre (France), Amsterdam
(Netherlands), Bremen/Bremerhaven (Germany), and
Gothenburg (Sweden) comprise the remainder. As these
harbours play an important role in global trade the Straits of
Dover and the North Sea proper contain some of the most
heavily trafﬁcked sea routes in the world. Several million
tonnes of cargo are transported over the North Sea annually
with about 280,000 ship movements a year (OSPAR 2000).
At any given time, 900 to 1200 large ships are traversing the
North Sea. The economy of north-western Europe depends
strongly on the North Sea as a major transport corridor.
In north-western Europe there are several extended areas
of intensive ﬁeld-crop farming, these are concentrated in
eastern England, northern Germany and large parts of the
Netherlands. Areas of intensive animal production or fruit
and vegetable farming are found in the coastal and southern
areas of western Denmark and parts of Germany, the
Netherlands, northern Belgium and northern Brittany. The
main land areas in the North Sea region used for agriculture
are introduced in Sect. 1.7.
The North Sea also fulﬁls a series of other economic,
military and recreational functions. All coastal countries
have declared an exclusive economic zone (EEZ); one of
three area categories recognised by the United Nations
Convention on the Law of the Sea (UNCLOS). An EEZ can
extend from the territorial sea to 200 nautical miles from the
baseline (commonly the low-water mark). Within this zone
the coastal state has the sovereign right of exploitation of
marine resources, including energy generation from water
and wind.
All coastal states extract oil or natural gas from the North
Sea with up to a thousand production platforms, depending
on how they are counted; oil and gas are extracted in the
northern North Sea and in the southern North Sea it is mostly
gas. In 2007, production for the North Sea as a whole
totalled 205 million tonnes of oil and 173 million tonnes of
gas in oil equivalents (OSPAR 2010).
Although ﬁsheries are a minor activity in terms of gross
national product (GNP), thousands of ﬁshing boats (over
5800) operate over the rich North Sea ﬁshing grounds and
are responsible for total landings of just over a million
tonnes of ﬁsh and shellﬁsh each year, primarily by British,
Danish, French and Dutch fleets. In 2012, catches amounted
to EUR 436 million (UK), EUR 327 million (Denmark),
EUR 241 million (Netherlands), and EUR 196 million
(France), together accounting for 81 % of the total value of
landings in the North Sea (STECF 2014). Following a period
of increasing depletion, ﬁsh stocks in the North Sea are now
improving, owing to major reductions in the regional ﬁshing
industry ﬁve to ten years ago.
Exploitation of living resources other than from ﬁn ﬁsh-
eries is restricted to the catch of shrimp and shellﬁsh such as
mussels and cockles in coastal seas like the Wadden Sea,
although strong restrictions are in place in this area owing to
its protected status as a World Heritage site. Mariculture is
mainly restricted to coastal inlets, especially to fjords in
Norway and Scotland.
A new economic activity in the North Sea is the estab-
lishment of large wind farms with up to 100 turbines per
farm. A strong increase in the marine area covered by wind
farms is expected especially in the German EEZ, but con-
struction is occurring all along the coasts of Belgium,
Denmark, the Netherlands and the UK. By 2015 there were
29 wind farms in the North Sea with a total installed capacity
of 6000 MW, nine additional farms are under construction.1
Tourism is an important economic factor along the Bel-
gian, Dutch, German, Danish and UK coasts. Tourists and
daily visitors in the Wadden Sea region along the Dutch,
German and Danish coasts are an especially important
economic factor. Between 1998 and 2007 the annual number
of visitors to the North Sea region increased from 50 million
to 80 million (OSPAR 2010), potentially increasing pressure
on the environment.
1Wikipedia, List of offshore wind farms in the North Sea. Accessed 15
October 2015.
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Economic activities and the discharge of rivers draining
extensive industrial and agricultural areas within the North
Sea catchment, result in high nutrient and pollutant loads to
the North Sea. Eutrophication has a long-term impact on the
coastal regions of the North Sea, but some of its effects such
as low oxygen levels in bottom waters in the German Bight
have decreased over the past two decades. However, the
North Sea coast remains on the list of OSPAR-designated
eutrophication problem areas (OSPAR 2010). Riverine and
direct pollution by heavy metals (cadmium, lead, mercury)
also decreased substantially between 1990 and 2006
(OSPAR 2010). Polycyclic aromatic hydrocarbons (PAHs)
and polychlorinated biphenyls (PCBs) are still widespread in
the North Sea region (OSPAR 2010), with a large proportion
of the sites monitored showing unacceptable levels. The
burden of pollution by persistent organic pollutants contin-
ues albeit their character changes over time, owing to the
phasing out of some compounds and the introduction of
others such as flame retardants (Theobald 2011).
Nature conservation in the North Sea is based on the
designation of EU protected areas. By the end of 2012,
marine Natura 2000 sites covered nearly 18 % of waters in
the North Sea region (EEA 2015).
The various and extensive uses of the North Sea collec-
tively place a strong environmental pressure on the entire
marine ecosystem.
1.3 Geology and Topography
of the North Sea
Hartmut Heinrich
1.3.1 Geological and Climatic Evolution
of the North Sea Basin
1.3.1.1 General Settings
The North Sea Basin in its present shape started to form after
the end of the Variscian Orogeny during the Permian Period
about 260 million years (Ma) ago. In a subsiding area
between the Palaeozoic mountain chains with the Scottish
and London Massifs in the west, the Brabant, Rhenohercy-
nian and Bohemian Massifs in the south and Fennoscandia
and Greenland in the north a tectonically very active basin
formed which has accumulated about 10 km of sediments in
certain locations (the Horn, Central and Viking Graben) that
vary in character from terrestrial to fully marine. Over the
same period, and as a consequence of plate tectonics Europe
has drifted northwards from the equator towards its present
position. In parallel, the climate of the area has successively
evolved from extremely arid to subtropical, moderate, and
ﬁnally over the last million years into the highly variable
conditions of the glacial period (Ziegler 1990; Gatcliff et al.
1994; Balson et al. 2001; Lyngsie et al. 2006).
1.3.1.2 Permian to Holocene
During the Permian [296–250 Ma]2 the North Sea region
was situated close to the equator. To the North the
desert-like hot and dry area was connected to the open ocean
through a gap between Greenland and Norway leading to the
deposition of different types of chemical sediments com-
prising carbonates, anhydride/gypsum and various types of
salt that later formed structures that acted as traps for com-
mercially exploitable hydrocarbons (Glennie 1984; Johnson
et al. 1993). The paleogeographic setting is shown in
Fig. 1.3.
At the onset of the Triassic [250–200 Ma] the region
arrived in the zone of the northern trade winds. The marine
basin began to rise culminating during the Lower Triassic in
a desert-like landscape with fluvial deposits. Later, its
southern part for roughly 10 million years [243–235 Ma,
Muschelkalk] became part of the shallow marine
German-Polish Basin where under subtropical climatic
conditions mainly lime sediments were deposited.
During the Jurassic [200–145 Ma] the North Sea region
was still located in the subtropical climate belt. This was a
period of strong tectonic activity on Earth. The Tethys
Ocean progressed from East Asia westward across the
ancient Pangaea continent dividing it into the Gondwana
continent (India-Africa-South America-Australia-Antarctica)
and Eurasia. At the same time, in the south Gondwana began
to split into an African and a South American part forming
the Proto-Southern Atlantic. The growing mid-ocean ridges
led to substantial sea-level rise.
As a result the North Sea basin developed wide connec-
tions to the Tethys Ocean and the Proto-Atlantic Ocean with
far greater exchange of water than before. Within the North
Sea area tectonic movements caused fluctuations in the
distribution of land and sea that created a variety of depo-
sitional environments including floodplains and
fluvio-deltaic to shallow marine systems. Towards the south
as water deepened clays and limestone were deposited.
These types of marine sediment indicate a warm productive
environment with oxygen-depleted conditions at least in the
bottom waters. The organic matter deposited during the
mid-Jurassic is the source of most hydrocarbons in the North
Sea exploited today.
The tectonic rise of the North Sea basin reached its
greatest extent around the onset of the Cretaceous
[145–65 Ma] and about half the area was dry land,
2All ages from Deutsche Stratigraphische Kommission (Menning and
Hendrich 2012).
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Fig. 1.3 Paleogeography of the
European area during the
Permo-Triassic (upper,
*250 Ma), the Upper Cretaceous
(middle, *75 Ma), and the
Miocene (lower, *13 Ma). The
current position of the North Sea
is marked by the red circle
(graphical reproduction permitted
by Prof. Blakey; http://
cpgeosystems.com/paleomaps.
html)
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accompanied by a drop in global sea level (Haq et al. 1987).
Continental rifting in the Atlantic Ocean began to separate
North America from Europe (see Fig. 1.3). Uplift of the
London-Brabant-Rhenish-Bohemian Massifs largely closed
the connection to the Tethys Ocean in the south, whereas the
connection via the Viking Graben to the Proto-Arctic Ocean
remained open.
Later, when sea level started rising again a connection to
the Proto-North Atlantic developed and, via the Paris Basin
in the west and the Polish Straits in the east, water exchange
with the Tethys again intensiﬁed. During the Lower Creta-
ceous [140–100 Ma] the fluctuating but generally rising sea
level in conjunction with the warm climate generated a
succession of clay and calcareous deposits. At the
Lower-to-Upper Cretaceous boundary the North Sea Basin
was fully flooded. In the Upper Cretaceous [100–65 Ma]
continental rifting in the North Sea area accelerated leading
to strong subsidence of the Central Graben.
During the period of high sea level water exchange
between the North Sea area and the surrounding open oceans
through the wide straits resulted in a warm and well oxy-
genated marine environment. Both the very warm climate
and the high global sea level are linked with the develop-
ment of a super plume in the Earth’s mantle in the western
Paciﬁc Ocean that was accompanied by very strong volcanic
activity from 120 to 80 Ma outgassing huge quantities of
carbon dioxide (CO2).
During the Tertiary [65–2.6 Ma] the North Sea region
arrived in its present latitudinal position. The climate chan-
ged dramatically from relatively warm towards boreal con-
ditions. Antarctica arrived at its present position at the South
Pole and was climatically isolated from the rest of the globe.
Huge ice sheets began to form in Antarctica as well as on
Greenland and on high mountain areas leading to a global
cooling and a notable drop in sea level. Connecting the Proto
Atlantic Ocean with the now cold Arctic Ocean and in the
North Sea the closure of the seaways to southern Europe at
the Oligocene–Miocene boundary [24 Ma] enabled much
cooler water to move into the North Sea Basin changing the
climate in the northern half of Europe. The ﬁrst ice-rafted
debris appeared in the northern North Sea around the end of
the Tertiary [2.4 Ma] (Rasmussen et al. 2008). Sea level was
increasingly controlled by glacio-eustatic changes.
Increasing erosion in the rising land areas bordering the
wider North Sea and the Polish Basin completely changed
the coastal landscape. Extensive deltas developed at the
mouth of river Rhine and on the present western Baltic Sea–
Polish Platform areas; both deltas progressing slowly
towards the centre of the North Sea basin. During the warm
periods of the early Tertiary these deltas were covered with
dense paralic forests and swamps that led to coal formation.
At the Miocene–Pliocene boundary [1.8 Ma] the North Sea
had reached a geographic and bathymetric size close to that
of the present day.
In the southern and central parts of the North Sea area the
deltaic regime of the Upper Tertiary proceeded into the
Quaternary [2.6–0 Ma] with increasing rates of deposition,
while the north comprised a deeper pelagic depositional
environment. The faunal composition points towards water
temperatures similar to those of today in the southern North
Sea (Nilsson 1983).
The Pleistocene [2.6–0.012 Ma] in the North Sea area is
a time of extremely variable climatic conditions. Beginning
in the Middle Pleistocene [*1 Ma] glacial and interglacial
types of sedimentary processes dominated the North Sea
Basin. During glacial periods the sea level dropped several
tens to hundred or more metres exposing a dry landscape,
which was sometimes covered by ice sheets. These ice
sheets usually originated in the Norwegian-Swedish-Scottish
Mountains. They carried large amounts of eroded rock
debris of varying grain size into the basin forming moraines
and other glacigenic features. During the temperate inter-
glacial periods the North Sea experienced repeated changes
in sea level that led to brackish to marine deposits (Ehlers
1983; Schwarz 1991; Sejrup et al. 2000; Ehlers and Gibbard
2008; Gibbard and Cohen 2008).
As a result of erosion from the temporary ice covers and
alternating transgressive and regressive sea levels the cli-
matic record of the North Sea area is very fragmentary. The
oldest traces of a glaciation in the North Sea area are
reported from the Netherlands [1.8–1.2 Ma; MIS3 34–36]
and Denmark [*0.850 Ma; MIS 22–19]. The ﬁrst glacia-
tion documented, which covered the southern North Sea as
far south as 52°N was the Elsterian/Anglian glaciation
[*0.48–0.42 Ma; MIS 12]. At the end of the glaciation
[0.425 Ma] a catastrophic flood from a collapsed
ice-damned lake in the southern North Sea area is deemed to
have cut a ﬁrst gorge into the Weald–Artois chalk range that
is now Dover Strait. A second breach of that barrier
occurred roughly 240,000 years later during the
Saale/Wolstonian glaciation.
The subsequent Holstein/Hoxnian interglacial [0.424–
0.374 Ma; MIS 11] in terms of water temperature and geo-
graphical extent is meant to be an analogue of the present
North Sea. A very narrow Dover Strait did not allow a sig-
niﬁcant inflow of temperate water from the Bay of Biscay.
The Saale/Wolstonian Glacial complex [0.350–
0.130 Ma; MIS 10–6] is a succession of cold and slightly
milder periods mostly represented by glacio-marine deposits
in the North Sea. There were two phases of greater ice
advance, the Warthe and Drenthe stadials that formed mor-
aines off the North Sea coasts.
3MIS: Marine Isotope Stage.
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The most recent interglacial period was the
Eemian/Ipswichian [0.130–0.115 Ma; MIS 5e]. The climate
at that time is considered to have been similar to that of the
present day, and possibly warmer for some period. The
maximum global sea level was 4–6 m higher than today
(Dutton and Lambeck 2012) such that marine sediments of
Eemian age extend inland far beyond the present coastlines.
In the subsequent Weichselian/Devensian glaciation
[0.115–0.017 Ma; MIS 5d − 2] the climate slowly cooled
until 0.075 Ma [MIS 4]. At that time temperature dropped
rapidly and initiated a ﬁrst ice advance from the Scandina-
vian mountains towards the North Sea coasts. Within the
next 50,000 years the climate switched on millennial time
scales between cool (Dansgaard-Öschger events) and extre-
mely cold (Heinrich events) until the maximum extent of
inland ice was reached at about 0.020 Ma [MIS 2]. In par-
allel, sea level dropped discontinuously to 120 m below the
present level. A pro-glacial landscape with rivers, marshes,
lakes and lagoons subsequently developed in the North Sea
Basin, as illustrated in Fig. 1.3. Sediments representing the
coldest part of the Weichselian/Devensian in the southern
North Sea are mainly of aeolian and riverine origin. There is
still debate about a possible closure of the Norwegian and
Scottish ice sheets. Closure of these ice sheets is supported
by glacio-lacustrine sediments found in depressions on top
of Dogger Tail End and in the Elbe Urstrom Valley area.
The melting of the ice sheets began at about 0.019 Ma.
However, global warming was discontinuous and showed
several rapid changes, such as cold excursions like Heinrich
Event 1 [17.5–15.0 ka4] and the Antarctic Cold Reversal
[14.7–14.2 ka] in the southern hemisphere. Warm excur-
sions included the Bölling and Alleröd periods [14.7–
12.7 ka]. The concomitant rate of sea-level rise changed
abruptly. During the Bölling period, for example, sea level
rose about 20 m within 500 years (Melt Water Pulse 1a).
The Pleistocene ended with the Younger Dryas [12.7–
11.7 ka], a cold spell of still unknown origin.
The Holocene [0.012–0 Ma] in the North Sea area is
characterised by increasing warmth and a rising sea level
that rapidly flooded the flat glacial landscape. The present
sea level was reached about 2000 years ago, and continues
to rise slowly.
The Holocene climatic warming following the Younger
Dryas cold spell did not evolve continuously. During the
Preboreal [11.6–10.7 ka] temperatures in the northern
hemisphere rose rapidly. Temperate conditions developed in
the North Sea region in the Boreal [10.7–9.3 ka]. The
warmest period of the Holocene was the Atlantic [9–5 ka].
Temperatures and sea level were higher than today, as was
precipitation. The composition of pollen in sediments shows
the onset of extended human influence (Mesolithic) on the
flora of north-western Europe. During the subsequent Sub-
boreal [5–2.5 ka] the climate was slightly cooler than in the
Atlantic period and drier. The ﬁnal stage of the Holocene,
the Sub Atlantic was a period of climatic oscillations with a
general tendency to cooler and wetter conditions than in the
Subboreal. Its warmest period was the medieval Climatic
Optimum [900–1100 AD]. Temperatures then dropped
towards the Little Ice Age [1300–1850 AD].
The post-glacial inundation of the North Sea north of the
Dogger-Fischer Bank Ridge started at the end of the
Younger Dryas [12.7–11.7 ka]. Along the northern margin
of the North Sea rock debris was dumped by icebergs from
the Scottish and Norwegian mountain glaciers. At about 9 ka
sea water entered the southern North Sea through the gap
that forms the northernmost parts of the Elbe Urstrom Valley
between Dogger Tail End and Fischer Bank/Jyske Rev
(Konradi 2000). At about 8.5 ka the Dogger Bank became
an island owing to the flooding of the Silver Pit depression
between England and the Dogger Bank. During this time the
southern North Sea landscape evolved from dry land via a
shallow swampy environment into a brackish lake or lagoon
with lagoon-type sedimentation. Slightly later, at 8.3 ka the
ingress of marine waters from the Northeast Atlantic through
the English Channel established full marine conditions in the
North Sea. The Dogger Bank Island with its Mesolithic
settlements was ﬁnally drowned around 8.1 ka. During the
short period between the ﬁrst marine ingression through the
Elbe Valley and the flooding of the Dogger Bank, sea level
rose at an average rate of 1.25 m per century culminating in
the latter half of this period at a rate of 2.1 m per century.
Later the rate of rise slowed to 0.30–0.35 m per century. The
rate of sea level rise ﬁnally approached present-day values at
about 2.8 ka. A unique sea level curve for the North Sea is
still not available due to very different and partly unresolved
local effects of post-glacial rebound and other related tec-
tonic movements (Shennan et al. 2006; Vink et al. 2007;
Baeteman et al. 2011).
Although it is likely that Early Holocene hunter and
gatherer communities occupied the vegetated landscape,
apart from the Mesolithic human traces found on Dogger
Bank evidence has not been found to support this. Settling
along the coasts and in the marshlands started to increase
with the onset of the Sub Atlantic (Iron Age), which inclu-
ded the building of simple dykes and terps as protection
against storm surges and changes in sea level. Human set-
tlements in the southern coastal area of the North Sea can be
traced back to 3 ka.
4ka: calendar years before Present (absolute age).
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1.3.2 Topography of the North Sea
The North Sea is a continental shelf sea of the North Atlantic
Ocean. It is bounded in the west by the British Isles, in the
north by Norway, in the east by the Jutland Peninsula and
North Frisia and in the south by the East and West Frisian
Coast. In the north it is widely open to the deep Norwegian
Sea. In its south-western corner the North Sea is connected to
the Celtic Sea and subsequently to the Northeast Atlantic
through the shallow Dover Strait/Pas de Calais with a mini-
mum width of 30 km. A shallow connection to the Baltic Sea
exists via the Skagerrak, Kattegat and Danish Belt Sea between
the Jutland Peninsula, the Danish Islands and Scandinavia.
The North Sea dips gently from the shallow Frisian coasts in
the south towards the continental margin along the deep Nor-
wegian Sea. Average water depth in the North Sea is about
90 m. The present-day bathymetry of the North Sea is shown in
Fig. 1.4. The western part of the northern basin has a trench
230 m deep, 30 km long, and 1–2 km wide, named the Devils
Hole. Along the Norwegian coast into the Skagerrak spans a
deep furrow, the Norwegian Trench which is up to 700 m deep.
The North Sea is mostly relatively flat. A ridge, the Dogger
Bank–Jyske Rev subdivides the North Sea into a southern and
a northern basin. The southern basin has a maximum depth of
50 m. North of this ridge the basin declines smoothly towards
the shelf edge at about 200 m depth.
The Dogger Bank–Jyske Rev complex extends from east
of Flamborough Head in England to the northern tip of the
Jutland Peninsula. In the west the Silver Pit, a southeast-
northwest trending gap about 100 km wide and up to 80 m
deep separates the central Dogger Bank from its western
part that extends to the coast of Norfolk and Suffolk.
A smaller gap about 60 m deep right in the middle of the
ridge, the breakthrough of the glacial Elbe Valley, sepa-
rates the Dogger Bank/Dogger Tail End from the Jyske
Rev. Minimum water depth on the Dogger Bank is 15 m
below sea level. The Jyske Rev rises from 35 m at its
western tip to the coast of northern Jutland. The two gaps
enable deeper central North Sea water masses to pass from
the northern basin to the southern basin.
1.4 Hydrography—Description of North
Sea Physics
Jürgen Sündermann, Thomas Pohlmann
As generally in the ocean, the physical system of the North
Sea is determined by the space-time distribution of seven
macroscopic variables (Krauss 1973): temperature, salinity,
density, pressure and the three components of the velocity
vector. All additional physical quantities (such as water level
elevation, thermocline depth, energy, and momentum) can
then be calculated from the former. Current knowledge of all
seven variables is based on ﬁeld observations, remote
sensing and model simulations.
The three-dimensional ﬁelds of temperature and salinity
and their low-frequency variability are well-known, includ-
ing statistical parameters such as error bounds, evidence, and
conﬁdence. Density can be calculated with high accuracy by
means of the equation of state. Pressure can be related to
sea-level elevation at the surface or within the water column,
Fig. 1.4 Bathymetry of the North Sea
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which can be observed. Current velocities are only measured
at certain points/sections and over deﬁned periods. The best
overall information today is given by hydrodynamic models
combined with measurements assimilated into the model
(Köhl and Stammer 2008).
Dissolved and suspended substances (such as nutrients,
contaminants, and particulate material) may also be con-
sidered physical properties and their distributions are widely
observed. Modelling requires knowledge of the sources and
sinks of these substances.
To understand the physical system (and enable its simu-
lation by models), knowledge of the interactions and pro-
cesses within the current and transport regime including
boundary forcing is also fundamental (Fig. 1.5).
North Sea dynamics are characterised by the regional
interaction of the atmosphere, hydrosphere and lithosphere
on the Northwest European shelf, and exhibit a broad
spectrum of spatial and temporal scales (Fig. 1.6). Speciﬁc
features of the physical system include turbulence, baro-
clinic eddies, internal waves, surface waves, convection,
and tides.
Owing to the many interactions between them the phys-
ical, chemical and biological compartments of the North Sea
system cannot be separated. Certainly, physics is essential
for transport of chemical and biological substances and for
the dynamics of the North Sea ecosystem as a whole. But
there is also feedback depending on the scales considered,
for example, in radiation flux, albedo, surface ﬁlms, and
surface roughness.
1.4.1 Boundary Forcing
The North Sea is part of the Northwest European shelf; its
physical state is essentially determined by the adjacent
Atlantic Ocean and the European continent including the
Baltic Sea. Furthermore, the atmosphere of the northern
globe is essential for the external forcing (Schlünzen and
Krell 2004).
1.4.1.1 Atlantic Ocean
The open connection with the Atlantic Ocean allows the free
exchange of matter, heat and momentum between the two
seas. Planetary waves generated by astronomical and atmo-
spheric forces in the ocean propagate over the shelf break
into the North Sea generating changes in sea level, tides and
water mass transport. In contrast, continental fresh water
discharges influence the water characteristics of the North
Atlantic (Figs. 1.7, 1.8 and 1.9).
There is an inflow of cold and salty Atlantic water into
the deeper northern central basin of the North Sea and along
the Norwegian Trench up to the Skagerrak. Less salty
coastal waters circulate in an anti-clockwise gyre in the
southern North Sea basin ultimately joining the Baltic Sea
outflow (Winther and Johannessen 2006).
The total transport at the northern entrance exhibits a net
outflow from the North Sea with an average of 2 Sverdrups
(Sv) and annual variations of around 0.4 Sv (Fig. S1.4.1 in
the Electronic (E-)Supplement, Schrum and Siegismund
2001).
Fig. 1.5 Scheme of interactions
within the physical system
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Decadal variability within the Atlantic Ocean, mainly
driven by the North Atlantic Oscillation (NAO) (Hjøllo et al.
2009) and to a lesser extent by the Atlantic Multi-decadal
Oscillation (AMO), is transferred to the North Sea. For heat
this mainly occurs through the atmosphere, less through
direct exchange of water masses, as is shown by the corre-
lation pattern of NAO versus sea-surface temperature
anomalies (Fig. S1.4.2 in the E-Supplement). High values in
the central North Sea indicate this interrelation. Correlations
reach their minimum at the north-western entrance and in the
Southern Bight, indicating the influence of the advective
heat transport from the Atlantic Ocean in these areas.
Net transport at the North Sea border is a superposition of
continental outflow and Atlantic inflow. Substances moved
by the respective currents enter the North Sea (salt, nutrients)
or the Atlantic Ocean (fresh water, contaminants).
1.4.1.2 European Continent and Baltic Sea
The continental influence on the water characteristics of the
North Sea comprises freshwater supply, and the input of
dissolved and suspended matter: nutrients, contaminants,
sediments.
Owing to continental freshwater discharge and the posi-
tive difference ‘precipitation minus evaporation’, the Baltic
Sea exhibits a mass surplus resulting in a mean net outflow
of 15,500 m3 s−1 (Omstedt et al. 2004). More precisely,
from the North Sea perspective there is a permanent inflow
of freshwater, superimposed by a weak outflow of saltwater.
During episodes of decadal frequency this outflow can
strongly increase (salt water intrusion events) and renew and
ventilate the Baltic Sea deep water.
Through its geostrophic balance the Baltic Sea outflow
causes an eastward elevation in sea level of the order of
centimetres within the Kattegat.
1.4.1.3 Atmosphere
Through the downward flux of momentum the atmosphere
signiﬁcantly controls the general circulation of the North Sea as
well as the vertical structure of the water column due to tur-
bulence. The frequency distribution of the wind direction and
speed determines the major current patterns in the North Sea
(see Sect. 1.4.3). The wind forcing exhibits a predominantly
southwestern direction with signiﬁcant decadal variability.
The wind further controls the spectrum of surface waves
in the North Sea, and cyclones can lead to strong storm
surges. The atmosphere influences the heat budget via ver-
tical heat fluxes and their variability. Precipitation on the
Northwest European shelf influences North Sea salinity and
its seasonal variability directly or via continental discharge
(see Sect. 1.5.4).
Fig. 1.6 Scale spectrum of the
physical system (Sündermann
et al. 2001b)
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1.4.1.4 Seabed
The seabed represents a source or sink of sediment (by
erosion, resuspension, or deposition) and associated sub-
stances. Related biogeochemical processes are important.
Morphodynamics affect topography and as a consequence
currents and waves.
1.4.2 Thermohaline Regime
The thermodynamic state of the North Sea is characterised
by the 4-dimensional distributions of temperature and
salinity (Figs. 1.8 and 1.9) and the related variable baroclinic
circulation.
The strong seasonal variation in sea-surface temperature
is the most evident low-frequency periodic feature in the
North Sea. The annual mean shows a relatively homoge-
neous water mass with a tongue of warmer Atlantic water
inflowing through the English Channel. Superimposed on
this is the seasonal wave with amplitude increasing from
northwest to southeast.
The annual mean salinity distribution reflects the inflow
of Atlantic water through the northern entrance and the
English Channel as well as the fresh water supply from the
Fig. 1.7 Circulation system of
the North Sea (after OSPAR
2000)
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European continent including the Baltic Sea outflow. Sea-
sonal variation is most obvious in the southern and eastern
coastal regions.
Figure 1.8 (right) shows the dominant seasonal temper-
ature cycle. As explained in Sect. 1.4.1, temperature is
mainly determined by heat exchange with the atmosphere. In
the vertical, temperature development also shows signiﬁcant
differences between the southern and northern North Sea.
While in the southern North Sea vertically homogenous
conditions occur all year round, in the northern North Sea a
summer thermocline develops in waters of around 30 to
40 m in depth (Fig. 1.10 and S1.4.3 in the E-Supplement).
Using the equation of state (Gill 1982), the baroclinic
pressure gradients can be determined from the temperature
and salinity ﬁelds and thus the geostrophic current system
(Fig. S1.4.4 in the E-Supplement). This represents the den-
sity driven flow, which is superimposed by the wind driven
current and the stronger tidal flow (see Sects. 1.4.3 and 1.4.4
and Pohlmann 2003). Tidal residual currents of the M2
constituent are shown in Fig. S1.4.6 in the E-Supplement.
Fig. 1.8 Sea-surface temperature
in the North Sea: annual mean
(left) and seasonal variability
(right) in °C, for the period 1900–
1996 (data from Janssen et al.
1999)
Fig. 1.9 Sea-surface salinity in
the North Sea: annual mean (left)
and seasonal variability (right) in
psu, for the period 1900–1996
(data from Janssen et al. 1999)
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For further studies on this topic see Luyten et al. (2003) and
Meyer et al. (2011).
1.4.3 Wind-Driven Regime
The wind-induced circulation is clearly the dominant per-
manent regime, characterising the mean current system of
the North Sea. Tidal currents may be stronger, but are almost
periodic with relatively small net transports. Figure 1.11
shows the basic patterns of the wind-driven currents
according to wind direction. Owing to the prevailing
southwesterly winds on the Northwest European shelf an
intense anti-clockwise circulation is dominant, which occa-
sionally (in the case of easterly winds) reverses. For
north-westerly and south-easterly winds, states of stagnation
appear.
The NAO strengthens or weakens these patterns (see
Fig. 1.12).
Storm surges constitute the greatest potential natural
hazard for coastal communities in the North Sea region. An
analysis of historical storm surges (Sündermann 1994)
indicates that these extreme events fall into two classes:
• Static type: low pressure track Iceland–northern North
Sea–Scandinavia; extended, cold low; long-lasting, but
not necessarily extreme winds push water into the Ger-
man Bight. Example: 17 February 1962.
• Dynamic type: low pressure track Subtropical Atlantic–
Great Britain–Denmark; small-scale, warm low; a
short-lived, rotating extreme wind moves the North Sea
water like a centrifuge raising sea level along all coasts.
Example: 3 January 1976.
The storm surges mentioned are extreme, but not worst
cases. Even under present-day conditions (i.e. without cli-
mate change) the full spectrum of possible surges allows for
severely higher floods.
Surface waves are generated by the wind. Although their
influence on large-scale circulation and transport is generally
relatively small, it is signiﬁcant for dynamical processes
such as generation of turbulence, shear stress, radiation
stress, sediment erosion, wave set-up in coastal areas, and
extreme waves. The spectrum of wind waves is dependent
on the fetch and duration of wind action (Fig. 1.13). Fig-
ure 1.14 depicts the ﬁrst EOF pattern (Empirical Orthogonal
Functions; represent the basic modes of the oscillation sys-
tem) of the characteristic wave height. In combination with
the time series of its principal component (not shown), it
represents 82.5 % of total variance. Characteristic wave
heights show the strongest variability in the open northern
Fig. 1.10 Climatological monthly mean extension and depth of the
thermocline in May (Pohlmann 1996)
Fig. 1.11 Basic wind-driven circulation patterns in the North Sea. The
four current states correspond to the four wind direction sectors in the
central diagram (after Sündermann and Pohlmann 2011)
16 M. Quante et al.
North Sea; in shallow regions and near the coast, variability
is signiﬁcantly reduced.
1.4.4 Tidally-Driven Regime
The North Sea dynamics are signiﬁcantly influenced by
astronomical tides. These are co-oscillations with the
autonomous tidal waves of the Atlantic Ocean. The speciﬁc
geometry of the North Sea basin implies eigen-periods and
hence resonance in the semi-diurnal spectral range
(Fig. 1.15). The superposition of the semidiurnal principal
lunar and solar tides (M2 + S2) causes a signiﬁcant
spring-neap rhythm. The tidal currents may reach a speed of
tens of centimetres per second and dominate any other flow,
especially as they move the entire water column.
Tidal currents give rise to strong mixing of water masses,
preventing thermohaline stratiﬁcation in the shallow south-
ern North Sea. In the Wadden Sea, tides cause the periodic
exposure of large areas of seabed.
Tidal elevations penetrate from the Atlantic moving
anti-clockwise as a Kelvin wave through the entire basin.
There are three amphidromic points, i.e. points with zero
Fig. 1.12 North Sea circulation
during prevailing positive winter
NAO conditions (left) and
negative winter NAO conditions
(right) (Schrum and Siegismund
2001)
Fig. 1.13 JONSWAP spectrum (Hasselmann et al. 1973). Wave
spectra of a developing sea for different fetches. Evolution with
increasing distance from shore (numbers refer to stations off the island
of Sylt)
Fig. 1.14 Characteristic wave heights (m) in the North Sea (Stanev
et al. 2009)
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tidal amplitude around which the tidal wave rotates (see
solid co-phase lines in Fig. 1.15 depicting the same phase of
the tide). The co-range lines join places having the same
tidal range or amplitude (dashed lines in Fig. 1.15).
Within one period the tidal currents form elliptic stream
ﬁgures with positive or negative orientation (see Fig. S1.4.5
in the E-Supplement).
Nonlinear processes generate non-harmonic tidal motions
and, as a consequence, non-vanishing residual currents with
maximum values of the order of 10 cm (see also Fig. S1.4.6
in the E-Supplement).
Tides superimpose any other motion in the North Sea.
They dissipate energy, mix water masses, and alter the
coastline. Backhaus et al. (1986) showed that whenever a
constant flow component is combined with a time-dependent
periodic tide, there is a considerable reduction in the
resulting residual flow.
Jungclaus and Wagner (1988) showed that sea-level rise
leads to a shift in the central amphidromy towards the
northwest and thus to higher tidal amplitudes in the southern
North Sea.
1.4.5 Transport Processes
Dissolved and particulate inorganic and organic substances
in the North Sea waters are transported by the current
regimes as just described (Figs. S1.4.7 and S1.4.8 in the
E-Supplement). Their spread and deposition control the
biological and sedimentological systems of the North Sea.
The cyclonic current system of the North Sea means that
as a generalisation substances entering the North Sea via
river outflows are transported along the English, then Dutch,
German, and Danish coasts into the Norwegian Trench, with
signiﬁcant scatter due to actual atmospheric conditions.
Time integration yields residence times of the order of 6–
12 months in the northern North Sea, to three years in the
German Bight and along the north-eastern British coast (see
Fig. S1.4.9 in the E-Supplement).
Besides advection in the flow ﬁeld the concentrations of
substances within North Sea waters are also the result of
processes such as mixing, biogeochemical cycling, deposi-
tion, and resuspension. For particulate matter, sinking,
flocculation, seabed processes such as bioturbation are also
Fig. 1.15 Co-tidal lines for
M2 + S2, the major tidal
constituents in the North Sea
(Sager 1959)
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important. Particulate transport drives the morphological
changes occurring within the North Sea region.
Damm (1997) calculated the North Sea freshwater budget
using the balance of inflows and outflows from long-term
ﬁeld records (Fig. 1.16).
1.5 Current Atmospheric Climate
Christiana Lefebvre
For climate descriptions, the data base should comprise a
continuous period of at least 30 years in order to be repre-
sentative in terms of variations and extremes. To account for
climate change, the period 1971–2000 was chosen as the
reference period for this study, because it seems to reflect
features of the current climate better than the current World
Meteorological Organization (WMO) climatological stan-
dard period 1961–1990. However, some analyses are also
considered based on periods that differ slightly from 1971 to
2000. The current atmospheric climate as described in this
section is based on analyses of observations for various
climate parameters: air pressure, air temperature, precipita-
tion, wind speed and direction, sunshine duration and cloud
cover. In addition to analyses based on in situ data, for which
coverage is poor in some sea areas, climate analyses are also
based on the European Centre for Medium-Range Weather
Forecasts (ECMWF) 40-Year Re-analysis (ERA-40; Uppala
et al. 2005) and regional climate model (RCM) results from
the ENSEMBLES project (Van der Linden and Mitchell
2009). Climatologies based on remote sensing from satellites
are also used.
1.5.1 Atmospheric Circulation
The North Sea is situated in the west wind drift of the
mid-latitudes between the subtropical high pressure belt in
the south and the polar low pressure trough in the north.
Westerly upper winds steer extratropical lows from the
North Atlantic to northern Europe interrupted by relatively
short anticyclonic periods. This is accompanied by frequent
changes in air masses of different thermal and
moisture-related properties, which drives continuous change
in the synoptic-scale weather conditions over periods of days
to weeks.
1.5.1.1 Sea-Level Pressure
Figure 1.17 shows the spatial distribution of the mean
monthly sea-level pressure (SLP) across the North Sea
region based on daily hemispheric analysis of SLP by the
UK Met Ofﬁce provided by the British Atmospheric Data
Centre for the period 1971–2000 (Loewe 2009). Charts of
the mean annual and mean monthly SLP for the period
1971–2000 based on data from the ERA-40 reanalysis and a
hindcast of the ENSEMBLES RCMs forced by the ERA-40
reanalysis using a horizontal grid resolution of 25  25 km
are reported by Bülow et al. (2013). The circulation pattern
shows a distinct annual cycle that results from the interaction
Fig. 1.16 North Sea water
budget for one climatological
year (Damm 1997)
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of the predominant air pressure centres across the North
Atlantic: the Icelandic Low and the Azores High. On aver-
age, air pressure rises from northwest to southeast, while the
standard deviation decreases. The strongest air pressure
gradients are observed in autumn and winter. This is
accompanied by the strengthening of low pressure systems
due to a greater temperature difference between the polar and
subtropical regions at this time of year. In the cold season,
the direction of mean air flow varies between westerly in
November and December and southwesterly from January to
March. From March to April the intensity of mean air flow
over the North Sea region decreases markedly. The Azores
High starts to extend into parts of mid-Europe. In May, the
air pressure gradient is weakest. In June and July, the
extension of the Azores High causes on average a weak
northwesterly air flow. In the English Channel and south-
western North Sea, mean air pressure is highest in July,
while other regions have maximum air pressure in May
(Fig. 1.18). Charts of mean SLP and standard deviation for
the year as a whole, and for January and July from the
ENSEMBLES RCMs and ERA-40 reanalysis for the period
1971–2000 are discussed by Bülow et al. (2013). The
ERA-40 spatial air pressure distribution for January and July
ﬁts well with the corresponding analyses of UK MetOfﬁce
data in Fig. 1.17. The standard deviation derived from the
ERA-40 reanalysis decreases in general from the northwest
(area of the Orkney and Shetland Islands) to the southeast
(southern Germany), for the annual mean (from 13–14 to 8–
9 hPa), in January (from 16–17 to 10–11 hPa) and in July
(from 8–9 to 4–5 hPa). The differences between the
RCM SLP ﬁelds and ERA-40 reanalysis show a range of
different patterns. The annual cycles of SLP from the
ENSEMBLES RCMs and ERA-40 reanalysis for four North
Sea subregions (northwest, northeast, southwest, southeast)
show good agreement (Bülow et al. 2013), except for one
RCM showing a permanent positive bias. Anders (2015)
showed that the ERA-40 driven RCMs are able to reproduce
different weather types, which were derived from the
ERA-40 mean SLP ﬁeld. Most of the RCMs reproduce the
weather regime classiﬁcation after Jenkinson and Collison
(1977) centred over the North Sea with a coverage of 80–
99 %. In general, agreement is better in winter than in
summer.
1.5.1.2 North Atlantic Circulation
Circulation in the North Sea region is strongly influenced by
the North Atlantic Oscillation (NAO). The NAO is described
in detail in Annex 1 at the end of this report. The NAO is
evident throughout the year, but it is most pronounced
during winter and accounts for more than a third of the total
variance in the SLP ﬁeld over the North Atlantic (Hurrell
and Van Loon 1997). During positive phases of the NAO,
the meridional SLP gradient over the North Atlantic is
enhanced. In the North Sea region, a positive NAO phase
during the winter is usually accompanied by enhanced
winter storm activity, above-average air temperatures and
above-average precipitation in Scotland and Norway (Hur-
rell 1995; Hense and Glowienka-Hense 2008). Negative
phases of the NAO, characterised by a weaker than normal
Atlantic meridional SLP gradient are often linked with
below-average air temperatures in northern Europe (Trigo
et al. 2002). A prevailingly negative NAO phase influenced
circulation from the mid-1950s to the 1978/1979 winter
(Hurrell 1995). A period of high positive NAO in the late
1980s and early 1990s was connected with a high frequency
of strong winter storms across the North Atlantic and high
wind speeds across western Europe (e.g. Hurrell and Van
Loon 1997). Figure 1.19 shows the frequency of extreme
North Atlantic lows with core pressure of 950 hPa or less
from November to March based on analysed weather charts
(Franke 2009). Counts for November to March since 1956
show a sudden increase in winter 1988/1989 to 15 strong
storms and a decrease since the late 1990s with the exception
of the extraordinarily mild winter of 2006/2007 with 16
intense lows. The highest number occurred in winter
2013/2014 with 18 storms, causing severe damage along the
western European coasts through storm surges.
1.5.2 Wind
Wind is the most important meteorological parameter for the
North Sea and its coastal areas for two reasons. First, severe
wind storms have the potential for high impact damage.
They cause rough sea conditions, and increase risk of storm
surges in coastal regions and thus damage to coastal settle-
ments, infrastructure, agricultural land and forests, as well as
increased coastal erosion in some areas. Second, wind is of
increasing interest as a source of renewable energy. Wide-
spread construction of onshore wind farms in coastal areas is
now being followed by a signiﬁcant increase in the devel-
opment of offshore wind farms, and this requires reliable
wind statistics for site identiﬁcation and wind resource
mapping as well as for user-speciﬁc forecasts of wind con-
ditions for construction work and wind resource
management.
Wind speed and direction across the North Sea area are
driven by the large-scale pressure ﬁeld and are modiﬁed at a
local level by orographic effects caused by adjacent isles and
coastal features. Wind speed is also affected by vertical
temperature differences between the atmosphere and the sea
surface, even for wind speeds of 7 Bft and above (Baas et al.
2015). The wind climate is characterised by pronounced
seasonality. In general, the winds from November to March
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are stronger due to larger temperature differences between
the subtropical and polar regions leading to more intense
low-pressure systems.
1.5.2.1 Ship-Based Wind Speed Observations
The spatial distribution of mean monthly and annual wind
speed based on ship observations was reported for the period
1981–1990 by Michaelsen et al. (2000), while Stammer
et al. (2014) reported mean wind speed for June and
December for the period 1981–2010. Due to uncertainties in
wind data time series using ship-based observations arising
from, among others, the switch from estimating wind speed
from wave heights to direct measurements, no common
measure height, and the effect of ship type and superstruc-
ture on measurements, it was decided to not include the
results without further treatment into the KLIWAS North
Sea Climatology (Stammer et al. 2014).
1.5.2.2 Remotely-Sensed Wind Speeds
In regions, where in situ observations are sparse, satellite
observations with their extended spatial coverage are of
great advantage. Satellite-based data sets covering long
Fig. 1.17 Spatial distribution of
mean monthly sea-level pressure
(hPa) across the North Sea region
for the period 1971–2000 (Loewe
2009). Numbers in the lower right
of the subplots indicate time
period and month
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periods are also suitable for deriving climatologies. Fig-
ure 1.20 shows seasonal mean wind distributions developed
from a 10-year data set of twice-daily (06:00 and 18:00
UTC) observations from NASA’s QuikSCAT mission for
the North Sea and Baltic Sea (Karagali et al. 2014). The data
show equivalent neutral wind (ENW) at 10 m above the sea
surface from rain-free observations assuming neutral atmo-
spheric stratiﬁcation. The ENWs originate from transmitted
radar signals that are backscattered by small-scale waves at
the sea surface, to which empirical algorithms are applied.
The spatial distributions show higher wind speeds in winter
and autumn as a result of increased storm activities as
low-pressure systems cross the eastern North Atlantic and
North Sea. In addition, the atmosphere in autumn and early
winter is often colder than the ocean surface leading to
prevailing unstable conditions that drive momentum transfer
from higher atmospheric layers and result in higher wind
speeds. Because neutral atmospheric stratiﬁcation was
assumed in the data processing, the satellite data may not
exactly correspond to real conditions and may overestimate
the true wind. In contrast, the strong lee effects in the
western North Sea from the land effect of the British Isles
may be less pronounced, because using ENWs leads to
underestimation of true wind speed in the case of frequently
stable atmospheric stratiﬁcation. Besides atmospheric sta-
bility, rain affects the backscattered signal causing an
Fig. 1.18 Annual cycle of mean
sea-level pressure (hPa) at
selected land stations in the North
Sea region for the period 1971–
2000. Station positions are shown
in the E-Supplement to this
chapter (Fig. S1.5.1)
Fig. 1.19 Intense North Atlantic
low-pressure systems with a core
pressure of 950 hPa or less from
November to March (Franke
2009, updated)
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increase in retrieved wind speed. While rain-contaminated
QuikSCAT winds could be excluded over sea areas but not
always over coastal areas, wind speed estimates from
QuikSCAT are higher than in situ observations in areas near
land. Uncertainties in the QuikSCAT wind characteristics
may also arise due to ice cover in the Baltic Sea, spatial
differences in sea surface temperature and sea surface cur-
rents (Karagali et al. 2014).
Karagali et al. (2014) compared the QuikSCAT wind
speeds with in situ measurements at three locations (plat-
forms) in the North Sea: Greater Gabbard (off the Suffolk
coast, UK), FINO 1 (north of the island Borkum, Germany)
and Horns Rev 1 (off Esbjerg, Denmark). Owing to the mast’s
position relative to the wind farms and its proximity to land,
only QuikSCAT and in situ winds from the south to north
sectors (175°–13°) were considered. In this sector, wind
speeds match well on average. The correlation is high (r
0.92) and the mean bias (in situ minus satellite) does not
exceed −0.23 m s−1. For wind speeds above 3 m s−1 the bias
is close to zero with a standard deviation of 1.2 m s−1. Fig-
ure 1.21 shows the change in in situ (all three stations) and
QuikSCAT wind speeds over the year as well as wind speeds
residuals (in situ minus satellite wind speeds). The mean wind
speeds exhibit a pronounced annual cycle with a minimum
(*7 m s−1) in July and a maximum (*10.5 m s−1) in
December and January. Compared with in situ data, QuikS-
CAT winds are lower from April to July and higher from
October to March. The residuals (which do not exceed
±0.5 m s1) show the highest positive values in May and the
highest negative values during October to December. For the
North Sea area as a whole, an even stronger annual cycle but
lower wind speeds results from the NCEP/NCAR reanalysis
(Kalnay et al. 1996) for the earlier 40-year period 1959–1997.
Siegismund and Schrum (2001) derived a mean wind speed of
about 9 m s−1 for October to January from this dataset, which
is about 50 % higher than for April to August.
Fig. 1.20 Spatial distribution of
seasonal mean wind speed
(m s−1) and the most frequently
observed wind direction (arrows)
derived from QuikSCAT satellite
data for the period November
1999 to October 2009 (Karagali
et al. 2014)
Fig. 1.21 Monthly variation of mean wind speed from QuikSCAT
(black line), in situ observations from all stations (dashed line) and
wind speed residuals (grey line) (Karagali et al. 2014)
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1.5.2.3 Geostrophic Wind Speeds
Measurements of wind speed are usually insufﬁcient for
long-term wind analyses because they are easily affected by
inhomogeneities, such as through changes in instrumenta-
tion, immediate surroundings, and location. To avoid such
deﬁciencies, Schmidt and von Storch (1993) instead used
geostrophic wind speeds derived from air pressure differ-
ences. This method is widely used and is often not only
based on observed air pressure values but also on reanalysis
data. Figure 1.22 shows the spatial distribution of mean
annual geostrophic wind speed for the period 1971–2000
determined from ERA-40 reanalyses of SLP. The graphic
shows a decrease in geostrophic wind speed from northwest
to southeast and wind speeds of 10.5–11.5 m s−1 in the
central North Sea. These wind speeds exceed those from
ship-based observations for the shorter period 1981–1990
(Michaelsen et al. 2000) by more than 2 m s−1.
A comparison of geostrophic wind ﬁelds derived from the
ERA-40 reanalysis and the higher spatially resolved
ERA-Interim reanalyses from the ECMWF (Berrisford et al.
2009) of SLP for the period 1981–2000 show greater spatial
variation in the ERA-Interim ﬁelds, but differences relative
to the ERA-40 geostrophic wind speeds of less than 1 m s−1
(Ganske et al. 2012). The shorter period used for this com-
parison shows higher wind speeds than seen in Fig. 1.22,
because it is more influenced by the intensive wind phase
from the late 1980s to the end of the 1990s. Additional
graphics as well as a discussion of frequency distributions
for wind speed in different sea areas and seasons are pro-
vided in the E-Supplement to this chapter (S1.5.3).
Evaluating the temporal and statistical characteristics of
the coastal wind climate along the North Sea in the ERA-40
reanalysis and the ENSEMBLES RCMs by comparing them
against wind measurements in the Netherlands and Germany,
Anders (2015) found that ERA-40 reproduces the wind ﬁeld
very well in regions where high quality observational data
were assimilated at high temporal frequency. Outside these
areas, the RCMs mostly show better agreement with mea-
surements over land. The correlation between ERA-40 and
observations is between 0.75 and 0.95, and for most RCMs
and observations is between 0.6 and 0.9. The models seem to
overestimate mean wind speed at inland sites. For the North
Sea region as a whole (but excluding coastal waters), ﬁve
RCMs generate annual mean wind speeds that differ by less
than ±0.5 m s−1 from ERA-40 wind speeds while the
remaining seven RCMs differ by ±1.5 m s−1 at most. Six
RCMs depict smaller wind ﬁelds than ERA-40, partly due to
fewer wind speeds above 10 m s−1. More detailed informa-
tion is reported by Bülow et al. (2013).
The occurrence of high wind speeds across the North Sea
from the end of the 1980s to the end of the 1990s agrees well
with the increased frequency of strong North Atlantic winter
storms (lows with a core pressure of 950 hPa or less—
Fig. 1.19). Until 1974/1975 these extreme lows mainly
occurred between December and January. Their occurrence
has since increased in November as well as March (Franke
2009), which supports the results of Siegismund and Schrum
(2001).
Studies estimating storminess from homogenous station
pressure records show pronounced decadal variability but no
robust sign of any long-term trend (WASA Group 1998;
Bärring and von Storch 2004). This is not the case for results
from studies using the 20CR reanalysis (Compo et al. 2011).
For these, upper percentiles of daily wind speed (Donat et al.
2011) or geostrophic winds derived from air pressure
(Krueger et al. 2013) indicate a signiﬁcant upward trend in
storminess in many parts of western and northern Europe.
Figure 1.23 shows trends in the annual 95th percentile of
daily maximum wind speed and trends in the days with gales
during the period 1871–2008. Donat et al. (2011) assumed
that the 20CR reanalysis may suffer from some inhomo-
geneities due to changes of station density.
1.5.2.4 Wind Direction
Wind direction across the different sea areas of the North Sea
is determined by the large-scale air pressure distribution.
Near islands and coasts winds are modiﬁed by orographic
effects, depending on the shape and orientation of the adja-
cent coastlines. Figure 1.24 shows the annual frequencies of
wind force as observed from ships in the period 1971–2000
Fig. 1.22 Spatial distribution of mean annual geostrophic wind speed
(m s−1) for the period 1971–2000 determined from ERA-40 reanalyses
of sea-level pressure data (ﬁgure prepared by A. Ganske, Federal
Maritime and Hydrographic Agency, Germany)
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for four categories (1–3, 4–5, 6–7 and 8–12 Beaufort scale)
and eight directions. On average, winds from the southwest
and west predominate. Owing to the orography, only in the
sea areas between the Shetland Islands and the Norwegian
coast (Viking, Utsira north) are winds most frequently from
the south; west of the southern Norwegian coast (Utsira
south) winds from the northwest predominate. A wind force
of 8 Bft and above occurred in 6–9 % of observations for the
central and eastern North Sea areas north of 56°N. While the
prevailing wind directions from October to March are
southerly to southwesterly, northwesterly to northerly winds
predominate in the northern and central North Sea in spring
and summer. Over the course of a year, easterly winds are
most frequent in May, when the frequency of winds
exceeding 6 Bft is lowest.
Frequency distributions of daily mean wind direction
from the ERA-40 reanalysis and ENSEMBLES RCMs for
the four sea areas considered for the period 1971–2000 are
discussed by Bülow et al. (2013).
1.5.2.5 Sea Breeze
With calm conditions and strong insolation (i.e. high pres-
sure situations), a local wind regime develops due to uneven
heating of the land and sea surface in coastal areas.
According to Steele et al. (2015), who referred to Atkinson
(1981) and Simpson (1994) ‘The sea breeze is deﬁned as a
circulation which is induced by a thermal contrast, between
the land and sea that overcomes the strength of the back-
ground or gradient wind’. The development of sea breezes
occurs most often in spring and summer, when the North Sea
is relatively cold and the sun reaches its minimum zenith
angle (Tijm et al. 1999). At mid-latitudes, sea breezes usu-
ally have an inland penetration of 5–50 km (Atkinson 1981).
In southern England (Simpson et al. 1977) and the Nether-
lands (Tijm et al. 1999), favourable conditions for sea-breeze
development may result in inland penetration of 100 km or
more. Offshore sea breezes can extend similar distances
(Arrit 1989; Finkele 1998). Thus, sea breezes are an
important component of the coastal wind climate and are of
growing interest due to the development of wind farms in
offshore and coastal areas and their need for reliable wind
forecasts. Based on data from the Weather Research and
Forecasting model (WRF, version 3.3.1; Skamarock and
Klemp 2008), Steele et al. (2015) derived a sea-breeze cli-
matology for ﬁve coastlines around the southern North Sea
by considering three sea-breeze types (as described by Miller
et al. 2003): a pure sea breeze (where the sea breeze forms in
opposition to the gradient wind) and the corkscrew and the
backdoor sea-breeze, where the gradient wind has an
along-shore component. Pure sea breezes induce offshore
calm zones, deﬁned as regions where the 10-m simulated
wind is <1 m s−1. The corkscrew sea breeze is the strongest
type of sea breeze. They induce coastal jets, which are
deﬁned as local wind speed maxima within 1 km of the coast
(Capon 2003). The 10-m simulated wind speeds reach about
5 m s−1 and cause a net increase in wind energy on a given
day of up to 10 % (Steele et al. 2015). The backdoor sea
breeze is the weakest type of sea breeze. In many cases an
intensifying backdoor sea breeze reduces the extent of the
offshore calm zones. Table 1.1 shows the annual frequency
of the different sea-breeze types for each coastline in the
period 1 January to 31 December 2012. There is clearly
signiﬁcant variability between coasts and this is attributed to
coastal orientation relative to the prevailing wind direction.
Season length also differs between coasts; mostly extending
from May to September, along the coasts of East Norfolk,
Suffolk and Essex sea breezes can occur from March to
October. Variations in coastal orientation or the presence of
another coastline can cause interactions between sea breezes.
The magnitude of the differential heating and the strength
of the opposing large-scale wind flow are important for the
offshore extent and inland penetration of the sea breeze.
Studies in southern England show that most sea breezes
occur in conditions of near-calm or with offshore winds of
less than 2–3 m s−1 at the surface (Tijm et al. 1999). Using
two-dimensional model simulations, Finkele (1998) found
the offshore sea-breeze propagation speed (−3.4 m s−1) to be
about double that for inland sea-breeze propagation
(1.6 m s−1) under light (−2.5 m s−1) offshore geostrophic
Fig. 1.23 Trends in the annual 95th percentile of daily maximum
wind speed in the 20CR ensemble mean for the period 1871–2008 (unit
standard deviation per 10 years). Only signiﬁcant trends are plotted
(p  0.05, Mann-Kendall-Test). Circles indicate trends in gale day at
that location (Donat et al. 2011)
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wind conditions (without a coast-parallel geostrophic wind
component and a maximum sensible heat flux of about
380 W m−2), which agreed well with measurements. The
offshore sea-breeze propagation speed is deﬁned as the speed
at which the seaward extent of the sea breeze grows offshore.
It is almost constant under light offshore geostrophic wind
conditions and non-linear under moderate (−5.0 m s−1) and
strong (−7.5 m s−1) geostrophic wind conditions. In the case
of light offshore geostrophic wind conditions the inland
sea-breeze propagation speed is almost constant until early
Fig. 1.24 Annual distribution of
wind forces in Beaufort
(Bft) derived from ship
observations for different sea
areas of the North Sea in the
period 1971–2000. The length of
each branch is proportional to the
percentage frequency of the
respective wind direction and
wind force class. Numbers in
circles denote the frequency of
calm conditions (courtesy of the
German Meteorological Service)
Table 1.1 Sea-breeze frequency (days) by sea-breeze type on southern North Sea coastlines between 1 January and 31 December 2012 (Steele
et al. 2015)
Coast Pure Corkscrew Backdoor Total
North Norfolk 117 96 51 264
East Norfolk 166 169 0 335
Suffolk + Essex 46 167 13 226
Netherlands 146 76 71 293
South Kent 21 122 9 154
Total 496 630 144 1270
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afternoon and then increases during late afternoon and
through the evening, which agrees with the ﬁndings of Tijm
et al. (1999). Moderate geostrophic winds cause a non-linear
inland sea-breeze propagation speed with the sea breeze
slowing after having reached the coast. For strong geos-
trophic winds the sea-breeze circulation stays totally
offshore.
The onshore sea breeze during the day alternates with the
oppositely directed, but usually weaker, land breeze which
develops during the night.
1.5.3 Air Temperature
1.5.3.1 Monthly and Annual Means
Offshore, the temperature of the lower atmosphere is mainly
determined by sea surface temperature. For the North Sea,
the two branches of the North Atlantic Current entering
through the English Channel and between Scotland and the
Shetland Islands respectively, have a signiﬁcant influence
(see Sect. 1.4). Air temperature is also influenced by the
European land masses and latitude. The result is that mean
air temperatures over the North Sea are above average for
sea areas at similar latitudes elsewhere (Korevaar 1990).
Spatial distributions of monthly mean air temperature across
the North Sea region based on observations from ships and
light vessels are available for the periods 1961–1980
(Korevaar 1990), 1981–1990 (Michaelsen et al. 2000) and
1971–2000 (Stammer et al. 2014). The latter are displayed in
Fig. 1.25 and show only small differences relative to the
climatology of Michaelsen et al. (2000), and for various
periods the monthly means are highly correlated with the
NCEP-RA1 (1950–2010), NCEP-RA2 (1979–2010),
ERA-Interim (1979–2010), ERA-40 (1957–2002) and 20CR
(1950–2010) reanalyses. The correlation coefﬁcients of 0.98
and 0.99 exceed the 99 % level of signiﬁcance (Stammer
et al. 2014). Comparisons of the ERA 40 reanalysis with the
ENSEMBLES RCMs for the period 1971–2000 are reported
by Bülow et al. (2013). Annual air temperatures of the
ERA-40 reanalysis are roughly 7.0–8.0 °C in the coastal
areas of Norway and Sweden and 12–13 °C in the western
English Channel. Due to differences in radiation absorption
and heat capacity, the air over the North Sea is warmer than
over the continent from autumn to spring and cooler from
May to July. In winter (December to March), temperatures
decrease from southwest to northeast, due to the declining
influence of the warm North Atlantic Current and the
advection of maritime air masses towards the east and the
increasing influence of cold continental air masses. The
lowest monthly means occur in February, ranging from
below 0 °C in the Skagerrak and Kattegat area to 8–9 °C in
the western English Channel. Towards summer, warming of
the air over land proceeds faster and stronger than over the
sea, leading to a shift in the orientation of the isotherms. The
southern part of the North Sea is then warmer than the other
regions. August is the warmest month of the year.
The annual cycle of mean air temperature at land stations
in the North Sea region is shown in Fig. 1.26. Warming in
summer is lowest in the far northwestern area (Lerwick on
the Shetland Islands), where the highest mean monthly
temperature is only 12 °C (August). The highest winter
temperatures occur in Brest, in the western part of north-
western France, due to the influence of the North Atlantic
Current.
The amplitudes of daily temperature as well as those of
monthly mean temperature are more pronounced in coastal
areas than in the central North Sea. Air temperatures show
high variability, especially in winter, as reflected in a large
standard deviation. In the period 1981–1990, the standard
deviation increases from about 1 °C in the northwestern
North Sea region, to about 3 °C along the western coast of
Germany and Denmark and about 4 °C along the Swedish
coastline in the western Baltic Sea region. The standard
deviation is lowest from April to October and especially in
summer with values mostly below 1.0 °C. In the inflow area
between Scotland and the Shetland Islands it is about 0.4 °C
in July (Michaelsen et al. 2000).
Figure 1.27 shows variation in air temperature over the
course of a year from ship-based observations for the period
1950–2007 for different sea areas of the North Sea (BSH
2009). These distributions agree well with those for eight sea
areas 2°  2° in extent and four light vessels (Korevaar
1990), although the sea areas compared are not congruent.
The coldest month is February with mean temperatures
between 2 °C in the German Bight and 9 °C south of Scilly.
The warmest month is August with mean temperatures
between 13 °C in the area Shetland/Orkneys and about
15.5 °C in the German Bight and southern North Sea.
Annual amplitude ranges from about 8 °C in the sea areas
Shetland/Orkneys and South of Scilly and 14–15 °C in the
sea areas Skagerrak and German Bight. The annual cycles
for the northwestern, northeastern, southwestern and south-
eastern parts of the North Sea based on ERA-40 data and
various ENSEMBLES RCMs show considerable deviations
with differences of up to 2 °C in winter, but agree well in
June and July.
1.5.3.2 Extremes
Signiﬁcant deviations from the monthly mean are linked to
speciﬁc air pressure patterns. The warmest European sea-
sons since records began, autumn 2006 and winter
2006/2007 had temperature anomalies of up to 4 °C across
the land areas surrounding the North Sea (WMO 2007,
2008). While the unusually warm autumn was linked to a
negative NAO phase (−1.62 in September and −2.24 in
October), the warm winter was associated with a positive
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Fig. 1.25 Spatial distribution of monthly mean air temperature (°C) across the North Sea region based on in situ data for the period 1971–2000
(Stammer et al. 2014)
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NAO phase (+1.32 in December and +0.22 in January)
(Luterbacher et al. 2007). The record negative NAO (−2.4)
in winter 2009/2010 was linked to a cold and snowy winter
influencing the area from northwestern Europe to central
Asia (WMO 2010; Osborn 2011). By coupling mean SLP
ﬁelds with temperature extremes (monthly occurrence of
cold night and warm day temperatures) in Europe for the
period 1961–2010, Andrade et al. (2012) found that in
winter and spring the NAO is not only the major driver of
mean temperature, but also of the occurrence of tempera-
ture extremes. Andrade et al. (2012) showed the leading
modes for all four seasons. For winter, spring and autumn,
there is coherent coupling for both extreme maximum and
extreme minimum temperatures. The East Atlantic Oscil-
lation deﬁned by Barnston and Livezey (1987) also helps
explain the occurrence of warm temperatures due to the
advection of warm air with southwesterly winds into the
region. This is the leading mode for temperature extremes
in autumn. Cold air from the North and an absence of
cloud cover are responsible for very cold nights on land. In
summer, exceptionally long warm episodes are linked to a
blocking high pressure system centred over the British Isles
or over the European continent, stopping the westward
propagation of North Atlantic pressure systems and leading
to warm air advection and low cloudiness.
Table 1.2 shows extreme minimum and maximum air
temperatures, determined from ship-based observations for
the period 1950–2007 (99.9th percentile, the values were
inferior to or exceeded, respectively, in 0.1 % of all mea-
surements). Due to good data coverage, they can be con-
sidered more representative for the different North Sea areas
than extreme temperatures derived from ERA records
because ERA-40 temperatures are available at 6-h intervals
only and are also smoothed by gridding.
Fig. 1.26 Annual cycle in mean
air temperature (°C) at land
stations around the North Sea for
the period 1971–2000. Station
locations are shown in the
E-Supplement to this chapter
(Fig. S1.5.1)
Fig. 1.27 Annual cycle in air
temperature (°C) for the sea areas
of the North Sea (BSH 2009). Sea
area locations are shown in the
E-Supplement to this chapter
(Fig. S1.5.1)
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1.5.4 Precipitation
Precipitation across the North Sea is mainly supplied by
Atlantic low pressure systems and their associated frontal
systems. Their variation in occurrence and storm tracks causes
regional and interannual variability. Strong positive phases of
the NAO tend to be associated with above-average precipi-
tation, especially over the northern North Sea area in winter
(Trigo et al. 2002; Hense and Glowienka-Hense 2008).
1.5.4.1 Precipitation Frequency
In situ measurements of precipitation over the sea are
extremely problematic. Many factors influence measure-
ments, such as the movement and shape of the vessel, sea
spray and wind. There are few measured precipitation data
for sea areas. Those that are available are measured on
light-vessels using a conical rain gauge, and on oil and gas
platforms. The fleet of voluntary observing ships
(VOS) does not measure precipitation amount, only infor-
mation about the occurrence of precipitation. Analyses of
data for different sea areas of the North Sea show precipi-
tation frequency is mostly highest in November, sometimes
in December or January (BSH 2009). Also, that precipitation
frequency is higher over the northern North Sea (about 20–
27 % of observations) than the English Channel, western
North Sea and Skagerrak (10–16 % of observations), the
latter due to lee effects of the Scandinavian mountains. The
probability of precipitation is lowest in May.
1.5.4.2 Precipitation Amount
Prior to the satellite era, precipitation amounts across the
North Sea were estimated in different studies by analysing
and interpolating gauge measurements at coastal stations. As
it was assumed that precipitation amounts for sea areas are
generally less than over neighbouring land areas, different
reduction factors were applied to coastal data leading to a
broad range of estimates for the annual total for the North
Sea area as a whole (440–800 mm; Barrett et al. 1991).
Since the late 1970s, precipitation information has been
remotely sensed from satellites. Their advantage is the pro-
vision of values for regions with few in situ measurements
and the provision of spatially continuous data. However,
satellite-based precipitation is not measured directly, but
derived from radiance measurements. Validation of
satellite-based data with in situ measurements from rain
gauges on ships within the Baltic Sea shows precipitation is
underestimated by remote sensing, because the detectability
of small-scale precipitation typical of convective weather
conditions is too low, although the detectability in cases of
prevailing stratiform clouds ﬁts well (Bumke et al. 2012).
A ﬁrst estimation for mean monthly, seasonal and annual
precipitation totals was determined from the Scanning
Multispectral Microwave Radiometer (SMMR) data on the
Nimbus-7 satellite for the period 1978–1987 by retrieving
the relationship of 37 GHz horizontal channel brightness
temperatures to rain-rates (mm h−1) from the calibration of
the SMMR data by contemporaneous data from the Cam-
borne radar station (Cornwall) of the UK Meteorological
Ofﬁce and published by Barrett et al. (1991). Barrett et al.
examined the North Sea region from 47° to 63°N and 03°W
to 13°E, excluding the land and mixed land/sea parts. Mean
annual precipitation for the period October 1978 to August
1987 was estimated at 425 mm. Andersson et al. (2010)
investigated monthly means of the quality-controlled
Table 1.2 Extreme minimum and maximum air temperature (°C) for various sea areas from ship-based observations in the period 1950–2007
(BSH 2009)
Sea area Extreme minimum temperature Extreme maximum temperature
Shetland/Orkneys −2 20
Viking −4 21
Utsira −8 23
Cromarty, Forth, Forties −3 21
Fisher −6 24
Skagerrak −9 24
Tyne −1 22
Dogger, Humber −4 24
German Bight −6 25
Southern North Sea −5 25
Strait of Dover −5 24
Eastern English Channel −2 25
Western English Channel 0 25
South of Scilly 2 24
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HOAPS-3 (Hamburg Ocean Atmosphere Parameters and
Fluxes from Satellite) data set with a grid resolution of
0.5°  0.5° for the period 1988–2008. The data were
derived from the Special Sensor Microwave Imager (SSM/I)
operating on the polar-orbiting Defence Meteorological
Satellite Program (DMSP) satellites for the sea area. For the
land area this was completed with ‘Full Data reanalysis
Product Version 4’ provided by the Global Precipitation
Climatology Centre (GPCC; Rudolf and Schneider 2005),
which only uses land-based rain gauge measurements. Fig-
ure 1.28 shows the annual spatial distribution of HOAPS
precipitation data for the North Sea region calculated by the
German Meteorological Service. Mean annual precipitation
for the region from 50° to 62°N and 03°W to 13°E and
excluding the land and mixed land/sea parts is 810 mm. This
signiﬁcant difference is partly explained by the different
analysis periods (see below) and ongoing improvements in
the instrumentation onboard satellites. But further research
will be necessary, since comparisons of the ERA-40
reanalysis with the ENSEMBLES RCMs (Bülow et al.
2013) and those from different reanalyses with data sets of
gridded observations from precipitation gauges (Lorenz and
Kunstmann 2012) display considerable differences. An
example for the central North Sea area (1.5–5.5°E, 54–58°N)
is presented in Table 1.3 including a comparison of mean
annual precipitation derived from the HOAPS satellite data
and four reanalyses: ERA-Interim, ERA-40, NCEP/CFSR
and MERRA.
Precipitation amount shows considerable intra-annual
(see a selection of months in the E-Supplement Fig. S1.5.8)
and interannual variability. For the reference period October
1978 to August 1987, February and/or April were the driest
months. February 1986 was unusually dry with widespread
means of less than 10 mm, even in coastal areas. Some areas
were even rainless (e.g. in the region of De Bilt). Because
February 1985 and 1986 received well below-average pre-
cipitation, the February mean for the period 1979–1987 was
about 10 mm less than for the period 1971–2000 and about
half the average for the period 1988–2008. The difference
was greatest in the Shetland Islands. At Lerwick, the
February mean was 62 mm for the period 1979–1987,
108 mm for 1971–2000 and 144 mm for 1988–2008.
The HOAPS data show May as the driest month with
average precipitation amounts of less than 25 mm in an
extended area east and north of the British Islands. Spring is
the driest season except in the western English Channel and
the region around the Shetland Islands. Precipitation amount
is mostly highest in autumn. The increase in precipitation
amount in autumn is caused by the increase in low-pressure
activity and convective rains due to the destabilisation of
Fig. 1.28 Mean annual spatial
distribution of precipitation
(mm) across the North Sea region
derived from the combined
HOAPS-3 and GPCC data set for
the period 1988–2008 (ﬁgure
prepared by the German
Meteorological Service, DWD)
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cold air masses moving over the warm North Sea (Lefebvre
and Rosenhagen 2008).
In coastal areas, precipitation is intensiﬁed by coastal
convergence and increasing friction effects. The annual cycle
of the precipitation totals for stations in coastal areas of the
North Sea region for the reference period 1971–2000 are
shown in Fig. 1.29. There are signiﬁcant differences in
precipitation amount from October to April when the sta-
tions around the northern North Sea and the western part of
the English Channel record about twice the amount of the
other regions.
In winter, there is a pronounced correlation between
precipitation amount in the northern North Sea region and
the NAO. A positive NAO phase is linked to above-average
precipitation, especially in Scotland and Norway and
below-average precipitation in the Mediterranean region
(Hense and Glowienka-Hense 2008). Studies for a box
across northern Europe including the North Sea except for
the southern part (10°W–20°E 55°–75°N) show the corre-
lation between precipitation amount and NAO in winter
(DJFM) seems to be stronger for the land area (correlation
coefﬁcient r = 0.84) than across the sea (r = 0.38), with all
correlations statistically signiﬁcant at the 99 % conﬁdence
level of the t-test (Andersson et al. 2010).
1.5.5 Radiation
1.5.5.1 Sunshine Duration
Sunshine duration depends on latitude and daytime cloud
cover conditions. Measurements of sunshine duration are not
included in the observational routine of the VOS fleet and
statistics are not derived from measurements on
light-vessels.
Annual cycles for some land stations in the North Sea
region are shown in Fig. 1.30. Because there is a gradient in
sunshine duration from land to sea, their representativeness
for sea areas is limited. Change in daylength throughout the
year shows a predictable pattern with sunshine duration in
the North Sea region at a maximum in summer and a min-
imum in winter. On average May and July are the sunniest
months with about 170 h of sunlight in Lerwick, 250 h in
Helgoland and 290 h in Skagen Fyr (adjusted, not shown)
for the period 1971–2000. Sunshine duration is lowest in
Table 1.3 Mean annual precipitation (mm) for the central North Sea area (1.5–5.5°E, 54–58°N) derived from the satellite data set HOAPS and
four reanalyses
Data set 1979–2001 1988–2008
HOAPS – 643
ERA-Interim 812 800
ERA-40 691 –
NCEP-CFSR 966 1000
MERRA 754 772
Fig. 1.29 Annual cycle in
precipitation amount (mm) at
selected North Sea stations for the
period 1971–2000. Station
locations are shown in the
E-Supplement to this chapter
(Fig. S1.5.1)
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December with mean values of 15 h in Lerwick to 60 h in
Brest. From May to August, sunshine duration in the
northern and western parts of the North Sea and the English
Channel is about 20–50 h less than in the southern and
eastern parts.
Recent research studies use various methods for deriving
sunshine duration from satellite observations. For example,
using cloud type data (Good 2010) or solar incoming direct
radiation (Kothe et al. 2013), based on observations from the
SEVIRI (Spinning Enhanced Visible and Infrared Imager)
instrument on the Meteosat Second Generation satellite.
A comparison of products generated by both methods for
Europe with in situ observations showed that satellite-based
sunshine duration is within ±1 h day−1 compared to the
high-quality Baseline Surface Network or surface synoptic
station measurements (Kothe et al. 2013). The procedure for
deriving sunshine duration from satellite data for an area
including the North Sea was recently established by the UK
MetOfﬁce, but the data have not yet been analysed from a
climate perspective.
1.5.5.2 Global Radiation
There is a strong relationship between sunshine duration and
global radiation. Global radiation is the sum of direct solar
radiation and diffuse sky radiation received by a unit hori-
zontal surface. It is a function of latitude and depends on
atmospheric scattering and absorption in the presence of
clouds and atmospheric particles. More than 90 % of solar
irradiance is absorbed by the ocean having an important
impact on thermal structure and density-induced motions
within the ocean (Bülow et al. 2013). In the network of
EUMETSAT, the Satellite Application Facility on Climate
Monitoring (CM SAF) provides a satellite-based data set of
surface irradiance (Posselt et al. 2012). In the North Sea
region, mean annual global radiation increases from north to
south with the highest annual average irradiance of 130–
140 W m−2 in the English Channel, for results derived from
observations of the MVIRI instruments on the geostationary
Meteosat satellites for the period 1983–2005 (compare
Fig. S1.5.11 in the E-Supplement).
Global radiation exhibits a pronounced seasonal cycle
with a minimum in winter shown by the December irradi-
ance and a maximum in summer shown by that for June
(Fig. 1.31). Over the course of a year, global radiation varies
from about 5 to 200 W m−2 in the northern North Sea and
between 25–30 and 230–240 W m−2 in the English Chan-
nel. The highest values are recorded in the Skagerrak
(250 W m−2) and English Channel (260 W m−2) in June. In
both areas, lee effects may account for this high irradiance as
well as the influence of the ridge of the Azores High which
stretches towards central Europe across the English Channel
in summer (compare Fig. 1.17).
1.5.6 Cloud Cover
The spatial distribution of mean annual cloud cover for the
period 1982–2009 is shown in Fig. 1.32 based on mea-
surements by the Advanced Very High Resolution
Radiometer (AVHRR) on the polar-orbiting NOAA and
Metop satellites (CLARA data set). Cloud cover is highest in
the northwestern sea areas and decreases southward. In
coastal areas, cloudiness is affected by lee and luv effects
depending on the exposure of the coastline to the prevailing
Fig. 1.30 Annual cycle of mean
sunshine duration (hours/month)
at selected land stations for the
period 1971–2000. Station
locations are shown in the
E-Supplement to this chapter
(Fig. S1.5.1)
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wind direction. The Skagerrak is especially affected by a
pronounced reduction in cloudiness due to the lee effect of
the Scandinavian mountains. In particular, during weather
situations with high reaching northerly airflow at the rear of
large low pressure systems air humidity decreases signiﬁ-
cantly on their leeward side resulting in cloud dissolution as
shown in Fig. 1.33. This Norwegian fohn effect is observed
about 10 to 20 times a year. The mean monthly and annual
cloud cover derived from ship observations (BSH 2009)
shows cloud cover is generally lowest in May, the month
with a high frequency of anticyclonic situations, and highest
in winter, except for the sea areas along the northeastern
coast of Great Britain where lee effects in the predominantly
westerly air flow cause a reduction. The amplitude of the
annual cycle is smallest (0.3 octa) in the sea areas Forth and
Tyne and highest (1.5 octa) in the Skagerrak, where the
cloud cover is lowest in summer.
A comparison of the mean annual cycle in cloud cover
derived from the CLARA data set and ERA-40 over the
German Bight for the period 1982–2002 shows an under-
estimation in the reanalysis data, which is smallest in winter
and highest in summer (Bülow et al. 2014).
Fig. 1.31 Mean monthly global
radiation (W m−2) in December
(upper) and June (lower) for the
period 1983–2005 derived from
satellite data by CM-SAF
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Fig. 1.32 Mean annual cloud
coverage (in percentage) for the
period 1982–2009 derived from
satellite data by CM-SAF
Fig. 1.33 Example of the lee
effect off Scandinavia (Lefebvre
and Rosenhagen 2008)
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Spatial distributions of mean monthly cloud cover
derived from satellite data across the eastern North Atlantic
Ocean and Europe since 2009 are available.5
1.6 Marine and Coastal Ecosystems
Merja Helena Tölle, Franciscus Colijn
The semi-enclosed North Sea region is one of the biologi-
cally richest and most productive regions in the world
(Emeis et al. 2015). Its ecosystem comprises a complex
interplay between biological, chemical and physical com-
partments. Humans also play a major role in this system
integrating social and economic activities (see Sect. 1.2). As
is the case for most marine and coastal ecosystems the North
Sea shows a high degree of natural variability, which ham-
pers a distinction between human and natural causes of
change. High nutrient loads from terrestrial and anthro-
pogenic sources are one of the major contributors to the high
levels of primary production in coastal waters. Fisheries and
contaminant inputs constitute the main drivers of change in
the North Sea biota. However, complex interactions within
the food web make it difﬁcult to discriminate between the
effects of natural and anthropogenic factors.
1.6.1 Ecological Habitats
The North Sea is delimited by Dover Strait between the UK
and France to the south (50°30′N 2°E), to the north by a line
between Scotland and Norway north of the Fladen Ground
(62°N), and by the Kattegat between Sweden and Denmark
to the east (see Sect. 1.2 for more details). The North Sea
can be subdivided into the shallow Southern Bight with
vertically mixed water masses and a deeper, seasonally
stratiﬁed northern part which is subject to signiﬁcant
nutrient-rich North Atlantic inflow. The southern North Sea
receives warm oceanic water through the English Channel,
experiences strong tidal currents, has a high sediment load,
and receives large amounts of contaminants and nutrients
from continental rivers discharging into the coastal zone.
The whole North Sea is subject to atmospheric deposition
from land- and ship-based sources.
The North Sea coastline includes a variety of habitats,
such as fjords and rocky shores, estuaries and coastal deltas,
beaches with dunes, banks including sandbanks, cliffs,
islands, salt marshes and intertidal mudflats (see detailed
review in Sect. 1.2). These coastal habitats are mainly
characterised by a seabed covered by seagrasses and
macroalgae or by sandy, gravelly or muddy sediments (ICES
2011). Coastal and estuarine habitats serve as spawning and
nursery grounds for ﬁsh (Van Dijk 1994) and breeding
grounds for coastal birds.
1.6.1.1 Wadden Sea
About 60 % of the intertidal area at the south-eastern North
Sea shores occurs in the Wadden Sea (Reise et al. 2010). The
Wadden Sea is a very shallow wetland area with a high
sediment load in the channels due to strong tidal currents and
waves. Consequently this region features sandy mud flats
and shoals, seagrass meadows, and oyster and mussel beds.
It serves as a rich food source and habitat for seals, waders,
gulls, ducks and geese (Reise et al. 1994), provides a resting
and feeding area for millions of migratory birds, and is used
as a nursery ground by ﬁsh (e.g. plaice Pleuronectes
spp. and sole Solea spp.). The appearance of the sandy tidal
flats is shaped by the faecal mounds of the lugworm
Arenicola marina. The Wadden Sea is characterised by a
high biomass of benthic species (up to 100 g ash free dry
weight m−2) that can cope with tidal exposure and extreme
changes in temperature, salinity and turbidity, due to tidal
exposure and currents. Since 2009 the international Wadden
Sea has been a UNESCO World Heritage Site (Reise et al.
2010).
1.6.1.2 Estuaries and Fjords
Estuaries of large rivers (e.g. Rhine, Meuse, Elbe, Weser,
Ems, Tyne, Thames and Seine) extend along the North Sea
coast and many harbour ports. All the estuaries have a
characteristic turbidity maximum caused by the mixing of
fresh and saline water. Due to their low and variable salinity
the number of plant and animal species in the estuaries is
reduced relative to sea and freshwater. There are some fully
estuarine ﬁsh living almost their entire lifecycle in estuarine
habitats (e.g. common goby Potamoschistus microps and
European flounder Platichthys flesus).
A great variety of fjords can be found along the Norwe-
gian coastline. These are typically deep, long and narrow,
showing signiﬁcant biological gradients from head to mouth.
Plankton blooms in the coastal water may be passively
transported into the fjords. The reefs of the upper sediment
layers of these fjords (between 40 and 400 m) may comprise
cold-water corals (e.g. Lophelia pertusa and Gorgono-
cephalus caputmedusae) and benthic communities including
species such as sea stars, brittle stars and sea urchins.
1.6.1.3 Dogger Bank
The shallow Dogger Bank is a large sandbank situated east
off the coast of England in the central North Sea and is
influenced predominantly by Atlantic water from the north
and Channel water from the south (Bo Pedersen 1994). Due5http://www.dwd.de/DE/klimaumwelt/klimaueberwachung/europa/
europa_node.html.
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to year-round primary production this is a productive ﬁsh-
eries area (Kröncke and Knust 1995).
1.6.1.4 Helgoland, and the Shetland
and Orkney Islands
The offshore island Helgoland in the Southern Bight and the
Shetland and Orkney islands off the north-east of Scotland
form rocky outcrops surrounded by soft sediments. Due to
rich prey in the surrounding waters millions of seabirds use
these islands for breeding. Sand dunes are inhabited partly
by seals. The hard substrate around these islands serves as a
holdfast for kelp (Laminaria spp.) (Lüning 1979).
1.6.2 Ecosystem Dynamics
1.6.2.1 Communities, Food Webs
and the Seasonal Cycle
The North Sea is a temperate sea with a clear seasonal
production cycle. In winter, most of the primary production
is light-limited. In spring distinct phytoplankton blooms
occur at the surface of the water column, mainly due to
higher light levels and rising temperature. Carbon or energy
is transferred from phytoplankton to herbivorous zooplank-
ton to carnivorous zooplankton and ﬁnally to (jelly) ﬁsh,
seabirds, and marine mammals. Figure 1.34 illustrates the
trophic structure and energy flows of the North Sea food
web. All organism groups discussed in later chapters of this
report are shown in this schematic. Links between the
pelagic and benthic components are indicated (i.e. settling
detritus and suspension feeders). The spring phytoplankton
bloom is initialised in the southern regions of the North Sea
(south of Dogger Bank) in late winter/early spring, devel-
oping later in the northern part of the North Sea (Colebrook
and Robinson 1965). The timing of the spring bloom
depends primarily on increased light availability. The spring
diatom bloom is responsible for a large proportion of the
annual primary production which is succeeded by late
summer and/or autumn blooms of dinoflagellates (Cushing
1959). Diatoms may bloom again in autumn but are then less
numerous (Reid 1978). Grazing by secondary consumers
occurs between May and September. Copepods consume
about 10–20 % of the primary production of the spring
bloom in the coastal zone (Baars and Fransz 1984). Roff
et al. (1988) found the spring bloom is also grazed by het-
erotrophic protists which may provide an alternative food
source for copepods. Pelagic herbivores such as copepods
are preyed on by invertebrate carnivores (e.g. arrowworms
and jellyﬁsh). Meso- and macrozooplankton are also preyed
on by pelagic ﬁsh, which are in turn consumed by larger ﬁsh,
cetaceans and seabirds. A major proportion of the primary
production, and the zooplankton and their faeces is trans-
ferred through sedimentation to benthic communities. There
they can be consumed by macrobenthos (shellﬁsh, worms)
and meiobenthos which serve as food for invertebrate car-
nivores (e.g. squid) and demersal ﬁsh (Dagg et al. 1982;
Joris et al. 1982; Nicolajsen et al. 1983; Reid et al. 2009) or
are mineralised by bacteria (Van Es and Meyer-Reil 1982).
Invertebrate carnivores and demersal ﬁsh are in turn con-
sumed by larger ﬁsh and other carnivores (such as seals) and
some ultimately end up in the human diet. In the post-bloom
period parts of the benthic biomass can be resuspended and
remineralised by bacteria and protozoa. However, it should
be noted that the actual North Sea food web is more complex
than implied by this simple overview, owing to the large
number of flora and fauna present in the North Sea and the
many interrelations between these species and their various
life stages.
Recruitment success of ﬁsh stocks and ﬁsheries depends
strongly on zooplankton production, and on their size and
composition. Marine mammals and seabirds depend on ﬁsh
stocks. Zooplankton peak abundance relies on primary
production by phytoplankton. Complex interactions between
the various components of the food web makes the North
Sea ecosystem vulnerable to physical changes (such as in
Fig. 1.34 Schematic overview of the trophic structure and flows of
energy in the North Sea
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currents, salinity, mixing regimes or temperature; Schlüter
et al. 2008, 2010) that affect energy flow through the food
web.
1.6.2.2 Impacts of Stratification and Mixing
North of a rough line between Denmark and the Humber, the
offshore central and northern North Sea becomes stratiﬁed in
summer with a strong seasonal thermocline beginning in May
(Becker 1981; Turrell et al. 1996). This leads to a rapid
depletion of nutrients in the surface layer. The phytoplankton
may be dominated by autotrophic nanoflagellates and other
picoplankton at this time. Subsurface summer productionmay
occur in these waters, based on new nutrients introduced into
the pycnocline layer associated with fronts (Richardson et al.
2000; Weston et al. 2005). The coastal area of the North Sea
including the shallow Dogger Bank, the Oyster Grounds and
Dover Strait is generally vertically well-mixed due to tidal
currents, leading to nutrient-rich conditions and high rates of
primary production (Legendre et al. 1986). Nevertheless,
surface stratiﬁcation has also been observed in summer at the
Oyster Grounds and on the northern slope of Dogger Bank
(Greenwood et al. 2010). Fronts or frontal zones due to
salinity and/or temperature gradients are frequently observed
in the German Bight, off Flamborough Head, and along the
coasts leading to high local phytoplankton biomass.
1.6.2.3 Carbon and Nutrient Cycles
A detailed North Sea ﬁeld study initiated in 2001 revealed
that bottom topography exerts fundamental controls on
carbon dioxide (CO2) fluxes and productivity, with the 50 m
depth contour acting as a biogeochemical boundary between
two distinct regimes. In the deeper northern areas, seasonal
stratiﬁcation facilitates the export of particulate organic
matter (POM) from the surface mixed layer to the subsurface
layer with the consequence that biologically-ﬁxed CO2 is
replenished from the atmosphere. After entering the sub-
surface layer the POM is respired, releasing dissolved
inorganic carbon (DIC) that is either exported to the deeper
Atlantic or brought back to the surface during autumn and
winter once the seasonal stratiﬁcation has broken down
(Thomas et al. 2004; Bozec et al. 2006; Wakelin et al. 2012),
see Fig. 1.34. At the annual scale the northern parts act as a
sink for atmospheric CO2, and the high productivity driving
the CO2 ﬁxation is largely fuelled by nutrient inputs from the
Atlantic Ocean (Pätsch and Kühn 2008). In the southern part
of the North Sea the shallow, well-mixed water column
prevents the settling of POM from the euphotic zone, with
the result that both production and respiration occur within
the well-mixed water column. Except for a short period
during the spring bloom, the effects of POM production and
respiration cancel out and the CO2 system appears to be
temperature-controlled (Thomas et al. 2005a; Schiettecatte
et al. 2006, 2007; Prowe et al. 2009). Productivity in this
area relies on terrestrial nutrients to a far greater degree than
in the northern North Sea, and nutrients are a limiting factor
during the productive period (Pätsch and Kühn 2008; Loebl
et al. 2009). Carbon cycling in the North Sea is dominated
by its interaction with the North Atlantic Ocean, which
serves as both a source and a sink for CO2 transport due to
the high rate of water exchange (Thomas et al. 2005b; Kühn
et al. 2010). Thus, input from the Baltic Sea and river loads
play a crucial role, since these constitute net imports of
carbon (and other biogeochemical tracers) into the North
Sea. As previously stated, nutrient concentrations are high in
coastal areas relative to the offshore region and show con-
siderable spatial variability. Concentrations decrease with
distance from the shore. Riverine winter nutrient concen-
trations may be up to 50 times higher than offshore values
(e.g. nitrogen in the river Ems; Howarth et al. 1994). In
autumn and winter, nutrients accumulate due to intense
mineralisation and peak in late winter. An average winter
nitrate concentration in the central North Sea was estimated
at about 8 µmol l−1 (Brockmann and Wegner 1996). In
winter, nutrient concentrations in coastal waters are mostly
influenced by river inputs and are only marginally influenced
by biological processes. An exception is the Dogger Bank
area where primary production continues all-year round and
there is no winter peak in nutrient concentrations. Phosphate
and silicate are usually the ﬁrst nutrients to become depleted
in coastal waters during spring slowing the growth of dia-
toms in the spring bloom. Excess nitrate is then taken up by
flagellates and other plankton such as Phaeocystis sp. (Billen
et al. 1991). In much of the North Sea, nutrients become
depleted in the upper layer due to summer phytoplankton
growth following stratiﬁcation. An increase in surface
nutrient concentrations can be seen in autumn after miner-
alisation has occurred in deeper water layers below the
thermocline and when this nutrient-rich bottom water is
brought up to the euphotic zone by stormy autumn weather.
Nitrogen to phosphorus ratios show that nitrogen is a
potential limiting factor in the central North Sea, whereas
phosphate is a potential limiting factor in the coastal area and
off England (Brockmann et al. 1990). The atmosphere,
Atlantic inflow and several rivers contribute to the total
nutrient load in the North Sea. Atmospheric nitrogen input to
the North Sea is estimated at 300–600 kt (Richardson and
Bo Pederson 1998). However, the spatial distribution of the
atmospheric input is unclear. About 1411 kt N year−1 is
advected through the English Channel (Laane et al. 1993),
with nutrient inputs entering the North Sea through the
Atlantic Ocean estimated at 8870 kt N year−1 and 494 kt
P year−1 (Brion et al. 2004). Total riverine inputs to the
continental coastal zone are estimated to average 722 kt
N year−1 and 48 kt P year−1 (Radach and Pätsch 2007).
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1.6.2.4 Production and Biomass
In addition to regulation by predators, phytoplankton growth
and abundance are regulated by aspects of their physical and
chemical environment, such as light intensity, wind, and
nutrient concentration (e.g. Sverdrup 1953; Margalef 1997;
Schlüter et al. 2012). Zooplankton biomass depends on the
growth and quality of their food as well as on hydrodynamic
and chemical factors.
Annual new production from the input of nitrogen to
the North Sea is roughly 15.6 million t C (Richardson and
Bo Pederson 1998). About 40 % of annual new produc-
tion is estimated to be associated with the spring bloom in
surface waters of the stratiﬁed regions of the North Sea,
another 40 % with production in the coastal waters, and
the rest with the deep chlorophyll maximum (Riegman
et al. 1990).
There is a considerable variability in phytoplankton bio-
mass across the North Sea with high values occurring
inshore in the coastal regions of southern England, along the
continental coast to Denmark and Norway, within tidal
fronts, and at the Oyster Ground and Dogger Bank (Peters
et al. 2005). The highest chlorophyll-a concentrations are
observed along the southern coastal areas in spring
(Fig. 1.35). The spatial distribution and productivity of
benthic organisms in the North Sea are related to currents,
and to variations in temperature and food availability (Heip
and Craeymeersch 1995). High primary productivity in the
eutrophic coastal zone is mostly due to terrestrial nutrient
inputs from rivers and atmospheric deposition. Estimates of
annual primary production in the North Sea are highest in
coastal areas, and decrease northward from the southern to
the northern North Sea (see Table 1.4).
Fig. 1.35 Maximum
chlorophyll-a concentration in the
North Sea in March 2003, based
on an ENVISAT/MERIS satellite
image (Peters et al. 2005)
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Annual production of secondary producers (formation of
heterotrophic biomass) is estimated at 2–20 g C m−2, with
higher production in the northern North Sea than the
Southern Bight (Fransz et al. 1991). This gradient may be
because large amounts of primary production in the shallow
southern areas are transferred to benthic communities and so
are unavailable for consumption by zooplankton. De Wilde
et al. (1992) reported a signiﬁcant decline in zooplankton
abundance across the North Sea between 1960 and 1980. As
shown in Fig. 1.36 this decline was followed by a subse-
quent recovery and then a new and ongoing decline. The
long-term trend in zooplankton biomass for the North Sea as
a whole is well documented through the variability observed
in its sub-areas.
Estimates of annual secondary and higher production for the
North Sea are given in Table 1.5. The benthic fauna production
estimate for Oyster Ground (36 g C m−2 year−1) includes
21 g C m−2 year−1 for macrofauna and 6 g C m−2 year−1 for
meiofauna (De Wilde et al. 1984). Biomass of brown and green
algae increased in the Wadden Sea and the Skagerrak-Kattegat
area between 1960 and 1990 (Beukema 1989; Josefson et al.
1993). Kröncke and Knust (1995) found a decrease in total
benthic biomass at the Dogger Bank between 1950 and the
1980s.
There are over 200 species of ﬁsh in the North Sea and
their total annual productivity has been estimated at 1.8 g
C m−2 (Daan et al. 1990). Cushing (1984) reported a large
increase in the abundance of gadoids such as whiting Mer-
langius merlangus, haddock Melanogrammus aegleﬁnus,
cod Gadus morhua and Norway pout Trisopterus esmarkii
accompanied by a decrease in herring Clupea harengus in
the 1960s, commonly referred to as the ‘gadoid outburst’.
Overall, demersal ﬁsh and their size composition have
declined in the North Sea since the start of the 20th century
(Pope and Macer 1996). The commercial ﬁshery was heavily
exploited in the 1960s, when landings peaked and then
declined following a ban on herring in 1977 from a change
in EU ﬁsheries policy. The ﬁshery reopened in 1981 and
landings increased until 1988 followed by a record low in
the 1990s.
Of the roughly 10 million t of ﬁsh and shellﬁsh biomass
produced each year in the North Sea, around 25 % is
removed by the ﬁshery, 50 % is consumed by predatory ﬁsh
species, and the rest is consumed by birds and mammals or
lost to disease (Daan et al. 1990).
About 2.3 million t of ﬁsh and shellﬁsh were landed in the
North Sea in 1999 (FAO 2003). Fish catches over the past
60 years seem strongly related to levels of primary production
(Chassot et al. 2010). Pelagic species such as herring and
mackerel are themost important in landings, as well as smaller
species such as sardines, and anchovy. Demersal landings
include cod, haddock, whiting, saithe Pollachius virens,
plaice and sole. Detailed statistics ofﬁsh landings are available
from the International Council for the Exploration of the Sea
(ICES 2008; FAO Annual reports; see also Chaps. 8 and 12).
The sedimentary environment of the North Sea contains
up to 5000 species of macrobenthic and meiobenthic
invertebrates (Heip and Craeymeersch 1995). Total mac-
robenthic biomass decreases northward from 51.5°N while
biodiversity and density increase (Heip et al. 1992). Rehm
and Rachor (2007) also showed benthic biomass to decrease
with distance from the coast. According to Heip and
Craeymeersch (1995), northern species of the macrobenthic
community extend southward to the northern slope of
Dogger Bank and southern species extend northward to the
100 m depth contour. They also found the separation
between northern and southern species to disappear at
around the 70 m depth contour in the central North Sea.
Table 1.4 Estimates of primary production over an annual cycle for the North Sea and its subareas
North Sea area Annual primary production, g C m−2 Source
Coastal area 400 Cadee (1992)
Southern North Sea 150–200 Reid et al. (1990), Heip et al. (1992), Joint and Pomeroy (1993)
Offshore of Netherlands 375 Bot and Colijn (1996)
Northern North Sea 70–90 Steele (1974)
Fig. 1.36 Long-term trend in annual average biomass for 29 major
copepods and cladocerans in ﬁve North Sea sub-areas and North Sea as
a whole (Mackinson and Daskalov 2008)
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Several mammal species occur in the North Sea. The
harbour seal Phoca vitulina is particularly abundant and
there are estimated to be 4500–5000 in the German Bight,
6000 in the Wash, and 7000–10000 on the British east coast.
For other common species such as harbour porpoise Pho-
coena phocoena, bottlenosed dolphin Tursiops truncatus,
and less common species such as common dolphin Delphi-
nus delphis, white beaked dolphin Lagenorhynchus albir-
ostris, white-sided dolphin L. acutus, beluga Delphinapterus
leucas, pilot whale Globicephala melas and minke whale
Balaenoptera acutorostrata all populations are either stable
or are declining due to pollution, fewer prey or accidental
bycatch by the ﬁshing fleet (FAO 2003).
Bellamy et al. (1973) listed 71 species of bird in the North
Sea coastal and offshore areas.
1.6.3 Current Status and Threats
Human-induced stresses represent major threats to the North
Sea ecosystem. These include overﬁshing, eutrophication,
ocean acidiﬁcation, climate change, recreation, offshore
mining, wind farms, shipping, dumping of waste, changes in
food web dynamics, and the introduction of non-indigenous
species (Richardson et al. 2009). Potential threats on the
North Sea ecosystem could be reduced by better manage-
ment based on a concept of zones with different utilisation
levels (Fock et al. 2014).
1.6.3.1 Eutrophication
Sewage effluents, leaching from agricultural land, and
atmospheric nitrogen deposition are responsible for the high
nutrient input to the North Sea (Druon et al. 2004). Aqua-
culture is another important factor. Enrichment by nitrates
and phosphates may encourage blooms of particular phyto-
plankton species, such as Phaeocystis sp. or Noctiluca sp. in
the coastal area. Under calm weather conditions massive
algal blooms may settle on the sediment surface and cause
hypoxia in the near-bottom water as seen in the German
Bight and at the Danish Coast (De Wilde et al. 1992)
resulting in mass mortality of macrobenthos. Present con-
ditions reflect a strong decrease (70 %) in phosphate input
since 1985 and a moderate reduction (about 50 %) in
nitrogen for two major rivers Rhine and Elbe (van Beuse-
kom et al. 2009).
1.6.3.2 Harmful Algal Blooms
Harmful algal blooms (HABs) have been reported in several
regions of the North Sea and linked to changes in nutrients,
temperature, salinity, and the North Atlantic Oscillation
(ICES 2011). Their relation to anthropogenic drivers is
unclear. Harmful algal blooms may impact ecosystem
function and thus influence economic functions, including
human health. However, several species known to cause
HABs (e.g. Phaeocystis spp., and several dinoflagellates and
raphidophytes) were already present in the North Sea at the
beginning of 20th century (Peperzak 2003). Laboratory
studies indicate that a rise in temperature may enhance
growth, but that not all species tested responded in the same
way (Peperzak 2003).
1.6.3.3 Offshore Oil and Gas
Vast oil and gas reserves formed during the North Sea’s long
geological history are currently being exploited. A large
number of oil and gas production platforms widely dis-
tributed over the North Sea are responsible for supplying
energy to European countries. Waters around the platforms
are sometimes contaminated by chemicals including sub-
stances that affect benthic communities. Detailed studies
showed effects of drilling activities (discharge of oil-based
muds) only up to about 1 km from the platform (Daan and
Mulder 1996).
1.6.3.4 Renewable Energy
As the use of renewable energy from offshore wind farms
and from wave/tidal power plants increases, so the threat to
seabirds and marine mammals will increase. The long-term
impacts of renewable energy infrastructure on the North Sea
ecosystem are not yet clear. Initial studies based on a UK
wind farm show that plant and animal growth on piles may
offer a substantial additional food supply for marine mam-
mals. Studies by Garthe (Kiel University, unpubl.) on
telemetered northern gannet Morus bassanus from Hel-
goland show birds can avoid wind farms to some extent.
Table 1.5 Estimates of annual secondary and higher production for the North Sea
Group Annual secondary and higher production (g C m−2) Source
Macrobenthos 2.4 Heip et al. (1992)
Fish 1.8 Daan et al. (1990)
Meiofauna 10 Heip and Craeymeersch (1995)
Phytobenthos Negligible Beukema (1989), Josefson et al. (1993)
Secondary production 2–20 Fransz et al. (1991)
Benthic fauna of Oyster Ground 36 De Wilde et al. (1984)
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Long-term avoidance of wind farms by marine mammals
such as harbour porpoise is still debated (Dähne et al. 2013).
To date, only a small number of the planned wind farms
have been realised (see also Sect. 1.2).
1.6.3.5 Fisheries
The North Sea ecosystem is overﬁshed (Cury et al. 2000;
FAO 2012). Bottom and beam trawling are a major threat for
marine organisms because they damage the seabed and alter
mature benthic communities. Based on long-term data, Fock
et al. (2014) stated that the age, volume and size composition
of commercial ﬁsh stocks has shifted since 1902. As a result,
species composition has shown signiﬁcant changes in recent
decades. For example, slow-reproducing ﬁsh such as sharks
and rays declined and may only be encountered in areas with
low ﬁshing density. With beam trawling, the benthic com-
munity structure has changed from long-lived species (e.g.
sharks and rays) to short-lived opportunistic and scavenging
species (e.g. crabs and shrimps). Seagrasses declined along
the Dutch, German and Danish coasts as a result of bottom
trawling ﬁsheries and an epidemic of wasting disease in the
1930s. Exploitation of North Sea ﬁsh stocks has increased
since 1945 as shown by trends in ﬁshery mortality among all
groups of exploited ﬁsh species (Daan et al. 1990). As a
result of measures to allow ﬁsh stocks to recover, total cat-
ches have declined since the late 1960s (Fig. 1.37). Even
though pollution and overﬁshing in the North Sea (Cabe-
çadas et al. 1999) have resulted in major changes in species
composition and shifts in species distribution, species rich-
ness based on International Bottom Trawl Survey (IBTS)
data has increased over the past 30 years (ICES 2008); see
Fig. 1.37 Long-term trend in North Sea ﬁsh catches since the 1800s
(Mackinson and Daskalov 2008)
Fig. 1.38 Spatial distribution of species richness (1977–2005) for all
North Sea ﬁsh species based on International Bottom Trawl Survey
(IBTS) data (ICES 2008)
Fig. 1.39 Trends in species richness for all North Sea ﬁsh species: for
the northern North Sea, the southern North Sea and the North Sea as a
whole based on International Bottom Trawl Survey (IBTS) data (ICES
2008)
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Fig. 1.38 for the spatial distribution of ﬁsh species richness
and Fig. 1.39 for the long-term trend.
1.6.3.6 Contaminants
Contaminants enter the North Sea through various pathways
and have had adverse and toxic effects on many species
including cold-water corals, seabirds and marine mammals.
Oil and oily wastes enter the North Sea from drilling oper-
ations, activities on platforms, shipping, harbours and ports,
tanker spills and illegal discharges. Tankers and cargo ves-
sels discharge ballast water containing non-indigenous spe-
cies into the North Sea potentially with severe consequences
for the ecosystem. Heavy metals and persistent organic
pollutants enter the North Sea via atmospheric deposition
and discharges from coastal industries and rivers (Chester
et al. 1994). The quantities of most contaminants reaching
the North Sea have decreased substantially since around
1985 (OSPAR 2010; Laane et al. 2013).
After entering the marine environment, contaminated
particles mix with non-contaminated particles. Depending on
the transport mechanism associated with seasonal and
short-term variations in waves and primary productivity
these particles can be widely dispersed or be deposited and
so remain within the area. At the seabed older material
becomes contaminated by mixing with newly supplied
material. Thus, after sedimentation contaminants may be
resuspended and redistributed. This causes a long-term
transport of toxic persistent compounds towards the North
Atlantic up to the Arctic Ocean. Apart from physical
mechanisms, bioturbation by infaunal communities may also
redistribute pollutants into overlying waters (Kersten 1988).
Chlorinated hydrocarbons (such as polychlorinated
biphenyls; PCBs) were responsible for a dramatic reduction
in the numbers of harbour seals in the Wadden Sea (Reijn-
ders 1982), but after a ban on hunting and a strong reduction
in the use of PCBs the population has since increased
strongly (Wolff et al. 2010). Exposure to tributyltin
(TBT) and polycyclic aromatic hydrocarbons (PAHs) also
resulted in adverse effects on organisms (Laane et al. 2013).
Some of the persistent organic pollutants entering the North
Sea are biomagniﬁed through the marine food web.
1.6.3.7 Tourism
Tourism is exerting high pressure on some coastal areas.
Species and habitats could be affected by those activities that
disturb wildlife, damage seabed habitat, and which cause
noise disturbance and pollution.
1.6.3.8 Ports
Port development is expected to continue as a result of
increasing ship trafﬁc in the short-sea and containerised
cargo markets. An example is the new deep water
Jade-Weser-Port in the Southern Bight, which is accessible
by the largest container vessels. A recurring issue with major
harbours is the need for dredging and then disposal of the
often contaminated sludge. Such as occurs with the deep-
ening of the Elbe river with the port of Hamburg.
1.6.3.9 Non-indigenous Species
Many studies report the occurrence of non-indigenous spe-
cies in the North Sea that may have been introduced via
ballast water from cargo ships, shipping or mariculture.
Some new species are also reported that were misidentiﬁed
in the past (Gómez, 2008). Two examples of imported
species are the American comb jelly Mnemiopsis leidyi ﬁrst
recorded in the North Sea in 2006 (Faasse and Bayha 2006)
and the Paciﬁc oyster Crassostrea gigantea which was
introduced in the 1980s on selected plots in the Wadden Sea
used for cultivation of shellﬁsh (Drinkwaard 1998). A com-
bination of over-exploitation of native oyster Ostrea edulis
and import of the Paciﬁc oyster has almost driven the former
to vanish (Reise et al. 2010). Jellyﬁsh concentrations are
expected to increase across the entire North Sea in the next
100 years, owing to the projected rise in water temperature
and fall in pH (Attrill et al. 2007; Blackford and Gilbert
2007). The ability of jellyﬁsh to reproduce in a short time
may affect pelagic and coastal ecosystems (Purcell 2005;
Schlüter et al. 2010). An example of a non-indigenous
phytoplankton species that is now well established in the
North Sea is the diatom Coscinodiscus wailesii, which
originated in the Paciﬁc Ocean (Edwards et al. 2001; Wilt-
shire et al. 2010).
1.6.3.10 Climate Change
Chapters 3 and 6 provide a detailed description of climate
change in the marine system. The following examples show
that biological and physical effects of climate change are
probably already being observed within the North Sea.
Major south-north changes in distribution and abundance
related to rising temperatures have been detected for two key
calanoid copepods, the cold-water species Calanus ﬁn-
marchicus and the warm-water species C. helgolandicus
(Planque and Fromentin 1996). Annual abundance of C.
ﬁnmarchicus, which was usually high in the northern North
Sea, decreased and the population has shifted north out of
the North Sea (Beaugrand et al. 2009). Former high abun-
dance of C. helgolandicus in the central and southern North
Sea declined in that area and higher abundances were found
further north (Helaouët and Beaugrand 2007).
During the summer period after the onset of stratiﬁcation
decreased dissolved oxygen concentrations in the bottom
water at the North Dogger and Oyster Grounds were
observed related to an increase in seasonal bottom water
temperature (Greenwood et al. 2010).
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1.7 Terrestrial Coastal Range
Vegetation
Werner Härdtle, Jan P. Bakker, Jørgen Eivind Olesen
1.7.1 Natural Vegetation
1.7.1.1 Salt Marshes
Coastal salt marshes (also tidal marshes) are natural or
semi-natural (non-grazed or grazed, respectively) halophytic
ecosystems. They are habitats of the upper coastal intertidal
zone of the North Sea and thus represent the transition
between marine and terrestrial ecosystems (Ellenberg and
Leuschner 2010).
Salt marshes establish in areas where plants that can trap
sediment are inundated by water carrying suspended sedi-
ment. Salt marshes are often associated with muddy sub-
strates and occur as ‘foreland salt marshes’ at the mainland
coast (including sheltered estuaries and inlets), as well as in
the lee of some North Sea islands (such as the Frisian
Islands).
Salt marshes are highly dynamic ecosystems, and sites are
characterised by daily inundation with salt water, sedimen-
tation, and (locally) erosion processes. Species diversity is low
and the vegetation comprises halophytic plants with life forms
such as grasses, dwarf shrubs and herbs. Species composition
and zonation are mainly determined by inundation frequency
and soil salinity. Based on their topography, salt marshes are
classiﬁed as low, medium or high salt marshes. A low salt
marsh has more than 200 inundation events per year. Typical
plant species include glassworts (Salicornia spp.), the dwarf
shrub Halimione portulacoides and the grass Puccinellia
maritima. High salt marshes, in contrast, are only flooded
during extremely high tides and during storms. Typical spe-
cies include black rush Juncus gerardii and grasses such as
Festuca rubra agg. and Agropyron repens agg.
Salt marshes are highly productive ecosystems. They
serve as a sink for organic matter and sediments, and play a
crucial role in the littoral zone food web. In the past, most
salt marshes were cut for hay and grazed by livestock, and so
can be considered semi-natural. To maintain biodiversity,
these semi-natural systems are often managed by livestock
grazing for nature conservation purposes.
1.7.1.2 Dunes
Dunes are present on shorelines where ﬁne sediments
(mainly sand) are transported landward by a combination of
wind and waves. Large dune areas occur on the North Sea
coast, for example, in Denmark (to the north of Esbjerg), in
the Netherlands (to the west of Den Helder) and on the
Frisian Islands (Ellenberg and Leuschner 2010).
From an ecological perspective dunes are extreme habi-
tats. Important stressors include water and nutrient shortage,
unstable substrate, and salt spray. Dune formation is closely
associated with plant succession and pedogenetic processes
that occur with dune ageing. The natural succession starts
with an embryo dune, where soils have low humus contents
but are buffered due to the presence of calcium carbonate
from seashells. Embryo dunes become foredunes as sand is
accumulated by dune grasses such as Ammophila arenaria
and Elymus europaeus. Further developmental stages are
grey dunes (dominated by grasses or sedges such as Carex
arenaria) and brown dunes (often characterised by dwarf
shrubs such as Calluna vulgaris and Empetrum nigrum).
Dune ageing is accompanied by soil acidiﬁcation, the
accumulation of humus and decreasing impact of wind and
salt spray. In many places, eutrophication and dune distur-
bance have led to the establishment and proliferation of
shrub species such as sea-buckthorn Hippophae rhamnoides
and bramble Rubus fruticosus.
These successional stages often form a mosaic with
duneslacks, low lying inter-dune areas protected from
inundation and often separating foredunes from older phases
of dune development, where a near-surface (brackish) water
table favours a diverse and species-rich community,
including bog-stars Parnassia palustris, marsh helleborine
Epipactis palustris, marsh pennywort Hydrocotyle vulgaris,
various other marsh orchids, rushes, sedges, and in mature
stages also creeping willow Salix repens.
In the past, most dunes (except foredunes) were grazed by
livestock and so can be considered semi-natural. To maintain
biodiversity and prevent bush encroachment, dunes are often
managed by livestock grazing for nature conservation
purposes.
1.7.1.3 Moors (Bogs)
Moors, such as bogs (or mires) are wetlands that accumulate
peat (i.e. organic matter originating from dead plant mate-
rial). In bogs, peat is often formed by mosses (bryophytes),
as well as grass species or sedges (Dierssen 1996). Water-
logged soils, in which the breakdown of (dead) organic
material is inhibited by a lack of oxygen, are an important
prerequisite for peat formation. The gradual accumulation of
decayed plant material in a bog functions as a carbon sink
and so provides an important ecosystem service.
Bogs are widely distributed in the temperate and boreal
zone and are particularly well developed under an oceanic
climate with high precipitation and low evapotranspiration
(e.g. Scotland, western Scandinavia; Dierssen 1996; see
Fig. 1.40).
In bogs the interstitial water of the peat body is acidic and
low in nutrients (particularly nitrogen). Where the water
supply is from precipitation, bogs are termed as ombro-
trophic. If peat formation takes place under the influence of a
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high groundwater table, habitats are termed ‘fens’. Low soil
fertility and cool climates contribute to slow plant growth, as
well as to low decomposition rates of organic material. In
many bogs, the peat layer is 10 m thick or more.
Species typical of bogs are highly specialised. Most are
capable of tolerating the combination of low nutrient levels
and waterlogging. Dominant species include mosses of the
genus Sphagnum and dwarf shrubs of the Ericaceae. Bogs
are susceptible to fertilisation and drainage. Both factors
may cause rapid and irreversible shifts in species
composition.
1.7.1.4 Tundra and Alpine Vegetation
Tundra (including alpine vegetation types) occurs above the
timber line and so is typical of the alpine zone in Scotland
and Scandinavia (roughly between 1200 and 1700 m above
sea level). Sites are mostly acidic and growing seasons are
between 45 and 90 days long. The vegetation comprises
perennial (mostly tuft forming) grasses, sedges, and dwarf
shrubs of the Ericaceae. Cryptogams such as bryophytes and
lichens are also very common (Dierssen 1996).
1.7.1.5 Forests
Forests are an important habitat type in the coastal range
vegetation of the North Sea region. Under natural conditions
forests would cover more than 90 % of this region, but
currently cover only about a third (Bohn et al. 2002/2003).
Birch forests (with Betula pubescens agg.) are the dom-
inant forest type in western Scandinavia (so-called western
boreal and nemoral-montane birch forests) but are also
developed as pioneer stands under temperate conditions in
north-western parts of central Europe and in Great Britain
(Dierssen 1996; Bohn et al. 2002/2003). Soils are mostly
acidic (podzolic) and poor in nutrient supply (particularly for
nitrogen). In the canopy, birch is the dominant trees species
but pine trees (Pinus sylvestris) and willows (Salix glauca)
may also be present. In contrast to the low number of vas-
cular plants, birch forests are characterised by a highly
diverse moss flora, among which species such as Rhytidi-
adelphus loreus, Hylocomium umbratum and Rhodobryum
roseum are particularly typical.
Natural spruce forests are typical of central and southern
parts of Scandinavia (western boreal and hemiboreal spruce
forests; Dierssen 1996). In the canopy, spruce Picea abies is
the dominant tree species, but pine trees (Pinus sylvestris) in
the boreal zone and ﬁr (Abies sibirica) and some
broad-leaved trees in the hemiboreal zone may form mixed
species stands. Soils are acidic, but base and nitrogen supply
is better than in birch forest ecosystems. In the understorey,
grasses (e.g. Deschampsia flexuosa) and bryophytes such as
Barbilophozia lycopodioides and Hylocomium umbratum
are common.
Forests dominated by European beech Fagus sylvatica
are typical of large areas of temperate Europe (Ellenberg
2009; Ellenberg and Leuschner 2010). Beech trees cover a
wide range of ecological site conditions; from strongly
acidic soils (e.g. Podzols) to neutral soils (e.g. Luvisols)
(Härdtle et al. 2008). The extreme shade tolerance of beech
is a key factor in its competitive advantage over other
European broad-leaved tree species. As a result, many nat-
ural beech stands are monospeciﬁc. In the understorey,
typical herb species include Anemone nemorosa, Viola
reichenbachiana, and Galium odoratum (Härdtle et al.
2008). Beech forests are the prevailing forest type in
Fig. 1.40 Current (2006) land
cover in the North Sea region
according CORINE, a programme
initiated by the EU to unify the
classiﬁcation of vegetation types
and the description of different
forms of land use (www.eea.
europa.eu/data-and-maps/data/
corine-land-cover-2006-raster-2)
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north-western parts of central Europe, in southern Great
Britain, and in Denmark (Bohn et al. 2002/2003; Rodwell
2003). The northern range limit of beech forests roughly
coincides with 58°N (e.g. in northern Denmark and southern
Sweden; Diekmann 1994). At acidic sites (such as soils
originating from sediments from the Saalian glaciation), oak
trees (Quercus petraea, Q. robur) may become co-dominant,
but these structural patterns often are attributable to (former)
silvicultural practices.
Mixed broad-leaved forests dominated by oak trees
(Quercus robur, Q. petraea) and ash Fraxinus excelsior are
the prevailing natural coastal range vegetation of Great
Britain and so are developed under an oceanic climate (Bohn
et al. 2002/2003; Rodwell 2003). Oak and ash trees form the
canopy layer, and elm Ulmus glabra may be present in some
stands (but has dramatically decreased in recent years due to
elm disease). Sites are well supplied with nutrients and
water, and nutrient-demanding species such as Sanicula
europaea, Brachypodium sylvaticum, and Primula acaulis
are frequent in the understorey vegetation.
1.7.2 Semi-natural Vegetation
1.7.2.1 Heathlands
Heathlands (including heather moorland) constitute one of
the oldest cultural landscapes in north-western Europe
(Gimingham 1972). In the 18th century, they were wide-
spread throughout Great Britain, Belgium, the Netherlands,
northwest Germany, Denmark, and Norway, and were the
product of long-lasting extensive heathland farming systems
(Sutherland 2004). In many regions, heath areas declined by
more than 30 % during the 20th century, mainly due to
afforestation activities and the conversion of heaths to arable
land. Heaths are typical of strongly acidic soils (e.g. Pod-
zols) and their structure is characterised by a dominance of
dwarf shrubs such as Calluna vulgaris, Empetrum nigrum,
and Erica tetralix. Heaths are today considered habitats of
high conservation value, since they host a large proportion of
the biodiversity typical of open landscapes in north-western
Europe.
1.7.2.2 Grasslands
Grasslands (low-intensity pastures and meadows) are areas
where the vegetation is dominated by grasses (Poaceae) and
other herbaceous (non-woody) plants (forbs, sedges, rushes).
The majority of grasslands in temperate climates are
‘semi-natural’, since their maintenance depends on human
activities such as low-intensity farming (Ellenberg and
Leuschner 2010). Thus, grasslands are subject to grazing and
cutting regimes, which in turn keep the landscape open and
prevent the encroachment of trees or shrubs. Unfertilised
grasslands are characterised by a large diversity of plants and
insects. Although intensiﬁcation in land-use management
(due to drainage and fertilisation) has improved the pro-
ductivity of grasslands (in favour of cultivated varieties of
grasses), this has in turn caused a signiﬁcant decline in total
grassland biodiversity. In central Europe, for example, the
proportion of low-intensity pastures and meadows is below
6 % of the total agricultural landscape.
1.7.3 Agricultural Areas
Agricultural landscapes comprise areas that are primarily
used for food production (i.e. arable land and grasslands
with varying intensity of use). In north-western Europe, for
example, about 50 % of the total area is currently in agri-
cultural use (for which the proportion of arable land ranges
from 30 to 70 %). Arable land is primarily associated with
highly productive soils, for example in southeast England,
northern France and Denmark (see Fig. 1.40), whereas
grasslands are located in areas with high rainfall and/or at
sites that are less suitable for cultivation. Much of the
agricultural land in north-western Europe is artiﬁcially
drained, either by ditches or tile drains, to ensure that the
land can be farmed.
A major proportion of the agricultural area is used for
livestock production, and many different production systems
are applied. This covers purely grassland-based beef or dairy
farming systems in the wetter western part of the region,
intensive dairy farming systems based on grass and maize in
large areas along the North Sea, and intensive pig and
poultry farming systems in areas where arable agriculture
dominates.
The countries in north-western Europe have economically
well performing agricultural sectors that have a high value
addition per farm (Giannakis and Bruggeman 2015). This is
due to well-trained farmers supported by a highly competi-
tive agricultural sector that supplies inputs and processes and
markets the agricultural products. The productivity of the
agricultural systems increased greatly over the 20th century
and a high proportion of the produce was used for food
production (Gingrich et al. 2015). Current trends in agri-
cultural land use in north-western Europe are primarily dri-
ven by the globalisation of agricultural markets and a
transition from a rural to an urban society (van Vliet et al.
2015).
Use of the agricultural area for producing bioenergy is
growing, either by using existing crops for biofuel (e.g.
rapeseed for biodiesel or maize for biogas) or by growing
dedicated biofuel crops (e.g. Miscanthus or willow as bio-
mass crops). There is also increased consideration for using
crop residues for bioenergy purposes, although this com-
petes with the need for organic matter input to soils to
maintain fertility.
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1.7.4 Artificial Surfaces
The area covered by artiﬁcial surfaces (e.g. for residential
areas, industrial and commercial sites) amounts to about 4 %
and is mainly related to urban centres (Fig. 1.40).
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Abstract
This chapter examines past and present studies of variability and changes in atmospheric
variables within the North Sea region over the instrumental period; roughly the past
200 years. The variables addressed are large-scale circulation, pressure and wind, surface
air temperature, precipitation and radiative properties (clouds, solar radiation, and sunshine
duration). Temperature has increased everywhere in the North Sea region, especially in
spring and in the north. Precipitation has increased in the north and decreased in the south.
There has been a north-eastward shift in storm tracks, which agrees with climate model
projections. Due to large internal variability, it is not clear which aspects of the observed
changes are due to anthropogenic activities and which are internally forced, and long-term
trends are difﬁcult to deduce. The number of deep cyclones seems to have increased (but
not the total number of cyclones). The persistence of circulation types seems to have
increased over the past century, with ‘more extreme’ extreme events. Changes in extreme
weather events, however, are difﬁcult to assess due to changes in instrumentation, station
relocations, and problems with digitisation. Without thorough quality control digitised
datasets may be useless or even counterproductive. Reanalyses are useful as long as biases
introduced by inhomogeneities are properly addressed. It is unclear to what extent
circulation over the North Sea region is controlled by distant factors, especially changes in
Arctic sea ice.
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2.1 Introduction
Situated in northern central Europe, the North Sea exhibits
large climate variability with inflow of a wide range of air
masses from arctic to subtropical. For this reason, it is dif-
ﬁcult to differentiate between natural and externally forced
variability, despite large amounts of historical data. This
chapter examines past and present studies of variability and
changes in atmospheric variables over the instrumental
period; roughly the last 200 years. Research areas lacking
consensus in the scientiﬁc community are highlighted to
stimulate further research.
The main driver of atmospheric variability in the North
Sea region is the North Atlantic Oscillation (NAO). Despite
its apparent long-term irregularity, the NAO exhibits
extended periods of positive or negative index values. No
consensus exists with respect to the size of the fraction of
interannual NAO variance that cannot be explained by ran-
dom forcing and is therefore probably influenced by external
forcing. Slowly varying natural factors with an effect on
European climate, such as the Atlantic Multidecadal Oscil-
lation (AMO), may superimpose long-term trends on atmo-
spheric variability and so be difﬁcult to distinguish from the
anthropogenic climate change signal.
The source of atmospheric and surface data influences the
results obtained, even in the comparatively data-rich North
Sea region. Based on reanalysis data, several studies ﬁnd
positive trends in storm activity over the North Sea region
and a northeast shift in storm tracks over the past few
decades. However, studies based on direct or indirect his-
torical records of long-term variations in pressure, wind or
wind-related proxies, mostly do not identify robust
long-term trends. This counter-intuitive result is explained
by uncertainties in the long-term historical wind and atmo-
spheric pressure observations, and additional uncertainties
arising from the lack of quality control when digitising old
data as well as potential biases in the reanalyses due to the
fact that the underlying amount of available data is not
constant in time. Nevertheless, the northeast shift in storm
tracks appears to be a new phenomenon. In contrast, the
increase in wind speed and storminess in the latter half of
the 20th century does not seem to be unprecedented within
the context of historical observations. There are indications
of an increase in the number of deep cyclones (but not in the
total number of cyclones). There are also indications that the
persistence of circulation types has increased over the past
century.
Temperatures have increased both over land and over the
North Sea. There is a distinct signal in the number of frost
days and the number of summer days. While there is a clear
winter and spring warming signal over the Baltic Sea region,
this is not as clear for the North Sea region. As expected, the
variability in marine temperatures on seasonal timescales is
less than for the land temperatures.
Precipitation over land and, but to a lesser extent, over sea
is positively correlated with the NAO, and on longer time
scales with the AMO. There are indications of an increase in
precipitation in the north of the region and a decrease in the
south, in agreement with the north-eastward shift in the
storm tracks. There are also indications that extreme pre-
cipitation events have become more extreme and that return
periods have decreased.
From the few datasets available on radiative properties, it
may be concluded that there are non-negligible trends
together with potential uncertainties and land-sea inhomo-
geneities which make it difﬁcult to assess these quantities in
detail.
Climate change in the North Sea region cannot be
investigated in isolation. In particular, what the relation is
between changes in the Arctic cryosphere and trends in
storminess, number of cyclones, persistence of circulation
anomalies and extreme events further south, is an open
research question. As analyses of the latter often rely on
small datasets covering relatively short time scales, it is
difﬁcult to draw statistically signiﬁcant conclusions. It is
therefore essential to make available the large amount of
data from past decades that have not yet been digitised.
However, it is essential to thoroughly quality-check the data.
2.2 Large-Scale Circulation
2.2.1 Circulation Over the North Sea Region
in a Climatological Perspective
From a climatological perspective, the North Sea region is
characterised by strong ocean-atmosphere interactions,
especially during winter, compared to other regions at sim-
ilar latitudes (Furevik and Nilsen 2005). These interactions
involve transfer of momentum, moisture and various trace
gases, mainly carbon dioxide (Takahashi et al. 2002). In
addition to the recent warming trend (Delworth and Knutson
2000; Johannessen et al. 2004), the North Sea and nearby
regions witnessed climate change during the early 20th
century, which was large in comparison to similar latitudes
elsewhere (von Storch and Reichardt 1997; Gönnert 2003).
Atmospheric circulation in the European/North Atlantic
region plays an important role in the regional climate of the
North Sea and surrounding land areas (Hurrell 1995; Slonosky
et al. 2000, 2001). It is mainly described by the NAO (e.g.
Hurrell et al. 2003) which is an expression of the zonality of the
atmospheric flow. The North Sea region is controlled by two
large-scale quasi-stationary atmospheric patterns, the Icelandic
Low (IL) and the Azores High (AH) plus a thermally driven
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system over Eurasia with high pressure in winter and low
pressure in summer. The dominant flow is therefore westerly,
although any other wind direction is also frequently observed,
and one of the main factors controlling air-sea interactions in
the North Sea region is wind stress. Large-scale processes
also constitute one of the main driving mechanisms responsible
for the connection between local processes and global
change. It is therefore important to pay attention to the recent
changes in large-scale flow directly affecting the North Sea
region.
The remainder of Sect. 2.2 reviews the status of the
large-scale atmospheric variability affecting the North Sea
region by focusing on the major teleconnection patterns and
their effect on the jet stream. The NAO can be seen as the
European expression of a larger-scale phenomenon, the
Arctic Oscillation (AO). The relationship between the NAO
and AO is briefly discussed in the following section, while a
general description of the NAO and its properties is given in
Annex 1. The NAO varies on a wide range of time scales
from days to decades, reflecting interactions with surface
conditions including sea-surface temperature (SST) and sea
ice. These changes translate into changes in pressure and
winds (Sect. 2.3), temperature (Sect. 2.4) and precipitation
(Sect. 2.5) and also affect other variables, like sunshine
(Sect. 2.6).
2.2.2 NAO and AO
The strength of the westerlies and the eddy-driven jet stream
over the North Atlantic and western Europe are controlled by
various factors including the pressure difference between the
IL and AH as the main centres of action of the NAO
(Wanner et al. 2001; Hurrell et al. 2003; Budikova 2009).
The NAO and its changes can be understood as signals in the
surface pressure ﬁeld of jet stream variation (Hurrell and
Deser 2009) and, as such, are often referred to as the
regional expression of the AO, which describes sea-level
pressure variations between the Arctic and northern hemi-
sphere lower latitudes (Budikova 2012) or, in other words,
variability in the strength of the polar vortex. The AO, also
termed the Northern Annular Mode (NAM), was ﬁrst iden-
tiﬁed by Lorenz (1951) and named by Thompson and
Wallace (1998). Its positive phase is characterised by low
surface pressure in the Arctic and a generally zonal (west to
east) jet stream, thus keeping cold air in the Arctic. When the
AO index is negative, there is high pressure in the Arctic and
a stronger meridional (north to south or vice versa) com-
ponent of the jet stream so that cold air can extend to lower
latitudes. With respect to the North Sea region, the state of
the AO controls the westerly flow and the storm track.
The AO is strongly correlated with the NAO, and the
latter can be viewed as the signature of the former over the
North Atlantic region. Therefore, the discussion below and
in Annex 1 focuses on the NAO. Note, however, that there is
extensive literature on the relationship between the NAO and
AO, including studies on the robustness and consistency of
one versus the other (Ambaum et al. 2001). Even though the
AO and NAO are strongly correlated, their relationship is
not linear (Kravtsov et al. 2006; de Viron et al. 2013).
A fully three-dimensional picture discussing the connection
between the AO and stratospheric circulation anomalies is
provided by, for example, Ripesi et al. (2012).
2.2.3 Temporal and Spatial Changes
in the NAO
Given the importance of the NAO in the North Atlantic and
European climate, substantial efforts have been made to
understand its variability in order to gain insight into its
potential predictability. The NAO index varies on a wide
range of time scales ranging from days to decades. As Fig.
A1.1 in Annex 1 shows, the long-term behaviour of the
NAO is irregular, and there is large interannual and inter-
decadal variability, reflecting the interaction with the sur-
face, including SST and sea ice. Focusing on the 20th
century, a period with predominantly positive NAO index
values prevailed in the 1920s, followed by mainly negative
values in the 1960s. Since then, a positive trend has been
observed, which means more zonal circulation with mild and
wet winters and increased storminess in central and northern
Europe, including the North Sea region (e.g. Hurrell et al.
2003). This was especially the case in the early 1990s,
raising claims that this behaviour was ‘due to anthropogenic
climate change’. After the mid-1990s, however, there was a
tendency towards more negative NAO index values, in other
words a more meridional circulation and according to Jones
et al. (1997), Slonosky et al. (2000, 2001) and Moberg et al.
(2006), the strongly positive NAO phase in the early 1990s
should be seen as an element of multi-decadal variation
comparable to that at the start of the 20th century rather than
as a trend towards more positive NAO values. It should also
be noted that the winter of 2010/2011 had one of the most
negative NAO indices in the record (Jung et al. 2011; Pinto
and Raible 2012).
Intraseasonal variability in the NAO can be reasonably
well described by a Markov process or ﬁrst-order autore-
gressive (AR1) model (Feldstein 2000), although the
observed skewness of the NAO index (Woollings et al.
2010; Hannachi et al. 2012) or the particularly enhanced
persistence of the negative phase (Barnes and Hartmann
2010) are not captured very well. Nonlinear Rossby wave
breaking mechanisms have been proposed to explain the
intraseasonal variability in the NAO (e.g. Benedict et al.
2004; Franzke et al. 2004; Woollings et al. 2008).
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Interannual variability in the winter mean NAO index is also
found to be linked to the intraseasonal transitions between
the positive and negative phases of the NAO pattern (Luo
et al. 2012).
Several studies have attempted to quantify the fraction of
interannual NAO variance that can be explained by ‘climate
noise’, namely by random sampling of the intraseasonal
variations (Feldstein 2000; Keeley et al. 2009; Franzke and
Woollings 2011). As the NAO exhibits no preferred periods
on the interannual and longer timescale (Hurrell and Deser
2009), the results of these studies differ widely, meaning as
yet no consensus on the fraction of interannual NAO vari-
ability that cannot be explained by such noise and which is
thus likely to be forced externally (Stephenson et al. 2000;
Feldstein 2002; Rennert and Wallace 2009). Several external
forcing mechanisms have been proposed, including bottom
boundary conditions of local SST (Rodwell et al. 1999;
Marshall et al. 2001) and sea ice (Strong and Magnusdottir
2011), volcanoes (Fischer et al. 2007), solar activity (Shin-
dell et al. 2001; Spangehl et al. 2010; Ineson et al. 2011),
and even stratospheric influence (Blessing et al. 2005; Scaife
et al. 2005), including the quasi-biennial oscillation (Mar-
shall and Scaife 2009) and stratospheric water vapour trends
(Joshi et al. 2006). Remote SST forcing of the NAO origi-
nating from as far as the Indian Ocean was proposed by
Hoerling et al. (2001) and Kucharski et al. (2006), while
Cassou (2008) proposed an influence of the Madden-Julian
Oscillation, but no consensus has been reached.
The positive trend in the NAO from the 1960s to the
1990s has been a particular focus of interest, and it has been
a concern that many climate models have been unable to
simulate the observed trends (Gillett 2005). Even though
some models simulate quite large natural variability (Selten
et al. 2004; Semenov et al. 2008), they still fall short of the
strongest observed 30-year trend (Scaife et al. 2009). While
Gillett et al. (2003) suggested that anthropogenic forcing
could have contributed to the positive NAO trend there is no
agreement on this, and concerns over the ability of models to
represent NAO variability mean that attribution attempts
should be treated with caution. The downturn in the NAO
since the mid-1990s has brought its relation to climate
change under further doubt (Cohen and Barlow 2005).
The NAO pattern is not entirely stationary, neither geo-
graphically nor with respect to season (Fig. 2.1). Although
the amplitude is greatest and the explained variance highest
in winter, the NAO is present all year round with varying
strength and position. In particular, there is a westward shift
of the southern centre of action in spring and an eastward
displacement of both centres in autumn. Portis et al. (2001)
developed a seasonally and geographically varying ‘mobile’
NAO, which is obtained from sea-level pressure data by
taking into account the migration of the AH nodal points.
Other techniques also exist, such as optimally interpolated
patterns, trend empirical orthogonal functions (EOFs; Han-
nachi 2007a, 2008) and cluster analysis (Cheng and Wallace
1993; Hannachi 2007b, 2010).
Regression of the NAO on near-surface winds (Fig. 2.2)
illustrates the well-known fact that the positive NAO phase
is accompanied by stronger than average westerlies in the
mid-latitudes right across the North Sea region into Scan-
dinavia (Hurrell and Deser 2009), thus contributing to
enhanced precipitation in the northern mid-latitudes.
2.2.4 Other Modes of Variability
The NAO is essentially a signal of variations in the Atlantic
eddy-driven jet stream, but one pattern is not sufﬁcient to
fully describe the jet variability. The eddy-driven jet stream
variability and regimes can, in fact, be described by at least
two modes of variability—the NAO and the East Atlantic
Pattern (EA; Wallace and Gutzler 1981; Woollings et al.
2010; Hannachi et al. 2012). The latter is deﬁned as the
second prominent mode of atmospheric low frequency
variability over the North Atlantic. It appears throughout the
year, but is more prominent in winter. Comprising a
north-south dipole of anomalies, the EA pattern1 resembles
the NAO, but with anomaly centres displaced south-
eastward and thus is sometimes interpreted as a ‘south-
ward shifted’ NAO (e.g. Barnston and Livezey 1987). The
positive phase of the pattern is associated with wetter-than-
average conditions over northern Europe and Scandinavia.
The EA pattern has particularly strong fluctuations in the low
frequency component showing a consistent positive trend
over recent decades. However, this is indicative of trends
over the Mediterranean region rather than the North Sea
region (Woollings and Blackburn 2012). Trouet et al. (2012)
introduced a ‘summer NAO’ pattern with a blocking high
over the British Isles and a low over south-eastern Europe in
its positive phase which is most pronounced on interannual
timescales and resembles the EA.
A third pattern that has some impact on the North Sea and
Scandinavia is the Scandinavian pattern1 (Wallace and Gut-
zler 1981), characterised primarily by a centre over Scandi-
navia and weaker centres of opposite polarity over western
Europe. The positive phase of the Scandinavian pattern is
frequently linked to the occurrence of atmospheric blocking
over northern Europe (Barriopedro et al. 2006) and is there-
fore characterised by below-average precipitation in this
region, as well as by large interannual and decadal variability
over the past 50 years (Croci-Maspoli et al. 2007; Tyrlis and
Hoskins 2008), which may be related to longer term
variability of blocking across the Atlantic Ocean
1www.cpc.ncep.noaa.gov/data/teledoc/telecontents.shtml.
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(Häkkinen et al. 2011). Before the 1980s the positive phase
was dominant, this was followed by a negative phase between
1980 and 2000. The pattern amplitude has weakened over the
past decade compared to the earlier part of the record.
Finally, on longer timescales, atmospheric conditions in
the North Sea region are signiﬁcantly influenced by the
Atlantic Multidecadal Oscillation (AMO—more correctly
termed Atlantic Multidecadal Variability, as there is no
temporal regularity), which describes basin-wide variations
in the temperature of the North Atlantic (Knight et al. 2005a,
b) on the order of decades. These are particularly important
in summer (Sutton and Hodson 2005) when the atmospheric
response resembles a pattern termed the ‘summer NAO’
(Folland et al. 2009; Ionita et al. 2012b), see also Fig. 2.1.
Warm periods were observed prior to 1880, between 1930
and 1965 and after 1995, and cool periods between 1900 and
1930 and between 1965 and 1995.
2.2.5 Summary
The NAO is the dominant mode of near-surface pressure
variability over the North Atlantic and Europe, including the
North Sea region. Amplitude and explained variance are
largest in winter, but the NAO impacts the North Sea region
throughout the year. Despite its apparent long-term irregu-
larity, the NAO exhibits extended periods of positive or
negative index values. It is therefore important to quantify
the fraction of interannual NAO variance that cannot be
explained by random forcing and so is likely to be influ-
enced by external forcing. There is no consensus on the
size of this fraction, or on the possible external forcing
mechanisms.
2.3 Atmospheric Pressure and Wind
A typical characteristic of the climatology of the North Sea
region is the large variability in meteorological variables on
multiple time scales. The strong increase in wave height and
storminess between the 1970s and the 1990s over the North
Sea and North Atlantic (Carter and Draper 1988; Hogben
1994) raised public concern about a roughening wind climate
and speculations about whether global warming might have
an impact on storminess (Schmidt and von Storch 1993).
With the availability of many more observations and gridded
Fig. 2.1 Leading EOF of
seasonal mean sea-level pressure
(SLP) anomalies over the North
Atlantic (20°–0°N, 90°W–40°E
for the period 1948–2014. The
percentage of explained variance
is given above each panel
2 Recent Change—Atmosphere 59
reanalysis data sets, detailed studies have signiﬁcantly
improved understanding of the atmospheric circulation and
related winds over the North Atlantic and North Sea.
Owing to the large climate variability, results regarding
changes or trends in the wind climate are strongly dependent
on the period and region considered (Feser et al. 2015b).
Through the strong link to large-scale atmospheric vari-
ability over the North Atlantic, conclusions about changes
over the North Sea region are best understood in a wider
spatial context. The following sections summarise studies on
variations and trends in pressure and wind for recent decades
and place these in the context of studies about changes over
the last roughly 200 years.
2.3.1 Atmospheric Circulation and Wind Since
Around 1950
The period since about 1950 is relatively well covered by
observational data. The beginning of the satellite period in
1979 led to further substantial improvements in global data
coverage, especially over the oceans and in data-sparse
regions. Although in situ wind observations allow direct
analysis of this variable, in particular over the sea (e.g.
International Comprehensive Ocean-Atmosphere Data Set,
ICOADS; Woodruff et al. 2011), the information is often
predominantly local and inhomogeneities make the straight-
forward use of these data difﬁcult, even for recent decades
(Annex 1). Examples include an increase in roughness length
over time due to growing vegetation or building activities,
inhomogeneous wind data over the German Bight from 1952
onwards (Lindenberg et al. 2012) or ‘atmospheric stilling’ in
continental surface wind speeds due to widespread changes in
land use (Vautard et al. 2010).
Most studies therefore do not use direct wind observa-
tions, but instead rely on reanalysis products such as NCEP/
NCAR (from 1948 onwards; Kalnay et al. 1996; Kistler et al.
2001), ERA40 (from 1958 onwards; Uppala et al. 2005) or,
more recently, ERA-Interim, starting in 1979 (Dee et al.
2011) and the 20th Century Reanalysis 20CR (from 1871
onwards; Compo et al. 2011) and other reanalysis products,
see Electronic (E-)Supplement Sect. S2.2. Making use of all
available observations, a frozen scheme for the data assimi-
lation of observations into state-of-the-art climate models is
used to minimise inhomogeneities caused by changes in the
observational record over time. However, studies indicate
that these inhomogeneities cannot be fully eliminated (see
E-Supplement S2). In addition, systematic differences
between the underlying forecast models, such as due to their
different spatial resolutions (Trigo 2006; Raible et al. 2008)
and differences in detection and tracking algorithms (Xia
et al. 2012) may affect cyclone statistics (for example chan-
ges in their intensity, number and position). Apart from these
differences and inhomogeneities, the number of detected
cyclones and their intensities show very high correlations
between reanalyses (Weisse et al. 2005; Raible et al. 2008).
Three recent studies cover a continental-scale area.
Franke (2009) manually counted the number of strong low
pressure systems (central pressure below 950 hPa) over the
North Atlantic (north of 30°N) from weather maps of the
Maritime Department of the German Weather Service
(‘Seewetteramt’), see Fig. 2.3, which shows generally weak
activity prior to 1988 and enhanced activity for the following
decade, followed by a decrease to 2006.
Since then, the number of deep cyclones has again
increased despite the predominantly negative NAO (Fig.
A1.1 in Annex 1), and the maximum value with 18 such
cyclones was observed in 2013/2014. Despite large decadal
variations, there is still a positive trend in the number of deep
cyclones over the last six decades, which is consistent with
results based on NCEP reanalyses since 1958 over the
northern North Atlantic Ocean (Lehmann et al. 2011). Using
an analogue-based ﬁeld reconstruction of daily pressure
ﬁelds over central to northern Europe (Schenk and Zorita
2012), the increase in deep lows over the region might be
unprecedented since 1850 (Schenk 2015). Barredo (2010)
investigated adjusted storm losses in the period 1970–2008
on a European scale but did not ﬁnd any trends despite a
roughened wind climate. Based on the CoastDat2 reanalysis
Fig. 2.2 Wind speed and direction associated with a 1 standard
deviation change in the NAO index. The index is obtained from an EOF
analysis of NCEP/NCAR sea-level pressure data (1958–2006) over the
North Atlantic sector. Colour scale: m s−1, unit vectors: 1 m s−1
(Hurrell and Deser 2009)
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(Geyer 2014) and using E-OBS pressure data (van den
Besselaar et al. 2011), von Storch et al. (2014) did not ﬁnd
robust evidence for supporting claims that the intensity of
the two strong storms in late 2013 would be beyond his-
torical occurrences and that the recent clustering of storms
should be related to anthropogenic influence.
2.3.1.1 North Sea Region
Different studies based on reanalyses conﬁrm the strong
increase in wind speeds and wave heights observed over the
North Sea region since the 1970s. Covering the period since
about 1950, a positive trend is visible in annual storm
activity in the NCEP, ERA40 and 20CR datasets, although
the most recent decade shows a decrease in wind speed (e.g.
Matulla et al. 2007; Donat et al. 2011) with no notable trend
in mean wind speed for the period as a whole (1948–2014)
over the North Sea (Fig. 2.4).
Siegismund and Schrum (2001) analysed decadal changes
in wind forcing over the North Sea based on the NCEP
reanalysis for the period 1958–1997 (Fig. 2.4). Over the
40 years, mean annual wind speeds increased by 10 %,
mainly due to an increase in autumn and winter (ONDJ)
after the 1960s and in late winter (FM) since the mid-1980s,
but no trend was found for summer. Increased wind speeds
are accompanied by an increase in WSW wind directions in
autumn and winter (ONDJ) over the last three decades
compared to the ﬁrst (1958–1967). The enhanced mean
winter wind speeds agree with an increase in the mean
winter NAO index with a correlation of 0.69 for the
year-to-year variations (Fig. 2.4). An update of the graphic
for 1948–2014 shows a return to average wind conditions in
the last decade with no notable trend remaining. The updated
correlation with the NAO is 0.73.
Weisse et al. (2005) compared an NCEP-driven regional
climate simulation (50 km resolution) with wind speeds
from marine stations and found relatively good agreement.
For the period 1958–2001, they found increasing storminess
over most marine areas north of 45°N with a small, but
signiﬁcant positive trend over the North Sea and Norwegian
Sea. The relative increase in storm frequency is largest over
the southern North Sea across Denmark towards the Baltic
Sea (1–2 % per year). The number of storms was lowest
during the 1970s (with some notable exceptions, in partic-
ular the ‘Capella’ storm in January 1976) and peaked around
1990–1995. However, since then, a decrease in storm fre-
quency has been observed which is conﬁrmed by other
studies (e.g. Matulla et al. 2007). Based on a high-resolution
model hindcast forced by NCEP reanalyses for the storm
season (November to March) 1958–2002, simulated
storm-related sea-level variations conﬁrm a signiﬁcant pos-
itive trend for the Frisian and Danish coast (Weisse and Plüß
2006) while insigniﬁcant changes in mean and 90th per-
centile water levels are found for the UK, the Dutch coast
and the German Bight. However, Weisse and Plüß also
noted that positive trends in observations are higher than
those in the NCEP-driven hindcast (see Chap. 3).
In contrast to the strong increase in wind speed in the
NCEP reanalysis, Smits et al. (2005) found no increase in
geostrophic wind speeds and even a decrease in homo-
genised wind observations for inland stations in the
Netherlands for the period 1962–2002, while coastal stations
show an increase consistent with NCEP. Smits et al. (2005)
claimed that this is due to inconsistencies in the NCEP data,
but it might also be that the ‘atmospheric stilling’ postulated
by Vautard et al. (2010; see E-Supplement Sect. S2.1) can
explain these differences.
2.3.1.2 Northern North Atlantic Region
As variations in atmospheric circulation and the wind cli-
mate over the North Sea show a high co-variability with
Fig. 2.3 Number of low
pressure systems on the North
Atlantic with a core pressure of
950 hPa or below, 1956/57–
2015/16 (after Franke 2009,
updated)
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large-scale variations and cyclonic activity over the North
Atlantic, the majority of studies focus on the whole
Euro-Atlantic region rather than on the North Sea alone.
These studies show that the increase in wind speed or
storminess is related to a general intensiﬁcation of storm
tracks over the North Atlantic north of about 55°N.
Based on NCEP reanalyses, Chang and Fu (2002) found a
signiﬁcant increase of about 30 % in decadal mean winter
(DJF) storm track intensity for the period 1948–1998, with
values about 30 % higher in the 1990s than during the late
1960s and early 1970s. The strengthening of storm track
intensity is most pronounced over the North Atlantic albeit
the trend compared to the few available conventional mea-
surements seems to be overestimated in the NCEP reanalysis
(Chang and Fu 2002; Harnik and Chang 2003; see
E-Supplement Sect. S2.2). Geng and Sugi (2001) also found
a signiﬁcant increase in the number of North Atlantic
cyclones and a signiﬁcant intensifying trend for the cyclone
central pressure gradient.
Similar results were found by Raible et al. (2008) based
on ERA40 and NCEP for the period 1958–2001. The
authors highlighted seasonal differences and reported a slight
increase in number and a signiﬁcant increase in intensity in
winter (DJF) for the northern North Atlantic including the
North Sea region (55°N–70°N, 45°W–15°E), a negative
tendency in summer (JJA) and a non-signiﬁcant increase in
autumn (SON). The intensiﬁcation in winter is stronger in
NCEP than in ERA40 and also includes spring (MAM) in
agreement with a similar increase in the number of deep
lows (<980 hPa) in both seasons (Lehmann et al. 2011). The
number of deep lows shows a minimum in the 1970s, fol-
lowed by a strong increase.
The general enhancement in winter storm track intensity
is accompanied by a northward shift in the storm track of 2–
5° (depending on the data set) for NCEP (1948–1997; Chang
and Fu 2002), ERA15 (1979–1997; Sickmoeller et al. 2000)
and ERA40 (1958–2001; Wang et al. 2006), in agreement
with a shift and intensiﬁcation of deep lows (<980 hPa)
towards the NE over the North Atlantic in the period 1948–
2008 (Lehmann et al. 2011).
2.3.1.3 Southern North Atlantic Region
The general increase in the number of deep cyclones and
storminess over the northern North Atlantic and North Sea is
accompanied by partly opposing tendencies for the
mid-latitudes south of 55–60°N (Gulev et al. 2001), sug-
gesting a general northward shift in the cyclone tracks,
consistent with ﬁndings of McCabe et al. (2001).
The north-south contrast in the sign of trends was also
conﬁrmed by Trigo (2006) who applied an objective detec-
tion and tracking algorithm to NCEP and ERA40 for winter
(DJFM) 1958–2000 to produce a storm-track database for
different stages in the cyclone lifecycle over the North
Atlantic and Europe (20°–70°N; 85°W–70°E). On a seasonal
basis, the trend is generally positive at higher latitudes
(mostly due to an increased frequency of moderate and
intense storms) and negative in the subtropical belt. Wang
et al. (2006) and Raible et al. (2008) also drew similar
Fig. 2.4 Time series of mean seasonal wind speed derived from
NCEP/NCAR reanalysis over the North Sea (blue) and the NAO index
(black) for winter (DJFM) 1948–2014 recalculated and updated as in
Siegismund and Schrum (2001), by F. Schenk. The positive trend (red
linear ﬁt) from this study has ended due to more average wind
conditions in the last decade (blue linear ﬁt). Smoothed lines are shown
to highlight decadal-scale variations (11-year Hamming window)
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conclusions. All these results consistently show a northward
shift in mean storm track position since about 1950 (Feser
et al. 2015a).
2.3.2 Regional Variations in Pressure
and Wind Since Around 1800
Observed changes in cyclone characteristics and winds over
the last 40–60 years pose the question as to whether these
changes merely reflect (multi-)decadal variations or whether
they reflect long-term change. This section summarises
current knowledge about the historical evolution of pressure
and wind in the last 200 years over the Euro-Atlantic region.
Information about long-term variations in pressure and
wind rely on multiple direct and indirect observations. They
provide qualitative to semi-quantitative historical descrip-
tions (the latter quite far back in time), such as storm
surge-related damage on the Dutch coast since the 15th
century (de Kraker 1999) or daily weather diaries like those
at the observatory of Armagh (Ireland) since 1798 (Hickey
2003). Direct measurements such as surge levels at Liver-
pool since 1768 (Woodworth and Blackman 2002) and
Cuxhaven since 1843 (Dangendorf et al. 2014) or wind
records in the Dublin region since 1715 (Sweeney 2000) also
provide important information on variations in the storm
climate. The difﬁculty with these observations is that they
often represent local conditions and so often exhibit inho-
mogeneities to an unknown extent.
As recommended by WASA Group (1998), most studies
use pressure observations (which are more homogeneous
over time than wind measurements) to derive wind and
storm indices (e.g. WASA Group 1998; Klein Tank et al.
2002). The usefulness of typically-used pressure-based
indices has recently been re-assessed and conﬁrmed. Even
single-station pressure indices such as strong pressure
changes over 6- or 24-h periods or the annual number of
deep lows provide useful information about long-term
variations in the wind and storm climate (Krueger and von
Storch 2011). The information content to describe long-term
variations in the statistics of pressure and wind is even
higher for indices of geostrophic wind speeds calculated
from triangles of daily pressure observations (Krueger and
von Storch 2012). The correlation of geostrophic wind
speeds calculated from station triplets with real model wind
speeds is especially high over open terrain and sea areas (i.e.
regions that often lack conventional observations). Although
pressure-based indices provide only an indirect link to real
wind speeds or storminess, they can be considered a valid
approach for assessing long-term statistics of pressure and
wind (Krueger and von Storch 2011, 2012).
As historical information on pressure and wind mostly
relates to regional or local scale rather than gridded ﬁelds,
the studies presented in the following sections are discussed
by region. Figure 2.5 provides an overview of potential
long-term trends in the wind and storm climate.
2.3.2.1 North Atlantic and Iceland
The region north of around 55–60°N is of special interest
regarding changes in the intensity or position of the main
storm tracks. Historical information here is limited to the
Shetland, Orkney and Faroe Islands as well as Iceland. The
longest pressure-based wind index, the annual mean of
absolute pressure changes over 24 h, suggests a signiﬁcant
positive trend over Iceland in the period 1823–2006 (Hanna
et al. 2008), but no robust trend exists over the Norwegian
Sea (since 1833) or the North Sea (since 1874). The latter is
consistent with the result of Schmith et al. (1998) who found
no signiﬁcant trend for absolute daily pressure tendencies for
stations around the NE Atlantic for winter 1871–1997.
Analysis of high annual geostrophic wind speed percentiles
over the NE Atlantic also indicates no signiﬁcant change
since the late 19th century (WASA Group 1998; Alexan-
dersson et al. 2000; Matulla et al. 2007; Wang et al. 2009a,
2011). For the shorter period 1923–2008, positive trends
exist over the northern NE Atlantic for spring (Wang et al.
2009a) which is in agreement with the intensiﬁcation and
northeast shift in cyclone activity in the last 60 years.
A positive trend also exists for the annual frequency of
zonal weather types in the winter half-year 1881–1992
(Schiesser et al. 1997). As this weather type (Großwetter-
lagen) classiﬁcation (Baur 1937; Hess and Brezowsky 1952,
1977; Hoy et al. 2012) relies on historical weather maps over
the North Atlantic and Europe, the trend should be viewed
with caution due to an improvement over time in detecting
smaller lows (E-Supplement S2).
2.3.2.2 British Isles
There are many historical wind and wind-related documents
and records for Great Britain and Ireland. Although robust
trend estimates have not been undertaken, available infor-
mation suggests large multi-decadal variations but no overall
long-term trends (e.g. Sweeney 2000 for the number of
storms per decade from historical reports of the Dublin region
1715–1999). For the shorter period 1903–1999, however,
adjusted wind observations do show a decrease in the decadal
number of storms exceeding 50 knots (25.7 m s−1). The
record of storms from a daily weather diary of Armagh
(Ireland) 1798–1999 (Hickey 2003) also indicates similarly
large variations to those of recent decades, although observer
bias reduces reliability over time. Anemometer readings at
the station show no obvious trend in the number of gale days
per year for the period 1883–1999.
For the Irish Sea, tide gauge records at Liverpool provide
an indirect estimate of long-term variations in storms. These
show a negative tendency for the annual maximum surge at
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Fig. 2.5 Long-term trends for storminess over the Euro-Atlantic region based on different historical and observational sources (Feser et al.
2015a). Red, blue and green colours indicate positive, negative or no trend, respectively
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high water for the period 1768–1999 (Woodworth and
Blackman 2002) but no trend in the annual maximum high
water level or the surges at annual maximum high water for
this period. For shorter periods, no trends are found for
maximum monthly wind speed observations for the Irish Sea
1929–2002 (Ciavola et al. 2011) while Esteves et al. (2011)
found a weak but signiﬁcant negative trend for monthly
mean wind speeds at the Bidston observatory on the northern
Irish Sea coast over the same period.
For southern England, Hammond (1990) used different
stations to calculate an annual windiness index taking the
annual average of monthly mean wind speeds for the Bos-
combe Down area. For the period 1881–1989, the annual
windiness index does not show any long-term trend. For the
end of the 17th and the ﬁrst half of the 18th century (Late
Maunder Minimum), wind indices were derived from ship
logbooks for the Øresund region (Frydendahl et al. 1992)
and the English Channel (Wheeler et al. 2009). Ship log-
books offer a unique source of information about past wind
climates, as discussed for example by Küttel et al. (2009).
Wind indices based on these logbooks suggest a generally
stationary wind climate with large decadal variations. For the
period 1920–2004, the 1930s show another period of more
severe storms for the British Isles based on extreme
three-hourly pressure changes (Allan et al. 2009).
2.3.2.3 North Sea Region
Limited historical information about dike repair costs for
northern Flanders indicates no obvious visible long-term
trend for the period 1488–1609 (de Kraker 1999). However,
storm-related damage does appear to reflect similarly large
multi-decadal variations as for storm observations over
recent decades. An update of the historical index using water
level observations at Flushing at the mouth of the Western
Scheldt estuary for 1848–1990 shows a notable increase in
spring tides in the 1990s which at least partly reflects the
30 cm rise in sea level over this period.
Other datasets do not indicate long-term trends in storm
intensity. Surge information for the Netherlands shows a
decrease in storm frequency over the period 1890–2008
(Ciavola et al. 2011). Also, Cusack (2012) found a weak
negative tendency for the decadal running mean of the
annual number of damaging storms and a related storm loss
index calculated from homogenised wind observations of the
Netherlands for 1910–2010, but did ﬁnd large decadal
variations for stormy conditions in the 1920s and 1990s.
Storm intensity estimates derived from wind, wave and
surge observations from Belgium for the period 1925–2007
show no trend (Hossen and Akhter 2015).
An analysis of geostrophic wind speeds for the German
Bight shows no robust trends for the period 1876–1990
(Schmidt and von Storch 1993). But when the record is
extended to include the period up to 2012 (Fig. 2.6) a
tendency for decreasing wind speed in the upper percentiles
becomes visible, corroborating direct wind, surge and wave
observations from Belgium and the Netherlands, and ﬁnd-
ings by Rosenhagen et al. (2011). Analogue-based stormi-
ness shows a good correlation with the German Bight index
and indicates no long-term trend since 1850 (Schenk 2015).
Wang et al. (2011) found signiﬁcant negative trends over the
North Sea and surrounding land areas for the 99th percentile
of geostrophic wind in summer, but no robust trends in other
seasons. Direct wind observations from Skagen in northern
Denmark also suggest decreasing overall storminess for the
period 1860–2012 with extremely high storminess prior to
1875 (Clemmensen et al. 2014).
2.3.2.4 Northern Alps and Central Europe
Although not directly linked to the North Sea wind climate,
observations from further south are also useful to help
understand variations in large-scale atmospheric circulation
and give indications about a northward displacement in
storm tracks. For Vienna, the number of gale days (above 8
Bft, 17.2 m s−1) show a clear decrease for the period 1872–
1992 (Matulla et al. 2007), however based on non-
homogenised observations. This is corroborated by signiﬁ-
cant negative trends in the number of days exceeding 7, 8
and 9 Bft (>13.9, 17.2 and 20.8 m s−1, respectively) in
northern Switzerland for the period 1894–1994 (Schiesser
et al. 1997). The duration of strong winds (>7 Bft) also
shows a negative trend for Zürich for 1871–1991 except in
winter (Brönnimann et al. 2012). Negative trends are also
found for central Europe (Matulla et al. 2007; Wang et al.
2011). In contrast, Stucki et al. (2014) found no clear trends,
but large interdecadal variability, over Switzerland.
2.3.3 Trends in the 20th Century
Reanalysis Since 1871
As shown in Fig. 2.5, the majority of studies using obser-
vational storm proxies ﬁnd no robust trends, some even a
negative tendency, for the wind and storm climate in his-
torical pressure and wind observations. In contrast, 20CR
(Compo et al. 2011) suggests signiﬁcant upward trends for
storminess over data-sparse regions like the NE Atlantic
(Donat et al. 2011) while Bett et al. (2013) did not ﬁnd a
clear trend over Europe. Closer inspection reveals that the
agreement of 20CR and wind observations over land like
Zürich is reasonable (Brönnimann et al. 2012), but there are
discrepancies over sea (Krueger et al. 2013; Schenk 2015).
This is because 20CR, like other reanalyses, assimilates all
available pressure observations at a given time step which
leads to a strong increase in assimilated land pressure
observations (and to a lesser extent also sea pressure
observations) over time. Following Krueger et al. (2013),
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inconsistencies between 20CR and pressure-based storm
indices over data-sparse regions increase back in time as the
number of assimilated stations by 20CR, mainly over sea
areas, decreases. Spurious pressure trends in data-sparse
regions, identiﬁed in the NCEP/NCAR reanalysis (Hines
et al. 2000) might also affect 20CR (E-Supplement
Sect. S2.3).
2.3.4 Summary
Different studies mainly based on reanalysis data show
positive trends in storm activity over the NE Atlantic and
North Sea together with a northeast shift in the position of
storm tracks over the last 40–60 years. This is also reflected
in a roughened wind and wave climate, although a return to
average conditions beginning at the end of the 20th century
has clearly reduced trends from earlier publications. As
summarised in Fig. 2.5 direct or indirect historical records of
long-term variations in pressure, wind or wind-related
proxies mostly show no robust long-term trends for the
last 100 years or more. Large decadal variations seem to
dominate for centuries.
While the increase in wind speeds and storminess in the
latter half of the 20th century does not seem unprecedented
in the context of historical observations, the northeast shift in
storm tracks in this period may be a new phenomenon. The
long-term decrease north of the Alps mainly results from a
less stormy period during the 1990s compared to the North
Sea and North Atlantic while the period at the end of the
19th century is comparably windy. The less stormy 1990s
further south are consistent with the northeast shift in storm
tracks and the decrease in winter cyclone activity in the
mid-latitudes. This northeast shift together with the trend
pattern of decreasing cyclone activity for southern mid-
latitudes and increasing trends north of 55–60°N after
around 1950 seems consistent with scenario simulations to
2100 under increasing greenhouse gas concentrations (e.g.
Ulbrich et al. 2009; Feser et al. 2015a; see Chap. 5). This
corroborates the ﬁndings by Wang et al. (2009b) that com-
bined anthropogenic and natural forcing had a detectable
influence on this pattern of atmospheric circulation, stormi-
ness and ocean wave heights during boreal winter 1955–
2004 while an analysis for the ﬁrst half of the 20th century is
less likely to be dominated by external forcing.
Uncertainties remain not only for long historical wind and
pressure observations (e.g. Lindenberg et al. 2012; Wang
et al. 2014), but also for 20CR that to a large extent relies on
these observations (Brönnimann et al. 2013; Krueger et al.
2013; Dangendorf et al. 2014; Schenk 2015). These are
discussed in detail in E-Supplement S2. As a better under-
standing of long-term variations versus trends, and their link
to atmospheric circulation is crucial for any regional climate
change analysis, data rescue initiatives and digitisation
initiatives such as data.rescue@home (www.data-rescue-at-
home.org) or oldWeather (www.oldweather.org) are essen-
tial for further improvements towards the homogenisation of
observations and reanalyses prior to about 1950. Such data
can then be used in reanalysis projects such as ACRE
(Atmospheric Circulation Reconstructions over the Earth;
www.met-acre.org). However, in the light of problems
apparently introduced into the WASA dataset during the
digitisation step (see E-Supplement Sect. S2.3), it is also
essential to thoroughly quality-check this type of data.
Fig. 2.6 High annual percentiles
of geostrophic wind speeds over
the German Bight after Schmidt
and von Storch (1993) updated
and reproduced for 1879–2012.
Running 11-year means and
linear trends are displayed to
highlight long-term variations
(data by G. Rosenhagen, ﬁgure by
F. Schenk)
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2.4 Surface Air Temperature
Despite the large variability in temperature, the warming
trend of recent decades is strong enough to be discernible in
local temperature observations, and it is larger than the
warming trend simulated by state-of-the-art climate models.
The principal drivers for this ‘excess warming’ appear to be
changes in atmospheric circulation, mainly in winter and
spring, and feedbacks involving soil moisture and cloud
cover, mainly in summer and autumn (Van Oldenborgh et al.
2009).
The data sources for near-surface air temperature are dif-
ferent over land and sea. Terrestrial measurements are made
at ﬁxed locations, with typically standardised installations
(WMO 2010) and at a reference height of 2 m (e.g. Klein
Tank et al. 2002). In contrast, marine air temperature obser-
vations are typically made aboard moving ships (ICOADS;
Woodruff et al. 2011), adjusted to a common reference height
of 10 m (necessary because the typical observation height
has increased by about 20 m over the period of record; Kent
et al. 2013). Only a few ﬁxed station measurements exist,
such as on oil platforms. Observations of marine air tem-
perature from ships are affected by daytime heating biases,
and to avoid these problems datasets (for example from the
Hadley Centre) are constructed using night-time observations
only. Alternatively, both day and night observations, with
adjustments for daytime heating following Berry et al.
(2004), can be used. The North Sea region is relatively well
sampled, but observations are sparse in the 19th Century and,
more recently, during the Second World War.
2.4.1 Terrestrial Surface Air Temperature
The ﬁrst decade of the 21st century was characterised by
some extreme seasons. The hot summer of 2003 was prob-
ably unprecedented for at least 500 years in western Europe
(Luterbacher et al. 2004), but was even surpassed in
extremity by the East European summer of 2010 (Bar-
riopedro et al. 2011). Summer and autumn 2006 and winter
2006/2007 were also exceptionally warm (Luterbacher et al.
2007; Cattiaux et al. 2009). On the other hand, winter
2010/2011 had a very negative NAO index (see Sect. 2.2),
but was much warmer than comparable winters with a
similarly negative NAO index (Cattiaux et al. 2010). Fig-
ure 2.7 shows time series of annually averaged land air
temperature for the North Sea region, deﬁned here as the
area between 48°N and 62°N and 6°W and 10°E, for various
data sets. The graphic shows 2014 to be unprecedentedly
warm, even though none of the four seasons was the
warmest on record (winter ranks 2nd after 2006/2007, spring
3rd after 2007 and 2011, summer 14th and autumn 2nd after
2006), and the previous maximum from 2011 was exceeded
by almost 0.5°C. The datasets used are the CRUTEM4v
(from UEA/CRU; Jones et al. 2012), GHCN-M version 3
(NOAA/NCDC, Peterson and Vose 1997; Jones and Moberg
2003), GISTEMP (NASA/GISS; Hansen et al. 2010) and
BerkeleyEarth (http://berkeleyearth.org/), which have been
subject to a homogeneity adjustment, supplemented by the
E-OBS daily dataset version 10.0 (Haylock et al. 2008). To
compare the different datasets, the grids of the global data-
sets are regridded to match that of the E-OBS grid
(0.5° × 0.5°; van der Schrier et al. 2013).
The similarity between these estimates of temperature
over the North Sea region is evident, with only minor dif-
ferences in trend values (Table 2.1). Over the period 1980–
2010, the trend in annual averaged daily mean temperature is
approximately 0.38 °C decade−1. Trend values are based on
a linear least-square approximation to the data. Table 2.1
also gives temperature change for the whole of Europe (30°–
75°N, 12°W–45°E plus Iceland, based on E-OBS), the
northern hemisphere land and the global land area, both
based on CRUTEM4. For 1980–2010, the warming trend in
the North Sea region is smaller than that of Europe as a
whole, but larger than the average over the northern hemi-
sphere and global land areas.
In all datasets the period from the early 1990s onwards is
warmest. Figure 2.8 highlights annual temperatures of the
past few decades, averaged over the North Sea region and
relative to the 1961–1990 climatology, based on the E-OBS
dataset. The grey bars in Fig. 2.8 indicate the estimated
uncertainties which take into account both errors introduced
by spatial interpolation over areas without observations, by
inhomogeneities in the temperature data that result from
station relocations or instrument changes etc., and by
urbanisation, as documented by van der Schrier et al. (2013)
and Chrysanthou et al. (2014). The uncertainties indicate that
although it is not possible to be 100 % certain about the
ranking of individual years, the positive overall trend since
the 1980s is very pronounced and 2014 stands out, even
taking the uncertainties into account.
Ionita et al. (2012b) examined the connection between
diurnal temperature range (DTR) and atmospheric circula-
tion. They found that modes of interannual winter DTR
variability are strongly related to the NAO and, to a lesser
extent, the AMO, whereas in summer DTR variability is
mainly influenced by a blocking pattern over Europe.
2.4.2 Number of Frost Days and Summer Days
According to Della-Marta et al. (2007), the length of western
European heat waves has doubled since 1880 and Europe’s
climate has seen more warm extremes. This is illustrated in
Fig. 2.9 which shows the difference in the annual number of
frost days (minimum temperature <0 °C) and summer days
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(maximum temperature ≥25 °C) between 1981–2010 and
1951–1980 (based on E-OBS data). The change in these
indices is not spatially consistent (in contrast to the increase
in annual averaged temperature—not shown). All differences
are statistically signiﬁcant at the 5 % level using a one-sided
Student t-test. The ﬁgure shows that the number of frost days
has declined almost everywhere, with the strongest decreases
found in the northern and eastern parts of the domain. The
number of summer days has also increased almost every-
where, with the smallest increases in Scotland, northern
England and Scandinavia and the largest in northern France.
2.4.3 Night Marine Air Temperature
As for land-based temperatures, the night marine air tem-
perature (NMAT) also increased over the period 1856–2010
(Fig. 2.10). Two datasets were used, an uninterpolated 5°
monthly mean dataset for 1880–2010 (HadNMAT2; Kent
et al. 2013) and an interpolated (using a large-scale
Fig. 2.7 Land-based annual mean air temperatures averaged over the North Sea region (48°–62°N, 6°W–10°E) with respect to the 1961–1990
climatology as calculated by E-OBS (red), CRUTEM4v (green), GHCN-M (blue), GISTEMP (purple) and the Berkeley Earth dataset (light blue)
Table 2.1 Linear temperature trends (°C decade−1) over 1950–2010 and 1980–2010 for the North Sea region for CRUTEM4v, GHCN-D,
GISTEMP, BerkeleyEarth and E-OBS
CRUTEM4v GHCN-D GISTEMP Berkeley Earth E-OBS Europe NH land Global land
1950–2010 0.210 0.174 0.228 0.157 0.204 0.179 0.199 0.172
1980–2010 0.383 0.389 0.389 0.353 0.408 0.414 0.337 0.267
The last three columns give trends for Europe (based on E-OBS), the northern hemisphere land and global land temperatures (based on
CRUTEM4), respectively. Numbers in bold indicate that the trend is statistically signiﬁcant at the 5 % level based on a t-test accounting for the
reduced degrees of freedom due to autocorrelation (von Storch and Zwiers 1999)
Fig. 2.8 Annual averages for land-based air temperature over the
North Sea region with respect to the 1961–1990 climatology as
calculated by the E-OBS dataset. The uncertainty estimate for the
E-OBS data is included as grey boxes
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reconstruction technique; Rayner et al. 2003) 5° monthly
mean dataset for 1856–2001. Differences between these
datasets are larger than for land temperatures, especially
around 1900 and during and just after the Second World
War. In the latter period, sampling is sparse and
non-standard observing practices necessitated adjustments to
the observations (Kent et al. 2013). After about 1950,
agreement improves. Linear trends in air temperature,
adjusted for day-time heating biases (Berry and Kent 2009)
show similar values.
Figure 2.10 also indicates that for marine air temperature
the values in the most recent decade are likely to be the
warmest on record, although uncertainty is large in the early
part of the record due to sparse sampling.
Seasonal time series of the marine air temperature data
sets show broadly similar variability to land-based temper-
atures (Fig. 2.11), but with a smaller amplitude. Very
recently, the differences again increase, but this seems to be
due to sparse observations and changes in the marine
observing system (Kent et al. 2007, 2013).
2.4.4 Comparison of Land and Marine Air
Temperatures
A comparison of land and marine temperatures (Fig. 2.12)
shows general agreement. The lower plot in each panel
depicts three estimates of the land-marine air temperature
difference over the North Sea region based on E-OBS data
for the land component and three different marine air tem-
perature datasets: the NOCv2.0 dataset (Berry and Kent
2009, 2011), the HadNMAT2 dataset and the HadMAT1
dataset. Due to the much larger heat capacity of water, the
difference series between the land and marine air tempera-
ture shows a residual positive trend over the last few decades
of the record.
2.4.5 Summary
There is generally good agreement between the different
temperature data sets over the oceans and over land. While
temperatures have clearly increased over land, the NMAT
shows there has also been an increase over the North Sea,
even though the variability on seasonal timescales is smaller
than for the land temperatures. Furthermore, due to the large
heat capacity of water it takes much longer to warm the
ocean than the land. In addition, heat is transported away
Fig. 2.9 Difference between the 1981–2010 and 1951–1980 climato-
logical values of the annual number of frost days (left, daily minimum
temperature <0 °C) and summer days (right, daily maximum
temperature ≥25 °C). Grid squares with missing data or where the
difference did not pass the 95 % signiﬁcance level using a Student
t-test, are white. Calculations based on E-OBS data
Fig. 2.10 Annual average night marine air temperature anomalies (°C)
for the region 50°–60°N, 5°W–10°E from 5° monthly mean datasets:
HadNMAT2 (black) and HadMAT1 (red)
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from the surface into deeper waters, where it cannot be
directly measured. Thus, it would be expected that the land
warms faster than the sea as long as the radiative forcing is
positive. This is exactly the situation being observed, and
according to the datasets, the imbalance is up to several
tenths of a degree.
2.5 Precipitation
2.5.1 Precipitation Over Land in the North
Sea Region
In a warmer climate, the atmospheric water vapour content is
likely to rise due to the increase in saturation water vapour
pressure with air temperature, as described by the
Clausius-Clapeyron relation, and to result in an intensiﬁca-
tion of rainfall (Held and Soden 2006; O’Gorman and
Schneider 2009). Evidence of higher amounts and more
extreme precipitation has already been reported (e.g. Gro-
isman et al. 2005; Moberg et al. 2006; Donat et al. 2013;
Hartmann et al. 2013). Even though floods are a recurring
event in Europe, attempts have been made to link increased
flood risk to changes in the frequency of atmospheric
blocking events (Lavers et al. 2012) or to anthropogenic
climate change (Pall et al. 2011).
In a global study, Donat et al. (2013) showed a weak
increase in the number of days exceeding 10 mm of pre-
cipitation (R10 mm) over the northern parts of Europe (but
statistically signiﬁcant only over eastern Europe at the 96 %
Fig. 2.11 Seasonal mean night
marine air temperature (°C) from
NOCv2.0 (1970–2010),
HadNMAT2 (1950–2010) and
HadMAT1 (1950–2001).
HadNMAT2 and HadMAT1 were
averaged to the same 1° grid as
NOCv2.0 and masked to the
NOCv2.0 land mask
Fig. 2.12 Land-based air
temperature over the North Sea
region for winter (upper left),
spring (upper right), summer
(lower left) and autumn (lower
right) based on the CRU TS 3.10
(Harris et al. 2014; red) and
E-OBS (black) datasets. The
uncertainty estimate for the
E-OBS data is included as grey
boxes. The lower plots show the
difference between land-based air
temperature and marine air
temperature for this region, for
three marine air temperature
datasets
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level). Over the Iberian Peninsula, a non-signiﬁcant decrease
in this metric is observed. A non-signiﬁcant increase in the
contribution of extreme precipitation events to the total
precipitation amount (R95pTOT) is also observed over Great
Britain and Scandinavia.
The European Climate Assessment and Dataset (ECA&D,
Klein Tank et al. 2002) is a collection of daily station
observations of 12 elements (of which ﬁve are gridded) and
contains (as of March 2014) data from nearly 8000 stations
across Europe and the Mediterranean. The station time series
are updated on a regular basis using data provided by the
national meteorological and hydrological services (NMHSs),
universities or, before updates from these institutions are
available, synoptic messages from the Global Telecommu-
nication System (GTS). ECA&D receives time series from 61
data providers for 62 countries (as of March 2014).
Figure 2.13 compares precipitation for three stations with
data since the beginning of the 20th century; Cambridge
(UK), Stromsfoss Sluse (Norway) and De Bilt (Netherlands).
The time series show strong interannual and decadal vari-
ability. A general upward trend is visible in the Dutch and
Norwegian time series with trends of 14.52 mm decade−1 in
the annual data over the 1901–2014 period for De Bilt and
28.81 mm decade−1 over the 1901–1950 period for
Stromsfoss Sluse. Both trends are (just) statistically signiﬁ-
cant at the 5 % level following a t-test accounting for
autocorrelation in the time series (von Storch and Zwiers
1999). A long-term trend in the UK time series is less pro-
nounced. The Norwegian time series exhibits an enhanced
trend since the mid-1990s, especially in summer. A weak
drying trend since the 1990s, although not unprecedented, is
visible in the UK series. It is also clear that, under certain
circumstances, the entire area is influenced by high pressure
for extended periods (e.g. in 1921) such that the whole North
Sea area remains very dry.
Trends in annual land precipitation are positive almost
everywhere over the North Sea region for the period 1951–
2012 (Fig. 2.14, top panel). The greatest increase in pre-
cipitation is observed in winter (Fig. 2.14, lower left),
especially along the west coast of Norway, over southern
Sweden, parts of Scotland and the Netherlands and Belgium.
Further inland, trends are much smaller and statistically
non-signiﬁcant almost everywhere. In summer, there is no
evidence of increasing precipitation trends along the coast of
western Norway, while the contrast between trends in
coastal regions and more inland regions of the European
mainland increases considerably as the latter show negative
trends in summer (Fig. 2.14, lower right).
Winter and spring in northern Europe (deﬁned as the land
area north of 48°N) show an overall decreasing trend in
return periods of extreme precipitation (van den Besselaar
et al. 2013), which is indicative of increasing precipitation
extremes. The trend is most pronounced in the 5-day pre-
cipitation amount in northern Europe during spring. The
5-day amount which is statistically a 20-year event over the
1951–1970 period becomes an approximately 8-year event
in the 1991–2010 period.
For annual 5-day and 10-day precipitation amounts in the
UK, Fowler and Kilsby (2003) found signiﬁcant
decadal-level changes in many regions. For the 10-day
precipitation amount, the 50-year event during 1961–1990
became an 8-, 11- and 25-year event in eastern, southern and
Fig. 2.13 Annual, winter and
summer precipitation series for
three stations from the ECA&D
dataset; De Bilt (Netherlands, top
left), Stromsfoss Sluse (Norway,
top right) and Cambridge (UK,
lower left). A low-pass ﬁlter is
applied for the black curves
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northern Scotland, respectively, during the 1990s. In north-
ern England the average return period has also halved.
Cortesi et al. (2012) analysed the precipitation concen-
tration index, which is a measure of the amount of precipi-
tation on a day with precipitation. The north-western coast of
Europe shows relatively low values for this index (i.e.
evenly distributed precipitation) compared to more
Mediterranean climate types. No clear spatial pattern was
detected in the trends in the index.
Groisman et al. (2005) studied total precipitation and
frequency of intense precipitation in several regions of the
world, including Fennoscandia. They found a signiﬁcant
increase in the annual totals and in the frequency of very
heavy annual and summer precipitation events, where ‘very
heavy’ precipitation events are deﬁned by counting the
upper 0.3 % of daily rainfall events (relating to a daily event
that occurs once every 3–5 years).
There is temporal variability in trends when studying
precipitation indices of extremes. For example, the trend in
precipitation fraction due to very wet days, related to the
95th percentile in daily sums (R95pTOT), shows a different
picture when the trends are determined over the period
1951–1978 compared to 1979–2012 (Fig. 2.15). Along the
coasts of south-eastern England and the Netherlands, there is
no trend apparent for the period 1951–1978, while the period
1979–2012 has an increasing trend for several stations in
these areas.
Care should be taken if the precipitation fraction exceed-
ing the 95th percentile (R95pTOT) is determined over a
climatological period of several decades, since extremes may
have increased disproportionally and thus the shape of the
distribution may have changed. For example, an index
S95pTOT, using the Weibull shape parameter instead of an
explicit estimate of the 95th percentile, can be used (Leander
et al. 2014). Northern Europe shows a (signiﬁcant) increase
in R95pTOT, but this is far less pronounced for S95pTOT.
Since R95pTOT cannot distinguish between a shift in the
median of the probability distribution for precipitation and a
change in only the tail of the distribution, trends are generally
‘more negative’ for S95pTOT, especially over southern
Scandinavia, the Netherlands, Germany and the UK.
Zolina et al. (2009) introduced a new index for
R95pTOT, making use of a gamma distribution for wet day
precipitation amounts and the associated theoretical distri-
bution of the fractional contribution of the wettest days to
the seasonal or annual total. The trend results for their new
index are similar to R95pTOT.
Another way of analysing changes in precipitation is by
counting the number of wet days. An example of this is the
index CWD (maximum number of consecutive wet days,
here deﬁned as the number of days with precipitation
≥1 mm). Trends in the station records for the period 1951–
2012 are shown in Fig. 2.16, which indicates that most of
the stations in the North Sea region show a slight increasing
Fig. 2.14 Linear least-squares ﬁt
trends in annual (top), winter
(lower left) and summer (lower
right) precipitation over the
period 1951–2012 in mm
decade−1. Blue circles denote a
trend towards wetter conditions,
while orange and red circles
denote a trend towards drier
conditions, both signiﬁcant at the
5 % level (p ≤ 0.05). Black
circles fail to be signiﬁcant at the
25 % level (p ≤ 0.25) and are
added to the ﬁgure to illustrate
areas without any signiﬁcant
trend. Source ECA&D
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trend in the annual number of consecutive wet days.
A similar map for trends in the maximum number of con-
secutive dry days (CDD) does not indicate a coherent change
in the region. The majority of stations show trend values that
do not meet even the 25 % signiﬁcance level.
An example of interaction between North Sea waters and
coastal climate was documented by Lenderink et al. (2009)
for a month with extreme precipitation in the coastal region
of the Netherlands (August 2006), where precipitation
amounts were four times higher than the climatological
average. Preceded by an extremely warm July (see Sect. 2.4)
with very high sea surface temperatures in the North Sea at
the end of July, favourable atmospheric flow conditions
transported large amounts of moisture onto land, producing
excessive rainfall in an area less than 50 km from the
coastline. This phenomenon seems to be a robust ﬁnding
since the positive trend in the difference between coastal and
inland precipitation observed in the Netherlands is not sen-
sitive to the period analysed.
2.5.2 Precipitation Over the North Sea
Only limited information is available for precipitation over
oceans in general and the North Sea in particular. Almost no
in situ measurements exist, which means it is necessary to
rely on satellite observations using passive microwave
detectors. HOAPS (Hamburg Ocean-Atmosphere Parame-
ters and Fluxes) is one such dataset (Andersson et al. 2010,
2011). This covers the period 1988–2008 and is the only
generally available satellite-based dataset for which ﬁelds of
precipitation and evaporation over the oceans are consis-
tently derived (Andersson et al. 2011). Over land, the dataset
is gauge-based. Figure 2.17 shows the geographical distri-
bution of annual average precipitation for the North Sea
region (Fennig et al. 2012). Over most of the North Sea, the
mean annual precipitation is between 600 and 800 mm,
although values below 600 mm are also found off the east
coast of England. Most coastal regions receive more than
800 mm, and in some mountainous regions (Scotland,
Norway) more than 2000 mm are observed. While land
stations in the south of the region have most rain in winter
with a weak secondary summer maximum, further north and
generally over the sea, there is only a maximum in winter,
and May and June are the driest months.
Table 2.2 shows annual precipitation totals over the
central North Sea region (54°–58°N, 1.5°–5.5°E) from the
few available datasets.
There are considerable differences between the various
estimates of precipitation, even in reasonably data-rich
regions like the North Sea. There are also large differences
Fig. 2.16 Linear trend in annual maximum number of consecutive wet
days (CWD) over the period 1951–2012. Blue circles denote a trend
towards wetter conditions, while orange and red circles denote a trend
towards drier conditions, both signiﬁcant at the 5 % level (p ≤ 0.05).
Black circles fail to be signiﬁcant at the 25 % level (p ≤ 0.25) and are
added to the ﬁgure to illustrate areas without any signiﬁcant trend.
Source ECA&D
Fig. 2.15 Linear trends in the precipitation fraction due to very wet
days (R95pTOT) in winter over the periods 1951–1978 (left) and 1979–
2012 (right). Blue circles denote a trend towards wetter conditions,
while orange and red circles denote a trend towards drier conditions,
both signiﬁcant at the 5 % level (p ≤ 0.05). Black circles fail to be
signiﬁcant at the 25 % level (p ≤ 0.25) and are added to the ﬁgure to
illustrate areas without any signiﬁcant trend. Source ECA&D
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between periods, highlighting the problems in deriving
trends in precipitation (Bengtsson et al. 2004). Precipitation
in reanalyses depends on the moisture flux divergence, a
rather weakly constrained quantity, which in turn does not
depend on direct observations, but on the assimilation of
satellite radiances (see e.g. Lorenz and Kunstmann 2012).
2.5.3 Summary
An assessment of temporal variability shows that precipita-
tion over land and, but somewhat weaker, over sea is posi-
tively correlated with the NAO. Winters with strong positive
NAO anomalies show distinct peaks in precipitation and
amounts up to twice the average over the North Sea region
(Andersson et al. 2010). On longer time scales, drought
conditions over central Europe are also connected to the
AMO (Atlantic Multidecadal Oscillation; Ionita et al.
2012a). Generally speaking, precipitation is more variable
than temperature, and agreement between datasets is less.
Nevertheless, there are indications of an increase in precip-
itation to the north of the North Sea region and a decrease to
the south, in agreement with the projected north-eastward
shift in the storm tracks. In many regions, there are also
indications that extreme precipitation events have become
more extreme and that return periods have decreased.
2.6 Radiative Properties
Meteorological observations aboard ships usually do not
include measurements of sunshine duration and radiation. As
a result there are few data available, and these are mainly
from isolated ﬁeld campaigns on research vessels. In con-
trast, cloud parameters are often observed routinely,
although the quality of observations varies widely. The
following discussion of clouds, solar radiation and sunshine
duration therefore relies mainly on studies concerning a
wider area, but these data should also be valid for the North
Sea region.
2.6.1 Clouds
Clouds have a signiﬁcant impact on the Earth’s radiation
budget. They affect incoming solar shortwave (SW) radia-
tion (by reflecting this back to space) as well as outgoing
thermal longwave (LW) radiation (by reducing its emission
Fig. 2.17 Precipitation over the North Sea area. Ocean: HOAPS dataset (Fennig et al. 2012), land: gauge-based. Annual sum (left), monthly sum
for January (centre), and monthly sum for May (right) for the period 1988–2008. All data in mm
Table 2.2 Estimates of annual average precipitation over the North Sea region from different reanalyses and satellite-based datasets
Dataset 1979–2001 1988–2008 Source
HOAPS – 643 Andersson et al. (2010)
ERA-Interim 812 800 Simmons et al. (2010) and Berrisford et al. (2009)
ERA40 691 Uppala et al. (2005)
Coastdat2 (cDII.00) 853 861 Geyer (2014)
NCEP-CFSR 966 1000 Saha et al. (2010)
MERRA 754 772 Rienecker et al. (2011)
All units in mm
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to space). The difference between the actual radiative flux
and that under clear sky conditions is referred to as cloud
radiative forcing (CRF). The largest contribution to
LW CRF is made by high clouds, whereas the largest con-
tribution to SW CRF is from optically thick clouds due to
their higher albedo compared to the clear sky surface albedo.
Thus, variations in cloudiness are of great interest in relation
to rising global temperatures. The Extended Edited Cloud
Report Archive (EECRA; Warren et al. 1986, 1988, 2006)
consists of quality controlled climatologies of total cloud
cover and cloud type amounts over land and ocean,
respectively, based on surface synoptic cloud observations.
Few analyses of changes in cloud cover exist, and even
less for the North Sea region. A decrease has been observed
in global high cloud cover over almost all land regions since
1971 and most ocean regions since 1952. Norris (2008)
analysed global mean time series from gridded surface
observations of low-, mid- and upper-level clouds as well as
total cloud cover and satellite cloud observations over land
and ocean based on EECRA, other surface synoptic cloud
reports from land since 1971, the ship-based ICOADS which
includes observations since 1952, and satellite observations
available from July 1983 in the International Satellite Cloud
Climatology Project (ISCCP). Norris (2008) found incon-
sistencies for the overlapping period of in situ and satellite
data except for high clouds.
Over Europe, variability in total winter cloud cover is
strongly connected to the NAO. Because the NAO was
undergoing a positive trend during a study by Warren et al.
(2006), there is a strong positive trend in total cloud cover
over Norway at this time (Fig. 2.18). No clear trend is vis-
ible further south in the North Sea region (Thompson et al.
2000; Hense and Glowienka-Hense 2008).
Warren et al. (2006) also analysed cloud types observed
at European land stations in relation to the NAO/AO signal
in winter for the period 1971–1996. Not surprisingly, the
strongest correlation was for nimbostratus (Fig. 2.19).
Across the western parts of Europe correlations are negative,
but high positive correlations exist in the northern part of the
North Sea region from northern Scotland to Norway.
2.6.2 Solar Radiation
Time series of measured solar radiation data at various sites
around the globe show decreasing irradiances on the order of
6–9 W m−2 (corresponding to a decline of 4–6 % over
30 years) after the mid-1950s (‘global dimming’; Gilgen
et al. 1998; Stanhill and Cohen 2001; Liepert and Tegen
2002) and mainly over land, and subsequent increases since
the mid-1980s (‘global brightening’; Wild et al. 2005; Norris
and Wild 2007) which cannot be explained by variations in
solar irradiance or cloudiness alone (Wild 2009), but are
largely due to marked changes in the amount of anthro-
pogenic aerosol particles after the Second World War
(Stanhill and Cohen 2001; Liepert and Tegen 2002; Streets
et al. 2006; Norris and Wild 2007). Since the 1980s,
air-quality regulations have led to a decline in air pollution,
as can be seen from time series of optical depth (Mishchenko
et al. 2007; Ruckstuhl et al. 2008). More recent studies (e.g.
Granier et al. 2011; Lee et al. 2013; Myhre et al. 2013;
Shindell et al. 2013) corroborate these ﬁndings.
For Europe, Norris and Wild (2007) examined changes in
SW downward radiation and total cloud cover to distinguish
the effects of cloud variability from long-term aerosol
influences in the period 1971–2002 (Fig. 2.20). Their ‘cloud
cover radiative effect’ (CCRE), deﬁned as the radiative
effects of changes in cloud cover, is derived from daytime
synoptic surface observations and ISCCP data, subtracted
from the downward radiation obtained from the Global
Fig. 2.18 Linear trends in total
cloud cover in percent per decade
for 2.5° × 2.5° boxes in Europe
and North Africa in winter
(DJF) for the period 1971–1996.
The size of each dot indicates the
magnitude of the trend (Warren
et al. 2006)
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Fig. 2.19 Correlation of nimbostratus anomalies with the Arctic Oscillation index, for 2.5° × 2.5° boxes in Europe and North Africa in winter
(DJF) for the period 1971–1996. The size of each dot indicates the magnitude of the correlation coefﬁcient (Warren et al. 2006)
Fig. 2.20 Time series of monthly anomalies averaged over grid boxes
covering most of Europe with a a 1-2-1 ﬁlter and b a 61-point 5-year
Lanczos low-pass ﬁlter for GEBA global radiation flux (upper, black),
ISCCP all-sky downward SW radiation flux (upper, red), SW cloud
cover radiation effect (CCRE) estimated from synoptic reports of total
cloud cover (middle, blue), SW CCRE estimated from ISCCP total
cloud cover amount (middle, red), residual anomalies after removing
synoptic-estimated SW CCRE from GEBA global radiation (lower,
blue) and residual anomalies after removing ISCCP-estimated
SW CCRE from GEBA global radiation (lower, red). Dashed values
indicate where less than 75 % of the grid boxes contributed to the
GEBA time series. Small vertical bars denote 95 % conﬁdence
intervals for June and December anomalies, and vertical dashed lines
mark the start and end times for trend calculations (Norris and Wild
2007)
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Energy Balance Archive (GEBA). The resulting time series
comprises variations in clear-sky solar flux as well as
radiative effects of changes in cloud albedo that are not
linearly correlated to the cloud cover. They found a high
correlation (r = 0.88) between global radiation anomalies
and the estimated cloud cover radiative effect on monthly
and sub-decadal timescales, but the time series of differences
show dimming and brightening as well as low frequency
trends with minima related to the volcanic eruptions of El
Chichón (Mexico) and Pinatubo (Philippines). Decreasing
trends for the period 1971–1986 and then increasing trends
for 1987–2002 are found for coastal areas of the North Sea
region (not shown), but these are mostly not statistically
signiﬁcant (Ruckstuhl et al. 2008, Ruckstuhl and Norris
2009).
Aerosol particles influence the radiation budget and hence
air temperature in two ways. The direct aerosol radiative
effect refers to clear-sky cases, when solar radiation is
directly scattered (mainly by sulphate) or absorbed (mainly
by black carbon), while the indirect aerosol effect enhances
cloud albedo via an increase in the number of aerosol par-
ticles that act as condensation nuclei creating smaller dro-
plets and prolonging cloud lifetime due to a decrease in
droplet size and less precipitation loss.
For the period 1981–2005, Ruckstuhl et al. (2008) esti-
mated the direct and indirect aerosol effects by determining
the SW downward radiation for cloud-free and cloudy
conditions from eight sites in northern Germany. Excluding
the sunny year 2003, the net LW forcing under cloud-free
skies is 0.84 W m−2 decade−1 (range: 0.49–1.20), whereas
the SW net forcing from changes in cloudiness is 0.56 W
m−2 decade−1 (range: −0.91 to 2.00), resulting in a total
cloud forcing of 0.16 W m−2 decade−1 (range: −0.26 to
0.57). Thus, the direct aerosol effect has a much larger
impact on climate forcing than the indirect aerosol and other
cloud effects.
Philipona et al. (2009) found an increase in LW down-
ward radiation over Germany, based on observations for
1981–2005, due to rising temperature and humidity and to
the increase in greenhouse gas concentration, but found no
effect of changes in cloudiness (Fig. 2.21). The total net LW
radiation (the difference between incoming and outgoing
radiation at the surface) depends on temperature and abso-
lute humidity, which itself is dependent on temperature.
For northern Germany, the LW forcing due to greenhouse
gases including water vapour resulted in 0.95 W m−2
decade−1 (range: 0.26–1.64), while the part due to water
vapour feedback alone is 0.60 W m−2 decade−1 (range:
0.16–1.04) (Philipona et al. 2009). Thus, the total SW
forcing is three times larger than the LW forcing from rising
atmospheric levels of anthropogenic greenhouse gases.
2.6.3 Sunshine Duration
Operational measurements of sunshine duration started at
most weather stations in the 1930s or 1940s, mainly using
the Campbell-Stokes heliograph. However, over recent
decades, new electronic–optical equipment has increasingly
been used, causing data quality issues and thus consistency
problems within the time series of sunshine duration data
(Augter 2013). As the existing sunshine duration database
for the open sea is insufﬁcient for climate analyses, the
results presented in this chapter are based on coastal or
island stations only. Sunshine duration depends on three
factors: daylength (which is a function of latitude and sea-
son), amount of daytime clouds, and atmospheric opacity.
Cloudiness and opacity are influenced by meteorological
conditions and the latter also by aerosol concentration,
which can be very different over land and sea. For Germany,
Schönwiese and Janoschitz (2005) analysed changes in
sunshine duration for the periods 1951–2000 and 1971–
Fig. 2.21 Radiation budget and surface forcing. Annual mean values
(W m−2) for the individual components of the surface radiation budget
for eight stations in northern Germany: SW net radiation (SNR), LW
downward radiation (LDR), total absorbed radiation (TAR), LW
upward radiation (LUR) and total net radiation (TNR) from 1981 to
2005 (missing 2003 data). Downward fluxes are positive and upward
fluxes negative. Trends in W m−2 decade−1 with the 95 % conﬁdence
interval in brackets. TNR, the balance between downward and upward
fluxes at the surface representing the energy available for sensible and
latent energy fluxes increases primarily due to the increase of water
vapour in the atmosphere (Philipona et al. 2009)
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2000 and found no obvious trends. It is not clear whether the
increase in global radiation is related to an increase in sun-
shine duration.
2.6.4 Summary
From the few available datasets on radiative properties, it may
be concluded that there are non-negligible trends together
with potential uncertainties and land-sea inhomogeneities
which make it difﬁcult to assess these quantities in detail.
2.7 Summary and Open Questions
It is not obvious how atmospheric circulation has changed in
the North Sea region over the last roughly 200 years. Further
research is therefore necessary to understand climate change
versus climate variability. One open research question is the
extent to which circulation over the North Sea region is
controlled by distant factors. In particular, whether there is a
link between changes in the Arctic cryosphere and atmo-
spheric circulation further south, including over the North
Sea region. Overland and Wang (2010) highlighted a con-
nection between the recent decrease in Arctic sea ice and
cold winters in several areas of Europe. With the ongoing
decline in sea ice in the Arctic, any such effect on circulation
patterns would be important for climate in the North Sea
region. Rahmstorf et al. (2015) proposed a proxy-based
connection between the observed cooling in the North
Atlantic south of Greenland and a weakening of the Atlantic
Meridional Overturning Circulation (AMOC) partly due to
increased melting of the Greenland Ice Sheet and subsequent
freshening of the surface waters. Changes in the strength of
the AMOC, however, are still debated and Zhang (2008) and
more recently, Tett et al. (2014) have stated that its strength
has actually increased.
Owing to large internal variability, it is unclear which part
of the observed atmospheric changes is due to anthropogenic
activities and which is internally forced. Slowly varying
natural factors with an effect on European climate, such as
the AMO (Petoukhov and Semenov 2010), may superim-
pose long-term trends and therefore be difﬁcult to distinguish
from the anthropogenic climate change signal.
There are signs of an increase in the number of deep
cyclones (but not in the total number of cyclones). There are
also indications that the persistence of circulation types has
increased over the last century or so (Della-Marta et al.
2007). It is an open question whether this is also related to
the decline in Arctic sea ice.
Another open question is whether there have been
changes in extreme weather events. However, most studies
rely on small datasets covering relatively short time periods,
which makes it is difﬁcult to draw statistically signiﬁcant
conclusions. As short time series and a lack of homogeneous
data make it impossible to obtain reliable trend estimates, it
is important to make available and homogenise the large
number of data from past decades that have not yet been
digitised. However, shown by the case of the erroneous
pressure digitisations in the WASA dataset (see
E-Supplement Sect. S2.3), it is essential for data to be
thoroughly quality-checked. Experience from the WASA
data suggests that this step requires human expertise and
cannot be fully automated. On the other hand, further
reanalyses, which may be considered a ‘best-possible’
time-space interpolator for observed data, can be useful as
long as any bias that is potentially introduced through new
instruments, station relocations etc. is properly addressed.
The same is true for existing reanalyses, as it is unclear how
homogeneous reanalyses can be that rely only on surface
observations such as 20CR (Compo et al. 2011).
Temperature has increased in the North Sea region, and
there is a clear signal in the annual number of frost days or
summer days. While there is a clear winter and spring
warming signal over the Baltic Sea region (Rutgersson et al.
2014), this is not as clear for the North Sea region. For
precipitation, it is difﬁcult to deduce long-term trends;
however, there are indications of longer precipitation periods
and ‘more extreme’ extreme events.
Other quantities, such as clouds, radiation or sunshine
duration, are difﬁcult to judge owing to a general lack of
data.
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Abstract
This chapter discusses past and ongoing change in the following physical variables within
the North Sea: temperature, salinity and stratiﬁcation; currents and circulation; mean sea
level; and extreme sea levels. Also considered are carbon dioxide; pH and nutrients;
oxygen; suspended particulate matter and turbidity; coastal erosion, sedimentation and
morphology; and sea ice. The distinctive character of the Wadden Sea is addressed, with a
particular focus on nutrients and sediments. This chapter covers the past 200 years and
focuses on the historical development of evidence (measurements, process understanding
and models), the form, duration and accuracy of the evidence available, and what the
evidence shows in terms of the state and trends in the respective variables. Much work has
focused on detecting long-term change in the North Sea region, either from measurements
or with models. Attempts to attribute such changes to, for example, anthropogenic forcing
are still missing for the North Sea. Studies are urgently needed to assess consistency
between observed changes and current expectations, in order to increase the level of
conﬁdence in projections of expected future conditions.
3.1 Introduction
John Huthnance, Ralf Weisse
Physical variables, most obviously sea temperature, relate
closely to climate change and strongly affect other properties
and life in the sea. This chapter discusses past and ongoing
change in the following physical variables within the North
Sea: temperature, salinity and stratiﬁcation (Sect. 3.2), cur-
rents and circulation (Sect. 3.3), mean sea level (Sect. 3.4)
and extreme sea levels, i.e. contributions from
wind-generated waves and storm surges (Sect. 3.5). Also
considered are carbon dioxide (CO2), pH, and nutrients
(Sect. 3.6), oxygen (Sect. 3.7), suspended particulate matter
and turbidity (Sect. 3.8), coastal erosion, sedimentation and
morphology (Sect. 3.9) and sea ice (Sect. 3.10). The dis-
tinctive character of the Wadden Sea is addressed in
Sect. 3.11, with a particular focus on sediments and nutri-
ents. The chapter covers the past 200 years. Chapter 1
described the North Sea context and physical process
understanding, so the focus of the present chapter is on the
historical development of evidence (measurements, process
understanding and models), the form, duration and accuracy
of the evidence available (further detailed in Electronic (E-)
Supplement S3) and what the evidence shows in terms of the
state and trends in the respective variables.
3.2 Temperature, Salinity
and Stratification
John Huthnance, Elizabeth C. Kent, Tim Smyth, Kjell Arne
Mork, Solfrid Hjøllo, Peter Loewe
3.2.1 Historical Perspective
Observations of sea-surface temperature (SST) have been
made in the North Sea since 1823, but were sparse initially.
The typical number of observations per month (from ships,
and moored and drifting buoys) increased from a few hun-
dred in the 19th century to more than 10,000 in recent
decades, despite the Voluntary Observing Ship (VOS) fleet
declining from a peak of about 7700 ships worldwide in
1984/85 to about 4000 in 2009 (www.vos.noaa.gov/vos_
scheme.shtml). Early SST observations used buckets (Kent
et al. 2010); adjustments of up to *0.3 °C in the annual
mean, and 0.6 °C in winter, may be needed for these early
data owing to sample heat loss or gain (Folland and Parker
1995; Smith and Reynolds 2002; Kennedy et al. 2011a, b).
The adjustments depend on large-scale forcing and
assumptions about measurement methods—local variations
add uncertainty. Cooling water intake temperatures have
been measured on ships since the 1920s but data quality is
variable, sometimes poor (Kent et al. 1993). Temperature
sensors on ships’ hulls became more numerous in recent
decades (Kent et al. 2010). About 70 % of in situ observa-
tions in 2006 came from moored and drifting buoys
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(Kennedy et al. 2011b). Other modern shipboard methods
include radiation thermometers, expendable bathythermo-
graphs (XBTs) and towed thermistors (Woodruff et al.
2011). Satellite estimates of SST are regularly available
using Advanced Very High Resolution Radiometers
(AVHRR; from 1981) and passive microwave radiometers
(with little cloud attenuation; from 1997).
Below the sea surface, temperature was measured by
reversing (mercury) thermometers until the 1960s. Since then,
electronic instruments lowered from ships (conductivity-
temperature-depth proﬁlers; CTDs) enable near-continuous
measurements. Since about 2005, multi-decadal model runs
have become increasingly available and now provide useful
information on temperature distribution to complement the
observational evidence (see E-Supplement Sect. S3.1).
Early salinity estimates used titration-based chemical
analysis of recovered water samples (from buckets and water
intakes) and from lowered sample bottles. Titration estimates
usually depended on assuming a constant relation between
chlorinity and total dissolved salts (a subject of discussion
since 1900), with typical error O(0.01 ‰). Since the 1960s–
1970s lowered CTD conductivity cells enable
near-continuous measurements, calibrated by comparing the
conductivity of water samples against standardised sea
water; typical error O(0.001 ‰). Consistent deﬁnition of
salinity has continued to be a research topic (Pawlowicz
et al. 2012).
Thermistors and conductivity cells as on CTDs now
record temperature and salinity of (near-surface) intake
water on ships. Since the late 1990s, CTDs on proﬁling
‘Argo’ floats have greatly increased available temperature
and salinity data for the upper 2000 m of the open ocean
(www.argo.ucsd.edu). Although not available for the North
Sea, these data greatly improve estimates of open-ocean
temperature and salinity and thereby North Sea model esti-
mates by better specifying open-ocean boundary conditions.
The history of stratiﬁcation estimates, based on proﬁles of
temperature and salinity (or at least near-surface and
near-bottom values), corresponds with that of subsurface
temperature and salinity.
Detail on time-series evidence for coastal and offshore
temperature and salinity variations is given in E-Supplement
S3.1 and S3.2.
3.2.2 Temperature Variability and Trends
3.2.2.1 Northeast Atlantic
Most water entering the North Sea comes from the adjacent
North Atlantic via Rockall Trough and around Scotland. The
North Atlantic has had relatively cool periods (1900–1925,
1970–1990) and warm periods (1930–1960, since 1990;
Holliday et al. 2011; Dye et al. 2013a; Ivchenko et al. 2010
using 1999–2008 Argo float data). Adjacent to the
north-west European shelf, however, different Atlantic water
sources make varying contributions (Holliday 2003). For
Rockall Trough surface waters, the period 1948–1965 was
about 0.8 °C warmer on average than the period 1876–1915
(Ellett and Martin 1973). Subsequently, temperatures of
upper water (0–800 m) in Rockall Trough and Atlantic
water on the West Shetland slope (Fig. 3.1) oscillated with
little trend until around 1994. Temperatures then rose,
Fig. 3.1 Atlantic Water in the
Faroe–Shetland Channel slope
current. Temperature (upper) and
salinity (lower) anomalies relative
to the 1981–2010 average
(Beszczynska-Möller and Dye
2013)
3 Recent Change—North Sea 87
peaked in 2006, and subsequently cooled to early 2000s
values (Berx et al. 2013; Beszczynska-Möller and Dye 2013;
Holliday and Cunningham 2013).
West and north of Britain, the HadISST data set shows an
SST trend of 0.2–0.3 °C decade−1 over the period 1983–
2012, which is higher than the global average (Rayner et al.
2003; see Dye et al. 2013a among several references). Thus
positive temperature anomalies exceeding one standard
deviation (based on the period 1981–2010) were widespread
in adjacent Atlantic Water and the northern North Sea during
2003–2012 (Beszczynska-Möller and Dye 2013). In fact,
several authors suggest an inverse relation between Subpolar
Gyre strength and the extent of warm saline water (e.g.
Hátún et al. 2005; Johnson and Gruber 2007; Haekkinen
et al. 2011).
3.2.2.2 North Sea
In Atlantic Water inflow to the North Sea at the western side
of the Norwegian Trench (Utsira section, 59.3°N), ‘core’
temperature has risen by about 0.8 °C since the 1970s and
about 1 °C near the seabed in the north-western part of the
section (estimated from Holliday et al. 2009). Figure 3.2
shows long-term temperature variability in the Fair Isle
Current flowing into the North Sea on the shelf.
For the North Sea as a whole, annual average SST
derived from six gridded data sets (Fig. 3.3) shows relatively
cool SST from 1870, especially in the early 1900s, ‘pla-
teaux’ in the periods 1932–1939 and 1943–1950, and then
overall decline to a minimum around 1988 (anomaly about
−0.8 °C). This was followed by a rise to a peak in 2008
(anomaly about 1 °C) and subsequent fall. SST trends
Fig. 3.2 Fair Isle Current
entering the northern North Sea
from the west and north of
Scotland. Annual upper water
temperature (upper) and salinity
(lower) anomalies relative to the
1981–2010 average
(Beszczynska-Möller and Dye
2013)
Fig. 3.3 North Sea region
annual sea-surface temperature
(SST) anomalies relative to the
1971–2000 average, for the
datasets in E-Supplement
Table S3.1 (ﬁgure by Elizabeth
Kent, UK National Oceanography
Centre)
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generally show also in heat content (Hjøllo et al. 2009;
Meyer et al. 2011) and in all seasons (Fig. 3.4), despite
winter-spring variability exceeding summer-autumn vari-
ability. The increase in North Sea heat content between 1985
and 2007 was about 0.8 × 1020 J, much less than the sea-
sonal range (about 5 × 1020 J) and comparable with inter-
annual variability (Hjøllo et al. 2009).
Despite an inherent anomaly adjustment time-scale of just
a few months (Fig. 3.5 and Meyer et al. 2011), the
longer-term decline in SST from the 1940s to 1980s and
subsequent marked rise to the early 2000s are widely
reported. The basis is in observations, for example those
shown by McQuatters-Gollop et al. (2007 using HADISST
v1.1; see Fig. 3.6 and E-Supplement Table S3.1), Kirby et al.
(2007), Holt et al. (2012, including satellite SST data,
Fig. 3.7) and multi-decadal hindcasts, such as those of Meyer
et al. (2011) and Holt et al. (2012). Particular features noted
Fig. 3.4 Annual and seasonal mean North Sea heat content
(107 J m−3) (reprinted from Meyer et al. 2011)
Fig. 3.5 North Sea region monthly sea-surface temperature
(SST) anomalies relative to 1971–2000 monthly averages, for the
gridded datasets in E-Supplement Table S3.1 with resolution of 1° or
ﬁner. Sharp month-to-month variability indicates an inherent anomaly
‘adjustment’ time of just a few months (ﬁgure by Elizabeth Kent, UK
National Oceanography Centre)
Fig. 3.6 Linear sea-surface temperature trends (°C decade−1) in annual values for the period 1983–2012. From the HadISST1 dataset (Rayner
et al. 2003). Hatched areas: trend not signiﬁcantly different from zero at 95 % conﬁdence level (Dye et al. 2013a, see Acknowledgement)
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are rapid cooling in the period 1960–1963, rapid warming in
the late 1980s, followed by cooling again in the early 1990s
and then resumed warming to about 2006. The warming
trends of the 1980s to 2000s are widely reported to be sig-
niﬁcant (e.g. Holt et al. 2012) and are mainly but not entirely
accounted for by trends in air temperature (see hindcasts of
Meyer et al. 2011; Holt et al. 2012). Observed North Sea
winter bottom temperature between 1983 and 2012 shows a
typical trend of 0.2–0.5 °C decade−1 (Dye et al. 2013a)
superimposed on by considerable interannual variability.
3.2.2.3 Regional Variations
The rise in North Sea SST since the 1980s increased from
north (trend <0.2 °C decade−1) to south (trend 0.8 °C dec-
ade−1; Fig. 3.6; McQuatters-Gollop et al. 2007). Based on
HadISST1 for the period 1987–2011, the EEA (2012)
showed warming of 0.3 °C decade−1 in the Channel, 0.4 °C
decade−1 off the Dutch coast, and less than 0.2 °C decade−1
at 60°N off Norway.
The German Bight shows the largest warming trend in
recent decades (Fig. 3.6) with a rapid SST rise in the late
1980s (Wiltshire et al. 2008; Meyer et al. 2011). Variability
is also large, between years O(1 °C) and longer term
(Wiltshire et al. 2008; Meyer et al. 2011; Holt et al. 2012).
At Helgoland Roads Station (54° 11′N, 7° 54′E) decadal
SST trends since 1873 show the warming after the early
1980s was the strongest.
For southern North Sea SST, the 1971–2010 ferry data
(Fig. 3.8) show a rise of O(2 °C) from 1985/6 to 1989; the
ﬁve-year smoothing emphasises a late 1980s rise of about
1.5 °C followed by 5- to 10-year fluctuations superimposed
on a slow decline from the early 1990s to about 1 °C above
the 1971–1986 average (smoothed values). Model hindcast
spatial averages between Dover Strait and 54.5°N (water
column mostly well-mixed; Alheit et al. 2012 based on
Meyer et al. 2011) also show cold winters for 1985 to 1987
but the 1990 winter as the warmest since 1948 (and winter
2007 as warmer again). Anomalies (observations and model
results) became mainly positive from the late 1980s apart
from a dip in the early 1990s. This all illustrates the late
1980s temperature rise.
The Dutch coastal zone shows a trend of rising SST since
1982 (van Aken 2010), despite a very cold winter in 1996
(January–March; about 4 °C below the 1969–2008 average;
van Hal et al. 2010). Factors contributing to this rise are
thermal inertia (seasonally), winds and cloudiness or bright
sunshine (van Aken 2010). The 1956–2003 Marsdiep winter
temperature (Tsimplis et al. 2006) and Wadden Sea winter
and spring temperature (van Aken 2008) were signiﬁcantly
correlated with the winter North Atlantic Oscillation
(NAO) index (see Annex 1). However, decadal to centennial
temperature variations (a cooling of about 1.5 °C over the
period 1860–1890 and a similar warming in the last
25 years) were not related to long-term changes in the NAO.
The western English Channel (50.03°N, 4.37°W) warmed
in the 1920s and 1930s (Southward 1960); after a dip it
warmed again in the 1950s, cooled in the 1960s and warmed
over the full water column from the mid-1980s to the early
2000s (0.6 °C decade−1, Smyth et al. 2010; see
E-Supplement Fig. S3.2). The greatest (1990s) temperature
rise coincided with a decrease in median wind speed (from
3.5 to 2.75 m s−1) and an increase in surface solar irradiation
(of about 20 %), both correlated with changes in the NAO
(Smyth et al. 2010).
Fig. 3.7 Linear trends for the period 1985–2004 in model near-bed temperature (left), satellite sea-surface temperature (SST; middle) and 2-m
ERA40 air temperature (right) (Holt et al. 2012)
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Off northern Denmark and Norway, coastal waters in
winter (JFM) were 0.8–1.3 °C warmer in the period 2000–
2009 than the period 1961–1990 (Albretsen et al. 2012); the
corresponding rise at 200 m depth was 0.55–0.8 °C. Win-
ter–spring observed SST in the Kattegat and Danish Straits
rose by about 1 °C between 1897–1901 and the 1980s, and
again by about 1 °C to the 1990s–2006 period (Henriksen
2009). Summer–autumn trends were not as clear.
3.2.3 Salinity Variability and Trends
3.2.3.1 Northeast Atlantic
North Atlantic surface salinity shows pronounced interan-
nual and multi-decadal variability. In the Subpolar Gyre
salinity variations are correlated with SST such that high
salinities usually coincide with anomalously warm water and
vice versa (such as in Rockall Trough; Beszczynska-Möller
and Dye 2013). On decadal time scales, upper-layer salinity
is also positively correlated with the winter NAO, especially
in the eastern part of the gyre (Holliday et al. 2011).
Shelf-sea and oceanic surface waters to the north and west of
the UK had a salinity maximum in the early 1960s and a
relatively fresh period in the 1970s, associated with the
so-called Great Salinity Anomaly (Dickson et al. 1988). In
Rockall Trough the minimum occurred about 1975 (Dickson
et al. 1988) and was followed by increasing salinities,
interrupted by a mid-1990s minimum (Holliday et al. 2010;
Hughes et al. 2012; Sherwin et al. 2012).
Correspondingly, the Fair Isle—Munken section
(*2°W 59.5°N to 6°W 61°N across the Faroe-Shetland
Channel) at 50–100 m depth showed an upward salinity
trend of 0.075 decade−1 during the period 1994–2011
(Fig. 3.1; Berx et al. 2013). Likewise, the salinity of Atlantic
water inflow to the Nordic Seas through Svinøy section (to
the north-west off Norway through *4°E 63°N) has
increased by about 0.15 since the 1970s (Holliday et al.
2008; Beszczynska-Möller and Dye 2013), for example by
0.08 from 1992 to 2009 (Mork and Skagseth 2010).
3.2.3.2 North Sea
Salinity has shown a long-term (1958–2003) increase around
northern Scotland (Leterme et al. 2008) and (1971–2012) in
the northern North Sea (Fig. 3.9). This is conﬁrmed by
Hughes et al. (2012) who charted pentadal-mean upper-
ocean salinity showing positive anomalies (relative to the
1971–2000 mean) since 1995 in the northern North Sea most
influenced by the Atlantic. Linkage to more saline Atlantic
inflow has been suggested (Corten and van de Kamp 1996).
On the western side of the Norwegian Trench and in the
central northern North Sea (Utsira section, 59.3°N), influ-
enced by Atlantic water, salinity has increased by about 0.05
since the late 1970s (when values were relatively stable after
the Great Salinity Anomaly; Beszczynska-Möller and Dye
2013). On the other hand, salinity in the Fair Isle Current
shows interannual variability and no clear long-term trend
(Fig. 3.2), being influenced by the fresher waters of the
Scottish Coastal Current from west of Scotland.
Fig. 3.8 Ferry-based sea-surface
temperature (upper) and salinity
(lower) anomalies relative to the
1981–2010 average, along 52°N
at six standard stations. The
graphic shows three-monthly
averages (DJF, MAM, JJA, SON)
(Beszczynska-Möller and Dye
2013)
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Coastal regions of the southern North Sea, notably the
German Bight, are influenced by fluvial inputs (primarily
from the rivers Rhine and Elbe) as well as Atlantic inflows
(Heyen and Dippner 1998; Janssen 2002). Away from
coastal waters, the influence of Atlantic inflow dominates.
For the German Bight, Heyen and Dippner (1998) reported
no substantial trends in sea-surface salinity (SSS) for the
period 1908–1995, a result conﬁrmed by earlier analysis of
Helgoland Roads SSS for the period 1873–1993 (Becker
et al. 1997) and the analyses of Janssen (2002). German
Bight studies (e.g. Fig. 3.10) agree on a temporal minimum
around 1982 and a maximum during the early 1990s with a
difference of about 0.7 between the two. 1971–2010 ferry
data (Fig. 3.8) show pentadal fluctuations with a temporal
minimum and maximum also around 1982 and the early
1990s respectively.
The western English Channel (50.03°N, 4.37°W), away
from the coast, is influenced by North Atlantic water,
showing a similar increase in salinity in recent years
(Holliday et al. 2010). Local weather effects (mixed verti-
cally by tidal currents) add to interannual salinity variability
which is much greater than in the open ocean. For example,
station L4 off Plymouth experiences pulses of surface
freshening after intense summer rain increases riverine input
(Smyth et al. 2010). However, there is no clear trend over a
century of measurements (see also E-Supplement Fig. S3.3,
E-Supplement Sect. S3.2).
In the Kattegat and Skagerrak, salinities are affected by
low-salinity Baltic Sea outflow. Skagerrak coastal waters in
winter (January–March) were up to 0.5 more saline in the
period 2000–2009 than the period 1961–1990, but further
west and north around Norway their salinity decreased
slightly (Albretsen et al. 2012). Shorter-term variability is
larger. Salinity variability in the Kattegat and Skagerrak
exceeds that in Atlantic water, owing to varying Baltic
outflow (see Sect. 3.3) and net precipitation minus evapo-
ration in catchments.
Salinity variability on all time scales to multi-decadal
exceeds and obscures any potential long-term trend. For
Fig. 3.9 Linear trend per decade in winter bottom salinity, from
International Bottom Trawl Survey (IBTS) Quarter 1 data, 1971–2012.
Values are calculated for ICES rectangles with more than 30 years of
data (hatched areas: trend not signiﬁcantly different from zero at 95 %
conﬁdence level, Dye et al. 2013b; see Acknowledgement, updated
from UKMMAS 2010, courtesy of S. Hughes, Marine Scotland
Science)
Fig. 3.10 Winter bottom salinity
from the ICES International
Bottom Trawl Survey (IBTS)
dataset at Viking Bank, Dogger
Bank and German Bight, together
with annual mean salinity from
Helgoland Roads (Holliday et al.
2010; see Acknowledgement)
92 J. Huthnance et al.
example, in winter 2005, a series of storms drove much
high-salinity Atlantic water across the north-west boundary
into the North Sea as far south as Dogger Bank and
bottom-water salinity exceeded 35 in 63 % of the North Sea
area (Loewe 2009). Adjacent Atlantic waters in the period
2002–2010 (Hughes et al. 2011) show positive salinity
anomalies of more than two (one) standard deviation in
Rockall Trough (Faroe-Shetland Channel) while the North
Sea has no comparably clear signal.
3.2.4 Stratification Variability and Trends
Stratiﬁcation is a key control on shelf-sea marine ecosys-
tems. Strong stratiﬁcation inhibits vertical exchange of
water. Spring–summer heating reduces near-surface density
where tidal currents are too weak to mix through the water
depth (Simpson and Hunter 1974), typically where depth is
about 50 m or more. The conﬁguration of summer-stratiﬁed
regions controls much of the average flow in shelf seas (Hill
et al. 2008). Mixed-layer data are available albeit only on a
2° grid.1 The distribution of summer stratiﬁcation (mainly
thermal) is illustrated in Figs. 3.11 and 3.12.
Annual time series of ECOHAM4 simulated thermocline
characteristics averaged over the North Sea were reported by
Lorkowski et al. (2012). The maximum depth of the ther-
mocline2 is much more variable interannually than its mean
depth. Thermocline intensity shows no trend and only
moderate variability. The annual number of days with a
mean thermocline greater than 0.2 °C m−1 ranged from 31 to
101. The warmest summer in the period simulated (2003)
hardly shows in any thermocline characteristics (Lorkowski
et al. 2012). In the north-western North Sea, the strength of
thermal stratiﬁcation varies interannually (with no clear
trend but periodicity of about 7–8 years; Sharples et al.
2010). The multi-decadal hindcast by Meyer et al. (2011) for
the North Sea conﬁrmed that variability in stratiﬁcation is
mainly interannual. In seasonally stratiﬁed regions, Holt
et al. (2012) modelling showed 1985–2004 warming trends
to be greater at the surface than at depth (reflecting an
increase in stratiﬁcation), especially in the central North Sea,
at frontal areas of Dogger Bank, in an area north-east of
Scotland and in inflow to the Skagerrak. They also found
this pattern in annual trends of ICES (International Council
for the Exploration of the Sea) data, albeit limited by a lack
of seasonal resolution.
Fig. 3.11 Distribution of
potential energy anomaly (energy
required to completely mix the
water column; log scale, 1 August
2001) (Holt and Proctor 2008)
1www.ifremer.fr/cerweb/deboyer/mld/home.php.
2Deﬁned here as (existence of) the uppermost vertical temperature
gradient ΔT/Δz ≥ 0.1; T(ºC) is temperature, z (m) is depth.
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Lorkowski et al. (2012) found the time of initial ther-
mocline development to vary between Julian days 54 and
107, with relatively large values (i.e. a late start) from 1970
to 1977. Other evidence also suggests a recent trend to
earlier thermal stratiﬁcation (Young and Holt 2007, albeit for
the Irish Sea). The timing of spring stratiﬁcation in the
north-western North Sea was modelled for the period 1974–
2003 and compared with observed variability by Sharples
et al. (2006; Fig. 3.13). Persistent stratiﬁcation typically
begins (on 21 April ± three weeks range) as tidal currents
decrease from springs to neaps. The main meteorological
control is air temperature; since the mid-1990s its rise seems
to have caused stratiﬁcation to be an average of one day
earlier per year with wind stress (linked to the NAO) having
had some influence before the 1990s. Holt et al. (2012),
modelling 1985–2004, found an extension to the stratiﬁed
season in the central North Sea and north-east of Scotland.
In estuarine outflow regions, strong short-term and
interannual variability in precipitation (hence fluvial inputs)
and tidal mixing mask any longer-term trends in stratiﬁca-
tion (timing or strength).
3.3 Currents and Circulation
John Huthnance, John Siddorn, Ralf Weisse
3.3.1 Historical Perspective
The earliest evidence for circulation comes from hydro-
graphic sections, for time scales longer than a day, and from
drifters, observed by chance or deliberately deployed. Prior
to satellite tracking (of floats or drogued buoys), typically
only drifters’ start and end points would be known; temporal
and spatial resolution were lacking. Moored current meters
record time series at one location; their use was rare until the
1960s. Within the area (5°W–13°E, 48°N–62°N) the inter-
national current meter inventory at the British Oceano-
graphic Data Centre3 records just 27 year-long records and
3025 month-long records to 2008; by decade from the
Fig. 3.12 South-north section of potential temperature (°C) near 2.5°E (but further east around Dogger Bank), August 2010 (Queste et al. 2013)
Fig. 3.13 Modelled timing (Julian day) of spring stratiﬁcation (when
the surface-bottom temperature difference ﬁrst exceeds 0.5 °C for at
least three days; solid line) and spring bloom (dashed line) between
1974 and 2003 in 60 m water depth near 1.4°W 56.2°N (reprinted from
Fig. 5a of Sharples et al. 2006)
3https://www.bodc.ac.uk/data/information_and_inventories/current_
meters/search.
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1950s, the numbers of month-long records are 1, 32, 1306,
1201, 381, 124. Occasionally, submarine cables have mon-
itored approximate transport across a section (notably for
flow through Dover Strait; e.g. Robinson 1976; Prandle
1978a) and HF radar has given spatial coverage for surface
currents within a limited range (Prandle and Player 1993).
Detail on evidence for currents, circulation and their
variations is given in E-Supplement Sect. S3.3.
3.3.2 Circulation: Variability and Trends
The Atlantic Meridional Overturning Circulation (AMOC),
and its warm north-eastern limb in the Subpolar Gyre,
influence the flow and properties of Atlantic Water bordering
and partly flowing onto the north-west European shelf and
into the North Sea. The AMOC has much seasonal and some
interannual variability: mean 18.5 Sv (SD * 3 Sv) for
April 2004 to March 2009 (Sv is Sverdrup, 106 m3 s−1)
(McCarthy et al. 2012). The AMOC probably also varies on
decadal time scales (e.g. Latif et al. 2006). Longer-term
trends are not yet determined (Cunningham et al. 2010) even
though Smeed et al. (2014) found the mean for April 2008 to
March 2012 to be signiﬁcantly less than for the previous four
years. The Subpolar Gyre extent correlates with the NAO
(Lozier and Stewart 2008). It strengthened overall from the
1960s to the mid-1990s, then decreased (Hátún et al. 2005).
While the Subpolar Gyre was relatively weak in the period
2000–2009, more warm, salty Mediterranean and Eastern
North Atlantic waters flowed poleward around Britain
(Lozier and Stewart 2008; Hughes et al. 2012). Nega-
tive NAO also correlates with more warm water in the
Faroe-Shetland Channel (Chaﬁk 2012). However, observa-
tions show no signiﬁcant longer-term trend in Atlantic Water
transport to the north-east past Scotland and Norway (Orvik
and Skagseth 2005; Mork and Skagseth 2010; Berx et al.
2013).
Inflow of oceanic waters to the North Sea from the
Atlantic Ocean, primarily in the north driven by prevailing
south-westerly winds, has been modelled by Hjøllo et al.
(2009; 1985–2007), Holt et al. (2009) and using
NORWECOM/POM (3-D hydrodynamic model; Iversen
et al. 2002; Leterme et al. 2008, for 1958–2003; Albretsen
et al. 2012). Relative to the long-term mean, results show
weaker northern inflow between 1958 and 1988; within this
period, there were increases in the 1960s and early 1970s, a
decrease from 1976 to 1980 and an increase in the early and
mid-1980s. The northern inflow was greater than the
long-term mean in 1988 to 1995 with a maximum in 1989
(McQuatters-Gollop et al. 2007) but smaller again in 1996 to
2003. This inflow is correlated positively with salinity, SST
(less strongly) and the NAO (especially in winter), and
negatively with discharges from the rivers Elbe and Rhine
(less strongly). For the period 1985–2007, Hjøllo et al.
(2009) found a weak trend of −0.005 Sv year−1 in modelled
Atlantic Water inflows (mean 1.7 Sv, SD 0.41 Sv, correla-
tion with NAO *0.9). Strong flows into the North Sea (and
Nordic Seas) frequently correspond to high-salinity events
(Sundby and Drinkwater 2007).
Dover Strait inflow, of the order 0.1 Sv (Prandle et al.
1996), was smaller than the long-term mean from 1958 to
1981 and then greater until 2003 (Leterme et al. 2008).
Baltic Sea outflow variations (modelled freshwater relative
to salinity 35.0) correlate with winds, resulting sea-surface
elevation and NAO index; correlation coefﬁcients with the
NAO were 0.57 during the period 1962–2004 and 0.74
during 1980–2004 (Hordoir and Meier 2010; Hordoir et al.
2013). Days-to-months variability O(0.1 Sv) in North Sea—
Baltic Sea exchange far exceeds the mean Baltic Sea outflow
of the order 0.01 Sv or any trend therein.
North Sea outflows and inflows (plus net precipitation
minus evaporation) have to balance on a time scale of just a
few days. Off-shelf flow is persistent in the Norwegian
Trench and in a bottom layer below the poleward
along-slope flow (Holt et al. 2009; Huthnance et al. 2009).
A modelled time series for 1958–1997 (Schrum and Sigis-
mund 2001) shows an average outflow of about 2 Sv, little
clear trend but consistency with the above interannual
variations in inflow.
A MyOcean (project) reanalysis of the region 40°–65°N
by 20°W–13°E for the period 1984–2012 was undertaken
with the NEMO model version 3.4 (Madec 2008; for details
on this application see MyOcean 2014). Transports normal
to transects were calculated following NOOS (2010): aver-
aging flow over 24.8 h to give a tidal mean at each model
point across the transect; then area-weighting for transports,
separating the mean negative and mean positive flows. For
the Norway–Shetland transect, flow in the west is domi-
nantly into the North Sea and makes a signiﬁcant contribu-
tion to exchange with the wider Atlantic; circulation is
partially density-driven during summer and conﬁned to the
coastal waters east of Shetland. Mean inflow is 0.56 Sv with
signiﬁcant seasonality and interannual variability but no
obvious trend. In the east sector of the Norway–Shetland
transect, flow is both into and out of the North Sea, strongly
steered by the Norwegian Trench and includes the Norwe-
gian Coastal Current, resulting in a larger outflow than
inflow. Mean net flow is 1.3 Sv (SD 0.97 Sv) representing
large seasonal and interannual variability, especially in the
outflow.
Net circulation within the North Sea is shown schemati-
cally in Fig. 1.7. Tidal currents are important, primarily
semi-diurnal with longer-period modulation (Sect. 1.4.4);
locally values exceed 1.2 m s−1 in the Pentland Firth, off
East Anglia and in Dover Strait. Other important current
contributions are due to winds (Sect. 1.4.3 shows
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representative flow patterns) and to differences in density
(Sect. 1.4.2) including estuarine outflows (e.g. van Alphen
et al. 1988), varying on time scales from hours to seasons
(e.g. Turrell et al. 1992) to decades. Hence flows can be very
variable in time; they also vary strongly with location.
Wind forcing is the most variable factor; water transports
in one storm (typically in winter; time-scale hours to a day)
can be signiﬁcant relative to a year’s total. 50-year return
values for currents in storm surges have been estimated at
0.4–0.6 m s−1 in general, but exceed 1 m s−1 locally off
Scottish promontories, in Dover Strait, west of Denmark and
over Dogger Bank (Flather 1987). These extreme currents
are directed anti-clockwise around the North Sea near coasts,
and into the Skagerrak.
In summer-stratiﬁed areas (Sect. 3.2.4) cold bottom water
is nearly static (velocity tends to zero at the sea bed due to
friction). Between stratiﬁed and mixed areas, relatively
strong density gradients are expected to drive near-surface
flows anti-clockwise around the dense bottom water (Hill
et al. 2008). These flows, of the order 0.3 m s−1 but some-
times >1 m s−1 in the Norwegian Coastal Current, are liable
to baroclinic instability developing meanders, scale 5–10 km
(e.g. Badin et al. 2009; their model shows eddy variability
increasing in late summer with increased stratiﬁcation). Such
meanders are prominent north of Scotland over the conti-
nental slope and off Norway where the fresher surface layer
increases stratiﬁcation.
When a region of freshwater influence (ROFI) is strati-
ﬁed, cross-shore tidal currents may develop; for example,
according to de Boer et al. (2009) surface currents rotate
clockwise and bottom currents anti-clockwise in the
Rhine ROFI when stratiﬁed. These authors also found
cyclical upwelling there due to tidal currents going offshore
at the surface and onshore below.
The winter mean circulation of the North Sea is organised
in one anti-clockwise gyre with typical mean velocities of
about 10 cm s−1 (Kauker and von Storch 2000). On shorter
time scales the circulation is highly variable. Kauker and von
Storch (2000) identiﬁed four regimes. Two are characterised
by a basin-wide gyre with clockwise (15 % of the time) or
anti-clockwise (30 % of the time) orientation. The other two
regimes are characterised by the opposite regimes of a
bipolar pattern with maxima in the southern and northern
parts of the North Sea (45 % of the time). For 10 % of the
time the circulation nearly ceased. Kauker and von Storch
(2000) found that only 40 % of the one-gyre regimes persist
for longer than ﬁve days while the duration of the bipolar
circulation patterns rarely exceeded ﬁve days. Accordingly,
short-term variability typically dominates transports; tidal
flows dominate instantaneous transports (positive and neg-
ative volume fluxes across sections) and meteorological
phenomena dominate residual (net) transports.
Mean residual transports are generally smaller than their
variability. Many transects show strong seasonality as
meteorological conditions drive surges, river runoff and ice
melt. No trend in transports has been seen in these data:
limited duration of available data and large variability in the
transports on time scales of days, seasons and interannually
makes discerning trends difﬁcult.
In the German Bight, anti-clockwise circulation is about
twice as frequent as clockwise, and prevails during
south-westerly winds typical of winter storms, giving rapid
transports through the German Bight (Thiel et al. 2011, on
the basis of Pohlmann 2006). Loewe (2009) associated
clockwise flow with high-pressure and north-westerly
weather types, anti-clockwise flow with south-westerly
weather types, and flow towards the north or north-west
with south-easterly weather types. However, Port et al.
(2011) found that the wind-current relation changes away
from the coast owing to dependence on density effects, the
coastline and topography.
On longer time scales the variability of the North Sea
circulation and thus transports is linked to variations in the
large-scale atmospheric circulation. Emeis et al. (2015)
reported results of an EOF analysis (see von Storch and
Zwiers 1999) of monthly mean ﬁelds of vertically integrated
volume transports derived from a multi-decadal model
hindcast (Fig. 3.14; see also Mathis et al. 2015). Regions of
particularly high variability include the inflow areas of
Atlantic waters via the northern boundary of the North Sea
and the English Channel, respectively. The time coefﬁcient
associated with the dominant EOF mode overlaid with the
NAO index illustrates the relation with variability of the
large-scale atmospheric circulation (Fig. 3.14). Positive EOF
coefﬁcient (intensiﬁed inflow of Atlantic waters) corre-
sponds with a positive NAO, i.e. enhanced westerly winds,
which in turn result in an intensiﬁed anti-clockwise North
Sea circulation (Emeis et al. 2015); opposites also hold.
In summary, multiple forcings cause currents to vary on a
range of time and space scales, including short scales relative
to which measurements are sparse. Hence trends are of lesser
signiﬁcance and hard to discern. Moreover, causes of trends
in flows are difﬁcult to diagnose; improvements are needed
in observational data (quantity and quality). Reliance is
placed on models, which need improvement (in formulation,
forcing) for currents other than tides and storm surges.
3.4 Mean Sea Level
Thomas Wahl, Philip Woodworth, Ivan Haigh, Ralf Weisse
Changes in mean sea level (MSL) result from different
aspects of climate change (e.g. the melting of land-based ice,
thermal expansion of sea water) and climate variability (e.g.
96 J. Huthnance et al.
changes in wind forcing related to the NAO or El Niño–
Southern Oscillation) and occur over all temporal and spatial
scales. MSL is sea level averaged into monthly or annual
mean values, which are the parameters of most interest to
climate researchers (Woodworth et al. 2011). The focus in
this chapter is on the last 200 years, when direct ‘modern’
measurements of sea level are available from tide gauges and
high precision satellite radar altimeter observations. MSL
can be inferred indirectly over this period (and thousands of
years earlier) using proxy records from salt-marsh sediments
and the fossils within them (Gehrels and Woodworth 2013)
or archaeology (e.g. ﬁsh tanks built by the Romans), and
over much longer time scales (thousands to millions of
years) using other paleo-data (e.g. geological records, from
corals or isotopic methods).
The North Sea coastline has one of the world’s most
densely populated tide gauge networks, with many (>15)
records spanning 100 years or longer and a few going back
almost continuously to the early 19th century. The tide
gauges of Brest and Amsterdam also provide some data for
parts of the 18th century and are among the longest sea level
records in the world. Since 1992, satellite altimetry has
provided near-global coverage of MSL. The advantage of
altimetry is that it records geocentric sea level (i.e. mea-
surements relative to the centre of the Earth). By contrast,
tide gauges measure the relative changes between the ocean
surface and the land itself; hence, the term ‘relative mean sea
level’ (RMSL), and it is this that is of most relevance to
coastal managers, engineers and planners. Calculation from
tide gauge records of changes in ‘geocentric mean sea level’
(sometimes referred to as ‘absolute mean sea level’; AMSL)
requires the removal of non-climate contributions to sea
level change, which arise both from natural processes (e.g.
tectonics, glacial isostatic adjustment GIA) and from
anthropogenic processes (e.g. subsidence caused by ground
water abstraction). Tide gauge records can be corrected
using estimates of vertical land motion from (i) models
which predict the main geological aspect of vertical motion,
namely GIA (e.g. Peltier 2004); (ii) geological information
near tide gauge sites (e.g. Shennan et al. 2012); and (iii) di-
rect measurements made at or near tide gauge locations
using continuous global positioning system (GPS) or abso-
lute gravity (e.g. Bouin and Wöppelmann 2010). Rates of
vertical land movement have also been estimated by com-
paring trends derived from altimetry data and tide gauge
records (e.g. Nerem and Mitchum 2002; Garcia et al. 2007;
Wöppelmann and Marcos 2012).
Paleo sea level data from coastal sediments, the few long
(pre-1900) tide gauge records and reconstructions of MSL,
made by combining tide gauge records with altimetry mea-
surements (e.g. Church and White 2006, 2011; Jevrejeva
et al. 2006, 2008; Merriﬁeld et al. 2009), indicate that there
Fig. 3.14 Dominant EOF of monthly mean vertically integrated
volume transports obtained from a 3D baroclinic simulation (1962–
2004) explaining 75.8 % of the variability. Vectors indicate directions
of transport anomalies while colours indicate magnitudes (left Emeis
et al. 2015); Corresponding coefﬁcient time series (red) and NAO index
(blue) (right Hurrell et al. 2013). Shown are moving annual averages
based on monthly values
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was an increase in the rate of global MSL rise during the late
19th and early 20th centuries (e.g. Church et al. 2010;
Woodworth et al. 2011; Gehrels and Woodworth 2013).
Over the last 2000 to 3000 years, global MSL has been near
present-day levels with fluctuations not larger than
about ±0.25 m on time scales of a few hundred years
(Church et al. 2013) whereas the global average rate of rise
estimated for the 20th century was 1.7 mm year−1 (Bindoff
et al. 2007). Measurements from altimetry suggest that the
rate of MSL rise has almost doubled over the last two dec-
ades; Church and White (2011) estimated a global trend of
3.2 ± 0.4 mm year−1 for the period 1993–2009. Milne et al.
(2009) assessed the spatial variability of MSL trends derived
from altimetry data and found that local trends vary by as
much as −10 to +10 mm year−1 from the global average
value for the period since 1993, due to regional effects
influencing MSL changes and variability (e.g. non-uniform
contributions of melting glaciers and ice sheets, density
anomalies, atmospheric forcing, ocean circulation, terrestrial
water storage). This highlights the importance of regional
assessments. Examining whether past MSL has risen faster
or slower in certain areas compared to the global average
will help to provide more reliable region-speciﬁc MSL rise
projections for coastal engineering, management and
planning.
There have been very few region-wide studies of MSL
changes in the North Sea. The ﬁrst detailed study was by
Shennan and Woodworth (1992), who used geological and
tide gauge data from sites around the North Sea to infer
secular trends in MSL in the late Holocene and 20th century
(up until the late 1980s). They concluded that a systematic
offset of 1.0 ± 0.15 mm year−1 in the tide gauge trends,
compared to those derived from the geological data, could be
interpreted as the regional average rate of geocentric MSL
change over the 20th century; this is signiﬁcantly less than
global rates over this period. They also showed that part of
the interannual MSL variability of the region was coherent,
and they represented this as an index, created by averaging
the de-trended MSL time series. Like Woodworth (1990),
they found no evidence for a statistically signiﬁcant accel-
eration in the rates of MSL rise for the 20th century.
Since then many other investigations of MSL changes
have been undertaken for speciﬁc stretches of the North Sea
coastline, mostly on a country-by-country basis, as for
example by Araújo (2005), Araújo and Pugh (2008),
Wöppelmann et al. (2006, 2008) and Haigh et al. (2009) for
the English Channel; by van Cauwenberghe (1995, 1999)
and Verwaest et al. (2005) for the Belgian coastline; Jensen
et al. (1993) and Dillingh et al. (2010) for the Dutch
coastline; Jensen et al. (1993), Albrecht et al. (2011),
Albrecht and Weisse (2012) and Wahl et al. (2010, 2011) for
the German coastline; Madsen (2009) for the Danish
coastline; Richter et al. (2012) for the Norwegian coastline;
and by Woodworth (1987) and Woodworth et al. (1999,
2009a) for the United Kingdom (UK). The most detailed
analysis of 20th century geocentric MSL changes was
undertaken by Woodworth et al. (2009a). They estimated
that geocentric MSL around the UK rose by
1.4 ± 0.2 mm year−1 over the 20th century; faster (but not
signiﬁcantly faster at 95 % conﬁdence) than the earlier
estimate by Shennan and Woodworth (1992) for the whole
North Sea and slower (but not signiﬁcantly slower at 95 %
conﬁdence level) than the global 20th century rate.
A recent investigation undertaken by Wahl et al. (2013)
aimed at updating the results of the Shennan and Woodworth
(1992) study, using tide-gauge records that are now 20 years
longer across a larger network of sites, altimetry measure-
ments made since 1992, and more precise estimates of ver-
tical land movement made since then with the development
of advanced geodetic techniques. They analysed MSL
records from 30 tide gauges covering the entire North Sea
coastline (Fig. 3.15). Trends in RMSL were found to vary
signiﬁcantly across the North Sea region due to the influence
of vertical land movement (i.e. land uplift in northern
Scotland, Norway and Denmark, and land subsidence else-
where). The accuracy of the estimated trends was also
influenced by considerable interannual variability present in
many of the MSL time series. The interannual variability
was found to be much greater along the coastlines of the
Netherlands, Germany and Denmark, compared to Norway,
the UK east coast and the English Channel (Fig. 3.16).
However, using correlation analyses, Wahl et al. (2013)
showed that part of the variability was coherent throughout
the region, with some differences between the Inner North
Sea (number 4 anti-clockwise to 26 in Fig. 3.15) and the
English Channel. Following Shennan and Woodworth
(1992), they represented this coherent part of the variability
by means of MSL indices (Fig. 3.16). Geocentric MSL
trends of 1.59 ± 0.16 and 1.18 ± 0.16 mm year−1 were
obtained for the Inner North Sea and English Channel
indices, respectively, for the period 1900–2009 (data sets
were corrected for GIA to remove the influence of vertical
land movement). For the North Sea region as a whole, the
geocentric MSL trend was 1.53 ± 0.16 mm year−1. These
results are consistent with those presented by Woodworth
et al. (2009a) for the UK (i.e. an AMSL trend of
1.4 ± 0.2 mm year−1 for the 20th century), but were sig-
niﬁcantly different from those presented by Shennan and
Woodworth (1992) for the North Sea region (i.e. a geocen-
tric MSL trend of 1.0 ± 0.15 mm year−1 for the period from
1901 to the late 1980s). For the ‘satellite period’ (i.e. 1993 to
2009) the geocentric MSL trend was estimated to be
4.00 ± 1.53 mm year−1 from the North Sea tide gauge
records. This trend is faster but not signiﬁcantly different
from the global geocentric MSL trend for the same period
(i.e. 3.20 ± 0.40 mm year−1 from satellite altimetry and
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Fig. 3.15 Study area, tide gauge locations and length of individual mean sea level data sets (Wahl et al. 2013)
Fig. 3.16 Standard deviation from de-trended annual mean sea level
(MSL) time series from 30 tide gauge sites around the North Sea; upper
inset MSL index for the Inner North Sea (black) together with the
non-linear sea-surface anomaly (SSA) smoothed time series (red);
lower inset MSL index for the English Channel (black) together with
the non-linear SSA smoothed time series (red) (after Wahl et al. 2013)
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2.80 ± 0.80 mm year−1 from tide gauge data; Church and
White 2011). In summary, the observed long-term changes
in sea-level rise (SLR) in the North Sea do not differ sig-
niﬁcantly from global rates over the same period.
In recent years there has also been considerable focus on
the issue of ‘acceleration in rates of MSL rise’. Several
methods have been applied to examine non-linear changes in
long MSL time series from individual tide gauge sites and
global or regional reconstructions (see Woodworth et al.
2009b, 2011 for a synthesis of these studies). Wahl et al.
(2013) used singular system analysis (SSA) with an embed-
ding dimension of 15 years for smoothing the MSL indices
for the Inner North Sea and English Channel (Fig. 3.16).
Periods of SLR acceleration were detected at the end of the
19th century and in the 1970s; a period of deceleration
occurred in the 1950s. Several authors (e.g. Miller and
Douglas 2007; Woodworth et al. 2010; Sturges and Douglas
2011; Calafat et al. 2012) suggested that these periods of
acceleration/deceleration are associated with decadal MSL
fluctuations arising from large-scale atmospheric changes.
The recent rates of MSL rise were found to be faster than on
average, with the fastest rates occurring at the end of the 20th
century. These rates are, however, still comparable to those
observed during the 19th and 20th centuries.
3.5 Extreme Sea Levels
Ralf Weisse, Andreas Sterl
Extreme sea levels pose signiﬁcant threats (such as flooding
and/or erosion) to many of the low-lying coastal areas along
the North Sea coast. Two of the more recent examples are
the events of 31 January/1 February 1953 and 16/17
February 1962 that caused extreme sea levels along much
of the North Sea coastline and that were associated with a
widespread failure of coastal protection, mostly in the UK,
the Netherlands and Germany (e.g. Baxter 2005; Gerritsen
2005). Since then, coastal defences have been substantially
enhanced along much of the North Sea coastline.
Extreme sea levels usually arise from a combination of
factors extending over a wide range of spatial and temporal
scales comprising high astronomical tides, storm surges (also
referred to as meteorological residuals caused by high wind
speeds and inverse barometric pressure effects) and extreme
sea states (wind-generated waves at the ocean surface)
(Weisse et al. 2012). On longer time scales, rising MSL may
increase the risk associated with extreme sea levels as it
modiﬁes the baseline upon which extreme sea levels act; that
is, it tends to shift the entire frequency distribution towards
higher values.
The large-scale picture may be modiﬁed by local condi-
tions. For example, for given wind speed and direction the
magnitude of a storm surge may depend on local bathymetry
or the shape of the coastline. Extreme sea states may become
depth-limited in very shallow water and effects such as wave
set-up (Longuet-Higgins and Stewart 1962) may further
raise extreme sea levels. Moreover, there is considerable
interaction among the different factors contributing to
extreme sea levels, especially in shallow water. For example,
for the UK coastline Horsburgh and Wilson (2007) reported
a tendency for storm surge maxima to occur most frequently
on the rising tide arising primarily from tide-surge interac-
tion. Mean SLR may modify tidal patterns and several
authors report changes in tidal range associated with MSL
changes. For M2 tidal ranges, estimates vary from a few
centimetres increase in the German Bight for a 1-m SLR
(e.g. Kauker 1999) to 35 cm in the same area for a 2-m SLR
(Pickering et al. 2011). So far, reasons for these differences
are not elaborated on in the peer-reviewed literature.
Large sectors of the North Sea coastline are signiﬁcantly
affected by storm surges. A typical measure to assess the
weather-related contributions relative to the overall vari-
ability is the standard deviation of the meteorological
residuals (Pugh 2004). Typically, this measure varies from a
few centimetres for open ocean islands hardly affected by
storm surges to tens of centimetres for shallow water subject
to frequent meteorological extremes (Pugh 2004). For the
German Bight, values are in the order of approximately 30–
40 cm indicating that storm surges provide a substantial
contribution to the total sea level variability (Weisse and von
Storch 2009). There is also pronounced seasonal variability
with the most severe surges generally occurring within the
winter season from November to February reflecting the
corresponding cycle in severe weather conditions (Weisse
and von Storch 2009).
Extreme sea level variability and change for Cuxhaven,
Germany is illustrated in Fig. 3.17. Here a statistical
approach was used to separate effects due to changes in MSL
and to storm surges (von Storch and Reichardt 1997). The
approach is based on the assumption that changes in MSL
will be visible both in mean and in extreme sea levels as
these changes tend to shift the entire frequency distribution
towards higher values. Changes in the statistics of storm
surges, on the other hand, will not be visible in the mean but
only in the extremes. Following this idea, variations in the
extremes may be analysed for example by subtracting trends
in annual means from higher annual percentiles while vari-
ations and changes in the mean may be obtained by ana-
lysing the means themselves. Figure 3.17 shows the result of
such an analysis for Cuxhaven, Germany. It can be inferred
that the meteorological part (i.e. storm surges) shows pro-
nounced decadal and interannual variability but no sub-
stantial long-term trend. The decadal variations are broadly
consistent with observed variations in storm activity in the
area (e.g. Rosenhagen and Schatzmann 2011; Weisse et al.
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2012). Figure 3.17 also reveals that extreme sea levels
substantially increased over the study period but that chan-
ges are primarily a consequence of corresponding changes in
MSL and not of storm activity.
An alternative approach to analyse changes in extreme
sea levels caused by changing meteorological conditions is
by using numerical tide-surge models for hindcasting
extended periods over past decades. Such hindcasts are
usually set up using present-day bathymetry and are driven
by observed (reanalysed) atmospheric wind and pressure
ﬁelds. In such a design any observed changes in extreme sea
levels result solely from meteorological changes while
contributions from all other effects such as changes in MSL
or local construction works are explicitly removed. Gener-
ally, and consistent with the results obtained from observa-
tions, such studies do not show any long-term trend but
pronounced decadal and interannual variability consistent
with observed changes in storm activity (e.g. Langenberg
et al. 1999; Weisse and Pluess 2006).
In the analysis of von Storch and Reichardt (1997) annual
mean high water is used as a proxy to describe changes in
the mean. Climatically induced changes in annual mean high
water statistics result principally from two different contri-
butions: (i) corresponding changes in MSL and/or
(ii) changes in tidal dynamics. Separating both contribu-
tions, Mudersbach et al. (2013) found for Cuxhaven from
1953 onwards that, apart from changes in MSL, extreme sea
levels have also increased as a result of changing tidal
dynamics. Reasons for the observed changes in tidal varia-
tion remain unclear. While increasing MSL represents a
potential driver discussed by some authors (e.g. Mudersbach
et al. 2013) the magnitude of the observed changes is too
large compared to expectations from modelling studies (e.g.
Kauker 1999; Pickering et al. 2011) and other contributions
(such as those caused by local construction works) could not
be ruled out (e.g. Hollebrandse 2005). Other potential rea-
sons for changes in tidal constituents are referred to by
Woodworth (2010) and Müller (2012) but have not been
explored for the North Sea.
Systematic measurements of sea state parameters exist
only for periods much shorter than those from tide gauges.
In the late 1980s and early 1990s a series of studies analysed
changes in mean and extreme wave heights in the North
Atlantic and the North Sea (e.g. Neu 1984; Carter and
Draper 1988; Bacon and Carter 1991; Hogben 1994). These
were typically based on time series of 15 to at most 25 years
and, while reporting a tendency towards more extreme sea
states, all authors concluded that the time series were too
short for deﬁnitive statements on longer-term changes. As
for storm surges, numerical models are therefore frequently
used to make inferences about past long-term changes in
wave climate. Such models are either used globally (e.g. Cox
and Swail 2001; Sterl and Caires 2005) or regionally for the
North Sea and adjacent sea areas (e.g. WASA-Group 1998;
Weisse and Günther 2007). For the North Sea, the latter
found considerable interannual and decadal variability in the
hindcast wave data consistent with existing knowledge on
variations in storm activity.
Results from numerical studies should be complemented
with those from statistical approaches. While numerical
studies may represent variability and changes with ﬁne
spatial and temporal detail, the period for which such studies
are possible is presently limited to a few decades. Statistical
approaches may bridge the gap by providing information for
longer time spans, but are usually limited in spatial and/or
temporal detail. Such approaches were used by Kushnir et al.
(1997), WASA-Group (1998), Woolf et al. (2002) and
Vikebø et al. (2003), exploiting different statistical models
between sea-state parameters and large-scale atmospheric
conditions. Generally these approaches illustrate the sub-
stantial interannual and decadal variability inherent in the
North Sea and North Atlantic wave climate. While longer
periods are covered, the authors described periods of
decreases and increases in extreme wave conditions. For
example, Vikebø et al. (2003) described an increase in
severe wave heights emerging around 1960 and lasting until
about 1999 and concluded that this increase is not unusual
when longer periods are considered. This indicates that
changes extending over several decades, i.e. typical periods
covered by numerical or observational based studies, should
be viewed in the light of decadal variability obtained by
analysing longer time series.
Fig. 3.17 Annual mean high water and linear trend (in m) for the
period 1843–2012 at Cuxhaven, Germany (lower) and annual 99th
percentile of the approximately twice-daily high-tide water levels at
Cuxhaven after subtraction of the linear trend in the annual mean levels
(upper); an 11-year running mean is also shown in the upper panel
(redrawn and updated after von Storch and Reichardt 1997)
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3.6 Carbon Dioxide, pH, and Nutrients
Helmuth Thomas, Johannes Pätsch, Ina Lorkowski, Lesley
Salt, Wilfried Kühn, John Huthnance
Drivers and consequences of climate change are usually
discussed from the perspective of physical processes. As
such, Sects. 3.2 and 3.3 focus on aspects of physical water
column properties (sea temperature, salinity and stratiﬁca-
tion) and physical interaction with adjacent water bodies
(circulation and currents), and climate-change-driven alter-
ations of these. While biogeochemical properties clearly
respond to changes in physical conditions, changes can also
be modulated by anthropogenic changes in the chemical
conditions. These include increasing atmospheric CO2
levels, ocean acidiﬁcation as a consequence, and
eutrophication/oligotrophication. Relevant time scales can
co-vary with those of climate change processes, however
they may also be distinctly different (e.g. Borges and Gypens
2010). Furthermore, effects of direct anthropogenic changes
(such as nutrient inputs) and feedbacks between anthro-
pogenic and climate changes (atmospheric CO2 and warm-
ing, for example) can be synergistic (amplify each other) or
antagonistic (diminish each other). Eutrophication and
oligotrophication, feedbacks to changes in physical proper-
ties and their effects on productivity in the North Sea have
been investigated using models (e.g. Lenhart et al. 2010;
Lancelot et al. 2011). Results have been used by interna-
tional bodies and regulations such as OSPAR, the European
Water Framework Directive (EC 2000) and the Marine
Strategy Framework Directive. A summary was recently
given by Emeis et al. (2015).
The main focus of this section is on the carbonate and pH
system of the North Sea and its vulnerability to climate and
anthropogenic change. To address these issues, large sys-
tematic observational studies were initiated in the early
2000s by an international consortium led by the Royal
Netherlands Institute of Sea Research (e.g. Thomas et al.
2005b; Bozec et al. 2006). Observational studies have been
supplemented by modelling studies (e.g. Blackford and
Gilbert 2007; Gypens et al. 2009; Prowe et al. 2009; Borges
and Gypens 2010; Kühn et al. 2010; Liu et al. 2010; Omar
et al. 2010; Artioli et al. 2012, 2014; Lorkowski et al. 2012;
Wakelin et al. 2012; Daewel and Schrum 2013).
The North Sea is one of the best studied and most
understood marginal seas in the world and so offers a unique
opportunity to identify biogeochemical responses to climate
variability and change. To better understand the sensitivity
of the North Sea biogeochemistry to climate and anthro-
pogenic change, this section ﬁrst discusses some of the main
responses to variability in the dominant regional climate
mode—the NAO—based on observational data for 2001,
2005 and 2008. The effects of long-term perturbations on the
major processes regulating biogeochemical conditions in the
North Sea are then discussed based on results from
multi-decadal ecosystem model runs. Observations on
longer time scales exist locally off the Netherlands, Hel-
goland and elsewhere but are all from sites close to the coast
where strong offshore gradients in nutrients and primary
productivity (e.g. Baretta-Bekker et al. 2009; Artioli et al.
2014) affect CO2.
3.6.1 Observed Responses to Variable
External Forcing
In deeper areas of the North Sea, beyond the 50 m depth
contour, primary production and CO2 ﬁxation are supported
by seasonal stratiﬁcation and by nutrients, which are a lim-
iting factor and largely originate from the Atlantic Ocean
(Pätsch and Kühn 2008; Loebl et al. 2009). Sinking partic-
ulate organic matter facilitates the replenishment of
biologically-ﬁxed CO2 by atmospheric CO2. Respiration of
particulate organic matter below the surface layer releases
metabolic dissolved inorganic carbon (DIC) which is either
exported to the deeper Atlantic or mixed back to the surface
in autumn and winter (Thomas et al. 2004, 2005b; Bozec
et al. 2006; Wakelin et al. 2012). These northern areas of the
North Sea act as a net annual sink for atmospheric CO2.
By contrast, in the south (depth <50 m), the absence of
stratiﬁcation causes respiration and primary production to
occur within the well-mixed water column. Except during
the spring bloom, the effects of particulate organic carbon
(POC) production and respiration cancel out and the CO2
system is largely temperature-controlled (Thomas et al.
2005a; Schiettecatte et al. 2006, 2007; Prowe et al. 2009).
Total production in this area is high in global terms; ter-
restrial nutrients contribute, especially in the German Bight,
but in the shallow south, primary production is based largely
on recycled nutrients with little net ﬁxation of CO2.
Beyond the biologically-mediated CO2 controls, North
Atlantic waters, flushing through the North Sea, dominate
the carbonate system (Thomas et al. 2005b; Kühn et al.
2010) but may have only small net budgetary effects. The
Baltic Sea outflow and river loads constitute net imports of
carbon to the North Sea and modify the background con-
ditions set by North Atlantic waters.
Basin-wide observations of DIC, pH, and surface tem-
perature during the summers of 2001, 2005 and 2008 (Salt
et al. 2013) reveal the dominant physical mechanisms reg-
ulating the North Sea pH and CO2 system. pH and CO2
system responses to interannual variability in climate and
weather conditions (NAO, local heat budgets, wind and
fluxes to or from the Atlantic, the Baltic Sea and rivers, see
also Sects. 3.2 and 3.3) are also considered to be the
responses that climate change will trigger. Interannual
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variability appears generally more pronounced than
long-term trends (e.g. Thomas et al. 2008).
The NAO index (Hurrell 1995; Hurrell et al. 2013) is
commonly established for the winter months (DJF), although
its impacts have been identiﬁed at various time scales. Many
processes in the North Sea are reported to be correlated with
the winter NAO, even if they occur in later seasons. Two
aspects may explain an apparent delay between the trigger
(i.e. winter NAO) and the response (the timing of the actual
process): preconditioning and hysteresis (Salt et al. 2013).
An example of pre-conditioning is the water mass
exchange between the North Atlantic Ocean and the North
Sea. This exchange is enhanced during years of positive
NAO (Winther and Johannessen 2006) and leads to an
increased nutrient inventory in the North Sea and to higher
annual productivity in spring and summer (Pätsch and Kühn
2008). Hysteresis can be characteristic of the North Sea’s
response to the NAO. Stronger westerly winds in winter,
correlated with the winter NAO, push North Sea water into
the Baltic Sea, a process that in turn leads to an enhanced
outflow from the Baltic Sea into the North Sea in subsequent
seasons (Hordoir and Meier 2010).
The bottom topographic divide of the North Sea, at about
40–50 m depth, is reflected in DIC, pH and temperature
distributions (Figs. 3.18, 3.19 and 3.20) with higher DIC and
temperature, and lower pH observed in the south, which is
under stronger influence of terrestrial waters. In summer
2001, the year with the most negative NAO, the lowest DIC
values and highest pH values were observed across the entire
basin, whereas 2005 and 2008 were both characterised by
higher DIC and lower pH, with some variability in these
patterns across the North Sea. Summer 2005 had the coolest
surface waters.
For winter NAO values, 2001 was the most negative
(−1.9), 2005 was effectively neutral (0.12) and 2008 was
positive (2.1). Weaker winds and circulation in the North
Sea are associated with negative NAO (see Sects. 1.4.3 and
3.3.2) and reduce the upward mixing of cold winter water
(Salt et al. 2013). Hence, metabolic DIC accumulated in
deeper waters during the preceding autumn and winter
Fig. 3.18 Observed variability
in surface water dissolved
inorganic carbon
(DIC) concentrations. All
observations were made in
summer (August/September) of
the years 2001, 2005 and 2008
(Salt et al. 2013). Anomalies are
shown relative to the average
observed values for these years
(also shown; ﬁgure by Helmuth
Thomas, Dalhousie University,
Canada)
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(Thomas et al. 2004) was mixed into surface waters to a
lesser extent in 2001 than in 2005 or 2008 when wind or
circulation-driven mixing was stronger (see also Salt et al.
2013), which explained the elevated surface DIC and lower
pH in 2005 and 2008 relative to 2001 (Figs. 3.18 and 3.19).
The striking difference between 2001 and 2005 in the
northern North Sea (Thomas et al. 2007) was reinforced by
the warmer summer with a shallower mixed layer in 2001
(Salt et al. 2013: their Fig. 5). Comparable biological activity
caused the shallower mixed layer of 2001 to experience
stronger biological DIC drawdown on a concentration basis,
resulting in higher pH, than in 2005 (Figs. 3.18 and 3.19).
Interaction with the North Atlantic Ocean also causes
variability in the CO2 system, partly explained by
NAO-dependent circulation changes (Thomas et al. 2008;
Watson et al. 2009). Figure 3.21 shows the net flow of water
in the ﬁrst half of the three respective years. 2008 (positive
NAO) has the strongest north-western inflow of
DIC-enriched North Atlantic waters to the North Sea, via the
Fair Isle Current and Pentland Firth, although 2001 had
strong inflow from the north which recirculated out of the
North Sea quickly off Norway (Lorkowski et al. 2012).
Such an influence of North Atlantic inflow is supported
by strong correlations between changes in the inventories of
salinity and corrected DIC (i.e. accounting for biological
effects) during the periods 2001–2005 and 2005–2008 (Salt
et al. 2013). Mean values of partial pressure of CO2 (pCO2)
in the water (331.6 ppm in 2001, 352.5 ppm in 2005,
364.0 ppm in 2008) reflect the large change between 2001
and 2005 and the moderate change between 2005 and 2008.
Also, strong NAO-driven anti-clockwise circulation in the
North Sea in 2008 intensiﬁed the distinct characteristics of
the southern and northern North Sea and sharpened the
transition between them (e.g. high to low pH, see Salt et al.
2013: their Fig. 2).
Modelling results (Lorkowski et al. 2012) agree with
several of these ﬁndings: a mixed layer shallower in 2001
and 2008 than in 2005, which had the coolest summer sur-
face waters; central North Sea DIC concentrations about
10 μmol/kg less than average in 2001.
Fig. 3.19 Observed variability
in surface water pH. All
observations were made in
summer (August/September) of
the years 2001, 2005 and 2008
(Salt et al. 2013). Anomalies are
shown relative to the average
observed values for these years
(ﬁgure by Helmuth Thomas,
Dalhousie University, Canada)
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In summary, three factors regulate the North Sea’s CO2
system and thus reveal points of vulnerability to climate
change and more direct anthropogenic influences: local
weather conditions (including water temperature in the
shallower southern North Sea), circulation patterns, and
end-member properties of relevant water masses (Atlantic
Ocean, German Bight and Baltic Sea). Thus a positive NAO
increases Atlantic Ocean and Baltic Sea inflow, the
anti-clockwise circulation, carbon export out of the Norwe-
gian Trench below the surface (limiting out-gassing) and
hence the effectiveness of the shelf-sea CO2 ‘pump’ (Salt
et al. 2013). If the NAO is positive together with higher SST,
a shallower mixed layer favours lower surface pCO2 and
higher pH in the northern North Sea. These factors can be
considered key to regulation of the North Sea’s response to
climate change and more direct anthropogenic influences.
3.6.2 Model-Based Interannual Variations
in Nitrogen Fluxes
The North Sea is a net nitrogen sink for the Atlantic Ocean,
due to efﬁcient flushing by North Atlantic water with strong
nitrogen concentrations and to large rates of benthic deni-
triﬁcation in the southern North Sea (Pätsch and Kühn
2008). This is the case despite large nitrogen inputs from the
rivers and atmosphere. There is net production of inorganic
nitrogen from organic compounds.
Pätsch and Kühn (2008) investigated nitrogen fluxes in
1995 and 1996 as the NAO shifted from very strong positive
conditions in winter 1994/1995 to extreme negative condi-
tions in winter 1995/1996. Due to enhanced ocean circula-
tion on the Northwest European Shelf, the influx of total
nitrogen from the North Atlantic was much stronger in 1995
Fig. 3.20 Observed variability
in sea surface temperature. All
observations were made in
summer (August/September) of
the years 2001, 2005 and 2008
(Salt et al. 2013). Anomalies are
shown relative to the average
observed values for these years
(ﬁgure by Helmuth Thomas,
Dalhousie University, Canada)
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(NAO positive) than in 1996. River input of nitrogen was
also larger in 1995 than 1996. While the import of organic
nitrogen was similar for both years, the import of inorganic
nitrogen was larger in 1995 than in 1996. The ecosystem
response was stronger dominance of remineralisation over
production of organic nitrogen in 1996 with negative NAO
conditions.
According to this simulation, in 1996 (with extreme
negative winter NAO) the net-heterotrophic state of the
North Sea was stronger than in 1995. As a result, the
biologically-driven air-to-sea flux of CO2 was larger in 1995
than in 1996 (Kühn et al. 2010). In other words, in positive
NAO years stronger ﬁxation of inorganic nitrogen and
inorganic carbon facilitates stronger biological CO2 uptake.
This carbon is exported into the adjacent North Atlantic in
positive NAO years, as reported above. The balance between
respiration and production in regulating DIC and pCO2
conditions thus acts in synergy with the processes discussed
in Sect. 3.6.1. At regional and sub-regional scales, mod-
elling studies have investigated the concurrent impacts of
eutrophication, increases in atmospheric CO2 and climate
change on the Southern Bight of the North Sea (Gypens
et al. 2009; Borges and Gypens 2010; Artioli et al. 2014).
The studies clearly highlight the complex effects of the
individual drivers, as well as the different time scales of
impact. Eutrophication, oligotrophication and temperature
variability affect the CO2 system at interannual to decadal
time scales. Long-term trends of increases in atmospheric
CO2 and rising temperature have begun to cause tangible
effects (e.g. Artioli et al. 2014) although, to date, these have
been much less pronounced than effects at shorter time
scales.
3.6.3 Ocean Acidification
and Eutrophication
The interplay of the different anthropogenic and climate
change processes, as well as their different, obviously
overlapping time scales, can be exempliﬁed with respect to
the long-term effects of ocean acidiﬁcation and the
shorter-term effects of eutrophication/oligotrophication.
Effects of eutrophication are closely related to the trend of
ocean acidiﬁcation, since both affect DIC concentrations and
the DIC/AT ratio (AT: total alkalinity) in coastal waters, and
thus CO2 uptake capacity. Increased nutrient loads may lead
to enhanced respiration of organic matter, which releases
DIC and thus lowers pH. On shorter time scales, enhanced
respiration overrides ocean acidiﬁcation, which acts at cen-
tennial time scales (e.g. Borges and Gypens 2010; Artioli
et al. 2014). (Surface-ocean pH has declined by 0.1 over the
industrial era, in the North Sea as well as globally, and a
hundred times faster in recent decades than during the pre-
vious 55 million years; EEA 2012).
If eutrophication-enhanced respiration of organic matter
exhausts available oxygen, respiration then takes place
through anaerobic pathways. Denitriﬁcation is crucial here;
the biogeochemical consequences of depleted oxygen are
many. Under eutrophic conditions, release of nitrate (NO3)
by enhanced respiration is controlled by the amount of
available oxygen. If oxygen is depleted, NO3 is converted to
nitrogen gas (N2). Any further input of NO3 stimulates
denitriﬁcation. The lost NO3 is not available for biological
production, thus the system is losing reactive nitrogen
(Pätsch and Kühn 2008) as with eutrophication in the Baltic
Sea (Vichi et al. 2004). A transition from aerobic to anaer-
obic processes has consequences for CO2 uptake capacity
and pH regulation: denitriﬁcation driven by allochthonous
NO3 releases alkalinity in parallel with the metabolic DIC,
with a DIC/AT ratio of 1:1.
Compared with aerobic respiration, which gives a
DIC/AT ratio of −6.6, the release of alkalinity in denitriﬁ-
cation increases the CO2 and pH buffer capacity of the
waters, in turn buffering ocean acidiﬁcation. Since denitri-
ﬁcation is irreversible, the increased CO2 and pH buffer
capacity will persist on time scales relevant for climate
change. In other words, if eutrophication yields anaerobic
metabolic pathways, this constitutes a negative feedback to
climate change, since more CO2 can be absorbed from the
Fig. 3.21 Simulated cumulative net flux of water from 1 January to 30
June (km3 per half year) for the years 2001 (upper values), 2005
(middle values), 2008 (lower values) (Lorkowski et al. 2012)
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atmosphere, which in turn dampens the CO2 greenhouse gas
effect.
Other anaerobic pathways such as sulphate or iron
reduction give even lower DIC/AT release ratios (Chen and
Wang 1999; Thomas et al. 2009); those may be reversible,
however. Reduced (nitrogen-) nutrient input (i.e. olig-
otrophication) thus comes with a negative feedback with
regard to ocean acidiﬁcation: a desirable reduction in NO3
release enhances vulnerability of the coastal ecosystem to
ocean acidiﬁcation, since most organic matter respiration is
on or in shallow surface sediments (Thomas et al. 2009; Burt
et al. 2013, 2014).
3.6.4 Variability on Longer Time Scales
Climate, CO2 and more direct anthropogenic drivers also
determine the variability of carbon fluxes in the North Sea.
They can all be indicated as negative or positive feedback
mechanisms for CO2 exchange with the atmosphere and thus
as feedbacks on climate change. The main direct anthro-
pogenic impact on the carbon cycle, mostly for the southern
North Sea, is the input of bio-reactive tracers, namely
nutrients, via the atmosphere and rivers. Indirect anthro-
pogenic drivers include acidiﬁcation due to the ongoing
increase in atmospheric pCO2. Climate change processes
(rising SST and changes in salinity distribution due to
changes in circulation and winds) also induce shifts in the
carbonate system and thus changes in carbon fluxes.
These anthropogenic and climate-change drivers, which
act at interannual to decadal time scales, and their potential
feedbacks and impacts were investigated in the model study
by Lorkowski et al. (2012) for the years 1970 to 2006 (ex-
tended here to 2009). Simulation of the total system with all
drivers included reproduced observations. Scenarios, mim-
icking anthropogenic and climate change processes, give
insight into their roles and feedback mechanisms. These
scenarios were generally run without biology, and with
either ﬁxed temperature or atmospheric CO2 concentrations
ﬁxed at 1970 values. Both ‘biotic’ and ‘abiotic’ scenarios are
shown here (Figs. 3.22 and 3.23, respectively), the latter to
prevent biological feedbacks overshadowing the
physically-driven and biogeochemically-driven responses.
The ‘standard’ simulation showed a decrease in CO2
uptake from the atmosphere in the last decade (Fig. 3.22), an
increase in SST by 0.027 °C year−1 and a decrease in winter
Fig. 3.22 Carbon dioxide (CO2)
air-sea fluxes for the total North
Sea (upper, black curve reprinted
from Fig. 5a in Lorkowski et al.
2012) and winter pH at one
station in the northern North Sea
(lower). Standard simulation
(black); repeated annual cycle of
atmospheric CO2 (red) (ﬁgure by
Helmuth Thomas, Dalhousie
University, Canada)
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pH by 0.002 year−1 (Lorkowski et al. 2012). Thus climate
change alone (i.e. rising sea temperature) thermodynamically
raises the pCO2 and reduces CO2 uptake in the North Sea.
Furthermore, warming waters cause a lower pH, thus
increased surface water acidity (Fig. 3.22).
Increasing atmospheric pCO2 during the ‘standard’ sim-
ulation increases the gradient between seawater and atmo-
spheric pCO2 and increases the (net-) CO2 uptake. To
investigate this, the standard simulation is compared with a
simulation using a repeated 1970 annual cycle of atmo-
spheric pCO2 (Fig. 3.22). 1970 pCO2 (with rising tempera-
ture in common) leads to a smaller air-sea flux and less CO2
uptake. pH decreases less than in the standard simulation
(Fig. 3.22). Thus the simulations show enhanced CO2
uptake in the North Sea as a consequence of rising atmo-
spheric pCO2, in turn increasing North Sea acidiﬁcation as a
‘local’ process. This experiment also shows that for today’s
carbonate-system-status the increase in atmospheric CO2 has
a stronger impact on air-sea flux of CO2 than the reduction in
the buffer capacity by the ongoing acidiﬁcation. This trend in
acidiﬁcation might be overlain on shorter time scales by
advective processes (Thomas et al. 2008; Salt et al. 2013) as
discussed in Sect. 3.6.1, by eutrophication (Gypens et al.
2009; Borges and Gypens 2010; Artioli et al. 2014) or by
variability in biological activity.
Climate change enhances the hydrologic cycle, which
means enhanced precipitation and river runoff, which drive
changes in surface water salinity. Salinity decrease generally
represents a dilution of DIC and AT, with the DIC-effect
dominating the AT-effect on pCO2 and pH (e.g. Thomas
et al. 2008). Changes in salinity also alter the equilibrium
conditions of the carbonate system (a minor effect): on
addition of freshwater, pCO2 decreases and pH increases. In
coastal areas, precipitation-evaporation effects are con-
founded by changes in the mixing ratios of the dominant
water masses, i.e., runoff and the oceanic end-member;
higher salinity can mean a larger proportion of oceanic water
relative to river runoff and vice versa. A sensitivity study,
with salinity reduced by 1 (compared with the standard
setup) and no biological processes, showed 10 % less out-
gassing, slightly counteracting the effect of rising tempera-
ture. In summary, rising temperature reduces uptake of
atmospheric CO2; increasing atmospheric pCO2 or reduced
salinity increases net uptake of atmospheric CO2.
3.7 Oxygen
John Huthnance, Franciscus Colijn, Markus Quante
Oxygen is of concern because depletion (hypoxia) adversely
affects ecosystem functioning and can lead to ﬁsh mortality.
Air-sea exchange and photosynthesis tend to keep upper
waters oxygenated; oxygen concentrations can be strongest
in the thermocline associated with a sub-surface chlorophyll
maximum (Queste et al. 2013). However, oxygen concen-
tration near the sea bed can be reduced by organic matter
respiration below stable stratiﬁcation, breakdown of detrital
organic matter in the sediment and lack of oxygen supply
(by advection or vertical mixing). Temperature is also a
factor; warmer waters can contain less oxygen but increase
metabolic rates. Extra nutrients from rivers and estuaries can
increase the amount of respiring organic matter. In the North
Sea, most areas are well-oxygenated but some areas are
prone to low oxygen concentrations near the bottom—the
Oyster Grounds (central North Sea), off the Danish coast
(Karlson et al. 2002) and locally near some estuaries, as in
the German Bight. Climate change may influence oxygen
concentrations through changes in absolute water tempera-
ture as well as through changes in temperature gradient,
storm intensity and frequency, and related changes in
mixing.
Data are available from the International Council for the
Exploration of the Sea (ICES) for the past 100 years or so,
research cruises (notably August 2010; Queste et al. 2013)
and models (e.g. Meire et al. 2013; Emeis et al. 2015). The
deep oxygen distribution and its relation to stratiﬁcation is
illustrated in Fig. 3.24.
There is strong interannual variability in the oxygen
concentration of the bottom water in late summer. Published
Fig. 3.23 Annual air-sea carbon dioxide (CO2) flux for ‘abiotic’
simulations: total North Sea (upper), northern North Sea (middle),
southern North Sea (lower). Black Results for standard conditions
(Fig. 8 in Lorkowski et al. 2012); red results from the simulation with a
repeated annual cycle of 1972 temperature. NB. Scales differ between
the plots (ﬁgure by Helmuth Thomas, Dalhousie University, Canada)
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oxygen minimum values vary from 65 to 220 μM (Meire
et al. 2013). A value of 65 μM in the Oyster Grounds
indicates that this area could be on the brink of hypoxia in
exceptional years. Models suggest that it is the effect of
warming on stratiﬁcation, rather than on decreased oxygen
solubility or enhanced respiration rates, that is the main
physical factor affecting bottom oxygen concentrations
(Meire et al. 2013; Emeis et al. 2015). Comparing the
periods 1970–1979 and 2000–2009, Emeis et al. (2015)
found the more recent period to show a longer period of
stratiﬁcation in the middle of the North Sea with increased
apparent oxygen utilisation and a lower September oxygen
minimum around 6°E 56°N. They also found decreased
September oxygen concentrations in the south-eastern Ger-
man Bight around 54°S. However, storms can promote
sediment resuspension and subsequent oxygen consumption,
such as in the Oyster Grounds (Greenwood et al. 2010).
Observed changes in summer bottom temperature and oxy-
gen concentration show a strong relation (Queste et al. 2013
and Fig. 3.25).
Climate change, for example raised water temperatures, is
expected to have a negative impact on oxygen concentra-
tions in surface waters, and deepening of the thermocline
will reduce the bottom mixed layer and may cause further
depletion of oxygen concentrations in deeper layers. How-
ever, quantifying temperature effects is difﬁcult, owing to
climate-related effects on nutrient inputs to the North Sea as
well as on local mixing characteristics and the duration of
reduced oxygen concentrations.
3.8 Suspended Particulate Matter
and Turbidity
Julie Pietrzak, Alejandro Jose Souza, John Huthnance
Suspended particulate matter (SPM) is a signiﬁcant agent of
change in morphology, it also transports pollutants, redis-
tributes nutrients and modiﬁes the light climate (Capuzzo
et al. 2013), hence its role in modulating primary production.
Suspended particulate matter includes plankton.
3.8.1 Sources in the North Sea
The seabed is an important source of SPM in the North Sea.
Rivers and cliffs are also important sources in certain areas.
Cliff sources are very variable interannually.
Fig. 3.24 August 2010 CTD casts for the shallowest 3 m and deepest
3 m of the water column. Deepest oxygen saturation (%, left) and
temperature difference between surface and bottom mixed layer (°C,
right). The 70 % saturation contour highlights similarity in the
distributions (Queste et al. 2013)
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Bottom sediment distributions in the North Sea have been
reported by many authors (such as Eisma and Kalf 1987 and
Nedwell et al. 1993, using data from the UK NERC North
Sea Project). More recently, Dobrynin et al. (2010;
Fig. 3.26) compiled a seabed ﬁne-sediment distribution that
combines in situ data (Puls et al. 1997) and satellite data
(Gayer et al. 2006).
The main river sources are the Elbe, Weser, Ems,
Rhine, Thames, Welland, Humber, Tees, and Tyne, as
well as the Forth, Ijssel and the Nordzeekanaal. River
discharge and consequently SPM load (Fig. 3.27) show
strong interannual variability. For example, freshwater
discharge and SPM loads for the major continental rivers
(i.e. Rhine, Elbe and Weser) were much less in 2003 than
in 2002, owing to the low precipitation and very high
temperatures in central and western Europe in 2003
(Gayer et al. 2006).
Long-term measurements of annual mean amounts of
SPM eroded from English cliffs imply the following average
rates: Suffolk, 50 kg s−1; Norfolk, 45 kg s−1; and Holder-
ness, 58 kg s−1. SPM loads eroded from cliffs are dependent
on whether storm or calm conditions occur (Fig. 3.27).
According to Gayer et al. (2006) cliff erosion appears to start
when signiﬁcant wave heights near the coast exceed 2 m.
Sediment composition suggests that SPM for alongshore
transport off the Belgian and Dutch coasts is largely supplied
by sediment transported through Dover Strait from the ero-
sion of the French and British cliff coasts (Irion and Zöllmer
1999; Fettweis and van den Eynde 2003). The transport
through Dover Strait largely exceeds the fluvial input by
rivers such as the Rhine-Meuse estuary (de Nijs 2012). The
annual sediment influx shows large interannual variations
which appear to reflect differences in number and duration of
storms (van Alphen 1990).
Fig. 3.25 Five-yearly values of
an 11-year running mean of
summer bottom-mixed-layer
temperature (°C, upper), oxygen
concentration (μmol dm−3,
middle) and oxygen saturation
(%, lower) in the stratiﬁed central
North Sea. The data are for June
to September below 30 m, in
regions deeper than 45 m and in
grid ‘squares’ (1°
longitude × 0.5° latitude) north
of 56°N with more than ﬁve data
points (total of 16,250
measurements). Error bar length
shows two standard errors. The
horizontal line represents the
overall mean of the time series.
The number of grid squares
retained and the standard
deviation are indicated below
each data point (Queste et al.
2013)
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3.8.2 Overall Distribution
Sediment is transported either as bed load (typically for
coarse material) or suspended load (SPM). Advances in
observational techniques, from water samples to in situ
instruments (transmissometers, optical backscatter and Laser
In Situ Scattering and Transmissometery—LISST) and
reliable use of optical remote sensing (e.g. AVHRR,
SeaWiFS, recent MODIS and MERIS) have increased
understanding of SPM distribution. Remote sensing tech-
niques provide a synoptic view of the sea surface at ﬁne
temporal (daily) and spatial (kilometre) resolution, providing
information on variability in SPM distribution. The ability to
estimate near-surface SPM loads, relatively continuously
and at synoptic scale, has allowed study of surface SPM over
seasonal cycles: for example it has been observed that high
Fig. 3.26 Sea-bed ﬁne sediment (<20 µm; settling velocities 0.01–
0.1 mm s−1). Distribution in kg m−2 shown by colour shading;
bathymetry (m) shown by black contour lines. The distribution is the
result of combining sediment grain analysis, satellite data and
numerical model results. The map (reprinted from Dobrynin et al.
2010) also shows the most important rivers and cliffs. (Labels L1-6 and
the vertical yellow line are not relevant here). Marked points show sites
of data used by Dobrynin et al. (2010)
Fig. 3.27 Sources of SPM (kg s−1) to the North Sea from continental
Europe (upper), UK rivers (middle) and UK cliffs (lower) during 2002
and 2003. Each river’s SPM load is the product of freshwater discharge
(m3 s−1) and annual mean SPM concentration (kg m−3; Gayer et al.
2004). River discharges are a combination of measured data and
climatology (reprinted from Dobrynin et al. 2010)
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SPM concentrations evolve during winter, with much lower
values in summer (Eleveld et al. 2004, 2006, 2008). How-
ever, it should be noted that satellites provide information
concerning the sea surface only. When the water column is
well mixed SPM can be remotely observed at the sea sur-
face; when it is stratiﬁed (as in the Rhine ROFI) SPM can
only be observed remotely for high discharge events and
close to the mouth (of the Rotterdam Waterway), see
Sect. 3.8.5.
Suspension of particles off the bed needs stronger currents
(including waves and turbulence) than the limit for the same
particles to settle. If the currents allow settling, there is still
transport until the particles reach the bed. These biases, tidal
straining and current asymmetries cause net transport of
SPM. Moored instruments have allowed better understanding
of tidal, spring-neap and vertical variability (Jones et al.
1996).
Eleveld et al. (2008) found that annual, winter and
summer remote sensing SPM observations highlighted the
dominant North Sea water types as characterised by Lee
(1980) in terms of salinity (see also Otto et al. 1990).
Pietrzak et al. (2011; Fig. 3.28) used remote sensing images
to characterise the water types in terms of SPM, relating the
SPM to stratiﬁcation in the southern North Sea. They found
pronounced seasonal and spring-neap variability, and high-
lighted the signiﬁcant role played by tides and winds in
controlling stratiﬁcation, and hence the distribution of SPM
at the sea surface. Prevailing circulations (river plumes and
overall anti-clockwise circulation) also influence SPM dis-
tribution. (The southern North Sea is emphasised fhaving
Fig. 3.28 Monthly average surface suspended particulate matter
(SPM) based on SeaWiFs data from 1998 (reprinted from Pietrzak
et al. 2011). The insets are the colour bars and the white areas the
histograms of the pixel values, where the x-axis corresponds to the
SPM pixel value and the y-axis to the relative frequency distribution of
the pixel values
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greater SPM concentrations than the northern North Sea due
to differences in the sources, stronger currents and shallower
depth, i.e. a larger Stokes number (Souza 2013), and cor-
respondingly more studies and available data).
The waters exiting the rivers Rhine, Tees, Humber and
Wash are deflected to the right under the Coriolis influence,
forming classic river plumes of which the Rhine ROFI
dominates the southernmost North Sea. A zone of high
turbidity extends along the Belgian and Dutch coasts, pri-
marily controlled by the Rhine ROFI which transports SPM
northwards along the Dutch coast (Dronkers et al. 1990;
Visser et al. 1991; de Kok 1992; de Ruijter et al. 1992;
McCandliss et al. 2002). The Flemish Banks turbidity
maximum off Belgium (Fig. 3.28) is present throughout the
year but is much reduced in summer; studies have disagreed
about its cause. Off the Dutch coast, Visser et al. (1991) and
Suijlen and Duin (2001, 2002) found a local SPM minimum
about 30 km offshore. In the German Bight, SPM from the
Rhine ROFI appears to merge with SPM from the Weser and
Elbe, before arriving in the Skagerrak (Simpson et al. 1993).
Within the North Sea, an overall anti-clockwise circula-
tion extends south to around East Anglia, before turning into
strong eastward flow at about 53°N across the southern
North Sea, as a residual tidal and meteorologically-forced
flow (e.g. Dyer and Moffat 1998; Holt and James 1999). Off
East Anglia, this eastward flow has high turbidity (Fig. 3.29)
extending from the Norfolk banks across the southern Bight
to the German Bight (McCave 1987). This ‘East-Anglia
Plume’ (Dyer and Moffat 1998) comprises southward-
flowing waters from the Tees, Humber and Wash and a
southern source of fresh water from the Thames (Thames
waters deflect to the left, unlike those of other rivers entering
the North Sea). The plume location is evident in SPM
images (Fig. 3.29) and can be linked to the frontal boundary
that separates well-mixed water in the southern Bight from
seasonally-stratiﬁed central North Sea waters (Eisma and
Kalf 1987; Hill et al. 1993), especially the Flamborough
Head and Frisian Fronts.
Plume currents can be enhanced by the thermohaline
circulation (jets associated with tidal mixing fronts; Hill
et al. 1993). The East-Anglia Plume eventually joins the
northward flow from Dover Strait and the Rhine ROFI
(Prandle 1978b; Prandle et al. 1993). The plume carries an
estimated annual SPM flux of 6.6 million tonnes, from
English rivers and cliffs (Sündermann 1993), eastwards
across the southern North Sea (Howarth et al. 1993). Both
the East-Anglia Plume and the seasonal thermocline have a
large impact on the transport of SPM across the southern
North Sea. Holt and James (1999) found that deposition
typically occurs along the 40 m depth contour. Their results
are consistent with those of Eisma (1981) and Eisma and
Kalf (1987), who found that the main areas of ﬁne sediment
accumulation are the Oyster Grounds and the strip along the
German Bight (see also Fig. 3.26).
3.8.3 Tidal Influence
Figure 3.30 shows the spring-neap SPM cycle and high-
lights the important role played by tides in the surface dis-
tribution of SPM in the southern North Sea.
Deposition and erosion of sediment are related to critical
values of the bed shear stress. Fine sediments are deposited
when the bed shear stress is less than critical (0.1–
0.2 N m−2) and are typically eroded if the stress exceeds
0.4–0.5 N m−2 (Puls and Sündermann 1990; Holt and James
1999; Souza et al. 2007). In principle the tidal bed stress can
be used to characterise regions where the tides can resuspend
Fig. 3.29 Surface suspended
particulate matter
(SPM) distribution (g l−1) for
March from a numerical model
(left) and satellite false colour
(right). Areas of strong
concentration qualitatively agree
with areas of strong reflectance,
showing the East Anglia and
Rhine plumes (reprinted from
Souza et al. 2007)
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bed material. For example, in the Belgium coastal zone, the
water column is always well mixed by tidal currents which
also cause the SPM maxima in this zone (Lacroix et al.
2004).
Jago et al. (1993) showed typical behaviour of SPM:
quarter-diurnal maxima due to tidal resuspension and
semi-diurnal maxima due to tidal advection of ambient SPM
concentration gradients. The result of these processes is that
SPM time series show two maxima per tidal cycle, one
larger than the other. SPM also responds to the spring-neap
tidal cycle as shown by numerical simulations (Souza et al.
2007; see Fig. 3.31); monthly variability is also clear in the
deposition of material and is present in SPM and q2 (where q
is the turbulent velocity). The model has been extensively
validated using North Sea Project data including that for
station CS (e.g. Holt and James 1999; Holt et al. 2005; Allen
et al. 2007).
3.8.4 Wave Effects
Data from the northern Rhine ROFI after storms show a
sudden increase in SPM over the entire coastal zone, sug-
gesting local resuspension of sediment (Suijlen and Duin
2001, 2002) and an important effect of waves. Waves are
strongly seasonal in the North Sea. Signiﬁcant wave heights
(Hs) in the winter half year are usually much higher than in
the summer half year over the entire North Sea. For example,
Dobrynin et al. (2010) showed that during 2002–2003
seasonally-averaged Hs was up to 1.5 m higher for the
winter season.
The largest values of Hs are usually found in the open
North Sea (e.g. Weisse and Günther 2007; Dobrynin et al.
2010), owing to a combination of topography effects with
predominant wind direction and storms coming from the
North Atlantic. In shallow regions, effects such as bottom
boundary dissipation of waves can be signiﬁcant even during
the (calmer) summer, although they are usually more
important during winter. For example, in winter over Dogger
Bank, Dobrynin et al. (2010) found enhanced combined
wave-current stress resulting in very high SPM concentra-
tions (>50 mg l−1).
3.8.5 Impact of Stratification
Stratiﬁcation (Sect. 3.2) has an impact on the vertical distri-
bution of SPM through reduced turbulence at the pycnocline.
The effect of thermal stratiﬁcation is particularly noticeable
in the East-Anglia Plume around the stratiﬁed areas close to
the Frisian Front. Moreover, at the 55° 30′N station shown in
Fig. 3.31, as thermal stratiﬁcation develops the SPM
Fig. 3.30 The spring-neap
harmonic using SPM images from
SeaWiFS in 1998 (reprinted from
Pietrzak et al. 2011). Black lines
show bathymetry contours: 25 m
(thinnest), 30 m (medium) and
35 m (thickest). White lines show
values of the Simpson and Hunter
(1974) criterion (Sect. 3.2.4):
S = 1 (thinnest line), S = 1.5
(medium) and S = 2 (thickest
line). Areas with S < 1 are well
mixed
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concentrates in the lower 40 m of the water column, with
values up to 15 g m−3, but decreases to zero at the surface.
Haline stratiﬁcation appears to be signiﬁcant especially
within the Rhine ROFI and other adjacent ROFI areas such as
the German Bight. The Rhine ROFI switches between
well-mixed and stratiﬁed within a tidal cycle and through the
spring-neap cycle (de Boer et al. 2006); haline stratiﬁcation
can develop at neap tides throughout the year and thermal
stratiﬁcation can be important in summer. As found in ﬁeld
studies of the Rotterdam Waterway, with stratiﬁcation and
reduced turbulence, any SPM advected over the salt wedge
settles (de Nijs et al. 2010). Observations (e.g. Joordens et al.
2001) and numerical simulations (Fig. 3.31) show how SPM
is trapped beneath the pycnocline when stratiﬁed. When the
water column is mixed, turbulence and SPM can reach the
surface; when a pycnocline develops, it inhibits turbulence,
preventing upward flux of SPM and turbulence to the surface
layer. Although de Boer et al. (2006) found differences to
Heaps’ model for the Rhine ROFI, cross-shore flow associ-
ated with estuarine-type circulation (Heaps 1972) tends to be
offshore near the surface and onshore near the bed, giving a
bias to onshore transport of settling SPM.
Fig. 3.31 Modelled time series
at 55° 30′N 0° 50′E (North Sea
Project station CS); time in days.
Temperature (°C, upper), SPM
(g m−3, upper middle), q2
(turbulence kinetic energy × 2,
m2 s−2, lower middle), bed
concentration (g m−2, lower)
(Souza et al. 2007)
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3.8.6 Seasonal Variability
Pleskachevsky et al. (2005) found that most SPM transport
occurs in winter when cliff erosion along the English coasts
is greatest. Numerical simulations of Holt and James (1999)
highlighted seasonal variability of SPM. They found that
SPM is only measured in time series of the water column in
a series of discrete events associated with stronger winds,
which resuspend bed material and mix the water column.
Likewise, Souza et al. (2007) found their modelled water
column to be well-mixed with very similar surface and bed
SPM distributions in the East-Anglia Plume in February. In
contrast, during summer the water column is stratiﬁed,
almost all SPM settles out and an increase in net deposition
correlates with decreased wind stress; moreover, less SPM is
supplied by erosion of Holderness cliffs.
Satellite images of surface SPM show signiﬁcant annual
and seasonal variability (Eleveld et al. 2004, 2006, 2008;
Pietrzak et al. 2011; see Fig. 3.28). Large values of surface
SPM were observed in winter in Southern Bight coastal
waters, especially in the Rhine ROFI, the East-Anglia Plume
and Frisian Front. Summer minima occur throughout the
southern North Sea, with low SPM values from April to
August; in August almost all surface SPM in the Dutch
coastal zone has gone. Pietrzak et al. (2011) showed the
influence of the Rhine ROFI, East-Anglia Plume and fronts
on the intra-annual distribution of SPM.
De Nijs (2012) found siltation rates in the Dutch waters to
vary over the year and correlate with variations in sediment
supply; the availability of sediment at Dover Strait and the
river boundaries is typically greater between late autumn and
spring. Verlaan and Spanhoff (2000) found massive siltation
events, caused by storms, to occur near the mouth of the
Rotterdam Waterway; a few such events determine annual
siltation rates.
3.8.7 Interannual and Long-Term Variability
Strong year-to-year variation in sediment supply and
required dredging near the mouth of the Rotterdam Water-
way (de Nijs 2012) highlight the importance of interannual
meteorological forcing.
Most long-term records of SPM are from satellites or
sea-surface water samples collected along the Dutch coast
(Suijlen and Duin 2001, 2002). However, near surface val-
ues vary in relation to stratiﬁcation, making it difﬁcult to use
these data to infer trends or study impacts of climate change.
Nevertheless, recent work continuing that of Pietrzak et al.
(2011) indicates that interannual variability in wind stress,
river discharge and heating due to variations in the NAO
may have a pronounced impact on SPM distribution in the
North Sea. Fettweis et al. (2012) classiﬁed surface SPM
distributions according to 11 weather types, emphasising
dependence in different locations on different hydrodynamic
and wave conditions. Thus Southern Bight SPM is strongly
influenced by advection, while exposure to waves favours
resuspension in the central North Sea and German Bight and
there is some overall positive correlation with the NAO.
Many coasts around the southern North Sea, notably the
Dutch coast, are highly engineered, making it difﬁcult to
assess climate change impacts on sediment dynamics.
However, supply of SPM for transport along the Belgian and
Dutch coast, from French and English cliff coasts
(Sect. 3.8.1), is determined by prevailing meteorological
conditions and associated periods of large waves. This
explains (seasonal and) interannual variations in the trans-
port of SPM into the southern North Sea through Dover
Strait. Climate-change effects on river discharge, storm
tracks and associated winds and waves (intensity) are likely
to affect the supply and distribution of SPM in the coastal
zone and thus sediment distribution within the North Sea.
3.9 Coastal Erosion, Sedimentation
and Morphology
Sytze van Heteren, John Huthnance
3.9.1 Historical Perspective
Coastal erosion is a key element of coastal behaviour and a
useful—though imperfect—indicator of climate change. It is
the active removal of sediment from various environments
that marks the transition from sea to land, generally forcing
the coastline landward. For cliffs and bluff coasts, erosion is
irreversible. For sandy or muddy coasts, accretion and ero-
sion may alternate. Coastal erosion may result in loss of
land, destruction of sea defences and flooding. It has been
measured for many centuries.
Coastal erosion takes place on different time scales.
Long-term changes are commonly driven by relative sea-level
rise and the associated creation of ‘accommodation space’
available for potential sediment accumulation. Shorter-term
changes show regular patterns and irregular, partly short-lived
effects of waves, tides, storm surges, slope processes and local
or regional sediment dynamics. Long-term measurements
enable distinction between the effects of these short- and
long-term drivers, both natural and human-induced.
Systematic observation of coastal erosion, by periodically
mapping or measuring the North Sea water lines and frontal
dunes, started in earnest during the 17th century.
Annual coastline monitoring started in 1843, in the
western Netherlands. Between 1840 and 1857, 124 oak
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poles were driven about 3 m into the beach sand, initiating a
network of beach poles with 1000-m spacing that spans the
entire Dutch coast and still operates today. For each pole,
cross-shore distances to the low- and high-water lines and
dune foot have been logged annually ever since. Starting in
1965, some 1450 transects at 250-m spacing have been
proﬁled near-annually from at least the frontal dune to about
1000 m seaward of the dune foot. Below low water, data
come primarily from single-beam echo sounding. Above
low-water, photogrammetry was used before 1996 and laser
altimetry since.
Monitoring records for other countries bordering the
North Sea are shorter, commonly limited to local or regional
studies, and used mainly to assess the need for coastal
maintenance and protection measures. In Denmark, sound-
ings and levelling for coastal monitoring started in 1874 in
the Thyborøn area along lines spaced 600–1000 m apart
(Thyme 1990). Since 1957, the entire west coast of Jutland
has been monitored for cross-shore coastline migration at
least several times per decade, at similar spacing (Kystdi-
rektoratet 2008). In Belgium, coastline changes have been
monitored nationally since the late 1970s, using
echo-sounding, topographic surveying, photogrammetry and
laser altimetry (since the late 1990s). In the United King-
dom, one of the longest records concerns cliff behaviour at
Holderness, Yorkshire, from 1951 to the present day (Brown
2008) using erosion posts, on average 500 m apart along the
cliff edge. More extensive regional surveys have been con-
ducted since 1992, when the Environment Agency started
annual monitoring of winter and summer cliff and beach
proﬁle change at 1-km intervals between the Humber and
Thames estuaries.
Where systematic monitoring networks to quantify
behaviour of the entire coastline do not exist, useful infor-
mation on local or regional coastal erosion is provided by
analyses of historical to recent maps, aerial photographs
(extensively used in mapping since the Second World War)
and satellite images. In Germany, series of maps were
analysed by Mroczek (1980) to deduce rates of erosion or
accretion for the North Sea coast over more than one hun-
dred years. In Britain, maps from the late 16th century
provide the oldest former positions of coastal bluffs and
cliffs.
Detail on evidence for (possibly varying) coastal erosion
rates is given in E-Supplement Sect. S3.4.
3.9.2 Understanding Coastal Erosion: State,
Variability and Trends
Erosion is widespread along the central and southern parts of
the North Sea coastline, with about 25 % of the
Danish-to-Scottish coastline eroding. Farther north, erosion
is rare. Erosion percentages for the North Sea part of the
coastline of countries bordering the North Sea vary widely.
On a country-by-country basis, the percentage eroding is as
follows: UK (22 %), France (76 %), Belgium (40 %),
Netherlands (30 %), Germany (14 %), Denmark, north to
Skagen (57 %), Sweden, south to Marstrand (0 %), and
Norway (0 %). The data were calculated from
EUrosion/EMODnet data (http://onegeology-europe.brgm.
fr/geoportal/viewer.jsp) and the values are approximate.
They exclude areas with no data (e.g. back-barrier shorelines
are excluded for some countries like the Netherlands) and
the Skagerrak is included.
In Norway, the coastline is mostly rocky. Combined with
limited and only recent relative sea-level rise, there is no
signiﬁcant coastline change. In Sweden, Rydell et al. (2004)
showed that erosion is limited to very few small areas with
pocket beaches and bluffs in Västra Götaland County.
In Denmark, coastal erosion affects most of the North Sea
shoreline, as summarised by Sørensen (2013). Much of the
northern Jutland headland coast has eroded about 2–4 m
year−1 over the last 20 years, with maximum erosion in
central bays and maximum deposition on the north-western
side of eroding headlands (Christiansen and Bowman 1990).
The central west coast, which is dominated by barrier bea-
ches and bounded by glacial bluffs, has been the most vul-
nerable, with natural erosion rates of 2–8 m year−1. Only the
southernmost barrier beaches around Vejers, between
Nymindegab and Blaavands Huk, are accreting naturally
(Aagaard 2011). Horns Rev, which marks the southern end
of the barrier-beach coast, acts as a natural groyne, pro-
tecting the island coast farther south from wave attack
(Meesenburg 1996). This coast is in overall sediment bal-
ance, with parts of the barrier islands growing seaward,
supplied by sediment from north and south (Sørensen 2013).
Here, the southern ends of the islands are the most vulner-
able to erosion.
Storm surges induce the most prominent changes along
the Danish North Sea coast (Fruergaard et al. 2013). They
lead to ephemeral and permanent barrier breaching, and
drive the episodic transfer of large volumes of sediment from
dunes and beaches to the nearshore and shoreface. During
subsequent healing phases, which may last several decades,
much of this sediment returns to the coast. South of Bla-
vands Huk, persistent onshore migration of nearshore bars,
governed by high-energy dissipative conditions, explains
long-term coastline behaviour (Aagaard et al. 2004). Bar
welding widens the beach and temporarily increases the
amount of sand available for aeolian transport. Two trends
can be observed on the Danish coast. First, most natural
changes in coastal erosion are overprinted by increasing
beach and shoreface nourishment (Fig. 3.32). Second, nat-
ural changes seem to indicate a switch to or acceleration of
coastal erosion.
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Along the German North Sea coast, erosion has had the
most impact on the barrier-island coasts in the north and
west, away from the central estuaries. At present, erosion
occurs only along the 100 km of the coastal length that is not
protected by dikes. Rates vary between <1 and 8 m year−1.
Most erosion has resulted from storm surges (Kelletat 1992)
which have also reshaped the overall barrier and back-barrier
morphology. Eroded sediments are partially regained during
subsequent fair-weather periods, after temporary storage in
the nearshore zone, and may be redistributed on neigh-
bouring coasts. Through spit progradation, Sylt (one of the
North Frisian Islands) has been growing northwards and
southwards.
Acceleration of erosion along the German North Sea
coast over the last 120 years is evident. Dette and Gärtner
(1987) found average loss on the west coast of Sylt to have
increased from 0.9 m year−1 in the period 1870–1952 to
1.5 m year−1 in the period 1952–1984, in spite of increasing
efforts to protect the coast (Fig. 3.33). It is tempting to link
this increase to acceleration of sea-level rise, but an increase
in extreme events, with warmer, stormier winters, must also
be considered (Salman et al. 2004).
The Dutch long-term monitoring record, starting in 1843,
shows that the central (Holland) coastline receded relatively
moderately (about 1 m year−1) throughout the 19th and 20th
centuries (van der Meulen et al. 2013). During this period,
the coastline became increasingly defended by groynes and
seawalls, which stabilised the coastline but resulted in
steepening of the nearshore zone and the shoreface. Moni-
toring data also show that major storms have caused inter-
ruptions of long-term trends. Short-lived and rapid recession
is commonly followed by extended post-storm periods of
little erosion or even recovery, after which erosion resumes
at the pre-storm rate (Fig. 3.34). Along the southwestern
estuarine coast, erosion is linked to nearshore channel
activity alongside island heads. Figure 3.35 shows long-term
coastal erosion in North-Holland reversed by large-scale
nourishment.
The west-Frisian islands fringing the Wadden Sea show
large spatial and temporal differences in coastal erosion and
accretion, similar to those observed along the German coast;
local processes clearly overprint the long-term regional trend
in coastal behaviour (Oost et al. 2012). Island growth and
dune development reflect sand supply from the ebb deltas
and shoreface, with episodes of rapid accretion linked to bars
merging with the islands. Coastal erosion and dune scarping
are associated with exposure to high-energy waves, as
ebb-tidal deltas shift, or to strong currents, as marginal flood
channels are forced toward the coast. The adjacent barrier
islands of Ameland and Schiermonnikoog showed opposite
behaviour during the last 150 years: Ameland receded and
extended only slightly in a longshore direction, whereas
Schiermonnikoog shifted seawards and accreted eastwards
by more than 6 km (Oost 1995).
In Belgium, beaches and dunes showed long-term erosion
until human intervention intensiﬁed (Charlier 2013). Cur-
rently, the dune foot is growing seaward in most places,
aided by sand nourishments and hard coastal-protection
structures (De Wolf 2002). Beaches behave more heteroge-
neously. West of Oostende, most are stable or show slight
accretion. East of Oostende, erosive, stable and accretionary
stretches alternate (De Wolf 2002).
In France, beach accretion is most usual southwest of
Dunkerque, beach erosion between Dunkerque and the
French-Belgian border (Bryche et al. 1993). Swell action is
responsible for coastline recession of about 0.75 m year−1
(Clabaut et al. 2000). Detailed topographic surveys of the
upper beaches and dune fronts fringing the French North Sea
indicate that periods of greater storminess do not necessarily
result in more rapid retreat or more general coastal erosion.
Here, coastline behaviour at a decade-to-century time scale
Fig. 3.32 West Jutland coastline advance/retreat rates for four periods
and corresponding nourishment volumes (2.5 million m3 year−1 is
represented by the large box). The ‘y’-axis is located along the coast as
in the sketch map; horizontal lines are at lagoon entrances (Sørensen
2013)
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also depends on occurrences of high water levels (Vasseur
and Héquette 2000), on local sediment budgets and on
nearshore bathymetry (Ruz and Meur-Férec 2004; Chaverot
et al. 2005). Although net loss of sediment from coastal
systems prevails, see Fig. 3.36 for example, some coastline
recession is counterbalanced by sand accumulation on top of
the dunes and on their land-facing slopes (Clabaut et al.
2000).
The North Sea coasts of England and Scotland are
dominated by cliffs and bluffs, with shorter stretches of
pebble beaches, several estuaries, dwindling tidal flats and
few dunes. The English areas at risk of erosion are mostly
those where the North Sea is fringed by beaches or bluffs
(Blott et al. 2013). Coastal erosion percentages are estimated
as 27 % for north-eastern England, 56 % for Yorkshire and
Humber, 9 % for Lincolnshire, 13 % for Norfolk to Essex
and 31 % for south-eastern England (EUROSION 2004).
Intertidal zones of saltmarsh and mudflat have been disap-
pearing at a typical loss rate of 1–1.5 % per year over a
period of more than 50 years. This loss is linked, though not
solely attributable, to coastal squeeze. The lateral recession
rates of coastal cliffs and bluffs vary with rock type (French
2001). In Scotland, most cliffs consist of resistant rock;
signiﬁcant erosion is limited to beaches.
Fig. 3.33 Annual rates of coastal change on the west coast of Sylt island from 1870 to 1951/52, and from 1951/52 to 1984 (Besch 1987)
Fig. 3.34 Long-term erosion of the western Dutch coast just north of
Bergen aan Zee, from annual monitoring data. The major effect of the
1953 record storm surge is clearly visible. It was followed by 20 years
of relative stability before the pre-storm trend of coastal erosion
continued (ﬁgure by Sytze van Heteren, Geological Survey of the
Netherlands)
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Frontal dunes along beaches show average erosion rates of
1 m year−1 (Pye et al. 2007). Bluffs are particularly common
in east Yorkshire, Humberside and East Anglia; they show
very variable spatial and temporal erosion patterns, a function
of complex glacial geology. Changes are episodic with no
discernible trend. At Dunwich, for example, phases of
accelerated coastal retreat (e.g. 1863–1880, 2.57 m year−1;
1903–1919, 3.53 m year−1) have alternated with periods of
relative stability (e.g. 1826–1863, 0.06 m year−1; 1882/3–
1903, 0.08 m year−1; Carr 1979). Landslides, protection by
shingle beaches, cliff or bluff material, pore-water pressure
and hydrodynamics all play a role (Brooks and Spencer
2010). These factors interact with longer-term drivers,
including shifts in dominant weather patterns and changes in
Fig. 3.35 Long-term coastal erosion at the Bergen aan Zee monitoring
station in North-Holland, reversed with the advent of large-scale
nourishment (vertical lines on the right) in the 1990s. The dune foot
(solid line) receded more than 100 m between 1850 and 1990, as
indicated by its distance to the beach pole. Similar patterns, although
more diffuse, are shown by the mean-high-water (dashed line) and
mean-low-water (dotted) lines (data from Deltares, ﬁgure by Sytze van
Heteren, Geological Survey of the Netherlands)
Fig. 3.36 Coastline evolution in the Bay of Wissant from 1949 to 2000 (left) and mean rates of coastline evolution for 1949–1977, 1977–2000
and 1949–2000 (right) (Aernouts and Héquette 2006)
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the rate of relative sea-level rise. As receding bluffs and cliffs
expose new material, they may steepen, flatten or even dis-
appear (Brooks and Spencer 2010). Feedbacks also operate.
Large landslides provide the steep coast with temporary
protection from the sea. Longshore drift of eroded sand and
gravel leads to net accumulation at nearby beaches.
The Holderness bluff coast (Fig. 3.37) was eroded by
more than 300 m in 150 years (Valentin 1954). At Happis-
burgh rates of erosion increased to average about 8 m year−1
in 1992–2004 (Poulton et al. 2006), signiﬁcantly faster than
the long-term averages of 0.9 m year−1 for North Norfolk in
1880–1967 (Cambers 1976; Thomalla and Vincent 2003),
2.3–3.5 m year−1 for Benacre–Southwold and 0.9 m year−1
for Dunwich–Minsmere in 1883–2008 (Brooks and Spencer
2010).
3.9.3 Offshore Morphology
3.9.3.1 History and Evidence
Long bathymetric time series (many decades to centuries)
are rare and generally localised in the context of port
approaches and dredging (for navigation) or aggregate
extraction. 200-year records of an ebb-tidal delta in the
Deben estuary, eastern England, and a 180-year record in the
outer Thames estuary, have been analysed (Burningham and
French 2006, 2011). Horrillo-Caraballo and Reeve (2008)
interpreted sandbank conﬁgurations off Great Yarmouth
using historic charts over a 150-year period. There are no
ﬁeld studies relating such series to climate-dependent factors
(e.g. wave heights).
Van der Molen et al. (2004) numerically modelled
millennial-scale morphodynamics of an idealised,
semi-enclosed, energetic tidal shelf sea with dimensions and
tidal characteristics resembling the Southern Bight of the
North Sea. Several local process studies have related mor-
phological change to wider-scale sediment transport and to
tides, wind-driven flows and waves, for example eight years
of current proﬁle monitoring at Marsdiep inlet, Netherlands
(Buijsman and Ridderinkhof 2008a, b) and a 1977–2003
sidescan sonar and multibeam backscatter record in the
German Bight (Diesing et al. 2006).
3.9.3.2 Features
The English Channel is shallow and tidally dominated with
waves mainly from the west-southwest during storms; it has
limited sediment sources and is marked by extensive
reworking of a relatively thin sediment cover (Paphitis et al.
2010). The central Channel seabed is covered by
coarse-grained material. Wide areas are occupied by
sand-sized sediments with various bedforms: ripples, sand-
waves, longitudinal bedforms and sandbanks. Fine-grained
sediments are conﬁned to coastal embayments, rias, estuaries
and open-coast intertidal flats (Paphitis et al. 2010).
Sandbanks occur widely in the North Sea (Knaapen
2009); they dominate the southern North Sea except near the
mouth of the Rhine. In some areas, bank crests comprise ﬁne
sand whereas troughs comprise material too coarse to be
moved by local tidal currents alone: such as
shoreface-connected ridges off the East Frisian barrier-island
coast (Son et al. 2012) and banks off Thorsminde (west
Denmark; Anthony and Leth 2002). Sand-waves also occur
widely, most commonly around sand banks. There is an
extensive ﬁeld of large sand-waves off the Netherlands.
3.9.3.3 Dynamics
Van der Molen (2002) modelled the influence of tides, wind
and waves on net sand transport in the present southern
North Sea. Results showed that wind-driven flow and waves
only contribute signiﬁcantly to net sand transport by tides
when acting together where tidal currents are small. How-
ever, various combinations of forcing dominate net sand
transport in different regions of the southern North Sea.
Tides dominate in the southern, middle and north-western
parts of the Southern Bight and in the region of The Wash.
Fig. 3.37 Cliff-top retreat rates at Holderness calculated in three
approximate 50-year periods. Areas defended in 2005 are in grey.
Retreat rates vary within each zone (Brown 2008)
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Tides, wind-driven flow and waves are all important in the
north-eastern part of the Southern Bight. Wind-driven flow
and waves dominate north of the Frisian Islands, in the
German Bight and on Dogger Bank. In the Channel, Rey-
naud et al. (2003) inferred predominant control by tidal
dynamics, with mobile sediments in the central and eastern
Channel, and longer-term influence of sea-level rise.
Contrasts in sand-wave character are related to differ-
ences in the relative importance of suspended load transport
and of tidal currents and waves near the bed (Van Dijk and
Kleinhans 2005; stronger tidal residual currents tend to cause
faster sand-wave migration, waves tend to flatten sand-wave
crests). In Marsdiep inlet, sand-waves typically migrate in
the flood direction and not necessarily with predicted bed-
load and suspended load transport; Buijsman and Rid-
derinkhof (2008b) hypothesised that advection of suspended
sand and lag effects may govern sand-wave migration.
Tidal sandbank height (60–90 % of water depth) and
shape are controlled by the mode of sediment transport and
hydrodynamic conditions (Roos et al. 2004). Bedload
transport under symmetrical tidal conditions leads to high
spiky banks. Proﬁles are lowered and smoothed by relax-
ation of suspended sediment, wind-wave stirring and tidal
asymmetry; this last factor also causes proﬁles to be asym-
metric. Thus strong tidal currents and their residuals, with
enhancement of bed stress by waves, are the main hydro-
dynamic agents for (long-term changes in) sandbank mor-
phology. Examples are off Great Yarmouth
(Horrillo-Caraballo and Reeve 2008), Westhinder sandbank
(Deleu et al. 2004) and Kwinte Bank (Giardino et al. 2010)
off Belgium, the outer troughs of shoreface-connected ridges
off the East Frisian barrier-island coast (Son et al. 2012).
Near the mouth of the river Rhine, freshwater outflow affects
the direction of tidal ellipses and residual flow, suppressing
the formation of open ridges (Knaapen 2009). Other studies
of local system dynamics (E-Supplement Sect. S3.4.1)
emphasise the role of tidal asymmetries with wave-enhanced
transport, and show that shoals evolve, in some cases
cyclically.
3.9.3.4 Evolution in Relation to Climate
Idealised simulations (Van der Molen et al. 2004) suggest
that a basin resembling the Southern Bight may be expected
to export sediment, deepen and expand by accumulation of
eroded sediment in the deeper waters to the north, owing to
asymmetry in the amphidromic tidal velocities. Sea-level
changes affect tidal wavelength, hence this sediment distri-
bution, and deepening reduces evolution rate. However,
changes in sea level and tides are small relative to average
water depths on time scales of decades to a century
(Sect. 3.4).
In practice, repeat surveys tend to show stability of larger
(kilometre-scale) features or patterns over periods of nine
months (off Thorsminde on the Danish west coast; Anthony
and Leth 2002), some years (e.g. Son et al. 2012) or even
decades (Diesing et al. 2006). There is no clear evidence of
any regionally coherent response to large-scale historical
forcing such as sea-level rise. However, harbour or dike
works and large-scale dredging induce wider change, such as
to Texel inlet (Elias et al. 2006) and Kwinte Bank
(Degrendele et al. 2010). Detecting abiotically-induced
climate-related changes in morphological evolution could
only be expected where the influence of storms and waves is
signiﬁcant in net sediment transport, namely in the
north-east of the Southern Bight (notably the German Bight)
and on Dogger Bank (van der Molen 2002).
Climate-related change is more likely where benthic
organisms play an important role in the development and
dynamics of bedforms, as so-called ‘ecosystem engineers’.
Although no ﬁeld studies exist that link changes in benthic
habitats and indicator species to bedform development and
mobility, an increasing number of modelling studies suggest
that such a link exists. Borsje et al. (2009) showed that
including the abundance of three dominant eco-engineers
(Lanice conchilega, Tellina fabula, Echinocardium corda-
tum) gives a more accurate prediction of sand-wave occur-
rence on the Dutch continental shelf than modelling without
biology. Very little work has been done on eco-engineers,
climate change and seabed morphology; this is an important
subject for future research.
3.10 Sea Ice
Natalija Schmelzer, Jürgen Holfort, Ralf Weisse
In the North Sea, ice does not form in every winter season.
Ice formation generally depends on the weather regimes
prevailing over Europe and their temporal stability, and on
the morphological characteristics of the North Sea.
Typically, in autumn and winter, prevailing westerly
weather regimes bring relatively mild air masses from the
Atlantic Ocean into the North Sea area. These weather
regimes also cause inflows of relatively warm, high-salinity
Atlantic water into the North Sea, preventing or delaying the
seasonal cooling of North Sea water and hence ice forma-
tion. By contrast, easterly weather regimes cause rapid
cooling of the water.
Large stationary high-pressure zones over northern
Scandinavia and the European polar seas, and stable
anti-cyclonic regimes over eastern Europe, are particularly
effective in this respect. The extent and duration of ice cover
in the North Sea are governed by the number, intensity, and
length of freezing periods and by the timing of their occur-
rence. The North Sea comprises open sea areas, Wadden Sea
areas, and tributaries; these play an important role in the
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development of ice conditions. Peer-reviewed literature on
long-term changes in sea-ice conditions in the North Sea is
sparse.
For the German North Sea coast, ice winters are classiﬁed
on the basis of the accumulated areal ice volume VAΣ (in
metres)
VAR ¼ 1n
X
j
X
k
ðNHÞjk ð3:1Þ
where n denotes the number of observations (stations); N is
the fractional ice concentration varying between 0 and 1; and
H represents ice thickness in metres at station k = 1…n on
day j when there is ice (Koslowski 1989). Available data
allow the classiﬁcation of different types of ice winter on the
German North Sea coast for the period 1897–2012
(Fig. 3.38).
In the past 52 years (1961–2012), 26 (50 %) winter
seasons on the North Sea coast were very weak or weak, 18
(35 %) were moderate and eight (15 %) were strong, very
strong or extremely strong. In comparison with the 116-year
time span shown in Fig. 3.38, the occurrence of extremely
strong and very strong ice winters has decreased while there
has been a simultaneous increase in winters with low
ice-cover conditions.
Ice formation on the tidal flats of the Wadden Sea nor-
mally begins in mid- to late January (BSH 2008). Ice-cover
duration varies widely, in space and time. In moderate ice
winters, ice occurs on 10–20 days in the sheltered inner
coastal waters of the North Frisian Wadden Sea, and on up
to 10 days in open navigation channels, which is comparable
to ice formation in the East Frisian Wadden Sea.
In strong and very strong ice winters, ice cover in the
sheltered navigation channels of the North Frisian Wadden
Sea lasts from 55 to 75 days on average, and in open nav-
igation channels from 45 to 55 days, similar to the East
Frisian Wadden Sea. In near-shore tidal flats, the most
common type of ice is fast ice or rafted/ridged ice; in outer
tidal flats, ice floes and slash or shuga predominate, kept in
motion by wind and tidal forces.
In the open part of the German Bight, the remaining heat
content of North Sea water in early winter is so large that ice
rarely forms. Shuga and ice floes occurred in offshore waters
to the west and northwest of Helgoland in about 8 % of all
winter seasons, being last observed in late January 1970 and
before that in February and March 1963; they do not origi-
nate near Helgoland but are carried there from the coastal
area by tidal currents and by easterly winds persisting for
long periods. In the offshore waters of the German Bight off
the North and East Frisian islands, ice forms only in very
strong or extremely strong ice winters.
Level ice thicknesses reach 10–15 cm in most winters,
15–30 cm in strong ice winters, and as much as 30–50 cm in
very strong ice winters. The higher ice thickness categories
are most likely to occur in February and early March. Ice
thickness data refer to level ice, which occurs primarily in
the form of ice cakes and small- to medium-sized floes.
A typical phenomenon caused by tidal influences in areas of
the Wadden Sea is rafting and ridging of initially level ice,
which may cause ice walls several metres high. In such
areas, floebits of about 1–3 m thickness comprising frozen
ice cakes and small to medium-sized floes of coarse com-
pacted ice are also likely to occur, especially in winters with
long freezing periods.
Thawing causes rapid retreat of ice in south-eastern North
Sea coastal areas. Westerly winds push warmer,
high-salinity North Sea water toward the coast, accelerating
the melting process started by meteorological influences. Ice
in south-eastern North Sea coastal waters normally melts
completely by the end of February. In very strong to
extremely strong ice winters during which maximum ice
formation is not reached until mid-February, the last rem-
nants of ice may melt as late as the end of March.
The frequency of ice occurrence has decreased since
1961, analogous to the development of ice conditions in the
western Baltic Sea (Schmelzer and Holfort 2012). Although
Fig. 3.38 Annual accumulated
areal ice volume VAΣ on the
German North Sea coast for 1897
to 2012 (update from http://www.
bsh.de/de/Meeresdaten/
Beobachtungen/Eis/
Eiswinter2010_11.pdf)
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there is presently a trend toward milder ice winters, strong to
extremely strong ice winters in the area of the western Baltic
Sea and North Sea are still likely in the future (Vavrus et al.
2006; Kodra et al. 2011).
3.11 Wadden Sea
Justus van Beusekom
3.11.1 Background
The Wadden Sea, fringing the coast of the south-eastern
North Sea, is the largest coherent tidal flat system of the
temperate world. Its outstanding geological and biological
importance makes it a world nature heritage site (Reise et al.
2010). The Wadden Sea is the result of the intricate interplay
of tidal forces, sediment supply and moderate sea-level rise
(Reise 2013). Since its beginning some 8000 years ago, the
Wadden Sea has been increasingly affected by humans
(Lotze et al. 2005). Around 1000 years ago, coastal people
started to transform the coast, ultimately embanking about
half of the original Wadden Sea (Reise 2005).
Owing to this coastal squeeze, hydrodynamic forces
increased leading to a loss of ﬁne material (Flemming and
Nyandwi 1994). Accelerated sea-level rise may also have
contributed to increased hydrodynamics and a loss of mud-
flats (Dolch and Hass 2008). Also, the estuaries intersecting
the Wadden Sea have dramatically changed due to diking
and dredging (Reise 2005).
The Wadden Sea receives large amounts of riverine fresh
water, either directly as (branches of) rivers debouch into it
(e.g. IJsselmeer, Ems, Weser, Elbe, Eider, Varde A) or
indirectly (especially from the Rhine and Maas). River water
from the Rhine and Maas is transported to the Wadden Sea
along with residual North Sea currents flowing predomi-
nantly anti-clockwise around the North Sea. Thus, nutrient
and contaminant loads can be imported into the Wadden Sea
and large amounts may be present. Given this background,
three interacting aspects of environmental quality are
addressed in this section: SPM, nutrients and contaminants.
3.11.2 Suspended Matter Dynamics
The Wadden Sea is characterised by relatively high SPM
concentrations compared to the North Sea. To maintain these
gradients, some type of accumulation process must be active
(Postma 1954). Earlier explanations focusing on Wadden
Sea processes included the biases described at the end of
Sect. 3.8 (see also Postma 1954; van Straaten and Kuenen
1957; Burchard et al. 2008). Biological interactions such as
ﬁlter-feeding or microphytobenthic microﬁlms (Staats et al.
2001; Andersen et al. 2010) increase the retention efﬁciency
of the Wadden Sea. Thus the Wadden Sea proper can be
regarded as an effective ‘keeper’ of SPM (van Beusekom
et al. 2012), at least on a seasonal scale.
The North Sea, on the other hand, can be seen as the
‘pusher’ (van Beusekom et al. 2012) of suspended
organic matter into the Wadden Sea via estuarine-type cir-
culation (see Sect. 3.8.5; Postma 1981). The Wadden Sea is
heterotrophic: locally-produced and imported organic matter
is remineralised (Postma 1984) as supported by carbon
budgets (van Beusekom et al. 1999). The ecological
importance of organic matter import from the North Sea for
the productivity of the Wadden Sea was discussed by Ver-
wey (1952).
Changes have occurred in SPM dynamics in the Wadden
Sea and its intersecting estuaries: De Jonge et al. (2014)
showed that dredging of the Ems estuary caused a regime
shift in hydrodynamics leading to hyperturbid conditions.
Dredging of the Rhine estuary and subsequent dumping
along the Dutch coast ultimately led to increased SPM
concentrations in the western Dutch Wadden Sea (de Jonge
and de Jong 2002). SPM dynamics were related to riverine
runoff and de Jonge and de Jong (2002) suggested that
increased runoff due to global climate change will enhance
SPM dynamics in the Dutch Wadden Sea.
3.11.3 Changes in Nutrient and Organic
Matter Dynamics
Riverine nutrient discharges are the main drivers of Wadden
Sea eutrophication. Historic nutrient concentrations for the
Rhine, compiled by van Bennekom and Wetsteijn (1990),
show a clear increase in concentrations after the Second
World War and a decrease since the mid-1980s due to the
implementation of wastewater treatment and better agricul-
tural practice (e.g. de Jong 2000) (see also Chaps. 11 and 13).
Increased nutrient availability has led to increased pri-
mary production and increased turnover of organic matter
and nutrients. Changes in primary production are demon-
strated by the Marsdiep time series (western Dutch Wadden
Sea) initiated by Cadée (Cadée and Hegeman 2002),
showing an increase in primary production until the 1990s
and then a decrease. Present levels are about 120–200 g
C m−2 year−1 in the western and northern Wadden Sea
(Loebl et al. 2007; Philippart et al. 2007). Most monitoring
programmes started in the 1980s or later, thus only docu-
menting changes after the maximum eutrophication had
occurred. Summer chlorophyll levels are a good proxy for
Wadden-Sea-wide eutrophication, correlating with riverine
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nutrient discharges (van Beusekom et al. 2009a) and
demonstrating a gradual decrease in eutrophication.
Changes in organic matter and nutrient turnover covering
both the increase and decrease in eutrophication are again
best demonstrated for the western Dutch Wadden Sea. De
Jonge and Postma (1974) documented a two- to three-fold
increase in phosphate and particulate and dissolved organic
phosphorus concentrations between the 1950s and 1972
(Fig. 3.39). Between 1961 (Postma 1966) and the 1990s,
autumn levels of ammonium and nitrite (indicating organic
matter turnover; van Beusekom and de Jonge 2002) also
increased about two- to ﬁve-fold depending on whether wet
years with high riverine loads or dry years with low riverine
loads are compared (Fig. 3.40). From the 1990s, dissolved
organic phosphorus levels and autumn ammonium and
nitrite levels have decreased (van Beusekom et al. 2009a;
van Beusekom and de Jonge 2012) as chlorophyll levels and
riverine nutrient loads generally decreased.
Since the mid-1980s, several monitoring programmes
have covered the entire Wadden Sea. These data document
large regional differences in eutrophication. In general,
levels are higher in the southern Wadden Sea than in the
northern Wadden Sea, but some overlap exists (van Beu-
sekom et al. 2009a). These differences are also captured by
summer chlorophyll levels (average May–September) and
autumn ammonium and nitrite levels (average September–
November) suggesting that both parameters are useful
proxies for describing Wadden Sea eutrophication. At a few
stations only, dissolved nutrients are monitored and show
the same spatial differences: high values in the Dutch
Wadden Sea and low values in the northern Wadden Sea
(Sylt; van Beusekom and de Jonge 2012).
The factors responsible for the regional differences are
not yet known. Van Beusekom et al. (2012) suggested two
possibilities: differences in the amount of imported organic
matter or the size of the receiving tidal basins. Evidence was
presented to show that the size of the receiving tidal basin, in
particular the distance between barrier islands and the
mainland, may lead to a dilution of the import signal,
whereas in narrow basins with a small distance between the
islands the imported organic matter is concentrated.
The general decrease in eutrophication has resulted in
lower chlorophyll levels and, in the northern Wadden Sea, to
a decrease in green macroalgae (van Beusekom et al. 2009a)
and has possibly contributed to an increase in seagrass
(Reise and Kohlus 2008).
3.11.4 Contaminants
Within the framework of the Wadden Sea Quality Status
Reports, Bakker et al. (2009) presented an overview of haz-
ardous substances. Dissolved heavy metal concentrations in
the Wadden Sea (mercury, cadmium, copper, zinc and lead)
are not monitored and the focus is on sediment contamination.
The main reduction in riverine heavy metal loads—the prin-
cipal source for the Wadden Sea—was during the 1980s and
1990s. Notable decreases were observed in the river Elbe after
the end of the GermanDemocratic Republic. Since then heavy
metal concentrations have remained similar or decreased
slightly. Sediment concentrations of mercury and lead still
pose a risk in a majority of Wadden Sea sub-regions.
Xenobiotic compounds in the Wadden Sea are a major
concern because most are persistent, bio-accumulative and
Fig. 3.39 Long-term changes in summer concentration of dissolved
organic phosphorus in the Marsdiep area (western Dutch Wadden Sea)
(ﬁgure by Justus van Beusekom after van Beusekom and de Jonge
2012)
Fig. 3.40 Mean autumn ammonium and nitrite (µM) during
pre-industrial times, in 1960–1962 (Postma 1966), in the ﬁve wettest
(1986–1988, 1994, 1995) and ﬁve driest (1991–1993, 1996, 1997)
years between 1986 and 1997, and in 2000–2006 in the western Dutch
Wadden Sea (ﬁgure by Justus van Beusekom after van Beusekom and
de Jonge 2002, updated with data from van Beusekom et al. 2009b).
For the latter three groups, the standard deviation is shown
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toxic (Bakker et al. 2009). In general, riverine inputs and
environmental concentrations have decreased. For instance,
a ban on tributyltin (TBT) has proved very successful, but
effects can still be observed, for example on snails. Poly-
chlorinated biphenyls (PCBs) are still widespread but con-
centrations are decreasing. Levels of lindane and DDT are
also decreasing, but occasional erosion of old deposits leads
to fluctuating concentrations in the Wadden Sea. Of partic-
ular future concern (as possible hormone disruptors) are
newly developed xenobiotics, which include flame retar-
dants, perfluorinated sulfonates and phthalates. These sub-
stances are not regularly monitored and little is known about
their ecological effects.
3.11.5 Relevance of Climate Change
Climate change is expected to affect the sediment compo-
sition of the Wadden Sea: directly by sea-level rise (e.g.
Dolch and Hass 2008) and indirectly by altered wind
regimes (de Jonge and van Beusekom 1995). It is an open
question whether sediment import into the Wadden Sea can
compensate for increased sea-level rise or whether the
Wadden Sea will ultimately drown (CPSL 2010). Never-
theless, sea-level rise will necessitate new strategies for
coastal protection with yet unknown consequences for dikes,
hydrodynamics and morphology (Reise 2013).
Climate change will drive complex and interacting effects
on Wadden Sea water quality. One aspect of climate change
is weather extremes. Extreme high river flows may transport
large amounts of toxic substances to the Wadden Sea
affecting ﬁlter feeders and ﬁsh (Einsporn et al. 2005).
Likewise, increased nutrient fluxes during high river flows or
extreme wet years lead to greater organic matter turnover
(Fig. 3.40). De Jonge and de Jong (2002) suggested that
increased river runoff will increase SPM levels in the
Wadden Sea.
Higher temperatures will have complex and interacting
effects on organic matter turnover in the Wadden Sea (Reise
and van Beusekom 2008). For instance, higher temperatures
enhance zooplankton dynamics (Martens and van Beusekom
2008) but suppress spring phytoplankton blooms through
enhanced grazing (van Beusekom et al. 2009a). In general,
higher temperatures are expected to enhance organic matter
turnover with as yet unknown effects on the Wadden Sea
food web.
3.12 Summary
In general, temperature variability on all time scales to
multi-decadal tends to obscure longer-term trends. This
variability is probably a greater source of uncertainty than
lack of surface temperature data. Nevertheless, evidence of
exceptional warming, especially since the 1980s, is very
strong. In adjacent Atlantic waters (Faroe-Shetland Channel)
and the northern North Sea, there has been a positive tem-
perature anomaly of more than one standard deviation in
most years since the mid-1990s; more than two standard
deviations in a majority of years between 2002 and 2010
(Hughes et al. 2011). The temperature rise is not uniform in
space, with largest rises (exceeding 1 °C since the end of the
19th century) in the south-east. Models provide some evi-
dence of increasing duration of summer stratiﬁcation away
from estuarine outflow regions.
Shorter-term variations in salinity exceed any
climate-related changes.
The Atlantic Meridional Overturning Circulation is very
variable with no clear trend to date. However, changes in
northern inflow to the North Sea correlate with changes in
the NAO. Otherwise currents are highly variable on various
time scales (tides, winds, seasonal density), and one storm
can be signiﬁcant compared to a year’s integrated transport.
The evidence is strong, coming from models as much as
from measurements; however, observations are sparse at any
one time and brief relative to climate-change time scales.
Over the past 100 to 120 years, absolute mean sea level in
the North Sea rose by about 1.6 mm year−1, comparable to
the rates of global mean sea-level rise. Extreme sea levels
have increased over the past 100–150 years in the North Sea,
mainly due to a rise in mean sea level. Evidence for changes
in sea level is very strong. Waves and storm surges (resulting
from the weather) show pronounced variation on time scales
of years and decades but no substantial long-term trend.
Carbon dioxide, pH and nutrients basin-wide are influ-
enced by the circulation pattern, especially inflow from the
Atlantic, local weather conditions (correlating with the
NAO) and properties of component water masses. However,
measurements on long time scales relating to climate change
are only local, made close to the coast and affected by strong
offshore gradients. There is net CO2 uptake from the atmo-
sphere, attributable to areas stratiﬁed in summer. The North
Sea is a net nitrogen sink for the Atlantic. Model results
suggest a long-term decrease in pH with relatively large
variability due to shorter-term changes of circulation.
Higher temperatures tend to reduce oxygen concentra-
tions near the surface; at depth, concentrations depend on
vertical mixing for which variable weather is an important
driver where depletion is a concern.
Suspended matter and turbidity are very variable, influ-
enced by river inputs, seasons, tidal resuspension and
advection (spring-neap modulation), waves and stratiﬁca-
tion. The North Sea is generally turbid in the unstratiﬁed
south with transport to the north-east.
Coastal erosion is extensive but irregular; where it occurs,
long-term rates are often 1 m year−1 or more. Some sectors
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accrete. Climate-related change in evolving morphology is
not yet known.
Ice occurrence is restricted to shallow waters of the
southern and eastern North Sea and has decreased over the
last 50 years. Nevertheless, some severe ice winters are still
expected in future.
In the Wadden Sea, higher temperatures are expected to
enhance organic matter turnover.
Much work has focused on detecting long-term change in
the North Sea region, either from measurements or model
results. In other regions, there have been attempts to attribute
such changes to, for example, anthropogenic forcing (e.g.
Barkhordarian et al. 2012). However, comparable studies are
still missing for the North Sea. Such studies are urgently
needed to assess consistency between observed changes and
current expectations, in order to increase the level of conﬁ-
dence in projections of expected future conditions.
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4Recent Change—River Flow
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Abstract
This chapter reviews recent trends and variability in river flows to the North Sea. The main
contributors are the River Elbe and the River Rhine. In addition to these large rivers many
smaller rivers also discharge into the North Sea. However, by far the biggest contributor is the
Baltic Sea outflow. Observation records for the major rivers draining into the North Sea are
relatively long, while records for the smaller rivers are typically much shorter. Variability in
flow is dependent on variations in weather—mainly precipitation and temperature—from year
to year, but also on a wide range of direct and indirect human interventions in the North Sea
basin. Rivers draining into the North Sea show considerable interannual and decadal variability
in annual discharge. In northern areas this is closely associated with variation in the North
Atlantic Oscillation, particularly in winter. Discharge to the North Sea in winter appears to be
increasing, but there is little evidence of a widespread trend in summer inflow. Higher winter
temperatures appear to have led to higher winter flows, as winter precipitation increasingly falls
as rain rather than snow. To date, no signiﬁcant trends in response to climate change are
apparent for most of the individual rivers discharging into the North Sea.
4.1 Introduction
The waters flowing into the North Sea from the surrounding
land masses add 296–354 km3 of fresh water to the North
Sea each year. The main contributors are the River Elbe and
the River Rhine. In addition to these large rivers a great
number of smaller rivers also discharge into the North Sea
(Table 4.1). However, by far the biggest contributor to the
North Sea is the Baltic Sea. Discharging about 470 km3
year−1 this fresh water inflow exceeds the total contribution
from the entire North Sea catchment area.
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Climate change is expected to affect the hydrological cycle
and so will alter fresh water inflow to the North Sea (see
Chaps. 5 and 7). In northern Europe, a trend has been observed
towards more intense winter precipitation (EEA 2008, 2012).
More inflow to the North Sea in winter is therefore expected.
Change in annual discharge is the usual variable assessed in
relation to freshwater flow, but because rivers also transport vast
quantities of sediment, nutrients and contaminants, climate
change impacts in coastal areas will also result from changes in
river regime and in the magnitude and timing of high and low
flows. Short periods of high river flow can transport large
sediment, nutrient and contaminant loads to the North Sea. This
may affect coastal water quality and thus the functioning of
coastal ecosystems (see Chap. 7). Although the total loads
carried into the North Sea during periods of low flow may be
small, nutrient and contaminant concentrations can be high.
Meanwhile saline water can penetrate estuaries much further
upstream as the river flow is less able to restrict its ingress. As a
result, this chapter addresses observed changes in average
annual flow as well as in high and low flows. As the rivers
Rhine and Elbe and the Baltic Sea outflow contribute most of
the fresh water, the focus is on observed changes in these inputs.
4.2 Detecting and Attributing Trends
Detecting and attributing temporal and spatial trends in
river flow needs long records. Flow measurements based
on water level gauges started in the 18th century in Eur-
ope, while more extensive monitoring networks of the
European rivers were established only towards the end of
the 19th century (Brazdil et al. 2006). Historical docu-
mentary sources such as newspapers, diaries, economic
records, and log books may be used to reconstruct change
occurring before the start of the instrumental record as
these often report the occurrence and date of extreme
events (Buisman 1996, 1998, 2000, 2006; Pﬁster 1999).
Change occurring prior to the historical period must be
reconstructed from the geological record.
According to Glaser and Stangl (2003) the frequency of
floods has changed considerably over the past 700 years in
central Europe. They concluded that flood frequency has
higher natural variability than would be expected from
present-day observations.
The records of discharge measurements for many of the
major rivers draining into the North Sea are long—spanning
several decades—while river flow records in smaller catchments
are relatively short, and the longest records are clustered in
speciﬁc regions (Hannaford et al. 2013). As changes over time
in flow regimes are often a complex function of different trends
and patterns of variability in the many parts of a catchment it is
therefore difﬁcult to characterise and understand reasons for
interannual variability in river flow from observations alone. It
is possible to ‘ﬁll in the gaps’ using river flow simulated by a
global or regional hydrological model driven by gridded climate
input data (e.g. Jones et al. 2006). Stahl et al. (2012) used an
ensemble of gridded hydrological models to simulate past
variations in river flow across Europe. They demonstrated that
although there were differences between models, they did
reproduce the observed trends in the areas where there were
data, and therefore that the broad spatial patterns of variability
simulated by the models were robust. Stahl et al. (2012) noted,
however, that the models tended to perform less well in those
parts of Europe affected by snowfall and snowmelt. Also, that
the models did not take account of human intervention within
the catchment areas, which has substantially affected flow
regimes in many of the rivers draining into the North Sea. As a
result, Stahl et al. (2012) concluded that models should only be
used to simulate ‘natural’ patterns of variability over time.
The large interannual variations in average, low and high river
flow make it difﬁcult to establish trends in hydrological data series
(e.g. Wilby 2006; Conway 2013; Hannaford et al. 2013). Even in
the well-instrumented basins of the rivers Elbe and Rhine, where
records are available for 100 years or more, trends are easily
obscured by the variability (Diermanse et al. 2010; Bormann et al.
2011), and so the length of the observation record can signiﬁcantly
affect the ability to identify trends over time. Attributing observed
trends to changes in climate or other factors is even more difﬁcult
Table 4.1 Main sources of fresh water inflow to the North Sea (adapted from OSPAR 2000)
Discharge (km3 year−1) Catchment area (km2)
Norwegian North Sea coast 58–70 45,500
Skagerrak and Kattegat coasts 58–70 102,200
Danish and German coasts (Elbe) 32 219,900
Dutch and Belgian coasts (Rhine, Meuse and Scheldt) 91–97 221,400
English and French Channel coasts (including Seine) 9–37 137,000
English east coast (including Tyne, Tees, Humber, Thames) 32 74,500
Scottish coast (including Forth) 16 41,000
Total North Sea region (excluding the Baltic Sea) 296–354 841,500
Baltic Sea 470 1,650,000
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because climate change effects are complex and changes in catch-
ment conditions including land use and human interventions occur
simultaneously. Some opposing effects of climate change—such as
increasing precipitation and increasing evaporation—may cancel
each other out, while other effects may have major consequences for
river discharge. For example, in the case of the River Rhine where
increasing precipitation may have led to higher peak flows, and
where canalisation and a reduction in floodplain areas have steep-
ened the peak flows (e.g. Engel 1997, 1999; CHR/KHR 1993; Ebel
and Engel 1994). The effect of changes in land use on peak flow
magnitude and frequency is another issue of ﬁerce debate (e.g.
O’Connell et al. 2007). According to Pﬁster et al. (2004), changes in
land use, particularly urbanisation, can have signiﬁcant local effects
in small river basins (headwaters) with respect to flooding, espe-
cially during heavy local rainstorms. In the larger basins of the rivers
Rhine and Meuse, however, there is no evidence that land-use
change has had signiﬁcant effects on peak flow in these rivers
(Pﬁster et al. 2004). Water abstraction can also affect natural trends
in flow variability and may even reverse them, as it is indicated in
Fig. 4.1 which shows trends in minimum flow for the lower River
Thames since the late 19th century (Hannaford and Marsh 2006).
The gauged flow indicates a decreasing trend, with the decline in
low flow primarily attributable to the seven-fold increase in
abstraction upstream of the gauging station, to meet much of
London’s water needs. Minimum flow corrected for abstraction
(here termed ‘naturalised’ flow) shows the opposite trend, and
suggests an almost 40 % increase in low flow since the late 19th
century.
The sensitivity of river basins to climate change differs
from basin to basin. Lawrence and Hisdal (2011) found
climate impact effects on peak flows in Norway to depend on
the size of the catchment and the river regime: sensitivity to
climate change reduces as catchment size increases and the
contribution of snowmelt and melt from glaciers (relative to
rainfall) to flow peaks increases. Coastal catchments in
south-western Norway are particularly sensitive to changes
in climate.
4.3 Observed Changes in Annual
and Seasonal Flow
4.3.1 River Rhine
Compared to the extensive literature on future projections of
River Rhine discharge, there are relatively few studies on
changes in discharge during the instrumental record. The
most recent international study was conducted by the
International Commission on the Hydrology of the River
Rhine (Belz et al. 2007; Belz 2010). This investigated dis-
charge from the various regions using data from 38 main
gauges. Each gauge measured daily mean discharge in a
sub-catchment of the River Rhine. The longest time series
covered the period 1901–2007 and the shortest started in
1951. On the basis of data from the Lobith gauging station
near the German-Dutch border (Rhine-km 862.2), Belz et al.
(2007) concluded that the observations show a clear increase
in average discharge in winter (December to February) over
the last century. At the Lobith gauging station over the
period 1901–2000 this increase in winter amounts about
12 %, from an average of 2300–2600 m3 s−1. In fact, the
same trend of increasing winter discharge appears in nearly
Fig. 4.1 Linear trends and the
locally-weighted regression
(Loess) smoothing curve for the
30-day minimum-flow time series
on the River Thames at Kingston
in southwest London, contrasting
gauged (upper) and naturalised
(lower) flow records (from
Hannaford and Marsh 2006,
modiﬁed)
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all sections of the River Rhine (Belz et al. 2007). There
appears to be a slight increasing trend in annual discharge
for the Rees gauge in the lower Rhine which is shown in
Fig. 4.2. This trend is signiﬁcant at the 80 % level for a
Mann-Kendall test (Belz et al. 2007). In summer a few
gauges in the upper Rhine section show signiﬁcant (at the
80 % level for a Mann-Kendall test) declining trends (Belz
et al. 2007). Belz et al. (2007) attributed the changes in
winter discharge to an increase in the amount of winter
precipitation. An increase in winter precipitation in the
Rhine catchment has been reported by many studies (Cas-
pary and Bardossy 1995; Blochliger and Neidhofer 1998;
Konnen 1999; Uhlenbrook et al. 2001). Higher temperatures
leading to more precipitation falling as rain rather than snow
have also led to an increase in winter discharge. The ﬁndings
of Belz et al. (2007) are summarised schematically in
Fig. 4.3.
4.3.2 River Elbe
Mudersbach et al. (2013) calculated the cumulative annual
discharge at the Neu Darchau gauging station on the River Elbe
(Elbe-km 536), about 75 km southeast of Hamburg for the
period 1875–2013 (Fig. 4.4). They found no signiﬁcant
long-term trend, but did ﬁnd strong decadal variability. This
long-term variability was also reported by Ionita et al. (2011),
who analysed annual mean discharge at the Neu Darchau sta-
tion based on mean monthly discharge data for the period
1902–2002. They found strong decadal variability with a
dominant period of 20 years. Analysing different River Elbe
discharge data series from the Dresden gauge downstream to
the Neu Darchau gauge, Markovic and Koch (2006) identiﬁed
statistically signiﬁcant low frequency oscillations with periods
of 7.1 years and 10–14 years occurring in addition to the
seasonal cycle, indicating the occurrence of extended dry and
wet periods.
4.3.3 River Meuse
Min (2006) analysed the reconstructed discharge series at the
Monsin gauging station on the River Meuse, Belgium, for
the period 1912–2002, investigating both a long-term
(1912–2002) and shorter term period (1950–2002). Aver-
age discharge over the long-term was 270 m3 s−1 (de Wit
et al. 2001). For the average annual discharge (see Fig. 4.5),
neither a change-point nor a trend was found in either record
Fig. 4.2 Annual mean river discharges over the 20th century, nine-year
moving average and trend (using the sum of errors method—FQS—
signiﬁcant at a 80 %-level Mann-Kendall-test) for the lower Rhine at the
Rees gauge (adapted from Belz 2010)
Fig. 4.3 Changes in average annual discharge for the Rhine basin
through the 20th century (translated from Belz et al. 2007)
Fig. 4.4 Total annual discharge at the Neu Darchau gauging station on
the River Elbe (Elbe-km 536) for the period 1875–2013 (Mudersbach
et al. 2013)
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(de Wit et al. 2001; Min 2006). However, a slight increase in
average spring discharge was seen between 1978 and 1989
(mainly March), and a decrease in average autumn discharge
from 1933 onwards. The increase in average spring dis-
charge could be attributed to an increase in precipitation, and
thus to climate variability rather than to land-use change or
climate change (Min 2006).
Ward (2009) suggested that discharge in the Meuse basin
was higher during the 20th century than in previous cen-
turies, identifying a 2.5 % difference between average
annual discharge in the 19th and 20th centuries and an even
greater difference relative to earlier centuries. Ward (2009)
attributed the difference in annual average discharge between
the 19th and 20th centuries to climate change, since there
was little change in land use over this period.
4.3.4 UK Rivers
Hannaford and Marsh (2006) and Hannaford and Buys
(2012) applied trend tests to time series of discharge and
measures of low flow in UK rivers. They reported little
variability in discharge and low flow since the early 1960s.
However, an increasing trend in annual discharge was
apparent for some catchments in Scotland.
Figure 4.6 shows seasonal discharge (summer, winter)
for six ‘large’ UK rivers discharging into the North Sea.
Although there are no clear long-term trends, considerable
decadal variability is apparent. Table 4.2 shows the coefﬁ-
cient of variation in seasonal discharge from the six rivers
(calculated over the common period 1970–2011). Variability
is lowest in northern rivers and highest in the rivers draining
southern England. In the northern rivers variability is
greatest in summer, while in the southern rivers variability is
greatest in autumn. Interannual variability in winter dis-
charge in Scotland (River Tay) is strongly related to the
NAO, but the correlations are less strong further south.
4.3.5 Scandinavian Rivers
In Scandinavia, both the seasonal river discharge and the ice
regime are strongly influenced by large-scale atmospheric
circulation processes over the North Atlantic that are closely
correlated with the NAO index (HELCOM 2013). Reported
changes in average annual flow from the Norwegian and
Kattegat coasts are small. A slight increase in discharge was
reported by Hellström and Lindström (2008) which they
attributed to a slight increase in annual precipitation. How-
ever, higher temperatures lead to less snowfall, earlier snow
melt and thus to shifts in river regime where flow in winter
tends to increase.
4.3.6 Inflow from the Baltic Sea
Long-term data series on the inflow of water from the Baltic
Sea to the North Sea are lacking as measurements of this
inflow are not made. Overall, it may be assumed that the
total river discharge into the Baltic Sea is a good
Fig. 4.5 Annual average
discharge in the River Meuse near
Monsin (Meuse-km 586) for
1912–2000 and selected
tributaries. Note a logarithmic
scale is used for the tributaries
(adapted from Min 2006)
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approximation for the lower bound of water inflow into the
North Sea since precipitation over the Baltic Proper is on
average higher than evaporation (typically between 10 and
25 %; see study summaries by Omstedt et al. 2000, 2004;
Hennemuth et al. 2003; Leppäranta and Myrberg 2009).
Mean annual river discharge into the Baltic Sea is reported
by different observational studies as between 470 and
485 km3 year−1 for the past century (Cyberski and Wró-
blewski 2000; Hansson et al. 2011). According to Omstedt
et al. (2004) net outflow to the North Sea, excluding the
Kattegat and Belt Sea water budget, is around 15,500 m3 s−1
(corresponding to 488 km3 year−1) with an interannual
variability of ±5000 m3 s−1.
Figure 4.7 shows observed and reconstructed annual total
river discharge to the Baltic Sea during the 20th century.
Decadal and regional variability is large, but no signiﬁcant
long-term change has been detected in total river discharge
to the Baltic Sea during the last 500 years (Hansson et al.
2011).
Fig. 4.6 Mean discharge in summer (left) and winter (right) for selected UK rivers draining into the North Sea. Data from the UK National River
Flows Archive (www.ceh.ac.uk/data/nrfa)
Table 4.2 Coefﬁcient of variation in seasonal flows for six UK rivers that discharge into the North Sea (1970–2011) and the correlation between
winter flow and the strength of the winter North Atlantic Oscillation (NAO) index
River (north to south) Winter (DJF) Spring (MAM) Summer (JJA) Autumn (SON) Annual Correlation between winter
flow and the NAO index
Tay at Ballathie 0.26 0.27 0.39 0.30 0.16 0.71
Tweed at Norham 0.23 0.29 0.56 0.41 0.21 0.20
Yorkshire Ouse at Skelton 0.28 0.39 0.52 0.46 0.22 0.24
Trent at Colwick 0.30 0.35 0.39 0.46 0.22 0.11
Bedford Ouse at Bedford 0.44 0.51 0.54 0.79 0.33 −0.02
Thames at Kingston 0.48 0.47 0.72 0.77 0.36 0.01
Data from the UK National River Flows Archive (www.ceh.ac.uk/data/nrfa)
Fig. 4.7 Observed (blue and red lines) and reconstructed (black line) total river discharge to the Baltic Sea over the 20th century (adapted from
Hansson et al. 2011)
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Owing to climate change in the Baltic Sea basin, Störmer
(2011) expected an increase in water temperature, a decrease
in salinity and a decrease in summer river discharge. Analysis
of discharge sensitivity to temperature indicates that the
southern Baltic Sea basin may become drier with rising air
temperature (Omstedt et al. 2014). Based on reconstructions,
Hansson et al. (2011) concluded that total annual river dis-
charge to the Baltic Sea has decreased by 3 % for each 1 °C
rise in air temperature over the past 500 years (see also
Omstedt et al. 2014). HELCOM (2013) reported that this
increase is not due to the large decadal and regional vari-
ability in discharge. HELCOM (2013) also reported
increasing trends in annual, winter and spring stream flow,
but found no trend for autumn. The shift in discharge towards
the winter period was attributed to rising temperature.
Changes (trends and variability) in inflow from the Baltic
Sea largely depend on changes in river discharge. Wilson
et al. (2010) analysed a dataset of 151 streamflow records
from the Nordic countries and found an increase in
streamflow over the periods 1920–2005, 1941–2005 and
1961–2000 in the annual data and the winter and spring data.
Trends identiﬁed in summer flows differed between the three
periods, whereas no trend was found for autumn. In all three
periods, a signal towards earlier snowmelt-driven high flows
was clear, as was the tendency towards more severe low
flows in summer in southern and eastern Norway. These
trends in streamflow result from changes in both temperature
and precipitation, although the temperature-related signal is
stronger than the influence of precipitation. Changes in the
observed annual and seasonal discharge from rivers in the
Baltic Sea catchment were discussed by Käyhkö et al.
(2015). They concluded that statistically signiﬁcant
increasing trends were apparent in annual river discharge
and winter discharge due to the rise in air temperature and
subsequent snowmelt, while spring discharge had decreased
due to less snow available.
4.4 Observed Changes in Peak Flow
and Low Flow
Owing to the increased attention to flood risk more studies
are now investigating trends in the frequency and magnitude
of peak flows than in changes in average or low flows.
4.4.1 River Rhine
Toonen (2013) examined the lower Rhine flooding regime
between 1350 and 2011 and found no permanent change
over this period, but did mention the non-stationarity of the
series. There appeared to be more frequent minor floods
during the Little Ice Age (AD 1550–1850). Devastating
floods in this period were associated with ice jams, but
events of extreme discharge were not recorded (Toonen
2013).
Several authors have reported a noticeable increase in
flow peak frequency in the Rhine basin over the past
100 years (Pﬁster et al. 2004; Pinter et al. 2006; Belz et al.
2007; Diermanse et al. 2010). Pinter et al. (2006) found a
statistically signiﬁcant increase in the frequency of flow
peaks ranging from >5000 to 7500 m3 s−1 at nine gauges in
Germany. These gauges have records of 50 years of nearly
continuous daily water level and discharge observations.
Increase in frequency for the very large peak flows
(>8000 m3 s−1) is difﬁcult to detect with high (>90 %)
conﬁdence because of the relatively small number of these
extreme events during the last century. Diermanse et al.
(2010) found the increase in annual maximum discharge for
the Lobith gauge (running from 1901 to 2003) to be
8 m3 s−1 per year over the observation period (or 13 % of
the average annual maximum), but this trend was not sta-
tistically signiﬁcant for four different tests (Pearson t-test,
Spearman’s rank correlation test, Mann-Kendall test and
Wilcoxon-Mann-Whitney test). The signiﬁcance levels of
the tests were between 15 and 32 %.
This recent increase in peak flow is attributed to the
increase in winter precipitation and increased snow melt in
winter (Pﬁster et al. 2004; Belz et al. 2007) and to an
increase in westerly atmospheric circulation types (Pﬁster
et al. 2004).
4.4.2 River Elbe
Mudelsee et al. (2003) investigated discharge data sets for
the past 80–150 years in the rivers Elbe and Odra basin. For
the River Elbe (Dresden gauge), they found a decreasing
trend in winter peak flows which they attributed to fewer ice
damming events. Summer peak flows do not show any
signiﬁcant trend. Mudelsee et al. (2003) analysed floods in
the rivers Elbe and Odra over the past 500 years focusing on
relations with large-scale atmospheric circulation over Eur-
ope. They found signiﬁcantly decreasing trends in winter
peak flows in both rivers but no signiﬁcant trends in summer
peak flows during the 20th century.
In a study based on data from 78 gauges across Germany,
Bormann et al. (2011) found no signiﬁcant trends in different
flood parameters. They found trends of different sign along
the Elbe and emphasised the strong dependence of the trend
on the underlying record length.
Analysing discharge for the period 1875–2011 at the Neu
Darchau gauge, Mudersbach et al. (2013) found some evi-
dence of an increase in the number of years with high annual
flows over the past few decades. This study included trend
analysis of six different flood indicators: annual maximum
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floods, annual winter and summer maximum flows, the
two-largest flow peaks per year and two peak-over-threshold
time series. They found a downward trend in frequency of
winter peak discharges and no trend in frequency of summer
peak discharges. However, with the exception of one
peak-over-threshold time series, none of the trends were
signiﬁcant at the 95 % conﬁdence level.
Changes in low flows have received less attention than
changes in peak flows. Belz et al. (2007) reported a redis-
tribution of summer discharge to winter in the Alpine region
of the River Rhine but that this disappeared further down-
stream. For the River Elbe, IKSE (2012) conducted a trend
analysis over the period 1961–2005 using different gauging
stations. They found different trends at different stations and
the trends could not be attributed to the slightly increasing
trend in precipitation. They concluded that other human
influences such as the operation of large storage reservoirs,
especially those of the Moldau cascade were probably
responsible for the changes in river flow.
4.4.3 River Meuse
Peak discharges have also increased in magnitude and fre-
quency over the last century in the River Meuse (de Wit
et al. 2001; Min 2006; Ward 2009; Diermanse et al. 2010).
Diermanse et al. (2010) found an increasing trend in annual
maximum discharge for the Borgharen gauge (running from
1911 to 2003) of 3.4 m3 s−1 per year over the observation
period (or 23 %). The signiﬁcance levels of the tests were
between 10 and 22 %. Min (2006) and Ward (2009) studied
the period after 1984, analysing maximum winter discharges
using a peak-over-threshold method, and found a statistically
signiﬁcant increase for this period.
4.4.4 UK Rivers
Hannaford and Marsh (2006) and Hannaford and Buys
(2012) found no signiﬁcant trends for low flow in UK rivers.
They did ﬁnd signiﬁcant increasing trends for low flows over
the period 1973–2002 but these were influenced by a
sequence of notably dry years at the start of the study period
and were not observed over the most recent 40-year
period analysed. Jones et al. (2006) concluded that for the
period 1885–2002, there were relatively few low flow
periods in UK rivers between 1980 and 2002. There are
some indications of an increasing frequency of peak flows in
many catchments (Hannaford and Buys 2012), especially in
upland areas, but there is considerable year-to-year
variability and the strength of trends is very dependent on
the length of record used.
4.4.5 Scandinavian Rivers
With respect to the Scandinavian region, peak flow fre-
quency and intensity differ over time (Lindström and
Bergström 2004; Thodsen 2007). Some studies suggest a
slight increase in flood discharge but according to overview
studies covering many rivers there is no statistically signif-
icant trend over the last century (Forland et al. 2000 for
Norway; Hyvarinen 2003 for Finland; Lindström and
Bergström 2004 for Sweden; Bering Ovesen et al. 2000;
Thodsen 2007 for Denmark).
4.5 Conclusions
This chapter reviews the main trends and variations in river
flows to the North Sea based on observations from the many
gauges throughout the catchments draining into the North
Sea. Most of the inflows are from a small number of large
river basins, and the overall trends and variability in dis-
charge from these large rivers are the combined effects of
much variability in the different parts of the basin. Vari-
ability in river flow over time is dependent on variations in
the weather—mainly precipitation and temperature—from
year to year, as well as on a wide range of direct and indirect
human interventions within the basin. Direct interventions
include the construction of reservoirs along the river network
and the abstraction and return of water for domestic,
industrial and, to a much lesser extent, agricultural purposes.
Indirect interventions include changes in land use. Although
data records for the major rivers draining into the North Sea
are relatively long, records for the smaller rivers are typically
much shorter.
Analyses of observed flow records lead to three broad
conclusions. First, there is considerable interannual and dec-
adal variability in river flow in all areas draining into the North
Sea. In northern areas this is closely associated with variation
in the strength and direction of the NAO index, particularly in
winter. Second, there are some indications of increasing dis-
charge to the North Sea in winter, but little evidence of a
widespread trend in summer; the magnitude of the trend,
however, appears to depend on the length of record used and
the technique used to estimate trends. Third, there is evidence
that higher winter temperatures have led to increased winter
river flow particularly to the Baltic Sea, as winter precipitation
increasingly falls as rain rather than snow.
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To date, no signiﬁcant climate-related trends have been
shown for most of the rivers discharging into the North Sea.
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Abstract
Several aspects describing the state of the atmosphere in the North Sea region are considered
in this chapter. These include large-scale circulation, means and extremes in temperature and
precipitation, cyclones and winds, and radiation and clouds. The climate projections reveal
several pronounced future changes in the state of the atmosphere in the North Sea region,
both in the free atmosphere and near the surface: ampliﬁcation and an eastward shift in the
pattern of NAO variability in autumn and winter; changes in the storm track with increased
cyclone density over western Europe in winter and reduced cyclone density on the southern
flank in summer; more frequent strong winds from westerly directions and less frequent
strong winds from south-easterly directions; marked mean warming of 1.7–3.2 °C for
different scenarios, with stronger warming in winter than in summer and a relatively strong
warming over southern Norway; more intense extremes in daily maximum temperature and
reduced extremes in daily minimum temperature, both in strength and frequency; an increase
in mean precipitation during the cold season and a reduction during the warm season; a
pronounced increase in the intensity of heavy daily precipitation events, particularly in
winter; a considerable increase in the intensity of extreme hourly precipitation in summer; an
increase (decrease) in cloud cover in the northern (southern) part of the North Sea region,
resulting in a decrease (increase) in net solar radiation at the surface.
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5.1 Introduction
Wilhelm May
Projections of future climate change are obtained from
simulations with global coupled as well as regional climate
models (GCMs and RCMs, respectively). In these projec-
tions, concentrations or emissions of the well-mixed green-
house gases and of the anthropogenic aerosol load are
prescribed according to different scenarios, which take dif-
ferent possibilities for future developments into account. For
the Fourth Assessment Report (AR4) of the Intergovern-
mental Panel on Climate Change (IPCC), these scenarios
were based on the assumptions of the Special Report on
Emission Scenarios (SRES; Nakićenović et al. 2000), while
for the Fifth Assessment Report (AR5) the newly developed
Representative Concentration Pathways (RCPs; Moss et al.
2010; van Vuuren et al. 2011) were applied. The RCP sce-
narios differ from the SRES scenarios in that they assume
different pathways to speciﬁc targets of the radiative forcing
by the end of the 21st century. The two families of scenarios
were also applied in the Coupled Model Intercomparison
Project (CMIP), the SRES scenarios in phase 3 (CMIP3;
Meehl et al. 2007a) and the RCP scenarios in phase 5 of the
project (CMIP5; Taylor et al. 2012).
In the contributions of IPCCWorking Group I to AR4, the
projections of future climate change based on the SRES
scenarios are presented in two different chapters, one
addressing the global aspects of climate change (Meehl et al.
2007b) and one covering the regional aspects (Christensen
et al. 2007). In the latter, the projected changes in climate are
described separately for different continents and/or regions,
including Europe. In 2012, the AR4 was complemented by
the IPCC Special Report on climate extremes (SREX), where
among others the observed and projected future changes in
different kinds of extreme climate events were assessed
(Seneviratne et al. 2012). In Table 3.3 of the latter report, the
projected future changes in temperature and precipitation
extremes were summarised for different regions, including
northern, central and southern Europe. Also in 2012, the
European Environment Agency (EEA) published a report on
climate change, impacts and vulnerability in Europe, cover-
ing several aspects of climate and climate change (EEA
2012). In particular, the report includes references to several
scientiﬁc publications based on future climate projections
originating from a multi-model ensemble of RCM simula-
tions for Europe performed within the ENSEMBLES project
(Van der Linden and Mitchell 2009). The SRES scenarios
were applied in these simulations. Recently, a new set of
future climate projections for Europe has become available
within the World Climate Research Programme (WCRP)
Coordinated Regional Downscaling Experiment (CORDEX;
Giorgi et al. 2009), with the aim to increase both the number
of RCMs and the number of driving coupled climate models
compared to the ENSEMBLES project. These scenario
simulations are based on the RCP scenarios, with the driving
coupled climate model data taken from CMIP5. As for Eur-
ope, a speciﬁc set of climate scenarios at a horizontal reso-
lution of 12.5 km has become available within the CORDEX
initiative, with seven different RCMs to date (Jacob et al.
2014). In ENSEMBLES, the ﬁnest horizontal resolution of
the climate scenarios was 25 km.
In the contributions of IPCC Working Group I to AR5,
the global aspects of the projections of future climate change
based on the RCP scenarios are presented in a speciﬁc
chapter (Collins et al. 2013), while the regional aspects were
covered differently to AR4. In AR5, future changes in the
characteristics of a number of prominent climate phenom-
ena, i.e., monsoon systems, the El Niño-Southern Oscilla-
tion, annular and dipolar modes and large-scale storm
systems, and their relevance for regional climate change
were assessed (Christensen et al. 2013a), with the regional
changes in climate presented in the form of an atlas for as
many as 18 different regions distributed over the globe
(IPCC 2013). As for Europe, the northern and central parts
of the continent and the Mediterranean region were distin-
guished. The regional aspects of the projections of future
climate change were also considered in the contributions of
Working Group II to AR5 (Hewitson et al. 2014a, b), again
distinguishing between the aforementioned three parts of
Europe. A detailed assessment of the impacts of the pro-
jected changes in climate for Europe, as for several other
regions, is presented in a speciﬁc chapter of this part of AR5
(Kovats et al. 2014a, b).
Adaptation strategies are needed in response to the
observed as well as to the projected changes in climate
(Noble at el. 2014) and these are currently developed at the
national and local level in many countries. This is typically
done on the basis of national climate scenarios, which are
already available for several countries and are likely to
become more widespread in the future. Both the Netherlands
(KNMI 2014) and Denmark (DMI 2014), for instance, have
recently published reports on future climate scenarios for
their countries. In Germany, future climate scenarios have
even become available at a regional level through so-called
regional climate ofﬁces, which cover different parts of the
country. Despite their high value for the development of
adaptation strategies for a particular country or part of a
country, these national climate scenarios cannot easily be
combined to give a consistent scenario for a larger area, such
as the North Sea region. While the climate scenarios for
Denmark follow closely the scenarios used in AR4 and AR5
(DMI 2014), the future climate scenarios for the Netherlands
were developed by combining numerous climate scenarios
originating from different climate models in accordance with
the simulated rate of global warming and the simulated
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change in the large-scale circulation over western Europe
(KNMI 2014). This distinction resulted in four categories of
climate scenario: one with moderate warming (about 1.5 °C
by the end of the 21st century) and a weak influence of
circulation change (i.e. a small change in the frequency of
the dominant circulation patterns relative to present-day
conditions); one with moderate warming and a strong
influence of circulation change (i.e. a large change in the
frequency of the dominant circulation patterns); one with
strong warming (about 3.5 °C by the end of the 21st century)
and a weak influence of circulation change; and one with
strong warming and a strong influence of circulation change.
The dominant circulation patterns are characterised by pre-
vailing westerly winds during winter and prevailing easterly
winds in association with high surface pressure during
summer, respectively.
In this chapter, the projected changes in the atmosphere in
the North Sea region are assessed on the basis of the existing
literature, including the recent assessment reports referred to
above. Typically, these changes have been projected for the
end of the 21st century using conditions at the end of the
20th century as the baseline, but in the last few years several
projections have also become available for the middle of the
21st century. Because few studies have focussed speciﬁcally
on the North Sea region, most of the results described here
have been extracted from climate projections for Europe
(based on RCM scenario simulations from ENSEMBLES or
CORDEX) or even from projections covering the whole
globe (based on GCM scenario simulations from CMIP3 or
CMIP5). Several aspects describing the state of the atmo-
sphere in the North Sea region have been considered, such as
features of the large-scale circulation (Sect. 5.2), the mean
and extremes, primarily at daily time scales, in temperature
(Sect. 5.3) and precipitation (Sect. 5.4), cyclones and winds
(Sect. 5.5), and radiation and clouds (Sect. 5.6).
5.2 Large-Scale Circulation
Uwe Ulbrich, Birger Tinz, Wilhelm May
5.2.1 Prominent Climate Phenomena
Regional climate is affected by various kinds of climate
phenomena. Their change under rising greenhouse gas
concentrations is thus relevant for future regional climate
change (e.g. Christensen et al. 2013a). Prominent climate
phenomena include the monsoon systems in different parts
of the tropics, the El Niño-Southern Oscillation, different
annual or dipolar modes, and blocking and large-scale storm
systems. The interannual variability of the climate in the
North Atlantic region and speciﬁcally the North Sea region
is mainly affected by two modes of variability: the North
Atlantic Oscillation (NAO) and its hemispheric counterpart,
the Northern Annular Mode (NAM) or Arctic Oscillation
(e.g. Itoh 2008). Other large-scale factors affecting the cli-
mate in the Atlantic-European sector are atmospheric
blocking and the strength and position of the Atlantic jet
stream. These factors are all related to the strength and
location of the Atlantic storm track and in turn to the NAO.
5.2.2 Modes of Interannual Variability
The NAO is a dipolar mode of climate variability, charac-
terised by opposite variations in sea-level pressure between
the Atlantic sub-tropical High and the Icelandic Low (e.g.
Hurrell et al. 2003). Through its direct effect on westerly air
flow into Europe, its link with Atlantic cyclones and atmo-
spheric blocking, it strongly affects the climate over the
North Atlantic Ocean and the surrounding continents (e.g.
Hurrell and Deser 2009). The NAO can be established
throughout the entire year, despite different physical mech-
anisms initiating and maintaining this mode of variability
during winter and summer (e.g. Folland et al. 2009).
The CMIP5 simulations for the intermediate RCP4.5
scenario (i.e. 75 simulations with 37 different global climate
models) show an overall ampliﬁcation of the NAO up to the
end of the 21st century in all seasons, with the greatest
increase in autumn (Gillett and Fyfe 2013). That is, the
pressure difference between the Azores High and the Ice-
landic Low is projected to increase in these scenario simu-
lations. This is consistent with earlier results from the
CMIP3 simulations (Miller et al. 2006). These trends,
however, are generally small compared to the natural climate
variability (Deser et al. 2012). It should be noted that Gillett
and Fyfe’s (2013) use of a particular index to deﬁne the
NAO might have had an effect on the magnitude of the
projected change in the NAO, as the respective centres of
action over the northern and southern parts of the North
Atlantic might have different positions under a changing
climate. For instance, Dong et al. (2011) found a poleward
and eastward shift in the pattern of NAO variability in
response to greenhouse gas forcing, in line with previous
ﬁndings by Ulbrich and Christoph (1999). Both the future
changes in the troposphere and the stratosphere as a direct
response to the prescribed greenhouse gas forcing and the
associated changes in sea surface temperatures in the North
Atlantic contribute to the aforementioned changes in the
NAO. In a recent study, Davini and Cagnazzo (2013)
pointed at the possibility of misinterpreting the NAO signals
in current climate models. This is because some of the
models were not able to realistically simulate the physical
processes connected to the NAO, namely atmospheric
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blocking and interaction with the Atlantic jet stream. This is
particularly the case for those models that strongly under-
estimate the frequency of atmospheric blocking in the
Greenland area. These shortcomings might affect studies
analysing the NAO under different mean climate states, i.e.
for future climate scenarios.
The NAO has been interpreted as the manifestation of an
annular mode in sea-level pressure, the NAM, over the
North Atlantic region (e.g. Thompson and Wallace 2000).
Similar to their ﬁndings for the NAO, Gillett and Fyfe
(2013) also found an overall ampliﬁcation of the NAM
under future climate conditions in all seasons. The increase
is greatest in autumn and winter and smallest in summer.
Furthermore, none of the climate models simulated a sig-
niﬁcant decrease in the NAM in any season.
5.2.3 Atmospheric Blocking
Atmospheric blocking is typically associated with persistent
stationary or slowly moving high-pressure systems in the
extratropics, interrupting the prevailing westerly winds and
the usual track of eastward moving cyclones at these lati-
tudes. Blocking occurs most frequently in the exit regions of
the storm tracks in both hemispheres and is characterised by
marked seasonal variability with high frequencies during
winter and spring and low frequencies during summer and
autumn (e.g. Wiedenmann et al. 2002; Masato et al. 2013). In
the Atlantic-European sector blocking occurs more fre-
quently over the North Atlantic in winter but more frequently
over Europe in summer (e.g. Tyrlis and Hoskins 2008).
Blocking is a major contributor to intraseasonal variability in
the extratropics and can lead to seasonal climate anomalies
over large parts of Europe (e.g. Trigo et al. 2004) as well as to
climate extremes like cold spells in winter (e.g. Cattiaux et al.
2010) or heat waves in summer (e.g. Matsueda 2011). As
previously mentioned, atmospheric blocking in the Atlantic-
European sector during winter is strongly related to the NAO
(Croci-Maspoli et al. 2007).
The CMIP5 simulations for the high RCP8.5 scenario
show an overall decrease in the frequency of atmospheric
blocking in the Atlantic-European sector in both winter
(Cattiaux et al. 2013; Dunn-Sigouin and Son 2013; Masato
et al. 2013) and summer (Dunn-Sigouin and Son 2013;
Masato et al. 2013). The decrease in summer is accompanied
by an increase on its eastern flank, leading to an eastward
shift of the area with high blocking frequencies (Masato
et al. 2013). While the decrease in winter is a consistent
ﬁnding, regardless of how many different simulations from
CMIP5 are considered or which method is used to deﬁne a
blocking event, the situation is less clear in summer.
In contrast to the ﬁndings of Dunn-Sigouin and Son (2013)
and Masato et al. (2013), Cattiaux et al. (2013) found an
increase in the frequency of blocking events in the
Atlantic-European sector during summer for most of the 19
CMIP5 models considered. The other two studies considered
simulations from fewer CMIP5 models and used various
indices to deﬁne blocking, while Cattiaux et al. (2013) used
an approach based on weather regimes, with blocking being
one of them. No noticeable changes, however, were found
regarding the duration of individual blocking events
(Dunn-Sigouin and Son 2013). These results are consistent
with ﬁndings based on the CMIP3 simulations, which show
a signiﬁcant decrease in blocking frequency, particularly
during winter (Barnes and Hartmann 2010; Barnes et al.
2012), but are somewhat less clear. According to Woollings
(2010) the effect of greenhouse gas forcing on blocking
might to a large extent reflect changes in the mean state of
the atmosphere rather than dynamical processes directly
associated with blocking. Barnes and Hartmann (2010)
demonstrated, for instance, that a poleward shift in the
Atlantic jet stream could lead to a decreased frequency of
atmospheric blocking in winter due to a reduction in pole-
ward Rossby-wave breaking.
5.2.4 Sea-Level Pressure
The AR5 reported an increase in mean sea-level pressure
(MSLP) over western Europe and the adjacent part of the
North Atlantic in winter, with a centre over the Mediter-
ranean region, for RCP2.6, RCP4.5 and RCP8.5 (Collins
et al. 2013). Further north the MSLP is markedly reduced. In
summer, on the other hand, MSLP is reduced over Europe
but increased over the North Atlantic, with a centre west of
the British Isles. In both cases, the magnitude of the changes
in MSLP follows the strength of the radiative forcing with
the smallest (largest) changes in MSLP associated with the
weakest (strongest) scenario. Van den Hurk et al. (2014)
obtained similar results, when regressing changes in MSLP
in the Atlantic-European region on the corresponding
changes in global mean temperature for a total of 245 cli-
mate change simulations from CMIP5, covering 37 different
global climate models, four scenarios (including RCP6.0)
and ensemble simulations for some of the models. For spring
and autumn, the authors found increases in MSLP over
much of the North Atlantic and western Europe and
decreases further north over the Arctic, but in contrast to
winter, the maximum increases are centred over the North
Atlantic during the transition seasons. The projected changes
in MSLP contribute to the positive trend in the NAO and the
NAM mentioned in Sect. 5.2.2, particularly in autumn.
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5.2.5 Jet Stream
The CMIP5 simulations show a small (about 1° for the
multi-model ensemble means) poleward shift in the position
of the Atlantic jet stream for the RCP8.5 scenario, while its
speed remains nearly constant (Barnes and Polvani 2013).
The poleward shift in the position of the Atlantic jet steam
was found to reduce its north-south wobble as well as to
enhance the variability of its speed (i.e. more of a pulsing of
the jet stream). Woollings and Blackburn (2012) obtained
consistent results based on the CMIP3 simulations, both with
regard to a poleward shift in the mean position of the
Atlantic jet stream and to considerable variations between
individual models, particularly in winter. The poleward
shifts were often small compared to the errors in the simu-
lation of the jet stream position. Moreover, Woollings and
Blackburn (2012) found that the NAO in combination with
the East Atlantic pattern (EA) of the large-scale circulation
can describe both the climatological changes and the inter-
annual variations of both the position and strength of the
Atlantic jet stream at the tropopause level. It is largely the
NAO that describes shifts in the position of the jet, whereas
the NAO and EA are both associated with changes in the
strength of the jet.
The mechanisms underlying a poleward shift in the jet
stream are still not fully understood. Changes in the activity
of large-scale planetary waves or in the characteristics of the
synoptic-scale transient wave activity have been suggested
to contribute to the poleward shift (e.g. Collins et al. 2013).
Haarsma et al. (2013) found an eastward extension to the
zonal winds at 500 hPa over the eastern Atlantic Ocean and
western Europe, primarily related to changes in the tropo-
spheric temperature proﬁle. The temperature changes in two
regions were found to be important for forcing the changes
in mean zonal flow: the relatively strong upper-tropospheric
warming in the subtropics and the reduced surface warming
in the mid-latitudes. Inter-model differences in the projected
changes in mean zonal flow over the eastern Atlantic Ocean
and western Europe could be partly attributed to uncertain-
ties in the response of the North Atlantic Ocean to the
anthropogenic forcing in both the CMIP3 and CMIP5
models.
5.2.6 Summary
Both the CMIP3 and CMIP5 simulations project marked
future changes in various aspects of the large-scale circula-
tion over the Atlantic-European region, of which the North
Sea region is part. These changes are expected to affect the
near-surface climate of the North Sea region, particularly in
terms of weather and climate extremes. Examples include
the impact of changes in the distribution of the phases of the
NAO on the occurrence of climate extremes in Europe (e.g.
Scaife at el. 2008), and the role of atmospheric blocking over
the North Atlantic on the occurrence of cold winter tem-
peratures in Europe (Sillmann et al. 2011).
5.3 Temperature
Wilhelm May
5.3.1 Global Mean Temperature
The CMIP5 simulations project a global warming with
respect to the present day (1986–2005) of between 1.0
(RCP2.6) and 2.0 °C (RCP8.5) by the mid-21st century and
between 1.0 (RCP2.6) and 3.7 °C (RCP8.5) by the end of the
21st century for the multi-model ensemble means (see
Table 5.1). The projected changes in temperature vary con-
siderably between models, with the uncertainty ranges
depending on the magnitude of the projected multi-model
changes. For the RCP2.6 scenario 90 % of the projected
changes by the middle of the 21st century fall in the range
0.4–1.6 °C (the smallest mean change) and in the range 2.6–
4.8 °C by the end of the 21st century for RCP8.5 (the greatest
mean change). Assuming a present-day (1986–2005) global
warming of 0.61 °C with respect to the pre-industrial period
(1850–1900; see Collins et al. 2013), means that under the
RCP2.6 scenario global warming is most likely to stay below
the internationally agreed target of limiting warming to less
than 2 °C with respect to pre-industrial levels throughout the
21st century, while it is most unlikely that global warming
will stay below this threshold over the course of the 21st
century under the RCP8.5 scenario.
5.3.2 Regional Mean Temperatures
According to Knutti and Sedláček (2012), the CMIP5
multi-model ensemble projects a so-called ‘highly robust’
mean surface warming in the North Sea region during both
winter and summer. Part of this robust warming pattern is
Table 5.1 Projected change in annual global mean surface air
temperature (°C) by the mid- and end of the 21st century relative to
present day (1986–2005) for RCP2.6 (32 models), RCP4.5 (42 models)
and RCP8.5 (39 models) obtained from the CMIP5 multi-model
ensemble as well as the 5–95 % ranges from the models’ distribution
Period RCP2.6 RCP4.5 RCP8.5
2046–2065 1.0 (0.4–1.6) 1.4 (0.9–2.0) 2.0 (1.4–2.6)
2081–2100 1.0 (0.3–1.7) 1.8 (1.1–2.6) 3.7 (2.6–4.8)
Adapted from Collins et al. (2013, their Table 12.2)
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weaker warming over the North Sea than over the adjacent
land areas, particularly in winter. This tendency is also
evident in the climate change projections for northern and
central Europe based on the CMIP5 multi-model ensemble
presented in Annex I of AR5 (IPCC 2013). For the RCP4.5
scenario, the ensemble-mean future warming by the end of
the 21st century during winter is 1–2 °C over the North Sea
and 3–4 °C over eastern Scandinavia. During summer, on
the other hand, future warming is 2–3 °C for the entire
northern and central European land areas compared to 1–2 °C
over the North Sea. The regional patterns of future warming
in the North Sea region are characterised by a west-east
gradient with the strongest warming in the east during winter
and a north-south gradient with the strongest warming in the
south during summer. Averaged over northern Europe as a
whole, the annual mean warming is between 2.0 °C
(RCP4.5) and 3.4 °C (RCP8.5) by the middle of the 21st
century and between 2.7 °C (RCP4.5) and 5.0 °C (RCP8.5)
by the end of the 21st century (see Table 5.2). The strength
of future warming over northern Europe varies between
seasons with stronger warming during winter (6.1 °C) than
during summer (4.5 °C), for RCP8.5 by the end of the 21st
century (see Table 5.2).
The characteristic warming patterns over Europe are also
revealed in a multi-model ensemble based on scenario
simulations at high horizontal resolution (*12.5 km) with
11 different RCMs for the RCP4.5 and RCP8.5 scenarios
(Jacob et al. 2014). In summer (JJA), for instance, projected
warming is 1.5–2 °C adjacent to the North Sea except for
southern Norway, where the warming exceeds 2 °C
(Fig. 5.1). In winter (DJF), on the other hand, warming is
1.5–2 °C in western Europe, 2–2.5 °C in central Europe and
over 2.5 °C in northern Europe. In spring (MAM), warming
shows a very similar pattern to that for winter, but with
slightly (by *0.5 °C) weaker warming, while in autumn
(SON) warming is 2–2.5 °C over the entire area adjacent to
the North Sea. Averaged over the Atlantic region, which
comprises the North Sea region except for southern Norway
but including Ireland, France and the north-eastern part of
the Iberian Peninsula (Metzger et al. 2005), the 11 climate
scenarios give an annual mean warming of 1.7 °C (RCP4.5)
to 3.2 °C (RCP8.5) by the end of the 21st century (see
Table 5.3). These estimates of regional warming are some-
what lower than the corresponding estimates for northern
Europe (see Table 5.2), which can be explained by northern
Europe extending further north than the Atlantic region and
not including south-western Europe.
The national climate scenarios also show marked future
warming in the respective countries in response to anthro-
pogenic forcing. For Denmark, the CMIP5 multi-model
ensemble projects a future annual mean warming of 1.0
(RCP2.6), 1.8 (RCP4.5), and 3.7 °C (RCP8.5) by the end of
the 21st century (DMI 2014). These estimates are about
30 % lower than the corresponding estimates for northern
Europe (see Table 5.2). For the Netherlands, the projected
change in annual mean temperature by the end of the 21st
century varies between 1.3 °C for the scenario with mod-
erate warming and a weak influence of circulation change to
3.7 °C for the scenario with strong warming and a strong
influence of circulation change (KNMI 2014). The projected
annual mean temperature changes for the Netherlands by the
mid-21st century are markedly weaker, at 1.0–2.3 °C. Sim-
ilarly, a multi-model ensemble of climate projections for
Germany for the mid-21st century on the basis of seven
combinations of RCMs and driving GCMs, gives a warming
of 1.0–1.5 °C for northern Germany under the SRES A1B
scenario (Wagner et al. 2013).
5.3.3 Temperature Extremes
Changes in long-term averages for variables such as seasonal
or annual mean temperature provide insight into relatively
slow climatic change. However, in terms of impacts it is
changes in the variability of temperature at much shorter
time scales that are most relevant. For instance, weather and
climate extremes at daily time scales or, in the case of
extended warm spells and heat waves, at time scales of
Table 5.2 Projected changes in mean surface air temperature (°C) by the mid- and end of the 21st century relative to present day (1986–2005) for
northern Europe (see Seneviratne et al. 2012, their Fig. 3.1) for RCP4.5 (42 models) and RCP8.5 (39 models) obtained from the CMIP5
simulations, in terms of winter (December through February; DJF), summer (June through August; JJA) and annual means
Period Season RCP4.5 RCP8.5
2046–2065 DJF 2.7 (1.8–3.5) 3.4 (2.9–4.7)
JJA 1.8 (1.2–2.5) 2.5 (1.9–3.2)
ANN 2.0 (1.6–2.8) 2.9 (2.4–3.5)
2081–2100 DJF 3.4 (2.6–4.4) 6.1 (5.3–7.5)
JJA 2.2 (1.6–3.0) 4.5 (3.5–5.8)
ANN 2.7 (2.1–3.5) 5.0 (4.3–6.3)
Data represent the median of the multi-model ensemble results and the 25th and 75th percentiles of the individual model responses. Adapted from
Christensen et al. (2013a, their Table 14.1) and Christensen et al. (2013b, their Table 14.SM.1c), respectively
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Fig. 5.1 Projected seasonal changes in surface air temperature
(K) based on the RCP4.5 scenario for the end of the 21st century
(2071–2100) relative to present day (1971–2000). All changes are both
robust and statistically signiﬁcant. From the supplementary material of
Jacob et al. (2014)
Table 5.3 Projected changes in selected temperature-related climate variables and indices by the end of the 21st century (2071–2100, with
respect to 1971–2000) averaged over the Atlantic region (according to Metzger et al. 2005) for RCP4.5 (eight RCM simulations) and RCP8.5
(nine RCM simulations)
Temperature-related climate indices RCP4.5 RCP8.5
Annual mean temperature (°C) 1.7 (1.4 to 2.1) 3.2 (2.7 to 3.6)
Frost days per year −28 (−30 to −15) −40 (−50 to −26)
Summer days per year 11 (6 to14) 24 (22 to 28)
Tropical nights per year 3 (1 to 5) 7 (3 to 12)
Growing season length (days per growing season) 39 (27 to 43) 58 (47 to 68)
Warm spell duration index (days per year) 21 (19 to 34) 67 (47 to 92)
Cold spell duration index (days per year) −4 (−5 to −4) −5 (−6 to −4)
Data represent the median of the multi-model ensemble results and the likely range in these changes, deﬁned to include 66 % of all projected
changes around the ensemble median. Adapted from Kovats et al. (2014b, their Table SM23-3)
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several days to weeks. A number of indices describing cli-
mate extremes have been developed based on some of the
characteristics of the respective distributions of daily data. In
a ﬁrst attempt to coordinate and standardise the deﬁnition of
such extremes, Frich et al. (2002) proposed ﬁve different
indices concerning daily temperature data. Zhang et al.
(2011) extended this list of extreme temperature indices to
15, also revising some of the deﬁnitions of Frich et al.
(2002). In particular, these indices often focus on relative
thresholds that describe the tails in the distribution rather
than on speciﬁc physically-based thresholds. The indices of
Zhang et al. (2011) capture both moderately extreme events
that typically occur several times per year and extreme
events that occur less often (once a year or less). In recog-
nition of the strong impact of weather and climate extremes
the IPCC published a special report on managing the risks of
extreme events and disasters to advance climate change
adaptation (SREX; IPCC 2012).
Kovats et al. (2014b) reported on projected changes in the
characteristics of seven different temperature-related
extremes based on the multi-model ensemble of high-
resolution RCM simulations for the RCP4.5 and RCP8.5
scenarios (Jacob et al. 2014). In Table 5.3 these changes are
presented for the end of the 21st century averaged over the
Atlantic region. The indices were deﬁned in accordance with
Zhang et al. (2011), that is, the number of frost days were
deﬁned as the annual count of days when the daily minimum
temperature drops below 0 °C, the number of summer days
as the annual count of days when the daily maximum tem-
perature exceeds 25 °C, the number of tropical nights as the
annual count of days when the daily minimum temperature
exceeds 20 °C, growing season length as the annual count
between the ﬁrst span of at least six days with daily mean
temperatures above 5 °C and the ﬁrst span after 1 July of six
days with daily mean temperatures below 5 °C, the warm
spell duration index as the annual count of days with at least
six consecutive days when the daily maximum temperature
exceeds the respective 90th percentile, and the cold spell
duration index as the annual count of days with at least six
consecutive days when the daily minimum temperature drops
below the respective 10th percentile.
The projected changes in these indices reveal the overall
tendency of a future ampliﬁcation of the extremes related to
daily maximum temperature and a future reduction of the
extremes related to daily minimum temperature. The number
of summer days by the end of the 21st century, for instance,
is increased by 11 (24) for RCP4.5 (RCP8.5), while the
number of frost days is reduced by 28 (40) (see Table 5.3).
The changes are generally stronger for RCP8.5 than for
RCP4.5, and for some indices the likelihood ranges based on
individual models for the two scenarios do not show any
overlap. This is the case for the number of summer days,
growing season length and the warm spell duration index.
For the cold spell duration index, on the other hand, the
likelihood ranges are similar for the two scenarios. The
relatively large likelihood ranges for some indices indicate
strong variation between the eight (RCP4.5) and nine
(RCP8.5) projections with different RCMs that have been
considered, and hence a high degree of uncertainty in the
projected changes.
Kovats et al. (2014a) presented the geographical distri-
butions of the projected change in the number of heat waves
during May through September at the end of the 21st century
on the basis of the same set of RCM simulations for the
RCP4.5 and RCP8.5 scenarios. Heat waves were deﬁned as
periods of more than ﬁve consecutive days with daily
maximum temperatures exceeding the mean daily maximum
temperature for the reference period (1971–2000) by at least
5 °C. For the North Sea region, the only area with notably
more frequent heat waves was in southwestern Norway for
RCP8.5, for RCP4.5 the number of heat waves does not
change in that region. Jacob et al. (2014) deﬁned heat waves
differently, in this case as periods of more than three con-
secutive days with daily maximum temperatures exceeding
the 99th percentile of the daily maximum temperature for the
same reference period, and found markedly more heat waves
over the North Sea region under RCP8.5 at the end of the
21st century, with increases in the number of heat waves
ranging from 10 to 15 for the Netherlands, northern Ger-
many and Denmark, and exceeding 30 in southern Norway.
The CMIP5 simulations have also been used to assess the
projected change in various temperature-related extremes in
several studies, with some of these assessments being
included in AR5 (Collins et al. 2013). Sillmann et al. (2013),
for instance, presented global maps of the projected change
in annual minimum and maximum temperatures (i.e. the
minimum of the daily minimum temperatures and the
maximum of the daily maximum temperatures occurring in
the course of a year), in the number of frost days and in the
number of tropical nights, in the number of cold nights (with
daily minimum temperatures below the respective 10th
percentile) and in the number of warm nights (with daily
maximum temperatures exceeding the respective 90th per-
centile), as well as in the cold and warm spell duration
indices at the end of the 21st century for the RCP2.6,
RCP4.5 and RCP8.5 scenarios. Sillmann et al. (2013) also
found notable future increases in both the annual minimum
and maximum temperatures over western, central and
northern Europe. Strong increases in annual minimum tem-
perature of about 9–11 °C for RCP8.5 occur in northern
Europe, presumably associated with retreating snow cover in
this region. The strongest increases in annual maximum
temperature, on the other hand, occur in central and eastern
Europe, reaching about 6–8 °C for RCP8.5. Corresponding
to these increases in annual temperature extremes, the
number of frost days is markedly lower in central and
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northern Europe, while the number of tropical nights is much
higher over southern Europe. In much of the North Sea
region the number of tropical nights rises by about 10 days
under RCP4.5 and by more than 20 days under RCP8.5,
with tropical nights hardly ever occurring in this region
under the present-day climate. Similarly, cold spells are
projected to become shorter in the North Sea region, by
about 3 days for RCP4.5 and about 4–6 days for RCP8.5.
Warm spells are projected to become markedly longer in the
North Sea region, by about 30 days for RCP4.5 and by 60–
120 days for RCP8.5. The national climate change assess-
ment for the Netherlands also considers change in
temperature-related extremes (KNMI 2014). In winter, for
instance, the number of frost days is projected to decrease by
35–80 % (with respect to 38 days for the reference period
1981–2000) at the end of the 21st century, with the weakest
change for the scenario with moderate warming and weak
influence of circulation change and the strongest change for
the scenario with strong warming and strong influence of
circulation change. For the scenarios with strong warming,
the differences between a weak and strong influence of cir-
culation change account for 20 % of the projected fall in the
number of frost days. The number of summer days, on the
other hand, is projected to increase by 30–130 % (relative to
21 days for the reference period 1981–2000), again
depending on the overall strength of the scenario.
Kharin et al. (2013) used 20-year return levels to assess
future changes in annual extremes of daily temperature at the
end of the 21st century for the RCP2.6, RCP4.5 and RCP8.5
scenarios on the basis of the CMIP5 simulations for the
entire globe. In the North Sea region, the multi-model
ensemble projects increases in the 20-year return levels of
the annual minimum temperatures of 4–8 °C for RCP4.5 and
8–12 °C for RCP8.5. The projected increases in the 20-year
return levels for annual maximum temperature in the North
Sea region are somewhat weaker, at 2–4 °C for RCP4.5 and
6–8 °C for RCP8.5. Nikulin et al. (2011) used 20-year return
levels to assess future change in annual extremes of daily
temperature in Europe at the end of the 21st century on the
basis of an ensemble of six scenario simulations with one
particular RCM forced by six different GCMs applying the
SRES A1B scenario (Fig. 5.2). According to these scenario
simulations, the 20-year return levels for annual minimum
temperature increase by about 4–10 °C over most of the
North Sea region, while the respective return levels for the
annual maximum temperature increase only by about 2–4 °
C. Nevertheless, waiting times for a 20-year event of the
annual maximum temperature during the reference period
(1961–1990) are reduced to 2–5 years in the North Sea
region, meaning that at the end of the 21st century such an
event is expected to occur every two to ﬁve years.
Schoetter et al. (2014) assessed changes in the charac-
teristics of western European heat waves projected in the
CMIP5 ensemble at the end of the 21st century. In this case
heat waves were deﬁned as periods of three consecutive
days, during which at least 30 % of western Europe is
affected by extremely high temperatures (exceeding the 98th
percentile of the daily maximum temperatures for the period
May through October). The study covers the UK, Belgium,
the Netherlands and northern Germany as parts of the North
Sea region. Heat waves in western Europe become more
frequent and of greater duration, increase in extent and
Fig. 5.2 Left-hand panels The
ensemble mean of (upper panel)
the 20-year return level of daily
maximum temperature (Tmax,20)
and (lower panel) the 20-year
return level of daily minimum
temperature (Tmin,20) for 1961–
1990 and (middle panel) the
respective changes of Tmax,20 and
Tmin,20 in 2071–2100 relative to
1961–1990 (°C). Only differences
signiﬁcant at the 10 %
signiﬁcance level are shown.
Right-hand Panel Waiting times
(years) of the 1961–1990 Tmax,20
in 2071–2100 (Nikulin et al.
2011)
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become more intense. Heat waves that are similar to or
stronger than the one observed across Europe in 2003 remain
rare under RCP2.6 and RCP4.5, but become the norm under
RCP8.5. For the latter, heat waves with ﬁve times the
severity of the 2003 heat wave were simulated. The severity
of heat waves is described by the so-called cumulative heat
wave severity, which is deﬁned as the product of the number
of heat waves during a 30-year period and the mean severity
of the individual heat waves. The latter is deﬁned as the
product of the duration, the mean extent and the mean
intensity of the respective heat wave. Most of the changes in
the temperature-related extremes during summer are partly
associated with corresponding changes in the variation in
temperature over the course of a day (diurnal cycle) as well
as variations in temperature from day to day. According to
Cattiaux et al. (2015), both diurnal variability and day-to-day
variability in summer temperature increase under the dif-
ferent RCP scenarios, with extremely strong variations over
both time scales occurring more frequently. In western
Europe, for instance, diurnal and day-to-day variability both
increase by about 10 % under the RCP8.5 scenario, with
weaker increases over northern Europe of up to 6 %. The
increases in variability are primarily linked to a future
decrease in surface evapotranspiration as a consequence of
drier European summers.
Several extremes related to daily temperature were iden-
tiﬁed in the SREX report with high conﬁdence for northern
Europe (Seneviratne et al. 2012). For instance, the frequency
of warm days is very likely to increase, but not as much as in
central and southern Europe (Fischer and Schär 2010), there
are very likely to be fewer cold days (with daily maximum
temperatures below the respective 10th percentile) and a
likely increase in the 20-year return levels of annual maxi-
mum temperature. There are very likely to be fewer cold
nights (Kjellström et al. 2007; Sillmann and Roeckner 2008)
and more warm nights (Tebaldi et al. 2006). Heat waves and
warm spells are likely to occur more often, last for longer
and/or be more intense, but the changes in northern Europe
are smaller than in southern Europe, while Scandinavia
shows little change at all (Beniston et al. 2007; Kofﬁ and
Kofﬁ 2008; Fischer and Schär 2010; Orlowsky and
Seneviratne 2012).
5.4 Precipitation
Wilhelm May
5.4.1 Mean Precipitation
At a global scale, the CMIP5 simulations project increases in
precipitation in the tropics as well as at mid and high latitudes,
and a decrease in the sub-tropics (Knutti and Sedláček 2012).
For the North Sea region, the multi-model ensemble projects
an increase in winter and a decrease in summer except for
Denmark and southern Norway. This tendency is also evident
in the projected changes in precipitation for northern and
central Europe based on the CMIP5 simulations presented in
Annex I of AR5 (IPCC 2013) for the cold (October through
March) and warm (April through September) seasons. For the
cold season, the RCP4.5 scenario is characterised by
increases of up to 10 % in the North Sea region at the end of
the 21st century, and the changes projected exceed natural
variability over the entire region. For the warm season, on the
other hand, precipitation is projected to decrease by up to
10 % in England, Belgium, the Netherlands and northern
Germany and to increase by up to 10 % in Denmark and
southern Norway. However, the changes projected during the
warm season do not exceed natural climate variability any-
where across the region. Averaged over northern Europe, the
projected increase in precipitation during the cold season
ranges from 8 % (RCP4.5) to 11 % (RCP8.5) for the
mid-21st century and from 11 % (RCP4.5) to 20 % (RCP8.5)
at the end of the 21st century (see Table 5.4). Precipitation
averaged over northern Europe during the warm season is
increased, ranging from 3 to 4 % for the mid-21st century and
5–8 % at the end of the century.
Table 5.4 Projected relative changes in mean precipitation (%) by the mid- and end of the 21st century (2046–2065 and 2081–2100, with respect
to 1986–2005) for northern Europe (see Seneviratne et al. 2012, their Fig. 3.1) for RCP4.5 (42 models) and RCP8.5 (39 models) obtained from the
CMIP5 simulations, distinguishing between the cold season (October through March; ONDJFM) and warm season (April through September;
AMJJAS)
Period Season RCP4.5 RCP8.5
2046–2065 ONDJFM 8 (3–11) 11 (8–15)
AMJJAS 3 (2–8) 4 (1–10)
2081–2100 ONDJFM 11 (7–14) 20 (15–29)
AMJJAS 5 (2–8) 8 (2–12)
Data represent the median of the multi-model ensemble of changes and the 25th and 75th percentiles of the individual model responses. Adapted
from Christensen et al. (2013a, their Table 14.1) and Christensen et al. (2013b, their Table 14.SM.1c), respectively
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During winter some precipitation in the North Sea region
falls as snow. As conditions warm, the fraction falling as
snow is expected to decrease. According to Brutel-Vuilmet
et al. (2013) the CMIP5 simulations are characterised by
several snow-related changes in the mid-latitudes of the
northern hemisphere at the end of the 21st century. Between
40° and 60°N the RCP scenarios project a decrease in solid
precipitation of about 10 % (RCP2.6) to 30 % (RCP8.5),
despite a marked rise in total precipitation at these latitudes.
Consistent with this, snow depth declines by about 10 %
(RCP2.6) to 40 % (RCP8.5), and the snow season shortens
with the decrease ranging from up to a fortnight (RCP2.6) to
a month or more (RCP8.5). Räisänen and Eklund (2012)
presented consistent results for northern Europe based on an
ensemble of regional climate scenarios applying the SRES
A1B scenario from the ENSEMBLES project (e.g. van der
Linden and Mitchell 2009). They identiﬁed future decreases
in snowfall and snow depth across all low-altitude parts of
northern Europe, including Denmark and southern Norway
as part of the North Sea region.
The characteristic changes in precipitation over Europe
were also revealed in the multi-model ensemble of
high-resolution RCM simulations for Europe used by Jacob
et al. (2014). For the RCP4.5 scenario, seasonal mean pre-
cipitation in the North Sea region increases in winter and
spring by about 10–15 % at the end of the 21st century
(Fig. 5.3). In summer and autumn, on the other hand, pre-
cipitation increases (exceeding 5 %) in south-western Nor-
way, but there is little change in the rest of the North Sea
region, ranging between a slight decrease (of less than 5 %)
in the south to a slight increase (of less than 5 %) in the
north. Averaged over the Atlantic region, annual mean
precipitation increases slightly (1 %) for RCP4.5 and more
notably for RCP8.5 (see Table 5.5). For the RCP4.5
Fig. 5.3 Projected seasonal change in precipitation (%) based on the RCP4.5 scenario for the period 2071–2100 relative to 1971–2000. Hatched
areas indicate regions with robust and/or statistically signiﬁcant change. From the supplementary material of Jacob et al. (2014)
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scenario, however, one sixth of the different RCM simula-
tions are actually characterised by decreasing precipitation
across the Atlantic region.
In Denmark the CMIP5 simulations project increases in
seasonal mean precipitation at the end of the 21st century in
all seasons except summer (DMI 2014). For summer, the
RCP8.5 scenario projects a decrease of about 17 % but with
an inter-model standard deviation of 21 %. This scenario
projects the strongest increase in winter (18 %), and change
in the transition seasons are 10 and 11 %, respectively. For
annual mean precipitation, the RCP8.5 scenario projects a
future increase of about 7 %, which is slightly larger than the
inter-model standard deviation. Consistent with this, the
high-resolution RCM simulations used by Wagner et al.
(2013) project future increases in annual mean precipitation
of 2–6 % in northern Germany. For the Netherlands, the
projections are characterised by an increase in annual mean
precipitation of 5–7 % with little dependence on the strength
of impact of the circulation change (KNMI 2014). This is,
however, not the case for changes in the seasonal means,
where the scenarios with a strong influence of circulation
change project stronger changes in precipitation. In winter,
the scenarios with strong warming rate project an increase of
30 % by the end of the 21st century in combination with a
strong influence of circulation change and 11 % in combi-
nation with a weak impact. In summer, on the other hand,
the scenarios with strong warming project reductions of 17
and 4.5 %, respectively.
5.4.2 Precipitation Extremes
Similar to temperature, changes in the variability of precip-
itation at time scales of up to a season are more relevant in
terms of impact than changes in seasonal or annual precip-
itation. Examples are heavy rainfall at sub-daily or daily time
scales, wet spells of several days duration and extended dry
periods lasting from one to several weeks or months. On the
basis of daily time series of precipitation, Frich et al. (2002)
proposed ﬁve different indices describing climate extremes
related to precipitation in order to coordinate and standardise
the deﬁnition of such extremes. Zhang et al. (2011) extended
this list of extreme precipitation indices to 12, also revising
some of the deﬁnitions of Frich et al. (2002). These indices
often focus on relative thresholds that describe the tails of
the distribution rather than on physically-based thresholds.
Kovats et al. (2014b) reported on projected changes in the
fraction of the annual precipitation originating from extre-
mely wet days (exceeding the 99th percentile of daily pre-
cipitation; Zhang et al. 2011). Averaged over the Atlantic
region, this is projected to increase by 21 % (RCP4.5) to
43 % (RCP8.5) at the end of the 21st century (see
Table 5.5).
Jacob et al. (2014) considered projected change in pre-
cipitation on very wet days (exceeding the 95th percentile of
daily precipitation; Zhang et al. 2011), distinguishing
between seasons. At the end of the 21st century both the
RCP4.5 (Fig. 5.4) and RCP8.5 scenarios project signiﬁcant
increases in the intensity of heavy precipitation events over
the entire North Sea region and in all seasons. For RCP4.5
the projected increases are typically 5–15 %, while for
RCP8.5 the increases are 15–25 % in all seasons except
summer. Jacob et al. (2014) also considered future change in
very long lasting droughts (deﬁned as the 95th percentile of
the length of dry spells) and found no change in the North
Sea region for RCP4.5 and a very small increase of 1–2 days
in western Europe for RCP8.5.
The CMIP5 simulations have also been used to project
change in various precipitation-related extremes, with some
referred to in AR5 (Collins et al. 2013). For instance, Sill-
mann et al. (2013) presented global maps of future change in
very high daily precipitation, deﬁned as the 95th percentile
of precipitation on wet days. They found pronounced
increases in the intensity of heavy precipitation events over
western, central and northern Europe at the end of the 21st
century for all RCP scenarios considered, with the smallest
increases (about 20 %) for RCP2.6 and the largest (40–
70 %) for RCP8.5. The magnitude of the relative changes in
the intensity of heavy precipitation events is considerably
greater than the corresponding changes in the average
intensity of daily precipitation on all wet days. In south-
western Europe, the intensity of heavy precipitation events is
projected to increase despite a projected decrease in average
intensity. Consistent with this, Scoccimarro et al. (2013)
projected a relatively strong increase in the fraction of pre-
cipitation originating from daily precipitation events in the
range between the 90th and 99th percentile in western,
central and northern Europe. In winter, the contributions of
Table 5.5 Projected change in precipitation-related variables and indices for the end of the 21st century (2071–2100 with respect to 1971–2000)
averaged over the Atlantic region for the RCP4.5 (eight RCM simulations) and RCP8.5 (nine RCM simulations) scenarios
RCP4.5 RCP8.5
Annual total precipitation (%) 1 (−1 to 6) 4 (1 to 7)
Annual total precipitation where daily precipitation exceeds the 99th percentile in 1971–2000 (%) 21 (13 to 44) 43 (32 to 68)
The data represent the median of the multi-model ensemble of changes and the likely range of these changes, deﬁned to include 66 % of all
projected changes around the ensemble median. Adapted from Kovats et al. (2014b, their table SM23-3)
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the heavy daily precipitation events increase by more than
20 % in these areas of Europe, in summer the increases are
typically 10–20 % for RCP8.5. It is only in summer that the
intensity of heavy precipitation events increases in those
parts of western, central and northern Europe, where average
intensity decreases. In winter, the intensity of heavy daily
precipitation events and the average intensity both increase
in western, central and northern Europe.
Another way to depict the projected changes in heavy
daily precipitation events is in terms of the number of days
for which future daily precipitation exceeds a particular high
threshold for the reference period. Applying this approach to
an ensemble of RCM simulations, Wagner et al. (2013)
found that for more than 5 % of days, the amounts of daily
precipitation exceeded the 95th percentile for the reference
period in north-western Germany in the mid-21st century.
Instead of a variable threshold, another approach is to
consider a particular amount of daily precipitation. Sillmann
et al. (2013), for instance, analysed future change in the
number of days with at least 10 mm precipitation and pro-
jected an increase in western, central and northern Europe,
ranging from about two additional days (RCP2.6) to about
six additional days (RCP8.5) at the end of the 21st century.
In contrast to Sillmann et al. (2013), who based their anal-
ysis on data covering the entire year, KNMI (2014) distin-
guished between winter and summer and used different
thresholds for the two seasons, 10 mm in winter and 20 mm
in summer. In winter, KNMI (2014) found more days with at
least 10 mm precipitation in the Netherlands, with increases
of 14–24 % for the two scenarios with moderate future
warming and 30–60 % for the two scenarios with strong
future warming. For each of the two rates of future warming
the strongest increases are associated with a strong influence
of circulation change (i.e. a more predominantly westerly
Fig. 5.4 Projected seasonal change in heavy precipitation (%) based on the RCP4.5 scenario for the period 2071–2100 compared to 1971–2000.
Hatched areas indicate regions with robust and/or statistically signiﬁcant change (Jacob et al. 2014)
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flow). In summer, however, the situation is different, with
more days with at least 20 mm precipitation for the two
scenarios with a weak influence of circulation change. In the
case of a strong influence of circulation change (i.e. a more
predominantly easterly flow), the increase in the number of
days with at least 20 mm precipitation is less pronounced in
some parts of the Netherlands and the number of such days
is even reduced in others.
Over the last couple of years, change in precipitation at
sub-daily time scales has also become the subject of scien-
tiﬁc study. Lenderink and van Meijgaard (2008), for
instance, investigated the potential future change in various
extremes of hourly and daily precipitation in central Europe
during summer in a scenario simulation with a
state-of-the-art RCM. As well as identifying much stronger
relative increases in hourly precipitation extremes (19–39 %
for different percentiles) than in daily precipitation extremes
(9–20 % for different percentiles) they found that the pro-
jected increases in hourly precipitation extremes exceeded
7 % per degree of warming, which would be expected
according to the Clausius-Clapeyron equation, that is, about
14 % per °C for the 99.9th percentile of hourly precipitation.
According to KNMI (2014) the summer maximum hourly
precipitation is projected to increase by 8–19 % for the two
moderate warming scenarios and by 19–45 % for the two
strong warming scenarios by the end of the 21st century. In
this case, the difference in the influence of circulation change
had little effect. The magnitude of the projected absolute
changes in extreme hourly precipitation typically simulated
by RCMs, however, is probably smaller than what can
actually be expected in the future. Kendon et al. (2014)
demonstrated that a numerical model operated at a spatial
resolution of 1.5 km, which is typical for numerical weather
prediction, gives much stronger changes in hourly precipi-
tation extremes during summer than a model operated at a
coarser resolution of 12 km. Nevertheless, the relative
increases in extreme hourly precipitation of 45 % for the
warm scenario combined with a strong impact of the cir-
culation change are of the same order of magnitude as the
relative increases projected over the southern part of the UK
by Kendon et al. (2014).
Kharin et al. (2013) depicted future changes in extreme
daily precipitation events on the basis of the CMIP5 simu-
lations by means of the 20-year return levels for annual
maximum daily precipitation. At the end of the 21st century
they found an increase in the 20-year return levels of about
10–20 % in the North Sea region for RCP8.5. This means
that the annual maximum daily precipitation amounts with a
return period of 20 years under present-day climate condi-
tions are likely to occur about every 10–14 years in the
future. Nikulin et al. (2011) analysed future changes in
20-year return levels for maximum daily precipitation in
winter and summer, when computing the 20-year return
levels combining six RCM simulations for Europe. In
summer they found changes in the 20-year return level in the
range 10–20 % in the North Sea region at the end of the 21st
century, and in winter values of 15–30 %. As a conse-
quence, waiting times for a 20-year event under present-day
climate conditions are notably more reduced in winter (about
8–12 years) than summer (about 12–16 years).
The projected intensiﬁcation of heavy daily precipitation
in the North Sea region is accompanied by an increase in the
mean duration of periods with consecutive dry days.
According to Sillmann et al. (2013), the average length of
periods with consecutive dry days increases by 1–5 days for
the North Sea region under RCP8.5. For RCP4.5, however,
there is little change in the average length of periods with
consecutive dry days. This is consistent with the ﬁndings of
Wagner et al. (2013), who identiﬁed only very small changes
in the average length of periods with consecutive dry days
(in this case lasting more than ﬁve days) in northern Germany
for the mid-21st century under the SRES A1B scenario.
The SREX report (Seneviratne et al. 2012) identiﬁed with
high conﬁdence very likely increases in both the intensity
and frequency of heavy daily precipitation events in northern
Europe, accompanied by increases in the fraction of the days
with precipitation, for which the daily precipitation exceeds
10 mm, north of 45°N in winter (Frei et al. 2006; Beniston
et al. 2007; Kendon et al. 2008). The report also identiﬁed a
likely increase in the 20-year return levels of daily precipi-
tation in northern Europe.
5.5 Cyclones and Winds
Anette Ganske, Gregor C. Leckebusch, Wilhelm May
5.5.1 Cyclones
Zappa et al. (2013) analysed future projections of the
occurrence of extratropical cyclones in the North Atlantic-
European sector on the basis of 19 CMIP5 model simulations
for both the RCP4.5 and RCP8.5 scenarios. In this study,
cyclones were identiﬁed and tracked using the objective
feature tracking algorithm developed by Hodges (1999).
During winter (December through February) the authors
identiﬁed a tri-polar pattern over Europe with an increase in
storm track density over the eastern North Atlantic centred
over the British Isles and the North Sea and decreases centred
around Iceland and over the Mediterranean Sea (Fig. 5.5).
These changes indicate an extension of the Atlantic storm
track to the northeast in combination with a narrowing of the
storm track over western Europe. These results are in line
with the corresponding changes in storm track density on the
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basis of the CMIP3 simulations (Ulbrich et al. 2008). The
RCP8.5 scenario gives increases in the range 0.6–1.2
cyclones per month in winter at the end of the 21st century
over the British Isles, the North Sea and Denmark and only
small changes over western Europe. For the RCP4.5 scenario
the corresponding changes range between 0.3 and 0.9
cyclones per month. Considering only intense cyclones with
pressures below 980 hPa during their lifetimes, Mizuta
(2012) found increases of about 0.1 cyclones per month
centred over the British Isles for the RCP4.5 scenario on the
basis of 11 CMIP5 model simulations. During summer (June
through August), on the other hand, Zappa et al. (2013) found
an increase in storm track intensity centred between Iceland
and southern Greenland and a decrease centred west of the
British Isles extending further into the North Sea region
(Fig. 5.5). This decrease indicates a marked reduction in the
number of cyclones at the southern flank of the storm track over
western Europe. For the RCP8.5 scenario the number of
cyclones in summer is projected to decrease by 0.6–1.5 cyclones
per month over the North Sea and by 0.6–0.9 cyclones per
month over western and northern Europe. The RCP4.5 scenario
gives increases in the range 0.3–0.6 cyclones per month over the
North Sea and about 0.3 cyclones per month over western
Europe.
Harvey et al. (2012) assessed the magnitude of projected
changes in the Atlantic storm track for both the CMIP3
(SRES A1B scenario) and CMIP5 (RCP4.5 scenario) sim-
ulations relative to its typical interannual variations. The
storm track was deﬁned via band-pass ﬁltered (2–6 days)
variations in the daily surface pressure ﬁelds. The authors
found that the multi-model ensemble changes in the Atlantic
storm track in winter largely agree between the CMIP3 and
CMIP5 simulations, when scaling with the respective
changes in global mean temperature. The changes simulated
by individual models, however, typically have a magnitude
similar to the variability at decadal time scales and are
locally as strong as the interannual variability. In some parts
of the North Atlantic, up to 40 % of the climate models
considered were characterised by a positive change in storm
track density, exceeding half the magnitude of the interan-
nual variability. With respect to the projected changes in
cyclone track density, Ulbrich et al. (2013) noted that part of
the uncertainty regarding regional trends in cyclone activity
can be related to the choice of a particular method for
identiﬁcation and tracking of cyclones. While different
methodologies gave consistent results for intense cyclones,
i.e., an increase in the number of cyclones over western
Europe in winter, they led to opposing results for weak
cyclones with either an increase or decrease in the number of
cyclones. According to Chang et al. (2012), the overall
tendency of a poleward shift of the Atlantic storm track
under future climate conditions is accompanied by an
upward extension of the storm track into the upper tropo-
sphere and lower stratosphere under the projected global
warming, again consistent for the CMIP3 and the CMIP5
simulations.
In a recent review on storminess over the North Atlantic
and north-western Europe, Feser et al. (2015) summarised
projected changes in both storm frequency and storm
intensity on the basis of numerous recent studies that
assessed potential future change in these two aspects of
storms on the basis of climate scenario simulations with
different kinds of models. For the North Sea region, the
review considered results from 16 studies published between
1997 and 2013 based on GCMs (either coupled to an ocean
model or atmosphere-only) and RCMs with different sce-
narios for anthropogenic greenhouse gas forcing prescribed.
Most of these studies (9 out of 11) showed a future increase
in storm frequency, while two found a decrease. Likewise,
10 out of 11 studies showed a future increase in storm
intensity; no trend was found in the remaining study. The
same trends were also identiﬁed over the North Atlantic
south of about 60°N, while over northern and central Europe
about the same number of studies projected either increases
or decreases in storm frequency.
Fig. 5.5 Projected change in mean track density for winter (December
through February, DJF; upper panel) and summer (June through
August, JJA; lower panel) based on the RCP8.5 scenario from 19
CMIP5 simulations. Units are number of cyclones per month per unit
area. Only responses statistically signiﬁcant at the 5 % level are shown
(Zappa et al. 2013)
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5.5.2 Mean Wind Speeds
The mean winds near the surface (at 10 m height) in the
North Sea region are characterised by a clear gradient
between the North Sea and the adjacent land areas with
considerably higher wind speeds over the ocean than over
land, particularly during winter (e.g. Kjellström et al. 2011).
In contrast to other meteorological variables such as
precipitation and temperature, very few studies have asses-
sed potential future changes in near-surface winds in
response to anthropogenic climate forcing on the basis of
scenario simulations originating from GCMs. McInnes et al.
(2011) analysed future changes in mean wind speeds at 10 m
at a global scale on the basis of the CMIP3 simulations based
on the SRES A1B scenario and found an increase in mean
wind speeds over both the North Sea and the adjacent land
areas in winter at the end of the 21st century, while in
summer a notable increase was found over the North Sea
only. On an annual basis, mean wind speeds are projected to
increase over the entire North Sea region; with the projected
changes in mean wind speed typically exceeding 10 %.
Despite an overall tendency of increasing mean wind speed
in the North Sea region, McInnes et al. (2011) identiﬁed
marked variations between individual models regarding the
sign of the change, particularly in the southern North Sea
region. In a recent study, Sterl et al. (2015) analysed pro-
jected change in annual mean wind speeds at 10 m over the
southern North Sea region for the RCP4.5 and RCP8.5
scenarios using one GCM. In contrast to the overall tendency
obtained from the CMIP3 simulations, Sterl et al. (2015)
found decreases in annual mean wind speed over the entire
region, with little difference between the two scenarios.
More studies exist in which potential future changes in
near-surface winds in response to anthropogenic climate
forcing for selected regions or continents have been assessed
on the basis of scenario simulations with RCMs. The ﬁner
spatial resolution not only adds regional detail to the simu-
lations, which is important when looking at the North Sea
region, but also affects the magnitude of the projected
changes, particularly regarding extreme wind speeds (Win-
terfeldt and Weisse 2009). This is especially the case when
RCMs are applied at very high horizontal resolution. Pryor
et al. (2012) showed, for instance, that for the RCA3 RCM
an increase in horizontal resolution from 50 to 6.25 km leads
to an overall increase in simulated mean near-surface wind
speed of 5 % averaged over southern Scandinavia, while the
50-year return level of wind speeds and wind gusts increases
by over 10 and 24 %, respectively.
Kjellström et al. (2011) analysed potential future change
in mean wind speed on the basis of an ensemble of simula-
tions with the RCA3 RCM driven by six different GCMs for
the SRES A1B scenario. These projections are characterised
by a small (up to 0.25 ms−1) increase in mean wind speed in
the North Sea region in winter but a decrease over land areas
and a small increase over the southern part of the North Sea.
In particular in winter, the regional distributions of the pro-
jected changes vary considerably, both in sign and in strength
between the RCA simulations driven by different GCMs. In a
similar type of study based on an ensemble of climate pro-
jections with the HIRHAM RCM driven by three different
GCMs for either the SRES B2 or the SRES A1B scenario,
Debernard and Røed (2008) found increases in annual mean
wind speed in the North Sea region, reaching up to 2 % over
ocean areas.
5.5.3 Wind Extremes
For extremes of near-surface winds, deﬁned via the 99th
percentile of daily mean wind speed, the CMIP3 simulations
show an overall slight increase (up to 5 %) in the North Sea
region during winter and an overall slight decrease (up to
5 %) during summer (McInnes et al. 2011). In this, the
projected changes in extreme wind speed are markedly less
pronounced than the corresponding changes in mean wind
speed when normalised with the climatological values for
present-day climate conditions. De Winter et al. (2013)
analysed projected changes in annual maximum near-surface
wind speed based on scenario simulations with 12 GCMs
from CMIP5 for both the RCP4.5 and RCP8.5 scenarios. In
contrast to McInnes et al. (2011), they analysed the scenarios
from each GCM separately instead of the multi-model
ensemble mean. The different GCMs simulated very differ-
ent changes in the North Sea region, with some models
giving either increases or decreases in the intensity of wind
extremes over most of the North Sea region and others
giving increases over the northern part of the North Sea
region and decreases in the southern part. For the RCP8.5
scenario the projected changes typically vary in the range
−1.5 to 1.5 ms−1. The individual GCMs simulate not only
very different future changes in the intensity of extreme
winds, but also very different distributions of the intensity of
extreme winds, both with regard to the location of the peak
and with regard to the width of the respective probability
density functions aggregated over the North Sea.
Donat et al. (2011) presented the projected changes in the
intensity of wind extremes (deﬁned via the 98th percentile of
daily maximum wind speed) for six different GCMs from
CMIP3 for the SRES A1B scenario individually, ﬁnding
very different changes in the intensity of extreme winds in
the North Sea region. The multi-model ensemble mean
showed intensiﬁed extreme winds in the range 0.25–
0.75 ms−1 in the North Sea region at the end of the 21st
century. Donat et al. (2011) also considered a number of
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scenario simulations with different RCMs driven by these
GCMs, which were part of the ENSEMBLES project (Van
der Linden and Mitchell 2009). They found that dynamical
downscaling contributed to the uncertainty of the projected
changes, as RCMs driven with identical large-scale bound-
ary conditions simulated quite different changes in the
intensity of wind extremes.
Nikulin et al. (2011), on the other hand, considered six
different scenario simulations with one particular RCM
(RCA3) driven by global scenario simulations with six dif-
ferent GCMs for the SRES A1B scenario. Consistent with
the studies above, Nikulin et al. (2011) also found very
different changes in the 20-year return levels of daily max-
imum wind speeds in the North Sea region at the end of the
21st century for the individual RCM simulations. The
multi-model ensemble means were characterised by a gen-
eral tendency of more intense wind extremes in the North
Sea region. Similarly, Gaslikova et al. (2013) analysed four
different scenario simulations with the CCLM RCM driven
by four different global scenario simulations with one par-
ticular GCM (two realisations of both the SRES B1 and the
SRES A1B scenarios). The projected changes in the inten-
sity of extreme winds (deﬁned as the 99th percentile of
annual maximum daily wind speeds) over the North Sea
were also found to vary considerably between the four
scenarios. This was particularly the case for the scenarios
driven by the two realisations of the global simulations,
where one realisation gave weaker wind extremes over the
northern part of the North Sea. The A1B scenario resulted in
notably stronger increases in the intensity of extreme winds
than the B1 scenario. The multi-model ensemble means are
characterised by more intense wind extremes to the south of
58°N, ranging between 0.2 and 0.4 ms−1 over most of the
area at the end of the 21st century.
The differences between the two realisations over the
North Sea are also revealed in the time series of the change
in the intensity of wind extremes at different locations in the
North Sea for the four different scenario simulations
(Fig. 5.6). At the central North Sea location two of the
realisations (A1B_2 and B1_2) simulated weaker wind
extremes during the entire 21st century, while at the two
locations in the German Bight this tendency is only apparent
during the ﬁrst half of the 21st century. The other two
realisations (A1B_1 and B1_1), on the other hand, simulated
stronger wind extremes during the course of the 21st cen-
tury. The time series also illustrate the marked internal
variability at multi-decadal time scales, making it difﬁcult to
identify systematic differences between the SRES A1B and
B1 scenario simulations at these locations. For individual
30-year periods, however, marked differences between the
A1B and B1 scenarios can occur, i.e., the two realisations
A1B_1 and B1_1 at the end of the 21st century.
5.5.4 Wind Direction
McInnes et al. (2011) analysed projected changes in the
direction of the mean winds at a global scale on the basis of
the CMIP3 simulations. For the North Sea region, they
found very small changes in mean wind direction in winter
but in summer anticlockwise changes across the entire
region, exceeding 15° in the southern areas. The
Fig. 5.6 Changes in 30-year running means with respect to 1961–
1990 for four different RCM scenario simulations for the annual 99th
percentile wind speeds (upper row) and (lower row) the annual
frequencies of strong (≥17.2 ms−1) westerly winds (165–345°; solid
lines) and strong easterly winds (345–165°; dashed lines) at a site in the
central North Sea (L1) and two sites in the German Bight (L2 and L3)
(adapted from Gaslikova et al. 2013, their Fig. 8)
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anticlockwise changes in mean wind direction in the
southern North Sea region are consistent between most of
the scenario simulations considered.
De Winter et al. (2013), on the other hand, analysed
projected changes in the direction of strong winds over the
North Sea on the basis of 12 GCMs contributing to CMIP5
for both the RCP4.5 and RCP8.5 scenarios. Strong winds
were deﬁned as the annual maxima of daily mean wind
speeds and two areas were distinguished, one in the northern
part of the North Sea and the other in the southern part. The
authors found a common tendency towards less frequent
strong winds from south-eastern directions and more fre-
quent strong winds from south-western and western direc-
tions in the latter half of the 21st century in both regions for
both scenarios. However, it should be noted that due to the
rarity of strong wind events the wind direction statistics are
characterised by a high degree of variability, which affects
the robustness of the projected changes. These changes in
the predominant wind directions are consistent with the
ﬁndings of Donat et al. (2010), who considered storm days
(based on daily maximum wind speeds) over western Europe
on the basis of six GCMs contributing to CMIP3 for the
SRES A1B scenario, and by Sterl et al. (2009) on the basis
of a multi-member ensemble of scenario simulations for the
SRES A1B scenario with one particular GCM. The projected
changes from south-easterly to more south-westerly and
westerly winds could indicate a poleward shift in the storm
track, because in the North Sea region a storm following a
northern track is associated with predominantly westerly
winds, while a storm following a more southern track mainly
produces south-easterly winds. Both the CMIP3 and CMIP5
simulations are characterised by corresponding changes in
the storm track in the North Sea region (e.g. Harvey et al.
2012; Zappa et al. 2013).
Gaslikova et al. (2013) used an ensemble of four different
scenario simulations with the CCLM RCM driven by four
different global scenario simulations with one particular
GCM (two realisations of both the SRES B1 and SRES A1B
scenarios) to analyse projected changes in the direction of
wind speeds of at least 17.2 ms−1 (corresponding to 8 Bft) at
several locations in the North Sea region. They found a
general tendency of more frequent strong westerly winds and
of less frequent easterly winds in the central North Sea as
well as in the German Bight in the course of the 21st century
(Fig. 5.6). The decreases in the frequency of strong easterly
winds are more pronounced in the German Bight than in the
central North Sea, while increases in the frequency of strong
westerly winds are similar at all locations. The time series of
the projected changes for the four scenario simulations
reveal both strong temporal variability at multi-decadal time
scales and notable differences between the individual sce-
nario simulations, illustrating the important role of internal
variability for regional assessments of future change in the
characteristics of storms.
5.6 Radiation and Clouds
Burkhardt Rockel, Wilhelm May
Few recent publications describe projected changes in radi-
ation and clouds. Also, the RCMs and GCMs used to derive
these projections, the emission scenarios used in the pro-
jections, and the time periods analysed are quite diverse. The
projected changes are presented separately for solar and
terrestrial radiation as well as for cloud cover, with simi-
larities between these changes highlighted. The numbers
presented in this section are typically estimated from the
geographical distributions that cover a much larger area than
the North Sea region, such as the globe or the entire Euro-
pean continent.
5.6.1 Solar Radiation
For annual mean net downward solar radiation at the surface,
all studies show a distinct pattern with a decrease in the
northern North Sea region and an increase in the south. This
tendency is found regardless of which climate model or sce-
nario is used or which time period is considered and so can be
considered a robust result. The magnitude of the projected
changes in the two areas varies between studies, however.
With increasing numbers of climate scenario simulations
available from different coupled climate models, estimates
based on a multi-model ensemble are often taken into
account. Henschel (2013), for instance, considered results
from 39 GCMs from CMIP5 for the RCP8.5 scenario and
found a median decrease of about 0.1 Wm−2 per year for the
southern part of the North Sea region for the multi-model
ensemble, corresponding to a decrease of about 4 Wm−2 by
the middle of the 21st century. In contrast, Henschel (2013)
did not ﬁnd any signiﬁcant trend for the northern North Sea
region (north of about 58°N) until the middle of the 21st
century and so did not give any estimate of the change at that
point in time.
Trenberth and Fasullo (2009) and Zhou et al. (2009) both
considered results from multi-model climate simulations for
the SRES A1B scenario to assess projected change until the
end of the 21st century. However, the two studies considered
different time periods and different parts of the atmosphere.
Trenberth and Fasullo (2009) analysed projected change in
annual mean net solar radiation at the top of the atmosphere
and found an increase in absorbed solar radiation of up to
6 Wm−2 in the southern North Sea region and a decrease of
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up to 1.5 Wm−2 in the northern region in the period 2000–
2100. Zhou et al. (2009) analysed solar radiation at the
surface and found an increase in net surface solar radiation
of up to 4 Wm−2 in the southern North Sea region and a
decrease of up to 6 Wm−2 in the north for 2080–2099 rel-
ative to 1900–1919.
Ruosteenoja and Räisänen (2013) analysed projected
changes in solar radiation from the CMIP3 multi-model
ensemble for the SRES A1B scenario by the end of the 21st
century, distinguishing between seasons. In their supple-
mental material, Ruosteenoja and Räisänen (2013) also
presented changes by the end of the 21st century for the
SRES A2 and B1 scenarios as well as changes by the middle
of the 21st century (2020–2049) for the SRES A1B scenario.
In contrast to the previously mentioned studies, Ruosteenoja
and Räisänen (2013) presented changes relative to the
present-day climate (1971–2000) rather than absolute
changes. According to their estimates, a relative reduction of
15 % at about 60°N corresponds to a decrease of less than
3 Wm−2. According to their results, the pattern of projected
changes at the middle of the 21st century varies little with
season except for winter with a decrease in solar radiation
over almost the entire North Sea region and a strongest
decrease of about 5 %. During summer, on the other hand,
solar radiation is increased almost everywhere, with a
strongest increase of about 2.5 %. The variations between
season are more pronounced at the end of the 21st century
than for the mid-century. During both summer and autumn
the characteristic north-south structure is evident with a
decrease in solar radiation in the northern part (about 5 %) of
the North Sea region and an increase in the south (about
10 %; Fig. 5.7). During winter, on the other hand, solar
radiation is reduced across the entire North Sea region,
particularly in the eastern part with reductions of about
10 %, and over 15 % in the north-eastern part. Consistent
with this seasonal variation in the projected changes in solar
radiation, KNMI (2014) reported pronounced increases in
solar radiation in the Netherlands during summer, of 5.5–
9.5 % at the end of the 21st century for the scenarios with a
strong influence of circulation change (i.e. scenarios with
more frequent high-pressure systems). The projected chan-
ges in annual mean solar radiation in the Netherlands are
small, ranging from −0.8 to 1.4 % for the different scenarios.
Ruosteenoja and Räisänen (2013) found very similar
changes for the SRES A2 scenario, for which in contrast to
the A1B scenario forcing by anthropogenic sulphate aerosol
is not reduced during the latter half of the 21st century, while
the water vapour content of the atmosphere is further
enhanced due to the stronger global warming. This led the
authors to conclude that the projected changes in solar
radiation are mainly caused by changes in meteorological
conditions, principally changes in cloudiness.
Fig. 5.7 Seasonal change in incident solar radiation (%) from 1971–
2000 to 2070–2099 under the SRES A1B scenario as an average of 18
GCMs: a summer, b autumn, c winter, and d spring. Areas where more
than 85 % of the models (at least 16 of 18 GCMs) agree on the sign of
the change are hatched. The contour interval is 5 Wm−2; negative
changes are marked by warm colours (yellow, orange and red) and
positive changes by cold colours (green, blue and purple) (Ruosteenoja
and Räisänen 2013)
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5.6.2 Terrestrial Radiation
Compared to solar radiation there are even fewer studies
assessing projected changes in terrestrial radiation. This
could be considered surprising, since terrestrial radiation
plays an important role in the greenhouse effect. Zhou et al.
(2009) found, for instance, an increase in annual mean ter-
restrial radiation across the entire North Sea region, with the
increase ranging from 14 Wm−2 in the western part to
21 Wm−2 in the eastern part by the end of the 21st century.
Wild et al. (1997) found a similar pattern with increases of
5–10 Wm−2. Trenberth and Fasullo (2009), who in contrast
to other studies considered changes in radiation at the top of
the atmosphere, found a decrease in annual mean outgoing
terrestrial radiation of about 1.5 Wm−2 over the North Sea
and about 3 Wm−2 over adjacent land areas.
5.6.3 Cloud Cover
Consistent with the projected changes in annual mean net
solar radiation at the surface, the aforementioned studies
show a distinct pattern with a projected increase in cloud
cover over the northern part of the North Sea region and a
decrease over the southern part. This can be taken as a robust
result, given the different climate models, scenarios and time
periods considered. Nevertheless, the magnitude of the
projected changes in these two areas does vary between
studies. This ﬁnding is also supported by the recent RCP
scenario simulations. As shown by Collins et al. (2013), both
the RCP4.5 and RCP8.5 scenarios give a decrease in the
annual mean cloud cover fraction, of up to 5 % in the
southern part of the North Sea region by the end of the 21st
century for RCP8.5. Moreover, the projected changes are
generally weaker (and less signiﬁcant) over the North Sea
itself than over the adjacent land areas.
Zhou et al. (2009) and Trenberth and Fasullo (2009)
found a less pronounced effect on cloud cover in the
northern part of the North Sea region than in the south. They
found a slight increase of up to 0.5 and 0.75 %, respectively,
in the northern part, and a considerably stronger decrease of
up to 3 % in the southern part. Wild et al. (1997) and
Henschel (2013), on the other hand, found a similar amount
of change in both areas; about a 2 % increase (decrease) in
cloud cover over the northern (southern) part of the North
Sea region by the mid-21st century. As these changes are the
median from 39 GCMs for the RCP8.5 scenario, these
estimates may be considered robust, with two-thirds of the
climate models agreeing on a reduction in cloud cover over
the southern part of the North Sea region. Consistent with
the projected changes in solar radiation, Henschel (2013) did
not ﬁnd any signiﬁcant trends in cloud cover north of 58°N.
A study by Räisänen et al. (2003) permits a closer look at
the North Sea region, as it is based on a set of regional
climate simulations for Europe with the RCAO RCM, with
lateral boundary conditions originating from two different
GCMs for both the SRES A2 and B2 scenarios. By the end
of the 21st century they found an increase in annual mean
cloud cover of up to 8 % in the northern part of the North
Sea region and a decrease of up to 8 % in the southern
part. The projected changes in cloud cover are particularly
strong during summer, with a typical reduction of 12–20 %
in the southern part of the North Sea region, depending on
the driving GCM and the scenario used. In the northern part,
on the other hand, cloud cover typically increases by 4–
12 %. In this, the projected future changes during summer
are considerably stronger than during winter. Furthermore,
the general structure of the patterns of projected change
varies little between the different simulations in summer,
emphasising the robustness of these projections. In winter,
on the other hand, the patterns of simulated changes in cloud
cover are strongly affected by the choice of driving GCM.
While the simulations driven by HadAM2H project an
increase in cloud cover over all land areas with the exception
of the British Isles, the simulations driven by
ECHAM4/OPYC project a slight decrease in most of this
area. The only exception is the respective simulation for the
SRES B2 scenario with enhanced cloud cover over western
Europe. According to these results, the projected changes in
cloud cover during winter are not as robust as those during
summer, presumably owing to the greater uncertainty in the
projected changes in the large-scale circulation over Europe
due to natural climate variability.
5.6.4 Summary
Considering all the results reported here, a line of zero
change can be roughly drawn from the Firth of Forth to the
Skagerrak with a tendency for net solar radiation to decrease
(increase) in the region to the north (south) of this line.
Consistent with this the same zero-line separates areas with
an increase (decrease) in cloud cover in the northern
(southern) part of the region.
As mentioned in the introductory paragraph, the actual
numbers given here for the North Sea region have been
estimated from the corresponding geographical part pre-
sented in the respective studies, with most of them covering
the entire globe. A study on the projected changes in radi-
ation and clouds focusing on the North Sea region is still
missing. With the multi-model ensemble of regional climate
simulations for Europe, which have become available
through CORDEX (Jacob et al. 2014), such a study might be
undertaken in the future. Ruosteenoja and Räisänen (2013)
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took a ﬁrst step in this direction by considering the changes
of the solar radiation for northern and southern Europe
separately. Given the importance of the projected changes in
cloud cover in the North Sea region, further investigations
on the changes in speciﬁc cloud properties, i.e. the vertical
distribution with low-, mid and high-level clouds or the
phase of the clouds (liquid and ice), might help to under-
stand the physical mechanisms behind the projected
changes.
5.7 Conclusions
Wilhelm May
The climate projections considered in this chapter reveal
changes in the state of the atmosphere in the North Sea
region, both in the free atmosphere and near the surface. The
changes mostly concern conditions at the end of the 21st
century (with the end of the 20th century or the turn of the
20th and the 21st centuries as the baseline), although some
relate to the mid-21st century. They comprise:
• Ampliﬁcation and an eastward shift in the pattern of
NAO variability in autumn and winter.
• Changes in the storm track with increased cyclone den-
sity over western Europe in winter and reduced cyclone
density on the southern flank in summer.
• More frequent strong winds from westerly directions and
less frequent strong winds from south-easterly directions.
• A marked mean warming of 1.7–3.2 °C for different
scenarios, with stronger warming in winter than in
summer and relatively strong warming over southern
Norway.
• Intensiﬁed extremes related to daily maximum tempera-
ture and reduced extremes related to daily minimum
temperature, both in terms of strength and frequency.
• An increase in mean precipitation during the cold season
and a reduction during the warm season.
• A pronounced increase in the intensity of heavy daily
precipitation events, particularly in winter.
• A considerable increase in the intensity of extreme
hourly precipitation in summer.
• An increase (decrease) in cloud cover in the northern
(southern) part of the North Sea region, resulting in a
decrease (increase) in net solar radiation at the surface.
It should be noted that the uncertainty ranges of the future
changes projected by the climate scenarios vary between the
different meteorological variables. The uncertainty range is
particularly large for the projected changes in wind speed and
in wind direction, both for mean winds and for wind extremes.
Hence, the projected changes in wind characteristics are
typically within the range of natural variability and can even
have opposite signs for different scenarios either simulated by
different climate models or for different future periods.
The projected changes in future climate presented here for
the North Sea region have typically been extracted from
geographical distributions for either the entire globe, when
scenario simulations with GCMs are considered, or for
Europe, when scenario simulations with RCMs are used. In
some of the respective studies, however, different parts of
Europe were considered separately, typically distinguishing
between northern and southern Europe. With the
multi-model ensemble of regional climate simulations for
Europe, which have become available through CORDEX
(Jacob et al. 2014), such studies with a special focus on the
North Sea region could become available in the near future.
The studies considered here vary widely in the choice of
underlying scenarios for anthropogenic climate forcing,
namely the different SRES scenarios and RCP scenarios.
There is, however, a tendency to focus on the SRES A1B
scenario in previous studies and the RCP4.5 and RCP8.5
scenarios, respectively, in the most recent studies. Also, the
studies vary considerably in the time periods chosen, both
for the present-day and future climate conditions, which can
make it difﬁcult to directly compare the magnitude of cor-
responding projected changes between studies. In particular,
some studies focus on projections to the middle of the 21st
century instead of the end of the 21st century, while some
consider projections for both periods. This chapter mostly
reports on changes projected at the end of the 21st century.
This is mainly because for most of the forcing scenarios the
projected changes are stronger at the end of the century,
which means there is a higher probability of the projected
regional changes exceeding the range of internal variability
at that point. Moreover, the differences between RCP sce-
narios, in particular between the RCP2.6 and RCP4.5 sce-
narios, develop during the latter half of the century.
Several factors contribute to the uncertainties in the
projected changes, that is, the uncertainty in the climate
forcing due to different scenarios, the model uncertainty
associated with different climate models, and the uncertainty
due to the natural variability of the climate system. By
coordinating the simulation of future climate scenarios by
different research groups in initiatives such as CMIP3,
CMIP5 or CORDEX or in the ENSEMBLES project, the
importance of some of these sources of uncertainty can be
quantiﬁed, ultimately leading to estimates of the likelihood
at which certain climatic changes can be expected to occur.
With the increase in computer power, climate models have
been improved in several respects. In particular, components
such as vegetation and marine biogeochemical cycles have
been added to coupled climate models leading to the
development of earth system models (ESMs) and the hori-
zontal and vertical resolutions of both global and regional
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climate models have been improved, allowing better repre-
sentation of certain processes in these models. Furthermore,
the ongoing development of regionally coupled model sys-
tems with an RCM interactively coupled to an ocean model
could improve the presentation of climate processes over the
North Sea and, hence, the quality of climate simulations for
the North Sea region.
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Abstract
Increasing numbers of regional climate change scenario assessments have become available
for the North Sea. A critical review of the regional studies has helped identify robust
changes, challenges, uncertainties and speciﬁc recommendations for future research.
Coherent ﬁndings from the climate change impact studies reviewed in this chapter include
overall increases in sea level and ocean temperature, a freshening of the North Sea, an
increase in ocean acidiﬁcation and a decrease in primary production. However, ﬁndings
from multi-model ensembles show the amplitude and spatial pattern of the projected
changes in sea level, temperature, salinity and primary production are not consistent among
the various regional projections and remain uncertain. Different approaches are used to
downscale global climate change impacts, each with advantages and disadvantages.
Regardless of the downscaling method employed, the regional studies are ultimately
affected by the forcing global climate models. Projecting regional climate change impacts
on biogeochemistry and primary production is currently limited by a lack of consistent
downscaling approaches for marine and terrestrial impacts. Substantial natural variability in
the North Sea region from annual to multi-decadal time scales is a particular challenge for
projecting regional climate change impacts. Natural variability dominates long-term trends
in wind ﬁelds and strongly wind-influenced characteristics like local sea level, storm
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surges, surface waves, circulation and local transport pattern. Multi-decadal variations bias
changes projected for 20- or 30-year time slices. Disentangling natural variations and
regional climate change impacts is a remaining challenge for the North Sea and reliable
predictions concerning strongly wind-influenced characteristics are impossible.
6.1 Introduction
This chapter addresses projected future changes in the North
Sea marine system focussing on three major aspects, namely
changes in sea level, changes in hydrography and circula-
tion, and changes in lower trophic level dynamics, biogeo-
chemistry and ocean acidiﬁcation. Future changes in the
North Sea marine system will be driven by a combination of
changes induced by the globally forced oceanic boundary
conditions and by regional atmospheric and terrestrial
changes. Regional changes in sea level are forced by chan-
ges in ocean water mass, spatial changes in the Earth’s
gravitational ﬁeld, geological changes, changes in thermal
and haline characteristics and the corresponding volume
changes, and by the redistribution of water masses. Only the
ﬁnal two are accounted for directly or can be derived from
General Circulation Models (GCMs, global climate models
that are based on models for atmospheric and oceanic cir-
culation). The ﬁrst three contributions, which could have
substantial impacts on regional sea level, must be estimated
by a combination of expert judgement and additional
methods and complementary models. In some cases, infor-
mation from GCMs also plays a role and helps to ensure the
development of an internally consistent scenario.
Current GCMs and ESMs (Earth System Models, here
used for global models) typically simulate changes in climate
at a resolution of 100 km or more, and thus often fail to
deliver reliable information on regional-scale circulation such
as for the North Sea (e.g. Ådlandsvik and Bentsen 2007).
Moreover, GCMs and ESMs are not optimised for shelf sea
hydrodynamics and biogeochemistry, and some key pro-
cesses relevant to North Sea dynamics, such as tides and
physical and biogeochemical coupling at the sediment-water
interface, are typically neglected. A systematic climate
change assessment for the North Sea using GCM and ESM
model data is therefore not available, except for climate
change impacts on sea level (see Sect. 6.2). Detailed and
spatially resolved studies of climate impacts on the North Sea
system typically use dynamic downscaling approaches
employing regional dynamic models. In a study of water
level extremes, such as through storm surges, it is usually
possible to make use of computationally inexpensive
2-dimensional barotropic models for water levels. A simpli-
ﬁed approach is also possible for sea surface waves and a
model of the generation and dissipation of wave energy is
typically employed. However, for a detailed and spatially
resolved investigation of regional climate change impacts on
physical and biogeochemical variables a more complex and
computationally expensive approach is needed. This
requires high resolution 3-dimensional coupled physical-
biogeochemical models with appropriate atmospheric forcing
(i.e. air-sea fluxes of momentum, energy and matter,
including the atmospheric deposition of nitrogen and car-
bon), terrestrial forcing (volume, carbon and nutrient flows
from the catchment area) and data at North Atlantic and
Baltic Sea lateral boundaries. The far-ﬁeld oceanic changes in
hydrography and circulation are almost exclusively projected
using GCMs and their results from boundary conditions for
regional North Sea studies. Oceanic boundary conditions
from ESMs are used to project local changes in North Sea
biogeochemistry. Dynamically consistent climate change
scenarios for terrestrial drivers are still lacking, both at global
and regional scales. Therefore, regional studies typically use
a combination of forcing GCMs and ESMs, regional down-
scaling and impact models (see Annexes 2 and 3 for a general
review of methods), and expert judgement based on available
evidence for future impact scenarios for freshwater and
nutrient fluxes from terrestrial sources. These regional studies
typically employ a wide range of different methods to correct
the regional bias in forcing GCMs or ESMs, which are
necessary to ensure a correct seasonality and coupling of
local ecosystem dynamics.
In recent years, a range of regional scenarios have been
published for the North Sea, addressing changes in sea level,
hydrodynamics, productivity and biogeochemistry. The
methods applied and processes considered vary greatly from
study to study and could substantially affect the changes
projected. Therefore, a classiﬁcation of the most important
methodological aspects used within the different subsections
is provided and the projected impacts are discussed in
relation to the study conﬁguration where necessary.
6.2 Sea Level, Storm Surges
and Surface Waves
The Intergovernmental Panel on Climate Change (IPCC)
concluded in its ﬁfth assessment (AR5; IPCC 2013) that it is
very likely that the mean rate of global averaged sea-level
rise (SLR) was 1.7 mm year−1 between 1901 and 2010, and
3.2 mm year−1 between 1993 and 2010, with tide-gauge and
satellite altimeter data consistent regarding the higher rate
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during the more recent period. While there has been a sta-
tistically signiﬁcant acceleration in SLR since the start of the
20th century of around 0.009 mm year−2 (Church and White
2011), rates similar to that of the 1993–2010 period have
been observed previously, for instance between 1920 and
1950. In the North Sea, rates of SLR for the 20th century of
around 1.5 mm year−1 have been estimated (Wahl et al.
2013). Signiﬁcant future changes in sea level around the
world’s coastline are expected over the next century and
beyond (IPCC 2013). As a global average, and depending on
the choice of future greenhouse gas emission scenarios, SLR
to 2081–2100 relative to the 1986–2005 baseline period
ranges from 0.26 to 0.82 m. Numerous studies (e.g. Bosello
et al. 2012; Hinkel et al. 2013) have highlighted the potential
impacts in terms of flooding and loss of coastal wetlands,
and the potential damage and adaptation costs. This section
reviews recent ﬁndings on global and European sea-level
changes, including the behaviour of storm surges, tides and
waves.
6.2.1 Time-Mean Sea Level Change
This sections addresses changes in the time-average sea
level, leaving changes in rapidly varying components such
as storm surge, tides and sea surface waves to later sections.
The current view based on observations from the recent past
and future projections by coupled GCMs is a long-term trend
of rising sea level with natural variations superimposed on
this general trend on a range of time scales and due to a
number of physical drivers including atmospheric pressure
and wind, and large-scale steric variations (Dangendorf et al.
2014). This variability obscures the detection of regional
climate trends (Haigh et al. 2014) both in observations and
scenario simulations.
Variations in the time-average sea level can be driven by
a number of processes. First, changes in density due to
changing temperature and salinity are important for the sea
level on a global and regional basis. Thermal expansion
occurs as extra heat is added to the water column. Salinity
changes in the water column are also important in some
regions. In terms of the global average the thermal expansion
effect dominates over the salinity effect on sea level. How-
ever, both can be important regionally (Lowe and Gregory
2006; Pardaens et al. 2011a). The other major process
driving change in time-average sea level is change in total
ocean water mass. Over the next century there is likely to be
a transfer of water into the ocean from storage on land in
mountain glaciers and the Greenland Ice Sheet, and possibly
the West Antarctic Ice Sheet. Smaller contributions to sea
level change may come from other terrestrial stores, both
natural aquifers and man-made reservoirs—although this
input is not expected to exceed the contribution from melting
land ice. Geological changes, such as changes in the size of
ocean basins can also alter global sea level.
Variations in the spatial distribution of sea level are
affected by several factors. From an oceanography perspec-
tive, changes in the density structure of the ocean and
changes in circulation are likely to be associated with chan-
ges in the pattern of sea surface height as the ocean seeks to
attain a new dynamic balance (e.g. Gregory et al. 2001; Lowe
and Gregory 2006; Landerer et al. 2007; Bouttes et al. 2012).
From the perspective of geology and solid earth physics,
there are also spatial components associated with change in
the Earth’s gravity ﬁeld as water moves from storage in land
ice into the ocean and movement of the solid Earth as the
mass loading on both the land and ocean basins change (e.g.
Milne and Mitrovica 1998; Mitrovica et al. 2001). The local
and regional deviations from the global mean change can act
in both positive and negative directions—in some cases
adding to the global mean change and in others offsetting it.
Future projections involving changes in water mass distri-
bution must take account of these effects, typically by scaling
the global mean change in water mass terms by an appro-
priate ‘ﬁngerprint’ (e.g. Slangen et al. 2014). There is also an
ongoing change due to the Glacial Isostatic Adjustment
(GIA) associated with the last major deglaciation, although
this is typically small in most locations compared to most
business-as-usual projections for the 21st century. In the
southern North Sea, vertical crust movements are negative
and correspond to a future sea level increase. In the northern
North Sea and along the Norwegian coastline vertical crust
movement is positive and leads to a future decrease in sea
level. The rate of GIA is roughly linear, with values between
−1.5 and +1.5 mm year−1 (Shennan and Horton 2002;
Shennan et al. 2009), although some higher values may be
found (e.g. Simpson et al. 2014). Taking a wide range of
physical effects into account the latest IPCC assessment
highlighted that, based on the output of predictive models,
around 70 % of the global coastline is expected to experience
changes within 20 % of the global mean (IPCC 2013). There
may also be land movement changes on a more local scale,
for instance associated with subsidence caused by ground
water or gas extraction.
6.2.2 Range in Global Time-Mean
Sea Level Changes
There are three main approaches to considering future global
mean sea level changes in current regular use. The ﬁrst is the
use of complex spatially resolved physically based climate
models, which attempt to simulate many of the major pro-
cesses involved in changing sea level. A typical approach
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(e.g. Yin 2012) uses a GCM to simulate the large-scale
evolution of climate over the next century for a range of
alternative pathways of future greenhouse gas forcing.
The GCM is able to simulate changes in heat uptake and so
thermal expansion can be determined from changes in the
in situ simulated ocean temperatures or even simulated
directly. The simulated atmospheric temperature and pre-
cipitation changes can be used as input to separate physical
models of glaciers (e.g. Marzeion et al. 2012; Giesen and
Oerlemans 2013; Radić et al. 2014), the Greenland Ice Sheet
(e.g. Graversen et al. 2011; Rae et al. 2012; Yoshimori and
Abe-Ouchi 2012; Nick et al. 2013) and the Antarctic Ice
Sheet (e.g. Vizcaíno et al. 2010; Huybrechts et al. 2011;
Bindschadler et al. 2013) to estimate their contributions. The
key advantage of this modelling approach is that it can
address changes in the relative importance of many different
physical processes involved. The disadvantage is that the
models may not include all of the important physical pro-
cesses in the coupled systems or may not represent them
with sufﬁcient credibility. This is demonstrated by the latest
climate model validation tests (IPCC 2013), which show that
although the models clearly have skill at representing many
aspects of the real observable climate, other aspects differ
sizeably between model and observations. In recent years a
signiﬁcant advance has been to close the global sea level
budget (Church et al. 2011). As a result, improved estimates
became available for the thermal oceanic contribution, for
glaciers and land ice contributions and for terrestrial storage.
This credible level of knowledge about the different contri-
butions to SLR in the recent past means it is now possible to
model these sufﬁciently well to make projections of future
sea-level change.
The second approach to projecting future global sea level
uses climate models with reduced complexity. Here a model
that represents the global average climate system is often
used. A common approach is to solve the global average
heat balance for the upper layer of the ocean, with radiative
feedbacks supplying heat upwards from the surface and
diffusion of heat downwards into deeper ocean layers (e.g.
Raper et al. 2001). In complex models, many key quantities,
such as climate sensitivity, are emergent properties. In
reduced complexity climate models quantities such as cli-
mate sensitivity and mixed-layer depth are set as inputs and
provide a means of tuning the simple climate models to
emulate the global average behaviour of more complex
models. Despite the tuning, there are limitations as to how
well the simple model structure is able to achieve this (IPCC
2007). The major advantage of reduced complexity climate
models is that they are computationally much less expensive
than GCMs and so can be used to explore many more sce-
narios or to simulate much longer periods. The disadvantage
is that they may not capture sufﬁcient physics to be used
outside their tuned range. Furthermore, most simple models
only simulate long-term trends and do not capture interan-
nual variability. Recent use has also involved combining the
simpler models’ simulation of global mean values with a
scaled spatial pattern of change in sea-surface height from
the most complex GCMs (Perrette et al. 2013). This offers
the ability to interpolate between the GCM results to gen-
erate additional scenarios, although these may be less reli-
able when addressing stabilised forcing cases. Extra care
must be taken if this approach is used for extrapolation.
The IPCC Fifth Assessment (AR5) provides the most
comprehensive recent estimates of global SLR from physical
models. Figure 6.1 summarises the likely range of 21st
century projections. It is important to realise that these ran-
ges are not derived purely from climate models. Expert
judgement was used to broaden the range so that model
estimates of the 90th percentile range were judged to cor-
respond to the 66th percentile range in the real world. This
range is wider than reported in IPCC Fourth Assessment
(AR4) although direct comparisons must be undertaken with
care, as emission or forcing scenarios, methodologies and
even the components of sea level included are different (for
emission scenarios see Annex 4). One key difference is that
the most recent IPCC assessment (AR5) includes a compo-
nent from changes in ice dynamics in the likely range of
SLR, whereas the previous IPCC assessment (AR4) kept this
separate. When this component is included in the AR4 likely
range of SLR then for comparable emission or forcing sce-
narios the two assessments become more similar.
A third class of modelling approach to estimate future
global sea level is referred to as semi-empirical and typically
uses a relationship derived from observations of sea level
and either global temperature (e.g. Rahmstorf 2007) or
radiative forcing (e.g. Jevrejeva et al. 2012). By combining
the relationship with an estimate of future forcing or surface
warming from either a reduced complexity model or a
Fig. 6.1 Likely ranges of global mean sea-level rise as reported in the
IPCC Fifth Assessment using process based physical models. For
comparison, the SRES A1B scenario (the AR4 scenario) has been
recalculated using AR5 assessment methods
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complex GCM, an estimate of future sea level can be made.
There has been a long debate in the literature (e.g. Lowe and
Greogry 2010; Rahmstorf 2010) about the validity of these
models. The IPCC AR5 estimate prescribed low conﬁdence
in long-term projections from this method (IPCC 2013).
However it should be noted that this class of models covers a
range of techniques with some likely to be more physically
credible than others. Typically semi-empirical methods
simulate larger 21st century sea level responses than
GCM-based approaches, although there is some recent evi-
dence that ranges estimated from the different approaches are
starting to converge (Moore et al. 2013). The range of
semi-empirical model estimates in the IPCC AR5 is shown
in Fig. 6.2.
It is reasonable to ask if mitigation of emissions will
impact signiﬁcantly on the range of projected future sea
level. Recent work has compared the climate response to
business-as-usual scenarios, with increasing future emissions
and aggressive emission reduction scenarios (Pardaens et al.
2011b; Schaeffer et al. 2012; Koerper et al. 2013). These
studies show that mitigation this century (of a size to limit
surface warming to no more than 2 °C relative to
pre-industrial levels) likely will reduce SLR to 2100 by 25–
50 % (Fig. 6.3). Due to the inertia of the climate system
larger reductions are expected in the longer term, beyond
2100. However, eventually stabilisation of sea level may not
be expected until several hundred years or more after sta-
bilisation of atmospheric greenhouse gas concentrations or
radiative forcing (Wigley 2005; Lowe et al. 2006; Lever-
mann et al. 2013). This suggests that to avoid damaging
coastal impacts may require both mitigation and adaptation
approaches (Nicholls and Lowe 2004). It also raises the
question as to whether SLR could be reversed artiﬁcially
through geo-engineering. Studies such as that by Bouttes
et al. (2013) show that the thermal expansion component of
SLR can in theory be reversed but that the scenarios of
atmospheric greenhouse concentration needed to achieve
this are considered unlikely in the next century or so, and
possibly even beyond. Land ice melt may be even harder to
reverse on a practical time scale because it would take much
Fig. 6.2 IPCC assessment of the
5–95 % range for projections of
global-mean sea level rise (m) at
the end of the 21st century (2081–
2100) relative to present day
(1986–2005) by semi-empirical
models for a RCP2.6, b RCP4.5,
c RCP6.0, and d RCP8.5. Blue
bars are results from the models
using RCP (representative
concentration pathway)
temperature projections, red bars
are using RCP radiative forcing.
The numbers on the horizontal
axis refer to different studies. The
likely range (horizontal grey bar)
from the process-based
projections is also shown
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longer for the ice sheets to recover, even if greenhouse gas
concentrations were signiﬁcantly reduced (Ridley et al.
2010), than the time needed to reverse thermal expansion.
6.2.3 High-End Estimates of Time-Mean Global
Sea Level Change
Another aspect of global mean sea level that has received
attention from the adaptation community (e.g. Katsman et al.
2011; Ranger et al. 2013) is the possibility of an increase
beyond the likely range projected by physically based cli-
mate models. Such a contribution could originate from
additional dynamic ice sheet contributions, linked to the
movement of fast ice streams and outlet glaciers. Numerous
high-end SLR estimates exist (Nicholls et al. 2011) and
while the physical processes involved are becoming better
understood the global response is still poorly modelled.
Several lines of evidence, such as paleoclimate (Rohling
et al. 2008) and consideration of kinematic constraints on ice
streams and glaciers (Pfeffer et al. 2008) along with recent
consideration of instability of the West Antarctic Ice Sheet
suggest it is prudent not to rule out such increases, although
the largest increases are considered unlikely. The UK cli-
mate assessment in 2009 (UKCP091) (Lowe et al. 2009)
concluded that 21st century global sea level increases of up
to around 2 m could not be ruled out for design purpose of
high risk developments, but clearly stated that rises of under
1 m are much more likely, even in higher emission scenar-
ios. The IPCC AR5 concluded that several tens of cen-
timetres of extra SLR could occur during the 21st century on
top of the likely range due to instability of the West
Antarctic Ice Sheet, but that other contributions were more
unlikely or could not be quantiﬁed. When these high-end
scenarios are considered, the projected SLR tends to be more
similar to that of the semi-empirical method. However, this
should not be considered validation of the latter approach
because it is unlikely that it is able to capture the physics
needed to produce the enhanced rise. Since the publication
of the IPCC AR5, evidence has continued to accumulate on
the behaviour of the ice sheets and their contribution to
future SLR (e.g. Miles et al. 2013; Enderlin et al. 2014;
Favier et al. 2014; Khan et al. 2014). This adds further
evidence to there being low conﬁdence in the AR5 estimates
of the potential contribution of ice sheets to future changes
in sea level.
6.2.4 Time-Mean Sea Level Projections
for Europe
Numerous studies report the spatial deviation of regional sea
level from the global mean values in GCMs (e.g. Gregory
et al. 2001), with a considerable spread between models.
Pardaens et al. (2011a) noted the lack of reduction in spread
between the third and fourth IPCC assessments. Even the
latest IPCC assessment (AR5) shows a wide range in the
inter-model spread for regional sea level, although there is
some convergence in major features, such as changes across
the Antarctic Circumpolar Current and the variations asso-
ciated with some of the large-scale ocean gyres. Moreover, it
is now recognised that this is only part of the total pattern of
sea-level response and that locally varying components from
changes in land-ice loading must also be included and will
further affect the spread (e.g. Simpson et al. 2014).
Two pre-AR5 studies of the North Sea resulted in sce-
narios of future SLR. Lowe et al. (2009) presented a 5th to
95th percentile range based on IPCC AR4, with a number of
regional adjustments. By including scenario uncertainty and
model uncertainty they found an increase of 5–70 cm
Fig. 6.3 Global mean projections of sea-level rise over the 21st
century for the SRES A1B scenario (solid lines) and E1 (dotted lines)
scenarios, together with the thermal expansion and land‐based ice melt
components. Median projections relative to 1980–1999 are shown for
HadCM3C and HadGEM2‐AO models (Pardaens et al. 2011b)
1http://ukclimateprojections.defra.gov.uk/.
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relative SLR for Edinburgh and 20–85 cm for the Thames
Estuary, both reported for the period 1990–2100 and with
the difference between the sites mainly due to different
ongoing rates of vertical land movement. Katsman et al.
(2008) estimated local increases for the North East Atlantic,
for use by planners in the Netherlands. For the moderate
climate scenario, they found projected ranges relative to
2005 of 15–25 cm in 2050 and 30–50 cm by 2100. For the
warmer climate scenario the corresponding ranges were 20–
35 cm in 2050 and 40–80 cm by 2100. In addition to maps
of the spatial pattern of change, IPCC AR5 made available
some site-speciﬁc estimates of future SLR. The time series of
the nearest estimates, Ijmuiden in the Netherlands (which is
inside the NOSCCA region of interest) and Brest in France
(which is outside but near to the NOSCCA region of inter-
est) are shown in Fig. 6.4.
The local time-mean sea-level change values at the end of
the 21st century shown in Fig. 6.4 are only slightly different
from the global mean estimate for the same scenarios shown
in Fig. 6.1. This is not surprising given the IPCC ﬁnding that
around 70 % of the world’s coastline lies within 20 % of the
global mean SLR. It also indicates that the global mean
estimates for other emission or forcing scenarios can be
applied to this European site. Consideration of the spatial
patterns also suggests that to a ﬁrst approximation this value
can be applied to the North Sea region.
6.2.5 Future Changes in Extreme Sea Level
Short-lived extreme water levels are often more relevant to
many coastal impacts than the time-average changes. A low
pressure weather system moving over the North Sea can
produce an increase in water level through the inverted
barometer effect, and through the winds driving water
towards the coastline. The resulting storm surge shows
variations on a time scale of a few hours and combines with
the tidal water elevations. The highest water levels typically
occur with a surge corresponding to the rising limb of the
tide rather than the peak of the tide due to non-linear inter-
actions between the tide and surge (Horsburgh and Wilson
2007). The surge is also not a static phenomenon and will
move along the coastline as a trapped wave.
Research into future changes in extreme water level uses
a range of terminology and sea-surface height metrics,
making such estimates difﬁcult to compare. Some studies
focus on changes in short-lived extreme water level above
present-day mean sea level, while others consider changes in
the meteorologically driven surge component only, some-
times expressed as a residual relative to the tidal level but
increasingly expressed as changes in the skew surge. Fur-
thermore, some studies refer to return periods while others
frame their results as percentiles of the distribution of
extreme levels. As the present assessment focuses on iden-
tifying the qualitative aspects of past research these com-
plexities should not be a major hindrance.
Changes in extreme coastal water levels can be driven by
the time-average sea level changes, which raise the baseline
onto which extreme events are added, or by changes in
particular atmospheric conditions (e.g. Lowe et al. 2010).
There is a strong indication that changes in extreme water
levels around the globe during the instrumental record period
(about the past 150 years) have been driven predominantly
by changes in regional time-mean sea level (Menendez and
Woodworth 2010). Similar ﬁndings have been published for
the English Channel (Haigh et al. 2010). However, there is
no way to know a priori whether this will hold in the future,
Fig. 6.4 Observed and projected relative net change in sea level for
two coastal locations for which long tide-gauge measurements are
available. The projected range from 21 RCP4.5 scenario runs (90 %
uncertainty) is shown by the shaded region for the period 2006–2100,
with the bold line showing the ensemble mean. Coloured lines
represent three individual climate model realisations drawn randomly
from three different climate models used in the ensemble. Vertical bars
at the right sides of each panel represent the ensemble mean and
ensemble spread (5–95 %) of the likely (medium conﬁdence) change in
sea level at each respective location at the year 2100 inferred from
RCP2.6 (dark blue), RCP4.5 (light blue), RCP6.0 (yellow), and RCP8.5
(red) (IPCC 2013)
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or whether changes in meteorology will alter the character-
istics of storm surges. Furthermore, Woodworth et al. (2007)
noted a correlation between some aspects of extreme water
levels, such as the winter extreme high water level around
the UK measured relative to a ﬁxed datum and the winter
North Atlantic Oscillation index (NAO index, see Annex 1),
a large-scale measure of the atmospheric circulation regime.
The pattern of correlation was found to be very similar to
that of the correlation of the time-mean water level and the
NAO index, although the magnitude was stronger for the
winter extreme high water level. As there is sufﬁcient evi-
dence that the changes in extreme water level due to changes
in time-mean sea-level rise and changes in storminess
combine approximately linearly (e.g. Kauker and Langen-
berg 2000; Lowe et al. 2001; Howard et al. 2010) over a
sizeable range of future sea levels, it is insightful to consider
the two components in isolation.
The recent global analysis of Hunter et al. (2013) and
extended in the IPCC AR5, examined change in the return
period of extreme water level events for a ﬁxed rise in
time-mean sea level and a rise following a policy-relevant
scenario. Focusing on the European region for a mean SLR
of 50 cm, the frequency of extreme events measured relative
to a ﬁxed datum in the present day is projected to increase by
around a factor of 10 at many sites in the southern North
Sea, and by a factor of more than 100 at some points in the
northern North Sea. Although the factors can be applied to a
range of different return periods of events, this manner of
presenting the results must be placed in perspective. The
level of protection increase implied by these changes
remains less than an 80 cm increase at most locations.
In the EU-funded Ice2sea project (www.ice2sea.eu),
Howard et al. (2014) considered how larger regional
time-mean sea level increases from enhanced land ice
melting might manifest in terms of changes in extreme sea
level along the European coastline. Figure 6.5 shows that
most of the projected 21st century change in North Sea
extreme water levels is likely to come from the time-mean
sea-level change. Considering a central ice melt estimate,
Howard et al. (2014) found increases in the 50-year return
period surge between about 20 and 40 cm. For a high-end
scenario, increases in the 50-year return period surge were
estimated at around 60 cm and 1 m. The estimated rise was
biggest for Esbjerg and smallest for Bergen.
For potential changes in storm surge heights resulting
from future changes in meteorology, both modelling
approaches (dynamical downscaling and statistical down-
scaling) are commonly used. It is clear that the large
uncertainties about future storm activity in the North Sea
(see Chap. 5) are also reflected in future changes in storm
surge heights in the North Sea.
A number of early studies looked at the differences
between relatively short near present day and future time
periods, typically using either barotropic models (Flather and
Smith 1998; WASA-Group 1998; Langenberg et al. 1999;
Lowe et al. 2001; STOWASUS-Group 2001) or statistical
downscaling approaches (Langenberg et al. 1999). Some of
these studies suggested signiﬁcant changes might occur in
various measures of extreme water level, although consis-
tency between different studies was not large.
Later studies continued to use the time-slice approach, but
focused more on sources of uncertainty. For instance, Lowe
and Gregory (2005) attempted to place the results in context
by comparing the uncertainty in surge projections with those
from other sources, such as uncertainty in mean sea level
projections and uncertainty due to emissions scenario
choice. Woth (2005) and Woth et al. (2006) analysed sim-
ulations for future North Sea storm surge levels for which
the forcing data were derived from simulations of the global
and regional climate using different global and regional
models and the SRES scenarios A2 and B2 (see Annex 4).
Fig. 6.5 Illustrative addition of high-end and mid-range projections of
contributions to changes in the height of the 50-year storm surges in
2100 for seven locations around NW Europe. For each location, the
larger (left-hand) bar shows the high-end estimate and the smaller
(right-hand) bar shows the mid-range estimate. The projected contri-
bution from Glacial Isostatic Adjustment is shown as an offset to the
zero of each bar. The mid-range surge (SRG) projection at Sheerness is
negative, and to ensure that this can be seen the mid-range SRG
projections are shown as half-width bars. SRG is the change in surge
component. Mn_IDSL is the global mean change in dynamic height
due to fresh water from ice melt. TIM and GCFF is the ice melt mass
component adjusted with a gravitationally consistent ﬁngerprint. TE &
Mn_ADSL is the global mean thermal expansion and local dynamic sea
surface height pattern. The stations refer to model grid cells, they are
close to the following geographical locations: Aberdeen (A), Sheerness
(S), Cork Harbour (C), Roscoff (R), The Hague (H), Esbjerg (E) and
Bergen (B) (Howard et al. 2014)
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However, separating a robust climate signal from natural
variability was still problematic. While use of time-slices
was a pragmatic approach to the limits of computer power,
which prevented long simulations of high resolution atmo-
spheric models, it risks sampling long-period natural vari-
ability rather than picking up aspects of a long-term trend.
Reanalysis of the 20th century storminess suggested the
need for time-slices much longer than a few years or even a
couple of decades. Most of the earlier studies also did not
credibly estimate uncertainties in the results.
Lowe et al. (2009) used an ensemble of 11 regional cli-
mate models to drive a North Sea storm surge model and
investigate uncertainty as part of the UKCP09 study. All of
the experiments were transient and began before present day
and extended to 2100 to avoid the time-slice problem.
Focusing on the southern end of the North Sea near the
Thames Estuary they found that only one of the model
simulations had a statistically signiﬁcant increase in the
height of the 50-year return period storm surge event.
However, in physical terms this change of a few centimetres
was small compared to the expected time-mean relative
change in sea level. This result disagreed with many earlier
studies but had the advantage of not needing to use
time-slices. A recent reanalysis of the model results for sites
outside the United Kingdom (Howard et al. 2014) suggested
larger changes in the surge component at some locations,
although for sea level extremes the effect of changes in
time-mean SLR still typically dominated. Sterl et al. (2009)
undertook a similar study using a global model ensemble
and found a similar lack of a clear 21st century trend in the
storm surge component, adding further weight to the pro-
jections from UKCP09. However, an important caveat is that
the atmospheric model used for the UKCP09 ensemble was
noted to have a particular storm track response; typically
showing a southerly movement but with little evidence of an
intensiﬁcation of the storms. While this is one credible future
response the possibility of an intensiﬁcation of storms
should not be completely ruled out, because some of the
models used in IPCC assessments do show this (Lowe et al.
2009). A simple scaling argument suggested that if the
ensemble of driving models had captured the largest increase
in storm intensity from additional GCMs available it may
have led to a bigger surge increase at some locations,
comparable with changes in the future projected time-mean
SLR. However, as such large changes in storm intensity
were found in only one GCM (using the storm metric
applied) the scaled results should be considered a low con-
ﬁdence projection (Lowe et al. 2009).
Gaslikova et al. (2013) investigated a set of four transient
regional projections for the North Sea for which the under-
lying simulations of the global climate includes combina-
tions of one GCM, two initial states and SRES scenarios
A1B and B1. Towards the end of the 21st century (2071–
2100) they found an increase in extreme surge heights (mean
annual 99th percentiles) in the south-eastern North Sea,
which are highest in the German Bight by up to about
15 cm. The authors concluded that the increase in the 99th
percentile surge height is mainly due to an increase in the
frequency of storm events with intensities already occurring
in the respective reference climate and that there are rela-
tively few events with greater intensities. 50-year return
values calculated from the 100-year long projection period
(2001–2100) were compared to 50-year return values cal-
culated from the 40-year long reference period (1961–2000)
and resulted in an increase of between about 10 and 80 cm
for the two locations examined off the coast of the German
Bight (Fig. 6.6). These return values are comparable to those
reported by Lowe and Gregory (2005).
Gaslikova et al. (2013) also investigated internal climate
variability in North Sea storm surge conditions and found
multi-decadal variability within one projection as well as
between the four transient projections, which is of the same
order of magnitude as the increase towards 2100. Such
multi-decadal variability was also found by Weidemann
(2009), based on statistical downscaling of 17 projections for
the SRES scenario A1B only differing by varying initial
conditions. In this study the linear trend over the years
1958–2100 for the ﬁve study locations in the German Bight
varied between −8 and 18 cm but most of the projections
showed an increase in the surge height corrected for
time-mean sea-level changes. The trends presented by
Gaslikova et al. (2013) for the SRES A1B and B1 projec-
tions are within the range presented by Weidemann (2009).
In a recent assessment of the Dutch coastline, KNMI
(2014a, b) reported that changes in wind speed are small and
that little change is projected over the next century in
northerly winds, which are the ones that tend to cause the
largest surges along this stretch of coastline. Extremes of
water level are expected to continue to rise, however, driven
by the rise in time-mean sea level.
Taken together, the more recent studies suggest the pos-
sibility of either no signiﬁcant increase or a relatively small
increase in storm surge height in the North Sea. Where an
increase is found it is typically largest at the southern end of
the North Sea, especially in the south-east, with changes in
the western and northern parts of the North Sea being
smaller and non-uniform.
It is also useful to consider possible future changes in the
propagation of tides due to changes in time-mean sea level.
This could be important from both a flood perspective and a
consideration of renewable energy generation. The recent
study by Pickering et al. (2012) suggests changes in the tides
may result in the North Sea due to altered dynamics. They
showed that a 2-m SLR would result in a * 5 cm increase
in M2 tidal amplitude in the central North Sea and Southern
Bight, and a similar decrease in between. An update by
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Pelling et al. (2013) highlighted a key remaining uncertainty
in understanding this response—whether the water is
assumed to be contained by a sea wall or allowed to flood
the land. Recent work, based on seasonal variations in major
tidal constituents (Gräwe et al. 2014; Müller et al. 2014) also
suggests the need to consider changes in stratiﬁcation on the
continental shelf in shallow seas, which can alter the eddy
viscosity and proﬁle of currents with depth. See Sect. 6.3 for
information on how North Sea stratiﬁcation is projected to
change.
6.2.6 Future Changes in Waves
Future changes in waves can be simulated using wind
information projected by GCMs and ESMs, sometimes
atmospherically-downscaled over the primary region of
interest. The studies then typically follow either the statis-
tical approach or the dynamical approach, using models of
the generation, transport and dissipation of sea-surface wave
energy. Much of the progress in the Northeast Atlantic and
the North Sea has used the dynamic wave modelling
approach.
Wolf and Woolf (2006) gave a useful overview of how
particular aspects of changes in storminess generate changes
in the wave climate in the North East Atlantic. The strength
of the prevailing westerly winds and the frequency and
intensity of storms, the location of storm tracks and the
storm propagation speed were all considered. The strength of
the westerly winds was found to be most effective at
increasing mean and maximum monthly wave height. The
frequency, intensity, track and speed of storms have little
effect on mean wave height but intensity, track and speed did
signiﬁcantly affect maximum wave height.
The earliest future projection studies, such as those by
Rider et al. (1996) of the WASA-Group (1998), used highly
idealised climate scenarios, took data from a single or very
limited number of climate models and typically used
time-slices that were short and did not adequately account
for multi-decadal variability. Later studies began to improve
their approach, using longer time-slices and modelling
policy-relevant future scenarios. The STOWASUS-Group
(2001) compared the 30-year time slices 1970–1999 and
2060–2089 for the IPCC scenario IS92a (see Annex 4). For a
doubling of carbon dioxide (CO2) the wave climate responds
to projected changes in wind forcing and the mean signiﬁ-
cant wave height (taken as the mean height of the highest
third of waves) increases in the North Sea and north of the
British Isles. However, the increase in the mean value
throughout the entire year is no more than 15 cm. For
extreme waves, expressed as higher percentiles of the dis-
tribution of signiﬁcant wave heights the picture is a more
mixed; for the 99th percentile there is an increase of around
0.25–0.5 m in the North Sea, however for the most extreme
cases described by the 99th percentile there is little change
projected for the North Sea. Debernard et al. (2002) analysed
Fig. 6.6 The 50-year return value for water level (WL, upper panels)
and surge height (SH, lower panels) for the control period 1960–2000
from two different ensemble members (C20_1, C20_2) and for four
different future scenarios (SRES A1B and B1 scenarios, both simulated
using two different GCM ensemble members, for the period 2001–
2100). The mean for the control period and the scenario mean are
given. The 95 % conﬁdence range for each return value is shown by the
black bars. L2 and L3 depict locations near the East Frisian and North
Frisian coast of the German Bight, respectively (Gaslikova et al. 2013)
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two 20-year time slices for 1980–2000 (reference climate)
and 2030–2050 (near future climate). For the global simu-
lations an emission scenario similar to IPCC IS92a was used.
The authors reported that the changes in the wave climate for
2030–2050 were mostly small and insigniﬁcant.
The next challenge was to try to sample uncertainty in the
driving winds by using output from more than one GCM.
Debernard and Røed (2008) analysed a set of four climate
projections including combinations of SRES scenarios A2,
B2, A1B, and three GCMs. The authors compared the results
of the 30-year time slices for 1961–1990 (reference climate)
and 2071–2100 (future climate) and found changes in the
wave conditions for the four climate projections to vary in
their spatial pattern and magnitude but that all agree in an
increase of severe signiﬁcant wave heights (99th percentiles)
of 6–8 % along the North Sea east coast and in the
Skagerrak. Grabemann and Weisse (2008) found compara-
ble changes using a slightly different set of four climate
projections, which incorporates two GCMs and SRES sce-
narios A2 and B2. Comparing the time slices 1961–1990 and
2071–2100 they estimated an increase in extreme wave
height (99th percentile) in large parts of the southern and
eastern North Sea of about 5–8 % (25–35 cm, average for
the four projections). The greatest changes occur in the
Skagerrak (an increase of up to 80 cm) in the ECHAM-
driven projections. Changes in severe wave height towards
the west and north of the North Sea are smaller or even
negative. The increase in mean and 99th percentile signiﬁ-
cant wave height in the eastern North Sea is suggested to
result mainly from an increase in the frequency of higher
waves. This was also described by Groll et al. (2014). Both
Debernard and Røed (2008) and Grabemann and Weisse
(2008) reported that model-induced uncertainties and
inter-GCM variability are larger than the scenario-related
uncertainties (Fig. 6.7). Also Lowe et al. (2009) focused on
model uncertainty and used three members of a 17-member
GCM ensemble downscaled by a regional model over the
North Sea to study future changes in wave heights. Some
signiﬁcant changes in the wave height were noted but
further work is needed to understand the patterns. More
focus is also needed on how to best select representative
ensemble members of the driving GCMs from a larger model
ensemble.
Another aspect of uncertainty, the role of natural vari-
ability, has been addressed using an ‘initial condition
ensemble’. De Winter et al. (2012) analysed a 17-member
ensemble based on one GCM that was repeatedly started
with 17 initial states for the SRES scenario A1B. Again the
30-year time slices 1961–1990 and 2071–2100 were com-
pared. Mean wave heights and wave periods did not change,
annual maximum conditions decreased in particular for wave
periods and return periods showed no signiﬁcant change in
front of the Dutch coast. Furthermore, the authors found that
annual maximum waves propagate more often to easterly
directions, which is consistent with an increase in the fre-
quency of extreme westerly winds. The importance of nat-
ural variability was investigated by Groll et al. (2014). They
used transient projections (1961–2100) to evaluate the
internal aspect of climate variability and found strong
multi-decadal variability. The changes in median and severe
(99th percentile) signiﬁcant wave heights within a single
projection and between projections are of the same order of
magnitude as the change (increase in the eastern North Sea)
towards the end of the 21st century. Owing to this strong
internal variability the largest increase or decrease does not
necessarily occur at the end of the 21st century but can occur
earlier. Moreover, Groll et al. (2014) noted that the uncer-
tainties from different GCM initial conditions, or arising
from the use of different ensemble members are also
important.
In a comparative study of ten wave climate projections,
including those by Grabemann and Weisse (2008) and Groll
et al. (2014) a robust signal was found for the eastern parts of
the North Sea where mean and severe wave heights in nine
to ten projections tended to increase towards the end of the
21st century (2071–2100). The magnitude of this increase is
Fig. 6.7 Uncertainties in long-term 99th percentile signiﬁcant wave
height (m) caused by model differences (left) and scenario choice
(right). For the signiﬁcant wave heights, the uncertainties introduced by
different models are generally much larger than those caused by
different scenarios. The model uncertainties range from about 0.1 to
0.6 m (adapted from Grabemann and Weisse 2008)
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much more uncertain. For the western parts of the North Sea
a decrease is suggested in more than a half of the projections
(Grabemann et al. 2015). These ﬁndings are in agreement
with the results of other studies (e.g. Debernard and Røed
2008). The changes described are also consistent with a
projected increase in the frequency of stronger winds from
westerly directions.
6.3 Ocean Dynamics and Hydrography
6.3.1 General Aspects and Methodology
North Sea dynamics are controlled by the interplay of the
seasonal heating cycle, atmospheric fluxes, tides, river inputs
and exchanges with the open ocean. Most physical processes
active in the North Sea are to some extent impacted by
global change resulting from anthropogenic increases in
greenhouse gas emissions. These impacts are, however,
highly dependent on time and space scales and the dominant
processes under consideration. The impact of climate change
in shelf seas is essentially a boundary value problem, due to
the shallow depth and short ocean memory relative to the
timescale of climate change. Hence it is necessary to con-
sider the external drivers in some detail. These naturally
divide into three vectors: atmospheric, oceanic and terres-
trial. A fourth important vector is variability in astronomical
forcing (top of atmosphere radiation and tidal potential), but
this is not a component of anthropogenic change and so not
considered in IPCC assessments. However, it should be
noted that changes in sea level and stratiﬁcation will have
some effect on local tidal amplitudes and the implications of
this require further investigation (e.g. Pickering et al. 2012;
Gräwe et al. 2014; see Sect. 6.2). Direct anthropogenic
drivers may result as a consequence of climate change
adaptation and mitigation measures. These are not speciﬁ-
cally considered here, since human effects on the physical
marine environment (e.g. arising from the installation of
offshore renewable energy structures, mineral extraction,
coastal protection measures etc.) tend to be local and/or
coastal, and scenarios of anthropogenic drivers not related to
climate change have yet to be developed for the North Sea
region and integrated into regional future climate change
assessments.
To date, the focus of studies to assess potential climate
change impacts on the North Sea dynamic system has been
on shelf scales (> 10 km from the coast) and seasonal pro-
cesses. Finer coastal scales and higher frequency processes
remain for future work. The downscaling methods and
scenarios used are diverse and so this section begins with a
short overview of key approaches and methodology. The use
of statistical downscaling (von Storch 1995, see Annexes 2
and 3), applied to assess climate change impacts on sea
level, storm surges and wave climate (Sect. 6.2) and also
frequently marine biota (e.g. Dippner and Ottersen 2001), is
unusual for assessing climate change impacts on ocean
dynamics and hydrography and all studies reviewed here
were undertaken using the more complex and computa-
tionally more expensive dynamical downscaling method (see
Annexes 2 and 3) using established and validated regional
ocean models (ROMs).
The ﬁrst climate change downscaling studies for the
North Sea were performed as research contributions, which
focused on method development and provided ﬁrst quanti-
tative assessments of the potential regional impacts of future
climate change (Kauker 1999; Kauker and von Storch 2000;
Ådlandsvik 2008; Madsen 2009). These were followed by
more comprehensive assessments performed as part of
national regional climate change assessments such as the
British UKCP09, the German KLIWAS2 (Auswirkungen des
Klimawandels auf Wasserstraßen und Schifffahrt – Entwick-
lung von Anpassungsoptionen, German Federal Ministry of
Transport, Building and Urban Development) and the
EMTOX3 project from the Netherlands (Impacts of climate
change effects on natural toxins in plant and seafood pro-
duction, Dutch Ministry for Economic Affairs, Agriculture
and Innovation). In parallel, a few larger European research
projects such as the RECLAIM4 (REsolving CLimAtic
IMpacts on ﬁsh stocks), ECODRIVE5 (Ecosystem Change
in the North Sea: Processes, Drivers, Future Scenarios) or
MEECE6 (Marine Ecosystem Evolution in a changing Cli-
mate) have produced a suite of regional downscaling studies.
Most results are published as contributions to peer reviewed
literature, but complementary and additional information is
available in the form of project reports (e.g. Drinkwater et al.
2008, 2009; Alheit et al. 2012; Wakelin et al. 2012a; Bülow
et al. 2014) or made available to the public via the internet
(e.g. MEECE via www.meeceatlas.eu).
A wide range of downscaling methods and models (see
Table 6.1 for model acronyms) have been applied to assess
regional climate change impacts and a best practice on
regional marine downscaling is still a matter of research and
consensus has so far not been established. The earliest
dynamical downscaling exercise using the OPYC model
(Kauker 1999; Kauker and von Storch 2000) was carried out
well in advance of the IPCC AR4, and utilised GCM forcing
from 5-year time slice experiments for a potential 2 × CO2
world. Most of the more recent regional projections were
carried out for the end of the century (2070–2100) and utilise
2www.kliwas.de.
3www.deltares.nl/en/project/1172392/emtox.
4www.climateandﬁsh.eu.
5www.io-warnemuende.de/ecodrive.html.
6www.meece.eu.
186 C. Schrum et al.
the SRES scenario A1B (see Annex 4). These experiments
were performed either as time slice experiments of 20–
30 years for present-day and future (end-of-the-century or
middle-of-the-century) climates (Ådlandsvik 2008; Holt
et al. 2010, 2012, 2014, 2016; Friocourt et al. 2012; Wakelin
et al. 2012a; Pushpadas et al. 2015) or as continuous inte-
grations (e.g. Mathis 2013; Gröger et al. 2013; Bülow et al.
2014; Mathis and Pohlmann 2014). Only one downscaling
was performed for the SRES A2 scenario, which considers
stronger radiative forcing (Madsen 2009). To date, only the
Table 6.1 Model acronyms together with key references
Acronym Model type Key publications
BCM Bergen Climate Model Global climate model, GCM Furevik et al. (2003)
CCSM3, Community Climate System Model V3 Global climate model, GCM Public release: www.cesm.ucar.edu/models/
ccsm3.0
Delft3D/BLOOM/GEM Regional model coupled
physical-biological
Lesser et al. (2004), Blauw et al. (2008)
DMI-BSHcmod, Danish meteorological institute Regional ocean model for the North
and Baltic seas
Madsen (2009)
DMI HIRHAM RCM Regional atmospheric model Christensen et al. (2007)
ECOSMO ECOSystem Model Regional model coupled
physical-biological
Schrum and Backhaus (1999), Schrum et al.
(2006), Daewel and Schrum (2013)
ECHAM3/LSG Global climate model, GCM, ﬁrst
generation coupled model
Roeckner et al. (1992),
Maier-Reimer et al. (1993)
ECHAM5-MPIOM, Max-Planck-Institute,
Germany
Global climate model, GCM Marsland et al. (2003);
Roeckner et al. (2003, 2006)
ECOHAM ecosystem model Hamburg Regional ecosystem model Pätsch and Kühn (2008)
ERSEM Ecosystem model Blackford et al. (2004)
GISS, Goddard Institute for Space Studies Global climate model, GCM Schmidt et al. (2006)
HadAM3H, Hadley Center Climate Model Global climate model, GCM Jones et al. (2001)
HadCM3, Hadley Center Climate Model 3 Global climate model, GCM Gordon et al. (2000), Pope et al. (2000)
HadRM3 Hadley Center Regional Model 3 Regional model, RCM Murphy et al. (2009)
HAMOCC, HAMburg Ocean Carbon Cycle
model
Ocean carbon cycle model Maier-Reimer et al. (2005)
HAMSOM HAMburg Shelf Ocean Model Regional hydrodynamic model Pohlmann (1996)
IPSL/IPSL-CM4, Institut Pierre-Simon Laplace,
France
Earth system model Marti et al. (2010)
OPYC Ocean model, isopycnal
coordinates
Oberhuber (1993)
MPIOM, Max Planck Institute for Meteorology Global ocean model Marsland et al. (2003)
MPIOM-zoom Global model with Zoom on the
North Sea
Gröger et al. (2013)
NORESM, Norwegian Earth System Model Earth system model Bentsen et al. (2012)
NORWECOM, NORWegian ECOlogical Model Ecosystem model Skogen et al. (1995),
Skogen and Søiland (1998)
POLCOMS Proudman Oceanographic
Laboratory Coastal Ocean Modelling System
Regional hydrodynamic model Holt and James (2001)
RACMO Regional atmospheric model van Meijgaard et al. (2008)
RCAO Regional coupled
atmosphere-ocean model
Döscher et al. (2002)
RCA4-NEMO Regional coupled
atmosphere-ocean model
Dieterich et al. (2013)
REMO Regional atmospheric model Jacob and Podzun (1997)
ROMS Regional ocean model Shchepetkin and McWilliams (2005)
WAM Wave model Hasselmann et al. (1988)
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regional ECOSMO model was used to project future chan-
ges based on the RCP4.5 scenario (see Annex 4) from IPCC
AR5 (Wakelin et al. 2012a; Pushpadas et al. 2015). The
downscaling setup and the methods applied for the scenario
simulations were different with respect to downscaling
chain, coupling of the atmosphere-ocean system, bias cor-
rection, consideration of terrestrial climate change impacts,
open-ocean climate change impacts, Baltic Sea boundary
conditions, and forcing GCM (see Tables 6.2, 6.3 and 6.4
for details). All regional models consider tidal forcing by the
M2 partial tide, which is the major forcing tidal constituent
in the North Sea. Most models also consider additional tidal
constituents, but the actual tidal setup varies between the
different models.
To estimate uncertainties in projections of future climate
the multi-model ensemble approach has been introduced in
Earth system modelling of the North Sea region following
the well-established strategy of IPCC assessments (e.g. Fri-
ocourt et al. 2012; Wakelin et al. 2012a; Bülow et al. 2014;
Holt et al. 2014, 2016; Pushpadas et al. 2015). Both
ensembles using one regional model with different global
models (e.g. Wakelin et al. 2012a; Holt et al. 2014, 2016;
Pushpadas et al. 2015) and ensemble downscaling from one
GCM using different regional model systems are available
for the North Sea (Bülow et al. 2014). The ensemble sim-
ulations allow for a ﬁrst estimation of uncertainty arising
from different GCMs and RCMs (regional climate models).
However, it should be noted that the number of ensemble
members is typically only two to three and so too small for a
sound ﬁnal assessment of uncertainty ranges.
Complementary understanding of climate change impacts
on the North Sea hydrodynamics and ecosystem dynamics is
available from so-called ‘what-if’ or perturbation experi-
ments that consider hypothetical ranges of forcing parame-
ters. For these numerical experiments, forcing atmospheric
boundary conditions (wind speed, air temperature, solar
radiation) were separately perturbed by a change roughly of
the order of the projected climate change (Schrum 2001;
Skogen et al. 2011; Drinkwater et al. 2008) or deﬁned by
mixing present day with future forcing GCM variables (Holt
et al. 2014, 2016). Such perturbation experiments are not
dynamically consistent, but do provide some insight into the
sensitivity of the regional system to climate change impacts
and so improve process understanding.
6.3.2 Changes in Temperature
Despite huge differences in setup, forcing GCM, bias cor-
rection and time slice vs continuous simulations, the future
projections for sea-surface temperature (SST) in the North
Sea are consistent in sign for the different regional model
setups, however there are differences in the magnitude of
change. Projected annual mean SST increases for the end of
the century are in the range 1–3 °C for the A1B scenario
(exact numbers are not given here due to differences in
spatial averaging and reference periods from the existing
literature). Within the given range, projected temperature
changes are consistent for the different regional models used.
Projected temperature changes are found to be statistically
signiﬁcant using the Kruskal-Wallis test (Wakelin et al.
2012a) or other measures such as the standard deviation
(Ådlandsvik 2008; Mathis 2013) so far investigated. Pro-
jected changes in SST are typically more pronounced than
changes in depth-averaged (or volume-averaged) tempera-
ture, which is the ecologically more relevant parameter since
it affects vital rates in organisms that are distributed through
the entire water column, and are almost completely driven
by changes in atmospheric boundary conditions and air-sea
fluxes (e.g. Ådlandsvik 2008; Wakelin et al. 2012a).
A few studies were performed using the same GCM
forcing but different regional ocean models and conﬁgura-
tions. These use the IPSL-CM4.0 ESM (Wakelin et al.
2012a; Chust et al. 2014; Holt et al. 2014, 2016) and
MPIOM (Mathis 2013; Gröger et al. 2013) as global forcing.
The resulting changes in SST from these experiments are
typically very similar for different regional ocean models and
differ only by around a tenth of a degree. On the other hand,
ensemble studies performed with one regional ocean model
and different forcing GCMs clearly show that the magnitude
of the projected changes signiﬁcantly depend on the forcing
GCM (Wakelin et al. 2012a; Holt et al. 2010, 2012, 2014,
2016; Pushpadas et al. 2015; Fig. 6.8). Regional projections
using different versions of the Max Planck Institute GCM
(ECHAM5/MPIOM) and the Norwegian climate models
(BCM and NORESM) are typically at the lower end (Kauker
1999; Wakelin et al. 2012a; Gröger et al. 2013; Mathis 2013;
Pushpadas et al. 2015). Stronger warming was projected
from simulations using the Hadley-Centre climate model
(Holt et al. 2010, 2014, 2016; for the SRES A2 scenario
Madsen 2009) and the largest changes were projected when
using boundary and initial conditions from the French cli-
mate model IPSL-CM4.0 (Wakelin et al. 2012a; Holt et al.
2010, 2012, 2014, 2016; Pushpadas et al. 2015); a GCM that
projects stronger warming also on the global scale (e.g.
Kharin et al. 2007).
Most of the previously reported downscalings were based
on uncoupled ocean downscaling neglecting local
atmosphere-ocean feedbacks at the regional scale, which
were earlier identiﬁed to be potentially important for the
North Sea region in a present-day hindcast scenario (Schrum
et al. 2003a). To account for these regional air-sea feed-
backs, a ﬁrst multi-model ensemble with coupled
atmosphere-ocean regional models (AO regional models)
was performed as part of the German climate change impact
project KLIWAS (Bülow et al. 2014). Three different
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coupled regional AO models were developed, namely
MPIOM-REMO (Sein et al. 2015), HAMSOM-REMO (Su
et al. 2014) and RCA-NEMO (Dieterich et al. 2013; Wang
et al. 2015). The three models have in common that the
atmosphere components are all limited area models while
their ocean components differ focusing either on the North
Sea (HAMSOM), the North and Baltic seas (NEMO) or the
global ocean employing a regional zoom to the North Sea
(MPIOM-zoom). An ensemble of transient simulations
1960–2100 from all three models driven by the same GCM
(ECHAM5-MPIOM) was performed for the SRES A1B
scenario (Bülow et al. 2014). All models show an
Table 6.3 Coupled atmosphere-ocean downscaling experiments for the North Sea for the end of this century
GCM-RAM-ROM Scenario Time slice Baltic Sea Restoring/bias
correction
LTL-model/carbonate
chemistry
Related
publications
ECHAM5/MPIOM-REMO-
MPIOM-zoom higher resolution
A1B Continuous
1860–2100
Resolved No restoring, bias
correction of fresh
water fluxes
globally, not in the
North Sea
No Bülow et al.
(2014),
Sein et al.
(2015)
ECHAM5/MPIOM-RCA4/NEMO A1B Continuous
1961–2100
Resolved No restoring, bias
correction in sea
level for North Sea
inflow
No Bülow et al.
(2014)
ECHAM5/MPIOM-REMO/HAMSOM A1B Continuous
1860–2100
Boundary
conditions
No restoring or
bias correction in
the regional model
No Bülow et al.
(2014), Su
et al. (2014)
All coupled downscaling experiments are forced by the IPCC-AR4 generation GCM ECHAM5/MPIOM
Table 6.4 Dynamic downscaling experiments for the North Sea for the middle of this century
GCM-RAM-ROM Scenario Time slice Bias
correction
Runoff/river
load/Baltic Sea
A-only
versus
AO
change
LTL-model/carbonate
chemistry
Key
publications
GISS-no-ROMS A1B 1986–2000
versus
2051–2065
No No
change/na/no change
AO
change
No Melsom
et al. (2009),
Alheit et al.
(2012)
BCM-no-ROMS A1B 1986–2000
versus
2051–2065
Only
ocean
boundary
conditions
No change/na/no
change
AO
change
No Ådlandsvik
(2008),
Alheit et al.
(2012)
CCSM-no-ROMS A1B 1986–2000
versus
2051–2065
Only
ocean
boundary
conditions
No change/na/no
change
AO
change
No Melsom
et al. (2009),
Alheit et al.
(2012)
ECHAM3-RACOM-
Delft3D/BLOOM/GEM
A1B 1985–2004
versus
2031–2050
No 10 % winter increase
and 10 % summer
decrease/no change/na
AO
change
BLOOM/GEM/no Friocourt
et al. (2012)
ECHAM3-RACOM-
NORWECOM
A1B 1985–2004
versus
2031–2050
No 10 % winter increase
and 10 % summer
decrease/no change/no
change
A only NORWECOM/no Friocourt
et al. (2012)
IPSLCM4-no-POLCOMS A1B 1980–1999
versus
2030–2040
Delta
change
Various scenarios AO
change
ERSEM Zavatarelli
et al.
(2013a, b)
IPSLCM4-no-ECOSMO A1B 1980–1999
versus
2030–2040
Delta
change
Various scenarios AO
change
ECOSMO Zavatarelli
et al.
(2013a, b)
All scenario simulations are forced by IPCC-AR4 generation GCMs and ESMs
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area-averaged monthly mean SST increase of 1.7–3.0 °C for
the end of the century (Fig. 6.9) and annually average SST
increases of about 2 °C (Bülow et al. 2014), which is very
similar to uncoupled downscalings forced by the
ECHAM5/MPIOM model reported by Wakelin et al.
(2012a), Mathis (2013) and Mathis and Pohlmann (2014).
However, the uncertainty range arising from the different
regional models was signiﬁcantly larger compared to
uncoupled model simulations.
An approximately linear trend of about 2 °C per
100 years was projected for SST through continuous simu-
lations (e.g. Mathis 2013: 1.67–1.86 °C). The ensemble
projections for the middle of the century were consistent
with this trend. When forced by the ECHAM5/MPIOM a
change of 0.4–0.8 °C was derived for the near future (2031–
2050, Friocourt et al. 2012) and about 0.6–1.3 °C in the
coupled simulations (Bülow et al. 2014). The spatial patterns
of the projected warming were consistent with time-slice
end-of-century projections and increased warming was
projected for the coastal zone compared to the northern
North Sea. The multi-model ensemble for the near future
(+65 years) performed with ROMS, forced by the GISS,
BCM, and CCSM GCMs (Alheit et al. 2012; Fig. 6.10),
supports the view that the choice of forcing GCM con-
tributes substantial uncertainty to the magnitude of projected
warming. The GISS-based downscaling, which has the lar-
gest warm bias in the control run, simulates a weak warm-
ing. Annual average temperature is rising by 0.3 °C at 25 m
in the future scenarios. The BCM downscaling shows an
average warming of 0.6 °C. The downscaling based on
NCAR CCSM, which has a cold bias in the control simu-
lation, gives the strongest warming at 1.1 °C on average.
Fig. 6.8 Projected change in seasonal sea-surface temperature from POLCOMS experiments (HADCM3 and IPSL-CM4) and UKCP09
(HADRM3) experiments (redrawn using results from Holt et al. 2010 and Wakelin et al. 2012a)
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Simulated future temperature changes are generally sea-
sonally dependent. Many models project larger changes in
SST during summer months when a shallow thermocline
restricts the incoming heat input to the sea surface (e.g.
Figure 6.8) compared to winter, when the North Sea is well
mixed and incoming heat is distributed over the entire water
column, despite larger changes in heat flux during autumn
and winter (e.g. Holt et al. 2010, 2012, 2014). Due to
well-mixed conditions during winter, heat flux anomalies
result in a larger temperature increase in the shallow south-
eastern North Sea than the deeper central and north-western
North Sea (e.g. Holt et al. 2010, 2012; Wakelin et al. 2012a;
Fig. 6.8). During stratiﬁed summer conditions, the southern
North Sea also warms more strongly, since mixed-layer
thickness is typically shallower than in the northern North
Sea (Janssen et al. 1999; Schrum et al. 2003b). However,
these regional and seasonal variations in warming are not
consistent among the different regional model realisations.
Exceptions are those simulated with the HAMSOM model
(Mathis 2013), the NORWECOM (Friocourt et al. 2012),
and the coupled models (Bülow et al. 2014). These project
larger temperature changes in winter, autumn and spring,
with signiﬁcant inter-model differences. From the multi-
model ensembles it seems that the strength of the coupling
and hence the regional and seasonal pattern of projected
changes, are signiﬁcantly affected by the properties and
parameterisations of the regional model. Likely candidates
are mixed-layer depth, flux parameterisations and local
feedbacks. However, the attribution of a deﬁnite cause for
the inter-model deviations is not obvious from existing
literature.
The ECOSMO model has also been used with forcing
from the IPCC AR5 generation models to simulate the
RCP4.5 scenario; the ﬁrst and so far only published attempts
to employ the new updated IPCC AR5-scenarios for the
North Sea (Wakelin et al. 2012a; Pushpadas et al. 2015).
Fig. 6.9 Projected annual cycle of sea surface temperature change for
two climate periods and three coupled atmosphere-ocean model
downscalings (ocean models: MPIOM, HAMSOM, NEMO) (Bülow
et al. 2014)
Fig. 6.10 Projected change in
temperature (°C) for the near
future (2051–2065 vs. 1986–200)
for ROMS simulations forced by
BCM (upper), GISS (middle) and
CCSM (lower) (Alheit et al.
2012)
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When comparing the simulation to the older SRES A1B
scenario simulations, slightly less warming was found for
the simulations forced by the RCP4.5 scenarios and IPCC
AR5 generation models (Wakelin et al. 2012a; Pushpadas
et al. 2015; Fig. 6.11), which could be largely explained by
the fact that both story lines are not fully comparable and the
RCP4.5 scenario provides less radiative forcing (see Annex 4).
A slight reduction in the ranges of projected SST change was
also evident (Pushpadas et al. 2015).
6.3.3 Changes in Salinity
North Sea salinity is influenced by the local balance between
precipitation and evaporation, terrestrial runoff and exchange
with the North Atlantic and the Baltic Sea. The regional
projections of salinity considered in this section utilise full
hydrodynamic models. However, their predictive capacity
for salt and fresh-water changes is limited and results are
biased to an unknown degree by the assumptions and
approaches chosen for considering terrestrial fresh-water
fluxes (e.g. Wakelin et al. 2012a), Baltic Sea water fluxes
(e.g. Mathis 2013), Atlantic boundary conditions (e.g. Fri-
ocourt et al. 2012) or the use of a relaxation scheme (e.g.
Ådlandsvik 2008), together with the accuracy of cross-shelf
circulation and mixing. An attempt to consider all climate
change impacts on fresh and salt water sources consistently
has only been made for a few studies (e.g. Gröger et al.
2013; Bülow et al. 2014). However, these studies required
different global bias- or fresh-water flux corrections in the
global forcing model to avoid drift in salinity (see Tables 6.1
and 6.2 for details) and their projections differ despite using
the same GCM, possibly due to a regional sensitivity to bias
or flux corrections in the GCM.
Gröger et al. (2013) projected substantial freshening of
the North Sea manifesting in a reduction in surface salinity
of 0.75 (Fig. 6.12), which is coherent with a stronger
hydrological cycle and substantial freshening of the North
Atlantic under future warming modelled at the global scale.
The simulated freshening peaks around 2060–2070, with
salinity then increasing towards the end of the century but
not to present-day values. A similar freshening of the North
Sea is apparent in the HAMSOM regional projections based
on the same coarse resolution GCM forcing (Mathis 2013;
Fig. 6.11 Projected change in
temperature (°C) for the end of
the century (2070–2100, A1B and
RCP4.5 scenario) as projected by
the ECOSMO, forced by the
IPSL-CM4.0-A1B (a),
BCM-A1B (b), ECHAM5-A1B
(c) and NORESM-RCP4.5
(d) scenarios (Wakelin et al.
2012a)
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Mathis and Pohlmann 2014), despite no terrestrial runoff
change considered here. In contrast, results from coupled
atmosphere-ocean downscaling presented by Bülow et al.
(2014), which also used A1B and ECHAM5-MPIOM forc-
ing but with higher resolution, projected salinity to decrease
by only about 0.2 (Bülow et al. 2014; Fig. 6.13). This
suggests that the projected salinity change is strongly sen-
sitive to the resolution of the atmospheric and oceanic
modelling component used and the bias correction or
restoring methods used in the global model. Moreover,
biases in the flux coupling and internal variability contribute
to local deviations and inter-model variability in projected
changes. The other regionally coupled AO-projections from
NEMO and HAMSOM, which use forcing from the same
GCM (but different global realisations, details given by
Bülow et al. 2014), project decreases in salinity of the same
order of magnitude. However, inter-model differences
stemming from the regional models or global runs used are
above 0.2 in salinity and signiﬁcant differences in spatial
pattern occur (Fig. 6.14). The differences are particularly
strong for the Baltic Sea outflow and the northern boundary
inflow.
The projected overall freshening of the North Sea is
conﬁrmed by most of the other regional downscaled sce-
narios (e.g. Kauker 1999; Holt et al. 2010, 2012; Wakelin
et al. 2012a; Pushpadas et al. 2015), but the strength of the
salinity decrease appeared to be strongly dependent on the
choice of GCM (Holt et al. 2014, 2016; Wakelin et al.
2012a; Pushpadas et al. 2015; Fig. 6.15) and inter-GCM
related variability in projected surface salinity change is
large (≈ O(0.5–1)) and increases from AR4- to AR5-based
regional downscaling (Pushpadas et al. 2015). The regional
model and assumptions made for runoff and Baltic Sea
exchange contribute to inter-model variability. However,
these are second order effects compared to GCM-related
variability, and projected salinity changes are largely related
to North Atlantic salinity changes and the wind-driven
inflow to the North Sea. This is conﬁrmed by near future
projections: Friocourt et al. (2012) attributed modelled
near-future freshening of the North Sea partly to decreasing
winter inflow. Potential impacts of circulation changes on
salinity were earlier studied by Schrum (2001) in a simple
perturbation experiment, which revealed that decreasing
westerly wind speed by 25 % would result in a basin-wide
freshening of the North Sea of the order of a 0.3–0.4
reduction in average salinity.
6.3.4 Changes in Stratification
During winter the North Sea is generally well mixed due to
surface cooling and resulting thermal convection, and winter
Fig. 6.12 Left Time series of projected surface salinity (a, blue),
sea-surface temperature (a, red) and the difference in salinity between
the bottom waters and surface waters (b, black) in the North Sea
simulated by the MPIOM-zoom (Gröger et al. 2013). Dotted lines show
the results of a control simulation with constant radiative forcing. Right
Time series of annual (black) volume-averaged salinity from HAM-
SOM uncoupled downscaling (Mathis and Pohlmann 2014)
Fig. 6.13 Projected annual cycle of change in sea surface salinity for
two periods (2021–2050 vs. 1970–1999, dotted lines; and 2070–2099
vs. 1970–1999, dashed lines) and three coupled AO-downscalings
(ocean models: MPIOM, HAMSOM, NEMO), all with GCM forcing
from ECHAM-MPIOM (Bülow et al. 2014)
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surface temperature generally describes the average tem-
perature of the water column. In late spring, a seasonal
thermocline develops (Janssen et al. 1999; Schrum et al.
2003b) and the well-mixed surface layer decouples from the
lower layer water. The timing and duration of stratiﬁcation,
thermocline strength and the thickness of the surface mixed
layer have implications for air-sea fluxes. Changes in strat-
iﬁcation also affect regional ocean characteristics, for
example the seasonal variations in tidal constituents through
changes in eddy viscosity and current proﬁles (Sect. 6.2) and
sediment transport (Gräwe et al. 2014). Stratiﬁcation is also
an important control of nutrient supply to the euphotic zone
Fig. 6.14 Projected change in
sea surface salinity from three
regional coupled
AO-downscalings (ocean models:
MPIOM, HAMSOM, NEMO), all
with GCM forcing from
ECHAM-MPIOM (Bülow et al.
2014)
Fig. 6.15 Projected change in
sea surface salinity as simulated
by the POLCOMS model using
forcing from HadCM3, HadRM3
and IPLS-CM4.0 (results
combines from Holt et al. 2010,
2012 and Wakelin et al. 2012a,
see for time period Table 6.2)
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and changes in stratiﬁcation are therefore a major driver for
changes in primary production (e.g. Holt et al. 2014;
Sect. 6.4).
A measure of stratiﬁcation that can be applied to both the
shallow shelf and the open ocean is the potential energy
anomaly (PEA). This is here deﬁned as the energy required
to mix the water column over the top 400 m (see Holt et al.
2010 for further details). For the North Sea, PEA is at
minimum in winter, when the water column is well mixed,
and increases as soon as seasonal thermal stratiﬁcation
develops. Coastal areas and the Southern Bight are well
mixed all year round by intense tidal mixing and show
minimal values for PEA throughout the year, as illustrated
by the POLCOMS control experiment (Fig. 6.16).
The POLCOMS scenario experiments project a substantial
increase in stratiﬁcation in open-ocean regions (e.g. Holt
et al. 2010), which is consistent with a future shallowing of
the open-ocean mixed layer as modelled by Gröger et al.
(2013) and seen in most GCMs (e.g. Allen and Ingram 2002;
Wentz et al. 2007).
Projections suggest the shelf will remain generally well
mixed during winter, but that stratiﬁcation in spring, summer
and autumn will increase signiﬁcantly, which could be
attributed to earlier onset and later breakdown of seasonal
stratiﬁcation (Holt et al. 2010, stratiﬁcation is here deﬁned
as a sustained surface to bottom density difference equiva-
lent to 0.5 °C and a mixed layer shallower than 50 m)
and to stronger stratiﬁcation during summer. Using the
POLCOMS-HadRM3-HadCM3 model scenario, Holt et al.
(2010) found that stratiﬁcation would start 5 days earlier
and breakdown 5–10 days later by the end of the century
(Fig. 6.17). During summer the greatest increase in ocean
stratiﬁcation is to the south of the domain. Ensemble simu-
lations using different GCMs (POLCOMS-based) are shown
in Fig. 6.18 (note the graphic shows fractional changes). All
ensemble members simulate a positive fractional change
almost everywhere throughout the season. The increase in
PEA is strongest in winter in the open ocean and lower in
summer and on the shelf. The ensemble simulations also
indicate substantial inter-model variability in projected
changes in stratiﬁcation during summer on-shelf and at the
shelf break and in the open ocean throughout the year. While
there is also a signiﬁcant fractional change in ‘well-mixed’
regions, absolute values remain low.
Fig. 6.16 Simulated seasonal
mean potential energy anomaly
(PEA) with integration limited to
400 m for CNTRL and A1B (note
log10 scale, from POLCOMS)
and the fractional difference
between them. NB this is limited
to changes of a factor of 3,
maximum change in oceanic
regions is a factor of 5.7 (Holt
et al. 2012)
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Potential energy anomaly is a metric that does not inform
about vertical structure and strength of gradients.
Higher PEA could correspond to a deeper thermocline or to
a stronger vertical gradient without a change in thermocline
depth. Alternative metrics are the depth and strength of the
thermocline, which could also provide insight into the nature
of the change. Using these metrics Mathis (2013) and Mathis
and Pohlmann (2014) identiﬁed a weak shallowing of the
thermocline in the HAMSOM projection, which they
attributed to a weakening of summer wind speeds. In
contrast, the seasonal maximum thermocline depth showed a
clear and strong deepening trend. Mathis and Pohlmann
(2014) attributed this to a delay in thermocline erosion south
of the 50 m depth contour in autumn, caused by a decrease
in seasonal heat loss and wind speeds in the future
(Fig. 6.19).
The spatial extent of stratiﬁcation is mainly determined
by local bathymetry and tidal amplitude and so is not subject
to signiﬁcant change (e.g. Mathis and Pohlmann 2014).
Mean and maximum thermocline strength are both
Fig. 6.17 Simulated mean timing of seasonal stratiﬁcation for present
day (RCM-P 1961–1990, upper), future climate (RCM-F 2070–2098,
middle) and the difference between them (i.e. projected change from
POLCOMS, lower). The graphic shows day of the year (1 January is
day 1) when persistent seasonal stratiﬁcation starts (left column) and
ends (middle column), and the total number of stratiﬁed days (right
column). Grey shaded areas are well mixed throughout the year (Holt
et al. 2010)
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decreasing, due to stronger warming in winter compared to
summer in the HAMSOM projection. Since the temperature
of the deeper waters is largely determined by the water
temperature of the preceding winter, this results in a pro-
gressively smaller temperature difference between surface
and bottom waters under a future climate. This conclusion
from the HAMSOM simulations is in contradiction to results
from Gröger et al. (2013) who found an increasing salinity
difference between surface and bottom water and speculated
that this is due to enhanced river runoff and a strengthening
hydrological cycle through the 21st century. This discrep-
ancy might be explained by different consideration of runoff
changes in both downscalings. In contrast to MPIOM sim-
ulations, which resolve and consider runoff changes, the
HAMSOM-based downscaling experiment is forced by
constant climatological river runoff data based on values for
the latter half of the 20th century over the entire simulation
period. Another reason might be the different downscaling
procedures applied, namely bias corrections for HAMSOM
downscaling and direct forcing with salinity restoring to the
forcing coarse-scale GCM in the coupled atmosphere-ocean
model, which have the potential to modulate regional cli-
mate change impacts.
6.3.5 Changes in Transport and Circulation
A detailed investigation of transport change was undertaken
by Mathis (2013) and Mathis and Pohlmann (2014) based on
one regional scenario only. Projected future changes in cir-
culation were analysed for seasonal mean current velocity
vectors and trend analyses were applied to depth-averaged
current speeds and to volume transports through various
lateral sections in the North Sea. Mathis and Pohlmann
identiﬁed an enhanced general circulation and a stronger
northern inflow (Fig. 6.20) in spring, caused by stronger
westerly and north westerly winds in the forcing GCM. For
the other seasons the slightly decreasing mean wind speeds
result in a slightly weaker general circulation. They identi-
ﬁed increasing northern inflow in spring (by about +21 %,
+0.134 Sv; 1 Sv = 1 million cubic metres per second) as the
most signiﬁcant seasonal 100-year change, which also
dominates on annual scales. The other important change is a
substantial decreasing inflow through Dover Strait in sum-
mer (−38 % or −0.023 Sv). In addition, they found a 12 %
(−0.113 Sv) weakening of the Skagerrak recirculation in
autumn and a 10 % (−0.055 Sv) reduction of the inflow
through the Fair-Isle Passage in winter. A substantial
Fig. 6.18 Fractional change
(calculated as future/past-1) in
potential energy anomaly
(PEA) projected by the regional
POLCOMS forced by the
HadCM3, HadRM3 and
IPSL-CM4.0 global climate
models. The depth limit for PEA
integration is indicated above the
colour scale (1400 m) (results
combined from Holt et al. 2010,
2012 and Wakelin et al. 2012a)
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proportion of the northern inflow reverses into the Norwe-
gian Coastal Current shortly after entering the northern
North Sea, which consequently increases. Due to a weaker
Dooley Current, caused by reduced Fair-Isle inflow, the
northern inflow is guided south-eastwards to a lesser extent
so that more water of North Atlantic origin is able to enter
the central and southern North Sea. A westward strength-
ening of the northern inflow is indicated through increasing
current speed east of the Shetland Islands and in the central
North Sea. The changes in depth-averaged current speeds
across the entire northern North Sea are statistically signif-
icant, as indicated by conﬁdence levels higher than 95 %.
Detailed studies of transport pattern are not available
from other regional scenarios and so it remains open how
large internal variability and inter-model uncertainty is and
whether the projected changes can be considered as robust.
However, an overall increasing inflow was also projected by
ROMS forced by the global climate model BCM
(Ådlandsvik 2008). In contrast to Mathis (2013) and Mathis
and Pohlmann (2014), Ådlandsvik projected an increasing
inflow for almost the entire seasonal cycle. Only the
October and November inflows were projected to decrease
slightly. Using a different setup (ECHAM3-RACOM-
NORWECOM), Friocourt et al. (2012) simulated for the
near future (2031–2050) a decrease in inflow into the North
Sea of about 5 %, for almost the entire seasonal cycle (ex-
ceptions August and November) with the NORWECOM
model.
Fig. 6.19 Spatial distribution of modelled representative 100-year
trends in the relative frequency of thermocline presence (upper row),
depth (middle row), and intensity (lower row) for May (left column),
July (middle column), and September (right column) as simulated by
the HAMSOM model. The black contour lines refer to null trends
(Mathis and Pohlmann 2014)
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6.4 Primary Production, Ocean
Biogeochemistry, Ocean
Acidification
Climate change impacts on primary production and
responsible biogeochemical changes and ocean acidiﬁcation
were studied in a sub-set of the downscaling experiments
summarised in Tables 6.2 and 6.4. The POLCOMS,
ECOSMO, HAMSOM, Delft3D, NORWECOM and
MPIOM simulations were equipped with a lower trophic
level model (Alheit et al. 2012; Holt et al. 2012, 2014, 2016;
Wakelin et al. 2012a; Gröger et al. 2013; Chust et al. 2014;
Skogen et al. 2014; Pushpadas et al. 2015). Some of these
downscaling scenarios also considered carbonate chemistry,
but published estimates of future ocean acidiﬁcation are
available only from two regional models: POLCOM-
ERSEM and ECOSMO (Wakelin et al. 2012a; Artioli
et al. 2013, 2014). Although carbonate chemistry was also
considered in MPIOM-HAMOCC-zoom (Gröger et al.
2013) and ECOHAM simulations (Alheit et al. 2012), no
ocean acidiﬁcation projections for future climate change
have yet been published for these models.
Only the ECOSMO model uses IPCC-AR5 ESM global
forcing (Wakelin et al. 2012a; Pushpadas et al. 2015). All
other downscaling studies of ocean biogeochemistry and all
climate change impact scenarios for ocean acidiﬁcation are
based on global climate change scenarios from the IPCC
AR4-generation models (Table 6.2). All regional scenarios
lack land-ocean coupling, similar to regional hydrodynamic
scenarios (see Annexes 2 and 3 and Sect. 6.3) and
climate-driven changes in future river loads are neglected in
most regional scenarios in accordance to ESM scenarios
(AR4- and AR5-generation models; Regnier et al. 2013).
Only for the ECOHAM downscaling scenario was an
attempt made to scale river loads by changes in river runoff
(Alheit et al. 2012). Different eutrophication scenarios were
only considered in a couple of near-future studies undertaken
within the MEECE project (Zavatarelli et al. 2013a, b).
Fig. 6.20 a Simulated annual mean depth-averaged current
(DAC) speeds and velocity vectors (model results from HAMSOM).
Net volume transport at various transverse sections and standard
deviations are given in boxes. White arrows illustrate mean flow
direction. b Associated linear 100-year trends and relative changes to
the magnitudes given in a. Red (positive) and blue (negative) arrows
indicate trends. c Stream function of mean depth-integrated (DI) volume
transport. d Conﬁdence levels of the linear trends shown in b (Mathis
and Pohlmann 2014)
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6.4.1 Primary Production and Eutrophication
Production of organic carbon through photosynthesis
(chemosynthesis is not considered here) is controlled by
availability of light and nutrients, and is thus sensitive to
climate change. A decrease in annual net primary production
(netPP) in the northern North Sea was a consistent impact
signal for all scenarios considering North Atlantic impacts
and local atmospheric forcing (Holt et al. 2012, 2014, 2016;
Wakelin et al. 2012a; Gröger et al. 2013; Pushpadas et al.
2015). The decreasing netPP could be largely attributed to a
decrease in cross-shelf nutrient fluxes to the North Sea and a
consequent fall in North Sea winter dissolved inorganic
nitrogen (DIN; Holt et al. 2012, 2014, 2016; Gröger et al.
2013; Pushpadas et al. 2015). The decrease in nutrient fluxes
originates largely from local oceanic stratiﬁcation changes
on the Northwest European Shelf and near the shelf break,
but as sensitivity experiments by Holt et al. (2012, 2014)
reveal the oceanic far ﬁeld also contributes. Local stratiﬁ-
cation changes in the North Sea are less important. Projected
decrease in netPP for the end of the century was moderate
for the regional models ECOSMO (12 %) and
POLCOMS-ERSEM (2 %) when forced by the IPSL-CM4.0
ESM (Wakelin et al. 2012a; Holt et al. 2014, 2016;
Fig. 6.21). Projected changes in mean annual netPP from the
ECOSMO-IPSL-CM4.0 scenario were signiﬁcant and could
be distinguished from climate-driven variability, although
this was not the case for POLCOM-ERSEM results
(Wakelin et al. 2012a). Pushpadas et al. (2015) projected
greater decreases in netPP for regional model scenarios
forced by the ESM MPIOM-HAMOCC (−19 %) and lower
primary production decrease for the scenarios forced by
BCM-HAMOCC (−2.3 %).
Holt et al. (2012) reported that the North Sea is gen-
erally vulnerable to oceanic nutrient changes. However, this
is compensated for by on-shelf processes and the actual
sensitivity is less than expected. Holt et al. (2014) con-
cluded that, like shelf seas in general, the North Sea is
likely to be more robust and less affected by climate
change than the global ocean, where the leading process of
increasing permanent stratiﬁcation signiﬁcantly reduces
netPP (e.g. Steinacher et al. 2010). The North Sea is well
mixed for almost half the year, and local stratiﬁcation
changes are less important and potentially overridden by
other processes (Holt et al. 2014). Strong tidal mixing and
a substantial contribution of recycled production, based to a
large extent on suspended particulate organic material
advected onshore are major controls of ecosystem dynam-
ics in the shallow southern North Sea (Holt et al. 2012).
Holt et al. (2014) hypothesised that these properties may
shelter the North Sea, similar to other shallow and tidally
influenced shelf regions, from some direct impacts of
climate change. Consistent with this hypothesis, the
regional models ECOSMO and POLCOMS-ERSEM both
projected the greatest decreases in production in the deeper
northern North Sea and a moderate decrease or even an
increase in production in the shallower southern North Sea
in most of the scenarios (Holt et al. 2014, 2016; Pushpadas
et al. 2015; Figs. 6.21 and 6.22).
Comparing the two regional model scenarios forced by
the same ESM (IPSL-CM4.0), shows that the pattern of
projected change in netPP and the magnitude of local
increases in the southern North Sea are very similar for both
regional models, but that the modelled local decreases in
other regions are much stronger in the ECOSMO model,
which results in a six-fold larger projected decrease in
overall netPP for the North Sea with the latter model
(Wakelin et al. 2012a; Holt et al. 2014, 2016). A potential
cause of this discrepancy is the temperature-dependent
metabolic rates in ERSEM, which would speed up
growth-and-mortality cycles in a warmer world, and their
omission in ECOSMO (Daewel and Schrum 2013). How-
ever, according to an assessment by Holt et al. (2014, 2016)
this can account for only a small fraction of the discrepan-
cies, mostly along the coast. A more likely candidate is
therefore the cross-shelf exchange of nutrients and thus
on-shelf production, which is modelled differently by the
POLCOMS-ERSEM and IPSL model (Holt et al. 2014).
Differences are especially pronounced for the region south
and west of Great Britain. These regions appeared to be the
most important for nutrient supply to the entire North Sea
system (Holt et al. 2012). The different spatial coverage of
both regional models is therefore of key importance.
ECOSMO, which is forced with boundary nutrients from the
global model on the shelf, is more strongly coupled to the
global model and its projected changes are more similar to
the projected changes by the global model (Chust et al.
2014). In contrast, POLCOMS-ERSEM is forced by
boundary conditions from the global model off-shelf and
resolves cross-shelf exchange. Hence it can deviate more
strongly from the global model and could develop its own
regional dynamics. These ﬁndings support the hypothesis
that the different cross-shelf dynamics in the regional and
global model in the shelf break region is a likely cause for
deviations in projected climate change impacts between the
two regional models. The projected change in the Skagerrak
region is also quite different in both regional models. A de-
crease in netPP is projected by ECOSMO and an increase by
POLCOMS-ERSEM. The latter is probably biased by not
resolving the Baltic Sea response and artiﬁcial boundary
assumptions for POLCOMS-ERSEM. Steinacher et al.
(2010) reported a drift in the IPSL-CM4.0 ESM A1B sim-
ulation. The degree to which the drift affects regional
downscaling remains unclear and there has been no attempt
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to estimate or remove a potential regional drift in either the
POLCOMS-ERSEM or the ECOSMO downscaling.
The projected decrease in netPP from the MPIOM-
HAMOCC-zoom model scenarios for the North Sea (Gröger
et al. 2013) is 30 % and so substantially larger than estimates
from the regional scenarios discussed above. Gröger et al.
(2013) concluded that regional impacts on netPP are
ampliﬁed in the North Sea relative to the global ocean and
hypothesised that the shelf is more vulnerable than the open
ocean, contradicting the ﬁndings and conclusions of Wakelin
et al. (2012a), Holt et al. (2014) and Pushpadas et al. (2015).
Possible reasons for opposite ﬁndings in the regional studies
are different sensitivities of the cross-shelf exchange in the
global and regional approach caused by different spatial
resolution and sensitivity to the GCM bias and bias correc-
tion (as shown by Holt et al. 2014), and differences in the
regional and global biogeochemical models. That the lower
resolution in the MPIOM-HAMOCC zoom conﬁguration
(Gröger et al. 2013) compared to the regional models is a
major reason for the different sensitivities seems unlikely,
since the MPIOM-zoom resolution did not appear to be
critical for the representation of hydrodynamics compared to
high resolution regional models (not yet published).
More likely factors are differences in the biogeochemical
parameterisations and the forcing GCM. The regional
multi-ESM ensemble study presented by Pushpadas et al.
Fig. 6.21 Simulated present-day
net primary production (netPP)
(left, mean 1980–1999) and
projected change in daily mean
netPP between 1980–1999 and
2080–2099 estimated from the
global IPS-CM4 model (upper)
and from the
IPSL-POLCOMS-ERSEM
(middle) and IPSL-ECOSMO
(lower) regional downscaling,
note the different levels of netPP
simulated by both regional
models (Holt et al. 2014)
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(2015) supported this view, given the large inter-model
spread in North Sea projected changes in netPP, caused by
the parent ESM (Fig. 6.22). From their six-member ensem-
ble the most pronounced decrease in netPP was modelled by
the MPIOM-HAMOCC A1B scenario, however, the pro-
jected decrease in the North Sea is weaker (19 %, exact
numbers to be used with caution, due to differences in area)
when using the regional ECOSMO model compared to the
MPIOM-HAMOCC-zoom, which shows that there is also a
large sensitivity to the biogeochemical parameterisations on
the regional scale. Also, as discussed by Gröger et al. (2013),
the global HAMOCC model lacks many processes consid-
ered relevant on the shelf, including temperature effects on
mineralisation, resolution of the nitrogen cycle and recycled
production, realistic benthic remineralisation and
re-suspension of organic material. This limits performance
of the model in the shallow North Sea and could affect the
sensitivity of primary production to climate change. As a
result, the North Sea decrease in netPP could be overesti-
mated by the MPIOM-HAMOCC-zoom, which was also
Fig. 6.22 Ensemble mean
projected change in net primary
production (netPP) from a
six-member ensemble simulated
with the regional ECOSMO
model. Upper: a ensemble mean
for the SRES A1B scenario
simulations (forced by
BCM-HAMOCC,
MPIOM-HAMOCC and
IPLS-CM4), b ensemble spread
for the A1B scenarios, c ensemble
mean for the RCP4.5 scenarios
(forced by NorESM,
MPIOM-HAMOCC and
IPLS-CM5), and d ensemble
spread for the RCP4.5 scenarios.
Lower, projected monthly change
in netPP from the different
scenarios (redrawn from
Pushpadas et al. 2015)
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considered possible by Gröger et al. (2013). It is important to
note that the correct sensitivity of the North Sea biogeo-
chemistry to climate change is not yet clear, due to the lack
of observations preventing an assessment of the different
regional and global model approaches. Whether the above
mentioned lacking biogeochemical processes are critical to
the sensitivity of the regional biogeochemistry of the North
Sea is also unknown and MPIOM-HAMOCC-zoom as
presented by Gröger et al. (2013) was so far not compared to
other biogeochemical models of the North Sea in detailed
sensitivity studies. Studies for other seas (such as the Baltic
Sea) suggest that even small differences in the parameteri-
sation of biogeochemical processes, and not necessarily only
the complexity of biogeochemical models may already be
signiﬁcantly affecting model sensitivity to changes in nutri-
ent availability (Eilola et al. 2011).
The ensemble mean projected change in primary pro-
duction forced by ESMs scenarios (IPCC AR4- and
AR5-generation models) and inter-model spread for both
ensembles were compared by Pushpadas et al. (2015;
Fig. 6.22). They found a stronger ensemble mean decrease
in netPP for the RCP4.5 scenarios than the ensemble mean
from the SRES A1B scenario, despite the modelled warming
being less in the newer RCP4.5 scenarios. The inter-model
spread in projected netPP decrease was signiﬁcantly lower in
most of the area for the RCP4.5 scenarios, with −2.3 to
−19 % for the A1B-AR4 scenarios versus 2.5 to −13 % for
the RCP4.5-AR5 scenarios. However, generalisation from
this ﬁnding is premature and not supported by the small
number of ensemble members (three) for the A1B and
RCP4.5 scenarios, respectively. The projected decrease in
netPP and its inter-model ranges in the North Sea are very
similar to the projected global decrease and its inter-model
range (Bopp et al. 2013).
Holt et al. (2014; Fig. 6.23) showed that the different
competing processes have contrasting and spatially struc-
tured impacts on primary production on the shelf. Their
results demonstrated that the oceanic nutrient changes in the
upper water layers due to changes in stratiﬁcation and the
consequent cross-shelf fluxes are the primary cause for
projected on-shelf netPP decrease in the central and northern
North Sea from the SRES A1B scenario forced by the
IPSL-CM4.0 ESM. The increase in netPP in the shallow
southern North Sea was attributed to changes in wind forc-
ing and thermal forcing. Wind and thermal forcing con-
tribute to faster on-shelf transport of particulate material and
faster recycling of organic material due to increased tem-
perature (Holt et al. 2014). In the central and northern North
Sea modelled netPP changes were negative due to more
stable thermal stratiﬁcation, a signal that is weak in the
central part and stronger towards the northern boundary and
off the shelf. In the southern North Sea, netPP increased due
to higher air temperature. In this region, the temperature
impact on stratiﬁcation is inconsequential and the tempera-
ture effect on biological recycling dominates. Averaged over
the entire North Sea, the contributions from temperature
increase leading to increases and decreases in netPP tend to
cancel out, which is in accordance with results from per-
turbation experiments by Drinkwater et al. (2009) and
Skogen et al. (2011).
Wakelin et al. (2012a) used the ECOSMO model to
assess variations in regional projections arising from the
forcing GCM for the combined atmospheric drivers. From
these simulations no consistent atmospheric driver signal
was projected for the North Sea. Both increasing and
decreasing netPP were projected and there is low spatial
correlation between the different projections (Fig. 6.24),
similar to results presented by Holt et al. (2014, 2016).
Overall, the local amplitudes of change stemming from the
atmospheric drivers remain in the O(10 %). Average chan-
ges for the whole North Sea are much lower and wide areas
remain almost unchanged. Comparing the atmosphere-only
(Wakelin et al. 2012a) and atmosphere-ocean scenarios
forced by ocean boundary nutrients from ESMs (Pushpadas
et al. 2015) it can be concluded that decrease in oceanic
nutrients is the dominant process in these scenarios and that
consideration of changes in oceanic nutrient conditions is
critical for reliable projections of future climate impact on
the North Sea biological system.
Near-future scenarios performed with the NORWECOM
and Delft3D-GEM/BLOOM models show minimal changes
in near future netPP, using modelled chlorophyll as a proxy
(Friocourt et al. 2012). However, potential effects of changes
in top-down control on netPP are not addressed when using
chlorophyll as a proxy and could be missed. Seasonal vari-
ation in average chlorophyll concentrations does not differ
much between the control run and the future climate scenario
in either model. Whereas the NORWECOM model shows a
slight decrease in chlorophyll over most of the year, this is
not the case for the Delft3D model. In the latter, the onset of
the spring bloom, as indicated by chlorophyll, occurs earlier
for the future climate scenario compared to the control run
together with a slightly earlier decline in chlorophyll levels.
In the NORWECOM model, the onset of the spring bloom is
unchanged in the future scenario but, like the Delft3D
model, shows a slightly earlier decline in autumn.
Future changes in eutrophication in the North Sea as a
consequence of climate change have been investigated
through scenario simulations with NORWECOM for the end
of the century (Eilola et al. 2013; Skogen et al. 2014). To
assess eutrophication impacts in downscaling scenarios the
OSPAR Commission Common Procedure was applied
(OSPAR 2005), which distinguishes between parameters in
four categories (see Almroth and Skogen 2010): the degree
of nutrient enrichment (Cat. I); the direct effect of nutrient
enrichment, plankton growth (Cat. II); the indirect effect of
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Fig. 6.23 Driver experiments
with POLCOMS-ERSEM.
Fractional change (estimated as
future/past-1) in net primary
production (netPP) associated
with ﬁve external drivers and
their non-linear interactions:
boundary nutrients (B), wind (W),
short-wave radiation (L), air
temperature relative humidity (A),
precipitation (P), and the direct
effects of temperature on growth
rates (T) (Holt et al. 2014)
Fig. 6.24 Projected fractional
changes (future/past-1) in net
primary production (netPP) for
the end of the century (1970–
1999 vs. 2070–2100). Results
from ECOMSO multi-model
ensemble, atmosphere-only
forced by a IPSL-A1B,
b BCM-A1B, c ECHAM5-A1B,
d NORESM-RCP4.5 (Wakelin
et al. 2012a)
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nutrient enrichment, increased oxygen consumption (Cat.
III); and other possible effects of nutrient enrichment, such
as changes in ecosystem structure (Cat. IV). Several
eutrophication related parameters, such as winter DIN and
dissolved inorganic phosphorous (DIP) and the DIN:DIP
ratio, chlorophyll a, and oxygen can be easily explored with
models and are used as indicators (in accordance with cur-
rent management practices). Eilola et al. (2013) found a
minor increase in winter nutrient levels for a future climate
and projected a slight increase in phosphorus along the
continental coast, while nitrogen is unchanged. A slight
increase is also seen in summer chlorophyll levels in the
German Bight and Kattegat, while the North Sea oxygen
minimum is almost unchanged. Using these indicators,
Skogen et al. (2014) concluded from one scenario that the
overall eutrophication status of the North Sea would remain
unchanged under a future climate. However, an increase in
the river nutrient load caused by increased runoff, which has
the potential to increase winter nutrient levels and eutroph-
ication status near the coast (Zavatarelli et al. 2013a) was not
considered in their assessment. The NORWECOM projec-
tion was forced by the same GCM as the ECOHAM (Alheit
et al. 2012), but using different regional atmospheric,
hydrodynamic and biogeochemical models. The projected
nutrient levels from ECOHAM are higher near the coast,
probably because increasing river loads have been consid-
ered in this simulation. A key weakness of both studies is the
lack of consideration of North Atlantic nutrient changes,
which other studies show have the potential to cause large
changes in pre-bloom nutrient levels and thus overall netPP
(Holt et al. 2012, 2014, 2016). Near-future change in pro-
ductivity and nutrients from climate-driven and direct
anthropogenic eutrophication were investigated by Zavatar-
elli et al. (2013b) with two model systems, the POLCOM-
ERSEM and ECOSMO models and for two different
eutrophication scenarios. These studies conﬁrmed the dom-
inant impact of climate control versus direct anthropogenic
eutrophication control for the offshore North Sea system and
the larger eutrophication impacts in the coastal zone
hypothesised by Zavatarelli et al. (2013a). However, the
short assessment period (only ten years) strongly limits the
ability to distinguish climate change signals and changes
arising from internal variability.
6.4.2 Species Composition
and Trophic Coupling
The ecosystem models employed for regional downscaling
are limited in terms of their potential to model changes in
species composition, community structure and trophic cou-
pling. They typically resolve plankton community structure
by addressing a few functional groups such as diatoms,
nitrogen-ﬁxing bacteria and flagellates. However, this is a
subjective concept and the few groups chosen are arbitrary.
Also, ﬁxed parameterisations are used for vital rates (e.g.
growth rates, mortality rates), and are often used as a tuning
parameter. As a result, these models have very limited
potential to resolve changes in species composition, even at
the base of the food web and projections are highly uncertain
(Follows et al. 2007). Moreover, the models are truncated
food-web models, which do not resolve coupling to higher
trophic levels and the feedback inherent in this coupling
(Fennel 2009).
Holt et al. (2014) investigated the sensitivity of diatoms
relative to the rest of the phytoplankton community using the
POLCOMS-ERSEM model. They found that both functional
groups are sensitive to the projected changes, but that the
amplitude of the projected changes is signiﬁcantly smaller
for diatoms than for the other phytoplankton functional
groups. The changes are largest during the spring bloom and
in the southern North Sea, when an increase in production
was modelled to be supported by an accelerated growth rate.
The changes were positive for all periods in both groups,
except for summer, when production decreased signiﬁcantly
for the non-diatom groups.
Examining changes in the near future with the Delft3D-
BLOOM/GEM model (four phytoplankton groups), Frio-
court et al. (2012) found substantial differences in the
average distribution of the different phytoplankton groups
over the year, despite negligible changes in overall chloro-
phyll concentrations. The spring diatom bloom occurred
slightly but consistently earlier in the future climate scenario.
The general trend is for an increase in dinoflagellates and an
earlier onset of growth for this group. In terms of factors
limiting dinoflagellate growth (light-, nitrogen- and
phosphorus-limitation), bloom probability and duration are
higher for the future climate scenario than for the present
day, irrespective of the type of growth limitation. The rela-
tive increase is largest for the nitrogen-limited type of
dinoflagellates.
Wakelin et al. (2012a), Chust et al. (2014) and Pushpadas
et al. (2015) found trophic ampliﬁcation of the climate
impact on productivity in the North Sea, based on ECOSMO
and POLCOMS-ERSEM downscaling (Fig. 6.25). The rel-
ative decrease in production for the second trophic level is
stronger than for the ﬁrst trophic level, a phenomenon which
is also widely seen in downscaling studies for other regions
and in the response from the forcing ESM (Chust et al.
2014).
6.4.3 Ocean Acidification
Rising atmospheric CO2 concentrations result in higher
ocean uptake of CO2. This in turn is driving a decrease in
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ocean pH and thus an increase in ocean acidiﬁcation
(OA) (also known as ‘the other CO2 problem’). However,
OA is a complex process and is also influenced by climatic
and biogeochemical processes. Artioli et al. (2013, 2014)
investigated climate-driven impacts on OA in the North Sea
using the POLCOMS-ERSEM model forced by the
IPSL-CM4.0 ESM. For the end of the century, they found a
signiﬁcant change in annual mean pH of the order of −0.27,
which is consistent in magnitude to the projected change in
the annual global mean pH. The major driver for this
decrease in pH was clearly the increasing atmospheric CO2
concentration. The projected temperature rise had contrast-
ing effects on OA in their downscaling experiment; both
decreasing the solubility of CO2, which leads to increased
outgassing and lower OA, and increasing dissociation con-
stants, which supports OA. Another but more minor effect is
the decrease in total alkalinity due to the projected fresh-
ening which reduces the buffering capacity of the system. As
Artioli et al. (2013) discussed, this feedback stems from
assuming a simple correlation between total alkalinity and
salinity (Millero 1995). Uncertainty might therefore be large
and the total-alkalinity feedback remains unclear.
Biological processes were identiﬁed to be responsible for
a strong modulation of the spatial and seasonal patterns of
climate-driven impacts on OA, with average local variations
of more than 0.4 in pH (Fig. 6.26). In highly productive
areas and during the spring bloom less OA was projected.
Acidiﬁcation generally peaks in autumn and aragonite
under-saturation was simulated in the present climate for
bottom waters in the central North Sea in spring and sum-
mer, caused by community respiration and simultaneous
stratiﬁcation, which prohibits ventilation (Artioli et al. 2013,
2014). Artioli et al. (2014) projected an increase in the
seasonal aragonite under-saturation in bottom waters in a
future climate due to increased respiration in deep waters
and benthic systems. The largest seasonal variations in
projected pH change occurred in coastal areas; the projected
local increase in netPP in this area may also have helped to
reduce the projected OA increase by up to 0.1 according to
projections by Artioli et al. (2013, 2014). However, uncer-
tainty in the near-coastal projections for OA is large, since
river runoff and loads have signiﬁcant potential to override
the OA changes and consistent scenarios and projections for
river nutrients and total alkalinity loads are not available.
The POLCOMS-ERSEM results are consistent with pro-
jections from the ECOSMO model using the same ESM
forcing (Wakelin et al. 2012a). The ECOSMO downscaling
reveals a decrease in mean North Sea pH from 8.09 to 7.87
(1980–1999 to 2080–2099; Fig. 6.27), indicating slightly
weaker OA as projected by Artioli et al. (2013, 2014), and a
continuation of the present almost linear trend of OA in the
North Sea. The small differences in projected change in pH
potentially arise from neglected seasonality in total alkalinity
due to biological processes and total alkalinity changes in
the ECOSMO study, as well as from different coupling
sensitivity to the climate model for both models.
Increasing research efforts in recent years have improved
understanding of OA and raised evidence for the broad
impacts of OA on the marine ecosystem (e.g. Riebesell et al.
2007; Gattuso et al. 2011). Two such impacts namely the
supporting effect of OA on primary production (Riebesell
Fig. 6.25 Plankton response to the SRES A1B scenario as projected
by different regional models forced by the IPSLCM4 earth system
model. The graphic shows fractional change (calculated as
future/past-1) for the end of the century (2080–2100) relative to
present day (1980–2000) (Chust et al. 2014)
Fig. 6.26 Impacts of climate change and ocean acidiﬁcation (OA) in
the carbonate system as projected by the SRES A1B scenario, the
graphic shows absolute difference in surface pH compared to the
present-day by season (Artioli et al. 2013, 2014)
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and Tortell 2011) and the effect of OA on the nitrogen cycle
(Gehlen et al. 2011) were studied by Artioli et al. (2013).
While using a simpliﬁed parameterisation of increased
growth rates for all phytoplankton functional groups, they
found the potential effect of OA on primary production to be
similar in magnitude to the climate-driven impact on primary
production and to enhance spring production and decrease
summer production. This supports a shift from flagellates to
diatoms, a signal which was found to move up the trophic
chain and support mesozooplankton over microzooplankton.
Artioli et al. (2014) concluded that OA and climate change
impacts on primary production could cancel out but could
also amplify, and that regional hydrodynamics and produc-
tivity dynamics need to be taken into consideration. How-
ever, it should be mentioned that these are ﬁrst attempts to
model the OA impact on primary production and that a very
simple parameterisation was applied to extrapolate available
knowledge on a species level to the entire plankton com-
munity. This is very likely to be an oversimpliﬁcation, which
could strongly overestimate the potential OA effect on pro-
ductivity as discussed by Artioli et al. (2013, 2014). The
effect of OA on the nitrogen cycle was found to be small
compared to the climate-driven impact on the nitrogen cycle
via increased mineralisation due to higher temperatures
(Artioli et al. 2013).
6.5 Conclusions and Recommendations
Increasing numbers of regional climate change scenario
assessments became available for the North Sea and the new
developments have contributed important understanding of
regional processes mediating climate change impacts in the
North Sea. Improved understanding of processes contribut-
ing to global sea level rise over the last decade has led to
better regional projections of future changes in sea level.
Better projections of future storm surges and waves are
mainly due to better awareness of the factors driving change
in the atmospheric storm track, and a better appreciation of
the relative roles of long-term change and natural variability.
Assessing climate-driven impacts on hydrography, circula-
tion and biogeochemistry has beneﬁted from new and
advanced downscaling methods. Among these are the
regional fully-coupled RCMs, initiated by the Ger-
man KLIWAS project and physical-biological regional
downscaling models, which were coupled with ESMs as part
of the EU project MEECE. The large number of regional
studies now available enables a critical review of current
knowledge on climate change impacts in the North Sea
region and allows the identiﬁcation of challenges, robust
changes, uncertainties and speciﬁc recommendations for
future research.
6.5.1 Robustness and Uncertainties
Coherent ﬁndings from the climate change impact studies
reviewed in this chapter include overall increases in sea level
and ocean temperature, a freshening of the North Sea, an
increase in ocean acidiﬁcation and a decrease in primary
production. In terms of the drivers of these changes, the
impact of natural variability on sea surface temperature and
ocean acidiﬁcation is less dominant compared to projected
anthropogenic changes, and their projected future changes
appear to be relatively consistent among the different
downscaling scenarios. This is also evident when consider-
ing GCM simulated time-series of future annual average
steric sea level. Unlike atmospheric quantities such as rain-
fall or temperature, the climate change signal exceeds the
simulated natural variability for mean sea level even for
future scenarios with a high degree of emissions mitigation.
Thus a rise in future global sea level is a robust result,
although the precise amount remains uncertain. A projected
regional temperature increase towards the end of the century
Fig. 6.27 Simulated seasonal
mean pH (1980–1999) (upper
panels) and percentage change
(fractional change × 100)
simulated by ECOSMO for a
future climate (2080–2099)
(Wakelin et al. 2012a)
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also appears to be a robust result from the multi-model
ensemble projections reviewed in this chapter. However, the
range in projected future temperature change depends on the
choice of GCM and as the range in projected changes is of
the order of the amplitude of the projected change itself, the
magnitude of the change cannot therefore be considered
robust. On smaller spatial scales a lower signal to noise ratio
is typically expected. Projected regional patterns and sea-
sonal modulation of temperature increase are variable and
their future development is uncertain. The spatial patterns of
sea level rise are also more diverse among the different
regional projections (Pardaens et al. 2011a) but in the latest
IPCC assessment some of the spread across normalised
modelled sea level change patterns appears to have been
eliminated.
A general decrease in ocean pH was a consistent signal
from two regional climate change projections of OA. Off-
shore inter-model differences in projected future ocean pH
appear to be small compared to the magnitude of projected
changes, which could be attributed to the strong impact of
changes in atmospheric CO2 levels on ocean pH in com-
parison to other internal physical and biogeochemical
effects. The projected increase in regional OA for the North
Sea can thus be considered robust for offshore waters,
despite the small number of studies available. In contrast, the
importance of terrestrial impacts near the coast is increasing
and the projections are adversely affected by the lack of
terrestrial coupling and lack of information on river loads
and total alkalinity changes.
Wind changes have a strong impact, inter alia, on local
sea level, storm surges, surface waves, primary production,
circulation, advection of salt- and nutrient-rich water from
the North Atlantic, mixing, stratiﬁcation, and offshore
transport of river plumes. The North Sea is located in the
land-ocean transition zone of the Northwest European shelf,
which is characterised by very high variability due to the
alternating dominance of the maritime climate of the North
Atlantic and the continental climate (e.g. Backhaus 1989;
Hawkins and Sutton 2009). There are several modes of
variability that are particularly important for the North Sea;
the North Atlantic Oscillation (NAO), the Atlantic Multi-
decadal Oscillation (AMO) and the Atlantic Meridional
Mode (AMM, e.g. Grossmann and Klotzbach 2009). The
large natural variability has a greater impact on the local
North Sea wind ﬁeld than potential anthropogenic-induced
trends, and strong natural climate variability from annual to
multi-decadal scales (e.g. Arguez et al. 2009) is a particular
challenge when developing projections of climate change in
the North Sea. Regional projections for changes in wind in
existing scenario simulations are not robust for the North Sea
(e.g. Lowe et al. 2009; see also Chap. 5), with many GCMs
still unable to accurately capture features such as the placing
and timing of atmospheric pressure systems in the UK
region (IPCC 2013). The long-term climate trends are
superimposed on the natural modes of variability and dis-
tinguishing between the two in order to identify the
anthropogenic climate change signal is one of the ‘grand
challenges’ of climate change impact studies in marine
regions. This is of particular relevance for the North Sea
region where reliable predictions concerning strongly wind-
influenced characteristics such as local sea level, storm
surges, surface waves and thermocline depth are still
impossible.
Substantial multi-decadal variability in projected climate
change impacts was identiﬁed from atmospheric and sea
level studies (e.g. Gaslikova et al. 2013). These multi-
decadal variations bias projected changes estimated for 20-
or 30-year time slices. Whether this is also relevant for ocean
hydrodynamics and biogeochemistry has so far not been
addressed. However, variability in wind ﬁelds appears a
strong driver in hydrodynamic and biogeochemical changes
in the North Sea (Skogen et al. 2011; Holt et al. 2014, 2016)
and substantial multi-decadal variations are also to be
expected for hydrodynamics and biogeochemistry (Daewel
and Schrum, 2013).
A common regional ﬁnding for those scenarios consid-
ering future variations in oceanic nutrient conditions is a
decrease in future levels of primary production (which are
not always statistically signiﬁcant). However, the projected
decrease varies widely (from −2 to −30 %) depending on
the driving ESM and the regional model used (Gröger et al.
2013; Holt et al. 2014; Pushpadas et al., 2015). Projections
of future regional primary production are therefore less
robust than for sea level, temperature and OA, which was
also concluded by Bopp et al. (2013) for changes in global
primary production projected by recent ESMs. Uncertainties
in regional projections from multi-model ensembles are still
large for offshore nutrient and salt fluxes and the consequent
changes in netPP. Local atmospheric impacts on netPP
remain dominated by natural variability and a common
response in scenario simulations for lower trophic level
dynamics was hardly identiﬁed for atmospheric drivers.
Moreover, extending the regional models into the Baltic Sea
and across the shelf break appears to be critical for the North
Sea. The downscaling studies of Holt et al. (2012, 2014,
2016), Wakelin et al. (2012a), Gröger et al. (2013) and
Bülow et al. (2014), showed the projected change in
cross-shelf exchange probably depends on model resolution
and is critically influenced by GCM biases and by the bias
correction strategies used in the GCM and regional ocean
climate models.
Close to the shelf, the boundary values from ESMs are
impaired by a lack of consistent terrestrial coupling for
nutrient loads (Regnier et al. 2013) and simpliﬁed parame-
terisation of physics and biogeochemical cycling in some
ESMs (such as unconsidered re-suspension and tidal
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mixing). The reliability of the near shelf and near coastal
boundary conditions from ESMs is therefore unclear, and
more research is needed to improve understanding of
land-ocean coupling and the regional impacts and feedbacks
to the global scale. Another source of uncertainty is regional
atmosphere-ocean coupling and the advantages and disad-
vantages of using coupled atmosphere-ocean downscaling
versus uncoupled regional atmospheric models to force
regional ocean models.
6.5.2 Future Challenges
The lack of consideration given to terrestrial climate change
impacts and their coupling to the ocean through runoff and
terrestrial carbon and nutrient loads is a major issue. Pro-
jecting terrestrial impacts on salinity and especially on
nutrients, carbon chemistry and alkalinity is a challenge at
both the global and regional scale. Consideration of terres-
trial impacts is critical for a shelf sea like the North Sea and
improved understanding of the coupled dynamics in the
land-ocean transition zone is essential. Many downscaling
studies for the North Sea assume that runoff from the
catchment area and freshwater outflow from the Baltic Sea
will not change under a future climate (e.g. Wakelin et al.
2012a). Only the MPIOM-REMO simulation (see Bülow
et al. 2014) closes the water cycle, although a freshwater
flux-correction is also used here at the global scale (Sein
et al. 2015), which could introduce artiﬁcial sources and
sinks and bias the projected changes to an unknown degree.
To date, no attempt has been made to include changes in
terrestrial nutrient loads or alkalinity at the regional scale,
nor is this standard for ESMs (Regnier et al. 2013). Although
the impact of changes in runoff and river loads and in Baltic
Sea outflow properties is probably restricted to the southern
coastal North Sea and the Skagerrak, respectively, a more
consistent approach is needed to address the water and
nutrient budget of the North Sea, one which should consider
the entire land-ocean continuum. A new hydrological model,
HYPE (HYdrological Predictions for the Environment;
Lindström et al. 2010; Arheimer et al. 2012), was recently
developed to calculate river flow and river-borne nutrient
loads from all European catchment areas; this is known as
E-HYPE. In the future, scenario simulations using HYPE
should generate more consistent changes in water and
nutrient budgets. But despite these recent efforts, the
uncertainties in runoff for the end of the 21st century will
still be considerable due to precipitation biases in regional
atmospheric models, as illustrated by Donnelly et al. (2014)
for the Baltic Sea. Projections of nutrient loads are even
more uncertain than projections of river flow due to
unknown future land use and socio-economic scenarios
(Arheimer et al. 2012). Plus, the carbon cycle and carbon
loads are still not considered in the present version of HYPE
and coupled land-ocean carbon scenarios remain for future
work.
Other relevant factors include biogeochemical parame-
terisations, which have substantial impacts on structuring the
ecosystem. For the North Sea system, sediment-water
exchange and its parameterisation are particularly impor-
tant. Further limitations are inherent in present-day regional
biogeochemistry models. Changes in plankton community
structure (e.g. Follows et al. 2007) and consistent trophic
coupling also including higher trophic levels (e.g. Fennel
2009) are not yet incorporated and current models are too
simple to provide reliable estimates of changes in commu-
nity structure or trophic coupling. To date, they are only able
to provide ﬁrst indications of climate change impacts on
trophic controls and community structure (e.g. Chust et al.
2014; Holt et al. 2014). Projecting future OA impacts on the
regional scale requires better understanding of OA impacts
on productivity, which could affect ﬁrst-order impacts from
changes in atmospheric CO2 levels (Artioli et al. 2013,
2014).
Regardless of the speciﬁc methods employed, the
downscaled simulations and regional studies are ultimately
affected by the driving GCM or ESM. Despite improvements
(e.g. Scaife et al. 2010), the latest generation of GCMs and
ESMs still has signiﬁcant biases and the spread in projected
global warming among GCMs has not changed from IPCC
AR4 to AR5 (e.g. Knutti and Sedláček 2012). Moreover,
additional uncertainties arise from the downscaling methods
and regional models used (e.g. Holt et al. 2014). From the
simulations presented in this chapter it is clear that identi-
fying best practice in climate downscaling is far from trivial
and not yet achieved. A range of different approaches is
currently used, each with advantages and disadvantages.
A review of the literature shows that choice of regional
model is not critical for the projected mean change, but is
crucial for the projected spatial and seasonal patterns of
regional climate change impacts. Regional models are sen-
sitive to climate model biases and bias corrections are nec-
essary for many applications, such as in modelling seasonal
cycles of stratiﬁcation and biological productivity. But bias
correction also affects the sensitivity of regional systems to
climate change impacts and might shift a critical change in
one variable to a non-critical range and vice versa (Holt et al.
2014). Future work is required on the effects of global and
regional model bias on regional dynamics and sensitivities to
climate change impacts.
While models and observations have long been used
together for validation, bias correction and re-analysis there
is a movement in general circulation modelling and earth
system science towards the use of observations as a con-
straint on the future change projected by climate models (e.g.
Murphy et al. 2004; Stott and Kettleborough 2002; Cox et al.
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2013). In some cases (e.g. Stott and Kettleborough 2002),
the approach is closely related to optimal detection of past
climate change and uses the model’s ability to simulate past
change in order to derive a distribution of signal weights that
are assumed to apply in the future. In other approaches (e.g.
Murphy et al. 2004), different model versions, using a range
of different parameterisations, are used to simulate the future
but the distribution of possible future scenarios is weighted
according to each model’s ability to simulate recent clima-
tology. While these methods are still evolving they present
an exciting opportunity for improving the projection of
North Sea climate change. First, the methods could allow a
weighting of the boundary conditions to regional simula-
tions. Later they might also be applied directly to regional
simulations. Considerable further work is required to
understand the relevant constraints and optimum statistical
framework for applying them. The result could be a nar-
rowing of the uncertainty range of future projections as the
observed signal of climate change becomes ever stronger.
Regional climate change impact assessment in the coastal
area requires a greater degree of accuracy and more detailed
process consideration than is currently available from GCMs
and ESMs. GCM resolution is constantly improving, but so is
resolution at the regional scale and the demand for detailed
knowledge is expanding. Local planning in relation to cli-
mate change impacts might in future require unstructured
grids or further local downscaling, as shown by Gräwe and
Burchard (2012) for the western Baltic Sea or Zhang et al.
(2015) for the North Sea and Baltic Sea. Combined assess-
ment of climatic and direct human impacts such as eutroph-
ication, ﬁsheries, offshore construction, mining and dredging
is increasingly required. Downscaling methods are therefore
as necessary now as in the future and coupling regional
downscaling models to down-stream impact models (such as
for inundation or biological production at higher trophic
levels; e.g. Daewel et al. 2008) is becoming increasingly
important. Regional and seasonal patterns are very important
for down-stream impact models and the application of such
models requires the identiﬁcation of robust patterns and
estimates of uncertainty, making ensemble simulations,
including larger sets of GCMs and regional models manda-
tory for the North Sea. Comparing results from different
models to identify the presence or absence of robust change
requires, as a minimum, harmonisation of experiment design,
along the lines of the Coupled Model Intercomparison Pro-
ject (CMIP, http://cmip-pcmdi.llnl.gov), to set standards that
endure beyond the length of individual projects. This in turn
requires a greater degree of organisation and resources in
regional downscaling for the ocean.
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7Projected Change—River Flow and UrbanDrainage
Patrick Willems and Benjamin Lloyd-Hughes
Abstract
Hydrological extremes, largely driven by precipitation, are projected to become more
intense within the North Sea region. Quantifying future changes in hydrology is difﬁcult,
mainly due to the high uncertainties in future greenhouse gas emissions and climate model
output. Nevertheless, models suggest that peak river flow in many rivers may be up to 30 %
higher by 2100, and in some rivers even higher. The greatest increases are projected for the
northern basins. Earlier spring floods are projected for snow-dominated catchments but this
does not always cause an increase in peak flows; peak flows may decrease if higher spring
temperatures lead to reduced snow storage. An increase in rain-fed flow in winter and
autumn may change the seasonality of peak flows and floods. The proximity of a river basin
to the ocean is also important; the closer the two the greater the potential damping of any
climate change effect. In urban catchments, the speciﬁc characteristics of the drainage
system will dictate whether the net result of the climate change effect, for example the
projected increase in short-duration rainfall extremes, is to damp or amplify the impact of
this change in precipitation. The response in terms of sewer flood and overflow frequencies
and volumes is highly non-linear. The combined impact of climate change and increased
urbanisation in some parts of the North Sea region could result in as much as a four-fold
increase in sewer overflow volumes.
7.1 Introduction
The hydrological cycle is an intrinsic part of the climate
system. Changes within the climate directly and indirectly
influence the components of the hydrological cycle. As an
illustration, climate change may alter river regimes directly
through changes in rainfall, and indirectly through changes
in temperature, which may change evaporation and affect
snow melt. Differences in rainfall intensity may alter flood
hazards through changes in peak discharge and erosion.
Additionally, temperature changes, especially during sum-
mer, affect the soil water content and groundwater recharge,
and thus water input (from ground water and base flow) to
rivers. As a result, the risk of low flow alters, which can also
impact on water quality, navigation and water availability for
agricultural and industrial purposes. In short, climate change
affects or controls inputs, losses, storage and transfer into the
hydrological system (IPCC 2014). Whether and in what way
this is the case for the North Sea region is the focus of this
chapter, based on a review of available studies on climate
change impacts on river flow in the North Sea region.
Impacts in urban catchments are also considered.
To assess the potential impacts of climate change on river
flow, methods are applied that make use of both climate
models and hydrological models. Climate models simulate
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the climate system to determine the response to changes in
greenhouse gases in the atmosphere (see Chap. 5) while
hydrological models simulate the climate change effect on
the water cycle. To assess the potential impact of climate
change on river flow, climate change signals are used to alter
the input to hydrological models that aim to simulate the
climate-driven response in the hydrological environment.
The strength of the changes depends on the temporal and
spatial scales being examined.
River flow may be affected by changes in land use,
ground water abstraction, hydraulic structures (such as
reservoirs) along the river course, and urbanisation (see
Sect. 7.3.3), among others; none of which are directly linked
to climate change. Such features mean not all climate-driven
hydrological impacts are easily discernible, and so caution is
necessary when attributing hydrological change to ‘climate
change impact’; see also Chap. 5.
7.2 Methodology
7.2.1 Temporal and Spatial Scales
Uncertainties in climate and hydrological models mean
caution must be applied in using the model output to project
climate-driven impacts on river flow. This is especially the
case for studying local hydrological impacts. Local climates
are represented in regional climate models (RCMs) at the
spatial resolution of the RCMs, and are less reliable than the
coarser resolution climate data obtained from the same
RCMs or from global climate models (GCMs). However, the
reliability of climate models is improving due to the ongoing
research in climate science (see the Supplement S7 to this
chapter). The highest resolution RCMs are now in the range
of a few tens of kilometres which reduces the mismatch with
hydrological models that often operate at resolutions of a
few kilometres or less. High resolution models, however, do
not completely resolve the physics of the climate system so
climate model output still requires further scrutiny before use
in regional climate studies.
Although the natural processes addressed in climate and
hydrological models are closely linked, because climate sci-
ence and hydrology are separate disciplines the technical
aspects of these different disciplines require an interface
linking the respective models. This interface allows a realistic
transfer of information between climatic and hydrologic
simulations. Methods at the interface range from the direct
use of climate model output to correct for bias (systematic
over- or underestimations) before use. However, direct use is
rarely implemented due to the bias in climate models. Another
major interfacing issue is the need for high resolution data in
many hydrological applications, both in space and time.
Finer-resolution climate models imply a developmental and
computational burden which translates to higher resources, in
time and money. While efforts to increase the resolution of
GCMs and RCMs continue (e.g. HiGEM, Shaffrey et al.
2009; Kendon et al. 2012) the current state-of-the-art is well
short of the requirements for local hydrological modelling.
These two main interfacing problems are met by applying
statistical downscaling to the climate model output, ulti-
mately in combination with bias correction. The aims of the
bias correction and statistical downscaling are to eliminate
systematic errors between the climate model output and the
corresponding meteorological variables at the ﬁner hydro-
logical impact scales and/or to convert the climate model
output to the ﬁner-scale variables using statistical methods
(Maraun et al. 2010; Gudmundsson et al. 2012a). More
discussion on the mismatch of scales, statistical downscaling
and bias correction is available in the Supplement S7. These
downscaling and bias correction methods have increased
data availability for hydrological assessments. Different
approaches have been developed. Several have been applied
in the North Sea region, depending on the area, type of
hydrological impact, approach and experience of the mod-
eller and available resources, among others.
7.2.2 Analysis
Determining the climate-driven change in river flow typi-
cally includes four steps: evaluating the climate models;
downscaling/bias correction of the hydrological variables
from the climate scenarios; converting climate change
signals/perturbations to hydrological parameters; and simu-
lating the hydrological climate change effect.
Different types of hydrological models have been used for
studying the impact of climate change, depending on the
scale and the processes. Conceptual rainfall-runoff models
have been widely applied to individual catchments because
of their ease of use and calibration (limited number of model
parameters) and because they provide overall runoff esti-
mates at the scale of a catchment or sub-catchment (see
Supplement S7 for examples). In order to capture the spatial
variability of the hydrological response in larger river basins
or regions, spatially-distributed hydrological balance models
have been applied. These can be of a conceptual nature or
more detailed, depending on the types of impacts studied
(e.g. Shabalova et al. 2003; Lenderink et al. 2007;
Thompson et al. 2009; Bell et al. 2012; Huang et al. 2013).
At the continental and global scale, land surface models and
coarse-scale global water balance models are used, such as at
the scale of Europe (e.g. Dankers and Feyen 2008; Feyen
and Dankers 2009; Prudhomme et al. 2012) or the entire
globe (e.g. Arnell and Gosling 2016; Dankers et al. 2014).
Hydrological impact results are typically evaluated for
mean annual or seasonal volumes, but also for flow extremes
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(peak flows and low flows). The latter are of particular rel-
evance for water management, given that they are funda-
mental to flood and water scarcity risks. Peak and low flow
extremes for current and future climatic conditions are typ-
ically compared for quantiles, hence for given exceedance
probabilities or return periods. Such quantiles, for example
the 100-year peak flow, form the basis of water engineering
design statistics. They can be obtained empirically from the
independent extreme flows extracted from the simulated
time series (possible only up to the length of the time series),
or after extreme-value analysis (required for extrapolating
beyond the length of the time series). Bastola et al. (2011),
Arnell and Gosling (2016), Dankers et al. (2014), and Smith
et al. (2014), for example, deﬁned peak flows as annual
maximum flows and extrapolated these based on the Gen-
eralized Extreme Value (GEV) distribution. Lawrence and
Hisdal (2011) did the same but used the Gumbel distribution
as a special case of the GEV, and Kay and Jones (2012)
made use of a generalised logistic distribution. Willems
(2013a) selected independent peak flows from a time series
by means of hydrological independence criteria to obtain a
peak-over-threshold or partial-duration-series. These typi-
cally follow the Generalized Pareto Distribution (GPD), or
the exponential distribution as a special case. The statistical
uncertainty in estimates of large return periods (e.g.
100 years) may be considerable, however, especially when
based on relatively short time series (typically 30 years for
climate model results) (Brisson et al. 2015). Using infor-
mation on flood thresholds or hydraulic flood modelling, the
flow extremes can be related to flood hazard (e.g. return
period of flooding) or even flood risk after considering
functions describing the regional or local relationship
between flood flow or depth and the flood consequences
(Feyen et al. 2012; Ward et al. 2013; Arnell and Gosling
2016).
For impact analysis on urban drainage (sewer floods),
because of the quick response of such systems to rainfall,
changes in short-duration extremes (hourly to sub-hourly)
are considered. These changes are propagated to changes in
sewer flow by full hydrodynamic or conceptual sewer
models; a recent state-of-the-art review of methods,
difﬁculties/pitfalls, and impact results was made by Willems
et al. (2012a, b).
As well as changes in rainfall and evaporation, for impact
analysis on water quality in urban drainage systems and
along rivers, changes in other variables must also be con-
sidered. Impacts on water quality are not only controlled by
changes in rainfall, but also by (changes in the length of) dry
periods. In the case of longer dry periods in north-western
Europe, river pollution will be less diluted and river water
quality will deteriorate. Some sources of river pollution
might even increase, such as pollution originating from
sewer overflows.
Along sewer systems, longer dry periods cause water and
wastewater to stay for longer in the sewer pipes. Particularly
in the low and flat North Sea region, this will lead to higher
sewer solids sedimentation (Bates et al. 2008). An increase
in short-duration rainfall extremes will not only increase
peak runoff discharges but will also increase wash off from
surfaces (impermeable and permeable) in the sewer catch-
ment. An increase in runoff and sewer peak flows, would
increase the frequency of sewer overflows or the spilling of
storm- and/or waste-water into the receiving river. These
effects are studied by integrated urban drainage models
comprising the sewer system, wastewater treatment plant
and receiving river. Using such a model, Astaraie-Imani
et al. (2012) studied the impact of climate change (and
urbanisation) on the receiving water quality of an urban river
for dissolved oxygen and ammonium using a semi-real case
study in the UK. Another application, but for a catchment in
Belgium and limited to the flow impacts of sewer systems on
receiving rivers was reported by Keupers and Willems
(2013). Other types of climatic change effect along sewer
systems include changes in temperature, which affect sewer
quality processes (Ashley et al. 2008), risk of sulphide
production in the sewer pipes, and increased odour prob-
lems; as well as increased sewer floods and sewer overflows
because of changes in snowmelt patterns in mountainous
regions, sea-level rise in low-lying coastal areas, inflow of
groundwater during the wet season, and increased leakage of
wastewater into the soil during the dry season, among others.
Whatever model type is applied, it is necessary to be
aware that parameters calibrated for historical periods may
not be valid under a changing climate. For instance, it is
known that under dry conditions, soil moisture parameters
are likely to change, which may affect the hydrological
processes by introducing other complex mechanisms
(Diaz-Nieto and Wilby 2005). One way of understanding the
changes is to assess longer hydrological and meteorological
records with signiﬁcantly different changes in climate and
land use (Refsgaard et al. 2014). However, sufﬁciently long
time series (e.g. over 100 years) are often not available to
evaluate this assumption.
It is also necessary to be aware of the limitations of the
models in modelling particular types of extremes (e.g. high
flow, low flow). For that reason, methods have been devel-
oped that explicitly validate model performance for high and
low extremes; see Seibert (2003), Willems (2009), and
Karlsson et al. (2013). Van Steenbergen and Willems (2012)
proposed a data-based method to validate the performance of
hydrological models in describing changes in peak flow
under changes in rainfall extremes, prior to their use for
climate change impact investigations. Vansteenkiste et al.
(2013, 2014) compared different hydrological models and
concluded that the impact results of climate scenarios might
signiﬁcantly differ depending on the model structure and
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underlying assumptions, especially for low flow. Gosling
et al. (2011) applied two types of distributed hydrological
model to different catchments, including the Harper’s Brook
catchment in the UK, to analyse the impact uncertainty from
seven GCM runs. Both models simulated similar climate
change signals, but differences occurred in the mean annual
runoff, the seasonality of runoff, and the magnitude of
changes in extreme monthly runoff. Also, Bastola et al.
(2011) emphasised the importance of incorporating hydro-
logical model structure and parameter uncertainty in esti-
mating climate change impacts on flood quantiles. They
found that the highest model uncertainty is associated with
low frequency flood quantiles and with models that use
nonlinear surface storage structures. Lawrence et al. (2009)
investigated model parameter calibration uncertainty for the
Nordic HBV model calibrated to 115 Norwegian catch-
ments. This was done by selecting 25 parameter sets that
lead to almost equal model performance. In general, how-
ever, hydrological model related uncertainty is low com-
pared to climate model uncertainty (Minville et al. 2008;
Kay et al. 2009). The latter is shown by comparing evalu-
ations of climate and hydrological model performance
against observations; however limited to historical (climate)
conditions. For drought, Prudhomme et al. (2014) concluded
that global hydrological models show a higher uncertainty
than global climate models. At the catchment scale, it
appears that hydrological model impact uncertainties are
greater for low flow than for peak flow (Vansteenkiste et al.
2013, 2014), but are still less than from climate models.
7.2.3 Scenarios
Owing to the high uncertainties involved in the parameter-
isations of the climate models and the future greenhouse gas
scenarios (see Supplement S7), it is better to apply a broad
ensemble set of climate model simulations. Uncertainty in
the future projections can thus be partly accounted for
(Palmer and Räisänen 2002; Tebaldi et al. 2005; Collins
2007; Smith et al. 2009; Semenov and Stratonovitch 2010).
Use of ensemble-based probabilistic projections has been
proposed but would raises questions and difﬁculties for
impact modellers (New et al. 2007). Linking probabilities to
future scenarios is a commendable idea, but it is not clear
how the use of probabilities would maintain internal con-
sistency, which is a key requirement for impact analysis. It is
pragmatic, therefore, to make use of existing climate change
impact methods, albeit with improvements.
Any ensemble of climate model runs best includes a
broad set of different climate models and greenhouse gas
scenarios (SRES, RCP; see Supplement S7). Note in this
respect that hydrological impact analyses of climate change
to date have largely ignored the most pessimistic projections
for climate change such as the SRES A1FI scenario. It has
been argued that emission trends since 2000 are in line with
the A1FI projections made in the 1990s (Raupach et al.
2007), which means that the A1FI scenario is becoming
more plausible and the most likely projected high flows
could be even higher than those reported here. Recent evi-
dence also suggests that GCM projections underestimate the
amount of warming that is already being observed in western
Europe (van Oldenborgh et al. 2009).
The hydrological impact results reported in this chapter
are primarily based on the SRES scenarios. Hydrological
impact results for the newer RCP-based climate scenarios
were still limited at the time this chapter was drafted (ﬁrst
global results exist: Dankers et al. 2014; Prudhomme et al.
2014), but it would be worth more extensively testing the
change and consistency in impact results between the SRES
and RCP-based scenarios.
In addition to uncertainties in the climate process mod-
elling and greenhouse gas scenarios, the downscaling
method used adds to uncertainty in the climate scenarios (see
more discussion in the Supplement S7). Impact modelling
based on large ensembles of climate model simulations
under different downscaling assumptions remains difﬁcult in
practice because of the high computational costs associated
with hydrological and hydraulic modelling. A pragmatic
approach would be to summarise the different meteorologi-
cal impact results of climate change in a limited set of
(tailored) scenarios. Examples include the UKCIP02 (Hulme
et al. 2002), UKWIR06 (Vidal and Wade 2008), and
UKCP09 scenarios in the UK (Murphy et al. 2009), the
KNMI’06 scenarios in the Netherlands (Van den Hurk et al.
2006; de Wit et al. 2007), and the CCI-HYDR scenarios in
Belgium (Willems 2013a; Ntegeka et al. 2014).
Figure 7.1 illustrates how the CCI-HYDR high, mean
and low scenarios for one particular season are based on the
highest, average and lowest climate factors for the entire set
of potential scenarios considered. The changes for different
seasons are combined in different versions such that they
lead to high, mean, and low impacts for speciﬁc (tailored)
hydrological applications, for example winter floods, sum-
mer flash floods and summer low flows. This is the opposite
of the KNMI’06 scenarios that are based on meteorological
considerations only (Fig. 7.2, where scenarios W and G refer
to higher or lower changes in temperature, and the scenarios
W+ and G+ to stronger changes in atmospheric circulation).
7.3 Projections
7.3.1 North Sea Region
Numerous studies indicate that in north-western Europe a
warmer climate may lead to an increase in intense rainfall
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(e.g. Kundzewicz et al. 2006; Hanson et al. 2007) and to
longer dry periods (e.g. Good et al. 2006; May 2008), and
consequent changes in river flows, as is shown in Table 7.1
based on a review by the European Environment Agency
(EEA 2012) and the Intergovernmental Panel on Climate
Change in its Fifth Assessment (IPCC 2014). The projec-
tions indicate an intensiﬁcation of rainfall during both winter
and summer, but for summer, although the heavy rainfall
events may become more intense the intensity of the light
and moderate events will decrease. How these meteorolog-
ical changes will affect river flow shows strong seasonal and
regional differences. For north-western Europe, the intensity
and frequency of winter and spring river floods are generally
expected to increase (EEA 2012).
Based on climate projections from three GCMs and
impact analysis in three relatively coarse resolution global
hydrological models, Prudhomme et al. (2012) found that
river flow in north-western Europe (e.g. Great Britain) would
increase in winter with concurrent increases in regional high
flow anomalies, and would decrease in summer. Giving
particular attention to daily peak flow and related flood risk,
Hirabayashi et al. (2013), Arnell and Gosling (2016) and
Dankers et al. (2014) found strong sub-regional variations in
Europe with both increases (mostly for the UK, France and
Ireland) and decreases in the size of the flood-prone popu-
lations. Giving particular attention to hydrological droughts,
Prudhomme et al. (2014) found signiﬁcant increases in the
frequency of droughts of more than 20 % in central and
western Europe. Also based on a coarse-scale hydrological
model, but this time with a focus on the main rivers in
Europe, Feyen and Dankers (2009) found stream flow
droughts will become more severe and persistent in most
parts of Europe by the end of the century, except in the most
northern and-north eastern regions.
However, it should be noted that these results are based
on only one RCM run (HIRHAM 12-km resolution model;
Fig. 7.1 High-mean-low tailored
climate scenarios to simplify the
flood impact analysis based on an
ensemble set of climate model
simulations (here: factor change
in daily rainfall quantiles from
1961–1990 to 2071–2100 for A2
and B2 SRES scenarios and all
RCM runs available for Belgium
from the EU PRUDENCE
project; Ntegeka et al. 2014)
Fig. 7.2 Tailored climate
scenarios: hydrological impact
based (left CCI-HYDR, Ntegeka
et al. 2014) versus meteorological
based (right KNMI’06, van den
Hurk et al. 2006)
7 Projected Change—River Flow and Urban Drainage 223
A2 and A1B SRES scenarios). Based on the same RCM runs
and the same hydrological model, Dankers and Feyen (2008)
and Rojas et al. (2011) focused on the flood hazard climate
change impact and found that extreme discharge levels may
increase in magnitude and frequency in parts of western and
eastern Europe. In several rivers, the return period of what is
currently a 100-year flood may decrease to 50 years or less.
Rojas et al. (2012) extended the analysis by applying the
same hydrological model to 12 RCM runs, and concluded
that results show large discrepancies in the magnitude of
change in the 100-year flood for the different RCM runs.
Some regions even show an opposite signal of change, but
for many regions the projected changes are not statistically
signiﬁcant due to the low signal-to-noise ratio. Western
Europe and the British Isles show a robust increase in future
flood hazard, mainly due to a pronounced increase in
extreme rainfall. A decrease in the 100-year flood, on the
other hand, is projected in southern Sweden because the
signal is dominated by a strong reduction in snowmelt-
induced spring floods, which offsets the increase in average
and extreme precipitation. This is also valid for other
snowmelt dominated areas of the North Sea region.
Another Europe-wide hydrological impact study was
undertaken by Schneider et al. (2013) who applied the global
hydrological model WaterGAP3 on a 50′ × 50′ European
grid. Climate change impacts were based on three GCMs
after bias correction. Looking at their results for the North
Sea region, they found that flow magnitude was more
affected in the northern parts of the North Sea region, such as
Sweden and Norway, with strong increases projected in
winter precipitation. The lowest impacts across Europe were
found in western Europe (i.e. the UK, Ireland, Benelux,
Denmark, Galicia and France). The difference is due to the
additional impact of temperature on snow cover in the
northern region. The greatest impact on peak flows in
Scandinavia occurred in April, rather than May, one month
earlier in the future. Earlier snowmelt in spring and sporadic
melt events in winter will reduce snow storage. However, in
Sweden and Norway, these effects were more than com-
pensated for by higher precipitation. During summer (June
to September), increased precipitation is offset by greater
evapotranspiration. Scandinavia is the only region in Europe
where elevated low flows are projected.
7.3.2 Sub-region or Country-Scale
7.3.2.1 Belgium
Using ﬁner scale hydrological models (c.f. Sect. 7.3.1), more
local European climate studies have projected similar cli-
mate change impacts. For 67 catchments in the Scheldt river
basin in Flanders, Boukhris et al. (2008) found that extreme
peak flows in rivers may increase or decrease depending on
the climate scenario used. Winter rainfall volumes increase
but evapotranspiration volumes also increase. Depending on
the balance between rainfall increase versus evapotranspi-
ration increase, the change in net runoff may switch from
positive to negative. From a set of 31 statistically down-
scaled RCM simulations and more than 20 GCM simulations
available for Belgium, the most negative change led to an
increase in the river peak flows of about 30 % for the 2080s
(Fig. 7.3).
Impacts on river low flows were more uniform. All of the
climate model simulations projected a decrease in river
low flow extremes during summer. For Belgian rivers, the
change in low flow extremes projected for the 2080s ranged
between −20 and −70 % (Fig. 7.3). The drier summer
conditions for Belgium lead to lower groundwater levels, as
shown by Brouyére et al. (2004) and Goderniaux et al.
(2009) for the Geer catchment, and by Dams et al. (2012)
and Vansteenkiste et al. (2013, 2014) for the Nete
catchment.
7.3.2.2 Northern France
Within the main river basins in France, Boé et al. (2009)
found a decrease in mean discharge for summer and autumn.
They also simulated a decrease in soil moisture, and a
decrease in snow cover, which was especially pronounced at
low and middle altitudes. The low flows in France become
more frequent. This was also found by Habets et al. (2013)
for the rivers Seine and Somme in northern France, based on
seven hydrological models ranging from lumped
rainfall-runoff to distributed hydrogeological models, and
three downscaling methods. A general decrease in river flow
of at least 14 % occurred at the outlets of the Seine and
Somme basins by the 2050s and at least 22 % by the 2080s.
More than 90 % of projections showed a decrease in sum-
mer flow at these outlets. For the winter high flows, about
Table 7.1 Typical change in inland river flows for northern and north-western Europe (EEA 2012; IPCC 2014)
Variable Northern Europe North-Western Europe
Observed Projected Observed Projected
River flow + + (+) +
River flood ± + +
River low flow (drought) 0 + 0 −
+ increase; − decrease; ± increase and decrease; 0 little change
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10 % of projections showed the possibility of increased flow
in winter in the River Seine and throughout the year in the
River Somme, while 10 % projected a decrease of more than
40 % in river discharge at the basin outlets. For the same
basins, Ducharne et al. (2011) found little change in the risk
of floods for the 10- and 100-year return periods.
7.3.2.3 Germany
For various river basins in Germany, including the Ems,
Weser, Elbe and Rhine (up to the Rees gauge station), based
on two RCM simulations Huang et al. (2013) found an
increase of about 10–20 % in the 50-year flood levels in the
rivers Weser, Rhine, Main, Saale and Elbe. The Ems showed
no clear increase and the Neckar a 20 % decrease. In contrast,
the Wettreg statistical downscaling method projected a
decrease in flood level for the Ems and Weser (10 %), and
Saale (20 %) river basins, and no distinct change for the Main
and Neckar. For the River Rhine, Shabalova et al. (2003)
found future climate scenarios to result in higher mean dis-
charges in winter (about +30 % by the end of the century),
but lower mean discharges in summer (about −30 %), par-
ticularly in August (about −50 %). Temporal variability in
the 10-day discharge increased signiﬁcantly, even if temporal
variability in the climatic inputs remains unchanged.
The annual maximum discharge increases in magnitude
throughout the Rhine and tends to occur more frequently in
winter, suggesting an increasing risk of winter floods. At the
Netherlands-German border, the magnitude of the 20-year
maximum discharge event increased by 14–29 %; the
present-day 20-year event tends to reappear every 3 to
5 years. The frequency of low and very low flows increases,
in both scenarios alike. Studying changes in 10-day precip-
itation sums for return periods in the range 10 to 1000 years
in the Rhine basin (within the scope of the RheinBlick2050
project), van Pelt et al. (2012) found changes of up to about
+30 %. Pﬁster et al. (2004) projected increased flooding
probably due to higher winter rainfall for the Rhine and
Meuse river basins. Most hydrological simulations suggest a
progressive shift of the Rhine from a ‘rain-fed/meltwater’
river to a mainly ‘rain-fed’ river. Studying projected change
in the 1250-year peak flows in the Rhine and Meuse rivers,
which are used as the basis for dike design along these rivers,
deWit et al. (2007) found the 1250-year peak flow to increase
from 16000 to 18000 m3 s−1 by 2100 for the Rhine and from
3800 to 4600 m3 s−1 for the Meuse. For low flow, they found
stronger seasonality in the discharge regime of the Meuse:
increased low discharge in winter and decreased low dis-
charge in summer. The same ﬁndings were obtained by van
Huijgevoort et al. (2014).
7.3.2.4 Ireland
For catchments in Ireland, Bastola et al. (2011) simulated
monthly changes derived from 17 GCM runs to the input of
four hydrological models, and quantiﬁed the impact on flood
quantiles up to 100-year return periods. They also studied
the sensitivity of the impact results within and between
hydrological models. The results show a considerable
residual risk associated with allowances of +20 % when
uncertainties are accounted for and that the risk of exceeding
design allowances is greatest for more extreme, low fre-
quency events (Fig. 7.4) with major implications for critical
infrastructure such as culverts, bridges, and flood defences.
7.3.2.5 Scandinavia
In the Scandinavian countries, the increase in peak flows is
higher than in other North Sea countries due to the higher
Fig. 7.3 Percentage change in
low flows for a low/dry
CCI-HYDR climate scenario
(upper) and peak flows for a
high/wet CCI-HYDR climate
scenario (lower), averaged for
return periods of 1–30 years, for
2071–2100 and 67 catchments in
Flanders, Belgium (Boukhris
et al. 2008)
7 Projected Change—River Flow and Urban Drainage 225
increase in winter rainfall. In Norway, Lawrence and Hisdal
(2011) studied the changes in flood discharges for 115
unregulated catchments. Projected changes in peak flow
quantiles for return periods of 200, 500 and 1000 years show
strong regional differences (Fig. 7.5). These regional differ-
ences are explained by the role of snowmelt versus rainfall
and how they increase the peak flows. This is, however,
different for catchments where peak flows are mainly due to
snow melt in spring. In this case, increased winter temper-
ature will cause reduced snow storage, and thus decreased
peak flows. An exception is catchments at higher elevations
in areas where winter precipitation continues to fall pre-
dominantly as snow and higher spring temperatures produce
more rapid snowmelt (SAWA 2012). In addition to changes
in snowmelt-induced peak flows, the timing of the peak
flows becomes earlier (i.e. spring rather than summer).
Changes in the seasonality of peak flows occurs in catch-
ments where flows driven by snowmelt decrease but flows
driven by winter and autumn rainfall increase. The median
projected change in the ensemble of hydrological projections
for Norway at 2071–2100 varied from +10 to +70 % in
catchments located in western and south-western regions
(Vestlandet), coastal regions of southern and south-eastern
Norway (Sørlandet and Østlandet) and in Nordland, and
decreased down to −30 % for northernmost areas (Finnmark
and parts of Troms) and middle and southern inland areas
(Hedmark, Oppland, and parts of Buskerud, Telemark and
Trøndelag).
Similar results to eastern Norway were obtained by
Andréasson et al. (2011) for Sweden; see the regional dif-
ferences in 100-year peak flows in Fig. 7.6. They are based
on spatial interpolation, without taking into account the
influence of river regulation effects. The northern catchments
in Sweden mostly show decreasing peak flows towards the
end of the century, whereas the southern basins show
increasing 100-year flows. The changes in peak flows vary
from −45 to +45 %. A similar range was found by
Teutschbein et al. (2011) and Teutschbein and Seibert
(2012) for ﬁve catchments in Sweden.
Andersen et al. (2006) studied the climate change impact
for six sub-catchments within and for the entire Gjern river
basin in Denmark, but only based on one RCM simulation.
Mean annual runoff from the river basin increased by 7.5 %,
whereas greater changes were found for the extremes. The
modelled change in the seasonal hydrological pattern is most
pronounced in ﬁrst- or second-order streams draining loamy
catchments, which currently have a low base-flow during
summer. Reductions of 40–70 % in summer runoff are pro-
jected for this stream type. Similar conclusions were obtained
Fig. 7.4 The 95th percentile, 5th percentile and median value for modelled flood quantiles (5-, 25-, 50- and 100-year return periods) for the Moy
river basin (left) and Boyne river basin (right) in Ireland (Bastola et al. 2011)
Fig. 7.5 Median projected change in peak flows for 200-year return
period and 2071–2100 for 115 unregulated catchments across Norway
(Lawrence and Hisdal 2011; SAWA 2012)
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based on the same RCM run for ﬁve major Danish rivers
divided into 29 sub-catchments by Thodsen (2007). The river
discharge that exceeded 0.1 % of all days increases approx-
imately 15 %, and the 100-year flood is modelled to increase
11 % on average. Andersen et al. (2006) also studied the
climate change impact on diffuse nutrient losses (i.e. losses
from land to surface waters). Simulated changes in annual
mean total nitrogen load were about +8 %. Even though an
increase in nitrogen retention in the river system of about 4 %
was simulated in the scenario period, an increased in-stream
total nitrogen export occurred due to the simulated increase in
diffuse nitrogen transfer from land to surface water.
7.3.2.6 UK
For eight catchments in northwest England, Fowler and
Kilsby (2007) used an ensemble set of simulation results
with the HadRM3H RCM (UKCIP02 scenarios) and
undertook a comprehensive treatment of climate modelling
uncertainty. They concluded that annual runoff is projected
to increase slightly at high elevation catchments, but to
reduce by*16 % for the 2080s at lower elevations. Impacts
on monthly flow distribution are signiﬁcant, with summer
reductions of 40–80 % of mean flow, and winter increases of
up to 20 %. The changing seasonality has a large impact on
low flows, with 95 %-percentile flows projected to decrease
in magnitude by 40–80 % in summer months (Fig. 7.7). In
contrast, high flows (>5 %-percentile flows) are projected to
increase in magnitude by up to 25 %, particularly at high
elevation catchments, providing an increased risk of flooding
during winter. Based on the same RCM and with a focus on
river flood hazards in winter, Kay et al. (2006) found
increased flood hazard particularly in East Anglia and the
Upper Thames, with flood peaks in some places increasing
by more than 50 % for the 50-year return level. Clear
regional differences were also found by Arnell (2011) and
Christierson et al. (2012) after analysing many UK catch-
ments and several climate models or scenarios. Based on six
catchments across the UK, Arnell (2011) found clear dif-
ferences between northern and southern catchments, with
large climate change effects in winter in the north and
summer in the south. After analysing 70 UK catchments,
Christierson et al. (2012) found major differences between
the western and northern mountainous part of the UK and
the rest of the UK, with an increase in winter river flow over
the western part but less clear results or a decrease in mean
monthly river flows all year round. In summer, most
catchments showed negative or very slightly positive chan-
ges, with the largest flow decrease in the Thames, Anglian
and Severn river basin districts, with decreases of 10 % or
more in mean monthly flows all year round and even more in
summer.
A speciﬁc study for the River Thames by Diaz-Nieto and
Wilby (2005) concluded that substantial reductions in sum-
mer precipitation accompanied by increased potential evap-
oration throughout the year, lead to reduced river flow in late
summer and autumn. Kay et al. (2006) found the same sit-
uation even in winter for some catchments in the south and
east of England despite an increase in extreme rainfall
events. This was explained by higher soil moisture deﬁcits in
summer and autumn that may have an influence up to the
start of winter. Also for the Thames basin, but based on the
more recent UKCP09 scenarios, Bell et al. (2012) found a
10–15 % increase in winter rainfall by the end of the cen-
tury. This might potentially lead to higher flows than the
River Thames can accommodate. Towards the downstream
end, they estimated an average change in modelled 20-year
return period flood peaks by the 2080s of 36 % (range −11
to +68 %).
For the River Avon catchment, Smith et al. (2014)
obtained changes in the 25-year return period flows of +15,
Fig. 7.6 Median projected change in spatially interpolated peak flows
for 100-year return period and 2069–2098 for Sweden (Andréasson
et al. 2011; SAWA 2012)
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+2 or +7 % based on three different methods for transferring
the climate model output to hydrological model input. For
200-year peak flows, these percentages increased to +22 +19
and +6 %. For the River Medway catchment, Cloke et al.
(2010) found a signiﬁcant lowering of summer flow with a
more than 50 % reduction for 2050–2080 and up to 70 % in
some months. For six other UK catchments, Arnell (2011)
simulated changes in summer runoff of between −40 and
+20 %.
In terms of groundwater recharge, Herrera-Pantoja and
Hiscock (2008) concluded that by the end of the century
decreases in recharge of between 7 and 40 % are expected
across the UK, leading to increased stress on local and
regional groundwater supplies that are already under pres-
sure to maintain both human and ecosystem needs.
The impacts that these hydrological changes may have in
terms of flood and water availability risk were assessed by
the UK-Government funded initiative AVOID (Warren et al.
2010; MetOfﬁce 2011). Based on an ensemble set of 21
GCMs, it is shown that nearly three-quarters of the models
project an increase in flood risk. For the 2030s and averaged
over the UK as a whole, the change ranges from −20 to
+70 %, with a mean of +4 % (Fig. 7.8). Larger increases are
shown for longer time horizons. Overall, the models show a
tendency for a large increase in flood risk for the UK as a
whole.
The water availability threat in the UK (calculated using
the Human Water Security Threat indicator by Vörösmarty
et al. 2010) ranges from very high in the south-east to
moderate in the south, Midlands, and southern Scotland
(Fig. 7.9). For southern England, the loss in deployable
water output due to climate change and population growth is
estimated to be 3 % by 2035 (Charlton and Arnell 2011).
Increased irrigation requirements were also found for the
south-east and north-west of England (Henriques et al.
2008).
Fig. 7.7 Change in 95 %-
percentile flow between the
HadRM3H control and future
scenarios for 2020s, 2050s and
2080s time-slices. The
uncertainty bounds are for the
different SRES scenarios (Fowler
and Kilsby 2007)
Fig. 7.8 Change in average
annual flood risk for the UK,
based on 21 GCMs under two
emission scenarios (A1B and
A1B-2016-5-L), for four time
horizons (MetOfﬁce 2011). The
plots show the 25th, 50th, and
75th percentiles (represented by
the boxes), and the maximum and
minimum values (shown by the
extent of the whiskers)
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7.3.2.7 Comment on Low Flows
Although models project that climate change will cause a
decrease in low flows in north-western European rivers over
the coming decades, it should be noted that most models
have low accuracy in the simulation of low flow extremes.
Evidence for this is provided by Gudmundsson et al. (2012b)
based on nine large-scale hydrological models after com-
parison to observed runoff from 426 small catchments across
Europe. Further evidence is provided by Vansteenkiste et al.
(2013, 2014) for a catchment in Belgium. Low accuracy for
low flows is associated with the representation of hydro-
logical processes, such as the depletion of soil moisture
stores (Vansteenkiste et al. 2013, 2014).
7.3.2.8 Estuaries
In addition to changes in inland rainfall, temperature and
reference evapotranspiration, which lead to changes at the
upstream boundaries of estuaries, it is also important to
consider changes in the downstream coastal boundary. In
relation to the Scheldt estuary (Fig. 7.10), Ntegeka et al.
(2011, 2012) studied projected changes in mean sea level,
storm surge levels, wind speed and wind direction, and their
correlation with changes in inland rainfall (see also Mon-
baliu et al. 2014 and Weisse et al. 2014). The changes in
storm surge levels were derived from changes in sea-level
pressure (SLP) in the Baltic Sea, the Atlantic Ocean area
west of France, and the Azores, and a correlation model
between SLP and storm surge level. The model was derived
after analysing SLP composite maps and SLP-surge corre-
lation maps (Fig. 7.11) for days where the surge exceeds
given thresholds (for different return periods). Correlations
were identiﬁed between the inland (rainfall, runoff) and
coastal climatic changes. Based on the ensemble set of
change factors, tailored climate scenarios (tailored for the
speciﬁc application of flood impact analysis along the
Scheldt) were developed to the 2080s. After statistical
analysis, a reduced set of climate scenarios (‘high’, ‘mean’
and ‘low’) was derived for each boundary condition (runoff
upstream, mean sea level, and surge downstream). Smart
combinations of the scenarios account for the correlation
between boundary changes (Monbaliu et al. 2014; Weisse
et al. 2014).
7.3.2.9 Overview
Table 7.2 summarises the hydrological impact studies
reviewed in this assessment. Because many of the studies
report climate change impacts on peak river flows, the
impacts were reported as percentage change by the end of
the century. Many other hydrological variables are also of
relevance, such as mean or low flows, but fewer studies
report percentage change in these variables or the various
study results are not directly comparable (e.g. derived at
different time scales: annual vs. seasonal or monthly). It
should also be noted that in several regions, the sign and
order of magnitude of change are not consistent when results
from different studies are compared. This reflects differences
in methodology (number and type of climate model and
greenhouse gas scenario, type of hydrological-hydraulic
impact model, and statistical downscaling and analysis
approach; see the Supplement S7 for more discussion on
such issues), as well as uncertainties in the numerical pro-
jections of changes in hydrology. That results on changes in
Fig. 7.9 The human water
security threat for the UK
(MetOfﬁce 2011)
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flood magnitude and frequency resulting from climate
change are unclear was also concluded by the international
review of Kundzewicz et al. (2013). It makes clear—as
stressed in Sect. 7.2—that great care must be taken when
conducting model-based impact analyses of climate change
and in interpreting the results. Typical issues include con-
sideration of only one or few climate models, greenhouse
gas scenarios and/or hydrological models; poor calibration
and validation of models; and inaccuracies of the models in
extrapolating beyond historical conditions.
7.3.3 Urban Catchments
Hydrological analyses of urban catchments are based on
studies with a particular focus on ﬁne-scale meteorological
and hydrological processes (as explained in Sect. 7.2.2).
A recent review by Willems et al. (2012a, b) and
Arnbjerg-Nielsen et al. (2013) of the impacts of climate
change on short-duration rainfall extremes and urban drai-
nage showed that short-duration rainfall extremes were
projected to increase by 10–60 % in 2100 relative to the
baseline period (1961–1990). An urban drainage system
may damp or amplify changes in precipitation, depending on
the system characteristics. For the sewer network of Lund,
Sweden, Niemczynowicz (1989) found the relative change
in urban runoff volume to be higher than for the rainfall
input. They found that a 30 % increase in the 40-min rainfall
intensity would lead to a 66–78 % increase in sewer over-
flow volume (depending on a return period of between 1 and
10 years and the type of design storm). In Sweden, Olsson
et al. (2009) found an increase in the number of urban
drainage system surface floods of 20–45 % for Kalmar in
2100. For Odense in Denmark, Mark et al. (2008) found
flood depth and the number of buildings currently affected
once in every 50 years would correspond to a return period
of 10 years in the future (based on the impacts discussed by
Larsen et al. 2009 and Arnbjerg-Nielsen 2012). For Ros-
kilde, also in Denmark, Arnbjerg-Nielsen and Fleischer
(2009) found that a 40 % increase in design rainfall inten-
sities would lead to a factor of 10 increase in the current
level of damage costs related to sewer flooding. The actual
change in cost will depend on catchment characteristics. In a
similar study for another location with the same increase in
rainfall intensity, Zhou et al. (2012) reported a factor 2.5
increase in annual costs. A common conclusion, however, is
that the main impact of an increase in precipitation extremes
is not primarily related to the additional cost associated with
the most extreme events, but rather with the damage
occurring far more frequently.
A higher factor increase in sewer impacts compared to the
factor increase in rainfall was also reported by Nie et al.
(2009) for Fredrikstad, Norway. They concluded that the
total volume of water spilling from overflowing manholes is
Fig. 7.10 Case study on the
Scheldt Estuary: boundary
conditions are the downstream
surge (North Sea) and the
upstream river flows (different
rivers) for which correlation in the
changes needs to be taken into
account (Ntegeka et al. 2012)
Fig. 7.11 Correlation between storm surges along the Belgian North
Sea coast at Ostend and sea-level pressure over the North Atlantic
region (mean based on historical events) (Ntegeka et al. 2012)
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Table 7.2 Summary of impact results on river flows available for the North Sea region
Region Source GCM-RCM(s) considered Greenhouse gas
scenario(s)
Hydrological-hydraulic
impact model(s)
Change in river
peak flow by 2100
Belgium Boukhris et al. (2008),
Ntegeka et al. (2014);
Vansteenkiste et al. (2013, 2014),
Tavakoli et al. (2014)
31 PRUDENCE RCM
runs, 18
ENSEMBLES RCM runs
SRES A1, A1B, A2,
B1, B2
Lumped conceptual NAM, PDM,
VHM spatially distributed
MIKE-SHE, WetSpa
Up to +30 %
Denmark Andersen et al. (2006),
Thodsen (2007)
HIRHAM RCM nested in
ECHAM4/OPYC GCM
SRES A2 NAM rainfall runoff model /Mike
11–TRANS modelling system
Up to 12.3 %
France Boé et al. (2009),
Habets et al. (2013),
Ducharne et al. (2011)
6 IPCC AR4 GCM runs SRES A1B and A2 Hydrological models MARTHE,
MODCOU, SIM, CLSM, EROS,
GARDENIA and GR4 for Seine
and Somme
No signiﬁcant
change
Germany Huang et al. (2013) REMO & CCLM RCMs SRES A1B, A2, B1 SWIM eco-hydrological model −20 to +20 %
Germany–
Netherlands
van Pelt et al. (2012) 5 RCMs mainly
ENSEMBLES + 13
CMIP3 GCMs
SRES A1B HBV model Rhine basin
Ireland Bastola et al. (2011) 17 GCMs AR4 SRES A1B, A2, B1 4 conceptual models (HyMOD,
NAM, TANK, TOPMODEL) for 4
catchments
Most up to +20 %
Netherlands Shabalova et al. (2003), Lenderink
et al. 2007
HadRM2 and HadRM3H
RCMs
SRES A2 (for
Lenderink et al. 2007)
RhineFlow distributed
hydrological model
Up to +30 %
de Wit et al. (2007) KNMI’06 scenarios Rhineflow and Meuseflow
distributed hydrological models
Leander et al. (2008) 3 PRUDENCE RCMs SRES A2 HBV model Meuse basin
Norway Lawrence and Hisdal (2011) 13 RCM runs RegClim &
ENSEMBLES
SRES A1B, A2, B2 HBV rainfall runoff model
‘Nordic’ version
−30 to +70 %
Sweden Andréasson et al. (2011),
Teutschbein et al. (2011),
Teutschbein and Seibert (2012)
12 RCM runs SMHI &
ENSEMBLES
SRES A1, A2, B1, B2 HBV rainfall runoff model −45 to +45 %
UK Cameron (2006) UKCIP02 climate change
scenarios: HadRM3 RCM
nested in HadCM3 GCM
TOPMODEL
Kay et al. (2006) 1 RCM: HadRM3H
(UKCP02)
SRES A2 Simpliﬁed PDM lumped
conceptual rainfall runoff model
Some up to +50 %
Fowler and Kilsby (2007) Ensemble of runs for 1
RCM: HadRM3H
(UKCP02)
SRES A2 ADM model Up to +25 %
Chun et al. (2009) 7 GCMs & RCMs pd4-2par conceptual rainfall-runoff
model for 6 catchments
Cloke et al. (2010) HadRM3 RCM: subset of
UKCP09 scenarios
SRES A1B CATCHMOD semi-distributed
conceptual model for Medway
catchment
Arnell (2011) 21 CMIP3 GCMs Cat-PDM conceptual model for 6
catchments
Charlton and Arnell (2011) UKCP09 climate change
scenarios
Cat-PDM conceptual model for 6
catchments
Christierson et al. (2012) UKCP09 climate change
scenarios
SRES A1B PDM lumped conceptual rainfall
runoff model and CATCHMOD
semi-distributed conceptual model
for 70 catchments
Bell et al. (2012) UKCP09 climate change
scenarios
SRES A1B G2G model Thames basin −11 to +68 %
Kay and Jones (2012) Perturbed parameter
ensemble of 1 RCM
Nationwide grid-based runoff and
routing model UK
Smith et al. (2014) 18 RCMs from
ENSEMBLES and
UKCP09
SRES A1B HBV-light lumped conceptual
rainfall runoff model Avon
catchment
−1 to +23 %
(continued)
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two- to four-fold higher than the increase in precipitation,
and that the total sewer overflow volume is 1.5- to three-fold
higher. They also found that the number of overflowing
manholes and number of surcharging sewers may change
dramatically, but the precise magnitude of change in
response to the change in precipitation is uncertain.
Willems (2013a) found that for sewer systems in Flan-
ders, Belgium, built for design storms with return periods of
two to 20 years, that the present-day design storms would
increase for the high-tailored climate scenario by +15 to
+50 % depending on the return period (range 1 month to
10 years) (Fig. 7.12). For the mean-tailored scenario, the
changes were less: from +4 to +15 %. For the high scenario,
the return period of sewer flooding increases by about a
factor 2.
For the Windermere drainage area in NW England,
Abdellatif et al. (2014) concluded based on the UKCP09
scenarios that an increase in the design storm of as little as
15 % is projected to cause an increase of about 40 % in
flood volume due to surface flooding. However, impacts on
house basements showed a damping effect (a 35 % increase
in design storm leads to 16 % in the number of basements at
risk of flooding). This conﬁrms that the precise effects of
climate change strongly depend on the type of impacts
studies and the speciﬁc properties of the sewer system.
The impacts of climate change on sewer flood and
overflow frequencies and volumes show wide variation.
Studies indicate a range from a four-fold increase to as low
as a 5 % increase, depending on the system characteristics
(Willems et al. 2012a, b). Floods and overflows occur when
runoff or sewer flow thresholds are exceeded. Given that the
response of the sewer system to rainfall may be highly
non-linear, the changes in the sewer response may be much
stronger than the changes in rainfall. And the impact ranges
can even by wider when studying the impacts of sewer
overflows on receiving rivers. Sewer overflow mainly occurs
in summer and as models project the likelihood of lower
river flow in summer in north-western Europe, dilution
effects in the receiving water might be less, thus increasing
impacts on river water quality and aquatic life.
Astaraie-Imani et al. (2012) found for a semi-real case study
in the UK that changes in rain storm depth and peak rainfall
intensity of up to +30 % by the 2080s could cause strong
deterioration in river water quality; an increase in rain storm
depth of 30 % led to an increase in river ammonium con-
centration of about 40 % and a decrease in dissolved oxygen
concentration of about 80 %. This was found to correspond
with a strong increase in the frequency of breaching given
concentration thresholds (i.e. immission standards). The
Fig. 7.12 Change in the design storm for sewer systems in Flanders,
Belgium, for a 2-year return period for high and mean climate scenarios
(Willems 2013a)
Table 7.2 (continued)
Region Source GCM-RCM(s) considered Greenhouse gas
scenario(s)
Hydrological-hydraulic
impact model(s)
Change in river
peak flow by 2100
UK and NW
Europe
Prudhomme et al. (2012) 3 GCMs: ECHAM5,
IPSL, CNRM
Global hydrological models
JULES, MPI-HM, WaterGAP
(WaterMIP project)
Larger rivers
in Europe
Dankers and Feyen (2008), Feyen
and Dankers (2009), Rojas et al.
(2011, 2012)
HIRHAM5 and 12
ENSEMBLES RCM runs
SRES A2, A1B Coarse scale spatially distributed
model LISFLOOD
Dependent on
sub-region
Europe Schneider et al. (2013) 3 GCMs SRES A2 Global hydrological model
WaterGAP3
Dependent on
sub-region
Globe Arnell and Gosling (2016) 1 GCM: HadCM3 SRES A1B Water balance model
Mac-PDM.09
Dependent on
sub-region
Dankers et al. (2014) 5 GCMs RCP8.5 9 global water balance models
(from WaterMIP)
Dependent on
sub-region
Prudhomme et al. (2014) 5 GCMs RCP2.6, 8.5 9 global water balance models
Hirabayashi et al. (2013) 11 GCMS RCPs global river routing model with
inundation scheme
Dependent on
sub-region
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frequency of breaching the dissolved oxygen threshold of
4 mg l−1 increased from 49 to 99 %; the frequency of
exceeding the ammonium threshold of 4 mg l−1 increased
from 45 to 79 %. The effect of changes in peak rainfall
intensity was found to be an order of magnitude lower.
Climate-driven changes in large-scale atmospheric cir-
culation and related wind ﬁelds may cause signiﬁcant
changes in the amount and type of sediment on catchment
surfaces available for wash-off into urban drainage systems.
Higher deposition during prolonged dry periods will
increase pollution concentrations in ﬁrst flushes. This will
lead to higher pollution loads in sewer overflows and in
inflow to wastewater treatment plants; the latter leading to
higher solids loads to clariﬁers, different treatment efﬁcien-
cies and higher pollution loads. Downstream of the treatment
plants, receiving rivers during long dry spells in future
summers may have reduced capacity to assimilate the more
concentrated effluent. Prolonged dilute loading of wastewa-
ter treatment plants due to low-intensity long-duration pre-
cipitation events can also affect wastewater treatment with
potential for major impacts on overall treatment (Plosz et al.
2009).
Changes other than those related to climate may also
occur in urban areas and affect or strengthen urban drainage
impacts. For example, changes in pavement surfaces, and
these should not be seen in isolation but as related to pop-
ulation growth and increase in welfare, and thus partly
interrelated with anthropogenic climate change.
Semadeni-Davies et al. (2008) analysed the combined
impact of climate change and increased urbanisation in
Helsingborg, Sweden, and found that this could result in a
four-fold increase in sewer overflow volumes. Using a
similar approach, Olsson et al. (2010) analysed future loads
on the main combined sewer system in Stockholm, Sweden,
due to climate change and population increase. They esti-
mated annual total inflow to the treatment plant to increase
by 15–20 %, sewer overflow volumes to increase by 5–10 %
and critically high water levels to increase by 10–20 % in
the ﬁrst half of the century. For the latter half of the century,
they found no further increase in total inflow, but a 20–40 %
increase in sewer overflow volumes and a 30–40 % increase
in high water levels (within the sewer system). Both studies
highlighted the importance of addressing climate change
impacts in combination with other key non-stationary drivers
of equal importance (e.g. urbanisation trends, sewer system
or management changes). In fact, the study by Semadeni-
Davies et al. (2008) clearly showed that climate change is
not the most important driver of increased pollution levels,
and that increases in damage may be effectively counter-
balanced by measures not solely related to urban drainage.
Tait et al. (2008) conﬁrmed that increased urbanisation
(related to increased population and economic growth) also
had a signiﬁcant impact on urban runoff. For a typical urban
area in the UK, in addition to climate change they assumed
that paved areas would increase by about 25 % of their
current value and roof areas by about 10 %. Model simu-
lations showed that sewer overflow volumes would increase
by about 15–20 % when only the increase in paved areas is
considered. These changes are comparable to those expected
from climate change.
Climatic variability at multi-decadal time scales has been
detected by several authors (Stahl et al. 2010, 2012; Han-
naford et al. 2012; Boé and Habets 2013; Willems 2013b).
This must also be considered, given that it could temporarily
limit, reverse or even increase the long-term impacts of
climate change (Boé and Habets 2013).
7.4 Conclusion
Hydrological extremes are projected to become more
intense. These changes are largely driven by changes in
precipitation, which RCM rainfall projections for the North
Sea region suggest will become signiﬁcantly more intense
(see Chap. 5; Van der Linden and Mitchell 2009). Future
winters are expected to see both an increase in the volume
and intensity of precipitation. The intensity of summer
extremes may also increase albeit with a reduction in overall
volume. These ﬁndings are consistent with recent observa-
tions at some monitoring stations that show winter extremes
in high river flow are already increasing (see Chap. 4).
Quantifying future changes in hydrology is difﬁcult. This
reflects the high uncertainties in model output: mainly due to
uncertainties in the climate processes, and—to a lesser extent
—in knowledge of the hydrological processes and their
schematisation in hydrological impact models. The impact
uncertainties also reflect the level of uncertainties in future
greenhouse gas emissions and concentrations.
Taking the uncertainties into account, the reported over-
view of impact results for rivers in the North Sea region in
Table 7.2, indicates increases in river peak flow by 2100 of
up to +30 % for many rivers and even higher for some. An
increase in river peak flows is more evident for the northern
basins of the North Sea region. The greatest increases are
projected for catchments in south-western Norway, up to
+70 % for 200-year peak flows. In snow-dominated catch-
ments of Norway and southern Sweden, earlier spring
flooding is projected. These spring floods do not always
increase, however, peak flows from snowmelt may decrease
when higher spring temperatures lead to reduced snow
storage. Decreasing snowmelt-induced spring flow, and
increased rain-fed flow in winter and autumn may change
the seasonality of peak flows and floods. In northern France
and Belgium, an increase in river peak flow is less clear in
that not all models project an increase. Hence, the spatial
differences mainly occur in a north-south direction. The
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position of a river basin relative to the ocean is also
important. Allan et al. (2005) found that the greater the
proximity the greater the potential damping of any climate
change effect.
The impacts of climate change on sewer flood and
overflow frequencies and volumes vary widely. The
speciﬁc characteristics of an urban drainage system will
dictate whether the net result of the projected increase in,
for example, short-duration rainfall extremes is to damp or
amplify these changes in precipitation. The precise
amplitude of response is highly uncertain and non-linear.
The combined impact of climate change and increased
urbanisation in some parts of the North Sea region could
result in as much as a four-fold increase in sewer overflow
volumes.
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Part III
Impacts of Recent and Future Climate
Change on Ecosystems
8Environmental Impacts—Marine Ecosystems
Keith M. Brander, Geir Ottersen, Jan P. Bakker, Gregory Beaugrand,
Helena Herr, Stefan Garthe, Anita Gilles, Andrew Kenny,
Ursula Siebert, Hein Rune Skjoldal and Ingrid Tulp
Abstract
This chapter presents a review of what is known about the impacts of climate change on the
biota (plankton, benthos, ﬁsh, seabirds and marine mammals) of the North Sea. Examples
show how the changing North Sea environment is affecting biological processes and
organisation at all scales, including the physiology, reproduction, growth, survival,
behaviour and transport of individuals; the distribution, dynamics and evolution of
populations; and the trophic structure and coupling of ecosystems. These complex
responses can be detected because there are detailed long-term biological and environ-
mental records for the North Sea; written records go back 500 years and archaeological
records many thousands of years. The information presented here shows that the
composition and productivity of the North Sea marine ecosystem is clearly affected by
climate change and that this will have consequences for sustainable levels of harvesting and
other ecosystem services in the future. Multi-variate ocean climate indicators that can be
used to monitor and warn of changes in composition and productivity are now being
developed for the North Sea.
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8.1 Introduction
The North Sea is one of the most productive, intensively
exploited and well-studied sea areas in the world. It lies just
north of the boundary (*50°N) between the warm- and
cool-temperate biogeographic regions (Dinter 2001), also
referred to as Lusitanian and Boreal. Because of its size,
topography, and physical and chemical diversity (described
elsewhere), the North Sea encompasses a number of more or
less coupled ecosystems with some shared properties. Deep
areas of the northern North Sea and Norwegian trench are
strongly influenced, both physically and in biota, by inflows
from the Norwegian Sea, NW European shelf (Fig. 8.1 is an
artist’s impression of this ecosystem). The low salinity Baltic
Sea outflow affects the Norwegian coastal area and the
inflow from the English Channel and several major rivers
affects the continental coastal areas of the southern North
Sea. Shallower water depth, stronger tidal mixing and
diminished ocean influence all contribute to greater seasonal
variability in temperature in the southern North Sea, with
summer temperature much higher than in the northern North
Sea and winter temperatures much lower.
The North Sea has been exploited by humans since they
resettled its shifting margins after the last ice age
10,000 years ago. It has also been the subject of conserva-
tion concern for many hundreds of years and the focus of
many scientiﬁc studies of marine life, which show the
inexorable decline of easily caught ﬁsh and shellﬁsh species
with vulnerable life histories, such as sturgeon Acipenser
sturio, ling Molva molva, large elasmobranchs and oysters
(see Chap. 12) (Le Masson du Parc 1727; Poulsen et al.
2007).
The long history of exploitation and study of the North
Sea means that a great deal of long-term information on ﬁsh,
shellﬁsh and other biota exists or is currently being recon-
structed from archives, archaeological material and muse-
ums (Fig. 8.2). Written records go back 500 years in some
cases and archaeological records go back many thousands of
years (Enghoff et al. 2007), covering a wide range of tem-
perature conditions and providing a basis for establishing the
response of the ecosystem to natural climate variability and
long-term change, but confounded by the effects of
increasing ﬁshing pressure and other anthropogenic drivers.
An introductory account of the ecosystems of the North Sea
is included in Chap. 1.
Between 1983 and 2007 the sea surface temperature
(SST) of the North Sea warmed at rates of up to 0.8 °C
decade−1 (see Chap. 2), which is an order of magnitude
greater than the rate of global warming and among the
highest in the world. The high rate of warming in the North
Sea is partly due to anthropogenic factors but also to natural
multi-decadal regional variability in the North Atlantic.
Meyer et al. (2011) used sensitivity experiments to demon-
strate that increasing air temperature is the main cause of the
warming trend observed in the North Sea, accounting for
about 75 % of observed (hindcast) changes in SST. From the
record of Central England air temperature (CET, Fig. 8.3),
which is the longest instrumented temperature time series in
Fig. 8.1 Artist’s view of the
ecosystem of the coastal northern
North Sea. Artwork by Arild
Sæther commissioned by the
Institute of Marine Research,
Norway
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the world, it is known that recent CET is higher than at any
time since observations began in 1659, except for a short
period in the 1730s. Over the period 1975–2005 the vari-
ability in annual mean CET and sea-bed temperature
(SBT) during the ﬁrst quarter of the year match closely
(Fig. 8.3).
The rate of warming that the North Sea experienced from
1983 to 2007 is too high to persist, and the component of the
warming due to multi-decadal variability is expected to
reverse. There are indeed indications in the data since 2008
that temperatures in the North Sea may be returning to lower
levels.
The abrupt temperature increase that occurred in the late
1980s (Fig. 8.3) was particularly marked during the period
January–March and can be related to a remarkable increase
in south-westerly wind strength during the early part of the
year (Siegismund and Schrum 2001), which is a useful
reminder that in addition to the effects of rising temperature,
there are probably several interrelated climatic factors,
including wind-driven vertical mixing and changes in inflow
to the North Sea, with resultant salinity and nutrient changes,
that are also important.
Irrespective of the underlying causes of the changes in sea
temperature and other oceanic and atmospheric variables
since the early 1980s, it is evident that biota in the North Sea
are responding to these strong signals. Changes in advection
and mixing may also be driving changes in ocean chemistry
that in turn affect biota. Abrupt changes in many components
of the biota, sometimes called ‘regime shifts’, have been
observed in the North Sea since the 1980s. Such changes
probably have physical as well as biological causes, but the
nature of the processes involved is by no means clear and it
is notable that the term regime shift is not used in the
chapters on physical processes. There is a wide-ranging
debate on the extent to which low frequency biological
variability reflects external forcing, internal ecological
dynamics or a combination of the two (Doney and Sailley
2013). The North Sea is well placed to help resolve the
causes and processes behind abrupt and continuous
Fig. 8.2 By the time Pieter
Breughel the Elder created Big
Fish Eat Little Fish in 1557,
Europeans had been putting
pressure on coastal and estuarine
parts of the North Sea for
centuries (Bolster 2008). Public
domain work accessed through
Wikimedia Commons
Fig. 8.3 First quarter sea-bed temperature (SBT) and Central England
air temperature (CET; R = 0.80; p < 0.0001). SBT data from Hiddink
and ter Hofstede (2008). CET data from www.metofﬁce.gov.uk/hadobs/
hadcet/cetml1659on.dat
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ecosystem responses to sub-annual-to-decadal physical
variability, because spatially resolved, long-term records of
physical and biological variables are both available and there
have been marked changes in the two over recent decades
(Schlüter et al. 2008; Kirby and Beaugrand 2009). The
processes may also involve shifts in the biogeographic
boundaries between cool- and warm-temperate ecosystems.
Climate change is a recent addition to the human pres-
sures on marine ecosystems, but in this too the North Sea is
relatively well studied and described. OSPAR, the inter-
governmental body for protecting and conserving the
Northeast Atlantic, commissioned a report in 2008 asking
whether the impacts of climate change over past decades can
be detected on North Sea and Northeast Atlantic biota (ICES
2008). The ﬁrst step in addressing this question is to decide
on the basis of theory and previous observations what the
likely change in any feature (distribution, abundance, sea-
sonal pattern) would be under the actual climate of the past
decades. The vast majority of long-term data sets assembled
for the North Sea (212 out of 234) showed changes in the
distribution, abundance or seasonal patterns (maturation,
breeding, other seasonal cycles) of zooplankton, benthos,
ﬁsh and seabirds; 77 % of these changes were in the direc-
tion expected due to climate impacts (Table 8.1).
A global study of climate impacts on marine biota
(Poloczanska et al. 2013) assembled over 1700 data series
and showed a similar proportion (81–83 %) of time series
responding consistently with the effects of climate change.
The rate of distribution shift for leading edges (i.e. where the
distribution is spreading into previously unoccupied areas
for the species) is faster (*72 km decade−1) than the rate of
shift of trailing edges (*15 km decade−1; where a previous
occupied area is vacated). The overall global rates of dis-
tribution shift (*30 km decade−1 for leading edges, cen-
troids and trailing edges) matched the rates at which ocean
surface isotherms had shifted over the same periods and
locations (Burrows et al. 2011), but the rates of shift in
spring phenology (seasonal timing) were not closely mat-
ched with changing seasonality of temperature. Rates of
distribution shift varied among taxa and were fastest for
phytoplankton and zooplankton. The rates at which both
distribution and seasonal timing of marine biota had shifted
were comparable to or greater than the rates observed for
terrestrial biota. Almost half (45 %) of the data used in the
global study of climate impacts on marine biota came from
the Northeast Atlantic and a high proportion of these from
the North Sea.
This chapter presents a review of what is known about the
impacts of climate change on the biota of the North Sea.
Plankton and benthos, which are habitat/life history cate-
gories, are each considered, as are the taxa ﬁsh, birds and
marine mammals. Invertebrate taxa are addressed within the
sections on plankton and benthos, but viruses, bacteria and
the microbial loop are not covered. Other anthropogenic
drivers of change such as ﬁshing, habitat disturbance,
eutrophication or pollution are dealt with in other chapters.
All North Sea biota are affected by a range of physical
and chemical drivers, including inflowing water masses,
currents within the North Sea, nutrients, atmospheric
warming, winds and other mixing forces (buoyancy flux,
tidal mixing) that influence the proximate physical, chemical
and biological environment of the biota. Thus climate
impacts are by no means limited to temperature effects; the
major ocean climate variables are grouped by property type
in Table 8.2. This changing environment affects biological
processes and organisation at all scales. There are direct
effects on the physiology, reproduction, growth, survival,
behaviour and transport of individuals and on the distribu-
tion, dynamics and evolution of populations. Indirect effects
include trophic interactions (predators, prey, competitors),
the structure and coupling (e.g. benthic-pelagic coupling) of
ecosystems and the effects of pathogens, symbionts and
commensals. Life spans of very different length and feed-
backs between levels of biological organisation (e.g.
ecosystem effects on food supply) can result in cross-scale
and lagged effects (Doney and Sailley 2013). Such linkages
and ecosystem processes are considered in Sect. 8.7.
Because the North Sea is so well monitored and studied,
the effects on marine biota of the very rapid rate of climate
change in the region over the past 30 years are more likely to
be detected and understood here than in other areas. The
following sections review current knowledge of the effects
of climate change on functional and taxonomic groups in the
North Sea followed by a section on ecosystem effects and a
ﬁnal synthesis that draws together common features and
conclusions.
Table 8.1 Changes in North Sea biota in response to climate (from ICES 2008)
Zooplankton Benthos Fish Seabirds
Total observations 81 85 58 10
No change 8 13 1 0
Change in expected direction 68 47 43 6
Change in opposite direction 5 25 14 4
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8.2 Plankton
Many studies have documented the strong influence of both
climatic variability and global climate change on plankton
ecosystems (Roemmich and McGowan 1995; Edwards and
Richardson 2004; Richardson and Schoeman 2004; Mackas
et al. 2007), indeed plankton often seem to amplify subtle
climatic changes in areas such as the North Sea (Taylor et al.
2002). Some explanations have been proposed to explain the
sensitivity of this group to climate (Taylor et al. 2002;
Beaugrand et al. 2008), but the precise processes remain to
be identiﬁed. One contributory factor may be that these
organisms are ectotherms and that metabolic rates, growth,
reproduction, activity and species interactions are all influ-
enced by temperature (Atkinson 1994; Brown et al. 2004).
A second factor could be that they react rapidly to climate
change because of their short life cycle. A third that this
group is not exploited directly, so that the main drivers are
easier to identify. Phenological (Edwards and Richardson
2004) as well as biogeographic shifts (Beaugrand et al.
2009) have been observed in North Sea plankton. Abrupt
community or ecosystem shifts (also called regime shifts or
critical transitions) (Reid et al. 2001; Scheffer 2009) have
been documented (Reid et al. 2001; Weijerman et al. 2005),
including changes in phytoplankton and zooplankton (e.g.
copepods, euphausiids, gelatinous species) and in holozoo-
plankton (taxa whose whole lifecycle is planktonic) and
merozooplankton (taxa with a partly planktonic life history)
(Kirby et al. 2008).
8.2.1 Bottom-Up and Top-Down Control
Among environmental factors that may influence population
dynamics and individual survival, temperature is probably
the major factor. It is often highly correlated with observed
changes in biological or ecological systems (Aebischer et al.
1990; Edwards and Richardson 2004; Weijerman et al.
2005; Hatun et al. 2009; Kirby and Beaugrand 2009;
Buckley et al. 2012). Temperature modulates predator-prey
interaction by influencing locomotion, functioning of sen-
sory organs and activity. It might therefore be difﬁcult to
resolve the role of bottom-up (e.g. physics) and top-down
(e.g. grazing/predation) effects. This probably also depends
on the spatial scale of a study. At the scale of the spatial
distribution of a species, the climate variability hypothesis
states that the latitudinal range of species is primarily
determined by their thermal tolerance (Stevens 1989).
Temperature is indeed a key variable in the marine envi-
ronment because it is affected by many hydro-climatic pro-
cesses (Beaugrand et al. 2008) and because it exerts an effect
on many fundamental biological and ecological processes
(Sunday et al. 2012). At smaller scales however, this factor
acts in synergy with others and the proportion of all factors
acting on a species also varies spatially (i.e. throughout the
distributional range of a species) and through time (i.e.
seasonal and year-to-year scales) (Kirby and Beaugrand
2009). The level of turbulence in the water column (Roth-
schild and Osborn 1988), nutrient concentrations and their
effect on phytoplankton concentration and composition
(Behrenfeld et al. 2009), the amount of photosynthetically
active radiation (Asrar et al. 1989) and the length of day
(Fiksen 2000) in extratropical regions are key controlling
factors. At small scale, the effect of top-down control may
start to be detected. On the eastern Scotian Shelf, Frank et al.
(2005) suggested a cascading effect of ﬁshing from the top to
the bottom level of the ecosystem, although this has been
disputed, with changes in stratiﬁcation being proposed as the
driver (Pershing et al. 2015). Nevertheless, despite some
evidence of top-down or wasp-waist control in certain
marine ecosystems of the world (Cury et al. 2003),
bottom-up control seems to be the most frequent type of
control in pelagic ecosystems (Richardson and Schoeman
2004). However, data and studies are sparse and some sta-
tistical techniques can give ambiguous results. For example,
it is statistically difﬁcult to separate bottom-up control from a
common response of organisms to climate change (Kirby
and Beaugrand 2009). The persistent simpliﬁcation of mar-
ine food webs by overexploitation (Pauly et al. 1998) may
have diminished the importance of top-down control in
marine ecosystems. Bottom-up control of plankton is likely
to be more important than top-down control.
Table 8.2 Ocean climate variables grouped by property type
Property type Ocean climate variable
Atmospheric and sea surface Wind
Cloud cover
Waves
Sea level
Chemical and physical Temperature
Salinity
pH
Oxygen
Nutrients
Dynamic Currents
Stratiﬁcation
Turbulence
Upwelling
Frontal processes
Seasonal Storm events (for example)
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8.2.2 Climate and Changes in Phytoplankton
Abundance and Phenology
A substantial literature describes long-term changes in North
Sea phytoplankton communities (Reid et al. 1998; Edwards
et al. 2009, 2012, 2014; Beaugrand et al. 2010). Total
abundance of dinoflagellates has declined since 1960
whereas the total abundance of diatoms has remained vir-
tually unchanged (Hinder et al. 2012). Among the
dinoflagellate species, Ceratium furca, Protoperidinium
spp. and to a lesser extent Prorocentrum spp., have shown a
substantial reduction in summer since the beginning of the
2000s, but the phenology of dinoflagellates has not shifted
towards spring, as shown in other studies (Edwards and
Richardson 2004). The diatoms Thalassiosira spp., Rhi-
zosolenia imbricata shrubsolei and Pseudo-nitzschia seriata
have increased in abundance in spring. The diversity of
dinoflagellates has increased in the Northeast Atlantic and in
the North Sea (Beaugrand et al. 2010) as both temperature
and seasonal stability in temperature have increased,
whereas diatoms, which have higher diversity at intermedi-
ate and less seasonally stable temperatures, have shown less
increase in diversity.
Analysis of daily (work days) sampling of phytoplankton,
nutrients and temperature at Helgoland Roads (54° 11′ 3″N,
7° 54′E) from 1962 to 2008 showed that the phenology of
three diatom species Guinardia delicatula, Thalassionema
nitzschioides and Odontella aurita did not respond to cli-
mate warming in the same way and that overwintering
population size, grazing, nutrient levels and water clarity
affected their bloom timing (Schlüter et al. 2012). Such
species-speciﬁc differences in sensitivity to forcing factors
could lead to shifts in community structure with potentially
far-reaching consequences for ecosystem dynamics. Not
only does the marine food web depend on the quantity and
timing of phytoplankton production, but also on qualitative
features, such as the production of essential fatty acids
(Røjbek et al. 2012).
The extratropical North Atlantic Ocean and its adjacent
seas may be an important region for carbon export (Sar-
miento et al. 2004). The biological pump may be less efﬁ-
cient in a warmer world because of changes in
phytoplanktonic types (floristic shifts) but also because
upward mixing of nutrients is likely to diminish, due to
increased stratiﬁcation of the oceans (Thomas et al. 2004;
Bopp 2005). Deepening of the nutricline, as a result of
increased stratiﬁcation, would shift the phytoplankton com-
munity from diatoms (major exporters of carbon to depth) to
coccolithophorids (Cermeño et al. 2008) and this latter group
has increased in the North Sea (Beaugrand et al. 2013).
8.2.3 Climate Impacts on Biogeographic
Boundaries and Biodiversity
of Zooplankton
Major biogeographical shifts in zooplankton have been
identiﬁed in the Northeast Atlantic in response to the
warming observed in the region (Beaugrand and Ibañez
2002; Beaugrand et al. 2009) and based on the identiﬁcation
of nine calanoid copepod species assemblages using multi-
variate analyses (Beaugrand et al. 2002). There was a
poleward increase in warm-water species and a reduction in
the number of cold-water species in the same areas. All
zooplankton assemblages exhibited coherent, long-term
shifts but the speed of these biogeographic shifts was sur-
prisingly rapid in comparison to rates of change in terrestrial
systems (Parmesan and Yohe 2003). Warm-temperate,
pseudo-oceanic species experienced a poleward shift of
about 10° of latitude (52–62°N, 10°W) or 23 km y−1 for the
period 1958–2005 (Beaugrand et al. 2009). The magnitude
of the species shifts was however similar to the northward
movement of some isotherms (e.g. the 10 °C isotherm
moved northwards by about 21.75 km y−1) in the North Sea.
The consequence of these shifts has been to increase the
diversity of calanoid copepods in the Northeast Atlantic and
its adjacent seas (such as the North Sea) (Beaugrand and
Ibañez 2002; Beaugrand et al. 2010). Such increases in
diversity have also been identiﬁed for other taxonomic
groups such as dinoflagellates (Beaugrand et al. 2010) and
ﬁsh (Hiddink and ter Hofstede 2008). The increase in
copepod diversity has been paralleled by a concomitant
reduction in their mean size (Beaugrand et al. 2010) due to
both increased prevalence of species with smaller body size
and decrease in body size within species due to increasing
temperature. Size reduction may indicate an increase in the
metabolism of plankton ecosystems and may have strong
consequences for carbon export.
8.2.4 Regime Shift in the North
Sea Plankton Community
Marine ecosystems are not all equally sensitive to global
climate change and climatic variability (Beaugrand et al.
2008). There are critical thermal boundaries (CTB) where a
small increase in temperature triggers abrupt ecosystem
shifts (regime shift) and alters the abundance of primary
producers, secondary producers and top predators. Such a
boundary separates regions where abrupt ecosystem shifts
have been reported in the North Atlantic and the North Sea.
In these regions, termed vulnerability hotspots, temperature
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Fig. 8.4 Change in North Sea
plankton composition over the
past 50 years. Standardised
abundance of 83 phytoplankton
and zooplankton taxa collected by
the Continuous Plankton
Recorder (CPR). The taxa are
ordered according to the ﬁrst
principal component. Periods
characterised by different
hydro-climatic conditions are
indicated. Adapted from Edwards
et al. (2009)
increase has a substantial effect on the community and the
ecosystem, modifying their biodiversity and carrying
capacity (Beaugrand et al. 2008).
An abrupt ecosystem shift occurred in the North Sea
during the mid-1980s (Fig. 8.4) (Reid et al. 2001). The
North Sea is one of the most biologically productive
ecosystems in the world. This system supports important
ﬁsheries leading to the catch of 5 % of the world’s total ﬁsh
and also contributes signiﬁcantly to biogeochemical cycles
(Thomas et al. 2004). The North Sea regime shift has
involved an increase in phytoplankton biomass, and chan-
ges in plankton community structure, diversity and phe-
nology (Reid et al. 1998; Beaugrand et al. 2003; Beaugrand
2004). The shift was detected in both pelagic and benthic
realms (Kröncke et al. 1998; Reid and Edwards 2001;
Warwick et al. 2002). Parallel changes occurred in
large-scale and regional temperatures, in three trophic levels
and in both holozooplanktonic and merozooplanktonic
components (Kirby and Beaugrand 2009). The abrupt
ecosystem shift that occurred during the 1980s in the North
Sea had a detectable effect on about 40 % of species from
all taxonomic groups collected by the Continuous Plankton
Recorder (CPR) survey (Beaugrand et al. 2014).
The effect of warming on ecosystems is not a gradual
process and species and communities are likely to experi-
ence a series of sudden and stepwise shifts alternating with
periods of greater stability.
8.2.5 Long-Term Changes in Zooplankton
Long-term changes in the zooplankton community have
been reviewed from time series at Arendal (northern
Skagerrak; 58° 23′N, 8° 49′E), Helgoland Roads
(54° 11′ 18″N, 7° 4′E) and Stonehaven (56° 57.80′N,
02° 06.20′W) together with other studies (Hay et al. 2011).
Jellyﬁsh abundance has increased (Lynam et al. 2005;
Attrill 2007) and there have been reports of incursions of
the oceanic scyphozoan Pelagia noctiluca into the North
Sea, causing mortalities in farmed salmon (Licandro et al.
2010). The ctenophore Mnemiopsis leidyi was detected in
the Skagerrak in 2006 (Oliveira 2007) and has since
occurred in high densities at Arendal Station in late summer
and autumn each year, when SSTs are above 20 °C. The
Helgoland Roads time series showed abrupt shifts (earlier
bloom timing) in the phenology of the ctenophores Beroe
gracilis and Pleurobrachia pileus in 1987/88 (Schlüter et al.
2010) and an inverse relationship between SST anomalies
and abundance of small copepods; lowest copepod abun-
dance was observed in the 2000s when sea temperatures
were warmest. A comparison of the Helgoland Roads and
CPR data indicates a possible time-lagged synchrony (3–
5 years) in copepod abundance (Hay et al. 2011): at
Stonehaven, total copepod abundance was low in 1997 and
1998. The copepod Eucalanus crassus, included in the
temperate pseudo-oceanic species assemblage that increased
northwards along the European shelf-edge (Beaugrand et al.
2009), has been seen regularly in small numbers at Stone-
haven in autumn since 2003.
Since 1958 the copepod Calanus helgolandicus has
become roughly ten-fold more abundant than C. ﬁn-
marchicus and is now among the most abundant species in
the North Sea (Edwards et al. 2014; Fig. 8.5). The under-
lying climate-related processes have been investigated using
life-stage structured models of the two species, combined
with a high-resolution 3D circulation model to quantify
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inflows into the North Sea and a regional ecosystem model
to quantify biogeochemical and foodweb variables (Maar
et al. 2013). Model results were tested against the long,
spatially-resolved time series from the CPR and against
detailed seasonal sampling of vertical distribution of life
history stages. Increasing temperature is a major factor in
observed changes in Calanus phenology, but changes in
abundance are also influenced by advection of C. ﬁn-
marchicus through the northern boundary of the North Sea,
which is to some degree climate-related. The detailed
observational time series available for the North Sea allow
testing of quite complex process models on scales encom-
passing regional physical dynamics, water column processes
and species life history. Observed changes in distribution
and phenology are consistent with global patterns
(Poloczanska et al. 2013), but there are important processes
occurring at regional and local scales that modify the simple
global pattern. It is probably too early to judge whether
adaptive responses by marine zooplankton will keep pace
with the current rapid changes in climate (Dam 2013).
The observational time series for North Sea plankton are
longer and have better temporal and spatial coverage and
resolution than any other in the world. Since many taxa have
plankton life stages these time series can be used to analyse
long-term change not only in holoplankton, but also in
meroplankton, including benthic species and ﬁsh, and
examples are given in later sections.
8.3 Benthos
This section does not attempt to provide a comprehensive
review of all the known processes and mechanisms gov-
erning changes in the status of the North Sea benthic
ecosystem, rather it attempts to highlight and describe some
of the more important and well documented factors which
appear to influence the benthos. For example, sediment
composition, depth, food availability and water temperature
are the main environmental factors governing the large-scale
distribution of benthic species in the North Sea (e.g.
Glémarec 1973; Duineveld et al. 1991). Small-scale tem-
poral or spatial variability in the benthos, particularly in the
shallower areas of the North Sea, may be attributed to
temperature, tidal currents, riverine input including nutrient
and sediment load, wind-induced swell and sediment
resuspension (Rachor and Gerlach 1978; Kröncke et al.
2001) and more rarely to extremely cold winters or anoxia
(Duineveld et al. 1991; Kröncke et al. 1998; Armonies et al.
2001).
Macrozoobenthos (relatively large bottom-dwelling ani-
mals) form a major component of the North Sea fauna. Most
benthic species have pelagic life stages that are likely to be
responsive to climate change. For example, the abundance of
decapod larvae in the plankton is positively correlated with
sea temperature and rising temperatures have resulted in
recruitment of large numbers of swimming crabs of the
sub-family Polybiinae in the southern North Sea (Luczak
et al. 2012). However, once settled on the seabed most
species have low mobility and a relatively long lifespan such
that individuals reflect integrated effects of climate and other
environmental changes over time at their location.
The role of bathymetry and prevailing environmental
conditions in structuring the benthic community is examined
and long-term temporal patterns are described. Examples of
climate effects on macrofauna communities are given from
two contrasting intertidal areas of the North Sea, the rocky
shores of the British coast and the intertidal flats in the
Wadden Sea. Benthic species play an important role in the
food web, as a food source for higher trophic levels such as
crabs, ﬁshes and migrant birds.
8.3.1 Spatial Patterns
Early studies in Danish waters described the spatial patterns
of the benthic fauna (Petersen 1914, 1918) and explained the
importance of seabed sediment type as a major structuring
force for macro-benthic communities. Later work examined
the influence of hydrodynamic mixing and concluded that
thermal stability of the water column (i.e. the occurrence and
Fig. 8.5 Ratio between the abundance of the temperate-water copepod species Calanus helgolandicus and the cold-water species C. ﬁnmarchicus.
Red indicates a dominance of C. helgolandicus and blue C. ﬁnmarchicus (Edwards et al. 2014)
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persistence of stratiﬁcation) was also an important explana-
tory variable for benthic community structure (Glémarec
1973). Shallow mixed waters in the southern North Sea have
benthic species assemblages that are distinct from those in
the central North Sea between 50 and 100 m deep, and in the
areas deeper than 100 m north of the Dogger Bank, where
the water column is stratiﬁed for a signiﬁcant proportion of
the year. Benthic animals in the North Sea are generally
categorised as northern, southern or cosmopolitan (Glémarec
1973; Rachor et al. 2007).
Wide-scale synoptic benthic surveys of the North Sea in
1986 (Heip et al. 1992; Künitzer et al. 1992) and repeated in
2000 (Rees et al. 2007a, b) showed a clear north-south
gradient across a range of habitats in the species of molluscs,
annelids, crustaceans and echinoderms present. There were
gradients in diversity, abundance, biomass and average
individual weight of the soft-bottom infauna. The
macro-benthic infauna (animals living within the substra-
tum), epifauna (animals living on or associated with the
surface of the substratum) and ﬁsh assemblages had signif-
icantly correlated spatial patterns (Fig. 8.6).
The correlated distributions suggest that large-scale gra-
dients in bathymetry, temperature and ocean currents were
particularly important in structuring the benthos. Benthic
community types, and the distribution of biomass and mean
individual weights of species have been relatively stable
over time (Kröncke and Reiss 2007).
The ability to detect changes in benthic communities in
the North Sea is hampered by lack of regular, standardised
time series, unlike the spatially and temporally extensive
surveys of the North Sea plankton. Consistent long-time
series for macrobenthos are limited to a few locations off the
north-east coast of England (Frid et al. 2009a, b) and in the
southern North Sea, off the Friesian coasts (Kröncke et al.
1998, 2001; Neumann et al. 2009). Thus, much of the
understanding of trends in North Sea benthos is based on
evidence from relatively few sites. However, because most
benthic animals have planktonic life stages the recent
advances in molecular analysis mean preserved plankton
samples can be now be reanalysed (Kirby and Lindley
2005). North Sea plankton samples, collected monthly by
CPR since 1948 from all parts of the North Sea, show
increasing abundance of meroplankton (the planktonic life
stages of benthic species) and a decline in the abundance of
holoplankton (permanent planktonic species) since 1958
(Lindley and Batten 2002). In contrast to deeper water
benthic species, rocky shore species are easier to survey due
to their greater accessibility and because their community
dynamics, biodiversity and ecology can be studied experi-
mentally (Sagarin et al. 1999; Tomanek and Helmuth 2002).
Benthic community structure in the North Sea is affected
by hydrographic variables; bottom water temperature has a
particularly strong influence, but also bottom water salinity,
and tidal stress (for the infauna). Chapter 1 discusses the
dynamics of water masses in the North Sea and effects on
hydrographic properties which affect the composition and
productivity of pelagic (planktonic) communities (see
Sect. 8.2) which, in turn, affect the benthic communities. The
North Atlantic Oscillation (NAO) drives some of the observed
changes in benthic-pelagic coupling and has been shown to
affect benthic communities off north-eastern Germany
(Kröncke et al. 1998, 2001) and in the Skagerrak off western
Sweden (Tunberg and Nelson 1998), by causing variability in
nutrient supply, changes in planktonic biomass and so
Fig. 8.6 Distribution of a infauna, b epifauna, and c ﬁsh assemblages in the North Sea. Colours depict different assemblages. The underlying
cluster analyses and taxa associated with each assemblage are given in Reiss et al. (2010)
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changes in benthos through sedimentation (e.g. Tunberg and
Nelson 1998; Reid and Edwards 2001; Kirby et al. 2007).
The occurrence and densities of a wide range of species
show distributional depth limits, but also a close association
with habitat type, on which biogeographical influences may
be superimposed (Künitzer et al. 1992; Zühlke 2001). Water
depth, prevalence of ﬁne soft-sediments and community
diversity all increase from south to north. Mean annual and
maximum temperatures increase along a northwest to
southeast gradient, while minimum temperature decreases
(Hiddink et al. 2014) and is correlated with a decrease in
biomass and individual weight of species (Eggleton et al.
2007; Willems et al. 2007). Coarser substrata in the
south-western North Sea and eastern English Channel gen-
erally support species-rich communities and hence contrast
with the trend for increasing diversity of the fauna of ﬁner
sediments to the north, highlighting the importance of sed-
iment heterogeneity and stability in favouring a greater
number of species present.
8.3.2 Climate-Driven Temporal Trends
The northern range edge of many benthic invertebrate spe-
cies in the North Sea has expanded with increased temper-
ature (Hiddink et al. 2014). For example, a southern trochid
gastropod that was surveyed in British waters in the 1950s,
1980s and in 2002–2004 showed a range extension of up to
55 km between the 1980s and 2000s (Mieszkowska et al.
2007). Populations sampled over a latitudinal extent of 4°
from northern limits towards the centre of the range showed
synchronous increases in abundance throughout the years
sampled, suggesting that a large-scale factor such as climate
was driving the observed changes (Mieszkowska et al.
2007).
The abrupt rise in temperature (Fig. 8.3) and spring wind
strength (Chap. 1) during the late 1980s that resulted in
major changes (regime shift) in the plankton ecosystem
(Fig. 8.4) was not observed to affect the macrobenthos until
1995/96 (Neumann et al. 2009; Luczak et al. 2012).
Site-speciﬁc species richness increased off the northeast
coast of England between the 1970s/1980s and 1990s/2000s
(Frid et al. 2009a).
The annual abundance of planktonic larvae of three
benthic phyla, Echinodermata, Arthropoda, and Mollusca,
respond positively and immediately to changes in SST. The
planktonic larvae of echinoderms and decapod crustaceans
increased in abundance from 1958 to 2005, especially after
the mid-1980s, as North Sea SST increased, but abundance
of bivalve mollusc larvae declined. Changes in meroplank-
ton abundance, coincident with increased phytoplankton and
declining holoplankton, are probably due to the direct effects
of rising SST on the pelagic community and indirect effects
of warming on the reproduction and recruitment of many
benthic marine invertebrates. The long-term decline in
bivalve mollusc larvae may reflect increased predation on
the settled larvae and adults by benthic decapods (Kirby
et al. 2008). These alterations in the zooplankton may
therefore reflect an ecosystem-wide restructuring of North
Sea trophic interactions (Kirby et al. 2008).
Mean abundances of macrobenthos at depths of 40 to
120 m at two locations inside Gullmarsfjorden, on the
Swedish west coast, and three locations outside the fjord, are
negatively correlated with temperature at 600 m in the
Skagerrak. This may be due to an NAO-influenced increase
in the upwelling of nutrient-rich deep water resulting in
increased primary production and food supply to the benthos
(Hagberg and Tunberg 2000). Indeed, the impacts of climate
change on benthic invertebrates seem to arise from changes
in temperature, nutrients and hydrodynamics affecting food
supply and hence reproduction (e.g. Kröncke et al. 1998,
2001; Armonies et al. 2001; Clark and Frid 2001).
8.3.3 Climate Impacts on Intertidal Species
on Rocky Shores
It has long been known that many intertidal rocky shore
species reach their biogeographic limits around the British
Isles (Forbes 1858; Hawkins et al. 2009) and changes in the
distribution of intertidal species on rocky shores have been
related to climate variability and change for decades. For
example, the relative abundance of two barnacle species
during the early twentieth century—Balanus balanoides, a
Boreal-Arctic species that reaches its southern limit in the
SW British Isles and Chthamalus stellatus, a Lusitanian-
Tropical species that reaches its northern limit in Scotland—
was shown to be related to warm and cold periods (South-
ward and Crisp 1954). Recent surveys have updated these
historic records and show that a number of warm-temperate
rocky shore species have extended (or re-extended) their
northern limits since the abrupt warming of the late 1980s
(Southward et al. 1995; Mieszkowska et al. 2006). It seems
that more southern, warm-water species have been recorded
advancing polewards than northern, cold-water species
retreating (Hawkins et al. 2009).
Responses seem to be species- and habitat-speciﬁc, with
the likelihood of range extensions determined by a combi-
nation of life history traits including reproductive mode,
fecundity, larval behaviour and larval duration, all of which
have the potential to influence dispersal capability. In con-
trast to plankton in open pelagic systems, it is unlikely that
whole assemblages of intertidal rocky shore species will
shift simultaneously (Hawkins et al. 2009) owing to their
speciﬁc requirements in terms of degree of exposure, vertical
zonation and substrate attachment.
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The balance between grazers/suspension feeders and
fucoids is likely to alter as climate changes. Grazing on algae
is likely to increase, and there will be stronger interactions
between environmentally-induced stress and increased
grazing pressure on early life stages of many species
(Coleman et al. 2006; Hawkins et al. 2009).
8.3.4 Changes in Wadden Sea Intertidal
Macrofauna Communities
and Climate
In recent decades the fauna and flora on intertidal flats in the
Wadden Sea have been affected by increasing temperature,
accelerated sea-level rise, epidemic diseases, invasion of
non-native species, and human pressures from ﬁsheries,
habitat alteration (seawall building, harbour construction,
dredging), eutrophication and/or pollution (Oost et al. 2009).
A long-term survey (1930–2009) of changes in macro-
fauna communities in Jade Bay, a shallow sedimentary tidal
bay in the German Wadden Sea shows increasing species
richness from 65 taxa in the 1930s, to 83 taxa in the 1970s
and 114 taxa in 2009 (Schückel and Kröncke 2013). The
most striking difference between 1930 and 2009 was the
increase in numbers of non-native species, which was
attributed to species introduced by shipping. Since many of
these species originated from warmer coasts, it is likely that
their ability to settle, survive and reproduce in the North Sea
is due to increasing temperature (Van der Graaf et al. 2009).
Trophic structure in Jade Bay was dominated by surface
deposit feeders in the 1930s, but this feeding mode had
decreased by the 1970s. Suspension feeders, mainly
bivalves, became dominant. Subsurface deposit feeders had
increased by 2009 together with deposit and interface
feeders, while suspension feeders had again declined
(Schückel and Kröncke 2013).
Drivers behind the observed temporal patterns may be the
decreasing nutrient levels in Jade Bay and the whole Wad-
den Sea between 1981 and 2003 (see also Chap. 3), but the
decline of bivalve species biomass by 2009 may be due to
frequent recruitment failure, related to temperature increase.
One consequence of the increase in winter temperatures
of about 1.5 °C since the 1980s is greater body weight loss
during winter, with subsequent production of fewer and
smaller eggs (Beukema et al. 2002; Beukema and Dekker
2005). An alternative explanation for recruitment failure,
also related to changes in sea temperature, might be
enhanced shrimp predation of settled bivalve recruits.
Juvenile grey (or common) shrimp Crangon crangon were
more abundant after mild winters than after cold winters
caused by earlier arrival of shrimps from the open, colder
North Sea (Beukema and Dekker 2005). Grey shrimp
abundance in Jade Bay was an order of magnitude higher in
spring in the 2000s compared to the 1970s (Schückel and
Kröncke 2013). More generally, increasing temperature is
expected to favour crustaceans and especially the grey
shrimp. The reason may be that increased temperatures are
unfavourable for cod, an important predator, thus reducing
the predation mortality of epibenthic species including the
grey shrimp (Freitas et al. 2007). Predation by grey shrimp
on bivalve spat (bottom-settled larvae) may have a knock-on
effect on the productivity of the mussel beds as foraging
areas for breeding shorebirds and refuelling areas for
long-distance migratory birds. Young mussels are also for-
aged by the common starﬁsh Asterias rubens, with little
impact during average winter conditions, however this
impact may rise with increasing temperature. An increase of
2 °C could double the rate of foraging by common starﬁsh
(Agüera et al. 2012). Thus, climate-induced changes on one
trophic level can have important consequences for food-web
structure and functioning; a change in species composition
in favour of some key species may have cascading effects
through the food web associated with intertidal areas. On the
Dutch tidal flats the effects of increasing temperature have so
far been small compared with human impacts, such as
mechanical cockle ﬁsheries. However, since dredging for
cockles is currently banned, the effects of rising temperature
may become more important in the future.
8.4 Fish
Over 200 species of ﬁsh have been recorded from the North
Sea, including three species of Agnatha (lampreys and
hagﬁsh), about 40 species of Chondrichthyes (cartilaginous
ﬁshes) and the rest Osteichthyes (bony ﬁshes). The ﬁsh
fauna includes deepwater species along the northern shelf
edge and in the deep Norwegian Trench and Skagerrak,
many shelf sea species and also species that occur in shallow
water and estuaries. Cold-water species such as Atlantic cod
Gadus morhua and Atlantic herring Clupea harengus occur
in the North Sea close to the warm end of their range and
southern, warm-water species such as common sole Solea
solea and sardine Sardina pilchardus close to the cold end of
their range.
Abundances of each species range from rare to common,
but with considerable variability in relative numbers over
time, as the North Sea has undergone warmer and cooler
periods since the last ice age (Enghoff et al. 2007). The
post-glacial inundation of the area south of 55°N occurred
about 8000 BP, so much of the North Sea has been invaded
by ﬁsh fairly recently. Currently about 20 species, most
targeted by commercial ﬁsheries, account for 95 % of the
total ﬁsh biomass.
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8.4.1 Long-Term Change in Fish Fauna
The Atlantic Holocene warm period lasted from 7000 to
4000 BP, with temperatures on average 2–2.5 °C above
recent annual means. Fish identiﬁed from archaeological
remains of Mesolithic settlements in Denmark include at
least 49 species, most of which are common today, but also
several that occur mainly in warm-temperate water, includ-
ing smoothhound Mustelus sp., common stingray Dasyatis
pastinaca, European anchovy Engraulis encrasicolus,
European seabass Dicentrarchus labrax, black sea bream
Spondyliosoma cantharus and swordﬁsh Xiphias gladius
(Enghoff et al. 2007). These warmer water species have all
reappeared or increased in abundance over the past thirty
years.
Declining catches since the fourteenth century from
accessible nearshore areas of the North Sea led to the
development of ever more distant ﬁsheries at Iceland, in the
NW Atlantic and in the Barents Sea, to feed the growing
human population.
8.4.2 Recent Effects of Climate Change on Fish
The increased abundance of warm-temperate ﬁsh species has
had a remarkable effect on species richness in the North Sea.
The ICES-coordinated International Bottom Trawl Survey
(IBTS) Programme, samples more than 300 stations
throughout the North Sea in the ﬁrst quarter of each year
(January–March). Over the period 1985 to 2006, species
richness increased from around 60 species to almost 90 and
the increase is positively related to the increase in
sea-bottom temperature (SBT) during that quarter, which
rose by an average of 0.7 °C decade−1 (Fig. 8.7). The
increase in species richness is consistent with both the earlier
observation that rate of advance of leading edges of distri-
butions is more rapid than the retreat of trailing edges and
with the generally higher species richness of warmer areas.
The apparent persistence of cool-temperate species during
the Mesolithic warm period suggests that the effect is not just
a transient one.
Climate (particularly temperature) can affect ﬁsh and
other biota due to direct and indirect effects. Direct effects
include physiological effects on growth and maturation,
behavioural effects that alter migration and distribution, and
displacement effects brought about by alteration of circula-
tion patterns that transport and disperse eggs and larvae.
Indirect effects include changes in the seasonal production of
planktonic crustaceans, especially copepods, which form the
larval diet of most ﬁsh species, and other complex food-web
effects that result from changes in prey and predator com-
munities and that can act at all life history stages. Examples
of all these types of effect can be found in the North Sea, but
because the variety and complexity of the processes (and
their interactions) defy a concise, balanced review, the
examples presented in the following sections are inevitably
selective and partial.
8.4.3 Growth, Phenology and Behaviour
Atlantic cod Gadus morhua, being widely distributed,
common and harvested both in the wild and in aquaculture is
probably the most intensively studied marine ﬁsh species.
Growth of cod has been shown to depend, among other
factors, on food supply and temperature (Bjornsson et al.
2001). When food is not limited, the temperature producing
the highest growth rate varies from >12 °C for juvenile ﬁsh
(body mass <100 g) to <7 °C for adult ﬁsh (body mass
<5000 g) (Brander 2010). This pattern of change in optimal
temperature for growth with body size is due to changing
metabolic constraints and means that the same change in
temperature can cause both a reduction in growth rate of one
life history stage and an increase in another. When food is
limited, optimal growth occurs at lower temperatures.
Changes in phenology and growth are linked. Seasonal
variations in otolith zone formation have been used to show
how changes in temperature in the southern North Sea from
1985 to 2004 affected both phenology and growth of cod.
Translucent otolith zones occur up to 22 days earlier in
warm than in cold years and appear to be indicative of the
onset of metabolic stress that results in slower growth
Fig. 8.7 Change in North Sea
ﬁsh species richness. a Total
number of species increases with
time. b Total number of species
increases with temperature
(Hiddink and ter Hofstede 2008)
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(Millner et al. 2011). Although changes in available food
(possibly due to seasonal mismatch in production timing)
have been suggested as a possible cause of the change in
translucent zone formation, experimental evidence indicates
that direct temperature effects are more likely (Neat et al.
2008).
The effect of changing temperature on growth of more
than 100,000 juvenile cod was investigated using a stan-
dardised annual ﬁshing survey in the Skagerrak from 1919 to
2010 (Rogers et al. 2011). Warm springs (SST >4 °C) since
1987 led to increased growth of juvenile cod, but warm
summers (SST >16 °C) resulted in reduced growth.
Density-dependent effects were detected, but not at the lower
population levels of recent years. Fine-scale mapping of ﬁsh
densities and of local growth dynamics was required to
resolve temperature and density effects.
Apart from demonstrating the value of long, detailed,
standardised time series, this growth study suggests other
important lessons for understanding and predicting the
effects of climate. Effects of temperature on growth can be
positive at one time of the year and negative at another,
particularly where seasonal variability in temperature is
high. In the Skagerrak the negative summer effects on cod
growth may eventually outweigh the positive spring effects,
as temperature rises, but the speed of this will depend on
whether the juvenile ﬁsh can change their location, partic-
ularly their vertical distribution, in order to remain in cooler
(deeper) water.
Information collected using data storage tags from eight
regions of the North Atlantic shows that cod can tolerate a
wide thermal range (typically 12 °C within a stock range)
and have sophisticated behavioural thermoregulation. Cod
from north of 57° 30′N in the North Sea experienced a range
of temperature between 5.5 and 14.5 °C but south of this
latitude the range experienced was much wider spanning
from 2.3 to 19.5 °C. The temperature range in the southern
North Sea is much wider than in the northern North Sea,
with lower winter temperatures (Righton et al. 2010). The
data storage tags showed that cod in the southern North Sea
remained in water above their optimal temperature for
growth during the summer, even when there was cooler
water nearby, which some ﬁsh moved into (Neat and
Righton 2007).
The growth rates of co-occurring juveniles of two flatﬁsh
species, common sole Solea solea (a warm-temperate spe-
cies) and plaice Pleuronectes platessa (a cool-temperate
species) responded differently to the effect of rising tem-
perature in the southeast North Sea between 1970 and 2004
(Teal et al. 2008). Warmer winter temperatures signiﬁcantly
lengthened the growing period of juvenile sole but not of
plaice and warmer summer temperatures increased the
growth rate of sole and, to a lesser extent, plaice. From July
to September there was evidence of food-limited growth;
thus a reduction in food production in the nursery areas
(whether due to increased temperature or other factors such
as oxygen limitation) could result in further reduction of
growth rates.
Four out of seven sole stocks around the British Isles,
including those in the east-central and southern North Sea,
showed a signiﬁcant trend towards earlier spawning over the
40-year period 1970 to 2010, with peak timing of spawning
advancing by 1.35 ± 0.19 weeks for every 1 °C rise in
winter temperature (Fincham et al. 2013). This shift in
phenology is at roughly the same rate as the change observed
in cod zone formation.
Growth of haddock Melanogrammus aegleﬁnus in the
North Sea seems to have responded to increasing tempera-
ture during the period 1970 to 2006, with faster growth rate,
a smaller asymptotic size and earlier maturation (Baudron
et al. 2011). This may affect the productivity and repro-
duction of the stock. An extension of this analysis to include
seven other North Sea ﬁsh species also showed an overall
decline in asymptotic size (Baudron et al. 2014), but half of
the decline in asymptotic size took place prior to 1988,
during a period when temperature declined, suggesting that
other factors are at work such as food limitation (as previ-
ously mentioned for plaice and sole).
8.4.4 Distribution
Changes in distribution are often thought of as movements
of a population brought about by migration, as ecological
conditions become less favourable. In the extreme the
original stocks or species occupying an area may be imag-
ined moving out and another set moving in. This process
clearly does not apply in the case of rooted plants or sessile
organisms, which cannot move, and migration probably
makes only a limited contribution to observed distribution
shifts in ﬁsh. For example, genetic and meristic information
shows that the European anchovy population expansion in
the North Sea since the mid-1990s is due to increasing
abundance of a relict North Sea population and not to a
northward shift of southern conspeciﬁcs from the western
English Channel and Bay of Biscay (Petitgas et al. 2012).
Changing ecological conditions that affect growth, matura-
tion, survival and reproductive output result in distribution
shifts over time, due to population increase or decline within
a given area. Nevertheless, there are also many examples of
species being detected where they had never occurred before
and these obviously require invasion either by passive
transport during planktonic stages or by migration of juve-
nile and adult ﬁsh (Quero et al. 1998; Brander et al. 2003).
Since most of the North Sea has existed for less than
10,000 years all ﬁsh species are relatively recent
immigrants.
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Forty-ﬁve years of annual international standardised sci-
entiﬁc trawl surveys provide detailed information on the
distribution of ﬁsh throughout the whole North Sea.1 Other
national scientiﬁc data sources go back to the early 20th
century, as do detailed statistics of commercial catch and
effort, thus including periods of cooling as well as warming.
Most ﬁsh species have exhibited northerly shifts in mean
latitude and/or movements into deeper water over the past
thirty years. Boundary shifts occurred in half of the species
with northerly or southerly range margins in the North Sea
and all but one shifted northward. Species with
northward-shifting distributions had faster life cycles and
smaller body sizes than non-shifting species (Perry et al.
2005). The shifts in latitude or into deeper water were cor-
related with variations in temperature estimated from mea-
surements carried out during the same surveys and implied
that shifting species remained within a constant temperature
range (Beare et al. 2004; Heath et al. 2012). The landings
distributions of cod, saithe Pollachius virens, haddock,
European hake Merluccius merluccius, and European sea-
bass all showed northward shifts of 25–50 km decade−1
between the 1970s and 1990s however these are the result of
several interacting factors in addition to climate.
A detailed study of the changing distributions of plaice
and sole since 1923 using a combination of research survey
and commercial catch data shows contrasting patterns. The
sole distribution shifted north from the 1920s to 1960 and
then south, whereas plaice shifted north from 1947 onwards.
Depth distributions also changed in opposite directions (see
Fig. 8.8).
The distribution shift in plaice was attributed to climate
change rather than ﬁshing, but the sole distribution was
influenced by both climate and ﬁshing. However other fac-
tors including eutrophication, prey availability and habitat
modiﬁcation probably also need to be considered. There has
been a remarkable westward jump in the plaice distribution
since the late 1980s, apparently reflecting a collapse of the
population in the east-central North Sea and increased
abundance off Scotland (Engelhard et al. 2011). A similar
analysis of changes in North Sea cod since 1912 (Engelhard
et al. 2014) shows that their distribution shifted northward,
but only since the late 1990s, and can be related to tem-
perature. A major west to east shift in cod distribution from
the early 1980s to 2000 can be related to ﬁsheries-induced
reduction in stock biomass rather than climate.
Red mullet Mullus surmuletus was not caught in research
trawl surveys prior to the late 1980s but has become com-
mon in the north-eastern North Sea and also the Skagerrak
(Fig. 8.9). This distribution pattern probably indicates that it
has migrated into the North Sea from the north. There is
some evidence that it migrates northward in winter to avoid
the colder water in the southern North Sea (Beare et al.
2005).
The effects of climate and ﬁshing interact to change the
structure of ﬁsh communities. The scale of industrial (forage
ﬁsh) ﬁsheries in the North Sea has resulted in a ﬁsh com-
munity with fewer predatory ﬁsh compared to areas such as
the Celtic Sea. Fish production in the North Sea is more
strongly coupled to zooplankton production than is the case
in the Celtic Sea and so it is likely that the effects of climate
on North Sea ﬁsh are primarily via trophic links to the lower
end of the food chain (Heath 2005). In this context the
effects of climate change on lesser sandeel Ammodytes
marinus may be particularly critical, since it is a
non-migratory species that is very dependent on the avail-
ability of coarse sandy substrate (Heath et al. 2012).
8.4.5 Recruitment
Climate is one of the factors regulating recruitment of ﬁsh in
the North Sea. It has been shown to influence many species,
including cod, sole, plaice and herring. Temperature gener-
ally has a positive effect on recruitment of cod stocks at the
cold end of their latitudinal range and a negative effect on
warm-water stocks, including the North Sea stock (Planque
and Fredou 1999). The relation has been shown using dif-
ferent statistical stock-recruitment models (Olsen et al. 2011;
Ottersen et al. 2013) and is thought to be responsible for the
series of high recruitment during the cold period of the
1960s and early 1970s (O’Brien et al. 2000; Brander and
Mohn 2004), contributing also to the ‘gadoid outburst’ of the
late 1960s to mid-1980s, when productivity of cod and other
demersal stocks was extraordinarily high (Cushing 1984;
Rijnsdorp et al. 2010). Cod recruitment has been low during
recent warm years and the stock biomass may remain low
unless cooler conditions return (Olsen et al. 2011).
Direct physiological effects of temperature on cod (par-
ticularly growth) have already been described. The temper-
ature effect on recruitment is mediated through survival
during the planktonic and early life stages and is probably
due to a combination of direct and indirect effects. Produc-
tion of a sufﬁcient supply of the right sizes and quality of
zooplankton prey, in particular the cool-temperate copepod
Calanus ﬁnmarchicus, at the right time of year affects cod
survival and recruitment (Beaugrand et al. 2003; Miesz-
kowska et al. 2009). Climate-related changes in spring SST
and copepod abundance have consequences for the spatial
patterns of recruitment in the North Sea (Nicolas et al. 2014)
and probably for adult distribution as well.
Herring in the North Sea have experienced two periods of
weak recruitment during recent decades. Poor recruitment
during the period 1971–1979 has been ascribed to low1http://ices.dk/marine-data/data-portals/Pages/DATRAS.aspx.
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spawning biomass and insufﬁcient egg production, however,
recruitment to the central and northern populations may also
have been affected by reduced Atlantic inflow into the
north-western North Sea, resulting in unfavourable envi-
ronmental conditions (Corten 2013). A second, continuing
period of weak recruitment began in 2002, when the adult
population was large and exploitation low. This is ascribed
to the warming of the North Sea and substantial changes in
the zooplankton community described earlier in this chapter
(Payne et al. 2009, 2013) which resulted in lower growth
rates of larvae and hence probably lower survival. The North
Sea herring population consists of several spawning com-
ponents and recruitment is the sum of the survivors of many
spawning events, with different spawning grounds and tim-
ing, experiencing different environmental conditions (Hjøllo
et al. 2009; Rijnsdorp et al. 2009). It is therefore naïve to
search for single environmental drivers; spatial and temporal
differences must be taken into account, as must the influence
of parental factors (Dickey-Collas et al. 2010).
It is paradoxical that recruitment of both sole and plaice is
higher following cold spring conditions (Ottersen et al.
2013), since plaice is close to the warm end of its range in
the North Sea and sole is close to the cold end of its range.
Cold temperatures in March delay spawning in sole, but it is
not known whether recruitment is determined during the
pelagic egg and larval stages, or during the early demersal
stage (van der Land 1991; Kjesbu et al. 1998; Rijnsdorp and
Witthames 2005).
For plaice the higher survival during colder winters is
probably related to mortality of their predators during both
the pelagic and early demersal stages (Van der Veer et al.
Fig. 8.8 Long-term changes in a latitude b longitude and c depth of North Sea sole (left panels) and plaice (right panels) using weighted mean
catch-per-unit-effort (vertical bars are standard error of means) (Engelhard et al. 2011)
Fig. 8.9 Change in abundance of red mullet in ﬁrst-quarter research
surveys. The darker the colour, the greater the increase in abundance in
the period 2000–2005 relative to 1977–1989 within each½° latitude ×1°
longitude rectangle (ICES 2008)
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2009). Temperature may also affect the transport of the
pelagic egg and larval stages, thus influencing the proportion
of larvae reaching coastal nursery grounds (Van der Veer
et al. 1998; Bolle et al. 2009). Available habitat for plaice in
the North Sea may be reduced with climate change (Petitgas
et al. 2013).
8.4.6 Prediction
The North Sea is one of the few areas where it is possible to
compare several models of the effects of climate change on
ﬁsh distribution and to test them against detailed long time
series of actual distribution change. Three ‘climate envelope’
models (AquaMaps, Maxent, and the Sea Around Us project
model) were used to project distributions of 14 North Sea
ﬁsh species, based on data on existing distributions in rela-
tion to a range of environmental parameters, with some
‘expert guidance’ to exclude areas where the species were
known not to exist (Jones et al. 2012). The three approaches
produced predictions of relative habitat suitability which
were reasonable given the occurrence data of each species.
However, this analysis does not indicate whether there are
differences in the capabilities of each model to expose
speciﬁc features of the distribution, such as the pattern of
relative habitat suitability (Jones et al. 2012).
Uncertainties arise from differences in data-types used,
parameterisation and model structure. A multi-model
ensemble approach is essential to project distribution ran-
ges. It is evident that there can be an almost limitless number
of factors and interactions influencing distribution ranges
that are not included in the list of environmental variables in
the box (e.g. substrate type, parasites, essential trophic links,
oxygen). In the North Sea the dynamics and hydrographic
characteristics of inflows from the English Channel, western
European Shelf, Norwegian Sea and Baltic Sea have a huge
bearing on the potential for species to invade and survive.
The experience of trying to determine the causes of
observed changes in ﬁsh distributions in the North Sea is
valuable because it shows how difﬁcult this can be. The
availability of good long-term data tends to show that simple
hypotheses (e.g. ﬁsh move north when it gets warmer) are
incorrect or incomplete. The effects of ﬁsh behaviour,
genetic adaptation, habitat dependency and the impacts of
ﬁshing, result in complex responses that are not explained by
simple climate envelope predictions. This point is well
illustrated by a recent study that analysed research survey
data from 33 years of summer (69 1° × 1° rectangles) and
winter (84 1° × 1° rectangles) trawl surveys for the ten most
abundant demersal species in the commercial ﬁsheries
(Rutterford et al. 2015). General additive models (GAMs)
trained on ten-year time periods early in the series can
reliably predict later periods for most species using seasonal
temperatures, depth and salinity, with co-varying habitat
variables also important. The result of coupling these GAMs
with projections of North Sea ocean climate for the next
50 years suggests that future distributions of most of the ten
current major demersal species will be constrained by the
availability of habitat of suitable depth, leading to pro-
nounced changes in community structure, species interac-
tions and ﬁsheries potential for these species. Rutterford
et al. (2015) advised caution when applying process-based
model projections of distributional shifts, and proposed that
interpretations should be informed by data-driven modelling
approaches, especially when using predictions for policy and
management planning.
Ocean acidiﬁcation will undoubtedly affect ﬁsh in the
North Sea, however the nature and time-scale of these effects
is difﬁcult to predict. The early life stages of ﬁsh are prob-
ably more sensitive and vulnerable to acidiﬁcation, but the
main impacts may be indirect, through changes in other
more sensitive taxa and in the productivity and structure of
the lower trophic levels. Calcifying planktonic organisms are
likely to be affected by the end of the 21st century but the
direct effect on ﬁsh sensory systems may also cause subtle
behavioural changes with possible population-level impli-
cations (Wittmann and Pörtner 2013).
8.4.7 Climate and Fish Fauna
in the Dutch Wadden Sea
The previous sections mainly relate to the open North Sea,
and the impacts of climate change on ﬁsh may be different in
the shallow southern parts such as the Wadden Sea, a
nursery area for many ﬁsh species, including several com-
mercially ﬁshed stocks. The relatively warm water, rich food
supply and possibilities to hide from predators provide a safe
haven for young ﬁsh of species such as plaice, sole, whiting
Merlangius merlangus, herring, and sprat Sprattus sprattus.
The adults often spawn further offshore in the North Sea and
the eggs and/or larvae drift with the currents towards the
coast and into the Wadden Sea (Bolle et al. 2009;
Dickey-Collas et al. 2009). Here they can grow rapidly,
feeding on invertebrates or plankton. During the ﬁrst years
of life they show seasonal migrations: spending the growing
season inside the Wadden Sea and moving to the deeper
waters in the North Sea in winter. Besides its role as a
nursery area, the Wadden Sea is also home to resident ﬁsh
species and provides feeding habitat and passage to migrants
and seasonal visitors.
Pronounced changes have taken place in the biomass of
demersal ﬁsh in the Dutch Wadden Sea since monitoring
started in 1960–1970. In particular, the marine juvenile guild
shows a dome-shaped pattern in abundance, with an increase
from the start of the time series, peaking in the 1980s and
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decreasing towards the present. The role of the Dutch
Wadden Sea as a nursery area seems to have changed con-
siderably, a pattern which is most prominent in plaice but
also apparent in some other flatﬁsh species. The densities of
0-year old plaice have strongly reduced since the mid-1980s
to a stable and low level that has not changed since 2000.
The period in which they use the area has also changed:
instead of staying from early spring until October, they now
tend to disappear in July/August. The 1- and 2-year olds
have disappeared completely since the end of the 20th
century.
Although several mechanisms may be operating, climate
change is a likely cause of these alterations. Using dynamic
energy budgets, Teal et al. (2012) showed that the most
likely explanation for the recent loss of the nursery function,
especially for plaice, is that increased temperatures make
coastal areas unsuitable for growth. Growth rate data for
0-year old plaice showed that recent higher summer tem-
peratures result in metabolic activity raised to levels at which
food becomes limiting (Teal et al. 2008).
In contrast to the decline observed in overall biomass,
dominated by marine juveniles, the resident species show an
increase followed by a stable period in the coastal area.
However, understanding of the mechanisms acting on the
different resident species is still very limited. One exception
is the discovery that the decline observed in eelpout Zoarces
vivparus in the Wadden Sea since 1985 is due to an increase
in temperature above the thermal maximum of the species,
causing thermally limited oxygen delivery (Pörtner and
Knust 2007).
Thus, the mechanisms underlying the large changes
observed in the ﬁsh fauna of the Wadden Sea are still largely
unknown. They are certainly partly climate related, but the
impacts of changes in food, predators and abiotic factors
acting on the different life stages are still poorly understood
(Rijnsdorp et al. 2009).
8.5 Seabirds
Predicting the effects of climate variability on and through
the different trophic levels is a major challenge, and one that
increases in complexity at successively higher levels of the
food web (Myksvoll et al. 2013). Seabirds are typically at
the top of the marine food web and are the most numerous
and visible of marine top predators. Furthermore, they are
considered important indicators of the state of the marine
ecosystem (Piatt and Sydeman 2007; Wanless et al. 2007).
Worldwide, seabirds have declined faster than terrestrial bird
groups with comparable numbers of species (Croxall et al.
2012), with most trends consistent with climate change
(Poloczanska et al. 2013).
Seabirds can be affected by changing climate both
directly, for example, if extreme weather becomes more
frequent, or indirectly, through changes in their food supply.
There is a substantial body of evidence suggesting that in
most cases indirect effects are the more important of the two,
with fluctuations in seabird demography and population
dynamics caused in part by climate fluctuations acting
through the availability and distribution of food. Effects of
climate on life history traits have been documented across
many species and populations (Sandvik and Erikstad 2008;
Satterthwaite et al. 2012) including black-legged kittiwakes
Rissa tridactyla (Aebischer et al. 1990; Furness and Tasker
2000) and (northern) fulmars Fulmarus glacialis (Thompson
and Ollason 2001) in the North Sea.
8.5.1 Trends in Number of Breeding Birds
Seabird populations in the North Sea have shown strong
changes in most species over recent decades. While popu-
lations may have been at a historic low in the early decades
of the 20th century, most species strongly increased in the
latter half of the 20th century (e.g. Mitchell et al. 2004;
Mendel et al. 2008). The relaxation of persecution, egg
collection and exploitation are probably the most important
factors underlying these increases at least initially (Cam-
phuysen and Garthe 2000). Commercial ﬁsheries, especially
through the vast amounts of discards and offal (Garthe et al.
1996), and overﬁshing of predatory ﬁsh (Furness 2002) are
also likely to have been major drivers. Seabird population
trends have developed differently since the end of the 20th
century and many populations are now in decline, while
others are relatively stable and some show increasing
abundance (Fig. 8.10). The reasons for these trends are
difﬁcult to quantify, but ongoing changes in ﬁsheries prac-
tice and climate-related changes are likely to be involved.
8.5.2 Case Studies Highlighting Climate
Impacts on North Sea Seabirds
Case Study 1: The role of changes in oceanography and
industrial ﬁsheries in the decline of black-legged kittiwakes.
In the North Sea, climate is known to affect several seabird
populations through their main prey species, lesser sandeel,
also called sandlance. Although Arnott and Ruxton (2002)
and van Deurs et al. (2009) found this species to be sensitive
to changes in sea temperature, this important forage ﬁsh is
very difﬁcult to study, and little is known about how it is
affected by rising sea temperatures.
Studies indicate that in recent warmer years, birds have
been struggling to ﬁnd sufﬁcient food for their chicks,
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because sandeels have been too few, too small, too lean, or
have not been available at the right time. Several species of
seabird breed later and less successfully, and survival of
adult birds is also lower in warmer years (Daunt and
Mitchell 2013).
Breeding success of black-legged kittiwakes in the UK,
particularly at colonies along the North Sea coast, has been
advocated as a reliable and sensitive indicator of the state of
the marine ecosystem for those predators that are reliant on
sandeel (Furness and Tasker 2000; Wanless et al. 2007).
Breeding success at a given colony of black-legged kitti-
wakes in the UK is therefore considered to reflect some
measure of sandeel availability during the period that birds
are associated with the colony, and this assumption is sup-
ported by a clear regional clustering of kittiwake breeding
success corresponding to the known spatial structuring in
sandeel populations (Frederiksen et al. 2005).
Black-legged kittiwake populations have declined by
more than 50 % since 1990, a period during which a lesser
sandeel ﬁshery was active and profound oceanographic
changes occurred. Frederiksen et al. (2004b) studied the role
of ﬁsheries and oceanography in kittiwake declines on the
Isle of May, southeast Scotland, where sandeels are the main
prey. Breeding success and adult survival were low when the
sandeel ﬁshery was active (1991–1998) and were also neg-
atively correlated with winter sea temperature, with a 1-year
lag for breeding success. An observed improvement in
breeding success from 2000 onwards has not been enough to
halt the population decline. To stabilise the population,
breeding success must increase to unprecedented levels or
survival needs to increase substantially. Stochastic mod-
elling indicated that the population was unlikely to increase
if the ﬁshery was active or sea temperature increased, and
that the population was almost certain to decrease if both
occurred. Sandeel recruitment is reduced in warm winters,
and Frederiksen et al. (2004a) proposed that this explains the
temperature effects on kittiwake survival and breeding suc-
cess. The sandeel ﬁshery also had a strong effect on kitti-
wake demographic performance, although the exact
mechanism is unclear as kittiwakes and ﬁshermen target
different sandeel age groups.
Case Study 2: Breeding success of North Sea seabirds
related to copepod abundance and distribution. The cope-
pod Calanus ﬁnmarchicus is a key species for the tropho-
dynamics of boreal ecosystems of the North Atlantic Ocean
(Planque and Batten 2000). The species is a very important
prey item for the small ﬁsh favoured by seabirds (Beaugrand
et al. 2003). In particular, the recruitment of lesser sandeel in
the North Sea is strongly positively correlated with C. ﬁn-
marchicus abundance (van Deurs et al. 2009).
It is generally accepted that the distribution of C. ﬁn-
marchicus in the North Atlantic reflects its thermal niche,
along with advection from deep-water overwintering areas
onto continental shelves such as the North Sea (Speirs et al.
2006; Helaouet and Beaugrand 2007). In accordance with
recent warming, large declines in abundance of C. ﬁn-
marchicus have occurred in the North Sea (Beaugrand et al.
2002) and low reproductive success of several forage-ﬁsh-
dependent seabird species has been linked to these declines
(Frederiksen et al. 2006).
If C. ﬁnmarchicus is not replaced by other zooplankton
suitable as prey for small ﬁsh, seabird populations are likely
to experience reduced breeding success, leading to further
declines in population size (Frederiksen et al. 2013). Indeed,
a close relative of C. ﬁnmarchicus, the warm-temperate C.
helgolandicus has increased in abundance in the North Sea
over recent decades as C. ﬁnmarchicus abundance has
declined (Beaugrand et al. 2002). Nevertheless, C.
Fig. 8.10 Contrasting population trends for three seabird species
breeding in the Greater North Sea from 1991–2010 (OSPAR Region
II). Year 2000 was chosen as the baseline with the index value set to
100. Vertical lines show standard errors. ICES (2011)
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helgolandicus does not appear to be a full replacement for C.
ﬁnmarchicus in terms of ecosystem functioning, particularly
the ability to sustain large stocks of schooling, planktivorous
ﬁsh (Bonnet et al. 2005). There are several reasons for this:
C. helgolandicus are smaller, have a lower lipid content, and
tend to occur at low densities early in spring when most ﬁsh
larvae need access to abundant copepod prey (Beaugrand
et al. 2003). Frederiksen et al. (2013) anticipated that
because of these shifts in the zooplankton community
resulting in declines in abundance of ﬁsh such as sandeel and
the lack of obvious replacements for these as seabird prey, it
is likely that breeding populations of piscivorous seabirds in
the boreal Northeast Atlantic, including the North Sea will
shift northwards. Consequently, the large seabird popula-
tions currently present in, for example, eastern Scotland
could disappear (Frederiksen et al. 2013).
Case Study 3: Climate impact on breeding phenology in
three seabird species. Breeding at the right time of year is
essential to ensure that the energy demands of reproduction,
particularly the nutritional requirements of growing young,
coincide with peak food availability. Global climate change
is likely to cause shifts in the timing of peak food avail-
ability, which the animals need to be able to adjust the time
at which they initiate breeding. Frederiksen et al. (2004a)
tested the hypothesis that regulation of breeding onset
should reflect the scale at which organisms perceive their
environment by comparing phenology of three seabird spe-
cies at a North Sea colony. As expected, the phenology of
two dispersive species, black-legged kittiwake and common
guillemot Uria aalge, correlated with a large-scale envi-
ronmental cue, the NAO, whereas a resident species, the
European shag Phalacrocorax aristotelis, was more affected
by local conditions (SST) around the colony. Annual mean
breeding success was lower in years in which breeding took
place later than normal for European shags, but not for the
other two species. Since correlations among climate patterns
at different scales are likely to change in the future, these
ﬁndings have important implications for how migratory
animals can respond to future climate change (Frederiksen
et al. 2004a).
Case Study 4: Climate effects on the North Sea marine
food web may influence coastal ecology through seabirds.
Temperature is an important driver of the trophodynamics of
the North Sea ecosystem. Recent warming, in combination
with overﬁshing, has caused major changes in trophic
interactions within the marine food web (Kirby and Beau-
grand 2009). Luczak et al. (2012) studied the relation
between lesser black-backed gulls Larus fuscus graelsii and
swimming crabs (of the Polybiinae sub-family), important
food species for the gulls during their breeding season.
Luczak and co-workers found a related increase in sea
temperature, the abundance of swimming crabs and that of
lesser black-backed gulls in 21 major breeding colonies
around the North Sea. Interestingly, their cross-correlation
analyses suggest the propagation of a climate signal from
SST through decapod larvae, adult crabs and lesser
black-backed gulls with lags that match the biology of each
trophic group. This is indicative of climate-induced changes
in the marine fauna extending to the avian fauna, and thus to
the terrestrial food web around the seabird colonies (Luczak
et al. 2012).
Case Study 5: Vulnerability of the seabird community in
the western North Sea to climate change and other
anthropogenic impacts. Most seabird studies have tended to
consider the impacts of single stressors on single species at
speciﬁc times of the year, and so may be unrepresentative of
the combined effects of pressures experienced by top
predator communities over an annual cycle (Burthe et al.
2014). For marine top predators, there is evidence to suggest
that interactions between climate and other threats may be
additive (Frederiksen et al. 2004b; Burthe et al. 2014).
Burthe et al. (2014) studied the cumulative effects of mul-
tiple stressors on a community of seabirds in the North Sea.
More precisely, they examined vulnerability to climate
change and other anthropogenic threats in a seabird com-
munity (45 species; 11 families) that used the Forth and Tay
region (eastern Scotland) of the North Sea for breeding,
overwintering or migration between 1980 and 2011. They
found only 13 % of the seabird community in the Forth and
Tay region to fall within the categories of low or very low
population concern to future warming, whereas in consid-
ering multiple anthropogenic threats 73 % of the species in
this bird community were considered to be of high or very
high population concern for the future (Burthe et al. 2014).
Case Study 6: Effects of extreme climatic events on
coastal birds breeding in low-lying saltmarshes (for a more
extensive review see Chap. 9). Van de Pol et al. (2010)
investigated whether the frequency, magnitude and timing of
rare but catastrophic flooding events have changed over time
in Europe’s largest estuary, the Wadden Sea. They subse-
quently quantiﬁed how this had affected the flooding risk of
six saltmarsh nesting bird species (both seabird species and
coastal species). Maximum high tide has increased twice as
fast as mean high tide over the past four decades, resulting in
more frequent and more catastrophic flooding of nests,
especially around the time when most eggs have just hat-
ched. By using data on species’ nest elevations, on the
timing of egg-laying and on the length of time that the eggs
and chicks are at risk from flooding, van de Pol et al. (2010)
showed that flood risk increased for all six species (even
after accounting for compensatory land accretion) and that
this could worsen in the near future if the species do not
adapt. This study provides the ﬁrst evidence that increasing
flooding risks have reduced the reproductive output below
stable population levels in at least one species, the Eurasian
oystercatcher Haematopus ostralegus. Sensitivity analyses
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show that birds would beneﬁt most from adapting their
nest-site selection to higher areas. However, historically the
lower saltmarsh has been favoured for its proximity to the
feeding grounds and for its low vegetation, aiding predator
detection. Van de Pol et al. (2010) concluded that it is more
difﬁcult for birds to infer that habitat quality has decreased
from changes in the frequency of rare and unpredictable
extreme events than from trends in climatic means. The
result is, at present, that the lower parts of the saltmarsh may
function as an ecological trap.
8.5.3 Concluding Comments
The Case Studies clearly indicate that climate change
influences North Sea seabirds. While this may be true for
population developments in some species, it is more obvious
for demographic parameters such as the number of chicks
hatched and/or fledged and survival rates of adults and
young birds. The breeding phenology of several seabird
species is also affected (e.g. Frederiksen et al. 2004a). For
migrating landbirds air temperature is often the main climate
factor (e.g. Cotton 2003). In contrast, temperature changes
usually act indirectly on seabirds via changes in the
ecosystem, mainly through food supply (Wanless et al.
2007; Frederiksen et al. 2013). However, there may also be
direct effects of temperature on seabirds as air and water
temperatures may influence energetic costs for birds in
maintaining body temperature (e.g. Fort et al. 2009). With
generally increasing temperatures this may lead to northward
trends for breeding and wintering in some species (Huntley
et al. 2007). Northward shifts, probably out of the North Sea,
may also result from changes in zooplankton community
structure acting through main prey species like sandeel
(Frederiksen et al. 2013).
Analyses of possible relationships between climate fac-
tors and seabirds are often impeded by difﬁculties in dif-
ferentiating between natural variability and anthropogenic
factors, thus complicating analyses on direct and indirect
effects (Burthe et al. 2014). This is especially true for
changes in ﬁsheries practice that include overﬁshing of
predatory ﬁsh, production of discards and offal, and direct
mortality through ﬁshing gear (reviewed by Tasker et al.
2000).
Some of the many ways in which seabirds respond to
climate change were summarised by the International
Council for the Exploration of the Sea (ICES 2008) as fol-
lows (see also Table 8.3):
• a warming trend may advance the timing of breeding in
some species and delay it in others
• seabirds exhibit some flexibility in the timing of breed-
ing, but are ultimately constrained by the often long
reproductive period (up to ﬁve months from egg-laying
to chick-fledging)
• seabirds are long-lived and so often able to ‘buffer’
short-term (<10 years) environmental variability, espe-
cially at the population level
• seabirds are vulnerable to both spatial and temporal
mismatches in prey availability, especially when breed-
ing at ﬁxed colony sites with restricted foraging capaci-
ties (e.g. foraging distance, diving capacity).
8.6 Marine Mammals
8.6.1 Climate Change Impacts
on Marine Mammals
All organisms display tolerance limits that, when exceeded,
lead to negative impacts on metabolism, growth, and
reproduction, or even death. Endothermic (i.e. ‘warm-
blooded’) organisms such as marine mammals must main-
tain a relatively constant body temperature, and changes in
the ambient temperature outside their preferred range
therefore require additional expenditures of energy. If
ambient temperatures become too high or too low to main-
tain body temperature within tolerable limits, adverse effects
are likely (Howard et al. 2013). Thus, increasing severity of
extreme weather events or changes in average winter or
summer temperatures can have negative impacts on
endothermic marine species, and repeated mortality events
resulting from thermal stress can lead to population
decreases (Howard et al. 2013).
In addition to the direct physiological temperature effect,
climate change is also expected to affect marine mammals
indirectly. This may be through changes in temperature,
turbulence and surface salinity inducing productivity shifts
at different trophic levels, shifts that can flow up the food
web and affect prey availability for top predators. Marine
mammals typically exploit patchy prey species that they
require in dense concentrations and so their distributions
tend to reflect those oceanographic features, both static (e.g.
depth and slope) and more mobile (e.g. fronts and upwelling
zones), where productivity is high.
Other important indirect pathways by which climate
change may affect marine mammals include changes in
critical habitats (due to warming) and in nesting and rearing
beaches (due to sea-level rise) and increases in diseases and
biotoxins (due to rising temperatures and shifts in coastal
currents) (Simmonds and Isaac 2007; Howard et al. 2013).
Populations may become more vulnerable to climate change
owing to interaction with non-climate stressors resulting
from human activities, such as pollution and ﬁshing
(Howard et al. 2013).
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Macleod (2009) predicted that certain characteristics put
some marine mammal species at greater risk from
climate-induced changes than others. These include a dis-
tribution range that is restricted to non-tropical waters (in-
cluding temperate species) and a preference for shelf waters
(like the North Sea). Conversely, the more mobile (or
otherwise flexible) marine mammal species may, to some
extent, be able to adapt to climate change (Simmonds and
Isaac 2007).
8.6.2 Distributional Shifts in Harbour Porpoise
The harbour porpoise Phocoena phocoena inhabits coastal
or shelf waters of the northern hemisphere. It is the most
abundant cetacean species in the North Sea region (Ham-
mond et al. 2008) and its abundance on the European
Atlantic continental shelf was estimated to be around
375,000 in 2005 (Hammond et al. 2013). In the shallow
southern North Sea the number of harbour porpoises appears
to have increased since the early 1990s (Hammond et al.
2002; Camphuysen 2004; Camphuysen and Peet 2006;
SCANS II 2008), however, although still common, numbers
in the northern North Sea have declined (SCANS II 2008;
Øien 2010; Evans and Bjørge 2014). The reasons for this are
not known, but a major distributional shift appears to have
taken place from the north-western North Sea in 1994 to the
south-western part in 2005 (Hammond et al. 2002, 2013;
Fig. 8.11).
The harbour porpoise is a species with high energetic
demand, especially as mature females are pregnant and
lactating at the same time during most of the year. It is very
likely that food availability is a major criterion for habitat
selection (Gilles 2009). The shift in distribution shown in
Fig. 8.11 may be due to an increase in herring abundance in
the southern North Sea (Hammond et al. 2013) but the
increase in herring abundance cannot simply be related to
higher temperatures, since herring in the southern North Sea
are already at the warm boundary of their distribution.
There may, however, be other ways that increasing
temperature may affect harbour porpoises. MacLeod et al.
(2007) reported that in the Scottish part of the North Sea this
species consumed a signiﬁcantly smaller proportion of san-
deels in spring 2002 and 2003 in comparison with their
baseline period (1993–2001). Furthermore, in the baseline
period only 5 % of the stranded porpoises examined had
died of starvation, whereas starvation was the cause of death
of 33 % from 2002 and 2003. MacLeod et al. (2007) showed
that a lower proportion of sandeels in the diet of porpoises in
spring increases the likelihood of starvation. The reduced
proportion of sandeels in the porpoise diet is likely to have
been because sandeel spawning stock biomass (SSB) and
recruitment in the North Sea were substantially lower in
2002 and 2003 than during the baseline period. Fishing is
probably the main cause of the decline in sandeel but high
winter sea temperatures also tend to reduce their recruitment
(Arnott and Ruxton 2002). It follows that climate-induced
warming may be the ultimate cause of poor body condition
Table 8.3 Examples of links between climate variables and seabird behaviour (including distribution and condition) in the North Sea
Seabird parameter Species Region Climate variable Sign of correlation with warming
Breeding range Lesser black-backed gull UK Sea temperature Positive
Northern gannet UK Sea temperature Positive
Non-breeding range Lesser black-backed gull UK Sea temperature Positive
Reproductive success Northern fulmar Orkney NAO index Negative (hatching), positive (fledging)
Black-legged kittiwake Isle of May Sea temperature Negative
Black-legged kittiwake Orkney, Shetland Sea temperature Negative
Annual survival Northern fulmar Orkney NAO index Negative
Black-legged kittiwake Isle of May Sea temperature Negative
Atlantic pufﬁn North Sea Sea temperature Negative
Population change Black-legged kittiwake Isle of May Sea temperature Negative
Nesting date Black-legged kittiwake Isle of May NAO index Positive
Common guillemot Isle of May NAO index Positive
Common guillemot Isle of May Sea temperature Negative
Razorbill Isle of May Sea temperature Negative
European shag Isle of May Wind Negative
Foraging cost Common guillemot Isle of May Stormy weather Positive
Northern fulmar Shetland Wind speed Negative
ICES (2008)
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of harbour porpoises in Scottish North Sea waters, resulting
in an increased likelihood of starvation (MacLeod et al.
2007).
8.6.3 Rising Temperatures Favour
Warm-Water Dolphins
There is evidence of recent changes in range expansion for
several dolphin species in the North Sea region. One such
case is the (common) bottlenose dolphin Tursiops truncatus,
off the northeast coast of Scotland. Here they are at the
northern limit of their distribution. The causes behind this
increase in distribution are still unknown, but may be related
to changes in abundance and/or distribution of prey (Wilson
et al. 2004; Learmonth et al. 2006), which may also be
linked to climate change.
Another species reported to have exhibited recent range
shifts is the white-beaked dolphin Lagenorhynchus albir-
ostris; Fig. 8.12). This is a species distributed mainly in cold
temperate to Arctic waters. In the North Atlantic they are
limited to high latitudes (Evans et al. 2003; MacLeod et al.
2005; Baines et al. 2006; Evans and Smeenk 2008). They are
among the most abundant delphinid species in the North Sea
in summer; sightings are much rarer during winter. Strand-
ing records have shown a signiﬁcant increase of the species
in the southern North Sea since the 1960s. During recent
decades they have regularly been detected in the Southern
Bight (Bakker and Smeenk 1987; Kinze et al. 1997; Cam-
phuysen and Peet 2006). However, these changes need not
be directly related to changes in sea temperature, but may
simply reflect natural or human-induced alterations in par-
ticular ﬁsh stocks that are favoured prey of the species.
Recent changes in the cetacean community around the
British Isles, including the northern North Sea, have been
related to increasing local water temperature. (Short-beaked)
common dolphin Delphinus delphis is a warm-temperate
species, commonly found in tropical waters and only spo-
radically in the North Sea. Over recent years common dol-
phins have been quite regularly seen in the North Sea even in
winter (Sea Watch Foundation, unpubl. data; Evans and
Bjørge 2014). This may reflect the expanding range of
typically warmer water ﬁsh species like anchovy and sardine
(ICES 2008; Evans and Bjørge 2014).
However, this northward expansion of common dolphin
habitat into the northern North Sea is not necessarily due to
global climate change. There were both strandings and
sightings in that region during the 1980s and a peak in the
number of strandings on the North Sea shores of the UK was
reported as far back as the 1930s (Fraser 1946) and along the
Dutch coast in the 1940s (Bakker and Smeenk 1987; Cam-
phuysen and Peet 2006). These changes in common dolphin
distribution may reflect climatic fluctuations on interdecadal
scales, such as caused by the Atlantic Multidecadal
Oscillation.
White-beaked and common dolphins have similar habitat
and diet preferences. It has been suggested that the two
species might partition their otherwise shared niche
according to temperature to reduce the potential for com-
petition at this time of year (Macleod et al. 2008). As tem-
perature seems to be important in determining the relative
distribution of these species, the range of the white-beaked
Fig. 8.11 Predicted density
surface for harbour porpoises in
1994 and 2005 (SCANS and
SCANS II surveys; Hammond
et al. 2013)
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dolphin might be expected to contract in response to rising
sea temperature, while that of the common dolphin may
expand (Macleod et al. 2008).
Off north-west Scotland (Macleod et al. 2005) the relative
occurrence and abundance of white-beaked dolphins has
declined and that of common dolphins increased in com-
parison to previous studies, suggesting a decrease in range of
the former and increase of the latter. This may be due to
competitive exclusion, as suggested in the previous para-
graph, or direct effects of changes in temperature. Indepen-
dent of the mechanisms, if temperature increase continues
some formerly abundant cold-water species, such as
white-beaked dolphins and Atlantic white-sided dolphins
(Lagenorhynchus acutus; Fig. 8.12) may be displaced, in
particular from the northern North Sea, by species like the
short-beaked common and striped dolphin Stenella coer-
uleoalba (MacLeod et al. 2005; Learmonth et al. 2006;
Evans and Bjørge 2014). The white-beaked dolphin, which
favours shelf habitats, may be placed under increased pres-
sure if it loses the north-west European continental shelf
from within its range (Evans and Bjørge 2014).
8.6.4 Exotic Visitors to the North Sea
A number of warm-water species have in recent decades
been recorded for the ﬁrst time in UK waters, including the
North Sea. This includes Blainville’s beaked whale Meso-
plodon densirostris (1993), Fraser’s dolphin Lagenodelphis
hosei (1996), and dwarf sperm whale Kogia sima (2011),
while ten of eleven strandings of pygmy sperm whale Kogia
breviceps in Britain and Ireland have occurred since 1980
(Evans et al. 2003; Deaville and Jepson 2011). Between
January and April 2008 there were 18 strandings in Wales,
Scotland, and Ireland of another typically warm-water spe-
cies, the Cuvier’s beaked whale Ziphius cavirostris (Dolman
et al. 2010). Although these strandings may not be directly
related to climate change, they occurred much further north
than would be expected for these species, and generally at
times of the year when sea temperatures are at their highest.
However, care should be taken in drawing conclusions from
such a limited number of records of vagrants (Evans and
Bjørke 2014).
If the warming continues, more visits of warm-water
vagrants to north-west Europe are to be expected. Likely
species include Bryde’s whale Balaenoptera edeni, pygmy
sperm whale, dwarf sperm whale, rough-toothed dolphin
Steno bredanensis, and Atlantic spotted dolphin Stenella
frontalis. Baleen whales, like humpbacks Megaptera
novaeangliae and ﬁn whales Balaenoptera physalus, that
normally move southwards in winter to warmer waters to
breed, may increasingly do so within the waters around the
UK, some even in the North Sea (Evans and Bjørge 2014).
8.6.5 Effect of Climate Change
on Seals in the North Sea
The harbour seal Phoca vitulina and grey seal Halichoerus
grypus are the most common seal species in the North Sea.
Grey seals occur in temperate and subarctic waters on both
sides of the North Atlantic Ocean in three distinct popula-
tions. The Eastern Atlantic population is found mostly
around the coasts of Great Britain and Ireland, as well as on
Fig. 8.12 Distribution, relative abundance and associated effort for white-beaked dolphin and Atlantic white-sided dolphin (Reid et al. 2003)
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the coasts of the Faroe Islands, Iceland, Norway and
north-western Russia as far east as the White Sea. With an
estimated number of 415,000 to 475,000 individuals, the
species is not threatened as a whole and grey seal numbers
are currently increasing at most locations (Thompson and
Harkönen 2008). The harbour seal is found throughout the
coastal waters of the northern hemisphere. A global popu-
lation of 350,000 to 500,000 is estimated. Haul-out sites are
important for the species, as they are used for resting,
moulting, pupping and lactation (Adelung et al. 2004; Rei-
jnders et al. 2005).
There is yet little or no evidence for direct effects of
climate change on either of the North Sea seal species,
however changes to their physical habitat, through sea-level
rise for example may cause haul-out locations in caves or on
low-lying coasts to be modiﬁed or even lost. More frequent
storms and associated storm surges may also have unfa-
vourable effects (Evans and Bjørke 2014).
Harbour seals and grey seals are both opportunistic
feeders, but the majority of their diet comprises only a few
species, depending on the area. In European waters they are
primarily demersal or benthic feeders. Important prey spe-
cies here include sandeel, Atlantic cod, saithe, herring and
some flatﬁshes (Hall 2002; Santos and Pierce 2003; Ham-
mond and Grellier 2006). Thus, it seems likely that climate
may affect seals indirectly, through changes in abundance or
distribution of one or more of their most important prey
species.
8.7 Ecosystem Effects
Previous sections have presented evidence of substantial
changes in plankton, benthos, ﬁsh, seabirds and marine
mammals in the North Sea over the past century and have
related these to climate change. Planktonic and benthic
ecosystems are coupled in several ways; many benthic
species have planktonic stages and the settled, adult benthic
stages are often dependent on planktonic food sources. It is
therefore not surprising to ﬁnd some common patterns of
response to climate change, and that the response of
plankton generally precedes the benthic response. This sec-
tion considers whether common patterns, which are found to
varying degrees in ﬁsh, seabirds and marine mammals, can
be described as changes (or regime shifts) in the North Sea
ecosystem as a whole. Common features examined include
external drivers, timing of changes (both phenological and
interannual), common processes (growth, recruitment, sur-
vival) and ecosystem characteristics (distribution, diversity,
trophic structure).
8.7.1 An Integrated Ecosystem Assessment
An integrated analysis of available North Sea time series
data was conducted by Kenny et al. (2009). The analysis was
based on 114 variables with long (unbroken) records and
broad spatial coverage making them suitable for assessing
the North Sea as a whole. The data comprised abiotic
environmental variables (including surface and bottom water
temperature and nutrient concentrations, and wind speed and
direction), plankton, seabirds, ﬁsh and ﬁshing pressure. The
initial study covered the period 1983 to 2003, but the anal-
ysis has since been extended to include data to 2007 (ICES
2009). The later analysis indicates that the North Sea
ecosystem as a whole has undergone a series of shifts in state
and that the rate of change in the ecosystem has varied over
time, with some groups of years having greater similarity
than others (Fig. 8.13). The pattern of change reveals three
(possibly four) distinct groups of years with a shift in the
system occurring between 1990 and 1991 characterised by
declines in the dominance of cod SSB, average demersal ﬁsh
length and C. ﬁnmarchicus abundance. In contrast, a second
shift occurred between 2001/2002 and 2003/2004 which was
initially dominated by an increase in average pelagic ﬁsh
length, sea bottom temperature and C. helgolandicus abun-
dance, but was then dominated by an increase or return in
state of average demersal ﬁsh length and cod SSB.
A number of ‘key’ signals of environmental change in the
North Sea ecosystem, such as bottom temperature, zoo-
plankton and pelagic ﬁsh length, demonstrate strong trends
over time (Fig. 8.14). It is clear that the period 1989 to 1991
represented a time of rapid change in all three components,
with the apparent 1-year lag between them suggesting that
the ecosystem shift at this time was driven by a step-change
in temperature.
Integrated ecosystem assessments are an essential part of
an ecosystem approach to the management of marine
resources, that is, “An integrated approach to management
that considers the entire ecosystem, including humans, with
the goal to maintain an ecosystem in a healthy, productive,
and resilient condition so that it can provide the services we
want and need” (McLeod et al. 2005). This assessment and
the information presented in previous sections of this chapter
shows that the composition and productivity of North Sea
marine ecosystems are affected by climate change and that
this has consequences for sustainable levels of harvesting
and for other ecosystem services. It is clearly valuable to
have indicators that can be used to monitor and forewarn of
changes in composition and productivity and multi-variate
ocean climate indicators of this type are now being devel-
oped for the North Sea and other well-studied areas such as
the California Current (Sydeman et al. 2014).
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8.7.2 Examples of Climate Impacts
Across Trophic Levels
Case Study 1: Climate affects cod through zooplankton prey.
Survival of North Sea cod larvae is linked to their degree of
temporal overlap with zooplankton prey. This is referred to
as the ‘match–mismatch hypothesis’ (Cushing 1990; Durant
et al. 2007). Indeed, changes in plankton phenology linked
to climate (Sect. 8.2) are seen as a factor contributing to the
decline in the North Sea cod stock, although overﬁshing also
plays an important role (Nicolas et al. 2014). Copepod
biomass, euphausiid abundance, and prey size have also
been shown to influence survival of North Sea cod through
early life stages (Beaugrand et al. 2003).
The decline in the quality and quantity of planktonic prey
from the ‘gadoid outburst’ of the 1960s to the periods of low
recruitment (after the mid-1980s) was related to an increase
in SST. Consequently, high sea temperatures may have had
a double negative impact on larval cod survival in the North
Sea. Temperature increases metabolic rate and so increases
energy demand while at the same time it decreases the
quality and quantity of prey available for larvae (the energy
supply). The temperature rise may therefore have resulted in
an energy imbalance for larval cod, causing increased larval
mortality (Beaugrand et al. 2003). The increased rate of
development probably resulted in a mismatch with prey
(Daewel et al. 2011). On the other hand, high temperatures
should also shorten the time from spawning through
hatching to metamorphose, which should be favourable for
the survival of the cod progeny (Ottersen et al. 2010).
Case Study 2: Climate effects from phytoplankton to
seabirds. Many seabirds are at the top of the food chain (see
also Sect. 8.5) and it is important to understand which
pathways climate signals follow through the food web to
influence the different seabird life-history traits (Sandvik
et al. 2012; Myksvoll et al. 2013). Aebischer et al. (1990)
reported clear similarities between trends in long-term data
Fig. 8.13 Principal component
analysis performed on an
integrated data set comprising
106 separate state and pressure
variables representing several
components of the North Sea
ecosystem between 1983 and
2007
Fig. 8.14 Trends in state of three ‘key’ components of the North Sea
ecosystem; bottom temperature, Calanus helgolandicus abundance and
average pelagic ﬁsh length between 1983 and 2007 (ICES 2009)
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series of westerly weather and at four trophic levels in the
North Sea: phytoplankton, zooplankton, herring, and
black-legged kittiwakes, but the mechanisms behind the
similarity were unclear. Frederiksen et al. (2006) also
demonstrated consistent trends across four trophic levels,
from plankton to seabirds, in the North Sea but again the
causal links were undeﬁned. Thompson and Ollason (2001)
showed how ocean climate variation had lagged effects on a
Scottish pelagic seabird species through cohort differences in
recruitment related to temperature changes in summer.
Burthe et al. (2012) compared phenological trends for spe-
cies from four levels of a North Sea food web over the
period 1983–2006 when SST increased signiﬁcantly. The
results suggest trophic mismatch between ﬁve seabird spe-
cies breeding in the North Sea and their sandeel prey, but no
evidence of an impact on the seabird breeding success or
population dynamics (Burthe et al. 2012). Also, the signiﬁ-
cant increase in the number of lesser black-backed gulls
from 1996 onwards has been linked to the earlier mentioned
temperature-driven increase in recruitment of swimming
crabs in wide areas of the southern North Sea. These crabs
are a key prey item for the seagulls (Luczak et al. 2012).
8.8 Brief Synthesis and Reflection
on Future Development
This chapter has presented examples of how the changing
environment affects biological processes and organisation at
all scales, including the physiology, reproduction, growth,
survival, behaviour and transport of individuals; the distri-
bution, dynamics and evolution of populations; and the
trophic structure and coupling (e.g. benthic-pelagic cou-
pling) of ecosystems. There have been particularly rapid
changes in temperature and other climate-related variables
since the early 1980s, with many well described effects on
North Sea ecosystems. However the examples presented in
this chapter also show that biological responses in terms of
growth, survival, phenology and population shifts are often
more complex than might be expected from thermal
response models or bioclimate envelope models (Cheung
et al. 2011; Baudron et al. 2014). For example, the growth
response of juvenile cod to increasing temperature in the
Skagerrak was positive during spring but negative in sum-
mer, with a detectable density effect, but only at stock levels
that have not been observed for many decades. Distributions
of ﬁsh species (cod, plaice, sole) have not simply shifted
northwards over time in response to temperature; other
factors including ﬁshing, eutrophication, prey availability
and habitat alteration must also be considered and for some
species there are major east-west shifts (see also the change
in harbour porpoise distribution shown in Fig. 8.11). The
dynamics of the water mass exchanges between the North
Sea and the North Atlantic, the English Channel and the
Baltic Sea have a major influence on temperature, salinity
and nutrient ﬁelds within the North Sea and also on invasion
routes for biota.
These examples of complex responses can be detected
because there are detailed long-term biological and envi-
ronmental records for the North Sea. The Skagerrak cod
records go back to 1929; distributions of commercially
important ﬁsh species can be inferred from spatially resolved
ﬁsheries data going back to the 1920s and before; scientiﬁc
ﬁshing surveys provide detailed distribution and population
structure data on all ﬁsh since the early 1970s; the CPR
provides spatially resolved monthly records of zooplankton
(including larvae of ﬁsh and benthic species) and some
phytoplankton data back to 1948. In addition to these well
maintained observational time-series data are accumulating
from historic reconstructions (e.g. Poulsen et al. 2007),
archaeology (Enghoff et al. 2007) and other sources. The
wealth of sampling and scientiﬁc analysis that exists for the
North Sea shows the need to look deeper than simple, direct
effects and linear responses to one or two variables and to be
wary of general conclusions from incomplete models (Heath
et al. 2012). It is salutary to ﬁnd that even in a very
well-studied species such as cod in the North Sea, the causes
of changes in distribution, abundance and population struc-
ture over the past century are still not fully understood, but
are undoubtedly complex.
Uncertainty over the causes of observed changes in cod
over the past century, despite detailed time series on the
physical and chemical environment and on other drivers of
change, in particular ﬁshing, must temper our conﬁdence in
projections of future changes in cod. The quality and cred-
ibility of such biological projections depend on the quality of
projections of future changes in environmental variables and
on the correct identiﬁcation and representation of all
important processes. A systematic approach that applies
basic, mechanistic ecological principles to new situations
and that emphasises the testing of hypotheses in experi-
mental frameworks may be useful in identifying and con-
structing appropriate process models (Kordas et al. 2011).
There may also be unknown factors and interactions as the
system changes beyond previous limits, including those
concerning pH and oxygen.
The changes in biota described in this chapter and in
particular the ‘regime shift’ of the late 1980s might be
regarded as evidence of the sensitivity of the North Sea
ecosystem to changes in the environment, particularly tem-
perature (Philippart et al. 2011). However given that the
environmental changes were very large and rapid and that
although the biotic response was evident, it did not include
loss of characteristic North Sea species or a complete change
in the character of the ecosystems, it could be argued that
this demonstrated that the ecosystem response showed great
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resilience. Increases in species richness seem to have been
due to the addition of warm-temperate species without the
loss of cool-temperate species. The warm period since the
late 1980s is still too short to determine whether the present
ecosystem state is transitional and whether the
cool-temperate species will gradually disappear, but evi-
dence from archaeological material laid down during the
Mesolithic warm period (4000–7500 y BP) indicates that
cool-temperate species may remain (Enghoff et al. 2007) at
least until temperatures rise by considerably more. The time
taken for this to happen depends on the rate of global
warming but also on decadal regional variability, which
could maintain a cooler state over the next few decades.
Substantial biological changes in the Northeast Atlantic
including the North Sea have been associated with shifts in
the sub-polar gyre and warming over recent decades (Hatun
et al. 2009). This includes large-scale modiﬁcation of the
phenology and distribution of plankton assemblages
(Beaugrand et al. 2002; Edwards and Richardson 2004;
Richardson and Schoeman 2004), changes in the availability
of food resources and species, reproduction of benthic ani-
mals, composition of ﬁsh assemblages (Attrill and Power
2002; Simpson et al. 2011), and recruitment to the North Sea
cod stock (Clark et al. 2003; Olsen et al. 2011).
The diversity of the North Sea ecosystem may lead to
contrasting responses to future climate change. For instance,
the increase in temperature, light (through improved trans-
parency), and wind in the south-eastern North Sea have
probably contributed to the increase in algal biomass in this
region during the period 1948–2004 (Llope et al. 2009).
While their data suggest that phytoplankton biomass may
have reached a maximum in the southernmost parts of the
North Sea, Llope et al. (2009) concluded that phytoplankton
biomass in the northern North Sea would continue to
respond positively to a warmer, brighter, and windier future
if current trends are maintained.
Projections of the phenological responses of individual
species under climate change have not yet been made, but
the empirical evidence suggests that phenological changes
will continue as climate warming continues. It is currently
uncertain whether genetic adaptations within species popu-
lations will be able to cope with these changes, at least
partly, or whether the pace of climate change is too fast for
genetic adaptations to take place. This uncertainty is further
compounded by the difference in phenological responses
between species and functional groups. If current patterns
and rates of phenological change are indicative of future
trends, climate warming may exacerbate trophic mismatch-
ing and result in disruption of the functioning, persistence
and resilience of North Sea ecosystems.
It is not clear whether general species attributes (e.g.
trophic level) are sufﬁcient to predict future outcomes or
whether careful study of the individual species is required,
however the differences in phenological responses between
different diatom species indicates the latter (Schlüter et al.
2012).
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This chapter examines the impacts of climate change on the natural coastal ecosystems in
the North Sea region. These comprise sandy shores and dunes and salt marshes in estuaries
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given to the role of bioengineering organisms in feedback relationships with substrate, how
changes in physical conditions such as embankments affect coastal systems, and the effects
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coastal ecosystems are then discussed. Although the focus of this chapter is on the
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9.1 Introduction
This chapter examines the impacts of climate change on the
natural coastal ecosystems in the North Sea region. These
comprise sandy shores and dunes and salt marshes in estu-
aries and along the coast. The chapter starts by describing
the characteristic geomorphological features of these sys-
tems and the importance of sediment transport. Considera-
tion is then given to the role of bioengineering organisms in
feedback relationships with substrate, how changes in
physical conditions such as embankments affect coastal
systems, and the effects of livestock. The effects of climate
change—principally accelerated sea-level rise, and changes
in the wind climate, temperature and precipitation—on these
factors affecting coastal ecosystems are then discussed.
Although the focus of this chapter is on the interaction of
abiotic conditions and the vegetation, the potential impacts
of climate change on the distribution of plant species and on
birds breeding in salt marshes is also addressed. Climate
impacts on birds, mammals and ﬁsh species are covered in
other chapters.
9.2 Geomorphology of Sandy Shores
and Coastal Dunes
9.2.1 Distribution and Composition
Andreas C.W. Baas, Gerben Ruessink
The North Sea Basin is ringed by sandy shores and coastal
dune ﬁelds developed from sedimentary deposits on nearly
all sides, except the north-east. The sandy shores include
most of the Belgian, Dutch, and Danish coasts as well as
various parts of the English North Sea coast, where they
alternate with muddy and soft rocky coasts, as well as
gravel-dominated coastlines. Extensive dune ﬁelds are found
along the entire coast of Belgium and the Netherlands, along
the sequence of Wadden Sea barrier islands to the Elbe
Estuary and up along the entire west coast to the northwest
coast of Denmark. These sandy shorelines and dune ﬁelds
constitute a regional complex developed out of sediment
delivered mainly from the Rhine-Meuse delta into the
coastal zone, transported via longshore currents following
the sweep of the semi-diurnal tide anti-clockwise around the
south-eastern coastlines of the North Sea Basin, and being
accumulated and driven inland from the beaches by the
dominant westerly winds. Coastal dunes along the western
Danish coastline cover approximately 800 km2 (Doody and
Skarregaard 2007), while 254 of the 350 km of the coastline
of the Netherlands is fronted by approximately 450 km2 of
coastal dune ﬁelds extending in some places up to 11 km
inland (Doing 1995). Sand dunes also fringe most of the
65 km long coastline of Belgium, covering approximately
38 km2 and with widths of a few kilometres to less than
100 m, although more than 50 % of the coast has been
urbanised (Herrier 2008). The western side of the North Sea
Basin is also lined by dune ﬁelds along the east coast of the
United Kingdom, although these are of a less continuous
nature (Doody 2013). Signiﬁcant dune presence can be
found along the northeast of East Anglia, along most of the
Lincolnshire coast, isolated stretches along the Yorkshire
and Northumbrian coast, and more extensive dune ﬁelds
along the south-eastern coast of Scotland. The North Sea
coastal dunes in the UK are smaller and less extensive than
their continental counterparts, because sediment delivery to
the coastal zone is from smaller regional catchments (the
Thames, the Wash, the Humber), and the easterly winds that
propel the dune development are generally weaker and less
frequent. A tally of dune ﬁelds between Dover and Shetland
included in the Sand Dune Vegetation Survey of Great
Britain (Dargie 1993; Radley 1994) amounts to 93 km2
(although a signiﬁcant proportion of dune ﬁelds in Scotland
are managed as golf courses).
9.2.2 Current Stressors and Management
In general, sandy shores are alongshore elongated sand
bodies whose yearly to decadal evolution is primarily driven
by waves and wind. Cross-shore and/or alongshore gradients
in sand transport cause coastal morphology to change,
reflected by erosion or accumulation of sand. According to a
recent EU study of coastal geomorphology and erosion
(Eurosion 2004), a large proportion (20–26 %) of the North
Sea sandy shores is currently experiencing erosion and, as a
consequence, is heavily affected by human activities, such as
the presence of hard coastal defence measures (seawalls,
groynes) or of regular sand nourishments. It is, however,
important to realise that coastal erosion or accretion may
vary on a wide range of temporal and spatial scales. A study
by Taylor et al. (2004), for example, has shown that the bulk
of the North Sea coast of England steepened due to erosion
and coastal squeeze over the course of the entire 20th cen-
tury. On a decadal scale, a coast may gently (typically, a few
metres per year) accrete or erode, which is often due to small
but persistent gradients in alongshore sediment transport.
Shorter-term variations around the decadal trend are often
signiﬁcantly larger, and can be due to episodic erosion
events (e.g. dune erosion during a storm) or to the along-
shore migration of sand bodies (e.g. Ruessink and Jeuken
2002). Coastal changes may be due to long-period variability
and oscillations in wave and storm climate unconnected to
climate change (Hadley 2009).
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The vast majority of coastal dune systems around the
North Sea Basin are tightly managed and controlled for the
purpose of various socio-economic and ecoservices (see
Electronic (E-)Supplement S9). Along the coasts of Belgium
and the Netherlands especially, the main purpose of man-
agement has been to preserve and, where possible, expand
the sand volume of the foredunes to provide coastal flooding
protection and more than 40 % of the foredunes have been
artiﬁcially preserved or established (Arens and Wiersma
1994), usually by dense marram grass Ammophila arenaria
planting. In the past two decades a more eco-centred concept
has slowly been adopted to allow and encourage limited
geomorphic re-activation of wind-blown erosion and
bare-sand patches to develop a more varied and species-rich
coastal dune environment (Arens and Geelen 2006). Other
management practices include grazing activities on grey
dunes to combat overgrowth of coarse shrubs (e.g.
sea-buckthorn Hippophae rhamnoides) to preserve biodi-
versity (Boorman and Boorman 2001) as well as grazing and
sod-cutting on species-rich dune grasslands to prevent
grass-encroachment due to nitriﬁcation from atmospheric
nitrogen deposition (Kooijman and Van der Meulen 1996).
9.2.3 Expected Impacts of Climate Change
Climate change could affect both marine and aeolian
boundary conditions. In particular, climate change impacts
might be felt through accelerated sea-level rise (SLR) and in
modiﬁcations in the number, severity and location of
extra-tropical storms, with associated changes in wind,
wave, precipitation and temperature patterns. The potential
consequences of climate change on the North Sea Basin
sandy shores and coastal dune systems may be separated into
direct geomorphic impacts relating to sea forcing (acceler-
ated SLR and changes in wave climate), wind forcing
(changes in weather patterns and wind climate), and poten-
tial changes in vegetation character and distribution related
to overall climatic changes (temperature and precipitation).
Consequences for the vegetation are discussed in Sect. 9.3.
Some of these direct impacts may be aggravated by adjust-
ment and intensiﬁcation of human exploitation and man-
agement practices.
9.2.3.1 Sea-Level Rise and Wave Characteristics
Historic tide gauge data for the North Sea region from 1900
to 2011 show a mean SLR of 1.5 ± 0.1 mm year−1 (Wahl
et al. 2013), slightly below the global mean SLR of
1.7 ± 0.3 mm year−1 during the latter half of the 20th
century (Church and White 2006). Whereas SLR globally
appears to have accelerated to 3.3 ± 0.4 mm year−1 from
1993 to 2009 (Ablain et al. 2009, see also Chap 3), the Wahl
et al. (2013) study suggests that North Sea SLR acceleration
in recent decades is not abnormal, but comparable to that of
other periods in the last 200 years. Within the North Sea
region local differences have been recorded (as indicated in
Table 9.1 in Sect. 9.6.1). While the Intergovernmental Panel
on Climate Change (IPCC) in its latest assessment (Van
Oldenborgh et al. 2013) projects a global mean SLR of
74 cm by 2100 (at a rate of 11 mm year−1), for the
‘business-as-usual’ Representative Concentration Pathway
scenario (RCP8.5), other studies that include semi-empirical
forcing models have projected SLR of between 30 and
180 cm by 2100, depending on the model variant (Nicholls
and Cazenave 2010). Recent high-end projections suggest
that a 1.25 m SLR in the North Sea may be possible by 2100
(Katsman et al. 2011), although the exact magnitude of the
rise strongly depends on underlying modelling assumptions.
Studies on the signiﬁcant wave height Hs in the North Sea
(e.g. Grabemann and Weisse 2008; De Winter et al. 2012)
project no to small changes along the Dutch-German coast,
with magnitudes depending on the type of general circula-
tion model (GCM) or regional climate model (RCM) used
and the particular greenhouse-gas emissions scenario adop-
ted, as for example in Fig. 9.1. For example, Grabemann and
Weisse (2008), who used the HadAM3H and the
ECHAM4/OPYC3 GCM with SRES scenarios A2 and B2,
projected a 0.1–0.3 m increase in the 99th percentile of Hs in
front of the Dutch coast by the end of the 21st century, while
De Winter et al. (2012), using the ECHAM5/MPI-OM and
the SRES A1B scenario, found no detectable change in
mean wave conditions. This would seem to indicate that
model uncertainty in the prediction of Hs is larger than the
emission-induced uncertainty, as was found in general for
global projections in the latest IPCC assessment (Van
Oldenborgh et al. 2013), which reports low conﬁdence in
wave projections because of “uncertain storm geography,
limited number of model simulations, and the different
methodologies used to downscale climate model results to
regional scales”.
It is important to consider that the wind, and hence wave
climate, shows strong natural variability, which poses a
difﬁculty in detecting climate-change induced trends that are
smaller than this natural variability. This is especially rele-
vant to wind and wave conditions with high return periods
(for example, 1:1–1:10-year return values, or even rarer) that
may be most relevant to coastal erosion. Using the
17-member ESSENCE ensemble (Sterl et al. 2008), De
Winter et al. (2012) projected a 0.3–0.6 s decrease in the
annual wave period T in front of the Dutch coast for the
period 2071–2100, as well as a shift in the wave direction of
the annual Hs maxima from north-west to south-west. The
decrease in T is induced by this wave-angle shift and asso-
ciated shifts in the fetch; accordingly, the same shift may
lead to an increase in T elsewhere in the North Sea Basin. Hs
and T with higher return periods, up to 10,000 years, were
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not projected to change signiﬁcantly at the 95 % conﬁdence
level. This also applies to storm surges with similar high
return periods (Sterl et al. 2008). In a recent CMIP5
model-comparison study of wind extremes in the North Sea
Basin, De Winter et al. (2013) found no changes in annual
maximum wind speed or in wind speeds with lower return
frequencies for the 2071–2100 period; however, they did
ﬁnd an indication that the annual extreme wind events are
coming more often from westerly directions. Thus, these
CMIP5 results are not notably different from all earlier
CMIP3 (e.g. De Winter et al. 2012) model projections.
The quantitative prediction of the response of sandy
shores to climate-change induced effects in the boundary
conditions is still under development. The most often used
model for the response to accelerated SLR is the Bruun rule
(Bruun 1962), a simple two-dimensional mass conservation
principle that predicts a landward and upward displacement
of the cross-shore proﬁle with SLR (Fig. 9.2). Coastal
recession is simply expressed as the product of SLR and the
active proﬁle slope, giving typical projected recession dis-
tances of 50–200 m depending on proﬁle slope. Although
the Bruun rule was routinely used in past decades, its use-
fulness as a predictive tool is highly controversial (Pilkey
and Cooper 2004). For example, the Bruun rule does not
include any three-dimensional variability, such as found near
engineering structures and tidal inlets, and can thus not be
applied in areas with notable gradients in alongshore sedi-
ment transport. Also, the Bruun rule predicts sand to be
moved offshore during SLR, while overwash and aeolian
processes obviously transport sand onshore. Advances have
been made in developing more comprehensive conceptual
models for understanding and predicting shoreline change in
terms of the so-called Coastal Tract (Cowell et al. 2003), but
this concept has been aimed at time scales of hundreds to
thousands of years. Other more realistic rule-based approa-
ches for predicting shoreline change have been provided by
Ranasinghe et al. (2012) and Rosati et al. (2013), but these
have not yet been tested on North Sea sandy shores. Beach
proﬁle adjustments to accelerated SLR are more likely to
involve signiﬁcant alongshore components and variations as
well as greater sensitivities to local changes in sediment
budgets (Psuty and Silveira 2010). Even though projections
of the North Sea wave climate suggest no to minor change, it
is possible that accelerated SLR and changes in wave
direction may still aggravate coastal erosion. A modelling
study for the UK East Anglian coast, a site with notable
alongshore variability in shelf bathymetry, illustrates that
Table 9.1 Regional variation in mean sea-level rise (SLR) within the North Sea region (see also Chap. 3)
Area SLR mm year−1 Period Source
Europe 1.7 1900–2000 EEA (2012)
3 1990–2010 EEA (2012)
Wadden Sea 1–2 1900–2000 Oost et al. (2009)
UK east coast 0.5–2.5 1900–2000 Woodworth et al. (2009)
English channel 0.5–2.5 1900–2000 Haigh et al. (2011)
The Netherlands 2.5 1900–2000 Katsman et al. (2008)
German bight 1.2–2.4 1937–2008 Wahl et al. (2011)
1–2.8 1951–2008 Wahl et al. (2011)
2.5–4.6 1971–2008 Wahl et al. (2011)
Lower Saxony, Germany 1.7 1936–2008 Albrecht et al. (2011)
Schleswig-Holstein, Germany 2 1936–2008 Albrecht et al. (2011)
Skallingen, Denmark 2.3 1931–1999 Bartholdy et al. (2004)
5 1980–2000 Bartholdy et al. (2004)
Fig. 9.1 Increase in the height (m) of a 50-year return period extreme
water level event, due to combined changes in atmospheric storminess,
mean sea-level rise, and vertical land movements, for the SRES A2
scenario, based on the HadRM3H regional atmospheric model and the
POL storm-surge model (Lowe and Gregory 2005)
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inshore wave statistics are sensitive to the trend in SLR and
that frequency of occurrence of extreme inshore wave con-
ditions may increase with SLR rates higher than 7 mm
year−1 (Chini et al. 2010). This, coupled with an increasing
occurrence of high water levels by accelerated SLR, may
lead to enhanced beach and dune erosion even if wind and
wave characteristics remain unaltered under projected cli-
mate change; the same effect could also endanger the safety
of existing hard coastal defence mechanisms. In a case study
for the Dutch coast, De Winter (2014) projected an increase
in dune erosion volume by up to 30 % because of a 1-m SLR
under unchanged extreme (1:10,000 year) wave conditions.
The same case study also illustrated that a change in wave
direction by several tens of degrees could lead to a similar
increase in dune-erosion volumes as predicted for an
approximately 0.4-m rise in sea level, indicating that chan-
ges in wind and wave direction are also critically important
to coastal response. Such directional changes will also affect
the magnitude and, potentially, the sign of gradients in
alongshore sand transport, and hence beach width. Current
dune-erosion models are primarily based on data collected in
laboratory experiments; extensive ﬁeld validations have,
however, not been performed. Furthermore, the models lack
descriptions of post-storm coastal recovery by aeolian pro-
cesses and thus provide an erosion-biased view of coastal
evolution. Dunes and beaches are linked in a dynamic and
complex sediment exchange system, where losses of sedi-
ment from foredunes during storms alternate with
inter-storm deposition gains (e.g. Keijsers et al. 2014),
potentially leaving the overall shoreline position unchanged
in the long term. More frequent storm erosion of the fore-
dune toe may therefore not necessarily result in permanent
loss of sediment from the coastal system.
The precise response of the nearshore zone to climatic
change and its consequent impact on adjacent coastal dunes
is therefore ambiguous and probably subject to substantial
regional variation, as in some areas the hydrodynamic
boundary conditions may not change very much, while in
other areas the coastal sediment budget system will be
undergoing complex adjustments. Paradoxically, while
sandy beaches in the worst case may get narrower and
squeezed between human pressure and accelerated SLR
(Carter 1991; Schlacher et al. 2007), the remobilisation and
increased dynamics in sediment exchange across the near-
shore proﬁle as it is adjusting to SLR may in fact yield an
opportunity for reinvigorating coastal dune development
Fig. 9.2 Three potential
cross-shore responses to sea-level
rise (SLR): a Bruun-type
response (much disputed) where
sediment is redistributed to reach
a new equilibrium beach proﬁle;
b reactivation, growth, and inland
migration of foredunes;
c vegetation cover becomes
ineffective leading to a large-scale
transgressive dune ﬁeld (Carter
1991)
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(Psuty and Silveira 2010), as illustrated in Fig. 9.2. Just as
during the mid-Holocene, SLR and coastal regression may
create opportunities for foredune expansion along some parts
of the coastline. This may result from supply of increased
amounts of sediment delivered from the adjusting beach
proﬁle into the coastal dune system, possibly aided by larger
and more frequent storm breach of the dunes, and the
potential for greater aeolian sand transport activity in the
inland parts of the dune ﬁeld. This type of landscape
response does, however, require the availability of suitable
accommodation space for the coastal dune system and in
many regions a net landward migration of dunes is arrested
by infrastructure and built environment, thus leading to a
‘sand dune squeeze’ (Doody 2013) and an eventual loss of
dune habitat. Coastal squeeze also operates within sites, as
the younger, more dynamic habitats including foredunes and
yellow dunes may be squeezed against more stable ﬁxed
dune grassland, or scrub which occurs in older hind-dune
areas. These successionally young habitats are particularly
important for many of the dune rare species and, while it is
possible for natural remobilisation to occur, it is unlikely
under current climatic conditions, since dune mobility is
strongly coupled to climate (Clarke and Rendell 2009).
9.2.3.2 Wind Forcing
As previously mentioned, an increase in storminess and
associated changes in wind conditions may have implica-
tions for the potential of aeolian reactivation of coastal
dunes, as well as the wind-blown transport of the additional
sediment mobilised as part of beach proﬁles that are
adjusting to accelerated SLR. Regional climate model pro-
jections by Beniston et al. (2007) suggest a 5 % increase in
the 90th percentile of daily maximum wind speed over most
of the North Sea Basin in winter (Fig. 9.3), with storm winds
coming from more north-westerly directions.
These projections conflict with the more recent prediction
of more south-westerly storm winds by De Winter et al.
(2012, 2013). The IPCC meanwhile indicates a “substantial
uncertainty and thus low conﬁdence in projecting changes in
NH [northern hemisphere] winter storm tracks, especially for
the North Atlantic basin” (Van Oldenborgh et al. 2013). The
impact of any potential changes in wind climate on the
coastal dune ﬁelds in the region has not been considered in
detail. A shift in dominant wind direction may have a sig-
niﬁcant impact on the delivery of sediment from the beach
into the foredunes due to changes in sub-aerial fetch distance
as a function of the local orientation of the coastline (Bauer
et al. 2009). For parts of the Dutch and Danish coastline that
are aligned SW–NE, for example, a shift to more
north-westerly storm winds may therefore result in com-
paratively shorter fetch distances and less opportunity for
aeolian sand transport into the foredunes, as the
north-westerly winds will be blowing more perpendicular to
the coast. The contemporary geomorphology of the sec-
ondary dunes, meanwhile, is aligned to the typical
south-westerly winds of the past and the projected shift in
wind direction is likely to make it harder for aeolian activity
to reactivate dormant blow-outs and parabolic dunes, as it
will be acting perpendicular to their main axes and facing
greater topographic roughness. Finally, even though there
may be an increase in ‘drift potential’ (the wind power
available for aeolian sand transport), its relationship with
vegetation cover and associated reactivation of dormant sand
dunes shows a distinct hysteresis (Tsoar 2005; Yizhaq et al.
2007), as illustrated in Fig. 9.3. While the future wind cli-
mate conditions may become equivalent to those of bare and
actively migrating coastal dunes in present-day Israel, for
example (as reported in the studies cited here), most North
Sea Basin coastal dune ﬁelds are situated on the ﬁrmly
stabilised limb of the hysteresis curve and a reactivation
toward active dunes is likely to require more than just an
increase in wind power. Recent attempts in the Netherlands
to reactivate blowouts and parabolic dunes by removing
existing vegetation have so far met with mixed success, with
many opened-up sand areas quickly being recolonised and
overgrown with vigorous vegetation within a few years
(Arens et al. 2013), accelerated by atmospheric nitrogen
deposition (Jones et al. 2004). The future change in wind
climate may mean that such reactivation attempts become
more successful. If not, remobilisation must be assisted by
direct management intervention (Arens and Geelen 2006;
Jones et al. 2010).
Fig. 9.3 Hysteresis in the relationship between wind power (quanti-
ﬁed as a Drift Potential) and the vegetation cover in a coastal dune ﬁeld
(Tsoar 2005)
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9.3 Ecology of Sandy Shores and Dunes
Laurence Jones
9.3.1 Climate Change and Dune Ecology
European dune systems have shown constant change over
time, with human influences predominating over the last few
centuries (Provoost et al. 2011). However, climate change
will become an increasingly important influence on dune
ecosystems. Climate change is likely to affect coastal dunes
in several ways. There will be direct loss of habitat due to
accelerated SLR and coastal erosion (see Sect. 9.2), and
changes in the climate envelopes affecting the distribution of
plant and animal species. There will also be indirect effects
through changes in underlying ecosystem processes. These
include effects on competition, mediated via plant growth,
but also effects on soil development, and groundwater sys-
tems which influence the dune wetland communities. This
double impact through habitat loss as well as altered climate
means that coastal habitats are more sensitive to climate
change than the majority of other terrestrial ecosystems.
Management of dunes, for example by livestock grazing,
may interact with the effects of climate change on the veg-
etation, but is not discussed here.
9.3.2 Effects of Climate Change on Dry Dune
Habitats
General effects of climate change include a lengthening of
the growing season, leading to more plant growth where
rainfall is not limiting. This is likely to beneﬁt faster growing
graminoids and nitrophilous species, and lead to declines in
rare species. However, in the drier parts of the North Sea
coast such as the Netherlands, increased summer drought
may actually reduce the effective growing season, potentially
reducing the dominance of some species and allowing other
species to flourish. Based on the relationship between
drought stress and plant compositional change in Dutch dry
dunes (Fig. 9.4), Bartholomeus et al. (2012) suggested that
projected increases in the severity of drought may lead to a
15 % increase in the fraction of xerophytes, with potential
feedbacks on dune recharge due to reduced evapotranspira-
tive losses (Witte et al. 2012). Levine et al. (2008) predicted
an increase in rare dune annuals and Witte et al. (2012)
suggested a shift to more xerophytic mosses and lichens and
increased cover of bare sand as a consequence of increasing
summer drought, with the possible invasion of xeric Erica-
ceous and broom Cytisus species from more southerly
European countries. Severe drought has been shown to
negatively affect net primary production (NPP) on a Euro-
pean scale (Ciais et al. 2005), and such droughts are pre-
dicted to become more frequent.
The ﬁnal effects of climate change that may directly
impact upon the vegetation that covers most parts of the
coastal dune system are changes in temperature and pre-
cipitation, and it is here that the great variety of potential
climate effects may have a mixture of conflicting positive
and negative biological impacts. The Holocene stratigraphic
record suggests that warmer and slightly wetter climates in
the past have usually resulted in dune stabilisation and full
vegetation cover, whereas colder periods with less precipi-
tation, such as the well-documented Little Ice Age, have
been associated with more active dune mobility and aeolian
sand transport (Pye 2001). The major dune-forming grasses,
such as marram grass and sand couch Elytrigia juncea, may
generally grow better in a CO2-enriched environment, and
may also beneﬁt from the projected 10–15 % increase in
precipitation forecast for north-western Europe (Carter
1991). This precipitation is expected to arrive in more
extreme and variable events, however, and the potentially
drier summers with higher temperatures and greater heat-
wave risks may also result in greater wildﬁre incidence in the
grasslands covering much of the coastal dune ﬁelds,
exposing soil to wind erosion and enabling potential dune
reactivation. Changes in seasonal temperature and rainfall
patterns may also induce changes in species composition.
Greater winter precipitation appears to facilitate scrub pro-
liferation and overgrowth, such as sea-buckthorn, while
summer droughts have an adverse impact on species diver-
sity in dune slacks through lowering of the water table
(Doody 2013). For vegetation on the back beach and fore-
dune toe, meanwhile, simulation studies suggest that accel-
erated SLR and the narrowing of the beach may constrain
plants to such a narrow area that successional processes
Fig. 9.4 Fraction of xerophytes as a function of the drought stress
index TSupp (uppermost transpiration stress) (after Bartholomeus et al.
2012)
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break down (Feagin et al. 2005). Many of these effects may
be difﬁcult to distinguish from more direct anthropogenic
impacts, such as grazing, nitriﬁcation, groundwater extrac-
tion, and changes in land management.
9.3.3 Effects of Climate Change on Wet Dune
Habitats
Dune wetlands (slacks) are low-lying depressions between
dune ridges, usually in seasonal contact with the water table.
They are a highly biodiverse habitat, containing many rare
species including plants, invertebrates, and vertebrates (Jones
et al. 2011). In addition to the direct influence of temperature,
rainfall and length of growing season on plant growth, dune
wetlands are highly sensitive to changes in hydrological regime.
They are often nitrogen (N) and phosphorus (P) co-limited and
dune slack vegetation is dependent on hydrological regime
(groundwater level, and seasonal and interannual fluctuations)
and groundwater chemistry, particularly buffering capacity
(Grootjans et al. 2004). The majority of dune slack plant species
of high conservation value are dependent on early successional
dune slacks with a high buffering capacity and low nutrient
status, and which disappear as slacks decalcify or accumulate
nutrients.
9.3.3.1 Groundwater Level
Both accelerated SLR and coastal erosion will lead to a
change in dune groundwater tables due to impacts on the
hydraulic gradient, with water tables rising (SLR), or falling
(steepening of the hydraulic gradient due to coastal erosion).
In Denmark it is suggested that slacks which are currently dry
will become wetter due to accelerated SLR (Vestergaard
1997). However, some studies suggest that changes in
recharge due to altered spatial and seasonal patterns of
rainfall and evapotranspiration will have greater effects on
groundwater levels than SLR or coastal erosion (Clarke and
Sanitwong Na Ayutthaya 2010). In north-west England, dune
water tables are predicted to fall over the next 50 years due to
negative climate effects on recharge (Clarke and Sanitwong
Na Ayutthaya 2010), and this is likely to apply to the majority
of English dunes on the North Sea coast. In the Netherlands,
recharge is predicted to change relatively little, with either
slight decreases or alternatively moderate increases if feed-
backs of reduced vegetation cover on the water balance are
taken into account (Witte et al. 2012). A modelling study in
Belgium assumed there would be increases in recharge to
dune groundwater, driven primarily by increased winter
precipitation (Vandenbohede et al. 2008). There is as yet little
consensus on the likely effects of climate change on dune
aquifer recharge and therefore a need for further work on this
topic. There have also been very few studies on the impacts
of changing water tables on the flora and fauna of dune
wetlands. Van Dobben and Slim (2012) using a study of land
subsidence due to gas extraction on the barrier island of
Ameland in the Netherlands as an analogue for accelerated
SLR, suggested that dune vegetation would move towards
dune slacks (i.e. become wetter). In the UK, Curreli et al.
(2013) showed that differences in mean water table level of
only 20 cm differentiate between dune slack vegetation
communities, with 40 cm separating the wettest and the
driest communities. Based on predictions of falling ground-
water levels for a west coast UK dune system (Clarke and
Sanitwong Na Ayutthaya 2010), although outside the area of
this assessment, Curreli et al. (2013) suggested that climate
change may alter what are currently wet slack communities to
dry slack or even dry dune grassland by the 2080s (Fig. 9.5).
Changes in water table levels are also likely to affect breeding
success of the Annex II listed natterjack toad Epidalea
calamita which requires slacks to dry out in summer to avoid
colonisation by ﬁsh predators and competitors, but needs
water levels to be maintained long enough for the tadpoles to
develop into toadlets. April to July is the critical breeding
time for this species.
9.3.3.2 Groundwater Chemistry
Dune groundwater composition is sensitive to atmospheric
N-deposition and nitrogen and phosphorus inputs from other
sources. In dune groundwater, it has been suggested that
above total inorganic nitrogen concentrations of 0.2–
0.4 mg TIN l−1 there may be adverse impacts on dune slack
species and soils (Davy et al. 2010), although this threshold
has not been tested empirically in dunes.
Although there is relatively little research into the effects
of climate change on dune groundwater chemistry, it could
be expected to change in the following ways. Rates of
mineralisation of soil organic matter are likely to increase
due to higher temperatures (Emmett et al. 2004) and an
extended growing season (Linderholm 2006) in the majority
of North Sea coastal areas, particularly in the north. This will
lead to increased production of both nitrates (NO3) and
dissolved organic nitrogen (DON), inevitably increasing
N-leaching fluxes to the groundwater. This may not occur in
the southern North Sea area however, due to increased
soil-moisture deﬁcits in summer acting to reduce minerali-
sation. In areas with falling groundwater levels due to cli-
mate change, or where there is an influence of external
groundwater or surface waters on a site, there is potential for
nutrient concentrations entering the site to be higher if these
source waters become concentrated due to higher evapo-
transpiration rates and subsequent reduced runoff and lower
river flows. Such a mechanism is suggested for altered water
composition of the River Meuse under climate change (Van
Vliet and Zwolsman 2008). The opposite may occur in the
north of the region where runoff is expected to increase
(DiPOL 2012).
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9.3.3.3 Interactions with Hydrological
Management
Hydrological management both on- and off-site can affect
water composition. A lowering of the water table due to
drainage, water abstraction or other causes such as high
evapotranspiration from forest, may allow groundwater
influx from other sources such as streams or drainage ditches
bordering the site or groundwater from inland. The danger is
greatest in late summer when dune groundwater tables are at
their lowest. These other hydrological inputs to the ground-
water may contain high levels of nutrients or other chemicals
which affect water composition, particularly if they drain
agricultural land. Alterations to the management of hydro-
logical regimes in response to climate change therefore also
have the potential to impact dune groundwater chemistry.
9.3.4 Climate Change Effects on Individual
Species
Climate change is likely to affect the distributions of indi-
vidual dune plant species, although there have been relatively
few studies on this topic. In Denmark, a study looking at
spatial analogues of predicted climate in 2100 suggests that
coastal heaths and sand dune vegetation are likely to be
vulnerable, particularly the communities “decalciﬁed ﬁxed
dunes with Empetrum nigrum” (type 2140 according to
Annex I of the Habitats Directive; European Commission
1992) and “ﬁxed coastal dunes with herbaceous vegetation”
(‘grey dunes’, type 2130) (Skov et al. 2009). The study lists
17 species which may disappear including crowberry
Empetrum nigrum and sea brookweed Samolus valerandi,
and 25 coastal species likely to move north into Denmark,
some of which may become problem species. In the UK, the
Monarch programme modelled changing climate envelopes
for a wide variety of species, including some dune species.
Generally species ranges shifted northwards and westwards
with marsh helleborine Epipactis palustris and the natterjack
toad potentially gaining climate space in the UK, while the
variegated horsetail Equisetum variegatum which has a pre-
dominantly northern distribution in the UK would lose cli-
mate space (Harrison et al. 2001). Note these are predicted
changes in climatic envelopes, and do not take into account
the subtleties of changing recharge which might affect dune
groundwater levels in a different way (see Sect. 9.3.3.3). The
more recent BRANCH project modelled changing climate
space of 386 plant and animal species, and predicted that the
fen orchid Liparis loeselii was likely to lose more than 90 %
of its climate space by 2080 (Berry et al. 2007). Metzing
(2010) modelled the northward shift of the dune grass Ley-
mus arenarius in Europe, which would completely disappear
from current parts of its range in the southern North Sea areas
of Germany, the Netherlands, Denmark and England under
the worst-case scenario by 2050 (Fig. 9.6).
9.3.5 Other Climate Change Impacts
9.3.5.1 Invasive Species
There is much evidence in aquatic systems that invasive
species may be favoured by climate change. In terrestrial
systems, there is far less evidence for this. However, certain
plant species such as bird cherry Prunus serotina in the
Netherlands and Belgium (Baeyens and Martínez 2004) and
Japanese rose Rosa rugosa in Germany (Isermann 2008) have
become highly invasive in dune systems, despite being pre-
sent on the systems for many decades. It is unclear why their
extent has suddenly increased, but changes in climate (warmer
winters and fewer severe frosts are one suggestion), while the
combination of changing climate and elevated nutrient levels
in dune soils due toN-depositionmay be a contributory factor.
Although invasive species may initially enhance species
richness, once tall species become dominant they can out-
compete low-statured species, and decrease species richness.
Fig. 9.5 Projections of April
groundwater level to the 2080s
for a UK site under UKCIP02
medium-high emissions scenario
(SRES A2) (Hulme et al. 2002),
showing the 70 and 90 %
conﬁdence intervals (CI), and
corresponding frequency
distributions for dune slack
communities based on those
water levels (after Curreli et al.
2013)
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9.3.5.2 Impacts on Soils
Where higher temperatures cause greater plant growth, the
increased plant production will stimulate soil development
through greater litter inputs. Rates of soil organic matter
accumulation represent a balance between plant productivity
and rates of organic matter decomposition. While the net
balance is unknown for many habitats, a dune chronose-
quence study over the last 60 years linked faster rates of soil
development to periods of higher temperatures, and to
periods with lower rainfall (Fig. 9.7) (Jones et al. 2008);
changes were also correlated with increasing N-deposition.
Other changes in soils may include decalciﬁcation rates. The
rate of leaching of carbonates from dune soils is largely a
function of rainfall, therefore changes in rainfall are likely to
lead to increases or decreases in decalciﬁcation rates of dune
soils.
9.3.5.3 Atmospheric Nitrogen Deposition
and Interactions with Climate
Change
Atmospheric deposition remains a signiﬁcant source of
nitrogen input in many countries around the North Sea,
particularly the Netherlands and Denmark. Recent trends in
N-deposition in Europe have shown some decline in NOX
emissions and are forecast to decrease further for oxidised
nitrogen, but only slightly for reduced nitrogen (Winiwarter
et al. 2011). Climate is a strong determining factor in the
balance of wet and dry N-deposition, and involves complex
interacting processes. Relatively little is known about how
climate change may affect N-deposition but is not expected
to alter deposition of oxidised nitrogen much (Langner et al.
2005), and it is generally assumed that changes in emissions
will have a greater impact on atmospheric deposition than
any climate-related effect (Mayerhofer et al. 2002).
Along gradients in atmospheric deposition, studies have
shown increased plant production and a decrease in species
richness in dunes with higher atmospheric deposition
(Fig. 9.8) (Jones et al. 2004; Hall et al. 2011). An increase in
biomass occurs above critical levels of 10–20 kg N ha−1
year−1 in dry dune communities (EUNIS types B1.3, B1.4,
B1.5) and above 10–25 kg N ha−1 year−1 in dune slack
Fig. 9.6 Distribution of the dune
grass Leymus arenarius in Europe
showing: a. current distribution,
b. modelled distribution under
recent climate, c. distribution
under 2050 a best-case climate
warming of 1.5 °C and
d. distribution under a worst-case
climate warming of 2.5 °C
(Metzing 2010)
Fig. 9.7 Changes in soil organic matter accumulation in a recent dune
soil chronosequence in the UK (Newborough), compared with older
UK published chronosequence studies (South Haven 1960; Southport
1925; Blakeney 1922), after Jones et al. (2008)
284 J.P. Bakker et al.
communities (EUNIS type B1.8) (Bobbink et al. 2010). The
atmospheric deposition of nitrogen in combination with the
release of phosphorous from enhanced mineralisation may
result in increased plant production and further spread of
grasses (Kooijman et al. 2012).
There is little direct or indirect evidence from dunes of
interactions between climate change and N-deposition,
although studies in other ecosystems suggest that the com-
bination of higher temperatures and increased rainfall, which
are both projected to occur in the northern North Sea dune
systems, will lead to faster mineralisation of soil organic
matter (Rustad et al. 2001), and therefore faster N-cycling.
This may remobilise stored nitrogen in soils and increase
leaching of dissolved organic nitrogen (DON) into dune
groundwater. There are indications that higher DON con-
centrations in dune groundwater, which thereby increase the
negative impacts of N-deposition are correlated with higher
N-deposition (Jones et al. 2002), suggesting that impacts
could be worse in areas of high nitrogen inputs. However, in
the southern North Sea area where summer soil moisture
deﬁcits act to reduce mineralisation rates, there may be less
N-leaching into groundwater as a result.
9.4 Fine-Grained Sediment Transport
and Deposition in Back-Barrier Areas
Jesper Bartholdy
9.4.1 Physical Conditions
As a shallow semi-enclosed shelf sea, the North Sea imports
ﬁne-grained sediment (silt, clay, organic material) from the
adjacent North Atlantic. The net import across the transect
between Scotland and Norway each year is estimated at 7
million tons and through the Channel at about 14 million
tons (Pohlmann and Puls 1993). Due to the generally
anti-clockwise circulation in the North Sea, the sediment
contribution from the Channel is carried northward where it
mixes with sediment of terrestrial origin carried into the
North Sea from rivers draining north-western Europe. Part of
this flux of ﬁne-grained sediment passes the German Bight
close to land and then continues northward as part of the
Jutland Current. During this passage, the tidal exchange
between the North Sea and the extensive barrier system of
the Wadden Sea induces a net landward transport of sedi-
ment into the sheltered tidal areas behind the barrier islands.
This import is due to lag effects ﬁrst described by Postma
(1954, 1961, 1967) and Van Straaten and Kuenen (1957,
1958). At high tide, the shift between flood and ebb is slower
and involves larger excursions of the water, than the shift
between ebb and flood at low tide. Together with the fact
that it takes time for a suspended particle to settle out during
slack water (settling lag) and that erosion/resuspension of a
settled ﬁne-grained particle—due to adhesion—demands
stronger currents than those in which the particle settled out
(scour lag), this asymmetry causes a landward shift of sed-
iment for each tidal period. The effect is enhanced by the
apparent paradox that the average water depth in a tidal area
is smallest during high tide and largest during low tide.
A randomly located suspended particle in the exchanged
water mass is therefore less prone to settle out during low
tide, when only the relatively deep channels are inundated
than it is during high tide, where the whole tidal area is
inundated with a relatively small mean water depth.
A quantitative model of the involved processes during set-
tling and resuspension of sediment particles in tidal currents
have shown that scour lag is by far the most important
mechanism concerning import of ﬁne-grained sediment into
the Wadden Sea (Bartholdy 2000). Calibrated on the basis of
Fig. 9.8 Change in species
richness of de-calciﬁed dunes in
north-western Europe along a
gradient of atmospheric nitrogen
(N) deposition (after Hall et al.
2011)
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the dynamic conditions in the tidal area Grådyb in the
Danish Wadden Sea, the model showed a typical net land-
ward migration on the order of 1 km for each tide due to lag
effects (Fig. 9.9).
As a consequence of the lag effects, ﬁne-grained sedi-
ments concentrate and form mud flats in inner parts of the
Wadden Sea. During storms where wind tide increases the
water level and waves resuspend ﬁne-grained sediments from
these mud deposits, adjacent salt-marsh areas get inundated
by turbid water and sedimentation of ﬁne-grained sediment
takes place on the marsh surface during high tide slack water.
Because of the sheltering salt-marsh plants, resuspension of
Fig. 9.9 Principals of the import of ﬁne-grained material to tidal areas
due to settling lag and scour lag. a The location of a water parcel (blue)
and sediment particle (red) is tracked at time intervals of 100 s over a
high tide period in the inner part of a tidal area. The tracking takes place
from the time the particle starts to settle (at 0 m) to the time it is
resuspended (at −1200 m). During the period when the particle settles
out, it is transported a distance of 200 m inland (settling lag). From here
it is stable on the bottom until the water parcel which delivered it has
moved 1200 m seawards of the zero point (scour lag). First when the
original water parcel has moved to here, current velocity at the location
of the settled particle is large enough to resuspend it. Thus, the
combined effect of settling lag and scour lag is a shift of the sediment
particle to be suspended in a new water parcel located (200 + 1200 m)
1400 m inland. b The same dynamics over the low water period in the
tidal inlet. Here the settling lag is about 120 m and the scour lag about
400 m. Combined, the seaward shift is therefore (120 + 400 m) 520 m.
The joint shift over both flood and ebb is thus (1400–520 m) 880 m in
an inland direction (after Bartholdy 2000)
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the settled particles is impeded in the succeeding ebb current,
and salt marsh therefore forms the end destination of silt, clay
and organic material introduced into the Wadden Sea from
the North Sea and local sources. The contribution from the
North Sea is by far the largest concerning the net deposition.
A combined sediment budget based on results from Pejrup
et al. (1997) and Pedersen and Bartholdy (2006) for the four
northernmost tidal areas in the Wadden Sea (Lister Tief,
Juvre Dyb, Knude Dyb and Grådyb) covering an area of
855 km2 including salt marshes, shows an accumulation of
ﬁne-grained material of 230,000 t year−1 of which 64 % is
derived from the North Sea, 14 % from primary production,
12 % from local rivers, 9 % from coastal erosion and 1 %
from atmospheric deposition.
Once deposited on the salt-marsh surface, the ﬁne-grained
sediment consolidates due to autocompaction (e.g. Cahoon
et al. 1995, 2000). This process causes the bulk dry density
to vary from the top layer downwards as a logarithmic
increasing function (Bartholdy et al. 2010a). Because of this,
it can be misleading to measure salt-marsh accumulation by
means of level/thickness change alone. Bartholdy et al.
(2010a) showed that on the Skallingen back-barrier marsh in
the Danish Wadden Sea, a constant accumulation
(weight/area/time) can give half of its initial value of
accretion (thickness change/time) after about 70 years of
sedimentation (Fig. 9.10).
Sand is also found in salt marshes. Most of it is mobilised
from adjacent sandy tidal flats and deposited on the salt marsh
during storms. Not many direct measurements have been
carried out on the effects of a storm surge on sediment
transport. On 3–4 December 1999 during a storm surge at the
back-barrier marsh of Skallingen, the suspended sediment
concentration (SSC) on the intertidal flats increased from 10
to 200 mg l−1, and the mobile layer of the intertidal flat was
removed. The estimated sediment deposition on the salt marsh
was 0.15 mm. This is only about 50 % higher than that of a
previously monitored storm, and corresponds to <10 % of the
annual deposition at the site (Bartholdy and Aagaard 2001).
These authors concluded that the effects of storms on depo-
sition depend on the season as well as the sequence of pre-
vious import and high-energy events. One extreme periodic
storm can be of less importance for annual variations in
salt-marsh deposition than more frequent minor surges (Bar-
tholdy and Aagaard 2001; Bartholdy et al. 2004). During deep
storms, flooding wave energy may be too strong to be affected
by the local vegetation structure and hence prevent settlement
of sediment, or may even cause erosion (Silva et al. 2009).
Apart from the quantity of material deposited during storm
surges, its composition may also be affected. The occurrence
of storms can be reflected in the grain-size distribution of the
deposited sediment (Allen 2000). The occurrence of dated
thin sand layers at the back-barrier marsh of Schiermonnikoog
(Netherlands), suggests that storms capable of depositing
sand in the marsh occur about every decade (De Groot et al.
2011). Storm-related coarse-grained layers and sand deposits
may occur at various locations within a salt marsh. At the
back-barrier marsh of Schiermonnikoog, sand layers occur on
20 % of the marsh area and are partly associated with the local
sources of the sand (i.e. marsh creeks, the salt-marsh edge and
washovers). In total, sand layers contribute less than 10 % of
the volume of marsh deposits on Schiermonnikoog (De Groot
et al. 2011). The back-barrier marsh of Skallingen contains
about 15 % sand (Bartholdy 1997). Deposition of sand layers
after storm surges has also been reported from intertidal flats
and salt marshes in the Leybucht on the mainland coast of
Germany (Reineck 1980).
Fig. 9.10 Autocompaction in a salt marsh deposition on top of an
incompressible sand flat. The accumulation rate is a constant 1.7 kg
m−2 year−1. The semi-horizontal lines represent yearly locations of
former salt-marsh surfaces in the sediment column. The left-hand end
of these lines represents the salt-marsh surface location above the sand
flat at the year of deposition. After ﬁve years of deposition, the
salt-marsh thickness above the sand flat is 2.19 cm. The two red lines
represent years where the salt marsh was marked by a tracer. As it
appears ﬁve years of deposition also add 2.19 cm on top of the marker
horizon; but because of compaction the absolute level increase of the
salt-marsh surface, 70 years after deposition, is only about half of this
amount, 1.14 cm (after Bartholdy et al. 2010a)
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9.4.2 Effects of Climate Change
9.4.2.1 Sea-Level Rise
Studies on the development of salt marshes in relation to
climate change almost exclusively deal with their ability to
survive different SLR scenarios. As a rule, the critical level for
salt-marsh survival is taken to be close to the mean high tide
(MHT) level, usually considered as the level describing the
border between the pioneer zone and the lower marsh (see
Fig. 9.16 in Sect. 9.6). Assessments of salt-marsh survival
are normally based on accretion models built on the basis of
the continuity equation for salt-marsh sedimentation (e.g.
Allen 1990). French (1993) added different types of
semi-empirical equations of deposition, usually based on
either a constant characteristic concentration of suspended
sediment in the flooding water or concentrations positively
correlated with the MHT level (e.g. Temmerman et al. 2003;
Bartholdy et al. 2004). The organic component of salt marshes
in the Wadden Sea is usually 10–20 %, of which the major
part is deposited together with the mineral part of the sedi-
ment. An additional source of organic material, the so-called
belowground production, is small and either incorporated in
the model calibration or added as a constant value.
French (1993) estimated the organic contribution to
accretion for a British salt marsh to be about 0.2 mm year−1.
Running this type of model for the Skallingen back-barrier
marsh, sedimentation was shown to correlate with the North
Atlantic Oscillation (NAO) winter index which explained
about 63 % of the variation in the period 1970–1999 (Bar-
tholdy et al. 2004). Using an improved version of the model,
Bartholdy et al. (2010b) modelled the distribution of
salt-marsh sedimentation on the Skallingen back-barrier
marsh (Fig. 9.11) and analysed its vulnerability to different
SLR scenarios. This type of assessment is either based on a
balance between SLR and salt-marsh accretion or on identi-
fying the SLR during which the salt marsh will survive a
certain number of years. The latter approach is most common,
as the time it takes to reach a genuine balance can be unreal-
istically long for a constant SLR scenario (e.g. Fig. 9.12). It
was found for the Skallingen salt marsh that for the next
100 years, the salt marsh could survive a SLR of about
4 mm year−1 while a SLR of 6 mm year−1 would drown the
inner part, and the outer part—the salt-marsh edge—would
just survive. For a salt marsh further south on the German
island of Sylt, Schuerch et al. (2013) found a similar although
considerable largermean SLR of close to 20 mm year−1. Both
values are considered realistic for Wadden Sea salt marshes.
Predictions of this type depend primarily on the amount
of sediment available in the close vicinity of the salt marsh,
and this can vary considerably from place to place. This
parameter can also vary in time, and represents the most
obvious source of error in such assessments. As all models
Fig. 9.11 Distribution of the
typical deposition of suspended
sediment in flooding water over
the Skallingen back-barrier marsh
at a high water level of 1.3 m
Danish Normal Nul DNN (with
about 0.5 m of water inundating
the salt marsh). This level is the
most effective high water level in
terms of both frequency and
concentration in relation to
salt-marsh deposition. The map is
superimposed on an aerial photo
visible outside the modelled area
and in the salt-marsh creeks (after
Bartholdy et al. 2010b)
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are based on a calibration related to actual conditions, they
will not make correct predictions of salt-marsh sedimenta-
tion if the sediment supply should for whatever reason
change over time. The above-mentioned results, however, do
not indicate any immediate threat to Wadden Sea salt mar-
shes in general, including back-barrier marshes and main-
land marshes. Slow-growing marshes such as that on the
Skallingen peninsula, may become threatened in 50 years or
so if SLR accelerates to much over 5 mm year−1.
9.4.2.2 Wind Climate
In addition to sediment availability, sediment dynamics (and
thus ultimately changes in for example, wind climate) can
also play an important role in salt-marsh sedimentation.
A major feature related to this is illustrated by the difference
between theWadden Sea and similar areas on the east coast of
the USA. Both areas are subject to salt-marsh formation but
the salt marshes are very different. In the Wadden Sea, live-
stock can graze on salt marshes in summer, something which
is impossible in the soft mud of the salt marshes in Georgia,
for example. The reason for this is the wind-tide effect which
is present in the Wadden Sea and absent in Georgia. Because
of this, salt marshes in the Wadden Sea quickly grow higher
than the highest astronomical tide (HAT), something that
never happens in Georgia (Bartholdy 2012). The dry ﬁrm
summer salt-marsh areas above HAT in the Wadden Sea,
therefore appear totally different from the frequently inun-
dated, soft and unsuitable for livestock-grazing salt marshes
of Georgia. The two salt-marsh types can therefore be
regarded as occurring at opposite ends of a continuum of
salt-marsh types directly affected by climate change in terms
of changes in wind climate.
9.5 Estuaries: Geomorphology
and Sediment Transport
Stijn Temmerman
9.5.1 General Properties
Major estuaries around the North Sea include the Western
Scheldt (Belgium and the Netherlands), Eastern Scheldt (the
Netherlands), Ems-Dollard (the Netherlands and Germany),
Weser (Germany), Elbe (Germany), Firth of Forth (UK),
Humber (UK), and Greater Thames (UK). Although historic
human modiﬁcation of these estuaries is very important (see
Sect. 9.5.2), their geomorphology is generally characterised
by an overall funnel-shaped, landward converging form,
including landforms such as subtidal channels, sub- and
intertidal sandy shoals or bars, intertidal mudflats and
intertidal marshes (ranging from salt, brackish to freshwater
tidal marshes) (Fig. 9.13) (Seminara et al. 2001; Prandle
2004; Dronkers 2005; Van Maanen et al. 2013). In the most
downstream, wider part of the estuaries the subtidal channel
system often comprises multiple channels, including flood
and ebb channels, which develop as a consequence of the
Fig. 9.12 Modelled salt-marsh level at the Skallingen back-barrier
marsh minus the highest astronomical high tide level (HAT) for
different sea-level rise (SLR) scenarios. A difference between the two of
−0.5 m represents the mean high tide level, and is regarded as the lower
limit for salt-marsh growth. The start time of 100 years is chosen
because the salt marsh is about 100 years old. a Conditions charac-
teristic of the central section of the back-barrier marsh. b Conditions
characteristic for the area close to the salt-marsh edge (Bartholdy et al.
2010b)
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semi-diurnal alternating flood and ebb flow directions and
inertia in the water movement (Fig. 9.13). More upstream,
estuarine channel width and depth decrease and the multiple
channel system generally converges towards a single chan-
nel system. Branching channel networks typically develop
where extensive intertidal flats and marshes are tidally
flooded and drained (Fig. 9.13). The most downstream
section may transition into a back-barrier tidal lagoon system
such as in the Wadden Sea area (e.g. Ems-Dollard, Weser,
Elbe) with back-barrier marshes.
The coarse-grained bedload transport is most intense in
the subtidal channels and therefore is most determining for
the morphodynamic evolution of these channels, while the
suspended sediment is more important for the evolution of
the intertidal mudflats and marshes. As a consequence of
(1) the tidal pumping of sediments, (2) estuarine circulation
due to stratiﬁcation or partial mixing of salt seawater and
fresh river water, and (3) settling and scour lag effects as
described for the Wadden Sea (see also Sect. 9.4), the more
downstream part of estuaries is generally dominated by a net
landward transport of sediments of a marine origin; while in
the most upstream part of estuaries there is an input of ter-
restrial sediments through rivers that discharge into the
estuary. As a consequence of these converging sediment
transport directions, and in combination with flocculation
processes, the SSC typically reaches a maximum in the
so-called estuarine turbidity maximum (ETM) zone
(Fig. 9.14) (e.g. Dyer 1997). The existence of an ETM is
well-documented for most estuaries in the North Sea region
(e.g. Uncles et al. 2002), and may have important implica-
tions for the estuarine ecosystem, because turbidity controls
the depth of light penetration into the water column and
thereby the potential limitation of primary production by
phytoplankton if turbidity is too high (e.g. Cloern 1987).
Furthermore, the SSC determines the capacity of intertidal
mudflats and marshes to grow with SLR by sediment
accretion (more details in Sect. 9.5.3.1).
The SSC may also depend on sediment surface stability
depending on biological controls. These can be divided into
biostabilisation and biodestabilisation, with sediment surface
stability ultimately dependent on the balance between the
Fig. 9.13 Typical example of a North Sea estuary, the Scheldt estuary,
SW Netherlands and Belgium. a General location. b Bathymetry of the
most downstream section of the estuary (up to the Dutch-Belgian
border). Red areas indicate intertidal flats and marshes; yellow and blue
areas indicate subtidal areas; darker blue indicates deeper areas. Flood
and ebb channels are indicated with red and black arrows, respectively.
Note as for almost all estuaries around the North Sea, human
modiﬁcation of the estuary is important mainly due to large historical
embankments of intertidal areas (around 100,000 ha over the last
1000 years) and channel dredging (deepening of sills between the
North Sea and port of Antwerp)
Fig. 9.14 Time-averaged longitudinal variation in suspended sedi-
ment concentration (SSC) along the Scheldt estuary, calculated from
monthly monitoring data for 1996–2001, showing the presence of an
Estuarine Turbidity Maximum (ETM) zone at around 100 km from the
estuary mouth in the North Sea. Error bars represent the 10th and 90th
percentiles of all SSC measurements at a station (after Temmerman
et al. 2004)
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two competing sets of processes. This balance varies spa-
tially, both vertically within the tidal frame and horizontally
along the estuarine salinity gradient, and temporally, on
seasonal, interannual and perhaps longer timescales. These
patterns have implications for estuarine morphology; strong
biostabilisation will lead to a flatter proﬁle because flood and
ebb tidal pulses will be less effective on intertidal flat sur-
faces. Conversely, destabilisation will lead to lower critical
shear stresses for erosion and thus result in steeper proﬁles.
In general, biostabilisation is associated with microorgan-
isms and biodestabilisation with a benthic macrofauna. Thus,
for the Humber estuary (UK), Wood and Widdows (2002,
2003) developed a simple (if unvalidated) cross-shore model
incorporating biostabilisation (in the form of chlorophyll
a content) and bioturbation (from the burrowing bivalve
Baltic tellin Macoma balthica). The model suggests that the
erosion or deposition driven by natural fluctuations in biota
densities are as large as the changes caused by variations in
tidal range and currents over a spring–neap cycle or are
equivalent to a doubling of the external sediment supply.
Seasonal variations in the density of stabilising diatoms can
alter the magnitude of net deposition by a factor of 2 and
interannual changes in Macoma balthica density change
deposition by a factor of 5. In a UK climate change scenario,
milder winters result in lower springtime recruitment of
Macoma, leading to lower rates of bioturbation at
mid-intertidal levels and lower sediment supply to the upper
intertidal zone and its fringing salt marshes (Wood and
Widdows 2003).
Using the same two biotic groups, Paarlberg et al. (2005)
extended Wood and Widdows (2002) approach, showing
that changes in bioturbation and stabilisation by microphy-
tobenthos can potentially alter the mud content and elevation
(by 5–10 cm) of shoal banks in the Western Scheldt estuary
(Netherlands). In fact, ﬁeld observations in the Western
Scheldt estuary show that two stable sedimentological states
are present at intermediate levels of bed shear stress, either a
bare surface with low silt content or a high silt content
supporting a high density of diatoms. This bimodal pattern
results from the feedback links between the biota and silt
content. Diatom growth rates are enhanced by the nutrients
present in silt-rich sediments and diatom resuspension falls
as diatom density increases, favouring the accumulation of
silts. Loss of diatom cover sets this dynamic in reverse (Van
de Koppel et al. 2001).
9.5.2 Human Impacts
Human impacts on estuarine geomorphology are particularly
signiﬁcant in the North Sea region. A general phenomenon
is the historical reclamation of intertidal flats and marshes in
many estuaries, since Medieval and even Roman periods. As
a result the present-day area of intertidal flats and marshes is
only a tiny fraction of the original area. For example, in the
Western Scheldt estuary around 100,000 ha of intertidal
areas—mostly marshes—have been reclaimed by seawall
building since 1200; nowadays only around 2800 ha of
marshes and 8000 ha of intertidal flats (i.e. 10 %) remain
(Meire et al. 2005). Apart from the direct impact on the
reclaimed land, the geomorphology of the remaining estuary
will also react. The large reduction in intertidal areas may
considerably reduce the volume of an estuary and hence its
tidal prism (the volume of water within the estuary between
high and low tides). Due to the reduced tidal prism and tidal
currents, the long-term response of the estuary is that
channels may ﬁll with sediments and remaining intertidal
mudflats in front of the seawalls may silt up promoting the
succession towards marshes (e.g. Townend 2005). Extreme
cases exist where progressive historical land reclamation
resulted in a cascading effect and almost complete silting up
and disappearance of the estuary (e.g. Zwin estuary towards
Bruges, Belgium). In other cases, estuaries are still
responding to historical land reclamation and estuarine
sediment inﬁlling may be expected to continue over coming
decades. In still more cases, other processes may have
compensated for the loss of tidal prism and land reclamation
may not induce as much estuarine sediment inﬁlling. As De
Swart and Zimmerman (2009) concluded in an extensive
review, interactions between intertidal and channel mor-
phodynamics are complex and still not fully understood.
More recent human impacts include the dredging and
canalisation of estuarine channels, because many estuaries in
the North Sea region provide access to major harbours,
including the ports of Rotterdam (Rhine-Meuse), Antwerp
(Western Scheldt), and Hamburg (Elbe). Channel deepening
reduces hydraulic friction, while land reclamation reduces
the water storage capacity of estuaries. As a combined effect
tidal penetration has increased in many estuaries (e.g. Frie-
drichs and Aubrey 1994). An increase in tidal range may
increase the stirring of ﬁne-grained sediments and so
increase SSC towards highly turbid conditions, such as
observed in the Ems estuary (e.g. Van Leussen 2011).
Other human impacts since the 1950s include the build-
ing of flood defence structures, such as storm surge barriers
(e.g. Eastern Scheldt barrier; Thames barrier) and even the
complete closure of estuaries by dams (e.g. Dutch Delta
works). In the Eastern Scheldt estuary, the storm surge
barrier seriously affects the sediment budget: as the tidal
prism is reduced, the channels tend to ﬁll in, but because
marine import of sediments is restricted by the storm surge
barrier, the intertidal flats inside the estuary experience
erosion and sediments are redistributed towards the
channels.
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9.5.3 Future Expectations
9.5.3.1 Sea-Level Rise
Aspects of climate change that are expected to affect the
geomorphology of estuaries include accelerated SLR,
increased storminess, and increased fluctuations in fresh-
water discharge. SLR is of particular concern for the geo-
morphology and ecology of intertidal flats and marshes. In
some parts of the world (e.g. Mississippi Delta; Chesapeake
Bay; Venice Lagoon), sediment accretion rates are not
enough to compensate for relative SLR (i.e. eustatic SLR
combined with local land subsidence), which has resulted
over the last century in extensive die-back of marsh vege-
tation and conversion of marshes and mudflats into open
water (e.g. Kearny et al. 2002). A recent study combining
ﬁve state-of-the-art models of marsh sedimentation in
response to SLR, revealed that marshes with a low tidal
range and low SSC (<20 mg l−1) are especially at risk from
submergence by average SLR projections (Kirwan et al.
2010). Based on Fig. 9.15, and given the large tidal ranges
(2–6 m) and generally high SSC values (mostly >20 mg l−1
and up to several hundreds of milligrams per litre) for
estuaries around the North Sea, the risk of marsh submer-
gence by SLR is low for the coming century. For example,
for the Western Scheldt estuary (average SSC *40 mg l−1;
mean tidal range *4 m), marshes are expected to drown in
the long term only if the rate of SLR increases to 50 mm
year−1, which is far more than expected by 2100 (Tem-
merman et al. 2004). In theory, SLR may also affect estu-
arine sediment regimes, as it may increase the landward
penetration of tides and hence of the ETM, but only if
morphodynamic changes in the estuary are assumed to be
zero; however, estuarine morphodynamic changes and
human impacts are likely to exert much more control over
estuarine sediment regimes than SLR.
9.5.3.2 Storms
Although the precise effects of climate warming on
increasing frequency and intensity of storms is subject to
debate in the scientiﬁc literature, there is growing consensus
that climate warming is expected to increase the intensity of
extreme tropical and extra-tropical storms for many coastal
areas worldwide (e.g. Knutson et al. 2010), including the
North Sea (e.g. Knippertz et al. 2000; Leckebusch and
Ulbrich 2004; Donat et al. 2010). Increasing storminess may
have geomorphological effects as wind waves during storms
may affect erosion and sedimentation processes, especially
on intertidal flats and along marsh edges (e.g. Callaghan
et al. 2010 and see Chap. 18). Wind waves are most
important in the seaward, wider parts of the estuaries, where
water surface and wind fetch length are longer so that higher
storm waves can be generated, while in the more landward,
smaller parts of the estuaries smaller wind waves are
expected. For several North Sea estuaries, including the
Greater Thames area (UK) and the Western Scheldt estuary
(Netherlands), lateral erosion of the edges of intertidal flats
and marshes has been reported and partly attributed to wind
wave erosion (e.g. Van der Wal and Pye 2004; Van der Wal
et al. 2008), which might increase with increasing storminess
due to climate change. However, these studies also high-
lighted that the wind-wave climate is not the only variable
explaining the patterns and rates of lateral marsh erosion, but
that other factors also play a major role, including the
larger-scale morphodynamic changes in estuarine channel
position, which may be affected by human impacts such as
dredging and disposal of sediments (e.g. Cox et al. 2003).
Several studies also address the role of self-organising
mechanisms, driven by feedbacks between marsh vegetation,
sediment deposition and erosion, and wave hydrodynamics,
leading to cycles of lateral marsh extension and lateral marsh
erosion, that are not solely driven by external forcing factors
such as storminess (Van de Koppel et al. 2005; Chauhan
2009; Mariotti and Fagherazzi 2010).
Fig. 9.15 Predicted threshold rates of sea‐level rise, above which
marshes are replaced by subtidal environments as the stable ecosystem.
Each line represents the mean threshold rate (±1 SE) predicted by ﬁve
models as a function of suspended sediment concentration and spring
tidal range. The hatched line denotes thresholds for marshes modelled
under a 1 m tidal range (pink), a 3 m tidal range (blue), and a 5 m tidal
range (green). For reference, examples have been included (denoted
with square markers) of marshes worldwide in estuaries with different
rates of historical sea‐level rise, sediment concentration, and tidal
range. (PIE Plum Island Estuary, Massachusetts; PAS Pamlico Sound,
North Carolina; BCQ Bayou Chitique, Louisiana; NIE North Inlet
Estuary, South Carolina; SCH Scheldt Estuary, Netherlands; PCM
Phillips Creek Marsh, Virginia; OOB Old Oyster Bayou, Louisiana)
(after Kirwan et al. 2010)
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9.5.3.3 Precipitation
According to the latest IPCC assessment, winter precipita-
tion (October–March) in central and northern Europe (in-
cluding the North Sea region) could be up to 40 % higher
than present-day by 2100 (this value includes the 5th to 95th
percentiles of precipitation projections for all IPCC scenar-
ios) (Van Oldenborgh et al. 2013). For summer (April–
September), climate models project a change in precipitation
of −10 % to +20 % by 2100. Although the range of pro-
jections is quite large, the IPCC projections clearly suggest a
future increase in precipitation during winter, with a smaller
increase or even a slight decrease, during summer. Larger
fluctuations in freshwater river discharge may affect the
terrestrial sediment supply to estuaries. More intense rainfall
events, especially during winter, may induce larger soil
erosion events within the river catchment of estuaries (e.g.
Poesen et al. 2003), and so may increase the terrestrial
sediment supply to estuaries, potentially contributing to
higher SSC values in the ETM zone (see also Chaps. 11 and
13). However, it should be emphasised that in terms of
runoff and sediment supply to estuaries and the coast, human
impacts such as changes in land use within the river catch-
ment of estuaries are often as important as or even more
important than changes in precipitation (Syvitski et al.
2005).
9.5.3.4 Human Impact
It must be stressed that human impacts such as channel
deepening for harbour accessibility and flood defence and
shoreline protection structures on geomorphology and sedi-
ment transport in estuaries are very likely to continue over
the coming decades, and may dominate, exacerbate or
compensate for the potential impacts of climate change.
Channel deepening is likely to exacerbate the increase in
tidal range and landward tidal wave penetration over coming
decades, increasing risk of sediment resuspension and a
potential shift towards hyper-turbid conditions such as
happened in the Ems estuary in the Netherlands over past
decades (Winterwerp 2011). One particular example of
mitigation of climate and human-induced impacts is the
conversion and restoration of formerly reclaimed land into
intertidal flats and marshes in the UK (so-called managed
coastal realignment schemes, such as in the Humber and
Blackwater estuaries) (French 2006b) and Belgium (the
Sigma plan in the Scheldt estuary) (Maris et al. 2007). Other
types of ecosystem-based adaptation to climate change (‘soft
engineering’), that are starting to be implemented, include
the creation of oyster reefs and sand supply on tidal flats
such as in the Eastern Scheldt estuary (e.g. Temmerman
et al. 2013). Although such schemes provide multiple ben-
eﬁts in the form of ecosystem services (see E-Supplement
S9) (e.g. flood storage, erosion protection, water quality
regulation, carbon sequestration, ﬁsheries production),
societal opposition against conversion of reclaimed land into
intertidal flats and marshes may be important and effects on
changing tidal conditions in the estuary must be considered
(see Temmerman et al. 2013 for a review).
In the Scheldt estuary, up to 3000 ha of historically
reclaimed land are designated for conversion into flood-
plains, of which about 1500 ha are tidal marshes (Broeckx
et al. 2011). The new intertidal areas have two objectives: to
store extra water and attenuate landward propagating storm
surges, thus reducing flood risk in the hinterland; and to
provide ecosystem services such as water quality improve-
ment and habitat restoration. Effects on the sediment budget
of the estuary may also be expected (Maris et al. 2007). For
example, in the Belgian part of the Scheldt estuary, the tidal
marsh area is expected to increase from around 420 ha at
present to almost 2000 ha by 2030. A pilot project showed
that sediment accretion processes are already occurring in
the newly created marshes at rates (per surface area) com-
parable to those on natural marshes (Vandenbruwaene et al.
2011), and so the completion of the whole marsh restoration
scheme could reduce the risk of increasing SSC and turbidity
within the estuary. Similar tidal marsh creation projects on
formerly embanked land have been realised over the last few
years and are planned for the near future in other estuaries
around the North Sea, in particular in the Humber and
Greater Thames estuaries (UK), where this management
approach is called ‘managed coastal realignment’ (e.g.
French 2006b; Turner et al. 2007).
The positive outcome of this management approach of
tidal marsh creation on formerly reclaimed land should
stimulate the wider implementation of this approach in other
estuaries around the North Sea as a sustainable and
cost-effective manner to mitigate climate- and human-
induced impacts.
9.6 Salt Marshes
Jan P. Bakker
9.6.1 Distribution and Dynamics
Salt marshes occur along an elevational gradient from the
intertidal flats to middle and high marsh with an associated
change in the composition of the vegetation (Fig. 9.16).
Vegetation-sedimentation feedbacks are only one of the
many potentially important interactions (Fig. 9.17) (Nolte
et al. 2013a). The main external controls of sediment
deposition are sea level (hydroperiod) and sediment supply.
The latter is strongly related to the SSC. Interactions
between the physical and biological features of salt marshes
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are also important. The accumulation of plant biomass can
play an influential role in sediment deposition. Human
impacts such as ditching or management practices such as
livestock grazing (and then soil compaction) can also affect
processes related to hydrodynamics, vegetation composition,
and sediment deposition.
Although many salt marshes tend to have a ‘natural’
appearance, some along the mainland coast result from
human interference. Salt marshes emerged about 2500 years
BP after the last glacial period. Apart from small-scale
embankments from the Roman period onward, most of the
coastline became protected by seawalls about 1000 AD, thus
reducing brackish marshes further inland and disconnecting
them from the salt marshes. Peat reclamation along the
coastline and subsidence behind the seawalls combined with
sudden falls in the human population due to disease in the
Medieval period, made the embankments vulnerable to
attack by the sea. This resulted in societal collapse and a
subsequent inability to maintain the seawalls that protected
the embankments (Wolff 1992). This resulted in embay-
ments such as the Lauwerszee, Dollard (the Netherlands),
Leybucht (Germany), and subsequent new salt-marsh
development. In past centuries, extensive areas of salt
marsh have been embanked for coastal protection and agri-
cultural exploitation (Dijkema 1987). Currently, a decline in
the pioneer zone and increase in the high marsh zone in the
Wadden Sea has been reported (Esselink et al. 2009). Since
the 1960s it has not been economically viable to embank salt
marshes for agricultural use (Wolff 1992). Accidental
de-embankments after storm surges have occurred since the
19th century, and deliberate de-embankments in
north-western Europe since the 1990s (Esselink et al. 2009).
In terms of their future survival, it is important to understand
the extent to which salt marshes can keep pace with the
projected acceleration in SLR. An extreme episodic storm
surge may destroy the vegetation at the marsh edge and
cause the formation of a cliff (Van de Koppel et al. 2005).
Feedbacks between sediment, vegetation and wave hydro-
dynamics may result in the formation of new marshes (see
Sect. 9.5.3.2). Estuarine marshes in south-east England
suffer from erosion. An overview of erosion rates revealed a
net loss in area between 1973 and 1998 of about 1000 ha, or
33 %. Recent erosion rates (1988–1998) have been slower
however (Cooper et al. 2001) and the area covered has
recently (2006–2009) increased, resulting in a loss of ‘only’
750 ha since 1973 (Phelan et al. 2011).
Lateral erosion can result in a narrowing of salt marshes,
or coastal squeeze (Wolters et al. 2005a), particularly in the
case of a short foreshore (Bouma et al. 2014) (see also
Chap. 18). The potential loss of salt-marsh area through
erosion from the seaward edge appears unrelated to the
sedimentation processes in the salt marsh itself, but is
determined by sedimentation in the pioneer zone, thus
allowing dynamic rejuvenation of the lower salt marsh
(Boorman et al. 1989; Dijkema et al. 2010), as in the case of
a wide foreshore (Bouma et al. 2014). A wider foreshore will
Fig. 9.16 Zonation of salt marshes in relation to the duration and
frequency of tidal flooding and marsh elevation for the western German
Wadden Sea. On back-barrier marshes the seawall is replaced by dunes
(modiﬁed after Erchinger 1985). Eelgrass Zostera spp., glasswort
Salicornia spp., common cordgrass Spartina anglica, seaside alkali
grass Puccinellia maritima, sea purslane Atriplex portulacoides, red
fescue Festuca rubra, sea couch Elytrigia atherica are the dominant
plant species. They may be replaced by other species in the northern
North Sea region. Wind flood (Windflut) is deﬁned as 92 cm + MHT,
storm flood (Sturmflut) as 198 cm + MHT, hurricane flood (Orkanflut)
as 275 cm + MHT. During a period of 20 years, they occur n  10
times, 10 > n  0.5, and 0.5 > n  0.05, respectively, in the western
German Wadden Sea (Niemeyer 2015)
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inherently offer more space for intertidal ecosystems.
Moreover, a wider foreshore will generally have weaker
wave energy gradients than a narrower foreshore, thereby
making it easier for epibenthic ecosystems to establish. As a
result, both the maximum and minimum widths of an
intertidal habitat will have a positive relationship with the
size of the foreshore (Fig. 9.18). Self-organisation of this
type is enhanced by the wave reduction of up to 60 %
attributed to vegetation compared to bare soil (Möller et al.
2014). Sea-edge erosion may result in large-scale cliff ero-
sion. If cliff erosion is not prevented by groynes, marshes
established from sedimentation ﬁelds may disappear in the
long term (Dijkema 1994).
The area covered by salt marshes in the North Sea region
has increased following accidental de-embankments after
breaching of the seawall or summerdike during storm surges,
such as occurred in 1953. Accidental de-embankments took
place at 35 sites in north-western Europe before 1991. After
1991, deliberate de-embankment took place at 29 sites, and
there are plans to increase this number. The de-embanked
sites ranged from less than 1 ha to over 500 ha. The total
area amounted to more than 5600 ha (Wolters et al. 2005b).
Half of the deliberate de-embankments were carried out for
habitat restoration and a quarter for flood defence (see
E-Supplement S9 for ecosystem services) (Fig. 9.19).
Past SLR is not the same along the entire coastline of the
North Sea, nor is it constant over time (Table 9.1 in
Sect. 9.2.3.1). Global mean SLR was about 1.7 mm year−1
for the 20th century as a whole, but was higher at about
3 mm year−1 over the last two decades. These data hold for
most of the European coasts, but with variations due to local
land movement, either positive or negative (EEA 2012).
Mean SLR for the North Sea region over the past 20 years1 is
1.4 ± 0.4 mm year−1. A recent analysis of data from Dutch
Fig. 9.17 Factors affecting sedimentation and accretion processes in coastal marshes. The letters A, B, C, and D indicate the main factors
considered in the review (after Nolte et al. 2013a)
1http://ibis.grdl.noaa.gov/SAT/SeaLevelRise/slr/slr_sla_nrs_free_all_
66.pdf.
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tidal stations does not show an acceleration in SLR between
1990 and 2010 (Dillingh et al. 2012). SLR can be affected by
vertical land movement. This varied from −1.3 to 0.1 mm
year−1 over the period 1843–2009 in the German Bight (Wahl
et al. 2011) and from −1.1 to −0.5 mm year−1 in the English
Channel through the 20th century (Haigh et al. 2011).
Not only has mean SLR changed over time, but MHT has
also varied in different locations and over different periods
(Table 9.2). For a given area, the rate of change in MHT was
sometimes higher that SLR, sometimes lower, or was even
negative.
9.6.2 Sedimentation and Accretion
in Intertidal Marshes
Whether coastal marshes can cope with accelerated SLR
depends on the change in surface elevation, which in turn
depends on availability of sediment (SSC), over marsh tidal
events, and autocompaction. These interact with plant bio-
mass and exploitation of salt marshes by livestock grazing
(Fig. 9.17). Rates of surface elevation change (SEC) of a
broad sample of allochthonous marshes in north-western
Europe and North America range from a few millimetres per
year to several centimetres per year. There is no obvious
trend with tidal range, but the envelope of variability is
wider at larger tidal ranges. The sites included no evidence
for SEC deﬁcit (i.e. the difference between rates of SEC and
SLR) with the exception of a single system (French 2006a).
Accretion and SEC are both often expressed as an aver-
age for a given area, including a range on individual mea-
surements. Salt marshes along the mainland coast of the
North Sea region reveal higher rates of accretion or SEC
than those on barrier islands (Table 9.3).
Fig. 9.18 Schematic illustration of the relation between foreshore
dimensions and the maximum and minimum widths of an intertidal
ecosystem with wave-attenuating aboveground (epibenthic) structures.
The maximum and minimum widths relate to the borders reached by
intertidal ecosystems with cyclical dynamics: the minimum width is the
size of the ecosystem that will maintain, whereas everything between
the maximum and minimum will vary over time. A sufﬁciently wide
foreshore is important to enable epibenthic intertidal ecosystems to go
through natural cycles of decay and re-establishment (cf. Van de
Koppel et al. 2005), without experiencing coastal squeeze. On a narrow
foreshore, re-establishment of degrading epibenthic ecosystems may be
hampered by gradients in wave energy that are too strong (Bouma et al.
2014)
Fig. 9.19 Timing and causes of salt marsh de-embankment by
country. a habitat creation or restoration; b flood defence; c gaining
experience; d unknown (Wolters et al. 2005b)
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Data on the age of salt marshes in Table 9.3 are not often
available. In contrast, age data are available for back-barrier
marshes and these indicate decreasing SEC with increasing
age of the marsh (Van Wijnen and Bakker 2001). SEC was
2.5 mm year−1 on a marsh of up to 15 years in age, around
1.5 mm year−1 on a marsh of 30 years in age, and around
0 mm year−1 on a marsh of 100 years in age (Fig. 9.20).
Decreasing SEC in older marshes may indicate autocom-
paction (see Sect. 9.4).
In addition to regional differences in SEC, there are also
local differences from high marsh to intertidal flats. At the
barrier island of Langli, Denmark, an accretion rate of
−1 mm year−1 (2001–2009) was recorded on the high marsh
and 0.5 mm year−1 on the low marsh (Kuijper and Bakker
2012). On the mainland marsh of the Dollard estuary in the
Netherlands, the accretion rate was 9–16 mm year−1 at
10 cm + MHT and 0–8 mm year−1 at 55 cm + MHT over
the period 1984–1991 (Esselink et al. 1998). Plots at 20–
60 cm + MHT revealed a SEC of 5–9 mm year−1, while
plots at 70–80 cm + MHT showed only 1 mm year−1 for
the period 1996–2009 in the mainland marsh of Hamburger
Hallig on the German coast. Rates of accretion or SEC were
generally higher near the salt-marsh edge in both mainland
and back-barrier marshes (Table 9.4). However, this was not
found at the southern side of Hamburger Hallig, indicating
strong local differences (Stock 2011). Rates were higher on
mainland marshes than back-barrier marshes (see also
Table 9.3).
The rate of accretion also declines away from creeks and
ditches in the mainland marshes of the Dollard; 15 mm
year−1 next to a creek and 2 mm year−1 (over 1984–1991) at
20 m from the creek at a distance of 750 m from the marsh
edge (Esselink et al. 1998). Apparently water with very little
sediment in suspension inundates the marsh far from the
Table 9.2 Regional variation in change in mean high tide (MHT) within the North Sea region
Area Change in MHT, mm year−1 Period Source
Wadden Sea 2–2.5 1950–2000 Oost et al. (2009)
Germany–mainland 4.2 1965–2001 Jensen and Mudersbach (2004)
Germany–islands 3.5 1965–2001 Jensen and Mudersbach (2004)
Ameland, Netherlands 6 1963–1983 Dijkema et al. (2011)
0 1983–2010 Dijkema et al. (2011)
New Statenzijl, Dollard, Netherlands 5.7 1890–1910 Esselink et al. (2011)
1 1910–1954 Esselink et al. (2011)
6 1955–1983 Esselink et al. (2011)
−0.3 1983–2009 Esselink et al. (2011)
Table 9.3 Regional variation in mean rates of accretion (AC), surface elevation change (SEC) or a combination of the two on salt marshes in the
North Sea region
Area AC/SEC mm year−1 Period Source
Mainland
Friesland, Netherlands 11–29 SEC 1984–2010 Dijkema and Van Duin (2012)
Peazemerlannen, Netherlands 9–14 SEC 1996–2010 Dijkema and Van Duin (2012)
Groningen, Netherlands 8–14 SEC 1984–2010 Dijkema and Van Duin (2012)
Dollard, Netherlands 7–10 SEC 1984–2003 Dijkema and Van Duin (2012)
Schleswig-Holstein south, Germany 2–3 SEC 1998–2009 Suchrow et al. (2012)
Schleswig-Holstein north, Germany 5–9 SEC 1998–2009 Suchrow et al. (2012)
Hamburger Hallig, Germany 4–17 SEC 1996–2009 Stock (2011)
Back-barrier
Stiffkey, UK 6.5 AC/SEC 1995–1998 Cahoon et al. (2000)
Terschelling, Netherlands 1.3 AC/SEC 1995–1998 Van Wijnen and Bakker (2000)
Schiermonnikoog, Netherlands 0–3 AC/SEC 1995–1998 Van Wijnen and Bakker (2000)
Rømø, Denmark 2.6 AC 1980–2003 Pedersen and Bartholdy (2006)
Fanø, Denmark 2.8 AC 1980–2003 Pedersen and Bartholdy (2006)
Skallingen, Denmark 2.4 AC 1980–2003 Pedersen and Bartholdy (2006)
Skallingen, Denmark 1.4 AC/SEC 1995–1998 Van Wijnen and Bakker (2000)
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edge. Sediment trapping at the marsh edge is enhanced by
plants causing wind wave attenuation (Möller 2006).
Data from a broad sample of allochthonous marshes in
north-western Europe and North America, reveal only weak
positive linkages between SSC and mean tidal range (French
2006a). Variability in SSC is dependent on the weather
conditions. In the eastern Wadden Sea in the Netherlands,
SSC of up to 100 mg l−1 was recorded during most tides,
but could increase to 800 mg l−1 during periods of strong
western winds (Kamps 1962). Elevated SSC due to wave
re-suspension correlates with strong westerly wind events.
These local meteorological events seem to overrule sea level
and tidal range (French 2006a). An increase in extreme sea
level during storm surges in the southern North Sea was
found over the period 1850–2000 (Weisse et al. 2012).
Wave activities can re-mobilise sediment, especially with
onshore winds. However, surges are not always accompa-
nied by strong onshore winds.
Spatial differences in accretion are also found. On the
levees, low marsh and depressions in the mainland marsh of
Peazemerlannen in the Netherlands, the rate of accretion was
higher during a period that included winter storms than
periods without (Nolte et al. 2013a) (Fig. 9.21). Most sedi-
ment originates offshore (see Sect. 9.4.1), the rest is mobi-
lised from adjacent intertidal flats during storms.
Measurements of SEC over six years along the mainland
coast of Friesland in the Netherlands, revealed many flood-
ings of the salt marsh with high tides plus storm surges
 0.90 m + MHT in the period 2002/03–2006/07. A posi-
tive relationship was found between the cumulative water
column per storm year above the salt marsh and annual SEC
for the high marsh (0.57–0.85 m + MHT) and low marsh
(0.24–0.34 m + MHT) (Fig. 9.22). Esselink and Chang
Fig. 9.20 Marsh surface elevation change at 40 cm + MHT in the late
1990s over a three-year period in salt marshes at various successional
stages on the ungrazed back-barrier marshes of Schiermonnikoog, the
Netherlands (open bars), Terschelling, the Netherlands (grey bar) and
Skallingen, Denmark (black bar). Different letters indicate signiﬁcant
differences (p < 0.05) (Van Wijnen and Bakker 2001)
Table 9.4 Average rates of accretion (AC) or surface elevation change (SEC) on salt marshes within the North Sea region, at different distances
from the salt-marsh edge
Area AC/SEC (mm year−1) distance to
edge
Period Source
Mainland
Dengie Peninsula, UK 22 (50 m) 11 (200 m) 1981–1983 Reed (1988)
Hamburger Hallig, Germany 17 (50 m) 4 (650 m) 1996–2009 Stock (2011)
22 (50 m) 1–2 (1000 m) 1995–1999 Schröder et al. (2002)
Schleswig-Holstein, Germany 8 (100 m) 4 (400 m) 1988–2009 Suchrow et al. (2012)
Dollard, Netherlands 12–16 (50 m) 2–5 (800 m) 1984–1991 Esselink et al. (1998)
Back barrier
Langli, Denmark 0.5 (50 m) −1 (150 m) 2001–2009 Kuijper and Bakker (2012)
Norfolk, UK 4.5 (50 m) 3.4 (200 m) 1986–1991 French and Spencer (1993)
Skallingen, Denmark 4.2 (50 m) 1.6 (750 m) 1948–1998 Bartholdy et al. (2004)
Fig. 9.21 Comparison of accretion rate using Sedimentation Erosion
Bar (SEB) measurements for 2 years and 15 years. Measurements took
place on levees, in the low marsh, and in basins at the Peazemerlannen
mainland salt marsh in the Netherlands. The two-year measurements
represent a period without winter storms (Nolte et al. 2013a)
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(2010) were able to separate years with various cumulative
water columns above the marsh. They found the SEC was
3.8 mm year−1 in the high marsh and 31.8 mm year−1 in the
low marsh in the period 2002–2005, but 4.6 mm year−1 in
the high marsh and 13.1 mm year−1 in the low marsh in the
period 2005–2007, which includes the storm surge of 1
November 2006 with a high tide of 2.4 m + MHT compared
to average high tides of MHT. Hence, Esselink and Chang
(2010) concluded that storm floods contribute strongly to
accretion of sediment, but that a hurricane flood does not
always result in extra accretion, and may even result in less
SEC at the low marsh.
A thick layer of very turbulent water during a hurricane
flood might prevent settlement conditions for sediment.
Vegetation plays an important role in the accretion of sedi-
ment. This was demonstrated in the estuarine Dollard salt
marshes in the Netherlands. Both vegetation density and
height positively affected accretion rates (Esselink et al.
1998).
9.6.3 Salt–Marsh Ecosystems
9.6.3.1 Plants and Natural Herbivores
Deposited sediment can contribute to SEC, it also contains
nitrogen. The nitrogen pool of the rooting zone of 50 cm is
positively correlated with the thickness of the clay layer
on back-barrier marshes (Olff et al. 1997). In turn,
N-mineralisation is positively related to the nitrogen pool
(Bakker et al. 2005).
Plant productivity on salt marshes is considered to be
limited by nitrogen. N-limitation on lower and higher mar-
shes was demonstrated in west-European salt marshes by
Jefferies and Perkins (1977). Nitrogen accumulates during
succession in the nitrogen pool of organic matter in the
increasing layer of sediment and decaying plants and roots,
and N-mineralisation increases with age of the marsh (Van
Wijnen et al. 1997). This can be enhanced by the current
high rates of atmospheric nitrogen deposition. Although the
quantity of plant biomass increases during succession, the
quality (more stems that are less palatable) decreases. Hence,
the numbers of small herbivores such as winter-staging
geese and resident hares and rabbits decrease during suc-
cession, after peaking in early successional stages (Van de
Koppel et al. 1996). These smaller herbivores need livestock
to facilitate for them (Bos et al. 2005).
9.6.3.2 Livestock Grazing
Livestock grazing on European salt marshes can be traced
back a couple of millennia (Davy et al. 2009). Older
back-barrier marshes are grazed by livestock as mainland
marshes. Traditionally many salt marshes were intensively
grazed by sheep or cattle (see E-Supplement S9 for ecosys-
tem services). As a result the majority of these marshes were
covered by an extremely short homogeneous vegetation of
seaside alkali grass Puccinellia maritima or red fescue Fes-
tuca rubra (Kiehl et al. 1996). In the 1980s, grazing by
livestock was reduced by up to 60 % on back-barrier marshes
and up to 40 % in mainland marshes in the Wadden Sea in
2008 (Esselink et al. 2009). Alongside this change in man-
agement regimes there has been an increase in the abundance
of the late-successional tall grass species sea couch Elytrigia
atherica on several salt marshes along the North Sea coast,
for example on the Wash, UK (Norris et al. 1997), Schier-
monnikoog in the Netherlands (Van Wijnen et al. 1997) and
Schleswig-Holstein in Germany (Esselink et al. 2009). There
Fig. 9.22 Relation between the annual surface elevation change of the
salt marsh and the cumulative water column above 0.9 m + MHT for
each storm year (index) along the mainland coast of Friesland in the
Netherlands between 2002 and 2007 for the high marsh (a) and the low
marsh (b). Regression lines are based on a joint regression-analysis of
the various stations, each station includes three replicates (after
Esselink and Chang 2010)
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are high numbers of geese and hares on livestock-grazed salt
marshes, and low numbers on long-term ungrazed marshes
along the coasts of the Wadden Sea (Bos et al. 2005). When
grazing ceased, intensive ditching was often discontinued.
This resulted in a wetter marsh and reduced spread of sea
couch (Veeneklaas et al. 2013).
At the Leybucht, Germany, SEC of 17 mm year−1
(1980–1988) at 40 cm + MHT was measured in
cattle-grazed marsh, but was higher at 23 mm year−1 in the
abandoned marsh (Andresen et al. 1990). SEC was about
7 mm year−1 over 1996–2009 on ungrazed or low-density
grazing on mainland marshes of Hamburger Hallig, Ger-
many. It was however, reduced to 4 mm year−1 at sites with
high grazing density (Stock 2011). In mainland marshes of
the Dollard estuary, intensively grazed sites showed accre-
tion rates of about 8 mm year−1 and little-grazed sites about
12 mm year−1 over 1984–1991 (Esselink et al. 1998). In
Schleswig-Holstein, grazed sites showed an SEC of 3–
4 mm year−1 and ungrazed sites 8 mm year−1 over 1988–
2009 (Suchrow et al. 2012). Grazing reduces SEC. However,
this is not due to a lower input of sediment in grazed sites,
but to an increase in the bulk density of the soil in both a
back-barrier marsh (Elschot et al. 2013) and in mainland
marshes (Nolte et al. 2013b).
9.6.4 Climate Change and Salt Marshes
9.6.4.1 Sea-Level Rise
Back-barrier marshes with a low vertical accretion might be
affected by SLR earlier than mainland marshes with a higher
vertical accretion. With little sediment input and continuous
SLR, a salt marsh gets wetter, thus preventing the spread of
the late successional sea couch Elytrigia atherica on Ham-
burger Hallig even without livestock grazing (Esselink et al.
2009). On the back-barrier marsh of Schiermonnikoog, sea
couch has been replaced by the reed Phragmites australis,
far from the salt-marsh edge (Veeneklaas et al. 2013). This
suggest that on broad salt marshes geomorphological chan-
ges may occur, resulting in growing differences in elevation,
that is, high salt-marsh edge and creek bank levees, and
lower depressions between creeks. Especially at the foot of
dunes releasing fresh seepage water, brackish conditions can
develop.
Accelerated SLR is believed to affect the zonation of
salt-marsh plant communities: high salt-marsh communities
should turn into lower salt-marsh communities (see
Fig. 9.16) (Dijkema et al. 2011). Accelerated SLR can be
modelled, but it is not known what will actually happen in
reality. An unintended experiment (unique in the North Sea
region) taking place as a result of natural gas extraction for
energy on the back-barrier salt marsh of Ameland in the
Netherlands, may give some idea. Gradual soil subsidence of
up to 35 cm by 2050 is expected close to the extraction point
(Dijkema 1997). After 25 years, the maximal subsidence is
about 25 cm. Near the salt-marsh edge, subsidence is totally
counteracted by accretion, with an SEC of zero. About
300 m from the marsh edge, only 4 cm accretion was
measured, thus an SEC of −21 cm (Fig. 9.23). Permanent
plot data show no decrease in the late successional grass sea
couch. At the scale of the salt marsh, however, data from
repeated vegetation mapping do show some decrease in the
sea couch community (Dijkema et al. 2011). To date, there
has been little change in the zonation of plant communities.
The future will show whether 25 cm subsidence is sufﬁcient
to cause vegetation change, or whether there is a time lag in
the response of the vegetation.
Observations of vegetation composition, elevation, soil
chemistry, net precipitation, groundwater level, and flooding
frequency over the period 1986–2001 were used to predict
future changes at the transition between salt marsh and dune
due to the combination of ongoing soil subsidence and cli-
mate change at the barrier island of Ameland. Climate
change was characterised by increases in mean sea level,
Fig. 9.23 Surface elevation change in the period 1986–2009 (green)
resulting from soil subsidence due to natural gas extraction (blue) and
accretion measured near the salt-marsh edge on a creek bank levee
(a) and about 300 m from the salt-marsh edge in a depression (b) (after
Dijkema et al. 2011)
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storm frequency and net precipitation. Using multiple
regression, changes in the vegetation could be subdivided
into (1) an oscillatory component due to fluctuations in net
precipitation, (2) an oscillatory component due to incidental
flooding, (3) a monotonic component due to soil subsidence,
and (4) a monotonic component not related to any measured
variable but probably due to eutrophication. The changes
were generally small during the observation period (1986–
2001), but the regression model suggests large changes by
2100 that are almost exclusively due to SLR. Although SLR
is expected to cause a loss of plant species, this does not
necessarily imply a decrease in nature conservation interest;
while common species may be lost rarer species may persist
(Van Dobben and Slim 2012).
Comparison of the zonation of beetles and spiders in
present mainland salt marshes, and laboratory experiments
with enhanced SLR, suggested that species of the lower
marsh will move to higher elevation, but species of the
higher marsh are unable to escape to higher elevations owing
to the barrier of the seawall. These results were interpreted as
an example of coastal squeeze (Irmler et al. 2002). Similarly,
the lowest-lying vegetation zones will increase at the
expense of upper vegetation zones in salt marshes in Den-
mark with enhanced SLR, according to modelling studies
(Moeslund et al. 2011). However, this ﬁnding contradicts the
previously mentioned results of soil subsidence through gas
extraction, which showed no change in the vegetation
(Dijkema et al. 2011).
9.6.4.2 Precipitation and Temperature
Although annual deviations from long-term averages are
important, there is a general trend of increasing precipitation
and rising temperature in the North Sea region. Changes in
precipitation may affect plant production (De Leeuw et al.
1990) and plant communities, especially those above MHT
(De Leeuw et al. 1991). Long-term trends in precipitation are
discussed in Chap. 2 (past) and Chap. 5 (future projections).
Critical loads of atmospheric nitrogen deposition indicate
the threshold amount at which ecosystems change dramati-
cally by encroachment of grasses and subsequent loss of
species. The empirical range of critical atmospheric nitrogen
deposition for ‘Pioneer and low-mid salt marshes’ has been
adjusted in the most recent review (Bobbink et al. 2010) to
30–40 kg N ha−1 year−1. This range is considered as expert
judgment for EUNIS type A2.64 and A2.65. The critical
deposition load is now 22 kg N ha−1 year−1 (1571 mol N
ha−1 year−1) for salt marshes in the Netherlands (Van
Dobben and Slim 2012).
Accelerated SLR will have impacts perpendicular to the
coastline. In contrast, temperature may have effects parallel to
the coastline. The distribution of plant species of salt marshes
and dunes may shift along the coast. Based on present pat-
terns of distribution, annual temperature and winter
precipitation, Metzing (2010) proposed a model to predict
changes in distribution resulting from climate change. An
increase of 2.5 °C in annual temperature and 15 % more
winter precipitation by 2050 is projected to result in a loss of
16 % of plant species in the Wadden Sea (see also
Sect. 9.3.4).
9.7 Coastal Birds
Martijn van de Pol
Coastal birds are typically distinguished from seabirds in that
they rely heavily on coastal areas for their food instead of the
open sea, although the distinction is not always clear-cut.
Coastal and seabirds are phylogenetically closely related and
many are part of the same order of Charadriiformes. When
discussing the impact of climate change on coastal birds, a
rather broad deﬁnition of coastal birds is taken here by not
only including the large group of waders (sometimes also
called shorebirds), but also by including other species that
depend heavily on coastal areas for feeding, such as Eurasian
spoonbills Platalea leucorodia, common eider duck Soma-
teria mollissima and various species of terns, geese and gulls.
The focus is not on birds that use coastal habitat solely for the
purpose of breeding (such as some songbirds).
Since by deﬁnition coastal birds rely on coastal areas for
their food, they live in the vicinity of coastal shallow waters
such as estuaries and intertidal flats and can breed on sandy
shores and salt marshes (cliff coasts are generally the domain
of seabirds). A substantial proportion of all coastal birds in
the North Sea region breed locally, but many others are
migratory (e.g. geese) that breed elsewhere (e.g. Arctic), and
only use estuaries around the North Sea to overwinter. This
distinction between resident and migratory birds is impor-
tant, as migratory birds may also be impacted by climate
change outside the North Sea region.
There is overwhelming evidence from around the globe
that the distribution and population size of many bird pop-
ulations are changing as a direct result of climate change (for
an overview see Møller et al. 2010). Around ten species of
coastal birds (both breeding and migratory) are declining in
parts of the North Sea, such as the Wadden Sea that spans
the Netherlands, Germany and Denmark (Fig. 9.24) and
estuaries in the United Kingdom (Risely et al. 2012). The
functional diversity, however, does not decline (Mendez
et al. 2012). But because coastal birds are rarely used as a
model system to investigate the effects of climate change,
very little is known about the general role that climate
change may play in causing changes in numbers of coastal
birds in the North Sea region (Ens et al. 2009). Nor is it well
understood which species are likely to be adversely affected
by climate change and which are likely to beneﬁt.
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Nevertheless, one of the aims of this section is to illustrate
that although current knowledge about the climate change
impact on coastal birds is limited, recent and future climate
change are expected to profoundly affect coastal avian
communities.
This section focuses on the few available studies on
coastal birds from the North Sea region, supplemented by
studies from outside the area to help with interpretation. This
involves a consideration of those aspects of climate that
might be changing and how these may affect coastal birds
(Sect. 9.7.1), a review of the ways in which bird populations
may respond to climate change, such as the timing of key
annual events (migration and egg laying) and changes in
reproduction and survival (Sect. 9.7.2), and an examination
of how changes in coastal bird population numbers and in
distribution range are interpreted in the light of direct and
indirect influences of recent climate variability (Sect. 9.7.3).
9.7.1 Effects of Climate Change on Birds
Weather variables such as air and sea temperature, and
amounts of precipitation are changing. Intra- and interannual
variability in these weather variables, temporal autocorrela-
tion and the frequency of extreme events can also change
over time, which may all affect population dynamics of
coastal birds (Van de Pol et al. 2010a, b, 2011). However,
climate may not change at the same rate throughout the year
or in different parts of the world, and this can lead to phe-
nological mismatches in food webs (Visser 2008) and
require readjustment of migration schedules (Bauer et al.
2008).
Global warming is causing both air and water tempera-
tures to rise. Air temperatures directly affect the energetic
expenditure and thereby food requirements of birds, partic-
ularly in small species during winter (Kersten and Piersma
1987). Many benthic and ﬁsh species that are prey items of
coastal birds are strongly dependent on sea temperatures for
growth, reproduction and survival (see also Chap. 8,
Sect. 8.4). Severe winters can cause high mortality among
many invertebrates, but these same cold winters can also
cause shellﬁsh to lose less body mass (Honkoop and Beu-
kema 1997) and result in a good spatfall (Beukema 1992).
Thus, it has been suggested that global warming is already
b Fig. 9.24 Recent changes in numbers of breeding (top) and migratory
(bottom) coastal birds in the Danish-German-Dutch Wadden Sea
estuary. Dark blue columns indicate species with signiﬁcant, increasing
numbers; light blue columns indicate species with stable numbers and
orange columns indicate species with signiﬁcant, decreasing numbers
(Kofﬁjberg et al. 2009; Laursen et al. 2010)
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causing reduced recruitment of shellﬁsh (Beukema and
Dekker 2005; Beukema et al. 2009) and a shift in benthic
community structure towards less cold-resistant species (e.g.
Schückel and Kröncke 2013). Furthermore, invasion of
exotic warm-water species, such as Paciﬁc oyster Cras-
sostrea gigas which is eaten by few birds, may result in
increased competition for existing benthic species (Diederich
et al. 2004).
Global warming also causes sea water to expand and land
ice to melt thereby directly causing sea levels to rise.
Accelerating SLR can have various consequences. The
inundation time of intertidal flats may increase or flats used
as feeding grounds may become completely inaccessible if
sedimentation does not keep up (Flemming and Bartholomä
1997). Accelerated SLR in combination with changing wind
patterns (there is currently no deﬁnitive evidence in this
region for the latter due to the challenge of down-scaling
future wind states from coarse resolution climate models)
(Van Oldenborgh et al. 2013) can also affect breeding
populations on land, as many bird species nest on low salt
marshes and beaches that are susceptible to tidal (storm)
flooding during the breeding season (Fig. 9.25; Hötker and
Segebade 2000; Van de Pol et al. 2010a). Over the
long-term, SLR may result in loss of breeding habitat if
boundaries such as dunes or seawalls mean that salt marshes
cannot move landwards (‘coastal squeeze’; Sect. 9.2.3).
Extreme events may also change in frequency and/or
magnitude (Jentsch et al. 2007). In the Netherlands, pre-
cipitation and temperature extremes are expected to increase,
with more heat waves in summer and higher temperature
minima in winter and higher temperature maxima in sum-
mer, respectively (KNMI 2014). For example, global
warming is expected to decrease the frequency of extremely
cold winters in which ice sheets form on intertidal flats. Ice
sheets make feeding areas inaccessible and if conditions
prevail for long periods, they are known to result in
large-scale frost migration and mass mortality of coastal
birds (e.g. Camphuysen et al. 1996).
9.7.2 Responses to Climate Change
Individual birds may respond in various ways to a changing
environment. Changes in the timing of reproduction (Crick
Fig. 9.25 Period during which
birds have nests that are sensitive
to flooding (eggs or young chicks
in the nest) and the mean nest
elevation (compared to Mean
High Tide) of six salt-marsh
breeding species (upper). Increase
in daily flooding risk of the lower
parts of the salt marsh from 1971–
1989 (black circles) to 1990–
2008 (grey circles) (lower) (Van
de Pol et al. 2012)
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and Sparks 1999) and migration (Cotton 2003) have been
most widely reported, since adjusting timing is a flexible
way to alter the climatic conditions experienced. If birds
cannot alter their timing sufﬁciently or climate change makes
historically adaptive cues maladaptive, then populations may
suffer (Visser 2008). Focusing on coastal birds, there appears
to be no general pattern in how timing of egg laying has
responded, with for example northern lapwings Vanellus
vanellus showing no response over the past decades, while
egg laying in Eurasian oystercatchers Haematopus ostrale-
gus advanced in response to increased rainfall, and in ringed
plovers Charadrius hiaticula advanced in response to rising
temperatures (Crick and Sparks 1999).
Studies have also identiﬁed various cases where interan-
nual variability in demographic rates was associated with
climatic variability. The most common pattern is that annual
juvenile and/or adult survival is strongly positively related to
winter temperatures in many coastal birds (e.g. Peach et al.
1994; Yalden and Pearce-Higgins 1997; Atkinson et al.
2000). By contrast, a review has suggested that populations
of nidifugous species (i.e. most waders) might be more
strongly influenced by climatic conditions during the
breeding season via effects of summer climate on repro-
duction (Sæther et al. 2004). A speciﬁc example of strong
effects of summer climate on the reproduction of a com-
munity of coastal birds occurs when salt marshes become
flooded during periods of strong wind, which can lead to
catastrophic failure of a given breeding season. However, the
degree to which species are affected by such events depends
strongly on their existing nesting preference and elevation
(Fig. 9.26), as well as on their potential to respond to
increased frequency of summer flooding events (about
which virtually nothing is known).
9.7.3 Changes in Bird Numbers
and Distribution
Although there is some evidence that key life-history traits
and demographic rates are changing potentially as a direct
Fig. 9.26 Mean probability that a nest will flood at least once in a
given breeding season, calculated for recent years (1990–2008), and
projections for earlier (1971–1989) and future periods (2009–2028)
based on model projections for sea-level rise and flooding risk that
assume birds do not adjust their nest site selection adaptively (Van de
Pol et al. 2010a). Please note that the range of the y-axis varies between
panels
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result of changes in climate variables, it remains very difﬁ-
cult to predict from these patterns what the population
consequences of a changing climate might be. The reason for
this is two-fold. First, many aspects of the weather (tem-
perature, rainfall) are changing and not necessarily at the
same rate throughout the year and in the same area. To
assess the impact of climate change as a whole it is necessary
to have good knowledge of all major climate drivers
affecting bird populations. Second, different parts of the
life-cycle may be affected by climate change, and not nec-
essarily in the same direction. This implies that to predict
how climate change will affect the population size of a
species, requires a thorough understanding of which demo-
graphic rates are affected and how this in turn will affect
population dynamics. In some cases, even strong climate
dependency of demographic rates may not necessarily
translate into changes in population size, for example in
species with strong density-regulation (Reed et al. 2013).
An example of how complex the situation might be is
shown in Fig. 9.27 for Eurasian oystercatchers breeding on a
salt marsh on the Wadden Sea island of Schiermonnikoog
(Van de Pol et al. 2010a, b, 2011). The frequency of
exceptionally cold winters is predicted to decrease in this
area, which is expected to result in an increase in both
juvenile and adult survival. However, these warmer winters
are also expected to reduce the benthic food stocks on which
oystercatchers rely for their reproduction. Reproduction is
expected to be further negatively affected by the flooding
events that have become more frequent and higher in recent
decades, especially during the breeding season (Figs. 9.25
and 9.26). Taking all these relationships together it is a priori
unclear whether the local population will beneﬁt or suffer,
and a population model needs to be built that includes effects
on demographic rates across the entire life-cycle in order to
establish whether oystercatcher numbers are likely to beneﬁt
from climate change (Van de Pol et al. 2010b). This example
also illustrates that even though reproduction is likely to be
negatively affected by climate change, this does not mean
that population numbers will also be reduced. Since repro-
duction and survival might be affected in opposite directions
by different aspects of climate change predicting how pop-
ulation numbers will respond is not straightforward. Trans-
lating local population dynamics to meta-population
dynamics is even more difﬁcult, as climate does not affect all
populations equally (e.g. some salt marshes are more sus-
ceptible to flooding than others due to geographic variation
in elevation and compensatory sedimentation rates; see
Sect. 9.6.2).
Finally, most coastal birds are already affected by many
other (anthropogenic) threats, such as changes in land use
(see, for example, effects of livestock grazing or abandoning
on the vegetation of salt marshes in Sect. 9.6), predation,
eutrophication, ﬁsheries and disturbance (Kofﬁjberg et al.
2009), and these other threats may interact with or add to the
effects of climate change and thus make it difﬁcult to isolate
the contribution of climate change to changes in bird num-
bers (especially if multiple factors change synchronously
over time). For example, as illustrated in Fig. 9.28, when
looking at the effects of accelerated SLR on the flooding risk
and nesting success of birds, the effects of local soil subsi-
dence due to natural gas extraction may act in a similar
cumulative way. Alternatively, the effect of changes in land
use may interact indirectly with climate-related SLR via an
indirect pathway and feedback loop. Speciﬁcally, salt mar-
shes grow vertically in response to more frequent flooding
due to sedimentation, but the rate of sedimentation increases
with vegetation height, which in turn is affected by the land
use in terms of mowing or grazing regimes (see Sect. 9.6).
Direct observations of changes in population numbers are
another source of information on how coastal bird populations
respond to climate change, although due to the lack of
knowledge about the underlying demographic mechanisms, it
Fig. 9.27 Schematic illustration
of how different aspects of a
changing climate affect different
demographic rates in Eurasian
oystercatchers (Van de Pol et al.
2010a)
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may be difﬁcult to make reliable predictions for the future.
Notwithstanding there is now a strong indication that climate
fluctuations are a key driver of population dynamics for coastal
birds in Europe’s largest estuary, the Wadden Sea. For a
striking 30 out of 34 migratory species, changes in
meta-population numbers were associated with changes in
spring temperatures and/or the NAO index (Laursen et al.
2010). However, the direction of the relationship varied widely
among species, and it remains unclear why this is the case.
On a larger scale there have been some clear patterns in
observed changes in the distribution of coastal birds, which
have been largely attributed to global warming (Ens et al.
2009). It was shown for waders wintering in the United
Kingdom that warmer winters led to a shift from wintering
on the Atlantic coast (where winters are mild, but food is
poor), to wintering on the North Sea coast (where winters are
generally more severe, but food supplies are higher) (Austin
and Rehﬁsch 2005). The range shift was especially clear in
the smaller species that are affected most from energy stress
when temperatures are low (Kersten and Piersma 1987). It
has also been suggested that milder winters allow coastal
bird species with a greater range of characteristics to over-
winter in British estuaries, such that changes in abundance
and functional diversity of the community of shorebirds may
both change, but in different ways. Another more recent
analysis of waders wintering in Europe conﬁrmed a shift in
the centre of the distribution to the northeast during the past
30 years, in line with milder temperatures in these areas
(Maclean et al. 2008). And also in the Wadden Sea estuary
more birds remain to overwinter in the eastern part during
mild winters and may also depart at an earlier date to their
northern breeding grounds when springs are warm (Bairlein
and Exo 2007).
Predictions have also been made for coastal breeding
populations on a European-scale based on climate envelope
models with mostly northward shifts in the distribution of
coastal birds (Huntley et al. 2008). Although these models
form a useful starting point, they do not consider the adaptive
potential of species. In fact, some coastal species such as
common redshanks Tringa totanus, black-tailed godwits
Limosa limosa, northern lapwings and Eurasian oystercatch-
ers have previously shown that they can be very successful in
adapting to new environmental conditions, as evidenced by
their extremely successful colonisation of non-coastal agri-
cultural areas over the 21st century (Van de Kam et al. 2004).
9.8 Conclusions
9.8.1 Abiotic Conditions
Accelerated SLR, and changes in the wave climate, storms,
and local sediment availability all affect the abiotic conditions
of coastal systems. The relative importance of these climate
change effects and how they interact is poorly understood. It
is even more difﬁcult to separate effects of climate change
from natural dynamics and the human impacts such as
dredging. Human impacts on the geomorphology and
Fig. 9.28 Schematic overview
of how speciﬁc aspects of climate
change and other anthropogenic
threats may have cumulative or
interactive effects on coastal birds
(after Van de Pol et al. 2012)
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sediment transport in estuaries are very likely to continue in
the coming decades, and may supersede, exacerbate or
compensate for the potential impacts of climate change.
Heavy storms may result in coastal squeeze. This is particu-
larly the case for dunes and salt marshes with a short fore-
shore, that is, a relatively narrow and steep foreshore.
9.8.1.1 Sandy Shores and Dunes
• The general response of sandy shores to climate change
in the coming decades will be difﬁcult (if not impossible)
to detect and quantitatively predict as it is most likely to
be superseded by local natural and/or human-impacted
dynamics. Increased wave heights, storm surges and
SLR, coupled with observed steepening of beach proﬁles
and a historical decline in sediment availability due to
coastal protection mean less sediment is available to
replenish erosion of beach sand.
• Future changes in abiotic conditions of coastal dune
systems are more likely to be driven by local anthro-
pogenic impacts and natural variability than attributable
directly to climate change. Rate of coastal change is
strongly affected by local conditions, such as the effect of
offshore bathymetry on inshore wave climate, local sand
availability, rather than by regional variability and
changes in the wave and wind climate.
9.8.1.2 Salt Marshes
• The SSC of ﬁne-grained material is important for salt
marshes to cope with sea-level rise. Salt marshes with a
low tidal range and low SSC (<20 mg l−1) are at risk of
submergence by average SLR projections. The large tidal
ranges (2–6 m) and generally large SSCs (mostly > 20
mg l−1 and up to several hundreds of mg l−1) in estuaries
make the risk low for marsh submergence by SLR. This
also holds for most mainland marshes with or without
sedimentation ﬁelds. The risk for marsh subsidence by
SLR may be higher for back-barrier salt marshes with
lower SSC values and tidal ranges.
• There is no single ﬁgure for surface elevation change for
entire marshes. The position on the marsh is important:
distance to source of suspended sediment, namely, edge
of salt marsh or creek. Depressions away from the
salt-marsh edge and creeks on back-barrier marshes are
vulnerable. Surface elevation change is reduced in older
marshes as a result of autocompaction, and in grazed
marshes as a result of increased bulk density.
• Knowledge of vertical accretion rates at the scale of
catchment areas on salt marshes (creeks with their drai-
nage area) in salt marshes is poorly developed. Minor
storm floods contribute strongly to accretion of sediment,
but a heavy storm flood storm does not always result in
extra accretion, and may even result in less surface ele-
vation change at the low marsh and pioneer zone.
• More intensive process studies are needed to elucidate
the linkages between tidal marshes and adjacent estuarine
and coastal systems.
• De-embankment of summer polders can help to enlarge
the area of salt marshes.
9.8.2 Plant and Animal Communities
Plant and animal communities can suffer from habitat loss by
coastal squeeze in dunes and salt marshes as a result of high
wave energy. This is particularly the case for dunes and salt
marshes with a short foreshore. Apart from erosion by storm
surges in winter, floodings occurred in summer over past
decades with subsequent loss of offspring of breeding birds.
Plants and animals are also affected by other aspects of
climate change, such as changes in temperature and pre-
cipitation and atmospheric deposition of nitrogen. Local
populations must deal with invasive species that change
competitive interactions. Moreover, natural dynamics such
as succession, and management practices such as grazing
and mowing have a strong impact on plant and animal
communities. The key challenge is not only to identify the
exact role of climate change, but also to determine the rel-
ative importance of climate change compared to other
impacts, and how they might interact.
9.8.2.1 Sandy Shores and Dunes
• On the drier southern North Sea coasts, vegetation of dry
dunes will increase in xerophytes and bare sand due to
moisture limitation of vascular plants.
• Water levels of dune wetlands are highly sensitive to
changes in evapotranspiration and therefore recharge.
There is currently little consensus on the effects of cli-
mate change but implications for dune slack vegetation
could be severe. This is a major knowledge gap.
• Dune groundwater chemistry may become more con-
centrated with solutes due to lower recharge, or altered
chemistry of input waters.
• There are relatively few species-speciﬁc climate studies,
but most suggest a northward shift in species ranges. At a
European-scale this may have few consequences, but dis-
tributions within individual countries may change mark-
edly. Changes in climate may favour invasive shrub
species such as bird cherry Prunus serotina or Japanese
roseRosa rugosawith subsequent changes in the foodweb.
• Atmospheric nitrogen deposition is above the critical
level for dry and wet dune systems. Nitrogen is available
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in excess and causes increased plant production with
subsequent loss of slow-growing plant species. There
may be interactions between climate change and the
effects of nitrogen deposition, linked to faster growth of
competitive species in both situations, and enhanced
mineralisation of soil organic matter promoting nutrient
availability and leaching of nutrients to groundwater.
9.8.2.2 Salt Marshes
• Minor storm floodings in spring negatively affect
breeding birds.
• Plant production is signiﬁcantly positively related to
increased precipitation on salt marshes above MHT.
Increased plant production could result in outcompeting
low-statured species, and hence a decrease in species
richness on marshes with subsequent changes in the food
web.
• Some southern species will extend northward as a result
of higher temperatures. The number of species extinct or
emigrating north is smaller than the number of immi-
grating from the south. The real change in distribution
patterns will differ for different species, for example due
to migration rates.
• Atmospheric nitrogen deposition is just below the critical
level for salt-marsh communities. When the limiting
resource nitrogen is available in excess, plant production
can easily increase with higher precipitation and
temperature.
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Abstract
The North Sea region contains a vast number of lakes; from shallow, highly eutrophic water
bodies in agricultural areas to deep, oligotrophic systems in pristine high-latitude or high-
altitude areas. These freshwaters and the biota they contain are highly vulnerable to climate
change. As largely closed systems, lakes are ideally suited to studying climate-induced effects
via changes in ice cover, hydrology and temperature, as well as via biological communities
(phenology, species and size distribution, food-web dynamics, life-history traits, growth and
respiration, nutrient dynamics and ecosystemmetabolism). This chapter focuses on change in
natural lakes and on parameters for which their climate-driven responses have major impacts
on ecosystem properties such as productivity, community composition, metabolism and
biodiversity. It also points to the importance of addressing different temporal scales and
variability in driving and response variables along with threshold-driven responses to
environmental forces. Exceedance of critical thresholds may result in abrupt changes in
particular elements of an ecosystem. Modelling climate-driven physical responses like
ice-cover duration, stratiﬁcation periods and thermal proﬁles in lakes have shown major
advances, and the chapter provide recent achievements in this ﬁeld for northern lakes. Finally,
there is a tentative summary of the level of certainty for key climatic impacts on freshwater
ecosystems. Wherever possible, data and examples are drawn from the North Sea region.
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10.1 Introduction
Freshwaters and freshwater biota are highly vulnerable to
climate change (IPCC 2013). The various impacts and
threats differ substantially between biomes and among
geographical regions, and even within geographical regions
hydrological factors and catchment properties will be major
determinants of the responses in freshwater ecosystems to
climate change. Effects on freshwater resources in agri-
cultural or densely populated catchments for example will
differ from those in pristine boreal or alpine catchments. In
the North Sea region, water scarcity per se is not seen as
the most immediate threat of climate change, with the
exception of during summer in some areas. Strong flooding
events may pose greater challenges. The North Sea region
contains a vast number of aquatic systems, including
shallow, highly eutrophic water bodies in agricultural areas;
systems highly influenced by the input of terrestrially
derived, coloured dissolved organic matter in coniferous
areas; and large, deep and oligotrophic systems in pristine,
sub-alpine areas. Clearly, the review presented in this
chapter cannot cover every aspect related to climate and
surface waters in the North Sea region; hence a focus on
natural lakes and parameters where there is empirical
support for climate change effects, as well as on systems
for which long-term data sets exist and for which their
responses have major impacts on ecosystem properties such
as productivity, community composition and biodiversity.
Hydrological effects, wetland effects and past climate
effects inferred from paleolimnological surveys are covered
elsewhere in this report, although there is no doubt that
hydrology will also have strong bearings on water chem-
istry (e.g. by dilution through increased precipitation) and
biota (changed fluxes in key elements like nitrogen,
phosphorus, carbon, silicon, iron and calcium), dissolved
organic matter and pollutants.
Monitoring the impacts of climate change poses chal-
lenges because of the many responses within an ecosystem
and the spatial variation within the landscape. A substantial
body of research demonstrates the sensitivity of freshwater
ecosystems to climate forcing and shows that physical,
chemical, and biological lake properties respond rapidly to
changes in this forcing (Rosenzweig 2007; Adrian et al.
2009; MacKay et al. 2009; Tranvik et al. 2009; IPCC 2013).
Fast turnover times from the scale of organisms to entire lake
ecosystems are the prerequisite for these rapid changes.
Studies of lake ecosystems have provided some of the ear-
liest indications of the impact of current climate change on
ecosystem structure and function (Adrian et al. 1995;
Magnuson et al. 2000; Verburg et al. 2003) and the conse-
quences for ecosystem services (O’Reilly et al. 2003). Some
climate-related signals are highly visible and easily mea-
sured in lakes. For instance climate-driven fluctuations in
lake level have been observed on a regional-scale across
North America (Williamson et al. 2009), and shifts in the
timing of ice formation and melt reflect climate warming at a
global scale (Magnuson et al. 2000). Other signals may be
more complex and difﬁcult to detect in lakes, but may be
equally sensitive to climate or more informative regarding
impacts on ecosystem services. Long-term historical records
and reconstructions from sediment cores have yielded
insight into less visible climate-related changes, thus
increasing understanding of the mechanisms driving these
changes. In particular, paleolimnological records have been
critical for reconstructing the climate record over recent
geological periods, making it possible to interpret current
climate change and predict its future impacts.
Lake ecosystems are excellent sentinels for current cli-
mate change. In this context a sentinel is a lake ecosystem
that provides indicators of climate change either directly or
indirectly through the influence of climate on the catchment
(Fig. 10.1; Carpenter et al. 2007; Adrian et al. 2009;
Williamson et al. 2009). The indicators are measureable
response variables, such as water temperature, dissolved
organic carbon, or phytoplankton composition. Lakes are
particularly good sentinels for current climate change for
several reasons: they are well-deﬁned ecosystems and
studied in a sustained fashion; they respond directly to cli-
mate change and incorporate the effects of climate change
within the catchment; they integrate responses over time,
which can ﬁlter out random noise; and they are distributed
worldwide and so cover many different geographic locations
and climatic regions. However, the large range in lake
morphology, geographic location, and catchment character-
istics means that broad statements about the ability of lakes
to capture the impacts of the current, rapidly changing cli-
mate must be made with caution. On the other hand, this also
means that there are many different types of sensors in the
landscape ranging from small shallow turbid lakes to large,
deep, clear lakes that may capture, or provide sentinel
information on different aspects of climate change, including
temperature and precipitation-related components.
This chapter focuses on both the direct and indirect (e.g.
via the catchment) effects of climate change, as well as on
internal physical, chemical and biological processes and on
the role of temporal scale. Wherever possible, data and
examples are drawn from the North Sea region, but for
important phenomena where North Sea studies are not
available, information is ‘borrowed’ from other parts of the
world.
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10.2 Climate Warming and Impacts
on Lake Physics
Data-based studies on the impact of climate change on lake
temperature began in the early 1990s with the seminal studies
of Magnuson et al. (1990) and Schindler et al. (1990). The
former demonstrated that near-surface lake temperatures in
Wisconsin fluctuate coherently in response to regional climatic
forcing, while the latter demonstrated that lake temperatures in
the Canadian Experimental Lakes Area were undergoing a
long-term increase. Since the 1990s, an increasing number of
studies have demonstrated that near-surface lake temperatures
can fluctuate coherently over several hundred kilometres (e.g.
Benson et al. 2000; Livingstone and Padisák 2007; Livingstone
et al. 2010a), and that individual lakes in many parts of the
world have been undergoing long-term warming at all depths.
Lake warming has been demonstrated in Europe (e.g. Living-
stone 2003; Salmaso 2005), North America (e.g. Arhonditsis
et al. 2004; Coats et al. 2006; Austin and Colman 2008), East
Africa (e.g. O’Reilly et al. 2003; Verburg et al. 2003), Siberia
(Hampton et al. 2008) and Antarctica (Quayle et al. 2002).
A recent study based on satellite thermal infrared images from
1985 onwards (Schneider and Hook 2010) conﬁrmed that lake
surface temperatures have been undergoing a long-term
increase over large areas of the northern hemisphere. In an
extensive world wide survey of lake's summer surface tem-
peratures O’Reilly et al. (2015) found an average warming
trend of 0.34 °C per decade for the period 1985 until 2009.
Modelling studies on strictly dimictic lakes, which are
ice-covered in winter and mix twice per year, suggest that
surface temperatures will increase faster than deep-water tem-
peratures as a result of climate change (Robertson and
Ragotzkie 1990; Hondzo and Stefan 1993). In monomictic
lakes, which mix once per year, the divergence between surface
and deep-water temperatures is likely to be less strong as a
result of heat carry-over in winter (Peeters et al. 2002). How-
ever, even in such lakes historical data show that near-surface
water temperatures are increasing faster than deep-water tem-
peratures, which implies an increase in thermal stability leading
to an increase in the duration of stratiﬁcation in summer and a
corresponding decrease in the duration of homothermy in
winter and spring (Livingstone 2003).
At high latitudes or high altitudes, where lakes are gen-
erally ice-covered for many months of the year, the more
frequent occurrence of mild winters associated with climate
warming will imply a general decrease in the duration of ice
cover and a corresponding increase in the duration of summer
stratiﬁcation. Since the mid-19th century, there has been a
general long-term decrease in the duration of ice cover in
northern hemisphere lakes at a mean rate of about 1.2 days
per decade (Magnuson et al. 2000), with the rate for indi-
vidual lakes ranging from 0.9 to 1.7 days per decade (Benson
et al. 2012). This decline seems to be accelerating: over the
last 30 years, the equivalent is 1.6–4.3 days per decade
(Benson et al. 2012). In regions with relatively brief or mild
winters, where lakes are ice-covered for a comparatively
short period—for instance in southern Sweden, Denmark and
northern Germany—increasingly milder winters are likely to
result in ice cover becoming intermittent or even disappear-
ing (Livingstone and Adrian 2009; Weyhenmeyer et al.
2011). The disappearance of ice cover from a deep lake,
implying a shift in mixing regime from dimixis to monomixis
(Boehrer and Schultze 2008; Livingstone 2008), is likely to
cause a change in its physical response to further climate
warming, as mixing will no longer necessarily occur at the
temperature of maximum density (4 °C) before ice-on and
after ice-off. However, mixing can still occur at temperatures
higher than 4 °C. Deep lakes that are already monomictic
will experience individual years in which some form of
stratiﬁcation persists throughout the year, reducing the
intensity of mixing and inhibiting deep-water renewal. Thus
some deep monomictic lakes may show a tendency towards
becoming oligomictic; i.e. will not mix fully every year.
Shallow polymictic lakes, which lose their winter ice cover,
are likely to undergo permanent mixing during winter.
Fig. 10.1 Water and its context: lakes respond to climatic forcing,
atmospheric deposition and the properties of their catchments. 1
Atmospheric forcing via temperature, precipitation and deposition of
key constituents like nitrogen. 2 The catchment responds to climatic
drivers and atmospheric inputs via vegetation and soil processes. 3 This
determines the inputs of organic matter, nutrients and key elements
determining parameters like retention time, transparency, pH and
temperature. 4 The biota respond in terms of phenology, productivity,
metabolism, community composition, diversity and food web interac-
tions, to the direct forcing (1), catchment properties (2) and water
properties (3)
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10.2.1 Lake Water Temperature
Research on lakes within the North Sea region has demon-
strated the occurrence of many of the phenomena mentioned
in the previous section. In the UK—at the western boundary
of the region, where the influence of the North Atlantic is at
its greatest—research has focused on the English Lake
District, where several decades of data are available from
some of the larger lakes. Here, water temperatures both near
the surface and in the deep water have been shown to
respond coherently to climatic forcing throughout the year
(George et al. 2000), with a clear long-term increase recor-
ded in both near-surface temperatures (George et al. 2007a)
and deep-water temperatures (Dokulil et al. 2006).
Long-term increases in surface water temperatures have also
been recorded in lakes in Sweden, at the region’s eastern
boundary (Adrian et al. 2009), and in northern Germany, at
its southern boundary (Adrian et al. 2006, 2009; Wilhelm
et al. 2006). It is thus likely that long-term increases in lake
temperature are occurring throughout the North Sea region.
It has become evident that the climatic forcing acting on
lakes in the North Sea region is extremely large-scale in
nature, with the climate prevailing over the North Atlantic
playing a major role in determining the physical behaviour
of the lakes. Interannual fluctuations in thermal stratiﬁcation
in the lakes of the English Lake District, for instance, are
related to north-south displacements of the Gulf Stream, with
the early summer thermocline tending to be shallower and
more well-deﬁned when the Gulf Stream has its most
northern direction (George and Taylor 1995). This effect
appears to be related to the effect of the Gulf Stream on wind
speed (George et al. 2007b). However, an even more potent
determinant of physical lake behaviour is the climate mode
known as the North Atlantic Oscillation (NAO), which
governs winter weather in western, northern and central
Europe to a very large degree (Hurrell 1995; Hurrell et al.
2003) and which is known to play an important role in
determining the behaviour of lakes in this region (Straile
et al. 2003). This climate mode, which can be considered a
regional manifestation of the Arctic Oscillation (AO)
(Thompson and Wallace 1998), is associated with interan-
nual fluctuations in the meridional surface air pressure gra-
dient in the north-east Atlantic (between about 35°N and 65°N).
A positive NAO index implies a large meridional air pres-
sure gradient, which results in the strong zonal transport of
warm, moist maritime air from the North Atlantic towards
north-west Europe. In winter, this implies predominantly
mild, wet weather in the North Sea region. When the NAO
index is negative, however, the eastward transport of warm,
moist air from the North Atlantic is much weaker, implying
predominantly cold, dry weather in the North Sea region. In
lakes throughout northern and central Europe, surface water
temperatures, near-bottom temperatures and the duration of
ice cover (Fig. 10.2) are correlated to some extent with the
winter NAO index (Blenckner et al. 2007).
In the English Lake District, lake surface temperatures in
winter are tightly correlated with the winter NAO index
(George et al. 2000, 2004b, 2007a) as, but to a lesser extent,
are deep-water temperatures (George et al. 2004b), with the
highest correlations being observed in the shallower lakes
(George et al. 2004b). Mean annual water temperature of
Lake Veluwe, a shallow lake in the Netherlands, is correlated
with the winter NAO index (Scheffer et al. 2001), as are the
surface water temperatures of Vänern, Vättern, and Mälaren,
the three largest lakes in Sweden, in spring (Weyhenmeyer
2004). However, in Mälaren, a morphometrically complex
lake with many sub-basins, the signiﬁcance of the correlation
varies substantially among the different sub-basins, suggest-
ing that local lake characteristics can modify the effect of
large-scale climatic forcing even on surface water tempera-
ture, which apart from the timing of ice-off is probably the
lake variable least affected by internal lake processes. In
Müggelsee, a well-studied, shallow, polymictic lake in
northern Germany, several studies have demonstrated the
effect of the winter NAO on lake temperatures (Gerten and
Adrian 2000, 2001; Straile and Adrian 2000).
In a comparative study of Müggelsee and two neigh-
bouring lakes, Gerten and Adrian (2001) showed that the
winter NAO leaves a signal at all depths in lake temperature,
but that the temporal persistence of this signal can differ
substantially from lake to lake. Near the surface, the NAO
signal is in general conﬁned to late winter and early spring.
In the deeper water, however, the persistence of the NAO
Fig. 10.2 Dependence of the number of days of total ice cover on
Lake Erken (southern Sweden) and Müggelsee (northern Germany) on
the winter NAO index (NAOw) of Hurrell (1995), based on data from
winter 1976/77 to winter 2005/06. Interannual variability in NAOw
explains 35 % of the interannual variability of the duration of ice cover
for Lake Erken and 47 % for Müggelsee. The linear regressions
(regression lines illustrated) are signiﬁcant at p < 0.01 (from Living-
stone et al. 2010b)
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signal depends on the morphometry and mixing character-
istics of the lake. The NAO signal persists only through
spring in shallow, polymictic Müggelsee, but throughout
much of the following summer in the shallow, dimictic
Heiligensee, and throughout the whole of summer and
autumn in the much deeper, dimictic Stechlinsee. Thus,
although an NAO signal is likely to be present to some
extent in the temperature of all lakes within the North Sea
region, individual lake characteristics are certain to result in
a large degree of variability in the strength and persistence of
this signal.
In the context of the NAO, one other phenomenon should
be mentioned: the late 1980s climate regime shift. In the late
1980s, an abrupt regime shift occurred in the atmospheric,
oceanic, terrestrial, limnological and cryospheric systems in
many regions of the world. Evidence suggests that this
large-scale regime shift involved abrupt changes in the AO
and NAO (Alheit et al. 2005; Rodionov and Overland 2005;
Lo and Hsu 2010), had a substantial impact on air temper-
ature in northern Europe (Lo and Hsu 2010), and affected
ﬁsh populations in the North Sea (Reid et al. 2001; Alheit
et al. 2005). It is not surprising therefore that a regime shift
in lake temperature in the late 1980s was also detected in
Müggelsee (Gerten and Adrian 2000, 2001), and it can be
fairly conﬁdently hypothesised that a similar regime shift, at
least in lake surface temperatures, is likely to have occurred
in many lakes within the North Sea region.
In summer, a more regional approach to determining
the effects of climatic forcing on lakes is necessary owing
to the smaller spatial scales of the weather systems involved.
In the case of the UK, the Lamb synoptic weather classiﬁ-
cation system (Lamb 1950) has proven useful. For both
Windermere, the largest lake in the English Lake District,
and Lough Feeagh, a lake located near the west coast of
Ireland, the highest lake surface temperatures were recorded
during a westerly circulation type in winter (corresponding
to a positive NAO index), but a southerly circulation type in
summer (George et al. 2007b).
On a multi-annual time scale, large-scale regional
coherence is greater in winter than in summer. However, on
shorter time scales the opposite appears to be the case.
Short-term, high-resolution surface temperature measure-
ments in Scottish Highland lochs (Livingstone and Kernan
2009) show a high degree of regional coherence in daily
means from late spring to autumn, but much lower coher-
ence in winter and early spring. Short-term regional coher-
ence is high in summer because the surface mixed layer is
thin and surface temperatures respond sensitively to climate
forcing, and is high in autumn because surface temperatures
are dominated by convective cooling, which is governed by
regionally coherent air temperature. Short-term coherence is
comparatively low in winter because fluctuations in lake
surface temperature are small and may be buffered by partial
ice cover, and is low in early spring because the lochs warm
up and stratify at different times during the season depending
on their altitude and distance from the maritime influence of
the Atlantic. This latter effect may be important on the
western boundary of the North Sea region, because the
ameliorating influence of the Atlantic Ocean acts to increase
winter surface temperatures, and hence to reduce the dura-
tion of inverse stratiﬁcation or circulation.
Based on observed air temperature and physical lake
characteristics, George et al. (2007b) were able to model
well the surface temperatures of the lakes of the English
Lake District. Using a regional climate model (RCM) driven
by the SRES A2 scenario, they also projected lake surface
temperatures in the 2050s. This showed increases of up to
1.1 °C in winter and up to 2.2 °C in summer, with the
greatest increase in winter occurring in the shallowest lake,
and the greatest increase in summer occurring in the lake
with the shallowest thermocline.
10.2.2 Lake Ice Phenology
It is likely that the phenology of ice cover on the lakes of the
North Sea region will follow the global trend; with ice-on
occurring later, ice-off occurring earlier, and a general
reduction apparent in the duration of ice cover (Magnuson
et al. 2000; Benson et al. 2012). However, several factors
will modify this general trend. Because of the approximately
sinusoidal form of the air temperature curve, the dates on
which the air temperature falls below and rises above 0 °C,
which are crucial for the timing of ice-on and ice-off,
respectively, are not linear functions of air temperature.
Instead, they are arc cosine functions of air temperature,
which implies that the sensitivity of the timing of ice-on, the
timing of ice-off, and the duration of ice cover are greater in
warmer regions than in colder regions, and so will increase
as the climate warms (Weyhenmeyer et al. 2004a, 2011;
Jensen et al. 2007; Livingstone and Adrian 2009). Thus, in
the North Sea region, the impact of climate warming on lake
ice phenology will be disproportionately large in those areas
where winters are mild or variable and the duration of ice
cover on lakes is already short (i.e. the UK, northern France,
Belgium, Netherland, Luxemburg, northern Germany and
southern Scandinavia) compared to those areas where win-
ters are consistently cold and the duration of ice cover is
much longer (i.e. northern Scandinavia). This is despite the
IPCC (Intergovernmental Panel on Climate Change) pro-
jections implying that climate warming in winter in northern
Scandinavia will be stronger than in the rest of the region
(Christensen et al. 2007). In Sweden, several decades of
historical data conﬁrm that the timing of ice-off on lakes in
the south of the country, where winters are relatively mild,
has been responding signiﬁcantly more sensitively to
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interannual fluctuations in mean winter air temperature than
the timing of ice-off on lakes in the north of the country,
where winters are longer and more severe (Fig. 10.3;
Weyhenmeyer et al. 2004a).
A further study of ice phenology on 54 Swedish lakes
during the 30-year IPCC reference period 1961–1990 showed a
statistically signiﬁcant (p < 0.05) trend towards earlier ice-off
in 47 lakes, with the shift towards earlier ice-off varying
between 1 and 29 days (Weyhenmeyer et al. 2005). Again, the
shift towards earlier ice-off was stronger in the milder, southern
part of Sweden than in the colder, northern part. During the
IPCC reference period, the mean air temperature of the
northern hemisphere increased by 0.4 °C. This resulted in a
shift in the timing of ice-off by*70 days in southern Sweden,
but only *10 days in northern Sweden. Applying the arc
cosine model suggests that interannual variability in the dura-
tion of lake ice cover will be far greater in southern Scandi-
navia, Scotland and northern Germany than in northern
Scandinavia (Weyhenmeyer et al. 2011). A more sophisticated
probability model applied to Müggelsee, which now shows
extremely variable, intermittent ice cover, predicts that the
percentage of ice-free winters for this lake will increase from
*2 % now to over 60 % by the end of the 21st century
(Livingstone and Adrian 2009).
As for winter lake surface temperatures, the duration of
ice cover on lakes in the North Sea region also appears to be
strongly related to the NAO. In the case of Müggelsee, 47 %
of the interannual variability of the duration of ice cover can
be explained statistically (p < 0.01) in terms of the interan-
nual variability of the winter NAO index, while for Lake
Erken, in east-central Sweden, the equivalent value is 35 %
(Fig. 10.2). Even in the UK, where total lake ice cover does
not occur frequently, there is evidence that the number of
days of partial ice cover is strongly linked to the winter NAO
(George et al. 2004a; George 2007).
As well as the duration of ice cover, the timing of both
ice-on and ice-off also appear to be determined to some
degree by the NAO. For lakes in Sweden, the timing of
ice-off is strongly related to the winter NAO while the timing
of ice-on shows a weaker relationship to the autumn NAO
(Blenckner et al. 2004). These results agree with those of
similar studies showing that the winter NAO is an important
determinant of ice phenology in the neighbouring Baltic
region (Livingstone 2000; Yoo and d’Odorico 2002;
Blenckner et al. 2004; George et al. 2004a). As in the case of
lake water temperatures, there is evidence to suggest that the
late 1980s climate regime shift may have resulted in an
abrupt shift in lake ice phenology in the North Sea region: a
study of Swedish lakes showed an abrupt shift in 1988/1989
that was substantial in southern Sweden but not in northern
Sweden, again emphasising the relative sensitivity of ice
phenology in warmer regions to external climatic forcing
(Temnerud and Weyhenmeyer 2008).
10.3 Catchment–Lake Interactions
While lakes are commonly seen as closed entities, which is
partly true in terms of populations with low or no immi-
gration or emigration, lakes are strongly influenced by
catchment properties such as the proportions of forest, bogs,
and arable land that serve as major determinants of element
fluxes (and water) to lakes. This is however modiﬁed by
anthropogenic impacts. For example, acidifying elements
such as nitrogen (N) and sulphur (S) will modify the
catchment export of ions, dissolved organic matter (DOM)
and nutrients, and deforestation or afforestation will also
have a major impact on the flux of elements to lakes. This is
especially striking for nitrogen, where alpine or otherwise
sparsely vegetated catchments may have very low
N-retention, while forested catchments may retain almost all
nitrate (NO3) and ammonium (NH4) inputs during the
growing season (Hessen 1999).
Different catchment properties have vastly different
effects on lakes, even within the North Sea region, and these
properties and effects will also be differently modiﬁed by
climate drivers (Fig. 10.1). Although large, deep and olig-
otrophic lakes are common in alpine areas of the North Sea
drainage basin, the North Sea region is dominated by two
major types of lake system and it is these that will be most
affected by climate change. These are the boreal lakes gen-
erally found in forested, less impacted, catchments with
limited input of bioavailable nutrients but high loads of
humic substances of terrestrial origin. The other lake type
occurs in agricultural areas with higher nutrient loads. Both
Fig. 10.3 a Dependence of the median date of ice-off on annual mean
air temperature (1961–1990) for 70 lakes in Sweden. b Temporal
variation in the relationship between the median date of ice-off and
annual mean air temperature for 14 lakes in a northern region of
Sweden (61–67°N) and 14 lakes in a southern region of Sweden (56–
60°N) for the periods 1961–1990 (white) and 1991–2002 (black),
showing that the form of the relationship is strongly dependent on
latitude but not on the time period chosen. Annual mean air
temperatures are calculated from July to June, and the curves illustrated
are based on the arc cosine model of Weyhenmeyer et al. (2004a)
(Livingstone et al. 2010b; after Weyhenmeyer et al. 2004a)
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categories of lake/catchment encompass a wide range of
size, volume, renewal rates, productivity and community
composition.
While catchment responses to climate affect down-
stream rivers, lakes and ecosystems, hydrology (runoff)
also plays a major role both in mobilising and diluting
dissolved matter and key elements (such as nitrogen,
phosphorus, iron, silicon and calcium). Hydrology also
affects the water renewal rate, which has major impacts on
the physical, chemical and biological properties of waters.
These aspects are less well studied and there is a need for
‘bridging the gap’ between hydrology and especially
aquatic biology.
10.3.1 Boreal Lakes
Rising temperatures and changes in precipitation patterns and
amounts will have direct effects on lake ecosystems as well as
indirect effects via impacts within the terrestrial catchments
(Schindler 2001; Kernan et al. 2010). Atmospheric deposition
of nitrogen and sulphur will add to these climate-related
impacts on ecosystems (Wright et al. 2010). The
well-documented increase in dissolved organic matter in boreal
lake ecosystems is one of the most obvious indirect effects
(Monteith et al. 2007). This ‘browning’ is mainly due to
coloured dissolved organic carbon (DOC) which absorbs light
and so affects lake production at all trophic levels (Karlsson
et al. 2009; Xenopoulos et al. 2009) as well as species com-
position (Watkins et al. 2001). The export of DOC from wet-
lands, bogs and forest via rivers (Fig. 10.4) to lakes and coastal
areas is projected to increase, causing reduced primary and
secondary production due to light limitation.
Changes in temperature and precipitation drive seasonal
and interannual variations in the export of DOC and nutri-
ents by affecting soil organic matter mineralisation and the
production of DOC and mineral nitrogen species (Kalbitz
et al. 2000; Hobbie et al. 2002a, b), as well as hydrology
within the catchment. On a longer timescale, climate change
can allow forests to expand into areas at present under
heathland and alpine vegetation (Hofgaard 1997), thereby
affecting nutrient retention, nutrient export and soil organic
matter pools and quality (Kammer et al. 2009). A major
climatic response expected in boreal, coniferous areas is an
increase in the concentrations of terrestrially derived DOM
and DOC. For a large dataset of boreal lakes (1041 Swedish
lakes along a 13° latitudinal gradient), Weyhenmeyer and
Karlsson (2009) demonstrated a nonlinear response of DOC
to increasing temperature, with the number of days above
0 °C as the major predictor. Analysis of a correspondingly
large dataset of boreal Norwegian watersheds within the
North Sea region, indicates that even a moderate (2 °C
average, downscaled Hadley scenario) increase in tempera-
ture with associated increase in precipitation and vegetation
density has the potential to increase DOC export substan-
tially (Fig. 10.5; Larsen et al. 2011a, b). For other North Sea
regions, especially the UK, reduced deposition of acidifying
compounds (notably sulphur) has also been shown to affect
DOC concentrations (Evans et al. 2006), although the Nor-
dic studies strongly suggest that climatic drivers like tem-
perature and/or precipitation are the key drivers of rising
DOC concentrations in lakes.
Fig. 10.4 Export of coloured
dissolved organic carbon
(DOC) from wetlands, bogs and
forest via rivers (Photo D.O.
Hessen)
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The ecosystem responses to elevated DOC export may be
profound, and may also act in concert with elevated
N-deposition and N-export to lakes, which also may increase
as a result of elevated N-deposition due to increased pre-
cipitation (de Wit et al. 2008; de Wit and Wright 2008;
Hessen et al. 2009). This in turn is likely to affect produc-
tivity and autotroph community composition; a large survey
of US and Scandinavian lakes suggested a transition from
N-limitation to P-limitation in many freshwater systems as a
result of chronic, elevated N-deposition (Elser et al. 2009).
An increase in allochthonous carbon may fuel microbial
production and serve as an alternative food resource for
zooplankton (Hessen 1998; Jansson et al. 2007). Changes in
water colour and loading of organic carbon may also affect
the relative roles of the benthic and pelagic parts of the lake
ecosystem, in favour of the pelagic (Ask et al. 2009;
Karlsson et al. 2009). However, increased DOC loads are
expected to have negative impacts on overall lake produc-
tivity. Recent studies from boreal catchments suggest that
P-loads especially will decrease in most areas due to
increased terrestrial uptake, intensifying P-limitation and in
concert with increased light limitation will reduce the overall
productivity of boreal freshwaters (Weyhenmeyer et al.
2007; Jones et al. 2012; Thrane et al. 2014). Since DOM
may also be a source of phosphorus in pristine catchments, a
unimodal response in ﬁsh yield over DOC was found for a
large number of boreal, Norwegian lakes (Finstad et al.
2014), where an initial stimulus of DOC-associated phos-
phorus was superseded by light limitation at higher
DOC-concentrations.
Hansson et al. (2012) studied how a combination of
warming and increased lake colour affects spring plankton
phenology and trophic interactions in a mesocosm experi-
ment. Elevated temperature was crossed with increased
water colour. Overall, they found temperature to have a
stronger effect on phytoplankton and zooplankton abun-
dance than humic substances, but importantly also found
synergistic effects between the two stressors. Thermal
properties will also be affected by changes in ice cover and
basin morphometry (MyLake-model, Saloranta and Ander-
sen 2007), and temperature and reduced nutrients may both
induce smaller algal cell size (Daufresne et al. 2009; Hessen
et al. 2013) and community changes.
10.3.2 Lakes in Agricultural Areas
While changes in DOC may be the main climatic response in
boreal lakes, they will also be affected by changes in nitro-
gen, phosphorus and silicon loads. The nutrient impact is far
more severe in urban or agricultural lakes, however, and
such lakes are also more susceptible to catchment erosion
promoted by extreme rainfall as well as reduced periods of
snow cover or frozen ground in winter. Land use and agri-
cultural practices such as harvesting and fertiliser applica-
tions largely determine loads of nutrients and particulate
matter to these lakes, but climatic factors, not least precipi-
tation patterns, will add to these effects. Typically the
nitrogen load from agricultural areas is expected to increase,
but with a seasonal shift to increased N-export in winter,
reflecting both land-use practices and climatic change
(Jeppesen et al. 2011).
Phosphorus loads will also increase due to higher winter
precipitation and erosion, but again the effects of land-use
practices will be superimposed on the effects of climate
change. The net impact on lake productivity is unclear, not
least because increased turbidity has such a profound impact
on lake productivity and stability (Mooij et al. 2005;
Jeppesen et al. 2011). Speciﬁc ecosystem responses in lakes
in agricultural areas are addressed in the following sections.
Fig. 10.5 Projected change in
total organic carbon
concentrations and catchment
fluxes at a new steady state based
on a downscaled 2 °C increase
(Hadley model) (Larsen et al.
2011b)
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10.4 Ecosystem Dynamics
Climate change is expected to alter community structure and
ecosystem functioning within lakes worldwide as well as
within the North Sea region. Changes may occur in phe-
nology, species and size distribution, food-web dynamics,
life-history traits, growth and respiration, nutrient dynamics
and ecosystem metabolism. Temperature-induced changes of
this type are expected to interact with the increased nutrient
flows resulting from enhanced precipitation and runoff
(Blenckner et al. 2007; Jeppesen et al. 2010a; Moss et al.
2011).
10.4.1 Trophic Structure and Function
10.4.1.1 Fish
Several studies indicate that ﬁsh community assemblages,
size structure and dynamics will change with global warm-
ing. A long-term study of 24 European lakes revealed a
decline in the abundance of cold-stenothermal ﬁsh species,
particularly in shallow lakes, and an increase in the abun-
dance of eurythermal ﬁsh species, even in deep, stratiﬁed
lakes (Jeppesen et al. 2012). This occurred despite a
reduction in nutrient loading in most of the case studies,
supposedly favouring ﬁsh in cold-water and low-nutrient
lakes. The cold-stenothermic Arctic charr Salvelinus alpinus
has been particularly affected, showing a clear decline in
Lake Elliðavatn in Iceland, Lake Windermere in the UK
(Winﬁeld et al. 2010), Lake Vättern in Sweden (Jeppesen
et al. 2012), and Scandinavian hydroelectric reservoirs
(Milbrink et al. 2011).
Other cold-water-adapted species such as coregonids and
smelt Osmerus eperlanus are affected at the southern border
of their distribution. The harvest of whiteﬁsh Coregonus
spp. has declined substantially in Lake Vättern in Sweden
and Lake Peipsi in Estonia (Kangur et al. 2007; Jeppesen
et al. 2012). In the UK and Ireland, a decline in the core-
gonid pollan Coregonus autumnalis in recent decades has
been attributed to changes in temperature (Harrod et al.
2002). A drastic reduction in the population of smelt has
occurred in shallow Lake Peipsi as shown from commercial
ﬁshing, with the decline particularly strong in years with
heat waves (Kangur et al. 2007; Jeppesen et al. 2012). In
contrast, the abundance of eurythermal species, including the
thermo-tolerant carp Cyprinus carpio (Lehtonen 1996;
Jeppesen et al. 2012) is rising in several lakes in the North
Sea region (Jeppesen et al. 2012).
It is well-established that high-latitude ﬁsh species are not
only often larger but also often grow more slowly, mature
later, have longer life spans and allocate more energy to
reproduction than populations at lower latitudes (Blanck and
Lamouroux 2007). Even within species such differences can
be seen along a latitudinal gradient (Blanck and Lamouroux
2007) and within North Temperate lakes (Jeppesen et al.
2010b). Thus, changes in life history and size can be expected
with warming, and may in fact already have occurred
(Daufresne et al. 2009; Jeppesen et al. 2010b, 2012).
10.4.1.2 Plankton
Changes in ﬁsh community structure are likely to have
cascading effects in lakes, most implying increased predation
on larger zooplankton which in turn means less grazing on
phytoplankton and so higher algal biomass per unit of
available phosphorus (Lehtonen and Lappalainen 1995;
Gyllström et al. 2005; Balayla et al. 2010; Ruuhijärvi et al.
2010; Jeppesen et al. 2010a, b; Meerhoff et al. 2012).
Decreasing body size has been suggested as a universal
biological response to global warming (Gardner et al. 2011;
Hessen et al. 2013). However, there is no consensus about
the underlying causality.
The predatory effect due to ﬁsh that prefer large zoo-
plankton prey could be reversed or partially reversed if the
prevailing or additional predators are invertebrates that
prefer small prey. In this case, stronger predation at higher
temperature would lead to a stronger removal of small spe-
cies. A shift towards smaller species can also result from
stronger resource competition under higher temperatures and
competitive advantage for smaller species. Stronger inver-
tebrate predation at higher temperatures has been suggested,
particularly for primary producers, because heterotrophic
metabolic rates increase faster with rising temperature than
photosynthesis (Yvon-Durocher et al. 2011).
Further evidence of warming-induced changes in plank-
ton size structure comes from mesocosm studies that mimic
British shallow lakes. In these mesocosms, warming
increased the steepness of the plankton community size
spectrum by increasing the prevalence of small organisms,
primarily within the phytoplankton assemblage. Mean and
maximum size of phytoplankton was reduced by about an
order of magnitude. The observed shifts in phytoplankton
size structure were reflected in changes in phytoplankton
community composition, while zooplankton taxonomic
composition remained unaffected by warming (Yvon-
Durocher et al. 2011). See Sect. 10.6 for more information
on responses of lake plankton communities in the context of
global warming. Weak changes in the species composition
of benthic macroinvertebrates following shifts towards
warmer water temperatures were found in Swedish lakes
(Burgmer et al. 2007).
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10.4.1.3 Cyanobacteria Biomass
Higher phytoplankton biomass, particularly higher biomass
of cyanobacteria during summer may be expected as a direct
response to enhanced water temperatures and as an indirect
response to prolonged stratiﬁcation. Prolonged stratiﬁcation
causes an increase in internal P-loading (Jensen and
Andersen 1992; Søndergaard et al. 2003; Wilhelm and
Adrian 2008; Wagner and Adrian 2009b), boosting the
decomposition of organic matter and thus oxygen depletion
at the water-sediment interface, which further exacerbates
the P-release from the sediment (Søndergaard et al. 2003). In
polymictic lakes, for example, climate warming extended the
periods of stratiﬁcation, and this lengthening of stratiﬁed
periods led to more frequent and/or stronger internal nutrient
pulses between stratiﬁed and mixed periods which again
promoted cyanobacteria proliferation during summer (Wil-
helm and Adrian 2008; Wagner and Adrian 2009b). In
dimictic lakes, on the other hand, longer periods of summer
stratiﬁcation may cause longer periods of nutrient limitation
in the epilimnion along with higher water temperature and
stronger nutrient pulses during the autumn overturn (Adrian
et al. 1995; Huisman et al. 2004; Mooij et al. 2005; Elliott
et al. 2006; Jöhnk et al. 2008). Immediate access to the
hypolimnetic nutrient pools will be limited to migrating
species such as buoyant cyanobacteria species, which are
often capable of N-ﬁxation (Reynolds 1984; Paerl 1988).
Thus, in addition to causing an increase in algal biomass
(particularly for cyanobacteria), climate warming may also
lead to a change in ecosystem functionality such as a pre-
dominance of species capable of N-ﬁxation (Wagner and
Adrian 2009b; Huber et al. 2012).
10.4.1.4 Microbial Loop
How the microbial community and microbial processes are
affected by global warming has only been studied in a few
large-scale experiments. In mesocosm studies in Denmark
the abundance of picoalgae, bacteria and heterotrophic
nanoflagellates showed no direct response to experimental
warming (Christoffersen et al. 2006). However, experimental
warming modiﬁed the effects of nutrient addition
(Christoffersen et al. 2006; Özen et al. 2013), indicating that
interactive effects may be signiﬁcant in the future given the
expected increase in nutrient loading to shallow lakes
worldwide (Jeppesen et al. 2009, 2010b; Moss et al. 2011).
Increased DOM levels will alter the balance between phy-
toplankton and heterotrophic bacteria, and thus shift systems
(further) towards net heterotrophy (see also Sect. 10.4.4).
10.4.1.5 Macrophytes
Owing to the climate-induced increase in eutrophication
there is an increased likelihood of losing submerged
macrophytes and thereby shifting shallow lakes from ben-
thic- to pelagic-dominated systems with a consequent
reduction in biodiversity. Indications of such developments
are based on long-term data of Danish (Jeppesen et al.
2003) and Dutch shallow lakes (van Donk et al. 2003) as
well as modelling studies (Mooij et al. 2007, 2009).
Moreover, a dominance of ﬁlamentous green algae rather
than phytoplankton seems possible under elevated temper-
atures (Trochine et al. 2011). Space-for-time approaches
indicate that macrophyte cover will decrease in lakes with
fewer days of ice cover, unless nutrient levels also decline
(Kosten et al. 2009). Netten et al. (2011) predicted that
milder winters may cause submerged macrophytes with an
evergreen overwintering strategy as well as free-floating
macrophytes, to outcompete submerged macrophytes that
die back in winter. Neophytes such as the free-floating
species Salvinia natans and the submerged species Vallis-
neria spiralis have been shown to be successful under
elevated temperatures at the expense of native submerged
macrophytes (Netten et al. 2010; Hussner et al. 2014).
Mormul et al. (2012) tested the effects of elevated tem-
perature (3 °C) on native and non-native aquatic plant
production in mesocosms in combination with ‘browning’
(increased DOC), a potentially important change in the
northern hemisphere and found browning to be more
important for species invasion than warming. Climate
change is likely to have a direct effect if non-native species
respond positively to climate change and an indirect effect
through species interactions, for example, because brown-
ing impairs the growth of native macrophytes and reduces
biotic resistance to invasion.
Native competitors of the invasive Elodea canadensis
were less successful in browner waters indicating a reduced
resistance to invasion. Warming of mesocosms in the UK by
3 °C also signiﬁcantly altered the proportions of three
macrophyte species due to a higher growth rate and higher
relative abundance of the neophyte Lagarosiphon major
(McKee et al. 2002). A subsequent trial with temperatures
4 °C higher and higher nutrient concentrations resulted in a
dominance of floating duckweed Lemna spp. which severely
reduced oxygen availability and resulted in a ﬁsh kill (Moss
2010). In general, however, there are few long-term studies
on the effect of climate change on macrophyte species dis-
tribution and invasions, coverage and subsequent effects on
other trophic levels in aquatic ecosystems.
For large areas of northern Europe, mass occurrences
(‘nuisance growth’) of the macrophyte Juncus bulbosus have
been recorded (Moe et al. 2013). The reasons for this phe-
nomenon are still unclear, but nuisance growth has been
linked with hydrology, carbon dioxide and elevated
N-deposition (Moe et al. 2013).
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10.4.2 Phenology
The most prominent examples of climate-induced changes in
lakes are changes in phenology. Coherent changes in ice
phenology (see Sect. 10.2.2), and changes in spring and
early summer plankton phenology in the North Sea region in
recent years have been attributed to climate change (Adrian
et al. 1999; Weyhenmeyer et al. 1999; Gerten and Adrian
2000; Straile 2002) as synchronised by large-scale climatic
signals such as the NAO (for a review see Blenckner et al.
2007; Gerten and Adrian 2002a; Straile et al. 2003). While
indirect temperature effects such as early ice-off, which
improves underwater light conditions have brought forward
the start of algal bloom development in spring, direct tem-
perature effects caused changes in the timing of rotifer and
daphnid spring maxima (Gerten and Adrian 2000; Adrian
et al. 2006; Straile et al. 2012) cascading into an earlier clear
water phase (Straile 2002). For zooplankton, phenological
shifts were most immediate for fast-growing species such as
cladocerans and rotifers (but see Seebens et al. 2007),
whereas longer-lived plankton such as copepods showed a
lag in response. Copepods responded to altered day-length-
speciﬁc water temperature affecting the timing of the emer-
gence of resting stages in spring (Gerten and Adrian 2002b;
Adrian et al. 2006). In addition, warming-induced acceler-
ated ontogenetic development may enable the development
of additional generations within a year as has been shown for
copepod species (Gerten and Adrian 2002b; Schindler et al.
2005; Adrian et al. 2006; Winder et al. 2009).
10.4.3 Metabolism
Recent research suggests that global warming tends to shift
the metabolic regime of entire lakes toward a dominance of
respiration (Allen et al. 2005). This fundamental difference
in temperature response between autotrophic and hetero-
trophic processes may have major implications for biological
communities and for ecosystems in general. However, dif-
ferent members of a food web react differently to tempera-
ture, for example while cell-division rates may increase with
temperature, as may grazing rates and metabolic demands of
zooplankton. Thus, the net effect of warming on metabolism
is not straightforward also because metabolic rates differ at
the species level. As a result, how a changing climate
interacts with increased nutrient supply to alter ecosystem
metabolism is more uncertain than the change in trophic
structure. Although evidence suggests that processes such as
deoxygenation, decomposition and denitriﬁcation are influ-
enced both by nutrients and by warming, interactions are
complex and variable and there are discrepancies in study
results about the end result for system components as well as
for systems as a whole.
Mesocosm studies in the UK indicated that gross primary
production and respiration increase with warming, while
results for net production and carbon storage differ. Two
experiments (Moss 2010; Yvon-Durocher et al. 2010)
showed a marked increase (18–35 %) in the ratio of diurnal
community respiration rates and gross photosynthesis for a
warming of up to 4 °C. If extrapolated to the large number
of shallow northern lakes, this could have immense impli-
cations for positive feedbacks in the Earth’s future carbon
cycle (Moss 2010). However, these UK experiments were all
of short duration (less than one year) and may only have
described the transient state after warming, which may lead
to overestimation of the net release of carbon. Long-term
mesocosm experiments will provide more reliable indica-
tions about the net effect of warming on ecosystem meta-
bolism (Jeppesen et al. 2010a; Liboriussen et al. 2011),
complemented by long-term research and modelling of
whole lake ecosystems (Trolle et al. 2012).
10.4.4 Greenhouse Gases and Heterotrophy
Ecosystems not only respond as recipients of climatic
change, but also provide feedbacks, not least via greenhouse
gases such as carbon dioxide (CO2), methane (CH4) and
nitrous oxide (N2O). As previously mentioned, the input of
organic carbon to lakes through run-off from the catchment
has increased in the North Sea region, inducing changes in
water colour (Hongve et al. 2004; Erlandsson et al. 2008)
(see also Sect. 10.3). Recovery of soils from acidiﬁcation
and changed hydrological conditions are believed to be
important factors determining this development (Monteith
et al. 2007). On a somewhat longer perspective, climate
effects on hydrology and vegetation density may also pro-
mote a substantial browning of boreal surface waters (Larsen
et al. 2011a, b).
Autotrophs and heterotrophic bacteria compete for the
same essential elements, but utilise different energy sources.
While DOC is a major energy source for heterotrophic
bacteria, it is also an important absorbent in the photosyn-
thetically active part of the spectrum. DOC thus has negative
impacts on primary producers both by competing for pho-
tons and by stimulating their major nutrient competitors.
Increased levels of terrestrially-derived DOC in concert with
reduced availability of inorganic phosphorus in lakes may
shift systems further towards net heterotrophy and thus a net
CO2 release (Sobek et al. 2003; Larsen et al. 2011c).
Increased loads of DOM in boreal lakes would also
promote anoxia in the deeper water layers, which promotes
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CH4 production and its net flux to the atmosphere (Juutinen
et al. 2009). Increased N-deposition in concert with elevated
export of DOM may promote export of N2O (Hong et al.
2015). For lakes in agricultural systems, increased produc-
tivity due to increased nutrient inputs from the catchment
may promote the net efflux of CH4 and N2O (Juutinen et al.
2009; Hong et al. 2015), while the net impact of the CO2-
balance will also depend on lake morphometry and stratiﬁ-
cation and so is harder to predict.
10.5 Biodiversity
Climate conditions are as important for freshwater biodi-
versity as for terrestrial and marine biodiversity, and con-
sistently explain a major proportion of the geographic
variation in species richness of different freshwater taxa such
as amphibians, ﬁsh, mammals, crayﬁsh and waterbirds
(Tisseuil et al. 2013). Even so, other geographic patterns
such as the latitudinal gradient in biodiversity is not as
strong in freshwater as it is in the marine or terrestrial realms
(Hillebrand 2004). However, these geographic trends (often
measured at global to regional scales) cannot easily be
transferred into predictions on temporal shifts in biodiversity
at regional to local scales under climate change. Freshwater
systems are particularly vulnerable to climate change for
several reasons: owing to the isolated nature of freshwater
habitats embedded in a terrestrial matrix; because climate
change has direct influences on local temperatures and
temperature-associated factors (such as oxygen saturation);
and because many freshwater systems already absorb other
anthropogenic stressors such as nutrient loading or an altered
hydrological regime (Woodward et al. 2010). This section
addresses these issues by reviewing existing information on
biodiversity shifts in the North Sea region (Sect. 10.5.1) and
deriving more general predictions from theoretical and
experimental literature identifying research needs in the
North Sea region (Sect. 10.5.2).
10.5.1 Shifts in Biodiversity
Predicting shifts in freshwater biodiversity in the North Sea
region is difﬁcult, because few studies have been explicitly
conducted in lentic or lotic water bodies in this region.
Predictions concerning future biodiversity are often derived
from bioclimatic envelope models, which project future
range shifts based on the current distribution of species
(Parmesan and Yohe 2003). These models typically predict a
northward (and often eastward) shift in ranges, such that
warm-adapted species expand their ranges, and the ranges of
cold-adapted species narrow.
Although changes in marine biodiversity in the North Sea
region have frequently been predicted using this approach
(Beaugrand et al. 2002), studies for freshwater systems in
this region are rare. The species richness of macroinverte-
brates across running waters in Europe has been predicted to
decline in the southern North Sea countries (UK, Germany,
Netherlands, Denmark), but to increase in the North (Nor-
way) (Domisch et al. 2013). Changes in distribution and
diversity have already been observed in some freshwater
groups, such as odonates in the UK (Hickling et al. 2005).
Other diversity shifts caused by local, climate-related range
retractions have been reported for ﬁshes in Iceland (Jeppesen
et al. 2010b) and crustaceans in Norway (Lindholm et al.
2012). Correspondingly, analyses of long-term monitoring
data on community composition revealed shifts in
macroinvertebrate assemblages associated with ambient
temperatures in Greenland, Iceland, Norway, Denmark and
Sweden (Burgmer et al. 2007; Friberg et al. 2013). However,
few long-term monitoring data sets still exist for freshwater
systems within the North Sea region.
Thus it seems clear that specialised communities in colder
regions around the North Sea have a high potential for
reduced biodiversity. Macroinvertebrates in glacier-fed river
systems will be characterised by lower local species richness
and lower beta-diversity if warming leads to glacier retreat
(Jacobsen et al. 2012). In boreal regions of northern Europe,
the riparian zones of running waters are predicted to be
affected by additive or interactive combinations of higher
temperature, increased annual discharge but less seasonal
variation in runoff, changes in groundwater supply, and
altered ice regimes (Nilsson et al. 2013). Potential conse-
quences for biodiversity can be negative or positive. Nega-
tive consequences are likely if the riparian zone narrows,
such as by hydrologic changes, and thus species richness
locally declines. In contrast, higher temperatures might
allow invasion of exotic species leading to higher local
species richness. Other types of change include altered dis-
turbance regimes (e.g. altered freezing and thawing regimes
during winter), which could foster a more dynamic and
species-rich riparian vegetation, but also a more speciﬁc and
species-poor assemblage of stress-tolerant species.
Floodplain systems around the North Sea coast have been
massively altered by human regulation of flow regimes and
inundation (Tockner et al. 2010). At the same time, they
harbour a diverse fauna and flora shaped by the interaction
of different climatic, hydrological and biological drivers as
well as by the interaction between aquatic and terrestrial
ecosystems with respect to the exchange of water, nutrients
and organisms. Climate-induced shifts in flow regime are
thus of primary importance for biodiversity. European-scale
modelling scenarios predict that North Sea region flood-
plains will experience moderately higher flow levels
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(contrasting with predictions for other regions, such as the
Mediterranean floodplains) (Schneider et al. 2013). Conse-
quences for biodiversity remain largely unknown.
Climate-driven changes in biodiversity are very likely to
interact with changes associated with other anthropogenic
pressures, such as eutrophication (Moss et al. 2009). Some
synergistic effects have been found in UK mesocosm studies
(Feuchtmayr et al. 2009). For example, warming promoted
increased phosphorus concentrations and the frequency of
severe benthic anoxia in the mesocosms, with the potential
to exacerbate existing eutrophication problems (McKee et al.
2003).
10.5.2 Predictions, Theory and Experimental
Studies
Although functional aspects of ecosystem impacts (bio-
mass, productivity, element cycling) under climate change
can be predicted with some accuracy (see previous sec-
tions), information on shifts in freshwater biodiversity in
the North Sea region remains vague (Moss et al. 2009).
This is due not only to the scarcity of studies themselves,
but also to the focus on larger spatial scales (i.e. regional
climate-envelope models on range shifts), which makes
predictions for local ecosystems difﬁcult. Information from
ecological theory and experiments can help to ﬁll this gap
by identifying potential changes in freshwater biodiversity
and associated pathways (Fig. 10.6). Local attributes may
also be superimposed on large-scale patterns. In an analysis
of global lake zooplankton data, Shurin et al. (2010) found
increased biodiversity in lakes showing greater temperature
variation on different time scales (intra- and interannual).
A recent review argued strongly for including temperature
variability in climate-change experiments (Thompson et al.
2013).
The survival of a species can be directly impaired if
temperatures are shifted beyond the fundamental thermal
niche, leading to local extinction (Fig. 10.6). Temperature
also affects the fundamental niche of a species with respect
to other conditions, which are often directly related to tem-
perature (e.g. oxygen saturation, hydrological regimes,
solute concentrations). Indirect consequences of temperature
change can be seen in freshwaters from around the North
Sea, for example with respect to stratiﬁcation regimes
(Wagner and Adrian 2011) or oxygenation (Wilhelm and
Adrian 2008). These changes alter the environmental ﬁlter-
ing of colonising species, such that local diversity can
increase or decrease depending on the number of species that
are precluded or enabled to establish viable populations.
The meta-community context (Leibold et al. 2004)
reflects the interplay of dispersal and local processes and will
become an important tool to predict future changes in
aquatic biodiversity. This is even more likely given that
much of the regional biodiversity in aquatic systems is
contributed by ponds and shallow lakes as these have high
beta-diversity due to their often isolated nature (Scheffer
et al. 2006) and provide important ecosystem services such
as carbon storage due to their high number (Giller et al.
2004; Downing et al. 2006; Tranvik et al. 2009).
At the same time, there is high potential for small isolated
systems to lose species with global climate change (Burgmer
and Hillebrand 2011) and spatial dynamics are important for
maintaining biodiversity in these systems. Meta-community
dynamics can also provide spatial insurance for freshwater
ecosystems (Loreau et al. 2003). In a meta-community
mesocosm study, colonisation from a regional species pool
and higher biodiversity positively affected the recovery of
the pond ecosystems from heat stress (Thompson and Shurin
2012).
Changes in species turnover with time reflect changes in
biodiversity dynamics, i.e. local immigration and extinction.
Fig. 10.6 Schematic
representation of pathways
leading to altered local
biodiversity and thus ecosystem
function. Main pathways include
changes in species pools (species
turnover) and on the fundamental
as well as realised niches of
species
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Most experiments suggest a more rapid turnover of species
at higher temperatures reflecting an acceleration of coloni-
sation–extinction dynamics. In the thermal effluent of a
nuclear power plant, higher temperatures resulted in a faster
turnover of species composition but without affecting spe-
cies richness (Hillebrand et al. 2010). Laboratory experi-
ments also indicated faster change in species composition
with increasing temperature (Hillebrand et al. 2012). Ana-
lysing temporal turnover in community composition could
thus be a better means of identifying climate-induced
changes in biodiversity than simple univariate measures of
biodiversity such as richness or evenness (Angeler and
Johnson 2012). Especially because even major changes such
as a shift in dominance between functional groups (e.g. from
diatoms to cyanobacteria in phytoplankton) might occur
without a change in species richness (Wagner and Adrian
2011).
Temperature also modiﬁes species interactions and their
consequences for biodiversity (Fig. 10.6). Increased tem-
peratures are often associated with higher rates of con-
sumption (Hillebrand et al. 2009), which can lead to either
lower biodiversity (higher mortality) or higher biodiversity
(more consumer-mediated coexistence). Competitive inter-
actions are also strengthened by higher temperatures, leading
to more rapid exclusion of inferior species—an effect which
was shown to depend on consumer presence (Burgmer and
Hillebrand 2011). Not only can the strength of interactions
be altered by temperature, but also the temporal match of the
interacting species through changes in phenology (Berger
et al. 2010). Information on temperature-dependent changes
in mutualistic interactions in freshwaters is currently
missing.
Both experiments and models indicate that warming-
induced shifts in biodiversity have functional consequences
for ecosystems (Fig. 10.6), among others with respect to
primary production, resource use efﬁciency and temporal
stability of ecosystem functions (Hillebrand et al. 2012;
Schabhuettl et al. 2013). In a long-term freshwater phyto-
plankton experiment, temperature-induced reductions in
species richness were associated with lower biomass pro-
duction, and higher extinction rates were associated with
higher variability in biomass production (Burgmer and
Hillebrand 2011). Similar strong relationships between
diversity and resource use efﬁciency are found in freshwater
ﬁeld data from the UK and Scandinavia (Ptacnik et al. 2008).
10.6 Importance of Temporal Scale
Responses to climate change in lake ecosystems operate on
various temporal scales. Physical forces such as variation in
temperature and mixing regimes span sub-daily to monthly
time scales. Organisms differ in their generation time from
daily to yearly time scales (Adrian et al. 2009). Thus, to
understand the impacts of single climatic forcing events in
the context of longer term dynamics it is necessary to con-
sider not only sufﬁciently long periods (several decades) but
also to consider appropriate small temporal scales within the
yearly cycle. For example, ecological variables may respond
to meteorological forcing only during short critical time
windows, or to short-lived exceedance of ecologically-
relevant critical thresholds. Thus, annual, seasonal or
monthly climate data may not be enough to capture the
thermal dynamics to which organisms actually respond
(Fig. 10.7; Adrian et al. 2012).
Members of the grassroots organisation GLEON
(Global Lake Observatory Network; www.gleon.org) or the
European project NETLAKE (Networking Lake Observa-
tories in Europe; www.cost.eu/domains_ctions/essem/
Actions/ES1201) established an international network of
automatic stations in lakes to address dynamics of ecosystem
properties at sub-hourly scales.
The following sections focus on the role of temporal scale
in climate impact research and provide examples of
responses at small (sub-daily) to large (decadal) temporal
scales, the role of critical time windows, and the signiﬁcance
of exceeding critical thresholds for lakes within the North
Sea region (which also applies for lakes throughout the
North Temperate Zone).
Fig. 10.7 Timing of ecosystem responses to meteorological forcing.
Ecological responses are often triggered by changes in critical time
windows. The triggering mechanism frequently involves the crossing of
critical thresholds in forcing variables (dashed-dotted line), and
responses tend to occur with a time lag. In this conceptual sketch,
analysis at the monthly timescale (dashed line) would not be sufﬁcient
to detect threshold exceedance, in contrast to analysis at the daily
timescale (solid line) (Adrian et al. 2012)
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10.6.1 Critical Temporal Scales
The importance of addressing critical temporal scales in
climate impact research has been documented for various
lakes in the North Sea region (see Adrian et al. 2012;
Sect. 10.2). A closer look at sub-hourly measurements
showed that the rate of increase in the daily minima
(night-time water temperature) exceeded that of the daily
maxima (daytime water temperature) (Wilhelm et al. 2006).
The consequences of this day-night asymmetry for the biota
are unclear, but may contribute to some of the unexplained
changes observed in ecosystem dynamics over time.
Day-to-day variation in respiration seems to be common in
lakes worldwide, including those in the North Sea region
(Solomon et al. 2013). Daily variation in gross primary
production explained 5–85 % of the daily variation in res-
piration. Solomon et al. (2013) found respiration to be clo-
sely coupled to gross primary production at a diurnal-scale in
oligotrophic and dystrophic lakes, but more weakly coupled
in mesotrophic and eutrophic lakes.
Known changes in the thermal regime of lakes in the
North Sea region (Sect. 10.2) operate over a broad range of
temporal scales, and are closely related to lake morphome-
try: on sub-daily (Wilhelm and Adrian 2008) to weekly
scales in polymictic lakes (Wagner and Adrian 2009b), and
on weekly to monthly scales in monomictic or dimictic lakes
(Gerten and Adrian 2000; Livingstone 2003). While varia-
tion in the timing of spring overturn affects underwater light
conditions and thus the start of algal growth (Weyhenmeyer
et al. 1999; Gerten and Adrian 2000; Peeters et al. 2007),
variation in the timing of summer stratiﬁcation affects water
temperature and internal nutrient loading and subsequent
plankton development and species composition in produc-
tive lakes (Wilhelm and Adrian 2008; Wagner and Adrian
2011). Differences in water temperature between mixed and
stratiﬁed periods can be up to 5 °C within days or a just few
weeks in summer, favouring thermophilic copepod species
for example (Wagner and Adrian 2011).
Changes in phenology in abiotic and biotic variables (see
Sect. 10.4.2) operate on time scales of weeks (Weyhenmeyer
et al. 1999; Gerten and Adrian 2000; Straile et al. 2003).
Thus, in terms of their duration, seasons should be deﬁned by
cardinal events within the lake itself, rather than by ﬁxed
calendar dates. Important markers successfully used to deﬁne
phenology-adjusted seasons in lakes include temperature
thresholds, ice-off dates, the timing of the clear-water phase,
and periods of stable thermal stratiﬁcation (Rolinski et al.
2007; Wagner and Adrian 2009a; Huber et al. 2010).
Wagner et al. (2012) proposed a seasonal classiﬁcation
scheme tuned to speciﬁc hydrographic-sensitive phases for
dimictic lakes across a latitudinal gradient: inverse stratiﬁ-
cation (winter), spring overturn, early stratiﬁcation and the
summer stagnation period. They estimated a mean latitudinal
shift of 2.2 days per degree of latitude for the start of these
sensitive phases. After accounting for latitudinal time shifts,
mean water temperatures during the deﬁned hydrographic
cycles were similar in lakes spanning the gradient between
47° and 54°N. Adjusting seasons in this way thus enhances
the probability of identifying the major driving forces in
climate impacts on lake ecosystems.
10.6.2 Critical Time Windows
Responses to warming trends are often expressed in terms of
average changes in temperature on seasonal or annual scales,
however species exhibiting short generation times such as
planktonic organisms respond only during speciﬁc time
windows within a season. Shatwell et al. (2008) showed how
short time windows can open for cyanobacteria in warm
springs in an otherwise diatom-dominated season. They
argued that if cyanobacteria attain a critical biomass during
that critical time window they can dominate the phytoplank-
ton during summer. In terms of zooplankton, the abundance of
cyclopoid (Gerten andAdrian 2002b; Seebens et al. 2009) and
calanoid copepods (Seebens et al. 2007) in summer and
autumn are determined by conditions in spring—probably
related to temperature-induced changes in the emergence of
resting stages (Adrian et al. 2006) or short time windows of
high food availability which increases offspring survival
(Seebens et al. 2009).
Temperature-driven changes in the timing of food avail-
ability and of predation by young-of-the-year ﬁsh during
critical time windows in spring/early summer determined the
mid-summer decline in daphnids (Benndorf et al. 2001).
More speciﬁcally, water temperatures in narrow time win-
dows either before (2.2 weeks) or after the typical
clear-water phase (3.2 weeks) affected the start-up popula-
tions of summer crustacean zooplankton and explained some
of their contrasting success during three hot summers char-
acterised by more or less the same average summer water
temperature (Huber et al. 2010).
10.6.3 Critical Thresholds
Threshold-driven responses to environmental forces have
gained attention in ecology because of their seeming
unpredictability and their potentially large effects at all levels
of ecosystems. The crossing of critical thresholds may result
in abrupt changes in particular elements of an ecosystem
(Andersen et al. 2009; Scharfenberger et al. 2013) or entire
ecosystems—the famous example being the alternative
stable states of clear versus turbid lakes (Scheffer and
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Carpenter 2003). Abrupt changes within ecosystems are
already known under warming trends experienced in the
recent past for a number of variables spanning abiotic and
biotic components, such as nutrients or algal blooms
(Wagner and Adrian 2009a; for review see Adrian et al.
2009, 2012). The underlying forces are often unclear, but
may involve competition for common resources and the
crossing of critical thresholds in the abundance of con-
speciﬁcs (Scharfenberger et al. 2013) or multiple overlap-
ping environmental forces (Huber et al. 2008).
Critical thresholds are known to have been exceeded
within lake ecosystems (Hargeby et al. 2004). For example,
Peeters et al. (2007) quantiﬁed the exceedance of critical
thresholds in spring for several meteorological variables to
determine early or late onset of phytoplankton growth in
Lake Constance (Germany). In a recent model, Straile et al.
(2012) used water temperature phenology as a predictor for
Daphnia seasonal dynamics in North Temperate lakes. The
day of the year when surface water temperatures reached a
threshold of 13 °C explained 49 % of the variability of the
timing of the spring Daphnia maximum in two German
lakes (Lake Constance, Müggelsee) and in Lake Washington
(USA). The Daphnia phenology model also performed well
for predicting the timing of the Daphnia maxima in 49 lakes
within the northern hemisphere—many located in the North
Sea region (Straile et al. 2012). Early spawning of zebra
mussel Dreissena polymorpha in Müggelsee was related to
early attainment of the same critical water temperature
threshold of 13 °C, known to initiate the ﬁrst spawning
event of the year (Wilhelm and Adrian 2007).
Exceeding direct and indirect temperature thresholds
(length of thermal stratiﬁcation) has been shown to trigger
processes such as the onset and magnitude of cyanobacteria
blooms (Wagner and Adrian 2009a; Huber et al. 2012).
Stratiﬁcation periods of more than three weeks caused a
switch from a dominance of non-N-ﬁxing cyanobacteria to a
dominance of N-ﬁxing cyanobacteria species, thus affecting
not only biomass of cyanobacteria but also ecosystem
functioning (Wagner and Adrian 2009a). In addition to
warming-related changes in species composition (Adrian
et al. 2009), habitat shifts northward toward temperate-zone
lakes over the last few decades have been observed for
Cylindrospermopsis raciborskii, an invasive freshwater
cyanobacterium, originating in the tropics (Padisak 1997).
Observations of Cylindrospermopsis raciborskii in pelagic
populations were found to be temperature-mediated. Fila-
ments emerged in the pelagic habitat when water tempera-
ture rose above 15–17 °C in two north German lakes
(Wiedner et al. 2007).
10.6.4 Extreme Events
Extreme events, which are expected to become more fre-
quent in the future, are often ecologically more relevant than
fluctuations in mean climate. For lakes, extreme events
principally refer to exceptionally mild winters, summer heat
waves, or extreme storms or heavy rainfall events. For
example, an extreme event for a lake that typically freezes in
winter would be if the lake did not freeze at all. Based on
regional climate model forecasts, Livingstone and Adrian
(2009) predicted that the percentage of ice-free winters for a
lake in northern Germany would increase from about 2 % at
present to over 60 % by the end of the century; see
Sect. 10.2.2 for more detail on the frequency of extremely
late freeze-up, early break-up and short ice duration. These
extremes affect thermal stratiﬁcation patterns and underwater
light conditions, with implications for oxygen conditions and
phytoplankton development (see Sect. 10.4.2).
Central Europe has recently experienced extreme heat
waves, most notably that of summer 2003. Mean air tem-
perature in summer that year exceeded the long-term average
by around 3 °C over much of Europe (Schär et al. 2004).
Although heat waves are likely to promote cyanobacteria
blooms (Jöhnk et al. 2008), water temperatures above
average to the same extent in Müggelsee (Germany) in two
recent summers (2003 and 2006) resulted in very different
situations: a cyanobacteria bloom in 2006 but a record low
cyanobacteria biomass in 2003. This difference was due to
the thermal stratiﬁcation pattern being critically intense only
in 2006 (Huber et al. 2012).
Summer ﬁsh kills and a change in ﬁsh community
structure have been attributed to summer temperature
extremes in combination with eutrophication in shallow
Lake Peipsi (Estonia/Russia) related to a decline in
near-bottom oxygen conditions and a decrease in water
transparency (Kangur et al. 2013). An extreme rainy period
in 2000 caused a strong increase in chemical loading, par-
ticularly for organic carbon, in Lake Mälaren (the third lar-
gest lake in Sweden) followed by an increase in water colour
by a factor of 3.4 and a doubling of spring cryptophyte
biomass. This increase in algal mass required changes in the
treatment of raw water from Lake Mälaren for the drinking
water supply of Stockholm city (Weyhenmeyer et al.
2004b). Extreme summer rain events have also altered CO2
and CH4 fluxes in southern Finish lakes, with the systems
switching from being a net sink to a net source of CO2 to the
atmosphere (Ojala et al. 2011).
Episodic events of extreme wind speed or rain events
exceeding two standard deviations of the seasonal means
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have strong but complex impacts on thermal structure and
stability, DOC loading and underwater PAR (photosynthet-
ically active radiation) levels in northern European lakes—
the magnitude and direction of change depending on the
location of the lake and catchment characteristics (Jennings
et al. 2012). A comprehensive summary as to how extreme
weather events affect freshwater ecosystems is provided by
the British Ecological Society (BES 2013).
10.6.5 Regime Shifts
While ecosystems may be buffered against single short-lived
critical threshold exceedance events, gradual changes over
longer periods may cause lake ecosystems to switch abruptly
from one state to another. The most likely and widespread
climate warming-induced shift in lakes will be shifts in
thermal regime (see Sect. 10.2). Climate change alters heat
redistribution over time (within the annual cycle) and space
(vertically within the water column), and eventually leads to
transitions in the seasonal mixing regime of a lake much in
the sense of scenarios described by regime shift theory
(Scheffer and Carpenter 2003).
On the basis of existing climate scenarios, Kirillin (2010)
predicted a shift from a dimictic to a monomictic regime in
the majority of European dimictic lakes by the end of the
21st century, with the loss of ice cover in the cold season
meaning that winter stratiﬁcation in these lakes would
completely disappear. In summer, climate warming has an
opposite, stabilising effect that may eventually lead to the
mixing regime shifting to a dimictic regime in hitherto
polymictic lakes. The ecological consequences of this type
of regime shift may be even more far-reaching than for
di-/monomictic transitions, because the abrupt detachment of
the nutrient-rich hypolimnion from the euphotic layer is
likely to trigger stronger competition between autotrophic
species resulting in changes in phytoplankton species com-
position and ecosystem functionality (Wilhelm and Adrian
2008; Wagner and Adrian 2009a, b, 2011).
10.7 Modelling
Predicting the fate of freshwater ecosystem processes under
climate change is non-trivial, because many physical,
chemical and biological processes interact, and may be
affected on different spatial and temporal scales by climate
forcing. In attempting to account for these complex inter-
actions, mechanistic numerical models continue to play a
greater role in hypothesis testing (system understanding) and
for predicting the future state of ecosystems given the pro-
jections of future climatic forcing according to climate
models (Trolle et al. 2012). Thus, the ability to link—and
equally importantly to quantify—complex interactions
Fig. 10.8 Simulated water
temperature for the deep Lake
Ravn, Denmark, for current
climate (represented by 1989–
1993) (a) and future climate
(represented by 2094–2098) (b),
and simulated oxygen
concentration for current climate
(c) and future climate (d).
Simulations were performed
using DYRESM-CAEDYM.
Future climate forcing was
derived by the Danish
Meteorological Institute using the
regional HIRHAM model and the
SRES A2 scenario for Denmark.
Y-axis represent water level
(m) (D. Trolle, original)
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between physical, chemical and biological processes makes
models one of the most important tools of modern science,
and for the past decade, models have been used extensively,
aiming to establish the potential effects of future climate on
freshwater ecosystems (Mooij et al. 2007; Trolle et al. 2011;
Elliott 2012).
10.7.1 Linking Physical and Ecological
Dynamics
A widely accepted effect of increased climate warming on
lakes is increased stability of the water column, which is
readily quantiﬁed by hydrodynamic models (see Fig. 10.8).
Increased stability can cause prolonged periods of stratiﬁ-
cation, with subsequent effects on biogeochemical cycling,
for example by increasing the duration of anoxia in bottom
waters and thereby the potential for release of iron-bound
phosphorus.
Climate warming is also expected to result in decreased
duration and thickness of ice cover on lakes, and models
such as MyLake have recently been applied to provide
quantitative estimates of such decreases.
Models with a strong focus on food-web dynamics, such
as PCLake (Janse 1997) have also been used to quantify the
effects of warming in facilitating lake ecosystems to shift
from a clear, macrophyte-dominated state to a turbid,
phytoplankton-dominated state, under different combina-
tions of warming scenarios and external nutrient load sce-
narios (Fig. 10.9). Modelling exercises of this type are
readily undertaken using a standard desktop computer, in
contrast to testing such scenarios in experimental mesocosm
studies, for example, which is extremely time consuming
and expensive.
One of the key messages from the model study by Mooij
et al. (2007) shown in Fig. 10.9 was that the critical loading
of phosphorus to a lake, at which a shift from a clear to a
turbid state occurs, is likely to decrease as warming con-
tinues. This effectively means, that according to the model,
external loading will need to be reduced in the future, if
lakes are to retain the ecological quality of present day.
10.7.2 Predictions Versus Observations
Modelling studies of the long-term effects of climate change
on northern hemisphere temperate lakes (e.g. Elliott et al.
2005; Mooij et al. 2007; Trolle et al. 2011) generally imply
that overall phytoplankton biomass is likely to increase, and
that cyanobacteria will become a more dominant feature of
the phytoplankton species composition. This is in line with
empirical observations from time series (Jöhnk et al. 2008;
Wagner and Adrian 2009a, b; Posch et al. 2012) and with
cross-system analyses (Jeppesen et al. 2009; Kosten et al.
2012). However, the effects may be even more severe than
suggested by models, as current models do not fully account
for structural changes in the lake ecosystems that could
occur due to warming. As stated in Sect. 10.4.1 the com-
position of ﬁsh stocks could change towards smaller and
faster reproducing ﬁsh, implying more predation on zoo-
plankton and so less grazing on phytoplankton (Jeppesen
et al. 2010a; Meerhoff et al. 2012). Such changes have yet to
be included in dynamic models.
Fig. 10.9 Three scenarios with elevated temperatures (a) simulated
using PCLake adapted for shallow Dutch lakes, and evaluated for
average summer chlorophyll-a concentration (b) and the percentage of
cyanobacteria relative to total phytoplankton biomass (c). The simu-
lations include four scenarios: a control (closed circles), an all year
round temperature increase of 3 °C (open circles), an increase in
summer maximum temperature of 3 °C but no change in the winter
minimum (open diamonds), and an increase in winter minimum
temperature of 3 °C, but no change in the summer maximum (open
triangles) (adapted from Mooij et al. 2007)
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Table 10.1 Level of certainty for key climatic impacts on freshwater ecosystems
Parameter Comment
High certainty
Lake temperature Several time series, strong modelling tools
Ice development Several time series, strong modelling tools, satellite data
Phenology Several time series, modelling tools for autotrophs
Water level, runoff, retention Strong hydrological modelling tools
Thermal regime Extension of stable stratiﬁcation periods, good modelling tools
Oxygen depletion Several time series, linked with hydrology and trophic state
Medium certainty
DOC concentration Long-term data, good modelling tools
Concentrations of key elements Some data, closely linked with hydrology
Primary production Contrasting effects of DOC and nutrient inputs. Local differences
Autotroph community composition Prevalence of cyanobacteria. Local differences
Deterioration of trophic state Warming acts like eutrophication; linked with hydrology and trophic state
Range expansion of invasive species Northwards distribution of species
Loss of cold cold-stenothermic ﬁsh species Several time series; results from ﬁsh harvest
Low certainty
Secondary production Hard to arrive at general conclusions. Taxon- and locality-speciﬁc differences
Heterotroph community composition Taxon- and locality-speciﬁc differences. Secondary impacts of autotrophs
Diversity Limited data availability, taxon- and locality-speciﬁc differences; changes in
ecosystem function
Food-web responses Accumulated uncertainty from all other responses
Greenhouse gases (carbon dioxide, methane, nitrous
oxide)
Lakes as carbon sink or source, large-scale enclosure experiments
Water clarity Progress expected with new satellite data
10.7.3 Linking Landscape Activities
and Nutrient Losses
A recent trend is to assemble multidisciplinary modelling
teams with expertise both in hydrological and ecological
modelling. Coupling hydrological and ecological models
(Norton et al. 2012; Nielsen et al. 2013) enables a direct and
quantitative link between land use activities and surface
water quality. For example, Norton et al. (2012) used a
farm-scale nutrient budget model (PLANET; Planning Land
Applications of Nutrients for Efﬁciency) combined with a
generic nutrient runoff model (GWLF; Generalized Water-
shed Loading Function) to estimate nutrient losses to
Loweswater, a small lake in northwest England. The simu-
lated nutrient losses were subsequently used as input to an
ecological model for the lake, PROTECH (Phytoplankton
RespOnses To Environmental CHange). This model-chain
has been used to forecast the abundance of different phyto-
plankton types within the lake in response to a range of
catchment management measures. Ongoing research projects
are currently expanding such model chains to include the
effects of future climate on both hydrology and aquatic
ecosystems.
10.8 Conclusion
Freshwater systems, and notably lakes, are well suited to
trace climate-induced effects both directly via changes in ice
cover, hydrology and temperature, but also indirectly via
biotic communities since they represent closed bodies
(aquatic islands in the landscape). Moreover, they also offer
strong tools as ‘sentinels’ by integrating changes at the
catchment scale that elsewhere would be hard to detect
(Adrian et al. 2009). The North Sea region has a wide range
of freshwaters that reflect changes related directly and indi-
rectly to climate forcing. This includes a number of
long-term monitoring sites, and experimental studies offer
insights into climate change in freshwaters—and subsequent
impacts on downstream coastal recipients. The major
impacts on lakes, both those known to date and those pre-
dicted to occur, can be addressed with different levels of
certainty (tentatively summarised in Table 10.1). The level
of certainty falls substantially, once higher trophic levels and
the complexity of trophic interactions are included. Never-
theless, this summary may be used to identify systems and
parameters that are already well suited for addressing climate
responses, those that need further attention, and those that
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are likely to need addressing at local scales and where
general statements and predictions are hard to achieve.
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Abstract
The chapter starts with a discussion of general patterns and processes in terrestrial
ecosystems, including the impacts of climate change in relation to productivity, phenology,
trophic matches and mismatches, range shifts and biodiversity. Climate impacts on speciﬁc
ecosystem types—forests, grasslands, heathlands, and mires and peatlands—are then
discussed in detail. The chapter concludes by discussing links between changes in inland
ecosystems and the wider North Sea system. Future climate change is likely to increase net
primary productivity in the North Sea region due to warmer conditions and longer growing
seasons, at least if summer precipitation does not decrease as strongly as projected in some
of the more extreme climate scenarios. The effects of total carbon storage in terrestrial
ecosystems are highly uncertain, due to the inherent complexity of the processes involved.
For moderate climate change, land use effects are often more important drivers of total
ecosystem carbon accumulation than climate change. Across a wide range of organism
groups, range expansions to higher latitudes and altitudes and changes in phenology have
occurred in response to recent climate change. For the range expansions, some studies
suggest substantial differences between organism groups. Habitat specialists with restricted
ranges have generally responded very little or even shown range contractions. Many of
already threatened species could be particularly vulnerable to climate change. Overall,
effects of recent climate change on terrestrial ecosystems within the North Sea region are
still limited.
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11.1 Introduction
The chapter starts with a discussion of general patterns and
processes (Sect. 11.2), such as impacts of climate change on
productivity, phenology and biodiversity. Climate impacts
on speciﬁc ecosystem types, such as forests, grasslands and
mires are discussed in more detail in subsequent sections
(Sects. 11.3–11.6). The chapter concludes by discussing
links between changes in inland ecosystems and the wider
North Sea system (Sect. 11.7) and then summarises the main
ﬁndings of this assessment in the form of a table
(Sect. 11.8). The chapter focuses on the direct impacts of
climate change; the potential impacts of indirect drivers are
beyond the scope of this chapter.
11.2 General Patterns and Processes
11.2.1 Vegetation Zone Shifts, Productivity
and Carbon Cycling
The terrestrial part of the North Sea region lies mainly in the
temperate forest zone, with some boreal elements and tree-
less tundra at higher altitudes in Scandinavia and Scotland
(Fig. 11.1). Below the tree line, signiﬁcant areas of treeless
vegetation would naturally occur only in wetlands (marshes,
river floodplains and mires), where soil saturation precludes
tree growth.
Deforestation and land degradation as a result of grazing
and other anthropogenic activities have decreased the natu-
ral forest cover over thousands of years (e.g. Simmons 2003;
Kaplan et al. 2009; Gaillard et al. 2010). Most of the lowland
forests in England, for example, had already been cleared
1000 years ago (Ruddiman 2003). Forest cover over large
parts of the UK, the Netherlands, north-western Germany
and Denmark is currently less than 15 % (Eurostat 2015;
Fig. 11.2).
The current distribution of zonal vegetation types in the
North Sea region is influenced climatically mainly by tem-
perature because terrestrial net primary productivity (NPP) is
less limited by water supply, which is relatively high during
the growing season because this is when most rainfall occurs
(see Sect. 1.5). In terms of future changes in climate and
weather (see Chap. 5), the warming expected by the end of
the century can be expected to lead to a northward shift in
zonal vegetation types or up in altitude (Hickler et al. 2012),
and an increase in NPP where the warming is not accom-
panied by substantially drier conditions. Most climate
change scenarios project an increase in annual precipitation
across the North Sea region by the end of the century,
although substantially drier conditions have been projected
for summer and in particular for the southern part of the
Fig. 11.1 Potential natural zonal
(determined by macro-climate)
vegetation types in the North Sea
region. Grey areas were not
classiﬁed (Bohn et al. 2003;
simpliﬁed by Hickler et al. 2012)
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region, where water availability already constrains vegeta-
tion productivity (see Chap. 5). Together with the slight
projected increase in dry spell length (see Chap. 5 and Jacob
et al. 2014), vegetation productivity might, therefore,
decrease in the southern North Sea region. However, these
projections are based on average results from a number of
regional and global climate models (RCMs and GCMs) and
because not all models agree in terms of the sign of the
change in summer precipitation for different parts of the
North Sea region, these projections of future water avail-
ability during the main growing season contain uncertainties
(see Chap. 5 and Jacob et al. 2014). Furthermore, water
availability also controls forest productivity strongly in the
south-eastern UK (Broadmeadow et al. 2005), not strictly the
southern part of the study region. Here too, increasing
drought stress in summer would probably negatively impact
NPP. Nevertheless, it should be noted that unchanged pre-
cipitation implies less water availability because evapotran-
spiration will increase with rising temperature. According to
the multi-model mean of the CMIP5 models (see Chap. 5),
the net outcome of changes in precipitation and evapotran-
spiration is projected to be an increase in annual run-off in
the northern part of the region and a decrease in the south
(Collins et al. 2013). These changes in the water balance are
particularly important for wetlands (see Sect. 11.6).
The uncertainties in projections of future summer mois-
ture (see Chap. 5) make it difﬁcult to predict the impacts of
climate change on terrestrial ecosystems. Morales et al.
(2007) simulated the combined effects of climate change and
increasing atmospheric carbon dioxide (CO2) levels on
European ecosystems with a dynamic vegetation model,
using projections from a variety of combinations of RCMs,
bounding GCMs and emission scenarios (Christensen et al.
2007, not accounting for changes in land use). With the
exception of north-western France, all simulations indicated
increasing NPP in the North Sea region by the end of the
century. According to these simulations, the northern part of
the study region remains a carbon sink, and the southern part
continues to be a small source. However, different climate
impact models can yield different results even when driven
by the same climate scenario data. Using the SRES high
A1Fi scenario (Nakićenović and Swart 2000), a number of
dynamic global vegetation models (DGVMs) simulated
increasing NPP over most of the North Sea region by the end
of the century (Sitch et al. 2008), whereas the
Lund-Potsdam-Jena (LPJ) DGVM showed decreased vege-
tation carbon storage especially in the southern part (Sitch
et al. 2008). Most of the models in this study, as well as the
model used by Morales et al. (2007), included the potential
beneﬁcial plant-physiological effects of increasing atmo-
spheric CO2 concentrations, but not the constraints on this
effect through nutrient limitation.
Increasing levels of atmospheric CO2 will increase NPP
(sometimes referred to as the CO2 fertilisation effect), and
most plants reduce stomatal opening in response to higher
CO2 concentrations (e.g. Ainsworth and Long 2005; Hickler
et al. 2015). Reduced stomatal opening leads to lower plant
transpiration rates, commonly increasing soil water content
and thereby counterbalancing potentially increasing drought
stress under climate warming (Arp et al. 1998; Morgan et al.
2004; Körner et al. 2007). Increasing leaf area as a result of
higher NPP can counteract this water saving effect (e.g.
Gerten et al. 2004), but mostly under conditions of ambient
nutrient supply, which enables plants to take advantage of
increasing CO2 and to increase their leaf area (Arp et al.
1998; McCarthy et al. 2006; Norby et al. 2010). According
Fig. 11.2 Current land cover in
the North Sea region according to
CORINE Land Cover
(EUROSTAT 2014)
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to future simulations with a GCM that includes dynamic
vegetation changes, the net outcome of the two effects will
be a substantial increase in global run-off (Betts et al. 2007).
However, CO2 enhancement experiments with conifer trees
have shown hardly any reduction in stomatal conductance
(Körner et al. 2007), implying that the vegetation models
probably overestimate the reduction in stomatal conductance
and transpiration in conifer forests (Leuzinger and Bader
2012). The magnitude of the CO2 fertilisation effect on NPP
and carbon storage is highly debated (e.g. Körner et al. 2007;
Thornton et al. 2007). Although photosynthesis increases
under elevated CO2, this enhancement of carbon assimila-
tion often does not lead to increased biomass as the extra
carbon is mainly allocated to below-ground carbon pools
with fast turnover (ﬁne roots, root exudates, transfer to
mycorrhiza) (Körner et al. 2005; Finzi et al. 2007; Norby
et al. 2010; Walker et al. 2014). Nitrogen (N) deposition can
also increase NPP, but in the southern North Sea region,
N-deposition is already so high that nitrogen is not limiting
terrestrial productivity directly (but may decrease produc-
tivity through negative side effects such as soil acidiﬁcation;
Bowman et al. 2008; Horswill et al. 2008). N-deposition
across the study region is expected to remain at similar levels
as today (2014) or to decrease slightly (Tørseth et al. 2012),
but N-mineralisation in the soil will probably increase in the
northern North Sea region due to warming (Lükewille and
Wright 1997; Melillo et al. 2011), which would increase
terrestrial productivity particularly in N-limited vegetation
on acidic soils (see also Sects. 1.7 and 11.6).
Net primary productivity is an important driver of many
ecosystem services, including total carbon storage, but in the
North Sea region its dynamics are determined largely by land
use, which has not been accounted for in the DGVM study
mentioned previously (Sitch et al. 2008). Over most parts of
Europe, including the North Sea region, forest carbon stocks,
for example, are currently increasing as forests grow older
and less timber is harvested than a few decades ago (Janssens
et al. 2003; Nabuurs et al. 2003; Ciais et al. 2008).
Total ecosystem carbon storage is further influenced by
soil carbon dynamics. Soil respiration, and thereby carbon
losses from the soil, is expected to increase under global
warming, but the sensitivity of the soil carbon pool remains
uncertain (Davidson and Janssens 2006; Luyssaert et al.
2010), and combined effects of potentially increasing NPP
(and carbon inputs into the soil) and increasing soil respi-
ration rates (reducing carbon storage) on total ecosystem
carbon storage are very difﬁcult to estimate.
11.2.2 Changes in Phenology
Changes in the phenology of biota currently provide the
most sensitive and compelling evidence of climate warming
impacts in the North Sea region and elsewhere in the middle
and higher latitudes. At the same time these changes are
particularly well documented due to a pan-European net-
work of phenological data collections that has been run
continuously since the mid-20th century (e.g. Menzel 2000)
as well as long-term data from bird-ringing stations (e.g.
Sparks et al. 2005) and butterfly monitoring programmes
(Roy and Sparks 2000). Phenological changes that can be
attributed to climate change include leaf unfolding, flower-
ing and leaf colouring as well as the arrival dates of migrant
birds, dates of egg laying of birds or the timing of the ﬁrst
appearance of butterflies (Parmesan and Yohe 2003;
Parmesan 2006).
An analysis of observational data from the International
Phenological Gardens in Europe for the 1959–1996 period
(Menzel and Fabian 1999; Menzel 2000) revealed that
spring events such as leaf unfolding have advanced on
average by 6.3 days (−0.21 days year−1), whereas autumn
events such as leaf colouring have been delayed on average
by 4.5 days (+0.15 days year−1). This trend has resulted in
an average extension of the annual growing season by
10.8 days since the early 1960s. This trend is of particular
signiﬁcance for regions bordering the North Sea Basin such
as Denmark and northern Germany. Similar results were
obtained in a more regional study analysing data from the
phenological network of the German Weather Service for the
period 1951–1996. In this study, Menzel et al. (2001) found
the strongest phenological advances in key indicators of
earliest and early spring (−0.18 to −0.23 days year−1)
whereas changes in autumn were less pronounced (delay of
+0.03 to +0.10 days year−1). Overall, the mean growing
season for the period 1974–1996 was up to 5 days longer
than for the period 1951–1973. Similar ﬁndings were made
by van Vliet et al. (2014) in the Netherlands. Using data
from the Dutch phenological observation network they
found that signiﬁcant changes in life cycle events started
only in the early 1990s. In a large-scale meta-analysis using
data from 21 European countries for the period 1971–2000
(Fig. 11.3), Menzel et al. (2006) showed that 78 % of all
bud break, flowering and fruiting records advanced, and only
3 % were delayed.
This study clearly demonstrated that phenology is directly
linked to the temperature of preceding months with a mean
advance of spring/summer by 2.5 days per °C and a mean
delay of leaf colouring and leaf fall by 1.0 days per °C. So
far, phenological changes of this type are reversible and
depend on weather conditions in the year of observation.
In the UK, mean laying dates for the ﬁrst clutches of 20
bird species advanced on average by 8.8 days between 1971
and 1992 (Crick et al. 1997). Similarly, spawning of two
amphibian species (toads) in England advanced by two to
three weeks between 1978 and 1994, and the arrival of three
newt species in breeding pools advanced by as much as ﬁve
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to seven weeks (Beebee 1995). Based on a composite map of
70,000 records for 1998–2007 for the common frog Rana
temporaria, Carroll et al. (2009) found an average advance
of ﬁrst spawning of about 10 days in the UK compared to
map-based data 60 years before.
On the island of Heligoland in the south-eastern corner of
the North Sea, mean spring passage times for 24 species of
migratory birds advanced by 0.05–0.28 days year−1, which
in most species correlated strongly with warmer local tem-
perature during the migration period as well as with the
strength of the North Atlantic Oscillation (NAO; Hüppop
and Hüppop 2003). Almost identical ﬁndings were made at a
larger spatial scale from several ringing stations by Sparks
et al. (2005). At the continental scale, Both et al. (2004)
analysed 23 European populations of pied flycatcher Fice-
dula hypoleuca and found that nine showed an advanced
laying date, which were all from those areas with the
strongest warming trend and mostly situated at the southern
fringe of the North Sea basin. In an area of southern England
(Oxfordshire), Cotton (2003) demonstrated that earlier arri-
val of 20 species of long-distance migratory birds was
positively correlated with enhanced air temperatures at
wintering grounds in Sub-Saharan Africa.
Climate change also has signiﬁcant impacts on the winter
distribution of migratory birds that fly south to avoid the
northern winter. Based on ringing data from the Netherlands,
Visser et al. (2009) found that 12 of 24 species studied
showed a signiﬁcant reduction in their migration distance to
the south, and that this was strongly correlated with the
Dutch winter temperature in the year of recovery. For three
common waterfowl species, Lehikoinen et al. (2013)
demonstrated that shifts in wintering areas to the northeast
correlated with an increase of 3.8 °C in early winter tem-
perature in the north-eastern part of the wintering areas,
where bird abundance increased exponentially, correspond-
ing with decreases in abundance at the south-western margin
of the wintering ranges. In line with these ﬁndings, Maclean
et al. (2008) showed that the centres of wintering distribution
for ﬁve species of wading birds along the north-western
European coast flyway shifted 95 km north-eastwards within
the period 1981–2000.
For the UK, Roy and Sparks (2000) showed that 26 of 35
species of butterfly exhibited an earlier appearance over the
relatively short period 1976–1998 (statistically signiﬁcant
for 13 species). The authors estimated that a warming of 1 °
C might advance ﬁrst and peak appearances of most butterfly
species by 2–10 days.
11.2.3 Matches and Mismatches Across
Trophic Levels
Shifts in phenology as a response to climate change differ
among species and populations. This has been shown for a
range of taxonomic groups (Parmesan and Yohe 2003;
Parmesan 2006). If climate responses differ between
strongly-interacting species, such differences can have
immediate impact on key ecological interactions, such as
plant–pollinator, herbivore–plant, host–parasite/parasitoid
and predator–prey (Visser and Both 2005; Thackeray et al.
2010). This may lead to a phenological mismatch of
evolutionary-synchronised species but also to a phenological
match of formerly asynchronised species resulting in so far
avoided competition, parasitism or predation (Parmesan
2006).
For the Netherlands (Fig. 11.4), it was demonstrated that
earlier bud break in sessile oak Quercus petraea due to
climate warming leads to an earlier appearance of caterpil-
lars, thus disrupting food supply during the main hatching
Fig. 11.3 Temperature sensitivity and response across the year.
a Maximum correlation coefﬁcients for 254 mean national time series
of phenophases in nine European countries with mean temperatures of
the previous months. b Regression coefﬁcients against mean temper-
ature of the previous month. F flowering; LU leaf unfolding; LC leaf
colouring. The overall dependence of temperature sensitivity and
response on mean date is high a R2 = 0.59, p < 0.001; b R2 = 0.47,
p < 0.001) (Menzel et al. 2006)
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period of the migratory pied flycatcher, which did not keep
pace in its arrival at breeding grounds with the advance in
peak food supply (Both and Visser 2001; Both et al. 2006).
As a consequence of this mismatch in timing, pied flycatcher
populations breeding in oak forest declined by 90 %
between 1987 and 2003 (Both et al. 2006).
Such phenological mismatches may show effects across
four trophic levels leading to deterioration in the timing of
food demand and availability for passerines and their avian
predators (Both et al. 2009). Biotic mismatches are also
considered a major cause of the disproportionate decline in
long-distance migratory bird species compared to
short-distance migrants that are able to react more flexibly to
phenological changes in their breeding areas (Møller et al.
2008; Both et al. 2010; Saino et al. 2011). Evidence for this
phenomenon is, however, so far mostly correlative. The
genetic basis of mechanisms of adaptation to phenological
change is still poorly understood. Although the actual con-
sequences of phenological changes on ecosystem function-
ing are not clear, several studies highlight the potential risk
of desynchronising trophic linkages between primary and
secondary consumers (Thackeray et al. 2010). This includes,
for example, the distortion of entire food webs, in which top
predators moving to cooler regions may trigger trophic
cascades that lead to local extinctions and altered ecosystem
processes (Montoya and Raffaelli 2010). To date, most of
these assumptions are theoretical and more or less unsup-
ported by experiments or empirical data.
Differences in response to climate change among species
may also lead to a matching of originally asynchronous
species, also with considerable ecological implications
(Visser and Both 2005; Parmesan 2006). Case studies doc-
umenting this process are rare. Van Nouhuys and Lei (2004)
showed that warmer, early spring-temperatures favoured the
parasitoid wasp Cotesia melitaearum disproportionally,
bringing it into closer synchrony with its host the butterfly
Melitaea cinxia. Although the authors found no direct effect
of the phenological matching on local host population size,
the synchrony is likely to be important for overall host
meta-population dynamics via variation in the rate of
colonisation by the parasitoid.
In addition to phenological mismatches, trophic interac-
tions can also become disrupted if host plants and species
feeding on these host plants shift their ranges asyn-
chronously. For the monophagous butterfly Boloria titania
and its larval host plant Polygonum bistorta, Schweiger et al.
(2008) showed that climate change may lead to a spatial
mismatch of trophically interacting species due to asyn-
chronous range shifts. Schweiger et al. (2012) analysed the
potential for such mismatches in the future for 36 European
butterfly species by simulating the potential range shifts for
butterflies and host plants separately with bioclimatic
envelope models, also taking into account land use. They
found that those butterflies that are already limited in their
distribution by their host plants could suffer most from
global climate change, particularly if the host plants have
restricted ranges.
11.2.4 Range Shifts and Biodiversity
Recent climate change has already influenced the distribu-
tion of species and their abundance (Walther et al. 2002;
Parmesan and Yohe 2003; Parmesan 2006; Lenoir et al.
2008; Chen et al. 2011). According to a recent meta-analysis
covering a range of taxonomic groups across the globe,
species have on average shifted their ranges 16.9 km to
higher latitudes and 11 m up in altitude per decade, more
than estimates from earlier studies. The average shifts have
been larger in those areas that have experienced the strongest
warming and have, on average, been sufﬁcient to track
temperature changes, but with large variation between spe-
cies, and most observations are from the temperate zone and
tropical mountains (Chen et al. 2011). More than 20 % of
species actually shifted in the opposite direction (in latitude
and altitude) to the one expected based on temperature
changes over the last few decades. Such changes can be
explained by drivers other than temperature, such as habitat
destruction and water availability, together with biotic
interactions such as dependency on certain host plants and
special physiological constraints (e.g. minimum or
Fig. 11.4 Trends in pied flycatcher populations in response to the
local date of peak caterpillar abundance (Spearman rank correlation:
rs = 0.80, n = 9, p = 0.013) (a), and the slope of annual median egg
laying date on spring (16 April–15 May) temperature (rs = −0.86,
n = 7, p = 0.03) (b). Populations of pied flycatchers with an early food
peak and a weak response declined most strongly. Population trend is
the slope of the regression of the log number of breeding pairs against
year. In ‘b’, the x axis shows the slope of a linear regression of median
laying date against mean temperature from 16 April to 15 May. Error
bars represent the standard errors of the slopes of the regression lines.
All points in ‘b’ are also in ‘a’, except for one point, for which no data
regarding the caterpillar peak were available (Both et al. 2006)
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maximum temperatures during crucial phases of the life
cycle) (Chen et al. 2011; Crimmins et al. 2011; Tingley et al.
2012). The differences between species reported here were
only poorly related to broad taxonomic groups, such as birds
and butterflies; rather the differences within such groups
were larger than the differences between groups. In all tax-
onomic groups, habitat specialists and those with a low
dispersal and colonisation capability show the lowest or
even negative range shifts towards higher latitudes or alti-
tudes (Warren et al. 2001; Chen et al. 2011). However, a
recent global analysis of projected rates of temperature shift
across landscapes compared to maximum projected speeds at
which species can move across landscapes (from observa-
tions and modelling studies) showed that many species will
probably be unable to track climate change, particularly for
the warmer scenarios, which imply faster warming than in
the recent past (Settele et al. 2014). Furthermore, this anal-
ysis also suggested large differences between organism
groups in terms of their dispersal capacity. Herbaceous
plants and trees seem to have particularly low dispersal
capacity (Settele et al. 2014). An analysis for the British Isles
(Fig. 11.5) also showed substantial differences in range
expansion for different taxonomic groups (Hickling et al.
2006).
In the North Sea region, substantial average northward
shifts have been well-documented for birds, butterflies,
moths, dragonflies and damselflies, but mostly with large
numbers of species also showing no shift or even retreating
northern range boundaries (Parmesan 2006). Among the
well-studied groups, plant ranges show the smallest
responses to recent climate change, at least in lowland areas,
probably because of their limited capacity to disperse and
colonise new habitats in highly-fragmented landscapes
(Honnay et al. 2002; Bertrand et al. 2011; Doxford and
Freckleton 2012). Analyses of community composition,
however, show substantial increases in warm-adapted vas-
cular plants and epiphytic lichens across the Netherlands,
which have probably been partly driven by climate change
(van Herk et al. 2002; Tamis et al. 2005). Also, as these
changes have clearly been driven by other factors (such as
changes in land use, eutrophication and, in the case of
lichens, decreasing sulphur emissions) attributing them to
climate change is challenging. Seventy-seven new epiphytic
lichen species colonised the area between 1979 and 2001,
nearly doubling the total number of species (van Herk et al.
2002) and overall vascular plant richness also increased
(Tamis et al. 2005).
Average model projections for the migration rates that
would be necessary to track climate change in Europe are
substantially larger than those historically observed, but the
magnitude of the mismatch depends heavily on the climate
change scenario (Skov and Svenning 2004; Huntley et al.
2008; Doswald et al. 2009). Simulations with bioclimate
envelope models suggest large local (per grid cell) species
losses and turnover rates, assuming that species fully track
climate change by migration (Thuiller et al. 2005; Pompe
et al. 2008). For the SRES A1 scenario (Nakićenović and
Swart 2000) and the HadCM3 climate model, for example,
Thuiller et al. (2005) estimated an average turnover of 48 %
per grid cell for the European plants considered (1350 for all
of Europe) in the European Atlantic region by 2080. How-
ever, results from bioclimate envelope models should be
Fig. 11.5 Latitudinal shifts in northern range margins for 16 taxo-
nomic groups in the British Isles during recent climate warming.
Results are given for three levels of data subsampling (grey recorded;
white well-recorded; black heavily recorded). Only species occupying
more than twenty 10 km grid squares across two time periods (between
1960 and 2000, depending on organism group) are included in the
analyses; for several of the species-poor groups, these criteria excluded
all species from the analysis of ‘heavily recorded’ squares (Hickling
et al. 2006)
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interpreted more as potential shifts in the climatic window in
which species can thrive rather than projections in range
shifts. Furthermore, such models may overestimate change
because they are developed based on correlations between
species ranges and environmental factors. They do not
capture the fundamental niche of species and so underesti-
mate the climatic niche when species have not yet reached
their distribution in equilibrium with the climate, which
appears to be common, at least for trees (Svenning and Skov
2004; Normand et al. 2011). Furthermore, dispersal is rarely
simulated explicitly, and dispersal projections are uncertain,
for example, because of large uncertainties in projected wind
speeds (Bullock et al. 2012). Nevertheless, it could be
expected that many mobile, generalist species will continue
to shift their distributions northward and up in altitude in
response to climate change, although many habitat special-
ists (often those that are rare and already endangered) will
not, and that many cold-adapted species will probably
experience range losses at their southern distribution limit or
at lower elevations (Hill et al. 2002; Chen et al. 2011; Sandel
et al. 2011; Schweiger et al. 2012). As the area south of the
North Sea region is generally more species-rich (e.g.
Thuiller et al. 2005), biodiversity in the North Sea region
could even increase. Negative impacts on cold-adapted
species are expected to be most severe in mountain regions,
where species have limited possibilities to migrate upwards
or northwards, such as on mountains in the British Isles
(Berry et al. 2002; Hill et al. 2002). Recent climate change
has also affected the community compositions of birds and
butterflies in Europe. Analyses of 9490 bird and 2130 but-
terfly communities in Europe show large changes, equivalent
to a 37 and 114 km northward shift in bird and butterfly
communities, respectively. However, these analyses suggest
an even larger ‘climatic debt’, corresponding with a migra-
tion lag of 212 and 135 km for birds and butterflies
(Devictor et al. 2012).
Intensiﬁcation of agricultural activities and increasing
anthropogenic nitrogen inputs since the 1950s and 1960s
have been major drivers of biodiversity changes in the North
Sea region (e.g. Ellenberg and Leuschner 2010). Wesche
et al. (2012) found large changes in grassland community
composition in ﬁve floodplain regions in northern Germany
between the 1950s and 2008 and a decline in species rich-
ness at the plot level of 30–50 %. The decline was partic-
ularly strong among nectar-producing herbs, which is likely
to have had negative effects on pollinators (Wesche et al.
2012). An analysis of Ellenberg indicator values for nutrient
availability and a qualitative comparison with a protected
area in the same region suggests that these changes were
largely driven by increased nutrient inputs. Also, for a
number of insect groups, a decline in species preferring
low-productivity habitats and dry grassland specialists has
been recorded in northern Germany (Schuch et al. 2012a, b).
Pollinators are generally declining in Europe, and this has
been particularly well documented for the Netherlands and
the UK (Biesmeijer et al. 2006; Potts et al. 2010). However,
the reasons for the decline are unclear. Potential drivers
include habitat loss and fragmentation, agrochemicals,
pathogens, invasion of non-native species, climate change
and the interactions between them (Potts et al. 2010). These
changes show the signiﬁcant role of land use practice for
biodiversity in north-western Europe. Further intensiﬁcation
of agricultural practices, possibly driven by an increasing
demand for biofuels, is likely to have negative effects on
biodiversity even if atmospheric N-deposition does not
increase.
11.3 Forests
Forests are currently considered the most important carbon
sink in Europe (Janssens et al. 2003). Due to the relatively
low proportion of forests in the present land cover for
countries bordering the North Sea—except Norway—the
regional signiﬁcance of this area as a carbon sink is rela-
tively small or even negative compared to other European
regions with higher forest cover (Janssens et al. 2005).
11.3.1 Climate Impacts on Productivity
and Carbon Stocks
Although estimates of the mean long-term carbon forest sink
(net biome production, NBP) are more reliable than those
from grasslands (Janssens et al. 2003), the role of wood
harvests, forest ﬁres, losses to lakes and rivers and hetero-
trophic respiration remains uncertain and difﬁcult to predict.
Almost one third of the NBP is sequestered in the forest soil,
but large uncertainty remains concerning the drivers and
future of the soil organic carbon pool under climate change
(Luyssaert et al. 2010). Nevertheless, increasing temperatures,
longer growing seasons, higher atmospheric CO2 concentra-
tions, and in the north, increasing N-mineralisation, are likely to
increase the potential forest productivity where summer pre-
cipitation does not decline (Lindner et al. 2010). Moreover,
it is uncertain to what extent this potential can be realised as
forests will increasingly face a climate to which the planted
species or provenances are not adapted, which might
increase their susceptibility to pests and pathogens, such as
bark beetle (Scolytinae) outbreaks, which can lead to major
forest die-back events particularly in Norway spruce Picea
abies stands (Schlyter et al. 2006; Bolte et al. 2010). Fur-
thermore, warmer and longer vegetation periods will accel-
erate the development of bark beetles, in some regions
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allowing for additional generations within a growing season
(Jönsson et al. 2009). Other insect herbivores will also
beneﬁt from warmer conditions (Lindner et al. 2010). In a
climate manipulation experiment in a Norwegian boreal
forest, raised temperature and CO2-level stimulated the
outbreak of heather beetle Lochmaea suturalis and led to a
shift in the ground vegetation from common heather Calluna
vulgaris to blueberry Vaccinium myrtillus and cowberry
Vaccinium vitis-idaea (van Breemen et al. 1998).
The complex interplay between climatic stress, pests and
pathogens, and further disturbance such as windfall is hardly
captured in the forest models used to project potential future
impacts of climate change (e.g. Kirilenko and Sedjo 2007).
As a result, it is highly uncertain whether climate change
will lead to higher standing biomass in forests.
11.3.2 Shifts in Communities and Species
Distribution
Projections of potential climate-driven transient shifts in
broadly-deﬁned forest types suggest only moderate changes
in the North Sea region by 2100 (Hickler et al. 2012). The
most signiﬁcant changes projected are the spread of broad-
leaved and hemi-boreal mixed forests northward in southern
Sweden and Norway as well as an upwards shift of the
tree-line in the southern Scandes, which is already taking
place (Kullman 2002).
Long-term equilibrium of shifts in forest type could be
much more substantial, with thermophilous forests dominating
in the south-western UK and temperate broadleaved forest
along most of the Norwegian coast (Hickler et al. 2012).
Recent range shifts northward (Fig. 11.6) have already been
observed for cold-hardy, broadleaved, evergreen species such
as holly Ilex aquifolium at their northern distributional limit in
Europe (Walther et al. 2005; Berger et al. 2007).
Many European tree species have not yet ﬁlled their
potential climatic niche in Europe because of dispersal
limitations (Svenning and Skov 2004; Normand et al. 2011).
Thus dispersal-limited species may be unable to track future
climate change, unless foresters assist migration.
In contrast, there is almost no evidence of range shifts in
herbaceous forest plants. Unlike mountain forest with short
migration distances, there is some evidence that in lowland
forests plant distribution changes will lag behind climate
warming (Bertrand et al. 2011). Observational (Honnay et al.
2002) and modelling studies (Skov and Svenning 2004) sug-
gest that this is probably due to dispersal limitation resulting
from forest habitat fragmentation in lowlands. Where signif-
icant range shifts of forest herbs northward and eastward have
been documented, such as for the oceanic annual woodland
herb climbing corydalis Ceratocapnos claviculata, it is
questionable whether this is due to climate change or to other
drivers such as eutrophication or assisted migration through
the international timber trade (Voss et al. 2012).
Among the major forest tree species, beech Fagus syl-
vatica is expected to extend its range northward in Britain
and southern Scandinavia (Kramer et al. 2010; Hickler et al.
2012), whereas environmental conditions for the
commercially-important Norway spruce will become less
favourable (Pretzsch and Dursky 2002; Schlyter et al. 2006;
Hanewinkel et al. 2013). Although beech is often considered
to be very sensitive to drought, several studies (Lebourgeois
et al. 2005; Meier and Leuschner 2008; Mölder et al. 2011)
showed considerable phenotypic plasticity in response to
drought stress (e.g. Bolte et al. 2007). The same is true for
sessile oak, which proved to be highly resilient even to
extreme drought (Leuschner et al. 2001; Lebourgeois et al.
2004; Friedrichs et al. 2009; Merian et al. 2011; Härdtle
et al. 2013). Given the generally damp climatic conditions of
north-western Europe, major broadleaved forest trees such as
beech and sessile oak are probably not constrained by the
projected climate change, which is in line with predictions of
vegetation models (Kramer et al. 2010; Hickler et al. 2012).
However, using older climate projections with lower pro-
jected rainfall than the latest average projections (see
Chap. 5), simulations with a forest tree suitability model
based on climatic and edaphic factors suggested that the
majority of native broadleaved species would become
unsuitable for commercial timber production in southern
England due to increasing drought severity (Broadmeadow
et al. 2005).
Forest management includes a wide range of measures to
mitigate climate change effects, such as the selection and
planting of species and provenances adapted to future cli-
mate (Isaac-Renton et al. 2014); a reduction in rotation
cycles to accelerate the evolution and establishment of better
adapted genotypes (Alberto et al. 2013); and the use of
mixtures of high genetic variation across an array of envi-
ronmental conditions (Hemery 2008; Köhl et al. 2010).
Scientiﬁcally-sound implementation of such adaptation
measures requires a wide range of research and monitoring
activities such as testing of the suitability of new tree species
and provenances, a regional risk analysis based on retro-
spective performance as well as the analysis of climate
envelope and climate matching under potential future cli-
mates (Hulme 2005; Bolte et al. 2009; Hemery et al. 2010).
11.4 Grasslands
After cropland, grasslands are the dominant land use type in
the North Sea catchment area. In the UK, grasslands com-
prise more than 40 % of land cover (EUROSTAT 2015).
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Due to conversion into cropland, and the cessation and
intensiﬁcation of agricultural practices, grasslands under-
went fundamental change during the 20th century (Bullock
et al. 2011). Changes in management practice and eutroph-
ication are currently the major drivers of ecological change
in grasslands. At the same time, grasslands are of major
signiﬁcance for biodiversity and nature conservation in
north-western Europe.
11.4.1 Climate Impacts on Carbon Stocks
and Cycling
Unlike forests, carbon accumulation in grassland ecosystems
occurs mostly below ground. As fluxes of greenhouse gases
in grasslands are intimately linked to management and site
conditions, grasslands can be either a sink or a source of
greenhouse gases. Although many studies consider
Fig. 11.6 Distribution of holly
Ilex aquifolium and the
0 °C-January isoline at different
times. a Former range of I.
aquifolium based on Enquist
(1924) and Meusel et al. (1965),
isoline based on Walter and
Straka (1970), symbols based on
Iversen (1944); circles: I.
aquifolium within or at the border
of the station area; circles: with
cross I. aquifolium strayed into
woods from gardens; stars: Ilex
area lies immediately outside the
station area; crosses: I. aquifolium
missing in the station area.
bModelled range of I. aquifolium
in the recent past (1931–1960),
isoline as in ‘a’. c Former range
of I. aquifolium as in ‘a’; isoline
updated for 1981–2000 based on
Mitchell et al. (2004), symbols as
for ‘a’. d Former range of I.
aquifolium complemented by the
simulated species distribution
under a moderate climate change
based on 1981–2000 climate data,
isoline as in ‘c’; triangles
represent locations with new
observations of I. aquifolium
(Walther et al. 2005)
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temperate grassland to be a carbon sink (Soussana et al.
2004), there is still high uncertainty about their current and
future net global warming potential (in terms of CO2
equivalents) at both a regional and continental scale (Jans-
sens et al. 2003, 2005; Smith et al. 2005).
For Britain and Wales, both dominated by grasslands,
Bellamy et al. (2005) suggested that signiﬁcant losses of soil
organic carbon (SOC) between 1978 and 2003 must be
attributed to climate change because they occurred across all
types of land use. However, as shown by Smith et al. (2007),
this assumption was precarious and lacked clear empirical
evidence. At a global scale (Guo and Giffort 2002), current
SOC losses and gains in grasslands can be predominantly
attributed to changes in land cover and management,
whereas the role of climate change remains uncertain but is
predicted to increase over the coming century (Smith et al.
2005). These considerable uncertainties are because grass-
land ecosystems are particularly complex and difﬁcult to
study owing to the wide range in management and envi-
ronmental conditions to which they are exposed. As a result,
studies on the effects of climate change on grasslands are
often affected by this variability as well as by other con-
founding effects such as eutrophication and changes in
management practice, which cause difﬁculties for observa-
tional studies and modelling (Soussana et al. 2004).
11.4.2 Climate Impacts on Plant Communities
Few experimental studies attempt to isolate the effects of
climate change from other confounding effects. A study
simulating warming and extended summer drought in cal-
careous grasslands at Buxton and Wytham in northern
England (Grime et al. 2000) covered two different types of
grassland with contrasting effects: after ﬁve years of climate
manipulation, the more fertile, early successional grassland
at Wytham showed signiﬁcant changes in species composi-
tion and aboveground productivity especially for the com-
bination of winter warming and summer drought. In
contrast, an oligotrophic and more traditional calcareous
grassland at Buxton exhibited almost no response to
warming and drought treatments. This was still true even
after 13 years of climate modiﬁcation (Fig. 11.7; Grime
et al. 2008). One reason for the high resistance of this
infertile grassland may be the small-scale spatial hetero-
geneity in soil depth allowing the coexistence of
Fig. 11.7 Mean dissimilarity of
treatment and control species
composition for each year of the
Buxton climate change
experiment conducted in a
nutrient-poor calcareous
grassland. Dissimilarity was
measured by Sørensen distance
estimated separately within each
replicate (n = 5 per treatment
year). Dashed lines indicate mean
dissimilarity in year 1 of the
experiment. Error bars indicate
one standard error of the mean.
Statistics indicate whether
treatment dissimilarity
progressively increased over time
based on linear autoregressive
models (Grime et al. 2008)
11 Environmental Impacts—Terrestrial Ecosystems 351
drought-tolerant and more mesic species at small spatial
scales (Fridley et al. 2011). As indicated by seed addition
experiments, the minor changes in species composition,
even after long-term climate treatments, are signiﬁcantly
affected by dispersal limitation rather than just biotic resis-
tance (Moser et al. 2011). The prominent role of dispersal
limitation as a cause of delayed response to climate effects
has also been highlighted in several other studies (Buckland
et al. 2001; Stampfli and Zeiter 2004; Zeiter et al. 2006).
Overall, the results of the Wytham and Buxton experi-
ments suggest that more productive grasslands, strongly
altered by human activities, might respond more to effects of
climate change than infertile and more traditionally managed
grasslands with rich species pools that can buffer climate
effects (Grime et al. 2000, 2008). However, infertile tradi-
tional grasslands show low resilience towards eutrophication
and changes in land management, which are currently more
important drivers of ecological change in grasslands than
climate change. Conversely, future warming potentially in
association with increased drought risk could supersede
eutrophication as the main driver of change, and in so doing
potentially favour the persistence or even spread of dry and
infertile grassland types (Buckland et al. 1997).
Observational studies also suggest that changes in the
grasslands of north-western Europe can be attributed to
recent regional climate change (e.g. Gaudnik et al. 2011),
but these are mostly of high uncertainty due to strong con-
founding effects (McGovern et al. 2011). However, flower-
ing phenology of many typical grassland plants in the UK
does reveal signiﬁcant effects of climate warming. Of 385
plant species, 16 % flowered signiﬁcantly earlier in the early
1990s compared to previous decades, and earlier onset of
flowering was most signiﬁcant in annual species (Fitter and
Fitter 2002). Williams and Abberton (2004) conﬁrmed a
signiﬁcant trend of earlier flowering within different agri-
cultural varieties of the common grassland legume white
clover Trifolium repens.
11.4.3 Climate Impacts on Animal
Communities
More convincing evidence of climate change effects in
grasslands comes from animal groups typical of grassland
habitats such as butterflies and grasshoppers; several have
extended their range northwards signiﬁcantly over past
decades (Parmesan et al. 1999; Hill et al. 2002; Hickling
et al. 2006). Unlike most vascular plants, which are often
chronically persistent and immobile, highly-mobile animal
species can often quickly respond to changing climate by
signiﬁcant range extensions. In north-western Germany, for
example, the Roesel’s busch-cricket Metrioptera roeselii, a
typical grassland species, has been rapidly extending its
range northward since the early 1990s, which was probably
helped by increased rates of macroptery in this normally
short-winged species, as a sign of density stress at the range
margin (Hochkirch and Damerau 2009; Poniatowski and
Fartmann 2011; Poniatowski et al. 2012).
Signiﬁcant northward range expansions have also been
documented for many typical grassland butterflies in the UK
(Hill et al. 1999, 2002). However, only particularly mobile
habitat generalists can fully exploit the emerging potential
offered by climate warming (Fig. 11.8), whereas less mobile
species and habitat specialists still suffer from habitat frag-
mentation and deterioration of habitat quality (Hill et al.
1999; Warren et al. 2001). Thus, range expansion is in many
cases signiﬁcantly lagging behind the current climate and
can be reduced or even reversed by non-climatic drivers
(Hulme 2005; Oliver et al. 2012).
11.5 Heathlands
In countries bordering the North Sea basin, heathlands
dominated by shrubs of the ericaceous family still cover
extensive areas especially in highlands of the UK and the
southern Scandes (Webb 1998; van der Wal et al. 2011).
Due to conversion into cropland and afforestation, heath-
lands have declined dramatically in the UK-lowlands and in
the southern part of the North Sea region (Denmark, Ger-
many, Netherlands). In these regions, they are at the edge of
extinction in many sites and have become a major object of
biodiversity and nature conservation efforts. Eutrophication
and acidiﬁcation through atmospheric inputs and changes in
land management are currently the major drivers of change
in these ecosystems (Härdtle et al. 2006), which makes the
identiﬁcation of climate change impacts difﬁcult.
11.5.1 Climate Impacts on Ecosystem
Processes
Effects of climate change on ecosystem processes in Euro-
pean heathlands were speciﬁcally addressed within the
framework of two EU-projects simulating raised tempera-
tures and drought (Wessel et al. 2004). These studies
included sites in the UK, Denmark and the Netherlands.
Experimental warming of 1 °C induced a signiﬁcant increase
in total above-ground plant biomass growth of 15 % in the
most temperature-limited site in the UK, whereas drought
treatments led only to a slight decline (Peñuelas et al. 2004).
Drought decreased flowering (by up to 24 % in the UK).
Warming and drought decreased litterfall in the Netherlands
(by 33 and 37 %, respectively). Tissue concentrations of
phosphorus (P) generally decreased and the N:P ratio
increased with warming and drought except at the UK site,
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indicating the progressive importance of P-limitation as a
consequence of warming and drought.
Owing to their richness in soil organic matter, mature
heathlands may become important sources of C and
N-release triggered by increasing temperatures and more
frequent periods of drought. For the same experiments as
above, Schmidt et al. (2004) found mostly weak and
insigniﬁcant effects of warming and drought treatments on
nitrogen and carbon budgets in the soil solution. Only at a
strongly N-saturated site with high atmospheric N-deposition
in the Netherlands, did warming trigger a signiﬁcant increase
in N-leaching. Similarly, in the same warming and drought
experiments, Jensen et al. (2003) and Emmett et al. (2004)
found largely weak or inconsistent responses in major soil
processes such as decomposition, respiration and
N-mineralisation. The latter turned out to be predominantly
controlled by soil moisture. The response of soil-related
processes to warming and drought treatments was generally
found to be strongly dependent on local site conditions
(Emmett et al. 2004). At mesic sites in the Netherlands and
Denmark, soil respiration decreased in response to drought
but recovered quickly to pre-drought levels after re-wetting in
Fig. 11.8 The degree to which
three butterfly species have
changed their ranges (a–c,
without subsampling) and are
lagging behind current climate in
Britain (d–f; 10-km grid
resolution). a+d, silver-studded
blue Plebejus argus; b+e,
speckled wood Pararge aegeria;
c+f, comma Polygonia c-album.
For maps a–c, black circles show
butterfly records for both 1970–
1982 and 1995–1999; green
circles show apparent extinction
(recorded 1970–1982; not 1995–
1999); pink circles show apparent
colonisation (no record 1970–
1982; record 1995–1999). For
maps d–f, black circles (climate
suitable, butterfly recorded) and
grey circles (climate unsuitable,
butterfly not recorded) show
where observed 1995–1999 and
simulated distributions agree; red
circles (climate predicted suitable,
butterfly not recorded) and blue
circles (climate deemed
unsuitable, butterfly recorded)
show mismatches (Warren et al.
2001)
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the following winter. In contrast, repeated drought treatments
at a particularly damp site in the UK, which was particularly
rich in organic matter, caused a disturbance in soil structure
and a persistent reduction in soil moisture, which induced
increased and continuing carbon losses through soil respira-
tion (Sowerby et al. 2008).
The heathland studies conducted within the framework of
the CLIMOOR and VULCAN projects (Peñuelas et al.
2007) show that the magnitude of the response to warming
and drought was dependent on differences between sites,
years, and plant species. Thus there are complex interactions
between other environmental factors that condition plant and
ecosystem performance, which makes it extremely difﬁcult
to predict net responses.
11.5.2 Climate Impacts on Plant Communities
Observational and experimental evidence for floristic chan-
ges in heathlands that can be clearly attributed to climate
change is weak; for example, Werkman et al. (1996) found
some indications that climate warming in combination with
N-deposition might enhance the spread of the noxious weed
bracken Pteridium aquilinum into heathlands in the UK.
However, declines in arctic-alpine and boreal-montane
lichen species in the heathlands of north-western Europe
can be attributed to changes in traditional management
practices and acidiﬁcation, and are probably not directly
connected to climate change (Hauck 2009).
11.5.3 Climate Impacts on Animal
Communities
A signiﬁcant decline has been observed over recent decades
in artic-alpine bird species inhabiting mountain heathlands in
the north of the UK such as ptarmigan Lagopus mutus,
dotterel Charadrius morinellus and snow bunting Plectro-
phenax nivalis. In contrast the thermophilous, submediter-
ranean Dartford warbler Sylvia undata has increased its
population and spread into southern England, probably due
to warmer winters (van der Wal et al. 2011). There is cur-
rently almost no empirical evidence of climate change
impacts in other heathland-speciﬁc animal groups. However,
modelling approaches suggest (Thomas et al. 1999; Berry
et al. 2002) that eco-thermic animal species in heathlands
may beneﬁt from climate warming at their northern range
margin.
11.6 Mires and Peatlands
Peatlands store signiﬁcant quantities of carbon, nitrogen and
other elements in their soils (e.g. Limpens et al. 2008; Yu
et al. 2010) and are widespread in the North Sea region
(Montanarella et al. 2006, Fig. 11.9). According to Joosten
and Clarke (2002), peatlands are areas with a naturally
accumulated peat layer at the surface, whereas mires are
peatlands where peat is currently being formed. While about
80 % of the peatlands in Sweden and Norway are still mires,
Fig. 11.9 Relative cover of peatlands and peat-topped soils in the
North Sea catchment area. Maps based on a the soil mapping units of
the European Soil Database (King et al. 1994, 1995) and b the NUTS
(Nomenclature of Territorial Units for Statistics) level 2 administrative
regions (R. Hiederer non-published data)
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the contribution of mires to the total peatland area in the
other, more southern North Sea-bordering states is only 1–
7 % due to widespread drainage and intensive land use
(Joosten and Clarke 2002).
Peatlands exchange C- and N-containing gases with the
atmosphere, particularly the greenhouse gases CO2, methane
(CH4) and nitrous oxide (N2O) and thus influence climate
(Blodau 2002; Frolking and Roulet 2007; Limpens et al.
2008; Finkelstein and Cowling 2011). Peatlands also exert
strong influences on aquatic ecosystems by lateral water-
borne export fluxes of elements, especially as particulate and
dissolved organic matter (Urban et al. 1989; Freeman et al.
2001; Worrall et al. 2002; Billett et al. 2004; Dinsmore et al.
2010). Importantly, carbon accumulation, and vertical
land-atmosphere and lateral waterborne bio-geochemical
fluxes of peatlands are affected by climate change, and at the
same time by changes in atmospheric chemistry and land use
(e.g. Bragg 2002; Belyea and Malmer 2004; Dise 2009;
Billett et al. 2010; Charman et al. 2013).
11.6.1 Climatic Impacts on Abiotic Conditions
Climatic change will have direct effects on the energy and
water budgets of peatlands. Changing quantities and temporal
patterns of precipitation will affect the water table in peat-
lands; with drought lowering and increased precipitation
raising peatland water levels (e.g. Sottocornola and Kiely
2010). Higher temperatures, which are projected for the North
Sea region in the future (Chap. 5) will increase evapotran-
spiration through a larger atmospheric water demand (Kellner
2001; Wu et al. 2010; Peichl et al. 2013). Other important
variables influencing the energy and water budget of peat-
lands are net radiation and incoming short-wave radiation
(Moore et al. 2013; Runkle et al. 2014). A continuation of the
‘brightening period’ through reduced aerosol loading (Wild
et al. 2005) in Europe could increase evapotranspiration
(Oliveira et al. 2011) leading to lower peatland water tables.
However, most atmospheric models simulate a future
decrease in shortwave radiation in the northern North Sea
region and an increase in short-wave radiation in the south
(Chap. 5). A long-term lowering of the water table due to
increased evapotranspiration is expected to be modulated by
changes in leaf area and the distribution of plant functional
groups leading to increased surface resistance, reduced
evapotranspiration and an attenuated fall in water tables
(Bridgham et al. 1999; Moore et al. 2013). Desiccation of the
moss layer during summer droughts can also lead to reduced
evapotranspiration (Sottocornola and Kiely 2010). Higher
winter precipitation as projected for the North Sea region
(Chap. 5) would lead to larger winter discharge from
peatlands and probably to a larger lateral export of dissolved
organic matter and nutrients (e.g. Tranvik and Jansson 2002;
Worrall et al. 2002, 2003; Pastor et al. 2003; Holden 2005).
Increasing summer drought andwinter rainfall would enhance
peatland erosion and export of dissolved organic carbon
(DOC) and particulate organic carbon (POC) in susceptible
areas, particularly in the upland blanket bogs of the UK and
Norway (e.g. Bower 1960, 1961; Francis 1990; Evans et al.
2006b; Evans and Warburton 2010). Drier mire surfaces in
summer would enhance the risk of peatland ﬁres, which lead
to strong local emissions of CO2 (Davies et al. 2013) and
waterborne DOC (Holden et al. 2007; Clutterbuck and Yallop
2010). At bare peat sites (under peat extraction or crop cul-
tivation), higher wind speeds and rainfall intensities can lead
to strong aeolian or water erosion of peat (Warburton 2003).
11.6.2 Climatic Impacts on Biotic Interactions
Climate change is expected to have large impacts on biotic
processes in peatlands (e.g. Heijmans et al. 2008; Charman
et al. 2013). Higher temperatures will generally increase
microbial peat decomposition and carbon mobilisation (Ise
et al. 2008), leading to greater concentrations of DOC in
peatland surface and soil pore waters (Freeman et al. 2001,
Fig. 11.10). The mobilised DOC can be mineralised and
released to the atmosphere as CO2 (e.g. Silvola et al. 1996;
Lafleur et al. 2005) or CH4 (e.g. Dunﬁeld et al. 1993; Moore
and Dalva 1993; Daulat and Clymo 1998; Hargreaves and
Fowler 1998; Fig. 11.11) depending on the
reduction-oxidation status of the organic soils. It can also be
laterally exported with the peatland discharge into limnic
systems (Tipping et al. 1999; Worrall et al. 2003).
Warming-induced increases in soil carbon emissions result
partly from the direct temperature effect on soil microbial
physiological processes and growth and partly from better
substrate availability in the soil pore water caused by higher
plant productivity (Mikkelä et al. 1995; Joabsson et al. 1999;
Van den Pol-van Dasselaar et al. 1999).
These ﬁndings from ﬁeld and laboratory studies have
been incorporated in local, regional and global soil process
models (e.g. Walter et al. 2001; van Huissteden and van den
Bos 2006; Bohn et al. 2007; Meng et al. 2012). The models
predict considerable increases in CH4 emissions from peat-
lands over the coming century due to warming as long as
wetland area and soil moisture conditions remain unchan-
ged. However, several global models tested within the
Wetland and Wetland CH4 Intercomparison of Models
Project (WETCHIMP) predict a decrease in wetland area in
the North Sea region in response to higher temperatures,
which is likely to lead to lower CH4 emissions (Melton et al.
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2013); however, it should be noted that these models show a
very wide range of responses.
Whether increased peat decomposition and carbon
mobilisation due to higher temperatures leads to lower net
ecosystem productivity and to higher net carbon emissions,
will depend on the land use of peatlands. For the period
1978–2003, Bellamy et al. (2005) reported carbon losses
from all soil types across England and Wales, with partic-
ularly strong losses from peat soils. However, it is not clear
from such data whether carbon was lost due to climate
change or to concomitant changes in atmospheric chemistry
and land use (see Sect. 11.4.1 and 11.6.3). Likewise, map-
ping of peat soils in the Dutch province of Drenthe showed
that 42 % of the area of peat soils was converted to mineral
soils in the last 30–40 years by carbon loss due to drainage
and agricultural management; on average 1 cm peat thick-
ness was lost per year (De Vries et al. 2008). In near-natural
peatlands with typical mire vegetation, peat accumulation is
expected to increase in response to higher mean annual
temperatures because the beneﬁt to primary productivity will
be higher than for ecosystem respiration (Loisel et al. 2012;
Charman et al. 2013). Longer growing seasons (higher
winter temperatures, shorter snow-cover duration) allows the
vegetation to take up more photons over the year leading to
higher plant productivity and peat accumulation. This
increase in net carbon uptake under a warming climate—a
negative feedback on climate warming—will be modulated
by cloud cover and levels of photosynthetically active
radiation (Yu et al. 2010; Loisel et al. 2012; Charman et al.
2013).
If peatland water tables become signiﬁcantly lower due to
increased evapotranspiration and/or decreased summer pre-
cipitation, peat decomposition and the release of CO2 will be
enhanced (e.g. Silvola et al. 1996; Laine et al. 2009). Higher
N2O emissions can also be expected with lower peatland
water levels (Martikainen et al. 1993; Regina et al. 1996;
Goldberg et al. 2010). On the other hand, CH4 production
and emission will decrease, while CH4 oxidation will be
enhanced (e.g. Daulat and Clymo 1998; Hargreaves and
Fowler 1998; Nykänen et al. 1998; Le Mer and Roger 2001;
Laine et al. 2007, 2009).
The impact of water table drawdown on net ecosystem
productivity depends on the response of peatland vegetation,
which is difﬁcult to predict and can vary strongly with the
micro-topography of mires (Malmer et al. 1994; Strack and
Waddington 2007; Lindsay 2010). Since Sphagnum mosses
have neither roots nor vessels to transport water from deeper
soil layers, they rely on high water tables. Water that is lost
at the soil surface through evaporation can be replaced by
precipitation and capillary rise in Sphagnum peat and veg-
etation. But—depending on the Sphagnum species present
and the degree of peat decomposition—capillary rise is only
efﬁcient in this regard if water tables are not lower than
0.5 m below the land surface (Clymo 1984). Thus,
long-lasting drought may damage the vitality of Sphagnum
mosses (Gerdol et al. 1996; Bragazza 2008; Breeuwer et al.
2009; Robroek et al. 2009).
Medium- to long-term changes in climatic variables such
as temperature and precipitation have complex effects on
mire vegetation composition that interact with changes in
CO2 concentration and nutrient availability (e.g. Heijmans
et al. 2008; Breeuwer et al. 2010, see also Sect. 11.6.3). In a
Sphagnum-dominated bog in southern Sweden, signiﬁcant
shifts in vegetation composition since the 1950s indicate
higher nutrient availability, higher productivity, and drier and
shadier conditions due to enhanced tree and shrub growth,
which have probably all been triggered by warming (Kapfer
et al. 2011). Projected climate change, particularly higher
summer temperatures and lower summer precipitation may
reduce the bio-climatologically suitable space for blanket
Fig. 11.10 Laboratory observations of increased concentrations of
dissolved organic carbon (DOC) and phenolic compounds in peat soil
in response to rising temperature (Freeman et al. 2001)
Fig. 11.11 Effects of temperature on methane (CH4) efflux from
30 cm diameter Sphagnum papillosum mire cores. Flux measurements
were performed in dark conditions (after Daulat and Clymo 1998)
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bogs in the UK (Clark et al. 2010; Gallego-Sala et al. 2010;
Gallego-Sala and Prentice 2013, Fig. 11.12). Berry and Butt
(2002) suggested that the dominant species in lowland raised
bogs of Scotland would ﬁnd suitable conditions, but that
some rare species will probably lose suitable climate space
under the expected future climatic conditions. Since lower
summer precipitation and higher summer temperatures are
projected for the entire North Sea region (Chap. 5), mires on
the European continent—especially ombrogenous mires—
are likely to experience falling summer water levels with
negative impacts on typical mire plant communities. How-
ever, Lindsay (2010) cautioned that the climate envelope
approaches applied might underestimate the importance of
local atmospheric humidity, cloud cover and mist frequency
for mire occurrence. Other studies even propose—on the
basis of biogeographical, bioclimatological and ecophysio-
logical reasoning—that northern oceanic peatlands will
expand owing to the increased oceanicity of the future cli-
mate (Crawford 2000; Crawford et al. 2003). Lindsay (2010)
also stated that mires with a well-developed acrotelm and
microtopography might be able to react to climate change
without losing their ability to grow and sequester carbon.
Mires that are already degraded will have much less resi-
lience to the projected changes in climate (Lindsay 2010).
11.6.3 Competing Effects of Climate Change
and Other Influences
In addition to the changes in climate, there have also been
changes in the intensity of land use and atmospheric
chemistry (such as CO2 concentration, and atmospheric
deposition of nitrogen and sulphur) over recent decades,
with strong impacts on near-natural and degraded peatlands.
These may intensify, mask or reverse the effects of climate
change on peatlands.
11.6.3.1 Atmospheric Chemistry
Research in Sphagnum bogs found that elevated atmospheric
CO2 concentrations did not affect NPP due to the strong
N-limitation of these ecosystems (Berendse et al. 2001).
However, CH4 emission (Dacey et al. 1994; Hutchin et al.
1995) and DOC export (Freeman et al. 2004; Van Groenigen
et al. 2011) from peatlands were enhanced under elevated
CO2 concentrations. Increased N-deposition promotes
microbial peat decomposition and thus CO2 and CH4
emissions (Aerts et al. 1992; Aerts and de Caluwe 1999) and
DOC export fluxes (Bragazza et al. 2006). Large shifts in
mire vegetation composition may also occur in response to
elevated CO2 concentrations and increased N-deposition
Fig. 11.12 Area covered by the
bioclimatic envelope of blanket
peatlands as predicted by the
model PeatStash using the
bioclimatic thresholds associated
with the 1961–1990 baseline
climate for the UKCIP02 high
and low emissions scenarios
(‘High’ and ‘Low’, respectively)
for three time periods: 2020s,
2050s and 2080s. An Ordnance
Survey/EDINA supplied service
(© Crown Copyright/database
2009) and Met Ofﬁce/UKCIP
gridded climate data (UKCIP02
© Crown Copyright 2002)
(Gallego-Sala et al. 2010)
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(Van der Heijden et al. 2000; Berendse et al. 2001; Fenner
et al. 2007; Heijmans et al. 2008). Deposition of nitrogen
and sulphur leads to acidiﬁcation of top soils and thus
changes the solubility and mobilisation of dissolved organic
matter. The rise in DOC concentrations in limnic water
bodies observed in the latter half of the 20th century in Great
Britain and Sweden seems to have been mainly driven by
decreasing S-deposition with the warming effect of minor
importance (Freeman et al. 2001; Worrall et al. 2002; Evans
et al. 2005, 2006a, 2007; Monteith et al. 2007; Erlandsson
et al. 2008). However, S-deposition has also been shown to
suppress CH4 emissions because sulphate reduction is
energetically favourable compared to methanogenesis (Dise
and Verry 2001). Heavy air pollution can even lead to die-off
of Sphagnum mosses, triggering for example peat erosion in
blanket mires (e.g. Tallis 1985).
11.6.3.2 Land Use
Drained and degraded peatlands are hotspots of greenhouse
gas emissions (e.g. Oleszczuk et al. 2008; Couwenberg
2011; Joosten et al. 2012). Mineralisation of peat organic
matter and the respective CO2 emissions are strongly related
to drainage depth and management intensity (Aerts and
Ludwig 1997; Dirks et al. 2000; Beetz et al. 2013;
Leiber-Sauheitl et al. 2013; Schrier-Uijl et al. 2014). A pro-
ject on peatlands in Germany has shown that the annual
greenhouse gas balance of managed peatland areas can be
estimated well from two predictor variables—mean annual
water level and carbon exported by harvest—which together
can be used as a proxy for management intensity (Drösler
et al. 2011, 2012). Within the set of managed peatlands,
greenhouse gas emissions from deeply-drained peatlands
such as cropland or intensively-used pastureland are espe-
cially large (Veenendaal et al. 2007; Drösler et al. 2011;
Elsgaard et al. 2012; Leiber-Sauheitl et al. 2013). Green-
house gas emissions can stay high at such sites even when
management intensity is moderated by nature conservancy
measures (Best and Jacobs 1997; Schrier-Uijl et al. 2010;
Hahn-Schöfl et al. 2011). Intensively-used peatlands are
more common in lowlands than in uplands due to better
accessibility and suitability for high-intensity agriculture.
Burning peatland vegetation as a management practice in the
UK may strongly affect carbon sequestration and dissolved
organic matter export (Garnett et al. 2000; Clutterbuck and
Yallop 2010; Yallop et al. 2010) although the evidence is not
conclusive (cf. Worrall et al. 2007; Clay et al. 2009; Allen
et al. 2013). It should be stressed that change in land use is
the primary driver of changes in peatland hydrology and
biogeochemistry, and probably has a stronger impact than
climate change. However, some climate change effects will
exacerbate the impact of human activities such as drainage,
grazing, burning and peat mining (e.g. Petrescu et al. 2009).
On the other hand, land use-related effects on peatlands often
make them more vulnerable to climate change impacts (e.g.
Parish et al. 2008).
11.7 Inland Ecosystems and the Wider
North Sea System
Inland ecosystems have important functions within the
coupled land-ocean-atmosphere system of the North Sea
region. Major functions of inland ecosystems are freshwater
storage and transmission, carbon storage, carbon sequestra-
tion, greenhouse gas emission and the export of dissolved
and particulate organic matter to aquatic systems. While
forests in the North Sea region currently sequester carbon
and act as greenhouse gas sinks (Ciais et al. 2008; Luyssaert
et al. 2010), agricultural systems are greenhouse gas sources
through CO2 and N2O emissions from soils and CH4 emis-
sions from enteric fermentation of livestock and manure
management (Schulze et al. 2009). Greenhouse gas emis-
sions from degraded and agriculturally-used peatlands are
signiﬁcant in several countries of the North Sea region when
compared to their total national greenhouse gas emissions,
with contributions of about 5 % in Germany and Denmark,
2–3 % in the Netherlands and about 1 % in the UK (Cannell
et al. 1999; Van den Bos 2003; Drösler et al. 2008, 2011;
Verhagen et al. 2009; Joosten 2010; Worrall et al. 2011;
Nielsen et al. 2013). On the other hand, CO2 uptake by the
few remaining near-natural peatlands in the North Sea region
is negligible compared to CO2 release by degraded peatlands
or CO2 uptake by forests. This means that reducing emis-
sions from reclaimed peatlands is more important than the
possible contribution of natural peatland to carbon
sequestration.
The export of dissolved and particulate organic matter
from inland ecosystems has important effects on the bio-
geochemistry and ecology of the receiving aquatic systems
(i.e. lakes, rivers, estuaries and the North Sea) and supplies
them with inputs of carbon, nitrogen, phosphorus and other
important nutrient elements (e.g. Evans et al. 2005). Because
export of DOC and POC is controlled by many interacting
factors (e.g. temperature, nutrient supply, precipitation,
evapotranspiration, run-off), its future behaviour is difﬁcult
to predict. Run-off is projected to increase in the northern
part of the North Sea region and to decrease in the south
(Alcamo et al. 2007). However, due to the projected
warming and higher frequency of heavy rain events in the
North Sea region (Chap. 5), enhanced mobilisation of soil
organic matter and transport of terrestrial DOC to the limnic
ecosystems and the North Sea are likely. Dissolved organic
matter affects ecosystem nutrient availability (Carpenter
et al. 2005), acidiﬁcation of limnic systems (Oliver et al.
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1983) and solubility, transport and toxicity of heavy metals
and organic pollutants (Carter and Suffet 1982; Pokrovsky
et al. 2005). It also regulates the photochemistry of natural
waters (Zaﬁriou et al. 1984) and influences aquatic produc-
tion of algae and bacteria (Wetzel 1992; Carpenter and Pace
1997). The export of organic matter into limnic systems can
affect human health adversely since these organic substances
support bacterial proliferation and lead to the formation of
carcinogens when they react with disinfectants (such as
chlorine) during water treatment (Nokes et al. 1999; Sadiq
and Rodriguez 2004). The magnitude of DOC fluxes in
rivers correlates with organic matter storage in the soils of
their catchments (e.g. Hope et al. 1997). Riverine organic
matter is modiﬁed strongly and largely removed through
mineralisation and sedimentation during transport in rivers
and estuaries (e.g. Raymond and Bauer 2000; Wiegner and
Seitzinger 2001; Abril et al. 2002; Raymond et al. 2013).
Thomas et al. (2005) estimated that about one million tons of
DOC and POC are transported into the North Sea by rivers
each year. Only 10 % of the riverine input of organic carbon
is probably buried in the shelf sediments (Hedges et al.
1997; Schlünz and Schneider 2000), with the rest incorpo-
rated in the food webs of coastal seas.
Flood risk mitigation is an important issue in coastal and
fluvial lowlands bordering the North Sea, especially given
the projected acceleration in sea-level rise in the future due
to climate change (Chap. 5). Peat soil degradation causes
land subsidence by a combination of peat oxidation and
compaction after drainage (Schothorst 1977). Historical
subsidence—caused by drainage since medieval times—
often combined with peat extraction for fuel, in coastal
peatlands of the Netherlands, Germany and eastern Britain
may have resulted in up to several metres of subsidence
(Godwin 1978; Borger 1992; Verhoeven 1992; Hoogland
et al. 2012). In the eastern British fenlands, compaction and
peat oxidation has resulted in up to 4 m of subsidence in
150 years (Godwin 1978). In Dutch managed peatlands,
subsidence is ongoing at up to one centimetre per year
(Hoogland et al. 2012, and references therein). Under a
warmer climate, peat decomposition would be even faster,
particularly in drained peatlands. This would increase flood
risk, induce costs for creating and managing flood protection
systems and ever deeper drainage, and threaten the economic
viability of agriculture. Subsidence also influences peatland
hydrology and hydrochemistry. The need for increasingly
deeper drainage enhances the upwelling of sulphate-rich
brackish or salt water (Hoogland et al. 2012). This in turn
may enhance peat decomposition by sulphate reduction, with
adverse impacts on water quality by increasing dissolved
and particulate organic matter and nutrient mobilisation
(Smolders et al. 2006). Replenishing surface water with
alkaline river water in agriculturally managed peatlands in
dry periods may have a similar effect on peat decomposition.
11.8 Summary
The expected future impacts of climate change on terrestrial
ecosystems are summarised in Table 11.1.
Future climate change is likely to increase NPP in the
North Sea region due to warmer conditions and longer
growing seasons, at least if future climate change is moderate
and summer precipitation does not decrease as strongly as
projected in some of the more extreme climate scenarios.
The physiological effects of increasing atmospheric CO2
levels and increasing N-mineralisation in the soil may also
play a signiﬁcant role, but to an as yet uncertain extent.
The effects of total carbon storage in terrestrial ecosys-
tems are highly uncertain, due to the inherent complexity of
the processes involved. For example, water table effects in
mires, large uncertainties in soil carbon modelling, the
unknown fate of additional carbon taken up through CO2
fertilisation, and other important drivers, such as changes in
land use (e.g. forest harvest and wetland drainage). For
moderate climate change, land use effects are often more
important drivers of total ecosystem carbon accumulation
than climate change.
Across a wide range of organism groups, range expan-
sions to higher latitudes and altitudes, changes in phenology,
and in the case of butterflies and birds, population increases
in warm-adapted species and decreases in cold-adapted
species have occurred in response to recent climate change.
Regarding range expansions, some studies suggest substan-
tial differences between organism groups; for example,
herbaceous plants show only small or no responses while
variability within other groups is large. Habitat specialists
with restricted ranges have generally responded very little or
even shown range contractions. Many of these often already
threatened species could therefore be particularly vulnerable
to climate change. Cold-adapted mountain top species are at
particular risk because they have very limited habitat space
in which to track climate change.
Overall effects of recent climate change on forest
ecosystems within the region are limited, and major impacts
on forest type distribution and forest functioning are unlikely
if future warming is moderate and summer precipitation does
not decrease as much as is projected in some of the more
extreme climate scenarios. However, current models simu-
lating potential impacts of climate change on forests rarely
include a number of drivers of potentially rapid changes in
forest functioning, such as forest pests and diseases (e.g.
Kirilenko and Sedjo 2007; Jönsson et al. 2009). As a result,
projections of climate-driven changes in future forest pro-
ductivity, biomass and carbon storage are highly uncertain.
For grasslands, signiﬁcant range expansion of ther-
mophilous animal species (e.g. Parmesan et al. 1999),
changes in flowering phenology (e.g. Fitter and Fitter 2002),
and population increases (e.g. Poniatowski et al. 2012) are
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currently more obvious signs of climate change, than
changes in plant community composition and ecosystem
processes. Even in experimental studies simulating drought
and warming, responses to treatments were modest (Bates
et al. 2005; Grime et al. 2008; Kreyling 2010). Evidence
from observational and correlative studies is weak and
speculative due to many confounding effects such as
eutrophication and changes in management practice (e.g.
Gaudnik et al. 2011; McGovern et al. 2011).
For heathlands, overall evidence for effects of recent
climate change from experimental warming and drought
treatments is also weak, variable and inconsistent, suggest-
ing that now and in the near future, climate warming is of
low signiﬁcance compared to other predominant drivers of
ecological change in heathland ecosystems such as
eutrophication, acidiﬁcation and altered management prac-
tices (e.g. Härdtle et al. 2006). For more extreme climate
scenarios, however, substantial effects could be expected in
heathlands. Projections of the exact nature of these future
effects are highly uncertain.
The projected climatic changes for the North Sea region
are likely to have signiﬁcant impacts on abiotic and biotic
processes in mires and drained peatlands. However, the
consequences will vary widely between mires and drained
peatlands. Higher temperatures and longer growing seasons
will increase NPP, but also ecosystem respiration, CH4
emission and DOC export in mires and drained peatlands.
The net effect is expected to result in increased peat accu-
mulation in mires but accelerating peat decay in drained
peatlands. In mires, lower water tables due to less summer
precipitation and/or higher evapotranspiration will enhance
NPP but also—and to a much greater degree—ecosystem
respiration, leading to a net loss of peat organic matter and
the release of CO2. On the other hand, CH4 emission will
also be reduced, while effects on DOC export are less clear.
In drained peatlands, climatic changes will have less effect
on the water budget and biogeochemical fluxes since water
tables are regulated.
Low summer precipitation and/or high evapotranspiration
can make conditions unsuitable for some mire types. How-
ever, well-developed natural mires may have considerable
resilience to climate change. The status of peatlands, namely
the level of drainage and soil degradation will determine
whether peatlands mitigate or exacerbate climate change.
Besides their function as a sink for atmospheric carbon,
the export of dissolved and particulate organic carbon and
nutrients from terrestrial ecosystems is probably the most
signiﬁcant process directly affecting the North Sea system.
Because this export is controlled by many interrelating fac-
tors (temperature, precipitation, evapotranspiration, run-off,
human impact), its future development is very uncertain and
therefore difﬁcult to predict.
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12Socio-economic Impacts—Fisheries
John K. Pinnegar, Georg H. Engelhard, Miranda C. Jones,
William W.L. Cheung, Myron A. Peck, Adriaan D. Rijnsdorp
and Keith M. Brander
Abstract
Fishers and scientists have known for over 100 years that the status of ﬁsh stocks can be
greatly influenced by prevailing climatic conditions. Based on historical sea surface
temperature data, the North Sea has been identiﬁed as one of 20 ‘hot spots’ of climate
change globally and projections for the next 100 years suggest that the region will continue
to warm. The consequences of this rapid temperature rise are already being seen in shifts in
species distribution and variability in stock recruitment. This chapter reviews current
evidence for climate change effects on ﬁsheries in the North Sea—one of the most
important ﬁshing grounds in the world—as well as available projections for North Sea
ﬁsheries in the future. Discussion focuses on biological, operational and wider market
concerns, as well as on possible economic consequences. It is clear that ﬁsh communities
and the ﬁsheries that target them will be very different in 50 or 100 years’ time and that
management and governance will need to adapt accordingly.
12.1 Introduction
The North Sea remains one of the world’s most important
ﬁshing grounds. In 2013, around 3.5 million tonnes of ﬁsh
and shellﬁsh were taken from the region (2.6 million tonnes
by EU countries), approximately 55 % of the total for EU
countries as a whole. European ﬁsheries are very diverse,
ranging from highly industrialised distant-water ﬁsheries to
small-scale artisanal ﬁsheries that typically operate near the
coast. EU citizens consume large quantities of seafood each
year (currently around 23.3 kg on average per person), and
rely on ﬁsheries for health and well-being, as well as for
supporting more than 120,000 jobs directly and a further
115,000 in ﬁsh processing (STECF 2013). There has been
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much debate in the literature with regard to the extent to
which ﬁsheries might be sensitive to climate change and a
number of national-scale assessments have been conducted,
for example for the United Kingdom (Cheung et al. 2012;
Pinnegar et al. 2013). To date, however, no North Sea-wide
assessment of climate impacts on the ﬁsheries sector has
been carried out and there is limited information for many
countries despite the wide-scale and well-documented
implications.
12.2 Overview of North Sea Fisheries
Commercial ﬁshing activity in the North Sea is mostly
undertaken by ﬁshers from the UK (England and Scotland),
Denmark, the Netherlands, France, Germany, Belgium and
Norway (Fig. 12.1). Total ﬁsh removals are dominated by
pelagic species (those that swim in the water column, above
the seabed) such as herring Clupea harengus (986,471
tonnes), sprat Sprattus sprattus (143,581 tonnes), and
mackerel Scomber scombrus (644,762 tonnes), although
demersal ﬁshes are also important. Demersal ﬁsh are those
that live close to the sea floor and are typically caught by
‘otter trawlers’. The most important demersal species
include Atlantic cod Gadus morhua, haddock
Melanogrammus aegleﬁnus and whiting Merlangius mer-
langus, although a wide variety of other species such as
saithe Pollachius virens and monkﬁsh Lophius piscatorius
are also caught. Total demersal ﬁshing effort has decreased
dramatically over the past 10 years. The estimated overall
reduction in effort (kW days at sea) by 2013 amounted to
43 % compared to the average for 2004–2006. Most land-
ings in the demersal otter-trawl ﬁshing sector are taken from
the northern North Sea (Fig. 12.1) and the ﬁshery is over-
whelmingly dominated by Danish, UK, Norwegian and
German vessels.
Major Nephrops norvegicus (langoustine) grounds in the
North Sea include the Flåden Ground, the Farne Deeps (NE
England), Botany Gut (central North Sea) and Horns Reef
(west of Denmark). Landings of Nephrops have increased in
recent years, from 10,613 tonnes in 1990 to a maximum of
90,996 tonnes in 2010, and this reflects restrictions on gear
types with larger mesh-size, targeting demersal white-ﬁsh.
The North Sea beam trawl ﬁshery mainly targets flatﬁsh
(sole Solea solea and plaice Pleuronectes platessa), but is
also known to catch cod, whiting and dab Limanda limanda.
The average distribution of ﬁshing effort in this sector is
illustrated in Fig. 12.1 which suggests that beam trawlers
typically operate in the southern North Sea. The Dutch beam
trawl fleet is the major player in the mixed flatﬁsh ﬁshery,
although Belgian and UK-flagged vessels also operate in this
ﬁshery. Total ﬁshing effort by the North Sea beam trawl fleet
has reduced by 65 % over the last 15 years and there has
also been a shift towards electronic pulse trawls more
recently (ICES 2014a).
Fisheries for herring use midwater trawl gears (50–
55 mm mesh) and target discrete shoals of ﬁsh that are
located using echosounding equipment. There is also a
purse-seine ﬁshery for herring in the eastern North Sea
(Dickey-Collas et al. 2013). The stock is ﬁshed throughout
the year, with peak catches between October and March.
Landings of herring in the autumn are predominantly taken
from Orkney and Shetland, off Peterhead, northwest of the
Dogger Bank and from coastal waters off eastern England.
Landings in the spring are concentrated in the south-western
North Sea.
The North Sea is subject to major industrial ﬁsheries
targeting sandeel Ammodytes marinus, Norway pout Tri-
sopterus esmarkii, blue whiting Micromesistius poutassou,
sprat, and juvenile herring. These ﬁsh are mainly caught on
offshore sand-banks using ﬁne-meshed (8–32 mm) midwater
trawls (Dickey-Collas et al. 2013). The sandeel ﬁshery was
the largest single-species ﬁshery in Europe with peak land-
ings in 1997 exceeding 1 million tonnes. The fleet has since
declined in size. Total sandeel landings in 2013 were
529,141 tonnes (15 % of total landings), Norway pout
Fig. 12.1 Spatial distribution of international ﬁshing effort in the
North Sea by beam trawlers (upper) and demersal otter trawlers
(lower), averaged by year over the periods 1990–1995 (left) and 2003–
2012 (right). Light to dark shading indicates the number of hours
ﬁshing in each ICES rectangle (redrawn from Engelhard et al. 2015)
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landings were 155,752 tonnes (4 %) and blue whiting
17,645 tonnes (0.5 %). All of these short-lived industrial
species are thought to be heavily influenced by climatic
variability (e.g. Arnott and Ruxton 2002; Hátún et al. 2009).
12.3 Climate Change and Fisheries
There can be many different manifestations of climate
change. The most noticeable effect is an increase in average
seawater temperature over time, but the seasonality of
warming and cooling is also expected to change. The North
Sea has witnessed signiﬁcant warming over the past century
at a rate of around 0.3 °C per decade (Mackenzie and
Schiedek 2007). The region has been identiﬁed as one of 20
‘hot spots’ of climate change globally, i.e. discrete marine
areas where ocean warming has been fastest, as quantiﬁed
from historical sea surface temperature data (Hobday and
Pecl 2014). Projections suggest that the region will continue
to experience warming, by around 2–3 °C over the next
100 years (Lowe et al. 2009). Climate change can also
encompass other environmental influences or parameters
such as changes in precipitation and run-off (and hence
salinity and stratiﬁcation), and storm frequency and intensity
(Woolf and Wolf 2013) that may in-turn greatly impact
ﬁshing operations, and changes in chemical conditions such
as dissolved oxygen concentrations, carbonate chemistry and
seawater pH (Blackford and Gilbert 2007).
In this overview of climate change impacts on North Sea
ﬁsheries, all of these climatic influences are considered.
Climate change will have consequences not only for the
animals supporting ﬁsheries (biological responses—see
Table 12.1) but also direct and indirect implications for
ﬁshery operations—such as storm damage to gear, vessels
and infrastructure, changes in catchability of species and
maladaptation of quota allocation, etc. (Table 12.1). Fur-
thermore, climate change elsewhere in the world can have
consequences for the ﬁshing industry closer to home, via
globalised ﬁsh markets and commodity chains.
The following sections outline available evidence for
climate change effects on ﬁsheries in the North Sea as well
as available projections for North Sea ﬁsheries in the future.
This assessment is based on Table 12.1, with a discussion of
biological, operational and wider market concerns, including
analyses of possible economic implications.
12.3.1 Biological Responses
12.3.1.1 Changes in Fish and Fishery
Distribution
Long-term changes in seawater temperature and/or other
ocean variables often coincide with observed changes in ﬁsh
distribution. In an analysis of 50 ﬁsh species common in
waters of the Northeast Atlantic, 70 % had responded to
warming by changing distribution and abundance (Simpson
et al. 2011). Speciﬁcally, warm-water species with smaller
maximum body size had increased in abundance throughout
northwest Europe while cold-water, large-bodied species had
decreased in abundance.
Distribution and abundance are the traits that are the most
readily observed responses. However, many processes
interact when considering ﬁsheries and climate change, and
these are a manifestation of both biological and human
processes. None of these factors act in isolation and many
are synergistic. The responses are rarely linear. In ﬁsh, it is
clear that climate affects physiology and behaviour. These
processes interact to influence migration, productivity
Table 12.1 Factors related to the North Sea ﬁshing industry that could be affected by climate change
Biology—Fish and shellﬁsh Fishery operations Fish markets and commodity chains
• Year-class strength (recruitment)
• Migration patterns
• Distribution/habitat suitability
• Growth rate
• ‘Scope for growth’ and energetic
balance
• Phenology (timing of spawning
etc.)
• Activity levels
• Prey availability
(match/mismatch)
• Exposure to predators
• Pathogen and pest incidence
• Calciﬁcation and internal
carbonate balance (shellﬁsh)
• Damage/disturbance of key
nursery/spawning habitats
• Catchability (performance of the ﬁshing
gear)
• Vessel safety and stability (e.g. storminess)
• Fuel usage (to follow the shifting ﬁsh)
• Restrictive TACs and quotas (EU relative
stability arrangements)
• Effectiveness of spatial closures in
protecting spawning/nursery areas
• New resource species, requiring new
ﬁshing gears
• Storm damage to ports, harbours and
onshore facilities
• Damage to gear and vessels (e.g. storm
damage to ﬁxed gears)
• Preservation of catch on-board vessels
• Fouling of vessel hulls
• Unwanted ‘choke species’ that constrain
ﬁshing operations
• New markets for novel species
• Demand for ﬁsh (nationally and internationally)
• Storm damage to processing facilities on land
• Storm/flooding disruption to transport routes to
market
• Availability of alternative resources (nationally and
internationally) including imports
• Changes in processing requirements
• Stability of incomes for ﬁshermen and processors
• Quality/robustness of product (e.g. shellﬁsh)
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(growth of populations minus decline in populations), sus-
ceptibility to disease and interactions with other organisms.
Changes in distribution and abundance are the aggregate
responses to these changed processes.
Archaeological evidence can sometimes yield useful
insights into historical changes in the distribution and pro-
ductivity of ﬁsh and the response of ﬁsheries. The bones of
warm-water species such as red mullet Mullus surmuletus
have been recovered from archaeological excavations
throughout northern Europe. This species has only recently
returned to the North Sea in reasonable numbers (Beare et al.
2005), but was apparently widespread during the Roman
period (AD 64–400) (Barrett et al. 2004). Enghoff et al.
(2007) listed a number of occurrences of warm-water species
(e.g. red mullet, seabass Dicentrarchus labrax, anchovy
Engraulis encrasicolus, and seabream Spondyliosoma can-
tharus) among bone assemblages, surrounding the North
Sea, from the 1st to the 16th century AD. Alheit and Hagen
(1997) identiﬁed nine periods, each lasting several decades,
during which large quantities of herring were caught close to
the shore in the North Sea. Each of these coincided with
severe winters in western Europe with extremely cold air and
water temperatures and a reduction in westerly winds;
physical factors associated with negative anomalies of the
North Atlantic Oscillation (NAO) index.
Highly-cited studies using time-series from ﬁshery-
independent surveys (Beare et al. 2004a; Perry et al. 2005;
Dulvy et al. 2008) have revealed that centres of ﬁsh distri-
bution in the North Sea shifted by distances ranging from 48
to 403 km during the period 1977–2001, and that the North
Sea demersal ﬁsh assemblage has deepened by about 3.6 m
per decade over the past 30 years (Dulvy et al. 2008).
Species richness increased from 1985 to 2006 which Hid-
dink and Ter Hofstede (2008) suggested was related to cli-
mate change. Eight times as many ﬁsh species displayed
increased distribution ranges in the North Sea (mainly
small-sized species of southerly origin) compared to those
whose range decreased (primarily large and northerly spe-
cies). For a more localised region of the Dutch coast, van
Hal et al. (2014) demonstrated latitudinal range shifts and
changes in abundance of two non-commercial North Sea ﬁsh
species, solenette Buglossidium luteum and scaldﬁsh
Arnoglossus laterna that were strongly related to the
warming of the coastal waters. For pelagic ﬁsh species, a
recent paper by Montero-Serra et al. (2015) investigated the
patterns of species-level change using records from 57,870
ﬁsheries-independent survey trawls from across the Euro-
pean continental shelf between 1965 and 2012. These
authors noted a strong ‘subtropicalisation’ of the North Sea
as well as the Baltic Sea. In both areas, there has been a shift
from cold-water assemblages typically characterised by
Atlantic herring and sprat from the 1960s to 1980s, to
warmer-water assemblages typiﬁed by mackerel, horse
mackerel Trachurus trachurus, sardine Sardina pilchardus
and anchovy from the 1990s onwards. The primary measure
correlated to changes in all species was sea surface tem-
perature (Montero-Serra et al. 2015).
Analyses of Scottish and English commercial catch data in
the North Sea spanning the period 1913–2007 have revealed
that the locations where peak catches of target species such as
cod, haddock, plaice and sole were obtained have all shifted
over the past 100 years, albeit not in a consistent way
(Engelhard et al. 2011, 2014b). For example, catches of cod
seem to have shifted steadily north-eastward and towards
deeper water in the North Sea (Engelhard et al. 2014b) and
this reflects both climatic influences and intensive ﬁshing.
Plaice distribution has shifted north-westwards (Fig. 12.2)
towards the central North Sea, again reflecting climatic
influences, in particular sea surface temperature as also
conﬁrmed by van Keeken et al. (2007). Somewhat confus-
ingly, sole seems to have retreated away from the Dutch
coast, southwards towards the eastern Channel although this
too is thought to have been a response to warming. Sole is a
warm-water species that traditionally moved offshore in
winter to avoid excessively low temperatures in the shallows.
Cold winters are known to have coincided with mass die-offs
of sole (e.g. Woodhead 1964), but in recent years shallower
waters surrounding the North Sea have remained habitable all
year round (winter conditions are less severe), and hence the
apparent southward and shallowing shift (Engelhard et al.
2011). Haddock catches have moved very little in terms of
their centre of distribution, but their southern boundary has
shifted northwards by approximately 130 km over the past
80–90 years (Skinner 2009).
Theoretically, in the northern hemisphere, warming
results in a distributional shift northward, and cooling draws
species southward (Burrows et al. 2007). Heath (2007)
looked at patterns in international ﬁsheries landings for the
whole Northeast Atlantic region. Densities of landings of
each species were summed by decade and expressed as a
proportion of the total. Both northerly and southerly shifts
were observed between decades for individual species,
however more species shifted south than north between the
1970s and 1980s (a relatively cool period) and vice versa
between the 1980s and 1990s (a relatively warm period). This
seems to parallel observed inter-decadal changes in sea and
air temperatures.
Distribution shifts will have ‘knock on’ implications for
commercial ﬁsheries catches because changes in migration
or spawning location affect the ‘availability’ of resources to
ﬁshing fleets. Populations may move away from or towards
the area where particular ﬁshing fleets operate and/or where
spatial restrictions on ﬁshing are in place. Furthermore,
species distributions may migrate across political boundaries
where quotas belong to different nations. A notable example
has arisen recently as a result of quota allocations between
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Norway and the EU, and between Iceland, the Faroe Islands
and the EU. In October 2009, North Sea mackerel appeared
to have moved away from the Norwegian Sector (possibly as
a result of excessively cold conditions near the Norwegian
coast), resulting in disagreements over permissible catches
by Norwegian boats in EU waters. Norwegian vessels were
forcibly evicted by UK ﬁshery patrol vessels, once they had
caught their allotted quota (see Fishing News, 9 October
2009). At the same time Iceland and the Faroe Islands uni-
laterally claimed quota for mackerel (146,000 and 150,000
tonnes respectively in 2011 or 46 % of the total allowable
catch, TAC), since the species had suddenly attained high
abundance in their territorial waters. Whether the apparent
changes in mackerel distribution westwards across the
northern North Sea were a result of long-term climate
change or not remains unclear. Hughes et al. (2014) sug-
gested that sea surface temperature had a signiﬁcant positive
association with the observed northward and westward
movement of mackerel, equivalent to a displacement of
37.7 km per °C (based on spring mean sea surface temper-
ature for the region). By contrast, historical appearances of
mackerel in the western North Sea and off the coast of
Iceland (Beare et al. 2004a) coincided with warming periods
linked to the Atlantic Multidecadal Oscillation (AMO) and
might not be symptomatic of long-term climate change.
Whatever the case—with climate change in the future, more
territorial disagreements of this type could be anticipated
(Hannesson 2007) and ﬁsheries management will need to
adapt accordingly (Link et al. 2011).
A similar phenomenon is now occurring in the English
Channel and southern North Sea region with regard to access
to European anchovy. Anchovy stocks are currently depleted
in the Bay of Biscay where Spanish and French vessels
operate, but are increasing further north along southern
coasts of the UK and especially along Dutch coasts (Beare
et al. 2004b) where they are starting to be targeted by pelagic
ﬁshing vessels. Detailed political negotiations are underway
to determine whether Spanish and French vessels should be
allowed exclusive access in areas where previously they had
no quota, and indeed whether the more northerly distributed
anchovy represent the same or a genetically different
sub-stock to those in the Bay of Biscay. In 2012 a study was
published (Petitgas et al. 2012) drawing on four different
strands of evidence: genetic studies, larval transport mod-
elling, survey time series and physical oceanographic mod-
els. The study concluded that anchovy in the southern North
Sea are most likely to be a distinct remnant sub-stock that
was previously present (see Aurich 1953), but is now ben-
eﬁting from greatly improved climatic conditions rather than
an invasion of animals from further south. According to
Fig. 12.2 Decadal change in
North Sea plaice distribution,
1920s to 2000s, based on ﬁsheries
catch-per-unit-effort (CPUE).
Shading is proportional to plaice
CPUE, normalised by decade and
corrected for the average
spawning stock biomass (SSB).
Adapted from Engelhard et al.
(2011)
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Alheit et al. (2012), the anchovy population from the west-
ern Channel (not from the Bay of Biscay) invaded the North
Sea and Baltic Sea during positive periods of the AMO.
Given this evidence and according to the rules of ‘relative
stability’ within the EU Common Fisheries Policy, Spanish
and French vessels would not necessarily be granted
exclusive access to this expanding resource, unlike the pre-
sent situation in the Bay of Biscay.
Under the EU Common Fisheries Policy, a number of
closed areas have been implemented as ‘technical measures’
to conserve particular species and to protect nursery or
spawning grounds. In the North Sea, these include closure
areas to protect plaice, herring, Norway pout and sandeel. If
species shift their distribution in response to climate change
then it is possible that such measures will become less
effective in the future (van Keeken et al. 2007). Juvenile
plaice are typically concentrated in shallow inshore waters of
the southeast North Sea and move gradually offshore as they
grow. In order to reduce discarding of undersized plaice,
thereby decreasing mortality and enhancing recruitment to
the ﬁshery, the EU ‘Plaice Box’ was introduced in 1989,
excluding access to beam and otter trawlers larger than 300
hp. However recent surveys in the Wadden Sea have shown
that 1-group plaice are now completely absent from the area
where they were once very abundant. Consequently, the
‘Plaice Box’ is now less effective as a management measure
for plaice than was the case 10 or 15 years ago. The
boundaries of, and expected beneﬁts from marine protected
areas (MPAs) may need to be ‘adaptive’ in the future in the
context of climate change. Cheung et al. (2012) looked at
other ﬁshery closure areas in the North Sea and noted that
they will most likely experience between 2 and 3 °C
increases in temperature over the next 80–100 years and
consequently it is unlikely that the species they are designed
to protect now will occur there in the same numbers in the
future given deﬁned temperature tolerances or preferences of
speciﬁc ﬁshes (Freitas et al. 2007; Pörtner and Peck 2010).
Fishers have witnessed and responded to a number of
new opportunities in recent years, as warm-water species
have moved into the North Sea and/or their exploitation has
become commercially viable for the ﬁrst time. Notable
examples include new or expanding ﬁsheries for seabass, red
mullet, John dory Zeus faber, anchovy and squid Loligo
forbesi.
Biomass estimates for seabass in the eastern Channel
quadrupled from around 500 tonnes in 1985, to in excess of
2100 tonnes in 2004/2005, with populations also increasing
rapidly in the southern North Sea (Pawson et al. 2007). This
was attributed to an increase in seawater temperature,
especially in the winter and has resulted in a dramatic
expansion of seabass ﬁsheries both within the commercial
sector and the recreational ﬁshing sector. Seabass are caught
by angling on the east coast of Scotland and in Norway, but
the northernmost limit of the commercial seabass ﬁshery is
around Yorkshire (54°N) in the North Sea. In 2013, 2243
tonnes of seabass were landed by countries surrounding the
North Sea and eastern English Channel (Fig. 12.3), com-
pared with only 210 tonnes in 1990. However recent anec-
dotal evidence (ICES 2012) seems to suggest that the
increase in catches may have slowed slightly, as a result of
successive cold winters in 2009/10, 2010/11, and 2011/12
likely leading to poor recruitment (Fig. 12.3).
Red mullet is a non-quota species of moderate, but
increasing, importance to North Sea ﬁsheries. From 1990
onwards, international landings increased strongly. France is
the main country targeting this species although UK and
Dutch commercial catches have also increased. Total inter-
national landings rose from only 537 tonnes in 1990 to a
peak in landings of 4555 tonnes in 2007. Beare et al. (2005)
demonstrated that red mullet is one of many species that
have become signiﬁcantly more prevalent in North Sea
bottom trawl surveys in recent years, rising from
near-absence during surveys between 1925 and 1990, to
about 0.1–4 ﬁsh per hour of trawling between 1994 and
2004. Red mullet is also among the ﬁsh species that have
entered the North Sea from both the south and north-west,
through the Channel and along the Scottish coast, respec-
tively (Beare et al. 2005).
Although numbers are highly uncertain, there are strong
indications that squid are generally becoming more abundant
in the North Sea, possibly in response to a change in climate
(Hastie et al. 2009a). Cephalopod populations are suggested
to be highly responsive to climate change (Sims et al. 2001;
Hastie et al. 2009a) and growth in squid availability in the
North Sea is generating considerable interest among ﬁshers
off the Scottish coast (Hastie et al. 2009b). Off north-east
Scotland, where most of the squid are found, more boats are
now trawling for squid than for the region’s traditional target
species, such as haddock and cod (Hastie et al. 2009b). New
squid ﬁsheries are also emerging in the Netherlands using
bright lamps and hooked lines (Fish News September 2007).
Total international landings have risen from 2612 tonnes in
1990 (375 tonnes in 1980) to 3417 tonnes in 2013 (see
Fig. 12.3). In the English Channel, loliginid squid catches
seem to be related to mean sea surface temperature (Robin
and Denis 1999). Temperature appears to influence recruit-
ment strength and overall distribution (Hastie et al. 2009a).
The North Sea bottom trawl fleet typically catches many
different species in the same haul, thus making it virtually
impossible to devise effective management measures that are
well suited to the protection or rebuilding of any particular
stock without affecting others. In October 2014, the EU
introduced reforms to the Common Fisheries Policy that
included a ban on discarding and thus a requirement to land
all ﬁsh caught. To allow ﬁshers to adapt to the change, the
landing obligation will be introduced gradually, between
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2015 and 2019 for all commercial ﬁsheries (species under
TACs, or under minimum sizes), however this new measure
necessitates that once the least plentiful quota species in a
mixed ﬁshery—the ‘choke species’—is exhausted, the
whole ﬁshery must cease operation. Baudron and Fernandez
(2015) have argued that many commercial ﬁsh stocks are
beginning to recover under more sustainable exploitation
regimes and, in some cases, as a result of favourable climatic
conditions. For example, northern European hake Merluc-
cius merluccius a warm-water species, witnessed a dramatic
increase in biomass between 2004 and 2011 and has reco-
lonised the northern North Sea where hake had largely been
absent for over 50 years. These changes have implications
for the management of other stocks. Notably, if discards are
banned as part of management revisions, the relatively low
quota for hake in the North Sea will be a limiting factor (the
so-called ‘choke’ species) which may result in a premature
closure of the entire demersal mixed ﬁshery (Baudron and
Fernandez 2015).
Modelling strategies for predicting the potential impacts
of climate change on the natural distribution of species and
consequently the response of ﬁsheries have often focused on
the characterisation of a species’ ‘bioclimate envelope’
(Pearson and Dawson 2003). In other words, by looking at
the current range of temperatures inhabited by a species, it is
possible to predict future distribution, on the basis that the
physical environment in an area is likely to change in the
future. Model simulations suggest that distributions of
exploited species will continue to shift in the next ﬁve
decades both globally and in the Northeast Atlantic specif-
ically (Cheung et al. 2009, 2010, 2011; Lindegren et al.
2010).
Fig. 12.3 International ﬁshery
landings of seabass (upper) and
squid (lower) in the North Sea
and eastern English Channel (data
for 1999 were excluded as no
French data were submitted to
ICES in that year)
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It is important to test the reliability and robustness of
tools projecting climate-driven shifts in ﬁsheries resources.
Jones et al. (2012) published a localised analysis for the
North Sea and Northeast Atlantic whereby three different
bioclimate envelope models (AquaMaps, Maxent and
DBEM) were applied to the same present distribution data-
sets and the same environmental input parameters. As indi-
cated by the test statistics, each method produced a plausible
present distribution and estimate of habitats suitable for each
species (14 commercial ﬁsh). When used to make projec-
tions into the future, the ensemble of models suggested
northward shifts at an average rate of 27 km per decade (the
current rate is around 20 km per decade for common ﬁsh in
the North Sea, Dulvy et al. 2008). This modelling approach
was extended to include several additional, commercial
species (squid Loligo vulgaris, seabass, sardine, sprat, John
dory, anchovy, plaice, herring, mackerel, halibut Hip-
poglossus hippoglossus, red mullet etc.) as part of a Defra
study (Defra 2013). The species predicted to move the fur-
thest were anchovy, sardine, Greenland halibut, John dory
and seabass (i.e. E. encrasicolus, S. pilchardus, R. hip-
poglossoides, Z. faber and D. labrax respectively, see
Fig. 12.4).
By contrast Rutterford et al. (2015) used the same ﬁsh
survey datasets for the North Sea, together with generalised
additive models (GAMs), to predict trends in the future
distribution of species, but came to the conclusion that ﬁsh
species over the next 50 years will be strongly constrained
by the availability of suitable habitat in the North Sea,
especially in terms of preferred depths. The authors found no
consistent pattern among species in predicted changes in
distribution. On the basis of the GAM results the authors
suggested that they did not expect or predict substantial
further deepening (as previously observed by Dulvy et al.
2008), and that the capacity of ﬁsh to remain in cooler water
by changing their depth distribution had been largely
exhausted by the 1980s, that ﬁsh with preferences for cooler
water are being increasingly exposed to higher temperatures,
with expected physiological, life history and negative pop-
ulation consequences.
Beaugrand et al. (2011) described a model to map the
future spatial distribution of Atlantic cod. The model, which
they named the non-parametric probabilistic ecological niche
model (NPPEN), suggested that cod may eventually disap-
pear as a commercial species from some regions including
the North Sea where a sustained decline has already been
documented; in contrast, the abundance of cod is likely to
increase in the Barents Sea. Lenoir et al. (2011) applied the
same NPPEN model with multiple explanatory variables
(sea surface temperature, salinity, and bathymetry) to predict
the distribution of eight ﬁsh species up to the 2090s for the
Northeast Atlantic. This study anticipated that by the 2090s
horse mackerel and anchovy would show an increased
probability of occurrence in northern waters compared with
the 1960s, that pollack Pollachius pollachius, haddock and
saithe would show a decrease in the south, and that turbot
Scophthalmus maximus and sprat would show no overall
change in probability (−0.2 to +0.2) anywhere.
Fig. 12.4 Projected change in latitudinal centroids of habitat suitabil-
ity surfaces from 1985 to 2050 across species distribution models and
climatic datasets for pelagic species (upper) and demersal species
(lower) (Defra 2013). Thick vertical lines represent median values, the
left and right ends of each box show the upper and lower quartiles of
the data and the whiskers the most extreme data points no greater than
1.5 times the inter-quartile range. Outliers that were more extreme than
whiskers are represented as circles
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French scientists from IFREMER have used a delta
GAM/GLM approach to model future plaice and red mullet
distribution in the eastern English Channel and southern
North Sea (see Vaz and Loots 2009). Abundance of each
species was related to depth, sediment type, bottom salinity
and temperature. Results suggested that climate change may
strongly affect the future distribution of plaice. For large
plaice (>18 cm), distribution will still be centred in the
southern part of the North Sea, however for young indi-
viduals, the predicted distribution is anticipated to shift
north-westwards and to the Dogger Bank area in particular
(as has already been observed, see van Keeken et al. 2007;
Engelhard et al. 2011). Model outputs indicate that the dis-
tribution of red mullet will not change dramatically but that
for young individuals (deﬁned as <17.3 cm), the offshore
habitat situated on the Dogger Bank may become increas-
ingly favourable. Older individuals seemed little affected by
the simulated change in environment, but they may beneﬁt
from higher juvenile survival and expand their area of
occupation as a result.
There are some concerns about the validity of the biocli-
mate envelope approach for predicting the future distribution
of commercially important ﬁsh species (see Jennings and
Brander 2010; Heath et al. 2012). First, it may not be possible
to assess temperature preferences from current distributions
because the observed distributions are modiﬁed by abun-
dance, habitat, predator and prey abundance and competition.
Second, there may be barriers to dispersal (although this is
typically less of an issue in the sea than on land) and species
will move at different rates and encounter different local
ecologies as temperature changes (Davis et al. 1998). A more
detailed, physiologically-based approach has been taken by
some authors, whereby the detailed dynamics of individual
animals are modelled, often by linking complex biophysical
models (forced with the output from Global Climate Models)
to sub-routines which replicate the behaviour/characteristics
of eggs, larvae, juveniles or adults. Teal et al. (2008) reported
a study of plaice and sole distribution in the North Sea, in
which they predicted size- and season-speciﬁc ﬁsh distribu-
tions based on the physiology of the species, temperature and
food conditions in the sea. This study combined
state-of-the-art dynamic energy budget (DEB) models with
output from a biogeochemical ecosystem model (ERSEM)
forced with observed climatic data for 1989 and 2002, with
contrasting temperature and food conditions. The resulting
habitat quality maps were in broad agreement with observed
ontogenetic and seasonal changes in distribution as well as
with long-term observed changes in distribution. The tech-
nique has recently been extended to provide future projec-
tions up to year 2050, assuming moderate climate warming
(L. Teal, pers. comm. IMARES, Netherlands).
12.3.1.2 Year-Class Strength and Implications
for Fisheries
Fishers and scientists have known for over 100 years that the
status of ﬁsh stocks can be greatly influenced by prevailing
climatic conditions (Hjort 1914; Cushing 1982). ‘Recruit-
ment’ variability is a key measure of stock productivity, and
is deﬁned as the number of juvenile ﬁsh surviving from the
annual egg production to be exploited by the ﬁshery.
Recruitment is critically dependent on the match or mis-
match between the occurrence of the larvae and availability
of their zooplankton food (Cushing 1990) as well as other
processes that affect early life-history stages (see Petitgas
et al. 2013). Empirical data on exploited populations often
show strong relationships between recruitment success,
ﬁsheries catches and climatic variables. These strong rela-
tionships have been demonstrated, for example, for cod
(O’Brien et al. 2000; Brander and Mohn 2004; Cook and
Heath 2005), plaice (Brunel and Boucher 2007), herring
(Nash and Dickey-Collas 2005), mackerel (Jansen and
Gislason 2011) and seabass (Pawson 1992). Correlations
have been found between ﬁsh recruitment and various cli-
mate variables, including sea surface temperature, the NAO
and even offshore winds (Table 12.2).
A number of publications describing the impact of cli-
mate variability (e.g. the NAO and AMO) on small pelagic
ﬁshes such as herring, anchovy or sardine in the North Sea
have been published in recent years, for example those of
Alheit et al. (2012) and Gröger et al. (2010). According to
the most recent assessment of the UN Intergovernmental
Panel on Climate Change (IPCC), the NAO is one of the
climate indices for which it is most difﬁcult to provide
accurate future projections (IPCC 2013). Recent
multi-model studies (e.g. Karpechko 2010) suggest overall
that the NAO is likely to become slightly more positive (on
average) in the future due to increased greenhouse gas
emissions. Consequently, a slight tendency towards
enhanced recruitment and larval abundance of these species
in the future could be expected if the relationships observed
in the past continue to hold.
In the case of cod, there is a well-established relationship
between recruitment and sea temperature (O’Brien et al.
2000; Beaugrand et al. 2003), but this relationship varies
with regard to the different cod stocks that inhabit the North
Atlantic (Planque and Frédou 1999). For stocks at the
northern extremes (e.g. in the Barents Sea) or the western
Atlantic (e.g. Labrador), warming leads to enhanced
recruitment, while in the North Sea, close to the southern
limits of the range, warmer conditions lead to weaker than
average year classes (Drinkwater 2005). During the late
1960s and early 1970s, cold conditions were correlated with
a sequence of positive recruitment years in North Sea cod
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and subsequently high ﬁsheries catches for a number of
years thereafter (Heath and Brander 2001). In recent years
however, despite several cold winters, cod have suffered
very poor recruitment in the North Sea, although it is unclear
whether this is a direct consequence of changed climatic
conditions, reduced availability of planktonic prey items for
larval ﬁsh or over-ﬁshing of the parental stock (i.e. some sort
of ‘Allee effect’) (Mieszkowska et al. 2009), or more
intensive predation of cod larvae by pelagic ﬁsh stocks
which have increased, such as herring and sprat (Engelhard
et al. 2014a).
A clear seasonal shift to earlier appearance ofﬁsh larvae has
been described for several species at Helgoland Roads in the
southern North Sea (Greve et al. 2005), and this has been
linked tomarked changes in zooplankton composition and sea
surface temperature in this region (Beaugrand et al. 2002). In
particular, there has been a decline in the abundance of the
copepod Calanus ﬁnmarchicus but an increase in the closely
related but smaller species C. helgolandicus. Calanus ﬁn-
marchicus is a key prey item for cod larvae in the northern
North Sea, and the loss of this species has been correlated with
recent failures in cod recruitment and an apparent increase in
flatﬁsh recruitment (Reid et al. 2001, 2003; Beaugrand et al.
2003). Calanus helgolandicus occur at the wrong time of the
year to be of use to emerging cod larvae. Greve et al. (2005)
suggested that in ten cases both the ‘start of season’ and ‘end of
season’ (Julian date on which 15 and 85 % of all larvae were
recorded respectively), were correlated with sea surface tem-
perature. Strongly signiﬁcant relationships were observed for
plaice, sole and horse mackerel as well as for many
non-commercial species including scaldﬁsh, and Norway
bullhead Taurulus lilljeborgi.
Fincham et al. (2013) examined the date of peak spawning
for seven sole stocks based on market sampling data in
England and the Netherlands. Four out of seven stocks were
shown to have exhibited a signiﬁcant long-term trend
towards earlier spawning (including the east-central North
Sea, southern North Sea, and eastern English Channel) at a
rate of 1.5 weeks per decade since 1970. Sea surface tem-
perature during winter affected the date of peak spawning,
although the effect differed between stocks. Recruitment is
critically dependent on the match or mismatch between the
occurrence of the larvae and the availability of their food
(Cushing 1990) and other climate-sensitive processes (Peck
and Hufnagl 2012; Llopiz et al. 2014), thus a change in
spawning date could have knock-on effects for larval survival
and hence future ﬁsheries.
It is important to note that extensive ﬁshing can cause ﬁsh
populations to become more vulnerable to short-term natural
climate variability (e.g. Ottersen et al. 2006) by making such
populations less able to ‘buffer’ against the effects of the
occasional poor year classes. Conversely, long-term climate
change may make stocks more vulnerable to ﬁshing, by
reducing the overall ‘carrying capacity’ of the stock, such
Table 12.2 Demonstrated correlations between recruitment success (year-class strength) and climatic variables for important ﬁsh and shellﬁsh
stocks in northwest Europe
Species Source Sea area Correlation Climate parameter
Plaice van der Veer and Witte (1999) and Brunel and
Boucher (2007)
Southern North Sea, English
Channel
Negative SST (Feb)
Herring Nash and Dickey-Collas (2005) North Sea Negative SST (winter)
Herring Gröger et al. (2010) North Sea Positive Winter NAO, AMO
Scallop Shephard et al. (2010) Isle of Man Positive SST (spring)
Cod Brander and Mohn (2004) North Sea, Irish Sea Positive Winter NAO
Cod Planque and Frédou (1999) and O’Brien et al.
(2000)
North Sea, West of Scotland,
Irish Sea
Negative SST (Feb–Jun)
Sandeel Arnott and Ruxton (2002) North Sea Negative,
Positive
Winter NAO, SST
(spring)
Mackerel Jansen and Gislason (2011) North Sea Unclear SST (summer)
Brown
shrimp
Siegel et al. (2005) and Henderson et al. (2006) Bristol Channel, Wadden Sea Positive,
Negative
SST (Jan–Aug),
Winter NAO
Sole Henderson and Seaby (2005) Bristol Channel Positive SST (spring)
Seabass Pawson (1992) English Channel Positive SST (summer)
Squid Robin and Denis (1999) English Channel Positive SST (winter)
Turbot Riley et al. (1981) Coastal UK Positive Offshore wind
Whiting Cook and Heath (2005) North Sea Positive SST
Saithe Cook and Heath (2005) North Sea Positive SST
SST Sea surface temperature; NAO North Atlantic Oscillation; AMO Atlantic Multi-decadal Oscillation
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that it might not be sustained at, or expected to recover to,
levels observed in the past (Jennings and Blanchard 2004).
Cook and Heath (2005) examined the relationship between
sea surface temperature and recruitment in a number of
North Sea ﬁsh species (cod, haddock, whiting, saithe, plaice,
sole) and concluded that if the recent warming period were
to continue, as suggested by climate models, stocks which
express a negative relationship with temperature (including
cod) might be expected to support much smaller ﬁsheries in
the future. In the case of cod, climate change has been
estimated to have been eroding the maximum sustainable
yield at a rate of 32,000 tonnes per decade since 1980.
Calculations show that the North Sea cod stock, could still
support a sustainable ﬁshery under a warmer climate but
only at very much lower levels of ﬁshing mortality, and that
current ‘precautionary reference’ limits or targets (such as
FMSY), calculated by International Council for the Explo-
ration of the Sea (ICES) on the basis of historic time series,
may be unrealistically optimistic in the future.
For Atlantic mackerel, increases in sea surface tempera-
ture are known to affect growth, recruitment and migration
with subsequent impacts on permissible levels of exploita-
tion (Jansen and Gislason 2011). Jansen et al. (2012) used
information on larval ﬁsh from the Continuous Plankton
Recorder (CPR) to show that abundance has declined dra-
matically in the North Sea since the 1970s and also that the
spatial distribution of mackerel larvae seems to have chan-
ged. Whether these trends can be ascribed to changes in
climatic conditions remains unclear, although development
and/or mortality of mackerel eggs is known to be very
sensitive to seawater temperature (Mendiola et al. 2007).
There have been many attempts to include climatic
variables in single-species population models (e.g. Hollowed
et al. 2009), and thereby to project how the productivity of
ﬁsh stocks will be affected by climate change in the future.
Particular emphasis has been placed on climatic determi-
nants of ﬁsh recruitment, and indeed several studies have
inserted temperature or other environmental terms within the
‘stock-recruit’ relationship in order to make medium or
long-term forecasts. Clarke et al. (2003) used projections of
future North Sea temperatures and estimated the likely
impact of climate change on the reproductive capacity of
cod, assuming that the high level of mortality inflicted by the
ﬁshing industry (in 2003) continued into the future. Outputs
from the model suggested that the cod population would
decline, even without a signiﬁcant temperature increase.
However, scenarios with higher rates of temperature increase
resulted in faster rates of decline. In a re-analysis by Kell
et al. (2005), the authors modelled the effect of introducing a
‘cod recovery plan’ (as being implemented by the European
Commission), under which catches were set each year so
that stock biomass increased by 30 % annually until the cod
stock had recovered to around 150,000 tonnes. The length of
time needed for the cod stock to recover was not greatly
affected by the particular climate scenario chosen (and was
generally around ﬁve to six years), although overall pro-
ductivity was affected and spawning stock biomass
(SSB) once ‘recovered’ was projected to be considerably
less than would have been the case assuming no temperature
increase (251,035 tonnes compared to 286,689 tonnes in
2015).
12.3.1.3 Ocean Acidification and Low Oxygen
Carbon dioxide (CO2) concentrations in the atmosphere are
rising as a result of human activities and are projected to
increase further by the end of the century, as carbon-rich
fossil fuels such as coal and oil continue to be burned
(Caldeira and Wickett 2003). Uptake of CO2 from the air is
the primary driver of ocean acidiﬁcation. Modelling and
observational studies suggest that the absorption of CO2 by
seawater has already decreased pH levels in the global ocean
by 0.1 pH units since 1750 (Orr et al. 2005), which equates
to an average increase in surface ocean water acidity
worldwide of about 30 % since pre-industrial times, and that
the present rate of change is faster than at any time during
the previous 55 million years (Pearson and Palmer 2000).
Modelled estimates of future seawater pH in the North
Sea are generally consistent with global projections. How-
ever, variability and uncertainties are considerable due to
riverine inputs, biologically-driven processes and geochem-
ical interactions between the water column and sea-bottom
sediments (Blackford and Gilbert 2007; Artioli et al. 2012).
Under a high CO2 emission scenario, model outputs indicate
that much of the North Sea seafloor is likely to become
undersaturated with regard to aragonite (a form of calcium
carbonate used by some marine organisms to build their
shells or skeletons) during late winter/early spring by 2100
(Artioli et al. 2012). Ocean acidiﬁcation may have direct and
indirect impacts on the recruitment, growth and survival of
exploited species (Fabry et al. 2008; Llopiz et al. 2014) and
some species may become more vulnerable to ocean acidi-
ﬁcation with increases in temperature (Hale et al. 2011).
Impacts may be particularly apparent for animals with cal-
cium carbonate shells and skeletons such as molluscs, some
crustaceans, and echinoderms (Hendriks et al. 2010; Kroeker
et al. 2010), but studies show large variations in responses to
ocean acidiﬁcation between and within taxonomic groups.
Several major programmes of research are underway in
Europe to determine the possible consequences of future
ocean acidiﬁcation. In laboratory studies, signiﬁcant effects
have been noted for several important commercial shellﬁsh
species, notably mussels, oysters, lobster and Nephrops
(Gazeau et al. 2010; Agnalt et al. 2013; Styf et al. 2013).
A preliminary assessment in 2012 estimated the potential
economic losses to the UK shellﬁsh industry under ocean
acidiﬁcation (Pinnegar et al. 2012). Four of the ten most
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valuable marine ﬁshery species in the UK are calcifying
shellﬁsh and the analyses suggested losses in the mollusc
ﬁshery (scallops, mussels, cockles, whelks etc.) could
amount to GBP 55–379 million per year by 2080 depending
on the CO2 emission scenario. Thus, there is a clear eco-
nomic reason to improve understanding of physiological and
behavioural responses to ocean acidiﬁcation, and a
Europe-wide assessment of economic consequences is cur-
rently underway within the German BIOACID programme.
Fin-ﬁsh species are thought to be most vulnerable to
ocean acidiﬁcation during their earliest life stages, although
experiments on North Sea species (such as cod and herring)
have so far shown that they are relatively robust (e.g. Franke
and Clemmesen 2011). Indirect food-web effects may be
more important for ﬁn-ﬁsh, than direct physiological impacts
(Le Quesne and Pinnegar 2012). To date, few studies have
attempted to investigate the potential bottom-up impacts of
ocean acidiﬁcation on marine food webs, and hence on
ﬁsheries (although see Kaplan et al. 2010; Ainsworth et al.
2011; Grifﬁth et al. 2011). In their economic analysis,
Cooley and Doney (2009) did account for “ﬁsh that prey
directly on calciﬁers”. These authors suggested that indirect
economic consequences of ocean acidiﬁcation could be
substantial. Clearly, more work is needed before deﬁnitive
conclusions can be drawn about the socio-economic impli-
cations of ocean acidiﬁcation for the ﬁshing industry and
society as a whole.
Reduced oxygen concentrations in marine waters have
been cited as a major cause for concern globally (Diaz and
Rosenberg 2008), and there is evidence (Queste et al. 2012)
that areas of low oxygen saturation have started to proliferate
in the North Sea. Whether these changes are a result of
long-term climate change remains unclear and it is also
unclear whether such changes will impact on commercial
ﬁsh species and their ﬁsheries. Unlike parts of the Baltic Sea,
which regularly experience complete anoxia (lack of oxy-
gen), regions of the North Sea only experience reduced
oxygen conditions (65–70 % saturation, 180–200 μMol
dm−3). Therefore it is uncertain whether North Sea ﬁsh
stocks will suffer major mortality of eggs and larvae due to
changes in oxygen levels (as is the case in the Baltic Sea),
and it is perhaps more likely that they will experience more
subtle, non-lethal, effects in the future. Several authors have
highlighted how oxygen concentrations, low pH and ele-
vated temperature interact and determine ‘scope for growth’
(e.g. Pörtner and Knust 2007). These ﬁndings have been
used as the basis for models predicting size and distribution
in North East Atlantic ﬁshes (Cheung et al. 2013). Labora-
tory studies concerning low oxygen conditions have been
used to predict ﬁsh distribution and habitat suitability (Cucco
et al. 2012). Some types of organism are more affected than
others. Larger ﬁsh and spawning individuals can be more
affected by low oxygen levels owing to their higher
metabolic rates (Pörtner and Farrell 2008). There are certain
thresholds below which oxygen levels affect the aerobic
performance of marine organisms (Pörtner 2010), although
this is very dependent on the species or type of organism,
respiration mode, and metabolic and physiological require-
ments, with highly active species being less tolerant of low
oxygen conditions (Stramma et al. 2011). Nephrops
norvegicus juveniles show sub-lethal effects at oxygen
concentrations below 156 μMol dm−3, but adults are more
robust, although their ability to tolerate other environmental
stresses (for example elevated temperature) is severely
compromised (Baden et al. 1990). There are few projections
of future oxygen concentrations in the North Sea, although
modelling was undertaken for three locations by van der
Molen et al. (2013). These authors were able to provide
some insight into future conditions, assuming a SRES A1B
scenario to 2100. In particular, the model suggested marked
declines in oxygen concentration at all sites as a result of
simulated changes in the balance between phytoplankton
production and consumption, changes in vertical mixing
(stratiﬁcation) and change in oxygen solubility with tem-
perature. A parallel study by Meire et al. (2013) for the
‘Oyster Grounds’ site (also using the SRES A1B scenario)
suggested that bottom water oxygen concentrations in late
summer could decrease by 24 μM or 11.5 % by 2100.
12.3.2 Pathogens, Pests and Predators
A key issue for North Sea ﬁsh and shellﬁsh is the link
between climate change and the prevalence of pathogens or
harmful algal bloom (HAB) species. A global review sug-
gested that marine pathogens are increasing in occurrence,
and that this increase is linked to rising seawater temperature
(Harvell et al. 1999) with possible consequences for com-
mercial ﬁsheries and aquaculture.
The presence of certain pathogens or algal toxins in
seawater samples or in tissues harvested from shellﬁsh can
result in temporary closure of a ﬁshery. Many pathogens that
occur in European shellﬁsh are very sensitive to seawater
temperature and salinity, for example the bacteria Vibrio
parahaemolyticus and V. vulniﬁcus that pose a signiﬁcant
threat to human health (Baker-Austin et al. 2013). Vibrio
species proliferate rapidly at temperatures above 18 °C and
incidents of shellﬁsh-associated gastrointestinal illness in
Europe have been noted during heat waves (Baker-Austin
et al. 2013). In the United States, Vibrio-related incidents
cost the economy more than any other seafood-acquired
pathogen and these incurred costs have increased dramati-
cally in recent years (Ralston et al. 2011). In contrast,
Norovirus, another major cause of shellﬁsh-acquired gas-
troenteritis, occurs most frequently in winter and following
periods of high precipitation and hence is associated with
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flash-flooding and runoff from sewers (Campos and Lees
2014). Future projections of precipitation (rain and snowfall)
and river run-off for catchments surrounding the North Sea
suggest that intense rainfall and hence extreme river flows
will occur more often in the future, particularly during
winter, and so considerable changes could be anticipated in
the epidemiology and proliferation of marine pathogens—
and therefore exposure risk for European citizens consuming
seafood (Pinnegar et al. 2012).
Reports of increased abundance of jellyﬁsh in the media
and in scientiﬁc literature over recent decades have raised
concerns over the potential role of climate change in
influencing outbreaks (Atrill et al. 2007; Purcell 2012) and in
possible implications for commercial ﬁsheries and aquacul-
ture. Data obtained from the CPR survey show an increasing
occurrence of jellyﬁsh in the central North Sea since 1958
that this may be positively related to the NAO and Atlantic
inflow (Lynam et al. 2004; Atrill et al. 2007). High jellyﬁsh
numbers are potentially detrimental to ﬁsheries both as
competitors with, and predators of, larval ﬁsh (Purcell and
Arai 2001). In particular, negative impacts of jellyﬁsh on
herring larvae have been noted (Lynam et al. 2005) and this
is now a major focus of scientiﬁc attention.
Climate change can also influence the presence of
potential predators. For example Kempf et al. (2014)
demonstrated that grey gurnard Eutriglia gurnardus, has
expanded its high density areas in the central North Sea
northward over the last two decades to overlap with that of
0-group cod. Grey gurnard are thought to be important
predators of juvenile cod, hence recruitment success of cod
was found to be negatively correlated with the degree of
spatial overlap between the two species. Similar fears have
been voiced by ﬁshers regarding the recent expansion of
hake in the northern North Sea (see Sect. 12.3.1.1), since
hake is also known to be a voracious predator of smaller ﬁsh.
12.3.3 Fishery Operations
Through its effects on seawater temperature as well as its
influence on storm conditions climate change can affect the
performance of ﬁshing vessels or gears, as well as vessel
safety and stability at sea.
Dulvy et al. (2008) explored the year-by-year distribu-
tional response of the North Sea demersal ﬁsh assemblage to
climate change and found that the whole North Sea ﬁsh
assemblage has deepened by *3.6 m per decade since
1981. This has important implications since it is known that
trawl gear geometry and hence ‘catchability’ can be greatly
influenced by water depth (see Godø and Engås 1989).
In tropical tuna (the main target of Europe’s distant-water
fleet), strong El Niño events along the west coast of the
Americas typically result in a deeper thermocline, and
declines in yellowﬁn tuna Thunnus albacares catches (see
Miller 2007) because ﬁsh are able to spread out in the water
column beyond the reach of commercial ﬁsheries. Poor catch
rates during the intense 1982–1983 El Niño played a role in
the migration of the entire US tuna fleet from the Eastern
Paciﬁc to the Western and Central Paciﬁc. Similar processes
and mechanisms, but on a smaller spatial scale, appear to
influence catch rates in North Sea pelagic ﬁsheries, such as
those targeting herring. Maravelias (1997) demonstrated that
temperature and depth of the thermocline, appear to be key
factors that modulate both the presence and relative abun-
dance of herring within the northern North Sea. Herring
appeared to avoid the cold bottom waters of the North Sea
during the summer, probably due to the relatively poor food
resources there. This greatly affected ‘catchability’.
At present, conﬁdence in the wind and storm projections
from global climate models (GCMs) and downscaled
regional climate models (RCMs) is relatively low, with some
models suggesting that northwest Europe might experience
fewer storms and others suggesting an increase (Woolf and
Wolf 2013). In general, models suggest that climate change
could result in a north-eastward shift of storm frequency in
the North Atlantic, although the change in storm intensity or
frequency that this implies is not clear (Meehl et al. 2000;
Ulbrich et al. 2008). The winter of 2013/14 was the stormiest
in the last 66 years with regard to the southern North Sea
and the wider British Isles (Matthews et al. 2014) and this is
known to have coincided with major disruption to the ﬁshing
industry throughout the region. Months of high winds and
high seas left many ﬁshers unable to work, and caused
millions of Euros worth of damage—as well as a lack of ﬁsh
and higher prices on ﬁsh markets.
12.3.3.1 Climatic Influences on ‘Catchability’
There is little evidence of signiﬁcant changes in catchability
of demersal trawl gears in the North Sea as a result of cli-
mate change or poor weather conditions, although Walden
and Schubert (1965) examined wind and catch data, and
found that wind direction and force were correlated with
catch at a few locations. Similarly Harden Jones and Scholes
(1980) investigated the relations between wind and the catch
of a Lowestoft trawler. Their analysis showed that over the
course of a year, catches of plaice were lowest with northerly
winds but that the reverse was true for cod. Long-term
projections for winds over the North Sea are highly uncer-
tain, but several authors (notably Wang et al. 2011) have
suggested a climate-change-related upward trend in stormi-
ness in recent years. Analyses (de Winter et al. 2013) under a
range of different climate change scenarios, do not anticipate
changes in annual maximum wind speed over the next 50–
100 years, however they do suggest that annual extreme
wind events will occur more often from western directions.
This is particularly relevant for ﬁshing boats in the German
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Bight, as such a shift would imply larger extreme waves and
surge levels in this region.
Poulard and Trenkel (2007) reported that the impact of
wind strength on catchability depends on the habitat pre-
ferred by a given species. For a bottom trawl survey in the
Bay of Biscay, catches of benthic and demersal species were
signiﬁcantly affected by wind condition whereas no effect
was detected for pelagic species. Similarly, Wieland et al.
(2011) examined bias in estimates of abundance and distri-
bution of North Sea cod during periods of strong winds.
Wind speed had signiﬁcant effects on catch rates, and
speciﬁcally catches were reduced during the strongest winds.
Strong winds prevailing over a prolonged period lead to poor
visibility in shallow coastal waters, caused mainly by
resuspension of bottom sediments. North Sea trawlers and
especially ‘flyshooters’ would usually not ﬁsh in that area
under such conditions due to the expectation of poor catches
whereas gillnets may perform well in this case.
Fish are known to behave differently in turbid versus
clearer waters. For example, Meager and Batty (2007)
examined activity of juvenile cod and found both longer
prey-search times and higher activity in turbid conditions,
and suggested that such behaviour might increase energetic
costs and also make the cod more vulnerable to ﬁshing gears
and potential predators. Capuzzo et al. (2015) demonstrated
that the southern North Sea has become signiﬁcantly more
turbid over the latter half of the 20th century, and that this
may be related to changes in seabed communities, weather
patterns, and increased coastal erosion. Gill net catches are
typically higher in turbid waters after storms. Ehrich and
Stransky (1999) found that catch rates of some groundﬁsh
species in the North Sea exhibited signiﬁcant variability
following strong and severe gales (periods of strong winds
from 50 to 102 km h−1). Catches of dab, solenette, plaice
and sole all changed markedly between the ﬁrst and second
day after the storm.
12.3.3.2 Vessel Stability and Performance
An increase in the frequency or severity of storms could
have negative consequences for the ability of ﬁshing boats to
access resources in the future or could have consequences
for vessel stability and performance. Abernethy et al. (2010)
reported that 85 % of ﬁshers interviewed as part of a survey
in southern England, elected to stay in port during bad
weather due to the risk of gear loss and increased fuel
consumption. Fishing remains a dangerous occupation.
A research project, published in 2007 showed that the fatal
accident rate for UK ﬁshers for the decade 1996–2005 was
115 times higher than that of the general workforce (MAIB
2008). In the United States, severe weather conditions con-
tributed to 61 % of the 148 fatal ﬁshing vessel disasters
reported between 2000 and 2009 (Lincoln and Lucas 2010).
In Denmark, more than half of fatalities reported were
caused by foundering/capsizing due to stability changes in
rough weather (Laursen et al. 2008). In the UK, the majority
of vessel losses recorded (52 %) were due to
flooding/foundering, and most involved small vessels of less
than 12 m in length (MAIB 2008). Most flooding/
foundering losses occurred in moderate weather. However,
this needs to be considered against the likelihood that there
would be fewer ﬁshing vessels at sea during extreme weather
conditions (MAIB 2008).
Dramatic increases in wave height occurred in the North
Sea between 1960 and 1990, but these are now viewed as
one feature within a longer history of variability (Woolf and
Wolf 2013). Future patterns of storminess are poorly
understood, with little consensus between models and highly
uncertain model outputs. Changes in storminess and asso-
ciated consequences for ﬁshing operations is an
under-researched topic, with no recent assessments of vessel
operating envelopes or the willingness of vessel
owners/skippers to put to sea. Laevastu and Hayes (1981)
suggested that modern high-sea ﬁshing vessels usually have
to stop ﬁshing at wind speeds of 50–78 km h−1 (Force 7 to 8
on the Beaufort scale), whereas coastal ﬁshing vessels in the
North Sea ﬁnd difﬁculty in operating at wind speeds of 39–
49 km h−1 (Force 6 on the Beaufort scale). A number of
modelling approaches have been applied in the North Sea to
try to predict the behaviour of ﬁshers and the distribution of
ﬁshing vessels (e.g. Hutton et al. 2004) but none have yet
included storms or weather disruption in their analyses.
12.3.3.3 Assessing Economic Implications
There has been little research directed towards understand-
ing the future implications of climate change for ﬁshing
fleets, ﬁshers, coastal economies and society directly. This is
certainly the case with regard to countries surrounding the
North Sea. However, a number of studies have set out to
investigate the vulnerability and adaptive capacity of the
ﬁsheries sector at a global scale (McClanahan et al. 2008;
Allison et al. 2009). Vulnerability to climate change depends
upon three key elements: exposure to physical effects of
climate change; sensitivity of the natural resource system or
dependence of the national economy upon economic returns
from the ﬁshing sector; and the extent to which adaptive
capacity enables these potential impacts to be offset. Allison
et al. (2009) ranked North Sea countries very low in terms of
overall vulnerability, largely due to low rates of ﬁsh con-
sumption in the surrounding countries, highly diversiﬁed
economies and only moderate exposure to future climate
change. Similarly, Barange et al. (2014) categorised all
North Sea countries as either low (Norway) or very low in
terms of nutritional and economic dependence on ﬁsheries.
However ﬁsheries represent an important component of
employment in certain North Sea regions (EU 2011), notably
in Shetland where 22 % of all jobs are estimated to be in
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ﬁsheries/ﬁsheries-related industries, and Urk in the Nether-
lands where 35 % of jobs rely on ﬁsheries.
Cheung et al. (2010) estimated future changes in maxi-
mum potential catch (a proxy for maximum sustainable
yield) given projected shifts in the distribution of exploited
species and changes in marine primary productivity. This
study suggested that climate change may lead to large-scale
redistribution of global maximum catch potential, with an
average of 30–70 % increase in yield of high-latitude
regions (north of 50°N in the northern hemisphere), but a
drop of up to 40 % in the tropics. North Sea countries are
anticipated to gain very slightly in maximum potential catch
but not as much as Nordic countries such as Norway and
Iceland. This region will witness increases in catches of
some commercial species but decreases in others, and thus
the gains and losses are expected to broadly balance out.
Working at a national level, Jones et al. (2015) used a
similar bioclimate envelope model (see Fig. 12.4) to inves-
tigate economic implications for ﬁsheries catch potential in
the UK exclusive economic zone (EEZ) speciﬁcally. Maxi-
mum catch potential was calculated for each species in both
the reference and projection periods using an algorithm that
takes into account net primary production and range area.
Results suggested that the total maximum catch potential
will decrease within the UK EEZ by 2050, although this was
heavily influenced by an assumed decline in plankton pro-
ductivity. Extending these projections into a cost beneﬁt
analysis resulted in a median decrease in net present value of
10 % by 2050. Net present value over the study period
further decreased when trends in fuel price were extrapolated
into the future, becoming negative when capacity-enhancing
subsidies were removed. This study highlights key factors
influencing future proﬁtability of ﬁsheries and the impor-
tance of enhancing adaptive capacity in ﬁsheries and resi-
lience to climate change.
Uncertainty is inherent in ﬁsheries management, so there
is an expectation of change and a wealth of knowledge and
experience of coping with and adapting to this uncertainty.
Badjeck et al. (2010) argued that diversiﬁcation is a primary
means by which individuals can reduce risk and cope with
future uncertainty. A recent study commissioned by the UK
Department for Environment, Food and Rural Affairs
included a detailed assessment of whether the ﬁsh catching
sector might be expected to adapt to the opportunities and
threats associated with future climate change over the next
30 years (Defra 2013). This assessment built heavily on the
species projections of Jones et al. (2012, 2013—see
Sect. 12.3.1.1) and looked for examples of current adapta-
tion by the sector, focusing on species increasing in the
UK EEZ (such as anchovy, squid, seabass) and also on past
increases in scallops, boarﬁsh Capros aper, and hake. The
key adaptation actions identiﬁed included:
• Travelling further to ﬁsh for current species, if stocks
move away from existing ports.
• Diversifying the livelihoods of port communities, this
may include recreational ﬁshing where popular angling
species become locally more abundant (e.g. seabass).
• Increasing vessel capacity if stocks of currently ﬁshed
species increase.
• Changing gear to ﬁsh for different species, if new or
more proﬁtable opportunities to ﬁsh different species are
available.
• Developing routes to export markets to match the chan-
ges in catch supplied. These routes may be to locations
(such as southern Europe) which currently eat the ﬁsh
stocks which may move into northern waters.
• Stimulating domestic demand for a broader range of
species, through joined-up retailer and media campaigns.
Many of the same adaptation options were also high-
lighted by McIlgorm et al. (2010) who reviewed how ﬁshery
governance may need to change in the light of future climate
change, also the ACACIA report (ACACIA 2000) prepared
as part of the European impact assessment for the IPCC
Third Assessment which included a short chapter on ﬁsh-
eries. Vanderperren et al. (2009) provided a brief overview
for Belgian marine ﬁsheries. These authors noted the strong
specialisation of the Belgian fleet with regard to a single
ﬁshing method (93 % beam trawlers) and target species
(mainly flatﬁsh) and that this makes the sector particularly
vulnerable to changing circumstances. Possible adaptation
measures as well as technological and economic conse-
quences for the fleet were detailed (see Van den Eynde et al.
2011), and the elaboration of scenarios for secondary
impacts at different points in time (2040, 2100) is ongoing.
Sumaila and Cheung (2009) attempted to estimate the
necessary annual costs of adaptation to climate change in the
ﬁsheries sector worldwide. Adaptation to climate change is
likely to involve an extension of existing policies to con-
serve ﬁsh stocks and to help communities. In Europe the
estimated annual cost of adaptation was USD 0.03–0.15
billion, a small fraction of the costs (USD 1.05–1.70 billion)
anticipated for East Asia and the Paciﬁc.
12.4 International Fish Markets
and Commodity Chains
Fisheries in the North Sea should not be viewed in isolation
given that seafoods are traded globally and many North Sea
countries are both exporters and importers of ﬁsh and
shellﬁsh commodities. It could be expected that prices of a
particular commodity would reflect local patterns of avail-
ability (supply) and hence that the price of ﬁsh might even
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reflect regional climatic conditions (see Pinnegar et al.
2006). However this is rarely the case, given that supplies
can often be secured from elsewhere and thus prices may
remain low, even if locally resources become scarce. Cod
stock status in the North Sea currently remains very low,
possibly as a result of long-term climatic influences on
recruitment, but catches are at an all-time high further north
in the Barents Sea (ICES 2014b) and thus cod prices in
Europe are supressed. A clear adaptation response in the face
of ensuing climate change is to obtain ﬁsh from sources
further north (either by trade or by shifting the location of
ﬁshing fleets where this is possible). As other countries
around the word also need to secure sufﬁcient food for
growing populations, and have considerably higher
buying-power (notably China, which in 2030 will account
for 38 % of total ﬁsh consumption), European countries may
ﬁnd the ability to secure sufﬁcient ﬁsh products from Nordic
(non-EU) countries, such as Norway, Iceland and Greenland,
much more difﬁcult in the future (World Bank 2013).
Another international ﬁsheries topic that has received
considerable attention in recent years has been the link
between global climate and ﬁshmeal supplies and markets
(e.g. Merino et al. 2010a, b). Aquaculture and animal feed
production depend on ﬁshmeal and ﬁsh oil as their primary
source of protein, lipids, minerals and essential Omega 3/6
fatty acids. Every year 30 million tonnes of anchovita
Engraulis ringens, E. mordax etc., sardines Sardinops sagax,
Sardina pilchardus and other small pelagic ﬁsh are reduced
into 6 million tonnes of ﬁshmeal. More than half of this is
derived from Peruvian/Chilean anchoveta although Denmark
and Norway supply an additional 12 % based on North Sea
sandeel, sprat, Norway pout and blue whiting as well as Arctic
capelin Mallotus villosus. A lack of supply in Peruvian
anchoveta (for example during El Niño climatic regimes)
raises the price ofﬁshmeal from elsewhere (e.g. the North Sea)
and can influence the behaviour of European ﬁshers, with
indirect (e.g. predator-prey) consequence for other ﬁsh stocks.
12.5 Conclusions
North Sea ﬁsheries may be impacted by climate change in
various ways and consequences of rapid temperature rise are
already being felt in terms of shifts in species distribution
and variability in stock recruitment. While an expanding
body of research now exists on this topic, there are still many
knowledge gaps, especially with regard to understanding
how ﬁshing fleets themselves might be impacted by under-
lying biological changes and what this might mean for
regional economies. Historically, ﬁsheries managers and
ﬁshers have had to adapt to the vagaries of weather and
climate, however the challenge presented by future climate
change should not be underestimated and it is clear that ﬁsh
communities and the ﬁsheries that target them will almost
certainly be very different in 50 or 100 years and that
management and governance will need to adapt accordingly.
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13Socio-economic Impacts—AgriculturalSystems
Jørgen Eivind Olesen
Abstract
Europe is one of the world’s largest and most productive suppliers of food and ﬁbre. In the
North Sea region, agroecosystems vary from highly productive farming systems such as the
arable cropping systems of western Europe to low-input and low-output farming systems
with or without livestock. Climate change impacts on agricultural production will vary
across the North Sea region, both in terms of crops grown and yields obtained. Given
adequate water and nutrient supply, a doubling of atmospheric CO2 concentration could
lead to yield increases of 20–40 % for most crops grown in the North Sea region. The
high-input farming systems could also respond favourably to modest warming. Extreme
weather events may severely disrupt crop production. Increased temperature and more
frequent extreme weather events could affect animal production through changes in feed
production, changes in the availability of grazing, direct heat stress, and increased risk of
disease. Overall, there seems to be potential for agriculture in the North Sea region to adapt
to the changing climate in such a way that productivity and proﬁtability may both increase,
particularly over the long term. The challenge will be to ensure sustainable growth in
agricultural production without compromising environmental quality and natural resources.
13.1 Introduction
Agriculture is situated at the interface between ecosystems
and society with the main aim of ensuring food supply.
Located at this interface, agriculture is both affected by and
helps drive changes in global environmental conditions, for
the latter by contributing to emissions of greenhouse gases,
notably methane and nitrous oxide. Management of agri-
cultural ecosystems varies from highly productive farming
systems such as the arable cropping systems of western
Europe to low-input and low-output farming systems with or
without livestock, some of which are also located in Europe.
Europe is one of the world’s largest and most productive
suppliers of food and ﬁbre (Olesen and Bindi 2002). In 2012,
it accounted for 19 % of global meat production and 17 % of
global cereal production. About 78 % of the European meat
production and 63 % of cereal production occurred within
EU countries, with the remaining production primarily in
Russia, Belarus and Ukraine. The productivity of European
agriculture is generally high, especially in western Europe,
and average hectare cereal yields in EU countries are about
40 % higher than the world average (Olesen et al. 2011).
The overall driving force in agriculture is the globally
increasing demand for food and ﬁbre. This is primarily
caused by a growing world population with a high demand
for food production and a wealthier world population with a
higher proportion of meat in the diet (Godfray et al. 2010).
The result is that agriculture globally exerts increasing
pressure on the land and water resources of the earth, which
often results in land degradation (such as soil erosion and
salinization), and eutrophication. Agriculture is also associ-
ated with greenhouse gas emissions (Kirchmann and Thor-
valdsson 2000).
Agricultural land use along the Atlantic coast in Europe is
dominated by grassland and forage crops, because the wet
conditions limit soil trafﬁcability (i.e. capability of supporting
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agricultural trafﬁc/machinery without degrading the soil)
required for cultivating annual crops. In regions with less
rainfall such as continental parts of Europe, arable cropping
systems often dominate the agricultural landscape. In north-
west Europe the arable cropping systems are dominated by
cereals, in particular winter wheat and spring barley, and
break crops (secondary crops grown to interrupt the repeated
sowing of cereals as part of crop rotation) like oilseed rape,
grain legumes, and root and tuber crops like sugar beet and
potato. Over recent decades the area cultivated with high
yielding crops such as winter wheat and silage and grain
maize has increased. This increase in area of winter wheat has
largely happened at the expense of less productive spring
cereal crops.
Increases in winter wheat yield are mostly due to crop
breeding and improved crop protection coupled with
increased fertilisation; however, wheat yields in Europe have
been stagnating over the past 10 to 20 years (Olesen et al.
2011). There also seems to have been greater variability in
grain yields for wheat over the past two decades. Stagnating
wheat yields in France have been attributed to lower yields
under the rising temperature (Brisson et al. 2010), but
changes in management may also have played a role in some
countries (Finger 2010). In contrast to wheat, yields of grain
maize show a continued increase in both France and Ger-
many, such that grain maize yields now exceed those of
winter wheat. The area of silage and grain maize is therefore
growing in northern Europe (Elsgaard et al. 2012), and this
appears to be linked to the warmer climate (Odgaard et al.
2011).
High-input farming systems in western and central Eur-
ope generally have a low sensitivity to climate change,
because a given change in temperature or rainfall has a
modest impact (Chloupek et al. 2004) and because farmers
have resources to adapt management. However, there may
be considerable difference in adaptive capacity between
cropping systems and farms depending on their specialisa-
tion (Reidsma et al. 2007). These systems may therefore
respond favourably to modest climate warming (Olesen and
Bindi 2002). Across the North Sea region there is a large
variation in climatic conditions, soils, land use and infras-
tructure, which greatly influences responsiveness to climatic
change.
13.2 Impacts
13.2.1 Crop Responses to Climate Change
Rising greenhouse gas emissions affect agroecosystems
directly (primarily by increasing photosynthesis and water
use efﬁciency at higher CO2 levels) and indirectly via cli-
mate change (temperature and rainfall affect several aspects
of the functioning of cropping systems). Effects may also be
both direct through changes in crop physiology and indirect
through impacts on soil fertility, crop protection (weeds,
pests or diseases) and the ability to perform ﬁeld operations
in a timely manner. The exact responses depend on the
sensitivity of the particular agricultural system to environ-
mental change and on the relative changes in controlling
factors.
Increasing atmospheric CO2 concentration stimulates
yield of crops that have the so-called C3-photosynthesis
pathway, which constitute almost all crops grown in the
North Sea region, with the exception of maize and Mis-
canthus (cultivated for biofuel). A doubling of atmospheric
CO2 concentration is projected to lead to yield increases of
20–40 % in most crops (Ainsworth and Long 2005), pro-
vided adequate water and nutrient supply. The response is
considerably less for C4-plants, which include tropical
grasses such as maize. Higher CO2 concentration not only
increases photosynthesis, but also reduces plant water con-
sumption. This may result in improved tolerance of plants to
drought and generally drier conditions.
Higher CO2 concentrations also affect the quality of plant
biomass, because plants accumulate more sugar leading to
higher carbon contents of leaves, stems and reproductive
organs. This has consequences for the quality of the food
and feed, which in some cases are negative. It will thus
reduce the protein content of cereal grains and diminish the
baking quality of wheat (Högy et al. 2013). The attraction of
plants for pests and diseases will also change, which could
make the plants more resistant to attack. However, weed
growth will also beneﬁt from increased CO2, which may
necessitate intensiﬁed or different control measures, for
example, due to reduced efﬁcacy of herbicides (Ziska 2001).
Temperature affects crops in different ways, partly
through affecting the timing of crop phenological phases
(crop development); partly through the efﬁciency of energy
capture, conversion and storage (crop growth); and partly
through crop water demands (temperature affects evapo-
transpiration). With warming, active growth starts earlier,
plants develop faster, and the potential growing season is
extended. This may have the greatest effect in colder regions
(Trnka et al. 2011), and may be most beneﬁcial for perennial
crops or crops which remain in their vegetative phase, such
as sugar beet and grasslands.
Higher temperature reduces crop duration of determinate
species (plants that flower and mature). This concerns all
cereals and seed plants such as pulses and oilseed crops. For
wheat, a temperature increase of 1 °C during grain ﬁll is
estimated to reduce the length of this phase by 5 %, and
yield to decline by a similar amount (Olesen et al. 2000).
However, in the North Sea region such reductions can often
be more than offset by changing to cultivars with longer
growth duration (Olesen et al. 2012) and this may even lead
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to improved yields with potential for longer growing seasons
at high latitudes (Montesino-San Martin et al. 2014).
These differential responses of crop yield to rising tem-
perature in plants with different responses of crop develop-
ment are illustrated in Fig. 13.1. The results were produced
with a crop simulation model that integrates the biophysical
interactions between soil, climate and plants on crop growth
and yield over the growing season. Such models are com-
monly used to assess the effects of climate change on crop
yield and quality (Ewert et al. 2015).
The greatest reductions in grain yield in Fig. 13.1 were
simulated for winter wheat, where growth duration is
reduced, because any changes in sowing date in autumn
would have little effect on duration of the vegetative and
reproductive phases in the following spring and summer.
This response concurs well with observed response of winter
wheat yields in Denmark, where the largest reductions were
found to be related to high temperatures during the grain
ﬁlling phase (Kristensen et al. 2011). Figure 13.1 shows a
smaller response of spring barley to higher temperatures,
because this crop can be sown earlier in spring thus main-
taining a productive growing season. In contrast, yields were
simulated to increase for a grass crop, which represents crops
with a non-determinate growth pattern, where yields depend
on the total duration of the growing season with suitable
temperatures and rainfall.
Peltonen-Sainio et al. (2010) characterised the coinci-
dence of yield variations with weather variables for major
ﬁeld crops using long-term datasets to reveal whether there
are commonalities across the European agricultural regions.
Long-term national and/or regional yield datasets were used
from 14 European countries for spring and winter barley and
wheat, winter oilseed rape, potato and sugar beet. Harmful
effects of high precipitation during grain-ﬁlling in grain and
seed crops and at flowering in oilseed rape were recorded. In
potato, reduced precipitation at tuber formation was associ-
ated with yield penalties. Elevated temperature had harmful
effects for cereals and rapeseed yields. Similar harmful
effects of rainfall and high temperature on grain yield of
winter wheat were found by Kristensen et al. (2011) in a
study using observed winter wheat yields from Denmark.
13.2.2 Impacts of Climatic Variability
and Weather Extremes
Extreme weather events, such as periods of high tempera-
ture, heavy storms, or droughts, can severely disrupt crop
production. Individual extreme events do not usually have
lasting effects on the agricultural system. However, if the
frequency of such events increases, agriculture will need to
respond, either by adapting or by ceasing its activity.
Crops often respond nonlinearly to changes in their
growing conditions and have threshold responses, which
greatly increases the importance of climatic variability and
the frequency of extreme weather events in terms of absolute
yield, yield stability and quality (Trnka et al. 2014). This
may lead to drastic reductions in yield from short episodes of
high temperature during sensitive crop growth phases such
as the reproductive period. Temperatures above 35 °C dur-
ing the flowering period can in most crops severely affect
seed and fruit set and thus greatly reduce yield (Porter and
Semenov 2005). High temperatures will also greatly increase
evapotranspiration leading to higher risk of drought, if
rainfall is insufﬁcient to compensate for the water losses
(Lobell et al. 2013). Such high temperature stresses may
severely impact crop yields, even in the North Sea region
(Semenov and Shewry 2011).
An increase in temperature variability will increase yield
variability and also result in a reduction in mean yield. Even
in the North Sea region there may be a sufﬁcient increase in
climatic variability to signiﬁcantly affect crop yield (Kris-
tensen et al. 2011), although this effect is expected to be
more severe in other parts of the world. This risk is likely to
be particularly large for high-input production systems
(Trnka et al. 2012), where the demand for continued high
soil water supply is greater than for low-input systems
(having lower rates of evapotranspiration). Also, a given
proportional reduction in crop yield will have a greater
absolute yield effect on high- rather than low-yielding crops.
Therefore increases in climatic extremes will also have
greater effects in high-input rainfed systems than in less
intensive and diverse systems (Schaap et al. 2011). The
high-input rainfed cropping systems may thus be particularly
Fig. 13.1 Mean simulated change in yield of winter wheat, spring
barley and ryegrass with increasing temperature for a site in Denmark.
The simulations were performed with the CLIMCROP model assuming
that water is not growth-limiting (Olesen et al. 2000; Olesen 2005)
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vulnerable to climate change, although some will also ben-
eﬁt in terms of higher average yields from the warming and
higher CO2 concentrations.
13.2.3 Changes in Crop Productivity
and Suitability
Climatic warming will in temperate regions result in earlier
onset of the growing season in spring and a longer duration
in autumn. A longer growing season allows the proliferation
of species that have suitable conditions for growth and
development and can thus increase their productivity (e.g.
crop yield, number of crops per year). This may also allow
for the introduction of new species previously unfavourable
due to low temperatures or short growing seasons. This is
relevant for the introduction of new crops, such as for grain
maize or winter wheat in northern Europe (Elsgaard et al.
2012), but will also affect the spread of weeds, pests and
diseases that often follow the crops grown (Roos et al.
2011).
Warming has already caused a northward expansion of
the area of silage maize in northern Europe into southern
parts of Scandinavia, where the system of grass and silage
maize for intensive dairy production has largely replaced the
traditional fodder production systems (Odgaard et al. 2011;
Eckersten et al. 2014; Nkurunziza et al. 2014). Very recently
grain maize has started to be grown in southern parts of
Denmark, reflecting the warming trends (Elsgaard et al.
2012). Analyses of the effects of observed climate change on
yield potential in Europe have shown positive effects for
maize and sugar beet, which have beneﬁted from the longer
growing season for these crops (Supit et al. 2010). Yield
beneﬁts have been greatest in northern Europe. The warming
may also have contributed to higher potato yields in northern
regions of Europe. In contrast, warmer and more variable
climatic conditions with increased occurrence of drought
have reduced crop yields in parts of central Europe (Eit-
zinger et al. 2013).
A further lengthening of the growing season as well as a
northward shift for some species are projected to result from
further increases in temperature across Europe (Olesen et al.
2011). The date of last frost in spring is projected to reduce
by 5–10 days by 2030 and 10–15 days by 2050 throughout
most of Europe compared with the period 1961–1990 (Trnka
et al. 2011). Since a longer growing season will increase
productivity of many crops in northern Europe, this could
lead to further intensiﬁcation of cropping systems.
Projected climate change is expected to result in more
favourable conditions for crop production at high latitudes
than at low northern European latitudes (Table 13.1). The
agroclimatic indices show a substantial lengthening (one
month) of the growing season by 2050 in northern regions,
but much less in southern parts of the North Sea region.
Although the duration of the growing season is projected to
increase throughout the North Sea region, in southern and
continental parts this increase may be counteracted by drier
conditions during summer resulting in reduced crop growth.
Projected impacts of climate change on crop yields
depend on crop type, emission scenario and the sensitivity of
the underlying climate model used to project climate chan-
ges (Olesen et al. 2007). Projections for most crops in the
North Sea region show an increase in projected yield during
the ﬁrst half of the 21st century (Supit et al. 2012). However,
later in the century yield is projected to decrease due to the
effects of temperature rise and reduced summer rainfall that
together exceed the beneﬁts achieved from higher atmo-
spheric CO2 concentration, in particular for cereal crops. For
root and tuber crops in Europe (such as sugar beet and
potato) yields are projected to continue increasing (Angulo
et al. 2013). However, even for potato some regions may
become less suitable for production due to drier summer
conditions and constraints imposed on the use of irrigation
(Daccache et al. 2012).
At high latitudes or at high elevations with wet and cool
climates, cropping systems with grasslands and forage pro-
duction for ruminant livestock currently tend to dominate.
Timothy Phleum pratense L. and perennial ryegrass Lolium
perenne L. are the most important forage grasses at high
latitudes, and in cold and snow-rich regions, timothy out-
competes perennial ryegrass due to better winter survival
(Höglind et al. 2013). Due to the higher productivity and
better feed quality of ryegrass compared to timothy, warm-
ing leading to less risk of winter kill is expected to shift the
patterns in the cultivation of grassland species in Norway
and Sweden northwards. Similar shifts may be expected in
grazing season duration (Uleberg et al. 2014). In some cases
these shifts will be constrained by rainfall, either with con-
ditions too dry during summer or too wet during spring or
autumn.
13.2.4 Environmental Impacts
Soils have many functions, of which water and nutrient
supply to growing crops are essential for sustained crop
production. However, soils are also important in regulating
water and nutrient cycles, for carbon storage and greenhouse
gas emissions. Soils are habitats for many of the organisms
that contribute to the functioning of soils and agroecosys-
tems, having both positive and negative effects on crop
yield. Where soil moisture allows, increasing temperatures
will enhance decomposition of soil organic matter, which
tends to decrease soil organic stocks unless counterbalanced
by larger inputs of organic matter in crop residues (Falloon
and Betts 2010). A reduction in soil carbon enhances the
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contribution of agriculture to global warming through higher
net CO2 emissions. In contrast, the effects of warming on
nitrous oxide emissions from agricultural soils are less clear,
since effects depend on the balance between the separate
effects of temperature, rainfall and CO2 as well as their
seasonal changes, relative to effects of changes in crop
growth patterns (Dijkstra et al. 2012).
Any reduction in soil organic matter stocks implies a
decrease in fertility and biodiversity, a loss of soil structure,
reduced soil water inﬁltration and retention capacity, and
increased risk of erosion and compaction. If these changes
are signiﬁcant, this leads to lower productivity of crops
growing on the soils. Changes in rainfall and wind patterns,
in particular more intense rainfall, can lead to increased
erosion from soils with poor crop cover or with little surface
cover of plant residues to protect the soil. Also, increasing
frequencies of freeze/thaw cycles during winter, due to
reduced snow cover, in combination with stronger rainfall
may greatly enhance soil erosion (Ulén et al. 2014). In
addition to depleting soil fertility this erosion may also
enhance nutrient runoff to sensitive aquatic ecosystems
(Jeppesen et al. 2009).
Faster decomposition of soil organic matter at higher
temperatures increases mineralisation of soil organic nitro-
gen. This in turn may increase the risk of nitrate leaching
during periods of little or no crop cover with sufﬁcient
nitrogen uptake to prevent nitrate being leached in periods of
precipitation surplus (Jabloun et al. 2015). This may increase
the risk of nitrate leaching to surface and groundwater sys-
tems (Stuart et al. 2011; Patil et al. 2012). Current measures
to reduce nitrate leaching may not be sufﬁcient to maintain
low leaching rates under projected climate change (Doltra
et al. 2014) and this could increase the risk of algal blooms
and the occurrence of toxic cyanobacteria in lakes (Jeppesen
et al. 2011).
13.2.5 Crop Protection
Most pest and disease problems are closely linked with their
host crops. Introducing new crops will therefore mean new
pest and disease problems. In cool regions, higher temper-
atures favour the proliferation of insect pests, because many
insects can then complete a greater number of reproductive
cycles. Higher winter temperatures will also allow pests to
overwinter in areas where they are currently limited by cold
periods, causing greater and earlier infestation during the
following crop season (Roos et al. 2011). Earlier insect
spring activity and proliferation of some pest species will
favour some of the virus diseases that spread with insects.
A similar situation may occur for plant fungal diseases
leading to increased need for pesticides.
Unlike pests and diseases, weeds are directly influenced
by changes in atmospheric CO2 concentration. Differential
effects of CO2 and climate change on crops and weeds will
alter the weed-crop competitive interactions, sometimes to
the beneﬁt of the crop and sometimes to the weeds. Inter-
action with other biotic factors and with changing temper-
ature and rainfall may also influence weed seed survival and
thus weed population development.
Improved climatic suitability will lead to invasion of
weeds, pests and diseases adapted to warmer climatic con-
ditions. The speed at which such species invade depends on
the rate of climatic change in terms of suitability ranges (e.g.
in km per year), the dispersal rate of the species (e.g. in
terms of km per year) and on measures taken to combat
non-indigenous species. The dispersal rates of pests and
diseases are often so high that their geographical extent is
determined by the range of climatic suitability. The Color-
ado beetle Leptinotarsa decemlineata L. and the European
cornborer Ostrinia nubilalis Hubner are examples of pests
and diseases that are expected to show a considerable
Table 13.1 Effects of projected climate change on changes in key agroclimatic indices in northern European agroecological zones by 2050
compared to the period 1961–1990 (Trnka et al. 2011)
Zone Change in effective
solar radiation (%)
Change in effective
growing days (days)
Change in date of
last frost (days)
Change in dry
days in spring (%)
Change in dry days
in summer (%)
Alpine North (Norway and
north Sweden)
+8 +29 −10 +1 −2
Boreal (Finland, central
Sweden, parts of Norway)
+8 +16 −11 −1 +2
Nemoral (south-central
Sweden)
+8 +12 −10 +1 +11
Atlantic North (Ireland,
British Isles, western
Denmark, Netherlands)
−1 +5 −11 −4 +21
Continental (east Denmark,
south Sweden, Germany)
−6 −6 −12 −2 +20
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northward expansion in Europe under climatic warming
(Olesen et al. 2011).
Studies show projected increases in the occurrence of
several crop diseases with projected warming in the cur-
rently cooler parts of high-input cropping regions, such as
UK (Butterworth et al. 2010; Evans et al. 2010) and Ger-
many (Siebold and von Tiedemann 2012), whereas the risk
of some diseases may reduce with warming in regions fur-
ther south, such as France (Gouache et al. 2013). As well as
affecting crop yield, such changes will also affect the quality
of the yield, for example through the occurrence of myco-
toxins which may increase in northern Europe under the
projected climate change (Madgwick et al. 2011; van der
Fels-Klerx et al. 2012). This would increase the need for
fungicides or alternative strategies such as breeding for
resistance.
13.2.6 Livestock Production
Increased temperature and more frequent extreme weather
events could affect animal production through changes in
feed production, changes in availability of grazing, direct
heat effects on animals, and increased risk of disease.
More variable weather and more extreme weather events
are projected under climate change (Jacob et al. 2014). This
is likely to result in more variable quantities and quality of
crops such as cereals, forage crops and protein crops,
causing unstable feed prices both globally and locally. This
has already occurred in recent years, with large fluctuations
in grain price due to heat waves and droughts in
wheat-producing regions. This has mostly affected produc-
tion of monogastric livestock such as pigs and poultry.
However, ruminant animals have also been affected through
the production of grass and forage, either because conditions
are too wet or too dry, which affects grazing. For example, in
2003 a long drought across western and central Europe
severely affected not only arable crop production, but also
fodder production for ruminants, to the extent that livestock
production costs greatly increased (Fink et al. 2004).
Climate change will exacerbate problems with existing
animal diseases, which negatively affect animal welfare and
livestock production. Global warming and more frequent
extreme weather events (droughts and increased rainfall) will
provide more favourable climates for some viruses, their
vector species, and for fungal or bacterial pathogens. New
viral vector-borne diseases may not necessarily originate
from nearby regions but may arrive from outside Europe. An
example is bluetongue disease, where climate change has
allowed the midge Culicoides imicola Kiefer that acts as a
vector for the disease to spread—causing the virus to expand
its distribution northwards in Europe (Purse et al. 2005). The
risk of bluetongue and other emerging pathogens and vectors
becoming established in the North Sea region will greatly
increase under higher temperatures. Blood-sucking midges
Culicoides spp. are one of the major threats to animal wel-
fare, because they spread viruses that cause serious diseases
in animals. Ticks, mosquitoes and lymnaeid snails can also
transmit extremely harmful diseases to livestock. Increased
annual temperature, milder winters and higher rainfall will
favour the propagation of helminth parasites, resulting in
disease and pronounced negative effects on the welfare of
grazing cattle and sheep (Skuce et al. 2013).
13.3 Adaptation, Vulnerabilities
and Opportunities
13.3.1 Adaptation at Farm and Regional Scale
Farmers are already adapting to climate change since farm-
ing is very weather dependent. Farmers constantly experi-
ment with new cropping techniques, and the most successful
ones spread quickly among the farming community where
agricultural advisors and researchers are ready to take up and
disseminate new results. This is evident, for example, in the
northward spread of silage maize into Denmark and southern
Sweden (Odgaard et al. 2011). Such adaptations are auton-
omous in the sense that they require no external action or
planning. In a European context they are also fairly effective
due to the high capacity among farmers to incorporate new
technologies and management practices.
Adaptation only works when the basic resources for crop
growth are still maintained and when the climate allows
proper soil and crop management to take place (Table 13.2).
In northern areas climate change may have positive effects
on agriculture through introducing new crop species and
varieties, higher crop production and expansion of areas
suitable for cultivation. Negative effects may be an increase
in the need for plant protection, risk of increased nutrient
leaching and the degradation of soil organic matter. Further
south in Europe issues around managing drier summer
conditions will dominate adaptation needs.
The responsiveness of agricultural systems to climate
change depends on many factors, both how current crops are
being affected by climate change, but also on the options
available for modifying the systems to reduce negative
impacts and take advantage of new opportunities. The
capacity for agriculture in the North Sea region to adapt to
future changes is expected to be good, since the changes
could be largely favourable for production, and because
research, educational and advisory capacities are high
(Table 13.2). However, there may be barriers to adaptation,
not least within the current agricultural and environmental
policies that may have to be adjusted to ensure effective
adaptation.
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Some of the adaptation is beyond farm scale, and requires
collective action. This is the case for breeding new cultivars
and for infrastructure projects that provide water for irriga-
tion or for improving drainage at the catchment scale. Such
efforts may have long time perspectives and involve many
actors and so require planning and in some cases approval
from authorities. Actions for managing water at the catch-
ment scale require a consideration not only of the needs of
farmers, but also of the needs of human settlements and
nature conservation, including consideration of surface and
groundwater quality (Refsgaard et al. 2013).
Plant and livestock breeding is one of the most effective
options for adapting to climate change, as well as switching
livestock and crop species used. Among the measures
required for both plant and livestock breeds is to increase
tolerance to heat stress events (Semenov et al. 2014). For
plants, there is also a need to enhance tolerance to a wider
range of stresses, including drought, extreme heat and
flooding. Soil management will need to accommodate the
projected increase in frequency and intensity of erosion
events associated with more intense rainfall. This may
involve trade-offs between various factors that all contribute
to crop yield. Therefore there is a risk that higher yield
stability may come at the cost of reduced yield in favourable
years. Plant breeders will need to deliver cultivars that are
more resilient to weather extremes and resistant to new
diseases. Plant breeding is a long-term activity, and timely
delivery of such cultivars will require good and early pre-
dictions of future environmental conditions to allow the
development and use of suitable germplasm.
13.3.2 Role of Vulnerability and Uncertainty
in Adaptation
Projecting the effects of climate change on agricultural
systems involves many uncertainties, some concern the cli-
mate change projections themselves while others concern
biophysical understanding of how crops and livestock will
respond to climate change. However, an even larger uncer-
tainty concerns how well farmers and agricultural systems
can and will adapt to climate change in the longer term in
order to minimise losses and take advantage of new oppor-
tunities (Moore and Lobell 2014). Part of the uncertainty lies
in how quickly some of the longer-term adaptations needed
to overcome major changes in climate (expanding irrigation
or drainage systems, new crops etc.) can be implemented,
since short-term adaptations (e.g. changes in varieties or
sowing time) are likely to be much less effective (Fig. 13.2).
In southern Europe, farming proﬁts are expected to decline
Table 13.2 Resource-based policies to support adaptation of agricultural systems to climate change (adapted from Olesen and Bindi 2002)
Resource Policy
Land Reforming agricultural policy to encourage flexible land use. The great extent of cropland in northern Europe across
diverse climates will provide diversity for adaptation
Water Reforming water management to ensure balance between maintaining the amount and quality of water resources and the
ecosystems that these support, with the needs of agricultural production. Climate change will affect the demand for
irrigation and drainage, which depending on location have consequences for water resources and their ecological quality
and may affect needs for revising management and governance schemes
Nutrients Improving nutrient use efﬁciencies through changes in cropping systems and development and adoption of new nutrient
management technologies. Nutrient management needs to be tailored to the changes in crop production as affected by
climate change, and utilisation efﬁciencies must be increased, especially for nitrogen, in order to reduce climate change
induced emissions to water and air
Agrochemicals Support for integrated pest management systems (IPMS) should be increased through a combination of education,
regulation and taxation. There will be a need to adapt existing IPMS to changing climatic regimes
Energy Improving the efﬁciency of food production and exploring new biofuels and ways to store more carbon in trees and soils.
Reliable and sustainable energy supply is essential for many adaptations to new climate and for mitigation policies
Genetic diversity Assembling, preserving and characterising plant and animal genes and conducting research on alternative crops and
animals. Genetic diversity and new genetic material will provide important basic material for adapting crop species to
changing climatic conditions, such as by improving tolerance to adverse conditions
Research
capacity
Encouraging research on adaptation, developing new farming systems and developing alternative foods. Greater
investment in agricultural research may provide new sources of knowledge and technology for adaptation to climate
change
Information
systems
Enhancing national systems that disseminate information on agricultural research and technology, and encouraging
information exchange among farmers. Fast and efﬁcient information dissemination and exchange to and between farmers
using the new technologies (e.g. internet) will increase the rate of adaptation to climatic and market changes
Culture Integrating environmental, agricultural and cultural policies to preserve the heritage of rural environments in a new
environment. Integration of policies will be required to maintain and preserve the heritage of rural environments which are
dominated by agricultural practices influenced by climate
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under climate change, while the North Sea region may see a
rise in farming proﬁts, particularly over the long term.
Temperature and rainfall regimes in combination with
soil properties dictate the potential for agricultural produc-
tion. Thus climate change, particularly in terms of dryness or
wetness will affect agricultural land use, and even moderate
changes may have marked effects on land use, especially for
soils that are borderline with respect to which crops can be
grown (Brown et al. 2011). Such areas are therefore more
sensitive to environmental change than areas that are clearly
favourable or unfavourable for speciﬁc agricultural land uses
under both current and future climatic conditions.
Adapting to increased frequency of extreme weather
events may be a signiﬁcant challenge, since extreme events
are by nature difﬁcult to predict and so are also difﬁcult to
prepare for. Even with statistical evidence that shows
extremes are changing in frequency such information may be
interpreted differently among decision makers, resulting in
over- as well as under-adaptation (Refsgaard et al. 2013).
The European agricultural sector is regulated and ﬁnan-
cially supported in several ways. Therefore, a major con-
sideration must be how the adaptation responses will interact
with regulations on environmental and nature protection, as
well as on issues such as food safety and local employment.
The vast amount of EU support for farming may be used
strategically to support adaptations that maintain the balance
between the need for high-production output of healthy and
safe foods on the one hand and the need to protect the
environment as well as the agricultural resource base on the
other.
13.4 Ecosystem Functions and Services
Climate change impacts on agricultural production will vary
across the North Sea region, both in terms of crops grown
and yields obtained. Overall, there seems to be potential for
adapting to the changing climate in such a way that pro-
ductivity and proﬁtability may both increase. In some parts
of the region, a longer growing season would enable a
switch to longer season crops such as highly productive
grasses or Miscanthus, which with the use of bioreﬁnery
technologies could increase the output not only of food and
feed for livestock, but also of the production of biofuels as a
fossil fuel substitute (Smith and Olesen 2010). Because
similar increases are not projected for most annual crops, this
may facilitate changes in cropping systems, provided the
technologies become proﬁtable.
In grasslands, a longer growing season would allow more
cuts and higher production, particularly in areas less affected
by summer drought. This may facilitate greatly increased
production of protein-rich crops by cultivating highly pro-
ductive grass-clover pastures with little fertiliser and pesti-
cide use. These pastures may be harvested for feed or grazed
by ruminant livestock such as dairy and beef cattle and
sheep. The pastures may also be a new source of sustainable
Fig. 13.2 Projected change in farm proﬁt by 2040 under the IPCC
A1B scenario for selected growing regions in Europe. Data concern
wheat, maize, barley, sugar beet and oilseed. Projections made with
short-run response function of crop yield to temperature and
precipitation (left) and projections made using a long-run response
function that includes farm-level adaptations (right) (Moore and Lobell
2014). White areas reflect regions with insufﬁcient data
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protein production for monogastric farm animals (pigs and
poultry) as well as for farmed ﬁsh. This would require the
development and implementation of new bioreﬁnery tech-
nologies, for which Europe with its ability to combine
advanced technologies may be particularly well suited
(Parajuli et al. 2015). This would strengthen the role of
northwest Europe as a continued supplier of food, but also as
a supplier of the technologies for sustainable intensiﬁcation
of production systems that target both adaptation and miti-
gation to climate change.
Changes in climatic suitability may lead to major
changes in land use, which would affect not only the
production of goods in agriculture, but also the landscape
and ecosystem services (such as the quality of nature, the
environment, groundwater and freshwater systems) (Har-
rison et al. 2013). This would challenge current land use
planning, and would call for a strategic, long-term per-
spective on land-use policy under climate change (van
Meijl et al. 2006).
In arable farming systems, higher temperatures will
enhance turnover of soil organic matter and this, in combi-
nation with increased and more intense rainfall, would
enhance the risk of nitrogen and phosphorus losses to the
aquatic environment, thereby threatening the quality of these
waters for recreational use and ﬁsh production. New and
revised policy may be needed to manage the environmental
impacts of agricultural production. Likewise, an increased
need for pesticide use in agricultural production would be
problematic in relation to current EU pesticide policies.
Policies will need to promote active resource manage-
ment and the utilisation of renewable raw materials as sub-
stitutes for metal and oil-based products and fossil fuels.
This is essential for sustainable resource management, as
well as for mitigating climate change. Resource management
of this type would need to take multiple needs into consid-
eration, including: provision of biomass for food, feed,
bioenergy and biomaterials within the bioeconomy; recy-
cling of nutrients and resilient organic matter to the agri-
cultural systems; maintenance of soil carbon stocks; and
provision of other ecosystem goods and services, such as
clean water and air and a diverse natural environment.
Cultivation of agricultural crops requires suitable and
well-drained soils. The anticipated increase in winter rainfall
across large parts of the North Sea region would place
additional stresses on current drainage systems. This issue is
expected to become increasingly important in areas where
agricultural production may expand due to increased suit-
ability. Enhancing drainage of agricultural soils cannot be
implemented without ensuring that water can be effectively
transported in streams and rivers. Aligning drainage needs
with the need to protect parts of the landscape from flooding
may cause conflict among actors, and will require new
planning at the landscape and catchment level. Similar
considerations must be taken into account when preparing
for increased risk of summer drought.
13.5 Conclusions
Agricultural systems in northwest Europe are generally
characterised by high inputs of fertilisers and pesticides and
resulting high crop yields and livestock productivity.
Observations over recent decades show consistent changes
in crop phenology and geographical shifts towards higher
latitudes of intensive crop cultivation in accordance with
observed climate change. The observed effects on crop yield
range from negative (dominating for cereal and seed crops)
to positive (dominating for non-determinate crops such as
many forage and grass crops). The combined effects of
enhanced CO2 and changes in temperature and precipitation
are expected in many cases to increase productivity.
Model-based and empirical studies show an increased risk of
higher interannual yield variability with the projected cli-
mate change, resulting from changes in interannual tem-
perature variability as well as from nonlinearities in the
response of crops to changes in temperature and rainfall,
increasing the risk of low yields. Negative effects on crop
yield may be further exacerbated by extreme temperature
and rainfall events. Climate change will further increase
needs to reconsider measures for dealing with soil fertility,
crop protection and nutrient retention in intensive cropping
systems.
To contribute to global food security and help mitigate
agricultural greenhouse gas emissions, there is a need to
focus on sustainable intensiﬁcation of agricultural produc-
tion (Tilman et al. 2011). The challenges in the North Sea
region will be to ensure sustainable growth in agricultural
production without compromising environment and natural
resources. This is likely to require the development of new
production systems with a greater use of perennial crops
such as grasses or increased use of cover crops in the rota-
tions to make use of a longer growing season and to protect
the soil and wider environment from erosion and nutrient
leaching.
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Abstract
The energy sector has a strong presence in the North Sea and in the surrounding coastal
areas. Commercial extraction of offshore oil and gas and related activities (exploration,
transportation and distribution; pipelines; oil reﬁning and processing) constitutes the single
most important economic sector and renewable electricity generation—mainly from
offshore wind—is increasing. Energy and offshore activities in the North Sea are critically
vulnerable to climate change along the full supply chain. The major vulnerabilities for
offshore installations like rigs, offshore wind energy and pipelines concern wind storms and
extreme wave heights, whereas on land coastal installations and transportation may also be
adversely affected by flooding. Future renewable energy potentials in the North Sea are also
susceptible to climate change. Whereas the hydropower potential is expected to increase, it
is highly uncertain how much the future potential of other renewable energy sources such
as wind, solar, terrestrial biomass, or emerging technologies like wave, tidal or marine
biomass could be positively or negatively affected. Due to the different national energy
supply mixes the vulnerability to climate-related impacts will vary among North Sea
countries. To ensure safe and reliable future operations comprehensive and systematic risk
assessments are therefore needed which account for, for example, the high integration of
power systems in the region.
14.1 Introduction
Reliability and security of the energy supply are of critical
socio-economic importance and safety at sea is one of the
main concerns for offshore industries in general. The off-
shore energy sector is particularly vulnerable to future
changes in climate. This includes changes in metocean
conditions (the combined wind, wave and climate conditions
as found at a certain location), in relation to the full energy
supply chain from resource extraction, to pipelines, reﬁner-
ies, conversion, and transmission (e.g. Ebinger and Vergara
2011). Maintenance and operation as well as energy demand
are also likely to be influenced by climate change. This
chapter reviews some of the main risks and potential for
offshore and energy activities in maritime and coastal areas;
with a focus on energy supply and on selected economic
sub-sectors within the North Sea region that are considered
particularly climate sensitive, including offshore oil rigs and
wind farms.
14.2 Climate Vulnerabilities in the North
Sea Region
The major climate vulnerabilities in terms of resource
extraction in the North Sea region are associated with the
operation and maintenance of offshore oil and gas
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infrastructure, principally rigs and pipelines, due to their
susceptibilities to wind storms and extreme wave heights
(Vanem and Bitner-Gregersen 2012; Bitner-Gregersen et al.
2013; IEA 2013).
Climate change effects are also expected to have a sig-
niﬁcant impact on renewable energy sources (e.g. EEA
2012; Weisse et al. 2012). Some of the projected impacts
include: changes in wind and wave energy potential; chan-
ges in hydropower potential (i.e. related to precipitation and
temperature); changes in solar energy production (i.e.
dependent on solar radiation and temperature); and varia-
tions in biomass for energy (i.e. related to the climate-related
productivity of dedicated crops, and indirectly influenced by
agricultural productivity and food security).
In addition to effects on resource extraction, the energy
system is also influenced by vulnerabilities related to energy
conversion. Table 14.1 provides an overview of major risks
and shows that energy conversion is sensitive both to
gradual changes in the mean and variance of climate
parameters such as temperature and precipitation and to the
projected intensiﬁcation of extreme weather events in the
North Sea region. The efﬁciency of many existing plants is
expected to decline with higher temperatures, for example
cooling will be more difﬁcult, and damage from storms and
flooding can disrupt energy supply with signiﬁcant conse-
quences for the economy and for disaster management in the
case of extreme weather events. The International Energy
Agency (IEA) estimates that for a 1 °C rise in temperature
by 2040, 20 % of coal-ﬁred power plants in Europe would
need additional cooling capacity, whereas the electricity
production capacity could be reduced by up to 19 % during
summer (IEA 2013: their Table 3.2). In contrast, Thor-
steinsson and Björnsson (2012) concluded that the projected
increase in precipitation implied a potential increase in
hydropower-based electricity production in the Nordic
countries of about 10 % by 2050.
14.3 National Energy Supply Mixes
The vulnerability of energy systems around the North Sea to
climate change must be seen in relation to the supply
structure of individual countries. Figures 14.1 and 14.2
provide an overview of the present sources of electricity
generation in the North Sea region and may be used to
highlight some of the key risks.
In 2013, coal and peat accounted for about 32 % of the
total electricity generation in the North Sea region, gas for
Table 14.1 Overview of climate change risks on energy conversion
Conversion technology Gradual climate change Extreme weather events
Thermal power plant Rising temperature implies decreased thermal
efﬁciency and cooling efﬁciency
Damage to plant from storms
Lower efﬁciency of cooling
Oil reﬁnery and gas treatment Sea-level rise and flooding Flooding emergency
Water scarcity disturbs production
Nuclear power plant Cooling water scarcity Damage to plant from flooding or storms
Wind power Less frequent icing
Dust from precipitation
Flooding at coastal sites
Structural damage from storms
Operation and maintenance
Solar energy Lower efﬁciency of photovoltaic systems
with higher temperature
Higher efﬁciency of solar thermal heating
systems with higher temperatures
Structural damage from storms,
hail and heavy precipitation
Hydropower Decreased potential in some areas
and increased potential in others
Damage to dams
Adapted from Troccoli et al. (2014)
Fig. 14.1 Total electricity generation by source in 2013 (TWh) for
North Sea countries (www.iea.org/statistics)
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about 16 %, and nuclear for about 19 % (Fig. 4.1). In terms
of renewable energy sources, hydropower accounts for about
15 % of total electricity generation and wind for 7 %. Sev-
eral countries bordering the North Sea depend largely on
coal and gas plants (the UK, Netherlands, Germany and
Denmark), while nuclear power is important in others
(Belgium and Sweden). Sweden, and especially Norway are
highly dependent on hydropower. The different national
energy supply mixes (Fig. 4.2) show that the projected
climate-related impacts on electricity generation will vary on
a country-by-country basis. The combined impacts of cli-
mate change on the energy system, whether related to
gradual changes in mean climate parameters and their vari-
ations or to extreme weather events will also depend on the
highly interconnected nature of the electricity markets,
which is particularly strong in northern Europe and the
possible correlation (e.g. in time) of climate and non-climate
related stressors affecting the different fuel sources. Coun-
tries like Denmark that aim to base electricity generation on
very large shares of fluctuating energy sources (e.g. wind
energy), could thus become even more dependent than today
on electricity trade with the Scandinavian market, such as for
another climate-impacted energy source like hydropower
(Halsnæs and Karlsson 2011).
Energy demand is also likely to be affected by climate
change. Higher temperatures are likely to lead to decreased
demand for space heating during winter, but to an increased
demand for cooling in summer, especially in cities (e.g.
Aebischer et al. 2007). The IEA has estimated that the
energy demand for space heating could decrease by about
12 % by 2050 (IEA 2013) and that this decline could be
particularly strong in northern Europe due to the current
relatively high demand for space heating.
14.4 Renewable Energy Sources
Energy supply by means of renewable energy sources is
expected to increase dramatically as the European Union
aims to increase its share of energy consumption from
renewable resources to 20 % by 2020. Options include off-
shore wind, hydropower, bioenergy, solar, wave energy and
tidal power. They are all electricity-generating renewable
technologies. Two of these technologies—offshore wind
energy and hydropower—are well developed and already
fully integrated into the energy system, while solar photo-
voltaics (PV) are in the commercial phase for land-based
applications only. Likewise, the production of
bioenergy/biofuels, such as from energy crops, has been
extensively explored for land-based applications (see
Chap. 13), whereas large-scale energy generation from
marine biomass is still at an experimental stage.
Wind power is by far the most exploited renewable off-
shore technology in the North Sea area. Several recent ini-
tiatives, including three research and development projects
funded by the European Union’s Seventh Framework Pro-
gramme The Ocean of Tomorrow,1 explore the synergies of
different renewable technologies in designing new floating
offshore platforms powered by a combination of several
renewable energy sources. The platforms also include
aquaculture, leisure and transport options.
Fig. 14.3 Future offshore wind power development in Northern
Europe aligned with the wind energy targets for 2020 (41 GW, red)
and 2030 (107 GW, blue) from the European Wind Energy Association
(2014) (Hvidtfeldt Larsen and Sønderberg Petersen 2015)
Fig. 14.2 Percentage composition of electricity generation by source
in 2013 for North Sea countries (www.iea.org/statistics)
1http://ec.europa.eu/research/bioeconomy/ﬁsh/research/ocean/index_
en.htm.
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14.4.1 Offshore Wind Energy
More than 80 % of all offshore wind farms are installed in
four countries bordering the North Sea: the UK, Denmark,
Germany and Sweden, future development plans are shown
in Fig. 14.3. A recent report by the European Wind Energy
Association described the current status of the European
offshore wind farms (EWEA 2014; Navigant Research
2014):
• 2080 turbines are installed and grid-connected offshore,
accounting for a cumulative capacity of 6.5 GW divided
onto 69 wind farms in eleven European countries.
• The offshore wind farms generate 24 TWh in an average
year. Including land-based wind farms this corresponds
to about 204 TWh generated in an average year or about
7.3 % of Europe’s total electricity consumption.
• Twelve offshore projects are currently (2014) under
construction corresponding to about 3 GW, which will
bring the cumulative capacity in Europe to 9.4 GW.
• The average water depth of all wind farms in operation in
2013 is about 16 m and the average distance to shore
29 km.
Offshore wind energy technology is sensitive to changes
in average wind speed, extreme wind speed, sea level,
atmospheric icing and the extent and duration of sea ice.
The local wind climate represented by the average wind
speed is the single most important factor in determining
annual electricity generation by a wind farm and thereby the
economy of single wind farms and of European offshore
wind farms in general. Current climate projections (see
Chap. 5) suggest largely unchanged average wind speeds in
the North Sea area but as these projections have large
uncertainties, considerable changes in generation potential
cannot be ruled out.
‘Extreme wind’, deﬁned as winds with a return period of
50 years (U50) is an important design parameter for offshore
wind turbines and used to deﬁne the durability of turbines. In
general, strong winds are more important than extreme
winds for the operation of an offshore wind farm as they
occur much more frequently, for example strong winds with
wind speeds exceeding 17 m s−1 occur as often as for 3–
4 days per year at 10 m height in the Fehmarn Belt between
Denmark and Germany. Strong winds are commonly
described as winds above the 99th percentile (Thorsteinsson
and Björnsson 2012) and are important for several reasons.
First, during the planning period, the developer must com-
pare potential wind farm sites and different operation and
maintenance strategies. Second, in the daily planning of
maintenance, strong winds and wind-induced waves have a
large influence upon the ability to deploy vessels for
installation and maintenance activities and thus on
decision-making regarding such operations. Very strong
winds (above 25 m s−1) can result in periodic shutdowns
due to structural safety. While this leads to a minimal loss of
energy generation overall, such events are a challenge for the
transmission systems operators who may need to cope with
losing a large part of the electricity generating capacity
within a few hours and with loads cycling on and off the grid
potentially many times within a relatively short period.
Future climate projections for the North Sea (see Chap. 5)
indicate that the number of storms towards the end of the
century could remain at the same level as in the present-day
reference period. The extreme wind speed U50 on the other
hand could increase by as much as 10 % above present-day
extremes in some areas, with the uncertainty of the same
order as the estimated increases in extreme wind speed. This
is likely to influence slightly the design of the wind turbines
and possibly have a (minor) influence on the price of a wind
turbine (Tarp-Johansen and Clausen 2006). Changes in
strong winds may have a larger impact as they influence the
time schedule during construction in general and in partic-
ular for crane work during erection of the wind farm.
Maintenance activities are also affected by strong winds and
boat transport of service crew and spare parts may be peri-
odically difﬁcult or impossible (Fig. 14.4).
Atmospheric icing and sea ice are rare in the North Sea
(even though the Baltic Sea partly freezes every year) due to
warming from the Gulf Stream. Thus higher temperatures
are expected to have only minor influence on offshore wind
energy generation.
14.4.2 Hydropower
Hydropower is the most important renewable energy source
in Norway, where it currently covers about 99 % of Nor-
way’s electricity demand (Chernet et al. 2013). Hydropower
also plays an important role in Sweden and makes a sig-
niﬁcant contribution to energy systems in the UK, Germany
and Belgium. Small-scale hydropower plants (<10 MW)
generate electricity by converting power from flowing water
in rivers, canals or streams, while larger-scale plants often
include dams and storage reservoirs to retain water.
Hydropower systems in the North Sea region will be
strongly affected by the projected climate change (Thor-
steinsson and Björnsson 2012; Chernet et al. 2013). The
potential for hydropower is projected to rise by up to 20 %
in northern and eastern Europe towards the end of the cen-
tury. This is due to increased inflow to the hydropower
systems from precipitation and snow melt and contrasts with
the future decrease in hydropower potential projected for
southern Europe.
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Hydropower production is sensitive to changes in both
total runoff and its timing, and so any increase in climatic
variability, even with no change in annual runoff, is likely to
affect hydropower performance. Performance also depends
on several other factors that are all inherently vulnerable to
climate change, including reservoir design, operation
strategies, dam safety, and distributions of floods and
droughts. Thorsteinsson and Björnsson (2012) showed that
climate change may have critical signiﬁcance for dam safety
and flood risk and so is likely to influence the future design
and operation of hydropower plants.
14.4.3 Solar Energy
Solar energy is playing an increasingly important role in
Europe. Currently, the two main technologies for generating
energy from the sun are photovoltaics and solar thermal
heating and most applications are land-based. In the North
Sea region the largest contributions are found in Belgium
and in particular in Germany, where about 7.6 GW of newly
connected photovoltaic systems were installed in 2012
alone—the most in the world.
The adverse effects of climate change on solar energy
primarily concern damage due to extreme weather events
such as storms and heavy precipitation. In addition, some
types of photovoltaic systems are sensitive to temperature,
that is, their performance declines at higher temperatures
(Troccoli et al. 2014). In contrast, solar thermal heating
systems generally gain from increasing temperatures. Cur-
rent climate projections for northern Europe (see Chap. 5)
indicate small increases in sun hours (reduced cloud cover)
during summer and small decreases in sun hours (increased
cloud cover) during winter, but are generally associated with
large uncertainties. The performance of both solar thermal
heating and photovoltaic systems would thus be expected to
improve during summer and decline during winter. Given
the dominant uncertainties, however, future technological
developments are likely to far outweigh the impacts of cli-
mate change.
14.4.4 Wave and Tidal Energy
Wave energy is an emerging technology, which is expected
to see future use in the North Sea both in the coastal zone
and offshore. Several conceptual designs are being tested or
are at a prototype or demonstration stage worldwide. Devi-
ces still need to prove their integrity and reliability both
during normal operations as well as extreme conditions. If
successful some designs, in particular shoreline and
near-shoreline devices, could reach commercial status within
a decade. Wave energy devices are expected to be highly
susceptible to the projected changes in metocean conditions
and especially to extreme weather events (see Chap. 5).
The potential of tidal energy generated from either tidal
impoundment or tidal streams is very low in the North Sea
except near the UK coast, where it is slightly higher (Carbon
Trust 2005). Currently, a range of demonstration projects are
being implemented, and two commercial-scale power plants
are in operation—one in Brittany, France. To date, no
studies have highlighted speciﬁcally the climate change
Fig. 14.4 Installation of wind
turbine at Horns Rev II wind farm
(Picture provided by DONG
Energy)
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impacts on tidal technologies, but it is clear that tidal tur-
bines like wave energy devices are highly vulnerable to the
projected changes in extreme wind and wave conditions in
the North Sea and this could influence the operation of such
installations and increase the risk of damage.
14.4.5 Marine Biomass
The production of marine biomass like microalgae for
bioenergy and/or biofuel has emerged as a promising
renewable energy source (e.g. Roberts and Uphamb 2012;
Jard et al. 2013). Extensive research and development
activities are ongoing; a demonstration case for offshore
applications has also been successfully developed by the
National University of Ireland, Galway (Edwards and Wat-
son 2011). Results suggest that use of marine biomass if
commercially realised could potentially be as large and
comparable to existing land-based forestry and agricultural
energy crops. The potential of marine biomass as a future
energy source would be affected by climate-related changes
in the marine ecosystem (see Chap. 8). Likewise, offshore
installations would be subject to changes in the frequency
and/or intensity of wind and wave extremes.
14.5 Fuel Extraction
Commercial extraction of offshore oil and gas along with
related activities such as exploration, transportation and
distribution; pipelines; and oil reﬁning and processing at
present constitutes the single most important economic
sector in the North Sea. Five countries are involved in oil
and gas extraction in the North Sea: Norway, Denmark,
Germany, Netherlands, and the UK. While oil and gas
reserves in the North Sea and thus revenues are expected to
decline over the course of the century, industry continues to
push the boundaries of oil and gas exploration technology.
Even with the expansion in renewable energy sources it is
highly likely that the oil and gas sector will continue to be
critically important in the North Sea.
A warming climate with stronger and more frequent
extreme weather events will pose serious challenges to the
oil and gas sector (Bitner-Gregersen et al. 2013; Cruz and
Krausmann 2013). Structural failure of offshore structures
may result in a loss of lives, severe environmental damage,
and large economic consequences. Climate change impacts
are likely to affect the entire value-chain of the sector, par-
ticularly activities in low-lying areas or areas exposed to
extreme weather events. Table 14.2 summarises some of the
Table 14.2 Vulnerability of the oil and gas sector to climate change
Climate change Oil and gas activities Potential impacts
Higher temperatures Extraction and transportation Arctic sea-ice decline could lead to increased exploration and
increased access for shipping
(Oil) reﬁning Reductions in steam turbine effectiveness might lead to higher
energy costs; higher temperatures could affect plant design and
operational requirements, materials, and process efﬁciency
Delivery and distribution Low impacts (e.g. extreme temperatures have the potential to
cause maintenance problems)
Heavy rain, river
floods, sea-level rise
Extraction and transportation Low impacts however onshore transportation could be affected
(Oil) reﬁning Flooding of critical infrastructure may cause serious damage
and shutdown of operations
Delivery and distribution Soil erosion may expose buried pipelines; exposed pipeline
sections may suffer damage; transportation by vessel, pipeline,
road and rail may suffer flood-induced disruption and damage
Storms and storm
surges, extreme
wave heights
Extraction and transportation Signiﬁcant damage to offshore and onshore installations and
equipment will disrupt and possibly shut down operations
entirely; possible environmental consequences; increased focus
on safety; new design standards
(Oil) reﬁning
Delivery and distribution Transportation by vessel, pipeline, road and rail may suffer
storm or flood-induced disruption and damage
Lightning Extraction and transportation Oil and gas pipelines may be damaged by lightning strikes,
which may lead to increased corrosion, ignition, and
operational disruption
(Oil) reﬁning Risk of explosions or ﬁres due to hazardous materials
Delivery and distribution –
Based on Cruz and Krausmann (2013 and references therein)
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main vulnerabilities related to oil and gas extraction in the
North Sea.
Several researchers, including Cruz and Krausmann
(2013) and Bitner-Gregersen et al. (2013), have argued that
comprehensive and systematic risk assessment frameworks
are needed to manage emerging risks to the offshore oil and
gas sector from climate change. This is to ensure that present
and future design standards for offshore and onshore
infrastructure, maintenance and operations reflect the actual
physical threats posed by climate change while remaining
acceptable from an economic, societal and environmental
perspective. Adaptation options could in some cases require
signiﬁcant investment to upgrade facilities, protect critical
infrastructure and build redundancy and robustness into
systems.
14.6 Conclusion
Energy systems and offshore activities in the North Sea
region of which offshore wind, oil and gas dominate are
virtually certain to be affected by climate change. While
most studies show that hydropower potential is expected to
increase, climate projections are highly uncertain regarding
how much the future potential of other renewable energy
sources such as wind, solar, terrestrial biomass, or emerging
technologies like wave, tidal or marine biomass could be
positively or negatively affected. Offshore and onshore
activities in the North Sea region are very vulnerable to
extreme weather events like extreme wave heights, storms
and storm surges. To ensure safe and reliable operations and
to mitigate the possible loss of lives and economic assets it is
necessary to take action to prevent the potentially negative
effects of climate change and to develop comprehensive and
systematic risk assessment frameworks, which incorporate
climate projections and environmental data.
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15Socio-economic Impacts—Urban Climate
K. Heinke Schlünzen and Sylvia I. Bohnenstengel
Abstract
About 80 % of the population within the North Sea countries currently lives in an urban
area and this percentage is projected to continue to rise. Urban areas are not only impacted
by changes in regional climate but are themselves responsible for causing local
modiﬁcations in regional climate resulting in the so-called ‘urban climate’. The urban
climate in North Sea cities has several common features: higher temperatures relative to the
surrounding regions (especially at night), greater temperature variability, deeper but less
stable boundary layers at night, lower average wind speeds but stronger gusts, reduced
evapotranspiration, and greater air pollution (local exceedances of limit values for nitrogen
oxides, nitrogen dioxide and particulate matter, with ship emissions a relevant contributor
in harbour cities). Indications of climate change are now apparent and include hinterland
flooding, more intense precipitation, and drier and warmer summers. Cities contribute to
greenhouse gas emissions and measures are needed to reduce these. Cities also need to
adapt to climate change. Despite broad similarities between urban areas, in terms of
mitigation and adaptation to climate change there are large location-speciﬁc differences
with regard to city planning needs. Hamburg and London are used as examples. Adaptation
measures include better insulation of buildings to reduce energy use and anthropogenic heat
emissions, higher dykes to protect against increased water levels, and rain water drainage to
avoid hinterland flooding. Scenarios are outlined for urban development with greened
roofs, higher albedo values and lower sealing of surfaces.
15.1 Introduction
Worldwide every second person lives in a town; in the North
Sea region the percentage is even higher. About 80 % of the
population within the North Sea countries currently lives in an
urban area and this percentage is projected to continue to rise
(Fig. 15.1). Nine out of ten citizens are predicted to be living in
an urban area by the middle of this century. This level of
urbanisation is higher than in Europe as a whole or worldwide,
but is similar to that of the United States. The megacity of
London (*14 million people) is located on the periphery of the
southern North Sea, as are several metropolitan areas with at
least 1 million inhabitants (Rotterdam, Hamburg, Amsterdam,
Antwerp). Because so many people live in urban areas it is
important to understand the interrelations between regional and
urban climate and how both will develop over time.
The urban climate is affected by the regional climate and
speciﬁc local characteristics such as closeness to the ocean
or nearby mountains. Most urban areas in the North Sea
region (e.g. Amsterdam, Antwerp, Hamburg, London, Rot-
terdam) experience a warm temperate climate, which is fully
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humid with a warm summer (Class Cfb following the
Köppen-Geiger climate classiﬁcation as given by Kottek
et al. 2006). Only in the northernmost part of the North Sea
region is snow a regular winter feature, which means cities
such as Oslo or Bergen are on the margin of the Dfb Köp-
pen-Geiger climate class. More details of the North Sea
climate can be found in Chaps. 1 and 2.
The proximity of the large metropolitan areas to the North
Sea implies they are generally located in low altitude areas;
some parts are even partly situated below sea level (see Annex
5, Fig. A5.1). This is especially true for the urban areas of the
Netherlands (Amsterdam, Rotterdam, The Hague and Utrecht),
but also for Antwerp, London or Hamburg. Although for the
latter at least some parts of the metropolitan area are 10 m or
more above sea level. As a result, adaptation to climate change
in a coastal urban area means it is important to consider
potential changes in sea level, river level, storm surge and
connected groundwater level (Schlünzen and Linde 2014).
However, while for city planners the rise in sea level (Chaps. 3
and 6) and river level are extremely important, they have little
impact on urban climate and so fall outside the scope of this
chapter (see Chap. 18 for discussion on this topic). Soil water
is relevant, however, since its availability could affect evapo-
transpiraration and thus temperature and humidity in an urban
area (Sect. 15.4.2).
15.2 Urban Climate in the North Sea Region
Any changes in the natural conditions of an area will modify
the regional climate such that it is locally altered, resulting in
a so-called ‘urban climate’ in the case of urban areas. Local
modiﬁcations to regional climate in urban areas largely
depend on the urban fabric (e.g. building height, percentage
of sealed surfaces, building materials, atmospheric emis-
sions), and for North Sea cities result in several common
features:
• Higher temperatures. These result from changes in the
surface energy budget due to urban fabric having greater
heat storage than vegetation in rural areas. In urban areas,
heat is stored during the day and then emitted during the
evening and at night, supplemented by anthropogenic
heat emissions; this increase in air temperature is termed
the ‘urban heat island’ effect (UHI, Sect. 15.4.2).
The UHI shows both a diurnal and an annual cycle. The
intensity of the night-time warming is even more intense
at the surfaces (surface urban heat island).
• Greater temperature variability. This results from shading
and reflection of short-wave radiation by buildings,
radiative trapping, heat storage by buildings, and increased
energy use and emission of waste energy (Sect. 15.4.2).
• Deeper boundary layers and more frequent unstably
stratiﬁed boundary layers at night. This is due to the UHI
effect and could affect turbulent mixing of pollutants
(Chemel and Sokhi 2012) which could in turn increase
ozone (O3) concentrations near the surface at night and
reduce nitrogen dioxide (NO2) concentrations (Zhang
and Rao 1999; Sect. 15.4.2).
• Lower average wind speed and greater gustiness. The
presence of buildings in urban areas causes lower average
wind speeds, but local maxima can occur especially within
street canyons facing the coastline or river bank. The
buildings also trigger an overall increase in gustiness; wind
comfort is thus much lower in coastal urban areas of the
North Sea region than in inland urban areas (Sect. 15.4.3).
• Reduced evapotranspiration. Owing to less vegetation,
less water storage capacity and often lower groundwater
levels in urban areas, evapotranspiration is smaller. For
North Sea cities, even the areas with high groundwater
levels have reduced evapotranspiration, if the surfaces are
sealed (Sect. 15.4.2).
• Changed precipitation ﬁelds. The urban fabric and UHI
effect lead to convergences and more updrafts in the flow
ﬁeld, often resulting in more downwind precipitation
(Shepherd et al. 2002) if anthropogenic pollutant emis-
sions are neglected. In an urban area with high pollutant
emissions (e.g. sulphur dioxide, SO2) the urban area
might reduce precipitation; however, aerosol impacts are
still uncertain (Pielke et al. 2007). Whether downwind
precipitation is higher or lower depends among other
things on aerosol composition, meteorological situation,
and urban surroundings (Han et al. 2014). Urban pre-
cipitation impacts are visible through changes in down-
wind precipitation (Sect. 15.4.3).
• More air pollution. Owing to higher emissions from a
range of anthropogenic sources (trafﬁc, households,
industry) there are higher levels of primary pollutants.
Also, most of the cities mentioned above are harbour
cities, with Rotterdam, Hamburg and Antwerp the largest
Fig. 15.1 Development of urbanisation in countries bordering the
North Sea and other regions of the world (based on UN 2014)
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in Europe. For these cities, emissions from ships add to
the air pollution load (Sect. 15.4.1).
The effects of urban areas are referred to collectively in
this chapter as the ‘urban footprint’.
The following sections examine urban climate in the past
(Sect. 15.3) and present (Sect. 15.4), as impacted by climate
change (Sect. 15.5) and adaptation measures (Sect. 15.6),
using two cities as examples: the megacity of London with
an extensive metropolitan area (14.3 million inhabitants1)
but no international harbour and the comparatively small
metropolitan area of Hamburg (2.7 million inhabitants2)
with one of the largest harbours in Europe. The two cities are
about 700 km apart, with Hamburg having a slightly more
continental climate, visible in lower winter temperatures, a
greater minimum to maximum temperature range and a more
pronounced summer precipitation maximum (Fig. 15.2).
The busy North Sea harbour cities of Rotterdam and
Antwerp have a climate similar to that of London or Ham-
burg, which implies the external climate drivers interacting
with urban-induced changes are similar. In contrast, one of
the northernmost North Sea cities, Bergen (Norway), has a
lower temperature range in each month and throughout the
year, and thus little problem with excessive summer tem-
peratures. However, due to the nearby mountain ranges
Bergen experiences much higher precipitation (roughly
three-fold higher) and this must be considered in urban
planning.
London and Hamburg have experienced urban climate
problems, especially regarding heavy air pollution
(Sect. 15.3). Only in the past few decades, especially since
the very warm summer of 2003, have other parameters
characterising the urban climate come into focus
(Sects. 15.4–15.6). With a similar climate in both cities, the
challenges mainly concern their differences in size and thus
urban footprint on regional climate.
15.3 Historical Problems in Urban Climate
Historically, air pollution drove studies on urban climate.
A severe pollution event was followed by action to under-
stand and improve air quality (Table 15.1). Elevated sources
were found to create widespread pollutant plumes as well as
high pollutant concentrations, in urban areas as well as in
rural areas. Standards for air quality were initiated by the
European Communities Programme for Action on Environ-
ment from 1973. This led to the ﬁrst directive (Council
Directive 80/779/EEC, see EC 1980) on levels of SO2
among EU member states. More EU-wide directives on limit
values for pollutant concentrations followed (e.g. Council
Directive 96/62/EC, and its later updates given in EC 2008).
This initiated national and local strategies to reduce pollutant
concentrations. For instance, in London the Clean Air Act of
1993 was followed by the Greater London Authority Act in
1999. With a focus on London, GLA (2002) gives a detailed
overview of air pollution control and air quality strategies
Fig. 15.2 Monthly average
minimum and maximum
temperatures for Bergen,
Hamburg and London, and
monthly average precipitation for
the three cities. Data sources
Bergen (http://wetter.welt.de/
klimadaten.asp, accessed 16
February 2014), Hamburg
(temperature http://wetter.welt.de/
klimadaten.asp accessed 16
February 2014; precipitation
averaging period 1981–2010,
www.dwd.de accessed 3 April
2015), London (averaging period
1981–2010, www.metofﬁce.gov.
uk accessed 3 April 2015)
1www.citypopulation.de/world/Agglomerations.html accessed 11
December 2015.
2www.citypopulation.de/world/Agglomerations.html.
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over the last 150 years starting from the control of air pol-
lutants by industry to reduce smoke, to ambient air quality
standards.
Heat is an additional health threat. The 2003 heat wave
caused around 70,000 excess deaths in Europe, with about
20–38 % attributed to air pollution (Jalkanen 2011). There
was an overall 17 % increase in death rates for England and
Wales with the excess mortality most pronounced in Lon-
don, with a 33 % increase in the over 75-year old age group
(Kovats et al. 2006). Since regional heat waves and the
strongest UHIs are both observed in summer during sta-
tionary anti-cyclonic conditions with calm winds, the UHI is
even more relevant during heat waves. After summer 2003 it
was clear that the additional temperature enhancement in
urban areas can lead to unbearable and health-threatening
temperatures during a heat wave, even in cities of the North
Sea region. This led to the start of several research projects
and experimental campaigns to better understand the current
urban climate and to develop urban footprint reduction and
adaptation measures.
15.4 Current Urban Climate
15.4.1 Air Quality
The contribution of high-stack emissions to the total emis-
sions of primary pollutants and high concentrations recorded
in urban areas today is small compared to those of the past
(see Sect. 15.3). For example, in 2005 only 25 % of the total
nitrogen oxide (NOX) emissions in Germany were from high
stacks. Local trafﬁc and—for harbour cities—ship trafﬁc are
now the main sources of several primary pollutants). For
Hamburg, 78 % of NOX emissions and 53 % of PM10
(particulate matter of 10 lm or less in diameter) emissions
result from trafﬁc, with ship emissions contributing 38 % of
the total NOX emissions (Fig. 15.3). Trafﬁc emissions
(except air trafﬁc) are ground-based and so directly increase
concentrations within the urban area. Therefore, measure-
ments mainly show exceedances of the NO2 annual average
limit value of 40 lg m−3 at trafﬁc-impacted sites, where air
masses are conﬁned and so less mixed than in less built-up
areas. This is true for Hamburg (Böhm and Wahler 2012)
and London (Fuller and Mittal 2012).
However, Fuller and Mittal (2012) found that the limit
values are even exceeded at urban background stations in
locations such as inner London, close to Heathrow or near
the M4 motorway, probably due to the huge commuter belt
around London. This is not the case for Hamburg and even
in the harbour the NO2 values are currently below the annual
average limit values of 40 lg m−3, but above the values
measured at urban background stations (Böhm and Wahler
2012). With the development of new residential areas on the
banks of the River Elbe, air masses will be more conﬁned
and ship emissions might lead to higher air concentrations
that could affect the health of the residents. As a
Table 15.1 Occurrences related to air pollution
Date Event
1952 About 4000 people died within ﬁve days during a winter smog episode in London (GLA 2002)
1957 Field experiments were performed in the UK to study the dispersion of pollutants (Hay and Pasquill 1957)
1957 Commission on clear air was founded in Germany
1967 First air quality measurement sites established in Germany (ﬁnanced by the German Research Foundation, DFG); later becoming an
operational network
*1970 Dispersion ﬁeld experiments took place in several countries to better understand dispersion (heavy gases, elevated stack emissions)
Fig. 15.3 Sector contributions
to total emissions of nitrogen
oxides (NOX) and particulate
matter (of 10 lm or less in
diameter; PM10) in Hamburg
(based on data from Böhm and
Wahler 2012)
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consequence, plans for reducing air pollution concentrations
now include ship emissions (Böhm and Wahler 2012).
For NOX concentrations in London, Fuller and Mittal
(2012) found a seasonal cycle with higher concentrations in
winter and an overall decline since 1998. The decrease is
greatest close to roadsides. Carslaw et al. (2011) reported an
increase in the ratio of NO2/NOX over the last decade at
roadsides and the increase has been more marked in London
than at other UK sites. The increase is probably due to
higher NO2 emissions for vehicles conforming to newer
emission standards (e.g. through oxidation catalysts and
particle ﬁlters in light-duty diesel vehicles) (Carslaw et al.
2011). The changes are similar for Hamburg and in Europe
as a whole, and so a similar change can be assumed across
the whole of the North Sea region.
Annual average PM10 concentrations show more or less a
decrease for Hamburg between 2001 and 2011, although
values are still up to 80 % of the EU annual average limit
value of 40 lg m−3 (Böhm and Wahler 2012). The inter-
active map developed by the European Environment
Agency3 gives an annual mean for PM10 of the same order
(31–40 lg m−3) for London in 2012. This is the highest
value in the UK, but comparable to Leiden (Netherlands),
Bremen (Germany) and Antwerp (Belgium). According to
Fuller and Mittal (2012), monthly mean PM10 concentra-
tions vary between 25 and 38 lg m−3 depending on location
in London (roadside, background, city centre, fringes). They
found that several monitoring stations at roadsides in Lon-
don exceed the 50 lg m−3 daily mean limit value on more
than 35 days in 2011. However, according to Jones et al.
(2012) a large decrease in particle number has occurred in
London since 2007 possibly due to the introduction of
ultra-low sulphur diesel. Sources of PM10 in London depend
on the weather pattern and comprise local sources and
advection from within the UK and Europe. First results by
the ClearfLo campaign measuring the composition of par-
ticulate matter in 2011 and 2012 in London at an urban
background site suggest that organic aerosol is the most
abundant (35 % of the total) followed by secondary inor-
ganic aerosols such as nitrate (18 %), sulphate (11 %) and
ammonium (9 %), and smaller contributions from marine
aerosol components such as chloride (7 %) and sodium
(4 %), and combustion emissions such as elemental carbon
(Bohnenstengel et al. 2015). Early analysis indicates that
local London emissions have a bigger impact in winter when
the lower boundary layer enables a build-up of primary
pollutants. See www.londonair.org for a summary of air
quality measurements in London from several stations and
information on exceedances.
North Sea urban regions have undertaken active measures
to reduce pollutant exceedances: The Air Quality Strategy
for London (GLA 2010) details some of the measures taken
in London to further reduce PM10 concentrations. These
include low emission zones, cleaner vehicle transport, cycle
superhighways, best practice guidance for construction and
demolition, and biomass boilers. Measures have also been
taken in Hamburg and a reduction in exceedances is
expected due to future emission reductions from trafﬁc (in-
cluding bus-lanes, car-sharing, and land-based energy supply
for ships; Böhm and Wahler 2012). However, wood is
increasingly used for heating (owing to its CO2-neutral
emissions); without regulatory measures PM10 emissions
from households and thereby PM load might increase again,
especially in winter.
15.4.2 Temperature and Humidity
The UHI is the most well-known feature of urban climate,
and describes the temperature difference between urban and
rural areas (Oke 1982). It is most pronounced during calm
nights with clear skies (e.g. Schlünzen et al. 2010; Richter
et al. 2013). This is important because higher night-time
temperatures can cause discomfort and increase mortality
rates during prolonged hot summer periods, as found for
example for London (Armstrong et al. 2011).
In these situations the UHI at night for North Sea cities
can be up to 7 K (London: Watkins et al. 2002), 10.5 K
(Hamburg: Hoffmann et al. 2012) or 7 K (Rotterdam: Heu-
sinkveld et al. 2014). However, the monthly average values
for night-time temperature enhancements are lower. For
Hamburg, analyses show monthly average minimum tem-
perature differences between the urban and surrounding rural
area of 1 (suburbs) to 2.7 K (inner city) for April through
October (Schlünzen et al. 2010). Similar monthly average
night-time temperature enhancements were found by Heu-
sinkveld et al. (2014) for Rotterdam (June, July, August:
median 0.7–2.26 K depending on location) and Jones and
Lister (2009) for London (enhancement of minimum tem-
peratures of 1.6 K for St James Park based on four 30-year
averages 1901–1930, 1931–1960, 1951–1980, 1981–2006,
and 2.8 K for the central London weather station for 1981–
2006). Unpublished long-term simulations with the UK Met
Ofﬁce Uniﬁed model at 1-km horizontal resolution show the
spatial pattern of positive temperature anomalies in the order
of 2–3 K around 1 UTC (Universal Time Coordinated)
(Fig. 15.4) and 1–2 K around 4 UTC, averaged for June to
August 2006. Using the same model, Bohnenstengel et al.
(2011) showed the temperature enhancement to remain
constant throughout the night for the London city centre
from the evening transition to the morning transition for a
case study in May 2008 with moderate winds speeds.3www.eea.europa.eu/themes/air/interactive/pm10.
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As in other regions of the world, urban land-use is the
biggest driver of UHI in the North Sea cities (Schlünzen
et al. 2010; Bohnenstengel et al. 2011; Hoffmann 2012;
Heusinkveld et al. 2014). The effect of greening reduces the
enhanced temperatures on a clear night with low wind
speeds by 2–3 K (model results by Bohnenstengel et al.
2011 and Grawe et al. 2012, both for London). Similar
effects were found for Hamburg and Rotterdam based on
measured data, where the heat island is smaller in green
areas than in areas with sealed surfaces (Schlünzen et al.
2010; Heusinkveld et al. 2014). Detailed model studies show
the signiﬁcant effect of building height and urban fabric on
perceived temperatures (Schoetter et al. 2013). Perceived
temperature is a measure of thermal comfort and is based on
a heat budget model for the human body; it takes into
account temperature, short- and long-wave radiation and
wind speed effects on the human body (Kim et al. 2009;
Staiger et al. 2011).
Air mass history and the evolution of the urban boundary
layer with distance from the rural/urban transition also affect
urban air temperature. On a night with moderate wind
speeds, air temperature can be around 2 K lower over the
upwind fringes of a city such as London than over the city
centre and areas downwind of the city centre (Bohnenstengel
et al. 2011).
Coastal form and meteorological situation (Crosman and
Horel 2010) affect the inland penetration of sea breeze fronts
and the front moves further inland the later the afternoon
(Simpson et al. 1977). Thus, depending on distance from the
coast, sea breezes and marine air intrusions can reduce the
intensity of the UHI in the evening or at night for a couple of
hours in North Sea cities in spring and early summer. This is
especially the case during high pressure situations with calm
winds (e.g. Chemel and Sokhi 2012). However, for an inland
city like Hamburg (about 100 km inland of the North Sea,
80 km from the Baltic Sea) the impact of sea breezes is rare,
since sea breeze fronts typically travel inland by up to 40 km
only (Schlünzen 1990), rarely further.
Lane (2014) determined a mean temperature enhance-
ment of 1.9 K for summer (JJA) and 1.6 K for winter
(DJF) based on hourly temperature measurements from a
roof top site 18 m above ground level in central London and
a spatial average of 10 rural stations mostly to the east and
west of London. As for other cities, the enhancement of the
maximum temperatures is quite small compared to the rural
surroundings and most pronounced in winter months (de-
termined for Hamburg; Schlünzen et al. 2010), when
anthropogenic heat emissions play a larger role. Schlünzen
et al. (2010) found a range of 0.2 (suburb) to 0.7 K (inner
city) for Hamburg’s monthly average winter maximum
temperature enhancements. The maximum temperature
enhancement for London is of a similar order at 0.6 K (St
James Park; 1901–2006) and 0.9 K (London weather centre;
1981–2006) according to Jones and Lister (2009). They
stated that maximum temperature enhancements in St James
Park differ marginally between seasons, while minimum
temperature enhancements are slightly higher in spring and
summer. They found no evidence for climate-related
enhanced warming trends in central London compared to
the trends found for rural stations around London.
As summarised by Mavrogianni et al. (2011), the excess
heat in urban areas affects energy use, comfort and health.
Their simulations show that the number of hours with indoor
temperatures exceeding 28 °C increases towards the city
centre of London for a building without air conditioning.
However, building form and urban land-use also play a role
in comfort temperatures in London and need to be taken into
account when designing strategies that reduce overheating.
Iamarino et al. (2011) showed for a resolution of
200 m × 200 m that anthropogenic heat fluxes for the
Greater London area are of the order of 10 Wm−2, while the
city centre is associated with anthropogenic emissions of the
order of 200 Wm−2 and, according to Hamilton et al. (2009)
and Bohnenstengel et al. (2014), of 400 Wm−2 at peak times.
Petrik et al. (in prep) determined the anthropogenic heat at
250 m resolution for Hamburg, ﬁnding values of 10 Wm−2
in suburbs and up to 100 Wm−2 at some industrial sites and
in harbour areas. These lower values agree well with the
ﬁndings of Allen et al. (2011) who determined anthro-
pogenic heat fluxes globally on a 2.5 arc minute grid. For
North Sea cites, they found higher values for London,
Fig. 15.4 Urban temperature enhancement for London at 1UTC
averaged over the period 1 June to 15 August 2006. Values are
derived from long-term model simulations with the UK Met Ofﬁce
Uniﬁed Model employing the MORUSES urban parameterisation
(model setup described by Bohnenstengel et al. 2011). Black lines
indicate sub-grid scale urban land-use fraction per grid box ranging
from 0 (no urban land use) to 1 (grid box entirely covered by urban land
use) and colours represent the urban temperature anomaly in K. A grid
box is roughly 1 km2
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Brussels, Rotterdam and Amsterdam (> 30 Wm−2 annual
average) and lower values for smaller cities and the Ruhr
area, Hamburg or Bremen. Based on their 250-m resolution
model studies with the mesoscale model METRAS, Petrik
et al. (in prep) found the highest impacts on temperature at
night, when the anthropogenic heat is mixed into a shallow
boundary layer. Thus, night temperatures are more affected
than day temperatures resulting in a summer average
night-time temperature increase of up to 0.5 K in those parts
of Hamburg with the highest waste heat emissions.
Bohnenstengel et al. (2014) examined the impact of
anthropogenic heat emissions on London’s UHI using 1-km
resolution simulations with the UK Met Ofﬁce Uniﬁed
Model for a winter case study with calm winds over the
period 9–12 December 2009. They compared three simula-
tions covering London: a ‘rural’ control run, where London
was replaced by grass, and two simulations including the
urban surface energy balance—one with and one without
high-resolution time-varying anthropogenic heat emissions.
During calm and clear winter nights, anthropogenic emis-
sions were found to increase the UHI by up to 1 K. In fact,
anthropogenic emissions can tip the balance and maintain a
well-mixed boundary layer (Fig. 15.5). This is based on a
case study for winter, when the urban boundary layer was
shallow and anthropogenic heat emissions affected a very
small volume of air. In such cases, anthropogenic heat could
affect the mixing properties of the urban boundary layer and
thereby pollutant concentrations (Sect. 15.4.1). In spring or
summer, when the daytime urban boundary layers are much
deeper, the impact of anthropogenic emissions on tempera-
tures (and thus vertical mixing) is within the measurement
uncertainty.
Most North Sea cities have a considerable fraction of
water surfaces within the urban area. For example, more than
3 % of Hamburg has water surfaces (channels, ponds, small
lakes, rivers; Teichert 2013). In summer, the suburbs close to
the inner-city water bodies experience advective cooling
during the day and warming at night, since the water bodies
dampen the diurnal cycle. This results in UHI-like effects at
night due to the advection of warm air from the adjacent
water bodies (Schlünzen et al. 2010). The water- and
urban-fabric-induced reduced night-time cooling are additive
and also affect the occurrence of plant species (Bechtel and
Schmidt 2011). For large water bodies, such as the River
Elbe downstream of Hamburg’s harbour the water bodies
might cause a river breeze that affects temperatures a few
1000 m off the river, as Teichert (2013) found for a calm
meteorological situation in summer simulated with
METRAS. It should be noted that daytime cooling by water
bodies only occurs if the water temperature is lower than that
of the land surfaces. Water temperatures are affected by
water use: among others, water is abstracted for drinking
water, industrial production or power plant cooling; and
discharged in part as waste water, clean but often at higher
temperatures than the abstracted water. This can increase
river temperature throughout the year, especially if the river
is tidal and the same water is used several times. For
example, the River Weser regulations aim to prevent river
water temperatures of more than 28 °C (www.fgg-weser.de).
A river used to discharge the warm waste water might act as
an all-year central heating system, especially at night. This
can be advantageous in winter, similar to the warm North
Atlantic current that acts as a central heating system for all
North Sea cities.
To summarise, for industrial cities such as Hamburg or
London, waste heat emissions can add to the rise in
night-time temperature caused by the urban fabric. In addi-
tion, water bodies within built-up areas hinder cooling at
night especially in summer when cooling is most needed, for
instance during heat waves. Rivers help to cool a city in
summer, if their temperature is kept low enough and waste
water-related warming is also kept low. Coastal water bodies
may cool cities in spring and summer, as observed in Rot-
terdam or Bergen compared to a city setting more inland and
without sea breeze impacts. However, it should be noted that
all water bodies reduce urban cooling in autumn and winter
and so could help save energy during the cold season. Since
urban fabric, heat emissions and water bodies are all very
locally structured, a pattern of high temperatures is also
Fig. 15.5 Vertical potential temperature proﬁles over the London city
centre for 9–12 December 2009. Dark grey lines depict proﬁles at noon,
light grey lines depict proﬁles at 21UTC and black lines depict proﬁles
at 3UTC. Solid lines depict the rural simulation, dashed lines the urban
simulations and dash-dotted lines urban simulations with anthropogenic
heat fluxes included (Bohnenstengel et al. 2014)
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locally structured, with higher night-time temperatures in
harbour and industrialised sealed areas, if these are not
directly next to a cool river or ocean.
15.4.3 Precipitation
The urban precipitation impact can lead to precipitation
enhancement downwind of an urban area. Measured data
show this to be the case for Hamburg (Schlünzen et al.
2010), with increases of 5–10 % per precipitation event and
found for many (but not all) downwind sites (Fig. 15.6).
Assuming only one wind direction throughout the entire year
(an extreme and unrealistic assumption), the difference could
be 80 mm y−1, which is still less than half of the 200 mm
climatological difference with its decrease from the north
towards the south-east (Hoffmann and Schlünzen 2010).
Thus, despite urban impacts the regional effects might
actually be of greater signiﬁcance.
Schlünzen et al. (2010) also studied long-term changes in
precipitation. They found a greater increase in precipitation
upwind of Hamburg than downwind of the urban area (trend
1947–2007), which might suggest an overall decline in urban
impact. However, these results are speculative, since detailed
model studies withMETRAS by Schoetter (2013) showed the
urban impact of Hamburg is only observable under some
meteorological conditions, which agrees with ﬁndings byHan
et al. (2014). The effects are very local (as can also be inferred
from Fig. 15.6) and dependent on the actual meteorological
situation. Overall, the impact of Hamburg’s urban fabric is not
signiﬁcant for the summer. However, the urban impact might
differ inwinter or for other urban areas in theNorth Sea region.
Han et al. (2014) pointed out that orography plays an
additional role. This was also found for Hamburg, where the
highest elevations are only 100–200 m and the urban build-
ings are low. METRASmodel simulations without orography
show that orographic effects drive a statistically robust change
in the precipitation pattern (Schoetter 2013).
15.5 Scenarios for Future Developments
Adaptation to climate change is of utmost importance for
cities to maintain the wellbeing of their inhabitants. Several
studies have investigated climate change impacts on urban
climate, with some very detailed studies undertaken in
Hamburg and London. The ARCC network4 provides an
overview of UK-focussed projects involved with adaptation
to ‘technological, social and environmental change, includ-
ing climate change, in the built environment and infras-
tructure sectors’. Of these the ARCADIA project gives an
overview of adaptation and resilience in cities, presenting
city-scale climate change scenarios consistent with the
UKCP09 scenarios. The Lucid project5 brought together
meteorologists and building engineers to assess the impact of
local climate on energy use, comfort and health, while the
SCORCHIO project6 used climate projections to determine
adaptation measures focussing on Manchester. Similar
multidisciplinary research studies on climate change adap-
tation were performed for several German cities under the
framework of the KLIMZUG program7 (Climate change in
Fig. 15.6 Average percentage
increase in precipitation per
event, if a site is downwind of the
city centre (marked by a square)
(based on results by Schlünzen
et al. 2010). Black and grey ﬁlled
circles depict signiﬁcant
increases, the grey ﬁlled rectangle
depicts a signiﬁcant decrease, and
white ﬁlled rectangles and circles
depict no signiﬁcant change
4www.arcc-network.org.uk.
5www.homepages.ucl.ac.uk/*ucftiha/index.html.
6www.sed.manchester.ac.uk/research/cure/research/scorchio.
7www.klimzug.de.
424 K.H. Schlünzen and S.I. Bohnenstengel
regions): The North Sea region was investigated in north-
west 20508 (area Bremen/Oldenburg with a focus on the
development of roadmaps of climate adaption for three
economic sectors: food industry, energy production and
distribution, and port management and logistics) and
KLIMZUG-Nord9 (metropolitan area of Hamburg, with a
focus on the development of an adaptation master plan that
continues until 2050 using the thematic focal points Elbe
estuary management, integrated spatial development, nature
conservation and governance).
15.5.1 Climate Change Impacts on Urban
Climate
Urban areas are a major source of carbon dioxide (CO2) and
anthropogenic heat. While the former drives changes in
global climate, the latter has a potentially strong impact on
city-scale climate. McCarthy et al. (2011) used an urban land
surface scheme (Best et al. 2006) with the Hadley Centre
Global Climate Model (HadAM3) and compared the impacts
of doubling CO2 emissions against effects due to urbanisa-
tion and anthropogenic heat release in urban areas. They
found that urban and rural areas react differently to climate
change. While their climate change scenarios (transient
SRES A1B scenarios, urbanisation and anthropogenic heat
release in urban areas) increased the number of hot days in
both areas to the same extent, they found that London has a
bigger increase in the number of hot nights (>18.2 °C) than
rural areas. The reasons for this difference are local forcing
such as anthropogenic heat release and urbanisation leading
to the UHI. In fact, local changes such as urbanisation and
anthropogenic heat release also increased the frequency of
hot days, as did doubling CO2 emissions. It should be noted
that as the UHI is not caused by local CO2 emissions, it
cannot be reduced by lowering them. Oleson (2012) con-
ﬁrmed the results of McCarthy et al. (2011) concerning more
frequent hot nights in urban areas compared to rural areas for
Europe. Thus, heat risk for the urban population will
increase more than for their rural counterparts due to local
urban forcing.
Hamdi et al. (2014) studied present (1981–1990) and
future climate (2071–2100) for Brussels. On average, the
observed nocturnal UHI is of the order of 1.32 K, which
agrees well with the simulated average of 1.31 K. Under an
A1B scenario, night-time UHIs vary between 0 and 7 K with
the frequency of UHIs above 3 K decreasing due to soil
dryness in summer. For the city centre the number of heat
days will rise by 62.
For Hamburg, Hoffmann et al. (2012) and Grawe et al.
(2013) found small changes in the pattern and amplitude of
the UHI for climate change scenarios, if the urban fabric
remains unchanged. If threshold values are used (such as
18.2 °C for night-time temperatures), these are more fre-
quently exceeded under the future climate due to the higher
overall temperatures. The number of exceedances is also
higher within urban areas compared to rural areas, because
the additional temperature enhancement of urban areas also
contributes. However, non-linear effects that contribute to a
greater temperature enhancement in urban areas compared to
rural areas were not apparent by mid-century under the A1B
climate change scenario.
Large precipitation amounts challenge urban infrastruc-
ture and could cause streets and houses to flood, or even the
total breakdown of some urban infrastructure. Summer
precipitation from convective cloud systems may lead to
local flooding as was observed in Rostock (Germany) when
nearly twice the average monthly rainfall fell within a day
(22/23 July 2011; Miegel et al. 2014). A projected increase
in winter precipitation of 12–38 % in the climatological
mean towards the end of this century (Rechid et al. 2014)
poses additional challenges to city planners. Especially in
winter, when the already low evapotranspiration in urban
areas is even lower and statured soils cannot take up any
excess water, this so-called ‘hinterland flooding’ needs to be
addressed in adaptation measures for cities (KLIMZUG-
NORD 2014).
15.5.2 City Development Impacts on Urban
Climate
As already described (Sect. 15.4), urban areas affect the
regional climate through their urban footprint. This rela-
tionship provides an opportunity to reduce the regional cli-
mate change impact on urban areas—or to enhance it if the
wrong mitigation and adaptation measures are applied.
Several recent research projects have investigated the impact
of planned changes in urban structure on the urban footprint.
The nationally-funded research projects KLIMZUG-
NORD (ﬁnal results in KLIMZUG-NORD 2014) and Cli-
SAP (Schlünzen et al. 2009) investigated different aspects of
Hamburg’s development on the urban summer climate. In all
development scenarios, Hamburg’s growth is conﬁned
mostly to the current regional area and is restricted verti-
cally. In fact, Hamburg has a ban on high-rise buildings.
This means that surface cover changes are relatively small,
follow a compact city approach and include aspects of
adaptation to the changing climate. More greening (espe-
cially of roofs) and higher albedo values on roofs and other
sealed surfaces that cannot be greened (e.g. roads) were
assumed. Other assumptions include some rebuilding of
8www.nordwest2050.de.
9www.klimzug-nord.de.
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single houses into duplex or terraced houses, replacing ter-
raced houses by blocks, and adding another story to
multi-story buildings. All these changes were assumed to be
accompanied by a larger greening fraction and more reflec-
tive (higher albedo) material. Several simulations were per-
formed with the mesoscale model METRAS to reproduce (at
250-m resolution) a climatological-average summer situa-
tion. According to the adaptation measures selected, the
average summer temperature could be reduced by 0.2 K
with the greatest decreases in those areas where the sealing is
very high (KLIMZUG-NORD 2014). Anthropogenic heat
emission was prescribed unchanged in these model studies.
However, energy use will be more efﬁcient in the future due
to retroﬁtting of houses with better insulation. However, the
impacts of better insulation on the surface energy budget are
still unclear. Nevertheless, anthropogenic heat emissions will
be lower and this will lead to a reduction in the UHI
throughout the year.
Impacts on heavy precipitation events were examined for
the same scenarios of urban development. As already men-
tioned (Sect. 15.4.3), the urban fabric has little impact on
precipitation, at least for Hamburg, and this was conﬁrmed
by the model simulations. Nevertheless, more sealed sur-
faces pose a challenge for city planners, as these surfaces
cannot take up the water and the water must to be drained to
avoid hinterland flooding (see Sect. 15.5.1).
Changes in the wind ﬁeld are expected to be local and
possibly very large close to building structures (Schlünzen
and Linde 2014). The effects of new buildings on the wind
climate of a growing suburb of Hamburg (situated on the
large island of Wilhelmsburg) were investigated using the
obstacle-resolving model MITRAS (Schlünzen et al. 2003)
at a resolution of 5 m. Impacts over a distance of 1000 m
from the new buildings were found not just close to the
surface but also at higher levels thus affecting ventilation of
the buildings in the upper floors (Schlünzen and Linde
2014). Some streets or even balconies on upper stories could
become less usable, owing to excessively high wind speeds
around the new buildings, while formerly well flushed places
could become very calm; this can increase heat stress on
sunny days. Furthermore, pollutant dispersion can change
due to changes in the wind and temperature ﬁelds and this
can lead to high concentrations in different sites to before
and could change the human exposure pattern.
Studies indicate that changes in temperature and precip-
itation resulting from urban development scenarios that aim
at mitigation and adaptation measures can only slightly
reduce the projected climate-driven rise in temperature and
change in precipitation patterns. However, although small
these local reductions might become more relevant during
hot periods by keeping urban temperatures at night at values
that reduce health risk. To ensure the cooling effect of urban
greening, the watering needs of the vegetation must be
ensured (such as by storing water during the wet periods). If
the urban vegetation dries out its cooling effect is lost.
15.6 Adaptation and Urban Footprint
Reduction Measures
Many North Sea cities are close to the coast or to a river and
so must prepare for storm tides. This can be achieved using
dykes, as for example in the Netherlands or along the river
Elbe for Hamburg, or the Thames Barrier for London. Such
measures are expensive, but vital to protect valuable infras-
tructure and save lives. Hinterland flooding has become an
increasing challenge in recent years and similar preparedness
needs to be developed here as for storm tides. While upriver
dykes help prevent river flooding, and are constantly being
improved and strengthened, coastal cities appear to lack
focus in terms of rain events that can be equally challenging.
Measures are needed to remove rain water following heavy
precipitation events. Methods already exist, for example a
city like Bergen handles at least twice the precipitation
amounts observed in the southern North Sea region every
month (Fig. 15.2d). Hamburg has introduced a separate rain
water drainage system in recent years and introduced ﬁnan-
cial penalties, if rain water is not locally drained by home
owners. To cope with intense precipitation events (Schlünzen
et al. 2010) and increased amounts of winter precipitation, it
is essential that urban areas can store water. Storing precip-
itation in winter would help to cope with future drier sum-
mers. Cities will need larger amounts of water in future for
two reasons: warmer air can take up more water and so
evapotranspiration will be higher, and increased urban
greening to help reduce high urban night-time temperatures
needs enough water to prevent the vegetation drying out.
Any increase in sealed surfaces should be kept to a
minimum (they are sometimes introduced for flood protec-
tion, such as new dykes or walls with bitumen or stone
cover), since they increase the amount of heat-storing sur-
faces and thus night-time temperatures. The current
replacement of green spaces and gardens in urban and sub-
urban areas by buildings and sealed surfaces should also be
limited as this will also cause an increase in urban night-time
temperatures. Plus, there is a tendency for urban spread into
surrounding rural areas which extends the UHI in space.
Hamburg has already begun implementing measures to keep
UHI effects within reasonable limits, possibly even causing a
reduction. In contrast, London can only grow vertically in
the city centre, leading to more heat storage capacity, pre-
sumably greater anthropogenic heat release and warmer
nights. Any increase in the spatial extent of London, and
thus an increase in sealed surface, would also increase the
spread of the UHI. Higher temperatures in urban areas would
lead to several stress factors. Heat in itself is a recognised
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health factor. Planners in all North Sea cities should ensure
that existing green areas are kept and that new ones are
added. In addition, all waste heat emissions (to the atmo-
sphere and to water bodies) should be reduced especially in
summer to reduce night-time heat exposure within urban
areas. Projections by Iamarino et al. (2011) suggested an
increase of 16 % in anthropogenic heat emission due to a
larger working population in the city of London by 2025
compared to 2005. Without measures to reduce the urban
footprint, this would lead to even higher temperatures within
the city of London. This shows a clear synergy between
adaptation, mitigation and urban footprint reduction mea-
sures: less energy-consuming computers, factories, and
vehicles, not only reduce CO2 emissions (or equivalent) and
thus global temperature increase in the long term, but also
directly and quickly reduce the amount of waste heat emitted
into the urban area and thus night-time temperatures. The
same is true for well-insulated buildings: using less energy
for heating in winter and cooling in summer means lower
CO2 emission (for energy production). Lower CO2 emis-
sions implies less global warming, while better insulation
reduces UHI at night.
The projected increase in global temperatures could lead
to higher biogenic volatile organic compound (VOC) emis-
sions from vegetation, which could in turn increase O3 levels
if NOX emissions are not considerably reduced (e.g. Meyer
and Schlünzen 2011). To avoid additional VOC emissions,
new urban vegetation needs to be selected with low VOC
emission potential (Kuttler 2013: 281).
Drier summers would mean more particles eroded from
dry surfaces and an increase in the already high particle load
in urban areas. This supports the argument for increasing the
amount of vegetated surface in urban areas and for providing
these areas with water during dry periods. An immediate
measure used in London to reduce the atmospheric particle
load has been to spray adhesives onto roads in some of the
most polluted areas, although this does not reduce the source
of the particulate matter.
15.7 Conclusions
Urban areas are not only impacted by changes in regional
climate, but themselves contribute to climate change through
their large greenhouse gas emissions. Urban areas also
modify the regional climate through their urban footprint.
This is mainly visible in terms of concentration levels above
EU limit values for NOX (daily average value), NO2 (annual
average value) and particulate matter (PM10 daily average
values). Higher temperatures, especially at night, result from
changes in the surface energy budget due to the urban fabric
and additional emission of anthropogenic heat. The tem-
perature difference can be in the range of a few degrees in
the monthly average. It may be up to *7 K under favour-
able conditions (clear skies, high radiative impact, low
large-scale pressure gradients).
Despite broad similarities between many urban areas,
there are also large location-speciﬁc differences with regard
to city planning needs (such as poorly insulated Victorian
housing stock in the UK wasting large amounts of energy).
While some cities are growing, others show little change
with respect to the number of inhabitants and some are even
shrinking. Whatever the future, it will involve change.
Changes in climate will become increasingly apparent,
especially towards the end of the century, with the ﬁrst
indications of what is to come already apparent (hinterland
flooding, more intense precipitation, and drier and warmer
summers). Because even in a ‘non-changing’ city, inhabi-
tants will renovate buildings and young people will adopt
new infrastructures and new technologies that will one day
be standard for all, there is an opportunity for cities to
change for simultaneously adapting to and mitigating cli-
mate change such that the worst impacts of climate change
can be avoided by mitigation measures, and the unavoidable
impacts of climate change can be met by adaptation mea-
sures, while the urban footprint becomes ever smaller.
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16Socio-economic Impacts—Air Quality
Stig Bjørløw Dalsøren and Jan Eiof Jonson
Abstract
In the North Sea region, poor air quality has serious implications for human health and the
related societal costs are considerable. The state of air pollution is often used as a proxy for
air quality. This chapter focuses on the two atmospheric pollutants of most signiﬁcance to
human health in Europe—particulate matter and ground-level ozone. These are also
important ‘climate forcers’. In the North Sea area, the effects on air quality of emission
changes since preindustrial times are stronger than the effects of climate change. According
to model simulations, this is also the case for future air quality in the North Sea region, but
substantial variation in model results implies considerable uncertainty. Short-term events
such as heat waves can have substantial impacts on air quality and some regional climate
models suggest that heat waves may become more frequent in the coming decades. If the
reductions in air pollutant emissions expected through increasingly stringent policy
measures are not achieved, any increase in the severity or frequency of heat waves may
have severe consequences for air quality. Climate and air quality interact in several ways
and mitigation optimised for a climate or air quality target in isolation could have
synergistic or antagonistic effects.
16.1 Introduction
The state of air pollution is often expressed as air quality.
The concentrations of gaseous pollutants and particulate
matter are then used as a measure of air quality. However, it
is often not meaningful to discuss air quality without
addressing the multiple impacts of air pollution. Major air
pollutants may be clustered according to their properties and
impacts, and this is shown in Fig. 16.1. After being emitted
into the atmosphere pollutants undergo chemical oxidation
and form new compounds with different properties and
impacts. Pollutants then remain in the atmosphere until they
are removed through cloud and precipitation processes or by
direct deposition to the earth’s surface. Differences in
chemical reactivity and removal rates result in atmospheric
lifetimes ranging from seconds to months. Air quality and
related impacts are therefore influenced by local meteoro-
logical features, regional (transboundary) processes, and
intercontinental transport. The pathway from emissions to
impacts is complex. The focus in this chapter is limited to
impacts on human health, climate, and climate-air quality
interactions and mainly excludes impacts on ecosystems
(acidiﬁcation, eutrophication, carbon sequestration, crops,
and vegetation) and materials. Impacts of climate change on
ecosystems are covered in Chaps. 8, 9, 10, and 11.
Air quality and climate interact in several ways. Air pol-
lutants can affect climate both directly and indirectly through
their influence on the radiative balance of the atmosphere.
Primary particulate matter (primary PM, Fig. 16.1) affects
climate directly, while pollutants such as carbon monoxide
(CO), non-methane volatile organic compounds (nmVOC),
polycyclic aromatic hydrocarbons (PAH), nitrogen oxides
(NOX), sulphur dioxide (SO2) and ammonia (NH3) although
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having a negligible direct radiative (‘greenhouse’) effect, have
an important indirect climate effect by acting as precursors for
components that are both harmful pollutants and act as ‘climate
forcers’ (e.g. ozone and particulate matter). On the other hand,
air quality is also sensitive to climate change itself, since cli-
mate change drives changes in the physical and chemical
properties of the earth and atmosphere. Climate policies also
imply energy efﬁciency and technical measures that change
emissions of air pollutants. Equally, air quality mitigation
measures will impact on greenhouse gas emissions.
The main chemical components addressed in this chapter
are PM and ground level ozone (O3). These are generally
recognised as the two pollutants that most signiﬁcantly
affect human health in Europe. The impacts of long-term
and peak exposure to these pollutants range in severity from
impairing the respiratory system to premature death. Par-
ticulate matter in the atmosphere originates from direct
emissions (e.g. black and organic carbon, sea salt, dust,
pollen) or is derived from chemical reactions involving
precursor gases such as SO2, NOX, NH3, PAH and nmVOC.
The particles of greatest human health concern are 10 µm in
diameter or less (PM10). Of particular concern are those
2.5 µm or less (PM2.5) since these could pass from the lungs
into the bloodstream. The size and sign of the particulate
climate effect (i.e. the particulate-driven temperature
change) varies according to particle size, composition,
shape, and altitude, and the albedo of the underlying surface.
Particles can also change precipitation patterns and surface
albedo.
Ozone is a secondary pollutant and greenhouse gas
formed by complex chemical reactions involving NOX,
nmVOC, CO and methane (CH4). In addition to its impact
on human health, high O3 levels may damage plants, affect
agriculture and forest growth, and impact on CO2 uptake.
Compared to O3 and PM, CH4 is a relatively long-lived and
thus well-mixed greenhouse gas and one link with regional
air quality is that short-lived air pollutants such as NOX,
nmVOC, and CO may influence its chemical removal in the
atmosphere. Changes in CH4 concentration in turn affect the
atmospheric oxidation capacity and thereby the speed of
chemical cycles and removal of pollutants. The rise in global
CH4 levels over recent decades has contributed to rising
background O3 concentrations in the northern hemisphere.
16.2 Current Status
Poor air quality in Europe is a serious human health issue
and the related external costs (costs imposed by a producer
or a consumer on another producer or consumer, outside of
any market transaction between them) are considerable. In
2010, annual premature mortalities were over 400,000 in the
EU area and the total external costs of the health impacts
were estimated at EUR 330–940 billion (EU 2013). Similar
estimates are reported in other studies (Watkiss et al. 2005;
Anenberg et al. 2010; Amann et al. 2011; Brandt et al.
2013a; Fang et al. 2013; Silva et al. 2013). Particulate matter
is the principal pollutant in terms of human health impacts.
Fig. 16.1 Major air pollutants,
clustered according to impacts on
climate, ecosystems and human
health (EEA 2012). From left to
right the pollutants shown are as
follows: sulphur dioxide (SO2),
nitrogen oxides (NOX), carbon
monoxide (CO), ammonia (NH3),
particulate matter (PM),
non-methane volatile organic
compounds (NMVOC),
polycyclic aromatic hydrocarbons
(PAH), methane (CH4), heavy
metals (HM)
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Figure 16.2 shows an example of a model estimate of the
geographical distribution of premature deaths in Europe in
2000 due to PM and O3 (Brandt et al. 2013a). The number of
premature deaths in highly populated regions of the North
Sea countries is relatively high. Brandt et al. (2013a) esti-
mated the number of premature deaths in Europe to have
declined from 680,000 in 2000 to 570,000 in 2011. This
decline reflects measures resulting in lower pollution levels
in some regions of Europe such as the North Sea area (see
Sect. 16.3).
16.2.1 Current Air Quality
In the European Union, PM2.5 resulting from human activity
is estimated to have reduced average life expectancy in 2000
by 8.6 months (EEA 2012). Figure 16.3 shows the annual
mean measured concentration of surface PM10 across Eur-
ope in 2010. It should be noted that winter 2010 was colder
than normal in the North Sea region (Blunden et al. 2011),
resulting in higher PM concentrations than expected from a
simple extrapolation of the long-term trend (Tsyro et al.
2012). It is clear that some stations in countries adjacent to
the North Sea exceeded the EU daily limit value (orange and
red dots). Exceedance at one or more stations occurred in 23
EU Member States in 2010. Of the urban EU population,
21 % was exposed to values above the daily limit value
(EEA 2012). The World Health Organization (WHO) has a
stricter guideline based on the fact that no threshold is found
below which no adverse health effects of PM occur.
The WHO guideline value was exceeded in most of the
monitoring stations in continental Europe (red, orange and
green dots). A similar picture emerges for PM2.5 but there
are fewer measurement sites.
The EU target value for O3 of 120 μg m
−3 (daily maxi-
mum of 8-hour running mean values not to be exceeded on
more than 25 days per year, averaged over three consecutive
years) was exceeded at a large number of stations across
Europe in 2010 (dark orange and red dots in Fig. 16.4).
However, there are few exceedances of the target value in
North Sea countries and none along the North Sea coast.
Although winter 2010 was particularly cold in this region,
summer was normal or slightly warmer than normal (Blun-
den et al. 2011). Even so, O3 levels were low compared to
Fig. 16.2 Estimated number of
premature deaths due to air
pollution per 2500 km2 grid cell
in 2000 (Brandt et al. 2013a). The
number of premature deaths is
dependent both on pollution level
and population density
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the long-term average (Fagerli et al. 2012). Ozone formation
is dependent on sunlight and concentrations increase from
north to south across Europe. Ozone is also non-linearly
dependent on NOX and VOC concentrations, and is pro-
duced and destroyed in a balance between VOC and NOX,
fuelled by solar radiation. In areas with very high nitrogen
oxide (NO) emissions, O3 will be depleted by the reaction
with NO (NOX titration). As the emission plume moves
away from the source region, O3 may be regenerated. Ozone
concentrations are therefore generally higher in rural areas
some distance from the main NOX emission sources. The
long-term objective for the protection of human health of
120 μg m−3 (daily maximum of 8-hour running mean val-
ues), is exceeded at several stations in all North Sea coun-
tries (EEA 2011, 2014). For the ambitious WHO guideline
(100 μg m−3 8-hour mean) only two of the 510 rural sta-
tions, 3 % of urban background stations and 7 % of trafﬁc
stations would not exceed this level (EEA 2012). The EU
information threshold (180 μg m−3 1-hour mean) is occa-
sionally exceeded in Belgium, the Netherlands and Denmark
but is rarely exceeded in other North Sea countries (EEA
2011, 2014).
16.2.2 Contribution from Emission Sectors
and Regions
On a country-by-country basis, the ratio between the con-
tribution to air pollution and deposition from domestic ver-
sus non-domestic (transboundary) sources varies
Fig. 16.3 Annual mean surface concentration of PM10 across Europe in 2010 (EEA 2012)
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substantially, depending on pollutant, local source strength,
proximity to major non-domestic sources, and the geo-
graphical size of the individual countries (see recent reports
by the European Monitoring and Evaluation Programme;
EMEP1).
For PM2.5, contributions to the overall national pollution
level are dominated by transport from non-domestic coun-
tries (exceptions are Great Britain and Norway, which are
heavily influenced by air masses originating over the
Atlantic). As an example, the contributions to surface PM2.5
and PMcoarse (PMcoarse = PM10 − PM2.5) are shown in
Fig. 16.5 for the Netherlands (Gauss et al. 2012). The main
contributions are clearly from neighbouring countries. The
contribution from volcanoes is due to the major volcanic
eruption in Iceland in 2010.
The picture is more complicated for O3 and O3-derived
parameters such as SOMO35.2 Countries around the North
Sea are some of the highest NOX emitters in Europe. High
NOX emissions in combination with limited solar insolation
during winter at these latitudes results in inefﬁcient photo-
chemical O3 production and substantial NOX titration. As a
result, the present levels of NOX emissions will, at least as an
annual average, decrease the O3 burden in the North Sea
Fig. 16.4 Twenty-sixth highest daily maximum 8-hour average surface ozone (O3) concentration recorded at each monitoring station in 2010
(EEA 2012)
1http://emep.int/mscw/index_mscw.html.
2SOMO35, deﬁned as the annual daily sum of 8-hour running average
O3 concentrations over 35 ppb, is a measure of accumulated annual O3
concentrations and used as an indicator of health hazards, see EMEP
(2013) for details.
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region. On the other hand, regional VOC and CO emissions
result in increased O3 levels. This is illustrated for The
Netherlands in Fig. 16.6 (see EMEP country reports for
further examples3).
The negative contribution from NOX from several coun-
tries is caused by titration. The contribution from BIC
(boundary and initial concentration) is calculated by per-
turbing lateral boundary (and initial) concentrations sepa-
rately for NOX and nmVOC in the EMEP model.
The contributions from different domestic emission sec-
tors to model-calculated PM2.5 concentrations in European
countries are shown in Fig. 16.7. The countries are sorted
according to the model-calculated contribution from Sector 1
(combustion in energy and transformation industries). The
countries in the North Sea region are all to the right in the
ﬁgure, with relatively small contributions from industry
(Sectors 1–3; see ﬁgure caption for deﬁnitions).
These countries are characterised by a relatively large
share of the emissions from agriculture and transportation
(road and shipping). In the North Sea countries, shipping
represents a signiﬁcant share of the transport-related
impacts. Studying the external costs from all international
ship trafﬁc in relation to the other sources, Brandt et al.
(2013a) estimated that ship trafﬁc accounted for 7 % of the
total health effects in Europe due to air pollution in 2000.
The corresponding value for Denmark, which is surrounded
by heavy ship trafﬁc, is 18 %. In Denmark the relative
contribution from international ship trafﬁc is comparable to
the contributions from road trafﬁc or the domestic use of
wood stoves (Brandt et al. 2013b).
The North Sea region is also affected by transport of air
pollutants from other continents. Figure 16.8 shows the
model-calculated effects on surface O3 from intercontinental
transport due to 20 % reductions in anthropogenic emissions
in North America, East Asia and South Asia. As an average
for the European continent the calculated contribution to
surface O3 from other continents is about half of the total
European contribution (HTAP 2010). The intercontinental
contributions show large seasonal (see Fig. 16.8) and geo-
graphic variability. Brandt et al. (2012) calculated the effects
Fig. 16.6 Percentage contribution from individual countries to
SOMO35 from NOX emissions (left) and SOMO35 from nmVOC
emissions (right) in the Netherlands. NL Netherlands, NOS North Sea,
DE Germany, GB Great Britain, FR France, ATL remaining Atlantic
within model domain, BE Belgium. BIC is boundary and initial
concentrations (Gauss et al. 2012)
Fig. 16.5 Percentage contribution from individual countries to surface PM2.5 (left) and PMcoarse (right) in the Netherlands. BE Belgium, FR
France, NOS North Sea, DE Germany, NL The Netherlands, GB Great Britain, VOL volcanoes (Gauss et al. 2012)
3http://emep.int/mscw/index_mscw.html.
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of North American emissions on Europe using a tagging
method. Their results are at the lower end of the HTAP
estimates. The HTAP and Brandt et al. (2012) calculations
are for different meteorological years. Located close to the
western continental rim, the intercontinental contribution to
the North Sea region is higher than the European average as
shown by Jonson et al. (2006).
Particulate matter has a short residence time in the
atmosphere, and as a result the intercontinental contribution
to Europe is in general low. Calculating the ratio of the effect
of other (than Europe) source regions to the effect of all
source regions (including Europe), indicates that about 5 %
of the PM surface concentrations in Europe can be attributed
to intercontinental transport (HTAP 2010). However, the
temporal variability is large, and the contribution can be
signiﬁcant for speciﬁc episodes.
16.3 Recent Change
16.3.1 Emissions
For most air pollutants emission totals reached a maximum
in the late 1980s or early 1990s. Since then emissions of
air-polluting substances have decreased substantially in most
European countries. For parties to the Gothenburg Protocol4
emission ceilings are set for 2010 for four pollutants: sul-
phur, NOX, VOCs and NH3. For EU Member States these
emission ceilings are largely integrated within EU legisla-
tion. This is illustrated in Fig. 16.9, showing the evolution of
emissions from countries within the EMEP domain (i.e.
Europe, large parts of the North Atlantic and the polar basin
and parts of North Africa; see www.EMEP.int for deﬁnition)
from 1990 to 2010. Emissions of PM have only been
reported since 2000. There are large differences in trends
between individual countries, with some countries even
increasing their emissions for one or more species. Parties to
the Gothenburg Protocol whose emissions have a more
severe impact, and whose emissions are relatively cheap to
reduce are obliged to make the largest cuts in emissions. The
countries around the North Sea are among those that have
had to make the greatest cuts in emissions. Uncertainty in the
emission trends is signiﬁcant. The large drop in PM emis-
sions from 2001 to 2002 may reflect incomplete reporting
prior to 2002.
Fig. 16.7 Percentage contribution from individual sectors to PM2.5
concentration in European countries: S1 combustion in energy and
transformation industries, S2 non-industrial combustion plants, S3
combustion in manufacturing industry, S4 production processes, S5
extraction and distribution of fossil fuels and geothermal energy, S6
solvent and other product use, S7 road transport, S8 other mobile
sources and machinery (including shipping), S9 waste treatment and
disposal, S10 agriculture
Fig. 16.8 Changes in European surface O3 levels from 20 % reduc-
tions of anthropogenic emissions in North America (NA), East Asia
(EA) and South Asia (SA). ALL is the combined effects of the
contribution from the three foreign regions (adapted from HTAP 2010,
see original report for more details)
4www.unece.org/env/lrtap/multi_h1.html.
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The North Sea region is strongly influenced by emissions
from shipping. Traditionally, emissions from shipping have
been largely unregulated. However, recent policy decisions
through the International Maritime Organization (IMO
MARPOL Annex VI SOX Emission Control Area SECA
requirements) and the EU (Sulphur Directive) affect ship
emissions of both SOX and PM in the region. The former
restricts the marine fuel sulphur content in SECAs to 1.0 %
as of 1 July 2010 and 0.1 % from 2015 whereas the latter
requires ships to use 0.1 % sulphur fuel in harbour areas
from 1 January 2010. Prior to 2010 the maximum allowed
sulphur content in SECAs was 1.5 % as opposed to the
global fleet average of about 2.4 %. Emissions of SOX,
NOX, VOC, CO and PM from international shipping, from
1990 to present, are listed in appendix B in EMEP (2013).
16.3.2 Air Pollution
There are no PM10 or PM2.5 measurements extending over
decades. It is only for the past decade that enough data exist
to derive trends. The monitoring network for PM2.5 is
sparser than for PM10 giving larger uncertainties for the
reported PM2.5 change. Over the period 2000–2009, Tørseth
et al. (2012) found a decrease in PM10 and PM2.5 concen-
tration at about half of the European rural sites in the EMEP
network. Average reductions in the annual means were 18 %
(PM10) and 27 % (PM2.5). None of the stations in the net-
work showed an increasing trend. Similar results were found
by Barmpadimos et al. (2012) using selected EMEP stations
corrected for meteorological variability. The trends roughly
correspond to reported reductions in emissions of primary
PM and precursors for secondary PM (Fig. 16.9). Fig-
ure 16.10 shows the change in PM10 for the past decade as
reported by the European Environment Agency (EEA 2012).
These data also include stations in urban surroundings and
near roads with heavy trafﬁc. Most of the stations registering
a trend showed a decrease, with only 2 % of stations
recording an increase. For countries adjacent to the North
Sea, moderate decreases are found at most stations although
some show no signiﬁcant trend. There is also a reduction in
the number of exceedances of the EU PM10 daily limit value
for most North Sea countries (EEA 2012).
Devasthale et al. (2006) used satellite measurements
complemented by station data to investigate trends in air
polluting particles and focused on the English Channel and
the top three polluting harbours in Europe. For the period
1997–2002 they found increasing particle concentrations
over harbours and coastal areas and decreasing concentra-
tions over land areas. The different evolution is attributed to
decreased emissions from land-based sources and increased
emissions from shipping. Jonson et al. (2015) and Brandt
et al. (2013a) modelled the effects of Baltic Sea and North
Sea ship emissions in 2009 and 2011 (before and after the
reductions in the sulphur content of marine fuels from 1.5 to
1 % from 1 July 2010). The calculations indicate clear
improvements in PM concentration. These are however
slightly offset by increasing NOX emissions, affecting nitrate
particle formation. This is particularly the case in and around
major North Sea ports owing to partial economic recovery
after the ﬁnancial crisis.
Ozone is strongly coupled to meteorological variability
both in terms of regional photochemical production and loss,
and the contribution from intercontinental transport. Trends
are therefore difﬁcult to detect and long time series are
needed. In some regions, lack of long-term data makes trend
analysis impossible. Reductions in the highest O3 values are
found (Fig. 16.11) in England, Benelux and Germany (EEA
2009, 2012; Tørseth et al. 2012) for the period 1990–2010,
but mainly the 1990s. The frequency of high values has also
decreased, especially in the Netherlands, England and Ire-
land (Tørseth et al. 2012).
Studies report that despite a relatively large decline in
anthropogenic emissions in Europe (Fig. 16.9) a corre-
sponding reduction in O3 concentration is not observed
(Jonson et al. 2006; EEA 2009, 2012; Tørseth et al. 2012;
Wilson et al. 2012). Models also generally struggle to
reproduce some of the observed trends (Solberg et al. 2005;
Jonson et al. 2006; Colette et al. 2011; Wilson et al. 2012;
Parrish et al. 2014). Likely reasons include increased
Fig. 16.9 Emission trends
1990–2010 (2000–2010 for PM2.5
and PMcoarse) (Fagerli et al. 2012)
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background (hemispheric) O3 level—observational evidence
suggests that the increase in background O3 roughly doubled
from 1950 to 2000 and then levelled off (Logan et al. 2012;
Derwent et al. 2013; Oltmans et al. 2013; Parrish et al.
2013). Other possibilities are limitations in the understand-
ing of photochemistry, coarse model resolution, uncertain-
ties related to anthropogenic emission estimates, variation in
poorly constrained natural emissions, and the small number
of measurement sites with long-term data sets.
16.3.3 Contribution from Climate Change
Climate change influences air pollution levels through a
number of factors (see HTAP 2010), including changes in
temperature, solar radiation, humidity, precipitation, atmo-
spheric transport and biogenic emissions. Using a model to
compare current conditions (1990–2009) against a baseline
period (1961–1990) Orru et al. (2013) found the largest
climate-driven increase in O3-related mortality and hospi-
talisations to have occurred in Ireland, the UK, the Nether-
lands and Belgium where increases of up to 5 % are
estimated. A decrease is estimated for the northernmost
European countries. Hedegaard et al. (2012) compared the
1990s with the 1890s and found climate-driven decreases in
surface O3 in the North Sea region. However, the decrease is
not statistically signiﬁcant over the region as a whole.
Using an ensemble of global models, Silva et al. (2013)
found the average number of premature annual deaths
attributable to past (1850–2000) climate change in Europe to
be 954 for O3 (respiratory) and 11,900 for PM2.5. But the
magnitude and even the sign of the values varies between
models. In a global study with one model, Fang et al. (2013)
found a climate-driven contribution to cardiopulmonary and
lung cancer mortality associated with industrial PM2.5 since
1860 of up to 14 % over Europe. Ozone was responsible for
a small contribution. The calculation does not include the
climate-driven effect on emissions of biogenic hydrocarbons.
Fig. 16.10 Average annual change in surface PM10 concentration for the period 2001–2010 (EEA 2012). Only stations with a statistically
signiﬁcant trend are shown
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Recent heat waves have been linked to climate change
(e.g. Stott et al. 2004). Whether these anomalies are
exceptional or a signal of changes in climate is still under
debate. Summer 2003 was one of the hottest in the history of
Western Europe, with surface temperature exceeding the
average surface temperature reported for 1901–1995 by
2.4 °C. In fact, this summer was likely to have been warmer
than any other back to 1500.
Fischer et al. (2004) estimated that almost half of the
excess deaths in the Netherlands during the 2003 heat wave
were due to increased air pollution (O3 and PM10). Stedman
(2004) estimated that the same air pollutants were respon-
sible for 21–38 % of excess deaths in the UK. Doherty et al.
(2009) found the overall number of deaths attributable to O3
in England and Wales to be slightly greater than that attri-
butable to heat for the 2003, 2005 and 2006 summers.
Several studies have described the high pollution levels
observed in 2003 (Vautard et al. 2005; Solberg et al. 2008;
Tressol et al. 2008).
The high temperatures during the 2003 heat wave influ-
enced summer O3 because of its link with high solar radiation,
stagnation of the air masses and thermal decomposition of
peroxyacetyl nitrate (PAN). Availability of solar radiation
favours photolysis yielding radical formation with subsequent
involvement in O3 production. Stagnation of air masses
allows the accumulation of pollutants in the planetary
boundary layer (PBL) and in the residual layer during the
night. Increased temperatures and solar radiation favoured
biogenic emissions of isoprene with a potential for enhanced
O3 chemistry in the PBL. High temperature and a spring to
summer precipitation deﬁcit reduced dry deposition of O3.
The high temperatures and exceptional drought led to exten-
sive forest ﬁres on the Iberian Peninsula which contributed to
the peak in ground level O3 observed in western central
Europe in August (Solberg et al. 2008; Tressol et al. 2008).
Fig. 16.11 Change in annual mean maximum daily 8-hour ozone (O3) concentration in the period 2001–2010 (EEA 2012). Only stations
(urban/suburban/rural) with a statistically signiﬁcant trend are shown
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16.4 Future Impacts
Future air quality will be affected both by changes in air
pollutant emissions and by changes in climate. A large span
in emission scenarios and degree of detail in climate simu-
lations are used in different studies. As a result, the studies
referred to in the following sections are not directly
comparable.
16.4.1 Emission Scenarios
Emissions of air pollutants have signiﬁcantly reduced in
recent decades (see Fig. 16.9). Even though economic
activity in Europe is expected to increase, air pollutant
emissions from all land-based sectors and regions in Europe
are still expected to decline following current legislation. For
example, emissions from the transport sector are expected to
decrease owing to the penetration of vehicles with stricter
emissions standards (Euro 5 and Euro 6), and the expected
transition to renewable energy in Europe should drive a
decline in emissions from the energy sector. After ﬁve years
of negotiation, a revised Gothenburg Protocol was ﬁnalised
in May 2012. The revised protocol speciﬁes emission
reduction commitments from base 2005 to 2020. It has also
been extended to cover PM2.5. Most states decided only to
accept emission reduction obligations for 2020 that are even
less ambitious than—or at best largely in line with—
business-as-usual, that is, reductions expected to be achieved
anyway solely by implementing existing legislation.
Overall, EU Member States’ commitments to the revised
protocol mean that from 2005 to 2020 they shall jointly cut
their emissions by 59 % (SO2), 42 % (NOX), 6 % (NH3),
28 % (VOCs) and 22 % (PM2.5). According to the
IMO MARPOL regulations the maximum sulphur content
allowed in marine fuels will be reduced to 0.1 % from 2015
in SECAs (Sulphur Emission Control Areas). Both the North
Sea and the Baltic Sea are accepted as SECAs. Further
measures may also be implemented for NOX in these seas.
This may impose a shift from extensive use of heavy fuel oil
to marine distillates, or a switch to liqueﬁed natural gas
(LNG), or using heavy fuel oil in combination with scrubber
technology.
In sea areas outside SECAs, sulphur emissions have
continued to rise and these emissions also affect the North
Sea area. From 2020, the sulphur content in marine fuels
outside SECAs should be reduced to 0.5 % globally, but
depending on the outcome of a review to be concluded in
2018 as to the availability of the required fuel oil, this date
could be deferred to 2025. However, the EU Sulphur
Directive obliges ship owners to use 0.5 % fuel in
Fig. 16.12 Aerosol-induced
direct radiative forcing at the top
of the atmosphere in 2005 and for
two projections: reference (2020)
and mitigation (2020) (left
column); Contribution attributed
to shipping activities (right
column). The reference scenario
includes all current implemented
and planned air quality policies.
The so-called mitigation scenario
in addition includes further
climate policies leading to a
stabilisation of global warming to
not more than 2 °C in 2100. Both
scenarios include mitigation
measures for shipping that
correspond to MARPOL
regulations for NOX and SO2
(EEA 2013)
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non-SECA EU sea areas from 1 January 2020 regardless of
the outcome of the IMO review.
Efforts to improve air quality will undoubtedly influence
climate. An interesting example is shown in Fig. 16.12.
Large direct and indirect aerosol effects lead to a current
global net cooling impact from the shipping sector. The
aerosol direct and indirect (not shown) effects are likely to be
substantially reduced over the North Sea in 2020. Refraining
from air pollutant mitigation to favour a (potential) net
cooling effect of the shipping sector is however risky from a
health and environmental perspective and given large
reported uncertainties, especially for the size of the climate
impact of shipping aerosols.
To date, there are no NOX Emission Control Areas
(NECAs) in Europe. Hammingh et al. (2012) evaluated the
potential impact of establishing a North Sea NECA. This
would require new ships to emit 75 % less NOX, from 2016
onward. A NECA in the North Sea would reduce total
premature deaths due to air pollution in the North Sea
countries by nearly 1 %, by 2030. This value would
approximately double when all ships met the stringent
nitrogen standards, a situation expected after 2040. Health
beneﬁts would exceed the costs to international shipping on
the North Sea by a factor of two.
16.4.2 Impacts on Air Quality
16.4.2.1 Impacts from Emission Changes
Air quality in the North Sea region should improve as a
result of expected reductions in emissions. The reductions in
emissions should cause a decrease in PM levels. Based on a
parameterisation of the HTAP source receptor calculations
for the main source regions in the northern hemisphere, Wild
et al. (2012) calculated future O3 trends following the
Intergovernmental Panel on Climate Change RCP (repre-
sentative concentration pathway) emission scenarios. The
calculations demonstrated that substantial annual mean sur-
face O3 reductions can be expected for most RCP scenarios
by 2050 over most regions, including Europe. However, as
discussed in Sect. 16.2.2 parts of the North Sea region are
characterised by extensive NOX titration of O3. Unlike most
other regions in Europe, reductions in NOX emissions here
are likely to result in increased levels of surface O3, at least
in the short term (Fig. 16.13). Colette et al. (2012) con-
cluded that air pollution mitigation measures (present in both
scenarios in Fig. 16.13) are the main factors leading to the
net improvement over much of Europe, but an additional
co-beneﬁt of at least 40 % (depending on the indicator) is
due to the climate policy. However the climate policy has
little impact in the North Sea region (Fig. 16.13).
The total health-related external costs in Europe due to
the total air pollution levels from all emission sources in the
northern hemisphere are calculated to be EUR 803 billion
year−1 for 2000 decreasing to EUR 537 billion year−1 in
2020 (Brandt et al. 2013a). The decrease is due to the gen-
eral emission reductions in Europe provided that the revised
Gothenburg Protocol is implemented and given the regula-
tion of international ship trafﬁc by introducing SECAs in the
North Sea and Baltic Sea. For Denmark the external costs
are estimated to be EUR 4.54 billion year−1 for 2000,
decreasing to EUR 2.53 billion year−1 in 2020.
Using a baseline emission scenario, Amann et al. (2011)
calculated that loss in statistical life expectancy attributed to
exposure to PM2.5 would decline between 2005 and 2020
from 7.4 to 4.4 months in the EU-27. There are signiﬁcant
improvements for the North Sea region (Fig. 16.14). The
improvement in mortality due to ground level O3 is about
35 % in EU Member States (Fig. 16.15) (Amann et al.
2011), with signiﬁcant improvements in all North Sea
countries. With commercially available emission control
technologies, European emissions could be further reduced
from baseline by 60 % (SO2), 30 % (NOX), 65 % (primary
PM2.5), and about 35 % (NH3 and VOC). The measures
would cut the loss in statistical life expectancy by 50 % (or
another 2.5 months) compared to the baseline case in 2020.
However, the improvements come at a cost. Full imple-
mentation of the additional measures would increase costs
for air pollution control in Europe in 2020 from EUR2005
110 billion year−1 to EUR2005 192 billion year
−1, i.e. from
Fig. 16.13 Difference in surface
O3 between 2030 and 2005 for
two scenarios: a reference case
(left) and a sustainable climate
policy case (right) (Colette et al.
2012)
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0.66 % to 1.15 % of the GDP envisaged for 2020. At the
same time, some of the measures achieve little environ-
mental improvement. Experience shows that a cost-
effectiveness analysis can identify portfolios that realise
most of the potential improvements at a fraction of the costs
of the total portfolio.
16.4.2.2 Impacts from Climate Change
Climate impacts on air pollution are summarised by HTAP
(2010). Future changes in climate are expected to increase
local and regional O3 production and reduce O3 in down-
wind receptor regions. Factors contributing to O3 increases
near emission regions include increased O3 production due
to higher water vapour leading to more abundant hydrogen
oxide radicals (HOX) which leads to increased O3 production
at high NOX concentrations. Increased global average tem-
perature increases photochemistry rates and decreases net
formation of reservoir species for NOX, leaving more NOX
available over source regions. This promotes local O3 pro-
duction. In a warmer climate natural emissions of VOC and
NOX (biogenic, lightning) are expected to increase. Such
increases will depend on uncertain changes in soil moisture,
cloud cover, sunlight, and biogenic responses to a more
CO2-rich atmosphere.
Although there are many factors affecting PM levels,
changes in cloud amount and precipitation are the major
parameters as wet removal is a major sink for PM. Despite
several pathways by which climate change may influence air
quality, most model simulations show air pollutant emis-
sions to be the main factor driving change in future air
quality, rather than climate or long-range transport (Ander-
sson and Engardt 2010; HTAP 2010; Katragkou et al. 2011;
Langner et al. 2012a, b; Coleman et al. 2013; Colette et al.
2013). Hedegaard et al. (2013) found emission changes to be
the main driver for PM changes but that climate change is
equally important for O3 in many North Sea countries.
Orru et al. (2013) compared O3-related mortality and
hospitalisation due to climate change for a baseline period
(1961–1990) and the future (2021–2050). Increases in O3-
related cases are projected to be greatest in Belgium, France,
Fig. 16.14 Loss in statistical life
expectancy attributable to
exposure to PM2.5 from
anthropogenic sources. 2005 (left)
and baseline projection for 2020
(right) (Amann et al. 2011)
Fig. 16.15 Mortality rates
attributable to exposure to
ground-level O3 (Amann et al.
2010)
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Spain and Portugal (10–14 %), whereas in most Nordic and
Baltic countries there is a projected decrease in O3-related
mortality of the same magnitude. Overall there is an increase
of up to 13.7 % in O3-related mortality in Europe, which
corresponds to 0.2 % in all-cause total mortality and respi-
ratory hospitalisations.
The sensitivity of simulated surface O3 concentration to
changes in climate between 2000–2009 and 2040–2049
differs by a factor of two between the models used in a study
by Langner et al. (2012a), but the general pattern of change
with an increase in southern Europe is similar across dif-
ferent models. Changes in isoprene emissions from decidu-
ous forests vary substantially across models explaining some
of the different climate response. In northern Europe, the
ensemble mean for mean and daily maximum O3 concen-
tration both decrease whereas there are no reductions for the
higher percentiles indicating that climate impacts on O3
could be especially important in connection with extreme
summer events such as experienced in summer 2003 (see
Sect. 16.2.2). Some regional climate modelling studies
suggest that conditions such as those of summer 2003 could
become more frequent in coming decades (Beniston 2004;
Schär et al. 2004).
Colette et al. (2013) and Hedegaard et al. (2013) found
that climate change in the North Sea region would constitute
a slight beneﬁt for PM2.5 concentrations. Other studies show
both small increases and decreases of PM within the region
(Nyiri et al. 2010; Manders et al. 2012). The spread of
precipitation projections in regional climate models consti-
tutes a major challenge in reducing the uncertainty of the
climate impact on PM (Manders et al. 2012). Nevertheless,
some conclusions can be drawn from the different climate
model projections for the North Sea region (Jacob et al.
2014). Winter precipitation is expected to increase over the
coming century, while summer precipitation is expected to
decrease over much of the region. Heavy precipitation
events are expected to occur more often in all seasons.
16.5 Conclusions
Climate and air quality interact in several ways. Emitted air
pollutants could directly impact climate or could act as
precursors for components acting both as harmful pollutants
and climate forcers. On the other hand, air quality is sensi-
tive to climate change since it perturbs the physical and
chemical properties of the environment. Climate policies
imply energy efﬁciency and technical measures that change
emissions of air pollutants. Reciprocally, air quality miti-
gation measures affect greenhouse gas emissions. Mitigation
optimised for a climate or air quality target in isolation could
have synergistic or antagonistic effects.
In the North Sea area, the effects on air quality of emis-
sion changes since pre-industrial times are stronger than the
effects of climate change over this period. Despite several
pathways by which climate change may influence air quality,
model simulations show air pollutant emissions to be the
main factor driving change in future air quality in the North
Sea region, rather than climate. The variation in climate
simulations in different studies results in signiﬁcant uncer-
tainty in the impacts of climate change on air quality. This is
particularly the case for PM where the spread of precipita-
tion projections in regional climate models constitutes a
major challenge in narrowing the uncertainty.
Climate impacts on air quality are substantial in con-
nection with heat waves, such as that of summer 2003. Some
regional climate models suggest that heat waves could
become more frequent in the coming decades. If the antici-
pated reductions in emissions of air pollutants are not
achieved, extreme weather events of this type may cause
severe problems in the future.
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Abstract
Tourism is one of the most highly climate-sensitive economic sectors. Most of its main
sub-sectors, including sun-and-beach tourism and nature-based tourism, play a major role
in the North Sea region and are especially weather–und climate-dependent. On top of that,
most tourist activities in the North Sea region occur in the coastal zones which are highly
vulnerable to the impacts of climate change. Climate acts as both a ‘push’ and ‘pull’ factor
in tourism. Climate-driven changes in tourism demand are hard to determine because the
tourist decision-making process is also influenced by factors other than climate.
Nevertheless, summer tourism in the North Sea region is expected to beneﬁt from rising
temperatures (air and water), decreasing precipitation and longer seasons. Destinations can
reduce the negative impacts of climate change on tourism by adapting to the changes. The
tourist industry also contributes to climate change. Not only is the tourist industry affected
by climate change, it also contributes to climate change itself. Therefore, mitigating the
climate effects of tourism is largely the responsibility of politicians, the tourism industry
and tourism supply. Despite some negative impacts, the overall consequences of climate
change for tourism in the North Sea region are expected to be positive.
17.1 Introduction
The United Nations World Tourism Organization states that
tourism is one of the most highly climate-sensitive (and even
in some cases climate-dependent) economic sectors. Climate
change is therefore a major challenge for global tourism
(UNWTO 2009; von Bergner and Lohmann 2014). The
main sub-sectors include sun-and-beach tourism, sports
tourism, adventure tourism, nature-based tourism, cultural
tourism, urban tourism, health and wellness tourism, cruises,
theme parks, visiting friends and relatives, and meetings and
conferences (Scott and Lemieux 2010). Most of these are
weather- and climate-dependent and play a major role in the
North Sea region.
17.2 Literature Review
The complex relationship between climate change and
tourism has been part of the academic debate since the 1980s
(Fig. 17.1). The ﬁrst papers concerning climate change and
tourism were published in 1986 (Harrison et al. 1986; Wall
et al. 1986). Since then, the number of publications in this
ﬁeld has increased steadily (Fig. 17.2) up to 83 publications
in 2011. From a review of literature between 1986 and 2012,
Becken (2013) concluded that half of the studies concerned
climate impacts on tourism, 34 % dealt with mitigation, and
the remaining 16 % were policy papers or integrative papers.
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Although climate is not the only determinant of destina-
tion choice (Crouch 1995; Witt and Witt 1995; Rosselló
et al. 2005; Gössling and Hall 2006; Bigano et al. 2006a),
attractiveness is largely determined by thermal environ-
mental assets (Smith 1993; Agnew and Palutikof 2000;
Amelung and Viner 2006; for a detailed literature overview
on how climate/weather and tourism interact, see Becken
2010). Destinations with better climate resources have a
competitive advantage (Perch-Nielsen et al. 2010), espe-
cially those for sun-and-sea or winter sports holidays. In
tourism, climate acts as both a ‘push’ and ‘pull’ factor.
A push factor is one where the choice of travel destination is
often related to the weather and climate conditions at the
point of origin and not just at the holiday region. For
example, Hill (2009) found that very rainy weather
throughout much of the early summer in the United King-
dom resulted in an increase in foreign holiday bookings
abroad compared to the previous year. But climate may also
act as a pull factor. In Norway, 84 % of tour operators go to
‘sun destinations’ (Jorgensen and Solvoll 1996). This is not
a recent phenomenon. Even in 1999, an annual survey of
German traveller behaviour and tourism-related attitudes
showed that 43 % of Germans mentioned weather as the
most important factor when choosing a holiday destination
(Lohmann and Kaim 1999). Nevertheless, preferences or
perceptions of climate differ according to several factors,
such as age, cultural and climate contexts, as well as leisure
activities or the media, and are therefore hard to predict (Lise
and Tol 2002; overview of literature by Gössling et al. 2012,
Scott et al. 2012a).
One means of quantifying these preferences is through a
‘climate index’; the aim being to provide a measure of the
integrated effects of the atmospheric environment on a par-
ticular location. This would be useful both for tourists and
for the tourism industry to evaluate the potential of tourism
in a given area in terms of its perceived climate (de Freitas
et al. 2008). The index approach can also be used to analyse
the impact of climate change on the climatic attractiveness of
tourist destinations (Hamilton 2005). One of the most used
indices is that of Mieczkowski (1985), who developed the
Fig. 17.1 Relationship between climate change and tourism (Scott and Lemieux 2010)
Fig. 17.2 Number of peer-reviewed publications concerning climate
change and tourism produced per year between 1986 and 2012 (Becken
2013)
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Tourism Climate Index (TCI). This integrates several cli-
mate features into a single index and includes ratings for
thermal comfort, physical features (e.g. rain) and aesthetic
features (e.g. sunshine duration). Although Mieczkowski’s
index has been criticised by de Freitas (2003) owing to its
subjectivity, it is still being used or adapted by others (Scott
and McBoyle 2001; Scott et al. 2004; Amelung and Viner
2006; Amelung et al. 2007; Nicholls and Amelung 2008).
Morgan et al. (2000) modiﬁed the index to ﬁt beach users in
the UK, using ﬁve aspects of climate (Table 17.1).
Matzarakis (2007) used the index to develop a Climate
Tourism Information Scheme (CTIS) that includes parame-
ters such as cold stress, heat stress and snow fall (i.e. skiing
potential). This approach was also used for regional simula-
tions of future conditions along the German North Sea coast
(based on two regional climate models—REMO and CLM)
that takes into account local-scale differences between the
mainland coast and islands (Endler and Matzarakis 2010).
This chapter reviews information on climate change and
its impact on recreation and tourism in the North Sea region.
Because this is concentrated along the coast, the focus of this
chapter is on the impacts of climate change on coastal
tourism.
17.3 Impacts of Climate Change
Coastal tourism is the largest component of the tourism
industry worldwide (IPCC 2014a). At the same time, coastal
zones are especially vulnerable to the impacts of climate
change. Even so, until 2012 few studies had addressed the
topic of coastal tourism and climate change (Becken 2013).
Despite some studies for the Caribbean or Mediterranean Sea
and a few other beach or island regions (Nicholls and
Hoozemans 1996; Lohmann 2002; Giupponi and Shechter
2003; Nicholls and Klein 2003; Perry 2005, 2006; Amelung
and Viner 2006; Hein 2007; Giannakopoulos et al. 2009;
Lemelin et al. 2010; Perch-Nielsen 2010; Becken et al. 2011;
Jones and Phillips 2011; Scott et al. 2012c) there has been very
little published on climate change impacts on tourism in the
North Sea region. Those studies that do exist are all discussed
in this chapter. Figure 17.2 shows the recent increase in
publications on the impact of climate change on coastal
tourism. Some of these studies address the response of tourists
and tour operators to beach erosion and the tourist’s concern
about aesthetic appearance (Moreno and Becken 2009;
Buzinde et al. 2010), while others examine the vulnerability of
coastal tourism infrastructure to sea-level rise (Phillips and
Jones 2006; Bigano et al. 2008; Schleupner 2008).
Negative effects of climate change include rising sea
levels and extreme weather. Extreme storms and waves
together with sea-level rise will increase the extent and
frequency of flooding, storm surges and coastal erosion. Not
only will this affect natural areas used by tourists, but also
cultural assets and tourism infrastructure, especially trans-
portation and accommodation (Phillips and Jones 2006;
Amelung and Viner 2007; Scott et al. 2008). From a study of
beach tourism in East Anglia, Coombers et al. (2009)
showed that although sea-level rise would reduce the width
of the beach and cause a possible reduction in visitor num-
bers, this effect could be outweighed by increased visitation
due to better temperatures. However, overall, the economic
costs of negative climate change impacts on coastal tourism
could become extremely high (IPCC 2014a).
Positive effects of climate change on tourism have also
been predicted. The North Sea coastal region has a maritime
climate, which means mild winters and relatively warm
summers. Climate projections suggest fewer cold stress
events in winter, and less signiﬁcant changes in heat stress
events in summer compared to other regions such as the
Mediterranean. The higher average temperatures projected
by climate models imply a positive effect on the well-being
of tourists in the North Sea region. For example, higher
temperatures in summer may result in a longer (bathing)
season (Pinnegar et al. 2006; Nicholls and Amelung 2008).
Changes in precipitation patterns are expected to result in
dryer summers and wetter winters. A decrease in summer
precipitation may attract more tourists to the North Sea
coastal areas. More rain and extreme weather events in
winter could reduce the number of visitors in the low season.
Sea-level rise will become a major threat in the North Sea
region (see Chap. 6), especially for low-altitude islands with
limited tidal range, and coastal areas are particularly vul-
nerable to extreme weather events (Moreno and Becken
2009). Storm-surge height and the frequency of extreme
wave events are expected to increase over large areas—
especially in winter (IPCC 2014a). The IPCC cites an
increase in future flood losses along the North Sea coast
(IPCC 2014b), which may also affect the tourism industry.
Even though tourist destinations recover relatively quickly
from such disasters, damage to infrastructure and buildings
will result in additional costs. Adaptation to climate change
will also have economic impacts: Hamilton (2006) showed
that protection measures such as longer dikes have a
Table 17.1 Priority levels for climate aspects (Morgan et al. 2000)
Climate aspect Relative priority scores (out of 100
for aspects 1–4)
Windiness 26
Absence of rain 29
Sunshine 27
Temperature sensation 18
Bathing water temperature
(22–26 °C)
(28)
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negative impact on accommodation prices along the German
sea coast.
Braun et al. (1999) investigated combined scenarios of
temperature and precipitation change with sea-level rise and
beach loss and their effect on the number of tourists travelling
to the Baltic and North Sea coasts of Germany. They con-
cluded that the likelihood of choosing the north German coast
for a holiday was slightly higher with increased temperatures.
However, for scenarios with potentially negative impacts on
the German coasts, such as beach erosion, the likelihood of
visiting was substantially lower, even if with adaptations
such as greater setback of tourism infrastructure or more
diversiﬁed outdoor activities. Lohmann (2002) concluded
that the effects of climate change in the North Sea area, such
as sea-level rise, were likely to destroy infrastructure and that
frequent extreme weather events may discourage visitors.
Infrastructure at ports and marinas is a major asset at
many destinations. Sea-level rise, coastal erosion and storms
might compromise its functionality. There is still a lack of
detailed academic research on this topic for the North Sea
region.
For the German North Sea coastline, sea-level rise is
expected to extend the tides (i.e. lengthen flood duration on
mudflats) hampering tidal flat walks for tourists
(Regierungskommission Klimaschutz 2012).
Higher average temperatures in the North Sea region will
also cause tourism-driven changes in biodiversity. If more
tourists visit the North Sea in, before and after the summer
season, this might increase pressure on local biodiversity, in
particular vegetation cover and habitat for nesting birds
(Coombers et al. 2008). Effects on nature-based tourism and
activities, like animal watching, still require closer academic
study. Travellers to the Baltic Sea coast judged algal blooms
negatively, especially for swimming (Nilsson and Gössling
2012). There is also concern that foam algae might pollute
the beaches (Regierungskommission Klimaschutz 2012).
Further studies are needed to examine the (potentially toxic)
effects of new plant species moving into the North Sea
region and an increase in harmful algal blooms could impact
on bathing water quality and the tourism industry in general
over the longer term (Gössling et al. 2012). Broader
socio-economic impacts of climate change on destinations,
such as those concerning health, security or insurance
implications should also be considered. Heat waves in
summer might adversely affect health resorts, but it may be
that such conditions are still preferable to those of other
inland destinations and will therefore have an advantage in
the future. Knowledge gaps still remain on health issues,
especially the future distribution of vector-borne disease
along the North Sea coast.
Overall, tourism in the North Sea area in summer is
expected to proﬁt from rising temperatures (air and water),
decreasing precipitation and a longer season. But
climate-driven changes in tourism demand are hard to
determine because the tourist decision-making process is
influenced by many other factors in addition to climate
(IPCC 2014a). In addition to the direct impacts of climate
change on tourism and its infrastructure, the more complex
and indirect effects of climate change are also important
because climate change affects all economic sectors, politics
and society as a whole (Kreilkamp 2011).
17.4 Changing Patterns in Tourism Flow
Climate change may also alter tourism patterns in Europe
radically by inducing changes in destination choice and
seasonal demand structure (Ciscar et al. 2011: 2680). The
scientiﬁc literature contains many references to tourists, their
preferences and their behaviour, including changes in tourist
flows and seasonality (Braun et al. 1999; Maddison 2001;
Lise and Tol 2002; Wietze and Tol 2002; Lohmann 2003;
Hamilton et al. 2005; Gössling and Hall 2006; Bigano et al.
2006b, 2008; Hamilton and Tol 2007; Moreno and Amelung
2009; Buzinde et al. 2010; Hall 2010; Perch-Nielsen et al.
2010; Denstadli et al. 2011; Rosselló-Nadal et al. 2011;
Gössling et al. 2012). One of the major questions these
studies raise is whether mass tourism of the type seen today
at the Mediterranean Sea coast will shift to destinations in
northern Europe, such as the North Sea region. Climate
change could also result in a seasonal change in visits.
The climate for tourist activities in the North Sea is
expected to improve signiﬁcantly in summer but less so in
autumn and spring for northern continental Europe, Finland,
southern Scandinavia, and southern England, especially after
2070 (Amelung et al. 2007; Nicholls and Amelung 2008;
Amelung and Moreno 2012). At the same time, the attrac-
tiveness of the Mediterranean Sea region is expected to
decline as comfort distribution changes from a ‘summer
peak’ to a ‘bimodal distribution’, with less attractive sum-
mers and more attractive springs and autumns (Amelung and
Viner 2006; Amelung et al. 2007; Moreno and Amelung
2009; Hein 2009; Perch-Nielsen et al. 2010; Moriondo et al.
2011), see also Table 17.2.
However, studies conclude that by 2030 (or even 2060)
the Mediterranean Sea region will not have become too hot
for beach tourism (Moreno and Amelung 2009; Rutty and
Scott 2010), because surveys show that it is mostly rain that
drives beach tourists away (de Freitas et al. 2008; Moreno
2010). Domestic tourism and international visits from
southern Europe to locations in northern Europe may
increase at the expense of southern locations (Hamilton and
Tol 2007; Willms 2007; Hein 2009; Amelung and Moreno
2012; Bujosa and Rosselló 2012). The Intergovernmental
Panel on Climate Change stated with medium conﬁdence
that tourism activity may increase in northern and
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continental Europe, developing travelling patterns closer to
home (IPCC 2014b). Nevertheless, no signiﬁcant changes in
the tourism sector are expected before 2050.
A spatial and temporal redistribution of tourism through
climate change could lead to shifts, such as Europeans
extending their tourism activities over a longer period, tak-
ing trips to the Mediterranean Sea region in spring and
autumn, and to northern Europe in summer (Ciscar et al.
2011). However, a key assumption is that the tourism system
has full flexibility in responding to climate change (Ciscar
et al. 2011: 2681). Studies are also needed to address any
new environmental challenges appearing along the North
Sea coast, for example if more infrastructure and buildings
are needed for the already well visited summer period.
However, there are limitations to those forecasts. Preferred
beach temperatures differ among travellers from different
countries (Scott et al. 2008; Rutty and Scott 2010). Accord-
ing to Maddison (2001), British tourists are attracted to cli-
mates around an average of 30.7 °C, which they are unlikely
to ﬁnd in northern Europe even with climate change. Rutty
and Scott (2013) interviewed beach tourists on Caribbean
islands and found that travellers from the UK preferred
temperatures of 27–30 °C while Germans preferred 30 °C. It
was shown that preferred beach temperatures differ among
travellers from different countries (Scott et al. 2008; Rutty
and Scott 2010). Rutty and Scott (2010) also found that the
impact of media news about heat waves on travel decisions
varied according to the level of commitment to the trip
(planning a holiday or a trip already booked). Hall (2012)
listed the major weaknesses of current models in predicting
travel flow as follows: validity and structure of statistical
databases; temperature assumed to be the most important
weather parameter; role of information in decision-making
unclear; role of non-climatic parameters unclear (e.g. social
unrest, political instability, risk perceptions, destination per-
ception); assumed linearity of change in behaviour unrealis-
tic; and future costs of transport and availability of tourism
infrastructure uncertain.
The assumption that rising temperatures will be positive
for northern European tourist destinations does not consider
the impact of other, potentially negative environmental
changes in the region (e.g. Hall 2008). Also, there are
tourists that still want to travel to regions where they expect
resources other than the weather. For example, Moreno
(2010) found that almost three-quarters of visitors from
Belgium and the Netherlands questioned would still travel to
the Mediterranean Sea region even if their self-deﬁned pre-
ferred climatic conditions existed in northern Europe. For
some people, certain destinations appeal for reasons largely
unaffected by climate change, including uniqueness, travel
time, standard and cost of accommodation, perceived safety
and security, existing facilities, services, access, and host
hospitality (Hall 2005). It becomes clear that climate change
is just one out of many factors affecting their attractiveness.
17.5 Mitigation and Adaptation Policies
Destinations can seek to lessen the impact of climate change
on tourism by adapting to the changes (Gössling et al. 2012).
Several studies address both adaptation and mitigation (see
Scott and Becken 2010; Scott et al. 2012b; Becken 2013 and
Gössling et al. 2013).
As tourists are flexible in their destination choice and
because tourism operators can easily change their portfolio,
adaptation measures are of special importance for tourism
suppliers on site. The choice of adaptation measures (for
example when securing infrastructure, rebuilding accom-
modation, and changing transport) will depend on the type
and magnitude of the climate impacts. They may also affect
destination attractiveness. For example, raising seawalls on
the North Sea coast could result in a less appealing land-
scape (Regierungskommission Klimaschutz 2012). More
research is needed to understand the role of coastal zone
management and tourism activities in climate change adap-
tation, especially in the North Sea region.
In deciding on long-lasting adaptation measures and
investigations, the tourism sector faces two fundamental
issues: uncertainty in climate scenarios (Turton et al. 2010)
and short investment cycles (Bicknell and McManus 2006).
Table 17.2 Qualitative assessment of the impact of climate change (IPCC SRES A1F scenario) on sustainable tourism development in the
Balearic Islands in the 21st century (Amelung and Viner 2006)
Spring Summer Autumn Winter Net effect
Revenue ↑↑ ↓↓↓ ↓↓ ↑↑ ↓↓
Occupancy ↑↑ ↓↓ ↔/↓ ↑↑ ↑
Employment ↑↑ ↓↓↓ ↓↓ ↑↑ ↓↓
Migration ↑ ↓↓↓ ↓↓ ↔ ↓↓
Water use ↑↑ ↓↓↓ ↓↓ ↑↑ ↓
Impact on biodiversity ↑↑↑ ↓↓↓ ↓↓ ↑ ↓
↑ Increase; ↓ decrease; ↔ little or no change
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Nevertheless, more frequent extreme weather events over the
past few years have raised awareness of the need for climate
change adaptation and disaster reduction (d’Mello et al.
2009; Becken and Hughey 2013).
Tourism is, in parts, an energy-intensive industry and so
itself contributes to climate change. According to
UNWTO/UNEP (2008), global tourism accounts for 5 % of
global carbon dioxide emissions (Fig. 17.3). A busi-
ness-as-usual scenario projects emissions from global tour-
ism to grow by 161 % between 2005 and 2035. Emissions
from air transport and accommodation are expected to triple.
Two alternative emission scenarios show that mitigation
solutions using technology only are hard to achieve. Even
combined with behavioural changes, no signiﬁcant reduc-
tions in carbon emissions can be gained in 2035 compared to
2005 (IPCC 2014c). In a recent article on tourism’s global
environmental impact, Gössling and Peeters (2015) predict
that tourism-related energy use, emissions, and water, land
and food requirements will double within the next 24–
45 years. The growth factor for the different components
varies from 1.92 (fresh water) to 2.89 (land use) for 2050.
An alternative development is possible, but would require a
tremendous effort by politics, industry and tourists. But as
the demand for tourism is expected to increase (IPCC
2014c), mitigation options are necessary. More research is
needed, especially in the transport sector (such as on
switching from kerosene to biofuels) and the building sector
(such as on retroﬁtting or energy-efﬁcient new builds) (IPCC
2014c).
A key question is the extent to which tourists will change
their travel plans to reduce their impact on global climate.
Their apparent unwillingness to adapt their travel behaviour
means that the greatest responsibility for mitigation remains
with politicians, the tourism industry and tourism supply.
According to Kreilkamp (2011), it is a matter of innova-
tiveness: Adaption as well as mitigation actions can be used
by companies that aim to differentiate themselves from
competitors through innovative approaches and use such
actions for effective public relations. Gössling et al. (2013)
showed how climate policy may influence travel costs and
tourism patterns. Countries with strong climate change policy
frameworks (carbon taxes, emissions trading schemes, etc.)
also show more interest in tourism-speciﬁc policies to
address climate change (Becken and Hay 2012). No country
has yet adopted a low-carbon tourism strategy (OECD/UNEP
2011) and academic research on tourism policy dealing with
climate change is still rare (Becken 2013).
17.6 Conclusions and Future Research
Despite the many papers published up to today, an analysis
of the content of four leading tourism journals showed that
publications on climate change represented only 1.7 % of all
papers published between 2000 and 2009. It demonstrates
that 66 % of the 128 papers found were classiﬁed as studies
of the potential impacts of climate change on destinations or
changing visitation patterns, with 40 % on winter ski tour-
ism and less than 10 % on small islands or coastal areas
(Scott 2011). For a more detailed analysis of tourism
knowledge with respect to climate change adaptation, miti-
gation and impacts see Hall (2012).
Gössling et al. (2012) summarised in their paper review
of the complexity of demand responses and consumer
behaviour influenced by climate change that some knowl-
edge gaps remain. It is still difﬁcult to understand the
impacts of extreme weather and environmental events on
tourist behaviour and this should be considered over both the
short and the longer term. There is an assumption that rising
temperatures will have positive effects for northern European
tourist destinations. However, this does not consider the
impact of negative environmental changes in the region or
that tourists will still want to travel to climatically disad-
vantaged regions, since climate change is not the only factor
affecting the attractiveness of travel destinations.
Destinations can seek to deal with climate change through
adaptation measures and thereby lessen its potential impacts.
Further research is needed on the relationship between the
impacts of climate change and speciﬁc tourist behaviours,
activities, or tourism flows to coastal destinations (Moreno
and Amelung 2009). Also, as Scott et al. (2012b) pointed
out, very few studies address the consequences of mitigation
policy in tourism.
Despite some negative impacts, the direct consequences
of climate change are expected to be mostly positive for the
Fig. 17.3 Percentage contribution of tourism sub-sectors to carbon
dioxide emissions (UNWTO/UNEP 2008)
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tourist industry in the North Sea region if supply can keep up
with demand. The seasonal distribution of demand will
improve substantially in summer, and the region will be able
to compete better with other major destinations such as the
Mediterranean Sea region due to the warmer, dryer summers
expected in the future. As the season lengthens, there will be
more days suitable for outdoor recreation. Overall, climate in
the North Sea region for tourism will improve. However,
other conditions, such as beach width, landscape, and water
quality will be affected negatively.
Although the tourism industry has little influence on the
behaviour of tourists (IPCC 2014c), it can still take action on
tourism supply. Some researchers see a need for drastic
changes in the forms of tourism and the uses of leisure time
as well as in destinations (Ceron and Dubois 2005;
UNWTO/UNEP 2008; Gössling et al. 2010; Dubois et al.
2011; Peeters and Landré 2012).
Further studies in the North Sea region are essential to
better understand the role of climate change impacts on the
attractiveness of tourist destinations; on a changing Tourism
Climate Index on tourism there, on changes in tourism
demand and on possible shifts in travelling. As catastrophic
events show, such as terrorism or natural disasters, the
tourism industry is resilient. Nevertheless, actors in the
tourism industry along the North Sea coast need to minimise
risks while seeking to take advantage of new opportunities.
Multidisciplinary research is needed that considers tourism
trends, including climate change, together with social, eco-
logical, economic, technological and cultural developments.
More research is needed on how the challenges brought by
climate change could be addressed in a proactive and sus-
tainable manner.
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Abstract
All North Sea countries are confronted by climate change impacts such as accelerated
sea-level rise, increasing storm intensities resulting in as well higher set-up of storm surges
as growing wave energy and a follow-up of morphological changes. Thus it is necessary to
question the effectiveness of existing coastal protection strategies and to examine alternative
strategies for coastal protection under a range of scenarios considered possible. Scenarios of
accelerating sea-level rise leading to changes in sea level of up to 1 m or more by 2100 and
higher set-up of storm surges with increasing wave energy have been used for planning
purposes. Adaptation strategies for future coastal protection have been established in all
North Sea countries with vulnerable coasts, observing two propositions: (1) structures are
economic to construct in the short term and their dimensions easily adapted in the future to
ensure flexibility in responding to the as yet undeterminable climate change impacts and
(2) implementation of soft measures being temporarily effective and preventing counter-
action to natural trends. The coastal protection strategies differ widely from country to
country, not only in respect of distinct geographical boundary conditions but also in terms of
the length of the planning period and the amount of regulations. Their further development is
indispensable and emphasis must more and more be laid on strategies considering the effects
of long-term development of coastal processes for future coastal protection. Filling gaps in
knowledge is essential for developing sustainable adaptation strategies.
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18.1 Introduction
Climate change will create stronger challenges for coastal
protection than experienced in the past. Loads on protection
structures are increasing and increased flood risk in the
majority of coastal areas has coincided with ongoing growth
in population and investment. Since the implementation of
measures in coastal protection needs a forerun of decades,
the determination of boundary conditions for their design
requires an appropriate and sufﬁciently safe margin for
foreseeable developments in the future. This is presently best
practice in coastal engineering but becomes more difﬁcult
and uncertain the further forward in time considered since
there are no reliable forecasts for future climate change
impacts, only wide-ranging scenarios. Therefore adaptation
strategies for coastal protection must aim to be both eco-
nomic to construct in the short term and designed such that
they can be easily adapted in the future, allowing adequate
flexibility in order to respond to the as yet insufﬁciently
determinable effects of future climate change impacts. To
meet these requirements, current understanding of climate
change effects on coastal protection measures must be used
to examine alternative strategies for future coastal protection
under a wide range of scenarios for climate change impacts
regarded as possible.
18.1.1 Boundary Conditions of Coastal
Protection
The aims of coastal protection are ﬁrst the safety of the
hinterland against flooding due to storm surges and second
to limit coastal retreat. An essential basis for achieving these
objectives is sound knowledge of the governing boundary
conditions, such as local hydrodynamic loads or morpho-
logical processes. Acceleration of sea-level rise (SLR) due to
changing global climate will be a threat in all coastal areas.
This threat will be compounded by a number of secondary
effects of climate change that will increase loads on coastal
protection structures or on dunes and cliffs providing shelter
for the hinterland against flooding.
Climate change will also lead to increasing storm inten-
sities which will—particularly in the shallower parts of the
North Sea—cause higher set-ups of storm surges (EEA
2012; Woth et al. 2006; Weisse et al. 2012). As a result,
water depths at the coastlines will increase for design con-
ditions; the shallower the local coastal waters the greater the
increase. Since in areas like the Wadden Sea coasts in the
southern North Sea, wave heights and periods on tidal flats
are strongly depth-controlled (Niemeyer 1983; Niemeyer
and Kaiser 2001), any increase in local water depth would be
accompanied by correspondingly higher wave loads on
coastal structures or on dunes and cliffs (Niemeyer 2010).
Accelerated SLR will also be accompanied by morpho-
dynamic responses in sedimentary coastal areas which may
be unfavourable to coastal protection. For instance, adaption
of tidal flat levels may no longer keep pace with SLR, and if
rates exceed a certain threshold then tidal flats might even
disappear (Müller et al. 2007). Water depth in front of
coastal structures would then increase and result in the
propagation of higher and longer waves during storm surges
and thus stronger wave loads. Adaption of tidal flats to SLR
is governed by the hydrodynamics of ordinary tides. In
contrast, the vertical growth of saltmarshes depends on
hydrodynamics during meteorologically enhanced tides and
in particular on storm surges (Townend et al. 2011). In
addition to this signiﬁcant disparity in governing boundary
conditions there are indications that salt marshes also have a
limited capability to grow with sea level: above a certain
threshold in the rate of SLR they will no longer keep pace.
The threshold for SLR to limit the vertical growth of salt-
marshes will be slightly raised, however, by an increase in
the frequency of storm surges (Schuerch et al. 2013).
The response of coastal morphology to accelerated SLR
is much more pronounced on wave-exposed sandy coasts
and barrier islands than, for example, in front of coastlines
on estuaries or tidal basins with tidal flats and salt marshes;
areas with a high share of cohesive sediments. Adaption of
the shoreface to erosion induced by SLR according to the
BRUUN-Rule and its steepening will take place simultane-
ously (Bruun 1962; Stive and de Vriend 1995). Since
shoreface processes affect conditions at adjacent beaches
(Mulder and de Vos 1989), erosion and coastal retreat will
also occur. At interrupted coasts with estuaries or tidal inlets
and basins, SLR will increase basin volume and drive an
increasing demand for external sediment supply to enable
adaptation towards the moving target of morphodynamic
equilibrium (Ranasinghe et al. 2012).
The result is erosion of coastal stretches in the vicinity of
the tidal inlets, leading to stronger coastal retreat than would
occur through shoreface adaption to SLR alone (Ranasinghe
et al. 2012). The volume of ebb-deltas will also decline as
they will act as the initial source for meeting the increased
sediment demand of the basins (Stive and Eysink 1989).
Since the sheltering effects of ebb-deltas depend on their
sediment volume (Kaiser and Niemeyer 1999), wave pene-
tration into the basin and onto adjacent beaches will be less
restricted causing higher loads on structures, dunes and cliffs
and increasing erosion of beaches and dunes and, although
to a lesser extent, tidal flats and salt marshes. The impact of
all such processes will increase, the more SLR is accom-
panied by an increase in tidal range.
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These secondary effects of climate change are superim-
posed on each other, and may even invoke a feedback
(Fig. 18.1) which further complicates the prediction of future
change (Niemeyer 2015). It will be a major challenge for
coastal researchers to develop and apply suitable morpho-
dynamic models that can encompass a sufﬁciently wide
range of scenarios for future climate change effects. Such
models are needed to meet the knowledge base required for
more detailed planning and development of adaptation
measures for coastal protection. This is particularly the case
for wave-exposed sandy coasts and barrier islands, where the
secondary effects of accelerated SLR on morphology are
expected to be stronger, faster and more diverse than those
anticipated in front of coastlines with a high degree of
cohesive sediments, where morphodynamic adaption is more
predictable (Niemeyer 2015).
18.1.2 Coastal Protection Strategies
in Response to Climate Change
Impacts
Global warming and the resulting acceleration in SLR
necessitates a thorough re-evaluation of coastal protection
strategies in many parts of the world. This includes the North
Sea coasts of Europe, where coastal protection has a history
of more than 1000 years. For most of the North Sea coasts,
maintaining a protection line through dykes, solid structures
or dunes and cliffs was historically the result of human
activity. The potential for faster SLR through global
warming has alerted coastal managers to question whether
this strategy of keeping the line will still be appropriate, or
whether alternative strategies should be considered.
The Intergovernmental Panel on Climate Change (IPCC)
Coastal Zone Management Subgroup identiﬁed alternative
adaptation strategies for SLR: retreat, accommodation and
protection (IPCC 1990), following an earlier Dutch evalua-
tion, which also included the additional strategy of moving
the defence line seaward (Rijkswaterstaat 1989). All four
strategies are manifested in historical practice (Niemeyer
2005, 2010). The strategy ‘protection’ has since been further
differentiated by distinguishing between traditional line
protection and alternative protection schemes such as set-
back or realignment and combined protection (ComCoast
2007). Although moving the defence line seaward is only
suitable in very speciﬁc situations, and may not always be
ethically and politically acceptable, the other strategies are
regarded as options for adapting coastal protection in
response to possible future climate change effects. Recent
investigations have shown that simple conceptual evaluations
by graphical schemalizations and purely qualitative discus-
sion such as carried out by ComCoast (2007), are unreliable
and sometimes even misleading since important boundary
conditions such as hydrodynamic loads, topographic fea-
tures, existing protection structures and necessary resources
are ignored or misjudged. Therefore it is essential to evaluate
strategies by applying scenarios for design conditions in
real-world environments (Niemeyer et al. 2011a, b, 2014).
The same comments also apply to conclusions drawn by
Temmerman et al. (2013) concerning the effectiveness of
protection strategies that improve the ecological value of
coastal and estuarine areas by a set-back of the existing
protection line, since the emphasized equivalence of safety
against flooding of the hinterland achieved by the protection
strategy applied beforehand is only an assumption. Model
tests for proving that assumption are to be carried out in the
future thus allowing reliable judgements (STW 2013). The
expectation of a reduction in hydrodynamic loads on struc-
tures by a set-back strategy (Temmerman et al. 2013) con-
tradicts results being achieved for the evaluation of
Fig. 18.1 Combined effects of climate change on a North Sea coast:
morphodynamics and hydrodynamic loads at a sandy coast (barrier
islands) (left) and on hydrodynamic loads on coastal structures at a
lowland coast along an estuary and tidal basins with cohesive sediments
(right) (Niemeyer 2015); background image from the Common
Wadden Sea Secretariat (www.waddensea-secretariat.org)
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alternative coastal protection strategies by mathematical
modelling for design conditions in similar environments
(Niemeyer et al. 2011a, b, 2014). Nevertheless, potential
improvements in ecological quality by applying alternative
strategies should be balanced against the higher capital costs
for coastal protection in respect of societal demands.
Although evaluations of protection strategies for coasts
with a signiﬁcant fraction of cohesive sediments yield reli-
able results, this is not the case for wave-exposed sandy
coasts and barrier islands with higher dynamics (Fig. 18.1).
The impacts of climate change on coastal processes may
require a higher level of adaptation there than at other
locations. Taking into account the enormous additional effort
this will require, adaptation strategies for wave-exposed
sandy coasts and barrier islands will need to accommodate
stronger and more variable coastal processes due to future
climate change impacts than at present. Such an approach
could then serve as a blueprint for the development of
flexible coastal protection schemes that are sufﬁciently
adapted to future climate change impacts in order to prevent
any incompatibility with future developing trends driven by
nature. Such schemes are likely to prove more favourable
than some of the traditional coastal protection measures.
18.2 Adaptive Planning and Regulation
Adaptation strategies for future coastal protection have been
established in all North Sea countries with vulnerable coasts.
These differ widely from country to country, especially in
terms of the length of planning period and amount of
regulation.
18.2.1 Belgium
The Flemish Government approved a Master Plan Coastal
Safety (Afdeling Kust 2011) in June 2011 comprising cal-
culations and safety assessments for the periods 2000–2050
and 2050–2100. A vision for further development of the
Flemish coastal zone is on its way aiming at the integration
of safety, natural values, attractiveness, sustainability and
economic development including navigation and sustainable
energy. This concept is referred to as Vlaamse Baaien or
Flanders Bays 2100 (Vlaamse Baaien 2015a, b) and
includes conceptual plans for responding to climate change
effects beyond 2050. This idea was initiated by a concept
study launched by a private consortium of different consul-
tant and construction companies under the name Flanders
Bays 2100 (Vlaamse Baaien 2015a). Execution of the Master
Plan Coastal Safety, however, is a pre-condition that must be
met before implanting the ‘Flanders Bays’ concept (Vlaamse
Baaien 2015a). It is expected that the safety levels
incorporating the projected SLR until 2050 will require
maintenance nourishments thereafter. For the Belgian part of
the Western Scheldt estuary the Sigma Plan was established
after the floods of 1976 and was revised in 2005 to include
projected SLR until 2050. New understanding of coastal
management, which balances safety and environmental
protection and also shipping where it plays a key role, have
resulted in a vision of multifunctional and sustainable use of
the Western Scheldt estuary (Sigmaplan 2016).
18.2.2 Denmark
The Danish Government announced its strategy for adapta-
tion to a changing climate in 2008 (Danish Government
2008). The report provides an overview of the challenges
arising from future climate change in terms of 11 sectors,
one of which is the coastal zone. The adaptation strategy for
coastal protection was developed by the Danish Coastal
Authority (2012). The aim is to provide coastal communities
with a regionally differentiated basis for adaptation to 2050,
and then to 2100. Every ﬁve years the Coastal Authority
undertakes a safety assessment of the central part of the
Danish North Sea as a basis for coastal protection planning
as well as ﬁnancial planning. There is no ﬁxed schedule for
safety assessments in the Danish Wadden Sea: two have
been undertaken since 1999. In all other parts of the Danish
coasts the land owners are themselves responsible for
protection.
18.2.3 Germany
For the German North Sea coast, adaptation strategies in the
four federal states are regulated differently. In the Free and
Hanseatic City of Bremen a sector plan was established by
the ministry (SUBV 2012). The building programme
matching the safety levels established in 2007 includes a
heightened precaution measure for climate change effects
and will be ﬁnished in 2025. For the Free and Hanseatic City
of Hamburg the parliament accepted a proposal made by the
state government which is a guideline for planning until
2050 (Senat FFH 2012). A safety assessment will be
undertaken every ten years. In Schleswig-Holstein, design
boundary conditions were revised with respect to SLR
expected by 2050 and 2100 in an update to the Coastal
Protection Masterplan (MELUR 2013); safety assessments
are planned every ten years. In 2008, the state government of
Lower Saxony established a government commission of
management experts, scientists and stakeholders to develop
an adaptation strategy for climate change effects including
coastal protection, supported by expert groups on speciﬁc
themes. A well-funded research programme was initiated in
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order to provide the commission with basic information on
key issues like coastal protection. A report on the adaptation
strategy was delivered in 2012 (MU 2012) and its recom-
mendations for initial actions were approved by the state
government in 2013: the optimal strategy for coastal pro-
tection at the mainland coast is by keeping the protection
line; precautionary observations and investigation pro-
grammes are required to address identiﬁed knowledge gaps
and so enable future substantiation of adaptation measures;
and the need to continue the safety assessment programme
with a ten-year cycle. Investigations of clay quality in the
cover layer of existing dykes as a basis for introduction of
increasing overtopping tolerance in future design procedures
to balance—at least partly—higher hydrodynamic loads are
a major component of this research programme. Of even
greater importance is the identiﬁcation and quantiﬁcation of
morphological effects due to climate change impacts in the
dynamic East Frisian barrier islands region to provide the
essential basic knowledge for developing a resilient adap-
tation strategy for the future protection of the area against
flooding and effects of structural erosion. An independent
commission shall be appointed to provide recommendations
on implementing this programme.
18.2.4 Netherlands
In the Netherlands, consideration of climate change effects
started earlier than in most other countries (Rijkswaterstaat
1989, 1990). In 2001, a safety assessment procedure was
laid down in the Water Act, requiring an assessment every
ﬁve years, later increased to six. The need for more
advanced adaptation to climate change led to the establish-
ment of the second Deltacommissie (2008). Starting from
scenarios for SLR and river discharge, this committee pro-
duced recommendations which included, among others, the
establishment of a Delta Program led by a Delta Commis-
sioner at ministerial level, to recommend how to implement
a risk-based flood safety approach and how to establish an
effective organisation and legal framework. The Delta
Commissie’s recommendations were approved by parlia-
ment in a Delta Act. A budget of EUR 1 billion per year was
initially foreseen for planning and implementing climate
adaptation measures, but this has now been revised to EUR 9
billion for the period 2013 to 2028. Adaptation to newly
deﬁned safety levels aimed at 2050 is intended to be ready
by 2028. The process is accompanied by an annual National
Delta Congress. The Delta Program on several strategic
decisions regarding future flood safety and freshwater pro-
vision is now ﬁnished. The new safety norms are currently
being laid down in the new Water Act, and are expected to
come into effect as of 2017. Future safety assessments will
be undertaken every twelve years (Rijkswaterstaat 2015b).
18.2.5 United Kingdom
The Climate Change Act 2008 provides a legally binding
and long-term framework to cut carbon emissions in the
United Kingdom, but also makes provision for an assess-
ment of the risks of climate change for the United Kingdom
to be undertaken on a ﬁve-year cycle. The ﬁrst of these is the
2012 Climate Change Risk Assessment (CCRA) (DEFRA
2012). This was based on climate projections by Lowe et al.
(2009) and included an assessment of the economic impli-
cations of climate change for different sectors and the
potential costs and beneﬁts of different adaptation responses.
Building on the outputs of the CCRA, the government and
the Devolved Administrations (Northern Ireland, Scotland,
and Wales) are developing adaptation programmes that will
set out Government objectives for adaptation to climate
change as well as proposals and policies to deliver these
objectives. The programmes will be subject to regular
assessment by the Committee on Climate Change to deter-
mine progress towards implementation.
18.3 Safety Margins for Climate Change
Effects
18.3.1 Sea-Level Rise Scenarios and Safety
Levels
The safety levels of hydrodynamic loads are the criteria used
for dimensioning coastal protection structures to ensure their
effectiveness in protecting against flooding due to storm
surges. Superimposed safety margins ensure that the struc-
tures remain effective against flooding over the course of
their anticipated lifespan; safety margins for SLR have been
in use since the 1950s and are superimposed on the safety
levels for hydrodynamic loads on the structures. The safety
margins associated with accelerated SLR and other potential
climate change effects are considered in distinct rates in the
countries along the North Sea coasts. But ultimately, the
safety of the protected areas depends on the aggregated
safety margins and safety levels; the latter still the more
relevant in respect of the order of magnitude. A comparison
of safety levels between countries makes little sense. On the
one hand, some countries have introduced distinct safety
levels on regional scales, while on the other a comparison of
exceedance probabilities is sometimes misleading. If distinct
extreme value distributions are used to evaluate design
parameters, the same exceedance probability might deliver
distinctive results; with the larger the difference the lower the
probability of occurrence. Moreover methodological differ-
ences like choice of used values or data ﬁtting, and length of
time series prevent a credible comparison: benchmarking by
exceedance probabilities or return periods is only reasonable
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Fig. 18.2 North Sea Basin and surrounding countries (base map: http://de.wikipedia.org/wiki/Datei:North_Sea_map-en.png)
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and provides reliable results if the methodological basis for
their evaluation is compatible. Therefore the following
review of current safety margins for SLR and other hydro-
dynamic effects due to climate change includes only a brief
description of safety levels. All locations mentioned in the
following texts are shown in Fig. 18.2.
18.3.1.1 Denmark
A SLR of 0.1–0.5 m by 2050 and 0.2–1.4 m by 2100 is
assumed in Denmark. This is partly compensated for by a
land rise of 0–0.1 m by 2050 and 0–0.2 m by 2100, leading
to a relative SLR of 0–0.5 m by 2050 and 0–1.4 m by 2100.
An increase in the set-up of severe storm surges of 0–0.1 m
by 2050 and 0–0.3 m by 2100 is also assumed due to higher
wind velocities resulting also in higher and longer waves.
Peak storm surge levels may increase by up to 0.6 m by
2050 and up to 1.7 m by 2100 due to the combined effect of
SLR and increasing surge set-up. Information on the
changing wave climate is provided by comparing actual
conditions with scenarios for the period 2071–2100. For
dykes on the Wadden Sea coast, cost estimates for adapta-
tion have been carried out. For a recently strengthened
13-km stretch of the dyke line south of Ribe a safety margin
of 40 cm has been considered. The safety level in Denmark
is deﬁned for sandy coasts by conditions with a yearly
exceedance probability of 10−3 for the city of Thyboron and
10−2 for the coastal stretch between Agger and Nymindegab.
The width of dunes required to meet that safety level was
determined empirically from historical data on dune erosion.
Safety levels for the dykes at the Wadden Sea coast of
Denmark range between 2 × 10−2 and 5 × 10−3, depending
on population density in the protected area. Design is aimed
to achieve these safety levels until 2100, and takes into
account projections for SLR, increased set-up of storm sur-
ges and changes in wave climate. The level of acceptable
overtopping tolerance for dykes is 10 %, which is equivalent
to approximately 10 [l× (m s)−1] for the boundary condi-
tions at the Danish Wadden Sea coast. The other parts of the
Danish North Sea coast have no flood risk.
18.3.1.2 United Kingdom
Safety levels in the United Kingdom depend on the degree of
development of the protected areas. For London and the
developed parts of the Thames estuary a yearly exceedance
probability of 10−3 is applied, whereas the corresponding
safety level for all other urban areas along the North Sea
coast is a yearly exceedance probability of 5 × 10−3. For the
other parts, lower safety levels are applied in respect of local
circumstances. Since 1999, a SLR of 40 cm is assumed for
the North Sea coast north of Flamborough Head for the
design of structures with a lifespan of 100 years, and a SLR
of 60 cm for the North Sea coast south of Flamborough
Head. The flood risk management plan for the Thames
estuary takes the following safety margins for SLR into
consideration (Environment Agency 2013):
• 4 mm year−1 to 2025
• 8.5 mm year−1 for 2026–2055
• 12 mm year−1 for 2056–2085
• 15 mm year−1 for 2086–2115.
National guidance issued in 2011 advises using the UK
Climate Projection 09 (DEFRA 2011) for relative SLR based
on the medium-emissions 95th percentile projection for the
project location. Upper-end (95th percentile) estimates are as
follows:
• 4 mm year−1 to 2025
• 7 mm year−1 for 2026–2050
• 11 mm year−1 for 2051–2080
• 15 mm year−1 for 2081–2115.
Guidance is also given for storm surges, where an
assessment of extremes is recommended and upper-end
estimates are provided as follows: 20 cm by the 2020s,
35 cm by the 2050s and 70 cm by the 2080s. Work is
underway on developing wave climate projections.
18.3.1.3 Germany
In Germany, the four federal states use three different
methods for evaluating design water levels on the North Sea
coast and adjacent estuaries. They have been tuned to yield
similar values at the Cuxhaven gauge at the mouth of the
Elbe estuary between 2010 and 2012. A matching value is
achieved for the method practised in Schleswig-Holstein by
adding an additional measure for the surge set-up in an
estuarine mouth to the value achieved by the commonly used
yearly exceedance probability of 5 × 10−3. Hamburg has
developed a new deterministic approach in order to meet the
target range. Bremen and Lower Saxony met the anticipated
target value beforehand by applying the traditionally used
deterministic single-value method by combining the actual
mean high water level with the highest values of maximum
spring elevation, storm surge set-up and the chosen safety
margin for climate change effects for the determination of
design water levels. Design water levels in Lower Saxony
and in the Netherlands at the Ems-Dollard estuary have
similar values, the surge set-up of the design water level has
a yearly exceedance probability of 2.5 × 10−4. Tolerable
wave overtopping at dykes is limited to 2 [l× (m s)−1] in
Schleswig-Holstein and to 3 % in Bremen and Lower Sax-
ony corresponding to an overtopping volume in the range of
approximately 0.1–1.5 [l× (m s)−1] with a tendency to cor-
respond to the cross-sectional areas of dykes. All four states
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account for future climate change effects in the evaluation of
design water levels by adding a general provision margin of
50 cm for 100 years. This measure would be equivalent to a
SLR of about 40–45 cm per 100 years. Since 2012/2013 in
Hamburg, 20 cm of the anticipated 50 cm SLR will be taken
into account in the design of coastal protection structures
with a lifespan to 2050. Whereas in Schleswig-Holstein and
Hamburg the provision margin is a comprehensive part of
the design water level, in Lower Saxony and Bremen a
different approach is used in designing coastal structures: the
provision margin is split into a SLR of 25 cm and an
additional increase in storm surge set-up of 25 cm. The latter
requires higher storm velocities and so also takes into
account higher wave energy. Furthermore, for the applied
design procedure the—at least partial—adaption of tidal flats
to an accelerated SLR is neglected leading to greater water
depths and higher and longer waves in front of coastal
structures. As a result, the incorporation of dynamic ele-
ments in the design procedure generates a higher safety
margin than using an additional ﬁxed value for design water
levels. Furthermore, in Bremen, Hamburg and Lower Sax-
ony, solid structures are constructed so as to accommodate
an increase in water level beyond the anticipated safety
margin; this comprises up to an additional 75 cm (Bremen),
80 cm (Hamburg) or 50 cm (Lower Saxony).
18.3.1.4 Belgium
The Flemish authorities are anticipating a SLR of about
6 mm year−1 by 2050 and 10 mm year−1 between 2050 and
2100 at the Belgian coast, and these values have been con-
sidered for planning and construction targeted at safety
levels for 2050 and being ready by 2018. The safety level is
a yearly exceedance probability of 10−3 for both water level
and waves, and is based on extreme value distributions for
the determinative directions for very high storm surges. The
design procedure is based on a storm duration of 45 h,
covering three tidal high peaks, for dunes, dykes, sluices,
weirs and quay walls in harbours. The threshold of tolerable
wave overtopping on dykes is 1 [l× (m s)−1] and dune
erosion must be limited to a predeﬁned level. Quay levels in
harbours, heights of sluices and weirs will be checked with
the aim of matching the design water levels. Risk analyses
are carried out for four scenarios, including storm surges
with higher tidal peaks than considered for the design storm
surge up to a yearly exceedance probability of 5.89 × 10−5.
The aim is to derive basic information for the introduction of
higher safety levels on the basis of a beneﬁt-cost ratio and
risk reduction if events occur for which evacuation is nec-
essary. In the revised Sigma Plan for the Belgian part of the
Western Scheldt estuary the design of coastal protection
structures was based on a cost-beneﬁt analysis (Broekx et al.
2011; Sigmaplan 2016).
18.3.1.5 Netherlands
To date, safety levels in the Netherlands refer to the rec-
ommendations of the ﬁrst Delta Committee after the 1953
flood: a probabilistic flood safety deﬁnition based on the
exceedance probabilities of water levels and waves. The
safety levels differ between the various parts of the country
in respect of population density, economic value and risk of
flooding. Two safety levels have been established at the
coast: 10−4 for the central Holland coast and
2.5 × 10−4 year−1 for the southwestern Delta area and the
Wadden Sea with the Ems-Dollard estuary in the Northeast.
Later overtopping tolerance on dykes has been limited to
0.1–1 [l× (m s)−1] depending on the quality of the cover
layer. The Second Deltacommissie (2008) recommended
raising safety standards ten-fold based on economic and
population growth since 1953. Meanwhile, a decision has
been made to replace the current procedure by a risk-based
approach, incorporating the probability and degree to which
a protection structure will fail if its design conditions are
exceeded, as well as the loss of life and material damage that
would occur in the event of a flood. A basic safety level is
introduced, with a yearly probability of 10−5 as an upper
limit for the loss of life due to flooding as local individual
risk. For its evaluation two types of additional study are
required: one on the threat to life due to flooding and one
based on a societal cost-beneﬁt-analysis. The ﬁnal opera-
tional layout is expected to be introduced in 2016 in order to
be ready for the safety assessment in 2017 (MIenM 2013).
The Delta Commissioner expects that, to date, the safety
levels used in coastal areas have led to protection structures
that will meet the requirements of the new safety levels
(Helpdesk Water 2015). Explorative studies of some dyke
rings, however show that this new approach may lead to
very different assessments of flood safety (Rijkswaterstaat
2005, 2015a). A more detailed investigation for the Lake
IJssel area (Deltaprogramma IJsselmeergebied 2013) con-
ﬁrms this. The reason is that the failure of different stretches
of dyke in a dyke ring may lead to different numbers of
individuals being exposed to flooding. Safety margins for
accelerated SLR due to the Delta scenarios range from 0.35
to 0.85 m until 2100 (Deltacommissaris 2013).
18.3.2 Coastline Stabilisation
and Anticipation
of Morphological Changes
Climate change will not only affect the hydrodynamic
boundary conditions for coastal protection but will also
cause morphological processes unfavourable to coastal
protection. Knowledge about such developments and their
consequences for coastal protection is much poorer than that
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available for future hydrodynamic loads. This lack of
understanding about future morphological changes not only
increases the uncertainties about future hydrodynamic loads
but also includes the possibility that parts of the present
coastal system could even disappear. A wide range of pos-
sible solutions are being considered in the coastal North Sea
countries to tackle this problem, although the dimensions of
morphological processes due to climate change impacts
remain partly unknown. Solutions discussed in the following
sections are all based on currently applied means to counter
erosion.
18.3.2.1 Germany
In Germany, the Federal States of Bremen and Hamburg are
responsible for relatively small sections of the open coast
and have left the problem of morphological processes due to
climate change impacts untouched in their adaptation sce-
narios to date. In the ‘Masterplan Coastal Protection of the
Federal State of Schleswig-Holstein’ erosion due the
BRUUN-rule is mentioned but only as a term without any
consideration in respect of precautionary measures or as a
topic for future research (MELUR 2013). Lower Saxony has
developed an intensive research programme as part of the
adaptation strategy, aiming to provide a robust evidence base
for the planning of appropriate measures (MU 2012), but this
programme has yet to start. In Schleswig-Holstein and in
Lower Saxony structural erosion in sandy environments is
typically compensated by artiﬁcial nourishments, particu-
larly on barrier islands.
18.3.2.2 Denmark
Some parts of the sandy North Sea coast of Denmark
experience structural erosion (Van de Graaff et al. 1991)
which is compensated by artiﬁcial nourishments of 2–3
million m3 year−1. The total volume required is determined
by the sum of:
• the annual average erosion above the 6 m depth contour
between 1977 and 1996
• loss of nourished volume between the 6 and 10 m depth
contour
• compensation for proﬁle steepening since the middle of
the period 1977–1996
• in the future, an extra 15 % of the sum of all three to
cover uncertainties.
Since artiﬁcial nourishment steepens the shoreface, extra
volumes of material are likely to be needed to offset the
effects of SLR. The Danish Coastal Authority has carried out
intensive empirical studies to determine the volumes
required for future nourishments to compensate for erosion
due to accelerated SLR, shoreface steepening and increased
longshore transport due to anticipated higher wave energy.
The additional artiﬁcial supply for compensating for antici-
pated climate change effects under three scenarios averages
17 % in 2050 and 49 % in 2100 relative to the total volume
of nourishment in 2008 (Jensen and Sørensen 2008).
18.3.2.3 Belgium
Structural erosion on the Flemish coast is counteracted by
shoreface, beach and dune nourishments in order to reduce
flood risk. The need for nourishment varies from section to
section. Houthuys et al. (2012) noted a long-term general
trend along the Flemish coast ranging from slight accretion
in the west at the French border shifting to mild erosion east
at the Dutch border. For the period 2013–2020, an average
yearly volume of 20 m3 m−1 is considered necessary to meet
the target safety level and provide a ﬁve-year buffer; which
gives a total volume of 10 million m3. To address structural
erosion and the projected SLR, an extra annual volume of
7 m3 m−1 corresponding to a total volume of 14 million m3
is expected to be needed between 2020 and 2050 (Balcaen
2012) of which about half is needed to compensate for SLR.
This is based on the assumption of 500 m3 m−1 beach front
for an average beach and a foreshore width of 500 m.
18.3.2.4 Netherlands
Since the 1990s, the strategy for the sandy coasts of the
Netherlands has been one of dynamic management to sta-
bilise the basal coastline (Rijkswaterstaat 1990). This strat-
egy was extended offshore beyond the shoreface to the 20 m
depth contour in 2001, thus including the area known as the
coastal foundation (Mulder et al. 2007). On average,
12 million m3 is used each year for nourishments along the
sandy parts of the southwestern Delta, the closed Holland
coast and on the West Frisian Barrier islands (Rijkswater-
staat 2011). Following the currently applied procedure
(Mulder et al. 2007), increased demand for nourishments
due to accelerated SLR and secondary effects will be iden-
tiﬁed by assessing the annual surveys every four years and
then adjusting the amounts compensated within the follow-
ing four years (Deltacommissaris 2013). However, the pre-
sently nourished volume is still insufﬁcient to meet the aims
(Mulder and Tonnon 2010): a total volume of 20 million
m3 year−1 is needed in relation to current SLR. The reason
for this difference is largely due to the demand for sediments
from the Western Scheldt estuary and the tidal basins of the
Wadden Sea (de Ronde 2008). Although they are excluded
from the nourishment programme these coastal areas beneﬁt
from sediment import from the coastal foundation. Recent
studies on the adaption of the tidal basins of the Wadden Sea
to the closure of the Zuider Zee and sand-mining, show that
imported sediment volumes have been more than adequate
to compensate for current SLR (Elias et al. 2012) which
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might indicate a sediment transport capacity through the
inlets that is large enough to accommodate higher rates of
SLR than currently occur. An increase in yearly nourishment
volume to 20 million m3 is anticipated in the National
Waterplan (MVenW 2009) but no decision has yet been
made. The total amount of material to offset SLR is esti-
mated to be proportional to the rate of SLR; 7 million m3 per
mm year−1. The Deltacommissie (2008) suggested that
sediment budgets may need to increase to 85 million m3
year−1 by 2050, to compensate for a SLR of 12 mm year−1
along the whole Dutch coast including the southwestern
Delta and the Wadden Sea, whereas the actually introduced
scenarios for SLR assume rates of 3.5 mm year−1 until 2050
and 8.5 mm year−1 between 2050 and 2100 (Deltacommis-
saris 2013).
18.3.2.5 United Kingdom
With a coastline of about 18,000 km, the United Kingdom is
characterised by a wide range of shoreline types, inlets and
estuaries. Historically, responses to coastal stabilisation were
piecemeal and highly variable. Solutions included both hard
constructions such as seawalls, breakwaters, groynes, and
offshore reefs, and soft measures such as shingle recycling,
beach nourishment and salt marsh generation. This local
response has now been replaced by a more coherent and
regional approach, through the adoption of Shoreline Man-
agement Plans to balance the requirements for safety against
hazards and economic effort. The aim is to determine
defence needs at a regional scale before deﬁning the most
appropriate form of protection to fulﬁl the strategic need.
Central to this planning is a systematic and risk-based
approach, underpinned by regional monitoring. Considera-
tion is given to coastal geomorphology, geology, ecology,
exposure, flood and erosion risk, protection type, and man-
agement strategy. Programme design focuses on the moni-
toring requirements needed to deliver new coastal
engineering schemes over the next 30 years. Baseline sur-
veys were undertaken for each survey category. Thereafter, a
weighted sampling programme was developed according to
identiﬁed risks, which determines the temporal and spatial
frequency of data collection, reflecting factors such as the
local geomorphology, exposure to wave climate and man-
agement strategy, to determine data requirements. Essen-
tially, those areas that present high risk of erosion or
flooding, or are heavily managed have more data collection
than stretches of unmanaged coast. Hence, the entire UK
coast is monitored at an appropriate level of detail to provide
a strategic region-wide overview of coastal change. Con-
sistent observation, speciﬁcation, quality control, metadata
and analysis techniques have been developed for each pro-
gramme element. Web delivery includes online tools to view
data and real-time observations of an extensive network of
wave and tidal observations. In addition, a range of end-user
products based on annual and cumulative analysis of the data
enables coastal managers to develop a region-wide under-
standing of coastal evolution patterns (Channel Coastal
Observatory 2013).
The shoreline management programmes will become
more and more effective with an increasing data basis
allowing more and more purposeful reactions of regional
coastal managers in order to keep coastlines stable following
the same basic criteria nationwide.
18.4 Adaptation Strategies
18.4.1 Monitoring Climate Change Effects
All coastal North Sea countries undertake coastal monitoring
programmes to support the planning of construction and
maintenance of coastal engineering schemes. Such pro-
grammes also provide a basis for scientiﬁc studies on pro-
cess analysis, improving design procedures and verifying or
driving models. Current monitoring programmes include a
wide range of observation techniques including:
• terrestrial surveys by GPS and LIDAR of salt marshes,
tidal flats, beaches and dunes or cliffs for moderate
conditions, and the upper shoreface, beaches, dunes or
cliffs for post-storm conditions
• bathymetric surveys of channels, shoreface and ebb
deltas by GPS and sounding
• permanent water level monitoring by gauges
• permanent measurements of currents and salinity
• permanent wave monitoring by buoys or gauges
• monitoring of sediments and habitats.
Measuring campaigns are also undertaken to strengthen
the data base for analysing and modelling hydrodynamic and
morphodynamic coastal processes. Measurements are sup-
plemented by model results covering hydrodynamic and
morphodynamic processes and developments.
Although all North Sea coastal countries regard coastal
monitoring as essential the approaches used vary widely,
particularly in terms of spatial distribution and sampling
frequency. Nevertheless, these data are still useful for
detecting climate change impacts and developing coastal
protection measures. However, it is important to keep the
national monitoring programmes under review in respect of
their suitability to deliver basic information for detecting
climate change impacts relevant for coastal protection. The
layout of monitoring programmes on coastal hydro- and
morphodynamics is generally structured according to the
knowledge about coastal processes as assembled in currently
used coastal classiﬁcations like, for example, that of Hayes
(1979) which consider tidal range and wave climate as
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driving forces but no varying SLR (Hayes and Fitzgerald
2013). It is therefore advisable to check whether the existing
programmes are already sufﬁciently structured in respect of
data mining and analysis for detecting effects of climate
change impacts such as accelerated SLR, increased set-up of
storm surges, growing wave energy and morphodynamic
adaption.
A promising tool for identifying climate change impacts
would be a combination of nationwide knowledge at least at
the scale of the countries surrounding the North Sea. Inter-
national interdisciplinary expert groups could then evaluate
which data and information would be helpful in detecting
climate change impacts in coastal areas as quickly and accu-
rately as possible. The aim of these efforts should be stan-
dardised integrated monitoring around the North Sea
supplemented by speciﬁc regional programmes addressing
speciﬁc regional needs. The latter could also generate high
quality data sets for driving and verifying mathematical
models. Emphasis should also be given to improving and
further developing analytical methods for evaluating moni-
toring data andmodel results with the aim of early detection of
climate change impacts, especially trends. A parallel appli-
cation of distinct analytical methods and forecast tools could
provide comparable results; in case that similar results were
found a sounder basis for decision-making could be achieved.
Since the scenarios for climate change impacts are still
accompanied by large uncertainties due to the lack of basic
knowledge needed for targeted cost-effective planning for
coastal protection measures, any reduction in uncertainties
by monitoring and the use of models implies a very good
beneﬁt-cost ratio.
18.4.2 Belgium
The Flemish authorities aim to keep the protection line at the
Belgian North Sea coast. Improvements have taken place in
the harbours that are currently considered the weakest links
in the protection line and through which 95 % of flooding is
expected. In 2007–2008, work was undertaken to ensure a
minimum safety level for a storm with a yearly exceedance
probability of 10−2. Quay levels must be higher than the
water level with an exceedance probability of 10−3 and the
strength of dykes, sluices and weirs are checked. A storm
surge barrier will be constructed in Nieuwpoort at the
entrance to the Yser estuary and to the important yacht
harbour of Nieuwpoort. Although this barrier will reduce the
risk of flooding from the sea, it may also increase the risk of
hinterland inundation due to reduced drainage capacity
unless additional measures are taken.
Repeated nourishments include a safety margin for cli-
mate change effects. In addition, groynes are used to limit
longshore transport. Possible positive effects of shoreface
nourishments are debated and, for the longer term concep-
tual ideas of increasing the height of the existing Flemish
Banks to reduce wave impact on shores are under consid-
eration. Efforts are being made to limit aeolian transport, so
keeping sediments where they can best help reduce hydro-
dynamic loads. The main design considerations are the use
of a broad berm and a mild slope close to the equilibrium
beach slope for the sand under consideration, with a pref-
erence for relatively coarse sand of about 300 μm in diam-
eter. High sand buffers in front of dykes with a minimum
lifespan of ﬁve years are suggested.
In the Belgian part of the Western Scheldt an earlier
study concluded that the cost of a storm surge barrier near
Antwerp would not outweigh the beneﬁts (Berlamont et al.
1982). This study did not include the possible effect of
SLR and the Sigma Plan was recently revised: a combi-
nation of flood plains and heightening of dykes and quay
walls is thought to provide the best solution in terms of
costs for investment and maintenance and beneﬁts such as
preventing loss of agricultural production, as well as those
from ecosystem services and the reduced probability of
flooding in high-value areas (Broekx et al. 2011). This also
means a change in strategy from a ﬁxed safety level for the
basin as a whole to a more flexible approach to safety in
different parts of the basin.
18.4.3 Denmark
Protection of the hinterland against flooding at the Danish
North Sea coast will continue to be achieved by keeping the
protection line in its current position, with the exception of
those areas where coastal retreat is regarded as acceptable
and no human interference preventing it is deemed neces-
sary. At the Danish Wadden Sea coast existing dykes are
strengthened to meet prevailing safety levels and the antic-
ipated safety margins for climate change effects are the
measures used.
The protected stretch at the sandy North Sea coast of
Denmark comprises those parts where the dunes are being
armoured with concrete block revetments and those where
the dunes are not. The minimum width for dunes with
revetments is 30 m and for dunes without revetments 40 m.
These values were determined using erosion data from his-
torical storm surges. Beach and shoreface erosion is cur-
rently compensated in front of dunes without revetments and
due to a lack of funding is limited to a retreat of 3.2 m
year−1 in front of dunes with revetments, yielding narrower
and lower beaches in front of the revetment. This is
acceptable as long as the safety level for the revetments is
not reduced beyond the safety threshold.
The adaptation strategy at the Danish North Sea coast has
been developed on the basis of experience and understanding
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and aims less at ﬁxed targets than at a flexible response to
changing boundary conditions.
18.4.4 Germany
The Free and Hanseatic City of Hamburg generally employs
the strategy of keeping the protection line in its current
position. But very recently, some new infrastructure like
large public buildings has been erected on dwelling mounds
to prevent them flooding if dyke sections fail during a storm
surge. The strategy in Schleswig Holstein for dykes at the
mainland North Sea coast and on the North Frisian Islands is
similar: in the current protection line dykes will be repeat-
edly strengthened relative to safety levels and safety mar-
gins. Since 2010, a new cross-sectional design has been
applied enabling dykes to be raised up to 1.5 m for stronger
hydrodynamic loads at some future date. The use of older
dykes—those no longer in use due to the protection line after
embankments moving seaward—is anticipated as a second
protection line but is not yet implemented due to budget
constraints. Tests on some sections showed the effectiveness
of the second dyke line is often very limited. Nevertheless, it
is considered worth preserving existing dykes in the second
line as a basis for a new dyke line in the future. Information
on design, dimensions and costs of strengthening dykes in
the second line is lacking (MELUR 2013).
The Free and Hanseatic City of Bremen will keep the
protection line in its current position. For its mainland coast
and along the tidal estuaries Ems-Dollard, Weser and Elbe,
Lower Saxony will do the same. This decision is the result of
research on four alternative approaches. The investigations
were undertaken in the Ems-Dollard estuary area which is
representative of both estuaries and the Wadden Sea coast,
with a stepwise increase in design water levels for a SLR of
0.65 and 1.00 m on the one hand, added to by an increase in
storm-surge set-up of 0.35 and 0.5 m on the other (Niemeyer
et al. 2014). The latter account for higher wind velocities on
the one hand and higher and less attenuated wave energy on
the other. Tidal flats were assumed not to adapt to accelerated
SLR. This pessimistic scenario led to the following results:
• Retreat from all areas with flood risk due to storm surges
in order to save on the cost of coastal protection. This
implies that 1.2 million people in Lower Saxony would
need to move to safe areas and about 800,000 people in
neighbouring states would be at risk. However, cost
savings versus economic losses mean that this strategy is
out of the question, even for more pessimistic scenarios
than those considered here.
• Accommodation by limiting coastal protection to settle-
ments above a certain threshold of inhabitants and
economic value. The costs of implementing the new
coastal protection schemes are about 25 % of the capital
costs of the existing protection line if only the larger
cities are safeguarded against storm surges and are of the
same order of magnitude if all small villages are also
protected. In addition, enormous efforts would be
required to keep infrastructure between the protected
areas such as railways, streets, energy supply lines
operational after storm surge flooding. Even excluding
other major disadvantages of this strategy, it is still clear
that maintaining and strengthening the existing protec-
tion line is a better economic solution.
• Set-back or realignment leads to higher hydrodynamic
loads than occur at the corresponding outer protection
line, in all those areas where it has been moved seaward.
Land levels in the areas sheltered by new dyke lines after
reclamation have not been subject to sedimentation and
are now lower than areas seaward of the dyke, particu-
larly in saltmarshes. The greater water depths in front of
the landward-shifted dykes by set-back allow higher
wave energy. Without a gain in safety and with extra
investment costs exceeding the current yearly budgets for
coastal protection 120-fold for new dykes (MU 2012)
this alternative is not better than the strategy of keeping
the protection line in its current position.
• Combined protection with two structures; one for wave
attenuation seaward and another to contain storm surge
levels landward. Collectively these two structures would
require a higher cross-sectional area than a single pro-
tection line. The safety achieved by such a scheme is less
than that achieved by a conventional dyke and the costs
would be signiﬁcantly higher than for one dyke line.
The results show that strengthening the existing protec-
tion line is still the most effective solution both in terms of
safety and cost (Niemeyer et al. 2011a, b, 2014). The gov-
ernment commission (MU 2012) and subsequently the State
Government decided to follow the strategy of keeping the
line in its current position and strengthening the protection
structures. This approach was approved by the self-ruling
dyke communities and through representative polls of peo-
ple in the protected areas (MU 2012). To date, further
studies have been undertaken for a SLR of 1.0 m, an addi-
tional increase in storm surge set-up of 0.5 m and consis-
tently higher and longer waves in the area of the
Ems-Dollard estuary (Knaack et al. 2015). These studies
led to the same conclusions as the previous studies: keeping
the line is the optimal strategy for future protection of
lowland coasts at the southern North Sea.
Successful site investigations on wave overtopping of
dykes have been undertaken in Denmark (Laustrup et al.
1991), the Netherlands (van der Meer et al. 2009) and
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Vietnam (Le et al. 2013). They prove that higher overtopping
volumes on dykes than are currently considered tolerable will
be acceptable without failure of the structure. Wave over-
topping on dykes has been modelled in combination with soil
laboratory tests of the covering clay to develop an integrated
design that takes into account both hydrodynamics and soil
mechanics (Berkenbrink et al. 2010; Richwien et al. 2011).
Several tests showed cover layers remained functional for
overtopping volumes up to 200 [l× (m s)−1]. As overtopping
volumes of this magnitude would probably cause severe
damage in populated areas, acceptable overtopping volumes
should be smaller. Studies were undertaken to quantify the
extent to which an enhanced overtopping tolerance could
counterbalance the effects of SLR or other climate change
effects at three representative cross-sections for coastal and
estuarine dykes in Lower Saxony. The results showed that an
overtopping tolerance of 10 [l× (m s)−1] would allow a
reduction in dyke crest heights for presently applied design
conditions of 45–60 cm at the Lower Saxony North Sea coast
and adjacent estuaries (Niemeyer et al. 2010). This suggests a
survey of cover layers for all Lower Saxony coastal and
estuarine dykes could help improve estimates of the design
parameters for site-speciﬁc acceptable wave overtopping
volumes, as part of the adaptation strategy for coastal pro-
tection (MU 2012). Such a survey would also identify weak
points in the existing protection line.
Protection of the East Frisian Islands is currently under-
taken using the same guidelines as in the past since the lack
of understanding about climate change impacts on mor-
phodynamic processes hampers the development of a resi-
lient adaptation strategy (MU 2012).
18.4.5 Netherlands
The most recent decision on coastal protection strategy in the
Netherlands is the adoption of a three-layer safety scheme
combined with a new design procedure orientated at the
probability of the loss of human life: prevention of flooding
by keeping, strengthening and safeguarding the protection
line remains the basis, which is extended with supporting
measures to reduce the consequential damage of structural
failure. The three-layer safety scheme is as follows:
• Layer 1: prevention of flooding by establishing and
maintaining an effective flood protection system
• Layer 2: spatial planning such that the impact of flooding
after the failure of protection structures is reduced
• Layer 3: disaster control through detailed evacuation
plans, making sure that vital infrastructure is still func-
tional in the event of a flood, and the creation of safe
havens.
The self-governing waterboards ask for priority to be
given to strengthening of the protection structures in order to
meet prevailing safety norms, before investing in the second
and third layer. The new system of risk-based safety norms
differs from the current norm system based on hydrodynamic
loads. The Cabinet adopted the new norm system in
November 2014; its application is scheduled for 2017 and it
is expected to take until 2050 for it to be implemented across
the coastal protection system as a whole.
The costs of improving the structure of all existing dykes
including those along inland waters, is estimated at about
EUR 6.5 billion. An additional EUR 5 billion would be
required for adaptation to a SLR of 0.5 m. The sum of both
is beyond the likely budget for the Delta Program for 2013 to
2028 (see Sect. 18.2.4). Conceptual studies on very safe
dykes (Silva and van Velzen 2008) project an overtopping
tolerance of 30 [l× (m s)−1] for coastal dykes.
The flood protection scheme for the Netherlands has a
unique conﬁguration: dyke rings surrounding protected
areas. There are currently 54 dyke rings and the associated
protection structures have a total length of 3767 km, about
30 % of these are at open tidal waters. Water Plan Beaufort
is currently under development and is aimed at reducing the
costs involved in improving protection structures to meet
future safety levels, including those associated with climate
change effects, as well as increasing options for setting
priorities (Beaufort 2010/2013). A major element of the plan
is a reduction in the number of dyke rings from 54 to 2 in
line with the overall vision of shorter protection lines along
sea and rivers and free outflow of rivers to the sea. Stronger
dykes and extra locks and sluices are envisaged. Imple-
mentation may be phased, and efﬁcient use of budgets
should enable an increase in safety levels. Rough estimates
indicate a cost saving of 50 % compared to implementing
the safety standards according to the Delta program. Water
Plan Beaufort includes stronger dykes than at present and
more thorough dyke inspections for detecting weak spots
(Beaufort 2010/2013). The plan is still under development
and not yet included in planning by the responsible Delta-
commissaris (2013).
The strategy for keeping coastal dunes and protection
structures safe and the coastal foundation stable by nourish-
ments involves signiﬁcant cost, although considered in terms
of an insurance premium for protecting around EUR 1800
billion (Deltacommissie 2008) of invested capital in the
protected area the costs seem relatively moderate and more
reasonable. Nevertheless, attempts to make artiﬁcial nour-
ishments more efﬁcient, particularly by generating and
applying knowledge of coastal processes, are still worthwhile.
An impressive example is the ‘Delfland Sand Motor’, a
mega-nourishment with a volume of about 21.5 million m3
(Fig. 18.3) which is almost as big as the currently
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implemented two-year volume of 24 million m3. Designing
the sand motor required intensive testing by morphodynamic
model predictions in order to optimise its shape and to
compare its effectiveness with conventional nourishments
for maintaining the coastal foundation of Delfland
(Fig. 18.3). To keep pace with the present rate of SLR this
requires about 5.5 million m3 within ﬁve years (Mulder and
Tonnon 2010). Model results and measurements so far
indicate that the Delfland Sand Motor will contribute to the
maintenance of the coastal foundation of Delfland for around
25 years and that it is more cost-effective than repeated
nourishments. But the model results also indicate that ﬁve
additional nourishments will be necessary to maintain the
coastline for this period. The alternatives for the shape of the
sand motor have been shoreface nourishment, a bell-shape
and a sandy hook (Mulder and Tonnon 2010). Because the
coastal processes will rapidly transform any initial shape into
a bell-shaped salient, the long-term morphological effects of
the alternatives are similar. Combining the aim of the
mega-nourishment to create long-term safety conditions as
well as extra space for nature and recreation in an innovative
manner, the environmental impact assessment showed the
hook shape was preferable (Mulder and Tonnon 2010). The
reshaping of the mega-nourishment is monitored and anal-
ysed. The results will improve the understanding of the
effectiveness of this new type of artiﬁcial nourishment.
Another option tested recently is a seaward build-out of
sandy coasts by over-nourishment, partly combined with
supporting solid structures (Stronkhorst et al. 2010): coastal
stretches receive excess amounts of sediment, creating bea-
ches and dunes for nature conservation and recreation.
Although the Deltacommissaris (2013) stated that this is a
viable option, no speciﬁc decisions on this have yet been
made.
18.4.6 United Kingdom
The approach to coastal protection in the United Kingdom
focuses now on ‘sedimentary cells’ to reflect the adaptation
needs of a regionally-varying coastline in terms of land-
scape, sedimentology and coastal dynamics. A distinction is
made between coastal zone management (CZM) and
so-called shoreline management. The former is predomi-
nantly a planning issue, seeking to reconcile the demands of
development with the requirement for adequate protection of
the natural environment. In contrast, shoreline management
focuses on one aspect of CZM, namely coastal hazards, and
concerns efforts to manage flood and erosion risk at the
shoreline (Nicholls et al. 2013).
In the early 1990s, the government developed guidance for
the preparation of 40 Shoreline Management Plans (SMPs)
across England andWales (MAFF 1995). The main objective
was to deﬁne management units along the coast and consider
the most appropriate Strategic Coastal Defence Options
(SCDOs). The SCDOs considered for each management unit
comprised four options for the strategy to be applied:
• do nothing
• maintain the existing protection line (while possibly
adjusting the protection standard)
• advance the existing protection line
• retreat the existing protection line (subsequently referred
to as ‘managed realignment’).
The management units were then used to initiate a con-
sultation process and the compilation of each SMP, which,
in some cases was adopted by the relevant authorities but
this was and remains a non-statutory process. Outputs from
the ﬁrst round of SMPs were frequently biased towards the
Fig. 18.3 Mega-nourishment ‘Delfland Sand Motor’. After completion in July 2011 (left) and in May 2015 (right) after reshaping (https://
beeldbank.rws.nl, Rijkswaterstaat/Joop van Houdt)
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status quo—a ﬁxed shoreline—which was at odds with the
desire to move towards a more dynamic and adaptive coast,
where appropriate. This led to a careful review of the process
(Leafe et al. 1998) and new guidance was developed to
promote the preparation of the second round of SMPs
(DEFRA 2001). In this new guidance, greater emphasis was
placed on:
• ensuring a more consistent evidence base was established
• the engagement of stakeholders throughout the process
(but particularly in objective setting and selection of
preferred options)
• adoption of the plans by the relevant authorities (DEFRA
2001).
Following a series of trials, this guidance was formally
released (DEFRA 2006) and applied to England and Wales
(DEFRA 2011). The second generation of SMPs are cur-
rently in production and when complete will cover the entire
6000 km shoreline. The intention is that the SMPs provide a
‘route map’ for local authorities and other decision makers to
identify the most sustainable approaches to managing risks
to the coast in the short term (0–20 years), medium term
(20–50 years) and long term (50–100 years), recognising
that changes to the present protection structures may need to
be carried out as a staged process. Each SMP will include an
action plan that prioritises works needed to manage speciﬁc
flood and erosion risks, along with details of the coastal
erosion monitoring and further research needed to support
the plan. The SMPs then inform more detailed strategy
studies, which explore the most effective form of delivery,
with an increasing focus on adaptation measures that are
more likely to be sustainable under a changing climate. For
example, the long-term strategy for managing flood risk on
the Thames Estuary, termed the Thames Estuary 2100 or
TE2100 Project, includes options for managing flood risk to
2100, based on current government projections of climate
change. Each option comprises a sequence of interventions
to 2100 and beyond and the assessment included consider-
ation of the H++, a low probability, high consequence sce-
nario, which considers the possibility of large contributions
to SLR from the Greenland and Antarctica ice sheets. The
dates of implementation depend on the rate of climate
change and other factors. If change such as rising sea level,
or deterioration of the safety status of protection schemes
occurs more rapidly than projected in the plan, intervention
dates will be brought forward and vice versa. In this way, the
timing of interventions on the estuary will be optimised,
taking account of actual rates of change and associated
updates of scientiﬁc knowledge and future projections.
While this approach was developed speciﬁcally for London
and the Thames Estuary, the concepts are now being adopted
more widely (HM Treasury/DEFRA 2009).
18.5 Summary and Recommendations
This overview indicates that all countries around the North
Sea with coastal areas vulnerable to flooding from storm
surges are ready for the challenges that climate change is
expected to bring. Scenarios have been developed and
investigated as a basis for policy development, regulation
and guidance, to provide a structured response that should
ensure continued protection with the required level of safety
for coastal flood prone areas.
Scenarios of accelerating SLR leading to changes in sea
level of up to 1 m or more by 2100 have been used for
planning the adaptation of coastal protection schemes. Thus
the safety margins considered in all countries around the
North Sea are consistent with the upper limit of SLR to 2100
reported in the latest assessment of the Intergovernmental
Panel on Climate Change (IPCC 2013). There appears to be
a tendency for countries with higher safety levels to consider
smaller safety margins for climate change impacts than those
with lower safety levels. Increased storm surge set-up and
higher wave energy due to higher wind velocities are
incorporated in the future design of coastal protection
structures in Denmark, Bremen, Lower Saxony and the
United Kingdom.
The United Kingdom has established a coastal protection
strategy for a flexible response to erosion that reflects the
varying conditions around the coast. The resulting strategy
ranges from doing nothing or set-back of the protection line
by managed realignment, to strengthening of the existing
protection line. Denmark allows retreat at some stretches of
its North Sea coast and maintains the protection line in the
rest. All other countries aim at keeping the current protection
line in place to protect the hinterland. In the Netherlands, a
decision on implementing additional measures for reducing
damage due to the failure of protection structures will be
made in 2015. Investigations showed that a reliable basis for
evaluating protection strategies is only achievable if real
world tests are carried out, since conceptual studies can be
misleading.
In all countries, artiﬁcial nourishments are traditionally
used for combatting structural erosion on sandy coasts and
this is expected to increase under future climate change
impacts. This approach will thus be used more often and at
higher rates for keeping the coastline in position according to
the current criteria for intervention. The required increase in
nourishment volumes needed to stabilise coastlines has been
investigated in Belgium, Denmark and the Netherlands. In
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the Netherlands, models and large-scale site experiments
have been used to gain deeper understanding of the relevant
processes with the aim of increasing the efﬁciency of arti-
ﬁcial nourishments or even moving the coastline seaward. In
most countries, studies have been carried out to identify
borrow areas with appropriate sediments and the volumes
available. But there are still knowledge gaps concerning the
long-term availability of sediments needed for nourishments
to compensate for projected SLR, especially in terms of their
being necessary to fulﬁl the needed volumes for nourish-
ments in order to compensate the impacts of climate change
in the long run, in particular in respect of the quality of
sediments reﬁlling the borrow pits and their suitability for
future nourishments. A good understanding of the avail-
ability of suitable sediment reservoirs for nourishment is
crucial for a sustainable management strategy to protect
sandy coastal environments.
Climate change studies are based on scenarios rather than
forecasts and this generates uncertainties, which by the end
of a chain of processes may be unquantiﬁable. As a result, all
North Sea countries use ongoing monitoring programmes for
coastal management purposes. To help detect the impacts of
climate change, some countries will even extend these
monitoring programmes. The data provide a sound basis for
detecting changes in trends. Testing existing tools and
developing new analytical tools would be beneﬁcial.
Cooperation at a European scale would not only improve the
exchange of knowledge, but would also improve the avail-
ability of tools, methodology and resources for problem
solving.
Present knowledge already highlights that the effects of
climate change at dynamic sandy coasts are stronger than on
mainland coasts with cohesive sediments, such as estuaries
or tidal basins with large intertidal areas and saltmarshes.
Although the morphodynamic processes that are likely to
occur due to climate change are reasonably well known,
their quantiﬁcation—if even possible—still involves large
uncertainties. Filling the enormous knowledge gaps that still
remain will be a challenge for coastal engineering in the
future. Mitigating the morphodynamic changes due to cli-
mate change impacts will create high budget demands. For
efﬁcient measures it is necessary to understand and predict
the hydrodynamic and morphodynamic changes that are
likely to result from climate change. This justiﬁes much
higher budgets for research in this particular ﬁeld than at
present. Advancing process knowledge and improving
long-term morphodynamic modelling are indispensable
preconditions for providing decision-makers with a sound
basis for target-orientated optimised measures. The knowl-
edge potential in this ﬁeld of expertise is extraordinarily
good in Europe. The countries surrounding the North Sea
would therefore beneﬁt signiﬁcantly from a co-ordinated
programme aimed at reducing the knowledge gaps high-
lighted in this chapter.
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Abstract
Climate change will have important impacts on the North Sea coastal zones. Major threats
include sea-level rise and the associated increase in flood risk, coastal erosion and wetland
loss, and hazards arising from more frequent storm surges. The North Sea countries—
Belgium, Denmark, France, Germany, the Netherlands, Norway, Sweden and the UK—
have developed strategies to deal with these threats. This chapter provides a short
introduction to the present adaptation strategies and highlights differences and similarities
between them. All the North Sea countries face dilemmas in the implementation of their
adaptation strategies. Uncertainty about the extent and timing of climate-driven impacts is a
major underlying cause. In view of this, adaptation plans focus on no-regret measures. The
most considered measures in the North Sea countries are spatial planning in the coastal
zone (set-back lines), wetland restoration, coastal nourishment and reinforcement of
existing protection structures. The difﬁculty of identifying the climate-driven component of
observed change in the coastal zone is a critical obstacle to obtaining a widely shared
understanding of the urgency of adaptation. A better coordinated and more consistent
approach to marine monitoring is crucial for informing policy and the general public and
for developing the adaptive capacity of institutions and wider society. A dedicated coastal
observation network is not yet in place in the North Sea region.
19.1 Introduction
Climate change will have important impacts in the coastal
zones of the eight countries around the North Sea: Belgium,
Denmark, France, Germany, the Netherlands, Norway,
Sweden and the UK. Major threats include sea-level rise and
the associated increase in flood risk, coastal erosion and
wetland loss, and hazards arising from more frequent storm
surges. The North Sea countries have developed strategies to
deal with these threats. For each country a short introduction
is given to their present adaptation strategy; differences and
similarities are highlighted. All the North Sea countries face
dilemmas in the implementation of their adaptation strate-
gies. Uncertainty about the extent and timing of
climate-driven impacts is a major underlying cause. Several
approaches are available to deal with these dilemmas. The
key ﬁndings are summarised in a ﬁnal section.
19.2 Coastal Management in the North Sea
Countries
This section briefly reviews coastal management practice in
the North Sea countries in relation to climate change. Some
working deﬁnitions of key terms used within this chapter are
given in Box 1.
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19.2.1 The Coastal Zone
The shoreline is the most obviously delineated feature of the
coastal zone. The North Sea countries have no commonly
adopted deﬁnition of what else should be considered as the
‘coastal zone’. Shoreline management mainly deals with
coastal protection; this is the topic of Chap. 18. The present
chapter deals mainly with coastal zone governance issues.
Whether the societies in North Sea countries effectively
adapt to the impacts of climate change in the coastal zone
depends on a broad range of factors including continuing
drivers for coastal development, and political debate about
which measures should be adopted. The framework of
‘governance’ provides the broadest perspective to consider
these issues.
In their climate adaptation strategies, all North Sea
countries give particular consideration to marine-related
risks. The present chapter therefore equates the coastal zone
with the zone of marine-related risks. Figure 19.1 shows
North Sea regions subject to marine flooding risk and
Fig. 19.2 the North Sea regions with a special protection
status under the EU Habitats Directive.
Each North Sea country has its own legal and institutional
arrangements for coastal governance. The legal frameworks
relating to the coastal zone are complex and diverse, and
further complicated by the federal structure or devolution
within countries (Gibson 2003). France has speciﬁc legislation
for the coastal zone (Loi Littoral 1986). TheUKhas passed the
Marine and Coastal Access Act (2009)1 which has jurisdiction
seaward from mean high water. In other countries, the coastal
zone is governed through more general legal and institutional
frameworks, such as ‘Environment’, ‘Water Management’,
‘Climate Change Adaptation’, ‘Territorial Planning’, ‘Natural
Hazards’, and ‘Fishery’, among others. The coordination of
national policies rests with the central governments. None of
the North Sea countries has an authority dedicated speciﬁcally
to coastal governance. The implementation of national poli-
cies in coastal zonemanagement plans is commonly delegated
to regional and/or local authorities.
19.2.2 Coastal Management Issues
The coastal zone is considered a region in its own right
because of its dependence on land-ocean interaction. The
coastal zone is not only shaped by human interventions, but
also by the feedback of natural processes to these interven-
tions. This imposes limitations on the uses of the coastal
zone; non-respect of these limitations entails the risk of loss
of life and investments. Inappropriate development entails
the loss of precious ecosystem values.
Recognition of the particular nature of the coastal zone
led to the development of the concept of ICZM (Integrated
Coastal Zone Management) in the 1990s. The term ‘inte-
grated’ points to the need for coordination of the policies of
different sectors and different levels of government. The
challenges of making disjointed, hierarchical and sector
bureaucracies effective, are common to many forms of
management and regulation. However, for the coastal zone
additional requirements result from the highly dynamic
natural land-ocean interaction. Large parts of the European
coastal zones received a special protection status through the
Fig. 19.1 North Sea regions
potentially vulnerable to
inundation by the sea (Roode
et al. 2008)
1www.legislation.gov.uk/ukpga/2009/23/contents.
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EU Habitats Directive and the Natura 2000 network of the
European Union. The countries around the Mediterranean
Sea agreed on a protocol for ICZM that entered into force in
2011 (Barcelona Protocol 2008). In 2013, the European
Commission proposed a directive binding all member states
to put into practice the principles of ICZM and to develop
spatial marine plans. The directive was adopted in 2014 (EC
2014), but ICZM was excluded following amendments by
member states.
According to the evaluation report on IZCM prepared for
the European Commission in 2006 (Ruprecht Consult 2006),
major coastal issues for the North Sea region include
resource management, species and habitat protection,
establishment and management of reserves and protected
areas, protection of the coast against natural and human
induced disasters, and long-term consequences of climate
change.
19.2.3 Drivers of Coastal Change
The ELOISE programme (European Land-Ocean Interaction
Studies, Vermaat et al. 2005) has collected ample evidence
to show that climate change will have serious impacts in the
European coastal zones. The effects of climate change will
add to the effects of other drivers of change. Other major
drivers are related to human population growth and eco-
nomic expansion. Industrialisation, shipping trafﬁc intensity,
ﬁsheries, coastal aquaculture and port development as well
as offshore mining for gas and oil have all increased greatly
in recent decades, and will probably continue to do so
(Stojanovic and Farmer 2013). Together with increased
tourism this has led to urbanisation of highly dynamic nat-
ural zones. It is expected that climate change will exacerbate
most of the adverse impacts of existing drivers of change.
The scale and type of impact that drivers can bring about
varies considerably. There are various methods for classi-
fying drivers, for example, PESTLE analysis (Political,
Economic, Social, Technological, Legal and Environmental
drivers, Ballinger and Rhisiart 2011). Drivers of change in
coastal systems are typically external to the coastal zone.
Effective coastal zone management therefore requires con-
sideration of policies in many other ﬁelds. This implies that
coastal adaptation is only a partial response to change.
19.2.4 The Challenge of Adaptation to Climate
Change
Development of the coastal zone was accompanied in the
past by reclamation and armouring with hard coastal
defences, narrowing the active coastal zone (Nicholls and
Klein 2005; Vermaat and Gilbert 2006). This process was
identiﬁed as ‘coastal squeeze’. Coastal squeeze is strongly
enhanced by sea-level rise and compromises the natural
capability of coastal adaptation to climate change. In order to
address these problems, new engineering techniques have
been developed, following the principle of ‘working with
nature’ (EEA 2006). This practice uses the dynamic
response of marine processes, by designing interventions
such that the feedback of marine processes is positive
(contributes to achieving the objective of the intervention)
rather than negative (opposes the intervention). Foreshore
nourishment and wetland restoration are typical examples.
Further examples of new coastal engineering practices are
given in Chap. 18.
Owing to the strong interference of human interventions
with natural processes, reversing adverse trends, such as ero-
sion or ecosystem alteration, is not always feasible and is in
any case expensive. A long-term perspective is therefore key
to coastal governance. Anticipating the effects of climate
change is one of the major challenges. Adaptation to climate
change may already require a revision of present management
strategies in some coastal regions. According to the EEA
report The Changing Faces of Europe’s Coastal Areas (EEA
2006), coastal zones will be subject to many pressures during
the 21st century. “These pressures will interact with climate
change and exacerbate or ameliorate vulnerability to climate
Fig. 19.2 North Sea coastal and marine regions with a special
protection status under the EU Habitats Directive (marked in green)
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change. Coastal development cannot ignore climate change
and development plans should be evaluated with respect to
their sustainability under changed climate conditions”.
According to Richards and Nicholls (2009), adaptation
measures should not be postponed in densely populated and
industrial coastal zones. Their calculations indicate that a
‘wait and see’ strategy generates higher costs in the long run
than the costs of protection.
Awareness of the challenges posed by climate change is
reflected in coastal policy plans of the North Sea countries.
Major features of the coastal policy plans of the North Sea
countries are summarised in the following section.
19.3 Adaptation Strategies in the North Sea
Countries
19.3.1 Belgium
Most of the effects of climate change at the Belgian coast
relate to sea-level rise, resulting in higher storm flood levels,
coastal erosion, and deterioration or loss of natural ecosys-
tems, including wetlands. Other impacts associated with
higher sea levels are rising groundwater levels and an
increase in soil and groundwater salinity in coastal and
estuarine areas. Freshwater lenses developed within the
dunes are also vulnerable to sea-level rise, leading to threats
to drinking water supplies through saltwater intrusion. Cli-
mate change will also affect ﬁsheries and coastal tourism
(Lebbe et al. 2008; Van den Eynde et al. 2011). One of the
most signiﬁcant social secondary effects is the number of
people at risk due to flooding. Economic impacts result not
only from direct damage, but also from indirect damage
associated with the temporary suspension of production and
loss of jobs (Van der Biest et al. 2008, 2009).
The Belgian coastal adaptation strategy for coping with
climate change aims at combining flood risk control with the
development of ecosystem services (NCC 2010). For con-
trolling flood risks along the Scheldt Estuary, the Sigma-plan
has been developed. This provides for the creation of con-
trolled flood zones along the estuary, combining safety against
flooding with objectives related to recreation, nature and
agriculture.
An ambitious proposal for coastal adaptation has been
launched by a group of private investors. The central idea is
to combine the need of climate change adaptation with the
development of new opportunities for the economy of the
Belgian coastal zone. This plan was endorsed by the Flemish
government that developed the three-track master plan
Vlaamse Baaien (Vlaamse Overheid 2012). This master plan
aims at (1) a safe and sustainable coastline with opportuni-
ties for economic development, (2) a resilient coastal
ecosystem with opportunities for the development of
ecosystem services and (3) the establishment of a supportive
research platform. The time horizon of Vlaamse Baaien is
2100; the master plan therefore fully incorporates the pro-
jected impacts of climate change for this period.
19.3.2 Denmark
The Danish climate adaptation strategy has been elaborated
by the Danish Energy Agency (DEA 2008); the strategy for
coastal adaptation is mainly concerned with erosion control
and protection from flooding. The DEA estimates that
opportunities for continuous climate change adaptation in
Denmark are generally good.
The DEA reports several climate-related threats. Higher
sea levels and stronger storms with higher storm surges are
expected. This means an increased risk of flooding and more
erosion along many stretches of the coast. Since the stron-
gest storms will come from the west, the increased risk of
flooding and erosion will vary widely from the west coast of
Jutland, to the Wadden Sea tidal areas and to the interior
shores of Danish waters. Moreover, new waterfront con-
struction, port-related operations and sanding up of harbour
entrances pose special problems. Cities located at coastal
inlets and within fjords may face a very complex set of
problems, since they can be under pressure from higher sea
levels, increased precipitation and runoff, and changes in
groundwater levels.
Increased precipitation, altered precipitation patterns and
higher sea levels—with consequent higher water levels in
fjords and rivers—will exacerbate problems associated with
drainage of low-lying areas, particularly in coastal areas,
where about 43 % of Denmark’s population occurs. The
majority of Denmark’s approximately 250,000 summer
houses and 73 % of camp sites are within 3 km of the coastal
zone. Moreover, increased volumes of water may result in
landslides which can affect various types of infrastructure
(DEA 2008).
The Danish government considers planning legislation an
important means of reducing the negative socio-economic
consequences of climate change. Regulations for the coastal
zone already restrict new construction areas on open coasts.
The Protection of Nature Act 1992 establishes a 300-m pro-
tection zone outside urban areas, where most new develop-
ments are prohibited, and the Planning Act 1992 deﬁnes a
coastal planning zone that extends 3 km inland (Gibson 2003).
The responsible national authorities continuously evaluate
whether there is a need for a follow-upwith further restrictions
on new building in risk areas. Socio-economic analyses are
included as a part of the decision process.
The Danish adaptation strategy allows site owners to raise
the beach at their own cost by regular beach nourishment to
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combat coastal erosion. The same applies to channel
dredging, where the amount dredged can be increased as
required. Also in the case of reinforcing dikes/dunes or
adapting harbour installations and ferry berths, which are
relatively simple constructions, it will be possible for owners
to adapt to ongoing climate change. Generally speaking, it is
a land owner’s own choice whether and how to protect
themselves from flooding and erosion. Therefore, there are
no general laws or regulations stipulating protection, or to
what degree owners must or can protect themselves.
An important source of information is municipal plan-
ning, which reflects and adapts to the risks and opportunities
brought by climate change. Each coastal town must develop
an adaptation plan taking into account climate change
impacts in the coastal zone. Municipalities are supported in
this task by a National Task Force on climate change
adaptation. The coastal adaptation plans focus on shoreline
management.
However, the general approach of Denmark’s climate
policy is a stronger focus on mitigation than on adaptation,
with no systematic consideration of sea-level rise in present
planning policies (Fenger et al. 2008).
19.3.3 France
France has no national coastal management strategy. Coastal
management is the responsibility of municipalities. The Loi
Littoral imposes restrictions on urban development plans in
coastal areas. These restrictions concern mitigation of
coastal hazards, assurance of public access to the coast and
protection of the environment. In 2013, the Conseil National
de la Mer et des Littoraux was installed for the exchange of
views and experience among concerned authorities and civil
organisations; the Conseil will contribute to the development
of a national coastal management strategy. Speciﬁc strate-
gies for coastal adaptation in view of climate change are still
in a study phase (Idier et al. 2013).
The French macrotidal coasts along the North Sea and the
Channel are mostly fairly stable (Anthony 2013; Battiau-
Queney et al. 2003). However, at the Pas de Calais a high
rate of sea-level rise has been observed over recent decades
(Héquette 2010). Some sites (Wissant, in particular) are
subject to severe erosion, requiring the construction of sea-
walls to protect settlements. Climate change will exacerbate
erosion and increase the instability of soft cliffs along the
French Channel coast (Lissak 2012).
19.3.4 Germany
According to the National Adaptation Strategy on climate
change (GFG 2008), coastal regions will be increasingly at
risk from sea-level rise and changes in the storm climate.
However, there is great uncertainty about the extent of future
changes in sea level and the storm climate. One aspect of
special importance is the potential danger to wetlands and
low-lying areas and to regions with high damage potential,
such as the port of Hamburg. There is also concern about
saltmarsh ecosystems (Bauer et al. 2010), safety of the
estuaries, erosion on coastlines and beaches, safety of
shipping trafﬁc and about the future development of the port
industry (Reboreda et al. 2007).
The German North Sea coast is part of the Wadden Sea
region. The Trilateral Wadden Sea secretariat has developed a
climate adaptation strategy for the Wadden Sea, which has
been endorsed by the three Wadden Sea countries—Germany,
Denmark and the Netherlands (TWS 2014). This strategy
comprises seven basic elements: Natural dynamics, Intercon-
nectivity, Integration, Flexibility, Long-term approach, Site
speciﬁc approach and Participation.
German coastal states are following a strategy mainly
based on hard coastal protection measures against flooding,
see Chap. 18. This coastline defence policy entails the risk of
coastal squeeze on the seaward side, endangering important
coastal ecosystems such as tidal flats (Wadden Sea), salt-
marshes and dunes when the sea level rises (Sterr 2008).
The German adaptation strategy also attributes impor-
tance to ‘soft’ auxiliary measures such as research, knowl-
edge dissemination, awareness raising and capacity building.
Signiﬁcant organisational and steering measures are also
considered necessary. Above all, the National Adaptation
Strategy (GFG 2008) places considerable emphasis on the
importance of spatial planning, as a means of making a
thorough assessment of all relevant adaptation needs within
individual regions. Spatial planning provides a formal means
through which all concerned parties are able to present their
interests and cooperate in the development of a coherent
spatial structure and an integrated programme of measures
(Swart et al. 2009).
The national adaptation strategy is implemented at state
(Länder) level.
19.3.5 Netherlands
As a low-lying country, the Netherlands is particularly vul-
nerable to sea-level rise and river floods. The damage costs
of climate change impacts without adaptation are likely to be
substantially higher than for all other North Sea countries
combined (Richards and Nicholls 2009). Major impacts
expected are increased flood risk in the historic towns of the
downstream section of the Rhine-Meuse delta and shortage
of fresh water to prevent salinisation of the polders, when
river discharges are low. In wet periods, the present capacity
of discharge sluices and pumping stations will be insufﬁcient
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to control inland water levels, in particular in the lake IJssel.
There are also concerns related to the loss of ecosystem
values in the Wadden Sea and in the heavily modiﬁed
south-western Delta basins. National study programmes
have been launched for assessing other potential climate
change impacts and for investigating possible adaptation
measures (Oude Essink et al. 2010; Klijn et al. 2012).
The Dutch government has designated a Delta Commis-
sioner, who coordinates a national programme for adapting
the Dutch water infrastructure to climate change, in order to
secure safety against high water and availability of sufﬁcient
fresh water. The Dutch adaptation policy follows a
risk-based approach, as in the UK. New adaptation measures
are implemented when, as a consequence of climate change
and other developments, a tipping point is reached, that is, a
point where previous adaptation measures are no longer
sufﬁcient to keep damage risks below a certain predeﬁned
threshold (Kwadijk et al. 2010).
The Water Test is an important legal instrument that
requires regional and local authorities to ensure that water
issues, including climate adaptation, are taken into account
in spatial and land use planning, such that negative effects on
the water system are prevented or compensated for
elsewhere.
Sediment management (using sand nourishments) and
Making Space for Water (realignment of dikes) are the major
adaptation strategies for the coastal zone (Aarninkhof et al.
2010) and the lowland fluvial system (Menke and Nijland
2008), respectively.
19.3.6 Norway
Although most of the Norwegian coast is not very sensitive
to sea-level rise, there is concern for the low-lying areas in
the southwest, which are characterised by soft, erosive
coasts. Along the western and northern coastlines, the
extensive and well-developed infrastructure of roads,
bridges, and ferries linking cities, towns, and villages is
likely to be adversely affected by sea-level rise, particularly
if this is concurrent with an increased risk and height of
storm surges. The potential economic costs of rebuilding and
relocating infrastructure and other capital assets in these
regions may be considerable (Aunan and Romstad 2008).
The Norwegian Water Resources and Energy Directorate
has developed a climate change adaptation strategy that
includes monitoring, research and measures to prevent
increased damage by floods and landslides in a future cli-
mate (NME 2009). Under the Planning and Building Act,
municipalities are responsible for ensuring that natural haz-
ards are assessed and taken into account in spatial planning
and processing of building applications. Adaptation to cli-
mate change, including the implications of sea-level rise and
the resulting higher tides, is an integral part of municipal
responsibilities. To enable municipalities to ensure resilient
and sustainable communities, the central government there-
fore draws up guidelines for the incorporation of climate
change adaptation into the planning activities of munici-
palities and counties.
The premise of the Norwegian climate adaptation policy
is that individuals, private companies, public bodies and
local and central government authorities all have a respon-
sibility to take steps to safeguard their own property. If
appropriate steps are taken, public and private property are
protected from ﬁnancial risk associated with extreme
weather events by adequate national insurance schemes.
19.3.7 Sweden
Rising sea levels are expected to aggravate coastal erosion
problems in southern Sweden and increase flood risk along
the western and southern coasts. As in the other Scandina-
vian countries, coastal protection policy in Sweden is mainly
focused on spatial planning (EC 2009; OSPAR Commission
2009). The Nature Conservation Act of 1974 states that the
ﬁrst 100–300 m of the coast needs to be free of exploitation.
Spatial plans of the different municipalities need to comply
with this Act. In addition, new development projects must
incorporate a certain safety margin to protect against future
erosion or higher water levels. To reduce the vulnerability of
Sweden’s coasts and to adapt society to long-term climate
change and extreme weather events, the Swedish Commis-
sion on Climate and Vulnerability made the following rec-
ommendations in 2007:
• Spatial planning should be considered the most important
tool to protect against marine hazards;
• The risks of coastal erosion in built-up areas should be
investigated, bathymetric information should be com-
piled and evaluated, and extreme weather warning sys-
tems should be expanded;
• Compensation and subsidy systems for preventive mea-
sures for coastal erosion in built-up areas should be
developed;
• Areas of the coastal zones without private or public
interests should not be protected but given back to the sea
(managed retreat).
19.3.8 UK
Major perceived threats are related to coastal protection.
Higher sea level and more intense and frequent storms due to
climate change will increase damage to coastal defences.
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Approximately one third of existing coastal defences could
be destroyed if the level of expenditure on coastal defence
does not keep pace with coastal erosion in the coming
decades (DEFRA 2010, 2012). Extensive coastal erosion
around parts of the UK, in particular along estuaries and the
east coast, reduces intertidal area (OST 2004). Loss of
intertidal areas (coastal squeeze) occurs mainly where hard
defences are present. This in turn causes loss of land,
property and coastal habitat, particularly saltmarshes and
mud flats, which are also bird feeding grounds.
In the UK, policies for adaptation to sea-level rise are
more advanced than in most European coastal countries (De
la Vega-Leinert and Nicholls 2008). The UK coastal climate
change adaptation policy is based on the appraisal method
for dealing with the risks of climate change impacts, as
outlined in the DEFRA Policy Statement (DEFRA 2009).
This appraisal method is based on a comparison of different
options (including the managed adaptive approach, the
precautionary approach and the no-regret approach) with
respect to costs, beneﬁts and residual risk.
The no-regret approach is generally preferred where
possible. The managed adaptive approach aligns with prin-
ciples in Making Space for Water, which promotes a holistic
and long-term approach for flood and coastal management,
and reinforces existing climate change policy on ‘no-regret’
actions and longer term adaptation. This approach promotes
flexibility in the appraisal options to respond to future
change, during the whole life of a measure, as well as the
uncertainties (DEFRA 2009). The precautionary approach
may be adopted where it is not possible to adapt with mul-
tiple interventions on a periodic and flexible basis. Fig-
ure 19.3 illustrates the different approaches.
‘Managed retreat’ as an element of coastal management
policy has thus far been applied mainly for ecological rea-
sons and where the retreated area has relatively low value.
The Planning Policy Statement (DCLG 2010) obliges
local authorities to develop climate adaptation policies and
to report on progress. The Marine (Scotland) Act2 stipulates
that forthcoming national and regional marine plans should
set objectives relating to the mitigation of, and adaptation to,
climate change. An independent UK body, the Adaptation
Subcommittee, assesses the preparedness to meet the risks
and opportunities of climate change.
In this context adaptation is required to include protecting
and restoring marine habitats to increase their resilience to
climate change. More than 25 % of English waters is des-
ignated as Marine Protected Areas and managed as a net-
work of habitats to aid the movement of species affected by
climate change and to decrease threats such as overﬁshing.
The National Heritage Protection Plan sets out how Eng-
land’s landscapes, archaeological sites and historic buildings
will be protected from the impacts of climate change. This
includes actions such as the continuation of ‘Rapid Coastal
Zone Assessment Surveys’ that record and assess the risk to
heritage assets on the coast (DEFRA 2013).
19.4 Governance Issues and Dilemmas
for Adaptation
This section compares the various adaptation strategies
adopted by the North Sea countries, as well as the dilemmas
arising during their implementation and the means by which
these dilemmas may be addressed.
19.4.1 Top-Down and Bottom-Up Strategies
The North Sea countries are following different approaches
for adapting to change in the coastal zone. In Germany, the
Netherlands and Belgium, implementation is steered by
national or regional government, whereas in the UK, Swe-
den, Norway and Denmark, implementation is delegated to
local authorities aided by civil organisations and private
stakeholders.
Richards and Nicholls (2009) estimated the adaptation
costs required for avoiding extra damage related to sea-level
rise, and compared them to the costs actually spent on
coastal defence measures. They estimated that in Germany,
the Netherlands and Belgium more money is presently spent
on coastal defence than the avoided damage costs. This can
be imputed to a different governance culture, but also to a
higher flood-risk awareness and higher standards for
acceptable risk. Current adaptation plans in these countries
involve large infrastructural projects, with planning
Fig. 19.3 Schematic representation of different adaptation approaches
for the UK coastal zones (based on DEFRA 2009) 2http://www.scotland.gov.uk/Topics/marine/seamanagement/marineact.
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procedures similar to other infrastructural projects. National
and regional governments bear almost all the costs. In the
UK, Sweden and Denmark, governmental steering of adap-
tation is more indirect, and operates through regulation and
guidance. Local and private initiatives play an important role
in the implementation plans. In the UK, many local insti-
tutions and associations are actively involved in coastal
planning and adaptation through the Shoreline Management
Planning process.
Several studies (EC 2011; IPCC 2012) have found that
national systems play a crucial role in countries’ capacity to
meet the challenges brought by the observed and projected
trends in exposure, vulnerability, and weather and climate
extremes. Effective national systems comprise multiple
actors from national and regional governments, the private
sector, research bodies, and civil society including
community-based organisations. Organisations beyond the
state are increasingly playing a role in planning and risk
management.
Governance theorists highlight different ‘modes’ of gov-
ernance, including hierarchies, networks, markets, adaptive
management and transition. Coastal management in the
North Sea region shares many characteristics with the ‘net-
work’ mode of governance, focusing on participation, using
non-regulatory approaches to achieve progress, and the
involvement of multiple actors. However, the evaluation and
‘lesson drawing’ components have been assessed as some-
what weak (Stojanovic and Ballinger 2009). A key analytical
question is which modes of governance have the best ‘ﬁt’ for
the challenges of climate adaptation? (Young et al. 2008).
19.4.2 Public Participation
The recent OURCOAST inventory of coastal management
practices in Europe (EC 2011) shows that awareness of
coastal and marine issues by the general public and the
responsible authorities is strongly stimulated when the
public is involved in the development of adaptation strate-
gies. Adaptation strategies are more effective when they are
informed by and customised to speciﬁc local circumstances
and when there is a broadly shared understanding of
long-term coastal change. Public participation leads to less
conflict between coastal managers or coastal developers and
other involved parties. Local populations document their
experiences with the changing climate, particularly extreme
weather events, in many different ways, and this
self-generated knowledge can uncover existing capacity
within the community and important current shortcomings.
Local participation and community-based adaptation lead to
better management of disaster risk and climate extremes.
Improvements in the availability of human and ﬁnancial
capital and of disaster risk and climate information
customised for local stakeholders can enhance
community-based adaptation (IPCC 2012).
Adaptation strategies can widely differ, according to the
values to be protected, when, to what extent, how and by
whom. The choice between different adaptation strategies is
basically a political choice. Valuing coastal assets is intrin-
sically subjective, even if attempts are made to express some
values, such as ecosystem services, in monetary terms.
These attempts do not result in generally agreed answers on
how to mutually rank different types of damage: loss of
human life, loss of economic assets (including ecosystem
services), loss of biodiversity and loss of cultural values.
According to the EEA (2006), there is often a funda-
mental conflict between protecting socio-economic activity
and sustaining the ecological functioning of coastal zones in
Europe under conditions of rising sea level—a conflict that
cannot be resolved by technical or scientiﬁc means. Inte-
grated, long-term coastal management should not be exclu-
sively orientated to physical planning and technical
solutions, but to combinations of social and physical man-
agement mechanisms. The policy and governance strategies
for coastal conflict and natural resource management should
therefore be improved by developing adaptive, participatory
and multi-scale governance (Stepanova and Bruckmeier
2013).
Prerequisites for public participation in coastal adaptation
strategies include: political legitimacy through securing
broad political support; a process-driven approach in an
inclusive, voluntary and culturally sensitive manner; the
empowering of historically disadvantaged individuals,
groups and communities; building partnerships to provide
the basis upon which stakeholders can learn about and
appreciate the interest of others; deepening public delibera-
tion through alternative forums and participatory method-
ologies; and promoting innovation, reflection and feedback
in response to changing circumstances and stakeholder
interests (Henocque 2013).
Social Impact Assessment (SIA) has been proposed as an
instrument to reduce likely future expenditure by the early
identiﬁcation and resolution of potential issues that could
otherwise lead to litigation, delays to approval, costs in the
form of managing protest actions, and business lost through
reputational harm (Vanclay 2012). However, there is little
practical experience with SIA to date.
19.4.3 Uncertainty and Awareness
North Sea countries will have to face the implications of
climate change and some impacts are already occurring.
However, separating the impacts of climate change from
change resulting from other natural or human causes is far
from obvious. This is illustrated by a study of past
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ecosystem shifts in the North Sea region. There is evidence,
for instance, that these regime shifts are related to
decadal-scale fluctuations in the North Atlantic Oscillation
index (Kröncke et al. 2013). The full long-term impacts of
climate change are still uncertain, especially the question as
to when they will occur. For instance, present data do not yet
show clear evidence for an increase in the average rate of
sea-level rise in the North Sea region (NOAA 2015).
Uncertainty is a serious (perhaps the most serious)
obstacle to raising public awareness and to getting climate
adaptation high on the political agenda, compared to issues
with a more immediate impact (EEA 2014). Uncertainty
about the possible impacts of climate change is not the only
reason for this. The fact that the greatest impacts are related
to exceptional extreme events, plays also a role. According
to an enquiry among policymakers, the occurrence of an
extreme weather event is presently the most important trig-
ger for progress in climate adaptation (EEA 2014).
While some countries—especially those with low-lying
coasts—are traditionally alerted to sea-level rise and flood-
ing, awareness is still low in other countries (Ruprecht
Consult 2006). Due to the absence of recent coastal flood
disasters in North Sea countries there is a risk of decreasing
societal awareness and support for protection measures in
speciﬁc, flood prone areas. This highlights the need and
importance of risk communication and awareness raising to
ensure the continuity and support for coastal risk manage-
ment strategies (Safecoast 2008).
In the Netherlands, risks associated with climate change
are made more tangible through tipping-point analysis. This
involves testing the robustness of existing policies for
addressing anticipated climate-driven changes in environ-
mental conditions, such as temperature, precipitation, and
sea level. ‘Tipping points’ are the thresholds in future
environmental conditions at which existing policies fail to
keep risk (potential damage) within acceptable limits.
Awareness of these tipping points guides policymakers to
prepare the necessary adaptation strategies, even if uncer-
tainty remains regarding the timing of required adaptations
(Kwadijk et al. 2010).
Greater awareness can also be pursued by internalising
costs. Development projects in the coastal zone often
increase climate change adaptation costs. According to the
EUROSION study (Doody et al. 2004), the costs of reducing
coastal risks are mainly supported by national or regional
budgets in the North Sea countries and almost never by the
developers or the owners of assets at risk. Only in Denmark
and Sweden are adaptation costs (partly) supported by
owners and the local community. Hence, risk assessment is
hardly incorporated in decision-making processes at the
local level and risk awareness of the public is poor. The
impact, cost and risks associated with coastal development
are better controlled through internalising adaptation costs in
planning and investment decisions: thus an appropriate part
of the risks and risk mitigation costs is transferred to the
direct beneﬁciaries and investors. Risk monitoring and
mapping is a prerequisite for incorporating risk into planning
and investment policies. The distribution of risks and costs
requires due consideration of the interests of all stakeholders
in order to guarantee social justice (Safecoast 2008; OST
2004).
19.4.4 Risk-Based Adaptation
The largest climate change impacts in the coastal zone result
from extreme events which have a low probability of
occurrence within a given time interval. The concept of risk,
deﬁned as the product of probability of occurrence and
resulting damage, provides an objective measure for the
need to adapt to such impacts. By evaluating what damage is
avoided at what costs, informed choices can be made among
different adaptation strategies. Coastal adaptation strategies
of the North Sea countries are increasingly based on risk
management considerations. Uncertainty in the probability
of occurrence and uncertainty in the extent of damage can be
incorporated in risk estimation—for instance, by deﬁning
probability distributions for all variables and using a Monte
Carlo method. The application of the risk concept in adap-
tation strategies is limited, however, by the difﬁculty of
quantifying uncertainty in the probability of occurrence and
by the more fundamental difﬁculty of predicting possible
damage caused by rare extreme events.
A further complication arises when a choice has to be
made among different possible adaptation measures: which
temporal and spatial scales must be considered when these
measures are evaluated through ranking methods such as
cost-beneﬁt, cost-effectiveness or multi-criteria analyses?
This choice strongly influences the results. This complica-
tion is enhanced by uncertainty about the future in general.
How are present values affected by other future global or
local change, in addition to climate change? The combina-
tion of these different sources of uncertainty is sometimes
termed ‘deep uncertainty’.
Scenarios provide a way to deal with limitations related to
quantifying uncertainty (the probability that some damage
will occur) and to quantifying possible damage (loss of
certain values). Scenarios describe different futures that can
be imagined. These scenarios should be internally consistent,
but need not necessarily be expressed in terms of probability
and money. Their main function is to open those who are
involved in climate adaptation to the wide spectrum of sit-
uations and adaptation options that should be considered.
Scenarios help in avoiding suboptimal sector approaches and
a unilateral focus on certain adaptation options, which are
major shortcomings of present coastal adaptation strategies
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in the North Sea countries (EEA 2005). But scenarios do not
of course, in themselves, answer the question as to which
adaptation strategy of the options available should be
preferred.
The EEA (2007) has provided methodological guidance
for quantifying and costing climate change impacts at the
global and regional scale. These methods include: treatment
of scenarios (both climate and socio-economic projections);
issues of valuation (market and non-market effects); indirect
effects on the economy; approaches taken to spatial and
temporal variation; uncertainty and irreversibility (especially
in relation to large-scale irreversible events); and coverage
(which climate parameters and which impact categories are
included). However, there is limited application of explora-
tory scenarios at the local level and those applications
involving local stakeholders are even rarer. This highlights
the need for pilot projects to evaluate, demonstrate and
disseminate the effectiveness of scenario approaches to the
ICZM community, including predictive, exploratory, and
normative scenarios (Ballinger and Rhisiart 2011). To date,
few projects have attempted to downscale SRES scenarios to
the regional and local level in the North Sea region
(Andrews et al. 2005; Holman et al. 2005a, b; Nicholls et al.
2006).
19.4.5 Adaptation Pathways
There is broad agreement that adapting to the impacts of
climate change is inevitable and that preparatory actions
should already be initiated. But once it becomes clear that a
fundamental revision of present coastal policies is needed,
questions arise as to which actions are most appropriate to
cope with the impacts of climate change at the long term.
Revised policies need to deal not only with uncertainty
related to the future impacts of climate change, but also with
uncertainties related to future social and economic devel-
opments. A blueprint plan is inadequate, as the future can
unfold differently from what is anticipated. Actions that are
appropriate for the foreseeable future could turn out to be
inadequate for the long term and could even hinder actions
that may become necessary later.
One way of dealing with this problem of ‘robust decision
making’ is the strategy of adaptive pathways (Hallegatte
2009). According to this strategy, adaptation pathways are
developed that comprise different sets of successive adap-
tation actions. Each pathway leads to successful long-term
adaptation within a particular scenario of climate change and
socio-economic development. Analysis of the different
pathways enables the selection of short-term actions that are
suitable (no adverse lock-in effects) within different scenar-
ios. The most promising actions are those with the best
performance in terms of societal beneﬁts and costs. The
exercise of pathway deﬁnition and analysis is repeated when
new follow-up actions become needed; the lessons of the
ﬁrst actions (‘learning-by-doing’) as well as the latest
knowledge of climate change and socio-economic develop-
ment serve as input. A sophisticated version of this approach
(‘strategy of dynamic adaptive policy pathways’) was used
to underpin the Dutch Delta programme for adaptation to
climate change (Haasnoot et al. 2013). A similar method has
been developed by Sayers et al. (2013) and applied to the
Thames Estuary, UK (McGahey and Sayers 2008).
19.4.6 No-Regret Adaptation Strategy
The measures envisioned in the North Sea countries for
adaptation to climate change are similar. Preference for
certain measures depends on the nature and seriousness of
the climate change threats and on social acceptance. In all
North Sea countries there is consensus that adaptation to
climate change is inevitable and that some action is already
required. Climate change projections for the economic life
cycle of coastal infrastructure are currently incorporated in
the development of long-term investment plans. This is
done, for instance, by adjusting design criteria for the ren-
ovation of coastal protection works (see Chap. 18). Spatial
planning is recognised as a key instrument for the integration
of adaptation measures in a broader coastal management
policy and for taking into account developments at larger
temporal and spatial scales. Spatial reservations are made for
future reinforcement or realignment of coastal defences, and
set-back lines for new buildings in the coastal zone are
revised. In most North Sea countries, studies are undertaken
on how far adaptation should go and whether investment can
be postponed. At present, no major public investments are
being made with the sole purpose of long-term climate
change adaptation.
There is an increasing preference for flexible measures
with as much as possible a no-regret character. Potential
low-regret measures include early warning systems; risk
communication between decision makers and local citizens;
sustainable land management, including land use planning;
ecosystem management and restoration; improvements to
water supply, sanitation, irrigation and drainage systems;
climate prooﬁng of infrastructure; development and
enforcement of building codes and better education and
awareness (IPCC 2012). Such measures deliver additional
beneﬁts, such as opportunities for tourism, recreation, nature
development and other ecosystem services.
Beach and shoreface nourishment and wetland restoration
are examples of no-regret measures already practiced in
North Sea countries. They are often part of a broader water
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management strategy that includes land-use planning in the
upstream catchment area. Such measures are implemented
step-wise, allowing for adjustment when better knowledge
of the impacts of climate change impacts becomes available.
They also respond to the insight that natural dynamics
generally offer greater long-term resilience (self-regulating
capacity) against climate change impacts than hard
man-made structures (Dronkers 2005).
An important notion in this context is that present levels
of greenhouse gases already imply a commitment to sus-
tained adaptation for several centuries to come (Nicholls
et al. 2007; Wong et al. 2014). In some cases, this might lead
to more radical strategies, such as the wholesale re-location
of coastal settlements, or design of housing infrastructure
which can cope with being regularly inundated.
19.4.7 Knowledge and Monitoring
Adaptation efforts beneﬁt from iterative risk management
strategies because of the complexity, uncertainties, and long
time frame associated with climate change (IPCC 2012). An
iterative risk management strategy consists of an iterative
process of monitoring, research, evaluation, learning, and
innovation. Addressing knowledge gaps through enhanced
observation and research reduces uncertainty and helps in
designing effective adaptation and risk management
strategies.
Because uncertainty is a major obstacle to preparing for
climate change adaptation, more reliable predictions of cli-
mate change and its impacts are needed (EEA 2014). Many
studies address climate change prediction at the global scale.
However, there are indications that global-scale projections
of climate change may not be representative for the North
Sea region, especially in relation to the characteristics of the
North Atlantic Gulf Stream (Nicholls et al. 2007). Better
understanding of the coupled ocean-atmosphere system for
the North Atlantic is therefore a highly relevant and urgent
research topic (Vellinga and Wood 2007; Rahmstorf et al.
2015).
Monitoring is also essential for a better understanding of
climate change impacts in the North Sea coastal and marine
zone. Many data are collected within the different North Sea
countries, by public agencies, research institutes and private
companies. However, the European Commission (EC 2010)
notes that “There are restrictions on access to data, and on
use and re-use. Fragmented standards, formats and nomen-
clature, lack of information on precision and accuracy, the
pricing policy of some providers and insufﬁcient temporal or
spatial resolution are further barriers.” It may be expected
that the situation will improve by progress in the imple-
mentation of the EU Water Framework Directive, the EU
Marine Strategy Framework Directive and the EMODnet
marine data network (EC 2012).
A better coordinated and more consistent approach to
marine monitoring is essential for a proper analysis of
change in the coastal and marine system. This analysis
should focus on establishing cause-impact relationships,
which make it possible to distinguish climate change impacts
from natural variability and other impacts. Monitoring data
are often not directly ﬁt for policy evaluation; translating
data into indicators pertinent to policy making is a further
subject of special attention (Breton 2006; Martí et al. 2007;
EEA 2012). This kind of knowledge is crucial for informing
policy and the general public and for developing the adap-
tive capacity of institutions and wider society.
19.5 Summary and Conclusions
1. Strategy
All North Sea countries have developed a climate adap-
tation strategy. In these strategies special consideration is
given to the coastal zone.
2. Perceived Risks
The North Sea countries consider flooding by the sea and
coastal erosion as major climate-related coastal risks.
3. Aggravation of Existing Trends
Several studies show that climate change will enhance
erosion and habitat loss that occur already, as a result of
existing pressures related to use and development of the
coastal zone.
4. Governmental Steering
In all North Sea countries, actors at national and regional
level have been designated for initiating and coordinating
adaptation to climate change. In the Netherlands, the country
with the highest number of potentially threatened people, a
special governance mechanism, the Delta Commissioner,
has been created.
5. Centralised Versus Decentralised Implementation
In Germany, the Netherlands and Belgium coastal adap-
tation is steered by national and regional programmes and
plans. In the UK, Denmark, Sweden and Norway, regional
and local governments are responsible for adaptation; coastal
communities have the duty to develop adaptation plans and
to report (in the UK) on the implementation progress.
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6. Public Participation
In all North Sea countries, adaptation plans are subject to
public consultation. The UK and the Scandinavian countries
pursue active public involvement by accruing adaptation
responsibilities to private stakeholders.
7. Risk-Based Adaptation
In all North Sea countries some form of risk assessment
(comparison of adaptation costs with costs of avoided risks)
is considered for the prioritisation of adaptation measures.
However, at present there is no generally accepted
methodology.
8. Uncertainty
Uncertainty about the extent and timing of climate-driven
impacts is a major obstacle to political and public mobili-
sation on the issue of climate adaptation. Different methods
to deal with uncertainty of climate impacts are being
developed, involving scenario development, tipping point
analysis and more robust decision-making techniques (such
as adaptive pathways).
9. No-Regret Measures
In view of the uncertainties, adaptation plans focus on
no-regret measures. The most considered measures in the
North Sea countries are spatial planning in the coastal zone
(set-back lines), wetland restoration, coastal nourishment
and reinforcement of existing protection structures.
10. Monitoring and Research
The climate of the North Sea countries is strongly influ-
enced by the North Atlantic Oscillation (NAO) and the Gulf
Stream. Better understanding of ocean-atmosphere dynamics
in the North-Atlantic region is important to reduce the
uncertainty in climate predictions for the North Sea region.
The difﬁculty of identifying the climate-related component
in observed changes of physical and biological parameters in
the coastal zone is a critical obstacle to obtaining a widely
shared understanding of the urgency of adaptation. A dedi-
cated coastal observation network is not yet in place in the
North Sea region.
Box 1
Working deﬁnitions of key terms used within this
chapter
Governance: The exercise of political, economic
and administrative authority in the management of a
country’s affairs at all levels. Governance comprises
the complex mechanisms, processes, and institutions
through which citizens and groups articulate their
interests, mediate their differences, and exercise their
legal rights and obligations (UNDP 1997).
Integrated Coastal (Zone) Management: A contin-
uous process of administration, the general aim ofwhich
is to put into practice sustainable development and
conservation in coastal zones and to maintain their
biodiversity. This involves the coordinated manage-
ment and synchronised planning of multiple issues and
areas of overlapping interest (EC 1999). In Europe this
has been characterised by the implementation of the EU
Recommendation on Integrated Coastal Zone Man-
agement (cf synonyms ICM, ICZM, CZM, ICAM.).
Shoreline Management Planning: Strategic
approach to managing the risks of coastal flooding and
erosion, especially as they relate to changes in coastal
processes (DEFRA 2009).
Coastal Adaptation: Efforts and actions (in the
coastal zone) targeted at vulnerable systems to deal
with actual or expected problems with the objective of
moderating harm (IPPC 2001).
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Annex 1: What is NAO?
Abdel Hannachi and Martin Stendel
The atmospheric circulation in the European/Atlantic sector,
which also determines the regional climate of the North Sea
region, can be described mainly by the North Atlantic
Oscillation (NAO), the zonality or meridionality of the
atmospheric flow and the frequency of atmospheric block-
ing. The NAO is the dominant mode of near-surface pressure
variability over the North Atlantic Ocean and Europe,
including the ‘NOSCCA region’, impacting a considerable
part of the northern hemisphere (Hurrell et al. 2003). In its
positive phase, the pressure difference between the two main
centres of action—the Azores High and the Icelandic Low—
is enhanced compared to the climatological average, result-
ing in a stronger than normal westerly air flow (Hurrell
1995). The storm-track extends north-eastward with more
storms over the North Sea and northern Europe. These
regions have therefore warmer and wetter than average
conditions, especially during winter, whereas the Mediter-
ranean region is generally drier and colder than normal. In
contrast, during the negative phase of the NAO, the pressure
difference between the Azores High and Icelandic Low is
reduced, the storm track is more zonal and shifted south-
ward, extending into the western Mediterranean, and the
resulting air flow is weaker than normal (Xoplaki 2002;
Xoplaki et al. 2004). For strongly negative NAO indices, the
flow can even reverse when there is higher pressure over
Iceland than over the Azores, with the consequence of harsh
winters over large parts of Europe, such as occurred in
2009/2010 (Ouzeau et al. 2011). The strength of the NAO
follows an annual cycle with maximum values in January
and minimum values in May (Jones et al. 1997; Furevik and
Nilsen 2005). Although the largest amplitude and explained
variance occur in winter, the impact of the NAO on the
North Sea region is present all year round.
Figure A1.1 shows the variability of the NAO over the
past 190 years. From a long-term perspective, the behaviour
of the NAO appears irregular. However, extended periods of
positive or negative NAO indices are apparent. From the
mid-1970s to the mid-1990s, positive index values prevailed
(e.g. Hurrell et al. 2003). After the mid-1990s, however,
there was a tendency towards more negative NAO indices, in
other words a more meridional circulation, and it should be
noted that the winter of 2010/2011 had the most negative
NAO index in the record (Jung et al. 2011; Pinto and Raible
2012).
Fingerprints of the NAO have been known since at least
the days of the Scandinavian sailors (Haine 2008), and from
the mid-18th century it was noted (Egede 1745; Cranz 1765)
that surface air temperatures in Greenland and Scandinavia
vary in opposite phase (Stephenson et al. 2003; Pinto and
Raible 2012). Depending on the season, the NAO pattern
explains between 40 and 60 % of the total variance in
sea-level pressure (SLP) over the North Atlantic Ocean
(Wanner et al. 2001; Bojariu and Gimeno 2003; Hurrell et al.
2003).
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Fig. A1.1 North Atlantic Oscillation (NAO) index for boreal winter
(DJFM) 1824/1825 to 2012/2013, calculated as the difference of the
normalised station pressures of Iceland and Gibraltar (which is a good
measure for the strength of the Azores High) from the monthly means
of the period 1951–1980 (Jones et al. 1997, updated at www.cru.uea.ac.
uk/*timo/datapages/naoi.htm). The solid black line is a 5-year running
mean
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The North Atlantic sea-surface temperature (SST) re-
sponds to changes in large-scale atmospheric flow, particu-
larly the NAO. For example, during positive NAO events,
there is enhanced cooling of North Atlantic SST north of 45°
N. The resulting negative SST anomaly affects air-sea
interaction between about 30° and 45°N, leading to positive
SST anomalies in this lower latitude band (Marshall et al.
2001). The correlation between the North Atlantic SST
anomalies and the NAO index leads to a dipole pattern,
known as the Bjerknes’ North Atlantic SST dipole (Bjerknes
1962, 1964). The southern lobe of this dipole extends across
the Atlantic to the North Sea and thus the NOSCCA region,
where the correlation is at a maximum (see Visbeck et al.
2003: their Fig. 2). The NAO affects a whole spectrum of
atmospheric and environmental processes, including tropo-
spheric wind (Thompson et al. 2000; see also Fig. 2.2),
precipitation (Lamb and Peppler 1987; Zorita et al. 1992;
Hurrell and van Loon 1997), ocean surface characteristics
(e.g. Moliarini et al. 1997), storminess (Rogers 1997; Ser-
reze et al. 1997), North Atlantic/European atmospheric
blocking frequency (Nakamura 1996; Woollings et al.
2010a, b; Häkkinen et al. 2011) and Sverdrup and Ekman
transport (Visbeck et al. 2003).
Many approaches have been used to deﬁne the spatial
structure of the NAO. Historically, (normalised) SLP dif-
ferences between Iceland and Lisbon (Hurrell 1995), the
Azores (Rogers 1997) or Gibraltar (Jones et al. 1997; Vin-
ther et al. 2003) have been used. Several researchers use
one-point correlation maps to identify regions of maximal
negative correlation near or over Iceland and over the Azores
extending to Portugal (e.g. Wallace and Gutzler 1981;
Kushnir and Wallace 1989; Portis et al. 2001; Hurrell and
Deser 2009). A related approach uses principal components
and identiﬁes the NAO by the eigenvectors of the
cross-correlation matrix which is computed from the tem-
poral variation of the grid point values of SLP, scaled by the
amount of variance they explain (e.g. Barnston and Livezey
1987), or clustering techniques (e.g. Cassou and Terray
2001a,b). Several researchers use unrotated (Horel 1981;
Thompson and Wallace 1998; Woollings et al. 2010b) or
rotated empirical orthogonal functions (EOFs) (Cheng et al.
1995; Hannachi et al. 2007). Other techniques, such as NAO
indices over latitudinal belts (e.g. Li and Wang 2003),
optimally interpolated patterns, trend EOFs (Hannachi
2007a, 2008) and cluster analyses (Cheng and Wallace
1993; Kimoto and Ghil 1993; Hannachi 2007b, 2010) have
also been proposed. Seasonality can also be taken into
account by deﬁning a seasonally and geographically varying
NAO index (Portis et al. 2001). All these deﬁnitions lead to
slightly different NAO indices; but the indices all resemble
each other and are in fact highly correlated with each other
(Leckebusch et al 2008).
All these deﬁnitions have in common that they are based
on direct observations or analyses. However, it is also pos-
sible to use proxy data to extend the indices back in time.
Several reconstructions exist that cover roughly the last
millennium. These are based on early instrumental obser-
vations (Jones et al 1997; Luterbacher et al. 1999), ship logs
(Küttel et al. 2009; Wheeler et al. 2009), other documentary
data (Glaser et al. 1999; Luterbacher et al. 2001, 2004),
climate ﬁeld reconstructions (Jones and Mann 2004; Casty
et al. 2007), ice cores (Appenzeller et al. 1998), speleothems
(Trouet et al. 2009) or strontium/calcium ratios in coral
(Goodkin et al. 2008). Multi-proxy reconstructions also
exist, based on tree rings and snow accumulation records
(Glueck and Stockton 2001) or on tree rings and stable
isotope ratios (Cook et al. 2002).
A model-based reconstruction of past atmospheric cir-
culation patterns is in principle possible. While climate
models are able to capture the broad spatial and temporal
features of the NAO (Gerber et al. 2008), the patterns of
variability exhibit substantial differences between models
and in comparison to observations (Xin et al. 2008; Casado
and Pastor 2012; Handorf and Dethloff 2012). In particular,
most models overestimate persistence on time scales from
sub-seasonal to seasonal (Gerber et al. 2008). With few
exceptions (Selten et al. 2004; Semenov et al. 2008), many
climate models are unable to simulate the amplitude of
changes in the observed NAO trend since the 1960s (Scaife
et al. 2008, 2009; Stoner et al. 2009). This and the apparent
underestimation of vertical coupling between troposphere
and stratosphere in most models make it difﬁcult to deter-
mine the extent to which the underestimation of trends is due
to model deﬁciencies and the extent to which it mirrors
anthropogenic forcing (Sigmond and Scinocca 2010; Kar-
pechko and Manzini 2012; Scaife et al. 2012). Further
uncertainties arise because there are indications that NAO
variability may depend on the mean state of the atmosphere
(Branstator and Selten 2009; Barnes and Polvani 2013). It
has also been proposed that higher wave numbers could lead
to resonance effects and therefore increased persistence of
circulation regimes (Coumou et al. 2014), thus corroborating
earlier ﬁndings, such as those by Kyselý and Huth (2006);
see also Rutgersson et al. (2014). It remains an open ques-
tion how far these drivers of NAO variability are related to
changes in the Arctic, such as the decrease in sea ice.
A comparison of the different reconstructions can shed
some light on the ability to reconstruct past atmospheric
circulation patterns. Pinto and Raible (2012) made such a
comparison (after applying a low-pass ﬁlter and normalisa-
tion) and found reasonable agreement between different
reconstructions since the beginning of the 20th century, but
also for a few periods in the more distant past (in particular
between 1620 and 1720). As these studies rely on different
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numbers of proxies, different calibration methods and very
different types of proxies, including growing-season data to
estimate winter NAO, this is not unexpected (e.g. Schmutz
et al. 2000). Furthermore, it is also unclear how valid the
implicit assumption is that the relation between proxies and
the NAO does not change over time.
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Annex 2: Climate Model Simulations for the North
Sea Region
Diana Rechid, H.E. Markus Meier, Corinna Schrum,
Markku Rummukainen, Christopher Moseley, Katharina Bülow,
Alberto Elizalde, Jian Su and Thomas Pohlmann
A2.1 Introduction
Climate models are powerful tools for investigating internal
climate variability and the response of the climate system to
external forcing, complementing observational studies.
Internal climate variability depicts natural variations due
to chaotic processes within the climate system. On annual to
multi-decadel time scales internal variability largely arises
from the continuous interaction between the atmosphere and
the ocean. External forcing involves factors outside the cli-
mate system and comprises natural forcing factors (e.g. solar
variability, orbital variations or volcanic eruptions) and
anthropogenic forcing factors (e.g. emissions of greenhouse
gases to the atmosphere, anthropogenic aerosols and changes
in land use). Climate variations due to internal processes and
external forcing occur at different spatial scales (due to the
different spatial extent of the relevant processes) and at
different temporal scales (due to the different time scales of
the relevant forcing factors and the different response times
of the climate system components).
In order to simulate internal and externally driven vari-
ability at different temporal and spatial scales with climate
models, the relevant components and processes need to be
included in the model. To investigate climate system pro-
cesses, a realistic representation of the coupling between
atmosphere and ocean is essential. For this purpose, climate
simulations are carried out using coupled Atmosphere–
Ocean General Circulation Models (AOGCMs). Such
models are able to represent dynamic interactions between
atmosphere, ocean and land, and thus also related non-linear
feedbacks in the climate system. State-of-the-art Earth Sys-
tem Models (ESMs), which constitute a further development
of AOGCMs, also include dynamic land and ocean bio-
sphere models and represent the carbon cycle, and in some
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cases ice sheet dynamics, aerosol processes and atmospheric
chemistry.
A major application of climate models is the simulation
of potential future climate changes due to human action
within the climate system. Future climate change in the near
term (at the scale of several decades) cannot be predicted,
due to internal climate variability and unknown external
forcings. However, it is possible to examine the impact of
some external forcing over the longer term. For example, by
using anthropogenic greenhouse gas emission scenarios to
project potential future climate evolutions over the coming
century and beyond. Each projection is the combined result
of the forced climate change signal and a possible course of
internal variability under that scenario. Any two projections
with one model and for one emission scenario may thus
differ with respect to the simulated course of internal
variability.
To assess the climate of the North Sea region, regional
data from global models are dynamically downscaled using
regional climate and ocean models to resolve regional-scale
processes in more detail than can be shown at the far coarser
resolution of global models. Recent studies for the North Sea
region have also applied coupled regional atmosphere–ocean
models in order to represent mesoscale feedbacks. One
subtask of the German research program KLIWAS is to
focus on coupled regional model simulations for the North
Sea region.
A2.2 Climate Models
Climate models are models of the climate system based on
physical, chemical and biological principles. They can be
classiﬁed into conceptual models (e.g. one-dimensional
energy balance models), earth system models of intermedi-
ate complexity (EMICs) and comprehensive global climate
models, which are three-dimensional general circulation
models (GCMs). Key components of GCMs are atmosphere
and ocean general circulation models (AGCMs and
OGCMs), which can be dynamically coupled to form
atmosphere–ocean general circulation models (AOGCMs).
In state-of-the-art Earth System Models (ESMs), further
components of the climate system such as ice sheets, vege-
tation dynamics and biogeochemical cycles may be inclu-
ded. An introduction to climate modelling is given by
McGufﬁe and Henderson-Sellers (2005).
For spatial reﬁnement of GCM simulations, statistical and
dynamical downscaling methods are applied. For statistical
downscaling, statistical relationships between observed local
and large-scale variables are established and then applied to
GCM output. According to Wilby and Wigley (1997), sta-
tistical downscaling is divided into regression methods,
weather pattern-based approaches, and stochastic weather
generators. Regression methods are usually applied because
they are easy to implement and computationally efﬁcient.
Among other things, statistical downscaling has been
applied to estimate biological impacts and changes in sea
level. For the latter, projected future large-scale meteorol-
ogy, typically taken from GCMs, is related to local extreme
sea level using statistical relationships derived from obser-
vations or a limited number of simulations from
physically-based models (for a review see Lowe and Gre-
gory 2010). It is unclear how statistical relationships derived
from observations or simulations of the past will continue to
be applicable under future climate conditions. In the rest of
the annex, only dynamical downscaling methods are
considered.
Dynamical downscaling involves regional climate models
(RCMs). Reviews about RCMs are given, for instance, by
Rummukainen (2010) and Rockel (2015). RCMs are local
area circulation models for a three-dimensional section of the
atmosphere at high spatial resolution, forced by large-scale
atmospheric conditions simulated by a GCM. Regional
ocean models are circulation models for a three-dimensional
section of the ocean, forced by large-scale ocean conditions
simulated by a global ocean model, and meteorological
forcing from atmospheric models. As in the case of global
models, regional models of atmosphere and ocean can be
coupled to form regional atmosphere–ocean models, and
further complemented by additional components of the cli-
mate system, towards regional climate system models.
A2.2.1 Atmosphere–Ocean General
Circulation Models
Fluid dynamics and thermodynamics in the atmosphere and
ocean are described by fundamental physical laws as the
conservation of momentum, mass and energy, and the
thermodynamic equation of state. They form a system of
non-linear partial differential equations for which no closed
analytic solution exists. Rather, they need to be discretised
using either the ﬁnite difference method or the spectral
method and solved numerically. For ﬁnite differences, a grid
is imposed on the atmosphere and ocean. The grid resolution
strongly correlates with available computer power. Typical
horizontal resolutions of AGCMs for centennial climate
simulations correspond to spatial scales of between 300 and
100 km, in some cases 50 km, with 30–90 vertical levels.
Horizontal resolution in OGCMs corresponds to spatial
scales of between 160 and 10 km, with 40–80 vertical levels.
Processes which are not resolved at the resolution of the
model grid need to be considered by describing their col-
lective effect on the resolved spatial unit. This is done by
parameterisations based on theoretical assumptions,
process-based modelling or observations and derived
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empirical relationships. Examples for parameterised
subgrid-scale processes in climate models include radiation,
convection, processes within the atmospheric and oceanic
planetary boundary layers and land surface processes. The
fundamental physical understanding behind those parame-
terisations, together with the numerical methods and model
resolutions applied, as well as the treatment of initial and
boundary conditions, determine the capabilities of a model.
In AOGCMs, the coupling between atmosphere and ocean is
of crucial importance. Major difﬁculties with coupled mod-
els arise because the initial states of the ocean and atmo-
sphere are not known precisely and even small
inconsistencies in terms of energy, momentum and mass
fluxes between atmosphere and ocean can cause a model
drift to unrealistic climatic states. In early AOGCM simu-
lations, this problem was addressed by empirical ‘flux
adjustments’ (Manabe and Stouffer 1988). Today, most
coupled models no longer need such adjustment owing to
improved representation of physical processes, and to ﬁner
model resolution.
A2.2.2 Regional Climate Models
Regional climate models are models of a three-dimensional
section of the atmosphere and possibly other climate system
components. They are based on the same primitive equations
for fluid dynamics as global climate models. They are dis-
cretised at much ﬁner spatial atmosphere grids (corre-
sponding to spatial scales of 50–2.5 km) for a limited
geographical area. At the lateral boundaries of the model
domain, meteorological conditions from either global model
simulations or observational data are prescribed (‘nesting’).
Within the model domain, ﬁner-scale processes such as
mesoscale convective systems, orographic and land-sea
contrast induced circulations are resolved. This method is
also called dynamical downscaling. In terms of topography,
land-sea distribution and land surface characteristics, regio-
nal climate models apply more detailed lower boundary
descriptions than global climate models. Compared to global
models, the treatment of lateral and lower boundary data in
regional models can affect model quality.
The nested regional modelling technique essentially
originated from numerical weather prediction. The use of
RCMs for climate application was pioneered by Giorgi
(1990). The advantages of regional atmosphere models are
(1) more detailed orography and improved spatial repre-
sentation of precipitation, (2) improved representation of the
land-sea mask, (3) improved sea surface temperature
(SST) boundary conditions if a regional coupled atmo-
sphere–ocean model is used, (4) more accurate modelling of
extremes (e.g. low pressure systems), and (5) more detailed
representation of vegetation and soil characteristics over land
(Rummukainen 2010; Feser et al. 2011 and references
therein). Over the sea the added value of the high resolution
in the regional atmosphere model is limited spatially to the
coastal zone. For the North Sea, added value is found in the
Southern Bight and the Skagerrak (Winterfeldt et al. 2010;
Feser et al. 2011).
During the last decade, RCMs have been coupled with
other climate process models, such as ocean, sea-ice and
biosphere models, thus moving towards regional climate
system models (RCSMs). RCSMs are able to represent
dynamic interactions between the regional climate system
components and thus regional-to-local climate feedbacks.
RCMs are used in a wide range of applications from pale-
oclimate to anthropogenic climate change studies. For a
comprehensive study of regional climate change in the North
Sea region, coupled regional atmosphere–ocean models are
appropriate tools. They provide regional to local scale cli-
mate information relevant for regional climate and climate
change assessments.
A2.2.2.1 Regional Ocean Models
For a detailed and spatially resolved investigation of climate
change impacts on physical and biogeochemical variables of
the North Sea system a consistent dynamical downscaling
approach is needed. Such an approach is usually complex
and computationally expensive. It requires coupled
physical-biogeochemical models of sufﬁciently high reso-
lution driven with appropriate atmospheric forcing (i.e.
air-sea fluxes of momentum, energy and matter including the
atmospheric deposition of nitrogen and carbon), hydrologi-
cal forcing (water volume, carbon and nutrient flows from
the catchment area) and lateral boundary data at locations in
the North Atlantic and Baltic Sea depending on the extent of
the regional model domain. In addition, consistent initial
conditions are needed. For reasons of computational
expense, rather than simulating the full transient period from
past to distant future, two or more time-slices are often used,
with one covering the recent past and the others covering the
mid- and/or end of the century. If time slices of present and
future climates are calculated instead of the transient evo-
lution under a changing climate, initial conditions are also
needed for the future time slice. Due to the relatively short
memory of initial conditions in the North Sea the proper
choice of initial values for physical variables is not usually a
problem. A shorter spin-up period of about 1–3 years
guarantees that the state variables are in equilibrium with the
model physics. For nutrient and carbon cycling, spin-up
periods of 2–5 years are needed, because in the North Sea
time scales of the water-sediment fluxes and the biogeo-
chemical system are slightly longer than physical time
scales.
For regional North Sea scenario simulations, initial, sur-
face and boundary forcing data can be taken directly from
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GCM simulations (e.g. Ådlandsvik 2008). However, due to
the coarse resolution of GCMs these data sets suffer from
considerable biases at the regional scale, which prevents the
realistic modelling of regional hydrodynamic and biogeo-
chemical processes. Either a bias correction method (see
Sect. A2.3.2) or a regional atmosphere model and a hydro-
logical model should therefore be used to force the ocean
model. As both the ocean and the atmosphere need higher
spatial resolution than is usually available from
state-of-the-art GCM simulations, the atmospheric forcing of
the regional ocean model is often downscaled as well.
A2.2.2.2 Regional Coupled Atmosphere–Ocean
Models
While the coarser AOGCMs have been used for some time,
a recent major achievement with respect to modelling is the
building of high-resolution fully coupled atmosphere–
sea-ice–ocean–land-surface models, which allow for con-
sideration and resolution of local feedbacks (Gustafsson
et al. 1998; Hagedorn et al. 2000; Rummukainen et al. 2001;
Döscher et al. 2002; Schrum et al. 2003; Dieterich et al.
2013, 2014; Ho-Hagemann et al. 2013; Tian et al. 2013; Van
Pham et al. 2014; Gröger et al. 2015). The ﬁrst coupled
atmosphere–sea-ice–ocean models were developed to
improve short-range weather forecasting (e.g. Gustafsson
et al. 1998) or to study processes and the impact of coupling
on air-sea exchange (e.g. Hagedorn et al. 2000; Schrum et al.
2003). During the past decade, coupled modelling has
become more aligned to perform studies on climate change
(e.g. Rummukainen et al. 2001; Räisänen et al. 2004; Meier
et al. 2011a) and the ﬁrst transient centennial climate change
simulations became available for the Baltic Sea region
(Meier et al. 2011b, 2012a). Transient simulations for the
period 1960–2100 using regional coupled atmosphere–ocean
models are now available for the North Sea (initialised by
the German KLIWAS project; www.kliwas.de) (Bülow et al.
2014; Dieterich et al. 2014; Su et al. 2014b) (see Sect. A2.4).
In a ﬁrst attempt to model the regional coupled atmo-
sphere–ocean system including the North Sea, Schrum et al.
(2003) showed that coupling stabilised the regional model
system simulation in a one-year simulation and reduced the
drift compared to the uncoupled system. In a decadal sim-
ulation, Su et al. (2014b) showed that their coupled model
was able to damp the drift seen in an uncoupled regional
atmosphere–ocean model system, which had been due to an
accumulation of heat caused by heat flux errors. Neverthe-
less, the impact of air-sea heat fluxes on atmospheric con-
ditions is not the same for different periods. Kjellström et al.
(2005) showed that the regional impact of surface fluxes on
summer SSTs is greatest during a phase of negative NAO
index, when the large-scale atmospheric flow over the North
Atlantic is weaker and more northerly, than during a phase
of positive NAO index, when the large-scale atmospheric
flow is stronger and more westerly. Hence, the impact of the
lower boundary condition on near surface atmospheric ﬁelds
and atmosphere–ocean fluxes is small when horizontal
advection is large, for example during years with a positive
NAO index.
A2.2.2.3 Towards Regional Climate System
Models
In recent years, coupled atmosphere–sea-ice–ocean models
have been further elaborated by using a hierarchy of
sub-models for the Earth system, combining regional climate
models with sub-models for surface waves (e.g. Rutgersson
et al. 2012), land vegetation (e.g. Smith et al. 2011),
hydrology and land biochemistry (e.g. Arheimer et al. 2012;
Meier et al. 2012b), marine biogeochemistry and lower
trophic level dynamics (e.g. Allen et al. 2001; Holt et al.
2005; Pätsch and Kühn 2008; Daewel and Schrum 2013),
the marine carbon cycle (e.g. Wakelin et al. 2012a, b; Artioli
et al. 2013; Gröger et al. 2015, early life stages of ﬁsh (e.g.
Daewel et al. 2008) and food web modelling (e.g. Niiranen
et al. 2013). Hence, there is a tendency to develop Regional
Climate System Models (RCSMs), which enables better
investigation of the impact of climate change on the entire
marine environment. Indeed, RCSMs further enable regional
climate simulations which represent dynamical feedback
mechanisms such as the ice-albedo feedback (Meier et al.
2011a), by including interactive coupling between the
regional climate system components (i.e. atmosphere, ocean,
sea ice, land vegetation, marine biogeochemistry).
A2.2.2.4 Regional Coupled Modelling of Land–Sea
Processes
Many downscaling studies for the North Sea assume—be-
cause more detailed information is lacking—that runoff from
the catchment area and the freshwater outflow from the
Baltic Sea will not change in a future climate (e.g. Wakelin
et al. 2012a). As far as is known, only in the
MPIOM-REMO model is the water cycle closed (Sein et al.
2015) and no attempt has so far been made to consider
terrestrial changes in nutrient loads or alkalinity at either the
global scale in ESMs or for any regional ESM. Although the
impact of changing runoff and river load and changing Baltic
outflow properties may be restricted to the southern coastal
North Sea and the Skagerrak, respectively, a more consistent
approach addressing the water and nutrient budget of the
North Sea should consider the entire land-sea continuum.
Hence, projections of salinity and marine biogeochemical
cycles in shelf seas are still uncertain (e.g. Meier et al. 2006;
Wakelin et al. 2012a; Artioli et al. 2013). Recently, a new
hydrological model, the HYPE model (HYdrological Pre-
dictions for the Environment) (Lindström et al. 2010;
Arheimer et al. 2012), was developed to calculate river flow
and river-borne nutrient loadings from catchment areas.
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The HYPE model version developed for Europe is referred
to as E-HYPE. In the future, scenario simulations with
E-HYPE can be used to calculate changing water and
nutrient budgets more consistently. However, a current
limitation is that the carbon cycle and carbon loads are not
considered in the present version of E-HYPE. Despite these
recent efforts, the uncertainties in runoff in scenario simu-
lations for the end of the 21st century are considerable due to
biases in precipitation from the regional atmosphere models
(Donnelly et al. 2014). Future projections of nutrient loads
are perhaps even more uncertain than projections of future
river flows, due to unknown future land use and socioeco-
nomic scenarios (Arheimer et al. 2012).
A2.3 Climate Projections
A2.3.1 Methodology
Climate models are applied to project potential future cli-
mate evolutions at multi-decadal to centennial time scales.
The temporal evolution of future climate will depend on
external natural and anthropogenic forcing and on internal
climate variability. The following sections explain the
methodology of climate model projections, and how external
forcings and internal climate variability are considered.
A2.3.1.1 External Forcing
Humans affect climate through emission of substances to the
atmosphere and by altering characteristics of the land sur-
face. Future socioeconomic development cannot be foreseen,
but it is possible to assume plausible future pathways and
derive related emission and land-use scenarios. Potential
human pathways are described within global socioeconomic
scenarios which assume certain development of demogra-
phy, policies, technology and economic growth. For each
scenario, the related emissions of greenhouse gases and
aerosols are quantiﬁed, from which the concentrations of the
respective substances in the atmosphere are derived. The
procedure of deﬁning emission scenarios is described in the
Special Report on Emission Scenarios (Nakicenovic and
Swart 2000). The latest generation of climate projections for
the 21st century build on the more recent Representative
Concentration Pathways (RCPs), which are derived from a
different scenario process (Moss et al. 2010). RCPs are
deﬁned by different levels of radiative forcing at the end of
the 21st century. Further information on emission scenarios
and RCPs is provided in Annex 4.
The concentrations, in some cases the emissions, are
prescribed to climate models, which then simulate the
response of the climate system to the forcing. For historical
climate simulations, observed concentrations of atmospheric
substances are prescribed to the models. The results of
climate projections are related to the results of the historical
climate simulation in order to derive simulated climate
change signals. By prescribing different forcings according
to different pathways, a range of potential future climate
evolutions can be projected.
Future natural external forcings such as volcanic erup-
tions and solar variability are not predictable. In the real
future of earth, changes in natural factors may occur which
could substantially affect future earth climate. This will
always be an unknown in climate projections. In most cli-
mate projections for the future, natural external forcings are
kept constant. For historical climate simulations they are
prescribed to the models from available observations. The
projected human impact on climate for the 21st century,
however, seems signiﬁcantly larger than the amount of
natural external forcing on climate than has occurred over a
multi-century and longer historical perspective.
A2.3.1.2 Internal Climate Variability
Assuming one external forcing, a range of climate evolutions
are still possible due to the impact of internal climate
dynamics. In addition, with external factors changing over
time, the internal climate variability itself can also change
over time. Internal variability arises from natural processes
within the climate system and can lead to stochastic varia-
tions in climate parameters at time scales from seconds to
centuries. Processes within the atmosphere occur on rela-
tively short time scales, whereas processes within the ocean
or ice sheets occur on longer time scales. Interactions and
feedbacks between components of the climate system (i.e.
atmosphere, biosphere, lithosphere, pedosphere, hydro-
sphere and cryosphere) lead to natural internal climate
variations that are also relevant at the multi-decadal time
scales of climate projections. Climate models are able to
simulate internal climate variability, but its temporal evolu-
tion strongly depends on the initialisation of each model
component. To consider different temporal evolutions of
natural climate variability, a set of simulations can be per-
formed with the same external forcing but with different
initialisation states. The results of such an initial-condition
ensemble for a certain time period lie within a range of
equally probable climate evolutions.
A2.3.1.3 Regional Climate Change Projections
Global simulations of the historical climate and global pro-
jections of the future climate can be dynamically downscaled
with RCMs, in order to relate the overall climate change to
regional and local consequences in more detail. While
RCMs can inherit errors from the GCMs and may also add
further uncertainties due to different parameterisations,
structures and conﬁgurations, they do add value to the
modelling results owing to the better representation of
local-scale features and processes. Thus, local-to-regional
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scale climate change patterns simulated by an RCM can
decisively differ from the simulation results of a global
model.
Models are always simpliﬁed images of the earth’s cli-
mate system. They provide more or less accurate approxi-
mations of climate parameters compared to the real system.
Many physical processes occur on spatial scales which are
not resolved by climate models and thus need parameteri-
sations. Model parameterisations are derived from empirical
studies and statistical approaches. Modelling uncertainties
arise from an incomplete understanding of processes within
the climate system and from the inability to represent all
processes and characteristics of the climate system accu-
rately within climate models (see Annex 3). Modelling
uncertainties can lead to systematic biases between simu-
lated climate parameters and those based on observations.
For some investigations bias correction methods are applied
(see Sect. A2.3.2).
Different models apply different physical parameterisations
and different numerical approaches. Those structural differences
lead to a range of possible climate responses to external forc-
ing, which is addressed with multi-model-ensemble simulations
(see Sect. A2.3.3). In the case of regional climate projections,
simulations of multi-global model ensembles are downscaled
either with a single RCM or with different RCMs. Multi-model
ensemble simulations based on a single scenario sample
modelling uncertainties, but also different initial conditions of
the climate system, as each global model is initialised at a
different climate state.
A2.3.2 Bias Correction
To overcome shortcomings in the atmospheric and hydro-
logical forcing and in the lateral boundary data towards the
North Atlantic and Baltic Sea, bias correction methods are
often applied (e.g. Holt et al. 2012; Wakelin et al. 2012a;
Mathis 2013). An advantage of applying bias correction is
that the projections become more reliable when the simu-
lated historical climate is closer to the observed climate. The
sensitivity of the regional system to projected regional
changes is probably also described more realistically.
However, a disadvantage is that the projected parameters are
among each other no longer dynamically consistent. Fur-
thermore, some bias correction methods assume that internal
climate variability is not influenced by external forcing,
which can lead to different climate change signals than when
they are derived from the original model simulation.
Without loss of generality, the following discussion is
restricted to the atmospheric forcing of a regional climate
ocean model. Forcing can be handled by three approaches:
(1) direct forcing with GCM output (e.g. Ådlandsvik 2008),
(2) forcing with regional atmosphere model results driven by
GCM data at lateral and surface boundaries (e.g. Holt et al.
2010), and (3) forcing with regional coupled atmosphere–
ocean model results driven by GCM data at lateral bound-
aries (Bülow et al. 2014). In all three cases the atmospheric
forcing may be biased compared to observations of historical
climate due to the coarse resolution (Case 1), inconsistent
SSTs (Case 2) or biases in the large-scale circulation (Cases
1, 2, 3). Furthermore, even in Cases 2 and 3, when a regional
climate model is used, the resolution might not be high
enough to resolve all the relevant processes with an impact
on ocean climate.
Bias correction methods can be applied together with all
three approaches. Two main categories of bias correction are
the delta approach, and linear or nonlinear bias correction
methods. In the delta approach, historical climate forcing is
provided by reanalysis data. The climate change signal is
derived through perturbing the historical climate forcing with
the simulated change from a GCM or an RCM. Both additive
and multiplicative perturbations have been used (e.g. Wakelin
et al. 2012a; Holt et al. 2014, respectively). The second cate-
gory methods apply the same, time-independent bias correction
to both the historical and climate change forcing to improve
agreement between the historical climate and contemporary
observations. The correction might either be a linear correction
(fractional or additive), for example to correct for a bias of the
mean condition (e.g. Mathis 2013), or the correction might be a
more complex nonlinear function derived for example from a
statistical downscaling approach (e.g. Donnelly et al. 2014).
The overall disadvantage of all bias correction methods is
that the simulated changes are affected by the bias correction
and are sensitive to the chosen method (e.g. Räisänen and
Räty 2013; Donnelly et al. 2014; Holt et al. 2014).
A2.3.3 Ensemble Simulations
Since 1990, the ﬁrst model intercomparison projects (MIPs)
opened a new era in climate modelling. They provide a
standard experiment protocol and a worldwide
community-based infrastructure in support of model simu-
lations, evaluation, intercomparison, documentation and data
access. There are, among others, atmospheric model inter-
comparison projects (AMIP) for AGCMs and coupled model
intercomparison projects (CMIP) for AOGCMs (Meehl et al.
2005), both initiated by the World Climate Research Pro-
gram (WCRP) and supported by the program for climate
model diagnosis and intercomparison (PCMDI).1 For
example, within CMIP phase 3 (Meehl et al. 2007), coor-
dinated climate projections of AOGCMs with interactive sea
ice, based on emission scenarios from SRES, were prepared.
1www-pcmdi.llnl.gov/projects/model_intercomparison.php.
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Within CMIP phase 5 (Taylor et al. 2012), a new set of
coordinated experiments of AOGCMs and ESMs, based on
RCPs, has been established. The data are available via the
earth system grid federation (ESGF) which can be accessed
from several nodes world-wide.2
The ﬁrst major effort on Europe-wide coordinated
experiments with RCMs was the PRUDENCE project,3
coordinated by the Danish Meteorological Institute and
ﬁnanced by the EU 5th framework program 2001–2004.
This resulted in a series of climate change scenarios for
2071–2100 at a 0.5°–0.22° horizontal resolution for Europe
(Christensen and Christensen 2007).
Within the later project ENSEMBLES,4 coordinated by
the Met Ofﬁce Hadley Centre and ﬁnanced by the 6th EU
framework program 2004–2009, a coordinated matrix of
global and regional model simulations, mainly for the SRES
A1B scenario, was established for Europe at a 0.22° hori-
zontal resolution (and for Africa at 0.44°) (Hewitt and
Griggs 2004). The model data are freely available.5
Within the current worldwide initiative on coordinated
downscaling experiments (CORDEX), a sample of the glo-
bal climate simulations of CMIP5 were downscaled for most
continental regions of the globe (Giorgi et al. 2009).
The CORDEX datasets will be available via the ESGF.
Some datasets are already accessible, others will follow
successively.
Within the EURO-CORDEX initiative, a unique set of
high resolution climate change simulations for Europe on a
0.11° horizontal resolution is currently established (Jacob
et al. 2014). Around 26 dynamical downscaling experiments
have been or will be conducted, mainly for the scenarios
RCP4.5 and RCP8.5. It is possible to track the status of the
simulations.6 Datasets will also be available via the ESGF.
To estimate uncertainties in projections of future climate
the multi-model ensemble approach has also been introduced
in Earth system modelling of the North Sea region (e.g.
Friocourt et al. 2012; Wakelin et al. 2012a; Bülow et al.
2014; Holt et al. 2014). Ensemble simulations sample global
and regional model uncertainties, internal variability and
potential but unknown greenhouse gas emissions, nutrient
and carbon loads, and ﬁshery scenarios (e.g. Meier et al.
2011b, 2012b; Wakelin et al. 2012a). An overview of recent
model simulations for the North Sea is provided in Sect. A2.4.
A2.4 Regional Coupled Atmosphere–
Ocean Model Simulations
for the North Sea
For the assessment of regional climate change in the North
Sea region, regional coupled atmosphere–ocean models are
essential. They account for local topography and coastline,
resolve mesoscale features of oceanic and atmospheric cir-
culation, and are able to simulate small-scale air–sea cou-
pling processes.
Changes in the hydrological system of coastal waters
have been investigated within the German Federal Ministry
of Transport, Building and Urban Development (BMVBS)
research program KLIWAS task 2. The objective of subtask
2.01 ‘Climate Change Scenarios’ is to generate reliable
estimates of changes in atmospheric and oceanic conditions,
with the help of suitable regional models. To date, simula-
tions for the North Sea are mainly undertaken with regional
atmosphere models and regional ocean models separately,
which does not account for dynamic atmosphere–ocean
interactions. The ﬁrst coupled regional atmosphere–ocean
models have been developed for the North Sea region (BfG
2013) within the activity KLIWAS7 ‘Coast’ of the German
Federal Maritime and Hydrographic Agency (BSH) in col-
laboration with the Max-Planck-Institute for Meteorology
(MPI-M), the University of Hamburg (UH), the Climate
Service Center Germany (GERICS) and the Swedish
Meteorological and Hydrological Institute (SMHI).
The ﬁnal KLIWAS report (Bülow et al. 2014) provides
details and results of this activity. A short overview con-
cerning the models and simulations follows. The regional
ocean model HAMSOM (Pohlmann 2006) was coupled to
the atmospheric model REMO (Su et al. 2014a). The ocean
model of MPI, the global MPIOM, had previously been
coupled to REMO in a similar way (Sein et al. 2015.
A coupled model, comprising the atmospheric regional cli-
mate model RCA, and the regional ocean model NEMO,
was applied by SMHI (Dieterich et al. 2013, 2014; Wang
et al. 2015).
The coupled models were ﬁrst validated with observed
climate data for the past 30–50 years, by performing
‘hindcast’ simulations driven by reanalysis data. Atmosphere
reanalyses data were from the National Center for Envi-
ronmental Prediction (NCEP) or ERA-40 and ocean
reanalysis data from the ‘GECCO’ data or from a climatol-
ogy. The historical climate simulations and the climate
2http://esgf-data.dkrz.de/esgf-web-fe/.
3http://prudence.dmi.dk/.
4www.ensembles-eu.org.
5http://ensemblesrt3.dmi.dk.
6www.euro-cordex.net/EURO-CORDEX-Simulations.1868.0.html. 7www.kliwas.de.
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projections based on the SRES A1B scenario were driven by
global model data from ECHAM5/MPI-OM. A list of regional
model simulations (coupled as well as uncoupled) performed
within the KLIWAS project is given in Table A2.1.
Detailed information about models and analyses of sim-
ulation results are available via the German Federal Mar-
itime and Hydrographic Agency website.8 The ﬁnal report of
the KLIWAS Coast activity is also available (Bülow 2014).
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Annex 3: Uncertainties in Climate Change
Projections
Markku Rummukainen
A3.1 Introduction
The global emissions of carbon dioxide and other green-
house gases change the atmospheric composition and
enhance the natural greenhouse effect. The climate system
responds by warming, sea-level rise, changing precipitation
patterns, snow and ice melt, and so on. The overall nature,
order of magnitude and many regional characteristics of this
response are scientiﬁcally well-established. There are also
unknowns and uncertainties, but these are not impenetrable.
They can be studied in informative ways, which contributes
to the utility of climate change projections. This annex
provides a pragmatic overview of uncertainties in climate
change projections including regional downscaling. The aim
is to provide background for the discussion of climate
models and climate change projections addressed by differ-
ent chapters of this book.
A3.2 Climate Models and Climate
Projections
Climate models are advanced simulation tools for the cli-
mate system, and its characteristics such as temperature,
precipitation, clouds, winds, snow, waves, sea ice, ocean
salinity, and so on. The basis for climate models is the
collected scientiﬁc understanding of the fundamental phys-
ical, chemical and biological properties and processes of the
climate system. The body of climate change projections is
made with global climate models (GCM). The latest gener-
ation of such projections has been coordinated under CMIP5
(The Coupled Model Intercomparison Project Phase 5;
Taylor et al. 2012). Regional climate models (RCMs) are the
regional counterpart of GCMs, and are used for downscaling
global model projections. For additional information on
climate models see Annex 2.
There are three major reasons why climate models are the
key scientiﬁc tool for making climate change projections.
First, the full climate system is complex and its evolution
does not lend itself to analytical or statistical representations.
Second, the future climate cannot be observed. Third, the
present anthropogenic climate forcing combined with the
present-day climate baseline, is a unique development of the
Earth’s climate system.
When run with the present-day atmospheric composition
of greenhouse gases, solar variability and land use, climate
models simulate the present-day climate. Climate models are
also used to model past and alternative future climates under
external forcing scenarios, such as anthropogenic green-
house gas emissions and land use change. It is important to
note that all projections are conditional to their underlying
assumptions and that speciﬁc projections apply for the
speciﬁc forcing scenarios used, such as the assumed future
greenhouse gas emissions.
As we do not know what the ‘right’ future emissions are,
climate simulations are not ‘predictions’ in the same sense that
we tend to view weather forecasts. Thus, the choice of emission
scenario can be considered a source of uncertainty in climate
projections. Possible major changes in natural climate forcing
(solar variability, volcanic eruptions etc.) are another source of
uncertainty, but they are not usually considered a climate
projection uncertainty, since the projections concern climate
change due to anthropogenic forcing.
A second source of uncertainty in climate projections is
related to the different degrees of scientiﬁc understanding of
climate system processes and to what level of detail they can
be modelled with available computing resources. Climate
models have different resolutions and differ in terms of how
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climate processes are included and parameterised. This may
affect their responses to forcing and lead to different climate
models depicting smaller or larger changes compared to
other models.
Internal variability is a third source of uncertainty in
climate projections. It is created within and inherent to the
climate system itself and arises, for example, from
large-scale ocean–atmosphere interaction. On regional
scales, internal variability is often larger than how it mani-
fests itself in global mean quantities. For example, interan-
nual temperature variability is larger on the scale of, say
Europe, than in the global mean.
A3.3 Main Sources of Uncertainty
A3.3.1 Climate Forcing
Climate projections are conditional to their underlying
emission scenarios (this is referred to as ‘emission uncer-
tainty’). The higher the level of forcing, the greater the
response of the climate system. As the ‘correct’ future
emissions are yet unknown, the question of ‘how much will
climate change’ becomes more like ‘if the emissions develop
this way or that way, how much will climate change?’ This
collapses the emission uncertainty into speciﬁc emission
pathway alternatives, with the subsequent projection being
speciﬁc to the particular emissions. However, as discussed
below, such projections are still subject to other sources of
uncertainty.
Climate projections are developed for a wide range of
emission scenarios—from strong mitigation futures (low
emission scenarios) to unabated emissions (high emission
scenarios). Figure A3.1 illustrates the greenhouse gas
emission pathways for a number of anthropogenic climate
forcing scenarios (the four so-called RCP scenarios; Repre-
sentative Concentration Pathways, see Moss et al. 2010. The
‘representative’ comes from the fact that they exemplify an
even larger body of forcing scenarios from different studies;
see the thick and thin lines in the graphic). The global
CMIP5 climate projections are driven by these
RCP-scenarios. It is not relevant here to describe in detail
each of these scenarios, just to stress that each RCP implies a
different amount of anthropogenic emissions and that they
lead to rather different climate change outcomes for the
medium term and even more so on longer time scales
beyond the mid-21st century. Over the next couple of dec-
ades, anthropogenic emissions and thus atmospheric green-
house gas levels are more or less already committed due to
the existing energy-related infrastructure and investment
flows, and land use change, etc. (e.g. Rummukainen 2015).
In the longer term, both emission reductions and continued
increases are in principle possible, depending on
socio-economic developments (for example energy systems,
technology, economic growth, policy,…). More information
on emission scenarios is provided in Annex 4.
Fig. A3.1 Carbon dioxide
emission pathways until 2100:
historical emissions from fossil
fuel combustion and industry
(black), and from the early 2000s,
possible future pathways based on
emissions scenarios also used by
the Intergovernmental Panel on
Climate Change in its Fifth
Assessment (Collins et al. 2013;
Cubasch et al. 2013; IPCC
2013a). The Representative
Concentration Pathways
(RCP) are used in CMIP5 (Fuss
et al. 2014). Reprinted by
permission from Macmillan
Publishers Ltd: Nature Climate
Change 4, copyright 2014
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A3.3.2 Model Uncertainty
Climate models employ different resolutions, different
numerical techniques and different parameterisations, and
these are all sources of some uncertainty. For the purposes of
this Annex, this is referred to as ‘model uncertainty’.
The basic equations for the atmosphere and the ocean
comprise a non-linear system. In climate models, the system of
these equations is solved numerically. The solution is thus an
approximation. Another issue is that climate system processes
occupy a very wide range of spatial and temporal scales, and
scale interactions are important. While larger scales can be
explicitly simulated, phenomena that occur at scales smaller
than the model resolution need to be expressed in terms of
resolved large-scale features, that is, ‘parameterised’. Examples
of such processes are turbulence, convection and the influence
of detailed surface characteristics. Also, parameterisations build
on physical understanding. However, the complexity of the
processes and interactions opens up different ways of describ-
ing a certain process. This leads to differences between climate
models which may affect their climate sensitivity and subse-
quently projections.
A summary measure of this is the equilibrium climate
sensitivity (ECS) which is deﬁned as the long-term global
mean temperature rise due to a doubling of carbon dioxide
concentration in the atmosphere. The magnitude of climate
sensitivity depends on the net effect of the various changes
in the climate system due to warming. For example, a
warmer atmosphere can hold more water vapour, which—
being a greenhouse gas—enhances the warming (this is an
example of a ‘positive’ feedback). Other key feedback is
related, not least, to clouds. How these and other aspects of
the climate system respond to emissions in the climate
models varies to some extent for different parameterisations.
For GCMs, climate sensitivity is not a predetermined
parameter but is the combined effect of all processes repre-
sented within the models, and varies from about 2 °C to
around 5 °C. For emission and atmospheric concentration
scenarios other than a doubling of carbon dioxide concen-
tration in the atmosphere, the range in the projected change
in temperature will differ from that which corresponds to the
equilibrium climate sensitivity.
A3.3.3 Internal Variability
Internal variability is an inherent characteristic of the climate
system. Two well-known examples are the El Niño Southern
Oscillation (ENSO) and the North Atlantic Oscillation (NAO).
These are both intrinsic to the climate system even without
external forcing. ENSO, for example, arises from the interplay
between the atmosphere and the ocean. Analogous to the real
system, climate models generate internal variability in the
simulations, which can be compared to observed characteris-
tics. However, climate models simulate possible courses of
internal variability, whereas the real system follows the actual
course. When a model is run many times with different initial
conditions or other slight changes, the resulting simulations
exhibit different courses of internal variability, while still pos-
sibly showing comparable climate statistics in terms of aver-
ages, trends and so on. This is embodied in the term projection
(which is used instead of prediction).
Addressing internal variability is relevant both when
evaluating climate models and when interpreting climate
projections. For example, as the courses of internal vari-
ability differ in observations and models, the timing of
NAO-phases (and their regional imprint on temperature and
precipitation) can also differ. When comparing different
climate projections, some of the difference in the projected
changes may be because the models are in different internal
variability states (Räisänen 2001). Internal variability can
also mask—or enhance—climate change signals over some
speciﬁc period. Successive changes relative to some refer-
ence period need to become sufﬁciently large before they
become statistically distinguishable from historical climate
variability (e.g. Kjellström et al. 2013).
A3.3.4 Relative Importance of Different
Sources of Uncertainty
The relative importance of the climate forcing uncertainty,
model uncertainty and internal variability varies with the time
horizon and the spatial scale (e.g. Hawkins and Sutton 2009).
For the next few decades, the climate forcing uncertainty
is small. This is because possible future emission pathways
are not likely to diverge signiﬁcantly over the short term.
Also, because the impact of emissions unfolds with a delay,
the past and present emissions will continue to affect the
climate for some time to come. Towards the end of the 21st
century, emission uncertainty typically becomes the largest
contributor to climate projection uncertainty if the full range
of global emission scenarios is considered. If some subset of
emission scenarios is studied instead, for example very
ambitious mitigation scenarios, other sources of uncertainty
may govern the spread of results.
The relative importance of internal variability diminishes
with time, as the climate change signal increases. The rela-
tive importance of internal variability is also smaller for
global mean values than for regional projections. Thus,
near-term regional climate projections may show fairly dif-
ferent results, depending on whether the simulated internal
variability enhances or dampens the climate change signals
(e.g. Kjellström et al. 2013).
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Climate projections consistently show that anthropogenic
greenhouse gas emissions lead to warming, sea level rise,
etc., and that smaller (larger) emissions cause less (more)
warming. Model uncertainty is nevertheless a factor to
consider when assessing the magnitude of the changes and in
some cases also the spatial patterns. The emission uncer-
tainty, when considering a wide range of scenarios, catches
up with the model uncertainty over time. This is illustrated in
Fig. A3.2, where the envelopes show a measure for model
uncertainty along high (red) and low (blue) emission
scenarios.
A3.4 Quantifying and Qualifying
Uncertainties
Climate models undergo continuous evaluation, not least by
comparing simulations of the recent past and present-day
climate to a range of observations (Räisänen 2006). Model
intercomparisons provide additional information.
Overall, climate models simulate well many key aspects
of the climate system, but there are also phenomena for
which their performance is lower (Flato et al. 2013: e.g.
Fig. 9.44). Models’ performance also varies to some extent
between regions, as is illustrated in Fig. A3.3. The models
reproduce the large-scale features of global temperature and
precipitation. The latest generation of GCMs have high
pattern correlations with observations (0.99 for mean tem-
perature and 0.82 for mean precipitation; Flato et al. 2013).
In the case of temperature, relatively large model biases are
nevertheless found in some coastal regions, close to sea ice
edges, and in regions with major orographic features. In the
case of precipitation, bias patterns are more varied. Biases
can often be associated with speciﬁc physical phenomena
(such as coastal temperature bias in upwelling regions)
and/or resolution (such as the contrast in characteristics
across the sea ice edge, or the lower resolution of orography
in climate models than in reality).
Multi-model ensembles are a useful way to provide some
quantiﬁcation of uncertainties. While multi-model mean can
be a useful indicator of trends, the spread of model results
informs on uncertainty ranges due to internal variability and
model uncertainties. A model can also be run a number of
times with small variations to parameters in the parameter-
isations, within reasonable ranges, to gauge the signiﬁcance
of related model uncertainties (Murphy et al. 2004).
A3.5 Downscaling
The resolution of global models is typically lower than is
desirable for climate impact studies and regional climate
assessments. In regions with homogeneous physiographical
features, or for large-scale time-averaged quantities,
GCM-data may be sufﬁcient as such or after interpolation. In
many regions, however, while being conditioned by the
large-scale conditions, local-to-regional climates are also
signiﬁcantly influenced by effects of variable land and ocean
basin forms and heterogeneous surface characteristics. High
resolution also facilitates simulation of small-scale temporal
behaviour, such as extreme precipitation. RCMs are used for
downscaling GCM output. This is also coined ‘dynamical
downscaling’. (Statistical downscaling is another method,
but does not concern climate models.)
Dynamical downscaling extends information from global
models with additional local-to-regional scale detail
Fig. A3.2 CMIP5 multi-model simulated change in global annual
mean surface temperature through the 21st century relative to
present-day conditions (1986–2005). Time series of projections
(coloured lines) and a measure of uncertainty (shading) are shown
for scenarios corresponding to RCP2.6 (blue) and RCP8.5 (red). Black
(grey shading) indicates the modelled historical evolution using
historical reconstructed forcings. The numbers of CMIP5 models used
to calculate the multi-model mean are also shown (IPCC 2013b:
Fig. SPM.7, panel (a). Abridged caption)
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(Rummukainen 2010; Rockel 2015; Rummukainen 2016).
Many RCMs feature an atmospheric and a land surface
component, in which case sea-surface temperature and sea
ice information is provided from the driving global model,
which also provides the other boundary conditions for the
regional model (see below). Regional interaction between
the atmosphere and the ocean is not dynamic in such RCMs.
There are, however, also regional ocean and coupled atmo-
sphere–ocean RCMs (e.g. Döscher et al. 2002; Schrum et al.
2003), for example for the Baltic Sea, the North Sea, the
Arctic Ocean and the Mediterranean Sea.
The same overarching sources of uncertainty apply for
both global and regional climate models. An RCM covers a
speciﬁc limited area domain (cf. Fig. A3.4). RCMs feature
the same basic equations as GCMs, and are thus subject to
emission uncertainty and model uncertainty, and generate
internal variability. In terms of projections, RCMs are also
affected by their boundary conditions, that is, the GCMs that
are being downscaled. In a way, GCM uncertainty could be
likened to emission uncertainty in the sense that a particular
RCM projection is conditional to the choice of the emission
scenario and the boundary conditions. The latter comprise
large-scale inflow and outflow (winds, temperature, humid-
ity) into and from the regional domain, from the driving
GCM. RCMs can also be provided with boundary conditions
from global reanalyses (e.g. Dee et al. 2011), which is often
the case in model evaluation studies as comparison with
actual observations is more straightforward than in the case
of runs with boundary conditions from GCMs.
A key motivation of RCMs is that they facilitate simu-
lations at higher resolution. Today, RCMs are starting to
provide climate simulations at resolutions of 1–10 km,
compared to around 25 km some 5–10 years ago, and 50 km
or more some 10–15 years ago.
Fig. A3.3 Annual-mean surface (2-m) air temperature (°C) for the
period 1980–2005: a multi-model mean for the CMIP5 experiment,
b multi-model-mean bias as the difference between the CMIP5
multi-model mean and the climatology from ECMWF reanalysis of
the global atmosphere and surface conditions (ERA)-Interim (Dee et al.
2011). Annual-mean precipitation rate (mm day−1) for the period
1980–2005: cmulti-model-mean in the CMIP5 experiment, d difference
between multi-model mean and precipitation analyses from the Global
Precipitation Climatology Project (Adler et al. 2003). Note the different
scales for the respective mean and bias maps (Flato et al 2013: Figs. 9.2
and 9.4, panels (a) and (b). Abridged caption)
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Compared to GCMs, in RCMs extremes can be studied
more explicitly, geographical detail resolved better (consider
an extreme case of a coarse resolution model for the Nordic
region; would it be better to wholly open up the connection
between the Baltic Sea and the North Sea by removing
Denmark, or totally close off the Baltic Sea?) and suchlike.
Figure A3.5 provides an illustrative example of how geo-
graphical patterns of extreme precipitation may be simulated
in an RCM at two different resolutions. Precipitation patterns
and amounts are positively affected, for example, in moun-
tainous regions and along western coastlines.
Figure A3.6 shows an example of RCM projections, for
wintertime warming in Europe. Here, a speciﬁc RCM has
been used to downscale three projections from one GCM
which has been run with three different emission scenarios.
In all cases, the warming increases with time (compare the
panels in each row from left to right), and is greatest towards
the north-east. Larger emissions cause greater warming
(compare the rows in each column). An indication of internal
variability is evident not least in the ﬁrst two columns. Even
though the recent past and near-future emissions are com-
parable, the regional temperature changes differ. Here,
internal variability either enhances or reduces the long-term
Fig. A3.4 Three examples of a regional climate model domain; for Europe, the Arctic region and Africa. The colours indicate simulated
temperature climate. Figure courtesy of the Swedish Meteorological and Hydrological Institute (SMHI)
Fig. A3.5 Simulated precipitation intensity with a 20-year return period in winter and for 1971–2000 from a 50-km RCM run (left) and a 12-km
RCM run (right). Differences are evident along many coastlines and in regions of variable orography. Figure courtesy of SMHI
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trend, depending on the particular projection. With time, the
warming increases and its magnitude surpasses the internal
variability amplitude, after which the differences between
the projections are primarily governed by emission
scenarios.
The choice of GCM also matters. If the RCM and the
emission scenario are the same, differences between regional
projections should be due to the choice of GCM (including
its climate sensitivity, internal variability and possible model
biases), and internal variability generated in the RCM. For
large forcing, the latter can be expected to be small espe-
cially for temperature change. For other aspects, such as
precipitation and wind, it may still be considerable, if the
forced change is small and/or the phenomenon is charac-
terised by large variability, such as extreme winds.
Figure A3.7 shows regional temperature and precipitation
projections for the Baltic Sea region for the early, mid- and
late 21st century, based on data both directly from GCMs
and after their downscaling with an RCM. Temperature
changes on this scale are comparable between GCMs and
RCMs. The same applies for precipitation in winter for this
region, but less so in summer. For the latter, the precipitation
change in the GCMs varies from decreases to increases,
whereas the range after downscaling is from no change to
increases. There is also a tendency for larger (smaller)
changes after downscaling than the direct GCM results in
winter (summer).
A3.6 Discussion and Conclusion
All models and all observations are subject to some uncer-
tainty, whether this is due to limitations in understanding,
the instrument, model or experimental design, or some other
reason. However, these uncertainties can be understood and
communicated in ways that both highlight the robust
knowledge and inform usefully on its limitations.
Climate models are the primary means for acquiring
scientiﬁcally sound information on alternative future cli-
mates. Climate projections have utility, but also uncertain-
ties. Uncertainties are, however, bounded and can be studied
and characterised in informative ways. Continued climate
system observations (such as on the deep ocean heat content)
and increasing computing capacity (to allow for increased
model resolution, larger model ensembles, incorporation of
new model components) can contribute to reducing these
uncertainties. Nevertheless, climate projection uncertainty
will never be reduced to zero. Even if climate models were
perfect depictions of the climate system, uncertainty related
to climate forcing, i.e. the future emissions, would still
persist. Also, there is no reason to expect that the time
evolution of simulated internal variability should match the
observed one other than statistically.
In terms of long-term global climate projections, uncer-
tainty on future emissions is of primary importance. Larger
Fig. A3.6 Projected winter
season (DJF) temperature
increase (°C) for Europe under
three emission scenarios (among
these, the greenhouse gas
emissions are largest for the
SRES A2 scenario and lowest for
the SRES B2 scenario; these are
from an earlier scenario
compilation compared to the
RCPs). The same global climate
model (GCM) and regional
climate model (RCM) are used in
all cases. The columns depict,
from left to right, projections for
the thirty-year periods 1981–
2010, 2011–2040, 2041–2070
and 2071–2100, compared to
1961–1990. Based on Kjellström
et al. (2005)
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emissions lead to larger changes and smaller emissions to
smaller changes. But how large and, respectively, how
small, is subject to model uncertainty, i.e. how well relevant
climate processes are represented. For the near-term,
uncertainty related to internal variability can be comparable
to model uncertainty, whereas emission uncertainty is small.
Internal variability becomes less of a concern with increas-
ing projection time horizon (i.e. mounting cumulative
emissions), especially at a global scale.
Downscaling inherits uncertainties already present in the
driving global model and the underlying emission scenario.
Downscaling can, however, improve the projections by
taking into account the effect of topography on near-surface
climate phenomena, which in many cases is relevant for
temporal and spatial information, for example in regions and
at scales on which orography and land-sea distribution is
important. Downscaling is also useful for studying phe-
nomena with high spatial and/or temporal resolution, such as
precipitation extremes.
Uncertainties in climate change projections need to be
studied, characterised and managed. Although use of single
projections can provide an example of alternative possible
future conditions in an application, it is generally advisable
to use results from many climate models in climate scenario
analysis or impact assessment. This makes it possible to
highlight robust outcomes as well as to identify results that
should be considered more uncertain. A further alternative to
the use of many single scenarios can be the generation of
Fig. A3.7 Results from nine
GCMs (right-hand panels; the
numbers identify the GCMs) and
after downscaling with the
Swedish RCA4 regional climate
model (left-hand panels). The
plots show projected winter (DJF,
upper) and summer (JJA, lower)
precipitation and temperature
changes for the Baltic Sea region
as a whole. Two different climate
forcing scenarios (RCP4.5 and
RCP8.5) underlie these
projections. They are identiﬁed
by different symbols as depicted
at the top of the panel. The
colours indicate results for
successive 30-year periods during
the 21st century. The large
symbols correspond to the GCM
and RCM ensemble means, in the
respective plots. Figure courtesy
of SMHI
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probabilistic projections, such as ensemble means and
spreads, for applications which have the possibility to use
such information.
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Annex 4: Emission Scenarios for Climate
Projections
Markus Quante and Christian Bjørnæs
A4.1 Introduction
Comprehensive climate models are the main tools for pro-
jecting future changes in climate (see Annex 2). They are
used to develop scenarios for potential climate change
impacts which then provide the basis for mitigation and
adaptation strategies. Climate projections depend strongly on
the underlying assumptions concerning future greenhouse
gas (GHG) and particle emissions or their respective pre-
cursor gases and are subject to model uncertainties. The
latter are addressed in Annex 3. This Annex describes the
emission scenarios used by the Intergovernmental Panel on
Climate Change (IPCC) in its last three climate change
assessments. These scenarios are also relevant to many of
the results discussed in this assessment of climate change in
the North Sea region.
A scenario is a description of potential future conditions
produced to inform decision-making under uncertainty. In
addition to a reliable model of the physical climate system,
projections of future climate require estimates of the devel-
opment of forcing agents. Variations in mid-term natural
external forcing agents such as incoming solar radiation and
volcanic activity are known, at least to some extent, for the
past centuries and can be used in model simulations of the
past climate. However, their future variability cannot be
known because their behaviour is largely unpredictable.
Nevertheless, their recent magnitude is less than the
present-day human impact on climate. Although future
anthropogenic external forcings via GHG emissions and
changes in land use are also unknown, their historical
growth, present-day magnitude and likely near-future trend
are well established, and their longer-term development,
such as over the 21st century can be estimated using
assumptions concerning global socio-economic develop-
ments. As the underlying future GHG emissions will depend
on economic, social and political trends that cannot be pre-
dicted because they are determined by decisions that have
not yet been taken, emission scenarios comprise a wide
range of assumptions on the future development of human-
kind. However, decision-making can narrow the assump-
tions, if for example, ambitious mitigation developments are
chosen.
Thus, scenarios are descriptions of different possible
futures, a series of alternative visions of futures (storylines)
which are possible, plausible, and internally consistent but
none of which is necessarily probable (von Storch 2008).
The possibility that any single emission path will occur as
described in scenarios is highly uncertain. Because many of
the underlying factors are difﬁcult or impossible to predict, a
variety of assumptions must necessarily be used in the sce-
narios. And because emission scenarios for climate change
research reflect expert judgements, it is no surprise that some
of those expert judgements have been challenged by col-
leagues (e.g. Pielke et al. 2008).
Early approaches in the assessment of future climate
change based on comprehensive general circulation models
(GCMs) used a doubling or quadrupling of the pre-industrial
carbon dioxide (CO2) concentration as the driver for
so-called equilibrium runs. Simulations using simple
time-dependent transient scenarios, such as a steady (for
example) 1 or 2 % increase in the atmospheric GHG con-
centration over the period under consideration, came next.
The IPCC-related modelling studies associated with its 1990
assessment started to build on transient emission pathways
that played out uncertainties in population and economic
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growth as well as different technological futures. See Moss
et al. (2010) for a short historical delineation of the devel-
opment of scenarios for use in climate change research.
The present text focuses on scenarios used by the IPCC in
its assessment reports released between 2001 and 2014
(IPCC Third Assessment Report, TAR; IPCC Fourth
Assessment Report, AR4; IPCC Fifth Assessment Report,
AR5; as well as special reports) as they cover the majority of
scenario-driven climate change and impact studies reported
in the various chapters of the present assessment. A dedi-
cated activity to build the scenarios used in TAR and AR4
resulted in the so-called Special Report on Emission Sce-
narios (SRES) (IPCC 2000). The latest set of scenarios, used
in AR5, followed a new approach for scenario development
that uses so-called representative concentration pathways
(RCPs) of future forcing and in parallel (or as a follow-up
process) examined the range of socio-economic assumptions
in model runs consistent with the RCPs, sharing during this
step prior experience in the use of narratives and scenarios
(Moss et al. 2010; van Vuuren et al. 2011a).
The remainder of this annex draws on material from
Quante (2010), Bjørnæs (2013) and WGBU (2014).
A4.2 SRES Scenarios
The IPCC generated three sets of 21st-century GHG emis-
sion scenarios, of which the most ambitious and important
were produced for the Special Report on Emissions Sce-
narios (IPCC 2000). The SRES Report uses 40 alternative
scenarios which differ in terms of their assumptions about
the future development of global society. Of these 40 sce-
narios, which are based on a comprehensive literature review
and designed to depict most of the variation in their
underlying drivers, the IPCC developed four qualitative
storylines for which six ‘marker’ scenarios were created.
One quantiﬁcation of each storyline was produced plus two
technological variants that stressed fossil-intensive and
low-carbon energy supply technologies. Related uncertain-
ties in future GHG and short-lived pollutant emissions
including sulphur dioxide (SO2), an important precursor for
atmospheric sulphate particles, led to a wide range of driving
forces.
The narrative storylines were developed so as to describe
consistently the relationships between emission driving
forces and their evolution. The scenario groups are known as
A1, A2, B1 and B2, each based on diverse assumptions
about the factors driving the development of human society
through the 21st century. They thus represent different
demographic, social, economic, technological, and environ-
mental developments. In general, in the world described by
the ‘A storylines’ people strive for personal wealth rather
than environmental quality. In the ‘B storylines’, by contrast,
sustainable development is pursued. However, the SRES
scenarios do not include additional climate initiatives, which
means that no scenarios are included that explicitly assume
implementation of the United Nations Framework Conven-
tion on Climate Change or the emissions targets of the Kyoto
Protocol. That is, the scenarios do not anticipate any speciﬁc
mitigation policies for avoiding climate change. The sce-
nario families are characterised in Table A4.1
Illustrative scenarios were chosen for each of the scenario
groups A1, A2, B1 and B2, with A1 scenarios split into three
distinguishable sub-classes. The A1FI, A1T and A1B illus-
trative scenarios describe alternative directions of techno-
logical change in the energy system, and are therefore quite
different in terms of GHG emissions. In A1FI, energy pro-
duction remains highly dependent on fossil fuels throughout
Table A4.1 Brief description of the SRES ‘A’ and ‘B’ storylines (after IPCC 2001)
Scenario Description
A1 A world of rapid economic growth and rapid introduction of new and more efﬁcient technology. The A1 storyline and scenario
family describes a future world of very rapid economic growth, global population that peaks in mid-century and declines thereafter,
and the rapid introduction of new and more efﬁcient technologies. Major underlying themes are convergence among regions,
capacity building and increased cultural and social interactions, with a substantial reduction in regional differences in per capita
income
A2 The A2 storyline and scenario family describes a very heterogeneous world with an emphasis on family values and local traditions
(high-CO2). The underlying theme is self-reliance and preservation of local identities. Fertility patterns across regions converge
very slowly, which results in continuously increasing population. Economic development is primarily regionally orientated and per
capita economic growth and technological change is more fragmented and slower than other storylines
B1 A world of ‘dematerialisation’ and introduction of clean technologies (low-CO2). The B1 storyline and scenario family describes a
convergent world with the same global population, that peaks in mid-century and declines thereafter, as in the A1 storyline, but
with rapid change in economic structures toward a service and information economy, with reductions in material intensity and the
introduction of clean and resource-efﬁcient technologies. The emphasis is on global solutions to economic, social and
environmental sustainability, including improved equity, but without additional climate initiatives
B2 A world with an emphasis on local solutions to economic and environmental sustainability. It is a world with continuously
increasing global population, at a rate lower than A2, intermediate levels of economic development, and less rapid and more
diverse technological change than in the B1 and A1 storylines. While the scenario is also orientated towards environmental
protection and social equity, it focuses on local and regional levels
516 M. Quante and C. Bjørnæs
the century, whereas A1T represents a rapid migration
toward non-fossil energy sources and incorporates the use of
advanced technologies. A1B is intermediate between these
extreme cases (not relying too heavily on one particular
energy source and similar improvement rates for all energy
supply and end-use technologies). Of these, A2, A1B and B2
scenarios have been widely used in climate modelling.
Figure A4.1 shows the emission time lines of major GHGs
and of the sulphate aerosol precursor gas SO2 aligned with
the different SRES scenarios for the 21st century. The
increasing spread of the emission curves with time underli-
nes the broadness of the underlying economic and techno-
logical developments driving the scenarios. For CO2
emissions, A2 and B2 show a steady increase throughout the
21st century, A1F1 shows a strong increase until 2080 and
then a slight decline, and A1B, A1T and B1 show a decline
from around mid-century.
None of the SRES scenarios in the set includes any future
policies that explicitly address climate change, an aspect
criticised by social scientists. This type of criticism as well
as new economic data, new views about emerging tech-
nologies and land use and land cover change, called for the
development of a new set of scenarios starting just after the
release of AR4 in 2007 (Moss et al. 2008). The newest
scenarios are the subject of the following section.
A4.3 RCP Scenarios
The SRES scenarios were developed along a sequentially
linear chain that started with different socio-economic
futures followed by an estimation of related GHG and par-
ticle emissions which were converted to concentrations and
radiative forcings. Either of the latter could serve as the
Fig. A4.1 Anthropogenic emissions of carbon dioxide (CO2), methane
(CH4), nitrous oxide (N2O) and sulphur dioxide (SO2) for the six
illustrative SRES scenarios, A1B, A2, B1 and B2, A1FI and A1T. One
of the scenarios used for projections made in the 1990s (IS92a) is also
shown for comparison (IPCC 2000)
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driver for climate model studies. This sequential approach
was seen as a reason for delay in the process as a whole:
from scenario generation to climate modelling to climate
impact studies.
To shorten the process an alternative parallel approach
was developed. This resulted in the so-called representative
concentration pathways (RCPs). RCPs represent a different
approach to scenario development, one that recognises that
many scenarios of socio-economic and technological
development can lead to the same pathways of radiative
forcing (changes in the balance of incoming and outgoing
radiation to the atmosphere caused by changes in the con-
centrations of atmospheric constituents). Selecting a few
RCPs as examples (seen as ‘representative’) allows
researchers to develop scenarios for the different ways the
world might achieve those RCPs and to consider the con-
sequences of climate change when those RCPs are achieved
via speciﬁc scenarios. The word ‘pathway’ indicates that not
only are the values in a reference year (i.e. 2100) of interest
but also the trajectory over time. This approach is intended
to increase research coordination and simultaneously to
reduce the time needed to generate useful scenarios. Climate
modelling studies and impact studies can already be con-
ducted before a full set of socio-economic information is
available (van Vuuren and Carter 2014).
In a parallel process to climate modelling and impact
studies, the scenario community has used Integrated
Assessment Models (IAMs) to develop a set of consistent
technological, socio-economic and policy scenarios with
storylines that could lead to particular concentration path-
ways (van Vuuren et al. 2011a). These so-called shared
socio-economic pathways (SSPs) are intended to guide
mitigation, adaptation, and mitigation analysis (O’Neill et al.
2014; van Vuuren and Carter 2014).
The SSPs enable researchers to test various permutations
of climate policies and social, technological, and economic
circumstances. For example, at a global scale, higher pop-
ulation or increased energy consumption could be compen-
sated by a higher fraction of renewable energy. So rather
than prescribing economic development and calculating
climate change, researchers could pick an RCP scenario that
is compatible with the 2 °C target, for example, and then
assess various technology and policy options for achieving
the emissions consistent with that pathway and target.
More speciﬁcally, RCPs are time and space-dependent
trajectories of concentrations of GHGs and pollutants
resulting from human activities, including changes in land
use. RCPs provide a quantitative description of concentra-
tions of the climate change pollutants in the atmosphere over
time, as well as their radiative forcing. One of the goals was
to reduce the number of scenarios to a manageable number
showing an adequate separation of the radiative forcing
pathways at the end of the speciﬁed time horizon (Moss
et al. 2010). Candidate scenarios were chosen after a thor-
ough selection from the large stock available in the
peer-reviewed literature. The eventual selection was four
scenarios: RCP2.6, RCP4.5, RCP6.0, and RCP8.5 (see
Table A4.2). The RCPs are named to highlight the radiative
forcing they achieve in 2100; for example, RCP6.0 achieves
6 Wm−2 by 2100.
The GHGs included in the RCPs are CO2, methane
(CH4), nitrous oxide (N2O), several groups of fluorocarbons
(halogenated) and sulphur hexafluoride. The aerosols and
chemically active gases are SO2, black carbon, organic
carbon, carbon monoxide, nitrogen oxides, volatile organic
compounds, and ammonia. For the resulting scenarios,
Fig. A4.2 shows the development of radiative forcing
through the 21st century and attributes the forcing at 2100
among the GHGs.
Table A4.2 Brief description of the selected RCPs
Pathway Description
RCP8.5 A high emission pathway for which radiative forcing reaches more than 8.5 Wm−2 by 2100 and continues to rise thereafter.
This RCP is consistent with a future with no additional policy changes to reduce emissions and is characterised by rising GHG
emissions. (The corresponding ECP assuming constant emissions after 2100 and constant concentrations after 2250) (developed by
the International Institute for Applied System Analysis in Austria; Riahi et al. 2011)
RCP6.0 Intermediate stabilisation pathway in which radiative forcing is stabilised at approximately 6.0 Wm−2 after 2100 through the
application of a range of technologies and strategies for reducing GHG emissions. (The corresponding ECP assuming constant
concentrations after 2150) (developed by the National Institute for Environmental Studies in Japan; Masui et al. 2011)
RCP4.5 Intermediate stabilisation pathway in which radiative forcing is stabilised at approximately 4.5 Wm−2 after 2100 through relatively
ambitious emissions reductions. (The corresponding ECP assuming constant concentrations after 2150) (developed by the Paciﬁc
Northwest National Laboratory in the USA; Thomson et al. 2011)
RCP2.6 A pathway where radiative forcing peaks at approximately 3 Wm−2 before 2030 and then declines to 2.6 Wm−2 by 2100. This
scenario is also called RCP3-PD (peak and decline). To reach such forcing levels, ambitious GHG emissions reductions would be
required over time. (The corresponding ECP is assuming constant emissions after 2100) (developed by PBL Netherlands
Environmental Assessment Agency; van Vuuren et al. 2011b)
The references indicate articles that describe the respective RCP-scenario in full detail. The Extended Concentration Pathways (ECPs) cover the
period 2100–2300 and are described by Meinshausen et al. (2011)
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See Moss et al. (2010) and van Vuuren et al. (2011a) for
more details of the scenario-building process and resulting
scenarios. The main characteristics of the selected RCPs are
listed in Table A4.2, while Table A4.3 provides a quick
overview of major features.
For the well-mixed GHGs, the emissions and concentra-
tions were harmonised using an IAM (Meinshausen et al.
2011). The emission trends for the four scenarios are given
in Fig. A4.3 and the corresponding concentrations are shown
in Fig. A4.4. The different developments of the emission and
concentration trends are obvious. A striking result is that
towards the end of the century for RCP2.6 negative CO2
emissions occur. RCP2.6 is the only RCP scenario with the
potential to meet the so-called 2 °C limit to global warming.
Fig. A4.2 Trends in radiative
forcing (left) and 2100 forcing
level per category (right). Forcing
is relative to pre-industrial values
and does not include land use
(albedo), dust, or nitrate aerosol
forcing (van Vuuren et al. 2011a)
Table A4.3 Major features of the selected RCP scenarios (after Moss et al. 2010)
RCP Radiative forcing in 2100 ( Wm−2) CO2 equivalent concentration in 2100 (ppm) Type of change in radiative forcing
RCP8.5 >8.5 >1370 Rising
RCP6.0 *6.0 *850 Stabilising without overshoot
RCP4.5 *4.5 *650 Stabilising without overshoot
RCP2.6 *2.6 (peak at *3 Wm−2 before 2100) *450 (peak *490 ppm before 2100) Peak and decline
Fig. A4.3 Emissions of the main greenhouse gases carbon dioxide
(CO2), methane (CH4) and nitrous oxide (N2O) across the RCPs. The
grey area indicates the 98th and 90th percentiles (light/dark grey) of
the underlying scenarios from a literature survey. The dotted lines
indicate four SRES marker scenarios (van Vuuren et al. 2011a)
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Fuss et al. (2014) explored the need for negative emissions
in more detail using a set of scenarios from IPCC Working
Group III AR5 activities. They found that most emission
pathways (101 of 116 RCP2.6 pathways) leading to con-
centrations of 430–480 ppm CO2-equivalent (CO2eq; CO2
plus the other GHGs expressed as CO2), consistent with
limiting warming to below 2 °C, require global net negative
emissions in the latter half of this century, as do many
scenarios (235 of 653) that reach 480–720 ppm CO2eq in
2100 (see also Fig. A3.1 in Annex 3).
Fig. A4.4 Concentrations of the greenhouse gases carbon dioxide (CO2), methane (CH4) and nitrous oxide (N2O) across the RCPs. The grey area
indicates the 98th and 90th percentiles (light/dark grey) of an earlier emission study (EMF-22) (van Vuuren et al. 2011a)
Fig. A4.5 Fossil-fuel carbon
dioxide (CO2) emissions (a) and
cumulative emissions over the
period 2000–2100 (b) for the
SRES scenarios A1FI, B2 and B1
and as estimated for the four
representative RCPs (note
RCP3-PD is also known as
RCP2.6) (Raper 2012)
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A further key difference to earlier scenarios is that the
RCPs are spatially explicit and provide information on a
global grid at a resolution of approximately 60 km. This
provides a good spatial and temporal distribution of emis-
sions and land use changes. This is an important improve-
ment because the actual location of some short-lived gases
and particles has a strong influence on their regional
warming potential. The RCPs also include a very wide range
of land-use projections, addressing trends in cropland,
grassland and other vegetated areas. The ﬁnal RCP data sets
comprise land use data, harmonised GHG emissions and
concentrations, gridded reactive gas and aerosol emissions,
and ozone and aerosol abundance ﬁelds. Global average
surface temperature changes based on RCP-driven global
projections are presented in Annex 3 (see Fig. A3.2).
A4.4 Relations Between SRES and RCP
Scenarios
Reviews of climate change and related impact studies in
several chapters of this book reveal that SRES-based as well
as RCP-based projections are in use. The question “What is
the relation between SRES and RCP scenarios?” is therefore
relevant for researchers evaluating different studies to
inform, for example, adaptation strategies. A ﬁrst impression
may be gained by comparing CO2 emissions for the different
scenarios (see Fig. A4.5). This indicates that some SRES and
RCP scenarios follow a similar path and result in comparable
cumulative emissions in 2100.
Rogelj et al. (2012) offered a more detailed comparison
that was intended to bridge the gap between the old and new
scenarios. They used a common model framework con-
strained by observations to ensure a low uncertainty link to
changes in the past. Rogelj et al. (2012) gave probabilistic
climate projections for all SRES and RCP marker scenarios
and discussed the associated temperature projections (see
also Raper 2012), for the latter see Fig. A4.6. According to
this study three pairs of similar scenarios could be identiﬁed,
they are compared for the 2100 time horizon in Table A4.4.
Mapping old and new scenarios was also the focus of a study
by van Vuuren and Carter (2014): In principle these authors
concluded on the same matching scenario pairs as Rogelj
et al. (2014).
A new high-resolution regional climate model
(RCM) ensemble has been established for Europe including
Fig. A4.6 Comparison of temperature projections for SRES scenarios
and RCPs. a Time-evolving temperature distributions (66 % range) for
the four concentration-driven RCPs computed with a representative
equilibrium climate sensitivity (ECS) distribution and a model set-up
representing closely the climate system uncertainty estimates of IPCC
AR4 (grey areas). Median paths are shown in yellow. Red shaded areas
indicate time periods referred to in ‘b’. b Ranges of estimated average
temperature increase between 2090 and 2099 for SRES scenarios and
RCPs respectively. Note that results are given both relative to 1980–
1999 (left scale) and relative to the pre-industrial period (right scale).
Yellow and thin black ranges indicate results of the reporting study;
other ranges show AR4 estimates (see legend to the right-hand side).
For RCPs, yellow ranges show concentration-driven results, whereas
black ranges show emission-driven results (Rogelj et al. 2012)
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the entire North Sea region within the World Climate
Research Program Coordinated Regional Downscaling
Experiment (EURO-CORDEX) initiative. The ﬁrst set of
simulations with a horizontal resolution of 12.5 km was
completed for the RCP4.5 and RCP8.5 scenarios. These
EURO-CORDEX ensemble results were compared to the
SRES A1B results achieved within the ENSEMBLES pro-
ject by Jacob et al (2014).
An additional point is that most of the SRES-based pro-
jections were generated using the older CMIP3 models,
whereas the newer CMIP5 models were used for most
RCP-based projections (for a review of the coupled model
intercomparison projects—CMIP—see Annex 2). A full
comparison of available climate change and impact studies
needs to address this discrepancy. A study looking at this
issue in more depth is that of Knutti and Sedláček (2013), in
which emulated CMIP3 models were used for RCP-based
projections. The major ﬁndings are summarised in Fig. A4.7.
The different model generations result in differences in
mean, standard deviation and range. The graphic suggests
that the CMIP5 models show more warming for a given
RCP than the emulated CMIP3 models, while the overall
pattern of greater warming with higher forcing is robust.
A4.5 Concluding Remarks
Climate change projections are forced by emission scenarios.
This annex describes the SRES and RCP scenarios in order
to provide context for the projections discussed in the vari-
ous chapters of this book. Both scenario sets offer a wide
range of emission pathways, although only the RCP sce-
narios consider ambitious global warming abatement
strategies. Of these, the RCP2.6 scenario is the most
Table A4.4 Similarities and differences between RCP and SRES scenarios based on temperature projections (all temperatures in this table are
medians)
RCP SRES with similar temperature
increase in 2100
Main differences
RCP8.5 A1FI Between 2035 and 2080, temperatures with RCP8.5 rise slower than with SRES A1FI, the
reverse is true after 2080
RCP6.0 B2 Between 2060 and 2090, temperatures with RCP6.0 rise faster than with SRES B2 and slower
during the other periods of the century
RCP4.5 B1 Until mid-century temperatures with RCP4.5 rise faster than with SRES B1, and then slower
afterwards
RCP2.6 None n.a.
The often-used SRES A1B scenario is not listed, because a similar RCP scenario for the 21st century does not exist (modiﬁed after Rogelj et al.
2012)
Fig. A4.7 Global surface temperature change (mean and one standard
deviation as shading) relative to 1986–2005 for the SRES scenarios run
by CMIP3 and the RCP scenarios run by CMIP5. The number of
models is given in brackets. The box plots (mean, one standard
deviation, and minimum to maximum range) are given for 2080–2099
for CMIP5 (colours) and for an energy balance model (MAGICC)
calibrated to 19 CMIP3 models (black), both running the RCP
scenarios (Knutti and Sedláček 2013)
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ambitious and the only one providing an emission pathway
towards limiting with a high probability (around 66 %)
global warming to below 2 °C above the pre-industrial
global temperature.
For the North Sea region, available studies include those
presenting results based on the older SRES scenarios as well
as those presenting results based on the newer RCP sce-
narios. Many SRES and RCP scenarios can be paired, which
is especially useful for the comparison and continuity of
climate-impact studies. The three pairs—SRES
A1F1/RCP8.5, SRES B2/RCP6 and SRES B1/RCP4.5—
span the range of scenarios considered to date by most
impact studies. The often-used SRES A1B scenario has no
counterpart among the RCPs, and neither does the strong
mitigation scenario RCP2.6 among the SRES scenarios.
In parallel to the construction of the RCPs, so-called
shared socio-economic pathways (SSPs) have been devel-
oped with the help of integrated assessment models to reveal
the driving forces behind the scenarios. An SSP database has
been compiled by the research community, which is inten-
ded to enhance transparency of the process and to involve a
large number of scientists in discussions around newly
evolving scenarios (see IIASA 2015 for an update on the
database). It is expected that many global and regional
scenarios will emerge that are consistent with the new RCPs
(Nakićenović et al. 2014).
Finally, it should be mentioned that RCM projections,
employed to focus in higher grid resolution on limited areas
such as the North Sea region, are linked to the scenarios via
the driving GCMs, which provide their meteorological
conditions (usually at the lateral boundaries) and sea surface
temperatures.
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Annex 5: Facts and Maps
Ingeborg Nöhren
Facts concerning the Greater North Sea region are
presented in Table A5.1. Figure A5.1 is a physiogeograph-
ical map, Fig. A5.2 shows different sea areas of the North
Sea. Figure A5.3 gives an overview of existing and
prospective uses and nature conservation areas of the North
Sea region.
Table A5.1 Facts concerning the Greater North Sea region
Variable
Length north-southa 960 km
Width east-westa 580 km
Surface area 750,000 km2
Volume 94,000 km3
Average deptha 95 m
Maximum depth 700 m (Norwegian Trench)
Annual river input 296–354 km3
Drainage area 850,000 km2
Population in drainage area (2000) 184 million
Sea surface temperature amplitude of the yearly cycle 2–7 °C (NW to SE)
Annual mean sea surface temperature 9.5 °C
Mean net inflow from the Atlantic in the northb *2 million m3 s−1 (2.32 Sv)
Mean net outflow to the Atlantic in the northb, c *2 million m3 s−1 (2.33 Sv)
Mean net inflow from the Baltic Seab 15,000 m3 s−1 (0.015 Sv)
Mean net inflow from Dover Straitb 160,000 m3 s−1 (0.16 Sv)
Salinity 34–35 psu (central North Sea)
Difference between high and low water 0–8 m
All numbers taken from OSPAR (2000) unless otherwise indicated. OSPAR (2000) Quality Status Report (2000), Region II: Greater North Sea.
OSPAR Commission, London
ahttp://www.mumm.ac.be/EN/NorthSea/facts.php
bWinter NG, Johannessen JA (2006) North Sea Circulation: Atlantic inflow and its destination. J Geophys Res 111:C12018, doi:10.1029/
2005JC003310
cSchrum C, Siegismund F (2001) Modellkonﬁguration des Nordsee/Ostseemodells. 40 Jahre NCEP-Integration, Ber. Zentr. Meeres- u.
Klimaforsch. Univ. Hamburg, Reihe B, Nr. 4
I. Nöhren (&)
Institute of Coastal Research, Helmholtz-Zentrum Geesthacht,
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Fig. A5.1 Physiogeographical map of the Greater North Sea region (www.eea.europa.eu/data-and-maps/ﬁgures/north-sea-physiography-depth-
distribution-and-main-currents)
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Fig. A5.2 Different sea areas of the North Sea (Wikimedia Commons, licensed under Creative Commons Attribution-Share Alike 3.0 Unported)
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