Abstract. It is shown that the discrete Calderón condition characterizes completeness of orthonormal wavelet systems, for arbitrary real dilations. That is, if a > 1, b > 0, and the system Ψ = {a j/2 ψ(a j x − bk) : j, k ∈ Z} is orthonormal in L 2 (R), then Ψ is a basis for L 2 (R) if and only if j∈Z |ψ(a j ξ)| 2 = b for almost every ξ ∈ R. A new proof of the Second Oversampling Theorem is found, by similar methods.
Introduction
Fix ψ ∈ L 2 (R) and a > 1, b > 0, throughout the paper. Write Ψ = {ψ j,k : j, k ∈ Z} where ψ y,z (x) = a y/2 ψ(a y x − bz), x, y, z ∈ R.
In 1999, Guido Weiss conjectured during his "wavelet seminar" at Washington University in St. Louis that:
Conjecture. If Ψ is an orthonormal system in L 2 (R), then it is complete if and only if That is, ψ is a wavelet if and only if the the ψ j,k are orthonormal and the "discrete Calderón condition" (1) holds. It was known the Calderón condition is necessary for completeness, and so the interesting part of the conjecture was the claim of sufficiency. The conjecture was soon proved for integer dilation factors a ≥ 2 by two participants in the seminar, Bownik [3] and Rzeszotnik [14] . Indeed their results apply in all dimensions, for dilation matrices that preserve the integer lattice.
In this paper we completely prove the Weiss conjecture in one dimension, using new methods. The proof of the necessity of the Calderón condition is also new. The next three sections present the main results and proofs, then later in the paper we give extensions, an example, and a new proof of the Second Oversampling Theorem.
The techniques of this paper will be adapted to multiwavelets and higher dimensions in a forthcoming work.
My thanks go to Guido Weiss for encouraging this research, to Marcin Bownik for helpful feedback, and to the N.S.F. for support under DMS-9970228.
The main theorem
2.1. Definitions and results. Weiss expressed his conjecture also in terms of "continuous wavelets", defined below, and it is this form of the conjecture we will prove. Definition. Call ψ a (discrete) wavelet, with respect to dilations by a and translations by b, if Ψ is an orthonormal basis for L 2 (R). Equivalently, ψ is a wavelet if Ψ is orthonormal and f 2 2 = D(f ) for all f ∈ L 2 (R), where
with , denoting the complex inner product on L 2 (R). Call ψ a continuous wavelet, with respect to dilations by a, if f 2 2 = C(f ) for all f ∈ L 2 (R), where
The terms "discrete" and "continuous" refer to the translations employed in D(f ) and C(f ), which are respectively discrete (integers k ∈ Z) and continuous (real numbers z ∈ R). To be clear: a "continuous" wavelet ψ(x) need not be continuous as a function of x.
It is known that ψ is a continuous wavelet if and only if the Calderón condition (1) holds (see [15, Theorem 2.1] ). Thus the next theorem establishes the Weiss conjecture.
Theorem 1.
ψ is a wavelet if and only if Ψ is an orthonormal system and ψ is a continuous wavelet.
In Section 3 we give an elementary proof of Theorem 1 in the dyadic case, assuming ψ is band-limited. Then in Section 4 we prove the theorem in full, by representing C(f ) as an average of D(·) over translates of f and then using a property of almost periodic functions.
Theorem 1 could be re-stated on the Fourier transform side, since ψ being a continuous wavelet is equivalent to the Calderón condition (1), and orthonormality of the system Ψ can be expressed in terms ofψ by work of Bownik [4, §2] (his result is new when a is irrational).
2.2.
Other characterizations of wavelets. Theorem 1 characterizes wavelets in terms of orthonormality and a completeness condition. Another characterization, the "basic" characterization of G. Gripenberg and X. Wang (see [13, Chapter 7] ), replaces the orthonormality with a rather different condition involving the Fourier transform of ψ. This characterization has very recently been extended to arbitrary real dilations by Chui and Shi [10] , in one dimension. For higher dimensions see [5, 7] .
Existence of wavelets.
It is easy to see continuous wavelets exist. For example the Shannon-type function withψ(ξ) = χ [1,a) (|ξ|) satisfies the Calderón condition j∈Z |ψ(a j ξ)| 2 = 1 for all ξ = 0, and so ψ is a continuous wavelet with b = 1.
Discrete wavelets are harder to obtain, of course, although for a = 2 many are known [13] , and for a ∈ Q there exist some constructions [1] . For general a > 1, wavelets have been shown to exist by Dai and Larson (working with Speegle in higher dimensions); see [11] . These latter wavelets are by construction minimally supported frequency (MSF) wavelets, with |ψ| being a characteristic function. In fact, MSF wavelets (which are poorly localized in space) are the only kind possible if a j is irrational for all j ≥ 1, by work of Chui and Shi [10, §3.2] . For a different proof see Bownik [4] (and also [5] ), where it is also shown for a ∈ Q that no wavelet can be well localized in both space and frequency.
Proof of Theorem 1 in the dyadic, band-limited case
For this section only, assume a = 2, b = 1, and thatψ has compact support. Note that our choice of transform has 2π in the exponent,
so that the Parseval formula reads as f, g = f ,ĝ . We begin with some remarks common to both directions of the proof. Assume f ∈ L 2 (R) satisfiesf = 0 on a neighborhood of the origin. Since also ψ is band-limited, there exist numbers α, β > 0 such that
Suppose α < β. We show
Indeed, f, ψ j,z = f , ψ j,z and the support of
lies in the set {ξ : |ξ| < 2 j α}, which is disjoint from the support off because j ≤ 0 and α < β. Equation (2) follows.
As our last preparatory step, note that
This helps us express C(f ) as an average of D(·) over the translates f z (x) = f (x − z) of the function f :
by (3), using also that the terms with j ≤ 0 vanish by (2)
Now we prove the theorem.
[Necessity.] Suppose ψ is a wavelet. Then by definition Ψ is an orthonormal system. For ψ to be a continuous wavelet we want
Proof. Define the nonnegative 1-periodic functions
Each g j is continuous and equals its Fourier series pointwise, by Lemma A.4. The Fourier coefficients of the g j satisfy j∈Z m =0 | g j (m)| < ∞ by Lemma A.3. For the m = 0 terms, we note j∈Z g j (0) = C(f ) by Lemma A.2 (where g j (0) ≥ 0 since g j ≥ 0). Hence
with the interchange of limits, sums and integrals justified by (7) . When C(f ) = ∞, argue as follows. Define C J (f ) = |j|≤J g j (0) < ∞ for J ∈ N. Then modifying the above argument gives lim inf
But C J (f ) → C(f ) = ∞ as J → ∞, and this completes the proof of Lemma 2. Now we prove Theorem 1.
Assume ψ is a wavelet. Then Ψ is an orthonormal system, by definition. To prove ψ is a continuous wavelet we must show f [Sufficiency.]
Assume Ψ is an orthonormal system and ψ is a continuous wavelet. To prove ψ is a wavelet, we must show f
. By Lemma B.2 we need only prove this for f in the dense class B. Suppose to the contrary that D(f ) = f 2 2 for some f ∈ B. We will deduce a contradiction.
Observe D(f z ) equals the square of the norm of the projection of f z onto the span of the ψ j,k , since Ψ is an orthonormal system, and so
. Equality does not hold, and so
Since ψ is a continuous wavelet and f ∈ B, Lemma 2 gives
Clearly equality must hold on the right, and hence A has zero density, meaning lim sup
We now show A has positive density, giving the desired contradiction. First, D(f z ) = j∈Z g j (a j z) can be uniformly approximated by |j|≤J |m|≤M g j (m)e 2πima j z , its partial Fourier sum, in view of the absolute convergence in (7) . It follows that z → D(f z ) is an almost periodic function [2, §49] .
This almost periodicity implies by [2, §47] the existence of numbers N ∈ N, 0 < δ < 1, such that each interval (n, n + N ), n ∈ N, contains a subinterval I n of length δ all of whose points are -translation numbers for D(f z ), meaning that
(This is a simple corollary of the uniform continuity of almost periodic functions.) Putting
− for all τ ∈ I n . Hence I n ⊂ A for all n, and so A has positive density, a contradiction.
Remark. The properties of almost periodic functions that we employ above are completely explained in just a few pages of Bohr's masterful monograph [2, pp. 30-39].
Extensions of the characterization theorem
Theorem 1 characterizes the discrete wavelets, for which dilations and translations are both discrete, in terms of continuous wavelets, for which the dilations are discrete but translations are continuous. Two other natural cases are where the dilations are continuous and translations are discrete, and where dilations and translations are both continuous.
We now generalize Theorem 1 so as to unify all four situations. Near the beginning of the paper we defined
for f ∈ L 2 (R). Now we also define
To help remember these definitions, one can think of "C", "D" and "F " as relating to the continuous, discrete and fully continuous cases, respectively.
We define four corresponding "tight frame" conditions:
Thus condition (C) holds precisely when ψ is a continuous wavelet. If (D) holds and Ψ is an orthonormal system, then ψ is a discrete wavelet.
Condition (F) was considered by Calderón [6, §34] , and later by Grossman and Morlet [12] who were concerned in particular with the equivalent "admissibility" condition (10) below.
In the next theorem, we call Ψ a Bessel family
. This certainly holds if Ψ is orthonormal. Bownik [3] and Rzeszotnik [14] have shown for 2 ≤ a ∈ N that (D)⇒(F) holds, and that if Ψ is a Bessel family (Bownik) or is orthonormal (Rzeszotnik) then the reverse implication (D)⇐(F) also holds. My proof below is different from theirs, and is valid for all a > 1.
The Calderón condition (1) in Weiss' conjecture can be replaced by the (weaker) integral condition Proof of Theorem 3. We first prove four "averaging" formulas:
where f y,z (x) = a y/2 f (a y x − bz), x, y, z ∈ R. For (11) we just observe that by some simple changes of variable,
Formula (12) is proved similarly, except the summation over k ∈ Z is replaced by integration over z ∈ R. Formula (13) was already proved in Lemma 2. Formula (14) is proved by mimicking Lemma 2, using F and E instead of C and D, and using functions g y for y ∈ R (as defined in Appendix A) rather than functions g j for j ∈ Z. Also, note that for the case F (f ) = ∞ the appropriate analogue of the estimate Part (a) Now we prove the first part of Theorem 3.
for all y ∈ R, and hence (11) 
for all y ∈ R, and hence (12) implies F (f ) = f Part (b) For the rest of the proof we assume Ψ is a Bessel family. This implies that
and hence (13) yields C(f ) ≤ f 2 2 for all f ∈ B. This inequality and (15) (at z = 0) imply that the maps f → D(f ) and f → C(f ) are continuous from L 2 (R) to R, by Lemma B.1. Hence in fact
. By (E) and (11), (11), (15), (E) and (D), respectively.
(C)⇒(D) Use the "Sufficiency" direction of the proof of Theorem 1 in Section 4. In that proof we assumed Ψ was orthonormal, but we used that assumption only to deduce that Ψ is a Bessel family.
(F)⇒(E) We have already shown (F)⇒(C)⇒(D) when Ψ is a Bessel family, and also we know (D)⇒(E) by Part (a) of the theorem.
Can the hypothesis be weakened?
When we prove (F)⇒(C), in part (b) of the theorem, the assumption that Ψ is a Bessel family can be weakened to just
, because the proof of (F)⇒(C) uses only (16) and not the full strength of (15).
Presumably the implication (F)⇒(E) can similarly be proved assuming only that
, which is weaker than the Bessel condition D(f ) ≤ f 2 2 for all f ∈ L 2 (R), by (11) . One can try to do this by adapting the "Sufficiency" proof of Theorem 1: everything seems to work except that I do not see how to prove z → E(f 0,z ) is almost periodic.
Thus this question remains open.
Can the hypothesis be eliminated? We expect some additional hypothesis to be required in order to reverse the implications, in Theorem 3(b), and I plan to investigate this issue in a later paper, after treating the higher dimensional situation. For now we just observe that in the absence of any additional hypothesis, (F) ⇒(C) because (F)⇔(10) and (C)⇔(1) while it is easy to construct a functionψ that satisfies (10) but not (1) .
Incidentally, the question of the relation between (C) and (E) is left open here. I expect the two conditions are not comparable, i.e. that neither condition implies the other, and that this can probably be seen once one finds a "Fourier" characterization of (E).
Affine frames. Theorem 3(a) and its proof extend easily to (non-tight) affine frames. For example, the implication (D)⇒(C) extends as follows. Suppose 0 < A ≤ B < ∞ and
which is the "frame" version of condition (D). Then (13) gives A f
Hence f → C(f ) is continuous by Lemma B.1, and so in fact
which is the frame version of (C). I do not know whether there is a "frame" version of Theorem 3(b), in which the implications are reversed subject to some reasonable condition on Ψ.
Example -the Haar wavelet
The Haar function ψ(x) = χ [0,
,1) is well known to be a wavelet in the standard dyadic case a = 2, b = 1. We give two short proofs of this, using Theorems 3 and 1 respectively. Proof 1. The orthonormality of the ψ j,k is clear, and so we need only establish condition (F), because then (D) holds by Theorem 3(b) and so ψ is a wavelet.
Condition (F) is equivalent to (10) . Now, the Haar function has transformψ(ξ) = ie −πiξ sin 2 (πξ/2)/(πξ/2), and so we find (10) with a = 2 and b = 1 is equivalent to
for a.e. ξ > 0.
This formula can be verified by the following known calculations: letting x = 2 y ξ, we see the lefthand side of (17) Obviously this is a discrete version of (17), and it too is well known, with the following simple proof:
by using the double angle formula sin(2 j+1 ξ) = 2 sin(2 j ξ) cos(2 j ξ)
by telescoping = 1 − 0 = 1 for all ξ = 0, which gives (18).
Oversampling
For s > 0 and f ∈ L 2 (R), define
Here s is the sampling rate. It is typically taken to be a positive integer, in which case D s oversamples the translates of ψ by a factor of s.
Our methods suggest a quick proof of Chui and Shi's "Second Oversampling Theorem", which they proved in [9] for a = 2 and s odd, and in [8, Theorem 4] for the stronger form stated below.
Theorem 4 (Chui and Shi). Assume a, s ∈ N and a ≥ 2, with a and s having no common factor larger than 1. Fix 0 < A ≤ B < ∞.
If {ψ j,k : j, k ∈ Z} is an affine frame with bounds A and B, then so is {s
for all f ∈ L 2 (R).
To help prove the theorem, we express D s (f ) as an average of D(·) over translates of f .
Lemma 5. Assume a, s ∈ N and a ≥ 2, with a and s having no common factor larger than 1. Then for all f ∈ B,
Equation (21) is a discrete analogue of the formula C(f ) = lim Z→∞ Z −1 Z 0 D(f z ) dz proved in Lemma 2. Also, note that the translates f a J n/s appear in the original proof of Chui and Shi [9, §3] .
Proof of Theorem 4. We need only consider f ∈ B, by Lemma B.2, and because f a J n/s ∈ B and f a J n/s
which is (20).
Proof of Lemma 5. Observe that when j + J > 0 and m ∈ Z, 
where we know all these series converge absolutely by (23), and the Fourier series of the g j converge pointwise to g j by Lemma A.4. This proves the Lemma when j∈Z | g j (0)| < ∞. When j∈Z | g j (0)| = ∞, we argue like above to show that for all I ∈ N,
. Letting I → ∞ now shows both sides of (21) equal ∞ (using that g j (0) = | g j (0)|, since g j ≥ 0).
A simpler averaging formula than (21) can be proved when ψ is band-limited and f ∈ B has been suitably dilated, namely
which is a discrete analogue of the formula C(f ) = 1 0 D(f z ) dz proved in Section 3.
More oversampling. Next we illustrate how Theorem 3 can be interpreted in terms of oversampling. Fix s > 0, not necessarily an integer, and take b = 1. Suppose the condition
holds. Then obviously condition (D) holds for the function s −1/2 ψ with b = 1/s. Hence by Theorem 3(a), condition (C) also holds for s −1/2 ψ with b = 1/s:
so that (C) holds for ψ with b = 1. That is, ψ is a continuous wavelet for b = 1. As remarked in Section 2, this means j∈Z |ψ(a j ξ)| 2 dξ = 1 for almost every ξ ∈ R.
Conversely, suppose j∈Z |ψ(a j ξ)| 2 dξ = 1 for almost every ξ ∈ R, so that ψ is a continuous wavelet for b = 1. By the above calculation we find condition (C) also holds for s See [7] and the references therein for many more theorems on oversampling.
Appendices
Appendix A. The Fourier series of g y
The first three lemmas in this appendix are essentially known (cf. [13, Chapter 7] ), but their precise formulation is somewhat new.
Given f ∈ L 2 (R), define for each y ∈ R a nonnegative 1-periodic function
First we show the g y are locally integrable provided f belongs to B = {f ∈ L 2 (R) :f is bounded and is compactly supported in R \ {0}}.
Lemma A.1. For each f ∈ B and y ∈ R, we have g y ∈ L 1 [0, 1] and Lemma A.4. For each f ∈ B and y ∈ R, we have that g y ∈ C[0, 1] and g y equals its Fourier series at every point.
Proof of Lemma A.1. For z ∈ R, define
where we observe thatf (a
becausef is bounded with compact support. Hence by Plancherel,
and so g y is integrable and g y (0) satisfies the desired estimate (25).
Proof of Lemma A.2. Using (27),
Proof of Lemma A.3. We first show
Indeed,
. After replacing ξ with −bξ in the last formula, we obtain (28).
From (28) and the elementary inequality |ψ(ξ)
Notice that the second term on the right equals the first term, by making the substitutions ξ → ξ + m/b and m → −m.
Hence Lemma A.3 will follow once we prove
Now,ψ ∈ L 2 (R) and so we need only show σ 1 and σ 2 are bounded. Defining
we see σ 1 (ξ) = σ(0, ξ) and σ 2 (ξ) = 1 0 σ(y, ξ) dy. Thus it is enough to show σ is bounded. Because f ∈ B, there exist positive numbers µ, ν such that suppf ⊂ {ξ : µ < |ξ| < ν}. Thus the Fourier coefficients of g y belong to 1 (Z), and so the Fourier series of g y converges absolutely and uniformly to a continuous function we call Sg y . The uniform convergence implies Sg y and g y have the same Fourier coefficients, and so they agree almost everywhere. We aim to show they agree everywhere, by showing g y is continuous.
Note that g y (z) is lower semicontinuous, because it is the sum (over k) of the nonnegative continuous functions z → | f, ψ y,k−z | 2 . Lower semicontinuity together with the almost everywhere equality of g y and Sg y implies that 0 ≤ g y ≤ Sg y < ∞ at every point.
For fixed y ∈ R, we define the sequence c(f ) := { f, ψ y,k } k∈Z . By a simple change of variable we find c(f 0,z ) 
