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In the last ten years there has been much interest in dual integral equations 
and a discrete analogue, dual series equations. Much of this work has been 
collected by Sneddon and it appears in [17]. Any harmonic analyst looking at 
this work is struck by the absence of work on what might be called dual 
dual series equations, but which we will call dual sequence equations. A 
typical example is 
a, = 
s 
n sin Sf(0) cos n0 de, n = 0, l,..., N (1) 
0 
a; = 
I 
1 f(e) COSTS de, It = N + l,... . (2) 
We show how a number of such equations can be solved by dualizing methods 
developed by others for dual series equations. I am not an applied mathe- 
matician so I do not have any physical applications of this work. However, 
since we live in a discrete world and continuous models are only good appro- 
ximations to reality, it may be that this work could be used in other (but 
now discrete) models of the same physical problems that led to the investiga- 
tion of dual integral equations. In any case, my reason for doing this is to 
try to bring to a wider audience certain formulas for classical orthogonal 
polynomials which are not as well known as they should be and which are 
very useful in many different contexts, from nonimbedding theorems for 
projective spaces to mechanical quadrature. See [3], [4], [S], [9], [lo, p. 2261, 
[12, p. 1501, [19, p. 255-2561. Many of these formulas are not included in any 
book of formulas and those that are included are not as widely used as they 
should be. 
As is well known to people who work in this field, the first and second 
integrals of Sonine are extremely useful. What is not so well known is that 
there are a number of results for the classical orthogonal polynomials which 
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contain these formulas of Sonine as limiting cases. Some of these formulas 
can be used to play the same role for dual series and dual sequence equations 
that the Sonine integrals play for dual integral equations. 
The polynomials we will be most concerned with are the Laguerre and 
Jacobi polynomials. L,*(x), the Laguerre polynomials, are defined by 
ol>-1. 
They satisfy 
j 
m L,“(x) J&~(X) xae-z dx = ‘(:(i z 1’, I) a,,,, . 
0 
The Jacobi polynomials, P$*s’(x), are defined by 
(1 - x)” (1 + x)” @*a’(x) = 9 d [( 1 - X)n+= (1 + 
and satisfy 
I 
1 
-l P:*“‘(x) Pk*“(x) (1 - xr (1 + x)” dx 
(3) 
(4) 
X)n+Bl (5) 
2=+f3+1qn + 01 + 1) r(n + P + 1) 
=(2n+u.+~+1)r(n+1)~(n+a+B+1)Sn~m. (6) 
This notation for Jacobi polynomials (which was used by Szegii in [19]) is 
now standard in the mathematics literature. In [17] Sneddon uses this 
notation at times and at times uses the older notation of Jacobi, as found in 
early editions of Magnus and Oberhettinger [15]. Unfortunately this can 
cause trouble, he did not realize that work of Srivastav using SzegG’s notation 
given on pages 165-168 of [17] is contained in earlier work of Noble, which 
he gives on pages 168-172. This is one of the few problems that I know in 
which it is more convenient to use Jacobi’s notation (as Noble does), but for 
the sake of uniformity we will use Szegii’s notation. 
We start with a dual sequence equation involving Laguerre polynomials 
because the formulas are easier in this case. 
THEOREM 1. Le~,~,j3,cbegiwen,c>(~-22ar-l)/2,ar,~>-l.Then 
if a,, , b,, are given (and are small enough) and if 
a, = 
s 
m xcf (x) &O(x) tie-% dx, n = 0, l,..., N, 
0 
b, = 
s 
mf(x) l&s(x) xse-+ ds, n=N+ 1,A7+2;**, 
0 
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andif y=a+c then 
qn-kSy-a+ I) j&Y@) 
T(k - n + rs - y + 1) qk + 1) 
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(7) 
The proof uses two formulas which are analogous to the Sonine first integral 
and its inverse. 
This follows easily from the generating function for &O(X) 
z. L”(X) W” = ( 1 - W)-“-l exp i - *) , 
or it follows from Rodrigues’ formula (3). See [7, Chapter 91. Equation (8) 
can be inverted to get 
m r(n-k+y-~+l)~(k+or+l)~(~+l) 
= %Fk r(n - k + 1) qy - a + 1) I’(k + 1) r(tz + y + l)L“Y(X) XYe-2 (‘) 
for (Y > (y - 1)/2. 
Equation (9) follows from (8) since they each are equivalent to 
s 
Lo 
Lny(x) L,=(x) Pe+ dx = 
I-‘@-k++---+l)r(k+or+l) 
o 
r(n - k + 1) F(y - LY + 1) T(k + 1) ’ (10) 
The condition (Y > (y - 1)/2 is used to insure convergence of (9). See [2] for 
other uses of this simple idea. 
The proof of Theorem 1 is now easy. Using (8) we have 
F(n-k+y---cl+) 
i. r(n _ k + 1) r(y _ o1 + 1) ak = j,“f (x>Lny(x) xye-z dx. 
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Using (9) we have 
5 - 
Q-n+B-r+ l)r(n+r+ l)r(k+ 1) 
k=nr(k n+1)~(~-~+f)~(n+l)~(k+B+1)6L 
= 
i 
)(x) Ln’(x) xye-” dx. 
Then using the usual Laguerre expansion of a function we have (7). All of the 
above makes more than formal sense if b, are small enough 
A similar result is true for Jacobi coefficients. For simplicity we state it 
with Pt.“‘(x) in each integral. It is possible to use P$‘s’)(x) in one instead, 
and we will state the results that are needed to prove the more general theo- 
rem, but just state the theorem in the special case. 
THEOREMS. Letol,B>-l,r=01+C,C>-ff/2--. WearegivC@ 
’ a, = 
s 
(1 - x)‘f(x) P$a’(x) (1 - x>” (1 + x)’ dx, it = 0, l,..., N, 
-1 
(11) 
b, = 1’ f(x) Pf8’(x) (1 - x>” (1 + x)” dx, 
-1 
Then 
12 = N + l,... , 
(12) 
X 
n Qr+k+y+P+l)IYn-k++---(Y) 
& r(n + k + a+ B + 2) r(n - k + 1) 
x r(k+a+fl+ 1) 
r(k+P+l) 
(2k + OL + /3 + 1) ak 
I 
P:*“‘(x) 
x r(k + 1) (2k + a + B + 1) b, 
r(k+a+ 1) 1 p(v,qx) n 
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The proof of Theorem 2 is the same as the proof of Theorem 1 if the follow- 
ing are used. 
qn + B + 1) 
p~m8)(x) = qy - a) r(n + y + /3 + 1) 
n r(n + k + y + B+ 1) r(n - k + y - 4 
xc k=O r(n + k +a + B + 2) r(n - k + 1) 
,r(k+a+B+ 1) 
r(k+B+ 1) 
(2k + a + ,!I + 1) P$“(x) (13) 
m +z+k+y+j3+1>I’+k+y--)~(k+~+1) = c 
n-k 
r(n + k + a + ,fl + 2) r(n - k + 1) T(k + 1) 
x r(n + 1) 232n + Y + 6 + 1) p(Ys8)(x) (1 _ y (1 + x)8 
r(n + y + 1) qr - 4 n (14) 
Equation (13) is due to Szegii [19] and can be proven using the Rodrigues’ 
formula for P$@’ (x). Equation (14) f o 11 ows from (13) in the same way that (9) 
follows from (8). 
There is a more general expansion which allows us to handle the case of 
different Pz*a’ and P,$“) in (11) and (12), respectively, and also allows us 
to add the multiplicative factor (1 + CC)” to (11). This is important if we want 
to solve (1) and (2). In our current notation they are 
an = 
s 
y1 (1 - X”)fg(X) P;-*-+)(X) (1 - X2)-* dx, 11 = 0, l,..., N (1’) 
ah = 
s 
l g(x) zJ;-yx> (1 - x2)-k dx, n = N + l,... . (2’) 
-1 
The required formula for P:*“)(X) is 
n r(n+y+l)r(k+~+b+1)(n+r+~+1), Pp’(x) = c 
k=O r(2k + 0~ + 6 + 2) r(k + y + 1) (n - k)! 
( 
- x 82 
n+k,n+k+y+s+l,k+a+l (ao) 
k+y+l,2k+a+P+2 1 
Pk ’ (4. (15) 
Here 
and n (a) = 0 + 4 
w * 
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(c)~ = (n $ c - 1) (n + c - 2) ..* (c) and th is is the definition taken when 
“c” is a nonpositive integer. Equation (15) was first proven by Feldheim [8] 
and a different formula was given by Al-Salam [I]. In [3] there is still another 
expression given for (15). I now think that (15) is a more useful expression. 
There are a few special values of y, S, (Y, p for which the 3Fz in (15) reduces to 
a product of gamma functions. While it probably is not possible to explicitly 
evaluate all of these 3Fz’s let me repeat the suggestion made in [3] that it 
would pay to prove that some of these 3F2’s are positive. 
As Noble [16] observed it is possible to solve dual series equations with 
Jacobi polynomials by an argument that is dual to the above argument. The 
required formula in this case is somewhat different and not nearly as large a 
class of equations can be solved explicitly for this reason. The formula he 
used is due to Bateman [6, p. 1841 and in our notation is 
(16) 
There are two formulas that I know connecting Jacobi polynomials of 
one index with Jacobi polynomials of a different index by means of a fractional 
integral, see [9], but they can’t be used to solve dual equations of the sort 
that have been considered. However, for Laguerre polynomials there are a 
couple of integrals that can be used. They are 
qn+y+ 1) 
xyL9aw =ro/ - CY) r(n + a + 1) I 
a! (x - y)y-“-ly%,qy) dy, y > a, 
s 
(17) 
which is due to Kogbetliantz [14] and is fairly well known [7]. The second is 
much less known 
1 
GW e-Y = r(y _ a) i 
mL,Y(x) (x - y)v+-l e+ a!x, y > a. (18) y 
It can be proven as follows: 
T(n+r+ 1) 
=r(y--)r(n+~+l) rJ I 
m Lmy(x) e-* u!x Se o (x - Y)‘-“-‘Y%“(Y) dY 
qn+y+ 1) 
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But the left-hand side ‘is zero for n # m and thus so is the right. For n = m 
we have 
Jrn L,a(y) y” [ jm L,‘(x) (x - yy-1 e-= dx] dy = r(y - a) r(n 4 a + 1) 
0 Y ++1> * 
(20) 
We have from (4) that 
I m + a + 1) mLP(~)La(~)~oe-Y dy = h,,,, -qn + 1) . 0 (21) 
Combining (19), (20), and (21) we have 
~~~~~(y)[~~~~~~~~L,l(x)(x-y~~-~~-~d~--Lm~(~)~-~]dy=O 
(22) 
for n = 0, l,... . By the completeness of L,a(y) we have 
1 
LP(Y) e-” = r(r _ a) s 
m L,,“(X) (x - y)v-~-~ e-= dx. (18) y 
For y = a + 1 this is given in [7]. The general case follows from known 
results for confluent hypergeometric functions, but the above proof is so 
simple that I thought it should be included. 
Using (17) and (18) we can prove the following theorem for dual series 
equations involving Laguerre polynomials. 
THEORRM~. Let a>-1, S>-I, a>& a<6+1, a<2S+l. 
We are given 
(23) 
Then 
g(x) = f %LW* x<y<co. (24) 
n=o 
nl [I 
Y 1 
a”=IV$+6+l) sr(6-a++) 
g /‘f(t) t”(x - ,)a-ti dt] Ln6(x) e-= dx 
X a 
+s,qJ-*, 2 [I 
-g(t) eet(t - x~-*-~ dt] Lm8(x) x8 dx] . 
For 6 = a - 4 this theorem is given by Srivastava [18]. A simpler proof 
than he gave is to use the proof given by Noble [16] for Jacobi polynomials and 
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follow it step by step, using (17) and (18) instead of (16). We leave this to the 
reader. 
The one classical orthogonal polynomial we have not considered is the 
Hermite polynomial. We show how to obtain a theorem like Theorem 1 as a 
consequence of Theorem 1. 
Let 
a, = 
s 
m 1 x lcf(x) H,(x) e-x2 dx, 12 = 0, l,..., N (25) -a2 
b,= m 
s - f(~) K(4 e-“’ dx, 
n = N + 1, N + 2,... . (26) 
Set 
f(x) =.A(x> +f264 = f(x) +f(- 4 + f(x) -A- 4 . 2 2 
Then since 
and 
H2JX) = (- 1)” 22”m! Lif(X2) 
H2m+l(X) = (- 1)” 22m+%z! &+(X2), 
see [19], we see that (25) and (26) are equivalent to two problems for Laguerre 
polynomials, one problem for fi(x) and for fs(~). Combining these solutions 
we get f(X). 
Once we start considering discrete problems the question comes up about 
making the problem a purely discrete one. There are discrete analogues of 
the classical orthogonal polynomials. See Karlin and McGregor [13] for a 
number of properties of what they call Hahn polynomials. And there are 
even more general polynomials defined by Hahn [l l] which are connected 
with q-difference operators and basic hypergeometric series. The analogues 
of the above results for these discrete polynomials have not been found yet. 
All of the techniques used above are available in the discrete case; summation 
by parts, orthogonality, and a Rodrigues formula; so it is probably no more 
than a routine exercise to obtain analogues of the above fractional integral 
operations. 
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