Abstract-A high-speed railway system equipped with moving relay stations placed on the middle of the ceiling of each train wagon is investigated. The users inside the train are served in two hops via orthogonal frequency-division multiple-access (OFDMA) technology. In this paper, we first focus on minimizing the total downlink power consumption of the base station (BS) and the moving relays while respecting specific quality-of-service (QoS) constraints. We first derive the optimal resource-allocation solution, in terms of OFDMA subcarriers and power allocation, using the dual decomposition method. Then, we propose an efficient algorithm based on the Hungarian method to find a suboptimal but low-complexity solution. Moreover, we propose an OFDMA planning solution for high-speed trains by finding the maximal inter-BS distance, given the required user data rates to perform seamless handover. Our simulation results illustrate the performance of the proposed resource-allocation schemes in the case of Third-Generation Partnership Project (3GPP) Long-Term Evolution Advanced (LTE-A) and compare them with previously developed algorithms, as well as with the direct transmission scenario. Our results also highlight the significant planning gain obtained, owing to the use of multiple relays instead of the conventional single-relay scenario.
I. INTRODUCTION

W
ITH the growing technology of the smart phone, the passenger transport industry is witnessing a high demand to ensure Internet access and high-quality voice and/or mobile video broadcasting, at all times, inside of a train. In addition to that, there is a pressing need to improve the coverage and handover process in high-speed communications to ensure safe information exchange between trains and terrestrial control centers, such as information on the location of the train, its state, level crossings, permitted speed, etc. All these services require advanced technologies and techniques providing performance that meets the users' quality of service (QoS) [1] . Recently, high-speed railway networks have attracted extensive research attention. The latest research progress, systems architecture, and future challenges and tradeoffs of this field are presented in [2] - [4] . In general, when the user equipment (UE) communicates directly with the base station (BS), it will suffer from a severe degradation of the QoS due to the path loss (PL) and shadowing effects as the wireless signal is traveling through the train. As an alternative solution to cope with this, the Third-Generation Partnership Project (3GPP) has supported relay communications in the Long-Term Evolution Advanced (LTE-A) release-10 standard [5] - [7] .
In line with standardization efforts [8] , research studies using a mobile relay (MR) placed on top of the train are proposed. In [9] , it is shown that MR-assisted transmission greatly outperforms transmission assisted by fixed relays as well as direct transmission for vehicular communications. Indeed, using MRs within the high-speed railway mobile communication helps in enhancing the cellular coverage and overcoming the moderate to high vehicle penetration loss (VPL) [10] , [11] . VPL can be negligible by introducing two antennas connected together by a cable, i.e., outside and inside the vehicle. The outside antenna communicates with the BS, whereas the inside antenna communicates with the UEs inside the vehicle [12] - [14] .
Many of the works dealing with high-speed railway communications are tackling the issue of resource allocation [15] , [16] , particularly for orthogonal frequency-division multipleaccess (OFDMA) systems either for direct links or with relay assistance [17] - [19] . Indeed, an OFDMA system with relaying is considered as a fundamental solution for emerging cellular systems to ensure coverage and maintain connectivity [20] , particularly with MRs for vehicular communications. In [15] , 0018 -9545 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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an investigation is made into a utility-based power-allocation problem at a BS communicating with an MR in high-speed railway wireless networks, while jointly considering the power allocation along the time and the packet allocation among services. In [16] , a two-hop architecture where multiple BSs communicate with the train via a unique access point is studied. An optimal uplink power-allocation policy, which satisfies the delay constraint and minimizes the power consumption, is provided. In [18] , the author considered the constraint of bit error rate in the resource-allocation process. A recent work has been proposed in [19] , investigating the resource allocation in an OFDMA relaying framework. The objective is to allocate power and subcarriers, such that the capacity of the MR is maximized, while guaranteeing that the sum capacity of local users inside the train is no less than a threshold. Another subcarrier allocation scheme with uniform power distribution has been investigated in [21] . The authors proposed an iterative resourceallocation approach to maximize the total sum rate of the UEs. The cellular handover constitutes another major problem in high-speed railway systems. Communication interruption caused by handover failures can considerably degrade the users' experience. This issue has been investigated in literature by proposing various handover schemes. For instance, in [22] , a power-allocation scheme for a distributed antenna system that is implemented to enhance the handover failure probability in a two-link architecture is proposed. Another soft handover scheme based on multiradio access technology is proposed in [23] . The idea is to keep multiple heterogeneous network links of the relay at the same time and maintain the relay connection through one link during the handover process of the other link. The authors in [24] investigated the handover signaling process for multiple MRs in LTE networks, while using a control MR placed in the front of the train in addition to several general MRs to serve the users inside the train. The role of the control MR is to perform measurement and decide with the BS if a handover is needed or not. If the handover is required, the MRs perform a group handover procedure. It is shown that this process helps in reducing the handover process time and the conservation of connectivity.
In this paper, we contribute to the aforementioned previous works by investigating the resource-allocation problem for twohop high-speed railway communication assisted by multiple MRs in the generic case of OFDMA model from a power minimization perspective. As the number of users inside the train is limited, we formulate an optimization problem that aims to minimize the total transmit power consumption of the system, taking into account the power budget and respecting a certain QoS for each UE. More specifically, the data rate of each UE is restricted to be greater than a predefined data rate threshold. This leads to a more challenging problem compared to other investigated frameworks, which are limited to the single-relay scenario only, that consider the total sum rate in either their objective functions or constraints [15] , [16] , [19] . In fact, meeting the target rate per UE, while minimizing the transmit power consumption, requires additional constraints that make the feasibility of the problem sensitive to various system parameters, such as the target rate per UE, the number of connected UEs per wagon, the train traveled distance, the power budget, etc. Furthermore, the proposed framework is more practical and fair since the sum-rate metric could be beneficial for some users with good channel quality at the expense of others.
A backward induction method is employed: first, we solve the optimization problem for the access link between each MR and UEs; then, the problem is solved for the backhaul link between the BS and the MRs. Hence, the achieved rates of the backhaul link are automatically dependent on the performance of the access link. Two algorithms are proposed to solve the resource-allocation problem. The first algorithm achieves optimal performance based on the dual decomposition method, where we jointly optimize the allocation of power levels and the subcarriers. A closed-form expression of the optimal power allocated to each receive antenna is also derived for fixed subcarrier allocation. The second method is based on a practical and low-complexity algorithm that achieves suboptimal solutions of the resource-allocation problem. We compare the performance of both proposed approaches with those of a previously proposed iterative algorithm, in addition to the direct transmission scenario. We show via simulations that our proposed methods maintain the system QoS for long-range distance compared to the other studies proposed in literature.
Next, based on the proposed power-allocation scheme, we propose a planning method to determine the inter-BS distance, to perform a seamless handover between neighbor BSs, while serving the multiple MRs given the required data rate per UE. In this case, the handover is treated from a planning and physical-layer perspective to identify a separation distance that maintains the desired QoS per UE. This is performed to avoid any communication interruption in the handover zones that are determined by introducing a tolerance parameter to the problem. Finally, a Monte Carlo simulation is performed to verify the effectiveness of the proposed planning scheme.
The remainder of this paper is structured as follows. Section II presents the system model. In Section III, we formulate the resource-allocation optimization problem and describe the dual decomposition and the proposed algorithm solutions; then, we propose the planning method for a multiple-BS scenario. Simulation results are discussed in Section IV. Finally, Section V concludes the paper.
II. SYSTEM MODEL
We consider a high-speed train consisting of L wagons with M UEs inside the train distributed randomly over the train wagons. The UEs are communicating with the BS, which is placed at a distance denoted by d B , via MR stations located at the top of each wagon. Each MR station is composed of two antennas connected together by a cable and placed outside and inside the train wagon, as shown in Fig. 1 .
The available spectrum is divided into K subcarriers having a bandwidth denoted by B SC . In the first hop, which is also known as the backhaul link, the BS transmits different signals over different subcarriers to the outside antennas of the MRs. Consequently, in the second hop, which is known as the access link, the ith MR serves the M i UEs inside the ith train car, such that
The transmitter t (e.g., a BS or relay, depending on the considered link) power vector is denoted Fig. 1 . High-speed train system model.
]. In our study, we propose to compare this high-speed train communication model using MRs with the direct high-speed train communication scenario, where the users inside the train are communicating directly with the BS. Notice that most of the studies about high-speed train communications are focusing on the downlink direction because the BS has limited power, which will be shared among many UEs, unlike the uplink direction where each UE can independently use its power to perform the transmission to achieve the target data rate. Furthermore, owing to MRs, the UEs inside wagons are subject to a short-range communication that does not require a sophisticated power optimization scheme in the uplink direction. In our study, we adopt the WINNER II channel model [25] to characterize the PL to benefit from its novel parameterization, which allows the consideration of outdoor-to-indoor scenarios and the adaptation of the model to different environments.
A. PL Analysis for Relay Transmission (BS-Relay and Relay-User)
The PL used in the backhaul link between the BS and the ith MR (BS-MR link) over the kth subcarrier under D1 line-ofsight (LoS) propagation scenario [25] is denoted by P L (k) B−R i and given in (1) , shown at the bottom of the page, where d B−R i is the distance from the BS to the ith MR in meters; f (k) is the center frequency over the kth subcarrier in hertz; h B and h T are the height of the BS and of the train in meters, respectively; and
is the breaking point distance, where c = 3 × 10 8 m/s is the speed of light in a vacuum. The PL used in the access link between the ith MR and the mth UE (MR-UE link) belonging to the ith wagon over the kth subcarrier under A1 indoor LoS propagation scenario [25] is given by
where d R i −U m is the distance from the ith MR to the belonging mth UE in meters.
B. PL Analysis for Direct Transmission (BS-User)
Here, the PL of the direct link between BS and UE without relay assistance under outdoor-indoor propagation scenario [25] is given by
where d U m ,out and d U m ,in are the distance between the BS and the closest point of the train wall to the mth UE and the distance from the train wall to the mth UE in meters, respectively. P L outer = W e + W G e (1 − cos(θ)) 2 is the PL through the outer wall, where W e is the loss through the train wall for the perpendicular penetration, whereas W G e is the loss through the train wall for the parallel penetration, and θ is the angle between the normal of the train wall and the outgoing (incoming) ray.
All the aforementioned formulas are generalized for the frequency range of 2-6 GHz (for more details, see [25] ).
C. Channel Model
The channel model in decibels over the kth subcarrier is a function of the PL between transmitter t and receiver r, shadowing, and fading as follows:
where ξ t,r is the lognormal shadowing between t and r with a standard deviation equal to σ, and F (k) t,r corresponds to the fast Rayleigh fading power between t and r, such that E[|a| 2 ] = 1, where a is a Gaussian random variable and E[.] is the expectation operator. In this case of fast Rayleigh fading, we consider that the channels between BS and UEs are constant during the channel decorrelated time T d .
In (4), under the spatial lognormal shadowing assumption, the shadowing correlation is taken into account, where the spatial correlation can be, indeed, used to measure how fast the local mean power evolves as the vehicle moves along a certain route [26] . Therefore, the shadowing correlation model for moving transmitter t and receiver r can be given by an exponential function [26] , [27] as follows:
where exp(.) denotes the exponential function; Δd t and Δd r represent the movements of the transmitter and receiver, respectively; and l c is the decorrelation length; which depends on the environment (equal to 20 m in the vehicular test environment [28] ). Consequently, we can use (5) to determine the shadowing values as follows:
where the shadowing value at positions (d t + Δd t , d r + Δd r ) has a component equal to the shadowing value at positions
, with the amount of similarity determined by Λ ξ (Δd t , Δd r ), in addition to an independent shadowing component corresponding to the new location ξ new t,r . In our system model, we assume that Δd t = 0 since the BS has a fixed position.
Note that accurate channel estimation can be obtained for high-speed train communications, owing to the use of the predictor antenna concept [29] - [31] . A predictor antenna is placed on the top of the train followed by one or several separate receive antennas. The train is assumed to move through a stationary electromagnetic standing wave pattern, which means that the BS creates a time-invariant pattern, and the train simply moves through it. Hence, receive antennas replace the predictor antenna and observe the same channel after a certain delay. With the knowledge of pilot signals, channel predictions can be performed at the receive antennas.
D. Doppler Shift
Doppler shift has been introduced as one of the important problems in high-speed communications, due to its negative impact on the system performance. For example, in OFDM systems where data are transmitted at a high speed over frequency-selective channels, the longer duration of the OFDM symbol will be affected by the rapidly time-varying channel resulting from severe Doppler frequency shift, which introduces intercarrier interference (ICI). Although the investigation of the Doppler effect is out of the scope of this paper, we present in this paragraph some techniques proposed to mitigate the Doppler effect for high-speed railway systems [32] - [34] . Note that the Doppler in the case of BS-MR links is easier to mitigate in the particular scenario of railway communications than other high-speed vehicular scenarios, since the speed and track of the train are known and predictable, in addition to the locations of the BSs along the rail track.
In [32] , a sectorized antenna architecture is proposed to mitigate the Doppler effect in OFDM systems. It is shown that the signals received from different directional antennas are uncorrelated, and after the approximated Doppler frequency compensation, the scheme reduces the ICI power by reducing the Doppler spread and mitigating the error floor under high-mobility condition. In [33] , Doppler spread compensation algorithms based on the dedicated radio environment map (REM) for railway are proposed. The REM is employed as a spatial-temporal database consisting of the radio channel parameters along a given railway. With all these information that can be predetermined and predicted offline, the REM-based Doppler spread compensation algorithms significantly improve the link performance of OFDM-based broadband mobile communication systems under various high-speed rail scenarios. An overview on the tracking of dynamic Doppler shift for LTEbased communication systems on high-speed railways is presented in [34] . Algorithms dealing with the large-scale dynamic and fast time-varying Doppler shift for predictable route of a train are discussed.
The advanced techniques can be applied at both the BS and MR levels to reduce the impact of the Doppler shift. The effect of the Doppler shift will be more significant on the backhaul link in the absence of MRs. Hence, the use of Doppler shift compensation algorithms with MRs represents a promising solution to reduce the negative impact of Doppler spread in OFDMA systems.
III. POWER-MINIMIZATION-BASED RESOURCE ALLOCATION AND BASE STATION PLANNING
The objective of this study is to ensure a seamless railway communication with minimum power consumption. Therefore, we proceed by solving an optimization problem aiming to find the optimal resource allocation, in terms of subcarriers and power levels, at the BS and MRs, to minimize the total transmit power consumption, while respecting the UE QoS. In other words, the optimization problem purpose is to serve all users inside the L wagons of the train with minimum power consumption. In Section III-A and B, we formulate the optimization problem and propose two approaches to solve it, respectively. The first one is optimal but complex, and the second one is suboptimal but with low complexity. The nature of the system implies that the problem could be infeasible and, hence, impossible to solve due to limited BS power budget. Hence, we propose, in Section III-C, a BS planning approach to cope with this issue. The aim is to determine the BSs' maximum range, after which the QoS will be deteriorated and there is no more possibility to serve all MRs and, hence, all UEs, with the same BS.
A. Problem Formulation
A receiver r (i.e., an MR or UE, depending on the link) is considered successfully served, if its data rate R r ≥ R r th , where R r , is given by
where is either a matrix of size
we consider the access link inside wagon i. Binary variables (k, r) refer to the status of the kth subcarrier whether it is allocated to receiver r or not, and it is given as follows:
R r th corresponds to the data rate threshold of the receiver r. In (7), γ (k) t,r is the received signal-to-interference-plus-noise ratio at the receiver over the kth subcarrier and is given as follows:
where G t and G r are the transmitter and receiver antenna gains, respectively. I and N 0 are the average co-channel interference caused by other BSs and/or other MRs and the noise variance, respectively. Thus, the optimization problem for each backhaul or access link can be formulated as
subject to (C1 : Power budget constraint at the transmitter t) :
whereP t is the peak power at the transmitter t. Constraint (12) ensures that the QoS of the receiver r is satisfied, whereas constraint (13) indicates that each subcarrier can be allocated to only one UE and, at maximum, one UE can be served by K subcarriers. Note that constraint (12) is written as
for the access link inside wagon i, and as R
. . , L, for the backhaul link between the BS and MRs. The challenge now is to enhance the performance of the system by optimizing the power levels simultaneously with the subcarrier allocation.
B. Problem Solution
Here, we propose two solutions to solve the optimization problem formulated in (10)- (13): the dual decomposition method that achieves the optimal solution but requires a high computational complexity and a practical and low-complexity algorithm that reaches a suboptimal solution. The loss, in terms of performance, and gain, in terms of complexity, are discussed in Section IV. To solve the resource-allocation problem for high-speed train communication, we proceed as follows. First, we focus on the access link to find the optimal resource allocation at each MR station. Depending on the number of UEs M i per wagon i and the corresponding target data rate R U th , we can compute the target data rate per each MR station denoted by R R i th ∀i = 1, . . . , L, which is equivalent to the sum of the target rates of the UEs that it is serving. Once R Note that in extreme scenarios, e.g., high rate threshold per user, train at the cell edge, and/or limited power budget, the problem (10)-(13) becomes infeasible as the power budget becomes insufficient to serve all UEs. For instance, for a given subcarrier allocation and using (11) and (12), the problem is infeasible if
In this case, the problem can be relaxed by iteratively eliminating some users at the farthest MRs, and hence reducing the target data rate per MR, until the problem becomes feasible. By this way, the problem aims to serve the maximum number of users given the available power budget. However, this approach could have a negative impact on the global QoS of the system. Therefore, in Section III-C, we focus on determining the best locations of neighbor BSs to avoid such QoS deterioration.
1) Dual Decomposition Method and Optimal Solution:
The problem in (10)- (13) satisfies the dual time-sharing condition investigated in [35] . Thus, the duality gap of this nonconvex resource-allocation problem in OFDMA multicarrier systems is negligible because the number of subcarriers is sufficiently large compared to the number of users. Therefore, we solve it by exploiting its dual problem that is expressed by
subject to (13) 
where
is the vector that contains the Lagrange multipliers associated to constraints (11) and (12) . The dual function g(λ) is given as follows:
where L(λ) is the Lagrangian expressed as
Thus, the dual problem in (16) can be rewritten as follows:
The steps to solve the dual problem are given as follows.
• Step 1: Initialize the Lagrange multipliers values λ.
• Step 2: Find the optimal value of P (k) t for each value of k by solving the following problem:
The corresponding optimal power (P
is given by
where (x) + corresponds to the maximum between x and zero, and λ r k is the Lagrange multiplier associated to receiver r served by subcarrier k since, from constraint (13), each subcarrier serves only one receiver. To solve this analytical expression based on λ, we can employ the subgradient method or other heuristic approaches to find the optimal Lagrangian multipliers of this problem [36] .
• Step 3: Substitute the optimal power levels derived in (20) into (18) . Thus, the dual problem becomes
It can be shown that (21) is a linear assignment problem, with respect to (k, r), and can be solved efficiently by using standard integer programming [37] . The solution obtained by the dual method is an asymptotically optimal solution [35] . • Step 4: After finding the optimal solutions (P (k) t ) * and (k, r) * corresponding to the initialized Lagrange multipliers in Step 1, we employ the subgradient method to find their optimal values and, thus, the optimal solution of the problem [36] . Hence, to obtain the solution, we can start with any initial values for the Lagrange multipliers and evaluate the optimal solutions (i.e., (P (k) t ) * and (k, r) * ). We then update the Lagrange multipliers at the next iteration (i + 1) as follows:
where δ i and i are the updated step size according to the nonsummable diminishing step length policy (see [36] for more details). The updated values of the optimal solution and of the Lagrange multipliers are repeated until convergence.
2) Low-Complexity Algorithm and Suboptimal Solution:
The steps of the proposed approach for the resource-allocation algorithm can be described as follows.
• Step 1: Simplify the optimization problem by distributing the peak power of the ith MR uniformly over its belonging subcarriers (i.e.,P
is the peak transmit power at the kth subcarrier of the ith MR. This means that constraint (11) becomes as follows:
Thus, the solution of the optimization problem becomes as follows:
The obtained solution derived in (25) means that the UE m served by the ith MR over subcarrier k can achieve its data rate only if the corresponding channel is relatively good.
• Step 2:
for all possible (subcarrier, UE) combinations (i.e., K × M i possibilities) inside the ith wagon.
• Step 3: Employ a combinatorial optimization approach, such as the Hungarian algorithm [38] , to find the best (subcarrier UE) combinations that maximizes the total number of served UEs with minimum power consumption inside the ith wagon. However, in some cases due to the modification of constraint (13) , this method is not enough to serve the maximum number of UEs. Indeed, after allocating the subcarriers, some UEs may not achieve the required rate because of the power limitation, as expressed in (24). • Step 4: If for the wagon i, the number of served UEs is less than M i , redistribute uniformly the remaining power over the remaining subcarriers (
) and repeat steps 1-3 for the non-served UEs in wagon i. In fact, the peak power per subcarrier may increase comparing to step 1.
• Step 5: Repeat step 4 until serving all UEs or the remaining power per subcarrier is not enough to achieve the UE target data rate. In the latter case, try to serve at least one UE among the remaining UEs, by allocating the total remaining power to the UE having the best channel gain.
Note that the proposed approach is applied for the L wagons, simultaneously. At the end of the algorithm, R R i th , ∀i = 1, . . . , L, becomes known, and the BS applies the same approach but for the backhaul link. However, if at least one of the MRs is not served, we eliminate some UEs in the corresponding wagon, to decrease the target data rate of the MR, and thus try to serve the maximum number of UEs in that wagon. Details of the proposed algorithm are summarized in Algorithm 1 by replacing Q and t either by M i and R i for the access link or by L and B for the backhaul link, respectively. Once we find the allocation matrix * and the corresponding total power consumption using our proposed approach, we compare the obtained results with the optimal analytical solution obtained using the dual decomposition method. As it will be shown in the simulation results section, the proposed low-complexity approach achieves very close performance comparing with the optimal solution. as it is given in (25) for each (k, r) ∈ (K, Q) pairs. 4: Find (k * , r * ) combinations by employing an standard integer programming approach (e.g., Hungarian algorithm) to serve the maximum number of UEs with minimum power consumption. 5: Mark (k * , r * ) combinations as occupied (i.e., update ). 6: Q = Q \ {r * s}, K = K \ {k * s} and Q served = Q−|Q|.
Find the transmit power P (k b ) t corresponding to r b by computing (25).
13:
Mark (k b , r b ) pair as occupied (i.e., update ). 14:
16: end while 17: end if
C. BS Planning for High-Speed Trains
In the case of multiple BSs separated by a distance d BS along a high-speed railway, the QoS may not be maintained to the desired level, while the train crosses the different cells, due to possible handover failure, as illustrated in Fig. 2 , where we consider a scenario where three BSs are placed next to the railroad and separated by a distance of 3800 m. We assume that the train is moving from the cell of BS-1 to the cell of BS-3. Fig. 2 plots the total consumed power of the BS versus the train traveled distance and shows that the total consumed power exceeds the available power resources assumed to be 46 dBm for a macrocell BS (the horizontal red line) in the handover zones. In other words, the optimization problem is infeasible in these regions. Therefore, based on the closed-form expression of the allocated transmit power given in (20) , we aim to optimize the choice of the inter-BS distance d BS to avoid communication interruption and ensure a seamless handover between the different BSs.
1) Proposed Planning Method:
Here, we provide a study of the inter-BS distance choice. We look for the maximum distance that maintains the desired QoS. We start by solving the following equation, which ensures the consumption of the total power available by one BS to serve the L MRs:
is the optimal power assigned to the kth MR, and 0 < τ ≤ 1 is a coefficient controlling the overlap in the handover zones. τ = 1 is the case of non-overlap, and τ < 1 is the case where an overlap between the BSs' coverage areas is allowed to provide some milliseconds to perform the handover process and ensure a seamless communication. P 
where L w is the length of the wagon of the train. The problem (26) corresponds to a nonlinear equation that can be numerically solved using the Newton method [39] . Once the solution d * B−R 1 is obtained, we can directly find the planning distance using the following relation:
Note that, in the proposed planning method, we are considering PL only in the channel model since we are determining the distance for average channel statistics. However, the channel model in the Monte Carlo simulations presented in the following Section III-C2 includes both shadowing and fast fading to verify that the planning methods outcome is able, indeed, to meet the target performance requirements for instantaneous channel realizations. Generally, for traditional cellular networks, two approaches could be considered to determine the BS locations: a worst case scenario-based approach assuming maximum data rate and load per each BS, and may lead to an excessive number of BSs, and a load-predictive approach, which is more realistic [40] . In the case of railway communications, it is easier to predict the system requirement, and the worst case scenario becomes somehow very close to the predictive case since the users' location and distribution, in addition to the train trajectory, are known. In addition, it is known that the number of users cannot exceed the train capacity. Hence, the only requirements will be the target rate to provide to all users and the number of wagons per train. Consequently, mobile operators need to perform their planning for long-term periods, such that major adjustments, such as new BS placement, are not required to ensure seamless communications.
2) Performance Evaluation Method: After determining the optimal distance for a given target data rate per UE and a given tolerance parameter τ , we run a Monte Carlo simulation to investigate the impact of the proposed planning approach on the downlink direction. Thus, we measure the efficiency of the proposed scheme in realistic scenarios. In each realization, we consider L MRs in a train, which is moving in the railway line covered by three BSs. Then, we verify whether a relay r is served successfully or not by comparing its achieved data rate, which is denoted by R u , to the target data rate threshold, which is denoted by R th . The objective is to determine the average outage rate, which has to be extremely low mainly in the handover zones determined, owing to the proposed planning method. To compute the data rates, we employ the channel gain given by (4), where we take into account the propagation loss, the shadowing, and the fading effects.
IV. SIMULATION RESULTS
Here, we investigate and discuss the performance achieved by the proposed resource-allocation schemes presented in Section III-B, while comparing them to multiple approaches used in literature. Then, we analyze their computational complexity, in terms of total number of operations and CPU running time. Finally, we provide some numerical results of the performance obtained using the proposed planning approach.
A. Simulation Parameters
We consider a high-speed train scenario, where the train is composed of L = 10 wagons, unless otherwise stated, of 10-m length, 5-m width, and 2.5-m height. We adopt the LTE-A transmission mode as an example of an OFDMA system. In LTE, the available spectrum is divided into resource blocks (RBs) consisting of 12 adjacent highly correlated subcarriers [41] . Each RB has a bandwidth of B RB = 180 kHz, while each subcarrier has a bandwidth of B sub = 15 kHz [42]. In our simulations, we consider an orthogonal LTE transmission where the total bandwidth of B T = 20 MHz is subdivided into three blocks. The first block of 10 MHz (equivalent to 50 orthogonal RBs) is owned by the eNodeB (eNB), whereas the other blocks, each of 5 MHz (equivalent to 25 orthogonal RBs), are owned by two MRs i and i [43] . Hence, the same frequency blocks are reused with two consecutive MRs. In this case, we can assume that all UEs in wagon i are protected from the co-channel interference caused by MRs in wagons i − 2 and i + 2, due to the wagon penetration loss and to the distance separating two wagons using the same frequency. For subcarrier allocation, we employ the Hungarian algorithm.
Each UE communicates with the eNB via one MR placed on the middle of the ceiling of each wagon. We assume that accurate channel-state information can be available at the trans- mitters, even at high speeds, using for example the predictor antenna method described in [29] . The resource-allocation algorithms proposed in Section III are applied in both access and backhaul links using the parameters summarized in Table I . In addition, it is assumed that the decorrelated time T d = 1 ms [44] and the target data rate (R U th ) are the same for all UEs. Initially, the distance separating the eNB and the railway is equal to d B = 100 m, while the end of the train is located at the distance d 0 = 0 m, as shown in Fig. 1 . Furthermore, we apply the proposed algorithm to the direct transmission, where each UE communicates directly with the eNB without assistance from the relay.
B. Performance of the Proposed Resource-Allocation Schemes
In all the following simulation results, we compare the proposed low-complexity algorithm to the Hungarian method, which corresponds to steps 1-3 only of the proposed method given in Section III-B2, and to an iterative algorithm proposed in [21] , which is based on a rate maximization approach. The latter method consists in allocating RBs to destinations, such that backhaul performance is maximized, by selecting the best RB for each destination iteratively (i.e., best channel gain). Fig. 3 plots the average number of served UEs versus the target data rate R U th for the access link (MR-UE link). It can be shown that, for all algorithms, the MRs can successfully serve In the following, we investigate the performance of the proposed algorithm for full system operation (i.e., backhaul and access links). Fig. 4 shows the total power consumption and the number of served UEs as a function of the distance d 0 for a fixed UE target data rate R U th = 0.4 Mb/s. Note that, when all users in a wagon i are successfully served, the ith MR target data rate becomes equal to 10 Mb/s. Fig. 4 shows that the performance of our proposed algorithm outperforms the other algorithms, in terms of both power consumption for traveled distance and number of served UEs. As the train moves away from the eNB, the advantages of our proposed algorithm appear clearly: the algorithm maintains the system QoS for long-range distance, e.g., for d 0 = 2500 m, where it still serves all the 250 UEs, whereas the Hungarian and iterative algorithms can only serve around 248 and 240 UEs, respectively. This gain of number of served UEs is obtained at the expense of additional power consumption. Notice that, for low values of traveled distance, the proposed approach consumes the same amount of power as the Hungarian method (steps 1-3 of Algorithm 1). However, as the distance increases, the proposed approach consumes more power to maintain the required QoS. This shows the impact of steps 4 and 5 that are added to efficiently manage the available power budget and meet the QoS. Compared to the sum-rate maximization approach, i.e., the iterative one, we deduce that an important gap, in terms of both power consumption and number of served UEs, is reached. In fact, the iterative approach allows the renouncement of serving some of its users to maximize the total sum rate by serving UEs with good channel conditions. instance, for d 0 = 100 m, R U th * = {0.8, 0.7, 0.5} Mb/s using the proposed approach, Hungarian method, and iterative algorithm, respectively. This can be justified by the fact that the power budget is only enough for low R U th . As the required R U th increases, the benefit of using our proposed algorithm is noticed. For instance, for R U th = 0.6 Mb/s and d 0 = 2000 m, the proposed algorithm can serve around 240 UEs, whereas the other algorithms can only serve 190 and 175 UEs, as shown in Fig. 5(b) . On the other hand, it is clear that the relay transmission (solid lines) outperforms the direct transmission (dashed lines). We notice the importance of the introduction of relays at the top of the train. Relays can help not only in coping with the PL increase but in serving more UEs as well, as they offer more available RBs. Indeed, with direct transmission and with B T = 20 MHz, the proposed algorithms can at maximum serve 100 UEs, whereas owing to the relays, the eNB is able to communicate with 250 UEs. However, a significant decrease in the slope of the number of served UEs with the relay transmission compared to the direct transmission is obtained. Indeed, if one relay is not served, this means that the 25 UEs in the corresponding wagon are not served even after employing step 5 of the proposed approach, whereas with the direct transmission, the increase in the target data rate per UE eliminates UE by UE. The increase in the distance d 0 implies a decrease in the system performance; for instance, with R U th = 0.8 Mb/s and using the proposed algorithm, the number of served UEs goes from 250 with d 0 = 100 m to 100 with d 0 = 2000 m. This means that starting from a certain distance, a handover to another closer eNB becomes a necessity to maintain the required QoS.
In Fig. 6(a) , we show that the proposed method (solid lines) consumes a total power almost similar to the optimal power obtained using the dual decomposition method (dashed lines) given in Section III-B1. In addition, in Fig. 6(b) , we plot the corresponding number of served UEs as a function of the distance d 0 for different values of R U th = {0.4, 0.5, 0.6, 0.7} Mb/s. We notice that power consumption directly depends on the target data rate and increases with the distance. 
C. Complexity Analysis of the Proposed Resource-Allocation Schemes
To compare the complexity of the proposed and the optimal methods, we suppose hereafter that we work in the backhaul level. Note that the same analysis can be performed for the access link. For the low-complexity algorithm presented in Algorithm 1 while using the Hungarian method, in the worst case scenario, the maximum number of iterations that can be reached is L, assuming that, at each iteration, only one pair of user and RB is allocated (line 4). Note that, in general, we can have multiple relay-RB associations per one iteration, and thus, the size of the resource-allocation matrix is reduced every iteration, as indicated in line 6. Therefore, the Hungarian algorithm complexity and the number of operations needed to compute the power expression given in (24) depend on the size of , which is decreasing as the relay-RB associations are made. Thus, the complexity of the low-complexity algorithm is on the order of
operations for the worst-case scenario. Concerning the dual decomposition method given in Section III-B1, for a given maximum number of iterations of the subgradient method I max , the algorithm is executed for I = min(I max , 1/ε 2 ) iterations, where ε represents the accuracy guarantee, which is defined by the difference between the best value and the iterate value [39] . We can easily see that the number of operations at each iteration is on the order of ≈ (KL) 3 + 13KL operations, where (KL) 3 is the number of operations for the Hungarian method, and ≈ 13KL is the number of operations for expressions (20) , (22) , and (23) . Thus, the total complexity of the dual decomposition is ≈ I × ((KL) 3 + 13KL). Hence, we deduce the considerable gain in terms of number of operations provided by the lowcomplexity approach since the allocation matrix size is decreased every iteration unlike the dual composition method, where at each iteration of the subgradient method, the same matrix size is considered.
For illustrative purposes only, we present, in Table II , a comparison between the proposed algorithm and the optimal algorithm based on the dual decomposition, in terms of CPU time and the number of operations. For 100 realizations, results show that the optimal method requires, on average, more time to converge. We can clearly see that the computational complexity is considerably reduced using the proposed low-complexity algorithm due to the dynamic size reduction performed at each iteration. Recall that the latter algorithm achieves close performance to the optimal solution, as shown in Fig. 6 . All tests were performed on a desktop machine featuring an Intel Xeon CPU and running Windows 7 Professional. The clock of the machine is set to 2.66 GHz with a 48-GB memory. 
D. Performance of the Proposed Planning Method
Next, we present the performance of the BS planning for the high-speed train with moving relays studied in Section III-C.
In Fig. 7 , we plot the optimum distance as a function of the number of relays and for different R U th values. Note that the total shared data rate by one relay is given by 25 R U th (for R U th = 0.144 Mb/s, the target rate per relay is 3.6 Mb/s and, thus, per train is 3.6L Mb/s). As expected, for a fixed R U th value, the optimum distance separating the BSs is inversely proportional to the number of relays because when the latter increases, more power is needed to maintain the desired QoS. We also notice that we can increase the distance by setting low values of R U th , i.e., low QoS. In addition, in this figure, we compare the performance of our proposed approach (denoted by "indep. MRs") to those of the ideal case where relays cooperate together to serve users, which are denoted by "Coop. MRs." In this scenario, relays are assumed to be connected to each other via an optical cable that allows users belonging to wagon i to be served via a relay placed on the top of wagon j = i. Although this scenario requires a more developed problem formulation and a more sophisticated algorithm, we present, in Fig. 7 , a suboptimal solution based on a metaheuristic algorithm that optimizes the inter-BS distance in addition to the number of users associated to each relay. We notice that the proposed scheme closely achieves the intercell distance of the ideal case: a difference of 200-300 m. This can be explained by the fact that, at the cell edge, the BS uses its full power. Hence, the Coop. case will need to reduce the number of users of the wagons in outage, to serve them by other relays closer to the BS. This will lead to an increase in the power consumption allocated to the supporting relays, which does not offer large flexibility to the system. Note that this increase follows an exponential function equivalent to A th given in (25) . Fig. 8 shows the advantage of using moving relays over the traditional single-relay scheme adopted in [15] . In fact, for the same total number of users, we plot the total consumed power as a function of R U th , for both single-and four-MR networks, by adopting the optimal inter-BS distance obtained for the four-MR case. We can clearly see that, by using MRs, we do not exceed the total power budget fixed at 46 dBm, whereas the single-relay scheme requires an enormous power consumption even if it is using four RBs for the transmission. Hence, in contrast with our proposed scheme, the single-relay scheme cannot be applied in practical scenarios with high rates.
In Fig. 9 , we test the LTE planning scheme in two different scenarios, with L = 5 and L = 7 relays, with the presence of fading and shadowing effects. Table III in kilometers. For each network, we apply the proposed LTE planning and plot the percentage of non-served users as a function of the train position after averaging over 1000 independent Monte Carlo runs. We clearly notice that the percentage of non-served users is less than 0.5% in the zone covered by the eNBs. We can also see that the percentage of non-served users decreases in the case of overlap (τ = 0.8) compared with the non-overlap case (τ = 1). Indeed, the introduced tolerance provides more reliability to the railway communication and reduces the risk of handover failure.
V. CONCLUSION
This paper has studied the problem of resource allocation for high-speed trains equipped with multiple moving relays in OFDMA systems. The objective is to minimize the total transmit power consumption, while serving the passengers by meeting their requested throughput. An optimal solution is derived, using the optimal decomposition method, to optimize both power and subcarrier allocation. Moreover, we proposed a practical algorithm to find a suboptimal resource-allocation solution. Interestingly, it has been shown that the performance of the proposed scheme using moving relays achieves close performance to those of the dual decomposition method and outperforms the performance of some previously proposed algorithms, as well as the direct transmission. We also proposed a planning method to optimally determine the inter-BS distance according to given QoS parameters. Its efficiency is verified using Monte Carlo simulations. Finally, simulation results show that our proposed algorithm maintains the system QoS, even for long-range distance, with near-optimal power consumption.
The investigation of the cooperation among moving relays for high-speed train communications represents an interesting extension of this work, where the objective is to develop optimized mechanisms to enhance the system performance and ensure seamless handover with larger inter-BS distances. In addition to the power and subcarrier allocation, another challenging dimension can be introduced to the framework: the user-relay association.
