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Chapter 1
Introduction
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1.1 The Magic of Crystals
Everybody is familiar with crystals such as the salt and sugar crystals which we can eat or the natural crystals we know 
as minerals. What many people do not realize, though, is that practically every chemical compound tends to crystallize 
when the temperature is brought below its melting point. Crystallization involves the generation of order. Indeed, it is 
the extremely high level of order what makes crystals special. A crystal can easily consist of 1018 (millionx million x 
million) atoms or molecules, being its elementary building blocks. All those building blocks are stacked in exactly the 
same way.
Some hundreds of years ago, the majority of people regarded crystals as magical creations. It is common that magic 
is ascribed to things that are not understood. The appearance of mineral crystals, having shiny, transparent, perfect facets 
with sharp corners, surely helped in this conception1. Throughout the centuries, several researchers booked historical 
breakthroughs. As early as 1611 Kepler proposed that crystals might consist of regularly stacked building blocks. Later, 
in 1669 Steno discovered that all quartz crystals from around the world have identical angles between their facets. This 
concept was formalized in 1784 by Haüy through the law of rational indices. In 1866 Bravais reported an empirical 
rule that the size of crystal facets is proportional to the distances between the atoms perpendicular to its orientation. 
Nowadays, that rule is still used to predict the shape of crystals (see section 1.5). Because optical microscopy does not 
have a sufficient resolution to observe the building blocks directly, one had to resort to the shape of the crystals. Yet, in 
1907 Friedel could deduce cell dimensions of certain building blocks solely from crystal shapes and the density of the 
material.
Thus, already a century ago most important features of crystals were understood surprisingly well. However, it took 
until 1912 for the first X-ray diffraction experiment to be conducted by Von Laue, Friedrich and Knipping on copper 
sulphate. Their experiment finally delivered direct experimental proof of the regular stacking of atoms in crystals. This 
technique would revolutionize crystal research to the level where obtaining data with atomic resolution and solving 
crystal structures is routine work. An initiative was taken in 1965 by Kennard to systematically archive all elucidated 
structures. This resulted in the reputable research group of the Cambridge Crystallographic Data Centre. Currently, their 
Cambridge Structural Database contains over a quarter million structures.
Nowadays, it is interesting to be able to take the opposite route, to determine the shape of a crystal from its crystal­
lographic properties: morphology prediction. This thesis is mainly concerned with recent developments in this field.
1.2 Basic Crystallography
Crystals consist of densely packed molecules or atoms, arranged in a highly ordered fashion. Most important, this results 
in the so-called translation symmetry. Translation symmetry means that a completely identical environment is found at 
the translation along one of the translation axes. Figure 1.1 shows a traditional Japanese Shikan-Jima pattern, which 
has been used on fabrics since at least the 11th century2. In this example we see how a simple elementary shape, a 
double “wiggle” and three stripes, can be repeated endlessly to create a plane filling pattern, also called tessellation. 
Instead of on woven fabrics, the same pattern could for instance be printed on bathroom tiles. For obvious reasons, it 
would be most practical to give all the tiles exactly the same print. To make the pattern continuous in both directions, 
the width and height of the tiles must be carefully chosen. The only way this is possible, is to create a tile of which 
the sides run along two translational axes. An infinite number of tile sizes and shapes can be chosen. However, by 
crystallographic convention, the translational axes are chosen parallel to the mirror planes, the origin placed at the 
highest symmetry operator. Also, the smallest possible cell should be chosen. This defines a unique set of axes, which 
forms the conventional unit cell. The symmetry operators, in this case a mirror (m) placed horizontally, a glide-mirror (g) 
placed vertically, and a 2-fold axis (2) define the plane group symmetry p2mg. Sometimes, perhaps confusingly, plane 
groups are referred to as 2D-spacegroups. Besides these operators, 3, 4 and 6-fold rotations exist, the combinations 
of which generate up to 17 different types of plane group symmetries. The p  stands for primitive, which means that 
the pattern is repetitive only at the corners of the unit cell. In the plane, one alternative exists. Centered, or c cells 
additionally have translational symmetry with the center of the unit cell. An interesting aspect of tessellation, is that not 
every tile shape can be used to obtain full coverage. Only squares, rectangles, parallelograms, triangles and hexagons 
can be used3.
To describe crystals one additional translational axis is needed, moving from the two-dimensional (2D) plane to 
three-dimensional (3D) space filling patterns, i.e. we go from tiles to bricks. In space we have the same operators
'Ironically, the beautiful appearance o f diamonds and gems is not natural. They are man-made through cutting and polishing.
2 Many traditional Japanese patterns have been found covering 16 out o f 17 plane groups. Interestingly, so far not a single example has been found 
of a pattern in the relatively simple plane group P3.
3 In fact, squares are a special type of rectangle, which in turn, is a special type of parallelogram. Every parallelogram can be made by two identical 
triangles, and every hexagon by six.
8
Figure 1.1. Traditional Japanese pattern: Shikan-Jima. The plane group o f this pattern is pmg. Several 
possible sets o f translational axes can be defined, which can be compared to choosing the size and shape 
o f the tiles for a bath room. Also indicated are the mirror (horizontal), the glide-mirror (vertical) and the 
2-fold axes. From these, a real crystallographer would choose the *-marked tile, because that confirms to 
the crystallographic convention.
as in the plane with the addition of the screw-axis and the inversion symmetry. These are not really new operators, 
because they may be regarded as combinations of operators we have in 2D. The screw axis is simply the combination 
of a translation along the rotational axis. Inversion can be obtained by combining a 2-fold axis perpendicular to a 
mirror plane or by the combination of 3 mirror planes. Taking this even one step further, all spacegroup operators can be 
obtained by the sole use of combinations of mirror planes, including translations4! The spacegroup symmetry descriptors 
may have been quite different if the early crystallographers had used this.
Besides the primitive lattice, there are several face centered and a body centered type of lattice. All possible com­
binations of classes and operators define a total number of 230 unique spacegroups of which only a small number is 
frequently observed. Depending on the type of research, the spacegroups can be subdivided into the 14 Bravais lattices, 
the 6 or 75 crystal systems or the 32 crystal classes.
Using crystallography a crystal structure can be described by a small set of parameters, from which everything else 
can be derived. Only the spacegroup symmetry and the dimensions of the unit cell are needed. The latter is given by the 
three axis vectors, a, b and c. These are usually expressed by their lengths a, b and c and the angles between them a , 
and j .  This set is usually referred to as the lattice parameters. Remember that the lattice itself is not a physical object, 
but merely a description of the translational symmetry. The physical matter is described by the atomic coordinates in 
the unit cell. It suffices to list the atoms that are not mutually related by any of the symmetry operators. This defines 
the so-called asymmetric unit. In this work, the asymmetric unit is usually a single molecule, but this is not always 
the case. For molecular crystals, the number Z  denotes the total number of molecules within the crystal lattice. Z  is 
equal to Z  divided by the number of spacegroup operators. Mostly, Z  is therefore 1. If, however, Z  is larger than 1, it 
means that either the crystal contains different chemical compounds or it contains several conformations of the molecule. 
Occasionally, Z  can be a fractional number. This usually indicates that the molecule has internal symmetry.
As mentioned above, atomic coordinates can be measured using X-ray diffraction. This is based on the fact that 
X-rays have a wavelength which is in the range of interatomic distances. The diffraction of these waves by the atoms 
causes the crystal to behave as a mirror in specific well-defined directions. By measuring those reflections and their 
intensities, the crystal lattice and the atomic coordinates can be calculated.
Two types of X-ray diffraction are used, depending on the material under investigation. If a sufficiently large single 
crystal exists, its diffraction pattern can be measured in 3 dimensions, which almost always allows elucidation of the
4To illustrate that translation can be obtained from two parallel mirrors, you can think about the parallel mirrors in a locker room, one in front and 
one behind you. In the front mirror you see an infinite amount o f mirror images staring back at you, all placed behind each other at double the distance 
between the mirrors. Unfortunately, there’s always someone blocking the view.
5 depending on whether trigonal is accepted as a separate system or regarded as a special case o f hexagonal
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crystal structure. If the crystallites are too small, or the large crystal has too many deformations, one can use X-ray 
powder diffraction. Because the crystallites in a powder are oriented in all possible directions, all orientations are 
superimposed in the diffractogram. This technique has long been used solely as a method to fingerprint materials, but 
as a result of strong innovations in computer techniques, nowadays a lot of structures can be resolved from powder 
diffraction data. The work presented in this thesis relies heavily on the merits of these experimental techniques.
1.3 Polymorphism
Most compounds are able to form more than just one crystal structure. This is called polymorphism. As an example, 
we may observe the work of a bricklayer (see Figure 1.2). Using bricks of identical sizes and shapes, a wall can be 
constructed in various patterns. Pattern a) is the most straightforward, but is rarely met in practice. This is, because 
a vulnerable vertical cleavage line (indicated by the thick arrow) would exist, making the wall weak. To distribute the 
weakness of the joints, an alternating pattern such as that of b) is most commonly used. c) would in principle also be 
possible, but these herringbone patterns are only laid by pavers and tilers on streets and decorations. Probably it is too 
impractical to work this way or walls never crack along a horizontal line in the first place. Pattern d) would also construct 
strong walls, because the vertical cleavage line is no longer straight. Because the bricks are now shaped differently, the 
starting material is no longer the same. Pattern d) is therefore not a polymorphic structure.
a b
Figure 1.2. Patterns o f bricks in a wall demonstrate polymorphism in 2 dimensions. a) is straightforward, 
but is vulnerable to vertical shear forces along the line indicated by the arrow. b) shows the typical so­
lution to the problem, which is a true polymorph. Horizontal shear forces are not accounted for in this 
arrangement. c) shows an alternative polymorphic brick layer pattern, which is never applied. d) shows a 
hypothetical pattern made with custom shaped bricks as an alternative way to treat the vertical weakness. 
It is isostructural to a), but because these building units differ from those used in the other three structures, 
this is not a polymorphic structure.
Quite often the famous example of graphite and diamond—two types of pure carbon6—are mentioned as the most 
well-known example of polymorphism. From a chemical point of view, this is incorrect. The carbon atoms in diamond 
are sp3 hybridized, whereas in graphite they are sp2. Hence, in this case we are dealing with different chemical com­
pounds which cannot be polymorphs by definition. The occurrence of different chemical substances from a particular 
element is called allotropy. The sulphur S^/SM/Sn system is another example, but perhaps the most well-known al- 
lotropic system is oxygen/ozone (O2/O3). Ozone is the poisonous gas produced when high voltages are applied, such 
as in a copying machine or when taking off a woolen sweater. It is difficult to mention a commonly known example of 
true polymorphism, nor is there any application in daily life which purposely uses a polymorphic system which could be 
mentioned as an example. The silicon oxides glass and quartz are sometimes mentioned. Although quartz is a true crys­
talline form, glass is an undercooled liquid phase, thereby missing translational symmetry. Another common mistake
6there are others like carbon nanotubes and buckminsterfullerene
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is to confuse chalk, marble and limestone as polymorphs. Chalk mainly consists of ground lime, which is found as the 
remains of dead animals such as bones, oyster shells, sea urgins (fossil sediments). It has many applications such as the 
white crayons used on blackboards and as an ingredient in cement or plaster. Marble is the exclusive white type of stone 
used to decorate buildings and constructions. Thin layers of clay, organic deposits or oxides show as the characteristic 
veins on the material. All three consist of calcium carbonate (limestone, CaCO3), but for all three the crystal structure 
is that of calcite. The differences in their properties are caused by the impurities and the shape and distribution of the 
crystallites. CaCO3 does have two other polymorphs: aragonite and vaterite. All three polymorphs appear as natural 
minerals, the first is in fact one of the most common materials, covering about 4% of the surface of our planet. The sec­
ond is fairly common, whereas the third is rare. Non-fossil mollusk shells consist mostly of aragonite. The reason that 
all fossil remains are calcite and many non-fossil remains are aragonite, is because with time, during the fossilization, 
the aragonite slowly transforms into calcite. This happens because calcite is the most stable polymorph of CaCO3. This 
process is called polymorphic transition.
Two main reasons exist for the fact that polymorphism is common to most chemicals yet rarely observed in daily 
life. The specific formation of polymorphs is mostly governed by four parameters: temperature, pressure, medium 
(e.g. solvent, vapor or melt, and therewith its supersaturation characteristics) and presence of impurities. The first two 
regulate the thermodynamics, all four determine the kinetics. An example of a crystallization for which the conditions 
are optimized based on thermodynamics to obtain the desired phase, is that of diamond. Diamond is formed under 
extremely high pressures and temperatures such as exist in deep layers of the earth’s crust. Because of its value, many 
attempts were taken to produce man-made diamonds throughout the past centuries. Many false claims were made until, 
finally, in 1954 a method was found to produce synthetic diamonds at a pressure of about 95000 atm and a temperature 
of 1700° C in a matter of minutes, overcoming the kinetic barrier (explained below) only by using iron sulphide as a 
catalyst. Although their purity and strength is much higher, synthetic diamonds are regarded as fake and therefore rather 
not used for jewelry. Synthetic crystals are therefore usually kept small and are mainly used for abrasive purposes. 
The extreme conditions met in the process of mineralization can nowadays be simulated with specialized equipment. 
However, for mass production purposes this is much too expensive, thus usually avoided. Therefore, polymorphism is 
typically directed through crystallization kinetics.
The stable allotrope of carbon at room temperature and ambient pressure is graphite, so diamond is not stable (see 
below). Yet, the spontaneous decay of diamonds is luckily never observed. This is because the kinetics of solid-solid 
transformations are in general extremely slow. If the kinetics were much faster, diamond would have been an unstable 
compound, because it is very slow, it is metastable. All in all, it means that it is not true that “diamonds are forever”7, 
just for a “very long time”. This leads to the second reason why the occurrence of multiple polymorphic forms is rare: 
metastable solid compounds usually survive either very long or just very shortly. To be observable, the transformation 
must take place in the right time scale, which is rare. With respect to kinetics, quite often polymorphs can be formed 
from different solvents. However, variations in solvent are usually highly impractical and expensive. Therefore this 
approach is typically only used for high-end products such as medicines of which the wrong polymorph may have 
a poisonous effect. Hence, industrial crystallization processes are preferably aqueous. Alternatively, kinetics can be 
tweaked using impurities. Although quite a few success stories can already be found of tailor made additives being used 
in manufacturing, this is still a very active field in research. It involves a thorough understanding of nucleation kinetics. 
As early as 1897 the famous German researcher Ostwald wrote:
“Ein Menschenhaar ist ohne Einwirkung auf uberkaltetes Salol. Streicht man mit dem Haar uber einen 
festen Krystall des Stoffes und bringt es dann in das fliissige Salol, so ruft es sofort Erstarrung hervor.”
which reads:
“A human hair does not influence super-cooled salol8. If one rubs the hair over a solid crystal of this material 
and then brings it in the fluid salol, it immediately causes solidification.”
Even nowadays, wondrous nucleation phenomena are occasionally observed resulting in lively stories of men scratching 
their beards causing instant crystallization.
For several reasons, people are searching for methods to direct crystal growth to obtain the ideal polymorph in a very 
wide area of interest, including foods, drugs and ceramics. Controlling polymorphism has therefore since long been a 
research topic. Most chapters in this thesis are directly linked to it; chapters 2 and 3 to a drug and 5, 6 and 7 deal with 
the polymorphism and resulting morphologies of fats. Fat crystals are important as they are present in chocolate. If the
7this is often used as a slogan in diamond industry
8this compound is a phenyl ester of salicylicacid, quite similar to aspirin, used to treat intestal disorders. Its melting point is 39.5°C, which allowed 
practical crystallization conditions. Ostwald reports he had samples o f super-cooled material which, if kept free of dust, could stay fluid for over 4 
weeks)
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wrong polymorph is formed, the chocolate sticks to the palate in the mouth, which is an unpleasant sensation. For those 
who have had this experience, this is probably the most vivid example of polymorphism.
An important aspect of polymorphism which may not remain unmentioned here, relates to the issue of stable and 
metastable phases. As a result of the differences in enthalpy and entropy between two phases, there is a temperature 
where they are in a thermodynamic equilibrium. If this temperature lies between 0 K and the melting temperature of 
the compound, the two phases are related enantiotropically. This means in practice that a transition temperature exists, 
where the material will tend to transform into the other modification. If the transition temperature lies outside this range, 
the two phases are monotropically related. In the latter case, upon heating, an irreversible transition may take place 
from the metastable to the stable phase, in the former, a reversible phase transition can take place. As is demonstrated 
in chapter 2 of this thesis, these findings can be heavily obscured because of the kinetic barriers needed for the phase 
transitions. Differential Scanning Calorimetry (DSC) is a technique to measure the energy exchange between the phases 
in a temperature interval. In principle, an infinite amount of monotropically related crystal structures could exist for 
every material. Usually, only a few are discovered in the course of experimental research.
It is important to define the difference between polymorphism and pseudo-polymorphism. The former denotes 
different crystal structures which contain only the pure compound. In the latter, the different crystal structures contain 
variable amounts—or even types—of solvent. Sometimes the distinction between solvent and solvate is not clear. If 
such mixtures crystallize, this is usually referred to as co-crystallization.
1.4 Morphology
Derived from the Greek word morphos, meaning shape, the word morphology literally means ’’description of shape”; 
of course in the context of this thesis that of crystals. The words crystal shape or habit are also frequently used, but 
a personal preference is to use these only in the context of qualitative descriptions, as in for instance: ”the habit is 
needlelike” or ”the crystals were shaped like rounded cubes”.
The word ’morphology’ is used strictly for quantitative descriptions in this work. In the following it will be demon­
strated how the extensive quantitative description of a crystal can be condensed into a list of forms present on the crystal. 
These forms are identified by their Miller indices and their relative center to surface distances.
It should be noted that large single crystals are only rarely encountered, besides those in geological formations and 
special purpose crystal growth. In industrial production, a solid product usually consists of large quantities of small 
crystallites, forming powders or grains. In this environment many factors beside morphology determine the solid state 
properties. The most important are aggregation behavior, adhesiveness, compactivity and particle size distribution. 
Mostly, a bulky habit, or isotropic morphology, is preferred for several reasons. First and foremost, bulky crystals are 
most suitable for filtration. Filtration after crystallization is one of the best and most commonly used methods of product 
purification. Needlelike and platelike habits have the tendency to clog filters. Furthermore, because of solvent adhesion 
at the surface, drying the product is easiest if the crystals have a relatively small surface area. Finally, bulky crystals 
are least vulnerable to physical stress. In other words, needles and plates break more easily during product handling, 
causing them to dust more. Sometimes, a platelike habit is preferred, for instance in the case of pigments. Because the 
response to light—reflectivity and light absorption—are non isotropic properties of crystals, there is always an optimal 
orientation of the crystals relative to the incoming light. Because platelets tend to lie down, the maximal optical response 
is preferentially engineered to be perpendicular to the flat side of the plates.
As mentioned above, the Miller indices are a convenient and elegant way to map the orientation of a specific crystal 
face to the unit cell. Its proper mathematical derivation involves the introduction of reciprocal space9. The great ad­
vantage of reciprocal space is that all vectors perpendicular to the crystal faces can be given in integer numbers. The 
reciprocal lattice with vectors a*, b* and c* belonging to a certain crystal lattice with vectors a, b and c is defined in 
such a way that a* is perpendicular to b and c, b*to a and c and finally c*to a and b. Figure 1.3 shows a cross section 
through the basal plane of the monoclinic crystal encountered in chapter 3, showing six crystal faces. The projection is 
along the b axis, which—by definition for monoclinic lattices—is exactly perpendicular to the paper. At the left hand 
side the crystal is drawn in the real space lattice. The vectors a and c define the basis of the unit cell. Their directions 
are conventionally written as [100] and [001] respectively. Typical crystal face orientations follow the lattice vectors, 
or vectors which have a short distance between their lattice points. Besides the planes parallel to a and c we also find 
a crystal face parallel to the vector [101]. To describe a crystal face uniquely in real space is tedious. The face marked 
(100) could be given as:
the plane parallel to the vectors [001] and [010] shifted from the origin by [1.50, 0,0].
9As elegant as it may be, there is no elegant way to explain it without using mathematics. Unfortunately, this imposes a huge psychological barrier 
to many people, causing them “not to like reciprocal space”.
12
Figure 1.3. Left: a cross section o f a crystal is drawn in the real-space lattice projected along b. The basis 
o f the unit cell is defined by the vectors a and c. Note that all the crystal faces are parallel to the lattice. 
Right: the same crystal in reciprocal space. In this lattice all the crystal faces are perpendicular to the lattice 
vectors. Each lattice point corresponds to the Miller indices, (hkl), o f a crystal face, defining its orientation 
uniquely. Its position can now be found by measuring the distance o f the surface to the origin, marked ’O ’. 
Note that the face (101) does not appear on the crystal, because its 5-value is too big. An infinite amount 
o f such hypothetical faces exists.
On the right hand side of Figure 1.3 the same crystal is drawn in the corresponding reciprocal lattice. Here all the crystal 
faces are perpendicular to reciprocal lattice vectors. The Miller indices—conventionally written in parenthesis—of a 
crystal face are defined by the lattice point in reciprocal space which is crossed if a vector is drawn through the origin 
which is perpendicular to that face. The exact position of that face is defined by the distance from the origin, marked 
5 hkl . Now the same face as above can be uniquely defined as:
D 1 0 0  =  1.75,
which is obviously much more practical. The morphology of the whole crystal can now simply be defined by a list of 
DhkI’s corresponding to each of the relevant faces (hkl) which appear on the crystal. Note that negative Miller indices 
are conventionally indicated by an over bar, instead of a negative number; i.e. the crystal faces corresponding to the 
reciprocal lattice point ( - 1 0  0) becomes (100).
Note that the shape of the crystal in Figure 1.3 has (point group) symmetry. In this particular case, a 2-fold axis 
exists perpendicular to the plane. This means that the faces (100) and (100) are identical. In this case, all faces (hkl) are 
symmetrically equivalent to their (hkl) counterparts. Such symmetry related crystal faces are defined as a form, conven­
tionally written in curly brackets. In this case, the faces (100) and (100) belong to the form {100}. The multiplicity of a 
form is defined as the number of faces belonging to that form. ___
Quite often crystals are found of which all faces (hkl) are equal to the (hk7) faces, or more accurately put: where 
every Dhkl = D—  for each h, k, and I. These crystals are called non-polar, or centrosymmetric. Sometimes this is 
imposed by the inversion symmetry of the spacegroup, as for instance in P1, P21/c , and Pmmm. In many other cases, 
however, non-polar crystals are found of which the spacegroup symmetry is polar. Thus, the morphology has a higher 
symmetry than the spacegroup. This is caused by the fact that the energy needed to split a crystal through a plane is 
invariable to the specific face orientation. Because the attachment energy (see section 1.5) of a face (hkl) is identical to 
that of (hkl), polar crystals can only be understood by considering the growth kinetics of the opposite faces.
The opposite, polar crystals with a non-polar spacegroup, can only happen if mechanical factors play a role during 
crystal growth. Most important, these are related to diffusion limitations, for instance if the crystal is growing with one 
side against a glass wall. An extreme example of kinetically driven crystallization are the stalagmites and stalactites 
growing in caves. These are usually single crystals, but their shape is completely determined by the flow of supersatu­
rated droplets.
It is obvious that the kinetics, or more generally, the growth mechanism is very important during the formation of 
a crystal. Each of the forms can have characteristic kinetics leading to their individual growth rates. The final crystal 
is a product of the growth rates and the time it is given to grow. The resulting morphology is therefore known if the 
relative growth rates are known. In other words, the key to morphology prediction is to know the growth rate in every
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direction. The infinite amount of directions can be reduced to crystallographic orientations that are most likely to form 
stable crystal faces.
Many factors determine the kinetics of a growing crystal face, most of which are elaborated on throughout this 
thesis. An interesting point is the distinction between mobility kinetics and nucleation kinetics (see chapter 2). The 
former relates to the molecular movements—rotation, translation and vibration—and interactions. This is important if 
the way in which a growth unit approaches a crystal surface site and builds into it are under consideration. The nucleation 
kinetics determine the way the surface as a whole behaves in time. Most of the work described in this thesis concerns 
this type of kinetics. Most important is the growth mechanism of a surface. Three major types are distinguished: 
spiral growth, birth and spread—also referred to as 2D nucleation—and rough growth. In Figure 1.4 the three types are 
presented schematically. To understand these types of growth, it is important to understand that a crystal surface has 
different sites, each offering a different amount of interaction energy to the adhering growth unit. Increasing in energy, 
the most important types are adatom, step and kink sites, respectively corresponding to the F, S and K sites in Figure 1.6. 
A kink site offers the most energy to a growth unit, which therefore has the largest binding power. Once it is available, 
it will quickly be occupied by a growth unit. Along a step, this immediately creates an adjacent kink site, which causes 
rapid growth along the direction of the step. It is therefore the formation and availability of kink sites which is the rate 
limiting factor. In 2D nucleation, the growth is limited by the fact that growth units occupying an adatom position are 
very weakly bound. Hence, they easily detach from these sites. Only a number of occupied adjacent adatom positions 
will stabilize the nucleus. This is the formation of a critical nucleus (birth). Only if the critical nucleus is sufficiently 
large, it will continue to grow (spread) at the much more favorable step and kink sites which border the nucleus. If 
the conditions are highly unfavorable for the formation of 2D nuclei, the crystal face has to rely on the presence of 
so-called screw dislocations. At a screw dislocation, a favorable binding site is present comparable to the kink site. The 
occupation of this site induces a step orientation which will in turn induce a step orientation perpendicular to it and so 
forth, ultimately causing the crystal growth to spiral around the screw dislocation. Screw dislocations cannot freely be 
created, because the stacking fault itself is unfavorable in energy. The number of screw dislocations is therefore the 
rate limiting factor. If none are present and the 2D nuclei stay below their critical size, the crystal face simply doesn’t 
grow. If the conditions are such that the size of the critical nucleus is a single growth unit, rough growth takes place. In 
this regime, there is no apparent relation between neighboring units. Two causes of surface roughening exist. Kinetic 
roughening occurs if the creation of adatoms is more rapid than the occupation of kink and step sites. This occurs if 
the driving force for crystallization is very high. Thermal roughening occurs above a certain transition temperature even 
for equilibrium conditions. Above this temperature entropy causes a disorder in 1 dimension, namely the height of 
termination of the crystal face. This is analogous to what melting is in three dimensions. This two dimensional melting 
can occur at high temperatures, but also if the bonding energy within the face is relatively weak or if their topology 
annihilates their effective strengths (see chapter 6). Each crystal face has a specific roughening temperature above which 
the transition takes place. The result of roughening and its unlimited nucleation is that rough surfaces usually grow too 
fast to be present on the crystal at all. An exception is when there are insufficient faces bounding the crystal. This causes 
extreme growth behavior such as needle growth.
Further mechanisms determining the morphology described in this thesis are epitaxy and pseudomorphism. Epitaxial 
growth occurs if one type of material crystallizes on top of another crystal. An extremely rare phenomenon is described 
in chapter 2 of this thesis where the metastable phase of a polymorphic steroid grows epitaxially on the stable phase 
above a threshold supersaturation. The same material exhibits another rare phenomenon when crystallizing from its 
vapor phase: pseudomorphism (see chapter 3). Pseudomorphism occurs when a crystal undergoes a phase transition, 
whereas the apparent morphology of the original crystals is maintained. Obviously, the two phenomena in this case are 
closely related through the template mechanism of one of its crystal faces. Molecular templates are sometimes used to 
direct the crystallization of a material into a preferred polymorph. Another such application is the use of tailor made 
additives to influence the morphology of crystals. Tailor made additives are molecular compounds that are closely related 
to the crystallizing materials. However, they are specifically altered to interfere with the growth mechanism of specific 
crystal faces, causing its desired effect on the morphology of the product.
The above mentioned driving force for nucleation is usually expressed in the supersaturation. The supersaturation can 
be expressed simply as the difference in free energy of a growth unit in the crystal and in the mother phase, the medium 
from which the crystal is growing. Supersaturation is nowadays recognized as one of the key parameters determining the 
morphology. This is because the effect of supersaturation is different on different crystal faces, causing relative changes 
in morphological importance. Almost every chapter in this thesis deals extensively with its implications. The nature of 
the mother phase has of course another very important influence on the growth mechanisms. It affects almost all of the 
above mentioned kinetic factors, causing its ultimate effect on morphology to be difficult to predict.
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Figure 1.4. The three common growth mechanisms. Left: birth and spread. A critical nucleus is needed 
before the small isle o f new crystal layer can grow out in all directions. Middle: spiral growth. A screw 
dislocation in the crystal provides a continuous nucleation point. As a result, growth takes place at the 
steps at the arms o f the spiral. Right: rough growth. The presence o f neighbors is no longer needed causing 
unlimited growth.
1.5 Modeling
Since the work presented in this thesis is mainly focused on modeling, let us first have a philosophical look at what 
modeling is exactly. If one drops a sandwich on the floor, it is fairly easy to estimate where it lands10. On the other hand, 
if one tries to throw its wrapper into the dustbin at the other end of the room, it will often miss its target. This is mainly 
caused by the fact that the result of the interplay between gravity and air friction is difficult to estimate. Nowadays, 
for launching mechanisms in warfare equipment11 this problem is solved by the use of integrated computer technology. 
Using a model which combines air pressure, gravitation and the aerodynamics of the projectile, the path of flight can 
be calculated easily. Even though the quantum physics behind gravitation itself are still not completely understood, the 
empirical model of downward acceleration of the projectile can still be applied very accurately. The model is fitted to 
the observed properties. This example demonstrates how a fitted model can be useful to describe the processes taking 
place. Figure 1.5 demonstrates how modeling can be used to extend our knowledge into an area which is not covered by 
theory or observations. Obviously, a model is best when it is directly derived from proven theory and can be validated 
by comparison to observations. Alternatively, if no theory is available, a model can be fitted to the observations. The 
limitations of the extrapolation should be known, otherwise it may be over-extrapolated producing fallacious results.
Figure 1.5. Crude schedule o f the position o f modeling within the philosophical field o f Fact & Fallacy. 
Because observations can be fitted without a solid theoretical background, the field o f modeling can be 
extrapolated much more than the direct calculations by application o f theory alone. The most certain are 
modeling results that can be shown to be in agreement with both theory and observations (marked by the 
block pattern). Note how easily prediction results o f modeling can cross the thin line between fact and 
non-fact. Because science strives to produce only facts, it is always o f utmost importance to realize the 
limitations o f a model. (*according to Benjamin Disreali there are three kinds o f lies.)
10the side on which it lands is determined by Murphy’s law
11unfortunately, warfare has always been the strongest stimulus to science and technology throughout history
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If a model containing an element of time is extrapolated into the future, we speak of prediction. The most com­
monly used prediction model is the weather forecast. This too is nowadays generated using powerful computers, which 
extrapolate the current weather situation—carefully monitored by weather institutes, balloons and satellites—into the 
forthcoming days using temperature, air pressure and resulting wind speeds as its main parameters. Obviously, this 
prediction is not always accurate, which has several causes. First of all, random factors play a role which simply cannot 
be predicted. As an example, rain can be predicted if clouds are developing which will contain supersaturated amounts 
of water if pressed into colder atmospheric layers. However, depending on the amount of dust in the atmosphere, the 
exact time of the rain to fall is impossible to predict. Numerous such random factors play a role, their chance can at most 
be mediated using the meteorological data gathered in the last decades. Only slowly, will these fitted data improve in 
accuracy, but the randomness cannot be eliminated. Secondly, the constant meteorological measurements contain small 
errors and cannot possibly cover all of the earth’s surface. Finally, computers have a limited capacity which means that 
the model will use a course grid of 50 x 50 to 20 x 20 km. All the air particles within each grid element are treated as 
identical, which is obviously a crude approximation. With the constant increase of computational power, each year the 
grid can be a little finer. However, regarding the size of planet earth and the impossibility to eliminate randomness there 
is no hope that the weather forecast will ever be 100% accurate.
What goes for the weather forecast can be said of every model. In general, there is always a trade off between the 
accuracy of a model and its complexity. The more complex the model is made, the more computer power is needed 
or the smaller the size of the problem must be. The less complex the model is made, the less accurate it becomes. In 
molecular modeling many trade offs have to be considered. With respect to energy calculations—needed for the models 
described below—many levels of accuracy are available. At the highest level, we find the ab initio quantum chemical 
methods. These are extremely accurate, but in practice limited to too small system sizes to be of use in this work. 
Next we find the empirical methods, which are combined with experimental data which is optimized specifically for 
certain physical properties. Yet at a level lower are the forcefield methods. These no longer take a quantum chemical 
approach, but resort to a classical Newtonian model. A forcefield is entirely fitted against a model of springs and weights 
for the intramolecular bonds (within the units) and atoms. It uses separate Coulomb and Van der Waals forces for the 
intermolecular interactions (between the units). Dozens of forcefields exist each optimized for a specific task, some for 
molecular conformations, others for crystal packing, some for vibrational analysis and others to reproduce interaction 
energies.
1.6 Morphology Modeling
Regarding morphology prediction, with time the number of available models grew and with them their complexity. 
Starting at the pioneering work of crystal observations Bravais’ Law was formulated:
The frequency with which a given face is observed is roughly proportional to the number of nodes it inter­
sects in the lattice per unit length.
This law can be turned around into the basic assumption that the growth rate of each crystal face is inversely proportional 
to its interplanar distance. This can be used to predict the morphology once the unit cell is known. This was later refined 
for specific crystal systems and later spacegroup symmetry, which finally led to the Bravais-Friedel-Donnay-Harker 
(BFDH) set of rules. Because this model is purely based on the geometry of the unit cell, the limitation is that it only 
works well for crystals with an isotropic bond structure. This means that they must be equally strong in all directions. 
Especially molecular crystals do not obey to this demand, causing a need for an improved model. That improvement was 
made by taking not the thickness of the slice into account but rather its strength. This is expressed by the slice energy. 
However, taking its inverse as the growth rate, does not work very well. The attachment energy of a face is the amount 
of energy needed to cut a slice from the crystal along that orientation. By definition, it is equal to the crystal energy 
minus the slice energy. Assuming the attachment energy to be linearly proportional to the predicted growth rate resulted 
in better morphologies. Although this approach is theoretically not founded very firmly to be taken generally for any 
crystal structure, it has been used as such for the past two decades. The limitation of this model is twofold. Firstly, for 
certain topologies of interactions in the slice, it cannot always be clearly defined which interactions belong to the slice 
energy and which to the attachment energy. Therefore, nowadays it is believed that the effective step free energies are 
a much better property to relate to the growth rate. However, this method is still under development, which is partly 
covered in this thesis. Secondly, the attachment energy reflects a static thermodynamic energy, not accounting for the 
kinetic factors described in the previous section, which were shown to be of major importance.
Hartman and Perdok showed that in general all observable crystal faces contain at least two directions in which 
strong bonding is present. Such faces are called flat faces or in short F-faces. If only one strong direction is present, the 
face is called stepped, an S-face. K-faces, kinked, have no strong bond directions. Figure 1.6 shows all three types of 
faces on the isotropic cubic Kossel structure.
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2D nucleus
Figure 1.6. F-, S- and K-faces on the isotropic Kossel structure. Top-left: The growth unit with its 6 
neighboring interactions, also called bonds, indicated by the dashed lines. Bottom-left: the cubic unit cell 
is used to visualize the packing o f the structure. Middle: a small crystal showing the F-faces in all possible 
orientations. The F-face (100) is parallel both to the vertical bonds as well as the left-to-right bonds. Right: 
the same crystal is now cut along the indicated pattern on the left. The result is an S-face which is only 
parallel to the vertical bonds and a K-face which has no parallel bonds. On top a 2D nucleus is drawn, 
which shows that its edges are identical to a single step. On its right step, a kink is drawn, which shows 
that it is identical to the kinks in the K-face.
The strong bond directions were formalized using the term PBC-vectors, which was later replaced by the shorthand 
PBC. PBC stands for periodic bond chain, indicating the continuation of the strong bonds along a periodic direction 
by the translation symmetry. As with Bravais’ law, again this observation was reversed for the purpose of morphology 
prediction. This leads to the basic assumption that all crystal faces are determined by the possible F-faces, which can 
be generated by searching for non-parallel intersecting PBCs. The latter define the so-called connected nets. The PBCs 
have to be searched for themselves by making combinations of bonds between the growth units. The set of bonds taken 
into account for this purpose is called the crystal graph. The single growth unit with its 6 bonds in Figure 1.6 is in fact 
the most simple possible crystal graph. In general, for molecular crystals, these are much more complicated possibly 
including up to 8 growth units and dozens of bonds.
In section 1.4, it was shown that the morphology is only defined if a list of faces with their relative growth rates 
can be produced. For the latter, the attachment energy can again be used and was typically done in past years. This 
method is referred to as the classical Hartman-Perdok theory using attachment energies or simply the HP/Eatt-analysis. 
For an advanced analysis the actual growth mechanism should be known, including the possibility of roughening, and 
its relevant step and kink energies. Although for the simple Kossel structure the latter may be straightforward, this is 
generally not the case for other types. As a result, the effective edge energy has to be determined. The edge energy is 
defined as the difference between the flat face and a face containing a 2D nucleus. Unfortunately, it is far from trivial to 
determine the appearance of the 2D nucleus from first principles. Even if it is known, or the behavior of the respective 
spiral arms is known, still some effort needs to be taken to arrive at the actual growth rates, all of which are contemporary 
research activities.
As a tool for these activities, crystal growth simulations proved to be invaluable. Computer simulations, sometimes 
jokingly referred to as “in computro”, or “in silico ” experiments, mimic the mechanism of crystal growth, which 
provides a method to look at the behavior of the growth units at the molecular level. In the last decades, the Monte Carlo 
method was found to be suitable for this type of work. The Monte Carlo algorithm applies random actions to be taken 
of which the probability is related to the bond energies. The random actions taken by the simulations described in this 
thesis are the addition and removal of growth units to and from the surface at their discrete crystallographic positions. 
More sophisticated methods can include diffusion, molecular rotation, vibration and non-discrete translation—the typical 
mobility kinetics—specific solvent interactions or even chemical reactions. Many aspects of crystal growth, however, 
can be simulated and understood without the need for such enhancements.
In overview, many programs exist covering various tasks that are useful in crystal modeling. Figure 1.7 shows a flow 
diagram covering the field of research described in this thesis. The work flow starts with the availability of a crystal 
structure, which can either be derived from structure prediction tools or from experimental data. In many cases this
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Figure 1.7. Flow diagram o f morphology prediction and crystal growth simulation programs and related 
tools relevant in this thesis. Within blocks are the establishments which are connected by the various 
programs. Solid lines and bold printed programs are established, whereas the dashed lines denote future 
developments.
work has already been done, so the structure can be retrieved from the CSD. From the crystal structure the interactions 
between the growth units can be calculated, which produces the crystal graph. Several routes can be taken to predict 
morphology. Directly from the crystal structure the BFDH method can be applied. From the crystal graph F a c e l if t  can 
produce connected nets, which in turn can be used to calculate their attachment energies. They can also be used to guide 
in the choice of input for M o n t y . The latter can be used for crystal growth simulations, from which growth rates can be 
interpreted directly for the morphology, or of which the output can be studied to derive the relevant edge topologies. All 
manual labor is denoted by dashed lines, showing that the edge energy approach for morphology prediction—currently 
a tedious manual task—using the program S t e p l if t  has yet to be developed. The same goes for the future project 
M o n t y -3 D  which will not simulate the growth of a single crystal face, but rather that of the whole crystal. This would 
be particularly useful to study nucleation behavior. The program I s o t r o p y  uses the crystal graph to calculate the 
isotropy of the bond topology in the crystal structure. This is used to correlate results from crystal structure prediction 
to the experimental structure based on their presumed morphology in the 3D-nucleation stage. The planned programs 
and future developments show that morphology prediction and crystal growth modeling is an ongoing field of scientific 
research.
1.7 This Thesis Thus Is...
... a compilation of scientific articles covering subjects of my Ph.D. research of which the results were interesting enough 
to publish. In chapter 2 we find the unique theory behind and experimental details of a polymorphic epitaxial growth 
phenomenon as a function of supersaturation. Chapter 3 shows the rather rare observation of a pseudomorph on the 
same system. A pseudomorph is a crystal of which the morphology is dictated by its polymorphic crystal structure. 
This observation led to an in-depth analysis of the relationship between the two known structures. It is shown that 
the anomalous behavior of this compound upon crystallization from the vapor phase can be explained by its polytypic
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character. The latter means that the polymorphs differ on a layer-by-layer basis. This causes the stable phase to act as a 
template to the metastable phase, which can start to form 2D nuclei at a threshold supersaturation. It additionally shows 
the constant competition between homogeneous and heterogeneous 2D nucleation, which is won by the latter at higher 
supersaturations.
Chapter 4 describes the morphology analysis of gibbsite crystals, supported by simulations. In close collabora­
tion with Australian researchers, our limits of forcefield calculations were pushed into the world of ionic crystals. An 
additional challenge was caused by the presence of covalent networks making it impossible to assign growth units 
straightforwardly. A rather unconventional approach of partial occupancies was adopted, which allowed for the defini­
tion of neutral growth units. It showed that this approach could explain the experimental morphology both from growth 
simulations as well as using an extended Hartman-Perdok analysis with edge energies. In the meanwhile, it introduces 
the program M o n t y  which forms the axis of this thesis. The aim of the program was to allow instant Monte Carlo 
crystal growth simulations in any crystallographic direction once the crystal graph was calculated of the compound of 
interest. Chapter 5 explains the philosophy behind the program and its underlying thermodynamical theory. Where 
needed, some of the programming tricks are revealed which were needed to make this program feasible. Additionally, 
validation studies were done on the fat crystals, which we also find in chapters 6 and 7.
Chapter 6 deals about the phenomenon of needle formation. We show that under certain conditions, because of the 
crystal structure and supersaturation, there is no or hardly any barrier for 2D nucleation in all but a few crystallographic 
orientations. This is explained by the effective edge energies involved. With the use of M o n t y , the dynamics of the 
crystal growth on all facets could be investigated in detail. This proved to be an invaluable tool to determine the effective 
edges and to calculate their energies. This could in turn be used to determine the roughening behavior of the crystal 
faces. One of the most important conclusions drawn in this thesis is that not the attachment energy is the determining 
parameter for the growth rate, but rather the effective edge-energies. Closely related is chapter 7, which reports on work 
that was established earlier. Here, we find an overview of three different types of fat crystals, their crystal structures 
and resulting morphologies. The structures are compared which shows that cancellation of edge energies as a result of 
symmetrical bonds can result in dramatic changes of the morphologies.
Chapter 8 describes a typical application of M o n t y . It was long known that the morphology of paracetamol depends 
strongly on the supersaturation. In conjunction with the experimental results from English researchers, it could be 
shown that the growth rates of the important crystal faces could be reproduced quite convincingly. For that, the growth 
mechanism—spiral or 2D nucleation—has to be known and subsequently used as an input parameter. This work is 
pushing the borders of science further, because now it becomes the question when and how spirals are formed. As a 
final remark it must be noted that M o n t y  is still in its academic, experimental phase. Its output of the simulated growth 
rates cannot be used directly for a full morphology prediction yet. Also, there is no automated way to select the growth 
orientations and the growth parameters. Some further work remains to be done for a fully automated morphology 
prediction program. On the other hand, M o n t y  was originally not intended to perform that task. As Monte Carlo 
simulations consume relatively a lot of time, a more direct method using edge free energies would be more suitable. The 
development of the latter can be greatly supported by the results of M o n t y .
The final chapter is a bit of an odd one out, because it relates much more to the world of crystal structure prediction 
than to morphology prediction. The basic idea behind this work is that in this field, the nucleation and the growth kinetics 
are ignored. Following the idea that crystals with a morphology that has a low surface to bulk ratio, isotropic crystal 
structures would most likely be found in the experiments. A model is derived which expresses a measure for the isotropy. 
This is used to revisit the structures that were used for the blind tests in crystal structure prediction, a sort of tournament 
to see whose prediction code is the most powerful. It is shown that many of the experimental structures indeed had a 
very high isotropy, which is an encouraging result.
Not included in this thesis is the written source code of the programs used throughout this work written by me and 
my co-workers, including a commercial version of the Hartman-Perdok analysis program F a c e l if t  implemented in 
C e r iu  s2 from Accelrys, Inc. The programs always were developed keeping in mind that other people might want to use 
them later on, possibly extending its scientific value into the future. It is my personal view that such generally applicable 
and available programs are just as valuable as any scientific paper. All in all, those programs have probably already been 
used more than this thesis will ever be read.
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Chapter 2
In Situ Observation of Epitaxial 
Polymorphic Nucleation of the Model 
Steroid Methyl Analogue 17 Norethindrone
Abstract
Using in situ polarization microscopy and in situ Raman spectroscopy a polymorphic phase transition from the triclinic 
to the monoclinic crystal form of 7 -a -methyl-A5,10-norethindrone (7aMNa) has been observed in acetone solutions 
at room temperature. The metastable triclinic form is nucleated epitaxially on the stable monoclinic form beyond a 
threshold supersaturation. The metastable phase transforms into the stable phase by a solid-solute-solid mechanism in 
acetone. The thermodynamics of ordinary and epitaxial nucleation are discussed.
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2.1 Introduction
A compound capable of crystallizing into different crystalline forms, or crystal structures, is said to exhibit polymor­
phism. Physical properties of different polymorphs can vary significantly. Solubility, melting point, density, hardness, 
crystal shape, optical and electrical properties, vapor pressure, etc. can be affected. The concept of polymorphism has 
changed significantly since the time when Ostwald formulated his rule of stages [1] which describes the appearance of 
metastable polymorphs in crystallization processes. Nowadays, it is understood that in many ways different polymorphic 
forms can coexist (i.e. exist concomitantly) as was reviewed by Bernstein et al. [2]. Although not always observed, in 
principle, every molecular compound could turn out to be polymorphic as was already claimed by McCrone [3] (see 
also [4]). Obviously, the relative stability and the involved kinetics in the formation of alternative crystal structures 
determine whether these show up or not. A clear example of this is the fact that the polymorph grown often depends on 
the solvent used. Kinetics in crystal growth processes introduce the need to look beyond equilibrium thermodynamics.
If one can obtain polymorphs of a molecular compound one can thus manipulate the physical properties of the solid 
state without changing the chemical composition. This shows why the understanding and control of polymorphism is 
lucrative. Because a large percentage of drugs exhibits polymorphism [5], this topic is especially interesting for the 
pharmaceutical industry.
Here we study the polymorphic system of the steroid 7 aM Na (or in full (7a,17a)-17-hydroxy-7-methyl-19-nor-17- 
pregn-5(10)-en-20-yn-3-one; see Figure 2.1) which is used as the active ingredient in medicines for hormone replacement 
therapy. Two polymorphs of 7aM Na are known, a monoclinic and a triclinic form. The crystal structures of the 
polymorphs have been elucidated by Declercq etal. [6] and by Schouten and Kanters [7], respectively (see Table 2.1 for 
some details).
Figure 2.1. 7aM N a molecular structure showing standard carbon numbering and ring identification.
Table 2.1. Crystallographic parameters o f the two polymorphic crystal forms o f 7 a  MNa.
Polymorph Monoclinic Triclinic
CSD Refcode [8] CIYRIL00 CIYRIL01
Space group P21 P1
a 6.53 A 6.54 A
b 41.21 A 6.68 A
c 6.67 A 10.29 A
a 90° 87.1°
ß 101.5° 80.1°
Y 90° 79.2°
Z 2 1
Z 4 1
We find that 7aM Na is an enantiotropic system and that a polymorphic phase transition can occur in the presence 
of acetone. We also find that beyond a modest supersaturation, the triclinic form nucleates on the monoclinic form, a 
phenomenon we call polymorphic epitaxial growth. This phenomenon was reported by Boistelle and Rinaudo [9] for a 
pseudo-polymorphic system. They showed that the anhydrous and the hydrated uric acid phases can nucleate and grow 
on top of each other. Their results prove to be quite similar to our polymorphic compound.
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2.2 Thermodynamics of Polymorphism
2.2.1 Monotropic Versus Enantiotropic Systems and Their Kinetics
A system of two polymorphs can be either monotropic or enantiotropic. In a monotropic system, the higher melting 
polymorph is the most stable form over the entire temperature range. Spontaneous polymorphic transformations can 
only occur from the metastable to the stable form. In an enantiotropic system a transition temperature is found at which 
the Gibbs free energy curves cross.
Burger and Ramberger [10] provided considerable insight into polymorphic systems by noting, among others, the 
heat of fusion rule (HFR) and the heat of transition rule (HTR). The heat of fusion rule states that if the higher melting 
form has the lower heat of fusion the two forms are enantiotropic; otherwise they are monotropic. The heat of transition 
rule states that the two forms are related enantiotropically if an endothermal transition is observed before the sample 
melts while heating it. Free energy diagrams are helpful to understand these rules (see Figure 2.2). The HFR and 
HTR only hold when the enthalpy curves (not denoted here) of both polymorphs do not cross. Burger and Ramberger 
examined 113 polymorphs [11]. In more than 99% of the cases, the HFR and HTR turned out to hold.
(a) monotropic (b) enantiotropic
Figure 2.2. Hypothetical energy versus temperature curves for a monotropic polymorphic system (a) and 
an enantiotropic polymorphic system (b) after Burger and Ramberger. Both graphs show the Gibbs free 
energy (G) curves for polymorphs 1 and 2 and the liquid phase (liq) as well as the effective energy barrier 
causing the metastable zones Mj and M2 which are given by the sum o f G and the activation barrier G .
The melting points (Tm) o f polymorphs 1 and 2 are indicated. The transition point (Tt), at which both 
polymorphs have the same Gibbs free energy only occurs in the enantiotropic system. The hypothetical 
metastable zones are not necessarily parallel to the Gibbs free energy curves. This gives rise to a kinetic 
transition temperature Tk in (a) at which the nucleation barrier o f the two phases cross. In (b), no Tk occurs 
which shows that even an enantiotropic system does not necessarily show polymorphism.
In addition to the thermodynamical considerations, Figure 2.2 shows hypothetical metastable zones indicating the 
kinetic barriers encountered during crystallization. The metastable zones of the two phases depend mainly on the tem­
perature and the solvent. The zones most likely broaden at lower temperatures, but the broadening depends on the 
crystallization process and therefore on the particular polymorph, which may cause the metastable zones of different 
polymorphs to cross. Furthermore, the widths and relative positions of the metastable zones can change completely for 
different solvents. This causes different polymorphs to be selectively grown from different solvents, which is frequently 
observed.
Not the thermodynamical transition point but rather the metastable zones determine which polymorph is created at 
which temperature. This can lead to confusing results if different polymorphs are found at different temperatures. For 
this the kinetic transition temperature Tk is introduced which denotes the temperature at which two polymorphs nucleate 
at the same supersaturation. This transition is not quite sharp, because the nucleation of both polymorphs will take place 
in a temperature region around the transition as a result of thermal fluctuations. The metastable zones then determine 
the relative nucleation rates. It is obvious that the various possible arrangements of the Gibbs free energy curves of 
polymorphic phases and their metastable zones can give a wide variety of polymorphic behavior and causes polymorphs
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to exist concomitantly in various stages of crystal growth. For an excellent overview of examples by Bernstein et al., see 
ref [2]. A discussion on the role of the solvent for the metastable zones was recently given by Threlfall [12].
The Ostwald rule of stages should also be mentioned here, because it is caused by metastable zones. As early as 
1897, Ostwald observed that the thermodynamically most stable polymorph does not crystallize first [1, 13]. He claimed 
that the phase with the smallest free energy change crystallizes first and then transforms into the next nearest “available” 
phase and so forth until the stable phase is reached. Additionally, according to his theory, if no metastable phases are 
observed this must be caused by the reason that they transform into more stable phases to be observable. The rule is 
phenomenological and only considers the phases observed. Nowadays it is known that not every possible phase of a 
compound is always found during crystallization. The rule of stages can still be useful if turned around: if during a 
crystallization multiple phases are observed, the first must be the least stable followed by increasingly stable phases until 
finally the most stable phase is reached. Regarding the metastable zones of different phases the following must hold. 
If the stable phase has a small metastable phase, it immediately crystallizes and no metastable phase will be observed. 
If it has a wide metastable phase, only the metastable phases which have a small metastable zone crystallize first. In 
principle, one can not prove that the most stable phase found is indeed the thermodynamically lowest energy crystal 
packing.
2.2.2 Types of Kinetics
Because metastable zones are solely caused by kinetics, it is very important to notice that several types of kinetics 
play a role in crystal nucleation which can be divided into two groups. The first involves mobility kinetics, and the 
second involves the barrier of forming nuclei. Mobility kinetics involve the movement, rotation and translation, of 
molecules of the crystallizing material as well as of the solvent during crystallization. To illustrate, several examples 
can be mentioned. Firstly, the viscosity of the solvent or melt determines how quickly molecules can arrive at the crystal 
surface and therefore determine the growth rate. Secondly, the crystal surface may be blocked by strongly interacting 
solvent molecules, effectively posing a barrier for growth. Thirdly, the solvent layer may impose an orientational effect 
on the solute molecules with respect to the crystal surfaces as is shown for urea by Boek et al. [14, 15, 16]. In this case, 
the transition state of molecules going from the solvent to the solid state is the rate limiting step. Another very important 
type of mobility kinetics involves the molecular conformations. It is believed that the growth kinetics are enhanced if 
the preferred conformation in the mother phase resembles the conformation in the crystal. Mobility kinetics determine 
the rate of the processes taking place.
The barrier of formation of nuclei can be divided into the 3D and 2D nucleation barriers. The 3D barrier is governed 
by the balance between bulk and surface energies of the nuclei, and for 2D, the barrier is governed by the balance 
between the bulk and edge energies of the 2D nuclei. At its maximum, the energy versus nucleus size curve yields the 
critical nucleus. In general, the larger the critical nucleus, the larger its metastable zone. In practice, the two types of 
kinetics cannot be separated. A smaller critical nucleus does not necessarily mean that it will be created more quickly 
because of the mobility kinetics. Moreover, the surface energy of either type of nuclei is moderated by solvents as they 
interact with the surface.
We should note that the presence of impurities can dramatically change the metastable zone width as well. These 
impurities can be chemical compounds in the solution or physical impurities such as dust particles. Even the walls of 
the crystallization container must be regarded as a nucleation inducing factor narrowing the metastable zone width. It is 
well-known that working at purer conditions broadens the metastable zone considerably, and it is extremely difficult to 
rule out this effect completely.
2.2.3 3D Nucleation Kinetics
The necessity to create a critical 3D nucleus results in different metastable zones for different polymorphs. The 
metastable zones determine which polymorph crystallizes and indicates the threshold supersaturation which has to be 
applied to obtain homogeneous nucleation [13, 17]. The consequences for the nucleation of polymorphs for several 
arrangements of the metastable zones have been discussed by Threlfall for different temperatures and in the presence or 
absence of a seed crystal [12].
There are three possible arrangements of the metastable zones at a certain temperature considering a dimorphic 
system (see Figure 2.3):
1. The metastable zone of the stable and metastable polymorph do not overlap.
2. The metastable zone of the stable polymorph partly overlaps the metastable zone of the metastable polymorph.
3. The metastable zone of the metastable polymorph is completely overlapped by the zone of the stable polymorph.
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Figure 2.3. Possible arrangements o f the metastable zone. M  indicates the concentration necessary to 
induce nucleation o f a polymorph i, with equilibrium concentration Ei. a, b and c denote the trajectories 
o f crystallization as a result o f a slow increase in concentration. It shows that only situation 3 will produce 
the metastable phase at this condition.
For small systems such as our growth vessels a well controlled slow increase of the supersaturation can experi­
mentally be maintained. Starting from the undersaturated situation for both polymorphs, by evaporation, lowering the 
temperature, or adding an antisolvent, the effective concentration of the solute increases (step a in Figure 2.3). At a 
certain point the concentration reaches the saturation concentration of the stable polymorph. At this moment no crys­
tallization takes place yet. Only after crossing the metastable zone, i.e. the nucleation barrier, the driving force for 
crystallization is large enough to generate nuclei. Crystals are formed and the concentration of the solution drops to 
the saturation concentration while growing crystalline material (step b in Figure 2.3). In situation 1 and 2 the threshold 
supersaturation for nucleation of the stable polymorph is reached before that of the metastable polymorph. Therefore the 
stable polymorph will crystallize. In situation 3, however, the threshold supersaturation for nucleation of the metastable 
polymorph is crossed first. In this situation homogeneous 3D nucleation of the metastable phase can take place. Then 
the concentration of the solution drops to the saturation concentration of the metastable phase. Because this saturation 
concentration is still within the metastable zone of the stable polymorph, 3D homogeneous nucleation of the stable phase 
can not take place and the metastable form should be able to survive. If however, any kind of heterogeneous nucleation 
of the stable phase takes place, the stable phase will start to grow (step c) at the expense of the metastable phase. It will 
take a certain induction time before nuclei of the stable polymorph will be formed. In the extreme cases the induction 
time can range from milliseconds to virtually infinity. Either the metastable phase or the stable phase is never observed 
respectively.
2.2.4 2D Nucleation Kinetics
2D nucleation kinetics mainly determine the growth mechanism and growth rate of a surface. At moderate supersatu­
ration, this involves the homogeneous process of a birth and spread mechanism involving the creation of 2D nuclei on 
the surface. The dislocation (spiral) mechanism circumvents this which effectively lowers the 2D nucleation barrier, 
allowing growth at lower supersaturations. In this work, a particular type of 2D heterogeneous nucleation plays a key 
role. The only difference from homogeneous nucleation is that a different polymorph nucleates. We will call this the 
heterogeneous 2D nucleation of the metastable polymorph.
This process will easily take place if the energy barrier of heterogeneous 2D nucleation is low. However, it must be 
higher than the energy barrier of the ordinary 2D homogeneous nucleation of the stable phase, otherwise the stable phase 
would not crystallize in the first place. Therefore, this heterogeneous growth is only expected to be seen at sufficiently 
high supersaturations, i.e. higher than the heterogeneous nucleation concentration. Figure 2.4 demonstrates this by 
two alternative trajectories. In this figure, the concentration is assumed to be too low (small supersaturation) for 3D 
nucleation to be effective. A seed crystal of the stable polymorph, however, is present. The a-b  trajectory shows the 
regular homogeneous 2D nucleation and growth of the stable phase on the seed crystal. The d-e  trajectory shows the 
epitaxial polymorphic nucleation process. It shows that from this scheme the metastable phase is only expected to be 
seen if step e is significantly faster than step b and, additionally, the transformation (step f)  is sufficiently slow. The rate 
of the steps in the trajectory are governed by the mobility kinetics. Effectively, this means that, in order for the newly 
created metastable phase not to be overgrown by the stable, the mobility kinetics of the metastable phase must be more 
favorable than that of the stable phase.
Metastable crystalline material will tend to transform into the stable form (step f)  which implies a solid-solid phase 
transition. Nyvlt, however, described the kinetics of a solid-liquid-solid phase transition in detail [17]. He showed
24
Metastable zone for 3D nucleation
—  Metastable zone for heterogeneous 2D nucleation
—  Metastable zone for homogeneous 2D nucleation 
e
Metastable phase
f
Stable phase
Figure 2.4. Schematic representation of the various nucleation barriers as a function of the concentration. 
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that this mechanism has much faster mobility kinetics. In our case, the mechanism of the transition is mediated by a 
solvent layer which proceeds through the crystal. At one side, the metastable phase dissolves, and at the other side, 
the crystal immediately recrystallizes as the stable phase. Therefore, the transition could rather be regarded as a solid- 
solute-solid transition. Liquid mediated phase transitions are known. A nice example is the transition from phase III to
IV in ammonium nitrate, NH4NO3, which has been studied in detail [18, 19]. Nyvlt also mentions the importance of the 
induction period which is caused by the necessity to create the solute layer, i.e. initiate the recrystallization front.
Obviously, it is important to know the “width” of the various metastable zones to be able to understand the crystal­
lization phenomena of a compound in detail. It is clear that by conducting crystallization experiments and monitoring 
the phases of the growing crystals it is possible to establish some insight into the various metastable zone widths.
2.2.5 Solubility
As a good energy reference for polymorphs, the melts, vapors, and solutions prepared from these polymorphs can 
be considered. These phases are independent from the polymorphs as they are formed by the individual molecules 
not showing any crystallinity. Solubility measurements are, therefore, very useful. The relation between the fusion 
Gibbs free and the dissolution Gibbs free energies is visualized by the energy diagram for a supersaturated solution in 
Figure 2.5. The difference in dissolution Gibbs free energy of both polymorphs (AGj“8) equals the difference in the 
fusion Gibbs free energies (AGf1!) of both polymorphs, designated by AGp 1^2).
It can easily be seen from these energy diagrams that the thermodynamically less stable polymorph (polymorph 2 
in Figure 2.5) has a smaller energy of dissolution (AG*88) than the more stable polymorph. The polymorph with the 
smaller dissolution Gibbs free energy has a higher solubility and vice versa. The relation between the dissolution Gibbs 
free energy and the solubility x given as the mole fraction is:
AGdiss AHdiss ASdiss 
lnx =  R T ~  =  R T ~  + R  ' (21)
By plotting the solubility data in a classical Van’t Hoff plot (the logarithm of the solubility versus the reciprocal of the 
absolute temperature), we can obtain the dissolution enthalpy AHdiss and entropy ASdiss from the slope of the solubility 
curve and the intercept with the y  axis, respectively. It is important to note that eq 2.1 is based on the assumption that 
the solution is regular; that is, the solution has a nonzero enthalpy of mixing and an ideal mixing entropy [20].
In the next sections, in situ crystallization experiments of 7 a MNa in acetone will be presented and discussed. It 
will be shown that the metastable zones play an important role during both homogeneous nucleation and heterogeneous 
nucleation, either 3D or 2D.
2.3 Experimental
2.3.1 Materials
The steroid 7 a MNa was kindly supplied by N. V. Organon. The starting material has a monoclinic structure. To obtain 
triclinic crystals, the material was recrystallized in n-hexane. All solvents used were analytical reagent grade or better.
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Figure 2.5. Diagram of a system with a driving force for crystallization showing the relation between the 
dissolution Gibbs free energy (AGdlss) and the fusion energies (AGl“ )- The difference between the melt 
and the solution is the mixing Gibbs free energy (AGmix). A G ^  2) is the difference in Gibbs free energy 
between the polymorphs.
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2.3.2 Crystal Growth
The crystal growth experiments were conducted in an in situ cell [21], This closed glass cell contains a fixed amount of 
compound and solvent to ensure that the saturation temperature of the system is exactly known and remains constant, An 
optical transmission microscope equipped with polarization filters was used to observe the crystals in the glass cell, To 
prevent degradation of the 7 aMNa, only green light was used, Using a thermostated water bath, the temperature of this 
cell and its contents could be lowered and raised below and above the saturation temperature of the 7 a MNa solution, 
After all the solid material of the starting solution was dissolved, high supersaturations were imposed (A T  =  20°C; 
a  «  0.5) to nucleate crystals, Subsequently, all crystals except one were dissolved by heating the cell to a mild under­
saturation, The remaining crystal was dissolved until its volume was very small compared to the volume of the cell, The 
change of concentration in the solution was therefore negligible at this stage, and the saturation point, or equilibrium 
temperature, could be determined, At the saturation point, the temperature is such that neither growth nor dissolution 
occurs, Its value could be refined using the optical microscope over a longer period of time, The relative error was 
within 0,1 K,
2.3.3 Raman Spectroscopy
The in situ cell was also used for microscopic Raman measurements to determine the polymorphic modification of a 
crystal, The Raman setup used consisted of a Dilor XY multichannel spectrometer with a 514,5 nm Ar+ion laser exci­
tation source, The 1800-1600 cm-1 region was found to be most suitable to distinguish in situ between the monoclinic 
and the triclinic modification of 7 a MNa crystals in the acetone solution, The triclinic polymorph shows a single peak 
at 1662 cm-1 , whereas the monoclinic polymorph exhibits two peaks at respectively 1660 and 1665 cm-1 , These peaks 
are attributed to the double bond stretch vibration between carbons 5 and 10 (see Figure 2,1), The peak doubling of the 
monoclinic form is caused by conformational differences, The asymmetric unit of the monoclinic form consists of two 
conformers of the steroid mainly differing in the adjacent carbonyl holding ring (A) which can exist in two half-chair 
conformations, The monoclinic form has both, whereas the triclinic form only has one conformation, The carbonyl 
peaks at 1710 (monoclinic) and 1720 cm-1 (triclinic) are covered by that of the acetone which makes them useless for 
in situ purposes,
26
2.4 Results and Discussion
2.4.1 Crystal Growth and Morphology
Figure 2,6 shows four photographs of the same 7aM Na crystal during growth in an acetone solution, The crystal in 
Figure 2,6a was grown by leaving a nucleus, obtained by the method described in section 2,3,2, during 24 h at low 
supersaturation (a  ^  0.06),
When the supersaturation was increased above a certain threshold value (a  > a *; a* ^  0.13), anew layer started to 
grow on the crystal (Figure 2,6b), In all observed cases the layer started at the short sides of the needle shaped crystal, 
After the top face was completely covered, this layer grew over its borders in a fairly rough fashion (see Figure 2,6c), 
When parts b and c of Figure 2,6 are compared, it can be seen that the overall angle between the short and long sides 
of the crystal has become much less sharp, When this crystal was left for several days at high supersaturation, a large 
crystal of about 10 x 2 x 2 mm was obtained (Figure 2,7c),
Figure 2.6. Optical micrographs of an 7aMNa crystal grown from acetone solution at low, a  «  0.06 (a), 
and high supersaturation, a  «  a*  «  0.13 (b) and (c), In (d), a polarization microscope photograph of the 
crystal in (b) is shown; the layer on top of the crystal illuminates, whereas the underlying crystal is oriented 
in  its extinction position,
Ex situ determination of the morphology of the original crystal in Figure 2,6 parts a and b was not possible because 
of the microscopic setup and an extreme shutoff effect, The indexation given in Figure 2,7 parts a and b is therefore 
based on the in situ measurements of the angles between the faces, Therefore, the form at the short side of the crystal 
could not be indexed definitely, However, the large crystal obtained by growing for several days at high supersaturations, 
could be indexed using a goniometer (Figure 2,7c),
The large crystal dissolved after lowering the supersaturation below a* , The saturation temperature of this crystal 
is therefore different from that of the original crystal, Using polarization microscopy, we found that the newly formed 
layer on top of the {010} face of the original crystal had a different extinction orientation (see Figure 2,6d), Combined 
with the observation of different saturation temperatures of the two crystals, this implies that the crystalline material at 
this spot is another phase, This suggests the phenomenon of polymorphic epitaxial growth,
2.4.2 In  S itu  Raman Measurements
To test the phenomenon of polymorphic epitaxial growth, in situ Raman measurements were performed, The peak dou­
bling at 1662 cm-1 which is typical for the monoclinic phase cannot be seen in the spectrum of the new crystal whereas 
it is present for the original crystal (Figure 2,8), During a period of 24 h, the spectrum of the new crystal gradually 
changed toward the monoclinic spectrum, Although the shoulder at lower wavenumber is not clearly visible yet, the 
bigger peak has shifted back to its original position, From these results, it can be concluded that the original crystal is 
monoclinic, During its growth, the new crystal showed a dominating triclinic structure, which slowly transformed into
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(a) (b) (c)
Figure 2.7. Schematic drawing of the morphology of 7aMNa crystals grown at low supersaturation, 
a  ~  0.06 (a), intermediate supersaturation, a  ~  a* ~  0.13 (b), and at high supersaturation, a  ~  0.26, after 
waiting for several days (c),
the monoclinic structure, This agrees with the hypothesis in section 2,4,1, Because the in situ spectra all contain the 
solution peak, ex situ single-crystal X-ray measurements were conducted as a final check, This showed that the final 
structure of the new crystal was indeed monoclinic,
Note, that it is impossible to determine the phase of the first homogeneously nucleated crystals, because they are too 
small for that and they will transform readily into the monoclinic form,
2.4.3 Solubility Measurements
For both polymorphs the saturation temperatures of 7 a MNa solutions with varying concentrations were measured, The 
results are shown in Figure 2,9,
By using eq 2,1 the heats of dissolution and the dissolution entropies of both polymorphs were determined assuming 
a regular solution:
Monoclinic: AHdiss = 17,3 ±  0,5 kJ/mol, A5diss= 28,00 ±  0,05 J/molK 
Triclinic: AHdiss = 18,3 ±  0,6 kJ/mol, ASdiss = 32,66 ±  0,07 J/mol K,
Figure 2,9 shows that both solubility curves intersect somewhere at the far right of the graph, which yields a transition 
temperature of -5 2  ±  36°C, This implies that 7 a MNa is enantiotropic, However, the error in the transition temperature 
is quite large, Therefore, DSC measurements were performed on 7aM Na to obtain conclusive results, The thermogram 
of the monoclinic polymorph, measured at 5°C/min, exhibits only one endothermal peak at T  = 170°C: its melting peak, 
The thermogram of the triclinic polymorph shows an additional endothermal peak at T  = 144° C, IR hot stage microscopy 
showed that this peak corresponds to the transition from the triclinic to the monoclinic phase, According to the HTR, 
an endothermal peak means that the system is indeed enantiotropic, The HTR also states that the thermodynamical 
equilibrium temperature must be lower than the experimental temperature of an endothermal transition, This hysteresis 
effect appears to be extremely large in our case, because DSC runs showed that the phase transition is not reversible down
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Figure 2.8. Raman spectra o f the original crystal, the new crystal just after nucleation, and after 24 h as 
presented in Figure 2,6,
to room temperature, which was already expected from the solubility measurements, Therefore, the exact transition 
temperature could still not be determined, The possibility of hysteresis is supported by the fact that larger heating 
rates show higher transition temperatures, Although not determined accurately, it suffices to know that the transition 
temperature is well below 0°C; the two solubility curves in Figure 2,9 can be considered to run parallel within a very 
good approximation, making the value of a* constant in a temperature region of practical relevance,
2.4.4 Polymorphic Phase Transition
The transformation of the triclinic phase into the monoclinic one could be followed in situ by polarization microscopy, A 
monoclinic crystal similar to that of section 2,4,1 was taken on which the triclinic phase was nucleated, The monoclinic 
phase was oriented to show extinction, Figure 2,10a-c shows that the extincted (black) area slowly expanded with 
time; especially at the indicated boxed area, This shows that the transformation of the triclinic (not extincted) into the 
monoclinic modification slowly progressed through the crystal, The edges of this transformation front did not appear to 
be faceted,
Both polymorphs are stable if stored cool and dry and have shelf lives of years, Moreover, the DSC results show that 
a temperature of 144° C is needed to induce the phase transition, which must follow a solid-solid mechanism because the 
samples used for DSC were dry, Our experiments show that the phase transition takes place at much lower temperatures 
in the solution as well as in the presence of acetone as will be described in section 2,4,5, It is therefore concluded that 
the phase transition follows a solid-solute-solid mechanism which proceeds through the crystal (see also Figure 2,11), 
A solid-solid transition can, however, not be ruled out completely because the proposed solvent layer (i.e. the presence 
of acetone in the recrystallization front) could not be observed through the microscope,
Because both the transformed crystal areas and the original crystal extinct in the same orientation by polarization 
microscopy, the crystal orientations of both must be identical, The dark area in Figure 2,10 is larger than the original 
crystal as canbe seen in Figure 2,10d, where it is clearly visible and exhibits well defined edges and facets, An interesting 
observation is that the original crystal kept growing in this condition, It was found that the original crystal was positioned 
underneath the new crystal rather than being completely surrounded by it, as is schematically represented in Figure 2,11,
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Figure 2.9. Solubility curves o f 7aM N a in acetone solution for the monoclinic polymorph (7 ^ ) and the 
triclinic polymorph (Ta)- In the area marked 1 ( a  <  a *), between both saturation lines, the monoclinic 
polymorph nucleates homogeneously, and in the area marked 2 ( a  >  a*), the triclinic polymorph nucleates 
epitaxially.
This also shows that the epitaxial growth selectively takes place on the {010} form. This can be understood by comparing 
the ac plane of the P21 and the ab plane of the P1 polymorphs which turn out to be nearly identical (lengths vary only by
0.01 A, the angle by 90 -  ^  -  190 -  yp i | =  0.7°) (see Table 2.1). The molecular orientations in the crystal structure 
of the two phases are nearly identical at the interface layer thus maintaining the hydrogen bridge bonding scheme. This 
causes the interfacial layer between the two phases to be relatively stable, which according to the theory is a requirement 
for the heterogeneous epitaxial nucleation.
To examine the role of the monoclinic phase on the solid-solute-solid transformation mechanism, Raman measure­
ments were conducted on the epitaxially grown crystal as well as on a triclinic needle grown from a hexane 7 a MNa 
solution. For this, they were placed in the in situ cell at high supersaturation (a  > a*) and left for several days. The 
results are presented in Figure 2.12 parts a and b. Although the measured intensities of the epitaxially nucleated crystal 
is low because of its small thickness, it does confirm that the triclinic primary nucleus transformed into the monoclinic 
polymorph, because the peaks of both phases are just visible. The triclinic needle clearly transformed into the mono­
clinic phase. This proves that the presence of the monoclinic phase is not necessary for the transformation and, thus, that 
the solid-solute-solid mechanism initiates within 24 h.
2.4.5 Solid-Solute-Solid Phase Transition
Apparently, the presence of acetone speeds up the transformation enormously. As was shown in previous sections, this 
is caused by a solid-solute-solid mechanism. To test the role of the solvent in the phase transition, several experiments 
were carried out using various combinations of crystals and solvents. The phase transitions were observed ex situ using 
X-ray powder diffraction before and after at least 24 h after adding the solvent.
As a first test, a few droplets of pure acetone were added to a pure triclinic 7 a MNa sample and subsequently left in 
a closed vessel for 24 h. This was also done with a few droplets of a saturated 7 a MNa acetone solution. In both cases, 
the samples transformed into the monoclinic phase (see Figure 2.13 parts a and b, respectively). The saturated solution
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Figure 2.10. Polarization micrographs o f the transition o f the triclinic into the monoclinic modification at 
t = 0  (a), 10 (b), and 20 min (c). In (d), one o f the polarization filters was turned a few degrees out o f its 
extinction orientation, clearly showing the original crystal.
Transformed triclinic into monoclinic 
Proposed solution layer 
New crystal, triclinic
Original crystal, monoclinic
Figure 2.11. Schematic representation o f the hypothetical position o f the original crystal and the epitaxially 
nucleated crystal on top o f it. The proposed solution layer proceeds through the crystal transforming the 
triclinic into the monoclinic phase.
shows that the process does not depend on the solvation of a substantial amount of crystal at the addition stage.
Similar experiments using open vessels hardly showed any transformation even after two additions of solvent and 
a total time of 48 h. This is caused by the evaporation of the acetone droplets typically within a minute. In contrast, a 
50:50% mixture of triclinic and monoclinic 7 a  MNa showed that the mixture changed to approximately 30:70% after the 
first addition and to 0:100% after the second addition. This shows that the transformation rate is dramatically enhanced 
by the presence of the monoclinic phase. We believe that this enhancement can be understood by the fact that the 
initiation of the monoclinic boundary layer is not necessary in the mixture and that the initiation of the monoclinic 
boundary layer hardly takes place on the pure triclinic samples.
All these experiments are consistent with the hypothesis of the solid-solute-solid mechanism which is therefore 
considered to be very relevant for the phase transition behavior of the polymorphic epitaxial layer. Once the process is 
initiated, a recrystallization front moves through the crystal via a liquid boundary layer. The initiation of a boundary 
layer proves to be a limiting step in the process.
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Figure 2.12. Raman measurements o f primary nucleation in area 2 (a) and measurements o f a triclinic 
needle placed in the in situ cell at high supersaturations ( a  >  a*) (b). M  = monoclinic reference, T = 
triclinic reference, S = solution reference, N1 = nucleus at a  >  a* , N2 = nucleus at a  >  a*  after 24 h, TN1 
= triclinic needle just after addition, and TN2 = triclinic needle after 48 h.
°20 °20
Figure 2.13. A few droplets o f acetone (a) and saturated 7 aM N a solution (b) were added to a pure triclinic 
sample. X-ray powder diffraction measurements were conducted before addition (1) and after leaving it for 
24 h in closed vessels (2). M  = monoclinic reference, and T = triclinic reference
2.5 Conclusions
The enthalpies of dissolution of the two polymorphic forms of 7 a MNa are different only by about 1 kJ/mol. Because 
of this, experimental conditions can be found where both polymorphs can be grown from the same solvent at the same 
temperature. The difference in supersaturation has been shown to be decisive upon the polymorph formed. Equilibrium
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thermodynamics cannot explain these results. Hence, kinetics must be the underlying cause.
It is important to know the nature of the kinetics to understand the crystal growth phenomena. First of all, we have 
shown that the two polymorphs form an enantiotropic system. Although the exact transition temperature could not be 
determined accurately, it must be well below 0°C. It should be noted that the two structures appear to be quite similar at 
the interface layer of the {010} form of the monoclinic phase and the {001} form of the triclinic phase. Moreover, as 
a result of the small differences in enthalpies and entropies, the difference in Gibbs free energy is small in the range of 
the experimental temperatures (about 0.3 kJ/mol at 277 K and 0.5 kJ/mol at 322 K). Therefore, polymorphic epitaxial 
growth can take place in this whole range. For this phenomenon, three conditions have to be met: a low energy barrier for 
polymorphic nucleation, a small difference in Gibbs free energy and, as was derived in section 2.2.4, favorable mobility 
kinetics for the metastable phase. The Gibbs free energies can be close if either both enthalpy and entropy differences 
are small or near the transition temperature of an enantiotropic system.
Temperature and concentration are not as manageable throughout an industrial crystallization facility as it is in our 
laboratory scale crystal growth vessels. This causes the formation of the metastable form to be difficult to prevent in 
acetone. If a more suitable solvent has to be chosen rationally, one has to consider the three conditions for polymor­
phic epitaxial growth. When the Gibbs free energies of polymorphs of a compound are close, the options are limited 
to choosing solvents that favor the stable phase in terms of mobility kinetics. This is however very difficult to predict. 
Polymorphic epitaxial growth could be a more general phenomenon and might therefore be the cause of many polymor­
phic problems occurring in industrial crystallization. For this, supersaturation dependent crystallization experiments are 
essential to understand the nature of the phenomena.
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Chapter 3
Pseudomorphic Crystal Growth of the Model 
Steroid Methyl Analogue of Norethindrone
Abstract
Various morphologies of two polymorphs of a steroid are observed and correlated to calculated morphologies using the 
connected net theory. In a previous publication on our model compound, we reported polymorphic epitaxial growth as 
a result of variations in the supersaturation. Two additional and also unusual types of growth behavior are described in 
this chapter: the observation of crystals that have a morphology that does not correspond to its observed polymorph, also 
called pseudomorphism, and the observation of a particular crystal face on which distinctive faceted pits occurred. The 
particular kinetic growth behavior of this model compound is explained by the fact that the two polymorphs are partly 
isostructural and by impurity induced growth hampering.
34
3.1 Introduction
It is well-known that many organic crystals exhibit polymorphism. This may cause problems for crystallization processes 
because different polymorphs can sometimes be formed at very similar growth conditions [2]. Though interesting, the 
occurrence of polymorphism can have major drawbacks. If one specific polymorph is desired, it is important to know 
and understand the conditions for the formation of such a specific polymorph. Particularly, the different growth kinetics 
for polymorphs play an important role but are usually not well understood. Polymorphism can also give rise to unwanted 
morphologies because different polymorphs very often have completely different morphologies. We therefore present 
in this chapter the study of the relation between polymorphism, morphology, and crystal growth mechanisms of a test 
compound.
Many steroids show polymorphism as can be seen from a search in the Cambridge Structural Database (CSD) 
[8, 22]. As a test compound the polymorphic steroid 7 -a -methyl D5,10-norethindrone (7aMNa), which serves as a 
pharmaceutical compound for hormone replacement therapy, was chosen. Two polymorphs have been elucidated namely 
a monoclinic phase with space group P21 and a triclinic phase (P1), [6, 7] which both can be found in the CSD.
As a rule of thumb, the P1 phase can be obtained from apolar solvents such as hexane resulting in a needlelike 
habit, whereas the P21 phase can be obtained from polar media such as acetone and acetonitril yielding a bulky habit. 
In chapter 2, crystal growth experiments performed from acetone were described [23]. In that chapter, the unusual 
phenomenon of polymorphic epitaxial growth was described, as well as the relationship between the two polymorphs 
in terms of their thermodynamics and kinetics. In short, the polymorphic epitaxial growth can be described as the 
2D nucleation of the metastable phase onto the stable phase. In our case, the P1 phase nucleated on the (010) face 
of the P21 crystal above a certain threshold supersaturation. Moreover, it was shown that acetone acts as a mediating 
solvent strongly inducing the transformation of P1 to P21 in time and, thus, plays an important role in the kinetics. 
Consequently, the solvent used in that work also plays an ambiguous role on the morphological results. To rule out this 
factor completely and to gain more understanding of crystal growth and morphology, crystals were grown from the vapor 
phase and compared with calculated morphologies. The latter should correspond best to the morphology of crystals in 
vacuum because they do not include the solvent in the model.
3.2 7aMNa Crystal Structures
The crystallographic data of the two known polymorphic forms are summarized in Table 3.1.
Table 3.1. Crystal data o f both 7aMNa polymorphs.
polymorph P21 P1 P-trans; X =  1(4)
CSD refcode CIYRIL00 CIYRIL01 -
a (A) 6.542 6.542 6.542
b (A) 41.213 6.6773 10.287 (41.148)
c (A) 6.678 10.287 6.677
a  (°) 90 87.05 92.95
ß  (°) 101.64 80.09 100.83
Y (°) 90 79.17 80.09
Dx (g cm-3) 1.18 1.194 1.194
Z 4 1 1(4)
Z 2 1 1
At first sight, the two structures are completely different. However, using the transformation
1 0 0
0 0  X  I =  (a, c, x b)p1 
0 1 0 /
on the crystallographic axes produces an alternative setting of the triclinic structure, showing the similarity between the 
two structures. A value of x  =  1 gives the normal size unit cell; x  =  4 produces a unit cell with similar dimensions as 
the P21 unit cell. In this setting, both structures consist of densely packed layers of molecules in the ac plane, which are 
connected by hydrogen bonds. Figure 3.1 shows both structures in the same orientation after applying the transformation 
on P1. Obviously, in P1, every layer has the same orientation. The orientation of the molecules in layers 2 and 3 in 
P21 is identical, whereas in layers 1 and 4, the P21 layers are rotated 180° by the screw axis perpendicular to the
(a, b,c) (a, b,c) pi
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layers. To maintain the hydrogen bonding in P21, an interesting conformational difference between the two structures 
is needed causing the larger asymmetric unit in P21. Inspecting the hydrogen bonds between layers 2 and 3 shows 
that the structures overlap perfectly. However, ring A (six-membered uppermost ring) of the molecules in layer 3 is 
flipped from the 2 a  3^ half-chair into the 2^ 3 a  half-chair conformation [6]. This dramatically changes the position 
of the H-bond-accepting carboxyls causing it to point forward (F orientation) with respect to the plane of view instead 
of backward (B orientation). Also, the overall orientation of the H-bond-donating hydroxyls is rotated completely (best 
seen by comparing the lower half of layer 2). Regarding the orientation of the molecules in the layers, the P1 structure 
has a • • -BBBB- • • stacking and the P21 structure stacks according to the repetitive pattern • • -FBBFFBBF- ••. A slight 
shift in the position of the relative layers 1-2 and 3-4 causes the mismatch of the b axis, which gives rise to a notable 
difference of 10° in the angle y, whereas the other unit cell parameters are nearly identical. For convenience, all further 
reference to the P 1 structure and the corresponding morphological planes will be in the transformed setting with x  =  1.
Figure 3.1. The two structures of 7aMNa (left: PI, right: P2j) showing four layers of the hydrogen- 
bridged steroids. Layers 2 and 3 of both structures have an identical orientation and an identical hydrogen 
bridging between them with identical conformations of the respective H-bond donors and acceptors. The 
connection between layers 3 and 4 (thus also 1 and 2) introduces conformational changes needed to main­
tain the hydrogen bonds in the P21 structure. Layers 1 and 3, as well as 2 and 4, of the P21 structure are 
related by the 2-fold screw axis.
3.3 Experimental
3.3.1 Crystal Growth and Characterization
For the vapor phase growth the compound was introduced into a glass tube together with a copper wire which served as 
a substrate. The tube was evacuated to about 9 x 10-6 mbar. The tube was then sealed by melting the end and placed 
in a furnace at approximately 383 K. The crystals were allowed to grow for 90 h. A more detailed description of this 
vapor-phase method can be found in the work of Bogels et al. [24] and references therein. It is important to note that in 
this setup part of the copper substrate resides outside of the furnace. As a result of the thermal conductivity, this creates 
a thermal gradient along the substrate. In turn, this creates a gradient in supersaturation along the substrate. The tube is 
introduced into the furnace such that the initial compound was approximately in the hottest area of the furnace, allowing 
for appreciable sublimation. Deposition takes place along the temperature gradient, resulting in a relatively small area
36
in which faceted crystal growth took place. As a result of this setup, the absolute temperatures of the vapor and substrate 
are unknown, and therefore, only qualitative data on supersaturation is available.
The two main features of interest are the polymorphic form and the morphology of the crystals. Because of the design 
of the setup, vapor grown crystals could only be characterized ex situ. The methods used were X-ray powder diffraction, 
optical microscopy, scanning electron microscopy (SEM), and Raman spectroscopy. As a result of the similarity of the 
two structures, most X-ray peaks of the P1 structure overlap the P21 peaks but not vice versa (see also the calculated 
diffractograms in Figure 3.2). Hence, the determination of the purity of the P1 phase is straightforward, whereas the 
presence of traces of P1 cannot adequately be found within a sample of the P21 phase. On the other hand, Raman 
spectroscopy is a powerful technique to identify the two polymorphs by the peak splitting as a result of the multiple 
conformersin P21 [23].
diffraction angle °20
Figure 3.2. Calculated X-ray powder diffractograms o f the pure P1 and P2j crystal phases o f 7aM N a at 
equal attenuation. The diffractograms show that most peaks o f the PI phase are covered by those of the 
P2j phase.
The morphology of some crystals that were sufficiently large could be measured using an optical goniometer. With 
this instrument the angles between crystal faces can be determined with an accuracy better than 0.5°.
3.3.2 Computational
The following procedure was followed for the calculation of Hartman-Perdok (HP) morphologies. The Dreiding-2.21 
[25] forcefield was used for all molecular mechanics calculations in this study. Atomic charges were derived by fitting 
the electrostatic potential using the RESP method [26] on the geometry obtained by a Gaussian-94 [27] optimization 
at the HF 6-31G* level. With these charges, a molecular mechanics energy minimization was carried out to relax both 
crystal structures thereby avoiding close contacts.
These structures were used to calculate the interaction energies between the growth units. For convenience and to 
follow the terminology of Hartman and Perdok, the molecular interactions are called bonds. The growth units correspond 
to the individual molecules, giving the P 1 structure 1 and the P21 structure 4 growth units, which are numbered 1-4, 
increasing along the positive b axis of the unit cell (see Figure 3.1). The crystal graph was defined by selecting all 
bonds stronger than -0 .6  kcal/mol (a threshold of kB T  at 300 K [28]). The crystal graph was used as the input for 
the program F a c e l if t -2 .50 [29]. Briefly, F a c e l if t  searches for periodic bond chains (PBCs) [30, 31, 32], combines
37
these into connected nets [33], and calculates their attachment energies. The so-called HP/Eatt morphologies were 
created by making the Wulff construction using the common assumption of a linear dependency of the growth rate on 
the attachment energy (Rhk1 <x E t^k1). Note that this method can also be applied in a fully automated setup within the 
C e r iu  s2 environment using the Hartman-Perdok (HP) module [34]. Also note that the number of connected nets found 
strongly depends on the number of bonds in the crystal graph. Because the cutoff limit of -0 .6  kcal/mol is arguable, 
alternative crystal graphs were produced using a much lower limit, which increased the number of bonds. This did 
produce a large amount of additional connected nets, but these were all very weak and did not contribute to the resulting 
morphology. This indicates that convergence of the resulting morphology was reached as a function of the energetic 
cutoff.
3.4 Results
3.4.1 Experimental
The crystals grown from acetone at moderate supersaturation appear as platelets with a 2-fold axis perpendicular to the 
basal face. The side faces change slightly in relative morphological importance as a function of the supersaturation, 
causing variation of the aspect ratio (see Figure 3.3). Only at higher supersaturations the morphology changes dramati­
cally because of roughening of specific crystal faces and polymorphic epitaxial growth. This and a full description of the 
theoretical basis on these kinetically governed growth phenomena are described in detail in the previous chapter [23].
Figure 3.3. Example morphology of monoclinic 7aMNa grown from an acetone solution. Thin platelets 
are formed with the 2-fold axis perpendicular to the view plane.
Surprisingly, it was found that the morphology of the crystals grown from the vapor is completely different from 
crystals grown from acetone and, in fact, any other solution observed so far. On the copper substrate three regions were 
found. The region with the lowest supersaturation shows very small needlelike crystals (~  10 ^m). In the region with 
the highest supersaturation, a layer of very small crystallites or even amorphous material was deposited on the substrate. 
Both of the outer regions clearly did not provide the conditions to grow large, faceted crystals. However, in the middle 
of the substrate, crystals were grown of considerable size (up to 500 ^m). An example of the typical blocklike crystals 
grown from the vapor phase is presented in Figure 3.4. An indication of internal stress in these crystals was observed 
as, occasionally, the crystals violently cracked up during handling. Also in the SEM many crystals broke up or sprang 
of the substrate. A few of the larger crystals could be measured using the optical goniometer, which showed that they 
fitted the P21 setting quite well except for the facets 11 and 12, as well as number 10 (see Table 3.2). Facets 11 and 
12, were very small and hardly visible which accounts for their misorientation. in contrast, face 10 is a large and well- 
defined crystal face (rear part of the right-hand side of the crystal in Figure 3.4), which did not fit any crystallographic
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orientation (hkl) within reason. Therefore, it is fitted to the closest face (120) with a misfit angle of 2.3°. Fitting the 
face orientations to the rational indices of the P1 structure showed clearly that this is not the correct crystal structure 
because none of the faces even fitted within 2° after refinement. It should be noted that the listed P1 fit is constrained to 
indices |h |, |k| , |1 |<  1 , because increasing the range of allowed indices only produced unrealistic fit orientations. Raman 
measurements confirmed that the crystals indeed consisted of the P21 structure.
Almost all crystals, except for some smaller ones, showed an unusual surface morphology of the (010) face, namely, 
the appearance of faceted pits, which formed an irregular pattern. The pits in these patterns are faceted according 
to the orientation of the facets on the outside of the crystal. Thorough inspection showed that these pits were never 
formed on the opposite side of the crystal, the (010) face, or on any other crystal face. Note that the (010) and (010) 
can be distinguished by the fact that they are mirror images of each other. These pit patterns were repeatedly found 
in different vapor growth experiments and are a distinctive feature of these crystals. Because of the construction of 
the furnace, the formation of the pits could not be observed in situ. Therefore, it is not immediately obvious at which 
stage of the experiments the pits are formed and whether it is a growth or etch phenomenon. Visual inspection and 
comparison of many crystals in various stages of development led to the conclusion that the pits must initiate throughout 
the experiments. Some pits were found to extend almost entirely through the crystals, whereas some were very shallow. 
Therefore, we conclude that the growth pits must be a growth phenomenon. Thus, the formed pits are an indication that 
surface-specific growth hampering caused the pit patterns on the (010) face.
Table 3.2. Morphology o f 7aM N a grown from vapor fitted against the PI and P2j settings.
facet P1 face misfit (°) P21 face misfit (°)
1 (10 1) 2.961 (10 1) 0.6211
2 (10 0) 4.526 (0 2 1) 0.7405
3 (10 0) 5.880 (0 11) 0.2682
4 (0 10) 13.34 (0 10) 0.3693
5 (110) 4.968 (0 2 1) 0.3939
6 (0 0 1) 5.591 (12 0) 0.2994
7 (0 11) 3.224 (12 0) 0.0395
8 (10 1) 2.849 (10 1) 0.7457
9 (0 11) 2.854 (12 0) 0.6547
10 (0 11) 4.287 (12 0) 2.274
11 (110) 6.214 (0 2 1) 1.860
12 (1 1 1) 6.760 (14 1) 5.936
3.4.2 Computational
The results of the Hartman-Perdok analysis are summarized in Tables 3.3- 3.6 and Figure 3.5.
Table 3.3. Reduced crystal graph of the P1 structure, which represents all strong interactions between the 
growth units (GU). The lattice translation denotes the unit cell in which the second growth unit (GU2) is 
positioned relative to the first growth unit (G Uj), which is in [000] by definition. The full crystal graph is 
produced by applying the self-inversion symmetry to the bonds (i.e. 1-1 [001] implies that 1-1 [001] also 
exists).
(N
8
-
8
translation ¿bond (kcal/mol)
1 - 1 [111] -11.56
1 - 1 [001] -7.89
1 - 1 [100] -6.13
1 - 1 [110] -4.03
1 - 1 [101] -3.82
1 - 1 [010] -3.53
1 - 1 [011] -1.41
Initially, Bravais-Friedel-Donnay-Harker (BFDH) morphologies of both polymorphs were calculated [35,36,34] to 
get a first impression. However, neither resembled any of the grown crystals. In contrast, the morphologies calculated 
using the HP/£att method can be easily correlated to the respective morphologies. The platelike morphology, which
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Figure 3.4. SEM image of a typical crystal grown from the vapor phase at moderate supersaturation. The 
size of this crystal is approximately 70x50x50 ^m. Faceted holes form an irregular pattern on the front 
face.
Table 3.4. Reduced crystal graph of the P2j structure. The full crystal graph is produced by applying the 
screw axis on the growth units as well as the bond inversion. Growth units are numbered according to the 
numbering of the layers in Figure 3.1. Energies are listed in kcal/mol.
(N
8i8~ translation ¿bond GU1 -  GU2 translation ¿bond
1 - 2 [101] — 8.52 1 - 4 [111] —3.69
1 - 4 [010] —8.41 1 - 2 [000] —3.27
2 - 2 [001] —7.65 1 - 1 [101] —2.49
1 - 1 [001] —6.29 1 - 2 [100] —2.43
2 - 2 [100] —6.28 1 - 2 [001] —2.22
1 - 1 [100] —6.00 1 - 4 [110] —2.03
1 - 4 [011] —3.83 2 - 2 [101] —0.68
2 - 2 [101] —3.78 1 - 1 [101] —0.63
Table 3.5. Connected nets of the forms {hkl}, interplanar distance, number of connected nets in form 
{hkl} and energy of the connected net with the lowest attachment energy of the P1 phase. The energies are 
given in kcal/mol.
{hkl} d  (A) no. tS
{110} 6.019 1 — 14.89
{011} 5.475 1 — 19.27
{101} 5.045 1 — 19.45
{010} 10.191 1 —20.53
{001} 6.627 1 —24.68
{100} 6.417 1 —25.53
{111} 4.900 1 —30.52
{11U 4.114 1 —32.93
{111} 4.218 1 —33.13
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Table 3.6. Connected nets of the forms {hkl}, interplanar distance, number of connected nets in form 
{hkl}, and energy of the connected net with the lowest attachment energy of the P2j phase. The energies 
are given in kcal/mol.*The attachment energy of the (020) face is arguable (see text).
{hkl} d  (A) no. ts {hkl} d  (A) no. ts
{020}* 20.733 4 -32.86 {111} 5.156 16 -84.35
{040} 10.367 4 -62.80 {121} 5.040 10 -93.70
{100} 6.580 6 -62.14 {101} 4.256 19 -99.90
{110} 6.498 4 -67.60 {111} 4.234 16 -102.44
{001} 6.590 6 -69.47 {131} 4.864 4 -103.26
{011} 6.509 4 -72.39 {121} 4.169 10 -104.62
{120} 6.271 1 -74.12 {131} 4.067 4 -107.69
{101} 5.196 19 -76.08 {141} 3.937 1 -109.87
{021} 6.281 1 -77.44 {141} 4.645 1 -113.33
was calculated for the P21 polymorph, is in reasonable agreement withthe crystals grown from acetone. The method 
correctly predicts the presence of the {020}, {001}, {100}, and {101} forms, but the aspect ratio of the predicted 
morphology is much smaller. This is typical for the use of the attachment energy as a parameter for the growth rate of a 
form. The larger aspect ratio of the experimentally observed crystals is caused by the larger growth rates of the {100} 
faces relative to {001}. The blocklike appearance of the calculated P1 morphology remarkably resembles the vapor 
grown crystals. Raman spectroscopy revealed that the polymorph grown was P21, however. The P1 morphology in 
Figure 3.5a is rotated to match the orientation of the crystal in Figure 3.4. Visually, these almost perfectly match except 
for the absence of the face (001), which is probably accidental because the (001) is present (see Figure 3.4).
Comparing parts a and b of Figure 3.5 shows that most forms of the calculated P1 morphology correspond to those 
of the calculated P21 morphology, except for the {011} and {110}, which do not appear on that morphology. This seems 
to be caused by the fact that the morphological importance of the P21 {020} form is much bigger than that of the P1 
{010} form, which is because of Friedel’s law or more generally to the BFDH selection rules [37, 35, 36] ({020} instead 
of {010}) and the geometry of the unit cell. Comparing the crystal graphs of the P1 and P21 structures, the latter can 
be regarded as having a translational pseudosymmetry along the b axis in terms of bond energies. This also follows 
directly from the partly isostructural layers as described in section 3.2. A correction for this difference can be applied by 
disallowing {020} and taking the form {040} into consideration, which effectively doubles the thickness of the morphol­
ogy. This results in the artificial morphology of Figure 3.6, which has too many faces because of the higher symmetry. 
Clearly, the morphological anomaly of the vapor grown crystals resembling the calculated triclinic morphology cannot 
be explained by this energetic pseudosymmetry effect. Considerable effort was put into finding a better morphological 
description of the observed crystals according to the P21 structure. However, this led to very improbable morphologies 
because practically all crystal faces had to be severely tampered with. Moreover, many nonconnected faces with high 
indices and high attachment energies would dominate the crystals, resulting in a large total surface energy. On the other 
hand, the morphological description based on the attachment energies of the P 1 structure is straightforward, contains 
all of the low attachment energy connected net orientations, and does not need any adjustments of the morphological 
importances after applying the attachment energy criteria for the relative growth rates.
3.5 Discussion and Conclusions
The platelike 7 a MNa crystals grown from acetone solution were found to grow as P21 where the morphology cor­
responds well to the calculated morphology except for a slight difference in aspect ratio. Therefore, vapor-growth 
experiments were conducted to see whether that difference is caused by the solvent. However, the morphology obtained 
from the vapor phase showed to be completely different. The difference might be argued to be caused by the difference 
in supersaturation. However, in the previous chapter, we observed crystals grown from a very large range of supersat­
urations. None of those crystals resembled the morphology of the vapor-grown crystals. This effectively rules out the 
supersaturation as the cause of the morphological discrepancy.
It is shown that the morphology of crystals grown from the vapor phase best fits the P21 lattice and indeed the 
crystals were confirmed to consist of this polymorph by Raman spectroscopy. However, this morphology shows little 
resemblance to the morphology obtained from solution nor to the calculated morphology of this polymorph. Although 
the orientation of the crystal faces fit much worse to the P 1 setting, the overall appearance of the crystals is strikingly
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(a) P1 (b) P 2 X
Figure 3.5. Calculated Hartman-Perdok morphologies o f the polymorphs o f 7aM N a based on the H P/£att 
assumption.
Figure 3.6. Artificial morphology after deleting the {020} form from the P2j morphology o f Figure 3.5b. 
It is clear that this morphology does not show better resemblance to the experimental morphology in Fig­
ure 3.4.
identical to the calculated P1 morphology. This anomalous behavior can be regarded as pseudomorphism. As McCrone 
described it [3]:
“A pseudomorph is a transformed crystal: the external shape of the original crystal may be discernible 
even though the internal structure is that of the new form. The pseudomorph may be more or less broken up 
by the transition if the density difference between the two forms is very great.”
Clearly, the established morphology prediction methods cannot predict the correct morphology for these particular crys­
tals. The usage of the attachment energy as a measure for the rate of growth without consideration of the growth 
mechanism and crystal structure is already subject to discussion [33, 38, 39, 40, 41, 42, 43], because none of those meth­
ods take supersaturation and kinetics into account. Considering the {040} instead of the {020} form did not improve the 
resemblance much. In fact, trying to mimic the experimental morphology using the P21 crystal structure led to highly 
unlikely face indices and could still not produce the shapes of the various forms {hkl} very well. Clearly, we found
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a pseudomorphic system, causing the strong resemblance to the calculated PI morphology. This implies that the P1 
phase must play an important role in the crystal growth prior to the formation of the P21 phase. Ruling out the effect of 
supersaturation, we can only explain this by surface kinetics.
As was shown in the previous chapter, in acetone, the growth kinetics of the P1 phase are favored at higher supersat­
uration [23]. The present experimental setup does not allow us to calculate the absolute supersaturation at a specific spot 
on the copper substrate, disallowing quantitative comparison to the acetone supersaturation. Also, it is doubtful whether 
such an absolute comparison would make sense in the first place because the mobility kinetics are probably the main 
cause of the observed differences. This means that our results have to be interpreted from a qualitative point of view. 
The most important observation in the previous chapter concerns the combination of 2D and 3D nucleation and mobility 
kinetics; the latter are distinguished as the combined effect of transport of the growth units and their conformational 
freedom. It was shown that the metastable zone for heterogeneous 2D nucleation of the metastable polymorph (i.e. P1) 
on the (010) face of the P21 phase was only slightly higher than that of the homogeneous 2D nucleation of the stable 
polymorph (i.e. P21). The mobility kinetics of the growth after the 2D nucleation turned out to be more favorable for 
the P1 phase using that nucleation mechanism. Without the mediating role of the solvent, mobility kinetics are expected 
to play an even more dominant role in the growth of the vapor-grown crystals. This is caused by the fact that the P1 
conformation of the molecules in the vapor phase is the most stable, as was calculated by conformational analysis and 
molecular dynamics of the molecules in the vapor phase. This suggests that the P1 polymorph is favored in terms of 
growth kinetics in the vapor phase even more, causing heterogeneous, polymorphic 2D nucleation to take place. After 
nucleation, growth of the metastable P1 phase takes place more rapidly than that of the P21 phase. Hence, we conclude 
that the crystal surface must indeed be dominated by growth of the P1 phase, which explains our morphologic observa­
tions. Raman spectroscopy showed these crystals to be in the P21 phase after the growth experiments. This means that 
the P 1 surface layer transformed into P21. It is unclear exactly at which stage the transformation took place because 
the vapor growth could not be monitored in situ. However, differential scanning calorimetry (DSC) experiments learned 
that without a mediating solvent P1 only transforms into P21 at high temperature (417 K; 26 K below the melting point 
of P21) [23]. The furnace temperature was at least 34 K below the spontaneous transformation temperature. At room 
temperature, P1 crystals were shown to be stable for years. Only in the presence of acetone, the transformation could 
be observed on a time scale of 24-48 h [23]. Hence, the transformation must already take place during the growth 
experiments at the higher temperatures.
Although pseudomorphism is a plausible explanation for the observed morphology, it does not explain the distinctive 
occurrence of the faceted pits on the crystals. It is very important to note that these pits only appear on one specific face. 
According to the morphology calculations, morphology measurements, and determination of the absolute configuration 
of the crystal structure versus the morphology by single-crystal X-ray diffraction, this face corresponds to the carbonyl- 
terminated (020) face on the P21 morphology and to the (010) face of P1, after the crystallographic transformation. It 
is exactly this face that shows the epitaxial polymorphic growth in acetone at high supersaturations. It was shown that 
this is caused by the small structural differences between the phases, which may cause susceptibility to polymorphic 
behavior in the first place. The appearance of the pits indicates that either of two effects may take place, or perhaps even 
a combination thereof. First of all, the creation of the P21 phase from the P1 phase requires rotation of the molecules 
around the b axis. This introduces the possibility of growth domains. At the domain borders, a defect layer will 
cause stacking faults. This relates to McCrone’s statement about the instability of pseudomorphs. Indeed our crystals 
occasionally cracked up. Although in our case the density difference is small (1.2%), it is possible that the growth pits 
are a result from stress within the crystals hampering further growth. However, one might expect to see the result of this 
effect on more than one specific crystal facet and certainly on the opposite crystal face (010). The implication of the 
isostructural substructure shows in the repetition of orientations of the molecules along the (010) layers. The formation 
of the P21 structure requires the perfect repetition of molecular orientation according to the pattern • • -FBBFFBBF- • •, 
whereas the P1 structure has only one relative orientation of the molecules. It can thus easily be understood that domains 
can be formed as a result of the dominating mobility kinetics, which does not allow for the full relaxation into the perfect 
repetition, for instance, • • -FBFFBBF- • •, where the relative orientation of the molecules changes too quickly. This is 
recognized as polytypism and was calculated to result in a minor enthalpic deficiency of the order of 1 kJ/mol per 
molecular unit area of the layer-layer interaction. This certainly coincides with the low barrier for heterogeneous 2D 
nucleation causing the polymorphic epitaxial growth described earlier and could also likely contribute to the formation 
of growth defects causing the observed faceted pits.
Alternatively, impurities may block the growth at the surface causing the growth pits to occur. These impurities 
would be caused by the deterioration of the steroid caused by the temperature of the furnace. At high temperature, 
7 a MNa is known to be susceptible to a rearrangement on the A-ring of the double bond from carbon atoms 5-10 to 
4-5 [23] producing the native compound 7-a-methyl norethindrone (7 aMN). This bond rearrangement causes ring A to 
lose its flexibility, which is needed in the P21 structure. The unpublished crystal structure of 7aM N is also P21, but no 
interstitial stabilizing layers are found as in the 7 a MNa structure. It can be concluded that the rearrangement influences
43
the flexibility and directionality of the hydrogen-bond-forming carbonyl, hampering the continuation of the P21 crystal 
structure. This would typically promote the formation of stacking faults of the type • • -FBBBFFB- • •, where the relative 
orientation of the molecules is favored not to change between the layers. Because (010) is the carbonyl-terminated face, 
this could indeed explain why only this face shows the growth pits. Therefore, we believe the impurity effect is the 
more likely explanation of the pit patterns, although further research would be needed to confirm the true cause of the 
polytypic stacking faults.
To summarize, the following can be concluded concerning the growth mechanism of crystals of our model compound 
grown from the vapor phase. Although vapor growth was expected to produce a close resemblance to the calculated 
morphology, the rare phenomenon of pseudomorphism took place. This anomalous behavior results in crystals of the 
P21 phase, which possess the appearance of the P1 phase. This can be explained by the fact that the growth kinetics 
of the P21 phase are favored by nucleation of the P1 phase combined with transformation into P21. It was shown in 
detail that polytypic stacking faults are causing growth hampering causing an irregular pit pattern at the (010) face of the 
vapor-grown crystals.
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Chapter 4
Morphology Prediction of Gibbsite 
Crystals—An Explanation for the 
Lozenge-Shaped Growth Morphology
Abstract
The morphology of gibbsite, y-Al(OH)3, crystals is predicted on the basis of a complete connected net analysis. It 
turns out that the morphology can not be explained on the basis of the attachment energy. Instead, it is shown by 
a Monte Carlo algorithm based on a 2D nucleation model, that the edge (free) energy of the F-faces is the relevant 
parameter that determines the growth morphology. The algorithm reveals that the morphological importance of the faces 
follows the sequence: {112}, {112} «  {101}, {101} < {200} < {110} C  {002}. At zero driving force, gibbsite has a 
hexagonal morphology with {002} basal faces, {200} and {110} side and {101}, {101}, {112} and {112} chamfered 
faces. At higher driving forces, the chamfered faces disappear first, followed by the {200} faces. This corresponds 
well to our experimental results and is explained in terms of the energies involved in the formation of 2D nuclei at 
the various surfaces. Thus, the various morphologies observed for Gibbsite crystals depending on the driving force for 
crystallization can be explained.
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4.1 Introduction
Gibbsite, y-Al(OH)3, is commercially important as an intermediate in the production of aluminum. In the Bayer pro­
cess, this compound is formed through crystallization from hot supersaturated sodium aluminate solutions [44]. The 
morphology of gibbsite crystals is important for understanding the crystallization process.
The large variety of shapes and sizes in which gibbsite crystals occur when grown from sodium aluminate solutions 
was described in literature [45]. Among these various forms, hexagonal crystals were often observed. The prismatic 
faces of the hexagons are usually indexed as {110} and {100}. These crystals, however, were found to be 6-fold twinned 
with the prismatic faces consisting entirely of {200} faces. The twinning is very understandable regarding the pseudo­
hexagonal structure of gibbsite. In contrast, single crystals of gibbsite possessed a lozenge-shaped morphology, only 
consisting of {110} side faces, despite the pseudohexagonal symmetry. The {200} faces were occasionally observed, 
resulting in truncated lozenges. Figure 4.1 shows the lozenge-shaped crystal habit of gibbsite, indicating all possible 
faces. Monitoring many lozenges revealed that the morphological importance (MI) of the faces follows the sequence: 
MI{002} >  MI{110} > MI{200} > MI{101},{101} «  MI{112},{112}. The lozenges bounded by {110} faces grew laterally 
much slower than the twinned hexagons bounded by {200} faces. The growth mechanisms resulting in the various mor­
phologies have been treated elsewhere [45,46,47]. The main result is that all faces grow by a 2D nucleation mechanism 
or a 2D contact nucleation mechanism. In addition, spiral growth is observed on the {002} faces occasionally.
Figure 4.1. The basic lozenge-shaped morphology o f gibbsite single crystals, showing all experimentally 
observed faces. The {002} and {110} faces are always present. The thickness o f the crystals is severely 
exaggerated for clarity’s sake.
The theoretical morphology of gibbsite crystals has already been studied by other authors. The morphology was 
predicted by Boistelle, as mentioned in ref [48], according to the periodic bond chain theory. This resulted in a hexag­
onal habit parallel to {002} with {200}, {110} and {010} prismatic faces and small {101}, {101}, {112}, {112} and 
{011} chamfered faces. Lee et al. [49] calculated the equilibrium and growth morphology of gibbsite based on the sur­
face energy and the attachment energy, respectively, of the various crystal faces using the computer code M a r v in  [50]. 
The calculations use a potential model with Coulombic and covalent-type forcefield contributions. The effect of sur­
face relaxation was included to predict the gibbsite crystal morphology. Both the equilibrium and growth morphology 
possessed a hexagonal habitwith the {002} faces being the most dominant. The equilibrium morphology was further 
bounded by the {101}, {101}, {112} and {112} faces, whereas the growth morphology was bounded by the {101}, 
{101} and prismatic {110} faces. The {002} face of the growth morphology was elongated along the [010] direction. 
Fleming et al. [51] developed these computer modeling techniques further. The predicted equilibrium morphology was 
similar to the one described by Lee et al. [49] with, in addition, small prismatic {200} and {110} faces. The growth 
morphology elongated along b was bounded by the {112}, {112}, {101} and {101} faces. The authors suggested that 
the equilibrium morphology predicted was in reasonable accordance with the experiments, which yielded hexagonal 
platelike crystals. However, the calculated morphological importances (MI) of the chamfered {101}, {101}, {112} 
and {112} faces were much higher than in their experiments [51]. Very recently, Fleming et al. studied the effect of 
sodium and potassium surface incorporation on the morphology of gibbsite crystals [52]. In these computer modeling 
studies they were able to interpret the elongated prismatic faces, as compared to the equilibrium morphology based on 
the attachment energy. Moreover, they concluded that the cation incorporation would be easier for the {200} faces as 
compared to the {110} faces, resulting in a morphology approaching the lozenge-shaped basic morphology observed by 
Sweegers etal. [45].
In this chapter, the growth morphology of gibbsite is calculated according to an extended connected net analysis. 
After a short introduction on such an analysis, a concise summary of the results is presented in section 4.3. This section
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also describes the definition of the growth units in the covalent gibbsite structure as well as the interaction energies 
between them calculated with an adapted version of the computer code G u l p  [53]. Using the attachment energies, a 
growth morphology was obtained, resembling the one described previously by Lee et al. [49]. Furthermore, Monte Carlo 
simulations of 2D nucleation were used to simulate gibbsite crystal growth taking the actual bond structure of the various 
faces explicitly into account. The results are in very good agreement with the experimental morphology, suggesting that 
the MI of F-faces is not well described by their attachment energies, but rather by the energies involved in creating 2D 
nuclei on the surface. This will be explained in section 4.5 on the basis of a detailed topological connected net analysis.
4.2 Morphology Prediction
4.2.1 Hartman-Perdok Theory
Hartman and perdok (Hp) developed a theory that relates the crystal morphology to its internal crystal structure on the 
basis of the bond energies between the growth units [30, 31, 32]. In their approach, the structure of a crystal consists of 
uninterrupted chains of strong bonds (called periodic bond chains, pBCs) formed between growth units, which can be 
atoms, molecules or ions, whichever manifest in the mother phase. The periodicity of these chains run along specific 
crystallographic directions. Hartman and perdok showed that, in general, crystals are bounded by facets that are parallel 
to at least two intersecting PBCs. These faces are called flat faces (F-faces) and usually determine the morphology of 
crystals. This follows from the fact that these faces {Ml} have the largest slice energy E ^ ,  i.e. the sum of the energy 
within a slice of thickness dhkl, and thus the smallest attachment energy, E^ , because:
E T  =  E fkl +  (4.1)
where E k st is the crystallization energy. Faces with a small attachment energy usually grow relatively slowly. The 
small growth rate of F-faces implies that they will be the most prominent faces on a growing crystal and, therefore, have 
a high MI.
Conversely, the Hartman-Perdok theory can be used to calculate or even predict the morphology. Combinations 
of nonparallel intersecting PBCs generate connected nets. From these, a morphology can be constructed using their 
attachment energies. The relative growth rate RhkI of F-faces is usually considered to be directly proportional to E^h :
Rhkl x  Efkl■ (4.2)
However, the growth rate of a face depends on the actual growth mechanism of that face. In addition, supersaturation, 
temperature and solid-fluid interaction are known to influence the growth mechanism. They are not accounted for in 
automated morphology prediction methods to date.
4.2.2 Connected Net Analysis
For a HP-analysis the growth units have to be defined along with all the interaction energies between them in the crystal 
structure. This results in a set of growth units and bonds, which is called the crystal graph. From this crystal graph, it 
is possible to determine the PBCs and connected nets for all orientations (hkl) with thickness dhkl using the computer 
program F a c e l if t  [29]. Equivalent connected nets are separated by the interplanar distance dhkl, corrected for the 
Bravais-Donnay-Friedel-Harker (BFDH) selection rules of the space group [33]. After construction of the connected 
nets, the relative MI of the resulting F-faces has to be determined. This can be done using the assumption that the 
growth rate is proportional to the attachment energy (eq 4.2). A refinement of the HP theory relates the morphological 
importance of a face (hkl) to its roughening temperature, which defines the transition from a smooth to a rough interface. 
This order-disorder phase transition is characterized by a critical Ising temperature dRk], which has even been used 
directly as a measure for the relative MI [40]. The Ising temperature can be determined from the connected nets of a 
face and their bond energies.
Often, more than one connected net is found for an orientation (hkl). The problem is to determine which connected 
nets are relevant for the growth of that crystal face {hkl}. In the case where one connected net has the lowest E^ , the 
facet is expected to be determined by that connected net. The specific bonding topology of the crystal graph, however, 
can cause a relatively small edge energy for two-dimensional nuclei on the corresponding face [54, 40]. This results in 
a relatively low roughening temperature or low threshold for kinetic roughening and a lower MI of that particular face. 
A special case of the latter situation occurs for symmetry related connected nets, equal in energy, which may result in 
an overall zero edge energy for that crystal face [38, 33, 39]. This results in a roughening temperature of zero Kelvin 
and, consequently, these faces grow rough, although the nets separately have a finite Ising transition temperature and 
possibly a small attachment energy. This phenomenon is called symmetry roughening. As a result of all these effects the
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assumption that the growth rate, RhkI, is proportional to the attachment energy, does not hold. Therefore, the actual 
edge (free) energies together with the relevant growth mechanism offer the best indication for the actual growth rate of 
a crystal face.
4.3 Connected Net Analysis of Gibbsite
4.3.1 Structure of Gibbsite
Gibbsite, y-Al(OH)3, has a monoclinic space group, P21/n , with cell parameters a = 8.684 A, b = 5.078 A, c = 9.736 A, 
and P = 94.54°. The asymmetric unit contains two Al(OH)3 molecules resulting in a total of 8 molecules per unit 
cell [55]. The BFDH selection rules for the space group P21/n  are {h0I} : h  + 1 = 2n and {0k0} : k  = 2n. Note 
that the Miller indices are corrected according to the selection rules of the spacegroup. The structure of y-Al(OH)3 is 
pseudohexagonal, with the c axis as the pseudohexagonal axis and consists of double layers (AB) of close packed OH 
groups with Al atoms occupying two-third of the octahedral interstices within the layers [56]. The AB layers are stacked 
according to the sequence • • -AB-BA-AB-BA- • •. Figure 4.2 shows the atomic arrangement of the hydroxide groups 
and aluminum atoms in the crystal structure.
Figure 4.2. Projections o f the atomic arrangement o f the gibbsite structure; on the left, a view along b: the 
structure consists o f double layers (AB) o f close packed OH groups with Al atoms occupying two-third of 
the octahedral interstices within the layers; on the right, a top-view o f an AB layer along c: each aluminum 
atom is octahedrally bonded to three O atoms o f layer A and to three O atoms o f layer B. Because one-third 
o f the octahedral interstices is empty, the hexagonal arrangement is somewhat distorted as indicated by the 
arrows leading to a pseudohexagonal arrangement [56].
4.3.2 Growth Units
To apply the connected net analysis to the structure of gibbsite, the relevant growth units of the crystal growing from 
solution must first be defined. It is assumed that the growth of gibbsite takes place by the addition of Al(OH)3 from 
dissolved Al(OH)-  thereby releasing an OH-  group [46]. Therefore, one Al(OH)3 group is considered to be the growth 
unit. These growth units can not be chosen unambiguously in the AB layer, because each O atom is shared between 
two Al atoms and each Al atom is octahedrally surrounded by six O atoms. Moreover, the interaction of aluminum and 
oxygen is known to be significantly covalent instead of being purely Coulombic [57]. This suggests that the crystal 
growth process behaves partly as a chemical reaction, creating a kind of supramolecular AB layer, making it even more 
difficult to define separate growth units in the crystal structure. However, because part of the Al-O interactions are 
already present in the solution, and only rearrange after integration in the gibbsite structure, the definition of Al(OH)3 
as the growth unit seems reasonable. This results in eight growth units per unit cell, situated at the positions which are 
given in Table 4.1. These positions correspond to four Al atoms in the lower AB layer and four Al atoms in the upper 
BA layer.
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Table 4.1. Fractional coordinates o f the growth units in the unit cell o f gibbsite. In addition, the symmetry 
relations between the growth units are given.
Growth unit Position Symmetry
x 7 z 2, n 1
1 0.163904 0.545691 0.995792 2 4 3
2 0.336096 0.045691 0.504208 1 3 4
3 0.836096 0.454309 0.004208 4 2 1
4 0.663904 0.954309 0.495792 3 1 2
5 0.335109 0.041911 0.996412 6 8 7
6 0.164891 0.541911 0.503588 5 7 8
7 0.664891 0.958089 0.003588 8 6 5
8 0.835109 0.458089 0.496412 7 5 6
4.3.3 Bond Energies
As was mentioned in the previous section, it is impossible to define the growth unit as a separate Al(OH)3 molecule 
within the AB layer in the crystal structure. Therefore, an unconventional approach is adopted. A growth unit is defined 
as an aluminum atom with half of each of its six surrounding hydroxide groups. This implies the use of an occupancy 
factor of one-half for each of the six hydroxides, resulting in an Al(OH)6/2 growth unit. Thus, these growth units share 
each of their hydroxides with a first neighbor aluminum and maintain the stoichiometry in this way. The sum of the 
interactions between these growth units instead of the total crystal energy produced by taking all the interactions into 
account is determined. Effectively, this energy includes half of the Al-O interactions because this fraction was already 
present in the solution. Further interactions caused by solvation are neglected and it is assumed that those interactions 
do not influence the relative order of appearance of the different faces. The AB-BA layer-layer interactions are formed 
by hydrogen bonds between the hydroxides and can be calculated straightforwardly.
The interaction energies between the growth units needed for the Hartman-Perdok method were determined using 
a forcefield approach. For this, an adapted version of the General Utility Lattice Program (G u l p ) by Gale [53] was 
used. Because GULP is only capable of calculating lattice energies and not bond energies between the growth units, 
for convenience the code was adapted to be able to determine all the individual bond energies between the growth 
units in a single calculation. Forcefield parameters were taken from the results of Fleming et al. [51], which had been 
fitted to reproduce the crystal structure and its vibrational modes. The gibbsite structure was relaxed using the default 
improved Newton-Raphson minimization algorithm in G u l p . The bonds were calculated as the sum of the pairwise 
atomic interaction energies between the growth units using the occupancy factor described above. Table 4.2 shows the 
asymmetric set of significant interaction energies. The 1 - 1  [010] and 1 - 3  [001] bonds show that our definition of a 
growth unit, which is charge neutral, circumvents the strong long-range interaction energies encountered in the structure 
between separate, charged aluminum atoms and hydroxide groups. Because the latter bonds are relatively weak, they 
can be neglected.
Table 4.2. Growth unit interaction energies in gibbsite obtained from forcefield calculations. The transla­
tion denotes the unit cell o f a second growth unit relative to the first in the [uvw] direction. A translation 
[000] implies, thus, that the interaction between two growth units inside one unit cell is considered. The 
six strongest interactions represent the crystal graph. These are used for the connected net analysis.
Growth units Translation Energy (kJ/mol) Label
1 - 5 [010] -2410 o
5 - 7 [011] -2444 P
1 - 5 [000] -2428 q
1 - 3 [101] -2447 r
1 - 6 [001] -209 s
1 - 6 [000] -227 t
1 - 1 [010] 6.40
1 - 3 [001] -36.7
1 - 2 [000] -69.5
Among the hydrogen bond interactions between the AB layers, one can recognize a nearest neighbor and a second
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nearest neighbor type of interaction. These two types of interaction are oriented, respectively, perpendicular and oblique 
relative to the layer plane. The nearest neighbor interaction perpendicular to the layers effectively combines three 
hydrogen bonds, whereas the oblique interaction is only made up of one. Each neighbor interaction in the layers consists 
of two Al-O-Al interactions, as can also be seen in Figure 4.2. The minimization of the gibbsite structure showed a 
similar effect on the hydrogen positions as was reported by Lee et al. [49]. The hydrogen bonding oxygens tend to divert 
from the crystallographic positions, distorting the hydrogen bond pattern. This shows that the hydrogen bond potential 
is not accurately reproduced by the forcefield and indicates a strong repulsive effect of the forcefields.
4.3.4 Crystal Graph and Predicted Morphology
The analysis is limited to the first six interactions presented in Table 4.2. Adding the oblique bonds between the lay­
ers (-69.5  kJ/mol) turned out not to add any important faces, making the further analysis unnecessarily complicated. 
Moreover, this bond is not significant compared to the strongest bonds. The set can be completed by applying the 
crystallographic symmetry operations.
Thus, the set of significant interactions is reduced to strong nearest neighbor interactions within the layers and the 
much weaker AB-BA interactions between the layers. This reduces the structure of gibbsite to a basic crystal graph with 
each growth unit having 5 bonds, two of which connect the AB layers; the other three being situated within a layer (see 
Figure 4.3). Using this crystal graph, all connected nets of gibbsite were determined along with their associated E fh  
energies [29, 34]. Table 4.3 presents a summary of all 251 connected nets found. For each face {hkI} the attachment 
energy of the strongest connected net is given. The crystal graph looks rather simple because of the symmetry relations 
between various bonds. The relatively large number of connected nets is the result of the large number of growth units 
(8) in the cell.
Table 4.3. Connected nets found for the gibbsite structure as defined in the crystal graph. The interplanar 
distance dhki and the number (no.) o f connected nets are given, as well as the attachment energy o f the 
strongest connected net.
{hkI} dhkI(A) no. E m  (kJ/mol)
{002} 4.853 2 -1744
{200} 4.328 26 -9782
{110} 4.380 45 -9676
{101} 6.220 20 -5724
{101} 6.730 20 -5730
{011} 4.499 46 -10548
{112} 3.189 4 -13374
{112 } 3.318 4 -13377
{111} 3.934 38 -12940
{111} 4.054 38 -12940
{211} 3.064 4 -17849
{211} 3.178 4 -17849
By applying the Wulff construction to the calculated attachment energies (eq 4.2), the conventional growth morphol­
ogy of gibbsite was determined (see Figure 4.4). The most prominent faces on this morphology are the {002} faces. 
Furthermore, it shows the {110}, {101} and {101} faces and very small {011} faces. This predicted morphology is sim­
ilar to the growth morphology predicted by Lee etal. [49]. The presence of relatively large {101} and {101} chamfered 
faces results in a morphology elongated along b.
4.4 Monte Carlo Simulation
Although morphology predictions based on attachment energies usually correspond reasonably well with experimental 
results, the predicted morphology of gibbsite is not in accordance with the basic experimental growth morphology, as 
shown in Figure 4.1. To study the discrepancies between the theoretical and experimental morphology, a Monte Carlo 
algorithm for crystal growth was used, implemented in the program M o n t y  [58,59]. This algorithm can simulate crystal 
growth from an isotropic mother phase in any direction on any given crystal, using the crystal graph. At present, a 2D 
nucleation mechanism is implemented. By calculating the probability to attach or detach growth units on every site on the 
crystal face, its growth can be simulated using the Monte Carlo algorithm. As is shown from a fit of theoretical growth
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Figure 4.3. The crystal graph of the simplified gibbsite structure, illustrated with only Al atoms represent­
ing the growth units. There are eight growth units per unit cell, each having five interactions connecting 
neighboring growth units. The different interactions are denoted by o, p, q, r, s and t (see Table 4.2). The 
three bonds inside an AB layer (o, p  and q) are formed by double-hydroxo bonds. The bonds between the 
layers (s and t) are much weaker. Each one consists o f three hydrogen bonds.
Figure 4.4. The growth morphology o f gibbsite based on E^ , with {002} basal, {110}, {101} and {101} 
side and small {011} faces.
rate equations with experimental growth rate data, that a 2D nucleation mechanism is the most plausible mechanism 
for gibbsite crystallization for all faces without defects [46]. Thus, M o n t y  should be well-suited for gibbsite. The 
simulations were performed for all faces of Table 4.3 and, in addition, for the face {010} which has no connected nets. 
Figure 4.5 shows the simulation results. The graph presents the sticking fractions for the various faces versus the driving 
force for crystallization, which is specified as the energy of a growth unit in the mother phase. Equilibrium (-pT=0) is at 
-3862 kJ/mol. The sticking fraction is the ratio of the amount of attached growth units minus the amount of detached
# —#growth units and the amount of attached ones, att# det. Decreasing the absolute chemical potential of a growth unit in
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Figure 4.5. MONTY simulation results o f the sticking fraction versus driving force for the faces o f gibbsite 
crystals. The driving force is specified with respect to the energy of a growth unit in the mother phase, the 
equilibrium lying at -3 8 6 2  kJ/mol. The curves appear in the order o f the legend.
the mother phase corresponds to increasing the driving force -¡py • In Figure 4.5, the onset of a particular growth curve 
indicates the threshold of the driving force at which that face starts to form stable 2D nuclei and, thus, to grow fast. 
The higher the threshold driving force, the more stable the face (i.e. higher MI). The graph indicates that the different 
faces of gibbsite behave differently. At zero driving force, the {010} faces grow rough. This is in accordance with 
the fact that the {010} faces have no connected nets. It seems that the {011}, {211} and {211} faces also grow rough: 
immediately after applying a driving force -¡py > 0, the relative growth rates are 4 for {011} and |  for {211} and {211}. 
This suggests that because of the topology of the faces these fractions of the crystallographic positions are available for 
growth without a barrier. Nevertheless, there is a barrier for the remaining fraction of the growth units. On the whole, 
these forms will not show up on the morphology.
The next group of faces that starts to grow at increasing kpT are the {101}, {101}, {111}, {111}, {112} and {112}
chamfered faces, although the Ejkj of the {101} and {101} faces is such that a large MI of these faces would be expected. 
The onset of growth for the chamfered faces occurs far earlier than for the {200} and {110} side faces. The difference 
between these latter faces shows that the {200} faces must have a significantly lower MI than the {110} faces, although 
their Ejk] is nearly identical. The curve for the {002} basal faces is shown in the inset of Figure 4.5. These faces start 
to grow at much higher driving force, indicating a very high MI. These results^how that the M Ifor the relevant gibbsite 
faces would follow: {002} >  {110} > {200} > {112}, {112} «  {111}, {111} ~  {101}, {101}. This is, in contrast to 
the E^k] results, in agreement with the experimental results (see also Figure 4.1).
The simulations show that at zero driving force, the growth morphology of gibbsite will be hexagonal with {002}, 
{110}, {200}, {112}, {112}, {101} and {101} faces, as shown on the left side of Figure 4.6. This is in fact the 
equilibrium morphology determined by the specific surface energy. The simulation results show only a very small 
difference between the {112}, {112} and the {111}, {111} faces. On gibbsite crystals mainly the {112} and {112} 
faces are observed. By increasing the driving force, first the {101}, {101}, {112} and {112} chamfered faces start to 
grow rapidly at relatively low driving force, followed by the {200} and {110} prismatic faces, respectively, at higher 
driving force. Figure 4.5 suggests that at a value of approximately-2640 kJ/mol for the effective driving force, the 
{101}, {101}, {112},and {112} chamferedand {200} prismatic faces grow much faster than the {002} basal and {110} 
prismatic faces, generating a lozenge-shaped morphology. At the highest driving force, all side faces grow kinetically 
rough resulting in a rounded morphology. The {002} faces stay flat even for very high driving forces.
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Figure 4.6. Morphology of gibbsite for increasing driving force based on the simulation results. The 
morphology on the left is the equilibrium morphology. All top faces are {002}.
4.5 Connected Nets and 2D Nucleation
In this section, we will explain the difference between the attachment energy prediction and the results of the Monte 
Carlo simulations for a few of the relevant faces. The analysis is based on the determination of the energies involved in 
the formation of 2D nuclei on the various faces. For a 2D nucleation mechanism, a crystal face grows by the repetitive 
formation of clusters of growth units on the supposedly flat surface. Such clusters are called 2D nuclei. Most of 
these nuclei dissolve (or evaporate) again because their small volume makes the surface energy of the nucleus too large 
compared to the energy gain, which is proportional to the volume. Beyond a critical size, a 2D nucleus becomes stable 
and it can grow out to form a complete layer on the surface. At that moment, the surface has grown by a layer with the 
thickness of the interplanar distance, determined by the orientation of the surface.
The size of the critical nucleus depends on the driving force for crystallization (e.g. supersaturation) and on the 
surface free energy of the nucleus, as can be seen in standard analytical expressions for 2D nucleation mechanisms (e.g. 
the birth and spread model). For 2D nucleation, the surface free energy (loss) of the nucleus is usually called edge or 
step free energy, because of the 2D nature of the nucleus.
The smaller the edge free energy, the larger the growth rate, because the smaller the size of the critical nucleus. 
Thus, the smallest edge energies achievable for any nucleus on a specific surface determine the actual growth rate for the 
orientation of the surface. The aim is to find the 2D nuclei with the smallest edge energies. For that purpose, we present 
projections of the surface as determined by the most stable connected net representing the flat surface. The aim of the 
Figures 4.7- 4.10 is to find the 2D nuclei with the smallest edge energies. Therefore, Figures 4.7- 4.10 are not top-views 
of the surfaces but rather side views.
To find the edge energy, we will assume a rectangular nucleus with straight edges. The lowest edge energies are 
found in directions along strong PBCs in the connected net. Therefore we study projections of the crystal graph along 
such directions and determine the edge energies of profiles which are sections of the 2D nucleus perpendicular to those 
PBCs. Obviously, we neglect entropic contributions.
4.5.1 {101} and {101}
Based on the E ^  criterion, the {101} and {101} faces are the most prominent side faces. For these orientations, 20 
connected nets were found (see Table 4.3). The results of M o n t y  , however, suggest that the edge energy for realizing 
a 2D nucleus on the surface is relatively low, resulting in a small MI.
First, attention is focused on the {101} form. To determine the edge energy, a 2D nucleus on the surface of a {101} 
face must be constructed. Figure 4.7 shows the most stable connected net of the {101} faces in the [010] projection. 
Along the [101] direction, this net consists of d, r  and t bonds. The attachment bonds are the p  and s bonds. Note 
that each d  bond inside the layer is made up of two bonds, o and q, of the crystal graph in a zigzag pattern along 
the [010] direction. In the [101] direction, several profiles for nuclei can be made. The nuclei with the smallest edge 
energies are indicated in Figure 4.7 by the profiles a S f iy  and a 8 e y  (the profile a f ie y  is identical to a S fiy ). The edge 
energies of the nuclei are calculated as the difference in broken bond energy for the surface with and without a nucleus. 
In the case of the a S f iy  nucleus, the surface energy is the difference of profiles a S f iy  and a f iy  which is equal to 
r  +  2t +  p + 2s — p  — 2s — p  — 2s = r + 2 t — p  — 2s =  39 kJ/mol. In the case of the larger nucleus, the broken bond energy 
is the difference of a 8 e y  and a f i y  which is also r  + 2t — p  — 2s =39 kJ/mol. Consequently, adding additional growth 
units of the profile f iS e y  does not change this edge energy. It is noted that, when adding growth units in the [010] 
direction, the edge energy of 39 kJ/mol is encountered for each profile a 8 e y  along [010].
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Figure 4.7. [010] projection o f the crystal graph o f gibbsite. The horizontal heavy line represents the flat 
surface. The heavy triangles represent side views (profiles) o f different 2D nuclei on top o f that surface. 
The strongest connected net o f the {101} face is indicated by the bold bonds d, r  and t. Two nuclei with 
similar profiles and identical edge energy are indicated by aS fiy  and aSey. The bond d consists o f two 
bonds, o and q, in a zigzag pattern along the [010] direction. The growth units indicated with o and A , 
correspond to those o f Figure 4.8 and are referred to in the text.
-------o
-------- p
-------q
------- r
........ s
-------- 1
b
Figure 4.8. The strongest connected net o f the {101} orientations in the [101] projection. The small 
nucleus aS fiy  o f Figure 4.7 only contains the growth units indicated with o; the larger nucleus contains 
those indicated with and .
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Next, we consider the [101] projection of the {101} faces as presented inFigure 4.8. The strongest connected net is 
indicated in bold bonds. The edge energy of 2D nuclei in the [010] direction can be calculated in a similar way as for 
Figure4.7. The edge energy of the profile a y e o S fi  equals4o +  4q+  4s+  2 p  — 4s — 2 p  = 4o + 4q =  19352kJ/mol. Note, 
that the large nucleus a 8 e y  of Figure 4.7 is represented in Figure 4.8 by the six growth units indicated with o and A. 
Given the results for the two projections the total edge energy of a rectangular n  x m  2D nucleus consisting of n  profiles 
a 8 e y  of Figure 4.7 and m  profiles a y e o S fi  of Figure 4.8 can be calculated. It becomes 39 • n + 19352 • m  kJ/mol, except 
for a minor correction of the corners of the nucleus. This correction amounts —2q = 4856 kJ/mol.
Figure 4.8 suggests that a nucleus of height 2 d101, i.e. the profile a y S fi with four growth units, is possible. Such a 
profile, however, corresponds to the profile a S f ie y  in Figure 4.7 and, in fact, consists of two neighboring nuclei. The 
edge energy of these separate nuclei in the [101] direction is the same as for the large nucleus a 8 e y  inFigure 4.7. In the 
[010] direction the edge energy of the separate nuclei equals 2o +  2t + r  — 2s — p  = 4859 kJ/mol or 2q +  2t + r  — 2s — p  
= 4895 kJ/mol for the corresponding nuclei translated over 2 b. _
Thus, the most favorable nuclei will be those with edge energies of 39 kJ/mol in the [101] direction and 4859 kJ/mol 
in the [010] direction. The edges of such nuclei give rise to the lowest nucleation barrier. Stable nuclei formed during 
the simulations are indeed bounded by these edges. They are composed of only two growth units in the [101] direction 
and are strongly elongated in the [010] direction. The growth of the {101} layer by only these nuclei is, however, not 
possible, because they do not generate a complete growth layer, d101. The formation of one layer d101 is only possible 
by making nuclei of the size a 8 e y , as shown in Figure 4.7. The {101} faces grow through the formation of the nuclei 
a 8 fi  and adjacent f ie y  (Figure 4.7) on which the remaining growth units are added to create the nucleus a 8 ey . Thus, 
the growth behavior of the {101} faces is not determined by the n  x m  nuclei but rather by the formation of the small 
nuclei of Figure 4.7.
It has been demonstrated by Monte Carlo simulations for a rectangular lattice that a small edge energy in a single 
direction results in a low nucleation barrier [33, 60]. Therefore, these faces will grow faster and become rough at lower 
driving forces as compared to isotropic faces. Thus, the {101} surfaces of gibbsite crystals will easily form nuclei at 
low driving forces which are elongated in the [010] direction. This explains why this face has a much lower MI than 
expected on the basis of Ehkj (eq 4.2).
In ref [45] it is reported that the MI for {101} and {101} side faces are unequal. M o n t y  simulations indeed show 
a slight difference in the onset of the curves. Calculation of the edge energy of nuclei on the {101} faces in the [101] 
direction leads to 33 kJ/mol. The difference of 6 kJ/mol in energy of the “cheapest” edges for these two faces is reflected 
in the separation of the simulation curves in Figure 4.5 by approximately 7 kJ/mol.
The edge energy of nuclei in all other possible directions [uvw] must be much higher, because they do not follow 
PBC directions.
4.5.2 {200} and {110}
d lo*l> 
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(a) {200} (b) {110}
Figure 4.9. [001] projections o f the strongest connected nets o f the respective faces. On both surfaces, 2D 
nuclei are drawn. In these figures, the d bonds are composed o f o and q bonds which are mutually different 
in orientation. The g  bonds are composed o f p  and r  bonds.
In Figure 4.9a, the [001] projection of the gibbsite crystal graph is drawn, showing the strongest {200} connected 
net by the bold bonds. These nets are easily recognized in the crystal graph of Figure 4.3. There are two possibilities 
for constructing energetically favorable nuclei in the [010] direction. The edge energy for these nuclei is calculated by 
determining the broken bond energies of the surfaces bounded by a S f iy  and a 8 e y  compared to the energy of the surface 
bounded by a fiy . In the [001] direction both nuclei contain two growth units. Counting the broken bonds along [010]
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results in an edge energy of d  + d  -  g  = 2o +  2q -  p  -  r  = 4785 kJ/mol for both nuclei. The edge energy of 2D nuclei 
in the [001] direction of this face is the broken bond energy of hydrogen bonds, which is 2t, or 2 c further, 2s for both 
nuclei. These evaluate to 454 and 418 kJ/mol, respectively. The small difference between these two alternative edges 
shows that the surface is expected to show both. Note that the nucleus a 8 e y  with three growth units is necessary for the 
formation of a complete growth layer of height d200, a situation comparable to that of the {101} faces. This implies that 
the relevant nuclei consist of edges having energies of o + q -  r  =2391 kJ/mol or o + q -  p  = 2394 kJ/mol for the ones 
running along [001], and 6s = 1254 kJ/mol up to 6t = 1362 kJ/mol along [110]. __
Figure 4.9b shows the [001] projection for the {110} faces. The edge energies in the [110] direction for the nuclei of 
the {110} faces were calculated to be q + p  -  o =  2462 kJ/mol and o + r -  q =  2429 kJ/mol, respectively. In the [001] 
direction of this face the edge energy is the same as for the corresponding direction of the {200} faces.
From these results, it is concluded that the nucleation barrier for making a 2D nucleus is lower for the {200} faces 
than for the {110} faces, resulting in a larger MI of the latter. Although the difference in edge energy is small, which was 
also reflected in the onset of the curves from the M o n t y  simulations, it is still significant. Hence, the results strongly 
suggest that the edge energy difference is of sufficient magnitude to enable the formation of lozenge-shaped crystals 
under suitable conditions.
4.5.3 {002}
Figure 4.10. [010] projection of the {002} face of gibbsite. Several possible nuclei are possible of which 
three are indicated. They follow the profiles aSefiy, afietyy, or aSe^y.
On the {002} surface of gibbsite, only Kossel-like nuclei can bemade as can be seen in Figure 4.10. The relevant 
directions in the pseudohexagonal structure are [010], [110] and [110]. In each direction several nuclei can be made. 
The edge energy can be calculated, as shown before, by determining the difference in broken bond energy between 
the two surfaces. The edge energy in the [100] direction is p  + r  + 2s — 2 t (4855 kJ/mol) for the a S e fi  nuclei, and 
p  + r  +  2t — 2s (4927 kJ/mol) for the fietyy  nuclei. The edge energy for the complete nucleus a S e tyy  is 2 r =  4894 kJ/mol 
or, alternatively 2p  =  4888 kJ/mol. In the [010] direction, the edge energy for the small nuclei is 2o =  4820 kJ/mol or 
2q =  4856 kJ/mol. Therefore, one can^ssume that the {002} faces grow with the small nuclei of size 1 a. Note that for 
all three directions [010], [110] and [U0] these edge energies are comparable, which leads to isotropic nuclei.
4.6 Discussion
In the previous section, the edge energies have been calculated for nuclei on the experimentally observed surfaces of 
gibbsite crystals. With these results, the morphological importance of the faces is explained and can be compared with 
the growth curves as simulated with the Monte Carlo program M o n t y . The edge energies were determined assuming
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that the connected net with the lowest attachment energy is the dominating surface configuration in that orientation. For 
these surfaces, nuclei with the lowest edge energies were analyzed. However, it can not be excluded that alternative 
nuclei, with somewhat larger edge energies, can play a nonnegligible role in the growth mechanism. Note that the 
algorithm of M o n t y  probes all plausible nuclei with the appropriate probabilities. Nevertheless, the results explain the 
morphological results found both experimentally and in the simulations in great detail.
The main reason for the discrepancies between the experimental morphology and the predicted morphology based 
on the attachment energy, is that the edge energy of 2D nuclei for all relevant faces (besides the {002} faces) involves 
both attachment and slice bonds. This reduces the edge energies drastically. This effect of non-Kossel-like bonding 
topologies has been observed in several other cases [54, 40].
The {101} surfaces easily form elongated nuclei with edges in the [101] and [010] direction with edge energies of 39 
and 11532 kJ/mol, respectively (see also Table 4.4). In all other possible directions the edge energies of nuclei on {101} 
are much higher. The small edge energy in the [101] direction causes the formation of nuclei already at low driving 
force. The edge energy calculations explain why this face has a much lower MI than is expected on the basis of E ^  
(eq 4.2).
Table 4.4. The smallest edge energies o f the nuclei on the most relevant faces. The direction for the edge 
and the corresponding edge energy are given.
form
{Ml}
direction
[uvW\
edge energy 
( kJ/mol )
{002} [100] 4820
[110] 4856
{200} [010] 2391
[001] 1308
{110} [110] 2429
[001] 1308
{101} [101] 39
[010] 19352
{101} [101] 33
[010] 19352
The edge energies of the {200} and {110} faces are almost the same, as presented in Table 4.4. However, the small 
difference in edge energy causes a lower barrier for 2D nucleation on the {200} face than on the {110} face, resulting 
in a larger MI of the latter. This small difference results in the appearance of (truncated) lozenge-shaped crystals. The 
difference in edge energies is, however, rather small. It is interesting to note that in a paper by Fleming et al. this 
difference in energetics between those faces also shows up as a difference in energy needed for the incorporation of 
cations [52]. In their description this energy difference also results in relatively smaller {200} faces.
The {002} face has by far the highest nucleation barrier in all directions, resulting in platelike crystals with limited 
growth along c.
The morphology dependence on the driving force as determined from the simulation results (Figure 4.6) was also 
observed experimentally [47]. Rough side faces were observed for the highest supersaturations, while for lower values 
lozenges and {200}-truncated lozenges were found. Sometimes {101} and {112} chamfered faces were observed. 
The pseudohexagonal morphologies of Figure 4.6 at the lowest supersaturations were, however, not observed in the 
experiments. The hexagonally shaped crystals were (almost invariably six-fold) twinned, showing only {200} side 
faces and {101} chamfered faces. Gibbsite is notorious for its tendency to show no growth at low supersaturations, 
often explained as a result of impurity or self-poisoning effects. This might explain the absence of the near-equilibrium 
morphologies.
In solution, the edge free energies may be different because of interactions with the solution, the presence of com­
plexes, a preordering effect of the mother phase at the interface, or impurities. The interaction of the mother phase with 
the crystal faces may increase or decrease the effective surface and edge energies for crystal faces {Ml}. These effects 
are often used to explain deviations of the predicted morphology from the observed morphology. In our opinion, they 
play a minor role, given our results and are probably limited to small supersaturations.
A remaining point of attention in the prediction of the growth morphology is the calculation of the bond energies, 
especially the hydrogen bond interactions. It is suggested that these are relatively much stronger in reality than calculated 
by the adapted G u l p  program. This may especially affect the relative edge energies and, consequently, the MI of the 
basal face versus the side faces, because the interaction between the AB layers are only composed of hydrogen bonds.
Furthermore, surface relaxation can influence the growth morphology. In the analysis it is assumed that the crystal
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structure at the surface and in the bulk are the same. Relaxation lowers the surface energy. However, the difference 
is mostly small and the effect on the structure of the connected nets and, thus, on the edge energies should be small as 
well. Moreover, the effect of surface relaxation turned out not to improve the prediction of the gibbsite morphology [51]. 
o n  the other hand, if it is possible to calculate the individual energies of the bonds at a relaxed surface, the effect on 
edge energies might be considerable because the latter are determined by small differences between relatively large bond 
strengths.
4.7 Conclusions
In this chapter, the morphology of gibbsite crystals was examined on the basis of a detailed connected net analysis. 
Growth units were defined for the gibbsite structure, which contain bonded Al and o  atoms possessing a significantly 
covalent character. The growth units were defined as Al(OH)6/,2 representing an Al atom with half of the six surrounding 
oH  groups.
The six strongest bonds between the growth units have been used in the analysis. It is assumed that there are no other 
relevant interactions in the crystal lattice apart from the bonds defined in the crystal graph. Effects of surface relaxation 
and crystal-mother phase interactions are ignored. The complete analysis of the simplified structure of gibbsite resulted 
in 251 connected nets.
The growth morphology based on is hexagonal tabular parallel to {002} and bounded by the {110}, {101} and 
{101} faces. Although morphology predictions based on attachment energies usually correspond reasonably well to 
experimental results, the theoretically predicted morphology of gibbsite is not in accordance with the basic experimental 
growth morphology.
To study the discrepancies, Monte Carlo simulations based on the edge energy were performed, showing that the 
MI of gibbsite faces is as follows: MI^002j >  MI^110j > MI^200j > MI{112} ~  MI^101j {101}  The equilibrium
morphology at zero driving force is hexagonal bounded by the {002}, {110}, {200}, {112}, {112}, {101} and {101} 
faces. This rich morphology has not been observed experimentally because all hexagonal crystals of appreciable size 
turn out to be six-fold twinned [47]. The specific surface topography of certain nets of F-faces {Ml} leads to smaller 
effective edge (free) energies than expected on the basis of the slice energy. The barrier for making 2D nuclei is low, 
resulting in a relatively high growth rate at low driving force. At higher driving forces, the {112}, {112}, {101} and 
{101} faces start growing fast first, followed by the {200} faces, resulting in a (truncated) lozenge-shaped morphology, 
in accordance with experimental observations. At the highest supersaturations all side faces become rough, which has 
also been observed.
The complete connected net analysis of gibbsite shows that the growth rate of the faces is not proportional to the 
attachment energy, but is determined by the actual edge (free) energy and the relevant 2D growth mechanism. Further­
more, the definition of the Al(OH)6/,2 growth units is justified because this model describes the experimentally observed 
morphologies as a function of the supersaturation well.
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Chapter 5
M o n t y : Monte Carlo Crystal Growth on 
any Crystal Structure in any 
Crystallographic Orientation—application 
to fats
Abstract
A versatile crystal growth simulation program, based on the Monte Carlo algorithm, is introduced. It enables handling 
of any crystallographic orientation. The crystal is modeled by a set of molecular interactions, which are obtained from 
molecular mechanics calculations. The mother phase is parameterized by its bulk thermodynamic properties. As an 
example, the program was used to simulate the growth of various fat crystals. The results show the importance of the 
details of the crystal structure, its energetics and the actual growth conditions upon the crystal morphology. The model 
intends to fill the gap which exists by the fact that supersaturation, temperature, concentration and solvation free energy 
are not taken into account by the established morphology prediction models.
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5.1 Introduction
Morphology prediction is an important analytical tool in materials science. Several methods exist and are available 
in commercial software [61]. These include the geometrically based Bravais-Friedel-Donnay-Harker [35, 36], the 
attachment energy based growth morphology [62] and the surface energy based equilibrium morphology methods [63]. 
These methods produce a static morphology, disregarding the kinetic processes that take place during crystal growth.
Currently, the usually most successful morphology prediction algorithms apply the attachment energy as the growth 
controlling parameter. This energy denotes the amount of energy which is lost when a crystal is cut along the plane 
of a crystallographic orientation. The growth rate of that orientation is presumed to be proportional to its attachment 
energy. Although this principle works reasonably well for a lot of crystals, many cases are known, for which this 
method of prediction fails. Moreover, it is well known that crystal morphologies are heavily influenced by several 
physical parameters not reflected by the attachment energy, which can all be translated into the driving force, A ^, for 
crystallization, often expressed in terms of the relative supersaturation, a . The parameter that determines the effective 
driving force depends on the nature of the mother phase, which can be a solution, a melt, or the vapor phase (sublimation 
growth). For growth from a solution, the driving force is determined by the concentration and the temperature. For 
sublimation growth, the vapor pressure plays the dominant role. In any case, the enthalpy and entropy of the growing 
species, both in the mother phase and in the crystal, determine A ^.
Besides these principal parameters, other effects are known to play a role on the growth rates of the crystal face 
orientations. These include surface reconstruction, impurities, dislocations, interaction of the solvent with the surface 
and orientational effects in the solvent-surface interaction layer [16] All of these effects have been approached by 
modeling methods but are currently out of scope.
Of the two parameters, enthalpy and entropy, the latter is difficult to calculate and in chemical modeling entropy is 
the archetypal fudge factor for explaining differences between predictions and experiments. It is important to note that 
entropy and kinetics are often confused. Entropy is the contribution to the free energy as a result of (the possibility of) 
movement. Kinetics are the actual movements and their rates, determined by the energies of the transition states. In our 
approach the entropy is a parameter in the model. Experimentally, the entropy can be obtained from solubility data.
In this chapter we introduce an energetic model suitable for discrete Monte Carlo crystal growth taking entropy and 
kinetics (as determined by the driving force) into account. The model is derived to describe a system where growth units 
(GU) can exist in two phases, being the crystal phase and the mother phase. The GUs in the crystal phase can only be in 
discrete positions as defined by the crystal structure without any imperfections. GUs in the mother phase are taken into 
account by their mean thermodynamic bulk terms. In our approach, we do not consider (surface) diffusion contributions. 
Such a model has been employed by many authors for relatively simple crystal structures [64,65,66,67,68]. The crystal 
model studied mostly up to now is the Kossel model describing a simple cubic crystal [64]. Our aim is to generalize 
the description of the crystal and mother phases for the purpose of the implementation of a program that can deal with 
any crystal structure growing or etching in any mother phase. Moreover, for morphology prediction, the implementation 
should be able to simulate growth in any crystallographic direction to obtain the growth rate for all the relevant crystal 
faces.
This chapter describes in full detail the thermodynamic model, and some of the key technical details used in our 
implementation, which meets the mentioned objectives resulting in the program M o n t y  [58].
M o n t y  has already been used for various morphology studies including the validation by comparison to earlier 
Monte Carlo simulations based on the Kossel crystal structure and AB-layered structures [39]. The program was also 
applied successfully to paracetamol in water [43] (see also chapter 8) and the basic morphology of y-aluminum (III) 
hydroxide [41] (see chapter 4). The latter studies were performed in combination with an extended connected net 
analysis leading to the explicit determination of the relevant edge energies for 2D nucleation, consistent with the Monte 
Carlo results. Here, we restrict to the validation studies done for three types of fats, crystallizing in different crystal 
structures. Typically, fats define a class of materials for which the traditional morphology prediction models do not work 
well. A solid theoretical background is already established and is supported by experimental observations [42, 40].
5.2 Theory and Implementation of M o n t y
5.2.1 Event Chances
The widely used Monte Carlo algorithm uses the basic principle of sampling a representative part of the phase space of 
the particular system of interest. Random moves are either accepted or rejected based on a chance which is related to the 
energy change involved with that move. To be able to simulate any multi-phase system we should consider the Gibbs 
ensemble [69]. As is done by many authors, however, we shall impose rigorous simplifications on our model to decrease 
simulation time and to be able to sample a significant part of phase space, enabling simulations on the typical time scale
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of crystal growth. Their results showed that crystal growth phenomena can be reproduced well on a discrete crystal 
lattice without considering the continuous movements of molecules and atoms [64, 65, 66, 67, 68]. The discrete model 
implies that growth and etch events can only occur to and from the bulk crystallographic positions without variation of 
molecular orientations. Also, throughout this work, we assume that the simulated systems are sufficiently large to justify 
the assumption that the bulk phase free energies are constant during the course of the simulation. Our trial moves in the 
simulation are restricted to immediate exchanges of GUs between the crystal and mother phases. This restriction defines 
a semi-Gibbs ensemble similar to how the semi-grand canonical ensemble is defined in relation to the grand canonical 
ensemble [69]. In our ensemble, the exchange of GUs between the bulk phases is determined by the difference in 
chemical potential, A p. Hence,
A u _ u moth _  „ o»t _  ( dGmoh)  _ (  dG—  \  (51)
v  v  v  ^ d t m * )  PTNW1I ( d N ^ 1)  PT Nmoth
where N“ oth and Ncryst are the number of GUs in the mother and crystal phase, respectively. In this equation we neglect 
the change in total Gibbs free energy as a result of a change of the interface between the two bulk phases. The Gibbs 
free energy of the GU in either phase, Gphase is given by
Qfhase_HPhase_ j^P^ase_ jjphase +  pyphase_ j^phase (5 2)
where H  is the enthalpy, U  is the internal energy, S  is the entropy, and V  denotes the volume. The temperature, T, and 
pressure, P , are assumed to be homogeneous throughout the system.
When different components of the crystal are present in the mother phase, the free energy for component i is given
by
G noth _  Umoth +  p y moth _  TSmoth. (5.3)
This subscripted expression is only needed for cocrystallizing compounds, where the different GUs have different free 
energies in the mother phase. For simplicity and convenience, these subscripts are further omitted in this work, because 
we will deal with crystals of pure molecular compounds only. Hence, the following equations only apply to pure crystals 
that do not include different molecules such as solvent molecules or cocrystallizing compounds. For those types of 
crystal, the respective individual bulk terms should be adapted in all expressions.
It is important to note that a discrete model for the solid phase implies a discrete number of surface site configurations 
which leads to a discrete number of GU configurations. The number of possible configurations of the GUs at the crystal 
surface is determined by the number of GUs, labeled by i, in the unit cell and by the number of ways these GUs are 
surrounded by their neighbors. In the discrete model, every GU can form a maximum of j t bonds, which defines a limited 
set of molecular interactions, also called the crystal graph which is further discussed in section 5.2.5. Each possible state 
is defined by the combination of the individual states of these bonds, which can either be formed or not, depending on 
whether the respective neighboring GU is present or not. Therefore the total number of possible states of GU i is 2j  and 
the total number of GU configurations per unit cell, Nconf, becomes
Nconf_ E  2 i . (5.4)
i
This number defines the maximum number of possible energy states under consideration during the simulation. For a 
particular state j of GU i the short hand notation i2 j is used. The energy of that GU in the crystal which is equal to the 
total interaction energy with its neighboring GUs is denoted as Ui2j .
Generally, the translational and rotational contributions to the mother phase entropy are much bigger than for the 
crystal phase entropy. This implies that we do not have to consider the differences in entropy of the GUs at various sites 
at the crystal surface. Thus, the entropic part of the free energy difference is fully described by the entropy difference 
between the bulk phases, irrespective of the position at the surface. Accordingly, the change in Gibbs free energy as a 
result of the attachment of a GU at a particular surface site i2 j with an effective loss of mother phase energy Umoth eff 
becomes
AG • _  Uni _  U”oth’ eff +  T A S_  PAy (5.5)i2 i2 i2
where
and
AS _  Smoth _  Scryst (5.6)
A V _ V moth _  ycryst. (5.7)
In our model Umoth eff is assumed to depend on the site energy, such that a GU which attaches to the surface effectively 
loses a fraction of its mother phase interaction energy, which is proportional to the amount of energy gained at the crystal 
surface
Umoth , eff_ umoth (2J_ (5 8)
W  _  Ucryst7 ( . )
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where U^ryst is the bulk crystal interaction energy per GU.
If we assume that every growth and etch event can be taken as microscopically reversible [70], we can relate their 
probabilities by the Boltzmann factor corresponding to the energy difference involved with that event. Hence, using 
eqs 5.5 and 5.8, the expression for the growth and etch probability ratio at the particular crystal site Í2j  becomes
P  growth u .
2  = e- DGaj / kB T = e- ( Uaj- Umoth u j  + TAS-PAV) / kB T (5.9)
p eteh
A statistical thermodynamic basis for the rather intuitive derivation of eq 5.9 can be found in the Appendix.
The microscopic equilibrium condition defined by eq 5.9 is not enough to determine probabilities for the growth and 
etch events to be used in the Monte Carlo simulation since it only relates the ratio between the chances of growth and 
etch events. To proceed, several schemes are possible, which can roughly be classified in three classes. The first scheme 
is that of Metropolis et al. [71]. Here, any event that causes energy to be released is always accepted, whereas trials that 
cost energy may only happen at a probability determined by the corresponding Boltzmann factor. Another choice for 
the probabilities, often used in crystal growth simulations, is obtained by assuming a constant flux of GUs arriving at 
the crystal surface only determined by the driving force [64]. This implies that every growth trial is accepted with the 
same probability, independent of the site where it attaches, while detachment is determined by the energetics of the site. 
A less obvious choice would be to assume an equal probability of etching for every GU at the surface, which is typically 
used for dissolution or etching simulations [72, 73]. The relevance of these various schemes is discussed by Cuppen et 
al. [74]. In our model, to allow full freedom of this choice in the model, we introduce the parameter X in such a way that 
a site independent attachment probability is obtained for X =  0 and a site independent detachment probability for X =  1. 
The condition for microscopic reversibility (see eq 5.9) is maintained for any value of X even outside this range, but 
there the kinetic behavior of the system may become incomprehensible from a physical point of view. The introduction 
of the parameter X , results in the following chances for the growth and etch events:
p g rowth =  e- (X(1- Uucryst )Ul2j +(X — 1)(PDV— TDS))/kB T (5 10)
2  v ' ’
P etch =  e-((X-1)(1- ycryst )U2j+X(PDV-TDS))/kBT (5 11)
The parameter X does not alter the equilibrium condition, determined by the ratio of the probabilities, but the relative 
rates of different growth and etch events do change dramatically with varying X . Ideally, the particular choice of X should 
be optimized for the description of the kinetic behavior of the crystal surface in the simulation. A first interpretation is 
given by Cuppen et al. [74]. A further level of sophistication can be reached by taking separate X ,^  terms for each of the 
exchange states. The parameter X in front of the volume and entropy terms of eqs 5.10 and 5.11 can be omitted; it only 
serves the numerical advantage of keeping the absolute values of the event probabilities in a practical range for varying 
X . Because eqs 5.10 and 5.11 require microscopic reversibility, their applicability is limited to crystallization regimes 
not too far from equilibrium. For now, it can be stated that the optimal choice for the kinetic behavior is left for further 
research and may even be obsoleted by the kinetic Monte Carlo approach (see section 5.2.4).
5.2.2 Sampling Efficiency
The original, well-known importance sampling algorithm by Metropolis et al. [71] uses the acceptance chance for trials 
of increasing energy. This sampling method applies an acceptance factor, which results in the rejection of a certain 
amount of trials during a simulation. Especially at near-equilibrium conditions this means that a considerable amount of 
attempts is rejected and therefore this method is not very efficient. A much more efficient sampling method in terms of 
CPU cycles versus Monte Carlo events can be devised, which accepts every trial. Such a method is found in the so-called 
n-fold way, which was introduced by Bortz et al. [75] and which has been used by many authors since then; e.g. [ ]. 
This method makes use of the limited number of states of GUs, sitting at a limited number of types of lattice sites, as 
defined by eq 5.4. The sum of all the probabilities of all the possible events of etching and growth at the surface, Qn, is 
determined at each Monte Carlo event n. Events are chosen randomly according to their probabilities from the complete 
set of possible events and are always accepted. Obviously, a time correction has to be applied, as was also documented 
by the same authors. They showed that an independent stochastic time increase Atn at trial n should be taken as
Atn _  _ -T- lnRn, (5.12)
Qn
where Rn is a random number within the interval (0,1) and t is the average number of trials in real time.
The random contribution to the stochastic time increase can, however, be omitted for sufficiently long simulations. 
Because Qn and Rn are not correlated, it holds that the total real time, t, that has passed after NMC events is given by
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N m c(  QnlnR ^ )  _  N m c(  Qn )  (lnRn) (5.13) 
_ AMC (  QQn ) l o  lnXdX _  NMC (  Qn )  _  nMMC Qn ’
where Nmc is the total number of Monte Carlo events performed during the simulation. The time increase, thus, 
simplifies to
T
Atn _ T - , (5.14)
Qn
which also circumvents the numerical problems that occur for values of Rn close to 0. It should be noted that fluctuations 
of the growth rate are greatly reduced by this approximation, which we regard as an additional advantage, since this 
allows shorter simulation times for equally reproducible results. t is taken as the total number of particles per layer of 
slice cells, which corrects for the arbitrary size of the simulation box taken for the simulation as well as for the amount 
of GUs in the unit cell.
5.2.3 Solid To Solid Condition
Many discrete Monte Carlo simulations of crystal growth utilize the Solid-On-Solid (SOS) condition [64]. This more 
or less pragmatic condition applied to the Kossel and related models, implies that GUs can only attach to the surface 
at sites for which all the sites below it are occupied. This condition avoids overhangs and inclusions. In the present 
case, however, the model is abstracted to such an extent that this restriction can not be applied straightforwardly, because 
the concept of height is no longer well-defined. Therefore, as an alternative, we introduce the Solid-To-Solid (STS) 
condition, which implies that GUs are merely restricted to attach to the surface, forming at least one bond, instead of 
strictly on top of it. This does allow for overhangs and inclusions, which can change the growth behavior dramatically 
at higher supersaturations. We believe that this approach mimics true growth conditions better. The STS method does 
not allow the nucleation of new crystals in the mother phase. This is clearly an artificial condition, because nucleation 
of new crystals can always occur in experimental conditions with sufficiently high supersaturations, but is less relevant 
for the purpose of morphology prediction. Moreover, the barrier for 3D-homogeneous-nucleation is higher by definition 
than any 2D nucleation barrier, which means that the growth rate of a typical crystal face, mechanistically, can not be 
influenced significantly by disallowing 3D-nucleation. For practical reasons, the use of an STS model is convenient, 
because growth can only take place at the boundary layer. This allows for an implementation of a limited data structure. 
To maintain the symmetry of the chances in our model and thereby keeping equilibrium at A^ _  0, etching of a fully 
bound (bulk) GU is prohibited as well.
5.2.4 Kinetic Monte Carlo Approach
Crystal growth takes place under non-equilibrium conditions. Therefore, instead of the Metropolis scheme, or impor­
tance sampling, which works well to sample systems in and close to equilibrium, we can optionally use the kinetic 
approach. In this approach, we do not use the principle of microscopic reversibility. Instead, the event chances are re­
lated to the kinetic rate constants and thus to the respective energies of activation of the events sampled. The probability 
for an event of moving from state A to B  is determined by the transition state T  according to
P (A  ^  B) ~  e_AGA (5.15)
and from B  to A by
P ( B ^  A) ~  e_AGB, (5.16)
where AG* is the free energy needed to access a transition state T  (see Figure 5.1). It can easily be shown that this 
approach is fully compatible with the former approach at the equilibrium condition. The probability of reaching the 
transition state from state A is given by
P (A  ^  T ) _  e_AGA. (5.17)
Therefore, in equilibrium we find an equal propensity of the transition state Tw - from the two phases denoted by A and 
B. Hence,
P ( T ) _  e_AGAP (A) _  e_AGB P (B), (5.18)
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TFigure 5.1. The phases A and B are mutually accessible via a transition state T. The probabilities for 
reaching the transition state are determined by their transition free energies A G \
where P  (A) and P (B ) are the respective chances of finding the system in state A and B. Thus, the relative occupation 
of states A and B  is given by
P a  =  P  (B  ^  T) =  e-AGB =  eAGA-AGB =  eAGA 
P b  P (A  ^  T) e- AGA
(5.19)
as can be derived from Figure 5.1. This indeed confirms the expression for micro-reversibility as was used for eq 5.9.
At non-equilibrium conditions, microscopic reversibility is no longer guaranteed, whereas eqs 5.15 and 5.16 should 
hold under all circumstances. This is the basis for the kinetic Monte Carlo (KMC) approach [76, 77, 78, 79, 80]. In 
practice, we can use the same Monte Carlo algorithm as for the standard algorithm. The difference of this approach 
is only in the table of chances determined prior to the simulation. The energies of the transition states needed for this 
table should optimally be calculated using sophisticated methods or derived experimentally. However, as a simplified 
approach, we can take the strongest bond of interaction as a rough estimate of that value, because the breaking of that 
bond determines the highest energy in the transition trajectory of the event determining the overall reaction rate [81]. 
In an initial stage of development, M o n t y  allows for the use of a KMC approach. However, we have not tested its 
limitations and potentials yet and it remains to be seen whether this approach will be a generally applicable method. 
This is subject to future research.
5.2.5 Parameterization From the Crystal Graph
Because the formal space group information is lost by creating a slice cell (see section 5.2.6), each GU in the slice cell 
is treated as a unique entity without considering symmetry. The process of simulating crystal growth involves growth 
and etch events. Each event is subject to a certain chance of acceptance which, thus, has to be evaluated during the 
simulation. As was shown earlier in this section, the chance is correlated to the binding energy of a GU at a particular 
crystal site. The J2j  possible states of crystal sites are defined by the distinctive combination of presences and absences 
of the surrounding (or bonding) neighbors, which does not depend on the particular choice of slice cell and which leads 
to all possible states UJ2j. The bond energies are parameterized through a convenient file format (crystal graph format, 
.cgf) which is also used in our connected net analysis program F a c e l if t -2  . 50 [29] and the structural isotropy analysis 
program I s o t r o p y -0 .0 6  [82]. The crystal graph specifies the energy of the interactions between pairs of GUs. The 
interaction energy is defined as the energy released by bringing the GUs from infinite distance into their crystallographic 
positions. This can be calculated as the difference in energy between the pair of GUs at their crystallographic positions 
and the sum of the intramolecular energies of the individual GUs. Several molecular mechanics programs have been 
modified to automate the creation of crystal graphs, because obtaining the separate interactions without automation 
generally requires a lot of manual labor. Amongst others, these programs include G u l p  [53] (not fully automated 
yet) and, most important, the open forcefield implemented in C e r iu s 2 [61], which allows full crystal graph generation 
through an undocumented call via the command line interface.
A computationally effective algorithm is needed to determine the chance for a growth or etch move during the 
simulation. For this purpose, a lookup table strategy is adopted. The index in the table is determined by the binary 
representation of the integer number which is created by taking the on/off status of each bond as the respective bits.
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5.2.6 Creation of the Crystallographic Orientations
To simulate the growth of a particular crystal face (hkl), periodic boundary conditions have to be applied along the plane 
directions. However, the use of such two-dimensional periodic boundary conditions for any orientation (hkl) is tedious, 
because a lot of calculational effort is needed to determine the environment of growth sites at the domain borders, 
throughout the simulation. Also, the implementation of such a scheme would impose great difficulties in the definition 
of the data-types and memory management. Hence, the concept of a slice cell is introduced.
A much more simple approach to the implementation of crystal growth in any crystallographic direction is not to 
grow in any direction, but rather to grow in a specific direction, and orient the crystal face (hkl) of interest into that 
particular orientation. In our implementation the (001) face in the simulation reference frame is taken as the growth 
orientation which is parallel to the reciprocal lattice vector hkl of the crystal. Periodic boundary conditions apply along 
two directions [100] and [010] perpendicular to it. The desired orientation of the crystal can be obtained by applying a 
crystallographic lattice transformation, which maintains the 3D-periodicity of the crystal. The transformed unit cell is 
called a slice cell, spanned by the new lattice vectors u, v and w. This lattice can be expressed in the original lattice 
vectors a, b and c by using the transformation matrix T.
(  T11 T12 T13 \
(u  v w) =  (a  ^ c)T  =  (a  ^ c) I T21 T22 T23 I (5.20)
V 3^1 T32 T33 )
For instance, to obtain a (100) slice cell, the transformation
0 1 0
(u,v,w) =  (a, b, c) I 0 0 1 I (5.21)
1 0 0
can be applied. It is instructive to see, however, that another slice cell in the same orientation can be produced by 
applying
(I 1 1 0 I
(u,v,w) =  (a, b, c) I 0 - 1  1 I . (5.22)
V 1 0 0 /
The resulting alternative slice cell is equally valid and has a surface area of \ f l  x %/2 times the original unit cell area. 
In principle, an infinite number of slice cells can be created for any direction (hkl) by taking linear combinations of 
the vectors u, v and w. However, for convenience during visual inspection of the crystal surface, the smallest and most 
orthogonal slice cell is preferred, which typically narrows the number of possibilities down to a unique set of axes.
Finding a slice cell belonging to the optimal set of axes is done exhaustively by searching for combinations of non 
parallel vectors u and v, defined in the lattice space a, b, c which are both parallel to the face, by looping the respective 
entries T j of the transformation matrix T  within a certain range of indices. If no suitable combination is found, the range 
is increased. From all these combinations, the ones with the smallest area are selected. From these, the one with the 
angle between u and v closest to 90° is chosen. To complete the definition of the slice cell, the third vector w, which 
must be non-parallel to the face, is searched for in a similar manner. The resulting slice cell is chosen to have an identical 
volume to the original cell and all angles should be as close as possible to 90°.
5.2.7 Relation to Experimental Conditions
The driving force At  for crystallization is defined by
^  =  ln A  (5.23)
kBT aeq
where a is the activity of the GUs in the mother phase. For crystal growth from diluted solutions the activity can be 
replaced by the mole fraction, x, of the GUs. The relative supersaturation, a , is found when the ratio x/xeq is close to 
unity. Then, a  can be related to the driving force, A t , by [83]
A T  -  ln ^  »  i - X i  s  a , (5.24)
kBT xeq xeq
where xeq is the equilibrium mole fraction. Both a  and A t are commonly used as parameters for crystal growth experi­
ments and simulations. The relation between the experimentally relevant parameters in our model, U“ oth, AS and A V  as 
defined in eq 5.35, and the driving force A t/k B T  will be discussed.
65
From eqs 5.10 and 5.11, it can be seen that, given the values for Ui2j, the growth behavior of a crystal canbe simulated 
as a function of any of the thermodynamic parameters temperature, mother phase energy and entropy. Moreover, the 
kinetic behavior can be tuned by changing X . UaJ can be calculated from molecular mechanics forcefields, which is 
explained in section 5.2.5. The mother phase can in principle be modeled using a similar approach, but experimental 
data can also be used. For growth from a solvent, for instance, the solvation enthalpy and entropy can be derived from 
solubility data. For regular solutions, the dissolution Gibbs free energy and the solubility x, taken as the mole fraction, 
is determined by (see eq 2.1)
AGdiss AHdiss ASdiss
lnXeq =  - _ R T  =  - _ R t~  + ~ 1 T  ’ (5'25)
but more sophisticated methods such as the expanded Hansen approach [84, and references therein] may also be 
used. More generally, the entropy of the solvent, 1“ oth, can be written as the sum of the entropy of the pure solute, S0, 
the entropy of mixing and the excess entropy. The latter is a solvent specific constant which is zero for regular solutions, 
so we can write
1moth =  S0 -  R lnx +  =  S°,reg -  R lnx, (5.26)
where x  is the mole fraction of the dissolved molecules. By combining eqs 5.26 and 5.35 (see Appendix) we find that 
A t varies linearly as a result of variation of lnx  at constant temperature.
Crystal growth can be parameterized by changing the desired parameters from a system in equilibrium (where A t =  
0). Lowering the temperature, increasing the pressure, lowering the mother phase entropy, or lowering the mother phase 
interaction energy. The latter would physically not be possible without changing the nature of the mother phase. Etching 
can be established by the opposite changes of the parameters from equilibrium. As can be seen from eq 5.26, lowering the 
entropy of the mother phase corresponds to increasing the concentration. This is exactly what can be expected from an 
experimental point of view. Summarizing, simulations of crystal growth corresponding to an increase of supersaturation 
A t/k B T  canbe done by lowering T, lowering U“ oth, lowering P A V by increasing the pressure or lowering A1, which 
corresponds to lowering 1“ oth, which in turn corresponds to increasing the concentration x. Thus, our approach allows 
for the simulation of several kinds of experimental conditions in a direct way.
5.2.8 Interpretation of Simulation Results
In the present approach growth on defect free crystal surfaces is simulated. The particular property of interest is the 
barrier for 2D nucleation at the surface. From this barrier the effective edge free energy, Ay, can be determined, which, 
in principle, can be utilized to estimate the growth rate of a face as a function of the supersaturation based on the classical 
analytical expressions for the growth rate [85] for any growth mechanism that is determined by this edge free energy. 
For the determination of the effective nucleation barrier, we have to determine at which conditions the surface starts to 
grow in a rough fashion.
For X =  0.5 the most efficient sampling is achieved. For the morphology we only need the relative growth rates 
between different crystal faces for which unlimited growth starts to take place, we can use this optimal choice to obtain a 
high sampling efficiency. For growth rate vs. driving force curves the parameter X should be chosen to mimic the actual 
growth kinetics. The morphology of a crystal can ultimately be obtained directly, by measuring the growth rates of all 
the relevant crystal faces. The growth rate, Rhkl, of a face (hkl) is determined by
R __ , ^growft -  ^eteh
Rhkl =  dhkl yNMC A t ’ (5'27)1—xcn
where dhkl is the interplanar distance and Ngrowth and Netch are the total number of growth and etch events during the 
simulation. Because of the limitation to the 2D nucleation mechanism for all faces the resulting growth rates can vary 
by orders of magnitude, which renders the direct approach useless as a morphology prediction model. However, the 
roughening transition of the crystal faces can be used to estimate the edge free energy, y. This is achieved by plotting 
the sticking fraction, 1hkl, against A t . The traditional sticking fraction is calculated as
N  , - N  ,growth -  etch
Shkl =  n  ' (5.2s)
growth
Typically, for growth strongly limited by the 2D nucleation mechanism, the sticking fraction as a function of the driving 
force shows an S-like shape, where the roughening transition is marked by a rapid jump from 0 to 1 in the sticking
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fraction. Since this definition of the sticking fraction is less useful for dissolution, a better measure for the surface 
behavior would be the event fraction, which is defined as
N NZ7 _  growth etch oiv>
Fhkl =  N ' (5-2y)
n MC
In this work, we stick to the traditional measure given by eq 5.28.
5.3 Validation Simulations
5.3.1 Morphologies of Three Polymorphic Classes of Fats
The crystal morphologies based on the connected net analysis of various classes of pure fat compounds were studied 
in literature [40, 86, 87, 88, 42, 89]. The results of these studies will be validated using the results of our Monte Carlo 
approach. Traditional morphology prediction models already showed considerable deviations from the experimental 
morphologies for all these classes of fat crystals [89]. Figure 5.2 shows the differences between the experimental 
morphologies and the “growth morphology” as calculated with all default settings in C e r iu s 2 [61], except for the use 
of the “Bond-Energy-List” option, which was necessary to complete the calculation within a reasonable amount of time. 
Hollander et al. [40] showed that a much better agreement between theory and experiment is obtained by calculating the 
edge free energies of the various faces based on an analysis of their connected nets as obtained from the Hartman-Perdok 
morphology prediction model. The latter cannot explain the huge aspect ratios found from the experiments. Many of the 
occurring faces with high indices prove not to be connected and are thus non-flat faces. For the details of a connected 
net analysis we refer to Grimbergen et al. [33]. The results suggest that the use of the attachment energy as the growth 
controlling parameter is not always valid, as is shown in more detail for one of the fats considered in chapter 6 [42].
The crystal structures of the pure fats under study are representatives of three different classes, within which homolo­
gously isomorphous fat structures are found for varying fatty acid chain lengths, indicated by the number of carbon atoms 
in the chain, n. These classes are the fi-C nCnCn-, f i /-CnCn+2Cn- and f i '-CnCnCn_2-triacylglycerols, where n  is always 
even and for which the short notations f i -n.n.n etc. are further used. In order of chronological appearance, the crystal 
structures f i -16.16.16 [90] and f i '-10.12.10 [91] were determined by Van Langevelde etal. and that of fi '-16.16.14. [92] 
was elucidated by Sato et al.
The crystallographic data of these structures were used for the molecular mechanics calculations as follows. The 
energies of all polymorphs were minimized using the Consistent Valence Force Field (CVFF) [93], using the “Smart 
Minimizer” of C e r iu s 2 [34]. Ewald summation was used for both the Van der Waals interactions and the Coulomb 
interactions, with the accuracy set to 1 • 10-4 kcal/mol. The convergence was set to RMS force = 1.0 • 10-3 kcal/molA, 
max. force = 5.0 • 10-3 kcal/molA, AE  =1.0  • 10-4 kcal/mol, RMS displacement =1.0 • 10-5 A, max. displacement = 
5.0 • 10-5 A, RMS stress = 1.0 • 10-3 GPa, max. stress = 5.0 • 10-3 GPa (the “High Convergence” option in C e r iu s 2). 
Vande Streek etal. successfully used these settings to predict the crystal structure of fi '-10.12.10 [94,95]. The molecular 
interactions (see section 5.2.5) were calculated by using the open forcefield of C e r iu s 2 resulting in the crystal graphs. 
The specific numerical results as well as a full extended connected net analysis can be found in [40, 89].
The connected net analysis provides a selection of faces that are most likely to appear on the morphology of the 
crystals. All those faces found were simulated as well as some additional non-flat faces with small indices. The latter 
were considered to test whether such faces indeed grow already rough at very small driving forces. All simulations were 
run using M o n t y -0 .963 and 0.975. For the f i ' structures, the surfaces consisted of 50 by 50 slice cells. Each data point 
was obtained after an equilibration stage of 200.000 Monte Carlo events followed by a total of 1.000.000 events in the 
sampling stage. A temperature of 300 K was applied. The fi crystal was simulated with the following values for the 
respective parameters: 40x40 slice cells, 100.000 relaxation events, 100.000 sampling events and 313 K. No solvent 
interaction energy data was available, hence a value for Umoth of 0 was taken for the simulation. This will certainly 
influence the absolute values of the edge free energies, but is expected to have a negligible effect on their relative values. 
The use of the parameter Umoth is successfully demonstrated in the case of paracetamol (chapter 8) [43]. Furthermore, 
A V was taken 0, which is assumed to be a good approximation for growth from solvents. In all simulations, the kinetic 
parameter was set to X =  0.5. Thus, the effective supersaturation was only varied by variation of the entropy, i.e. the 
concentration in the solution.
5.3.2 Results and Discussion
We will make a distinction between basal, side and top faces as indicated in the caption to Figure 5.2. Figures 5.3- 5.5 
show the typical S-shaped growth rate curves obtained from the simulations for various crystal faces as a function of the 
supersaturation as a function of the driving force. These curves show the driving force needed for unhindered growth as
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Figure 5.2. Schematical overview of experimental (bottom) and calculated attachment energy morpholo­
gies (top); from left to right: fi-16.16.16, fi '-10.12.10 and fi '-16.16.14. The indices 1 o f the experimental 
crystals could not be determined because the crystals are extremely thin. The difference in attachment 
energies between visible faces never exceeds a factor o f 25. On the other hand, the aspect ratio o f the 
experimental plank shaped crystals can have values up to length:width:thickness=1000:300:1, except for 
the rightmost crystal, which is fully bound by the {111} form causing a lozenge shape. The small faces 
(101) and (011) thereof are probably an experimental artifact, because the absence o f their opposites does 
not conform to the spacegroup symmetry. The {211} faces on fi-10.12.10 were found only at the lowest su­
persaturations. Usually these roughen causing the— slightly exaggerated— dotted dagger shape. The {001} 
faces will be designated as basal faces, the {h01} (h =  0) faces as side faces and the other faces as top faces.
a pronounced onset of the sticking fraction, S. For values below this transition supersaturation, which depends on the 
edge free energy, 2D nuclei cannot reach the critical size. Effectively, the surface does not grow and, thus, the sticking
growing slowly by the 2D nucleation mechanism. At increasing supersaturation, the size of the critical nucleus decreases 
which causes the sticking fraction to increase gradually. At supersaturations above the transition, the size of the critical 
nucleus is sufficiently small to allow unhindered growth. There, 2D nuclei are smaller than a single growth unit and the 
surface grows rough corresponding to a zero edge free energy. Note, that a zero edge free energy in a single direction 
along the face is already enough for a face to roughen [40, 89]. The transition is interpreted as the kinetic roughening 
transition.
All three structures show groups of growth curves of different faces which have an identical growth behavior. Rough­
ening starts where the effective supersaturation starts to cancel the edge free energy in a certain direction. The respon­
sible edge direction, in most cases, is shared among the group members. Hence, they start to grow at roughly the same 
supersaturation.
_ Several opposite faces on the f i-16.16.16 crystal were simulated to check the consistency. In the relevant spacegroup 
P1 opposite faces belong to the same form—a set of symmetry related faces—and must, therefore, show exactly the 
same curve. This is indeed observed, validating to some extent the implementation of the slice cell method.
The shorter simulations on the fi crystal occasionally show typical bumps before the onset of the curve. Later work 
has shown that this is not a significant peculiarity of the growth behavior. It is rather a result of the fact that the growth 
mechanism is controlled by a strict layer-by-layer mechanism. Because the 2D nuclei only reach their critical size very 
occasionally at low A ^, longer sampling times are needed to obtain a smaller standard deviation of the sticking fraction. 
The curves of the f i ' simulations, obtained from a much longer sampling time, confirm to be much smoother at low 
sticking fraction.
fraction is zero. At the onset of the S-curve, occasionally, a 2D nucleus can reach its critical size. Here, the surface is
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Figure 5.3. Sticking fraction o f various faces o f fi -16.16.16. The roughening transition o f the (001) face is 
out o f the range o f this graph, at about 60 kcal/mol.
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All structures have very retarded (001) orientations. The enormous supersaturations needed to initiate 2D nucleation 
show that these faces are very unlikely to grow via this mechanism under any experimental conditions. This was indeed 
observed as these faces seem to grow invariably via the spiral growth mechanism while for the top and side face spirals 
are expected to grow out of the very thin faces and, therefore, to grow via a 2D nucleation mechanism [87]. The 
attachment energy prediction is in agreement with the these results. The side {h0l} and top {Ml} faces determine 
the different morphologies and, especially, the aspect ratios for the various crystal structures. These will be discussed 
separately for the three examples studied.
5.3.2.1 f i-16.16.16
For f i -16.16.16 (Figure 5.3) thereare four groups ofcurves. The first group consists of forms that grow rough already at 
a very small supersaturation: {1U }, {U0}, and {111}. The curves for opposite faces of these forms coincide up to sta­
tistical fluctuations. None of these orientations was found to be connected nor observed experimentally [40]. Typically, 
non-connected net orientations grow in a rough fashion (i.e. high sticking fraction), already at low supersaturations. 
This confirms the expected behavior regarding the roughening theory. However, exceptions to this rule of thumb are 
found in the non-connected net orientations (2B ) and (212), which appear on the left hand side of the second and largest 
group of curves that became rough at about 7 kcal/mol. Their sticking fraction profiles are identical to those of the other 
members of that group,_which are^xactly the weakly connected top faces appearing on the experimental crystals. The 
sticking fractions of (2B ) and (212) suggest that these faces are stable and stay flat. However, close examination of 
the resulting surfaces showed, that these faces rapidly form a sort of rooflike reconstruction constrained by the size the 
simulation box during the equilibration phase. The roofs were bounded by {001} and {211} faces. This reconstructed 
orientation therefore grows at the rate of the fastest of the two, therefore showing a nearly identical roughening behavior 
as the (211) face. Because this type of reconstruction is clearly maintained within the finite size of the simulation box, 
it is highly unlikely that this effect reflects a genuine microscopic type of reconstruction. Hence, it can be expected that 
the macroscopic crystals will not show the (2B ) and (2 ^ )  faces, but rather the (001) and (2U). Because the third index 
could not be determined experimentally, all the remaining faces in the second group of Figure 5.3 can indeed be present
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on the experimental morphology. The third group at about 13 kcal/mol concerns exclusively the side faces and finally 
we find the extremely stable basal faces {001} at about 60 kcal/mol.
Summarizing, we can say that the simulation results correspond perfectly to the experimental results in term sof the 
order of the curves. The attachment energy method, on the other hand, produces the never observed faces (213) and 
(111) as the top faces (see Figure 5.2). This is clearly inconsistent with both the experimental and simulation results. 
The simulations show the {111} faces to be rough and {2B  } faces to develop into two different flat faces. The sides of 
the crystals are predicted to be bounded by the {203 } and {305} forms. These forms, however, show a similar behavior 
as (213). They are highly unlikely to be present on the experimental crystals because of this breaking-up and because 
both the extended connected net theory combined with the determination of Ising temperatures [40, 89] and our Monte 
Carlo simulations produce the {100} and {101} forms.
5.3.2.2 fi '-10.12.10
f i '-10.12.10 is the most simple one of the three structures under consideration. Figure 5.4 shows that both side faces 
(101) and (200) start to grow at a supersaturation of about 12 kcal/mol. At equal growth rates, the crystal is truncated by 
the (200) face. The attachment energy prediction produces the {101} faces. Because the inclination of the side face could 
not be determined experimentally, both are still possible. Hence, for the side faces there is no disagreement between 
the calculated and experimental crystals. The top faces, on the other hand, do show a striking disagreement. Flat top 
faces were only found for growth from dodecane at low supersaturation and were indexed as (217) [42, 40]. For higher 
supersaturations they typically grow rough causing dagger shaped faces which were tentatively indexed as (617) [88]. 
This is in perfect agreement with the simulation results; the only orientations left which do not grow rough immediately, 
indeed, belong to the {211} form. However, it starts to form 2D nuclei at a supersaturation as low as 1.5 kcal/mol, 
which indicates that it is expected to roughen easily. (112) is calculated to be the appearing top face on the basis of the 
attachment energy. Hartman-Perdok theory agrees with this, because this face has a connected net. However, a detailed 
study of this top face showed that, as a result of the topology of the connected nets, its edge energy is zero, resulting 
in a rough face [42, 40]. Therefore, the only top faces that can appear as flat faces belong to the {211} form. All these 
results agree perfectly with the simulation results, which show that all other top face orientations indeed grow rough 
immediately, including the {112}.
To test the rough growth for the non-connected {617} faces, the (610) and (611) faces, were added to the simulations; 
they both showed to roughen already for the lowest supersaturations. This confirms that the appearance of faces with 
tentative index (617) must be attributed to roughened growth and can therefore not be flat faces.
5.3.2.3 fi '-16.16.14
Figure 5.5 shows for f i '-16.16.14 a completely different behavior compared to the other two structures. The {001} basal 
faces are, still, by far the most stable faces resulting in a flat crystal morphology. All side and top faces, however, have 
their kinetical roughening transition already in a small range of supersaturations. This suggests that these crystals could 
only be obtained completely faceted at a much smaller supersaturation than the other two. The relatively small difference 
in supersaturation for the onset of roughening between the side faces and the most stable top faces, corresponds well 
to the fact that the experimental morphology of these crystals is that of a lozenge instead of a plank. The attachment 
energy morphology shows {602} side faces which are somewhat larger than the {110} top faces. On the experimental 
morphology the top faces {117} are the most prominent, while the {107} side faces are just discernible. As mentioned 
before, the (017) face is an experimental artifact. Therefore, the indices predicted by the attachment energy method 
do not conflict with the experimental morphology, although the aspect ratio is wrong. The simulation results describe 
the experimental morphology better. At first sight the (301) face appears to be one of the most stable orientations in 
accordance with the attachment energy prediction. Closer inspection, however, shows that all side faces (k =  0) start 
growing slowly already below the onset of the {110} and {111} top faces. The onset of these top faces is well-defined, 
showing no growth below the threshold supersaturation. This results in a crossing of growth curves. Therefore, for 
supersaturations smaller than the onset of the top faces, the crystal will be bounded by these top faces and above that 
onset by the side faces. The experimental morphology of Figure 5.2 seems to be grown near the transition point. The 
cause for the unusual slow onset of the side faces remains to be explained.
5.4 Conclusion
The results of our Monte Carlo approach applied to predict the morphology of fat crystals are consistent with the results 
based on the extended connected net analysis including the determination of edge energies as presented in chapters 6 
and 7. Caution should, however, be taken, because the results showed that the sticking fraction is not always conclusive.
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Figure 5.4. fi/-10.12.10 shows very few orientations which do not grow rough at low supersaturation.
Some faces break up in other flat face orientations. Besides the sticking fraction, this breaking up should be taken 
into account for the proper prediction of the growth behavior of a crystal face. In the present version of M o n t y  this 
demands for an interpretation of both the growth curves and the broadening of the resulting surface, the crystal-mother 
phase interface.
The implementation of M o n t y  used in this study simulates growth via the 2D nucleation mechanism for which 
the edge energies determine the onset of the growth rate curves. Since crystal faces very often grow via the spiral 
growth mechanism, the results cannot be used directly for the purpose of morphology prediction in dependence of 
supersaturation in general. For this, the actual growth rates of all the relevant faces need to be calculated for a range of 
supersaturations taking this alternative mechanism into account. This is done in chapter 8 for the case of paracetamol 
where the relevant growth mechanism was determined experimentally for each face [43]. As was mentioned, for the fat 
crystals only the basal faces are growing via a spiral growth mechanism, leading to an aspect ratio between the side and 
top faces being determined only by the 2D nucleation mechanism.
Other improvements to the method may be needed to increase the predictive value of the method. First and foremost, 
the simplified assumption of a linear interaction law of the growth units with the solvent, may be considerably improved 
by calculating surface site specific solvent interactions. Moreover a kinetic Monte Carlo method can be considered 
including the individual transition states. Related to this is a proper choice of the value of X in eqs 5.10 and 5.11 as 
is discussed in [74]. Furthermore, in contrast to many other Monte Carlo methods, no surface diffusion is taken into 
account. These issues are left for further research.
Even with these shortcomings a good correlation between the experimental results can be obtained, at least for 
the cases of the fat crystals considered and for other examples referred to. This suggests that the main trends are 
already represented well by the method. In any case, the results show that by using M o n t y  based on the interaction 
energies between the GUs in the crystal, a crystal morphology in dependence of supersaturation can be obtained that is 
a considerable improvement of the usually applied attachment energy approach.
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Figure 5.5. fi/-16.16.14. Apart from (001) most faces roughen at a relatively low supersaturation, close to 
each other, suggesting a relatively isotropic morphology. (001) roughens at 62 kcal/mol.
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Appendix
An alternative statistical mechanical approach can be used to derive the probability ratio of eq 5.9. In the grand canonical 
ensemble, for a one-component system, the standard expression for the probability for finding a system of N  particles in 
a state j  [96] is
e(MN-E(j,N))/kBT
P  (N, j )  = --------- =--------- , (5.30)
where x  is the grand canonical partition function [70]. This can be extended to the probability of finding a system with 
Nc GUs in the cry
of U (S j, Nc, Nm)
ystal phase and Nm in the mother phase in a state with a surface configuration Sj with an surface energy
e(-U(Sj ,Nc,Nm)+McNc+MmNm)/kB T
P  (Nc, Nm, j )  = ----------------- X------------------, (5.31)
The lowest energy level U (S0, Nc, Nm) corresponds to the most stable—usually flat—interface with Nc solid and Nm 
mother phase GUs. Assuming microscopic reversibility, the probability ratio of attachment and detachment for site i2j  
becomes P  growth
=  e( - , (5.32)
where A^ =  Mmoth -  Mcryst. Again we assume a linear dependence for the surface-solvent interaction, which in this 
approach varies by the complementary energy of Uw -. Thus,
A U j  =  Uni -  Umoth-Ui2jr , (5.33)
1 2  w  Ucryst
which defines the effective energy change of the GU at the surface site i2j . By substituting eq 5.33 into 5.32 the 
probability ratio becomes
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P growth U
-2j =  e( - Uaj+Umoth U c j  +AM )/kBT (5 34)
p  etch  ^ * '
Since
A^ =  ¿moth -  Gcryst =  U>noth -  Ucryst -  TAS +  PAV  (5.35)
we obtain after substitution in eq 5.34 exactly the result given by eq 5.9.
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Chapter 6
Explanation for the Needle Morphology of 
Crystals Applied to a fi/ Triacylglycerol
Abstract
We describe a method that explains the morphology of needle-shaped crystals by analyzing the growth mechanisms for 
the various crystal faces, the relevant parameter being the edge free energy of a two-dimensional nucleus on a surface. 
As an example, the crystal morphology of a triacylglycerol is chosen. The results are compared with Monte Carlo 
simulations.
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6.1 Introduction
Understanding the morphology of crystals is, apart from a scientific challenge, important in practical applications. Crys­
tallization is one of the key solid-liquid separation techniques. A wide spread problem in industry is processing needle­
shaped crystals. The needle morphology can give rise to problems in handling and product quality issues such as blinding 
filters and solvent. Thus, needle shapes are usually not desired. An understanding of the morphology of crystals opens 
ways to avoid such undesired behavior. The morphology is sometimes altered by adding well-chosen chemicals as habit 
modifiers. An intelligent choice for such modifiers cannot be made until the growth mechanism is understood. Crystal 
morphology prediction methods almost invariably rely on the assumption that the growth rate of a crystal face is propor­
tional to its attachment energy [62]. This approach does not take the growth mechanism into account. Here we describe 
a method that explains the morphology of needle-shaped crystals by analyzing the growth mechanisms for the various 
crystal faces, the relevant parameter being the edge free energy of a two-dimensional nucleus on a surface. The results 
are compared with Monte Carlo simulations.
6.2 Crystals of Pure Fats
As an example for needle habits, crystals of 1,3-di-n-decanoyl-2-n-dodecanoylglycerol were chosen. These compounds 
are usually classified by the fatty acid chain lengths resulting in the shorthand notation 10.12.10. Two polymorphic 
forms of this crystal, f i / and f i , play an important role in food industry. The f i /-polymorph, studied here, is desired for 
the production of margarine, while the fi -polymorph is needed for chocolate to obtain the optimal melting behavior [97]. 
Crystals were grown from n-dodecane solutions resulting in spherulite habits as can be seen in Figure 6.1.
Figure 6.1. In situ micrograph o f spherulites o f 10.12.10 fat crystals grown from a dodecane solution at 
high supersaturation. The spherulites consist o f single needle-shaped fat crystals growing radially out o f a 
central nucleus. Crystals grown from acetone and acetonitrile solutions show a similar habit.
Figure 6.2 shows a typical example of the needlelike single crystals extending from these spherulites. Note that these 
single crystals have an extremely high aspect ratio, up to 1000. We denote the large faces of the needles as basal faces, 
bounded by the long side faces and the fast-growing top faces. Figure 6.3 shows the conformation of the molecules in 
the unit cell.
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Figure 6.2. In situ micrograph o f single needle-shaped crystals o f 10.12.10. These crystals have a length 
o f up to 50 mm, a width o f approximately 100 m and a thickness o f up to 40 m. Their spacegroup is 
Ic2a with eight molecules in the unit cell having dimensions a =  22.8 A, b =  5.7 A, and c =  57.7 A; see 
Figure 6.3 [91]. The faces o f one o f the crystals are indexed. The indices were determined by measuring 
the angles in a lot o f pictures; the index o f the side faces marked 1 could not be determined, because of the 
extremely thin needles. Only at the lowest supersaturations the top faces tend to develop to flat {211} faces. 
For higher supersaturations, the top faces are ill-defined and appear to grow rough resulting in convex 
shapes or even concave shapes because o f transport limited growth.
Figure 6.3. The unit cell o f 10.12.10 showing the conformation o f the molecules.
6.3 Conventional Hartman-Perdok Morphology 
Analysis
A Hartman-Perdok (HP) analysis [30] is performed to explain the morphology. For this analysis, the crystal graph 
representing the growth units connected by the relevant bonds has to be determined. In the case of 10.12.10, the growth 
unit is a single fat molecule. The consistent valence forcefield [93] is applied to calculate the bond energies, in a similar 
way as for the -n.n.n structures [40]. The number of bonds is restricted by disallowing bonds weaker than kB T, where 
kB is the Boltzmann constant and T  is the growth temperature. Table 6.1 presents the bonds and their energies.
Figure 6.4 shows the resulting crystal graph. For 10.12.10, the connected nets [98], which determine the possible 
flat faces on the crystal, are determined from the crystal graph using the program F a c e l if t  [29] (see Table 6.2).
From the classical assumption that the growth rate RhkI of a face (hkl) is proportional to its attachment energy
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Table 6.1. Bonds o f the Crystal Graph. Mx — M  [uvw] represents the interaction between growth unit Mj 
in the reference unit cell (i.e. [000]) and growth unit M> in the unit cell [uvw]. The numbers M j, M> can be 
found in Figure 6.4. The energies are given in kcal/mol. The complete set o f bonds is created by applying 
the space group symmetry operators to the bonds.
label P q r s
bond 1 -  1 [010] 1 - 6  [010] 1 - 7  [110] 1 -  8 [010]
energy -26.3 -19.5 -16.1 -1 .4
> Growth Unit 
-----------  P
.............. q
Figure 6.4. The crystal graph of 10.12.10 based on the bonds o f Table 6.1. The eight molecules in the 
unit cell are represented by full spheres approximately at their center o f mass position. The open circles 
represent growth units in neighboring unit cells. The crystal structure consists o f layers o f growth units 
parallel to the ab plane. In these layers, the alkyl chains o f the molecules are mutually parallel resulting in 
relatively strong bonds (p, q, and r), while the layers are interconnected by much weaker bonds (s).
Table 6.2. Connected Nets o f 10.12.10. The forms {hkl} that have at least one connected net. A form 
{hkl} represents all symmetry equivalent faces; for the present spacegroup Ic2a, these are the faces (hkl), 
(hkl), (hkl), and (hkl). The faces are labeled as B(asal), S(ide) and T(op). The number o f connected nets 
(no.) and the attachment energy o f the strongest connected net are given for each form as well as the lowest 
edge energy for a 2D nucleus; the bond labels are given in Table 6.1. All energies are given in kcal/mol.
form {hkl} Eatt no. edge energy
B {002) -5 .44 1 32.2 (2r)
S1 {101} -34.88 3 9.6 (2q +  2s — 2r)
S2 {200} -64.33 1 9.6 (2q +  2s — 2r)
T1 {112} -182.46 3 0
T2 {211} -182.46 3 2.8 (2s)
Ehkkt] [62]—the energy released when a new growth layer is added to the crystal—the crystal morphology of Figure 6.5 
is derived. We call this the attachment energy morphology. The predicted morphology shows some resemblance to 
the experimental morphology of Figure 6.2, but the extreme aspect ratio is not predicted. This is often the case when 
attachment energies are used.
6.4 Roughening
The original HP theory does not consider the effect of roughening of crystal faces. Any flat crystal face, i.e. a crystal 
face that contains a connected net, has a roughening temperature above which it starts to grow relatively fast in a rough, 
rounded-off mode [98]. In many cases, rough faces grow out of the morphology leaving slower growing faces behind. 
In the absence of such alternative faces, however, the crystal will grow fast in the roughened orientation leading to high 
aspect ratios and ill-defined crystal faces. Even below the roughening temperature, for higher supersaturations, a face 
can grow in a rough mode because of kinetic roughening [98]. The top faces in Figure 6.1 are examples of rapid growth 
from kinetically roughened surfaces. To explain the difference between the attachment energy morphology and the
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Figure 6.5. The attachment energy morphology o f 10.12.10. Note that the top faces {112} are not found 
experimentally. Moreover, the resulting aspect ratio differs more than an order o f magnitude from the 
experimental value.
experimental morphology and especially the extreme aspect ratio, an extended connected net analysis [39] is performed. 
In this analysis, the actual growth mechanism is considered.
There are two main mechanisms in crystal growth, the two-dimensional (2D) nucleation mechanism and the spiral 
growth mechanism [99]. For needle-shaped crystals, the 2D growth mechanism is relevant for the side and top faces 
[100]. Besides the driving force, A ^, the relevant parameter for this mechanism is the edge free energy needed for 
the creation of a 2D nucleus on the surface of a crystal face. As free energies cannot be determined straightforwardly, 
we focus on the edge enthalpies that can be determined from the bond energies listed in Table 6.1. The growth rate is 
governed by the 2D nuclei with the smallest edge energy. These were determined for all the faces of Table 6.2. We 
give one example in Figure 6.6 for the (112) face. As is explained in the caption, this figure shows that the creation of 
the indicated 2D nucleus has an edge energy of zero. Hence, this face is expected to grow rough and does not appear 
on the crystals. The lowest edge energies for all faces can be found in Table 6.2. The small value found for the {211} 
form is 1.5 kB T  at the crystallization temperature (303 K), when corrected for the dissolution enthalpy [100, 101]. This 
explains the kinetically roughened appearance of these faces (cf. Figure 6.1 at higher supersaturation where the top faces 
are rough, and Figure 6.2 where the {21l} faces are on the edge of becoming rough). The small edge energy of the 
{211} top faces resulting in a large growth rate, together with the absence of further nonrough top faces explains the 
large aspect ratio of the needle crystals.
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Figure 6.6. Side view of a 2D nucleus on top o f one o f the connected nets (CN) o f the (112) face. Two 
alternative cut surfaces are indicated by heavy dashed lines. The horizontal dashed line represents a flat 
surface. The surface with a 2D nucleus is indicated by the second dashed line. The edge energy o f the 2D 
nucleus is found by calculating the difference in energies o f the bonds broken by the cut for the face with 
the nucleus as compared to the situation for the flat surface. By mere inspection o f the bonds broken by the 
two surfaces, it shows that for this face the edge energy is zero.
6.5 Monte Carlo Simulations
To test our analysis, we performed a Monte Carlo simulation of the growth of 10.12.10 crystals using the computer 
program M o n t y  [58], which is able to simulate crystal growth using any crystal graph in any orientation based on the 
2D nucleation mechanism. Figure 6.7 shows the resulting growth curves of all the flat faces as a function of the effective 
drivingforce expressed in kcal/mol at 300 K along with some nonflat faces [(011), (013), (110), and(310)] in various top 
orientations. The onsets of these curves indicate at which effective driving force unhindered 2D nucleation starts to take 
place. It is clear that all nonflat faces as well as the (112) face immediately start to grow in a rough mode for any driving 
force. The relative positions of the onsets of all curves with respect to equilibrium agree well with the determined edge 
energies. The onset of the (211) face is only about 2.5 kcal/mol above equilibrium, showing that, indeed, this face has a 
very low barrier for 2D nucleation. The side faces (101) and (200) start to grow rough at much higher driving forces of 
approximately 10 kcal/mol. The basal face (002) becomes rough only at 43 kcal/mol. Thus, the results correspond well 
to the extended connected net analysis described above as well as to the experimental results.
The extended connected net analysis explains the extremely long needle shape of 10.12.10 crystals well. It is shown 
that the relevant parameter for the growth rate of crystal faces is not the attachment energy but rather the edge free 
energy of 2D nuclei together with the driving force A ^. Taking these parameters into account, morphology prediction 
as a function of supersaturation and temperature becomes possible. In chapter 5 [59], it is shown that concentration and 
solvation enthalpy and entropy can be incorporated as parameters in the Monte Carlo simulation.
6.6 Discussion and Conclusion
Given the role of the edge energy, it seems surprising that the attachment energy method often gives reasonable results 
for morphology prediction. However, many crystal structures have a crystal graph for which the attachment energies 
and edge energies for the various faces can be separated unambiguously. When the edge energies, yhk], are more or 
less isotropic within the growth slice with energy for all relevant flat faces, than yhk] ^  E f^6. In that case, a large 
edge energy corresponds to a small attachment energy and vice versa, because, by definition, the crystallization energy 
is constant and given by Ecryst =  E f^  +  E f^6. Thus, high growth rates will be found for high attachment energies and, 
therefore, the growth rate will be roughly proportional to the attachment energy.
There are, however, numerous examples besides the fat crystals for which this unambiguous separation between 
attachment energies and edge energies does not apply. In all such cases, the attachment energy method does not give
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Figure 6.7. Results o f a MONTY simulation for 10.12.10. The sticking fraction o f molecules at the growing 
crystal surface is plotted versus A;U for various faces. The onset o f growth for each curve indicates the 
critical driving force for kinetic roughening o f the corresponding face. This corresponds to the value where 
the edge free energy o f 2D nuclei becomes zero. The simulations were performed on a surface o f 40 x 40 
unit cells for 1 million Monte Carlo events per data point.
reliable results. Similar to 2D nucleation, for the spiral growth mechanism the two relevant parameters are the edge free 
energy and the driving force. Thus, also for faces that grow by a spiral growth mechanism, the edge energies determine 
the growth rate.
Not all polymorphs of fat crystals grow needle shaped. In the following chapter we will compare three very different 
shapes of fat crystals having rather comparable crystallographic structures and explain the results in terms of an extended 
connected net analysis [89]. The present analysis of the morphology of 10.12.10 needle-shaped crystals is exemplary. 
Although needle-shaped crystals show the most apparent deviation from the attachment energy morphology, all crystals 
need a detailed consideration of the growth mechanism for the purpose of an accurate morphology prediction.
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Chapter 7
Comparing the Morphology of fi -n.n.n With 
fi '-n.n+2.n and fi '-n.n.n-2 Triacylglycerol 
Crystals
Abstract
The morphology of fi-16.16.16, fi'-10.12.10 and fi'-16.16.14 fat crystals is explained on the basis of a connected net 
analysis taking into account the edge energies of a 2D nucleation growth mechanism. It is shown that the conventional 
prediction of the morphology on the basis of attachment energies is not capable of explaining the very different mor­
phologies of these fat crystals. The morphology of the three fats ranges from long needles in spherulitic growth forms 
to lozenge shaped single crystals. It is shown that the elongated growth habit of fi'-10.12.10 fat crystals having fast 
growing top faces is a result of the zero edge free energy of 2D nuclei on most of these faces. The bonding topology 
and its high structural symmetry explain the zero edge energies. In contrast, for the fi'-16.16.14 crystals, having a lower 
symmetry the corresponding edge energies are much higher, resulting in lozenge shaped crystals.
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7.1 Introduction
In literature the morphology of fi -monoacid triacylglycerol (TAG) crystals was treated on the basis of a detailed con­
nected net analysis [40, 86]. In these papers the morphology of the crystals of n.n.n TAGs, with n even, was explained 
using a two-dimensional (2D) nucleation mechanism, taking into account the edge energies involved for the creation 
of such nuclei on the various crystal faces. This approach led to a semi-quantitative explanation for the experimentally 
observed planklike habit of these crystals. The conventional approach, based on a linear relationship between the growth 
rate of a face and its attachment energy [62,65] was shown to be inadequate, in particular, for the relatively fast growing 
top facets of the crystals. The specific bonding structure of the growth units in these TAG crystals implies that the edge 
free energies of 2D nuclei on the surface are not merely determined by bonds within the growth slices; they involve both 
slice bonds and attachment bonds. As a result, especially for the top faces, the edge free energies turned out to be much 
lower than expected on the basis of attachment energies only. This explained the relatively high growth rates of these 
faces and, thus, the plank like habits of the crystals. The even-numbered fi -TAGs form a homologous series at least 
from 10.10.10 to 22.22.22 [90], all members having essentially an iso-structural unit cell. This allowed for a morphol­
ogy prediction in good agreement with the experimental morphological data for the members ranging from 10.10.10 to 
22.22.22.
fi '-TAGs are polymorphs of fi -TAGs. They too play an important role in the food industry [97]. Within the large 
variety of fi '-structures the n.n + 2.n-TAGs again form a homologous series, at least from 10.12.10 to 16.18.16 [102]. 
Because of the difficulty of growing sufficiently large single-crystals of good quality, the crystal structure of fi' -TAGs 
had not been solved for a long time. Recently, however, the structures of two different fi' -TAGs were elucidated almost 
simultaneously. The first one is that of the fi '-10.12.10-TAG determined by Van Langevelde etal. [91]. The second one, 
belonging to the class of fi '-n.n.n -  2-TAGs is that of the fi '-16.16.14-TAG determined by Sato et al. [92]. fi' -TAGs 
appear in various morphologies, two extreme cases of which are represented by the 10.12.10-TAG and the 16.16.14- 
TAG. The first one shows an even more elongated habit as compared to the fi-n.n.n-TAGs resulting in extremely long 
needle-shaped crystals. The second one grows as rather compact lozenge-shaped crystals. In chapter 6 the extreme 
needle shape of 10.12.10-TAG crystals was explained on the basis of a vanishing edge energy for all top faces except 
for one for which the edge energy was very small. The results were confirmed by Monte Carlo simulations on the actual 
crystal structure [42].
In this chapter we will use the two fi' structures to explain the two rather extremely elongated crystals on the basis 
of the same approach as used for the fi -TAGs [40] and compare the results with those found for the latter. It will be 
shown that for both these two fi '-TAGs a morphology prediction based on the attachment energies of the faces leads 
to incorrect results. In the next section the structures of the two fi '-TAGs will be summarized and compared with the 
structures of the fi -TAGs. For both a connected net analysis will be given in section 7.3. The resulting morphologies 
will be compared with the experimental habits in section 7.4.
7.2 Crystal Structures
For the fi -TAGs we choose 16.16.16 as a representative. For this TAG a crystallographic transformation has been applied 
similar to the one used by Hollander et al. [40]. This allows for an easy comparison of the various crystal structures 
and observed morphologies, both for the fi '-TAGs and the fi -TAGs. In Table 7.1 the crystallographic data of the TAGs 
are given together with some morphological data. Figure 7.1 presents the conformation of the three TAGs is in the unit 
cell. As can be judged from the table and the figure the structures and morphologies of the three representative TAGs 
are rather different, both where the space group and number of molecules in the unit cell are concerned. The TAGs 
crystallize in different conformations. For the straight tuning fork conformation of the R1.R2.R3-TAG the R1 and R3 
chains are parallel to each other pointing in the opposite direction as compared to the R2 chain. For the straight chair 
conformation R 1 and R2 are parallel and both opposite to the R3 chain. The bent chair conformation shows a tilt between 
the parallel R 1 and R2 chains as compared to the R3 chain. As the morphology is concerned, it has to be noted that the 
top faces found for the fi -n.n.n-TAGs depend on the chain length n [40].
7.3 Connected Net Analysis
For the fundamentals of a connected net analysis we refer to Grimbergen et al. [33]. To find all connected nets giving 
rise to the possible flat (F-)faces the crystal graph representing all growth units (TAG molecules) and their mutual bonds 
is needed.
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Table 7.1. The crystallographic and morphological data for the three crystal structures studied. The l 
indices are difficult to determine experimentally.
fi -n.n.n [90] fi' -n.n +  2.n [91] fi '-n.n.n -  2 [92]
Member 16.16.16 10.12.10 16.16.14
Space group P1 Ic2a C2
a (A) 14.0 22.8 16.5
b (A) 5.4 5.7 7.5
c (A) 46.8 57.4 81.6
a  (°) 74.5 90 90
fi (°) 121.7 90 90.3
Y (°) 124.3 90 90
Z 2 8 8
Conformation straight bent chairs straight chairs +
tuning fork straight tuning fork
Morphology Plates Plates / needles Lozenges
(solvent) (dodecane) (dodecane) (hexane)
Aspect ratio 100-500 20-1000 10
Length 1-5 mm 1-50 mm 300 ^m
Width 100-300 ^m 50-100 ^m 500 ^  m
Thickness up to 80 ^  m up to 40 ^  m 30 ^m
Basal face {001} {001} {001}
Side face {100} {107} {101} _
Top faces {017}, {21l} Rough {111}, {111}, {011}
7.3.1 Crystal Graph
For a discussion on the relevant (non-bonded) intermolecular interactions—to which we refer as bonds—in case of TAG 
crystals we refer to [40]. In that paper it was shown that in order to predict the correct morphology for the fi -TAGs 
merely a limited number of bonds between the growth units has to be considered. In Figure 7.2, the crystal graphs of 
the three structures are given. Note that in these crystal graphs the molecules are represented by ellipses and that their 
positions are somewhat rearranged for the sake of clarity without loss of the bonding topology and energetics. The 
molecules that make up the unit cell are drawn as filled, black ellipses. In this figure it can be seen that all three crystal 
graphs show a layered structure of TAG molecules in the ab plane. Within each layer a TAG molecule is surrounded 
by six neighboring growth units in a distorted hexagonal pattern. The distortion depends on the actual TAG. For the 
fi-TAGs this results in 5 different bonds in the layer denoted as p, q1, q2, r 1 and r2. These bonds are rather strong as 
they reflect the interactions between the parallel R  chains of neighboring growth units, which are roughly parallel to the 
c axes. For the fi '-10.12.10-TAG the space group symmetry reduces this set of bonds to only 3 denoted as p, q and r. For 
the fi'-16.16.14-TAG the original set of 5 different bonds is enlarged to 6 as there are two p  bonds present, denoted as 
pA and pB. Furthermore, there are for this TAG next-nearest neighbor bonds in the layers that are also relatively strong. 
These bonds denoted as u, v, x  and y  are not drawn in the figure and will be treated in the next subsection. Forthe fi -TAG 
the unit cell contains one layer. The layers are mutually connected by relatively weak s1 and s2 bonds representing the 
head-tail interactions between the growth units. For the fi '-10.12.10-TAG and the fi '-16.16.14-TAG there are two layers 
per unit cell. For 10.12.10 all interlayer bonds are equivalent and, therefore, denoted as s bonds. Note, that the crystal 
symmetry lowers the number of s bonds between the layers. For 16.16.14 the s bonds are different for successive layers 
and, therefore, denoted as sA and sB, respectively.
7.3.2 Calculated Bond Strengths
The method and forcefield applied to calculate the bond energies are similar to the ones used for the calculation of the 
bonds for the fi-n.n.n structures [40]. The results are given in Table 7.2. The symmetry equivalent bonds can be found 
by applying the space group symmetry operators of the particular TAG.
7.3.3 Connected Nets
The next procedure in the morphology prediction is the determination of all connected nets which gives all possible 
F-faces on the morphology. On the basis of the crystal graphs of Figure 7.2 the connected nets were determined using
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(a) 16.16.16 (b) 10.12.10 (c) 16.16.14
Figure 7.1. The unit cells o f the fi-16.16.16, the fi'-10.12.10 (see also Figure 6.3) and the fi'-16.16.14 
TAGs showing the molecular configurations.
the program F a c e l if t  [29]. The selection rules according to the Bravais-Friedel-Donnay-Harker (BFDH) rules were 
applied [33].
For the fi '-16.16.14-TAG this was done for the bond set including the u, v, x  and y  bonds. The results can be found 
in Table 7.3. In this table the forms are categorized as (B)asal, (S)ide, and (T)op faces, based on the flat (needle) shape 
of the fi-n.n.n-TAGs and fi'- n.n + 2.n-TAGs. This classification is, however, less appropriate for the morphology of the 
fi '-n.n.n -  2-TAG. For this reason we have adapted the classification per category as was presented in [40]. The present 
classification facilitates the comparison of the morphologies of the three different TAGs.
As an example of the application of the selection rules we consider the absence of connected nets for the {010} faces 
for the 10.12.10-TAG in Table 7.3. Figure 7.2b suggests that this face is connected because of the presence of bonds 
between all GUs in black in the conventional unit cell making up such a face. The space group, because of the centering 
translation I, imposes as one of the selection rules the condition (0k0) with k  even. This implies that the orientation (010) 
has as its proper layer thickness that of (020) growth slices. This is apparent from Figure 7.2b as the layer of GUs (in 
black) 1, 4, 3 and 2 is equivalent to the layer made up of the GUs 6, 7, 8 and 5, as a result of the centering translation I. 
These two layers correspond to the (020) half layers in an (010) growth layer. The half layers are not connected as there 
is no bond between, e.g., GUs 1 and 4.
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(a) 16.16.16 (b) 10.12.10
(c) 16.16.14
Figure 7.2. The crystal graphs of fi-16.16.16, fi'-10.12.10, and fi'-16.16.14. The individual TAG 
molecules, i.e. the growth units are represented by the ellipses. The growth units drawn in black are 
in the first unit cell. The R chains are approximately oriented along the c axes. The growth units M  are in­
dicated by the subscript i. The bonds between the growth units are explained in the text (see also Table 7.2). 
For clarity’s sake, in the case o f 16.16.14, only the s bonds o f one unit cell are drawn.
7.3.4 M orphology Based on the Attachment Energy
To predict the growth morphology it is usually assumed that the growth rate RhkI of a face (hkl) is linearly related to its 
(positive) attachment energy according to [62, 65]
Rhkl = CEhkl. (7.1)
Where C is a proportionality constant. If also the possible F-faces are limited to those orientations that have at least 
one connected net (see section 7.3.3) one uses the attachment energy of the strongest connected net. The resulting 
morphology will be referred to as the Hartman-Perdok/attachment energy, HP/Eatt, morphology in the following.
To be able to compare the experimental morphology and the morphology of a more elaborated prediction based on 
the edge energies of 2D nuclei with the HP/Eatt morphologies the latter are presented in Figure 7.3. In this figure the
85
Table 7.2. The bond energies for the various interactions in the three crystal graphs of Figure 7.2. The 
bonds u, v, x and y  have not been drawn in the figure. The bonds are denoted as Mj-Mj [uvw] representing 
the interaction between growth unit Mj in the first unit cell [000] and growth unit Mj in the cell [uvw]. 
Note that the indices for the fi-16.16.16-TAG differ from the ones in ref. [40] because of a different choice 
for the unit cell. The energies are given in kcal/mol.
P-16.16.16 P ’-10.12.10 P ’-16.16.14
Label Bond Energy Bond Energy Bond Energy
Pa 1 -  1 [010] -32.6 1 -  1 [010] -26.3 3-3  [010] -15.7
Pb 8-8  [010] -17.0
9l 1 -2  [010] -24.0 1 -  6 [000] -19.5 7 -4  [010] -22.8
% 1 -  2 [000] -28.6 7 -4  [000] -40.8
r1 1 -2  [120] -24.3 1 -  7 [100] -16.1 8-7  [010] -20.8
r2 1 -2  [110] -29.1 8-7  [000] -40.7
u 2 -6  [100] -8.84
v 1 -  5 [010] -8.37
x 2 -6  [000] -2.70
y 1 -  5 [000] -2.68
si 1 -2  [011] -2.5 1 -  8 [000] -1.4
«2 1 -2  [001] -2.8
sA 1 -  7 [100] -1.67
sB 1 -8  [101] -1.17
Table 7.3. The forms {hkl} which have at least one connected net for the three TAGs studied. The faces 
are labeled as B(asal), S(ide) and T(op) faces. The number of connected nets (no.) for each form is given. 
In addition, the attachment energy of the strongest connected net for each form is listed in kcal/mol. For 
16.16.16 the labeling has been adapted as compared to ref. [40], although the face indices were adapted for 
consistency with the crystal graph as presented in this chapter.
P-16.16.16 P ’-10.12.10 P ’-16.16.14
Face {hkl} E att no. {hkl} Eatt no. {hkl} Eatt no.
B1 {001} -5.4 1 {002} -5.44 1 {001} -2.35 4
B2 {002} -5.69 3
S1 {101} -52.5 1 {101} -34.88 3 {204} -171.44 3
S2 {100} -53.4 1 {200} -64.33 1 {203} -168.16 3
T5 {010} -120.9 1
T6 {011} -120.6 1
T1A {111} -116.3 1 {112} -182.46 3 {113} -196.17 4
T1B {110} -116.0 2 {112} -254.75 8
T1C {111} -125.5 1 {111} -196.17 7
T1D {110} -254.75 3
T2A {211} -121.2 1 {211} -182.46 3
T2B {210} -120.9 1
T3A {316} -278.16 5
T3B {315} -278.16 5
T3C {314} -279.22 2
T3D {313} -297.15 1
T3E {317} -299.15 1
three morphologies have been drawn with the crystallographic b axis as the common axis. For the plank and flat needle 
morphology this axis is along the long sides of the habit, while for the lozenge it is along one of the bisecting axes of 
this habit.
7.4 Comparison With Experimental Morphologies
In this section the experimental morphologies of the three TAGs will be compared both with the HP/Eatt morphologies 
and the more elaborated prediction that is based on the determination of the edge energies of 2D nuclei formed on 
the F-faces, that is, the faces that contain one or more connected nets. In Figure 7.4 some micrographs of the growth
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Figure 7.3. The morphology o f the three TAGs based on the H P/£att prediction according to eq 7.1 and 
Table 7.3. From left to right: 16.16.16, 10.12.10, and 16.16.14. For each TAG, two crystals are drawn, one 
viewed on top and one from the side. The b axis is chosen as the common vertical axis in all drawings.
morphologies of the three TAGs are presented and indexed. The plank and flat needle shaped morphologies usually 
grow from spherulites showing only one of the two top sides. The index l  is in all cases rather difficult to determine 
experimentally [40]. This index is therefore not specified in Figure 7.4. The fi-16.16.16-TAG always shows faceted 
top faces for not too high supersaturations. The top faces of the fi'-10.12.10-TAG are invariably rather rough even at 
low supersaturations. Sometimes, at the lowest supersaturations, however, flat top-faces are observed as can be seen in 
Figure 7.4b. Grown from the melt this TAG seems to show faceted top faces which might be indexed as {61l}. For 
higher supersaturations, however, the growth of these crystals is transport limited resulting in concave habits [88]. The 
seemingly faceted form with {611} faces is an intermediate habit between the 2D nucleation mechanism and transport 
limited growth. For the fi'-16.16.14-TAG the needle shape is drastically truncated resulting in lozenge shaped crystals.
Comparing Figures 7.3 and 7.4, the first striking difference is the much more elongated experimental morphology 
of the plank and flat needle shaped habits as compared to the HP/Eatt morphology. For the fi'-16.16.14 TAG, on the 
other hand, the experimental morphology is much less elongated along the b axis. As the top faces are concerned the 
fi -TAG shows no {110} faces as were predicted, which was explained in ref. [40]. The top faces of the fi '-10.12.10 TAG 
are ill-predicted, {112} instead of {211}. The top faces for fi'-16.16.14 are in correspondence with the prediction. In 
addition, the experimental morphology shows a {101} face which might be identified with the predicted {203 } face. The 
seemingly appearing top facet on the lower side of the crystal is because of accidental damage; the corner is chipped off. 
In the next section we will explain the discrepancies between the experimental habits and the attachment morphologies 
on the basis of a more elaborate connected analysis.
7.4.1 Edge Energies of 2D Nuclei
As was discussed by Hollander et al. [40] for the fi -TAGs the growth of the side and top faces of these TAGs is, because 
of the extremely thin nature of the crystals, mainly determined by a 2D nucleation mechanism. The same is expected 
to hold for the fi '-TAGs. Only for the top faces spiral growth can play a role. Growth spirals were observed on the top 
faces of fi -TAGs using atomic force microscopy [100]. Both for the 2D nucleation mechanism and for the spiral growth 
mechanism there are two main parameters that determine the growth rate of a crystal face. These are the driving force for 
crystal growth often expressed in terms of the supersaturation and the edge free energy of a 2D nucleus on the face [85]. 
A crystal face can grow via one of these two mechanisms as a flat face only when the corresponding orientation contains 
one or more connected nets of crystal bonds [65]. In that case there exists a roughening transition temperature below 
which the flat orientation is maintained and above which the threshold for the formation of 2D nuclei vanishes as the 
free energy of formation is zero. This phenomenon is called thermal roughening. The roughening transition temperature 
of a face (hkl) is determined by the edge free energy of nuclei on that face. If in any direction along the face the edge 
free energy of a 2D nucleus becomes zero the face will be rough [33, 103]. Above its roughening temperature a face will 
start to grow relatively fast either disappearing from the morphology leaving behind other faces or appear as a rounded 
off orientation. Below its roughening temperature a face can still lose its flat appearance beyond a certain threshold 
driving force. This is called kinetic roughening [104, 33]. Therefore, faces with relatively small edge free energies for 
2D nucleation are expected to kinetically roughen already at relatively small driving forces. Thus, besides the driving 
force the main parameter for determining the growth rate of a crystal face is its edge (free) energy for the formation of a 
2D nucleus. Especially for anisotropic crystal structures such as for the present TAGs, one finds large differences in the
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(11/)
(c) 10.12.10; melt (d) 16.16.14; hexane
Figure 7.4. Micrographs o f the growth morphologies o f the three TAGs. The faces are labeled according to 
their orientation and the BFDH selection rules. The indices 1 are not specified as they are difficult to deter­
mine experimentally. All basal faces are {001}. (a) fi-16.16.16 grown in dodecane. (b) fi'-10.12.10 grown 
from dodecane with {211} faces. The occurrence o f these faces is however not typical. In general these 
faces are rough. (c) fi'-10.12.10 grown from its melt. (d) f i '-16.16.14 grown in hexane. The seemingly top 
facet on the lower side o f the crystal is because o f accidental damage.
2D nucleation edge free energy in different directions along the various faces [40]. In the following subsections we will 
study the three different TAGs in detail to find the edge (free) energies for 2D nuclei. We will only focus on the edge 
energies of 2D nuclei, neglecting entropic contributions.
7.4.2 f i-16.16.16
The elongated shape of the fi -TAGs as compared to the HP/Eatt morphology was already explained by Hollander et a1. 
on the basis of a determination of the edge energies of 2D nuclei formed on the top faces of these crystals [40]. From the 
edge energies the roughening temperatures were estimated. The edge energies were much smaller than expected from 
the attachment energy calculations and, moreover, it was shown that depending on the chain lengths of the fatty acids the 
morphological importance of the various top faces differed considerably. For 16.16.16, in particular, this resulted in the 
presence of only {212} and {011} faces, the {111} faces having a far too small 2D edge energy to be present. For the 
basal and side faces the effect of small edge energies for 2D nucleation was absent and very small, respectively [40, 86]. 
The results turned out to be in perfect accordance with the experimental observations. We will use the same approach to 
explain the morphology of the two fi '-TAGs.
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7.4.3 fi '-10.12.10
For the fi '-10.12.10-TAG the far more elongated shape as compared to the fi -TAGs can partly be explained by the 
smaller attachment energies of the {101} side faces as compared to the fi -TAG. Therefore, the needle shape must also 
be caused by even smaller edge energies for the top faces. Moreover, the fact that these top faces almost invariably grow 
as rounded-off faces shows that the threshold for kinetic roughening is by far lower for this TAG. We will study the 
stability of both top forms {112} and {211} in more detail in the next sections.
7.4.3.1 The {112} Top Faces
Figure 7.5. Perspective view of a {112} connected net drawn in heavy gray lines in the crystal graph of 
10.12.10. The graph is somewhat deformed as compared to Figure 7.2, to make the topology o f the bonds 
clearer. The surface profile o f the corresponding {112} face is drawn as heavy black lines. All GUs in the 
crystal are drawn in black. A 2D nucleus is drawn on top o f the profile in heavy black dashed lines. The 
gray GUs are part o f the 2D nucleus and the white ones are not part o f the crystal. The edge energy o f this 
nucleus along the [110] direction is zero as is explained in the text.
In Figure 7.5 a perspective view of the crystal graph of the fi '-10.12.10-TAG is drawn (compare Figure 7.2). Note, 
that the graph is somewhat deformed as compared to Figure 7.2b, to make the details in the various layers more clear. Of 
the three connected nets for the {112} faces the one with the smallest attachment energy is drawn in heavy grey lines. 
In each layer the profile of the surface of this connected net is drawn by the heavy black lines along the overall direction 
[110]. In addition, along the same direction the profile of a 2D nucleus is drawn, in heavy black dashed lines. This 
nucleus involves the addition of two, respectively, three growth units in the layers, as indicated by the grey spheres. The 
edge energy of this profile along the [110] direction can be found by subtracting the values of the broken bond energies 
of the profile without the 2D nucleus from the values of the broken bonds corresponding to the profile including the 2D 
nucleus. The resulting edge energy turns out to be zero by mere inspection of the figure. This is a result of the high 
symmetry of the crystal structure leading to only p, q and r  bonds in the layers (compare Figure 7.2). The relevant 
symmetry, is an inversion center in the middle of the q and r  bonds, which is only present within the layers and not 
between the layers; it is not a symmetry element of the spacegroup. Therefore, as we will see further on, the edge energy 
is non-zero in any direction for which inter-layer s bonds are cut. Note, that the height of the 2D nucleus corresponds 
to the proper interplanar distance d1 1 2  and that the nucleus can be enlarged along [110], resulting in the same zero edge
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energy. This latter property is illustrated in more detail in Figure 7.6. In this figure the situation of the middle ab plane
Figure 7.6. Projection along [001] o f the middle ab layer ofFigure 7.5. The surface profile ofthe connected 
net is drawn as an emphasized solid black line. All GUs in the crystal are drawn as black circles. Several 
profiles o f 2D nuclei on top o f it are shown and discussed in the text. The gray GUs are part o f the 2D 
nucleus and the white ones are not part o fthe crystal.
ofFigure 7.5 is shown in projection along the [001] direction. The profile along the connected net is emphasized as the 
heavy black line. The 2D nucleus of Figure 7.5 is shown by the solid black dashed line. The broken bond energy of 
this nucleus is zero along the [110] direction. In addition two other 2D nuclei are drawn. The dashed one indicates an 
enlarged nucleus showing the zero edge energy of a well chosen larger nucleus along the [110] direction (cf Figure 7.5). 
The dash-dotted nucleus, on the other hand, has a finite edge energy corresponding to a q and a r  bond illustrating that 
not all 2D nuclei have a zero edge energy. In the actual growth process, the cheapest path in terms of energy—in this 
case zero—can, and will be, chosen. Note, that the 2D nucleus can be enlarged along the [021] direction by adding 
the same GUs in subsequent layers leading to a step extending along the [021] direction with a zero edge energy as all
[110] profiles along this step direction can be chosen equal. In the [021] direction (cf. Figure 7.5) the edge energy is 
determined by s bonds which are weak as compared to the bonds in the ab plane. The edge energy of the nucleus in 
Figure 7.5 in the [021] direction amounts 8 s bonds. The fact, however, that a zero edge energy is found in a single 
direction—i.e. for the [110] profile, corresponding to a step edge extending along the [021] direction—ensures that the 
face will grow rough according to the criterion of Van Beijeren and Nolden [103].
In conclusion, the edge energy of the faces {112} of the 10.12.10-TAG, by applying the connected theory to the 
interactions as given in Table 7.1 is zero in the [110] direction. This implies that this face grows rough. Hence, this 
orientation grows relatively fast and is unlikely to appear on the crystal morphology of the 10.12.10-TAG.
7.4.3.2 The {211} Top Faces
The other top face of the 10.12.10-TAG according to Table 7.3 is the {211} orientation. Figure 7.7 shows a drawing 
of the corresponding face in a way similar to that of the {112} face. The {211} top faces have a non-zero edge energy 
for any 2D nucleus along any direction. The 2D nucleation energy is along the [120] direction is the lowest for the 2D 
nucleus presented in Figure 7.7 as the r  bonds have a lower energy than the q bonds. The total 2D edge energy amounts 
to 2r and some weak s bonds. Elongation of the nucleus in the [120] direction along the face results always in an edge 
energy of 2 r  bonds independent of the size as long as couples of growth units (1,6), (2,5), (3,8) or (4,7) are added. The 
number of s bonds adding to the total edge energy is 2 s bonds as long as the nucleus stays compact. Thus, the total edge 
energy of a compact nucleus made up of such couples amounts to that of 2 r +  2 N  s bonds, for N  growth units in the 2D 
nucleus. In other words, the 2D nuclei are expected to grow relatively fast in the [120] direction, thus keeping the total 
edge energy as small as possible while gaining volume in terms of number of growth units added.
In summary, for the fi'-10.12.10-TAG the only top faces that contain connected nets (cf. Table 7.3) with a finite 2D 
nucleus edge energy in any direction are those ofthe form {211}. Therefore, the fi '-10.12.10-TAG crystals are expected 
to grow with faceted {211} faces for not too high supersaturations. The kinetic roughening transition for these faces is 
expected to be mainly determined by the low energy s bonds. In other words, the fi' -10.12.10-TAG crystals are expected 
to grow as very elongated needles with top faces that roughen at very low supersaturations. This leaves the question why 
the side faces grow relatively slowly.
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Figure 7.7. Perspective view o f a {211} connected net o f 10.12.10 drawn in heavy gray lines. The graph 
is somewhat deformed as compared to Figure 7.2, to make the details more clear. All GUs in the crystal 
are drawn as black ellipses. The gray GUs are part o f the 2D nucleus and the white ones are not part o f the 
crystal. In this case, no 2D nucleus can be found which leads to a zero edge energy. The 2D nucleus with 
the smallest edge energy is indicated by the heavy black dashed lines.
7.4.3.3 The {200} Side Faces
For the n.n.n-TAGs it was already shown that the side faces have a relatively small growth rate as compared to the top 
faces by estimating the roughening temperatures which turned out to be much higher for the side faces [40, 86]. We 
will explain this difference for the 10.12.10-TAG by studying the 2D nucleation on one of its two possible side faces. 
Although Table 7.3 suggests that the {101} face is the appropriate candidate because of its smaller attachment energy, 
detailed inspection shows that the {200} face is equally stable. Because of the less complex representation of the latter 
in the crystal graph we will study the {200} face in more detail. Figure 7.8 shows the only connected net present for 
this orientation in heavy gray lines. Form the figure it can easily be seen that any 2D nucleus, including both layers, on 
this face has an edge energy determined by 2 p  bonds per layer, independent of the length of the nucleus along the [010] 
direction, and on the average (2(q -  r) + 4s) bonds per growth unit in the nucleus. When we compare this result with 
that for the {211} form, we, first of all, note the much higher edge energy for 2D nucleus profiles along the high energy 
direction ([010] for the {200} face) that, moreover, depends on the number of growth units in the nucleus. Secondly, in 
the low edge energy direction (for profiles along [001] in Figure 7.8) the edge energy amounts to 4 s bonds per growth 
unit which is roughly 8 times larger than the value found for the {211} form. In fact, this explains the elongated needle 
shape of the crystals. In addition, it must be noted that it is experimentally not clear whether the side faces of the 
10.12.10 needles are made up of {101} or {200} faces (or both).
Comparing the fi '-10.12.10-TAG and the fi-16.16.16-TAG crystals, given the comparable topology of the top faces, 
the former are expected to show even more more elongated needles as the s bonds of the former are weaker by a factor 
of almost 2.
7.4.4 fi '-16.16.14
The fi'-16.16.14-TAG has a morphology that is very different as compared to the ones discussed up to now. The top 
faces are heavily retarded in growth rate, while the side faces grow relatively fast. The zero edge energies found for one 
of the top faces of the fi '-10.12.10-TAG are not expected, because the symmetry of the 16.16.14 TAG is much lower
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Figure 7.8. Perspective view o f a {200} connected net o f 10.12.10 drawn in heavy gray lines. The graph is 
somewhat deformed as compared to Figure 7.2, to make the details more clear. All GUs in the crystal are 
drawn in black.The surface profile o f the connected net is drawn as an emphasized solid black line only for 
the upper two layers. The 2D nucleus with the smallest edge energy is indicated by the heavy black dashed 
lines. The gray GUs are part o f the 2D nucleus and the white ones are not part o f the crystal.
resulting in six different bonds in the ab layers.
The top faces that have connected nets can be divided in two groups according to Table 7.3, namely the {317} forms 
with 7 = 3 — 7 and the {117} forms for which 7 = 0 — 3. For the side faces only the {207} (7 =  3, 4) forms have connected 
nets. The experimental morphology in Figure 7.4d suggests that in contrast to the attachment energy prediction in 
Figure 7.3 the side faces grow relatively fast as compared to the top faces. To explain this discrepancy we will study the 
side and top faces of Figure 7.3 in terms of the edge energies for 2D nucleation. We will limit ourselves to the—in terms 
of the attachment energy—most stable forms according to Table 7.3, that is, the {111} top and {203} side faces.
7.4.4.1 The {111} Top Faces
Figure 7.9 shows a perspective drawing of the (111) connected net as a representative of the {111} form of 16.16.14. 
Similar to the previous figures, the heavy gray lines represent the connected net and the emphasized black lines the 
corresponding surface profile. To find the 2D nucleus, on top of this connected net, that has the smallest edge energy in 
this rather complicated crystal graph we first look at Table 7.2. This table shows that the strongest bonds are q2 and r2, 
which are about equal in energy: 41kcal/mol. These bonds are the black dashed bonds in Figure 7.9. The next strongest 
bonds are q1 (23 kcal/mol) and r 1 (21 kcal/mol), again almost equal in strength, indicated by the gray dashed bonds in 
the figure. The pA and pB bonds (16 and 17 kcal/mol, respectively) enter the figure as the gray and black solid bonds. 
We neglect the other more weak in-layer bonds u, v, x  and y. The inter-layer sA and sB bonds are, again, relatively weak; 
2 and 1 kcal/mol, respectively. To keep the analysis simple we will treat the q2 and r2 bonds as equal; the same will 
be done for the (q1, r1) and the (pA, pB) couples. Note that the difference in bond strengths for these couples, which 
amounts 1-2 kcal/mol, is comparable to the strengths of the s bonds.
Detailed inspection of Figure 7.9 shows that a 2D nucleus of any length in the upper layer always cuts, besides some 
weak s bonds, two bonds of type q2 or r2 more than the profile without a 2D nucleus.
In the lower—that is middle—layer a very interesting situation occurs. The dashed profile of the 2D nucleus drawn 
for this layer contains three growth units. The addition of only the left growth unit labeled 8 results in an almost zero
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Figure 7.9. Perspective view of a (111) connected net o f 16.16.14 drawn in heavy gray lines. All GUs in 
the crystal are drawn in black. The surface profile o f the connected net is drawn as an emphasized solid 
black line only for the upper two layers. The 2D nucleus with the smallest edge energy is indicated by the 
heavy black dashed lines. The gray GUs are part o f the 2D nucleus and the white ones are not part o f the 
crystal. For clarity’s sake not all the s bonds are drawn.
edge energy assuming the equality of the bonds coming in couples and neglecting the s bonds. The same holds for the 
complete 2D nucleus—and any extension of it with two growth units—indicated for this lower layer.
This shows that the edge energy of a complete 2D nucleus including both layers along the [110] direction along 
the (111) face is mainly determined by the edge energy of the upper layer and amounts roughly to two q2 or r2 bonds. 
Comparing this 2D edge energy of the (1U) top face with that of the 10.12.10 {211} top faces, we find values of some 
82 kcal/mol and 32 kcal/mol, respectively. Along the direction of the s bonds the 2D edge energy is determined by the 
strongest sA bonds and amounts to (1 sA +  3 sB) per growth unit. The latter edge energy depends somewhat on the shape 
of the total nucleus. Therefore, the edge energy of the total nucleus is independent of the size of the nucleus in the high 
energy direction along [110] but depends on the number of growth units in the nucleus in the low energy direction along 
the s bonds.
When we compare this result with that of the {211} top faces of 10.12.10, taking into account the energy of the s 
bonds (cf Table 7.2) we find a 5 times higher edge energy in the s bond direction for the 16.16.14-TAG. This explains, 
together with the 2.5 times higher edge energy along the [110] direction, the retarded growth of the top faces for this 
TAG.
7.4.4.2 The {203} Side Faces
Figure 7.10 shows the—in terms of attachment energy—strongest connected net of the {203} side face in heavy gray 
lines. Inspection of the figure shows that the 2D nucleation edge energy along the [010] direction in each layer is 
determined by two pA or pB bonds, independent of the size of the nucleus, assuming the same equality of bonds coming 
in couples as in the preceding section. Comparing this result for the present side face with that of the {111} top faces, we 
find some 33 kcal/mol and 82 kcal/mol, respectively. Along the [302] direction the 2D edge energy is, again, determined 
by only s bonds. The 2D nucleus drawn in the upper middle layer has an edge energy of 1 sB bond, or 1.2 kcal/mol per 
growth unit. Adding the nucleus of the lower middle layer, effectively costs another 2sA — sB bonds, or 2.1 kcal/mol per 
growth unit extra. In the other two layers a comparable but independent 2D nucleus can be constructed. In conclusion, 
the average edge energy of a complete 2D nucleus is determined by that of 2D nuclei of the type drawn in Figure 7.10
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Figure 7.10. Perspective view o f a {203} connected net o f 16.16.14 drawn in heavy gray lines. For the 
sake of clarity, a 2D nucleus is drawn only in the two middle layers together with emphasized solid black 
lines representing the surface profile o f the connected net. For the same reason only the growth units in the 
outer layer o f the surface are drawn in black; the gray ones are part o f the 2D nucleus.
and the edge energy is in both the high and low energy directions 2-3 times as small as for the {111} top faces.
Therefore, the {111} top faces of 16.16.14 are expected to grow more slowly as compared to the {203} side faces, 
resulting in pseudo-hexagonal or even lozenge shaped morphologies as in Figure 7.4d.
7.5 Conclusion
It is shown that the crystal morphology of three different monoacid triacylglycerols (TAGs), i.e., fi-16.16.16, fi '-10.12.10 
and fi'-16.16.14 fat crystals can be understood on the basis of a connected net analysis taking into account the edge 
energies relevant for a 2D nucleation growth mechanism. Moreover, it is shown that the conventional prediction of 
the morphology on the basis of attachment energies is not capable of explaining the large differences between the 
morphologies of these fat crystals. First of all the, aspect ratio is badly predicted for all three TAGs. Secondly, the top 
faces that determine whether a TAG grows as needles is ill-predicted by the attachment energy method.
For the fi-16.16.16-TAG the top faces all have an edge (free) energy for 2D nucleation that is much smaller than 
expected on the basis of the attachment energy method. This is because of the fact that as a result of the bonding 
topology of the connected nets of these faces the edge energy is determined both by slice and attachment energy bonds. 
As a result, the edge energy is determined by differences between bonds of the crystal which can be very small if these 
bonds are comparable in strength. This results in relatively low roughening temperatures and, therefore, fast growth 
rates as was explained in chapter 6 [40]. The habit of these TAGs is, therefore, that of elongated planks.
For the fi '-10.12.10-TAG the space group symmetry is so high that there are only two top faces that contain connected 
nets and can, therefore, appear as flat faces. Moreover, the edge energy for one of these two top faces, {112}, is even 
zero, resulting in a rough face already at zero supersaturation. This is the first case for which a zero edge energy has 
been found for a singlet connected net. This result is paradoxical as the connected net theory assumes that whenever a 
crystal orientation contains a connected net its edge energy is non-zero in any direction and, therefore, its roughening 
temperature has a non-zero-value. Up to now, only cases where two connected nets were symmetry related resulting in a 
zero edge energy were found [28, 38]. Such a situation was called symmetry roughening. In the present case, symmetry 
roughening does not apply, because the relevant connected net is a singlet. It is also not a result of an accidental
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symmetry which would be the case if the bond energies would result in a zero edge energy as a result of cancellation of 
energies caused by the limited precision in the energy calculations. Therefore, we have to conclude that the definition of 
a connected net, in special cases, has limited value in decisiveness for roughening temperatures. In the present situation, 
the zero edge energy for a single step edge direction is a result of a higher symmetry in the two-dimensional layers of 
the GUs as compared to the spacegroup symmetry. Whether this situation can be generalized to other crystal structures 
is a matter for future research.
The other top face has a finite but, compared to the fi-16.16.16-TAG, an even smaller edge energy resulting in even 
more elongated needles. For the fi '-10.12.10-TAG we have explained the origin of the needle shape also in terms of the 
2D nucleation edge energies relevant for the top faces and side faces. In contrast to the situation for the side faces, for 
the top faces the edge energy is only lightly dependent on the number of growth units in the 2D nucleus. This, together 
with the small edge energy, lowers the threshold for the formation of a 2D nucleus of critical size considerably, resulting 
in relatively high growth rates.
The fi'-16.16.14-TAG has a completely different, lozenge shaped habit. For this TAG, the order in terms of strength 
of the bonds in the layers of the structure is different from the other two TAGs; the p  bonds in Figure 7.2 (cf Table 7.2) 
are the strongest bonds for the first two TAGs while for the fi '-16.16.14-TAG the q2 and r2 bonds are the strongest. As a 
result, the side faces grow faster as compared to the two other TAGs because the bonds relevant for the edge energy are 
weaker and the top faces have relatively low growth rates.
We have shown that it is important for crystal morphology prediction to take the actual growth mechanism seriously 
into account. A connected net analysis together with the determination of edge (free) energies of 2D nuclei on top 
of these nets can explain morphologies that are not predicted by conventional methods. Although the present analysis 
is limited to a 2D nucleation growth mechanism it has to be noted that the edge free energy is, besides the driving 
force for crystallization, also a parameter that enters the growth rate equations for spiral growth. Moreover, roughening 
temperatures and parameters for kinetic roughening heavily depend on the edge free energy [85]. Roughening effects 
are rarely taken into account in conventional morphology prediction methods. However, this work shows the relevance 
of such effects on crystal morphology, especially for the 10.12.10-TAG.
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Chapter 8
Explanation for the Supersaturation 
Dependent Morphology of Monoclinic 
Paracetamol
Abstract
The growth morphology of monoclinic paracetamol as a function of the supersaturation is determined using Monte Carlo 
simulations based on the crystal structure. The results are compared with experimental results reported in literature 
both on the morphology and the relevant growth mechanisms. The change of an elongated to a more bulky habit 
with increasing supersaturation is reproduced well by the simulations. The method used opens ways to predict the 
crystal morphology for real crystal structures in dependence of supersaturation once information on the relevant growth 
mechanism for the various faces is known.
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8.1 Introduction
Although a detailed understanding of crystal morphology is of undisputed importance from a practical or industrial 
point of view, currently available morphology prediction methods rely on rather crude assumptions. The morphology of 
crystals is determined by many parameters of which four can be considered as the main ones. These are the crystal struc­
ture, the driving force for crystallization, the temperature and impurities. The most important parameter is the crystal 
structure. In the case of crystals which show polymorphism this effect on the morphology is most prominent. Different 
polymorphs of a substance can show up depending on the driving force and also the crystallization temperature. The 
second most important parameter is the driving force for crystallization often expressed in terms of the supersaturation. 
The temperature often plays a minor role for crystal growth from solution, because the thermal energy kB T  does not 
change significantly in the range of practical crystallization temperatures. Impurities can have drastic influence on the 
morphology. The solvent may in many respects be regarded as an impurity. The effect of impurities and the solvent 
are not treated here. A fifth parameter is the presence of crystal defects which manifest at the surface. The latter is a 
secondary effect mainly caused by one or more of the four primary parameters.
The effect of the crystal structure on the morphology is usually treated by assuming the growth rate of a face to be 
proportional to a parameter which is determined by the crystallography or energetics of the relevant faces. The Bravais- 
Friedel-Donnay-Harker (BFDH) law, for instance, uses the interplanar distance dhkl as a parameter which determines 
the Morphological Importance (MIhkl) [105, 65] of a face (hkl) :
dhkl,1 > dhk1,2 ^  MIhk1,1 > MIhk1,2 (81) 
A more elaborate approach assumes the growth rate of a face to be proportional to the attachment energy [62, 65]
Rhk1 = CEM1, (8.2)
where C is a proportionality constant. These methods do not include the driving force for crystallization. For that, 
the actual growth mechanism has to be taken into account. The most important mechanisms are two-dimensional (2D) 
nucleation and spiral growth. For both these mechanisms, the step free energy for creating 2D nuclei on the surface 
is, besides the driving force, the main parameter. The temperature becomes important for crystal faces that grow close 
to their roughening temperature. Although these growth mechanisms are understood in great detail [85], most of the 
theoretical treatments are limited to simple crystal structures such as the Kossel or simple cubic crystal, or closely related 
structures. This, together with the fact that it is difficult to determine the main parameter for the growth mechanism, 
that is the edge free energy of a 2D nucleus on the surface of a real crystal face, explains the persistent use of the crude 
growth laws mentioned above. Moreover, these laws are rather easily implemented in automated morphology prediction 
methods and in many cases give a reasonable indication of the crystal morphology.
During the last 10 years, however, methods have been developed to study the growth mechanism on real crystal 
surfaces in more detail from a theoretical point of view [33, 38,39]. These methods are a combination of a detailed study 
of the actual crystal structure at the surface of the various faces of real crystals and Monte Carlo simulation methods 
to mimic the corresponding growth. For the study of the details of 2D nucleation the connected nets in the crystal 
surface were used [33], and for the growth simulation various dedicated Monte Carlo programs were developed [39]. 
These methods have been applied to various crystals, to explain anomalies between the observed morphologies and the 
morphology predictions based on the attachment energy law. Examples are naphthalene [28], fat crystals [42, 89], and 
lysozyme [106]. As a result of these studies the need for a Monte Carlo program that can cope with any orientation 
for any crystal structure became apparent. This resulted in the development of a program called M o n t y  to cover this 
need. [58, 59]
In this chapter we will use these methods focusing on the supersaturation dependence of crystal morphology. As an 
example we will study the crystal morphology of paracetamol. Paracetamol is a drug that has antipyretic and analgesic 
properties. It is also an intermediate in the manufacture of azo dyes and photographic chemicals. Paracetamol (also 
known as 4-hydroxyacetanilide, acetaminophen, APAP) is known to have two polymorphic forms: the stable monoclinic 
form [107] with a melting point of 169-170°C and a very unstable orthorhombic form [108].
Several morphology studies of paracetamol have been reported. The most important results of these studies con­
cern a possible temperature dependence of the growth kinetics [109], a slight solvent effect [110], and a prominent 
supersaturation dependence [111, 112] of the morphology of monoclinic paracetamol.
In the following sections we will report the results of a connected analysis of monoclinic paracetamol, which is used 
to study the growth of the relevant faces of the crystals using M o n t y . The results will be compared with the observed 
morphology as a function of the supersaturation.
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8.2 Connected Net Analysis
For the fundamentals of a connected net analysis we refer to Grimbergen et al. [33]. To find all possible flat faces, 
F-faces, for paracetamol all faces that contain one or more connected nets have to be determined. For that, the crystal 
graph representing all growth units (paracetamol molecules) and their mutual bonds is needed. These bonds represent 
the interactions between the growth units making up the crystal structure.
8.2.1 Crystal Structure and Crystal Graph
In this chapter the monoclinic form of paracetamol is studied. The crystal structure of this polymorph has space group 
symmetry P2 1/  a with four molecules in the unit cell (a =  12.651 JA, b = 8.887 A, c = 7.236 A, =  114.848°). Figure 8.1 
shows the corresponding unit cell.
To find the relevant bonds for the crystal graph, the crystal energy was minimized using the Dreiding forcefield in 
C e r iu s 2 with ESP derived charges. [61,25] Figure 8.2 shows the resulting crystal graph. Note that in the crystal graph 
the molecules are represented by spheres for clarity’s sake, without loss of the bonding topology and energetics. In the 
figure it can be seen that every growth unit is connected to 16 neighboring growth units. The set of interactions can be 
found in Table 8.1.
8.2.2 Connected Nets
The next procedure in the morphology prediction is the determination of all connected nets, which gives all possible 
F-faces on the morphology. On the basis of the crystal graph of Figure 8.2 reduced to bond energies of Table 8.1 the 
connected nets—applying the selection rules according to the Bravais-Friedel-Donnay-Harker (BFDH) [33]—were 
determined using the program F a c e l if t  [29]. The results can be found in Table 8.2. In this table, the attachment energy 
of the strongest connected net of each orientation {hk1} is given as well.
8.2.3 M orphology Based on the Classical Growth Laws
To predict the growth morphology, it is usually assumed that the growth rate RhkI of a face (hk1) is linearly related to 
its attachment energy according to eq 8.2. If also the possible F-faces are limited to those orientations that have at least 
one connected net (see section 8.2.2), the attachment energy of the strongest connected net is usually adopted. The
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Figure 8.2. Crystal graph of monoclinic paracetamol. The growth units (1-4) are represented by spheres. 
The lines represent the (crystal) bonds to neighboring growth units. The corresponding bond energies are 
listed in Table 8.1.
Table 8.1. Bonds in the crystal graph of paracetamol. The bonds are denoted as GUj -  GUj [uvw] repre­
senting the interaction between growth unit GUJ in the first unit cell [000] and growth unit GUj in the cell 
[uvw]. Only the generating bonds are given; the symmetry-equivalent ones can be found by applying the 
space group symmetry. The energies are given in kcal/mol.
Label Bond Energy Label Bond Energy
a 1 -  4 [000] -8.064 f 1 -  3 [100] -1.693
b 1 - 3  [101] -7.428 g 1 - 2  [101] -0.805
c 1 - 3  [111] -3.330 h 1 -  1 [001] -0.738
d 1 - 4  [101] -3.039 i 1 - 2  [001] -0.680
e 1 -  2 [000] -2.470 k 1 -  3 [000] -0.632
resulting morphology will be referred to as the attachment energy morphology in the following. The attachment energy 
morphologies are presented in Figure 8.3, together with the morphology based on the BFDH law, for later comparison 
with a more elaborate prediction based on the edge energies of 2D nuclei.
8.2.4 Comparison with Experimental Morphologies
In Figure 8.4 three experimental morphologies of monoclinic paracetamol grown at different supersaturations are drawn. 
These morphologies have been taken from the work by Ristic et al. [112]. If we compare these crystal morphologies 
with the ones predicted according to the classical laws of Figure 8.3, we first notice that all faces experimentally found 
are reproduced. Note that a {200} (or {020}) form cannot be distinguished experimentally from a {100} (or {010}) 
form in a macroscopic morphology determination. For that, step heights on the surfaces should be measured. The 
attachment energy morphology of Figure 8.3 gives the best prediction, but only when compared to the experimental 
morphology grown at medium supersaturation. Still, the predicted {020} and {111} forms are not found on the real 
crystals. Moreover, as argued above, the classical laws cannot predict the effect of supersaturation on the morphology 
as is observed experimentally, because the growth mechanism is not parameterized in such a prediction.
Ristic et al. also studied the growth mechanism of the various faces observed [112]. On the basis of interference 
contrast micrographs they concluded that the {201}, {011}, {100}, and {001} faces all grow with a spiral growth 
mechanism as a result of the presence of screw and mixed dislocation sources. For the {110} faces, on the other hand, 
relatively few well-separated dislocation sources were observed that did not contribute to a fast spiral growth mechanism
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Table 8.2. Forms {hkl} which have at least one connected net for monoclinic paracetamol. The number 
o f connected nets (no.) for each form is given. In addition, the attachment energy, £ att, o f the strongest 
connected net for each form is given in kcal/mol.
{hkl} no. Eatt {hkl} no. E  att {hkl} no. Eatt
{001} 18 -29.64 {202} 4 -66.57 {022} 3 -78.04
{011} 30 -36.10 {312} 10 -66.77 {421} 2 -78.14
{110} 19 -38.04 {311} 10 -66.89 {220} 3 -78.47
{020} 8 -41.98 {210} 4 -67.64 {423} 2 -79.07
{111} 19 -43.11 {211} 3 -70.74 {332} 2 -79.31
{201} 23 -45.80 {231} 4 -71.40 {331} 2 -79.31
{120} 8 -52.83 {212} 4 -71.41 {221} 2 -80.76
{211} 26 -53.92 {213} 3 -72.61 {311} 1 -81.27
{121} 8 -56.03 {031} 3 -73.52 {222} 2 -81.44
{111} 24 -56.13 {112} 2 -74.09 {223} 2 -82.76
{021} 17 -56.47 {131} 4 -74.43 {314 } 1 -83.14
{112 } 24 -57.07 {132} 4 -74.43 {201} 1 -83.24
{200} 6 -61.49 {012} 4 -74.63 {002} 2 -83.41
{221} 18 -62.13 {113} 2 -75.03 {130} 1 -83.52
{122 } 9 -65.96 {322} 3 -76.01 {203 } 1 -84.87
{121} 9 -66.20 {321} 3 -76.25
(a)B FD H  (b) £ att
Figure 8.3. Morphologies o f monoclinic paracetamol based on the BFDH law and the attachment energy 
prediction according to eq 8.2 with the faces restricted to the ones having connected nets (cf. Table 8.2).
at low supersaturations. This was explained by a too-small radius of curvature at the dislocation outcrop as compared to 
the critical 2D nucleus radius. Even at higher supersaturation the {110} faces did not show a considerable contribution 
of the dislocations to the growth; the steps originated from sources at the edges of the {110} faces. In a recent study the 
dissolution rates of the {201}, {001} and {011} faces were interpreted on the basis of the defect structure as observed 
in optical microscopy and X-ray topography [113].
8.3 Monte Carlo Simulation: M o n t y
8.3.1 Edge Energies of 2D Nuclei and Roughening
Both for the 2D nucleation mechanism and for the spiral growth mechanism, there are two main parameters that deter­
mine the growth rate of a crystal face. These are the driving force for crystal growth, often expressed in terms of the
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Figure 8.4. Three experimental morphologies o f monoclinic paracetamol grown at low, medium and, high 
supersaturation in aqueous solution. [112]
supersaturation, and the edge free energy of a 2D nucleus on the face [85]. A crystal face can grow via one of these 
two mechanisms as a flat face only when the corresponding orientation contains one or more connected nets of crystal 
bonds [65]. In that case, a roughening transition temperature exists, below which the flat orientation is maintained and 
above which the barrier for the formation of 2D nuclei vanishes because the free energy of formation is zero. This 
phenomenon is called thermal roughening. The roughening transition temperature of a face (hkl) is determined by the 
edge free energy of nuclei on that face. If in any direction along the face the edge free energy of a 2D nucleus becomes 
zero, the face will be rough [33, 103]. Above its roughening temperature, a face will start to grow relatively quickly, 
either disappearing from the morphology, leaving behind other faces, or appear as a rounded-off orientation. Below its 
roughening temperature a face can still lose its flat appearance beyond a certain driving force. This is called kinetic 
roughening [33]. Therefore, faces with relatively small edge free energies for 2D nucleation are expected to kinetically 
roughen already at relatively small driving forces. Thus, besides the driving force the main parameter for determining 
the growth rate of a crystal face is its (free) energy for the formation of a 2D nucleus.
8.3.2 Simulations
To determine 2D nucleation edge (free) energies, the details of the formation of 2D nuclei for the various surfaces have to 
be studied on the basis of the connected nets. This has been done for the examples mentioned in section 8.1. Especially 
for anisotropic crystal structures large differences are found in the 2D nucleation edge free energy in different directions 
along the various faces [40].
Here we will use Monte Carlo simulations to determine the growth behavior of the various faces of monoclinic 
paracetamol. For this purpose the program M o n t y  was used [58]. The crystal graph of Figure 8.2 served as input 
for the program. A temperature of 308 K was used, corresponding to the equilibrium temperature for the experimental 
morphologies in Figure 8.4. The dissolution enthalpy of 22.45 kJ/mol was taken from experimental data [114]. For the 
probability scheme the default M o n t y  parameter X = 0.5 (see eqs 5.11 and 5.10) was used for the purpose of rough­
ening behavior [59]. On the basis of the observations of Ristic et al. [112] concerning the relevant growth mechanisms 
mentioned in section 8.2.4, a spiral growth mechanism was adopted for all faces except for the {110} form for which a 
2D nucleation mechanism was used.
Here, we present the simulation results corresponding to the growth rate curves determined by Ristic etal.. Figure 8.5 
shows the resulting growth rates as a function of supersaturation together with the experimental growth rate curves [112]. 
The figure shows a good correspondence between the Monte Carlo results and the experimental curves, even though the 
units on the respective axes of the two figures are not identical. The linear relation between the two measures of 
supersaturation is justified by eq 5.24. The use of sticking fraction vs. growth rate cannot be fully justified, especially 
at higher supersaturations. This causes all the growth curves to be limited to the value of 1, bending them down at 
the right hand side. Still, the crossing of the {110} curve through the other three curves is genuine and reproduces the 
experimental results.
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Figure 8.5. Growth rate versus supersaturation curves resulting from experiments [112] and Monte Carlo 
simulations using M o n t y ; the {110} curve is based on the 2D nucleation mechanism; the others are based 
on the spiral growth mechanism.
The growth morphology as a function of supersaturation was determined on the basis of these simulation results. At 
three values of supersaturation—just below, just above, and well above the roughening of the {110} face—the growth 
rates were taken to produce the resulting morphologies shown in Figure 8.6. Comparing these results with those of 
Figure 8.4 we find a good agreement, realizing the absence of the {100} faces in the simulation.
(a) low (b) medium (c) high
Figure 8.6. The morphology based on the M o n ty  simulation results for supersaturations just below, just 
above and, well above the nucleation barrier for the { 11Q} face.
8.4 Conclusion
It is shown that the morphology of monoclinic paracetamol as a function of supersaturation cannot be explained on the 
basis of a conventional prediction of the morphology using attachment energies. First of all, too many faces appear on 
the predicted morphology as compared to the experimental morphology. Secondly, the supersaturation dependence of 
the morphology cannot be explained by the attachment energy method. The use of Monte Carlo simulations based on 
the real crystal structure, shows that the growth behavior as a function of the supersaturation can be reproduced. For 
this, the relevant growth mechanism was chosen for each of the crystal faces based on experimental microscopy data.
For the purpose of stand alone morphology prediction, i.e. without knowledge of the growth mechanism of all 
crystal faces, a method should be devised to predict the growth mechanism. To make things even more complicated, the 
dominating type of growth mechanism usually varies upon variation of the supersaturation; spiral growth at low and 2D
1Q2
nucleation at higher supersaturations. For a comprehensive morphology prediction, the latter should also be taken into 
account.
Therefore, it is of importance to study which growth mechanism is relevant for a given set of conditions, in terms 
of supersaturation and crystal structure. Specifically for this case, it is interesting to know why the {110} faces do not 
show any spiral growth as opposed to all other faces. Most probably, this is related to the energetics involved in the 
formation of 2D nuclei and the formation of active screw dislocations, governed by the specific bond topology. These 
issues should be addressed in further research.
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Chapter 9
The Influence of Morphology and Nucleation 
on the Selective Occurence of Experimental 
Crystal Structures
Abstract
We argue that isotropic crystal structures may be favored in the process of crystal nucleation. Moreover, in the crystal 
structure determination good quality single crystals are most suitable. This creates a morphology based bias toward 
structures that create such crystals. A method is presented to produce a quantitative measure for structural isotropy. This 
method is used on all of the 1999 and 2001 blind test structures and on paracetamol and 2-amino-5-nitropyrimidine. It 
is concluded that for a small majority of the structures presented here, the experimental structure has indeed a relatively 
high isotropy.
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9.1 Introduction
No paper in the field of crystal structure prediction would be complete without quoting Maddox’ famous editorial [115]. 
He referred to the field of crystal structure prediction as a continuous scandal. Since then, his words haunted the field 
for more than 13 years, while research was conducted by numerous people. For reviews see [116, 117, and refs therein]. 
Some progress has been made as can be concluded from the objective blind tests organized by the Cambridge Crystallo- 
graphic Data Centre (CCDC). In these tests, the searches were confined to crystal structures that had no more than one 
molecule in the asymmetric unit having less than 41 atoms and less than three non-rigid torsion angles. Furthermore, 
the spacegroup was guaranteed to belong to the 10 most common spacegroups and cocrystallizing agents were ruled 
out. Within these limitations, some successes could be booked [118, 119, and refs therein]. On the other hand, it also 
showed that the predictive power of all implementations is fairly low, especially when the restrictions mentioned cannot 
be guaranteed. The practical applicability of the results from ab initio crystal structure prediction are, therefore, still 
fairly limited.
Briefly, all crystal structure prediction methods create candidate structures by systematically positioning molecules 
to arrive at efficient packing structures. This sampling stage must be followed by a minimization stage in which the 
candidate structures are optimized according to a scoring technique. This is usually forcefield based, but structure 
statistics have also been applied as well as hybrid techniques. The best scoring structures are expected to be found 
experimentally. Unfortunately, most methods produce hundreds of structures within a few kcal/mol of the lowest one, 
which shows that the quality of the scoring technique is of vital importance to the method. The blind tests showed that 
advanced forcefield techniques produced the best results.
Generally, more advanced forcefields produce better results at the cost of computational effort. This raises the ques­
tion, whether the experimentally observed structure could always be predicted correctly, given an infinite amount of 
computer power. It is generally assumed that the experimental structure should correspond to the candidate structure 
with the minimal global Gibbs free energy. Solving the problems related to this assumption has been the main focus in 
the field of crystal structure prediction. One fundamental problem is, that no sampling method can guarantee to find the 
global minimum. The search strategies can roughly be classified in two groups: grid searches and Monte Carlo/Simulated 
Annealing. Both methods rely on constant monitoring of the energy—or, generally, a score of likeliness—of the struc­
tures, which is the most intensive part of the calculations. This is usually tackled using a simplified scoring scheme, 
at the cost of inaccuracies and differences between the sampling parameter space and the final minimization parameter 
space. Moreover, the size of such a multidimensional space grows exponentionally by the number of degrees of freedom. 
Especially with flexible molecules having many torsion angles and without assumptions on spacegroup and number of 
molecules in the asymmetric unit, the sampling problem cannot be solved from a practical point of view; even with the 
simplest forcefield or any alternative scoring technique.
Another problem is, that no computational method exists (yet) to calculate the exact Gibbs free energy of any crystal 
structure at any temperature. The complexity of the calculation of the entropic contribution at a given temperature, 
causes most people to ignore this term. However, the existence of enantiomeric polymorphic systems shows that this 
cannot be justified. Some promising results were obtained in the development of calculational methods for quantitative 
crystal entropy [120].
An infinite amount of computational power seems necessary to fully tackle these problems. An even bigger problem 
is, that an experimentally obtained structure does not always have the lowest possible Gibbs free energy. Many examples 
exist where different polymorphs are obtained at equal temperature and pressure from different crystallization media 
[121, 122, 123, 124], mostly solvents, or because of obscure reasons, producing virtually irreproducible results [4]. It was 
even shown that supersaturation, governed by the sole variation in concentration of the crystallizing material, thereby 
fully ruling out any surface-solvent interaction and temperature effects, can determine which polymorph grows [23]. 
Gavezzotti argues that even if we are able to calculate a perfect phase diagram of a substance, as a result of kinetic- 
dynamics, the observed crystal structure doesn’t need to coincide with the most stable [125]. This implies the need to 
take into account the experimental conditions and its crystallization kinetics.
The candidate crystal structures are typically validated by comparison of the low energy structures to individual 
experimental results orto structures appearing in the Cambridge Structural Database (CSD). The creation of this database 
has produced the new research field of crystal structure datamining [22]. It should be noted that drawing conclusions 
from a database is dangerous if that database is biased. The occurrence of crystal structures in the database must 
clearly be biased by crystal morphology. It is illustrative that no more than 427 out of 264363 structures were solved 
from powder data in the CSD version 5.23 (May update 2002). Although their percentage is increasing rapidly, many 
limitations exist for datasets obtained from powders because of overlap of peaks and preferred orientation. Nowadays 
these problems are approached via two routes. On the one hand, synchrotron radiation is available for obtaining state 
of the art diffraction data. However, this is an expensive technique. On the other hand, various dedicated computational 
methods have become available. These methods can tackle the problem of the exploration of a multi dimensional space, 
similar to polymorph prediction, which is necessary to find the correct structure [126, 127, 128]. The chance of success
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increases by the continuously growing availability of computer resources and increasingly sophisticated computer codes 
to limit the search. Typically, the method of choice after obtaining a powder is simply to redo the crystallization, under 
different crystallization conditions to obtain the highest possible quality single crystal. The altered conditions may 
not even produce the same polymorph. In a scenario where two or more polymorphs appear concomitantly [2], it is 
very tempting to choose the crystals for structure determination on grounds of their morphology, i.e. on its size and 
shape. It should also be noted, that to many researchers, the crystal structure itself is not of primary concern. Quite 
often, crystallography is merely used as a method to check the chemical composition after synthesis. In this respect, it 
can be understood that the occurrence of the alternative crystal structures is of no concern and at best reported in the 
experimental section of the crystal structure publication.
It is strongly doubted, that the small percentage of crystals solved from powders is representative for their occurrence 
in crystal growth experiments. Unfortunately, no statistics are available on the amount of crystallization attempts produc­
ing powders, twinned crystals, amorphous materials in relation to the amount of successful attempts at obtaining a good 
quality single crystal. The latter is responsible for 99.8% of the content of the CSD, showing a bias toward those crystal 
structures. Others tried to turn this into their advantage using the data obtained from statistical analysis of database 
structures directly into the sampling stage of a structure prediction method, as does Lommerse’s program Pa c k S t a r , 
or indirectly by applying the experience based supramolecular synthon approach as a reranking technique [129].
It is interesting to check how experimental structures and their morphologies relate to the candidate structures and 
their calculated energies. For this, we need to establish an objective measure which can describe the morphological 
influence. One possibility would be to calculate the growth morphologies of all structures and evaluate their habit and 
surface energies [130]. Experience learns that the predicted aspect ratios of crystals using these methods do not vary 
very much, however. Most important, however, the decisive effect is most likely seen at the stage of nucleation. Thus, 
we are interested in the morphology of the (sub)critical nucleus. For homogeneous nucleation, the size of these nuclei 
can be very limited. According to Kashchiev, the number of molecules is typically less than 100, but may even be as 
small as 10 [131]. For aggregates of this size, no flat crystal faces can exist and no established morphology prediction 
methods are expected to produce meaningful results.
The importance of the nucleation stage in crystal growth is illustrated by many examples in literature. For instance, 
it was shown that a Langmuir monolayer of amphilic molecules can induce the oriented formation of alpha-glycine 
[132, 133]. Davey and co-workers showed that the use of additives gives dramatical changes in the relative rates of 
creation of the alpha and beta polymorphs of L-glutamic acid at the nucleation stage [134].
Nucleation theory shows that for a phase transition, a surface must be created between the two phases, which in­
variably needs a certain amount of surface free energy, causing an unfavorable surface contribution to the energy of 
the whole system. The driving force for the phase transition is given by the difference in chemical potentials between 
the two bulk phases, causing a favorable volumetric contribution. The sum of these surface and bulk terms produces 
a nucleation curve, which can easily be derived for spherical nuclei. Many mathematical models exist to describe the 
energy of the nucleus as a function of its size. In general, the energy, E, of the nucleus is given by
E = ar2 — br3, (9.1)
where a and b are specific coefficients belonging to a particular phase and r  denotes the radius of the particle. The 
problem of this model is, that it does not hold for small nuclei, as such nuclei may not be spherical at all. Moreover, the 
nucleation curve becomes non-continuous. This means that the problem cannot be treated by analytical functions and 
should rather be described on the atomistic level [135]. Also, in reality, it is not the peak height of the nucleation curve 
that is decisive. Instead, it is the minimal time of traverse through the nucleation curve, as is explained below. These 
only correspond by definition at an infinitely small supersaturation, allowing fully reversible thermodynamics.
Figure 9.1 shows the nucleation curves of a stable and a metastable phase. Because the bulk contribution of the 
stable phase is larger than that of the metastable phase, at large particle size, the total energy of the stable phase is 
always favorable (see right below in the figure). The metastable phase has a lower surface contribution. Therefore, 
near the critical size of the nuclei, where the energy is at its maximum (indicated by the vertical lines), the metastable 
nucleus has a lower energy. Also, at the respective maxima, the particle of the metastable phase is smaller. All mobility 
kinetics (see section 2.2.2) being equal, the metastable phase would therefore nucleate more easily. Obviously, many 
alternative phases could exist of which the surface contribution as compared to the stable phase would be unfavorable, 
besides having a smaller bulk energy. Their nucleation curves would show a higher energy than that of the stable phase 
at any particle size.
The phase that nucleates first, is the phase which most quickly forms a critical nucleus. This does not necessarily 
correspond to the phase with the lowest barrier for 3D nucleation, because it is also influenced by the mobility kinetics. 
Metastable phases which are favored only by their mobility kinetics are more likely to be nucleated at high supersatura­
tions.
If a system is forced into a supersaturated state, aggregates of growth units will be formed in all sorts of (pre-)crystal 
structures, shapes and sizes. Mimicking this process on the molecular level is possible using molecular dynamics [136].
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Figure 9.1. Nucléation curves o f a stable and a metastable phase. Although the stable phase (solid line) 
has a higher bulk energy (E ) , near the critical nucleus size (inset) the metastable phase has a lower energy.
Unfortunately, this approach is many orders of magnitude too slow to be used as a comprehensive screening tool covering 
the whole range of possible candidate structures and their nucleation curves [125].
Typically, the differences in bulk energies of the crystal structures of interest are relatively small. This implies that 
the differences in the nucleation curves are dominated by differences in the total surface free energies. These energies 
cannot easily be derived, because the topology of the surfaces is unknown. However, it should in general hold that 
smaller surfaces have smaller total free energies. Thus, for equal volumes, nuclei with the smallest surface area must 
have a relatively low surface energy. The optimal surface to volume ratio is obtained by spherical objects. This suggests 
that nuclei containing isotropic crystal structures in terms of molecular interaction energies are preferred. This coincides 
with the fact that those crystal structures will produce the least brittle crystals. This material property was earlier argued 
to be correlated to the occurrence and development of crystal structures and approached by calculating the anisotropic 
elastic tensor by Beyer and later other members from Price’s group [130, 137]. They also laid the connection to predicted 
morphologies, favoring the most isodimensional morphologies.
If the establishment of a crystal structure is indeed influenced by its energetic isotropy, this would create a bias 
toward isotropy on experimental structures. It is therefore interesting whether a correlation can be found between the 
isotropy of candidate structures from crystal structure prediction and the identity of the crystal structure listed as the 
experimental.
9.2 A Modeling Approach to Isotropy
To check whether experimentally observed structures are relatively highly isotropic, an objective quantifier is needed. 
It must be generally applicable, not sensitive to specific spacegroup assignments and choice of cell parameters, must 
produce discriminating results and should relate directly to the physical mechanism of nucleation and crystal growth. It 
is not obvious how this qualifier should be defined. Therefore, we will first focus on how structural aspects influence 
isotropy.
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9.2.1 Relation Between Structure and Isotropy
The key to the derivation of a quantifier for isotropy is to find the relationship between the morphology and the bond 
structure on the molecular level. To obtain an isotropic crystal shape, the growth rates of the crystal faces may not differ 
very much. The most commonly used model is to assume that these are proportional to the attachment energy of those 
faces [62]. The molecular interaction energies in the crystal structure—referred to as the bond structure of the growth 
units—determine these stabilities. Near the subcritical size of the nucleus, the morphology is not well defined yet, so we 
have to focus on a lower level of isotropic contributions expressed in the bond structure. Several types of isotropy can 
be identified, which we shall categorize by their dimensionality as follows.
9.2.1.1 0D
In zero-dimension (0D) the structural aspects without periodicity are defined, thus concerning the individual growth 
units. Growth units have a set of strong interactions (bonds), defined by the concept of the crystal graph [138]. The more 
isotropic structures are those which spread the energy along a larger number of interactions. On the molecular level, 
this means that each growth unit should have as many significant interactions as possible for a high isotropy. However, 
the number of bonds is not sufficient to describe the isotropy. As an example, we may compare two molecules with 
respective bond energies of 1,1,10 and 6,6. Although the former has more bonds, the latter is more isotropic. If multiple 
growth units are present, isotropy is gained if the total energy is distributed more equally among the growth units. 
This has an important implication for the spacegroup symmetry of the specific polymorph, because a higher symmetry 
automatically generates a higher isotropy. Hence, conversely, the more growth units appear in the asymmetric unit, the 
less isotropic the structure is expected to be.
Figure 9.2. Examples o f 0D isotropy considerations. Circles denote growth units, lines denote bonds.
Thick, short bonds denote strong bonds, whereas long, thin lines represent weaker bonds. The first example 
shows that high isotropy is obtained if  the strengths o f the bonds are distributed equally. The second 
example shows that higher isotropy is reached when individual growth units have the same amount and 
strength o f bonds. It also shows that a symmetric (4-fold axis) arrangement automatically generates a more 
isotropic energy distribution than an asymmetric arrangement.
9.2.1.2 1D
The concept of periodic bond chains (PBCs) as a one-dimensional structural property was devised by Hartman and 
Perdok [30, 31, 32]. Similar to 0D, high isotropy relates to little variance between the bonds within a PBC. In practice, 
the growth rate along the direction of the PBC is limited by the weakest bond. An important consequence, for instance, 
is, that chained interactions would be favored over back-to-back dimers. Growth along the PBC occurs in two directions. 
By definition, the energies of the interactions being formed during the growth process are equal along both directions.
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Yet, because of the differences in kinetics, different growth rates can be observed in opposite directions. A clear example 
of this phenomenon can be found in crystals showing polar morphologies. This example shows that a higher isotropy can 
be obtained when the chemical molecular identities are equal along the two directions, for instance by internal symmetry. 
In Figures 9.3 and 9.4 this is schematically indicated by rectangles and triangles.
even with equal interaction energies, kinetics can produce different growth rates along the two directions 
o f growth. This causes higher isotropy for compounds showing a symmetric interaction layout along the 
PBC direction.
9.2.1.3 2D
An obvious choice for the definition of a two-dimensional descriptor might be to look at connected nets [33, 38, 39]. 
However, it was already stated that the morphological facets might not be established yet at the (sub-)critical nucleus. If 
2D networks do play a role, it must hold that the networks which are formed by combinations of PBCs are more isotropic 
when the strongest interactions are as perpendicular as possible. Again, equality of intersecting PBCs is considered as 
more isotropic.
High isotropy Low isotropy
Figure 9.4. Isotropy in 2D. Alternating orientations o f growth units causes higher isotropy. Equality of 
interaction energies along the non-parallel directions also implies a higher isotropy.
9.2.1.4 3D
The 2D considerations can easily be expanded into the third dimension. On the whole, the three-dimensional descriptor 
should account for the minimal surface energy needed to form the critical nucleus. This implies spherical shapes, or in 
general, the most isotropically shaped nuclei. Conversely, a high isotropy is obtained if a large volume is reflected in the 
bond structure.
9.2.1.5 Combinatorial Effect of Different Types of Isotropy
Paradoxically, a nucleus with a stable morphology, i.e. having a low total surface energy, should have a low nucleation 
barrier. However, this implies a new nucleation barrier for growth of additional crystalline material, which in turn means 
that less stable nuclei are favored kinetically. This point of attention shows that many factors play a role, which may 
have opposing effects. To illustrate this, we consider a hypothetical type of molecule which can make only one bond 
per molecule. This will produce a very high 0D isotropy, because all the growth units would have an identical bonding 
topology and there are no differences in bond strengths. On the other hand, the energy distribution is minimal, which
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implies minimal isotropy. Furthermore, if this situation would be created, dimers would be formed. As a consequence, 
the dimers formed would now be fully isotropic, because there is no variation in the bonding pattern. With the only 
possible bond being formed, there is no potential energy gain in mutual interaction between these dimers. Hence, 
crystallization would terminate. In this case the 1D isotropy for this hypothetical structure is low governing the growth 
mechanism. This hypothetical structure shows that the physical implications of the structure in relation to nucleus 
formation and crystal growth should be taken fully into account. With such contradictions, experience must learn which 
structural aspects will be dominant and decisive.
To take all the types of isotropy into account, some well chosen function should be defined, for which no straightfor­
ward mathematical derivation is available. Moreover, it is as yet unclear which of the above mentioned types of isotropy 
actually do play a role during crystallization. It is therefore unclear what the weight of each of the contributions should 
be. Most important, the method taken must not depend on the particular spacegroup symmetry assigned to the structure, 
because the isotropies of candidate structures from different spacegroups must be compared.
The problem is tackled by using the concept of bond vectors, which span a certain volume. The more volume these 
vectors span, and the more equal sized this space becomes in all dimensions, the bigger the isotropy score should become. 
This suggests to derive a polygon from the set of spanning vectors. However, such a polygon would be part concave, 
part convex. Moreover, no convergence criterion could be possible as a function of bonds included in the crystal graph. 
At an infinite amount of bonds, their energy becomes zero. Therefore, the volume of the polygon would also approach 
zero.
In the present approach, PBCs are searched in the structure. The vectors along these PBCs are scaled to the smallest 
contributing bond, defining a so called PBC-vector. For each direction [uvw], the strongest PBC-vector is selected, 
defining a unique PBC-vector to represent the isotropic behavior along that vector. The set of three PBC-vectors which 
spans the largest volume is searched for. The resulting volume is the isotropy score.
9.2.2 Quantification of Isotropy
Following the procedure in the previous section, we aim at defining a scoring function, the isotropy number, which 
accounts for as many isotropy contributions (0-3D) as possible.
As the main contribution to the isotropy number, we start from the definition of the (PBCs) in the structure. This 
defines a combination of several consecutive bonds along a vector in the lattice space. The strength of the PBC is limited 
by its weakest bond, Eweakest. (1D contribution) Correspondingly, it may be assumed that the rate of growth along the 
PBCs for the subcritical nucleus is limited by the weakest bond within the PBCs. PBC-vectors, “7/, can be defined, 
along the direction of the respective PBCs, which are scaled to the size of their weakest bond. This defines the relevant 
scaled PBC-vectors 7 .
—7 _ ~7Eweakest (9 2)
_  1 Pi ' .
A simple volumetric term is calculated from all combinations of three PBC-vectors, from which the largest possibility 
is selected (3D)
Vi _  7 1 • (7 2 3). (9.3)
To account for the contribution of diversity of the complete set of bonds (0D), we take
Vi
1 +  °E
(9.4)
where aE is the standard deviation of the strengths of the bonds in the crystal graph. This way, a penalty is introduced 
for diversity in the bond strengths, where no penalty is given if no diversity is present. Finally, to obtain the dimension 
of energy, oE is multiplied by the mean bond energy, Ebond. The isotropy number, i, becomes
V
i  , ^  (9.5)
1 +  a EEbond
Obviously, the isotropy number defined here, is subject to arbitrary choices in its definition. Also, it does not 
explicitly include all the contributions of isotropy as proposed in section 9.2.1. For a better descriptor, coefficients could 
be introduced, which can in turn be optimized to describe an “extensive” set of structures, which could result in an 
optimal descriptor for pointing out the experimental structures in sets of predicted structures. No such attempt is made 
in the present work, because the set of structures is not sufficiently large. At present, the scope is limited to the relation 
between predicted and observed crystal structures using this function.
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9.2.3 Calculation of Structural Isotropy on Candidate Structures
The isotropy analyses in this work are carried out on the crystal structures involved in both of the blind tests organized 
by the CCDC (Workshops on Crystal Structure Prediction of 1999 and 2001), of which all the details are extensively 
treated in [118, 119]. The candidate structures taken in consideration are taken directly from Mooij’s calculations. 
Additionally, candidate structures of the polymorphic compounds paracetamol and 2-amino-5-nitropyrimidine (ANP)
[139] were generated and included in this work. Crystal graphs of all of the candidate structures were determined 
using the advanced forcefield techniques described in [138, 41, 140] The scoring method described in section 9.2.2 was 
implemented in the program I s o t r o p y -0 .006 [82].
9.3 Results
Each of the figures presented in this section shows the relation between the crystal energy per growth unit and the isotropy 
number for all the structures in the analysis. The most stable structures are on the left hand side of the scatterplots. A 
higher isotropy yields a higher isotropy number. Therefore, the most likely structures should appear in the upper left 
corner. The experimental structures are marked as crosses.
The 1999-1 structure scatterplot shows that the experimental structure is found among the most stable ones. However, 
the isotropy of this structure is one of the lowest. The alternative experimental structure also has a relatively low isotropy 
score.
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Figure 9.5. Isotropy scatterplot o f 1999-1.
Structure 1999-11 shows a somewhat better result. Although the experimental structure is not found to have the 
highest of all isotropies, it is notably higher than that of the lowest energy structure. Figure 9.7 shows a similar result for 
1999-III as for 1999-11. Again, the experimental structure does not have the highest isotropy, but is significantly higher 
than the structure ranking first in lattice energy. The additional propane analysis in the 1999 blind test clearly produced 
the experimental structure as the lowest energy in rank. In isotropy it ranks just above average. The 2001-IV structure 
again showed consistent results, whereas 2001-V and 2001-VI proved to be very challenging for the forcefield used. 
Neither in terms of energy nor in isotropy can any preference be found.
In the case of ANP, we find that the most stable experimental structure also shows a high isotropy. Opposing 
the expectations, the two alternative polymorphs have low isotropies. The experimental conditions for each of the 
three structures were in order of stability: form Ill was recrystallized at ambient temperature from acetone, producing 
blocklike crystals. Form I was sublimed at ambient pressure producing diamond shaped crystals, and form II could
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Figure 9.6. Isotropy scatterplot o f 1999-II.
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Figure 9.7. Isotropy scatterplot o f 1999-III.
be obtained either from the evaporation of an ethanol solution or from cooling an aqueous solution, both producing 
needlelike morphologies. The low isotropy score corresponds well to the reported needle morphologies observed for 
forms II and Ill. Also, the reported diamond shape of the form I crystals corresponds to its relatively high isotropy
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Figure 9.9. Isotropy scatterplot of2001-IV.
number. For vapor growth, however, the processes at the crystal surface are probably dominated by mobility kinetics, 
which the isotropy number does not account for; see also [23, 141].
The analysis on paracetamol shows four experimental structures instead of two. The dual alternatives are caused
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Figure 9.10. Isotropy scatterplot o f 2001-V.
TJ r 
O O
2 0 0 0
- 6 0 . 5  - 5 9 . 5  - 5 8 . 5  - 5 7 . 5  - 5 6 . 5
E n e r g y  (k c a l/m o l)
Figure 9.11. Isotropy scatterplot o f 2001-VI.
by annealing of rotamers in the minimization of the crystal structures. Hence, the right hand sides of the two pairs of 
structures may be ignored as they represent the less stable rotamers. The two experimental polymorphs have similar 
isotropy scores, whereas many less stable structures can be found with much higher isotropies.
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Figure 9.13. Isotropy scatterplot o f paracetamol.
If the absolute values of the ranges of isotropy numbers are observed for all the different cases, we find that 1999-1 
and 1999-propane have particularly low isotropy numbers for all structures. Apparently, none of the candidate structures 
were able to form a high isotropy. This means that no discriminating power may be expected of isotropy on the relative
115
growth behaviors of the candidate structures.
9.4 Conclusion
The various example structures show that the current scoring technique by itself can in no case pinpoint the experimental 
structure as the most isotropic structure. There is no significant differentiation in isotropy for the candidate structures of 
the compounds 1999-1 and 1999-propane, because the absolute scale is small. This shows that differences in isotropy 
stem from selective, directional interactions, such as hydrogen bonds, that can vary their structural orientation within 
reasonably small intramolecular energetic limits. The polymorph predictions on 2001-V and 2001-VI did not place the 
experimental structures within 2 kcal/mol. This problem was identified to be caused by bad forcefield parameterizations 
of bromine and SO2. For these cases, the isotropy score does not help in identifying the experimental structures, because 
it uses the same forcefield.
For the remaining compounds, five out of nine, the experimental structure was found within less than 0.25 kcal/mol. 
In most of these cases, many alternative structures were found with small energy differences. Among these, the ex­
perimental structure invariably has the highest isotropy. This suggests that a discrimination between the experimental 
structure and alternative structures can only be made if the energies are nearly equal. This means that the isotropy effect 
has a much weaker influence—or decisive power—than the crystal energy. For kinetic reasons it was expected that of 
the experimentally observed polymorphs of 1999-1, paracetamol and nitropyrimidine, high isotropies would be found 
for the least stable structures. This is not observed at all. Obviously, our rather simple approach is no substitute for the 
full description of the kinetics during nucleation and crystal growth under different crystallization conditions.
The results presented here, clearly confirm that experimental crystal structures are indeed biased toward the more 
isotropic structures among the candidate structures from polymorph predictions. This implies that the effects of nucle- 
ation kinetics, crystal growth and morphology are indeed reflected in the content of the CSD. Hence, care should be 
taken by regarding what might be considered to be the experimental structure, especially for the purpose of judging the 
success of polymorph prediction methods. In fact, the specific experimental structure depends strongly on the crystal­
lization conditions and is therefore not guaranteed to be the lowest Gibbs free energy structure. Optimally, predictions 
would take nucleation and crystal growth explicitly into account. Taking this one step further, this would enable the 
prediction of the experimental conditions needed to obtain a specific crystal structure.
Caution should of course be taken, because statistics are rather poor on a small set of nine compounds out of the 
quarter million structures available in the CSD. Hence, it is difficult to estimate the relevance of the present analysis. 
We conclude that the isotropy score in its current implementation would be of limited value if used in practice for the 
evaluation of sets of candidate structures. It should be noted, however, that the current implementation is very basic and 
there is certainly room for improvement. Additional parameters and fitting constants could straightforwardly be added 
to the function, which could be optimized using a larger dataset of predicted structures. Also, statistical techniques 
could be applied to identify the most important contributions to the isotropy function, which calls for a more systematic 
approach to improve the method. Obviously, the structures analyzed in this work are rather diverse. This does not 
facilitate drawing conclusions about the validity of isotropic considerations. Preferably, in further research a systematic 
approach could be taken by comparing isotropic and structural aspects of ranges of compounds with varying chain 
lengths, carboxylic acids versus alcohols, etc.
As a first attempt at examining the morphological bias toward isotropic crystal structures by quantitative methods, we 
have shown that this bias has strong implications. Following the words of Maddox it is not scandalous that polymorph 
prediction is an ongoing topic in crystallographic research. The many factors involved make it by far a non trivial 
exercise to predict the crystal structure of any compound in any experimental condition. The only scandal would be to 
continue ignoring the basic principles of nucleation and crystal growth kinetics for this purpose.
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Summary
Many aspects of crystal morphology modeling are studied in this thesis. Most important of all, is the dependence of crys­
tal growth on supersaturation—the driving force for crystallization—which not only influences the crystal morphology, 
but also polymorphism and nucleation.
It is shown that an unusual type of epitaxial growth can take place beyond a threshold supersaturation. This is 
observed for the crystallization of a model steroid for which a second polymorphic form grows epitaxially on the crystal 
surface of the stable polymorph. This is explained by the low energetic barrier for heterogeneous polymorphic nucleation 
on a specific face on the crystal in combination with a favorable rate of growth of the metastable phase at higher 
supersaturations. This observation shows that the kinetic behavior of the two polymorphic phases can be notably different 
because of the different widths of the respective metastable zones.
The same compound shows pseudomorphism upon crystallization from the vapor phase. A pseudomorph is a crystal 
of which the morphology is dictated by the crystal structure of another polymorph. In this case, modeling studies show 
that the two structures are related by the polytypic relationship of the crystal structures. The two polymorphs differ only 
in the relative orientation of the otherwise nearly identical layers. This also explains that the epitaxial growth is observed 
for only one face as well as the occurrence of mosaic-like patterns of faceted pits on the pseudomorphic crystals. The 
latter is tentatively ascribed to impurity induced growth hampering.
A very different type of crystal is 7-aluminum hydroxide or gibbsite. Because of its partly ionic, partly covalent 
bonding character, the gibbsite crystal morphology cannot be modeled by conventional software that is intended for 
organic compounds. This problem is tackled by using a customized forcefield and adopting the approach of partial 
occupancies of the hydroxides, which allowed for the definition of charge neutral growth units. It shows that this 
approach can explain the experimental morphology well. Essential for this approach is the analysis of effective edge 
energies of two-dimensional nuclei on the crystal surfaces. Such an analysis is an important extension of the classical 
Hartman-Perdok analysis. The newly developed growth simulation program M o n t y  is extremely useful for the purpose 
of identifying the relevant edge configurations. In this way, a good correlation is found between the determined edge 
energies and the roughening energies that result from the simulations.
Such analyses are based on the concept of the crystal graph, a description of the interactions between the growth 
units in the crystal. The program M o n t y  uses this concept. It allows Monte Carlo crystal growth simulations in any 
crystallographic direction once the crystal graph is generated for the compound of interest. The thermodynamics of the 
mother phase are implemented as runtime parameters. Validation studies are performed on several fat crystals, which 
shows that their experimental morphologies can be correlated perfectly to the simulated growth curves. Again, the 
relevant edge energies for the various crystal surfaces are determined and related to the results of the simulation studies.
This in-depth analysis explains the discrepancies between the experimental morphologies and the calculated mor­
phologies using conventional prediction methods. These structural studies show how three fat crystals can form com­
pletely different morphologies based on subtle cancellations of bond energies, as a result of the symmetry properties of 
the bond structure, leading to roughened growth of numerous potential crystal face orientations. These results impor­
tantly support the earlier idea that not the attachment energy is the relevant parameter for the growth rate of a crystal 
surface, but rather the edge energy of two-dimensional nuclei on the surfaces.
Closely related to these morphological studies is the phenomenon of needle formation. It is shown that under certain 
conditions concerning the crystal structure, there can be no, or hardly any barrier for 2D nucleation in all but a few 
crystallographic orientations. This results in highly anisotropic growth rates which, in turn, leads to needles or platelike 
crystal habits.
The importance of the supersaturation as a habit controlling factor is very clear in the case of paracetamol. Growth 
simulations show that this dependence can be reproduced quite convincingly using the experimentally determined growth 
mechanisms—spiral and 2D nucleation—for the respective surfaces. It is left for further research how such experimental 
information can be used to arrive at a quantitative crystal morphology prediction.
In addition to the crystal growth studies, the relation between crystal structure, morphology, and nucleation is in­
vestigated in connection with polymorph predictions and related to the experimentally observed crystal structures. The
125
hypothesis studied is that the morphology of the (sub-)critical nucleus resulting from a certain polymorphic structure 
must determine the effective barrier of formation of that nucleus, therefore determining the probability of formation of 
that polymorph. This would imply a bias toward the formation of structures for which nucleation and growth kinetics are 
favorable. Such structures would favorably have an isotropic bond structure. To test this hypothesis, a model is derived 
which expresses a measure for the isotropy. This model is then tested on a series of well-known polymorphic structures. 
It is shown that, indeed, a small majority of the compounds studied produce crystal structures with relatively high levels 
of isotropy.
126
Samenvatting
Dit proefschrift behandelt vele aspecten van het modelleren van kristalmorfologie met behulp van computerprogram­
matuur. Het meest belangrijk is de afhankelijkheid van kristalgroei van de oververzadiging—de drijvende kracht achter 
de kristallisatie—hetgeen zijn weerslag niet alleen vindt in de kristalmorfologie, maar ook in polymorfie en nucleatie.
Zo blijkt een bijzondere vorm van epitaxiale groei te kunnen optreden voorbij een bepaalde drempelwaarde in de 
oververzadiging. Deze werd gevonden voor een steroïde waarbij een tweede polymorfe vorm epitaxiaal op een kristal 
van de stabiele polymorf groeit. Dit fenomeen is verklaard aan de hand van de lage barriere voor heterogene, poly­
morfe nucleatie op een specifiek vlak van het kristal in combinatie met een gunstige groeisnelheid van de metastabiele 
fase bij hogere oververzadigingen. Deze waarnemingen laten zien dat het kinetische gedrag van twee polymorfe fasen 
aanmerkelijk kan verschillen, door de verschillende groottes van de respectievelijke metastabiele zones.
Dezelfde verbinding laat pseudomorfie zien bij kristallisatie vanuit de gasfase. Een pseudomorf is een kristal waarvan 
de morfologie wordt bepaald door de kristalstructuur van een andere polymorf. In dit geval laten de modelleringstudies 
zien, dat de twee structuren met elkaar zijn gerelateerd door de onderlinge polytypische verhouding van de kristal­
structuren: de twee polymorfen verschillen alleen van elkaar in de relatieve orientatie van de verder bijna identieke 
lagen. Dit verklaart tevens dat de epitaxiale groei voor een specifiek vlak wordt gevonden, alsmede de aanwezigheid van 
mozaïekachtige patronen van gefaceteerde putten op de pseudomorfe kristallen. Dit laatste wordt, met enig voorbehoud, 
toegeschreven aan een groeiremmende werking als gevolg van de aanwezigheid van onzuiverheden op het oppervlak.
Een geheel ander soort kristal is dat van y-aluminiumhydroxide, ofwel Gibbsiet. Door het deels ionogene en deels 
covalente bindingskarakter, kan de morfologie van gibbsiet kristallen niet worden gemodelleerd met de gangbare soft­
ware die is afgestemd op organische verbindingen. Dit probleem is opgelost, door een aangepast krachtveld te gebruiken 
en de aanpak te kiezen van gedeelde bezettingsgraden van de hydroxyden, hetgeen het definieren van ladingsneutrale 
groeieenheden mogelijk maakte. Het blijkt dat deze aanpak de experimentele morfologie goed verklaart. Essentieel 
daarbij, is een analyse van de effectieve randenergieen van twee-dimensionale kiemen op de oppervlakken. Deze anal­
yse is een belangrijke uitbreiding van de klassieke Hartman-Perdok analyse. Het ontwikkelde groeisimulatieprogramma 
M o n t y  blijkt zeer nuttig te zijn voor het identificeren van de relevante randconfiguraties. Zo is er een goede correlatie 
gevonden tussen de bepaalde randenergieen en de verruwingsenergieen die uit de simulaties volgen.
Dergelijke analyses zijn gebaseerd op de kristalgraaf, de beschrijving van de interacties tussen de groeieenheden in 
de kristalstructuur. Het programma M o n t y  maakt gebruik van deze kristalgraaf. Monte Carlo kristalgroeisimulaties 
worden zo mogelijk in elke gewenste kristallografische richting, zodra de kristalgraaf van de te onderzoeken verbinding 
is gegenereerd. De thermodynamische eigenschappen van de moederfase zijn geïmplementeerd als parameters. Vali- 
datiestudies zijn uitgevoerd op diverse vetkristallen, met als resultaat dat de experimentele morfologieen perfect kunnen 
worden gecorreleerd aan de gesimuleerde groeicurven. Ook voor deze vetkristallen zijn alle relevante randenergieen van 
de vlakken bepaald en gerelateerd aan de simulatieresultaten
Deze diepgaande analyse verklaart de discrepantie tussen de experimentele morfologieen en de morfologieen berek­
end met conventionele voorspellingsmethoden. Zo is met deze gedetailleerde structuuronderzoeken verklaard hoe drie 
vetten kristallen met totaal verschillende morfologieen kunnen vormen. Uiterst subtiele annihilaties van de bindingsen- 
ergieen, als gevolg van de symmetrie in de bindingsstructuur, leiden tot ruwe groei van vele potentiele kristalvlakorientaties. 
Deze resultaten bieden een belangrijke ondersteuning voor het eerdere idee dat niet de attachment energie de relevante 
parameter is voor de groeisnelheid van een kristalvlak, maar de randenergie van stappen op het oppervlak.
Nauw verwant aan deze morfologische studies is het fenomeen van naaldgroei. onder bepaalde voorwaarden met 
betrekking tot de kristalstructuur blijkt er in alle kristallografische orieïntaties, op slechts enkele na, geen of bijna geen 
barriere te zijn voor twee-dimensionale nucleatie. Dit resulteert in een grote anisotropie in groeisnelheden, hetgeen weer 
leidt tot morfologieen als naalden of plaatvormige kristallen.
Het belang van de oververzadiging als vormbepalende factor is zeer duidelijk in het geval van paracetamol. Groeisim- 
ulaties laten zien, dat deze afhankelijkheid overtuigend gereproduceerd kon worden als gebruik wordt gemaakt van 
de experimenteel bepaalde groeimechanismen—spiraal danwel twee-dimensionale nucleatie—voor de respectievelijke 
kristalvlakken. Verder onderzoek zal moeten leren of en hoe deze informatie als invoerparameter kan worden gebruikt
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om tot een betrouwbare, quantitatieve voorspelling van kristalmorfologie te komen.
Naast deze studies van de groei van kristallen, is de relatie tussen de kristalstructuur, morfologie en nucleatie on­
derzocht in verband met polymorfievoorspellingen en gerelateerd aan de experimenteel vastgestelde structuren. De 
hypothese is dat de morfologie van een (sub-)kritische drie-dimensionale kiem, van een bepaalde polymorfe vorm, de 
effectieve barriere bepaalt voor de vorming van die kiem, en daarmee de waarschijnlijkheid van het voorkomen van 
die betreffende polymorf. Dit zou ook betekenen dat er wellicht een neiging zou moeten zijn naar het ontstaan van 
kristalstructuren waarvan de kiemvorming en groeikinetiek relatief voordelig zijn. Dergelijke structuren, zo is afgeleid, 
zouden bij voorkeur een isotrope bindingsstructuur bezitten. Om deze hypothese te testen, is een model afgeleid om de 
mate van isotropie te kunnen definieren. Dit model werd vervolgens toegepast op een serie van zeer bekende polymorfe 
structuren. Hieruit blijkt, dat een kleine meerderheid van de structuren binnen dit onderzoek inderdaad kristalstructuren 
vormen met een relatief hoge mate van isotropie.
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