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2003; Bengtsson et al., 2008; Snyder et al., 2008）．また，詳細な事後分布の情報を得たい場合
には，さらに多数の粒子を用いる必要があり，12変数の推定に 108個の粒子を使用した事例も
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る方法はいくつか提案されている（Bolić et al., 2005; Nakano, 2010; Nakano and Higuchi, 2010）
ものの，その手続きは煩雑であり，プログラムの実装に掛かる手間の問題は依然として残る．












時刻 tk の状態を xk，時刻 tk に得られる観測を yk と表す．時刻 tk−1 から時刻 tk の間の状
態遷移は，関数 fk を用いて
(2.1) xk = fk(xk−1) + vk
という形のシステムモデルで記述されるものとする．但し，確率変数 vk は確率的な変動を表
し，システムノイズと呼ばれる．一方，観測 yk は，状態 xk との間に以下の関係があるものと
する:
(2.2) yk = hk(xk) +wk.






vk ∼ N (vk;0,Q),(2.4a)
wk ∼ N (wk;0,R)(2.4b)
に従うとき，
p(xk|xk−1) = N (xk; fk(xk−1),Q),(2.5a)
p(yk|xk) = N (yk;hk(xk),R)(2.5b)
と書くことができる．
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式（2.3）の形を導入すると，時刻 tk までの観測データ y1:k = {y1, . . . ,yk}が与えられた時の













x1, . . . ,xk を推定する方法を逐次ベイズ推定と呼ぶ．PFは逐次ベイズ推定の枠組みに従って
xk を推定するアルゴリズムの一つである．
2.2 粒子フィルタ（PF）の概要
PFでは，確率分布 p(xk|y1:k−1)や p(xk|y1:k)を N 個の粒子で表し，式（2.6）を近似計算す
る．PFには様々な変形版が存在する（e.g., Doucet et al., 2001; van Leeuwen, 2009）が，最も基
本的なアルゴリズムは次に述べるとおりである．
まず，式（2.6a）の計算をモンテカルロ法で行う．時刻 tk−1 において，p(xk−1|y1:k−1)に従う
N 個のサンプル（粒子）{x(i)k−1|k−1}Ni=1 が得られていたとする．p(xk|x(i)k−1|k−1) に従う乱数は，
p(vk)から生成した乱数 v(i)k を用いて





から得られる．式（2.7）にしたがい，各 iに対して x(i)k|k−1を生成すれば，予測分布 p(xk|y1:k−1)
に従う N 個の粒子 {x(i)k|k−1}Ni=1 が得られる．
次に式（2.6b）にしたがって，フィルタ分布を求める．式（2.6b）は，{x(i)k|k−1}Ni=1 の各粒子に尤
度 p(yk|x(i)k|k−1)で重みづけすれば，フィルタ分布 p(xk|y1:k)の形状を表現できることを示して






で抽出されるように N 回復元抽出を行い，新たに N 個の粒子の集合 {x(i)k|k}Ni=1 を作る．そう
すると，{x(i)
k|k}Ni=1 は，元の粒子 x(i)k|k−1 の複製を β(i)k にほぼ比例する個数だけ含んでおり，重
みづけをしなくてもフィルタ分布 p(xk|y1:k)を表現していることになる．このように N 回復
元抽出によって新たに N 個の粒子の集合を得る操作をリサンプリングと呼ぶ．
アルゴリズムをまとめると，以下のようになる：
（1）t = 0における状態 x0 の分布 p(x0)にしたがう乱数 x(i)0|0 ∼ p(x0)を N 個生成する．
（2）毎時間ステップ k (k = 1, . . . , K)において以下を実行する．
（a）予測
•各 i (i = 1, . . . , N) について p(vk)にしたがう乱数 v(i)k ∼ p(vk)を N 個生成する．
•各粒子 i (i = 1, . . . , N) について




















〈リサンプリング〉 粒子の集合 {x(1)k|k−1, . . . ,x(N)k|k−1}から，各粒子 x(i)k|k−1が β(i)k の確率で
抽出されるように復元抽出を N 回繰り返す「リサンプリング」を行い，{x(1)k|k, . . . ,x(N)k|k }
を生成する．
このように，尤度に比例する重みでリサンプリングを行い，フィルタ分布を計算するのが PF
の基本的な形式（Gordon et al., 1993; Kitagawa, 1996）である．このような形式のアルゴリズ
ムを特にブートストラップフィルタ，あるいはモンテカルロフィルタと呼ぶ場合もある．
3. 並列アルゴリズム















を行い，グループごとに異なる重みを持たせる方法が提案されている（Bolić et al., 2005）．単
にグループに分けただけでは，各グループに割り当てられた個数の粒子のみで推定を行うのと
同等になってしまうため，全体で高い精度の推定結果を得るには，グループ間の情報交換が必
要になる．情報交換は，グループ間で粒子を部分的に交換する方法（Balasingam et al., 2011;
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(3.2) λ = N/Λ
















なお，各 μに対する Ω(μ)k の値のばらつきが大きくない場合は，メタ・リサンプリングを行
わず，Ω(μ)k で重み付けしたままの方がフィルタ分布 p(xk|y1:k)をよりよく表現できると考えら
れる．そこで P3 では，Ω(μ)k のばらつきを評価するためにエントロピー







(3.5) Λeﬀ,k = eSΩ,k
という量を計算し，Λeﬀ,k がある閾値より小さくなった場合のみに，メタ・リサンプリングの
手続きが実行される．
3.2 Alternately lattice-pattern switching（ALPS）法
P3 で提供するリサンプリング法の 2つ目は，alternately lattice-pattern switching（ALPS）法
（Nakano and Higuchi, 2010, 2012）である．この方法では，複数のプロセスに割り当てられた粒
子の集合をまとめてグループにし，各グループの中でローカル・リサンプリングと同じ操作を
適用する．グループ分けを行う際には，まず，2m × 2n個のプロセスを図 3に示すような 2次
元トーラス状のグラフの各ノードに割り当てる．そして，図 3左のように，ノード（プロセス）
図 3．Alternate lattice-pattern switching法の概念図（Nakano and Higuchi, 2010）．
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図 4．P3 の構成の概略図．














の定義は，それぞれ class State，class System という名前で所定の形式に従って記述する．
PFを実行するために必要な関数は，ファイル pcubed.py 中で定義されている class Filter
のメンバ関数の形で用意されている．並列計算やリサンプリングの処理は，class Filterの









際にも都合がよい．そのため P3 では，状態ベクトルを配列ではなく，class Stateというク
ラス（構造体）の形で保持する設計になっている．
以下では，実際に P3を使うために必要な情報として，class Stateと class Systemの定義





P3 の class Filterを使う際には，予め system.pyの中で class Stateと class System を
定義する必要がある．このうち，class Stateは，式（2.1）に出てくる状態ベクトル xk の全要
素（つまり全状態変数）をまとめたもので，推定するべき状態変数は，すべて class Stateのメ
ンバ変数として列挙する．
各メンバ変数は，numpy.ndarrayとし，0で初期化するようにする．例えば，a0,k, a1,k, . . . ,
















































観測データ yk が与えられた下での粒子 x
(i)
k|k−1 の対数尤度 p(yk|x(i)k|k−1) を計算する．入




class Filterは，表 2に示す関数で構成されており，メインプログラムから，表 2の関数を
呼ぶことで粒子フィルタの計算が実現できる．以下で，各関数の役割を述べる．
init_ensemble(nptot, yinit)
























を求める．これにより PFによる xk の推定値が得られる．
dist_reweight(ydata)
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P3: Python Parallelized Particle Filter Library
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Particle ﬁlter (PF) is a class of state-estimation techniques based on Monte Carlo
computation that use a large number of particles. Because PF is applicable even to non-
linear and/or non-Gaussian problems, it is used for a variety of purposes. One serious
problem of PF is its computational time, which is exponential in the degrees of freedom
of the state vector. Parallel computing is an eﬀective way to decrease computational
time, but this approach requires skills in parallel programming. Even for experienced
users, it is challenging to achieve high computational eﬃciency in PF computation be-
cause the PF algorithm contains a procedure diﬃcult to parallelize. We developed a
Python library named P3(Python Parallelized Particle Filter Library), that enables us to
readily use parallel-ready PF algorithms with high parallel eﬃciency. In this paper, we
describe the parallelized PF algorithms available in P3, as well as explaining the design
and characteristics of the library.
Key words: Particle ﬁlter, parallel computing, Python.
