Abstract-Although federated cloud computing has emerged as a promising paradigm, autonomous orchestration of resource utilization within the federation is still required to be balanced on the basis of workload assignment at a given time. Such potential imbalance of workload allocation as well as resource utilization may lead to a negative cloudburst within the federation. The analytical models found in the literature do not provide explicit framework to provide dynamic measure of workload requirement within a cloud federation environment. An additional challenge is the adoption of operational restrictions from regulatory body, the federation, or the federation participants. The analytical models presented in this paper have addressed workload balancing within a federated cloud environment under the access control restrictions agreed between federation members. The proposed analytical models provide a closed form solution for access probability and resource utilization at a given time. The analytical results are evaluated at different degree of security within the cloud federation environment and efficiency of the proposed workload balancing models is demonstrated. The proposed models can be used for cloud services dimensioning to handle high computational demand.
I. INTRODUCTION
Cloud computing is currently one of the most popular computation platforms for business and personal use. During the past few years, enterprises have been increasingly fast in moving various applications to the cloud. The technology is bound to provide efficiency and continuous assurance for resiliency and security among other things. Based on the trend toward migrating various workloads to the cloud, service providers are expected to handle sharp surges of workloads to avoid what is called "Negative Cloudburst" [1] , [2] , [3] . The latter refers to a cloud-based application or infrastructure's inability to efficiently manage resource requirements in abnormal workload scenarios. In this context, many research studies have focused on cloud federation as a potential candidate to address this problem [4] , [5] . Cloud federation is implemented to provide better outcomes within a cloud environment with respect to the grade of service (GoS), the risk of system failure in an unpredictable environment and the security issues.
Typically, a cloud federation consists of two or more cloud service providers (CSPs). Each CSP in the federation is initially configured with a fixed amount of computational resources (e.g., CPU, memory and I/O). CSPs which participate in a cloud federation have access to more computational resources, which are temporarily underutilized by the other federation participants. However, access to resources vary from one federation arrangement to another according to the initial agreement between the federation participants. Thus, the gain and loss of performance, by being involved in cloud federation, also vary. Moreover, the design of performance models to accurately understand the behavior of various cloud federations is a difficult task.
To study the performance of a cloud data center, a number of performance metrics are proposed in [3] . The author considers different policies and cloud-specific strategies, based on stochastic reward nets (SRNs). An open Jackson network to model cloud platforms is adopted in [6] to determine and measure the quality of service (QoS) guarantees, which the cloud can offer regarding the response time. Resource utilization of consolidated and provisioned multiple Virtual Machines (VMs) are analyzed in [7] . Authors in [8] proposed an analytical model to evaluate the performance of virtualized cloud computing centers. The evaluation is based on several performance indicators that can be utilized under heavy workload scenarios. A trade-off model for cost-effectiveness and performance in cloud environments is proposed in [9] which considers a a system with multi-servers to establish a relationship between system controls and throughput variations. Service response time is considered in [10] to quantify the performance of cloud services within fault recovery context. In [11] , the performance of green clouds is analyzed to study the trade-off between QoS metrics and energy consumption. A detailed study of various models for the performance evaluation of cloud services can be found in [12] .
The majority of the analytical models presented above, do not provide a precise dynamic performance measure of cloud federation demand patterns. Although the security issues of cloud computing were largely studied [13] , [14] , their trade-off with respect to computational utilization and access probability was not discussed in previous research. Moreover, various agreements between federation participants considering different levels of access control and the presence of secure servers were not studied within the context of performance analysis.
In contrast, based on queuing theory we develop two performance models to study the access probability and resource utilization of utility computing. The models allow the cloud federation to be scaled and respond to negative cloudburst by balancing the loads. To evaluate the performance of this approach, we mathematically modeled a cloud federation specifically to analyze the effect of workload fluctuation. In addition, the role of secure servers within a federation environment is also considered in the analysis. The main contributions of this paper are summarized as follows:
• Cloud federation-based models are proposed that seek to balance the workloads between service providers according to specific access control rules.
• Two algorithms are proposed to calculate the efficiency of autonomous workload balancing using the proposed models. A cloud federation is established with up to two levels of access control and the closed form solutions for access probability and utilization are derived.
• The federation models are mathematically developed for performance evaluation. The models provide a simple tool to analyze the cloud federation with different access restrictions in the presence of secure servers. The rest of the paper is organized as follows: Section II provides the system model. The workload balancing models and the mathematical approach for performance evaluation are presented in Section III. The simulation results are discussed in Section IV. Finally, the conclusions are made in Section V. Two models, Model A and Model B, for workload balancing between service providers in a federation setting are shown in Fig. 1 . Model A includes three service providers, CL 1 , CL 2 and CL 3 , each having its own clients. In order to respond to negative cloudbursts, a service orchestrator is introduced to automate the sharing of resources between the federation participants and to provide interconnectivity. Generally, the federation settings depend on the agreement between the participating cloud providers. A single level of access control is considered in Model A to form a federation. It is assumed that an agreement is made between the federation participants such that CL 3 can access the resources of both CL 1 and CL 2 . Moreover, CL 1 and CL 2 have access to the resources of CL 3 in the periods of high workload. It is also assumed in Model A that CL 1 and CL 2 do not have any direct resource sharing agreement, i.e. they cannot access the resources of one another. This is a realistic assumption because some service providers within the federation may not be willing to engage in resource sharing with particular federation participants [15] .
II. SYSTEM MODEL
The capabilities of Model A are extended by introducing secure servers (represented by SS) in Model B to provide a dual level of access control, as shown in Fig. 1 . In addition to the aforementioned access control rules considered in Model A, it is assumed that only CL 1 and CL 2 can access the secure servers in Model B; whereas, the secure servers are inaccessible to CL 3 . The advantages of Model B compared to Model A are two-fold. Firstly, the access probability of CL 1 and CL 2 is expected to be improved in periods of high workload fluctuations due to the presence of additional resources of secure servers. Secondly, as the secure servers are inaccessible to particular service providers, a secure platform can be facilitated for federation participants to efficiently handle sensitive data. The next section presents the performance analysis of the proposed workload balancing Model A and Model B considering different levels of access control.
III. PERFORMANCE ANALYSIS
Given the system model described in the previous section, our aim is to find the access probability and the resource utilization of the cloud federation. We assume that each of the cloud providers has finite available resources R j , and requests from clients with the Poisson distributed arrivals with rate A j and the service rate S j ∀j = 1, 2, 3. Moreover, the secure servers capacity is denoted by R s . The access probability is defined by the likelihood of a client to access computational resources provided by the CSP. The overall access probability (P a ) can be written as
where f (·) is function given by
P (bj ) is the service denial probability at the jth CSP and n is the number of total CSPs. The computational resource utilization of the federation is defined as the ratio of the average number of busy resources and the overall available resources for each CSP in the federation. We calculate this quantity by Algorithm 1 and 2 for Model A and Model B respectively. In this context, we analyze two access mechanisms as follows.
A. Workload balancing: Model A
Let us assume that CL 1 and CL 2 allow access to their resources from CL 3 when there are resources available. Similarly, when CL 1 (CL 2 ) receive a resource request and all its R 1 (R 2 ) are busy it may access resources of CSP CL 3 if there are resources available at the CSP CL 3 . This model is formally written as
B. Workload balancing: Model B
In this section, in addition to Model A, we consider that CL 1 and CL 2 have a shared secure resources, denoted as SS where it is disconnected from CL 3 . This is a practical assumptions since many cloud providers are considering firewall policies for additional security [16] , [17] .
The model can be formally written as
C. Markov chain and transition rates for Model A and B
Let the state of the Markov chain for model A consist of Φ = {t 1 , t 2 , t 3 } where t 1 = {t j |j = 1, 2, 3}, t 2 = {t 3j |j = 1, 2} and t 3 = {t j3 |j = 1, 2}. Such that, (t 3 ≤ R 3 ); (t j + t 3j ≤ R j ), j = 1, 2 and (t 3 + t 3j ≤ R 3 ), j = 1, 2. Similarly, the state of the Markov chain for model B consist of Φ = {t 1 , t 2 , t 3 , t 4 } where t 1 = {t j |j = 1, 2, 3}, t 2 = {t 3j |j = 1, 2}, t 3 = {t j3 |j = 1, 2} and t 4 = {t js |j = 1, 2} where s denotes the secure server. Such that, (t 3 ≤ R 3 ); (t j + t 3j ≤ R j ), j = 1, 2, (t 3 + t 3j ≤ R 3 ), j = 1, 2 and t 3s ≤ R s .
We now describe how the transition rates for each model are defined. The transition rates of the process for Model A can be defined as q = A 3 satisfies
We also have q = A j satisfies t = t + w j or t = t + w j3 , j = 1, 2 if (t j − R j = 0) ∩ (t 3 + t 13 + t 23 − R 3 = 0), q = t j A j satisfies t = t − w j , j = 1, 2, 3, q = t 3j A j satisfies t = t − w 3j , j = 1, 2 and q = t j3 A j which satisfies t = t − w j3 , j = 1, 2.
Algorithm 1: Calculate service denial probability and utilization of federated cloud resources (Model A).
Phase I -Define the unique invariant distribution D A using the transition rates of CL j , ∀ j = 1, 2, 3
and
where
Phase II -Calculate the service denial probabilities for CL j , ∀j = 1, 2, 3.
(comment: where the restricted state space V = Ψ A1 for CL 3 and Ψ A2 for CL 1 and CL 2 defined as
Phase III -Calculate the utilization of computational resources U (tj )
where i ∈ {j, 3j, j3}, j = 1, 2.
The transition rates of the process for Model B can be defined as q = A 3 satisfies
A j satisfies t = t − w 3j , j = 1, 2, q = t j3 A j satisfies t = t−w j3 , j = 1, 2 and q = t js A j satisfies t = t−w js , j = 1, 2. where w is computed by Given the transition rates of the federation participants when considering Model A and Model B (as described above), let us now present Algorithm 1 and Algorithm 2 that can calculate the service denial probabilities (P (bj ) ∀j = 1, 2, 3.) for each CSP in the federation, respectively. In this context, the service denial probability is defined as the probability that all servers available to the clients of a particular CSP are busy. The service denial probabilities are used to compute the overall access probability (P a ) of the federation, as given in (1), and the utilization of computational resources.
Algorithm 2: Calculate service denial probability and utilization of federated cloud resources (Model B).
Initialization:
Phase I -Define the unique invariant distribution D B using the transition rates of CL j , ∀ j = 1, 2, 3
(comment: where the restricted state space V = Ψ B1 for CL 3 and Ψ B2 for CL 1 and CL 2 defined as
where i ∈ {j, 3j, j3, js}, j = 1, 2.
IV. RESULTS
This section demonstrates the performance of the proposed workload balancing models for the aforementioned access control rules. In order to evaluate the utilization behavior of federated cloud resources, a simulation platform is developed by considering the resource capacity of each CSP (i.e. CL 1 , CL 2 and CL 3 ) to be 3 for Model A. On the other hand, the resource capacity of each CSP is assumed as 2 and the resource capacity of secure servers i.e. SS is considered as 5 for Model B. A constantly increasing computational demand at CL 1 , CL 2 and CL 3 is considered, which is modeled as {4, 6, 8, . . . , 26} for each CSP; resulting in total computational demand at all the federation participants to be {12, 18, 24, . . . , 78}. It is pertinent to mention that in the proposed workload balancing Model B which shown in Fig. 1 , SS does not have any direct clients. Therefore, in the simulation settings, the workload at SS is considered to be the demand from CL 1 and CL 2 , where the service orchestrator facilitates the sharing of resources. Considering this simulation setup, Fig. 2 depicts comparative analysis of Model A and Model B in terms of federated cloud resources utilization with growing total computational demand. As a result of increasing computational demand at the federation participants, an exponential growth in the utilization of federated resources is observed. Such utilization behavior justifies the significance of federated cloud resources orchestration for 5G wireless networks, where a continuous growth in demand is expected. Moreover, the results show that, initially, the utilization of federated resources in Model A is 2.67% higher than Model B. However, as the total computational demand increases, the difference in resource utilization between Model A and Model B decreases resulting in approximately similar resource utilization behavior at high computational demand scenarios due to increased saturation of resources.
As the assurance of desirable access probability is one of the primary aims within cloud federation environments, it is pertinent to analyze the access probability of the proposed workload balancing models with growing computational de- mand. Depending on the expected demand in periods of high workload, such analysis can be utilized to find the amount of resources required within the federation to avoid Service Level Agreements (SLAs) violations. A simulation platform is developed by setting the resource capacity of CL 1 , CL 2 and CL 3 to 4, 4 and 3 respectively for Model A. Furthermore, for Model B, the resource capacity of each CSP i.e. CL 1 , CL 2 , CL 3 is set to 3 and the resource capacity of SS is considered as 2. It is worthwhile to mention that the total resource capacity of the federation (i.e. sum of all the federation participants' resource capacity) in the simulation for both Model A and Model B is the same, which will lead a fair comparison. In the simulation setup for both models, a fixed computational demand i.e. 3 is assumed at CL 1 and CL 2 , whereas, a growing computational demand at CL 3 is considered which is modeled as {5, 6, 7, . . . , 14}. Fig. 3 illustrates the access probability of each CSP for Model A and Model B with increasing computational demand. The results demonstrate superior access probability of CL 3 as compared to other federation participants due to its resource sharing agreements with both CL 1 and CL 2 in Model A and Model B. Moreover, the access probability of CL 3 in Model A is greater than Model B due to the higher resource capacity of CL 1 and CL 2 in Model A compared to Model B. The results showing the access probability of CL 1 and CL 2 demonstrate that Model B, with dual level of access control, provides better performance as compared to Model A due to the presence of secure servers which are accessible only to CL 1 and CL 2 . The results also reveal that both CL 1 and CL 2 have an equal access probability as they both have similar resource capacity and have access to the resources of secure servers.
The simulation parameters presented above for generating the results shown in Fig. 3 are used to analyze the overall access probability of the federated cloud resources. Fig. 4 provides a comparative analysis of the overall access probability for Model A and Model B with growing computational demand at CL 3 and constant demand at CL 1 and CL 2 . The results show that Model A has a higher overall access probability compared to Model B at scenarios with lower workload. However, as the computational demand increases beyond a particular level i.e. (A 3 /S 3 ) > 3, Model B outperforms Model A and results in superior overall access probability of the federated resources. The results also reveal that with growing computational demand, the overall access probability for Model A and Model B has exponential and linear decaying characteristics respectively; thus, justifying the robustness of Model B.
Within the federation, CSPs may experience resource failures due to increased complexity and functionality of the overall system resulting in performance degradation and SLAs violations [18] , [19] . Therefore, it is important to analyze the overall access probability of the federated cloud resources by simultaneously considering growing computation demand and resource failures. A simulation platform is created to perform such an analysis for Model A and Model B by assuming decreasing resource capacity of CL 1 and CL 2 i.e. {12, 11, 10, . . . , 1} and fixed workload which is assumed to be 2. In the simulation settings, the resource capacity of CL 3 is assumed as 2 and 1 for Model A and Model B respectively, whereas, the resource capacity of SS is considered as 3 for Model B. An increasing computational demand at CL 3 is considered in the simulation setup which is modeled as {1, 2, 3, . . . , 12}. Fig. 5 and Fig. 6 show the overall access probability for Model A and Model B respectively with decreasing resources of CL 1 and CL 2 and increasing computational demand at CL 3 . The results demonstrate reduction in overall access probability in case of failures and increased computational demand. Moreover, it is observed from the results that Model B shows superior performance compared to Model A in scenarios with resource failures and high workload. The analysis presented in this paper can assist CSPs in gaining insight into access probability and utilization of cloud resources to avoid SLAs violations within federated cloud environments.
V. CONCLUSION
Cloud computing is becoming increasingly popular for reliable service provision in future generation of wireless networks due to its performance and monetary cost benefits. In order to exploit the full potential of cloud computing, the notion of federated cloud resources has emerged as an appealing way to avoid performance degradation and SLAs violations at periods with sharp surges of workload by facilitating resource sharing among different service providers. One of the primary objectives in this context is to balance the workload between federation members for smooth functionality. This paper proposed two models for autonomous workload balancing between service providers considering different access restrictions. A service orchestrator is incorporated which facilitates single level of access control in Model A, whereas, a dual level of access control is supported in Model B by introducing secure servers. In the proposed models, different resource sharing agreements are considered between the federation participants for performance analysis.
Mathematical models are developed to analyze the utilization and access probability of the federated cloud resources. The performance of the proposed workload balancing models is thoroughly analyzed and the findings of the investigation are reported. Simulation results demonstrate the suitability of the proposed models in assisting federation participants to evaluate the effect of workload fluctuations and respond dynamically through autonomous workload balancing. In future work, the authors plan to extend this work by incorporating diverse network authentication layers to support heterogeneous access requests within 5G wireless networks.
