Problems in the optimal control of finite and infinite dimensional linear systems by Parker, Kim T.
A Thesis Submitted for the Degree of PhD at the University of Warwick
Permanent WRAP URL: 
http://wrap.warwick.ac.uk/138623 
Copyright and reuse:
This thesis is made available online and is protected by original copyright.
Please scroll down to view the document itself.
Please refer to the repository record for this item for information to help you to cite it. 
Our policy information is available from the repository home page.
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk
warwick.ac.uk/lib-publications
IK»BL!3.S3 IN TiDC OP'IMU'A. CONTROL OS’ FINITI:’. AMD INFINITK 
DISENSION AL LINDAR SSTSTSMS
K. T. PANIER
A th e s is  presented  fo r  the 
degree o f  D octor o f  Philosophy, 
The U n iversity  o f  Warwick, 
November 1075.
PREFACE
I should l ik e  to  thank my fam ily  and fr ien d s  fo r  a l l  the h e lp  
and encouragement given »to me during the tin e  I have been working 
on t h is  t h e s is , e s p e c ia lly  my w i fe ,  Anne, who has had to  put up 
w ith  i t  taking over our home and to  Miss Linda China f o r  her in­
v a lu a b le  help  with the typ ing . Above a l l ,  though, I must .say how 
g r a te fu l  I am to  my su perv isor, Dr. Tony P ritch ard , not on ly fo r  
h i s  h e lp  w hile I  was at Warwick but a lso  fo r  the patien ce  and 
understanding he has shown s in ce . A lso I must express my thanks 
t o  my examiners fo r  the f i r s t  submission o f  th is  t h e s is ,  P ro fessors  
Parks and C o ll in s , fo r  th e ir  h e lp fu l suggestions and f in a l ly  to  the 
S c ien ce  Research Council who provided  me with a postgraduate grant.
I  f e e l  I must a lso  say that ray present employers, the Department o f  
th e  Environment, have been very  generous in  g iv in g  me sp ec ia l leave  
in  order to  f in is h  the th e s is .
I  worked in  c lo s e  c o lla b o ra t io n  with my su perv isor , Dr. P ritch ard , 
so  i t  i s  not easy to  decide to  whom each p iece  o f work should be asc­
r ib e d . Chapter 1 i s  my account o f  h is  work on optim al con tro l 
th e o ry , though Section  3 was the re s u lt  o f  much mutual d iscu ss ion .
The method fo r  fin d in g  bounds on the c o s t ,  Chapter 2 , .Section 4 , i s  
b a s ic a l ly  Dr. P r itch a rd 's  work with me carrying out some o f the extra 
d e t a i ls .  A ll the computing h ere , as in  a l l  the t h e s is ,  i s  com pletely 
my work. Chapter 3 , S ection  3 , - i s  a lso  co lla b o ra t iv e  and has been 
pu b lish ed  p rev iou e ly ,P r itch a rd  and Parker(1971), as has the work on 
th e  bounds fo r  the c o s t ,  P ritch ard  and P ark er(l974 ), and the design 
o f  PID co n tr o lle r s  fo r  f in i t e  dimensional systems, P a rk er(l97 2 ).
Kim Parker, the Deportment o f  Engineering, the U n iversity  o f  Warwick.
November 1975.
ABSTRACT
A re v ie w  o f  o p t im a l  c o n t r o l  th e o r y  f o r  l in e a r  system s 
w ith  q u a d r a t ic  c o s t  f u n c t i o n s  i s  p r e s e n t e d . Some o f  th e  
t h e o r e t i c a l  and p r a c t i c a l  l i m i t a t i o n s  a re  d is c u s s e d  w ith  
s p e c i a l  r e f e r e n c e  t o  d i s t r i b u t e d  p aram eter sy s te m s . F i r s t  
a p ro c e d u re  i s  d e s c r ib e d  f o r  f in d in g  th e  o p t im a l c o n t r o l  by 
c o n s t r u c t in g  a s e q u e n ce  o f  c o n t r o l l e r s  t h a t  converge.» t o  th e  
o p t im a l ;  t h i s  m ethod i s  v a l i d  f o r  system s o f  i n f i n i t e  
d im e n s io n  p r o v id e d  t h a t  th e  o p e r a t o r s  in  th e  s t a t e  d i f f e r e n t i a l  
e q u a t io n  s a t i s f y  c e r t a i n  c o n d i t i o n s .  The p r o o f  i s  c a r r ie d  
o u t  b o th  f o r  th e  f i n i t e  and i n f i n i t e  t im e  i n t e r v a l  and th e  
c o n n e c t io n  i s  shown w i t h  th e  R i c c a t i  e q u a t io n .  The main 
p ro b le m  in  im p le m e n ta t io n  i s  t h a t  on e n e e d s  co m p le te  
k n ow led ge  o f  th e  s t a t e  a t  a l l  t im e s  in  o r d e r  t o  b u i ld  th e  
o p t im a l c o n t r o l l e r ,  t h i s  i s  a lm o s t  c e r t a i n l y  im p o s s ib le  f o r  
d i s t r i b u t e d  p aram eter s y s te m s . When th e  s t a t e  ca n n o t  be 
m easured  c o m p le te ly  i t  i s  p ro v e d  t h a t  an o p t im a l c o n t r o l  i s  
r e a l i s a b l e  f o r  tim e in v a r ia n t  f i n i t e  d im e n s io n a l s y s te m s .
The p rob lem s o f  f in d in g  t h i s  c o n t r o l  a re  th en  in v e s t ig a t e d  
and co m p u ta t io n a l m eth od s  d is c u s s e d .  I f  th e  o p t im a l c o n t r o l  
w ith  co m p le te  k n ow led g e  o f  th e  s t a t e  ca n n o t  be im p lem en ted , 
a m ethod i s  p r e s e n te d  w h ereby  on e  can f in d  bounds on th e  
p o s s i b l e  in c r e a s e  in  t h e  v a lu e  o f  th e  c o s t  fu n c t io n  a r i s i n g  
from  th e  use o f  some s u b -o p t im a l  c o n t r o l ;  s e v e r a l  exam ples 
a r e  c o n s id e r e d . The c o n s t r a in e d  o p t im a l c o n t r o l  d epen d s on 
th e  i n i t i a l  s t a t e  and  new o p t im is a t io n  c r i t e r i a  m ust b e  p u t 
fo rw a rd  t o  d e a l  w ith  t h e  c a s e  in  w hich  t h e  i n i t i a l  s t a t e  i s
unknown; th e  m ost common c o n s i s t  o f  m in im is in g  th e  c o s t  
th a t  ca n  r e s u l t  from  th e  w o r s t  i n i t i a l  s t a t e .  I t  i s  th en  
shown how th e  c o n t r o l l e r s  d e s ig n e d  a c c o r d in g  t o  th e s e  
c r i t e r i a  may b e  im proved  by u s in g  o n e 's  l im i t e d  o b s e r v a t io n  
a t  t im e  z e r o  to  p la c e  some c o n s t r a i n t s  on th e  i n i t i a l  s t a t e .  
The L iapu n ov m a tr ix  e q u a t io n  p la y s  an im p o r ta n t  p a r t  in  
c a l c u l a t i n g  th e  c o s t  o f  any c o n t r o l  s o  r e d u c in g  th e  
c o m p u ta t io n a l e f f o r t  in  i t s  s o l u t i o n  i s  u s e f u l .  I t  i s  
shown how t h i s  can b e  done and i t  i s  o f  s p e c i a l  r e le v a n c e  
f o r  d i s t r i b u t e d  p aram eter system s w ith  t h e i r  s t a t e s  
e x p r e s s e d  as an i n f i n i t e  s e r i e s  o f  e i g e n f u n c t io n s ;  th e  
r e s u l t s  a re  a p p l ie d  t o  a d i f f u s i o n  e q u a t io n  exam ple .
F i n a l l y ,  i t  i s  shown how o p t im a l c o n t r o l  t h e o r y  may b e  
a p p l i e d  t o  th e  d e s ig n  o f  p r o p o r t i o n a l - i n t e g r a l - d e r i v a t i v e  
c o n t r o l l e r s .  T h is  i s  done from  two s ta n d p o in t s  and th e  
r e s u l t i n g  c o n t r o l l e r s  a re  shown t o  be i d e n t i c a l ,  though 
th e  se co n d  m ethod o f  p r o o f  i s  v a l i d  f o r  i n f i n i t e  d im e n s io n a l 
s y s te m s . The r e s u l t s  a re  th en  a p p l ie d  t o  a s im p le  exam ple 
and t o  a d i s t r i b u t e d  p o p u la t io n  dyn am ics sy s te m . The 
p r a c t i c a l i t y  o f  th e  m ethods o f  th e  t h e s i s  a re  a p p l ie d  to  
a sy s te m  w ith  r e a l i s t i c  p a ra m e te rs ; recom m en d ation s a re  
made as t o  th e  b e s t  a p p ro a ch e s .
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1INTRODUCTION
T h is  t h e s i s  i s  co n ce rn e d  w ith  th e  o p t im a l c o n t r o l  o f  
l in e a r  system s w ith  q u a d r a t ic  c o s t  f u n c t i o n s  and some o f  th e  
p rob lem s th a t  can  a r i s e  in  i t s  im p le m e n ta t io n . We s h a l l  
c o n s id e r  e s p e c i a l l y  th e  a s p e c t s  r e l a t e d  t o  i n f i n i t e  
d im e n s io n a l s y s te m s , b o th  th e  o p t im a l c o n t r o l  t h e o r y  i t s e l f  
and th e  s p e c i a l  d i f f i c u l t i e s  in v o lv e d  in  i t s  p r a c t i c a l  
a p p l i c a t i o n .
The work i s  r e s t r i c t e d  t o  th e  s o  c a l l e d  l i n e a r  q u a d r a t ic  
p rob lem  as t h i s  r e p r e s e n t s  a p r a c t i c a b l e  a p p roa ch  t o  th e  
c o n t r o l  o f  many p h y s i c a l  sy s te m s . O b v io u s ly  any r e a l  sy s te m , 
i f  a n a ly s e d  in  s u f f i c i e n t  d e t a i l ,  w i l l  b e  non l i n e a r  b u t 
th e re  i s  a t r a d e  o f f  in  any m a th e m a tica l m odel betw een  
a c c u r a c y  o f  d e s c r i p t i o n  and f e a s i b i l i t y  o f  o b t a in in g  u s e fu l  
r e s u l t s  w ith o u t  undue d i f f i c u l t y .  A w e l l  th o u g h t o u t  l in e a r  
a n a ly s i s  can o f t e n  show im p o rta n t c h a r a c t e r i s t i c s  o f  a system  
and f o r  th e s e  re a s o n s  a l in e a r  m odel i s  o f t e n  a g o o d  s t a r t i n g  
p o in t  f o r  w ork in g  o u t  th e  r e s p o n se  t o  d i f f e r e n t  in p u ts  and 
c o n t r o l s .  The o b j e c t  o f  c o n t r o l l i n g  a system  i s  t o  d r iv e  i t  
in t o  some d e s i r e d  s t a t e  an d , i f  on e i s  o n ly  c o n s id e r in g  
p e r t u r b a t io n s  a b o u t  th a t  s t a t e ,  a l i n e a r i s e d  m odel w i l l  g iv e  
an a d eq u a te  d e s c r i p t i o n  p ro v id e d  th e  p e r t u r b a t io n s  a re  n o t  
t o o  l a r g e .  The re a s o n s  f o r  a s s o c i a t i n g  a q u a d r a t ic  c o s t  
fu n c t io n  w ith  th e  p rob lem  a re  n o t  s o  c l e a r  c u t .  The c o s t  
fu n c t io n  can  be c o n s id e r e d  as a p e n a l t y ,  a r i s i n g  from  any 
c o n t r o l ,  th a t  m ust be m in im ise d , s o  in c lu d in g  a q u a d r a t ic  
term  in  th e  d e v ia t i o n  o f  th e  s t a t e  fro m  i t s  d e s i r e d  v a lu e
i s  i n t u i t i v e l y  r e a s o n a b le ,  th e r e  s h o u ld  b e  a p o s i t i v e  
p e n a lty  f o r  b o th  o v e r  and u n d e r s h o o t in g . S im i la r ly  th e r e  
ou gh t t o  b e  a term  c o n t a in in g  th e  a c t u a l  c o n t r o l  a c t i o n  
and t h i s  t o o  sh o u ld  be p o s i t i v e  i r r e s p e c t i v e  o f  th e  s ig n  
o f  th e  c o n t r o l  v a r i a b l e s .  H ow ever, th e r e  i s  no a b s o lu t e  
rea son  f o r  c h o o s in g  q u a d r a t i c ,  r a th e r  than say q u a r t i c  o r  
m odu lu s, f u n c t i o n s ;  i t  i s  m ore a m a tte r  o f  e x p e d ie n c y .
The g r e a t  a d va n ta ge  o f  u s in g  a q u a d r a t ic  c o s t  fu n c t io n  
w ith  l i n e a r  system s i s  th a t  i t  g iv e s  r i s e  t o  a l in e a r  
fe e d b a ck  c o n t r o l l e r ,  som eth in g  th a t  i s  v e r y  d e s i r a b l e .
I t  w ould  n o t  be p a r t i c u l a r l y  u s e fu l  t o  s e t  up a l in e a r  
m odel o n ly  t o  f in d  th a t  th e  o p t im a l c o n t r o l  th u s  d e r iv e d  
was n o n - l in e a r ,  so  n u l l i f y i n g  th e  work th a t  w en t in t o  
f in d in g  a good  l i n e a r i s a t i o n .  A ls o  th e  c l a s s i c a l  m ethods 
o f  d e s ig n in g  c o n t r o l  system s a re  a l l  b a sed  on th e  id e a  o f  
l in e a r  n e g a t iv e  fe e d b a c k , t h e r e f o r e  th e  "m odern" c o n t r o l  
th e o ry  i s  n o t  a t  odds w ith  th e  " c l a s s i c a l " .  S o , a l l  in  a l l ,  
th e  l i n e a r  q u a d r a t ic  a p p roa ch  i s  a r e a s o n a b le  on e  to  ta k e  
f o r  many p r a c t i c a l  s y s te m s , though  o b v io u s ly  on e must 
e x e r c i s e  c a u t io n  and n o t  "b e n d " th e  p h y s ic s  and e n g in e e r in g  
o f  th e  sy s te m  t o o  much in  o r d e r  t o  f i t  in  w ith  e le g a n t  
m a th e m a tica l th e o r y  f o r  i t s  own sa k e .
The main s t a r t i n g  p o in t  f o r  t h i s  work was a p a p er  by 
A thans (19 70 ) who p o in te d  o u t  th e  i m p o s s i b i l i t y  o f  b u i ld in g  
an o p t im a l  c o n t r o l l e r  f o r  l in e a r  d i s t r i b u t e d  p a ra m eter  
s y s te m s , th a t  i s  th o s e  d e s c r ib e d  by p a r t i a l  d i f f e r e n t i a l  
e q u a t io n s .  He s u g g e s te d  t h a t  s in c e  a f i n i t e  number o f  
s p a t i a l l y  d i s c r e t e  s e n s o r s  w ould  have t o  be u se d  f o r
m easurem ent some a c co u n t  o f  th e  c o m p l ic a t io n  o f  th e  s e n s in g  
a p p a ra tu s  sh o u ld  b e  taken  in  th e  c o s t  f u n c t i o n .  T h is  l e d  
t o  th e  a n a ly s is  o f  some p a r t i c u la r  e x a m p le s , f o r  in s t a n c e  
t h a t  in  ch a p te r  3 , s e c t i o n  3 , P r it c h a r d  6 Mayhew (19 71 ) and 
P a rk er  (1 9 7 0 ) . H ow ever, a more g e n e r a l  a p p roa ch  had t o  be 
made and th e o r y  d e v e lo p e d  th a t  w ou ld  be a p p r o p r ia t e  t o  £ h is  
p ro b le m .
The c h a r a c t e r i s t i c  p r o p e r t y  o f  d i s t r i b u t e d  p aram eter
system s i s  t h a t  th e y  a r e  o f  i n f i n i t e  d im e n s io n . T h is  means
t h a t  i f  th e  c o n c e p t  o f  a s t a t e  s p a c e ,  O gata  (1967) , i s
a p p l i e d  t o  th e  sy s te m , on e n eed s  an i n f i n i t e  number o f  s t a t e
v a r i a b le s  t o  d e s c r ib e  th e  system  c o m p le t e ly .  To c l a r i f y
t h i s  id e a  c o n s id e r  th e  f lo w  o f  h e a t  a lo n g  a th in  hom ogenous
b a r . I t  i s  w e l l  known, Brogan (1 9 6 8 ) ,  t h a t  th e  e q u a t io n
g o v e r n in g  t h i s  system  i s  th e  p a r a b o l i c  p a r t i a l  d i f f e r e n t i a l
d i f f u s i o n  e q u a t io n  vL? = *1 * w here z r e p r e s e n t s  th e
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tem p era tu re  a t  tim e t  a t  a p o in t  x from  th e  end o f  th e  b a r . 
In t h i s  c a s e  th e  tem p era tu re  d i s t r i b u t i o n  a lo n g  th e  b a r  a t  
any in s t a n t  i s  th e  s t a t e  o f  th e  system  and in  o r d e r  t o  
m easure i t  c o m p le te ly  th e  tem p era tu re  has t o  be o b s e r v e d  a t  
e v e r y  p o in t  on th e  b a r . Hence th e r e  a re  an i n f i n i t e  number 
o f  com ponents t o  th e  s t a t e .  As in  sy s te m s  o f  f i n i t e  
d im e n s io n s , O gata (1967 ) , th e re  i s  n o t  o n e  u n iq u e  s e t  o f  
s t a t e  v a r i a b l e s ;  i t  i s  p o s s i b l e  t o  c a r r y  o u t  a l in e a r  
t r a n s fo r m a t io n  s o  th a t  th e  s t a t e  d i f f e r e n t i a l  e q u a t io n s  a re  
in  a more c o n v e n ie n t  fo rm . One way o f  d o in g  t h i s  in  th e  
exam ple m en tion ed  i s  t o  e x p r e s s  th e  te m p e ra tu re  d i s t r i b u t i o n  
as a s u i t a b l e  F o u r ie r  s e r i e s ,  then th e  c o e f f i c i e n t s  o f  t h i s
4 -
s e r i e s ,  w h ich  a re  i n f i n i t e  in  num ber, can  be used  a s  new 
s t a t e  v a r i a b l e s ;  t h i s  i s  done in  some o f  th e  s p e c i f i c  
exa m p les  c o n s id e r e d  in  th e  l a t e r  c h a p t e r s .  However th e  
s t a t e  i s  e x p r e s s e d  i t  i s  o b v io u s  t h a t  th e r e  w i l l  b e  g r e a t  
d i f f i c u l t y  in  m ea su rin g  i t  e x a c t l y .
O ptim al c o n t r o l  th e o r y  has been  v e r y  w e l l  d e v e lo p e d  
f o r  f i n i t e  d im e n s io n a l s y s te m s , B ellm an (1 9 6 7 ) , Kalman 
(1 9 6 0 ) ,  P o n try a g in  e t  a l  (1 9 6 2 ) ,  Athans & F a lb  (1 9 6 6 ) and 
some o f  t h i s  has been  c a r r ie d  o v e r  fo r m a lly  to  d i s t r i b u t e d  
p aram eter s y s te m s , Wang (1 9 6 4 ) ,  Kim & E rz b e rg e r  ( 1 9 6 7 ) ,
Brogan (1 9 6 8 ) . U n fo r t u n a te ly  th e s e  m ethods a re  n o t  r ig o r o u s  
a s  th e y  make a ssu m p tion s  a b ou t th e  n a tu re  o f  th e  s o lu t i o n s  
t o  th e  p a r t i a l  d i f f e r e n t i a l  e q u a t io n s  t h a t  are n o t  j u s t i f i e d ;  
f o r  exa m p le , th e  s t a t e  may n o t  b e  c o n t in u o u s ly  d i f f e r e n t i a b l e  
w ith  r e s p e c t  t o  t im e . N e v e r t h e le s s ,  th e r e  are many s i t u a t i o n s  
in  w h ich  th ey  g iv e  u s e fu l  r e s u l t s .  L io n s  (1971) and  P r it c h a r d  
(1972) by fra m in g  th e  p rob lem  in  th e  a p p r o p r ia t e  s p a c e s  and 
im p os in g  c e r t a in  c o n d i t io n s  on th e  o p e r a t o r s  in  th e  e q u a t io n s  
have d e v e lo p e d  o p t im a l c o n t r o l  th e o ry  t h a t  i s  v a l i d  f o r  a w ide  
ran ge  o f  i n f i n i t e  d im e n s io n a l sy s te m s . M oreov er , i f  fu r t h e r  
r e s t r i c t i o n s  a re  made i t  can b e  shown t h a t  t h e i r  m eth ods g iv e  
th e  same r e s u l t s  a s  th o s e  d e r iv e d  in  a p u r e ly  fo r m a l  m anner.
The o p t im a l c o n t r o l  th e o r y  f o r  th e  l in e a r  q u a d r a t ic  
p rob lem  y i e ld s  a l in e a r  fe e d b a ck  c o n t r o l l e r  th a t  r e s u l t s  in  
th e  c o s t  fu n c t io n  h a v in g  a g l o b a l  minimum; a n o th e r  
adva n ta ge  i s  t h a t  th e  o p t im a l c o n t r o l  tu rn s  o u t  t o  b e  
in d e p e n d e n t o f  th e  i n i t i a l  s t a t e  o f  th e  system . H ow ever,
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n e x t  s e c t i o n  d e m o n stra te s  th e  c o n n e c t io n  betw een  t h i s  
o p t im a l  c o n t r o l  and th e  s ta n d a rd  R i c c a t i  e q u a t io n .
F i n a l l y  th e  r e s u l t s  f o r  th e  o p t im a l c o n t r o l  a re  e x te n d e d  
t o  c o v e r  th e  c a s e  o f  th e  i n f i n i t e  i n t e r v a l .  T h is  can  
o n ly  be done i f  i t  i s  p o s s i b l e  t o  c o n s t r u c t  c o n t r o l s  
t h a t  y i e l d  a f i n i t e  v a lu e  f o r  the c o s t .
C h ap ter 2 d e a ls  w ith  th e  l im i t a t i o n s  o f  th e  o p t im a l 
c o n t r o l  and th e  p ro b le m s  o f  o b s e r v in g  th e  co m p le te  s t a t e  
a r e  c o n s id e r e d  in  m ore d e t a i l .  The e x is t e n c e  o f  an o p t im a l 
c o n t r o l  when one has in c o m p le te  in fo r m a t io n  a b ou t th e  s t a t e  
i s  d is c u s s e d  and i t  i s  p ro v e d  t h a t  th e  f i n i t e  d im e n s io n a l 
t im e  in v a r ia n t  system  d o e s  have a r e a l i s a b l e  o p t im a l c o n t r o l  
p r o v id e d  t h a t  i t  i s  p o s s i b l e  to  f in d  some c o n t r o l l e r  th a t  
g i v e s  a f i n i t e  c o s t .  The n e x t  s t e p  i s  t o  c o n s id e r  ways o f  
a c t u a l l y  c a l c u l a t i n g  th e  o p t im a l fe e d b a ck  when th e  s t a t e  
ca n n o t  b e  m easured  c o m p le t e ly ,  th e  so  c a l l e d  c o n s t r a in e d  
o p t im a l c o n t r o l  p ro b le m . The m ethod o f  Jameson (1970 ) i s  
p r e s e n t e d  and th e  d i f f i c u l t i e s  a r i s i n g  d is c u s s e d .  He 
d e r iv e s  th e  c o n d i t i o n s  f o r  th e  c o s t  t o  h a v e ,a  s t a t io n a r y  
v a lu e ,  b u t  o b v io u s ly  t h i s  i s  o n ly  a n e c e s s a r y  and n o t  a 
s u f f i c i e n t  c o n d i t i o n  f o r  th e  c o s t  t o  be a minimum. An 
i t e r a t i v e  m eth od , th e  f r a c t i o n a l  s t e p  a lg o r it h m , i s  d e r iv e d  
from  th e s e  e q u a t io n s  and i t  i s  shown th a t  f o r  sm all s t e p s  
th e r e  i s  a g u a ra n te e d  r e d u c t io n  in  th e  v a lu e  o f  th e  c o s t  
f u n c t i o n .  T h e ”" f i n a l  s e c t i o n  o f  t h i s  ch a p te r  p r e s e n ts  a 
m ethod f o r  f in d in g  bounds on the c o s t  fu n c t io n  w h ich  are 
u s e fu l  as a r e l a t i v e l y  e a s y  way o f  com parin g  two c o n t r o l s .  
The p r o o f  i s  v a l i d  f o r  a l l  system s th a t  s a t i s f y  th e
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c o n d i t i o n s  l a i d  down in  c h a p te r  1  and s o  a w ide  v a r i e t y  
o f  i n f i n i t e  d im e n s io n a l system s can  b e  c o n s id e r e d  as w e l l .  
F i n a l l y  th e  m ethod i s  a p p l ie d  t o  some s p e c i f i c  exam ples 
t o  f in d  th e  bounds on t h e i r  c o s t  f u n c t i o n s .
C h ap ter 3 i s  p r im a r i ly  co n ce rn e d  w ith  th e  f a c t  th a t  
when th e  o b s e r v a t io n  o f  th e  s t a t e  i s  r e s t r i c t e d  th e  c o n t r o l  
t h a t  m in im ise s  th e  c o s t  fu n c t io n  depen d s on th e  i n i t i a l  
s t a t e .  I t  i s  shown how , i f  th e  p r o b a b i l i t y  d e n s i t y  fu n c t io n  
o f  th e  i n i t i a l  s t a t e  i s  known, i t  i s  p o s s i b l e  t o  f in d  a 
s im p le  e x p r e s s io n  f o r  th e  e x p e c t e d  v a lu e  o f  th e  c o s t  and in  
som e c a s e s  th e  o p t im a l fe e d b a c k  can be fou n d  by  m o d ify in g  
J a m e s o n 's  e q u a t io n s . The "w o r s t  c a s e "  c r i t e r i a  a re  d is c u s s e d  
w h e re in  th e  c o n t r o l  t h a t  m in im ises  th e  g r e a t e s t  c o s t  th a t  can 
o c c u r  f o r  some unknown i n i t i a l  s t a t e  i s  fo u n d . A m ethod o f  
im p ro v in g  t h i s  m ethod i s  p r e s e n te d  in  w h ich  th e  f a c t  th a t  one 
h a s  l im i t e d  know ledge o f  th e  s t a t e  a t  t im e  z e r o  i s  u s e d , t h i s  
i s  th en  a p p l ie d  t o  an exa m p le . The L iap u n ov  m a tr ix  e q u a tio n  
w h ich  h as t o  be s o lv e d  in  o r d e r  t o  c a l c u l a t e  th e  c o s t  i s  v e ry  
im p o r ta n t  in  a l l  th e  a n a ly s i s  c o n s id e r e d  in  t h i s  t h e s i s ;  any 
m ethod o f  s im p l i f y in g  i t s  s o lu t i o n  i s  t h e r e f o r e  o f  g r e a t  u se . 
A way o f  r e d u c in g  th e  c o m p u ta t io n a l e f f o r t  th a t  has s p e c ia l  
r e le v a n c e  f o r  d i s t r i b u t e d  p aram eter sy s tem s  i s  e x p la in e d  and 
a p p l i e d  t o  a d i f f u s i o n  e q u a t io n  exam ple .
In  c h a p te r  4 we l o c k  a t  some o f  th e  d i f f e r e n c e s  and 
p o in t s  o f  c o n t a c t  betw een  modern and c l a s s i c a l  c o n t r o l  th e o r y . 
I t  i s  th en  shown how o p t im a l c o n t r o l  t h e o r y  can  be u sed  to
d e s ig n  a p r o p o r t i o n a l - i n t e g r a l - d e r i v a t i v e  ty p e  c o n t r o l l e r ,  
som eth in g  th a t  i s  u s u a l ly  c o n s id e r e d  t o  be in  th e  c l a s s i c a l  
rea lm . The p r o o f  i s  c a r r i e d  o u t  from  two p o in t s  o f  v ie w , 
b o th  le a d in g  t o  th e  same c o n t r o l l e r .  The s e co n d  o f  th e s e  
i s  v a l i d  f o r  i n f i n i t e  d im e n s io n a l system s s a t i s f y i n g  th e  
c o n d i t io n s  's p e c i f i e d  in  c h a p te r  1 . The p r o c e d u r e  i s  f i r s t  
a p p lie d  t o  a s im p le  s e co n d  o r d e r  exam ple and then  t o  a 
d i s t r i b u t e d  p aram eter sy stem . The l a t t e r  c o n s i s t s  o f  
f in d in g  an o p t im a l c u l l i n g  p o l i c y  f o r  re d  d e e r ;  a 
c o n s id e r a b ly  s i m p l i f i e d  d i s c r e t i s a t i o n  i s  u s e d  f o r  th e  
a c tu a l  co m p u ta t io n .
In  th e  f i n a l  c h a p t e r  th e  m ethods d e v e lo p e d  in  th e  t h e s i s  
a re  a p p l ie d  t o  a t h i r d  o r d e r  w a ter  f lo w  s y s te m  in  w’h ic h  th e  
p a ra m eters  have been  made as r e a l i s t i c  as p o s s i b l e .  The 
c h o ic e  o f  th e  c o s t  fu n c t io n  i s  c o n s id e r e d  in  some d e t a i l  and 
th e  o p t im a l c o n t r o l  d e r iv e d .  V a r io u s  n u m e r ica l  p r o c e d u r e s  
are t e s t e d  f o r  th e  c o n s t r a in e d  o p t im a l c o n t r o l  p rob lem ; 
none tu rn s  o u t  t o  b e  c o m p le t e ly  s a t i s f a c t o r y  e x c e p t  the 
f r a c t i o n a l  s t e p  a lg o r it h m .
Some m en tion  m ust be made h e re  o f  th e  te r m in o lo g y  and 
n o t a t io n .  E very e f f o r t  has been  made to  u se  c o n s i s t e n t  
c o n v e n t io n s , b u t  o f t e n  d i f f e r e n t  term s a re  u sed  to  d e f in e  
th e  same t h in g , t h i s  i s  done in  o r d e r  to  r e d u c e  r e p e t i t i o n  
o f  c e r t a in  common p h r a s e s . F or exa m p le , c o s t  fu n c t io n  i s  
a ls o  r e f e r r e d  to  as p e r fo rm a n ce  in d e x  and th e  f a c t  t h a t  th e  
s t a t e  ca n n o t be m easured  c o m p le te ly  i s  d e s c r ib e d  a t  v a r io u s  
tim es  b y  th e  e x p r e s s io n s ,  p a r t i a l l y  o b s e r v e d  sy stem ,
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c o n s t r a in e d  fe e d b a c k  and o p t im a l c o n t r o l ,  in c o m p le te  
in fo r m a t io n , in c o m p le te  k n o w le d g e , n o t  m easuring th e  
s t a t e  c o m p le te ly  and  so  f o r t h .  C o n v e rs e ly  t h e i r  o p p o s i t e s  
a re  used  when d e s c r i b i n g  th e  o p t im a l c o n t r o l  when one has 
co m p le te  know ledge o f  th e  s t a t e .  I t  i s  hoped t h a t  what i s  
meant i s  c l e a r  in  t h e  c o n t e x t  and th e  v a r ia t io n  h e lp s  th e  
f lo w  o f  th e  a rgu m en t.
The s t a t e  o f  an i n f i n i t e  d im e n s io n a l system  i s  a lw ays 
r e f e r r e d  t o  as z ( t )  w h ile  th e  s t a t e  v e c t o r  o f  a system  w ith  
f i n i t e  d im en sion  i s  d e s ig n a te d  by x ( t ) .  A prim e d e n o te s  
th e  tr a n s p o s e  o f  a v e c t o r  o r  m a tr ix  and a s t a r  th e  a d jo i n t  
o f  an o p e r a t o r .  T he l a t t e r ,  th ou g h , i s  som etim es used  as 
an in d i c a t o r  f o r  t h e  o p t im a l c o n t r o l ,  f o r  exam ple x * ( t )  i s  
th e  o p t im a l t r a j e c t o r y  o f  th e  s t a t e  v e c t o r .  F i n a l l y ,  th e  
n o t a t io n  te\ p ,T 3 i n d i c a t e s  t h a t  t  l i e s  on th e  i n t e r v a l  
betw een  0 and T and  in c lu d e s  b o th  end p o in t s ;  i f  an end 
p o in t  i s  t o  be e x c lu d e d  a round b r a c k e t  i s  u s e d , t c | o ,T )  
im p l ie s  th a t  0 ^ t< T .
0O0
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CHA.PT El 1
THE TiílíORY OF OPTICAL COIITROL
S ection  1. Tho form ulation o f  t,1 :c problem.
The theory- o f  optimal con tro l hag been very w all developed 
f o r  f in i t o  dimensional systoms, Kalman(1960), Eallman(l9íí7), Athans & 
F a lb (l9 0 6 ), and many o f  the resu lts  can be form ally carpiod over to  
gyntoma o f  in f in it o  dimension, Wang(l96Li), Kim & Erzbargar (19Ó7). How­
e v e r ,th is  stop involves making assumptions that cannot always bo ju s t ­
i f i e d .  Ono approach to  th is  problem has been made by L ions( 1971) who 
assumes that the d if fe r e n t ia l  operator, A, con bo associated with a 
b il in e a r  forraj ho than considers a decoupled set o f  equations formed 
by introducing tho adjoint s ta te . In th is  chapter wo sh a ll g ive an 
account o f  a method presented by Pritchard (1972) in  which the con d it­
ion s  placed on A are la ss  r e s tr ic t iv o  than thoso necessary in  Lions* 
work.
Tho state  o f  the system, B (t ), and the con tro l input, u ( t ) ,  are 
taken t o  ho olemants o f  tho H ilbert spaces H and U re s p e ctiv e ly . Tho 
inner products end norms in  thoso spacos w ill  bo designated by (
£  , X. * ® I^h li IL • In many casos tho system w i l l  be given as a 
p a r t ia l  d i f fe r e n t ia l  equation with z and u definod on a sp a tia l domain 
Í 1  w ith boundary S £l. In th is  case i t  w i l l  be assumed that a closed  
l in e a r  operator A, defined on a dense domain D(A) feH, can be defined 
from  the formal d i f fe r e n t ia l  operators by assuring that z i s  
in  the appropriate space» Tho system equations are then expressed as
d z ( t )  ■ A z (t) + B u (t )
cTF
b (0 ) -  z B
(1.1.1)
whero B i s  a lin e a r  bounded operator, U-*H, which i s  a lso  dorivod 
from tho formal d if fe r e n t ia l  operators o f th «or ig ih a l system.
-  11 -
However, i f  there is  con trol action  at the boundary the operator B 
w i l l  bo unbounded. In th is  case the follow ing analysis i s  not va lid , 
though in  many sj&erns i t  is  possib le  to  find the optimal control by 
the formal methods mentioned b e fore , see P ritchard(l97 j_).
A con trol u (t ) w i l l  be said to  be admissible i f  i t  is  measur­
able on [0,T ] in such a way that
The f i r s t  consideration must be to  define exactly  what is  meant 
by a solu tion  of (1 . 1 . 1 ) .  z ( t )  i s  said to be a s t r ic t  solution  i f  i t  
i s  d iffe ren tia b le  and s a t is f ie s  ( l . 1 . l )  everywhere. The solution  is  
weak i f  z ( t )  only s a t is fie s
I t  w i ll  bo assumed that A generates a strongly continuous 
semigroup T^, t>0, o f linear bounded operators satisfy ing
where z (t)eD (A ). Th6 conditions fo r  th is to be so are given in 
To3ida(l9^5). '-’ho adjoin t oporator, A*, w i ll  a lso  generate a strongly
continuous semigroup Tt  and
fo r  some M>0, The solu tion  to  (1 .1 .1 ) can now be written in terms
o f  Tt thus
I f  a strong so lu tion  i s  not known to e x is t  then as long as 
i t  i s  p o ss ib le  to prove that A generates a strongly
and
zcTt (1 .1 .3 )
T0 » I , the id e n tity  operator,
I|tJh » l(Tt% $
t
u(s )ds (1 - 1 -U)
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continuous semigroup, ( l .I .U )  v ;ill be said t o  bo tho mild solu tion  
o f ( 1 . 1 . 1 ) .
whore F (t )  = A + E (t ). For the case under consideration we hare that 
E(t) i s  a bounded lin ear transformation fo r  every t  and i s  strongly 
continuous in  t  on ovary f in it e  in terva l in  £0, ° ° ) ,  and since
( 19^ ')  bave shown that there i s  a m ild so lu tio n  to  ( 1 . 1 . 5) g iven  by
Hero S(t,cr) i s  an evolution operator sa tis fy in g  the fo llow ing con 
d ition s
S (t,cr)S ( s ,x )  = S ( t , t )  ,
S ( t , t )  = I  , \lS(t,<r)ft < Me*"? M?-0 , .
We now associa te  a cost functional with the problem that w ill  be taken 
to bo of the standard quadratic form
2 and G aro bounded s e lf-a d jo in t  p o s it iv e  SGmidefir.ite operators 
on H, while R is  a bounded s e lf -a d jo in t  p os itiv e  d e fin ite  operator 
on 0 .
The ob jective  o f the fo llow ing work i s  to  show that there ex is ts  
u fc U such that
I t  w i l l  a lso  become necossary to  con sider the equation
d z ( t ) = F ( t )z ( t )  + B u (t ) 
dt
(1 .1 .5 )
B u (t )  i s  stron gly  continuously d iffe o n tia b le  on \0,T^ P ritch ard  & .Curtain
z ( t )  = S (t ,0 )z o + ( S ( t ,c ) B u (- )d c r  
o
(1. 1 .6 )
■ x  C  H
(1 .1 .7 )
o ( 1. 1 .8 )
in f  J (u ) K J (u )
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and to  fin d  a way o f  determining u . This is  done by find ing a soq-
uenco o f admissible con trols
u ; ( t )  -  K.t( t ) z ( t )
such that
J(u* )«£  J(U;.) 
f o r  a l l  i ,  and that
Uj-+ u* , J (u ; ) —*J (u * ) as i —
F ir s t ly  con tro l on the f in i t e  in terva l \o,T} w ill  bo cons­
idered. Assume that we have some co n tro l, u-t ( t ) ,  and that i t  is  
perturbed by u (t )  so that
Therefore the equation governing the system can be w ritten  sym bolica lly
Having shown which variab les depend on tim e, fo r  the sake o f c la r ity ,  
the ( t )  ind icatin g  dependence on time w i l l  be suppressed whore i t  
i s  p oss ib le  to  do so without causing ambiguity. The unique solu tion  
to  ( 1 . 1 . 9 ) i s  given by equation ( 1 . 1 .6) ,  that is
where S ; (t,cr) is  the evolution  operator derived from A ; ( t ) .  In 
his paper (1972) Pritchard proves what w il l  be ca lle d :
Theorem I
u(t) -  u■ ( t ) + u(t) » K;(t)z(t) + u(t) .
d z ( t )  “  A.( t ) z ( t )  + B u (t )
;rr ‘ar (1 .1 .9 )
where
A£( t )  = A + B K ;(t )  . (1.1.10)
( 1 . 1 . 11 )
I f
then
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where
Q ' „ -  <J ♦ K * R X c
end denotes the ad jo in t operator. This i s  proved by su bstitu tin g  
d ir e c t ly  fo r  z and P; and then using the properties o f S -(t,«r) t o ­
gether with some in tegra l id e n t it ie s ; the procedure i s  s tra ig h t­
forward but involves a large  amount o f  manipulation and the a p p lic ­
a tion  o f  some w ell known th eories in  ana lysis . From theorem I  we 
can show how i t  is  p oss ib le  to  generate a sequence o f con tro ls  o f 
decreasing c o s t , th is  i s  done in
Theorem I I .
Let
K; - -R B * P ^  , 0 , (1 .1 .1 3 )
• - .  i f
Uj -  KjZ
then (a ) J (u ; ) *> <zc ,? i  ( O j z ^
(b ) < z ( t ) JPi„ ( t ) z ( t )> ri<: 6 ( t ) ,P ;( t ) z ( t )> H .
P roo f: (a ) ,  in  theorem I  put H «  0 , then
( z ( t )  P;(t)z(t|>M-  ( z (T),Gz (T)>h + \\<z ,Q ,z>m ♦ iu ^ R u ^ " ]  d tr . 
I f  t  * 0 the right hand s id e  equals J (u i)  by d e fin it io n  from ( 1 .1 .8 ) ,  
so
JK) •
(b )  set
a -  K.z ♦ u 
then, using (a )
¿ * ( 0 , P £( t ) z ( t £ M -  (= ( t ) ,P ^ ( t ) z ( t )> H -  <zo,Pc (0 )z c>H 
-  j^[<.z,Qs>H + <K; z + u,R(Ktz + u))Jdfl- -  (z(T),C-z(T)>H . 
Substituting from theorem I  gives
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< » ( t ) ,P  ( t )z (t )>  - ( a ( t ) , P . „ ( t ) z ( t ) > -  ^a(T),Q z(T)^ +
T ‘ ,T  n
-  2 (a ,P lBu)i4']d<r -  \J<z,Qz)H + (z,K*RKtz>^
+ 2(u,RKt z)^+ (n,R5>o ]d 3- -  ( z (T),Gz (T ))h 
-  J^u.Ru), -  2^ f i , + RK; )z > J d o -,
here the fa c t  that Q - -  Q + KfRKt has been used. So, i f  K; is  
chosen equal to  -  R B P- the second term under the in tegra l becomes 
zero with the resu lt that
Since R is  positive  d e fin ite  th is  must be greater than zero unless 
u(<r) = 0 f o r  a l l  cr, which w ill  la te r  be shown to  correspond t o  the 
optimal con trol ease. TU refore
Having proved that i t  is  p oss ib le  to  construct a sequence o f  
con trols  o f decreasing costs i t  i s  necessary to  prove next that both 
the cost and the con tro l converge t o  some lim it  as 1  i s  increased 
in d e fin ite ly . This i s  done in  the fo llow ing theorem.
Theorem I I I
loo(t) ex ists  and (t)-*P oiJ( t )  in  the strong s.-nse as i — 
moreover, P^it) s a t is fie s
< z (t ),P iM( t ) z ( t ) ') HC  ( z ( t ) ,P ; ( t ) z ( t )> H
or, putting t  » 0 and using (a) 
J(uUl) < J { u ; ) .
and the con trol
is  the optimal co n tro l.
Proofs
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th is  coming from theorem I whan u = 0 , i  -  0 , and K0 = 0 . Q and 
0 aro bounded, A is  the in fin ites im a l generator o f a strongly  con­
tinuous semigroup, so Pc ( t )  i s  uniformly bounded. Therefore P^(t) 
i s  a non-increasing sequence o f  s e lf-a d jo in t  operators, and is  a lso  
uniform ly bounded above and below; hence P i ( t )  converges strongly 
to  the s e lf-a d jo in t  operator P ^ t )  .
We must show how the re su lt  o f theorem I I I  im plies the e x is t ­
ence o f  an optimal feedback co n tro lle r  uw = K„z which gives r ise  to  
a c o s t  less  than or equal to  that o f  any other co n tro l. In theorem I I  
we se t
* i -  -
hence
K l+  H''b\  -  R B *( Pm -  P^( ) .
Now, K ; and P  ^ aro uniformly bounded and Pt converges strongly to
- 1 -Jf
^ .th e r e fo r e  K^-+ - R B stron gly . By d e fin ition  
Q : -  Q + K*RKt -  Q + Pi_i BR B*Pc., .
B and R are uniformly bounded so converges strongly to  
" Q*,- Q + P^ BrV p^  .
The strong convergence o f  P; , Kt and Q. can now be used in  theorem I  
together with the Lesbegue dominated convergence theorem to  y ie ld  
<e(t),P 00(t)z (t)> H -  ( z (? )  ,Qz (T))h [/z ,(Q  + PcoB R 'B ^ )z> H 
-2<z,^B u>Jd<r.
As t*®> the perturbed con trol
— —* -it —u “  i az + u -  -  R B P^z + u , 
hence, on substituting fo r  B z an the righ t hand s id e ,
( * ( t ) ,P „ ( t ) z ( t j^  -  ^z(T),Qz(T)>rt +j[<z,Qz>H + ^ u -u ,R (u -u ^
-  2(u-u,Ru^'| d o - .
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Putting t  = 0 and noting that from theorem I with t  « 0 the 
l e f t  hand side » Jiu,») one obtains
J (u J  -  <z(T),Gz(T)>>( + ([(z,Qz>rt+ (u, R u d d e r -  ^(u.Ru^ d o - .
O C
Therefore , from the d e fin ition  o f  J (u ), ( 1 . 1 . 8) ,
J (u ) - J(u*) = |(u,Ru)'dr- .
R is  a p os itive  d e fin ite  operator so the rig h t hand side i s  non­
negative and
J ( 0 - S  J (u) 
thus proving that
u ^ -K .z  = -  R R % z  
i s  the optimal con tro l.
I t  should be noted that 1*, may bo replaced by P. in  the
-i ^
above proof provided that K- = - R B P .  . A s  a resu lt u^= Kt z = u^ 
which moans that in  generating th is  series  o f  con trols  i t  may be 
possib le  to  reach the optimal in a f in i t e  number o f stops.
Section 2- The in fin ite  dimensional R icca ti equation.
The optimal control f o r  a f in i t e  dimensional system can be 
found by solving the matrix R iccati equation, Athans & Falb(l966). 
Therefore i t  vould be of in terest to  see how the optimal control 
derived in  section  1 corresponds to  th is  re su lt . The f u l l  proof 
i s  given by Curtain & Pritchard(1975) but here we sh all give an 
account o f hew a weak inner product version of the in fin ite  dim­
ensioned R icca ti equation can be derived.
Consider the inner product
< x ,P ;(t )y > H ( 1 -2 . 1 )
where x and y are arb itrary elements of D J . Now, as i - » « 1, 
we have proved that P - ( t )  converges strongly  to  £ , ( t ) , so using
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( 1 . 1 . 12 ) as i-+oo , the fo ra  ( l . 2. l )  becomes
< x ,P o ( t ) y>H - ( « . [ « ‘ (T . t jG S jT .t )  + J C ( o t ) Q jo(^) S j s , t ) d r ]  , 
T h is  equation  can bo d if fe r e n t ia te d  with respect to  t  te obtain 
¿ x . P ^ O y )  - / x , } b j £ ( T , t ) G S j T , t )  + S*(Tf t )G is a,(T ,t )
-  ^ ( t 1 1 )Q ^ (t ) -^ ( t , t )  + i [ ^ l ( ( r , t ) Q s()(o-)Sa(cr ,t)
* t
+ S * (r ,t )Q  ( - ) i s j = - f t ) l  d ^ y \
*» ¿>t J J 'H
see Curtain and Pritchard(l9T5 ) .  Using the re la tio n sh ip s  (1 .1 .7 )  we get 
< * .£ , (  t)y>M -< * ,{ -A * (t )S * (T ,t )G S w(T ,t )  -  S*(T( t )G S jT ,t )A jt )
-  Q ^ t )  -  ^  [ A* (t ) -* (e - .t )Q ^ c r )  t )
+ S* («r, t )  Q^cr) S j * ,  t ) A^( t  )j Cbr] y)>H
- < X» t - C ( t ) ^ ( t )  -  * > > * » < * >  -  2oo(t ) ] y>H •
Now,
Qw(t )  «* Q + K *(t )K ^ ,(t ) -  Q + P » (t )  B B" 1 B* P ^ t )
and
A ( t )  -  A -B IT 1 B* P j t )  .£P
Therefore
^ x , [ p M( t )  + P ^ t jA  + A*Peo( t )  -  p / O B i f V p ^ t )  + Q ]y) -  0 .
(1.2. 2) *
Wo a lso  have the end co n d it io n  on P ^ t )
P ^ T ) -  G . ( 1 .2 .3 )
( 1 . 2. 2 ) and ( 1 . 2. 3 ) together fo ra  the inner product version  
o f  tho in f in i t e  dimensional B ic ca ti equation which corresponds 
to  the f in i t e  dimensional r e s u lt . If, Pw( t )  can be d if fe r e n t ia te d  
d ir e c t ly  there i s  no need to  uso the inner product fo ra  and one 
consequently obtains a strong v ers ion  o f  the B icca ti equation.
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Section 3. Control on the in fin ite  in terva l.
In the derivation o f  the optimal con trol presented in  s e c t ­
ion  1, only the f in ite  in terva l was considered in  the cost fun ction . 
In order to  extend these resu lts  to  include co n tro l on the in fin ite  
in terva l i t  is  necessary to  introduce some add ition al assumptions. 
F irs t ly  the cost function is  redefined as
A u )  " 5  l6 (t ),Q z (t)> M + <u( t ) ,R u ( t î^ }d t  (1 .3 .1 ) 
o
where Q and R are now time invariant. One must a lso  assume that 
the system is  optimisable re la tiv e  to Q, Lukes & R ussell(1969).
Ihe system is  said to  be optimisable re la tiv e  t o  Q i f  there ex ist 
k > 0  and a bounded operator K^ °, independent o f  t  such that the s o l ­
ution z ( t )
* (t )  » T*z0 +J T^BlÇVoOde- 0 -3 .2 )
o
corresponding to  the con trol 
uJ t )  = K^z(t)
gives values o f J°*(ut ) defined by (1 .3 -1 ) sa tis fy in g
A “ * )*  k J K f
f o r  a l l  in  D(A). In these expressions t£ i s  the strongly con­
tinuous semigroup generated by the operator 
A *■ A + BK°*.O 6
I t  w ill be shown that there ex ists  a sequence o f con trols  
u* , k -0 ,1 ,2 . . .  and bounded operators such that
j* (u- )  -
and
A u - () «  J ^ u « )  -
(1 .3 .3 )
F irs tly  i t  w ill  be proved that i f
< * ,p £ ( t ) y V
where x,y&H and
Qo = K£*RK* 4 Q ,
then P~(t) exists F ^ (t) *= p"  i s  independent o f  t  and 
< z„ .P ^ O ) zc>m <  <2  ^,P~ z> < k j z j '* -  .
From (1 .3 .3 )
^ x . p ^ t ^  )y> -
Ts ! t
where cr= s - ct,
-  < x ,P ^ ( t )y > H (1.3 .U )
since Q0 is  independent o f  t .  
tf£(t) -  K fz (t )  ,
so , from (1 .3 .3 ) ,  ^
^ [ < z (s ),Q z (s )>h + (u~(s),Ru£(s)^ '|ds -  ^ < z(s ),Q 0z(s)>ds 
-  <z(t),P^ ‘ ( t )z ( t )> M. 0 .3 . 5 )
Since Qe is  independent o f t  and i s  a p o s it iv e  sem i-defin ite  oper­
a tor, the integrand in  (1 .3*5) i s  non-negative, so ^ z ( t ) ,P ^ (t )z ( t )^  
is  a non-decreasing function  o f  t , and a non-increasing function 
o f t .  Hence, using the fa c t  that the system is  optimisable re la tiv e  
to  Q,
< z (t ),P ^ (0 )z(t)> |t^ ^ z ft,P ^(0)zt>H-  J " (u r )s  k j z j j 1-
fo r  t , >  t  , zc& D(A) . Therefore as t,-<-oo, P*‘ ( t )  is  non-decreas­
ing and is  bounded,so P ^ (t )4 P ^ (t )  strongly  as t,—00. Now, using 
(1 .3 -li) ,
P“ ( t )  -  l i n  P,Nt) = lim  p'^ O )  = P^(0).
Hence i t  has been shown that the lim it  i “^ ( t )  ex is ts  and is  independent
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o f  t .
The next stop i s  to  extend th is  resu lt f o r  a series o f con­
t r o l l e r s  u? and to  show that 
J " (u "  J ^ n f )  .
Consider a con tro l
u ? ( t )  = K ?z(t),
s o  the cost associated with th is  con tro l i s  given by 
= £  [ ( z ( t ) ,Q z ( t ) ) (( + (uf(t),Ru?'<t))J|dt
0 -3 -6 )
The existence of is  proved in  exactly  the same way as 
th a t o f  l£® since k“ ” is  independent o f t .  Now consider a peithrbation 
o f  the control such that
ui« (* ) “  + “ (*)•
Therefore
JS(uUl) “  J \<.z(t),Q z(t]^  + (K ^ z(t) + u (t),R (K *z(t) + u(t)VJdt 
-  j^ ^ z (t ) ,Q * a (t )^  + 2(u(t),R K ^z(t)^  + (u ( t ) ,R u (t )X ld t
(1 -3 .7 )
However, putting t  » 0 in  theorem I  y ie ld s
<zc ,P?'(0)z^ -  J {^ z(t) ,Q .z (t^  .  2^z(t),P^(t)Bu(t)^Jdt.
Using th is  resu lt to  substitute fo r  w z (t ) ,Q -z ( t )^ d t  in  (1.3*7)
j ‘ (uUl) “  ,P ^ (0 )^  + Jt 2 (z (t),P * ‘(t )B ii(t )^ +  2(u (t),R K fz(t)>y
+ (.< i(t ) ,R u (t)^ ] d t.
However, from (1 .3 *6 ), J"(u“ ) - ^ z c ,P ^ z^ , so
-  A u f )  - ( v O ? ( o )  - *?)«• > „
+ Jj.<U(t),Ru(t)^ + 2 (u (t),(B *P > (t) + R K ?)z (t )^ ]d t
-  <z0 , ( p^ (o ) - O o ,
+ f l ( 5 ( t )  + R*'(B*P*'(t) ♦ R K ?)z(t),R (u (t) + R ^ B ^ t )  ♦ R K f)z (t )]^  
- ¿ (B * p f '( t )  + RK^)z(t), R"‘ (B*P^(t) + R K p z(t)^ "jd t.
■ !
I f  we now choose
u (t ) -  - a''(B#P^(t) + R lO z (t) —
we obtain the resu lt 't
jN u * ,)  - J°°(u“ ) -  ( ^ . ( P ^ O )  - I ^ z ^  - {(v itJ .R 'vC t)^  dt
where
v ( t )  » (B*P^(t) + RK^)z(t)
Lot t , - * » ,  i t  i s  known that P^ (o)-»P " stron g ly , so the f i r s t  term 
on the right hand side o f ( 1 . 3. 8) tends to  zero .
U ;„ (t )  -  K®z(t) + u (t )
= K fz (t )  -  R"‘B#pJ*(t)zW-K~z(t) -  - i V p J ( t ) z ( t )  ,
R*' and B* are bounded operators so u-v(( t )  converges strongly to  
-  R 'W 'z C t )  = \i° ( t ) .  Therefore, as a re su lt  o f le ttin g  t ^ o o  
J°*(u*° ) -  J -(u " )  = - f  < v (t ) , R *v(t)) d t .I1* • 1 J- »O
R is  p ositive  d e fin ite  so 
) $  j " ( u : ) ,
the equality only holding i f  v ( t )  -  0 fo r  a l l  t i ^ O ,» ) .  v ( t )  is
id e n t ic a l ly  zero on ly  i f
bV °  + RK*° -  0 , or K“° = - R 'V p '0 .v L 7 v t
In th is  case i t  can be shown that P*° s a t is f ie s  the R iccati equation 
and that the optimal has been reached in  a f in i t e  number o f steps.
Hence, i f  one can choose a control i^tt) -  K“z (t )  
such that J-'Ku^)^’ k0|jzt j)V i t  i s  then p oss ib le  to  generate a 
series o f controls u" such that J ^ u ^  )-£ J“ (u ; ) .
< W )  = <.z6, i f zo>rt
so pT is  a non-increasing sequence of operators, bounded below 
by zero as i t  i s  impossible to  have a negative cost, thence P?° 
converges strongly to  some lim it P^ . I t  i s  now necessary to show
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that th is  lim it  y ie ld s  the optimal con tro l 
t £ ( t )  -  -  H B * ^ ( t )
such that
J -(u )
fo r  a l l  ueU.
Using the Lebeague dominated convergence theorem in  con­
junction with theorem I ,  the fo llow in g  resu lt i s  obtained
( .z (t )»p* ( t )z (t ))w'si  -  2<z(s),pJ;(s)Bu(s)>J ds
t  "  (1 .3 .9 )
where the con tro l
u ( t ) •= -  R B ^ ( t ) i ( t )  + u (t )  » l £ ( t ) z ( t )  + u (t )
and
Q «(t) -  Q + P ^ (t )B J fB ^ (t ) .
We now substitute th is  control in to  the cost function
*t] j< z ( t ) ,Q ^ >( t )z ( t ) ) .  + 2£L (t),R K ?(t)z (t)> u
►<,u(t),Ru(t)>Jdt ( 1.3 . 10)
Setting t  -  0 in  (1 .3 .9 ) gives
< V 4 ( 0 )  $  - i i ( > ( t ) , Q t ( t ) « ( t ) >  * 2 < z (t ) ,R l£ (t )z (t^ ')d t  
H 0 M (1 .3 .1 1 )
where the relationsh ip  K^(t) » -  R P^(t)B has been used.
F inally ,subtracting (1.3*11) from (1 -3.10) y ie ld s
J*(u ) - < z6, p£ ( 0 K >  ■=( < u (t ) ,R u (t ))d t  0 (1 .3 .1 2 )
as R is  p o s itiv e  d e fin ite . I f  we l e t  t ,> c o , P„'(0) converges strong­
l y  u ( t ) converges strongly t o  -  R'B*]£*z(t) since R and B*
are bounded, so , as long as J°s(u )<oo,
J"(u) >, J*(u5)
th is  fo llow in g  from ( 1 . 3 - 12 ) where ___
<ZC P» H -  J*(uS)-
Therefore
iC Jt) -  -  R V p “ z (t )
i s  the optimal control fo r  tho in fin ite  in torva l problem.
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S ection  U. Conclusions.
I t  has been proved, therefore^ that under suitable assump­
t io n s  an optimal control ex is ts  fo r  both the f in i t e  and in f in ite  
in te rv a l and can be found by constructing a series  o f con trols  that 
converges strongly to  the optim al. I f  one i s  ju s t if ie d  in  using 
the strong, instead o f the m ild, forms the optimal con trol i s  given 
by the standard R iccati equation that i s  derived by dynamic prog­
ramming, Wang(1961*). Moreover, th is  method o f  generating a sequ­
ence o f  controls i s  useful from a computational point o f  view even 
when the strong form o f the R icca ti equation i s  v a lid . For example 
the case o f a f in i t e  dimensionaijsystem considered over the in f in ite  
in te rv a l resu lts  in  having to  solve a quadratic matrix equation in 
P w ith  the condition  that P must be p os itive  d e fin ite ; th is  c a lc ­
u la tion  can be d i f f i c u l t  and time consuming. The solu tion  by the 
means presented in  th is  chapter gives a numerical method that is  
guaranteed to  converge involving only a lin ear equation in  P to  
be solved at every ite ra tio n . I t  i s  in terestin g  to  note that the 
sequence i s  id en tica l to  that generated i f  one attempts to  solve 
the matrix R icca ti equation d ir e c t ly  using Newton's method, with, 
o f  course, the advantage o f  being certa in  that the ite ra tio n  con­
verges to  the correct roo t .
Ihe main drawback o f the optimal control i s  that the fe e d ­
back law i\o=KJ,z»-R'lBifPj0z can only be implemented i f  one knows z (t )  
com pletely fo r  a l l  t t [o ,T 3 . This may be d i f f i c u l t  f o r  f in i t e  dim­
ensional systems but w i l l  be im possible fo r  those o f  in f in it e  dim­
ension  except in  specia l circumstances where i t  i s  p oss ib le  to  build 
a d istributed  sensor, an example of which is  mentioned in  chapter 2 . 
lhe problems o f feedback con tro l with lim ited knowledge o f the state 
are considered in  d e ta il  in  subsequent chapters.
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CHAPTER 2
TOE 'CONSTRAINED OPTIMAL CONTROL AND BOUNDS ON THE COST FUNCTION 
Section 1. Introduction .
In chapter 1 i t  was shown how the optimal control f o r  the 
lin ear  quadratic problem can be derived fo r  both f in ite  a/td in f in it e  
dimensional systems. However, them are many p ra ctica l d i f f i c u l t ie s  
that can arise  e ith er from the particu lar physical configuration o f 
the system or  from the quantity and com plexity o f the numerical c a l ­
cu lations necessary to  derive tile optimal co n tro l. One serious d i f f ­
ic u lty  in implementing the optimal control i s  due to  the fa c t  that 
i t  is  necessary to  have feedback o f a l l  the state  variables; th is  
may pose considerable problems in  f in i t e  dimensional systems but i t  
w i l l  be insuperable in  nearly a l l  those o f in f in it e  dimension. One 
can a lso  bo faced with an obstacle to  applying the control a ction ; 
to  be p ra c t ica lly  fe a s ib le  i t  w i l l  have to be applied at the boundary 
o f  a d istributed  parameter system, not throughout the space occupied 
by the system. For example, the con tro l o f a vibrating medium gov­
erned by the wave equation requires the measurement o f displacement 
and v e lo c ity  at a l l  points w ithin the medium. Sim ilarly the optimal 
con trol o f one dimensional heat flow  in  a bar necessitates sensing 
the temperature at a l l  points along the bar. However, th is  i s  a 
case whero i t  would be fe a s ib le  to  build  the optimal co n tro lle r  pro­
vided the con tro l action  takes place at the boundaries.Here one 
needs the convolution o f  some function  with temperature along the 
bar, Pritchard & Mayhew(l970), and th is  could be achieved by using 
a s tr ip  of su itable material o f  varying thickness or width which 
i s  fixed  to  the bar from one end to  the other. These sorts o f  sys­
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tem, though, constitute specia l cases which can only be treated cn 
th e ir  own m erits, in general one must accept that the optim al con trol 
w ill  not be rea lisab le . Some s p e c if ic  problems of d is cre te  sensors 
in  d istributed parameter systems w ill  be considered la t e r .
Even in systems which can be described by a f in i t e  number o f 
ordinary d iffe re n t ia l equations i t  is  quite l ik e ly  that a l l  the state 
variables cannot be measured, fo r  example in  the control o f m ulti­
stage chemical processes or aeroplane dynamics. Although some meas­
urements are fea s ib le  i t  might w ell be uneconomic to  m odify the 
plant in order to  introduce sensors unless th e ir  presence would resu lt 
in  very great b en e fits . In th is  case some p rior analysis has to  be 
carried  out to  evaluate the disadvantages o f omitting the sensing 
o f certa in  state variables. Systems governed by p artia l d iffe re n tia l 
equations can often be approximated by a f in i t e  number o f  ordinary 
d ifferen tia l equations and indeed th is  i s  frequently the only way to  
tack le  the computational problems. Hence, in  many situ a tion s  one 
i s  confronted with the problem o f constructing An optim al feedback 
con tro lle r  fo r  a system governed by a f in i t e  number o f ordinary d i f f ­
eren tia l equations when one only has lim ited knowledge o f  the state 
o f the systei.'..
One way o f approaching th is  problem is  by the construction o f  
a dynamic observer, Luenberger(l966). I t  can be shown that i f  one 
i s  observing an n*h order sy3iem with m outputs i t  is  p o ss ib le , by 
means of a (n-m)th order dynamic observer, to  obtain a signa l that 
converges asym ptotically to  the state o f the original system. Even 
though the observer can bo made to  react w ith.a rb itra r i ly  small time 
constants, the use o f th is method to obtain feedback from the e s t i ­
mated state must increase the cost function by a f in i t e  amount com­
pared with i t s  optimal value, Bongiomo & Youla( 1968,1970). How­
ever, the«authors a lso  show that one can make the value o f the 
co s t  function a r b it r a r ily  close  to  i t s  optimal by building an n 
order observer but the gains involved take on very high values.
There are two main disadvantages to  such a technique. F irs t ly , i f  
one is  not able to  measure a l l  the state variables of the n4* order 
system, i t  might well n ot bo easy t o  obtain access to  a l l  n state 
variables o f the observer. Obviously i f  n+» the d i f f i c u l t ie s  of 
knowing the state o f  a d istributed  parameter observer are ju st as 
great as those o f the orig in a l system. Socondly, the n ecessity  
f o r  very high gains w i l l  cause considerable problems in p ra ctice , 
mainly that the am plifiers  are l ik e ly  to saturate so that the system 
is  no longer lin ea r , thus invalidating the optimal con tro l.
An important question that must be asked i s ,  in  what sense 
does an optimal con tro l ex ist when one has incomplete knowledge o f 
the state? F irst a co s t  function has to  be defined and we shall 
consider one which takes the standard quadratic form. This has the 
advantage o f allowing d ir e c t  comparison with the result arising from 
the case when there i s  complete observation o f the sta te . We sh a ll 
now investigate th is  question in  d e ta il in  ¿he next section .
Section 2. The constrained optimal con tro l.
I t  i s  known from chapter 1 that having access to  a l l  the 
state variables gives an optimal control that yields the global 
minimum o f the cost fu n ction . We sh all derive certain  s u ffic ie n t  
conditions under which the p a r t ia lly  observed system has a meaning­
fu l  optimal feedback con tro l that a lso  gives a global minimum fo r  
the cost function and i s  of a form that is  p ra ctica lly  re a lisa b le . 
Only f in i t e  dimensional systems w i l l  be considered here as i t  is
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th e o re t ica lly  considerably more manageable and also because, as 
stated earlier7-alm o3t any computation carried out in the analysis 
o f in f in it e  dimensional systems w il l  involve some f in i t e  approximat­
ion .
where x ( t )  is  an n*1 state vector , u (t )  i s  an r*1 control vector 
and A (t ) ,  B (t) are matrices o f  the appropriate dimensions. The 
lim itation  on the knowledge o f the sta te  is  represented by assuming 
that there are only m independent outputs where 0<m<n , that is
where y ( t )  i s  an mx1 output vector and C (t) i s  an mfn matrix. 
F in a lly , since we are only considering lin ea r  systems, the control 
u (t )  i s  taken to  be a lin e a r  function  o f the output, y ( t ) ,
where K(t) i s  an r/m matrix o f  feedback gains. The cost fu ction  J, 
fo r  reasons stated e a r lie r , i s  taken to  be o f the quadratic form
G and Q(t) are nxn syroietric p os itiv e  sem i-defin ite matrices and 
R (t) i s  an rxjr symmetric p os itiv e  d e fin ite  matrix. I t  is  w ell known, 
Athans A F alb (l966), that the optimal con trol fo r  the to ta lly  ob­
served system is
where P (t) i s  the symmetric p ositive  d e fin ite  matrix satis fy in g  the 
R icca ti equation
y ( t )  -  c ( t ) x ( t ) (2 .2 .2)
u (t )  » K (t)y (t ) (2 .2 .3 )
u ( t ) -  - a ’ 1 * ! )  B’ ( t )  F ( t )  x ( t ) (2 .2 .5 )
Now, (2 .2 .1 ) ,  (2 .2 .5 ) and (2 .2 .6 )  define optimal tra je c tor ies  
x ( t )= x * (t ) ,  y ( t )= y * ( t ) ,  u (t)= u * (t) 
f o r  t *  [p .T ]. I f  i t  i s  possib le  to  find  a K (t) ouch that
u * (t ) *= K (t)y * (t ) = K (t)C (t)x * (t )  (2 .2 .7 )
then the optimal con tro lle r  can be constructed. In general th is  can 
be done i f  K (t) i s  allowed to  vary with time because (2 .2 .7 ) requires 
r  conditions to  be mot while K (t) contains nur^r elements that can 
be varied . However, the so lu tion  of the lin ear equation fo rK (t) 
can become im possible i f ,  fo r  example, y*(t)= 0  when u * (t ) /0 . In 
th is  case some of the elements o f  K(t) w i ll  tend to  in f in ity  which 
i s  not fe a s ib le  in  p ra ctice . I f  some upper bounds are put on the 
absolute values o f the elements o f  K (t) one would be l e f t  with a 
d iffe ren t sort o f optim isation problem which i s  best dealt with by 
use o f Pontryagin's maximum p r in c ip le , Pontryagin et a l( l9 6 2 ). How­
ever, le t t in g  K (t) vary with time lik e  th is  would not be particu larly  
r e a l is t ic  in  a p ra ctica l s itu a tion  as i t  would involve open loop con­
t r o l  o f the elements o f K (t). This negates the advantages o f having 
a feedback co n tro lle r , i t  would be b etter  to  use open loop control 
on u (t ) d ir e c t ly  and use a computer on lin e  to  feed u * (t ) in to  the 
system. Hence we shall consider the problem o f find ing the time 
invariant K that minimises J , th is  retains the advantages o f a feed ­
back co n tro lle r  which can s t i l l  perform reasonably w ell in  changing 
conditions. This w i l l  coincide with the optimal con trol i f  the 
system is  time invariant and considered over the in fin ite  in terval 
provided that m=n and C i3  non-singular. In th is  case the optimal 
control is  known to be a feedback law that is  independent o f time, 
Athans k F a lb (l966). I f  C can be'ninverted i t  is  easy to  reconstruct 
the s ta te , x=C y , and thence apply the optimal con tro l. However,
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th is  work w ill  be restr icted  to  the case whore m<n.
We shall now define what is  meant by an optimal con tro l when 
the knowledge o f the state is  lim ited and the feedback matrix is  
constant over tim e. There w ill  be said t o  be a rea lisab le  con st­
where 1C i s  the set o f rea l r<m m atrices. I t  should be noted that 
th is  con trol K* w ill  depend on the i n i t i a l  state x0 and th is  i s  a 
fundamental disadvantage o f  p a r t ia lly  observed systems compared 
with those that are to ta lly  observed.
There i s  no immediate reason why le t t in g  HKlI*» should not 
lead to  a f in i t e  value o f J w hich,in  turn , might be the optimal v a l-
ifue J . However, i f  i t  can be shown that there ex ists  a Ke It such
then there w ill  be a rea lisab le  constrained optimal con tro l. The 
contribution  to  J due d ir e c t ly  to  the co n tro l u ( t ) ,  Ju , i s  given by
and as |1K1|*<o i t  could bo possible fo r  x ( t }* 0  in such a way that 
th is  in tegra l i s  f in i t e .  The other terms in  (2 .2 .k) contributing 
towards J do not contain K e x p lic it ly  and i f  x (t  )*0 as j|K|j*co they 
w ill  tend to  zero to o , th is  follow ing from the fa c t  that the norm 
o f x ( t )  i s  bounded above by a negative exponential as a resu lt of 
(1 .1 .7 ) .  Therefore one of the main o b je ctives  must be to  f in d  under 
what conditions
rained optimal control i f  there ex ists  a time invariant K=K* with 
f in i t e  norm such that
that J(K ,xc ,T) i s  f in i t e  and that 
lim J(K ,xc ,T) = ,*»M *ll*oo
lira Ju * <va .
I f  tho system is  allowed t o  be time varying i t  i s  very d i f f ­
icu lt  to  say much about the behaviour o f the integrand in (2 .2 .9 ) .
At any time, t ,  there i s  a subspace o f i l ' , S ^ t ) ,  fo r  which x(t)fcSc ( t )  
implies that u (t)=K C (t)x(t)=0 . I f  x(t)£S6 ( t )  i t  is  possib le  in  the 
time variant case fo r  x to become an element o f S„ in  f in it e  time 
and remain so thereafter. This makes the problem of finding bounds 
on J„. more d i f f i c u l t ,  but i f  an upper lim it i s  placed on the rate 
at which C (t) can vary i t  i s  p oss ib le  to  show that Ju has a f in i t e  
lower bound as HKftk» but not that . Hence we shall r e s tr ic t
ourselves to  the case o f time invariant systems since the tra je c tory  
o f x ( t )  can then be written e x p lic i t ly .  Also th is  type of problem 
is  more common in p ra ctice . Usually the period o f  rosponse i s  small­
er than the time scale on which the the parameters of the system vary. 
Moreover, systems in which the time variations are known accurately 
are rare; i t  i s  more l ik e ly  that the mean values are known with 
some random flu ctuation s superimposed and th is  i s  a problem needing 
a d iffennt kind o f approach.
(2 .2 .1 ) ,  (2 .2 .2 ) and (2 .2 .3 )  maybe combined to  give
x ( t )  -  (A +BKC )x ( t ) -  F x (t)
(2 . 2 . 10)
x (0 )  =x„.
The behaviour o f  x ( t )  w ill  depend on the eigenvalues o f  F and whether 
they are d is t in c t  or i f  the ch a ra cter istic  equation o f  F has repeated 
roots . Tho e f fe c t  o f  le tt in g  |[K//-*oo w ill  be allowed fo r  by rep lac­
ing K with *JC, where «■ i s  a p o s it iv e  rea l s ca la r , and then le tt in g  
*-*oo . This is  valid because the only way a matrix o f  f in i t e  dim­
ensions can have an in f in ite  norm is  fo r  at lea st one o f i t s  elements 
to  be in f in i t e .  I f  the eigenvalues of BKC are y.- then, as «.-»g,, the 
eigenvalues o f  F tend to «c(k + 0  where i s  o f  the order 1/ot. I f
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I f  the system is  allowed to  be time varying i t  i s  very d i f f ­
ic u lt  t o  say much about the behaviour o f the integrand in  (2 .2 .9 ) .
At any time, t ,  there is  a subspace o f  S ' , S0( t ) ,  fo r  which x (t ) tS 0( t )  
im plies that u (t)=K C (t)x(t)=0 . I f  x (t)^S 6( t )  i t  is  possible in  the 
time variant case fo r  x to  become an element o f S0 in  f in it e  time 
and remain so th erea fter. Ib is  makes the problem o f finding bounds 
on «1^  more d i f f i c u l t ,  but i f  an upper lim it i s  placed on the rate 
at which C (t) can vary i t  i s  p ossib le  to  show that Ju has a f in it e  
lower bound as l|Kll*co but not that . Hence we shall r e s tr ic t
ourselves to  the case o f time invariant systems since the tra je c to ry  
o f x ( t )  can then be w ritten e x p lic i t ly .  Also th is  type o f problem 
i s  more common in p ra ctice . Usually the period o f  response i s  small­
er than the time sca le  on which the the parameters of the system vary. 
Moreover, systems in  which the time variations are known accurately 
are ra re ; i t  is  more l ik e ly  that the mean values are known with 
some random flu ctuation s superimposed and th is  i s  a problem needing 
a d if fe s n t  kind o f approach.
(2 .2 .1 ) ,  (2 .2 .2 ) and (2 .2 .3 )  maybe combined to  give
¿ ( t )  » (A +BKC)x(t) -  Fx(t )
(2 . 2 . 10)
x (0 ) =x„.
The behaviour o f x ( t )  w i l l  depend on the eigenvalues o f  F and whether 
they are d is tin ct or i f  the ch a ra cter is tic  equation o f F has repeated 
r o o t s . Tho e ffe c t  o f  le tt in g  |[K//-»oo w ill  be allowed fo r  by rep lac­
ing K with *1C, where »  i s  a p o s itiv e  rea l s ca la r , and then le tt in g  
*-»oo . This is  valid  because the on ly  way a matrix o f f in i t e  dim­
ensions can have an in f in it e  norm i s  fo r  at le a s t  one of i t s  elements 
to  be in f in it e . I f  the eigenvalues o f BKC are then, as the
eigenvalues of F tend to  «.(¿>¿+0  where i ;  i s  o f  the order 1 /x -  I f
any o f these have positive  rea l parts and x o has a component in  the 
d irection  o f the corresponding eigenvector then, as «.-»oo, tyc(t)l|-»oo 
as w ill  J^. The interesting case occurs when the only eigenvalues 
that enter the expression fo r  u (t )  have negative real parts. The 
integrand in  (2 .2 .9 )  i s
oc"x' (t)C'K'RKCx(t)
and as \)x(t)\\-»0 and Hence we must look more c lo se ly
at the expression fo r  x ( t )  to  fin d  the lim it  o f  J^.
The solution  fo r  x ( t )  i3  given in Ogata(l967) and the i tk com­
ponent o f  the state w ill  be given by an expression of the form
x . ( t )  « I l a v / e ^  (2 .2 .11)
1 Ol k=o
where F has nfi d is t in c t  eigenvalues X„ . . . .  and has mult­
i p l i c i t y  n^. Hie elements o f u (t)=  KCx(t) are lin ear combinations 
o f  the state  variab les , hence we may w rite
ut(t) - * | i l £ b i u t V ‘ fr . (2.2.12)
-  | ‘u '(t)H u (t)d t
so , from (2 .2 .12 )
i CT- v  Y 7 T * f h  . . M )  A * M t Z. Z. 2 . biu  b it‘k.t
Jo »,j«» v i Ce V«
e ’ ‘dt .
However, we are going to  consider the case where that is
V*- <*(}i<. + £<). m<n 80 BKC i s  not of f u l l  rank hence some of the fX< 
w il l  be zero, that is  As a re su lt , some o f  the X^s w ill  not
have re a l parts that tend to  -oo as a-*-:», so , i f  the XL's  are placed 
in  order o f descending real parts the w ill  form the f i r s t
l  d is t in c t  eigenvalues. Therefore
lim u .( t )  *■
k  Ci;1 t
X. ^ b Uk* ' (2 .2 .13)c?l «•=»
whore c^ has f in it e  upper and lower bounds as U-t-os . R is  positive  
d e fin ite  so , unless b ;^  =0 fo r  a l l  i ,k  and fo r  a l l  ( f ( # as »  .
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The case now l e f t  to  consider i s  where b Ak «0 f o r  a l l  i ,k  and 
and fo r  a l l  then
J » \ w T  r.>.T*7_ y 2 _  b;u. b;A> t  e dt .
** l  (2 .2 .1 3 )
I t  can be soon that we have to  con sider in tegra ls  o f the form
i V e ^ d t
and i t  is  straightforward, using in tegration  by parts, to  derivo
a recursion formula and thence to  obtain
f t V e dt -  o'M t '  -  NIT"J «■ N IT^
T  L f ( ip r 7 ! n\JT^T!
+ ( -1 )  NIT
yAM
ev tdt ( - i f  H I (2 .2.11»)
-  ( -1 )  H .«(e*~-l)
\jN ♦»
where R e[> ]< 0  and 0! -  1 . I f  we l e t  Y**(’k + 0  as <*■■**> 4,1(3 i  ia  
of the order 1/*. then i t  can be seen that
oo i f  N=0
M.I
i f  N-1
0 i f  Np-1
Hence from (2 .2 .13) and (2 .2 .1)*), using the fa c t  that R i s  positive
ft
d e fin ite  lira J -=«J unless J _biu  -0  f o r  a l l  i .  However, putting t*=0 
in  (2 .2 .1 2 ) yields
ft«.
u ,(0 )  y__ b ;<« =  0 f o r  a l l  i
and we have already assumed that b ;,# -0  fo r  , so unless u ,(0 )“ 0
fo r  a l l  i  lira * v>. Therefore the only way that lira J can be f in -  
i t o  i s  f o r  u(0) to  be zero and fo r  u - ( t )  t o  contain no terras of the 
Not, u(0) » 0 im plies that 
KCx0 « 0 , and thence 
BKCx. -  0 .
Hence xG only contains components in  the d irection  o f eigenvectors 
associated with the zero eigenvalues o f BKC. Since the eigenvectors
V C t
form b ^  t o ’
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of A + «.BKC ara the same as those of iA  + BKC they can be madeOC
a rb itr a r ily  c lose  to  those o f  BKC by choosing oc. s u ff ic ie n t ly  large. 
Hence x ,  must have f in i t e  components in  the d irection  o f the f i r s t  
t, eigenvectors o f  A + kBKC. However, as a rosu lt of (2 .2 .1 3 ) 
th is  i s  a condition  fo r  J-+*> as then b ^  /  0 fo r  a l l  i ,k  and fo r  
a l l  . Therefore in  a l l  the p ossib le  cases lim  J « no , so
there does ex ist a rea lisab le  optimal con tro l as long as there i s  
some Ke-K. that y ie ld s  a f in i t e  value o f the c o s t .
The only other consideration  i s  whether there is  a K which 
leads to  a f in i t e  cost.One can immediately say that i f  T i s  f in i t e  
J must a lso  be f in i t e  since the expression (2 .2 .1 1 ) im plies that x ( t )  
is  bounded fo r  a l l  f in i t e  t .  However, i f  T-*oo i t  is  quite p ossib le  
fo r  J-»-oo , in  general th is  w i l l  be the case i f  the system i s  unstable. 
Systems can be devised in  which J-*oo f o r  a l l  Kfcft. An example of 
such a system is  one which i s  unstable fo r  a l l  KcK and in  which the 
i n i t i a l  state vector is  never orthogonal to  a l l  eigenvectors assoc­
iated  with eigenvalues o f F w ith p os itive  rea l parts. Hence in  these 
circumstances there is  no re a lisa b le  constrained optimal co n tro l.
I t  can be seen that th is con d ition  is  p a ra lle l t o  the assumption made 
in  chapter 1, section  3, that the system i s  optimisable re la tiv e  to 
Q, in  other words that i t  i s  p ossib le  to  construct controls  that give 
a f in i t e  co s t . In conclusion i t  may bo said that there ex ists  a r e a l­
isa b le  constrained optimal con tro l f o r  lin ea r  time invariant f in i t e  
dimensional systems i f  e ith er T is  f in i t e  o r , i f  T is  in f in it e ,  there 
is  a Kt/C that y ie ld s  a f in i t e  cost.
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Section 3- Tho ca lcu la tion  o f  the constrained optimal c o n tr o l .
Having ascertained that a realisable) optimal con tro l ex ists  
the next problom i s  to  caasidor how the matrix o f  feedback gains may 
be ca lcu la ted . Ih is  has boon done by Jameson(l967) who derives tho 
necessary conditions f o r  t o  bo zero. His main resu lts  using
tho notation o f (2 .2 .1 ) - (2 .2 .3 )  are as fo llo w s .
where S j  i s  tho variation  in  tho cos t due to  a small change SK in  the 
feedback matrix whore 2nd order small quantities have boon ignored. 
X ( t )= x ( t )x '( t )  and P (t )  i s  given by
o f  tho diagonal terms. As has been mentioned e a r l ie r , i t  i s  reason­
able to  assume that K is  time invariant, then (2 .3 .1 )  im plies , i f £ j  
i s  to  be zero, , that
K can only bo w ritten  e x p lic i t ly  i f  R i s  time invarian t, in  which 
case
I f  tho systom i t s e l f  is  time invariant and T- e^o P becomes time in ­
varian t, Athans & F a lb (l966 ), and
(2 .3 .1 )
P (t) + P (t)(A (t)+ B (t)K C (t)) + (A (t)+ B (t)K C (t)) 'P (t)
+ Q (t) + C»(t)K«R(t)K C(t) -0 (2 .3 .2 )
• P(T)=G.
Tho operator t r ^ .l  i s  tho trace  o f a square m atrix, that i s  the sum
whore the fa c t  that tr^LM] = tr[MLj f o r  a l l  square m atrices L,M has 
been used. I f  th is  i s  to  be trqe f o r  a l l^ K  then
(2.3 .U )
whore
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W i s  given by
(A+BKC)W + W(A+BKC) 1 + x0x« -  0 . (2 .3 .5 )
On looking at (2 .3 .2 )  and (2 .3 .3 )  i t  can be seen that an ite ra tiv e  
procedure is  p oss ib le . I f  some K is  chosen, P (t) can be calculated 
from (2 .3 .2 )  while x ( t ) ,  and thence X (t), can be derived from (2 .2 .1 ) -  
(2 .2 .3 ) .  These two resu lts , when substituted in to  (2 .3 .3 )  give a 
new value fo r  K. I f  the system is  time invariant and T-n»  th is  
method becomes considerably more sirnple:(2.3.1i) and (2 .3*5) can then 
bo used , (2 .3 .2 )  becomes the simple Liapunov matrix equation
hence no d if fe r e n t ia l  equations have to  be solved in  order tofcarry
th is  process converges, though in  p ractice  i t  often  does, nor can 
one be certain  that i t  w ill  converge to  the correct ro o t . Jameson's 
equations give the points where the gradient of Jwith respect to  the 
elements o f K is  zero, so they w ill  a lso  be s a t is fie d  at a lo ca l  max­
imum as w ell as at any minimum. F ig .2.1 shows the value of the cost 
function o f a third order system plotted  against the single feedback 
gain, k. I t  can be seen that th is  re la t iv e ly  simple system gives 
r is e  to  quite a complex curve with two minima and one maximum, there­
fore  these equations w ill  be sa tis fie d  at three poin ts . Jameson 
suggests that i t  may be b e tter  to  use his expressions fo r  the grad­
ients in  some search procedure rather than trying to  solve the equat­
ions d ire c t ly . This w ill  obviate the p o s s ib i li ty  o f finding a max­
imum, but i t  does not guarantee that the lowest lo ca l  minimum w il l  be 
found.
out the ite ra tio n . Unfortunately there seems to  be no proof that
P(A+BKC) + (A+BKC)*P + Q + C'K'RXC = 0 (2 .3 .6 )

However, there is  a way of modifying the direct iteration  
procedure to obtain a new method which is  guaranteed to generate 
a sequence of controllers each of which reduces the cost compared 
with the previous onej this we shall call the fractional step 
algorithm. Each step technically has to be infinitesimal, so it  
i s  not as powerful a method as that described in Chapter 1 for 
calculating the totally  observed optimal control.
The direct iteration method Involves calculating P from K 
and then using (2.3.3) to calculate the next value of K. Nov 
consider the consequences of just moving K part of the way to­
wards tho value indicated by (2 .3 .3 ) . I f  K »  at the i ^  
iteration  set
Ki+1 -  Kj + {-AT1!  B'PXC'dt.^^ CXC'dtJ -  (2.3.7)
where *.<$: 1. The change in K, Sk , is  then given by 
Sic - -ot^R-1JTB'PXC,d t . [ iTCXC'dt] +
which for c la rity  can be written
S k - -d ^R ^T Z  + . (2 .3 .8 )
Since<< is  small we may use (2.3J8) to calculate the f i r s t  order 
change in cost
S J -  -d tr[(R _1YZ + Ki ) ' ( r  + RE.Z“ 1) ]
" .  - d t r f z i i r S r  + Ki Z—1) ' Il(R—1Y + K ^ “ 1 ) ]  „ (2 .  3 .9 )
Z i s  a positive defin ite, symmetric matrix so we may write 
Z -  Z* Z^
and thus
S J -  -dtr[z^(R -1Y + Ki Z“1) ,R(R~1Y + Ki Z~1)Z^J. (2.3.10) 
R is  positive definite so, provided «‘■>0, %J must be negative. 
Therefore the iteration scheme given by (2 .3 .7 ) generates a new 
controller that leads to a f ir s t  order reduction in the cost« ns 
long as o<.is snail compared with unityi
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In the practical application of this method it  is  obviously- 
going to be necessary to choose some fin ite  value of>£. The onaller 
ot is  the more certain is  the iteration to converge» but the longer 
i t  w ill take, so some compromise has to be found. This problem is  
considered for a practical example in Chapter 5} a further improve­
ment is  introduced there in -which «c is  in it ia lly  chosen quite large  
but i f  any element of K changes by more than a certain fraction ol 
is  correspondingly reduced» this appears to be successful. The 
fractional step algorithm is  guaranteed to converge to a minimum 
but i t  does not overcome the problem of multiple minima as shown 
in F ig .2.1. The only way of overcoming such d ifficu lties seems 
to be to in itiate  the search from different points and check that 
the final answers are a ll  the same;
In conclusion we may say that the methods discussed here 
of equating the derivative of the cost to zero can be very useful 
in computing the constrained optimal control, however, the results  
must be chocked to see whether the correct minimum has been found.
I t  may turn out to be better to use a search routine to minimise J 
directly, in which case Jameson's equations can be used to give an 
explicit expression for the gradient of J. The fractional step 
algorithm, though, appears the most promising as i t  is  certain to 
give convergence to a local minimum.
Section 4. Pounds on the cost function;
The calculation of both the constrained and unconstrained optimal 
control can be very time consuming, therefore i t  would be useful i f  bounds 
on the cos can be found with less e ffort. The optimal control with com­
plete knowledge of the state gives the global minimum of the cost so we 
should like to compare any other control with this. A method w ill  be 
presented which avoids calculation of the optimal control and moreover 
can be applied to in fin ite  dimensional systems satisfying the conditions of 
Chapter 1.
The dynamics of the system are described, as in Chapter 1, by
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z ( t )  »  A z (t) + B u (t )  , z (0 )  «• zo (2 .4 .1 )
where the state z ( t )  and the control u ( t )  aro elements o f H ilbert 
spaces H and U resp ective ly . A must be a closed linear operator 
defined on a dense domain D(A)cH that a lso  is  the in fin itesim a l 
generator o f a strongly  continuous semigroup, Tt ; B is  a bounded 
lin ear operator. A mild solution  to  (2 .H .1 ) may then be defined as 
in  (1 .1 .U) , that i s
The cost fun ction a l o f  (1 .1 .8 )  iD again associated with the control 
problem
In th is  expression Q is  a bounded s e lf -a d jo in t  p ositive  d e fin ite  
operator on H, 0 i s  a bounded s e lf -a d jo in t  p ositive  sem idofinite
Ü. Hence thei® e x is t  Ç , a ll  p os itiv e  such
th at, fo r  a l l  t e to ,T ] ,
I t  may be noted that the only extra assumption made over those in 
Chapter 1 is  that Q is  confinod to  bo p os itive  d e fin ite  rather 
than positive  sem idefin ite. However, i t  w ill  be shown that th is  con­
d ition  may be relaxed in certain  arcunstancos.
Ms shall now proceed to  determine the bounds on <J(u). Ihe 
feedback control under consideration w i l l  be taken as
and th is  w ill  be compared with any other con tro l, u ( t ) ,  which may
7
(2 . 14. 2 )
operator on H and R, R“  ^ are bounded s e l f  adjoint operators on
(z , B z>H
>y 0
<«» R u>0 >  9j|ul|^  
^ u i l ^ X u ,  1 r 1 u> >  ( i ju f .
u jt )  - P „ (t )z (t )  -  K „ (t )z (t )  ( 2 .J4.? )
indeed bo the optimal control u ( t ) .  The mild solution  o f ( 2 .h .l )
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and (2.1*.5) are given by (2,1»,2) to  be
1 *z ( t )  = Tbzo -  jT t c. B tT lB P0 (o-)d*7- - (2.1*.6)
or , equivalently from (1 .1 .6 ) ,  using the evolution operator S(t,c-) 
with E ( t ) = -  B B"1 B* Po ( t )  
z ( t )  = S (t ,0 )z . .
The ob jective  i3  to  find a bound j* such that
or, i f  u=u*, the optimal co n tro l,
1 > J(u*) ■> . (2 .I*.8)
J ( u j
The lower bound ¡a depends on uD so i t  w ill  give an indication  
o f the e ffectiv en ess  o f  ue . The nearer y. is  to  unity the better the 
control u e as then the margin f o r  improvement i s  sm aller. Moreover, 
y. may be used as a cost c r it e r io n , that i s  u„ can be chosen to  max­
imise jj. instead o f minimising J (u „ ) . This corresponds to  one o f the 
methods fo r  dealing with incomplete feedback when the in i t ia l  state 
is  unknown given in chapter 3 and by Levine, Johnson and Athans(l971 )• 
The method involves find ing the constrained control that minimises 
the maximum over a l l  in i t ia l  states o f  J (u )/J (u * ) and the d irect c a l ­
cu lation  o f  th is  necessitates knowing u*. Since J(u)/J(u*)-£  fo r  
a l l  i n i t i a l  states an estimate f o r  such a cr ite r ion  w i l l  be obtained 
by maximising yx. and has th«^advantage that u* need not be calcu lated .
In order to  ca lcu la te  the lower bound le t  
A0( t )  = A -  B i f 1 B* Po ( t )
and S (t ,cr) be the evolution  operator generated by Ac . Set 
P (t )  = S*(T ,t)G S(T ,t)
+ i s * ( ° - , t ) [  Q '+ P0 (<r) B n l  B* Po («r)j s(<r,t)d
*■ '  (2 .1».9)
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nnd consider the control system
z (t )  = A^z(t) + B ii(t ) . (2.4.10)
Hence the actual control for this system is
u (t ) -  -H-1 B* Po(t ) z (t ) + u (t ) (2.4.11)
and the mild solution of (2.4.10) is
z ( t ) -  s ( t ,0 ) z o + f s(t,cr) B u (c ) de- . (2.4.12)
o
We shall need some ef the theorems developed in Chapter 1 
and since theorem I plays such a central role in the analysis it  
is  worthwhile to give some idea of the thinking that leads to the 
result. Tills can easily be illustrated by considering the fin ite  
dimensional case vhcn the operator A is  bounded. The method of proof 
for the in fin ite dimensional case is  necessarily more complex as 
i t  involves using the mild integral forms (2 .4 .9 ), (2.4.12) 
whereas in the fin ite  dimensional system the integrals need no 
longer be used. The strong forms of the equations for z (t )  and P (t )
P(T) -  G .
Let V (t ) = z '( t )P ( t )z ( t )  so
V (t ) = z ' ( t )P ( t )z ( t )  + z '( t )P ( t )z ( t )  + z ' ( t )P ( t )z ( t )
-  z ' ( t ) [A ; ( t )P ( t )  + P (t)Ao(t )  + P(t)J z (t ) (2.4.15)
4- u '(t )B 'P ( t )z ( t )  + z '(t )P (t )B u (t ) .
Integrating (2.4.15) from t to T and using (2.4.14)
V(T) -  V (t ) ~ J ^ -z ' ( c- ) [q + Po(c-)B:r1B'Po(c-)]z(cr)
+ 2u'(0")B 'P(cr)z(c-)^dir.
Now, V(T) = z ' (T)Qz(T) ,  hence
z « (t )P (t )z (t )  = V (t) -z '(T )G z(T ) 4
are
z (t ) -  Ao( t )z ( t )  + Bu(t) (2.4.13)
P (t ) 4- A j (t )P (t )  4- P (t)Ao(t )  4- Q 4- Po(t)BH“1B'Po(t )  -  0
(2.4.14)
This la s t  equation is  equivalent t o  the resu lt o f theorem I  in
chapter 1.
This theorem w ill  now be used to  obtain the lower bound
Putting t=0 in to  theorem I and using (2.1».9) gives
J(u) -  J(uo ) "  j { < u ( c ) , .  R U 2 ( z ( c r ) ,^ P ( < T ) -P c(c-)}. B U(<r))^dc-. 
0 U (2.1».17)
I t  w ill  be shown that i f  a y > 0  can be found such that
7  <*(*),• Q 2(t)>+ X . ( z ( t ) , P ( t ) B  B“ 1 B * P (t )  * ( t ) >
| ry  H
> ^ t P ( t ) - P 0(t|  z ( t ) ,  B B_ 1 B * iP (t )-P (t )lz (t )> H
( 2 . 14. 18)
fo r  a l l  t t  £ o ,T j , then
j (u ) -J (u J >  - 'y j[< u (t), R u (t))^ + (z (t), Q z ( t » J  dt 
-  -yJ(u) . a (2.U .19)
R (t) i s  a p os itive  d e fin ite  operator and we hav*, assumed that y>0 
so the inequality  (2 .U .18) w i l l  s t i l l  hold i f  we add
O + y X u ft K E " 1 B* [P£t). -P0( t j j  z ( t ) , .  n \u(t)+ . i f 1 B *  >|P(t)-P,(t)j z ( t ) ^  
to  the l e f t  hand s id e , th is  gives
(1 + 7 ♦R~lB*\ P^ -P^z , r|u+r 'b*^_P_ +y(z,Qz>n + _7 _  (z,PBR~lB*Pz'>rt
> ((P -P 0 )z ,BrV ( P - P 0 ) z >h (2.U .20)
where the dependence of the variab les on t  has not been shown in 
ordor to  c la r i fy  the manipulations o f the in eq u a lit ies . Hence
(H y K u .R u )^  2 < U ,B ^ P -(1 ^ ]  ' ((P -(U y)P ^  z,Ba"'B*[p-(1+y)P^z)H
+y(z,Qs> + _y_(z,PB.i'B#Pz> > <(P-P0 )z ,B R V (P -P 0 ) z >
I r y M
which s im p lifies  to
(l+ y )< C ,a & )+ 2 (S ,B ^  -2 < u ,B % z^ > -^ ,Q z> H+2y<u,B^ z>j -y(z,PBR ’b 'pz)^  .
Therefor^ on rearranging and integrating from 0 to  T
-  44 -
U^u.Ru^ ♦ 2^,B*(P-P0)z)Jdt >
*0 T
-y\ \<z »QzX< + (*R*b\  z+“ >r ( - rHb\  z+“ ) « dt ~
£ __
-  +<u,Ru »  —yJ(u)
from (2.1*.5). Hence from (2.1*.17)
J ( u ) - J ( u j >  -yj(u), J(u) ^ • (2.1*.21)
J(ut ) '
We must now consider the additions 
to  be sa tis fied  by seme y>0. Q, Pq , 
form ly bounded operators and from (2.1*.9) 
show that P (t) i s  a lso uniform ly bounded, 
fin d  a y>0 such that
a + b. y c
TTy
where a, b, c JP 0. i f  v>o
o< y <1 p
TTv
that must he met fo r  (2 .1*-18) 
B, 8 and G are un i-
i t  is  straightforward to  
thus the problem becomes:
(2 .1*. 22)
s o , provided a> 0 , i t  i s  always possib le  to  find a y such that 
(2.1*.22) i s  sa tis fie d . Since i t  has been assumed that Q is  pos­
i t iv e  d e fin ite  a w ill  always be p o s it iv e , hence a su itable y can a l ­
ways be found. I f ,  however, a -0 , that i s  Q is  only p ositive  semi- 
d e fin ite , then there i s  a y?0 satis fy in g  (2.1*.22) only i f  b>c. th is 
con d ition , when written in  f u l l ,  becomes
<z,PBR' B *Pz >M ><z, (P-P„ )BRB*(P-P. )z>H .
This w ill be true i f  the operator
P (t )B (t )R '(t )B * (t )P (t )  -  \P(t) -P (t )] B(t )r”*(t  )B *(t) [ P (t ) -P (t )]
(2.1*. 23)
i s  p ositive  d e fin ite  fo r  a l l  tt\0,T ') . I f  P (t) i s  close to  PJ[t) 
in  some sense then y w i l l  be small and the cost J (u .)  w ill  be near 
the minimimal cost J (u * ). Also in  th is  case i t  i s  more l ik e ly  that
45 -
tho operator in  (2 .lj.2 3 ) w ill  be p o s it iv e  d e fin ite , in  which case 
the cond ition  that Q must be p o s it iv o  d e fin ite  may bo rolaxod. S inco, 
when Q i s  p o s itiv e  sem idefin ite , a i s  on ly zero i f  z -  z , an e igen ­
function  corresponding to  a zero eigenvalue o f Q, then, as ]? (t )+ P (t ), 
(2 . 14. 22 ) w i l l  be s a t is fie d  by (2 .I4. 23) being on ly p os itiv o  soraidef- 
in ito  providod that (z,PBR B*Pz)H/  0 . Indeed, i f  P (ti^P^t) f o r  a l l  
tfe[0,T) then ?J,t) must s a t is fy  a mild version  o f  the R iccs ti equation 
and the control gonerated by P (t)  w ill  be the optim al, u * (t ) .  A lt ­
ern atively , i f  tho con tro l i s  constrained in  some manner, the fre e  
parameters o f PD( t )  can bo chosen in  such a way as to  minimise y .  
These resu lts  nay bo extended to  the in f in ite  tims in terva l case by 
replacing tho fu n ction a l ( 2 .14. 3 ) by
J(u ) = l \ 6 i(t),Q z(t)> H+ (u (t ) ,R u (t ) )0]d t .
J£>
We sh a ll new show hew these bounds on the value o f  the cost 
can be appliod to  some examples con sistin g  o f both f in i t e  and in ­
f in i t e  dimonsional systems.
Example 1.
Consider the damped o s c i l la to r  
X  +  X  +  X  “  u
when: tho con tro l u i s  l in a a r ly  dependent on the displacement on ly , 
that i s
u -  -kx
and the v e lo c ity , x , cannot be measured.
The cos t function  is  taken to  beao
J(u ) “  i(xa + x.L + u’-Jdt.
Thus
whore a is  a rb itra ry  and
P -
whore
nic" £ + Px > P, ■ P^+ 0 +k)p3
2(Uk)
liio3e elements o f P are a l l  time invariant since the period o f in t e ­
gration  in  the cost function  is  in f in ite  and tho c o e ff ic ie n ts  in  the 
d if fe r e n t ia l  equation governing the system are constant over time.
(2.1*. 18) w ill  bo s a t is fie d  i f
y(x1+ x )  + _y_  ^ (p^x1- + 2ptpt xx + p i )  ^  (p, -k)xx +2ps (p^ -k)xx
1+y . . x+p^x •
As P is  not a simple function  o f k wo cannot ea sily  fin d  tho k that 
minimises y ,  however, i t  i s  straightforward to  compare any two con­
t r o ls .  F irst consider tho uncontrolled system, k~0. Set ^=0 then 
(2.U .10) gives that y (l + y) i s  tho maximum eigenvalue o f  P3R'B~PQ 
i f  Q in p ositive  d e fin ite . Therefore in  th is  example we obtain 
1» J(u*) >  0 .58 .
W
I f  k /0  we havo f i r s t  to  ca lcu late P and thon examine the inequ ality  
(2.U .22) to  find  y .  Putting k=£ and using th is  procedure the fo llo w ­
ing bounds resu lt
1> J(u *) > 0 .6 7  .
Jltt“ )
Hence i t  may bo seen that according to  tho cr ite r io n  used horo tho 
feedback control k=|- i s  bettor than that whore k” 0. When compared 
with the optimal c o s t  J(u*) 33? improvement i s  possib le  fo r  k=£ whereas 
¡42?  improvement can tako place over the uncontrolled system. This 
procedure can be carried  cut fo r  any valuo o f  1>-1, the fcodback
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which ensures finite cost, until the control is  found that min- 
raises the possible improvement.
Example 2.
Consider the distributed parameter system representing d if ­
fusion
& z(t,x ) - b "z (t ,x ) + u (t ,x )  , X 4 [ 0 , 1 ]  ,
b t  b ?
subject to  the boundary conditions 
z ( t ,0 )  -  z ( t , l )  » 0 , 
and the in i t ia l  condition  
z (0 ,x )  -  zc (x ) .
The cost functional i s  taken to  be
where \> 0. The uncontrolled system is  asym ptotically stable 
with respect to  the norm
so that the cost i s  f in it e  and can be compared with the cost of 
any other con tro l. The operator P which determines the cost when 
u-0 is  obtained from (2 .^ .9 ) with l^(t)“ 0 and i s  assumed to  be given 
by the integra l operator
and P is  time invariant since we are considering the in fin ite  interval. 
Then p (x ,y ) must s a t is fy
Pz
Vp + V~p + S(x - y ) -  0 
bx" by"
p (x ,0 ) « p (x , 1) » 0 fo r  a l l  x c [0 ,l]
p (0 ,y ) -  p ( l » y )  -  o fo r  a ll  y tilo .l]
where S(x-y) is  the Dirac d elta  function . Hence
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Since B and Q are the id e n tity  operators (2.U .18) i s  sa tis fie d  by 
finding the smallest value o f V fo r  which
A ltern atively , since P i s  a compact operator, i t s  spectrum w ill  
con sist of a countable number o f eigenvalues with the only point 
o f  accumulation being a t zero. In p articu lar the maximum eigen­
value is  1/2i > , hence
For any giver. X th is g ives a s l ig h t ly  higher, and thus b e tte r , e s t ­
imate for y . Such a resu lt would be expected since the eigenvalue
at the resu lts  i t  can be seen that i f  \>1 the best co n tro lle r  im­
proves on no con tro l by at most 1%. On the other hand, fo r  small 
X , when the penalty f o r  using too  much con trol action  i s  reduced, 
than, as cne would expect, i t  may be desirable to  construct con­
t r o l le r s .  For example, i f  X '0 .0 01 , fiirO.liS, indicating that the 
cost could p oss ib ly  be more tnan halved by introducing a con tro ller .
r By the Sc
Hence
Thus
Therefore
ty(y+1) "  i A tt1- , and
derived upper lim it must give the true supremum o f ||PzjJ . Looking
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I f  the control i s  confined to the boundary so that
z (t ,0 )  = u (t ) ,  z ( t , l )  “ 0 ,
and where the performance index is  given by
J(u) « f [jzx (t ,x )d x  +Aui ( t ) )d t  ,
Jou 0
the analysis is  not applicable since the operator B w ill be un­
bounded and the performance index J(u) may not make sense. How­
ever one may proceed form ally and and obtain resu lts  in  the same 
manner as before. Consequently the fo llow ing inequality is  derived
1 * 6a[4 1 + 1/3A - 1] .
This has the same form as the previous example with distributed 
control but the values o f  y are lower fo r  the same value o f \ . For 
instance, i f  X —1, y«=0.9, so up to  1C$ improvement may be p ossib le .
We may again deduce that the d e s ira b ility  o f  constructing con tro llers  
increases as X decreases.
Example 3*
In th is  la s t  example con trol action  i s  confined to  the
boundary and the uncontrolled state i s  not asym ptotically stab le .
The system is
Xz(t,x) -  kvz(t,x) 
b t bx1,
bzf.t ,0 )  -  u (t ) , 5 z (t ,1 )  = 0
b x b x
z (0 ,x )  -  z6 (x) 
and v
J(u) * j  ^|zi (t,x)dx +VuL(t)J dt .
The simplest type o f feedback control which s ta b ilises  such a sys­
tem and give3 f in i t e  values fo r  the performance index i s  one based 
on a single sensor at the point x^a so that u (t)*c-z (t,a ) where 0 is
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i3  constant; sea Parker(l970) f o r  the proof o f the s ta b il ity  o f 
th is  system. However,~hot only is  th is  con tro lle r  a mathematically 
idea lised  description  o f the p ra ctica l s itu a tion , no sensor is  o f  
in fin ites im a l s i i e  measuring something at a single poin t, but a lso  
the ea r lie r  analysis i s  not s t r i c t ly  applicable a3 B is  again un­
bounded. As w ell as th is  G z(t,a ) cannot bo bounded by the norm
In th is  example we sh a ll circumvent these problems, apart 
from the unboundedness o f  B, by taking the con tro llo  be of the form
where g (x ) i s  a continuous fun ction , non-negative on some f in i t e  
in terva l containing the point x=a, zero outside that in terva l and 
such that
This kind of con tro l allows fo r  the 6ensar to  take up sane average 
value o f the variab le  z over a f in i t e  in terv a l, and i t  is  al30 imm­
ed ia te ly  clear that JgWz(t>)<U i s  bounded with respect to  ¡|z|( . More­
over, th is  way o f describing the sensing not only makes the problem 
tractab le  mathematically, but a lso  i s  a much truer description  o f  
any physical method o f measurement.
As b e fore , when dealing with an unbounded B, we may proceed 
form ally in  order to  evaluate the bounds on the c o s t . Assume the 
operator P that gives the cos t o f the con tro l u jt )  to  be o f the form
Then p (x ,y ) must sa tis fy
àÌE + £ l£  + G s M e ( y )  -  0 g (y )p (x ,0 ) -  G g(x)p(0,y) = 0 , 
i x 1- t y L
i £ .(0 ,y ) -  c>£(1,y) -  0 f o r  a l l  y ,  
ax ax
3 p (x ,0 ) ■ ££(x , 1) “ 0 f o r  a l l  x .
'a
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In  ardor to  obtain tho low er bound fa r the r a t io  o f the cost o f  any 
other con tro l t o  tho cost o f  u^t) i t  iB necessary to  fin d  tho sm all-
An upper bound f o r  th is  valuó i s  obtained v ia  the Schwarz in eq u a lity  
and i s  given by
a,G which minimise y can be obtained by numerical search routines 
and are
The choice o f g (x ) i s  somewhat arbitrary, and has no th e o re t ica l 
or p ra c t ica l  ju stifica tion , though the farm chosen doos not seem un­
reasonable. Tho whole question  o f  the design and position in g  o f 
sensors needs further in v e st ig a tio n . There are two main aspects.
( i )  The determination o f  tho way in  which a sensor o f  f in i t e  
s ize  averages tha v a r ia b le .
( i i )  In the design o f a sensor, certa in  parameters, such as 
s ize  and shape, may be open to  ch o ice . These parameters 
w ill  a f fe c t  tho averaging process and w il l  therefore 
change the con trol and the c o s t . The design o f sensors
• should therefore p la y  as important a part in  the optim-
isa tio n  process as tho determination o f th e ir  p osition s 
and associated ga in s .
es t  value o f  y f o r  which
>(V+1) °I
For ^=0.01 and g (x )  o f the form  shown in  F ig .2 .2  tho best values o f
a «= 0 .1 2 , G = 6 .0 , y .=  0 .65 .
Hence
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It  can be seen that this method of obtaining bounds on the 
cost is very useful for comparing two controls. For instance, in 
the f ir s t  part of Example 2 i t  turns out that the uncontrolled sys­
tem can be practically as good as the optimally controlled system, 
so a lot of time and effort can be saved by realising that i t  is  
not worth building a controller at a l l .  The results give an idea 
of how much improvement is possible by using feedback from a ll  states 
and attaining the theoretical optimal control; there is  also a 
great advantage in being able to find such a bound without actually 
computing the optimal feedback . However, it  should be remembered 
that this result te lls  one that the cost cannot be worse than a 
certain value, whereas in fact the bound may be unduly pessimistic. 
Therefore the ranking of a set of controls by this method does leave 
room for doubt. Using the bound as ^criterion for controller design 
is  best applied to relatively simple systems where only a few para­
meters are open to choice. The reason for this is  that the minim­
isation of y with respect to the feedback gains has to be done by a 
direct search technique which can become very time consuming when 
many variables can be changed. Therefore it  could be better to use 
Jameson's equations for the gradients in conjunction with some of 
the methods presented in chapter 3 to find a control that is  "best"
in some sense.
CHAPTER 3
THE APPLICATION OF THE CONSTRAINED OPTIMAL CONTROL WITH UNKNOWN
INITIAL STATE
Section 1 . Introduction.
Chapter 1 dealt with tha derivation  o f the optimal control 
and i t  was shown that under certa in  conditions the optimal con trol 
did ex ist f o r  both f in i t e  and in f in it e  dimensional systems. In 
chapter 2 i t  was pointed out that th is  control required complete 
knowledge o f  the state o f the system at a l l  times which, in  p ra ctice , 
would bo d i f f i c u l t  to  implement fo r  a l l  but the sim plest systems. 
Jameson's work was commented on and i t  turned out th at i f  a con st­
rained optimal con trol ex isted , i t  would depend on the in i t ia l  s ta te . 
However, since the purpose o f  building a feedback ccn tro l i s  to  make 
the system return to  i t s  equilibrium point when subjected to  a wide 
range o f disturbances i t  i s  un likely that tha i n i t i a l  state would be 
known exactly . Thus the problem becomes one o f  d e fin in g  what i s  the 
best constrained co n tro lle r  when the in i t ia l  state  i s  unknown.
Several proposals have been made regarding th is  problem o f 
which some are given by Rekasius(l967), KLeinman & Athans(1968), 
Janeson(l970) and Levine, Johnson & Athans(1971). Vfc shall present 
the problem in  f in i t e  dimensions as the concept o f  having fewer ob- 
3evable outputs than state variables i s  more comprehensible than in 
an in f in ite  dimensional system. Moreover, as has been stated e a r lie r , 
numerical ca lcu lations performed on in fin ite  dimensional systems are 
almost certa in  to  involve some fin ite  approximation. On the other 
hand, the c r ite r ia  re la tin g  the cost to  some other quadratic form 
in the in i t ia l  state are va lid  fo r  any type of system.
Section 2. Design c r i t e r ia  with unknown i n i t i a l  s ta te .
Consider the lin e a r  f in i t e  dimensional system described by 
equations (2.2 .1  ) -(2 .2 .1 » ) . The cost i s  then given by
J -  xJP (0)xo , (3 .2 .1 )
where P (t) is  given by (2 .3 .2 ) .  We may w rite the expression fo r  
J , (3 .2 .1 ) ,  in anjalternative form, namely
J -  tr£p (0 )X ol  (3 -2 .2 )
where X0= x4x 'c and t r ^ . l  designates the trace  o f  a matrix.
I f  x,, i s  known the constrained optimal con trol problem is  
to  fin d
in fU ]  -  in f [x 'P (0 )x J  , (3 .2 .3 )
a problem that can be approached using the methods o f Jameson 
detailed  in chapter 2. I t  i s  quite p oss ib le  that although the 
in i t i a l  state i s  not known p re c ise ly  one does have some p rior  
knowledge o f i t s  p ro b a b ility  density  d is tr ib u t io n ) in  th is  case the 
form (3 .2 .2 )  can be u se fu l. The sim plest approach using the s ta t ­
i s t i c s  o f x, i s  t o  minimise the expected value o f  J, s o , taking 
expected values in  (3 .2 .2 )
E [j] = E {trtp (0 )X o] j  .
The trace operator i s  lin ear  and P(0) i s  independent o f  x o s o '
E [j] -  tr [p (0 )E \ xc] ]  . (3.2.1»)
Hence i f  E^xjj i s  known E^j] can be minimised with respect to  K.
Since the expected value operation i s  l in e a r  Jameson's equations 
are s t i l l  useful f o r  a time invariant system considered over the 
in f in ite  in te rv a l. I f  expected values are taken in  (2 .3 .1 ) ,  one 
in fe rs  that fo r  S [ j]  to  bo a minimum X (t) must be replaced by E{x(t)^ . 
This being true s in ce  a l l  the other terms on the right hand side are
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independent o f  xo . I t  can be seen that as a resu lt o f taking ex ­
pected values in (2 .3 .h )  and (2 .3 .5 )  i t  i s  only necessary to  replace 
X„by e { ^  in  (2 .3*5) in order to  minimise E[j] ; W w ill  now be 
equal to  jE ^ X (t)jd t. In fa ct Levine & Athans(l970) have proved
O
th is  re su lt , using methods very sim ilar to  those of Jameson, f o r  
the caso whore e [x.^  *»I, the unit matrix. The f in i t e  in terva l time 
varying case is  more d i f f i c u l t  to  deal with since one has then to  
ca lcu la te  E|x(t)] fo r  a l l  t fc [0 ,T ). The optim isation cr ite r io n  put 
forward by Levine & Athans^one quite commonly postulated as i t  gives 
r is e  to  a r e la t iv e ly  simple problem o f  minimising tr [p (0 )j . The in ­
herent assumption underlying th is  i s  that xo ha3 a p rob ab ility  den­
s it y  function  such that i t  i s  uniformly d istributed  over the surface 
o f the unit sphere.
The other c r it e r ia  we shall consider are those o f the "worst 
caso" type involving the solu tion  o f a min-max problem. T yp ica lly  
th is  consists o f finding the in i t ia l  state that gives the r a t io  of 
the cos t to  some other quadratic form in  the in i t i a l  state i t s  max­
imum, or worst case, value. Hence the general problem is  to  fin d  
min max ()x) (3 .2 .5 )
where
p. -  XjP(0)Xr, , ,  0 £ \
r xJsxV U .z .o ;
and i t  is  assumed that x^ / 0 . S in  an n«n symmetric matrix that 
must bo p os itiv e  d e fin ite  or e lse  there ex ists  an x0/  0 f o r  which 
^■»oo. The reason fo r  choosing yx. o f th is  form i s  that su itable  
choices of S lead to  c r it e r ia  which one can rea d ily  see to  be o f  
p ra ctica l s ig n ifica n ce . A lso, by choosing the ra tio  o f two quad­
ra t ic  forms y* is  independent o f the absolute sca le  of x0 . I f  S
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i s  made equal to I ,  the unit matrix, the objective expressed in 
(3 .2 .5 ) and (3.2.6) is  to find the K which minimises the maximum 
possible cost that can occur for any in it ia l state with a given norm 
M  . Alternatively, i f  S » P* the cost matrix associated
with the optimal control when one has complete knowledge of the 
state, p. is  the the ratio of the actual cost to the optimal cost.
Hence one would find the control that minimises the maximum possible 
fractional increase in cost that can occur as a result of incomplete 
feedback. An account of these criteria is  also given in Levine,
Johnson & Athans(l97l0.
I f  there are no constraints on xtt differentiation of ft. with 
respect to xc gives
-  2(x«,SxJP(0)xo - 2(xjP(0)^, )Sx^ .
u ; s x T
At a stationary value of J* ty/*x0 -  0, so
P (0 )xo -  x|P(0)x.> Sx  ^ -  P(0)xo-^ S x o -  0 . 
xl Sxc
S is  positive definite so S-1 exists and 
P(0)s'*(Sxo ) -^ (S x 0) .
•I
Therefore must be an eigenvalue of P(0)S and hence i t  follows 
that the maximum value of p. is  the maximum eigenvalue of P(0)s"' .
Jameson(l970) shows how these criteria can be incorporated 
into his equations by replacing xe with the eigenvector of P(0)S ' 
corresponding to the maximum eigenvalue, his paper also includes 
some numerical examples. It  should be pointed out that choosing
-It -itS -  P has the disadvantage that the calculation of P is  relatively  
d iffic u lt  and i t  may be preferable to use the methods presented in 
chapter 2 for finding bounds on the ratio jx.
We shall now show how, according to this criterion, better controls
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may be constructed by noticing that one does have some knowledge of 
x . .  I t  is  assumed that y ( t )  is  known f o r  a l l  t  so the measurement 
o f y (0 )  y ie ld s  some information about x through the equation
I t  i s  p ossib le  to  derive (m-1) homogeneous constraints from (3 .2 .7 ) ,
where Cc depends on C and y (0 ) . These, together with any one o f 
the or ig in a l constraints in (3 .2 .7 )
contain  a l l  the inform ation present in  (3 .2 .7 )  provided that y-w(0 ) /0 . 
I f  y ; (0)=0 f o r  a l l  i < Cx =0 and the fo llow in g  analysis may be carried  
out with C replacing C0 . As stated e a r l ie r ,  xB may be m ultiplied 
by any non-aero scalar without a lter in g  the value o f  jx. (3 .2 .9 )  can 
be s a t is fie d  by choosing a su itable s ca la r  m ultiple o f  any given x , , 
so th is  condition  does not contribute any useful inform ation to  the 
problem o f maximising )x. The ob je ctiv e  i s  now to  fin d
This is  solved by using (3 .2 .8 )  t o  elim inate (m-1) elements o f
where X and__X are nx(m-1) and nx(n-m+1) matrices re sp e ctiv e ly . I t  
w i l l  a lso  be assumed that J and tj can be expressed as
M and N being (m-1 )xn and nx(n-m+1 ) m atrices resp ective ly . For th is
Cx* -  y (0 ) . (3 .2 .7 )
(3 .2 .8 )
(3 .2 .9 )
x jSx* J
su b ject to  the (m-1 ) homogeneous con stra in ts
x e and then maximising p. with respect t o  the remaining (n-m+1) ele; 
ments. Let x 0 be expressed in  terms o f  an (m-1 )*1 vector $ and an
(n-m+1 )x1 vector <j such that
(3 -2 .10)
$ -  Mx. , X) m Nx0, (3 .2 .11)
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assunption to  be va lid  i t  i s  necessary that the partitioned matrix
lx |t )
is  non-singular, then 
-I
(X!Y)
Within these re s tr ic tio n s  X and Y may be chosen to  bo o f the form 
most convenient fo r  the problem under consideration . Combining 
(3*2 . 8 ) and (3 . 2 . 10) gives
W  + C. Y? - 0 ,
therefore
\ = - ( C . x j ' c . Y r j  ( 3 .2 .1 2 )
provided that Ct X is  non-singular. A necessary condition  fo r  Ct X to  
ex ist i s  that the rows o f  Cc must bo lin e a r ly  independent as must 
be the columns o f X. I t  i s  reasonable to  assume that the rows o f  C 
are l in e a r ly  independent, otherwise the system has at lea st two out­
puts that are only d iffe re n t by constant scaling fa ctors  and so con­
tribu te  no additional inform ation about the sta te . The rows o f  C% 
are on ly lin ea r  combinations o f  the rows o f  C, so they too w i l l  be 
lin e a r ly  independent. The columns o f X must be lin ea r ly  independent 
because the condition  that [X;Y] ex ists  has already been imposed. 
These conditions may seem r e s tr ic t iv e  but they can always be f u l ­
f i l l e d  because choosing x e ■»1*1 s a t is f ie s  a l l  the re s tr ic t io n s  on X
and Y.
Substituting (2 .3 .1 2 ) in  (2 .3 .1 0 ) gives 
x* -  (-X(C0X )'c0 Y + Y)v}
“  L*j, say, ( 3 . 2 . 13 )
where L i 3 an n*(n-m+l) matrix. (3 . 2 . 1 3 ) and ( 3-2 . 5) together 
y ie ld
» v/1.1 P(0 )LV
!)■' L * SE f] I
(3.2.11*)
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This is analogous to  the o r ig in a l unconstrained maximisation problem, 
c o , as in (3 . 2 . 6) one can say that the maximum value o f  j* i s  the max­
imum eigenvalue o f
(L 'P (O )L ). (L'SL)” ' . (3 .2 .1 ? )
The f in a l  consideration  i s  whether (L'SL) e x is ts . L'SL w ill  only 
be singular i f  there ex ists  a non-zero ij while x c » 0 . However, 
i t  has been assumed in  ( 3 . 2 . 1 1 ) th a t1)= Nxc , so , i f  x 6 = 0 , i) must 
a lso  be zoro, therefore L'SL is  not singu lar. Courant & H ilbert(1963) 
have shown how the range in which the value o f  max(^), su b ject to  
the constrain ts C6x  = 0 , may be found. I f  the eiganvalues o f
-i
P(0)S are arranged in  descending order
A i  ' A "
then, with k lin ea r  homogeneous constraints 
X^max p >  .
So, using the constraints must reduce p  by a non-negative amount.
I t  w i l l  now be shown how those resu lts  can be applied  to  a
simple example. Consider the p osition  con tro l o f a unit mass where
the restorin g  fo rce  is  subject to  a f i r s t  order lag with unit time
constant. The equation governing the system is
x  -  -u 
1 + D
where x i 3 the p os ition , u the con tro llin g  fo rce  and D i s  the operator 
d /d t , th is  may be written
•»» 4»X  + X  -  -u .
V/a sh a ll assume that i t  i s  p oss ib le  to  measure the p o s itio n  and the 
v e lo c ity  of the mass, but not i t s  a cce lera tion . Therefore the system 
~™has two observable outputs
y, -  *  »
"  *  *
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Define the state variables
x ( -  x  , x v -  x  , xs » 3c . 
Hence, in  the terminology o f (3 .2 .1 )
'o 1
>
0 B = 0
0 0 1 0
.0 0 -1-J _-1_
In the cost function  le t  T-*oo» G
Q
that is
J
I f  S *= I then
0 ,
'1 0 0
0 0 0
.0 0 o
\ [<  + o u'l
R and
y  -  xjp( q)xo .
The homogeneous constraints are derived from
*<>,- y, (o )
y j ° )
(3.2.16)
the equations
therefore
x0( - « . x ^ -  0 (3 .2 .1 ? )
where
oc -  Xa./x^ -  y ,(0)/yA(0) ,
SO
c c -  (l - * ]  .
I f  jt. .  0 ,*■ cannot be defined in  th is  way, but i t  i s  s tra ig h t­
forward to  reformulate in  terms o f 1 /x  .
The simplest choices o f  ^ and ij are
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In th is  case (3 .2 . 13 ) gives
Y t= uOCQ k  o '
1 0
0 1 L J
I t  is  now straightforw ard , using (3 .2 .1 5 ) ,  to  ca lcu la te  the
-g.
constrained optimal feedback co n tro l K (<*), f o r  any given «< such 
that the c r ite r io n  (3.2.5") i s  s a t is fie d  su b ject t o  the con stra in ts  
(3 .2 .1 7 ) . The resu lts  are sh ow  in  F ig .3*2 whore the elements o f  kV )  
and the optimal value of p. are given as fun ction s of X . As a com­
parison the optimal values o f  K and p  were found fo r  the caso in  
which nothing was assumed about the i n i t i a l  case . This involves min­
imising the maximum eigenvalue o f P (0) with respect to  K which gives 
r is e  to  the feedback law
K -  [o .l t2 1 .62]  = K* , say.
The corresponding value o f  p  is  then 7 .38  . I t  may be soon that 
using tho constraints on x 0 can load to  considerable reduction  in p, 
however, th is  does not n ecessa r ily  imply that the improvements in  
the worst case costs  are o f  tho same order o f  magnitude. This f o i l -
■g.
ows because the worst case value o f p  with feodback K corresponds 
to  ono particu lar in i t i a l  sta te  which, in  gen era l, cannot be attained 
undor the constraints (3 .2 .1 7 ) .  To ca rry  out the comparison ons has 
to  calculate tho maximum value o f p that can occur using the fe e d ­
backs K* and K"(<<) where x 6 must s a t is fy  x®( /x Cl « . The percent­
age improvement in  the worst case values o f  p  i s  3hown in  F ig .3*3 
where i t  can be soon that up to  11^ reduction  i s  p o ss ib le . ’.Then 
the feedback K* is  used there w ill  be a valuó o f  associated  with 
the eigenvector corresponding to  tho maximum eigenvaluo o f P (0 ).
Hence, at th is  value of'*- K (ot) -  K and there i s  no improvement in
tho worst case c o s t .
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In conclusion  we may say that i f  one has lim ited knowledge o f  
the state i t  i s  worthwhile considering using the measurement o f  y (0) 
to  design co n tro lle rs  that are better according to the cr ite r io n  
(3 .2 .h ) . However, the possib le  reduction in  worst case cost must be 
weighed against the added com plexity entailed i n  adjusting the e le ­
ments o f K according to  x #.
Section 3. A s im p lifica tion  o f  the Liapunov matrix equation.
The Liapunov matrix equation (2 .3 -2 ) p lays an important part 
in  the analysis o f the lin ear  quadratic problem as i t  i s  necessary 
to  solve i t  in  order to  work out the cost o f any con tro l. Hence any 
method o f sim plify ing i t s  numerical ca lcu la tion  w ill  be o f great ben- 
f i t .  In the time invariant in f in ite  time in te rv a l problem, when 
(2 .3 . 2 ) takes the form (2 . 3 .6) ,  considerable reduction in  the com­
putation can be achieved i f  the matrix A is  diagonal. This is  o f 
p ra ctica l s ig n ifica n ce  fo r  a large number o f d istributed  parameter 
systems with boundary co n tro l. Many p a rtia l d if fe r e n t ia l  operators 
a ris in g  from physica l problems have a spectrum consisting o f  a count­
able sequence o f  eigenvalues, with corresponding eigenfunctions
. I f  as n-* ao one may generally say that the components
o f  the response associated with w ill  become le ss  s ig n ifica n t as 
n increases. For th is  reason an approach to  d istribu ted  parameter 
systems that can often  be useful i s  t o  express the state z ( t )  as a 
summation o f an in fin ite  series  of the eigenfunctions, that is  
z ( t )  = Z  a .( t )r f : ; (3 .3 -1 )
the a; ( t )  can now be considered as the new sta te  variab les . I t  i s  
then possible t o  truncate the series  at seme po in t suitable to  give 
the desired accuracy and consider the problem as being o f f in i t e  
dimension using the a ; ( t )  o f the truncated se r ie s  as state va ria b les .
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Substituting the series  (3*3-1) in to  the orig inal p a rtia l d i f f ­
erentia l equation and forming the inner product with the eigenfunct­
ions o f  the adjoint problem, gives the system
z (t )  » A z (t) + Bu(t)
(3*3*2)
Z ( 0 )  =  Bc
where A i s  an in f in it e  dimensional diagonal matrix whose elements 
are the eigenvalues A^ . The matrix B w i l l  depend on the form o f  
the orig in al problem. I f  the control i s  d istributed then B w il l  have 
an in f in ite  number o f  rows and columns. However, i f  there are only 
a f in i t e  number, r ,  o f con tro l inputs which can be the case when 
there i s  control a ction  at the boundaries, then B w ill  only have r 
columns. When there i s  boundary con tro l the concept o f  the extended 
d e fin ition  o f  an operator, Brogan(l968), i s  useful f o r  ca lcu la ting  
the elments o f B. This allows the boundary control to  be replaced 
by a d istributed  con tro l but the new operator B resu lting vzill be 
unbounded, fo r  example i t  could bo an impulse function . For a de­
ta iled  description  o f  a p articu lar system where th is method i s  used 
fo r  a d iffu s ion  equation see P arker(l970).
A fter truncating the series  o f  eigenfunctions, (3*3*1) one 
arrives at a f in i t e  dimensional system with diagonal A. I f  we then 
wish to  ca lcu late the cost o f  the co n tro lle r  u -  KCs i t  i s  n ec­
essary to  solvo (2 .3 * 2 ). Lastly , i f  T-*ao and the system is  time 
invariant th is  equation becomes that given in ( 2 . 3*6 ) ,  namely 
P(A + BKC) + (A + BKc)'P ♦ Q + C'K'RKC ■= 0 . (3*3*3)
P is  an n+n symmetric matrix which thus has |n(n+l) d is t in c t  e le ­
ments, hence find ing P from (3*3*3) in  general involves the solu tion  
of £n(n+1) simultaneous lin e a r  equations. I f  th is set o f equations 
is  to  bo solved on a d ig ita l computer i t  w ill  be necessary to  provide
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|n(n+1 )[ •> n ( n+1 )+l] storage loca tion s  fo r  the c o e f f ic ie n ts . As can
be seen th is  contains a fourth  power o f n so a large storage f a c i l i t y  
w i l l  be needed f o r  even quite modest n. For example, i f  n -  20 , 
the number o f c o e f f ic ie n ts  needed in  (3 -3 -3 ) i s  almost 65000. I t  
w i l l  now be shown ho-w the number of lin ear  equations to  be solved 
can bo reduced considerably.
SKC + C 'K 's 't  Q + C'K'RKC .
Substitution fo r  P in  (3*3.1*) g ives the fo llow in g system o f equations
This reduces equation (3 .3 .3 ) ,  which i s  in  £n(n+1) unknowns, to  an 
equation in  S which contains n*r unknowns, p i s  then given by (3 .3 .6 )  and
the number of unknowns i s  reduced. I f  r  i s  small and n i s  la rg e , as 
can occur in  d istributed  parameter systems with boundary co n tro l, the 
reduction can be quite considerable. I f  there i s  any p articu lar pa ir 
o f values o f i  and j ,  I  and J say, f o r  which X-*\~ » 0, (3 .3*5) im-
Set
S -  PB (3-3.U )
then (3*3-3) becomes
PA + A'P + SKC + C 'K 'S '  +Q + C'K'KKC = 0 . (3 -3 -5 )
Hence
(3 -3 -6 )
i f  X;+X,/0 . Here d -  i s  the i , j  element o f
i  -  1 ,2
i f r  <  i (n + 1 )
p lie s  that d.r «0 . However r  equations fo r  s . , , J » 1 , 2 , . . . , r  , are r  ‘i i j
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lo s t  in  (3 .3*7 ). Hence i f  r-1 i t  i 3 possib lo  to  have one case where 
V;+Vj =0 as- the equation in  (3 . 3*7 ) that is  no longer valid  can be 
replaced by
I f  more than one equation in  (3.3*6) no longer holds true the method 
presented here i s  no longer app licab le . However, i f  the uncontrolled
any i , j .  Also i f  the system has one zero eigenvalue and a l l  the rest 
have negative rea l parts, that i s  the system is  stable but not asym­
p to t ic a l ly  so, the method can be applied i f  r=l as then there i s
the procedure described here to  a d istributed  parameter example where 
i t  leads to  a very considerable saving in computer storage req u ire ­
ments and processing time.
Consider the con trol o f the temperature in  a uniform bar.
The control action is  assumed to  take place at one end of the bar 
and i s  determined by the sensed temperature at one point on the 
bar. The relevant equations, in  dimensionless form, are
(3 -3 .8 )
system is asymptotically stable Re[ll^< 0 for all i  hence X;+V /0  for
only one pair of eigenvalues such that V.+Xj^O. We shall new apply
à z (% x ) -  ¿Xz (t ,x )  x*l.0 , l ]  
i t  ixu
subjoct to  the boundary conditions
è £ ( t , l )  ■= 0 
fcx
z ( t ,0 )  -  u (t ) = -G z(t,a )
and the in i t ia l  condition
z(0,x )  -  2e(x)
where a i s  the sensing position  and Q is  the associated p os itive  
gain . The cost funticnal i s  chosen to  be
i  -  1 ,2 ,3 . . .
The eigenvalues o f the system are
(2i z i h r i
l  2 J
with corresponding eigenfunctions
^•(x) » ^ ( x )  = sin j (2i -1  )ffx
Expanding z ( t ,x )  as an in fin ite  ser ies  in  <f>L(.x) gives ( 3 . 3*2 ) 
where
where z i s  new the state « « t o r  and
Q -  hi
I  being the unit matrix and
R -  0.0 1 .
The optimisation was carried  out fo r  two d ifferen t assumpt­
ions about the in i t ia l  stage. F irs t  i t  was assumed to  be constant, 
zt (x ) » 1. Secondly, no knowledge o f the in i t ia l  state was assumed 
and the gain was chosen to  minimise
that i s  the worst case c r ite r io n  (3 . 2 . 6 ) with 5 * 1  was used. 
This involves minimising the maximum eigenvalue of P with respect 
to  G. I t  was found necessary to  take U9 eigenfunctions in the 
series  expansion i f  values of the optimal cost consistent to  0 .03? 
were t o  be obtained. Therefore, in  the s im p lified  method presented 
here, i t  was necessari' to  solve U9 simultaneous equations to  c a lc ­
ulate the matrix P. However, i f  the Liapunov matrix equation had
A -  d iag( - ì  .9t \ - ì  .25T1; . . . )
B b c o l ( «  j3tj5"ìFj • •• ) •
The co s t  functional can now be expressed in  matrix form
max zc' Pz  ^ ,
z 'z .© w
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been solved d ir e c t ly , i t  would have required the solution  o f 
§*1*9x50 = 1225 equations. Over a m illion  storage location s would 
be needed fo r  the c o e f f ic ie n ts  o f 1225 simultaneous equations, so 
the d irect solu tion  o f the Liapunov equation would be d i f f i c u l t  anJ 
very  expensive on present day computers.
The resu lts  o f th is  optim isation aro shown in F ig .3 -3  and 
i t  can be seen how the position in g  o f the sensor a ffe cts  the co s t . 
I t  shows that i f  one uses the worst case cr ite r io n  the position  
does not a ffe c t  the design o f the co n tro lle r  very much, though 
there i 3 an optimum at a = 0 .5 *  I f  the in i t ia l  state is  known 
to  be a constant function o f  x the cost i s  more sensitive to  a 
with the minimum occurring at a *0 .1* . In e ith er case i t  i s  
apparent that the feedback gain G i s  a more important design var­
ia b le ,  having to  be considerably higher at lew values o f a.
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3 . Optimum gain corresponding to  1 .
h.Optimum gain corresponding to  2 .
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CHAPTER h
PROPORTIOHAL-IHTECHAL-DjaiVATIVE CONTROLLER DESIGN OSIKG OPTIMAL
CONTROL THEORY
S ection  1. In troduction .
In tho 19liO'e and e a r ly  $0, o the development o f  con tro l 
th e o iy  was oriented towards p ra ctica l systems, e s p e c ia lly  in  the 
f i e l d  o f servo-mechanisms. Much o f th is  work was concerned with the 
frequency domain, fo r  example Nyquistb s ta b il i ty  c r it e r io n , N ichols 
ch arts  and Bode diagrams, and many methods were found f o r  the "ad 
h oc" design o f feedback systems. These are u su a lly  based on fin d in g  
a co n tro l that guarantees s t a b i l i t y  and then tuning the system to  
g iv e  some parameter, such as gain or phase margin, a value which i s  
known from experience t o  g ive a good response. For an account o f  
th ose  methods see D ouce(l963) and D'Azzo & Houpis(19&*) .  The c la s s ­
i c a l  co n tro l theory design  procedures become more d i f f i c u l t  to  im­
plement as the com plexity o f  the system in crea ses ; the a p p lica tion  
t o  d istributed  parameter systems, oven i f  i t  i s  v a lid , becomes very  
ted iou s  as Parker(l970) has shown by applying N yquist's  s t a b i l i t y  
c r it e r io n  t o  a simple d iffu s io n  equation. Since th9 middle fiO's 
c c n trd th o o ry  has shown great advances with sta te  space ana lysis  and 
optim al con tro l playing a prominent part, however, much p ra c t ica l  
design  work i s  ca rried  out using c la s s ic a l  methods. Although these 
have many advantages, such as the fa c t  that th ey  can o ften  be carried  
out b y  hand and that p ra ctis in g  con trol engineers have a groat body 
o f  experience t o  c a l l  upon, the widespread a v a i l i b i l i t y  o f  d ig i t a l  
computers would seam t o  in d ica te  that certa in  systems could be ana­
ly sed  in  moro d e ta i l .
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Ono type o f c o n tr o lle r  that is  common in  in d u str ia l a p p li ­
cations i s  the so ca l le d  "p ro p o rtio n a l-in te g ra l-d e r iv a tiv e ", or PID, 
co n tro lle r . This a cts  on the error s ig n a l, formed from the d es­
ired  and the actual outputs, and gives a signal that i s  the sum 
of three va riab les . Those are d ir e c t ly  proportional to  the e rro r , 
i t s  in tegra l and i t s  d erivative ; the re la tiv e  s ize s  o f the three 
components are then adjusted to  su it  the p lan t. One usefu l way o f 
setting  up these co n tro lle rs  i s  given by what are known as the 
Z ieg ler-N ich olls  c r i t e r ia ,  Z ieg ler & N ichols (19U2). The p lant i s  
set up to  give sustained o s c i lla t io n s  and the time constants o f 
the co n tro lle r  are determined from the period o f  the o s c i l la t io n . 
However, th is  uses c o e f f ic ie n ts  that are learned from experience o f  
many in s ta lla t io n s  and cannot be expected to  be the best f o r  a l l  
systems. The reasoning behind the use o f PID co n tro lle rs  i s  that 
simple proportion al con trols  can lead to  steady state  errors  in  
the output o f a system and in sortin g  an in tegrator in to  the fe e d ­
back loop removes th is  undesirable e f f e c t ,  D'Azzo & H ou p is (l9 ® ) .
This is  e a s ily  proved using Laplace transforms and i s  a lso  what 
one would in t u it iv e ly  expect; the only way that the output o f an 
integrator can be constant i s  f o r  i t s  input t o  be zero, hence in  
the steady state the error must be zero . Hie d erivative  s igna l i s  
included so as t o  introduce an element o f an tic ip a tion  in to  the con ­
t r o l  and thus reduce overshoot.
A thans(l97l) was the f i r s t  t o  suggest an approach that might 
enable optimal co n tro l theory to  be applied t o  the design o f  these 
co n tro lle rs . However, ho only considered a s p e c i f ic  f i r s t  order ex­
ample which was presented f o r  fu rth or d iscussion  and development. 
Parkor(l972) published a motliod o f  extending th is  work t o  the problem
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o f tracking m inputs with an nt4> order system in  such a way that 
there was no steady state  error in  any o f i t s  outputs. However, 
th is  procedure involved posing the problem in  terms o f the d e r i ­
vatives o f the state and con trol varian les, as a result i t  was d i f f ­
ic u lt  to  understand the s ig n ifica n ce  o f the cost function . We sh all 
present an abbreviated version o f  the derivation  o f the optimal PID 
co n tro lle r  in  order t o  compare i t  with a corresponding method, given 
afterwards, that i s  not only va lid  fo r  systems o f  in fin ite  dimension 
but a lso  does not involve the d erivatives  o f  the variables.
Section 2. The construction o f an optimal PID con tro ller  with 
derivatives o f state and con tro l variab les.
We sh a ll consider the standard lin ear time invariant f in i t e  
dimensional system
x ( t )  = A x(t) + Bu(t)
(U.2 . 1 )
x (0) -  x c
y ( t )  -  Cx(t) (U.2 .2 )
where x , u and y are n*1 , rxl and m*1 vectors resp ective ly . The 
ob jective  is  to  design a co n tro lle r  such that
lim y ( t )  -  w (a.2 .3 )
*♦«»
where w i s  a constant mx1 reference vector . Using bars to  indicate 
steady sta te  values th is  im plies that
Ax +Bu -  0 (a .2 .a)
y  = Cx ■ w . (a.2 .5 )
I f  A is  non-singular then
w = -Ca ' bu . ( a .2 .6 )
In order fo r  y  to  reach any w i t  must be pos3ib lo  to fin d  a ¡i that 
s a t is f ie s  (a .2 . 6) ,  th is  can only be done i f  the dimension o f  u is  
greater or 6qual to  that o f w, in  other words r>  m. The f u l l
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conditions for whether i t  is  possible to drive the system to any
given state are determined by the requirements for controllability ,
0gata(l907). We shall also have to define a quadratic cost function, 
the precise form of rhich w ill become apparant later.
Since the asymptotically stable equilibrium point of an opt­
imally controlled system is  at the origin of the state space, 
0gata(l967), we must set up the state variables of this problem 
in such way that they are zero in the steady state. Athans(l97l) 
and Porker(l972) achieve this by using the derivatives of x (t ) ,  
u (t )  and the error c (t ) -  w -  y (t ) j  in the steady state these 
must be zero. We shall now give an aocount of this approach to 
the problem.
The desired conditions are
lim e ( t )  -  0 (4.2.7)
t-*«°
and, since i t  w ill be shown that the elements of f ( t )  w ill be
needed as state variables
lim £ ( t )  -  0 . (4.2.8)
t
For linear time invariant equations (4 .2 .8 ) is  implied by 
(4 .2 .7 ). Equation (4.2.1) is  now transformed so that the state 
vector becomes
where rj is  an (n-m)x 1 vector. Let
% -  Tx
where T is  an nxn nonsingular matrix. I f  we consider the part­
itioned form of T
T C »
L being an (n-m)xn m atrix, i t  can be seen th at the ch o ice  o f  L 
i s  a rb itra ry  except fo r  the r e s t r ic t io n  that T mast be non­
singu lar. One p o ss ib le  ch o ice  fo r  L •would be so as to  make
«here C has been p a rtit ion ed  in to  th e  m«m and mx(n—m) m atrices  
and Cg and 1 i s  the (n-m)*(n-m) u n it  m atrix. I f  T i s  t o  be 
nonsingular i t s  determinant must be nonzero) development o f  
det T by the bottom row g ives
det T “  det Cj •
I t  i s  reasonable to  assume that a l l  the outputs o f  the system 
sure l in e a r ly  independent and thus C i s  o f  rank m which im p lies  
that det Cj / 0 .  Consequently det T /  0 and T i s  nonsingular 
as d esired . There are obviou sly  o th e r  vays o f  d e fin in g  L and 
one fa c to r  th a t w ill  a f f e c t  th is  ch o ice  i s  that the form o f  the 
c o n tr o lle r  demands feedback o f  ^ ) th e re fo re  we should l ik e  the 
elements o f  i) to  be those that are m ost e a s i ly  measured. I t  
has to  be n oted  that <j appears in  th e  co s t  fu n ction , so d i f f ­
eren t ch o ice s  o f  L w ill  a f fe c t  the c o s t .  However, th is  can 
u su a lly  be a llow ed  fo r  by varying th e  elements o f  Q in  (4 .2 .1 8 ) .
Ve sh a ll now use th is  tran sform ation , T, to  re ca s t  ( 4 .2 .1 )  
in  terms o f  $ )
§ -  TAT“ 1  ^ + TBu -  FJ + Gu 
say. Nov p a r t it io n  F and G so th a t
( 4 . 2 . 0 )
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so th a t, from (4 .2 .1 1 -1 3 ) . ,
«3  "  ” F3°2 + V a  + °2r  '  (4 .2 .1 6 )
Using (4 .2 .1 4 -1 0 ) , the state equations can be w ritten
©  -  $ ©  + T v (4 .2 .1 7 )
where
- 0 I  o ’ , r  - ‘ o
<M1H
bO
“ °1
0 - F _  F, G„3 4 _ L 2 .
I t  has been mentioned above that the state and con tro l var­
ia b le s  in  the co s t  fu n ction  must tend to  zero and that the time 
in te rv a l o f  in tegra tion  must be in f in i t e .  The standard quadratic 
fo ra  i s  chosen fo r  reasons explained  in  e a r l ie r  chapters and so
ve must minimise
,oO
J J ©  Q © v 'R v  dt ( 4 . 2 . 1 8 )
o
where Q and R symmetric m atrices o f  the appropriate dimension, 
p o s it iv e  seraidefin ite and p o s it iv e  d e fin ite  re sp e ctiv e ly . The 
term (ji Q © i s  a measure o f  the d ev ia tion  o f  the state v a r ia b le s  
from th e ir  f in a l ,  zero va lues and Q may be chosen so that th is  
simply becomes ||f¡1 , an expression  one would very much l ik e  to  
m inim ise. The term v 'R v does not e x p l i c i t ly  penalise the con tro l 
e f f o r t ,  but i t  does lim it  the ra te  at which the con tro l u can 
change, something which, in  p r a c t ic e , i s  d esira b le . I t  w ill  
be shown in the fo llow in g  se ctio n  how th is  c o s t  fun ction  may 
be in terp re ted  in  terms o f  deviations from steady state va lues 
rather than d er iv a tiv es .
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The optimal con trol ( 4 .2. ID) can then be w ritten
v ( t )  -  K ,e,(t) + X f S t )  + K30/ t ) (1* .2 . 20)
where K( , , and K} are constant matrices o f the appropriate dim­
ensions. Fig.li.1 shows the system in block diagram form and i t  is  
p oss ib le , using a standard manipulation, to remove the in tegra tor 
between v and u and place i t  instead in  every incoming branch to the 
summer that forms the signal v . The resu lt of th is  operation is  
shewn i f  F ig .ii .2.
I t  can now be seen that u (t )  i s  a linear combination of 
the error, i t s  in tegra l and i ) , that is
In  performing the block diagram manipulations i t  must be remembered 
that there i s  some ambiguity concerning the in i t ia l  state o f  an in t ­
egrator, th is  w i ll  be dealt with in  the next section . » ) ( t )  i s  a 
combination o f the elements o f x ( t )  which can be expressed in  terms 
of y ( t )  and i t s  higher d eriva tives , hence we have generated a con­
t r o l l e r  o f the PID type. I f  x j(t) cannot be measured com pletely or 
i f  one wants to r e s tr ic t  the feedback to  only the f i r s t  derivative  o f  
y ( t ) ,  then one of the methods o f constrained optim isation presented 
in  chapters 2 and 3 must be used.
By taking Laplace transforms i t  is  straightforward t o  find 
the steady state error in  response to a ramp input o f  the form 
w (t) -  a t . As th is  is  a c la ss  1 system the error w ill  be f in it e  
so there i s  the p o s s ib i l i ty  o f meeting a v e lo c ity  constant spec­
i f i c a t io n ,  D'Azzo & Houpis(l9dS ) .  I t  i s  useful to  note th a t succ­
essive  applications o f  th is  procedure fo r  the design o f PID con­
t r o lle r s  can be used to  sp e c ify  a system that w ill fo llow  any 
prescribed polynomial input with an error that tends to  zero .
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The use o f  the d if fe r e n t ia ls  i ,  i} and u makes i t  d i f f i c u l t  
to  form a ra tion a l choice fo r  the elements of Q and R, moreover, i f  
one wishes to  deal with in fin ite  dimensional systems there i s  no 
guarantee that these d if fe r e n t ia ls  e x is t . A method w ill  now be pre­
sented that circumvents both these problems and yet gives the same 
optimal PID co n tro lle r  as before .
Section 3» the construction  o f an optimal PID co n tro lle r  fo r  systems 
o f  in f in it e  dimension.
The equations governing the system are taken to  bo those 
used in  chapter 1, namely ( 1 .1 .1 ) .  I f  we make the added assumption 
that the system i s  time invariant these are 
z ( t )  -  Az + Bu
(li.3 .1 )
2 (0 ) -  z , ,
where z and u are olemnts o f H ilbert spaces H and U rep ectiv e ly .
In order to  be able to  use the procedure fo r  deriving the optimal 
con tro l given in  chapter 1 the same assumptions must be made about 
the operators, that is  A mutt be the in fin ites im a l generator o f  a 
stron gly  continuous semigroup T (t) and B must be a bounded linear 
operator. Let the output o f the system be
y ( t )  = C z(t) (U .3.2)
where y ( t )  is  an element o f H ilbert space Y and C:H-»-Y i s  a bounded 
lin e a r  operator. Hie ob jective  i s  f o r  the output y ( t )  to  fo llow  a 
constant input wtY with zero steady state e rro r .
In order t o  frame the problem in  such a way that the optimal 
con tro l theory can be used i t  i s  necessary that H can be decomposed 
in to  two subspacos one o f which is  Y and le t  the other be ca lled  N, 
that is
H « Y 6» N.
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y ( t )  -  C z(t) -  C T (t - t „ ) [x ,y ( t c ) ♦ X /) ( t fl)]
«■ f  CT(t-<r)UiC + XtDjBu(<r)dir
to
q ( t )  -  D z(t) -  D T i t - t j j x .y i t J  + x ^ ( t t )]
+ jD K t - c r j f x ^  + X ^ E u M d o -
or
y ( t ) •= T . ( t - t . ) y ( t J  +
rt
+ 1 iT, (t-orjGjUicr) + T (t-tr)Gxu(cr)]dor (It. 3 .9 )
X
r j(t )  = T , ( t - t J y ( t J  + T+( t - t 0) i ) ( t J
+ j  ^Tjit-irjG ^Ccr) + 'i^ (t -r )G tu (r )]  dor (i*.3 .1 0 )
where
T ,( t )  -  CT(t)X, , Tt ( t )  -  CT(t)Xl  , T j ( t ) -  DT(t)X, ,
T+( t )  -  DT(t)Xt , G, ■= CB , Gt  -DB , 
these la s t two relationships being the same as in  (U.3 -6) and (It.3 -7 )-
The ob jective  is  f o r  the system output y ( t )  to  fo llo w  some 
constant input w with zero steady state error. I f  optimal control 
theory i s  to  be used, as has been mentioned b e fo re , the sta te  variables 
must tend to  zero as t-» w» . In section  2 the derivatives were used as 
they must be zero at equilibrium . However, here we sh a ll use the d i f f ­
erences between y ( t ) ,  fj ( t ) , u (t )  and their steady state values y , r|, 
and u. We shall a lso  assume that the system is  such that i t  i s  poss­
ib le  to fin d  a u which leads to  an output y  that equals w in  the stea ­
dy sta te . I t  i s  d i f f i c u l t  to  say very much about this problem fo r  
the general in f in ite  dimensional 3y3tera, each case is  best con­
sidered on i t s  own merits.
As has been pointed out before, i t  i s  a w e ll known resu lt o f 
c la ss ic a l  contrdL theory that one needs in tegra l control in  order to
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ensure zero steady state error In response to  a constant input, 
th is  is  a lso the resu lt o f section  2. Hence a new variable <^(t) is  
introduced where
and the error t ( t )  = w - y ( t ) .  We are now in  a position  to  define 
the new state variab les
The mild so lu tion s fo r  0 , ( t ) ,  0t( t ) ,  and 6}( t )  must now 
be formed, to  do th is  i t  i s  necessary to fin d  the equilibrium  
position  in  terms o f (lt .3 .9 ) and (it. 3« 10). I f  y  and ») equal y 
and q at time t e then, i f  u=S, they w ill  remain unchanged fo r  a l l  
subsequent time t .  Hence
Subtracting from both s ides o f (It.3 -1 1 ), (it.3 .9 ) from (lt .3 »l5 ) 
and (It.3 . 16) from (it.3 . 10 ) gives
7  -  jr (t )  = 0 l ( t )  -  T , ( t - t 4 ) . [ y  - y ( t j ]  -  Tc ( t - t 0 ) .  [ij(t^) -  7j)
( it .3.11)
0 , ( t )  = +  ( t )  - Ÿ
©^(t) -  y  - y ( t )  = w -  y ( t )  -  t ( t )
0,(t) -  *}(t) - i) .
(it .3.12) 
(it .3-13) 
(it .3.11*)
7 -  T, ( t - t e )y + Tx ( t - t a )7j
(it .3-15)
•7 -  Tj ( t -t4 )ÿ+ T * ( t - t , ) ô
(U .3 . 16 )
-  85 -
Defining
v ( t )  -  u (t ) -  u
and using the d e fin ition s  of 0 ^  and BJ yields
( a .3.17)
( a .3 . 18)
© ,(t) = - ♦ T4( t - t c ) 0 j ( t o )
+ J [T^t-eOO.vicO + T ^ t -c O O ^ e - ) }^ . ( a .3 . 19)
(a .3 .17 ), ( a .3 . 18) and (a .3. 19) now give mild solutions f o r  the 
new State variables
where the semigroup S (t) i3  given by the matrix o f operators
from which i t  can be shown usin^ the d e fin it io n s  é f
1^is  the id e n tity  operator in  Y.
Having shown that a mild solution  ex ists  the only other condi­
tion  to  be fu l f i l l e d  before the method o f  chapter 1 can be used to  
solve the optimal con tro l problem i s  that the operator T must be 
bounded. Since B, C and D ar3 bounded, G( , Gj_ and hence I must a lso
0 ( t ) è ©  » O .(t)1
©t( t )
ft(t) 
. ^
S (t )  =
( a .3 . 2 1 )
( 4. 3. 5) th at S (t ) s a t i s f ie s  ( 1 .1 .3 ) .  A lso
r - r o1 .
be bounded.
I t  is  o f in te res t to  derive the d i f fe r e n t ia l  equations that
govern ® ,, and G^ . Subtraction o f  the equilibrium conditions, 
obtainod by putting y=0 and rj=0 in  (h.3*6) and ( ij.3 -7 ) , from (U.3 .6) 
and (U .3 -7 ) gives
d
Tt
0 , ( t ) 
0, ( t ) _
.o ,(t ) L
0 1 0 *6, ( t )
0 F, • et(t)
0 1 ►*3 V* e ; t )
0
-G, 
L Gl.
v ( t )
(U.3 .22 )
where i t  has been assumed that a l l  the d iffe re n tia tio n  carried out 
i s  v a lid . (U.3 . 22 ) is  exa ctly  the same as the state equations der­
ived by Parker(l972) except that the G„ Gt , G, there are the d i f f ­
eren tia ls  o f those here, see (4 .2 .1 7 )_
To solve the optimal con trol problem we must f i r s t  define
a cost functional 
r °°
J =J + <v,Rv>]dt (U.3.23)
where Q and R are s e l f  a d jo in t operators, p ositive  sem i-definite 
and p ositive  d e fin ite  resp ectiv e ly . Bie cost functional has been 
chosen o f  th is  form because i t  is  shown in  chapter 1 that together 
with either (h .3.20)  or (U .3.22) i t  y ie ld s  a time invariant lin ear 
optimal feedback control
v ( t ) ■= K ,0 ,(t )  + KL0L(t )  ♦ K jB ^ t) (h-3-21*)
or
u (t )  -  u -  K ,t* (t )  -y ]  + KjJw - y (t)] ♦ K j[ij(t )  -5J*
In practice  i t  would be d i f f i c u l t  to  implement the control (¿1. 3 .25) 
exactly  because the u, q< and rj depond on the parameters o f the sys­
tem which cannot be known p re c ise ly . Consider the case when
u (t ) -  K ,y (t) + KAt ( t )  + K3q ( t )  + 3  (U.3 . 26)
where 3 & U is  some constant allowing fo r  both the values o f  the 
steady states in  (U .3.25) and fo r  any errors in  th eir estimates
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used in  implementing the con tro l. We know in general that there w ill  
be an equilibrium position  so (ii .3 . 26) may be used to  give
u ■= IC,y + K^ o + 3  . (U .3.27)
New, subtract (U.3.27) from (R .3.26) to  obtain
u (t ) - u = K ,[^ (t) - i ]  * Ktfe(t) + K j[^ (t) -  f j]  
which is  exactly  the form o f the optimal control (h .3 .2 5 ). So, we 
may say that any value of 3 , provided th a t i t  is  constant, gives an 
optimal feedback con tro l. A lso, since th e  optimal con tro l i s  asymp­
t o t i c a l ly  stab le , a l l  the steady state values used throughout ex ist 
and in  particu lar the lim it o f £ (t )  i s  zero , the design ob jective .
The resu lt in section 2 gives the control when 3 i s  zero, the 
most obvious ch oice . I t  has been shown that a PID co n tro lle r  can be 
designed using optimal control theory from two d iffe re n t viewpoints, 
as in sections 2 and 3, and moreover they both give the same co n tro lle r } 
i t  i s  in terestin g , th erofore, to  look a t  the d ifferen ces  between these 
methods. I f  Q and R are the same in both approaches t o  the problem 
and 3 i s  chosen equal to  zero one obtains iden tica l con tro lle rs  ovnn 
though the 6 's  and v in one cost function  are the derivatives o f those 
in  the other. This may seem s lig h tly  surprising but i t  fo llow s from 
the fa c t  that both the system andthe optim al control are lin ear and 
time invariant. D ifferentiating the sta te  equations and the equation 
giving the feedback law transform one optimal con trol problem into 
the other whore state variables and con tro ls  are simply replaced by 
th eir derivatives.
Another point worthy o f comment i s  the fa c t  that the control 
is  optimal regardless of the choice o f 3 . The system can adjust i t s  
equilibrium position  to accommodate any 3 because the output o f an 
integrator can take on any value in  the steady s ta te , so ^ assumes
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a value that takes care o f  the s itu a tion . Finding«^ in terms o f 3 
w ill  involve solving a lin e a r  equation, but since they are both e le ­
ments of U th is  equation w i l l ,  in  general, have a so lu tion .
In conclusion we may summarize the resu lt by saying that 
one can design  a prop ortion a l-in tegra l-d eriva tive  type co n tro lle r  
using optimal control theory subject t o  the follow ing cond itions.
The operator A is  the in fin ites im a l generator o f  a strongly con­
tinuous semigroup T (t ) . The state z ( t )  can be expressed in  terras 
o f componenents y ( t )  and rj(t) where
y ( t )  = C z (t ), * j(t )  = D z (t), z ( t )  ■= X ,y (t) + xti j(t )  
and C and Û are bounded operators. F inally  i t  must be possib le  
to  find a steady state con tro l ü that drives the system to  have 
a steady s ta te  output y equal to  any prescribed wCY.
These methods f o r  the design o f PID con tro llers  w ill  now 
be demonstrated on a simple example. Vie shall consider the 2nd 
order example shown in F ig .It.3. Here i t  can be seen that only a 
simple feedback loop has been used. Taking the x , and x  x shown 
as state variab les and defining 0t, ©t , 0j  as in  (lt.3 .12)-(U .3 .1 ii) 
we obtain
’ 0 1 o ' 0
0 ». - 0 -2 -1 O. + 0
. 0 » .0 0 - 1 . A 1
d
dt
The cost function  is  chosen as
V
j [ i l ( t )  + 0.01 ,v l  (t)J d t ,
that is
Q d ia g ( l ,0 ,0 )  and R = 0 .01 .
Taking R th is  snail in d ica tes  that our prime concern i s  minimising 
the in tegra l of the error squared. Solution o f the R icca ti equation 
y ie ld s  the feedback law
v = 10. 000, ♦ u .i5 e , - 2 .05 0 ,
V
Fig 4.3
> U . 1 V I  r 1
brl
J> = 4a*
Fig V.4-
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K, *= 10.00 , Kt= 14.15 , Ks = -  2 .05 .—
Therefore the control system can be constructed according t o  Fig .!i .U 
and the responses o f the two systems to  an input w -  1 are shown 
in F ig .lj.5 . It  can bo seen that the orig in al system has a very poor 
response in  that there is  an extremely large steady state error .
The system o f Fig.lt.U with the PID con tro lle r  has a very s a t is fa c -  * 
tory output with zero steady state error.
A lso, i f  the input i s  the ramp w = t  , the error in the 
f i r s t  system becomes in f in i t e ,  whereas that in  the system o f  Fig.l».i* 
tends to  0 .0166. I t  should be f in a lly  pointed out that in th is  
case feedback o f r) is  equivalent to  derivative con tro l. This f o l ­
lows d ire c t ly  from the form o f  the transfer functions since 
y + 2y *= r) ,
hence
u ( t ) » 10||(cr)d<r + U .l5 t ( t )  -  2 .0^ ( t )  + 3 ,
■= 10fL(c-)d«r + 8. 2$fc(t) + 2 .0 5 t(t )  + 3  ^
where 7 and 7 are arb itrary  constants depending on the in i t i a l  
states o f y , and the output o f  the integrator.
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S e c t i o n  4 . A d i s t r i b u t e d  p a ra m e te r  PIP c o n t r o l l e r .
In t h i s  s e c t i o n  we s h a l l  c o n s i d e r  t h e  a p p l i c a t i o n  o f  
t h e  p r e c e d i n g  methods t o  t h e  d e s i g n  o f  a PID c o n t r o l l e r  
f o r  a d i s t r i b u t e d  p a ra m e te r  s y s t e m .  The system  c o n c e r n s  
th e  p o p u l a t i o n  grow th  o f  some an im a l and t h e  age 
d i s t r i b u t i o n  o f  i t s  members. S in c e  th e  s i z e  o f  th e  
p o p u l a t i o n  depends  on tw o  v a r i a b l e s ,  t im e  and th e  a g e s  
o f  th e  members, one has t o  d e a l  w i th  p a r t i a l  d i f f e r e n t i a l  
e q u a t i o n s .
F i r s t l y  we s h a l l  d e r i v e  t h e  e q u a t i o n s  g o v e r n in g  th e  
sy s tem  and in  o r d e r  t o  d o  t h a t  we have t o  d e f i n e  th e  
p o p u l a t i o n  age  d e n s i t y  z ( t ,x )  i n  a manner a n a lo g o u s  t o  
p r o b a b i l i t y  d e n s i t y :  t h e  number o f  members o f  th e  
p o p u l a t i o n  betw een  th e  a g e s  o f  x and x+dx a t  t im e  t  
e q u a ls  z(t,x )dx . By c o n s i d e r i n g  th e  b a l a n c e  o f  p o p u l a t i o n  
e n t e r i n g  and l e a v i n g  t h i s  i n f i n i t e s i m a l  a g e  c l a s s  in  th e  
t im e  dt i t  i s  p o s s i b l e  t o  d e r i v e  th e  p a r t i a l  d i f f e r e n t i a l  
e q u a t i o n s .  I f  th e  d e a t h  r a t e  a t  age  x i s  D(x) th e  number 
d y in g  in  tim e dt i s  D(x)z (t,x )dxdt . The you n g er  
members e n t e r i n g  t h i s  c l a s s  a r e  t h o s e  b e tw e e n  th e  a g e s  o f  
x-dt and x , w hich  fro m  th e  d e f i n i t i o n  o f  z (t ,x ) i s  
z ( t , x ) d t  , s i m i l a r l y  t h e  e l d e r  o n e s  l e a v i n g  amount t o  
z ( t ,x + d x )d t  . Hence t h e  o v e r a l l  b a l a n c e  i s  g iv e n  by
z ( t + d t ,x )  -  z ( t , x )  dx *» z ( t , x ) d t  -  z ( t ,x + d x )d t  -  D (x )z ( t ,x )d x d t
w h ich  on d i v i d i n g  th ro u g h  by dxdt g i v e s
5 z ( t , x )  «= - ^ _ z ( t , x )  -  D (x ) z ( t , x )  
a t  o x
(4 . 4 . 1 .)
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T h i s  d e r i v a t i o n  i s  o n l y  v a l i d  i f  z (t ,x )  i s
d i f f e r e n t i a b l e  b u t  ( 4 . 4 . 1 . )  has  a weak s o l u t i o n  t h a t  i s
e a s i l y  d e r i v e d  fro m  f i r s t  p r i n c i p l e s  w h ich  d e a l s  w i t h
t h e  p ro b le m  o f  d i s c o n t i n u o u s  z (t ,x )  . C o n s id e r  a g rou p
o f  a n im a ls  o f  some age x a t  tim e t and i t s  p r o g r e s so o
in  t im e  as i t  g ro w s  o l d e r  and d i e s .  The number in  th e
grou p  i s  i n i t i a l l y  p r o p o r t i o n a l  t o  z ( t o ,x o ) and “X y e a r s
l a t e r  i t  w i l l  b e  p r o p o r t i o n a l  t o  z (t  +T,x +t) . Theo o
d e c l i n e  in  th e  s i z e  o f  t h i s  g rou p  due t o  t h e  d e a th  r a t e  
i s  an o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n  in  T  , t h a t  i s
dz -  -  D(x +T)z(t +T,x +t) 
d-c
w hich  has th e  s o l u t i o n
z (to+T,xo+T) = z (to,xo)exp[J-D(xo+3)dj] ( 4 . 4 . 2 . )
O
p r o v i d e d  t h a t  D i s  i n t e g r a b l e .  There  a re  some p o i n t s  
w orth  n o t i n g  a b o u t  ( 4 . 4 . 2 . )  a p a r t  from  t h a t  i f  d i f f e r e n t i a t e d  
i t  s a t i s f i e s  ( 4 . 4 . 1 . ) .  F i r s t l y  i t  shows t h a t  th e  s o l u t i o n  i s  
g iv e n  b y  a se m ig ro u p  w h ich  s a t i s f i e s  th e  c o n d i t i o n s  o f  C h a p ter  
1 and t h a t  i f  DixJ-^O0 as  x —i► x^ ,a3C then  the
p o p u l a t i o n  c a n n o t  have any members o l d e r  than xmax • A l s o  
i t  r e p r e s e n t s  a t r a v e l l i n g  wave t h a t  i s  b e in g  c o n t i n u o u s l y  
a t t e n u a t e d  by t h e  e x p o n e n t i a l  f u n c t i o n  as  i t  moves a l o n g .
The n e x t  s t e p  i s  t o  f i t  t h e s e  e q u a t i o n s  in  w i th  th e  
b i r t h  r a t e .  T h i s  i s  s i m p l i f i e d  i f  we o n l y  c o n s i d e r  one 
s e x  a s  then a s i n g l e  s e l f - c o n t a i n e d  e q u a t i o n  r e s u l t s .  I f  
b o th  s e x e s  a re  ta k en  i n t o  a c c o u n t  and d i f f e r e n t  b i r t h  and 
d e a th  r a t e s  f o r  m ales  and fe m a le s  a l l o w e d  fo r ,  then two 
c o u p le d  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  r e s u l t .  S in c e
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m a t e r n i t y  i s  much more e a s i l y  o b s e r v e d  and m easured  than 
p a t e r n i t y  i t  i s  u s u a l  o n l y  t o  d e a l  w i th  th e  fe m a le
i s  d e f i n e d  as  t h e  p r o p o r t i o n a l  r a t e  o f  g i v i n g  b i r t h  t o  
fe m a le  o f f s p r i n g  by m oth ers  o f  age  x . Thus th e  t o t a l  
r a t e  o f  fem ale  b i r t h s  i s  g i v e n  by
S in c e  a n im a ls  o v e r  a c e r t a i n  age n e v e r  g i v e  b i r t h  t h e  
u p p er  l i m i t  o f  t h e  i n t e g r a l  can  b e  made f i n i t e  in  p r a c t i c e .  
I f  we now o b s e r v e  t h a t  t h e  number o f  a n im a ls  betw een  th e  
a g e s  o f  0 and dt i s  b o t h  e q u a l  t o  z ( t , 0 ) d t  and t o  th e  
number born  in  th e  l a s t  dt t im e  u n i t s  we o b t a i n
b u t  t h i s  can be  d e a l t  w i t h  by means o f  t h e  weak s o l u t i o n
p o p u l a t i o n .  The a ge  s p e c i f i c  f e c u n d i t y  r a t e ,  f ( s )  ,
j ° ° f (x )z (t ,x )d x
0
Thus we have d e f i n e d  th e  sy s te m  c o m p l e t e l y  by
- - b _ z ( t , x )  -  D (x )z (t ,x )  
bt bx
( 4 . 4 . 3 . )
s u b j e c t  t o  th e  b ou n d ary  c o n d i t i o n
z (t ,0 ) - ( 4 . 4 . 4 .  )
o
p r o v i d e d  t h a t  we a l s o  have  t h e  i n i t i a l  c o n d i t i o n
z(0,x) -  zo(x ) ( 4 . 4 . 5 . )
I t  ca n  be se e n  t h a t  a d i s c o n t i n u i t y  w i l l  a r i s e  i f
z0( ° )  r1 I f ( * ) z o (x)dx
O
(4 . 4 . 2 . ) .
The b e s t  way o f  a s c e r t a i n i n g  w h eth er  t h e  system  w i l l
grow and a t  what r a t e  i s  t o  f in d  th e  e i g e n v a lu e s  o f  t h e  
e q u a t i o n s  ( 4 . 4 . 3 . )  and ( 4 . 4 . 4 . ) .  Th is  can  b e  a c h ie v e d  by
s a t i s f i e s  th e  e q u a t i o n s .  On s u b s t i t u t i o n  one o b t a i n s
f (x )  and th e  e x p o n e n t i a l  f u n c t i o n  are  a lw a y s  p o s i t i v e  
in  th e  ran ge  o f  i n t e g r a t i o n  so  th e  r i g h t  hand s i d e  i s  a
( 4 . 4 . 8 . )  must h a v e  o n e ,  and o n ly  o n e ,  r e a l  s o l u t i o n  f o r
i s  l e s s  th a n , e q u a l  t o ,  o r  g r e a t e r  than on e  r e s p e c t i v e l y  
O b v io u s ly  in  t h e  r e a l  w o r ld  a p o p u l a t i o n  ca n n ot  grow  
i n d e f i n i t e l y ,  t h e r e  are l i m i t s  w h ich  have  n o t  been taken  
i n t o  a c c o u n t .  The m ost im p o r ta n t  i s  t h a t  D(x) d epen d s  
on z when th e  p o p u l a t i o n  i s  so  l a r g e  t h a t  th e r e  i s  n o t  
enough  f o o d  t o  g o  rou n d , i t  i s  a l s o  p o s s i b l e  th a t  
f e r t i l i t y  i s  r e d u c e d  by o v e r c r o w d in g .  H ow ever , we s h a l l  
o n ly  c o n s i d e r  t h e  ca s e  where the  animal numbers a re  n o t
f i n d i n g  th e  X  and | (^x) su ch  th a t  z ( t , x )  -  e^*j/(x)
( 4 . 4 . 6 .  )
dx
and ( 4 . 4 . 7 .  )
( 4 . 4 . 6 . )  has t h e  s o l u t i o n
so  from  ( 4 . 4 . 7 . )
( 4 . 4 . 8 . )
monotonically decreasing function of X . Moreover it 
tends to +oo as X-*-oo and to zero as X-* + 0° therefore
X .  A ls o  i t  f o l l o w s  t h a t  w hether  th e  p o p u l a t i o n  d e c l i n e s ,
i s  s t a t i o n a r y  o r  grows depends  on w h eth er
-  95 -
l a r g e  enough t o  be im p in g in g  on such  e n v ir o n m e n ta l  l i m i t s .
Having l o o k e d  a t  th e  g e n e r a l  p r o p e r t i e s  we s h a l l  
c o n s i d e r  th e  s p e c i f i c  p ro b le m  o f  f i n d i n g  an o p t im a l  c u l l i n g  
p o l i c y .  T h is  i s  q u i t e  a common p rob lem  t h a t  a r i s e s  when 
an anim al p o p u l a t i o n  i s  g r o w in g  f a s t e r  than i s  d e s i r e d  f o r  
some e c o l o g i c a l  management schem e. The m ost f r e q u e n t  c a s e s  
a re  t h o s e  in  w h ich  t h e r e  i s  c o n f l i c t  be tw een  some s p e c i e s  
and a human e c o n o m ic  a c t i v i t y .  For exam ple  s e a l s  t h a t  
i n t e r f e r e  w i t h  f i s h e r i e s  and O y s t e r  C a t c h e r s  w h ich  consume 
l a r g e  numbers o f  c o c k l e s .  I t  i s  n o t  c la im e d  t h a t  th e  
m ethods p r e s e n t e d  h e re  a re  g o i n g  t o  g i v e  a s u p e r i o r  scheme 
f o r  p r a c t i c a l  management, e s p e c i a l l y  f o r  anim als  t h a t  have 
one b r e e d in g  s e a s o n  p e r  y e a r  and are  s u b j e c t  t o  an annual 
c u l l .  In t h i s  i n s t a n c e  a g o o d  c a s e  can b e  made o u t  f o r  
u s in g  d i f f e r e n c e  e q u a t i o n s ,  L e s l i e (  1545). However, i t  
s h o u ld  be p o s s i b l e  t o  e x t e n d  th e  PID d e s i g n  m ethods t o  
d i f f e r e n c e  e q u a t i o n s  and th en  a p p ly  i t  t o  t h i s  s o r t  o f  
p ro b le m ; I b e l i e v e  t h a t  t h i s  w ou ld  b e  a f r u i t f u l  s o u r c e  
o f  f u t u r e  w o rk .  D e s p i t e  th e  l i m i t a t i o n s  many u s e f u l  
p o i n t s  tu rn  up w hich  show th e  p o t e n t i a l  o f  t h i s  PID d e s ig n  
p r o c e d u r e ,  and i t s  l i m i t a t i o n s .
The p ro b le m  i s  t o  d r i v e  th e  p o p u l a t i o n  age d e n s i t y  
t o  i t s  d e s i r e d  v a lu e  * l (*>  by c u l l i n g  u ( t , x )  p e r  u n i t  
t im e o f  t h o s e  an im als  aged  x . E q u a t io n  ( 4 . 4 . 3 . )  now 
has t o  b e  m o d i f i e d  thus
iL® a ~ £.2. — Dz — u .
b t ^ x
(4 . 4 . 9 . )
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O n e 's  im m ediate  r e s p o n s e  t o  t h i s  p ro b le m  i s  t o  t r y  s im p le  
p r o p o r t i o n a l  c o n t r o l  on t h e  e r r o r  z^— z . such t h a t
w h ere  K i s  an o p e r a t o r  t h a t  maps v a r i a b l e s  on th e  i n t e r v a l  
[0 , 0» )  o n t o  t h a t  same i n t e r v a l .  The drawback t o  t h i s  
a p p ro a ch  i s  t h a t  th e  form  o f  z^ ix ) i s  l i m i t e d ;  t h i s  can 
b e  se e n  by p u t t i n g  z =zjl i n  ( 4 . 4 . 9 . )  and ( 4 . 4 . 1 0 . )  t o g e t h e r  
w i t h  t h e  e q u i l i b r i u m  c o n d i t i o n  i z / i t  «* 0 . Then
T h is  i s  a v e r y  r e s t r i c t i v e  c o n d i t i o n  and i s  c e r t a i n l y  
u n d e s i r a b l e  in  t h e  f a c e  o f  p e r t u r b a t i o n s  in  D(x) which  
c o u l d  w e l l  o c c u r ,  f o r  exam ple , d u r in g  a h a rd  w i n t e r .
T h e r e f o r e  t h e  u se  o f  some form  o f  i n t e g r a l  c o n t r o l  
w ou ld  seem t o  be  i n d i c a t e d ;  t h i s  has  t h e  g r e a t  advan tage  
o f  a lw a y s  d r i v i n g  th e  s y s te m  t o  a s t a t e  in  w h ich  t h e r e  i s  
n o  s t e a d y  s t a t e  e r r o r  even  when t h e r e  a re  v a r i a t i o n s  in  
t h e  sys tem  p a r a m e te r s .  O b v io u s ly  t h e r e  a re  l i m i t s  on how 
b i g  t h e s e  v a r i a t i o n s  can b e ,  f o r  i n s t a n c e  th e y  c o u l d  n o t  
b e  s o  l a r g e  as  t o  a l t e r  t h e  sys tem  from  b e in g  s t a b l e  t o  
b e i n g  u n s t a b le .
We now p r o c e e d  t o  a n a ly s e  t h e  p ro b le m  u s in g  the 
m ethods  o f  t h i s  c h a p t e r .  F i r s t l y  th e  e r r o r  i s  d e f i n e d  as
u -  K(z -  z j ) ( 4 . 4 . 1 0 . )
dzA+ D(x ) zji -  0 
tlx
( 4 . 4 . 1 1 . )
s o  z j ( x )  has t o  be p r o p o r t i o n a l  t o
t ( t , x )  "  zd (x) ”  z ( t , x )
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t h i s  i s  n e c e s s a r y  t o  be  c o n s i s t e n t  w i th  th e  s e t t i n g  o f  th e  
p ro b le m . The s t r o n g  form  o f  t h e  R i c c a t i  e q u a t i o n  ( 1 . 2 . 2 . )
i s
PA + A*P -  PDn,_1D*P + Q -  0
and in  p a r t i t i o n e d  form  f o r  t h e  sys tem  under c o n s i d e r a t i o n  
becom es
P P1 i 
*
P P2 *al
p p1 2
*
P„ P„
'pi  p2i r ° ' ft-1 [o  I ] p p 1 2 +
r - ■ 
OH
*- *
h  * k \
P P 2 3 0 32
( 4 . 4 . 1 5 . )
0
where  - b ( x ) and P ^ P ^ R ^ ^  a re  s e l f - a d j o i n t
o p e r a t o r s .  We s h a l l  now p r o c e e d  f o r m a l l y  and expand 
( 4 . 4 . 1 5 . )  t o  o b t a i n  t h r e e  e q u a t i o n s  in
* Zn~lp l  + 2i -  0
P1 « p2P "  V “ l p 3 "  0
( 4 . 4 . 1 6 . )
pt + p „f  + p„ + f* p „ -  P,nT1P, + Q‘ 2 T ' 3 ‘  T ‘ 2 “  ‘ 3 ' 3 "  3
I f 2 l  , i s  ch o se n  t o  be  i d e n t i c a l l y  z e r o  then  from  th e  f i r s t
o f  t h e s e  t h r e e  e q u a t i o n s  and by  i n s p e c t i o n  o f  th e  se co n d
two we o b t a i n  th e  s o l u t i o n s
, r x -  o
w i t h  P., g i v e n  by
P3F + F*P3 -  P3: r 1P3 + Q2 -  0 .
If the optimal control is given by
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Thus i f  Qj »  0 and Pg »  0 , Kj i s  a l s o  z e r o  w i th  t h e  r e s u l t  
t h a t  no i n t e g r a l  c o n t r o l  i s  used  a t  a l l .  T h e r e f o r e  
c h o o s i n g  = 0 c o m p l e t e ly  n e g a t e s  t h e  p u rp o se  o f  f o r m u la t in g  
th e  p ro b le m  in  t h i s  w ay, we are  th en  l e f t  w ith  a s im p le  
p r o p o r t i o n a l  c o n t r o l  p ro b le m  w i t h  t h e  t h i r d  e q u a t i o n  o f  
( 4 . 4 . 1 6 . )  b e in g  i t s  R i c c a t i  e q u a t i o n .  In  t h i s  c a s e ,  though  
t h e  sys tem  w ou ld  be s t a b l e ,  in  g e n e r a l  i t s  s t e a d y  s t a t e  w i l l  
n o t  be th e  d e s i r e d  one so  th e  i n t e g r a l  o f  th e  e r r o r  would  
i n c r e a s e  i n d e f i n i t e l y ;  t h i s  d o e s  n o t  m a tte r  i f  t h e r e  i s  no  
p e n a l i s a t i o n  o f  t h i s  term  in  th e  c o s t  f u n c t i o n  s o ,  s i n c e  we 
w an t th e  e r r o r  t o  b e  e x a c t l y  z e r o ,Q ^ ,  must g i v e  r i s e  t o  a 
f i n i t e  i n c r e a s e  in  th e  c o s t .
I t  i s  now p o s s i b l e  t o  p r o c e e d  t o  th e  d e r i v a t i o n  o f  th e  
o p t im a l  c o n t r o l  by  th e  method o f  C h a p ter  1 u s in g  the weak 
s e m ig ro u p  form  ( 4 . 4 . 2 . )  and ( 4 . 4 . 4 . ) .  However, in  o r d e r  t o  
c a r r y  o u t  any co m p u ta t io n  some form  o f  d i s c r e t i s a t i o n  has 
t o  b e  u sed  and the  m ost s t r a i g h t f o r w a r d  way i s  t o  d i v i d e  
t h e  p o p u l a t i o n  i n t o  a f i n i t e  number o f  age c l a s s e s  and 
s o l v e  th e  o p t im a l  c o n t r o l  p rob lem  in  term s o f  the  
r e s u l t i n g  o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n s .
Let there be a age groups of width U years and let 
the number of members between ages ih  and ( i + l ) h  be .
We can i n t e g r a t e  ( 4 . 4 . 9 . )  from ih t o  ( i + l ) h  w i t h  r e s p e c t
to x (uOk
u ( t , x ) d x  .
J ¿ t  
<.U
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Cl*Vv
Now, w -  \ z ( t , x )  dx so  t h i s  becom es
1 tk
dvA » - z i t t i i + l J h J + z i t j i h J - D ^ j - U j i t )  ( 4 . 4 . 1 7 . )
dt
where d . i s  th e  a v e ra g e  d e a th  r a t e  o v e r  the  i n t e r v a l  o f  
i n t e g r a t i o n  w i t h  a w e i g h t i n g  f a c t o r  z (t ,x )  . We do  n o t  
know b e fo r e h a n d  what t h i s  f a c t o r  w i l l  b e  b u t  i f  th e  
i n t e r v a l  i s  s m a l l  we can assume i t  i s  a p p r o x im a t e ly  
c o n s t a n t  so
W l ,
( 4 . 4 . 1 8 . )D(x)dx .
. th .
U j it )  i s  d e f i n e d  as  th e  rem ov a l  r a t e  from  th e  i c l a s s  
w h ich  i s  g i v e n  by
u . ( t )  = \ u ( t ,x ) d x  . ( 4 . 4 . 1 9 . )I. «* 1 :
A l l  t h a t  i s  th e n  n e ed ed  i s  t o  e x p r e s s  z (t , ih )  and 
z (t ,  (i+1 )h) in  term s o f  th e  tr. 's  . The a v e ra g e  age
d e n s i t y  in  th e  i th c l a s s  i s  and z (t , ih )  i s  th e
d e n s i t y  a t  th e  p o i n t  b etw een  th e  ( i - l )  and i  c l a s s ;  
t h e r e f o r e  we may ta k e  t h e  mean o f  t h e s e  two a v e r a g e s  t o  
g iv e
z ( t , ih )  (v. -  v. , )
h
h en ce  ( 4 . 4 - 1 7 . )  may be w r i t t e n
dv -  J _  ( » i _ ,— 1 2hdt
i+1 >- V
( 4 . 4 . 2 0 . )
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A t  th e  ex trem e ends  i  ■ n and i  = 0 o t h e r  c o n d i t i o n s  
h o ld  and ( 4 . 4 . 2 0 . )  has  t o  b e  m o d i f i e d .  When i  » 
i s  n o t  d e f i n e d  s o  i t  has t o  b e  e s t im a t e d  b y  l i n e a r
The f i n a l  s t e p  in  fo rm in g  th e  f i n i t e  d im e n s io n a l  
a p p ro x im a t io n  i s  t o  b r i n g  in  th e  boundary  c o n d i t i o n  ( 4 . 4 . 4 . )  
The number o f  a n im a ls  in  ir0 i s  s im p ly  t h e  number b o rn  in  
t h e  l a s t  h y e a r s ;  th e  v e r y  young do  have a f i n i t e  
p r o b a b i l i t y  o f  d y in g  s o  t h e  f e c u n d i t y  r a t e s  s h o u ld  be  
m o d i f i e d  t o  a l l o w  f o r  t h o s e  t h a t  do n o t  r e a c h  th e  age  o f  h . 
Thus i f  t j  i s  t h e  m o d i f i e d  a v e ra g e  f e c u n d i t y  r a t e  o v e r  th e  
ra n g e  ih t o  ( i + l ) h  then
I f  h i s  l e s s  than t h e  age  o f  s e x u a l  m a t u r i t y ,  w h ich  i s  
v e r y  p r o b a b l e ,  then  f  -  0 . P u t t in g  i  = 1 in  ( 4 . 4 . 2 1 . )  
g i v e s
( 4 . 4 . 2 0 . ) ,  ( 4 . 4 . 2 1 . )  and ( 4 . 4 . 2 3 . )  may now b e  com bin ed  t o  
g i v e  th e  f u l l  m a t r ix  e q u a t i o n s
e x t r a p o l a t i o n ,  t h a t  i s  *  Zw $ thus
( 4 . 4 . 2 1 . )
or u> i ’ j
r + T " ho
( 4 . 4 . 2 2 . )
2 ( l 4 f oh) j  [ 2 ( l+ f oh) 2hJ 2 ( l +f oh)
1
( 4 .4 .2 3 . )
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*1 - ? i ^ _5i  * A - 1/2h
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|^4 i1
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1
1
0 l /2 h
1
-®8 - l / 2 h
0i
1
1
W3
1
1
1
[14wn
l
1
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1 1
1
wn
* l- J
( 4 . 4 . 2 4 . )
w h e r e ,  f o r  e a s e  o f  n o t a t i o n ,  oC -  2(1 + f 0h) .
In  o r d e r  t o  a p p ly  th e  o p t im a l  c o n t r o l  t o  t h e  f i n i t e  
d im e n s io n a l  r e p r e s e n t a t i o n  o f  th e  sys tem  i t  i s  n e c e s s a r y  
t o  e x p r e s s  th e  c o s t  f u n c t i o n  i n  v e c t o r - m a t r i x  te r m s .  We 
s h a l l  c h o o s e  ( 4 . 4 . 1 4 . )  t o  be s p e c i f i c a l l y  o f  t h e  form
■ t F
+ r v 2( t , x ) d x ,d t (4 .4  . 2 5 .  )
where q j ,  and r  a r e  s c a l a r  w e i g h t i n g  f a c t o r s  open  t o  c h o i c e .
S e t  th e  d e s i r e d  v a l u e s  o f  w t o  be  
»(U-OK
" d i  “  ] *U(x )d x
then  th e  e r r o r
« 2 i  \  .
and th e  i n t e g r a l  o f  th e  e r r o r ,  in  term s o f  t h e  d e v i a t i o n  
from  i t s  mean, • l i  , i s  g iv e n  by
l i ’21
E u l e r ' s  ( o r  r e c t a n g u l a r )  a p p r o x im a t io n  t o  th e  s p a t i a l  
i n t e g r a l s  in  ( 4 . 4 . 2 5 . )  g i v e s
( 4 . 4 . 2 6 . )
H ow ever , th e  v a r i a b l e s  in  th e  i n t e r v a l  o t o  h , w ith  
s u b s c r i p t  z e r o ,  a re  n o t  in d e p e n d e n t  o f  the o t h e r  s t a t e  
v a r i a b l e s ,  w i t h  ( 4 . 4 . 2 2 . )  p r o v i d i n g  th e  c o n n e c t i o n .  I t  
c o u l d  be p o s s i b l e  t o  a l l o w  f o r  t h i s  in  the c o s t  f u n c t i o n  
b u t  t h a t  i s  r e a l l y  an u n n e c e s s a r y  c o m p l i c a t i o n .  As 
m e n t io n e d  b e f o r e  t h e r e  a re  no  h ard  and f a s t  ways o f  
a r r i v i n g  a t  a s u i t a b l e  c o s t  f u n c t i o n  and i t s  fo rm  i s  
n e a r l y  a lw a y s  c o n s i d e r a b l y  d e t e r m in e d  by c o n v e n ie n c e .  
T h e r e f o r e  i t  i s  q u i t e  j u s t i f i e d  n o t  t o  ta k e  i n t o  a c c o u n t  
th e  term s a f f e c t i n g  t h e  c o s t  f u n c t i o n  o v e r  t h e  age ran ge  
0 t o  h and s o ,  l e a v i n g  o u t  th e  c o n s t a n t  m u l t i p l y i n g  term 
h from  ( 4 . 4 . 2 6 . )  we s h a l l  use  t h e  c o s t  f u n c t i o n
o
o r ,  in  m a t r ix  term s
o
( 4 . 4 . 2 7 . )
I f  ( 4 . 4 . 2 4 . )  i s  w r i t t e n
▼ -  Aw -  Iu
th e  s t a t e  e q u a t i o n s  ( 4 . 3 . 2 2 . )  w h ich  a re  n e ed ed  f o r  d e r i v i n g  
th e  PID c o n t r o l l e r  becom e
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d
dt ' V
s '0 i ' V + o'
0 A + I.
( 4 . 4 . 2 8 . )
th e  c o r r e s p o n d in g  c o s t  f u n c t i o n  i s  then  w r i t t e n
( 4 . 4 . 2 9 . )
We s h a l l  now a p p ly  t h i s  f o r m u l a t i o n  t o  a s i t u a t i o n  
f o r  w h ich  we have r e a l  d a t a .  B e d d in g to n  and T a y lo r  (1973) 
g i v e  th e  a g e  s p e c i f i c  d e a th  and f e c u n d i t y  r a t e s  f o r  fem a le  
Red Deer (Cervus  e la p h u s  L) in  S c o t l a n d ,  which a re  shown 
in  T a b le  4 . 1 .  I t  h as  t o  b e  a d m it te d  t h a t  th e  p o p u la t i o n  
grow th  o f  t h i s  s p e c i e s  m igh t  w e l l  be  more a p p r o p r i a t e l y  
t r e a t e d  by  f i n i t e  d i f f e r e n c e  e q u a t i o n s  on a c c o u n t  o f  i t s  
o n l y  h a v in g  one b r e e d i n g  se a so n  p e r  y e a r .  However, t h i s  
exam ple i s  more i n t e n d e d  as an i n s t r u c t i v e  i l l u s t r a t i o n  
r a t h e r  than  an a c c u r a t e  s im u l a t i o n .  S i n c e  th e  o b j e c t i v e  
o f  a l l  o p t im a l  c o n t r o l  t h e o r y  must u l t i m a t e l y  b e  t o  im prove 
m ethods o f  c o n t r o l l i n g  r e a l  w o r ld  s y s t e m s ,  any s t e p  from 
p u re  a b s t r a c t i o n  to w a rd s  r e a l i t y  w i l l  a lm o s t  c e r t a i n l y  
t e a c h  us so m e th in g  o f  u se  upon th e  way.
We hav e  t o  d e c i d e ,  in  t h i s  c a s e ,  how many age c l a s s e s  
o f  what w id t h  must b e  u s e d .  Here we come up a g a i n s t  l i m i t s  
o f  com pu tin g  f a c i l i t i e s ,  e i t h e r  c o r e  s t o r a g e  s p a ce  o r  c o s t  
l i m i t s  s e t  by c e n t r a l  p r o c e s s i n g  u n i t  t im e .  U sing  th e  
m ethods o f  C h apter  1 we have a t  e v e r y  i t e r a t i o n  s t e p  t o  
s o l v e  a l i n e a r  e q u a t i o n  f o r  th e  sym m etr ix  m a tr ix  P ; f o r
Age s p e c if ic  dat>a fo r  Red Deer
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TABLE 4 .1
age
death
rate fecu n dity
1 0.093 0.000
2 0.013 0.000
3 0.008 0.266
4 0.010 0.282
5 0. 013 0.338
6 0.008 0.380
7 0.047 0.383
8 0.058 0. 391
9
1
0.120 0.339
10 0. 281 0.237
11 0. 270 0.164
12 0.332 0.170
13 0.332 0.169
14 0.332 0. 169
15 0. 332 0.109
16 0 . 332 0.169
17 0 . 332 0.169
18 0.169
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an N ^ o r d e r  system  t h i s  has ¿N(ii+l) in d e p e n d e n t  e le m e n ts  
so  th e  s t o r a g e  r e q u ir e m e n ts  a re  a t  l e a s t  iff (K +l) (£n (n+1 )+ l )  • 
I f  we w is h e d  t o  u se  a l l  t h e  d a t a  a v a i l a b l e  and t o  ta k e  
i n t o  a c c o u n t  18 s e p a r a t e  age c l a s s e s  we w o u ld ,  b e ca u s e  o f  
th e  i n t e g r a l  c o n t r o l ,  have a 36th  o r d e r  s y s te m ; t h i s  
w ou ld  n e c e s s i t a t e  o v e r  4 4 4 K o f  s t o r e ,  beyond  any s i n g l e  
com pu ter  commonly a v a i l a b l e .  T h e r e fo r e  some l i m i t a t i o n  
has t o  be im posed  and s o  we s h a l l  go t o  the  o t h e r  e x tre m e  
and o n ly  c o n s i d e r  h in d s  up t o  th e  age o f  8 w h ich  w i l l  b e  
s p l i t  i n t o  4 2 - y e a r  age  c l a s s e s ,  a f a i r l y  d r a s t i c
s i m p l i f i c a t i o n  b u t  a d eq u ate  f o r  i l l u s t r a t i n g  th e  m eth od s .  
S in c e  th e  num bers in  th e  f i r s t  age group  a re  g iv e n  by t h o s e  
in  th e  o t h e r  3 we o n ly  have t o  d e a l  w ith  a 6 th  o r d e r  system  
when th e  i n t e g r a l  c o n t r o l  i s  taken  a c co u n t  o f .
For t h i s  system  ( 4 . 4 . 2 4 . )  becomes
*1 - 0.114 -0 .0 91 0.173 *1 - U1
W2 0.25 -0 .011 -0 .2 5 W2 uo
> 3 0 0 .5 -0 .5 5 3 *3. U3
where th e  f a c t  t h a t  fawns o n ly  have a p r o b a b i l i t y  o f  
0,907x0.037 = 0.895 o f  s u r v i v i n g  the f i r s t  two y e a r s  o f  
t h e i r  l i v e s  has been a l l o w e d  f o r  by r e d u c in g  the f e c u n d i t y  
r a t e s  by t h i s  f a c t o r .  In th e  c o s t  f u n c t i o n  ( 4 . 4 . 2 9 . )  
w i l l  b e  c h o s e n  as 0 .1  as t h i s  o n ly  has t o  b e  n o n - z e r o ;  
r  w i l l  b e  taken t o  be  10 w h ich  g i v e s  h fg k ~ w e ig h t in g  t o  
th e  c o s t  o f  c o n t r o l  and t a c i t l y  assumes t h a t  th e  d e v i a t i o n  
o f  the  p o p u l a t i o n  from th e  d e s i r e d  i s  n o t  c r i t i c a l  and i t  
i s  o n ly  a g e n e r a l  aim t o  keep  i t  low . S t a r t i n g  from  a 
fe e d b a c k  g a in  m a tr ix  o f
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■0.01 0 0 - 0 . 5 0 0
0 - 0.01 o 0 - 0.5 0
o 0 - 0.01 0 0 - 0.5
th e  m ethods o f  C h a p te r  1 l e d  t o  t h e  o p t im a l  m a t r ix
- 0 .0 9 6  - 0 . 0 2 7  0 .0 0 2 3  - 0 . 7 0  - 0 .0 9 5  - 0 . 0 8 1
0 .0 2 2  - 0 . 0 8 3  - 0 . 0 5 1  - 0 . 0 9 5  - 0 . 4 8  0 .0 0 3 1
- 0 .0 1 6  0 .0 4 8  - 0 .0 8 6  - 0 . 0 8 1  0 .0 0 3 1  - 0 . 2 2
o n l y  7 i t e r a t i o n s  w e re  n e c e s s a r y  t o  g e t  2% c o n v e r g e n c e  i n  
e v e r y  e le m e n t .  On i n s p e c t i o n  i t  can be  seen  t h a t  i f  t h i s  
m a t r ix  i s  p a r t i t i o n e d  i n t o  two 3 x 3  m a t r i c e s ,  thus  
s e p a r a t i n g  th e  i n t e g r a l  and p r o p o r t i o n a l  c o n t r o l s ,  th e  
d ia g o n a l  term s d o m in a te .  T h is  means t h a t  t h e  c u l l i n g  r a t e  
o f  any p a r t i c u l a r  a g e  group  p r e d o m in a n t ly  depends  on th e  
e r r o r ,  and i t s  i n t e g r a l ,  in  t h a t  c l a s s .
The sy s tem  was th en  s im u la t e d  f o r  c e r t a i n  a ssu m p t io n s  
a b o u t  the  d e s i r e d  p o p u l a t i o n  and i t s  i n i t i a l  s t a t e .  I t  
i s  u n r e a l i s t i c  f o r  c u l l i n g  r a t e s  t o  be n e g a t i v e  which  
i m p l i e s  r e l e a s i n g  a n im a ls  o f  c e r t a i n  a g e s  i n t o  th e  
p o p u l a t i o n ;  a p a r t  from  n e c e s s i t a t i n g  th e  m a in ten a n ce  o f  
a s t o c k  o f  a n im a ls  o f  s u i t a b l e  a g e s  i t  w ou ld  be u n l i k e l y  
t o  be  a sound e c o l o g i c a l  management p o l i c y  as  th e  i n t r o d u c e d  
members w ou ld  p r o b a b l y  n o t  be  a c c e p t e d  by th e  w i ld  
p o p u l a t i o n .  T h e r e f o r e  the  n a t u r a l  d eath  r a t e  s e t s  an 
u pp er  l i m i t  on p o s s i b l e  e q u i l i b r i u m  age p r o f i l e s  o f  th e  
p o p u l a t i o n ,  the  number in  any a g e  c l a s s  d e te r m in e s  th e  
maximum number in  a l l  c l a s s e s  o f  g r e a t e r  a g e .  T h is  
c o n d i t i o n  may be  w r i t t e n  s y m b o l i c a l l y  f o r  th e  c o n t in u o u s
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t h a t  in  f a c t  th e  o p t im a l  c o n t r o l  n e v e r  c a l l s  f o r  a 
n e g a t i v e  c u l l v i t h  t h i s  p a r t i c u l a r  s e t  o f  i n i t i a l  
c o n d i t i o n s .  N or, f o r  t h a t  m a t t e r ,  d o e s  th e  s im u la t i o n  
ru n  i n t o  th e  p h y s i c a l l y  m e a n in g le s s  s i t u a t i o n  o f  a 
n e g a t i v e  p o p u l a t i o n ,  th o u g h  t h i s  i s  q u i t e  f e a s i b l e  when 
t h e  c u l l i n g  r a t e  in  any o n e  age g ro u p  d epen d s  on th e  
e r r o r s  and t h e i r  i n t e g r a l s  in  a l l  c l a s s e s .  I f  e i t h e r  o f  
t h e s e  u n r e a l i s t i c  s i t u a t i o n s  d i d  a r i s e  i n  p r a c t i c e  i t  
w o u ld  be n e c e s s a r y  t o  abandon  t h e  t h e o r e t i c a l  l i n e a r  
o p t i m a l  c o n t r o l  and im p o s e  h ard  l i m i t s  on some o f  th e  
v a r i a b l e s .  For e x a m p le ,  i f  a n e g a t i v e  c u l l  r a t e  was 
i n d i c a t e d  f o r  an age g r o u p ,  c r o p p i n g  o f  t h a t  age  g rou p  
w o u ld  have  t o  be  s t o p p e d ;  s i n c e  t h e  p o p u l a t i o n  te n d s  
n a t u r a l l y  t o  g row , c u l l i n g  w ou ld  n o t  b e  n e c e s s a r y  
o t h e r w i s e ,  under su ch  c o n d i t i o n s  one w ou ld  s t i l l  have 
n e g a t i v e  f e e d b a c k ,  th ou g h  n o t  a c t i n g  as  s t r o n g l y  as in  
t h e  t h e o r e t i c a l l y  o p t im a l  c a s e .  I f  t h e  o p t im a l  c o n t r o l  
t r i e d  t o  rem ove an im als  f r o m  an age  c l a s s  t h a t  was a lr e a d y  
z e r o  a ga in  c u l l i n g  w o u ld  have  t o  be  s t o p p e d ,  b u t  as lo n g  
a s  t h e  d e s i r e d  number o f  members vas p o s i t i v e  th e  
age in g  p r o c e s s  w ou ld  f i l l  th e  em pty g ro u p  and thus  re d u ce  
t h e  e r r o r ,  a n e g a t iv e  f e e d b a c k  e f f e c t  though a g a in  
n o t  o p t im a l  q u a n t i t a t i v e l y .  I f  t h e s e  boun ds  were p u t  
i n t o  th e  f o r m u la t i o n  o f  t h e  o p t im a l  c o n t r o l  p ro b le m  i t  
w o u ld  no  l o n g e r  be  l i n e a r  and t h e  p r e c e d i n g  m ethods 
i n v a l i d ;  t h e  a l t e r n a t i v e  w ou ld  be t o  u se  P o n t r y a g i n ' s  
maximum p r i n c i p l e  f o l  t h e  d i s c r e t i s e d  sy s te m  and, as 
p o i n t e d  o u t  in  e a r l i e r  c h a p t e r s ,  t h i s  i s  v e r y  u n a t t r a c t i v e  
c o m p u t a t i o n a l l y .  H ow ev er ,  none  o f  t h e s e  p ro b le m s  a r i s e s
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in  o u r  s im u la te d  exam ple and th e  r e s u l t s  a re  v e r y  
s a t i s f a c t o r y ,  t h e r e  i s  n o  z e r o  s te a d y  s t a t e  e r r o r  and 
th e  i n i t i a l  r e s p o n s e  i s  v e r y  q u i c k  though  p erh ap s  t h e r e  
i s  more o v e r s h o o t  than one w ou ld  i n t u i t i v e l y  l i k e  t o  s e e .
In c o n c l u s i o n  i t  can be  s a i d  t h a t  w i t h in  r a t h e r  
l i m i t e d  term s o f  r e f e r e n c e  t h e  methods o f  t h i s  c h a p t e r  
have s u c c e s s f u l l y  been  u sed  t o  d e s ig n  a PID c o n t r o l l e r  
f o r  a p r a c t i c a l  d i s t r i b u t e d  p aram eter  s y s te m . I n e v i t a b l y  
s t o r a g e  and com pu tin g  t im e  l i m i t s  show t h e m s e lv e s ,  an 
i n f i n i t e  d im e n s io n a l  sys tem  r e q u i r e s  an i n f i n i t e  amount 
o f  b o t h  on a d i g i t a l  co m p u te r .  I f  th e  m ethods  o f  C hapter 
1 a re  t o  be  u sed  on a t y p i c a l  com puter w i th  100K o f  
c e n t r a l  memory we ca n n o t  s o l v e  th e  r e s u l t i n g  L iap u n ov  
m a tr ix  e q u a t i o n  f o r  a sy s te m  o f  g r e a t e r  than 24 th  o r d e r .  
T h e r e fo r e  we a re  r e s t r i c t e d  t o  12th  o r d e r  sys tem s  when 
t r y i n g  t o  c o n t r o l  th e  s t a t e  o f  t h e  sy s te m  w ith  a PID 
c o n t r o l l e r .  I f  o n ly  N o u t p u t s  a re  b e in g  c o n t r o l l e d  then 
the  i n t e g r a l  c o n t r o l  c o u l d  be  foun d  f o r  a sys tem  o f  
o r d e r  ( 2 4 - N ) .  I t  i s  p o s s i b l e ,  th o u g h ,  t h a t  w i t h  s k i l f u l  
use o f  mass s t o r a g e  d e v i c e s ,  m a g n e t ic  d i s c  and t a p e ,  t h a t  
th e s e  l i m i t s  c o u l d  be e x t e n d e d .  There m igh t  w e l l  be 
s y s te m s ,  f o r  in s t a n c e  in  c h e m ic a l  p r o c e s s i n g ,  where v e ry  
p r e c i s e  c o n t r o l  i s  n e c e s s a r y ,  then  c a r e f u l  c o n s i d e r a t i o n  
must be g iv e n  t o  th e  d i s c r e t i s a t i o n  scheme in  o r d e r  t o  
o b t a in  th e  g r e a t e s t  a c c u r a c y  w ith  th e  l e a s t  number o f  
s t a t e  v a r i a b l e s .  However, c o n s i d e r i n g  th e  p rob lem s  in  
c h o o s in g  th e  p aram eters  o f  th e  c o s t  f u n c t i o n ,  i t  i s
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in  o u r  s im u la t e d  exam ple and th e  r e s u l t s  are  v e r y  
s a t i s f a c t o r y ,  t h e r e  i s  no  z e r o  s t e a d y  s t a t e  e r r o r  and 
t h e  i n i t i a l  r e s p o n s e  i s  v e r y  q u i c k  though  p erh ap s  t h e r e  
i s  m ore o v e r s h o o t  than one w ou ld  i n t u i t i v e l y  l i k e  t o  s e e .
In c o n c l u s i o n  i t  can be s a i d  t h a t  w i t h in  r a t h e r  
l i m i t e d  term s o f  r e f e r e n c e  th e  m ethods o f  t h i s  c h a p t e r  
hav e  s u c c e s s f u l l y  b een  u sed  t o  d e s i g n  a PID c o n t r o l l e r  
f o r  a p r a c t i c a l  d i s t r i b u t e d  p aram eter  sy s te m . I n e v i t a b l y  
s t o r a g e  and com pu tin g  t im e  l i m i t s  show t h e m s e lv e s ,  an 
i n f i n i t e  d im e n s io n a l  sy s tem  r e q u i r e s  an i n f i n i t e  amount 
o f  b o t h  on a d i g i t a l  co m p u te r .  I f  t h e  m ethods o f  C hapter  
1 a r e  t o  b e  used  on a t y p i c a l  com pu ter  w i th  100K o f  
c e n t r a l  memory we c a n n o t  s o l v e  th e  r e s u l t i n g  L iap u n ov  
m a t r i x  e q u a t i o n  f o r  a sy s tem  o f  g r e a t e r  than 2 4 th  o r d e r .  
T h e r e f o r e  we a re  r e s t r i c t e d  t o  12th  o r d e r  sy s te m s  when 
t r y i n g  t o  c o n t r o l  th e  s t a t e  o f  t h e  sy s te m  w ith  a PID 
c o n t r o l l e r .  I f  o n ly  N o u t p u t s  a re  b e in g  c o n t r o l l e d  then 
t h e  i n t e g r a l  c o n t r o l  c o u l d  be fou n d  f o r  a sy s tem  o f  
o r d e r  ( 2 4 - N ) . I t  i s  p o s s i b l e ,  th o u g h ,  t h a t  w i t h  s k i l f u l  
u s e  o f  mass s t o r a g e  d e v i c e s ,  m a g n e t i c  d i s c  and t a p e ,  t h a t  
t h e s e  l i m i t s  c o u l d  b e  e x t e n d e d .  There  m ight w e l l  be 
s y s t e m s ,  f o r  in s t a n c e  in  c h e m ic a l  p r o c e s s i n g ,  where v e r y  
p r e c i s e  c o n t r o l  i s  n e c e s s a r y ,  then  c a r e f u l  c o n s i d e r a t i o n  
m ust be g iv e n  t o  th e  d i s c r e t i s a t i o n  scheme in  o r d e r  t o  
o b t a i n  th e  g r e a t e s t  a c c u r a c y  w ith  t h e  l e a s t  number o f  
s t a t e  v a r i a b l e s .  EEowever, c o n s i d e r i n g  th e  p ro b le m s  in  
c h o o s i n g  th e  p a ra m e te rs  o f  th e  c o s t  f u n c t i o n ,  i t  i s
q u e s t i o n a b l e  w h e th e r  i t  i s  w o r t h w h i le  e x p e n d in g  a 
c o n s i d e r a b l e  amount o f  e f f o r t  on o b t a i n i n g  e x t r e m e ly  
a c c u r a t e  r e s u l t s .  A l l  in  a l l ,  th o u g h ,  from  th e  work 
c a r r i e d  o u t  h e r e  i t  seems t h a t  d e s i g n  o f  o p t im a l  PID 
c o n t r o l l e r s  f o r  d i s t r i b u t e d  p a ra m e te r  s y s te m s ,  a l b e i t  
w i t h  l i m i t e d  a c c u r a c y ,  i s  q u i t e  f e a s i b l e .
CHAPTER 5
AN ASSESSMENT OF THE METHODS: AN EXAMPLE 
S e c t i o n  1. I n t r o d u c t i o n .
T h is  t h e s i s  so  f a r  has been p re d o m in a n t ly  c o n c e r n e d  w ith  
th e  t h e o r y  o f  o p t im a l  c o n t r o l ,  f o r  b o t h  f u l l y  and p a r t i a l l y  
o b s e r v e d  sy s te m s .  However, i t  must be remembered t h a t  th e  
u l t im a t e  aim i s  t o  b u i l d  b e t t e r  c o n t r o l l e r s  f o r  p h y s i c a l  
s y s te m s .  I t  i s  p o s s i b l e  t o  d i s c u s s  in  an a b s t r a c t  manner the  
l i m i t a t i o n s  o f  th e  t h e o r y ,  f o r  exam ple  th e  p rob lem s  in  c h o o s in g  
th e  p a ra m e te rs  o f  th e  c o s t  f u n c t i o n ,  b u t  th e  m ost i n s t r u c t i v e  
p r o c e d u r e  i s  t o  work th rou g h  a c o n t r o l  d e s ig n  p rob lem  u s in g  th e  
m ethods m en tion ed  in  th e  e a r l i e r  c h a p t e r s .  In  o r d e r  t o  do t h i s  
i t  has  n o t  been n e c e s s a r y  t o  e x p e r im e n t  on an a c t u a l  p i e c e  o f  
e q u ip m e n t ,  o n ly  t o  p rod u ce  a s p e c i f i c a t i o n  w i t h  r e a l i s t i c  
v a l u e s ;  th e  i d e a l i s a t i o n s  in  th e  m a th e m a t ica l  m odel o f  the  
system  a re  o n ly  t o o  e a s y  t o  i d e n t i f y ,  we are  more c o n c e r n e d  w ith  
th e  a p p r o p r ia t e n e s s  o f  th e  d e s ig n  m ethods when p a ra m e te rs  do n o t  
have c o n v e n i e n t  v a lu e s .
S e c t i o n  2 .  The System.
The exam ple c o n s id e r e d  i s  s i m i l a r  t o  one g iv e n  b y  D' Azzo  
and H oupis  (1966)  and i s  shorn  in  F ig .  5 . 1 .
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source»
H- Q2
F i g .  5 . 1 .
The system  i s  d e s ig n e d  t o  g i v e  a c o n s t a n t  f l o w  o f  w a te r  from  
th e  lo w e r  o u t l e t  o f  t h e  tank and t o  rem ov e ,  as f a r  as p o s s i b l e ,  
f l u c t u a t i o n s  in  th e  f l o w  from  th e  s o u r c e ;  i t  must a l s o  r e s p o n d  
q u i c k l y  t o  ch an ges  in  th e  d e s i r e d  f l o w  0o . We s h a l l  assume 
t h a t  the  system  i s  g o v e r n e d  by th e  f o l l o w i n g  l i n e a r i s e d  
e q u a t i o n s .
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M otor t o r q u e ,
0 - ci } (5.2 .1.)
Moment o f  i n e r t i a  o f  m o to r ,  s h a f t ,  g e a r s  and v a l v e ,  m easured 
a t  th e  m o to r  = J ;  damping c o n s t a n t  o f  t h i s  p a r t  o f  th e  
assem b ly  = B. T h e r e fo r e
J V + B V - G - ci (5.2 .2 .)
where t  i s  the  a n g le  tu rn e d  th rou g h  by  th e  m o to r .  Gear r a t i o  
= r s o ,  i f  a n g le  tu rn ed  th rou g h  by v a lv e  = 0
• - r j  . (5.2 .3.)
I n f l o w ,
Qj - a« (5.2 .4.)
O u t f l o w ,
Q2 » bh (5.2 .5.)
C ro s s  s e c t i o n a l  a rea  o f  tank = A , hence
h - I (Qx - Q2) • (5 .2 .6 .)
A
I f  e q u i l i b r i u m  v a lu e s  a re  d e n o te d  by  b a r s  we have
Ql m\  , (5.2 .7.)
so, from (5.2.4.) and (5.2.5.) 
a0 » bh
and from  ( 5 . 2 . 3 . )
0 -  r7  ,
t h e r e f o r e  -
U » a.rJ /  b ( 5 . 2 . 8 . )
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T h is  p r o c e d u re  i s  v e r y  s t r a i g h t f o r w a r d ,  b u t  i f  d e a l i n g  
w i t h  a r e a l  system  th e  a p p r o x im a t io n s  must be k e p t  w e l l  in  
m in d .  The m a jor  s o u r c e s  o f  e r r o r  h ere  are  the  l i n e a r  
r e l a t i o n s h i p s  assumed t o  h o ld  betw een  o u t f l o w  and depth  and 
a l s o  betw een i n f l o w  and v a l v e  o p e n in g .  The fo rm e r  i s  o n ly  
t r u e  i f  th e  f l o w  in  th e  o u t l e t  p ip e  i s  lam in ar ,  w h ich  c o u ld  be  
p o s s i b l e  b u t  we s h o u ld  then  b e  l i m i t e d  t o  r e l a t i v e l y  low  r a t e s  
o f  f l o w .  The l a t t e r  i s  u n l i k e l y  t o  b e  t r u e  w ith  m ost common 
t y p e s  o f  v a lv e  b u t  i t  must b e  remembered th a t  we are  o f t e n  
c o n c e r n e d  w ith  r e l a t i v e l y  s m a l l  f l u c t u a t i o n s  a b o u t  the mean, 
s o  th e s e  n o n - l i n e a r i t i e s  w i l l  then  h av e  c o m p a r a t iv e ly  sm all  
e f f e c t .  The m a th e m a t ica l  m od e l  o f  th e  system c o u l d  be made 
m ore com plex  by a l l o w in g  f o r  th e  in d u c t a n c e  o f  th e  f i e l d  c o i l ,  
b u t  i f  i t  i s  assumed t h a t  t h e  t im e  c o n s t a n t  o f  t h i s  c o i l ,  
in d u c t a n c e  d i v i d e d  by r e s i s t a n c e ,  i s  s m a l l  com pared w ith  the  
t im e  c o n s t a n t s  o f  th e  r e s t  o f  th e  sys tem  then t h i s  o m is s io n  
i s  j u s t i f i e d .  Damping i s  r a r e l y  l i n e a r  and i n  t h i s  c a s e  w i l l  
p r o b a b ly  be  a c o m b in a t io n  o f  Coulomb f r i c t i o n ,  v i s c o u s  e f f e c t s  
and eddy c u r r e n t s .  H ow ever, th e  q u a l i t a t i v e  e f f e c t  o f  damping 
o s c i l l a t i o n s  i s  th e  same and in  t h i s  s o r t  o f  p ro b le m  i t  i s  
m a in ly  th e  form o f  th e  r e s p o n s e ,  r a t h e r  than t h e  s t r i c t  
n u m e r ic a l  r e s u l t s ,  t h a t  we a re  i n t e r e s t e d  in .  O b v io u s ly  a 
c l o s e r  e x a m in a t io n  w ould  r e v e a l  f u r t h e r  d e f e c t s  in  the 
m a th e m a t ica l  r e p r e s e n t a t i o n ,  b u t  th e  main f a c t o r s  t o  be aware 
o f  have a lr e a d y  been d i s c u s s e d .
We s h o u ld  l i k e  t o  s e t  up a r e a l i s t i c  exam ple w i th o u t  
i n v o l v i n g  o u r s e l v e s  in  t e c h n i c a l  p ro b le m s  o f  v a l v e  and m otor  
s p e c i f i c a t i o n s ;  t h i s  can be  a c h ie v e d  by c h o o s in g  some a b s o lu t e
I t  w i l l  be  assumed t h a t  th e  tank has a c r o s s  s e c t i o n a l  
a re a  o f  2m1" and when th e  v a lv e  i s  h a l f  open an e q u i l i b r i u m  
f l o w  r a t e  o f  0.1 m3 s'* . I f  th e  c o r r e s p o n d in g  e q u i l i b r i u m  
d e p th  o f  w a te r  i s  lm and t h e  t im e  th e  tank would  then ta k e  
t o  empty a t  t h i s  f l o w  r a t e  e q u a ls  20s then
h -  1 m
a -  0.03183 m3 s * rad 
b -  0 .1 mv s~' .
The m otor  w i l l  be  assumed t o  g i v e  an o u t p u t  power o f  30 W 
a t  5000 r . p . m .  when th e  c o n t r o l  c u r r e n t  i s  a t  i t s  maximum 
v a lu e  o f  3A . I f ,  in  th e  a b s e n ce  o f  dam ping, i t  ta k e s  2 c 
t o  re a ch  t h i s  sp eed  a t  f u l l  pow er and a l s o  a t  t h i s  s p e e d  ta k e s  
3s t o  tu rn  th e  v a lv e  from  f u l l y  c l o s e d  t o  f u l l y  open (1 
r e v o l u t i o n )  then
c -  0.019 V m A-1 
J  -  0.000328 kg taL 
r  ■ 0.003 
4  "  623.6 rad.
The damping c o n s t a n t  B can be  d e te rm in e d  by  assum ing t h a t  i f  
th e  c o n t r o l  c u r r e n t  i s  s w i t c h e d  o f f  th e  m o t o r ' s  a n g u la r  
v e l o c i t y  h a lv e s  e v e r y  2 s , then 
B -  1.133*10~4 Nms
p h y s i c a l  v a r i a b l e s ,  t o  s e t  th e  s c a l e  o f  th e  sys tem , and
d e t e r m in in g  a l l  o t h e r  p a ra m e te rs  in  term s o f  t im e c o n s ta n t s .
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I t  w i l l  be assumed t h a t  t h e  tank has  a c r o s s  s e c t i o n a l  
a r e a  o f  2m t ' and when th e  v a lv e  i s  h a l f  open  an e q u i l i b r i u m  
f l o w  r a t e  o f  0.1 m J s'* . I f  th e  c o r r e s p o n d i n g  e q u i l i b r i u m  
d e p t h  o f  w a te r  i s  lm  and th e  t im e  th e  tan k  w o u ld  then take  
t o  empty a t  t h i s  f l o w  r a t e  e q u a ls  20s then
h = 1 m
a = 0.03183 m3 8 * rad * 
b -  0.1 m*" s~' .
The m o to r  w i l l  b e  assumed t o  g i v e  an o u t p u t  power o f  30 W 
a t  5000 r . p . m .  when th e  c o n t r o l  c u r r e n t  i s  a t  i t s  maximum 
v a lu e  o f  3A . I f ,  in  th e  a b s e n ce  o f  dam ping , i t  ta k e s  2 c 
t o  r e a c h  t h i s  s p e e d  a t  f u l l  pow er  and a l s o  a t  t h i s  sp e e d  ta k e s  
3s t o  tu rn  th e  v a l v e  from  f u l l y  c l o s e d  t o  f u l l y  open (1 
r e v o l u t i o n )  then
c -  0.019 ^ m A- '
J  -  0.000328 kg mX 
r -  0.003 
4  » 523.6 rad.
The damping c o n s t a n t  B can b e  d e te rm in e d  b y  assuming th a t  i f  
th e  c o n t r o l  c u r r e n t  i s  s w i t c h e d  o f f  th e  m o t o r ' s  a n g u la r  
v e l o c i t y  h a lv e s  e v e r y  2 s , then  
B -  1.133*10- 4  Nms
p h y s i c a l  v a r i a b l e s ,  t o  s e t  th e  s c a l e  o f  th e  s y s t e m ,  and
d e t e r m in in g  a l l  o t h e r  p a ra m e te rs  in  term s o f  t im e  c o n s ta n t s .
PM
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I t  w i l l  be assumed t h a t  the  tank has a c r o s s  s e c t i o n a l  
a re a  o f  an1- and when the  v a lv e  i s  h a l f  open  an e q u i l i b r i u m  
f l o w  r a t e  o f  0.1 mJ s'* . I f  th e  c o r r e s p o n d in g  e q u i l i b r i u m  
d e p th  o f  w ater  i s  lm and th e  tim e th e  tan k  w ou ld  then  ta k e  
t o  empty a t  t h i s  f l o w  r a t e  e q u a ls  20s then
h ** 1 m
a = 0.03183 m3 s * rad *
b- 0.1 .
The m o to r  w i l l  b e  assumed t o  g iv e  an o u t p u t  power o f  30 W 
a t  5000  r .p .m .  when the  c o n t r o l  c u r r e n t  i s  a t  i t s  maximum 
v a lu e  o f  3A . I f ,  in  th e  absen ce  o f  dam ping , i t  t a k e s  2 c 
t o  r e a c h  t h i s  s p e e d  a t  f u l l  power and a l s o  a t  t h i s  sp e e d  ta k e s  
38 t o  tu rn  th e  v a l v e  from f u l l y  c l o s e d  t o  f u l l y  open  (1 
r e v o l u t i o n )  then
c -  0 .019 V m X *
J  -  0.000328 kg mX
r -  0.008
If m 523.6  rad.
The damping c o n s t a n t  B can be d e te rm in e d  by  assum ing t h a t  i f  
th e  c o n t r o l  c u r r e n t  i s  s w it c h e d  o f f  th e  m o t o r ' s  a n g u la r  
v e l o c i t y  h a lv e s  e v e r y  2 s , then 
B -  1.133*10-4  Nma
p h y s i c a l  v a r i a b l e s ,  t o  s e t  th e  s c a l e  o f  t h e  sy s tem , and
d e t e r m in in g  a l l  o t h e r  p a ram ete rs  in  term s o f  t im e  c o n s ta n t s .
-  120 -
(5 .2 .1 1 .)
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S e c t i o n  3. The O ptim al C o n t r o l .
I f  o p t im a l  c o n t r o l  t h e o r y  i s  t o  b e  a p p l i e d  t o  t h i s  
p rob lem  i t  i s  n e c e s s a r y  t o  s p e c i f y  a c o s t  f u n c t i o n .  We s h a l l  
l i m i t  o u r s e l v e s  t o  th e  s t a n d a r d  q u a d r a t i c  fo rm ; i t  w i l l  
appear l a t e r  t h e r e  i s  en ou gh  d i f f i c u l t y  in  c h o o s i n g  s u i t a b l e  
p aram eters  f o r  t h i s ,  s o  any f u r t h e r  a l t e r n a t i v e s  w ou ld  make 
th e  amount o f  c o m p u ta t io n  u n m an ageable .  One o t h e r  l i m i t a t i o n  
t h a t  w i l l  be  made i s  t o  ta k e  th e  p e r i o d  o f  i n t e g r a t i o n  t o  be 
i n f i n i t e ,  a j u s t i f i a b l e  a ssu m p tio n  as we are  i n t e r e s t e d  in  
d r i v in g  th e  s t a t e  v a r i a b l e s  r i g h t  b ack  t o  z e r o .  A l s o ,  f o r  
p r a c t i c a l  r e a s o n s  s t a t e d  i n  C h a p ter  2 ,  we s h o u ld  l i k e  the  
fe e d b a ck  g a in s  t o  be t im e  i n v a r i a n t  and c h o o s i n g  t h i s  form 
f o r  th e  c o s t  f u n c t i o n  e n s u r e s  t h a t  su ch  a c r i t e r i o n  i s  met.
The main c o n c e r n  w i t h  t h i s  system  is. t o  k e e p  th e  o u t f l o w  
r a t e  as c l o s e  t o  i t s  d e s i r e d  e q u i l i b r i u m  v a lu e  as p o s s i b l e .  
S in c e  t h i s  f l o w  r a t e  i s  p r o p o r t i o n a l  t o  U one can  i n f e r  t h a t  
Xj must be  k e p t  c l o s e  t o  z e r o .  T h is  c o n d i t i o n  ca n n o t  be 
taken in  i s o l a t i o n ,  i t  i s  e s s e n t i a l  t o  remember th e  c o n s t r a i n t s  
o f  th e  p h y s i c a l  sy s tem . Though an e l e c t r i c  m o to r  may have a 
l i n e a r  t o r q u e - c u r r e n t  r e l a t i o n s h i p  o v e r  p a r t  o f  i t s  ran ge  i t  
w i l l  d e f i n i t e l y  e x p e r i e n c e  s a t u r a t i o n  i f  the  c u r r e n t  i s  t o o  
heavy . The a m p l i f i e r  s u p p ly in g  the  m o to r  w i l l  a l s o  be s u b j e c t
T h e r e fo r e  th e  s t a t e  e q u a t i o n s  a re
-S' » *» ■*
X1 -0 .05 0.549X10 0 X1 0
d
TTU X 2
“ 0 0 1 X2 + 0
.X *i
0 0 -0 . 347 . X3 58 .18
llPJpi
t o  s a t u r a t i o n  e f f e c t s j s o  th e  c o s t  f u n c t i o n  must p e n a l i s e  
h ig h  v a lu e s  o f  c o n t r o l  c u r r e n t .  When u s in g  a q u a d r a t i c  c o s t  
f u n c t i o n  i t  i s  n o t  p o s s i b l e  t o  put a hard  l i m i t  on t h e  s i z e  
o f  th e  c o n t r o l  v a r i a b l e s  (one would  have t o  use P o n t r y a g i n ' s  
maximum p r i n c i p l e ) , b u t  th e  g r e a t e r  t h e  w e ig h t in g  g i v e n  t o  
t h i s  p a r t  o f  th e  c o s t  th e  lo w e r  th e  a b s o lu t e  v a lu e s  o f  the  
c o n t r o l  v a r i a b l e s  t h a t  r e s u l t  when th e  c o n t r o l  sy s tem  i s  
o p e r a t i n g .  Hence f o r  th e  example under c o n s i d e r a t i o n  we c h o o s e
where R i s  a p o s i t i v e  s c a l a r  c o n s t a n t  open t o  c h o i c e .
We now come t o  one o f  th e  g r e a t e s t  s tu m blin g  b l o c k s  in  
th e  a p p l i c a t i o n  o f  c o n t r o l  t h e o r y ,  a p rob lem  t h a t  I  f e e l  has 
n e v e r  been  s a t i s f a c t o r i l y  r e s o l v e d ,  t h a t  i s  c h o o s i n g  the  
p a r a m e te r s  o f  the  c o s t  f u n c t i o n .  A lth ou gh  the c o s t  f u n c t i o n  
i s  v e r y  c o n v e n ie n t  m a t h e m a t ic a l ly  and p e n a l i s e s  what one f e e l s  
i n t u i t i v e l y  s h o u ld  b e  p e n a l i s e d ,  i t  i s  v e r y  hard t o  q u a n t i f y .
In an exam ple  o f  t h i s  s i m p l i c i t y  i t  i s  common t o  th in k  in  
term s o f  th e  c r i t e r i a  o f  c l a s s i c a l  c o n t r o l  t h e o r y ,  f o r  exam ple  
damping f a c t o r ,  g a in  and phase  m a rg in s .  I t  i s  d i f f i c u l t  t o  
sa y  t o  what e x t e n t  th e  f o r m u la t io n  we are  u s in g  h e r e  i s  l a c k i n g  
o r  w h eth er  i t  i s  s im p ly  a m a tte r  o f  i n e x p e r ie n c e  i n  u s in g  
o p t im a l  c o n t r o l  t h e o r y  f o r  p r a c t i c a l  d e s ig n .  I  t h in k  one must 
be  p r e p a r e d  t o  use  an i t e r a t i v e  p r o c e d u r e :  f i r s t  u se  i n t u i t i o n  
and e x p e r i e n c e  t o  s p e c i f y  th e  c o s t  f u n c t i o n ,  c a l c u l a t e  th e  
o p t im a l  c o n t r o l ,  l o o k  a t  some t y p i c a l  r e s p o n s e s  and then be  
p r e p a r e d  t o  m o d i fy  th e  o r i g i n a l  c o s t  f u n c t i o n .  O b v io u s ly  
i n c r e a s e d  e x p e r i e n c e  w i l l  red u ce  th e  number o f  s t e p s  n e c e s s a r y .
R u1 dt ( 5 .3 .1 . )
o
I t  i s  a l l  v e r y  w e l l  t o  s a y  t h i s  i s  u n s a t i s f a c t o r y  and 
c o u l d  be a v o id e d  by p l o t t i n g  a N y q u is t  c h a r t ,  b u t  what o f  
th e  p rob lem  o f  h ig h  o r d e r  s y s te m  where th e r e  may be d o z e n s  
o f  in d e p e n d e n t ly  v a r i a b l e  f e e d b a c k  g a in s ?
O ptim al c o n t r o l  comes i n t o  i t s  own h e re  as th e  number 
o f  d e g r e e s  o f  freedom  can be g r e a t l y  re d u ce d .  For e x a m p le ,  
l o o k  a t  th e  o p t im a l  c u l l i n g  p o l i c y  exam ple a t  th e  end o f  
C h apter  4 ;  t h e r e  are  t e c h n i c a l l y  an i n f i n i t e  number o f  
f e e d b a c k  g a in s  and even in  t h e  d i s c r e t i s a t i o n  used  t h e r e  are 
18 w hich  must p r e s e n t  a f o r m i d a b l e  ta sk  t o  the " c l a s s i c a l "  
d e s i g n e r .
R e tu rn in g  t o  th e  exam ple  in  hand one way o f  h e l p i n g  
th e  i n t u i t i v e  p r o c e s s  f o r  c h o o s i n g  R i s  t o  use  d im e n s io n l e s s  
v a r i a b l e s .  The e le m e n ts  o f  x  and u can b e  e x p r e s s e d  as 
f r a c t i o n s  o f  t h e i r  l i k e l y  maximum v a lu e s  w hich  can b e  o f  
g r e a t  h e lp  in  d e c i d i n g  th e  r e l a t i v e  w e ig h t in g .  T h is  i s  
e q u i v a l e n t  t o  d e f i n i n g  a new c o s t  f u n c t i o n
where ^ i s  a d im e n s io n le s s  w e i g h t i n g  f a c t o r .  S in c e  we are 
t r y i n g  t o  m in im ise  J the  c o n s t a n t  f a c t o r  l / ( x  ^  j1, may
taken  o u t s id e  the  i n t e g r a l  s i g n  and then com paring  t h e  
r e s u l t i n g  e x p r e s s i o n  w ith  ( 5 . 3 . 1 . )  we g e t
-  123 -
In t h e  exam ple  i s  th e  maximum l i k e l y  d e v i a t i o n  o f  th e
d epth  from  th e  e q u i l i b r i u m  w h i c h ,  i f  t h i s  l e v e l  c o r r e s p o n d s  
t o  t h e  v a lv e  b e in g  h a l f  o p e n ,  e q u a ls  lm. has b een
s p e c i f i e d  as 3A, thus
R -  f /9  -
We s t i l l  have  no r e a l l y  s a t i s f a c t o r y  way o f  c h o o s i n g  ^ 
o r  R a p r i o r i  b u t  in  t h i s  r e l a t i v e l y  s im p le  exam ple  i t  i s  
p o s s i b l e  t o  e x p e r im e n t  w ith  d i f f e r e n t  v a lu e s .  The o p t im a l  
c o n t r o l  i s  q u i t e  s im p ly  c a l c u l a t e d  u s in g  the  i t e r a t i v e  method 
o f  C h a p te r  1 and i t  i s  then  s t r a i g h t f o r w a r d  t o  l o o k  a t  th e  
r e s p o n s e  o f  th e  sys tem  f o r  an y  g iv e n  i n i t i a l  s t a t e .  In 
g e n e r a l ,  th e  lo w e r  the  v a lu e  o f  R t h e  g r e a t e r  th e  c o n t r o l  
c u r r e n t  f e d  t o  th e  m o to r ,  on th e  o t h e r  hand, th o u g h ,  t h e  w ater  
l e v e l  i s  c o n t r o l l e d  in  a s h o r t e r  t im e .  We w ish  t o  a v o id  the  
m o to r  o r  a m p l i f i e r  b e in g  o v e r l o a d e d  o r  th e  v a lv e  h i t t i n g  i t s  
s t o p s  b u t  th e  system  must r e s p o n d  as  q u i c k l y  as  p o s s i b l e .  As 
m e n t io n e d  e a r l i e r ,  o p t im a l  l i n e a r  r e g u l a t o r  t h e o r y  c a n n o t  be 
c o m p l e t e l y  s u c c e s s f u l  in  f i n d i n g  th e  " b e s t "  co m p ro m is e ,  th e  
d e s i g n e r  s t i l l  has t o  e x e r c i s e  h i s  ju d g e m e n t .  D e s p i t e  i t s  
s h o r t c o m in g s  th e  t h e o r y  m ust n o t  be  r e j e c t e d  o u t  o f  h an d , even 
in  t h i s  s im p le  exam ple i t  i s  an e x t r e m e l y  u s e f u l  a id .  I t s  
main advan tage  i s  t h a t  i t  g i v e s  a way o f  c h o o s i n g  th e  r e l a t i v e  
s i z e s  o f  th e  t h r e e  f e e d b a c k  g a i n s ,  e f f e c t i v e l y  r e d u c in g  th re e  
d e g r e e s  o f  freed om  in  th e  d e s i g n e r ' s  c h o i c e  t o  o n e ,  t h a t  i s  
p i c k i n g  a v a lu e  o f  R.
HBBSSSS9
T a b le  5 . 1 .  shows th e  r e s u l t s  o f  u s in g  th e  method o f  
C h a p te r  1 t o  f i n d  th e  o p t im a l  c o n t r o l  and as can be  seen  
th e  lo w e r  R th e  h ig h e r  th e  f e e d b a c k  g a in s .  A lth ou g h  t h i s  
m ethod o f  f i n d i n g  th e  f e e d b a c k  g a in s  can be made as a c c u r a t e  
as d e s i r e d  i t  must be  remembered t h a t  o u r  know ledge  o f  th e  
sy s te m  p aram eters  i s  n o t  p a r t i c u l a r l y  a c c u r a t e  when th e  
l i n e a r i s i n g  a ssu m p tion s  a re  taken  i n t o  c o n s i d e r a t i o n .  As a 
t e s t  o f  the  s e n s i t i v i t y  o f  th e  sys tem  we have c a l c u l a t e d  th e  
o p t im a l  c o n t r o l  f o r  t h e  c a s e  when th e  damping on th e  m o to r ,  
on e  o f  the  m ost d i f f i c u l t  v a r i a b l e s  t o  a s c e r t a i n ,  i s  z e r o ;  
t h e s e  r e s u l t s  a re  a l s o  p r e s e n t e d  in  T a b le  5 . 1 .  and th e  
f e e d b a c k  g a in s  p l o t t e d  a g a i n s t  R ( l o g  s c a l e )  a re  shown in 
F i g .  5 .2 .  I t  can be seen  t h a t  t h e  damping makes v e r y  l i t t l e  
d i f f e r e n c e  t o  k j and k 2 b u t  a b o u t  h a lv e s  k3 , w h ich  i s  n o t  
s u r p r i s i n g  as  b o th  th e  damping and k3 r e l a t e  t o r q u e  on the  
s h a f t  t o  th e  s h a f t ' s  a n g u la r  v e l o c i t y .  One o t h e r  t h in g  th a t  
i s  a p p a ren t  from  T a b le  5 . 1 .  i s  how good  th e  i t e r a t i v e  method 
o f  C h apter  1 i s  a t  f i n d i n g  th e  o p t im a l  c o n t r o l ;  a l l  the
4
fe e d b a c k  g a in s  are  a c c u r a t e  t o  one p a r t  in  10 and , a lth o u g h  
t h e y  vary  c o n s i d e r a b l y  w i th  R, th e  number o f  i t e r a t i o n s  
n e c e s s a r y  i s  n e a r ly  c o n s t a n t  show ing  th e  p r o c e d u r e ' s  
i n s e n s i t i v i t y  t o  th e  i t e r a t i o n  s t a r t i n g  p o i n t .
The r e s p o n s e s  o f  Xj , x 2 and u f o r  the  damped system  
a r e  shown in  F ig s .  5 . 3 .  -  5 . 5 -  ..f o r  v a r i o u s  v a lu e s  o f  R; th e  
i n i t i a l  s t a t e  c o r r e s p o n d s  t o  t h e  c a s e  in  which we w ish  t o  
ch a n g e  the  e q u i l i b r i u m  f l o w  r a t e  from 0.15 m3 s * t o  
0 .1  m3 a*' ( i . e .  r e d u ce  x A from  0.5m t o  Om). Now, th e s e
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r e s p o n s e s  o n ly  r e p r e s e n t  one k in d  o f  p rob lem  t h a t  th e  system  
c o u ld  b e  asked t o  d e a l  w i t h ,  p r o d u c in g  a d e s i r e d  f l o w  th a t  
can ch a n g e  w ith  t im e ,  i t  w i l l  a l s o  have t o  red u ce  th e  e f f e c t s  
o f  random f l u c t u a t i o n s  in  th e  main s u p p ly ;  i t  i s ,  i n  f a c t ,  
th e s e  t w o  a s p e c t s  t h a t  make i t  d e s i r a b l e  t o  use such  a 
f e e d b a c k  c o n t r o l  sys tem  in  th e  f i r s t  p l a c e .  The u s e s  t o  
which t h e  system  i s  t o  be p u t  d e te rm in e  w hich  are th e  m ost 
im p o r t a n t  p r o p e r t i e s  o f  th e  r e s p o n s e ,  f o r  example w hether 
the  i n c r e a s e d  o v e r s h o o t  t h a t  a ccom p a n ies  q u i c k e r  r e a c t i o n  
i s  a c c e p t a b l e .  Even t h i s  s im p le  exam ple shows the  many 
a s p e c t s  o f  c o n t r o l  d e s ig n  and how o p t im a l  c o n t r o l  t h e o r y  can 
be one e x t r e m e ly  u s e f u l  t o o l  t o  a id  th e  d e s i g n e r  b u t  i s  n o t  
th e  p a n a ce a  t o  c u r e  a l l  h i s  t r o u b l e s .
-  130 -
S e c t i o n  4. The C o n s t r a in e d  O ptim al C o n t r o l .
H aving  c o n s i d e r e d  th e  o p t im a l  c o n t r o l  p rob lem  we s h a l l  
exam ine the  c o n s e q u e n c e s  o f  th e  a n g u la r  v e l o c i t y  o f  th e  m otor  
n o t  b e i n g  a b le  t o  b e  m easu red . We s h a l l  assume t h a t  th e  l e v e l  
o f  th e  w ater and t h e  p o s i t i o n  o f  th e  v a l v e ,  r a t h e r  than t h e  
m o to r ,  can be a s c e r t a i n e d ,  t h a t  i s  th e  o u t p u t  v e c t o r  y  i s  
g iv e n  b y
y -  Cx
where 1 0  0
0 0.003 0
( 5 . 4 . 1 . )
One g r e a t  a dv a n ta g e  o f  the  o p t im a l  c o n t r o l  i s  t h a t  i t
i s  n e c e s s a r i l y  s t a b l e ,  Ogata ( 1 9 6 7 ) ,  b u t  on ce  we r e s t r i c t
-  131 -
th e  p o s s i b l e  f e e d b a c k s  t h e r e  i s  n o  g u a ra n te e  t h a t  th e  system  
can be  s t a b i l i s e d .  I t  i s  t h e r e f o r e  v e r y  u s e f u l  t o  f i n d  what 
c o m b in a t io n s  o f  the  two f e e d b a c k  g a in s  under o u r  c o n t r o l  g i v e  
r i s e  t o  a s t a b l e  s y s te m . S in c e  n u m e r ic a l  s e a r c h  t e c h n iq u e s  
w i l l  be  u sed  i t  i s  e s s e n t i a l  t o  know t h a t  o u r  i n i t i a l  gu ess  
d o e s  l e a d  t o  a f i n i t e  v a lu e  o f  th e  c o s t  f u n c t i o n .  In  t h i s  
c a s e  we have
from  ( 5 . 4 . 1 . ) ,  w h ich  can be  u sed  in  ( 5 . 2 . 1 1 . )  t o  g i v e
t o  z e r o .  On d o in g  t h i s  one g e t s  th e  f o l l o w i n g  c u b i c  e q u a t io n
(5 .4 .3 .)
I t  i s  now p o s s i b l e  t o  a p p ly  t h e  R ou th -H u rw itz  c r i t e r i o n  t o  
t h i s  e q u a t i o n ,  D 'A zz o  and H oupis  ( 1 9 6 6 ) ,  and o b t a i n  th e  
f o l l o w i n g  c o n d i t i o n s  f o r  th e  system  t o  be  s t a b l e  
0.0174 -  0 .349kg >  0
-0.00555k, -  0.0175ko >  0 .
u -  k ^  + k ^  -  kjXj + 0.000 k2x2 ,
-0.05 9.540x10 0 x.1
0 0 1 *,'2 ( 5 . 4 . 2 . )
The c h a r a c t e r i s t i c  e q u a t i o n  o f  t h e  squ a re  m a t r ix  i s  found
by s e t t i n g
det 0 X -  1
X + 0. 347—58.18k  ^ - 0 .349kg
X! + 0.397 X + (0.0174 -  0 .349k g)X - 0.00555^ 0.0175k2 -  0
1 2 ( 5 . 4 . 4 . )  
0. 0175k £>0.397(0.0174 -  0.349ko ) >  -  0.00555kj
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~ T t  i s  o b v i o u s  t h a t  i f  th e  2nd and 3rd o f  th e se  c o n d i t i o n s  a re  
met th en  th e  1 s t  w i l l  f o l l o w  a u t o m a t i c a l l y ;  th e  2 n d  
c o n d i t i o n  g i v e s
kg < -0 .3 1 7  k j
and th e  3rd  k„ <  0.0463 k j .+ 0. 0577
The u n s t a b le  r e g i o n s  in  th e  ( k j  , k^ ) p la n e  a r e  shown 
shaded  in  F ig .  5 . 6 .  s o  th e  c l e a r  a re a  g i v e s  th e  r e g i o n  in  w h ich  
b o t h  th e  above  c o n d i t i o n s  h o l d .  We a re  now in  a p o s i t i o n  t o  
u se  th e  m ethods o f  th e  e a r l i e r  c h a p t e r s  on t h i s  c o n s t r a i n e d  
o p t i m i s a t i o n  prob lem  and h o p e f u l l y  a f a i r  number o f  u s e f u l  
p o i n t s  w i l l  come up t h a t  w i l l  form  p a r t  o f  a b a c k g ro u n d  o f  
e x p e r i e n c e  f o r  fu t u r e  work in  t h i s  f i e l d .
S e c t i o n  5. A p p l i c a t i o n  o f  m eth ods .
B e fo r e  we p lu n g e  w h o le h e a r t e d ly  i n t o  c a l c u l a t i o n  o f  th e  
o p t im a l  c o n t r o l  a c c o r d in g  t o  v a r i o u s  c r i t e r i a  i t  i s  w o r th w h i le  
t o  s e e  i f  th e  r e s u l t s  o f  C h ap ter  2 can be  used t o  s e t  any 
bounds on the  v a lu e  o f  th e  c o s t  f u n c t i o n .  We h a v e  h ere  t h a t  
Q i s  o n l y  p o s i t i v e  s e m i - d e f i n i t e  so  i t  may be t h a t  th e  method 
i s  i n a p p l i c a b l e .  In th e  g e n e r a l  fo rm u lae  in S e c t i o n  4 o f  
C h ap ter  2 we have t o  s u b s t i t u t e  th e  p a r t i c u l a r  fo rm s  f o r  t h e  
m a t r i c e s  a p p r o p r ia t e  t o  t h i s  ex a m p le ,  namely t h a t  R i s  s c a l a r ,  
B can be w r i t t e n
B -I
( 5 . 5 . 1 . )
b
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and th e  c o n t r o l  we w ish  t o  com pare w ith  any o t h e r
u  -  -H'B*P x  -  [ k  Ok Ol x  ■  K i
O O v 1C S La )  o ( 5 . 5 . 2 . )
where ^ = 0 .0 0 6 .  ( 2 . 4 . 1 8 . )  g i v e s  the  c o n d i t i o n  t h a t  must
be  met by  y> 0  i f  we a re  t o  f i n d  a u s e f u l  boun d ; w r i t i n g  
t h i s  in  f i n i t e  d im e n s io n a l  term s w i t h  x r e p l a c i n g  z 
g i v e s
y x 'Q x  + _ £ _  x 'FBr 'b 'Px > x ' (B -P  )B aV (F t-P  ) x  ( 5 .5 .3 . )
l + y  °  0
S u b s t i t u t i n g  ( 5 . 5 . 2 . )  i n t o  ( 5 . 5 . 3 . )  g i v e s
( 5 . 5 . 4 . )
P i s  a sym m etr ic  m a t r ix  t h a t  may b e  w r i t t e n
P “  |P1 P2 P3
P2 P4 P5
p3 P5 P0
( 5 . 5 . 5 . )
s o ,  u s in g  ( 5 . 5 . 1 . )
o
P3P0 P5PG P6 J
where p -  [ P;} ?5  pQ]
2
Hence x'PBIl'Px -  b x 'p p 'x ,
s o  x'PBB'Px ca r  b e  z e r o  w h en ever  xx  i s  o r t h o g o n a l  t o  p .
'Ox i s  z e r o  i f  x = {o  x 2 x3 3 t h e r e f o r e
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o r  any s c a l a r  m u l t i p l e  o f  t h i s ,  b o th  x 'Q x  and x'PDB'Px 
w i l l  b e  z e r o .  C o n s e q u e n t ly ,  as th e  r i g h t  hand s i d e  o f  
( 5 . 5 . 4 . )  i s  p o s i t i v e  s e m i d e f i n i t e , i t  i s  im p o s s ib l e  t o  f i n d  
a s u i t a b l e  y  , t h e r e f o r e  t h i s  method c a n n o t  be  used  t o  g i v e  
boun ds  on the  v a lu e  o f  th e  c o s t  f u n c t i o n .
We must t h e r e f o r e  move on t o  u s in g  J a m e s o n 's  e q u a t i o n s  
t o  f i n d  th e  c o n s t r a i n e d  o p t im a l  c o n t r o l .  The f i r s t  c a s e  t o  
be  c o n s i d e r e d  i s  th e  s im p le  one where t h e  i n i t i a l  s t a t e  i s  
g i v e n  and we s h a l l  t a k e  i t  t o  c o r r e s p o n d  t o  t h e  p ro b le m  o f  
ch a n g in g  th e  e q u i l i b r i u m  f l o w  r a t e  fro m  one v a lu e  t o  a n o t h e r ,  
t h a t  i s
x# = [ l  503.6 0]
T h ere  a re  t h r e e  ways o f  u s in g  J a m e s o n 's  e q u a t i o n s  and we 
s h a l l  a p p ly  them a l l  and com pare t h e i r  r e l a t i v e  m e r i t s .
Jameson h i m s e l f  th o u g h t  i t  m ight be  b e t t e r  t o  use  th e
e x p r e s s i o n  f o r  th e  g r a d i e n t  o f  th e  c o s t  f u n c t i o n  w ith  r e s p e c t
t o  t h e  fe e d b a c k  g a in s  in  an a lg o r i t h m  t o  f in d  th e  minimum
c o s t  r a t h e r  than  t o  s o l v e  the  e q u a t i o n s  d i r e c t l y .  T h e r e f o r e
a s t e e p e s t  d e s c e n t  a lg o r i t h m  was programmed and a p p l i e d  t o
t h i s  p r o b le m .  I t  i s  s t r a i g h t f o r w a r d  t o  show t h a t  i f  one
makes a s m a l l  change  S>k.j in  th e  f e e d b a c k  g a in  k iJ w hich
i s  d i r e c t l y  p r o p o r t i o n a l  t o  th e n  the change  in  the
i j
s p a c e  o f  f e e d b a c k  g a i n s  i s  a lo n g  a l i n e  o f  s t -e^ p a st  d e s c e n t .  
S u c c e s s  i s  n o t  g u a ra n te e d  when u s in g  t h i s  p r o c e d u r e  as  i t  i s  
i n  th e  m ethod o f  C h ap ter  1 ,  a g r e a t  d e a l  d epen d s  on th e  s t e p  
l e n g t h  c h o s e n .  I f  i t  i s  t o o  l a r g e  on e  can w e l l  o v e r s h o o t  th e
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b o t to m  o f  th e  " v a l l e y "  and end up w ith  a c o s t  g r e a t e r  than 
b e f o r e ,  w h i le  i f  th e  s t e p  i s  t o o  s m a l l  i t  can be w a s t e f u l  o f  
com pu tin g  t im e .  I t  i s  p o s s i b l e  t o  t r y  and p u t  in  an a u t o m a t ic  
s t e p  le n g th  r o u t i n e  b u t  i t  i s  d i f f i c u l t  t o  d e v i s e  one s u i t a b l e  
f o r  a l l  c o n d i t i o n s .  B e a r in g  in  mind th e  u n c e r t a i n t i e s  in  th e  
d a t a , c o n v e r g e n c e  in  th e  f e e d b a c k  g a in s  o f  1% was aimed a t ;  
t h i s  i s  s t i l l  p r o b a b ly  f i n e r  than i s  s t r i c t l y  w a rra n te d  b u t  
on e  d o e s  want t o  make s u r e  t h a t  a s p u r io u s  c o n v e r g e n c e  i s  n o t  
f o u n d .  The r e s u l t s  a re  shown in  T a b le  5 . 4 .  and i t  can b e  seen  
t h a t  th e  r e s u l t s  a re  n o t  v e r y  s a t i s f a c t o r y ,  c o n v e r g e n c e  has 
p r o v e d  t o  be d i f f i c u l t  t o  o b t a i n .
There are  tw o m ost  l i k e l y  r e a s o n s  why a s t e e p e s t  d e s c e n t  
a lg o r i t h m  m ig h t  n o t  w ork .  The shape o f  th e  m u l t id im e n s io n a l  
s u r f a c e  o v e r  w h ic h  we a r e  s e a r c h i n g  may m i t i g a t e  a g a i n s t  r a p id  
c o n v e r g e n c e ;  i t  m igh t  b e  p o s s i b l e  t o  jump from  on e  p a r t  t o  
a n o t h e r  i f  t h e r e  i s  m ore than o n e  l o c a l  minimum o r  e l s e  the  
minimum may b e  v e r y  f l a t  making i t  e a s y  t o  wander around  th e  
" v a l l e y "  w i t h o u t  f i n d i n g  th e  v e r y  b o t to m .  P rob lem s o f  t h i s  
s o r t  m a in ly  a r i s e  when th e  s t e p  l e n g t h  i s  t o o  l a r g e  com pared 
w i t h  th e  r a d i u s  o f  c u r v a t u r e  o f  th e  s u r f a c e .  The s e co n d  
p o s s i b i l i t y  i s  b a s i c a l l y  a ca u se  o f  th e  p ro b le m s  j u s t  m e n t io n e d .  
S t e e p e s t  d e s c e n t  m eth ods  i n v o l v e  us t h i n k i n g  in  E u c l id e a n  term s 
o f  d i s t a n c e  b e tw e e n  p o i n t s  in  m u l t id im e n s i o n a l  s p a c e ;  a l l  
c o - o r d i n a t e s  a r e  v i s u a l i s e d  as " d i s t a n c e s "  w h ereas  in  f a c t  
t h e y  may be  m easu red  i n  d i f f e r e n t  u n i t s  from  one a n o t h e r .  For 
e x a m p le ,  in  t h e  system  under c o n s i d e r a t i o n ,  k j  i s  m easured in  
A m“ 1 and in  A rad“ * . When th e  com p u ter  program  i s
TAD IS 1J?.72~
Steepest descent from Jameson's equations
in itia l in it ia l fina l
R step feedback gains feedback çains N
0.1 0.01 -1.0 -1.0 -1.28 -0.272 101
0.1 0.01 -0 .3 -0.1 -1.25 -0.271 101
0.5 0.01 -0 .3 -0.1 -0.515 -0.167 11
0.5 0.01 -1.0 -1 .0 -0.544 -0.168 40
1.0 1.0 -0.34 -0.18 — — —
1.0 1.0 0.0 -1 .0 — — —
1.0 0.01 -1.0 -1 .0 -0 . 367 -0.135 42
1.0 0.1 -1.0 -1 .0 — — —
1.0 0.02 -1.0 -1 .0 -0.387 -0.135 42
2.0 0.02
O•H1 0 •1 — — —
2.0 0.01 -1.0 -1 .0 — — —
2.0 0.01 0.0 -1 .0 — — —
2.0 0.01 -0 .3 -0.1 -0.242 -0.108 17
2.0 0.01 -0.24 -0.11 -0.241 -0.108 10
2.0 0.01 -0.34 -0.18 -0.242 -0.108 21
10.0 0.01 -0.34 -0.18 -0.0043 -0.111 21
10.0 0.001 -0.34 -0.18 -0.101 -0.0554 11
10.0 0.001 -0.1 -0.05 -0.0845 -0.0621 101
10.0 0.01
i---------------------------
-0.1 -0.05 -0.0005
i ----------------------------------
-0.0395 101
N ■* no. of iterations, in it ia l stop is  numerical Euclidean distance
in (k j,k„ ) plane, ----  indicates no convergence.
Convergence criterion for a ll cases is  lji.
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e x e c u t e d  a l l  c o n c e p t  o f  d im e n s io n  d is a p p e a r s  and e v e r y t h in g  
i s  d e a l t  w i th  as a pure number. Hence i t  may w e l l  happen 
t h a t  th e  s t e p  s i z e s  in  e a c h  v a r i a b l e  are  i n c o n s i s t e n t  w i th  
th e  r e l a t i v e  s i z e s  o f  th e  v a r i a b l e s  in  the  p h y s i c a l  sy s tem .
I t  c o u l d  b e  w o r th w h i le  t o  e x p r e s s  th e  v a r i a b l e s  o f  the sy s tem  
in  d im e n s io n l e s s  term s by d i v i d i n g  by s u i t a b l e  s c a l e  f a c t o r s .
In th e  exam ple under c o n s i d e r a t i o n  lm o f  o u tp u t  c o r r e s p o n d s
t o  TT r a d ia n s  o f  o u t p u t  yo  w h ich  n u m e r i c a l l y  are  o f  th e  same 
o r d e r  o f  m a g n itu d e ,  t h e r e f o r e  th e  program  was im plem ented w it h o u t  
th e  use  o f  s c a l i n g  f a c t o r s .  I t  w ou ld  have been p o s s i b l e  t o  
e x p e r im e n t  w i t h  s c a l i n g  o r  t o  have  t r i e d  t o  im prove th e  a lg o r i t h m  
in  o t h e r  ways t o  s e e  i f  c o n v e r g e n c e  c o u ld  be im proved , b u t  s in c e  
o t h e r  m ethods tu rn e d  o u t  t o  be  p r e f e r a b l e ,  i t  was n o t  th o u g h t  t o  
be w orth  th e  e f f o r t .
The n e x t  a p p ro a ch  u s in g  J a m e s o n 's  e q u a t io n s  t o  be  t r i e d  was 
t h a t  o f  d i r e c t  i t e r a t i o n .  T h is  i s  the  method commented on in  
C h ap ter  2 in  w h ich  th e  c o s t  m a t r i x  p and the m a tr ix  W = l x ( t ) ^ ( t ) d t  
a re  c a l c u l a t e d  from  th e  f e e d b a c k  g a in  m a tr ix  K t then a new K 
i s  d e r i v e d  from  P and W. There  i s  no known p r o o f  t h a t  t h i s  
m ethod c o n v e r g e s  o r  t h a t  e a ch  s t e p  g u a ra n te e s  a r e d u c t i o n  in  
th e  c o s t  and in  f a c t  t h e  n u m e r i c a l  r e s u l t s  about t o  be p r e s e n t e d  
r e f u t e  t h i s  h y p o t h e s i s ;  th ey  a l s o  show, though , th a t  when i t  
works t h i s  i s  a h ig h ly  e f f i c i e n t  m ethod.
The r e s u l t s  are  p r e s e n t e d  in  T a b le  5.3T~-and the  i n t e r m e d ia t e  
s t e p s  o f  the i t e r a t i o n  in  th e  (k^»k0) p la n e  are  shown in  F ig s .
5 , 7 .  -  5 .1 3 .  The main p o i n t  t o  b e  n o t i c e d  i s  t h a t  th e  p r o c e s s
TABLE 5.3
D irect  i t o r a t io n  froni Jameson's equations* given i n i t i a l  state
R
i n i t i a l
feedback
gains
f in a l
feedback
gains
NAm*4 Arad'1 Am ' Arad*4
0.1 - i -1 — —
0.1 —7 -7 — — —
0.2 -1 -1 — —
0.2 -7 -7 — —
0.5 -1 -1 — — —
0 .5 -7 -7 — — —
1. 0 -1 -1 -0 .368 -0 .1 3 5 20
1 . 0 — 2 - 2 - 0 .  335 -0 .1 3 5 10
2.0 - i -1 -0 .241 -0 .1 0 8 13
2.0 - 2 - 2 - 0 .  241 -0 .1 0 8 17
5.0 -1 -1 -0 .1 34 —0.080 9
10.0 -1 -1 -0 .0838 -0 .0025 0
A ll  convergence to  1 /&• N« no. o f  i t e r a t io n s
in d ica te s  fa i lu r e  to convorge,
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d o e s  n o t  c o n v e r g e  f o r  R<1 , th e  i t e r a t i o n s  g o in g  i n t o  th e
u n s t a b le  r e g i o n .  In  r e a l i t y  when th e  f e e d b a c k  g a in s  are  
such  as t o  make th e  sy s te m  u n s t a b le  th e  c o s t  becom es i n f i n i t e ;  
h o w e v e r ,  t h e  program  was w r i t t e n  in  su ch  a way t h a t  th e  
L iap u n ov  m a t r i x  e q u a t i o n  ( 2 . 3 . 6 . )  was s o l v e d  w h eth er  th e  
system  was s t a b l e  o r  n o t .  S in c e  t h i s  i s  j u s t  a l i n e a r  
e q u a t i o n  in  th e  e le m e n ts  o f  P i t  can in  g e n e r a l  be  s o l v e d ,  
though  P w i l l  o n l y  be  p o s i t i v e  d e f i n i t e  i f  th e  sy s te m  i s  
s t a b l e .  Hence J a m e s o n 's  e q u a t i o n s  can s im p ly  be th o u g h t  o f  
as  an a l g e b r a i c  p ro b le m  e q u i v a l e n t  t o  s o l v i n g
where $ i s  an N - v e c t o r  o f  unknowns and f  i s  some g iv e n  
v e c t o r  f u n c t i o n .  The f a c t  t h a t  o n l y  a c e r t a i n  r e g i o n  o f  
has p h y s i c a l  s i g n i f i c a n c e  can  be i g n o r e d  d u r in g  t h e  c o m p u t a t io n ,  
though  any r e s u l t s  m u st ,  o f  c o u r s e ,  be  ch e ck e d  t o  s e e  t h a t  th e y  
do  c o r r e s p o n d  w ith  r e a l i t y .  The d i r e c t  i t e r a t i o n  method may b e  
e x p r e s s e d  in  the  form  o f  ( 5 . 5 . 1 . )  as
and i t  i s  a w e l l  known r e s u l t  o f  n u m e r i c a l  a n a l y s i s  t h a t  f o r  
t h i s  p r o c e s s  t o  c o n v e r g e
e v a lu a t e d  a t  the r o o t  . I t  can be  seen  in  ( 2 . 3 . 3 . )  t h a t
p r o p o r t i o n a l  t o  R w h ich  e x p la i n s  why th e  method i s  u n s t a b le
\ -  f< ? ) ( 5 . 5 . 1 . )
$ n +l ( 5 . 5 . 2 .  )
1 ( 5 . 5 . 3 . )
t h e  e x p r e s s i o n  f o r  K has ft"1 a t  t h e  f r o n t  s o ,  f o r  th e  c a s e
when R i s  s c a l a r ,  we can s e e  th a t i s  i n v e r s e l y
f o r  o u r  exam ple  i f  R i s  s m a l l .  T h is  i s  r a t h e r  an i n t u i t i v e  
way o f  l o o k i n g  a t  th e  p r o b le m ,  th e  co m p le te  a n a l y s i s  i s  
r a t h e r  more com p lex  as P i s  a f u n c t i o n  o f  R as w e l l ,  but 
i t  i s  f a i r  t o  say  t h a t  i f  Hr\\ i s  s m a l l ,  I1r"*|I i s  l a r g e  
and th e  i t e r a t i o n  scheme i s  l e s s  l i k e l y  t o  be s u c c e s s f u l .
The o n ly  p o s s i b l e  e x c e p t i o n  o c c u r s  when Q = 0 as then  the  
e le m e n ts  o f  P a re  l i n e a r  f u n c t i o n s  o f  th e  e le m e n t s  o f  R 
s o  th e  e f f e c t s  on R 1 and P o f  s m a l l  []r (/ c o u l d  w e l l  
c a n c e l  o u t .
On exam in in g  F i g s .  5 .10 . -  5 .1 3 .  where t h i s  i t e r a t i o n  
method d o e s  work i t  a p p e a r s  t h a t ,  a s  e x p e c t e d ,  t h e  c o n v e r g e n c e  
i s  much q u i c k e r  and l e s s  o s c i l l a t o r y  f o r  l a r g e  R. In f a c t  
when R = 1 th e  i t e r a t i o n  s t a r t i n g  a t  0 V k2> "  ( - 2 » - 2) 
a c t u a l l y  g o e s  i n t o  t h e  u n s t a b le  r e g i o n ,  comes o u t  a g a in ,  and 
c o n v e r g e s  t o  th e  c o r r e c t  r o o t .  T h is  i s  a f o r t u i t o u s  con seq u en ce  
o f  s t i l l  c a l c u l a t i n g  P from  t h e  L iap u n ov  m a t r ix  e q u a t io n  even  
though  th e  system  i s  u n s t a b l e .  H ow ever , i t  must be s a id  th a t  
f o r  R ^ 2  th e  i t e r a t i o n  i s  v e r y  s u c c e s s f u l  as i t  c o n v e r g e s  on 
th e  c o r r e c t  r o o t  v e r y  r a p i d l y  f o r  a l l  the  s t a r t i n g  p o in t s  
t r i e d .
T hese  exam p les  show t h a t  th e  d i r e c t  i t e r a t i o n  method i s  
n o t  e n t i r e l y  s a t i s f a c t o r y  and can e a s i l y  b rea k  down. I t  
c e r t a i n l y  d o e s  n o t  g u a r a n te e  a r e d u c t i o n  in  c o s t  as i t  can 
move in  one s t e p  from  th e  s t a b l e  r e g i o n ,  w ith  f i n i t e  c o s t ,  
t o  th e  u n s t a b le  r e g i o n  where th e  c o s t  i s  i n f i n i t e .  T h e r e fo r e  
we sh o u ld  l i k e  t o  f i n d  a m ethod t h a t  i s  more r e l i a b l e  and
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th e  f r a c t i o n a l ,  s t e p  a l g o r i t h ,  d e s c r i b e d  in  C h a p te r  2 ,  a p p ea rs  
t o  m eet t h i s  r e q u ir e m e n t .  As f a r  as i s  known t h i s  has n e v e r  
been  p r o p o s e d  b e f o r e  so  e x p e r i e n c e  in  i t s  use i s  v e ry  l i m i t e d ,  
b u t  when a p p l i e d  t o  th e  exam ple  under c o n s i d e r a t i o n  i t  i s  
u n d o u b te d ly  th e  b e s t  m ethod  t r i e d  f o r  s o l v i n g  th e  c o n s t r a i n e d  
o p t im a l  c o n t r o l  p ro b le m .  As m en tion ed  b e f o r e  i t  i s  a s im p le  
m o d i f i c a t i o n  t o  th e  d i r e c t  i t e r a t i o n  method d e r i v e d  from  
J a m e s o n 's  e q u a t i o n s ,  i n s t e a d  o f  g o in g  a l l  th e  way t o  t h e  new 
v a lu e  o f  K i n d i c a t e d  by  ( 2 . 3 . 3 . )  one o n ly  g o e s  a c e r t a i n  
f r a c t i o n  tow a rd s  i t .  The r e s u l t s  a re  shown i n  T a b le  5 . 4 .  and 
th e  c o r r e s p o n d in g  t r a j e c t o r i e s  in  th e  (k j , l t0 ) p la n e  a r e  shown 
in  F i g s .  5 .7 .  -  5 .1 3 .  a lo n g  w ith  t h o s e  from t h e  d i r e c t  i t e r a t i o n .
The i n d i v i d u a l  s t e p s  a re  shown i f  th e y  are  f a r  enough a p a r t  t o  
be c l e a r ,  o t h e r w is e  a c o n t in u o u s  l i n e  i s  draw n. I t  can  be seen  
t h a t  th e  o s c i l l a t o r y  b e h a v io u r  i s  e r a d i c a t e d  and and k2
home in  on t h e  o p t im a l  p o i n t  in  a v e r y  sm ooth  way. Not 
u n e x p e c t e d ly  th e  number o f  i t e r a t i o n s  can be g r e a t e r  than  in  
the  d i r e c t  method and t h e  m ost c r i t i c a l  f a c t o r  seems t o  be  th e  
s t a r t i n g  p o i n t .  I t  m ig h t  be  a d v i s a b le  t o  t e s t  a few  v a lu e s  o f  
K t o  se e  w hich  ga v e  t h e  l o w e s t  c o s t ,  b u t  i f  t h e r e  a re  a l a r g e  
number o f  f e e d b a c k  g a i n s  such  a d i r e c t  s e a r c h  r e q u i r e s  
c o n s i d e r a b l e  c o m p u t a t io n a l  e f f o r t .  The g u a r a n te e d  c o n v e r g e n c e  
t o  a t  l e a s t  a l o c a l  minimum w i l l  u s u a l l y  make i t  w o r th w h i le  
t o  u se  th e  f r a c t i o n a l  s t e p  a lg o r i t h m  from  any s t a b i l i s i n g  
p o i n t ,  th e  com puter  t im e  u sed  in  th e  e x t r a  s t e p s  i s  p r o b a b ly  
l e s s  than t h a t  n e c e s s a r y  t o  c a r r y  o u t  a p r o v i s i o n a l  s e a r c h .
143
TABLE 5.4
Fractional step algorithm, given  i n i t i a l  state
R
i n i t i a l
feedback
gains
f in a l
feedback
gains
oL fnax Am“ 1 Arad*' Am"1 Arad“ * N
0.1 0. 2 0.05 - 1 -1 -1.2S7 -0 .272 31
0.1 0.2 0.05 - 1 -0 .0 5 -1 .208 -0 .  272 18
0.1 0.1 0.05 - 3 - 3 -1 .208 -0 .272 8
0.1 0.1 0.2 - 3 - 3 -1 .208 -0 .272 7
0.2 0.2 0.05 - 1 -1 -0 .800 -0.221 38
0.2 0.2 0.05 - 1 - 0 . 5 -0 .890 -0.221 22
0.5 0.2 0.05 - 1 -1 -0 .544 -0 .1 08 45
0.5 0.2 0.05 - 1 - 0 . 5 -0 .543 -0.107 29
1.0 0.2 0.05 -1 -1 - 0 .  3G6 -0 .1 35 53
1.0 1.0 0.05 -1 -1 -0 .305 -0.130 46
2.0 0.2 0.05 - 1 -1 -0 .242 -0 .1 08 62
2.0 1.0 0.05 -1 -1 -0 .242 -0 .1 08 56
5.0 0.2 0.05 -1 -1 -0 .1 35 -0 .0795 76
5.0 1.0 0.05 -1 -1 -0 .1 3 5 -0.0790 80
10.0 0.2 0.05 -1 -1 -0 .0837 -0 .0024 88
10.0 1.0 0.05 -1 -1 -0.0833 -0.C025 79
A ll  convergence t o  1/&# N» no* o f  i te ra t io n s*
oC -  f ra c t io n  moved towards ind ica ted  g a in s ,
f  -  maximum f ra c t io n a l  change allowed per i te ra t io n ,  
max
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Key to firrures 5.7 to  5 .13  
Tl»e optimal point i s  shown by a c i r c l e  ©
The boundary o f  the s t a b i l i t y  re g io n » is  
shown as a dotted l in e
The d i r e c t  i t e r a t io n  method i s  depicted  
by a chain dotted l in e  with diagonal crosses  
fo r  the i te ra t io n  p o in ts
The f ra c t io n a l  stop algorithm i s  represented 
by a s o l id  l in e  with v e r t i c a l  crosses  f o r  the 
i t e r a t io n  points i f  they are fa r  enough apart 
to be c le a r
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U n fo r t u n a te ly  t h e r e  d oes  n o t  seem t o  be a s a t i s f a c t o r y  
a p r i o r i  m ethod o f  f i x i n g  th e  s i z e  o f  th e  f r a c t i o n a l  s t e p ,  
com prom ise has t o  b e  fou n d  betw een  r a p id  co n v e rg e n c e  and 
r e l i a b i l i t y ;  th e  b e s t  p ro ce d u re  a t  th e  moment seems t o  be 
t o  s e t  oc  h ig h  b u t  re d u ce  i t  on any p a r t i c u la r  s t e p  i f  th e re  
i s  g o in g  t o  be an e le m e n t  o f  K t h a t  v a r ie s  b y  more than say  
5%. As w ith  any p e r c e n t a g e  b a sed  co n v e rg e n ce  c r i t e r i o n  
p ro b le m s  can a r i s e  i f  th e  r e s u l t  b e in g  a p p roa ch ed  i s  n e a r  
z e r o .  I t  i s  d i f f i c u l t  t o  program  a f o o l p r o o f  a lg o r ith m  
w hich  w i l l  d e a l  w ith  a l l  su ch  c a s e s  and i t  i s  b e s t  j u s t  to  
k eep  t h i s  p o t e n t i a l  h a za rd  in  m ind.
T h ere  i s  one m ore m ethod t h a t  was t r i e d  f o r  c a l c u la t i n g  
th e  c o n s t r a in e d  o p t im a l  c o n t r o l  p rob lem  and i t  i s  p r o b a b ly  
th e  m ost r e l i a b l e  and e x p e n s iv e  o f  a l l .  I t  c o n s i s t s  o f  
e v a lu a t in g  th e  c o s t  o v e r  a g r id  in  th e  (k ^ k ^ ) p la n e , 
m aking su re  t o  rem ain  in  th e  s t a b le  r e g io n ,  and f in d in g  a t 
w h ich  p o in t  on th e  g r i d  th e  c o s t  i s  lo w e s t .  I f  th e  minimum 
c o s t  p o in t  i s  on th e  ed ge  o f  th e  g r id  th e  s e a r c h  p a t te r n  i s  
s im p ly  moved t o  c e n t r e  on t h i s  p o i n t ,  i f  i t  l i e s  w ith in  th e  
g r id  th e  s p a c in g  b etw een  s e a r ch  p o in t s  i s  r e d u ce d  as w e l l ;  
th e  p r o c e s s  i s  c o n t in u e d  u n t i l  th e  s p a c in g s  a re  l e s s  than 
some co n v e rg e n c e  c r i t e r i o n .  A 3 x 3 g r id  i s  n o t  v e ry  
s a t i s f a c t o r y  as i t  o n ly  has 1 i n t e r i o r  p o in t  and 8 ed ge  
on es  v /h ich  means t h a t  th e  s p a c in g  i s  re d u ce d  q u i t e  
in f r e q u e n t ly .  A 5 x £  g r id  has 9 i n t e r i o r  p o in t s  and 16 
on th e  edge w h ich  i s  an im provem en t, b u t  .e v a lu a t io n  o f  25 
v a lu e s  o f  th e  c o s t  in v o lv e s  a c o n s id e r a b le  amount o f  
co m p u ta t io n , w h ereas  th e  L iapu n ov m a tr ix  e q u a t io n  o n ly  has t o  
be s o lv e d  t w i c e ,  f o r  P and W , in  th e  f r a c t i o n a l  s t e p
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m ethod. H ow ever, i f  th e  s e a r c h  a re a  s t a r t s  o f f  s u f f i c i e n t l y  
l a r g e ,  co n v e rg e n c e  t o  th e  g l o b a l  o p t im a l c o n t r o l  i s  a s s u r e d . 
Even s e a r c h in g  o v e r  a tw o d im e n s io n a l  sp a ce  as in  t h i s  
exam ple i s  tim e con su m in g  and i f ,  s a y , th e re  w ere 6 e le m e n ts  
o f  K and th e  s e a r c h  was c a r r i e d  o u t  o v e r  a h yp ercu b e  o f  s id e  
5 i t  w ou ld  in v o lv e  e v a lu a t in g  t h e  c o s t  5 = 15625 t im e s
w h ich  w ou ld  be p r o h i b i t i v e .  The a t t r a c t i v e n e s s  o f  t h i s  m ethod 
depends v e ry  much on  th e  a c c o u n t in g  o f  o n e 's  com pu ter 
e x p e n d itu r e . I f  th e  com p u ter  i s  s e l f - o w n e d ,  and th e  m a rg in a l 
c o s t  lo w , then th e  d i r e c t  s e a r c h  m ethod  i s  f e a s i b l e ;  i f  on e 
i s  p a y in g  a b u reau  on a m ach ine u sa g e  b a s is  th en  i t  i s  v e r y  
l i k e l y  t o  p ro v e  e x t r e m e ly  e x p e n s iv e .  Some runs w ere made 
u s in g  t h i s  m ethod as a c r o s s  c h e c k ,  th e  same r e s u l t s  shown 
in  T a b le  5 . 5 . .  w ere  o b t a in e d  b u t  th e  com pu ter tim e n e c e s s a r y  
was g r e a t e r  by a b o u t  a f a c t o r  o f  10 com pared w ith  th e  i t e r a t i v e  
m eth od s.
One o t h e r  a d v a n ta g e  o f  J a m e s o n 's  e q u a t io n s  i s  th a t  th e y  
can a ls o  be u sed  f o r  th e  maximum e ig e n v a lv e  c r i t e r i o n  ( 3 . 2 . 5 . ) ,  
( 3 . 2 . 6 . ) .  T h is  in v o lv e s  f in d in g
min max x'Px
K x -4 -2 .
°  * 0 ^ 0
where S i s  some p o s i t i v e  d e f i n i t e  m a tr ix , 
t o  f in d in g
min X ^ P S " ' )
K
and i s  o n ly  n e c e s s a r y  t o  r e p la c e  *0 by  th e  e i g e n v e c t o r  
a s s o c ia t e d  w ith  th e  maximum e ig e n v a lv e  o f  PS ' . F in d in g
( 5 . 5 . 4 . )
T h is  i s  e q u iv a le n t
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TADLE 5.5
Direct search
u
u h0
in itia l
feedback
gains
final
feedback
gains
NAm'1 Arad"1 An"' Arad"1
1.0 3 0.2 -1 -1 -0. 306 -0.136 18
1.0 5 0.1 -1 -1 -0.366 -0.130 13
1.0 5 0.01 -0.35 -0.14 -0.360 -0.135 4
2.0 5 0.01 -0.24 -0.11 -0.242 -0.108 6
A ll convergence to ljS. N -  no. of search patterns, 
square grids, necessary for convergence. M -  no. of 
points along each side of grid. hQ -  size of grid  element.
TABLE 5 .6
Fractional step algorithm, minimax criterion
R
aL frax
in it ia l
feedback
gains
final
feedback
gains
NAitT* Arad"1 Ara"‘ Arad"*
0.1 0.2 0.05 -1 -1 -1.339 -0.259 32
0.2 0.2 0.05 -1 -1 -0.044 -0.210 36
0.5 0.2 0.05 -1 -1 -0.580 -0.159 42
1.0 0.5 0.5 -1 -1 -0.394 -0.129 8
2.0 0.5 0.5 -1 -1 -0.282 -0.103 0
5.0 0.5 0.5 -1 -1 -0.148 -0.0760 10
10.0 0.5 0.5 -1 -1 -0.0932 -0.0598 11
A ll convergence to 1$S. See foot of Table 5.4 for 
definitions of N, oi. and fmax*
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max
i s  th e  same as f in d in g  th e  maximum o f  x^Px0 s u b je c t  t o
th e  c o n s t r a i n t  x 'S x  “  1 , and s in c e  th e  e lem en ts  o f  x o o f  o
have d i f f e r e n t  d im e n s io n s  we have t o  c h o o s e  s u i t a b l e  s c a l i n g  
f a c t o r s  as  th e  e le m e n ts  o f  S . The s im p le s t  way o f  d o in g  
t h i s  i s  t o  make
w here x5 i s  a v e c t o r  o f  s c a l i n g  f a c t o r s .  In th e  exam ple 
u n der c o n s id e r a t io n  t h i s  was ch osen  a s
The f r a c t i o n a l  s t e p  a lg o r it h m  was th e n  used and th e  r e s u l t s
la r g e  s t e p ,  w ith  a 5% u pper l i m i t ,  h a s  r e s u l t e d  in  v e r y  
q u ick  c o n v e r g e n c e . The a c t u a l  r e s u l t s  are n o t  th a t  d i f f e r e n t  
from  th o s e  o b ta in e d  u s in g  a f i x e d  i n i t i a l  s t a t e  and 
c o n s id e r in g  th e  d i f f i c u l t y  in  p r e c i s e l y  d e f in in g  th e  c o s t  
fu n c t io n  th e re  i s  n o t  much t o  be s a i d  betw een  th e  two 
a p p ro a ch e s , a n d ~ It com es down a g a in  t o  th e  u se  one i s  g o in g  
t o  pu t th e  system  t o .  Must i t  p e r fo rm  as w e l l  as p o s s i b l e  
in  a s ta n d a rd  s i t u a t i o n  o r  be a b le  t o  d e a l w ith  u n e x p e c te d
o r
S •» diag( )
si
x “  523.6 rad
-  523.6 rad a~1 .
a re  shown in  T a b le  5 .6 . I t  can be se e n  th a t  c h o o s in g  a
c o n d i t io n s ?
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S e c t io n  6 . C o n c lu s io n s .
We h a v e  in v e s t ig a t e d  a system  w h ich  has been  made as 
r e a l i s t i c  a s  p o s s i b l e  w ith o u t  a c t u a l l y  ta k in g  m easurem ents 
on p h y s i c a l  a p p a ra tu s  and w ith in  th e  c o n f in e s  o f  u s in g  a 
l i n e a r  m o d e l. The o b j e c t i v e  has b een  t o  d e s ig n  a c o n t r o l l e r  
f o r  t h i s  system  u s in g  th e  th e o r y  d e v e lo p e d  in  th e  t h e s is  
w ith  a v ie w  t o  s e e in g  what p ro b le m s  a r i s e .  T h is  i s  e s p e c i a l l y  
im p o r ta n t  s in c e  many exam ples u sed  in  t h e o r e t i c a l  work are  
e x t r e m e ly  s im p le  and ch osen  t o  i l l u s t r a t e  p o in t s  o f  th e  th e o ry  
r a t h e r  th an  t o  show how p r a c t i c a l  system s can be im p roved . I t  
tu rn s  o u t  in  o u r  exam ple t h a t  th e  g r e a t e s t  p rob lem  c o n fr o n t in g  
th e  d e s ig n e r  i s  c h o o s in g  th e  p a ra m e te rs  o f  th e  q u a d r a t ic  c o s t  
f u n c t i o n .  The p e n a l t ie s  thus d e f in e d  can n ot r e f l e c t  a l l  h is  
t a r g e t s  w it h  r e s p e c t  t o  sp eed  o f  r e s p o n s e ,  o v e r s h o o t ,  damping 
f a c t o r  e t c  b u t  have o n ly  an im p r e c is e  aim w hich  en d ea vou rs  t o  
som ewhat re d u ce  a l l  the u n d e s ir a b le  a s p e c t s  o f  th e  r e s p o n s e . 
H ow ever, t h e r e  can be s o  many p o s s i b l e  co m b in a tio n s  o f  
fe e d b a c k  g a in s  th a t  th e  u n ify in g  o f  th e  o b j e c t i v e s  in t o  one 
c o s t  f u n c t io n  p r o v id e s  an e x tr e m e ly  u s e fu l  way o f  r e d u c in g  
th e  d e g r e e s  o f  freedom  o f  th e  d e s ig n  p rob lem .
Once th e  q u a d r a t ic  c o s t  f u n c t io n  i s  s p e c i f i e d  th e  
c a l c u l a t i o n  o f  th e  t o t a l l y  o b s e r v e d  o p t im a l c o n t r o l  i s  
r e l a t i v e l y  s t r a ig h t fo r w a r d ,  th e  m eth od  o f  C h apter 1 b e in g  
e x tr e m e ly  e f f i c i e n t .  In  f a c t ,  th e  g r e a t e s t  co m p u ta t io n a l 
d i f f i c u l t y  a r i s e s  in  s o lv in g  th e  L iap u n ov  m a tr ix  e q u a t io n  
a t  e v e r y  s t e p ;  i t  i s  a l in e a r  e q u a t io n  in  th e  e le m e n ts  o f  
th e  u p p er  t r ia n g le  o f  a sym m etric m a tr ix  and c a r e f u l  
program m ing i s  r e q u ir e d  t o  t r a n s fo r m  in t o  v e c t o r  form  so
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S e c t io n  6 . C o n c lu s io n s .
We h ave i n v e s t ig a t e d  a system  w hich  has b een  made as 
r e a l i s t i c  as p o s s i b l e  w ith o u t  a c t u a l l y  ta k in g  m easurem ents 
on p h y s i c a l  a p p a ra tu s  and w it h in  th e  c o n f in e s  o f  u s in g  a 
l in e a r  m o d e l. The o b j e c t i v e  has been  t o  d e s ig n  a c o n t r o l l e r  
f o r  t h i s  system  u s in g  th e  th e o r y  d e v e lo p e d  in  th e  t h e s i s  
w ith  a v ie w  t o  s e e in g  what p rob lem s a r i s e .  T h is  i s  e s p e c i a l l y  
im p o r ta n t  s in c e  many exa m p les  u sed  in  t h e o r e t i c a l  work a re  
e x tr e m e ly  s im p le  and ch o se n  t o  i l l u s t r a t e  p o in t s  o f  th e  th e o ry  
r a t h e r  than  t o  show how p r a c t i c a l  system s can b e  im p rov ed . I t  
tu rn s  o u t  in  o u r  exam ple t h a t  th e  g r e a t e s t  p rob lem  c o n f r o n t in g  
th e  d e s ig n e r  i s  c h o o s in g  th e  p a ra m eters  o f  th e  q u a d r a t ic  c o s t  
f u n c t i o n .  The p e n a l t i e s  th u s  d e f in e d  can n ot r e f l e c t  a l l  h is  
t a r g e t s  w ith  r e s p e c t  t o  sp e e d  o f  r e s p o n s e , o v e r s h o o t ,  damping 
f a c t o r  e t c  b u t  have o n ly  an im p r e c is e  aim w h ich  e n d ea v ou rs  t o  
som ewhat re d u ce  a l l  th e  u n d e s ir a b le  a s p e c t s  o f  th e  r e s p o n s e . 
H ow ever, t h e r e  can  be s o  many p o s s i b l e  co m b in a tio n s  o f  
fe e d b a c k  g a in s  t h a t  th e  u n i fy in g  o f  th e  o b j e c t i v e s  i n t o  one 
c o s t  f u n c t io n  p r o v id e s  an e x tr e m e ly  u s e fu l  way o f  r e d u c in g  
th e  d e g r e e s  o f  freed om  o f  th e  d e s ig n  p rob lem .
Once th e  q u a d r a t ic  c o s t  fu n c t io n  i s  s p e c i f i e d  th e  
c a l c u l a t i o n  o f  th e  t o t a l l y  o b s e r v e d  o p t im a l c o n t r o l  i s  
r e l a t i v e l y  s t r a ig h t f o r w a r d ,  th e  m ethod o f  C h apter 1 b e in g  
e x tr e m e ly  e f f i c i e n t .  In  f a c t ,  th e  g r e a t e s t  c o m p u ta t io n a l 
d i f f i c u l t y  a r i s e s  in  s o lv in g  th e  L iap u n ov  m a tr ix  e q u a t io n  
a t  e v e r y  s t e p ;  i t  i s  a l i n e a r  e q u a t io n  in  th e  e le m e n ts  o f  
th e  u p p er t r i a n g l e  o f  a sym m etric m a tr ix  and c a r e f u l  
program m ing i s  r e q u ir e d  t o  tra n s fo rm  in t o  v e c t o r  form  so
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t h a t  s ta n d a rd  s im u lta n e o u s  e q u a t io n  s o lv in g  s u b r o u t in e s  
can  b e  u sed .
When th e  in fo r m a t io n  a b ou t th e  s t a t e  i s  l im i t e d  th e  m ost 
i n t e r e s t i n g  p o in t s  t h a t  come t o  l i g h t  a re  th o s e  c o n c e r n in g  
th e  m ethods n e c e s s a r y  f o r  f in d in g  th e  c o n s t r a in e d  o p t im a l 
c o n t r o l .  D i r e c t  u se  o f  J a m e so n 's  e q u a t io n s  p ro v e s  
u n s a t i s f a c t o r y ;  s im p le  i t e r a t i o n  betw een  th e  e q u a t io n s  
can  g o  c o m p le t e ly  w rong and c e r t a i n l y  d o e s  n o t  g u a ra n te e  a 
r e d u c t io n  in  c o s t  as was h op ed . A ls o  u s in g  th e  e x p r e s s io n  
f o r  th e  d e r i v a t i v e s  in  a s t e e p e s t  d e s c e n t  a lg o r it h m  i s  n o t  
v e r y  s u c c e s s fu l ;  w ith o u t  s o p h i s t i c a t e d  a u tom a tic  s t e p  le n g th  
r o u t in e s  and s c a l i n g  o f  th e  v a r i a b l e s  co n v e rg e n ce  i s  d i f f i c u l t  
t o  a c h ie v e .  The b e s t  a p p roa ch  seem s t o  be th e  f r a c t i o n a l  s te p  
m ethod  b a sed  on J a m e so n 's  e q u a t io n s ;  a lth o u g h  t h i s  can take 
a f a i r  number o f  s t e p s  t o  c o n v e r g e  i t  i s  v e ry  r o b u s t ,  . . * 
in v a r ia b l y  f in d in g  a l o c a l  minimum w h a tever th e  s t a r t i n g  
p o in t .  I t  n e a r ly  a lw a ys  w orks o u t  in  p r a c t i c e  t h a t  a s lo w  
m ethod  w hich  i s  c e r t a in  t o  g i v e  c o r r e c t  r e s u l t s  w i l l  be 
ch e a p e r  in  com p u ter c o s t s  than on e  w h ich , though p o t e n t i a l l y  
e f f i c i e n t ,  can  f a i l  c o m p le t e ly .  I f  on e u ses  a m inim ax 
c r i t e r i o n  f o r  t h i s  e x a m p le , assu m in g t h a t  the i n i t i a l  s t a t e  
i s  n o t  known, th e  o p t im a l  fe e d b a c k  c o n t r o l l e r  i s  n o t  
r a d i c a l l y  a l t e r e d .  S in c e  th e  c o s t  fu n c t io n  d o e s  n o t  have 
a p r e c i s e  p h y s i c a l  s i g n i f i c a n c e  i t  i s  d i f f i c u l t  t o  rank 
m e a n in g lW iy  c o n t r o l l e r s  th a t  le a d  t o  i t  h av in g  s im i la r
v a lu e s .
J pr.Go —
The o v e r a l l  im p r e s s io n s  g a in e d  from  th e  e x e r c i s e  in  
t h i s  c h a p t e r  a re  t h a t  th e r e  i s  c o n s id e r a b le  d i f f i c u l t y  in  
d e f in in g  th e  c o s t  fu n c t io n  t o  f i t  in  w ith  o n e ' s  i n t u i t i v e  
id e a s  o f  what i s  a good  r e s p o n s e . H owever, f o r  a l l  b u t  th e  
s im p le s t  sy s te m s , th e re  i s  a v e ry  g r e a t  advan tage in  u s in g  
o p t im a l . c o n t r o l  th e o r y  p r im a r i l y  f o r  d e te rm in in g  th e  
r e l a t i v e  s i z e s  o f  th e  fe e d b a c k  g a in s . S im ila r  c o n c lu s io n s  
can b e  drawn f o r  p a r t i a l l y  o b s e r v e d  system s b u t th e r e  i s  
a ls o  th e  added d i f f i c u l t y  o f  f in d in g  s u i t a b le  n u m e r ica l 
m e th o d s , even th e  b e s t  o f  t h e s e  r e q u ir e  a p p r e c ia b ly  more 
com pu tin g  tim e than f o r  th e  t o t a l l y  o b s e r v e d  o p t im a l  c o n t r o l .
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