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Abstract
Continuous and discrete versions of difference operators are introduced, involving special
examples of Toeplitz matrices. A spectral analysis of the continuous operator is performed,
providing a full characterization of the null space and the singular system. The same analysis
is performed for the discrete operator under a simplifying assumption involving the discretiza-
tion parameter, by showing that the singular value decomposition is preserved in some sense.
Many correspondences are shown to be lost in the case where the simplifying assumption is
not verified.
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1. Introduction
In some applications concerning image processing, the so-called differential tech-
niques are often employed when the object of interest cannot be directly observed.
For instance, optical wavefront reconstructions can be achieved by means of lateral
shearing interferometry [9,10]: if f (x) represents the one-dimensional wavefront
to be reconstructed, it is possible to measure the interference pattern obtained by
superposing coherently f (x) with f (x + ), i.e., a laterally sheared copy of itself.
In this way, the acquired data are the values of the “first difference”
g(x) = f (x)− f (x + ) ( > 0).
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Another relevant example occurs in infrared astronomical imaging [1,2]: here
f (x) represents a one-dimensional signal contaminated by a very large background
noise a(x) (collecting thermal emissions of both the atmosphere and the telescope
itself), so that the telescope observes the data f˜ (x) = f (x)+ a(x).
The “chopping and nodding” differential technique (see [1] for details) allows one
to measure the second difference of f˜ (x),
g(x) = −f˜ (x − )+ 2f˜ (x)− f˜ (x + ). (1)
Assuming that the background can have almost linear variations, the contribution of
a(x) to the expression (1) becomes negligible with respect to the “signal” part pro-
vided by f. Hence, g(x) can be considered as a noisy but significant approximation of
the second difference of f (x) only. A two-dimensional version of this technique is
simply obtained by considering the equation (1) repeated for every “stripe” of pixels.
The previous two instances suggest to define a more general family of mathe-
matical models, which we may call mth difference operators: the examples above of
practical interest correspond to the values m = 1 and m = 2.
Such image applications require to invert suitable discretizations of the related
equations, by reconstructing an approximation of f from the data g. The inverse nature
of the problem needs a special attention to two potential pitfalls.
(i) The operator mapping f to g could have a nontrivial null space; then the compo-
nents of f along such space cannot be recovered through the inversion step.
(ii) The singular system of the operator could accumulate towards the origin: in this
case the approximate solution is extremely sensitive to data errors.
The mathematical behaviour of the discrete chopping and nodding operator has
been fully investigated thanks to a deep exploitation of the strong Toeplitz structure
of the matrix involved [2]. In this paper we show that the same tool plays a crucial
role for extending the characterization to the continuous case for every m: structured
linear algebra may help in the spectral analysis of operators!
First of all we introduce the abstract family {Dm}m∈N of continuous operators and
we perform a detailed analytical study of them in Section 2.
Section 3 is devoted to the practical problem of discretizing these operators, in
order to apply numerical methods for their inversion. Under a simplifying assump-
tion involving the discretization parameter δ, we define a family of “ideal” discrete
operators D(δ)m in Section 3.1, where the null space and the singular system are ex-
plicitly determined again, and compared to their continuous analogues. We find a
strong correspondence between Dm and D(δ)m : in particular, it is proved that the two
operators share the same singular values.
Section 3.2 handles the case where the simplifying assumption is not verified.
This leads to a different expression of the discrete operators D(δ)m . Although this
should be the “real” case, we prove that in the practical instances m = 1 and m = 2
many correspondences between the continuous and the discrete operator are lost. In
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particular, the null space of D(δ)m contains some elements having no counterpart with
respect to Dm.
A section of final remarks and suggestions for future work ends the paper; we
have moved into an Appendix several technical proofs of theorems contained in the
various sections.
2. The continuous operator Dm
We consider the basic interval I := [0, X] with X > 0 and the Hilbert space
L2(I ) of all the square integrable functions g : I → R. The “first difference” op-
erator D1 is just
g(x) = (D1f )(x) = f (x)− f (x + ),
 > 0 being a fixed parameter. If we want g belonging to L2(I ), we need to define f
over an interval I˜ larger than I, namely [0, X + ]. For a general differencing order
m ∈ N, we set
I˜ = [−m/2, X + m/2].
Notice that m/2 denotes the lower integer part of m/2 while m/2 is the upper
integer part. This way the length of I˜ is always equal to X +m.
Of course, considering the whole real line as the domain of f and g would give
a certain simplification in the theoretical analysis: but imaging applications involve
functions defined just in a finite interval, therefore our complication has a practical
relevance.
We define the mth difference operator with amplitude  asDm : L2(I˜ ) → L2(I )
such that
(Dmf )(x) =
m/2∑
j=−m/2
(−1)j bjf (x + j) for all x ∈ [0, X],
where bj is the binomial coefficient
(
m
j+m/2
)
. For instance, the second difference
operator related to “chopped and nodded” images [2] takes the form
(D2f )(x) = −f (x − )+ 2f (x)− f (x + ).
Some preliminary remarks can be made:
(i) Dm is well defined on L2(I˜ ), in the sense that if f = f˜ almost everywhere then
the set {x ∈ I : (Dmf )(x) /= (Dmf˜ )(x)} has zero measure.
(ii) If f ∈ L2(I˜ ), then for each j the function x → f (x + j) keeps belonging to
L2(I ) since we are integrating f over a subinterval of I˜ ; henceDmf ∈ L2(I ) as
finite sum of square integrable functions.
(iii) If ‖ · ‖ stands for the L2 norm on the proper interval, it is easy to prove the sharp
bound
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‖Dmf ‖ 
m/2∑
j=−m/2
bj‖f ‖ =
m∑
l=0
(
m
l
)
‖f ‖ = 2m‖f ‖.
Thus Dm is linear and continuous from L2(I˜ ) to L2(I ) and its operator norm
is bounded by 2m.
The adjoint operator D∗m acting from L2(I ) to L2(I˜ ) is implicitly defined by the
following relation:
∀f ∈ L2(I˜ ), ∀g ∈ L2(I ) : 〈f,D∗mg〉L2(I˜ ) = 〈Dmf, g〉L2(I ). (2)
The right-hand side of (2) equals∫ X
0
(Dmf )(x)g(x) dx =
m/2∑
j=−m/2
(−1)j bj
∫ X
0
f (x + j)g(x) dx. (3)
We define the subintervals I˜j := [j, X + j] ⊆ I˜ for j = −m/2, . . . , m/2;
then every integral appearing in (3) can be transformed into∫ X+j
j
f (y)g(y − j) dy =
∫
I˜
f (y)g(y − j)χ
I˜j
(y) dy,
where χ
I˜j
is the characteristic function of I˜j . Thus
〈Dmf, g〉L2(I ) =
∫
I˜
f (y)
m/2∑
j=−m/2
(−1)j bjg(y − j)χI˜j (y) dy.
This equals the left-hand side of (2) by setting
h = D∗mg ∈ L2(I˜ ) with h(y) =
m/2∑
j=−m/2
(−1)j bjg(y − j)χI˜j (y) ∀y a.e.,
which represents the explicit formula for the adjoint of Dm.
2.1. The null space of Dm
By considering simple examples, it is natural to expect a nontrivial null space
for Dm. For instance, for the first difference operator we have D1f = 0 for every
periodic function f ∈ L2(I˜ ) with period: (D1f )(x) = f (x)− f (x + ) = 0, and
the space Per of such functions completely characterizes the null space N(D1).
A natural generalization of periodic functions allows us to find suitable elements
of N(Dm) for higher values of m. Define the space
PPerm, =
{
f ∈ L2(I˜ ) : ∃p(x) ∈ m−1, u(x) ∈ Per : f (x) = p(x)u(x)
}
,
where m−1 is the set of polynomials having degree at most m− 1.
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Remark 1. PPerm, ⊆ N(Dm). In fact, for every f (x) = p(x)u(x) ∈ PPerm,,
(Dmf )(x) =
m/2∑
j=−m/2
(−1)j bjp(x + j)u(x + j) = u(x)(Dmp)(x)
and the mth difference vanishes for every polynomial of degree less than m.
Remark 2. PPerm, /= N(Dm) for m > 1, since PPerm, is not a linear space. An
example of function in the null space not belonging to PPerm, is provided by the L2
function f (x) = x/. We have
(Dmf )(x)=
m/2∑
j=−m/2
(−1)j bj
⌊
x + j

⌋
=
m/2∑
j=−m/2
(−1)j bj
(⌊ x

⌋
+ j
)
=
⌊ x

⌋
Dm1 +
m/2∑
j=−m/2
(−1)j bj · j. (4)
The first term in (4) vanishes because 1 ∈ PPerm, ⊆ N(Dm). The second term can
be rewritten as follows, by putting j = [(x + j)− x]/:
m/2∑
j=−m/2
(−1)j bj x + j

−
m/2∑
j=−m/2
(−1)j bj x

= 1

Dmx − x

Dm1
and this expression vanishes too, since both x and 1 belong to PPerm, for m > 1;
thus f ∈ N(Dm).
If we were able to write f as an element of PPerm,, then we would find p(x) ∈
m−1 and u(x) ∈ Per such that⌊ x

⌋
= f (x) = p(x)u(x), (5)
whence f (x + ) = p(x + )u(x + ) = p(x + )u(x).
On the other hand,
f (x + ) =
⌊
x + 

⌋
=
⌊ x

⌋
+ 1 = p(x)u(x)+ 1.
Hence
{p(x + )− p(x)}u(x) = 1 for all x.
Since p(x + )− p(x) is a polynomial with respect to x, it turns out that u(x) is a
rational function (as well as p(x)u(x)), which contradicts equality (5).
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Hence polynomial-times-periodic functions are a proper subset of N(Dm). Here
we want to completely characterize the null space, and for this purpose we need some
additional notations.
Let q be the integer X/. Then X − q is nonnegative, and we are able to
introduce the following nonempty disjoint intervals:
ILj := [j, X − (q − j)] for j = 0, . . . , q (“left”),
IRj := [X − (q − j), (j + 1)] for j = 0, . . . , q − 1 (“right”).
(6)
It turns out that I = [0, X] can be partitioned into the collection {ILj }qj=0 ∪ {IRj }q−1j=0,
and [0,] = IL0 ∪ IR0 . By extending the definition (6) to all the indices j such that
−m/2  j  q + m/2, we also obtain a partitioning of I˜ in disjoint subinter-
vals.
It is evident that if x ∈ IL0 (resp. IR0 ) then x + j ∈ ILj (resp. IRj ). On the other
hand, for all x ∈ I˜ there exists an index k such that x ∈ ILk ∪ IRk : it is defined by the
formula
k = k∗(x) = x/ . (7)
We state in the following theorem, whose elementary proof is left in Appendix A,
the characterization of the null space of Dm.
Theorem 1. N(Dm) = {u(x) ∈ L2(I˜ ) : ∃c0(x), . . . , cm−1(x) ∈ L2([0,]) such that
u(x) =∑m−1s=0 cs(x − k∗(x))k∗(x)s}.
Remark 3. Every function f ∈ PPerm, can be easily written as an element of
N(Dm) according to the characterization of Theorem 1, as follows. Let f (x) =
xsu(x) with s  m− 1. Then f (x + k) = (x + k)su(x) =∑sj=0 kj cj (x) where
cj (x) := u(x)
(
s
j
)
j xs−j .
2.2. The singular system of Dm
SinceDm acts between different Hilbert spaces, the concept of eigenvalue makes
no sense and its spectral behaviour is based on singular values.
More precisely, letσ > 0 be a singular value of the operatorDm,u(x) ∈ L2(I˜ )\{0}
be a right singular function, v(x) ∈ L2(I )\{0} be a left singular function; they are
related through the equations (holding in the L2 sense){
Dmu = σv,
D∗mv = σu. (8)
We will state in this section that each σ in (8) is indeed a singular value of a suitable
finite Toeplitz matrix, whose singular vectors contribute to the expression of the
singular functions u and v. For this purpose, define the matrix
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T(m)n :=


t−m/2 . . . t0 . . . tm/2 0
.
.
.
.
.
.
.
.
.
0 t−m/2 . . . t0 . . . tm/2

 ∈ Rn×(n+m),
where the entries tj = (−1)j
(
m
j+m/2
)
actually depend on the differencing
order m.
A direct proof of the next results is given in Appendices B and C. We just mention
that Theorem 2 (as well as Theorem 1 stated before) would follow by a less ele-
mentary interpretation of Dm as the tensor product between the identity operator on
L2[0, 1] and the matrix T(m)q ⊕ T(m)q+1. It would suffice to construct the isomorphisms
L2(I˜ )∼=L2[0, 1] ⊗ R2(q+m)+1,L2(I )∼=L2[0, 1] ⊗ R2q+1 and then to invoke known
characterizations about the adjoint [3], the null space [6] and the spectrum [7,8] of a
tensor product of linear operators.
Lemma 1. If we denote by n the singular value set of the matrix T(m)n , then we
have
q ∩ q+1 = ∅.
The next theorem shows that every singular value of Dm is either an element of
q or of q+1; since these two sets are disjoint for Lemma 1, the two cases are
mutually exclusive.
Theorem 2. Let χILj , χIRj denote the characteristic functions of the sets defined in
(6). The singular system of the operator Dm can be characterized as follows:
• Let v(1), . . . ,v(q) (respectively u(1), . . . ,u(q)) be the left (resp. right) singular
vectors associated with {σk}qk=1 ∈ q and denote v(k) = (v(k)j )q−1j=0 and u(k) =
(u
(k)
j )
q−1
j=0. Then every σk is a singular value of Dm and its singular functions are
given by the set{
v(x) =
q−1∑
j=0
v
(k)
j c(x − k∗(x))χIRj (x),
u(x) =
q−1∑
j=0
u
(k)
j c(x − k∗(x))χIRj (x) : c ∈ L
2(IR0 )
}
.
• Let v(1), . . . ,v(q+1) (respectively u(1), . . . ,u(q+1)) be the left (resp. right) sin-
gular vectors associated with {σk}q+1k=1 ∈ q+1 and denote v(k) = (v(k)j )qj=0 and
u(k) = (u(k)j )qj=0. Then every σk is a singular value of Dm and its singular func-
tions are given by the set
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v(x) =
q∑
j=0
v
(k)
j c(x − k∗(x))χILj (x),
u(x) =
q∑
j=0
u
(k)
j c(x − k∗(x))χILj (x) : c ∈ L
2(IL0 )
}
.
• The elements of q ∪ q+1 are the only singular values of Dm, and the continu-
ous spectrum of DmD∗m is empty.
3. The discrete operator D(δ)m
We are mainly interested in applications where the L2 functions f (x) and g(x) =
(Dmf )(x) represent one-dimensional images; thus, in the continuous setting g(x)
means the image intensity data at the single point x in the range I = [0, X]. In real
applications we are able to measure the intensity at a finite set of equidistant portions
of the range. More precisely, let N be a fixed positive integer and put δ := X/N that
is the sampling distance at which the measurements are performed; then the interval
I is partitioned into the uniform grid {xn}Nn=0 where xn = nδ.
It is fundamental to realize that the measured data are not referred to the activ-
ity on the single points {xn} of the grid, but they represent the average intensity
on the various pixels which the image is broken into. We can model each pixel by
a subinterval [xn−1, xn] of length δ and then define the sample gn as an integral
mean:
gn := 1
δ
∫ xn
xn−1
g(x) dx, n = 1, . . . , N.
The “original” image f (x) should be sampled by using the same discretization
parameter δ, in order to deal with the same pixels of I, since it is contained in
I˜ = [−m/2, X + m/2].
Unfortunately, in the case where  is not a multiple of δ the interval I˜ cannot
be exactly subdivided into equal portions, and a particular care is necessary in the
definition of the discrete operator. For this reason, we will assume first the “ideal”
hypothesis
 = Kδ with K ∈ N (9)
which allows us to obtain a very simple discretization scheme and very powerful
algebraic results about the discrete operator. The “real” case, where the difference
amplitude is not an exact multiple of the sampling distance, will be treated later.
3.1. The “ideal” discretization
If (9) holds, we can introduce mK additional grid points xn, at the left with n =
−m/2K, . . . ,−1 and at the right with n = N + 1, . . . , N + m/2K , in order
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to cover the whole interval I˜ ; the samples of f are integral means on the pixels as
well:
fn := 1
δ
∫ xn
xn−1
f (x) dx, n = −m/2K + 1, . . . , N + m/2K.
Our discrete operator D(δ)m maps the vector f = (fn) ∈ RN+mK of samples of f (x)
to the vector g = (gn) ∈ RN of samples of g(x). According to the definition of the
continuous analogue Dm, we have for every n = 1, . . . , N ,
gn = 1
δ
∫ xn
xn−1
(Dmf )(x) dx = 1
δ
m/2∑
j=−m/2
(−1)j bj
∫ xn
xn−1
f (x + j) dx
=
m/2∑
j=−m/2
(−1)j bj · 1
δ
∫ xn+j
xn−1+j
f (y) dy. (10)
By using (9), the integral mean appearing in (10) is equal to
1
δ
∫ (n+jK)δ
(n+jK−1)δ
f (y) dy = 1
δ
∫ xn+jK
xn+jK−1
f (y) dy = fn+jK .
Hence
gn =
m/2∑
j=−m/2
(−1)j bjfn+jK
and D(δ)m is represented by an N × (N +mK) matrix whose (n, n′) entry has the
expression
(
D(δ)m
)
n,n′ =
m/2∑
j=−m/2
(−1)j bj δn′,n+jK, (11)
δi,j being the Kronecker symbol.
A first look at (11) reveals that D(δ)m is a sparse Toeplitz matrix only having m+ 1
significant diagonals that contain the binomial values {bj } with alternate signs. Such
diagonals start by the main one and they are interlaced, one from another, by groups
of K − 1 null diagonals.
In the case m = 2 such a strong structure allowed us to perform an accurate study
about the algebraic properties of the matrix [2]: most of those arguments also apply
to our general setting, as we will discuss below.
Definition 1. For a fixed n, the n× n permutation matrix n groups together the
canonical basis vectors {ej }nj=1 of Rn according to the remainder of the subscript j
divided by K. More precisely, let
Jr =
{
j ∈ {1, . . . , n} : j ≡ r mod K} (12)
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for r = 1, . . . , K; then
n =
(
(ej )j∈J1
∣∣(ej )j∈J2 ∣∣ · · · ∣∣(ej )j∈JK ). (13)
The effect of the above permutation to the rows and columns of D(δ)m is a block di-
agonalization of the matrix: essentially, all the significant entries are moved towards
the main diagonal.
Observe that the parameter q, which plays a fundamental role for the continuous
operator, allows for the expression
q = X/ = N/K,
that is q can be also viewed as the quotient of the Euclidean division between N and
K. If K1 is the remainder of such division, the relations
N = qK +K1, K1 = X − q
δ
hold. Then it is straightforward to prove the following:
Theorem 3. The matrix T = TND(δ)m N+mK exhibits a block diagonal pattern:
T= diag(T(m)q+1, . . . ,T(m)q+1︸ ︷︷ ︸
K1 blocks
;T(m)q , . . . ,T(m)q︸ ︷︷ ︸
K−K1 blocks
)
=
(
IK1 ⊗ T(m)q+1 0
0 IK−K1 ⊗ T(m)q
)
,
where In is the n× n identity matrix, ⊗ is the Kronecker product and T(m)n is the
banded Toeplitz matrix defined in Section 2.2.
Thanks to the block diagonalization provided by Theorem 3, the inspection of
geometrical properties of the operator D(δ)m is strongly simplified.
The null space of D(δ)m
Without exploiting Theorem 3, we are able to determine N(D(δ)m ) just by applying
the definition:
D(δ)m u = 0 iff
m/2∑
j=−m/2
(−1)j bjun+jK = 0, n = 1, . . . , N, (14)
where (14) can be interpreted as a linear homogeneous, constant-coefficient differ-
ence equation of order mK. All its nontrivial solutions are known to be described in
terms of the roots of the characteristic equation
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m/2∑
j=−m/2
(−1)j
(
m
j + m/2
)
ζ (j+m/2)K = (1 − ζK)m = 0.
They are the Kth complex roots of unity, {exp (i2k/K)}Kk=1, each having multiplic-
ity m.
Thus we obtain a set of mK independent solutions of (14) by defining for every
k = 1, . . . , K and n = −m/2K + 1, . . . , N + m/2K ,
u(k,0)n := exp
(
i2
k
K
n
)
, u(k,1)n := nu(k,0)n , . . . , u(k,m−1)n := nm−1u(k,0)n .
These sequences correspond to the mK independent vectors of RN+mK {u(k,s) : k =
1, . . . , K; s = 0, . . . , m− 1} which span the whole space N(D(δ)m ); by the way, it is
evident that the matrix representing D(δ)m has full rank N.
It is readily observed that the basis {u(k,s)} is well localized with respect to the
frequencies (it is the discrete analogue of the subset PPerm, of N(Dm)): namely,
applying the operator D(δ)m to a vector produces a loss of information about the K
frequencies related to the mentioned basis.
If we are more interested in finding a basis for N(D(δ)m ) localized in the space, it
is worth to use the block diagonal representation.
The equation D(δ)m u = 0 is in fact equivalent to Tu˜ = 0, where u = N+mK u˜ and
T is given by Theorem 3: then every subvector of u˜ belongs to the null space of a
block like T(m)q or T(m)q+1, which can be determined again with the help of difference
equation theory. In addition, we are free to put all the entries of u˜ to zero except
for a single subvector. The resulting new basis of N(D(δ)m ) is given by the following
“sparse” vectors:
u[k,s] = (u[k,s]n ), where u[k,s]n =
{n/Ks if n ≡ k mod K,
0 otherwise
with k and s ranging from 1 to K and 0 to m− 1, respectively.
Remark 4. This basis can be made orthogonal just by applying an orthogonalization
procedure to each subset {u[k,0], . . . ,u[k,m−1]} separately.
Finally, we observe that k∗(xn) = n/K according to the notation (7), so that
every vector u[k,s] is the sampling of a suitable function of N(Dm), expressed in the
form given by Theorem 1.
The singular value decomposition of D(δ)m
The singular value decomposition (SVD) of the rectangular matrix D(δ)m is given
by the product VUT, where  is an N ×N diagonal matrix containing the singular
184 F. Di Benedetto / Linear Algebra and its Applications 366 (2003) 173–198
values, the columns of V ∈ RN×N are the left singular vectors and the columns
of U ∈ R(N+mK)×N are the right singular vectors. Notice that since D(δ)m has full
rank N, all the diagonal elements of  are positive. The SVD of D(δ)m is completely
characterized by the following theorem, whose proof is given in Appendix D.
Theorem 4. Let T(m)q+1 and T
(m)
q be the Toeplitz matrices defined in Section 2.2.
• Let v(1), . . . ,v(q) (respectively u(1), . . . ,u(q)) be the left (resp. right) singular
vectors associated with {σk}qk=1 ∈ q and denote v(k) = (v(k)j )q−1j=0 and u(k) =
(u
(k)
j )
q−1
j=0. Then every σk is a singular value of D(δ)m with multiplicity K −K1;
its associated singular vectors are given by the formulae
v(k,l) = (0, . . . , 0︸ ︷︷ ︸
l−1
, v
(k)
0 , 0, . . . , 0︸ ︷︷ ︸
K−1
, v
(k)
1 , . . . , 0, . . . , 0︸ ︷︷ ︸
K−1
, v
(k)
q−1, 0, . . . , 0︸ ︷︷ ︸
K+K1−l
)T,
u(k,l) = (0, . . . , 0︸ ︷︷ ︸
l−1
, u
(k)
0 , 0, . . . , 0︸ ︷︷ ︸
K−1
, u
(k)
1 , . . . , 0, . . . , 0︸ ︷︷ ︸
K−1
, u
(k)
q+m−1, 0, . . . , 0︸ ︷︷ ︸
K+K1−l
)T
as l ranges between K1 + 1 and K.
• Let v(1), . . . ,v(q+1) (respectively u(1), . . . ,u(q+1)) be the left (resp. right) sin-
gular vectors associated with {σk}q+1k=1 ∈ q+1 and denote v(k) = (v(k)j )qj=0 and
u(k) = (u(k)j )qj=0. Then every σk is a singular value of D(δ)m with multiplicity K1;
its associated singular vectors are given by the formulae
v(k,l) = (0, . . . , 0︸ ︷︷ ︸
l−1
, v
(k)
0 , 0, . . . , 0︸ ︷︷ ︸
K−1
, v
(k)
1 , . . . , 0, . . . , 0︸ ︷︷ ︸
K−1
, v(k)q , 0, . . . , 0︸ ︷︷ ︸
K+K1−l
)T,
u(k,l) = (0, . . . , 0︸ ︷︷ ︸
l−1
, u
(k)
0 , 0, . . . , 0︸ ︷︷ ︸
K−1
, u
(k)
1 , . . . , 0, . . . , 0︸ ︷︷ ︸
K−1
, u
(k)
q+m, 0, . . . , 0︸ ︷︷ ︸
K+K1−l
)T
as l ranges between 1 and K1.
• The condition number α = σmax(D(δ)m )/σmin(D(δ)m ) does not depend on δ and is
asymptotical to (2q/)m.
Remark 5. The singular values of the discrete operator are exactly the same as
the continuous one. Their multiplicities grow as δ decreases, corresponding to the
continuous setting where they are related to infinite-dimensional spaces of singular
functions.
Furthermore, the singular vectors of D(δ)m can be obtained by sampling suitable
singular functions of Dm.
More precisely, a left singular vector like v(k,l) corresponds to the following sin-
gular function associated with σk ∈ q :
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v(k,l)(x) =
q−1∑
j=0
v
(k)
j χ[xl−1,xl ](x − k∗(x))χIRj (x),
in the sense that the jth entry of v(k,l) equals the integral mean
1
δ
∫ xj
xj−1
v(k,l)(x) dx.
Observe that if l > K1 then [xl−1, xl] ⊆ IR0 .
A quite analogous relation holds for the singular vectors related to the elements
of q+1.
3.2. The “real” discretization
In this subsection we want to investigate the more typical discrete case, where the
amplitude  and the sampling distance δ satisfy a general relation of the following
form:
 = (K + p)δ with K ∈ N and p ∈ (0, 1).
It is possible to prove that, as δ tends to zero, the “quotient” K goes to infinity but the
“remainder” p is dense and thus it can take potentially any value on the interval [0, 1].
This issue provides a severe complication to the attempts of making a complete
theoretical analysis of the discrete operator. We are able to prove only some partial
results which are significant as well, giving a feeling of the general behaviour.
In this new situation, the sample points xn = nδ with n = −m/2(K + 1), . . . ,
N + m/2(K + 1) cover the interval I˜ where f (x) is defined, although some of
the first and last points fall outside (this suggests to extend f to zero values outside I˜
for convenience). The sample values of f are defined again as integral means on the
pixels:
fn = 1
δ
∫ xn
xn−1
f (x) dx
and the exact relation (10) still holds, relating the samples of g to f:
gn =
m/2∑
j=−m/2
(−1)j bj · 1
δ
∫ xn+j
xn−1+j
f (y) dy. (15)
The main difference with respect to the “ideal” case is that the integral mean of f in
(15) no longer agrees with any sample fl ; in fact,∫ xn+j
xn−1+j
f (y) dy =
∫ (n+jK+jp)δ
(n+jK+jp−1)δ
f (y) dy +
∫ (n+jK+jp)δ
(n+jK+jp)δ
f (y) dy,
that is the first integral “spreads” over two adjacent pixels, namely fn+jK+jp and
fn+jK+jp+1. At this point we can apply the rough approximation
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α
f (y) dy ≈ β − α
γ − α
∫ γ
α
f (y) dy
and substituting into (15) we obtain
gn ≈
m/2∑
j=−m/2
(−1)j bj
[
(1 − jp + jp)fn+jK+jp
+ (jp − jp)fn+jK+jp+1
]
,
which can be assumed as the “real” discretization of the continuous model in the
general case.
We report below the instances of such relation for the first values of m:
m = 1 : gn ≈ fn − [(1 − p)fn+K + pfn+K+1],
m = 2 : gn ≈ −[pfn−K−1 + (1 − p)fn−K ]
+ 2fn − [(1 − p)fn+K + pfn+K+1],
m = 3 : gn ≈ −[pfn−K−1 + (1 − p)fn−K ]
+ 3fn − 3[(1 − p)fn+K + pfn+K+1]
+ (1 − {2p})fn+2K+2p + {2p}fn+2K+2p+1,
where {2p} stands for the mantissa of 2p.
As m increases, the relation becomes more and more cumbersome, since both the
indices of the involved entries of f and their coefficients vary as nontrivial functions
of the “crazy” parameter p.
However, if we consider again the discrete operator D(δ)m mapping the vector f into
g, some general remarks can be made:
(i) D(δ)m is an N × (N +m(K + 1)) matrix of full rank;
(ii) D(δ)m has the Toeplitz structure;
(iii) D(δ)m has 2m+ 1 significant diagonals, grouped into adjacent pairs (except one
of them), separated from each other group by at least K − 1 null diagonals;
(iv) the sequence of nonzero coefficients on each row is symmetric if and only if m
is even.
The presence of nonzero adjacent diagonals makes the tool used in the previous
section (i.e., block diagonalization through permutation) ineffective; in particular,
there is no hope of retrieving the same singular values ofDm with suitable multiplic-
ities. Let us go now to examine in a bit more depth the spectral behaviour of D(δ)m .
The null space
Every vector u satisfying the equation D(δ)m u = 0 can be described, as in the ideal
case, in terms of the solutions of a linear homogeneous difference equation related
to the coefficients of D(δ)m :
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m/2∑
j=−m/2
(−1)j bj
[
(1 − {jp})un+jK+jp + {jp}un+jK+jp+1
] = 0 . (16)
The order of such equation depends on the value of p, but cannot exceed m(K +
1); the asymptotic behaviour of its solutions is characterized by the size of all the
complex roots of its associated characteristic equation.
Notice that in the “ideal” case any root ζ was located on the unit circle, and for
this reason we found in N(D(δ)m ) only vectors with periodic behaviour, or at worst ex-
hibiting a polynomial growth with respect to the subscript. Hence, there was a perfect
matching between the asymptotics of elements in N(Dm) and those in N(D(δ)m ).
We can hope a similar correspondence in the real case only if all the characteristic
roots keep their location on the unit circle; however, the following claim shows that
our desire is not realistic.
Proposition 1. For m = 1 or 2 the only characteristic root of modulus 1 is ζ = 1,
and its multiplicity equals m. More generally, also for every odd value of m there are
characteristic roots not lying on the unit circle.
For the proof, see Appendix E.
We conjecture that for every value of m there are roots outside the unit circle.
Whenever this occurs, we obtain a solution un of (16) behaving like an increasing (or
decreasing) exponential with respect to n. This corresponds to a “spurious” element
of the null space, in the sense that no suitable sampling of any function in N(Dm) is
approximated by such vector of N(D(δ)m ). We conclude that the “real” discretization
(at least for the values m mentioned in Proposition 1, but it is probably a general
property) deletes some significant informations from its continuous analogue, since
there are functions, mapped by Dm into nontrivial images, that become “invisible”
under the action of D(δ)m .
The singular system
It could be interesting to check whether the SVD of D(δ)m in the real case mimics
again the singular system ofDm (in the ideal case we found an almost perfect match-
ing); unfortunately, the most promising tools for investigating such a correspondence
fail.
For example, in the classical literature concerning Toeplitz matrices the asymp-
totic study of the eigen/singular values is performed (see e.g. [11]) by introducing
the concept of generating function (see the proof of Lemma 1 in Appendix B), whose
range gives detailed information; however, this works well if the coefficients of the
Toeplitz matrix are independent of its size.
In our case, the SVD of D(δ)m can be retrieved from the eigendecomposition of
A(δ)m = D(δ)m D(δ)m T, that is a square Toeplitz matrix of dimension N whose pattern
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is similar to that of D(δ)m , with coefficients depending on p and therefore varying
(with irregular behaviour) as δ goes to zero. The first instance for m = 1 gives the
following first row of A(δ)1 :(
1 + p2 + (1 − p)2, p(1 − p), 0, . . . , 0︸ ︷︷ ︸
K−1
,−1 + p,−p, 0, . . . , 0).
Its associated generating function is
a(θ; δ) = 1 + p2 + (1 − p)2 + 2p(1 − p) cos θ
− 2p cosKθ − 2(1 − p) cos(K + 1)θ,
whose plot in [0, ] is shown in Fig. 1 for X = 4,  = √2 and some decreasing
values of δ = X/N .
It can be seen (Fig. 2) that the relative extremal values taken by a(·; δ) go to zero
as δ decreases, and this could suggest that the eigenvalues of A(δ)1 , behaving like
the range of a, should give a condition number diverging with respect to δ. This is
Fig. 1. Behaviour of the generating function of some instances of A(δ)1 .
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Fig. 2. Minimal values in the set {a[k/(N +K)]}N+K
k=1 with respect to N = X/δ.
Fig. 3. Spectral condition number of A(δ)1 with respect to N = X/δ.
not the matter, as confirmed by Fig. 3 which shows that the condition number stays
bounded, even though it is not constant as in the ideal setting.
We conjecture that such a behaviour is common to every value of the order m.
4. Conclusions and further remarks
A detailed theoretical analysis of the continuous operatorDm has been performed;
its null space and singular system have been completely characterized, by proving in
particular that the singular value spectrum is a finite set.
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An “ideal” discretized operator has been introduced, which exhibits strong analo-
gies with respect toDm: its null space contains discretizations of elements ofN(Dm),
its singular values agree with those of Dm.
This correspondence is lost by performing a “real” discretization, which results
in a null space containing spurious elements.
Such conclusions suggest to reconsider the significance of the latter discretization
approach, that was motivated by the relation  = (K + p)δ, where K is integer and p
is the mantissa of the ratio /δ and it is responsible of the complications introduced
in the discrete operator.
At this point it is worthwhile to redefine the discrete operator D(δ)m ; we may de-
cide to loose the “physical” correspondence between the continuous and the discrete
setting, but in contrast we require to match the following requirements:
(i) D(δ)m must have the ideal structure, that is its (n, n′) entry satisfies the relation
(
D(δ)m
)
n,n′ =
m/2∑
j=−m/2
(−1)j bj δn′,n+jK0
for a suitable integer K0, whose value is this time at our choice;
(ii) the singular value set of D(δ)m must equal q ∪ q+1 for q = X/, that is the
singular value spectrum of the continuous operator Dm.
As it can be deduced from the results of Section 3.1, the first requirement ensures
that the null space of D(δ)m contains vectors having a polynomial growth in the worst
case, so that spurious elements are avoided.
Section 3.1 again proves that the singular values of D(δ)m essentially depend on
the quotient between the number N of pixels and the free parameter K0 we want to
determine. Then the second requirement is satisfied if the equality
q = X/ = N/K0 (17)
holds. This way, we reobtain the perfect agreement between continuous and discrete
singular values.
One can easily check that choosing K0 := N/q fulfils (17) if N is large enough.
In fact, we can perform the Euclidean division between N and q, obtaining
N = q · q1 + r with r < q < q1 (18)
if δ is sufficiently small. Thus, if we set K0 = q1 = N/q we conclude that (18)
also represents the Euclidean division between N and K0, and then q plays as well
the role of their quotient.
Observe that when  = Kδ the relation K = K0 = N/q is “physically” veri-
fied. On the other hand, in the “real” case where  = (K + p)δ, our definition of K0
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can be quite different from K, as it is shown by the following table relative to the
example X = 4,  = √2 presented in Section 3.2 (for which q = 2):
N 75 150 315 500
K 26 53 111 176
K0 37 75 157 250
The experimental comparison of the different discretization approaches discussed
so far will be subject of future work.
Appendix A. Proof of Theorem 1
For any x ∈ [0,], we define
q∗(x) =
{
q if x ∈ IL0 (“left” subinterval),
q − 1 if x ∈ IR0 (“right” subinterval).
If u ∈ N(Dm) and x is an arbitrary point of [0,], then for every k ∈ {0, . . . , q∗(x)}
we have (Dmu)(x + k) = 0, that is
m/2∑
j=−m/2
(−1)j bjuk+j (x) = 0, k = 0, . . . , q∗(x), (A.1)
where uk+j (x) is defined according to the notation (C.5).
We can treat (A.1) as a linear homogeneous difference equation with constant
coefficients, expressed in terms of the sequence {uk(x)}q
∗(x)+m/2
k=−m/2 . Its characteristic
equation is
m/2∑
j=−m/2
(−1)j
(
m
j + m/2
)
ζ j+m/2 = (1 − ζ )m,
so that the solution of (A.1) can be represented as an (m− 1)th degree polynomial
in the subscript k, say,
uk(x) =
m−1∑
s=0
csk
s, k = −m/2, . . . , q∗(x)+ m/2. (A.2)
The coefficients {cs} are clearly functions of x. In summary, for each x ∈ [0,] the
relation (A.2) gives us the values uk(x) = u(x + k) in terms of suitable functions
c0(x), . . . , cm−1(x).
If we consider an arbitrary x ∈ I˜ , by setting k = k∗(x) as in (7) we get the point
x − k belonging to [0,] for which the characterization (A.2) holds, i.e.
u(x) =
m−1∑
s=0
cs(x − k)ks .
192 F. Di Benedetto / Linear Algebra and its Applications 366 (2003) 173–198
Thus u(x) belongs to the set given in the statement, if we prove that every function
cs(x) is square integrable on [0,]; this will be the goal of the next lines of the proof.
First we observe that q∗(x)  −1 for all x. Such condition allows us to consider
Eq. (A.2) for k taking m distinct values k1, . . . , km independent of x: we can put these
m equations in the matrix form
1 k1 . . . k
m−1
1
...
...
...
1 km . . . km−1m




c0(x)
...
cm−1(x)




u(x + k1)
...
u(x + km)

 . (A.3)
The first factor of (A.3) is an invertible Vandermonde matrix; hence for every x ∈
[0,] the function cs(x) is a fixed linear combination of the m functions
x → u(x + ki), i = 1, . . . , m.
Since we assumedu ∈ N(Dm) ⊆ L2(I˜ ), we have proved by linearity cs ∈ L2([0,]).
In order to prove the converse, assume now that
u(x) =
m−1∑
s=0
cs(x − k∗(x))k∗(x)s
and consider the operator Dm applied to u.
If x ∈ I = [0, X] and k = k∗(x), for all j it holds k∗(x + j) = k + j . Thus
(Dmu)(x)=
m/2∑
j=−m/2
(−1)j bju(x + j)
=
m/2∑
j=−m/2
(−1)j bj
m−1∑
s=0
cs(x + j− (k + j))(k + j)s
=
m−1∑
s=0
cs(x − k)
m/2∑
j=−m/2
(−1)j bj (k + j)s .
But for every s ∈ {0, . . . , m− 1} the second summation vanishes, since this is equiv-
alent to solving a linear homogeneous difference equation analogous to (A.1), and
every polynomial like ks is a solution, as observed before. This yields (Dmu)(x) = 0
and therefore u ∈ N(Dm). 
Appendix B. Proof of Lemma 1
A simple calculation shows that the squares of the elements of n are the ei-
genvalues of A(m)n := T(m)n T(m)n T, that is an n× n banded Toeplitz matrix whose kth
diagonal equals
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ak =
m/2∑
j=−m/2
tj tj+k = (−1)k
(
2m
k +m
)
, k = −m, . . . , m.
In order to prove the statement, we need to recall two nontrivial algebraic properties
of symmetric Toeplitz matrices:
(i) Let f (θ) = a0 + 2∑+∞k=1 ak cos kθ be the generating function of the matrix se-
quence {An}n1. Then if f is nonconstant and nondecreasing on [0, ], then all
the eigenvalues of An are distinct for every n [12].
(ii) Let pn(λ) be the characteristic polynomial of An. Then pn(λ) is the product of
two factors p+n and p−n of degrees n/2 and n/2 respectively, satisfying the
recurrence relation
2pq(λ) = p+q+1(λ)p−q−1(λ)+ p−q+1(λ)p+q−1(λ) (B.1)
with p±0 (λ) = 1 [4].
Suppose now by contradiction that A(m)q and A(m)q+1 have a common eigenvalue λ;
we can assume without loss of generality that q is the minimal size for which such
situation occurs.
It turns out that λ− λ is a linear factor of both pq(λ) and pq+1(λ), so that it
divides the left-hand side of (B.1) and one of the two terms appearing in the right
hand side. We deduce that λ is a root of both p+q+1(λ)p
−
q−1(λ) and p
−
q+1(λ)p
+
q−1(λ);
since we have supposed that A(m)q−1 has not the eigenvalue λ, it follows that (λ− λ)2
divides p+q+1(λ)p
−
q+1(λ) = pq+1(λ). It is now sufficient to invoke the first result
previously recalled: the generating function of {A(m)n }n1 is
f (θ) =
m∑
k=−m
(−1)k
(
2m
k +m
)
cos kθ =
(
2 sin
θ
2
)2m
and therefore is nondecreasing on [0, ]; thus A(m)q+1 cannot have the multiple eigen-
value λ. 
Appendix C. Proof of Theorem 2
If g ∈ L2(I ), define the vector g(x) ∈ Rq∗(x) having the entries
gj (x) := g(x + j), j = 0, . . . , q∗(x). (C.1)
The analogue for functions f ∈ L2(I˜ ) and x ∈ [0,] is the vector f(x) ∈ Rq∗(x)+m
whose entries are
fj (x) = f (x + j), j = −m/2, . . . , q∗(x)+ m/2.
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Lemma C.1. Let x ∈ [0,] = IL0 ∪ IR0 and q = X/. By recalling the definition
of the vector g(x) associated with a function g(x) given by (C.1), the following
conditions are equivalent to Eqs. (8):
T
(m)
q+1u(x) = σv(x)
T(m)q+1
T
v(x) = σu(x)
for almost all x ∈ IL0 , (C.2)
{
T(m)q u(x) = σv(x)
T(m)q
T
v(x) = σu(x)
for almost all x ∈ IR0 . (C.3)
Proof. The relations in (8) are intended in the L2 sense, that is, almost everywhere.
If we label as S1 and S2 the negligible sets where the two mentioned equations are
not satisfied, then
meas
{
x ∈ [0,] : ∀k ∈ {0, . . . , q∗(x)} x + k /∈ S1
} = 
and
meas
{
x ∈ [0,] : ∀k ∈ {−m/2, . . . , q∗(x)+ m/2} x + k /∈ S2
} = .
Since [0,] = IL0 ∪ IR0 , we deduce that for almost all x ∈ IL0 ,
(Dmu)(x + k) = σv(x + k), k = 0, . . . , q∗(x) = q, (C.4)
(D∗mv)(x + k) = σu(x + k), k = −m/2, . . . , q + m/2. (C.5)
By recalling the expression of Dmu and the definitions of u(x) ∈ Rq+m+1,v(x) ∈
Rq+1 according to (C.1), it is easy to check the equivalence between (C.4) and
T(m)q+1u(x) = σv(x).
We have seen in Section 2 that
(D∗mv)(y) =
m/2∑
j=−m/2
(−1)j bj v(y − j)χI˜j (y). (C.6)
Since x + k ∈ [k, X − (q − k)] if x ∈ IL0 , the characteristic function χI˜j (x +
k) takes the unit value only for k − q  j  k. By putting l = k − j ∈ [0, q] as
the new index and by assuming tj = 0 whenever j < −m/2 or j > m/2, the
summation (C.6) evaluated at y = x + k becomes
q∑
l=0
tk−lv(x + l) =
(
T(m)q+1
T
v(x)
)
k
,
so that every component of T(m)q+1
T
v(x) equals the left-hand side of relation (C.5),
and conditions (C.2) are fulfilled.
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The statement concerning x ∈ IR0 can be proved by carrying out a quite similar
argument. 
In the light of the last lemma, relations (8) can hold only if σ is a singular value
of one of the two matrices T(m)q+1 and T
(m)
q .
Thanks to Lemma 2 we can easily prove that every σ /∈ q ∪ q+1 cannot be a
singular value of the operator Dm. In fact, assume by contradiction that (8) holds
with suitable u and v not identically zero almost everywhere; then (C.2) and (C.3)
can be satisfied only if u(x) = v(x) = 0 for almost all x ∈ IL0 ∪ IR0 = [0,]. In the
light of the definition of u(x) and v(x), we deduce that both the functions u and v
vanish except for negligible sets.
Assume now that σk ∈ q ; this implies that σk /∈ q+1 by Lemma 1. Thus (C.2)
can hold only if the vector v(x) is identically zero for almost all x ∈ IL0 . By definition
(C.1), this is equivalent to the condition
v|ILj ≡ 0 almost everywhere, j = 0, . . . , q,
which agrees with the expression of v(x) as the intervals ILj are concerned.
On the other hand, the values of v(x) on the remaining intervals {IRj }q−1j=0 must
satisfy (C.2), in the sense that v(x) is proportional to a singular vector of T(m)q , that
is
∀x ∈ IR0 : v(x) = cv(k) a.e.,
where the scalar factor c can actually depend on the point x. Applying (C.1) we find
v(x + j) = c(x)v(k)j , j = 0, . . . , q − 1 = q∗(x), x ∈ IR0 . (C.7)
Vice versa, if x ∈ IRj then j = k∗(x) so that
v(x) = c(x − k∗(x))v(k)j
and this is equivalent to the expression of the left singular function given in the
statement. Remark that the function c(x) is square integrable on IR0 : it suffices to
take the integral of the square of both sides of (C.7), for a suitable index j such that
v
(k)
j /= 0 (since v(k) is a singular vector, it cannot vanish identically).
The right singular function related to v(x) is given by u(x) = (D∗mv)(x)/σk .
Let us compute this expression by using the form of the adjoint D∗m presented in
Section 2:
(D∗mv)(x) =
m/2∑
j=−m/2
(−1)j bj v(x − j)χI˜j (x). (C.8)
Assume that l = k∗(x) and x ∈ IRl with l ∈ {−m/2, . . . , q∗(x)+ m/2}. Then
x − j ∈ IRl−j for all j and the value of v(x − j) in (C.8) can be replaced by
c(x − j− k∗(x − j))v(k)l−j , where obviously k∗(x − j) = l − j . Moreover,
whenever x /∈ I˜j the subscript l − j is out of the range {0, . . . , q − 1} and the entry
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v
(k)
l−j can be set to zero by convention. This way we can suppress the characteristic
function appearing in (C.8), so that
(D∗mv)(x)=
m/2∑
j=−m/2
(−1)j bj v(k)l−j c(x − l)
= (T(m)q Tv(k))lc(x − l) = σku(k)l c(x − l).
This yields the desired expression for u(x) when x ∈ IRl . In the case where x ∈ ILl
we have x − j ∈ ILl−j for all j, whence v(x − j) = 0 and u(x) vanishes too.
A quite similar argument proves the statement related to the singular values σ ∈
q+1\q ; it remains to show that Dm has not continuous singular values, and for
this it is sufficient to prove that the left singular functions presented so far form a
complete system in the space L2(I ).
For this purpose, consider an arbitrary function g(x) ∈ L2(I ) and assume that it
is orthogonal to every singular function; our goal is to prove g = 0 a.e.
For each v(x) related to σk ∈ q , we have
0 = 〈g, v〉L2(I ) =
q−1∑
j=0
v
(k)
j
∫
IRj
g(x)c(x − k∗(x)) dx.
Setting γj (c) =
∫
IRj
g(x)c(x − k∗(x)) dx, we have for any fixed c ∈ L2(IR0 ) the
vector (γj (c))
q−1
j=0 orthogonal to the basis {v(k)}qk=1 of Rq , whence γj (c) = 0 ∀j .
Since c(x) is arbitrary and g|IRj is orthogonal (in the L
2 sense) to every c(x −
k∗(x)), it follows that g(x) vanishes for almost all x ∈ IRj . By applying the same
argument to the orthogonality between g(x) and the singular functions related to
q+1, we obtain the vanishing of g(x) on the “left” intervals {ILj } as well.
Appendix D. Proof of Theorem 4
Consider the SVD of a Toeplitz matrix T(m)n = VnnUTn , where Vn and Un are
orthogonal matrices of dimension n× n and (n+m)× n, respectively.
Standard algebraic manipulations involving Kronecker products yield
T =
(
IK1 ⊗ T(m)q+1 0
0 IK−K1 ⊗ T(m)q
)
=
(
IK1 ⊗ Vq+1 0
0 IK−K1 ⊗ Vq
)(
IK1 ⊗ q+1 0
0 IK−K1 ⊗ q
)
×
(
IK1 ⊗ Uq+1 0
0 IK−K1 ⊗ Uq
)T
.
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In the light of Theorem 3, our discrete operator D(δ)m is obtained from T through
suitable permutations; it follows that the SVD D(δ)m = VUT is given by the formulae
V = N
(
IK1 ⊗ Vq+1 0
0 IK−K1 ⊗ Vq
)
, (D.1)
U = N+mK
(
IK1 ⊗ Uq+1 0
0 IK−K1 ⊗ Uq
)
, (D.2)
 =
(
IK1 ⊗ q+1 0
0 IK−K1 ⊗ q
)
. (D.3)
Thus the singular value spectrum of D(δ)m is given by the elements of q+1, re-
peated K1 times, joint with those of q , repeated K −K1 times, as it is evident
from (D.3).
Equations (D.1) and (D.2), read by columns, show that the associated singular
vectors have the expression given in the statement.
Concerning the condition number of D(δ)m , observe from (D.3) that
σmax(D(δ)m ) = max
(
σmax(T(m)q+1), σmax(T
(m)
q )
)
and
σmin(D(δ)m ) = min
(
σmin(T(m)q+1), σmin(T
(m)
q )
)
.
The singular values of T(m)n are the square roots of the eigenvalues of A(m)n =
T(m)n T(m)n
T
: since A(m)q is a submatrix of A(m)q+1, by the Cauchy interlace theorem
[5] and Lemma 1 we have
λmin(A(m)q+1) < λmin(A
(m)
q ) < · · · < λmax(A(m)q ) < λmax(A(m)q+1),
so that σmax(D(δ)m ) =
√
λmax(A(m)q+1), σmin(D
(δ)
m ) =
√
λmin(A(m)q+1).
In the literature one can find tight asymptotical estimates for the eigenvalues of
symmetric Toeplitz matrices like A(m)q+1, related to the generating function f (θ) =
(2 sin θ/2)2m defined in the proof of Lemma 1, see for example [11]. It follows that
λmax
(
A(m)q+1
) ∼ 22m, λmin(A(m)q+1) ∼
(

q
)2m
,
hence α ∼ (2q/)2m and the thesis is proved. 
Appendix E. Proof of Proposition 1
In the case m = 1 the characteristic equation is
1 − (1 − p)ζK − pζK+1 = 0. (E.1)
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A direct check proves that ζ = 1 is a simple root of (E.1). Now let ζ = exp (iθ) be a
potential root of (E.1) with θ /= 0. We have
1 = (1 − p) exp(iKθ)+ p exp(i(K + 1)θ) ⇒ 1 = |1 − p + p exp(iθ)|,
but |1−p+ p exp(iθ)|2= (1−p+p exp(iθ))(1−p+p exp(−iθ)) = (1 − p)2 +
p2 + 2p(1 − p) cos θ , and this value is strictly less than 1 if θ is nonzero. Thus, no
root except 1 lies on the unit circle.
For m = 2 the equation takes the form
2 − (1 − p)(ζK + ζ−K)− p(ζK+1 + ζ−K−1) = 0,
which for ζ = exp(iθ) simplifies into
1 = (1 − p) cosKθ + p cos(K + 1)θ . (E.2)
The right-hand side of (E.2) is lower than 1 unless cosKθ = cos(K + 1)θ = 1,
and this holds only for the value θ = 0. This proves that no root lies on the unit circle
except ζ = 1, and a direct check shows again that its multiplicity is 2.
Concerning the general case where m is odd, observe that real polynomials p(ζ )
having all their roots on the unit circle must be self-reciprocal, that is p(ζ ) = ζ degp ·
p(1/ζ ). This symmetry condition is not fulfilled by our characteristic equation for
odd m, as it can be easily checked. 
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