Abstract-This paper presents a programming by demonstration framework for teaching impedance modulation using human demonstrations. Physiologically, human stiffness and damping are coupled at the muscle level, restricting the ability to modulate impedance according to task demands. Robotic systems often do not have this restriction (stiffness and damping can be varied independently), but the challenge is to devise an appropriate variable impedance profile for a given task. In this paper, the task critical component is first learned for imitation and a robot-specific controller is then blended into the control using the null space. In doing so, the control cheme takes advantage of both human and robot 'best practice'. Experimental results on a physical robot suggest an order of magnitude better mean performance, with lower variance, can be achieved using the blended scheme.
I. INTRODUCTION
By virtue of a combination of passive dynamic properties of muscles and tendons and the redundant actuation of the antagonistic musculoskeletal system, humans are prime examples of systems able to control not only the kinematics of movement, but also force and impedance. They do this both through muscular co-contraction and posture selection [1] . In an attempt to reproduce this versatility, much recent emphasis has been placed on the development of so-called soft robots, namely, those that incorporate compliance in design, either physically or through fast force feedback control.
However, improving the design of robotic hardware is only one part of puzzle: human versatility is also due, in large part, to sophisticated control strategies that must be somehow reproduced in these new robotic systems. The reproduction of human impedance modulation skills is attractive, but human behaviour is highly optimised to the specific properties of the body. While this makes it highly robust and versatile, imitating all aspects of their movement can be disadvantageous for robotic systems whose embodiments have different dynamic properties.
From the biological literature, it is known that the stiffness and damping are physiologically coupled in human and animal behaviour [2] : damping increases in proportion to stiffness. In many cases, this coupling is beneficial, for example, to maintain stability. However, in other cases, the benefit is less clear. For example, in dynamic or explosive movements, such as running, throwing or hitting, it is known that introducing spring-like variable impedance actuation enables energy storage and can enhance throwing ability [3] . In humans, however, peaks in stiffness profiles (associated with enhanced energy storage) must also result in peaks in damping (associated with energy dissipation), negating (or at least reducing) the benefits of storage.
Such examples show that only imitating parts of the human demonstrated behaviour (i.e., those related to the task goals), while replacing the redundant parts with robot-specific controllers, may yield better task performance. Therefore, in the impedance modulation tasks such as throwing and reaching (as shown in Fig.1 ), it is desirable the robot imitates the stiffness from human but adapts the damping strategy other than human.
This motivates the idea to combine human and robot impedance modulations in a data-driven fashion, automatically extracting task redundancies and replacing idiosyncratic human behaviours with controllers optimised for the robot.
In this paper, a methodology is proposed to fulfil these motivations by (i) gathering human impedance demonstrations, (ii) performing a task redundancies analysis, and (iii) blending the demonstrated behaviour with a optimal control scheme for execution by the robot. Its contribution is to demonstrate that task relevant human impedance modulation strategy can be learnt through imitation, while that for secondary task is decoupled, and tailored instead to the robot's dynamics. In doing so, it establishes a way to blend both human and robot 'best practice' in impedance control.
II. PROBLEM DEFINITION
As introduced above, imitating the impedance modulation behaviour of the human is attractive but may be suboptimal for the robot due to the differences in embodiment. In order to take advantage of both human and robot 'best practice', it is desirable to decompose the task related component from the impedance observations and optimise only in the secondary task by using robot controller. In this section, the problem is formulated and a reaching task is illustrated as an example.
In this paper, the system dynamics are assumed to take the form
where y ∈ R Q denotes the control input used to modulate the impedance, and A k ∈ R For any given task, a subset of the stiffness and damping parameters may be relevant to performance. Denoting the vector of task-relevant impedance parameters as r ∈ R S (S < Q), the rate of change of the task-relavant impedance can be written asṙ = A(y)ẏ
where A ∈ R S×Q is formed from the rows of A k and A d corresponding to the task-relevant impedance parameters. Inverting this relationship yieldṡ
where the vector u can be freely chosen to realise secondary control objectives.
B. A grasping example
In this section, a 2-dimensional handle grasping task is used to illustrate impedance modulation problem defined in this paper. As shown in Fig.1 , the human demonstrator needs to grasp a handle in the operation space. The primary task demonstrated is maintaining the shape of stiffness (red ellipse) from human demonstration (left plot) while the secondary task is minimising energy along the handle axis. Since the existence of the task redundancy along the handle axis (more disturbance is allowed in this direction) the impedance variables y can be represented with priorities (The representation of the constrained system is thoroughly studied and can be found in [5] ). The high-priority task component (w) in this handle grasping task are learned from human demonstrations and can be kept for robot imitation. The lower priority null-space component (v) is suboptimal and redundant (i.e., assuming a torque controlled robot with active impedance controller) due to the coupling effect. It can be switched out and replaced by robot-specific controller. Therefore, the 'best practice' from both human and robot is combined. Details implementation of the methods is explained in section IV.
III. BACKGROUND AND RELATED WORK
Many PbD methods exist for learning and generalising tasks from data [6] , including trajectory-based learning techniques (i.e., hidden Markov models [7] , Gaussian mixture models [8] ), policy methods (i.e., dynamic movement primitives [9] ) and forward/inverse reinforcement learning [10] . Most methods for PbD have been developed primarily in the context of learning tasks in the kinematic domain. However, there has recently been increasing interest in applying these to soft robots for force and impedance control. For example, Kronander & Billard [11] present methods for haptic teaching of stiffness by applying perturbations during kinesthetic demonstrations. Khansari-Zadeh & Khatib [12] present a method for learning potential function representations of impedance behaviours, whereby "stiffness targets" are used with a regression approach. Petric et al. [13] apply dynamic movement primitives to form a database of compliant behaviours learnt from torque and kinematic data. Mori, MH, & Vijayakumar [14] apply inverse reinforcement learning to learn an objective function representation of a dynamic hitting task, using a comobination of Electromyography (EMG) and kinematic data. Similar data was used by Ajoudani, Tsagarakis, & Bicchi for estimating and tracking impedance behaviour in a teleoperation framework [15] . Rozo et al [16] has implemented a impedance teaching strategy in human robot cooperative task under position and force constraints.
With the exception of the latter three, all of these methods rely on the demonstrator's ability to select appropriate impedance control strategies from their own experience. However, this makes a strong assumption of users' knowledge that may result in inappropriate selection of strategies. This may cause the robot to work sub-optimally or worse, risk instabilities and danger for both the operator and the robot itself [17] . For the methods relying on the EMG data, the transfer of control strategies is implicit (since the user's impedance is reflected in the data), but then the issues of sub-optimality due to mismatched embodiment returns. 
IV. METHOD
In this paper, it is assumed that a human demonstrator provides an impedance modulation strategy suitable for the task, but that there remain redundant degrees of freedom in which secondary control objective may be optimised. For discrete movements, the latter can be described in terms of a finite horizon optimal control problem with cost function
subject to dynamics (6) , where l(y(T )) is the terminal cost and j(y, u, t) is the running cost respectively. To solve this problem, it is necessary to know the task relevant impedance modulation strategy (w) and to determine the null space degrees of freedom (i.e., the null space of A(y). In other words, one must (i) extract the impedance modulation profile from the demonstrator (i.e., k(t) and d(t)), and (ii) estimate which of the impedance parameters are task-critical (i.e., which elements of k(t) and d(t) should appear in r(t)).
A. Gathering human impedance demonstrations
Regarding (i), several methods have been proposed in literature for estimating stiffness from human demonstrations. 3 . In this paper, the position data of multiple motion trajectories are recorded and used to: (i) calculate the data covariance Σ using Gaussian mixture regression (GMR) and (ii) estimate stiffness K using data covariance Σ.
In the first step, the data covariance matrix Σ can be estimated using the Gaussian mixture model (GMM) and GMR method [19] . The learned GMM is time-dependent and outputs µ t and covariance Σ t of position x at time t.
Given the covariance matrix Σ t estimated, the stiffness matrix K t (at time t) can be estimated by first decomposing the covariance matrix Σ t as eigen vector matrix V and eigen value matrix Λ as follow (for simplicity, the subscripts t are dropped):
and then compose K in operational space:
where the diagonal entries of the Γ matrix is inversely proportional to the square root of the corresponding eigenvalue (i.e., σ = √ λ) of the covariance matrix Σ. The admissible set of k is [k,k] and that of σ is [σ,σ], which both are adaptive to the specific task. Details can be found in [11] .
Here, since it is known that the stiffness and damping is coupled in human muscles, the latter is assumed to be related to the former through some functional relationship
Hence, estimates of the demonstrator damping d can be obtained from the estimated stiffness k through substitution into (10) . so that the rate of change damping varies with the stiffness according tȯ
In the biological literature, the relationship is commonly assumed to be linear, i.e., d = Ck (andḋ = Ck) where C is a diagonal matrix with constant coefficients.
B. Task redundancies analysis
Using the stiffness and damping estimatesk(t) andd(t), a simple approach to imitation would be to directly substitute these into the robot controller (2) to track the demonstrators impedance behaviour. However, this neglects the fact that the robot may not be subject to the same restrictions in terms of independent stiffness and damping control. Instead, the approach taken here is to estimate the decomposition into task-relevant and null space parts, as per (6) . The procedure is as follows.
The estimated human stiffnessk is differentiated with respect to time to form tuples {k n ,k} N n=1 . It is assumed that the latter contain task-relevant and null-space parts, i.e.,k = w + v. Assuming this decomposition is consistent across samples, v can be estimated by minimising
with P n =vv T /||v|| 2 . The task space component can be estimated by simple subtraction, i.e.,ŵ =k−v. Minimising (12) is equal to minimising the difference between the current model of the null-space movement, and the observations projected onto that model. A detailed illustration of the approach can be found in [5] . The second term of (6) requires an estimate of A. Using the estimatedv,Â can be estimated by minimising the inconsistency error [20] in (13):
Detailed explanations can found in [20] . A state dependent extension for estimating A can be found in [21] . The estimatedÂ andŵ can then be substituted into (6) for purposes of (i) tracking the task-relevant parts of the demonstrations and (ii) optimising the redundant degrees of freedom of the robot according to its embodiment.
V. EVALUATION
In this section, the proposed method for teaching impedance behaviour by combining human and robot 'best practice' is evaluated both in simulation and a physical experiment.
A. Simulated point mass dynamics
Experimental procedure: In this section, the proposed approach is evaluated in the context of a simple simulated impedance control task in end-effector space. For the latter, a handle-reaching task is chosen (see §II-B), where the handle lies parallel to the x-axis. As training data, a set of synthetic human impedance profiles performing this task are generated through optimal control. The dynamics of the hand are approximated as a two-dimensional point mass (PM), with state x = (q ,q ) ∈ R 4 , where q,q ∈ R 2 are the Cartesian position and velocity, respectively. It is assumed that the human uses an impedance controller of the form (2) where K and D are diagonal matrices and, furthermore, that the human has direct control of the stiffness, i.e., y = k ∈ R 2 where K = diag(k). The damping is assumed to be linearly related to the stiffness through d = Ck, where C = 0.5I and D = diag(d). The reaching task is represented by the cost function
where the parameters Q, R can be found in Table I . The experiment is repeated 10 times. For each trial, 10 demonstrations are generated by running Iterative Linear Quadratic Regulator from a different initial state x 0 with randomised initialisation of the commands y 0 . Using this data, the training samples {k n ,k n } are constructed and used to form the estimate of the null-space componentv and the task constraintÂ. The normalised unconstrained policy error (NUPE) and normalised projection error (NPE) are used to evaluate the learning performance of thev. The normalised projected policy error (NPPE) and normalised projected observation error (NPOE) are used to evaluate the learning performance ofÂ.
In the last step, the blended null-space controller is applied to a synthetic robot imitator. The imitator is assumed to have identical parameters to that of the demonstrator, with the exception that k and d can be independently controlled, i.e., y = (k , d ) ∈ R 4 . As a secondary objective, the imitator optimises stability in the x-axis. For this, a cost function identical in form to (14) is used, but with parameters Q = diag((0, 0, 1, 0)) and R = diag((0.01, 0.01, 0.01, 0.01)). Using this controller, a further trajectory is simulated, where a perturbation force (f p = (10, −50) N ) is applied at the steady state to illustrate the performance of the blended controller. Result: The simulated demonstrations for a typical trial are shown in Fig. 3 -a where all the end-point positions have reached the line target. In the bottom figure, the stiffness k 1 and damping d 1 profiles (solid line) for human impedance control are shown. It can be seen that they are proportionally dependent (i.e., the magnitude of the damping is half that of the stiffness).
For task redundancy analysis, the learning performance of A andv are evaluated. NUPE and NPPE are the preferable metrics when all the ground truth information are available. NPE and NPOE are assumed the true v and the unconstrained policy u are unknown. The results are summarised in Table II as a dotted line in Fig. 3 -b. Compared with human impedance profile, the blended controller shows the decoupled behaviour of the stiffness and damping in the x-axis. The damping (d 1 ) is increases and maintains a high level compared with the human damping profile (solid line). To evaluate the performance of the human and blended controllers, the cost under J 2 is computed. They all have the same taskcomponent but different null-space behaviour. The scores are 2.6 ± 1.7 and 0.02 ± 8.9 × 10 −5 (mean ±s.d.) for human and blended controller respectively. Discussion: Using the demonstrations, the redundancy analysis successfully separates the task-space components and learns the task constraint. By imitating the v and blending robot-specific controller, the blended controller outperforms the human controller in accomplishing secondary task objective. Furthermore, comparing with human, the blended controller generates stronger force against the perturbation. This also shows that the blended controller exploits its additional degrees of freedom to outperform the human.
B. Evaluations on the Sawyer robot arm
Experiment procedure: This section reports the evaluation of the proposed approach in a physical experiment with the Sawyer robot 5 . The experimental procedure is as follows. The human operator is instrumented by a Trakstar sensor at the finger tip (top left in Fig. 4 ) to provide positional information of the end-effector trajectory. Fifteen demonstrations of the human reaching to a line target are recorded. For estimating the stiffness, a Gaussian mixture model is set up with c = 10 states (selected heuristically). The Gaussian mixture model is trained by repeatedly selecting 10 of the trials at random, shuffling, and repeating 10 times. For this, thek, k,σ and σ were experimentally selected as 200 N/m, 50 N/m, 0.1 and 0.005, respectively. The human damping is assumed to be coupled with the stiffness by relation d = 0.5k. The equilibrium position value x 0 is equal tox which is the averaging path (produced by GMR) across all the samples because the stiffness profile is derived locally.
The demonstrated stiffness k = (k 1 , k 2 ) is then used for task redundancy analysis, according to the approach outlined in §IV-B. For the models ofv andÂ, a radial basis function (RBF) estimator is used with 10 RBFs.
Finally, the blended robot-specific controller, is computed through optimisation of a secondary cost function. For this, the same PM dynamics with constant m = 1.59 kg (approximate hand weight) is used, along with a cost function of the form (14) , with parameters selected to maximise the stability and minimising the energy, i.e., Q = diag((0, 0, 100, 0)) and R = diag((0.01, 0.01, 0.01, 0.01)). The resultant control law for the stiffness and damping, K and D, is then implemented on the robot by transforming to the joint space through
where q denotes the joint space variables, respectively, and K q , D q are the joint space stiffness and damping. This produces the joint space robot impedance controller
where τ are joint torques and δq is the deviation of the current joint configuration from the reference. At steady state, 10 manual perturbations, δx ∈ [−20, 20] cm (top middle plot in Fig. 4 ) are generated on both direction of the x-axis to evaluate the performance of blended controller. In order to quantify and evaluate the stability performance, the averaged state changing rate (γ = 1/N N i=1 δx i , where i = 1, ..., N ) at each timestamps on x-axis after each perturbation is recorded (the time interval is the response time). Result: The covariance matrix for each time step is calculated by using GMR. As an example, in the top right of Fig. 4 , the GMR result shows that at the early stage, the covariance of the data is almost a circle, but gradually the x-axis of the ellipse is elongated. Since the stiffness is coupled with damping and it is inverse proportional to the covariance, one example of the impedance profile is shown in bottom of Fig. 4 (solid line) .
For task redundancy analysis, the NPE for learningŵ is 0.027, and the NPOE for learningÂ is 0.036. The learned constraintÂ = (0, 0.98). This is biased from the anticipated result (0, 1).
By imitating the learnedŵ, one example of the blended controller profile is shown in bottom of Fig. 4 in dash line. The task-space behaviour is still coupled but slightly different from the human. The null-space behaviour is decoupled and different from the human. A statistical analysis is shown in Table III where the blended controller has accomplished the primary task with J 1 similar to human. On the other hand, the blended controller outperforms in the secondary task by comparing the values in J 2 . In perturbation experiment, the mean and standard deviation values for using human impedance and blended controller are 0.09 ± 0.338m/s and 0.0343 ± 0.0068m/s. Discussion: The GMR plot indicates that the data contain much larger variation in the x-axis and the same y-axis target is reached which aligns with the primary task objective. However, the results in task redundancies analysis shows some bias in estimation. This is reasonable since the real world data is noisy and imperfect.The result in performance evaluations using J 1 and J 2 indicate that the primary task has been accomplished in both human and blended controller, but greater stability is achieved in blended controller for J 2 . This behaviour have confirmed by giving manual perturbations in both statistical results in γ and visually in Fig. 5 .
VI. CONCLUSION
In this paper, a programming by demonstration framework has been proposed for combining the human and robot 'best practice' for teaching impedance modulation task to robot. Both the simulation and experimental results show that the blended controller can accomplish the primary task and allow the stiffness and damping behave independently in the secondary task. The results (statistically and visually) show a clear improvement of the blended robot-specific controller. In future work, the proposed method will be applied to different manipulation tasks, i.e., a hammering task where the task redundancy also appears. The learning method implemented in this paper does not require the user knows the task constraints nor the null-space components. However, it is possible the task constraint and the critical component is known beforehand, therefore, the user can directly separates the impedance demonstrations and implement the null-space optimisation directly. As a matter of fact, the proposed method is applicable to the in-contact manipulation task if the impedance profile can be measured (i.e., through haptic or EMG device). This will be addressed in the future works.
