ABSTRACT Extracting valuable information to enhance the performance of forecasting models from the imbalanced and big data requires the scalable implementation of advanced statistical learning methods. This paper proposes the online mixture model (OMM) and applies it to the Mach number forecasting. Treating the key variable (e.g., Mach number) forecasting under all working conditions as an entire task, and viewing that of each individual working condition as a subtask, the OMM separates the dense samples from the sparse ones on the basis of subtasks. The subtask models are independently learnt on the samples with reduced volume, and updated for the new working conditions without retaining samples from the old working conditions. Moreover, the tree-structure ensemble (TSE)-feature subsets ensembles (FSEs) algorithm is presented to fit the nonlinear function of a subtask model, where the FSE local models with low-dimensional input features are established on the non-overlapping sample subsets constructed by the TSE method. The TSE-FSEs not only reduce the volume of data but also perform distributed computing with parallel structure, and thus has the advantage of the learning of big data. Experiments carried out on the measurement data of wind tunnel indicate that the OMM with the TSE-FSEs outperforms other learning algorithms for the Mach number forecasting, and meets the precision and forecasting speed requirements in engineering.
I. INTRODUCTION
Although machine learning has made enormous progress due to the development of learning algorithms and their real-word applications, such as the multi-class active learning algorithm on the basis of semi-supervised batch mode [1] and the unified discriminating feature selection algorithm on the high dimension image/video data [2] in the area of the visual category recognition, the linear algorithm augmented by feature interaction in the application of the Kinect sensing devices widely used in current Human-Computer Interaction entertainment [3] , the compound rank-k projection algorithm for bilinear analysis on the data represented by matrices or highorder tensors [4] , the multi-class discriminant analysis by the criterion of maximizing the weighted harmonic mean of trace ratios [5] , and others that can be found in [6] and [7] , big data brings more opportunities and challenges to machine learning. Big data defined in terms of ''3Vs'' (Volume, Velocity and Variety) has spurred novel activities across a range of areas, including machine learning, data mining, statistics and computer systems, etc. Now, inexpensive, convenient and fast storage is so readily available, and it is common to store big data in many fields, such as finance, science and technology, social networking, industrial engineering, in the hope that the valuable information concealed in big data can be extracted and yield good effects [8] - [11] .
The area of aerospace engineering has been profoundly altered by big data. As one the most popular tools for aerodynamics researches, wind tunnels are applied to study the high-speed airflow moving past test objects (e.g. aircrafts) [12] - [14] . Test objects undergo complicated aerodynamic circumstances (such as wake, boundary layer, flutter and aero elasticity) that bring the instability of airflow [15] - [17] . The instable airflow with extremely strong aerodynamic forces acts on test objects, which leads to considerable harmful structural vibrations and makes the equipment and sensors breakdown or fail in working [14] . The proper analysis of the big measurement data can substitute some real measurements, greatly lifting the efficiency of wind tunnel measurements, and saving cost, resources and energy, etc.
The Mach number forecasting is important for the stabilization of the high-speed airflow. Compared with mechanism models, data-driven models are generally more outstanding in the precision of the forecasting [18] - [21] . The majority of existing data-driven models of Mach number are unified models that accomplish the entire forecasting task of all working conditions altogether. Unfortunately, the volume of samples for leaning a unified model is huge, and the numbers of samples under different working conditions are imbalanced. The mismatch between unified models and distributions of samples easily makes the working conditions with the sparse data ''under-learnt'', and the working conditions with the dense data ''over-learnt''. Moreover, unified models usually lack flexibilities for updating with the newly added working conditions. When the samples from the new working conditions are acquired, the size of data will be enlarged and the old samples have to be retained by unified models, which lead to some unnecessary consumption of time.
Extracting valuable information to enhance the performance of forecasting models from the imbalanced and big data requires the scalable implementation of advanced statistical learning methods. The Online Mixture Model (OMM) is proposed and applied to the Mach number forecasting in this paper. Treating the key variable (e.g. Mach number) forecasting under all working conditions as an entire task, and viewing that of an individual working condition as a subtask, the OMM separates the dense samples from the sparse ones on the basis of subtasks. The volume of samples for learning a subtask model is much smaller than that for learning the unified model of an entire task. The subtask models are independent from each other, updating for the new working conditions without retaining the old samples.
Moreover, the TSE-FSEs algorithm is presented to fit the nonlinear function of a subtask model in the OMM. The TSE denotes the Tree-Structure Ensemble [22] and the FSE represents the Feature Subsets Ensemble [12] . In the TSE-FSEs, some non-overlapping sample subsets with different sizes are constructed fast by the TSE, and then the low-dimensional FSE local models with parallel structure are independently established on these sample subsets. The TSE-FSEs has the advantage of learning big data by reducing the data volume and performing distributed computing.
Lastly, the OMM of Mach number with the TSE-FSEs is built using the data sampled from the real measurements of the 2.4m wind tunnel in China. The proposed model is expected to meet the precision and forecasting speed requirements, i.e. the Root Mean Square Errors (RMSE) less than 0.0015, the training time shorter than 2s, and the forecasting time of a query sample shorter than 0.5ms. This paper is organized as follows. In Section 2, the datadriven NARX Mach number model is introduced, and the imbalanced and big data from the measurements of wind tunnel is described. In Section 3, the OMM for the Mach number forecasting is proposed. In Section 4, the TSE-FSEs and FSE-TSEs algorithms are presented to fit the nonlinear functions in the NARX Mach number models. In Section 5, experiments are investigated. The precision and forecasting time of the OMM of Mach number with the TSE-FSEs is compared with those of the OMMs of Mach number with the FSE-TSEs, the Random Forest (RF) [23] , the FSE [12] , and the Modified FSE (MFSE) [20] . In Section 6, the conclusions of this paper summarized. Acronyms and notations are given in Appendix.
II. THE IMBALANCED AND BIG DATA FROM MEASUREMENTS
The present study takes the 2.4m wind tunnel of China as the research object. It is an intermittent transonic wind tunnel with a closed air circuit, a 2.4m×2.4m test section and an injector power. By far, this wind tunnel has been the largest transonic wind tunnel in Asia. In practice, the velocity of airflow is represented by Mach number, the mathematical form of which is the ratio of the air velocity to the sound speed. In the test section, the stable airflow with the Mach number in the range [0.3, 1.3] will be established before conducting a measurement. The Mach number for any point of the compressible and isentropic airflow in the test section can be expressed by [20] :
where P s (KPa) is the Static Pressure (SP) in the plenum, and P o (KPa) is the Total Pressure (TP) in the stilling chamber. The estimations (KPa) and (KPa) of the TP and the SP can be obtained by the data-driven Nonlinear Auto-Regressive with eXogenous input (NARX) models [12] :
where ψ o and ψ s are the nonlinear functions of the TP and the SP, respectively. The inputs of the two nonlinear functions are the past values of the TP, the SP, the displacements of the main exhaust hydraulic servo valve S me (mm), the main control hydraulic servo valve S mc (mm), the mesh screen hydraulic servo valve S fig (mm 
B. THE MEASUREMENTS DATA
As Chi et al. further mentioned, for big data in any field it is not necessary to have all the ''3Vs'' and any two of ''3Vs'' is enough to define a big data issue [24] .
Therefore, the measurement data of wind tunnel can be considered as big data. Specifically, x the measurement periods are about 40s∼100s, and the sampling period is set as 10ms in terms of the controlling period (10ms). A mass of measurements are performed in every day of the whole year, and exabytes of data are being stored on a daily basis. y In engineering, the time of learning a Mach number model should be shorter than 2s, and that of forecasting a Mach number should be shorter than 0.5ms. z The measurements carried out in the test section orient to different test objects that are installed with high-precision but various kinds of equipment/ sensors to measure the aerodynamic parameters. Moreover, the numbers of the samples from different working conditions are imbalanced, as shown in Figure 4 . With the same sampling period but distinct measurement periods, the samples from the working conditions with longer measurement periods are much denser than those from the working conditions with shorter measurement periods. The imbalanced data is a common issue existing in the classification tasks where the distributions of data among classes are imbalance [25] - [27] . Practically, the imbalanced data is also common in the regression tasks, such as the imbalanced voltages of induction motors [28] . The imbalanced data sets always bring difficulties for the learning algorithms with the premise that the distribution of data is approximately balanced. This paper focuses on the regression task of the Mach number forecasting with the imbalanced and big measurement data.
III. THE OLINE MIXTURE MODEL OF MACH NUMBER A. THE MIXTURE LEARNING FOR THE IMBALANCED DATA
Most of the existing data-driven models of Mach number are unified models that use the data from all working conditions to accomplish an entire task. The diagram of the unified Mach number model is shown in Figures 5 . Unfortunately, it is hard for unified models to deal with the imbalance issue, i.e., the mismatch between leaning algorithms and data distributions.
By now, most of the learning algorithms have been designed based on the premise that the distribution of data is approximately balanced. However, this premise is hardly tenable in many applications. The mismatch between leaning algorithms and the distributions of data exists in both classification and regression tasks [28] . In other words, the learning algorithms of balanced data are applied to learn imbalanced data. The mismatch easily makes the dense samples ''over leant'', obtaining bad generalization in the dense region/class/condition; and also makes the sparse samples ''under leant'', bringing inaccuracy into the sparse region/class/condition.
To solve the imbalance issue among the measurements data of wind tunnel, the OMM is preferred. The mixture learning divides the entire task into some independent subtasks, and generally the division rule of subtasks is determined by the mechanism of applications, such as the working conditions of industry process. Then, the subtask models are learnt in parallel on the data from different working conditions by the same or diverse learning algorithms. The prediction of a query sample (only with input variables) by an OMM is the output from the subtask model that the query sample belongs to [29] - [31] .
The measurements in wind tunnel are with many working conditions, but one measurement runs under only one working condition. Treating the Mach number forecasting under all working conditions as the entire task, and viewing that of an individual working condition as a subtask, the OMM of Mach number separates the dense samples of the working conditions with longer measurement periods from those of the working conditions with shorter measurement periods. Interestingly, as the separation of samples in terms of working conditions, a huge-volume sample set for learning unified models are divided into many independent small-volume sample sets for learning subtask models, which has an advantage of analyzing and mining big data. The diagram of the OMM of Mach number is shown in Figure 6 . Under each working condition, the structure of the NARX Mach number model is built firstly. Then, a learning algorithm is applied to build a subtask model of Mach number.
Note that the mixture learning is different from the ensemble learning. The latter uses multiple ''homomorphism'' sub-models to complete a task (a unified task or a subtask). ''Homomorphism'' means that the same learning algorithm is employed by all sub-models. The prediction of a query sample by an ensemble model is the combination of the outputs of all sub-models [32] - [34] .
B. THE UPDATING OF A MIXTURE MODEL
Another disadvantage of a unified model is time-consuming for both developing the initial model and updating new models. To develop the initial unified model, the hugevolume data from all working conditions are learnt altogether. When the samples from new working conditions are added, the size of data will be enlarged and the old samples from the existing working conditions have to be retained, which leads to some unnecessary consumption of time.
On the contrary, the subtask models in an OMM are independently and can be learnt in parallel on distributed computers. The volume of samples for a subtask model is much smaller than that for a unified model, and the learning speed will be lifted dramatically. When a new working condition is considered, the subtask model of it is only to belearnt, and the old subtask models still can be used. When an old working condition is rejected as the change of the application requirements, the subtask model of it becomes invalided and will be removed.
The OMM separates the dense samples from the sparse ones on the basis of the subtasks, and it is more suitable for the application where the entire forecasting task could be divided into many independent subtasks. Generally, the division standard is closely related to the physical explanation of the real-word application, such as the different working conditions of the measurements in wind tunnel [18] , [20] , and the various image patches of the visual tracking in many computer vision systems [35] , [36] . The goal of visual tracking is to learn a classifier for discriminating the target location contained in an initial image patch from its environment. The imbalanced data is also an extreme challenge for visual tracking. An unlimited amount of negative samples (labeled environment) but a small amount of positive samples (labeled target locations) can be obtained from images. When building VOLUME 7, 2019 an OMM of visual tracking, the tracking of the target location from one initial image patch can be viewed as a subtask, and the tracking of all target locations are the entire task. It is expected that the OMM will be spread to other application fields (e.g., visual tracking). Actually, the OMM is a frame and to realize it the subtask models should be established based on one or some base learners which are suitable for the real-world application analyzed. For example, a regression learning algorithm (e.g., the fixed-size LS-SVM) for the Mach number forecasting, and a classification learning algorithm for the visual tracking (e.g., decision tree).
IV. THE TSE-FSES AND FSE-TSES ALGORITHMS
This section aims to present a learning algorithm to fit the nonlinear functions in the subtask models of an OMM, i.e., ψ o and ψ s of a subtask model of Mach number in Figure 6 . Due to the big measurement data, it is expected that the learning algorithm is with low computational complexity and suitable for parallel computing. Thus, the TSE-FSEs and the FSE-TSEs algorithms are presented. They are the combined versions of the TSE and the FSE (with h * = 1) algorithms. The TSE solves the issue of the large-scale size of data, where some non-overlapping sample subsets with different sizes are fast constructed [22] . The main contents of the TSE are the splitting algorithm and the stopping criterion. The former is the minimum sum of the mean square errors of the outputs in the two sample subsets after splitting. The latter is ''don't split if the leaf-node size is < θ'', where θ is the minimum leaf-node size.
The FSE aims at the issue of the high-dimensional features of data, where a set of exhaustive, independent, and direct feature-space subdivisions forms the basis of developing lowdimensional feature subsets [18] .
The learning set L is (X, y) i
, where y ∈ R 1 is the output feature, X = (x 1 , x 2 , . . . , x n ) ∈ R n is the input vector with n dimension features, and N is the number of samples. The algorithms of the TSE-FSEs and the FSE-TSEs are introduced in detail as follows.
, l=1,2,. . . ,P leaf , where N l is the number of the samples in L l . The relationships between any two leaf-nodes are:
L l ∩ L j = Ø, l = j, and l, j = 1, . . . , or P leaf .
Then, a local model based on the FSE (h * = 1) is established on leaf note L l , where l = 1, 2, . . . , P leaf . In the FSE local model f FSE-l (X), feature subsets L 1l , L 2l , . . . , L nl with one-dimension input feature are constructed, and
, p = 1, . . . , n. The mathematical expression of the FSE local models are:
where f pl x p is the sub-model built on the feature subset L pl , and β pl is its weight that can be obtained by a weighted average method.
Lastly, the TSE-FSEs model f TSE-FSEs (X) takes the following form:
where l * is the serial number of the leaf node to X belongs. To forecast a query sample X * = x * 1 , x * 2 , . . . , x * n , firstly the ''tree'' of the TSE is traversed following the branches that X * meets, and X * falls into the leaf node l * . Then, the FSE local model at that leaf node is applied to forecast the output of X * . The diagram of a TSE-FSEs model is shown in Figures 7 . P leaf FSE local models are independently and simultaneously built on P leaf multi-cores computers, and n sub-models of each FSE local model are established though a software with parallel computing toolbox, such as Matlab. Totally, P leaf × n sub-models are built.
B. THE FSE-TSEs ALGORITHM
f FSE-TSEs (X) denotes an FSE-TSEs model learnt on L. To begain, n feature subsets 1 , 2 , . . . , n with onedimension input feature are generated by the FSE (h * = 1), 
where l * is the serial number of the leaf-node to which x p belongs. Lastly, the mathematical expression of the FSE-TSEs model is:
where β p is the weight of the TSE sub-model f TSE-p x p , p = 1, 2, . . . , n. To predict a query sample X * = x * 1 , x * 2 , . . . , x * n , the TSE sub-models f TSE-1 (x 1 ) , f TSE-2 (x 2 ) , . . . , f TSE-n (x n ) are traversed in parallel following the branches that x * 1 , x * 2 , . . . , x * n meet. x * p will fall into a leaf node and the local model of that leaf node is applied to predict x * p . The predictions of x * 1 , x * 2 , . . . , x * n are weighted averaged to obtain the prediction of X * in terms of (7). The diagram of an FSE-TSEs model is given in Figure 8 . Independent TSE sub-models f TSE-1 (x 1 ), f TSE-2 (x 2 ) , . . . , f TSE-n (x n ) are simultaneously built on n multi-cores computers. P p leaf local models of the TSE sub-model f TSE-p x p , p = 1, 2, . . . , n, are established though a software with parallel computing toolbox. Totally, In the FSE-TSEs, the root and all the internal nodes of a TSE sub-model use the piecewise functions to the same input feature. Differently, in the TSE-FSEs, the root or an internal node uses the best one of the piecewise functions to x * 1 , x * 2 , . . . , x * n .
V. EXPERIMENTS
Experiments were carried out to prove the effectiveness of the OMM of Mach number learnt on the imbalanced and big measurement data.
Another purpose was to demonstrate that the TSE-FSEs algorithm was more suitable than other ensemble algorithms for fitting the nonlinear functions (ψ o and ψ s ) in a subtask model of Mach number. The data used was accumulated from the measurements of the 2.4m wind tunnel under five working conditions. TABLE 1 showed the comprehensive information about the measurements. The following experiments were all carried out under one working condition. 
Experiment 1:
The TSE-FSEs vs. the FSE-TSEs. It was to investigate which combination version of the TSE and the FSE was more suitable for the OMM of Mach number, and if the OMM of Mach number could meet the requirements of precision and forecasting speed. Specifically,
• the RMSE of the Mach number forecasting should be less than 0.0015;
• the training time should be shorter than 2s;
• the forecasting time of a query sample should be shorter than 0.5ms. Experiment 2: The TSE-FSEs vs. the RF, the FSE and the MFSE. It was to investigate if the OMM of Mach number with the TSE-FSEs is more precise than that with the RF, the FSE and the MFSE. The three comparers to the TSE-FSEs are with parallel structure, can reduce the volume of data and has been applied to forecast Mach number recently [18] - [20] . The RF faces the large-scale issue of data, the FSE aims at the high-dimension issue, and the MFSE handles the two issues.
All programs were compiled by Matlab and run on the computer with Intel(R) Core (TM) i7-4790 CPU @ 3.60GHz, 8.00GB, and Microsoft Windows 7 Professional System. The preparations of the experiments were illustrated as follows:
Under each working condition, samples from the 11 measurements were used. The numbers of samples under the five working conditions were given in TABLE 2. The TP, the SP and Mach number were the output features. The dimension of input features was 30. The physical meanings of these input features could be referred to in (2) and (3). All samples were normalized in the range [0, 1]. The first three sample sets were used as the training set, and the remainders as the testing sets.
Except for the RF models, all ensemble (the TSE-FSEs, the FSE-TSEs, the FSE and the MFSE) models employed the fixed-size LS-SVM [37] as the base learner. The good performance of the fixed-size LS-SVM as the base learner of the FSE and the MFSE Mach number models has been demonstrated in papers [18] , [20] . The code of the fixed-size LS-SVMs compiled by Matlab was from the LS-SVMlab Toolbox provided by Brabanter et al. [38] .
In any fixed-size LS-SVMs model, the Radial Basis Function (RBF) kernel was considered. The bandwidth of the RBF kernel and the number of Random Support Vectors (RSVs) are important parameters to affect the performance of a fixed-size LS-SVM model. Unfortunately, by now there have been no useful theoretical methods to fast determine the two parameters for an unknown nonlinear function of a big data learning task. Instead of heuristics, the two parameters were set in terms of the experimental experience. Namely, a candidate set of the bandwidth [10 6 , 10 7 , 10 8 , 10 7 ] and a candidate set of the number of RSVs [2, 3, 4, 5] were given, and then a pair of candidate values made the ensemble model with the best performance on the testing sets would be chosen. Consequently, it was useful to set the bandwidth as 10 8 and to select 2 RSVs.
Under any working condition, the RF, the FSE (h * = 1), and the MFSE (h * = 1) based TP (or SP) models were trained with 30 sub-models. Any RT sub-model chose 5 as the minimum leaf-node size (i.e., θ = 5), 14 random input features, and 60% samples from the training set. The MFSE based TP (or SP) model had only one bootstrap replication.
The generalized ensemble method defined by Perrone & Cooper was performed to obtain the weights of the submodels [39] . To forecast a query sample, 30 sub-models run in parallel for anyone of the TSE-FSEs, the FSE-TSEs, the RF, the FSE and the MFSE based TP (or SP) models.
A. THE SUBTASK MODEL OF MACH NUMBER UNDER WORKING CONDITION #1
Under working condition #1, the TSE-FSEs based TP (or SP) model was trained with 6 leaf nodes (θ = 5000) and 180 sub-models. The FSE-TSEs based TP (or SP) model was trained with 2 leaf nodes (θ = 11000) for each feature subset and 60 sub-models. In terms of (1), Mach number was calculated from the predictions of the TP and the SP models. The training and testing RMSEs of the Mach number models under working condition #1 were displayed in TABLE 3 and TABLE 4 , respectively. The training RMSEs of the TSE-FSEs and the RF based Mach number models were both 0.0007 and less than those of the FSE-TSEs, the FSE, and the MFSE based Mach number models. The testing RMSEs of the TSE-FSEs based Mach number model did not exceed 0.0006, and were less than those of the FSE-TSEs, the RF, the FSE and the MFSE based Mach number models on all the eight testing sets. 
B. THE SUBTASK MODEL OF MACH NUMBER UNDER WORKING CONDITION #2
Under working condition #2, the TSE-FSEs based TP (or SP) model was trained with 4 leaf nodes (θ = 6000), and 120 submodels. The FSE-TSEs based TP (or SP) model was trained with 2 leaf nodes (θ = 10000) for each feature subset and 60 sub-models. The training and testing RMSEs of the Mach number models under working condition #2 were displayed in TABLE 3 and TABLE 5 , respectively. The training RMSEs of the TSE-FSEs and the FSE-TSEs based Mach number models were 0.0014 and less than those of the FSE and the MFSE based Mach number models, but larger than those of the RF based Mach number model. The testing RMSEs of the TSE-FSEs based Mach number model did not exceed 0.0013, and were less than those of the RF based Mach number model and equal to those of the FSE-TSEs based Mach number model on all the eight testing sets, and were less than those of the FSE and the MFSE based Mach number models on four testing sets, but equal to on the other four testing sets.
C. THE SUBTASK MODEL OF MACH NUMBER UNDER WORKING CONDITION #3
Under working condition #3, the TSE-FSEs based TP (or SP) model was trained with 5 leaf nodes (θ = 5000), and 150 submodels. The FSE-TSEs based TP (or SP) model was trained with 3 leaf nodes (θ = 11000) for each feature subset and 90 sub-models. The training and testing RMSEs of the Mach number models under working condition #3 were displayed in TABLE 3 and TABLE 4 , respectively. The training RMSEs of the TSE-FSEs and the RF based Mach number models were 0.0008 and less than those of the FSE-TSEs, the FSE and the MFSE based Mach number models. The testing RMSEs of the TSE-FSEs based Mach number model did not exceed 0.0010, and were less than those of the FSE-TSEs, the RF, the FSE, and the MFSE based Mach number models on all the eight testing sets.
D. THE SUBTASK MODEL OF MACH NUMBER UNDER WORKING CONDITION #4
Under working condition #4, the TSE-FSEs based TP (or SP) model was trained with one leaf nodes (θ = 6000), and 60 sub-models. The FSE-TSEs based TP (or SP) model was trained with 2 leaf nodes (θ = 6000) for each feature subset and 60 sub-models. The training and testing RMSEs of the Mach number models under working condition #4 were displayed in TABLE 3 and TABLE 7 , respectively. The RMSEs of the TSE-FSEs and the FSE-TSEs based Mach number models were 0.0011 and less than those of the FSE and the MFSE based Mach number models, but larger than those of the RF based Mach number model. The testing RMSEs of the TSE-FSEs based Mach number model did not exceed 0.0013, and were less than those of the FSE-TSEs, the RF, the FSE, and the MFSE based Mach number models on all the eight testing sets.
E. THE SUBTASK MODEL OF MACH NUMBER UNDER WORKING CONDITION #5
Under working condition #5, the TSE-FSEs based TP (or SP) model was trained with 2 leaf nodes (θ = 6000), and 60 sub-models. The FSE-TSEs based TP (or SP) model was trained with 2 leaf nodes (θ = 6000) for each feature subset, and 60 sub-models. The training and testing RMSEs of the Mach number models under working condition #5 were displayed in TABLE 3 and TABLE 8 , respectively. The RMSEs of the TSE-FSEs and the RF based Mach number models were 0.0007 and less than those of the FSE-TSEs, the FSE and the MFSE based Mach number models. The testing RMSEs of the TSE-FSEs based Mach number model did not exceed 0.0013, and were less than those of the FSE-TSEs, the RF, the FSE, and the MFSE based Mach number models on all of the eight testing sets.
F. SUMMARIES OF THE EXPERIMENT RESULTS
The training RMSEs of the Mach number OMM under the five working conditions with the TSE-FSEs were less than 0.0015 and those with the FSE-TSEs, the FSE and the MFSE. The testing RMSEs of the Mach number OMM with the TSE-FSEs did not exceed 0.0013 and those with FSE-TSEs, the FSE and the MFSE, and were less than those with the RF. Only the Mach number OMM with the TSE-FSEs met the precision requirement, and those with the other four algorithms were not.
The prediction curves of the OMM of Mach number with the TSE-FSEs on the 4-th testing set under working condition #1∼#5 were respectively shown in Figure 9 to Figure 13 , respectively. The true values were well fitted by the OMM of Mach number with the TSE-FSEs.
In terms of (1), the training and testing time of a Mach number model are those of the TP and the SP models. TABLE 9 showed the training and testing time of the TP and the SP models based on the TSE-FSEs. The first line recorded the training time of an FSE local model, ranging from 0.86s to 1.24s. The second line illustrated the training time of a fixed-size LS-SVM sub-model in an FSE local model, ranging from 28.7ms to 41.3ms. The last line showed the testing time of a fixed-size LS-SVM sub-model, ranging from 0.30ms to 0.32ms for a query sample. The results in TABLE 9 indicated that the Mach number OMM with the TSE-FSEs met the forecasting speed requirement, i.e., the training time was shorter than 2s and the predicting time of a query sample was shorter than 0.5ms.
VI. CONCLUSION
The main contribution of this paper is that the OMM of Mach number is approved to realize the precise regression leaning on the imbalanced and big data of wind tunnel. Compared with existing unified models of Mach number, the OMM of Mach number can well solve the ''mismatch'' issue between leaning algorithms and data distributions, dramatically reduce the volume of data by learning subtask models, and save the computational time for updating new models. Another contribution is that the TSE-FSEs and the FSE-TSEs algorithms are presented to fit the nonlinear functions in the subtask models of the OMM. With parallel structure and further reduced data, the two algorithms have the advantage of analyzing and learning big data. The experiments indicated that the TSE-FSEs outperformed the FSE-TSEs on the big measurement data of wind tunnel. The OMM of Mach number with the TSE-FSEs was more precise than those with the FSE-TSEs, the RF, the FSE and the MFSE, and met the requirements of forecasting speed and precision in engineering. 
