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Abstract
The model which is the generalization of the one-dimensional XY-
spin chain for the case of the two-dimensional square lattice is consid-
ered. The subspace of the “string” states is studied. The solution to
the eigenvalue problem is obtained for the single “string” in cases of
the “string” with fixed ends and “string” of types (1,1) and (1,2) liv-
ing on the torus. The latter case has the features of a self-interacting
system and looks not to be integrable while the previous two cases are
equivalent to the free-fermion model.
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1. Introduction
In the classical paper [1] Bethe proposed his ansatz for the eigenfunctions
for the one-dimensional Heisenberg chain [2]. In the end of this paper he
wrote that he intended to generalize his result for the high dimensional case.
Unfortunately, it was not done. Of course, we do not pretend to solving
this problem. In this paper we just intend to do some steps which are more
or less in this direction. Namely, we would like to consider the model pro-
posed by Stroganov [9] which can be thought as a simple generalization of
the one-dimensional spin chain for a two-dimensional case. An idea is to
consider some quantum mechanical model with locally interacting spins. A
Hamiltonian is a sum of some tensor operator products over the neighbours
on a square lattice instead of the one-dimensional ordinary spin-chain. Such
a Hamiltonian can be considered as the lattice Hamiltonian for some statis-
tical three-dimensional model. For instance, in paper [6] Baxter and Quispel
obtained the Hamiltonian for the three-dimensional Zamolodchikov model
[7, 8].
Of course, there are various ways to write down such a Hamiltonian.
Here we consider only one of very simple ways to do it. The model is rather
similar to the ordinary free-fermion model [4] and for some cases we really
reproduce the known answers for the free-fermion model. But inspite of the
simplicity of this model some of cases look not so trivial and even seem not
to be integrable because of some self-interacting effects. Nevertheless, we
are able to obtain some equation which we call ”secular” equation because
of it’s similarity to the ordinary secular equation in quantum mechanics. In
principle, the solution to this equation gives the spectrum of the model for
case of the self-interacting ”string” also.
The paper is organized as follows. In Section 2 we give a formulation
of the model. In Subsection 2.1 we discuss a Hilbert space and introduce
a Hamiltonian. In Subsection 2.2 we give a graphical interpretation which
seems to be useful below. In Section 3 we adduce some simple examples. In
Section 4 we consider a diagonalization problem of the Hamiltonian acting in
some closed subspace of states which we call ”string” states. In Subsection 4.1
we give a basic formulation of ”string” states. In Subsection 4.2 we consider
the diagonalization problem of the ”string” Hamiltonian in a case of the
”string” with fixed ends. In Subsection 4.3 we discuss the homology classes
(m,n) of the single ”string” living on the torus. Subsection 4.4 is devoted to
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the solution of the spectrum problem of the ”string” Hamiltonian in a case
when the ”string” belongs to the homology class (1,1). In Subsection 4.5 we
consider a case of the ”string” from the homology class (1,2). In Section 5
we discuss the results and possible ways of a further progress. In Appendix
we give the detailed derivation of the result for the ”string” of type (1,2) in
a case of the n× 2 lattice with cyclic boundary conditions.
2. Formulation of the model
2.1. The quantum state space and the Hamiltonian
As it was mentioned in Introduction the model [9] we would like to consider
is some quantum mechanical model of two dimensional system of locally
interacting spins.
Let L is simple quadratic m × n lattice with the toroidal topology. Let
us enumerate each site of this lattice by the pair of integers (i, j) where
0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1. This enumeration is shown in Fig.1 for some
part of the lattice L.
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(1, n − 1)
(0, n − 1)
(m − 1, n− 1)
(1, 0)
(0, 0)
(m− 1, 0)
(1, 1)
(0, 1)
(m − 1, 1)
(1, 2)
(0, 2)
(m − 1, 2)
Fig. 1. Enumeration of the sites.
Let us assign some “spin” variables with two possible values (for example,
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0 and 1) to each of 2mn edges of the lattice L. Let us denote spin variables
σi,j for horizontal edges and ηi,j for vertical ones as it is shown in Fig. 2.
σi,j−1 σi,j
ηi,j
ηi−1,j
(i, j)
Fig. 2. Enumeration of the spins.
The state space A of our system can be considered as the direct product
of 2mn two dimensional complex spaces Gi,j and Vi,j:
A =
m−1∏
i=0
n−1∏
j=0
(⊗Gi,j ⊗ Vi,j).
Let us choose 22mn of all possible direct products of the basis vectors for
the spaces Gi,j and Vi,j as the basis vectors for the space A.
One can choose the basis vectors in such a way that Pauli matrices have
their standard form:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
, σ0 =
(
1 0
0 1
)
.
The model under consideration is local in a sense that the corresponding
Hamiltonian is decomposed into the sum of the terms which depend on the
fixed number of those spin variables which belong to the nearest edges.
Namely, we have
H =
m−1∑
i=0
n−1∑
j=0
hi,j, (2.1)
where
hi,j = h(σi,j ; ηi,j; σi+1,j; ηi,j+1) (2.2)
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The spins taking part in the elementary interaction correspond to the
edges of the elementary sell (square) of the lattice L (see Fig. 3).
σi+1,j
σi,j
ηi,j ηi,j+1
Fig. 3. Interacting spins.
Now we are ready to fix the exact form of the elementary interaction:
h(σ(1), σ(2), σ(3), σ(4)) = e ∗ (σ
−
(1)σ
+
(2)σ
+
(3)σ
−
(4) + σ
+
(1)σ
−
(2)σ
−
(3)σ
+
(4)), (2.3)
where σ± = σx ± iσy and the subscipts in the low brakets correspond to
the four two dimensional spaces: Gi,j, Vi,j, Gi+1,j Vi,j+1
2.2. Graphic interpretation
Let us remind the reader that for the basis of state space A one can choose
22mn of the eigenvectors for all spin variables σi,j and ηi,j . Graphically one
can represent each set of these vectors on the lattice L by the colouring all the
edges in one of two possible colours. The colour of each edge is determined
by the eigenvalue of the spin variable which corresponds to this edge. Some
example of such a colouring for a part of the lattice is shown in Fig. 4.
Instead of two possible colours we shall speak about the presence or the
absence of colour on the corresponding edge of the lattice.
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(0, 0)
Fig. 4.
The basis vector | v > which corresponds to Fig. 4 obeys to the following
conditions:
σ00 | v >= 0, σ01 | v >=| v >, η00 | v >=| v >,
η01 | v >=| v >, σ10 | v >= 0, σ11 | v >= 0, .
Let us consider the question of how the Hamiltonian H defined by formu-
lae (2.1-2.3) acts on the basis vectors. Elementary interaction hi,j depends
on those spins which correspond to the edges of the elementary sell (square)
of the lattice in accordance with the formula 2.3 (see Fig. 3).
(i, j)
(i, j)
(i, j)
(i, j)
✲
✲
hi,j
hi,j
Fig. 5. The action of the Hamiltonian hi,j.
The operators σ+ “give the colour” to the corresponding edge without
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colour and annihilate the state which corresponds to the coloured edge. In
contrast, the operators σ− “remove the colour” from the coloured edge and
annihilate the state which corresponds to the edge without colour. The action
of the hi,j on the colouration of the elementary square (sell) can be illustrated
by Fig. 5.
3. Some simple examples
1. There are a lot of quantum states corresponding to some special colouring
of the lattice which are “unmovable”, i.e. the Hamiltonian acts on such a
states trivially just annihilating them. The simplest example of such a state
is a straight line or the set of straight lines not intersecting with each other
or intersecting in the end points as it is shown in Fig. 6
Fig. 6
Some other examples of “unmovable” states are shown in Fig. 7
Fig. 7
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2. Now let us adduce some simple examples of quantum states on which
the Hamiltonian acts non-trivially. In fact, the simplest case of such a states
is shown in Fig 5. Namely, in this case there are only two possible quantum
states, say | 0 > and | 1 >, which correspond respectively to the right and
left sides of the first line in Fig. 5 where only two edges of the whole lattice
are coloured. The parameter e which is the single dimensional parameter in
our problem (see (2.3)) can be equated to unity without loss of generality.
Then the Hamiltonian H just intergchanges these two states:
H | 0 > = | 1 >
H | 1 > = | 0 > (3.1)
It is very easy to find the eigenvalues E of the Hamiltonian in this case
E = ±1. (3.2)
As the next case let us consider “one-step wave” which is shown in Fig. 8
0 λ N
Fig.8 ”One-step wave”
Let N be the “distance” between the end points of this “wave” and λ
is the coordinate of the “jump” (in Fig. 8 λ = 3, N = 8). Let us denote
this state | λ >. It is easy to see that the Hamiltonian acts on this state as
follows:
H | λ > = | λ+ 1 > + | λ− 1 > (3.3)
To solve the eigenvalue problem H | Ψ >= E | Ψ > we can try to do the
following substitution
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| Ψ >=
N∑
λ=0
Ψ(λ) | λ > . (3.4)
The static Schro¨dinger equation for the wave function looks very simple
EΨ(λ) = Ψ(λ+ 1) + Ψ(λ− 1). (3.5)
Two states λ = 0 and λ = N are the “first” and “last” states of the wave.
Hence, we have the following ”boundary” conditions for the wave function
Ψ(−1) = Ψ(N + 1) = 0. (3.6)
The eigenvalues E and eigenfunctions of the Hamiltonian can be easily found
E = x + x−1 (3.7)
and
Ψ(λ) = xλ+1 − x−λ−1. (3.8)
In order to satisfy the conditions (3.6) we should set x to be some root of
unity
x2N+4 = 1 (3.9)
or
x = e
ipik
N+2 (3.10)
and k = 1, . . . , N + 1. Then E = 2 cos iπk
N+2
. The previous case corresponds
to N = 1. Hence we have only two possibilities k = 1 and k = 2. In the first
case E = 2 cos iπ
3
= 1. In the second case E = 2 cos 2iπ
3
= −1 in accordance
with (3.2).
We do not intend to classify here the whole space of quantum states.
Below we consider only some important subspace of states which we call
”string” states.
4. The string spectrum
4.1. “Ice condition” and “string” states
Let us consider the subspace of the state space which is the linear span of
some special subset of the basis vectors. Namely, let us consider all basis
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vectors for which the corresponding colouring of the lattice L satisfies to
the so-called “ice condition” (see, for example, [3]). In other words, there
are only six types of the allowed colouring of the edges which are adjacent
with one site of the lattice (six types of the vertices in accordance with the
standard terminology of statistical models on the squared lattice), see Fig.
9.
Fig. 9. Ice condition for the verticies.
t t t t t t
1 2 3 4 5 6
The dimension of this subspace A is equal to the number of the ways to
colour the lattice L taking into account the ice condition. This quantity is
connected with the entropy of the “ice” model which was calculated in the
thermodynamic limit by Lieb [5].
The action of the Hamiltonian H conserves the ice condition. In other
words, the subspace A is invariant under the action of H . Our main problem
is to find the eigenvalues of the Hamiltonian H on the subspace A.
The subspace A in it’s turn is the direct sum of the invariant subspaces
A(k) where k = 0, 1, 2, ... are nonnegative integers.
Any configuration which satisfies the ice condition can be represented as
a set of continuous nonintersecting ways which go only up and to the left
(see, for example, [3]).
Let us call this ways “stings”. Also, let us denote A(k) the subspaces
which are spanned on the vectors corresponding to the colouring the lattice
by k ways (or stings). We call A(k) the state space with k strings.
It is easy to see that all subspaces A(k) are invariant under the action of
the Hamiltonian H . So, the number of strings k is the conservation number.
Since the subspace A(0) consists of only one vector | 0 > which is annihi-
lated by the Hamiltonian H | 0 >= 0 let us begin the solving our problem
of the diagonalization of H from the subspace A(1). So, let us consider the
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spectrum for the single string.
4.2. The string with the “fixed” ends
In Section 3 we considered the case of the “one-step wave”. In fact, this is
a simple example of a string with the fixed ends when the string has only
one “jump”. Suppose that the size of the lattice is big enough to consider
more general case when the string has N “jumps”. The quantum state can
be defined by fixing the coordinates λ1, λ2, . . . λM of these jumps. Due to the
“ice” condition these coordinates should satisfy the ordering:
0 ≤ λ1 ≤ λ2 ≤ . . . ≤ λM ≤ N (4.1)
which corresponds to some partition λ = (λ1, λ2, . . . , λM).
2 Some example
of the string state for the case N = 9 is shown in Fig. 10
0 λ1
λ2
λ3 λ4 λ5
λ6
N
Fig.10 The string corresponding to the partition (1, 1, 2, 4, 6, 6)
in the case N = 9
Let us fix N and M . It is not difficult to calculate the dimension of
the quantum space of the single string with the fixed ends. To do it let us
2see for example the book [10]
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consider λj = λj + j which satisfy the chain of the strict inequalities instead
of the non-strict ones given by (4.1)
1 < λ1 < λ2 < . . . < λM < N +M + 1. (4.2)
So, the problem is reduced to the calculating the number of the different
ways to put M undistinguishable objects on the N +M places. The answer
is well known. It is the binomial coefficient
(
N+M
M
)
. Therefore we have for a
dimension of the quantum space
dim =
(
N +M
M
)
. (4.3)
It is easy to see that the Hamiltonian acts on some arbitrary string state
λ as follows
H | λ > =
M∑
i=1
| λ+ δi > + | λ− δi > (4.4)
where δi = (0, . . . , 0, 1, 0, . . . , 0) is M-component vector which has 1 on the
i−th place and zeros on other places.
Now let us consider the wave functions instead of the basis vectors. As
in Section 3 we are going to find the eigenvectors for the Hamiltonian
H | Ψ >= E | Ψ > in the following form:
| Ψ >=
∑
λ1,...λM
Ψ(λ) | λ > (4.5)
where Ψ(λ) is short notation for the wave function Ψ(λ1, . . . , λN). The
Schro¨dinger equation in the general position looks as follows:
EΨ(λ) =
M∑
i=1
Ψ(λ+ δi) + Ψ(λ− δi). (4.6)
Of course, the states in the RHS of (4.4) or (4.6) should also correspond to
some partition with the ordering (4.1). We can formally satisfy this require-
ment by equating to zero the wave functions which correspond to non-existing
states | λ > with λi+1 = λi − 1. As in the case of the “one-step wave” the
ends of the string can not “move”. We can again formally equate the wave
functions with λ1 = −1 and λM = N + 1 to zero. So, we have
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Ψ(λ) = 0, if


λi+1 = λi − 1 for at least one position i
λ1 = −1
λM = N + 1
(4.7)
It is easy to see that for the string of the general position 0 < λ1 < . . . <
λM the monomial solution
Ψ(λ) = xλ = xλ11 . . . x
λM
M (4.8)
satisfies the eigenvalue problem for the Hamiltonian (4.4) with the eigenvalue
(or energy)
E =
M∑
i=1
xi + x
−1
i (4.9)
which is invariant under any permutation of the variables xi and a substi-
tution xi → x
−1
i . Of course, the monomial solution (4.8) does not satisfy
the conditions (4.7). To find the right solution to the eigenvalue problem we
have to consider a Bethe ansatz-like linear combination∑
σ,ǫ1,...ǫM
Aσ(ǫ1, . . . ǫM)x
ǫ1λ1
σ(1) . . . x
ǫMλM
σ(M) (4.10)
where the sum is over all permutation σ and all possible signs ǫi = ±1. One
can check that the following simple determinant solution
Ψ(λ) = Det([x
λj+j
i ])1≤i,j≤M (4.11)
where [x] = x− x−1 belongs to the class of polynomials given by (4.10) and
satisfy almost all conditions (4.7) with the exception of the last one in (4.7).
Indeed, when we try to disturb the order of the sequence of parameters λi we
get the pair of the same coloumns. So, the unwanted moves are suppressed
automaticaly!
Hence, we have to satisfy the conditions Ψ(λ) = 0 for λM = N + 1. So,
we come to the quantization condition
x
2 (N+M+1)
i = 1 (4.12)
which generalizes the condition (3.9) for the ”one-step wave” case. To enu-
merate all eigenvectors we should set
xi = Ω
ki (4.13)
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where Ω = eiπ/(N+M+1) and the wave numbers ki satisfy the inequalities
0 < k1 < k2 < . . . < kM < N +M + 1. (4.14)
This chain of the inequalities coincides with the chain for λj given by (4.2).
Hence, the number of possible values ki i.e. the number of all eigenvectors
coincides with the dimension of the quantum space given by formula (4.3) as
it should be.
The corresponing values of the energy E are still given by (4.9) which can
be written in the following form
E =
M∑
j=1
2 cos
πkj
N +M + 1
. (4.15)
The appearence of the determinant in formula (4.11) for the eigenfunctions
tells us about the connection of this problem with the free-fermion model or
XY -chain [4].
In the next section we consider the spectral problem for the single string
on the lattice with toroidal boundary conditions.
4.3. The ring of homologies of the single string on a
torus
Let us consider the arbitrary single string configuration on the m× n lattice
torus L. Let us apply to the figure 11
Fig. 11
✲
✲ ✲
✲ ✲
✻
✻
✻
✻
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One can think that we see the piecies of the three strings if to consider
this figure as the part of some bigger lattice. But it turns out to be obvious
that it is one string living on the 5 × 7 torus. This string winds round the
torusm = 2 times on the horizontal direction and n = 1 times on the vertical
direction.
The Hamiltonian being local does not change the winding number of the
string. So, the space A(1) decomposes into the direct sum of the invariant
subspaces am,n.
What can the integers m and n be ? Let m = 0 then n = 1 and we have
n of the trivial string configurations of the following form:
Fig. 12. Simple winding of the type (0,1)
✻
In the same way we have m = 1 if n = 0 and we have m of the trivial
horizontal configurations.
Let us note without the proof the fact that the space A(1) decomposes
into the direct sum of mn+2 invariant subspaces a0,1, a1,0 . . . am,n where m
and n satisfy the following inequalities:
1 ≤ m ≤ m, 1 ≤ n ≤ n.
In the next section we shall consider the simplest nontrivial case of the
string of the type (1,1). This string winds the torus one time in the horizontal
direction and one time in the vertical one.
We shall see that the string in this case is also equivalent to the XY -
chain. It will be also equivalent to the model considered by Bethe if to add
the diagonal part to the Hamiltonian H .
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4.4. The spectrum of the string of type (1,1)
So, let us consider the subspace a1,1. One can split all configurations of the
string on m of classes which depend on the number of the horizontal line
in the torus where the string leaves or intersects the vertical line with the
number 0. The number of the class will be denoted as α:
α = 0, 1, ..., m− 1.
Fig. 12 corresponds to the case α = 1 (for the torus 4× 7).
Fig. 13. The marking of the configuration (1,1)
✲
✲
✲
✲
✲
✻
✻
✻
✻
λ1 λ2 λ3 λ4
Again the configuration for some fixed α is characterized by m of the
integers:
1 ≤ λ1 ≤ λ2 ≤ ... ≤ λm ≤ n (4.16)
where as in the case of the string with fixed end points λi is the number of
those vertical line where the string begins it’s “climbing up” on the i−th sell
from the horizontal line with the number α. For example, Fig. 12 corresponds
to the following set λ1 = 2, λ2 = 3, λ3 = 5 and λ4 = 6 i.e. to the partition
(2, 3, 5, 6).
To calculate the whole number of the single string configurations we can
apply a similar trick as in the case of string with the fixed ends. Namely, the
chain of the non-strict inequalities (4.16) is equivalent to the following chain
of the strict inequalities:
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0 < λ1 < λ2 + 1 < λ3 + 2 < ... < λm +m− 1 < n +m (4.17)
Hence, we can apply the same combinatorial calculation as it was done
for derivation of formula (4.3). Taking into consideration that the variable
α takes m different values we get the dimension of the quantum space of the
string of type (1,1):
dim(a1,1) =
(m+ n− 1)!
(n− 1)!(m− 1)!
. (4.18)
As it was mentioned above the calculation of all possible configurations
with any number of the strings is equivalent to the problem of the calculation
of the entropy in the ice model on the square lattice.
Now we return to the problem of the diagonalization of the Hamiltonian
H . Let us introduce the following notations for the basis vectors:
| α;λ > = | α;λ1, λ2, ..., λm > . (4.19)
This vector corresponds to the single string configuration of the type (1,1)
from the class α which is caracterized by the parameters λ1, λ2, ...λm.
Let us say that the parameters λi are on the general position if none of
equalities in the chain of inequalities (4.16) is fulfiled. The action of the
Hamiltonian on the states parameterized by the parameters λi in the general
position is given by a similar to (4.4) formula
H | α;λ >=
m∑
i=1
| α;λ+ δi > + | α;λ− δi > . (4.20)
Then suppose there is some group of the coinciding parameters λj, λj+1, ...λk
where j < k but λj > 1 and λk < n. This configuration corresponds to the
presence of the jump of the length k − j + 1 (see Fig. 14).
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Fig. 14. The case of coinciding λi
✲
✲
✻
✻
✲
λ1 = λ2 = λ3 λ4
For this group of the parameters evidently only the decrease of λj and
the increase of λk on the unity are allowed. Let us note that after this the
parameter α is not changed.
Now let us consider the situation which is connected with the fact that
our choice of the state marking is not translational invariant. Namely, let
λ1 = 1. Then there is such a move of the string which increases α on the
unity:
| α; 1, λ2, ..., λm > ⇒ | α + 1;λ2, λ3, ..., λm, n > . (4.21)
We have the analogous situation on the right “edge” of the torus when
the last parameter λm = n. In this case we have:
| α;λ1, ..., λm−1, n > ⇒ | α− 1; 1, λ1, ..., λm−1 > . (4.22)
Now let us consider the operator U which makes the shift up of the all
configuration on the one sell of our lattice. This operator has the following
properties:
1) It acts only on the index α:
U | α;λ >=| α + 1;λ >, (4.23)
2) It commutes with the Hamiltonian H ,
3) Um = 1
Due to the second property it is useful to consider another basis which
can be obtained from the former one by the discrete Fourie transformation
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in respect to the parameter α:
| λ1, ..., λm; a >≡
m−1∑
α=0
e2πiaα/m | α;λ1, ..., λm >, (4.24)
where
a = 0, ..., m− 1. (4.25)
Now instead of the equations (4.21 and 4.22) we have:
| 1, λ2, ..., λm; a > ⇒ e
−2πia/m | λ2, ..., λm, n; a > (4.26)
and the conjugated equation:
| λ1, ..., λm−1, n; a > ⇒ e
2πia/m | 1, λ1, ..., λm−1; a > . (4.27)
Below we shall omit the parameter a from the marking of our new basis
vectors.
Now let us consider the wave functions instead of the basis vectors. As it
was done above we introduce the following expansion
| Ψ >=
∑
λ
Ψ(λ) | λ > (4.28)
and consider the Schro¨dinger equation
E Ψ(λ) =
m∑
i=1
Ψ(λ+ δi) + Ψ(λ− δi). (4.29)
Then we can repeat the same arguments which were applied for derivation
of the determinant formula (4.11). As appeared we can use even more simple
substitution for the wave function
Ψ(λ) =
∑
σ
Aσx
λ1
σ(1) . . . x
λm
σ(m).
In some sence it is the simplest variant of the Bethe ansatz.
As it was discussed above for the case when H acts on the state with some
group of the coinciding parameters λj = λj+1 = ... = λk, j < k we have
only two allowed moves which change this group λ. Namely, the parameter
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λj can be decreased on unity while λk can be increased on the unity. As
above this statement allows us to fix the coefficients Aσ in the last expresion
for the wave function. The result is rather simple:
Ψ(λ1, λ2, ..., λm) = const× Det


xλ11 x
λ2+1
1 . . . x
λm+m−1
1
xλ12 x
λ2+1
2 . . . x
λm+m−1
2
...
...
. . .
...
xλ1m x
λ2+1
m . . . x
λm+m−1
m

 (4.30)
As before the unwanted moves are suppressed automaticaly.
Again we have the determinant solution which in some sence corresponds
to the free fermion model.
Only one thing we have to do is to “quantize” the variables xi with the
help of the residual equations (4.26) and (4.27).
Substituting the expansion (4.28) to the conditions (4.26) and (4.27) we
get the following equations for wave functions:
Ψ(0, λ2, ..., λm) = e
2πia/mΨ(λ2, ..., λm, n),
Ψ(λ1, ..., λm−1, n+ 1) = e
−2πia/mΨ(1, λ1, ..., λm−1).
These equations are formal in the sence that we do not determine what
the wave functions Ψ(0, ...) and Ψ(..., n+1) are. If we substitute the formula
(4.30) into the last pair of the relations we can obtain from the first one:
Det


1 xλ2+11 . . . x
λm+m−1
1
1 xλ2+12 . . . x
λm+m−1
2
...
...
. . .
...
1 xλ2+1m . . . x
λm+m−1
m

 = ηaDet


xλ21 . . . x
λm+m−2
1 x
n+m−1
1
xλ22 . . . x
λm+m−2
2 x
n+m−1
1
...
. . .
...
...
xλ2m . . . x
λm+m−2
m x
n+m−1
1


and from the second one:
Det


xλ11 . . . x
λm−1+m−2
1 x
n+m
1
xλ12 . . . x
λm−1+m−2
2 x
n+m
1
...
. . .
...
...
xλ1m . . . x
λm−1+m−2
m x
n+m
1

 = η
−aDet


x1 x
λ1+1
1 . . . x
λm−1+m−1
1
x2 x
λ1+1
2 . . . x
λm−1+m−1
2
...
...
. . .
...
xm x
λ1+1
m . . . x
λm−1+m−1
m


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For the sake of simplicity we have introduced the following notation:
η = e2πi/m
Let us consider the first equality. After some algebra we get:
xn+mi = (−1)
m+1η−a
m∏
j=1
xj , i = 1, 2, ..., m. (4.31)
It can be easily seen that the second equality gives the same condition. Then
we obtain that the relation xk/xi is some root of unity of the power m + n.
Let us introduce the following notation:
ω = e
2pii
m+n (4.32)
We can look for the solution to the equation (4.31) in the following form:
xi = ρ(n,m) ω
ki, i = 1, 2, . . . , m. (4.33)
Here as in the formula (4.14) ki are the wave numbers which satisfy the
following chain of the inequalities:
0 < k1 < k2 < ... < km < m+ n. (4.34)
Substituting it into the formula (4.31) we easily get
ρ(n,m) = e2πiφ(n,m), φ(n,m) =
1
n(n+m)
m∑
i=1
ki −
a
nm
−
m+ 1
2n
. (4.35)
We have conjectured that there are no coinciding variables xi. We should
note that in principle we could also consider the coinciding xi by taking the
accurate limit. But the calculation of number of states shows us that it is
not necessary to do. Indeed, the chain of inequalities (4.34) coincides with
(4.17). Hence, after taking into account that a = 0, . . . , m − 1 we come to
the formula (4.18) for the number of all eigenvectors.
Let us adduce the final result for the eigenvectors of the Hamiltonian H
in case of the string of type (1,1)
Ψ(λ) = ρ(n,m)λ1+...+λmDet(ωki(λj+j−1))1≤i,j≤m (4.36)
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The spectrum of the Hamiltonian is given by
E(k1, . . . km) =
m∑
i=1
2 cos 2π (λ(n,m) +
ki
m+ n
). (4.37)
We can consider the shift operator in horizonal direction P (or momentum
operator) which acts on some quantum state as follows
P | λ1, . . . , λm > = | λ1 + 1, . . . , λm + 1 > P
n = I. (4.38)
Actually, as the operator U defined by formula (4.23) momentum operator
P commutes with the Hamiltonian. Hence, the eigenvalue of the operator P
p = ρ(n,m)m e
2piib
n where b = 0, 1, . . . n − 1 is the “quantum number”. One
can see from the solution (4.36) that
b =
m∑
i=1
ki mod n. (4.39)
So, all eigenvalues and eigenvectors belong to the different mn sectors labeled
by two integers a = 0, 1..., m− 1 and b = 0, 1, ..., n− 1.
4.5. The string of type (1,2)
We have considered above the spectrum problem for the string with fixed
ends and the string of type (1,1) on the torus. The determinant formulae
(4.11) and (4.30) for the wave functions have a features of the fermionic free
system. In some sense it corresponds to the non-interacting case. Now we
are going to consider the case of the string of type (1,2) which is already
the example of the interacting string or more exactly self-interacting string.
This string winds round the torus one time in horizontal direction and twice
in the vertical one. The example of the state of such a string is shown in
Fig. 15
We can try to reduce the case of the (1,2)-string to the previous case of
the (1,1)-string by applying some simple trick. Namely, let us consider some
arbitrary configuration of (1,2)-string on the lattice n×m, for example, shown
in Fig. 15. Let us also consider the (1,1)-string configuration on the lattice
n× 2m which consists of two sheets n×m.
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A B
Fig.15 The string of type (1,2)
This configuration can be obtained from the (1,2)-string configuration in
the following way. We leave the two parts of the string before the point A
and after the point B in Fig. 15 on the first sheet. The part of the string
between these points A and B is transfered to the second sheet. The result of
this procedure is shown in Fig. 16. It easy to see that the toroidal boundary
conditions in the case of the (1,2)-string on the n×m lattice can be naturally
fulfiled for it’s ”double” on the n × 2m lattice. Namely, let us return to
the original notation for the quantum state (4.19) of the (1,1)-string on the
n× 2m lattice. The corresponding wave function is Ψ(α;λ) where λ denotes
the quantum state corresponding to the partition (λ1, . . . , λ2m), 1 ≤ λ1 ≤
... ≤ λ2m ≤ n. In order to recover the initial toroidal boundary conditions for
(1,2)-string we should identify two sheets discussed above. It can be easily
done by satisfying the requirement Ψ(α;λ) = Ψ(α +m;λ).
Applying now the Fourie transform to the wave function as in (4.24) we
obtain
Ψ(λ; a) ≡
2m−1∑
α=0
e2πiaα/2mΨ(α;λ) = 2
m−1∑
α=0
e2πiaα/2m cos
πa
2
Ψ(α;λ) (4.40)
where a = 0, ..., 2m − 1. From (4.40) we see that the wave function in the
LHS is not zero if a is even. Therefore we can substitute a → 2a. The new
parameter a = 0, ..., m− 1.
Let us use again more simple notation Ψ(λ) for the wave function Ψ(λ; a)
implying the dependence on this new parameter a.
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A B
Fig.16 The (1,1)-string corresponding to the initial string of type (1,2)
Nevertheless the quantum problems for the (1,2)-string on the n × m
lattice and the (1,1)-string on the n × 2m lattice are still not comletely
equivalent. To make them equivalent we should introduce an additional
restriction on the (1,1)-string which comes from a simple observation that
the length of each “jump” of the (1,1)-string can not be greater than m.
Otherwise we would be forced to lie one part of the string on another when
making the back procedure of the comparison of the (1,1)-string to the (1,2)-
string. So, we come to the following exclusion rule for the wave function
Ψ(λ) of the (1,1)-string
Ψ(λ) = 0 if λi = λi+1 = . . . = λi+m for at least one index i. (4.41)
We claim that if this restriction for the (1,1)-string is fulfiled then the quan-
tum problems for the (1,1)-string living on the lattice n × 2m and for the
(1,2)-string living on the lattice n×m are equivalent to each other.
In Appendix we consider the case of the (1,2)-string for m = 2 in more
detailes. Below we shall adduce only the final result for the general case
of m. But first of all let us introduce some useful notation. Let D be the
generalization of the formula (7.12) from the Appendix
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D(n1, . . . , n2m−1|k1, . . . , k2m) = Det


1 ωn1k1 ωn2k1 . . . ωn2m−1k1
1 ωn1k2 ωn2k1 . . . ωn2m−1k2
...
...
. . .
...
1 ωn1k2m ωn2k2m . . . ωn2m−1k2m


(4.42)
where ω = e
2pii
n+2m . Let us also define “partial” D-functions:
Di1,...,im−1(k1, . . . , k2m) = D(1, 2, . . . , m, i1, i2, . . . , im−1|k1, k2, . . . , k2m)
Di1,...,im−1(k1, . . . , k2m) = Di1,...,im−1(−k1, . . . ,−k2m) (4.43)
where m + 1 < i1 < . . . < im−1 < n + 2m − 1. Let us also adduce the
generalization of the matrix A given by formula (7.22)
A
j1,...,jm−1
i1,...,im−1 (E) =
∑
0≤k1<k2<...k2m−1<2m+n
Di1,...,im−1(k1, . . . , k2m)D
j1,...,jm−1(k1, . . . , k2m)
E − E(k1, . . . , k2m)
(4.44)
where k2m = b−
∑2m−1
i=1 ki and b = −n + 1 +m(2m− 3), . . . , m(2m− 3)
E(k1, . . . , k2m) = ρ
2m∑
j=1
ωkj + ρ−1
2m∑
j=1
ω−kj ,
ρ = e2πiφ, φ =
b
n(n + 2m)
−
a
nm
−
2m− 3
2n
,
a = 0, 1, . . . , m− 1 . (4.45)
Let us note that E(k1, . . . , k2m) is nothing else but the energy of the Hamilto-
nian for (1,1)-string 3 Two integers a and b connected with the momentums
in vertical and horizontal directions respectively are considered to be fixed.
It is easy to see that the matrix A has a dimension
(
n+m−3
m−1
)
. The spectrum
of the Hamiltonian for the case of the (1,2)-string is determined as a solution
to the “secular” equation
DetA(E) = 0. (4.46)
3Here we have used another form of the solution to the (1,1)-string problem which is
equivalent to that given by formulae (4.33-4.37) up to enumeration of wave numbers ki
and the parameter b.
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If we have succeeded in finding some it’s solution, say E∗, then there exists
a zero vector ζi1,...,im−1 such that Aζ = 0 and the wave function for the
Hamiltonian have the following form:
Ψ(0, n1, . . . , n2m−1) = ρ
n1+...+n2m−1
∑
m+1<j1<...<jm−1<n+2m−1
ζj1,...,jm−1
∑
0≤k1<k2<...k2m−1<2m+n
D(n1, . . . , n2m−1|k1, . . . , k2m)D
j1,...,jm−1(k1, . . . , k2m)
E − E(k1, . . . , k2m)
,
(4.47)
where as above k2m = b−
∑2m−1
i=1 ki and b = −n+1+m(2m−3), . . . , m(2m−3).
In formula (4.47) we use alternative way to determine the wave function
which will be described in Appendix. Namely, the wave function depends on
the differences ni = ni−n0 and ni−1 = λi+i−1. The wave function for other
combinations can be easily obtained by shifting the coordinates on some defi-
nite number. For example, Ψ(r, n1+r, . . . , n2m−1+r) = p
rΨ(0, n1, . . . , n2m−1)
where p = ρ2mωb is an eigenvalue of the momentum operator P (see formula
(4.38)).
As it was mentioned above the derivation of these formulae form = 2 will
be given in Appendix. But it is not very difficult to understand how they
work by the direct checking that the formula (4.47) with the equation (4.46)
really gives us the solution to the eigenvalue problem. We have called (4.46)
“secular” equation because it has a similar form to the secular equation in
quantum mechanics. But in comparison with the ordinary secular equation
which provides the second order correction to the energy our “secular” equa-
tion being solved provides the rigorous result for the energy of the string of
type (1,2). Of course, this is a polynomial equation and we are not able to
solve it manifestly. In comparison with the “free” case of the (1,1)-string
this case contains some kind of the “diffraction”. Therefore, it seems to be
non-integrable.
5. Discussion
In this paper we have concentrated on some subspace of the whole quantum
space i.e. the space of the “string” states. First of all, we have considered
some more simple cases of the string with fixed ends and the string of type
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(1,1) living on the torus. Both of these cases appeared to be equivalent to
some free fermionic system. We use the wave functions of this free system
as a basis functions for the expansion in the case of the string of type (1,2)
which is the example of the “self-interacting” string. The energy spectrum is
given by the “secular” equation. We hope that the similar result can also be
obtained for other types of the single string which has an arbitrary winding
numbers round the torus in horizontal and vertical directions. We think that
the case of two and more string is not more complicated in comparison with
the case of the single string. It could be also reasonable to consider the
“scattering” of two and more strings with the fixed ends. Some preliminary
analysis shows that the picture of the interaction in case of two strings with
the fixed ends is very interesting and looks rather non-trivial.
We also hope that the investigation of the thermodynamic limit can be
done for the interacting case as well. Perhaps, it will demand the intro-
duction of some other parameters because the Hamiltonian considered here
corresdponds to the simplest variant and can be, in priciple, generalized by
introducing new terms with some arbitrary coefficients as in XXZ or XYZ
spin chains.
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7. Appendix
Here we consider the case m = 2 of the string of type (1,2). As we claimed
above we have to consider the equivalent problem of the (1,1)-string on the
lattice n × 4 with the restriction that not greater than two neightbouring
“coordinates” of jumps λi can coincide with each other (see formula (4.41)).
Let | λ1, λ2, λ3, λ4; a > where a = 0, 1 and 1 ≤ λ1 ≤ λ2 ≤ λ3 ≤ λ4 ≤ n
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is the quantum state obtained by the Fourie transformation as in formula
(4.40). It is more convenient to mark these states in terms of the variables
ni−1 = λi + i− 1 which satisfy
0 < n0 < n1 < n2 < n3 < N, (7.1)
where N = n + 4. Namely, droping again the dependence on a we get now
notation for the quantum state | n0, n1, n2, n3 >. Let P be the shift operator
in the horizontal direction
P | n0, n1, n2, n3 >= | n0 + 1, n1 + 1, n2 + 1, n3 + 1 > (7.2)
and P n = I. Let us also define the state | 0, n1, n2, n3 > as follows
| 0, n1 − n0, n2 − n0, n3 − n0 > = P
−n0 | n0, n1, n2, n3 > . (7.3)
So, using this definition we can deel only with states of the form | 0, n1, n2, n3 >
where n1, n2, n3 are used instead of the differences n1 − n0, n2 − n0, n3 − n0
in the LHS of (7.3). If n1 > 1 then doing one step down we can easily get
| 0, n1, n2, n3 > = (−1)
a | n1 − 1, n2 − 1, n3 − 1, N − 1 > . (7.4)
If n1 = 1 we can do two steps down. Then
| 0, 1, n2, n3 > = | n2 − 2, n3 − 2, N − 1, N > . (7.5)
Shifting consequently the state | 0, n1, n2, n3 > on n1−1,n2−2 and n3−3
steps in the horizontal direction and using (7.2) and (7.4,7.5) we obtain the
following chain of the equalities
| 0, n1, n2, n3 > = (−1)
aP n1−1 | 0, n2 − n1, n3 − n1, N − n1 > =
P n2−2 | 0, n3 − n2, N − n2, N + n1 − n2 > =
(−1)aP n3−3 | 0, N − n3, N + n1 − n3, N + n2 − n3 > . (7.6)
Let us call the states for which any three variables ni, ni+1, ni+2 go in
successive way (for example 0, 1, 2) “forbidden” states. In fact, we have only
four possibilities for the forbidden states. Namely, the states of a types
| 0, 1, 2, n3 >,| 0, n1, n1 + 1, n1 + 2 >, | 0, n1, N − 2, N − 1 > and
| 0, 1, n2, N − 1 > are forbidden. The wave function must be zero on such a
states in accordance with (4.41).
28
Let H0 be the Hamiltonian for the (1,1)-string which does not “distin-
guish” the “forbidden” states from other states satisfying only the require-
ment (7.1). The Hamiltonian H for which we want to solve the eigenvalue
problem is
H = H0 + δH (7.7)
where the interaction δH acts non-trivially only on the “forbidden” states.
Actually, the action of δH should be so that the result of it’s action on some
forbidden state would compensate a result of the action of H0 on this state.
We should note that the resulting states can not be forbidden already. We
have to take into consideration only such a states. The result of action of δH
on the arbitrary state | 0, n1, n2, n3 > is a sum of four terms in accordance
with four possiblities to get the forbidden states mentioned above. Namely,
we have
δH | 0, n1, n2, n3 > = −δn1,1δn2,2(P
−1 | 0, 2, 3, n3 + 1 > + | 0, 1, 3, n3 >)−
δn2,n1+1δn3,n1+2(−1)
aP n1−1(P−1 | 0, 2, 3, N − n1 + 1 > + | 0, 1, 3, N − n1 >)
− δn2,N−2δn3,N−1(P
−1 | 0, 2, 3, n1 + 1 > + | 0, 1, 3, n1 + 2 >)
− δn1,1δn3,N−1(−1)
a(P−1 | 0, 2, 3, n2 + 2 > + | 0, 1, 3, n2 + 1 >) .(7.8)
As in Section 4 we are going to solve the eigenvalue problem
(H0 + δH) | Ψ > = E | Ψ > (7.9)
with the help of the expansion
| Ψ > =
∑
0<n0<n1<n2<n3<N
Ψ(n0, n1, n2, n3) | n0, n1, n2, n3 >, (7.10)
where the contribution from the forbidden states are suppressed by the re-
quirement that the wave function Ψ(n0, n1, n2, n3) is zero for them.
Now one can apply the technique which is rather standard in quantum
mechanics. Namely, we can look for the wave function as an expantion on
the basis of the eigenfunctions of the operator H0 and then use the complet-
ness of these eigenfunctions. So, using the result (4.36) with the different
enumeration of the wave numbers ki and parameter b we get
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Ψ(0, n1, n2, n3) =
∑
0≤k1<k2<k3<N
ρn1+n2+n3C(k1, k2, k3)
D(n1, n2, n3|k1, k2, k3, k4), (7.11)
where k4 = b− k1 − k2 − k3 and b = −n + 3, . . . , 2 is supposed to be fixed
D(n1, n2, n3|k1, k2, k3, k4) = Det


1 ωn1k1 ωn2k1 ωn3k1
1 ωn1k2 ωn2k2 ωn3k2
1 ωn1k3 ωn2k3 ωn3k3
1 ωn1k4 ωn2k4 ωn3k4

 (7.12)
ρ = e2πiφ, φ =
1
nN
b−
a + 1
2n
, a = 0, 1 (7.13)
and ω = e
2pii
N . Substituting (7.11) into the equation (7.9) and taking into
account that the eigenvalues of the Hamiltonian H0 are
E(k1, k2, k3, k4) = ρ
4∑
i=1
ωki + ρ−1
4∑
i=1
ω−ki (7.14)
we get the equation for the unknown coefficients C(k1, k2, k3)
ρn1+n2+n3
∑
0≤k1<k2<k3<N
(E − E(k1, k2, k3, k4))C(k1, k2, k3)D(n1, n2, n3|k1, k2, k3, k4) =
δn1,1δn2,2S(n3) + δn2,n1+1δn3,n1+2(−1)
apn1−1S(N − n1)
+ δn2,N−2δn3,N−1S(n1 + 2) + δn1,1δn3,N−1S(n2 + 1) (7.15)
where S(j) = −p−1Ψ(0, 2, 3, j + 1)−Ψ(0, 1, 3, j) and p = ρ4ωb is eigenvalue
of the shift operator P defined by (7.2). Now we can use the fact that the
wave function Ψ is zero for the forbidden configurations. So, we come to
S(3) = S(N − 1) = 0.
Let us multiply the LHS and RHS of the equation (7.15) on
ρ−n1−n2−n3D(n1, n2, n3| − l1,−l2,−l3,−l4)
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with 0 ≤ l1 < l2 < l3 < N and l4 = b − l1 − l2 − l3 and take a sum over
0 ≤ n1 < n2 < n3 ≤ N − 1 using the orthohonality property∑
0≤n1<n2<n3≤N−1
D(n1, n2, n3| − l1,−l2,−l3,−l4)D(n1, n2, n3|k1, k2, k3, k4) =
κδk1,l1δk2,l2δk3,l3 ,(7.16)
where κ is some constant. In this formula we imply that adding to k4 and
l4 the period N enough many times 0 ≤ k4 = k4 + sN ≤ N − 1 and 0 ≤
l4 = l4 + tN ≤ N − 1 the new numbers k4 and l4 do not coincide with
one of k1, k2, k3 and l1, l2, l3 respectively and the sequences k1, k2, k3, k4 and
l1, l2, l3, l4 are ordered in the same way, for example, k1 < k2 < k4 < k3 and
l1 < l2 < l4 < l3.
After this we get
(E − E(l1, l2, l3, l4))C(l1, l2, l3) =
N−2∑
n3=4
ρ−3−n3D(1, 2, n3| − l1,−l2,−l3,−l4)S(n3)
N−4∑
n1=2
(−1)apn1−1ρ−3−3n1D(n1, n1 + 1, n1 + 2| − l1,−l2,−l3,−l4)S(N − n1)
N−4∑
n1=2
ρ−n1−2N+3D(n1, N − 2, N − 1| − l1,−l2,−l3,−l4)S(n1 + 2)
N−3∑
n2=3
(−1)aρ−n2−ND(1, n2, N − 1| − l1,−l2,−l3,−l4)S(n2 + 1) .(7.17)
After some algebra we come to conclusion that all four terms in the RHS of
(7.17) are equal to each other. So, we get the forllowing expression for the
coefficients C
C(k1, k2, k3) =
N−2∑
µ=4
ζ(µ)
D(1, 2, µ| − k1,−k2,−k3,−k4)
E −E(k1, k2, k3, k4)
, (7.18)
where ζ(µ) = 4ρ−µ−3S(µ). Substituting this result for C into the formula
(7.11) we get the expression for the wave function
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Ψ(0, n1, n2, n3) = ρ
n1+n2+n3
∑
0≤k1<k2<k3<N
N−2∑
µ=4
ζ(µ)
D(n1, n2, n3|k1, k2, k3, k4)D(1, 2, µ| − k1,−k2,−k3,−k4)
E −E(k1, k2, k3, k4)
(7.19)
where we imply again that k4 = b− k1− k2− k3. The last step we should do
is to satisfy the requirement that Ψ = 0 for the forbidden configuraions. In
fact, due to the cyclicity property it is enough to satisfy only
Ψ(0, 1, 2, µ) = 0. (7.20)
So, we come to the condition
N−2∑
ν=4
Aµν(E)ζ(ν) = 0, (7.21)
where A has the matrix elements
Aµν(E) =∑
0≤k1<k2<k3<N
D(1, 2, µ|k1, k2, k3, k4)D(1, 2, ν| − k1,−k2,−k3,−k4)
E −E(k1, k2, k3, k4)
for 4 ≤ µ, ν ≤ N − 2
where as above we imply that in the sum k4 = b− k1 − k2 − k3.
So, the following condition should be valid
DetA(E) = 0. (7.22)
This condition can be considered as the equation on the energy E. The
solutions to this equation give us the spectrum for the Hamiltonian H for
the string of type (1,2) in the case m = 2.
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