We examine whether non-human looking humanoid robot arms can be perceived as part of one's own body. In two subsequent experiments, participants experienced high levels of embodiment of a robotic arm that had a blue end effector with no fingers (Experiment 1) and of a robotic arm that ended with a gripper (Experiment 2) when it was stroked synchronously with the real arm. Levels of embodiment were significantly higher than the corresponding asynchronous condition and similar to those reported for a human-looking arm. Additionally, we found that visuomovement synchronization also induced embodiment of the robot arm and that embodiment was even partially maintained when the robot hand was covered with a blue plastic cover. We conclude that humans are able to experience a strong sense of embodiment towards non-human looking robot arms. The results have important implications for the domains related to robotic embodiment.
Introduction
Where does the limit lie regarding the brain's capacity to integrate a non-human looking arm as part of one's own body? In the rubber hand illusion (RHI), participants have the sensation that a human-looking rubber hand becomes part of their body when it is stroked synchronously with their real hand, which stays out of sight [1] . On the other hand, the illusion of embodiment is not perceived when the physical characteristics of the fake hand are very different to those of the real hand, such as when a wooden stick is used instead of a rubber hand [2] . Regardless of that, participants can still experience the illusion of touch on a non-hand object like a box [3] or a table [4] when there is prior onset of the basic RHI [3, 4] .
The acceptance of a fake limb as part of the body by the brain depends on several physical and spatial factors. Regarding physical features, it is known that resemblance of the limb or body to a human body contributes to increase the sense of embodiment [2, 5] . However, factors such as color [6] or skin luminance [7] do not affect the illusion of embodiment of fake hands. Interestingly, regarding size, previous work shows that while human participants experience the embodiment illusion of a rubber hand larger than the real one, they do not experience the illusion when a rubber hand smaller than the real one is used [8] . Regarding spatial features, previous research has found that the illusion of embodiment of a rubber hand does not occur when the posture of the rubber hand is spatially incongruent with respect to the real hand [2, 9, 10] or when the rubber hand is located outside the participant's peri-personal space [11] . In the particular domain of robots, previous works have reported body ownership transfer towards teleoperated android arms or robot arms either using visuo-movement synchrony [12, 13] or brain-computer interface [14] , but have only utilized arms with high resemblance to humans in terms of shape (i.e. a hand with five fingers) [12] and texture [3, 13] . On the other hand, studies in virtual reality suggest that users are able to identify with avatars even when they present different visual characteristics than their real selves provided that there exists visuo-movement correlation between the human body movement and the avatar movement [15] [16] [17] . Thus, it is not clear where the limit lies regarding humans' capacity to integrate non-human looking robot arms as part of their body.
In order to explore this question further, we conducted two experiments utilizing our humanoid robot embodiment set-up ( Fig. 1a, b ) in which we induced the illusion of embodiment in two different types of humanoid arms by visuo-tactile synchronization (Fig. 1a ), following the classic rubber hand illusion experiment [1] . Specifically, the first experiment examined embodiment of a non-human looking robot arm made of metal and plastic which ended with a blue hand (end effector) with no fingers ( Fig. 2a ) and the second experiment examined embodiment of a robot arm which ended with a metal gripper (Fig. 2b ). In addition, previous research suggests that movement synchronization between the real and the fake body or body part are also able to induce the illusion of embodiment in fake or robotic limbs and bodies when they resemble human shape [12, 13] . Thus, our experiments also examined whether sense of embodiment of the robot arm is also achieved when visuo-movement synchronization (i.e. arm movement synchronization between the human arm and the humanoid arm) is used to induce the illusion (Fig. 1b ). Finally, since previous research suggests that embodiment illusion does not occur when an object such a box is used for the illusion [3] , the second experiment additionally explored whether embodiment takes place when the robot hand is covered by a plastic cover ( Fig. 2c) .
A novelty in our study, compared to previous rubber-hand illusion related experiments, is that we utilize a whole body embodiment set-up [18, 19] . In our setup participants embody the humanoid robot using a head-mounted display (HMD) that provides vision of the arm from the robot's perspective (Video S1) and also control the robot's head movement ( Fig. 1a, b ). This enabled us to present an artificial limb (arm) to the participants at the same location as their real limb, a feature we believe is key to the various results we observed in this study. The robot avatar setup uses similar principles to the ones used in virtual reality to achieve sense of embodiment of the avatar body (i.e. first person perspective from the avatar body and visuo-movement synchronization of the user and the avatar head).
Method

Participants
In total, 31 participants took part in the study. Twelve participants of different nationalities (six males and six females), aged 21-43 (M = 26.67, SD = 8.04), participated in the first experiment and nineteen participants also of different nationalities (thirteen females and six males), aged 23-44 (M = 31.77, SD = 6.02), participated in the second experiment. One of the participants was left-handed in each study and the rest were right-handed. Participants were naïve to the purpose of the experiment and received 1500JPY (Japanese yen) to participate. They were recruited through a call for volunteers in a webpage created ad hoc for the experiment, which was allocated on a social network. Working in the Robotics or Neuroscience fields was used as exclusion criteria. A pretest was conducted for each study with five (Experiment 1) and three (Experiment 2) intern master students of the research laboratory in which the study was conducted. The study was carried out with ethical approval of the National Institute of Advanced Industrial Science and Technology (AIST) in Tsukuba, Japan. 
Apparatus and Material
A human size humanoid robot HRP-2 [20] was used to create embodiment in the robot arm conditions. The material of the robot arm was composed of plastic and metal of blue and silver colors. Each arm had seven degrees of freedom. A RGB-D camera (Asus XtionPRO live) was mounted on the robot's head which sent visual feedback to an Oculus Rift HMD worn by the user (Fig. 1a, b ). Sensors integrated in the HMD allowed the tracking of the user's head motion in order to control the robot's head. A second RGB-D camera (similar to the previous one) was used externally to track the hand motion of the user in the robotic arm visuo-movement conditions ( Fig. 1b ). OpenNI, a framework to track body and hand motion, was used to track the user's hand position. In our experiment, only the user's hand position was tracked. The hand tracker was initialized after detecting a waving motion of the user's hand. Once the hand was tracked, participants were asked to place their hand in a position which corresponded to the robot's hand position (See Procedure). Next, the user hand motion was mapped on the robot hand (teleoperation mode). In order to control the robot arm and head, the Stack-of-Task (SoT) controller was used [21] , which took as input the hand position provided by OpenNI as well as the user's head orientation provided by the HMD. In the SoT, the tasks are defined as state error vectors in the sensory space, and projected in the robot joint space with the robot (pseudo-)inverse kinematic Jacobian. The Robot Operating System (ROS) was used to integrate the HMD, the robot's camera, the SoT, and the human hand tracking. In Experiment 1, the robot had a blue square ending at the place of the hand, which had no fingers ( Fig. 2a , Video S1). In Experiment 2, the robot had a metal gripper with three fingers (Fig. 2b , Video S1). For the cover condition in Experiment 2, a blue cylinder composed of hard plastic was used to cover the robot arm ( Fig. 2c , Video S1).
For the human arm conditions, we used a medium big sized bare arm corresponding to a female researcher ( Fig. 2d , Video S1) in Experiment 1 and a rubber hand ( Fig. 2e , Video S1) in Experiment 2. In those conditions, the robot arm was lowered and left aligned to its body and substituted by the human arm, so that the participants were able to see a human arm when they looked down through the HMD ( Fig. 1a , b, Video S1). In order to keep the human arm in Experiment 1 neutral ( Fig. 2d ), it did not have any visible clothes or jewelry. The nails were cut short and did not have any nail polish.
Procedure
After reading and signing the consent form, participants were placed next to a panel. The humanoid robot was at the other side of the panel and was not visible to them ( Fig. 1a, b ). Participants then wore an Oculus Rift visor which was used to display real-time video feedback from the camera located at the forefront of the robot's head, right above its eyes. Once the participants wore the visor they were able to control the robot's head movement and visualize what the robot was seeing in real-time (Video S1). The participants were then told to place their arm (left, or right arm, depending on the condition and experiment) creating a 90 • angle between the arm and the forearm, with the elbow next to the hip, and to leave their hand opened. This specific arm position was similar to the robot's arm posture so that users observed the robot arm coinciding with their own arm position. Also, they were told to look at the robot's arm through the visor. This position was valid for all experimental conditions. After this, the first trial started. For the human arm synchronous and asynchronous condition, the robot's arm was removed from the vision of the participant and either one of the researchers put her real arm on the place of the robot's arm while the other researcher stroked the researcher's arm (Experiment 1) or a rubber arm was positioned at the place of the robot arm (Experiment 2). For the visuo-tactile synchronous and asynchronous conditions, a researcher stroked the robot's or the human-looking arm and the participant's arm either synchronously or asynchronously, with two small paintbrushes. For the robot visuo-movement synchronization condition, participants were told to look front and wave. A camera was placed in front of the participant to track the arm movement. Participants could not see the camera because they wore the visor. Then, they were asked to place their real arm creating a 90 • angle and looking at the robotic arm through the visor. After that, participants were able to move their arm and the robot's arm responded with the same movement. For the asynchronous robot arm control conditions, the camera that tracked the participant's movement was flipped and faced one of the researchers, who performed the control instead. In Experiment 1, after 90 s of either stroking or arm movement, the participants were verbally asked the three questions corresponding to the embodiment questionnaire (see Measures) by another researcher while they kept observing the arm, and responded the answers out loud. In Experiment 2, before asking the questions, one of the experimenters passed his hands around the fake limb for 15 s in order to examine potential changes on skin conductance. GSR data was recorded during this period of time. After that, the embodiment questionnaire was asked while the participant kept looking at the arm. Then, they relaxed and moved their arm for few seconds and continued to the next condition. The participants looked front every time the setup was modified so that they were not able to see the modifications taking place among the different conditions. Participants were also requested to look front for few seconds between the synchronous and the corresponding asynchronous condition even if the setup was not modified. In Experiment 1, after completing all conditions, participants started over with the opposite arm. In Experiment 2, participants only completed each condition once, with the left arm. At the end of Experiment 1 participants answered an open-ended question while in Experiment 2 a short-interview was conducted by one of the experimenters (see Measures). Finally, they were thanked and paid for their participation.
Measures
Embodiment Questionnaire
As a working definition, we understand embodiment as the illusion of adopting an artificial body or body part as part of the own body. Although there is no broad consensus, embodiment can be considered to consist of three subcomponents: the sense of body ownership, the sense of self-location, and the sense of agency [22, 23] . Body-ownership is the sense of owning a body or body part. Self-location is a determinate volume in space in which one feels to be located, normally localized within the bodily boundaries [24] . Finally, agency is "global motor control, including the subjective experience of action, control, intention, motor selection and the conscious experience of will" [24] . For Experiment 1, a short-form embodiment questionnaire was designed to measure arm embodiment of the embodied arm based on other studies [22, 23] . Also following previous studies [17] , the questionnaire was specifically designed to be responded in situ in order to minimize the effect of recall bias [25] . Brief versions of self-rated questionnaires such as the Mini-Social Phobia Inventory [26] , consisting of only three items, demonstrate that shortened versions of assessment instruments are as efficient [26] , and demonstrate reliability and validity [27] similar to the corresponding longer versions. The questionnaire has also been implemented elsewhere [18, 28] . It consisted of three questions ("Appendix 1" section), one for each of the sub-dimensions of embodiment: body ownership, self-location, and agency [22] . The questionnaire was designed so that the same questions were suitable to measure human arm embodiment and robot arm embodiment. The scale obtained an average reliability of α = .94, KMO = .605, and Bartlett's test of Sphericity = .002. For Experiment 2, we adapted the embodiment questionnaire from [23] to measure the sense of embodiment to the robot's arm. The questionnaire consisted of nine items ("Appendix 1" section) which were rated on a 7-point scale that ranged from (1) not at all to (7) very strongly. The scale consisted of the same sub-dimensions described for the previous questionnaire: sense of body ownership (five items), sense of self-location (two items), and sense of agency (two items). Average reliability of the scale was α = .93.
Demographic Measures
At the end of the experiment participants completed their age, gender, and whether they were right or left-handed in a PC-based questionnaire.
Galvanic Skin Response (GSR)
In Experiment 2 we measured skin conductance which was recorded using a Mindfield Biosystems eSense Skin Response device and processed using MatLab. Skin conductance was measured with two electrodes attached to the middle and index finger of the right hand. Sampling frequency of the device was 10 Hz (10 values per second) with a resolution of 18 bit, with five values per second saved for exported data to a CVS file. The participants wore the electrodes throughout the experiment and skin conductance was recorded from the beginning to the end of each experimental condition. We examined a period of 15 s occurring right after the 90 s of visuo-tactile or visuo-motor stimulation during which one of the researchers passed his hands around the embodied arm while the participants looked at it.
Open-Ended Question/Interview After the Experiment
In Experiment 1, an open-ended question after completing the demographic measures asked participants to share their thoughts about the experience by explaining in which condition the feeling that the arm was their own arm was stronger. In Experiment 2, a brief interview was conducted with each participant at the end of the experiment to collect qualitative data about the sensations experienced in each experimental condition in more detail ("Appendix 1" section).
Manipulation Check
At the end of each condition participants were asked whether the touch and vision were happening at the same time or at different times or whether the robot arm responded to their movements. One participant in Experiment 2 was discarded because she repeatedly gave higher scores for all the asynchronous conditions compared to the corresponding synchronous conditions.
Experiment 1
In the first experiment, we examined the sense of embodiment of a robotic arm that had a blue hand with no fingers ( Fig. 2a , Video S1). The sense of embodiment was induced by visuotactile synchronization, following the rubber-hand illusion paradigm [1] . Additionally, a condition was added in which the embodiment illusion of the robot arm was induced by visuo-movement synchronization. Specifically, we expected that embodiment would be significantly higher in the robotic arm visuo-tactile synchronous condition (H 1a ) as well as in the visuo-movement synchronous condition (H 1b ), compared to the visuo-tactile asynchronous condition. Based on a recent proposal that the functional characteristics of a limb are more important than the physical features for embodiment [30] , we expected that embodiment in the robotic arm visuo-tactile synchronous conditions would be similar to that obtained in the synchronous human arm condition (H 2a ). Similarly, we expected that embodiment in the robotic arm visuo-movement synchronous conditions would be similar to that obtained in the synchronous human arm condition (H 2b ). Based on previous findings which suggest that embodiment of a fake limb can also be induced using visuo-movement correlation [29] , we expected that levels of embodiment in the robotic arm visuo-tactile synchronous condition and embodiment in the robotic arm visuo-movement synchronous condition would be similar (H 2c ).
In order to examine these hypotheses, a within-subject experiment was conducted in which participants experienced a total of five conditions ("Appendix 2" section):
Participants repeated each condition twice: once for the left arm and once for the right arm. Half of the participants started with the left arm and half of them started with the right arm and went through the five trials before switching to the opposite arm. We grouped the synchronous with its corresponding asynchronous condition and randomized the order between them and among the groups of conditions such that each participant experienced the conditions in a different order but synchronous and asynchronous conditions of different types of arms were not mixed among them.
Results
Descriptive statistics for overall embodiment as well as for each subcomponent are reported by experimental condition in Table 1 . For each condition, we averaged the results of the left and the right arm, which were not significantly different ( p > .05 in all group comparisons). Given the relatively small size of the sample, nonparametric tests were conducted. Friedman test yielded a statistically significant difference among groups χ 2 (4) = 26.000, p < .001. Wilcoxon signed-rank tests were conducted with Bonferroni correction (significance level applied at p = .008) to further examine the differences between conditions and respond to the hypotheses. The sense of embodiment of a human arm induced by visuo-tactile synchronization was significantly higher in the synchronous condition, compared to the asynchronous condition (Z = −2.984, p = .001, onetailed), which validated the experimental design. Regarding the first hypothesis, the sense of embodiment of a robot arm induced by visuo-tactile synchronization was significantly higher in the synchronous condition, compared to the asynchronous condition (Z = −2.944, p = .003, two-tailed), which supports H 1a . Also, the sense of embodiment of a robot arm induced by visuo-movement synchronization was significantly different than the asynchronous robot arm condition (Z = −3.062, p = .002, two-tailed), which supports H 1b . Regarding the second hypothesis, the sense of embodiment of a robot arm induced by visuo-tactile synchronization and the sense of embodiment of a human arm induced by visuo-tactile synchronization were not significantly different (Z = −1.070, p = .285, two-tailed), which supports H 2a . Levels of embodiment were equally high for the human and for the robot arm (See Table 1 ). Also, the sense of embodiment of a robot arm induced by visuo-movement synchronization was not significantly different to the sense of embodiment obtained in the human arm synchronous condition (Z = −.409, p = .683, two-tailed), which supports H 2b , or to the sense of embodiment of a robot arm induced by visuo-tactile synchronization (Z = −.544, p = .579, twotailed), which supports H 2c . Levels of embodiment obtained in the visuo-movement synchronization condition were very similar to those obtained in the synchronous visuo-tactile human and robot conditions. Finally, the qualitative data resulting from the open questions supported the results obtained in the questionnaire. In particular, participants reported a strong feeling that the robot arm was part of their body: "The feeling that the robot arm was part of my own body was strong… the feeling when I saw the real arm and the feeling when I saw the robot arm was pretty much the same because I felt the robot arm as my own" or "the robot arm was very similar to my arm… the feeling was very much the same feeling to when I saw the real arm". In addition, the qualitative data revealed that while some participants felt stronger embodiment when they controlled the movement of the robot: "it was stronger when I controlled the movement than when I got the paintbrush stroke", some others felt stronger sense of embodiment when they received visuo-tactile synchronization: "the feeling that it was my own arm was the strongest when I saw the robot's arm and got the paintbrush stroke which was synchronized".
Experiment 2
In Experiment 2, we examined embodiment of a robotic arm with a gripper (Fig. 2b , Video S1). To additionally explore where the limit lies regarding the brain capacity to embody external entities, this experiment also examined whether the sense of embodiment was maintained when the robot arm was not visible and was covered by a blue plastic cover. Experiment 2 also improved some aspects of the methodology used in Experiment 1. Specifically, skin conductance was included as a measure to provide objective physiological evidence for the illusion. The human arm was substituted for a rubber hand following the method used in most RHI experiments [1] . Also, we adopted a more validated questionnaire of embodiment [23] and added a brief interview with the participant at the end of the experience instead of the open question to collect the qualitative aspects of the experience in a more interactive and detailed manner ("Appendix 1" section). Finally, we included an asynchronous visuo-movement condition in the design to compare it with the corresponding synchronous condition.
Specifically, for this experiment, participants experienced the embodiment illusion of a gripper (Fig. 2b, Video S1 ) and a human-looking arm ( Fig. 2e , Video S1). We expected that embodiment would be significantly higher in the gripper visuo-tactile synchronous condition compared to the corresponding asynchronous condition (H 1 ). Also, we expected that embodiment of the gripper would be similar to that obtained in the synchronous human-like rubber hand condition (H 2 ).
Additionally, we examined whether embodiment was present when the arm was not visible (i.e. covered by a blue cover) and it was stimulated either by visuo-tactile (RQ 1a ) or visuo-movement synchronization (RQ 1b ). We chose an object which possessed drastically different visual properties from a human arm, specifically, in terms of shape, material, and color ( Fig. 2c , Video S1). In the cover conditions, the illusion was induced by synchronous or asynchronous visuotactile or visuo-movement synchronization.
In order to test the hypotheses and research questions, a within-subject design was conducted in which participants experienced a total of eight conditions ("Appendix 2" section):
[(robot, human) × (sync., async. visuo-tactile)] + [(visuo-tactile, visuo-movement cover) × (sync., async.)] Since no significant differences were found between the two arms in Experiment 1 (see Results), in Experiment 2 participants tried each condition only once with the left arm (for being the one used in the classical RHI experiment [1] ). We followed the same procedure for randomizing the conditions than in the previous experiment (See Experiment 1).
Results
Descriptive statistics for overall embodiment (resulting from the average of the three subcomponents: ownership, selflocation, and agency) as well as for each subcomponent by experimental condition are reported in Table 2 . Some groups of data (i.e. the data in the cover visuo-movement asynchronous condition and in the rubber arm synchronous conditions) did not reach normal distribution according to the Shapiro-Wilk test. Thus, non-parametric tests were used for the statistical analysis. Friedman test yielded a statistically significant difference among groups χ 2 (7) = 54.715, p < .001. Wilcoxon signed-rank tests with Bonferroni correction (significance level applied at p = .005) were conducted in order to further compare the different conditions between them and answer the hypotheses and research questions. It was found that the sense of embodiment was significantly higher in the human-looking rubber arm (Z = −2.557, p = .005, one-tailed) compared to the corresponding asynchronous version, which validated the experimental design. Also, embodiment of the gripper arm (Z = −3.364, p = .001, two-tailed) was significantly higher in the synchronous than in the corresponding asynchronous version, which supports H 1 . Additionally, in response to RQ 1 and RQ 2 , embodiment in the cover arm induced by visuotactile synchronization (Z = −3.724, p < .001, two-tailed), and the cover arm induced by visuo-movement synchronization (Z = −3.527, p < .001, two-tailed) were also significantly higher compared to their corresponding asynchronous versions. Also, levels of embodiment obtained in all the visuo-tactile and visuo-movement synchronous conditions were very similar among them (see Table 2 ). In support to H 2 , the sense of embodiment was not significantly different in the rubber-hand compared to the gripper (Z = −.1.065, p = .287, two-tailed). Again regarding RQ 1 and RQ 2 , embodiment was also not significantly different in the rubber-hand compared the cover arm induced by visuo tactile synchronization (Z = −.024, p = .981, two-tailed), or the cover arm induced by visuo-movement synchronization (Z = −.355, p = .723, two-tailed). Also, levels of embodiment in the gripper were not significantly different than in the cover arm induced by visuo tactile synchronization (Z = −.848, p = .397, two-tailed) or in the cover arm induced by visuo-movement synchronization (Z = −1.221, p = .222, two-tailed). Levels of embodiment between the cover arm induced by visuo-movement or visuo-tactile synchronization were also not significantly different between them (Z = −.398, p = .691, two-tailed).
In line with the results obtained in the questionnaire, participants displayed significantly greater GSR responses in the synchronous visuo-tactile human-like rubber arm condition compared to the corresponding asynchronous condition (t (14) = 1.929, p = .044, one-way). Also, GSR approached significance in the synchronous gripper arm condition compared to the corresponding asynchronous condition (t (14) = 1.684, p = .057, one-way). Additionally, GSR levels in the synchronous visuo-tactile human-like arm and synchronous visuo-tactile gripper arm conditions were not significantly different between them (t (14) = −.731, p = .477, two-way). The arm covered conditions did not reach significance. Cover visuo-movement synchronous and asynchronous conditions were not significantly different between them (t (14) = .087, p = .465, one-way) due to that in both conditions GSR levels were high (see Table 2 ). In fact, synchronous visuo-tactile human-like and synchronous visuo-movement cover condition were not significantly different between them (t (14) = .155, p = .879, two-way). Also, cover visuo-tactile synchronous and asynchronous conditions were not significantly different between them (t (14) = −.381, p = .646, one-way). In this case, synchronous visuo-tactile human-like was significantly higher than synchronous visuo-tactile cover arm condition (t (14) = 3.281, p = .005, two-way). Table 2 shows GSR mean and SD by condition ( Fig. 3) .
Finally, the qualitative data resulting from the interviews after the experiment pointed in the same direction than the reported quantitative measures. In particular, the comments from participants support that the synchronous conditions generated stronger embodiment than the asynchronous conditions both in the human-like and in the robot arms and that embodiment in the robot arms was very similar to that experienced with the human-like arm: "when the hand touched the arm I felt a very strong sensation (that it was touching me) in all the synchronous conditions". However, there was no unified response regarding which of the synchronous conditions (including human and robot conditions) induced the strongest illusion. Also, some participants experienced real sensations in their hands such as heat or tickling when the researcher passed his hand around the robot or the humanlooking hand: "I felt tickling during the hand passing with the metal hand" or "I felt warm in the left hand and arm when you touched the arm". The fact that the sense of embodiment was really perceived is also evident in sentences such as "It was a little bit scary and strange when the hands touched me" (i.e. the hands never touched "me", that is, the real person, but only the embodied limb) or "I felt the robot's arms as if they were a prosthesis". For the arm covered condition, some participants felt stronger embodiment when they controlled the movement of the robot: "I feel more embodied when I moved the arm. I felt like it was my real arm. The feeling was increasing from nothing at all to believe that I was the real owner", while some others felt stronger sense of embodiment when they received visuo-tactile synchronization.
Discussion
Our study manipulated the specific variables of physical appearance and technique to induce embodiment using a wide range of combinations in order to explore the sense of embodiment of a non-human looking robot arm. Regarding technique, the experiments included the two main paradigms generally employed to generate sense of embodiment in fake bodies and body-parts: visuo-tactile synchronization, which is the technique used in the studies related to the classic rubber-hand illusion paradigm [1] , and visuo-movement synchronization, which is the technique generally used in virtual reality to induce sense of avatar embodiment [22] . Regarding physical appearance, two different types of non-human looking humanoid robot arms were tested: a blue hand with no fingers, and a gripper. The blue arm was selected because it presents a series of characteristics that are drastically different from the human arm in terms of material, color, texture, and shape. The gripper was selected because it represents a type of end effector generally employed in non-human looking humanoid robots. Furthermore, we considered these two types of arms because they differed in having fingers or not, which we believe is a key functional feature defining one's hand and arm [30] . In addition to these two types of arms, the cover condition was included to assess whether a robot arm and a non-arm object in the place of the arm produced differences in the sense of embodiment.
The response to the rubber hand illusion is known to greatly vary across individuals, and only about 70% of individuals are known to experience it [9, 11, 31] . We therefore chose to use a within-subjects design over a between-subjects design for its strength in accounting for individual differences in subject responses [32, 33] . Furthermore, it is generally assumed that within-subjects designs are more powerful (more likely to detect differences between conditions if they exist) than between-subjects designs [32, 34] . However, within subject designs can be affected by learning or interference effects. We used a random condition presentation order across participants to attenuate any learning effects [32, 33] . To attenuate any interference effects, we asked participants to relax and move their arm between conditions. The significant differences between the synchronous and asynchronous conditions validate our experimental design.
The results of this study demonstrate that people are able to experience a similar sense of embodiment of a non-human looking humanoid robot arm than that experienced for a human-looking arm in a classic rubber-hand illusion experiment [1] . In particular, we show that participants are able to experience a sense of embodiment towards a non-human looking metal and plastic robot arm with a blue hand with no fingers and towards a non-human looking metal and plastic robot arm with a metal gripper. Additionally, we demonstrate that embodiment towards the non-human looking robot arm is also perceived when visuo-movement synchronization is used instead of visuo-tactile stimulation. Finally, we show that embodiment is at least partially maintained when the robot arm is covered, specifically, by a blue plastic cover ("Appendix 3" section).
Our embodiment set-up [18, 19, 28] , which used an HMD that provided first person perspective from the robot's body and robot's head movement control by the participant, enabled us to provide participants with a visual illusion where the robot arm was in the same location as the participant's real arm (Video S1), in turn enabling spatial coincidence between the visually perceived touch and the felt touch. We believe that this aspect of the experimental design, which differs from the traditional RHI experiment in which the real arm is in a different location than the rubber hand, contributed to enhance the sense of embodiment towards the robot's arm. We also speculate that the enhanced embodiment setup might explain why participants felt embodiment even when the arm was covered with a blue plastic cover, which contradicts previous experiments using the traditional rubber-hand illusion setup [2] . On the other hand, the embodiment of the gripper was expected by us as we believe that the functional features like fingers are more important for embodiment than the actual physical appearance of the fingers [30] .
Indeed, some participants experienced high sense of embodiment even in the asynchronous conditions. A participant explained that "When you performed the asynchronous move, I felt like it was my brain problem, something like I was drunk so my brain was working slowly… not the robot problem." Previous experiments that have used a similar method to induce embodiment in a humanoid robot have also obtained high ratings of embodiment, which remain even when the robot is not controlled by the human operator [18] . Thus, it would be interesting to examine if the illusion of embodiment remains when a non-human looking robot arm is detached from the robot. We believe that the fact that the arm is attached to the robot and visualized in first person perspective from the viewpoint of the humanoid robot contributes to conceptualize it as an "arm" and thus develop the functions associated to this limb, which in turn contributes to integrate it as part of the body [30] . On the other hand, if the same arm was seen on a table detached from the robot, it might be perceived as an "object", with no connection with the body.
We note here that regarding the cover conditions, whereas the results of the questionnaire indicate that embodiment was significantly higher in the synchronous than asynchronous conditions and similar to the human-like arm synchronous condition, the results of the GSR data did not reach significance. A potential explanation for this might be that while participants experienced the arm being there (and thus they reported that in the questionnaire), they were not as affected as in the uncovered conditions when the hand passed around because the arm was perceived to be under the cover. In the visuo-movement condition, GSR was high in both synchronous and asynchronous conditions. GSR may have been high in the asynchronous condition due to increased anxiety related to the inability to control the robot hand.
In addition, in all robot synchronous conditions of both experiments (visuo-tactile and visuo-movement) embodiment was very high (in a 7-point scale, average mean was rated above 4.5 in all conditions), also compared to previous studies which tested the RHI with other types of objects [2] . However, in Experiment 2, some participants complained that the gripper hand in the second experiment was reflecting the light and that it was not very clearly visible through the HMD: "With the gripper I did not feel that I can move or touch because the vision of the hand was not clear". This might explain why the gripper conditions obtained slightly lower means in the questionnaire than the other synchronous conditions.
As mentioned, the qualitative data resulting from the open-ended question in the first study and the interviews in the second study suggests that some participants experienced a stronger sense of embodiment when the illusion of embodiment was induced by visuo-movement synchronization while others experienced a stronger illusion when it was induced by visuo-tactile synchronization. Further experiments are needed to better understand these individual differences.
Finally, our findings are important in the arena of mediated embodiment, the technologically induced illusion of adopt-ing an artificial body in which one perceives to be located [35] in the sense that they contribute to explain how the illusion of embodiment in new technologies is created. In this regard, our results are in line with other findings made in virtual reality which suggest that avatar appearance does not necessarily need to be similar to the real appearance of the embodied subject [15,16] to create sense of identification to its owner.
In addition, our results have important implications in the domain of robotics and extend the previous findings, which demonstrate that humans are able to embody highly-human resembling robotic and android limbs [12, 14] . Our study demonstrates that humans can embody robotic limbs which are drastically different from a human limb in terms of shape, color, material, and texture. Humanoid robots that present human appearance but fail to attain it may generate eeriness, as shown in the Uncanny Valley hypothesis [36] . The Threat to distinctiveness hypothesis suggests that too much perceived similarity between robots and humans may trigger concerns about the negative impact of this technology because similarity blurs category boundaries, undermining human uniqueness [37] . Thus, studies on acceptance of nonhuman looking humanoids and its potential applications are important because these robots might be more appropriate for certain functions than highly human-resembling robots [38] . Finally, our results might also be relevant for the domain of prosthetics as they open new possibilities for limb prosthesis acceptance, in the sense that visuo-movement synchronization seem to be a more important factor contributing to integrate an external body limb as part of the own body than the visual resemblance to a human arm.
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Appendix 1
Embodiment questionnaire for Study 1 From 1 (not at all) to 7 (very strongly), how strongly do you feel as if… The arm you see was part of your body The arm you see was in the location of your real arm You could push an object with the arm you see Embodiment questionnaire for Study 2 From 1 (not at all) to 7 (very strongly), it seems like… You are looking directly at your own arm, rather than at a rubber/robot arm The rubber/robot arm is part of your body The rubber/robot arm is your arm The rubber/robot arm belongs to you The rubber/robot arm begins to resemble your real arm The rubber/robot arm is in the location where your arm is Your arm is in the location where the rubber/robot arm is You could push an object with the arm you see You could move the arm you see Questions for the brief interview in Study 2 1. Describe a little bit the experience you just had. 2. From all the conditions you experienced, in which one the illusion that the arm you saw through the visor was strongest? 3. In general, was the sensation stronger in the synchronous or in the asynchronous conditions? 4. Was the sensation of seeing a human or a robot arm different, which one created a stronger illusion that the arm became your arm? 5. From all the (synch) robot arm conditions you experienced, in which one the illusion was stronger: the gripper or the arm with a blue cover? For the cover arm: the one in which we brushed your hand or the one in which you moved your hand and the robot hand moved? 6. Is there any sensation or anything else that you experienced which we did not ask you during the experiment that you would like to share with us? (e.g. anything that prevented you from having a stronger experience, etc.)
Appendix 2
Experimental conditions in Experiment 1 and 2 (Table 3) . Async.
Visuo-movement
Sync.
Async.
Appendix 3
Overall results for embodiment by condition in Experiment 1 and 2 (Table 4 ). 
