Abstract. We completely describe the determinants of the sum of orbits of two real skew symmetric matrices, under similarity action of orthogonal group and the special orthogonal group respectively. We also study the Pfaffian case and the complex case.
Introduction
Let U(n) ⊂ C n×n be the unitary group. Fiedler [3] obtained the following result. See [2, 6, 7] for related studies. The result remains the same if U(n) is replaced by the special unitary group SU(n). It is also the same if A, B ∈ R n×n are real symmetric matrices and U(n) is replaced by the orthogonal group O(n) or the spectral orthogonal group SO(n).
If A, B ∈ R n×n are skew symmetric, we consider the set ) : U, V ∈ SO(n)}.
D(A, B) := {det(U AU
In Section 3 we study the case when the determinant function is replaced by the Pfaffian. In Section 4 we obtain corresponding result for the complex case.
Determinant and sum of orbits
Let A, B ∈ R 2k×2k be skew symmetric. Denote by
: U, V ∈ SO(2k)} the sums of orbits of A and B under O(2k) and SO(2k) respectively. Set
is a closed interval since SO(2k) is compact and connected.
The spectral theorem for real skew symmetric matrix A under O(2k) [5] asserts that there is an orthogonal matrix O ∈ O(2k) such that OAO −1 is in the following canonical form 
which are the singular values of A.
However the spectral theorem for A under SO(2k) involves the sign of the Pfaffian of A, denoted by δ A = ±1. To quickly see it, consider J and −J which are similar via O(2) but not SO (2) . Eigenvalues fail to distinguish J and −J. However Pf J = 1 and Pf (−J) = −1, where Pfaffian of A [4] is defined as
and sgn(σ) is the signature of σ. For example
It is well known that [8, 9] (Pf A)
Proof. (a) The determinant of each real skew symmetric matrix in
where 
By symmetry we may assume that (i) holds. Because of (2) and 
Proof. We consider two cases. is skew symmetric. For each real skew symmetric matrix S ∈ R 2k×2k , e S ∈ SO(2k). Recall Fiedler's lemma [3] :
By Lemma 2.2 all matrices in
where P, Q ∈ C n×n and P is nonsingular. Hence (3) and (4),
for some σ ∈ S n , with (6) the number of subtracted terms is
This becomes a finite optimization problem. The maximum and minimum occur among the numbers
, σ ∈ S k subject to (6) . The maximum is attained at
for some σ ∈ S k and we have
can also be identified. Notice that for i < j and
The minimum is attained when most subtracted terms are present, i.e., Case 1. k is even:
It is because
since for definiteness we may assume that α k > β 1 and for i < j and σ(i) < σ(j),
which can be expressed as min 1≤j≤k
It is attained at one of the
(i) if δ = 1, one of the A, B) and hence m 0 = 0. For the maximum, by continuity argument and the fact that the set of singular skew matrices in R 2k×2k is of measure zero, we may assume that (4) holds and that A + B is nonsingular. So D 0 (A, B) = {0} and thus the maximizing matrix C 0 in (5) is nonsingular. Then follow the argument in the proof of (a). (
, again by Theorem 2.3. It remains to show that
Hence D (A, B) is an interval. 
The eigenvalues of iA are 3, 1, −1, −3 (denoted by α 1 , α 2 , α 3 , α 4 ) , and those of iB are 4, 2, −2, −4 (denoted by β 1 , β 2 , β 3 , β 4 ). None of
, is zero. Indeed, if τ = (13) ∈ S 4 denotes the transposition, then β τ = (−2, 2, 4, 4) . So S(A, B) .
by Theorem 2.5. (A, B) . So the lower bound of Theorem 1.1 is in general not included in S(A, B) .
Pfaffian and sum of orbits
We consider
Clearly P 0 (A, B) is an interval. 
, using Theorem 2.5 we have the desired result. (A D , B) . We remark that circular symmetry does not exist if U(2k) is replaced by SU(2k).
