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A NOTE ON THE ERDO˝S DISTINCT SUBSET SUMS PROBLEM
JACOB FOX AND MAX WENQIANG XU
Abstract. We present a short probabilistic proof which gives the best known asymptotic lower bound
for the maximum element in a set of n positive integers with distinct subset sums.
Let {a1, . . . , an} be a set of positive integers with a1 < . . . < an and all subset sums distinct. Erdo˝s
conjectured that an ≥ c · 2n for some constant c > 0 and offered $500 for a proof or disproof. See [8]
for more history on this. Using the second moment method, Erdo˝s and Moser [6] (see also [2]) proved
an ≥ 1
4
· n−1/2 · 2n.
There have been some improvements on the constant factor of the above lower bound, including the
work of Guy [7], Elkies [5], Bae [3], and Aliev [1]. In particular, the previous best published lower
bound was due to Aliev, which gave the constant factor
√
3/2π. In the other direction, the best known
construction is due to Bohman [4], where he constructed such sets with an ≤ 0.22002 · 2n.
In this note, we prove the best known lower bound, matching an unpublished result of Elkies and
Gleason (see [1]).
Theorem 1. If a set {a1, . . . , an} of integers with 0 < a1 < . . . < an has all subset sums distinct, then
an ≥
(√
2
π
− o(1)
)
· n−1/2 · 2n.
The proof uses the following result from probability.
Theorem 2 (Berry-Esseen). Let X1, . . . ,Xn be independent random variables with E[Xi] = 0, E[X
2
i ] =
σ2i , and E[|Xi|3] = ρi <∞. Let X = X1 + · · ·+Xn and σ2 = E[X2]. Then
sup
x∈R
|F (x)−Ψ(x)| ≤ C · ψ,
where F (x) and Ψ(x) are the cumulative distribution functions for X and the normal distribution with
mean zero and standard deviation σ, respectively, C is an absolute constant, and ψ = σ−3 ·∑ni=1 ρi.
It is known [9] that one can take C = 0.56 in the Berry-Esseen theorem.
Using the Berry-Esseen theorem and an inequality of Moser, our proof verifies Erdo˝s’ conjecture that
an = Ω(2
n) if the distribution of a random subset sum is not close to normal. If the distribution is
close to normal, we replace Chebyshev’s inequality in the second moment argument by the normal
distribution in bounding the probability that a random subset sum is in an interval.
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Proof of Theorem 1. Let ǫ1, . . . , ǫn ∈ {−1, 1} be independently and uniformly distributed and let
X = ǫ1a1 + . . . + ǫnan. The random variable X has mean 0 and is symmetric around 0. Moreover,
each of its possible values occurs with probability 2−n by the distinct subset sums property, and each
of its possible values are of the same parity. Note that the variance of X is σ2 =
∑n
i=1 a
2
i .
Let δ = δn tend to 0 slowly as n tends to infinity, with δ > n
−1/2, e.g., δ = 1/ log n works. We first
notice that if σ ≤ an/δ, then Moser’s lower bound on the variance [7]:
σ2 =
∑
1≤i≤n
a2i ≥ 12 + 22 + 42 + · · · 22(n−1) =
4n − 1
3
gives the desired lower bound an ≥ δ · 2n−1 > n−1/2 · 2n.
It remains to consider the case σ > an/δ. We next apply Theorem 2. Note that X =
∑n
i=1Xi, where
Xi = ǫiai. We have ρi = a
3
i and
∑n
i=1 ρi ≤ an ·
∑n
i=1 a
2
i = anσ
2, which implies ψ ≤ an/σ < δ by the
definition of ψ and the bound on σ. By Theorem 2, we have supx∈R |F (x) − Ψ(x)| ≤ δ, that is, X is
δ-close to normal. We bound Pr[|X| ≤ ℓ] in two different ways to get a lower bound for σ.
Since the 2n possible outcomes for X have the same parity and are distinct, we obtain
(1) Pr[|X| ≤ ℓ] ≤ (ℓ+ 1) · 2−n.
On the other hand, let ℓ = ασ with α = αn tending to 0 as n tends to infinity with δ = o(α), e.g.,
α =
√
δ works. As X is δ-close to a normal distribution, we obtain that
(2) Pr[|X| ≤ ℓ] = 1
σ
√
2π
∫ ℓ
−ℓ
exp
(− x2
2σ2
)
dx+O(δ) ∼
√
2
π
ℓ
σ
.
Comparing (1) and (2), we obtain that σ ≥
(√
2/π − o(1)
)
·2n. Comparing this with the upper bound
σ2 = a21 + · · ·+ a2n ≤ na2n, we have an ≥
(√
2/π − o(1)
)
· n−1/2 · 2n as desired. ✷
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