Multi-target tracking is widely applied in video surveillance systems. As we know, although the standard particle cardinalized probability hypothesis density filter can estimate state of targets, it is difficult to define the proposal distribution function in prediction stage. Since the robust particles cannot be effectively drawn, the actual tracking accuracy should be enhanced. In this paper, an innovative unscented transform-based particle cardinalized probability hypothesis density filter is derived. Considering the different state spaces, we use the auxiliary particle method and then draw robust particles from the modified distributions in order to estimate the position of targets. Simultaneously, we present the recursion of the optimized Kalman gain to improve the general unscented transform for the velocity estimates. Using the track label, we further integrate them in the framework of the jump Markov model. The simulation results show that the proposed filter has advances in the multi-target tracking scenes. Moreover, the experiments indicate that the filter can track mobile targets with satisfactory results.
Introduction
Multi-target tracking is to estimate both state and cardinality of mobile targets using available measurements contaminated by random clutters. [1] [2] [3] With respect to high nonlinearity and varying times in actual video surveillance field, multi-target tracking has become an important technology for autonomous systems.
The measurement uncertainties and filtering efficiency are always our concerns. Some scholars have researched multi-target tracking method in video surveillance system with prospective success, and many articles have been published in famous journals. First, the Kalman filter (KF), for example, predicts the future motion state with linear transformation. 4 As we know, the state model is generally linear, but the measurement model is frequently nonlinear. 5 With respect to the nonlinear system, the unscented Kalman filter (UKF) easily achieves the second-order estimation accuracy avoided the Jacobian matrix computation, 6, 7 where the unscented transformation (UT) scales sigma points to incorporate more information into state estimation. Thus, the UKF becomes popular in the research community. 8 This kind of filter has satisfactory tracking performance only under certain assumptions. Once the assumptions are unexpected, its tracking performance severely declines. To deal with this problem, an adaptive UKF for actual state and parameter estimation was derived in Song. 9 Subsequently, a new adaptive UKF and its typical strategy were summarized in Pan et al. 10 With the rapid development of the random finite set theory, the cardinalized probability hypothesis density (CPHD) filter has been explored in the past decades. 11 It can propagate the cardinality distribution of targets to probability hypothesis density (PHD) with the second-order moment by estimating cardinality, which is a popular solution to the multi-target tracking problem in cluttered environments. 12 In Mahler, 13 a Gaussian mixture cardinalized probability hypothesis School of Electronic and Information Engineering, Liaoning University of Technology, Jinzhou, P.R. China density (GMCPHD) filter was used to track mobile targets with the linear and Gaussian dynamics. An improved GMCPHD filter was proposed to track passive targets. 14 In view of the nonlinear and non-Gaussian state estimation, the particle cardinalized probability hypothesis density (PCPHD) filter is more efficient, which achieves the closed-form solution under the sequential Monte Carlo runs. In Ristic et al., 15 an extension of PCPHD filter was presented to conveniently distinguish the survival and newborn targets. In Li et al., 16 a PCPHD filter was presented based on the weight-optimization strategy. Recently, a new PCPHD filter was proposed based on the adaptive genetic method to boost estimation accuracy under the condition of the motion switching time. 17 In view of extended multi-target tracking, replacing traditional multimeasurement with a rectangular region of nonzero volume in the state space, a labeled box-PCPHD filter was presented in Zou et al., 18 which can propagate intensity function as well as cardinality distribution. In Lu et al., 19 a new PCPHD filter was proposed to complete efficient track continuity and extraction. The main idea of the mentioned filters is based on the importance sampling which limits the actual tracking performance to some extent owing to the difficulty of particle degradation. In the prediction stage, they sample the particles on the common proposal distribution. Meanwhile, it is arbitrary to draw particles from an uncertain and unknown distribution. By comparison, the auxiliary particle (AP) method allows some particles to be propagated from the effective distributions with high probability. 20, 21 What is more, the single PCPHD filter cannot well complete the multi-target tracking in actual applications. Usually, one mobile target has different motion stages, or some heterogeneous targets have different motion states during the surveillance time. In order to carter the situations, the jump Markov model is more competent, which matches different dynamics under the parallel filters. 22, 23 Characterizing the various maneuvers, the corresponding model is necessary to represent the multi-target motion. 24 Recently, a robust and fast-tracking algorithm based on two-layer jump Markov model for curvilinear maneuvering target tracking was presented in Cai and Sun. 25 Inspired by the technical specifications for multitarget tracking, this note presents an innovative UTbased PCPHD filter with its derivation. It mainly addresses the double questions: How to design an effective CPHD filter for drawing the required particles from modified proposal distribution? How to combine the enhanced CPHD filter with the enhanced UT method in the nonlinear and linear state spaces individually? Therefore, the note distinctly exhibits a novel filtering method for drawing robust particles to approximate target state based on the current measurement information. The target state is partitioned into two different spaces. The target position estimation is determined by the sampling particles drawn from the proposal distribution with an extra particle and current measurements. The target velocity estimation is just on the enhanced UKF using the optimized Kalman gain. In the framework of the jump Markov model, the heterogeneous filters are systematically integrated to track the mobile targets in an actual surveillance system.
The organization of this note is assigned as follows: In section ''Background,'' the basic principle and some limitations of the standard CPHD filter are briefly formulated. In section ''Methodology,'' we propose the improvements of the UT-based PCPHD filter and illustrate its filtering process. Subsequently, the numerical study and actual experiment are indicated with promising results to verify the overall performance of the proposed filter in section ''Simulation results and discussions.'' In the final section, we come to the conclusions and provide the next research plan.
Background
Suppose that x kÀ1 is the target state vector in the state space X at time k À 1, the target state vector at time k is given by [26] [27] [28] [29] x
where F kjkÀ1 is the state transfer matrix and G k is the gain matrix of state noise vector u k with the Gaussian distribution N (0, Q k ). The measurement model in the measurement space Z at time k can be written as
where z k is the measurement matrix, H k is the measurement transfer matrix, and e k is the measurement noise vector with the Gaussian distribution N (0, R k ).
Remark 1.
At each time, some targets may disappear, some targets may survive, and some targets may appear. Besides, the evolution of targets presents and the origin of current measurements are not often known. Considering the uncertainty and randomness characterized by equations (1) and (2), we will apply the CPHD filter to track multi-target.
Principle of standard CPHD filter
Suppose that D kÀ1 (x kÀ1 ) is the posterior PHD at time k À 1, its prediction is given by 30, 31 
where p S, kjkÀ1 ðx kÀ1 Þ is the target-survival probability, f kjkÀ1 (x k jx kÀ1 ) is the Markov transfer probability, and b kjkÀ1 (x k ) is the target-birth intensity. Define the cardinality distribution r B (n) of targetbirth
The cardinality distribution is predicted as
where r kjkÀ1 (n) is predicted cardinality distribution, Á, Á h i denotes the inner product of two elements, and C g n is the binomial coefficient. r kjkÀ1 (n) is a convolution of the cardinality distribution of the survival and newborn targets.
Subsequently, the cardinality distribution at time k is updated as
Note that r k (n) incorporates the clutter cardinality, the measurement information, the predicted intensity and predicted cardinality distribution. Suppose that p D is the detection probability of a passive sensor and g k (z k jx k ) is the target likelihood function, the PHD is updated as
where the parameter U u k is
where p c, k (Á) is the cardinality distribution of random clutters, e m (Á) is the symmetric function, P n m is the permutation coefficient, and L k (Z k ) is partially determined by the clutter process c k (z k )
Thus, D k (x k ) is the PHD update that has one missed detection term and Z k j j detection terms.
Using the maximum a posteriori rule, we estimate the cardinality of targets aŝ
where arg sup (Á) is the least upper bound.N k maximal peaks fx
k g are extracted to estimate state of targets.
Problem formation
In the standard CPHD filter, the proposal distribution is often arbitrary or uncertain in prediction stage so that some particles gradually degenerate. Although they reflect the target dynamics, the actual approximation is unsatisfactory. The velocity component and position component should be individually estimated, that is, the UKF replace with the particle filter (PF) to get velocity estimates. In the common UKF, the Kalman gain needs to be optimized when estimating velocity. Besides, the number of sigma points determines tracking efficiency. As a result, the sampling of the non-local effects should be deep in thought. For these considerations, the enhanced PCPHD filter and enhanced UKF should be integrated in the jump Markov model.
Methodology

Filtering framework
Since the dimension of states is higher than the dimension of measurements, many sampling particles are required to approximate the nonlinear and linear components. 32, 33 In order to avoid the mutual interference, the velocity and position components should be estimated individually. First, we distinguish them in the low-dimensional state space. A necessary truncation is performed to complete a finite-dimensional design, where the UT method is applied. As a resume, it improves the velocity estimation accuracy and then saves the computational cost compared with the single PCPHD filter.
We partition the whole state vector x k into the nonlinear component x n k and linear component x l k at time k. In view of the measurement set Z 0:k , we have in hand the posterior probability density based on Bayesian rule 34, 35 
where x n k contains more state information determined by Z 0:k . Since that the probability of x l k is conditional on x n k , p(x l k jx n 0:k ) follows the Gaussian distribution
where the predicted linear state x l kjkÀ1 and its covariance P kjkÀ1 are computed under the UT recursion.
We present a lemma of the optimized KF gain by defining a set of qÀdimensional sigma points f § (x) kÀ1 g q x = 0 . Moreover, v (x) kÀ1 and y (x) kÀ1 are the weights assigned to x l, (i) kÀ1 and P kÀ1 , respectively. Lemma 1. Let P XZ, kÀ1 be the covariance of x kÀ1 and z kÀ1 ; the optimized KF gain at time k is given by
Proof. We have the predicted covariance of the predicted linear state x l kjkÀ1 as follows
Subsequently, we compute the following partial differential
Setting equation (15) to 0, the optimized K k is achieved in equation (13) . Recalling equation (11), we also define p(x n 0:k jZ 0:k ) as
where p(x n k jx n 0:kÀ1 ) is replaced by p(x n k jx n kÀ1 ) because x n kÀ1 plays a leading role compared with x n 0:kÀ2 .
Initialization stage
At time k À 1, we use a particle set
kÀ1 is the track label. Suppose that d(Á) denotes the Dirac delta function, the posterior PHD is
Let
where the UT parameter a 2 kÀ1 determines the square of the spread of sigma points around x l, (i) kÀ1 .
Prediction stage
The cardinality distribution at time k À 1 is predicted as
In equation (21), the basic strategy is to propagate a set of weights and particles predicting the cardinality distribution recursively in time.
Given that the particle weight reflects the ability of particle to approximate the corresponding measurement, the filter should select a robust particle to propagate the cardinality from a certain distribution function. Therefore, we extend the set by inserting an extra particle, where the associated parameters are given by
Then, the predicted PHD is
Note that x n, (L kÀ1 + 1) kjkÀ1 is assigned to any point in an extended dimensional space by pre-selecting previous particles that reflect the current measurements.
Let the subscripts G and D denote the undetected and detected components, the integral of a given test function u(Á) in the extended target space X 0 can be written as follows
where the weights of required particles are predicted as
In equation (27), the proposal distribution of the
In equation (28), the proposal distribution of the
jj), and d D (j) are given by
In the enhanced UKF, we predict the linear state and available measurement based on the sigma points
Recalling the optimized K k in equation (13), we can get P kjkÀ1 defined by equation (14) .
Update stage
The cardinality distribution at time k is updated as
We draw L kÀ1, G independent and identical distribution (iid) particles x n, (i G ) kjkÀ1 from d G x n, (i) kjkÀ1 , x n, (i) kÀ1 to represent the undetected target and L kÀ1, D iid particles x n, (i D ) kjkÀ1 from d D (x n, (i) kjkÀ1 , x n, (i) kÀ1 , j) to represent the detected target. Then, the updated weights are
For limiting the number of the required particles, it can be fixed based on the effective sample size
Then, the updated number of particles is
We identify the particle index and target track label. In view of detected target, the updated particle with the maximal weight w (i) kjk, max represents the associated track label. We evaluate w (i D ) kjk, max , D during five continuous periods. If they are not less than 0.5, the target is detected, and the particle index i D and track label t (i D ) kjkÀ1 are confirmed. Otherwise, the parameters represent the random clutter, which should be deleted. At this time, we evaluate w (i G ) kjk, max , G during five continuous periods. If they are less than 0.5, the target is undetected. Both i G and t (i G ) kjkÀ1 are deleted. We select the effective particles based on the weights
Simultaneously, the updated linear state and its covariance are
Considering the unitary matrix U and eigenvalue matrix S x , we have the trace of P k
where tr(Á) is the trace of matrix. Since that tr(P k ) equals to the square of distance d 2 k between the sigma point and its linear state, the minimal a 2 k can be written as
Therefore, the optimized a 2 k is given by
where 10 À8 is a referenced value. 9, 36 It is important that the optimized a 2 k is used to compute the sigma points with the minimum quantity.
Remark 2. The number of the updated particles is reduced in equations (43) and (44), and L kjkÀ1 effective particles are redrawn. We can only compute the limited sigma points corresponding to the certain particle i in order to reduce computational complexity.
Furthermore, we achieve all sigma points in the update stage owing to the individual operation. In other words, in the enhanced UKF, the filtering process of (L kÀ1 À L kjkÀ1 )x sigma points is saved.
Estimation stage
In this stage, a new set fw (i) k , x n, (i) k , t (i) k g L k i = 1 is resampled from the updated particle set fw (i) kjk , x n, (i) kjkÀ1 , t (i) kjkÀ1 g L kjkÀ1 i = 1 . At this time, we have the following PHD
In view of the different tracks at time k, the number of the target tracks t (j) k is estimated using the following pseudo-code for j = 1 to i
and compute the size t j ð Þ k end if end for end for Therefore, the cardinality of targets is estimated aŝ
Here, the clustering is required to partition the particle population intoN k clusters, andx (1) k ,x (2) k , . . . ,x (N k ) k are selected as the multi-target state estimateŝ
ð53Þ Figure 1 presents the filtering framework of the proposed filter. Note that two individual filters (enhanced UKF and enhanced PCPHD filter) complete the estimation of the linear and nonlinear components in one jump Markov model. Moreover, the optimal label of the target track is predicted, and the estimated cardinality of targets is computed in the enhanced PCPHD filter. These parameters are sent to the enhanced UKF in order to get the state estimates.
Simulation results and discussions
Simulation definition
In this simulation, we used a scenario to measure the performance of the proposed filter. The simulation environment was Intel Ò Coreä i5, 4 GB memory and MATLABä R2018a. The sensor is located on the origin coordinate (0, 0) m, the detection probability is P D = 98%, the surveillance duration is 60 s, and the sampling time is T = 1 s. Besides, the average cardinality of random clutters is l k = 10. One hundred particles are used to approximate per object in this region.
In this scenario, the birth process can be written as follows: p (i) The optimal sub-pattern assignment (OSPA) distance is compared the set of estimated position and true position. Let X = fx i g g i = 1 andX = fx i g e i = 1 be the true and estimated track sets, the OSPA distance d
where PX j j is the set of permutations inX , c is the cut-off parameter that determines the weight of penalties assigned to cardinality error as well as localization error, and p is the order parameter that determines sensitivity to outlier. Here, p = 2 scales the position error, and c = 50 m defines the maximal distance. Figure 3 shows the true tracks, measurements, and estimated positions in both x and y coordinates. Note that the estimates of the proposed filter keep close to the actual target positions. The estimated tracks of the standard PCPHD filter tend to seriously drift off the true positions. It has some errors in the estimated positions. Due to the clutter-generated measurements, the standard filter cannot distinguish the random clutters when Target 2 is tracked. Therefore, it underestimates two objects when Target 1 is strong maneuvering. By comparison, the proposed filter identifies the estimated positions in two coordinates with the particle index and track label strategy. It tracks three targets under the condition of motion state transition and strong maneuvering.
Results and discussions
In Figure 4 , the statistics of the estimated cardinality are demonstrated versus time. Note that three filters can basically keep converging to the cardinality during the whole surveillance time. Obviously, the standard PCPHD filter makes an unstable estimation. On the 18th second, it overestimates an object owing to clutter around Target 2. On the 31st second, Target 1 switches its dynamics from the constant velocity (CV) motion into the constant turn (CT) motion. However, the filter cannot reflect the transformation immediately so that it misses this target. Target 1 keeps strong maneuvering during the last half of the motion period. With respect to the rapid CT motion, the filter cannot detect it on the 55th second. Although the referenced filter 25 adopts the jump Markov model, it cannot well distinguish the actual target from the random clutters based on the embedded UKF-PF algorithm. Then, the overestimated cardinality occurs. By comparison, the estimated cardinality of the proposed filter is not affected by uncertain situations because of the optimized filtering structure. Especially, the track label plays a major role during the tracking process. Since it effectively tracks all targets at each time, the inherent defects in the standard PCPHD are overcome. The enhanced UT also describes the dynamics of maneuvering targets. Obviously, the proposed filter has its confidence in the estimated cardinality with the smaller standard deviation (std). Figure 5 shows the OSPA distance of three kinds of filters. Note that the OSPA distance of the proposed filter is lower, which indicates the advances in the tracking accuracy. The reason can be explained that many robust particles are drawn from the modified proposal distributions. Combined with the enhanced UKF, the estimated positions are concentrated around the true tracks. For comparison, the standard filter has estimation bias due to its inherent filtering defects. The referenced filter has compromising performance.
With respect to the tracking reliability of the proposed filter in a different cluttered environment, the similar scenarios under various clutter rates l k = 5, 10, 20 are considered. In Figure 6 , the statistic cardinality information is shown. As expected, with decreasing clutter rate, the proposed filter can produce the results essentially in agreement with the true cardinality. Its estimates are uneasily influenced by the clutter and motion state.
Furthermore, Figure 7 gives the OSPA distance under three clutter rates. Obviously, the proposed filter has satisfactory tracking results. Recalling Figure 6 , the OSPA distance is the smallest in terms of l k = 5. Table 1 cites the average tracking performance of the standard PCPHD filter, referenced filter, and proposed filter, which mainly contains the average cardinality, average OSPA distance and average running time. With respect to the tracking reliability, the proposed filter keeps perfect cardinality estimates (the true cardinality is 2.250) and saves OSPA distance. Based on the twolayer model and variable structure, the referenced filter has also reduced OSPA distance. However, clutter interference is inevitable. As a result, the cardinality estimates are larger. As for the tracking efficiency, the standard PCPHD filter is of the shortest running time. Since the proposed filter has reduced the required number of particles, the running time is roughly similar to the referenced filter.
Finally, we utilize the proposed filter to track some mobile targets during 60 s in the surveillance region to achieve the actual tracking results. We randomly extract five frames in Figure 8 . As seen, the proposed filter applies the innovative method in the framework of jump Markov mode in order to correctly track all actual targets with various dynamics. Each target is marked by a circle and its name. Moreover, the filter can effectively identify the new target (T36) in Frame 3 because the target T15 leaves the region after Frame 2. In general, the proposed filter has satisfactory improvements due to its optimal mechanism. OSPA: optimal sub-pattern assignment; PCPHD: particle cardinalized probability hypothesis density. 
Conclusion
This paper has developed an innovative UT-based PCPHD filter. The primary challenges are to deal with the imprecise estimations of the standard PCPHD filter with clutter-generated measurements. We use the AP method to get certain distributions for drawing robust particles. Moreover, the UT is improved using the optimized Kalman gain. In the jump Markov model, we integrate them based on the track label strategy. From theoretical analysis and numerical study, it is revealed that the required particles can be effectively sampled from the modified proposal distributions to estimate the target position. On the other hand, the target velocity is estimated with the enhanced UT. In addition, it is important to enhance the tracking performance of the standard PCPHD filter because of the novel filtering mechanism. The proposed filter has advanced in tracking mobile targets. However, the modified proposal distributions in extended target space bring about the additional computational load. In order to track the strong maneuvering targets, in the future research of this work, we will consider reducing computational complexity by optimizing the filter structure.
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