We present an efficient new technique for calculating the amount of particle production in a cosmological background. The expectation value of the number operator for a given momentum mode can be extracted from the Feynman propagator. We demonstrate the computational economy of the technique by applying it to various cosmologies. We also show that the appropriate Feynman propagator, with boundary conditions that encode the initial state, can be constructed by the method of images. Our technique uses a first-quantized approach so, unlike conventional Bogolubov transformations, it may be amenable to a string-theoretic generalization.
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Introduction
The standard approach to cosmological particle production [1, 2] involves finding two sets of solutions to the wave equation. One set is positivefrequency at early times and defines the in-vacuum, while a second set is positive-frequency at late times and defines the out-vacuum. In a timedependent background the in and out vacua are generally inequivalent. In the in-vacuum the occupation numbers at late times are determined by Bogolubov coefficients which measure the overlap of the in and out modes.
Although this method has a long and proven record of success, there are reasons to search for alternative techniques. In particular, the secondquantized formalism underlying the Bogolubov transformation does not carry over to string theory, whose standard perturbative formulation is first quantized. In order to estimate, say, the spectrum of density fluctuations coming from stringy effects [3] [4] [5] [6] [7] [8] , one would like to have a first-quantized technique in which one could systematically compute α ′ corrections [9] .
In this paper we present a straightforward method for computing pairproduction in a cosmological background within a first-quantized framework. The formation of a pair of particles from the vacuum intuitively suggests a U-shaped particle worldline, with the two endpoints of the U marking the two particle positions at late times. Our method, in essence, extracts the amount of pair production from the Feynman propagator associated with such a worldline. Indeed, a related approach has been successful in calculating pair creation from horizons [10, 11] , where again Bogolubov coefficients are usually used. The first-quantized approach has other attractions: it offers considerable computational economy, and it makes it easy to see how particle production depends on the initial state of the field, at least within the class of initial states described below. This paper is organized as follows. In section 2 we briefly review the standard treatment of a scalar field in an FRW universe and describe the class of initial states we will consider. In section 3, which is the heart of the paper, we show how pair-creation information is encoded in the Feynman propagator: in a time-dependent background the time-ordered product of field operators is sandwiched between initial and final states that are not the same, and this contributes an additional homogeneous term to the propagator. The number of particles at late times N turns out to be given by a simple expression:
Here ω is a free parameter that characterizes the initial state, andω is a quantity computed from modes that are positive-frequency at late times. Since no reference is made to modes that are positive-frequency at early times, there is no need to determine the Bogolubov coefficients relating the two sets of modes. We illustrate the method in section 4 by calculating particle creation in various cosmological backgrounds. Although the technique so far is self-contained and perfectly adequate for computing pair creation, it still requires knowing the out-modes and is consequently not yet a fully first-quantized approach. Therefore in section 5 we show how to represent the propagator using the method of images. This allows us to determineω by evaluating a path integral, without ever finding explicit mode solutions.
Scalar Field Quantization
Consider a free minimally-coupled real scalar field φ(x) in a RobertsonWalker universe with (n + 1) spacetime dimensions [1] . The line element, written in conformal time η, is
Here dΣ 2 n is the line element of a maximally-symmetric spatial section and a(η) is the scale factor. If one makes the field redefinition
then terms that are first derivative in η are eliminated from the equation of motion. We will expand the field in terms of eigenfunctions f k ( x) of the spatial Laplacian:
For flat, closed, and open universes f k can be expressed as plane waves, spherical harmonics, and Gegenbauer polynomials, respectively; we will not need their explicit form however. The corresponding mode functions u k (η) satisfy
where ′ indicates a derivative with respect to η. Notice that if one thinks of η as position, then this is just a one-dimensional Schrödinger equation with a potential given by minus one half times the terms in curly brackets.
The general solution for χ(x) is a sum over k-modes:
where we have quantized the field by promoting certain quantities to operators. Because of the time-dependence of the background there may not be a useful sense in which the operatorsâ k andâ † k annihilate and create particles. However if the universe is asymptotically static in the future we can choose our modes such that
as η → +∞. Then in the future the u k (η) are positive-frequency and the u * k (η) are negative-frequency, soâ k is the operator which annihilates the natural future, or out, vacuum:
Initial State
We will consider initial states of the field that can be characterized as follows. Letχ k (η) be a Fourier component of the field,
Letπ k (η) = ∂ ηχk be the conjugate momentum. These operators satisfy
as well asχ †
For each value of k choose a complex parameter ω k . For reasons given below, we require Re ω k > 0 and
Here η 0 is some arbitrary time at which we specify initial conditions, and N k is a normalization constant. If ω k is real then N k = ω k /2. More generally we allow ω k to be complex in which case
This normalization, and the condition
The initial state is defined byb k |in = 0, or equivalently by
Another way of characterizing |in is to note that the initial wavefunctional for the field is Gaussian:
We require Re ω k > 0 so that the wavefunctional is normalizable, and
If the scale factor changes adiabatically at early times then there is a preferred definition of positive-frequency modes in the past; if theb k happen to be the operators that multiply these modes then |in is the preferred vacuum at early times. However there need not be any natural notion of positive-frequency modes at early times and in general theb k are just some operators that we use to specify the initial state.
We can express theâ k , which annihilate the out-vacuum, in terms of thê
or, inversely, byb
The Bogolubov coefficients α kk ′ and β kk ′ are determined by the overlap of the positive-frequency out-modes with the positive or negative frequency inmodes. To determine the coefficients one has to solve for both sets of modes, normalize them according to the Klein-Gordon inner product, and find which linear combination of the out-modes gives a particular in-mode.
Let us now recall some standard results [1, 2] . The spatial modes (4) are orthonormal, so the Bogolubov coefficients are diagonal in k:
The initial state can be written as a squeezed state [12, 13] ,
where
1/4 so that in|in = 1. Incidentally, note that out|in = k C k . Requiring that |in be annihilated by theb k implies (using (17) and the commutation algebra) that
Note that, by (19),
We see that γ k is related to pair creation; indeed, it is the normalized probability amplitude for the in-vacuum to evolve at late times into a state that has two particles in it,â † kâ † −k |out . The average number of particles produced is given by the expectation value of the number operator,
where we have used the normalization condition |α k | 2 − |β k | 2 = 1.
Pair Creation from the Propagator
The Feynman propagator is defined as the vacuum expectation value of the time-ordered product of field operators. However, because of the timedependence, the vacua appearing on the left and right of the operator product are different:
where again χ k is a Fourier component of the field. Writingχ k in terms of the modes that are positive-frequency at late times,
To obtain the second term in the second line we used (19) and (21). Since, by (5), u k (η) = u −k (η) we will suppress all the k indices henceforth. Then in general the Feynman propagator, expressed in terms of the out-modes, is simply
The first two terms are standard but the third term is a consequence of the in and out vacua being different. Moreover we see that the extra term, being proportional to γ, signals pair creation.
We set the boundary conditions at some time in the far past, η 0 , using (14):
(26) Hence the choice of initial state is encoded in the propagator as a boundary condition at η 0 :
Inserting (25) into (27), we find that
so that
We can simplify this expression by defining
The amount of pair creation is determined by |γ| 2 , which is given by
This is the equation we are after. It tells us that given ω andω one knows the pair production. Since ω parameterizes our choice of initial state, the only thing one has to compute isω. This one obtains from (30) by differentiating the out-modes at the point η 0 where the initial conditions are set. Since one takes a logarithmic derivative, there is no need to normalize the mode. Most importantly, there is no need to determine the in-modes at all, since their only role is to supply ω. Because we work with only one set of modes, the particle production rate can be determined without having to calculate Bogolubov coefficients.
Examples
In this section we illustrate how the formalism of the preceding section is applied. In practice, calculating particle production boils down to determining the late-time positive-frequency modes and taking their derivative at the point η 0 at which the initial conditions are imposed.
The Milne universe
The line element for a two-dimensional Milne universe is
where −∞ < η, x < ∞. This space is simply the upper quadrant of Minkowski space. Consider a massive scalar field propagating in this geometry. The wave equation is
At early times the solutions are just plane waves so the natural choice for the in-vacuum is to set ω = k. We will adopt this choice, which corresponds to the conformal vacuum [1] , although we could easily consider different initial conditions. At late times the positive-frequency modes are Hankel functions:
where ν = ik/s and N is a normalization constant that we will not need to determine. Suppose we specify initial conditions in the infinite far past, η 0 → −∞. Then we need the behavior of the out-mode as η → −∞. The Hankel function is proportional to J −ν (x) − e −πk/s J ν (x) and, as x → 0,
where A is an η-independent constant. Particle production is controlled bȳ
From this we obtain γ k :
The occupation number of a mode with momentum k is, using (22),
This indicates that modes in the Milne universe are, up to mass corrections, populated according to a Planck spectrum with temperature T = s/2π. This is in accord with the standard result that the conformal vacuum appears thermal to a comoving observer [1, 14, 15] .
A doubly-asymptotically-static universe
Consider a two-dimensional universe with scale factor
where A, B, ρ are positive constants. The wave equation is
This cosmology has no big bang; it is asymptotically static in the distant future as well as in the distant past. As η → ±∞ the mode solutions behave like plane waves, albeit with different frequencies:
It is useful to define ω ± = (ω out ± ω in )/2. The mode function with positive frequency at late times is
where F is a hypergeometric function with
In the conventional approach [16] one would have to determine the modes that are positive-frequency at early times; these are just as messy as the latetime modes. One then has to find the linear transformation that relates the two sets of modes. But in our approach it suffices to note that the positivefrequency modes behave as plane waves at early times. Thus a natural choice is to set ω = ω in . To compute the particle production we need the logarithmic derivative of the out-modes evaluated in the far past. Defining x = (1/2)(1 − tanh ρη), we expand F around x = 1:
where the dots indicate terms that are unimportant as x → 1. Here A and B are
Then as η → −∞ or x → 1, we havē
Some simple algebra yields
which agrees precisely with the result obtained by conventional methods [1, 16] .
Power-law FRW
In the two preceding examples the mode solutions reduce to plane waves at early times. A natural choice for the in-vacuum was therefore one in which the annihilation operatorb k is paired with exp(−iω in η) so that ω = ω in . In a general cosmological background, however, there is no preferred vacuum state at early times, and ω is just a parameter that characterizes the initial state. For example consider a 3+1-dimensional Robertson-Walker spacetime with a power-law scale factor, a(t) ∼ t c . We consider 0 < c < 1 so the expansion is decelerating. The line element reads
where 0 < η < ∞ and C is an unimportant constant. A massless minimallycoupled real scalar field φ(x) can be conveniently written as φ(x) = χ(x)/a(η). The mode equation is
If ν 2 = 1/4 the solutions do not resemble plane waves at early times and there is no natural choice for ω. Let us pick some arbitrary time η 0 at which to fix our choice of initial state. Defineχ k (η 0 ) =χ 0 and (∂ ηχk )(η 0 ) =π 0 . As before, define an operatorb
and setb k |in = 0. This implies that
The out-vacuum is unique, since the field evolves adiabatically at late times. The positive-frequency modes at late times are
To see what happens as η 0 → 0, expand u k (η) around η = 0, keeping the lowest order real and imaginary terms:
, and in going from the second to the third line we expanded the log about 1. Particle production is controlled by
This approaches unity for ν 2 = 1/4, since the imaginary term dominates as η 0 → 0. Hence the pair production diverges, a result which perhaps is merely a sign that the initial condition should not be applied strictly at η 0 = 0 where the geometry is singular. However, for ν = ±1/2, which corresponds to c = 0 (a static universe) or c = 1/2 (a radiation-dominated universe), |γ| simplifies greatly to
This result follows from the fact that for ν 2 = 1/4 the Hankel function reduces to a plane wave with energy k. If one sets ω = k then |in is identical to |out , so there should be no particle production, and indeed for this value of ω we see that γ vanishes.
Method of images
Our derivation so far is self-contained and sufficient for calculating pair production. However we do not yet have a first-quantized formalism, since to computeω from (30) we still need the late-time positive-frequency modes. In this section we show how one can computeω without any knowledge of the mode solutions.
The trick is to consider a related auxiliary problem. Let D 2 (η) = ∂ 2 η − 2V (η) be the differential (Schrödinger) operator that acts on the field; the potential −2V (η) is given by the term in brackets in (5) . Now consider a separate problem in which we reflect the potential about η 0 . We have a new operator,D 2 (η), defined by
Notice that since we are throwing away the part of the potential before η 0 , any early-time singularity of the potential is irrelevant. The reflected potential has a cusp at η 0 but this causes no problems.
We need to find modesū(η) that satisfy the barred differential equation D 2ū (η) = 0 (we are again suppressing the implicit k subscripts). This is easy to do once we have solved the unbarred problem. In terms of u, the new modesū are given bȳ
Notice thatū has been chosen to have positive frequency as η → −∞. The coefficients c 1 and c 2 can be fixed by requiring that the mode function and its first derivative be continuous at η 0 . However we will not need explicit expressions for c 1 and c 2 . Indeed the whole point is that we won't need to know the mode functions at all.
Suppose we have the Feynman propagator iḠ F in the reflected problem. Writing the propagator in terms of the barred modes, we have
This is guaranteed to have the right boundary conditions as η → −∞, since the barred modes are positive-frequency in the past. We have added a homogeneous term λū * (η 1 )ū * (η 2 ) to the Green's function. The coefficient λ should be chosen to get the right boundary conditions in the far future. One can show that λ = −c 1 /c * 2 , but the precise expression is not important. Then
Using (58), and recalling from (30) thatω ≡ i(∂ η ln u)| η 0 , we find that
We now see that we can determineω without any reference to the mode functions, provided we know the propagator in the auxiliary reflected potential. There are several methods for computing or approximating the propagator without knowing mode solutions; for example, the propagator is given by the particle path integral To summarize: given a cosmological background and a set of initial conditions, one determines the Green's function in the reflected potential and uses this to computeω and hence |γ|. This is all that is needed for particle production, sinceω and the initial condition parameter ω completely determine |γ|. But we find it amusing that we can also use this approach to compute the Green's function in the original potential. Let us write the original Green's function as iG F (η 1 , η 2 ) = iḠ F (η 1 , η 2 ) + qiḠ F (η 1 , 2η 0 − η 2 ) ,
where q is an image charge that we will determine shortly. For η 1 , η 2 > η 0 note that iG F is indeed a Green's function for the operator D 2 (η). It remains to implement the boundary condition at η 0 by choosing q appropriately. According to (27) we require
From (63) we have
and ∂ η 2 i G F (η 1 , η 2 )| η 1 >η 2 =η 0 = (1 − q)∂ η 2 iḠ F (η 1 , η 2 ) η 1 >η 2 =η 0 .
Using (61), we find that the image charge is given by Figure 1 : Two equivalent ways of thinking about particle creation. In the top picture one uses the original potential but imposes a boundary condition at η 0 . In the bottom picture one uses the reflected potential and enforces the boundary condition by introducing an image charge.
The original Green's function can be expressed in terms of an image charge that is formally located in the unphysical region before the big bang. Thus we can heuristically depict the propagator as shown in Fig. 1 .
