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ABSTRACT
TWO-TIER TISSUE DECOMPOSITION FOR
HISTOPATHOLOGICAL IMAGE REPRESENTATION
AND CLASSIFICATION
Tunc¸ Gu¨ltekin
M.S. in Computer Engineering
Supervisor: Assoc. Prof. Dr. C¸ig˘dem Gu¨ndu¨z Demir
April, 2014
In digital pathology, devising effective image representations is crucial to design
robust automated diagnosis systems. To this end, many studies have proposed to
develop object-based representations, instead of directly using image pixels, since
a histopathological image may contain a considerable amount of noise typically at
the pixel-level. These previous studies mostly define their objects, based on the
color information, as to approximately represent histological tissue components
in an image and then use the spatial distribution of these objects for image
representation and classification. Thus, object definition has a direct effect on the
way of representing the image, which in turn affects classification accuracies. In
this thesis, we present a new model for effective representation and classification
of histopathological images. The contributions of this model are twofold. First, it
introduces a new two-tier tissue decomposition method for defining a set of multi-
typed objects in an image. Different than the previous studies, these objects
are defined combining the texture, shape, and size information and they may
correspond to individual histological components as well as tissue sub-regions of
different characteristics. As its second contribution, it defines a new metric, which
we call “dominant blob scale”, to characterize the shape and size of an object
with a single scalar value. Our experiments on colon tissue images reveal that this
new object definition and characterization provides distinguishing representation
of normal and cancerous histopathological images, which is effective to obtain
more accurate classification results compared to its counterparts.
Keywords: Histopathological image representation, digital pathology, automated
cancer diagnosis, tissue decomposition model, blob.
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O¨ZET
HI˙STOPATOLOJI˙K GO¨RU¨NTU¨ TEMSI˙LI˙ VE
SINIFLANDIRMASI I˙C¸I˙N I˙KI˙ KATMANLI DOKU
AYRIS¸TIRMA MODELI˙
Tunc¸ Gu¨ltekin
Bilgisayar Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. C¸ig˘dem Gu¨ndu¨z Demir
Nisan, 2014
Sayısal patolojide, etkin go¨ru¨ntu¨ temsili tasarımı, gu¨rbu¨z otomatik tanı sis-
temlerinin gelis¸tirilmesi ic¸in c¸ok o¨nemlidir. Histopatolojik go¨ru¨ntu¨ler tipik
olarak piksel seviyesinde kayda deg˘er gu¨ru¨ltu¨ ic¸erebilmektedir. Bundan dolayı,
birc¸ok c¸alıs¸ma, pikselleri dog˘rudan kullanmak yerine, nesne tabanlı go¨sterimlerin
gelis¸tirilmesini o¨nermis¸tir. Bu o¨nceki c¸alıs¸malar, c¸og˘unlukla, go¨ru¨ntu¨deki his-
tolojik doku biles¸enlerini yaklas¸ık temsil edecek s¸ekilde renk bilgisini temel alan
nesneler tanımlar ve tanımlanan bu nesnelerin uzamsal dag˘ılımını go¨ru¨ntu¨ tem-
sili ve sınıflandırması ic¸in kullanır. Bu nedenle, nesne tanımlamasının, go¨ru¨ntu¨
temsilinde dog˘rudan etkisi vardır, dolayısıyla da sınıflandırma dog˘rulug˘unu etk-
ilemektedir. Bu tezde, histopatolojik go¨ru¨ntu¨lerin etkin temsili ve sınıflandırması
ic¸in yeni bir model sunmaktayız. Bu modelin iki tane katkısı bulunmaktadır.
I˙lk olarak; go¨ru¨ntu¨ler u¨zerinde c¸ok tipli nesnelerin tanımlanması ic¸in, iki kat-
manlı yeni bir doku ayrıs¸tırma yo¨ntemi sunmaktadır. O¨nceki c¸alıs¸malardan farklı
olarak, nesneler; desen, s¸ekil ve boyut bilgileri birles¸tirilerek tanımlanır ve elde
edilen bu nesneler, tek bir histolojik biles¸ene ya da farklı o¨zellikteki doku alt
bo¨lgelerie kars¸ılık gelebilir. I˙kinci katkı olarak, sundug˘umuz bu yeni model, ver-
ilen nesnenin s¸ekil ve boyutunu tek bir skalar deg˘er olarak karakterize etmek
ic¸in, baskın blob o¨lc¸eg˘i adını verdig˘imiz yeni bir metrik tanımlar. Kolon doku
go¨ru¨ntu¨leri u¨zerinde yaptıg˘ımız deneyler, bu yeni nesne tanımlaması ve karak-
terizasyonunun, normal ve kanserli histopatolojik go¨ru¨ntu¨lerinin ayırt edici bir
temsiline olanak verdig˘ini ortaya koymaktadır. Bu ise, o¨nceki c¸alıs¸malara go¨re,
daha yu¨ksek dog˘rulukta sınıflandırma sonuc¸larının elde edilmesinde etkindir.
Anahtar so¨zcu¨kler : Histopatolojik go¨ru¨ntu¨ temsili, sayısal patoloji, otomatik
kanser tanısı, doku ayrıs¸tırma modeli, blob.
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Chapter 1
Introduction
Different tissues come together to form an organ in the body. Depending on its
type, cancer causes different kinds of changes in these tissues. Thus, in cancer
diagnosis and grading, pathologists examine the tissue changes considering the
tissue type and may attach different levels of importance to the changes occurred
in different tissue regions. For example, colon contains epithelial and connec-
tive tissues. In the diagnosis of colon adenocarcinoma, which accounts for 90-95
percent of all colorectal cancers [1], examining epithelial tissue regions is more
important since this cancer type originates from the epithelial tissue and causes
substantial changes in these regions (Fig. 1.1). In this work, we focus on a new
tissue decomposition method for histopathological image characterization and
classification.
1.1 Motivation
In the digital pathology literature, classification studies extract mathematical
features to model the tissue changes and use them to classify histopathological
images. The previous studies have used two main approaches for feature extrac-
tion. In the first approach, they extract features for each image pixel using various
1
(a) (b)
Figure 1.1: (a) A normal and (b) a cancerous colon tissue image. On these
images, epithelial (non-shaded) and connective (gray-shaded) tissue regions are
shown.
methods including intensity histograms [2, 3], co-occurrence matrices [4, 5], fil-
ters [6, 7], and local binary patterns [8, 9]. They then define global features
accumulating the pixels’ features over an entire image. However, the image may
contain local regions corresponding to different tissue types, which may show
different image characteristics. Thus, globally accumulating the pixels’ features
without considering the local regions may weaken the representative power of
these features and may lead to misclassifications. In addition to this, the ex-
tracted features consist of only textural information; however cancer may also
cause structural deformations in the tissue. Susceptibility to pixel level noise is
another issue of these kinds of studies. Since the features are directly extracted
from image pixels, noise over pixels may negatively affect the classification accu-
racies.
In the second approach, the studies define objects in an image to represent
histological tissue components and work on these objects instead of image pix-
els. The majority of these studies define objects for nucleus components and
characterize the image with global features extracted from a graph of these com-
ponents [10, 11, 12]. In recent studies, multi-typed objects are also defined for
representing stromal and luminal components, and their spatial distributions are
quantified using graphs [13, 14] as well as defining object textures [15]. These
studies suffer less from pixel level noise and they may utilize both structural and
textural information. However, they define objects over an entire image similar
to the first approach and characterize the image without making any distinction
2
between the objects defined in the local regions of different characteristics.
1.2 Contribution
In this work, we propose a new two-tier tissue decomposition method for
histopathological image characterization and classification. In the first tier of this
method, we decompose an image into a set of local regions (objects) that show
similar texture characteristics. Then, in its second tier, we put these regions into
further categories based on their shape and size properties that we quantify by
introducing a new metric. Finally, we construct a graph on the regions and use
its edge distribution for image representation and classification.
The main contributions of this thesis are twofold. First, it proposes a new
decomposition method for defining its objects (local regions). Different than the
previous studies that defined nucleus locations as their objects, it identifies multi-
typed objects and uses their distribution for tissue quantification. The proposed
model is also different than the recent studies, which also used multi-typed ob-
jects, in the sense of defining the objects. In the previous works [13, 14, 15],
objects are defined by locating circles of various radii on the dominant colors
(white, pink, and purple) of histopathological images stained with hematoxylin-
and-eosin. Since different tissues (e.g., epithelial and connective tissues shown in
Fig. 1) have similar color distributions, there is no distinction between the types
of the circular objects defined on the local regions of different tissue types. On
the other hand, the decomposition method proposed by this thesis uses texture
to identify objects in its first tier. Since texture is more distinctive than color
for these local regions, the objects are expected to show more variety among the
local regions of different tissue types. This helps better represent histopatho-
logical images and more accurately classify them. Additionally, previous works
restrict objects to have regular shapes (simply circles). On the other hand, our
new decomposition method does not have such kind of restriction and allows
us to define irregular-shaped objects that directly correspond to histological tis-
sue components (e.g., cell nuclei) or approximately represent local subregions of
3
different characteristics (e.g., epithelial cell regions). Since the second tier of
the proposed method further categorizes these irregular-shaped objects based on
their shape and size, it is expected to define more distinguishing objects for tissue
image representation.
As its second contribution, this thesis introduces a new metric, which we call
“dominant blob scale”, to quantify the shape and size of the irregular-shaped ob-
jects. To this end, it defines a set of ring-like filters with different sizes, iteratively
convolves each object with these filters, and quantifies the object with the size
of the filter that covers this object. This metric uses the idea of blob definition,
which is frequently employed in different computer vision applications such as
salient point localization [16, 17, 18] and object tracking [19, 20]. Blobs are also
used for feature extraction; previous studies [21, 22, 23] use blobs to define closed
areas from which features will be extracted. On the other hand, different than
these previous studies, our current work directly uses blobs (their scales) in an
iterative algorithm to define a feature that quantifies the size and shape of an
irregular-shaped object with a single scalar value.
Working on 3236 microscopic images of colon tissues, our experiments demon-
strate that the distribution of the multi-typed objects, defined and categorized
by our new decomposition method, is more effective in histopathological image
representation and gives more accurate results in classification compared to its
counterparts.
1.3 Outline
The outline of the thesis as follows. In Chapter 2, we first give the background
about histopathological tissue image classification and then mention the existing
approaches. In Chapter 3, we describe our two tier tissue decomposition method
in detail. In Chapter 4, we explain the dataset, the methods that we used for
comparison and the procedure of parameter selection and evaluation. Finally, in
Chapter 5, we present conclusions and future aspects of our study.
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Chapter 2
Background
In this chapter, we firstly give a brief background information about colon ade-
nocarcinoma on which we conduct our experiments and how it deforms the or-
ganization in colon tissues. Then, we explain the pixel-based and object-based
methods, developed for automated cancer diagnosis and the literature of blob
detection.
2.1 Domain Description
The adenocarcinoma is an abnormal mass of epithelial tissues which have glan-
dular characteristics and it arises as a result of abnormal cell division or growth.
This type of cancer is seen in different parts of the human body such as lung,
colon, prostate, and pancreas. In this study, we concentrated on automated di-
agnosis of the colon adenocarcinoma, which accounts for 90-95 percent of all
colorectal cancers.
Colon glands are comprised of water absorbing columnar epithelial cells and
mucus secreting goblet cells, which are illustrated in Fig. 2.1. Absorbed water is
given to blood and secreted mucus is utilized for lubrication of the dehydrated
feces. It prevents colon being damaged by easing passing of feces. The colon
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adenocarcinoma affects these glandular and epithelial tissues and prevents doing
their work by deforming their structures. Although the colon adenocarcinoma is
fatal when it spreads, it can be curable with early diagnosis. Pathologists benefit
the results of biopsy techniques for diagnosis. To do so, small samples are taken
from colon tissues and these samples are fixed, dissected and stained. Staining
unveils different parts of tissues by marking them with the different colors and
eases to differentiate them from each other. For instance, hematoxylin&eosin
technique, stains nuclei with blue-purple, stromas with pink whereas luminals
remain unstained. The main histological components of a tissue are illustrated
in Fig. 2.3
Figure 2.1: Goblet and columnar epithelial cells.1
Stained biopsy samples are examined and classified according to the deforma-
tions in the distribution of histological components. In this study we focus on
three classes in the context of adenocarcinoma classification. These classes are
normal, low grade cancerous, and high grade cancerous. Normal tissues, which do
not contain any cancerous regions and do not reveal any deformations in its com-
ponents’ distributions and appearances. Examples of normal tissues are shown
in Fig. 2.3(a)-(c). Cancer causes deformations in these appearances and the dis-
tribution. Since the colon adenocarcinoma originates from epithelial cells, which
1The image is taken from; www.histology.leeds.ac.uk/tissue types/epithelia/assets/goblet1.gif
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Figure 2.2: Histological components in a colon tissue.
form glands in a colon tissue, it causes deformations in the structure of glands.
In low grade cancer, this deformation is low and gland structures are still distin-
guishable. In the late stages of the adenocarcinoma; low grade cancerous regions
turn into high grade regions so that their shapes and textures of the glands are
excessively changed. It is hard to differentiate the glands. Low grade and high
grade tissue examples are shown in Fig. 2.3(d)-(f) and Fig. 2.3(g)-(i) respectively.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.3: Examples of tissue classes considered in this thesis: (a)-(c) normal
tissues, (d)-(f) low grade adenocarcinomous tissues, (g)-(i) high grade adenocar-
cinomous tissues.
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2.2 Automated Cancer Diagnosis
In this sub-section we explain the existing techniques developed for automated
cancer diagnosis and tissue classification. These techniques can be grouped into
2 main categories: pixel-based methods, and object based-methods.
2.2.1 Pixel Based Methods
Pixel based methods use image pixels directly and quantify the first and second
order statistics on intensity or color values. To do so, they utilize various ap-
proaches such as, intensity histograms, co-occurrence matrices, filter banks, local
binary patterns and fractal geometry.
2.2.1.1 Intensity Histograms
Intensity histograms are used for both gray-level and color images. For gray-
level images, the intensity value of each pixel is quantized into N bins and the
histograms are generated by calculating the frequency of each bin value. Ei-
ther the values in these histograms or the statistics such as the mean, standard
deviation, smoothness, skewness, uniformity, and entropy can be employed as fea-
tures [24, 25]. For color images, the values of the color channels are quantized into
bins independently and three different intensity histograms are obtained for an
image. Likewise, the values in these histograms are directly used or the statistics
are calculated on these values.
Intensity histograms are generated by accumulating all pixel intensities and
they describe the entire images intensity distribution. However, tissue images
may contain irrelevant regions for cancer diagnosis, for example non-glandular
regions are not so important in colon adenocarcinoma diagnosis and considering
these regions in the construction of the intensity histograms may lead to mis-
classifications. In addition to this adenocarninomas cause shape deformations in
the histological tissue components but these deformations cannot be captured by
9
using intensity histograms since they only give information about intensity/color
distribution.
2.2.1.2 Co-occurrence Matrices
Co-occurrence matrix features quantify the spatial relationship of quantized pix-
els’ intensities. A co-occurrence matrix md is specified by relative frequencies of
two pixels’ values. Particularly, an entry md[i, j] counts the number of occur-
rences of pairs of two pixels that have intensities of i and j and located at the
distance of d and the orientation of θ with respect to each other [26, 27]. The
size of a co-occurrence matrix depends on the number of quantization levels. It
may be large and sparse thus, Haralick features [28], are usually computed. Def-
initions of Haralick features are shown in Table 2.1. In this table, µx and µy are
the pixels’ intensity means and σx and σy are the pixels’ standard deviations.
Since co-occurrence matrices encode spatial distribution of pixels’ intensities,
they lead to better representations for tissue images than intensity histograms.
However, similar to intensity histograms, they consider glandular and nonglandu-
lar regions together to define features, which may negatively affect classification
performance.
10
Table 2.1: Haralick features
2.2.1.3 Filter Banks
The human better senses some specific texture transitions including corners,
edges, and the regions that have periodically changing intensity values. By using
these basic cues, it recognizes scenes. Filter banks are convolutional kernels that
mimic human visual perception. An example filter bank [29] is given in Fig. 2.4.
When an image is convolved with filters, each convolution result corresponds to
a basic textural transition and the features extracted from transitions usually
better represent the image than the previous methods.
The extracted features can be defined by using first, second or high order
statistics [30]. Additionally raw outputs can be used after applying dimensionality
reduction methods such as PCA and LDA [31]. There also exits some clustering
strategies that group similar pixels having similar filter responses and generate
their histograms of them for image classification [32, 33]. Although filter banks
are effectively used for texture definition, it does not give any information about
the distribution of histological tissue components, which may be useful cancer
11
diagnosis.
Figure 2.4: The Leung and Malik’s filter bank has a mix of edge, bar and spot
filters at multiple scales and orientations.
2.2.1.4 Local Binary Patterns
The local binary pattern describes a texture for a pixel p by quantifying the pixel
values of its neighbors with a binary string [34]. To do so; the intensity of each
of this image pixel is compared with those of its eight neighbors in a clockwise
or counter-clockwise order. If the value of the compared pixel is greater than
the value of pixel p, it is represented with 1 in the binary strings otherwise it is
represented with 0. At the end, an eight bit binary string is obtained for each
pixel and this string describes a rotational variant texture (Fig. 2.5). By shifting
or grouping ones in the binary string, rotational invariant textures are obtained.
Then its decimal equivalent is used as a feature for this pixel.
Then histogram of local binary patterns is used for various classification ap-
plications of computer vision [35] and medical image processing [36]. It is a
powerful descriptor for texture classification. However, it is based on pixels, thus
classification performance may reduce for the cases where irrelevant pixels also
exist in the image; such as the pixels of non-glandular regions for adenocarcinoma
classification.
12
Figure 2.5: An example local binary pattern calculation.
2.2.1.5 Fractal Geometry
Fractals are mathematical shapes that repeat themselves in their lower scales.
They may be exactly or nearly the same in different scales [37]. Fractals are
distinguished from each other by the fractal dimension measure. It describes
changing of space filling capacity of a pattern from bigger scales to smaller scales.
Fractals are observed in many different natural formations such as vegetables
Fig. 2.6(a), snowflakes Fig. 2.6(b) and blood vessels Fig. 2.6(c). Many studies [38,
39] have used the fractal dimension measure. These studies generally use this
measure in addition to other texture methods.
13
(a)
(b)
(c)
Figure 2.6: Examples of natural fractal formations; (a) is the broccoli plant, (b)
is the snowflake, (c) is the eye retina vessels.
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2.2.2 Object Based Methods
Object based methods define objects on histological tissue components by group-
ing pixels in an image and work on these objects instead of image pixels for
classification. These methods usually characterize images with global features
extracted from a graph of the defined objects. For graph construction, they used
many different techniques such as; Delaunay triangulation, minimum spanning
tree, and color graph. Additionally features can be extracted by defining textures
on the objects.
2.2.2.1 Delaunay Triangulation Features
Delaunay triangulation method constructs a triangulation for a set of points in
the plane. To this end, Delaunay triangulation maximizes the minimum angles of
the triangles and It also satisfies the condition of the circumcircles of all triangles
have empty interiors. Although, the constructed triangulation is not unique in
case of there are four or more points on the same circle, it provides a nearly
unique triangulation for a set of P points.
In histopathological image representation, there are many studies using De-
launay triangulation [10, 5]. In these studies; objects are usually defined on
nuclear tissue components and a Delaunay triangulation is constructed by us-
ing centroids of the objects. Afterwards, the statistical features are extracted
from triangles and their edges. The extracted features give information about
structural deformation in tissues but they do not encode textural information.
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2.2.2.2 Minimum Spanning Tree Features
The minimum spanning tree of a graph is a sub-graph of that connects graph
all nodes without having any circle. A graph may have many different spanning
trees. In weighted graphs, minimum spanning trees correspond to the sub-graphs
which have minimum edge length summations. An example minimum spanning
tree of a weighted graph is shown in Fig. 2.7.
In medical image classification, minimum spanning trees are used for feature
extraction [40, 41, 7]. Similar to the Delaunay triangulation approach, these
studies define objects over an entire image and construct a graph on these ob-
jects. Subsequently, they generate the minimum spanning tree of that graph and
calculate features such as; mean, standard deviation, and disorder of the edge
lengths.
Figure 2.7: An example minimum spanning tree (green edges) of a weighted
graph.
2.2.2.3 Color Graph Features
Object based methods generally define objects only on nuclear components of
tissues. However, deformations caused by cancer occur in stromal and luminal
regions as well. For that the Color graph method define [13]. In this method, a
graph is created with Delaunay triangulation by considering nuclear, stromal, and
luminal objects as nodes. Subsequently, edges of the graph are colored accord-
ing to their end-object types and features are extracted from the colored edges.
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These features include the colored versions of the average degree, average clus-
tering coefficient and diameter. Despite the fact that color graphs better model
histopathological tissues than the previous approaches [41], it does not provide
textural information, which is useful for tissue classification.
2.2.2.4 Object Texture Features
Modeling different histological tissue components, can improve classification per-
formance. In addition to this relative organizations of these components are
important. To benefit from the relative organizations of objects, object texture
approach was proposed [15]. In this approach, textures are modeled with binary
strings as similar to local binary patterns [34]. However as opposed to local bi-
nary patterns in this texture definition, binary strings are generated from nuclear,
stromal and luminal objects’ neighborhoods instead of pixels. To this end, spa-
tial organizations of histological tissue objects are encoded and they correspond
to object-level textures. Histograms of the encoded object textures are used as
features for histopathological tissue classification.
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2.3 Blob Detection
Blobs are image regions, whose pixels have the same or nearly same color and
transparency properties. For this reason, they differ from their surrounding re-
gions. Blobs are employed in many different application areas of computer vision.
Salient point localization [16, 17, 18] and object tracking [19, 20] are examples
of them. Blobs are also used for feature extraction; previous studies [21, 22, 23]
use blobs to define image regions for extracting features. Different than these,
in this thesis, we make use of blobs’ scales in an iterative algorithm directly to
extract the features.
To localize blobs, the derivatives of functions are generally used as convolution
kernels. These kernels should have a positive valued circular region at its center
and a negative valued ring surrounding this positive region or vice-versa. When
an image is convolved with this kind of kernel, image regions which have blobs
produce high responses. By changing the size of the kernel, different sized blobs
can be detected. The most common convolution kernels for blob detection are as
follows;
2.3.1 Laplacian of Gaussian (LoG)
The size of a detected blob depends on the σ value, which is the standard deviation
of a Gaussian. Convolution kernel is calculated as follows
gσ =
1√
2piσ2
exp
(
−x2+y2
2σ2
)
Lσ(x, y) = ∇2gσ(x, y) = ∂2gσ(x,y)∂x2 + ∂
2gσ(x,y)
∂y2
LoGσ(x, y) = Lxx + Lyy
LoGσ(x, y) = − 1piσ4 [1− x
2+y2
2σ2
]e
x2+y2
2σ2
The Laplacian of a Gaussian can also be obtained by using a square matrix of
the second order partial derivatives of a function, which is, Hessian matrix. The
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trace TR of a Hessian matrix H(x) equals to the Laplacian of a Gaussian [42]. A
2-dimensional LOG kernel is illustrated in Fig. 2.8.
H(x) =
[
Lxx Lxy
Lxy Lyy
]
LoGσ(x, y) = TR(H) = Lxx + Lyy
Figure 2.8: An illustration of a 2-dimensional LoG kernel.2
2.3.2 Difference of Gaussians (DoG)
It is a LoG approximation [17] and provides more efficient calculation since it
does not require differentiation.
LoGσ(x, y) ∼= DoGσ(x, y) = gσ1(x, y)− gσ2(x, y)
The best approximation occurs when
σ1 =
σ√
2
σ2 =
√
2σ
The difference of two 1-dimensional Gaussians is shown in Fig. 2.9.
2The image is taken from; miac.unibas.ch/SIP/07-Segmentation-media/figs/LoG.png
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Figure 2.9: Difference of two 1-dimensional Gaussians.
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Chapter 3
Methodology
The proposed model relies on decomposing a histopathological image into charac-
terized objects and using the spatial relations among these characterized objects
in the representation and classification of the image. In this model, we propose
a new two-tier method for image decomposition. The first tier of this method
locates objects on an image and pre-categorizes them based on their texture char-
acteristics. Then, its second tier further categorizes the objects based on their
shapes and sizes, which we quantify by introducing the dominant blob scale met-
ric. An illustration of proposed decomposition method is given in Fig. 3.1. This
decomposition method and the image representation and classification procedures
are further detailed in the following sections.
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Figure 3.1: An illustration of the proposed decomposition method. Outputs of
the first tier mostly represent different tissue objects such as lumen, nuclei, and
epithelial cytoplasms whereas second tier’s outputs correspond to the further cat-
egorized objects based on their dbs values. Red, green, and blue colors represent
small, medium, and large objects categorized based on their dbs values.
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3.1 Tissue Decomposition
We decompose an image I into the characterized objects using a two-tier method.
In the first tier, we make use of texture characteristics. To this end, we convolve
the normalized gray intensities of image pixels with the filters defined in the
Schmid’s filter bank [43]. These filters are illustrated in Fig. 3.2.
Figure 3.2: The Schmid’s filter bank includes 13 rotationally invariant Gabor-like
filters.
We then assign each pixel to one of the K clusters, learned by the k-means al-
gorithm1, according to the pixel’s filter responses. At the end, we find connected
components on the pixels of each cluster and take the components whose areas
are greater than an area threshold Tarea as image objects. These objects may
correspond to individual histological tissue components or local regions of differ-
ent tissue characteristics. For instance, Fig. 3.3 visualizes two different types of
objects defined for an example image. As shown in this image, red objects mostly
represent individual stromal cell nuclei whereas blue objects mostly correspond
to epithelial cell nucleus regions. At the end of the first tier, we identify a set
of image objects O(I) = {oi}, each of which is represented by its coordinates
(xi, yi), its area ai, and its cluster (pre-category) αi ∈ {1, ..., K}.
Note that this filter response labeling approach is different that its counter-
parts [32, 33]. It groups the same labeled pixels, finds their connected compo-
nents, and uses the distribution of these connected components instead of using
1In our experiments, we randomly selected 20 images from each class and run the k-means
algorithm on the pixels of these images.
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the pixel distribution. Additionally, it only captures the tissue component level
information, and thus eliminates pixel level noise.
(a) (b)
Figure 3.3: (a) A normal colon tissue image and (b) two different types of objects
defined for this image. Here red objects mostly represent individual stromal cell
nuclei whereas blue objects mostly correspond to epithelial cell nucleus regions.
Note that for better visualization of these two types, objects belonging to the
other types are not shown in this figure.
In the second tier, for each object oi, we compute the dominant blob scale
metric (dbs), whose calculation details will be given in the next subsection. This
metric is a continuous integer valued function that we propose to quantify the
object’s shape and size with a single value. In this thesis, we use this met-
ric to group objects belonging to the same pre-category αi into subcategories.
For this purpose, we quantize the dbs of objects located on training images by
the k-means algorithm and learn three clustering vectors corresponding to small,
medium, and large scaled objects. Then, we compute the discretized dbs of an
object, βi ∈ {small,medium, large}, by assigning this object into one of these
clusters. The dbs histogram of all training set objects, computed before quanti-
zation is shown in Fig. 3.4. We eliminate the objects whose area is lower than a
threshold Tarea for noise elimination. Note that when we learn clustering vectors
corresponding to small, medium, and large categories, we do not consider the
eliminated objects. Thus, these categories depend on the selected area thresh-
old, which will be automatically selected by cross validation. For different values
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of the object threshold, the intervals for defining these categories are given in
Table 3.1. In this thesis, we employ a relatively simple method to define the
subcategories using the dbs metric. However, it is also possible to design differ-
ent methods that use this metric differently; investigation of these uses could be
considered as a possible future work. The flowchart of the tissue decomposition
procedure is given in Fig. 3.5.
Figure 3.4: The dbs histogram of training set objects.
Table 3.1: For different object area thresholds, the dbs quantization intervals
calculated on the training images.
Tarea Small Medium Large
20 dbs ≤ 6 7 ≤ dbs ≤ 15 16 ≤ dbs
30 dbs ≤ 6 7 ≤ dbs ≤ 16 17 ≤ dbs
40 dbs ≤ 7 8 ≤ dbs ≤ 17 18 ≤ dbs
50 dbs ≤ 7 8 ≤ dbs ≤ 18 19 ≤ dbs
60 dbs ≤ 7 8 ≤ dbs ≤ 18 19 ≤ dbs
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After identifying the subcategories, we label each object with respect to its
pre-category αi and its discretized dbs βi. In particular, we label the object oi
with a type ti = γkj if αi = k and βi = j. Thus, each object is labeled with one
of the 3K different types.
Figure 3.5: Flowchart for tissue decomposition.
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3.1.1 Dominant Blob Scale
To calculate the dbs of a given object oi, we iteratively convolve the binary
representation of this object, where the pixels belonging to oi are marked as 1
and all others as 0, with a set of ring-like filters (see Fig. 3.6) of different sizes.
Then, we define dbs(oi) as the size of the filter that first covers the object oi
according to Definition 1.
Definition 1. An object oi is said to be covered by a filter fr with respect to
a constant cpixel if and only if cpixel percent of its pixels are covered by fr with
respect to Definition 2.
Definition 2. A pixel p is said to be covered by a filter fr if and only if the filter
response for p is greater than 0.5.
r 
r 
Figure 3.6: The ring-like filter fr defined for the size r.
The pseudocode for the dominant blob scale calculation is given in Al-
gorithm 1. This algorithm takes three inputs: The first one is the object
oi = (xi, yi, ai, ti), which is represented by its coordinates (xi, yi), its area ai,
and its type ti (assigned using the pre-category αi and the subcategory βi). The
second one is the minimum size r0 of the filter from which iterations start. The
last parameter is the constant cpixel used in Definition 1. Then, the algorithm
outputs the dominant blob scale of the input object, dbs(oi), which is used to
calculate the object’s discretized dbs βi, and hence its type ti.
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Algorithm 1 Dominant Blob Scale Calculation
Input: object oi, smallest filter size r0, constant cpixel
Output: dominant blob scale dbs of the object oi
1: r = r0
2: area = 0
3: while area < cpixel · ai do
4: fr ←CreateFilter(r)
5: gi ← oi ∗ fr
6: area = 0
7: for all pixels p of oi do
8: if gi(p) > 0.5 then
9: area = area+ 1
10: end if
11: end for
12: r = r + 1
13: end while
14: dbs = r − 1
In this thesis, we create a filter fr with a size of r as follows. The filter includes
a positive disk with a radius of r at its center and a negative ring with a width of
r surrounding this disk. In this filter, we assign a positive value up to every entry
in the disk such that their sum will be 1. Likewise, we assign a negative value
un to every entry in the ring such that their sum will be −1. The iterative dbs
calculation algorithm, which uses these filters, start covering object’s pixels from
its corners thanks to the existence of a positive disk surrounded by a negative
ring. Thus, this algorithm yields larger dbs values for larger and rounder objects
compared to smaller and more rectangular-like ones.
For objects of different sizes and shapes, Fig. 3.7 illustrates the responses of
different sized-filters as well as indicates the one whose size r is used to define
the dbs of these objects with cyan boundaries. The objects shown in the first
four columns of this figure have exactly the same size but their shapes become
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rounder from left to right. These objects are larger than those given in the last
two columns of this figure. As shown in Fig. 3.7, rounder objects are covered by
relatively large filters, leading to larger dbs values. Similarly, larger objects are
covered by larger filters compared to smaller ones.
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Figure 3.7: Illustration of dbs calculation for objects of different sizes and shapes.
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The dominant blob scale calculation process includes a blob extraction stage.
However, for blob extraction it makes use of ring filters as shown in Fig. 3.6 while
traditional blob extraction methods [16] employ Laplacian of a Gaussian or a
difference of two Gaussians as shown in Fig. 3.8. The reason behind our usage is
that object representations are binary in our case. Thus, it is not necessary to
use a Gaussian distribution in defining a filter kernel.
Figure 3.8: An example of a difference of two Gaussian’s.
3.2 Image Representation and Classification
We characterize an image I by making use of the spatial distribution of its objects
O(I) = {oi}. To this end, we construct a graph G = (V,E) on the objects’
centroids by Delaunay triangulation. In this graph, the vertex set V contains
every object oi ∈ O(I) and the edge set includes the triangle edges e(ou, ov)
that are labeled with respect to their end nodes. Particularly, we label the edge
e(ou, ov) with a type τ(tu, tv), where tu and tv denote the types of the objects ou
and ov. Then, we use the distribution of edge types to represent the image I.
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For instance, an example triangulation and the distribution of its edge types is
illustrated in Fig. 3.9. Here for the sake of simplicity, only four node types are
considered.
Figure 3.9: An example triangulation and the distribution of its edge types. Here
numbers in nodes represent object labels.
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In this representation, the dimension of a feature vector is 3K · (3K + 1)/2
where K is the number of pre-categories (clusters) found in the first tier of tissue
decomposition, since there exist 3K different types of objects. This dimension
is usually high and may lead to curse-of-dimensionality. Thus, we automatically
reduce the dimension on the training images. In particular, we eliminate an edge
type τ from the representation if the number of edges of this type τ is smaller
than an edge threshold Tedge for every image in the training set. Then, we use a
support vector machine with a linear kernel for classification. The flowchart of
the image representation and classification step is given in Fig. 3.10
Figure 3.10: Flowchart for image representation and classification.
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Chapter 4
Experiment Results
In this chapter, first we give information about the dataset that we conduct our
experiments and explain the methods that we use for our comparisons. Subse-
quently, we describe our parameter selection procedure and present the results
of our experiments. Finally, we discuss the effects of the parameter selection on
classification accuracies.
4.1 Dataset
We conduct our experiments on 3236 microscopic images of hematoxylin-and-
eosin stained colon tissues of 258 randomly selected patients. Images are obtained
from the Pathology Department of Hacettepe University School of Medicine and
taken using a Nikon Coolscope Digital Microscope with a 20× objective lens and
at 640×480 pixel resolution.
We randomly divide these images into training and test sets such that they
contain images of different patients. The training set contains 1644 images which
are taken from the randomly selected half of the patients and the test set contains
1592 images taken from the rest of the images. We label the these images with
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three different classes: normal, low-grade cancerous, and high-grade cancerous1.
The training set contains 510 normal, 859 low-grade cancerous and 275 high-
grade cancerous images of 129 patients. The test set contains 491 normal, 844
low-grade cancerous, and 257 high grade cancerous images of the remaining 129
patients.
4.2 Comparisons
To evaluate the performance of our proposed two-tier approach, we compare it
with previous of the pixel based and object based methods. These methods are
explained in sections 4.2.1 and 4.2.2 respectively. All these methods use SVMs
with a linear kernel for their classification.
Furthermore, in order to understand the effectiveness of our two-tier model,
we conduct some additional experiments. To this end, we make modifications
in the steps of our model and analyze the effects of these modifications on the
classification performance. These modifications are explained in Section 4.3.1
4.2.1 Pixel Based Methods
Pixel based methods extract features directly from image pixels. For the pixel
based method comparison, we use five methods which extract their features using
intensity histograms, co-occurrence matrices, Gabor filters, local binary patterns.
In addition to extracting these features on entire images, we implement their
grid-based variants. Since tissue images may contain irrelevant sub-regions for
classification. To this end, we divide tissue images into fixed sized grids, ex-
tract features for each cell separately, and take the averages of all grid features
to represent entire image. Besides we compare our results with the results of
a previously implemented algorithm, called resampling based Markovian model
(RMM), developed by our research group.
1The images are labeled by Prof. C. Sokmensuer, MD, who is specialized in colorectal
carcinomas.
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4.2.1.1 Intensity Histograms
For each image, we first quantize the gray-level intensities of the pixels into bins
to reduce noise and then generate an intensity histogram of the quantized pixels.
Next, we extract features by calculating the statistics of these features include the
mean, standard deviation, kurtosis, and skewness. Additionally we implement its
grid-based variant of to benefit from locality information by dividing images into
fixed sized grids.
4.2.1.2 Co-occurrence Matrices
Similar to intensity histograms, we first quantize pixel intensities and then cal-
culate the gray-level co-occurrence matrices of an entire image for eight different
angular directions. After that, by taking the mean of these matrices we ob-
tained rotational invariant co-occurrence matrix. For classification, we extract
six features from the resulting co-occurrence matrix: energy, entropy, contrast,
homogeneity, correlation and dissimilarity. For its grid-based variant, we divide
an image into fixed sized grids, compute co-occurrence matrices for each grid
entry and take the average of these matrices similar to the grid-based variant of
the intensity histograms.
4.2.1.3 Gabor Filters
We convolve an image with log-Gabor filters in six orientations and four scales [44]
to benefit from the advantages of filter responses which mimic human visual
perception. Next, we take the averages of these responses and calculate their
mean, standard deviation, minimum-to-maximum-ratio, and mode values as the
features. Likewise, we also implement the grid-based variant of this technique.
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4.2.1.4 Local Binary Patterns
To understand the performance of local texture descriptors, we compare the gray
level intensity of each pixel with those of its eight neighboring pixels and generate
a binary string for this pixel. In that binary string, the corresponding bit is 1 if
the compared pixels intensity is greater than the intensity of that pixel; otherwise
it is 0. By calculating the frequencies of the generated binary strings, we obtain
features for classification. Here we did not implement a grid-based variant since
it yields same feature values.
4.2.1.5 Resampling-based Markovian Model
For resampling-based Markovian model (RMM) [45] method, we first define ran-
dom interest points on an image and then characterize each point using the pixels
falling in window centered at this point. For characterization the histogram of
quantized pixels and the J-value metric [46] are used. Then we use the sequence
of these interest points in a Markov model for the classification of the image.
4.2.2 Object Based Methods
Object-based methods decompose a tissue image into objects and extract features
from this object representation. For object-based method comparison, we make
use of five different techniques: Delaunay triangulation, color graph, graph walk,
hybrid model, and local object pattern approaches, which are explained in the
following subsections.
4.2.2.1 Delaunay Triangulation
We construct a graph on nuclear components of a tissue image by using Delaunay
triangulation. These components are purple circular objects of hematoxylin-and-
eosin stained images. Afterwards, we extract features from the triangulation
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graph including the average degree, average clustering coefficient, and diameter,
as well as average, standard deviation, minimum-to-maximum ratio, and disorder
of edge lengths and triangle areas.
4.2.2.2 Color Graph
As a colored version of the Delaunay triangulation method, we construct a graph
on nuclear, stromal and luminal components of a tissue image. Subsequently,
we color the edges of that graph according to their endpoint object types and
extract features on the colored edges. These features include the colored versions
of average degree, average clustering coefficient and diameter [13].
4.2.2.3 Graph Walk
The graph walk approach [47], represent a tissue image with a set of sub-graphs
and classify them according to their edge distributions. These sub-graphs are
generated by traversing the graph by the breadth-first search algorithm. Then,
we vote the results of these sub-graph classifications to find the class of the entire
image.
4.2.2.4 Hybrid Model
The Hybrid Model [14] uses graph similarities to detect interest regions and then
generate features on these regions. For that it represents an image with an entire
graph and defines small query graphs as the reference to normal gland structures.
After that it searches these query graphs within the entire graph to find the
interest regions. At the end, it classifies the image with the features defined
on these regions. These features include graph edit distances as well as texture
measures.
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4.2.2.5 Local Object Patterns
As an object-based version of local binary patterns, the local object pattern [15]
approach was proposed. This approach initially decomposes a tissue image into
nuclear, stromal and luminal objects. After that it extracts binary strings from
the distribution of neighboring objects and uses their histograms for classification.
These binary strings correspond to different textural representations as in local
binary patterns. However, in local object patterns, object types are used for
comparison instead of gray-level intensities of the pixels.
4.2.3 Two-Tier Model Modifications
To understand the effects of each part of our two-tier model, on classification ac-
curacies, we make some modifications on our approach and evaluate the modified
versions independently. For investigation of the effectiveness of using an object-
based representation, we define two methods: SchmidFilterBankResponses and
QuantizedPixels methods. To understand the separate contributions of the first
and second tiers, we evaluate each one’s classification performance independently.
Lastly, to find out the effectiveness of the dbs metric, we use another metric for
further categorizing the objects in the second tier. Details of these variations are
given in the following subsections.
4.2.3.1 SchmidFilterBankResponses Method
We convolve tissue a image with 13 different filters, that are defined in the
Schmid’s filter bank and obtain 13 dimensional responses for each pixel. Next,
we take the average and standard deviation of the each of the 13 responses over
all pixels. For image representation, we concatenate the average and standard
deviation values. This operation produces a 26-dimensional feature vector for
each image.
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4.2.3.2 QuantizedPixels Method
For this method, we take the Schmid filter bank responses of the pixels and assign
each pixel to one of K clusters, learned by the k-means algorithm as we did in
the first-tier of our model. To define the cluster centroids, we randomly select
20 training images from each class and learn clustering vectors by running the
k-means algorithm on the pixel responses of these training images. After that,
we represent images with the bag-of-words representation of the labeled pixels.
4.2.3.3 OnlyFirstTier Method
To analyze the effects of the second tier of our proposed model, we remove it
from the model and just use the characterized objects defined at the end of the
first tier. Thus OnlyFirstTier method defines a graph on the objects and labels
the graph edges with respect to the object types αi defined by the first tier.
4.2.3.4 OnlySecondTier Method
We analyze the effects of the first tier by removing it from the model. However,
since objects are defined using the clusters found by the first tier, we can only
remove the object characterization part of this tier. In other words, in the Onl-
ySecondTier method, we still continue using the objects defined by the first tier
but categorize these objects with respect to only their discretized dbs values βi.
4.2.3.5 AreaBasedSecondTier Method
In this method, the first tier identifies the pre-categories αi of objects and then the
second tier uses the objects’ areas for their sub-categorization (i.e., this method
also uses αi defined by the first tier but employs the objects’ areas instead of
their dbs values). For area discretization, we quantize the area values of the
objects located on the training images by the k-means algorithm and learn three
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clustering vectors corresponding to small, medium and large objects. This is the
same discretization procedure that we follow for the calculation of the dbs metric.
Calculated quantization intervals for the area threshold2 Tarea = 40 are given in
Table 4.1 and area histogram of training set objects is shown in Fig. 4.1.
Table 4.1: Quantization intervals for the area threshold Tarea = 40. These inter-
vals are automatically calculated on the training images.
Tarea Small Medium Large
40 area ≤ 4364 4365 ≤ area ≤ 23626 23627 ≤ area
Figure 4.1: The histogram of training set objects’ areas.
2Note that this area threshold is selected using cross-validation in the parameter selection
process of two-tier model; thus we use the same threshold value for area the based model.
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4.3 Parameter Selection
The proposed two-tier method has four external model parameters: cluster
number K , area threshold Tarea, covered pixel percentage cpixel, and edge
threshold Tedge. Besides, the support vector machine classifier has an ad-
ditional parameter C. In our experiments, we select these parameters ap-
plying three-fold cross-validation on the training images. In particular, we
consider different values of these parameters and select the combination for
which three-fold cross-validation yields the highest class-based average accu-
racy. The sets of the parameter values that we consider are K = {2, 4, 6, 8},
Tarea = {20, 30, 40, 50}, cpixel = {1, 5, 10, 25}, Tedge = {10, 15, 20, 25}, and
C = {0.005, 0.01, 0.05, 0.1, 0.5, 1, 2, . . . , 10, 20, . . . , 100}. The parameter values
selected by cross-validation are K = 6, Tarea = 40, cpixel = 5, Tedge = 20, and
C = 0.01. We also use a similar three-fold cross-validation method to select the
parameter values for the comparison algorithms.
4.4 Test Results
We report the test set accuracies obtained by our proposed two-tier tissue decom-
position model and the comparison methods in Table 4.2. Additionally, we give
the confusion matrix of the two-tier model in Table 4.3. These tables show that
the proposed model leads to high accuracies (> 93 percent) for all of the classes,
also yielding the highest overall accuracy compared to the other methods. The
pixel-based comparison methods represent an image by accumulating features
defined at the pixel-level. Thus, they are more susceptible to noise, which is typi-
cally observed at the pixel-level in histopathological images. As seen in Table 4.2,
this might be the main reason for these algorithms to give lower accuracies com-
pared to the object-based methods, which do not directly use pixels in defining
their features.
Among the object-based comparison methods, the DelaunayTriangulation al-
gorithm, which represents an image with the distribution of only the nucleus
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components, yields the lowest accuracies. This is attributed to the importance
of defining multi-typed objects for image representation. As discussed earlier,
the other object-based comparison methods also use multi-typed objects, which
partially or entirely correspond to histological tissue components. However, to
define these objects, they quantize image pixels into three clusters (corresponding
to white, pink, and purple) based on the color information and then locate cir-
cles on each of these clusters. Different than these methods, our proposed model
defines its objects, which may correspond to individual histological components
but also subregions of different characteristics, by using the texture information
in its first tier and the scale (size and shape) information in its second tier. The
comparison results indicate the effectiveness of this new object definition.
We also report the test set accuracies obtained by modified versions of the
proposed two-tier tissue decomposition model in Table 4.4. As seen in this table,
based on the results of SchmidFilterBankResponses and QuantizedPixels meth-
ods, defining objects in the first-tier greatly improves the classification results.
The second tier, which further categorizes the objects by using the proposed
dbs metric, is also useful in obtaining higher accuracies especially for images
of low-grade cancerous tissues. However, it is not sufficient to provide accurate
classification results without texture information of the first tier. Finally the dbs
metric is more effective than the area metric since it quantifies both the objects’
shapes and sizes.
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Table 4.2: Test set results of the proposed two-tier tissue decomposition model
and the comparison methods.
Normal Low High Overall
Two-tier model 99.18 93.83 93.77 95.47
Object-based methods
DelaunayTriangulation 89.61 71.56 87.55 79.71
ColorGraph [13] 92.67 82.46 86.38 86.24
GraphWalk [47] 93.48 90.40 92.61 91.71
HybridModel [14] 96.95 88.27 96.11 92.21
LocalObjectPattern [15] 95.32 92.54 90.27 93.03
Pixel-based methods
IntensityHistogram 80.65 69.55 70.04 73.05
IntensityHistogramGrid 78.82 74.17 78.60 76.32
LocalBinaryPattern 92.67 73.46 80.54 80.53
CooccurrenceMatrix 83.10 81.64 77.82 81.47
GaborFilter 88.59 80.09 77.43 82.29
GaborFilterGrid 91.24 82.23 78.60 84.42
CooccurrenceMatrixGrid 87.58 84.12 85.60 85.43
RMM [45] 95.64 87.77 88.56 90.32
Table 4.3: The confusion matrix of the proposed two-tier tissue decomposition
model for the test set.
Computed
Normal Low High
A
ct
u
al Normal 487 4 0
Low 2 792 50
High 3 13 241
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Table 4.4: Test set results obtained by the modified versions of the proposed
two-tier tissue decomposition model.
Normal Low High Overall
Two-tier model 99.18 93.83 93.77 95.47
Modifications
SchmidFilterBank 87.57 76.06 86.77 81.34
QuantizedPixels 91.85 86.02 87.94 88.13
OnlyFirstTier 97.96 89.57 92.60 92.65
OnlySecondTier 77.59 66.94 90.66 74.05
AreaBasedSecondTier 98.17 89.57 93.00 92.78
4.5 Parameter Analysis
We also analyze the effects of parameter selection on the performance of the
proposed model. To this end, for each parameter, we fix the other parameters
and measure the test set accuracies when different values of this parameter are
used. We present the test set accuracies as a function of each parameter in Fig. 4.2
and Fig. 4.3.
4.5.1 Cluster Number K
It is the cluster number to which image pixels are quantized in the first tier. In
our model, we find connected components on the pixels of each cluster to define
objects and use objects’ clusters to find their pre-categories. Thus, this parameter
determines the objects used in representation as well as their types. Selecting
smaller K values may result in defining single objects on the regions of different
characteristics, decreasing classification accuracies. On the other hand, selecting
larger values increases the number of the object types, which in turn increases
the number of the edge types whose histogram will be used in feature extraction.
As seen in Fig. 4.2(a), this slightly lowers the accuracies most probably due to
curse-of-dimensionality.
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4.5.2 Area Threshold Tarea
The other parameter used by the first tier is the area threshold Tarea to elimi-
nate smaller connected components. Smaller threshold values cause to include
spurious noisy objects into the representation whereas its larger values cause to
eliminate some necessary objects. Both of these conditions decrease the accuracy,
as observed in Fig. 4.2(b).
4.5.3 Pixel Percentage cpixel
It is used in dbs calculation in the second tier. When it is selected too small,
objects are covered by a filter in the very first iterations, regardless of their
shapes and scales, and hence the calculated dbs values cannot differentiate the
objects. In that case, the model converges to the OnlyFirstTier method, which we
implemented for comparison purpose by removing the second tier from the model.
Consistent with the comparison results provided in Table 4.4, such selection lowers
the classification accuracy. Selecting a larger value for this percentage slightly
affects the results, as given in Fig. 4.3(a). However, as this parameter affects
the point where the iterations stop, larger values will make the dbs calculation
unnecessarily long.
4.5.4 Edge Threshold Tedge
The edge threshold Tedge is the last parameter that the image representa-
tion/classification step is used to eliminate edge types with lower frequencies.
Selecting too small values leads to using too much features in representation.
This slightly reduces the accuracy, which is attributed to curse-of-dimensionality
in classification. When it is selected too large, only few features are left in the
representation and these features are not sufficient to accurately classify the im-
ages. Performance and feature vector size analysis of Tedge parameter is given in
Fig. 4.3(b) and Fig. 4.4, respectively.
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(a)
(b)
Figure 4.2: Parameter analysis; (a) cluster number K and (b) area threshold
Tarea.
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(a)
(b)
Figure 4.3: Parameter analysis; (a)pixel percentage cpixel and (b) edge threshold
Tedge.
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Figure 4.4: Feature vector size with respect to the edge threshold Tedge.
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Chapter 5
Conclusion
In this study, we introduced a new two-tier tissue decomposition method for
histopathological image characterization and classification. This method relies on
first decomposing an image into a set of texturally similar local regions and then
further categorizing these local regions based on their shape and size properties.
For classification, it constructs a graph on the categorized regions and extracts the
distribution of labeled graph edges. In that sense, this two-tier model combines
textural, morphological and structural information and employs this combined
information for classification.
We test our two-tier model on 3236 microscopic colon tissue images. Our
experiments revealed that the categorized objects, which are defined using the
proposed two-tier tissue decomposition model, provide more distinctive represen-
tations for cancer grading compared to the existing algorithms. Our experiments
showed that the newly introduced dominant blob scale (dbs) metric for further
categorization of local regions is useful.
The proposed image decomposition model has the potential to give successful
results for different applications. For example, one can consider using the edge
type histograms generated by this model to calculate image similarities for the
purpose of retrievals. Alternatively, it is possible to directly use the generated
graphs for similarity calculation. Exploring these similarity calculations could
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be considered as one of the future research directions of this thesis. As another
research direction, one could consider using the extracted features to merge over-
segmented regions in tissue image segmentation. To this end, these features are
extracted on the objects located in each segmented region and then these regions
are merged based on the similarity between their extracted features.
In our previous work, we defined various texture measures on the circles lo-
cated on the quantized pixels (i.e., on purple, pink, and white pixels). These
textures can also be defined on the new objects characterized by the proposed
tissue decomposition model. Since these new objects are defined considering the
pixel texture, shape, and size information, it is expected to obtain better tex-
ture models. The investigation of such texture definitions could be considered as
another future direction of this thesis.
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