Abstract-Two-dimensional phase unwrapping (PU) is a crucial processing step of synthetic aperture radar interferometry (InSAR). With the rapid advance of InSAR technology, the scale of interferograms is becoming increasingly larger. When the size of the input interferogram exceeds computer hardware capabilities, PU becomes more problematic in terms of computational and memory requirements. In the case of "big-data" PU, the input interferogram needs to be first tiled into a number of subinterferograms, unwrapped separately, and then spliced together. Hence, whether the PU result of each subinterferogram is consistent with that of the whole interferogram is critical to the large-scale PU process. To effectively solve this problem, the L 1 -norm envelope-sparsity theorem, which gives a sufficient condition to exactly guarantee the consistency between local and global L 1 -norm PU solutions, is put forward and proved. Furthermore, the L 0 -norm envelope-sparsity theorem, which gives a sufficient condition to exactly guarantee the consistency between local and global L 0 -norm PU solutions, is also proposed and proved. Afterward, based on these two theorems, two tiling strategies are put forward for the large-scale L 0 -norm and L 1 -norm PU methods. In addition, this paper presents the concepts of the tiling accuracy and the tiling resolution, which are the criteria used to evaluate the effectiveness of a tiling strategy, and we use them to quantitatively analyze the aforementioned tiling strategies. Both theoretical analysis and experimental results show that the proposed tiling strategies are effective for the largescale L 0 -norm and L 1 -norm PU problems. Y. Lan is with the National Lab of Radar Signal Processing, Xidian University, Xi'an 710071, China, and also with the College of Engineering, Xi'an International University, Xi'an 710077, China (e-mail: lanyangxd@hotmail.com).
I. INTRODUCTION

S
YNTHETIC aperture radar interferometry (InSAR) is a valuable and important 3-D imaging technique used to obtain height information of surface topography with high spatial resolution and accuracy. The terrain surface information can be estimated using the absolute phase difference between two SAR data sets [1] . However, in practice, only the absolute phase modulo 2π, i.e., the principal phase value of absolute phase called wrapped phase, can be obtained by an acquisition system. The measured phase of a target, i.e., wrapped phase, can be given by
where ϕ(s) is the wrapped phase of the sth pixel, ψ(s) is the absolute phase of the sth pixel, and k(s) is an unknown integer, which is the ambiguity number of the sth pixel. From (1) , it can be seen that the absolute phase can only be obtained by removing the 2π ambiguity from the wrapped phase. The technique of 2π-ambiguity removal, namely, phase unwrapping (PU), has become one of the most important processing steps of InSAR. There are two unknowns [ψ(s) and k(s)] in (1), so using only (1) to estimate the absolute phase is an ill-posed inverse problem. This means that if there is no constraint for PU solution, the solution of the PU problem is not unique [multiple solutions of the absolute phase can be achieved by one wrapped phase with different k(s) values]. Hence, to find the unique result of this ill-posed problem, almost all the PU algorithms assume that the absolute phase difference between any two neighboring pixels is less than π (this assumption is called phase continuity assumption in the rest of this paper) [2] . If this assumption can hold everywhere, there will be no ambiguity existing in the absolute phase difference between neighboring pixels, and then, the PU result will be obtained uniquely and correctly through a simple integration process. The absolute phase difference is given bŷ for neighboring pixels, i.e., vertical and horizontal. However, the noise and absolute phase themselves frequently fail to observe the phase continuity assumption in reality. That is to say, it is hard to guarantee that there is a PU solution whose absolute phase difference between each two neighboring pixels is exactly equal to the estimation obtained by (2) . In this case, the PU problem becomes an intractable problem. During the recent years, PU has been widely investigated, and many PU algorithms have been proposed [3] - [8] . These algorithms are advanced in different aspects, such as the execution speed or PU accuracy. Nevertheless, with the rapid development of InSAR, the size of interferogram is becoming bigger and bigger in the last few years. For example, TerraSAR-X, launched in June 2007, and its twin satellite TanDEM-X, launched in June 2010, reliably provide highresolution satellite imagery with 1-m spatial resolution [9] . In this case, an increase of the InSAR data is unavoidable. Moreover, several latest InSAR technologies (e.g., multibaseline [10] , [11] , multitemporal [12] , and multidimensional [13] InSAR technologies) require that the PU algorithm can process multiple interferograms simultaneously, which further aggravates the processing burden of the PU step. It can be seen that the ever-increasingly large interferometry size and data volume have opened new possibilities and challenges for PU in terms of computational and memory consumption. If these new challenges are not well handled, we will fall into a data-rich but information-poor situation. Unfortunately, the effect of interferogram size is not well considered in the design of most existing PU methods. To be specific, if the size of input interferogram exceeds the computer hardware capabilities, it indicates that a divide-and-conquer criterion must be adopted in the PU process. In other words, the whole interferogram must be divided into several subinterferograms with small sizes, and processed independently. The PU results of all subinterferograms are then combined together. Under this condition, if the PU result of each subinterferogram is not consistent with that of the whole interferogram, the PU result will exhibit mosaic phenomena (tiling artifacts), which greatly reduces PU accuracy [14] . This kind of phenomenon is very common in practice. The reason being that it is hard to guarantee that the PU result obtained by the local information is consistent with that obtained by the global information. In this case, the PU researchers will have to grapple with a new problem, i.e., how to ensure the consistency between local and global optimum solutions of the PU method.
Of late, some researchers have already looked at this new problem. Reference [15] uses a statistics-based strategy to obtain the approximate large-scale PU solution to the PU method proposed in [16] . In addition, [17] uses a simplified network to approximately guarantee the consistency between local and global optimum solutions to large-scale L 1 -norm PU through two stages. Moreover, [9] uses the simulated annealing technique to obtain the large-scale PU solution to the Branch-cut PU method. Furthermore, [14] and [18] propose two approximation algorithms for large-scale L 0 -norm and L 1 -norm PU criteria, respectively. Finally, [19] puts forward a region-partition-based large-scale PU method for P-band ultrawideband InSAR technology. However, to date, the research achievements related to large-scale PU have been quite limited.
In this paper, two tiling strategies are proposed for the L 0 -norm and L 1 -norm large-scale PUs, abbreviated as TS-L 0 and TS-L 1 . To begin with, some background information on the L 0 -norm and L 1 -norm PU methods is discussed. In addition, two theorems (i.e., the L 0 -norm envelope-sparsity theorem and the L 1 -norm envelope-sparsity theorem), which give us two sufficient conditions to exactly guarantee the consistency between local and global L 0 -norm and L 1 -norm PU solutions, respectively (the formal definition of the consistency between local and global PU solutions is described in Definition 1), are put forward. Afterward, based on these two theorems, the TS-L 0 and TS-L 1 tiling strategies are introduced. The concepts of the tiling accuracy and the tiling resolution, which are the criteria to evaluate the effectiveness of a tiling strategy, are presented as well. Moreover, we use these two performance indexes to quantitatively analyze the proposed TS-L 0 and TS-L 1 tiling strategies in detail. Both theoretical analysis and experimental results show that the TS-L 0 and TS-L 1 tiling strategies are effective for the large-scale L 0 -norm and L 1 -norm PU problem. In short, the contribution of this paper is that it proposes two tiling strategies for the L 0 -norm and L 1 -norm PU models to reduce their computational and peak memory consumption, respectively, so that these two classical PU methods become more practical in the case of large-scale PU situation.
The rest of this paper is organized as follows. In Section II, some useful and necessary background knowledge is reviewed. Then, Section III proposes and proves the L 0 -norm envelopesparsity theorem and the L 1 -norm envelope-sparsity theorem. Section IV designs the TS-L 0 and TS-L 1 tiling strategies based on the aforementioned two envelope-sparsity theorems. The concepts of the tiling accuracy and the tiling resolution, the criteria used to evaluate the effectiveness of a tiling strategy, are presented in Section V. In Section VI, the performance of the TS-L 0 and TS-L 1 tiling strategies is examined by a set of experiments. Finally, Section VII concludes this paper.
II. REVIEW OF
Most PU algorithms are based on the residue theory, which indicates that if the phase continuity assumption holds, the loop-integration value of the estimated phase gradients of any 2 ×2 neighboring pixels must be zero. Otherwise, the result of loop integration will be ±2π [3] . If the loop integration of any four neighboring pixels is 2π, it is called a positive residue; if −2π, it is called a negative residue. For example, in Fig. 1 , ifˆ ψ (3, 1)+ˆ ψ (2, 4)+ˆ ψ (1, 2)+ˆ ψ (4, 3) = 2π, the loopintegration result of 1-2-4-3-1 will generate a positive residue. Because of the existence of residues, the PU result will not be independent of the integration path. In order to find a correct integration path, all the positive and negative residues should be connected by lines (called branch cuts), i.e., all the residues should be balanced by the branch cuts. Under this condition, if the integration path does not cross through any branch cut, the PU result will be independent of the integration path [2] . Essentially, many famous PU methods can be considered as different criteria to deploy branch cuts.
For the L 1 -norm PU method [i.e., minimum-cost flow (MCF) PU method [2] , [4] , [5] , [13] ], the optimization model is to find the branch cuts with minimal length in the case of "one-to-one connection" (i.e., positive and negative residues should be connected pair by pair). In addition, the optimization model of the L 0 -norm PU method [2] , [5] is to find the branch cuts with global minimal length. If there is an interferogram whose size is m × n, and we let S be a rectangular grid point set of (i, j ), such that i = 1, 2, . . . , m − 1 and j = 1, 2, . . . , n and M be a rectangular grid point set of (k, l), such that k = 1, 2, . . . , m and l = 1, 2, . . . , n − 1, the optimization models of the L 0 -norm and L 1 -norm PU methods are shown in (3) , as shown at the bottom of the page, where
represent the (i, j )th and (k, l)th pixels, ψ(i, j ) and ψ(k, l) are the decision variables [i.e., the output unwrapped phase of (3)], and w((i, j ), (i + 1, j )) and w((k, l), (k, l + 1)) are the weighted coefficients (any kind of quality map of the interferogram could be considered as weight [20] ). Fig. 2(a) shows an example of the L 1 -norm branch cut connection, and Fig. 2(b) shows an example of the L 0 -norm branch cut connection (the plus sign denotes the positive residue and the minus sign denotes the negative residue). When the branch cuts are achieved, the final PU result can be obtained with a simple integration process. All the aforementioned description is the background knowledge of the L 0 -norm and L 1 -norm PU methods.
The L 0 -norm and L 1 -norm PU methods are both famous for their PU accuracy. It is widely accepted that the L 0 -norm criterion is the most desirable PU criterion in the statistical sense. Unfortunately, Chen and Zebker have demonstrated that the L 0 -norm PU problem is an NP-hard problem [6] , which means that there is no efficient way to obtain the L 0 -norm PU solution (unless P = NP). However, several famous efficient L 0 -norm approximation algorithms have been put forward (e.g., the Branch-cut method [2] ). The L 1 -norm PU model is a P problem (it means we can find its optimal solution in polynomial time), and there have been many related research achievements on it as well [14] , [17] . Admittedly, the L 0 -norm and L 1 -norm criteria are two effective and practical PU methods, so many commercial InSAR-processing softwares choose them for the PU step (e.g., GAMMA software [21] ). However, for the large-scale PU, the input interferogram will be partitioned into small subinterferograms and processed individually. In this case, the inconsistency between the local and global optimum solutions to the L 0 -norm and L 1 -norm PU methods will cause that the PU results of the subinterferograms are inconsistent with that of the whole interferogram, i.e., the PU solution of each subinterferogram will not be independent of each other. For example, Fig. 3(a) shows the branch cut connection of the L 0 -norm as a single piece, and Fig. 3(b) shows the branch cut connection of the L 0 -norm when the image is tiled into two subinterferograms. Fig. 3 indicates that if the branch cut between balance residues is cut off as a result of image tiling, the connections of those residues may be changed, which may cause an inconsistency arg min
between local and global PU solutions [see positive residue 1 and negative residue 1 in Fig. 3 From aforementioned definitions and analysis, we know that the difficulty of this problem mainly arises from how to ensure that the residues needed to be connected together can be partitioned into one subinterferogram. This is because if a tiling strategy can guarantee that the residues needed to be connected together are in the same subinterferogram (without considering the effect of subinterferogram boundaries), the inconsistency between local and global PU results will be avoided. In order to find this kind of tiling strategy, two sufficient conditions (i.e., the L 0 -norm and L 1 -norm envelope-sparsity theorems), which can exactly guarantee the consistency between local and global L 0 -norm and L 1 -norm PU solutions, will be discussed in Section III.
In this section, the L 0 -norm and L 1 -norm envelope-sparsity theorems will be proposed and proved. It is worth mentioning that Xu, An, and Huang submitted their comment to the IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, in which they point out that, without considering the boundaries of subinterferograms, the mathematical proof for ensuring the consistency between local and global PU results of the L 1 -norm PU method described in [14] is inaccurate. The L 1 -norm envelope-sparsity theorem, which is first proposed and proved in the response to their comment (the response and comment are not published, because the editor suggests preparing a formal article to publish the topic discussed in the comment and in the response), is the correction of Yu's previous proof. To begin with, several useful definitions are introduced as follows.
Definition 2 (Balanced Set): A set of residues with balanced polarity is called a balanced set.
Definition 3 (Envelope Distance of a Balanced Set): Envelope distance of a balanced set is the maximum distance between two residues that are in this balanced set. If we consider that the residues are in a 2-D metric space, the envelope distance is essentially the diameter of the balanced set, i.e., the least upper bound of all distances between pairs of residues in this balanced set
where A represents a balanced set, x and y represent two arbitrary residues that are in the balanced set A, sup(·) is the least upper bound operator, and d(x, y) is the distance between x and y. Definition 4 (Distance Between Two Balanced Sets): Distance between two balanced sets is the minimum distance between two residues that are in two different balanced sets. We can see that the distance between two balanced sets is the greatest lower bound of all distances between pairs of residues in two different balanced sets
where A and B represent two balanced sets, x is an arbitrary residue in the balanced set A, y is an arbitrary residue in the balanced set B, and inf(·) is the greatest lower bound operator. Based on these three definitions, the L 0 -norm and L 1 -norm envelope-sparsity theorems are described as follows.
1) L 0 -Norm Envelope-Sparsity Theorem: If the distance between any two balanced sets is greater than two times the envelope distance of each of them, respectively, the local L 0 -norm PU solution in any balanced set will be consistent with the global L 0 -norm PU solution. 2) L 1 -Norm Envelope-Sparsity Theorem: If the distance between any two balanced sets is greater than the envelope distance of each of them, respectively, the local L 1 -norm PU solution in any balanced set will be consistent with the global L 1 -norm PU solution. It is worth noting that both two aforementioned envelopesparsity theorems only apply when there is no boundaryconnection situation, i.e., there is no balanced set, which is balanced by the image boundary. The situation of the boundary connection will be discussed later. Fig. 4 shows an example to explain the L 0 -norm and L 1 -norm envelope-sparsity theorems, where d 1 is the envelope distance of balanced set 1, d 2 is the envelope distance of balanced set 2, and d 3 is the distance between balanced set 1 and balanced set 2. If
, the L 0 -norm PU solutions of balanced set 1 and balanced set 2 will be consistent with the global L 0 -norm PU solution, i.e., the L 0 -norm PU solution of the union of balanced set 1 and balanced set 2. In addition, if d 1 < d 3 and d 2 < d 3 , the L 1 -norm PU solutions of balanced set 1 and balanced set 2 will be consistent with the global L 1 -norm PU solution, i.e., the L 1 -norm PU solution of the union of balanced set 1 and balanced set 2. It can be seen that the L 0 -norm and L 1 -norm envelope-sparsity theorems require that the balanced sets should be sparse enough. Furthermore, the requirement of the sparsity degree of the L 0 -norm envelope-sparsity theorem is higher than that of the L 1 -norm envelope-sparsity theorem. This is because if the sparsity degree can satisfy the condition of the L 0 -norm envelope-sparsity theorem, it must satisfy the condition of the L 1 -norm envelope-sparsity theorem as well. In summary, the L 0 -norm and L 1 -norm envelope-sparsity theorems give us two sufficient conditions, which can help us obtain the consistency between local and global L 0 -norm and L 1 -norm PU solutions. We will prove the L 0 -norm and L 1 -norm envelope-sparsity theorems by using reduction to absurdity as follows.
Proof of the L 0 -Norm Envelope-Sparsity Theorem: As we know, the L 0 -norm branch cuts can be considered as several trees (in each tree, the number of positive and negative residues has to be balance), and the total length of all branch cuts must be minimized. It is assumed that there are k balanced sets, and that they satisfy the condition of the L 0 -norm envelopesparsity theorem. Since the total polarity of each balanced set is zero, the existences of the local L 0 -norm PU solution of each balanced set and the global L 0 -norm PU solution of the k balanced sets can be guaranteed. Furthermore, we assume that the L 0 -norm envelope-sparsity theorem cannot guarantee the consistency between local and global PU results of the L 0 -norm PU method, i.e., there must be some branch cuts, which are in the global L 0 -norm PU result, crossing the aforementioned k balanced sets. Under this condition, if we can find a new feasible L 0 -norm global branch cut connection whose length is shorter than that of the assumed L 0 -norm branch cuts, and there is no branch cut between any two of the assumed k balanced sets in this new solution, then the L 0 -norm envelope-sparsity theorem will be proved. The reason is that it will be in contradiction to the notion that the length of the assumed global L 0 -norm branch cuts is minimum.
We assume that the total branch cut length of the global L 0 -norm PU solution of the k balanced sets is , that the envelope distance of the i th balanced set is l i , and that the distance between the i th balanced set and the j th balanced set is l i, j . l i,min denotes the minimum value of l i, j over all j values. In addition, further assume that the total number of branch cuts, which are obtained by the L 0 -norm PU method under the global condition, between the i th balanced set and other balanced sets is m i . For example, there are three balanced sets in Fig. 5 , i.e., k = 3. In addition, for the balanced set 1, l 1,min is l 1, 3 , and m 1 is 3. Now, we erase all the branch cuts crossing different balanced sets, i.e., all the branch cuts between the different balanced sets are removed, and allow the rest of the assumed L 0 -norm branch cuts to stay. In this case, the length of the removed branch cuts is greater than or equal to
Because the branch cuts between two different balanced sets are cut off, the balance of some residues is broken, i.e., a number of independent unbalanced parts will be generated in each balanced set. The unbalanced part means the connected residues (such as a tree) whose polarity is not balanced or a single residue. For example, Fig. 6 shows a balanced set in which there are two unbalanced parts. Unbalanced part A is a single positive residue, and unbalanced part B includes three connected residues whose total polarity is −1. Assume that the number of unbalanced parts in the i th balanced set is m i . Because the total polarity of each balanced set is zero, the sum of polarity of these m i parts must be zero. That is to say, if we use a spanning tree to connect all the unbalanced parts, then these m i parts will become balanced and m i − 1 new branch cuts will be added, whose length is shorter than or equal to (m i − 1) · l i (if m i = 0, the length of this spanning tree is 0). Therefore, there is a new feasible global branch cut connection of the L 0 -norm PU method whose total length is shorter than or
Clearly, m i should be less than or equal to m i . Furthermore,
This means that the length of this new feasible L 0 -norm global branch cut connection is less than that of the assumed global L 0 -norm branch cuts, and there is no branch cut between any two of the assumed k balanced sets in this new solution. Therefore, it is in conflict with the assumption that the L 0 -norm envelope-sparsity theorem cannot guarantee the consistency between local and global PU results of the
Proof of the L 1 -Norm Envelope-Sparsity Theorem: As we know, the geometry model of the L 1 -norm PU method is the MCF problem, so the positive and negative residues should be one-to-one connected by the branch cut. It is assumed that there are k balanced sets, and that they satisfy the condition of the L 1 -norm envelope-sparsity theorem. Since the total polarity of each balanced set is zero, the existences of the local L 1 -norm PU solution of each balanced set and the global L 1 -norm PU solution of the k balanced sets can be guaranteed. Further assume that the L 1 -norm envelope-sparsity theorem cannot guarantee the consistency between local and global PU results of the L 1 -norm PU method, i.e., there must be some branch cuts, which are in the global L 1 -norm PU result, crossing the aforementioned k balanced sets. Under this condition, if we can find a new feasible L 1 -norm global branch cut connection whose length is shorter than that of the assumed L 1 -norm branch cuts, and there is no branch cut between any two of the assumed k balanced sets in this new solution, then the L 1 -norm envelope-sparsity theorem will be proved. The reason is that it will be in contradiction to the notion that the length of the assumed global L 1 -norm branch cuts is minimum. It can be seen that the main idea here is similar to that of the proof of the L 0 -norm envelope-sparsity theorem. However, because of the distinction between the L 0 -norm and L 1 -norm PU models, the method (as shown in the following discussion) for generating the feasible solution is different from that in the proof of the L 0 -norm envelopesparsity theorem.
We assume that the total branch cut length of the global L 1 -norm PU solution of the k balanced sets is . The definitions of l i , l i, j , and l i,min are identical to those in the proof of the L 0 -norm envelope-sparsity theorem. In addition, further assume that the total number of branch cuts, which are obtained by the L 1 -norm PU method under the global condition, between the i th balanced set and other balanced sets is m i . Now, we erase all the branch cuts crossing different balanced sets, i.e., all the branch cuts between two different balanced sets are removed, and allow the rest of the assumed L 1 -norm branch cuts to stay. In this case, the length of the removed branch cuts is greater than or equal to
, and a number of unbalanced residues will be generated in each balanced set (because some branch cuts are cut off). Assume that the number of unbalanced residues in the i th balanced set is m i . Because the total polarity of each balanced set is zero, the sum of polarity of these m i residues must be zero. Hence, these m i residues can be balanced by some new feasible network flows, which are exactly inside the i th balanced set, and the length of the branch cuts corresponding to these new feasible flows must be less than or equal to (1/2) · l i · m i . That is to say, there is a new feasible L 1 -norm global branch cut connection whose total length is shorter than or equal to
Because the residue connection of the L 1 -norm is one-toone, m i = m i . Furthermore, l i < l i,min , which is guaranteed by the L 1 -norm envelope-sparsity theorem. Therefore,
This means that the length of this new feasible L 1 -norm global branch cut connection is less than that of the assumed global L 1 -norm branch cuts, and there is no branch cut between any two of the assumed k balanced sets in this new solution. Therefore, it is in conflict with the assumption that the L 1 -norm envelopesparsity theorem cannot guarantee the consistency between local and global PU results of the L 1 -norm PU method. Q.E.D.
The aforementioned proofs do not concern the boundaryconnection situation. The envelope distance of a boundary balanced set should be extended to the maximum distance over the distance between each two residues and the distance between each residue and its nearest boundary. For the boundary-connection case of the L 0 -norm envelope-sparsity theorem, we just allow the spanning tree to connect image boundary (in this case, the number of spanning tree edges is changed from m i − 1 to m i ); then, we can reach the same conclusion easily, i.e., we do not need to specially distinguish the boundary-connection case in the L 0 -norm envelopesparsity theorem. However, for the L 1 -norm envelope-sparsity theorem, the boundary-connection case will be a special case. To be specific, for each boundary balanced set, when the distance between the boundary balanced set and any other balanced set is greater than two times the envelope distance of the boundary balanced set, the consistency between local and global L 1 -norm PU solutions of the boundary balanced set can be guaranteed. We can use the same way shown in the proof of the L 1 -norm envelope-sparsity theorem to easily prove this statement.
Both two aforementioned theorems give us two sufficient conditions that can ensure the consistency between local and global L 0 -norm and L 1 -norm PU solutions, respectively. However, we do not know how to use these two theorems to design tiling strategies for the large-scale interferogram so far. This question will be answered in Section IV.
IV. TS-L 0 AND TS-L 1 TILING STRATEGIES
In this section, two tiling strategies (i.e., the TS-L 0 and TS-L 1 tiling strategies), which are based on the L 0 -norm and L 1 -norm envelope-sparsity theorems, will be designed. From the discussion in Section III, we know that the L 0 -norm and L 1 -norm envelope-sparsity theorems require the balanced sets sparsely distributed. In other words, if the balanced sets satisfy the conditions of the envelope-sparsity theorems, it indicates that there is a clustering phenomenon in residue distribution. Therefore, a cluster-analysis algorithm could be used to design the TS-L 0 and TS-L 1 tiling strategies. In the following part, a residue clustering framework, which is also used to design the tiling strategy for the large-scale interferogram in our previous work [14] , [18] , will be transplanted into this paper. The significant advantage over our earlier work is that the TS-L 0 and TS-L 1 tiling strategies are based on the L 0 -norm and L 1 -norm envelope-sparsity theorems, i.e., they can exactly ensure the consistency between local and global PU results of the L 0 -norm and L 1 -norm PU methods, respectively. In the beginning, we will review our previous residue clustering framework.
Detailed Description of the Residue Clustering Framework: Each residue i is considered as a clustering object, whose clustering radius is denoted as β i . When the distance between residue i and residue j is smaller than Function(β i , β j ) [where Function(β i , β j ) is a similarity measure function], these two residues will be clustered together. If all the residues fulfill the clustering termination condition, the clustering process will stop. Otherwise, the clustering radii of residues, which do not meet the termination condition, will be increased, and then, the residues will be clustered again. The related pseudocode is shown in Algorithm 1.
In Algorithm 1, β i and β are user-defined parameters. The similarity measure function Function(β i , β j ) is used to decide whether two clustering objects should be clustered together [14] , [18] . In our earlier work, the infinite norm is used on Function(β i , β j ) , i.e., Max(β i , β j ) . However, other different distance functions, e.g., β i + β j (the one norm), can also be used for a similarity measure function. The clustering termination condition is the other important concept for Algorithm 1. In our previous work, the state wherein all residue clusters are polarity-balanced is used as a termination condition [18] . In this paper, we will design a more complicated termination condition, which is based on the envelope-sparsity theorem. In summary, through designing the appropriate similarity measure function and the clustering termination condition, we could allow the output (i.e., The polarity of each cluster should be balanced (if a cluster has a residue whose cluster radius is longer than its distance to the image boundary, it is considered as balanced by the boundary), and the clustering radius of each residue in a balanced cluster should be increased to the envelope distance of this balanced cluster. The polarity of each cluster should be balanced (if a cluster has a residue whose cluster radius is longer than its distance to the image boundary, it is considered as balanced by the boundary), and the clustering radius of each residue in a balanced cluster should be increased to the envelope distance of this balanced cluster.
if residue i is in an unboundary cluster, γ i = β i ; otherwise, if residue i is in a boundary cluster,
From the TS-L 0 and TS-L 1 tiling strategies, to begin with, we know that each obtained residue cluster is polaritybalanced, i.e., balanced set. In addition, both the TS-L 0 and TS-L 1 tiling strategies use the same clustering termination condition, which can guarantee that the clustering radius of each residue in a cluster is the envelope distance of this cluster. Furthermore, their respective similarity measure functions can ensure that the obtained balanced sets must satisfy the conditions of the envelope-sparsity theorems. Taking the TS-L 0 tiling strategy as an example, if two clusters do not merge by TS-L 0 , it means that these two clusters are polaritybalanced, and any distance (including the minimum one) between two residues, which are in these two different clusters, will be greater than two times their respective clustering radii. Because the clustering radius of each residue is the envelope distance of its own cluster, the distance between these two clusters will be greater than two times the envelope distance of each cluster, respectively, i.e., the condition of the L 0 -norm envelope-sparsity theorem is satisfied. From this example, we can see that the TS-L 0 and TS-L 1 tiling strategies can exactly ensure the consistency between local and global L 0 -norm and L 1 -norm PU solutions, respectively.
From Algorithm 1, we know that the time complexity of the TS-L 0 and TS-L 1 tiling strategies is both approximately O(C · N 2 ), where C is the number of "repeat cluster times" and N is the number of residues. Nevertheless, from our earlier study, we know that the time complexity of Algorithm 1 can be further reduced, because it is not necessary to calculate the distance between every two residues when we decide which residues should be clustered together. If we choose a window for each residue, and only calculate the distances between it and other residues in the window, the time complexity of Algorithm 1 will be O(C · K · N), where K is the average number of residues in the window [14] . Usually, C · K N, so the time complexities of the TS-L 0 and TS-L 1 tiling strategies are approximately linear. For more detailed discussion about the time complexity of Algorithm 1, please refer to [14] . Moreover, it is worth mentioning that, after clustering processing, the large-scale input interferogram can be partitioned into subinterferograms with small sizes, and the computation of the PU results of all the subinterferograms can be totally parallelized (because the TS-L 0 and TS-L 1 tiling strategies have already guaranteed that the L 0 -norm and L 1 -norm PU solutions of each residue cluster are independent of those of other residue clusters, respectively). Under this condition, the parallel computing technology can be used to further reduce the computational burden of the coming PU step.
Although the outputs of the TS-L 0 and TS-L 1 tiling strategies can guarantee the consistency between local and global L 0 -norm and L 1 -norm PU solutions, respectively, if the balanced sets of an input interferogram are not sparse enough to satisfy the conditions of the envelope-sparsity theorems, it will indicate that all residues will be clustered by the TS-L 0 or TS-L 1 tiling strategies in one cluster, i.e., TS-L 0 and TS-L 1 will do nothing for tiling the input interferogram. In Section V, we will focus on this problem.
V. TILING RESOLUTION, TILING ACCURACY, AND α-APPROXIMATION TILING STRATEGY
The main goal of a tiling strategy is to use less memory to preprocess a large-scale interferogram for achieving a number of subinterferograms with small sizes. If the residue distribution of input interferogram totally does not satisfy the conditions of the envelope-sparsity theorems (i.e., the residue distribution is not sparse enough), all residues will be clustered together by the TS-L 0 and TS-L 1 tiling strategies as a cluster, i.e., TS-L 0 and TS-L 1 will do nothing for tiling. Under this condition, the TS-L 0 and TS-L 1 tiling strategies will be useless for the large-scale PU problem. For example, Fig. 7(b) is the residue distribution of Fig. 7(a) , and we can see that there are several big noisy regions close to each other. Although there is a relatively clear clustering pattern among them, they apparently do not satisfy the conditions of the envelope-sparsity theorems. Hence, these big noisy regions will be clustered together as a big residue set during the clustering processing. In this case, the envelope distance of this big residue set is so long that the cluster radii of the residues in it are large enough to merge rest of the residues, i.e., these big noisy regions will cause the TS-L 0 or TS-L 1 tiling strategies cluster all the residues shown in Fig. 7(b) together. From this example, it can be seen that the requirement of the sparsity degree is an important index for a tiling strategy. In the following, we use a concept named the tiling resolution to quantitatively evaluate the requirement of the sparsity degree of a tiling strategy. The envelope-sparsity theorem requires that the distance between any two balanced sets should be greater than κ times the envelope distance of the larger of them, where the κ value of the L 0 -norm envelope-sparsity theorem is 2 and that of the L 1 -norm envelope-sparsity theorem is 1. Hence, we can use the value of κ to reflect the tiling resolution, i.e., the higher the tiling resolution is, the lower the κ value is. It can be seen that the higher tiling resolution could help more to reduce the peak memory consumption of the following PU step. In other words, we can basically conclude that the tiling resolution is the higher the better.
Besides the good tiling resolution, we also want a tiling strategy that can ensure (or at least, highly approximately guarantee) the consistency between local and global PU solutions. Therefore, there is the other important concept for evaluating a tiling strategy, namely, tiling accuracy. Tiling accuracy of a tiling strategy is used to quantitatively analyze the degree of the consistency between the PU solutions of the subinterferograms obtained by this tiling strategy and that of the whole input interferogram. Based on this idea, the definition of α-approximation tiling strategy is shown as follows.
Definition 5 (α-Approximation Tiling Strategy):
For any interferogram, if the summation of the optimal branch cut length of each subinterferogram obtained by a tiling strategy is always less than or equal to a factor α of the global optimal branch cut length, we will call this tiling strategy the α-approximation tiling strategy.
For example, for any interferogram, if there is a tiling strategy that can ensure that the summation of the L 1 -norm branch cut length of each subinterferogram is always less than or equal to ten times the global L 1 -norm optimal branch cut length, this tiling strategy will be called the L 1 -norm 10-approximation tiling strategy (i.e., α = 10). We can see that α is an approximation ratio, and α ≥ 1. When α = 1, it means that this tiling strategy can exactly ensure the consistency between local and global PU solutions. Therefore, we can use the value of α to quantitatively express the tiling accuracy of a tiling strategy. To be specific, the higher the α value is, the lower the tiling accuracy is. Based on the concepts of the tiling resolution and the tiling accuracy, we can define the optimal tiling strategy.
Definition 6 (Residue Set):
Residue set represents a set of residues needed to be connected together by the branch cut under the global processing. For example, Fig. 8 shows an ideal residue connection (the plus sign denotes the positive residue and the minus sign denotes the negative residue), in which there are three residue sets (i.e., {A, B}, {C, D, E, F}, and {G, H}).
Definition 7 (Smallest Subinterferogram):
For a subinterferogram, if, and only if, it just includes zero or one residue set, this subinterferogram will be called the smallest subinterferogram.
Definition 8 (Optimal Tiling Strategy):
For any input interferogram, if all the subinterferograms obtained by a tiling strategy are the smallest subinterferograms, we will call this tiling strategy the optimal tiling strategy.
To begin with, we can see that the optimal tiling strategy does not cut off any branch cut between balance residues, so the α value of the optimal tiling strategy is 1. Moreover, because the input interferogram with any kind of residue distribution can be effectively tiled by the optimal tiling strategy into the smallest subinterferograms without any requirement of the sparsity degree, the tiling resolution of the optimal tiling strategy is the highest. In this case, we may say that the optimal tiling strategy is the most desirable one. Unfortunately, it is very difficult to design this kind of tiling strategy sometimes. For instance, in the Appendix, we prove that designing an optimal L 0 -norm tiling strategy is an NP-hard problem, which means that we cannot find an efficient way to design an optimal L 0 -norm tiling strategy (unless P = NP). However, we can find a reasonable tradeoff between κ and α in practice. From the aforementioned discussion, we know that the α values of the TS-L 0 and TS-L 1 tiling strategies are both 1 (because they can exactly ensure the consistency between local and global PU solutions). However, their tiling resolutions are not high enough when they face some big and strong noisy areas, such as lake surfaces or shadow areas. Therefore, a straightforward idea is that we may sacrifice the tiling accuracy (i.e., increase α) to obtain the higher tiling resolution (i.e., decrease κ). Based on this idea, in the following paragraphs, two α-approximation envelope-sparsity theorems are proposed.
1) α-Approximation L 0 -Norm Envelope-Sparsity Theorem:
If the distance between any two balanced sets is greater than or equal to (2/α) times the envelope distance of each of them, respectively, the summation of the L 0 -norm branch cut length of each balanced set is always less than or equal to a factor α of the global L 0 -norm branch cut length.
2) α-Approximation L 1 -Norm Envelope-Sparsity Theorem:
If the distance between any two balanced sets is greater than or equal to (1/α) times the envelope distance of each of them, respectively, the summation of the L 1 -norm branch cut length of each balanced set is always less than or equal to a factor α of the global L 1 -norm branch cut length.
It is worth noting that both two aforementioned α-approximation envelope-sparsity theorems only apply when there is no boundary-connection situation, i.e., there is no balanced set, which is balanced by the image boundary. The situation of the boundary connection will be discussed later. We can see that the α-approximation envelope-sparsity theorems can reduce the requirement of the sparsity degree among balanced sets through increasing the α value. In other words, the α-approximation envelope-sparsity theorems build a connection between κ and α [i.e., the κ value of the α-approximation L 0 -norm envelope-sparsity theorem is (2/α) and that of the α-approximation L 1 -norm envelope-sparsity theorem is (1/α)]. We next discuss the proofs of the α-approximation envelope-sparsity theorems.
Proof of the α-Approximation L 0 -Norm Envelope-Sparsity Theorem: It is assumed that there are k balanced sets, and that they satisfy the condition of the α-approximation L 0 -norm envelope-sparsity theorem. l i is the envelope distance of the i th balanced set, and the distance between the i th balanced set and the j th balanced set is l i, j . Furthermore, l i,min denotes the minimum value of l i, j over all j values. In addition, assume that the total branch cut length of the global L 0 -norm PU solution of the k balanced sets is , and the summation of the L 0 -norm branch cut length of each balanced set isˆ (since the total polarity of each balanced set is zero, the L 0 -norm PU solution of the k balanced sets and that of each balanced set all exist). In the global L 0 -norm PU solution, we further assume that the total number of branch cuts between the i th balanced set and other balanced sets is m i . Now, we erase all the branch cuts crossing different balanced sets, i.e., all the branch cuts between two different balanced sets are removed, and allow the rest of the assumed L 0 -norm branch cuts to stay. Assume that the rest of the L 0 -norm branch cut length in the i th balanced set is θ i . In this case, the length of the removed branch cuts is greater than or equal to
, and a number of independent unbalanced parts will be generated in each balanced set (because the branch cuts between two different balanced sets are cut off). Assume further that the number of unbalanced parts in the i th balanced set is m i . Because the total polarity of each balanced set is zero, the sum of polarity of these m i parts must be zero. That is to say, if we use a spanning tree to connect all the unbalanced parts, then these m i parts will become balanced and m i − 1 new branch cuts will be added, whose length is shorter than or equal to
, the length of this spanning tree is 0). Because this spanning tree generates a new feasible solution of the L 0 -norm PU method in the i th balanced set, the optimal L 0 -norm branch cut length of the i th balanced set should be less than or equal to (m i − 1) · l i + θ i . Clearly, m i should be less than or equal to m i . Furthermore,
It is assumed that there are k balanced sets, and that they satisfy the condition of the α-approximation L 1 -norm envelope-sparsity theorem. The definitions of l i , l i, j and l i,min are identical to those in the proof of the α-approximation L 0 -norm envelope-sparsity theorem. In addition, assume that the total branch cut length of the global L 1 -norm PU solution of the k balanced sets is , and the summation of the L 1 -norm branch cut length of each balanced set isˆ (since the total polarity of each balanced set is zero, the L 1 -norm PU solution of the k balanced sets and that of each balanced set all exist). In the global L 1 -norm PU solution, we further assume that the total number of branch cuts between the i th balanced set and other balanced sets is m i . Now, we erase all the branch cuts crossing different balanced sets, i.e., all the branch cuts between two different balanced sets are removed, and allow the rest of the assumed L 1 -norm branch cuts to stay. Assume that the rest of the L 1 -norm branch cut length in the i th balanced set is θ i . In this case, the length of the removed branch cuts is greater than or equal to
, and a number of unbalanced residues will be generated in each balanced set (because some branch cuts are cut off). Assume further that the number of unbalanced residues in the i th balanced set is m i . Because the total polarity of each balanced set is zero, the sum of polarity of these m i residues must be zero. Hence, these m i residues can be balanced by some new feasible network flows, which are exactly inside the i th balanced set, and the length of the branch cuts corresponding to these new feasible flows must be less than or equal to (1/2) · l i · m i . Because this new branch cut connection result generates a feasible solution of the L 1 -norm PU method in the i th balanced set, the optimal L 1 -norm branch cut length of the i th balanced set should be less than or equal to (1/2) · l i · m i + θ i . In addition, because the residue connection of the L 1 -norm is one-to-one, m i = m i . Furthermore, l i ≤ α · l i,min , which is guaranteed by the α-approximation L 1 -norm envelope-sparsity theorem. Therefore,
It can be seen that the main ideas of the proofs of the α-approximation L 0 -norm and L 1 -norm envelope-sparsity theorems are similar to each other, i.e., they both bound the optimal branch cut length of each balanced set through constructing a feasible solution. However, because of the distinction between the L 0 -norm and L 1 -norm PU models, the methods for generating the feasible solutions in these two proofs are different. In addition, the aforementioned proofs do not concern the boundary-connection situation. For the boundary-connection case of the α-approximation L 0 -norm envelope-sparsity theorem, we just allow the spanning tree to connect image boundary (in this case, the number of spanning tree edges is changed from m i − 1 to m i ); then, we can reach the same conclusion easily, i.e., we do not need to specially distinguish the boundary-connection case in the α-approximation L 0 -norm envelope-sparsity theorem. However, for the α-approximation L 1 -norm envelope-sparsity theorem, the boundary-connection case will be a special case. To be specific, for each boundary balanced set, when the distance between the boundary balanced set and any other balanced set is greater than (2/α) times the envelope distance of the boundary balanced set, the summation of the L 1 -norm branch cut length of each balanced set will be always less than or equal to a factor α of the global optimal L 1 -norm branch cut length. We can use the same way shown in the proof of the α-approximation L 1 -norm envelopesparsity theorem to easily prove this statement. As before, based on the α-approximation envelope-sparsity theorems, the L 0 -norm and L 1 -norm α-approximation tiling strategies (i.e., the α-approximation TS-L 0 tiling strategy and the α-approximation TS-L 1 tiling strategy) can be designed. The polarity of each cluster should be balanced (if a cluster has a residue whose cluster radius is longer than its distance to the image boundary, it is considered as balanced by the boundary), and the clustering radius of each residue in a balanced cluster should be increased to the envelope distance of this balanced cluster.
Tiling Strategy: α-approximation TS-L 1 tiling strategy adopts the clustering framework shown in Algorithm 1, in which the following hold. a) Clustering Termination Condition: The polarity of each cluster should be balanced (if a cluster has a residue whose cluster radius is longer than its distance to the image boundary, it is considered as balanced by the boundary), and the clustering radius of each residue in a balanced cluster should be increased to the envelope distance of this balanced cluster. b) Similarity Measure Function:
From the α-approximation TS-L 0 and TS-L 1 tiling strategies, to begin with, we know that each obtained residue cluster is polarity-balanced, i.e., balanced set. In addition, both the α-approximation TS-L 0 and TS-L 1 tiling strategies use the same clustering termination condition, which can guarantee that the clustering radius of each residue in a cluster is the envelope distance of this cluster. Furthermore, their respective similarity measure functions can ensure that the obtained balanced sets must satisfy the conditions of the α-approximation envelope-sparsity theorems. Taking the α-approximation TS-L 0 tiling strategy as an example, if two clusters do not merge by α-approximation TS-L 0 , it means that these two clusters are polarity-balanced, and any distance (including the minimum one) between two residues, which are in these two different clusters, will be greater than (2/α) times their respective clustering radii. Because the clustering radius of each residue is the envelope distance of its own cluster, the distance between these two clusters will be greater than (2/α) times the envelope distance of each cluster, respectively, i.e., the condition of the α-approximation L 0 -norm envelopesparsity theorem is satisfied.
The main purpose of the α-approximation TS-L 0 and TS-L 1 tiling strategies is to improve the tiling resolution of the original TS-L 0 and TS-L 1 tiling strategies. The benefit of the α-approximation TS-L 0 and TS-L 1 tiling strategies is that they can dynamically adjust the tiling resolution and the tiling accuracy. For example, the PU results of the strong noisy areas usually make no sense (because there is no useful wrapped phase information in these regions), so we may increase the α value of the noisy regions to gain the higher tiling resolution. Along this direction, we can use any kind of quality map of input interferogram to decide the value of α. For instance, the α value could be the reciprocal of the correlation coefficient (a more detailed discussion about choosing a value for α is given in Section VI). It can be seen that the α-approximation TS-L 0 and TS-L 1 tiling strategies are more practical than the original TS-L 0 and TS-L 1 tiling strategies. In Section VI, some detailed and interesting experiments on the α-approximation TS-L 0 and TS-L 1 tiling strategies will be revealed.
VI. PERFORMANCE ANALYSIS
In this section, the performance of the α-approximation TS-L 0 and TS-L 1 tiling strategies is tested from different aspects through four experiments. The first experiment analyzes the effect of α value on the tiling resolution of the α-approximation TS-L 0 and TS-L 1 tiling strategies. The second measures the tiling accuracy of the α-approximation TS-L 1 tiling strategy. The third tests the tiling accuracy of the α-approximation TS-L 0 tiling strategy when applied to a realistic large-scale InSAR data set. The last one explores the performance of the α-approximation TS-L 0 and TS-L 1 tiling strategies on reducing the computational and peak memory consumption.
The first experiment is performed on a realistic small-scale InSAR data (Enta volcano, Italy). Fig. 9(a) is the flattened and filtered input interferogram (1002 × 701 pixels), and it can be seen that there are several strong noisy areas. Fig. 9(b) shows the residue distribution of Fig. 9(a) (4790 residues) , where value 1 denotes positive residue and value −1 denotes negative residue. Fig. 9(c) is the correlation coefficient of Fig. 9(a) . Fig. 9(d) and (e) is the residue clustering results obtained by the α-approximation TS-L 0 and TS-L 1 tiling strategies with α = 20, respectively. To clearly display the result, only clusters with more than six residues are displayed, and the neighboring clusters are distinguished through their boundaries. The number of clusters in Fig. 9(d) is 149, and that in Fig. 9(e) is 297. In Fig. 9(d) and (e), α is a constant value, so we can consider that Fig. 9(d) and (e) is obtained by static weighting. Since the tiling resolution of α-approximation TS-L 1 (κ = 1/20) is higher than that of α-approximation TS-L 0 (κ = 1/10), we can clearly see that the sizes of the residue clusters in Fig. 9 (e) are generally smaller than those in Fig. 9(d) . Fig. 9 (f) and (g) is the other group of residue clustering results obtained by the α-approximation TS-L 0 and TS-L 1 tiling strategies. Again, to clearly display the result, only clusters with more than six residues are displayed, and the neighboring clusters are distinguished through their boundaries. However, in Fig. 9 (f) and (g), we allow each residue to have its own α that is decided by the correlation coefficient shown in Fig. 9(c) . Under this condition, the similarity measure function will be changed, e.g., the similarity measure function of the α-approximation TS-L 0 tiling strategy is changed to Max(
, where i and j are the indexes of residues. Because each residue is related to four neighboring pixels, the mean value of four related neighboring pixels' correlation coefficients is considered as the quality coefficient of a residue in this experiment. The α value of each residue in a cluster is five times the reciprocal of the mean quality coefficient of all the residues in this cluster. It can be seen that the α value will be dynamically changed during the clustering process this time, so we can consider that Fig. 9 (f) and (g) is obtained by dynamical weighting. The number of clusters in Fig. 9(f) is 264, and that in Fig. 9(g) is 311 . From Fig. 9 (f) and (g), we can see that, except for the top-left part, the difference between the residue clustering results obtained by the α-approximation TS-L 0 and TS-L 1 tiling strategies is not very evident. However, the tiling resolution of α-approximation TS-L 1 is still a little better than that of α-approximation TS-L 0 .
In the second experiment, we will test the tiling accuracy of the α-approximation TS-L 1 tiling strategy by the PU result. Fig. 10(a) is the PU result, obtained by the L 1 -norm PU method without tiling, of Fig. 9(a) . The total L 1 -norm branch cut length of Fig. 10(a) is 7975. Fig. 10(b) is the L 1 -norm PU result based on α-approximation TS-L 1 with static weighting (α = 20), i.e., the optimal L 1 -norm branch cuts of each subinterferogram obtained by α-approximation TS-L 1 are achieved through the L 1 -norm PU method individually, and then, the final PU result can be obtained by a simple integration process in which the integration path cannot cross any branch cut. The total L 1 -norm branch cut length of Fig. 10(b) is 7994. Fig. 10(c) is the other L 1 -norm PU result based on α-approximation TS-L 1 with static weighting (α = 50), whose total L 1 -norm branch cut length is 8074. Table I shows more results between the α value and the L 1 -norm branch cut length. From Table I , we can see that the actual α value rises when the chosen α value is increasing, but all actual α values are very close to 1. Fig. 10(d) shows the difference between Fig. 10(a) and (b) , and Fig. 10(e) shows the difference between Fig. 10(a) and (c) . Because the actual α values of Fig. 10(b) and (c) are very close to 1, from Fig. 10(d) and (e), it can be seen that the PU results in Fig. 10(b) and (c) are very similar to the PU result in Fig. 10(a) .
The third experiment is performed on a realistic largescale repeat-pass InSAR data set, which is from Lanzhou, Gansu, China. The two SAR images of this real InSAR data set were taken on February 25, 2010 (orbit 14975) and March 8, 2010 (orbit 15142) by TerraSAR-X, respectively. The major parameters of this real data set are listed in Table II . Fig. 11(a) shows the filtered interferogram of this InSAR data set with 372 842 residues (12 001 × 9001 pixels). Fig. 11(b) is the fake correlation coefficient (it is calculated by the slope information [20] ) of Fig. 11(a) . Fig. 11(c) shows the PU result of Fig. 11(a) obtained by the Branch-cut method [2] as a single piece (the source code is provided by [2] ). Because the L 0 -norm PU problem is NP-hard, and the Branch-cut method is a classical approximation algorithm to the L 0 -norm PU model, we will use the global PU result of the Branch-cut method, shown in Fig. 11(c) , as the ground truth to test the tiling accuracy of the α-approximation TS-L 0 tiling strategy in this experiment. Fig. 11(d) is the PU result obtained by the conventional tile-based Branch-cut method [15] . In this method, the input interferogram is divided into regular subinterferograms (the input interferogram is partitioned into a 12 × 9 array, and the size of each subinterferogram is 1001 × 1001 pixels), and each subinterferogram is unwrapped by the Branch-cut method independently. Then, based on the "tile difference" of each two neighboring subinterferograms, the PU results of all the subinterferograms are spliced by a process, such that most of the "tile differences" are zero. We can see that the mosaic phenomena (tiling artifacts) are very evident in the bottom part of Fig. 11(d) . Fig. 11(e) is the difference between Fig. 11(c) and (d) . Because of the inconsistency between local and global PU solutions, even for some good quality regions in Fig. 11(a) , there are still some significant errors revealed in Fig. 11(e) .
Because α-approximation TS-L 0 is just a tiling strategy for the large-scale interferogram, in order to obtain the PU result to test the tiling accuracy, we allow the minimumspanning-tree (MST)-based PU method [14] to cooperate with α-approximation TS-L 0 in this experiment. To be specific, all the subinterferograms are obtained by α-approximation TS-L 0 first. Then, we use an MST as the branch cut to balance the residues of each subinterferogram individually. When all the branch cuts are achieved, the final PU result can be obtained using a simple integration process, in which the integration path cannot cross any branch cut. In the α-approximation TS-L 0 tiling strategy, the α value is decided through dynamical weighting as applied in the first experiment (i.e., the α value of each residue in a cluster is decided by the mean α value of all the residues in this cluster). The initial value of each residue's α follows from applying a threshold to the fake correlation coefficient shown in Fig. 11(b) . Specifically, if the mean value of four related neighboring pixels' fake correlation coefficients of a residue is lower than 0.85, the initial α value of this residue is 200; otherwise, the initial α value is 3. Under this condition, the total number of clusters obtained by α-approximation TS-L 0 in this experiment is 7711, and the average number of residues in each cluster is 48.35. There are 7582 clusters in which the number of residues is between 0 and 50 (the percentage is 98.33%), 35 clusters in which the number of residues is between 50 and 100 (the percentage is 0.45%), 58 clusters in which the number of residues is between 100 and 500 (the percentage is 0.75%), and 36 clusters in which the number of residues is above 500 (the percentage is 0.47%). Fig. 11(f) shows the residue distribution of the rectangular region in Fig. 11(a) (the size of the rectangular region is 1400 × 1400 pixels), where value 1 denotes positive residue and value −1 denotes negative residue. Fig. 11(g) shows the clustering result, obtained by the α-approximation TS-L 0 tiling strategy, of Fig. 11(f) , where the neighboring clusters are distinguished through their boundaries. In order to display the clustering result clearly, only clusters with more than 20 residues are shown in Fig. 11(g) . Fig. 11 (h) is the PU result of the "α-approximation TS-L 0 + MST." It can be seen that there is almost no mosaic phenomena in Fig. 11(h) , and the PU result in Fig. 11(h) is much more seamless than that in Fig. 11(d) . Fig. 11(i) is the difference between Fig. 11(c) and (h), and it reveals that, except for the noisy regions in Fig. 11(a) , there is almost no difference between Fig. 11 (c) and (h) (the difference in the noisy regions is mainly caused by the distinction between the Branch-cut method and the MST method). It is worth mentioning that, in order to effectively and fairly compare the PU solutions, the same reference point, scale, and range of the color bar are applied in Fig. 11(c), (d) , and (h). The color bar range is from the minimum pixel value of the three PU solutions to the maximum pixel value of those solutions. From the comparison mentioned earlier, we can see the effectiveness of the α-approximation TS-L 0 tiling strategy for avoiding the inconsistency between local and global L 0 -norm PU results caused by image tiling, i.e., the tiling accuracy of the α-approximation TS-L 0 tiling strategy is reliable in practice.
In the last experiment, we take the α-approximation TS-L 1 tiling strategy as an example to test the performance of the proposed tiling strategies on reducing the computational and peak memory consumption. To be specific, it is to explore while the interferogram size is increasing how much the computational and peak memory consumption can be saved by α-approximation TS-L 1 comparing with the global L 1 -norm processing. We consider eight simulated interferograms with different sizes as the inputs of this experiment (the image size is from 200 × 200 to 3000 × 3000 with an increment of 400 rows and 400 columns). In each interferogram, we consider that the reference terrain is the flat ground, i.e., the ideal wrapped phase of each simulated interferogram is a constant (we choose 0 here). In addition, some noise is also added on each simulated interferogram. The mean coherence coefficient of each simulated interferogram is 0.75, and the employed probability density function of the noise wrapped phase is described in [22] . Fig. 12(a) shows an example of the simulated interferogram (1000 × 1000 pixels). Fig. 12(b) shows the residue distribution of Fig. 12(a) (99 938 residues) , where value 1 denotes positive residue and value −1 denotes negative residue. It can be seen that the residues caused by pepper-and-salt noise are uniformly and densely distributed Fig. 12(b) . Table III shows the execution time and peak memory consumption of the global L 1 -norm PU processing and those when the α-approximation TS-L 1 tiling strategy is adopted (α value is chosen as 10 and 20, respectively), which are achieved through a single-core processing. The implementation environment of this experiment is MATLAB, and the L 1 -norm PU method is implemented by the linear programming method. From Table III , we can see that when the interferogram size is small (less than or equal to 1400×1400), the tilling execution time is greater than the global one sometimes. It means when the interferogram size is small, the computational reduction achieved from the α-approximation TS-L 1 tiling strategy is less than the execution time of itself, i.e., it is unworthy to use the α-approximation TS-L 1 tiling strategy for saving the running time when the size of input interferogram is small. However, when the interferogram size is larger than 1400 × 1400, the tilling execution time is much less than the global execution time. Moreover, we also can see that the tiling peak memory consumption is always much less than the global peak memory consumption. Fig. 12(c) exhibits the curves of the global and tiling execution times, and Fig. 12(d) exhibits the curves of the global and tiling peak memory consumptions. From the trends of the curves shown in Fig. 12(c) and (d) , it can be seen while the interferogram size is getting increasingly larger, the more the computational and peak memory consumption will be saved.
VII. CONCLUSION
With the rapid growth of the interferogram size, large-scale PU becomes a new thorny problem in InSAR technology.
To effectively solve this problem, the L 0 -norm and L 1 -norm envelope-sparsity theorems, which are sufficient conditions to exactly guarantee the consistency between local and global L 0 -norm and L 1 -norm PU solutions, are introduced and proved in this paper. Subsequently, based on these two theorems, the TS-L 0 and TS-L 1 tiling strategies are proposed. Through analyzing the tiling accuracy and the tiling resolution, we further improve the practicability of the proposed TS-L 0 and TS-L 1 tiling strategies as well. The experimental results demonstrate that TS-L 0 and TS-L 1 are two effective tiling strategies for the large-scale interferogram.
APPENDIX
In general, in order to prove a problem is an NP-hard problem, we should make a reduction from this problem to a known NP-hard problem in polynomial time. In our proof, it will be shown that designing an optimal L 0 -norm tiling strategy can be reduced to the L 0 -norm PU problem, which is an NP-hard problem. In the following paragraph, a lemma is proved first.
Lemma 1: In any L 0 -norm smallest subinterferogram (if it includes one residue set), the L 0 -norm branch cut is an MST.
Proof: To begin with, because of the definition of the smallest subinterferogram, all residues in the smallest subinterferogram should be connected together (if this smallest subinterferogram includes one residue set). That is to say, the branch cuts must be a spanning tree. Second, the L 0 -norm criterion enforces that this tree, i.e., the branch cuts, must have a minimal total length. Therefore, the branch cuts in any L 0 -norm smallest subinterferogram must be an MST.
Next, we will prove that designing an optimal L 0 -norm tiling strategy is an NP-hard problem.
Claim: Designing an optimal L 0 -norm tiling strategy ⇐⇒ solving the L 0 -norm PU problem.
Proof (⇐): All the residue sets of the input interferogram can be easily obtained by the L 0 -norm branch cut connection result. In this case, if we guarantee that each subinterferogram only includes zero or one residue set, all the subinterferograms will be the smallest subinterferograms. This means that we can use the solution of the L 0 -norm PU problem to design an optimal L 0 -norm tiling strategy.
Proof (⇒):
The optimal L 0 -norm tiling strategy can obtain all the smallest subinterferograms of the input interferogram. From Lemma 1, we know that the L 0 -norm branch cut in a smallest subinterferogram is an MST, which can be achieved in polynomial time (if this smallest subinterferogram includes one residue set). That is to say, we can use this tiling strategy to obtain the L 0 -norm branch cut connection. Q.E.D.
