In this paper we provide analytical and Monte Carlo evidence that Chow and Predictive tests can be consistent against alternatives that allow structural change to occur at either end of the sample. Attention is restricted to linear regression models that may have a break in the intercept. The results are based on a novel reparameterization of the actual and potential break point locations. Standard methods parameterize both of these locations as fixed fractions of the sample size. We parameterize these locations as more general integer valued functions. Power at the ends of the sample is evaluated by letting both locations, as a percentage of the sample size, converge to zero or one. We find that for a potential break point function, the tests are consistent against alternatives that converge to zero or one at sufficiently slow rates and are inconsistent against alternatives that converge sufficiently quickly. Monte Carlo evidence supports the theory though large samples are sometimes needed for reasonable power.
Introduction
In this paper we establish the consistency of tests designed to detect structural breaks in the intercept of a linear regression at the beginning and end of a sample of observations. Our results constrast with comments made within the structural break literature wherein it seems to be common knowledge that these tests are inconsistent against alternatives that allow breaks at the ends of the sample (e.g. Dufour, Ghysels and Hall, 1994) . Whether or not structural break tests are consistent is a serious issue since as documented by Stock and Watson (1996) , a large percentage of economic variables exhibit structural breaks across time. Whether or not tests for structural breaks in an intercept are consistent is of particular interest for forecasting agents since as noted by Clements and Hendry (1996) , structural breaks in the intercept is one of the most common reasons for real-time predictive failure. It is for this reason they recommend the use of intercept-corrections when constructing forecasts.
In this paper we apply novel asymptotics to standard Chow (1960) and Predictive (Ghysels and Hall, 1990 ) tests for structural change in the intercept of linear regression models. To derive the asymptotic behavior of these tests one has to specify both the location of the actual and the potential break. The standard approach is to define the location of the actual break as T B = [ B T] and the potential break as R = [T] for fixed fractions 0 <  B ,  < 1of the sample size T.
Asymptotics are derived by letting T diverge holding these fractions fixed. Power at the ends of the sample is derived by allowing  B to approach either zero or one.
The approach we take to detecting structural breaks at the ends of the sample is methodologically distinct. We parameterize the actual and potential break points as more general integer valued functions. As an example, suppose that we parameterize the location of the actual break as T B = T  [(1-)T b ], 0 < b < 1 and 0 <  < 1. By using this parameterization we are able to refine the notion of the "end" of the sample to the notion of "local to the end" of the sample. Note that using this parameterization, the ratio T B /T is allowed to converge to one in the same fashion as considered in previous work. The difference is that we can control the rates of convergence more delicately by allowing b to vary. Similarly, we can parameterize the location of the potential break as R = T  [(1-)T a ] 0 < a  1 and 0 <  < 1. By taking this approach we also allow the location of the potential break to be "local to the end" of the sample.
Note that by letting a = 1 we retain the standard method of selecting the potential break point.
Allowing for these more general integer valued functions we first derive the limiting null distributions of Chow and Predictive tests of structural change. We show that these tests are both asymptotically chi-square. As a corollary we are able to derive the limiting distribution of a max-Chow test designed to detect structural breaks at either the beginning or end of the sample.
We then derive the limiting behavior of these tests under the "local to the end" alternatives discussed above. We are able to show that Chow, max-Chow and Predictive tests can be consistent against such alternatives if the choice of potential break is chosen appropriately. We obtain the intuitive result that power increases as the distance between the actual and potential break decreases. Our results make clear that whether or not a test for structural change is consistent depends crucially on the particular definition of the "end" of the sample.
We conclude by examining the finite sample size and power of the tests using Monte Carlo experiments. As the theory suggests power increases the closer the potential break point is to the actual break point. In accordance with that result, for a fixed choice of the potential break we see that power of the test decreases as the actual break gets closer to the ends of the sample.
Theory
In this section we provide analytical results for Chow, max-Chow and Predictive tests for structural change. Throughout we maintain that there are no breaks on the interior of the sample and hence if a break occurs it does so at a location T B satisfying limT B /T  {0, 1}. In this way we consider our results as complementary to existing results on testing for structural breaks over the interior of the sample by Chow (1960) , Kramer, Ploberger and Alt (1988) , Ploberger, Kramer and Kontrus (1989) , Ghysels and Hall (1990) , Andrews (1993) , Sowell (1996) and Bai (1997) .
The following notation will be used. Forecasts and/or predictions of the scalar y t+1, t = 1,…,T, are generated using a (k 1 + 1 = k1) vector of covariates x 2,t = ' ' 1,t t,R (x ,d ) = ' ' t t,R (1,z ,d ) .
For the potential break location R the scalar d t,R denotes an indicator function that takes the value 1 if t > R and zero otherwise. A dummy variable for the actual break location
similarly. The ((k 1  1)  1) vector z t denotes the subset of predictors (other than a constant) that do not depend upon the sample size T. Since, under the alternative, we treat the actual break location T B as distinct from the potential break location R, it is useful to define the (k 1 + 1 = k1)
In all results we allow T B , R, P  T  R and P B  T  T B to diverge as the sample size T diverges. By using this asymptotic approximation we distinguish our results from others that treat P and P B as finite while still allowing R and T B to diverge. For example, using this approximation Andrews (2002) and Andrews and Kim (2003) that the test can be asymptotically chi-square under the null hypothesis even when the potential break point location is allowed to be at the end of the sample in the sense that either limR/T = 0 or 1. We then proceed to show that the test can be consistent against alternatives that are at the end of the sample in the sense that limT B /T = 0 or 1. Before doing so we need first provide a set of assumptions sufficient for the results.
Assumption 1: (a) The DGP satisfies y t+1 = ' * 3,t 3
x  + u t+1 with Ex 3,t u t+1  Eh 3,t+1 = 0 for all t with 
Assumption 1 is largely notational but is stated explicitly in order to make the relevant environment clear. We restrict attention to breaks in the intercept of OLS estimated linear regression models. As such we can map the alternative into testing whether or not the scalar takes the value zero. Assumptions 2 and 2′ are more substantive but are standard. The primary difference between these is that under the null we require that the subset of predictors z t be covariance stationary. Under the alternative we do not. We make this distinction explicit because we want to handle environments where lagged dependent variables are used as predictors and hence, when a break occurs, they will fail to be covariance stationary. The moment and mixing conditions are sufficient for application of weak convergence results in Hansen (1992) . The assumption that the population forecast errors are martingale differences insures that the asymptotic null distribution is pivotal but is not needed for consistency of the test. Note that we allow for the forecast errors to be conditionally heteroskedastic.
Chow Test
For the Chow test two linear models,
x β , i = 1,2, are each estimated using OLS. We denote the residuals associated with models 1 and 2 as 1,t+1 v = ' t+1 1,t 1,T y -x β and 2,t+1 v = ' t+1 2,t 2,T y -x β respectively. The actual statistic takes the form
The following Theorem provides the null limiting distribution of the Chow test allowing the potential break location to satisfy limR/T  [0, 1]. As we will see in Theorem 2.2, the ability of these tests to detect alternatives at the ends of the sample depends crucially upon the distance between the potential break point and the actual break point. In the notation of Corollary 2.1, W 2 has little power to detect alternatives at the beginning of the sample while W 1 has little power to detect alternatives at the end of the sample.
Clearly the max-Chow test overcomes the problem of testing for breaks when one is unwilling to assume that the hypothesized break is known to have occurred at a particular end of the sample. We now turn attention to the power of Chow tests. As previously noted we only consider power against alternatives that are local to the ends of the sample. We derive our results on the power of these tests in two steps. In the first we provide general propositions that show that the relationship between the location of the potential break and the actual break determines whether or not these tests will detect an alternative that is local to the end of the sample. In the second we specialize these results to a particular parameterization of these locations. T
(1 )T   and hence the test is consistent against alternatives for which 1/2 < b < 1 but is inconsistent against alternatives for which 0 < b  1/2. This is a somewhat surprising result since the case where limR/T  (0,1) is the standard one within the literature but within that literature it is 'known' (see Dufour, Ghysels and Hall (1994) for a discussion) that the test is inconsistent against alternatives at the ends of the sample. Our results show that result depends crucially upon the parameterization of the actual break point. Now suppose that we again use the same parameterization but with a  (0,1). Moreover suppose we use a conservative potential break point location so that R  T B and hence 0 < b  a < 1. This also corresponds to case (i) in Theorem 2.2. Similar arguments to that above reveal
and hence the test is consistent against alternatives for which a/2 < b  a but is inconsistent against alternatives for which 0 < b  a/2. This result makes clear that for any actual break point characterized by b there exists choices of potential break point parameters a such that the test is consistent. Note however that we also obtain the result that for any potential break point location parameter a there exist alternatives that the test will not detect.
Since we have assumed here that b  a we obtain the intuitive result that the optimal choice of potential break point location is to equate it to the actual break point location and hence a = b.
Suppose again that we are using this parameterization and a  (0,1). Moreover suppose we use an aggressive potential break point location so that R  T B and hence 0 < a  b < 1. This corresponds to case (ii) in Theorem 2.2. Similar arguments to that above reveal that P 2 B
T /RT  a (1-λ)T and hence the test is consistent against all alternatives for which a  b < 1. It is important to note here that this result essentially requires knowledge of the location of the break and hence consistency is not so surprising. The downside of this result is that the power of the test is increasing in a. That is, as we choose smaller values of a in order to insure consistency we are simultaneously lowering the rate at which the test diverges. Since we have assumed here that a  b we once again obtain the intuitive result that the optimal choice of potential break point location is to equate it to the actual break point location and hence a = b.
Predictive Test
Consider the Predictive (Ghysels and Hall, 1990 ) test for structural change in the intercept of a linear regression. This test is equivalent to a test of zero mean prediction error as discussed in the literature on out of-sample testing.
1
For that reason we are able to apply many existing results from West (1996) and West and McCracken (1998) when discussing the null asymptotics of these tests. Not all results follow from this previous work however. In particular, new null asymptotics are derived here for cases in which limR/T = 0.
For the Predictive tests only model 1 is estimated. We denote the 1-step ahead forecast error from this model as 1,t+1 u = ' t+1 1,t 1,t y -x β t = R,…,T. We consider three distinct means of constructing the forecasts: the recursive, rolling and fixed schemes. Under the recursive scheme, the regression parameters are reestimated with added data as forecasting moves forward through time and hence for t = R,…,T, 1,t  depends upon observations s = 1,..,t. Under the rolling scheme, only a fixed window of the past R observations are used and hence for t = R,…,T, 1,t  depends upon observations s = t  R + 1,..,t. Under the fixed scheme, forecasts are constructed in the same fashion as considered by Ghysels and Hall (1990) . That is, 1,t  is estimated only once using observations s = 1,..,R so that 1,t  = 1,R  for t = R,…,T.
Below we provide the formulas for the predictive tests. Following suggestions made in West (1996) and West and McCracken (1998) we consider Predictive tests of the form West (1996) considers the null asymptotics for the recursive scheme when 0  limR/T  1 while West and McCracken (1998) consider null asymptotics for the fixed and rolling schemes when 0 < limR/T  1. In Theorem 2.3 we provide new results for the rolling and fixed schemes when limR/T = 0. This is important since the previous results indicate that the power of Chow tests to detect breaks at the beginning of the sample is improved if we consider potential break points at the beginning of the sample. The same may hold for Predictive tests. Theorem 2.3 fills a gap in the literature on Predictive tests by showing that even if we let the potential break point be chosen close to the beginning of the sample we can still obtain an asymptotically chi-square test of the null. Since this is not a surprising result we now turn attention to the power of Predictive tests. As before we only consider power against single break alternatives that are local to the ends of the sample. We first derive general results on the power of these tests for arbitrary actual break locations T B and then we specialize these results to a particular parameterization of these locations.
Theorem 2.4:
Maintain Assumptions 1 and 2′ and consider the recursive scheme.
Theorem 2.5: Maintain Assumptions 1 and 2′ and consider the rolling scheme. The results for each forecasting scheme again clearly indicate that the relationships among R, P, T B and P B are crucial for determining whether the test will be consistent and at what rate it will diverge if it is. For the fixed scheme the orders of magnitude match those of the Chow test and as such are easily interpretable. Those for the rolling scheme are distinct but straightforward to calculate. This is not the case for the recursive scheme since closed form (asymptotic) approximations for terms like However, one can show that these are at least of the same order as those associated with the fixed schemes. For example, consider case (i) and let limT B /T = 1. Algebra reveals that
and hence the test is consistent against alternatives for which a/2 < b  a but inconsistent against those for which 0 < b  a/2.
Monte Carlo Evidence
In this section we provide Monte Carlo evidence on the usefulness of the Chow and while its power is usually lower than that using the recursive scheme. Results for the rolling Predictive test are subject to large size distortions (e.g. rejections frequencies near 60% for a nominally 5% test!). That the rolling test for zero mean prediction error is subject to large size distortions is also found in West and McCracken (1998) .
Monte Carlo Design
The data-generating process has the representation is constructed we assume that the choice of potential break locations is symmetric in the sense that R 1 = T  R 2 and hence the same value of b can be associated with each of the two potential break points. Note that as a practical matter, we model the potential breaks as indicating that a break occurs between time R and R+1 and hence any dummy variables used in the construction of the test take the value zero at time R and take the value 1 at time R+1. Table 1 reports the numerical values for the actual and potential break locations associated with the parameterization discussed above. These locations vary with the sample size T but do so more slowly than they would if we were using the standard parameterization [T] for the actual and potential break points. Note that for a fixed value of T, there is no variation in the location of the actual and potential break point locations for small values of a and b. This, along with the finite sample sizes, implies that there are instances in which the tests cannot be numerically constructed. For instance to construct the recursive Predictive test we require that P is at least equal to two and R is at least equal to 1. Similarly, for the Chow test we need both R and P to be at least equal to one. As we will see in the tables there are times where the tests cannot be constructed and these are denoted "N.A.".
When the tests can be constructed we do so using an OLS estimated linear regression model for the variable y t+1 . The linear model always includes an intercept and first lags of both y t+1 and x t as predictors. At times the linear model includes the dummy variable d t,R indicating the location of the potential break as necessary for construction of the relevant test statistic. increases from 100 to 3200.
Size Results
In the second and third panels of Table 2 regardless of the parameter a. Table 3 reports the actual size of 5% nominal tests for each of the three test statistics when the potential break location is at the beginning of the sample. In each of the three panels the actual size of the test remains near 5% for all sample sizes and potential break locations.
Power Results
Tables 4 -6, 7 -9 and 10 -12 provide evidence on the power of the three tests when we allow the locations of the potential and actual break points to vary while holding the sample sizes fixed at T = 200, 800, 3200. Tables 4, 7 Recall that the theory from Section 2 suggests that when the actual and potential break points are the same, the power of the test should increase as the actual break point approaches the interior of the sample. For example, in the first panel of Table 7 In the first panel of Table 8 Since the actual breaks are at the end of the sample the theory predicts that when the potential break is at the beginning of the sample we should observe substantially reduced power.
In the second panel of Table 10 
Comparisons Among the Three Tests
There are some clear relationships among the three test statistics in terms of power. Recall that in each of the power simulations the actual break occurs at the end of the sample. In such an environment we expect that the Chow tests, with potential break points chosen at the end of the sample, will have greater power than the max-Chow tests. Since Chow tests constructed at the beginning of the sample have no power to detect breaks at the end of the sample it seems likely that the power of max-Chow tests will be reduced regardless of the fact that asymptotically appropriate critical values are being used. This is usually the case when the actual and potential break point parameters are large. For example, in the first panel of Table 5 Tables 6, 9 and 12 however, we find that it usually the case that the max-Chow dominates the recursive Predictive test.
Conclusion
In this paper we provide a set of refined asymptotics for standard Chow and Predictive tests for structural change in the intercept from a linear regression. By treating the locations of the actual and potential break point locations as general integer valued functions we are able to establish the behavior of these tests under the null of no breaks and under a collection of alternatives that allow for breaks to occur "local to the end" of the sample. In particular we establish that the tests are asymptotically chi-square under the null and can be consistent against a range of alternatives. In doing so we also establish the rates at which the tests diverge against these alternatives. Monte Carlo simulations verify the asymptotic results and suggests that the tests can be useful in large samples. 
Assumption 2 suffices for each of F 1 ,
Moreover we obtain
since under the null, z s is covariance stationary.
By continuity we then obtain
Given Assumption 2, Theorem 3.2 of Hall and Heyde (1980) . Since the forecast errors are uncorrelated we also know that these two terms are asymptotically independent.
Choosing limR/T appropriately we obtain cases (i) -(iii) in the Theorem. 
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    is of lower order than the third term follows from similar arguments to those used to derive the order of the third term. We therefore proceed to deriving the order of the third term.
Recall that under the alternative hypothesis and compute the term
If we now consider the two cases the above term can be rewritten as
Assumption 2′ suffices for each of F 1 ,
. By continuity we then know that each of
are O p (1) with strictly positive probability limits. This implies that the order of magnitude of the statistic is determined by the lead terms in the right-hand side of the previous equality and we have the desired result. T /R 2 T). The result is immediate since R 2 > R 1 implies P 1 /R 1 > P 2 /R 2 .
(ii) From Theorem 2.2 w know that W 1 = O p (R 1 2 B P /P 1 T) while W 2 = O p (R 2 2 B P /P 2 T). The result is immediate since R 2 > R 1 implies R 1 /P 1 < R 2 /P 2 .
(iii) The result is trivial given continuity of the max[.,.] function. (R/T) P u  . Adding and subtracting appropriate terms we obtain
since under the null, z t is covariance stationary. By continuity we then obtain
The result then follows from Theorem 2.1 since this expansion is identical to that for the Chow test. We therefore obtain the additional result that the fixed Predictive test and the Chow are asymptotically equivalent in probability.
Consider the rolling scheme with limR/T = 0. It is straightforward to show that Adding and subtracting appropriate terms we obtain -1/2 T t=R 1,t+1
Consider the second right hand side term in (1). Note that under the null ' -1 1,t 1,t (Ex x ) = B 1 and Ex 1,t = F since z t is covariance stationary. Using the identities B 1 (t) = [B 1 (t)  B 1 ] + B 1 and
We will now show that the latter three right-hand side terms in (2) are o p (1). For both the second and third terms note that by taking absolute values we obtain
Assumption 2 is sufficient to show that each of 
is Op(1) follows from Assumption 2 and Theorem 3.1 of Hansen (1992) . The result follows since P/R 2 is o(1) and B is finite.
Now return to the expression in (1). Note that since x 1,t contains 1 in the first element, FB 1 = (-1, 0, 0, …, 0). Since this also implies that the first element of h 1,s+1 is u s+1 , we obtain -1/2 T t=R 1,t+1
Now decompose A 2 is precisely the first (P-R) terms in
A 3 ]. Algebra then reveals that
To show that the limiting variance of the sum is (2/3) first note that each of the two terms is uncorrelated with the other. Taking expectations and rearranging terms we find that
If we add the two components we obtain Var(
. Using an argument akin to that in West (1996) we know that
. From this we obtain the desired result.
We must then show that
is asymptotically normal. Define the sequence Z t,T = tR 
Proof of Theorem 2.4:
It is straightforward to show that -1 2 T t=R 1,t+1 P u   p  > 0 and hence we proceed immediately to the numerator. Adding and subtracting terms we obtain the expansion -1/2 T t=R 1,t+1
That the first three right-hand side terms above are bounded in probability follows from arguments like those in Theorem 2.3. We now show that the fourth term is the appropriate order.
Recall that x 3,t contains the term 
Algebra then reveals that
For each of the possible two right-hand side terms the lead term has the highest order. Cases (i) and (ii) follow from squaring those terms. (P / R) ).
For the final term note that T < min[R,P] -R z )
t-T -(P ( 1)) R P < T R -P (R z -Ez ) F ((t-T )R z -R z ) (R/T) P x (JB (t)J B (t)-I)β  .
That the first three terms are O p (1) follows arguments like those in Theorem 2.3. We must therefore show that the third term is the appropriate order.
Since the fixed scheme is being used the third term can be rewritten as 1/2 -1/2 ' -1 * T t=R 3,t 1 3 3
(R/T) P x (JB (t)J'B (t)-I)β  = 1/2 -1 ' ' -1 * T t=R 3,t 1 3 3
(RP/T) (P x )(JB (R)J B (R)-I)β  .
We must consider separately the cases in which R > T B or R  T B . Doing so we find that (R z z -(R z )(R z ))    . The lead term in each of the above cases is the higher order term. Cases (i) and (ii) follow from squaring these terms.
