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Résumé
Problèmes d’Inclusions Couplées : Éclatement, Algorithmes et Applications
Cette thèse est consacrée à la résolution de problèmes d’analyse non linéaire multivoque dans
lesquels plusieurs variables interagissent. Le problème générique est modélisé par une inclusion
vis-à-vis d’une somme d’opérateurs monotones sur un espace hilbertien produit. Notre objectif
est de concevoir des nouveaux algorithmes pour résoudre ce problème sous divers jeux d’hy-
pothèses sur les opérateurs impliqués et d’étudier le comportement asymptotique des méthodes
élaborées. Une propriété commune aux algorithmes est le fait qu’ils procèdent par éclatement en
ceci que les opérateurs monotones et, le cas échéant, les opérateurs linéaires constitutifs du mo-
dèle agissent indépendamment au sein de chaque itération. Nous abordons en particulier le cas
où les opérateurs monotones sont des sous-différentiels de fonctions convexes, ce qui débouche
sur de nouveaux algorithmes de minimisation. Les méthodes proposées unifient et dépassent lar-
gement l’état de l’art. Elles sont appliquées aux inclusions monotones composites en dualité, aux
problèmes d’équilibre, au traitement du signal et de l’image, à la théorie des jeux, à la théorie du
trafic, aux équations d’évolution, aux problèmes de meilleure approximation et à la décomposi-
tion de domaine dans les équations aux dérivées partielles.
Mots-clés : analyse convexe, décomposition d’images, décomposition de domaine, équilibre de
Nash, inclusions d’évolution, inclusions monotones en dualité, opérateur maximalement mo-
notone, problème d’équilibre, problème de point fixe, reconstruction d’images, restauration
d’images, théorie du signal, théorie du trafic.
Resumen
Problemas de Inclusiones Acopladas : Separación, Algoritmos y Aplicaciones
Esta tesis está dedicada a la resolución de problemas de análisis no lineal multievaluado en los
cuales varias variables interactúan. El problema general es modelado a través de una inclusión
que involucra una suma de operadores monótonos en un espacio de Hilbert producto. Nuestro
objetivo es concebir nuevos algoritmos para resolver este problema bajo diversos conjuntos de
hipótesis sobre los operadores implicados y estudiar el comportamiento asintótico de los métodos
elaborados. Una propiedad común a los algoritmos es que actuan por separación en el hecho que
los operadores monótonos y, si los hay, los operadores lineales constituyentes del modelo actúan
independientemente en cada iteración. En particular abordamos el caso donde los operadores
monótonos son subdiferenciales de funciones convexas, lo que da lugar a nuevos algoritmos de
minimización. Los métodos propuestos unifican y superan ampliamente el estado del arte. Estos
son aplicados a inclusiones monótonas en dualidad, a problemas de equilibrio, al tratamiento de
señales e imágenes, a la teoría de juegos, a la teoría de tráfico, a las ecuaciones de evolución, a
problemas de mejor aproximación y a la decomposición de dominio en ecuaciones de derivadas
parciales.
Palabras clave : análisis convexo, descomposición de imágenes, descomposición de dominio,
equilibrio de Nash, inclusiones de evolución, inclusiones monótonas en dualidad, operador maxi-
malmente monótono, problemas de equilibrio, problema de punto fijo, reconstrucción de imá-
genes, restauración de imágenes, teoría de señales, teoría de tráfico.
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Abstract
Coupled Inclusions Problems : Splitting, Algorithms, and Applications
This thesis is devoted to solving problems in set-valued nonlinear analysis in which several va-
riables interact. The generic problem is modeled by an inclusion involving a sum of monotone
operators in a product Hilbert space. Our objective is to design new algorithms for solving this
problem under various sets of hypotheses on the underlying operators, and to study the asymp-
totic behavior of the resulting methods. A common property of the algorithms is the fact that
they proceed by splitting in that the monotone operators and, if any, the linear operators present
in the model act independently at each iteration. In particular, we address the case when the
monotone operators are subdifferentials of convex functions, which leads to new minimization
algorithms. The proposed methods unify and significantly extend the state-of-the art. They are
applied to monotone inclusions in duality, to equilibrium problems, to signal and image pro-
cessing, to game theory, to traffic theory, to evolution inclusions, to best approximation, and to
domain decomposition in partial differential equations.
Key words : composite fixed point problems, convex analysis, domain decomposition, equili-
brium problems, evolution inclusions, image decomposition, image reconstruction, image resto-
ration, maximally monotone operators, monotone inclusions in duality, Nash equilibrium, signal
theory, traffic theory.
xiv
Notations et Glossaire
Les notations suivantes seront utilisées dans toute la thèse. De plus, nous rappelons
certaines définitions de base en analyse convexe.
Notations générales
• H,H1, . . . ,Hm,G,G1, . . . ,Gp : Espaces de Hilbert réels.
• 〈· | ·〉 : Produit scalaire des espaces H, H1, . . .Hm et G,G1, . . . ,Gp.
• 2H : Ensemble des parties de H.
• H = H1 ⊕ · · · ⊕ Hm : Somme hilbertienne directe.
• 〈〈· | ·〉〉 : ((xi)1≤i≤m, (yi)1≤i≤m) 7→
∑m
i=1 〈xi | yi〉 : Produit scalaire de l’espace H.
• Γ0(H) : Famille de fonctions convexes, propres et semi-continues inférieurement
de H dans ]−∞,+∞].
• B (H,G) : Espace d’opérateurs linéaires et bornés de H dans G.
• L∗ : Adjoint de l’opérateur L ∈ B (H,G).
• → : Convergence forte.
• ⇀ : Convergence faible.
• lim xn : Limite supérieure de la suite (xn)n∈N de H.
• lim xn : Limite inférieure de la suite (xn)n∈N de H.
Soit C un sous-ensemble non vide de H.
• ιC : x 7→
{
0, si x ∈ C ;
+∞, si x 6∈ C : Fonction indicatrice de C.
• dC : x 7→ infy∈C ‖x− y‖ : Fonction distance à C associée à la norme ‖ · ‖ =
√〈· | ·〉.
• σC : x 7→ supy∈C 〈x | y〉 : Fonction d’appui de C.
• PC : Projecteur sur le sous-ensemble convexe fermé non vide C de H.
• NC : x 7→
{{
u ∈ H | (∀y ∈ C) 〈u | y − x〉 ≤ 0} si x ∈ C
∅ sinon
: Opérateur cône nor-
mal à C.
• C⊥ : Orthogonal d’une partie C de H.
xv
Notations et définitions relatives à un opérateur multivoque A : H → 2H
• domA = {x ∈ H | Ax 6= ∅} : Domaine de A.
• grA = {(x, u) ∈ H2 | u ∈ Ax} : Graphe de A.
• A−1 : H → 2H : u 7→ {x ∈ H | u ∈ Ax} : Inverse de A.
• FixA = {x ∈ H | x ∈ Ax} : Points fixes de A.
• zerA = {x ∈ H | 0 ∈ Ax} : Zéros de A.
• ranA = {u ∈ H | (∃x ∈ H) u ∈ Ax} : Image de A.
• JA = (Id+A)−1 : Résolvante de A.
• RA = 2JA − Id : Opérateur de réflexion de A.
• γA = (Id−JγA)/γ : Approximation de Yosida de A d’indice γ ∈ ]0,+∞[.
• A est monotone :
(∀(x, u) ∈ grA)(∀(y, v) ∈ grA) 〈x− y | u− v〉 ≥ 0.
• A est maximalement monotone :
(∀(x, u) ∈ H ⊕H)
(
(x, u) ∈ grA⇔ (∀(y, v) ∈ grA) 〈x− y | u− v〉 ≥ 0
)
.
• A est demirégulier en x ∈ domA :
(∀((xn, un))n∈N ∈ (grA)N)(∀u ∈ Ax)
{
xn ⇀ x
un → u
⇒ xn → x.
Quelques définitions relatives à un opérateur univoque T : H → H
• L’ensemble des points fixes de T :
FixT =
{
x ∈ H | Tx = x}.
• T est lipschitzien de constante χ ∈ ]0,+∞[ (ou T est χ–lipschitzien) :
(∀(x, y) ∈ H2) ‖Tx− Ty‖ ≤ χ‖x− y‖.
• T est une contraction stricte : T est χ–lipschitzien avec χ ∈ ]0, 1[.
• T est une contraction : T est χ–lipschitzien avec χ ∈ ]0, 1].
• T est une contraction α–moyennée, avec α ∈ ]0, 1[ : T vérifie l’une des conditions
équivalentes suivantes :
(a) (∀(x, y) ∈ H2) ‖Tx− Ty‖2 + (1− 2α)‖x− y‖2 ≤ 2(1− α) 〈x− y | Tx− Ty〉
(b) (∀(x, y) ∈ H2) ‖Tx− Ty‖2 ≤ ‖x− y‖2 − 1− α
α
‖(Id−T )x− (Id−T )y‖2.
• T est une contraction ferme : T est une contraction 1/2–moyennée.
• T est β–cocoercif, où β ∈ ]0,+∞[ : βT est une contraction ferme.
xvi
Notations relatives à une fonction ϕ ∈ Γ0(H)
• Domaine de ϕ
domϕ =
{
x ∈ H | ϕ(x) < +∞}.
• Ensemble des minimiseurs de ϕ
Argminϕ.
• Le minimiseur de ϕ en cas d’unicité
argminϕ(H) ou argmin
y∈H
ϕ(y).
• Conjuguée de ϕ
ϕ∗ : u 7→ sup
x∈H
( 〈x | u〉 − ϕ(x)).
• Enveloppe de Moreau d’indice γ ∈ ]0,+∞[ de ϕ
γϕ : x 7→ inf
y∈H
(
ϕ(y) +
1
2γ
‖x− y‖2
)
.
• Le sous-différentiel de ϕ en x ∈ domϕ
∂ϕ(x) =
{
u ∈ H | (∀y ∈ H) 〈y − x | u〉+ ϕ(x) ≤ ϕ(y)}.
• L’opérateur proximal de ϕ
proxϕ : H → H : x 7→ argmin
y∈H
(
ϕ(y) +
1
2
‖x− y‖2
)
.
• La section inférieure de ϕ hauteur η ∈ R
lev≤η ϕ =
{
x ∈ H | ϕ(x) ≤ η}.
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Chapitre 1
Introduction
1.1 Présentation générale et objectifs
Cette thèse est consacrée au problème d’analyse non linéaire multivoque suivant.
Problème 1.1 Soient m et q des entiers strictement positifs. Soient (Hi)1≤i≤m des es-
paces de Hilbert réels et, pour tout j ∈ {1, . . . , q}, soitAj : H1⊕· · ·⊕Hm → 2H1⊕···⊕Hm un
opérateur maximalement monotone. Le problème est de trouver un zéro deA1+· · ·+Aq,
i.e.,
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que (0, . . . , 0) ∈
q∑
j=1
Aj(x1, . . . , xm). (1.1)
Comme nous le verrons, la formulation ci-dessus permet de modéliser une vaste
classe de problèmes en analyse non-linéaire où plusieurs variables interagissent. En par-
ticulier, entrent dans ce cadre des problèmes de traitement du signal [6, 7, 8, 9, 23,
30, 31, 40, 48, 77, 78], de la théorie du trafic [18, 19, 39, 59, 60, 66, 68], d’économie
[32, 33, 37, 47, 57], de la théorie des jeux [2, 4, 55, 60, 76], d’admissibilité [12, 25, 28],
de point selle [63], de meilleure approximation [10, 11, 16, 23, 34], de décomposition
de domaine dans les équations aux dérivées partielles [62, 70, 74], d’équations aux
dérivées partielles [38, 41, 51, 79] et d’inclusions d’évolution [5, 42, 69].
Plusieurs algorithmes pour résoudre le Problème 1.1 existent dans la littérature
dans le cas où m = 1 ; ils seront décrits dans la Section 1.2. Cependant, pour le cas
m ≥ 2, seulement des cas très particuliers du Problème 1.1 peuvent être résolus. Le
cadre plus général étudié dans la littérature est le cas où m = 2, H1 = H2 = H, q = 2,
A1 : (x1, x2) 7→ A1x1 ×A2x2, où A1 et A2 sont des opérateurs maximalement monotones
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dans H, et A2 : (x1, x2) 7→ (x1 − x2, x2 − x1). Dans ce cas, le Problème 1.1 s’écrit
trouver x1 ∈ H et x2 ∈ H tels que
{
0 ∈ A1x1 + x1 − x2
0 ∈ A2x2 + x2 − x1.
(1.2)
Ce problème a été résolu dans [17] à l’aide d’une méthode inspirée de l’algorithme
des projections alternées [58] et de certains développements ultérieurs [1, 24, 34]. La
méthode alterne le calcul des résolvantes de A1 et A2, et ne semble pas extensible au cas
de plus de deux composantes qui appartiennent aux espaces hilbertiens différents ou de
plus de deux opérateurs.
La principale motivation de cette thèse est de fournir des méthodes de résolution
du Problème 1.1 sous divers jeux d’hypothèses et de les appliquer à certains problèmes
concrets d’analyse non-linéaire. Les méthodes que nous proposons procèdent par éclate-
ment en ceci que chaque opérateur présent dans le modèle est utilisé individuellement
à chaque itération de l’algorithme. Historiquement, les méthodes d’éclatement d’opéra-
teurs trouvent leurs racines dans certaines méthodes de résolution de problèmes non
linéaires, par exemple [52, 53, 61].
Nous ne nous proposons pas d’examiner les questions d’existence ou d’unicité des
solutions du Problème 1.1 puisque ces questions sont déjà amplement traitées dans la
littérature [5, 15, 64, 65, 79].
Dans le Problème 1.1, nous étudierons avec attention le cas où q = 2, i.e.,
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que
(0, . . . , 0) ∈ A1(x1, . . . , xm) +A2(x1, . . . , xm). (1.3)
En particulier, nous examinerons le cas où A1 est séparable, c’est-à-dire,
A1 : (xi)1≤i≤m 7→ A1x1 × · · · × Amxm, (1.4)
où (Ai)1≤i≤m sont des opérateurs maximalement monotones et A2 est univoque. Nous
nous pencherons notamment sur le cas où, pour tout i ∈ {1, . . . , m}, Ai est le sous-
différentiel d’une fonction dans Γ0(Hi) et A2 est le gradient d’une fonction dans
Γ0(H1⊕· · ·⊕Hm), ce que nous permettra d’étudier certains problèmes de minimisation.
D’autres méthodes seront proposées lorsqueA1 n’est pas séparable etA2 est multivoque
et nous étudierons attentivement des cas particuliers pour résoudre des problèmes de
minimisation liés à ce cadre. Des algorithmes seront proposées pour le cas général où
q ≥ 2 opérateurs interviennent et nous illustrerons la flexibilité de toutes ces méthodes
à travers des applications à la théorie des jeux, au traitement d’images, à la décompo-
sition de domaine dans les équations aux dérivées partielles, à la théorie du trafic, aux
inclusions d’évolution couplées et d’autres problèmes.
De plus, nous nous pencherons sur une application du problème (1.3) aux inclusions
primale
trouver x ∈ H tel que z ∈ Ax+ L∗(B(Lx− r)) (1.5)
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et duale
trouver v ∈ G tel que − r ∈ −L(A−1(z − L∗v)) +B−1(v), (1.6)
où H et G sont des espaces hilbertiens, z ∈ H, r ∈ G, A : H → 2H et B : G → 2G sont des
opérateurs maximalement monotones, et L ∈ B (H,G). Nous proposerons une méthode
pour trouver simultanément des solutions de (1.5) et (1.6) à partir d’un algorithme qui
résout le problème (1.3) dans le cas m = 2 pour un choix approprié des opérateurs A1
et A2.
Par ailleurs, nous développerons une méthode pour résoudre des problèmes de
point fixe composites sous contraintes. La méthode, avec un choix approprié des opé-
rateurs concernés, généralisera en particulier l’approche étudiée dans [75] pour la réso-
lution de certaines inclusions monotones.
1.2 Algorithmes d’éclatement d’opérateurs existants
La plupart des méthodes proposées dans la thèse sont basées sur des formulations
originales dans des espaces produits adéquats d’algorithmes d’éclatement d’opérateurs
existants. Dans cette section, nous passons en revue ces algorithmes, qui permettent de
résoudre le Problème 1.1 en présence d’une seule composante (m = 1).
1.2.1 Méthode explicite-implicite
Cet algorithme permet de résoudre le problème suivant.
Problème 1.2 Soit β ∈ ]0,+∞[, soit A : H → 2H un opérateur maximalement monotone
et soit B : H → H un opérateur β–cocoercif. Le problème est de
trouver x ∈ H tel que 0 ∈ Ax+Bx. (1.7)
Notons que le Problème 1.2 correspond au cas particulier du Problème 1.1 oùm = 1,
q = 2, A1 = A et A2 = B, avec l’hypothèse additionnelle de cocoercivité sur A2.
Dans la suite nous énonçons une version de la méthode explicite-implicite dévelop-
pée dans [26] pour résoudre le Problème 1.2 (voir [3, 26] et leurs bibliographies pour
l’historique).
Algorithme 1.3 Soient (an)n∈N et (bn)n∈N des suites dansH. On génère une suite (xn)n∈N
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comme suit.
Initialisation⌊
ε ∈ ]0,min{1, β}[
x0 ∈ H
Pour n = 0, 1, . . .
γn ∈ [ε, 2β − ε]
λn ∈ [ε, 1]
zn = xn − γn(Bxn + bn)
yn = JγnAzn + an
xn+1 = xn + λn(yn − xn).
(1.8)
Proposition 1.4 ([26, Corollary 6.5]) On suppose que zer(A +B) 6= ∅ et que∑
n∈N
‖an‖ < +∞ et
∑
n∈N
‖bn‖ < +∞. (1.9)
Alors la suite (xn)n∈N engendrée par l’Algorithme 1.3 converge faiblement vers un zéro de
A+B.
1.2.2 Méthode explicite-implicite-explicite
Cette méthode permet de résoudre un problème plus général que le Problème 1.2
en permettant que l’opérateur B soit lipschitzien au lieu d’être cocoercif.
Problème 1.5 Soit β ∈ ]0,+∞[, soient A : H → 2H et B : H → H deux opérateurs
maximalement monotones et supposons que B soit β−1–lipschitzien. Le problème est de
trouver x ∈ H tel que 0 ∈ Ax+Bx. (1.10)
Notons que le Problème 1.5 correspond au cas particulier du Problème 1.1 oùm = 1,
q = 2, A1 = A et A2 = B.
L’algorithme proposé dans [75] résout un problème plus général que le Pro-
blème 1.5 en considérant de plus une contrainte dans (1.10) et un opérateur B dont
le domaine n’est pas nécessairement tout l’espace.
La méthode explicite-implicite-explicite trouve ses racines dans des méthodes de
résolution d’inéquations variationnelles [43, 45, 46, 49, 50]. Nous présentons ici le cas
sans contrainte de l’algorithme proposé dans [75] pour résoudre le Problème 1.5. Nous
reviendrons au cas général au Chapitre 8.
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Algorithme 1.6 On génère une suite (xn)n∈N comme suit.
Initialisation⌊
ε ∈ ]0, β/2[
x0 ∈ H
Pour n = 0, 1, . . .
γn ∈ [ε, β − ε]
yn = xn − γnBxn
pn = JγnAyn
qn = pn − γnBpn
xn+1 = xn − yn + qn.
(1.11)
Le résultat suivant est une conséquence de [75, Theorem 3.4(b)].
Proposition 1.7 On suppose que zer(A + B) 6= ∅. Alors la suite (xn)n∈N engendrée par
l’Algorithme 1.6 converge faiblement vers un zéro de A+B.
1.2.3 Méthode de Douglas-Rachford
On ici considère un problème plus général que le Problème 1.5, en supposant sim-
plement que B soit multivoque et maximalement monotone.
Problème 1.8 Soient A : H → 2H et B : H → 2H deux opérateurs maximalement mono-
tones. Le problème est de
trouver x ∈ H tel que 0 ∈ Ax+Bx. (1.12)
Notons que le Problème 1.8 correspond au cas particulier du Problème 1.1 oùm = 1,
q = 2, A1 = A et A2 = B.
Cette méthode a été proposée initialement dans [54] (voir aussi [26, 27, 36] et leur
bibliographies). Nous énonçons à présent la version de l’algorithme de Douglas-Rachford
donnée dans [27].
Algorithme 1.9 Soient (an)n∈N et (bn)n∈N des suites dans H. On génère des suites
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(xn)n∈N et (yn)n∈N comme suit.
Initialisation⌊
γ ∈ ]0,+∞[
x0 ∈ H
Pour n = 0, 1, . . .
λn ∈ ]0, 2[
yn = JγBxn + bn
zn = JγA(2yn − xn) + an
xn+1 = xn + λn(zn − yn).
(1.13)
Proposition 1.10 ([27, Theorem 2.1]) Soient (xn)n∈N et (yn)n∈N les suites engendrées
par l’Algorithme 1.9. Supposons que zer(A +B) 6= ∅, et que∑
n∈N
λn(‖an‖+ ‖bn‖) < +∞ et
∑
n∈N
λn(2− λn) = +∞. (1.14)
Alors nous avons les résultats suivants.
(i) xn ⇀ x ∈ H et JγBx ∈ zer(A+B).
(ii) Supposons que JγB soit faiblement séquentiellement continu et que bn ⇀ 0. Alors la
suite (yn)n∈N converge faiblement vers un zéro de A +B.
(iii) Supposons que A = ND, où D est un sous-espace affine fermé de H. Alors la suite
(JγAxn)n∈N converge faiblement vers un zéro de A+B.
(iv) Supposons que A = ND, où D est un sous-espace vectoriel fermé de H. Alors la suite
(JγAyn)n∈N converge faiblement vers un zéro de A+B.
Remarque 1.11 Dans [73] il a été très récemment montré que la suite (yn)n∈N engen-
drée par l’Algorithme 1.9 converge faiblement vers un zéro de A +B avec un processus
d’erreurs (bn)n∈N moins général et pour le cas où λn ≡ 1 (voir aussi [15, Theorem 25.6]
pour le cas correspondant à (1.14) sans erreurs).
1.2.4 Méthode parallèle basée sur Douglas-Rachford
Nous décrivons ici une méthode pour trouver un zéro de la somme de q ≥ 2 opéra-
teurs maximalement monotones.
Problème 1.12 Soit q ≥ 2 un entier, soient (ωj)1≤j≤q des nombres réels dans ]0, 1[ tels
que
∑q
j=1 ωj = 1 et soient (Aj)1≤j≤q des opérateurs maximalement monotones deH vers
2H. Le problème est de
trouver x ∈ H tel que 0 ∈
q∑
j=1
ωjAjx. (1.15)
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Notons que le Problème 1.12 correspond au cas particulier du Problème 1.1 où
m = 1 et, pour tout j ∈ {1, . . . , q}, Aj = ωjAj.
Dans la suite nous énonçons une méthode développée dans [27] pour résoudre
le Problème 1.12. La méthode est basée sur l’algorithme de Douglas-Rachford appliqué
dans un espace produit et tolère des erreurs dans le calcul des résolvantes des opérateurs
(Aj)1≤j≤q (voir [27] pour le lien avec l’algorithme parallèle proposé dans [72], qui est
basé sur la méthode des inverses partiels).
Algorithme 1.13 Pour tout j ∈ {1, . . . , q}, soit (aj,n)n∈N une suite dans H. On génère
une suite (pn)n∈N comme suit.
Initialisation γ ∈ ]0,+∞[Pour j = 1, . . . , q
⌊ xj,0 ∈ H
Pour n = 0, 1, . . .
pn =
∑r
j=1 ωjxj,n
Pour j = 1, . . . , q
⌊ yj,n = JγAjxj,n + aj,n
zn =
∑q
j=1 ωjyj,n
λn ∈ ]0, 2[
Pour j = 1, . . . , q
⌊ xj,n+1 = xj,n + λn(2zn − pn − yj,n).
(1.16)
Proposition 1.14 ([27, Theorem 2.5]) Supposons que zer(
∑q
j=1 ωjAj) 6= ∅, et que
max
1≤j≤q
∑
n∈N
λn‖aj,n‖ < +∞ et
∑
n∈N
λn(2− λn) = +∞. (1.17)
Alors la suite (pn)n∈N engendrée par l’Algorithme 1.13 converge faiblement vers un zéro de∑q
j=1 ωjAj.
1.2.5 Méthode parallèle de type Dykstra
Cette méthode résout le problème fortement monotone suivant.
Problème 1.15 Soit q ≥ 2 un entier, soit z ∈ H, soient (Aj)1≤j≤q−1 des opérateurs
maximalement monotones de H vers 2H, et soient (ωj)1≤j≤q−1 des nombres réels dans
]0, 1[ tels que
∑q−1
j=1 ωj = 1. Le problème est de
trouver x ∈ H tel que z ∈ x+
q−1∑
j=1
ωjAjx. (1.18)
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Notons que le Problème 1.15 correspond au cas particulier du Problème 1.1 où
m = 1, pour tout j ∈ {1, . . . , q− 1}, Aj = ωjAj etAq : x 7→ x− z. Dès que l’opérateurAq
est fortement monotone, nous pouvons assurer l’existence et l’unicité de la solution du
Problème 1.15 : la solution unique est x = JBz, où B =
∑q−1
j=1 ωjAj.
Dans la suite nous énonçons la méthode proposée dans [27] qui tolère des erreurs
dans le calcul des résolvantes des opérateurs (Aj)1≤j≤q−1. La méthode généralise la mé-
thode de Dykstra parallèle pour trouver un point dans l’intersection de convexes [20, 35]
(voir [13, 27] et leur références pour l’historique).
Algorithme 1.16 Pour tout j ∈ {1, . . . , q−1}, soit (aj,n)n∈N une suite dansH. On génère
une suite (xn)n∈N comme suit.
Initialisation x0 = zPour j = 1, . . . , q − 1
⌊ zj,0 = x0
Pour n = 0, 1, . . .
Pour j = 1, . . . , q − 1
⌊ yj,n = JAjzj,n + ai,n
xn+1 =
q−1∑
j=1
ωjyj,n
Pour j = 1, . . . , q − 1
⌊ zj,n+1 = xn+1 + zi,n − yi,n.
(1.19)
Proposition 1.17 ([27, Theorem 3.3]) On suppose que z ∈ ran(Id+∑q−1j=1 ωjAj) et que,
pour tout j ∈ {1, . . . , q − 1}, ∑n∈N ‖aj,n‖ < +∞. Alors la suite (xn)n∈N engendrée par
l’Algorithme 1.16 converge fortement vers JBz, où B =
∑q−1
j=1 ωjAj .
1.3 Organisation de la thèse
Au Chapitre 2 nous étudions le cas particulier du Problème 1.1 où q = 2,
A1 : (xi)1≤i≤m 7→ ×mi=1Aixi, (Ai)1≤i≤m sont des opérateurs maximalement monotones et
A2 : (xi)1≤i≤m 7→ (Bi(x1, . . . , xm))1≤i≤m est cocoercif. Dans ce cas, le Problème 1.1 donne
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que

0 ∈ A1x1 +B1(x1, . . . , xm)
...
0 ∈ Amxm +Bm(x1, . . . , xm)
(1.20)
et nous proposons de le résoudre avec une méthode basée sur l’algorithme d’éclatement
explicite-implicite décrit dans la Section 1.2.1. Cet algorithme est appliqué ensuite à la
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résolution d’inclusions d’évolution couplées et de problèmes de minimisation. Parmi ces
derniers, nous examinons des problèmes de meilleure approximation et des problèmes
de la théorie du trafic.
Au Chapitre 3 nous étudions plus en détail le problème de minimisation traité
dans (1.20), qui est obtenu en supposant que, pour tout i ∈ {1, . . . , m}, Ai est le sous-
différentiel d’une fonction fi ∈ Γ0(Hi) et (xi)1≤i≤m 7→ (Bi(x1, . . . , xm))1≤i≤m est le gra-
dient d’une fonction convexe g ∈ Γ0(H1 ⊕ · · · ⊕ Hm). Dans ce cas nous obtenons le
problème
minimiser
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) + g(x1, . . . , xm). (1.21)
Nous étudions des structures particulières de g qui fournissent la cocoercivité de
∇g. Plus précisément, nous supposons que
g : (xi)1≤i≤m 7→
p∑
k=1
ϕk
( m∑
i=1
Lkixi
)
, (1.22)
où, pour tout k ∈ {1, . . . , p}, ϕk ∈ Γ0(Gk) est une fonction différentiable avec gradient
lipschitzien et, pour tout i ∈ {1, . . . , m}, Lki ∈ B (Hi,Gk). Dans ce cas, nous utilisons un
résultat de convergence d’un algorithme proposé au Chapitre 2 pour le cas de problèmes
de minimisation. Ensuite, cet algorithme est perfectionné pour le cas où les fonctions
(ϕk)1≤k≤p sont quadratiques et, en particulier, pour le cas où, pour tout k ∈ {1, . . . , p}
et i ∈ {1, . . . , m}, Lki = ξki Id. Nous utilisons ces algorithmes pour résoudre divers
problèmes de traitement du signal (décomposition, synthèse, représentation).
Au Chapitre 4 nous proposons différentes méthodes issues des algorithmes d’écla-
tement décrits dans la Section 1.2 pour résoudre le Problème 1.1 dans chacun des cas
suivants.
(i) q = 2 et A2 est cocoercif.
(ii) q = 2 et A2 est lipschitzien.
(iii) q = 2.
(iv) q ≥ 3 et Aq = Id−z, avec z ∈H.
(v) q ≥ 3.
Contrairement à l’algorithme proposé au Chapitre 2, la méthode pour résoudre le
cas (i) permet de considérer un opérateur A1 non séparable. Dans la Section 4.3 nous
appliquons les algorithmes pour résoudre (i)–(v) aux cas de problèmes de minimisation.
De cette manière nous résolvons le Problème 1.1 dans chacun des cas suivants.
(vi) q = 2, f 1 dans Γ0(H), f 2 : H → R convexe différentiable avec gradient lipschit-
zien, A1 = ∂f 1 et A2 = ∇f 2.
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(vii) q = 2, f 1 et f2 dans Γ0(H), A1 = ∂f 1 et A2 = ∂f 2.
(viii) q ≥ 3, pour tout j ∈ {1, . . . , q − 1}, f j dans Γ0(H), Aj = ∂f j et Aq = Id−z, avec
z ∈H.
(ix) q ≥ 3 et, pour tout j ∈ {1, . . . , q}, f j dans Γ0(H) et Aj = ∂f j.
Contrairement au Chapitre 3, la méthode pour résoudre le cas (vi) du Problème 1.1
permet de considérer une fonction f1 non séparable, c’est-à-dire, qui n’est pas de la
forme (xi)1≤i≤m 7→
∑m
i=1 fi(xi) (voir (1.21)). Vu que tous les algorithmes utilisent des
opérateurs proximaux, une partie de la Section 4.3 est consacrée au calcul explicite
des opérateurs proximaux de certaines fonctions utiles. Le chapitre se conclut avec des
expériences numériques visant à évaluer les algorithmes sur des problèmes de traitement
d’images.
Au Chapitre 5 nous nous intéressons à la résolution simultanée des inclusions pri-
male (1.5) et duale (1.6). Dans la littérature, plusieurs méthodes résolvent (1.5), mais
dans des conditions très restrictives. En particulier, si B est univoque et cocoercif, alors
L∗(B(L · −r)) est cocoercif et la méthode explicite-implicite résout (1.5). Par ailleurs,
si B est lipschitzien, alors L∗(B(L · −r)) est lipschitzien et (1.5) peut être résolu par
la méthode explicite-implicite-explicite (voir Section 1.2). Cependant, le cas général de
(1.5) où B est multivoque et monotone ne peut être résolu par aucune des méthodes
présentées dans la Section 1.2, sauf sous des hypothèses fortes imposées à L [15, Theo-
rem 23.23]. Notre stratégie est de résoudre simultanément (1.5) et (1.6) via l’inclusion
trouver (x, v) ∈ H × G tel que (0, 0) ∈M(x, v) + S(x, v), (1.23)
oùM : (x, v) 7→ (−z +Ax)× (r+B−1v) et S : (x, v) 7→ (L∗v,−Lx). Nous montrons que,
pour toute solution (x, v) ∈ H × G de (1.23), x est solution de (1.5) et v est solution
de (1.6). Vu queM et S sont maximalement monotones, l’inclusion (1.23) correspond
au cas particulier du Problème 1.1, où m = 2, q = 2, H1 = H, H2 = G, A1 = M et
A2 = S. De plus, le caractère lipschitzien de S nous suggère l’emploi de la méthode
explicite-implicite-explicite de la Section 1.2.2 pour résoudre le problème (1.23), ce qui
permet de trouver une solution primale-duale de (1.5)–(1.6). Ce nouveau formalisme
de décomposition monotone+anti-adjoint fournit un outil puissant de modélisation, que
nous appliquons ensuite aux problèmes de minimisation.
Le Chapitre 6 est consacré aux problèmes de décomposition de domaine dans les
équations aux dérivées partielles. Un des objectifs principaux de ce problème est la ré-
solution d’équations aux dérivées partielles et des problèmes de frontière associés par la
décomposition du domaine original en des sous-domaines simples, dans le cas où ils ne
se chevauchent pas (voir [23, 25]). Le problème général est modélisé par un problème
de minimisation où les variables sont les solutions restreintes à chaque sous-domaine.
La fonction objectif prend en compte des potentiels d’énergie associés aux équations
aux dérivées partielles définies dans chaque sous-domaine et des fonctions convexes et
semi-continues inférieurement qui modélisent les contraintes sur les sauts aux interfaces.
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Puisque nous permettons à ces dernières de prendre la valeur +∞, nous pouvons modé-
liser des contraintes dures sur les sauts aux interfaces, en particulier, des conditions de
continuité ou de transmission unilatérale. Ce problème de minimisation multi-variable
est résolu par la méthode primale-duale proposée au Chapitre 5 appliquée dans un es-
pace produit, ce qui débouche sur une méthode parallèle qui converge vers une solution
primale-duale du problème. La solution du problème dual représente les tensions aux
interfaces.
Le Chapitre 7 est dédié à la construction d’équilibres de Nash de jeux sans potentiel
à m joueurs. Nous supposons que l’espace de stratégies de chaque joueur i ∈ {1, . . . , m}
est un espace hilbertien réel Hi et que la fonction de pénalité peut s’exprimer comme
la somme d’une fonction convexe qui est commune à tous les joueurs et d’une fonction
individuelle qui est différentiable. Le problème est de
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que
x1∈Argmin
x∈H1
f(x, x2, . . . , xm) + g1(x, x2, . . . , xm)
...
xm∈Argmin
x∈Hm
f(x1, . . . , xm−1, x)+ gm(x1, . . . , xm−1, x),
(1.24)
où f : H1⊕· · ·⊕Hm → ]−∞,+∞] est une fonction propre, semi-continue inférieurement
et convexe et, pour tout i ∈ {1, . . . , m}, gi : H1⊕· · ·⊕Hm → ]−∞,+∞] est une fonction
différentiable par rapport à la i-ème variable. Vu que la fonction f peut prendre la
valeur +∞, cette formulation permet de modéliser des contraintes communes à tous les
joueurs.
Dans le cas particulier où gi ≡ g, où g est convexe et différentiable avec gradient
lipschitzien, (1.24) revient à trouver des équilibres de Nash d’un jeu de potentiel [55].
Plusieurs techniques sont disponibles pour résoudre de tels problèmes [15, Chapter 27].
Nous nous intéressons au cadre sans potentiel, où les fonctions (gi)1≤i≤m peuvent être
différentes. Notre stratégie est de résoudre l’inclusion monotone
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que (0, . . . , 0) ∈ ∂f (x1, . . . , xm)+B(x1, . . . , xm),
(1.25)
où B : (xi)1≤i≤m 7→ (∇i gi(x1, . . . , xm))1≤i≤m et, pour tout i ∈ {1, . . . , m}, ∇i est la déri-
vée partielle par rapport à la i-ème composante. Nous montrons que toute solution de
(1.25) est une solution du problème (1.24), et ensuite nous appliquons des méthodes
de résolution d’inclusions monotones au problème (1.25). Enfin, nous appliquons les
algorithmes obtenus aux jeux à somme nulle, aux équilibres de Nash généralisés et aux
problèmes de proximation cyclique.
Au Chapitre 8 nous nous intéressons au problème de point fixe composite
trouver x ∈ S tel que (∀n ∈ N) TnRnx = x, (1.26)
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où, pour tout n ∈ N, Tn : H → H est une contraction ferme, Rn : domRn ⊂ H → H
est une pseudo contraction telle que (Id−Rn) est un opérateur lipschitzien de constante
dans ]0, 1[, et S est un sous-ensemble fermé et convexe de l’espace hilbertien H. Dans
la littérature il existe des méthodes qui résolvent (1.26) dans certains scénarios res-
treints. Si S = H et Rn ≡ Id, des méthodes peuvent être trouvées dans [21, 26].
Par ailleurs, si S = H, Tn ≡ Id, et Rn ≡ R, où R est une pseudo contraction lip-
schitzienne d’un ensemble convexe dans lui même, des algorithmes sont proposés dans
[22, 44, 67, 80]. Vu que l’opérateur obtenu de la composition d’une contraction ferme
avec une pseudo contraction lipschitzienne n’est pas une pseudo contraction en général,
le problème (1.26) ne peut pas être résolu par les méthodes précédentes. Nous propo-
sons une méthode qui, à chaque itération n ∈ N, considère des calculs explicites des
opérateurs Rn, Tn et Rn, suivis d’une approximation extérieure de la contrainte S. Cette
approximation est obtenue par la projection sur un demi-espace affine qui contient S. La
méthode tolère des erreurs de calcul dans l’évaluation des opérateurs (Tn)n∈N et (Rn)n∈N.
Ensuite, nous appliquons la méthode à deux cas particuliers : les inclusions mono-
tones avec contraintes convexes et les problèmes d’équilibre avec contraintes convexes.
L’application aux inclusions monotones permet de généraliser la méthode proposée dans
[75] en considérant un nombre fini de contraintes et des erreurs dans le calcul des opé-
rateurs impliqués. De plus, la méthode proposée évite le calcul de la projection sur l’en-
semble des contraintes en projetant sur un demi-espace qui les contient, ce qui simplifie
le calcul en général. D’autre part, l’application aux problèmes d’équilibre fournit une
méthode qui généralise les approches dans [29, 56].
Nous présentons dans le Chapitre 9 notre bilan et les questions que nous envisa-
geons d’aborder dans nos travaux futurs.
1.4 Contributions principales
Les contributions principales de cette thèse sont les suivantes.
• La conception et l’étude asymptotique d’une grande classe de méthodes pour ré-
soudre des problèmes multicomposantes issus du Problème 1.1. Nous avons vu
dans la Section 1.1 que la littérature permet de résoudre des cas très particuliers
du Problème 1.1, qui sont restreints au cas m = 2 et H1 = H2. Nous proposons
des méthodes parallèles qui résolvent le cas m ≥ 2 avec, de surcroît, des espaces
hilbertiens (Hi)1≤i≤m différents. Des algorithmes pour résoudre des cas particu-
liers du Problème 1.1 sont présentés dans les Chapitres 2, 3, 4 et 5.
• La conception et l’étude asymptotique d’une méthode pour résoudre simultané-
ment le problème primal (1.5) et le problème dual (1.6). Nous avons vu dans
la Section 1.3 que dans la littérature il existe certaines méthodes pour résoudre
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(1.5) sous des hypothèses très restrictives. Dans le Chapitre 5 nous proposons un
nouveau formalisme de décomposition monotone+anti-adjoint pour résoudre un
problème formulé sur l’espace produit primal-dual dont les solutions sont celles
de (1.5)–(1.6).
• L’étude des conditions suffisantes pour obtenir la convergence forte à partir de la
notion de demiregularité que nous introduisons dans le Chapitre 2. Cette notion
est appliquée dans les Chapitres 2 et 5.
• La conception et l’étude asymptotique d’une méthode pour résoudre des pro-
blèmes de point fixe de type (1.26) dans le Chapitre 8. Dans la Section 1.3 nous
avons vu que dans la littérature il n’existe des méthodes de résolution de (1.26)
que dans certains cas très particuliers. Nous généralisons en particulier les mé-
thodes de [29, 56, 75].
• Le développement de nouvelles méthodes pour résoudre des problèmes du traite-
ment d’image et de signal. Le Chapitre 3 est consacré à des techniques variation-
nelles pour résoudre problèmes de décomposition, reconstruction et restauration
de signaux multicomposantes. En particulier, nous avons résolu des problèmes
de décomposition de signal en m ≥ 2 composantes, de synthèse de signal et
de représentation multitrame des signaux. Contrairement aux problèmes de mi-
nimisation considérés au Chapitre 3, dans la Section 4.3 nous considérons des
fonctions convexes qui ne sont pas nécessairement lisses. Cette section est dédiée
aux images multicomposantes où nous examinons en particulier des problèmes
de restauration stéréoscopique, de débruitage d’images multispectrales et de dé-
composition d’images en composantes texture et structure.
• La conception d’une méthode primale-duale pour résoudre des problèmes de dé-
composition de domaine dans les équations aux dérivées partielles, en considé-
rant m ≥ 2 sous-domaines disjoints et des contraintes dures aux interfaces (Cha-
pitre 6). La convergence de cette méthode est établie sous des hypothèses très
faibles en comparaison avec les méthodes existantes.
• La première utilisation systématique des méthodes d’éclatement d’opérateurs
pour la construction d’équilibres de Nash dans le cas de jeux sans potentiel (Cha-
pitre 7).
• Le développement de nouvelles méthodes de résolution de problèmes de théorie
du trafic, d’inclusions d’évolution et de meilleure approximation (Chapitre 2).
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Chapitre 2
Résolution d’inclusions monotones
couplées par un opérateur cocoercif
2.1 Description et résultats principaux
Dans ce chapitre nous nous intéressons au problème suivant.
Problème 2.1 Pour tout i ∈ {1, . . . , m}, soit Ai : Hi → 2Hi un opérateur maximalement
monotone et soit Bi : H1 ⊕ · · · ⊕ Hm →Hi. Supposons qu’il existe β ∈ ]0,+∞[ tel que
(∀(x1, . . . , xm) ∈ H1 × · · · × Hm)(∀(y1, . . . , ym) ∈ H1 × · · · × Hm)
m∑
i=1
〈xi − yi | Bi(x1, . . . , xm)−Bi(y1, . . . , ym)〉
≥ β
m∑
i=1
∥∥Bi(x1, . . . , xm)− Bi(y1, . . . , ym)∥∥2. (2.1)
Le problème est de
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que

0 ∈ A1x1 +B1(x1, . . . , xm)
...
0 ∈ Amxm +Bm(x1, . . . , xm).
(2.2)
Ce problème correspond au cas particulier du Problème 1.1 où r = 2, A1 = A1 ×
· · · × Am et A2 : (xi)1≤i≤m 7→ (Bi(x1, . . . , xm))1≤i≤m. Nous remarquons que la condition
(2.1) est équivalente à la propriété de β-cocoercivité de A2, ce qui implique qu’il est
maximalement monotone.
Dans (2.2), pour tout i ∈ {1, . . . , m}, l’opérateur Ai modélise des propriétés inhé-
rentes de la variable xi, tandis que les opérateurs (Bi)1≤i≤m modélisent les interactions
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entre ces variables. Cette structure du Problème 2.1 permet la modélisation d’une grande
classe de problèmes, incluant en autres des problèmes de théorie des jeux [3, 4, 37], de
théorie du trafic [14, 37], de meilleure approximation [8, 11, 18, 29], d’inclusions d’évo-
lution [5, 30, 42].
Pour résoudre le Problème 2.1 nous proposons l’algorithme suivant.
Algorithme 2.2 On génère des suites (x1,n)n∈N,. . .,(xm,n)n∈N comme suit.
Initialisation ε ∈ ]0,min{1, β}[Pour i = 1, . . . , m
⌊ xi,0 ∈ Hi
Pour n = 0, 1, . . .
γn ∈ [ε, 2β − ε]
λn ∈ [0, 1− ε]
Pour i = 1, . . . , m
λi,n ∈ [0, 1[
zi,n = xi,n − γn
(
Bi,n(x1,n, . . . , xm,n) + bi,n
)
yi,n = JγnAi,nzi,n + a1,n
xi,n+1 = λi,nxi,n + (1− λi,n)yi,n,
(2.3)
où, pour tout i ∈ {1, . . . , m}, les conditions suivantes sont satisfaites.
(i) (Ai,n)n∈N sont des opérateurs maximalement monotones de Hi vers 2Hi tels que
(∀ρ ∈ ]0,+∞[)
∑
n∈N
sup
‖y‖≤ρ
‖JγnAi,ny − JγnAiy‖ < +∞. (2.4)
(ii) (Bi,n)n∈N sont des opérateurs de H1 × · · · × Hm vers Hi tels que
(a) les opérateurs (Bi,n−Bi)n∈N sont lipschitziens avec des constantes respectives
(κi,n)n∈N dans ]0,+∞[ qui satisfont
∑
n∈N κi,n < +∞ ;
(b) il existe z ∈ H1 × · · · × Hm, qui ne dépend pas de i, tel que (∀n ∈ N) Bi,nz =
Biz.
(iii) (ai,n)n∈N et (bi,n)n∈N sont des suites dans Hi qui satisfont
∑
n∈N ‖ai,n‖ < +∞ et∑
n∈N ‖bi,n‖ < +∞.
(iv) (λi,n)n∈N est une suite dans [0, 1[ telle que
∑
n∈N |λi,n − λn| < +∞.
Pour tout i ∈ {1, . . . , m} et n ∈ N, l’Algorithme 2.2 tolère des opérateurs pertur-
bés Ai,n et Bi,n qui doivent être proches, au sens des conditions (i) et (ii), de Ai et
Bi, respectivement. De plus, cette méthode tolère aussi des erreurs dans le calcul des
opérateurs impliqués et une relaxation à chaque étape, sous les conditions (iii) et (iv),
respectivement. Nous montrons le résultat de convergence suivant.
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Théorème 2.3 Soient (x1,n)n∈N,. . .,(xm,n)n∈N les suites générées par l’Algorithme 2.2 et
supposons que le Problème 2.1 admette au moins une solution. Alors, pour tout i ∈
{1, . . . , m}, il existe xi ∈ Hi tel que xi,n ⇀ xi. De plus, (xi)1≤i≤m est une solution du
Problème 2.1.
De plus, nous montrons que la convergence forte dans le Théorème 2.3 est assu-
rée lorsque, pour tout i ∈ {1, . . . , m}, Ai est demirégulier dans Hi, ou (Bi)1≤i≤m est
demirégulier dans H1 ⊕ · · · ⊕ Hm, ou l’ensemble des solutions a un intérieur non vide.
Ensuite, nous illustrons des applications de (2.2) aux équations d’évolution cou-
plées et aux problèmes de minimisation. Cette dernière permet de résoudre certains
problèmes liés à la théorie du trafic et aux problèmes de meilleure approximation. En ce
qui concerne les équations d’évolution, nous considérons le cas particulier de (2.2) où,
pour tout i ∈ {1, . . . , m}, Hi est un espace hilbertien réel, Hi = L2([0, T ],Hi) et
Ai : Hi → 2Hi
x 7→

{
u ∈ Hi
∣∣∣∣ u(t) ∈ x′(t) + ∂fi(x(t)) p.p. sur ]0, T [}, si x ∈ Wi;
∅, sinon.
(2.5)
On note
Wi =
{
x ∈ C([0, T ];Hi) ∩W 1,2([0, T ];Hi) | x(T ) = x(0)
}
, (2.6)
où C([0, T ];Hi) est la famille des fonctions continues de [0, T ] vers Hi et W 1,2([0, T ];Hi)
est la famille des fonctions de [0, T ] vers Hi de carré intégrable, dont la dérivée faible est
une fonction de carré intégrable. De plus, si nous considérons, pour tout i ∈ {1, . . . , m}
et (x1, . . . , xm) ∈ H1 × · · · × Hm,
Bi(x1, . . . , xm) : [0, T ]→ Hi : t 7→ Bi(x1(t), . . . , xm(t)), (2.7)
où Bi : H1 × · · · × Hm → Hi est un opérateur tel que les (Bi)1≤i≤m satisfont (2.1) dans
H1 × · · · × Hm avec β ∈ ]0,+∞[, le Problème 2.1 donne le système d’inclusions suivant.
Problème 2.4
Trouver x1 ∈ W1, . . . , xm ∈ Wm telles que, pour tout i ∈ {1, . . . , m},
0 ∈ x′i(t) + ∂fi(xi(t)) + Bi(x1(t), . . . , xm(t)) p.p. sur ]0, T [ . (2.8)
Dans ce problème nous résolvons m inclusions d’évolution du type 0 ∈ x′i(t) +
∂fi(xi(t)), avec i ∈ {1, . . . , m}, en considérant des interactions entre les fonctions
(xi)1≤i≤m représentées par les opérateurs (Bi)1≤i≤m.
D’autre part, pour l’application aux problèmes de minimisation du Problème 2.1,
nous considérons que, pour tout i ∈ {1, . . . , m},
Ai = ∂fi et Bi : (xi)1≤i≤m 7→
p∑
k=1
L∗ki∇ϕk
( m∑
j=1
Lkjxj
)
, (2.9)
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où fi ∈ Γ0(Hi) et, pour tout k ∈ {1, . . . , p}, Gk est un espace hilbertien réel, Lki ∈
B (Hi,Gk), τk ∈ ]0,+∞[ et ϕk ∈ Γ0(Gk) est différentiable avec gradient τk-lipschitzien.
Dans ce cas, (2.2) se réduit au problème de minimisation suivant.
Problème 2.5
minimiser
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
p∑
k=1
ϕk
( m∑
i=1
Lkixi
)
. (2.10)
Le premier terme de la fonction objectif dans (2.10) permet de représenter des
caractéristiques individuelles de chaque variable xi, alors que le deuxième terme repré-
sente les interactions qui existent parmi les variables.
En appliquant l’Algorithme 2.2 à ces cas particuliers nous tirons des algorithmes qui
résolvent le Problèmes 2.4 et 2.5.
Enfin, nous présentons certaines applications du Problème 2.5 à la théorie du trafic
et aux problèmes de meilleure approximation.
2.2 Article en anglais
A PARALLEL SPLITTING METHOD FOR COUPLED MONOTONE
INCLUSIONS 1
Abstract : A parallel splitting method is proposed for solving systems of coupled mono-
tone inclusions in Hilbert spaces and its convergence is established under the assump-
tion that solutions exist. Unlike existing alternating algorithms, which are limited to two
variables and linear coupling, our parallel method can handle an arbitrary number of
variables as well as nonlinear coupling schemes. The breadth and flexibility of the pro-
posed framework is illustrated through applications in the areas of evolution inclusions,
variational problems, best approximation, and network flows.
2.2.1 Problem statement
This paper is concerned with the numerical solution of systems of coupled monotone
inclusions in Hilbert spaces. A simple instance of this problem is to
find x1 ∈ H, x2 ∈ H such that
{
0 ∈ A1x1 + x1 − x2
0 ∈ A2x2 − x1 + x2,
(2.11)
1. H. Attouch, L. M. Briceño-Arias, and P. L. Combettes, A parallel splitting method for coupled
monotone inclusions, SIAM Journal on Control and Optimization, vol. 48, pp. 3246–3270, 2010.
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where (H, ‖ · ‖) is a real Hilbert space, and where A1 and A2 are maximal monotone
operators acting on H. This formulation arises in various areas of nonlinear analysis
[12]. For example, if A1 = ∂f1 and A2 = ∂f2 are the subdifferentials of proper lower
semicontinuous convex functions f1 and f2 from H to ]−∞,+∞], (2.11) is equivalent to
minimize
x1∈H, x2∈H
f1(x1) + f2(x2) +
1
2
‖x1 − x2‖2. (2.12)
This joint minimization problem, which was first investigated in [1], models problems
in disciplines such as the cognitive sciences [4], image processing [26], and signal pro-
cessing [28] (see also the references therein for further applications in mechanics, filter
design, and dynamical games). In particular, if f1 and f2 are the indicator functions of
closed convex subsets C1 and C2 ofH, (2.12) reduces to the classical best approximation
pair problem [8, 11, 18, 29]
minimize
x1∈C1, x2∈C2
‖x1 − x2‖. (2.13)
On the numerical side, a simple algorithm is available to solve (2.11), namely,
x1,0 ∈ H and (∀n ∈ N)
{
x2,n = (Id+A2)
−1x1,n
x1,n+1 = (Id+A1)
−1x2,n.
(2.14)
This alternating resolvent method produces sequences (x1,n)n∈N and (x2,n)n∈N that
converge weakly to points x1 and x2, respectively, such that (x1, x2) solves (2.11) if so-
lutions exist [12, Theorem 3.3]. In [3], the variational formulation (2.12) was extended
to
minimize
x1∈H1, x2∈H2
f1(x1) + f2(x2) +
1
2
‖L1x1 − L2x2‖2G , (2.15)
where H1, H2, and G are Hilbert spaces, f1 : H1 → ]−∞,+∞] and f2 : H2 → ]−∞,+∞]
are proper lower semicontinuous convex functions, and L1 : H1 → G and L2 : H2 →
G are linear and bounded. This problem was solved in [3] via an inertial alternating
minimization procedure first proposed in [4] for (2.12).
The above problems and their solution algorithms are limited to two variables
which, in addition, must be linearly coupled. These are serious restrictions since models
featuring more than two variables and/or nonlinear coupling schemes arise naturally in
applications. The purpose of this paper is to address simultaneously these restrictions by
proposing a parallel algorithm for solving systems of monotone inclusions involving an
arbitrary number of variables and nonlinear coupling. The breadth and flexibility of this
framework will be illustrated through applications in the areas of evolution inclusions,
variational problems, best approximation, and network flows.
We now state our problem formulation and our standing assumptions.
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Problem 2.6 Let (Hi)1≤i≤m be real Hilbert spaces, where m ≥ 2. For every i ∈
{1, . . . , m}, let Ai : Hi → 2Hi be maximal monotone and let Bi : H1 × · · · × Hm → Hi. It
is assumed that there exists β ∈ ]0,+∞[ such that
(∀(x1, . . . , xm) ∈ H1 × · · · × Hm)(∀(y1, . . . , ym) ∈ H1 × · · · × Hm)
m∑
i=1
〈xi − yi | Bi(x1, . . . , xm)−Bi(y1, . . . , ym)〉
≥ β
m∑
i=1
∥∥Bi(x1, . . . , xm) − Bi(y1, . . . , ym)∥∥2. (2.16)
The problem is to
find x1 ∈ H1, . . . , xm ∈ Hm such that

0 ∈ A1x1 +B1(x1, . . . , xm)
...
0 ∈ Amxm +Bm(x1, . . . , xm),
(2.17)
under the assumption that such points exist.
In abstract terms, the system of inclusions in (2.17) models an equilibrium involving
m variables in different Hilbert spaces. The ith inclusion in this system is a perturbation
of the basic inclusion 0 ∈ Aixi by addition of the coupling term Bi(x1, . . . , xm). Our
analysis captures various linear and nonlinear coupling schemes. If
(∀i ∈ {1, . . . , m}) Hi = H and (∀x ∈ H) Bi(x, . . . , x) = 0, (2.18)
then Problem 2.6 is a relaxation of the standard problem [20, 33] of finding a common
zero of the operators (Ai)1≤i≤m, i.e., of solving the inclusion 0 ∈
⋂m
i=1Aix. In particular,
if m = 2, H1 = H2 = H, B1 = −B2 : (x1, x2) 7→ x1 − x2, and β = 1/2, then Problem 2.6
reverts to (2.11). On the other hand, if m = 2, A1 = ∂f1, A2 = ∂f2, B1 : (x1, x2) 7→
L∗1(L1x1 − L2x2), B2 : (x1, x2) 7→ −L∗2(L1x1 − L2x2), and β = (‖L1‖2 + ‖L2‖2)−1, then
Problem 2.6 reverts to (2.15). Generally speaking, (2.17) covers coupled problems in-
volving minimizations, variational inequalities, saddle points, or evolution inclusions,
depending on the type of the maximal monotone operators (Ai)1≤i≤m.
The paper is organized as follows. In Section 2.2.2, we present our algorithm for
solving Problem 2.6 and prove its convergence. Applications to systems of evolution
inclusions are treated in Section 2.2.3. Finally, Section 2.2.4 is devoted to variational
formulations deriving from Problem 2.6 and features applications to best approximation
and network flows.
Notation. Throughout, H and (Hi)1≤i≤m are real Hilbert spaces. For convenience,
their scalar products are all denoted by 〈· | ·〉 and the associated norms by ‖ · ‖. The
symbols ⇀ and → denote, respectively, weak and strong convergence, Id denotes the
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identity operator, and L∗ denotes the adjoint of a bounded linear operator L. The indi-
cator function of a subset C of H is
ιC : x 7→
{
0, if x ∈ C;
+∞, if x /∈ C, (2.19)
and the distance from x ∈ H to C is dC(x) = infy∈C ‖x−y‖ ; if C is nonempty closed and
convex, the projection of x onto C is the unique point PCx in C such that ‖x − PCx‖ =
dC(x). We denote by Γ0(H) the class of lower semicontinuous convex functions f : H →
]−∞,+∞] which are proper in the sense that dom f = {x ∈ H | f(x) < +∞} 6= ∅. The
subdifferential of f ∈ Γ0(H) is the maximal monotone operator
∂f : H → 2H : x 7→ {u ∈ H | (∀y ∈ H) 〈y − x | u〉+ f(x) ≤ f(y)}. (2.20)
We denote by grA =
{
(x, u) ∈ H ×H | u ∈ Ax} the graph of a set-valued operator
A : H → 2H, by domA = {x ∈ H | Ax 6= ∅} its domain, and by JA = (Id+A)−1 its
resolvent. If A is monotone, then JA is single-valued and nonexpansive and, furthermore,
if A is maximal monotone, then domJA = H. For complements and further background
on convex analysis and monotone operator theory, see [5, 15, 44, 46, 48].
2.2.2 Algorithm
Let us start with a characterization of the solutions to Problem 2.6.
Proposition 2.7 Let (xi)1≤i≤m ∈ H1×· · ·×Hm, let (λi)1≤i≤m ∈ [0, 1[m, and let γ ∈ ]0,+∞[.
Then (xi)1≤i≤m solves Problem 2.6 if and only if
(∀i ∈ {1, . . . , m}) xi = λixi + (1− λi)JγAi
(
xi − γBi(x1, . . . , xm)
)
. (2.21)
Proof. Let i ∈ {1, . . . , m}. Then, since Bi is single-valued,
0 ∈ Aixi +Bi(x1, . . . , xm) ⇔ xi − γBi(x1, . . . , xm) ∈ xi + γAixi
⇔ xi = JγAi
(
xi − γBi(x1, . . . , xm)
)
⇔ xi = xi + (1−λi)
(
JγAi
(
xi−γBi(x1, . . . , xm)
)−xi), (2.22)
and we obtain (2.21).
The above characterization suggests the following algorithm, which constructs m
sequences ((xi,n)n∈N)1≤i≤m. Recall that β is the constant appearing in (2.16).
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Algorithm 2.8 Fix ε ∈ ]0,min{1, β}[, (γn)n∈N in [ε, 2β − ε], (λn)n∈N in [0, 1− ε], and
(xi,0)1≤i≤m ∈ H1 × · · · × Hm. Set, for every n ∈ N,
x1,n+1 =λ1,nx1,n + (1− λ1,n)
(
JγnA1,n
(
x1,n−γn(B1,n(x1,n, . . . , xm,n)+b1,n)
)
+a1,n
)
...
xm,n+1=λm,nxm,n+(1−λm,n)
(
JγnAm,n
(
xm,n−γn(Bm,n(x1,n, . . . , xm,n)+bm,n)
)
+am,n
)
,
(2.23)
where, for every i ∈ {1, . . . , m}, the following hold.
(i) (Ai,n)n∈N are maximal monotone operators from Hi to 2Hi such that
(∀ρ ∈ ]0,+∞[)
∑
n∈N
sup
‖y‖≤ρ
‖JγnAi,ny − JγnAiy‖ < +∞. (2.24)
(ii) (Bi,n)n∈N are operators from H1 × · · · × Hm to Hi such that
(a) the operators (Bi,n−Bi)n∈N are Lipschitz-continuous with respective constants
(κi,n)n∈N in ]0,+∞[ satisfying
∑
n∈N κi,n < +∞ ; and
(b) there exists z ∈ H1 × · · · × Hm, independent of i, such that (∀n ∈ N) Bi,nz =
Biz.
(iii) (ai,n)n∈N and (bi,n)n∈N are sequences in Hi such that
∑
n∈N ‖ai,n‖ < +∞ and∑
n∈N ‖bi,n‖ < +∞.
(iv) (λi,n)n∈N is a sequence in [0, 1[ such that
∑
n∈N |λi,n − λn| < +∞.
Conditions (i) and (ii) describe the types of approximations to the original operators
(Ai)1≤i≤m and (Bi)1≤i≤m which can be utilized. Condition (iii) quantifies the tolerance
which is allowed in the implementation of these approximations (see [25, 31, 32] for
specific examples), while (iv) quantifies that allowed in the departure from the global
relaxation scheme. The parallel nature of Algorithm 2.8 stems from the fact that the m
evaluations of the resolvent operators in (2.23) can be performed independently and,
therefore, simultaneously on concurrent processors.
Our asymptotic analysis of Algorithm 2.8 will be based on Theorem 2.14 below
on the convergence of the forward-backward algorithm. First, we need to introduce
the notion of demiregularity. This notion captures various properties typically used to
establish the strong convergence of dynamical systems, e.g., compactness [18], bounded
compactness [8, 21, 22], uniform monotonicity [22, 24, 48], uniform convexity [26, 29,
34, 46], compactness of resolvents [30], and demicompactness [38, 47]. In the case of
at most single-valued operators, demiregularity captures standard regularity properties
used in nonlinear analysis [48, Definition 27.1].
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Définition 2.9 An operator A : H → 2H is demiregular at y ∈ domA if, for every se-
quence ((yn, vn))n∈N in grA and every v ∈ Ay, we have{
yn ⇀ y
vn → v
⇒ yn → y. (2.25)
Proposition 2.10 Let A : H → 2H, let y ∈ domA, and let M be the class of nondecreasing
functions from [0,+∞[ to [0,+∞] that vanish only at 0. Suppose that one of the following
holds.
(i) A is uniformly monotone at y, i.e., there exists φ ∈M such that
(∀v ∈ Ay)(∀(x, u) ∈ grA) 〈x− y | u− v〉 ≥ φ(‖x− y‖). (2.26)
(ii) A is uniformly monotone, i.e., there exists φ ∈ M such that (2.26) holds for every
y ∈ domA.
(iii) A is strongly monotone, i.e., there exists ρ ∈ ]0,+∞[ such that A− ρ Id is monotone.
(iv) A = ∂f , where f ∈ Γ0(H) is uniformly convex at y [46, Section 3.4], i.e., there exists
φ ∈M such that
(∀α ∈ ]0, 1[)(∀x ∈ dom f)
f
(
αx+ (1− α)y)+ α(1− α)φ(‖x− y‖) ≤ αf(x) + (1− α)f(y). (2.27)
(v) A = ∂f , where f ∈ Γ0(H) is uniformly convex, i.e., there exists φ ∈ M such that
(2.27) holds for every y ∈ dom f .
(vi) A = ∂f , where f ∈ Γ0(H) is strongly convex, i.e., there exists ρ ∈ ]0,+∞[ such that
f − ρ‖ · ‖2/2 is convex.
(vii) A = ∂f , where f ∈ Γ0(H) and the lower level sets of f are boundedly compact.
(viii) JA is compact, i.e., for every bounded set C ⊂ H, the closure of JA(C) is compact.
(ix) domA is boundedly relatively compact, i.e., the intersection of its closure with every
closed ball is compact.
(x) H is finite-dimensional.
(xi) A : H → H is single-valued with a single-valued continuous inverse.
(xii) A is single-valued on domA and Id−A demicompact [38], [47, Section 10.4], i.e.,
for every bounded sequence (xn)n∈N in domA such that (Axn)n∈N converges strongly,
(xn)n∈N admits a strong cluster point.
Then A is demiregular at y.
Proof. Let ((yn, vn))n∈N be a sequence in grA and let v ∈ Ay be such that yn ⇀ y and
vn → v. We must show that yn → y.
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(i) : By (2.26), there exists φ ∈M such that (∀n ∈ N) 〈yn − y | vn − v〉 ≥ φ(‖yn−y‖).
However, since yn ⇀ y and vn → v, we have 〈yn − y | vn − v〉 → 0. Therefore, appealing
to the properties of φ, we conclude that ‖yn − y‖ → 0.
(ii)⇒(i) : Clear.
(iii)⇒(ii) : Indeed, A is uniformly monotone with φ : t 7→ ρt2.
(iv)⇒(i) : See [46, Section 3.4].
(v)⇒(iv) : Clear.
(vi)⇒(v) : Indeed, f is uniformly convex with φ : t 7→ ρt2/2.
(vii) : Since 〈yn − y | vn〉 → 0, there exists ρ ∈ ]0,+∞[ such that
sup
n∈N
〈yn − y | vn〉 ≤ ρ. (2.28)
Hence, since y ∈ dom ∂f ⊂ dom f , (2.20) yields
(∀n ∈ N) f(yn) ≤ f(y) + 〈yn − y | vn〉 ≤ f(y) + ρ < +∞, (2.29)
which shows that (yn)n∈N lies in a lower level set of f . Since (yn)n∈N is bounded, it the-
refore lies in a compact set. However, since weak convergence and strong convergence
coincide for sequences in compact sets, we conclude that yn → y.
(viii) : We have (∀n ∈ N) (yn, vn) ∈ grA⇒ (vn+ yn)− yn ∈ Ayn ⇒ yn = JA(vn+ yn).
Since (vn+yn)n∈N converge weakly, it lies in a bounded set C. Thus, (yn)n∈N lies in JA(C),
which has compact closure. Hence yn ⇀ y ⇒ yn → y.
(ix)⇒(viii) : Let C ⊂ H be bounded. Then JA(C) ⊂ JA(H) = domA and, by nonex-
pansivity of JA, JA(C) is bounded. Altogether, JA(C) has compact closure.
(x)⇒(ix) : Clear.
(xi) : Since Ayn = vn → v = Ay, we have yn = A−1vn → A−1v = y.
(xii) : Since (yn)n∈N converges weakly, it is bounded. In addition, (Ayn)n∈N = (vn)n∈N
converges strongly. Hence, by demicompactness of Id−A, (yn)n∈N has a strong cluster
point x and, since yn ⇀ y, we must have x = y. Now suppose that yn 6→ y. Then, there
exist ε ∈ ]0,+∞[ and a subsequence (ykn)n∈N such that
(∀n ∈ N) ‖ykn − y‖ ≥ ε. (2.30)
However, since ykn ⇀ y and (Aykn)n∈N converges strongly, arguing as above, we can
extract a further subsequence (ylkn )n∈N such that ylkn → y, which contradicts (2.30).
Therefore, yn → y.
Next, we recall the notion of cocoercivity.
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Définition 2.11 Let χ ∈ ]0,+∞[. An operator B : H → H is χ-cocoercive if χB is firmly
nonexpansive, i.e.,
(∀x ∈ H)(∀y ∈ H) 〈x− y | Bx−By〉 ≥ χ‖Bx−By‖2. (2.31)
Firmly nonexpansive operators include resolvents of maximal monotone operators,
proximity operators, and projectors onto nonempty closed convex sets. In addition, the
Yosida approximation of a maximal monotone operator of index χ is χ-cocoercive [2]
(further examples of cocoercive operators can be found in [49]). It is clear from (2.31)
that, if B is χ-cocoercive, then it is χ−1-Lipschitz continuous. The next lemma, which
provides a converse implication, supplies us with another important instance of cocoer-
cive operator (see also [27]).
Lemma 2.12 [7, Corollaire 10] Let ϕ : H → R be a differentiable convex function and let
τ ∈ ]0,+∞[. Suppose that ∇ϕ is τ -Lipschitz continuous. Then ∇ϕ is τ−1-cocoercive.
We shall also use the following fact.
Lemma 2.13 [22, Lemma 2.3] Let χ ∈ ]0,+∞[, let B : H → H be a χ-cocoercive operator,
and let γ ∈ ]0, 2χ[. Then Id− γB is nonexpansive.
We are now ready to record some convergence properties of the forward-backward
algorithm, which are of interest in their own right. The forward-backward algorithm
finds its roots in the projected gradient method [34] and certain methods for solving
variational inequalities [6, 16, 35, 43] (see also the bibliography of [22] for more recent
developments).
Theorem 2.14 Let (H, ||| · |||) be a real Hilbert space, let χ ∈ ]0,+∞[, let A : H→ 2H be
a maximal monotone operator, and let B : H→H be a χ-cocoercive operator such that
Z = (A+B)−1(0) 6= ∅. (2.32)
Fix ε ∈ ]0,min{1, χ}[ , let (γn)n∈N be a sequence in [ε, 2χ − ε], let (λn)n∈N be a sequence
in [0, 1− ε], and let (an)n∈N and (bn)n∈N be sequences in H such that
∑
n∈N |||an||| < +∞
and
∑
n∈N |||bn||| < +∞. Finally, fix x0 ∈H and, for every n ∈ N, set
xn+1 = λnxn + (1− λn)
(
JγnA(xn − γn(Bxn + bn)) + an
)
. (2.33)
Then the following hold for some x ∈ Z.
(i) xn ⇀ x.
(ii) Bxn → Bx.
(iii) xn − JγnA(xn − γnBxn)→ 0.
(iv) Suppose that one of the following is satisfied.
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(a) A is demiregular at x (see Proposition 2.10 for special cases).
(b) B is demiregular at x (see Proposition 2.10 for special cases).
(c) intZ 6= ∅.
Then xn → x.
Proof. For every n ∈ N, set
T 1,n = JγnA, T 2,n = Id− γnB,
e1,n = an, e2,n = −γnbn, µn = 1− λn, β1,n = 2, and β2,n = 2χ
γn
. (2.34)
Then
∑
n∈N µn|||e1,n||| < +∞,
∑
n∈N µn|||e2,n||| < +∞, and, by [22, Equation (6.5)],
Z =
⋂
n∈N FixT 1,nT 2,n. Moreover, as seen in [22, Section 6], (1− β1,n)Id+ β1,nT 1,n and
(1− β2,n)Id+ β2,nT 2,n are nonexpansive, and (2.33) can be rewritten as
xn+1 = xn + µn
(
T 1,n
(
T 2,nxn + e2,n
)
+ e1,n − xn
)
, (2.35)
which is precisely the iteration governing [22, Algorithm 1.2], where m = 2.
(i) : [22, Corollary 6.5].
(ii)&(iii) : We derive from (2.35), [22, Remark 3.4], and our assumptions on (λn)n∈N
and (γn)n∈N that (Id−T 2,n)xn−(Id−T 2,n)x→ 0 and, in turn, thatBxn → Bx. Likewise,
[22, Remark 3.4] yields xn−T 1,nT 2,nxn → 0 and, therefore, xn−JγnA(xn−γnBxn)→ 0.
(iv)(a) : Set v = −Bx and
(∀n ∈ N)
{
yn = JγnA
(
xn − γnBxn
)
vn = γ
−1
n (xn − yn)−Bxn.
(2.36)
On the one hand, we have v = −Bx ∈ Ax and (∀n ∈ N) (yn, vn) ∈ grA. On the other
hand, we derive from (i) and (iii) that yn ⇀ x. Furthermore, since
(∀n ∈ N) |||vn − v||| ≤ |||xn − yn|||
γn
+ |||Bxn −Bx|||, (2.37)
it follows from (ii), (iii), and the condition infn∈N γn > 0 that vn → v. It then results
from Definition 2.9 that yn → x and, in turn, from (iii) that xn → x.
(iv)(b) : Set v = Bx and (∀n ∈ N) vn = Bxn. Then (i) yields xn ⇀ x and (ii)
yields vn → v. It thus follows from Definition 2.9 that xn → x.
(iv)(c) : This follows from (i) and [22, Theorem 3.3(i) & Lemma 2.8(iv)].
The main results of this section are the following theorems. Let us start with weak
convergence.
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Theorem 2.15 Let ((xi,n)n∈N)1≤i≤m be sequences generated by Algorithm 2.8. Then, for
every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly to a point xi ∈ Hi, and (xi)1≤i≤m is a
solution to Problem 2.6.
Proof. Throughout the proof, a generic element x in the Cartesian product H1×· · ·×Hm
will be expressed in terms of its components as x = (xi)1≤i≤m. We shall show that our
algorithmic setting reduces to the situation described in Theorem 2.14(i) in the Hilbert
direct sum H = H1 ⊕ · · · ⊕ Hm obtained by endowing H1 × · · · × Hm with the scalar
product
〈〈· | ·〉〉 : (x,y) 7→
m∑
i=1
〈xi | yi〉 , (2.38)
with associated norm
||| · ||| : x 7→
√√√√ m∑
i=1
‖xi‖2. (2.39)
To this end, we shall show that the iterations (2.23) can be cast in the form of (2.33).
First, define
A : H→ 2H : x 7→
m×
i=1
Aixi and (∀n ∈ N) An : H→ 2H : x 7→
m×
i=1
Ai,nxi. (2.40)
It follows from the maximal monotonicity of the operators (Ai)1≤i≤m, condition (i) in
Algorithm 2.8, (2.38), and (2.40) that
A and (An)n∈N are maximal monotone, (2.41)
with resolvents
JA :H→H :x 7→ (JAixi)1≤i≤m and (∀n ∈ N) JAn :H→H :x 7→ (JAi,nxi)1≤i≤m, (2.42)
respectively. Moreover, for every ρ ∈ ]0,+∞[, we derive from (2.39), (2.42), and condi-
tion (i) in Algorithm 2.8 that
∑
n∈N
sup
|||y|||≤ρ
|||JγnAny − JγnAy||| =
∑
n∈N
sup
|||y|||≤ρ
√√√√ m∑
i=1
‖JγnAi,nyi − JγnAiyi‖2
≤
∑
n∈N
sup
|||y|||≤ρ
m∑
i=1
‖JγnAi,nyi − JγnAiyi‖
≤
m∑
i=1
∑
n∈N
sup
‖yi‖≤ρ
‖JγnAi,nyi − JγnAiyi‖
< +∞. (2.43)
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Now define
B : H→H : x 7→ (Bix)1≤i≤m and (∀n ∈ N) Bn : H→H : x 7→ (Bi,nx)1≤i≤m. (2.44)
Then (2.17) is equivalent to
find x ∈ Z = (A+B)−1(0). (2.45)
Moreover, in the light of (2.38), (2.39), and (2.44), (2.16) becomes
(∀x ∈H)(∀y ∈H) 〈〈x− y | Bx−By〉〉 ≥ β|||Bx−By|||2. (2.46)
In other words, B is β-cocoercive. Next, let n ∈ N and set
cn = (ai,n)1≤i≤m and dn = (bi,n)1≤i≤m. (2.47)
We deduce from (2.39) and condition (iii) in Algorithm 2.8 that
∑
k∈N
|||ck||| ≤
∑
k∈N
√√√√ m∑
i=1
‖ai,k‖2 ≤
m∑
i=1
∑
k∈N
‖ai,k‖ < +∞ (2.48)
and, likewise, that∑
k∈N
|||dk||| < +∞. (2.49)
Now set
xn = (xi,n)1≤i≤m and Λn : H→H : x 7→ (λi,nxi)1≤i≤m. (2.50)
It follows from (2.39) and condition (iv) in Algorithm 2.8 that
|||Λn||| = max
1≤i≤m
λi,n ≤ 1 and |||Id−Λn||| = 1− min
1≤i≤m
λi,n ≤ 1. (2.51)
Hence,
|||Λn|||+ |||Id−Λn||| = 1 + max
1≤i≤m
(λi,n − λn)− min
1≤i≤m
(λi,n − λn) ≤ 1 + τn, (2.52)
where
τn = 2 max
1≤i≤m
|λi,n − λn|. (2.53)
We observe that, by virtue of condition (iv) in Algorithm 2.8,
∑
k∈N
τk = 2
∑
k∈N
max
1≤i≤m
|λi,k − λk| ≤ 2
m∑
i=1
∑
k∈N
|λi,k − λk| < +∞. (2.54)
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Moreover, in view of (2.42), (2.44), (2.47), and (2.50), the iterations (2.23) are equiva-
lent to
xn+1 = Λnxn + (Id−Λn)
(
JγnAn
(
xn − γn(Bnxn + dn)
)
+ cn
)
. (2.55)
Now define
Dn = Bn −B. (2.56)
It follows from condition (ii)(a) in Algorithm 2.8, (2.39), and (2.44) thatDn is Lipschitz
continuous with constant κn =
√∑m
i=1 κ
2
i,n and that
∑
k∈N
κk =
∑
k∈N
√√√√ m∑
i=1
κ2i,k ≤
m∑
i=1
∑
k∈N
κi,k < +∞. (2.57)
Furthermore, set
bn = Dnxn + dn (2.58)
and let x ∈ Z. Then
|||bn||| ≤ |||Dnxn|||+ |||dn|||
≤ |||Dnxn −Dnx|||+ |||Dnx−Dnz|||+ |||dn|||
≤ κn(|||xn − x|||+ |||x− z|||) + |||dn|||, (2.59)
where z is provided by assumption (ii)(b) in Algorithm 2.8. We now set
T n = Id− γnB and en = JγnAn
(
T nx
)− x. (2.60)
On the one hand, the inequality supk∈N γk ≤ 2β yields
|||T nx||| ≤ ρ, where ρ = |||x|||+ 2β|||Bx|||. (2.61)
On the other hand, since x is a solution to Problem 2.6, Proposition 2.7, (2.42), and
(2.44) supply
x = JγnA(T nx). (2.62)
Therefore, (2.60), (2.61), and (2.43) imply that∑
k∈N
|||ek||| =
∑
k∈N
|||JγkAk(T kx)−x||| =
∑
k∈N
|||JγkAk(T kx)−JγkA(T kx)||| < +∞. (2.63)
In addition, (2.56), (2.58), and (2.60) yield
JγnAn
(
xn − γn(Bnxn + dn)
)−x = JγnAn(T nxn − γnbn)− JγnAn(T nx) + en. (2.64)
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Since JγnA and, by Lemma 2.13, T n are nonexpansive, we derive from (2.64) and (2.59)
that
|||JγnAn
(
xn − γn(Bnxn + dn)
)− x||| ≤ |||JγnAn(T nxn−γnbn)−JγnAn(T nx)|||+|||en|||
≤ |||T nxn − γnbn − T nx|||+ |||en|||
≤ |||xn − x|||+ γn|||bn|||+ |||en|||
≤ |||xn − x|||+ 2β|||bn|||+ |||en|||
≤ (1 + 2βκn)|||xn − x|||+ 2βκn|||x− z|||
+ 2β|||dn|||+ |||en|||. (2.65)
Thus, it results from (2.55), (2.65), (2.52), and (2.51) that
|||xn+1 − x||| = |||Λn(xn − x) + (Id−Λn)
(
JγnAn
(
xn − γn(Bnxn + dn)
)− x+ cn)|||
≤ |||Λn||| |||xn − x|||+ |||Id−Λn||| |||cn|||
+ |||Id−Λn||| |||JγnAn
(
xn − γn(Bnxn + dn)
)− x|||
≤ |||Λn||| |||xn − x|||+ |||Id−Λn||| |||cn|||
+ |||Id−Λn|||
(
(1 + 2βκn)|||xn − x|||+ 2βκn|||x− z|||
+ 2β|||dn|||+ |||en|||
)
≤ (|||Λn|||+|||Id−Λn|||)|||xn−x|||+|||Id−Λn||| (|||cn|||+2βκn|||xn−x|||
+ 2βκn|||x− z|||+ 2β|||dn|||+ |||en|||
)
≤ (1 + τn)|||xn − x|||+ |||cn|||+ 2βκn|||xn − x|||
+ 2βκn|||x− z|||+ 2β|||dn|||+ |||en|||
≤ (1 + αn)|||xn − x|||+ δn, (2.66)
where
αn = τn + 2βκn and δn = |||cn|||+ 2βκn|||x− z|||+ 2β|||dn|||+ |||en|||. (2.67)
In turn, it follows from (2.54), (2.57), (2.48), (2.49), and (2.63) that
∑
k∈N αk < +∞
and
∑
k∈N δk < +∞. Thus, (2.66) and [39, Lemma 2.2.2] yield
sup
k∈N
|||xk − x||| < +∞ (2.68)
and, using (2.57) and (2.49), we derive from (2.59) that∑
k∈N
|||bk||| < +∞. (2.69)
In view of (2.58), (2.56), and (2.60), (2.55) is equivalent to
xn+1 = Λnxn + (Id−Λn)
(
JγnA(T nxn − γnbn) + hn
)
, (2.70)
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where
hn = JγnAn(T nxn − γnbn)− JγnA(T nxn − γnbn) + cn. (2.71)
Now set µ = supk∈N |||xk − x||| + ρ + 2β supk∈N |||bk|||. Then it follows from (2.68) and
(2.69) that µ < +∞. Moreover, we deduce from the nonexpansivity of T n and (2.61)
that
|||T nxn − γnbn||| ≤ |||T nxn − T nx|||+ |||T nx|||+ 2β|||bn|||
≤ |||xn − x|||+ ρ+ 2β|||bn|||
≤ µ. (2.72)
Hence, appealing to (2.43) and (2.48), we infer from (2.71) that∑
k∈N
|||hk||| < +∞. (2.73)
Note that, upon introducing
an = hn +
1
1− λn (Λn − λnId)
(
xn − JγnA(T nxn − γnbn)− hn
)
(2.74)
and using (2.60), we can rewrite (2.70) in the form of (2.33), namely,
xn+1 = λnxn + (1− λn)
(
JγnA(xn − γn(Bxn + bn)) + an
)
. (2.75)
On the other hand, using (2.62) and the nonexpansivity of JγnA and T n, we get
|||xn − JγnA(T nxn − γnbn)−hn||| ≤ |||xn − x|||+|||JγnA(T nx)−JγnA(T nxn − γnbn)|||
+ |||hn|||
≤ 2|||xn − x|||+ 2β|||bn|||+ |||hn|||. (2.76)
Therefore, we derive from (2.68), (2.69), and (2.73) that
ν = sup
k∈N
|||xk − JγkA(T kxk − γkbk)− hk||| < +∞, (2.77)
and hence, from (2.74), (2.50) and the inequality λn ≤ 1− ε, that
|||an||| ≤ |||hn|||+ 1
1− λn |||Λn − λnId||| |||xn − JγnA(T nxn − γnbn)− hn|||
≤ |||hn|||+ ν
ε
max
1≤i≤m
|λi,n − λn|. (2.78)
Thus, using (2.73) and arguing as in (2.54), we get∑
k∈N
|||ak||| < +∞. (2.79)
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However, Theorem 2.14(i) asserts that, with properties (2.41), (2.46), (2.69), (2.79),
and under the hypotheses on (γn)n∈N and (λn)n∈N stated in Algorithm 2.8, the sequence
(xn)n∈N generated by (2.75) converges weakly to a point in Z. Since (2.75) is equivalent
to (2.23) and (2.45) is equivalent to (2.17), the proof is complete.
We conclude this section with the following theorem, in which we describe instances
of strong convergence derived from Theorem 2.14.
Theorem 2.16 Let ((xi,n)n∈N)1≤i≤m and (xi)1≤i≤m be as in Theorem 2.15. Then the follo-
wing hold.
(i) Suppose that, for some i ∈ {1, . . . , m}, Ai is demiregular at xi (see Proposition 2.10
for special cases). Then xi,n → xi.
(ii) Suppose that the operator (yj)1≤j≤m 7→
(
Bi(yj)1≤j≤m
)
1≤i≤m
is demiregular at
(xi)1≤i≤m (see Proposition 2.10 for special cases). Then, for every i ∈ {1, . . . , m},
xi,n → xi.
(iii) Suppose that the set of solutions to Problem 2.6 has a nonempty interior. Then, for
every i ∈ {1, . . . , m}, xi,n → xi.
Proof. We use the same product space setting and notation as in the proof of Theo-
rem 2.15. In particular, we set x = (x1, . . . , xm) and H = H1 ⊕ · · · ⊕ Hm, and we define
A : H→ 2H : y 7→
m×
i=1
Aiyi and B : H→H : y 7→ (Biy)1≤i≤m. (2.80)
As seen in the proof of Theorem 2.15, the convergence properties of (xn)n∈N =
((xi,n)1≤i≤m)n∈N follow from those listed in Theorem 2.14 and applied to the operators
defined in (2.80) ; moreover, the set of solutions to Problem 2.6 is Z = (A+B)−1(0).
(i) : Set vi = −Bi(x1, . . . , xm) and
(∀n ∈ N)
{
yi,n = JγnAi
(
xi,n − γnBi(x1,n, . . . , xm,n)
)
vi,n = γ
−1
n (xi,n − yi,n)−Bi(x1,n, . . . , xm,n).
(2.81)
We first derive from (2.17) that
vi = −Bi(x1, . . . , xm) ∈ Aixi. (2.82)
Moreover, it follows from Theorem 2.14(i) that
xi,n ⇀ xi, (2.83)
from Theorem 2.14(ii) that
‖Bi(x1,n, . . . , xm,n)−Bi(x1, . . . , xm)‖ = ‖Bixn−Bix‖ ≤ |||Bxn−Bx||| → 0, (2.84)
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and from Theorem 2.14(iii) and (2.42) that
‖xi,n − yi,n‖ ≤ |||xn − JγnA(xn − γnBxn)||| → 0. (2.85)
Combining (2.83) and (2.85), we obtain
yi,n ⇀ xi. (2.86)
Next, we derive from (2.81) that
(∀n ∈ N) (yi,n, vi,n) ∈ grAi (2.87)
and that
(∀n ∈ N) ‖vi,n − vi‖ ≤ ‖xi,n − yi,n‖
γn
+ ‖Bi(x1,n, . . . , xm,n)−Bi(x1, . . . , xm)‖. (2.88)
Hence, it follows from (2.85), the condition infn∈N γn > 0, and (2.84), that
vi,n → vi. (2.89)
Altogether, (2.82), (2.86), (2.87), (2.89), and Definition 2.9 yield yi,n → xi. In turn,
appealing to (2.85), we conclude that xi,n → xi.
(ii) : This follows Theorem 2.14(iv)(b).
(iii) : This follows Theorem 2.14(iv)(c).
2.2.3 Coupling evolution inclusions
Evolution inclusions arise in various fields of applied mathematics [30, 42]. In this
section, we address the problem of solving systems of coupled evolution inclusions with
periodicity conditions.
Let us recall some standard notation [15, 48]. Fix T ∈ ]0,+∞[ and p ∈ [1,+∞[. Then
D(]0, T [) is the set of infinitely differentiable functions from ]0, T [ to R with compact
support in ]0, T [. Given a real Hilbert space H, C([0, T ];H) is the space of continuous
functions from [0, T ] to H and Lp([0, T ];H) is the space of classes of equivalences of
Borel measurable functions x : [0, T ] → H such that ∫ T
0
‖x(t)‖p
H
dt < +∞. L2([0, T ];H) is
a Hilbert space with scalar product (x, y) 7→ ∫ T
0
〈x(t) | y(t)〉
H
dt. Now take x and y in
L1([0, T ];H). Then y is the weak derivative of x if
∫ T
0
φ(t)y(t)dt = − ∫ T
0
(dφ(t)/dt)x(t)dt
for every φ ∈ D(]0, T [), in which case we use the notation y = x′. Moreover,
W 1,2([0, T ];H) =
{
x ∈ L2([0, T ];H) | x′ ∈ L2([0, T ];H)}, (2.90)
equipped with the scalar product (x, y) 7→ ∫ T
0
〈x(t) | y(t)〉
H
dt +
∫ T
0
〈x′(t) | y′(t)〉
H
dt, is a
Hilbert space.
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Problem 2.17 Let (Hi)1≤i≤m be real Hilbert spaces and let T ∈ ]0,+∞[. For every i ∈
{1, . . . , m}, set
Wi =
{
x ∈ C([0, T ];Hi) ∩W 1,2([0, T ];Hi) | x(T ) = x(0)
}
, (2.91)
let fi ∈ Γ0(Hi), and let Bi : H1×· · ·×Hm → Hi. It is assumed that there exists β ∈ ]0,+∞[
such that
(∀(x1, . . . , xm) ∈ H1 × · · · × Hm)(∀(y1, . . . , ym) ∈ H1 × · · · × Hm)
m∑
i=1
〈xi − yi | Bi(x1, . . . , xm)− Bi(y1, . . . , ym)〉Hi
≥ β
m∑
i=1
∥∥Bi(x1, . . . , xm)− Bi(y1, . . . , ym)∥∥2
Hi
. (2.92)
The problem is to
find x1 ∈ W1, . . . , xm ∈ Wm such that
(∀i ∈ {1, . . . , m}) 0 ∈ x′i(t) + ∂fi(xi(t)) + Bi(x1(t), . . . , xm(t)) a.e. on ]0, T [ ,
(2.93)
under the assumption that such functions exist.
Algorithm 2.18 Fix ε ∈ ]0,min{1, β}[, (γn)n∈N in [ε, 2β − ε], and (λn)n∈N in [0, 1− ε].
Let, for every n ∈ N and every i ∈ {1, . . . , m}, yi,n be the unique solution in Wi to the
inclusion
xi,n(t)− yi,n(t)
γn
− (Bi(x1,n(t), . . . , xm,n(t)) + bi,n(t))
∈ y′i,n(t) + ∂fi(yi,n(t)) + ei,n(t) a.e. on ]0, T [ (2.94)
and set
xi,n+1 = λi,nxi,n + (1− λi,n)yi,n (2.95)
where, for every i ∈ {1, . . . , m}, the following hold.
(i) xi,0 ∈ W 1,2([0, T ];Hi).
(ii) (bi,n)n∈N and (ei,n)n∈N are sequences in L2([0, T ];Hi) such that
∑
n∈N
√∫ T
0
‖bi,n(t)‖2Hidt < +∞ and
∑
n∈N
√∫ T
0
‖ei,n(t)‖2Hidt < +∞. (2.96)
(iii) (λi,n)n∈N is a sequence in [0, 1[ such that
∑
n∈N |λi,n − λn| < +∞.
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In (2.94), bi,n(t) models the error tolerated in computing Bi(x1,n(t), . . . , xm,n(t)),
while ei,n(t)models the error tolerated in solving the inclusion with respect to ∂fi(yi,n(t)).
We now examine the weak convergence properties of Algorithm 2.18 (strong
convergence conditions can be derived from Theorem 2.16).
Theorem 2.19 Let ((xi,n)n∈N)1≤i≤m be sequences generated by Algorithm 2.18. Then, for
every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly in W 1,2([0, T ];Hi) to a point xi ∈ Wi, and
(xi)1≤i≤m is a solution to Problem 2.17.
Proof. For every i ∈ {1, . . . , m}, set Hi = L2([0, T ];Hi) and
Ai : Hi → 2Hi
x 7→

{
u ∈ Hi
∣∣∣∣ u(t) ∈ x′(t) + ∂fi(x(t)) a.e. in ]0, T [}, if x ∈ Wi;
∅, otherwise.
(2.97)
Let us first show that the operators (Ai)1≤i≤m are maximal monotone. For this purpose,
let i ∈ {1, . . . , m}, and take (x, u) ∈ grAi and (y, v) ∈ grAi. It follows from (2.97) that,
almost everywhere on ]0, T [, u(t)−x′(t) ∈ ∂fi(x(t)) and v(t)−y′(t) ∈ ∂fi(y(t)). Therefore,
by monotonicity of ∂fi, we have∫ T
0
〈
x(t)− y(t) | (u(t)− x′(t))− (v(t)− y′(t))〉
Hi
dt ≥ 0. (2.98)
Hence,
〈x− y | u− v〉 =
∫ T
0
〈x(t)− y(t) | u(t)− v(t)〉
Hi
dt
=
∫ T
0
〈
x(t)− y(t) | (u(t)− x′(t))− (v(t)− y′(t))〉
Hi
dt
+
∫ T
0
〈x(t)− y(t) | x′(t)− y′(t)〉
Hi
dt
≥ 1
2
∫ T
0
d ‖x(t)− y(t)‖2
Hi
dt
dt
=
1
2
(‖x(T )− y(T )‖2
Hi
− ‖x(0)− y(0)‖2
Hi
)
= 0. (2.99)
Thus, Ai is monotone. To prove maximality, set gi = (1/2)‖·‖2Hi+ fi. Then gi ∈ Γ0(Hi) and
∂gi = Id+∂fi. Moreover, since fi ∈ Γ0(Hi), it follows from the Fenchel-Moreau theorem
that it is minorized by a continuous affine functional, say fi ≥ 〈· | v〉Hi + η for some
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v ∈ Hi and η ∈ R. Now, let y ∈ dom fi = dom gi and take (x, u) ∈ gr ∂gi. Then (2.20) and
Cauchy-Schwarz imply the coercivity property
〈x− y | u〉
Hi
‖x‖Hi
≥ gi(x)− gi(y)‖x‖Hi
=
‖x‖Hi
2
+
fi(x)− gi(y)
‖x‖Hi
≥ ‖x‖Hi
2
− ‖v‖Hi +
η − gi(y)
‖x‖Hi
→ +∞ as ‖x‖Hi → +∞. (2.100)
Therefore, [15, Corollaire 3.4] asserts that for every w ∈ Hi there exists z ∈ Wi such
that
w(t) ∈ z′(t) + ∂gi(z(t)) = z′(t) + z(t) + ∂fi(z(t)) a.e. on ]0, T [ , (2.101)
i.e., by (2.97), such that w − z ∈ Aiz. This shows that the range of Id+Ai is Hi and
hence, by Minty’s theorem [5, Theorem 3.5.8], that Ai is maximal monotone.
Next, for every i ∈ {1, . . . , m} and every (x1, . . . , xm) ∈ H1×· · ·×Hm, define almost
everywhere
Bi(x1, . . . , xm) : [0, T ]→ Hi : t 7→ Bi(x1(t), . . . , xm(t)). (2.102)
Now let (x1, . . . , xm) ∈ H1× · · · ×Hm and set (∀i ∈ {1, . . . , m}) bi = Bi(0, . . . , 0). Then it
follows from (2.92) and Cauchy-Schwarz that, almost everywhere on [0, T ],
β
m∑
j=1
‖Bj(x1(t), . . . , xm(t))− bj‖2Hj ≤
m∑
j=1
〈xj(t)− 0 | Bj(x1(t), . . . , xm(t))− bj〉Hj
≤
m∑
j=1
‖xj(t)‖Hj ‖Bj(x1(t), . . . , xm(t))− bj‖Hj
≤
√√√√ m∑
j=1
‖xj(t)‖2Hj
√√√√ m∑
j=1
‖Bj(x1(t), . . . , xm(t))−bj‖2Hj .
(2.103)
Therefore, for every i ∈ {1, . . . , m},
‖Bi(x1, . . . , xm)(t)‖2Hi ≤ 2
(‖bi‖2Hi + ‖Bi(x1, . . . , xm)(t)− bi‖2Hi)
≤ 2
(
‖bi‖2Hi +
m∑
j=1
‖Bj(x1(t), . . . , xm(t))− bj‖2Hj
)
≤ 2
(
‖bi‖2Hi +
1
β2
m∑
j=1
‖xj(t)‖2Hj
)
a.e. on ]0, T [ , (2.104)
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which yields∫ T
0
‖Bi(x1, . . . , xm)(t)‖2Hidt ≤ 2T‖bi‖2Hi +
2
β2
m∑
j=1
‖xj‖2, (2.105)
so that we can now claim that Bi : H1 × · · · × Hm → L2([0, T ];Hi) = Hi. In addition,
upon integrating, we derive from (2.92) and (2.102) that, for every (y1, . . . , ym) ∈ H1 ×
· · · × Hm,
m∑
i=1
〈xi − yi | Bi(x1, . . . , xm)− Bi(y1, . . . , ym)〉
≥ β
m∑
i=1
∥∥Bi(x1, . . . , xm) − Bi(y1, . . . , ym)∥∥2. (2.106)
We have thus established (2.16).
Let us now make the connection between Algorithm 2.18 and Algorithm 2.8. For
every n ∈ N and every i ∈ {1, . . . , m}, it follows from (2.94), (2.97), (2.102), and the
maximal monotonicity of Ai that yi,n is uniquely defined and can be expressed as
yi,n = JγnAi
(
xi,n − γn
(
Bi(x1,n, . . . , xm,n) + bi,n
))
+ ai,n , (2.107)
where
ai,n = JγnAi
(
− γnei,n + xi,n − γn
(
Bi(x1,n, . . . , xm,n) + bi,n
))
− JγnAi
(
xi,n − γn
(
Bi(x1,n, . . . , xm,n) + bi,n
))
. (2.108)
We therefore deduce from (2.95) that
xi,n+1 = λi,nxi,n+(1−λi,n)
(
JγnAi
(
xi,n−γn
(
Bi(x1,n, . . . , xm,n)+ bi,n
))
+ai,n
)
. (2.109)
Thus, (2.109) derives from (2.23) with Ai,n ≡ Ai and Bi,n ≡ Bi. On the other hand,
for every i ∈ {1, . . . , m}, by nonexpansivity of the operators (JγnAi)n∈N, we deduce from
(2.108) and (2.96) that∑
n∈N
‖ai,n‖ ≤
∑
n∈N
γn‖ei,n‖ ≤ 2β
∑
n∈N
‖ei,n‖ < +∞. (2.110)
As a result, all the hypotheses of Algorithm 2.8 are satisfied and hence Theorem 2.15
asserts that, for every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly in Hi = L2([0, T ];Hi) to
a point xi, and (xi)1≤i≤m satisfies
(∀i ∈ {1, . . . , m}) 0 ∈ Aixi +Bi(x1, . . . , xm). (2.111)
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Accordingly,
σ = max
1≤i≤m
sup
n∈N
‖xi,n‖ < +∞ (2.112)
and (∀i ∈ {1, . . . , m}) xi ∈ domAi ⊂ Wi. Moreover since, in view of (2.97) and (2.102),
(2.111) reduces to (2.93), (xi)1≤i≤m is a solution to Problem 2.17.
To complete the proof, let i ∈ {1, . . . , m}. To show that (xi,n)n∈N converges weakly
to xi in W 1,2([0, T ];Hi), it remains to show that (x′i,n)n∈N converges weakly to x
′
i in
L2([0, T ];Hi). We first observe that (xi,n)n∈N lies in W 1,2([0, T ];Hi). Indeed, it follows
from (2.97) that
(∀n ∈ N)(∀z ∈ Hi) JγnAiz ∈ dom(γnAi) ⊂ Wi ⊂ W 1,2([0, T ];Hi). (2.113)
As a result, we deduce from (2.108) that (ai,n)n∈N lies in W 1,2([0, T ];Hi). On the other
hand, by construction, (yi,n)n∈N lies inWi ⊂ W 1,2([0, T ];Hi). In view of (2.95) and (i) in
Algorithm 2.18, (xi,n)n∈N is therefore in W 1,2([0, T ];Hi). Next, let us show that (x′i,n)n∈N
is bounded in L2([0, T ];Hi). To this end, let n ∈ N and set
wi,n(t) =
xi,n(t)− yi,n(t)
γn
− Bi(x1,n(t), . . . , xm,n(t))− bi,n(t)
− y′i,n(t) − ei,n(t) a.e. on ]0, T [ . (2.114)
Then we derive from (2.94) that
wi,n(t) ∈ ∂fi(yi,n(t)) a.e. on ]0, T [ . (2.115)
Hence, since wi,n ∈ Hi, it follows from [15, Lemme 3.3] that
d(fi ◦ yi,n)(t)
dt
=
〈
wi,n(t) | y′i,n(t)
〉
Hi
a.e. on ]0, T [ . (2.116)
On the other hand, since yi,n ∈ Wi, we have yi,n(T ) = yi,n(0). Therefore∫ T
0
〈
wi,n(t) | y′i,n(t)
〉
Hi
dt =
∫ T
0
d(fi ◦ yi,n)(t)
dt
dt
= fi(yi,n(T ))− fi(yi,n(0))
= 0 (2.117)
and, furthermore,∫ T
0
〈
yi,n(t) | y′i,n(t)
〉
Hi
dt =
1
2
∫ T
0
d‖yi,n(t)‖2Hi
dt
dt
=
‖yi,n(T )‖2Hi − ‖yi,n(0)‖2Hi
2
= 0. (2.118)
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We deduce from (2.117), (2.114), and (2.118) that
0 =
∫ T
0
〈
xi,n(t)
γn
∣∣∣∣ y′i,n(t)〉
Hi
dt−
∫ T
0
〈
Bi(x1,n(t), . . . , xm,n(t)) | y′i,n(t)
〉
Hi
dt
−
∫ T
0
〈
bi,n(t) | y′i,n(t)
〉
Hi
dt−
∫ T
0
‖y′i,n(t)‖2Hidt−
∫ T
0
〈
ei,n(t) | y′i,n(t)
〉
Hi
dt.
(2.119)
Thus, using Cauchy-Schwarz, the inequality γn ≥ ε, and (2.102), we obtain
‖y′i,n‖2 ≤
(
1
ε
‖xi,n‖+ ‖Bi(x1,n, . . . , xm,n)‖+ ‖bi,n‖+ ‖ei,n‖
)
‖y′i,n‖. (2.120)
In turn, it follows from (2.95) that
‖x′i,n+1‖ ≤ λi,n‖x′i,n‖
+ (1 − λi,n)
(
1
ε
‖xi,n‖ + ‖Bi(x1,n, . . . , xm,n)‖+ ‖bi,n‖+ ‖ei,n‖
)
. (2.121)
On the other hand, arguing as in (2.105), we derive from (2.112) that
‖Bi(x1,n, . . . , xm,n)‖ ≤
√
2T‖bi‖2Hi +
2mσ2
β2
≤
√
2T‖bi‖Hi +
√
2m
σ
β
. (2.122)
Hence, using (ii) in Algorithm 2.18, we derive by induction from (2.121) that
‖x′i,n‖ ≤ max
{
‖x′i,0‖,
σ
ε
+
√
2T‖bi‖Hi +
√
2m
σ
β
+ sup
k∈N
(‖bi,k‖+ ‖ei,k‖)}. (2.123)
This shows the boundedness of (x′i,n)n∈N in L
2([0, T ];Hi). Now let z be the weak limit in
L2([0, T ];Hi) of an arbitrary weakly convergent subsequence of (x′i,n)n∈N. Since (xi,n)n∈N
converges weakly in L2([0, T ];Hi) to xi, it therefore follows from [48, Proposition 23.19]
that z = x′i. In turn, this shows that (x
′
i,n)n∈N converges weakly in L
2([0, T ];Hi) to x′i.
2.2.4 The variational case
We study a special case of Problem 2.6 which yields a variational formulation that
extends (2.15).
Recall that, for every f ∈ Γ0(H) and every x ∈ H, the function y 7→ f(y)+‖x−y‖2/2
admits a unique minimizer, which is denoted by proxf x. The proximity operator thus
defined can be expressed as proxf = J∂f [36].
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Problem 2.20 Let (Hi)1≤i≤m and (Gk)1≤k≤p be real Hilbert spaces. For every i ∈
{1, . . . , m}, let fi ∈ Γ0(Hi) and, for every k ∈ {1, . . . , p}, let τk ∈ ]0,+∞[, let ϕk : Gk → R
be a differentiable convex function with a τk-Lipschitz-continuous gradient, and let
Lki : Hi → Gk be linear and bounded. It is assumed that min1≤k≤p
∑m
i=1 ‖Lki‖2 > 0.
The problem is to
minimize
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
p∑
k=1
ϕk
( m∑
i=1
Lkixi
)
, (2.124)
under the assumption that solutions exist.
Algorithm 2.21 Set
β =
1
p max
1≤k≤p
τk
m∑
i=1
‖Lki‖2
. (2.125)
Fix ε ∈ ]0,min{1, β}[, (γn)n∈N in [ε, 2β − ε], (λn)n∈N in [0, 1− ε], and (xi,0)1≤i≤m ∈ H1 ×
· · · × Hm. Set, for every n ∈ N,
x1,n+1 = λ1,nx1,n +
(1− λ1,n)
(
proxγnf1,n
(
x1,n − γn
( p∑
k=1
L∗k1∇ϕk
( m∑
j=1
Lkjxj,n
)
+b1,n
))
+a1,n
)
,
...
xm,n+1 = λm,nxm,n +
(1− λm,n)
(
proxγnfm,n
(
xm,n−γn
( p∑
k=1
L∗km∇ϕk
( m∑
j=1
Lkjxj,n
)
+bm,n
))
+am,n
)
,
(2.126)
where, for every i ∈ {1, . . . , m}, the following hold.
(i) (fi,n)n∈N are functions in Γ0(Hi) such that
(∀ρ ∈ ]0,+∞[)
∑
n∈N
sup
‖y‖≤ρ
‖ proxγnfi,n y − proxγnfi y‖ < +∞. (2.127)
(ii) (ai,n)n∈N and (bi,n)n∈N are sequences in Hi such that
∑
n∈N ‖ai,n‖ < +∞ and∑
n∈N ‖bi,n‖ < +∞.
(iii) (λi,n)n∈N is a sequence in [0, 1[ such that
∑
n∈N |λi,n − λn| < +∞.
We now turn our attention to the asymptotic behavior of Algorithm 2.21 (strong
convergence conditions can be derived from Theorem 2.16).
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Theorem 2.22 Let ((xi,n)n∈N)1≤i≤m be sequences generated by Algorithm 2.21. Then, for
every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly to a point xi ∈ Hi, and (xi)1≤i≤m is a
solution to Problem 2.20.
Proof. Problem 2.20 is a special case of Problem 2.6 where, for every i ∈ {1, . . . , m},
Ai = ∂fi and Bi : (xj)1≤j≤m 7→
p∑
k=1
L∗ki∇ϕk
( m∑
j=1
Lkjxj
)
. (2.128)
Indeed, define H as in the proof of Theorem 2.15 and set
f : H→ ]−∞,+∞] : (xi)1≤i≤m 7→
m∑
i=1
fi(xi) (2.129)
and
g : H→ R : (xi)1≤i≤m 7→
p∑
k=1
ϕk
( m∑
i=1
Lkixi
)
. (2.130)
Then f and g are in Γ0(H) and it follows from Fermat’s rule and elementary subdiffe-
rential calculus that, for every (x1, . . . , xm) ∈H,
(x1, . . . , xm) solves (2.124) ⇔ (0, . . . , 0) ∈ ∂(f + g)(x1, . . . , xm)
⇔ (0, . . . , 0) ∈ ∂f (x1, . . . , xm) +∇g(x1, . . . , xm)
⇔ (∀i ∈ {1, . . . , m}) 0 ∈ ∂fi(xi)+
p∑
k=1
L∗ki∇ϕk
( m∑
j=1
Lkjxj
)
⇔ (∀i ∈ {1, . . . , m}) 0 ∈ Aixi +Bi(x1, . . . , xm). (2.131)
Next, let us show that the family (Bi)1≤i≤m in (2.128) satisfies (2.16) with β as in
(2.125). First, Lemma 2.12 asserts that, for every k ∈ {1, . . . , p}, ∇ϕk is τ−1k -cocoercive.
Hence, for every (x1, . . . , xm) ∈ H and every (y1, . . . , ym) ∈ H, it follows from (2.128),
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(2.125), and the convexity of ‖ · ‖2 that
m∑
i=1
〈xi − yi | Bi(x1, . . . , xm)−Bi(y1, . . . , ym)〉
=
m∑
i=1
p∑
k=1
〈
xi − yi
∣∣∣∣ L∗ki(∇ϕk( m∑
j=1
Lkjxj
)
−∇ϕk
( m∑
j=1
Lkjyj
))〉
=
m∑
i=1
p∑
k=1
〈
Lki(xi − yi)
∣∣∣∣ ∇ϕk( m∑
j=1
Lkjxj
)
−∇ϕk
( m∑
j=1
Lkjyj
)〉
=
p∑
k=1
〈 m∑
i=1
Lkixi −
m∑
i=1
Lkiyi
∣∣∣∣ ∇ϕk( m∑
j=1
Lkjxj
)
−∇ϕk
( m∑
j=1
Lkjyj
)〉
≥
p∑
k=1
1
τk
∥∥∥∥∇ϕk( m∑
j=1
Lkjxj
)
−∇ϕk
( m∑
j=1
Lkjyj
)∥∥∥∥2
=
p∑
k=1
1
τk
∑m
i=1 ‖Lki‖2
m∑
i=1
‖Lki‖2
∥∥∥∥∇ϕk( m∑
j=1
Lkjxj
)
−∇ϕk
( m∑
j=1
Lkjyj
)∥∥∥∥2
≥ pβ
p∑
k=1
m∑
i=1
‖Lki‖2
∥∥∥∥∇ϕk( m∑
j=1
Lkjxj
)
−∇ϕk
( m∑
j=1
Lkjyj
)∥∥∥∥2
≥ β
m∑
i=1
p
p∑
k=1
∥∥∥∥L∗ki(∇ϕk( m∑
j=1
Lkjxj
)
−∇ϕk
( m∑
j=1
Lkjyj
))∥∥∥∥2
≥ β
m∑
i=1
∥∥∥∥ p∑
k=1
L∗ki∇ϕk
( m∑
j=1
Lkjxj
)
−
p∑
k=1
L∗ki∇ϕk
( m∑
j=1
Lkjyj
)∥∥∥∥2.
(2.132)
This shows that (2.16) holds. Furthermore, upon setting
(∀i ∈ {1, . . . , m})(∀n ∈ N) Ai,n = ∂fi,n and Bi,n = Bi, (2.133)
we deduce from (2.127) that Algorithm 2.21 is a particular case of Algorithm 2.8. Alto-
gether, Theorem 2.22 follows from Theorem 2.15.
Here are a couple of applications of Problem 2.20.
Example 2.23 (network flows) Consider a network with M links indexed by j ∈
{1, . . . ,M} and N paths indexed by l ∈ {1, . . . , N}, linking a subset of Q origin-
destination node pairs indexed by k ∈ {1, . . . , Q}. There arem types of users indexed by
i ∈ {1, . . . , m} transiting on the network. For every i ∈ {1, . . . , m} and l ∈ {1, . . . , N}, let
ξil ∈ R be the flux of user i on path l and let xi = (ξil)1≤l≤N be the flow associated with
user i. A standard problem in traffic theory is to find a Wardrop equilibrium [45] of the
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network, i.e., flows (xi)1≤i≤m such that the costs in all paths actually used are equal and
less than those a single user would face on any unused path. Such an equilibrium can
be obtained by solving the variational problem [13, 37, 41]
minimize
x1∈C1,..., xm∈Cm
M∑
j=1
∫ hj(x1,...,xm)
0
φj(h)dh, (2.134)
where φj : R→ [0,+∞[ is a strictly increasing τ -Lipschitz continuous function modeling
the cost of transiting on link j and hj(x1, . . . , xm) is the total flow through link j, which
can be expressed as hj(x1, . . . , xm) =
∑m
i=1(Lxi)
⊤ej, where ej is the jth canonical basis
vector of RM and L is anM ×N binary matrix with jlth entry equal to 1 or 0, according
as link j belongs to path l or not. Furthermore, each closed and convex constraint set Ci
in (2.134) is defined as Ci =
{
(ηl)1≤l≤N ∈ [0,+∞[N | (∀k ∈ {1, . . . , Q})
∑
l∈Nk
ηl = δik
}
,
where ∅ 6= Nk ⊂ {1, . . . , N} is the set of paths linking the pair k and δik ∈ [0,+∞[ is
the flow of user i that must transit from the origin to the destination of pair k (for more
details on network flows, see [40, 41]). Upon setting
ϕ1 : R
M → R : (νj)1≤j≤M 7→
M∑
j=1
∫ νj
0
φj(h)dh, (2.135)
problem (2.134) can be written as
minimize
x1∈RN ,..., xm∈RN
m∑
i=1
ιCi(xi) + ϕ1
( m∑
i=1
Lxi
)
. (2.136)
Since ϕ1 is strictly convex and differentiable with a τ -Lipschitz-continuous gradient,
(2.136) is a particular instance of Problem 2.20 with p = 1, G1 = RM and (∀i ∈
{1, . . . , m}) Hi = RN , fi = ιCi , and L1i = L. Accordingly, Theorem 2.22 asserts
that (2.136) can be solved by Algorithm 2.21 which, with the choice of parameters
γn ≡ γ ∈ ]0, 2/τ [, λi,n ≡ 0, λn ≡ 0, ai,n ≡ 0, and bi,n ≡ 0, yields
(∀i ∈ {1, . . . , m}) xi,n+1 = PCi
(
xi,n − γL⊤
(
φ1(ρ1,n), . . . , φM(ρM,n)
))
, (2.137)
where (ρ1,n, . . . , ρM,n) =
∑m
j=1Lxj,n. In the special case when m = 1 the algorithm
described in (2.137) is proposed in [14]. Let us note that, as an alternative to (2.135),
we can consider the function
ϕ1 : R
M → R : (νj)1≤j≤M 7→
M∑
j=1
νjφj(νj), (2.138)
under suitable assumptions on (φj)1≤j≤M . In this case, (2.136) reduces to the problem
of finding the social optimum in the network [41], that is
minimize
x1∈C1,..., xm∈Cm
M∑
j=1
hj(x1, . . . , xm)φj
(
hj(x1, . . . , xm)
)
, (2.139)
which can also be solved with Algorithm 2.21.
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Example 2.24 (best approximation) The convex feasibility problem is to find a point
in the intersection of closed convex subsets (Ci)1≤i≤m of a real Hilbert space H [10, 21].
This problem arises in many applications in engineering and the physical sciences [17,
19]. In many instances, the intersection of the sets (Ci)1≤i≤m may turn out to be empty
and a relaxation of this problem in the presence of a hard constraint represented by C1
is to [23]
minimize
x1∈C1
1
2
m∑
i=2
ωid
2
Ci
(x1), (2.140)
where (ωi)2≤i≤m are strictly positive weights such that max2≤i≤m ωi = 1. We assume
that this problem admits at least one solution, as is the case when one of the sets in
(Ci)1≤i≤m is bounded [23, Proposition 4]. Since, for every i ∈ {2, . . . , m} and every
x1 ∈ C1, d2Ci(x1) = minxi∈Ci ‖x1 − xi‖2, (2.140) can be reformulated as
minimize
x1∈C1,..., xm∈Cm
1
2
m−1∑
k=1
ωk+1‖x1 − xk+1‖2. (2.141)
This is a special instance of Problem 2.20 with p = m− 1 and, for every i ∈ {1, . . . , m},
fi = ιCi and
(∀k ∈ {1, . . . , m− 1}) ϕk = ωk+1
2
‖ · ‖2 and Lki =

Id, if i = 1;
− Id, if i = k + 1;
0, otherwise.
(2.142)
We can derive from Algorithm 2.21 an algorithm which, by Theorem 2.22, generates
orbits that are guaranteed to converge weakly to a solution to (2.141). Indeed, in this
case, (2.125) yields β = 1/(2(m−1)). For example, upon setting γn ≡ γ ∈ ]0, 1/(m− 1)[,
λn ≡ 0, λi,n ≡ 0, ai,n ≡ 0, bi,n ≡ 0, and fi,n = ιCi for simplicity, Algorithm 2.21 becomes{
x1,n+1 = PC1
(
(1− γ∑mi=2 ωi)x1,n + γ∑mi=2 ωixi,n)
(∀i ∈ {2, . . . , m}) xi,n+1 = PCi
(
γωix1,n + (1− γωi)xi,n
)
.
(2.143)
In the particular case when m = 2 and γ = 1/2, then ω2 = 1, (2.141) is equivalent to
finding a best approximation pair relative to (C1, C2) [9, 11], and (2.143) reduces to{
x1,n+1 = PC1
(
(x1,n + x2,n)/2
)
x2,n+1 = PC2
(
(x1,n + x2,n)/2
)
.
(2.144)
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Chapitre 3
Méthodes variationnelles pour la
décomposition, la reconstruction et la
restauration de signaux
multicomposantes avec couplage lisse
3.1 Description et résultats principaux
Dans ce chapitre nous nous intéressons à la résolution de problèmes de traitement
de signaux multicomposantes sur des espaces hilbertiens, plus précisément à la restaura-
tion et la décomposition de signaux. Dans les problèmes de restauration, nous cherchons
un signal original x ∈ H à partir d’un signal dégradé z ∈ G, où H et G sont des espaces
hilbertiens réels. Nous supposons que z résulte de la dégradation de x par un opérateur
linéaire borné L : H → G (par exemple un flou) et d’un bruit additif w ∈ G, c’est-à-
dire z = Lx+ w. Des formulations variationnelles ont été proposées dans [32, 44] pour
résoudre ce problème en dimension finie. Par ailleurs, dans les problèmes de décompo-
sition nous cherchons un nombre fini des composantes x1, . . . , xm d’un signal original
x ∈ H à partir d’une observation bruitée z ∈ H. Nous supposons que x = x1 + · · ·+ xm
et que le bruit w ∈ H est additif, c’est-à-dire z = x1+ · · ·+xm+w. Dans le cas oùm = 2,
des formulations variationnelles et des méthodes convergentes ont été présentées dans
[5, 23] (voir aussi [3]), dans [6] une méthode avec propriétés modestes de convergence
a été proposée pour résoudre le cas oùm = 3 et dans [15] une méthode sans résultat de
convergence est proposée pour résoudre le cas où m = 4.
Nous nous intéressons à une formulation générale qui permet de traiter les deux
problèmes simultanément. Dans ce but, supposons que p ≥ 2 signaux (z1, . . . , zp) ∈
G1 × · · · × Gp soient observés, où, pour tout k ∈ {1, . . . , p}, Gk est un espace hilbertien
et zk est une observation bruitée qui provient d’un signal original yk ∈ Gk. De plus, nous
53
supposons que yk est un mélange linéaire des composantes x1, . . . , xm, lesquelles appar-
tiennent à des espaces de Hilbert réels H1, . . . ,Hm, respectivement. Plus précisément,
(∀k ∈ {1, . . . , p}) zk = yk + wk = Lk1x1 + · · ·+ Lkmxm + wk, (3.1)
où, pour tout i ∈ {1, . . . , m}, Lki ∈ B (Hi,Gk) et wk ∈ Gk représente le bruit. De plus,
supposons que, pour tout i ∈ {1, . . . , m}, la fonction fi ∈ Γ0(Hi)modélise des caractéris-
tiques intrinsèques de la composante xi. Les composantes x1, . . . , xm peuvent alors être
obtenues comme solution du problème d’optimisation
minimiser
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
1
2
p∑
k=1
∥∥∥∥zk − m∑
i=1
Lkixi
∥∥∥∥2. (3.2)
D’une manière générale, si l’on considère que le bruit n’est pas additif, les compo-
santes peuvent être obtenues comme solution du problème suivant.
Problème 3.1 Pour tout i ∈ {1, . . . , m}, soit fi ∈ Γ0(Hi) et pour tout k ∈ {1, . . . , p}
soit Lki ∈ B (Hi,Gk), soit τk ∈ ]0,+∞[, et soit ϕk : Gk → R une fonction convexe et
différentiable avec un gradient τk-lipschitzien. Le problème est de
minimiser
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
p∑
k=1
ϕk
( m∑
i=1
Lkixi
)
. (3.3)
Dans le Problème 3.1, les fonctions (ϕk)1≤k≤p peuvent agir comme des fonctions
de pénalisation reflétant les propriétés connues sur le bruit. Par exemple, si pour tout
k ∈ {1, . . . , p}, ϕk = ‖zk − ·‖2/2, (3.3) donne (3.2).
Notons que, en utilisant des outils basiques d’analyse convexe, cette formulation est
un cas particulier du Problème 1.1 avec q = 2 et
A1 = ∂f1 × · · · × ∂fm
A2 : (xi)1≤i≤m 7→
(
p∑
k=1
L∗ki∇ϕk
( m∑
i=1
Lkixi
))
1≤i≤m
.
(3.4)
Le Problème 3.1 a été résolu par l’algorithme que nous avons proposé dans le Cha-
pitre 2, qui nous rappelons ci-dessous.
Algorithme 3.2 On pose
β1 =
1
p max
1≤k≤p
τk
m∑
i=1
‖Lki‖2
, (3.5)
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pour tout i ∈ {1, . . . , m}, soient (ai,n)n∈N et (bi,n)n∈N des suites dans Hi telles que∑
n∈N ‖ai,n‖ < +∞ et
∑
n∈N ‖bi,n‖ < +∞. On génère des suites (x1,n)n∈N, . . . , (xm,n)n∈N
comme suit.
Initialisation ε ∈ ]0,min{1, β1}[Pour i = 1, . . . , m
⌊ xi,0 ∈ Hi
Pour n = 0, 1, . . .
γn ∈ [ε, 2β1 − ε]
λn ∈ [ε, 1]
Pour i = 1, . . . , m
yi,n =
p∑
k=1
L∗ki∇ϕk
( m∑
j=1
Lkjxj,n
)
+ bi,n
zi,n = proxγnfi(xi,n − γnyi,n) + ai,n
xi,n+1 = xi,n + λn(zi,n − xi,n).
(3.6)
Le résultat de convergence démontré dans le Chapitre 2 est le suivant.
Théorème 3.3 [4, Theorem 4.3] Soient (x1,n)n∈N, . . . , (xm,n)n∈N les suites générées par
l’Algorithme 3.2 et supposons que le Problème 3.1 admette au moins une solution. Alors,
pour tout i ∈ {1, . . . , m}, xi,n ⇀ xi ∈ Hi et (xi)1≤i≤m est une solution du Problème 3.1.
Ce chapitre est consacré à la résolution de certains cas particuliers importants du
Problème 3.1 d’une manière efficace en modifiant l’Algorithme 3.2. En particulier, si
nous considérons que, pour tout k ∈ {1, . . . , p}, ϕk = ‖zk − ·‖2/2, l’Algorithme 3.2 peut
être décrit par (on prend λn ≡ 1 par simplicité)
xi,n+1 = proxγnfi
(
xi,n + γn
( p∑
k=1
L∗ki
(
zk −
m∑
j=1
Lkjxj,n
)
+ bi,n
))
+ ai,n, (3.7)
et les suites ainsi générées convergent vers une solution de (3.2) si (γn)n∈N est dans
]0, 2β1[. De plus, nous montrons que ce résultat reste vrai si la suite (γn)n∈N est dans
]0, 2β2[, avec
β2 =
1
p∑
k=1
m∑
i=1
‖Lki‖2
. (3.8)
Vu que β2 ≥ β1, on peut donc élargir l’intervalle dans lequel se trouve la suite (γn)n∈N.
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D’autre part, si nous considérons le cas particulier de (3.2) où, pour tout k ∈
{1, . . . , p} et i ∈ {1, . . . , m}, Lki = ξki Id avec ξki ∈ R, (3.2) se réduit à
minimiser
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
1
2
p∑
k=1
∥∥∥∥zk − m∑
i=1
ξkixi
∥∥∥∥2 (3.9)
et (3.7) donne
xi,n+1 = proxγnfi
(
xi,n + γn
p∑
k=1
ξki
(
zk −
m∑
j=1
ξkjxj,n
))
+ ai,n. (3.10)
Nous montrons que le même résultat de convergence reste vrai en prenant la suite
(γn)n∈N dans ]0, 2β3[, où
β3 =
1
λmax
(3.11)
et λmax est la plus grande valeur propre de la matrice Ξ⊤Ξ avec Ξ = [ξki] ∈ Rp×m.
Puisque β3 ≥ β2, ceci permet d’élargir encore plus l’intervalle dans lequel se trouve la
suite (γn)n∈N.
Les algorithmes proposés sont appliqués aux problèmes de décomposition du signal,
de synthèse du signal, de représentation du signal multitrame et aux problèmes de mini-
misation avec des contraintes pénalisées. Notons dans (3.6), (3.7) et (3.10) que le calcul
d’opérateurs proximaux est un élément-clé dans la mise en œuvre des algorithmes. Pour
cette raison nous fournissons plusieurs calculs explicites d’opérateurs proximaux que
nous utilisons dans les applications mentionnées.
3.2 Article en anglais
CONVEX VARIATIONAL FORMULATION WITH SMOOTH COUPLING
FOR MULTICOMPONENT SIGNAL DECOMPOSITION AND
RECOVERY 1
Abstract : A convex variational formulation is proposed to solve multicomponent signal
processing problems in Hilbert spaces. The cost function consists of a separable term, in
which each component is modeled through its own potential, and of a coupling term,
in which constraints on linear transformations of the components are penalized with
smooth functionals. An algorithm with guaranteed weak convergence to a solution to
the problem is provided. Various multicomponent signal decomposition and recovery
applications are discussed.
1. L. M. Briceño-Arias and P. L. Combettes, Convex variational formulation with smooth coupling
for multicomponent signal decomposition and recovery, Numerical Mathematics : Theory, Methods, and
Applications, vol. 2, pp. 485–508, 2009.
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3.2.1 Problem statement
The processing of multicomponent signals has become increasingly important due,
on the one hand, to the development of new imaging modalities and sensing devices,
and, on the other hand, to the introduction of sophisticated mathematical models to
represent complex signals. It is for instance required in applications dealing with the
recovery of multichannel signals [8, 33, 34, 40], which arise in particular in color ima-
ging and in the multi- and hyperspectral imaging techniques used in astronomy and in
satellite imaging. Another important instance of multicomponent processing is found
in signal decomposition problems, e.g., [2, 5, 6, 7, 15, 43, 44]. In such problems, the
ideal signal is viewed as a mixture of elementary components that need to be identified
individually.
Mathematically, a multicomponent signal can be viewed as an m-tuple (xi)1≤i≤m,
where each component xi lies in a real Hilbert space Hi. A generic convex variational
formulation for solving multicomponent signal recovery or decomposition problems is
minimize
x1∈H1,..., xm∈Hm
Φ(x1, . . . , xm), (3.12)
where Φ: H1⊕· · ·⊕Hm → ]−∞,+∞] is a convex cost function. At this level of generality,
however, no algorithm exists to solve (3.12) reliably in the sense that it produces m
sequences (x1,n)n∈N, . . . , (xm,n)n∈N converging (weakly or strongly) to points x1, . . . , xm,
respectively, such that (xi)1≤i≤m minimizes Φ. Let us recall that, even in the elementary
case when m = 2 and H1 = H2 = R, the basic Gauss-Seidel alternating minimization
algorithm does not possess this property [28]. In this paper, we consider the following,
more structured version of (3.12).
Problem 3.4 Letm ≥ 2 and p ≥ 1 be integers, let (Hi)1≤i≤m and (Gk)1≤k≤p be real Hilbert
spaces, and let (τk)1≤k≤p be in ]0,+∞[. For every i ∈ {1, . . . , m}, let fi : Hi → ]−∞,+∞]
be a proper lower semicontinuous convex function and, for every k ∈ {1, . . . , p}, let
ϕk : Gk → R be convex and differentiable with a τk–Lipschitz continuous gradient, and
let Lki : Hi → Gk be linear and bounded. It is assumed that min1≤k≤p
∑m
i=1 ‖Lki‖2 > 0.
The problem is to
minimize
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
p∑
k=1
ϕk
( m∑
i=1
Lkixi
)
, (3.13)
under the assumption that solutions exist.
Let us note that (3.13) is a particular case of (3.12), in which Φ is decomposed in
two terms, namely
Φ(x1, . . . , xm) =
m∑
i=1
fi(xi)︸ ︷︷ ︸
separable term
+
p∑
k=1
ϕk
( m∑
i=1
Lkixi
)
︸ ︷︷ ︸
coupling term
. (3.14)
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Each function fi in the separable term promotes an intrinsic property of the ith com-
ponent xi of the signal. On the other hand, the coupling term models p interactions
between them components (xi)1≤i≤m. An elementary interaction is associated with a po-
tential ϕk acting on a linear transformation
∑m
i=1 Lkixi of the components. The coupling
is smooth in the sense that the function ϕk is differentiable with a Lipschitz gradient. As
will be seen in subsequent sections, Problem 3.4 not only captures existing formulations
for which reliable solution methods are not available, but it also allows us to investigate
a wide range of new problems. In addition, it can be solved reliably by the following
proximal algorithm recently developed in [4] (the definition of the proximity operator
proxfi of a convex function fi : Hi → ]−∞,+∞] is given in Section 3.2.2.2).
Algorithm 3.5 Set
β1 =
1
p max
1≤k≤p
τk
m∑
i=1
‖Lki‖2
, (3.15)
and fix ε in ]0,min{1, β1}[, (λn)n∈N in [ε, 1], (γn)n∈N in [ε, 2β1 − ε], and (xi,0)1≤i≤m in
H1 × · · · × Hm. For every i ∈ {1, . . . , m} set, for every n ∈ N,
xi,n+1 = xi,n+λn
(
proxγnfi
(
xi,n−γn
( p∑
k=1
L∗ki∇ϕk
( m∑
j=1
Lkjxj,n
)
+bi,n
))
+ai,n−xi,n
)
,
(3.16)
where (ai,n)n∈N and (bi,n)n∈N are sequences in Hi such that∑
n∈N
‖ai,n‖ < +∞ and
∑
n∈N
‖bi,n‖ < +∞. (3.17)
Algorithm 3.5 generates m sequences (x1,n)n∈N, . . . , (xm,n)n∈N in parallel. It also
tolerates errors ai,n and bi,n in the implementation of the proximity operator and of the
gradients, respectively. Its convergence to a solution to Problem 3.4 is guaranteed by
the following theorem. Let us stress that, although some algorithms are available for
specific instances of Problem 3.4 with m = 2 (see [1], [3], [10], and [23, Section 4.4]),
no method with such convergence properties seems to be available in the literature in
the general setting we consider here.
Theorem 3.6 [4, Theorem 4.3] Let (x1,n)n∈N, . . . , (xm,n)n∈N be sequences generated by
Algorithm 3.5. Then, for every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly to a point xi ∈ Hi,
and (xi)1≤i≤m is a solution to Problem 3.4.
The paper is organized as follows. In Section 3.2.2, we introduce our notation
and recall some important definitions and properties from convex analysis, and discuss
58
proximity operators. In Section 3.2.3, we study the particular case when the coupling
functions are Moreau envelopes and address specific cases. Section 3.2.4 is devoted to
problems in which the coupling functions are quadratic. In Section 3.2.5, the focus is
placed on coupling terms involving linear combinations of the components. Finally, Sec-
tion 3.2.6 is devoted to an application to multiframe signal representation.
3.2.2 Notation and background
Throughout the paper, H and (Hi)1≤i≤m are real Hilbert spaces. Their scalar pro-
ducts are denoted by 〈· | ·〉 and the associated norms by ‖ · ‖. Moreover, Id denotes the
identity operator and B(x; ρ) the closed ball of center x ∈ H and radius ρ ∈ ]0,+∞[. In
this section, we recall some useful definitions and facts from convex analysis [31, 36, 46]
and provide background and new results on proximity operators.
3.2.2.1 Convex analysis
We denote by Γ0(H) the class of lower semicontinuous convex functions ϕ : H →
]−∞,+∞] which are proper in the sense that domϕ = {x ∈ H | ϕ(x) < +∞} 6= ∅.
Let ϕ ∈ Γ0(H). The set of minimizers of ϕ is denoted by Argminϕ and, if ϕ has a
unique minimizer, this minimizer is denoted by argminx∈H ϕ(x). The conjugate of ϕ is
the function ϕ∗ ∈ Γ0(H) defined by
ϕ∗ : H → ]−∞,+∞] : u 7→ sup
x∈H
〈x | u〉 − ϕ(x) (3.18)
and the subdifferential of ϕ is the set-valued operator
∂ϕ : H → 2H : x 7→
{
u ∈ H
∣∣∣∣ (∀y ∈ H) 〈y − x | u〉+ ϕ(x) ≤ ϕ(y)}. (3.19)
The Fenchel-Moreau theorem states that
ϕ∗∗ = ϕ. (3.20)
In addition,
(∀x ∈ H)(∀u ∈ H)
{
ϕ(x) + ϕ∗(u) ≥ 〈x | u〉
ϕ(x) + ϕ∗(u) = 〈x | u〉 ⇔ u ∈ ∂ϕ(x). (3.21)
The next lemma follows directly from [17, Corollary 3.5].
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Lemma 3.7 Let g : H → [0,+∞[ be a continuous convex function and let φ ∈ Γ0(R).
Suppose that φ is increasing on [0,+∞[ and that there exists a point z ∈ H such that
g(z) ∈ int domφ. Then, for every x ∈ H,
∂(φ ◦ g)(x) =
⋃
ν∈∂φ(g(x))∩[0,+∞[
ν ∂g(x). (3.22)
Now, let C be a nonempty closed convex subset of H. The indicator function of C is
ιC : x 7→
{
0, if x ∈ C;
+∞, if x /∈ C, (3.23)
the normal cone operator of C is
NC = ∂ιC : x 7→
{{
u ∈ H | (∀y ∈ C) 〈y − x | u〉 ≤ 0}, if x ∈ C;
∅, otherwise,
(3.24)
the support function of C is
σC = ι
∗
C : H → ]−∞,+∞] : u 7→ sup
x∈C
〈x | u〉 , (3.25)
and the distance from x ∈ H to C is dC(x) = infy∈C‖x− y‖. For every x ∈ H, there exists
a unique point PCx ∈ C such that dC(x) = ‖x − PCx‖ ; PCx is called the projection of x
onto C and it is characterized by
(∀p ∈ H) p = PCx ⇔ x− p ∈ NCp. (3.26)
We have
(∀x ∈ H) ∂dC(x) =

{
x− PCx
dC(x)
}
, if x ∈ H \ C;
NCx ∩B(0; 1), if x ∈ C.
(3.27)
Lemma 3.8 Let C be a nonempty convex closed subset of H, let φ : R → ]−∞,+∞] be
increasing on [0,+∞[ and even, and set ϕ = φ ◦ dC . Then ϕ∗ = σC + φ∗ ◦ ‖ · ‖.
Proof. Set, for every η ∈ [0,+∞[, Dη =
{
z ∈ H | ‖z‖ = η}. For every x ∈ H, since
infy∈C‖x− y‖ = ‖x− PCx‖ and since φ is increasing on [0,+∞[, we have
(∀z ∈ C) inf
y∈C
φ(‖x− y‖) ≤ φ(‖x− PCx‖) = φ
(
inf
y∈C
‖x− y‖
)
≤ φ(‖x− z‖), (3.28)
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which implies that inf y∈Cφ(‖x− y‖) = φ(inf y∈C‖x− y‖). Hence, since H =
⋃
η∈[0,+∞[Dη
and since φ is even, we have
(∀u ∈ H) ϕ∗(u) = sup
x∈H
〈x | u〉 − φ
(
inf
y∈C
‖x− y‖
)
= sup
x∈H
〈x | u〉 − inf
y∈C
φ(‖x− y‖)
= sup
y∈C
sup
x∈H
〈x | u〉 − φ(‖x− y‖)
= sup
y∈C
〈y | u〉+ sup
z∈H
〈z | u〉 − φ(‖z‖)
= sup
y∈C
〈y | u〉+ sup
η∈[0,+∞[
sup
z∈Dη
〈z | u〉 − φ(η)
= sup
y∈C
〈y | u〉+ sup
η∈[0,+∞[
η ‖u‖ − φ(η)
= sup
y∈C
〈y | u〉+ sup
η∈R
η ‖u‖ − φ(η)
= σC(u) + φ
∗(‖u‖), (3.29)
which completes the proof.
Lemma 3.9 Let φ ∈ Γ0(R) be such that 0 ∈ int domφ, let ξ ∈ ]0,+∞[ ∩ dom ∂φ, and let
ν ∈ ∂φ(ξ). Then
max ∂φ(0) ≤ ν. (3.30)
Proof. Since 0 ∈ int domφ, ∂φ(0) is a nonempty compact set [36, p. 215 and Theo-
rem 23.4]. Moreover, (3.19) yields
(∀µ ∈ ∂φ(0))
{
(ξ − 0)µ+ φ(0) ≤ φ(ξ)
(0− ξ)ν + φ(ξ) ≤ φ(0). (3.31)
Adding these inequalities results in
(∀µ ∈ ∂φ(0)) µξ ≤ νξ, (3.32)
from which we deduce (3.30).
3.2.2.2 Proximity operators
For a detailed account of the theory of proximity operators, see [31, 23] and the
classical paper [35].
Let ϕ ∈ Γ0(H) and let γ ∈ ]0,+∞[. The Moreau envelope of index γ of ϕ is the
continuous convex function
γϕ : H → R : x 7→ inf
y∈H
ϕ(y) +
1
2γ
‖x− y‖2. (3.33)
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For every x ∈ H, the infimum in (3.33) is achieved at a unique point denoted by proxγϕ x,
which is characterized by the inclusion
(∀p ∈ H) p = proxγϕ x ⇔ x− p ∈ γ∂ϕ(p). (3.34)
The proximity operator of ϕ is defined as
proxϕ : H → H : x 7→ argminy∈H ϕ(y) +
1
2
‖x− y‖2. (3.35)
The Moreau envelope γϕ satisfies
γϕ ≤ ϕ and Argmin γϕ = Argminϕ. (3.36)
Moreover, it is Fréchet differentiable and
∇ γϕ = 1
γ
(Id− proxγϕ) = proxϕ∗/γ(·/γ) is 1/γ–Lipschitz continuous. (3.37)
Lemma 3.10 [19, Proposition 11] Let G be a real Hilbert space, let ψ ∈ Γ0(G), let L : H →
G be linear and bounded, and set ϕ = ψ ◦ L. Suppose that L ◦ L∗ = κ Id, for some κ ∈
]0,+∞[. Then ϕ ∈ Γ0(H) and
proxϕ = Id+
1
κ
L∗ ◦ (proxκψ− Id) ◦ L. (3.38)
If C is a nonempty closed and convex subset C of H, we have
proxγιC = PC . (3.39)
Closed-form expressions for the proximity operators of various functions can be found
in [16, 19, 20, 21, 23, 35]. We now derive new examples, some of which will be used in
Section 3.2.3.3.
Proposition 3.11 Let C be a nonempty closed convex subset of H, let φ ∈ Γ0(R) be even,
and set ϕ = φ ◦ dC . Then ϕ ∈ Γ0(H). Moreover, proxϕ = PC if φ = ι{0} + η for some η ∈ R
and, otherwise, for every x ∈ H,
proxϕ x =

x+
proxφ∗ dC(x)
dC(x)
(PCx− x), if dC(x) > max ∂φ(0);
PCx, if x /∈ C and dC(x) ≤ max ∂φ(0);
x, if x ∈ C.
(3.40)
Proof. If φ = ι{0} + η for some η ∈ R, then ϕ = ιC + η, which implies that ϕ ∈ Γ0(H) and
that proxϕ = PC . Now assume that φ 6= ι{0} + η with η ∈ R. Since φ is even, convex, and
proper, we have 0 ∈ int domφ and it follows that
(∀z ∈ C) dC(z) = 0 ∈ int domφ. (3.41)
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Thus, ∅ 6= C ⊂ domϕ, which shows that ϕ is proper. Next, since dC is continuous and
φ is lower semicontinuous, ϕ is lower semicontinuous. Moreover, since φ is convex and
even, it is increasing on [0,+∞[ and, by convexity of dC , we deduce that ϕ is convex.
Altogether ϕ ∈ Γ0(H).
Now, let x ∈ H and set p = proxϕ x. We derive from (3.34) that
x− p ∈ ∂(φ ◦ dC)(p). (3.42)
Therefore, in view of (3.41), taking g = dC in Lemma 3.7 yields
x− p ∈
⋃
ν∈∂φ(dC(p))∩[0,+∞[
ν ∂dC(p). (3.43)
We examine two alternatives.
(a) p ∈ C : In this case, dC(p) = 0 and, from (3.27), ∂dC(p) = NCp∩B(0; 1). Hence,
(3.43) asserts that there exists ν ∈ ∂φ(0) ∩ [0,+∞[ such that
x− p ∈ NCp ∩B(0; ν). (3.44)
Using (3.26), we first deduce that
p = PCx. (3.45)
In addition,
dC(x) = ‖x− PCx‖ = ‖x− p‖ ≤ ν ≤ max ∂φ(0). (3.46)
(b) p /∈ C : In this case, dC(p) > 0 and (3.27) yields ∂dC(p) = {(p − PCp)/dC(p)}.
Hence, (3.43) implies that there exists ν ∈ ∂φ(dC(p)) ∩ [0,+∞[ such that
x− p = ν p− PCp
dC(p)
, (3.47)
which can be written equivalently as
x− PCp = ν + dC(p)
dC(p)
(p− PCp). (3.48)
Since (3.26) asserts that p − PCp ∈ NC(PCp), (3.48) yields x − PCp ∈ NC(PCp)
and, therefore,
PCx = PCp. (3.49)
Consequently, (3.48) is equivalent to
x− PCx = ν + dC(p)
dC(p)
(p− PCp). (3.50)
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In turn, upon applying the norm, we obtain
dC(x) = ν + dC(p). (3.51)
Since ν ∈ ∂φ(dC(p)), we deduce from (3.51) that
dC(x)− dC(p) ∈ ∂φ(dC(p)), (3.52)
which yields dC(p) = proxφ dC(x) by (3.34). Thus, it follows from (3.51) and
(3.37) that
ν = proxφ∗(dC(x)). (3.53)
On the other hand, it follows from (3.50) and (3.51) that
p− PCp
dC(p)
=
x− PCx
ν + dC(p)
=
x− PCx
dC(x)
. (3.54)
Hence, using (3.53) and (3.54), we deduce from (3.47) that
p = x+
proxφ∗(dC(x))
dC(x)
(PCx− x). (3.55)
In view of (3.45) and (3.55), it remains to show that
p ∈ C ⇔ dC(x) ≤ max ∂φ(0). (3.56)
To this end, we first observe that (3.46) yields p ∈ C ⇒ dC(x) ≤ max ∂φ(0). For the
reverse implication, suppose that dC(x) ≤ max ∂φ(0) and that p /∈ C. Then, we deduce
from Lemma 3.9 and (3.51) that
max ∂φ(0) + dC(p) ≤ ν + dC(p) = dC(x) ≤ max ∂φ(0), (3.57)
which implies that dC(p) = 0 and therefore that p ∈ C = C, which contradicts our
assumption.
Proposition 3.12 Let C be a nonempty closed convex subset of H, let φ ∈ Γ0(R) be even
and nonconstant, and set ϕ = σC + φ ◦ ‖ · ‖. Then ϕ ∈ Γ0(H) and, for every x ∈ H,
proxϕ x =

proxφ dC(x)
dC(x)
(x− PCx), if dC(x) > maxArgminφ;
x− PCx, if x /∈ C and dC(x) ≤ maxArgminφ;
0, if x ∈ C.
(3.58)
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Proof. Set ψ = φ∗ ◦ dC . Since φ is an even function in Γ0(R), φ∗ is likewise. Hence, it
follows from Proposition 3.11 that ψ ∈ Γ0(H). Using the facts that ∂φ∗(0) = Argminφ,
that φ∗ is not of the form ι{0}+ η with η ∈ R, and that, by (3.20), φ∗∗ = φ, we also derive
from Proposition 3.11 that, for every x ∈ H,
proxψ x =

x+
proxφ dC(x)
dC(x)
(PCx− x), if dC(x) > maxArgminφ;
PCx, if x /∈ C and dC(x) ≤ maxArgminφ;
x, if x ∈ C.
(3.59)
On the other hand, Lemma 3.8 yields ψ∗ = σC + φ∗∗ ◦ ‖ · ‖ = σC + φ ◦ ‖ · ‖ = ϕ. Hence,
it follows from (3.37) (with γ = 1) that proxϕ = proxψ∗ = Id− proxψ. In view of (3.59),
we thus obtain (3.58).
Proposition 3.13 Let C be a nonempty closed convex subset of a real Hilbert space G and
let z ∈ G. Let φ ∈ Γ0(R) be even and not of the form φ = ι{0}+ η with η ∈ R, let L : H → G
be a bounded linear operator such that L ◦ L∗ = κ Id for some κ ∈ ]0,+∞[, and set
ϕ : H → ]−∞,+∞] : x 7→ φ(dC(Lx− z)). (3.60)
Then ϕ ∈ Γ0(H) and, for every x ∈ H,
proxϕ x =

x+
prox(κφ)∗ dC(Lx− z)
κ dC(Lx− z) L
∗
(
PC(Lx− z) + z − Lx
)
,
if dC(Lx− z) > κmax ∂φ(0);
x+
1
κ
L∗
(
PC(Lx− z) + z − Lx
)
,
if Lx− z /∈ C and dC(Lx− z) ≤ κmax ∂φ(0);
x, if Lx− z ∈ C.
(3.61)
Proof. Set g = φ ◦ dC . It follows from Proposition 3.11 that g ∈ Γ0(G) and that, for every
y ∈ G,
proxκg y =
y +
prox(κφ)∗ dC(y)
dC(y)
(PCy − y), if dC(y) > κmax ∂φ(0);
PCy, if dC(y) ≤ κmax ∂φ(0).
(3.62)
We also observe that, since ϕ = g ◦ (L · −z) and L is linear and continuous, ϕ ∈ Γ0(H).
Now take x ∈ H and set p = proxϕ x. Using (3.34), the identity L ◦ L∗ = κ Id, and
elementary subdifferential calculus, we obtain
p = proxϕ x ⇔ x− p ∈ ∂ϕ(p) = L∗∂g(Lp− z)
⇔ (x− κ−1L∗z)− (p− κ−1L∗z) ∈ L∗∂g(L(p− κ−1L∗z))
⇔ (x− κ−1L∗z)− (p− κ−1L∗z) ∈ ∂(g ◦ L)(p− κ−1L∗z)
⇔ p− κ−1L∗z = proxg◦L(x− κ−1L∗z). (3.63)
65
Hence, by Lemma 3.10,
p = κ−1L∗z + (x− κ−1L∗z) + κ−1L∗( proxκg(L(x− κ−1L∗z))− L(x− κ−1L∗z))
= x+ κ−1L∗
(
proxκg(Lx− z) + z − Lx
)
. (3.64)
Upon combining (3.64) and (3.62) we obtain (3.61).
3.2.3 Coupling with Moreau envelopes
In this section we interpret Problem 3.4 as a relaxation of a problem with a non-
smooth coupling term.
3.2.3.1 Problem formulation
As seen in (3.37), the Moreau envelope of index ρk ∈ ]0,+∞[ of a function gk ∈
Γ0(G) is a convex function which is 1/ρk–Lipschitz differentiable everywhere. We can
therefore set
(∀k ∈ {1, . . . , p}) ϕk = ρkgk (3.65)
in Problem 3.4 to obtain the following formulation.
Problem 3.14 Let (Hi)1≤i≤m and (Gk)1≤k≤p be real Hilbert spaces, and let (ρk)1≤k≤p be
in ]0,+∞[. For every i ∈ {1, . . . , m} and k ∈ {1, . . . , p}, let fi ∈ Γ0(Hi), let gk ∈ Γ0(Gk),
and let Lki : Hi → Gk be linear and bounded. It is assumed that
min
1≤k≤p
m∑
i=1
‖Lki‖2 > 0. (3.66)
The problem is to
minimize
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
p∑
k=1
ρkgk
( m∑
i=1
Lkixi
)
, (3.67)
under the assumption that solutions exist.
The functions ( ρkgk)1≤k≤p are approximations to the functions (gk)1≤k≤p in the sense
of (3.36). Thus, (3.67) can be regarded as a relaxation of the problem
minimize
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
p∑
k=1
gk
( m∑
i=1
Lkixi
)
. (3.68)
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Since this problem involves not necessarily smooth coupling functions (gk)1≤k≤p, it will
in general be harder to solve than (3.67) and, in some cases, it may not possess any
solution while (3.67) does (see [18] for an illustration of the latter situation).
In view of (3.65) and (3.37), the specialization of Algorithm 3.5 to Problem 3.14
assumes the following form.
Algorithm 3.15 Set
β1 =
1
p
min
1≤k≤p
ρk∑m
i=1 ‖Lki‖2
, (3.69)
and fix ε in ]0,min{1, β1}[, (λn)n∈N in [ε, 1], (γn)n∈N in [ε, 2β1 − ε], and (xi,0)1≤i≤m in
H1 × · · · × Hm. For every i ∈ {1, . . . , m} set, for every n ∈ N,
xi,n+1 = xi,n + λn
(
proxγnfi
(
xi,n + γn
( p∑
k=1
L∗ki
(
proxρkgk − Id
ρk
)( m∑
j=1
Lkjxj,n
)
+ bi,n
))
+ ai,n − xi,n
)
, (3.70)
where (ai,n)n∈N and (bi,n)n∈N are sequences in Hi such that∑
n∈N
‖ai,n‖ < +∞ and
∑
n∈N
‖bi,n‖ < +∞. (3.71)
We obtain the weak convergence of this algorithm as a direct application of Theo-
rem 3.6.
Corollary 3.16 Let (x1,n)n∈N, . . . , (xm,n)n∈N be sequences generated by Algorithm 3.15.
Then, for every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly to a point xi ∈ Hi, and (xi)1≤i≤m
is a solution to Problem 3.14.
Remark 3.17 In the particular case of m = 1 variable, Problem 3.14 reduces to [23,
Problem 4.1], which was itself shown in [23, Section 4] to cover several signal decom-
position and recovery problems.
3.2.3.2 Relaxation of problems with hard coupling
As a first application of the results of Section 3.2.3.1, we consider problems in which
hard constraints on p linear mixtures of the signals are available. More precisely, the
constraints are of the form
(∀k ∈ {1, . . . , p})
m∑
i=1
Lkixi ∈ Dk, (3.72)
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where each Dk is a nonempty closed convex subset of Gk and, for every i ∈ {1, . . . , m},
Lki is a bounded linear operator from Hi to Gk. In our setting, this leads to the hard-
coupled problem
minimize
x1∈H1,..., xm∈Hm∑m
i=1 L1ixi∈D1,...,
∑m
i=1 Lpixi∈Dp
m∑
i=1
fi(xi), (3.73)
which amounts to setting
(∀k ∈ {1, . . . , p}) gk = ιDk (3.74)
in (3.68). Let us note that, due to inaccuracies in the definition of the sets (Dk)1≤k≤p
[18, 29], (3.73) may be infeasible in the sense that
⋂p
k=1Dk = ∅. On the other hand,
the approximate problem (3.67), which becomes
minimize
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
p∑
k=1
1
2ρk
d2Dk
( m∑
i=1
Lkixi
)
, (3.75)
will admit solutions under mild assumptions [23, Proposition 3.1(i)]. Moreover, using
(3.39), the iteration (3.70) in Algorithm 3.15 reduces to (we set ai,n ≡ 0, bi,n ≡ 0, and
λn ≡ 1 for simplicity)
xi,n+1 = proxγnfi
(
xi,n + γn
p∑
k=1
L∗ki
(
PDk − Id
ρk
)( m∑
j=1
Lkjxj,n
))
. (3.76)
As an illustration of the construction of the sets (Dk)1≤k≤p, let us consider the pro-
blem of finding m sources (xi)1≤i≤m from the noisy observation of p mixtures
(∀k ∈ {1, . . . , p}) zk =
m∑
i=1
Lkixi + wk, (3.77)
where wk ∈ Gk represents the noise corrupting the kth measurement. As discussed in
[22, 39], a wide range of probabilistic a priori information on the kth noise process can
be translated into constraints of the form zk −
∑m
i=1 Lkixi ∈ Ek, where Ek is a closed
convex subset of Gk. This corresponds to (3.72), where Dk = zk − Ek. For instance,
if a statistical bound ηk is available on the energy of the kth noise process, we obtain
Dk = B(zk;
√
ηk).
3.2.3.3 Relaxation of problems with hard constraints and hard coupling
We place ourselves in the same setting as in Section 3.2.3.2 and make the additional
assumption that hard constraints are available for each signal, namely
(∀i ∈ {1, . . . , m}) xi ∈ Ci, (3.78)
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where each Ci is a nonempty closed convex subset ofHi. In this context, (3.73) coincides
with the feasibility problem
Find x1 ∈ C1, . . . , xm ∈ Cm such that
m∑
i=1
L1ixi ∈ D1, . . . ,
m∑
i=1
Lpixi ∈ Dp. (3.79)
Let us relax the p constraints
∑m
i=1 Lkixi ∈ Dk as in (3.75) and the m constraints in
(3.78) by penalizing the distances to the sets via functions
(∀i ∈ {1, . . . , m}) fi = φi ◦ dCi, (3.80)
where (φi)1≤i≤m are nonzero even functions in Γ0(R)r {ι{0}} such that φi(0) ≡ 0. Thus,
(3.75) becomes
minimize
x1∈H1,..., xm∈Hm
m∑
i=1
φi(dCi(xi)) +
p∑
k=1
1
2ρk
d2Dk
( m∑
i=1
Lkixi
)
, (3.81)
which is our relaxation of (3.79). Corollary 3.16 asserts that this problem can be solved
via Algorithm 3.15 where, by virtue of Proposition 3.11, (3.70) reduces to (we set ai,n ≡
0, bi,n ≡ 0, and λn ≡ 1 for simplicity)
yi,n = xi,n + γn
p∑
k=1
L∗ki
(
PDk − Id
ρk
)( m∑
j=1
Lkjxj,n
)
xi,n+1 =

yi,n +
prox(γnφi)∗ dCi(yi,n)
dCi(yi,n)
(PCiyi,n − yi,n),
if dCi(yi,n) > γnmax ∂φi(0);
PCiyi,n, if yi,n /∈ Ci and dCi(yi,n) ≤ γnmax ∂φi(0);
yi,n, if yi,n ∈ Ci.
(3.82)
3.2.4 Quadratic coupling
In this section, we study Problem 3.4 when the coupling functions (ϕk)1≤k≤p are of
the form
(∀k ∈ {1, . . . , p}) ϕk = 1
2
‖zk − ·‖2, where zk ∈ Gk. (3.83)
3.2.4.1 Problem formulation
We first restate Problem 3.4 under assumption (3.83).
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Problem 3.18 Let (Hi)1≤i≤m and (Gk)1≤k≤p be real Hilbert spaces. For every i ∈
{1, . . . , m}, let fi ∈ Γ0(Hi) and, for every k ∈ {1, . . . , p}, let zk ∈ Gk and let Lki : Hi → Gk
be linear and bounded. It is assumed that min1≤k≤p
∑m
i=1 ‖Lki‖2 > 0. The problem is to
minimize
x1∈H1,..., xm∈Hm
m∑
i=1
fi(xi) +
1
2
p∑
k=1
∥∥∥∥zk − m∑
i=1
Lkixi
∥∥∥∥2, (3.84)
under the assumption that solutions exist.
Here is a variant of Algorithm 3.5 for solving Problem 3.18.
Algorithm 3.19 Set
β2 =
1
p∑
k=1
m∑
i=1
‖Lki‖2
, (3.85)
and fix ε in ]0,min{1, β2}[, (λn)n∈N in [ε, 1] (γn)n∈N in [ε, 2β2 − ε], and (xi,0)1≤i≤m in H1 ×
· · · × Hm. For every i ∈ {1, . . . , m} set, for every n ∈ N,
xi,n+1 = xi,n+λn
(
proxγnfi
(
xi,n+γn
( p∑
k=1
L∗ki
(
zk−
m∑
j=1
Lkjxj,n
)
+bi,n
))
+ai,n−xi,n
)
,
(3.86)
where (ai,n)n∈N and (bi,n)n∈N are sequences in Hi such that∑
n∈N
‖ai,n‖ < +∞ and
∑
n∈N
‖bi,n‖ < +∞. (3.87)
Remark 3.20 The Lipschitz constant of each ∇ϕk is τk = 1. Hence, the bound β1 of
(3.15) is β1 = 1/
(
pmax1≤k≤p
∑m
i=1 ‖Lki‖2
)
. If we used this bound in (3.85), we could
derive at once the convergence of Algorithm 3.19 from Theorem 3.6. However, we use
the bound β2 of (3.85), which is better than the general bound β1 since
β1 =
(
pmax
1≤k≤p
m∑
i=1
‖Lki‖2
)−1
≤
( p∑
k=1
m∑
i=1
‖Lki‖2
)−1
= β2. (3.88)
Theorem 3.21 Let (x1,n)n∈N, . . . , (xm,n)n∈N be sequences generated by Algorithm 3.19.
Then, for every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly to a point xi ∈ Hi, and (xi)1≤i≤m
is a solution to Problem 3.18.
Proof. We setH = H1⊕ · · ·⊕Hm, i.e.,H is the real Hilbert space obtained by endowing
H1 × · · · × Hm with the scalar product 〈〈· | ·〉〉 : (x,y) 7→
∑m
i=1 〈xi | yi〉, with associated
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norm ||| · ||| : x 7→ √∑mi=1 ‖xi‖2, where x = (xi)1≤i≤m denotes a generic element in H.
We also introduce
g : H→ R : x 7→ 1
2
p∑
k=1
∥∥∥∥zk − m∑
j=1
Lkjxj
∥∥∥∥2 (3.89)
and, for every i ∈ {1, . . . , m}, we let Bi be the gradient of g with respect to the ith
variable. Thus, ∇g = (Bi)1≤i≤m, where
Bi : H→Hi : x 7→
p∑
k=1
L∗ki
( m∑
j=1
Lkjxj − zk
)
. (3.90)
Now take x and y in H. Since, in view of (3.83), (3.86) is a special case of (3.16),
proceeding as in the proof of [4, Theorem 4.3], to reach the announced conclusion it is
enough to show that
m∑
i=1
〈Bi(x)− Bi(y) | xi − yi〉 ≥ β2
m∑
i=1
∥∥Bi(x)− Bi(y)∥∥2 (3.91)
or, equivalently, that 〈〈∇g(x)−∇g(y) | x− y〉〉 ≥ β2|||∇g(x) − ∇g(y)|||2. Since g is
convex, it follows from the Baillon-Haddad theorem [9, Corollary 10] that this inequality
is equivalent to |||∇g(x)−∇g(y)||| ≤ |||x− y|||/β2, i.e., to
m∑
i=1
∥∥Bi(x)−Bi(y)∥∥2 ≤ |||x− y|||2/β22 . (3.92)
For every i ∈ {1, . . . , m}, (3.90) and the Cauchy-Schwarz inequality imply that
∥∥Bi(x)− Bi(y)∥∥2 = ∥∥∥∥ m∑
j=1
p∑
k=1
L∗kiLkj(xj − yj)
∥∥∥∥2
≤
( m∑
j=1
p∑
k=1
‖Lki‖ ‖Lkj‖ ‖xj − yj‖
)2
=
( p∑
k=1
‖Lki‖
m∑
j=1
‖Lkj‖ ‖xj − yj‖
)2
≤
( p∑
k=1
‖Lki‖2
) p∑
k=1
( m∑
j=1
‖Lkj‖ ‖xj − yj‖
)2
≤
( p∑
k=1
‖Lki‖2
) p∑
k=1
( m∑
j=1
‖Lkj‖2
)( m∑
j=1
‖xj − yj‖2
)
=
( p∑
k=1
‖Lki‖2
)
|||x− y|||2/β2. (3.93)
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Hence,
m∑
i=1
∥∥Bi(x)−Bi(y)∥∥2 ≤ ( m∑
i=1
p∑
k=1
‖Lki‖2
)
|||x− y|||2/β2 = |||x− y|||2/β22 , (3.94)
which yields (3.92).
3.2.4.2 Split feasibility problems
Suppose that m = p + 1. For every k ∈ {1, . . . , p}, set zk = 0, Gk = Hk+1, and, for
every i ∈ {2, . . . , m},
Lki =
{
− Id, if i = k + 1;
0, otherwise.
(3.95)
Then (3.84) becomes
minimize
x1∈H1,...,xm∈Hm
m∑
i=1
fi(xi) +
1
2
m−1∑
k=1
‖Lk1x1 − xk+1‖2. (3.96)
Setting errors to zero and λn ≡ 1 for simplicity, the updating rule (3.86) in Algo-
rithm 3.19 reduces to
x1,n+1 = proxγnf1
(
x1,n − γn
m−1∑
k=1
L∗k1
(
Lk1x1,n − xk+1,n
))
,
xi,n+1 = proxγnfi
(
(1− γn)xi,n + γnLi−1,1x1,n
)
, for 2 ≤ i ≤ m.
(3.97)
In particular, if each fi in (3.96) is the indicator function of a nonempty closed
convex set Ci ⊂ H1, we obtain
minimize
x1∈C1,...,xm∈Cm
1
2
m−1∑
k=1
‖Lk1x1 − xk+1‖2, (3.98)
which can be regarded as a relaxation of the split feasibility problem
find x1 ∈ C1 such that L11x1 ∈ C2, L21x1 ∈ C3, . . . , Lm−1,1x1 ∈ Cm. (3.99)
For m = 2, this type of problem was introduced in [13] and further studied in [11, 14,
23].
In [42] a problem similar to (3.96) is investigated in the case whenm = 2, in which
the linear operator depends on the partial derivatives of one component.
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3.2.5 Strong coupling
An important instance of Problem 3.18 occurs when the linear mixtures describing
the interactions between the components in (3.84) reduce to linear combinations. Such
a coupling is referred to as strong.
3.2.5.1 Problem formulation
Problem 3.22 For every i ∈ {1, . . . , m}, let fi ∈ Γ0(H) and, for every k ∈ {1, . . . , p}, let
ξki ∈ R and let zk ∈ H. It is assumed that min1≤k≤p
∑m
i=1 |ξki| > 0. The problem is to
minimize
x1∈H,..., xm∈H
m∑
i=1
fi(xi) +
1
2
p∑
k=1
∥∥∥∥zk − m∑
i=1
ξkixi
∥∥∥∥2, (3.100)
under the assumption that solutions exist.
To solve this problem, we propose the following variant of Algorithm 3.19, which
features a better bound than (3.85).
Algorithm 3.23 Set Ξ = [ξki] ∈ Rp×m, ∆ = Ξ⊤Ξ = [δij ], and
β3 =
1
λmax
, (3.101)
where λmax is the largest eigenvalue of∆. Fix ε in ]0,min{1, β3}[, (λn)n∈N in [ε, 1], (γn)n∈N
in [ε, 2β3 − ε], and (xi,0)1≤i≤m in Hm. For every i ∈ {1, . . . , m} set, for every n ∈ N,
xi,n+1 = xi,n+λn
(
proxγnfi
(
xi,n+γn
p∑
k=1
ξki
(
zk−
m∑
j=1
ξkjxj,n
))
+ai,n−xi,n
)
, (3.102)
where (ai,n)n∈N is a sequence in H such that
∑
n∈N ‖ai,n‖ < +∞.
Remark 3.24 Using standard matrix norm inequalities, we obtain
λmax ≤
p∑
k=1
m∑
i=1
|ξki|2 ≤ pmax
1≤k≤p
m∑
i=1
|ξki|2, (3.103)
which yields
β3 =
1
λmax
≥ β2 = 1p∑
k=1
m∑
i=1
|ξki|2
≥ β1 = 1
p max
1≤k≤p
m∑
i=1
|ξki|2
. (3.104)
In other words, in the problem under consideration, the bound of (3.101) is better than
that of (3.85), which is itself better than that of (3.15).
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Theorem 3.25 Let (x1,n)n∈N, . . . , (xm,n)n∈N be sequences generated by Algorithm 3.23.
Then, for every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly to a point xi ∈ H, and (xi)1≤i≤m
is a solution to Problem 3.22.
Proof. Define H as in the proof of Theorem 3.21 (with Hi ≡ H), set
g : H→ R : x 7→ 1
2
p∑
k=1
∥∥∥∥zk − m∑
i=1
ξkixi
∥∥∥∥2, (3.105)
and introduce the bounded linear operator
B : H→H : x 7→
( p∑
k=1
m∑
j=1
ξkiξkjxj
)
1≤i≤m
. (3.106)
As in the proof of Theorem 3.21, it is sufficient to prove that ∇g is β−13 –Lipschitz conti-
nuous.
Since ∆ is a real m × m symmetric matrix, there exists an orthogonal matrix Π =
[πij ] ∈ Rm×m such that ∆ = ΠΛΠ⊤, where Λ is the diagonal matrix the diagonal entries
of which are the eigenvalues (λi)1≤i≤m of ∆. Now setD : H→H : x 7→
(
λixi
)
1≤i≤m
and
U : H→H : x 7→ (∑mj=1 πijxj)1≤i≤m. Then U is unitary and
|||B|||2 = |||UDU ∗|||2 = |||D|||2 = sup
|||x|||≤1
m∑
i=1
λ2i ‖xi‖2 = λ2max. (3.107)
Hence, for every x and y in H, we have
|||∇g(x)−∇g(y)|||2 = |||Bx−By|||2 ≤ λ2max|||x− y|||2, (3.108)
which implies that ∇g is β−13 –Lipschitz continuous and completes the proof.
3.2.5.2 Signal decomposition
Suppose that an ideal signal x ∈ H can be decomposed as
x =
m∑
i=1
xi, where (∀i ∈ {1, . . . , m}) xi ∈ H. (3.109)
A common problem is to recover the components (xi)1≤i≤m from some measurement z of
x and some prior information. Assuming that the prior information on each component
xi is promoted by a potential fi ∈ Γ0(H) and using a least-squares data fitting term leads
to the variational problem
minimize
x1∈H,...,xm∈H
m∑
i=1
fi(xi) +
1
2
∥∥∥∥z − m∑
i=1
xi
∥∥∥∥2. (3.110)
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Instances of this problem have been considered in [5, 7, 23, 41, 42] form = 2, in [6, 27]
for m = 3, and in [15] for m = 4.
We observe that (3.110) is a special case of (3.100), where p = 1, z1 = z, and, for
every i ∈ {1, . . . , m}, ξ1i = 1. Thus, Ξ = [1 · · · 1] ∈ R1×m and β3 = 1/m in Algorithm 3.23.
Moreover, the updating rule (3.102) now assumes the form
xi,n+1 = xi,n + λn
(
proxγnfi
(
xi,n + γn
(
z −
m∑
j=1
xj,n
))
+ ai,n − xi,n
)
. (3.111)
The weak convergence of the m sequences so generated to a solution to (3.110) is
guaranteed by Theorem 3.25. For m = 2, an alternative weakly convergent method
is proposed in [23, Section 4.4], which subsumes that of [5] (see also the alternative
method of [3]). However, for m > 2, no weakly convergent algorithm seems to be
available in the literature. Thus, in [15], a model of the form (3.110) with m = 4
component is investigated but no convergence proof is furnished for the proposed cyclic
minimization algorithm ; in [6], a model with m = 3 components is investigated in
H = RN and a coordinate descent algorithm with modest convergence properties is
utilized.
For the sake of illustration, consider the case when m = 3. Then (3.101) yields
β = 1/3. Taking for simplicity γn ≡ 1/2, λn ≡ 1, and, for every i ∈ {1, 2, 3}, ai,n ≡ 0,
(3.111) leads to the simple parallel scheme
x1,n+1 = proxf1/2
(
(z + x1,n − x2,n − x3,n)/2
)
x2,n+1 = proxf2/2
(
(z − x1,n + x2,n − x3,n)/2
)
x3,n+1 = proxf3/2
(
(z − x1,n − x2,n + x3,n)/2
)
.
(3.112)
On the other hand, if m = 2, (3.110) becomes
minimize
x1∈H, x2∈H
f1(x1) + f2(x2) +
1
2
‖z − x1 − x2‖2. (3.113)
This problem is studied in [23], where an alternating algorithm is proposed which
converges weakly to a solution to (3.113). In particular, if we take f1 to be the indi-
cator function of a nonempty closed convex set C1 ⊂ H and f2 = σC2 to be the support
function of a nonempty closed convex set C2 ⊂ H, (3.113) becomes
minimize
x1∈C1, x2∈H
σC2(x2) +
1
2
‖z − x1 − x2‖2. (3.114)
This problem is studied in [5].
The role of each potential fi in (3.110) is to promote certain known properties of
the component xi. For instance, if some properties of the coefficients (〈xi | eik〉)k∈N of
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the decomposition of xi in an orthonormal basis (eik)k∈N of H are available, we can take
(see [16, 20, 25] for specific choices of the potentials (φik)k∈N)
fi : H → ]−∞,+∞] : xi 7→
∑
k∈N
φik
( 〈xi | eik〉 ), (3.115)
where, for every k ∈ N, φik ∈ Γ0(R) satisfies φik ≥ φik(0) = 0. If we adopt this model for
each component in (3.110), we obtain
minimize
x1∈H,...,xm∈H
m∑
i=1
∑
k∈N
φik
( 〈xi | eik〉 )+ 1
2
∥∥∥∥z − m∑
i=1
xi
∥∥∥∥2. (3.116)
In addition, we derive from (3.115) and [23, Example 2.19] that (3.111) reduces to (we
set λn ≡ 1 and ai,n ≡ 0 for simplicity)
xi,n+1 =
∑
k∈N
proxγnφik
(
〈xi,n | eik〉+ γn
(
〈z | eik〉 −
m∑
j=1
〈xj,n | eik〉
))
eik. (3.117)
3.2.5.3 Signal synthesis
Let p = m(m− 1)/2 be the cardinality of the set K = {(i, j) ∈ {1, . . . , m}2 | j > i}.
For every k = (k1, k2) ∈ K set zk = 0 and
ξki =

1, if i = k1;
−1, if i = k2;
0, otherwise.
(3.118)
With this scenario, Problem 3.22 features pairwise quadratic couplings, which yields
minimize
x1∈H,..., xm∈H
m∑
i=1
fi(xi) +
1
2
m∑
i=1
m∑
j=i+1
‖xi − xj‖2. (3.119)
For instance, when m = 2 and f1 and f2 are the indicator functions of nonempty closed
convex sets C1 and C2 in H, we obtain the classical problem
minimize
x1∈C1,x2∈C2
‖x1 − x2‖2, (3.120)
which has been studied in [29, 45]. Another instance of (3.119) with m = 2, is that
obtained by taking f2 : x 7→ ‖y − Lx‖2/2, where L is a bounded linear operator from H
to a real Hilbert space G and y ∈ G. In this case (3.119) becomes
minimize
x1∈H,x2∈H
f1(x1) +
1
2
‖y − Lx2‖2 + 1
2
‖x1 − x2‖2. (3.121)
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This formulation arises in the image restoration problems of [32, 44] for specific choices
of f1 in finite dimensional spaces.
Since the matrix ∆ = Ξ⊤Ξ = m Id−1 · 1⊤ has largest eigenvalue λmax = m, we have
β3 = 1/m in Algorithm 3.23. In addition, (3.102) becomes
xi,n+1 = xi,n + λn
(
proxγnfi
(
(1−mγn)xi,n + γn
m∑
j=1
xj,n
)
+ ai,n − xi,n
)
. (3.122)
In particular, upon setting γn ≡ 1/m, λn ≡ 1, and ai,n ≡ 0, we obtain the parallel method
x1,n+1 = proxf1/m
(
1
m
m∑
j=1
xj,n
)
,
...
xm,n+1 = proxfm/m
(
1
m
m∑
j=1
xj,n
)
.
(3.123)
3.2.6 Application to multiframe signal representation
This section is devoted to an application to multiframe signal processing in a real
Hilbert space G. Recall that a sequence (ek)k∈N in G is a frame if there exist constants µ
and ν in ]0,+∞[ such that [24, 30, 38]
(∀y ∈ G) µ‖y‖2 ≤
∑
k∈N
∣∣ 〈y | ek〉 ∣∣2 ≤ ν‖y‖2. (3.124)
The associated frame operator is the injective bounded linear operator
F : G → ℓ2(N) : y 7→ ( 〈y | ek〉 )k∈N, (3.125)
and its adjoint is the surjective bounded linear operator
F ∗ : ℓ2(N)→ G : (ηk)k∈N 7→
∑
k∈N
ηkek. (3.126)
Frames extend the notion of orthonormal bases and they have been used in a number of
variational signal processing problems due to their ability to efficiently capture a wide
range signal features, e.g., [16, 12, 26]. We consider a variational formulation which
exploits information on the frame representation of each signal component. In the case
of m = 1 component, a similar setting is considered in [16].
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Problem 3.26 Set H = ℓ2(R) and let ϕ ∈ Γ0(G) be a τ–Lipschitz differentiable function,
for some τ ∈ ]0,+∞[. For every i ∈ {1, . . . , m}, let (eik)k∈N be a frame of G with associa-
ted frame operator Fi and, for every k ∈ N, let φik ∈ Γ0(R) be such that φik ≥ φik(0) = 0.
The problem is to
minimize
(η1k)k∈N∈H,...,(ηmk)k∈N∈H
m∑
i=1
∑
k∈N
φik(ηik) + ϕ
( m∑
i=1
∑
k∈N
ηikeik
)
, (3.127)
under the assumption that solutions exist.
Algorithm 3.27 Set H = ℓ2(R) and
β4 =
1
τ
∑m
i=1 νi
, (3.128)
where, for every i ∈ {1, . . . , m}, νi ∈ ]0,+∞[ is the upper frame constant of (eik)k∈N (see
(3.124)). Fix ε in ]0,min{1, β4}[, (λn)n∈N in [ε, 1], (γn)n∈N in [ε, 2β4 − ε], and let (η1k,0)k∈N,
. . . , (ηmk,0)k∈N be sequences in H. For every i ∈ {1, . . . , m} set, for every n ∈ N,
(∀k ∈ N) ηik,n+1 = ηik,n+λn
(
proxγnφik
(
ηik,n− γn
(〈
∇ϕ
( m∑
j=1
∑
k∈N
ηjk,nejk
) ∣∣∣∣ eik〉
+ βik,n
))
+ αik,n − ηik,n
)
, (3.129)
where (αik,n)(k,n)∈N2 and (βik,n)(k,n)∈N2 are real sequences such that∑
n∈N
√∑
k∈N
|αik,n|2 < +∞ and
∑
n∈N
√∑
k∈N
|βik,n|2 < +∞. (3.130)
Remark 3.28 In some cases, it may be possible to obtain a sharper bound than (3.128) ;
see [16, Remark 5.3].
Corollary 3.29 Let
(
(η1k,n)k∈N
)
n∈N
, . . . ,
(
(ηmk,n)k∈N
)
n∈N
be sequences generated by Algo-
rithm 3.27. Then, for every i ∈ {1, . . . , m} and k ∈ N, (ηik,n)n∈N converges to a point
ηik ∈ R, and
(
(ηik)k∈N
)
1≤i≤m
is a solution to Problem 3.26.
Proof. Problem 3.26 is a particular case of Problem 3.4 in which p = 1, ϕ1 = ϕ, and for
every i ∈ {1, . . . , m}, Hi = H = ℓ2(R), fi : H → ]−∞,+∞] : (ηk)k∈N 7→
∑
k∈N φik(ηk),
and L1i = F ∗i . In addition, we derive from (3.128), (3.15), and (3.124) that β4 ≤ β1.
Finally, using [23, Example 2.19], we deduce that Algorithm 3.27 is a particular case of
Algorithm 3.5. The result therefore follows from Theorem 3.6.
We conclude with a specific instance of Problem 3.26.
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Example 3.30 Let K be a real Hilbert space, let z ∈ K, and let L : G → K be linear and
bounded. Set ϕ = ‖z−L · ‖2/2 and, for every i ∈ {1, . . . , m} and k ∈ N, set φik = wik| · |pi,
where pi ∈ [1, 2] and wik ∈ ]0,+∞[. Then (3.127) becomes
minimize
(η1k)k∈N∈H,...,(ηmk)k∈N∈H
m∑
i=1
∑
k∈N
wik|ηik|pi + 1
2
∥∥∥∥z − L( m∑
i=1
∑
k∈N
ηikeik
)∥∥∥∥2. (3.131)
This problem is studied in [37].
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Chapitre 4
Résolution d’inclusions monotones
multicomposantes
4.1 Introduction
Ce chapitre est consacré à la résolution du Problème 1.1 sous des hypothèses plus
générales que celles utilisées dans le Chapitre 2. Nous fournissons aussi certaines mé-
thodes pour résoudre de problèmes de minimisation sous des conditions moins contrai-
gnantes que celles utilisées dans le Chapitre 3. Nous rappelons en premier lieu le Pro-
blème 1.1.
Problème 4.1 Soient m et q des entiers strictement positifs et, pour tout j ∈ {1, . . . , q},
soitAj : H1⊕· · ·⊕Hm → 2H1⊕···⊕Hm un opérateur maximalement monotone. Le problème
est de
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que (0, . . . , 0) ∈
q∑
j=1
Aj(x1, . . . , xm). (4.1)
Nous avons vu dans la Section 1.2 du Chapitre 1 qu’il existe des méthodes pour
résoudre le Problème 4.1 dans le cas monocomposante (m = 1). D’autre part, dans
le Chapitre 2 nous avons proposé une méthode pour résoudre le Problème 4.1 avec
q = 2, A1 : (xi)1≤i≤m 7→ A1x1 × · · · × Amxm, où, pour tout i ∈ {1, . . . , m}, Ai : Hi → 2Hi
est un opérateur maximalement monotone, et A2 est cocoercif. Dans ce chapitre nous
concevons des méthodes pour résoudre le Problème 4.1 sous d’autres hypothèses sur les
opérateurs (Aj)1≤j≤q. Ces algorithmes sont des applications des méthodes énoncées au
Chapitre 1 sur la somme hilbertienne directe H = H1 ⊕ · · · ⊕ Hm.
Dans la Section 4.2 nous traitons tout d’abord le cas où (Aj)1≤j≤q sont des opéra-
teurs maximalement monotones. Dans la Section 4.3 nous étudions plus en détail le cas
de problèmes de minimisation, qui entrent dans le cadre où les opérateurs (Aj)1≤j≤q
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sont des sous-différentiels des fonctions convexes. Finalement, nous illustrons la flexibi-
lité des algorithmes par des applications au traitement d’images.
4.2 Algorithmes d’éclatement multicomposantes
Nous présentons plusieurs méthodes pour résoudre le Problème 4.1 sous divers
jeux d’hypothèses sur les opérateurs (Aj)1≤j≤q. Nous présentons tout d’abord trois al-
gorithmes qui résolvent des cas particuliers du Problème 4.1 lorsque q = 2. Ensuite,
deux algorithmes seront étudiés pour traiter le cas général.
4.2.1 Méthode explicite-implicite
Prenons q = 2 et supposons que A2 est univoque et cocoercif. Dans ce cas le Pro-
blème 4.1 se réduit au problème suivant.
Problème 4.2 Soit A1 : H → 2H un opérateur maximalement monotone et soit
A2 : H→H un opérateur β–cocoercif avec β ∈ ]0,+∞[. Le problème est de
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que
(0, . . . , 0) ∈ A1(x1, . . . , xm) +A2(x1, . . . , xm). (4.2)
Le cas où A1 est séparable, c’est-à-dire, A1 : (xi)1≤i≤m 7→ A1x1 × · · · × Amxm, où,
pour tout i ∈ {1, . . . , m}, Ai : Hi → 2Hi est un opérateur maximalement monotone, a
été étudié dans le Chapitre 2. Dans la proposition suivante un algorithme est décrit pour
résoudre le cas général.
Proposition 4.3 Pour tout i ∈ {1, . . . , m}, soient (ai,n)n∈N et (bi,n)n∈N des suites dans Hi
telles que
∑
n∈N ‖ai,n‖ < +∞ et
∑
n∈N ‖bi,n‖ < +∞. On génère des suites (x1,n)n∈N ,. . . ,
(xm,n)n∈N comme suit.
Initialisation ε ∈ ]0,min{1, β}[Pour i = 1, . . . , m
⌊ xi,0 ∈ Hi
(4.3)
84
Pour n = 0, 1, . . .
(y1,n, . . . , ym,n) = A2(x1,n, . . . , xm,n) + (b1,n, . . . , bm,n)
γn ∈ [ε, 2β − ε]
(z1,n, . . . , zm,n) = JγnA1(x1,n − γny1,n, . . . , xm,n − γnym,n) + (a1,n, . . . , am,n)
λn ∈ [ε, 1]
Pour i = 1, . . . , m
⌊ xi,n+1 = xi,n + λn(zi,n − xi,n).
De plus, on suppose que zer(A1+A2) 6= ∅. Alors, pour tout i ∈ {1, . . . , m}, xi,n ⇀ xi ∈ Hi
et (x1, . . . , xm) ∈ zer(A1 +A2).
Démonstration. Il suffit d’appliquer la Proposition 1.4 du Chapitre 1 dans H.
Remarque 4.4 La convergence forte peut être assurée sous certaines conditions présen-
tées dans [17, Remark 6.6].
4.2.2 Méthode explicite-implicite-explicite
Prenons q = 2 dans le Problème 4.1, mais, contrairement au Problème 4.2, sup-
posons que l’opérateur A2 soit lipschitzien au lieu d’être cocoercif. Dans ce cas nous
obtenons le problème suivant.
Problème 4.5 Soit A1 : H → 2H et A2 : H → H deux opérateurs maximalement mo-
notones tels que A1 +A2 soit maximalement monotone. Soit β ∈ ]0,+∞[ et supposons
que A2 est β−1–lipschitzien. Le problème est de
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que
(0, . . . , 0) ∈ A1(x1, . . . , xm) +A2(x1, . . . , xm). (4.4)
Proposition 4.6 On génère des suites (x1,n)n∈N ,. . . , (xm,n)n∈N comme suit.
Initialisation ε ∈ ]0, β/2[Pour i = 1, . . . , m
⌊ xi,0 ∈ Hi
Pour n = 0, 1, . . .
γn ∈ [ε, β − ε]
(y1,n, . . . , ym,n) = (x1,n, . . . , xm,n)− γnA2(y1,n, . . . , ym,n)
(p1,n, . . . , pm,n) = JγnA(y1,n, . . . , ym,n)
(q1,n, . . . , qm,n) = (p1,n, . . . , pm,n)− γnA2(p1,n, . . . , pm,n)
Pour i = 1, . . . , m
⌊ xi,n+1 = xi,n − yi,n + qi,n.
(4.5)
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De plus, on suppose que zer(A1+A2) 6= ∅. Alors, pour tout i ∈ {1, . . . , m}, xi,n ⇀ xi ∈ Hi
et (x1, . . . , xm) ∈ zer(A1 +A2).
Démonstration. Il suffit d’appliquer la Proposition 1.7 du Chapitre 1 dans H.
Remarque 4.7 Des conditions suffisantes pour que la somme de deux opérateurs maxi-
malement monotones soit maximalement monotone peuvent être trouvées dans [9, Co-
rollary 24.4].
4.2.3 Méthode de Douglas-Rachford
Nous relaxons ici les hypothèses sur A2 afin de considérer des opérateurs multi-
voques monotones quelconques. Nous supposons que la résolvante JA2 est calculable à
une erreur sommable près. En prenant q = 2 dans le Problème 4.1 on obtient le problème
suivant.
Problème 4.8 Soient A1 : H → 2H et A2 : H → 2H deux opérateurs maximalement
monotones. Le problème est de
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que
(0, . . . , 0) ∈ A1(x1, . . . , xm) +A2(x1, . . . , xm). (4.6)
Proposition 4.9 Pour tout i ∈ {1, . . . , m}, soient (ai,n)n∈N et (bi,n)n∈N des suites dans Hi
telles que
∑
n∈N ‖ai,n‖ < +∞ et
∑
n∈N ‖bi,n‖ < +∞. On génère des suites (x1,n)n∈N ,. . . ,
(xm,n)n∈N comme suit.
Initialisation ε ∈ ]0, 1[ , γ ∈ ]0,+∞[Pour i = 1, . . . , m
⌊ xi,0 ∈ Hi
Pour n = 0, 1, . . .
(y1,n, . . . , ym,n) = JγA2(x1,n, . . . , xm,n) + (b1,n, . . . , bm,n)
(z1,n, . . . , zm,n) = JγA1(2y1,n − x1,n, . . . , 2ym,n − xm,n) + (a1,n, . . . , am,n)
λn ∈ [ε, 2− ε]
Pour i = 1, . . . , m⌊
xi,n+1 = xi,n + λn(zi,n − yi,n).
De plus, on suppose que zer(A1+A2) 6= ∅. Alors, pour tout i ∈ {1, . . . , m}, xi,n ⇀ xi ∈ Hi
et JγA2(x1, . . . , xm) ∈ zer(A1 +A2).
Démonstration. Il suffit d’appliquer la Proposition 1.10 du Chapitre 1 dans H.
Remarque 4.10 Des résultats de convergence plus détaillés peuvent être tirés de la Pro-
position 1.10 du Chapitre 1.
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4.2.4 Méthode parallèle basée sur Douglas-Rachford
Nous présentons ici un algorithme qui résout le Problème 4.1 en supposant seule-
ment qu’il existe une solution. Le coût de mise en œuvre dépend du calcul des résol-
vantes des opérateurs (Aj)1≤j≤q.
Proposition 4.11 Pour tout i ∈ {1, . . . , m} et j ∈ {1, . . . , q}, soit (ai,j,n)n∈N une suite dans
Hi telle que
∑
n∈N ‖ai,j,n‖ < +∞. On génère des suites (x1,n)n∈N ,. . . , (xm,n)n∈N comme suit.
Initialisation
ε ∈ ]0, 1[ , γ ∈ ]0,+∞[
(ωj)1≤j≤q ⊂ ]0, 1] et
q∑
j=1
ωj = 1
Pour i = 1, . . . , m
Pour j = 1, . . . , q
⌊ yi,j,0 ∈ Hi
xi,0 =
q∑
j=1
ωjyi,j,0
Pour n = 0, 1, . . .
Pour j = 1, . . . , q⌊
(z1,j,n, . . . , zm,j,n) = JγAj/ωj (y1,j,n, . . . , ym,j,n) + (a1,j,n, . . . , am,j,n)
Pour i = 1, . . . , m
si,n =
q∑
j=1
ωjzi,j,n
λn ∈ [ε, 2− ε]
Pour j = 1, . . . , q
⌊ yi,j,n+1 = yi,j,n + λn(2si,n − xi,n − zi,j,n)
xi,n+1 = xi,n + λn(si,n − xi,n).
De plus, on suppose que zer(
∑q
j=1Aj) 6= ∅. Alors, pour tout i ∈ {1, . . . , m}, (xi,n)n∈N
converge faiblement vers un point xi ∈ Hi et (x1, . . . , xm) ∈ zer(
∑q
j=1Aj).
Démonstration. Il suffit d’appliquer la Proposition 1.14 dans H lorsque, pour tout j ∈
{1, . . . , q}, Aj = Aj/ωj.
4.2.5 Méthode parallèle de type Dykstra
Nous proposons ici une méthode alternative à l’algorithme proposé dans la Proposi-
tion 4.11 pour résoudre le Problème 4.1 dans le cas particulier où q ≥ 2 et Aq = Id− z
avec z ∈H.
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Problème 4.12 Soit q ≥ 2 un entier, soient (Aj)1≤j≤q−1 des opérateurs maximalement
monotones dans H et soit z = (zi)1≤i≤m ∈H. Le problème est de
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que
(z1, . . . , zm) ∈ (x1, . . . , xm) +
q−1∑
j=1
Aj(x1, . . . , xm). (4.7)
Notons que l’opérateur Aq = Id − z est fortement monotone. Ceci implique que
le Problème 4.12 admet une solution unique (xi)1≤i≤m qui satisfait (x1, . . . , xm) =
JB(z1, . . . , zm), où B =
∑q−1
j=1Aj.
Proposition 4.13 Pour tout i ∈ {1, . . . , m} et j ∈ {1, . . . , q}, soit (ai,j,n)n∈N une suite dans
Hi telle que
∑
n∈N ‖ai,j,n‖ < +∞. On génère des suites (x1,n)n∈N ,. . . , (xm,n)n∈N comme suit.
Initialisation
(ωj)1≤j≤q−1 ⊂ ]0, 1] et
q−1∑
j=1
ωj = 1
Pour i = 1, . . . , m xi,0 = ziPour j = 1, . . . , q − 1
⌊ zi,j,0 = xi,0
Pour n = 0, 1, . . .
Pour j = 1, . . . , q − 1⌊
(y1,j,n, . . . , ym,j,n) = JAj/ωj (z1,j,n, . . . , zm,j,n) + (a1,j,n, . . . , am,j,n)
Pour i = 1, . . . , m
xi,n+1 =
q−1∑
j=1
ωjyi,j,n
Pour j = 1, . . . , q − 1
⌊ zi,j,n+1 = xi,n+1 + zi,j,n − yi,j,n.
(4.8)
De plus, on suppose que (z1, . . . , zm) ∈ ran(Id+
∑q−1
j=1Aj). Alors, pour tout i ∈ {1, . . . , m},
xi,n → xi ∈ Hi et (x1, . . . , xm) = JB(z1, . . . , zm), où B =
∑q−1
j=1Aj .
Démonstration. Il suffit d’appliquer la Proposition 1.17 du Chapitre 1 dans H lorsque,
pour tout j ∈ {1, . . . , q}, Aj = Aj/ωj.
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4.3 Application à la restauration et reconstruction va-
riationnelle d’images multicomposantes
Dans cette section, nous étudions en détail des méthodes pour résoudre des pro-
blèmes de minimisation issues des méthodes multicomposantes énoncées dans la Sec-
tion 4.2. Nous examinons aussi des applications au traitement d’images. Plus précisé-
ment, nous réalisons des expériences numériques sur la restauration d’images stéréosco-
piques, le débruitage d’images multispectrales et la décomposition d’images en compo-
santes structure–texture.
4.3.1 Description et résultats principaux
L’article qui suit est consacré au problème suivant.
Problème 4.14 Soit q ≥ 2 un entier et soient (f j)1≤j≤q des fonctions dans Γ0(H). Le
problème est de
minimiser
x1∈H1,..., xm∈Hm
q∑
j=1
f j(x1, . . . , xm). (4.9)
Notons que une solution du Problème 4.14 peut être trouvée en résolvant le Pro-
blème 1.1 avec A1 = ∂f 1, . . . ,Am = ∂fm. Sous certaines conditions de qualification
(voir [9, Theorem 16.37]) ces problèmes sont équivalents.
Le Problème 4.14 modélise des problèmes de restauration et reconstruction
d’images et de signaux où la solution idéale est représentée par m composantes x1,
. . . , xm qui appartiennent aux espaces hilbertiens H1, . . . ,Hm, respectivement.
Dans le cas monocomposante (m = 1), le Problème 4.14 a été étudié dans [19, 21,
23], où plusieurs méthodes proximales ont été proposées (des applications peuvent être
trouvées dans [22] et sa bibliographie). Si m ≥ 2, q = 2, f 1 : (xi)1≤i≤m 7→
∑m
i=1 ϕi(xi),
où (ϕi)1≤i≤m sont des fonctions convexes, propres et semi-continues inférieurement, et
f 2 est différentiable avec gradient lipschitzien, le Problème 4.14 a été résolu dans le
Chapitre 3 et plusieurs applications au traitement d’images peuvent être trouvées dans
[5, 6, 7, 23, 28, 29, 43, 44, 48].
Nous étudions cas multicomposante général et nous proposons plusieurs algo-
rithmes sous divers jeux d’hypothèses sur les fonctions impliquées dans le Problème 4.14.
Nous traitons les problèmes suivants.
Problème 4.15 Soit f 1 ∈ Γ0(H) et soit f 2 : H→ R une fonction convexe différentiable
telle que son gradient est β−1–lipschitzien avec β ∈ ]0,+∞[. Le problème est de
minimiser
x1∈H1,..., xm∈Hm
f 1(x1, . . . , xm) + f2(x1, . . . , xm). (4.10)
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Problème 4.16 Soient f1 et f 2 deux fonctions dans Γ0(H) telles que
(0, . . . , 0) ∈ sri(domf1 − domf2). (4.11)
Le problème est de
minimiser
x1∈H1,..., xm∈Hm
f 1(x1, . . . , xm) + f2(x1, . . . , xm). (4.12)
Problème 4.17 Soit q ≥ 2 un entier et soient (f j)1≤j≤q des fonctions dans Γ0(H) telles
que
(0, . . . , 0) ∈ sri(D − domf 1 × · · · × domf q), (4.13)
oùD =
{
(x, . . . ,x) | x ∈H}. Le problème est de
minimiser
x1∈H1,..., xm∈Hm
q∑
j=1
f j(x1, . . . , xm). (4.14)
Problème 4.18 Soit q ≥ 2 un entier et soient (f j)1≤j≤q−1 des fonctions dans Γ0(H) telles
que
q−1⋂
j=1
domf j 6= ∅ (4.15)
et soit z = (zi)1≤i≤m ∈H. Le problème est de
minimiser
x1∈H1,..., xm∈Hm
q−1∑
j=1
f j(x1, . . . , xm) +
q − 1
2
m∑
i=1
‖xi − zi‖2. (4.16)
Tous les problèmes décrits ci-dessus sont résolus par des méthodes classiques ap-
pliquées sur l’espace produit H. Ainsi, sur l’espace produit H, l’algorithme explicite-
implicite dans [23] résout le Problème 4.15, l’algorithme de Douglas-Rachford dans
[19] résout le Problème 4.16, l’algorithme d’éclatement parallèle dans [21] résout le
Problème 4.17 et un algorithme de Dykstra dans [18] résout le Problème 4.18. Contrai-
rement aux algorithmes conçus dans [4, 11], la méthode que nous proposons ici pour
résoudre le Problème 4.15 permet de considérer une fonction f 1 qui ne soit pas sépa-
rable, c’est-à-dire, qui ne soit pas de la forme (xi)1≤i≤m 7→
∑m
i=1 fi(xi). Nous énonçons
ci-dessous les théorèmes principaux, pour lesquels la notation suivante sera utile : pour
deux suites (xn)n∈N et (yn)n∈N dans H,[
(∀n ∈ N) xn ≈ yn
]
⇔
∑
n∈N
‖xn − yn‖ < +∞. (4.17)
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Théorème 4.19 On génère des suites (x1,n)n∈N, . . . , (xm,n)n∈N comme suit.
Initialisation ε ∈ ]0,min{1, β}[Pour i = 1, . . . , m
⌊ xi,0 ∈ Hi
Pour n = 0, 1, . . .
(yi,n)1≤i≤m ≈ ∇f 2(xi,n)1≤i≤m
γn ∈ [ε, 2β − ε]
(zi,n)1≤i≤m ≈ proxγnf1(xi,n − γnyi,n)1≤i≤m
λn ∈ [ε, 1]
Pour i = 1, . . . , m
⌊ xi,n+1 = xi,n + λn(zi,n − xi,n)
De plus, on suppose que le Problème 4.15 admet au moins une solution. Alors, pour tout
i ∈ {1, . . . , m}, xi,n ⇀ xi ∈ Hi et (xi)1≤i≤m est une solution du Problème 4.15.
Théorème 4.20 On génère des suites (x1,n)n∈N, . . . , (xm,n)n∈N comme suit.
Initialisation ε ∈ ]0, 1[ , γ ∈ ]0,+∞[Pour i = 1, . . . , m
⌊ xi,0 ∈ Hi
Pour n = 0, 1, . . .
(yi,n)1≤i≤m ≈ proxγf2(xi,n)1≤i≤m
(zi,n)1≤i≤m ≈ proxγf1(2yi,n − xi,n)1≤i≤m
λn ∈ [ε, 2− ε]
Pour i = 1, . . . , m⌊
xi,n+1 = xi,n + λn(zi,n − yi,n).
De plus, on suppose que le Problème 4.16 admet au moins une solution. Alors, pour tout
i ∈ {1, . . . , m}, xi,n ⇀ xi ∈ Hi et (xi)1≤i≤m est une solution du Problème 4.16.
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Théorème 4.21 On génère des suites (x1,n)n∈N, . . . , (xm,n)n∈N comme suit.
Initialisation
ε ∈ ]0, 1[ , γ ∈ ]0,+∞[
{ωj}1≤j≤q ⊂ ]0, 1] et
q∑
j=1
ωj = 1
Pour i = 1, . . . , m
Pour j = 1, . . . , q
⌊ yi,j,0 ∈ Hi
xi,0 =
q∑
j=1
ωjyi,j,0
Pour n = 0, 1, . . .
Pour j = 1, . . . , q⌊
(zi,j,n)1≤i≤m ≈ proxγfj/ωj (yi,j,n)1≤i≤m
Pour i = 1, . . . , m
si,n =
q∑
j=1
ωjzi,j,n
λn ∈ [ε, 2− ε]
Pour j = 1, . . . , q
⌊ yi,j,n+1 = yi,j,n + λn(2si,n − xi,n − zi,j,n)
xi,n+1 = xi,n + λn(si,n − xi,n)
De plus, on suppose que le Problème 4.17 admet au moins une solution. Alors, pour tout
i ∈ {1, . . . , m}, xi,n ⇀ xi ∈ Hi et (xi)1≤i≤m est une solution du Problème 4.17.
Théorème 4.22 On génère des suites (x1,n)n∈N, . . . , (xm,n)n∈N comme suit.
Initialisation
Pour i = 1, . . . , m xi,0 = ziPour j = 1, . . . , q − 1
⌊ yi,j,0 = xi,0
Pour n = 0, 1, . . .
Pour j = 1, . . . , q − 1⌊
(zi,j,n)1≤i≤m = proxfj (yi,j,n)1≤i≤m
Pour i = 1, . . . , m
xi,n+1 =
1
q − 1
q−1∑
j=1
zi,j,n
Pour j = 1, . . . , q − 1
⌊ yi,j,n+1 = xi,n+1 + yi,j,n − zi,j,n.
(4.18)
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Alors, pour tout i ∈ {1, . . . , m}, xi,n ⇀ xi ∈ Hi et (xi)1≤i≤m est une solution du Pro-
blème 4.18.
De surcroît, une partie de cet article est destinée au calcul des opérateurs proximaux
multicomposantes, ce qui enrichit la diversité des applications qui peuvent être traitées
avec ces techniques. Les résultats principaux sont les suivants.
Proposition 4.23 Supposons que les espaces (Hi)1≤i≤m aient la même dimension et que,
pour tout i ∈ {1, . . . , m}, (ei,k)k∈K soit une base orthonormale deHi. De plus, soient (φk)k∈K
des fonctions dans Γ0(Rm) et supposons que l’une des conditions suivantes soit satisfaite.
(i) Pour tout i ∈ {1, . . . , m}, la dimension de Hi est infinie et, pour tout k ∈ K, φk ≥
φk(0) = 0.
(ii) Pour tout i ∈ {1, . . . , m}, la dimension de Hi est finie.
Posons
f : H→ ]−∞,+∞] : x 7→
∑
k∈K
φk
( 〈x1 | e1,k〉 , . . . , 〈xm | em,k〉 ). (4.19)
Alors f ∈ Γ0(H) et
(∀x ∈H) proxf x =
(∑
k∈K
π1,ke1,k, . . . ,
∑
k∈K
πm,kem,k
)
, (4.20)
où
(∀k ∈ K) (π1,k, . . . , πm,k) = proxφk
( 〈x1 | e1,k〉 , . . . , 〈xm | em,k〉 ). (4.21)
Proposition 4.24 Pour tout j ∈ {1, . . . ,M}, soit Gj un espace hilbertien réel, soit ϕj ∈
Γ0(Gj) et, pour tout i ∈ {1, . . . , m}, soit Lji ∈ B (Hi,Gj). Posons
f : H → ]−∞,+∞] : x 7→
M∑
j=1
ϕj
( m∑
i=1
Ljixi
)
(4.22)
et supposons que, pour tout j ∈ {1, . . . ,M}, il existe αj ∈ ]0,+∞[ tel que
(∀k ∈ {1, . . . ,M})
m∑
i=1
Lji ◦ L∗ki =
{
αj Id, si j = k;
0, autrement.
(4.23)
Alors f ∈ Γ0(H) et
(∀x ∈H) proxf x = (p1, . . . , pm) (4.24)
où, pour tout i ∈ {1, . . . , m},
pi = xi +
M∑
j=1
α−1j L
∗
ji proxαjϕj
( m∑
k=1
Ljkxk
)
−
M∑
j=1
α−1j L
∗
ji
( m∑
k=1
Ljkxk
)
. (4.25)
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Proposition 4.25 Supposons que la dimension de G soit K < +∞, soient (φk)1≤k≤K
des fonctions dans Γ0(R), et soit (ek)1≤k≤K une base orthonormale de G. Pour tout
i ∈ {1, . . . , m}, soit Li ∈ B (Hi,G) et supposons qu’il existe {αk}1≤k≤K ⊂ ]0,+∞[ tels
que
(∀y ∈ G)
m∑
i=1
LiL
∗
i y =
K∑
k=1
αk 〈y | ek〉 ek. (4.26)
Posons
f : H→ ]−∞,+∞] : x 7→
K∑
k=1
φk
(〈 m∑
j=1
Ljxj
∣∣∣∣ ek〉
)
(4.27)
et
(∀k ∈ {1 . . . , K}) πk = 1
αk
proxαkφk
(〈 m∑
j=1
Ljxj
∣∣∣∣ ek〉). (4.28)
Alors f ∈ Γ0(H) et, pour tout x ∈H, proxf x = (pi)1≤i≤m où
(∀i ∈ {1, . . . , m}) pi = xi + L∗i
K∑
k=1
(
πk − 1
αk
m∑
j=1
〈Ljxj | ek〉
)
ek. (4.29)
Enfin, la dernière section de l’article est consacrée aux applications numériques au
traitement de l’image. En particulier, à l’aide des Propositions 4.23, 4.24 et 4.25, nous
adaptons les algorithmes proposés pour résoudre les Problèmes 4.15, 4.16, 4.17 et 4.18
à la restauration d’images stéréoscopiques, le débruitage d’images multispectrales et la
décomposition d’images en composantes structure-texture.
4.3.2 Article en anglais
PROXIMAL ALGORITHMS FOR MULTICOMPONENT IMAGE
RECOVERY PROBLEMS 1
Abstract : In recent years, proximal splitting algorithms have been applied to various
monocomponent signal and image recovery problems. In this paper, we address the
case of multicomponent problems. We first provide closed form expressions for several
important multicomponent proximity operators and then derive extensions of existing
proximal algorithms to the multicomponent setting. These results are applied to ste-
reoscopic image recovery, multispectral image denoising, and image decomposition into
texture and geometry components.
1. L. M. Briceño-Arias, P. L. Combettes, J.-C. Pesquet, and N. Pustelnik, Proximal algorithms for multi-
component image recovery problems, Journal of Mathematical Imaging and Vision, DOI : 10.1007/s10851-
010-0243-1, 2011.
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4.3.2.1 Problem statement
In this paper, we consider signal and image recovery problems in which the ideal
solution is represented by m components x1, . . . , xm lying, respectively, in real Hilbert
spaces H1, . . . , Hm. Such problems arise in many areas ranging from color and hyper-
spectral imaging to multichannel signal processing and geometry/texture image decom-
position [2, 5, 6, 7, 8, 13, 25, 27, 31, 32, 42, 45, 48]. Oftentimes, multicomponent
signal/image processing tasks can be formulated as variational problems of the form
minimize
x1∈H1,..., xm∈Hm
Φ(x1, . . . , xm), (4.30)
where Φ is a convex function modeling the available information on the m components,
their interactions, and, possibly, the data acquisition process.
The abstract convex minimization problem (4.30) is usually too generic to be sol-
ved directly and it must be formulated in a more structured fashion to be amenable to
efficient numerical solution. To this end, Φ can be decomposed as a sum of p functions
that can be handled individually more easily. This leads to the following model, which
will be the focus of the paper.
Problem 4.26 Let (Hi)1≤i≤m be real Hilbert spaces, and let (fk)1≤k≤p be proper lower
semicontinuous convex functions from the direct Hilbert sumH1⊕· · ·⊕Hm to ]−∞,+∞].
The problem is to
minimize
x1∈H1,..., xm∈Hm
p∑
k=1
fk(x1, . . . , xm), (4.31)
under the assumption that solutions exist.
In the case of univariate (m = 1) signal processing problems, proximal methods
have been successfully used to solve (4.31) ; see [19, 21, 23] for basic work, and [22]
and the references therein for a variety of applications. It is therefore natural to ask
whether these methods can be extended to the multivariate case. Initial work in this
direction was carried out in [11] in the special instance when m = 2, f1 is a separable
sum (i.e., f1 : (xi)1≤i≤m 7→
∑m
i=1 ϕi(xi)), and f2 is differentiable on H1 ⊕ · · · ⊕ Hm with
a Lipschitz continuous gradient (this setting also covers formulations found in [5, 6, 7,
23, 28, 29, 43, 44, 48]). The objective of our paper is to address the general case and
to present several proximal algorithms with guaranteed convergence to a solution to
Problem 4.26 under suitable assumptions.
The paper is organized as follows. In section 4.3.2.2, the main notation used in the
paper is introduced. Proximity operators will be an essential ingredient in the multicom-
ponent algorithms proposed in the paper. They are briefly reviewed in section 4.3.2.3,
where we also provide new results concerning multicomponent proximity operators. In
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section 4.3.2.4, we describe proximal splitting algorithms which are pertinent for solving
Problem 4.26. Finally, in section 4.3.2.5, we illustrate the effectiveness of the proposed
algorithms in three multicomponent imaging examples.
4.3.2.2 Notation
Throughout, H, G, and (Hi)1≤i≤m are real Hilbert spaces. For convenience, their
scalar products are all denoted by 〈· | ·〉, the associated norms by ‖ · ‖, and their identity
operators are all denoted by Id. It will be convenient to denote by x = (xi)1≤i≤m a
generic element in H1 × · · · × Hm, and by H the direct Hilbert sum H1 ⊕ · · · ⊕ Hm, i.e.,
the product space H1× · · ·×Hm equipped with the usual vector space structure and the
scalar product
(x,y) 7→
m∑
i=1
〈xi | yi〉 . (4.32)
The space of bounded linear operators from H to G is denoted by B (H,G). Moreover,
Γ0(H) denotes the class of lower semicontinuous convex functions ϕ : H → ]−∞,+∞]
which are proper in the sense that
domϕ =
{
x ∈ H | ϕ(x) < +∞} 6= ∅. (4.33)
Let C and D be nonempty convex subsets of H. The indicator function of C is
ιC : x 7→
{
0, if x ∈ C;
+∞, if x /∈ C. (4.34)
If C is closed, for every x ∈ H, there exists a unique point PCx ∈ C such that ‖x−PCx‖ =
infy∈C ‖x− y‖ ; PCx is called the projection of x onto C. We say that 0 lies in the strong
relative interior of C, in symbol, 0 ∈ sriC, if ⋃λ>0 λC = spanC. In particular, if we set
C − D = {x− y | (x, y) ∈ C ×D}, the inclusion 0 ∈ sri(C − D) holds in each of the
following cases :
• C −D is a closed vector subspace.
• 0 ∈ int(C −D).
• C ∩ intD 6= ∅.
• H is finite dimensional and (riC) ∩ (riD) 6= ∅, where riC denotes the relative
interior of C, i.e., its interior relative to its affine hull.
General background on convex analysis will be found in [9, 49].
4.3.2.3 Proximity operators
4.3.2.3.1 Definition and properties For a detailed account of the theory of proxi-
mity operators, see [9] and the classical paper [35].
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Let ϕ ∈ Γ0(H). For every x ∈ H, the function
y 7→ ϕ(y) + 1
2
‖x− y‖2 (4.35)
has a unique minimizer, which is denoted by proxϕ x and characterized by the variational
inequality
(∀p ∈ H) p = proxϕ x ⇔ (∀y ∈ H) 〈y − p | x− p〉+ ϕ(p) ≤ ϕ(y). (4.36)
The proximity operator proxϕ of ϕ thus defined is nonexpansive, i.e.,
(∀x ∈ H)(∀y ∈ H) ‖ proxϕ x− proxϕ y‖ ≤ ‖x− y‖. (4.37)
Example 4.27 Let C be a nonempty closed convex subset of H. Then proxιC = PC .
Other closed-form expressions for the proximity operators can be found in [3, 11,
15, 19, 20, 23, 35].
Lemma 4.28 [19, Proposition 11] Let ψ ∈ Γ0(G), let L ∈ B (H,G), and set ϕ = ψ ◦ L.
Suppose that L ◦ L∗ = α Id, for some α ∈ ]0,+∞[. Then ϕ ∈ Γ0(H) and
proxϕ = Id+
1
α
L∗ ◦ (proxαψ − Id) ◦ L. (4.38)
4.3.2.3.2 Multicomponent proximity operators The computation of proximity ope-
rators in the Hilbert direct sum H will play a fundamental role in the next sections.
Below, we provide some important situations in which this computation is explicit.
Proposition 4.29 Suppose that, for every i ∈ {1, . . . , m}, (ei,k)k∈K is an orthonormal basis
ofHi. Furthermore, let (φk)k∈K be functions in Γ0(Rm) and suppose that one of the following
holds.
(i) For every i ∈ {1, . . . , m}, Hi is infinite dimensional and, for every k ∈ K, φk ≥
φk(0) = 0.
(ii) For every i ∈ {1, . . . , m}, Hi is finite dimensional.
Set
f : H→ ]−∞,+∞] : x 7→
∑
k∈K
φk
( 〈x1 | e1,k〉 , . . . , 〈xm | em,k〉 ). (4.39)
Then f ∈ Γ0(H) and, for every x ∈H,
proxf x =
(∑
k∈K
π1,ke1,k, . . . ,
∑
k∈K
πm,kem,k
)
, (4.40)
where
(∀k ∈ K) (π1,k, . . . , πm,k) = proxφk
( 〈x1 | e1,k〉 , . . . , 〈xm | em,k〉 ). (4.41)
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Proof. Let us set, for every k ∈ K,
ψk : H→ ]−∞,+∞] : x 7→ φk
( 〈x1 | e1,k〉 , . . . , 〈xm | em,k〉 ). (4.42)
Then our assumptions imply that the functions (ψk)k∈K are in Γ0(H). Under as-
sumption (i), assuming without loss of generality that K = N, we can write f =
supK∈K
∑K
k=0 ψk. Since lower semicontinuity and convexity are preserved under finite
sums and taking suprema, it follows that f is lower semicontinuous and convex. In ad-
dition, since f(0) = 0, we obtain f ∈ Γ0(H). On the other hand, under assumption (ii),
the sum in (4.39) is finite and our assumptions imply at once that f ∈ Γ0(H).
Now let x ∈H and denote the Euclidean norm on Rm by | · |. Set
(∀i ∈ {1, . . . , m})(∀k ∈ K) ξi,k = 〈xi | ei,k〉 . (4.43)
Moreover, for every i ∈ {1, . . . , m}, let yi ∈ Hi and set (ηi,k)k∈K = (〈yi | ei,k〉)k∈K. We
derive from (4.41) and (4.36) that, for every k ∈ K,
m∑
i=1
(ηi,k − πi,k)(ξi,k − πi,k) + φk(π1,k, . . . , πm,k) ≤ φk(η1,k, . . . , ηm,k). (4.44)
Let us first assume that (i) holds. For every k ∈ K observe that, since 0 is a minimizer
of φk, (4.36) yields proxφk 0 = 0. Hence, using (4.41), (4.43), (4.37), and Parseval’s
identity, we obtain
∑
k∈K
m∑
i=1
|πi,k|2 =
∑
k∈K
|(π1,k, . . . , πm,k)|2
=
∑
k∈K
| proxφk(ξ1,k, . . . , ξm,k)|2
=
∑
k∈K
| proxφk(ξ1,k, . . . , ξm,k)− proxφk 0|2
≤
∑
k∈K
|(ξ1,k, . . . , ξm,k)− 0|2
=
∑
k∈K
|(ξ1,k, . . . , ξm,k)|2
=
∑
k∈K
m∑
i=1
|ξi,k|2
=
m∑
i=1
‖xi‖2. (4.45)
Therefore, (∀i ∈ {1, . . . , m})∑k∈K |πi,k|2 < +∞. Consequently, we can define
(∀i ∈ {1, . . . , m}) zi =
∑
k∈K
πi,kei,k, (4.46)
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which is equally well defined under assumption (ii) as K is then finite. It remains to
show that (zi)1≤i≤m = proxf (x1, . . . , xm). Summing over k in (4.44) yields∑
k∈K
m∑
i=1
(ηi,k − πi,k)(ξi,k − πi,k) +
∑
k∈K
φk(π1,k, . . . , πm,k) ≤
∑
k∈K
φk(η1,k, . . . , ηm,k) (4.47)
and, therefore,
m∑
i=1
〈yi − zi | xi − zi〉+ g(z1, . . . , zm) ≤ g(y1, . . . , ym). (4.48)
In view of (4.36), the proof is complete.
Proposition 4.30 For every j ∈ {1, . . . , q}, let Gj be a real Hilbert space, let ϕj ∈ Γ0(Gj),
and, for every i ∈ {1, . . . , m}, let Lj,i ∈ B (Hi,Gj). Set
f : H → ]−∞,+∞] : x 7→
q∑
j=1
ϕj
( m∑
i=1
Lj,ixi
)
(4.49)
and suppose that, for every j ∈ {1, . . . , q}, there exists αj ∈ ]0,+∞[ such that
(∀k ∈ {1, . . . , q})
m∑
i=1
Lj,i ◦ L∗k,i =
{
αj Id, if j = k;
0, otherwise.
(4.50)
Then f ∈ Γ0(H) and, for every x ∈H,
proxf x = (p1, . . . , pm) (4.51)
where, for every i ∈ {1, . . . , m},
pi = xi +
q∑
j=1
α−1j L
∗
j,i proxαjϕj
( m∑
k=1
Lj,kxk
)
−
q∑
j=1
α−1j L
∗
j,i
m∑
k=1
Lj,kxk. (4.52)
Proof. Let us denote by G the product space G1× · · ·×Gq equipped with the usual vector
space structure and the scalar product
(y, z) 7→
q∑
j=1
α−1j 〈yj | zj〉 . (4.53)
We can write f = g ◦L, where
g : G → ]−∞,+∞] : y 7→
q∑
j=1
ϕj(yj) (4.54)
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and L ∈ B (H,G) is defined by
L : H → G : x 7→
(
m∑
i=1
L1,ixi, . . . ,
m∑
i=1
Lq,ixi
)
. (4.55)
It follows from (4.53) that, for every (x,y) ∈H× G,
〈Lx | y〉=
q∑
j=1
α−1j
〈 m∑
i=1
Lj,ixi
∣∣∣∣ yj〉= q∑
j=1
α−1j
m∑
i=1
〈
xi | L∗j,iyj
〉
=
m∑
i=1
〈
xi
∣∣∣∣ q∑
j=1
α−1j L
∗
j,iyj
〉
,
(4.56)
from which we deduce that the adjoint of L is
L∗ : G →H : y 7→
(
q∑
j=1
α−1j L
∗
j,1yj , . . . ,
q∑
j=1
α−1j L
∗
j,myj
)
. (4.57)
We then get from (4.50) that L ◦L∗ = Id. Hence, Lemma 4.28 implies that f = g ◦ L ∈
Γ0(H) and that
proxg◦L = Id+L
∗ ◦ (proxg− Id) ◦L. (4.58)
In addition, it follows from (4.54) and (4.53) that, for every y ∈ G,
proxg y = (proxα1ϕ1 y1, . . . , proxαqϕq yq). (4.59)
Altogether, (4.55), (4.57), (4.58), and (4.59) yield (4.51)–(4.52).
Corollary 4.31 Let ϕ ∈ Γ0(G) and, for every i ∈ {1, . . . , m}, let Li ∈ B (Hi,G). Set
f : H → ]−∞,+∞] : x 7→ ϕ
( m∑
i=1
Lixi
)
(4.60)
and suppose that there exists α ∈ ]0,+∞[ such that
m∑
i=1
Li ◦ L∗i = α Id . (4.61)
Then f ∈ Γ0(H) and, for every x ∈ H, proxf x = (p1, . . . , pm) where, for every i ∈
{1, . . . , m},
pi = xi + α
−1L∗i proxαϕ
( m∑
k=1
Lkxk
)
− α−1L∗i
m∑
k=1
Lkxk. (4.62)
100
Proof. Set q = 1 in Proposition 4.30.
Proposition 4.32 Suppose that G has finite dimension K, let (φk)1≤k≤K be functions in
Γ0(R), and let (ek)1≤k≤K be an orthonormal basis of G. For every i ∈ {1, . . . , m}, let Li ∈
B (Hi,G) and suppose that there exists {αk}1≤k≤K ⊂ ]0,+∞[ such that
(∀y ∈ G)
m∑
i=1
LiL
∗
i y =
K∑
k=1
αk 〈y | ek〉 ek. (4.63)
Set
f : H→ ]−∞,+∞] : x 7→
K∑
k=1
φk
(〈 m∑
j=1
Ljxj
∣∣∣∣ ek〉
)
(4.64)
and, for every k ∈ {1 . . . , K},
πk =
1
αk
proxαkφk
(〈 m∑
j=1
Ljxj
∣∣∣∣ ek〉). (4.65)
Then f ∈ Γ0(H) and, for every x ∈H, proxf x = (pi)1≤i≤m where, for every i ∈ {1, . . . , m},
pi = xi + L
∗
i
K∑
k=1
(
πk − 1
αk
m∑
j=1
〈Ljxj | ek〉
)
ek. (4.66)
Proof. For every j ∈ {1, . . . , K}, set Gj = R, ϕj = φj, and
(∀i ∈ {1, . . . , m}) Lj,i : Hi → Gj : x 7→ 〈Lix | ej〉 , (4.67)
hence
L∗j,i : Gj → Hi : ξ 7→ ξ L∗i ej. (4.68)
Thus, for every j and k in {1, . . . , K} and every ξ ∈ R, we derive from (4.63) that
m∑
i=1
Lj,iL
∗
k,iξ =
m∑
i=1
Lj,iξ L
∗
i ek
= ξ
m∑
i=1
〈(LiL∗i )ek | ej〉
= ξ
〈 K∑
l=1
αl 〈ek | el〉 el
∣∣∣∣ ej〉
= ξ
K∑
l=1
αl 〈ek | el〉 〈el | ej〉 . (4.69)
Therefore, for every j ∈ {1, . . . , K}, (4.50) is satisfied. In turn, Proposition 4.30 with
q = K guarantees that f ∈ Γ0(H), and (4.52) reduces to (4.66).
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4.3.2.4 Multicomponent proximal algorithms
We present several algorithms for solving Problem 4.26 under various assumptions
on the functions involved. Most of these algorithms are tolerant to errors in the computa-
tion of proximal points and gradients. To quantify the amount of error which is tolerated,
it will be convenient to use the following notation : given two sequences (xn)n∈N and
(yn)n∈N in H,[
(∀n ∈ N) xn ≈ yn
]
⇔
∑
n∈N
‖xn − yn‖ < +∞. (4.70)
4.3.2.4.1 Forward-backward splitting
Problem 4.33 In Problem 4.26, suppose that p = 2 and that f2 is differentiable on H
with a β–Lipschitz continuous gradient for some β ∈ ]0,+∞[. Hence, the problem is to
minimize
x1∈H1,..., xm∈Hm
f1(x1, . . . , xm) + f2(x1, . . . , xm), (4.71)
under the assumption that solutions exist.
The particular case when f1 is a separable sum and f2 involves a linear mixture
of the variables was investigated in [11]. The following result addresses the general
case ; it implicitly assumes that the proximity operator of f1 can be computed to within
a quantifiable error.
Theorem 4.34 Let (x1,n)n∈N, . . . , (xm,n)n∈N be sequences generated by the following rou-
tine.
Initialization ε ∈ ]0,min{1, 1/β}[For i = 1, . . . , m
⌊ xi,0 ∈ Hi
For n = 0, 1, . . .
(yi,n)1≤i≤m ≈ ∇f2(xi,n)1≤i≤m
γn ∈ [ε, (2/β)− ε]
(ui,n)1≤i≤m ≈ proxγnf1(xi,n − γnyi,n)1≤i≤m
λn ∈ [ε, 1]
For i = 1, . . . , m
⌊ xi,n+1 = xi,n + λn(ui,n − xi,n)
Then, for every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly to a point xi ∈ Hi. Moreover,
(xi)1≤i≤m is a solution to Problem 4.33.
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Proof. Apply [23, Theorem 3.4(i)] in H and use (4.32).
Remark 4.35
(i) Multicomponent version of variants of the above forward-backward algorithm such
as the Nesterov-like first-order methods [10, 36, 47] can be obtained by simi-
lar reformulations in H. However, for these methods, convergence of the iterates
((xi,n)1≤i≤m)n∈N to a solution to Problem 4.33 is not guaranteed, even in a finite-
dimensional setting.
(ii) Strong convergence conditions in Theorem 4.34 can be derived from [23, Theo-
rem 3.4(iv)].
4.3.2.4.2 Douglas-Rachford splitting In this section, we relax the assumption of
smoothness on f2 and assume that its proximity operator is implementable to within a
quantifiable error.
Problem 4.36 In Problem 4.26, suppose that p = 2 and that
0 ∈ sri(dom f1 − dom f2). (4.72)
Hence, the problem is to
minimize
x1∈H1,..., xm∈Hm
f1(x1, . . . , xm) + f2(x1, . . . , xm), (4.73)
under the assumption that solutions exist.
Theorem 4.37 Let (x1,n)n∈N, . . . , (xm,n)n∈N be sequences generated by the following rou-
tine.
Initialization ε ∈ ]0, 1[ , γ ∈ ]0,+∞[For i = 1, . . . , m
⌊ xi,0 ∈ Hi
For n = 0, 1, . . .
(yi,n)1≤i≤m ≈ proxγf2(xi,n)1≤i≤m
(ui,n)1≤i≤m ≈ proxγf1(2yi,n − xi,n)1≤i≤m
λn ∈ [ε, 2− ε]
For i = 1, . . . , m⌊
xi,n+1 = xi,n + λn(ui,n − yi,n).
Then, for every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly to a point xi ∈ Hi. Moreover,
proxγf2(x1, . . . , xm) is a solution to Problem 4.36 and ((yi,n)1≤i≤m)n∈N converges weakly to
proxγf2(x1, . . . , xm).
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Proof. For the first two claims, apply [19, Theorem 20] in H and use (4.32). For the
weak convergence claim, combine the results of [9, Corollary 27.4] and [41].
Remark 4.38
(i) Strong convergence conditions in Theorem 4.37 can be derived from [18, Theo-
rem 2.1(ii)].
(ii) If H is finite dimensional, the qualification condition (4.72) reduces to
(ri dom f1) ∩ (ri dom f2) 6= ∅. (4.74)
4.3.2.4.3 Parallel proximal algorithm (PPXA) The algorithm presented in this sec-
tion aims at solving Problem 4.26 under minimal technical assumptions. Its cost of
implementation depends on the ease of (approximate) computation of the individual
proximity operators.
Problem 4.39 In Problem 4.26, suppose that
0 ∈ sri(D − dom f1 × · · · × dom fp) (4.75)
where D =
{
(x, . . . ,x) | x ∈H}. The problem is to
minimize
x1∈H1,..., xm∈Hm
p∑
k=1
fk(x1, . . . , xm), (4.76)
under the assumption that solutions exist.
In [1], a particular instance of Problem 4.39 in finite dimensional spaces is conside-
red. It is approached via the alternating direction method of multipliers. The algorithm
used below is an application of the PPXA algorithm proposed in [21] that allows us to
address the general case.
Theorem 4.40 Let (x1,n)n∈N, . . . , (xm,n)n∈N be sequences generated by the following rou-
tine.
Initialization
ε ∈ ]0, 1[ , γ ∈ ]0,+∞[
{ωk}1≤k≤p ⊂ ]0, 1] and
p∑
k=1
ωk = 1
For i = 1, . . . , m
For k = 1, . . . , p
⌊ yi,k,0 ∈ Hi
xi,0 =
p∑
k=1
ωkyi,k,0
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For n = 0, 1, . . .
For k = 1, . . . , p⌊
(ui,k,n)1≤i≤m ≈ proxγfk/ωk(yi,k,n)1≤i≤m
For i = 1, . . . , m
si,n =
p∑
k=1
ωkui,k,n
λn ∈ [ε, 2− ε]
For k = 1, . . . , p
⌊ yi,k,n+1 = yi,k,n + λn(2si,n − xi,n − ui,k,n)
xi,n+1 = xi,n + λn(si,n − xi,n)
Then, for every i ∈ {1, . . . , m}, (xi,n)n∈N converges weakly to a point xi ∈ Hi. Moreover,
(x1, . . . , xm) is a solution to Problem 4.39.
Proof. Apply [21, Theorem 3.4] in H and use (4.32).
Remark 4.41 Suppose that H is finite dimensional and that
p⋂
k=1
ri dom fk 6= ∅. (4.77)
Then it follows from [21, Proposition 3.6(vi)] that the qualification condition (4.75) is
satisfied.
4.3.2.4.4 Dykstra-like splitting We consider instances of Problem 4.26 in which fp
is a simple quadratic function.
Problem 4.42 In Problem 4.26, suppose that p ≥ 3, that
p−1⋂
k=1
dom fk 6= ∅, (4.78)
and that fp : x 7→ (p− 1)
∑m
i=1 ‖xi − zi‖2/2, where z ∈H. Hence, the problem is to
minimize
x1∈H1,..., xm∈Hm
p−1∑
k=1
fk(x1, . . . , xm) +
p− 1
2
m∑
i=1
‖xi − zi‖2. (4.79)
Set f =
∑p−1
k=1 fk/(p− 1). Then it follows from (4.78) that f ∈ Γ0(H). Hence, in view of
(4.32), Problem 4.42 admits a unique solution, namely proxf z.
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Theorem 4.43 Let (x1,n)n∈N, . . . , (xm,n)n∈N be sequences generated by the following rou-
tine.
Initialization
For i = 1, . . . , m xi,0 = ziFor k = 1, . . . , p− 1
⌊ yi,k,0 = xi,0
For n = 0, 1, . . .
For k = 1, . . . , p− 1⌊
(ui,k,n)1≤i≤m = proxfk(yi,k,n)1≤i≤m
For i = 1, . . . , m
xi,n+1 =
1
p− 1
p−1∑
k=1
ui,k,n
For k = 1, . . . , p− 1
⌊ yi,k,n+1 = xi,n+1 + yi,k,n − ui,k,n.
(4.80)
Then, for every i ∈ {1, . . . , m}, (xi,n)n∈N converges strongly to a point xi ∈ Hi. Moreover,
(x1, . . . , xm) is a solution to Problem 4.42.
Proof. Apply [18, Theorem 4.2] in H and use (4.32).
Remark 4.44 Suppose that (4.78) is replaced by the stronger condition (4.75) (applied
to the functions (fk)1≤k≤p−1). Then it follows from [18, Theorem 3.3] that the conclu-
sion of the above theorem remains valid if the proximity operators are implemented
approximately in (4.80).
4.3.2.5 Applications to image decomposition and recovery
In this section, we apply the algorithms proposed in Section 4.3.2.4 to stereoscopic
image restoration, multispectral imaging, and image decomposition.
4.3.2.5.1 Stereoscopic image restoration
Problem formulation. We consider the problem of restoring a pair of N -pixel ste-
reoscopic images x1 ∈ RN and x2 ∈ RN , which correspond to the left and the right views
of the same scene. For a given value of the disparity field, the disparity compensation
process between the two images is modeled as
x1 = Dx2 + v, (4.81)
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Original left x1 Original right x2
Degraded left z1 Degraded right z2
SNR = 12.9 dB – SSIM = 0.39 SNR = 18.0 dB – SSIM = 0.56
Restored left x1 with ϑ = 0 Restored right x2 with ϑ = 0
SNR = 15.5 dB – SSIM = 0.58 SNR = 19.3 dB – SSIM = 0.73
Restored left x1 with ϑ = 1.6× 10−3 Restored right x2 with ϑ = 1.6× 10−3
SNR = 17.8 dB – SSIM = 0.79 SNR = 19.7 dB – SSIM = 0.83
FIGURE 4.1 – Stereoscopic image restoration.
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where the matrix D is in RN×N [40] and where v stands for modeling errors. The obser-
vations consist of degraded versions
z1 = L1x1 + w1 and z2 = L2x2 + w2 (4.82)
of x1 and x2, respectively, where the matrices L1 ∈ RN×N and L2 ∈ RN×N model the
data acquisition process, and where w1 and w2 are mutually independent Gaussian noise
vectors with independent components which are N (0, σ21)– and N (0, σ22)–distributed,
respectively. In addition, it is assumed that the decompositions of x1 and x2 in or-
thonormal bases (e1,k)1≤k≤N and (e2,k)1≤k≤N , respectively, of RN are sparse. For every
k ∈ {1, . . . , N}, functions φ1,k ∈ Γ0(R) and φ2,k ∈ Γ0(R) are used to promote the sparsity
of the decompositions [20, 24]. The following variational formulation is consistent with
the above hypotheses and models.
Problem 4.45 Let ϑ ∈ [0,+∞[. The objective is to
minimize
x1∈RN , x2∈RN
N∑
k=1
φ1,k(〈x1 | e1,k〉) +
N∑
k=1
φ2,k(〈x2 | e2,k〉)
+
1
2σ21
‖L1x1 − z1‖2 + 1
2σ22
‖L2x2 − z2‖2 + ϑ
2
‖x1 −Dx2‖2. (4.83)
We can formulate Problem 4.45 as an instance of Problem 4.26 withH1 = H2 = RN
and m = 2 functions, namely
f1 : (x1, x2) 7→
N∑
k=1
φ1,k(〈x1 | e1,k〉) +
N∑
k=1
φ2,k(〈x2 | e2,k〉) (4.84)
and
f2 : (x1, x2) 7→ 1
2σ21
‖L1x1 − z1‖2 + 1
2σ22
‖L2x2 − z2‖2 + ϑ
2
‖x1 −Dx2‖2. (4.85)
Proposition 4.46 Let x1 and x2 be arbitrary vectors in RN . Then f2 is differentiable at
(x1, x2) and
∇f2(x1, x2) =
( 1
σ21
L⊤1 (L1x1−z1)+ϑ(x1−Dx2),
1
σ22
L⊤2 (L2x2−z2)+ϑD⊤(Dx2−x1)
)
. (4.86)
Moreover, ∇f2 is β-Lipschitz continuous, with
β = max{σ−21 ‖L1‖2, σ−22 ‖L2‖2}+ ϑ(1 + ‖D‖2). (4.87)
Proof. The expression (4.86) follows from straightforward calculus. Now set
L =
[
σ−11 L1 [0]
[0] σ−12 L2
]
andM =
√
ϑ
[
I −D
[0] [0]
]
. (4.88)
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Then, using matrix notation, we can write
∇f2
[
x1
x2
]
= (L⊤L+M⊤M)
[
x1
x2
]
− L⊤
[
σ−11 z1
σ−12 z2
]
. (4.89)
Hence, a Lipschitz constant of ∇f2 is ‖L⊤L +M⊤M‖, where ‖ · ‖ denotes the spectral
norm. To obtain a tractable bound, we observe that
‖L⊤L+M⊤M‖ ≤ ‖L⊤L‖+ ‖M⊤M‖
= ‖L‖2 + ‖M‖2
= ‖L‖2 + ϑ(1 + ‖D‖2). (4.90)
Now set x =
[
x1 x2
]⊤
. Then
‖Lx‖2 = σ−21 ‖L1x1‖2 + σ−22 ‖L2x2‖2
≤ σ−21 ‖L1‖2‖x1‖2 + σ−22 ‖L2‖2‖x2‖2
≤ max{σ−21 ‖L1‖2, σ−22 ‖L2‖2}‖x‖2. (4.91)
Hence, ‖L‖2 ≤ max{σ−21 ‖L1‖2, σ−22 ‖L2‖2} and (4.90) yields ‖L⊤L+M⊤M‖ ≤ β.
In view of Proposition 4.46, Problem 4.45 can be solved by the forward-backward
algorithm (see Theorem 4.34).
Numerical experiments. Experimental results are displayed in Figure 4.1 for ste-
reoscopic images of size 256 × 256 (N = 2562). In this example, L1 and L2 are perio-
dic convolution operators with motion kernel blur of sizes 7 × 7 and 3 × 3, respecti-
vely. This kind of blur was considered in a related context in [38]. A white Gaussian
noise is added corresponding to a blurred signal-to-noise-ratio (BSNR) of 21.6 dB for
z1 and 21.8 dB for z2 (the BSNR is defined as 10 log10
(‖Lixi‖2/(Nσ2i ))). In addition,
(e1,k)1≤k≤N and (e2,k)1≤k≤N are symmlet wavelet orthonormal bases (length 6) over 2
resolution levels. For every k ∈ {1, . . . , N}, φ1,k = µ1,k| · |p1,k and φ2,k = µ2,k| · |p2,k, where
{µ1,k, µ2,k} ⊂ ]0,+∞[ and {p1,k, p2,k} ⊂ [1,+∞[.
The operators (proxφ1,k)1≤k≤N and (proxφ2,k)1≤k≤N can be calculated explicitly [15,
Examples 4.2 and 4.4]. The proximity operator of f1 can thus be deduced from Propo-
sition 4.29, the separability of this function, and [23, Lemma 2.8 and 2.9]. For every
k ∈ {1, . . . , N}, the values of µ1,k, µ2,k, p1,k, and p2,k are chosen using a maximum li-
kelihood approach in a subband-adaptive manner with p1,k and p2,k in {1, 4/3, 3/2, 2}.
The value of ϑ is selected so as to maximize the signal-to-noise-ratio (SNR). The SNR
between an image y and the original image y is defined as 20 log10(‖y‖/‖y − y‖). In our
experiments we also propose to compare the restored images in terms of structural si-
milarity (SSIM) [46]. The SSIM takes on values from -1 to 1. The value 1 is achieved
for two identical images. The disparity map has been estimated by using the method
described in [34]. Note that the existence of a solution to Problem 4.45 is secured by
the fact that f1 + f2 is a coercive function in Γ0(RN ⊕ RN) [23, Propositions 3.1(i) and
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5.15(i)]. Thus, Problem 4.45 is a special case of Problem 4.33. In this context, setting
λn ≡ 1, the forward-backward algorithm assumes the following form.
Initialization
σ1 = σ2 = 12
ϑ = 0 or ϑ = 1.6× 10−3
γ =1.9/
(
max{σ−21 ‖L1‖2, σ−22 ‖L2‖2}+ϑ(1 +‖D‖2)
)
x1,0 = z1
x2,0 = z2
For n = 0, 1, . . .
y1,n = σ
−2
1 L
⊤
1 (L1x1,n − z1) + ϑ(x1,n −Dx2,n)
y2,n = σ
−2
2 L
⊤
2 (L2x2,n − z2)− ϑD⊤(x1,n −Dx2,n)
x1,n+1=
N∑
k=1
(
proxγφ1,k〈x1,n− γy1,n | e1,k〉
)
e1,k
x2,n+1=
N∑
k=1
(
proxγφ2,k〈x2,n− γy2,n | e2,k〉
)
e2,k
When ϑ = 0, there is no coupling between the left and right views (images in the
third row of Figure 4.1). As can be observed in Figure 4.1, the coupling term leads to
a significant improvement of the restoration, especially for the most degraded image
(bottom-left image).
Using ϑ = 1.6×10−3, we compare the forward-backward algorithm of Theorem 4.34
(implemented with λn ≡ 1 and γn ≡ 1.99/β) to a multicomponent version of the Beck-
Teboulle algorithm [10] and a multicomponent version of the Nesterov algorithm [37].
Although, contrary to the forward-backward algorithm, the Beck-Teboulle and Nesterov
algorithms do not insure convergence of the iterates, they are known to provide a theo-
retically optimal convergence rate for the objective function. However, in this example,
their performance appear to be quite comparable on that score (see Figure 4.2).
4.3.2.5.2 Multispectral image denoising
Problem formulation. A common multispectral image processing problem is to
denoise m images (yi)1≤i≤m in R
N from noisy observations (zi)1≤i≤m given by
(∀i ∈ {1, . . . , m}) zi = yi + wi, (4.92)
where (wi)1≤i≤m are realizations of mutually independent zero-mean white Gaussian
noise processes with respective variances (σ2i )1≤i≤m. Early methods for multispectral
image recovery are described in [30]. A tutorial on wavelet-based multispectral denoi-
sing can be found in [14].
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10^5
3.10^5
2.10^5
FIGURE 4.2 – Convergence of the objective function in Problem 4.45 for the forward-backward
algorithm (solid line), the Nesterov algorithm (dotted line), and the Beck-Teboulle algorithm
(dashed line) versus iteration number.
To solve this denoising problem, we assume that, for every i ∈ {1, . . . , m}, yi satisfies
some constraint represented by a nonempty closed convex set Ci ⊂ RN , and that it
admits a sparse decomposition in an orthonormal basis (ei,k)1≤k≤N of RN . In addition,
similarities between the images are promoted by penalizing a distance between their
components in some orthonormal basis (bk)1≤k≤N of RN . These considerations lead to
the variational problem
minimize
y1∈C1,..., ym∈Cm
m∑
i=1
1
2σ2i
‖yi − zi‖2 +
m∑
i=1
N∑
k=1
µ˜i,k| 〈yi | ei,k〉 |
+
m−1∑
i=1
m∑
j=i+1
ϑ˜i,j
N∑
k=1
| 〈yi − yj | bk〉 | (4.93)
where, for every i ∈ {1, . . . , m}, {µ˜i,k}1≤k≤N ⊂ ]0,+∞[ and {ϑ˜i,j}i+1≤j≤m ⊂ ]0,+∞[.
After appropriate rescaling of the variables, this problem can be reformulated as follows.
Problem 4.47 For every i ∈ {1, . . . , m}, let {µi,k}1≤k≤N ⊂ ]0,+∞[ and {ϑi,j}i+1≤j≤m ⊂
]0,+∞[. The objective is to
minimize
x1∈RN ,..., xm∈RN
p− 1
2
m∑
i=1
‖xi − σ−1i zi‖2 +
m∑
i=1
N∑
k=1
µi,kσi| 〈xi | ei,k〉 |
+
m−1∑
i=1
m∑
j=i+1
ϑi,j
N∑
k=1
| 〈σixi − σjxj | bk〉 |+
m∑
i=1
ιCi(σixi). (4.94)
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To cast this problem in the format of Problem 4.26, let us define
J =
{
(i, j) ∈ N2 | 1 ≤ i ≤ m− 1, i+ 1 ≤ j ≤ m} (4.95)
and
i : J → {1, . . . , m(m− 1)/2} : (i, j) 7→ m(i− 1)− i(i+ 1)/2 + j. (4.96)
Moreover, let us set p = m(m− 1)/2 + 3 and
(∀(i, j) ∈ J) fi(i,j) : (x1, . . . , xm) 7→ ϑi,j
N∑
k=1
| 〈σixi − σjxj | bk〉 |
fp−2 : (x1, . . . , xm) 7→
m∑
i=1
N∑
k=1
µi,kσi| 〈xi | ei,k〉 |
fp−1 : (x1, . . . , xm) 7→
m∑
i=1
ιCi(σixi)
fp : (x1, . . . , xm) 7→ p− 1
2
m∑
i=1
‖xi − σ−1i zi‖2.
(4.97)
Note that, for every k ∈ {1, . . . , p − 2}, dom fk = (RN )m and dom fp−1 = σ−11 C1 × · · · ×
σ−1m Cm. Hence, since the sets (Ci)1≤i≤m are nonempty, (4.78) holds and Problem 4.47
can be solved by the Dykstra-like algorithm presented in Theorem 4.43, withH1 = · · · =
Hm = RN . An explicit form of the proximity operators of the functions (fk)1≤k≤m(m−1)/2
can be deduced from Proposition 4.32. Indeed, for every (i, j) ∈ J , we can set in this
proposition H1 = · · · = Hm = G = RN , (∀k ∈ {1, . . . , N}) and φk = ϑi,j | · |, and define
the matrices (Lℓ)1≤ℓ≤m in RN×N as
(∀ℓ ∈ {1, . . . , m}) Lℓ =

σℓ I , if ℓ = i;
−σℓ I , if ℓ = j;
0 otherwise.
(4.98)
Finally, the proximity operator of fp−2 can be derived from Proposition 4.29 combined
with the separability of this function, [23, Lemma 2.8 and 2.9], and [15, Example 4.2].
The proximity operator of fp−1 is provided in Example 4.27.
Numerical experiments. Figure 4.3 shows the results obtained on a multispectral
image of size 256 × 256 (N = 2562) with 3 channels (m = 3) and pixel values in the
range [0, 255]. These images are corrupted by white Gaussian noises with standard de-
viations σ1 = 11, σ2 = 12, and σ3 = 13 (the corresponding SNR values are indicated in
Figure 4.3). On the other hand, (bk)1≤k≤N is the Haar orthonormal wavelet basis on 3
resolution levels and, for every i ∈ {1, . . . , m}, (ei,k)1≤k≤N are symmlet orthonormal wa-
velet bases (length 6) on 3 resolution levels. The values of the regularization parameters
((µi,k)1≤i≤3)1≤k≤N (chosen subband-adaptive by a maximum likelihood approach), and
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Original image y1 Original image y2 Original image y3
Degraded image z1 Restored y1 without coupling term Restored y1 with coupling term
SNR = 16.2 dB – SSIM = 0.47 SNR = 22.3 dB – SSIM = 0.78 SNR = 24.2 dB – SSIM = 0.87
Degraded image z2 Restored y2 without coupling term Restored y2 with coupling term
SNR = 8.28 dB – SSIM = 0.38 SNR = 17.4 dB – SSIM = 0.85 SNR = 19.3 dB – SSIM = 0.91
Degraded image z3 Restored y3 without coupling term Restored y3 with coupling term
SNR = 7.08 dB – SSIM = 0.45 SNR = 13.2 dB – SSIM = 0.75 SNR = 14.7 dB – SSIM = 0.82
FIGURE 4.3 – Multispectral restoration.
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of the coupling parameters ϑ1,2, ϑ1,3, and ϑ2,3 are selected so as to maximize the SNR. For
every i ∈ {1, . . . , m}, Ci = [0, 255]N models the constraint on the range of pixel values.
The resulting Dykstra-like algorithm is described below.
Initialization
σ1 = 11 ; σ2 = 12 ; σ3 = 13
y1,1,0 = . . . = y1,5,0 = x1,0 = z1
y2,1,0 = . . . = y2,5,0 = x2,0 = z2
y3,1,0 = . . . = y3,5,0 = x3,0 = z3
α1,2 = σ
2
1 + σ
2
2
α1,3 = σ
2
1 + σ
2
3
α2,3 = σ
2
2 + σ
2
3
For n = 0, 1, . . .∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u1,1,n = y1,1,n + α
−1
1,2σ1
∑N
k=1
(
proxα1,2ϑ1,2|·| 〈σ1y1,1,n − σ2y2,1,n | bk〉
+ 〈σ1y1,1,n − σ2y2,1,n | bk〉
)
bk
u2,1,n = y2,1,n − α−11,2σ2
∑N
k=1
(
proxα1,2ϑ1,2|·| 〈σ1y1,1,n − σ2y2,1,n | bk〉
+ 〈σ1y1,1,n − σ2y2,1,n | bk〉
)
bk
u3,1,n = y3,1,n
u1,2,n = y1,2,n + α
−1
1,3σ1
∑N
k=1
(
proxα1,3ϑ1,3|·| 〈σ1y1,2,n − σ3y3,2,n | bk〉
+ 〈σ1y1,2,n − σ3y3,2,n | bk〉
)
bk
u2,2,n = y2,2,n
u3,2,n = y3,2,n − α−11,3σ3
∑N
k=1
(
proxα1,3ϑ1,3|·| 〈σ1y1,2,n − σ3y3,2,n | bk〉
+ 〈σ1y1,2,n − σ3y3,2,n | bk〉
)
bk
u1,3,n = y1,3,n
u2,3,n = y2,3,n + α
−1
2,3σ2
∑N
k=1
(
proxα2,3ϑ2,3|·| 〈σ2y2,3,n − σ3y3,3,n | bk〉
+ 〈σ2y2,3,n − σ3y3,3,n | bk〉
)
bk
u3,3,n = y3,3,n − α−12,3σ3
∑N
k=1
(
proxα2,3ϑ2,3|·| 〈σ2y2,3,n − σ3y3,3,n | bk〉
+ 〈σ2y2,3,n − σ3y3,3,n | bk〉
)
bk
...
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
...
u1,4,n =
∑N
k=1
(
proxµ1,kσ1|·| 〈y1,4,n | e1,k〉
)
e1,k
u2,4,n =
∑N
k=1
(
proxµ2,kσ2|·| 〈y2,4,n | e2,k〉
)
e2,k
u3,4,n =
∑N
k=1
(
proxµ3,kσ3|·| 〈y3,4,n | e3,k〉
)
e3,k
u1,5,n = PC1(σ1 y1,5,n)
u2,5,n = PC2(σ2 y2,5,n)
u3,5,n = PC3(σ3 y3,5,n)
x1,n+1 = (u1,1,n + u1,2,n + u1,3,n + u1,4,n + u1,5,n)/5
x2,n+1 = (u2,1,n + u2,2,n + u2,3,n + u2,4,n + u2,5,n)/5
x3,n+1 = (u3,1,n + u3,2,n + u3,3,n + u3,4,n + u3,5,n)/5
For j = 1, . . . , 5 y1,j,n+1 = x1,n+1 + y1,j,n − u1,j,ny2,j,n+1 = x2,n+1 + y2,j,n − u2,j,n
y3,j,n+1 = x3,n+1 + y3,j,n − u3,j,n
It can be observed from the images displayed on the second and third columns of
Figure 4.3 that the introduction of the coupling term has a significant influence on de-
noising performance. Moreover, in our experiments, we observed that better results were
obtained when different bases (bk)1≤k≤N , (e1,k)1≤k≤N , . . . , (em,k)1≤k≤N were employed.
It turns out that, in this particular problem, an alternative solution method is PPXA
(see Theorem 4.40) applied to the minimization of the sum of the m(m− 1)/2 + 2
functions f1, f2, . . . , fp−2, and fp−1 + fp defined in (4.97). The proximity operator
of the latter is given by [23, Lemma 2.6(i)]. Indeed, the qualification condition (see
(4.77)) is satisfied since dom f1 = · · · = dom fp−2 = (RN)m and, (∀i ∈ {1, . . . , m})
intCi = ]0, 255[ 6= ∅. The choice of the PPXA parameters has been optimized empirically
for speed of convergence and set to λn ≡ 1.3, γ = 1, and ω1 = · · · = ωp−1 = 1/(p− 1). In
Figure 4.4, ‖xn − x∞‖/‖x0 − x∞‖ is plotted as a function of computation time, where
(xn)n∈N =
(
(x1,n, x2,n, x3,n)
)
n∈N
is the sequence generated by an algorithm and x∞ is
the unique solution to Problem 4.47. In our experiments, 500 iterations were used to
produce this solution.
4.3.2.5.3 Structure-texture image decomposition An important problem in image
processing is to decompose an image into elementary structures. In the context of denoi-
sing, this decomposition was investigated in [39] with a total variation potential. In [33],
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FIGURE 4.4 – Problem 4.47 : Convergence profiles of the Dykstra-like algorithm (solid line) and
of PPXA (dashed line) versus computation time in seconds.
a different potential was used to better penalize strongly oscillating components. The re-
sulting variational problem is not straightforward. Numerical methods were proposed in
[5, 43] and experiments were performed for image denoising and analysis problems
based on a geometry-texture decomposition. Another challenging problem is to extract
meaningful components from a blurred and noise-corrupted image. In the presence of
additive Gaussian noise, a decomposition into geometry and texture components is pro-
posed in [2, 25]. The method developed in the present paper, will make it possible to
consider general (not necessarily additive and Gaussian) noise models and arbitrary li-
near degradation operators. We consider a simple geometry-texture decomposition from
a degraded observation.
Problem formulation. In this experiment, the observed image z ∈ RN is obtained
by multiplying the original image x ∈ RN with a matrix T ∈ RN×N , which models a blur,
and corrupting Tx by a Poisson noise with scaling parameter α. It is assumed that
T has its entries in [0,+∞[ and each of its rows is nonzero. (4.99)
The inverse problem we address is to obtain the decomposition of x into the sum of a
geometry and a texture component, say
x = R1(x1) +R2(x2), (4.100)
where R1 : RN1 7→ RN and R2 : RN2 7→ RN are known operators. The vectors x1 ∈ RN1
and x2 ∈ RN2 to be estimated parameterize, respectively, the geometry and the texture
components.
We consider a simple instance of (4.100) involving a linear mixture : N1 = N ,
R1 : x1 7→ x1, and R2 : x2 7→ F⊤x2, where F⊤ ∈ RN×K is a linear tight frame synthesis
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operator. In other words, the information regarding the texture component pertains to
the coefficients x2 of its decomposition in the frame. The tightness condition implies that
F⊤F = ν Id, for some ν ∈ ]0,+∞[ . (4.101)
Thus, the original image is decomposed as x = x1 + F⊤x2. It is known a priori that
x ∈ C1 ∩ C2, where
C1 = [0, 255]
N (4.102)
models the constraint on the range of pixel values, and
C2 =
{
x ∈ RN
∣∣∣∣ x̂ = (ηk)1≤k≤N , ∑
k∈I
|ηk|2 ≤ δ
}
, (4.103)
for some δ ∈ ]0,+∞[, models an energy constraint on the 2-D DFT x̂ of the original image
in some low frequency band I ⊂ {1, . . . , N}. In addition, to limit the total variation [12]
of the geometrical component, the potential x 7→ tv(Hx, V x) is used, with
tv :
(
(ηk)1≤k≤N , (ζk)1≤k≤N
) 7→ χ N∑
k=1
√
|ηk|2 + |ζk|2, (4.104)
where H ∈ RN×N and V ∈ RN×N are matrix representations of the horizontal and verti-
cal discrete differentiation operators, respectively, and where χ ∈ ]0,+∞[. Furthermore,
to promote sparsity in the frame of the texture component of the image, the potential
h : (ηk)1≤k≤K 7→
K∑
k=1
τk|ηk| (4.105)
is introduced, where {τk}1≤k≤K ⊂ ]0,+∞[. Finally, as a data fidelity term well adapted
to Poisson noise, we employ the generalized Kullback-Leibler divergence with a scaling
parameter α ∈ ]0,+∞[. Upon setting z = (ζk)1≤k≤N , this leads to the function
g : (ξk)1≤k≤N 7→
N∑
k=1
φk(ξk), (4.106)
where, for every k ∈ {1, . . . , K},
φk : R→ ]−∞,+∞]
ξ 7→

−ζk ln(ξ) + αξ, if ζk ≥ 0 and ξ > 0;
0, if ξ = 0;
+∞, otherwise.
(4.107)
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Altogether, the variational problem is to
minimize
x1∈RN, x2∈RK
x1+F⊤x2∈C1x1+F⊤x2∈C2
tv(Hx1, V x1) + h(x2) + g(Tx1 + TF
⊤x2). (4.108)
This problem is a particular case of (4.31) with m = 2, p = 4, and
f1 : (x1, x2) 7→ tv(Hx1, V x1) + h(x2),
f2 : (x1, x2) 7→ g(Tx1 + TF⊤x2),
f3 : (x1, x2) 7→ ιC1(x1 + F⊤x2),
f4 : (x1, x2) 7→ ιC2(x1 + F⊤x2).
(4.109)
However, since the operators (proxfi)1≤i≤4 are not easily implementable, we cannot ap-
ply directly Theorems 4.34, 4.37, or 4.40. To circumvent this difficulty, a strategy is to
decompose (4.108) into an equivalent problem by introducing auxiliary variables.
A first equivalent problem to (4.108) is
minimize
x1,x2,x3,x4,x5,x6
x3=x1+F⊤x2
x3∈C1∩C2
x4=Tx3
x5=Hx1, x6=V x1
tv(x5, x6) + h(x2) + g(x4), (4.110)
where we have introduced the auxiliary variables (x3, x4, x5, x6) ∈ RN ⊕RN ⊕RN ⊕RN .
Problem (4.110) is a particular case of (4.31) with m = 6, p = 3, and
f1 : (x1, . . . , x6) 7→ h(x2) + ιC1(x3) + g(x4) + tv(x5, x6),
f2 : (x1, . . . , x6) 7→ ιC2(x3),
f3 : (x1, . . . , x6) 7→ ι{0}(x1 + F⊤x2 − x3) + ι{0}(Tx3 − x4)+
ι{0}(Hx1 − x5) + ι{0}(V x1 − x6).
(4.111)
In this formulation, the rôle of f3 is to impose the constraints x1 + F⊤x2 = x3, Tx3 = x4,
Hx1 = x5, and V x1 = x6. As seen in Example 4.27, proxιC1 = PC1 and proxιC2 = PC2.
On the other hand, the proximity operators of tv, h, and g can be obtained from [21,
Proposition 2.8(i)], [23, Example 2.16], and [19, Example 30], respectively. In turn,
since f1 is separable, its proximity operator follows straightforwardly componentwise.
Now set
L1 =

I F⊤ − I [0] [0] [0]
[0] [0] T − I [0] [0]
H [0] [0] [0] − I [0]
V [0] [0] [0] [0] − I
 . (4.112)
It follows from (4.111) and (4.112) that f3 = ιkerL1 , where kerL1 =
{
x ∈H |
L1x = 0
}
. Hence, by Example 4.27 and [26, Chapter 8],
proxf3 = PkerL1 = I −L⊤1
(
L1L
⊤
1
)−1
L1. (4.113)
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Under the assumption that the matrices T , H, and V are block-circulant with circulant
blocks, they are diagonalized by the 2-D DFT. Hence, combining (4.113), (4.112), and
(4.101) we deduce that proxf3 is computable explicitly. On the other hand, it follows
from (4.111), (4.105), (4.102), (4.106), (4.104), (4.103), and (4.112) that
ri dom f1 = R
N × RK × intC1 × ]0,+∞[N × RN × RN
ri dom f2 = R
N × RK × intC2 × RN × RN × RN
ri dom f3 = kerL1.
(4.114)
Hence, qualification condition (4.77) reduces to
(∃ (x1, . . . , x6) ∈ kerL1)
{
x3 ∈ intC1 ∩ intC2
x4 ∈ ]0,+∞[N ,
(4.115)
which is equivalent to
(∃(x1, . . . , x6) ∈ RN × RK × RN × RN × RN × RN)
x1 + F
⊤x2 = x3 ∈ intC1 ∩ intC2,
Tx3 = x4 ∈ ]0,+∞[N
Hx1 = x5
V x1 = x6.
(4.116)
This condition is satisfied if
T (int(C1 ∩ C2)) ∩ ]0,+∞[N 6= ∅. (4.117)
Indeed, let y ∈ T (int(C1 ∩ C2)) ∩ ]0,+∞[N . Then there exists x ∈ int(C1 ∩ C2) such
that Tx = y ∈ ]0,+∞[N . Hence, for every x2 ∈ RK , if we set x3 = x, x4 = y = Tx3,
x1 = x3 − F⊤x2, x5 = Hx1, and V x1 = x6, (4.116) is seen to hold. Since (4.102) and
(4.103) yield int(C1 ∩C2) 6= ∅, we deduce from (4.99) that (4.117) (and hence (4.77))
is satisfied. Thus, (4.110) can be solved by PPXA (see Theorem 4.40 and Remark 4.41).
Another equivalent formulation of (4.108) is
minimize
x1,x2,x3,x4,x5,x6,x7
x3=x1+F⊤x2
x4=Tx3
x5=Hx1, x6=V x1
x7=x3
x3∈C1, x7∈C2
tv(x5, x6) + h(x2) + g(x4), (4.118)
where the additional auxiliary variable x7 ∈ RN has been introduced. Problem (4.118)
is a particular case of (4.31) with m = 7, p = 2, and
f1 : (x1, . . . , x7) 7→ h(x2) + ιC1(x3) + g(x4) + tv(x5, x6) + ιC2(x7)
f2 : (x1, . . . , x7) 7→ ι{0}(x1 + F⊤x2 − x3) + ι{0}(Tx3 − x4) + ι{0}(Hx1 − x5)
+ι{0}(V x1 − x6) + ι{0}(x3 − x7).
(4.119)
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As previously observed, since the proximity operators of tv, h, g, ιC1 , and ιC2 are easily
computable, so is proxf1 . Furthermore, if we set
L2 =

I F⊤ − I [0] [0] [0] [0]
[0] [0] T − I [0] [0] [0]
H [0] [0] [0] − I [0] [0]
V [0] [0] [0] [0] − I [0]
[0] [0] I [0] [0] [0] − I
 , (4.120)
it can be deduced from (4.119) that the proximity operator of f2 = ιkerL2 can be com-
puted like that of ιkerL1 . We derive from (4.119), (4.105), (4.102), (4.106), (4.104),
(4.103), and (4.120) that{
ri dom f1 = R
N × RK × intC1 × ]0,+∞[N × RN × RN × intC2
ri dom f2 = kerL2.
(4.121)
Hence, arguing as above, (4.74) reduces to (4.117), which is seen to be satisfied. This
shows that (4.118) can be solved by the Douglas-Rachford algorithm (see Theorem 4.37
and Remark 4.38(ii)).
Numerical experiments. Figure 4.5 shows the results of the decomposition into
geometry and texture components of an electron microscopy image of size 512 × 512
(N = 5122) degraded by a Gaussian blur of size 5 × 5 and Poisson noise with scaling
parameter α = 0.5. The parameter χ of (4.104) and the parameters (τk)1≤k≤K of (4.105)
are selected so as to maximize the SNR. The matrix F is a tight frame version of the dual-
tree transform proposed in [16] using symmlet of length 6 applied over 3 resolution
levels (ν = 2 and K = 2N). The same discrete gradient matrices H and V as in [5]
are used. We aim at comparing the PPXA and Douglas-Rachford algorithms in the image
decomposition problem under consideration. In both algorithms we set λn ≡ 1.
In this context, setting ω1 = ω2 = ω3 = 1/3, PPXA assumes the following form.
Initialization
γ = 100
(y1,1,0, . . . , y6,1,0) = (z, F
⊤z, z, z, z, z)
(y1,2,0, . . . , y6,2,0) = (z, F
⊤z, z, z, z, z)
(y1,3,0, . . . , y6,3,0) = (z, F
⊤z, z, z, z, z)
For i = 1, . . . , 6⌊
xi,0 = (yi,1,0 + yi,2,0 + yi,3,0)/3
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Original image x Degraded image z
SNR = 14.2 dB – SSIM = 0.74
Geometry component x1 Texture component F⊤x2
Restored image x3
SNR = 17.7 dB – SSIM = 0.86
FIGURE 4.5 – Decomposition and restoration results.
For n = 0, 1, . . .
u1,1,n = y1,1,n
u2,1,n = prox3γh(y2,1,n)
u3,1,n = PC1(y3,1,n)
u4,1,n = prox3γg(y4,1,n)
(u5,1,n, u6,1,n) = prox3γψ(y5,1,n, y6,1,n)
(u1,2,n, u2,2,n) = (y1,2,n, y2,2,n)
u3,2,n = PC2(y3,2,n)
(u4,2,n, u5,2,n, u6,2,n) = (y4,2,n, y5,2,n, y6,2,n)
(u1,3,n, . . . , u6,3,n) = PkerL1(y1,3,n, . . . , y6,3,n)
For i = 1, . . . , 6
si,n = (1/3)
3∑
k=1
ui,k,n
yi,1,n+1 = yi,1,n + 2si,n − xi,n − ui,1,n
yi,2,n+1 = yi,2,n + 2si,n − xi,n − ui,2,n
yi,3,n+1 = yi,3,n + 2si,n − xi,n − ui,3,n
xi,n+1 = xi,n + si,n − xi,n
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On the other hand, the Douglas-Rachford algorithm reduces to the following.
Initialization⌊
γ = 100
(x1,0, . . . , x7,0) = (z, F
⊤z, z, z, z, z, z)
For n = 0, 1, . . .
y1,n = x1,n
y2,n = proxγh(x2,n)
y3,n = PC1(x3,n)
y4,n = proxγg(x4,n)
(y5,n, y6,n) = proxγψ(x5,n, x6,n)
y7,n = PC2(x7,n)
(u1,n, . . . , u7,n) = PkerL2
(
2(y1,n, . . . , y7,n)− (x1,n, . . . , x7,n)
)
For i = 1, . . . , 7
⌊ xi,n+1 = xi,n + ui,n − yi,n
In Figure 4.6, the value of ‖yn − y∞‖/‖y0 − y∞‖ for the sequence (yn)n∈N =(
(y1,n, . . . , y7,n)
)
n∈N
of Theorem 4.37 and ‖xn − x∞‖/‖x0 − x∞‖ for the sequence
(xn)n∈N =
(
(x1,n, . . . , x6,n)
)
n∈N
of Theorem 4.40 (where y∞ and x∞ denote the res-
pective limits) are plotted as a function of the computation time in seconds. In our
experiments, 1000 iterations were used to produce a solution.
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FIGURE 4.6 – Convergence profiles of the Douglas-Rachford algorithm (solid line) and PPXA
(dashed line) versus computation time in seconds.
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4.3.2.6 Conclusion
In this paper, the proximal formalism has been applied to multicomponent si-
gnal/image processing. Expressions of new proximity operators in product spaces have
been derived. The proposed multicomponent framework has been illustrated through
three different applications : stereocospy, multispectral imagery, and decomposition into
geometry and texture components. Another field of application in which these tech-
niques could be useful is the processing of color images. The proposed proximal forma-
lism can also be used to derive algorithms for complex signal and image processing by
regarding a complex signal as a signal with m = 2 real components, namely its real and
imaginary parts.
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Chapitre 5
Résolution d’inclusions monotones
composites en dualité
5.1 Description et résultats principaux
Dans ce chapitre on présente un nouveau formalisme de décomposition monotone
+anti-adjoint pour résoudre des inclusions monotones composites en dualité. On s’inté-
resse au problème suivant.
Problème 5.1 Soient H et G deux espaces hilbertiens réels, soient A : H → 2H et
B : G → 2G deux opérateurs maximalement monotones, soit L ∈ B (H,G), soit z ∈ H et
soit r ∈ G. Le problème est de résoudre l’inclusion primale
trouver x ∈ H tel que z ∈ Ax+ L∗(B(Lx− r)) (5.1)
avec l’inclusion duale
trouver v ∈ G tel que − r ∈ −L(A−1(z − L∗v)) +B−1v. (5.2)
Nous appelons P l’ensemble de solutions de (5.1) et D l’ensemble de solutions de (5.2).
Dans la littérature, plusieurs méthodes résolvent (5.1), mais dans des conditions
très restrictives. En particulier, si B est univoque et cocoercif, alors L∗(B(L · −r)) est
cocoercif et la méthode explicite-implicite résout (5.1). Par ailleurs, si B est lipschitzien,
alors L∗(B(L · −r)) est lipschitzien et (5.1) peut être résolu par la méthode explicite-
implicite-explicite (voir Section 1.2). Cependant, le cas général de (5.1) où B est mul-
tivoque et monotone ne peut être résolu par aucune des méthodes présentées dans la
Section 1.2, sauf sous des hypothèses fortes imposées à L [6, Proposition 23.23]. Notre
stratégie est de résoudre simultanément (5.1) et (5.2) via l’inclusion auxiliaire suivante.
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Problème 5.2 Sous les hypothèses du Problème 5.1, posons K = H⊕ G et
M : K→ 2K : (x, v) 7→ (−z+Ax)×(r+B−1v) et S : K→ K : (x, v) 7→ (L∗v,−Lx).
(5.3)
Le problème est de
trouver x ∈ K tel que 0 ∈Mx+ Sx. (5.4)
Notons que le Problème 5.2 correspond au cas particulier du Problème 1.1 oùm = 2,
A1 =M et A2 = S.
Nous montrons dans l’article de la Section 5.2.2 que zer(M + S) est un sous-
ensemble fermé et convexe de P × D, que M est maximalement monotone et que
S ∈ B (K) est anti-adjoint (voir la Proposition 5.19 (i) et la Proposition 5.18). Alors, vu
que toute solution du Problème 5.2 résout le Problème 5.1, la méthode primale-duale
introduite dans cet article pour résoudre le Problème 5.1 découle d’une méthode pour
résoudre le Problème 5.2. Ce nouveau formalisme de décomposition monotone+anti-
adjoint fournit un outil puissant de modélisation.
Le Problème 5.2 est résolu par l’algorithme décrit dans le Théorème 5.3 ci-dessous.
Il est inspiré par la méthode explicite-implicite-explicite présentée dans la Section 1.2.2
mais qui tolère des erreurs de calcul à chaque évaluation des opérateurs concernés. Nous
démontrons la convergence faible de cette méthode vers un zéro de la somme de deux
opérateurs maximalement monotones, où l’un est univoque et lipschitzien.
Théorème 5.3 SoitH un espace hilbertien réel, soitA : H→ 2H un opérateur maximale-
ment monotone et soitB : H→H un opérateur monotone. Supposons que zer(A+B) 6= ∅
et que B soit β-lipschitzien avec β ∈ ]0,+∞[. Soient (an)n∈N, (bn)n∈N et (cn)n∈N des suites
dansH telles que
∑
n∈N ‖an‖ < +∞,
∑
n∈N ‖bn‖ < +∞ et
∑
n∈N ‖cn‖ < +∞, soit x0 ∈H,
soit ε ∈ ]0, 1/(β + 1)[ et soit (γn)n∈N une suite dans [ε, (1 − ε)/β]. Des suites (xn)n∈N,
(yn)n∈N, (pn)n∈N et (qn)n∈N sont générées comme suit.
(∀n ∈ N)

yn = xn − γn(Bxn + an)
pn = JγnA yn + bn
qn = pn − γn(Bpn + cn)
xn+1 = xn − yn + qn.
(5.5)
Alors pour quelque x ∈ zer(A+B) nous avons ce qui suit.
(i)
∑
n∈N ‖xn − pn‖2 < +∞ et
∑
n∈N ‖yn − qn‖2 < +∞.
(ii) xn ⇀ x et pn ⇀ x.
(iii) Supposons que l’une des conditions suivantes soit satisfaite.
(a) A+B est demirégulier en x.
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(b) A ou B est uniformément monotone en x.
(c) int zer(A+B) 6= ∅.
Alors xn → x et pn → x.
En appliquant la routine (5.5) au Problème 5.2 nous obtenons du Théorème 5.3 le
résultat de convergence suivant.
Théorème 5.4 Dans le Problème 5.1, supposons que L 6= 0 et que
z ∈ ran (A+ L∗ ◦B ◦ (L · −r)). (5.6)
Soient (a1,n)n∈N, (b1,n)n∈N et (c1,n)n∈N des suites absolument sommables dans H, et soient
(a2,n)n∈N, (b2,n)n∈N et (c2,n)n∈N des suites absolument sommables dans G. De plus, soit x0 ∈
H, soit v0 ∈ G, soit ε ∈ ]0, 1/(‖L‖+ 1)[ et soit (γn)n∈N une suite dans [ε, (1− ε)/‖L‖ ]. Des
suites (xn)n∈N, (vn)n∈N, (p1,n)n∈N et (p2,n)n∈N sont générées comme suit.
(∀n ∈ N)

y1,n = xn − γn(L∗vn + a1,n)
y2,n = vn + γn(Lxn + a2,n)
p1,n = JγnA(y1,n + γnz) + b1,n
p2,n = JγnB−1(y2,n − γnr) + b2,n
q1,n = p1,n − γn(L∗p2,n + c1,n)
q2,n = p2,n + γn(Lp1,n + c2,n)
xn+1 = xn − y1,n + q1,n
vn+1 = vn − y2,n + q2,n.
(5.7)
Alors pour quelque solution x de (5.1) et quelque solution v de (5.2) telles que z−L∗v ∈ Ax
et v ∈ B(Lx− r), nous avons ce qui suit.
(i) xn − p1,n → 0 et vn − p2,n → 0.
(ii) xn ⇀ x, p1,n ⇀ x, vn ⇀ v et p2,n ⇀ v.
(iii) Supposons que A soit uniformément monotone en x. Alors xn → x et p1,n → x.
(iv) Supposons que B−1 soit uniformément monotone en v. Alors vn → v et p2,n → v.
Cette méthode a des avantages numériques par rapport à la méthode de Douglas-
Rachford appliquée au Problème 5.2, où il faut calculer (Id+LL∗)−1 et (Id+L∗L)−1, ce
qui est souvent une tâche difficile.
Dans le cas particulier où A est fortement monotone et B est cocoercif, le Théo-
rème 5.4 garantit les convergences fortes des suites primale et duale, mais de plus, nous
pouvons aussi obtenir la convergence linéaire dans le cas où les erreurs sont nulles.
En effet, vu que l’opérateur M défini dans (5.3) est fortement monotone et que l’al-
gorithme dans (5.7) est un cas particulier de la méthode dans [40] lorsque les erreurs
sont nulles, la convergence linéaire est assurée dans [40, Theorem 3.4(c)]. Cependant,
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puisque l’opérateurB est cocoercif, L∗(B(L·−r)) l’est aussi et alors l’algorithme explicite-
implicite décrit dans la Section 1.2.1 peut résoudre l’inclusion primale (5.1) sans avoir
besoin d’une dernière étape explicite comme dans (5.3). De plus, vu que A est fortement
monotone, la convergence forte est aussi garantie.
Les deux résultats suivants sont des conséquences directes du Théorème 5.4 dans le
cas où L = Id, A = A1, B = A2, r = 0 et z = 0, et dans le cas où A = 0, r = 0 et z = 0,
respectivement.
Corollaire 5.5 Soient A1 : H → 2H et A2 : H → 2H des opérateurs maximalement mo-
notones tels que zer(A1 + A2) 6= ∅. Soient (b1,n)n∈N et (b2,n)n∈N des suites absolument
sommables dans H, soit x0 et v0 dans H, soit ε ∈ ]0, 1/2[ et soit (γn)n∈N une suite dans
[ε, 1− ε]. Des suites (xn)n∈N et (vn)n∈N sont générées comme suit.
(∀n ∈ N)

p1,n = JγnA1(xn − γnvn) + b1,n
p2,n = JγnA−12 (vn + γnxn) + b2,n
xn+1 = p1,n + γn(vn − p2,n)
vn+1 = p2,n + γn(p1,n − xn).
(5.8)
Alors pour quelque x ∈ zer(A1 + A2) et quelque v ∈ zer(−A−11 ◦ (− Id) + A−12 ) tels que
−v ∈ A1x et v ∈ A2x, nous avons ce qui suit.
(i) xn ⇀ x et vn ⇀ v.
(ii) Supposons que A1 soit uniformément monotone en x. Alors xn → x.
(iii) Supposons que A−12 soit uniformément monotone en v. Alors vn → v.
Corollaire 5.6 Dans le Problème 5.1, supposons que L 6= 0 et que zer(L∗BL) 6= ∅. Soient
(a1,n)n∈N et (c1,n)n∈N des suites absolument sommables dans H, et soient (a2,n)n∈N, (bn)n∈N
et (c2,n)n∈N des suites absolument sommables dans G. Soit x0 ∈ H, soit v0 ∈ G, soit ε ∈
]0, 1/(‖L‖+ 1)[ et soit (γn)n∈N une suite dans [ε, (1−ε)/‖L‖ ]. Des suites (xn)n∈N et (vn)n∈N
sont générées comme suit.
(∀n ∈ N)

sn = γn(L
∗vn + a1,n)
yn = vn + γn(Lxn + a2,n)
pn = JγnB−1yn + bn
xn+1 = xn − γn(L∗pn + c1,n)
vn+1 = pn − γn(Lsn + c2,n).
(5.9)
Alors pour quelque x ∈ zer(L∗BL) et quelque v ∈ (ranL)⊥ ∩B(Lx) nous avons ce qui suit.
(i) xn ⇀ x et vn ⇀ v.
(ii) Supposons que B−1 soit uniformément monotone en v. Alors vn → v.
Le Corollaire 5.5 fournit une alternative à la méthode de Douglas-Rachford pour
résoudre 0 ∈ A1x + A2x. Le nouveau algorithme utilise aussi des évaluations des ré-
solvantes des deux opérateurs. Par ailleurs, le Corollaire 5.6 apporte une méthode
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qui surmonte certains désavantages de l’algorithme proposé dans [30] pour résoudre
0 ∈ L∗(B(Lx)), notamment le calcul de la inverse généralisée à chaque itération et
l’hypothèse que ranL soit fermé.
Dans le théorème suivant, nous proposons une méthode pour résoudre le cas où m
opérateurs monotones composites interviennent.
Théorème 5.7 Soit z ∈ H et soient (ωi)1≤i≤m des nombres réels dans ]0, 1] tels que∑m
i=1 ωi = 1. Pour tout i ∈ {1, . . . , m}, soit (Gi, ‖ · ‖Gi) un espace hilbertien réel, soit
ri ∈ Gi, soit Bi : Gi → 2Gi un opérateur maximalement monotone et supposons que
0 6= Li ∈ B (H,Gi). De plus, assumons que
z ∈ ran
m∑
i=1
ωiL
∗
i ◦Bi ◦ (Li · −ri). (5.10)
Considérons le problème
trouver x ∈ H tel que z ∈
m∑
i=1
ωiL
∗
iBi(Lix− ri), (5.11)
et le problème
trouver v1 ∈ G1, . . . , vm ∈ Gm tels que
m∑
i=1
ωiL
∗
i vi = z et (∃ x ∈ H)

v1∈ B1(L1x− r1)
...
vm∈ Bm(Lmx− rm).
(5.12)
Pour tout i ∈ {1, . . . , m}, soient (a1,i,n)n∈N et (c1,i,n)n∈N des suites absolument sommables
dans H, soient (a2,i,n)n∈N, (bi,n)n∈N et (c2,i,n)n∈N des suites absolument sommables dans Gi,
soit xi,0 ∈ H et soit vi,0 ∈ Gi. De plus, posons β = max1≤i≤m ‖Li‖, soit ε ∈ ]0, 1/(β + 1)[ et
soit (γn)n∈N une suite dans [ε, (1− ε)/β]. Des suites (v1,n)n∈N, . . . , (vm,n)n∈N et (xn)n∈N sont
générées comme suit.
(∀n ∈ N)

xn =
∑m
i=1 ωixi,n
Pour tout i = 1, . . . , m⌊
y1,i,n = xi,n − γn(L∗i vi,n + a1,i,n)
y2,i,n = vi,n + γn(Lixi,n + a2,i,n)
p1,n =
∑m
i=1 ωiy1,i,n + γnz
Pour tout i = 1, . . . , m
p2,i,n = JγnB−1i
(y2,i,n − γnri) + bi,n
q1,i,n = p1,n − γn(L∗i p2,i,n + c1,i,n)
q2,i,n = p2,i,n + γn(Lip1,n + c2,i,n)
xi,n+1 = xi,n − y1,i,n + q1,i,n
vi,n+1 = vi,n − y2,i,n + q2,i,n.
(5.13)
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Alors pour quelque solution x de (5.11) et quelque solution (vi)1≤i≤m de (5.80) telles que,
pour tout i ∈ {1, . . . , m}, vi ∈ Bi(Lix− ri), nous avons ce qui suit.
(i) xn ⇀ x et, pour tout i ∈ {1, . . . , m}, vi,n ⇀ vi.
(ii) Supposons que, pour tout i ∈ {1, . . . , m}, B−1i soit fortement monotone en vi. Alors,
pour tout i ∈ {1, . . . , m}, vi,n → vi.
Finalement, nous concluons l’article en étudiant le cas de problèmes de minimi-
sation. Les résultats suivants sont des conséquences des résultats développés ci-dessus
lorsque les opérateurs monotones sont les sous-différentiels de fonctions convexes.
Proposition 5.8 Soit f ∈ Γ0(H), soit g ∈ Γ0(G), soit L ∈ B (H,G), soit z ∈ H et soit
r ∈ G. Supposons que L 6= 0 et que
z ∈ ran (∂f + L∗ ◦ (∂g) ◦ (L · −r)). (5.14)
Considérons le problème primal
minimiser
x∈H
f(x) + g(Lx− r)− 〈x | z〉 , (5.15)
et le problème dual
minimiser
v∈G
f ∗(z − L∗v) + g∗(v) + 〈v | r〉 . (5.16)
Soient (a1,n)n∈N, (b1,n)n∈N et (c1,n)n∈N des suites absolument sommables dans H, et soient
(a2,n)n∈N, (b2,n)n∈N et (c2,n)n∈N des suites absolument sommables dans G. De plus, soit x0 ∈
H, soit v0 ∈ G, soit ε ∈ ]0, 1/(‖L‖+ 1)[ et soit (γn)n∈N une suite dans [ε, (1 − ε)/‖L‖ ]. On
génère des suites (xn)n∈N, (yn)n∈N, (pn)n∈N et (qn)n∈N comme suit.
(∀n ∈ N)

y1,n = xn − γn(L∗vn + a1,n)
y2,n = vn + γn(Lxn + a2,n)
p1,n = proxγnf(y1,n + γnz) + b1,n
p2,n = proxγng∗(y2,n − γnr) + b2,n
q1,n = p1,n − γn(L∗p2,n + c1,n)
q2,n = p2,n + γn(Lp1,n + c2,n)
xn+1 = xn − y1,n + q1,n
vn+1 = vn − y2,n + q2,n.
(5.17)
Alors pour quelque solution x de (5.15) et quelque solution v de (5.16) telles que z−L∗v ∈
∂f(x) et v ∈ ∂g(Lx− r), nous avons ce qui suit.
(i) xn − p1,n → 0 et vn − p2,n → 0.
(ii) xn ⇀ x, p1,n ⇀ x, vn ⇀ v et p2,n ⇀ v.
(iii) Supposons que f soit uniformément convexe en x. Alors xn → x et p1,n → x.
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(iv) Supposons que g∗ soit uniformément convexe en v. Alors vn → v et p2,n → v.
Proposition 5.9 Soit z ∈ H et soient (ωi)1≤i≤m des nombres réels dans ]0, 1] tels que∑m
i=1 ωi = 1. Pour tout i ∈ {1, . . . , m}, soit (Gi, ‖ · ‖Gi) un espace hilbertien réel, soit
ri ∈ Gi, soit gi ∈ Γ0(Gi) et supposons que 0 6= Li ∈ B (H,Gi). De plus, assumons que
z ∈ ran
m∑
i=1
ωiL
∗
i ◦ (∂gi) ◦ (Li · −ri). (5.18)
Considérons le problème
minimiser
x∈H
m∑
i=1
ωi gi(Lix− ri)− 〈x | z〉 , (5.19)
et le problème
minimiser
v1∈G1,...,vm∈Gm∑m
i=1 ωiL
∗
i vi=z
m∑
i=1
ωi
(
g∗i (vi) + 〈vi | ri〉
)
. (5.20)
Pour tout i ∈ {1, . . . , m}, soient (a1,i,n)n∈N et (c1,i,n)n∈N des suites absolument sommables
dans H, soient (a2,i,n)n∈N, (bi,n)n∈N et (c2,i,n)n∈N des suites absolument sommables dans Gi,
soit xi,0 ∈ H et soit vi,0 ∈ Gi. De plus, posons β = max1≤i≤m ‖Li‖, soit ε ∈ ]0, 1/(β + 1)[ et
soit (γn)n∈N une suite dans [ε, (1− ε)/β]. Des suites (v1,n)n∈N, . . . , (vm,n)n∈N et (xn)n∈N sont
générées comme suit.
(∀n ∈ N)

xn =
∑m
i=1 ωixi,n
Pour tout i = 1, . . . , m⌊
y1,i,n = xi,n − γn(L∗i vi,n + a1,i,n)
y2,i,n = vi,n + γn(Lixi,n + a2,i,n)
p1,n =
∑m
i=1 ωiy1,i,n + γnz
Pour tout i = 1, . . . , m
p2,i,n = proxγng∗i (y2,i,n − γnri) + bi,n
q1,i,n = p1,n − γn(L∗i p2,i,n + c1,i,n)
q2,i,n = p2,i,n + γn(Lip1,n + c2,i,n)
xi,n+1 = xi,n − y1,i,n + q1,i,n
vi,n+1 = vi,n − y2,i,n + q2,i,n.
(5.21)
Alors pour quelque solution x de (5.19) et quelque solution (vi)1≤i≤m de (5.20) telles que,
pour tout i ∈ {1, . . . , m}, vi ∈ ∂gi(Lix− ri), nous avons ce qui suit.
(i) xn ⇀ x et, pour tout i ∈ {1, . . . , m}, vi,n ⇀ vi.
(ii) Supposons que, pour tout i ∈ {1, . . . , m}, g∗i soit fortement convexe en vi. Alors, pour
tout i ∈ {1, . . . , m}, vi,n → vi.
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5.2 Article en anglais
A MONOTONE+SKEW SPLITTING MODEL FOR COMPOSITE
MONOTONE INCLUSIONS IN DUALITY 1
Abstract : The principle underlying this paper is the basic observation that the pro-
blem of simultaneously solving a large class of composite monotone inclusions and their
duals can be reduced to that of finding a zero of the sum of a maximally monotone
operator and a linear skew-adjoint operator. An algorithmic framework is developed for
solving this generic problem in a Hilbert space setting. New primal-dual splitting algo-
rithms are derived from this framework for inclusions involving composite monotone
operators, and convergence results are established. These algorithms draw their sim-
plicity and efficacy from the fact that they operate in a fully decomposed fashion in
the sense that the monotone operators and the linear transformations involved are ac-
tivated separately at each iteration. Comparisons with existing methods are made and
applications to composite variational problems are demonstrated.
5.2.1 Introduction
A wide range of problems in areas such as optimization, variational inequalities, par-
tial differential equations, mechanics, economics, signal and image processing, or traffic
theory can be reduced to solving inclusions involving monotone set-valued operators in
a Hilbert space H, say
find x ∈ H such that z ∈Mx, (5.22)
whereM : H → 2H is monotone and z ∈ H, e.g., [13, 14, 19, 20, 23, 26, 34, 38, 39, 42].
In many formulations of this type, the operator M can be expressed as the sum of two
monotone operators, one of which is the composition of a monotone operator with a
linear transformation and its adjoint. In such situations, it is often desirable to also solve
an associated dual inclusion [1, 3, 4, 16, 22, 27, 28, 29, 31, 32, 33]. The present paper is
concerned with the numerical solution of such composite inclusion problems in duality.
More formally, the basic problem we consider is the following.
Problem 5.10 Let H and G be two real Hilbert spaces, let A : H → 2H and B : G → 2G
be maximally monotone, let L : H → G be linear and bounded, let z ∈ H, and let r ∈ G.
The problem is to solve the primal inclusion
find x ∈ H such that z ∈ Ax+ L∗B(Lx− r) (5.23)
1. L. M. Briceño-Arias and P. L. Combettes, A monotone+skew splitting model for composite mono-
tone inclusions in duality, SIAM Journal on Optimization, à paraître.
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together with the dual inclusion
find v ∈ G such that − r ∈ −LA−1(z − L∗v) +B−1v. (5.24)
The set of solutions to (5.23) is denoted by P and the set of solutions to (5.24) by D.
A classical instance of the duality scheme described in Problem 5.10 is the Fenchel-
Rockafellar framework [33] which, under a suitable constraint qualification, corres-
ponds to letting A and B be subdifferentials of proper lower semicontinuous convex
functions f : H → ]−∞,+∞] and g : G → ]−∞,+∞], respectively. In this scenario, the
problems in duality are
minimize
x∈H
f(x) + g(Lx− r)− 〈x | z〉 (5.25)
and
minimize
v∈G
f ∗(z − L∗v) + g∗(v) + 〈v | r〉 . (5.26)
Extensions of the Fenchel-Rockafellar framework to variational inequalities were consi-
dered in [1, 18, 22, 28], while extensions to saddle function problems were proposed in
[25]. On the other hand, general monotone operators were investigated in [3, 4, 7, 27]
in the case when G = H and L = Id. The general duality setting described in Pro-
blem 5.10 appears in [16, 29, 31].
Our objective is to devise an algorithm which solves (5.23) and (5.24) simulta-
neously, and which uses the operators A, B, and L separately. In the literature, several
splitting algorithms are available for solving the primal problem (5.23), but they are
restricted by stringent hypotheses. Let us set
A1 : H → 2H : x 7→ −z + Ax and A2 : H → 2H : x 7→ L∗B(Lx− r), (5.27)
and observe that solving (5.23) is equivalent to finding a zero of A1 + A2. If B is single-
valued and cocoercive (its inverse is strongly monotone), then so is A2, and (5.23) can
be solved by the forward-backward algorithm [10, 26, 39]. If B is merely Lipschitzian, or
even just continuous, so is A2, and (5.23) can then be solved via the algorithm proposed
in [40]. These algorithms employ the resolvent of A1, which is easily derived from that of
A, and explicit applications of A2, i.e., of B and L. They are however limited in scope by
the fact that B must be single-valued and smooth. The main splitting algorithm to find
a zero of A1+A2 when both operators are set-valued is the Douglas-Rachford algorithm
[11, 15, 24, 37]. This algorithm requires that both operators be maximally monotone
and that their resolvents be computable to within some quantifiable error. Unfortunately,
these conditions are seldom met in the present setting since A2 may not be maximally
monotone [29, 31] and, more importantly, since there is no convenient rule to compute
the resolvent of A2 in terms of L and the resolvent of B unless stringent conditions are
imposed on L (see [6, Proposition 23.23] and [20]).
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Our approach is motivated by the classical Kuhn-Tucker theory [36], which asserts
that points x ∈ H and v ∈ G satisfying the conditions
(0, 0) ∈ (− z + ∂f(x) + L∗v, r + ∂g∗(v)− Lx) (5.28)
are solutions to (5.25) and (5.26), respectively. By analogy, it is natural to consider the
following problem in conjunction with Problem 5.10.
Problem 5.11 In the setting of Problem 5.10, let K = H⊕ G and set
M : K→ 2K : (x, v) 7→ (−z+Ax)×(r+B−1v) and S : K→ K : (x, v) 7→ (L∗v,−Lx).
(5.29)
The problem is to
find x ∈ K such that 0 ∈Mx+ Sx. (5.30)
The investigation of this companion problem may have various purposes [1, 16, 29,
31]. Ours is to exploit its simple structure to derive a new splitting algorithm to solve
efficiently Problem 5.10. The crux of our approach is the simple observation that (5.30)
reduces the original primal- dual problem (5.23)–(5.24) to that of finding a zero of the
sum of a maximally monotone operatorM and a bounded linear skew-adjoint transfor-
mation S. In Section 5.2.2 we establish the convergence of an inexact splitting algorithm
proposed in its original form in [40]. Each iteration of this forward-backward-forward
scheme performs successively an explicit step on S, an implicit step onM , and another
explicit step on S. We then review the tight connections existing between Problem 5.10
and Problem 5.11 and, in particular, the fact that solving the latter provides a solution to
the former. In Section 5.2.3, we apply the forward-backward-forward algorithm to the
monotone+skew Problem 5.11 and obtain a new type of splitting algorithm for solving
(5.23) and (5.24) simultaneously. The main feature of this scheme, that distinguishes it
from existing techniques, is that at each iteration it employs the operators A, B, and L
separately without requiring any additional assumption to those stated above except, na-
turally, existence of solutions. Using a product space technique, we then obtain a parallel
splitting method for solving the m-term inclusion
find x ∈ H such that z ∈
m∑
i=1
L∗iBi(Lix− ri), (5.31)
where each maximally monotone operator Bi acts on a Hilbert space Gi, ri ∈ Gi, and
Li : H → Gi is linear and bounded. Applications to variational problems are discussed in
Section 5.2.4, where we provide a proximal splitting scheme for solving the primal dual
problem (5.25)–(5.26), as well as one for minimizing the sum ofm composite functions.
Notation. We denote the scalar products of H and G by 〈· | ·〉 and the associa-
ted norms by ‖ · ‖. B (H,G) is the space of bounded linear operators from H to G,
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B (H) = B (H,H), and the symbols ⇀ and → denote respectively weak and strong
convergence. Moreover, H ⊕ G denotes the Hilbert direct sum of H and G. The projec-
tor onto a nonempty closed convex set C ⊂ H is denoted by PC , and its normal cone
operator by NC , i.e.,
NC : H → 2H : x 7→
{{
u ∈ H | (∀y ∈ C) 〈y − x | u〉 ≤ 0}, if x ∈ C;
∅, otherwise.
(5.32)
Let M : H → 2H be a set-valued operator. We denote by ranM = {u ∈ H |
(∃ x ∈ H) u ∈Mx} the range of M , by domM = {x ∈ H | Mx 6= ∅} its domain, by
zerM =
{
x ∈ H | 0 ∈Mx} its set of zeros, by grM = {(x, u) ∈ H ×H | u ∈Mx} its
graph, and byM−1 its inverse, i.e., the operator with graph
{
(u, x) ∈ H ×H | u ∈Mx}.
The resolvent ofM is JM = (Id+M)−1. Moreover,M is monotone if
(∀(x, y) ∈ H ×H)(∀(u, v) ∈Mx×My) 〈x− y | u− v〉 ≥ 0, (5.33)
and maximally so if there exists no monotone operator M˜ : H → 2H such that grM ⊂
gr M˜ 6= grM . In this case, JM is a nonexpansive operator defined everywhere in H. For
background on convex analysis and monotone operator theory, the reader is referred to
[6, 41].
5.2.2 Preliminary results
5.2.2.1 Technical facts
The following lemmas will be needed subsequently (see for instance [9, Lemma 3.1]
and [9, Theorem 3.8], respectively).
Lemma 5.12 Let (αn)n∈N be a sequence in [0,+∞[, let (βn)n∈N be a sequence in [0,+∞[,
and let (εn)n∈N be a summable sequence in [0,+∞[ such that (∀n ∈ N) αn+1 ≤ αn−βn+εn.
Then (αn)n∈N converges and (βn)n∈N is summable.
Lemma 5.13 Let C be a nonempty subset ofH and let (xn)n∈N be a sequence inH. Suppose
that, for every x ∈ C, there exists a summable sequence (εn)n∈N in [0,+∞[ such that
(∀n ∈ N) ‖xn+1 − x‖2 ≤ ‖xn − x‖2 + εn, (5.34)
and that every sequential weak cluster point of (xn)n∈N is in C. Then (xn)n∈N converges
weakly to a point in C.
We shall also require the following definition.
Définition 5.14 [2, Definition 2.3] An operator M : H → 2H is demiregular at x ∈
domM if, for every sequence ((xn, un))n∈N in grM and every u ∈ Mx such that xn ⇀ x
and un → u, we have xn → x.
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Lemma 5.15 [2, Proposition 2.4] Let M : H → 2H and let x ∈ domM . Then M is demi-
regular at x in each of the following cases.
(i) M is uniformly monotone at x, i.e., there exists an increasing function φ : [0,+∞[→
[0,+∞] that vanishes only at 0 such that
(∀u ∈Mx)(∀(y, v) ∈ grM) 〈x− y | u− v〉 ≥ φ(‖x− y‖).
(ii) M is α-strongly monotone, i.e., M − α Id is monotone for some α ∈ ]0,+∞[.
(iii) JM is compact, i.e., for every bounded set C ⊂ H, the closure of JM(C) is compact. In
particular, domM is boundedly relatively compact, i.e., the intersection of its closure
with every closed ball is compact.
(iv) M : H → H is single-valued with a single-valued continuous inverse.
(v) M is single-valued on domM and Id−M is demicompact, i.e., for every bounded
sequence (xn)n∈N in domM such that (Mxn)n∈N converges strongly, (xn)n∈N admits a
strong cluster point.
5.2.2.2 An inexact forward-backward-forward algorithm
Our algorithmic framework will hinge on the following splitting algorithm, which
was proposed in the error-free case in [40]. We provide an analysis of the asymptotic
behavior of an inexact version of this method which is of interest in its own right.
Theorem 5.16 LetH be a real Hilbert space, letA : H→ 2H be maximally monotone, and
let B : H → H be monotone. Suppose that zer(A +B) 6= ∅ and that B is β-Lipschitzian
for some β ∈ ]0,+∞[. Let (an)n∈N, (bn)n∈N, and (cn)n∈N be sequences in H such that∑
n∈N
‖an‖ < +∞,
∑
n∈N
‖bn‖ < +∞, and
∑
n∈N
‖cn‖ < +∞, (5.35)
let x0 ∈H, let ε ∈ ]0, 1/(β + 1)[, let (γn)n∈N be a sequence in [ε, (1− ε)/β], and set
(∀n ∈ N)

yn = xn − γn(Bxn + an)
pn = JγnA yn + bn
qn = pn − γn(Bpn + cn)
xn+1 = xn − yn + qn.
(5.36)
Then the following hold for some x ∈ zer(A+B).
(i)
∑
n∈N ‖xn − pn‖2 < +∞ and
∑
n∈N ‖yn − qn‖2 < +∞.
(ii) xn ⇀ x and pn ⇀ x.
(iii) Suppose that one of the following is satisfied.
(a) A+B is demiregular at x.
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(b) A or B is uniformly monotone at x.
(c) int zer(A+B) 6= ∅.
Then xn → x and pn → x.
Proof. Let us set
(∀n ∈ N)

y˜n = xn − γnBxn
p˜n = JγnA y˜n
q˜n = p˜n − γnBp˜n
(5.37)
and
(∀n ∈ N) en = yn − qn − y˜n + q˜n. (5.38)
Then
(∀n ∈ N) γ−1n (y˜n − p˜n) ∈ Ap˜n. (5.39)
Now let x ∈ zer(A + B) and let n ∈ N. We first note that (x,−γnBx) ∈
gr γnA. On the other hand, (5.39) yields (p˜n, y˜n − p˜n) ∈ gr γnA. Hence, by mo-
notonicity of γnA, 〈p˜n − x | p˜n − y˜n − γnBx〉 ≤ 0. However, by monotonicity of
B, 〈p˜n − x | γnBx− γnBp˜n〉 ≤ 0. Upon adding these two inequalities, we obtain
〈p˜n − x | p˜n − y˜n − γnBp˜n〉 ≤ 0. In turn, we derive from (5.37) that
2γn 〈p˜n − x | Bxn −Bp˜n〉 = 2 〈p˜n − x | p˜n − y˜n − γnBp˜n〉
+ 2 〈p˜n − x | γnBxn + y˜n − p˜n〉
≤ 2 〈p˜n − x | γnBxn + y˜n − p˜n〉
= 2 〈p˜n − x | xn − p˜n〉
= ‖xn − x‖2 − ‖p˜n − x‖2 − ‖xn − p˜n‖2 (5.40)
and, therefore, using the Lipschitz continuity of B, that
‖xn − y˜n + q˜n − x‖2 = ‖(p˜n − x) + γn(Bxn −Bp˜n)‖2
= ‖p˜n − x‖2 + 2γn 〈p˜n − x | Bxn −Bp˜n〉+ γ2n‖Bxn −Bp˜n‖2
≤ ‖xn − x‖2 − ‖xn − p˜n‖2 + γ2n‖Bxn −Bp˜n‖2
≤ ‖xn − x‖2 − (1− γ2nβ2)‖xn − p˜n‖2
≤ ‖xn − x‖2 − ε2‖xn − p˜n‖2. (5.41)
We also derive from (5.36) and (5.37) the following inequalities. First,
‖y˜n − yn‖ = γn‖an‖ ≤ ‖an‖/β. (5.42)
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Hence, since JγnA is nonexpansive,
‖p˜n − pn‖ = ‖JγnA y˜n − JγnAyn − bn‖
≤ ‖JγnA y˜n − JγnAyn‖+ ‖bn‖
≤ ‖y˜n − yn‖+ ‖bn‖
≤ ‖an‖/β + ‖bn‖. (5.43)
In turn, we get
‖q˜n − qn‖ = ‖p˜n − γnBp˜n − pn + γn(Bpn + cn)‖
≤ ‖p˜n − pn‖+ γn‖Bp˜n −Bpn‖+ γn‖cn‖
≤ (1 + γnβ)‖p˜n − pn‖+ γn‖cn‖
≤ 2(‖an‖/β + ‖bn‖) + ‖cn‖/β. (5.44)
Combining (5.38), (5.42), and (5.44) yields ‖en‖ ≤ ‖y˜n−yn‖+ ‖q˜n−qn‖ ≤ 3‖an‖/β+
2‖bn‖+ ‖cn‖/β and, in view of (5.35), it follows that∑
k∈N
‖ek‖ < +∞. (5.45)
Furthermore, (5.36), (5.38), and (5.41) imply that
‖xn+1−x‖ = ‖xn−yn+qn−x‖ ≤ ‖xn−y˜n+ q˜n−x‖+‖en‖ ≤ ‖xn−x‖+‖en‖. (5.46)
Thus, it follows from (5.45) and Lemma 5.12 that (xk)k∈N is bounded, and we deduce
from (5.37) that, since the operatorsB and (JγkA)k∈N are Lipschitzian, (y˜k)k∈N, (p˜k)k∈N,
and (q˜k)k∈N are bounded. Consequently, µ = supk∈N ‖xk− y˜k+ q˜k−x‖ < +∞ and, using
(5.36), (5.38), and (5.41), we obtain
‖xn+1 − x‖2 = ‖xn − yn + qn − x‖2
= ‖xn − y˜n + q˜n − x+ en‖2
= ‖xn − y˜n + q˜n − x‖2 + 2 〈xn − y˜n + q˜n − x | en〉+ ‖en‖2
≤ ‖xn − x‖2 − ε2‖xn − p˜n‖2 + εn, where εn = 2µ‖en‖+ ‖en‖2.
(5.47)
(i) : It follows from (5.45), (5.47), and Lemma 5.12 that∑
n∈N
‖xn − p˜n‖2 < +∞. (5.48)
On the other hand, since (5.35) and (5.43) imply that∑
n∈N
‖p˜n − pn‖ < +∞, (5.49)
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we have
∑
n∈N ‖p˜n − pn‖2 < +∞. We therefore infer that
∑
n∈N ‖xn − pn‖2 < +∞.
Furthermore, since (5.38) and (5.37) yield
(∀n ∈ N) ‖yn − qn‖2 = ‖y˜n − q˜n + en‖2
= ‖xn − p˜n − γn(Bxn −Bp˜n) + en‖2
≤ 3(‖xn − p˜n‖2 + γ2nβ2 ‖xn − p˜n‖2 + ‖en‖2)
≤ 6‖xn − p˜n‖2 + 3‖en‖2, (5.50)
we derive from (5.48) and (5.45) that
∑
n∈N ‖yn − qn‖2 < +∞.
(ii) : Set
(∀n ∈ N) un = γ−1n (xn − p˜n) +Bp˜n −Bxn. (5.51)
Using (5.37) and (5.39), we get
(∀n ∈ N) un = γ−1n (y˜n − p˜n) +Bp˜n ∈ Ap˜n +Bp˜n. (5.52)
On the other hand, using (5.48), the Lipschitz continuity of B, and (5.51) we obtain
Bp˜n −Bxn → 0 and un → 0. (5.53)
Now, let w be a weak sequential cluster point of (xn)n∈N, say xkn ⇀ w. It follows from
(5.52) that (p˜kn ,ukn)n∈N lies in gr(A+B), and from (5.48) and (5.53) that
p˜kn ⇀ w and ukn → 0. (5.54)
Since B : H → H is monotone and continuous, it is maximally monotone [6, Corol-
lary 20.25]. Furthermore, since domB = H, A +B is maximally monotone [6, Corol-
lary 24.4(i)] and its graph is therefore sequentially closed in Hweak ×Hstrong [6, Propo-
sition 20.33(ii)]. Therefore, (w, 0) ∈ gr(A+B). Using (5.47), (5.45), and Lemma 5.13,
we conclude that there exists x ∈ zer(A +B) such that xn ⇀ x. Finally, in view of (i),
pn ⇀ x.
(iii)(a) : As shown in (ii), pn ⇀ x. Hence (5.49) yields p˜n ⇀ x. Moreover, (5.53)
yields un → 0 and (5.52) yields (∀n ∈ N) (p˜n,un) ∈ gr(A + B). Altogether, Defini-
tion 5.14 implies that p˜n → x and, therefore, using (5.49), that pn → x. Finally, it
results from (i) that xn → x.
(iii)(b)⇒(iii)(a) : The assumptions imply that A +B is uniformly monotone at x.
Hence, the result follows from Lemma 5.15(i).
(iii)(c) : It follows from (5.47), (5.45), (ii), and [9, Proposition 3.10] that xn → x.
In turn, (i) yields pn → x.
Remark 5.17 The sequence (an)n∈N, (bn)n∈N, and (cn)n∈N in (5.36) model errors in the
evaluation of the operators. In the error-free setting, the weak convergence of (xn)n∈N
to a zero of A+B in Theorem 5.16(ii) follows from [40, Theorem 3.4(b)].
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5.2.2.3 The monotone+skew model
Let us start with some elementary facts about the operatorsM and S appearing in
Problem 5.11.
Proposition 5.18 Consider the setting of Problem 5.10 and Problem 5.11. Then the follo-
wing hold.
(i) M is maximally monotone.
(ii) S ∈ B (K), S∗ = −S, and ‖S‖ = ‖L‖.
(iii) M + S is maximally monotone.
(iv) (∀γ ∈ ]0,+∞[)(∀x ∈ H)(∀v ∈ G) JγM (x, v) =
(
JγA(x+ γz) , JγB−1(v − γr)
)
.
(v) (∀γ ∈ ]0,+∞[)(∀x ∈ H)(∀v ∈ G)
JγS(x, v) =
(
(Id+ γ2L∗L)−1(x− γL∗v) , (Id+ γ2LL∗)−1(v + γLx)).
Proof. (i) : Since A and B are maximally monotone, it follows from [6, Proposi-
tions 20.22 and 20.23] thatM is likewise.
(ii) : The first two assertions are clear. Now let (x, v) ∈ K. Then ‖S(x, v)‖2 =
‖(L∗v,−Lx)‖2 = ‖L∗v‖2+‖Lx‖2 ≤ ‖L‖2(‖v‖2+‖x‖2) = ‖L‖2‖(x, v)‖2. Thus, ‖S‖ ≤ ‖L‖.
Conversely, ‖x‖ ≤ 1⇒ ‖(x, 0)‖ ≤ 1⇒ ‖Lx‖ = ‖S(x, 0)‖ ≤ ‖S‖. Hence ‖L‖ ≤ ‖S‖.
(iii) : By (i),M is maximally monotone. On the other hand, it follows from (ii) that
S is monotone and continuous, hence maximally monotone [6, Example 20.29]. Alto-
gether, since domS = K, it follows from [6, Corollary 24.4(i)] thatM +S is maximally
monotone.
(iv) : This follows from [6, Propositions 23.15(ii) and 23.16].
(v) : Let (x, v) ∈ K and set (p, q) = JγS(x, v). Then (x, v) = (p, q) + γS(p, q) and
hence x = p+ γL∗q and v = q − γLp. Hence, Lx = Lp+ γLL∗q and L∗v = L∗q − γL∗Lp.
Thus, x = p + γL∗v + γ2L∗Lp and therefore p = (Id+ γ2L∗L)−1(x − γL∗v). Likewise,
v = q − γLx+ γ2LL∗q, and therefore q = (Id+ γ2LL∗)−1(v + γLx).
The next proposition makes the tight interplay between Problem 5.10 and Pro-
blem 5.11 explicit. An alternate proof of the equivalence (iii)⇔(iv)⇔(v) can be found
in [29] (see also [3, 16, 27, 31] for partial results) ; we provide a direct argument for
completeness.
Proposition 5.19 Consider the setting of Problem 5.10 and Problem 5.11. Then
(i) zer(M + S) is a closed convex subset of P ×D.
Furthermore, the following are equivalent.
(ii) z ∈ ran(A + L∗ ◦B ◦ (L · −r)).
(iii) P 6= ∅.
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(iv) zer(M + S) 6= ∅.
(v) D 6= ∅.
(vi) −r ∈ ran(−L ◦ A−1 ◦ (z − L∗·) +B−1).
Proof. The equivalences (ii)⇔(iii) and (v)⇔(vi) are clear. Now let (x, v) ∈ K.
(i) : We derive from from (5.29) that (x, v) ∈ zer(M + S) ⇔ (0 ∈ −z + Ax + L∗v
and 0 ∈ r + B−1v − Lx) ⇔ (z − L∗v ∈ Ax and Lx − r ∈ B−1v) ⇔ (z − L∗v ∈ Ax and
v ∈ B(Lx−r))⇒ (z−L∗v ∈ Ax and L∗v ∈ L∗(B(Lx−r)))⇒ z ∈ Ax+L∗(B(Lx−r))⇔
x ∈ P. Similarly, (z − L∗v ∈ Ax and Lx− r ∈ B−1v)⇔ (x ∈ A−1(z − L∗v) and r − Lx ∈
−B−1v)⇒ (Lx ∈ L(A−1(z−L∗v)) and r−Lx ∈ −B−1v)⇒ r ∈ L(A−1(z−L∗v))−B−1v⇔
v ∈ D. Finally, sinceM +S is maximally monotone by Proposition 5.18(iii), zer(M +S)
is closed and convex [6, Proposition 23.39].
(iii)⇒(iv) : In view of (5.29), x ∈ P ⇔ z ∈ Ax + L∗(B(Lx − r)) ⇔ (∃w ∈ G) (z −
L∗w ∈ Ax and w ∈ B(Lx − r)) ⇔ ((∃w ∈ G) z ∈ Ax + L∗w and − r ∈ B−1w − Lx) ⇔
(∃w ∈ G) (x, w) ∈ zer(M + S).
(iv)⇒(iii) and (iv)⇒(v) : These follow from (i).
(v)⇒(iv) : v ∈ D ⇔ r ∈ LA−1(z − L∗v) − B−1v ⇔ (∃ y ∈ H) (y ∈ A−1(z −
L∗v) and r ∈ Ly −B−1v) ⇔ (∃ y ∈ H) (0 ∈ −z + Ay + L∗v and 0 ∈ r + B−1v − Ly) ⇔
(∃ y ∈ H) (y, v) ∈ zer(M + S).
Remark 5.20 Suppose that z ∈ ran(A+L∗B(L ·−r)). Then Proposition 5.19 asserts that
solutions to (5.23) and (5.24) can be found as zeros ofM + S. In principle, this can be
achieved via the Douglas-Rachford algorithm applied to (5.30) : let (an)n∈N and (bn)n∈N
be sequences inK, let (λn)n∈N be a sequence in ]0, 2[ such that bn ⇀ 0,
∑
n∈N λn(‖an‖+
‖bn‖) < +∞, and
∑
n∈N λn(2− λn) = +∞, let y0 ∈ K, let γ ∈ ]0,+∞[, and set
(∀n ∈ N)
⌊
xn = JγS yn + bn
yn+1 = yn + λn
(
JγM(2xn − yn) + an − xn
)
.
(5.55)
Then it follows from Proposition 5.18(i)–(iii) and [11, Theorem 2.1(i)(c)] that (xn)n∈N
converges weakly to a point in zer(M + S). Now set (∀n ∈ N) xn = (xn, vn), yn =
(y1,n, y2,n), an = (a1,n, a2,n), and bn = (b1,n, b2,n). Then, using Proposition 5.18(iv)&(v),
(5.55) becomes
(∀n ∈ N)

xn = (Id+ γ
2L∗L)−1(y1,n − γL∗y2,n) + b1,n
vn = (Id+ γ
2LL∗)−1(y2,n + γLy1,n) + b2,n
y1,n+1 = y1,n + λn
(
JγA(2xn − y1,n + γz) + a1,n − xn
)
y2,n+1 = y2,n + λn
(
JγB−1(2vn − y2,n − γr) + a2,n − vn
)
.
(5.56)
Moreover, (xn)n∈N converges weakly towards a solution x to (5.23) and (vn)n∈N towards
a solution v to (5.24) such that z − L∗v ∈ Ax and v ∈ B(Lx − r). However, a practical
limitation of (5.56) is that it necessitates the inversion of two operators at each iteration,
which may be quite demanding numerically.
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Remark 5.21 It follows from (5.46) that the error-free version of the forward-
backward-forward algorithm (5.36) is Fejér-monotone with respect to zer(A +B), i.e.,
for every n ∈ N and every x ∈ zer(A+B), ‖xn+1−x‖ ≤ ‖xn−x‖. Now let n ∈ N. Then
it follows from [5, Section 2] that there exist λn ∈ [0, 2] and a closed affine halfspace
Hn ⊂H containing zer(A+B) such that
xn+1 = xn + λn(PHnxn − xn). (5.57)
In the setting of Problem 5.11, Hn and λn can be determined easily. To see this, consi-
der Theorem 5.16 with H = K, A = M , and B = S. Let x ∈ zer(M + S) and
suppose that qn 6= yn (otherwise, we trivially have Hn = K). In view of (5.36),
yn − pn ∈ γnMpn and −γnSx ∈ γnMx. Hence, using the monotonicity of γnM
and Proposition 5.18(ii), we get 0 ≤ 〈pn − x | yn − pn + γnSx〉 = 〈pn | yn − pn〉 −
〈x | yn − pn〉 + γn 〈S∗pn | x〉 = 〈pn | yn − pn〉 − 〈x | yn − pn + γnSpn〉. Therefore, we
deduce from (5.36) that 〈x | yn − qn〉 ≤ 〈pn | yn − pn〉 = 〈pn | yn − qn〉. Now set
Hn =
{
x ∈ K | 〈x | yn − qn〉 ≤ 〈pn | yn − qn〉
}
and λn = 1+ γ2n
‖S(pn − xn)‖2
‖pn − xn‖2
.
(5.58)
Then zer(M +S) ⊂Hn and λn ≤ 1+γ2n‖S‖2 < 2. Altogether, it follows from (5.36) and
the skew-adjointness of S that
xn + λn(PHnxn − xn) = xn + λn
(〈pn − xn | yn − qn〉
‖yn − qn‖2
)
(yn − qn)
= xn + λn
(〈pn − xn | xn − pn + γnS(pn − xn)〉
‖xn − pn + γnS(pn − xn)‖2
)
(yn − qn)
= xn + λn
( ‖xn − pn‖2
‖xn − pn‖2 + γ2n‖S(pn − xn)‖2
)
(qn − yn)
= xn − yn + qn = xn+1. (5.59)
Thus, the updating rule of algorithm of Theorem 5.16 applied to M and S is given
by (5.57)–(5.58). In turn, using results from [5], this iteration process can easily be
modified to become strongly convergent.
5.2.3 Main results
The main result of the paper can now be presented. It consists of an application
of Theorem 5.16 to find solutions to Problem 5.11, and thus obtain solutions to Pro-
blem 5.10. The resulting algorithm employs the operators A, B, and L separately. Mo-
reover, the operators A and B can be activated in parallel and all the steps involving L
are explicit.
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Theorem 5.22 In Problem 5.10, suppose that L 6= 0 and that z ∈ ran (A + L∗ ◦ B ◦ (L ·
−r)). Let (a1,n)n∈N, (b1,n)n∈N, and (c1,n)n∈N be absolutely summable sequences in H, and let
(a2,n)n∈N, (b2,n)n∈N, and (c2,n)n∈N be absolutely summable sequences in G. Furthermore, let
x0 ∈ H, let v0 ∈ G, let ε ∈ ]0, 1/(‖L‖+ 1)[, let (γn)n∈N be a sequence in [ε, (1 − ε)/‖L‖ ],
and set
(∀n ∈ N)

y1,n = xn − γn(L∗vn + a1,n)
y2,n = vn + γn(Lxn + a2,n)
p1,n = JγnA(y1,n + γnz) + b1,n
p2,n = JγnB−1(y2,n − γnr) + b2,n
q1,n = p1,n − γn(L∗p2,n + c1,n)
q2,n = p2,n + γn(Lp1,n + c2,n)
xn+1 = xn − y1,n + q1,n
vn+1 = vn − y2,n + q2,n.
(5.60)
Then the following hold for some solution x to (5.23) and some solution v to (5.24) such
that z − L∗v ∈ Ax and v ∈ B(Lx− r).
(i) xn − p1,n → 0 and vn − p2,n → 0.
(ii) xn ⇀ x, p1,n ⇀ x, vn ⇀ v, and p2,n ⇀ v.
(iii) Suppose that A is uniformly monotone at x. Then xn → x and p1,n → x.
(iv) Suppose that B−1 is uniformly monotone at v. Then vn → v and p2,n → v.
Proof. Consider the setting of Problem 5.11. As seen in Proposition 5.18,M is maximally
monotone, and S ∈ B (K) is monotone and Lipschitzian with constant ‖L‖. Moreover,
Proposition 5.19 yields
∅ 6= zer(M + S) ⊂ P ×D. (5.61)
Now set
(∀n ∈ N)

xn = (xn, vn)
yn = (y1,n, y2,n)
pn = (p1,n, p2,n)
qn = (q1,n, q2,n)
and

an = (a1,n, a2,n)
bn = (b1,n, b2,n)
cn = (c1,n, c2,n).
(5.62)
Then, using (5.29) and Proposition 5.18(iv), (5.60) can be written in K as
(∀n ∈ N)

yn = xn − γn(Sxn + an)
pn = JγnM yn + bn
qn = pn − γn(Spn + cn)
xn+1 = xn − yn + qn,
(5.63)
which is precisely the form of (5.36). Moreover, our assumptions imply that (5.35) is
satisfied. These observations allow us to establish the following.
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(i)&(ii) : These follow from Theorem 5.16(i)&(ii) applied toM and S in K.
(iii) : As in (5.37), define
(∀n ∈ N) (p˜1,n, p˜2,n) = p˜n = JγnM
(
xn − γnSxn
)
. (5.64)
Then, arguing as in (5.49), we obtain
p1,n − p˜1,n → 0 and p2,n − p˜2,n → 0. (5.65)
On the other hand, (5.64) yields
(∀n ∈ N) γ−1n (xn − p˜n)− Sxn ∈Mp˜n, (5.66)
i.e., via (5.29),
(∀n ∈ N)
{
γ−1n (xn − p˜1,n)− L∗vn ∈ Ap˜1,n − z
γ−1n (vn − p˜2,n) + Lxn ∈ B−1p˜2,n + r.
(5.67)
Since x solves (5.23), there exist u ∈ H and v ∈ G such that
u ∈ Ax, v ∈ B(Lx− r), and z = u+ L∗v. (5.68)
Now let n ∈ N. We derive from (5.67) that
γ−1n (xn− p˜1,n)−L∗vn+ z ∈ Ap˜1,n and p˜2,n ∈ B
(
γ−1n (vn− p˜2,n) +Lxn − r
)
. (5.69)
Now set
αn = ‖xn−p˜1,n‖
(
ε−1‖p˜1,n−x‖+‖L‖ ‖vn−v‖
)
and βn = ε−1‖vn−p˜2,n‖ ‖p˜2,n−v‖. (5.70)
It follows from (5.68), (5.69), and the uniform monotonicity of A that there exists an
increasing function φ : [0,+∞[→ [0,+∞] that vanishes only at 0 such that
αn + 〈xn − x | L∗v − L∗vn〉
≥ ε−1‖p˜1,n − x‖ ‖xn − p˜1,n‖+ 〈p˜1,n − xn | L∗v − L∗vn〉+ 〈xn − x | L∗v − L∗vn〉
= ε−1‖p˜1,n − x‖ ‖xn − p˜1,n‖+ 〈p˜1,n − x | L∗v − L∗vn〉
≥ 〈p˜1,n − x | γ−1n (xn − p˜1,n)− L∗vn + L∗v〉
=
〈
p˜1,n − x | γ−1n (xn − p˜1,n)− L∗vn + z − u
〉
≥ φ(‖p˜1,n − x‖).
(5.71)
On the other hand, since B is monotone, (5.70), (5.68), and (5.69) yield
βn + 〈xn − x | L∗p˜2,n − L∗v〉 ≥
〈
γ−1n (vn − p˜2,n) + L(xn − x) | p˜2,n − v
〉
=
〈
(γ−1n (vn − p˜2,n) + Lxn − r)− (Lx− r) | p˜2,n − v
〉
≥ 0. (5.72)
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Upon adding these two inequalities, we obtain
αn+βn+‖xn−x‖ ‖L‖ ‖p˜2,n−vn‖ ≥ αn+βn+ 〈xn − x | L∗(p˜2,n − vn)〉 ≥ φ(‖p˜1,n−x‖).
(5.73)
Hence, since (ii), (i), and (5.65) imply that the sequences (xn)n∈N, (vn)n∈N, (p˜1,n)n∈N, and
(p˜2,n)n∈N are bounded, it follows from (5.70), (5.65), and (i) that φ(‖p˜1,n−x‖)→ 0, from
which we infer that p˜1,n → x and, by (5.65), that p1,n → x. In turn, (i) yields xn → x.
(iv) : Proceed as in (iii), using the dual objects.
Remark 5.23 Using a well-known resolvent identity, the computation of p2,n in (5.60)
can be performed in terms of the resolvent of B via the identity JγnB−1y = y −
γnJγ−1n B(γ
−1
n y).
Remark 5.24 Set Z =
{
(x, v) ∈ P × D | z − L∗v ∈ Ax and v ∈ B(Lx− r)}. Since
Theorem 5.22 is an application of Theorem 5.16 in K, we deduce from Remark 5.21
that, in the error-free case, the updating process for (xn, vn) in (5.60) results from a
relaxed projection onto a closed affine halfspaceHn containing Z , namely
(xn+1, vn+1) = (xn, vn) + λn
(
PHn(xn, vn)− (xn, vn)
)
, (5.74)
where
Hn=
{
(x, v) ∈ K | 〈x | y1,n− q1,n〉+〈v | y2,n− q2,n〉 ≤ 〈p1,n | y1,n− q1,n〉+〈p2,n | y2,n− q2,n〉
}
and λn = 1 + γ2n
‖L(p1,n − xn)‖2 + ‖L∗(p2,n − vn)‖2
‖p1,n − xn‖2 + ‖p2,n − vn‖2 . (5.75)
In the special case when G = H and L = Id, an analysis of such outer projection methods
is provided in [17].
Corollary 5.25 Let A1 : H → 2H and A2 : H → 2H be maximally monotone operators such
that zer(A1 + A2) 6= ∅. Let (b1,n)n∈N and (b2,n)n∈N be absolutely summable sequences in H,
let x0 and v0 be in H, let ε ∈ ]0, 1/2[, let (γn)n∈N be a sequence in [ε, 1− ε], and set
(∀n ∈ N)

p1,n = JγnA1(xn − γnvn) + b1,n
p2,n = JγnA−12 (vn + γnxn) + b2,n
xn+1 = p1,n + γn(vn − p2,n)
vn+1 = p2,n + γn(p1,n − xn).
(5.76)
Then the following hold for some x ∈ zer(A1+A2) and some v ∈ zer(−A−11 ◦ (− Id) +A−12 )
such that −v ∈ A1x and v ∈ A2x.
(i) xn ⇀ x and vn ⇀ v.
(ii) Suppose that A1 is uniformly monotone at x. Then xn → x.
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(iii) Suppose that A−12 is uniformly monotone at v. Then vn → v.
Proof. Apply Theorem 5.22 with G = H, L = Id, A = A1, B = A2, r = 0, and z = 0.
Remark 5.26 The most popular algorithm to find a zero of the sum of two maximally
monotone operators is the Douglas-Rachford algorithm [11, 15, 24, 37] (see (5.55)).
Corollary 5.25 provides an alternative scheme which is also based on evaluations of the
resolvents of the two operators.
Corollary 5.27 In Problem 5.10, suppose that L 6= 0 and that zer(L∗BL) 6= ∅. Let
(a1,n)n∈N and (c1,n)n∈N be absolutely summable sequences in H, and let (a2,n)n∈N, (bn)n∈N,
and (c2,n)n∈N be absolutely summable sequences in G. Let x0 ∈ H, let v0 ∈ G, let
ε ∈ ]0, 1/(‖L‖+ 1)[, let (γn)n∈N be a sequence in [ε, (1− ε)/‖L‖ ], and set
(∀n ∈ N)

sn = γn(L
∗vn + a1,n)
yn = vn + γn(Lxn + a2,n)
pn = JγnB−1yn + bn
xn+1 = xn − γn(L∗pn + c1,n)
vn+1 = pn − γn(Lsn + c2,n).
(5.77)
Then the following hold for some x ∈ zer(L∗BL) and some v ∈ (ranL)⊥ ∩ B(Lx).
(i) xn ⇀ x and vn ⇀ v.
(ii) Suppose that B−1 is uniformly monotone at v. Then vn → v.
Proof. Apply Theorem 5.22 with A = 0, r = 0, and z = 0.
Remark 5.28 In connection with Corollary 5.27, a weakly convergent splitting method
was proposed in [30] for finding a zero of L∗BL. This method requires the additional
assumption that ranL be closed. In addition, unlike the algorithm described in (5.77),
it requires the exact implementation of the generalized inverse of L at each iteration,
which is a challenging task.
Next, we extend (5.23) to the problem of solving an inclusion involving the sum
of m composite monotone operators. We obtain an algorithm in which the operators
(Bi)1≤i≤m can be activated in parallel, and independently from the transformations
(Li)1≤i≤m.
Theorem 5.29 Let z ∈ H and let (ωi)1≤i≤m be real numbers in ]0, 1] such that
∑m
i=1 ωi = 1.
For every i ∈ {1, . . . , m}, let (Gi, ‖ · ‖Gi) be a real Hilbert space, let ri ∈ Gi, let Bi : Gi → 2Gi
be maximally monotone, and suppose that 0 6= Li ∈ B (H,Gi). Moreover, assume that
z ∈ ran
m∑
i=1
ωiL
∗
i ◦Bi ◦ (Li · −ri). (5.78)
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Consider the problem
find x ∈ H such that z ∈
m∑
i=1
ωiL
∗
iBi(Lix− ri), (5.79)
and the problem
find v1 ∈ G1, . . . , vm ∈ Gm such that
m∑
i=1
ωiL
∗
i vi = z and (∃ x ∈ H)

v1∈ B1(L1x− r1)
...
vm∈ Bm(Lmx− rm).
(5.80)
Now, for every i ∈ {1, . . . , m}, let (a1,i,n)n∈N and (c1,i,n)n∈N be absolutely summable se-
quences in H, let (a2,i,n)n∈N, (bi,n)n∈N, and (c2,i,n)n∈N be absolutely summable sequences in
Gi, let xi,0 ∈ H, and let vi,0 ∈ Gi. Furthermore, set β = max1≤i≤m ‖Li‖, let ε ∈ ]0, 1/(β + 1)[,
let (γn)n∈N be a sequence in [ε, (1− ε)/β], and set
(∀n ∈ N)

xn =
∑m
i=1 ωixi,n
For i = 1, . . . , m⌊
y1,i,n = xi,n − γn(L∗i vi,n + a1,i,n)
y2,i,n = vi,n + γn(Lixi,n + a2,i,n)
p1,n =
∑m
i=1 ωiy1,i,n + γnz
For i = 1, . . . , m
p2,i,n = JγnB−1i (y2,i,n − γnri) + bi,n
q1,i,n = p1,n − γn(L∗i p2,i,n + c1,i,n)
q2,i,n = p2,i,n + γn(Lip1,n + c2,i,n)
xi,n+1 = xi,n − y1,i,n + q1,i,n
vi,n+1 = vi,n − y2,i,n + q2,i,n.
(5.81)
Then the following hold for some solution x to (5.79) and some solution (vi)1≤i≤m to (5.80)
such that, for every i ∈ {1, . . . , m}, vi ∈ Bi(Lix− ri).
(i) xn ⇀ x and, for every i ∈ {1, . . . , m}, vi,n ⇀ vi.
(ii) Suppose that, for every i ∈ {1, . . . , m}, B−1i is strongly monotone at vi. Then, for
every i ∈ {1, . . . , m}, vi,n → vi.
Proof. Let H be the real Hilbert space obtained by endowing the Cartesian product
Hm with the scalar product 〈· | ·〉
H
: (x,y) 7→ ∑mi=1 ωi 〈xi | yi〉, where x = (xi)1≤i≤m
and y = (yi)1≤i≤m denote generic elements in H. The associated norm is ‖ · ‖H : x 7→√∑m
i=1 ωi‖xi‖2. Likewise, let G denote the real Hilbert space obtained by endowing
G1 × · · · × Gm with the scalar product and the associated norm respectively defined by
〈· | ·〉
G
: (y, z) 7→
m∑
i=1
ωi 〈yi | zi〉Gi and ‖ · ‖G : y 7→
√√√√ m∑
i=1
ωi‖yi‖2Gi. (5.82)
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Define
V =
{
(x, . . . , x) ∈H | x ∈ H} and j : H → V : x 7→ (x, . . . , x). (5.83)
In view of (5.32), the normal cone operator of V is
NV : H→ 2H : x 7→
{
V ⊥ =
{
u ∈H | ∑mi=1 ωiui = 0}, if x ∈ V ;
∅, otherwise.
(5.84)
Now set
A = NV , B : G → 2G : y 7→
m×
i=1
Biyi, L : H→ G : x 7→ (Lixi)1≤i≤m, and r = (ri)1≤i≤m.
(5.85)
It is easily checked that A and B are maximally monotone with resolvents
(∀γ ∈ ]0,+∞[) JγA : x 7→ PV x = j
( m∑
i=1
ωixi
)
and JγB−1 : y 7→
(
JγB−1i
yi
)
1≤i≤m
.
(5.86)
Moreover, L ∈ B (H,G) and
L∗ : G →H : v 7→ (L∗i vi)1≤i≤m. (5.87)
Now, set{
P =
{
x ∈H | j(z) ∈ Ax+L∗B(Lx− r)}
D =
{
v ∈ G | −r ∈ −LA−1(j(z)−L∗v) +B−1v}. (5.88)
Then, for every x ∈ H,
x solves (5.79) ⇔ z ∈
m∑
i=1
ωiL
∗
i
(
Bi(Lix− ri)
)
⇔
(
∃ (vi)1≤i≤m ∈
m×
i=1
Bi(Lix− ri)
)
z =
m∑
i=1
ωiL
∗
i vi
⇔
(
∃ (vi)1≤i≤m ∈
m×
i=1
Bi(Lix− ri)
) m∑
i=1
ωi(z − L∗i vi) = 0
⇔ (∃v ∈ B(Lj(x)− r)) j(z)− L∗v ∈ V ⊥ = Aj(x)
⇔ j(z) ∈ Aj(x) +L∗B(Lj(x)− r)
⇔ j(x) ∈ P ⊂ V . (5.89)
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Moreover, for every v ∈ G,
v solves (5.80) ⇔
m∑
i=1
ωi(z − L∗i vi) = 0 and (∃ x ∈ H) (vi)1≤i≤m ∈
m×
i=1
Bi(Lix− ri)
⇔ (∃ x ∈ H) j(z)− L∗v ∈ V ⊥ = Aj(x) and v ∈ B(Lj(x)− r)
⇔ (∃ x ∈ H) j(x) ∈ A−1(j(z)− L∗v) and Lj(x)− r ∈ B−1v
⇔ (∃x ∈ V = domA) x ∈ A−1(j(z)− L∗v) and Lx− r ∈ B−1v
⇔ −r ∈ −LA−1(j(z)− L∗v)+B−1v
⇔ v ∈ D. (5.90)
Altogether, solving the inclusion (5.79) inH is equivalent to solving the inclusion j(z) ∈
Ax+L∗B(Lx− r) in H and solving (5.80) in G is equivalent to solving −r ∈ B−1v −
LA−1
(
j(z) − L∗v) in G. Next, let us show that the algorithm described in (5.81) is
a particular case of the algorithm described in (5.60) in Theorem 5.22. To this end
define, for every n ∈ N, xn = (xi,n)1≤i≤m, vn = (vi,n)1≤i≤m, y1,n = (y1,i,n)1≤i≤m, y2,n =
(y2,i,n)1≤i≤m, p1,n = j(p1,n), p2,n = (p2,i,n)1≤i≤m, q1,n = (q1,i,n)1≤i≤m, q2,n = (q2,i,n)1≤i≤m,
a1,n = (a1,i,n)1≤i≤m, a2,n = (a2,i,n)1≤i≤m, b2,n = (bi,n)1≤i≤m, c1,n = (c1,i,n)1≤i≤m, and c2,n =
(c2,i,n)1≤i≤m. Then we deduce from (5.85), (5.86), and (5.87) that, in terms of these new
variables, (5.81) can be rewritten as
(∀n ∈ N)

y1,n = xn − γn(L∗vn + a1,n)
y2,n = vn + γn(Lxn + a2,n)
p1,n = JγnA(y1,n + γnz)
p2,n = JγnB−1(y2,n − γnr) + b2,n
q1,n = p1,n − γn(L∗p2,n + c1,n)
q2,n = p2,n + γn(Lp1,n + c2,n)
xn+1 = xn − y1,n + q1,n
vn+1 = vn − y2,n + q2,n.
(5.91)
Moreover, ‖L‖ ≤ max1≤i≤m ‖Li‖ = β, and our assumptions imply that the sequences
(a1,n)n∈N, (c1,n)n∈N, (a2,n)n∈N, (b2,n)n∈N, and (c2,n)n∈N are absolutely summable. Further-
more, (5.78) and (5.89) assert that j(z) ∈ ran(A+L∗ ◦B ◦ (L · −r)).
(i) : It follows from Theorem 5.22(ii) that there exists x ∈ P and (vi)1≤i≤m = v ∈ D
such that j(z) − L∗v ∈ Ax, v ∈ B(Lx − r), xn ⇀ x, and vn ⇀ v. Hence j(xn) =
PV xn ⇀ PV x = x. Since (5.89) asserts that there exists a solution x to (5.79) such
that x = j(x), we obtain that xn = j
−1(PV xn) ⇀ j
−1(x) = x. Altogether, by (5.90), for
every i ∈ {1, . . . , m}, vi,n ⇀ vi, where (vi)1≤i≤m solves (5.80).
(ii) : Let (w1,y1) and (w2,y2) in grB
−1. We derive from (5.85) that (∀i ∈
{1, . . . , m}) y1,i ∈ B−1i w1,i and y2,i ∈ B−1i w2,i. Hence, since the operators
(B−1i )1≤i≤m are strongly monotone, there exist constants (ρi)1≤i≤m in ]0,+∞[ such that
〈y1 − y2 | w1 −w2〉G =
∑m
i=1 ωi 〈y1,i − y2,i | w1,i − w2,i〉Gi ≥
∑m
i=1 ωiρi‖w1,i − w2,i‖2Gi ≥
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ρ‖w1 − w2‖2G, where ρ = min1≤i≤m ρi ∈ ]0,+∞[. Therefore, B−1 is strongly monotone
and hence uniformly monotone. Thus, the result follows from Theorem 5.22(iv).
5.2.4 Variational problems
We apply the results of the previous sections to minimization problems. Let us first
recall some standard notation and results [6, 41]. We denote by Γ0(H) the class of
lower semicontinuous convex functions f : H → ]−∞,+∞] such that dom f = {x ∈ H |
f(x) < +∞} 6= ∅. Now let f ∈ Γ0(H). The conjugate of f is the function f ∗ ∈ Γ0(H)
defined by f ∗ : u 7→ supx∈H(〈x | u〉 − f(x)). Moreover, for every x ∈ H, f + ‖x − ·‖2/2
possesses a unique minimizer, which is denoted by proxf x. Alternatively,
proxf = (Id+∂f)
−1 = J∂f , (5.92)
where ∂f : H → 2H : x 7→ {u ∈ H | (∀y ∈ H) 〈y − x | u〉+ f(x) ≤ f(y)} is the subdiffe-
rential of f , which is a maximally monotone operator. Finally, let C be a convex subset
of H. The indicator function of C is denoted by ιC , its support function by σC , and its
strong relative interior (the set of points in x ∈ C such that the cone generated by−x+C
is a closed vector subspace of H) by sriC. The following facts will also be required.
Proposition 5.30 Let f ∈ Γ0(H), let g ∈ Γ0(G), let L ∈ B (H,G), let z ∈ H, and let r ∈ G.
Then the following hold.
(i) zer(−z + ∂f + L∗ ◦ (∂g) ◦ (L · −r)) ⊂ Argmin(f − 〈· | z〉+ g ◦ (L · −r)).
(ii) zer(r − (L ◦ (∂f ∗) ◦ (z − L∗·)) + ∂g∗) ⊂ Argmin(f ∗(z − L∗·) + g∗ + 〈r | ·〉).
(iii) Suppose that one of the following is satisfied.
(a) Argmin(f + g ◦ (L · −r)− 〈· | z〉) 6= ∅ and r ∈ sri(L(dom f)− dom g).
(b) Argmin(f+g ◦ (L ·−r)−〈· | z〉) ⊂ Argmin(f−〈· | z〉)∩Argmin g ◦ (L ·−r) 6= ∅
and r ∈ sri(ranL− dom g).
(c) f = ιC and g = ιD, z = 0, where C and D are closed convex subset of H and G,
respectively, such that C ∩ L−1(r +D) 6= ∅ and r ∈ sri(ranL−D).
Then z ∈ ran(∂f + L∗ ◦ (∂g) ◦ (L · −r)).
Proof. (i)&(ii) : By [6, Proposition 16.5(ii) and Theorem 16.2], zer(−z+ ∂f +L∗ ◦ (∂g) ◦
(L · −r)) ⊂ zer(∂(f −〈· | z〉+ g ◦ (L · −r))) = Argmin(f −〈· | z〉+ g ◦ (L · −r)). We obtain
(ii) similarly.
(iii)(a) : By [6, Theorem 16.2 and Theorem 16.37(i)], we have
∅ 6= Argmin(f + g ◦ (L · −r)− 〈· | z〉) = zer ∂(f + g ◦ (L · −r)− 〈· | z〉)
= zer(−z + ∂f + L∗ ◦ (∂g) ◦ (L · −r)).
(5.93)
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(iii)(b) : Since r ∈ sri(ranL − dom g), using (i) and standard convex analysis, we
obtain
Argmin(f − 〈· | z〉) ∩Argmin(g ◦ (L · −r)) = zer(−z + ∂f) ∩ zer ∂(g ◦ (L · −r))
= zer(−z + ∂f) ∩ zer(L∗ ◦ (∂g) ◦ (L · −r))
⊂ zer(−z + ∂f + L∗ ◦ (∂g) ◦ (L · −r))
⊂ Argmin(f + g ◦ (L · −r)− 〈· | z〉).
(5.94)
Therefore, the hypotheses yield zer(−z+∂f +L∗ ◦ (∂g)◦ (L ·−r)) = Argmin(f −〈· | z〉)∩
Argmin(g ◦ (L · −r)) 6= ∅.
(iii)(c) : Since dom(ιC + ιD(L · −r)) = C ∩ L−1(r +D),
Argmin(ιC + ιD ◦ (L · −r)) = Argmin ιC∩L−1(r+D)
= C ∩ L−1(r +D)
= Argmin ιC ∩Argmin(ιD ◦ (L · −r)) 6= ∅. (5.95)
In view of (ii) applied to f = ιC , g = ιD, and z = 0, the proof is complete.
Our first result is a new splitting method for the Fenchel-Rockafellar duality frame-
work (5.25)–(5.26).
Proposition 5.31 Let f ∈ Γ0(H), let g ∈ Γ0(G), let L ∈ B (H,G), let z ∈ H, and let r ∈ G.
Suppose that L 6= 0 and that
z ∈ ran (∂f + L∗ ◦ (∂g) ◦ (L · −r)). (5.96)
Consider the primal problem
minimize
x∈H
f(x) + g(Lx− r)− 〈x | z〉 , (5.97)
and the dual problem
minimize
v∈G
f ∗(z − L∗v) + g∗(v) + 〈v | r〉 . (5.98)
Let (a1,n)n∈N, (b1,n)n∈N, and (c1,n)n∈N be absolutely summable sequences in H, and let
(a2,n)n∈N, (b2,n)n∈N, and (c2,n)n∈N be absolutely summable sequences in G. Furthermore,
let x0 ∈ H, let v0 ∈ G, let ε ∈ ]0, 1/(‖L‖+ 1)[, let (γn)n∈N be a sequence in [ε, (1− ε)/‖L‖ ],
and set
(∀n ∈ N)

y1,n = xn − γn(L∗vn + a1,n)
y2,n = vn + γn(Lxn + a2,n)
p1,n = proxγnf(y1,n + γnz) + b1,n
p2,n = proxγng∗(y2,n − γnr) + b2,n
q1,n = p1,n − γn(L∗p2,n + c1,n)
q2,n = p2,n + γn(Lp1,n + c2,n)
xn+1 = xn − y1,n + q1,n
vn+1 = vn − y2,n + q2,n.
(5.99)
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Then the following hold for some solution x to (5.97) and some solution v to (5.98) such
that z − L∗v ∈ ∂f(x) and v ∈ ∂g(Lx− r).
(i) xn − p1,n → 0 and vn − p2,n → 0.
(ii) xn ⇀ x, p1,n ⇀ x, vn ⇀ v, and p2,n ⇀ v.
(iii) Suppose that f is uniformly convex at x. Then xn → x and p1,n → x.
(iv) Suppose that g∗ is uniformly convex at v. Then vn → v and p2,n → v.
Proof. Suppose that A = ∂f and B = ∂g in Problem 5.10. Then, since A−1 = ∂f ∗ and
B−1 = ∂g∗, we derive from Proposition 5.30(i)&(ii) that the solutions to (5.23) and
(5.24) are solutions to (5.97) and (5.98), respectively. Moreover, (5.92) implies that
(5.99) is a special case of (5.60). Finally, the uniform convexity of a function ϕ ∈ Γ0(H)
at a point of the domain of ∂ϕ implies the uniform monotonicity of ∂ϕ at that point [41,
Section 3.4]. Altogether, the results follow from Theorem 5.22.
Remark 5.32 Here are some comments on Proposition 5.31.
(i) Sufficient conditions for (5.96) to hold are provided in Proposition 5.30.
(ii) As in Remark 5.23, if the proximity operator of g is simpler to implement than
that of g∗, p2,n in (5.99) can be computed via the identity proxγng∗ y = y −
γn proxγ−1n g(γ
−1
n y).
(iii) In the special case when H and G are Euclidean spaces, an alternative primal-dual
algorithm is proposed in [8], which also uses the proximity operators of f and g,
and the operator L in separate steps. This method is derived there in the spirit of
the proximal [35] and alternating direction (see [21] and the references therein)
methods of multipliers.
(iv) Condition (iii) is satisfied when f is strongly convex, i.e., when h = f − α‖ · ‖2/2
is convex for some α ∈ ]0,+∞[. In this case, after rescaling, problem (5.96) can be
written as
minimize
x∈H
h(x) + g(Lx− r) + 1
2
‖x− z‖2. (5.100)
An alternative primal-dual splitting method for solving this strongly convex pro-
blem is proposed in [12].
We now turn our attention to problems involving the sum ofm composite functions.
Proposition 5.33 Let z ∈ H and let (ωi)1≤i≤m be reals in ]0, 1] such that
∑m
i=1 ωi = 1. For
every i ∈ {1, . . . , m}, let (Gi, ‖ · ‖Gi) be a real Hilbert space, let ri ∈ Gi, let gi ∈ Γ0(Gi), and
suppose that 0 6= Li ∈ B (H,Gi). Moreover, assume that
z ∈ ran
m∑
i=1
ωiL
∗
i ◦ (∂gi) ◦ (Li · −ri). (5.101)
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Consider the problem
minimize
x∈H
m∑
i=1
ωi gi(Lix− ri)− 〈x | z〉 , (5.102)
and the problem
minimize
v1∈G1,...,vm∈Gm∑m
i=1 ωiL
∗
i vi=z
m∑
i=1
ωi
(
g∗i (vi) + 〈vi | ri〉
)
. (5.103)
For every i ∈ {1, . . . , m}, let (a1,i,n)n∈N and (c1,i,n)n∈N be absolutely summable sequences
in H, let (a2,i,n)n∈N, (bi,n)n∈N, and (c2,i,n)n∈N be absolutely summable sequences in Gi, let
xi,0 ∈ H, and let vi,0 ∈ Gi. Furthermore, set β = max1≤i≤m ‖Li‖, let ε ∈ ]0, 1/(β + 1)[, let
(γn)n∈N be a sequence in [ε, (1− ε)/β], and set
(∀n ∈ N)

xn =
∑m
i=1 ωixi,n
For i = 1, . . . , m⌊
y1,i,n = xi,n − γn(L∗i vi,n + a1,i,n)
y2,i,n = vi,n + γn(Lixi,n + a2,i,n)
p1,n =
∑m
i=1 ωiy1,i,n + γnz
For i = 1, . . . , m
p2,i,n = proxγng∗i (y2,i,n − γnri) + bi,n
q1,i,n = p1,n − γn(L∗i p2,i,n + c1,i,n)
q2,i,n = p2,i,n + γn(Lip1,n + c2,i,n)
xi,n+1 = xi,n − y1,i,n + q1,i,n
vi,n+1 = vi,n − y2,i,n + q2,i,n.
(5.104)
Then the following hold for some solution x to (5.102) and some solution (vi)1≤i≤m to
(5.103) such that, for every i ∈ {1, . . . , m}, vi ∈ ∂gi(Lix− ri).
(i) xn ⇀ x and, for every i ∈ {1, . . . , m}, vi,n ⇀ vi.
(ii) Suppose that, for every i ∈ {1, . . . , m}, g∗i is strongly convex at vi. Then, for every
i ∈ {1, . . . , m}, vi,n → vi.
Proof. Define H, G, L, V , r, and j : H → V as in the proof of Theorem 5.29. Moreover,
set f = ιV and g : G → ]−∞,+∞] : y 7→
∑m
i=1 ωi gi(yi). Then, f ∈ Γ0(H), g ∈ Γ0(G),
f ∗ = ιV ⊥, and g
∗ : v 7→∑mi=1 ωi g∗i (vi). Therefore, (5.101) is equivalent to
j(z) ∈ ran (∂f +L∗ ◦ (∂g) ◦ (L · −r)). (5.105)
Furthermore, (5.102) and (5.103) are equivalent to
minimize
x∈H
f (x) + g(Lx− r)− 〈x | j(z)〉
H
(5.106)
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and
minimize
v∈G
f ∗(j(z)−L∗v) + g∗(v) + 〈r | v〉
G
, (5.107)
respectively. On the other hand since, for every γ ∈ ]0,+∞[, proxγf : x 7→ j(
∑m
i=1 ωixi)
and proxγg∗ = (proxγg∗i )1≤i≤m, (5.104) is a particular case of (5.99). Finally, in (ii), g
∗
is strongly, hence uniformly, convex at v. Altogether, the results follow from Proposi-
tion 5.31.
Remark 5.34 Suppose that (5.102) has a solution and that
(r1, . . . , rm) ∈ sri
{
(L1x− y1, . . . , Lmx− ym) | x ∈ H, y1 ∈ dom g1, . . . , ym ∈ dom gm
}
.
(5.108)
Then, with the notation of the proof of Proposition 5.33, (5.108) is equivalent to r ∈
sri(L(V )− dom g) = sri(L(domf ) − dom g). Thus, Proposition 5.30(iii)(a) asserts that
(5.101) holds.
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Chapitre 6
Décomposition de domaine dans les
équations aux dérivées partielles
6.1 Description et résultats principaux
Ce chapitre est consacré aux problèmes de décomposition de domaine dans les
équations aux dérivées partielles. Un de ces objectifs principaux est la résolution d’équa-
tions aux dérivées partielles et des problèmes de frontière associés par la décomposition
du domaine original en des sous-domaines simples (voir [11, 17, 23, 25]).
Ω2
Ω3
Ω4
Ωm−2
Ωm
Ω1
Υ1,1
Υ2,2
Υm,m
. . .
Υm−2,m
Υm−1,m−2
Ωm−1 Υm−1,m
Υ1,3
Υ2,3
Υ1,2
Υ3,4
Υ2,4
Ω
FIGURE 6.1 – Décomposition de domaine Ω.
Notre méthode repose sur un problème de minimisation. Le domaine original Ω est
divisé en m sous-domaines (Ωi)1≤i≤m (voir Figure 6.1) et nous cherchons une solution
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(ui)1≤i≤m de
minimiser
u1∈H1,..., um∈Hm
m∑
i=1
ϕi(ui) +
m−1∑
i=1
∑
j∈J(i+)
ψij(Tij ui − Tji uj). (6.1)
Dans cette formulation, chaque fonction ui : Ωi → R appartient à un espace de
Sobolev hilbertien Hi approprié. De plus, ϕi : Hi → ]−∞,+∞] est une fonction semi-
continue inférieurement et convexe, J(i+) est l’ensemble d’indices j > i des interfaces
actives Υij de Ωi, Tij : Hi → L2(Υij) est l’opérateur de trace relatif à l’interface Υij et
ψij : L
2(Υij)→ ]−∞,+∞] est une fonction semi-continue inférieurement et convexe. La
composante découplée (ui)1≤i≤m 7→
∑m
i=1 ϕi(ui) dans (6.1) peut être non lisse et peut
prendre la valeur +∞. Dans certaines applications que nous examinerons ultérieure-
ment, les fonctions (ϕi)1≤i≤m sont des potentiels d’énergie associées à des équations aux
dérivées partielles définies sur les sous-domaines. Notre formulation peut incorporer des
potentiels non quadratiques et, en particulier, elle peut modéliser des problèmes avec
l’opérateur p-Laplacien. Par surcroît, vu que les potentiels (ϕi)1≤i≤m ne doivent pas être
toujours finis, c’est possible d’inclure des contraintes sur chaque ui. Par ailleurs, le poten-
tiel de couplage (ui)1≤i≤m 7→
∑m−1
i=1
∑
j∈J(i+) ψij(Tij ui − Tji uj) modélise des conditions
de transmission à travers des interfaces. En particulier, en prenant ((ψij)j∈J(i+))1≤i≤m
comme les fonctions indicatrices de {0}, le terme de couplage prend la valeur zéro si
les sauts à travers des interfaces des fonctions (ui)1≤i≤m sont nuls et il prend la valeur
+∞ ailleurs, d’où découle la propriété de continuité à travers les interfaces. Une grande
avantage de cette approche est sa flexibilité : on peut traiter d’une manière unifiée des
conditions de transmission non linéaires et/ou unilatérales, et divers potentiels d’énergie
dans les sous-domaines.
Nous appliquons l’algorithme d’éclatement décrit dans la Proposition 5.8 à la réso-
lution de (6.1), en l’adaptant à un cadre multicomposante sur des espaces de Sobolev
hilbertiens. L’algorithme obtenu résout (6.1) d’une manière complètement décomposée :
chaque pas élémentaire met en scène les constituants du problème (principalement ui,
ϕi, ψij , et Tij) séparément. De plus, la méthode résout aussi le problème dual associé à
(6.1), c’est-à-dire
minimiser
i∈I,j∈J(i+)
gij∈L
2(Υij)
m∑
i=1
ϕ∗i
( ∑
j∈J(i−)
T∗ijgji −
∑
j∈J(i+)
T∗ijgij
)
+
m−1∑
i=1
∑
j∈J(i+)
ψ∗ij(gij), (6.2)
où T∗ij est l’opérateur adjoint de l’opérateur de trace Tij , et ϕ
∗
i et ψ
∗
ij sont les conjugués
de Legendre-Fenchel de ϕi et ψij , respectivement. Dans ce problème dual la variable gij
modélise la tension à travers l’interface Υij .
Avant présenter en détail notre problème et l’algorithme pour le résoudre, nous
présentons ci-dessous la notation utilisée dans ce chapitre et les hypothèses générales
du problème.
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Notation. Soit RN l’espace euclidien de dimension N et notons par | · | sa norme,
où N ≥ 2. Soit Ω un sous-ensemble de RN non vide, borné et ouvert avec frontière lip-
schitzienne bdryΩ. L’espace H1(Ω) =
{
u ∈ L2(Ω) | Du ∈ (L2(Ω))N}, où D représente
le gradient faible, est un espace hilbertien muni du produit scalaire 〈· | ·〉H1(Ω) : (u, v) 7→∫
Ω
uv +
∫
Ω
(Du)⊤Dv. On note par S la mesure de surface définie sur bdryΩ [22, Sec-
tion 1.1.3]. De plus, soit Υ un sous-ensemble non vide et ouvert de bdry Ω et soit L2(Υ)
l’espace de fonctions définies sur Υ dont le carré est S-intégrable. Muni du produit sca-
laire
〈· | ·〉L2(Υ) : (g, h) 7→
∫
Υ
gh dS, (6.3)
L2(Υ) est un espace hilbertien. L’opérateur de trace associé à Ω est l’unique opérateur
T ∈ B (H1(Ω), L2(bdry Ω)) tel que (∀u ∈ C1(Ω)) Tu = u|bdryΩ. Muni du produit scalaire
〈· | ·〉 : (u, v) 7→
∫
Ω
(Du)⊤Dv, (6.4)
l’espace H10,Υ(Ω) =
{
u ∈ H1(Ω) | T u = 0 surΥ} est un espace hilbertien [27,
Section 25.10]. Finalement, pour S-presque partout ω ∈ bdryΩ, il existe un vec-
teur normal unitaire orienté vers l’extérieur ν(ω). Pour détails et compléments, voir
[1, 13, 16, 22, 27].
Hypothèse 6.1 Soit m ≥ 2 un entier et soit I = {1, . . . , m}.
(A1) Ω est un sous-ensemble ouvert borné de RN avec frontière lipschitzienne bdryΩ.
(A2) (Ωi)i∈I sont des sous-ensembles disjoints ouverts de Ω (voir Fig. 6.1) tels que les
frontières (bdryΩi)i∈I sont lipschitziennes, Ω =
⋃m
i=1Ωi et
(∀i ∈ I) Υii = intbdryΩ(bdry Ωi ∩ bdry Ω) 6= ∅, (6.5)
où intbdryΩ est l’intérieur relatif à bdryΩ.
(A3) Pour tout i ∈ I, soit
(∀j ∈ {i+ 1, . . . , m}) Υij = Υji = intbdryΩi(bdry Ωi ∩ bdryΩj). (6.6)
L’ensemble d’indices d’interfaces actives de Ωi
J(i) =
{
j ∈ I r {i} | Υij 6= ∅
}
(6.7)
est non vide.
(A4) Pour tout i ∈ I, J(i−) = J(i) ∩ {1, . . . , i − 1} et J(i+) = J(i) ∩ {i + 1, . . . , m}, en
considérant la convention J(1−) = J(m+) = ∅.
(A5) Pour tout i ∈ I, Ti : H1(Ωi)→ L2(bdryΩi) est l’opérateur de trace,
Hi = H10,Υii(Ωi) =
{
u ∈ H1(Ωi) | Ti u = 0 surΥii
}
, (6.8)
et, pour tout j ∈ J(i), Tij : Hi → L2(Υij) : u 7→ (Tiu)|Υij .
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(A6) Pour tout i ∈ I,
Gi =
⊕
j∈J(i)
L2(Υij), (6.9)
νi(ω) est le vecteur normale unitaire orienté vers l’extérieur sur ω ∈ bdry Ωi, et Qi
est l’opérateur qui associe, pour tout (f, (gj)j∈J(i)) dans L2(Ωi)×Gi l’unique solution
faible dans Hi du problème Dirichlet-Neumann
−∆u = f dans Ωi,
u = 0 sur Υii,
ν⊤i Du = gj sur Υij, pour tout j ∈ J(i+),
ν⊤i Du = −gj sur Υij, pour tout j ∈ J(i−).
(6.10)
Notons que, puisque bdryΩi = Υii∪
⋃
j∈J(i+)Υij∪
⋃
j∈J(i−)Υij , l’existence et unicité
de la solution de (6.10) sont assurées par [27, Theorem 25.I], d’où nous déduisons
que Qi est linéaire.
Problème 6.2 Supposons que l’Hypothèse 6.1 soit satisfaite, pour tout i ∈ I, soit ϕi ∈
Γ0(Hi) et, pour tout j ∈ J(i+), soit ψij ∈ Γ0(L2(Υij)). Assumons que, pour tout i ∈ I, il
existe ui ∈ Hi et, pour tout j ∈ J(i+), il existe gij ∈ L2(Υij) telles que
(∀i ∈ I)
{
−Qi
(
0, (gij)j∈J(i+), (gji)j∈J(i−)
) ∈ ∂ϕi(ui)
(∀j ∈ J(i+)) gij ∈ ∂ψij(Tij ui − Tji uj).
(6.11)
Le problème primal est
minimiser
u1∈H1,..., um∈Hm
m∑
i=1
ϕi(ui) +
m−1∑
i=1
∑
j∈J(i+)
ψij(Tij ui − Tji uj), (6.12)
et le problème dual est
minimiser
i∈I,j∈J(i+)
gij∈L
2(Υij)
m∑
i=1
ϕ∗i
(−Qi(0, (gij)j∈J(i+), (gji)j∈J(i−)))+ m−1∑
i=1
∑
j∈J(i+)
ψ∗ij(gij). (6.13)
Algorithme 6.3 On suppose que l’Hypothèse 6.1 soit satisfaite et, pour tout i ∈ I,
soit ui,0 ∈ Hi, soient (a1i,n)n∈N, (b1i,n)n∈N et (c1i,n)n∈N des suites absolument som-
mables dans Hi, pour tout j ∈ J(i+), soit gij,0 ∈ L2(Υij), soient (a2ij,n)n∈N, (b2ij,n)n∈N
et (c2ij,n)n∈N des suites absolument sommables dans L2(Υij), et soit βij ∈ ]0, ‖Tij‖[.
Posons β = (
∑m−1
i=1
∑
j∈J(i+) β
2
ij)
1/2, soit ε ∈ ]0, 1/(β + 1)[ et soit (γn)n∈N une suite
dans [ε, (1− ε)/β ]. On génère des suites (u1,n)n∈N, . . . , (um,n)n∈N et (((gij,n)n∈N)j∈J(i+))i∈I
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comme suit.
For n = 1, 2, . . .
Pour tout i ∈ I
vi,n = ui,n − γn
(
Qi
(
0, (gij,n)j∈J(i+), (gji,n)j∈J(i−)
)
+ a1i,n
)
pi,n =
(
argmin
w∈Hi
γnϕi(w) +
1
2
∫
Ωi
∣∣Dw −Dvi,n∣∣2)+ b1i,n
Pour tout j ∈ J(i+) zij,n = gij,n + γn(Tijui,n − Tjiuj,n + a2ij,n)qij,n = zij,n − γn( argmin
w∈L2(Υij)
1
γn
ψij(w) +
1
2
∫
Υij
∣∣∣∣w − zij,nγn
∣∣∣∣2dS)+ b2ij,n
Pour tout i ∈ I
ri,n = pi,n − γn
(
Qi
(
0, (qij,n)j∈J(i+), (qji,n)j∈J(i−)
)
+ c1i,n
)
ui,n+1 = ui,n − vi,n + ri,n
Pour tout j ∈ J(i+)⌊
sij,n = qij,n + γn
(
Tijpi,n − Tjipj,n + c2ij,n
)
gij,n+1 = gij,n − zij,n + sij,n.
(6.14)
Dans la suite nous présentons le comportement asymptotique de l’Algorithme 6.3,
ce qui est le résultat principal de ce chapitre. Nous présentons d’abord la definition
suivante qui sera utile par la suite.
Définition 6.4 Une fonction Φ: H → ]−∞,+∞] satisfait la propriété Kadec’–Klee si, pour
toute suite (un)n∈N dans domΦ et pour tout u ∈ H, nous avons{
un ⇀ u
limΦ(un) ≤ Φ(u)
⇒ un → u. (6.15)
Théorème 6.5 Soient (u1,n)n∈N, . . . , (um,n)n∈N et (((gij,n)n∈N)j∈J(i+))i∈I les suites géné-
rées par l’Algorithme 6.15. Alors nous avons les résultats suivants pour quelque solution
(u1, . . . , um) de (6.65) et quelque solution ((gij)j∈J(i+))i∈I de (6.66) telles que (6.64) est
satisfait.
(i) Pour tout i ∈ I et j ∈ J(i+), ui,n − pi,n → 0 et gij,n − qij,n → 0.
(ii) Pour tout i ∈ I et j ∈ J(i+), ui,n ⇀ ui, pi,n ⇀ ui, gij,n ⇀ gij, et qij,n ⇀ gij .
(iii) Supposons que la fonction
H→ ]−∞,+∞] : (ui)i∈I 7→
∑
i∈I
ϕi(ui) (6.16)
satisfasse la propriété Kadec’–Klee surH. Alors, pour tout i ∈ I, ui,n → ui et pi,n → ui.
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(iv) Supposons que la fonction
G → ]−∞,+∞] : ((gij)j∈J(i+))i∈I 7→
∑
i∈I
∑
j∈J(i+)
ψ∗ij(gij) (6.17)
satisfasse la propriété Kadec’–Klee sur H. Alors, pour tout i ∈ I et j ∈ J(i+), gij,n →
gij et qij,n → gij .
Enfin, nous appliquons l’Algorithme 6.3 aux problèmes de décomposition de do-
maine avec des conditions de continuité aux interfaces pour deux équations aux dérivées
partielles classiques. La première application est consacrée au problème de Poisson avec
des conditions de Dirichlet à la frontière{
−∆u = f, dans Ω;
u = 0, sur bdry Ω,
(6.18)
dont la solution faible est la solution unique du problème de minimisation (voir [14,
Chapter IV.2.1] et [27, Chapter 25.9])
minimiser
u∈H10 (Ω)
1
2
∫
Ω
|Du|2 −
∫
Ω
fu. (6.19)
Nous résolvons le problème suivant, qui est obtenu lorsque le domaine Ω est décomposé
en m sous-domaines Ω1, . . . ,Ωm.
Problème 6.6 Soit f ∈ L2(Ω). Supposons que l’Hypothèse 6.1 soit satisfaite et que, pour
tout i ∈ I et j ∈ J(i+), Υij et bdry Ω soient de classe C2. Le problème est de
minimiser
u1∈H1,...,um∈Hm
(∀i∈I)(∀j∈J(i+)) Tijui=Tjiuj
m∑
i=1
1
2
∫
Ωi
|Dui|2 −
∫
Ωi
fui. (6.20)
Nous montrons que le Problème 6.6 a une solution unique qui permet de construire
la solution du problème (6.19), et nous appliquons l’Algorithme 6.3 au Problème 6.6
pour trouver cette solution. La convergence forte des itérés générés par l’Algorithme 6.3
est garantie.
La seconde application est consacrée au problème de p-Laplacien avec des condi-
tions de Dirichlet à la frontière{
−div (|Du|p−2Du) = f, dans Ω;
u = 0, sur bdryΩ,
(6.21)
dont la solution faible est la solution unique du problème de minimisation (voir [14,
Section IV.2.2])
minimiser
u∈W 1,p
0
(Ω)
1
p
∫
Ω
|Du|p −
∫
Ω
fu. (6.22)
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Nous résolvons le problème suivant, qui est obtenu lorsque le domaine Ω est dé-
composé en m sous-domaines Ω1, . . . ,Ωm.
Problème 6.7 Soit p ∈ ]1,+∞[ et soit f ∈ L∞(Ω). Supposons que l’Hypothèse 6.1 soit
satisfaite et que bdryΩ et (Υij)i,j∈I soient de classe C2. De plus, posons
(∀i ∈ I) Epi =
{
u ∈ W 1,p(Ωi) | Tiu = 0 sur Υii
}
. (6.23)
Le problème est de
minimiser
u1∈E
p
1
,...,um∈E
p
m
(∀i∈I)(∀j∈J(i+)) Tijui=Tjiuj
m∑
i=1
1
p
∫
Ωi
|Dui|p −
∫
Ωi
fui. (6.24)
Nous montrons que le Problème 6.7 a une solution unique qui permet de construire
la solution du problème (6.21), et nous appliquons l’Algorithme 6.3 au Problème 6.7
pour trouver cette solution. La convergence forte dans W 1,p(Ω1) × · · · ×W 1,p(Ωm) des
itérés générés par l’Algorithme 6.3 est garantie sur certaines conditions de régularité de
la solution.
6.2 Article en anglais
DOMAIN DECOMPOSITION FOR PARTIAL DIFFERENTIAL
EQUATIONS VIA MONOTONE OPERATOR SPLITTING METHODS 1
Abstract :We propose a primal-dual parallel proximal splitting method for domain
decomposition of linear and nonlinear partial differential equations. It is obtained as an
adaptation of a general splitting framework recently proposed for structured monotone
inclusion problems. A key feature of our approach is that the continuity of the solution
across the interfaces of the subdomains is enforced by modeling it as a constraint in
the variational formulation. Weak convergence is obtained under mild regularity condi-
tions, and sufficient conditions are provided for strong convergence. Our method can
handle a wide range of linear and nonlinear problems, including unilateral transmission
conditions through the interfaces (semipermeable membrane, fissured material), and
p-Laplacian operators.
6.2.1 Introduction
Domain decomposition is an active, interdisciplinary research area concerned with
the analysis, and implementation of coupling and decoupling strategies in mathemati-
cal and computational models of natural and engineered systems. One of the primary
1. H. Attouch, L. M. Briceño-Arias, and P. L. Combettes, Domain decomposition for partial differential
equations via monotone operator splitting methods, prépublication.
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objectives of domain decomposition is to solve partial differential equations and the
associated boundary value problems on complex geometries, by partitioning the origi-
nal domain in smaller, simpler subdomains. Among the rich literature which has been
devoted to the subject, let us mention [11, 17, 23, 25]. In this paper we consider the
case of non-overlapping domain decomposition, in which subdomains intersect only on
their interfaces. This scenario allows for the design of approximation methods built from
different discretizations in the different subdomains.
Ω2
Ω3
Ω4
Ωm−2
Ωm
Ω1
Υ11
Υ22
Υmm
. . .
Υm−2,m
Υm−1,m−2
Ωm−1 Υm−1,m
Υ13
Υ23
Υ12
Υ34
Υ24
Ω
FIGURE 6.2 – Decomposition of the domain Ω.
Our method relies on a variational approach. The original domain Ω is partitioned
into m subdomains (Ωi)1≤i≤m (see Figure 6.2), and we look for a solution (u¯i)1≤i≤m of
the minimization problem
minimize
u1∈H1,..., um∈Hm
m∑
i=1
ϕi(ui) +
m−1∑
i=1
∑
j∈J(i+)
ψij(Tij ui − Tji uj). (6.25)
In this formulation, each function u¯i : Ωi → R is the restriction to Ωi of the solution
to the original problem in Ω, and it lies in a suitable Hilbert Sobolev space Hi. Mo-
reover, ϕi : Hi → ]−∞,+∞] is a lower semicontinuous convex function, J(i+) is the
set of indices j > i of the active interfaces Υij of Ωi, Tij : Hi → L2(Υij) denotes the
trace operator relative to the interface Υij, and ψij : L2(Υij) → ]−∞,+∞] is lower se-
micontinuous and convex. The decoupled component (ui)1≤i≤m 7→
∑m
i=1 ϕi(ui) in (6.25)
need be not smooth and may take on the value +∞. In the applications presented in
Section 6.2.5, (ϕi)1≤i≤m are energy functionals associated to some partial differential
equations on the subdomains. Our formulation can deal with non quadratic functionals,
and thereby captures for instance p-Laplacian problems or minimal surface problems.
Furthermore, it is possible to impose hard constraints on (ui)1≤i≤m since the poten-
tials (ϕi)1≤i≤m need not be everywhere finite. On the other hand, the coupling function
(ui)1≤i≤m 7→
∑m−1
i=1
∑
j∈J(i+) ψij(Tij ui − Tji uj) models transmission conditions through
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the interfaces. In particular, by taking ((ψij)j∈J(i+))1≤i≤m to be indicator functions of {0},
the coupling term takes the value zero if the jumps of the functions (ui)1≤i≤m across the
interfaces are equal to zero and +∞ elsewhere, whence the continuity property through
the interfaces. A major advantage of this approch is its flexibility : one can treat in a
unified fashion unilateral and/or nonlinear transmission conditions, and surface energy
functionals.
To solve (6.25) we bring into play a proximal splitting method recently developed
in [10] for solving convex minimization problems. This method will be adapted to solve
the multicomponent variational problem (6.25) in a fully decomposed fashion, in that
each elementary step of the algorithm involves the constituents of the problem (namely
ui, ϕi, ψij , and Tij) separately. In addition, it also solves the dual problem associated
with (6.25), that is
minimize
i∈I,j∈J(i+)
gij∈L2(Υij)
m∑
i=1
ϕ∗i
( ∑
j∈J(i−)
T∗ijgji −
∑
j∈J(i+)
T∗ijgij
)
+
m−1∑
i=1
∑
j∈J(i+)
ψ∗ij(gij), (6.26)
where T∗ij denotes the adjoint of the trace operator Tij , and ϕ
∗
i and ψ
∗
ij denote for the
conjugates of ϕi and ψij , respectively. In this dual problem the variables gij model ten-
sions at the interfaces Υij .
The paper is organized as follows. In Section 6.2.2 we present the notation and
the algorithm which is the basis of our method. In addition, we examine some condi-
tions for obtaining strong convergence. In Section 6.2.3 we formally state the domain
decomposition problem and its assumptions. The algorithm for solving (6.25)–(6.26) is
proposed and analyzed in Section 6.2.4, where we propose our algorithm and we study
its asymptotic behavior. Finally, in Section 6.2.5, we present some applications to the
domain decomposition in the Poisson problem, and the p–Laplacian problem.
6.2.2 Notation and preliminaries
Throughout the paper the following notation is adopted. We denote by RN the usual
N -dimensional Euclidean space and by | · | its norm, where N ≥ 2. Weak and strong
convergence are denoted by ⇀ and→, respectively. Let Ω be a nonempty open bounded
subset of RN with Lipschitz boundary bdry Ω. We denote by x a generic element of Ω,
and by dx the restriction to Ω of the Lebesgue measure on RN . For every p ∈ ]1,+∞[,
the spaceW 1,p(Ω) =
{
v ∈ Lp(Ω) | Dv ∈ (Lp(Ω))N}, whereD denotes the weak gradient
(derivatives in the distribution’s sense), is a Banach space. In particular, we denote by
H1(Ω) = W 1,2(Ω), which is a Hilbert space with scalar product 〈· | ·〉H1(Ω) : (u, v) 7→∫
Ω
uv+
∫
Ω
(Du)⊤Dv. We denote by S the surface measure on bdry Ω [22, Section 1.1.3].
Now let Υ be a nonempty open set in bdry Ω and let L2(Υ) be the space of square
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S-integrable functions on Υ. Endowed with the scalar product
〈· | ·〉L2(Υ) : (v, w) 7→
∫
Υ
vw dS, (6.27)
L2(Υ) is a Hilbert space. The Sobolev trace operator T : W 1,p(Ω) → L2(bdry Ω) is the
unique linear bounded operator such that (∀v ∈ C1(Ω)) Tv = v|bdryΩ. Endowed with the
scalar product
〈· | ·〉 : (u, v) 7→
∫
Ω
(Du)⊤Dv, (6.28)
the spaceH10,Υ(Ω) =
{
u ∈ H1(Ω) | T u = 0 onΥ} is a Hilbert space [27, Section 25.10].
Finally, for S-almost every ω ∈ bdry Ω, there exists a unit outward normal vector ν(ω).
For details and complements, see [1, 13, 16, 22, 26, 27].
Let H be a real Hilbert space and denote by Γ0(H) the set of lower semicon-
tinuous convex functions ϕ : H → ]−∞,+∞] which are proper in the sense that
domϕ =
{
u ∈ H | ϕ(u) < +∞} is nonempty. Now let ϕ ∈ Γ0(H). The subdifferential of
ϕ is the maximally monotone operator
∂ϕ : H → 2H : u 7→ {u∗ ∈ H | (∀v ∈ H) ϕ(u) + 〈v − u | u∗〉 ≤ ϕ(v)} (6.29)
and the conjugate of ϕ is the function in Γ0(H) defined by
ϕ∗ : u∗ 7→ sup
u∈H
( 〈u | u∗〉 − ϕ(u)). (6.30)
For background on convex analysis and monotone operators the reader is referred to
[7].
A key tool in our approach is the proximity operator [7, 21].
Définition 6.8 Let ϕ ∈ Γ0(H). The proximity operator of ϕ is
proxϕ : H → H : u 7→ argmin
v∈H
ϕ(v) +
1
2
‖u− v‖2. (6.31)
We have
(∀u ∈ H)(∀p ∈ H) p = proxϕ u ⇔ u− p ∈ ∂ϕ(p). (6.32)
Définition 6.9 Let H be a real Hilbert space. A function Φ: H → ]−∞,+∞] satisfies the
Kadec’–Klee property if, for every sequence (un)n∈N in domΦ and every u ∈ H, we have{
un ⇀ u
limΦ(un) ≤ Φ(u)
⇒ un → u. (6.33)
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Lemma 6.10 Let Φ ∈ Γ0(H) be uniformly convex, i.e., there exists an increasing function
φ : [0,+∞[→ [0,+∞] vanishing only at 0 such that
(∀(x, y) ∈ domΦ× domΦ)(∀α ∈ ]0, 1[)
Φ(αx+ (1− α)y) + α(1− α)φ(‖x− y‖) ≤ αΦ(x) + (1 − α)Φ(y). (6.34)
Then Φ satisfies the Kadec’–Klee property.
Proof. Fix α ∈ ]0, 1[. Let (un)n∈N be a sequence in domΦ and let u ∈ H be such that
un ⇀ u and limΦ(un) ≤ Φ(u). Since Φ is lower semicontinuous and convex, it is weakly
lower semicontinuous and therefore Φ(u) ≤ limΦ(un). Hence, Φ(un) → Φ(u) and, since
αun + (1− α)u ⇀ u, we deduce from (6.34) that
α(1− α) limφ(‖un − u‖) ≤ lim
(
αΦ(un) + (1− α)Φ(u)− Φ(αun + (1− α)u)
)
≤ lim (αΦ(un) + (1− α)Φ(u))− limΦ(αun + (1− α)u)
= α limΦ(un) + (1− α)Φ(u)− limΦ(αun + (1− α)u)
≤ Φ(u)− Φ(u)
= 0. (6.35)
Therefore, φ(‖un − u‖)→ 0 and we conclude that un → u.
Our method hinges on the algorithm presented below, which derives from [10, Pro-
position 4.2].
Theorem 6.11 Let H and G be real Hilbert spaces, let Φ ∈ Γ0(H), let Ψ ∈ Γ0(G), and let
Λ : H→ G be a linear bounded operator. Suppose that Λ 6= 0 and that
zer
(
∂Φ +Λ∗ ◦ (∂Ψ) ◦Λ) 6= ∅. (6.36)
Consider the primal problem
minimize
u∈H
Φ(u) +Ψ(Λu) (6.37)
and the dual problem
minimize
g∈G
Φ
∗(−Λ∗g) +Ψ∗(g). (6.38)
Let (a1,n)n∈N, (b1,n)n∈N, and (c1,n)n∈N be absolutely summable sequences in H, and let
(a2,n)n∈N, (b2,n)n∈N, and (c2,n)n∈N be absolutely summable sequences in G. Furthermore, let
p0 ∈ H, let q0 ∈ G, let ε ∈ ]0, 1/(‖Λ‖+ 1)[, let (γn)n∈N be a sequence in [ε, (1 − ε)/‖Λ‖ ],
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and set
(∀n ∈ N)

vn = pn − γn(Λ∗qn + a1,n)
un = proxγnΦ(vn) + b1,n
zn = qn + γn(Λpn + a2,n)
gn = proxγnΨ∗(zn) + b2,n
rn = un − γn(Λ∗gn + c1,n)
pn+1 = pn − vn + rn
sn = gn + γn(Λun + c2,n)
qn+1 = qn − zn + sn.
(6.39)
Then the following hold for some solution u to (6.37) and some solution g to (6.38) such
that −Λ∗g ∈ ∂Φ(u) and g ∈ ∂Ψ(Λu).
(i) un − pn → 0 and gn − qn → 0.
(ii) un ⇀ u, pn ⇀ u, gn ⇀ g, and qn ⇀ g.
(iii) Suppose that Φ satisfies the Kadec’–Klee property. Then un → u and pn → u.
(iv) Suppose that Ψ∗ satisfies the Kadec’–Klee property. Then gn → g and qn → g.
Proof. (i)–(ii) : The results follow from [10, Proposition 4.2].
(iii)–(iv) : Let n ∈ N. Since u and g satisfy −Λ∗g ∈ ∂Φ(u) and Λu ∈ ∂Ψ∗(g), it
follows from (6.29) that{
Φ(u) + 〈(un − b1,n)− u | −Λ∗g〉 ≤ Φ(un − b1,n)
Ψ
∗(g) + 〈(gn − b2,n)− g | Λu〉 ≤ Ψ∗(gn − b2,n).
(6.40)
On the other hand, we deduce from (6.39) and (6.32) that{
(vn − un + b1,n)/γn ∈ ∂Φ(un − b1,n)
(zn − gn + b2,n)/γn ∈ ∂Ψ∗(gn − b2,n),
(6.41)
and hence it follows from (6.29) that{
Φ(un − b1,n) + 〈u− un + b1,n | vn − un + b1,n〉 /γn ≤ Φ(u)
Ψ
∗(gn − b2,n) + 〈g − gn + b2,n | zn − gn + b2,n〉 /γn ≤ Ψ∗(g).
(6.42)
Combining (6.40) and (6.42) we obtain
〈u− un + b1,n | (vn − un + b1,n)〉 /γn ≤ 〈un − u− b1,n | Λ∗g〉 (6.43)
and
〈g − gn + b2,n | (zn − gn + b2,n)〉 /γn ≤ 〈g − gn + b2,n | Λu〉 . (6.44)
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We derive from (6.43) and (6.39) that
〈u−un+b1,n | vn−un+b1,n〉 /γn
=
( 〈u−un+b1,n | (vn−pn)〉+〈u−un+b1,n | pn−un+b1,n〉 )/γn
=〈un−u−b1,n | Λ∗qn+a1,n〉+〈u−un+b1,n | pn−un+b1,n〉 /γn
=〈un−u−b1,n | Λ∗gn〉+ 〈un−u−b1,n | Λ∗(qn − gn) + a1,n〉
+ 〈u−un+b1,n | pn−un+b1,n〉 /γn
=〈un−u−b1,n | Λ∗(gn − g)〉+ 〈un−u−b1,n | Λ∗g〉
+ 〈un−u−b1,n | Λ∗(qn − gn) + a1,n〉
+ 〈u−un+b1,n | pn−un+b1,n〉 /γn
=〈un−u | Λ∗(gn − g)〉− 〈b1,n | Λ∗(gn − g)〉
+ 〈un−u−b1,n | Λ∗g〉+ 〈un−u−b1,n | Λ∗(qn − gn) + a1,n〉
+ 〈u−un+b1,n | pn−un+b1,n〉 /γn. (6.45)
Analogously, we derive from (6.44) that
〈g − gn + b2,n | zn − gn + b2,n〉 /γn = −〈gn − g | Λ(un − u)〉+ 〈g − gn + b2,n | Λu〉
+ 〈b2,n | Λ(un − u)〉
− 〈gn − g − b2,n | Λ(pn − un) + a2,n〉
+ 〈g − gn + b2,n | qn − gn+ b2,n〉 /γn. (6.46)
We deduce from (6.43) and (6.45) that
0 ≥ 〈u− un + b1,n | vn − un + b1,n〉 /γn − 〈un − u− b1,n | Λ∗g〉
= 〈un − u | Λ∗(gn − g)〉 − 〈b1,n | Λ∗(gn − g)〉
+ 〈un − u− b1,n | Λ∗(qn − gn) + a1,n〉+ 〈u− un + b1,n | pn − un + b1,n〉 /γn,
(6.47)
which yields
〈un − u | Λ∗(gn − g)〉 ≤ 〈b1,n | Λ∗(gn − g)〉 − 〈un − u− b1,n | Λ∗(qn − gn) + a1,n〉
− 〈u− un + b1,n | pn − un + b1,n〉 /γn. (6.48)
Analogously, we deduce from (6.46) and (6.44) that
〈gn − g | Λ(un − u)〉 ≥ 〈b2,n | Λ(un − u)〉 − 〈gn − g − b2,n | Λ(pn − un) + a2,n〉
+ 〈g − gn + b2,n | qn − gn + b2,n〉 /γn. (6.49)
Note that, in view of (i) and (ii),
uk ⇀ u, gk ⇀ g, pk − uk → 0, and qk − gk → 0. (6.50)
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Hence, since b1,k → 0 and b2,k → 0, we have
uk − u− b1,k ⇀ 0 and g − gk + b2,k ⇀ 0. (6.51)
Moreover, since a1,k → 0 and a2,k → 0, we have Λ(pk − uk) + a2,k → 0, Λ∗(qk − gk) +
a1,k → 0, Λ(uk − u) ⇀ 0, and Λ∗(gk − g) ⇀ 0. Altogether, since infk∈N γk > 0, taking
the limsup in (6.48) and the liminf in (6.49) we obtain
lim 〈gk − g | Λ(uk − u)〉 = lim 〈uk − u | Λ∗(gk − g)〉 ≤ 0 ≤ lim 〈gk − g | Λ(uk − u)〉 ,
(6.52)
which yields
〈gk − g | Λ(uk − u)〉 = 〈Λ∗(gk − g) | uk − u〉 → 0. (6.53)
Hence, it follows from (6.45) and (6.46) that{
〈u− uk + b1,k | vk − uk + b1,k〉 /γk → 0
〈g − gk + b2,k | zk − gk + b2,k〉 /γk → 0
(6.54)
and therefore we conclude from (6.42) that
limΦ(uk − b1,k) ≤ Φ(u) and limΨ∗(gk − b2,k) ≤ Ψ∗(g). (6.55)
In turn,
uk − b1,k ⇀ u and gk − b2,k ⇀ g. (6.56)
Therefore, it follows from (6.33), (6.56), and (6.55) that uk−b1,k → u and gk−b2,k → g.
Hence, uk → u and gk → g. Finally, we deduce from (i) that pk → u and qk → g.
6.2.3 Problem statement
Our standing assumptions will be the following.
Assumption 6.12 Let m ≥ 2 be an integer and set I = {1, . . . , m}.
(A1) Ω is a nonempty open bounded subset of RN with Lipschitz boundary bdry Ω.
(A2) (Ωi)i∈I are disjoint open subsets of Ω (see Fig. 6.2) with Lipschitz boundaries
(bdryΩi)i∈I , Ω =
⋃m
i=1Ωi, and
(∀i ∈ I) Υii = intbdryΩ(bdry Ωi ∩ bdry Ω) 6= ∅, (6.57)
where intbdryΩ denotes the interior relative to bdry Ω.
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(A3) For every i ∈ I, set
(∀j ∈ {i+ 1, . . . , m}) Υij = Υji = intbdryΩi(bdry Ωi ∩ bdryΩj). (6.58)
The set
J(i) =
{
j ∈ I r {i} | Υij 6= ∅
}
(6.59)
of indices of active interfaces of Ωi is nonempty.
(A4) For every i ∈ I, J(i−) = J(i) ∩ {1, . . . , i − 1} and J(i+) = J(i) ∩ {i + 1, . . . , m},
with the convention J(1−) = J(m+) = ∅.
(A5) For every i ∈ I, Ti : H1(Ωi)→ L2(bdry Ωi) is the trace operator,
Hi = H10,Υii(Ωi) =
{
u ∈ H1(Ωi) | Ti u = 0 onΥii
}
, (6.60)
and, for every j ∈ J(i), Tij : Hi → L2(Υij) : u 7→ (Tiu)|Υij .
(A6) For every i ∈ I,
Gi =
⊕
j∈J(i)
L2(Υij), (6.61)
νi(ω) is the unit outward normal vector at ω ∈ bdry Ωi, and
Qi : L
2(Ωi)× Gi →Hi (6.62)
is the operator that maps every (f, (gj)j∈J(i)) in L2(Ωi)×Gi into a weak solution in
Hi of the Dirichlet-Neumann boundary problem
−∆u = f on Ωi,
u = 0 on Υii,
ν⊤i Du = gj on Υij, for every j ∈ J(i+),
ν⊤i Du = −gj on Υij, for every j ∈ J(i−).
(6.63)
Remark 6.13 Since bdryΩi = Υii ∪
⋃
j∈J(i+)Υij ∪
⋃
j∈J(i−)Υij , the existence and uni-
queness of the solution to (6.63) is guaranteed by [27, Theorem 25.I], from which we
deduce that Qi is linear.
Problem 6.14 Suppose that Assumption 6.12 holds and, for every i ∈ I, let ϕi ∈ Γ0(Hi)
and, for every j ∈ J(i+), let ψij ∈ Γ0(L2(Υij)). Assume that, for every i ∈ I and j ∈
J(i+), there exist ui ∈ Hi and gij ∈ L2(Υij) such that
(∀i ∈ I)
{
−Qi
(
0, (gij)j∈J(i+), (gji)j∈J(i−)
) ∈ ∂ϕi(ui)
(∀j ∈ J(i+)) gij ∈ ∂ψij(Tij ui − Tji uj).
(6.64)
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The primal problem is to
minimize
u1∈H1,..., um∈Hm
m∑
i=1
ϕi(ui) +
m−1∑
i=1
∑
j∈J(i+)
ψij(Tij ui − Tji uj), (6.65)
and the dual problem is to
minimize
i∈I,j∈J(i+)
gij∈L
2(Υij)
m∑
i=1
ϕ∗i
(−Qi(0, (gij)j∈J(i+), (gji)j∈J(i−)))+ m−1∑
i=1
∑
j∈J(i+)
ψ∗ij(gij). (6.66)
As seen in the Introduction this is a flexible model in which we can incorporate
constraints on the solutions as well as on the jumps across the interfaces. In addition,
the associated dual problem represents the potential energy related to the dual variables
gij, which are interpreted as tensions on the interfaces.
Assumption (6.64) will be seen to imply the existence of a solution (ui)i∈I to the
primal Problem 6.65, and a solution ((gij)j∈J(i+))i∈I to the dual Problem 6.66. The as-
sumption that each dual variable gij lie in L
2(Υij) is interpreted as a regularity property
of the solution to the primal Problem 6.65. As will be seen in Section 6.2.5, several
common problems satisfy these assumptions.
6.2.4 Algorithm and convergence
Our method for solving the primal-dual Problem 6.14 is an adaptation of Theo-
rem 6.11. It results in a parallel decomposition method which uses separate implicit
steps for minimizing the functions (ϕi)i∈I and ((ψij)j∈J(i+))i∈I and explicit steps in which
the variables are coupled via linear mappings involving the traces operators and their
adjoints.
Algorithm 6.15 Suppose that Assumption 6.12 holds. For every i ∈ I, let pi,0 ∈ Hi, and
let (a1i,n)n∈N, (b1i,n)n∈N, and (c1i,n)n∈N be absolutely summable sequences inHi, for every
j ∈ J(i+), let qij,0 ∈ L2(Υij), and let (a2ij,n)n∈N, (b2ij,n)n∈N, and (c2ij,n)n∈N be absolutely
summable sequences in L2(Υij), and let βij ∈ ]0, ‖Tij‖[. Set β = (
∑m−1
i=1
∑
j∈J(i+) β
2
ij)
1/2,
174
let ε ∈ ]0, 1/(β + 1)[, and let (γn)n∈N be a sequence in [ε, (1− ε)/β ]. Iterate
For n = 0, 1, . . .
For every i ∈ I
vi,n = pi,n − γn
(
Qi
(
0, (qij,n)j∈J(i+), (qji,n)j∈J(i−)
)
+ a1i,n
)
ui,n =
(
argmin
w∈Hi
γnϕi(w) +
1
2
∫
Ωi
∣∣Dw −Dvi,n∣∣2)+ b1i,n
For every j ∈ J(i+) zij,n = qij,n + γn(Tijpi,n − Tjipj,n + a2ij,n)gij,n = zij,n − γn( argmin
w∈L2(Υij)
1
γn
ψij(w) +
1
2
∫
Υij
∣∣∣∣w − zij,nγn
∣∣∣∣2dS)+ b2ij,n
For every i ∈ I
ri,n = ui,n − γn
(
Qi
(
0, (gij,n)j∈J(i+), (gji,n)j∈J(i−)
)
+ c1i,n
)
pi,n+1 = pi,n − vi,n + ri,n
For every j ∈ J(i+)⌊
sij,n = gij,n + γn
(
Tijui,n − Tjiuj,n + c2ij,n
)
qij,n+1 = qij,n − zij,n + sij,n.
(6.67)
The following theorem is the central result of this paper. It establishes the conver-
gence of the sequences generated by Algorithm 6.15 to primal and dual solutions to
Problem 6.14. It will be convenient to introduce the Hilbert direct sums
H = H1 ⊕ · · · ⊕ Hm and G =
m−1⊕
i=1
⊕
j∈J(i+)
L2(Υij). (6.68)
Recall that these Hilbert spaces are respectively equipped with the scalar products
〈〈· | ·〉〉 : H×H→ R : (u, v) 7→
m∑
i=1
〈ui | vi〉
〈· | ·〉
G
: G × G → R : (g,h) 7→
m−1∑
i=1
∑
j∈J(i+)
〈gij | hij〉L2(Υij) ,
(6.69)
where u = (ui)i∈I and v = (vi)i∈I are generic elements of H, and g = ((gij)j∈J(i+))i∈I
and h = ((hij)j∈J(i+))i∈I are generic elements of G.
Theorem 6.16 Let (u1,n)n∈N, . . . , (um,n)n∈N and ((gij,n)j∈J(i+))i∈I be the sequences genera-
ted by Algorithm 6.15. Then the following hold for some solution (u1, . . . , um) to (6.65)
and some solution ((gij)j∈J(i+))i∈I to (6.66) such that (6.64) holds.
(i) For every i ∈ I and j ∈ J(i+), ui,n − pi,n → 0 and gij,n − qij,n → 0.
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(ii) For every i ∈ I and j ∈ J(i+), ui,n ⇀ ui, pi,n ⇀ ui, gij,n ⇀ gij , and qij,n ⇀ gij .
(iii) Suppose that the function
H→ ]−∞,+∞] : (ui)i∈I 7→
∑
i∈I
ϕi(ui) (6.70)
satisfies the Kadec’–Klee property onH. Then, for every i ∈ I, ui,n → ui and pi,n → ui.
(iv) Suppose that the function
G → ]−∞,+∞] : ((gij)j∈J(i+))i∈I 7→
∑
i∈I
∑
j∈J(i+)
ψ∗ij(gij) (6.71)
satisfies the Kadec’–Klee property. Then, for every i ∈ I and j ∈ J(i+), gij,n → gij
and qij,n → gij.
Proof. For every i ∈ I, the embedding Hi →֒ H1(Ωi) is continuous [27, p. 1033] and
therefore, for every j ∈ J(i), Ti : H1(Ωi) → H1(Ωi) and Tij : Hi → L2(Υij) are linear
bounded operators. Now define
Λ : H→ G : (ui)i∈I 7→
(
(Tijui − Tjiuj)j∈J(i+)
)
i∈I
. (6.72)
Since the operators ((Tij)j∈J(i))i∈I are linear and bounded, Λ is linear and bounded and,
for every u ∈H and g ∈ G,
〈〈Λu | g〉〉 =
m−1∑
i=1
∑
j∈J(i+)
〈Tijui − Tjiuj | gij〉L2(Υij)
=
m−1∑
i=1
∑
j∈J(i+)
( 〈
ui | T∗ijgij
〉− 〈uj | T∗jigij〉 )
=
m−1∑
i=1
∑
j∈J(i+)
〈
ui | T∗ijgij
〉− m∑
j=2
∑
i∈J(j−)
〈
uj | T∗jigij
〉
=
m∑
i=1
〈
ui
∣∣∣∣ ∑
j∈J(i+)
T∗ijgij −
∑
j∈J(i−)
T∗ijgji
〉
. (6.73)
Thus,
Λ
∗ :
(
(gij)j∈J(i+)
)
i∈I
7→
( ∑
j∈J(i+)
T∗ijgij −
∑
j∈J(i−)
T∗ijgji
)
i∈I
. (6.74)
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In addition, for every i ∈ I, it follows from (6.28), (6.63), [27, Definition 25.31], and
(6.27) that, for every u ∈ Hi and g = (gj)j∈J(i) ∈ Gi
〈u | Qi(0, g)〉 =
∫
Ωi
(Du)⊤DQi(0, g)
=
∫
bdryΩi
(Ti u)
(
ν⊤i DQi(0, g)
)
dS
=
∑
j∈J(i+)
∫
Υij
(Tij u)gj dS −
∑
j∈J(i−)
∫
Υij
(Tij u)gj dS
=
∑
j∈J(i+)
〈Tij u | gj〉L2(Υij) −
∑
j∈J(i−)
〈Tij u | gj〉L2(Υij)
=
〈
u
∣∣∣∣ ∑
j∈J(i+)
T∗ij gj −
∑
j∈J(i−)
T∗ij gj
〉
. (6.75)
Hence, from (6.74) we have
(∀g ∈ G)
(
Qi
(
0, (gij)j∈J(i+), (gji)j∈J(i−)
))
i∈I
= Λ∗g. (6.76)
Now set
Φ : H→ ]−∞,+∞] : (ui)i∈I 7→
m∑
i=1
ϕi(ui)
Ψ : G → ]−∞,+∞] : ((gij)j∈J(i+))i∈I 7→ m−1∑
i=1
∑
j∈J(i+)
ψij(gij).
(6.77)
Then, Φ ∈ Γ0(H), Ψ ∈ Γ0(G), (6.64) yields (6.36), (6.65) is equivalent to (6.37), and,
since Φ∗ : (ui)i∈I 7→
∑m
i=1 ϕ
∗
i (ui) and Ψ
∗ : ((gij)j∈J(i+))i∈I 7→
∑m−1
i=1
∑
j∈J(i+) ψ
∗
ij(gij), it
follows from (6.76) that (6.66) is equivalent to (6.38). Now let n ∈ N and set
un = (ui,n)i∈I
vn = (vi,n)i∈I
pn = (pi,n)i∈I
rn = (ri,n)i∈I
a1,n = (a1i,n)i∈I
b1,n = (b1i,n)i∈I
c1,n = (c1i,n)i∈I
and

gn =
(
(gij,n)j∈J(i+)
)
i∈I\{m}
zn =
(
(zij,n)j∈J(i+)
)
i∈I\{m}
qn =
(
(qij,n)j∈J(i+)
)
i∈I\{m}
sn =
(
(sij,n)j∈J(i+)
)
i∈I\{m}
a2,n =
(
(a2ij,n)j∈J(i+)
)
i∈I\{m}
b2,n =
(
(b2ij,n)j∈J(i+)
)
i∈I\{m}
c2,n =
(
(c2ij,n)j∈J(i+)
)
i∈I\{m}
.
(6.78)
We derive from (6.67), (6.72), and (6.76) that
vn = pn − γn(Λ∗qn + a1,n)
zn = qn + γn(Λpn + a2,n)
rn = un − γn(Λ∗gn + c1,n)
sn = gn + γn(Λun + c2,n).
(6.79)
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In addition, we deduce from (6.67), (6.31), (6.27), and (6.28) that
(∀i ∈ I)(∀j ∈ J(i+))
{
ui,n = proxγnϕi(vi,n) + b1i,n
gij,n = zij,n − γn proxψij/γn(zij,n/γn) + b2ij,n.
(6.80)
Hence it follows from [12, Lemma 2.9] and [7, Theorem 14.3] that{
un = proxγnΦ(vn) + b1,n
gn = proxγnΨ∗(zn) + b2,n.
(6.81)
Therefore, (6.67) and (6.78) yield{
pn+1 = pn − vn + rn
qn+1 = qn − zn + sn
(6.82)
and it follows from (6.81), (6.79), and (6.78), that (6.67) is equivalent to (6.39).
(i)–(ii) : These follow from Theorem 6.11(i)&(ii).
(iii)–(iv) : These follow from (6.77) and Theorem 6.11(iii)&(iv).
6.2.5 Special cases
In this section we study applications of Algorithm 6.15 to domain decomposition
in some particular partial differential equations as the Poisson problem with Dirichlet
conditions, p–Laplacian, obstacle problem.
For ease of presentation, we state our results without incorporating errors in the
computations of the traces and of the subproblems (6.63). However, as seen in Theo-
rem 6.16, the algorithms tolerate errors.
The following result will be useful.
Proposition 6.17 Suppose that Assumption 6.12 holds, let γ ∈ ]0,+∞[, let f ∈ L2(Ω), let
i ∈ I, let Ci ⊂ Hi be a nonempty closed convex set, and let
ϕi : Hi → ]−∞,+∞] : u 7→ ιCi(u) +
1
2
∫
Ωi
|Du|2 −
∫
Ωi
fu. (6.83)
Then the following hold.
(i) ∂ϕi = NCi + Id−Qi(f, 0, . . . , 0) and
proxγϕi = PCi
(
1
1 + γ
Id+
γ
1 + γ
Qi(f, 0, . . . , 0)
)
. (6.84)
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(ii) Suppose that Ci = Hi. Then ϕi is Gâteaux–differentiable on Hi, ∇ϕi =
Id−Qi(f, 0, . . . , 0), and
proxγϕ =
1
1 + γ
Id+
γ
1 + γ
Qi(f, 0, . . . , 0). (6.85)
Proof. First note that the function
φi : Hi → R : u 7→
∫
Ωi
fu (6.86)
is linear. Moreover, it follows from Cauchy-Schwarz, Poincaré’s inequality [27, Appen-
dix (53c)], and (6.28), that
(∃ δ ∈ ]0,+∞[)(∀u ∈ Hi) |φi(u)| ≤ ‖f‖L2(Ωi)‖u‖L2(Ωi) ≤ δ‖f‖L2(Ωi)‖u‖. (6.87)
Hence, the Riesz-Fréchet representation theorem asserts that there exists a unique vi ∈
Hi such that
(∀u ∈ Hi) φi(u) =
∫
Ωi
fu =
∫
Ωi
DviDu = 〈vi | u〉 . (6.88)
Thus it follows from [27, Proposition 25.28] and (6.63) that vi = Qi(f, 0, . . . , 0). Using
(6.28), we can therefore write (6.83) as
ϕi : u 7→ 1
2
‖u‖2 − 〈Qi(f, 0, . . . , 0) | u〉+ ιCi(u). (6.89)
(i) : We deduce from standard subdifferential calculus [7, Section 16.4] that
∂ϕi = Id−Qi(f, 0, . . . , 0) +NCi , (6.90)
which yields, for every u and p in Hi,
p = proxγϕi u ⇔ u− p ∈ γ∂ϕi(p)
⇔ u ∈ (1 + γ)p− γQi(f, 0, . . . , 0) +NCip
⇔ 1
1 + γ
u+
γ
1 + γ
Qi(f, 0, . . . , 0) ∈ p+NCip
⇔ p = PCi
(
1
1 + γ
u+
γ
1 + γ
Qi(f, 0, . . . , 0)
)
. (6.91)
(ii) : Since NCi ≡ {0} and PCi = Id, the result follows from (i).
179
6.2.5.1 Poisson problem
Let f ∈ L2(Ω) and consider the Poisson problem with Dirichlet conditions{
−∆u = f, on Ω;
u = 0, on bdryΩ.
(6.92)
This problem admits a unique weak solution u ∈ H10 (Ω), which can be obtained by sol-
ving the strongly convex minimization problem (see [14, Chapter IV.2.1] or [27, Chap-
ter 25.9])
minimize
u∈H10 (Ω)
1
2
∫
Ω
|Du|2 −
∫
Ω
fu. (6.93)
We are interested in solving this problem by decomposing the domain Ω in subdomains
satisfying Assumption 6.12 and imposing continuity conditions on the interfaces.
Problem 6.18 Let f ∈ L2(Ω). Suppose that Assumption 6.12 holds and that, for every
i ∈ I and j ∈ J(i+), Υij and bdry Ω are of class C2. The problem is to
minimize
u1∈H1,...,um∈Hm
(∀i∈I)(∀j∈J(i+)) Tijui=Tjiuj
m∑
i=1
1
2
∫
Ωi
|Dui|2 −
∫
Ωi
fui. (6.94)
First we show the equivalence between Problem 6.18 and (6.93).
Proposition 6.19 Problem 6.18 has a unique solution (ui)i∈I . Moreover,
u : Ω→ R : x 7→
{
ui(x), if (∃ i ∈ I) x ∈ Ωi;
(Tiui)(x), if (∃ i ∈ I) x ∈ bdryΩi
(6.95)
is the unique solution to (6.93).
Proof. First note that it follows from Assumption 6.12(A2) that u defined in (6.95) is
well defined. Now since the objective function in (6.94) is strongly convex in H, there
exists a unique solution (ui)i∈I to Problem 6.18. Now, for every u ∈ L2(Ω), we deduce
from [2, Lemma 6.4.1] that
u ∈ H1(Ω) ⇔ (∀i ∈ I)(∀j ∈ J(i+)) u|Ωi ∈ H1(Ωi)andTij(u|Ωi) = Tji(u|Ωj). (6.96)
The characterization (6.96) expresses the fact that the jumps of every u ∈ H1(Ω) across
the interfaces ((Υij)j∈J(i+))i∈I are zero. Correspondingly, by taking into account the Di-
richlet boundary condition [14, Section 2.1], we deduce from (6.96) that
u ∈ H10 (Ω) ⇔ (∀i ∈ I)(∀j ∈ J(i+)) u|Ωi ∈ Hi and Tij(u|Ωi) = Tji(u|Ωj). (6.97)
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Now from (6.95) we obtain, for every i ∈ I, u|Ωi = ui ∈ Hi, and, for every j ∈ J(i+),
Tij(u|Ωi) = Tijui = Tjiuj = Tji(u|Ωj ). Hence, (6.97) yields u ∈ H10 (Ω) and, for every
u ∈ H10 (Ω), the additive property of the integral yields (the sets (Ωi)i∈I are disjoint, and
the Lebesgue measure of the interfaces is equal to zero)
1
2
∫
Ω
|Du|2 −
∫
Ω
fu =
m∑
i=1
1
2
∫
Ωi
|Dui|2 −
∫
Ωi
fui
≤
m∑
i=1
1
2
∫
Ωi
|D(u|Ωi)|2 −
∫
Ωi
f(u|Ωi)
=
1
2
∫
Ω
|Du|2 −
∫
Ω
fu, (6.98)
which finishes the result.
Now we propose our algorithm to solve Problem 6.18, which is a particular instance
of Algorithm 6.15 without considering errors.
Algorithm 6.20 For every i ∈ I, let pi,0 ∈ Hi, for every j ∈ J(i+), let qij,0 ∈ L2(Υij), and
let βij ∈ ]0, ‖Tij‖[. Set β = (
∑m−1
i=1
∑
j∈J(i+) β
2
ij)
1/2, let ε ∈ ]0, 1/(β + 1)[, and let (γn)n∈N
be a sequence in [ε, (1− ε)/β ]. Iterate
For n = 0, 1, . . .
For every i ∈ I
vi,n = pi,n − γn
(
Qi
(
0, (qij,n)j∈J(i+), (qji,n)j∈J(i−)
))
ui,n =
(
vi,n + γnQi(f, 0, . . . , 0)
)
/(1 + γn)
For every j ∈ J(i+)
⌊ gij,n = qij,n + γn(Tijpi,n − Tjipj,n)
For every i ∈ I
ri,n = ui,n − γn
(
Qi
(
0, (gij,n)j∈J(i+), (gji,n)j∈J(i−)
))
pi,n+1 = pi,n − vi,n + ri,n
For every j ∈ J(i+)⌊
sij,n = gij,n + γn
(
Tijui,n − Tjiuj,n
)
qij,n+1 = qij,n − gij,n + sij,n.
(6.99)
Proposition 6.21 Let (u1,n)n∈N, . . . , (um,n)n∈N be the sequences generated by Algo-
rithm 6.20. Then, for every i ∈ I, ui,n → ui ∈ Hi and (ui)i∈I is the solution of Problem 6.18.
Proof. Upon setting
(∀i ∈ I)
ϕi : ui 7→
1
2
∫
Ωi
|Dui|2 −
∫
Ωi
fui
(∀j ∈ J(i+)) ψij = ι{0},
(6.100)
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Problem 6.18 appears as a particular case of Problem 6.14. Indeed, for every i ∈ I,
ϕi : Hi → R is a continuous convex function and hence ϕi ∈ Γ0(Hi) while, for every
j ∈ J(i+), ψij = ι{0} ∈ Γ0(L2(Υij)).
Let us verify that condition (6.64) holds. Let (ui)i∈I ∈ H be the solution to Pro-
blem 6.18 guaranteed by Proposition 6.19 and let u ∈ H10 (Ω) be as in (6.95). Since
ψij = ι{0}, we have ∂ψij(0) = L2(Υij), and hence the second condition in (6.64) is au-
tomatically verified. Since bdryΩ and ((Υij)j∈J(i+))i∈I are of class C2 we have from [16,
Theorem 2.2.2.3] that u ∈ H2(Ω) and, for every i ∈ I and j ∈ J(i) we deduce from [16,
Theorem 1.5.1.2] that the normal derivatives ν⊤i Dui and ν
⊤
j Duj belong to L
2(Υij). Thus
the Euler equation associated with (6.94) yields [2, Theorem 6.4.1]
(∀i ∈ I)

−∆ui = f, on Ωi;
ui = 0, on Υii;
Tij ui = Tjiuj, on Υij , for every j ∈ J(i);
ν⊤i Dui = −ν⊤j Duj , on Υij , for every j ∈ J(i),
(6.101)
which yields from (6.63) that, for every i ∈ I,
ui = Qi(f, (−ν⊤j Duj)j∈J(i+), (ν⊤j Duj)j∈J(i−)). (6.102)
Let us stress that, because of the regularity u ∈ H2(Ω), the transmission conditions
satisfied by u can be expressed as equalities in the spaces L2(Υij), which fits in our
abstract framework (indeed for all j ∈ J(i) the normal derivative ν⊤i Dui belongs to the
fractional space H1/2(Υij)). Now let us show that the first condition in (6.64) holds with
(∀i ∈ I)(∀j ∈ J(i+)) gij = ν⊤j Duj ∈ L2(Υij). (6.103)
Since, for every i ∈ I and j ∈ J(i+), ν⊤i Dui = −ν⊤j Duj, we have
ui = Qi
(
f, (−ν⊤j Duj)j∈J(i+), (ν⊤j Duj)j∈J(i−)
)
= Qi
(
f, (−gij)j∈J(i+), (−gji)j∈J(i−)
)
(6.104)
and hence, from Lemma 6.17(ii) and the linearity of Qi, we obtain
∇ϕi(ui) = ui −Qi(f, 0, . . . , 0)
= Qi
(
f, (−gij)j∈J(i+), (−gji)j∈J(i−)
)−Qi(f, 0, . . . , 0)
= Qi
(
0, (−gij)j∈J(i+), (−gji)j∈J(i−)
)
= −Qi
(
0, (gij)j∈J(i+), (gji)j∈J(i−)
)
, (6.105)
which is the first condition in (6.64).
On the other hand, it follows from (6.67) and (6.100) that, for every i ∈ I and
j ∈ J(i+), qij,n = zij,n in Algorithm 6.15. Hence, we deduce from Lemma 6.17(ii) that
Algorithm 6.20 is a particular case of Algorithm 6.15 when (ϕi)i∈I and ((ψij)j∈J(i+))i∈I
are defined by (6.100), and errors are zero. On the other hand, since the functions
(ϕi)i∈I defined in (6.100) are strongly convex, so is (xi)i∈I 7→
∑
i∈I ϕi(xi). Hence, it
is uniformly convex and it follows from Lemma 6.10 that it satisfies the Kadec’–Klee
property. Altogether, the result follows from Theorem 6.16(iii).
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Remark 6.22
(i) The requirement that the dual variables gij = ν
⊤
j Duj belong to L
2(Υij) can be
interpreted as a regularity property for the solution u of the primal Problem 6.65.
This property is satisfied if u ∈ H2(Ω), which, by classical regularity results for
elliptic equations, is verified if bdryΩ and Υij are C2 regular.
(ii) The preceding analysis can be conducted similarly in the case of the linear elasticity
system. One needs to use Korn’s inequality (instead of Poincaré’s inequality). A key
ingredient (and possible limitation) of our approach is the H2 regularity property
of the solution of the problem in the case of the linear elasticity system (see [5]
and references therein).
(iii) Note that the ADMM is more complicated than our algorithm. Indeed in ADMM it
is necessary to solve a linear system which involves several solutions of EDP’s.
6.2.5.2 p-Laplacian
Since long it has been noticed that using convex real-extended lower semiconti-
nuous functionals on Hilbert spaces, and the corresponding subdifferential calculus, al-
lows us to study semi-linear or quasi-linear monotone problems [3, 9, 26]. We will follow
a similar approach in applying our variational decomposition method to the p-Laplacian
operator ∆p.
Let p ∈ ]1,+∞[, let f ∈ L∞(Ω), and consider the partial differential equation gover-
ned by the p-Laplacian operator with Dirichlet boundary conditions{
−div (|Du|p−2Du) = f, on Ω;
u = 0, on bdryΩ.
(6.106)
Note that, when p = 2 (6.106) reduces to (6.92).
This problem admits a unique weak solution u ∈ W 1,p0 (Ω), which can be obtained
by solving the strictly convex minimization problem [14, Section IV.2.2]
minimize
u∈W 1,p
0
(Ω)
1
p
∫
Ω
|Du|p −
∫
Ω
fu. (6.107)
We are interested to solve this problem by decomposing the domain Ω in subdo-
mains satisfying Assumption 6.12 and considering continuity conditions on the inter-
faces. More precisely, we are interested in the following problem.
Problem 6.23 Let p ∈ ]1,+∞[ and let f ∈ L∞(Ω). Suppose that Assumption 6.12 holds
and that bdry Ω and (Υij)i,j∈I are of class C2. Moreover, denote by
(∀i ∈ I) Epi =
{
u ∈ W 1,p(Ωi) | Tiu = 0 on Υii
}
. (6.108)
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The problem is to
minimize
u1∈E
p
1
,...,um∈E
p
m
(∀i∈I)(∀j∈J(i+)) Tijui=Tjiuj
m∑
i=1
1
p
∫
Ωi
|Dui|p −
∫
Ωi
fui. (6.109)
Before the presentation of our algorithm, we first show the equivalence between
Problem 6.23 and (6.107).
Proposition 6.24 Problem 6.23 has a unique solution (ui)i∈I . Moreover, the function u
defined in (6.95) is the unique solution to (6.107).
Proof. Since the objective function in (6.109) is strictly convex and coercive in Ep1×· · ·×
Epm, there exists a unique solution (ui)i∈I to Problem 6.23. Now arguing similarly to [2,
Lemma 6.4.1], we deduce that, for every u ∈ L2(Ω),
u ∈ W 1,p(Ω) ⇔ (∀i ∈ I)(∀j ∈ J(i+)) u|Ωi ∈ W 1,p(Ωi) and Tij(u|Ωi) = Tji(u|Ωj),
(6.110)
and by taking into account the Dirichlet boundary condition [14, Section 2.1] we deduce
u ∈ W 1,p0 (Ω) ⇔ (∀i ∈ I)(∀j ∈ J(i+)) u|Ωi ∈ Epi andTij(u|Ωi) = Tji(u|Ωj). (6.111)
The proof is hence analogous to the proof of Proposition 6.19.
Now we propose our algorithm to solve Problem 6.106, which is a particular ins-
tance of Algorithm 6.15 without considering errors.
Algorithm 6.25 For every i ∈ I, let pi,0 ∈ Hi, for every j ∈ J(i+), let qij,0 ∈ L2(Υij), and
let βij ∈ ]0, ‖Tij‖[. Set β = (
∑m−1
i=1
∑
j∈J(i+) β
2
ij)
1/2, let ε ∈ ]0, 1/(β + 1)[, and let (γn)n∈N
be a sequence in [ε, (1− ε)/β ]. Iterate
For n = 0, 1, . . .
For every i ∈ I
vi,n = pi,n − γn
(
Qi
(
0, (qij,n)j∈J(i+), (qji,n)j∈J(i−)
))
ui,n = argminw ∈ Hi ∩ Epi γn
(
1
p
∫
Ωi
|Dw|p −
∫
Ωi
fw
)
+
1
2
∫
Ωi
∣∣Dw −Dvi,n∣∣2
For every j ∈ J(i+)
⌊ gij,n = qij,n + γn(Tijpi,n − Tjipj,n)
For every i ∈ I
ri,n = ui,n − γn
(
Qi
(
0, (gij,n)j∈J(i+), (gji,n)j∈J(i−)
))
pi,n+1 = pi,n − vi,n + ri,n
For every j ∈ J(i+)⌊
sij,n = gij,n + γn
(
Tijui,n − Tjiuj,n
)
qij,n+1 = qij,n − gij,n + sij,n.
(6.112)
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Proposition 6.26 Let (u1,n)n∈N, . . . , (um,n)n∈N be the sequences generated by Algo-
rithm 6.25. Then, for every i ∈ I, ui,n → ui in W 1,p(Ωi) and (ui)i∈I is the solution to
Problem 6.23.
Proof. We consider two cases.
(a) p ≥ 2 : Since Ω is bounded, we have W 1,p(Ω) ⊂ H1(Ω) and hence it follows
from (6.108) that Epi ⊂ Hi. Thus, let us note that Problem 6.23 is a particular case of
Problem 6.14 when
(∀i ∈ I)

ϕi : Hi → ]−∞,+∞] : ui 7→

1
p
∫
Ωi
|Dui|p −
∫
Ωi
fui, if ui ∈ Epi ;
+∞, otherwise
(∀j ∈ J(i+)) ψij = ι{0}.
(6.113)
It is clear that the functions ((ψij)j∈J(i+))i∈I are proper, lower semicontinuous, and
convex. Since the convexity of functions (ϕi)i∈I is clear, let us show that they are lower
semicontinuous. Indeed, fix i ∈ I, take λ ∈ R, and let (un)n∈N be a sequence in Hi such
that, for every n ∈ N, ϕi(un) ≤ λ and such that un → u ∈ Hi, where the convergence is
in Hi. From [2, Theorem 5.4.3] we deduce that the norm in W 1,p(Ωi) and
u 7→
(∫
Ωi
|Du|p
)1/p
= ‖Du‖Lp(Ωi) (6.114)
are equivalent in Epi , which yields the coercivity of ϕi in E
p
i . Therefore, (un)n∈N is boun-
ded in Epi and hence weakly converges to u in E
p
i . Moreover, the functional ϕi is convex
and continuous on Epi , and hence weakly lower semicontinuous, which yields
ϕi(u) ≤ limϕi(un) ≤ λ. (6.115)
Let us show that condition (6.64) holds. Let (ui)i∈I ∈ H be the solution to Pro-
blem 6.23, and let u ∈ H10 (Ω) be as in (6.95). Since ψij = ι{0}, we have ∂ψij(0) = L2(Υij),
and hence the second condition in (6.64) is automatically verified. We now invoke the
regularity properties for the solution to the p-Laplacian equation (see [8, 18, 24] for
a recent account). Note that, by contrast with the case p = 2, the degeneracy of the
elliptic operator −∆p for p ≥ 2 makes the regularity study more involved. In [8] the
global H2(Ω) regularity is obtained for the regularized operator −ǫ∆ − ∆p (ǫ > 0). As
a general property, for smooth data, the local regularity C1,αloc (Ω) holds (α > 0). In order
to avoid entering into too technical developments, we assume that the global regula-
rity u ∈ C1,α(Ω) holds, so that we can consider the normal derivative ν⊤i |Dui|p−2Dui
belonging to L2(Υij) for all i, j ∈ I.
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Thus the Euler equation associated with Problem 6.23 yields
(∀i ∈ I)

−div (|Dui|p−2Dui) = f, on Ωi;
ui = 0, on Υii;
Tij ui = Tjiuj, on Υij, for every j ∈ J(i);
|Dui|p−2ν⊤i Dui = −|Duj|p−2ν⊤j Duj, on Υij, for every j ∈ J(i).
(6.116)
Now, for every i ∈ I, let us compute an element vi ∈ ∂ϕi(ui). By a classical direc-
tional derivation argument (see [2, Theorem 6.6.1] for a detailed demonstration) we
obtain
(∀u ∈ Hi)
∫
Ωi
(|Dui|p−2Dui −Dvi)⊤Du =
∫
Ωi
fu, (6.117)
from which we deduce that vi satisfies the boundary value problem
−∆vi = −f − div (|Dui|p−2Dui) , on Ωi;
vi = 0, on Υii;
ν⊤i Dvi = ν
⊤
i |Dui|p−2Dui, on Υij, for every j ∈ J(i).
(6.118)
Owing to (6.116), we thus have
∆vi = 0, on Ωi;
vi = 0, on Υii;
ν⊤i Dvi = ν
⊤
i |Dui|p−2Dui, on Υij , for every j ∈ J(i).
(6.119)
Let us now use the regularity property of ν⊤i |Dui|p−2Dui ∈ L2(Υij), and take precisely
v = (vi)1≤i≤m defined by (6.119). We have vi ∈ ∂ϕi(ui) and
−Qi
(
0, (gij)j∈J(i+), (gji)j∈J(i−)
) ∈ ∂ϕi(ui), (6.120)
where gij = ν⊤i |Dui|p−2Dui on Υij . Hence condition (6.64) holds.
On the other hand, it follows from (6.67) and (6.113) that, for every i ∈ I and
j ∈ J(i+), qij,n = zij,n in Algorithm 6.15. Hence, since Hi ∩ Epi = Epi , we deduce from
Lemma 6.17(ii) that Algorithm 6.25 is a particular case of Algorithm 6.15 when (ϕi)i∈I
and ((ψij)j∈J(i+))i∈I are defined by (6.113), and errors are zero. Therefore, it follows
from Theorem 6.16(i) that, for some solution (ui)i∈I to Problem 6.23 and for every
i ∈ I, ui,n ⇀ ui in Hi. Hence, since, for every i ∈ I, the operator u 7→
∫
Ωi
fu is linear
and bounded, we obtain
(∀i ∈ I)
∫
Ωi
fui,n →
∫
Ωi
fui. (6.121)
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Since, for every i ∈ I, the norm ofW 1,p(Ωi) is equivalent to the norm defined in (6.114)
in Epi , we deduce from (6.55), (6.113), and (6.121) that
m∑
i=1
‖ui,n‖pW 1,p(Ωi) →
m∑
i=1
‖ui‖pW 1,p(Ωi). (6.122)
Thus, since, for every i ∈ I, the sequence (ui,n)n∈N is bounded inW 1,p(Ωi) and ui,n ⇀ ui
in Hi, we have that a subsequence of (ui,n)n∈N converges weakly to ui in W 1,p(Ωi), and
hence, by proceeding similarly, we obtain ui,n ⇀ ui in W 1,p(Ωi). Therefore, we deduce
from (6.122) and [2, Proposition 2.4.10] that, for every i ∈ I, ui,n → ui inW 1,p(Ωi).
(b) 1 < p < 2 : In this case, for every i ∈ I, Hi ⊂W 1,p(Ωi), with continuous embed-
ding. Let us assume that the solution u of problem (6.107) belongs to H10 (Ω) (indeed we
shall further state regularity properties of u which make this property satisfied). Com-
bining this property with the density of H10 (Ω) in W
1,p
0 (Ω) (for the norm topology of
W 1,p0 (Ω)), the variational problem (6.107) equivalently writes
minimize
u∈H1
0
(Ω)
1
p
∫
Ω
|Du|p −
∫
Ω
fu. (6.123)
By the same argument used in Proposition 6.19, this is equivalent to solve
minimize
u1∈H1,...,um∈Hm
(∀i∈I)(∀j∈J(i+)) Tijui=Tjiuj
m∑
i=1
1
p
∫
Ωi
|Dui|p −
∫
Ωi
fui. (6.124)
Thus we are led to set
(∀i ∈ I) ϕi : Hi → R : ui 7→ 1
p
∫
Ωi
|Dui|p −
∫
Ωi
fui, (6.125)
which is continuous on Hi.
The proof is identical to the case p ≥ 2. Just notice that when p < 2, the p-Laplacian
becomes a singular elliptic operator. The global regularity of the solution u to problem
(6.107), with a globally continuous gradient, is a well established property [8, 19].
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Chapitre 7
Construction d’équilibres de Nash de
jeux sans potentiel
7.1 Description et résultats principaux
Nous considérons un jeu à m ≥ 2 joueurs indexés par i ∈ {1, . . . , m}. La stratégie
xi du joueur i appartient à l’espace hilbertien Hi et le problème est de trouver x1 ∈
H1, . . . , xm ∈ Hm tels que, pour tout i ∈ {1, . . . , m},
xi ∈ Argmin
x∈Hi
f (x1, . . . , xi−1, x, xi+1, . . . , xm) + gi(x1, . . . , xi−1, x, xi+1, . . . , xm), (7.1)
où, pour tout i ∈ {1, . . . , m}, gi représente la pénalité individuelle du joueur i, qui
dépend des stratégies de tous les joueurs, et f est une pénalité convexe qui est commune
à tous les joueurs et modèle le malaise collectif du groupe. À ce niveau de généralité,
auncune méthode fiable existe pour résoudre (7.1) et alors certaines hypothèses sont
nécessaires. Dans ce chapitre nous abordons le problème suivant.
Problème 7.1 Soit m ≥ 2 un entier et soit f : H1 ⊕ · · · ⊕Hm → ]−∞,+∞] une fonction
propre, semi-continue inférieurement et convexe. Pour tout i ∈ {1, . . . , m}, soit gi : H1⊕
· · · ⊕ Hm → ]−∞,+∞] telle que, pour tout (x1, . . . , xm) ∈ H1 ⊕ · · · ⊕ Hm, la fonction
x 7→ gi(x1, . . . , xi−1, x, xi+1, . . . , xm) est convexe et différentiable sur Hi, et notons par
∇i gi(x1, . . . , xm) sa dérivée en xi. De plus, supposons que
(∀(x1, . . . , xm) ∈ H1 ⊕ · · · ⊕ Hm)(∀(y1, . . . , ym) ∈ H1 ⊕ · · · ⊕ Hm)
m∑
i=1
〈∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym) | xi − yi〉 ≥ 0. (7.2)
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Le problème est de trouver x1 ∈ H1, . . . , xm ∈ Hm tels que
x1∈Argmin
x∈H1
f(x, x2, . . . , xm) + g1(x, x2, . . . , xm)
...
xm∈Argmin
x∈Hm
f(x1, . . . , xm−1, x)+ gm(x1, . . . , xm−1, x).
(7.3)
Dans le cas particulier où, pour tout i ∈ {1, . . . , m}, gi = g, où g est convexe, (7.3)
se réduit à trouver des équilibres de Nash d’un jeu de potentiel, i.e., un jeu où la pénalité
de chaque joueur peut être représentée par une fonction de potentiel commune f + g
[13]. Alors, un équilibre de Nash peut être trouvé par la résolution du problème
minimiser
x1∈H1,...,xm∈Hm
f (x1, . . . , xm) + g(x1, . . . , xm). (7.4)
Par conséquence, le problème est réduit à la minimisation de la somme de deux fonctions
convexes sur l’espace hilbertien H1 ⊕ · · · ⊕ Hm et plusieurs méthodes sont disponibles
pour l’aborder sous certaines hypothèses (voir [5, Chapter 27]). Dans ce chapitre nous
nous consacrons au problème sans potentiel, où les fonctions (gi)1≤i≤m ne sont pas iden-
tiques ni convexes, mais elles doivent satisfaire la condition (7.2). Notons que, pour tout
i ∈ {1, . . . , m}, (7.2) implique la convexité de gi par rapport à la i-ème variable.
Notre approche consiste à résoudre l’inclusion monotone
trouver x1 ∈ H1, . . . , xm ∈ Hm tels que
(0, . . . , 0) ∈ A(x1, . . . , xm) +B(x1, . . . , xm), (7.5)
où
A = ∂f and B : (xi)1≤i≤m 7→ (∇i gi(x1, . . . , xm))1≤i≤m. (7.6)
Notons que, la monotonie de A est une conséquence de f ∈ Γ0(H1 ⊕ · · · ⊕ Hm) et la
monotonie de B est obtenue de (7.2). Nous montrons que toute solution de (7.5) est
une solution du Problème 7.1, et ensuite nous appliquons deux méthodes pour résoudre
(7.5) sous diverses hypothèses sur B. Les résultats de convergence sont les suivants.
Théorème 7.2 Dans le Problème 7.1, supposons qu’il existe (z1, . . . , zm) ∈H tel que
−(∇1 g1(z1, . . . , zm), . . . ,∇m gm(z1, . . . , zm)) ∈ ∂f (z1, . . . , zm) (7.7)
et χ ∈ ]0,+∞[ tel que
(∀(x1, . . . , xm) ∈H)(∀(y1, . . . , ym) ∈H)
m∑
i=1
‖∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym)‖2 ≤ χ2
m∑
i=1
‖xi − yi‖2. (7.8)
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De plus, soit ε ∈ ]0, 1/(χ+ 1)[, soit (γn)n∈N une suite dans [ε, (1− ε)/χ], pour tout
i ∈ {1, . . . , m}, soit xi,0 ∈ Hi et soit (ai,n)n∈N, (bi,n)n∈N et (ci,n)n∈N des suites absolument
sommables dans Hi. Des suites (x1,n)n∈N, . . . , (xm,n)n∈N et (p1,n)n∈N, . . . , (pm,n)n∈N sont gé-
nérées comme suit.
(∀n ∈ N)

Pour i = 1, . . . , m
⌊ yi,n = xi,n − γn(∇i gi(x1,n, . . . , xm,n) + ai,n)
(p1,n, . . . , pm,n) = proxγnf (y1,n, . . . , ym,n) + (b1,n, . . . , bm,n)
Pour i = 1, . . . , m⌊
qi,n = pi,n − γn(∇i gi(p1,n, . . . , pm,n) + ci,n)
xi,n+1 = xi,n − yi,n + qi,n.
(7.9)
Alors nous avons les résultats suivants pour quelque solution (x1, . . . , xm) du Problème 7.1.
(i) Pour tout i ∈ {1, . . . , m},∑n∈N ‖xi,n − pi,n‖2 < +∞ et∑n∈N ‖yi,n − qi,n‖2 < +∞.
(ii) Pour tout i ∈ {1, . . . , m}, xi,n ⇀ xi et pi,n ⇀ xi.
Théorème 7.3 Dans le Problème 7.1, supposons qu’il existe (z1, . . . , zm) ∈H tel que
−(∇1 g1(z1, . . . , zm), . . . ,∇m gm(z1, . . . , zm)) ∈ ∂f (z1, . . . , zm) (7.10)
et χ ∈ ]0,+∞[ tel que
(∀(x1, . . . , xm) ∈H)(∀(y1, . . . , ym) ∈H)
m∑
i=1
〈∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym) | xi − yi〉
≥ χ−1
m∑
i=1
‖∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym)‖2. (7.11)
De plus, soit ε ∈ ]0, 2/(χ+ 1)[ , soit (γn)n∈N une suite dans [ε, (2 − ε)/χ], pour tout i ∈
{1, . . . , m}, soit xi,0 ∈ Hi, soit (ai,n)n∈N et (bi,n)n∈N des suites absolument sommables dans
Hi, et soit (xn)n∈N la suite générée comme suit.
(∀n ∈ N)
 Pour i = 1, . . . , m⌊ yi,n = xi,n − γn(∇i gi(x1,n, . . . , xm,n) + ai,n)
(x1,n+1, . . . , xm,n+1) = proxγnf (y1,n, . . . , ym,n) + (b1,n, . . . , bm,n)
(7.12)
Alors nous avons les résultats suivants pour quelque solution (x1, . . . , xm) du Problème 7.1.
(i) Pour tout i ∈ {1, . . . , m}, xi,n ⇀ xi.
(ii) Pour tout i ∈ {1, . . . , m}, ∇i gi(x1,n, . . . , xm,n)→∇i gi(x1, . . . , xm).
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Notons que les conditions (7.8) et (7.11) sont équivalentes au caractère χ-
lipschizian et la χ−1–cocercivité de B, respectivement. Vu que tout opérateur cocoer-
cif est monotone et lipschitzien, le Théorème 7.2 permet de résoudre une classe plus
grande des problèmes que le Théorème 7.3. Par contre, à chaque itération la méthode
(7.9) calcule une étape explicite supplémentaire par rapport à (7.12) et la suite (γn)n∈N
est restreinte à l’intervalle ]0, 1/χ[ ⊂ ]0, 2/χ[.
Ensuite, nous appliquons les algorithmes précédents aux fonctions selles et jeux
à somme nulle, aux équilibres de Nash généralisés et aux problèmes de proximation
cyclique. Nous présentons ci-dessous les formulations des problèmes, les algorithmes et
les résultats de convergence principaux.
Example 7.4 Fixons χ ∈ ]0,+∞[. Soit f ∈ Γ0(H1 ⊕ H2) et soit L : H1 ⊕ H2 → R une
fonction différentiable avec un gradient χ–lipschitzian telle que, pour tout x1 ∈ H1,
L(x1, ·) est concave et, pour tout x2 ∈ H2, L(·, x2) est convexe. Le problème est de
trouver x1 ∈ H1 et x2 ∈ H2 tels que
x1 ∈ Argmin
x∈H1
f(x, x2) +L(x, x2)
x2 ∈ Argmin
x∈H2
f(x1, x)−L(x1, x).
(7.13)
Proposition 7.5 Dans l’Example 7.4, supposons qu’il existe (z1, z2) ∈ H1 ⊕H2 tel que(−∇1L(z1, z2),∇2L(z1, z2)) ∈ ∂f (z1, z2). (7.14)
De plus, soit ε ∈ ]0, 1/(χ+ 1)[, soit (x1,0, x2,0) ∈ H1 ⊕ H2, soient (a1,n)n∈N, (b1,n)n∈N et
(c1,n)n∈N des suites absolument sommables dans H1, soient (a2,n)n∈N, (b2,n)n∈N et (c2,n)n∈N
des suites absolument sommables dans H2, soit (γn)n∈N une suite dans [ε, (1− ε)/χ], et
soient (x1,n)n∈N, (x2,n)n∈N, (p1,n)n∈N et (p2,n)n∈N des suites générées comme suit.
(∀n ∈ N)

y1,n = x1,n − γn(∇1L(x1,n, x2,n) + a1,n)
y2,n = x2,n + γn(∇2L(x1,n, x2,n) + a2,n)
(p1,n, p2,n) = proxγnf (y1,n, y2,n) + (b1,n, b2,n)
q1,n = p1,n − γn(∇1L(p1,n, p2,n) + c1,n)
q2,n = p2,n + γn(∇2L(p1,n, p2,n) + c2,n)
x1,n+1 = x1,n − y1,n + q1,n
x2,n+1 = x2,n − y2,n + q2,n.
(7.15)
Alors nous avons les résultats suivants pour une solution (x1, x2) de l’Example 7.4.
(i)
∑
n∈N ‖x1,n − p1,n‖2 < +∞,
∑
n∈N ‖x2,n − p2,n‖2 < +∞,
∑
n∈N ‖y1,n − q1,n‖2 < +∞
et
∑
n∈N ‖y2,n − q2,n‖2 < +∞.
(ii) x1,n ⇀ x1, x2,n ⇀ x2, p1,n ⇀ x1, et p2,n ⇀ x2.
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Example 7.6 Soit C ⊂ H un ensemble non vide, fermé et convexe et, pour tout i ∈
{1, . . . , m}, soit gi : H → ]−∞,+∞] une fonction différentiable par rapport à l’i-ème
variable. Supposons que(∀(x1, . . . , xm) ∈H)(∀(y1, . . . , ym) ∈H)
m∑
i=1
〈∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym) | xi − yi〉 ≥ 0 (7.16)
et posons
(∀(xi)1≤i≤m ∈H)

Q1(x2, . . . , xm) =
{
x ∈ H1 | (x, x2, . . . , xm) ∈ C
}
...
Qm(x1, . . . , xm−1) =
{
x ∈ Hm | (x1, . . . , xm−1, x) ∈ C
}
.
(7.17)
Le problème est de trouver x1 ∈ H1, . . . , xm ∈ Hm tels que
x1 ∈ Argmin
x∈Q1(x2,...,xm)
g1(x, x2, . . . , xm)
...
xm ∈ Argmin
x∈Qm(x1,...,xm−1)
gm(x1, . . . , xm−1, x).
(7.18)
Proposition 7.7 Dans l’Example 7.6, supposons qu’il existe (z1, . . . , zm) ∈H tel que
−(∇1 g1(z1, . . . , zm), . . . ,∇m gm(z1, . . . , zm)) ∈ NC(z1, . . . , zm) (7.19)
et χ ∈ ]0,+∞[ tel que
(∀(x1, . . . , xm) ∈H)(∀(y1, . . . , ym) ∈H)
m∑
i=1
‖∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym)‖2 ≤ χ2
m∑
i=1
‖xi − yi‖2. (7.20)
De plus, soit ε ∈ ]0, 1/(χ+ 1)[, pour tout i ∈ {1, . . . , m}, soit xi,0 ∈ Hi, soient (ai,n)n∈N,
(bi,n)n∈N et (ci,n)n∈N des suites absolument sommables dans Hi, soit (γn)n∈N une suite dans
[ε, (1− ε)/χ] et soient (x1,n)n∈N, . . . , (xm,n)n∈N et (p1,n)n∈N, . . . , (pm,n)n∈N des suites générées
comme suit.
(∀n ∈ N)

Pour i = 1, . . . , m
⌊ yi,n = xi,n − γn(∇i gi(x1,n, . . . , xm,n) + ai,n)
(p1,n, . . . , pm,n) = PC(y1,n, . . . , ym,n) + (b1,n, . . . , bm,n)
Pour i = 1, . . . , m⌊
qi,n = pi,n − γn(∇i gi(p1,n, . . . , pm,n) + ci,n)
xi,n+1 = xi,n − yi,n + qi,n.
(7.21)
Alors nous avons les résultats suivants pour quelque solution (x1, . . . , xm) de l’Example 7.6.
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(i) Pour tout i ∈ {1, . . . , m},∑n∈N ‖xi,n − pi,n‖2 < +∞ et∑n∈N ‖yi,n − qi,n‖2 < +∞.
(ii) Pour tout i ∈ {1, . . . , m}, xi,n ⇀ xi et pi,n ⇀ xi.
Example 7.8 Soit G un espace hilbertien réel, soit f ∈ Γ0(H) et, pour tout i ∈
{1, . . . , m}, soit Li : Hi → G un opérateur linéaire et borné. Le problème est de trou-
ver x1 ∈ H1, . . . , xm ∈ Hm tels que
x1 ∈ Argmin
x∈H1
f (x, x2, . . . , xm) +
1
2
‖L1x− L2x2‖2
x2 ∈ Argmin
x∈H2
f (x1, x, . . . , xm) +
1
2
‖L2x− L3x3‖2
...
xm ∈ Argmin
x∈Hm
f (x1, . . . , xm−1, x) +
1
2
‖Lmx− L1x1‖2.
(7.22)
Proposition 7.9 Dans l’Example 7.8, supposons qu’il existe (z1, . . . , zm) ∈H tel que(
L∗1(L2z2 − L1z1), . . . , L∗m(L1z1 − Lmzm)
) ∈ ∂f (z1, . . . , zm). (7.23)
Posons χ = 2max1≤i≤m ‖Li‖2, soit ε ∈ ]0, 2/(χ+ 1)[, soit (γn)n∈N une suite dans
[ε, (2 − ε)/χ], pour tout i ∈ {1, . . . , m}, soit xi,0 ∈ Hi, soient (ai,n)n∈N et (bi,n)n∈N des
suites absolument sommables dans Hi, et soit (xn)n∈N une suite générée comme suit.
(∀n ∈ N)
 Pour i = 1, . . . , m⌊ yi,n = xi,n − γn(L∗i (Lixi,n − Li+1xi+1,n) + ai,n)
(x1,n+1, . . . , xm,n+1) = proxγnf (y1,n, . . . , ym,n) + (b1,n, . . . , bm,n)
(7.24)
Alors nous avons les résultats suivants pour quelque solution (x1, . . . , xm) de l’Example 7.8.
(i) Pour tout i ∈ {1, . . . , m}, xi,n ⇀ xi.
(ii) Pour tout i ∈ {1, . . . , m}, L∗i
(
Li(xi,n − xi)− Li+1(xi+1,n − xi+1)
)→ 0.
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7.2 Article en anglais
MONOTONE OPERATOR METHODS FOR NASH EQUILIBRIA IN
NON-POTENTIAL GAMES 1
Abstract : We observe that a significant class of Nash equilibrium problems in non-
potential games can be associated with monotone inclusion problems. We propose split-
ting techniques to solve such problems and establish their convergence. Applications
to generalized Nash equilibria, zero-sum games, and cyclic proximation problems are
demonstrated.
7.2.1 Problem statement
Consider a game with m ≥ 2 players indexed by i ∈ {1, . . . , m}. The strategy xi of
the ith player lies in a real Hilbert spaceHi and the problem is to find x1 ∈ H1, . . . , xm ∈
Hm such that
(∀i ∈ {1, . . . , m})
xi ∈ Argmin
x∈Hi
f (x1, . . . , xi−1, x, xi+1, . . . , xm) + gi(x1, . . . , xi−1, x, xi+1, . . . , xm),
(7.25)
where (gi)1≤i≤m represents the individual penalty of player i depending on the strategies
of all players and f is a convex penalty which is common to all players and models the
collective discomfort of the group. At this level of generality, no reliable method exists
for solving (7.25) and some hypotheses are required. In this paper we focus on the
following setting.
Problem 7.10 Let m ≥ 2 be an integer and let f : H1 ⊕ · · · ⊕ Hm → ]−∞,+∞] be a
proper lower semicontinuous convex function. For every i ∈ {1, . . . , m}, let gi : H1 ⊕
· · ·⊕Hm → ]−∞,+∞] be such that, for every (x1, . . . , xm) ∈ H1⊕· · ·⊕Hm, the function
x 7→ gi(x1, . . . , xi−1, x, xi+1, . . . , xm) is convex and differentiable on Hi, and denote by
∇i gi(x1, . . . , xm) its derivative at xi. Moreover,(∀(x1, . . . , xm) ∈ H1 ⊕ · · · ⊕ Hm)(∀(y1, . . . , ym) ∈ H1 ⊕ · · · ⊕ Hm)
m∑
i=1
〈∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym) | xi − yi〉 ≥ 0. (7.26)
1. L. M. Briceño-Arias and P. L. Combettes, Monotone operator methods for Nash equilibria in non-
potential games, Computational and Analytical Mathematics, soumis.
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The problem is to find x1 ∈ H1, . . . , xm ∈ Hm such that
x1 ∈ Argmin
x∈H1
f (x, x2, . . . , xm) + g1(x, x2, . . . , xm)
...
xm ∈ Argmin
x∈Hm
f (x1, . . . , xm−1, x) + gm(x1, . . . , xm−1, x).
(7.27)
In the special case when, for every i ∈ {1, . . . , m}, gi = g, Problem 7.10 amounts
to finding a Nash equilibrium of a potential game, i.e., a game in which the penalty of
player i can be represented by a common potential f + g [13]. Hence, Nash equilibria
can be found by solving
minimize
x1∈H1,...,xm∈Hm
f (x1, . . . , xm) + g(x1, . . . , xm). (7.28)
Thus, the problem reduces to the minimization of the sum of two convex functions on
the Hilbert space H1 ⊕ · · · ⊕ Hm and various methods are available to tackle it under
suitable assumptions (see for instance [5, Chapter 27]). In this paper we address the
more challenging non-potential setting, in which the functions (gi)1≤i≤m need not be
identical nor convex, but they must satisfy (7.26). Let us note that (7.26) actually implies
the convexity of gi with respect to its ith variable.
Our methodology consists in using monotone operator splitting techniques for sol-
ving an auxiliary monotone inclusion, the solutions of which are Nash equilibria of Pro-
blem 7.10. In Section 7.2.2 we review the notation and background material needed
subsequently. In Section 7.2.3 we introduce the auxiliary monotone inclusion problem
and provide conditions ensuring the existence of solutions to the auxiliary problem. We
also propose two methods for solving Problem 7.10 and establish their convergence.
Finally, in Section 7.2.4 the proposed methods are applied to the construction of gene-
ralized Nash equilibria, to zero-sum games, and to cyclic proximation problems.
7.2.2 Notation and background
Throughout this paper,H, G, and (Hi)1≤i≤m are real Hilbert spaces. For convenience,
their scalar products are all denoted by 〈· | ·〉 and the associated norms by ‖ · ‖. Let
A : H → 2H be a set-valued operator. The domain of A is domA = {x ∈ H | Ax 6= ∅},
the set of zeros of A is zerA =
{
x ∈ H | 0 ∈ Ax}, the graph of A is grA ={
(x, u) ∈ H ×H | u ∈ Ax}, the range of A is ranA = {u ∈ H | (∃ x ∈ H) u ∈ Ax},
the inverse of A is the set-valued operator A−1 : H → 2H : u 7→ {x ∈ H | u ∈ Ax}, and
the resolvent of A is JA = (Id+A)−1. In addition, A is monotone if
(∀(x, y) ∈ H ×H)(∀(u, v) ∈ Ax×Ay) 〈x− y | u− v〉 ≥ 0 (7.29)
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and it is maximally monotone if, furthermore, every monotone operator B : H → 2H
such that grA ⊂ grB coincides with A.
We denote by Γ0(H) the class of lower semicontinuous convex functions ϕ : H →
]−∞,+∞] which are proper in the sense that domϕ = {x ∈ H | ϕ(x) < +∞} 6= ∅. Let
ϕ ∈ Γ0(H). The proximity operator of ϕ is
proxϕ : H → H : x 7→ argmin
y∈H
ϕ(y) +
1
2
‖x− y‖2 (7.30)
and the subdifferential of ϕ is the maximally monotone operator
∂ϕ : H → 2H : x 7→ {u ∈ H | (∀y ∈ H) 〈y − x | u〉+ ϕ(x) ≤ ϕ(y)}. (7.31)
We have
Argmin
x∈H
ϕ(x) = zer ∂ϕ and proxϕ = J∂ϕ. (7.32)
Let β ∈ ]0,+∞[. An operator T : H → H is β-cocoercive (or βT is firmly nonexpansive)
if
(∀x ∈ H)(∀y ∈ H) 〈x− y | Tx− Ty〉 ≥ β‖Tx− Ty‖2, (7.33)
which implies that it is monotone and β−1–Lipschitzian. Let C be a nonempty convex
subset of H. The indicator function of C is
ιC : H → ]−∞,+∞] : x 7→
{
0, if x ∈ C;
+∞, if x /∈ C (7.34)
and ∂ιC = NC is the normal cone operator of C, i.e.,
NC : H → 2H : x 7→
{{
u ∈ H | (∀y ∈ C) 〈y − x | u〉 ≤ 0}, if x ∈ C;
∅, otherwise.
(7.35)
If C is closed, for every x ∈ H, there exists a unique point PCx ∈ C such that ‖x−PCx‖ =
infy∈C ‖x − y‖ ; PCx is called the projection of x onto C and we have PC = proxιC . In
addition, the symbols ⇀ and→ denote respectively weak and strong convergence. For
a detailed account of the tools described above, see [5].
7.2.3 Model, algorithms, and convergence
We investigate an auxiliary monotone inclusion problem the solutions of which are
Nash equilibria of Problem 7.10 and propose two splitting methods to solve it. Both
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involve the proximity operator proxf , which can be computed explicitly in several ins-
tances [5, 7]. We henceforth denote byH the direct sum of the Hilbert spaces (Hi)1≤i≤m,
i.e., the product space H1 × · · · × Hm equipped with the scalar product
〈〈· | ·〉〉 : ((xi)1≤i≤m, (yi)1≤i≤m) 7→ m∑
i=1
〈xi | yi〉 . (7.36)
We denote the associated norm by ||| · |||, a generic element of H by x = (xi)1≤i≤m, and
the identity operator on H by Id.
7.2.3.1 A monotone inclusion model
With the notation and hypotheses of Problem 7.10, let us set
A = ∂f and B : H→H : x 7→ (∇1 g1(x), . . . ,∇m gm(x)). (7.37)
We consider the inclusion problem
find x ∈ zer(A+B). (7.38)
Since f ∈ Γ0(H), A is maximally monotone. On the other hand, it follows from (7.26)
that B is monotone. The following result establishes a connection between the mono-
tone inclusion problem (7.38) and Problem 7.10.
Proposition 7.11 Using the notation and hypotheses of Problem 7.10, let A and B be as
in (7.37). Then every point in zer(A+B) is a solution to Problem 7.10.
Proof. Suppose that zer(A+B) 6= ∅ and let (x1, . . . , xm) ∈H. Then [5, Proposition 16.6]
asserts that
A(x1, . . . , xm) ⊂ ∂
(
f (·, x2, . . . , xm)
)
(x1)× · · · × ∂
(
f (x1, . . . , xm−1, ·)
)
(xm). (7.39)
Hence, since dom g1(·, x2, . . . , xm) = H1, . . . , dom gm(x1, . . . , xm−1, ·) = Hm, we derive
from (7.37), (7.32), and [5, Corollary 16.38(iii)] that
(x1, . . . , xm) ∈ zer(A+B) ⇔ −B(x1, . . . , xm) ∈ A(x1, . . . , xm)
⇒

−∇1 g1(x1, . . . , xm) ∈ ∂
(
f(·, x2, . . . , xm)
)
(x1)
...
−∇m gm(x1, . . . , xm) ∈ ∂
(
f(x1, . . . , xm−1, ·)
)
(xm)
⇔ (x1, . . . , xm) solves Problem 7.10, (7.40)
which yields the result.
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Proposition 7.11 asserts that we can solve Problem 7.10 by solving (7.38), provided
the latter has solutions. The following result provides instances in which this property is
satisfied. First, we need the following definitions (see [5, Chapters 21–24]).
Let A : H → 2H be monotone. Then A is 3∗ monotone if domA × ranA ⊂ domFA,
where
FA : H×H → ]−∞,+∞] : (x, u) 7→ 〈x | u〉 − inf
(y,v)∈grA
〈x− y | u− v〉 . (7.41)
On the other hand, A is uniformly monotone if there exists an increasing function
φ : [0,+∞[→ [0,+∞] vanishing only at 0 such that(∀(x, y) ∈ H ×H)(∀(u, v) ∈ Ax×Ay) 〈x− y | u− v〉 ≥ φ(‖x− y‖). (7.42)
A function ϕ ∈ Γ0(H) is uniformly convex if there exists an increasing function
φ : [0,+∞[→ [0,+∞] vanishing only at 0 such that
(∀(x, y) ∈ domϕ× domϕ)(∀α ∈ ]0, 1[)
ϕ(αx+ (1 − α)y) + α(1− α)φ(‖x− y‖) ≤ αϕ(x) + (1− α)ϕ(y). (7.43)
The function φ in (7.42) and (7.43) is called the modulus of uniform monotonicity and
of uniform convexity, respectively, and it is said to be supercoercive if limt→+∞ φ(t)/t =
+∞.
Proposition 7.12 With the notation and hypotheses of Problem 7.10, letB be as in (7.37).
Suppose that B is maximally monotone and that one of the following holds.
(i) lim|||x|||→+∞ inf |||∂f(x) +Bx||| = +∞.
(ii) ∂f +B is uniformly monotone with a supercoercive modulus.
(iii) (dom ∂f ) ∩ domB is bounded.
(iv) f = ιC , where C is a nonempty closed convex bounded subset of H.
(v) f is uniformly convex with a supercoercive modulus.
(vi) B is 3∗ monotone, and ∂f or B is surjective.
(vii) B is uniformly monotone with a supercoercive modulus.
(viii) B is linear and bounded, there exists β ∈ ]0,+∞[ such that B is β–cocoercive, and
∂f or B is surjective.
Then zer(∂f +B) 6= ∅. In addition, if (ii), (v), or (vii) holds, zer(∂f +B) is a singleton.
Proof. First note that, for every x = (xi)1≤i≤m ∈ H, dom∇1 g1(·, x2, . . . , xm) = H1, . . . ,
dom∇m gm(x1, . . . , xm−1, ·) = Hm. Hence, it follows from (7.37) that domB = H and,
therefore, from [5, Corollary 24.4(i)] that ∂f +B is maximally monotone. In addition,
it follows from [5, Example 24.9] that ∂f is 3∗ monotone.
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(i) : This follows from [5, Corollary 21.20]. (ii) : This follows from [5, Corol-
lary 23.37(i)]. (iii) : Since dom(∂f +B) = (dom ∂f ) ∩ domB, the result follows from
[5, Proposition 23.36(iii)]. (iv)⇒(iii) : f = ιC ∈ Γ0(H) and dom ∂f = C is boun-
ded. (v)⇒(ii) : It follows from (7.37) and [5, Example 22.3(iii)] that ∂f is uniformly
monotone. Hence, ∂f + B is uniformly monotone. (vi) : This follows from [5, Corol-
lary 24.22(ii)]. (vii)⇒(ii) : Clear. (viii)⇒(vi) : This follows from [5, Proposition 24.12].
7.2.3.2 Forward-backward-forward algorithm
Our first method for solving Problem 7.10 derives from an algorithm proposed in
[6], which is itself a variant of a method proposed in [15].
Theorem 7.13 In Problem 7.10, suppose that there exist (z1, . . . , zm) ∈H such that
−(∇1 g1(z1, . . . , zm), . . . ,∇m gm(z1, . . . , zm)) ∈ ∂f (z1, . . . , zm) (7.44)
and χ ∈ ]0,+∞[ such that
(∀(x1, . . . , xm) ∈H)(∀(y1, . . . , ym) ∈H)
m∑
i=1
‖∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym)‖2 ≤ χ2
m∑
i=1
‖xi − yi‖2. (7.45)
Let ε ∈ ]0, 1/(χ+ 1)[ and let (γn)n∈N be a sequence in [ε, (1− ε)/χ]. Moreover, for every i ∈
{1, . . . , m}, let xi,0 ∈ Hi, and let (ai,n)n∈N, (bi,n)n∈N, and (ci,n)n∈N be absolutely summable
sequences in Hi. Now consider the following routine.
(∀n ∈ N)

For i = 1, . . . , m
⌊ yi,n = xi,n − γn(∇i gi(x1,n, . . . , xm,n) + ai,n)
(p1,n, . . . , pm,n) = proxγnf (y1,n, . . . , ym,n) + (b1,n, . . . , bm,n)
For i = 1, . . . , m⌊
qi,n = pi,n − γn(∇i gi(p1,n, . . . , pm,n) + ci,n)
xi,n+1 = xi,n − yi,n + qi,n.
(7.46)
Then there exists a solution (x1, . . . , xm) to Problem 7.10 such that, for every i ∈ {1, . . . , m},
xi,n ⇀ xi and pi,n ⇀ xi.
Proof. Let A and B be defined as (7.37). Then (7.44) yields zer(A +B) 6= ∅ and, for
every γ ∈ ]0,+∞[, (7.32) yields JγA = proxγf . In addition, we deduce from (7.26) and
(7.45) that B is monotone and χ–Lipschitzian. Now set
(∀n ∈ N)

xn = (x1,n, . . . , xm,n)
yn = (y1,n, . . . , ym,n)
pn = (p1,n, . . . , pm,n)
qn = (q1,n, . . . , qm,n)
and

an = (a1,n, . . . , am,n)
bn = (b1,n, . . . , bm,n)
cn = (c1,n, . . . , cm,n).
(7.47)
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Then (7.46) is equivalent to
(∀n ∈ N)

yn = xn − γn(Bxn + an)
pn = JγnAyn + bn
qn = pn − γn(Bpn + cn)
xn+1 = xn − yn + qn.
(7.48)
Therefore, the result follows from [6, Theorem 2.5(ii)] and Proposition 7.11.
Note that two (forward) gradient steps involving the individual penalties (gi)1≤i≤m
and one (backward) proximal step involving the common penalty f are required at each
iteration of (7.46).
7.2.3.3 Forward-backward algorithm
Our second method for solving Problem 7.10 is somewhat simpler than (7.46) but
requires stronger hypotheses on (gi)1≤i≤m. This method is an application of the forward-
backward splitting algorithm (see [3, 8] and the references therein for background).
Theorem 7.14 In Problem 7.10, suppose that there exist (z1, . . . , zm) ∈H such that
−(∇1 g1(z1, . . . , zm), . . . ,∇m gm(z1, . . . , zm)) ∈ ∂f (z1, . . . , zm) (7.49)
and χ ∈ ]0,+∞[ such that
(∀(x1, . . . , xm) ∈H)(∀(y1, . . . , ym) ∈H)
m∑
i=1
〈∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym) | xi − yi〉
≥ 1
χ
m∑
i=1
‖∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym)‖2. (7.50)
Let ε ∈ ]0, 2/(χ+ 1)[ and let (γn)n∈N be a sequence in [ε, (2− ε)/χ]. Moreover, for every i ∈
{1, . . . , m}, let xi,0 ∈ Hi, and let (ai,n)n∈N and (bi,n)n∈N be absolutely summable sequences
in Hi. Now consider the following routine.
(∀n ∈ N)
 For i = 1, . . . , m⌊ yi,n = xi,n − γn(∇i gi(x1,n, . . . , xm,n) + ai,n)
(x1,n+1, . . . , xm,n+1) = proxγnf (y1,n, . . . , ym,n) + (b1,n, . . . , bm,n).
(7.51)
Then there exists a solution (x1, . . . , xm) to Problem 7.10 such that, for every i ∈ {1, . . . , m},
xi,n ⇀ xi and ∇i gi(x1,n, . . . , xm,n)→∇i gi(x1, . . . , xm).
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Proof. If we define A andB as in (7.37), (7.49) is equivalent to zer(A+B) 6= ∅, and it
follows from (7.50) that B is χ−1–cocoercive. Moreover, (7.51) can be recast as
(∀n ∈ N)
⌊
yn = xn − γn(Bxn + an)
xn+1 = JγnAyn + bn.
(7.52)
The result hence follows from Proposition 7.11 and [3, Theorem 2.8(i)&(ii)].
Theorem 7.14 imposes more restrictions on (gi)1≤i≤m. However, unlike the forward-
backward-forward algorithm used in Section 7.2.3.2, it employs only one forward step
at each iteration. In addition, this method allows for larger gradient steps since the
sequence (γn)n∈N lies in ]0, 2/χ[, as opposed to ]0, 1/χ[ in Theorem 7.13.
7.2.4 Applications
The previous results can be used to solve a wide variety of instances of Problem 7.10.
We discuss three examples.
7.2.4.1 Saddle functions and zero-sum games
We consider an instance of Problem 7.10 with m = 2 players whose individual
penalties g1 and g2 are saddle functions.
Example 7.15 Let χ ∈ ]0,+∞[, let f ∈ Γ0(H1 ⊕ H2), and let L : H1 ⊕ H2 → R be
a differentiable function with a χ–Lipschitzian gradient such that, for every x1 ∈ H1,
L(x1, ·) is concave and, for every x2 ∈ H2, L(·, x2) is convex. The problem is to find
x1 ∈ H1 and x2 ∈ H2 such that
x1 ∈ Argmin
x∈H1
f(x, x2) +L(x, x2)
x2 ∈ Argmin
x∈H2
f(x1, x)−L(x1, x).
(7.53)
Proposition 7.16 In Example 7.15, suppose that there exists (z1, z2) ∈ H1 ⊕H2 such that(−∇1L(z1, z2),∇2L(z1, z2)) ∈ ∂f (z1, z2). (7.54)
Let ε ∈ ]0, 1/(χ+ 1)[ and let (γn)n∈N be a sequence in [ε, (1− ε)/χ]. Moreover, let
(x1,0, x2,0) ∈ H1 ⊕ H2, let (a1,n)n∈N, (b1,n)n∈N, and (c1,n)n∈N be absolutely summable se-
quences in H1, and let (a2,n)n∈N, (b2,n)n∈N, and (c2,n)n∈N be absolutely summable sequences
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in H2. Now consider the following routine.
(∀n ∈ N)

y1,n = x1,n − γn(∇1L(x1,n, x2,n) + a1,n)
y2,n = x2,n + γn(∇2L(x1,n, x2,n) + a2,n)
(p1,n, p2,n) = proxγnf (y1,n, y2,n) + (b1,n, b2,n)
q1,n = p1,n − γn(∇1L(p1,n, p2,n) + c1,n)
q2,n = p2,n + γn(∇2L(p1,n, p2,n) + c2,n)
x1,n+1 = x1,n − y1,n + q1,n
x2,n+1 = x2,n − y2,n + q2,n.
(7.55)
Then there exists a solution (x1, x1) to Example 7.15 such that x1,n ⇀ x1, p1,n ⇀ x1,
x2,n ⇀ x2, and p2,n ⇀ x2.
Proof. Example 7.15 corresponds to the particular instance of Problem 7.10 in which
m = 2, g1 = L, and g2 = −L. Indeed, it follows from [14, Theorem 1] that the operator
(x1, x2) 7→
(∇1L(x1, x2),−∇2L(x1, x2)) (7.56)
is monotone in H1 ⊕H2 and hence (7.26) holds. In addition, (7.54) implies (7.44) and,
since ∇L is χ–Lipschitzian, (7.45) holds. Altogether, since (7.46) reduces to (7.55), the
result follows from Theorem 7.13.
Next, we examine an application of Proposition 7.16 to 2-player finite zero-sum
games.
Example 7.17 We consider a 2-player finite zero-sum game (for complements and back-
ground on finite games, see [16]). Let S1 be the finite set of pure strategies of player 1,
with cardinality N1, and let
C1 =
{
(ξj)1≤j≤N1 ∈ [0, 1]N1
∣∣∣∣ N1∑
j=1
ξj = 1
}
(7.57)
be his set of mixed strategies (S2, N2, and C2 are defined likewise). Moreover, let L be
an N1 ×N2 real cost matrix such that
(∃ z1 ∈ C1)(∃ z2 ∈ C2) − Lz2 ∈ NC1z1 and L⊤z1 ∈ NC2z2. (7.58)
The problem is to
find x1 ∈ RN1 and x2 ∈ RN2 such that

x1 ∈ Argmin
x∈C1
x⊤Lx2
x2 ∈ Argmax
x∈C2
x⊤1 Lx.
(7.59)
Since the penalty function of player 1 is (x1, x2) 7→ x⊤1 Lx2 and the penalty function
of player 2 is (x1, x2) 7→ −x⊤1 Lx2, (7.59) is a zero-sum game. It corresponds to the
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particular instance of Example 7.15 in which H1 = RN1 , H2 = RN2, f : (x1, x2) 7→
ιC1(x1) + ιC2(x2), and L : (x1, x2) 7→ x⊤1 Lx2. Indeed, since C1 and C2 are nonempty clo-
sed convex sets, f ∈ Γ0(H1 ⊕ H2). Moreover, x1 7→ L(x1, x2) and x2 7→ −L(x1, x2)
are convex, and ∇L : (x1, x2) 7→ (Lx2, L⊤x1) is linear and bounded, with ‖∇L‖ = ‖L‖.
In addition, for every γ ∈ ]0,+∞[, proxγf = (PC1 , PC2) [5, Proposition 23.30]. Hence,
(7.55) reduces to (we set the error terms to zero for simplicity)
(∀n ∈ N)

y1,n = x1,n − γnLx2,n
y2,n = x2,n + γnL
⊤x1,n
p1,n = PC1y1,n
p2,n = PC2y2,n
q1,n = p1,n − γnLp2,n
q2,n = p2,n + γnL
⊤p1,n
x1,n+1 = x1,n − y1,n + q1,n
x2,n+1 = x2,n − y2,n + q2,n,
(7.60)
where (γn)n∈N is a sequence in [ε, (1− ε)/‖L‖] for some arbitrary ε ∈ ]0, 1/(‖L‖+ 1)[.
Since ∂f : (x1, x2) 7→ NC1x1 × NC2x2, (7.58) yields (7.54). Altogether, Proposition 7.16
asserts that the sequences (x1,n)n∈N and (x2,n)n∈N generated by (7.60) converge to x1 ∈
R
N1 and x2 ∈ RN2 , respectively, such that (x1, x2) is a solution to (7.59).
7.2.4.2 Generalized Nash equilibria
We consider the particular case of Problem 7.10 in which f is the indicator function
of a closed convex subset of H = H1 ⊕ · · · ⊕ Hm.
Example 7.18 Let C ⊂ H be a nonempty closed convex set and, for every i ∈
{1, . . . , m}, let gi : H → ]−∞,+∞] be a function which is differentiable with respect
to its ith variable. Suppose that
(∀(x1, . . . , xm) ∈H)(∀(y1, . . . , ym) ∈H)
m∑
i=1
〈∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym) | xi − yi〉 ≥ 0 (7.61)
and set
(∀(x1, . . . , xm) ∈H)

Q1(x2, . . . , xm) =
{
x ∈ H1 | (x, x2, . . . , xm) ∈ C
}
...
Qm(x1, . . . , xm−1) =
{
x ∈ Hm | (x1, . . . , xm−1, x) ∈ C
}
.
(7.62)
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The problem is to find x1 ∈ H1, . . . , xm ∈ Hm such that
x1 ∈ Argmin
x∈Q1(x2,...,xm)
g1(x, x2, . . . , xm)
...
xm ∈ Argmin
x∈Qm(x1,...,xm−1)
gm(x1, . . . , xm−1, x).
(7.63)
The solutions to Example 7.18 are called generalized Nash equilibria [10], social
equilibria [9], or equilibria of abstract economies [1], and their existence has been
studied in [1, 9]. We deduce from Proposition 7.11 that we can find a solution to
Example 7.18 by solving a variational inequality in H, provided the latter has solutions.
This observation is also made in [10], which investigates a Euclidean setting in which
additional smoothness properties are imposed on (gi)1≤i≤m. An alternative approach for
solving Example 7.18 in Euclidean spaces is also proposed in [12] with stronger diffe-
rentiability properties on (gi)1≤i≤m and a monotonicity assumption of the form (7.61).
However, the convergence of the method is not guaranteed. Below we derive from Sec-
tion 7.2.3.2 a weakly convergent method for solving Example 7.18.
Proposition 7.19 In Example 7.18, suppose that there exist (z1, . . . , zm) ∈H such that
−(∇1 g1(z1, . . . , zm), . . . ,∇m gm(z1, . . . , zm)) ∈ NC(z1, . . . , zm) (7.64)
and χ ∈ ]0,+∞[ such that
(∀(x1, . . . , xm) ∈H)(∀(y1, . . . , ym) ∈H)
m∑
i=1
‖∇i gi(x1, . . . , xm)−∇i gi(y1, . . . , ym)‖2 ≤ χ2
m∑
i=1
‖xi − yi‖2. (7.65)
Let ε ∈ ]0, 1/(χ+ 1)[ and let (γn)n∈N be a sequence in [ε, (1− ε)/χ]. Moreover, for every i ∈
{1, . . . , m}, let xi,0 ∈ Hi, and let (ai,n)n∈N, (bi,n)n∈N, and (ci,n)n∈N be absolutely summable
sequences in Hi. Now consider the following routine.
(∀n ∈ N)

For i = 1, . . . , m
⌊ yi,n = xi,n − γn(∇i gi(x1,n, . . . , xm,n) + ai,n)
(p1,n, . . . , pm,n) = PC(y1,n, . . . , ym,n) + (b1,n, . . . , bm,n)
For i = 1, . . . , m⌊
qi,n = pi,n − γn(∇i gi(p1,n, . . . , pm,n) + ci,n)
xi,n+1 = xi,n − yi,n + qi,n.
(7.66)
Then there exists a solution (x1, . . . , xm) to Example 7.18 such that, for every i ∈
{1, . . . , m}, xi,n ⇀ xi and pi,n ⇀ xi.
Proof. Example 7.18 corresponds to the particular instance of Problem 7.10 in which
f = ιC . Hence, since PC = proxf , the result follows from Theorem 7.13.
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7.2.4.3 Cyclic proximation problem
We consider the following problem in H = H1 ⊕ · · · ⊕ Hm.
Example 7.20 Let G be a real Hilbert space, let f ∈ Γ0(H), and, for every i ∈ {1, . . . , m},
let Li : Hi → G be a bounded linear operator. The problem is to find x1 ∈ H1, . . . , xm ∈
Hm such that
x1 ∈ Argmin
x∈H1
f (x, x2, . . . , xm) +
1
2
‖L1x− L2x2‖2
x2 ∈ Argmin
x∈H2
f (x1, x, . . . , xm) +
1
2
‖L2x− L3x3‖2
...
xm ∈ Argmin
x∈Hm
f (x1, . . . , xm−1, x) +
1
2
‖Lmx− L1x1‖2.
(7.67)
For every i ∈ {1, . . . , m}, the individual penalty function of player imodels his desire
to keep some linear transformation Li of his strategy close to some linear transformation
of that of the next player i + 1. In the particular case when f : (xi)1≤i≤m 7→
∑m
i=1 fi(xi),
a similar formulation is studied in [2, Section 3.1], where an algorithm is proposed for
solving (7.67). However, each step of the algorithm involves the proximity operator of
a sum of convex functions, which is extremely difficult to implement numerically. The
method described below circumvents this difficulty.
Proposition 7.21 In Example 7.20, suppose that there exists (z1, . . . , zm) ∈H such that(
L∗1(L2z2 − L1z1), . . . , L∗m(L1z1 − Lmzm)
) ∈ ∂f (z1, . . . , zm). (7.68)
Set χ = 2max1≤i≤m ‖Li‖2, let ε ∈ ]0, 2/(χ+ 1)[ and let (γn)n∈N be a sequence in [ε, (2 −
ε)/χ]. For every i ∈ {1, . . . , m}, let xi,0 ∈ Hi, and let (ai,n)n∈N and (bi,n)n∈N be absolutely
summable sequences in Hi. Now set Lm+1 = L1, for every n ∈ N, set xm+1,n = x1,n, and
consider the following routine.
(∀n ∈ N)
 For i = 1, . . . , m⌊ yi,n = xi,n − γn(L∗i (Lixi,n − Li+1xi+1,n) + ai,n)
(x1,n+1, . . . , xm,n+1) = proxγnf (y1,n, . . . , ym,n) + (b1,n, . . . , bm,n).
(7.69)
Then there exists a solution (x1, . . . , xm) to Example 7.20 such that, for every i ∈
{1, . . . , m}, xi,n ⇀ xi and L∗i
(
Li(xi,n − xi)− Li+1(xi+1,n − xi+1)
)→ 0.
Proof. Note that Example 7.20 corresponds to the particular instance of Problem 7.10
in which, for every i ∈ {1, . . . , m}, gi : (xi)1≤i≤m 7→ ‖Lixi − Li+1xi+1‖/2, where we set
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xm+1 = x1. Indeed, since
(∀(x1, . . . , xm) ∈H)

∇1 g1(x1, . . . , xm) = L∗1(L1x1 − L2x2)
...
∇m gm(x1, . . . , xm) = L∗m(Lmxm − L1x1),
(7.70)
the operator (xi)1≤i≤m 7→ (∇i gi(x1, . . . , xm))1≤i≤m is linear and bounded. Thus, for every
(x1, . . . , xm) ∈H,
m∑
i=1
〈∇i gi(x1, . . . , xm) | xi〉 =
m∑
i=1
〈L∗i (Lixi − Li+1xi+1) | xi〉
=
m∑
i=1
〈Lixi − Li+1xi+1 | Lixi〉
=
m∑
i=1
‖Lixi‖2 −
m∑
i=1
〈Li+1xi+1 | Lixi〉
=
1
2
m∑
i=1
‖Lixi‖2 + 1
2
m∑
i=1
‖Li+1xi+1‖2 −
m∑
i=1
〈Li+1xi+1 | Lixi〉
=
m∑
i=1
1
2
‖Lixi − Li+1xi+1‖2
=
m∑
i=1
1
2‖Li‖2‖Li‖
2‖Lixi − Li+1xi+1‖2
≥ χ−1
m∑
i=1
‖L∗i (Lixi − Li+1xi+1)‖2
= χ−1
m∑
i=1
‖∇i gi(x1, . . . , xm)‖2, (7.71)
and hence (7.50) and (7.26) hold. In addition, (7.68) yields (7.49). Altogether, since
(7.51) reduces to (7.69), the result follows from Theorem 7.14.
We present below an application of Proposition 7.21 to cyclic proximation problems
and, in particular, to cyclic projection problems.
Example 7.22 We apply Example 7.20 to cyclic evaluations of proximity operators. For
every i ∈ {1, . . . , m}, let Hi = H, let fi ∈ Γ0(H), let Li = Id, and set f : (xi)1≤i≤m 7→∑m
i=1 fi(xi). In view of (7.30), Example 7.20 reduces to finding x1 ∈ H, . . . , xm ∈ H such
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that 
x1 = proxf1 x2
x2 = proxf2 x3
...
xm = proxfm x1.
(7.72)
It is assumed that (7.72) has at least one solution. Since proxf : (xi)1≤i≤m 7→
(proxfi xi)1≤i≤m [5, Proposition 23.30], (7.69) becomes (we set errors to zero for simpli-
city)
(∀n ∈ N)
⌊
For i = 1, . . . , m
⌊ xi,n+1 = proxγnfi((1− γn)xi,n + γnxi+1,n),
(7.73)
where (xi,0)1≤i≤m ∈ Hm and (γn)n∈N is a sequence in [ε, 1− ε] for some arbitrary ε ∈
]0, 1/2[. Proposition 7.21 asserts that the sequences (x1,n)n∈N, . . . , (xm,n)n∈N generated by
(7.73) converge weakly to points x1 ∈ H, . . . , xm ∈ H, respectively, such that (x1, . . . , xm)
is a solution to (7.72).
In the particular case when, for every i ∈ {1, . . . , m}, fi = ιCi , a solution of (7.72)
represents a cycle of points in C1, . . . , Cm. It can be interpreted as a Nash equilibrium of
the game in which, for every i ∈ {1, . . . , m}, the strategies of player i, belong to Ci and
its penalty function is (xi)1≤i≤m 7→ ‖xi − xi+1‖2, that is, player i wants to have strategies
as close as possible to the strategies of player i+1. Such schemes go back at least to [11].
It has recently been proved [4] that, in this case, if m > 2, the cycles are not minimizers
of any potential, from which we infer that this problem cannot be reduced to a potential
game. Note that (7.73) becomes
(∀n ∈ N)
⌊
For i = 1, . . . , m
⌊ xi,n+1 = PCi((1− γn)xi,n + γnxi+1,n) (7.74)
and the sequences thus generated (x1,n)n∈N, . . . , (xm,n)n∈N converge weakly to points
x1 ∈ H, . . . , xm ∈ H, respectively, such that (x1, . . . , xm) is a cycle. The existence of
cycles has been proved in [11] when one of the sets C1, . . . , Cm is bounded. Thus, (7.74)
is an alternative parallel algorithm to the method of successive projections [11].
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Chapitre 8
Résolution de problèmes de point fixe
composites
8.1 Description et résultats principaux
Dans ce chapitre nous nous intéressons au problème de point fixe suivant.
Problème 8.1 Fixons ε ∈ ]0, 1[ et soit (βn)n∈N une suite dans ]0, 1− ε]. Pour tout n ∈ N,
soit Tn : H → H une contraction ferme, soit Rn : domRn ⊂ H → H une pseudo contrac-
tion telle que (Id−Rn) est un opérateur βn–lipschitzien et soit S ⊂ H un ensemble non
vide, fermé et convexe. Le problème est de
trouver x ∈ Z = S ∩
⋂
n∈N
FixTnRn. (8.1)
Dans la littérature il existe des algorithmes pour résoudre le problème ci-dessus
dans quelques cas particuliers. En effet, si S = H, Rn ≡ Id et Z 6= ∅ des méthodes
peuvent être trouvées dans [3, 1] et si S = H, Tn ≡ Id et Rn ≡ R, où R est une pseudo
contraction lipschitzienne d’un ensemble convexe C ⊂ H dans lui même, des méthodes
sont dans [4, 5, 6, 7]. Cependant, vu que la composition d’une contraction ferme avec
une pseudo contraction lipschitzienne n’est pas une pseudo contraction en général, le
Problème 8.1 ne peut pas être résolu par ces méthodes.
Nous proposons l’algorithme suivant qui, dans chaque itération n ∈ N, effectue sé-
quentiellement des calculs explicites des opérateursRn, Tn et Rn suivis d’une approxima-
tion extérieure de la contrainte S. Cette approximation est faite à partir d’une projection
sur un demi-espace affine et fermé qui contient S. La méthode tolère des erreurs dans
l’évaluation de chaque opérateur impliqué.
Algorithme 8.2 Soient (Tn)n∈N, (Rn)n∈N et S définis comme dans le Problème 8.1. Pour
tout n ∈ N, on note par Qn : H → H l’opérateur de projection sur un demi-espace affine
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fermé contenant S, et soient (an)n∈N, (bn)n∈N et (cn)n∈N des suites dans H telles que∑
n∈N ‖an‖ < +∞,
∑
n∈N ‖bn‖ < +∞ et
∑
n∈N ‖cn‖ < +∞. De plus, soit ε ∈ ]0, 1[, soit
(λn)n∈N une suite dans [ε, 1] et soit x0 ∈ domR0. On génère des suites (xn)n∈N et (zn)n∈N
comme suit.
(∀n ∈ N)

yn = Rnxn + an
qn = Tnyn + bn
Si qn /∈ domRn s’arrêter.
Sinon rn = Rnqn + cnzn = xn − yn + rn
xn+1 = xn + λn(Qnzn − xn)
Si xn+1 /∈ domRn+1 s’arrêter.
Sinon n = n+ 1.
(8.2)
Le résultat principal est le suivant.
Théorème 8.3 Supposons que Z 6= ∅ dans le Problème 8.1 et que l’Algorithme 8.13 en-
gendre des orbites infinies (xn)n∈N et (zn)n∈N telles que
(∀x ∈ H)

xkn ⇀ x
xn − TnRnxn → 0
zn − xn → 0
zn −Qnzn → 0
⇒ x ∈ Z. (8.3)
Alors (xn)n∈N converge faiblement vers une solution du Problème 8.1.
Nous étudions deux applications de l’Algorithme 8.2. La première est une applica-
tion au problème d’inclusions monotones suivant.
Problème 8.4 Soient A : H → 2H et B : domB ⊂ H → H deux opérateurs maximale-
ment monotones tels que domA ⊂ domB et supposons que A + B soit maximalement
monotone. Pour tout i ∈ {1, . . . , m}, soit fi : H → R une fonction semi-continue infé-
rieurement et convexe, notons par S = lev≤0 f1 ∩ · · · ∩ lev≤0 fm 6= ∅ et supposons que
S ⊂ domB et que B soit χ-lipschitzien sur S ∪ domA avec β ∈ ]0,+∞[. Le problème est
de
trouver x ∈ H tel que

0 ∈ Ax+Bx
f1(x) ≤ 0
...
fm(x) ≤ 0.
(8.4)
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Des conditions suffisantes pour que la somme de deux opérateurs maximale-
ment monotones soit maximalement monotone peuvent être trouvées dans [9, Corol-
lary 24.4].
Dans le cas particulier oùm = 1, f1 = dS, un algorithme pour résoudre ce problème
est proposé dans [8]. Cet algorithme ne tolère pas des erreurs de calcul et il ne peut être
mis en œuvre que lorsque l’opérateur PS est calculable. Cependant, vu que l’opérateur
PS n’est pas toujours calculable facilement, la méthode ne peut pas être utilisée pour ré-
soudre le Problème 8.4. Nous proposons un nouveau algorithme qui résout ce problème
et qui étend la méthode dans [8]. Cet algorithme procède en activant indépendamment
les contraintes f1 ≤ 0, . . . , fm ≤ 0 qui sont linéarisées. De plus, des erreurs dans le calcul
des opérateurs impliqués sont tolérées. Pour la mise en œuvre de cette méthode nous
utilisons le projecteur sous-différentiel par rapport à la fonction f ∈ Γ0(H), qui est défini
par
G : x 7→
x−
f(x)
‖u‖2u, si f(x) > 0;
x, sinon,
(8.5)
où u ∈ ∂f(x), et la fonction i : N→ {1, . . . , m} : n 7→ 1 + rem(n− 1, m), où rem(·, m) est
le reste de la division par m.
Algorithme 8.5 Pour tout i ∈ {1, . . . , m}, on note par Gi : H → H le projecteur sous-
différentiel par rapport à fi. Soient (e1,n)n∈N, (e2,n)n∈N et (e3,n)n∈N des suites dansH telles
que
∑
n∈N ‖e1,n‖ < +∞,
∑
n∈N ‖e2,n‖ < +∞ et
∑
n∈N ‖e3,n‖ < +∞. Soit ε ∈ ]0, 1/(χ+ 1)[,
soit (γn)n∈N une suite dans ]ε, (1− ε)/χ[ et soit x0 ∈ domB. On génère une suite (xn)n∈N
comme suit.
(∀n ∈ N)

yn = xn − γn(Bxn + e1,n)
qn = JγnA(yn + e2,n)
rn = qn − γn(Bqn + e3,n)
zn = xn − yn + rn
xn+1 = Gi(n) zn.
(8.6)
Dans l’Algorithme 8.5, les suites (e1,n)n∈N et (e3,n)n∈N représentent des erreurs dans
le calcul de l’opérateurB. De plus, nous supposons que les résolvantes (JγnA)n∈N peuvent
être calculées approximativement, pour tout n ∈ N, en résolvant l’inclusion perturbée
trouver q ∈ H tel que yn − q + e2,n ∈ γnAq. (8.7)
Nous obtenons le résultat de convergence suivant.
Proposition 8.6 Supposons que
m⋃
i=1
ranGi ⊂ domB et que S ∩ zer(A+B) 6= ∅. (8.8)
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Alors l’Algorithme 8.5 engendre une orbite infinie (xn)n∈N qui converge faiblement vers une
solution du Problème 8.4.
La deuxième application est consacrée aux problèmes d’équilibre du type
trouver x ∈ C tel que (∀y ∈ C) F (x, y) ≥ 0, (8.9)
où F et C satisfont l’hypothèse suivante.
Hypothèse 8.7 C est un sous-ensemble fermé convexe et non vide de H et F : C2 → R
satisfait les conditions suivantes.
(i) (∀x ∈ C) F (x, x) = 0.
(ii) (∀(x, y) ∈ C2) F (x, y) + F (y, x) ≤ 0.
(iii) Pour tout x dans C, F (x, ·) : C → R est semi-continue inférieurement et convexe.
(iv) (∀(x, y, z) ∈ C3) lim
ε→0+
F ((1− ε)x+ εz, y) ≤ F (x, y).
Le problème que nous étudions est plus général que (8.9) et il sera présenté après
les préliminaires suivantes.
La résolvante de F : C2 → R est l’opérateur multivoque
JF : H → 2C : x 7→
{
z ∈ C | (∀y ∈ C) F (z, y) + 〈z − x | y − z〉 ≥ 0} (8.10)
et, pour tout δ ∈ ]0,+∞[, la δ–résolvante de F : C2 → R est l’opérateur multivoque
JδF : H → 2C : x 7→
{
z ∈ C | (∀y ∈ C) F (z, y) + 〈z − x | y − z〉 ≥ −δ}. (8.11)
Nous aussi démontrons le lemme suivant.
Lemme 8.8 Supposons que F : C2 → R satisfasse l’Hypothèse 8.7. Alors les propriétés
suivantes sont satisfaites.
(i) dom JF = H.
(ii) JF est une contraction ferme.
(iii) (∀x ∈ H)(∀δ ∈ ]0,+∞[) JFx ∈ JδFx.
(iv) (∀x ∈ H)(∀δ ∈ ]0,+∞[) JδFx ⊂ B(JFx;
√
δ).
Problème 8.9 Supposons que F et C satisfassent l’Hypothèse 8.7. Soit (Si)i∈I une fa-
mille dénombrable (finie or infinie dénombrable) de sous-ensembles convexes, fermés
et non vides de H tels que S = ∩i∈ISi 6= ∅. Soit B : domB ⊂ H → H un opérateur
monotone et χ–lipschitzien avec χ ∈ ]0,+∞[ tel que C ⊂ domB et supposons que⋃
i∈I
Si ⊂ int domB. (8.12)
Le problème est de
trouver x ∈ S tel que (∀y ∈ C) F (x, y) + 〈y − x | Bx〉 ≥ 0. (8.13)
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Le Problème 8.9 modélise un large éventail de problèmes, incluant des problèmes
de complémentarité, d’optimisation, d’admissibilité, de point fixe, de la théorie des jeux,
des inéquations variationnelles, entre autres [10, 2, 22, 23, 24, 25].
Dans la littérature il existe des algorithmes pour résoudre le problème d’équilibre
trouver x ∈ C tel que (∀y ∈ C) F1(x, y) + F2(x, y) ≥ 0, (8.14)
où F1 et F2 satisfont l’Hypothèse 8.7. Ces méthodes exploitent des propriétés inhérentes
de F1 et F2 séparément. Par exemple, des méthodes qui utilisent les résolvantes JF1 et
JF2 sont proposées dans [26] avec seulement un résultat de convergence ergodique.
Cependant, si F1 = F et F2 : (x, y) 7→ 〈y − x | Bx〉 comme dans (8.13), nous avons
JF2 = (Id+B)
−1 [2, Lemma 2.15(i)], ce qui est souvent difficile à calculer, même dans
le cas où B est linéaire. De plus, les méthodes ergodiques présentées dans [26] incluent
des paramètres évanescents qui génèrent des instabilités numériques, ce qui fait que ces
méthodes ne soient pas très utiles en pratique. Dans [2, 27] une approche non ergo-
dique est développée pour surmonter ces problèmes dans le cas où B est cocoercif. Dans
ces méthodes l’opérateur B est calculé explicitement et la convergence vers une solution
de (8.13) est établie dans le cas où S = C. Nous proposons un approche non ergo-
dique qui considère un opérateur B monotone et lipschitzien et des contraintes dans la
formulation du problème. L’algorithme est le suivant.
Algorithme 8.10 Soit (In)n∈N une suite de sous-ensembles finis de I, soient (e1,n)n∈N et
(e2,n)n∈N des suites dans H telles que
∑
n∈N ‖e1,n‖ < +∞ et
∑
n∈N ‖e2,n‖ < +∞, et soit
(δn)n∈N une suite dans ]0,+∞[ telle que
∑
n∈N
√
δn < +∞. De plus, soit ε ∈ ]0, 1/(χ+ 1)[,
soit (γn)n∈N une suite dans [ε, (1− ε)/χ], soit ∪n∈N{ωi,n}i∈In ⊂ [ε, 1] tel que, pour tout
n ∈ N,∑i∈In ωi,n = 1, et soit x0 ∈ domB. On génère une suit (xn)n∈N comme suit.
(∀n ∈ N)

yn = xn − γn(Bxn + e1,n)
qn ∈ JδnγnF yn
rn = qn − γn(Bqn + e2,n)
zn = xn − yn + rn
xn+1 =
∑
i∈In
ωi,nPSizn.
(8.15)
Dans l’Algorithme 8.10, les suites (e1,n)n∈N et (e2,n)n∈N représentent des erreurs dans
le calcul de l’opérateur B. De plus, nous déduisons de (8.15) et (8.11) que, pour tout
n ∈ N, qn est une solution de
trouver q ∈ C tel que (∀y ∈ C) F (q, y) + 〈y − yn | y − q〉 ≥ −δn. (8.16)
Alors nous tirons de (8.10) que qn peut être interprété comme un calcul approché de la
résolvante JγnFyn.
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Proposition 8.11 Supposons qu’il existe des entiers strictement positifs (Mi)i∈I et N tels
que
(∀(i, n) ∈ I × N) i ∈
n+Mi−1⋃
k=n
Ik et 1 ≤ card In ≤ N (8.17)
et que le Problème 8.9 admette au moins une solution. Alors l’Algorithme 8.10 génère une
orbite infinie (xn)n∈N qui converge faiblement vers une solution du Problème 8.9.
8.2 Article en anglais
OUTER APPROXIMATION METHOD FOR CONSTRAINED
COMPOSITE FIXED POINT PROBLEMS INVOLVING LIPSCHITZ
PSEUDO CONTRACTIVE OPERATORS 1
Abstract :We propose a method for solving constrained fixed point problems invol-
ving compositions of Lipschitz pseudo contractive and firmly nonexpansive operators in
Hilbert spaces. Each iteration of the method uses separate evaluations of these operators
and an outer approximation given by the projection onto a closed half-space containing
the constraint set. Its convergence is established and applications to monotone inclusion
splitting and constrained equilibrium problems are demonstrated.
8.2.1 Introduction
The problem under consideration in this paper is the following.
Problem 8.12 Let H be a real Hilbert space, fix ε ∈ ]0, 1[, and let (βn)n∈N be a sequence
in ]0, 1− ε]. For every n ∈ N, let Tn : H → H be a firmly nonexpansive operator, let
Rn : domRn ⊂ H → H be a pseudo contraction such that (Id−Rn) is βn–Lipschitzian,
and let S be a closed convex subset of H. The problem is to
find x ∈ S such that (∀n ∈ N) TnRnx = x. (8.18)
The set of solutions to (8.18) is denoted by Z.
As will be seen subsequently, this formulation models a broad range of problems in
numerical analysis, including monotone inclusions, variational inequalities, and equili-
brium problems (see [1, 2] and the references therein). Methods can be found in the li-
terature to solve Problem 8.12 in special cases. Thus, when S = H, Rn ≡ Id, and Z 6= ∅,
1. L. M. Briceño-Arias, Outer approximation method for constrained composite fixed point problems
involving Lipschitz pseudo contractive operators, Numerical Functional Analysis and Optimization, à pa-
raître, 2011.
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algorithms can be found in [1, 3], and when S = H, Tn ≡ Id, and Rn ≡ R, where R is
a Lipschitzian pseudo contraction from a convex set C into itself, methods can be found
in [4, 5, 6, 7]. Since the composition between a firmly nonexpansive operator and a Lip-
schitzian pseudo contraction is not a pseudo contraction in general, Problem 8.12 can
not be solved by the methods mentioned above. The purpose of the present paper is to
provide an algorithm for solving Problem 8.12. It involves four elementary steps at each
iteration n : the first three steps are successive computations of operators Rn, Tn, and
Rn, and the last step is an outer approximation of the constraint. The latter is given by
the projection onto a half-space containing S. In Section 8.2.2 we propose our algorithm
and we prove its weak convergence to a solution to Problem 8.12. In Section 8.2.3 we
study an application to monotone inclusions under convex constraints, and obtain an ex-
tension of a result of [8]. Finally, in Section 8.2.4, we study an application to equilibrium
problems with convex constraints.
Notation. Throughout this paper H denotes a real Hilbert space, 〈· | ·〉 denotes
its scalar product, and ‖ · ‖ denotes the associated norm. For a single-valued opera-
tor R : domR ⊂ H → H, the set of fixed points is FixR = {x ∈ H | x = Rx}, R is
χ–Lipschitzian for some χ ∈ ]0,+∞[, if it satisfies
(∀x ∈ domR)(∀y ∈ domR) ‖Rx− Ry‖ ≤ χ‖x− y‖, (8.19)
R is pseudo contractive if it satisfies
(∀x ∈ domR)(∀y ∈ domR) ‖Rx−Ry‖2 ≤ ‖x−y‖2+‖(Id−R)x−(Id−R)y‖2, (8.20)
R is firmly nonexpansive if it satisfies
(∀x ∈ domR)(∀y ∈ domR) ‖Rx−Ry‖2 ≤ ‖x−y‖2−‖(Id−R)x−(Id−R)y‖2, (8.21)
or equivalently,
(∀x ∈ domR)(∀y ∈ domR) 〈x− y | Rx− Ry〉 ≥ ‖Rx− Ry‖2, (8.22)
and R is χ–cocoercive (or χ-inverse-strongly-monotone) if χR is firmly nonexpansive.
8.2.2 Algorithm and convergence
At each iteration n ∈ N, our method for solving Problem 8.12 involves an outer
approximation to S and separate computations of the operators Tn and Rn. Each ap-
proximation is computed by the projection onto a closed affine half-space containing S,
and errors on the computation of the operators are modeled by the sequences (an)n∈N,
(bn)n∈N, and (cn)n∈N.
Algorithm 8.13 Let (Tn)n∈N, (Rn)n∈N, and S be as in Problem 8.12. For every n ∈ N,
let Qn : H → H be the projector operator onto a closed affine half-space containing
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S, let (an)n∈N, (bn)n∈N, and (cn)n∈N be sequences in H such that
∑
n∈N ‖an‖ < +∞,∑
n∈N ‖bn‖ < +∞, and
∑
n∈N ‖cn‖ < +∞. Moreover, let ε ∈ ]0, 1[, let (λn)n∈N be a
sequence in [ε, 1], let x0 ∈ domR0, and consider the following routine.
(∀n ∈ N)

yn = Rnxn + an
qn = Tnyn + bn
If qn /∈ domRn stop.
Else rn = Rnqn + cnzn = xn − yn + rn
xn+1 = xn + λn
(
Qnzn − xn
)
If xn+1 /∈ domRn+1 stop.
Else n = n+ 1.
(8.23)
Our main result is the following.
Theorem 8.14 Suppose that Z 6= ∅ in Problem 8.12 and that Algorithm 8.13 generates
infinite orbits (xn)n∈N and (zn)n∈N such that
(∀x ∈ H)

xkn ⇀ x
xn − TnRnxn → 0
zn − xn → 0
zn −Qnzn → 0
⇒ x ∈ Z. (8.24)
Then (xn)n∈N converges weakly to a solution to Problem 8.12.
Proof. Set
(∀n ∈ N) y˜n = Rnxn, q˜n = Tny˜n, and r˜n = Rnq˜n, (8.25)
fix z ∈ Z, and let n ∈ N. Note that, since z ∈ S, we have
z = PSz = Qnz = TnRnz = Rnz + (Id−Rn)TnRnz. (8.26)
In addition, it follows from [9, Theorem 1] that (Id−Rn) is monotone, which yields
〈(Id−Rn)q˜n − (Id−Rn)z | q˜n − z〉 ≥ 0. Therefore, we deduce from (8.26), (8.25), and
the firm nonexpansivity of Tn that
2 〈q˜n−z | (Id−Rn)xn−(Id−Rn)q˜n〉 = −2 〈q˜n − z | (Id−Rn)q˜n−(Id−Rn)z)〉
+ 2 〈q˜n−z | xn−z〉 − 2 〈q˜n−z | Rnxn−Rnz〉
≤ 2 〈q˜n−z | xn−z〉−2 〈Tny˜n−TnRnz | y˜n−Rnz〉
≤ 2 〈q˜n − z | xn − z〉 − 2‖Tny˜n − TnRnz‖2
=
(
2 〈q˜n − z | xn − z〉 − ‖q˜n − z‖2
)− ‖q˜n − z‖2
≤ ‖xn − z‖2 − ‖q˜n − xn‖2 − ‖q˜n − z‖2. (8.27)
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Hence, since supk∈N β
2
k ≤ (1 − ε)2 ≤ 1 − ε, it follows from (8.25) and the βn–Lipschitz
property of (Id−Rn) that
‖xn − y˜n + r˜n − z‖2 = ‖q˜n − z + (xn − y˜n)− (q˜n − r˜n)‖2
= ‖q˜n − z + (Id−Rn)xn − (Id−Rn)q˜n‖2
= ‖q˜n − z‖2 + ‖(Id−Rn)xn − (Id−Rn)q˜n‖2
+ 2 〈q˜n − z | (Id−Rn)xn − (Id−Rn)q˜n〉
≤ ‖q˜n − z‖2 + β2n‖q˜n − xn‖2
+ 2 〈q˜n − z | (Id−Rn)xn − (Id−Rn)q˜n〉
≤ ‖xn − z‖2 − (1− β2n)‖q˜n − xn‖2
≤ ‖xn − z‖2 − ε‖q˜n − xn‖2, (8.28)
which yields
‖xn − y˜n + r˜n − z‖ ≤ ‖xn − z‖. (8.29)
We also derive from (8.23) and (8.25) the following inequalities. First, ‖yn− y˜n‖ = ‖an‖,
and since Tn is nonexpansive, we obtain
‖qn − q˜n‖ = ‖Tnyn + bn − Tny˜n‖ ≤ ‖y˜n − yn‖+ ‖bn‖ = ‖an‖+ ‖bn‖. (8.30)
In turn, it follows from the βn–Lipschitz property of (Id−Rn) that
‖rn − r˜n‖ = ‖Rnqn + cn −Rnq˜n‖
≤ ‖(Id−Rn)q˜n − (Id−Rn)qn‖+ ‖qn − q˜n‖+ ‖cn‖
≤ (1 + βn)‖qn − q˜n‖+ ‖cn‖
≤ 2(‖an‖+ ‖bn‖) + ‖cn‖. (8.31)
Altogether, if we set
en = y˜n − yn + rn − r˜n, (8.32)
we have
‖en‖ = ‖y˜n − yn + rn − r˜n‖ ≤ ‖yn − y˜n‖+ ‖rn − r˜n‖ ≤ 3‖an‖+ 2‖bn‖+ ‖cn‖, (8.33)
and therefore
∑
k∈N ‖ek‖ < +∞. Hence, from (8.23), (8.26), the nonexpansivity of Qn,
and (8.29) we get
‖xn+1 − z‖ = ‖(1− λn)(xn − z) + λn(Qnzn −Qnz)‖
≤ (1− λn)‖xn − z‖+ λn‖Qnzn −Qnz‖
≤ (1− λn)‖xn − z‖+ λn‖zn − z‖
≤ (1− λn)‖xn − z‖+ λn
(‖xn − y˜n + r˜n − z‖ + ‖en‖)
≤ ‖xn − z‖ + ‖en‖, (8.34)
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and we conclude from [10, Lemma 3.1] that
ξ = sup
k∈N
‖xk − z‖ < +∞. (8.35)
Thus, from the convexity of ‖ · ‖2, the firm nonexpansivity of Qn, (8.26), (8.23), (8.32),
(8.28), and (8.29) we have
‖xn+1 − z‖2 ≤ (1− λn)‖xn − z‖2 + λn‖Qnzn −Qnz‖2
≤ (1− λn)‖xn − z‖2 + λn
(‖zn − z‖2 − ‖zn −Qnzn‖2)
≤ (1− λn)‖xn − z‖2 + λn
(‖xn − y˜n + r˜n − z‖2 + ‖en‖2
+ 2 ‖xn − y˜n + r˜n − z‖ ‖en‖ − ‖zn −Qnzn‖2
)
≤ (1− λn)‖xn − z‖2 + λn
(‖xn − z‖2 − ε‖q˜n − xn‖2
+ ‖en‖2 + 2 ‖xn − z‖ ‖en‖ − ‖zn −Qnzn‖2
)
≤ ‖xn − z‖2 − ε2‖q˜n − xn‖2 − ε ‖zn −Qnzn‖2 + ηn, (8.36)
where ηn = ‖en‖2 + 2ξ‖en‖ satisfies
∑
k∈N ηk < +∞. Hence, from [10, Lemma 3.1] we
deduce that∑
k∈N
‖TkRkxk − xk‖2 =
∑
k∈N
‖q˜k − xk‖2 < +∞ and
∑
k∈N
‖zk −Qkzk‖2 < +∞, (8.37)
and therefore TnRnxn − xn = q˜n − xn → 0 and zn − Qnzn → 0. Thus, it follows from
(8.23) and the nonexpansivity of Tn that
‖zn − xn‖ = ‖rn − yn‖
= ‖r˜n − y˜n + en‖
≤ ‖Tnq˜n − Tnxn‖+ ‖en‖
≤ ‖q˜n − xn‖+ ‖en‖
→ 0. (8.38)
Altogether, since (8.24) asserts that all the weak limits of the sequence (xk)k∈N are in Z,
the result follows from [10, Theorem 3.8].
8.2.3 Monotone inclusions with convex constraints
We consider the problem
find x ∈ S such that 0 ∈ Ax+Bx, (8.39)
where A : H → 2H and B : domB ⊂ H → H are maximally monotone, and S ⊂ H is no-
nempty, closed, and convex. When B is cocoercive, domB = H, and S = H, (8.39)
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models wide variety of problems in nonlinear analysis, and it can be solved by the
forward-backward splitting method [11, 12, 13, 14, 15, 16]. However, in several ap-
plications these assumptions are very restrictive. If the cocoercivity of B is relaxed to a
Lipschitz property, (8.39) can be solved by the modified forward-backward splitting in
[8]. We propose an extension of this method for solving (8.39) with a finite number of
convex constraints. In addition, our method allows for errors in the computations of the
operators involved.
Notation. For a set-valued operator A : H → 2H, domA = {x ∈ H | Ax 6= ∅} is the
domain of A, zerA =
{
x ∈ H | 0 ∈ Ax} is its set of zeros, and grA = {(x, u) ∈ H ×H |
u ∈ Ax} is its graph. The operator A is monotone if it satisfies, for every (x, u) and (y, v)
in grA, 〈x− y | u− v〉 ≥ 0, and it is maximally monotone if its graph is not properly
contained in the graph of any other monotone operator acting on H. In this case, the
resolvent of A, JA = (Id+A)−1, is well defined, single-valued, dom JA = H, and it is
firmly nonexpansive. For every α ∈ R, the lower level set at height α of a function
f : H → ]−∞,+∞] is the closed convex set levα f =
{
x ∈ H | f(x) ≤ α} and the
subdifferential of f is the operator
∂f : H → 2H : x 7→ {u ∈ H | (∀y ∈ H) 〈y − x | u〉+ f(x) ≤ f(y)}. (8.40)
Now let C be a nonempty subset of H. Then intC is the interior of C and if C is no-
nempty, convex, and closed, then PC denotes the projector operator onto C, which, for
every x ∈ H satisfies ‖x−PCx‖ = miny∈C ‖x−y‖ = dC(x), where dC denotes the distance
function of C. For further background in monotone operator theory and convex analysis
see [17].
Problem 8.15 Let A : H → 2H and B : domB ⊂ H → H be two maximally monotone
operators such that domA ⊂ domB and suppose that A+B is maximally monotone (see
[17, Corollary 24.4] for some sufficient conditions). For every i ∈ {1, . . . , m}, let fi : H →
R be lower semicontinuous and convex, denote by S = lev≤0 f1∩ · · ·∩ lev≤0 fm 6= ∅, and
assume that S ⊂ domB and that B is χ-Lipschitzian on S∪domA, for some χ ∈ ]0,+∞[.
The problem is to
find x ∈ H such that

x ∈ zer(A+B)
f1(x) ≤ 0
...
fm(x) ≤ 0.
(8.41)
Problem 8.15 models various applications to economics, traffic theory, Nash equili-
brium problems, and network equilibrium problems among others (see [18, 19, 20] and
the references therein).
In the particular case whenm = 1, f1 = dC, and C ⊂ H is a nonempty closed convex
set, an algorithm for solving Problem 8.15 is proposed in [8], without considering errors
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in the computations and assuming that PC is easily computable (see also [21] for an
approach using enlargements of maximally monotone operators). However, since PS is
not computable in general, Problem 8.15 can not be solved by this method. We propose
an algorithm for solving Problem 8.15 in which the constraints f1 ≤ 0,. . ., fm ≤ 0 are
activated independently and linearized, and where errors in the computation of the
operators involved are permitted. For the implementation of this method we use the
subgradient projector with respect to f ∈ Γ0(H), which is defined by
G : H → H : x 7→
x−
f(x)
‖u‖2u, if f(x) > 0;
x, otherwise,
(8.42)
where u ∈ ∂f(x), and the function i : N → {1, . . . , m} : n 7→ 1 + rem(n − 1, m), where
rem(·, m) is the remainder function of division by m.
Algorithm 8.16 For every i ∈ {1, . . . , m}, denote by Gi : H → H the subgradient projec-
tor with respect to fi. Let (e1,n)n∈N, (e2,n)n∈N, and (e3,n)n∈N be sequences in H such that∑
n∈N ‖e1,n‖ < +∞,
∑
n∈N ‖e2,n‖ < +∞, and
∑
n∈N ‖e3,n‖ < +∞. Let ε ∈ ]0, 1/(χ+ 1)[,
let (γn)n∈N be a sequence in [ε, (1− ε)/χ], let x0 ∈ domB, and let (xn)n∈N be the sequence
generated by the following routine.
(∀n ∈ N)

yn = xn − γn(Bxn + e1,n)
qn = JγnA(yn + e2,n)
rn = qn − γn(Bqn + e3,n)
zn = xn − yn + rn
xn+1 = Gi(n) zn.
(8.43)
Remark 8.17 In Algorithm 8.16, the sequences (e1,n)n∈N and (e3,n)n∈N represent er-
rors in the computation of the operator B. In addition, we suppose that the resolvents
(JγnA)n∈N can be computed approximatively by solving, for every n ∈ N, the perturbed
inclusion
find q ∈ H such that yn − q + e2,n ∈ γnAq. (8.44)
Proposition 8.18 Suppose that
m⋃
i=1
ranGi ⊂ domB and S ∩ zer(A +B) 6= ∅. (8.45)
Then Algorithm 8.16 generates an infinite orbit (xn)n∈N which converges weakly to a solu-
tion to Problem 8.15.
Proof. Set
(∀n ∈ N) βn = γnχ, Tn = JγnA, and Rn = Id−γnB. (8.46)
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Note that (βn)n∈N is a sequence in ]0, 1− ε] and, for every n ∈ N, Tn is firmly nonex-
pansive and Id−Rn = γnB is βn–Lipschitzian and monotone. Hence, it follows from [9,
Theorem 1] that the operators (Rn)n∈N are pseudo contractive. In addition, note that
x ∈ zer(A + B) ⇔ (∀n ∈ N) x − γnBx ∈ x + γnAx ⇔ (∀n ∈ N) x ∈ FixTnRn.
Altogether, we deduce that Problem 8.15 is a particular case of Problem 8.12 and
Z = S ∩
⋂
n∈N
FixTnRn = S ∩ zer(A+B) 6= ∅. (8.47)
Now let us prove that Algorithm 8.16 is a particular case of Algorithm 8.13. Set
(∀n ∈ N)

an = −γne1,n
bn = JγnA(yn + e2,n)− JγnAyn
cn = −γne3,n
and
{
λn = 1
Qn = Gi(n).
(8.48)
Then, since supn∈N γn < χ
−1, we have
∑
n∈N ‖an‖ < +∞ and
∑
n∈N ‖cn‖ < +∞. Mo-
reover, from the nonexpansivity of (JγnA)n∈N, we deduce that
∑
n∈N ‖bn‖ < +∞, and,
for every x ∈ H and n ∈ N, Qnx is the projection onto the closed affine half-space{
y ∈ H | 〈x− y | u〉 ≥ fi(n)(x)
}
, for some u ∈ ∂fi(n)(x), which contains lev≤0 fi(n) ⊃ S.
On the other hand, x0 ∈ domB and since, for every i ∈ {1, . . . , m}, ranGi ⊂ domB,
it follows from (8.43) that, for every n ∈ N \ {0}, xn ∈ domB. In addition, qn =
JγnA(yn + e2,n) ∈ domA ⊂ domB. Altogether, from (8.46) and (8.48), we deduce that
Algorithm 8.16 is a particular case of Algorithm 8.13 and that it generates an infinite
orbit (xn)n∈N.
Let us prove that condition (8.24) holds. Suppose that xkn ⇀ x, xn − TnRnxn → 0,
zn − xn → 0, zn − Qnzn → 0, and, for every n ∈ N, denote by pn = TnRnxn. Hence,
pkn ⇀ x and from (8.46) we obtain, for every n ∈ N,
pn = TnRnxn ⇔ xn − γnBxn ∈ pn + γnApn
⇔ 1
γn
(xn − pn)−Bxn ∈ Apn
⇔ 1
γn
(xn − pn) +Bpn −Bxn ∈ (A+B)pn. (8.49)
Now, since A + B is maximally monotone, from [17, Proposition 20.33], its graph is
sequentially weak-strong closed. Therefore, since xkn−pkn → 0, ‖Bpkn−Bxkn‖ ≤ χ‖xkn−
pkn‖ → 0, γkn ≥ ε > 0, pkn ⇀ x, we conclude from (8.49) that x ∈ zer(A + B).
Now let us prove that, for every i ∈ {1, . . . , m}, fi(x) ≤ 0. Fix i ∈ {1, . . . , m} and, for
every n ∈ N, let jn ∈ N such that kn ≤ jn ≤ kn + m and i(jn) = i. We deduce from
zn − xn → 0 and zn − Qnzn → 0 that, for every n ∈ N, ‖xn+1 − xn‖ = ‖Qnzn − xn‖ ≤
‖Qnzn − zn‖+ ‖zn − xn‖ → 0. Therefore,
(∀n ∈ N) ‖xjn − xkn‖ ≤
jn−1∑
ℓ=kn
‖xℓ+1 − xℓ‖ ≤ m max
kn≤ℓ≤kn+m
‖xℓ+1 − xℓ‖ → 0 (8.50)
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and hence it follows from zjn − xjn → 0 and xkn ⇀ x that zjn ⇀ x. Note that, from
(8.48) and (8.42) we have, for some ujn ∈ ∂fi(zjn),
(∀n ∈ N) Qjnzjn − zjn =
−
fi(zjn)
‖ujn‖2
ujn, if fi(zjn) > 0;
0, otherwise,
(8.51)
and, since ‖Qjnzjn− zjn‖ → 0, we deduce that max{0, fi(zjn)} → 0. Thus, it follows from
zjn ⇀ x that fi(x) ≤ lim fi(zjn) ≤ lim max{0, fi(zjn)} = 0, and hence x ∈ lev0 fi. We
conclude that x ∈ Z and the result follows from Theorem 8.14.
Remark 8.19 Let us consider the particular case of Theorem 8.18 obtained when e1,n ≡
e2,n ≡ e3,n ≡ 0, m = 1, and f1 = dC , where C ⊂ H is a nonempty closed convex set.
Then, since G1 = PC , Algorithm 8.16 reduces to the method proposed in [8]. Moreover,
since S = C, note that the assumption ranG1 ⊂ domB is equivalent to S ⊂ domB,
which was already assumed in Problem 8.15.
8.2.4 Equilibrium problems with convex constraints
We consider the problem
find x ∈ C such that (∀y ∈ C) F (x, y) ≥ 0, (8.52)
where C and F satisfy the following assumption.
Assumption 8.20 C is a nonempty closed convex subset of H and F : C2 → R satisfies
the following.
(i) (∀x ∈ C) F (x, x) = 0.
(ii) (∀(x, y) ∈ C2) F (x, y) + F (y, x) ≤ 0.
(iii) For every x in C, F (x, ·) : C → R is lower semicontinuous and convex.
(iv) (∀(x, y, z) ∈ C3) lim
ε→0+
F ((1− ε)x+ εz, y) ≤ F (x, y).
We are interested in solving a more general problem than (8.52), which involves a fi-
nite or a countable infinite number of convex constraints. It will be presented after the
following preliminaries.
Notation. The resolvent of F : C2 → R is the set valued operator
JF : H → 2C : x 7→
{
z ∈ C | (∀y ∈ C) F (z, y) + 〈y − z | z − x〉 ≥ 0} (8.53)
and, for every δ ∈ ]0,+∞[, the δ–resolvent of F : C2 → R is the set valued operator
JδF : H → 2C : x 7→
{
z ∈ C | (∀y ∈ C) F (z, y) + 〈y − z | z − x〉 ≥ −δ}. (8.54)
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Lemma 8.21 Suppose that F : C2 → R satisfies Assumption 8.20. Then the following hold.
(i) dom JF = H.
(ii) JF is single-valued and firmly nonexpansive.
(iii) (∀x ∈ H)(∀δ ∈ ]0,+∞[) JFx ∈ JδFx.
(iv) (∀x ∈ H)(∀δ ∈ ]0,+∞[) JδFx ⊂ B(JFx;
√
δ).
Proof. (i)&(ii) : [2, Lemma 2.12]. (iii) : This follows from (ii), (8.53), and (8.54). (iv) :
Fix x ∈ H and δ ∈ ]0,+∞[, and let w ∈ JδFx. We deduce from (8.53) and (8.54)
that F (JFx, w) + 〈w − JFx | JFx− x〉 ≥ 0 and F (w, JFx) + 〈JFx− w | w − x〉 ≥ −δ,
respectively. Adding both inequalities we obtain F (w, JFx) + F (JFx, w)− ‖JFx−w‖2 ≥
−δ. Hence, it follows from Assumption (ii) that ‖JFx−w‖2 ≤ δ, which yields the result.
Problem 8.22 Let F and C be such that Assumption 8.20 holds. Let (Si)i∈I be a coun-
table (finite or countable infinite) family of closed convex subsets of H such that
S = ∩i∈ISi 6= ∅. Let B : domB ⊂ H → H be a monotone and χ–Lipschitzian ope-
rator for some χ ∈ ]0,+∞[ such that C ⊂ domB, and suppose that⋃
i∈I
Si ⊂ int domB. (8.55)
The problem is to
find x ∈ S such that (∀y ∈ C) F (x, y) + 〈y − x | Bx〉 ≥ 0. (8.56)
Problem 8.22 models a wide variety of problems including complementarity pro-
blems, optimization problems, feasibility problems, Nash equilibrium problems, varia-
tional inequalities, and fixed point problems [10, 2, 22, 23, 24, 25].
In the literature, there exist some splitting algorithms for solving the equilibrium
problem
find x ∈ C such that (∀y ∈ C) F1(x, y) + F2(x, y) ≥ 0, (8.57)
where F1 and F2 satisfy Assumption 8.20. These methods take advantage of the pro-
perties of F1 and F2 separately. For instance, sequential and parallel splitting algorithms
are proposed in [26], where the resolvents JF1 and JF2 are used. The ergodic conver-
gence to a solution to (8.57) is established without additional assumptions. However,
when F1 = F and F2 : (x, y) 7→ 〈y − x | Bx〉 we have JF2 = JB = (Id+B)−1 [2,
Lemma 2.15(i)], which is often difficult to compute, even in the linear case. Moreo-
ver, the ergodic method proposed in [26] involves vanishing parameters that leads to
numerical instabilities, which make it of limited use in applications. In [2, 27] a dif-
ferent approach is developed to overcome this disadvantage when B is cocoercive. In
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their methods, the operator B is computed explicitly and the weakly convergence to a
solution to (8.56) when S = C is demonstrated.
In this section we propose the following non-ergodic algorithm for solving the gene-
ral case considered in Problem 8.22. This approach can deal with errors in the compu-
tations of the operators involved. The convergence of the proposed method is a conse-
quence of Theorem 8.14.
Algorithm 8.23 Let (In)n∈N be a sequence of finite subsets of I, let (e1,n)n∈N and (e2,n)n∈N
be sequences in H such that∑n∈N ‖e1,n‖ < +∞ and∑n∈N ‖e2,n‖ < +∞, and let (δn)n∈N
be a sequence in ]0,+∞[ such that ∑n∈N√δn < +∞. Let ε ∈ ]0, 1/(χ+ 1)[, let (γn)n∈N
be a sequence in [ε, (1− ε)/χ], let ∪n∈N{ωi,n}i∈In ⊂ [ε, 1] be such that, for every n ∈
N,
∑
i∈In
ωi,n = 1, let x0 ∈ domB, and let (xn)n∈N be the sequence generated by the
following routine.
(∀n ∈ N)

yn = xn − γn(Bxn + e1,n)
qn ∈ JδnγnF yn
rn = qn − γn(Bqn + e2,n)
zn = xn − yn + rn
xn+1 =
∑
i∈In
ωi,nPSizn.
(8.58)
Remark 8.24 In Algorithm 8.23, the sequences (e1,n)n∈N and (e2,n)n∈N represent errors
in the computation of the operator B. On the other hand, it follows from (8.58) and
(8.54) that, for every n ∈ N, qn is a solution to
find q ∈ C such that (∀y ∈ C) F (q, y) + 〈y − yn | y − q〉 ≥ −δn. (8.59)
Thus, we obtain from (8.53) that qn can be interpreted as an approximate computation
of the resolvent JγnFyn.
Proposition 8.25 Suppose that there exist strictly positive integers (Mi)i∈I and N such
that
(∀(i, n) ∈ I × N) i ∈
n+Mi−1⋃
k=n
Ik and 1 ≤ card In ≤ N, (8.60)
and that Problem 8.22 admits at least one solution. Then Algorithm 8.23 generates an
infinite orbit (xn)n∈N which converges weakly to a solution to Problem 8.22.
Proof. First, let us prove that Problem 8.22 is a particular case of Problem 8.12. Set
(∀n ∈ N) βn = γnχ, Tn = JγnF , and Rn = Id−γnB. (8.61)
Note that (βn)n∈N is a sequence in ]0, 1− ε] and, for every n ∈ N, Tn is firmly nonex-
pansive [2, Lemma 2.12] and Id−Rn = γnB is βn–Lipschitzian and monotone. Hence,
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it follows from [9, Theorem 1] that the operators (Rn)n∈N are pseudo contractive. In
addition, we deduce from (8.53) and (8.61) that (∀n ∈ N) x ∈ FixTnRn ⇔ (∀n ∈
N)(∀y ∈ C) γnF (x, y) + 〈y − x | x−Rnx〉 ≥ 0 ⇔ (∀y ∈ C) F (x, y) + 〈y − x | Bx〉 ≥ 0.
Altogether, we deduce that Problem 8.22 is a particular case of Problem 8.12 and
Z = S∩
⋂
n∈N
FixTnRn = S∩
{
x ∈ C | (∀y ∈ C) F (x, y) + 〈y − x | Bx〉 ≥ 0} 6= ∅. (8.62)
Now let us show that Algorithm 8.23 is deduced from Algorithm 8.13. Set
(∀n ∈ N)

an = −γne1,n
bn = qn − JγnF yn
cn = −γne2,n
and
{
λn = 1
Qn =
∑
i∈In
ωi,nPSi.
(8.63)
Then, since supn∈N γn < χ
−1, we have
∑
n∈N ‖an‖ < +∞ and
∑
n∈N ‖cn‖ < +∞. Moreo-
ver, it follows from (8.58) and Lemma (iv) that
∑
n∈N ‖bn‖ < +∞, and, for every x ∈ H
and n ∈ N, Qnx is the projection onto the closed affine half-space Hn(x) =
{
z ∈ H |
〈z −Qnx | x−Qnx〉 ≤ 0
}
, which satisfies S ⊂ ∩i∈InSi = FixQn ⊂ Hn(x) [10, Proposi-
tion 2.4]. On the other hand, we have x0 ∈ domB and it follows from (8.55) and the
convexity of int domB [28, Theorem 27.1] that
(∀n ∈ N) ran
(∑
i∈In
ωi,nPSi
)
⊂ conv
( ⋃
i∈In
Si
)
⊂ conv
(⋃
i∈I
Si
)
⊂ int domB. (8.64)
Hence, we conclude from (8.58) that, for every n ∈ N \ {0}, xn ∈ int domB. Moreover,
for every n ∈ N, qn ∈ C ⊂ domB. Altogether, from (8.61) and (8.63), we deduce that
Algorithm 8.23 is a particular case of Algorithm 8.13, which generates an infinite orbit
(xn)n∈N.
Finally, let us show that (8.24) holds. Suppose that xkn ⇀ x, xn − TnRnxn → 0,
zn − xn → 0, zn − Qnzn → 0, and, for every n ∈ N, denote by pn = TnRnxn. Hence,
pkn ⇀ x and it follows from (8.61) and (8.53) that, for every n ∈ N,
pn = TnRnxn ⇔ (∀z ∈ C) F (pn, z)+ 1
γn
〈z − pn | pn − xn〉+ 〈z − pn | Bxn〉 ≥ 0
⇔ (∀z ∈ C) F (pn, z)+ 1
γn
〈z − pn | pn − xn〉
+ 〈z − pn | Bxn −Bpn〉+ 〈z − pn | Bpn〉 ≥ 0
⇔ (∀z ∈ C) G(pn, z)+ 1
γn
〈z − pn | pn − xn〉
+ 〈z − pn | Bxn − Bpn〉 ≥ 0, (8.65)
where
G : C2 → R : (x, y) 7→ F (x, y) + 〈y − x | Bx〉 (8.66)
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satisfies the Assumption 8.20 [2, Lemma 2.15(i)]. Moreover, since infn∈N γkn > 0, xkn −
pkn → 0, and (pkn)n∈N is bounded, we have (∀z ∈ C) 〈z − pkn | pkn − xkn〉 /γkn → 0, and
from the Lipschitzian property of B we obtain (∀z ∈ C) 〈z − pkn | Bxkn −Bpkn〉 → 0.
Hence, we deduce from pkn ⇀ x, Assumption 8.20(iii), Assumption 8.20(ii), and (8.65)
that
(∀z ∈ C) G(z, x) ≤ limG(z, pkn)
≤ lim−G(pkn , z)
≤ lim 1
γkn
〈z − pkn | pkn − xkn〉+ 〈z − pkn | Bxkn −Bpkn〉
= 0. (8.67)
Now let ε ∈ ]0, 1] and y ∈ C. By convexity of C we have xε = (1 − ε)x + εy ∈ C. Thus,
Assumption 8.20(i), Assumption 8.20(iii), and (8.67) with z = xε yield
0 = G(xε, xε) ≤ (1− ε)G(xε, x) + εG(xε, y) ≤ εG(xε, y), (8.68)
whence G(xε, y) ≥ 0. In view of Assumption 8.20(iv), we conclude that G(x, y) ≥
limε→0+ G(xε, y) ≥ 0, which yields
(∀y ∈ C) G(x, y) = F (x, y) + 〈y − x | Bx〉 ≥ 0. (8.69)
Now, let us prove that x ∈ S. Since zn − xn → 0 and zn −Qnzn → 0, (8.63) yields
(∀n ∈ N) ‖xn+1 − xn‖ = ‖Qnzn − xn‖ ≤ ‖Qnzn − zn‖+ ‖zn − xn‖ → 0. (8.70)
Now, fix i ∈ I. In view of (8.60), there exists a sequence (jn)n∈N in N such that, for every
n ∈ N, kn ≤ jn ≤ kn +Mi − 1 and i ∈ Ijn. For every n ∈ N, it follows from (8.70) that
‖xjn − xkn‖ ≤
kn+Mi−2∑
ℓ=kn
‖xℓ+1 − xℓ‖ ≤ (Mi − 1) max
kn≤ℓ≤kn+Mi−2
‖xℓ+1 − xℓ‖ → 0. (8.71)
Thus, we deduce from xkn ⇀ x and zjn − xjn → 0 that zjn ⇀ x. On the other hand, let
z ∈ S and n ∈ N. Since, for every ℓ ∈ Ijn , PSℓz = z, and Id−PSℓ is firmly nonexpansive,
from (8.58) and (8.63) we have
‖PSizjn − zjn‖2 ≤ max
ℓ∈Ijn
‖PSℓzjn − zjn‖2
≤ 1
ε
∑
ℓ∈Ijn
ωℓ,jn‖PSℓzjn − zjn‖2
≤ 1
ε
∑
ℓ∈Ijn
ωℓ,jn 〈z − zjn | (Id−PSℓ)z − (Id−PSℓ)zjn〉
=
1
ε
〈
z − zjn
∣∣∣∣ ∑
ℓ∈Ijn
ωℓ,jnPSℓzjn − zjn
〉
≤ 1
ε
‖z − zjn‖ ‖Qjnzjn − zjn‖. (8.72)
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Hence, since (zjn)n∈N is a bounded sequence and Qjnzjn − zjn → 0, we deduce that
PSizjn − zjn → 0. The maximally monotonicity of Id−PSi yields that its graph is se-
quentially weakly-strongly closed, and since zjn ⇀ x, we conclude that x = PSix ∈ Si.
Altogether, from (8.69) and (8.62) we deduce that x ∈ Z, and the result follows from
Theorem 8.14.
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8.3 Problèmes de point fixe avec des pseudo contrac-
tions lipschitziennes
Dans les Sections 8.1 et 8.2 nous avons proposé l’Algorithme 8.2 pour résoudre le
Problème 8.1. Dans le cas particulier où Tn ≡ Id, (8.1) se réduit à
trouver x ∈ S ∩
⋂
n∈N
FixRn, (8.73)
où, pour tout n ∈ N, Rn est une pseudo contraction et Id−Rn est une contraction stricte,
ce qui implique que les opérateurs (Rn)n∈N sont 2–lipschitziens. Cette section est consa-
crée au cas où les opérateurs impliqués sont des pseudo contractions lipschitziens avec
des constantes de Lipschitz strictement positives quelconques. Plus précisément dans
cette section on s’intéresse au problème suivant.
Problème 8.26 Soit S un sous-ensemble fermé, convexe et non vide de H, pour tout
n ∈ N, soit (βn)n∈N une suite dans ]0,+∞[ telle que η = supn∈N βn < +∞, soit Un : H →
H une pseudo contraction βn–lipschitzienne. Le problème est de
trouver x ∈ Z = S ∩
⋂
n∈N
FixUn. (8.74)
Dans le cas où S = H et Un ≡ U , où U est une pseudo contraction lipschitzienne de
un sous-ensemble fermé et convexe de H dans lui même, des méthodes pour résoudre
le Problème 8.26 sont dans [4, 5, 6, 7]. Dans la suite nous présentons un algorithme qui
résout le cas général. Le lemme suivant sera utile dans la suite.
Lemme 8.27 Soit β ∈ ]0,+∞[, soit U : H → H une pseudo contraction β–lipschitzienne,
soit α ∈ ]0, 1/(1 + β)[ et posons R = (1 − α) Id+αU . Alors les conditions suivantes sont
satisfaites.
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(i) R est une pseudo contraction.
(ii) Id−R est une contraction stricte de constante α(1 + β) ∈ ]0, 1[.
(iii) FixR = FixU .
Proof. (i) Vu que Id−R = α(Id−U), la monotonie de Id−U est équivalente à la mono-
tonie de Id−R. Le résultat est donc une conséquence de [9, Theorem 1]. (ii) Soient x
et y dans H. Vu que Id−R = α(Id−U), le caractère lipschitzien de U implique
‖(Id−R)x− (Id−R)y‖ = α‖(Id−U)x − (Id−U)y‖
≤ α(‖x− y‖+ ‖Ux− Uy‖)
≤ α(1 + β)‖x− y‖. (8.75)
(iii) Soit x ∈ H. Nous avons
x ∈ FixU ⇔ 0 = Ux− x ⇔ x = x+ α(Ux− x) ⇔ x ∈ FixR, (8.76)
ce qui conclut la démonstration.
Algorithme 8.28 Soient (e1,n)n∈N et (e2,n)n∈N des suites dansH telles que
∑
n∈N ‖e1,n‖ <
+∞ et ∑n∈N ‖e2,n‖ < +∞. De plus, soit ε ∈ ]0, (2 + η)−1[, soit (αn)n∈N une suite dans
[ε, (1− ε)/(1 + η)], soit (λn)n∈N une suite dans [ε, 1] et soit x0 ∈ H. On génère une suite
(xn)n∈N comme suit.
(∀n ∈ N)

yn = (1− αn)xn + αn(Unxn + e1,n)
rn = (1− αn)yn + αn(Unyn + e2,n)
zn = rn + xn − yn
xn+1 = xn + λn(PSzn − xn).
(8.77)
Proposition 8.29 On suppose que Z 6= ∅ et que
(∀x ∈ H)
{
xkn ⇀ x
xn − Unxn → 0
⇒ x ∈
⋂
n∈N
FixUn (8.78)
Alors la suite (xn)n∈N engendrée par l’Algorithme 8.28 converge faiblement vers un point
dans Z.
Proof. Soient
(∀n ∈ N) βn = (1 + η)αn, Tn = Id et Rn = (1− αn) Id+αnUn. (8.79)
Notons que (βk)k∈N est une suite dans ]0, 1− ε] et que, pour tout n ∈ N, Tn est
une contraction ferme et que Rn est une pseudo contraction telle que Id−Rn est βn–
lipschitzienne (Lemme 8.27 (i)&(ii)). De plus, le Lemme 8.27 (iii) garantit que, pour
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tout n ∈ N, FixUn = FixRn, d’où FixUn = FixTnRn. Par conséquence, nous avons que
le Problème 8.26 est un cas particulier du Problème 8.1, où
Z = S ∩
⋂
n∈N
FixUn = S ∩
⋂
n∈N
FixTnRn 6= ∅. (8.80)
Ensuite nous montrons que l’Algorithme 8.28 est un cas particulier de l’Algorithme 8.2.
Posons
(∀n ∈ N) an = αne1,n, bn = 0, cn = αne2,n et Qn = PS. (8.81)
Nous avons
∑
k∈N ‖ak‖ < +∞,
∑
k∈N ‖bk‖ < +∞,
∑
k∈N ‖ck‖ < +∞, et, pour tout
n ∈ N et x ∈ H, Qnx est la projection sur le demi-espace affine fermé
{
y ∈ H |
〈y − PSx | x− PSx〉 ≤ 0
}
, qui contient S. Alors de (8.79) et (8.81) nous déduisons que
l’Algorithme 8.28 est un cas particulier de l’Algorithme 8.2.
Enfin, nous montrons que la condition (8.3) est satisfaite. Supposons que, pour
quelque x ∈ H, xkn ⇀ x, xn − TnRnxn → 0, zn − xn → 0 et zn − Qnzn → 0. On
déduit de (8.79) et (8.81) que xn − TnRnxn = αn(xn − Unxn) → 0 et zn − PSzn → 0.
Vu que infn∈N αn ≥ ε > 0 nous avons xn − Unxn → 0. Alors la condition (8.78) implique
que x ∈ ∩n∈N FixUn. D’autre part, vu que xn − zn → 0 nous avons que zkn ⇀ x.
Puisque PS est une contraction, Id−PS est maximalement monotone, et alors, de [17,
Proposition 20.33] nous avons que son graphe est séquentiellement faible-forte fermé,
ce qui implique x ∈ FixPS = S. Par conséquence, y ∈ Z et alors le résultat découle du
Théorème 8.3.
Remarque 8.30 En particulier, la condition (8.78) est satisfaite si Un ≡ U , où U est une
pseudo contraction lipschitzienne. En effet, le Lemme (i) implique que Id−U est continu
et monotone, et donc maximalement monotone. Par suite, puisque ∩n∈N FixUn = FixU ,
la condition (8.78) est une conséquence de [17, Proposition 20.33].
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Chapitre 9
Bilan et perspectives
9.1 Bilan
Cette thèse a été consacrée à la conception et l’analyse de nouvelles méthodes
d’éclatement pour résoudre des problèmes d’analyse non linéaire multivoque dans les-
quels plusieurs variables interagissent. Le problème générique a été modélisé par une
inclusion vis-à-vis d’une somme de m ≥ 2 opérateurs monotones sur un espace hilber-
tien produit. Plusieurs méthodes ont été proposés dans les Chapitres 2–4 pour résoudre
ce problème sous divers jeux d’hypothèses sur les opérateurs monotones impliqués. Elles
sont appliquées au traitement du signal et de l’image, à la théorie des jeux, à la théorie
du trafic, aux équations d’évolution, aux problèmes de meilleure approximation et à la
décomposition de domaine dans les équations aux dérivées partielles.
Le Chapitre 5 a présenté un nouveau formalisme de décomposition monotone+anti-
adjoint pour résoudre des inclusions monotones composites en dualité. La formulation
présentée permet de traiter une ample variété de problèmes et fournit un outil puissant
de modélisation en l’analyse non linéaire.
Le Chapitre 6 a proposé une approche générale primale-duale pour résoudre des
problèmes de décomposition de domaine dans les équations aux dérivées partielles en
considérant m ≥ 2 sous-domaines disjoints et des contraintes dures aux interfaces. En
particulier, la méthode permet de considérer conditions de continuité et/ou de trans-
mission sur les interfaces aussi bien que divers problèmes dans chaque sous-domaine.
De plus, la méthode proposée résout simultanément le problème dual associé, dont les
solutions représentent les tensions aux interfaces.
Le Chapitre 7 a présenté la première utilisation systématique de méthodes d’écla-
tement d’opérateurs pour la construction d’équilibres de Nash. Certains cas particuliers
de jeux sans potentiel à m joueurs ont été étudiés et les méthodes obtenues ont été ap-
pliquées aux jeux à somme nulle, aux problèmes d’équilibres de Nash généralisés et aux
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problèmes de proximations cycliques.
Le Chapitre 8 a traité les problèmes de point fixe avec contraintes où deux opéra-
teurs sont impliqués : une contraction ferme et une pseudo contraction lipschitzienne.
Une méthode pour résoudre ce problème a été proposée et appliquée aux inclusions
monotones et aux problèmes d’équilibre.
9.2 Perspectives
Cette thèse ouvre des perspectives nouvelles sur diverses questions : inclusions
d’évolution couplées, problèmes de la théorie du trafic, décomposition de domaine
dans les équations aux dérivées partielles, inclusions monotones multicomposantes, pro-
blèmes d’équilibre et d’autres problèmes de l’analyse non linéaire.
Au Chapitre 2 nous avons proposé des méthodes pour résoudre des inclusions d’évo-
lution couplées et des problèmes de théorie du trafic. Ces problèmes ont été réduits à
une inclusion vis-à-vis d’une somme de deux opérateurs, dont l’un est séparable et l’autre
est cocoercif. Il serait intéressant de relaxer ces hypothèses et d’appliquer certaines mé-
thodes proposées dans les Chapitres 4 et 5 à ces problèmes. D’une part, la méthode
proposée dans la Section 4.2.2 permettrait de remplacer l’hypothèse de cocoercivité par
la monotonie plus le caractère lipschitzien et, d’autre part, l’hypothèse de monotonie
suffirait pour utiliser la méthode décrite dans la Section 4.2.3. Par ailleurs, l’application
de la méthode primale-duale proposée dans le Chapitre 5 aux inclusions d’évolution et
à la théorie du trafic résoudrait de plus le problème dual associé, ce qui a des inter-
prétations importantes dans chaque domaine. Ainsi, dans le cas de la théorie du trafic,
cette application fournirait une manière de trouver les multiplicateurs de Lagrange as-
sociés aux contraintes de capacité du réseau, qui sont interprétés comme les retards à
l’équilibre [3].
En ce qui concerne le problème de décomposition de domaine dans les équations
aux dérivées partielles au Chapitre 6, nous avons étudié le cas où les sous-domaines ne
se chevauchent pas en considérant une condition Dirichlet sur la frontière du domaine. Il
serait intéressant d’étudier le cas du chevauchement et de permettre d’autres conditions
sur la frontière. Une approche possible dans les problèmes avec chevauchement est de
les réduire au cas sans chevauchement en considérant chaque intersection comme un
nouveau sous-domaine. Dans le cas de m = 2 sous-domaines, un approche similaire a
été étudiée dans [4]. D’autres conditions sur la frontière pourraient être modélisées en
considérant des espaces de Sobolev différents.
En ce qui concerne les inclusions monotones multicomposantes, il serait intéres-
sant d’appliquer la méthode développée au Chapitre 8 à la somme hilbertienne directe.
Ceci permettrait de résoudre des inclusions monotones multicomposantes où plusieurs
contraintes dans l’espace produit interviennent. Contrairement à la méthode proposée
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dans la Section 4.2.2, la méthode obtenue tolérerait des erreurs dans le calcul des opé-
rateurs concernés et approcherait les contraintes par des projections sur certains demi-
espaces définis sur l’espace produit.
D’autre part, nous avons étudié dans le Chapitre 8 une application aux problèmes
d’équilibre. Contrairement aux approches utilisées dans [5, 7], la méthode proposée
permet de résoudre le Problème 8.9 lorsque l’opérateur B est monotone et lipschitzien.
Il serait intéressant de concevoir une nouvelle méthode d’éclatement pour résoudre un
problème d’équilibre sous des hypothèses plus générales (voir (8.14)).
Une autre direction de recherche à poursuivre est la conception des méthodes pour
la résolution de problèmes d’inclusions lorsque les opérateurs impliqués ne sont plus
monotones. En particulier, il serait intéressant de concevoir des méthodes d’éclatement
d’opérateurs co-hypomonotones, ceux qui apparaissent souvent dans plusieurs applica-
tions [6, 8] (voir aussi [1]).
Une autre problème intéressant à étudier est de trouver, s’ils existent, les avantages
de la méthode proposée dans [9] par rapport à l’algorithme explicite-implicite décrit
dans la Section 1.2 pour les problèmes de minimisation. Dans ce cas, l’opérateur uni-
voque impliqué est le gradient d’une fonction convexe qui est supposé lipschitzien. Si le
domaine du gradient est tout l’espace, il est bien connu que ces hypothèses sont équi-
valentes à la cocoercivité du gradient [2]. Cependant, on ne sait pas si une fonction
convexe différentiable peut avoir un gradient lipschitzien mais pas cocoercif lorsque son
domaine n’est pas tout l’espace.
Enfin, vu que dans tous les algorithmes proposés il est nécessaire de calculer des
résolvantes d’opérateurs monotones, il serait intéressant de développer le calcul explicite
de résolvantes dans la somme hilbertienne directe. Certains progrès dans cette direction
ont été faits dans la Section 4.3 mais il reste beaucoup à faire.
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