Abstract Wind waves may play an important role in the evolution of sea ice. That role is largely determined by how fast the ice layer dissipates the wave energy. The transition from a continuous layer of ice to a series of broken floes is expected to have a strong impact on the several attenuation processes. Here we explore the possible effects of basal friction, scattering, and dissipation within the ice layer. The ice is treated as a single layer that can be fractured in many floes. Dissipation associated with ice flexure is evaluated using an anelastic linear dissipation and a cubic inelastic viscous dissipation. Tests aiming to reproduce a Marginal Ice Zone are used to discuss the effects of each process separately. Attenuation is exponential for friction and scattering. Scattering produces an increase in the wave height near the ice edge and broadens the wave directional spectrum, especially for short-period waves. The nonlinear inelastic dissipation is larger for larger wave heights as long as the ice is not broken. These effects are combined in a realistic simulation of an ice break-up event observed south of Svalbard in 2010. The recorded rapid shift from a strong attenuation to little attenuation when the ice is broken is only reproduced when using a nonlinear dissipation that vanishes when the ice is broken. A preliminary pan-Arctic test of these different parameterizations suggests that inelastic dissipation alone is not enough and requires its combination with basal friction.
Introduction
Sea ice is rapidly changing, both in the Arctic (e.g., Stroeve et al., 2007) and in the Southern Ocean (Nghiem et al., 2016) . The causes of this reduction in both extend and thickness are not fully understood and probably combine thermodynamic effects with mechanical effects. With more open water in the Arctic, wave heights have been increasing over the last 20 years (Asplin et al., 2012; Stopa et al., 2016; Thomson & Rogers, 2014) . This may further amplify the evolution of sea ice.
Although research has shown that numerical wave models could be adapted to take into account wave-ice interactions (Doble & Bidlot, 2013; Dumont et al., 2011; Rogers et al., 2016; Stopa et al., 2016; Williams et al., 2013a; Zhang et al., 2016) , operational forecasting models today do not allow the penetration of waves in the ice (Tolman, 2003) . Indeed, a better quantitative understanding of wave evolution is needed in the transition region where wave motion is significant, usually called the Marginal Ice Zone (MIZ) (Wadhams, 1986) . This MIZ can be a few hundreds of kilometers wide.
In the MIZ, waves largely determine the shape and size of ice plates, either pancakes that form during freezing or floes that are broken up by waves. In return, waves are strongly attenuated by the ice (Squire et al., 1995) . The attenuation rate results from many processes that generally depend on ice thickness and floe size. Here we consider only conditions with a single layer of ice and ignore frazil or pancake ice, which are discussed by, for example, de Carolis et al. (2005) , Wang and Shen (2011) , and Rogers et al. (2016) . Such cases are often treated with viscoelastic models in which the ice is represented either as a homogeneous viscoelastic fluid (Wang & Shen, 2011) or as a viscoelastic thin beam (Fox & Squire, 1994; Mosig et al., 2015) overlying an inviscid layer.
Instead, we focus on the interaction of waves with a layer of elastic ice that can deform and can be broken into floes, overlying a water layer with finite viscosity. As a consequence, the study presented here may not Several dissipative processes can be invoked, associated with the friction of the water flowing past the ice. Basal friction occurring at the base of the ice layer is due to the relative motion of the ice and the underlying water (Liu & Mollo-Christensen, 1988) . Although Liu et al. (1991) used high values of an eddy viscosity, analogy with boundary layers at the ocean bottom or an ice-free interface (Perignon et al., 2014) suggests that the flow should be laminar for wave heights typically under 1 m. Stopa et al. (2016) proposed a parameterization for the transition from a turbulent to laminar boundary layer in the case of random waves with Rayleigh-distributed wave heights. Unfortunately, there are no direct measurements of this oscillatory boundary layer.
Dissipation within the ice layer depends on the stress-strain relationship in sea ice. Few measurements are available at the time scales of the wave motion and with strain rates comparable to what is found in the field. Cole et al. (1998) presented laboratory experiments in which sea ice samples were cyclically loaded over a broad range of periods. With periods of 10 s, they measured a linear strain-stress relationship showing that the ice response is mostly elastic, with a measurable anelastic behavior and very little inelastic deformation. Other experiments with 10-s waves have been performed by Cole and Durell (2001) to investigate the effects of dislocations at large strain rates. They found that dislocations are more frequent for strain rates larger than 10 −6 s −1 , leading to variations of the strain rate scaling the cube of the stress, in particular for relatively warm ice at (−5 ∘ C). This inelastic behavior was later confirmed at with in situ experiments (Cole & Dempsey, 2004) . For reference, a strain rate of 10 −6 s −1 is the maximum value expected a 10-s period wave with a 1-cm amplitude deforming a layer of ice with a thickness of 20 cm, or a 20-s period wave with 3-cm amplitude and 2-m ice thickness. This threshold is thus routinely exceeded in wave events recorded in sea ice (e.g., Collins et al., 2015) .
To our knowledge, the effect of these internal dissipation processes, anelastic (with a linear strain-stress relationship) or inelastic (with a possibly cubic relationship at strain rates above 10 −6 s −1 ), has not been evaluated in the context of wave evolution in the MIZ. Further, just like scattering is obviously a function of the floe size distribution, the inelastic dissipation should be strongly influenced by floe sizes as small floes are expected to tilt rather than bend. The present work thus explores the possible transition in dissipation processes as the ice is broken into floes. For this we generalize the wave-in-ice model developed by Dumont et al. (2011) and Williams et al. (2013b) . In their wave model they included scattering by ice floes and ice break-up parameterization. We replace their dissipation term by a combination of the three dissipation processes identified above, namely, basal friction, anelastic dissipation, and inelastic dissipation. For consistency we update their scattering parameterization by enforcing energy conservation and we adapt the calculation of ice breakup to the use of a spectral model with possibly a broad range of wave frequencies present at the same time. The numerical treatment of all these processes is presented in section 2. Numerical simulations in simple but representative situations are presented in section 3, before moving to real cases in section 4. Discussions and conclusions follow in sections 5 and 6.
Physical Processes and Parameterizations
Following Tolman and Booij (1998) , the wave action spectral density is discretized in wavenumbers k and directions as N(k, ) , with the wavenumbers corresponding to fixed frequencies f . The evolution of N on a spherical Earth with longitude and latitude is given by
in which the processes related to the ice are included in the energy source terms S ice and is the intrinsic radian frequency of the waves. The various advection velocities in physical ( , ) and spectral (k, ) spaces are given by Tolman and Booij (1998) and The WAVEWATCH III Ⓡ Development Group (2016). The ice effects are further decomposed as scattering, anelastic attenuation, inelastic attenuation, and basal friction (Stopa et al., 2016) ,
Our basal friction S ice,fric combines the viscous expression by Liu and Mollo-Christensen (1988) using the kinematic viscosity of sea water at the freezing point, w = 1.83 × 10 −2 cm 2 /s, and a turbulent part defined by analogy with bottom boundary layers (Grant & Madsen, 1979) , with the dissipation rate controlled by the roughness length for the wave motion. This combination is based on transition in terms of Reynolds number, with Rayleigh-distributed wave heights, each wave having a corresponding Reynolds number (see Stopa et al., 2016, for details) . Note that the user can also chose to remove this transition to turbulent friction and to only keep the viscous part of the friction term. In the following study, we will refer to the full friction term (with the viscous part and the transition to turbulence) as friction and to the friction term only made up of the viscous part as viscous friction. Following Wadhams (1973) , we consider the ice as a floating continuous thin elastic plate. Solving for the linearized equations of motions, he found that the water motion is the same as under surface gravity waves without ice, with only a change of dispersion relation from the de Laplace (1776) dispersion relation without ice,
Wave Propagation and Energy
where is the radian frequency of the wave, k the wavenumber, and H is the water depth. This gives a phase speed C = ∕k and group speed C g = ∕ k. Now with an ice layer of constant thickness h i , a density i , smaller than the water density w , and an effective Young's modulus Y * , the flexural rigidity of the ice is
where is Poisson's ratio for sea ice set to 0.3. Similarly to Williams et al. (2013a) , we set Y * = 5.5 GPa. With the ice cover, the dispersion relation (3) becomes
where we now use the notation k i for the wavenumber in the presence of ice. For the sake of simplicity we now assume kH ≫ 1, giving a group speed,
The stiffness of the ice thus makes the short waves relatively faster, similar to the effect of surface tension for capillary waves (Figure 1 ). Alternative dispersion relations are discussed by Mosig et al. (2015) and Collins et al. (2017) .
Another important change in the presence of ice is the relation between the surface elevation amplitude a and the density of mechanical energy per unit horizontal surface. Indeed, due to the ice elasticity, a significant part of the energy may be potential elastic energy. Wadhams (1973) defined the ratio G (called R in the original paper) of the total energy per unit surface E t and the energy of the waves of same amplitude in the absence of ice,
In conditions where wave energy is conserved, an amplitude a propagating from the open ocean becomes a i in an ice-covered region, as illustrated in Figure 2 . Here we will neglect refraction. Conservation of energy in a small control volume surrounding the ice edge gives the following relation between the open water incident wave amplitudes a ow , the reflected amplitude a r,ow , and the transmitted amplitude in the ice-covered region a i ,
Hence, the surface elevation amplitude of short waves propagating from the open ocean to ice-covered water can be strongly reduced. This effect is important when considering the breakup of a continuous layer of ice by waves, as the wave amplitude may jump by a factor √ G when the ice breaks. In particular, with our spectral model that extends to frequencies of the order of 1 Hz, any wind event produces short waves capable of breaking the ice if the G factor is not considered.
In order to avoid numerical errors associated to such jumps when the ice is reformed or broken, or at domain boundaries forced by inconsistent ice parameters, we have thus chosen to work, in the model, with a wave action spectrum that is multiplied by GC g,i ∕C g and convert the spectrum on output to a measurable surface elevation spectrum, multiplying it by C g ∕GC g,i (see Figure 3 ).
In the model, reflection is considered when scattering is activated. In this case, equation (8) still applies, but a represents the amplitude of the transmitted wave (Figure 2 ).
Wave Scattering by Ice Floes
Here we follow the general approach of Meylan and Masson (2006) . After testing with a possible anisotropic scattering (see Appendix A), we use a simplified isotropic scattering source term
Figure 2. Wave energy fluxes for normal incidence at a straight ice edge. Defining a control volume (dashed line) around the ice edge, we can neglect dissipation when the horizontal extension of the volume goes to zero. Conservation of energy gives a relation between the wave amplitudes a, with indices r, i, and ow corresponding to reflected, ice, and open water.
The simplification is that the scattering coefficient is,MIZ is taken independent of incident and reflected directions and ′ , instead of directional distributions given by detailed modeling studies (e.g., Masson & LeBlond, 1989; Montiel et al., 2016 ). The parameter s scat is normally equal to 1, but other models had used s scat = 0 (e.g., Williams et al., 2013b ) because they did not consider the directional distribution of the waves. Setting s scat = 0 as done in other studies turns the conservative scattering mechanism into a dissipative mechanism and removes its impact on the wave directional spectrum, which is one of the key feature of this process . Also, this approximation (s scat = 0) has a large impact on the momentum and energy fluxes that can be passed to the ocean or ice layer. The scattering coefficients is,MIZ are estimated following Bennetts and Squire (2012) . Namely, the wave reflections are treated as a succession of reflections at straight interfaces between open water and ice or between ice plates of different thickness, with waves propagating perpendicular to the ice edge. Bennetts and Squire (2012) improved the method of Kohout and Meylan (2008) 
Here we use = 2 + log( )∕log(2) with = 0.9, where is the fragility as defined in Dumont et al. (2011) .
Previous waves-in-ice model (e.g., Dumont et al., 2011; Williams et al., 2013b) fixed D min = 20 m. It is the lower limit set in Kohout (2008) . These limits correspond a transition for small floes that tilt and not bend when the sea surface is deformed. Kohout (2008) estimates that transition occurs for wavelengths which are more than 2 or 3 times longer than the floe length. D min = 20 m corresponds to the critical size she estimated for waves with period T p = 6 s. As our model generally includes waves with periods less than 6 s, we adapted this criterion by defining D min = C i with C ≃ 0.3.The impact of having a varying D min compared to a constant one is, however, quite limited (not shown here) and does not affect the conclusions of this study.
Ice Breakup
The value of D max is determined from the local sea state, after searching for the shortest waves with wavelength i that are able to break up the ice, giving D max = i ∕2 if and only if the three following criteria are met:
, where D c is the critical diameter, which depends on ice properties, below which it is assumed that no flexural failure is possible. 3. ( i ) > c , the maximum strain due to the incoming wave has to be greater than a defined critical strain.
For the first criterion, ideally we would also impose that D max can only be reduced over time, but this is only possible when using a coupled wave-ice model in which the value of D max would be advected and allowed to increase by freezing. The second criterion relies on Mellor (1986) , which defines D c as the minimum diameter for which flexural failure is possible. D c is equal to
Note that we added a 1∕2 factor in Mellor's formula, as a mistake has been spotted in its hypothesis (sin(x ) − cos(x ) = 0 is not true for x = ∕(2 ) but for x = ∕(4 )). For the third criterion, which corresponds to the flexural strain threshold, the critical strain for the flexural failure of a thin elastic plate is where c is the ice flexural strength ( c = 0.27 MPa; Williams et al., 2013b) . F break is the ratio of the maximum value of the strain to its root-mean-square value. In general, this ratio is a weakly increasing function of the duration considered. Here we estimated F break = 3.6 by considering the expected maximum amplitude in the succession of N ≃ 500 waves with Rayleigh-distributed amplitudes, during the time over which the sea state is approximately constant.
The horizontal strain caused by waves is
Accounting for the elastic energy introduces a very important correction in the local amplitude a i of the sea surface elevation which is reduced by a factor 1∕ √ G which is large for thick ice and short waves. It is an important difference with Williams et al. (2013b) , in which the difference in wave amplitude within and outside the ice cover is accounted with the factor W = k|T|∕k i where |T| is the transmission coefficient for a semi-infinite ice sheet. The other difference is the use of a scale-dependent strain defined with a partial integration of the spectrum over neighboring wavenumbers, similar to what is used for wave breaking (Banner et al., 2000; Filipot & Ardhuin, 2012) . The benefit of this definition is that it allows to test separately the impact of the different scales of the wave field (e.g., swell and wind seas) and to define the floe size according to the wavelength of those waves for which the surface curvature is large enough. Since our wave spectrum is formulated in energy and not surface elevation variance, the surface elevation variance is reduced by a factor C g ∕GC g,i , and this gives
where h i is the ice thickness and k i = 2 ∕ i and F(k) denotes the spectrum of the variance of the wave elevation integrated over all the directions .
The update of D max is a two-step process. First, the shortest wavelength i,min for which the condition ( i ) > c is fulfilled is computed. Then, to account for the possibility of having a narrow spectrum, the selected wavelength ( i,break ) is the one for which the associated wavenumber
In summary, our implementation of wave-induced sea ice breakup extends the work of Williams et al. (2013b) by 1. accounting for the effect of elastic energy on the reduction of wave elevation amplitude in unbroken ice with the factor we call G, derived from Wadhams (1973) . As shown in Figure 4 , it considerably affects the maximum wave heights for ice breaking. 2. taking into account the random distribution of wave heights as we use the expected maximum local strain, instead of the frequently exceeded root-mean-square value.
In practice, these changes are very important. Although the second modification can be absorbed into empirical calibration factors, the first correction considerably reduces the unphysical breakup that would otherwise happen due to even very low level of energy in the high-frequency part of the spectrum (Figure 4) . Indeed, the version 5.16 of WAVEWATCH III uses a wind input that is scaled by the ice concentration, so that even with 98% ice concentration in the middle of the Arctic, there is still a little energy that could lead to a spurious breakup of the ice. Physically, taking into account the energy flux conservation makes short waves unable to deform thick ice, as most of their energy goes into the elastic deformation of the ice.This is not the only approach to generate a floe size distribution and relies strongly on the hypothesis that the floe size obeys a power law. In fact the most important parameter is D max , and the distribution is only used for the scattering term. Horvat and Tziperman (2015) suggest an explicit way to compute the floe sizes resulting from a wave event but computationally more demanding. Cole et al. (1998) illustrates the behavior of sea ice when submitted to a cyclic loading. For the frequency range of interest, from 0.003 to 0.3 Hz, the elastic deformation dominates, but the hysteresis loop visible on strain-stress diagrams also indicates an anelastic behavior. Cole (1995) has shown that this anelastic straining results mainly from an oscillatory motion of dislocations, with grain boundaries being important at higher frequencies, and proposed a model of the anelastic behavior of sea ice. This model allows us to compute the loop area of the strain-stress diagram ( Figure 5 ), which is proportional to the energy dissipated into heat during one cycle. Following the steps detailed in Appendix C we get
Anelastic Attenuation
with F an empirical factor that varies with D max and i and reduces the strain if the ice is broken into floes shorter than the wavelength. In this situation, floes tilt instead of bending, giving a negligible anelastic attenuation. We expect a relatively smooth transition of the dissipation, when averaged over many floes, from a zero dissipation for i ≫ D max to the full dissipation rate given by F = 1. We have thus chosen a form
where C ≃ 0.3 (same tuning as for D min in 2.3) is an adjustable parameter, and the width of the transition was arbitrarily set to 0.2 D max .
The A coefficient in equation (16) is given in equation (C1). It is a function of the ice temperature T ice and on the activation energy Q v of the dislocation process. The anelastic source term for the ocean waves is thus Figure 6a shows how ane varies with the activation energy Q v . An increase of 0.05 eV reduces the attenuation by 1 order of magnitude. This is a major source of uncertainty, and values reported in Cole (1995) are as high as 3 eV for T ice > −10 ∘ C. Cole and Durell (2001) , however, applied the model for temperatures up to −5 ∘ C. As we expect sea ice temperature in the MIZ to be close to this latter value, we chose −5 ∘ C as the default value associated with the activation energy suggested in Cole (1995; 0.55 eV) . Figure 6b illustrates the effect of temperature. For temperatures between −10 and −2 ∘ C in the MIZ, the attenuation increases with the temperature, of the order of 10 −4 ∼ 10 −3 m −1 for waves between 0.1 and 0.2 Hz. Note that this is considerably higher that the typical values of attenuation coefficients for scattering or friction that are generally of the order of 10 −5 ∼ 10 −4 m −1 . Ice temperature can also modify the dislocation density, which was assumed constant in Cole (1995) and may lead to a stronger variability. Finally, Figure 6c shows the thickness dependency of anelastic (note that in equation (16) k i , G, and C g,i are all functions of h i ). The maximum values of the attenuation coefficient are not affected much by changes in the ice thickness, but they show a remarkable shift toward low frequencies when the thickness increases. Besides this shift, the frequency range for which the attenuation is maximum tends to widened when the thickness decreases. As a consequence, thick ice (h i >50 cm) damps wave frequencies in the range [0.05 Hz, 0. Cole et al. (1998) strain-stress diagrams do not show any mark of viscous deformation during cyclic loading of frequency above 0.01Hz, and the Cole (1995) model predicts a very negligible contribution of the inelastic strain to the total strain for the same frequencies ( Figure 5 ). Cole and Durell (1995) , however, note that for high temperatures (> −5 ∘ C) and stresses close to the flexural strength, the anelastic strain tends to be not linear anymore with the applied stress but tends toward a cubic dependency. It is supposed to be due to the fact that above a certain threshold, the dislocation density increases quadratically with the applied stress. This is confirmed in Cole and Dempsey (2004) , in which the authors applied a cyclic loading compression to an in situ ice floe and observed a viscous (inelastic) deformation of the ice, for which strain-stress dependency follows a n power law with 1 ≤ n ≤ 3. An inelastic attenuation law was therefore included in this study. Wadhams (1973) was the first to propose a nonlinear strain-stress relationship that could explain the observed attenuation of waves in the pack ice. He heuristically used the flow law proposed by Nye (1953) 
Inelastic Attenuation or Viscous Creep
where is the shear stress,
is the components of the deviatoric stress tensor, and B is the flow law constant, which is a function of ice temperature. We will use B = 10 7 N m −2 s 1∕3 , which is in the order of magnitude found by Wadhams (1973) . With details given in Appendix B, this gives a temporal decay coefficient for the wave energy that is ine = 3 160
Bh
where is F is transition factor given in equation (17). Finally, the inelastic source term can be expressed as
A justification for such a nonlinear stress-strain relationship can be found in the measurements of Cole and Durell (1995) and Cole and Dempsey (2004) , with the activation of many dislocations at strain rates larger than 10 −6 s −1 . We have thus chosen to evaluate the consequences of this possible inelastic effect.
Numerical Implementation
Our implementation of wave dissipation and scattering effects in the WAVEWATCH III model (The WAVEWATCH III Ⓡ Development Group, 2016) corresponds to the addition of dissipation and scattering term in the wave action equation. Another important change introduced in the model is a splitting of the ice source terms from the more usual source terms of wind-wave generation, four-wave nonlinear evolution, and wave breaking. With this splitting, the ice source terms are integrated with an implicit method that is well suited for quasi-linear terms, including scattering (see Appendix A). Wave generation and wave breaking are allowed in partially ice-covered seas. Their associated source terms are scaled by (1 − c i ), with c i the ice concentration, to account for the fact that the ice cover prevents the momentum to be transferred from the atmosphere to the ocean. Ice source terms are all scaled by c, with the exception of scattering, as they only apply in the presence of ice. Scattering source term already contains the ice concentration dependency into its formula.
Effects of Different Processes Taken Separately
To investigate the effects of the attenuation and ice break-up processes, separately and combined, idealized simulations were realized on a grid with 100 × 40 nodes, with a 12.5-km resolution. Each test starts with waves radiating into the domain at x = 0. Wave radiation is centered at the middle of the y axis. The model domain is free of ice over the first 10 km, after which the ice concentration increases linearly from 0.4 to 1, as x increases from 10 to 70 km (see Figure 9 ). This setup roughly represents the ice conditions discussed by Collins et al. (2015) . The ice thickness was taken constant over all the ice-covered area. Wave conditions at the forcing boundary are constant with a narrow Gaussian frequency spectrum centered around a fixed peak frequency f p , with a half width of 0.01 Hz.
The distribution of wave energy along the left boundary at x = 0 is also Gaussian with a half-width of 10 km and a maximum significant wave height of 3 m. The model was ran without wind input, wave breaking, or nonlinear source terms. Alternatively, the spectrum at the boundary was replaced by off-ice spectra provided by a realistic simulation of the Arctic using WAVEWATCH III (Stopa et al., 2016) and corresponding to the event of 2 and 3 May 2010, described by Collins et al. (2015) . For that case, we rotated the forcing spectrum so that the direction with the largest density of wave energy was lined up with our x axis.
Figures 7 and 8 illustrate the effects of different processes on ice breakup and the associated wave height attenuation. Results are all presented after an equilibrium is reached (which takes ≃8 hr for the selected processes and their combinations).
As expected from the parameterizations, attenuation due to basal friction is slightly sensitive to the ice thickness due to the G factor and the dispersion relation and varies more strongly with the wave period, with a local dissipation rate proportional to k i ∕ √ T that gives a decay distance proportional to T −3.5 . For waves longer than 10 s, the viscous dissipation (green curve, for which the turbulent term of the friction has been removed) is very weak, with only a 33% reduction in wave energy over 200 km for T p = 10 s. A transition to turbulent dissipation, when this is allowed by the user and for a boundary layer Reynolds number of the order of 10 5 , typically increases the dissipation rate by up to a factor 10 when using a roughness length of 1 cm (Stopa et al., 2016; gray curve) . In practice, this is only relevant near the ice edge for wave heights larger than 2 m in open water, because the Reynolds number is reduced as waves are.
When combined to basal friction only the breakup of relatively thin ice is not a monotonous function of the wave period, as shown with the gray lines in Figure 8 for h i = 0.25 m: 10-s waves are more efficient for breaking the ice than 5-or 15-s waves. This comes from two competing effects. On the one hand, the attenuation is weaker for longer waves, which allows the waves to penetrate further into the ice. On the other hand, longer waves are less steep and are thus less prone to breaking the ice.
We also note that thicker ice gives larger floes for T p = 5 s, but this reverses for T p ≥ 10 s with thicker ice giving smaller floes. This is true for all attenuation processes and it is also explained by two competing effects. First, the wavelength i is influenced by ice thickness, in particular for short periods like T p = 5 s. Hence, thicker ice corresponds to less steep waves, reducing the ice breakup. Second, the maximum strain grows linearly with the ice thickness (see equation (14)). As a result, for a given wave height in ice-covered water, thick ice breaks more easily than thin ice (Figure 4 ). This second effect is dominant for larger periods.
Scattering alone does not dissipate energy, and energy grows with time with multiple scattering in the model domain, so that for T p ≥ 10 s, waves are able to break the ice cover on its entire length after a few weeks. We therefore chose to combine it with the weakest dissipative process we had: the viscous friction. The results are shown in Figures 7 and 8 . We observe that they differ significantly from the one achieved with viscous friction only, which indicates that scattering is the dominant process in this combination. Waves undergo a noticeable attenuation in the ice-covered ocean, which perceptibly increases with the ice thickness and the wave frequency. The reflected waves in the open sea prior to the ice edge lead to an increase of the wave height up to ≃ 2 m for T p = 5 s. We fitted an exponential law to the spatial evolution of H s evolution and summarized the results in Table 1 . As expected, the effective attenuation along the x axis is exponential, with determination coefficients R 2 > 0.95 as long as there is no steep change in D max . When the ice is broken, attenuation rates for waves with T p = 10 s are found to be of the same order than the ones reported in Kohout et al. (2014) for H s < 3 m in the Antarctic MIZ, when the attenuation is exponential. For T p = 5 s, the order of magnitude of our attenuation rates is increased by a factor 10. When the ice is unbroken, the attenuation rates fall down along with the number of reflections. Figure 9 illustrates an other effect of scattering: an increase in the directional spread of waves which are reflected in all directions, resulting in a broadening of the beam of energy in the y direction. This broadening depends on , and so increases along with ice thickness and decreases with the wave period. Removing the viscous part of the basal friction (see Figure 10 ) enhances the spread (not shown) and the increase of wave height at the ice edge, and waves are still attenuated as they propagate further into the ice. However, as raised by one of the reviewer, in the case of very long MIZ, without any dissipation process, the energy-conserving scattering produces unrealistic energy levels with a very weak decay far into the ice cover. Such unrealistic results are particularly pronounced in stationary conditions and highlight the importance of dissipation processes for producing realistic decays. Besides, for thin ice and waves longer than 15 s, the attenuation due to scattering becomes very weak and the addition of the low reflected energy to the incoming energy leads to a weaker decay of wave heights, and enhanced energy levels all along the domain. This latter observation and the increase of H s at the ice edge are easily removed by setting s scat = 0 (Williams et al., 2013b) , which forces scattering to dissipate the waves but sacrifices energy conservation.
Anelastic attenuation gives a very strong attenuation of short waves, as the wave height falls down from 3 m to a few centimeters in a few kilometers. It prevents the ice from being broken in very small floes, since they result from the ice breakup induced by short waves. Anelastic attenuation is nevertheless strongly dependent on frequency: dissipation strongly decreases for long-period waves, to the point it almost vanishes for T p = 15 s and h i = 0.25 m. Figure 11a shows the wave elevation spectra for various position along the x direction at the center of the test domain. It suggests the existence of a cutoff frequency above which almost all the energy is dissipated. Figure 11b enables the comparison between the evolution of this cutoff frequency along the x direction and the evolution of the maximum floe size D max . They show a parallel evolution that results from the F factor presented in equation (17): as D max increases, the cutoff frequency is shifted toward lower frequencies. Thus, ice breakup allows for long waves to penetrate further into the ice-covered sea.
The dependency on ice thickness is also important. It is illustrated by the fact that for T p ≥ 10 s, as opposed to friction, floe size tends to increase with ice thickness, meaning that the wave height attenuation strongly controls how the strain evolves.
Inelastic attenuation shows trends that are similar to the anelastic attenuation with some nuances: the nonlinearity of the process with the wave amplitude gives even stronger attenuation near the ice edge where the wave height is still large, and a lower dissipation rate further into the ice (see Table 2 and Figure 12 ). Once waves do not exceed a few centimeters in height, the strength of the inelastic dissipation is much reduced compared to anelastic effects, allowing waves to propagate further. This is shown in Figure 12a , for which the energy associated with f ≃ 0.22 Hz is not dissipated much once the spectral density is below 5×10 −3 m 2 /Hz. This leads to the presented bimodal spectrum into the ice, as waves with shorter wavelengths but lower wave heights end being less curved than longer waves with higher wave heights and therefore less quickly attenuated when the ice is flexed. It explains why the region with broken ice extends further with inelastic dissipation compared to anelastic dissipation (Figure 8 ).
Model Evaluation
In the previous section we have shown that unless it is scaled by ad hoc factors (e.g., Liu et al., 1991) , anelastic and inelastic processes produce stronger attenuation than basal friction. Both are also very sensitive to ice floe size. For broken ice, the attenuation is dominated by under-ice friction for wave periods over 5 s, except in the case of very thick floes or if the wave height is too low to trigger turbulence. We now evaluate the effect of all processes and some combinations in several realistic conditions.
Svalbard Swell Event of 2 May 2010
Here we reproduce the conditions observed to the south of Svalbard on 2 and 3 May 2010, as described by Collins et al. (2015) . They report a storm event in which the R/V Lance, initially trapped in the ice, encountered a sudden change in the waves and ice conditions. As it was blocked in ≃60-cm-thick compact ice without feeling any wave, the vessel underwent a first wave train that started to break the ice. In about 1 hr, the ice got completely broken up into small floes (≃10 m) and the wave height reached about 3 m. We investigate here if such an event could be at least qualitatively reproduced by the processes we implemented in WAVEWATCH III. Figure 13 shows the effects of the activation of each process on the wave attenuation and on the maximum floe size given the above-mentioned storm conditions applied at the western boundary of our simple domain. With scattering and friction, H s decreases progressively as waves propagate into the ice. Except in the case of the full friction term with thin ice floes (h i = 25 cm), the domain ends up entirely broken at the end of the simulation. Anelastic attenuation leads to stronger attenuation, especially near the ice where the high-frequency part of the wave spectrum is damped, but the attenuation remains relatively smooth throughout the domain. The increase in the ice thickness illustrates a positive feedback between the floe size and the attenuation: in thick ice, waves undergo a strong damping as soon as they reach the ice edge. This damping consequently limits the breakup of the ice, which in turn increases the attenuation.
Inelastic attenuation gives a different story. For very thin ice (h i = 25 cm), short waves are strongly damped at the ice edge, which results in a substantial loss of energy. It prevents the ice from being broken in small floes, and as a consequence does not lead to break up similar to Collins et al. (2015) report. Nevertheless, in this latter paper, floes are reported to be 50-to 60-cm thick. In this case (Figures 13b and 13e) , the domain can be divided into two parts:
1. The western part, with broken ice, weak attenuation and high H s . 2. The eastern part, with unbroken ice, and low H s .
Between these two parts, waves create a front characterized by strong gradients of D max and H s , which becomes narrower as the ice thickness increases (Figures 13c and 13f ) . Note that for the floe size, it exists a second front that corresponds to an initial fracture by long waves ( i ≃ 300 m). Figure 14 clarifies the interpretation of such results with the inelastic attenuation. The nonlinearity of this process allows the low energetic but high-frequency components of the wave spectrum to propagate without being dissipated in the first few kilometers. The curvature associated with these short waves leads to ice breakup into floes that are no longer bent by longer waves. Therefore, the energy associated with the dominant waves progresses into the ice cover until it reaches unbroken ice. This notwithstanding, the attenuation rates of the high-frequency waves are unexpectedly low compared to common knowledge.
Inelastic attenuation thus greatly depends on the value of C . The observations made by Collins et al. (2015) can therefore be seen as an opportunity to discuss the values we chose for this latter parameter. Figure 15 shows both the spatial H s profile after 12 hr as well as its temporal evolution at a given point of the domain, close to the front position. Increasing C to 0.4 smoothes the transition, increasing H s from 50 cm to 3 m in about 7.5 hr, and was therefore rejected. On the opposite, C ⩽ 0.2 dissipates too much energy as soon as it encounters sea ice (top panel of Figure 15 ), while Collins et al. (2015) reported that there was almost no attenuation after the breakup occurred at the ship location (estimated to be C = 0.3 seems to be a better choice as it reproduces a steep H s increase from about 1 m to over 3 m in about 2 hr (bottom panel of Figure 15 ) and a relatively small drop of H s at the ice edge.
The inelastic attenuation combined with viscous friction and scattering ( Figure 16 ) has also been tested to see if the front still exists when processes that focus on short waves are added. To avoid getting too much dissipation, we also increased the value of B, the creep parameter, from 10 7 to 1.510 7 Pa.s 1∕3 . Such a change shifts the front position 15 km eastward and makes it visibly smoother. On the opposite, activating scattering and viscous friction shifts the front westward. Activating scattering actually moves the front to the ice edge, as the high frequencies are damped so much that the ice cannot be broken into small floes. Viscous friction does not modify much the results: the front moves 20 km westward and is slightly smoother while remains clearly visible, both for H s and D max . We can, however, suggest that in the event reported by Collins et al. (2015) , floes are only a few meters wide and much smaller than the wavelength. Scattering may thus damp Figure 14 . In (a), solid lines represent the wave spectra at various position along the x axis of the domain after the equilibrium has been reached when inelastic attenuation is activated. The spectra are taken at the center of the domain according to the y axis. The dashed line is the input spectrum at the western boundary which corresponds to the simulation of the storm event in the south of Svalbard on 2 May 2010. This input spectrum was computed by running WW3 on a 12.5-km resolution grid without any ice. In (b), the distribution of D max and H s along the x axis is plotted, while the colors of the vertical dashed lines refer to the position indicated in (a).
the short waves close to the front zone, as long as the floes are large enough not to be negligible compared to the wavelength, and then stops being efficient after the floe size is reduced to a few meters. This cannot happen in our model as it has been supposed that flexure is responsible for breaking the ice and that it exists a minimum size below which floes cannot result from flexural failure (Mellor, 1986 ).
A Realistic Model of the Arctic
We now run the model on a stereographic polar grid of the Northern Hemisphere at 12-km resolution (see Stopa et al., 2016 , for details) with the ice concentration and thickness forced by the Arctic Ocean Physics Reanalysis (1991 Reanalysis ( -2014 provided by Copernicus Marine Environment Monitoring Service (http://marine.copernicus.eu) and based on TOPAZ4 reanalysis products (Sakov et al., 2007) . The model is forced by the 3-hourly ERA-Interim 10-m neutral winds (Dee et al., 2011) . The source terms are those of Ardhuin et al. (2010) . Initially, D max is set to D max init = 1,000 m. To have a better insight of the Svalbard event mentioned above, a regular grid has been nested between 18 ∘ E/27 ∘ E, and 76 ∘ N/78 ∘ N, with a 3.2-km resolution. The period tested was May 2010. Strong (2012) suggested that the MIZ could be defined as the ice-covered area with 0.15 < c < 0.8 but also as the area of interactions between waves and sea ice (Dumont et al., 2011) . As the ice concentration and thickness are given by the TOPAZ reanalysis product, the only ice parameter on which waves have an effect is the ice diameter. In such conditions, we chose to define the MIZ as the area where ice has been broken by the waves, for example, for which D max < D max init , and c > 0.15 to ensure a significant presence of ice.
In Figure 17 , we present the MIZ areas achieved for each process and some combinations using the criterion mentioned above. The blue line represents the MIZ area when the model is run with only inelastic attenuation to dissipate the wave energy in the ice. As inelastic attenuation almost vanishes when the ice is broken, waves tend to penetrate further into the ice, which broadens the MIZ extent in a unrealistic way. As a consequence, inelastic attenuation only cannot explain the wave attenuation in the ice. It has to be associated with friction to avoid breaking the whole Arctic sea ice pack after the simulation has run for a few months. Note that scattering does not dissipate energy either, and consequently, a combination of this latter process and inelastic attenuation only is not suitable. Just like Williams et al. (2013a) , we observe that the concentration criterion and the breaking criterion give different results for the boundary of the MIZ but with the same order of magnitude. The area we get when activating only viscous friction also shows peaks that correspond to unrealistically wide broken areas in the Arctic, due to the low dissipation rate it is associated with. Other processes and combinations are more realistic. The combination of scattering and viscous friction shows very similar behavior to the whole friction term, giving areas of the same order of magnitude as the results achieved with the Strong (2012) concentration criterion. Comparatively, adding the inelastic attenuation to this combination gives areas roughly twice as low, stressing the important impact of the inelastic dissipation. The activation of anelastic attenuation gives about the same area as all the previous processes combined, emphasizing the very high attenuation our parametrization gives for this mechanism.
The geographical representation of the MIZ on a pan-Arctic scale is shown in Figure 18 for two combinations of attenuation processes: on the one hand, inelastic attenuation, scattering and friction and on the other hand scattering and viscous friction. The snapshot is taken during the storm event on Svalbard. The MIZ extent in all the Barents sea appears larger than in other regions, such as eastern Greenland. In calm conditions, MIZ extents in these two regions are quite similar. As an order of magnitude, the averaged extent of the MIZ according to the breaking criterion in the region between southeastern Greenland to north Svalbard in Figure 18 is 40 km with all processes activated, and 80 km with the scattering/viscous friction combination. In the Barents sea, and in particular in the eastern part of Svalbard, the MIZ exceeds 120 km with all processes activated, and 200 km with scattering and viscous friction activated. In Figure 19 , inelastic attenuation, scattering, and basal viscous friction have been combined. As the ice thickness given by TOPAZ4 did not agree with Collins observations, we set the ice thickness constant to 50 cm over all the domain. At 18:00 a.m. on 2 May 2010, the ice is already broken into relatively small floes at the ship position, located in close drift ice (c < 0.8 and D max ≃ 60 m). The sea state varies rapidly between 18:00 and 00:00:00 on 3 May 2010 (H s ≃ 1 m). (Collins et al., 2015) . For this model simulation, three attenuation (inelastic, viscous basal friction, and scattering) processes have been combined.
The border between floes with D max ≃ 60 m and floes broken by the swell event with D max ≤ 30 m nevertheless reaches the R/V Lance location between 12:00 and 18:00 in our simulation. It is associated with an important change in wave height similarly to the previous results in the idealized tests. Adding the turbulent term to the friction process prevents the ice from being broken far enough to reach the boat. However, reducing the roughness length for basal friction or the inelastic dissipation parameter B can affect the results significantly, in particular the spatial extent of ice breakup and H s values at the location of R/V Lance. This simulation therefore stresses again the high dependency of our physical parameterizations on a number of parameters. That would require attention in future in situ investigations.
Discussion
The observed nonlinear behavior of wave attenuation when ice is broken is generally consistent with the expected effects of inelastic attenuation, and pan-Arctic simulations of ice attenuation and breakup appear reasonable when combining under-ice friction and inelastic attenuation. These results have to be mitigated since the spectra achieved with inelastic attenuation do not really look like the ones measured by Collins et al. (2015) in Figure 3 . They indeed lack the very sharp decrease around 0.2 Hz that we observe in Figure 14 . It might be that the frequency range of the spectra presented in Collins et al. (2015) is not wide enough or that the floes were so small when the spectra were measured that there was no ice flexure anymore. It is also possible that our inelastic attenuation parametrization reproduces the event successfully without being the real process behind the sudden change in wave height. Furthermore, the existence of short waves far into the ice, even associated with very low energy levels, is very unlikely and stresses the necessity to combine inelastic attenuation with other processes.
A convincing validation of the inelastic attenuation process would require a variety of cases with accurate observations of the evolution of ice properties (floe size, thickness, and concentration … ) during a wave event. The existence of a cutoff frequency of the energy depending on the floe size could be investigated. Besides, the creep parameter B is very sensitive to the thickness and temperature of the ice (e.g., Cole et al., 1998) , and here we have used an approximation that matches the estimations of Wadhams et al. (2011) . It is also coherent with the suggestion by Cole et al. (1998) for the computation of the viscous creep, taking the value at the freezing point. Knowing that B is at its maximum for this temperature, we may have overestimated the inelastic attenuation. Likewise, the use of the mean ice thickness certainly leads to an underestimation of the wave dissipation.
Besides, inelastic deformation is expected to occur in large floes or unbroken ice areas and therefore does not explain wave attenuation reported in the first kilometers of the MIZ . Latter cases could be explained by scattering, friction, floe-floe collisions, slamming , and overflow , but their respective magnitude remains to be quantified in real conditions. These first kilometers of the MIZ, where we expect to find rather small floes, are also likely not compatible with the use of our dispersion relation, which hypothesizes a thin semi-infinite elastic ice plate. The choice of the dispersion relation can be important for a wave-in-ice model, and no theory has been successful in representing the wave behavior in a variety of ice conditions so far (Collins et al., 2017) . Our choice should only be valid for unbroken large floes or packed ice, and we nevertheless extended it to the whole MIZ. The study of Sutherland and Rabault (2016) in particular suggests that the ice, once broken, loses its elasticity and that the dispersion relation tends toward the one in open water. This is, to our knowledge, one of the main limits of concerning the consistence of our model. Anelastic attenuation is quite similar to the inelastic attenuation, with a cutoff frequency above which the waves are attenuated in the order of a few kilometers. The difference lies in the fact that this attenuation does not vary with the wave amplitude, which results in the strong damping of the shortest waves and the impossibility for the ice to be broken into small floes. Our conclusion is that our parametrization cannot reproduce case like described in Collins et al. (2015) . This result may be due to the application of a parametrization that does not include the effects of the variety of ice conditions (ice temperature, ice brine, ice fatigue, ice thickness distribution, effective stress applied during the flexure … ) which can significantly impact the anelastic behavior of the ice. Although our scattering model is strongly simplified, with isotropic energy redistribution, it is generally consistent with Wadhams et al. (1986) observations of the spectrum widening within the ice-covered sea. Such an increase in directional spread has not been observed in SAR imagery of waves with periods longer than 8 s (Ardhuin et al., 2017) . This is consistent with the limited effect of scattering found when using the approach of Bennetts and Squire (2012) . Our choice to redistribute the energy isotropically is certainly very imperfect, but it has the advantage to ensure the energy conservation without making scattering a dissipative mechanism. We are, however, aware that the scattering from an ice floe is actually far from uniform in all directions (Meylan, 2002; Sutherland & Rabault, 2016) . A better solution could be to test the implementation of the full solution of 3-D scattering, even with simplified problems like for circular floes (Pete et al., 2004) . Moreover, as Wadhams et al. (1988) point out, there is also a possibility that an incident wave scatters energy at different frequencies, typically harmonics of that frequency generated as floes are pitching and heaving, that can rapidly be dissipated. That would explain the absence of observed increase in directional spread with SAR imagery.
When combined with inelastic attenuation, scattering leads to prevent the ice from being broken, which does not allow the wave height front to progress into the MIZ. Collins et al. (2015) , however, describes floes that are far smaller than the wave wavelengths. In these conditions, it might be that scattering simply vanished and let the waves to propagate freely. As mentioned above, our ice breaking parametrization does not allow for the floe size to take values lower than the minimum size given by the flexural failure theory (Mellor, 1986) . This fact, added to the poor knowledge of the internal behavior of ice submitted to wave flexure, emphasizes the need for a better understanding of the ice rheology.
Scattering could very well dominate for shorter wave periods within the first kilometers of the sea ice cover as long as the ice is broken. Inelastic attenuation is a plausible candidate to explain the wave attenuation in unbroken packed ice. Some other dissipation mechanism, like friction below the ice, is an indispensable companion to inelastic attenuation, without which the wave amplitude would keep unrealistically large values (5 cm or more) where the amplitude is too low to produce a significant inelastic dissipation. We also suppose that scattering may prevent the short waves to penetrate far in the packed ice. The attenuation computed in our model results in a damping of the high waves, which although turbulence below the ice layer is expected, our formulation did not yield convincing results. Unfortunately, the roughness length for the wave motion is a sensitive but poorly known parameter. From our study, it appears that choosing a value 1 cm leads to consequent attenuation in the case of large wave heights, independently from the size of the floes. Such behavior is not compatible with cases where high waves are reported far into the ice cover (Collins et al., 2015; Kohout et al., 2014) . We suspect that turbulence is reduced when the ice is broken as the floes may be able to follow at least a fraction of the horizontal water motions.
Our simulation of the case presented by Collins et al. (2015) suggests that dissipation within the ice layer may be important source of swell dissipation, and the expected strain rates could be associated with dislocations and a possible nonlinear strain-stress relationship (Cole & Durell, 2001 ). Such a relationship can explain the transition from strong attenuation in unbroken ice to little attenuation in broken ice. Hence, a knowledge of the floe size is necessary to analyze wave attenuation, but these results are not easily compared to other results without running a wave model in many different cases. For example, Meylan et al. (2014) report that long swells (T p =15 s) in Antarctica have an attenuation consistent with a linear dissipation with = ∝ T −2 , in a case with floe diameters of the order of 20 m at most. None of the processes investigated here can reproduce this attenuation law, in particular basal friction has ∝ T −n with n = 3.5 for viscous friction and larger values when turbulence is taken into account. Possibly, these attenuation rates estimated from the ratio of wave heights at two measurement locations are the result of a variable attenuation along the propagation. They may also have been contaminated by local wind-generated waves (Li et al., 2015) .
Conclusion
The effect of sea ice on ocean waves, including the influence of floe sizes, has been implemented in the spectral wave model WAVEWATCH III, following the previous developments of Dumont et al. (2011) and Williams et al. (2013b) with monochromatic waves. These include the update of the floe size at each wave model time step depending on the ocean wave properties. Because scattering, anelastic attenuation, and inelastic attenuation are strongly dependent on floe sizes, the ice breakup introduces a feedback on the wave field with different evolution patterns.
Scattering does not dissipate energy but is effective when it comes to attenuate short periods in the first kilometers of the MIZ. In our model, scattering also leads to an increase in wave height and directional spread as documented by Wadhams et al. (1986) . This increase in wave height can lead to more breakup of the ice cover. When combined with dissipation, the fact that scatter increases the average effective propagation time across a given region (see the diffuse arrivals in Figure 3 of Ardhuin et al., 2016) leads to a stronger attenuation.
In the cases of anelastic and inelastic effects, we have assumed that when the ice is broken, significant dissipation only occurs for floes larger than 0.3 times the wavelength. Anelastic attenuation gives the strongest dissipation of all the processes, especially near the ice edge. This strong attenuation makes it impossible for the shorter wave components to penetrate in the ice and contribute to its breakup. Such a strong attenuation is not compatible with high waves reported far into the ice cover. It could be partly explained by the variability of the activation energy for temperatures above −5 ∘ C (Cole, 1995) . We indeed did not account for the temperature variation along the ice thickness profile, although the bottom part of sea ice, in contact Inelastic attenuation produces a dissipation that is strongest for high waves and unbroken ice, during the cyclic flexure of the ice, but allows for waves to propagate in broken ice given that waves with intermediate frequencies have amplitudes small enough not to be dissipated and large enough to break up the ice. Such a transition from a strong dissipation to no dissipation can explain the qualitative behavior reported in Collins et al. (2015) . Our simulations suggest that scattering and inelastic attenuation are not enough and that other dissipation processes are necessary to provide a strong enough background dissipation. A plausible mechanism is basal friction. The laminar-turbulent transition proposed by Stopa et al. (2016) produces high dissipation rates for high waves, which appear too large for the case of Collins et al. (2015) .
Our model results show the importance of several possible feedback mechanisms between the floe size and the attenuation of waves, in particular anelastic or inelastic dissipation. The sensitivity of these effects on ice temperature calls for more validation studies and experiments on the mechanical properties of sea ice at small scales. Future studies with coupled waves and ice models will make it easier to investigate the effects of ice temperature and floe size distribution in real conditions. where D is a diagonal matrix containing all eigenvalues and V is the array of eigenvectors, and V T is its transpose. As a result the split wave action equation for ice source terms
can be rewritten for the action N i of each eigenvector V i with eigenvalue i as
which has the following exact solution
In all cases the eigenvector corresponding to an isotropic spectrum has an eigenvalue i = id . In the case of an isotropic backscatter, is is a constant and the other eigenvalues are all equal to ( id + is ). This decomposition over the two eigenspaces simplifies the solution to
where N is the average over all directions. As a result, for a spatially homogeneous field, the spectrum exponentially tends to isotropy over a time scale 1∕( id ). Figure A1 shows an example with a nonisotropic scattering term resembling the one shown in Figure 12 of Masson and LeBlond (1989) . For weak scattering or small time scales the spectral evolution can be significantly different between the two scattering terms. However, for large time scales or strong scattering the spectrum tends to isotropy. 
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Assuming a random sea state with a Rayleigh distribution, we can linearize the dissipation rate,
We note that for the Rayleigh distribution we have 
Finally, in ine , we multiply ine by F given by equation (17), which is a heuristic smooth transition from unbroken to broken ice, so that the dissipation gradually goes to 0 for waves much longer than the floe sizes, because in that case the ice does not deform and so does not dissipate wave energy.
Appendix C: Anelastic Attenuation for Random Waves
The area A loop of the hysteresis loop of a viscoelastic material (as shown in Figure 5 ) actually represents the dissipated energy into heat during the cyclic loading. It follows that under cyclic loading at a frequency f for which we have
the time-averaged dissipation rate per unit volume W in Watts per meter cubed is therefore
where is the stress and is the strain of the deformation.
With a sinusoidal stress with radian frequency = 2 f , = 0 sin( t), the anelastic part of the strain is
With
in which terms are detailed in Table C1 . The associated values have been extracted from Cole et al. (1998) . Here we neglect grain-boundary relaxation process that are more relevant for higher frequencies. 
Assuming that the deformation is mainly elastic, we have
We thus have W as a function of z. Wadhams (1973) 
in which F is the heuristic smooth transition detailed in equation (17).
