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Abstract
A singularly perturbed system of linear differential equations with a small delay is considered. Es-
timates of blocks of the fundamental matrix solution to this system uniformly valid for all sufficiently
small values of the parameter of singular perturbations are obtained in the cases of time-independent
and time-dependent coefficients of the system. In the first case the system is considered on an infinite
time-interval, while in the second case it is considered on a finite one. These estimates are applied to
justify a uniform asymptotic solution of an initial-value problem for this system in both cases.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
The notion of the fundamental matrix solution is a basic one in the theory of linear
differential systems without as well as with delay. Majority of results in this theory was
obtained by application of this notion. Therefore, it is very important to study various
properties of the fundamental matrix solution. In the present paper, we derive a blockwise
estimate of the fundamental matrix solution (or, simply, the fundamental matrix) to the
following system:
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dt
=
0∫
−h
[
dηAε(t, η)
]
z(t + εη), t  0, (1.1)
where ε > 0 is a small parameter (ε 1), h > 0 is a given constant independent of ε, the
matrix Aε(t, η) and the vector z have the block form
Aε(t, η)=
(
A1(t, η) A2(t, η)
(1/ε)A3(t, η) (1/ε)A4(t, η)
)
, z=
(
x
y
)
, (1.2)
where the blocksA1(t, η) andA4(t, η) are of the dimensions n×n andm×m, respectively,
the blocks x and y are of the dimensions n and m, respectively.
Such a type of singularly perturbed systems with the small delay has a considerable
interest in the theory as well as in applications. Theoretically, it is interesting because
the system contains simultaneously two types of perturbations, associated with the small
multiplier for a part of the derivatives and with the small delay. Practically, such systems
are interesting because they can serve as mathematical models in engineering problems.
Some examples of such problems and the corresponding references can be found in [9].
Estimates of the fundamental matrix for various particular cases of system (1.1)–(1.2)
were obtained in a number of works in the open literature. Thus in [12], the system,
containing only the “fast” variable y (the “fast” system) and a single pointwise delay,
was considered. An exponent-type estimate of the fundamental matrix was obtained on
a finite interval of the time. Further, this result was extended to the “fast” system with
single pointwise and distributed delays [6], and to the “fast” system with the general type
of delay [1]. In [5,10], a blockwise estimate of the fundamental matrix of the system,
containing both (“slow” x and “fast” y) variables, was derived on a finite time-interval.
In [5], the case of single pointwise and distributed delays was considered, while in [10],
the case of multiple pointwise and distributed delays was studied. The case of time-
independent system on an infinite time-interval was analysed in [11]. A blockwise estimate
of the fundamental matrix was obtained for the system containing single pointwise and
distributed delays. Various applications of the above mentioned results on the estimates
of the fundamental matrix can be found in [1,5,6,9–12]. Note that estimates of the
fundamental matrix for some singularly perturbed differential systems with nonsmall
delay were obtained in [2,3,14]. Since singularly perturbed differential systems with small
and nonsmall delay much differ each other, methods for analysis of these two types of
singularly perturbed systems are essentially different.
In the present paper, we obtain blockwise estimates of the fundamental matrix of sys-
tem (1.1)–(1.2) in the following two cases: (1) the matrix Aε is time-independent and
t ∈ [0,+∞) (Section 2); (2) the matrixAε is time-dependent and t ∈ [0, T ], where T > 0 is
a given constant independent of ε (Section 3). In Section 4, a uniform asymptotic solution
of system (1.1)–(1.2) with a given initial condition is constructed and justified in both
cases. The justification of this asymptotic solution is based on the blockwise estimate of
the fundamental matrix obtained in the previous sections.
The following main notations are applied in this paper:
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(2) ‖·‖ denotes the Euclidean norm of either a vector or a matrix with complex, in general,
elements;
(3) In is the n-dimensional identity matrix;
(4) C denotes the set of complex numbers;
(5) Reλ denotes the real part of a complex number λ;
(6) Imλ denotes the imaginary part of a complex number λ;
(7) i denotes the imaginary unit, i.e., i =√−1;
(8) Var[a1,a2]A(η) denotes the variation of a matrix-function A(η) on the interval η ∈
[a1, a2];
(9) col(x, y), where x ∈En, y ∈Em, denotes the block vector with the upper block x and
the lower block y .
2. The case of the time-independent matrix Aε
We shall assume:
A1. The matrix-functions Aj(η) (j = 1, . . . ,4) are given for η ∈ (−∞,+∞) and satisfy
the following conditions:
(a) Aj(η)= 0, ∀η 0;
(b) Aj(η)=Aj(−h), ∀η−h;
(c) Aj(η) is continuous from the left for η ∈ (−h,0);
(d) Aj(η) has bounded variation on the interval η ∈ [−h,0].
Consider two systems associated with the original system (1.1)–(1.2). The first system
is the reduced-order one
dx¯(t)
dt
= A¯x¯(t), t  0, x¯ ∈En, (2.1)
where
A¯= A¯1 − A¯2A¯−14 A¯3, A¯j =
0∫
−h
dAj(η) (j = 1, . . . ,4). (2.2)
Here, we assume that the matrix A¯4 is invertible.
The second system is the boundary-layer one
dy˜(ξ)
dξ
=
0∫
−h
[
dA4(η)
]
y˜(ξ + η), ξ  0, y˜ ∈Em. (2.3)
We shall assume:
A2. All eigenvalues of the matrix A¯ lie inside the left-hand half-plane.
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det ∆˜(µ)= 0, ∆˜(µ)=
0∫
−h
exp(µη) dA4(η)−µIm,
satisfy the inequality Reµ<−γ , where γ > 0 is some constant.
Obtaining the estimate of the fundamental matrix to system (1.1)–(1.2) in the case of
the time-independent coefficients is based on the asymptotic analysis (as ε→+0) of the
set of roots of the characteristic equation of this system
det∆(λ, ε)= 0, ∆(λ, ε)=
0∫
−h
exp(ελη) dAε(η)− λIn+m. (2.4)
2.1. Asymptotic analysis of the set of roots of the characteristic equation
Consider the following equation for µ:
det ∆ˆ(µ, ε)= 0, ∆ˆ(µ, ε)= ε
0∫
−h
exp(µη) dAε(η)−µIn+m. (2.5)
It is clear that if, for any ε > 0, λ(ε) is a root of Eq. (2.4), then µ(ε)= ελ(ε) is a root of
Eq. (2.5). Similarly, if µ(ε) is a root of (2.5), then λ(ε)= µ(ε)/ε is a root of (2.4).
Setting ε = 0 in (2.5), one obtains the equation
µn det ∆˜(µ)= 0. (2.6)
Note that the set of roots of Eq. (2.6) consists of µ= 0 and the set of roots of the equation
det ∆˜(µ)= 0.
Lemma 2.1. Under assumptions A1 and A3, let {εk} and {µk} be two sequences such that:
(1) {εk} is positive and convergent to zero;
(2) Reµk −γ ;
(3) Eq. (2.5) is satisfied for all (µ, ε)= (µk, εk) (k = 1,2, . . .).
Then the sequence {µk} converges to zero.
Proof (by contradiction). Assume that the statement of the lemma is wrong. Then there
exists a number δ > 0 and a subsequence of the sequence {µk}, such that this subsequence
lies outside of the closed circle which center is at the origin, and the radius equals δ. For
the sake of simplicity (but without loss of generality), we assume that this subsequence
coincides with the sequence {µk}. Thus, we have
|µk|> δ (k = 1,2, . . .). (2.7)
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bounded sequence {µk}. In this case, there exists a convergent subsequence of {µk}. For
the sake of simplicity (but without loss of generality), we assume that this subsequence
coincides with the sequence {µk}. Let µ¯= limk→+∞µk . Then due to the second condition
of the lemma (Reµk  −γ ) and Eq. (2.7), we obtain that Re µ¯  −γ and |µ¯|  δ.
Substituting µ= µk and ε = εk into Eq. (2.5), and calculating the limit as k→+∞ of the
resulting equation, one has that µ¯ is a root of Eq. (2.6). However, the latter is impossible
because µ¯ = 0 and it cannot be a root of the equation det ∆˜(µ)= 0 (see assumption A3).
Now, let us proceed to the case of the unbounded sequence {µk}. In this case, there
exists a subsequence of {µk} which tends to infinity. For the sake of simplicity (but without
loss of generality), we assume that this subsequence coincides with the sequence {µk}.
Then limk→+∞ |µk| = +∞. Taking into account (1.2), one can rewrite Eq. (2.5) with
(µ, ε)= (µk, εk) as follows:
(−1)n+mµn+mk +µn+m−1k f1(µk, εk)+ · · · + fn+m(µk, εk)= 0, (2.8)
where fj (µk, εk) (j = 1,2, . . . , n+m) are polinoms of εk with coefficients depending on
µk . Due to the second condition of the lemma, these coefficients are bounded uniformly
in k. Hence, {fj (µk, εk)} is bounded uniformly in j and k. Dividing both parts of Eq. (2.8)
by µn+mk and calculating the limit of the resulting equation as k →+∞, we obtain the
contradiction (−1)n+m = 0. This contradiction and the one in the case of the bounded
sequence {µk} imply that the statement of the lemma is true. ✷
Let λ¯s (s = 1, . . . , q  n) be all different eigenvalues of the matrix A¯.
Lemma 2.2. Under assumptions A1 and A3, let {εk} and {λk} be two sequences such that:
(1) {εk} is positive and convergent to zero;
(2) limk→+∞ εkλk = 0;
(3) Eq. (2.4) is satisfied for all (λ, ε)= (λk, εk) (k = 1,2, . . .).
Then the sequence {λk} can be partitioned into a finite number (no more than q) of different
subsequences each of which converges to one of the numbers λ¯s (s = 1, . . . , q).
Proof (by contradiction). Assume that the statement of the lemma is wrong. Then there
exists a number δ > 0 and a subsequence of the sequence {λk}, such that this subsequence
lies outside of all the closed circles with the centers at the points λ¯s (s = 1, . . . , q) and with
the same radius δ. For the sake of simplicity (but without loss of generality), we assume
that this subsequence coincides with the sequence {λk}. Thus, we have
|λk − λ¯s |> δ (k = 1,2, . . . , s = 1, . . . , q). (2.9)
Due to the second condition of the lemma and to assumption A3, one has |det ∆˜(εkλk)| a
for all sufficiently large k, where a > 0 is some constant independent of k. Hence,
applying the formula for the determinant of a block matrix, one can rewrite the equation
det∆(λk, εk)= 0 in the equivalent form for all sufficiently large k:
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{ 0∫
−h
exp(εkλkη) dA1(η)− λkIn
−
( 0∫
−h
exp(εkλkη) dA2(η)
)(
∆˜(εkλk)
)−1( 0∫
−h
exp(εkλkη) dA3(η)
)}
= 0.
(2.10)
The sequence {λk} can be either bounded or not. First, we consider the case of the bounded
sequence {λk}. In this case there exists a convergent subsequence of {λk}. For the sake
of simplicity (but without loss of generality), we assume that this subsequence coincides
with the sequence {λk}. Let λ¯ = limk→+∞ λk . Due to (2.9), |λ¯ − λ¯s |  δ (s = 1, . . . , q).
Calculating the limit of Eq. (2.10) as k → +∞, one has det(A¯ − λ¯In) = 0. The latter
contradicts to the assumption that λ¯s (s = 1, . . . , q) are all different eigenvalues of the
matrix A¯.
Now, let us proceed to the case of the unbounded sequence {λk}. This case is analysed
similarly to the case of the unbounded sequence {µk} in the proof of Lemma 2.1, and
it yields the contradiction (−1)n = 0. This contradiction and the one in the case of the
bounded sequence {λk} show that the statement of the lemma is true. ✷
Remark 2.1. Note that Lemmas 2.1 and 2.2 are an extension of results of [7].
Let σ1 > σ2 > 0 and ρ1 < ρ2 are numbers, such that
−σ1 < Re λ¯s <−σ2, ρ1 < Im λ¯s < ρ2 (s = 1, . . . , q). (2.11)
Consider the domains D1 = {λ ∈ C: −σ1 < Reλ < −σ2, ρ1 < Imλ < ρ2} and D2(ε) =
{λ ∈ C: Reλ <−γ /ε}.
Theorem 2.1. Under assumptions A1–A3, for all sufficiently small ε > 0, any root of the
characteristic equation (2.4) belongs either to the domain D1 or to the domain D2(ε).
Proof (by contradiction). Assume that the statement of the theorem is wrong. Then there
exist sequences {εk} and {λk}, such that:
(a) {εk} is positive and convergent to zero;
(b) Reλk −γ /εk (k = 1,2, . . .);
(c) {λk} does not belong to D1;
(d) Eq. (2.4) is satisfied for all (λ, ε)= (λk, εk) (k = 1,2, . . .).
Consider the sequence {µk}, such that µk = εkλk (k = 1,2, . . .). It is easy to see that the
sequences {εk} and {µk} satisfy the conditions of Lemma 2.1. Hence, limk→+∞µk = 0.
The latter implies that the sequences {εk} and {λk} satisfy the conditions of Lemma 2.2.
Consequently, using (2.11), one has that λk ∈ D1 for all sufficiently large k. The latter
contradicts to the condition (c), which proves the theorem. ✷
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following inequality is satisfied for all sufficiently small ε > 0: Reλ(ε) <−α, where λ(ε)
is any root of Eq. (2.4).
Proof. The corollary is an immediate consequence of Theorem 2.1. The number α can be
taken as 0 < α  σ2. ✷
2.2. Estimation of some integrals
Let Ψ (t, ε) be the fundamental matrix of system (1.1)–(1.2) in the case of the time-
independent coefficients. Based on the well-known result of the representation of the
fundamental matrix to a linear autonomous differential system with delay [13], and using
results of Section 2.1 (Corollary 2.1), one has for any sufficiently small ε > 0
Ψ (t, ε)= 1
2πi
lim
β→+∞
−α+iβ∫
−α−iβ
Ω(λ, t, ε) dλ,
Ω(λ, t, ε)= exp(λt)∆−1(λ, ε), t > 0, (2.12)
where 0 < α  σ2, and the curve of the integration is the straight-line segment connecting
the initial and terminal points.
Along with the integral in (2.12), let us consider the following integrals:
Φ1(t, ε)=
∫
∂D1
Ω(λ, t, ε) dλ, Φ2(t, ε)= lim
β→+∞
−γ /ε+iβ∫
−γ /ε−iβ
Ω(λ, t, ε) dλ, (2.13)
Φ3(t, ε)= lim
β→+∞
−ν2+iβ∫
−ν1+iβ
Ω(λ, t, ε) dλ, Φ4(t, ε)= lim
β→+∞
−ν2−iβ∫
−ν1−iβ
Ω(λ, t, ε) dλ,
(2.14)
where ∂D1 is the boundary of the domain D1 with any direction of the motion along it,
ν1 and ν2 are any real numbers satisfying the inequality γ /ε  ν1  ν2  σ2. In the second
integral in (2.13) and in both integrals in (2.14), the curve of the integration is the straight-
line segment connecting the initial and terminal points.
In this section, we derive estimates of the integrals in (2.13) and (2.14), which will be
used in the sequel.
Lemma 2.3. Under assumptions A1–A3, the following inequality is satisfied for all t > 0
and sufficiently small ε > 0: ‖Φ1(t, ε)‖  a exp(−σ2t), where a > 0 is some constant
independent of ε.
Proof. First, let us note that for all sufficiently small ε > 0∥∥Ω(λ, t, ε)∥∥ exp(−σ2t)∥∥∆−1(λ, ε)∥∥ ∀t > 0, λ ∈ ∂D1. (2.15)
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the boundary of D1.
Since limε→+0 ελ = 0 uniformly in λ ∈ ∂D1, we obtain that limε→+0 ∆˜(ελ) = A¯4
uniformly in λ ∈ ∂D1. Hence, ∆˜(ελ) is invertible for all sufficiently small ε > 0 and
λ ∈ ∂D1, and∥∥∆˜−1(ελ)∥∥ a1, λ ∈ ∂D1, (2.16)
where a1 > 0 is some constant independent of ε.
Let us denote
∆1(λ, ε)=
0∫
−h
exp(ελη) dA1(η)− λIn, ∆2(µ)=
0∫
−h
exp(µη) dA2(η),
∆3(µ)=
0∫
−h
exp(µη) dA3(η). (2.17)
Using (2.17), the matrix ∆(λ, ε) can be rewritten in the form
∆(λ, ε)=
(
∆1(λ, ε) ∆2(ελ)
(1/ε)∆3(ελ) (1/ε)∆˜(ελ)
)
. (2.18)
Now, applying the Frobenius formula [4] to the matrix ∆(λ, ε), one can conclude that
if the matrix H(λ, ε) = ∆1(λ, ε)−∆2(ελ)∆˜−1(ελ)∆3(ελ) is invertible, then the matrix
∆−1(λ, ε) exists and has the form
∆−1(λ, ε)=
(
H−1(λ, ε) −εH−1(λ, ε)∆2(ελ)∆˜−1(ελ)
−∆˜−1(ελ)∆3(ελ)H−1(λ, ε) ε∆˜−1(ελ)H1(λ, ε)
)
,
(2.19)
where
H1(λ, ε)= Im +∆3(ελ)H−1(λ, ε)∆2(ελ)∆˜−1(ελ). (2.20)
Since limε→+0H(λ, ε)= A¯− λIn uniformly in λ ∈ ∂D1, and all the eigenvalues of A¯ lie
inside the domain D1, the matrix H(λ, ε) is invertible for all sufficiently small ε > 0 and
λ ∈ ∂D1, and∥∥H−1(λ, ε)∥∥ a2, λ ∈ ∂D1, (2.21)
where a2 > 0 is some constant independent of ε.
Thus, the matrix ∆−1(λ, ε) exists for all sufficiently small ε > 0 and λ ∈ ∂D1.
Moreover, Eqs. (2.19), (2.20) and inequalities (2.16), (2.21) yield for all sufficiently small
ε > 0 ∥∥∆−1(λ, ε)∥∥ a3, λ ∈ ∂D1, (2.22)
where a3 > 0 is some constant independent of ε. Now, estimating the matrix-function
Φ1(t, ε) by application of inequalities (2.15) and (2.22), one immediately obtains the state-
ment of the lemma. ✷
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and sufficiently small ε > 0: ‖Φ2(t, ε)‖  a exp(−γ t/ε), where a > 0 is some constant
independent of ε.
Proof. First, assuming that ∆−1(λ, ε) exists, let us rewrite it in the form
∆−1(λ, ε)=N(λ, ε)− 1
λ
In+m, N(λ, ε)= 1
λ
∆−1(λ, ε)
0∫
−h
exp(ελη) dAε(η),
(2.23)
yielding
−γ /ε+iβ∫
−γ /ε−iβ
Ω(λ, t, ε) dλ=
−γ /ε+iβ∫
−γ /ε−iβ
exp(λt)N(λ, ε) dλ−
−γ /ε+iβ∫
−γ /ε−iβ
exp(λt)
λ
In+m dλ.
(2.24)
Since
lim
β→+∞
−γ /ε+iβ∫
−γ /ε−iβ
exp(λt)
λ
dλ= 0, t > 0, ε > 0, (2.25)
one has to estimate (as β→+∞) only the first integral in the right-hand part of (2.24).
We have
∥∥exp(λt)N(λ, ε)∥∥= exp(−γ t
ε
)∥∥N(λ, ε)∥∥ ∀t > 0, λ ∈L(ε), (2.26)
where L(ε)= {λ ∈ C: λ=−γ /ε+ iβ, β ∈ (−∞,+∞)}.
Thus, the proof of the lemma is reduced to a proper estimation of the norm of the matrix
N(λ, ε) on the straight line L(ε).
Begin with a block-form representation for the matrix ∆−1(λ, ε). Applying the Frobe-
nius formula [4] to the matrix∆(λ, ε), given by its block form (2.18), one can conclude that
if the matrices ∆1(λ, ε) and G(λ, ε) = ∆˜(ελ) − ∆3(ελ)∆−11 (λ, ε)∆2(ελ) are invertible,
then the matrix ∆−1(λ, ε) exists and has the form
∆−1(λ, ε)=
(
∆−11 (λ, ε)G1(λ, ε) −ε∆−11 (λ, ε)∆2(ελ)G−1(λ, ε)
−G−1(λ, ε)∆3(ελ)∆−11 (λ, ε) εG−1(λ, ε)
)
,
(2.27)
where
G1(λ, ε)= In +∆2(ελ)G−1(λ, ε)∆3(ελ)∆−11 (λ, ε). (2.28)
Using Eq. (2.17), we can rewrite the matrix ∆1(λ, ε) as follows:
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λ
0∫
−h
exp(ελη) dA1(η)− In, λ ∈L(ε).
(2.29)
Since |1/λ| ε/γ , λ ∈ L(ε), we obtain that limε→+0 M(−γ /ε+ iβ, ε)=−In uniformly
in β ∈ (−∞,+∞). Hence, M(λ, ε) (and, consequently, ∆1(λ, ε)) is invertible for all
sufficiently small ε > 0 and λ ∈ L(ε), and∥∥∆−11 (λ, ε)∥∥ a1[(γ /ε)2 + (Imλ)2]1/2 , λ ∈ L(ε), (2.30)
where a1 > 0 is some constant independent of ε. Note that inequality (2.30) implies that
‖∆−11 (λ, ε)‖ εa1/γ for all sufficiently small ε > 0 and λ ∈ L(ε).
Now, let us proceed to the matrix G(λ, ε). In order to prove the existence of its inverse
matrix, first we shall show the existence of the matrix ∆˜−1(µ) for µ ∈M= {µ ∈ C: µ=
−γ + iβ, β ∈ (−∞,+∞)}. The latter follows directly from assumption A3. Moreover,
this assumption yields∥∥∆˜−1(ελ)∥∥ a2/ε[(γ /ε)2 + (Imλ)2]1/2 , ε > 0, λ ∈L(ε), (2.31)
where a2 > 0 is some constant independent of ε. Note that inequality (2.31) implies the
uniform boundness of the matrix ∆˜−1(ελ) for all ε > 0 and λ ∈ L(ε).
Rewriting the matrix G(λ, ε) in the form
G(λ, ε)= ∆˜(ελ)[Im − ∆˜−1(ελ)∆3(ελ)∆−11 (λ, ε)∆2(ελ)]
and taking into account inequalities (2.30) and (2.31), one directly obtains that the matrix
G(λ, ε) is invertible for all sufficiently small ε > 0 and λ ∈L(ε), and∥∥G−1(λ, ε)∥∥ a3/ε[(γ /ε)2 + (Imλ)2]1/2 , λ ∈ L(ε), (2.32)
where a3 > 0 is some constant independent of ε. Note that (2.32) implies the uniform
boundness of G−1(λ, ε) for all sufficiently small ε > 0 and λ ∈ L(ε). The latter along
with the inequality (2.30) yields the uniform boundness of the matrix G1(λ, ε) for all suf-
ficiently small ε > 0 and λ ∈L(ε).
Thus, the matrix ∆−1(λ, ε) exists for all sufficiently small ε > 0 and λ ∈ L(ε), and has
the form (2.27)–(2.28).
Now, by using (2.27) and the block form of the matrix Aε(η) (see Eq. (1.2)), the matrix
N(λ, ε) becomes
N(λ, ε)= 1
λ
(
N1(λ, ε) N2(λ, ε)
N3(λ, ε) N4(λ, ε)
)
, (2.33)
where
Nj (λ, ε)=∆−11 (λ, ε)
[
G1(λ, ε)Aj (ελ)−∆2(ελ)G−1(λ, ε)Aj+2(ελ)
]
(j = 1,2), (2.34)
Nk(λ, ε)=G−1(λ, ε)
[Ak(ελ)−∆3(ελ)∆−1(λ, ε)Ak−2(ελ)] (k = 3,4), (2.35)1
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0∫
−h
exp(µη) dAl(η) (l = 1, . . . ,4). (2.36)
Equations (2.33)–(2.36) and inequalities (2.30), (2.32) yield for all sufficiently small ε > 0
∥∥N(λ, ε)∥∥ a4/ε[(γ /ε)2 + (Imλ)2] , λ ∈ L(ε), (2.37)
where a4 > 0 is some constant independent of ε.
Now, Eqs. (2.24)–(2.26) and inequality (2.37) leads directly to the statement of the
lemma. ✷
Lemma 2.5. Under assumption A1, the following equations hold: Φk(t, ε)= 0 (k = 3,4),
t > 0, ε > 0.
Proof. We have
∥∥Ω(λ, t, ε)∥∥ ∥∥∆−1(λ, ε)∥∥, λ ∈N (β, ε), t > 0, ε > 0, (2.38)
whereN (β, ε)= {λ ∈ C: λ=−ν + iβ, σ2  ν  γ /ε}.
Transforming the matrix ∆(λ, ε) to the form
∆(λ, ε)= λ
[
1
λ
0∫
−h
exp(ελη) dAε(η)− In+m
]
,
one directly obtains that, for any ε > 0, there exist two constants b(ε) > 0 and c(ε) > 0,
such that ∆(λ, ε) is invertible for all λ ∈N (β, ε), |β|> b(ε), and
∥∥∆−1(λ, ε)∥∥ c(ε)|β| , λ ∈N (β, ε), |β|> b(ε). (2.39)
Inequalities (2.38) and (2.39) directly yield the statement of the lemma. ✷
2.3. Another representation for the fundamental matrix Ψ (t, ε)
In this section, using the integral representation (2.12) of the fundamental matrix
Ψ (t, ε), we obtain another integral representation for this matrix, which is based on the
structure of the set of roots of the characteristic equation (2.4) studied in Section 2.1.
Further in this section, the new integral representation for Ψ (t, ε) is applied to obtain a
preliminary estimate of this matrix.
Theorem 2.2. Under assumptions A1–A3, for any sufficiently small ε > 0, the fundamental
matrix Ψ (t, ε) has the form
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2πi
{ ∫
∂D1
Ω(λ, t, ε) dλ+ lim
β→+∞
−γ /ε+iβ∫
−γ /ε−iβ
Ω(λ, t, ε) dλ
}
, t > 0,
where the direction of the motion along ∂D1 is opposite to the clockwise one.
Proof. Let ε > 0 be any such small that Theorem 2.1 is valid, and t be any positive.
For any β > max{|ρ1|, |ρ2|}, consider the domains
D3 = {λ ∈ C: −σ1 < Reλ <−σ2, −β < Imλ < ρ1},
D4 = {λ ∈ C: −σ1 < Reλ <−σ2, ρ2 < Imλ < β},
and
D5 = {λ ∈ C: −γ /ε < Reλ <−σ1, −β < Imλ < β},
where σk and ρk (k = 1,2) are given in (2.11). Then, taking into account Theorem 2.1, one
has due to the Cauchy theorem∫
∂Dl
Ω(λ, t, ε) dλ= 0 (l = 3,4,5), (2.40)
where ∂Dl is the boundary of the domain Dl (l = 3,4,5) with the clockwise direction of
the motion along it.
Using (2.40) yields the following for any β > max{|ρ1|, |ρ2|}:
−σ2+iβ∫
−σ2−iβ
Ω(λ, t, ε) dλ=
−σ2+iβ∫
−σ2−iβ
Ω(λ, t, ε) dλ+
5∑
l=3
∫
∂Dl
Ω(λ, t, ε) dλ
=
∫
∂D1
Ω(λ, t, ε) dλ+
−γ /ε+iβ∫
−γ /ε−iβ
Ω(λ, t, ε) dλ
+
−γ /ε−iβ∫
−σ2−iβ
Ω(λ, t, ε) dλ+
−σ2+iβ∫
−γ /ε+iβ
Ω(λ, t, ε) dλ. (2.41)
Applying Lemma 2.5, one obtains from (2.41)
lim
β→+∞
−σ2+iβ∫
−σ2−iβ
Ω(λ, t, ε) dλ=
∫
∂D1
Ω(λ, t, ε) dλ+ lim
β→+∞
−γ /ε+iβ∫
−γ /ε−iβ
Ω(λ, t, ε) dλ.
(2.42)
Now, the statement of the theorem follows directly from Eqs. (2.12) and (2.42). ✷
Lemma 2.6. Under assumptions A1–A3, the fundamental matrix Ψ (t, ε) satisfies the
following inequality for all sufficiently small ε > 0: ‖Ψ (t, ε)‖ a exp(−σ2t), t > 0, where
a > 0 and σ2 > 0 are some constants independent of ε (σ2 is given in (2.11)).
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mas 2.3 and 2.4. ✷
2.4. Main result
Let Ψ1(t, ε), Ψ2(t, ε), Ψ3(t, ε), and Ψ4(t, ε) be the upper left-hand, upper right-hand,
lower left-hand, and lower right-hand blocks of the fundamental matrix Ψ (t, ε) of the
dimensions n× n, n×m, m× n, and m×m, respectively.
Theorem 2.3. Under assumptions A1–A3, the following inequalities are satisfied for all
t > 0 and sufficiently small ε > 0:∥∥Ψk(t, ε)∥∥ a exp(−σ2t) (k = 1,3), ∥∥Ψ2(t, ε)∥∥ aε exp(−σ2t),∥∥Ψ4(t, ε)∥∥ a
[
ε exp(−σ2t)+ exp
(−γ t
ε
)]
,
where a > 0, σ2 > 0, and γ > 0 are some constants independent of ε (σ2 and γ are given
in (2.11) and assumption A3, respectively).
Proof. The inequalities for Ψ1(t, ε) and Ψ3(t, ε), claimed in the theorem, follow directly
from Lemma 2.6. Let us prove the inequalities for Ψ2(t, ε) and Ψ4(t, ε). Denoting
Γ (t, ε)=
(
Ψ2(t, ε)
Ψ4(t, ε)
)
(2.43)
and taking into account that Ψ2(t, ε) and Ψ4(t, ε) are the corresponding blocks of the
fundamental matrix to system (1.1)–(1.2) in the case of the time-independent coefficients,
we obtain the equation for Γ (t, ε)
dΓ (t, ε)
dt
=
0∫
−h
[
dAε(η)
]
Γ (t + εη, ε), t > 0, (2.44)
and the initial conditions
Γ (0, ε)=
(
0
Im
)
, Γ (t, ε)= 0, t < 0. (2.45)
Let the (m×m)-matrix Θ(t, ε) be the fundamental matrix of the equation
ε
dy(t)
dt
=
0∫
−h
[
dA4(η)
]
y(t + εη), t > 0, y ∈Em. (2.46)
Assumption A3 and results of [13] directly yield for all ε > 0
∥∥Θ(t, ε)∥∥ a exp(−γ t
ε
)
, t > 0, (2.47)
where a > 0 is some constant independent of ε.
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Γ (t, ε)= Γ˜ (t, ε)+ Γˆ (t, ε), Γˆ (t, ε)=
(
0
Θ(t, ε)
)
, (2.48)
we obtain the problem
dΓ˜ (t, ε)
dt
=
0∫
−h
[
dAε(η)
]
Γ˜ (t + εη, ε)+ F(t, ε), t > 0,
Γ˜ (t, ε)= 0, t  0, (2.49)
where
F(t, ε)=
(∫ 0
−h[dA2(η)]Θ(t + εη, ε)
0
)
.
From (2.47), one has for all ε > 0
∥∥F(t, ε)∥∥ a exp(−γ t
ε
)
, t > 0, (2.50)
where a > 0 is some constant independent of ε.
Rewriting problem (2.49) in the equivalent integral form (by application of the variation-
of-constant formula [13])
Γ˜ (t, ε)=
t∫
0
Ψ (t − s, ε)F (s, ε) ds, t > 0, (2.51)
and using Lemma 2.6 and inequality (2.50), one obtains from (2.51) the following inequal-
ity for all sufficiently small ε > 0∥∥Γ˜ (t, ε)∥∥ aε exp(−σ2t), t > 0, (2.52)
where a > 0 is some constant independent of ε.
Now, Eq. (2.48) and inequalities (2.47) and (2.52) yield the inequalities for Ψ2(t, ε) and
Ψ4(t, ε) claimed in the theorem. ✷
3. The case of the time-dependent matrix Aε
We shall assume:
A4. The matrix-functionsAj(t, η) (j = 1, . . . ,4) are given for (t, η) ∈ [0, T ]×(−∞,+∞)
and satisfy the following conditions:
(a) Aj(t, η)= 0, ∀t ∈ [0, T ], η 0;
(b) Aj(t, η)=Aj(t,−h), ∀t ∈ [0, T ], η−h;
(c) Aj(t, η) is continuous in t ∈ [0, T ] uniformly in η ∈ (−∞,+∞);
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(e) Aj(t, η) has bounded variation in η on the interval [−h,0] for each t ∈ [0, T ] and
Var[−h,0]Aj(t, ·) d , where d > 0 is some constant.
A5. All roots λ(t) of the equation
det
[ 0∫
−h
exp(λη) dηA4(t, η)− λIm
]
= 0
satisfy the inequality Re[λ(t)]−2χ for all t ∈ [0, T ], where χ > 0 is some constant.
Let Ψ (t, s, ε) be the fundamental matrix of system (1.1)–(1.2). Let Ψ1(t, s, ε),
Ψ2(t, s, ε), Ψ3(t, s, ε), and Ψ4(t, s, ε) be the upper left-hand, upper right-hand, lower left-
hand, and lower right-hand blocks of the matrix Ψ (t, s, ε) of the dimensions n× n, n×m,
m× n, and m×m, respectively.
Theorem 3.1. Under assumptions A4 and A5, the following inequalities are satisfied for
all sufficiently small ε > 0 and 0 s  t  T :∥∥Ψk(t, s, ε)∥∥ a (k = 1,3), ∥∥Ψ2(t, s, ε)∥∥ aε,∥∥Ψ4(t, s, ε)∥∥ a
[
ε+ exp
(
−χ(t − s)
ε
)]
,
where a > 0 is some constant independent of ε.
Proof. Let us prove the inequalities for Ψl(t, s, ε) (l = 2,4). The two other inequalities
are proved similarly.
Taking into account that Ψ2(t, s, ε) and Ψ4(t, s, ε) are the corresponding blocks of the
fundamental matrix to system (1.1)–(1.2), we obtain that they satisfy the equations
∂Ψ2(t, s, ε)
∂t
=
0∫
−h
[
dηA1(t, η)
]
Ψ2(t + εη, s, ε)+
0∫
−h
[
dηA2(t, η)
]
Ψ4(t + εη, s, ε),
t > s, (3.1)
ε
∂Ψ4(t, s, ε)
∂t
=
0∫
−h
[
dηA3(t, η)
]
Ψ2(t + εη, s, ε)+
0∫
−h
[
dηA4(t, η)
]
Ψ4(t + εη, s, ε),
t > s, (3.2)
and the initial conditions
Ψ2(t, s, ε)= 0, t  s, (3.3)
Ψ4(s, s, ε)= Im, Ψ4(t, s, ε)= 0, t < s. (3.4)
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dx(t)
dt
=
0∫
−h
[
dηA1(t, η)
]
x(t + εη), t > 0, x ∈En,
and
ε
dy(t)
dt
=
0∫
−h
[
dηA4(t, η)
]
y(t + εη), t > 0, y ∈Em,
respectively.
From assumptions A4, A5, and results of [1], one directly has for all sufficiently small
ε > 0 ∥∥X(t, s, ε)∥∥ a, 0 s  t  T , (3.5)∥∥Y (t, s, ε)∥∥ a exp[−χ(t − s)
ε
]
, 0 s  t  T , (3.6)
where a > 0 is some constant independent of ε.
Using the variation-of-constant formula [13], we can rewrite Eqs. (3.1)–(3.4) in the
equivalent form
Ψ2(t, s, ε)=
t∫
s
X(t, τ, ε)
{ 0∫
−h
[
dηA2(τ, η)
]
Ψ4(τ + εη, s, ε)
}
dτ, t  s, (3.7)
Ψ4(t, s, ε)= Y (t, s, ε)+ 1
ε
t∫
s
Y (t, τ, ε)
{ 0∫
−h
[
dηA3(τ, η)
]
Ψ2(τ + εη, s, ε)
}
dτ,
t  s. (3.8)
Substituting (3.8) into (3.7), changing the order of the integration (by the Fubini’s theo-
rem), and taking into account (3.3), (3.4), and that Y (t, s, ε)= 0, t < s, one obtains
Ψ2(t, s, ε)= F1(t, s, ε)+
t∫
s
dτ
0∫
−h
[
dηF2(t, τ, η, ε)
]
Ψ2(τ + εη, s, ε), t  s, (3.9)
where
F1(t, s, ε)=
t∫
s
X(t,ω, ε)
{ 0∫
−h
[
dζA2(ω, ζ )
]
Y (ω+ εζ, s, ε)
}
dω, (3.10)
F2(t, τ, η, ε)= 1
ε
F1(t, τ, ε)A3(τ, η). (3.11)
Using (3.5) and (3.6) yields for all sufficiently small ε > 0
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where a > 0 is some constant independent of ε.
Now, applying the method of successive approximations to Eq. (3.9) and taking into
account inequality (3.12) and assumption A4, one directly obtains, for all sufficiently
small ε > 0, the inequality for Ψ2(t, s, ε) claimed in the theorem. Then, the inequality
for Ψ4(t, s, ε), claimed in the theorem, directly follows from Eq. (3.8) using (3.6) and the
inequality for Ψ2(t, s, ε). ✷
4. Asymptotic solution
Consider the problem
dz(t)
dt
=
0∫
−h
[
dηAε(t, η)
]
z(t + εη)+ fε(t), t  0, (4.1)
z(τ )= ϕ(τ), τ ∈ [−εh,0], (4.2)
where the matrix Aε(t, η) and the vector z have the block form given in (1.2), and the
vectors fε(t) and ϕ(τ) have the block form
fε(t)= col
{
f1(t),
1
ε
f2(t)
}
, ϕ(τ )= col{ϕ1(τ ), ϕ2(τ )}, (4.3)
the blocks f1 and ϕ1 are of the dimension n, while the blocks f2 and ϕ2 are of the
dimension m.
In this section, a uniform asymptotic solution of problem (4.1)–(4.2) is constructed and
justified in both, time-independent and time-dependent matrix Aε , cases. The justification
of the asymptotic solution is based on the estimate of the fundamental matrix obtained in
the previous sections. We shall begin with the case of the time-dependent matrix Aε . Then,
the case of the time-independent matrix Aε will be considered.
4.1. Asymptotic solution of (4.1)–(4.2) (the time-dependent case)
In order to save the space, we restrict the consideration by the first-order asymptotic so-
lution. Such a restriction does not lead to the loss of generality because the formal construc-
tion and the justification of the first-order asymptotic solution contain all the peculiarities
arising in the obtaining asymptotic solution of arbitrary order.
In this section, in addition to assumptions A4 and A5, we shall assume:
A6. The matrices Aj(t, η) (j = 1, . . . ,4) satisfy the following conditions:
(a) Aj(t, η) is twice continuously differentiable with respect to t ∈ [0, T ] uniformly in
η ∈ (−∞,+∞);
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bounded variations in η on the interval [−h,0] for each t ∈ [0, T ] and
Var
[−h,0]
∂kAj (t, ·)
∂tk
 d (k = 1,2),
where d > 0 is some constant.
A7. The vector-functions fj (t) (j = 1,2) are twice continuously differentiable for t ∈
[0, T ].
A8. There exists a number ε0 > 0, such that the vector-functions ϕj (τ ) (j = 1,2) are twice
continuously differentiable for τ ∈ [−ε0h,0].
4.1.1. Formal representation of the first-order asymptotic solution
We seek the first-order asymptotic solution z1(t, ε) = col{x1(t, ε), y1(t, ε)} of (4.1)–
(4.2) on the interval t ∈ [0, T ] in the form
x1(t, ε)= x¯0(t)+ εx¯1(t)+ xb0 (ξ)+ εxb1 (ξ), ξ =
t
ε
, (4.4)
y1(t, ε)= y¯0(t)+ εy¯1(t)+ yb0 (ξ)+ εyb1 (ξ). (4.5)
In (4.4)–(4.5), terms with an overbar form the outer asymptotic solution, while the terms
with the superscript b form the boundary correction in a neighborhood of t = 0. The bound-
ary correction terms are considerable only for nonlarge values of ξ , and they vanish as
ξ →+∞. Such an approach and its modifications (the boundary function method) were
applied in the open literature to obtain an asymptotic solution of singularly perturbed dif-
ferential equations without delays as well as to differential-difference equations (including
neutral type ones) with a small delay but without the small multiplier for a part of the
derivatives (see [16–19]). Its modification was also applied to a boundary-value problem
for a class of singularly perturbed functional-differential equations with small deviations
of the argument (see [8]). In [5], the zeroth-order asymptotic solution of the form similar
to (4.4)–(4.5) was constructed and justified for a particular case of problem (4.1)–(4.2). An
asymptotic solution for singularly perturbed linear time-independent systems with nons-
mall delay was obtained in [15]. Although the structure of this solution (the outer solution
plus the boundary-layer correction) is similar to that in (4.4)–(4.5), the obtaining the as-
ymptotic solution as well as its justification substantially differ from those in the case of
the small delay.
Equations and initial conditions for the terms of the asymptotic solution (4.4)–(4.5)
are obtained substituting z1(·, ε) into the problem (4.1)–(4.2) instead of z(·) and equating
terms of the same power of ε on both sides of the equations, separately depending on t
and ξ .
4.1.2. Equations for x¯0(t) and y¯0(t)
These equations have the form
dx¯0(t) = A¯1(t)x¯0(t)+ A¯2(t)y¯0(t)+ f1(t), t ∈ [0, T ], (4.6)
dt
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where A¯j (t)=
∫ 0
−h dηAj (t, η) (j = 1, . . . ,4).
Due to assumption A5, the matrix A¯4(t) is nonsingular for t ∈ [0, T ]. Hence, Eq. (4.7)
can be uniquely resolved with respect to y¯0(t) as follows:
y¯0(t)=−A¯−14 (t)
[
A¯3(t)x¯0(t)+ f2(t)
]
, t ∈ [0, T ]. (4.8)
Substituting (4.8) into Eq. (4.6) yields the differential equation for x¯0(t)
dx¯0(t)
dt
= [A¯1(t)− A¯2(t)A¯−14 (t)A¯3(t)] x¯0(t)+ f1(t)− A¯2(t)A¯−14 (t)f2(t),
t ∈ [0, T ]. (4.9)
The initial condition for this equation will be obtained below.
Completing this section, let us note that, due to assumption A6, the matrix-functions
A¯j (t) (j = 1, . . . ,4) are twice continuously differentiable on the interval t ∈ [0, T ]. The
latter along with assumption A7 provides the twice continuous differentiability of x¯0(t)
and y¯0(t) on the interval t ∈ [0, T ].
4.1.3. Equations for xb0 (ξ) and yb0 (ξ)
These equations have the form
dxb0 (ξ)
dξ
= 0, ξ  0, (4.10)
dyb0 (ξ)
dξ
=
0∫
−h
[
dηA3(0, η)
]
xb0 (ξ + η)+
0∫
−h
[
dηA4(0, η)
]
yb0 (ξ + η), ξ  0. (4.11)
According to the above-mentioned property of the boundary correction terms, we have to
require that xb0 (ξ)→ 0 as ξ →+∞. Due to this requirement, one has from (4.10)
xb0 (ξ)= 0, ∀ξ ∈ [0,+∞). (4.12)
4.1.4. Initial conditions for obtaining the zeroth-order terms
These conditions have the form
x¯0(0)+ xb0 (ζ )= ϕ1(0), (4.13)
y¯0(0)+ yb0 (ζ )= ϕ2(0), (4.14)
where ζ = τ/ε, ζ ∈ [−h,0].
Due to (4.12), one has from (4.13) the initial condition for Eq. (4.9)
x¯0(0)= ϕ1(0), (4.15)
yielding a unique solution x¯0(t) of problem (4.9), (4.15) on the interval t ∈ [0, T ]. Once
this solution is known, y¯0(t) is obtained directly from Eq. (4.8) for t ∈ [0, T ].
428 V.Y. Glizer / J. Math. Anal. Appl. 278 (2003) 409–433Remark 4.1. Since the solution z(t, ε)= {x(t, ε), y(t, ε)} of problem (4.1)–(4.2) is deter-
mined not only on the interval [0, T ] but also on the interval [−εh,0), one has to determine
the outer zeroth-order terms x¯0 and y¯0 for negative values of their argument. We shall do
this as follows: x¯0(τ ) = ψ01 (τ ), y¯0(τ ) = ψ02 (τ ), τ < 0, where ψ0j (τ ) (j = 1,2) are any
twice continuously differentiable functions for τ  0 satisfying the conditions:
dkψ01 (τ )
dτ k
∣∣∣∣
τ=0
= d
kx¯0(t)
dtk
∣∣∣∣
t=0
,
dkψ02 (τ )
dτ k
∣∣∣∣
τ=0
= d
ky¯0(t)
dtk
∣∣∣∣
t=0
, k = 0,1,2.
Now, Eqs. (4.13) and (4.14) yield
xb0 (ζ )= 0, ζ ∈ [−h,0], (4.16)
yb0 (ζ )= ϕ2(0)− y¯0(0), ζ ∈ [−h,0]. (4.17)
Using (4.12), (4.16), and assumption A5, and taking into account results of [13], one
directly obtains that problem (4.11), (4.17) has a unique solution satisfying the inequality∥∥yb0 (ξ)∥∥ a exp(−κξ), ∀ξ  0, (4.18)
where a > 0 and κ > 0 are some constants.
4.1.5. Equations for x¯1(t) and y¯1(t)
These equations have the form
dx¯1(t)
dt
= A¯1(t)x¯1(t)+ A¯2(t)y¯1(t)+
0∫
−h
η dηA1(t, η)
dx¯0(t)
dt
+
0∫
−h
η dηA2(t, η)
dy¯0(t)
dt
, (4.19)
dy¯0(t)
dt
= A¯3(t)x¯1(t)+ A¯4(t)y¯1(t)+
0∫
−h
η dηA3(t, η)
dx¯0(t)
dt
+
0∫
−h
η dηA4(t, η)
dy¯0(t)
dt
. (4.20)
Similarly to Section 4.1.2, this set of equations can be rewritten in an equivalent form as
follows:
dx¯1(t)
dt
= [A¯1(t)− A¯2(t)A¯−14 (t)A¯3(t)] x¯1(t)+ A¯2(t)A¯−14 (t)dy¯0(t)dt
+
[ 0∫
η dηA1(t, η)− A¯2(t)A¯−14 (t)
0∫
η dηA3(t, η)
]
dx¯0(t)
dt
−h −h
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[ 0∫
−h
η dηA2(t, η)− A¯2(t)A¯−14 (t)
0∫
−h
η dηA4(t, η)
]
dy¯0(t)
dt
,
t ∈ [0, T ], (4.21)
y¯1(t)= A¯−14 (t)
{
dy¯0(t)
dt
− A¯3(t)x¯1(t)−
0∫
−h
η dηA3(t, η)
dx¯0(t)
dt
−
0∫
−h
η dηA4(t, η)
dy¯0(t)
dt
}
, t ∈ [0, T ]. (4.22)
The initial condition for Eq. (4.21) will be obtained below.
Taking into account that x¯0(t) and y¯0(t) are twice continuously differentiable for
t ∈ [0, T ], and using assumption A6, one directly has that dx¯1(t)/dt is continuous, as
well as dy¯1(t)/dt exists and is continuous, for t ∈ [0, T ].
4.1.6. Equations for xb1 (ξ) and yb1 (ξ)
These equations have the form
dxb1 (ξ)
dξ
=
0∫
−h
[
dηA2(0, η)
]
yb0 (ξ + η), ξ  0, (4.23)
dyb1 (ξ)
dξ
=
0∫
−h
[
dηA3(0, η)
]
xb1 (ξ + η)+
0∫
−h
[
dηA4(0, η)
]
yb1 (ξ + η)
+
0∫
−h
[
dA41(η)
]
ξyb0 (ξ + η), ξ  0, (4.24)
where A41(η)= ∂A4(t, η)/∂t|t=0.
Integrating Eq. (4.23) from ξ = 0 to an arbitrary ξ yields
xb1 (ξ)= xb1 (0)+
ξ∫
0
{ 0∫
−h
[
dηA2(0, η)
]
yb0 (s + η)
}
ds, ξ  0. (4.25)
Requiring that xb1 (ξ)→ 0 as ξ →+∞, one directly has from (4.25)
xb1 (0)=−
+∞∫
0
{ 0∫
−h
[
dηA2(0, η)
]
yb0 (s + η)
}
ds. (4.26)
Note that the convergence of the integral in (4.26) directly follows from (4.18).
Using (4.25) and (4.26), we obtain
430 V.Y. Glizer / J. Math. Anal. Appl. 278 (2003) 409–433xb1 (ξ)=−
+∞∫
ξ
{ 0∫
−h
[
dηA2(0, η)
]
yb0 (s + η)
}
ds, ξ  0, (4.27)
yielding by (4.18)∥∥xb1 (ξ)∥∥ a exp(−κξ), ξ  0, (4.28)
where a > 0 and κ > 0 are some constants.
4.1.7. Initial conditions for obtaining the first-order terms
These conditions have the form
ζ
[
dx¯0(t)
dt
∣∣∣∣
t=0
]
+ x¯1(0)+ xb1 (ζ )= ζ
[
dϕ1(τ )
dτ
∣∣∣∣
τ=0
]
, ζ ∈ [−h,0], (4.29)
ζ
[
dy¯0(t)
dt
∣∣∣∣
t=0
]
+ y¯1(0)+ yb1 (ζ )= ζ
[
dϕ2(τ )
dτ
∣∣∣∣
τ=0
]
, ζ ∈ [−h,0]. (4.30)
Setting ζ = 0 in Eq. (4.29) and using Eq. (4.26), one obtains
x¯1(0)=
+∞∫
0
{ 0∫
−h
[
dηA2(0, η)
]
yb0 (s + η)
}
ds, (4.31)
yielding a single solution x¯1(t) of problem (4.21), (4.31) on the interval t ∈ [0, T ]. Once
this solution is known, y¯1(t) is obtained directly from Eq. (4.22) on the interval t ∈ [0, T ].
Remark 4.2. Similarly to Remark 4.1, we have to extend the outer first-order terms x¯1 and
y¯1 to the domain of negative values of their argument. We shall do this extension as follows:
x¯1(τ ) = ψ11 (τ ), y¯1(τ ) = ψ12 (τ ), τ < 0, where ψ1j (τ ) (j = 1,2) are any continuously
differentiable functions for τ  0 satisfying the conditions:
dkψ11 (τ )
dτ k
∣∣∣∣
τ=0
= d
kx¯1(t)
dtk
∣∣∣∣
t=0
,
dkψ12 (τ )
dτ k
∣∣∣∣
τ=0
= d
ky¯1(t)
dtk
∣∣∣∣
t=0
, k = 0,1.
From Eqs. (4.29) and (4.30), one directly has the initial conditions for the first-order
boundary corrections
xb1 (ζ )= ζ
[
dϕ1(τ )
dτ
∣∣∣∣
τ=0
− dx¯0(t)
dt
∣∣∣∣
t=0
]
− x¯1(0), ζ ∈ [−h,0], (4.32)
yb1 (ζ )= ζ
[
dϕ2(τ )
dτ
∣∣∣∣
τ=0
− dy¯0(t)
dt
∣∣∣∣
t=0
]
− y¯1(0), ζ ∈ [−h,0]. (4.33)
Using (4.17), (4.18), (4.28), (4.32), and assumption A5, and taking into account results
of [13], one directly obtains that problem (4.24), (4.33) has a unique solution satisfying the
inequality∥∥yb1 (ξ)∥∥ a exp(−κξ), ξ  0, (4.34)
where a > 0 and κ > 0 are some constants.
Thus, we have completed the formal construction of the first-order uniform asymptotic
solution to problem (4.1)–(4.2) in the case of the time-dependent matrix Aε .
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Theorem 4.1. Under assumptions A4–A8, the unique solution of problem (4.1)–(4.2)
z(t, ε) = col{x(t, ε), y(t, ε)} satisfies the inequality ‖z(t, ε) − z1(t, ε)‖  aε2 for t ∈
[0, T ] and all sufficiently small ε > 0, where z1(t, ε) = col{x1(t, ε), y1(t, ε)} is the first-
order asymptotic solution obtained in Sections 4.1.1–4.1.7, and a > 0 is some constant
independent of ε.
Proof. First of all, let us note that the existence and uniqueness of solution of problem
(4.1)–(4.2) directly follows from results of [13].
Let us make the following transformation of variables in (4.1)–(4.2):
z(t, ε)= z1(t, ε)+ v(t, ε). (4.35)
Substituting (4.35) into (4.1)–(4.2) and applying results of Sections 4.1.1–4.1.7, one
obtains after some rearrangement the following problem for the new variable v(t, ε):
dv(t, ε)
dt
=
0∫
−h
[
dηAε(t, η)
]
v(t + εη, ε)+ g(t, ε), t ∈ [0, T ], (4.36)
v(τ, ε)= φ(τ, ε), τ ∈ [−εh,0], (4.37)
where
g(t, ε)= col{g1(t, ε), g2(t, ε)}, φ(τ, ε)= col{φ1(τ, ε),φ2(τ, ε)}, (4.38)
g1 ∈En, g2 ∈Em, φ1 ∈En, φ2 ∈Em, the vector-functions gj (t, ε), φj (τ, ε) (j = 1,2) are
expressed in a known way by z1(t, ε), they are continuous in t ∈ [0, T ] and τ ∈ [−εh,0],
respectively, and satisfy the following inequalities for all sufficiently small ε > 0:
∥∥g1(t, ε)∥∥ aε
[
ε+ exp
(
−κt
ε
)]
,
∥∥g2(t, ε)∥∥ aε, t ∈ [0, T ], (4.39)∥∥φj (τ, ε)∥∥ aε2, j = 1,2, τ ∈ [−εh,0], (4.40)
where a > 0 and κ > 0 are some constants independent of ε.
Using the variation of constant formula [13], one directly has from (4.36) and (4.37)
v(t, ε)= Ψ (t,0, ε)φ(0, ε)+
εh∫
0
Ψ (t,ω, ε)Λε
{ −ω/ε∫
−h
[
dηA(t, η)
]
φ(ω+ εη)
}
dω
+
t∫
0
Ψ (t, s, ε)g(s, ε) ds, t ∈ [0, T ], (4.41)
where Ψ (t, s, ε) is the fundamental matrix of system (1.1)–(1.2), and
Λε =
(
In 0
0 (1/ε)I
)
, A(t, η)=
(
A1(t, η) A2(t, η)
A (t, η) A (t, η)
)
. (4.42)m 3 4
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all sufficiently small ε > 0∥∥v(t, ε)∥∥ aε2, t ∈ [0, T ]. (4.43)
Now, the statement of the theorem directly follows from Eq. (4.35) and inequality (4.43).✷
4.2. Asymptotic solution of (4.1)–(4.2) (the time-independent case)
In this section, in addition to assumptions A1–A3 and A8, we shall assume:
A9. The vector-functions fj (t) (j = 1,2) are twice continuously differentiable for t ∈
[0,+∞), and dkfj (t)/dtk (j = 1,2, k = 0,1,2) are bounded for t ∈ [0,+∞).
The formal representation of the first-order asymptotic solution z1(t, ε)= col{x1(t, ε),
y1(t, ε)} of (4.1)–(4.2) on the interval t ∈ [0,+∞) in the case of the time-independent
matrixAε is the same as (4.4)–(4.5). The algorithm of obtaining the terms of the asymptotic
expansion is the same as presented in Sections 4.1.2–4.1.7 with obvious simplification
owing to the time-independent character of Aε . Assumption A9 along with assumptions A1
and A2 provide the existence and boundness of dkx¯0(t)/dtk , dky¯0(t)/dtk (k = 0,1,2)
and dkx¯1(t)/dtk , dky¯1(t)/dtk (k = 0,1) for t ∈ [0,+∞). The justification of the first-
order asymptotic solution is carried out very similarly to the proof of Theorem 4.1 using
Theorem 2.3 instead of Theorem 3.1. Thus, we have the following proposition.
Theorem 4.2. Let the matrix Aε be time independent. Then, under assumptions A1–A3,
A8, and A9, the unique solution of problem (4.1)–(4.2) z(t, ε) = col{x(t, ε), y(t, ε)} sat-
isfies the inequality ‖z(t, ε) − z1(t, ε)‖  aε2 for t ∈ [0,+∞) and all sufficiently small
ε > 0, where z1(t, ε) is the first-order asymptotic solution, and a > 0 is some constant
independent of ε.
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