Abstract-The seismological inverse problem has much in common with the data assimilation problem found in meteorology and oceanography. Using the data assimilation methodology, I will formulate the seismological inverse problem for estimating seismic source and Earth structure parameters in the form of weak-constraint generalized inverse, in which the seismic wave equation and the associated initial and boundary conditions are allowed to contain errors. The resulting Euler-Lagrange equations are closely related to the adjoint method and the scattering-integral method, which have been successfully applied in full-3D, full-wave seismic tomography and earthquake source parameter inversions. I will review some recent applications of the full-wave methodology in seismic tomography and seismic source parameter inversions and discuss some challenging issues related to the computational implementation and the effective exploitation of seismic waveform data.
Introduction
The study of the solid Earth system using seismological methods has much in common with the study of the Earth's atmosphere, ocean and other natural systems. The proper use of simulation-based predictions to make valid scientific inferences requires a continually iterated cycle of model formulation and verification, simulation-based predictions, validation against observations, and where the model is deficient, data assimilation to improve the model and reinitiate the cycle at a higher level. As we iterate the inference cycle, our model becomes more complex and the data encompassed by the model contain more information.
The melding of observations with the underlying dynamic principles to produce realistic estimations of the state variables and/or model parameters is known as data assimilation, which is providing rapid advances in important areas such as oceanography (e.g. BENNETT 1992; MALANOTTE-RIZZOLI 1996; WUNSCH 1996) and meteorology (e.g. BENGTSSON et al. 1981; DALEY 1993; KALNAY 2003) . Recent advances in parallel computing technology and numerical methods (OLSEN 1994; BAO et al. 1998; GRAVES 1996; AKCELIK et al. 2003; OLSEN et al. 2003; KOMATITSCH et al. 2004; OLSEN et al. 2006) have made large-scale, threedimensional numerical simulations of seismic wavefields much more affordable, and they have opened up the possibility of full-3D, full-wave seismic data assimilation, in which we combine seismological observations of ground motions with the underlying dynamic principles described by the 3D seismic wave equation to produce realistic estimations of the properties of the seismic sources that generate seismic waves and the geological structures through which seismic waves propagate.
Schemes for solving data assimilation problems can be related either to estimation theory (e.g. SIMON 2006) , which can be formulated within a Bayesian statistical framework (WIKLE and BERLINER 2006) , or to control theory that solves optimization problems constrained by partial differential equations (e.g. SCHULZ 2006) . In this article, I will formulate the seismic data assimilation problem in the generalized inverse framework (EVENSEN 2009) . The physics of the underlying dynamic principles is accounted for using the 3D seismic wave equation. The starting point of my derivation is the Bayes' theorem, which defines the posterior probability density functions of the poorly known seismic source and structure parameters conditioned on a set of seismological observations. The adjoint method, which was adopted to solve seismic imaging problems in BAMBERGER et al. (1977 BAMBERGER et al. ( , 1982 and TARANTOLA (1984, 1988) and later extended to solve both seismic source and structural inverse problems in TROMP et al. (2005) , can be considered as a simplification of the generalized inverse, in which the dynamic model is assumed to have zero model uncertainties. A slight alteration in the derivation of the generalized inverse naturally leads to the scattering-integral method used for full-3D waveform tomography in CHEN et al. (2007a, b) and for earthquake moment tensor inversion in ZHAO et al. (2006) . Through my derivation, it is possible to interpret different seismic data assimilation methods in a unified context and to understand the assumptions and approximations they rely on.
The formulation derived in this article rests upon some important assumptions. The stochastic noise processes used to account for model uncertainties in the wave equation and its initial and boundary conditions are treated as additive and the statistical properties of the model residuals and model parameters are assumed to be Gaussian. For non-Gaussian statistics, the formulation derived in this article still has applicability if a Gaussian distribution provides an adequate approximation. New techniques that can represent and propagate uncertainties with nonGaussian statistics also exist. A promising new development is the generalized Polynomial Chaos (gPC) theory (WIENER 1938; XIU and KARNIADAKIS 2003; SANDU et al. 2007) , in which any probability densities are represented using a complete, polynomial-based stochastic space. Formulations applicable to general probability densities will be presented in future publications.
In this article, I will also analyze the computational issues involved in full-wave seismic data assimilation in terms of compute cycles and data storage. Capabilities of the full-wave methodology will be demonstrated using examples and several challenging issues will be discussed in the end.
Generalized Inverse
We consider elastic waves propagating inside a 3D domain V with boundary qV. Points inside V or on qV are denoted as x and time is denoted as t. The medium is described by the mass density q(x) and a fourth-order rate-of-relaxation tensor w(x, t) with components w ijkl (x, t). The forcing of the system is described by a body-force density f s (x, t) with components f s i (x, t) and a second-order moment tensor density M s (x, t) with components M s ij (x, t). Here we have introduced an index s to reference different seismic sources. The wave-field is described by the source-specific displacement field u s (x, t) with components u s i (x, t) and the second-order stress tensor field r s (x, t) with components r s ij (x, t). We assume that the dynamic model described by the seismic wave equation has an additive model residual, 
and q s i (x, t) is a component of an additive stochastic noise process q s (x, t) with Gaussian statistics and zero mean, q t represents the partial derivative with respect to time t, and q j represents the partial derivative with respect to the j-th component of x, q/qx j . In this article, we express summations over indices explicitly and do not use repeated indices to imply Einstein summation convention, unless explicitly stated otherwise. We consider the homogeneous initial condition and the free-surface boundary condition, also with additive residuals, 
where a s i (x), b s i (x) and c s i (x, t) are components of additive stochastic noise processes a s (x), b s (x, t) and c s (x, t) with Gaussian statistics and zero mean, vector nðxÞ, with its componentsn j ðxÞ, denotes the normal direction on qV. The extension to other types of initial and boundary conditions is straight forward.
Some common origins of model uncertainties, in addition to the uncertainties in the model parameters, include but are not limited to, the errors in the mathematical model, the numerical method used for solving the mathematical model, and errors in the initial and boundary conditions. Possible reasons that could cause deviations from the traction-free boundary condition might include lithosphere-atmosphere coupling, deviation from the continuum model for materials in the near-surface environment, numerical errors caused by, for instance, errors in the numerical representation of the actual topography, etc. The Earth is constantly in motion. The quiescent-past initial condition for one seismic event could be violated in practice if we consider motions caused by, for instance, other seismic events, the Earth's ambient noise field and the constant hum of the Earth caused by atmosphere-ocean-seafloor coupling (RHIE and ROMANOWICZ 2004) .
For each seismogram, we consider a finite set of data functionals, indexed by n, that measure the misfit between the observed seismogram " u i s ðx r ; tÞ and the model-predicted (i.e. synthetic) seismogram u s i (x r , t),
where r is an index to reference different receivers. We assume D n is constructed to satisfy
The measurement process generally involves nonlinear operations both on observed seismograms and on synthetic seismograms.
Prior Probability Densities
Assume that we have available a prior estimate for mass density 0 q(x). Furthermore, we assume that the poorly known mass density q(x) has distributed errors with Gaussian statistics and an error covariance C(x, x 0 ). We define the inverse of the error
where d(x-x 0 ) is the delta function. The prior probability density function for mass density q(x) can then be expressed as
We have not included a denominator that normalizes the right-hand-side, thereby using proportional to, µ, rather than equal to, = .
Assume that the component of the fourth-order rateof-relaxation tensor, w ijkl (x,t), follows Gaussian statistics with a prior estimate 0 w ijkl (x,t) and error covariance C w ijkl w ijkl ðx; t; x 0 ; t 0 Þ: We define the inverse of the error covariance as W w ijkl w ijkl ðx; t; x 0 ; t 0 Þ, which satisfies
where [0, T] is the time interval of our analysis. The prior probability density for w ijkl (x, t) can then be expressed as
For notational convenience in the following derivation, we express the prior probability density for w(x, t) as a multiplication of the probability density for each component Because of the symmetry of the rate-of-relaxation tensor, out of the 81 components, only 21 of them are independent. To incorporate equality constraints among elastic parameters, the delta distribution can be introduced to represent the corresponding conditional probabilities. The delta distribution can be considered as the Gaussian distribution with its variance approaching zero. We note that by modifying Eq. 11 and the structure of W w ijkl w ijkl ðx; t; x 0 ; t 0 Þ to account for crossdependences among components of w(x, t), the derivations in the following can be extended to account for cases where the errors in the components of w(x, t) are not independent. The elastic parameters also need to satisfy certain stability requirements (BACKUS 1962) , which can result in positivity constraints. In this case, the Gaussian assumption is valid only locally when the reference elastic tensor satisfies the stability requirements and the variances are not too large. We also define probability density functions for the body-force density f s (x, t) and the moment tensor density M s (x, t) using an assumption of Gaussian statistics and we obtain For the model residual introduced in Eq. 1, as well as residuals in the initial and boundary conditions in Eqs. 3 and 4, we also define Gaussian probability density functions and the values of the prior estimates are 0, also. For seismic data assimilation problems involving multiple seismic sources, the conditional probability density can be expressed as
where N s is the total number of seismic sources used. The likelihood function can then be expressed as
Following Bayes' theorem, we obtain the posterior probability density
where we have defined an objective function Y, which has the expression
Thus, for Gaussian priors and likelihood, maximization of the posterior probability density in Eq. 21 is equivalent to minimization of Y as defined in Eq. 22. The objective function Y will have a global minimum, but it may not be unique. It may also possess a number of local minima and there is a risk of converging into one of those local minima.
Euler-Lagrange Equations
To minimize the objective function Y in Eq. 22, we can invoke Hamilton's principle (i.e. principle of stationary action) by calculating the variational derivative of Y and requiring that it approaches zero while the arbitrary perturbations of the generalized coordinates go to zero. The resulting equations are called Euler-Lagrange equations. Vol. 168, (2011) Full-Wave Seismic Data Assimilation 1531
We first define an ''adjoint'' vector field y u s ðx; tÞ with its components given by y u 
which is the original seismic wave equation with a representation of the model residual involving a product between the model residual covariance and the adjoint variable.
The variational derivative of Y with respect to the displacement field u s (x, t) involves the first two terms on the right-hand-side of Eq. 22. We introduce the seismogram perturbation kernel, J srn i (t), which is 
A perturbation of the first term on the right-handside of Eq. 22 can now be expressed as
Using the adjoint variable defined in Eq. 23 and considering the seismic wave equation as defined in Eq. 1, a perturbation of the second term on the righthand-side of Eq. 22 can be expressed as
We can transfer the second-order temporal derivative on du s i (x, t) to the adjoint variable through integration-by-parts and we obtain 
The spatial derivatives with respect to du s i (x, t) in Eq. 27 can also be transferred to the adjoint variable using Green's identity. After some algebraic manipulations, the second term on the right-hand-side of Eq. 27 can be expressed as Collecting terms containing du s i (x,t) in Eqs. 26-29, we obtain the variational derivative of Y with respect to u s (x,t) as
If we require dY ? 0 for arbitrary du s i (x,t) ? 0, we must have
Here we have reversed the sign of time by making the change T -t ? t. Equation 31 is the adjoint wave equation, which is forced by misfit measurements located at receiver locations and weighted by the corresponding time-reversed seismogram perturbation kernels and the inverse of the data covariance.
The variational derivatives of Y with respect to the initial conditions u s (x,0) and _ u s ðx; 0Þ can be obtained by collecting terms containing du s i (x,0) and 
Considering Eq. 28, the variational derivatives of Y with respect to u s (x,T) and _ u s ðx; TÞ provide us a set of initial conditions for the adjoint wave-field at time 0,
The variational derivative of Y with respect to the boundary condition involves the fifth term in the 
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The variational derivative of Y with respect to u i s ðx; tÞ for x 2 oV is provided by the second surface integral on the right-hand-side of Eq. 29. Requiring this variational derivative to be zero, we obtain the boundary condition for the adjoint wave equation,
The variational derivative of Y with respect to the body-force density f s involves the second and the sixth terms on the right-hand-side of Eq. 22. Requiring this variational derivative to be zero, we obtain
The variational derivative of Y with respect to the moment tensor density M s involves the second and the seventh terms on the right-hand-side of Eq. 22. Requiring this variational derivative to be zero and applying the divergence theorem, we obtain
The variational derivative of Y with respect to the mass density q(x) involves the second and the eighth terms on the right-hand-side of Eq. 22. Collecting terms containing dq(x), we obtain
The variational derivative of Y with respect to the rate-of-relaxation tensor w(x,t) involves the second and the last terms on the right-hand-side of Eq. 22. Collecting terms containing dw ijkl (x,t)and applying the divergence theorem, we obtain
By now, we have derived the Euler-Lagrange equations for the full-wave seismic data assimilation problem. The equations can be solved iteratively, i.e., the solution that maximizes the posterior probability density can be used as the prior estimate for the next iteration. We summarize the equations in the following and use index c to indicate iteration number. The Euler-Lagrange equations consist of the adjoint wave equation, together with the appropriate initial and boundary conditions,
a set of equations for updating the seismic source and structure parameters,
and the forward seismic wave equation, together with the initial and boundary conditions,
These equations define the Euler-Lagrange equations for the weak-constraint problem. The forward wave equation is forced by terms representing model uncertainties and the adjoint wave equation is forced by misfit measurements that quantify the discrepancy between the observations and their corresponding model predictions. Extension to model residuals with non-zero biases is straightforward. Nonlinearity of the problem can be accounted for by solving Eqs. 43-52 iteratively for a number of times, thereby providing an effective means to assimilate seismic observations into dynamic ground-motion models.
Adjoint Method
A majority of previous work on full-wave seismic inversions (e.g. TARANTOLA 1984 TARANTOLA , 1988 PRATT et al. 1998; TROMP et al. 2005 the covariance functions, are set to zero, which corresponds to an infinite weight on the dynamic ground-motion model, i.e., the seismic wave equation and the associated initial and boundary conditions must be satisfied exactly. In the Euler-Lagrange Eqs. 43-52, this assumption eliminates the direct coupling between the forward model, Eqs. 50-52, and the adjoint wave-field u s (x, t), although the seismic source and structure parameters, f s (x, t), M s (x, t), q(x) and w(x, t), still depend on the adjoint wave-field through Eqs. 46-49. The resulting formulation is named the ''adjoint method'' for solving the strong-constraint problem.
The adjoint method (i.e. Eqs. 43-52, with the right-hand-sides of Eqs. 50-52 set to zero) can also be derived using the Lagrange multiplier method (LIU Vol. 168, (2011) Full-Wave Seismic Data Assimilation 1535
2006), which is commonly employed in optimal control theory to solve optimization problems with strong constraints imposed by partial differential equations (e.g. BIEGLER et al. 2003) . In the Lagrange multiplier method, an objective function defined in terms of a weighted summation of the misfit measurements (i.e. the first term on the right-handside of Eq. 22) is minimized and the seismic wave equation, as well as its initial and boundary conditions, is included into the objective function using Lagrange multipliers. Variations with respect to the Lagrange multipliers return the dynamic model (i.e. Eqs. 50-52 with the right-hand-sides set to zero).
Variations with respect to the seismic source and structure parameters return a set of equations similar to Eqs. 46-49 with the covariance functions set to the delta function. More detailed derivation of the adjoint method based on the Lagrange multiplier method can be found in LIU (2006) . The effects of neglecting errors in the dynamic model and/or the associated initial and boundary conditions have not yet been thoroughly investigated for full-wave seismic data assimilation problems. It has been found in data assimilation problems in meteorology and oceanography that one can obtain nonphysical values for model parameters that compensate for errors neglected in dynamic models and/ or their conditions (e.g. ZUPANSKI and ZUPANSKI 2006 and references therein). It is clear that one will not be able to find the correct solution unless the approximations employed in the data assimilation procedure are valid. Deficiencies in dynamic models are usually difficult to eliminate, but the weak-constraint variational approach formulated in Eqs. 43-52 provides a systematic means to accommodate model residuals in full-wave seismic data assimilation processes.
Scattering-Integral Method
The equations for updating the seismic structure models, Eqs. 48, 49, involve a summation over the source index s. Considering the computational costs for numerically solving the three-dimensional forward and adjoint seismic wave equations in realistic geological media for each seismic source, s, for seismic data assimilation problems that involve a large number of distinct seismic sources, the generalized inverse as given in Eqs. 43-52, as well as the adjoint method for the strong-constraint problem, could become inefficient. An alternative derivation can be obtained as follows.
We introduce the Green's tensor for the adjoint system described by Eqs. 43-45,
where, following the convention in AKI and RICHARDS (2002) , the Green's tensor relates a unit impulsive force in direction j acting at location x 0 to the displacement response in direction i at location x. The adjoint wave-field can then be expressed as
where the adjoint source field y f i s ðx 0 ;t 0 Þ is defined as
Evaluating the spatial integral on x 0 , the adjoint wave-field can be expressed as
where N r is the total number of seismic receivers and the adjoint source field y f j sr ðt 0 Þis defined as
The receiver-side Green's tensor (RGT) G ij (x, tt 0 ; x r ) in Eq. 55 does not depend upon the seismic source. It can be constructed by calculating the space-time volumes of the wave-fields generated by three orthogonal unit impulsive point forces acting at the receiver location x r . We can now replace the N s adjoint wave-propagation simulations for solving Eqs. 43-45 for all seismic sources with 3N r wave-propagation simulations for constructing the RGTs for all seismic receivers. An important benefit of explicitly constructing and storing the RGTs is that they allow us to obtain an approximate Hessian for the penalty function, which can be used to speed up convergence when 
where we have applied the reciprocity principle (AKI and RICHARDS 2002)
Considering the Born approximation (DAHLEN and TROMP 1998), the terms inside the square brackets in Eqs. 57-58 are the Fréchet kernels of individual misfit measurements d srn m with respect to structural parameters q(x) and w(x, t), and the temporal convolution over s between the RGT and the forward wave-field is called the ''scattering-integral'' (CHEN et al. 2007a ). If we express the variational derivative of the misfit measurements with respect to structural parameters as
where d is a vector composed of all misfit measurements, m is a vector of discretized q(x) and w(x, t), and A is a matrix with each row given by the Fréchet kernel of a misfit measurement, then the summations over s, r, n and m on the right-hand-sides of Eqs. 
via a relaxation method such as LSQR (PAIGE and SAUNDERS 1982) . By solving Eq. 62 for dm in each iteration, it is possible to achieve quadratic convergence rate when minimizing the penalty function.
Another benefit for explicitly computing and archiving the RGTs is that they provide the Fréchet kernels for individual misfit measurements with respect to seismic source parameters f s and M s , which also allows us to construct an approximate Hessian of the penalty function with respect to source parameters (ZHAO et al. 2006 
The terms in the square brackets in Eqs. 63, 64 provide the Fréchet kernels of individual misfit measurements with respect to the source parameters. The RGTs do not depend upon seismic source parameters; therefore, the same set of RGTs can be used for different seismic sources and no additional wave-propagation simulations are needed.
Data Functionals
The generalized inverse formulated in the previous section provides us with a unified methodology to solve two joint seismological inverse problems: Vol. 168, (2011) Full-Wave Seismic Data Assimilationfrom observations of ground motions infer the structure of (a) the source that generates seismic waves, and (b) the geological medium through which seismic waves propagate. Although these two problems are coupled, seismologists usually attempt to separate variables through a judicious choice of ground-motion observations and appropriate averaging rules. For example, in certain classical methods, the travel-times of wave groups are used to constrain focal positions and seismic velocities, while their amplitudes (and polarities) are used to constrain the focal mechanisms and seismic attenuation parameters. These procedures work well when applied to first-motion data, but they must be generalized to capture the rich information now available from the complex waveforms recorded by modern broadband instruments.
Direct Waveform Inversion
Perhaps the most obvious data functional for waveform inversion is the difference between the observed and the synthetic seismograms at a set of sampling time t n (NOLET 1987; TARANTOLA 1988; AKCELIK et al. 2002) 
In this case, the seismogram perturbation kernel is just the Dirac delta function, J srn i (t) = -d(t-t n ), and the Fréchet derivative of the misfit measurement with respect to structural parameters q(x) and w(x, t) is given directly by the Born approximation. However, the validity of the Born approximation " u i s ðx r ; t n Þ % u i s ðx r ; t n Þ þ du i s ðx r ; t n Þ is limited by the weak scattering condition (WU and AKI 1988; WU 2003) . Using the data functional in Eq. 65 effectively involves the linearization of the Fourier shift operator, exp(ixt). For an observed waveform with centroid frequency x 0 , the Born approximation is valid only when x 0 DT srn i ( 1, where DT srn i is the travel-time shift relative to the synthetic waveform.
An alternative data functional for waveform inversion is the difference between the frequencydomain observed and synthetic seismograms at a set of sampling frequencies x n (PRATT 1990; PRATT et al. 1998) ,
In this case, the seismogram perturbation kernel is given by the Fourier transform kernel J srn i (t) = -exp (-ix n t). Both the forward and the adjoint systems can be solved in the frequency domain, which allows us to avoid a linearization of the Fourier shift operator exp(ixt) effectively. But a drawback of this approach is that by using the Fourier transform, we lose resolution in the time domain and misfit information from different types of arrivals is mixed together, which may introduce nonlinear effects caused by the interference among different wave groups.
Time-and Frequency-Dependent Phase and Amplitude Misfit Measurements
One major difficulty in effectively utilizing waveform data in seismic tomography is that, unlike the travel-time data, the waveform data are much more nonlinear with respect to the seismic velocity model. The Fréchet derivatives provided by the generalized inverse or its variations are exact, but the quality with which the misfit measurement d srn i can be approximated by a linear perturbation dd srn i , as well as the linearity of the seismological inverse problem, depends upon the type of the data functional.
In designing data functionals, we would like our measurement operator D n to have two properties. First, the measurement operator should allow us to selectively fit certain portions of the observed seismograms in time domain or frequency domain or time-frequency domain. This localization capability is important because it reduces possible nonlinear effects due to the interference among different wave groups and allows us to make incremental changes to our Earth model. We can start from fitting portions of the observed seismograms that are not too different from our synthetic seismograms and gradually improve our Earth model and try to fit more observed waveforms through iterations. Second, for those selected portions of the observed waveforms, the measurement operator should allow us to transform the raw waveform information, which is usually recorded in the form of displacement (or its temporal derivatives) at a set of time samples, into other forms that are more linear with respect to the Earth structure model without loss of information or introducing bias.
The generalized seismological data functionals (GSDF) of GEE and JORDAN (1992) quantify waveform differences using frequency-dependent phasedelay times and amplitude-reduction times measured on time-localized arrivals and have been successfully applied to tomographic inversions at different geographic scales (e.g. GAHERTY et al. 1996; KATZMAN et al. 1998; CHEN et al. 2007b) as well as to inversions for earthquake source parameters (e.g. MCGUIRE et al. 2001; CHEN et al. 2010a) . In particular, the linearization of GSDF measurements depends on the Rytov approximation, which is valid for large phase-shifts as long as the phase perturbation per wavelength is small (CHERNOV 1960; SNIEDER and LOMAX 1996) . This is far less restrictive than the Born approximation, which requires small phaseshifts. Centre frequency of the narrowband filter is 0.6 Hz; half-width is 0.1 Hz. d GSDF measurements made at five sampling frequencies. Triangles, amplitude-reduction times; stars, phase-delay times before correcting for cycle-skipping errors; circles, phase-delay times after correcting for cycle-skipping errors
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The GSDF data processing consists of several steps (Fig. 1) . We isolate the target wave group using an isolation filterũ i s ðx r ; tÞ, which is obtained by windowing the complete synthetic seismogram,
In practice, we often apply a Tukey (i.e. cosinetapered) window, which has a flat part in the middle of the window. The effect of applying such a time window is that the target waveform is distorted as little as possible by the windowing operation, while extraneous phases are excluded from the time window to reduce interference. We then cross-correlate the isolation filter with the complete synthetic seismogram and the observed seismogram and we window the resulting synthetic and data cross-correlograms around the zero-lag. The windowed correlograms are then narrowband-filtered at a set of frequencies x i . When certain conditions about windowing and narrowband-filtering are enforced (GEE and JORDAN 1992; CHEN et al. 2010b) , the resulting narrowband-filtered windowed correlograms can always be well matched by fiveparameter Gaussian wavelets, which are cosine functions with frequencies at around x i and modulated by Gaussian envelopes. The differences in the phase and the amplitude between the synthetic and data Gaussian wavelets give us the phase-delay time dt p and amplitude-reduction time dt q at each narrowband-filtering frequency x i . A practical issue of the GSDF analysis is that the phase-delay measurements need to be corrected for possible cycle-skipping errors before they can be used in inversions. These cycle-skipping errors can usually be corrected by bootstrapping the phase from low frequencies to high frequencies (EKSTRÖ M et al. 1997) .
In traditional broadband cross-correlation analysis, the travel-time shift DT of an isolated waveform is estimated using the location of the cross-correlogram peak (LUO and SCHUSTER 1991; WOODWARD and MASTERS 1991; DAHLEN et al. 2000; ZHAO et al. 2000) and the amplitude anomaly can be determined from the maximum amplitudes of the cross-correlograms (DAHLEN and BAIG 2002; RITSEMA et al. 2002) . The seismogram perturbation kernels for broadband cross-correlation travel-time shift and amplitude anomaly are presented in CHEN et al. (2007a) . For band-limited signals, these measurements provide good estimates around the dominant frequency but they do not characterize the differences in the shape of the waveforms. In the GSDF analysis, we can account for differences in waveform shapes by making measurements at several frequencies across the frequency bandwidth. In Fig. (2) , we illustrate this point using an example. By correcting the phase and amplitude of the synthetic waveform using the GSDF measurements made at five frequencies evenly distributed over the frequency band, we were able to recover the observed waveform almost perfectly.
Seismogram perturbation kernels J srn i (t) for GSDF measurements were derived in CHEN et al. (2010b) . In this article I give a much-simplified derivation by assuming zero bandwidth for the narrowband-filtering operation in the GSDF analysis, which essentially results in a windowed Fourier analysis. The Fourier transform of the isolation filter can be expressed aŝ
We can also express the left-hand-side of Eq. 68 using two frequency-dependent, time-like quantities, s p (x r , x) and s q (x r , x),
By linearizing the left-hand-side of Eq. 69, we obtain the variational derivatives of s p,q (x r , x) with respect to the synthetic seismogram u s i (x r , t) as
The seismogram perturbation kernels for s p,q (x r , x) can then be expressed as 
The Fréchet kernels for s p,q (x r , x) with respect to seismic velocity can be constructed using either the adjoint method or the scattering-integral method as described previously. Examples of the frequencydependent Fréchet kernels for a direct-arriving P, the free surface reflected pP and pS waves for a sourcereceiver pair buried in the half-space model are shown in Fig. 3 . The sensitivity for the P-wave is not concentrated on the ray path but extends to as far as 8 km away from the ray path. For the kernels of the frequency-dependent phase-delay times, we also see the ''banana-doughnut'' phenomena of vanishing sensitivity on the ray path (MARQUERING et al. 1999; DAHLEN et al. 2000; ZHAO et al., 2000; ZHAO et al. 2005) . The width of the first Fresnel zone and the spatial oscillation of the sensitivity depend on the frequency x. The sensitivity kernels for the surface-reflected phases pP and pS have similar characteristics to the direct-arriving P-wave. However, the width of the first Fresnel zone for these surface-reflected phases is larger than the directarriving P-wave due to longer propagation distances than the P-wave.
In addition to GSDF analysis, there are a number of different techniques for extracting time-and frequency-dependent phase and amplitude misfit measurements. HOLSCHNEIDER et al. (2005) developed a technique for extracting frequency-dependent phase-delay, group-delay and amplitude anomalies by modeling the deformation of the wavelet transform of the analyzed seismogram. The continuous Figure 2 An example of fitting the synthetic waveform (dash lines) to the observed waveform (solid lines) by correcting the phase and amplitude of the synthetic waveform using GSDF measurements of phase-delay (circles) and amplitude-reduction times (triangles). The observed and synthetic waveforms are the same as in Fig. 1 . a The original waveforms without perturbation. b and c correcting the synthetic waveform using GSDF measurements made at one sampling frequency 0.6 Hz. d and e correcting synthetic waveform using GSDF measurements made at three sampling frequencies, 0.4, 0.6, and 0.8 Hz. f and g correcting the synthetic waveform using GSDF measurements made at five sampling frequencies 0.2, 0.4, 0.6, 0.8, and 1.0 Hz. Cubic splines are used to interpolate and extrapolate phase and amplitude perturbations to all other frequencies. This example demonstrates that minimizing the frequency-dependent GSDF measurements is equivalent to fitting the waveforms and PARK (1995) to provide a formal uncertainty estimates for the extracted spectral parameters. In general, it has been recognized both in theoretical studies and in practical applications that the appropriate choice of data functionals plays an essential role in overcoming the nonlinearity of waveform inversions. In particular, we need to separate phase information, which is quasi-linearly related to structural parameters, from the amplitude information, which can be highly nonlinear with respect to seismic velocity. Separation of different wave groups on the seismogram through localization Figure 3 Fréchet kernels for the direct-arriving P-wave (left column), surface-reflected pP-wave (middle column) and pS-wave (right column) from an explosive source in a uniform half-space model. Plotted are the radial component of the synthetic seismogram, the isolation filters are highlighted in red, and the Fréchet kernels of GSDF dt p,q measurements at 0.5 and 2.0 Hz with respect to P-wave speed a in the sourcereceiver vertical plane and in the transverse plane midway (dash line) between the source and the receiver. The source (grey star) and the receiver (grey triangle) are buried at 24-km depth and have a distance of 32.2 km. In all the plots for the kernels, the color schemes are such that white represents zero, warm colors (yellow to orange to red) represent negative amplitudes indicating that a velocity increase leads to an advance in arrival time and an increase in amplitude and cool colors (light to dark blue) represent positive amplitudes indicating a velocity increase leads to a delay in arrival time and a reduction in amplitude 1542 P. Chen Pure Appl. Geophys.
in time domain and/or frequency domain allows us to reduce nonlinearity caused by interference and provides a pathway to bootstrap our Earth model through iteratively conditioning the data used in the inversion.
Applications
The advantage of the full-wave seismic data assimilation methodology over classical methods used in solving seismological inverse problems is twofolded. First, the data functionals defined in Eq. 5 and explained in more detail in previous sections allows us to treat different types of misfit between observation and model-prediction (e.g. travel-time, amplitude, waveform) in a unified and self-consistent framework based on the wave equation. Misfit measures commonly used in classical methods, such as travel-times of body waves, dispersion curves of surface waves, and frequencies of the Earth's free oscillation, usually have quite different back-propagation mechanisms based on approximations appropriate for different types of phases on the seismogram. In the full-wave methodology, they can all be back-propagated to provide modifications to the seismic source and structure models through the use of the wave equation and the seismogram perturbation kernel. Explicit expressions of the seismogram perturbation kernels for several classical types of misfit measures were presented CHEN et al. (2007a) . Moreover, this general wave-equation-based framework opens up the possibility of using the complete seismic waveform data, which contain much more information about the propagation medium and the excitation source than classical data functionals such as travel-times or amplitudes of certain waveforms on the seismogram. Such full waveform information, which can be decoded using the full-wave methodology, might provide us with a seismic source and structure models with much higher resolution than classical methods.
Second, in the full-wave methodology, either the adjoint method or the scattering-integral implementation, the mechanism for back-propagating misfit information to modifications of source and structure models is exact, therefore eliminating possible errors caused by approximate back-propagation mechanisms commonly found in classical methods and improving the accuracy of the obtained source and structure models. A widely used classical back-propagation method is based on the ray theory for the wave equation (e.g. BEYLKIN 1985) . In such ray-theoretic framework, the earthquake wave-fields and the adjoint wave-fields in the adjoint method or the Green tensors in the scattering-integral implementation are usually approximated using solutions of the eikonal equation, which provides an approximation to the wave equation and is valid at high frequencies (i.e. the Fresnel zone size is much smaller than the scale of the heterogeneities). In the full-wave methodology, the Fréchet kernels of the objective function and the Fréchet kernels of the data functionals are all computed using purely numerical solutions to the seismic wave equation, thereby eliminating possible errors caused by kernel inaccuracy.
Enhancing the Resolution of Earth Structure Models
The capability of the full-wave methodology in enhancing the resolution and accuracy of the obtained Earth structure models was demonstrated quite convincingly in a ''blind test'' for the two-dimensional (2D) acoustic case in BRENDERS and PRATT (2006) . In the ''blind test'', pseudo-data, which were synthetic seismograms computed by solving the acoustic wave equation in a complex true structure model of a 250 km-long, 40 km-deep, 2D section of the lithosphere, were provided to the authors, but the true model itself was not revealed until after the presentation of the full-wave inversion result. Compared with the result obtained using the classical ray-theoretic method, the full-wave model provided a much better correspondence with the true model, from large-to intermediate-wavelength scales. The source-receiver coverage was exactly the same for both the full-wave and the ray-theoretic inversions. In the full-wave inversion, frequency-domain waveform misfits similar to Eq. 66 were back-propagated using exact kernels computed from the acoustic wave equation, while in the ray-theoretic inversion, travel-times of the first-arriving P-waves were back-propagated using ray-theoretic, approximate kernels. The lenticular low-velocity zone near the surface, which is almost invisible in the ray-theoretic result, was correctly Vol. 168, (2011) Full-Wave Seismic Data Assimilationrecovered in the full-wave model. The full-wave inversion result provided a high-resolution image of the complex structure of the entire crust as well as the well-defined crust-mantle transition zone. Some inaccuracies were observed near the edges of the fullwave model due to the limited source-receiver coverage inherent to the geometry of the seismic survey. Within the central portion of the model, the full-wave method has a resolution of approximately 1 km, which was not attainable by the ray-theoretical method. The resolution of ray-theoretic inversions using travel-time data is generally limited to the size of the first Fresnel zone (WILLIAMSON 1991; WILLIAM-SON and WORTHINGTON 1993; SCHUSTER 1996; DAHLEN 2004) , while full-wave inversions can potentially provide sub-wavelength resolution with good sourcereceiver coverage (e.g. PRATT and SHIPP 1999) . The first successful full-3D, full-wave seismic tomography using real waveform data from regional earthquakes was presented in CHEN et al. (2007b) . In that study, waveform misfits quantified using the frequency-dependent GSDF measurements were inverted to improve the 3D elastic starting model, the Southern California Earthquake Center (SCEC) Community Velocity Model version 3.0 (CVM3.0) (Fig. 4) , in a 142 km-long, 84 km-wide and 26 kmdeep volume around the Los Angeles Basin region using the scattering-integral implementation. The revised 3D model, LAF3D (Fig. 4) , provides substantially better fit to the observed waveform data than the Figure 4 Map views of the P-velocity model for the starting model CVM3.0 (left column), the improved model LAF3D (middle column), and the relative perturbation of LAF3D relative to CVM3.0 (right column). For the first and second columns, color indicates the variation with respect to the average velocity at each depth; for the third column, color indicates relative perturbation between LAF3D and CVM3.0 1544 P. Chen Pure Appl. Geophys.
3D starting model for frequencies up to 1.2 Hz. The perturbations in P-and S-wave speeds with respect to the starting model are up to 10%. In the interior of the Los Angeles Basin, wave speeds are slightly higher in LAF3D than in CVM3.0, while at the edge of the basin wave speeds are lower in LAF3D than in CVM3.0. This finding is consistent with the Harvard model (SÜ SS and SHAW 2003), another 3D seismic velocity model in this area, whose P-velocity is slightly faster in the center of the basin than CVM3.0 and slightly slower than CVM3.0 on the border of the basin. The inverted model perturbation seems to enhance the velocity gradient that already exists in the starting model. In particular, the overall north-south gradient (from low to high) in both P-and S-velocities in the middle to lower crust is stronger in LAF3D than in CVM3.0. And the inverted P-velocity perturbation seems to enhance the west-east gradient in the lower crust. The inverted model perturbation has good spatial correlation with the distribution of major faults in the area. For example there is a negative perturbation of about 1-2% in P velocity from about 3 km to about 9 km depth along the San Andreas fault (Fig. 4 , upper-right corner), suggesting that the P-velocity in CVM3.0 is too fast in this segment of the San Andreas fault. Another example is that the Sierra Madre fault zone and the Santa Monica fault seem to coincide with the locations of some negative perturbations in both P-and S-velocities. Recently, TAPE et al. (2009 TAPE et al. ( , 2010 have adapted the adjoint method to image the crustal structure in southern California using waveform data from local earthquakes. Frequency-dependent phase and amplitude misfit measurements extracted using the multitaper technique were used to quantify waveform misfits. After 16 iterations of the adjoint method, strong heterogeneities with local perturbations up to 30% with respect to the 3D starting model were recovered. High-resolution features such as seismic velocity contrasts across faults due to compositional changes were recovered with high fidelity. The adjoint method has also been adapted for continental-scale waveform tomography in FICHTNER et al. (2009) . The continuous time-frequency phase and envelope misfits (FICHTNER et al. 2008) were used to quantify differences between observed and synthetic waveforms. The resulting seismic velocity models reveal structural features of Australasian upper-mantle with great detail. The same full-wave technique has been extended to infer radially anisotropic structure under Australasian in . Detailed structural features with locally 2°l ateral resolution were revealed. Strong radial anisotropy showing a clear ocean-continent dichotomy was recovered for depths above 150 km. For depths below 250 km, significant anisotropy with short wavelength (\500 km) was detected, indicating small-scale sublithospheric convection and/or a change in the dominant glide system of olivine.
Improving Earthquake Source Parameter Estimation
Accurate and rapid estimation of earthquake source parameters is important both for seismic hazard analysis and for realistic interpretation of geological and tectonic structures. The scatteringintegral method provides a very efficient means for assimilating seismic waveform observations into better estimations of earthquake source parameters using realistic 3D Earth structure models. Once the RGTs for all the receivers are computed and stored on disk, seismic source parameters can be estimated very rapidly by retrieving a small volume around the reference source location from the RGT database and no additional wave-propagation simulations are needed. Moreover, the capability to use realistic 3D structure models in computing the RGTs not only allows us to make more accurate estimates of classical source parameters (ZHAO et al. 2006) but also opens up the possibility of estimating new types of source parameters that could lead to better understanding of regional tectonics and earthquake source physics and provide new constraints for seismic hazard analysis.
The lowest-order representation of a finite rupture is the finite moment tensor (FMT) , which contains the second-order polynomial moments of M(x, t) in addition to the zeroth-and first-order polynomial moments included in the centroid moment tensor (CMT) representation. The FMT resolves faultplane ambiguity of the CMT and provides several additional parameters of seismological interest, including the characteristic length, width, and Vol. 168, (2011) Full-Wave Seismic Data Assimilation 1545 duration of the faulting, as well as the directivity vector of the fault slip. FMT parameters have been successfully recovered for global large earthquakes (M w [ 6) using Green tensors computed in a 1D Earth structure model (MCGUIRE et al. 2001) . For regional small to medium-sized earthquakes (2.5 \ M L \ 5), Green tensors computed in a 1D structure model are usually not accurate enough to warrant full recovery of FMT parameters due to stronger small-scale 3D heterogeneities in the crust. Some recent experiments in southern California have shown that by adopting more realistic 3D structure models, it is feasible to recover FMT parameters for small-to medium-sized earthquakes CHEN et al. 2010a) . Figure 5 shows a 3D rendering of the source mechanisms for some small earthquakes around the Los Angeles Basin area. The two nodal planes of the CMT solutions are now represented as two intersecting disks, whose sizes are proportional to the likelihood of being the actual fault plane as determined from the FMT parameters (CHEN et al. 2010a) . The procedure does not rely on detecting directivity effects; therefore, it is applicable to any type of earthquake. For some earthquakes, the fault planes selected by this automated FMT inversion procedure were confirmed by the distributions of relocated aftershock hypocenters (CHEN et al. 2010a) . In regions where there are no precisely relocated aftershocks or for earthquakes with few aftershocks, this method provides the most convenient means for resolving fault plane ambiguity. The success of those experiments suggest that improved versions of more accurate 3D structure models will eventually allow the automated recovery of FMTs for most small-to medium-sized earthquakes in well-instrumented regions. By recovering FMT parameters for regional small-to medium-sized earthquakes in a routine manner, we can provide clearer pictures on regional tectonics, reduce the uncertainties in inversions for crustal stress fields based on earthquake source mechanism data (GEPHART 1985; MICHAEL 1987; Gephart 1990; YIN 1996) and calculate Coulomb stress changes and provide a more robust description of probabilistic seismic hazard based on the stress transfer model (HARRIS 1998; MCCLOSKEY et al. 2003; STEACY et al. 2005; PARSONS 2005) .
The importance of using realistic 3D structure models in finite-source inversions is also highlighted in a recent study of the 1996 Bárdarbunga, Iceland, earthquake, which was caused by volcanic caldera subsidence (FICHTNER and TKALCIC 2010) . A 3D structure model was constructed by interpolating vertical profiles from receiver function studies and surface wave dispersion data and the spectral-element method was used to solve the elastic wave equation. The accuracy of their 3D structure model and the numerical method for wave propagation allows the authors to model observed waveforms for frequencies up to 0.2 Hz and obtain robust estimates of the caldera geometry and the kinematics of rupture initiation and propagation.
Discussion
The implementation of full-wave seismic data assimilation methodology is far from trivial. The computational efficiency of different types of implementations depends upon the overall problem geometry, particularly on the ratio of sources to receivers, as well as trade-offs in computational resources, such as the relative costs of compute cycles to data storage. The waveform data can potentially provide much more detailed information about the seismic source and the Earth structure, but to effectively utilize waveform information we need to overcome the nonlinearity associated with waveform inversions.
Computational Challenges
The computational challenges of full-wave seismic data assimilation largely lie in (1) the solution of the 3D seismic wave equations (forward or adjoint) for computing the synthetic seismograms and the Fréchet kernels and (2) the optimization algorithms used for finding the optimal structure and source models that minimize the objective function. Both the scattering-integral implementation and the adjoint method require a large number of simulations for problems of practical interest. To make full-wave seismic data assimilation feasible on a practical time scale, the efficiency of the underlying seismic wave equation solver becomes paramount, which poses significant computational challenges in terms of both the design of the numerical algorithms and their implementations on homogeneous/heterogeneous multi-core hardware.
In the adjoint method, both the forward wave-field u s and the adjoint wave-field y u s are source-specific, therefore 2N s simulations (N s forward and N s adjoint simulations) are needed for one calculation of the gradients of the objective function. The time integration in Eqs. 49, 50 is independent of the spatial location x, and the total number of operations is proportional to N V N s , where N V is the total number of spatial grid points. If the conjugate-gradient algorithm (PRESS et al. 1992 ) is adopted for minimizing the objective function, each iteration requires one evaluation of the gradient to determine the conjugatedirection in the model space, followed by a line search to determine the optimal step length to take in the conjugate direction. There are a variety of algorithms for line search (BOX and SWANN 1969) and its implementation certainly affects the number of simulations needed. A cubic interpolation scheme for the line search (TROMP et al. 2005) requires an additional N s forward and N s adjoint simulations and the total number of time-integration operations is proportional to 2N V N s . During the time-integration operations, we need simultaneous access to both the forward and the adjoint wave-fields and one of these two wave-fields needs to be time-reversed. If we choose to store the forward wave-field or the adjoint wave-field on disk and read it back during the time integration, the total number of simulations is 4N s and the disk storage requirement is the space-time volume of one wavefield, which is proportional to N V N T , where N T is the total number of time steps for the simulation. To avoid storing the complete space-time wave-fields and the associated I/O cost, for non-dissipative wave equations, another approach is to reconstruct the timereversed forward wave-field or adjoint wave-field on the fly. In this case, we need to store only the last timeframe of the forward or the adjoint wave-field as a function of space, which has a volume proportional to N V , and additional 2N s simulations are needed to recover the time-reversed forward or adjoint wavefield by solving the forward or adjoint wave-equation backwards in time, taking the final state of the wavefield as its initial condition (GAUTHIER et al. 1986 ). The total number of simulations is then 6N s . In the scattering-integral implementation, the calculation of the Fréchet kernels for individual data functionals requires simultaneous access to both the forward wave-field from the source and the Green tensor from the receiver. We can compute the RGTs once for each receiver, store it on disk (at cost *N V N T ), and use it for every source in the dataset, which can be efficient when the number of sources is larger than the number of receivers. A complete calculation of the data-specific kernels requires 3N r simulations (considering three orthogonal unit forces at each receiver) and one forward simulation for each source-a total 3N r ? N s , plus storage cost proportional to 3N r N V N T . The number of time integration operation is determined by the convolution between the forward wave-field from the source and the RGT and is proportional to 2N t , where N t is the number of time steps within the support of the seismogram perturbation kernel, the number of spatial grid points N V and the total number of seismograms N u used in the inversion. For three-component receivers, N u B 3N r N s . Owing to noise and instrumental reasons for eliminating seismograms, N u is usually much less than this bound. In the scattering-integral method, the quadratic objective function is minimized using the Gauss-Newton algorithm, which requires additional computing time (though not too much compared with the wave-propagation simulations) to solve the linear system in Eq. 62.
In recent years, seismologists have developed parallel computer codes using a variety of numerical algorithms to solve the seismic wave equation. At present, most of the parallel earthquake simulation codes cannot exploit multiple cores beyond running additional MPI processes per node. A general impression is that once the message-passing library is made ''SMP-aware'' (i.e. message-passing between processors on the same node can bypass the network, therefore reducing network performance bottlenecks), the single-level, flat message-passing-only programming model might continue to be the best overall approach to a scalable design. However, despite the success of the single-level, message-passing-only approach, there are growing evidences that future earthquake simulation software will have to address increasing node-level complexities by introducing another level of parallelism. Message-passing might continue to be the dominant inter-node programming model in future high-performance scientific applications, but it might not be sufficient for driving all the cores on a single node for much longer, at least at the single-level, flat message-passing model. Seismologists and computer scientists are now exploring new node-level programming models that can effectively combine with the inter-node message-passing model and incorporating this new programming model into next-generation seismic wave equation solvers.
Nonlinearity
The nonlinearity of the structural inverse problem, which includes multiple scattering (higher-order terms in the Born series), is accounted for through iteration, in which the reference structure model is updated at the beginning of each iteration and the Green's functions (or the adjoint wave-fields in the adjoint method) are re-computed using the updated structure model. This approach of accounting for nonlinearity is different from inverse scattering based on reconstructing higher-order terms in the Born or Rytov series, in which the higher-order terms are computed using the same Green's function as the first-order term. The higher-order terms in the Born/ Rytov series might be difficult to compute except for simple structure models for which analytical solutions of the Green's functions are available.
The convergence of the optimization algorithm depends upon the shape (number of local minima) of the objective function used to quantify misfit between observation and model prediction (TARANTOLA 2005) . Objective functions defined in terms of the energy of differential waveforms (TARANTOLA 1984 (TARANTOLA , 1988 are dominated by local minima because the waveform itself is a very nonlinear function of the velocity model. In this case, conjugate-gradient or other types of gradient-and/or Hessian-based algorithms will have difficulty converging unless the starting model is already very close to the global minimum. The gradients and/or Hessian, even though they are computed exactly, are not very useful if the starting model is far from global minimum.
There are a number of different strategies for dealing with this problem in the full-wave domain, for instance, using a wave-equation travel-time tomography (LUO and SCHUSTER 1991) to align the phases before doing a waveform inversion. One strategy that has been developed substantially is based on a scaledecomposition approach or ''frequency bootstrapping'' (i.e. starting from low-frequency waveform data to improve large-scale structure and move to higher frequencies while the model improves, please see BUNKS et al. 1995; AKCELIK et al. 2002; SIRGUE and PRATT 2004) , which can allow a descent algorithm to stay in the neighborhood of the global minimum or the ''basin of attraction''. This type of approach may fail in practice if the waveform data do not have sufficient signal-to-noise ratio at low frequencies that would allow us to bootstrap from a starting model far away from the global minimum. In this case, we have a scale gap in our approach.
Another strategy is to re-parameterize waveform information into another form that is more linear with respect to structure model. Experiences from decades of travel-time tomography show that objective functions defined in terms of differential travel-times are much smoother than those defined in terms of differential waveforms; therefore, more suitable for gradient-descent type optimization algorithms. To better capture waveform information, GEE and JOR- DAN (1992) , HOLSCHNEIDER et al. (2005) , among others, proposed to use frequency-dependent phasedelay and amplitude anomalies (GSDF) to re-parameterize waveform misfit. The exact Fréchet derivatives of these misfit measurements (gradient and/or Hessian of the objective function) can be computed using the ''seismogram perturbation kernel'', which is the exact Fréchet derivative of the misfit measurement with respect to the waveform, and the Born approximation, which provides the Fréchet derivative of the waveform with respect to structural parameters, by applying the chain rule (CHEN et al. 2007a) .
In CHEN et al. (2007a) , we pointed out the connection between the exact Fréchet derivatives of these frequency-dependent phase and amplitude misfits (GSDF measurements) and the Rytov approximation, which can handle large accumulative phase-shifts much better than the Born approximation. Unlike the Born approximation, the Rytov approximation is not limited to the ''small phase-shift'' constraint (weak scattering); instead, it is limited by the ''small-angle'' (forward-scattering) constraint. The Rytov approximation has been widely used in long-distance propagations with primarily forwardscattering or small-angle scattering such as line-ofsight optical or radio wave propagation (CHERNOV 1960; TATARSKII 1971; ISHIMARU 1978) and diffraction tomography (DEVANEY 1984; WU and TOKSÖ Z 1987) .
In CHEN et al. (2007b) we applied our full-3D, full-wave methodology to the Los Angeles Basin region. The misfit measure we used was frequencydependent phase-delay on direct-arriving P-and Swaves (forward-scattered or transmitted waves). In one Gauss-Newton iteration, we were able to correct more than 80% of the large phase-shifts, which can be larger than one-quarter of a cycle, between observed and synthetic waveforms (Fig. 18, 19 in CHEN et al. 2007b) . This suggests that the objective function defined in terms of the frequency-dependent phase-delay measurements for forward-scattered waves is smoother (has a larger basin of attraction) with respect to seismic velocities than an objective function defined in terms of differential waveforms.
In CHEN et al. (2007b) , we obtained nearly 10% perturbation to the reference model in one GaussNewton iteration. In TAPE et al. (2009 TAPE et al. ( , 2010 , the authors obtained nearly 30% perturbation after 16 conjugate-gradient iterations. Their penalty function is also defined in terms of frequency-dependent phase-delay measurements. These large perturbations obtained in these full-3D, full-wave applications suggest that if the objective function is relatively smooth (have a large basin of attraction), descentbased optimization algorithms may not necessarily require the reference model to be very close to the global minimum.
Summary
In this article, I have derived the generalized inverse formulation for the full-wave seismic data assimilation problem to iteratively improve the Vol. 168, (2011) Full-Wave Seismic Data Assimilationestimates of both seismic source parameters and the Earth structure models. The starting point was the Bayes' theorem where the observations, the dynamical model and the poorly known seismic source and structure parameters were introduced with an assumption of Gaussian priors. This led to an objective function in quadratic form. By applying the Hamilton's principle, we derived the Euler-Lagrange equations, which allowed us to obtain a solution using gradientdescent algorithms. The adjoint method and the scattering-integral method, which have been successfully applied in full-3D, full-wave seismic tomography and source parameter inversions, can be considered as different implementations of the same physical principles based on the generalized inverse. The design of appropriate data functionals is an important issue. The frequency-dependent phase and amplitude misfit measurements made on localized waveforms can not only quantify waveform misfits but also reduce the nonlinearity associated with the seismic inverse problem. Some recent applications of full-wave seismic tomography at different geographic scales and earthquake source parameter inversions were reviewed and some challenging issues related to the computational implementations and the nonlinearity of waveform inversions were discussed.
