Abstract-In this paper, we consider the optimization of multipath opportunistic routing and congestion control in wireless mesh networks with intra-session network coding. We model this as a network utility maximization problem and we design a simple distributed solution that can be obtained by solving the dual problem. This formulation provides useful insight into the complex cross-layer interaction between intra-session network coding, multi-path routing and transport layer and a mathematical foundation for protocol design in this scenario.
I. INTRODUCTION
In this paper, we study the optimization of multi-path opportunistic routing and congestion control in wireless mesh networks with intra-session network coding. Opportunistic routing adapts to the varying dynamics of the wireless channel. At each transmission, different nodes may receive the transmitted packet due to the unpredictable losses. Moreover, if a node closer to the destination than the selected next hop experiences a successful reception, it will discard the received packet, as it is not the intended receipt. To overcome these limitations, opportunistic routing schemes do not chose the next hop node prior to the transmission. Instead, nodes that successfully received the packet (implicitly) coordinate to forward it towards the destination. By opportunistically exploiting successful reception of nodes closer to the destination, opportunistic routing significantly reduces the number of transmissions required to forward a packet to the destination [1] , [2] . However, it also requires nodes to coordinate on which packets to transmit in order to avoid redundant transmission. As shown in [1] , this problem is greatly simplified with the use of network coding.
Network coding enables nodes to code together buffered packets belonging to the same flow (intra-flow coding) or different flows (inter-flow coding). A node does not necessarily forward packets as they are generated by the source, but in general, it transmits a combination of them. This simplifies the scheduling since different nodes do not need to exchange information about which packets they transmit. They just need to ensure they will transmit innovative information.
Another benefit of network coding for wireless networks is its capability to mask random losses due to the varying This work was supported by NSF CAREER award 0747110. nature of the wireless channel. This has been successfully exploited in recent work [3] , where the authors illustrated a new network coding protocol specifically tailored to improve the performance of TCP over wireless mesh networks. Differently from prior approaches, [3] does not partition source packets into generations [4] . Instead, it defines a sliding window of packets to determine which packets should be coded together. Moreover, a certain amount of redundant packets are injected in the network to proactively account for the channel losses.
Although [3] describes in detail the network coding layer and its interaction with the TCP layer, it is not clear how they both interact with the routing layer. In this work, we focus on the joint optimization of opportunistic routing, congestion control and (intra-session) network coding in wireless mesh networks.
The work that is most related to ours is [5] . We consider the problem as in [5] , but both our model and the decomposition method are different. In particular, we define different control variables that are not edge-specific but node-specific a metric that is more natural in wireless networks. This leads to a different primal model that is solved using a sub-gradient method applied to the dual problem. The main contributions of our paper are the simple model and the distributed solution that helps unveil the complex cross-layer interactions and provides further insights into the design of practical protocols. We formally derive a distributed solution to solve the optimization problem that highlights the necessity of two types of feedbacks: (i) end-to-end feedback to adjust the sending rate of the source based on the packet losses; and (ii) hopby-hop feedback to guarantee that the amount of information stored at the forwarding node has been relayed to the union of downstream nodes.
The rest of paper is organized as follows. In Section II we describe the scenario and notations used. In Section III, we formalize the model and we describe how to obtain a distributed solution. In Section IV, we discuss the insights gained into protocol design. In Section V, we position this work within the related literature. In Section VI, we conclude.
II. SCENARIO AND NOTATIONS
Let us consider a wireless mesh network with N nodes, modeled as a connectivity graph, G(V, E), where V is the set of nodes, such that |V | = N , and E the set of logical pointto-point links. We assume that the topology is static. The time scale considered is such that we can assume a fixed available capacity c ij , (i, j) ∈ E for every link (although, in general, this may vary a over longer time scales).
We consider a set of K source-destination node pairs,
where k ∈ K and S, D ⊆ V , that want to exchange a certain amount of information. We assume that intermediate nodes use network coding with an opportunistic routing scheme (e.g. MORE [1] ). In other words, before transmitting a packet a node performs a network coding operation on packets belonging to the same stream (intraflow network coding) and transmits the resulting coded packet. Moreover, the destination node of that transmission is not set prior to transmission. Instead, nodes that successfully receive the encoded packet implicitly coordinate to select the node in charge of transmitting the received packet downstream. This can be implemented using, for instance, the ETX metric [1] , [2] .
We denote with z k i the number of packets sent by node i belonging to the information flow (s k , d k ). We use z i to indicate the total number of packets sent from node i, z i = k∈K z k i . We denote with j>i z k j the sum of packets transmitted by nodes j such that (j, i) ∈ E and node i is "closer" to d k than node j, according to the opportunistic routing metric used, that is, i has a smaller ETX metric than j. This implies that i is a potential forwarder of packets sent from node j. Similarly, j<i z k j indicates the sum of packets transmitted by nodes j such that j is closer to d k than node i (thus the notation "j > i").
Finally, we assume that the network coding operations are performed over a large enough Galois field to guarantee that a set of n packets, associated with coding vectors embedded in an m-dimensional vector space, n ≤ m, either generated by the same node or by a set of different nodes, are linearly independent. This can be achieved using, for instance, the well known random linear network coding scheme [4] , and it ensures that the forwarded network coded packets are innovative with high probability.
III. MODEL
For simplicity, we first consider the (unrealistic) scenario of a lossless wireless mesh network. Consider the case with |K| information flows. We denote with s k , d k the source and destination node for commodity k ∈ K, or simply, s, d, when k is clear from the context. To simplify the notation, we assume w.l.o.g. that source nodes, {s k }, do not have incoming edges and destination nodes, {d k }, do not have outgoing edges. If this is not the case, we can always consider a new graph obtained from G by adding a super-source node connected to all and only the source nodes; similarly, we can connect all destination nodes to a single super-destination node without outgoing edges.
We assume that network coding operations happen only among packets of the same flow (intra-flow coding). We consider the scenario where no additional inter-session network coding is not used. 1 Let U (·) be a differentiable, strictly concave, increasing function which represents the utility at every source node as a function of the sending rate. Finally, we indicate with c the vector of capacities {c ij }, and with Π the set of feasible rates determined by the underlying physical layer used as described in [10] , [11] .
In this scenario, we can model the network utility maximization problem as follows: P:
s.t.
Problem P aims at maximizing the aggregate utility of sources s k as a function of, z k s k the number of packets generated. Note that given Eq.(2), this problem is equivalent to maximizing the number of packets received at the destination nodes. In the case of a lossless network with intra-session network coding, this also represents the number of linearly independent (l.i.) packets generated at the source node 2 . In other words, we can interpret P as maximizing the sum of the dimension of the vector spaces generated at source nodes, {s k }. The higher the dimension of the vector space, the higher the utility of the corresponding source node.
Eq.(2)-(3) represent the mass conservation constraint in the frame of opportunistic routing with network coding. This is quite different from the traditional conservation equation used in different scenarios [10] , [12] . In the case of opportunistic routing and network coding, no path is computed explicitly. Instead, multiple paths are opportunistically used taking advantage of the broadcast nature of the wireless transmissions. Then, Eq.(2) ensures that the number of l.i. packets generated at source s k is equal to the number of l.i. packets received at destination, d
k , so that the destination node is actually able to decode and recover the original information. Eq.(3) ensures that the dimension of the vector space spanned by outgoing packets cannot exceed the dimension of the vector space spanned by incoming packets, i.e. that intermediate nodes do not generate new information. However, intermediate nodes can drop some (or all) of the received packets, for instance, as illustrated in Fig.1 .
Finally, Eq. (4) imposes that enough capacity is allocated to support transmissions, and Eq.(5) ensures that they represent a feasible rate assignment, [10] .
A. Decomposition and Interpretation
There exist different ways to solve P. In the following, we apply a dual decomposition of P, followed by a primal decomposition of the dual, and show how this leads to a simple and intuitive algorithm to solve P. A tutorial paper with a detailed description of decomposition methods for network utility maximization can be found in [13] . Consider the (partial) dual of P obtained relaxing Eq.(2), Eq.(4): D:
where, the dual function, D, is defined as:
We observe that while variable p must be non-negative, q is unconstrained. D(p, q) decomposes into three subproblems, D1:
D2:
D3:
where p i = j<i p ij . Problem (6) can be solved using a subgradient method.
(t) , the subgradient methods computes the (t + 1)-th as:
where, g(x (t) ) is any subgradient of f at x (t) , and α t > 0 is the t-th step size. Subgradient methods are extremely simple to implement and they are suitable to a large family of different problems (e.g., to minimize any convex function, regardless whether or not it is differentiable, both in the unconstrained and constrained scenario). In particular, subgradient methods are particularly well-suited for optimizing dual functions [14] . Let us consider Problem (6) . Dual variables q s k , {p ij } are associated to primal constraints Eq.(2), Eq. (4), respectively. Thus, a valid subgradient method to solve Problem (6) will update its variables as follows:
where z i (t), c ij (t) are the values of the optimal solution of the subproblems D1, D2, D3, when p ij = p ij (t), q s k = q s k (t), [·] + is the projection on the non-negative values,
+ = x iff x ≥ 0, 0 otherwise, and, α ij , β s k represent the step sizes associated with p ij and q s k respectively Let us now examine the structure and interpretation of the subproblems.
Problem D1 corresponds to congestion control. D1 has a similar structure to the TCP optimization problem [10] , [15] , [16] and has a single solution, z
However, interestingly enough, there is an additional term, q s k . In fact, in previous approaches the authors assume the routing to be fixed (at the time scale considered). As a result, the reaction of the TCP source only depends on the price p s k which is interpreted as a measure of congestion (e.g. queueing delay). Here, we do not assume a fixed route from s k to d k . Routes to d k are opportunistically selected in a hop-by-hop base, only upon successful packet receptions. This results in an additional price, q s k . We can interpret q s k through Eq. (17) . Every time the vector space generated at s k , z k s k , has higher dimension than the vector space received at destination, j>d k z j , which means that not all information generated at s k is successfully delivered to d k , the price q s k is increased. This, in return, increases the penalty (congestion) term in Eq. (11) Thus, we can interpret q s k as an end-to-end feedback that can be used to adjust the sending rate of the source based on what is actually received by the destination. The presence of this term is due to the fact that we do not have a fixed routing, where each intermediate node receives and forwards the same amount of information. Here, in order to reduce the overall number of transmissions needed, when the same information is successfully received by multiple nodes only one of them will trigger a transmission (for instance, the closer to d k in the ETX metric). The other nodes can safely store the packet, if any space is available, and use it for future coding operations; or discard it, if no more space is available at the node's buffer.
D2 represents the routing problem. It finds the routes that satisfy the conservation constraint Eq. (13) and have minimum total cost.
We note that z i = 0 ∀i = s is a feasible solution of Eq. (12)- (13) . However, in this case q s k will increase, according to Eq. (17), and thus cause an increase of the packets forwarded at intermediate nodes, z i , through Eq. (12)- (13).
An alternative interpretation of Problem D2 is obtained by noting that Eq. (12)- (13) can equivalently be written as:
This can be interpreted as a generalization of the wellstudied job scheduling problem [17] , [18] . For every commodity, k, we can think of variables z k i as indicating the amount of time associated to job i. Every job has a cost (either positive or negative) assigned to it, according to the coefficient associate to z k i in Eq. (18) . Jobs must be performed sequentially according to the underlying connectivity graph G: a new job can start only when at least one of the upstream jobs has been performed. Moreover, the amount of time assigned to job cannot exceed the amount of time assigned to predecessor (upstream) jobs, Eq. (19) . Given these constraints the goal is to maximize the overall profit, Eq. (18) .
Finally, D3 represents the wireless interference problem similarly to [12] . This problem well-known to be NP-Hard. Several heuristics have been proposed to achieve an approximate solution [10] , [12] , [19] .
In summary, problem P is the network utility maximization problem in the presence of intra-session network coding and opportunistic routing to forward coded packets. Using a partial dual decomposition, and a primal decomposition on the dual problem, P decomposes into three subproblems, which are optimized at three different layers, namely, transport, routing, and MAC layers. The MAC only depends on congestion prices, while the transport and the routing depend also on an additional price which accounts for any discrepancy between the information sent at s k and the information received at d k .
B. Lossy links
Let us denote with σ ij the loss probability over the logical link (i, j). We assume σ ij to be constant over the time scale considered (possibly variable in longer time window). We also assume that reception at different nodes are independent, as reported in recent measurement studies [20] .
In this scenario, problem P can be extended to model lossy networks as follows:
P':
Problem P' again aims at maximizing the aggregate network utility. In the lossy case the number of packets successfully forwarded to the source's neighbors, z k s k 1 − j<s σ sj , is smaller than the number of packets generate at the source, z k s k . To compensate for the random losses over the wireless medium, the source forwards a certain amount of redundant packets in addition to the innovative packets it generated. In particular, we have that z
is the redundancy rate and z s k is the number of innovative packets transmitted. Eq.(21) model the constraint that the aggregate amount of information sent from the source and successfully received by any neighbor node must be equal to the amount of information received by the destination node. Similarly to Eq.(3), Eq. (22) ensures that the vector space associated with outgoing packets does not exceed the vector space of incoming packets. In fact, a node can receive a packet and decide not to forward it (e.g. another neighboring node is in charge of that transmission). However, an intermediate node, by definition, cannot generate new information. Finally, we note that, there is a side benefit in this optimization model: estimating the loss rate probability does not require additional overhead, because opportunistic routing schemes, [2] , [1] , estimate and propagate those quantities anyway in order to compute the best routes.
In order to solve P', we can consider its dual problem:
where:
and apply the same methodology as in the case of Problem P.
IV. INSIGHT INTO PROTOCOL DESIGN
In the previous section, we have presented a simple optimization model that accounts for the interaction between the transport layer and opportunistic routing, network coding and the wireless medium. We have also developed a distributed solution that has an intuitive interpretation. In this section, we discuss how the insight gained from the analysis can be used for protocol design.
The opportunistic routing constraints are associated with the dual variables, {q s k }, which is explicitly tied to the difference between the dimension of vector space generated by the source and the dimension of the vector space received at destination, Eq. (17) . Contrary to prior work (such as [10] , which defined the congestion prices as local variables), q s k explicitly models an intuitive end-to-end signaling: source s k adjust its sending rate based on the price q k s , which in turn depends on both the current sending rate of s k and the information received at destination node d k trough Eq. (17) . The importance of fast end-to-end signaling is crucial for adjusting the source sending rate. For this same reason, the online network coding approach in [3] is more suitable for TCP than generation-based schemes such as the one in [4] .
Problem D2 gives us further insights. Consider the relaxation of D2 with respect to constraint Eq.(13), max zi≥0,i =s k∈K
this can be rewritten as,
where q out(i) represents the sum of prices q j associated with downstream nodes of node i, q out(i) = j<i q j .
We can see that the coefficient of variables {z i } depends on the (local) congestion prices p ij and on the difference (q out(i) − q i ). This can be interpreted as the back-pressure at node i generated by the union of its downstream neighbors.
A node which has more information than its downstream neighbors will be selected for transmission. However, as this difference becomes close to zero, so does the sending rate of i. This has an intuitive explanation since in the case of network coding and opportunistic routing we do not force a precise route. Instead, we just require that the vector space transmitted by vectors at i is received by any of the downstream nodes.
V. RELATED WORK
Since the seminal paper [21] , network utility maximization models have been long studied and generalized to different types of networks (see [22] , [23] and references therein). This work falls within the mathematical framework of "layering as optimization decomposition" [22] . However, compared to prior works, [12] , [10] , [24] , we consider a different scenario where both opportunistic routing and network coding are used. Opportunistic routing for wireless mesh was introduced and experimentally tested in [2] , which showed large benefits over traditional routing. The main idea behind [2] is to choose the next hop of a packet's route only after the packet has been successfully received by the sender's neighbors. In this way, a packet opportunistically leverages nodes' reception as they happen to approach its destination as fast as possible. In [1] , authors exploits the use of generation-based network coding to further improve the performance [2] . A sliding-window network coding scheme was introduced in [25] , [3] .
The most closely related work to ours is [19] and its extended version [5] . We consider the same problem as in [5] . However, our work differs both in the formulation (control variables) and in the decomposition methods used. In fact, we design our model considering the vector space spanned by the coding vectors at a each node, while in [5] the authors consider a system of credits transferred between logical edges between nodes. This results in a different and more intuitive model for the conservation equations. Finally, the solution of our model is obtained in a simpler way, applying a sub-gradient method to the dual problem.
VI. CONCLUSION
Opportunistic routing deals with the unpredictable losses of the wireless medium by allowing all nodes that successfully received the transmission to coordinate to forward it to the destination. This approach was proven to be beneficial in real implementations of wireless mesh networks [2] . However, it requires additional coordination among nodes. This overhead can be greatly reduced with network coding by not forwarding a single packet but a combination of them [1] .
In this work, we consider MORE [1] and we model the joint optimization of congestion control, opportunistic routing and network coding in wireless mesh networks as a network utility maximization problem. Dual algorithms have found an extensive number of applications both in wired and wireless networks [22] . We apply and extend this framework to the considered scenario, and we show how it immediately leads to an algorithm that is both simple to implement and to interpret.
