We consider the problem of using data in studies with an unobserved treatment/response variable in order to evaluate average causal effects, when cause-effect relationships between variables can be described by a directed acyclic graph and the corresponding recursive factorization of a joint distribution. The paper proposes graphical criteria to test whether average causal effects are identifiable even if a treatment/response variable is unobserved. If the answer is affirmative, we provide further formulations for average causal effects from the observed data. The graphical criteria enable us to evaluate average causal effects when it is difficult to observe a treatment/response variable.
INTRODUCTION
The central aim of statistical causal analysis is to evaluate the causal effect of a treatment variable on a response variable based on both qualitative causal knowledge and statistical data. Statistical causal analysis started with path analysis (Wright, 1923 (Wright, , 1934 , and progressed to structural equation models (e.g. Wold, 1954; Bollen, 1989) . It also has been modified to the case of categorical data (e.g. Goodman, 1973 Goodman, , 1974a McCutcheon, 1987; Hagenaars, 1993) . In addition, Pearl (2000) developed a new framework of causal modelling based on a directed acyclic graph and the corresponding nonparametric structural equation model. Furthermore, Pearl (2000, Ch. 3, 4) and Tian & Pearl (2002) have suggested several graphical identifiability conditions for causal effects, which enable us to evaluate causal effects from observational studies.
On the other hand, in observational studies, there often exist unobserved variables, which make it difficult to evaluate reliable causal effects. Methods such as the instrumental variable method and sensitivity analysis have been proposed to evaluate causal effects when unobserved variables are confounders between a treatment variable and a response variable. However, in some situations, even a treatment variable and/or a response variable are unobserved. For example, in case-control studies of congenital malformations, the mothers of malformed infants may recall all the possible exposures while the mothers of healthy infants may not recall even harmful exposures (Rothman & Greenland, 1998, p. 126) . Since the true exposures are unknown, we can only characterize the status of exposures according to the mothers' reports. Then misclassification may occur, which will bias a true effect towards or away from the null value, and may sometimes even reverse the direction of the effect (Dosemeci et al., 1990) . Similar manifestations occur in quality control during nondestructive testing (Kuroki & Miyakawa, 2004) , and in studying political actions when respondents' political orientations are unknown (Hagenaars, 1993, Ch. 5) .
These examples show the importance of evaluating causal effects even when a treatment/response variable is unobserved. It is necessary to provide identifiability criteria for causal effects under these circumstances, and this is the aim of this paper.
We assume the unobserved treatment/response variable to be binary, which may represent the exposed or unexposed status in the example of congenital malformations case-control studies, a defective or nondefective state of a product in the quality control context, or the liberal or conservative orientation in political action studies.
PRELIMINARIES 2·1. Bayesian networks
Let f (v 1 ,. . . , v n ) be a joint distribution of V = {V 1 ,. . . , V n } and let f (v i |v j ) be the conditional distribution of v i given v j . Similar notation is used for other distributions. Graph-theoretic terminology used in this paper is summarized in Appendix 1.
A representation of the conditional independencies among V 1 ,. . . , V n in the form of a directed acyclic graph is given in the following way. 
If a joint distribution is factorized recursively according to the graph G, the conditional independencies implied by the factorization (1) can be obtained from the graph G according to the following criterion (Pearl, 1988, p. 117 It can be shown that, if Z k d-separates Z i from Z j in a Bayesian network G, then Z i is conditionally independent of Z j given Z k in the corresponding recursive factorization (1); see for example Geiger et al. (1990) .
Note that Bayesian networks merely describe the conditional independence structure of a set of variables and additional assumptions are required for a causal interpretation as addressed in § 2·2. Pearl (2000, p. 70) defined the effect of an external intervention as a causal effect, where an 'external intervention' means that a variable is forced to take on some fixed value, Identifiability criteria for causal effects 39 regardless of the values of other variables. If the distribution of the remaining variables represented in the graph remains essentially unchanged by such an intervention, then the graph can be regarded as a causal diagram and the effect of the intervention can be calculated from the joint factorized distribution. The exact definition is given as follows.
2·2. Identification of causal effects
then G is called a causal diagram with regard to X and equation (2) is the causal effect of X on Y .
If equation (2) holds true with regard to all pairs of variables in the graph, then the whole graph is called causal. For more details about the relationship between Bayesian networks and causal diagrams, see Pearl (2000, Ch. 1) .
Given a causal diagram G, in order to evaluate the causal effect of X on Y from a joint distribution of observed variables, it is required to observe not only X and Y but also a set Z of other variables, such as confounders. Pearl (2000, p. 79) provided the 'back door criterion' as a graphical identifiability criterion for causal effects, where 'identifiable' means that f (y|set(X = x)) can be determined uniquely from a joint distribution of observed variables {X, Y }∪Z. When f (v 1 ,. . . , v n ) is a strictly positive joint distribution, the criterion is as follows.
DEFINITION 4. Suppose that X is a nondescendant of Y in a directed acyclic graph G. If a set Z of variables satisfies the following conditions relative to an ordered pair (X, Y ) of variables, then Z is said to satisfy the back door criterion relative to (X, Y ):
(i) no vertex in Z is a descendant of X; (ii) the set Z blocks every path between X and Y that contains an arrow pointing to X.
THEOREM 1. If X and Y are observed variables and a set Z of observed variables satisfies the back door criterion relative to (X, Y ) in a causal diagram G, then the causal effect of X on Y is identifiable and is given by the formula
When there exists a set Z of variables satisfying the back door criterion relative to (X, Y ) and Y is a binary variable, y∈{y 1 , y 2 }, then the average causal effect ACE(X→Y ) [y] of X on Y is defined as
where x 1 and x 2 are values assigned to X (Angrist et al., 1996; Pearl, 2000, p. 263) . Note that equation (4) is the average difference between the effects of setting X to x 1 and setting it to x 2 .
IDENTIFICATION OF AVERAGE CAUSAL EFFECTS
In § 2, it is assumed that both a treatment variable and a response variable are observable. If either of them is unobserved, we cannot identify the average causal effects even if the covariates satisfying the back door criterion can be observed. Thus, we need new graphical identifiability criteria for average causal effects. For this purpose, in the case where a treatment/response variable is unobserved, consider selecting indicators affected by a treatment/response in order to identify average causal effects. In the discussion below, it is assumed that a joint distribution f (v 1 ,. . . , v n ) and a causal diagram G are faithful to each other; that is, the conditional independence relationship in f (v 1 ,. . . , v n ) is also reflected in G, and vice versa (Spirtes et al., 2000, p. 31 
Note that both Z and T in Theorem 2 are sets of observed continuous/discrete variables and both x 1 and x 2 are possible values of X which can be a continuous or discrete variable. In addition, since the average causal effect is equal to zero and trivially identifiable in the case where Z d-separates X from Y in Theorem 2, we assume that Z does not d-separate X from Y . Furthermore, Theorem 2 also holds true in the case in which either T or Z is an empty set. Proofs of the results in this section are given in Appendix 2. 
The causal diagrams shown in Fig. 1 Furthermore, we can identify the average causal effect of the unobserved treatment/response variable on each of its indicators. First, consider identifying the average causal effects of Y on S in the causal diagram shown in Fig. 1(a) . The conditional risk difference of X on S given Z can be decomposed as
Since {S, X}∪Z is a set of observed variables, α(z) s 1 x can be identified. In addition, α(z) y 1 x can be identified from equation (A1 When both a treatment variable and a response variable are unobserved, we propose the following theorem.
THEOREM 3. Given a Bayesian network G on V with {S, S ,W , W ,X, X}∪T ∪ T ∪Z⊂V , suppose that the following hold: (i) if X =S, Y =X, W =W , S = S and T =T , {X, Y, S, W }∪T ∪Z satisfies conditions (a), (b), (c) and (d) in Theorem 2;
(
ii) if X =S, Y = X, S = S , W = W and T = {W }∪ T , {X, Y, S, W }∪T ∪Z satisfies conditions (a), (b), (c) and (d) in Theorem 2;
(iii) {X}∪Z d-separatesS from X. When Z satisfies the back-door criterion relative to (X, X), if the sign of the conditional risk difference α(z) x 1x ofX on X given Z for any Z = z is known, then the average causal effect ofX on X is identifiable.
Theorem 3 can be applied to the causal diagram shown in Fig. 2 with unobserved treatment variableX and response variable X, whereS andW are observed indicators of X, and S and W are observed indicators of X. Here, for simplicity we assume that bothT and T are empty sets in this graph.
As seen from Theorem 2, Corollary 1 and Theorem 3, if the sign of the conditional risk difference is unknown, we can provide bounds for the average causal effects, which may be the narrowest. Although there is much literature on bounds for causal effects (e.g. Manski, 1990; Pearl, 2000, Ch. 8; Lauritzen, 2001; Dawid, 2003) , they are mainly based on partial compliance information in experimental studies. Our discussion focuses on the case where a treatment/response variable is unobserved in observational studies. However, our results can also be applicable to experimental studies in which it is difficult to observe the true treatment/response variable but some indicators are observed. Thus, if one is formulating an experimental plan in which it is difficult to observe the true treatment/response variable, it is helpful, in order to evaluate causal effects, to include some observable indicators that are affected by the unobserved variable. Fig. 2 . Causal diagram in a study with unobserved treatmentX and response X. Fig. 3 . Causal diagram for the example (Hagenaars, 1993, p. 46 ).
EXAMPLE
Hagenaars (1993, Ch. 5) analyzed data from a political action study, in order to evaluate the causal effect of Education on Protest Tolerance and System Involvement. The size of the sample is 1156 and the variables of interest are the following: X 1 indicating System Responsiveness (1 = Low, 2 = High), X 2 indicating Ideological Level (1 = Ideologues, 2 = Nonideologues), X 3 indicating Repression Potential (1 = Low, 2 = High), X 4 indicating Protest Approval (1 = Low, 2 = High), X 5 indicating Conventional Participation (1 = Low, 2 = High), X 6 indicating Sex (1 = Men, 2 = Women), X 7 indicating Education (1 = Some college education, 2 = Less than college education), and X 8 indicating Age (1 = 16-34 years, 2 = 35-57 years, 3 = 58-91 years).
In addition, X 9 and X 10 represent respectively System Involvement and Protest Tolerance, both of which are assumed to be binary latent variables, 1 = High, 2 = Low, in Hagenaars (1993, p. 31) .
Hagenaars presented the graphical representation of the LISREL model, which includes a bi-directed arrow between X 6 and X 8 . In order to avoid unnecessary complications, we provide the graph shown in Fig. 3 by substituting the bi-directed arrow with X 6 ←U →X 8 by using an unobserved variable U . This directed acyclic graph model should encode the same conditional independencies as the one in (Hagenaars, 1993) . In the present paper, this graph is assumed to be a causal diagram.
Since the contingency table shown in (Hagenaars, 1993, p. 40) includes some zero-cells, it is difficult to apply our results to evaluate the average causal effect of X 9 on X 10 . Thus, we concentrate our discussion on evaluating the average causal effect of X 7 on X 9 . In order to avoid data sparsity, we use {X 6 , X 8 } as a set of covariates and {X 1 , X 5 } as a set of indicators. Theorem 2 can be then used to achieve our aim, since {X 6 , X 8 , X 9 } d-separates any vertex in {X 1 , X 5 , X 7 } from each other in Fig. 3 by setting Z = {X 6 , X 8 } and T in Theorem 2 to be empty sets. In addition, X 9 is not d-separated from any vertex in {X 1 , X 5 , X 7 } by {X 6 , X 8 }. Thus, when we can assume that the conditional risk differences of X 7 on X 9 in each stratum of {X 6 , X 8 } are positive, the average causal effect is 0·509, calculated from sample probabilities, which is not dependent on parametric assumptions such as log-linear models. Here, the simple bounds on the average causal effect of X 7 on X 9 provided by Kuroki (2005) are (0·261, 0·536) under the assumption that the average causal effect is positive; this range includes the above point estimate. On the other hand, Hagenaars (1993, p. 47) provides the point estimate 0·932 as the total effect of X 7 on X 9 , on the basis of the conditional odds ratio between X 7 and X 9 given {X 6 , X 8 } in the log-linear models. This result indicates that X 7 has a strong effect on X 9 (Hagenaars, 1993, p. 47) , which is also consistent with our result.
If the contingency table does not include any zero-cell, and we are trying to evaluate the average causal effect of X 9 on X 10 , then, if we let Z = {X 6 , X 7 , X 8 },S = X 1 ,W = X 5 , S = X 3 and W = X 4 , the set {X 1 , X 3 , X 5 ,. . . , X 9 } of variables satisfies condition (i) in Theorem 3, since {X 6 ,. . . , X 9 } d-separates any vertex in {X 1 , X 3 , X 5 } from each other in Fig. 3 . In addition, the set {X 1 , X 3 , X 4 , X 6 , X 7 , X 8 , X 10 } of variables satisfies condition (ii) in Theorem 3, since {X 6 , X 7 , X 8 , X 10 } d-separates any vertex in {X 1 , X 3 , X 4 } from each other in Fig. 3 . Furthermore, {X 6 ,. . . , X 9 } d-separates X 1 from X 10 . Thus, the average causal effect of X 9 on X 10 is identifiable from Theorem 3.
DISCUSSION
We close by mentioning some topics for further research. The graphical identifiability criteria for average causal effects proposed in this paper are closely related to those of one-factor models (Stanghellini, 1997; Vicard, 2000; Grzebyk et al., 2004; Stanghellini & Wermuth, 2005) . However, since this paper focuses on identifying average causal effects but not the path coefficients, our results are quite different from the identifiability condition for a single factor model. Thus, the detailed discussion regarding this difference will be a topic for future work. In addition, if the signs of the conditional risk differences are unknown, then only the bounds on the average causal effects can be evaluated; the average causal effects themselves cannot. Although such an assumption is not strict since it is widely used in many practical studies, it is still required to relax this assumption. Furthermore, the 'front door criterion' is well known as another identifiability criterion for average causal effects (Pearl, 2000, p. 82) . Although a slight revision of our results is available for the case where the front door criterion is used, a general discussion would be fruitful. Finally, as seen from the identification problems of latent class models (e.g. Anderson, 1954) , it is difficult to apply the result of this paper directly if an unobserved variable has more than two categories, since it is required to observe more indicators. The detailed discussion regarding this problem is also a future project.
