(A.4) Now, from Young's inequality (ab  a p /p + b q /q for 1/p + 1/q = 1) with p = 4/(2 ↵), and q = 4/(2 + ↵), we get
for someC ✏ . Plugging this in to (A.4) we get
(A.5)
A. APPENDIX
We will break the remainder of the argument into two cases:
and P
⇣f ⌘
where the last line follows because n to the right-hand-side of (A.5) to get
Plugging this into (A.5), we get
Again, noting that n
gives us
This completes the proof.
A. APPENDIX
A.3 Details for Estimating Classes with bounded l-th order TV
Our eventual goal in this section is to characterize the convergence rate obtained using the penalized estimator (12) with penalty P k when the true function f ⇤ is not in F k , but is in F l+1 for some l + 1 < k. In building up to this, and illustrating our method of proof, we give bounds on rates of convergence in the following illustrative examples:
1. Estimating a function in F 1 using P k (k > 1):
(a) Piecewise constant function with one knot.
(b) Piecewise constant function with multiple knots.
(c) Arbitrary function in F 1 .
2. Estimating a function in F l+1 using P k (k > l + 1 2):
(a) l-th order spline with one knot.
(b) l-th order spline with multiple knots.
(c) Arbitrary function in F l+1 .
A.3.1 Estimating a function in F 1 , using P k
In this section, we prove Lemma 3.1, giving an upper bound on the rate for estimating a function f ⇤ 2 F 1 with a k-th order total variation penalty, P k , for
As discussed in Section 3.2, the main idea here is to approximate the indicator function, I {x > 0}, by what we will call the k-th order soft indicator function: Before we continue, we note that for the class F k with our penalty P k , we get an entropy as in (24) with ↵ = 1/k [1]. Thus, the term depending on the entropy of our class (27) becomes
We will prove Lemma 3.1 first for piecewise constant functions with a single knot; then with multiple knots; and finally for general functions in F 1 .
A.3.2 Estimating Piecewise Constant Functions With A Single Knot
First we consider estimating f ⇤ , a piecewise constant function with a single jump. Without loss of generality suppose f ⇤ (x) = 0 ⇤ I {x > 0}. We use our k-th order soft indicator function to give approximating functions in F k : In
It is straightforward to show that
, and monotonically moves from 0, to 0 , in that interval.
The second follows from basic calculus (given in detail in Appendix A.6)
Remembering our earlier entropy bound (A.6), and recalling the result of Theorem 2.2, we now need to balance 2 0 (n) and
These terms are balanced by (n) = n 2k/(4k 1) 4k/(4k 1) 0
. Plugging this in to (25) gives
.
, we have the rate in (38).
A.3.3 Estimating a Piecewise Constant Function With Multiple Knots
We now generalize the result of the previous section to a function f ⇤ with multiple jumps:
We can approximate each jump by a k-th order soft indicator function; and define our approximator f O as the sum of all of these functions:
We first note that f O 2 F k . By the triangle inequality,
where
This exactly mirrors what we saw in the previous section. So choosing (n) = n 2k/(4k 1) P 1 (f ⇤ ) 4k/(4k 1) , again gives us the rate in (38).
One noteworthy aspect of the above result is that the number of knots does not show up in the rate -only the total variation shows up. This will be key in the next section, where we get identical bounds for general functions in
A.3.4 Estimating a General Function in F 1
We now prove Lemma 3.1 in its general form. Suppose that f ⇤ is any function in F 1 . Here we use the result of Birman and Solomyak [4] that for any , there exists a piecewise constant function functionf such that
for a constantC that does not depend on f withf taking the place of f ⇤ , i.e.,
From here we see that
for some constant C 1 , and,
Thus, using the same argument as before, we get the rate in (38).
A.3.5 Estimating a function in F l+1 using P k (k > l + 1 2)
In this section, we prove Lemma 3.2 about the estimation of functions with l + 1 order bounded variation, using P k , where k > l + 1; and l 1. We will again prove this Lemma in stages: First for a spline with a single knot; then a spline with multiple knots; and finally an arbitrary element of F l+1 .
A.3.6 Estimating a Natural Spline of order l with 1 knot
as discussed in Section 3.3. Noting that
and that
for some constant C 1 , which can again be seen from the discussion in Section A.6. Note that here we use weak derivatives.
A. APPENDIX Now using repeated integration (l times), and the fact that f
For some constant C 2 . Thus we have that f
2 . This implies that we need to balance
. Plugging this in to (25) gives us our rate in (39).
A.3.7 Estimating A Spline of Order l with multiple knots
We will use the same method of construction/proof as in Section A.3.3. We let f O be given by
Since P k is a semi-norm, it obeys the triangle inequality; so,
Additionally, using the arguments of Section A.3.6, we have
Using the same calculation and choice of as in the previous section we get the rate in (39).
A.3.8 Estimating a general function in F l+1
We now prove Lemma 3.2 in its general form. Suppose that f ⇤ lives in F l+1 , the class of bounded l + 1-th order total variation. This is equivalent to saying 
As before, we can explicitly writef l = P J( ) j=1 l! j, I {x > d j, } for some knots d j, and heights j, that depend on (and f ⇤ ). Note that we include an l! term in the representation.
From here we definef bỹ
where f ⇤ 0 (x) is an l-th order polynomial whose derivatives up to order l (including order 0) agree with f ⇤ at x = 1. We note that
In addition, using simple integration, as in Section A.3.6, we can show that
We define our representative as
Using the same argument as in A.3.7 we see that
This mirrors the result from Section A.3.6. Thus for the same choice of (n)
we get the rate in (39). This can be extended estimating general f ⇤ 2 F l+1 using essentially identical arguments as in Sections A.3.8 and A.3.7.
A.4 Details for Estimation with Sobolev Penalties
We now sketch similar results when we use Sobolev Penalties in our estimation procedure and/or when the true function lies in a class of bounded first order Total Variation.
First we consider estimating f ⇤ , a piecewise constant function with a single jump using P (·) = P Note in the case of a total-variation penalty (d = 1) we were able to use a k-th order soft indicator (and got a correspondingly better rate)
As before, it is straightforward to show that
The second inequality follows again from basic calculus (given in detail in Appendix A.6)
The entropy of the k-th order sobolev class is also given by (A.6) [25] , and recalling the result of Theorem 2.2, we now need to balance 2 0 (n) and
These terms are balanced by (n) = n 2k/(4k+1) 4k/(4k+1) 0 . Plugging this in
. We now bound our convergence rates when using a kth-order Sobolev penalty, where the true function lies in a class of bounded l + 1-th order total variation for 2  l + 1 < k.
We begin, as in Appendix A.3.6, by restricting f ⇤ to be a Natural Spline of order l with 1 knot. Suppose f ⇤ (x) = 0 x l I(x 0). Now, we approximate
We note that in Section A.3.6 we were able to use k,l ; however k,l 6 2 F d k . As A. APPENDIX in Section A.3.6, we get that
for some constants C 1 , C 2 . This implies that we need to balance
0
This is the rate we have in Lemma 4.4. Mirroring the arguments of Appendices A.3.8, and A.3.7, we can extend this to estimating arbitrary functions,
A.6 Properties of our B-spline representative
Here we discuss some properties of B-splines that were used in constructing our Before moving further, for m < k 1, let b
where this is defined based on weak derivatives for k = m.
Now we will consider properties of
note that f is a k-th order spline (only its last derivative changes nonsmoothly); and we have f (x) = 0 for x  and f (x) = 0 for x (by properties of b k 1 ).
We also note that
. Thus, for m  k we have
where this is defined based on weak derivatives for m = k.
Also, note that for m < k, and any d > 1 an identical argument can be used to show
. Here we need m < k, because the integral diverges to 1 using weak derivatives for m = k.
A.7 Bounds for Empirically Selected
Here we extend the discussion of bounds for the penalized estimator with selected empirically, that began in Section 3.1.
To begin, we consider why the optimal should be a function of both k (the smoothness induced by our penalty) and l (the true underlying smoothness of f ⇤ ). We build our intuition from a simpler scenario: Kernel Density Estimation
Suppose, we use a k-th order kernel to estimate a density from iid observations. Imagine that the true density g ⇤ has only l < k bounded derivatives.
In this case, our KDE can give a minimax optimal estimate (over the class of densities with bounded derivatives of order l). However, to do this, we must use a bandwidth that depends on l. This is because, for a given bandwidth, the variance of our estimator will be the same, regardless of l; but the bias will be a function l (smoother g ⇤ induce less bias at a given bandwidth). Thus, to balance bias and variance we must choose lower bias/higher variance estimates for less smooth functions. Now, let us relate this back to the current problem. For penalized estima-A. APPENDIX tors, determines the bias/variance tradeo↵ of an estimator (lower indicates a lower bias, higher variance estimate). In this case, if l is smaller, that would imply that f ⇤ is less smooth, and thus we need a smaller -value. This can also be directly observed in Theorem 2.2, where n is selected to be proportional to
increases, we need n to decrease (if the function is more rough, we shouldn't penalize roughness as much). In addition, our approximation theory results indicate that as l gets smaller, it takes a function
Even though the indicated depends on the unknown quantity l, these oracle bounds can still be useful in proving bounds for estimators with selected by split-sample validation. In particular, suppose our data is partitioned into a training subset, and a validation subset. For any given ,f is calculated by minimizing (12) (with that given ) over the training data. V is then selected as argmin 2⇤ f y n,V , the minimizer of the empirical error over the validation data; where ⇤ is a search space for . Using recent work [11] , one can shown that
where R n (⇤) is some excess error that depends on the complexity of ⇤.
Thus, if ⇤ ⌘ [ min , max ] with min shrinking su ciently quickly to 0, then
is upper-bounded (we believe in some cases, sharply)
A. APPENDIX by the results in Lemma 3.1 and Lemma 3.2. Characterizing the behaviour of R n (⇤) here would result in upper bounds on the error of the estimator obtained by solving the penalized regression problem (12) with chosen by split-sample validation. In particular [11] show that if the penalty is a squared-sobolevseminorm, and if min decreases at a polynomial rate, then R n (⇤) is negligible.
With slight modification (to move to the sobolev semi-norm), this could be used to show that with Sobolev semi-norm penalties, using split sample validation to select would result in an estimator that achieves our oracle rate. In this manuscript, we focus on bounding the oracle error -we leave engaging further with error for empirically selected , eg. using (A.9), to future work.
A.8 Additional Simulations
Here, we extend the simulation settings of Section 5 in two ways: First we use non-gaussian errors. In particular, we use errors that are uniformly distributed;
and double-exponential. In both cases we center/scale our errors to have mean 0 and variance 1. Our second modification is to include additional functions for f ⇤ . In particular, here we use still use a piecewise constant and linear function, but now generate those functions to have knots at a several (5 and 15 in our scenarios) random uniformly-generated locations (with random-sized jumps, also uniformly generated): These functions are given below in Figure 4: Average log(MSE) vs. log(n) for estimators with total variation penalties of degree 1, 2 and 3, along with a parametric oracle. In the left panels, data were generated using the regression function f ⇤ (x) = 3⇤I(x > 0.5); in the right panel, f ⇤ (x) = 3(x 0.5) + was used. In the top panel, ✏ i were uniformly distributed; in the bottom, from a double-exponential distribution. MSE was calculated as the average over 100 simulations for each n j = 200 ⇤ 1.5 j for j = 1, . . . , 5. Figure 6: Average log(MSE) vs. log(n) for estimators with total variation penalties of degree 1, 2 and 3 estimating piecewise polynomial functions with 5 knots. In the left panels, data were generated using the piecewise constant regression function seen in the left panel of Figure 5 ; in the right panel, the piecewise linear function in the right panel of Figure 5 was used. In the top panel, ✏ i were uniformly distributed; in the middle, from a double-exponential distribution, and in the bottom, from a gaussian. MSE was calculated as the average over 100 simulations for each n j = 100 ⇤ 1.5 j for j = 1, . . . , 5. Figure 8: Average log(MSE) vs. log(n) for estimators with total variation penalties of degree 1, 2 and 3 estimating piecewise polynomial functions with 15 knots. In the left panels, data were generated using the piecewise constant regression function seen in the left panel of Figure 7 ; in the right panel, the piecewise linear function in the right panel of Figure 7 was used. In the top panel, ✏ i were uniformly distributed; in the middle, from a double-exponential distribution, and in the bottom, from a gaussian. MSE was calculated as the average over 100 simulations for each n j = 100 ⇤ 1.5 j for j = 1, . . . , 5.
