ABSTRACT Spectrum prediction is known as an effective technique complementary to spectrum sensing, which infers the spectrum evolution from historical spectrum data especially the historical sensing data. However, the prediction in the presence of sensing errors lead to the deterioration of prediction accuracy. To address this issue, we present a minimum Bayesian risk-based robust spectrum prediction scheme (MBR-RSP) in this paper. We prove that the spectrum prediction output follows normal distribution through distribution fitting test, and formulate the problem of robust spectrum prediction in the presence of sensing errors as a binary hypothesis testing. On the basis of these, we develop MBR-RSP, in which the optimal threshold is proved to minimize the Bayesian risk of threshold detection. The experimental results both on simulated data and measured data show that the prediction accuracy of MBR-RSP outperforms that of neural network-based spectrum prediction in the presence of sensing errors. Moreover, in prediction-based dynamic spectrum access, the secondary user with the proposed MBR-RSP also shows the significant improvement in spectrum efficiency and the interference to primary users.
I. INTRODUCTION A. BACKGROUND AND MOTIVATION
The rapid development of the mobile internet and internet of things have triggered the explosive requirement of spectrum resource. The contradiction between the shortage of spectrum resource and the unbalanced utilization make dynamic spectrum access (DSA) become the potential solution [1] . To realize DSA, the first step is to capture the current spectrum state and future spectrum evolution via spectrum data analytics, such as spectrum sensing and spectrum prediction. Spectrum sensing detects the current spectrum state through various signal detection methods [2] - [5] , while spectrum prediction infers the future spectrum evolution from historical spectrum data by exploiting the inherent correlations [6] , [7] . Spectrum prediction has a wide range of applications in the DSA based mobile internet and internet of things, e.g. adaptive spectrum sensing [8] - [10] , proactive spectrum mobility [11] , [12] , smart topology control [13] , [14] and competitive spectrum auction [15] , [16] , etc. Spectrum prediction brings many merits to mobile internet and internet of things, e.g. adaptive spectrum sensing avoids the sensing energy waste by previous spectrum prediction, proactive spectrum mobility reduces the probability of collision through spectrum prediction, spectrum prediction based smart topology control mitigates rerouting frequency and improves end-to-end network performance such as throughput and delay.
B. CHALLENGES
The periodically obtained spectrum sensing data is the primary source of spectrum prediction. However, in wireless communication environment, the shadowing, fading and multipath effect result in inevitable sensing errors. Besides, the hardware limitations of receivers also lead to the anomalies in the sensing data. Therefore, sensing errors and anomalies are common in measured spectrum data: (i) weak signal maybe blocked and cause the received signal noise ratio (SNR) below the threshold, then the miss detection occurs; (ii) some noise higher than the detection threshold maybe detected to occupied the channel as the noise heterogeneity; (iii) some fake signals may generate from receivers when perform spectrum sensing with active antennas; (iv) occasional measure failures lead to random errors in sensing data. All these have negative effects on prediction performance, e.g. the instability and inaccuracy in spectrum prediction. Consequently, it is urgent to develop a robust spectrum prediction in the presence of sensing errors.
C. CONTRIBUTIONS
To address this issue, we present a MBR-RSP, i.e. Minimum Bayesian Risk based Robust Spectrum Prediction in the presence of sensing errors. The main contributions of this paper are summarized as follows:
• The spectrum prediction output is proved to follow Normal distribution through distribution fitting test, and the impact of sensing errors on the prediction accuracy is analyzed.
• The problem of robust spectrum prediction in the presence of sensing errors is formulated as a binary hypothesis testing, which reveals the relationship between the statistical characteristics of spectrum prediction output and the spectrum prediction performance.
• The MBR-RSP is developed to improve the prediction accuracy in the presence of sensing errors, and the performance is evaluated through measured data and simulated data.
The remainder of the paper is organized as follows. Section II presents some related studies. In Section III, we introduce the system model and formulates the problem. The MBR-RSP is proposed in Section IV. Section V evaluates the performance of prediction and the performance in DSA. Section VI conclude this paper.
II. RELATED WORK
In the past decade, the study of spectrum prediction has attracted increasing attention. The elementary work in [17] firstly applied spectrum prediction to forecast the appearance and duration of spectrum holes. Then, a lot of spectrum prediction algorithms have been proposed, including Markov model based spectrum prediction [18] - [20] , neural network based spectrum prediction [21] - [23] , linear spectrum prediction [25] , [26] , the pattern mining based spectrum prediction [27] , [28] .
The Markov model has an appealingly simple structure characterized by its state-transition matrix. Moreover, the HMM-based spectrum prediction also has solid statistics foundation and robustness in time sequence processing. Chen et al. [18] applied standard hidden Markov model (HMM) to predict the future states and the idle/busy durations of the channel. In [19] , the expectation maximization algorithm was developed for calculating the parameters of non-stationary hidden Markov model (NS-HMM), numerical results show the proposed NS-HMM outperforms the traditional HMM-based prediction. Eltom et al. [20] provided a thorough analysis on hard fusion-based cooperative spectrum occupancy prediction under the framework of HMM-based spectrum prediction. However, the performance of the HMM-based predictor suffers from two challenges. Since the radio environment is changing, the fixed states assumed in Markov modeling hard to capture the variations of the channel activities. Another limitation is that HMM-based predictor hard to find the optimized number of states.
From existing works, we can see that the neural networkbased predictor performs slightly better than the HMM-based predictor owing to the flexible number of states and a more efficient training mechanism [29] . In [22] , the performance of neural network-based spectrum prediction is evaluated and compared under the hypothesis of imperfect prediction. Bai et al. [23] designed an improved-back-propagation neural networks to perform spectrum prediction. In [24] , a wavelet neural network is applied for future channel occupancy status, the tradeoff has been archived between prediction accuracy, spectrum utilization and parameters initialization.
For linear prediction, the future values are predicted as a linear function of previous samples, which is widely used in the early development of spectrum prediction for its remarkable simplicity, including autoregressive (AR) model, the moving average (MA) model, the autoregressive moving average (ARMA) model and the autoregressive integrated moving average (ARIMA) model. Wen et al. [25] applied the AR model and Kalman filter to predict spectrum holes. Eltholth [26] improved the architecture and presented the Forward Backward AR model, which reduced the computational complexity.
The pattern mining is a classic data mining technique for discovering underlying patterns in large amounts of data. In [27] , a two-dimensional spectrum prediction scheme was developed on the basis of frequent pattern mining (FPM), where the sensing data are complete and anomaly-free. A partial periodic pattern mining (PPPM) based spectrum prediction is evaluated to outperform FPM by considering real patterns that do not repeat perfectly due to noise, sensing errors and irregular behaviors [28] .
Researchers also developed some other prediction methods, e.g. the multi-dimensional spectrum prediction scheme [30] , the support vector machine (SVM) based prediction [31] , and the learning automata-based prediction [32] . In [30] , the spatial-temporal opportunity detection was proposed to utilize spatial diversity to detect more spectrum access opportunities. Nevertheless, the spectrum access opportunities are still detected through spectrum sensing. In [31] , the proposed SVM solves regression problems in terms of support vector regression (SVR). In [32] , learning automata (LA) is proposed for predicting the spectrum access opportunities in CRNs. The LA technique generate the PU's activity model first and then updates the parameters of model through training.
However, these prediction algorithms assume that no error occur or without anomaly, which is impossible for spectrum sensing data. Actually, not only the various wireless communication effects result in sensing errors, but hardware limitations of receivers also result in the anomalies of spectrum sensing data. To the authorąŕs best knowledge, there is not much research on robust spectrum prediction in the presence of sensing errors. Ding et al. [33] developed twodimensional spectrum prediction algorithms from incomplete historical observations, some elements are assumed missing in the observed matrix, thus the problem is formulated as a matrix completion problem. Ding et al. [34] developed a robust online spectrum prediction algorithm with incomplete and corrupted historical observations on the basis of [33] , which formulated the problem as matrix completion and matrix recovery. The objective is filling the matrix with soft value and further inferring future value in time series mode. Moreover, our previous work [35] provided a preliminary study on robust spectrum prediction through simulated data.
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first introduce the neural network based spectrum prediction (NN-SP) to illustrate the prediction process. Then, we introduce the generation of the simulated data and the measured data. Thirdly, we evaluated the prediction performance in the presence of sensing errors.
A. NEURAL NETWORK BASED SPECTRUM PREDICTION
Spectrum prediction in time domain is regarded as binary time series-based prediction. The mechanism is exploiting the inherent correlations of historical spectrum data, e.g. historical spectrum state data, to forecast the spectrum states of next time slot. Generally, the spectrum state data can be denoted as binary spectrum occupancy (BSO) information (i.e. idle-H 0 and occupied-H 1 ). For a spectrum state matrix X ∈ R F×T , whose rows are the indices of frequency bands and columns are the indices of time slots. Each element x f ,t , f ∈ 1, . . . , F, t ∈ 1, . . . , T in matrix X denotes the spectrum state on the f -th frequency band in the t-th time slot. Each matrix row x f ,· := [x f ,1 , x f ,2 , . . . , x f ,T ], f ∈ 1, . . . , F denotes the spectrum state evolution of the f -th frequency band over T successive time slots, while x ·,t := [x 1,t , x 2,t , . . . , x F,t ] , t ∈ 1, . . . , T denotes the spectrum state distribution of F frequency bands in the t-th time slot. Spectrum prediction model studies the pattern from the spectrum state evolution, then infer the spectrum state of next time slot. The NN-SP is widely used spectrum prediction algorithm [29] , the prediction process is shown in Fig. 1 . The neural network generally contains one input layer, several hidden layers and one output layer. For the f -th frequency band, T − 1 historical spectrum states x f ,1 , x f ,2 , . . . , x f ,T −1 are sent successively into the input neurons, the neural network perform spectrum prediction and derive the prediction output y f ,T . After detected with threshold ε, y f ,T is converted to prediction resultx f ,T and outputs as the spectrum state of T -th time slot, i.e.
The NN-SP need to be trained until the error rate decrease to the preset level. According to the maximum likelihood criterion (ML), the NN-SP generally applying fixed threshold ε for detection [21] , [22] .
B. SPECTRUM STATE DATA
In this paper, we generate the spectrum state data in two ways, i.e. the spectrum state data generated in simulation and the spectrum state data generated by the measured spectrum data. The data processing of simulated data and measured data are discussed in the later.
1) SIMULATED SPECTRUM STATE DATA
Researchers have done many efforts to study the spectrum state modeling [36] - [40] . It was found that log-normal distribution can fit the holding and idle length quite well in many cases [36] . In [37] , it was found that the arrival interval can be well approximated as an exponential random variable. Further, [38] and [39] studied the 2.4 GHz WLAN frequency band. [38] found that the Pareto distribution fits the measurements better, while [39] found that the hyper-Erlang distribution fits the measurement better. In [40] , a heuristic model was presented by assuming exponential holding length, Gaussian transmission powers and uniform center frequencies. Reference [36] shows the modeling for typical frequency band. It was found that the 2.4GHz ISM band can be well fitted with a geometric distribution, and the uplink channel of GSM 1800 with high load can be well fitted with the heavy-tailed log-normal distribution. However, examples in [36] show that assuming geometric distribution for holding and idle lengths does not fit for every frequency band.
Consequently, we model the arrival intervals of primary users (PU) as an exponential distribution of parameter λ [37] and model the holding time of PU as a log-normal distribution of parameter µ [36] . Thus, the channel is busy with the probability P(H 1 ) = µ/λ and idle with the probability P(H 0 ) = (λ − µ)/λ. Accordingly, the traffic intensity of network is denoted as ρ = P(H 1 ) = µ/λ. Generally, the traffic intensity is also known as duty cycle (DC) [36] . VOLUME 6, 2018 2) MEASURED SPECTRUM STATE DATA In order to ensure the reproducibility of the analysis in this paper, we use an online measured spectrum data from RWTH spectrum measurement campaign [36. 1 The detailed parameters setting of measurement campaign is listed in Table I . We mainly focus on the spectrum band from 20MHz to 3GHz, as most of the popular services work in these spectrum bands. The popular services we interested are listed in Table II . • TV bands, originally allocated to TV services. As TV services transit from analog to digital TV transmission, the original TV band is under utilized. Recently, TV band is known as TV white space, which is quite popular band to DSA as its favorable propagation characteristic.
• ISM (Industrial, Scientific and Medical) band, at 2.4GHz is one of the hottest bands, which used by several popular unauthorized wireless communication services, e.g. ZigBee, WiFi, Bluetooth, Wireless Universal Serial Bus (USB). As all these popular services choose this band, ISM band becomes increasingly crowded when coupled with cordless phones and microwave ovens.
• LSA (Licensed Shared Access) band, has recently been introduced to promote spectrum sharing for 5G mobile broadband systems. LSA band aims to facilitate the introduction of radiocommunication system operated by a limited number of licenses under an individual licensing regime in a frequency band that already assigned to several incumbents. In LSA band, the additional users are authorized to access the spectrum in accordance with sharing rules to provide a certain Quality of Service (QoS). 1 In original measurement spectrum data [36] , the resolution bandwidth of each individual measurement band is 200 kHz and the sweep time is 1.8 seconds, which results in 2000 samples per hour for each individual frequency. For the consideration of saving processing time, we choose one sample data for every consecutive 100 samples, thus the interval between adjacent sampling data becomes 3 minutes for each individual frequency
• GSM 1800 Uplink band and Downlink band, are used by Global System for Mobile Communication. GSM is an open standard developed by 3GPP that is seen as a second generation (2G) mobile communication system.
For any service with a spectrum data matrix P ∈ P F×T , whose rows are the indices of frequency bands and columns are the indices of time slots. For each element p f ,t , f ∈ 1, . . . , F, t ∈ 1, . . . , T in matrix P denotes the measured power spectrum density (PSD) on the f -th frequency band in the t-th time slot. Each matrix row p f ,· :
. . , F denotes the PSD evolution of the f -th frequency band over T successive time slots, while p ·,t := [p 1,t , p 2,t , . . . , p F,t ] , t ∈ 1, . . . , T denotes the PSD distribution of F frequency bands in the t-th time slot. The PSD evolution over time (one week) and the state distribution over frequency of TV band is depicted in Fig. 2 . A important issue of the data processing is to convert the measured PSD into BSO information, where the measured PSD is compared with a predetermined threshold κ. The spectrum state is considered vacant if the PSD below the threshold, and is considered occupied if the PSD above the threshold. The spectrum state of the f -th frequency band and the t-th time slot is determined as
Since the measured spectrum data is obtained from energy detection, the BSO is related to the predetermined threshold κ. In this paper, we follow the general rules to set the predetermined threshold for each interested frequency band [39] .
C. SPECTRUM PREDICTION IN THE PRESENCE OF SENSING ERRORS
Since the generated spectrum state data are anomaly-free, we should inject the sensing errors to the spectrum state data. Note that the injection of anomalies is to simulate the sensing errors with the multi-path, fading and shadowing effects.
1) THE INJECTION OF SENSING ERRORS
To characterize the impact of anomaly data, we artificially inject anomalies to the simulated and measured spectrum state data, following the standard anomaly injection method used in existing works [40] , [ 41] . For the simulated spectrum state data, we set the fraction of entries to inject anomalies as 10%. For the measure spectrum state data, we scale the anomaly size by s = ±10 and also set the fraction of entries to inject anomalies as 10%. Fig. 3 shows the process of spectrum prediction in the presence of sensing errors.
2) THE PREDICTION PERFORMANCE IN THE PRESENCE OF SENSING ERRORS
The prediction performance are evaluated for simulated and measured spectrum state data. We quantify the spectrum prediction performance in the terms of prediction accuracy η, which is defined as the ratio of the number of wrong predictions to the number of total predictions, i.e.
The typical frequency bands are selected to show the prediction performance in the presence of sensing errors: f = 652.8MHz (DC = 0.8552) for TV band, f = 2430.4MHz (DC = 0.1228) for ISM band, f = 2356.6MHz (DC = 0.2651) for LSA band, f = 1755.6MHz (DC = 0.5098) for GSM1800 Uplink band and f = 1853MHz (DC = 0.4444) for GSM1800 Downlink band. Fig. 4 shows the prediction accuracy with different percentages of the inject anomalies. The data at the zero point of the horizontal axis denote the prediction accuracy without sensing errors. It can be seen that the prediction accuracy decrease with the percentage of the inject anomalies for both simulated data and measured data. Basically, the spectrum prediction is unavailable when injected 50% anomalies since the prediction accuracy are around 60%. For different frequency bands, the prediction performance have slightly differences. For example, GSM Uplink band has the best prediction performance when anomaly-free, and has the worst prediction accuracy when injected up to 50% anomalies. The impact of injected anomalies on the ISM band is relatively small. The prediction accuracy still above 70% when injected up to 50% anomalies. Considering the terrible prediction performance in the presence of sensing errors, it is urgent to develop a robust spectrum prediction scheme.
IV. THE MINIMUM BAYESIAN RISK BASED ROBUST SPECTRUM PREDICTION
In the former section, we have evaluated to what degree prediction performance is affected in the presence of sensing errors. To develop a robust spectrum prediction scheme, we still need to determine which type of distribution the spectrum prediction output follow. Next, we perform the distribution fitting test (DFT) to the spectrum prediction output, and establish the correlation between the detection threshold and the corresponding probability. Based on the discussion and analysis of Bayesian risk in the presence of sensing errors, we present the MBR-RSP. The optimal detection threshold is derived simultaneously.
A. DISTRIBUTION FITTING TEST
In this paper, the NN-SP is applied to perform spectrum prediction. The historical spectrum state data is input to the neural network. After processing, the neural network output the spectrum prediction output y f ,t . Threshold detection is applied to detect the spectrum prediction output y f ,t , and derive the predicted spectrum statesx f ,t ,
In order to explore the relationship between the detection threshold ε and the spectrum prediction output y f ,t . VOLUME 6, 2018 TABLE 3. RMSE and R 2 between the PDF of spectrum prediction output y f ,t and PDF of fitting distributions. 5 shows the probability distribution function (PDF) of spectrum prediction output y f ,t , as well as the goodness-offit of three typical continuous probability distributions, i.e. Normal distribution, Cauchy distribution and t distribution. Since root mean square error (RMSE) and coefficient of determination (R 2 ) are the most popular metrics to evaluate the goodness-of-fit, we show RMSE and R 2 in the figure [34] . RMSE is defined as
where f i andf i are the PDF of the spectrum prediction output and the fitting distribution, respectively. N is the points of PDF. RMSE indicate the errors between f i andŷ i . The smaller RMSE value indicates the better fitting. Coefficient of determination (R 2 ) is defined as the proportion of explained sum of squares (ESS) in the total sum of squares (TSS), i.e.
where
f i is the mean of f i . The greater of R 2 indicates the better goodness-offit [44] . It can be observed from the figure that the spectrum prediction output y f ,t around 0 when the spectrum states is idle, while the spectrum prediction output y f ,t around 1 when the spectrum states is busy. For different bands, the PDF shape characteristics of the spectrum prediction output have some differences. For the idle-state of simulated data, ISM band, LSA band, GSM1800 Uplink band, and the busy-state of ISM band, GSM1800 Downlink band, the PDF shape characteristics are steep, indicating the spectrum prediction output is concentrated. For the busy-state of simulated data, TV band, ISM band, LSA band, GSM1800 Uplink band, and the idle-state of TV band, GSM1800 Downlink band, the PDF shape characteristics are flat, indicating the spectrum prediction output is dispersed.
The comparison of RMSE and R 2 are also shown in Fig. 5 and Table. III. For one hand, we can observe that the RMSE of Normal distribution is much smaller than that of Cauchy distribution and t distribution, indicating the errors between PDF of the spectrum prediction output and the fitting distribution are negligible. For the other hand, it can be seen that the R 2 of Normal distribution is closer to 1 than that of Cauchy distribution and T distribution, indicating the goodness-of-fit of Normal distribution is better. Through the PDF shape characteristics, as well as RMSE and R 2 , it can be deduced that the spectrum prediction output y f ,t subjects to the Normal distribution.
However, it is noted that the comparison of RMSE and R 2 is not powerful enough. Next, we perform DFT to show the spectrum prediction output y f ,t follows the Normal distribution. 
1) SKEWNESS AND KURTOSIS TEST
mainly evaluates the variable from PDF shape characteristics, while the sample size is required n ≥ 100.
Skewness describes the symmetry of the distribution. Skewness s = 0 indicating that the symmetry of the distribution is same as that of Normal distribution. Skewness s ≥ 0 indicating the distribution is right-biased, and skewness s < 0 indicating the distribution is left-biased. The skewness of variable X is defined as the third moment of
Kurtosis describes the steepness of the distribution. Kurtosis k = 0 indicating that the steepness of the distribution is same as that of normal distribution. Kurtosis k ≥ 0 indicating the distribution is steeper than that of Normal distribution, and kurtosis k ≤ 0 indicating that the distribution is flatter than that of Normal distribution. The kurtosis of variable X is defined as the fourth moment of
Then, skewness and kurtosis of the population can be given as G s = B 3 /B 
),
).
for a sufficient large sample size n. Then the hypothesis test of distribution fitting can be given as
Thus, when H 0 is true and n is sufficiently large, we have G s ≈ s = 0 and G k ≈ k = 3. According to the Skewness and Kurtosis test, the acceptance region under significance level α is
where u s and u k are the observations of U s and U k , respectively. The critical value z α/4 = 1.96 can be obtained by querying the significance level table. We perform the skewness and kurtosis test under significance level α = 0.1 and sample size n = 200. Table. IV shows the test results of spectrum prediction output y f ,t on the simulated data and the measured spectrum data. It can be seen that all the values of skewness u s and kurtosis u k fall into the acceptance region, except the kurtosis u k of TV band busy-state, indicating that the spectrum prediction output y f ,t follows the Normal distribution. However, considering Skewness and Kurtosis test is a shape-feature based DFT, we need a more powerful conclusion.
2) SHAPIRO-WILK TEST
requires smaller sample size n ≤ 50. Monte-Carlo simulation has found that Shapiro-Wilk test has the best power for a given significance, followed closely by Anderson-Darling test.
The Shapiro-Wilk tests the null hypothesis H 0 that a sample x 1 , . . . , x n came from a normally distributed population. The test statistic is
where x (i) is the i-th order statistic, i.e. the i-th-smallest number in the sample,x is the sample mean. The constant a i are given by
where m = (m 1 , . . . , m n ) T , and m 1 , . . . , m n are the expected values of the order statistics of independent and identically distributed random variables sampled from the standard Normal distribution, and V is the covariance matrix of those order statistics. The steps of the Shapiro-Wilk test are as follows:
• Step 1, selecting n samples x 1 , . . . , x n from the population, and sorted in ascending order x (1) , . . . , x (n) .
• Step 2, querying the Table of coefficient a i to obtain the value corresponding to n and i.
• Step 3, computing the test statistics W as eq. (12).
• Step 4, selecting significance lever α, and querying the distribution of W (n, α) according to n and α.
• Step 5, comparing test statistics W and giving the conclusion. If W ≤ W (n, α), H 0 is refused and the normality of population is rejected. If W ≥ W (n, α), H 0 is accepted and the normality of population is accepted.
We perform the Shapiro-Wilk test under significance level α = 0.1 and sample size n = 30/50. Table. V shows the test results of spectrum prediction output y f ,t on the simulated data and the measured spectrum data. Since the acceptable region is W ≥ 0.939(n = 30) and W ≥ 0.955(n = 50), all the values of test statistics W within the acceptance region, indicating the spectrum prediction output y f ,t follows Normal distribution. However, since the test is biased by sample size, the test may be statistically significant from a Normal distribution in a large samples [45] . 
3) ANDERSON-DARLING TEST
is valid for sample size at least n = 8. Empirical testing has found that the Anderson-Darling test is not quite as good as Shapiro-Wilk test, but is better than the other tests. When applied to test whether a Normal distribution adequately describes a set, Anderson-Darling test is one of the most powerful statistical tool for detecting most departures from normality. The n samples x i , for i = 1, . . . , n first be sorted as x (1) ≤ x (2) ≤ · · · ≤ x (n) . The values x (i) are standardized to create new values y (i) , given by
wherex is the sample mean andσ is the sample variance. The test statistic is calculated using
where (·) is the standard Normal cumulative distribution function (CDF). Considering the variance and the mean of population are unknown, a modified statistic can be calculated using
If A 2 exceeds a given critical value, then the hypothesis of normality is rejected with some significance levels [46] .
We perform Anderson-Darling test under significance level α = 0.1 and sample size n = 500. The test results of spectrum prediction output y f ,t on the simulated data and the measured spectrum data are shown in Table. VI. Since the acceptable region is A 2 < 0.656(α = 0.1), all the values of test statistics A 2 within the acceptance region, indicating the spectrum prediction output y f ,t is the variable that follows Normal distribution.
In the above, we perform DFT on the spectrum prediction output y f ,t via Skewness and Kurtosis test, Shapiro-Wilk test and Anderson-Darling test. As all above DFT all accept the hypothesis that the prediction output y f ,t follows Normal distribution, it is confirmed that the spectrum prediction output y f ,t is a variable that follows Normal distribution.
The conclusion is drawn on the basis of NN-SP with certain structure [20 20 ], i.e. the neural network contain 20 neurons in the 1st hidden layer and 20 neurons in the 2nd hidden layer. Does the spectrum prediction output of the other neural network still follows the Normal distribution? To answer it, we further perform distribution fitting tests on the other neural network structure, the results are shown in Table. VII. Through 100 distribution fitting tests on each neural network, we found that most tests accept H 0 . Consequently, we determine the spectrum prediction output of the NN-SP is a variable that follows Normal distribution.
B. PROBLEM ANALYSIS
Denote the spectrum prediction output of idle-state as y 0 , and the spectrum prediction output of busy-state as y 1 . Since the spectrum prediction output has been proved to follow normal distribution, we assume y 0 follows the normal distribution with mean µ 0 and variance σ 2 0 , i.e. y 0 ∼ N (µ 0 , σ 2 0 ), and y 1 follows the normal distribution with mean µ 1 and variance σ 2 1 , i.e. y 1 ∼ N (µ 1 , σ 2 1 ). Then, the problem of spectrum prediction in the presence of sensing errors can be considered as a binary decision, and described as the following binary hypothesis testing problem:
where H 0 indicates y f ,T is detected to be idle and H 1 denotes y f ,T is detected to be busy. Hence, the probability of correctly predict busy P pd (ε) (spectrum band with busy-state predicted to be busy) can be given by (18) and the probability of mistakenly predict busy P pf (ε) (spectrum band with idle-state predicted to be busy) can be given by
where T (y) is the test statistic, i.e. T (y) = y f ,t . p 0 (y) and p 1 (y) are the PDF of y 0 and y 1 ,
29618 VOLUME 6, 2018 In the NN-SP, a fixed threshold is generally used to detect the spectrum prediction output under the maximum likelihood criterion, as shown in eq. (3). In practice, spectrum prediction is performed inevitably in the presence of sensing errors. We artificially inject 10% anomalies to the simulated and measured spectrum state data. Fig. 6 shows the PDF variation of spectrum prediction output y f ,t , the PDF of y f ,t changes significantly when perform spectrum prediction in the presence of sensing errors. At this time, the means of y 0 and y 1 are no longer µ 0 and µ 1 , and the variances of y 0 and y 1 are no longer σ 2 0 and σ 2 1 . If we still apply fixed threshold to detect spectrum prediction output, some y 0 are detected to by busy and some y 1 are detected to be idle, which lead to the decrease of prediction accuracy. If we inject more anomalies to the simulated and measured spectrum state data, the prediction performance will further deteriorate, as shown in Fig. 4 . Therefore, a detection threshold should be designed under some criterion, enabling predict robustly in the presence of sensing errors.
C. MINIMUM BAYESIAN RISK BASED ROBUST SPECTRUM PREDICTION 1) ROBUST SPECTRUM PREDICTION
in spectrum prediction, we design the detection threshold of prediction output under some criterion, so that the prediction performance maintains robust in the presence of sensing errors. In this paper, we design the minimum Bayesian risk based robust spectrum prediction. The detection threshold is derived to minimize the Bayesian risk, i.e. minimize the mean square error of detection.
Generally, Bayesian risk R is usually applied to evaluate the performance of a given estimator. The cost function (ζ ) = ζ 2 is denoted as a quadratic function, then the Bayesian risk is exactly the mean square error (MSE). The Bayesian risk indicates the cost of a given estimator.
Definition 1 (Cost Function): Let ζ = θ −θ denotes the error between θ and its estimatorθ . The cost function is defined as (ζ ) = ζ 2 . According to the MSE criterion, the expectation E [ (ζ )] is minimum.
Definition 2 (Bayesian Risk): Bayesian risk R is defined as the expectation of (ζ ), i.e. R = E [ (ζ )]. Note that the greater error ζ indicates the greater cost function (ζ ) and the greater Bayesian risk R.
Definition 3 (Bayesian Mean Square Error, BMSE): Given error as ζ = θ −θ , the BMSE is defined as
Theorem 1: For quadratic cost function, the Minimum Mean Square Error (MMSE) estimatorθ = E(θ|x) minimizes the Bayesian risk R.
Proof: According to Bayesian theorem, we have p(x, θ) = p(θ|x)p(x). Substitute equation (19) and we have
We have p(x) ≥ 0 for any x. If the integral in the square bracket is minimum for each x, the BMSE will be minimum, i.e. the Bayesian risk will be minimum. Given x so thatθ is a scalar variable, the derivative of eq. (20) is calculated as
let eq. (22) be zero and we havê
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The conditional integral of denominator is 1, then the optimal estimator that minimize BMSE is derived aŝ
The estimator that minimize BMSE is the MMSE estimator. Then, Theorem 1 is proved.
Accordingly, the Bayesian risk directly related to the quadratic of prediction errors. The MBR-RSP will minimize the prediction MSE.
For the quadratic cost function, the estimator that minimize the Bayesian risk R isθ = E(θ |x). The Bayesian risk is given as:
For spectrum prediction system, the average Bayesian risk can be expressed as (27) where P(D = 1|H 0 ) is the probability that the channel is detected busy under hypothesis H 0 , ij = 0 (i, j = 0, 1) is the cost that the channel is detected as H i under hypothesis H j . We consider two types of errors, i.e. the probability of false alarm P pf (ε t ) and the probability of miss detection 1 − P pd (ε t ) . If the channels are correctly predicted busy or idle, the cost function can be omitted, i.e. ii = 0 (i = 0, 1). Assume 10 denotes the cost that the channel is detected H 1 under hypothesis H 0 , and 01 denotes the cost that the channel is detected H 0 under hypothesis H 1 . We have 10 = (µ 1 − y f ,t ) 2 and 01 = (y f ,t − µ 0 ) 2 . Combining (16), (17) , (18) and (25), the Bayesian risk can be expressed as
where ε t is the detection threshold of the t-th time slot. The minimum Bayesian risk problem can be formulated as the optimization problem of detection threshold ε t in range (µ 0 , µ 1 ), i.e.
We compute the derivative of ε t for eq. (22):
Let ∂R/∂ε t = 0, and assume σ 2 0 ≈ σ 2 1 = σ 2 . The optimal detection threshold ε * t can be derived as
Theorem 2: If ε t = ε * t in the range (µ 0 , µ 1 ) is the optimal threshold that minimize the average Bayesian riskR, it should satisfy ∂ 2R /∂ε 2 t > 0.
> 0. Furthermore, as µ 0 < ε t < µ 1 , we have ε t − µ 0 > 0 and µ 1 − ε t > 0. Therefore, ∂ 2R /∂ε 2 t > 0, Theorem 2 is proved. Thus, ε * t is the optimal threshold that minimize the average Bayesian riskR. After mathematical derivations, our design 
Algorithm 1 MBR-RSP: Minimum Bayesian Risk Based Robust Spectrum Prediction
Initialize: Inject 10% anomalies to the measured PSD data and the simulated spectrum state data. Set f as the frequency band for measured PSD data. Convert the measured PSD data to the measured spectrum state data. The neural network (net) is trained by the measured spectrum state data and the simulated spectrum state data with given iterations, learning rate and training target.
1: while Spectrum prediction is ongoing, do do 2:
if x f ,t = 0, then y 0 (t idle ) = y f ,t and t idle = t idle + 1.
5:
otherwise, y 1 (t busy ) = y f ,t and t busy = t busy + 1.
6:
Obtain the mean and variance: 
10: Obtain the channel traffic: 13 :
14:
Update the detection threshold:
15:
. 16: if y f ,t ≥ ε * (t),x f ,t = 1. 17: otherwise,x f ,t = 0.
18:
end if 19: end for 20: end while of MBR-RSP is summarized in Algorithm 1, where t idle and t busy are the number of idle-state and busy-state, respectively.
2) COMPUTATIONAL COMPLEXITY ANALYSIS
The dominant computational cost in Algorithm 1 is computing the optimal detection threshold ε * t in line 15, the corresponding intermediate variables, i.e. µ 0 (t), µ 1 (t), σ 2 0 (t), σ 2 1 (t), P(H 0 ) and H (H 1 ), are calculated in line 7 to line 10, and line 13, with a computational cost O(t). Consequently, the computation cost of the developed MBR-RSP algorithm is mainly determined by the number of time slot t. In order to avoid the computational cost increasing with the number of time slot t and becoming unbearable, the delta computation can be applied, e.g. µ 0 (t) = , then the computational complexity can be greatly reduced. 
V. EXPERIMENTAL EVALUATION
In this section, we use the simulated data and the measured spectrum data described in Section III-B to demonstrate the effectiveness of the proposed MBR-RSP scheme.
A. EVALUATION SETUP
To characterize the impact of anomaly in spectrum sensing period, we artificially inject anomalies to the measured spectrum data and the simulated spectrum data according to the method described in the Section III-C, and also used in existing works [40] , [41] . Firstly, the prediction performance of MBR-RSP is compared with the traditional neural network based spectrum prediction (NN-SP) [21] under artificially injected anomalies. Then, the prediction results with optimal detection thresholds is depicted simultaneously to shown its robustness. Thirdly, MBR-RSP is performed under different traffic intensity to evaluate the impact on the prediction performance.
Then, we evaluate the performance of MBR-RSP in DSA. the spectrum efficiency and the probability of interference to PU are used as the metrics to evaluate the performance in DSA. The spectrum efficiency is defined as the ratio that the spectrum holes used by secondary user (SU) to the total spectrum holes. The probability of interference to PU VOLUME 6, 2018 FIGURE 9. The prediction results with MBR-RSP (The fraction of entries to inject anomalies is 10%).
P inter is defined as the ratio of the number of frames that SU transmits in occupied channel to the number of total frames. It is assumed that SU applies the frame structure of Fig. 7 in DSA [22] . At the frame beginning, SU first performs spectrum sensing. Then, SU performs channel estimation and starts transmission (when the channel is sensed idle), or keeps waiting (when the channel is sensed busy). At the same time of transmission (waiting), SU performs spectrum prediction at the background. For the prediction slot, SU performs spectrum prediction with MBR-RSP or NN-SP. The simulations are performed in the presence of sensing errors, i.e. P d = 0.95/P f = 0.05 and P d = 0.9/P f = 0.1 (P d and P f are the probability of detection and false alarm for spectrum sensing, respectively). For easy control of traffic intensity consideration, we use the simulated data in the following. The metrics are calculated over 10 4 frames.
B. PERFORMANCE EVALUATION
We first evaluate the prediction performance in statistical mode. The prediction performance is quantified by prediction accuracy, defined as eq. (3). Fig. 8 shows the prediction performance versus the percentage of the inject anomalies, in terms of prediction accuracy. The fraction of entries to inject anomalies is set 5% ∼ 50%. The prediction accuracy of NN-SP and MBR-RSP are calculated at 3000th time slot. For NN-SP, we can see the prediction accuracy decline as more anomalies injected. When injected up to 50% anomalies, the prediction accuracy of NN-SP declines seriously. However, the prediction accuracy of MBR-RSP always keeps at a relatively higher level. For simulated data and measured data, the prediction accuracy always keep above 80% when injected some percentage anomalies. From the comparison of simulated data and measured data of five bands, we can conclude that the prediction performance of MBR-RSP significantly outperforms NN-SP when data injected some anomalies. The MBR-RSP will provide relatively robust prediction performance when the sensing data been polluted. Fig. 9 shows the prediction results and optimal threshold for consecutive 2000 frames. The fraction of entries to inject anomalies is set as 10%. The traffic intensity of simulated data is set to P(H 0 ) = P(H 1 ) = 0.5. For simulated data and measured data, we do not observe the trend that prediction errors increase over time. As the prediction output always changes over time, the means and variances of prediction output always change over time, the optimal detection thresholds always change over time. For simulated data, ISM band data, GSM uplink band data and GSM downlink band data, the variation amplitude of optimal detection threshold is relatively small. While for TV band data and LSA band data, the variation amplitude of optimal detection threshold is relatively large. Fig. 10 shows the prediction performance versus the traffic intensity. As the traffic intensity of the measured data cannot be precisely set, we apply the simulated data to evaluate the prediction performance versus traffic intensity. The fraction of entries to inject anomalies is set 10%/20%. Firstly, We can observe that the prediction accuracy of medium traffic is relatively better than that of low/high traffic, which indicate the spectrum prediction obtain a better performance in medium traffic intensity. Secondly, we can also observe that the impact of increasing the inject anomalies on MBR-RSP is less than that on NN-SP, which indicates that MBR-RSP has better robustness in combating with sensing errors. Fig. 11 shows the spectrum efficiency versus the traffic intensity in the presence of sensing errors. It can be observed that the spectrum efficiency of MBR-RSP is much higher than that of NN-SP. For MBR-RSP, the spectrum efficiency is basically unchanged with the traffic intensity ρ. The reason is that the prediction accuracy of MBR-RSP maintains robust over times. Since SU can correctly detect the spectrum holes by spectrum sensing and spectrum prediction, the spectrum efficiency will be higher. For NN-SP, the prediction accuracy is gradually deteriorated due to the accumulation of sensing errors. If SU NN-SP incorrectly predicts the idle channel to be busy, SU will miss the transmission opportunities and the spectrum efficiency will drop. Therefore, it is observed that the spectrum efficiency of proposed MBR-RSP always outperforms that of NN-SP. The spectrum efficiency of MBR-RSP always keep at a relatively high level in different traffic intensity. The simulation results indicate the robustness of the proposed MBR-RSP in the presence of sensing errors. Fig. 12 shows the probability of interference to PU P inter versus the traffic intensity in the presence of sensing errors. It is observed that P inter of MBR-RSP and NN-SP both maintain at a relatively low level. This is due to SU adopt the strategy that spectrum prediction plus spectrum sensing, which is demonstrated in Fig. 7 . The idle-predict channel need to be confirmed again by spectrum sensing. Since spectrum sensing and spectrum prediction based on different mechanisms, the cascaded structure has a coupled effect on avoiding the interference to PU. For the better sensing performance, i.e. P d = 0.95/P f = 0.05, P inter of MBR-RSP and NN-SP keep basically unchanged with the traffic intensity. As better sensing performance will correct more prediction errors and reduce the interference to PU. For the worse sensing performance, i.e. P d = 0.9/P f = 0.1, P inter of MBR-RSP increases with the traffic intensity ρ. Since SU with MBR-RSP eliminates the effect of sensing errors, then the prediction accuracy keeps at a relatively high level, the count of spectrum sensing increases simultaneously, which further lead to the increasing of miss-detection, i.e. P inter increases. For worse sensing performance, P inter of NN-SP decreases with the traffic intensity. As the accumulation of sensing errors lead to the rapidly deterioration of prediction accuracy, the count of spectrum sensing will drop. Therefore, the rise of traffic intensity further reduce SU's transmission. Then, P inter of NN-SP drop with the traffic intensity.
VI. CONCLUSION
In this paper, we have developed a robust spectrum prediction scheme. The proposed MBR-RSP derives the optimal threshold through minimizing the Bayesian risk, and applies the optimal threshold to dynamically detect the prediction output. Experimental evaluations are performed via simulated data and measured spectrum data, which have shown that MBR-RSP can effectively performs robust spectrum prediction in the presence of sensing errors. SU with MBR-RSP have better performance compared with NN-SP in DSA. In this paper, the criterion we choose for optimizing the detection threshold is to minimize the Bayesian risk. Furthermore, there are a lot of alternative criterions, e. g. minimum variance unbiased criterion (MVU), maximum likelihood estimation criterion (MLE), maximum a posteriori criterion (MAP) and so on. We still need to clarify whether the optimal threshold obtained through the MBR criterion is with the most robustness among these criterions. In the future works, we will apply MBR-RSP in DSA to evaluate the prediction performance with measured spectrum data and in real environment. Furthermore, we plan to evaluate the impact of quantization order and spectrum prediction granularity on the prediction performance.
