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Abstract
In this paper we examine a control variate estimator for a quantity that can be expressed as
the expectation of a functional of a random process, that is itself the solution of a differential
equation driven by fast mean-reverting ergodic forces. The control variate is the expectation of
the same functional for the limit diffusion process that approximates the original process when
the mean-reversion time goes to zero. To get an efficient control variate estimator, we propose a
coupling method to build the original process and the limit diffusion process. We show that the
correlation between the two processes indeed goes to one when the mean reversion time goes to
zero and we quantify the convergence rate, which makes it possible to characterize the variance
reduction of the proposed control variate method. The efficiency of the method is illustrated on
a few examples.
1 Introduction
In this paper we consider a system driven by external time-dependent random forces and we aim
to compute a quantity of interest that is the expectation of a function of the system. The system
state is the solution of a differential equation (or a system of ordinary differential equations) driven
by external forces which are modeled as stationary random processes. The driving processes may
have complicated spectra that have to be taken into account to compute precisely the quantity of
interest. This happens for instance in seismic probabilistic risk assessment studies or in the analysis
of the structural performance of installations under seismic excitations [28] or under other loading
sources such as wind or waves [16, 29]. For instance, the reliability of complex systems such as fixed
or floating offshore wind turbines depends on its resistance against fatigue damage. Fatigue damage
can be assessed by time-domain simulations in which the structure is subjected to wind, wave and
current loads [5]. The different loads can be described by (locally) stationary Gaussian processes
with tabulated power spectral densities (such as the JONSWAP spectrum [14]). We may then wish
to estimate the mean cumulative fatigue damage or a probability of failure which corresponds to
the exceedance of a threshold value.
Monte Carlo simulations are standard to estimate the quantities of interest but they may be
very time consuming. We look for an efficient variance reduction technique in this framework. It
is known from the diffusion approximation theory [20, 6, 8] that the driving forces can often be
approximated by white noises and the responses of the system can then be modeled by stochastic
differential equations. This makes it possible to implement a partial differential equation approach
to compute the quantity of interest. However, the bias due to the approximation of the original
driving force by a white noise may be large and difficult to assess. To compensate for this bias,
one may think at a control variate method [11]. Such a strategy has already been implemented
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in a Markov chain Monte Carlo context, where the goal was to sample from a complex invariant
probability distribution of a Markov chain for which an approximate distribution has a known
expression. The expectation of the approximate distribution then provides an initial guess, which
can be corrected by simulating the two coupled processes to estimate the difference (in expected
values) between the true distribution and the approximate distribution [12]. The implementation of
a control variate method in our framework requires to be able to simulate the system driven by the
original driving force and the limit system driven by the white noise in such a way that both systems
are strongly correlated. Unfortunately, most diffusion approximation results are established in a
weak sense [6, 8]. Some strong results have been obtained but only when the drift is a term of
order one [18, 10, 23], not when it is a zero-mean large term as we deal with in this paper. In
this paper we build an efficient coupling between the original and limit systems, we establish a
strong convergence result by quantifying the mean square distance between the original and limit
processes, and we characterize the variance reduction of the control variate method. We show by
our theoretical results and numerical simulations that the variance reduction can be dramatic.
The paper is organized as follows. In Section 2 we introduce the random ordinary differential
equations addressed in this paper and we state the main results of the paper. Motivated by
applications in engineering mechanics and physics such as the study of the risk analysis of failure
for simple mechanical structures subjected to random vibrations [7, 1, 2, 21] or the modeling of
the stochastic dynamics of fluid-structure interaction in turbulent thermal convection [15], we also
consider the case of multivalued ordinary differential equations. In Section 3 we give a brief overview
of the properties of differential inclusions that appear in multivalued ordinary differential equations.
In Section 4 we state the diffusion approximation theorem that gives the convergence in probability
of the original process to the limit process. This theorem in extended to the multivalued case in
Section 5. In Section 6 we describe the control variate method and give estimates of the mean
square convergence rates that are needed to quantify the variance reduction of the method. Finally
in Section 7 we apply the control variate method to a few examples.
2 Main results
We consider the Rn-valued process Xε = (Xεt )t∈[0,T ] solution of the ordinary differential equation
(ODE)1
dXε
dt
= b(Xε) +
1
ε
σ(Xε)ηε, Xε0 = x0, (1)
where b(x) is a Lipschitz function from Rn to Rn, σ(x) is a function of class C2 with bounded
derivatives from Rn to Mn,d(R), and ηε is a Rd-valued rapidly varying mean-reverting process,
with a mean equal to zero, a unique invariant distribution, and a mean reversion time of the order
of ε2. More exactly, in this paper we address the case when ηε is a multivariate d-dimensional
Ornstein-Uhlenbeck process
dηε =
K
ε
dWt − A
ε2
ηεdt, (2)
where A is a d× d matrix, whose eigenvalues have positive real parts, K is a d× d′ matrix, andW
is a d′-dimensional Brownian motion. This model is classical. It can be encountered in earthquake
1Throughout the paper, symbols of scalar quantities are printed in italic type, symbols of vectors are printed in
bold italic type, and symbols of matrices are printed in bold type.
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engineering [22] and also in finance [30]. It can model stationary Gaussian processes with very
general spectra (see Section 4).
Our main original motivation is to estimate a quantity of the form Iε , E[f(XεT )] for a fixed
and small ε, for a smooth function f , and for some T > 0. It is possible to write a Kolmogorov
equation to get the value of Iε for the model (1-2), but this equation is formulated in a d + n-
dimensional space and it possesses large terms (of order ε−2) that give rapid fluctuations (at the
scale ε2). Its numerical resolution (with a finite difference method) is, therefore, challenging, if not
impossible, and we look for other resolution methods. It is possible to estimate Iε by a brute force
Monte Carlo method. However we know that the Monte Carlo method requires many simulations
to get an accurate estimation and we would like to propose an efficient variance reduction method.
The main idea is to find a limiting process U that approximates Xε when ε → 0 for which the
value E[f(UT )] is known (by solving a simple Kolmogorov equation) and then to propose a control
variate method to estimate Iε.
We consider the limiting Rn-valued process U solution of the stochastic differential equation
(SDE)
dU = b˜(U)dt+ Γ(U)dWt, (3)
where U share the same driving Brownian motion as η, with the functions b˜(u) from Rn to Rn
and Γ(u) from Rn to Mn,d′(R) given by
b˜j(u) , bj(u) +
n∑
i=1
(
(∂uiσ(u))A
−1Cσ(u)T
)
ji
, (4)
Γ(u) , σ(u)A−1K, (5)
and C is the d× d matrix defined by
C ,
∫ ∞
0
e−AsKKT e−A
T sds. (6)
We show in Proposition 4.6 that the continuous process (Xε −U) converges in probability to zero
as ε → 0. The fact that the continuous process Xε converges in distribution to U is well-known
[8, Chapter 6], but here we get a much stronger result with a particular coupling between the two
processesXε and U , that is needed to implement the control variate method that we have in mind.
We can now introduce the Monte Carlo method for the estimation of Iε. LetW k, k = 1, . . . , N ,
be N independent and identically distributed d′-dimensional Brownian motions. We consider two
Monte Carlo-type estimators of Iε:
1) the brute force Monte Carlo estimator is JˆεN ,
1
N
∑N
k=1 f(X
ε
T (W
k)), whereXε(W k) is the solu-
tion of (1-2) withW k. The estimator JˆεN is unbiased and its variance is Var(Jˆ
ε
N ) =
1
NVar(f(X
ε
T )) =
1
N [Var(f(UT )) +O(ε)] as ε→ 0.
2) the control variate estimator is IˆεN , I+
1
N
∑N
k=1 f(X
ε
T (W
k))−f(UT (W k)), where I = E[f(UT )]
can be computed exactly by solving a Kolmogorov equation. Note that the Kolmogorov equation
for I is formulated in a n-dimensional space and there is no large term. Therefore the evaluation of
I is here considered to be tractable by a finite difference method. We show in Proposition 6.1 that
the control variate estimator IˆεN is unbiased and its variance is Var(Iˆ
ε
N ) =
1
NVar(f(X
ε
T )−f(UT )) =
1
NO(ε
2) as ε→ 0. The behavior of the normalized variance NVar(IˆεN ) in O(ε2) is confirmed by the
numerical simulations that we report in Section 7.
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In addition, motivated by the examples that we address in Section 7, we consider the case where
the Rn-valued process Xε satisfies a multivalued ODE of the form
dXε
dt
+ ∂ϕ(Xε) ∋ b(Xε) + 1
ε
σηε, Xε0 = x0, (7)
and the case where Xε together with a Rm-valued process Zε satisfy the multivalued ODE
dXε
dt
+ ∂ϕ(Xε) ∋ bX(Xε,Zε) + 1
ε
σηε, Xε0 = x0,
dZε
dt
+ ∂ψ(Zε) ∋ bZ(Xε,Zε), Zε0 = z0.
(8)
Here σ ∈ Mn,d(R) is constant, b(x) from Rn to Rn, bZ(x,z) from Rn+m to Rm and bX(x,z)
from Rn+m to Rn are Lipschitz functions. The operators ∂ϕ and ∂ψ are the subdifferentials
of some lower semi continuous (l.s.c.) convex functions ϕ from Rn to [0,+∞] and ψ from Rm to
[0,+∞]. Stronger hypotheses will be assumed on ϕ compared to ψ as explained below and important
examples motivate the two situations. Propositions 5.2 and 5.4 show that the multi-valued process
Xε strongly converges to a limiting process solution of a multivalued SDE. Proposition 6.3 shows
that the control variate estimator has a nornalized variance of order ε2 for (7) and ε for (8).
3 Basic properties on differential inclusions
We recall that the subdifferential of a convex function F : Rq → (−∞,∞] such that Dom(F ),
{x ∈ Rq, F (x) <∞} is not empty, is the map from Rq to P(Rq) (the set of subsets of Rq) defined
by ∂F (x) , {ξ ∈ Rq, ∀z ∈ Rq, 〈ξ,z − x〉+F (x) ≤ F (z)} for x ∈ Dom(F ) and ∂F (x) = ∅ for x 6∈
Dom(F ). To grasp quickly the idea when q = 1, ∂F (x) can be seen as the set of sub-slopes of F at
the point x and when F is differentiable at the point x, ∂F (x) = {F ′(x)}. See [4] for more details.
One way to construct a solution to a multivalued ODE of the form (7) or (8) is to proceed by
penalization. The inclusion is replaced by an equality involving the Moreau-Yosida regularisation
of F : Rq → (−∞,+∞] (with F = ϕ, q = n or F = ψ, q = m), that is
∀p ≥ 1, ∀x ∈ Rq, Fp(x) , inf
z∈Rq
{
F (z) +
p
2
‖x− z‖2
}
. (9)
We recall from, for instance, Annex B in [27] some properties of Fp:
1. Fp : R
q 7→ R is a convex differentiable function,
2. ∀x ∈ Rq, ∂Fp(x) = {∇Fp(x)} and ∇Fp(x) ∈ ∂F (Jpx) where Jpx , x− 1p∇Fp(x),
3. ∃C > 0, ∀x ∈ Rq, ∀p, ‖Jpx‖ ≤ ‖x‖+ C,
4. ∀x,y ∈ Rq, ‖∇Fp(x)−∇Fp(y)‖ ≤ p‖x− y‖,
5. ∀x,y ∈ Rq, 〈∇Fp(x)−∇Fp(y),x− y〉 ≥ 0,
6. ∀x ∈ Rq,
〈x,∇Fp(x)〉 ≥ 0, (10)
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7. ∀x,y ∈ Rq,
〈∇Fp(x)−∇Fp′(y),x− y〉 ≥ −
(
1
p
+
1
p′
)
〈∇Fp(x),∇Fp′(y)〉, (11)
8. as a consequence of properties 2 and 3 above, we also have
sup
p≥1
sup
x∈Rq
‖∇Fp(x)‖
p(1 + ‖x‖) <∞. (12)
Thus, the penalized versions of (7) and (8) are
dXp,ε
dt
+∇ϕp(Xp,ε) = b(Xp,ε) + 1
ε
σηε, Xp,ε0 = x0, (13)
and 
dXp,ε
dt
+∇ϕp(Xp,ε) = bX(Xp,ε,Zp,ε) + 1
ε
σηε, Xp,ε0 = x0,
dZp,ε
dt
+∇ψp(Zp,ε) = bZ(Xp,ε,Zp,ε), Zp,ε0 = z0.
(14)
It can be shown [4] that, if ϕ satisfies the condition:
sup
p≥1
sup
x∈Rn
‖∇ϕp(x)‖ <∞, (15)
where ϕp is the Yosida approximation (9) of ϕ, then the sequence of solutions of (13) {Xp,ε, p ≥ 1}
is a Cauchy sequence in C([0, T ];Rn), the limit Xε satisfies the differential inclusion (7) and its
solution is unique.
A similar statement using the sequence of solutions of (14) {(Xp,ε,Zp,ε), p ≥ 1} in C([0, T ];Rn×
R
m), holds for the existence and uniqueness of a solution for (8) when ϕ (but not necessarily ψ)
satisfies the condition (15), while ψ satisfies the assumption:
sup
p≥1
ψp(z0) <∞. (16)
For the convenience of the reader we give the proofs of these results in Appendix A.
4 Diffusion approximation for a driving multivariate Ornstein-
Uhlenbeck process
4.1 Formulation of the problem
We consider the Rn-valued process Xε solution of the ODE (1) when ηε is the multivariate d-
dimensional Ornstein-Uhlenbeck process (2). We give several explicit examples.
Example 4.1. ηε is a one-dimensional Ornstein-Uhlenbeck process, d = d′ = 1, A,K > 0,
dηε = −A
ε2
ηεdt+
K
ε
dWt. (17)
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Example 4.2. ηε is a Langevin process
dηε1 =
1
ε2
ηε2dt, (18)
dηε2 = −
1
ε2
[
µηε1 + γη
ε
2
]
dt+
K
ε
dWt, (19)
which corresponds to d = 2, d′ = 1, A =
(
0 −1
µ γ
)
, and K =
(
0
K
)
. The process ηε1 is a white-
noise driven linear oscillator with stiffness µ > 0 and damping γ > 0. It can be encountered in
earthquake engineering because it is considered to be a realistic type of random forcing to represent
seismic excitation (it is the so-called Kanai-Tajimi model [22]).
Example 4.3. If η˜ε is a real-valued zero-mean stationary Gaussian process with power spectral
density PSDε(ω) = ε2PSD(ε2ω), PSD(ω) =
∑q
k=1
σ2
k
1+ω2/∆Ω2
k
, then it has the same distribution as
the process
∑q
k=1 σkη
ε
k where η
ε is solution of (2) with d = d′ = q and
A = K = diag
(
∆Ωk, k = 1, . . . , q
)
.
This shows that any zero-mean stationary Gaussian process with power spectral density that can be
decomposed as a sum of centered Lorentzians belongs to the model (2).
Example 4.4. If η˜ε is a real-valued zero-mean stationary Gaussian process with power spectral
density PSDε(ω) = ε2PSD(ε2ω), PSD(ω) = 12
∑q
k=1
σ2
k
1+(ω−ωk)2/∆Ω
2
k
+
σ2
k
1+(ω+ωk)2/∆Ω
2
k
, then it has the
same distribution as the process
∑q
k=1 σkη
ε
2k−1 where η
ε is solution of (2) with d = d′ = 2q and
A = ⊕qk=1
(
∆Ωk −ωk
ωk ∆Ωk
)
, K = ⊕qk=1
(
∆Ωk 0
0 ∆Ωk
)
.
This shows that any zero-mean stationary Gaussian process with power spectral density that can be
decomposed as a sum of non-centered Lorentzians belongs to the model (2).
We also consider the limiting Rn-valued process U solution of the SDE (3). Our goal is to show
that the continuous process (Xε −U) converges in probability to zero as ε→ 0.
4.2 Main convergence result
The process η1 is a Gaussian, Markov process. It has the form
η1t = e
−Atη10 +
∫ t
0
e−A(t−s)KdWs.
Its infinitesimal generator is:
Q =
1
2
d∑
k,k′=1
d′∑
k′′=1
Kkk′′Kk′k′′∂
2
ηkηk′
−
d∑
k,k′=1
Akk′ηk′∂ηk . (20)
The properties of the matrix A show that the process η1 is stationary and ergodic; its unique
invariant probability measure is the Gaussian measure with mean zero and variance C given by
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(6).
The process (Xε,ηε,U) is Markov with generator Lε given by:
Lε = 1
ε2
Q+
1
ε
[ n∑
j=1
d∑
i=1
σji(x)ηi∂xj +
n∑
j=1
d∑
i=1
d′∑
k=1
Γjk(u)Kik∂
2
ηiuj
]
+
[ n∑
j=1
bj(x)∂xj +
1
2
n∑
i,j=1
d′∑
k=1
Γik(u)Γjk(u)∂
2
uiuj +
n∑
j=1
b˜j(u)∂uj
]
, (21)
where Q is the generator (20).
We introduce the generator L defined by
L =
n∑
j=1
b˜j(x)∂xj +
n∑
j=1
b˜j(u)∂uj +
1
2
n∑
i,j=1
[Γ(x)Γ(x)T ]ij∂
2
xixj
+
1
2
n∑
i,j=1
[Γ(u)Γ(u)T ]ij∂
2
uiuj +
n∑
i,j=1
[Γ(x)Γ(u)T ]ij∂
2
xiuj . (22)
Lemma 4.5. For any smooth and bounded test function φ : Rn × Rn → R and any ε > 0 there
exists a test function φε such that
sup
(x,u)∈K
|φε(x,u,η)− φ(x,u)| ≤ Cε(1 + ‖η‖2) , (23)
sup
(x,u)∈K
|Lεφε(x,u,η)− Lφ(x,u)| ≤ Cε(1 + ‖η‖3) , (24)
for any compact subset K of R2n.
Proof. Let φ(x,u) be a smooth and bounded test function. We look for a perturbed test
function φε of the form
φε(x,u,η) = φ(x,u) + εφ1(x,u,η) + ε
2φ2(x,u,η) . (25)
Applying Lε to this φε we get
Lεφε =1
ε
[
Qφ1(x,u,η) +
n∑
j=1
d∑
i=1
σji(x)ηi∂xjφ(x,u)
]
+
[
Qφ2(x,u,η) +
n∑
j=1
d∑
i=1
σji(x)ηi∂xjφ1(x,u,η) +
n∑
j=1
d∑
i=1
d′∑
k=1
Γjk(u)Kik∂
2
ηiujφ1(x,u,η)
]
+
[ d∑
j=1
bj(x)∂xjφ(x,u) +
d∑
j=1
b˜j(u)∂ujφ(x,u) +
1
2
n∑
i,j=1
d′∑
k=1
Γik(u)Γjk(u)∂
2
uiujφ(x,u)
]
+O(ε) . (26)
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The term O(ε) depends on the first-order derivatives of φ1 and φ2 with respect to x and on the
first- and second-order derivatives of φ1 and φ2 with respect to u.
We define the first corrector φ1 to cancel the ε
−1 term in (26). This gives a Poisson equation
for φ1 as a function of η with (x,u) ∈ R2n a frozen parameter. The Poisson equation
Qg = −η (27)
can be solved by Fredholm alternative because the process η1 has mean zero (with respect to the
invariant probability measure) [8, Chapter 6]. We can write a solution in the form:
g(η) =
∫ ∞
0
E[η1s|η10 = η]ds,
which is here linear in η:
g(η) = A−1η. (28)
Therefore we set
φ1(x,u,η) =
n∑
j=1
d∑
i=1
σji(x)gi(η)∂xjφ(x,u). (29)
We cannot define the second corrector φ2 so as to cancel the order-one terms in (26) because that
would require solving a Poisson equation with a right-hand side that is not centered. To center
this term we subtract its mean relative to the invariant distribution of η1. This gives the Poisson
equation
Qφ2(x,u, η) +
n∑
j=1
d∑
i=1
σji(x)ηi∂xjφ1(x,u,η) +
n∑
j=1
d∑
i=1
d′∑
k=1
Γjk(u)Kik∂
2
ηiujφ1(x,u,η)
− E
[ n∑
j=1
d∑
i=1
σji(x)η
1
i,0∂xjφ1(x,u,η
1
0) +
n∑
j=1
d∑
i=1
d′∑
k=1
Γjk(u)Kik∂
2
ηiujφ1(x,u,η
1
0)
]
= 0 ,
where the expectation E is taken over η10 with respect to the invariant probability measure with
density p∗. This equation has a solution φ2 that is smooth in (x,u) and quadratic in η. Note that
φ1(x,u,η) and φ2(x,u,η) depend only on σ(x) and its first-order derivatives, and not on b. By
assuming that σ belongs to C2 with bounded derivatives, we get the control of the O(ε) term in
(26). It follows that
Lεφε =E
[ n∑
j=1
d∑
i=1
σji(x)η
1
i,0∂xjφ1(x,u,η
1
0) +
n∑
j=1
d∑
i=1
d′∑
k=1
Γjk(u)Kik∂
2
ηiujφ1(x,u,η
1
0)
]
+
[ n∑
j=1
bj(x)∂xjφ(x,u) +
n∑
j=1
b˜j(u)∂ujφ(x,u) +
1
2
n∑
i,j=1
d′∑
k=1
Γik(u)Γjk(u)∂
2
uiujφ(x,u)
]
+O(ε) .
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Using (29), the expectation takes the form
E
[ n∑
j=1
d∑
i=1
σji(x)η
1
i,0∂xjφ1(x,u,η
1
0) +
n∑
j=1
d∑
i=1
d′∑
k=1
Γjk(u)Kik∂
2
ηiujφ1(x,u,η
1
0)
]
=
n∑
j,j′=1
d∑
i,i′=1
E
[
η1i,0gi′(η
1
0)
]
σji(x)∂xj
(
σj′i′(x)∂xj′φ(x,u)
)
+
n∑
j,j′=1
d∑
i,i′=1
d′∑
k=1
E
[
∂ηigi′(η
1
0)
]
Γjk(u)Kik∂uj
(
σj′i′(x)∂xj′φ(x,u)
)
.
From the explicit form (28) of g we get
E
[
η1i,0gi′(η
1
0)
]
=
d∑
k=1
(A−1)i′kCki = (A
−1C)i′i and E
[
∂ηigi′(η
1
0)
]
= (A−1)i′i.
Therefore
E
[ n∑
j=1
d∑
i=1
σji(x)η
1
i,0∂xjφ1(x,u,η
1
0) +
n∑
j=1
d∑
i=1
d′∑
k=1
Γjk(u)Kik∂
2
ηiujφ1(x,u,η
1
0)
]
=
n∑
j,j′=1
d∑
i,i′=1
(A−1C)i′iσji(x)∂xj
(
σj′i′(x)∂xj′φ(x,u)
)
+
n∑
j,j′=1
d∑
i,i′=1
d′∑
k=1
Γjk(u)Kikσj′i′(x)(A
−1)i′i∂ujxj′φ(x,u)
=
n∑
j,j′=1
(
σ(x)A−1Cσ(x)T
)
j′j
∂xj′xjφ(x,u)
+
n∑
j′=1
( n∑
j=1
(∂xjσ(x))A
−1Cσ(x)T )j′j
)
∂xj′φ(x,u)
+
n∑
j,j′=1
(
σ(x)A−1KΓ(u)T )j′j∂ujxj′φ(x,u)
=
1
2
n∑
j,j′=1
(
σ(x)(A−1C+CAT
−1
)σ(x)T
)
jj′
∂xj′xjφ(x,u)
+
n∑
j′=1
(
b˜j′(x)− bj′(x)
)
∂xj′φ(x,u)
+
n∑
j,j′=1
(
Γ(x)Γ(u)T )j′j′∂ujxj′φ(x,u).
We have from dη1 = KdWt −Aη1dt and Itoˆ’s formula:
d(η1i η
1
j ) =
d′∑
k=1
(Kikη
1
j +Kjkη
1
i )dWkt +
d′∑
k=1
KikKjkdt−
d∑
k=1
(Aikη
1
kη
1
j +Ajkη
1
kη
1
i )dt.
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Taking the expectation (under the invariant probability measure) gives the identity:
KKT −CAT −AC = 0.
By left-multiplying by A−1 and by right-multiplying by AT
−1
we find
A−1KKTAT
−1 −A−1C−CAT−1 = 0,
which gives
σ(x)(A−1C+CAT
−1
)σ(x)T = Γ(x)Γ(x)T ,
and we obtain the desired result:
Lεφε = Lφ+O(ε).
Proposition 4.6. If Xε0 = U0, then the continuous process (X
ε − U) converges in probability to
zero as ε→ 0.
The convergence holds in the space of continuous functions equipped with the topology associ-
ated to the uniform norm over compact intervals.
Proof. By the perturbed test function method (see Chapter 6 in [8]), Lemma 4.5 establishes that
the continuous process (Xε,U) converges in distribution to the Markov process with infinitesimal
generator L defined by (22). The infinitesimal generator L can be associated to a diffusion process
(X˜ , U˜) that is solution of the coupled stochastic differential equations:
dX˜ = b˜(X˜)dt+ Γ(X˜)dW˜t,
dU˜ = b˜(U˜ )dt+ Γ(U˜ )dW˜t,
where W˜ is a d′-dimensional Brownian motion. This shows that, if X˜0 = U˜0 almost surely, then
X˜t − U˜t = 0 for all t almost surely. Therefore, if Xε0 = U0, then the continuous process (Xε −U)
converges in distribution to 0, which implies convergence in probability.
4.3 Applications
Example 4.7. We consider the process Xε solution of the ODE (1) where ηε is the rapidly varying
mean-reverting process (17). We also consider the limiting process
dU = b(U)dt+
K
A
σ(U)dWt +
K2
2A2
(σ(U) · ∇u)σ(U)dt,
driven by the same Brownian motion. The continuous process (Xε − U) converges in probability
to zero as ε→ 0.
Example 4.8. We consider the process Xε solution of the ODE (1) where ηε is the rapidly varying
mean-reverting process (18-19). We also consider the limiting process
dU = b(U)dt+
K
µ
σ(U)dWt +
K2
2µ2
(σ(U) · ∇u)σ(U)dt,
driven by the same Brownian motion. The continuous process (Xε − U) converges in probability
to zero as ε→ 0.
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5 Diffusion approximation for a driving multivariate Ornstein-
Uhlenbeck process : the multivalued case
5.1 Diffusion approximation for Equation (7)
We assume that b is Lipschitz and that ϕ satisfies the condition (15).
Lemma 5.1. We have for all p ≥ 1:
sup
ε
E
[
sup
t≤T
‖Xp,εt −Xεt ‖2
]
≤ CT
p
,
where Xp,ε is the approximation (13) of Xε.
Proof. Using (11), we get
1
2
‖Xp,εt −Xq,εt ‖2 =
∫ t
0
〈Xp,εs −Xq,εs , b(Xp,εs )− b(Xq,εs )〉 ds
−
∫ t
0
〈Xp,εs −Xq,εs ,∇ϕp(Xp,εs )−∇ϕq(Xq,εs )〉 ds
≤ C
∫ t
0
‖Xp,εs −Xq,εs ‖2ds
+
(
1
p
+
1
q
)∫ t
0
〈∇ϕp(Xp,εs ),∇ϕq(Xq,εs )〉 ds.
Then under the condition (15) and from an application of Gronwall inequality, we obtain
‖Xp,εt −Xq,εt ‖2 ≤ Cb,ϕ,t
(
1
p
+
1
q
)
.
Here the constant Cb,ϕ,t depends on b, ϕ and t. This implies the result.
We consider the Rn-valued process Xε solution of the multivalued ODE (7) when ηε is given
by (2). We also consider the limiting Rn-valued process UX solution of the multivalued SDE
dUX + ∂ϕ(UX)dt ∋ b(UX)dt+ ΓdWt, (30)
driven by the same Brownian motion, with Γ = σA−1K. Existence and uniqueness of the solution
of (30) is the same one as in Theorem A.1.
Proposition 5.2. The continuous process (Xε −UX) converges in probability to zero as ε→ 0.
Proof. Using the same arguments as in the proof of Lemma 5.1, we get that
∀p ≥ 1, E
[
sup
t≤T
‖UX,pt −UXt ‖2
]
≤ CT
p
, (31)
where UX,p is an approximation of UX in the following sense:
dUX,p +∇ϕp(UX,p)dt = b(UX,p)dt+ ΓdWt.
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Therefore, for any δ > 0 and p,
P
(
sup
t≤T
‖Xεt −UXt ‖ ≥ δ
)
≤ P
(
sup
t≤T
‖Xεt −Xp,εt ‖ ≥
δ
3
)
+ P
(
sup
t≤T
‖Xp,εt −UX,pt ‖ ≥
δ
3
)
+ P
(
sup
t≤T
‖UX,pt −UXt ‖ ≥
δ
3
)
≤ 18CT
pδ2
+ P
(
sup
t≤T
‖Xp,εt −UX,pt ‖ ≥
δ
3
)
,
by Markov inequality. From Proposition 4.6, we have
lim sup
ε→0
P
(
sup
t∈[0,T ]
‖Xεt −UXt ‖ ≥ δ
)
≤ 18CT
pδ2
,
which holds for any p, hence the desired result.
5.2 Diffusion approximation for Equation (8)
We assume that bX and bZ are Lipschitz, that ϕ satisfies (15), and that ψ satisfies (16).
Lemma 5.3. For all p ≥ 1, we have
sup
ε
E
[
sup
t≤T
{‖Xp,εt −Xεt ‖2 + ‖Zp,εt −Zεt ‖2}
]
≤ CT
p
,
where (Xp,ε,Zp,ε) is the approximation (14) of (Xε,Zε).
Proof. We first note that ψ satisfies (12). Using (11) for ϕ and ψ, we get
1
2
‖Xp,εt −Xq,εt ‖2 +
1
2
‖Zp,εt −Zq,εt ‖2
=
∫ t
0
〈
Xp,εs −Xq,εs , bX(Xp,εs ,Zp,εs )− bX(Xq,εs ,Zq,εs )
〉
ds
+
∫ t
0
〈
Zp,εs −Zq,εs , bZ(Xp,εs ,Zp,εs )− bZ(Xq,εs ,Zq,εs )
〉
ds
−
∫ t
0
〈Xp,εs −Xq,εs ,∇ϕp(Xp,εs )−∇ϕq(Xq,εs )〉 ds
−
∫ t
0
〈Zp,εs −Zq,εs ,∇ψp(Zp,εs )−∇ψq(Zq,εs )〉 ds
≤ C
∫ t
0
{‖Xp,εs −Xq,εs ‖2 + ‖Zp,εs −Zq,εs ‖2}ds
+
(
1
p
+
1
q
){∫ t
0
‖∇ϕp(Xp,εs )‖‖∇ϕq(Xq,εs )‖ds+
∫ t
0
‖∇ψp(Zp,εs )‖‖∇ψq(Zq,εs )‖ds
}
.
From (15), ∫ t
0
‖∇ϕp(Xp,εs )‖‖∇ϕq(Xq,εs )‖ds ≤ Ct.
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From now on we focus on
∫ t
0 ‖∇ψp(Zp,εs )‖‖∇ψq(Zq,εs )‖ds. Let us proceed with the following expan-
sion
ψp(Z
p,ε
T ) = ψp(z0) +
∫ T
0
〈∇ψp(Zp,εs ), bZ(Xp,εs ,Zp,εs )−∇ψp(Zp,εs )〉 ds,
which implies
ψp(Z
p,ε
T ) +
1
2
∫ T
0
‖∇ψp(Zp,εs )‖2ds ≤ ψp(z0) +
1
2
∫ T
0
‖bZ(Xp,εs ,Zp,εs )‖2ds.
Therefore
ψp(Z
p,ε
T ) +
1
2
∫ T
0
‖∇ψp(Zp,εs )‖2ds ≤ ψp(z0) +
C
2
∫ T
0
{1 + ‖Xp,εs ‖2 + ‖Zp,εs ‖2}ds. (32)
We study the term in the integral of the right-hand side of the inequality (32):
‖Xp,εs ‖2 + ‖Zp,εs ‖2 = ‖Xp,ε0 ‖2 + ‖Zp,ε0 ‖2 + 2
∫ s
0
〈
Xp,εr , b
X(Xp,εr ,Z
p,ε
r )−∇φp(Xp,εr ) + σ
ηεr
ε
〉
ds
+ 2
∫ s
0
〈
Zp,εr , b
Z(Xp,εr ,Z
p,ε
r )−∇ψp(Zp,εr )
〉
ds
≤ ‖Xp,ε0 ‖2 + ‖Zp,ε0 ‖2 + 2C
∫ s
0
{1 + ‖Xp,εr ‖2 + ‖Zp,εr ‖2}dr
+
∫ s
0
〈
Xp,εr ,σ
ηεr
ε
〉
dr. (33)
where we have used (10) to get the last inequality. We want to estimate the last term of the
right-hand side of (33). If we introduce the function φ(x,η) =
〈
x,σA−1η
〉
, then we get by (27-28)
E
[
εφ(Xp,εs ,η
ε
s))− εφ(Xp,ε0 ,ηε0)
]
=− E
[ ∫ s
0
〈
Xp,εr ,σ
ηεr
ε
〉
dr
]
+ E
[ ∫ s
0
〈
εbX(Xp,εr ,Z
p,ε
r )− ε∇ϕp(Xp,εr ) + σηεr,σA−1ηεr
〉
dr
]
.
As ηε is stationary:
E
[ ∫ s
0
〈
σηεr,σA
−1ηεr
〉
dr
]
= C0s, C0 = E
[ 〈
ση10,σA
−1η10
〉 ]
.
As ∇ϕp is bounded and bX is Lipschitz, we get∣∣∣∣E[ ∫ s
0
〈
Xp,εr ,σ
ηεr
ε
〉
dr
]∣∣∣∣ ≤ Cs+Cε(‖Xp,ε0 ‖+E[‖Xp,εs ‖2]1/2+∫ s
0
{E[‖Xp,εr ‖2]+E[‖Zp,εr ‖2]}1/2dr
)
.
Therefore, by substituting into (33), we can deduce that
sup
s≤t
E
[‖Xp,εs ‖2 + ‖Zp,εs ‖2] ≤ C (1 + ∫ t
0
sup
s≤r
E
[‖Xp,εs ‖2 + ‖Zp,εs ‖2] dr) ,
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which yields by Gronwall’s inequality
sup
s≤t
E
[‖Xp,εs ‖2 + ‖Zp,εs ‖2] ≤ C exp(Ct).
The constant C does not depend on ε, p. Substituting into (32) and using (16) and ψp ≥ 0 (by (9))
gives
sup
p
sup
ε
E
[∫ T
0
‖∇ψp(Zp,εs )‖2ds
]
<∞. (34)
Finally, combining inequalities above, we obtain
E
[
sup
s≤t
{‖Xp,εs −Xq,εs ‖2 + ‖Zp,εs −Zq,εs ‖2}] ≤C ∫ t
0
E
[
sup
s≤r
{‖Xp,εs −Xq,εs ‖2 + ‖Zp,εs −Zq,εs ‖2}]dr
+ C
(
1
p
+
1
q
)
,
which in turn provides
E
[
sup
s≤t
{‖Xp,εs −Xq,εs ‖2 + ‖Zp,εs −Zq,εs ‖2}] ≤ C (1p + 1q
)
.
The constant C does not depend on ε, p, q. The proof is complete.
We consider the Rn × Rm-valued process (Xε,Zε) solution of the multivalued ODE (8) when
ηε is given by (2). We also consider the limiting Rn×Rm-valued process (UX ,UZ) solution of the
multivalued SDE
dUX + ∂ϕ(UX)dt ∋ bX(UX ,UZ)dt+ ΓdWt, dUZ + ∂ψ(UZ)dt ∋ bZ(UX ,UZ)dt, (35)
driven by the same Brownian motion, with Γ = σA−1K. Existence and uniqueness of the solution
of (35) is the same one as in Theorem A.2.
Proposition 5.4. The continuous process (Xε−UX ,Zε−UZ) converges in probability to zero as
ε→ 0.
Proof. Using the same arguments as in the proof of Lemma 5.3 (note that E
[∫ s
0
〈
U
X,p
r ,ΓdWr
〉]
=
0), we get that
∀p ≥ 1, E
[
sup
t≤T
{
‖UX,pt −UXt ‖2 + ‖UZ,pt −UZt ‖2
}]
≤ CT
p
, (36)
where (UX,p,UZ,p) is an approximation of (UX ,UZ) in the following sense{
dUX,p +∇ϕp(UX,p)dt = bX(UX,p,UZ,p)dt+ ΓdWt,
dUZ,p +∇ψp(UZ,p)dt = bZ(UX,p,UZ,p)dt.
(37)
The proof is then similar as the one of Proposition 5.2.
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6 Control variate method
6.1 Ordinary differential equations
Here we consider Xε solution of (1). We want to estimate Iε = E[F (Xε)] for a fixed (but small)
ε, where F is a continuous function. We assume that it is possible to compute I = E[F (U)] using
an analytic formula or by solving a PDE with arbitrary accuracy. This is the case for instance if
F (U) =
∫ T
0 h(Us)ds + f(UT ) and then one can obtain I by solving a parabolic equation via the
Feynman-Kac formula. Alternatively, we may assume that we can estimate E[F (U)] by a massive
Monte Carlo method which is possible because each simulation is light as the time step does not
need to be ε-dependent.
The idea is then to use a control variate method, which is a variance reduction technique used
in Monte Carlo simulation. The control variate estimator has the form
IˆεN =
1
N
N∑
k=1
F (Xε(W k))− F (U(W k)) + E[F (U)], (38)
where Xε(W ) is the solution of the stochastic differential system (1-2) driven by the Brownian
motion W , U(W ) is the solution of the stochastic differential system (3), and W k, k = 1, . . . , N ,
are independent Brownian motions. The estimator IˆεN is unbiased and its variance is
Var(IˆεN ) =
1
N
Var
(
F (Xε)− F (U)). (39)
SinceXε−U converges to zero in probability as ε→ 0, the variance of the control variate estimator
IˆεN is much smaller than the variance
Var(JˆεN ) =
1
N
Var
(
F (Xε)
)
of the standard Monte Carlo estimator
JˆεN =
1
N
N∑
k=1
F (Xε(W k)),
when ε is small. In fact, using the perturbed test function method, one can show the following
proposition.
Proposition 6.1. If F (X) is of the form F (X) = f(Xt) for a function f : R
n → R which is
smooth with bounded derivatives and for some t ∈ [ε, T ], then there exists C > 0 such that
NVar(IˆεN ) ≤ Cε2. (40)
The important hypothesis is that f should be smooth. We could certainly relax the hypothesis
on the bounded derivatives by using uniform estimates of high-order moments of the process Xε.
The result of the proposition can be deduced from the following lemma.
Lemma 6.2. Let f be a smooth function from Rn to R with bounded derivatives. Let T > 0. There
exists C > 0 such that, for any t ∈ [ε, T ],
E
[(
f(Xεt )− f(Ut)
)2] ≤ Cε2. (41)
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Proof of the lemma. We define
φ(x,u) = (f(x)− f(u))2. (42)
Lemma 4.5 applied to φ gives an estimate for (41) of order ε, but the particular form of φ makes
it possible to get ε2, as we show below in several steps.
Step 1. There exist smooth functions φ1i, φ20, φ2ij ,Λ1i,Λ1ijk with bounded derivatives such that
φε(x,u,η) =φ(x,u) + εφ1(x,u,η) + ε
2φ2(x,u,η), (43)
φ1(x,u,η) =
d∑
i=1
φ1i(x,u)ηi, (44)
φ2(x,u,η) =φ20(x,u) +
d∑
i,j=1
φ2ij(x,u)ηiηj, (45)
Lεφε(x,u,η) =εΛ1(x,u,η) +O(ε2), (46)
Λ1(x,u,η) =
d∑
i=1
Λ1i(x,u)ηi +
d∑
i,j,k=1
Λ1ijk(x,u)ηiηjηk. (47)
Proof. We apply the perturbed test function method as described in the proof of Lemma 4.5 and
we get the result by keeping track of the η-dependence of the perturbed functions φ1 and φ2.
Step 2. For s ≤ t, the conditional distribution of ηεt given Fs = σ(Wu, u ≤ s) is
N
(
exp
(− A(t− s)
ε2
)
ηεs,
∫ (t−s)/ε2
0
e−AuKKT e−A
T udu
)
. (48)
There exists λ,C > 0 such that∣∣E[ηεi,t|Fs]∣∣ ≤ e−λ(t−s)/ε2‖ηεs‖, (49)∣∣E[ηεi,tηεj,tηεk,t|Fs]∣∣ ≤ Ce−λ(t−s)/ε2‖ηεs‖(1 + ‖ηεs‖2). (50)
Proof. We can integrate (2) from s to t:
ηεt = exp
(− A(t− s)
ε2
)
ηεs +
∫ t
s
exp
(− A(t− u)
ε2
)K
ε
dWu,
which gives (48) and
E
[
ηεt |Fs
]
= exp
(− A(t− s)
ε2
)
ηεs.
Eq. (49) is a straightforward consequence. Eq. (50) follows from (48) and Isserlis theorem for
multivariate normal random vectors.
Step 3. If (x,u) 7→ ψ(x,u) is a smooth function with bounded derivatives, then there exists
C > 0 such that, for all i, j, k = 1, . . . , d and t ∈ [ε, T ]:∣∣E[ηεi,tψ(Xεt ,Ut)]∣∣ ≤ Cε, (51)∣∣E[ηεi,tηεj,tηεk,tψ(Xεt ,Ut)]∣∣ ≤ Cε. (52)
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Proof. We have for any t ∈ [ε, T ] and δ < ε:
ψ(Xεt ,Ut) = ψ(X
ε
t−δ ,Ut−δ) +
∫ δ
t−δ
1
ε
ψ1(X
ε
s ,Us,η
ε
s)ds
+
∫ δ
t−δ
ψ2(X
ε
s ,Us)ds+
d∑
j=1
∫ δ
t−δ
ψ3j(X
ε
s ,Us)dWjs,
with
ψ1(x,u,η) =σ(x)η · ∇xψ(x,u),
ψ2(x,u) =[b(x) · ∇xψ + b˜(u) · ∇uψ +∇uψTΓ(u)TΓ(u)∇uψ](x,u),
ψ3j(x,u) =
n∑
i=1
∂uiψ(x,u)Γij(u).
We have, by (49), ∣∣E[ηεi,tψ(Xεt−δ ,Ut−δ)]∣∣ = ∣∣E[E[ηεi,t|Ft−δ ]ψ(Xεt−δ ,Ut−δ)]∣∣
≤ C exp(−λδ/ε2).
Similarly, for any s ∈ [t− δ, t]∣∣E[ηεi,tψ1(Xεs ,Us,ηεs)]∣∣ = ∣∣E[E[ηεi,t|Fs]ψ1(Xεs ,Us,ηεs)]∣∣
≤ C exp(−λ(t− s)/ε2),∣∣E[ηεi,tψ2(Xεs ,Us)]∣∣ ≤ C exp(−λ(t− s)/ε2),
and for j = 1, . . . , d′ and for any positive q,∣∣E[ηεi,t ∫ t
t−δ
ψ3j(X
ε
s ,Us)dWjs
]∣∣
≤
q−1∑
k=0
∣∣E[E[ηεi,t|Ft−kδ/q ]∫ t−kδ/q
t−(k+1)δ/q
ψ3j(X
ε
s ,Us)dWjs
]∣∣
≤
q−1∑
k=0
∣∣E[E[ηεi,t|Ft−kδ/q ]2]1/2[ ∫ t−kδ/q
t−(k+1)δ/q
E[ψ3j(X
ε
s ,Us)
2]ds
]1/2
≤ C
q−1∑
k=0
exp(−λkδ/(qε2))
√
δ/q.
Consequently∣∣E[ηεi,tψ(Xεt ,Ut)]∣∣
≤ C exp (− λδ
ε2
)
+
C
ε
∫ t
t−δ
exp
(− λ(t− s)
ε2
)
ds+ C
√
δ√
q
q−1∑
k=0
exp
(− λkδ
qε2
)
≤ C exp (− λδ
ε2
)
+
Cε
λ
+ C
√
δ√
q
q−1∑
k=0
exp
(− λkδ
qε2
)
.
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By taking δ = ε2| ln ε|/λ and q = [| ln ε|] we finally get
∣∣E[ηεi,tψ(Xεt ,Ut)]∣∣ ≤ C ′ε+ C ′ε ∞∑
k=0
e−k ≤ C ′′ε,
which gives the first desired result. The calculations with the third-order product of coefficients η
are similar and use (50).
Step 4. Proof of the lemma.
For any t ∈ [ε, T ], we have
E
[
φ(Xεt ,Ut)
]
= E
[
φε(Xεt ,Ut,η
ε
t)
]− εE[φ1(Xεt ,Ut,ηεt)]+O(ε2)
= E
[
φε(Xεt ,Ut,η
ε
t)
]
+O(ε2),
because (44) and (51) give E[φ1(X
ε
t ,Ut,η
ε
t)] = O(ε).
We have
E
[
φε(x0,x0,η
ε
0)
]
= εE
[
φ1(x0,x0,η
ε
0)
]
+O(ε2) = O(ε2),
because E[φ1j(x0,x0)η
ε
j,0] = φ1j(x0,x0)E[η
ε
j,0] = 0 for all j = 1, . . . , d.
Therefore
E
[
φ(Xεt ,Ut)
]
=
∫ t
0
E
[Lεφε(Xεs ,Us,ηεs)]ds+O(ε2)
= ε
∫ t
0
E
[
Λ1(X
ε
s ,Us,η
ε
s)
]
ds+O(ε2)
= O(ε2),
because (47) and (52) give E[Λ1(X
ε
s ,Us,η
ε
s)] = O(ε) for any s ∈ [ε, t] and E[Λ1(Xεs ,Us,ηεs)] = O(1)
for any s ∈ [0, ε]. This completes the proof of the lemma.
6.2 Multivalued case
We here consider the multivalued case. Let Xεt satisfy (7) or (X
ε
t ,Z
ε
t ) satisfy (8). The control
variate method can be applied in this framework as in the ODE case addressed in the previous
section. The control variate estimator is (38) for Xεt satisfying (7), whose variance is (39). The
control variate estimator is
IˆεN =
1
N
N∑
k=1
F (Xε(W k),Zε(W k))− F (UX(W k),UZ(W k)) + E[F (UX ,UZ)],
for (Xεt ,Z
ε
t ) satisfying (8), whose variance is
Var(IˆεN ) =
1
N
Var
(
F (Xε,Zε)− F (UX ,UZ)).
The variances of the estimators are small when ε is small, as shown in the following proposition.
Proposition 6.3. 1. Let Xεt satisfy (7). If f : R
n → R is a smooth function with bounded
derivatives and T > 0, then there exists C > 0 such that, for any t ∈ [ε, T ],
E
[(
f(Xεt )− f(Ut)
)2] ≤ Cε2. (53)
18
2. Let (Xεt ,Z
ε
t ) satisfy (8). If f : R
n+m → R is a smooth function with bounded derivatives and
T > 0, then there exists C > 0 such that, for any t ∈ [ε, T ],
E
[(
f(Xεt ,Z
ε
t )− f(UXt ,UZt )
)2] ≤ Cε. (54)
Proof. Let Xεt satisfy (7). For any p > 0, by using Lemma 5.1 and (31), we have
E
[(
f(Xεt )− f(Ut)
)2] ≤ 4E[(f(Xεt )− f(Xp,εt ))2]+ 4E[(f(Xp,εt )− f(Upt ))2]+ 4E[(f(Upt )− f(Ut))2]
≤ 8CT ‖∇f‖
2
∞
p
+ 4E
[(
f(Xp,εt )− f(Upt )
)2]
.
In order to get an estimate of the last term, we can follow the steps of the proof of Lemma 6.2 in
the same way, because ∇φp, that appears only in Λ1, is bounded uniformly in p. We get
E
[(
f(Xεt )− f(Ut)
)2] ≤ 4E[(f(Xεt )− f(Xp,εt ))2]+ 4E[(f(Xp,εt )− f(Upt ))2]+ 4E[(f(Upt )− f(Ut))2]
≤ 8CT ‖∇f‖
2
∞
p
+ 4Cε2.
As this holds true for any p, this gives the first item.
Let (Xεt ,Z
ε
t ) satisfy (8). For any p, by using Lemma 5.3 and (36), we have
E
[(
f(Xεt ,Z
ε
t )− f(UXt ,UZt )
)2] ≤ 4E[(f(Xεt ,Zεt )− f(Xp,εt ,Zp,εt ))2]
+ 4E
[(
f(Xp,εt ,Z
p,ε
t )− f(UX,pt ,UZ,pt )
)2]
+ 4E
[(
f(UX,pt ,U
Z,p
t )− f(UXt ,UZt )
)2]
≤ 8CT ‖∇f‖
2
∞
p
+ 4E
[(
f(Xp,εt ,Z
p,ε
t )− f(UX,pt ,UZ,pt )
)2]
.
In order to get an estimate of the last term, we can follow the steps of the proof of Lemma 6.2 by
keeping track of the bound (12) on ∇ψp (that appears only in Λ1), and we get
E
[(
f(Xεt ,Z
ε
t )− f(UXt ,UZt )
)2] ≤ 8CT ‖∇f‖2∞
p
+ 4C(1 + p)ε2.
By optimizing in p we get the second item.
7 Numerical simulations
In this section, we illustrate our control variate method and report the numerical results on differ-
ent types of colored noise driven dynamical systems. The two first examples are smooth oscillators
that can be described by Equation (1) (one being linear with time dependent coefficients and the
other being of Van der Pol type). Then, the other examples are non-smooth dynamical systems
that are prevalent in engineering mechanics. The third and the fourth examples are oscillators
involving friction or / and elasto-plastic behaviours and can be described by the equations (7) and
(8). Finally, the two last examples which do not fall within the scope of any aforementioned case
correspond to an obstacle problem and the reflection of the integral of a colored noise.
We use the Euler-Maruyama approximation method to compute the approximate numerical
solution of a SDE [19]. In Subsection 7.1, we recall the two types of colored noise that we consider
and provide their time discretization. Then, in Subsection 7.2, some details and discretization of the
dynamical systems under consideration are given. Finally, in Subsection 7.3, numerical experiments
on the control variate estimators are provided and discussed in each case.
19
7.1 Colored noise models and their discretization
The two models of noise are shown in Eq. (17) (OU) and in the system of equations (18-19)
(Langevin). The OU noise has two parameters A,Kou > 0 whereas the Langevin has three param-
eters µ, γ,Klan > 0. Their discretization works as follows. Let T > 0 and N ∈ N be the number
of time steps such that T = Nδt. Let NMC be the size of the Monte Carlo sample. Consider a
sequence of independent and identically distributed standard Gaussian variables
{∆Wmn ∼ N (0, 1), 1 ≤ n ≤ N, 1 ≤ m ≤ NMC}.
Let ε > 0. For each 1 ≤ m ≤ NMC, we overload the notation by denoting the discretized noise in
both cases by {ηˆε,mn , 0 ≤ n ≤ N}.
• Ornstein-Uhlenbeck noise: ηˆε,m0 ∼ N
(
0,
K2ou
2A
)
and for 0 ≤ n ≤ N − 1,
ηˆε,mn+1 = ηˆ
ε,m
n
(
1− δt A
ε2
)
+
√
δt
Kou
ε
∆Wmn .
• Langevin noise: ηˆε,m0 and ηˆε,m2,0 are independent variables with
ηˆε,m0 ∼ N
(
0,
K2lan
2γ
)
, ηˆε,m2,0 ∼ N
(
0,
K2lan
2γµ
)
and for 0 ≤ n ≤ N − 1,
ηˆε,mn+1 = ηˆ
ε,m
n +
δt
ε2
ηˆε,m2,n , ηˆ
ε,m
2,n+1 = ηˆ
ε,m
2,n −
δt
ε2
[
µηˆε,mn + γηˆ
ε,m
2,n
]
+
√
δt
Klan
ε
∆Wmn .
7.2 Details and discretization of the illustrative dynamical systems
7.2.1 Smooth systems in the form of Equation (1)
We first consider the case of smooth systems that can have time-dependent coefficients,
dXε1
dt
= Xε2 ,
dXε2
dt
= −h(Xε1 ,Xε2 , t) +
1
ε
ηε. (55)
Here we are interested in E[‖XεT ‖2] and in P(|Xε1,T | ≤ 1) for T = 1. Note that the second case
correspond to an expectation P(|Xε1,T | ≤ 1) = E[f(XεT )] with a non-smooth function f(x) = 1|x1|≤1.
As ε→ 0, Xε = (Xε1 ,Xε2)→ U = (U1, U2) where
dU1 = U2dt, dU2 = −h(U1, U2, t)dt+CdW, (56)
C = KouA
−1 for an OU noise and C = Klanµ
−1 for a Langevin noise. For the stochastic simulation
of (55) and (56), we proceed as follows:
• Xˆε,m1,0 = x1,0, Xˆε,m2,0 = x2,0 and for 0 ≤ n ≤ N − 1,{
Xˆε,m1,n+1 = Xˆ
ε,m
1,n + δtXˆ
ε,m
2,n ,
Xˆε,m2,n+1 = Xˆ
ε,m
2,n − δth(Xˆε,m1,n , Xˆε,m2,n , nδt) + δtε ηˆε,mn .
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• Uˆm1,0 = x1,0, Uˆm2,0 = x2,0 and for 0 ≤ n ≤ N − 1,{
Uˆm1,n+1 = Uˆ
ε,m
1,n + δtUˆ
m
2,n,
Uˆm2,n+1 = Uˆ
m
2,n − δth(Uˆm1,n, Uˆm2,n, nδt) + C
√
δt∆Wmn .
Xˆ
ε,m
n and Uˆmn are independent (in m) copies that are meant to approximate X
ε
nδt and Unδt.
• linear oscillator with time-dependent coefficients: We take h(x1, x2, t) , p(t)x1+q(t)x2
where p(t) , 1 + cos(t) and q(t) , 1 + sin(t) (the choice is purely arbitrary). Here, in both
OU and Langevin cases, the limiting process U = (U1, U2) is a Gaussian process provided
that the initial condition is deterministic or Gaussian. This is useful to derive the expectation
of the control variate. The distribution of Ut = (U1,t, U2,t) is characterized by its first-order
moment m(t) , E[Ut] ∈ R2 and second-order moment M(t) , (E[Ui,tUj,t])2i,j=1 ∈ M2,2(R)
which satisfy the following systems of differential equations:
– first-order moment
∗ (m1(0),m2(0)) = (x0, x˙0),
∗ m˙1(t) = m2(t),
∗ m˙2(t) = −p(t)m1(t)− q(t)m2(t).
– second-order moment
(M11(0),m22(0),M12(0)) = (x
2
0, x˙
2
0, x0x˙0),
M˙11(t) = 2M12(t),
M˙22(t) = −2p(t)M12(t)− 2q(t)M22(t) + C2,
M˙12(t) =M22(t)− p(t)M11(t)− q(t)M12(t).
(57)
The expectation of the control variate E[‖UT ‖2] with T = 1 is estimated by solving nu-
merically, with an Euler method, the differential equations for the first- and second-order
moments.
• Van der Pol oscillator: We take h(x1, x2) = x1−ν(1−x21)x2 where ν > 0. The expectation
of the control variate can be represented by E[‖UT ‖2] = c(x0, 0) with T = 1, where c satisfies
the following backward in time PDE{
∂tc+
C2
2 ∂
2
x2c− h(x1, x2)∂x2c+ x2∂x1c, in R2 × [0, 1)
c(x, 1) = ‖x‖2. (58)
Thus, it is estimated by solving this PDE with a finite difference method.
7.2.2 Non-smooth systems in the form of the equations (7) and (8)
• friction behaviour: With Equation (7) in mind, we take ∀x ∈ R, ϕ(x) , cf |x| where
cf > 0 is a friction coefficient. The R-valued process X
ε represents the velocity of a material
point (stick-slip motion) subjected to friction and colored noise. See for instance [31] for
an explanation of the physics behind and [3] for the use of SDEs with multivalued drift for
modeling. As ε→ 0, X ε → U where U satisfies Equation (30). For the stochastic simulation,
we proceed as follows:
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– Xˆε,m0 = x0 and for 0 ≤ n ≤ N − 1,
Xˆε,mn+1 = Xˆ
ε,m
n +
δt
ε
ηε − δtproj[−cf ,cf ]
(
Xˆε,mn
δt
+
1
ε
ηε
)
– Uˆm0 = x0 and for 0 ≤ n ≤ N − 1,
Uˆmn+1 = Uˆ
m
n + (δt)
1/2C∆Wmn − δtproj[−cf ,cf ]
(
Uˆmn
δt
+ (δt)−1/2C∆Wmn
)
We are interested in E[(XεT )
2] for T = 1. The expectation of the control variate is E[U2T ]. The
latter can be represented as c(x0, 0) where c satisfies the following backward in time partial
differential inclusion{
∂tc(x, t) +
C2
2 ∂
2
xc(x, t) ∈ ∂ϕ(x)∂xc(x, t), where (x, t) ∈ R× [0, 1),
c(x, 1) = x2.
(59)
It can be estimated by solving this partial differential inclusion with a finite difference method.
We proceed as follows. For every t > 0, the function x 7→ c(x, t) is symmetric, provided that
the initial condition is symmetric. Indeed, this comes from the probabilistic representation
and the fact that, for any starting point x ∈ R, {Xxt , t ≥ 0} and {X−xt , t ≥ 0} have the
same distribution by the symmetry of ϕ. Therefore we must have ∀t > 0, ∂xc(0, t) = 0. The
solution of (59) is thus estimated by applying a finite difference method to
∂tc(x, t) +
C2
2 ∂
2
xc(x, t) − cf∂xc(x, t), where (x, t) ∈ (0,∞) × [0, 1),
∂xc(0, t) = 0, where t ∈ [0, 1),
c(x, 1) = x2.
(60)
The whole function x 7→ c(x, t) can be recovered by using the symmetry property.
• elasto-plastic behaviour: With Eq. (8), we consider ϕ , 0, ψ , χD the indicator function
of D , [−cep, cep] in the sense of convex analysis, that is χD(x) = 0 if x ∈ D and +∞
otherwise. Here cep > 0 is an elasto-plastic coefficient. The real-valued process X
ε represents
the velocity of a material point subjected to an elasto-plastic restoring force and colored
noise. The process Z ε taking values in [−cep, cep] represents the restoring force. See for
instance [25] for an explanation of the physics and the use of SDEs with multivalued drift for
modeling. Here we are interested in E[(X εT )
2 + (Z εT )
2] and in P (|Z εT | = cep) for T = 1. As
ε → 0, (X ε,Z ε) → (UX ,U Z) where (UX ,U Z) satisfies (35). For the stochastic simulation,
we proceed as follows:
– Xˆε,m0 = x0 and Zˆ
ε,m
0 = z0 and for 0 ≤ n ≤ N − 1,{
Zˆε,mn+1 = proj[−cep,cep]
(
Zˆε,mn + δtXˆ
ε,m
n
)
,
Xˆε,mn+1 = Xˆ
ε,m
n − δtZˆε,mn + δtε ηˆε,mn .
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– UˆX,m0 = x0 and Uˆ
Z,m
0 = z0 and for 0 ≤ n ≤ N − 1,{
UˆZ,mn+1 = proj[−cep,cep]
(
UˆZ,mn + δtUˆ
X,m
n
)
,
UˆX,mn+1 = Uˆ
X,m
n − δtUˆZ,mn +
√
δtC∆Wmn .
The expectations of the control variates are E[(UXT )
2 + (U ZT )
2] and P(|U ZT | = cep) for T = 1.
They are estimated using the PDE method of [26].
7.2.3 Non-smooth systems : beyond
The models presented in this section do not fall in the scope of our theoretical results, though they
are not too far off. The presentation of the impact problem remains formal. The behaviour of the
control variate estimator is investigated via numerical experiments.
• impact problem: The pair displacement-velocity Xε = (Xε1 ,Xε2) (taking values in R2)
of a colored noise driven oscillator constrained by an obstacle can be formulated in terms
of an equation of the form (55) when |Xε1,t| < PO with the condition (that expresses the
switch of the velocity at collision): for all t, |Xε1,t| = PO =⇒ Xε2,t+ = −eXε2,t− where
PO is the location of the obstacle and e ∈ [0, 1] is the coefficient of restitution of energy
e ∈ [0, 1]. The notations Xε2,t± stand for the velocity immediately before and after the
collision. Here we are interested in E[(Xε2,T )
2] for T = 1. Formally, as ε → 0, the R2-valued
limit process U = (U1, U2) is a white noise driven oscillator constrained by an obstacle that
can be formulated similarly to the former case, except that we replace (55) by (56). When
e = 1 (resp. 0 ≤ e < 1), we say that the collisions are elastic (resp. inelastic). It is important
to stress that obstacle problems with inelastic collisions deserve more attention for practical
purposes since in real world phenomena kinetic energy is dissipated through heat or plastic
deformation. With elastic collisions, there is no loss of kinetic energy. For the stochastic
simulation, we use the same numerical procedure as for (55) and (56), except that if we
find out that the (n + 1)st point does not satisfy the obstacle condition, i.e. |Xˆε,m1,n+1| >
PO, we adjust the time step length to θn+1δt with θn+1 ,
±PO−Xˆ
ε,m
1,n
Xˆε,m1,n+1−Xˆ
ε,m
1,n
and set tn+1 ,
tn + θn+1δt, Xˆ
ε,m
1,n+1 , PO, Xˆ
ε,m
2,n+1 , −e
(
Xˆε,m2,n − θn+1δtf(Xˆε,m1,n , Xˆε,m2,n ) + θn+1 δtε ηˆε,mn
)
and
ηˆε,m2,n+1 , ηˆ
ε,m
n
(
1− θn+1δt A
ε2
)
+
√
θn+1δt
Kou
ε
∆Wmn . A similar adjustment is done in the
other cases with Langevin and white noises. The expectation of the control variate is E[U22,T ]
for T = 1 which is estimated using the PDE method of [26].
• reflection of an integrated colored noise: Define E , [0,∞) and consider the indicator
function of E, that is χE(x) = 0 if x ∈ E and +∞ otherwise. The reflection of an integrated
colored noise corresponds to the case where X ε satisfies
dX ε
dt
+ ∂χE(X
ε) ∋ 1
ε
ηε, (61)
and U , the limit process as ε→ 0, is a reflected Brownian motion
dU + ∂χE(U )dt ∋ CdW. (62)
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We are interested in E[XεT ] for T = 1. For the stochastic simulation of (61) and (62), we use the
following scheme: Xˆε,m0 = x0, Uˆ
ε,m
0 = x0 and for 0 ≤ n ≤ N − 1,
• Xˆmn+1 = projE
(
Xˆmn +
δt
ε ηˆ
ε,m
n
)
,
• Uˆmn+1 = projE
(
Uˆmn +
√
δtC∆Wmn
)
.
The expectation of the control variate is given by an explicit formula E[U1] =
√
2/pi. Indeed, the
backward Kolmogorov equation for the reflected Brownian motion in (62) is
∂tw = C∂
2
xw, x > 0, t > 0, w(x, t = 0) = x, x > 0, ∂xw(0, t) = 0, t > 0.
It has an explicit solution
w(x, t) =
1√
4Cpit
∫ ∞
0
y
(
exp
(− (x− y)2
4Ct
)
+ exp
(− (x+ y)2
4Ct
))
dy,
which gives E[U1] = w(0, t = 1) =
√
2/pi. In this case, we can provide an ad hoc proof to get an
estimate similar to (41) (see Appendix C):
E
[
(Xε1 − U1)2
] ≤ Cε2| log ε|. (63)
The log ε correction comes from a standard result on the maxima of Gaussian processes.
7.3 Numerical experiments
We report our numerical results for the systems mentioned above. In each of the six figures be-
low, there are four subfigures (a)-(b)-(c)-(d). For subfigures (a) and (b), the driving force is an
Ornstein-Ulhenbeck noise(17) with A = K = 1. In subfigure (a), the blue and red lines represent
respectively the control variate estimator IεN and the standard MC estimator J
ε
N . The black line
represents the expectation of the control variate. The objective of the subfigure (b) is to illus-
trate the bound (40) and to show that the ε2-behavior is actually sharp. The same description
applies to (c) and (d), except they correspond to the case of a Langevin noise (18-refeq:lang1b)
with µ = γ = K = 1. We used N = 105 samples with a time step of δt = 10−4 (note that the
numerical results with the smallest ε = 10−2 are to be considered with caution because we then
have δt/ε2 = 1). For smooth systems, shown in Figures 1 and 2, we report the numerical results
for the linear oscillator with time-dependent coefficients and for the Van der Pol oscillator. The
numerical results concern the estimation of Iε = E[‖XεT ‖2] or Iε = P(|Xε1,T | ≤ 1) with T = 1 where
Xε satisfies (55) and thus the expectation of the control variate is E[‖UT ‖2] or P(|U1,T | ≤ 1) where
U satisfies (56). In Figures 3 and 4, we report the numerical results for the friction and elasto-
plastic problems, which are of the form (7) and (8), respectively. In Figures 5 and 6, we report
the numerical results for the obstacle problem and for the reflection of the integral of a colored noise.
The theoretical predictions provided by Proposition 6.1 and Proposition 6.3 are based on the
condition that f has bounded derivatives. As we have discussed above, the assumption that f is
smooth is important but the hypothesis on the boundedness of the derivatives can certainly be
relaxed. The numerical results shown in Figures 1 to 4 are actually in a good agreement with the
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theoretical predictions: the normalized variance Nvar(IˆεN ) behaves as O(ε
2). The only cases where
the behavior is O(ε), and not O(ε2), are when the quantity of interest is of the form E[f(XεT )]
with a function f that is not smooth, which is not surprising. In Figure 4, we also observe that
Nvar(IˆεN ) behaves as O(ε
2) which is better than the behaviour O(ε) expected from the second item
of Proposition 6.3 (which is an upper bound). In Figures 5 and 6, the numerical results concern two
problems which do not fall within the scope of our theoretical predictions. The first one (Figure
5), the impact problem cannot be formulated in the form a differential inclusion of the form (7) or
(8). The function f is smooth but the behavior of Nvar(IˆεN ) is not of order O(ε
2), only of order
O(ε). The second one (Figure 6), the reflection of an integrated colored noise is formulated with a
differential inclusion which similar to (7) but the multivalued drift does not satisfy the condition
(15). However, Nvar(IˆεN ) behaves as O(ε
2). To summarize, the numerical simulations indicate that
the O(ε2) behavior of the normalized variance is observed in the cases predicted by the theory and
also slightly beyond. The smoothness of the function f that appears in the quantity of interest
is, however, an important condition to ensure the O(ε2)-behavior, otherwise one only observes a
O(ε)-behavior.
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Figure 1: Linear oscillator with time-dependent coefficients described in subsection 7.2.1
with h(x1, x2, t) , p(t)x1+ q(t)x2, p(t) , 1+cos(t) and q(t) , 1+ sin(t). The target is to estimate
Iε = E[‖XεT ‖2] for T = 1 and the expectation of the control variate E[‖UT ‖2] is obtained by solving
the set of differential equations (57).
A Proofs of existence and uniqueness of (7) and (8)
Theorem A.1. Fix T > 0, n ∈ N⋆. Suppose f ∈ C([0, T ];Rn), b Lipschitz, and ϕ a l.s.c. convex
function satisfying (15). Then there exists a unique solution x ∈ C([0, T ];Rn) to the following
differential inclusion x(0) = x0 ∈ Rn,
x˙(t) + ∂ϕ(x(t)) ∋ b(x(t)) + f(t), t > 0. (64)
Proof. Let ϕp be the Moreau-Yosida regularization of ϕ. For each p ≥ 1, we consider the penalized
problem
xp(0) = x0 ∈ Rn, x˙p(t) +∇ϕp(xp(t)) = b(xp(t)) + f(t), t > 0.
This is a standard ODE with Lipschitz coefficients, so xp ∈ C([0, T ];Rn) is well-defined. Now, we
show that xp is a Cauchy sequence in C([0, T ];Rn). Fix p, q ∈ N⋆ and t ∈ [0, T ]. We have the
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Figure 2: Van der Pol oscillator described in subsection 7.2.1 with h(x1, x2) = x1 − (1− x21)x2.
In the top row the target is to estimate Iε = E[‖XεT ‖2] for T = 1 and the expectation of the control
variate E[‖UT ‖2] is obtained by solving the PDE (58). In the bottom row the target is to estimate
Iε = P(|Xε1,T | ≤ 1) for T = 1 and the expectation of the control variate P(|U1,T | ≤ 1) is obtained
by solving the PDE (58) with the suitable final condition.
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Figure 3: Friction problem described in subsection 7.2.2. The target is to estimate Iε = E[(XεT )
2]
for T = 1 where Xε satisfies (7) with ϕ(x) , cf |x| with cf > 0. The expectation of the control
variate E[U2T ] where U satisfies (30) is obtained by solving the partial differential inclusion (59).
following expansion
1
2
‖xp(t)− xq(t)‖2 =
∫ t
0
〈xp(s)− xq(s), b(xp(s))− b(xq(s))〉ds
−
∫ t
0
〈xp(s)− xq(s),∇ϕp(xp(s))−∇ϕq(xq(s))〉ds
which, using the properties of b, ϕp, ϕq, leads to the following inequality
1
2
‖xp(t)− xq(t)‖2 ≤ C
∫ t
0
‖xp(s)− xq(s)‖2ds+
(
1
p
+
1
q
)∫ t
0
〈∇ϕp(xp(s)),∇ϕq(xq(s))〉ds. (65)
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Figure 4: Elasto-plastic problem described in subsection 7.2.2. In the top row the target is
to estimate Iε = E[(XεT )
2 + (ZεT )
2] with T = 1 where (Xε, Zε) satisfies (8) with ϕ(x) , 0 and
ψ(x) , 0 if |x| ≤ cep and ∞ otherwise. Here cep = 0.25. The expectation of the control variate
E[(UXT )
2+ (UZT )
2] where (UX , UZ) satisfies (35) is obtained by solving a PDE using the method of
[26]. In the bottom row the target is to estimate Iε = P(|ZεT | = cep).
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Figure 5: Impact problem described in subsection 7.2.3. The target is to estimate Iε = E[(Xε2,T )
2]
with T = 1 where Xε satisfies the impact problem with a colored noise forcing. Here PO = 0.25.
The expectation of the control variate E[(U2,T )
2], where U satisfies the impact problem with a
colored noise forcing, is obtained by solving the PDE described in [26].
Under the assumption sup
p≥1
sup
x∈Rn
‖∇ϕp(x)‖ <∞, we deduce from the inequality above that
1
2
‖xp(t)− xq(t)‖2 ≤ C
∫ t
0
‖xp(s)− xq(s)‖2ds+
(
1
p
+
1
q
)
Ct.
Thus, we can apply Gronwall’s inequality to obtain
sup
0≤t≤T
‖xp(t)− xq(t)‖2 ≤
(
1
p
+
1
q
)
CT . (66)
Therefore xp is a Cauchy sequence and there exists a function x ∈ C([0, T ];Rn) such that xp → x,
as p → ∞ in C([0, T ];Rn). Next we verify that x satisfies the differential inclusion. Define ∀t ∈
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Figure 6: Reflection of an integrated colored noise described in subsection 7.2.3. The target
is to estimate Iε = E[XεT ] for T = 1 where X
ε satisfies (61). The expectation of the control variate
is explicit E[UT ] =
√
2/pi.
[0, T ], ∆p(t) ,
∫ t
0 ∇ϕp(xp(s))ds and denote ∆(t) , limp→∞∆
p(t). We then have
∀t ∈ [0, T ], x(t) +∆(t) = x0 +
∫ t
0
b(x(s))ds+
∫ t
0
f(s)ds.
Moreover, since sup
p
∫ T
0 ‖∇ϕp(xp(s))‖2ds <∞, there exists a function δ ∈ L2(0, T ) such that
∀h ∈ L2(0, T ), lim
p→∞
∫ T
0
〈∇ϕp(xp(s)),h(s)〉ds =
∫ T
0
〈δ(s),h(s)〉ds.
As a consequence, we must have ∆(t) =
∫ t
0 δ(s)ds. Now, to finally check the differential inclusion,
we want to show that ∀v ∈ C([0, T ];Rn),
∀0 ≤ t < t+ h ≤ T,
∫ t+h
t
〈δ(s),v(s)− x(s)〉+ ϕ(x(s))ds ≤
∫ t+h
t
ϕ(v(s))ds.
We exploit property 2 as listed in section 3
∀t ∈ [0, T ], ∇ϕp(xp(t)) ∈ ∂ϕ(Jpxp(t))
which implies ∀v ∈ C([0, T ];Rn),
∀t ∈ [0, T ], 〈∇ϕp(xp(t)),v(t) − Jpxp(t)〉+ ϕ(Jpxp(t)) ≤ ϕ(v(t)).
We integrate the inequality above on [t, t+ h] and obtain ∀v ∈ C([0, T ];Rn),
∀0 ≤ t < t+ h ≤ T,
∫ t+h
t
〈∇ϕp(xp(s)),v(s) − Jpxp(s)〉+ ϕ(Jpxp(s))ds ≤
∫ t+h
t
ϕ(v(s))ds.
On the one hand, by using Fatou’s lemma (ϕ ≥ 0), the convergence Jpxp → x in C([0, T ];Rn) as
p→ +∞, and the fact that ϕ is l.s.c, we get
∀0 ≤ t < t+ h ≤ T, lim inf
p→∞
∫ t+h
t
ϕ(Jpx
p(s))ds ≥
∫ t+h
t
lim inf
p→∞
ϕ(Jpx
p(s))ds ≥
∫ t+h
t
ϕ(x(s))ds.
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On the other hand, we have∫ t+h
t
〈∇ϕp(xp(s)),v(s) − Jpxp(s)〉ds =
∫ t+h
t
〈∇ϕp(xp(s)),v(s)− x(s)〉ds
+
∫ t+h
t
〈∇ϕp(xp(s)),x(s)− Jpxp(s)〉ds.
By using ∇ϕp(xp(s))→ δ in L2(0, T ) weak, the first term of the right-hand side goes to zero. By
using ‖∇ϕp(xp(s))‖ is uniformly bounded in L2(0, T ) and ‖Jpxp − x‖ → 0 in L2(0, T ), the second
term of the right-hand side goes to zero. Therefore, we have
lim inf
p→∞
∫ t+h
t
〈∇ϕp(xp(s)),v(s) − Jpxp(s)〉+ ϕ(Jpxp(s))ds ≥
∫ t+h
t
〈δ(s),v(s)− x(s)〉+ ϕ(x(s))ds,
which proves that x is solution of (64).
We now show uniqueness. Assume that x and y satisfy (64) with x(0) = x0 and y(0) = y0. Then
x(t) +∆x(t) = x0 +
∫ t
0
b(x(s))ds+
∫ t
0
f(s)ds
and
y(t) +∆y(t) = y0 +
∫ t
0
b(y(s))ds+
∫ t
0
f(s)ds.
With
∫ t
0 δx(s)ds =∆x(t) and
∫ t
0 δy(s)ds =∆y(t), we have the following inequalities
∀0 ≤ t < t+ h ≤ T,
∫ t+h
t
〈δx(s),y(s)− x(s)〉+ ϕ(x(s))ds ≤
∫ t+h
t
ϕ(y(s))ds
and
∀0 ≤ t < t+ h ≤ T,
∫ t+h
t
〈δy(s),x(s)− y(s)〉+ ϕ(y(s))ds ≤
∫ t+h
t
ϕ(x(s))ds,
which give
∀0 ≤ t < t+ h ≤ T,
∫ t+h
t
〈δx(s)− δy(s),y(s)− x(s)〉ds ≤ 0.
That means
∀0 ≤ t < t+ h ≤ T,
∫ t+h
t
〈b(x(s)) − b(y(s)) − (x˙(s)− y˙(s)),y(s) − x(s)〉ds ≤ 0,
which turns into
∀0 ≤ t < t+ h ≤ T, ‖x(t+ h)− y(t+ h)‖2 ≤ ‖x(t)− y(t)‖2 + C
∫ t+h
t
‖x(s)− y(s)‖2ds.
Gronwall inequality gives the desired result and it is clear that if x0 = y0 then ∀t ∈ [0, T ],x(t) =
y(t).
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Theorem A.2. Fix T > 0, n,m ∈ N⋆. Suppose f ∈ C([0, T ];Rn), bx : Rn → R and bz : Rm → R
Lipschitz and ϕ : Rn → R, ψ : Rm → R l.s.c. convex functions, with ϕ satisfying (15) and ψ
satisfying (16). Then there exists a unique solution (x,z) ∈ C([0, T ];Rn × Rm) to the following
differential inclusion (x(0),z(0)) = (x0,z0) ∈ Rn × Rm,
x˙(t) + ∂ϕ(x(t)) ∋ bx(x(t),z(t)) + f(t), z˙(t) + ∂ψ(z(t)) ∋ bz(x(t),z(t)), t > 0. (67)
Proof. Let ϕp and ψp be the Moreau-Yosida regularization of ϕ and ψ. We consider the penalized
problems (xp(0),zp(0)) = (x0,z0) ∈ Rn × Rm,
x˙p(t) +∇ϕp(xp(t)) = bx(xp(t),zp(t)) + f(t),
z˙p(t) +∇ψp(zp(t)) = bz(xp(t),zp(t)),
}
t > 0. (68)
It can be shown than (xp,zp) is a Cauchy sequence in C([0, T ];Rn×Rm). The proof follows similar
steps as in the proof of Theorem A.1, except that we need a bound of the form∫ t
0
〈∇ψp(zp(s)),∇ψq(zq(s))〉 ≤ Ct, (69)
where C does not depend on p, q, without using sup
p≥1
sup
z∈Rm
‖∇ψp(z)‖ <∞, which we do not assume.
We proceed first with the following expansion
ψp(z
p(t)) = ψp(z0) +
∫ t
0
〈∇ψp(zp(s)), bz(xp(s),zp(s))−∇ψp(zp(s))〉ds,
which implies
ψp(z
p(t)) +
∫ t
0
‖∇ψp(zp(s))‖2ds = ψp(z0) +
∫ t
0
〈∇ψp(zp(s)), bz(xp(s),zp(s))〉ds.
We get
ψp(z
p(t)) +
1
2
∫ t
0
‖∇ψp(zp(s))‖2ds ≤ ψp(z0) + 1
2
∫ t
0
‖bz(xp(s),zp(s))‖2ds
which implies
ψp(z
p(t)) +
1
2
∫ t
0
‖∇ψp(zp(s))‖2ds ≤ C
(
1 +
∫ t
0
{‖xp(s)‖2 + ‖zp(s)‖2}ds) . (70)
Besides,
‖xp(t)‖2 + ‖zp(t)‖2 = ‖xp(0)‖2 + ‖zp(0)‖2 + 2
∫ t
0
〈xp(s), bx(xp(s),zp(s))−∇ϕp(xp(s)) + f(s)〉ds
+ 2
∫ t
0
〈zp(s), bz(xp(s),zp(s))−∇ψp(zp(s))〉ds.
Using
∫ T
0 ‖f(s)‖2ds <∞, ∀x ∈ Rn, 〈x,∇ϕp(x)〉 ≥ 0, and ∀z ∈ Rm, 〈z,∇ψp(z)〉 ≥ 0, we get
‖xp(t)‖2 + ‖zp(t)‖2 ≤ C
(
1 +
∫ t
0
‖xp(s)‖2 + ‖zp(s)‖2ds
)
.
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Thus, Gronwall inequality yields
sup
s≤t
[‖xp(s)‖2 + ‖zp(s)‖2] ≤ C exp(Ct).
Substituting into (70) and using the fact that ψp ≥ 0 gives (69). Next we can use the same
arguments as in the proof of Theorem A.1 to show that x satisfies the differential inclusion involving
ϕ. We finally discuss the case of z. Proceeding as in the proof of Theorem A.1, we have ∀v ∈
C([0, T ];Rn),
∀0 ≤ t < t+ h ≤ T,
∫ t+h
t
〈∇ψp(zp(s)),v(s)− Jpzp(s)〉+ ψ(Jpzp(s))ds ≤
∫ t+h
t
ψ(v(s))ds.
We do not assume sup
p≥1
sup
z∈Rm
‖∇ψp(z)‖ < ∞, so we cannot claim that Jpzp → z in C([0, T ];Rm),
in contrast with the proof of Theorem A.1. However, since ∇ψp(zp(s)) = p
(
zp(s)− Jzpzp(s)
)
and
sup
p
∫ T
0 ‖∇ψp(zp(s))‖2ds <∞, we get
lim
p→∞
∫ T
0
‖zp(s)− Jzpzp(s)‖2ds = 0.
We can extract a subsequence pk to get
zpk − Jzpkzpk → 0, a.e in (0, T ).
Therefore
Jzpkz
pk → z, a.e in (0, T ).
Observe that by the l.s.c. property of ψ, we have
ψ(z(t)) ≤ lim inf
k→∞
ψ(Jzpkz
pk(t)), a.e in (0, T ).
Thus using Fatou’s lemma, we obtain∫ t+h
t
ψ(z(s))ds ≤
∫ t+h
t
lim inf
k→∞
ψ(Jzpkz
pk(s))ds ≤ lim inf
k→∞
∫ t+h
t
ψ(Jzpkz
pk(s))ds.
Also, we have∫ t+h
t
〈∇ψpk(zpk(s)),v(s)− Jzpkzpk(s)〉ds =
∫ t+h
t
〈∇ψpk(zpk(s)),v(s)− z(s)〉ds
+
∫ t+h
t
〈∇ψpk(zpk(s)),z(s) − Jzpkzpk(s)〉ds.
In the right-hand side, as k ↑ ∞, the first term goes to ∫ t+ht 〈δz(s),v(s)−z(s)〉ds because∇ψpk(zpk)
weakly converges to δz and the second term goes to 0 because ‖∇ψpk(zpk(s))‖ is uniformly bounded
in L2(0, T ) w.r.t k and z − Jzpk(zpk) goes to 0 in L2(0, T ;Rm). Therefore
∀0 ≤ t < t+ h ≤ T,
∫ t+h
t
〈δz(s),v(s)− z(s)〉+ ψ(z(s))ds ≤
∫ t+h
t
ψ(v(s))ds.
The proof is complete.
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B Existence and uniqueness for (30)
Let us first take a look at the case where we remove the multivalued operator ∂ϕ from the drift in
(30). The problem becomes the same as (3) where σ is constant and in particular it does not involve
a stochastic integral. Thus, as pointed out in page 294 of [17], the proof of existence and uniqueness
of a solution (still in [17], Theorem 2.9 page 289) can be simplified in a way that makes no use of
probabilistic tools. We consider the Wiener space
(
Ω , C
(
[0, T ];Rd
)
,F , B (C ([0, T ];Rd)) ,P)
here Ω is the space of Rd-valued continuous functions on [0, T ] endowed with the norm ∀ω ∈
Ω, ‖ω‖ , sup
0≤t≤T
‖ω(t)‖, B (C ([0, T ];Rd)) is the Borel σ-algebra on Ω, P is the Wiener measure;
the mappings indexed by t ∈ [0, T ], Wt(·) : Ω → Rd, ω 7→ Wt(ω) , ω(t), the sequence of σ-
algebras F t , σ{Ws, 0 ≤ s ≤ t} and the map X : Ω → C ([0, T ];Rn), ω 7→ X(ω) , x where
∀0 ≤ t ≤ T, x(t) = x(0)+∫ t0 b(x(s))ds+Γω(t). Under P,W is a Wiener process andX(W ) solves
(3) where σ is constant. In this approach, the key ingredient is the mapping X. For obtaining the
existence and uniqueness to the MSDE (30) with the multivalued operator ∂ϕ, we discuss below
the properties of a similar mapping to X which involves the multivalued operator. This is done via
the so-called “Generalized Skorokhod Problem”. The discussion follows [27] from page 245 to page
252. We use the notation BV [0, T ] for the space of functions with bounded variation on [0, T ].
Definition B.1 (Generalized Convex Skorokhod Problem). If a pair of functions (x,∆) satisfies
the following conditions
1. x,∆ : [0, T ]→ Rn are continuous, x(0) = x0 and ∆(0) = 0,
2. ∀0 ≤ t ≤ T, x(t) ∈ Dom(∂ϕ), ∆ ∈ BV ([0, T ];Rn),
3. ∀0 ≤ t ≤ T, x(t) +∆(t) = x0 +
∫ t
0 b(x(s))ds+ Γω(t),
4. ∀0 ≤ s ≤ t ≤ T, ∀z ∈ Rn, ∫ ts 〈x(r)− z,d∆(r)〉+ ∫ ts ϕ(x(r))dr ≤ (t− s)ϕ(z),
then we say that x solves the generalized Skorokhod problem with parameters ∂ϕ,x0, b and ω and
we use the notation x = GSP(∂ϕ,x0, b,ω).
Existence and uniqueness of a solution for the GSP can be found in Theorem 4.17 page 252. This
is obtained under the following conditions : ϕ is a l.s.c convex function and int (Dom(ϕ)) 6= ∅; b
is Lipschitz, x0 ∈ Dom(∂ϕ) and ω : [0, T ] 7→ Rn is continuous with ω(0) = 0. The continuity of
the mapping X : Ω → C ([0, T ];Rn), ω 7→ X(ω) , x where x = GSP(∂ϕ,x0, b,ω) is shown in
proposition 4.16 page 247. We use the notation S0n[0, T ] for the space of progressively measurable
continuous stochastic processes (p.m.c.s.p.) from Ω× [0, T ] to Rn,
S2n[0, T ] ,
{
Z ∈ S0n[0, T ], E
[
sup
0≤t≤T
‖Z(t)‖2
]
<∞
}
Within the framework of the aforementioned Wiener space, X(W ) ∈ S0n[0, T ] solves the MSDE
(30). Furthermore, it can be shown that X(W ) ∈ S2n[0, T ].
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C Proof of (63)
We consider the case of an OU noise that satisfies the equation dηε = −ε−2ηεdt + ε−1dW and
η0 ∼ N (0, 1/2). The idea remains the same for the case of a Langevin noise. Define Xε⋆ and U⋆ as
follows:
Xε⋆,t , x0 +
1
ε
∫ t
0
ηεsds, and U⋆,t , x0 +Wt. (71)
We first show that
E
[
sup
0≤t≤T
∣∣Xε⋆,t − U⋆,t∣∣2 ] = O(ε2| log ε|). (72)
From the equation for ηε, it can be seen that Xε⋆,t = U⋆,t + ε(η0 − ηεt ). Thus, we have
E
[
sup
0≤t≤T
∣∣Xε⋆,t − U⋆,t∣∣2 ] = ε2E[ sup
0≤t≤T
|η0 − ηεt |2
]
≤ ε2 + 2ε2E
[
sup
0≤t≤T
|ηεt |2
]
.
The process ηεt is a stationary centered Gaussian process with covariance function E[η
ε
t η
ε
t′ ] =
(1/2) exp(−|t− t′|/ε2). By the maximal inequality for the OU process [13] we get E
[
sup
0≤t≤T
|ηεt |
]
≤
C
√
log(1 + T/ε2) and by [24, Proposition 3.19] we obtain
E
[
sup
0≤t≤T
∣∣Xε⋆,t − U⋆,t∣∣2 ] ≤ ε2 + ε2 + C2ε2 log(1 + T/ε2) ≤ C ′ε2(1 + | log ε|).
Next, we show that
E
[
sup
0≤t≤T
|Xεt − Ut|2
]
= O(ε2| log ε|). (73)
We can use an explicit formula for Xε (resp. U) that involves Xε⋆ (resp. U⋆). Indeed, X
ε
t =Mt(Xε⋆)
and Ut =Mt(U⋆) where M is the self map on the set of continuous functions defined by Mt(f) ,
f(t)− min
0≤s≤t
min(0, f(s)). This leads to |Xεt−Ut| ≤ |Xε⋆,t−U⋆,t|+
∣∣∣∣ min0≤s≤tmin(0,Xε⋆,s)− min0≤s≤tmin(0, U⋆,s)
∣∣∣∣ .
The second term in the RHS above can be bounded by using the following inequalites i) |min(0, a)−
min(0, b)| ≤ |a−b| for all a, b and ii)
∣∣∣∣ min0≤s≤t f(s)− min0≤s≤t g(s)
∣∣∣∣ ≤ max0≤s≤t |f(s)−g(s)|, for all continuous
funtions f, g. Therefore,
E
[
sup
0≤t≤T
|Xεt − Ut|2
]
≤ 4E
[
sup
0≤t≤T
∣∣Xε⋆,t − U⋆,t∣∣2 ] = O(ε2| log ε|),
which gives (63).
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