The restored vision by using subretinal implants of patients suffering from a loss of photoreceptors, e.g., in retinitis pigmentosa and age-related macular degeneration, is, compared to healthy subjects, very limited. Therefore, we investigated, whether it is possible to enhance the perception of such patients by transforming the input images in a systematic manner. To this end, we propose a new image transformation network that is capable to learn plausible image transformations in an end-to-end fashion in order to enhance the perception of (virtual) patients with simulated subretinal implants. As a proof of concept, we test our method on an object classification task with three classes. Our results are promising. Compared to a baseline model, the overall object classification accuracy increased significantly from 67.4% to 81.1%. Furthermore, we discuss implications and limitations of our proof of concept and outline aspects of our work that can be improved and need to be subject of further research.
INTRODUCTION
Degenerative retinal diseases are one of the main causes of vision loss. Particularly, age-related macular degeneration (AMD), is the most common cause of vision impairment in the United States and the fourth most common cause globally (Vos et al., 2015; The Eye Diseases Prevalence Research Group, 2004) . Moreover, retinitis pigmentosa (RP) is another degenerative disease of the retina that typically affects younger patients and, in contrast to AMD, leads to a loss of peripheral vision first and may, however, lead to complete blindness over the course of the disease due to the degeneration of the photoreceptors within the retina (Busskamp et al., 2010 ) (see Figure 1b) . Although, both of the aforementioned diseases have different pathologies they will lead to non-functional photoreceptors that, subsequently, hamper the signal processing within the retina and cause different but significant loss of vision.
Vision Restoration
During the last decade, efforts were made to partially restore the loss of vision of patients suffering from blindness due to RP and, potentially, also AMD. Specifically, retinal implants were introduced to stimulate the still intact neurons within the retina.
For retinal implants, a microchip with an electrode array is implanted in the eye to replace the nonfunctional photoreceptors, that were formerly responsible to convert light into electrical current for further signal processing. This is possible, because in most degenerative retinal diseases only the photoreceptors are dysfunctional and the subsequent processing layers of the retina are still (partially) intact. Thus, the general goal is to feed the remaining functional neurons with electrical stimuli to partially restore vision.
The normal, non-pathological vision processing pipeline in humans begins with the transduction of incoming light into electrochemical signals through the photoreceptors inside the retina. After transduction, the signal is passed through various processing layers inside the retina. These layers consist of different types of cells, e.g., bipolar-, amacrine-, horizontal-, and ganglion cells, where the axons of the latter form the optical nerve. Afterwards, the information is further processed inside the brain.
However, the signal processing for AMD and RP patients is severely deficient. Starting at the inner layers of the retina, photoreceptors, bipolar cells, and ganglion cells can be degenerated to a great extent leading to either complete or partial loss of vision. For a successful restoration of vision it would be beneficial to feed signals into the remaining bipolar cells, thus, bypassing the degenerated photoreceptors by Figure 1: a) Simplified cross section of a human eyeball. The light hits the retina, where photoreceptors convert it into electrochemical signals that are further processed in subsequent layers of the retina. b) Magnified and simplified version of a small section of the retina. The most outer part consists of the retinal pigment epithelium, where the photoreceptors (rods and cones) lie on. The information is then forwarded through the inner nuclear layer consisting of (among others) bipolar cells for further feature extraction. The ganglion cells forward the signal through their axons (optic fiber layer) into the optical nerve. Due to the dense neuronal network built by the bipolar-, amacrine-, and horizontal cells inside the inner nuclear layer, the implant cannot be placed on top of the retina (epiretinal) but is placed inside the area of degenerated photoreceptors (red dashed box) stimulating the connected bipolar cells instead.
converting light inside a microchip and forwarding a signal to the next cells in the retina, thereby, using the computations carried out in the retina (Beyeler et al., 2017) . To achieve this, the electrode array has to be implanted below the retina, at the physiological location (subretinal) of the photoreceptors (Figure 1b) .
It has to be noted, that there also exists another type of retinal implant, i.e., an epiretinal implant. In contrast to its subretinal counterpart, it is placed on top of the retina inside the vitreous of the eye. The implant is used to directly stimulate ganglion cells lying in the upper retinal layer (please refer to Figure  1 ). Thus, epiretinal implants are capable of effectively bypassing all previous processing neurons and directly feed their signal through the ganglion cells to the optical nerve, omitting the retinal circuitry. This, theoretically, could help to restore vision of patients with severe damages in all previous layers. However, compared to the subretinal implant described below, epiretinal implants like the Argus II system currently suffer from three major disadvantages. First, it does not contain photodiodes but instead uses a camera mounted to special glasses and, thus, patients cannot use eye movements but need to move their head in order to search their environment. Second, the epiretinal electrodes will not only directly stimulate ganglion cells but also axons from other ganglion cells, which traverse the top of the retina (Beyeler et al., 2017) , and, third, the spatial resolution of 6 × 10 electrodes is very limited.
We restrict ourselves to the case of subretinal implants. The reason for this is twofold. First, we do not expect significant enhancements when using epiretinal implants due to their low spatial resolution (i.e., the Argus II with 6 × 10 electrodes) and, second, we do not need to model axonal streaks and the subsequent distortion of the perceived image due to the placement of epiretinal implants.
Subretinal Implants
An example of a subretinal implant is the Alpha IMS system (Stingl et al., 2013) , that consists of a chip with photodiodes and electrodes, so that it can directly stimulate still functional bipolar cells (Beyeler et al., 2017) . Bipolar cells are the first cells that normally receive input from the photoreceptors, so that subretinal implants can use the computations inside the retina, as long as the retinal cells are still intact. Apart from this, the Alpha IMS has two more important advantages. First, eye movements are still possible and, second, there are no distortions due to axonal stimulations as in the case of epiretinal implants (cf. ). Furthermore, the chip houses 1500 photodiode/electrode-pairs yielding a potentially higher spatial resolution w.r.t. the aforementioned epiretinal implant.
Restoration and the Virtual Patient's Perception
Retinal implants, like the Alpha IMS can only convey very limited information compared to normal vision. Among other reasons, this is due to the dramatically decreased spatial sampling and due to different kinds of artefacts. Thus, predicting the perceived image of a patient with an implanted retinal prosthesis is challenging and influenced by numerous parameters, such as the type and the position of the implant and its components, the progress of the patient's disease, and the amount and position of remaining functional neurons. Therefore, Beyeler et al.
proposed the pulse2percept 1 framework for simulating bionic vision upto the perceived image (Beyeler et al., 2017) . Specifically, they have modelled the signal processing of the inner nuclear layer (limited to bipolar cells as depicted in Figure 1 ), the ganglion cells, and the optic fiber layer. Their results where validated by psychophysical and behavioural experiments with patients (please refer to (Beyeler et al., 2017) for more details). Following Beyeler et al. the phrase virtual patient's perception refers to virtually perceived images that are based on a simulation. Figure 2 shows two exemplary images and their corresponding simulation results of a virtual patient's perception when vision is restored using a subretinal implant. Here, the loss of information w.r.t. the original images is clearly visible and the task of discriminating the two objects is challenging.
Motivation and Outline
Looking at the examples provided in Figure 2 it becomes apparent, that the quality of the restored bionic vision is likely to be insufficient for everyday visual tasks. Therefore, the question arises, whether it is possible to enhance the perceived image of a virtual patient in order to solve a visual task better than before. Since we do assume that we cannot directly alter the signal processing by the implant itself (although this might become possible in the future) the only way to achieve potentially better perceptual images is to transform the input image such that its processed version is more useful to fulfil a specific task. However, finding a good transformation of the original input image is challenging. While it is a reasonable thought to apply simple image manipulation, e.g., local contrast enhancement and edge detection, it is hard to justify the choice for such transformation. Original images taken from the ALOI data set (Geusebroek et al., 2005) . Right column: Simulation results of a virtual patient's perception with a subretinal implant like the Alpha IMS. The simulation results were obtained by using pulse2percept.
An Extended Virtual Patient for Object Classification
To overcome this limitation, we propose a new image transformation neural network that is capable to learn plausible image transformations in an end-toend fashion. Therefore, as a proof of concept, we replace the pulse2percept simulation by a simple and differentiable neural network, that enables us to optimize arbitrary objective functions. Since this work comprises a preliminary study, we restrict ourself to a common object classification task. Specifically, we are interested in whether it is possible to automatically learn an image transformation of the original image such that the perceptual image of the virtual patient provides better grounds for a subsequent object classification task. Thereby, we limit ourselves to the classification of three different object classes to evaluate the general applicability of the proposed approach.
To this end, we extend the virtual patient as introduced in (Beyeler et al., 2017) by an artificial observing unit, which performs object classification based on the virtual patient's perceived images. Furthermore, we restrict ourselves to simulate the subretinal Alpha IMS implant.
Perception Enhancement for Bionic Vision -Preliminary Study on Object Classification with Subretinal Implants
Figure 3: Top row: A black image with a white dot placed in the middle (left column) used to estimate a PSF out of the simulation framework pulse2percept (middle column) and an exemplary intensity profile along its diagonal (right column). Bottom row: An input image (first column), its simulated perceptual version from pulse2percept (second column), its simulated perceptual version as a result from convolving it with the estimated PSF (third column), and a comparison of the two resulting intensity profiles along the respective diagonals (fourth column).
METHODS
As a proof of concept, we consider the retinal simulation as a black box. The underlying function that transforms an input image into a virtual patient's perceived image is, thus, unknown. However, our goal is to develop an architecture that is capable to perform end-to-end learning on various tasks -including object classification. Therefore, we propose to model the extended virtual patient as a neural network allowing us to use iterative optimization methods, i.e., gradient descent, for arbitrary objective functions.
Replacement of the Retina Simulator
To this end, instead of re-engineering the publicly available software pulse2percept to be fully differentiable and capable to be integrated inside a neural network, we approximated the output of the simulation by a simple point-spread-function (PSF) estimation. It has to be noted, that this approximation is only valid for a fixed set of parameters, namely, the position of the subretinal implant inside the retina, the amount of electrodes on the implant's microchip, the size of the electrodes, and their spacing. We set this parameters according to the specification of the Alpha IMS subretinal implant (Koitschev et al., 2015) although the authors assume, that any other plausible settings could have been used to show the general applicability of this approach. Using pulse2percept we simulated the virtual patient's perception of a single dot for calculating the point-spread-function. Figure 3 shows the estimated PSF (top row) with an exemplary intensity profile along the diagonal of the input image as well as an image (bottom row, left) of which the perceived image is simulated by pulse2percept (bottom row, second column), the result by replacing the simulation software by a simple PSF (bottom row, third column), and a comparison of exemplary intensity profiles (bottom row, forth column). While certainly not all details can be described by a simple PSF the results indicate a sufficient approximation of the simulation and, thus, can be used for a proof of concept.
Network Architecture Extended Virtual Patient Network
Due to the fact that we are now able to replace the perceptual simulation of the virtual patient by a simple convolution with a PSF it is now possible to model the extended virtual patient as a neural network. Since our virtual patient shall be capable of object classification we extent the virtual patient with an artificial observing unit, that, similar to the human brain, classifies simulated perceptual images into object categories. Hence, the extended virtual patient's neural network consists of two parts. The first part simulates the transformation of an input image into the perceptual image by a simple convolution with the PSF. The weights of this convolution are fixed and no bias term is used to retain a simulation of the retinal processing. The output of this convolution is then forwarded to the artificial observing unit, which is modelled as a neural network consisting of a convolutional sub network and a subsequent multilayer perceptron as a classifier. Figure 4: Overview of the used network architecture(s). An input image (red box) is fed to a convolutional neural network performing a learned image transformation (yellow box). The transformed image is then fed to the extended virtual patient, where a perceptual version of the transformed image is approximated by a PSF and then passed to an artificial observing unit that classifies the image into one of the three object categories. The information flow of the baseline model is indicated by the dashed arrow from the input image to the extended virtual patient, effectively bypassing the transformation CNN.
The convolutional sub network of the extended virtual patient has three blocks, where each block consists of two convolutional layers followed by a maxpooling layer of stride 2 in both spatial dimensions. The number of kernels per block is doubled after each block starting at 32 kernels, the kernel sizes are fixed at 3×3 px, and ReLUs are used as activation functions after each convolutional layer.
The output of the convolutional sub network is then embedded into the one-dimensional space and forwarded to a MLP consisting of three fully connected layers with 128, 64, and 3 nodes, respectively. For the first two fully connected layers ReLUs are used as activation functions and a softmax activation is applied on the last output to obtain the class membership of a given input. The green dashed box of Figure 4 summarizes the used architecture.
Image Transformation Network
The input of the image transformation network is the original image, of which its transformed version is perceived and then classified by the extended virtual patient. Under the assumption, that we seek for a transformation based on local intensities and not on global and semantically inferred information, the architecture of this network was designed rather simple and shallow. Specifically, it consists of three convolutional layers, where the first two have 32 kernels of size 5 × 5 each and the third having only 1 filter as its output is the transformed gray-valued image. Again, ReLUs are used as activation functions. The red dashed box of Figure 4 summarizes the used image transformation architecture.
End-To-End Network and Training
By combining the two aforementioned networks into one model it is possible to learn image transformation parameters in an end-to-end fashion that improve the object classification quality of the artificial observer. Thus, the image transformation parameters and the weights of the artificial observer can be learned by using standard error backpropagation. Moreover, arbitrarily chosen differentiable objective functions can be used to solve a variety of visual tasks.
EVALUATION
To test the proposed model, that combines an image transformation network and the introduced extended virtual patient, we perform a standard object classification task with a small number of classes.
Datasets:
The dataset comprises images of three object classes, namely, airplanes, cars, and bicycles. Images were obtained through a Google image search. Images containing objects on homogeneous backgrounds were removed, since we want to prevent the artificial observer to exclusively learn object's silhouettes, potentially contradicting real life sceneries.
The final dataset consists of 1250 gray-valued images per class. The images were resized to 104 × 104 px to assure, that the whole image can be projected onto the subretinal implant's microchip without any further subsampling. Baseline Model: Our baseline model consists of the extended virtual patient that receives the unaltered images. We test this model to ensure, that the power of the artificial observing unit (the convolutional neural network and its subsequent multilayer perceptron) is factually limited and, thus, does not solve the task at hand -i.e., no image transformation is needed at all (see Figure 4 for an overview).
Unimpaired Virtual Patient For comparability, we also evaluate the object classification quality of the artificial observing unit when no impairment, thus, no implant is present. This is done to show the general classification capabilities of the observing unit.
Training: Our final model depicted in Figure 4 , the baseline model, and the unimpaired virtual patient model are trained in an end-to-end learning fashion using stochastic gradient descent with a starting learning rate of 0.01, momentum of 0.9, and a learning rate decay of 0.00008. Training is done for 125 epochs and a dropout (Hinton et al., 2012) of 50% is applied after the first two fully connected layers of the classification network (MLP). Categorical crossentropy is used as the objective function assessing the loss of the object classification.
To evaluate the robustness of the proposed method, we applied 10-fold cross-validation. Therefore, the data set was split 10 times into a training and testing set (90%/1125 training images, 10%/125 testing images) and trained as described above.
Results and Discussion
The object classification quality of the testing set for each of the 10 folds is depicted in Figure 5 . As expected, the unimpaired virtual patient network, where the artificial observing unit is trained on the original input images performs best with an averaged test set accuracy of 86.8%. This indicates the general applicability of our described architecture of the artificial observing unit. For the baseline model, the artificial observing unit is trained with the approximated perceived image of the virtual patient. As can be seen, the overall quality of the classification degenerates drastically resulting in an averaged test set accuracy of 67.4%. Finally, when the image transformation network is plugged into the network and the original input images are transformed before they stimulate the implant of the virtual patient, the averaged test set accuracy across the 10 folds significantly increased to 81.1%. The results are promising w.r.t. our restricted scenario and the overall accuracy gain is 13.7%. Specifically, the results indicate that it is possible to enhance a virtual patient's perception by a simple transformation of the retinal implant's input and, thus, before the retinal circuitry and without altering the signal processing inside the microchip.
As can be seen in Figure 6 (third column), the image transformation network learns to enhance edges and blob-like structures of the original image. This amplification of edges and local regions inside the image seems to further improve local contrast in the resulting perceptual images making them to appear more detailed than their unaltered counterparts. The transformation unit was constructed for providing local feature transformations only since the result is fed as a spatially distributed input signal into the implant simulator. Edges and blobs are considered important local features for object recognition and, thus, the network seems to deduce appropriate features directly from the global classification task. The results of the classifier also indicate that the learned transformation seems to be adequate for the task.
However, we do note that our approach has severe limitations and restrictions regarding the technical side as well as in its expressiveness of the results. Regarding the former, we made the implicit underlying assumption that the simulation of the perceptual image that is used in our virtual patient is correct and sufficient for further investigations. However, it is likely that the underlying processing of pulse2percept, on which we base our estimation of the PSF, will be subject to changes. Furthermore, we have to stress, that the approximation of the signal processing by using a PSF is restricting and does certainly not capture all important steps in simulating a perceived image. Moreover, the results presented indicate a significant quality gain in an object classification task for a virtual patient but, to this end, we cannot directly implicate that this is also true for real patients.
CONCLUSION
We motivated the idea of bionic vision enhancement w.r.t. subretinal implants in a virtual patient. We proposed to model the signal processing from an input image to a perceptual image as a neural network allowing us to learn a suitable image transformation for arbitrary differentiable objective functions. As a proof of concept, we demonstrated the general applicability of our approach on an object classification task, where a virtual patient is extended by an artificial observing unit that decides on an object's class membership. Comparing our results to a baseline model in which no image transformation is applied, the overall classification accuracy is increased by 13.7% indicating great potential to enhance object classification of visually impaired virtual patients. Furthermore, since the virtual patient as well as the image transformation are modelled in a neural network, our approach is not limited to the visual task of object classification but can be extended to other objectives as well.
Limitations and Future Work
Our approach has limitations. First, since this is a preliminary study on whether it is, in theory, possible to enhance the perceived image of an impaired virtual patient, we restricted ourselves to approximate the processing of the perceived image by using a simple PSF. This approximation certainly lacks details and is, as already stated above, subject to a specific set of parameters regarding the implant and its actual position inside the retina. However, every implant is likely to be placed differently throughout the surgical implantation and, thus, the perceived image will change w.r.t. its placement. Moreover, there are different types and stages of retinal diseases, so it is adequate so assume, that the perceived image is likely to be different for each treated patient.
Therefore, it is necessary to model the perceptual simulation of pulse2percept and its underlying theoretical models (e.g., (Nanduri et al., 2012) ) in greater detail while maintaining differentiability for gradient descent optimization as well as making them parameterizable for different kinds of implants, positions, and so forth. Although, this task is very challenging, the authors do believe, that this will promote further efforts and advances in this research area.
Modelling the artificial observing unit as a classifier refers to just one of many possible visual tasks. Distance estimation or tracking of objects are examples of further tasks that may be of importance when enhancing the input. Furthermore, we will research possible dependencies of optimal input transformations for different recognition scenarios, such as the ones listed above, to identify generally applicable potential transformations for perception enhancement.
Finally, we cannot infer any direct proposition regarding the enhancement of real patient's visual perception. Therefore, extensive studies on real visually impaired and healthy subjects need to be done. Specifically, w.r.t. this work it will be beneficial to study, how healthy subjects perform on the object classification task given the original and enhanced perceptual images in order to see, whether the results provided in this work are reasonable and usable for real subjects. 
