Abstract-Single image haze removal is an extremely challenging problem due to its inherent ill-posed nature. Several prior-based and learning-based methods have been proposed in the literature to solve this problem and they have achieved superior results. However, most of the existing methods assume constant atmospheric light model and tend to follow a twostep procedure involving prior-based methods for estimating transmission map followed by calculation of dehazed image using the closed form solution. In this paper, we relax the constant atmospheric light assumption and propose a novel unified single image dehazing network that jointly estimates the transmission map and performs dehazing. In other words, our new approach provides an end-to-end learning framework, where the inherent transmission map and dehazed result are learned directly from the loss function. Extensive experiments on synthetic and real datasets with challenging hazy images demonstrate that the proposed method achieves significant improvements over the state-of-the-art methods.
I. INTRODUCTION
Haze or fog is a natural atmospheric phenomenon caused by the absorption or reflection of light by floating particles in the air. In the presence of haze, the captured images tend to suffer from low contrast and faint color conditions. A sample hazy image is shown on the left side of Figure 1 . It can be clearly observed that haze greatly obscures the content in the image. The problem of estimating a clear image from a single hazy input image (known as dehazing) has attracted a significant interest in the computer vision and image processing communities in recent years [1] , [2] , [3] , [4] , [5] , [6] , [7] .
The image degradation due to the presence of haze is mathematically formulated as:
where x is the pixel coordinates, I represents the observed hazy image, J is the true scene radiance (image before degradation), A is the global atmospheric light, and t(x) is the transmission map [8] . The transmission map is a distancedependent factor that affects the fraction of light that reaches the camera sensor. One can view (1) as the superposition of two components: 1. Direct attenuation (J(x)t(x)), and 2. Airlight (A(x)(1 − t(x)). Direct attenuation represents the effect of scattering of light and the eventual decay of light before it reaches the camera sensor. Airlight is a phenomenon that results from the scattering of environmental light causing a shift in the apparent brightness of the scene. Note that Airlight is a function of scene depth and the global atmospheric light A. When the atmospheric light A is homogeneous, the transmission map can be expressed as
where β represents the attenuation coefficient of the atmosphere and d(x) is the scene depth. Since multiple solutions can be found to the same input hazy image, haze removal is a highly ill-posed problem. Many previous methods overcome this issue by including more information such as multiple images of the same scene [7] or depth information [6] to determine a solution. However, no extra information such as depth or multiple images is available for the problem of single image dehazing. To tackle this issue, some prior information has to be included into the optimization framework such as dark-channel prior [5] , contrast color-lines [9] and haze-line prior [4] . More recently, several learningbased methods have also been proposed, where different learning algorithms such as random forest regression and Convolutional Neural Networks (CNNs) are trained for predicting the transmission map [3] , [1] , [2] . Many existing methods make an important assumption of constant atmospheric light 1 in the image degradation model (1) and tend to follow a two-step procedure. First, they learn the mapping from input hazy image to its corresponding transmission map and then using the estimated transmission map they recover the dehazed image as
As a result, they consider the task of transmission map estimation and dehazing as two separate tasks. By doing so, 1 Meaning that the intensity of atmosphere light A is independent from its spatial location x.
they are unable to accurately capture the transformation between the transmission map and the dehazed image. Motivated by this observation, we relax the constant atmospheric light assumption [10] , [11] and propose to jointly learn the transmission map and dehazed image from an input hazy image using a deep CNN-based network. Relaxing the constancy assumption not only allows us to exploit the benefits of multi-task learning but it also enables us to regress on losses defined in the image space. By enforcing the network to learn the transmission map, we still follow the popular image degradation model (1), however, after relaxing the assumption of constant atmospheric light. This joint learning enables the network to implicitly learn the atmospheric light and hence avoiding the need for manual calculation. On the other hand, previous learning-based CNN methods [1] , [2] utilize Euclidean loss in generating the corresponding transmission map, which may result in blurry effect and poor quality dehazed images. To tackle this issue, we incorporate adversarial loss to generate the transmission map. Figure 2 gives an overview of the proposed single image dehazing method. Our network consists of three parts: 1. Transmission map estimation, 2. Hazy image feature extraction, and 3. Dehazing network guided by transmission map and hazy image features. The transmission map estimation is learned using a combination of adversarial loss and pixel-wise Euclidean loss. The transmission maps from this module are concatenated with the output of hazy image feature extraction module and processed by the dehazing network. Hence, the transmission maps are also involved in the dehazing procedure via the concatenation operator. The dehazing network is learned by optimizing a weighted combination of perceptual loss and pixel-wise Euclidean loss to generate perceptually better results. Shown in Figure 1 is a sample dehazed image using the proposed method. This paper makes the following contributions:
• A novel joint transmission map estimation and image dehazing using deep networks is proposed. This is enabled by relaxing the constant atmospheric light assumption, thus allowing the network to implicitly learn the transformation from input hazy image to transmission map and transmission map to dehazed image.
• We propose to use the recently introduced Generative Adversarial Network (GAN) framework for learning the transmission map.
• By performing a joint learning of transmission map and image dehazing, we are able to minimize losses defined in the image space such as perceptual loss and pixel-wise Euclidean loss, thereby generating perceptually better results.
• Extensive experiments on synthetic and real image datasets are conducted to demonstrate the effectiveness of the proposed method.
II. RELATED WORK
In this section, we review recent related works on single image dehazing and some commonly used losses in various CNN-based image reconstruction tasks.
A. Single Image Dehazing
One of the earliest methods for single image dehazing was proposed in [12] , where the authors aim to maximize the contrast per-patch based on the observation that haze or fog reduces the contrast of the color images. Then, Kratz and Nishino [13] proposed a factorial MRF model to estimate the albedo and depths filed. He. et.al in [5] made a surprising observation that the images captured in the outdoor environments contain a lot of dark pixels. Motivated by this observation, they proposed a dark-channel prior-based model to estimate the transmission map. Meng et al. [14] extended this dark-channel prior model by imposing an inherent boundary constraint on the transmission function to better estimate the transmission map. Tang [3] argued that a single prior is not sufficient to tackle the ill-posed nature of the image dehazing problem and they proposed a learning-based methods to combine different types of features to generate better transmission maps. More recently, Berman et al. [4] proposed a non-local patch prior method based on the assumption that the colors of a haze-free image are well approximated by a few hundred distinct colors that form tight clusters in the RGB space.
The success of CNNs for high-level vision tasks such as object recognition has inspired researchers to explore CNN-based algorithms for low-level vision tasks such as image restoration and super-resolution [15] , [16] , [17] , [1] , [18] . Unlike previous methods that use different priors to estimate the transmission map, Cai et al. [2] train an end-to-end CNN network for estimating the transmission map given an input hazy image. Most recently, Ren et al. [1] proposed a multi-scale deep neural network to learn the mapping between hazy images and their corresponding transmission maps. Though these CNNbased learning methods achieve superior performance over the recent state-of-the-art methods, they limit their capabilities by learning a mapping only between the input hazy image and the transmission map. This is mainly due to the fact that these methods are based on the popular image degradation model given by (1) which assumes a constant atmospheric light. In contrast, in this paper we relax this assumption and thus enable the network to learn a transformation from the input hazy image to transmission map and transmission map to dehazed image. By doing this, we are also able to use losses defined in the image domain to learn the network. In the following sub-sections, two different losses that we use to improve the performance of the proposed network are reviewed.
B. Loss Functions
Loss functions form an important and integral part of a learning process, especially in CNN-based reconstruction tasks. Initial work on CNN-based image regression tasks optimized over pixel-wise L2-norm (Euclidean loss) or L1-norm between the predicted and ground truth images [19] , [20] . Since these losses operate at pixel level, their ability to capture high level perceptual/contextual details is limited and they tend to produce blurred results. In order to overcome this issue, we use two different loss functions: adversarial loss and perceptual loss for learning the transmission map and dehazed image, respectively. Adversarial loss: Adversarial loss is based on the recently introduced GAN framework that was proposed by Goodfellow et al. in [21] to synthesize realistic images by effectively learning the distribution of training images. The authors adopted a game theoretic min-max optimization framework to simultaneously train two models: a generative model, G, and a discriminative model, D. The success of GANs in synthesizing realistic images has led to researchers exploring the adversarial loss for numerous low-level vision applications such as style transfer [22] , image in-painting [23] , image to image translation [24] , image super-resolution [25] and image de-raining [26] . Inspired by the success of these methods, we propose to use the adversarial loss to learn the distribution of transmission maps for their accurate estimation.
Perceptual loss: Many researchers have argued and demonstrated through their results that it would be better to optimize a perceptual loss function in various applications [27] , [28] . The perceptual function is usually defined using high-level features extracted from a convolutional network. The aim is to minimize the perceptual difference between the reconstructed image and the ground truth image. Perceptually superior results were obtained for both super-resolution and artistic styletransfer [22] , [29] , [30] . In this work, a VGG-16 architecture [31] based perceptual loss is used to train the network for performing dehazing.
III. PROPOSED METHOD
The proposed network is illustrated in Figure 2 which consists of the following modules: 1. Transmission map estimation, 2. Hazy image feature extraction, and 3. Transmission guided image dehazing, where the first module learns to estimate transmission maps from corresponding input hazy images, the second module extracts haze relevant features from the input hazy image and the third module learns to perform image dehazing guided by the transmission map and feature maps from the first two modules. In what follows, we explain these modules in detail.
A. Transmission Map Estimation
The task of predicting transmission map from a given input hazy image is considered as a pixel-level image regression task. In other words, the aim is to learn a pixel-wise nonlinear mapping from a given input image to the corresponding transmission map by minimizing the loss between them. In contrast to the method used by Ren et al. in [1] , our method uses adversarial loss in addition to pixel-wise Euclidean loss to learn better quality transmission maps. Also, the network architecture used in this work is very different from the one used in [1] .
For incorporating the adversarial loss, the transmission map estimation is learned in the Conditional Generative Adversarial Network (CGAN) framework [32] . Similar to earlier works on GANs for image reconstruction tasks [26] , [33] , [25] , the proposed network for learning the transmission map consists of two sub-networks: Generator G and Discriminator D. The goal of GAN is to train G to produce samples from training distribution such that the synthesized samples are indistinguishable from the actual distribution by the discriminator D. The subnetwork G is motivated by the success of encoder-decoder structure in pixel-wise image reconstruction [34] , [16] , [33] , [35] . In this work, we adopt a 'U-Net'-based structure [34] as the generator for the transmission map estimation. Rather than concatenating the symmetric layers during training, shortcut connections [36] are used to connect the symmetric layers with the aim of addressing the vanishing gradient problem for deep networks. To better capture the semantic information and make the generated transmission map indistinguishable from the ground truth transmission map, a CNN-based differentiable discriminator is used as a 'guidance' to guide the generator in generating better transmission maps. The proposed generator network is as follows (the shortcut connection is neglected here):
CP ( where C represents the covolutional layer, T C represents transpose convolution layer, P indicates Prelu [37] and B indicates batch-normalization [38] . The number in the bracket represents the number of output feature maps of the corresponding layer.
The structure of the proposed discriminator network is as follows: 
B. Hazy Feature Extraction and Guided Image Dehazing
A possible solution to image dehazing is to directly learn an end-to-end non-linear mapping between the estimated transmission map and the desired dehazed output. However, as shown in [33] , while learning a mapping from label-like image to a RGB color image, it is difficult to maintain its original color information and hence it is not possible to accurately predict the dehazed output even though the learned mapping can generate visually reasonable outputs.
To ensure that the dehazed image maintains color constancy as compared with the input image, we leverage the input hazy image by using it to guide the transmission map. Inspired by guided filtering [39] , [40] , [41] , where a guidance image is used to filter the transmission map,a set of convolutional layers with symmetric skip connections are stacked in the front and they serve as a hazy image feature extractor. These feature maps extracted from the input image are concatenated with the estimated transmission map and are fed into the guided image dehazing module. This module consists of another set of CNN layers with non-linearities and it essentially acts as a fusion CNN whose task is to learn a mapping from transmission map and high-dimensional feature maps to dehazed image. 2 To learn this network, a perceptual loss function based on VGG-16 architecture [31] is used in addition to pixel-wise Euclidean loss. The use of perceptual loss greatly enhances the visual appeal of the results. Details of the network structure for the hazy feature extraction and guided image dehazing module are as follows:
CP ( In summary, a non-linear mapping from the input hazy image and transmission map to dehazed image is learned in a multi-task end-to-end fashion. By learning this mapping, we enforce our network to implicitly learn the estimation of atmospheric light, thereby avoiding the "manual" estimation as followed by some of the existing methods.
C. Training Loss
As discussed earlier, the proposed method involves joint learning of two tasks: transmission map estimation and dehazing. Accordingly, to train the network, we define two losses L t and L d , respectively for the two tasks.
Transmission map loss L t : To overcome the issue of blurred results due to the minimization of L 2 error, the transmission map estimation network is learned by minimizing a weighted combination of L 2 error and an adversarial error. The transmission map loss is defined as
where λ a is a weighting factor, L t E is the pixel-wise Euclidean loss and L t A is the adversarial loss and are respectively defined as follows
where I is a C-channel input hazy image, y t is the ground truth transmission map, W × H is the dimension of the input image and transmission map, φ G is the generator sub-network G for generating the transmission map and φ D is the discriminator sub-network D.
Dehazing loss L d : The dehazing network is learned by minimizing a weighted combination of the pixel-wise Euclidean loss and perceptual loss between the ground-truth dehazed image and the network output and is defined as follows
2 Note that our network is quite different from the network proposed in [39] in the sense that the proposed network is a multi-task learning network with a single input while the network in [39] is a single-task network with two inputs.
where λ p is a weighting factor, L d E is the pixel-wise Euclidean loss and L t P is the perceptual loss and are respectively defined as
where I is a C-channel input hazy image, J is the ground truth dehzed image, W × H is the dimension of the input image and the dehazed image, φ E is the proposed network, V represents a non-linear CNN transformation and C i , W i , H i are the dimensions of a certain high level layer of V . Similar to the idea proposed in [28] , we aim to minimize the distance between high-level features along with pixel-wise Euclidean loss. In our method, we compute the feature loss at layer relu3 1 in VGG-16 model [31] . 3 Note that the dehazing loss L d is also to be propagated to the transmission estimation part.
IV. EXPERIMENTS
In this section, we demonstrate the effectiveness of the proposed approach by conducting various experiments on synthetic and real datasets that contain a variety of hazy conditions. First we describe the datasets used in our experiments. We then discuss the details of the training procedure. Next, we discuss the results of the ablation study conducted to understand the improvements obtained by various modules of the proposed method. Finally, we compare the results of the proposed network with recent state-of-the-art methods.
A. Datasets
Since it is extremely difficult to collect a dataset that contains a large number of hazy/clear/transmission-map image pairs, training and test datasets are synthesized using (1) and following the idea proposed in [3] , [2] , [1] . All the training and test samples are obtained from the NYU Depth dataset [42] . More specifically, given a haze-free image, we randomly sample four atmosphere light A(x) ∈ [0.5, 1.2] and the scattering coefficient of the atmosphere β ∈ [0.4, 1.6] to generate its corresponding hazy images and transmission maps. An initial set of 600 images are randomly chosen from the NYU dataset. From each image belonging to this initial set, 4 training images are generated by using randomly sampled atmospheric light and scattering coefficient, obtaining a total of 2400 training images. In a similar way, a test dataset consisting of 300 images is obtained. We ensure that none of the training images are in the test set. By varying A and β, we generate our training data with a variety of different conditions.
As discussed in [1] , [3] , the image content is independent of its corresponding depth. Even though the training images are from the indoor dataset [42] and hence depths of all the images are relatively shallow, we could modify the value of the attenuation coefficient β to vary the haze concentration to make sure the datasets can also used for outdoor image dehazing. Meanwhile, the experimental results have also demonstrated the effectiveness of discussed training datasets.
To demonstrate the effectiveness of the proposed method on real-world data, we also created a test dataset including around 30 hazy images downloaded from the Internet.
B. Training Details
The entire network is trained on a Nvidia Titan-X GPU using the torch framework [43] . We choose λ a = 0.003 for the loss in estimating the transmission map and λ p = 1.5 for the loss in single image dehazing. During training, we use ADAM [44] as the optimization algorithm with learning rate of 2 × 10 −3 and batch size of 10 images. All the training samples are resized to 256 × 256.
C. Ablation Study
In order to better demonstrate the improvements obtained by different modules in the proposed network, we perform an ablation study involving the following experiments: 1) Transmission map estimation with and without adversarial loss, 2) Image dehazing with and without perceptual loss, 3) Image dehazing with and without Euclidean loss, and 4) Image dehazing with and without transmission map.
Transmission map estimation without adversarial loss:
In this experiment, the transmission map estimation module is trained in two different settings: 1) Without adversarial loss: The network is trained using only pixel-wise Euclidean loss given by (5), and 2) With adversarial loss: The network is trained using a combination of pixel-wise Euclidean loss and adversarial loss given by (4) . The results of the network trained in these two settings for two sample images from the test dataset are shown in Figure 4 . It can be clearly observed from this figure that the transmission maps obtained by using a weighted combination of Euclidean loss and adversarial loss are much sharper and more visually pleasing as compared to those obtained using only Euclidean loss.
Image dehazing without perceptual loss: In this experiment, the effect of using perceptual loss with the help of VGG network is studied. As before, the entire network is trained in two settings: 1) Without perceptual loss: The network is trained using only the Euclidean loss given by (8) , and 2) With perceptual loss: The network is trained using a weighted combination of Euclidean loss and perceptual loss given by (7) . The results from these two settings on a sample image from the test dataset are shown in Figure 5 . It can be observed clearly that minimizing only the Euclidean loss results in loss of details and make the dehazed result visually unappealing.
Image dehazing without Euclidean loss: In this experiment, the effect of using perceptual plus Euclidean loss is studied. As before, the entire network is trained in two settings: 1) Without Euclidean loss: The network is trained using only the perceptual loss given by (9), and 2) With Euclidean loss: The network is trained using a weighted combination of Euclidean loss and perceptual loss given by (7) . The results from these two settings on a sample image from the test dataset are shown in Figure 6 . It can be clearly observed that minimizing only perceptual loss tends to change the color of the dehazed result (It can be better seen from the recovered sky).
Image dehazing without transmission map: As the proposed method involves multi-task learning of transmission map estimation and dehazing, we evaluate the importance of enforcing the network to learn and use transmission map for guided dehazing by learning the network in two settings: 1) Without transmission map estimation: The network is trained to perform an end-to-end image dehazing without transmission map estimation, and 2) With transmission map estimation. The results corresponding to these two settings for two sample images from the test dataset are shown in Figure 7 . It can be clearly observed that in the first setting, the network is unable (a) (b) (c) to remove the haze completely as compared to the second network.
D. Comparison with state-of-the-art Methods
To demonstrate the improvements achieved by the proposed method, it is compared against recent state-of-the-art methods on synthetic and real datasets.
Evaluation on synthetic dataset: The proposed network is trained and evaluated using the synthetic dataset described in Section 4.1. Since the dataset is synthesized, the ground truth dehazed images are available, hence making it possible for us perform qualitative as well as quantitative evaluations.
Results for the proposed method and four recent state-ofthe-art methods [5] , [14] , [4] , [2] on two sample images from the test dataset are shown in Figure 3 . It can be observed from these results that the dark-channel prior-based methods [5] , [14] tend to overestimate the dark-pixels resulting in lower color contrast in the output images. This is especially evident when one looks at the recovered carpet in the third row. Even though, [4] is able to achieve good performance in the presence of moderate haze, its performance reduces in the presence of heavy haze as shown in the fourth row in Figure 3 . In contrast, the proposed method is able to achieve better dehazing for a variety of haze contents. Similar results can be observed regarding the quality of transmission maps estimated by the proposed multi-task method as compared with the existing methods. It can be noted that the previous methods are unable to accurately estimate the relative depth in a given image, resulting in lower quality of dehazed images. In contrast, the proposed method not only estimates high quality transmission maps, but also achieves better quality dehazing.
The quantitative performance of the proposed method is compared against five state-of-the-art methods [5] , [14] , [1] , [4] , [2] using two standard metrics: Peak Signal to Noise Ratio (PSNR) and SSIM [45] . The quantitative results are tabulated in Table I . It can be observed from this table that the proposed method achieves the best performance in terms of both metrics. Note that, we have attempted to obtain the best possible results for the other methods by fine-tuning their respective parameters based on the source code released by the authors and kept the parameter consistent for all the experiments. As the code released by [1] cannot estimate the predicted transmission map, the result for the transmission estimation corresponding to [1] is not included in the discussion.
Evaluation on real dataset: To better demonstrate the generalization ability of the proposed method in dealing with realworld images, we evaluated the proposed method on several real-world hazy images provided by previous methods and also some challenging hazy images downloaded from the Internet. Note that the network is trained on the synthetic training dataset, which is generated by the dataset discussed above and tested on the real-world dataset. The dehazing results are compared against five state-of-art methods [5] , [14] , [4] , [2] , [1] .
Comparison of results on four sample images used in earlier methods compared with various approaches is shown in Figure 9 . Yellow rectangles are used to highlight the improvements obtained using the proposed method. Though the existing methods seem to achieve good visual performance in the top row, it can be observed from the highlighted region that these methods may result in undesirable effects such as artifacts and color over-saturation in the output images. For the bottom two rows, the existing methods either make the image darker due to overestimation of dark pixels or are unable to perform complete dehazing. For example, leaningbased methods [1] , [2] underestimate the thickness of haze resulting in partial dehazing. Even though Berman et al. [4] leaves less haze in the output, the resulting image tends to be darker as the haze line is tough to detect under heavy haze conditions. In contrast, the proposed method is able to achieve near-complete dehazing with visually appealing results by avoiding any undesirable effects in the output images.
Furthermore, we also illustrate three qualitative examples of dehazing results on real-world hazy images by different [1] method perform well but they tend to leave haze in the output leading to loss in color contrast. Even though Meng. et al and Berman et al perform better, they tend to over-estimate the haze level resulting darker output images. Overall, our proposed method is able to tackle the problems brought by the other methods and achieve the best performance visually.
In Fig 10, we present a very tough hazy image to illustrate the results. The visual comparison here also confirms our findings in the previous experiments. Particularly, from the highlighted yellow rectangle, it can be observed that the method can better recover the Mandarin characters hidden behind the haze.
Finally, the running time of our method is also evaluated. On average, our method can processes 512×512 images at 18 frames per second (fps), making it feasible to run in real-time.
V. CONCLUSION
This paper presented a new multi-task end-to-end CNNbased network that jointly learns to estimate transmission map and performs image dehazing. In contrast to the existing methods that consider the transmission estimation and single image dehazing as two separate tasks, we bridge the gap between them by using multi-task learning. This is achieved by relaxing the constant atmospheric light assumption in the standard image degradation model. In other words, we enforce the network to estimate the transmission map and use it for further dehazing thereby following the standard image degradation model for image dehazing. Experiments evaluated on synthetic and real datasets demonstrated that the proposed method is able to achieve significantly better results as compared to the recent state-of-the-art methods. In addition, an ablation study was performed to demonstrate the improvements obtained by different modules in the proposed method. 
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