Chromosome territories (CTs) constitute a major feature of nuclear architecture. In a brief statement, the possible contribution of nuclear architecture studies to the field of epigenomics is considered, followed by a historical account of the CT concept and the final compelling experimental evidence of a territorial organization of chromosomes in all eukaryotes studied to date. Present knowledge of nonrandom CT arrangements, of the internal CT architecture, and of structural interactions with other CTs is provided as well as the dynamics of CT arrangements during cell cycle and postmitotic terminal differentiation. The article concludes with a discussion of open questions and new experimental strategies to answer them.
I
mpressive progress has been achieved during the last decade with regard to the functional implications of DNA methylation, histone modifications, and chromatin remodeling events for gene regulation (Fuks 2005; Kouzarides 2007; Maier et al. 2008; Jiang and Pugh 2009) . It has, however, also become obvious that decoding the chromatin language does not suffice to fully understand the ways in which the diploid genome contributes to the formation of the different epigenomes present in the various cell types of a multicellular organism.
Different epigenomes and their functional implications also depend on differences in higher-order chromatin organization and nuclear architecture at large. Epigenomic research aims for an integrated understanding of the structural and functional aspects of epigenetics with nuclear architecture during the differentiation of toti-or pluripotent cells to functionally distinct cell types.
The territorial organization of chromosomes in interphase (chromosome territories, CTs) constitutes a basic feature of nuclear architecture. This article starts with a brief historical account of the CT concept and the compelling experimental evidence in favor of a territorial organization of chromosomes in all eukaryotes studied to date. A survey of what is presently known about nonrandom arrangements of CTs, about changes of such arrangements in cycling cells as a result of internal or external influences and about the internal architecture of CTs and their structural interactions with each other is provided. The article concludes with a discussion of open questions on CT organization and new experimental strategies to answer them.
ORIGIN OF THE CHROMOSOME TERRITORY CONCEPT
Since the late 19th century, an uncounted number of microscopic studies has appeared on numerous aspects of nuclear structure and on the observation of mitotic chromosomes. A territorial organization of interphase chromosomes was first suggested for animal cell nuclei by Carl Rabl (Rabl 1885) (Fig. 1A,B ), but it was Theodor Boveri who introduced the term chromosome territory (CT) in his seminal studies of blastomere stages of the horse roundworm Parascaris equorum or Ascaris megalocephala, as the species was called at his time (Boveri 1909) . The worm exists in two varieties, one with two pairs (Ascaris bivalens), the other with one pair of germ line chromosomes (Ascaris univalens). Boveri argued that each chromosome visible in mitosis retains its individuality during interphase and occupies a distinct part of the nuclear space. As can be seen in his drawings, Boveri was able to distinguish chromosome ends sticking out in protrusions of prophase nuclei (Fig. 1C ) and used these protrusions as markers for the nuclear position of the asserted CTs in interphase nuclei (Fig. 1D) . In fixed two-cell embryos, Boveri noted that their nuclear topography was strikingly similar during interphase and prophase, when chromosomes became visible as distinct entities. In four cell embryos, however, he typically observed two pairs of nuclei each carrying distinctly different protrusion patterns (Fig. 1D ). His ingenious speculative talent led him to the following predictions on chromosome arrangements in Ascaris nuclei during the first steps of postzygotic development (for a comprehensive review, see Cremer and Cremer 2006a ): (I) CTorder is stably maintained during interphase; (II) Chromosome neighborhood patterns change from prophase to metaphase; and (III) New chromosome neighborhood arrangements established in the metaphase plate are conserved to a considerable extent throughout anaphase and telophase, resulting in rather symmetrical arrangements of CTs in the two daughter nuclei. Different opinions on the structural organization of CTs were put forward in the early days of the 20th century. Eduard Strasburger (1905) published a colored cartoon claiming that CTs are built up from little chromatin clumps (Fig. 1E) , whereas Theodor Boveri discussed a sponge-like CT structure built up from networks of anastomizing chromatin bundles (Fig. 1F) .
Despite light microscopic evidence in favor of chromosome territories at least in some species and cell types (for review see Stack et al. 1977 ) the weight of electron microscopic evidence established since the 1950s apparently argued for an unraveling of chromosomes in interphase nuclei into intermingling chromatin fibers of 10 -30 nm in diameter with no sign of individual chromosomes. As a consequence, the concept of chromosome territories fell into oblivion or was even considered to be experimentally disproved (Wischnitzer 1973) . During the 1970s and 1980s, most researchers seemed content with the assumption that the nucleus is filled with intermingling chromatin fibers and loops like a dish of spaghetti, an assumption widely reflected by textbooks of cell biology.
EXPERIMENTAL EVIDENCE FOR CHROMOSOME TERRITORIES
Stephen M. Stack, David B. Brown, and William C. Dewey were among the few researchers in the 1970s that still adhered to Boveri's seemingly outdated concept (Stack et al. 1977 ; for review, see Cremer and Cremer 2006b ). They squashed fixed cells from Allium cepa root tips, as well as Chinese hamster cells in acetic acid, and subjected the air-dried cells to salt solutions containing NaOH, and finally performed a Giemsa staining. This treatment yielded clumps of condensed chromatin arguably reflecting interphase chromosomes (Fig. 2A) . The authors concluded that "chromosomes . . . remain in distinct domains throughout interphase." Our group obtained early evidence for CTs in nuclei of diploid Chinese hamster cells with the help of laser-UV-microirradiation experiments (Zorn et al. 1976; Zorn et al. 1979; Cremer et al. 1982a; Cremer et al. 1982b ; for review, see Cremer and Cremer 2006b; Meaburn and Misteli 2007) . A laser microbeam (l ¼ 257 nm) was used to induce UV-damaged DNA within a small part of the nucleus. It was predicted that DNA damage inflicted within a small volume of the nucleus would yield different results depending on how chromosomes were arranged. Figure 2B exemplifies the experimental rationale with the example of woolen threads assembled within a "nuclear" space (Cremer et al. 1982a) . Each thread reflects a chromatin fiber constituting an individual chromosome. In case of threads distributed throughout the whole nuclear space (upper panel), the "damage" label would become scattered over many threads. If individual threads occupy distinct territories (lower panel), localized label would mark only a small subset of threads. This experimental rationale was realized in the following way ( Fig. 2C -E) : Nuclei of living cells were microirradiated in G1. Locally damaged DNA was pulse-labeled with 3H-thymidine reflecting unscheduled DNA synthesis during excision repair of DNA photolesions. 3H-thymidine incorporation was detected by autoradiography in nuclei fixed immediately after the pulse (Fig. 2C ) or in metaphase spreads prepared from cells that were allowed to proceed to the next mitosis (Fig. 2D) . Alternatively, microirradiated DNA was visualized by immunostaining with antibodies raised against UV-damaged DNA (Cremer et al. 1984b) (Fig. 2E) . As predicted by the CT concept, both approaches clearly showed that microirradiation of a small part of the nucleus damaged only a small subset of the mitotic chromosome complement (Fig. 2D) . The labeled parts of mitotic chromosomes revealed the UV damaged segments of neighboring chromosome territories hit by the microbeam during the preceding interphase. Consistent with this result, microirradiation of a small part of the metaphase plate of a living cell yielded a mirror-like pattern of distinctly labeled domains in the resulting daughter nuclei (Fig. 2F) . These experiments provided the first compelling, although still indirect, evidence for the existence of chromosome territories.
The direct visualization of individual CTs was made possible by in situ hybridization techniques developed during the mid 1980s. Initial experiments were performed with total human genomic DNA on cell hybrids that contained only one or few human chromosomes in a mouse or hamster genome complement (Manuelidis 1985; Schardin et al. 1985) (Fig.  3A) . The achievement of chromosome sorting by flow cytometry of fluorescently labeled mitotic chromosomes (Cremer et al. 1984a; Gray et al. 1987; Fawcett et al. 1994 ) enabled the generation of chromosome specific painting probes for a large number of species. Subsequent amplification of DNA by cloning in bacterial vectors or by universal PCR (Telenius et al. 1992) and novel techniques for the suppression of ubiquitous repetitive sequences by COT-1 DNA (Cremer et al. 1988; Pinkel et al. 1988; Lichter et al. 1988a; Lichter et al. 1988b) or by depletion of these sequences from the respective probes (Bolzer et al. 1999 ) made it possible to delineate individual chromosomes in metaphase plates (Fig. 3B ) and their territories in the interphase nucleus ( Fig. 3C -F,K) . To study the spatial arrangement of CTs, elaborate three-dimensional (3D) FISH protocols were developed . 3D FISH in combination with light optical serial sectioning of nuclei by laser confocal microscopy and 3D image reconstruction has become the method of choice for studies of higher-order arrangements of CTs. The increasing availability of DNA probes for specific subchromosomal regions from chromosome arms down to bands and single gene loci enabled studies of CT substructures ( Fig. 3G -J) .
NONRANDOM ARRANGEMENTS OF CHROMOSOME TERRITORIES AND CHROMOSOMAL SUBREGIONS
Higher-order chromatin arrangements may primarily reflect geometrical constraints, which obviously affect the 3D distribution of larger and smaller CTs crowded together in the nuclear space (Neusser et al. 2007 ). Occasionally, however, proximity patterns assembled by chance, may have provided functional advantageous and consequently were favored by natural selection. The search for nonrandom chromatin assemblies, the mechanisms responsible for their formation and their functional implications is one of the major goals of nuclear architecture research. This search is still in its beginning.
Methodological Problems in Distinguishing Random and Nonrandom Higher-Order Chromatin Arrangements
An overview on methods and problems for the spatial quantitative analysis of fluorescently labeled CTs and other nuclear structures is provided in Ronneberger et al. (2008) . To decide about the random or nonrandom distribution of a given target, such as a CT, chromosomal subregion, or gene, it is important to define a single or sometimes multiple 3D reference points, which represent the target in question in the nuclear space. For a painted CT, its intensity gravity center can be chosen as a single reference point or the CT surface may be used to define multiple reference points. Next, proper reference structures must be defined to decide whether the chosen target is distributed randomly or nonrandomly with respect to them. For reference structures, one can choose other chromatin targets or distinct nuclear structures, e.g., the nuclear lamina, nucleoli, or splicing speckles. Two cases of nonrandom arrangements of specific chromatin targets are considered here: nonrandom radial arrangements and nonrandom neighborhood arrangements, also referred to as proximity patterns. For studies of the radial arrangement, the nuclear space can be divided into a number of concentric shells with equal volume. 3D distances measured in a random sample of nuclei between the fluorescence intensity gravity center of a given labeled target and either the nuclear center or the closest point of the nuclear lamina provide information about its preferred radial nuclear position. Alternatively, all voxels contributing to a given target and reference structure, respectively, may be used to measure 3D (Strasburger 1905) . Chromosome territories supposedly are built up from higher-order chromatin foci delineated in red and blue. (F ) The white and gray shaded bundles in Boveri's sketch from 1909 reflect two neighboring CTs with sponge-like structures built up from networks of anastomizing chromatin bundles. The continuous lines reflect Rabl's primary threads, and the dotted line depicts the possibility of a rare pathological situation, in which secondary chromatin threads from one CT encompass the primary thread of the other, a situation possibly leading to an exchange of chromatin material between the chromosomes or a segregation failure during the next mitosis. distances. An equal frequency of voxels for a given chromatin target in all nuclear shells strongly argues for its random radial nuclear interior or peripheral arrangement of the target.
Nonrandom proximity patterns between sets of targets are indicated by 3D distance measurements, which are significantly smaller than expected in case of their random distribution in the nuclear space. It is important to note that nonrandom proximity patterns between genes located at distant sites of the same chromosome or on different chromosomes provide hints for but do not prove functional implications. For example, an apparently nonrandom proximity pattern of certain targets may simply reflect their nonrandom radial distribution in an interior nuclear shell, resulting in significantly smaller mean distances and a significantly higher frequency of contacts compared with targets randomly arranged in a peripheral nuclear shell. The importance of clearly defining targets and reference structures for which possible random or nonrandom arrangements are analyzed, can hardly be overemphasized. Certain targets may be arranged highly nonrandomly in the nuclear space, but still entirely at random in an internal nuclear shell or with respect to other more limited reference volumes or other reference structures. Before a detected nonrandom proximity pattern between certain targets gives rise to speculations about functional interactions, it should always be shown that this pattern cannot be simply explained as a consequence of a nonrandom radial distribution. As another caveat, it should be noted that the size of samples of nuclei subjected to a detailed 3D analysis is typically small (in the order of 20 -50). It is of utmost importance to avoid a biased selection of such nuclei.
Radial Nuclear Arrangements of Chromosome Territories and Chromosome Subregions
Early evidence for a nonrandom radial distribution of entire CTs was based on (3D) FISH experiments in human lymphocyte nuclei using chromosome painting probes for human (HSA) chromosome 19, the chromosome with the highest gene density and for HSA 18, a gene poor chromosome. HSA 19 CTs were consistently found in the interior of human lymphocyte nuclei and of numerous other cell types, whereas the territories of the gene poor HSA 18 were located at the nuclear periphery ( Fig. 3C ) (Croft et al. 1999; Cremer et al. 2003) . These observations of a gene density correlated radial arrangement in the nucleus were completed and confirmed by analyses comprising all human chromosomes (Boyle et al. 2001 ). An evolutionary comparison of lymphoblastoid cells from various primate species showed that this nonrandom radial nuclear distribution has been evolutionary conserved despite major evolutionary chromosome rearrangements. Orthologous segments of HSA 19 are positioned in the nuclear interior, whereas segments corresponding to human chromosome 18 locate at the nuclear periphery ( Fig. 3D ) (Tanabe et al. 2002) . Nonrandom radial nuclear arrangements of CTs, depending on their gene density, were also observed in rodents (Mayer et al. 2005; Neusser et al. 2007) , cattle (Koehler et al. 2009 ), and birds (Habermann et al. 2001 ). Recently, it was shown in bovine preimplantion embryos that this difference was not yet present in nuclei of early blastomere stages. Its first appearance correlated with major genome activation and was fully established in blastocysts (Koehler et al. 2009) (Fig. 3E) .
A multicolor 3D FISH approach was established for diploid human fibroblasts (46,XY) and allowed the colorful discrimination of the 22 pairs of autosmal CTs and the CTs of the two sex chromosomes (Bolzer et al. 2005) (Fig. 3F) . For the flat-ellipsoid fibroblast nuclei, a radial arrangement of CTs, mainly according to chromosome size or DNA content, was shown in contrast to the clearly gene density correlated radial pattern observed in spherically shaped nuclei, such as nuclei in lymphocytes. Still, gene density correlated patterns on the subchromosomal level were also present in fibroblast nuclei, as shown by the preference of gene dense, Alu sequence-rich chromatin in the nuclear interior. 3D FISH experiments using sets of BAC clones with inserts from gene dense and gene poor chromosome segments confirmed such a distinct gene density correlated radial In situ hybridization with biotinylated human genomic DNA of a Chinese hamster Â human hybrid cell line carrying a single human X chromosome reveals the specifically labeled human X chromosome (arrow) in metaphase spreads (top; other chromosomes are Giemsa stained) and its respective human X territory in interphase nuclei (bottom); for details, see Schardin et al. (1985) . (B) Visualization of individual chromosomes in a human (HSA) metaphase plate (chr. HSA18 in red, chr. HSA 19 in green) after fluorescence in situ hybridization (FISH) using labeled chromosome painting probes. (C) A single light optical mid-section through the nucleus of a human lymphoblastoid cell after 3D FISH with the (Continued) nuclear arrangement (Fig. 3G,H) . Present data provide strong evidence that the local gene density within windows of 2 -10 Mb is apparently a strong and likely pivotal key player for the radial position of chromatin in the nucleus (Kozubek et al. 2002; Cremer et al. 2003; Murmann et al. 2005; Kupper et al. 2007 ). Other parameters, in particular transcriptional activity, replication timing, and GC content have also been correlated with nonrandom radial nuclear arrangements of CTs and chromosomal subregions (Mayer et al. 2005; Federico et al. 2006; Goetze et al. 2007; Grasser et al. 2008; Hepperger et al. 2008) . However, the interdependence of these parameters within a given DNA segment makes it difficult to dissect their impact on radial chromatin distribution in the nucleus (Kupper et al. 2007 ). The observation Bolzer et al. (2005) . (G) Partial 3D reconstruction of a human lymphocyte nucleus after 3D-FISH of two differently labeled sets of BAC clones from HSA 12 carrying sequences from several gene-dense (green) and several gene-poor chromosome segments (red), respectively. This nucleus illustrates two neighboring HSA 12 CTs with distinct gene density correlated radial nuclear arrangement. (H ) Left: 3D reconstruction of a single painted HSA 12 territory (blue) showing the distinctly different, polarized arrangements of these two sets of BAC-clones. Right: 3D reconstruction of a HSA 12 CT recorded after 3D FISH with two differentially labeled sets of BAC clones containing sequences from highly expressed (green) and repressed genes (red), respectively, shows that active and silent genes are distributed throughout the CT; for details, see Kupper et al. (2007) . (I ) Multicolor 3D FISH to a human fibroblast reveals the two HSA 11 CTs (blue) together with the particular gene dense region 11p15.5 (green, yellow, and red). For the delineation of this region, 15 BACs were used and differentially labeled as shown in the inset. Z-projections of light optical serial sections illustrate different shapes of this region: a finger-like chromatin protrusion in the lower CT and a much more compact shape in the upper CT; for details, see Albiez et al. (2006) . (J) Top: Two human X chromosomes in a human fibroblast metaphase plate are shown after multicolor FISH with four differentially labeled BAC pools representing four segments from qter to pter (q-arm: green, blue; p-arm: yellow, red). Bottom: Projections of light optical sections through the Xa-and Xi-territory of a human fibroblast nucleus following 3D FISH with the same BAC pools show four separate domains of these segments within the Xa-and Xi-territory (images courtesy of Kathrin Teller, Univ of Munich). (K) Left: Painting of the Xa-and Xi-territory in a female human fibroblast nucleus (46,XX) exemplifies the different shape and painting intensity of the two X-territories. The Xi-territory was independently identified by Barr body staining (not shown). Right: intensity profiles of enlarged images of the Xi-and Xa-territory. The color code white, yellow, and red reflects high, medium, and low intensities (images courtesy of Irina Solovei, Univ of Munich).
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Proximity Patterns of Chromosome Territories
Whereas little evidence for nonrandom neighborhood/proximity patterns was found between specific homologous and heterologous chromosomes in nuclei of human fibroblasts (Bolzer et al. 2005) , nonrandom proximity patterns for smaller subsets of nonhomologous CTs were described by Misteli and coworkers in cell nuclei from various mouse tissues (Parada et al. 2002; Roix et al. 2003; Parada et al. 2004 ) and in human lymphocytes (Brianna Caddle et al. 2007; Khalil et al. 2007 ). These proximity patterns, however, were of a rather probabilistic nature, i.e., their presence was shown by an excess of certain heterologous (and occasionally also homologous) CTs in a population of nuclei, not as an event consistently observed in each nucleus. Differences of statistically preferred proximity patterns were recently also described for CT subsets in different fibroblast-derived cell lines (Zeitz et al. 2009 ).
It should be emphasized that a pronounced cell-to-cell variation of CT neighborhood arrangements was found in all cell types studied so far. Neither functional implications of cell type or cell-line-specific probabilistic neighborhood arrangements nor mechanisms responsible for their establishment are presently understood. Such studies resemble snap-shots of individuals present in a room. A single snapshot does not allow conclusions about the dynamic behavior of these individuals. Accordingly, a decision whether certain CTs are permanently close to each other, have met before or will meet after the snap-shot was taken, would require many snap-shots of well defined cell types in fixed samples at the same stage of interphase or postmitotic terminal differentiation, which are presently not available.
CT STRUCTURE, SHAPES, AND PLASTICITY
Apparently, $1 Mb-chromatin domains, first detected in S-phase nuclei as replication foci (Ma et al. 1998 ) and later shown to be persistent higher-order chromatin structures, are basic structural units, which build up CTs (Jackson and Pombo 1998; Visser and Aten 1999; Berezney et al. 2005; Albiez et al. 2006) . To date, neither their ultrastructural organization nor the packaging of chromatin connecting these domains has been fully clarified. In addition, chromonema fibers may play an important role in the higher-order organization of CTs (Belmont and Bruce 1994) and their structural interconnection to global chromatin networks (Albiez et al. 2006) . Single $1-Mb domains are likely built up from smaller loop domains, whereas larger chromatin clumps may be composed of clusters of $1-Mb domains. CTs visualized by 3D FISH appear as structures with manifold shapes composed of higher-order chromatin domains (Dietzel et al. 1998; Khalil et al. 2007; Kupper et al. 2007) (Fig. 3H-K) . Separate arm domains were disclosed by painting of chromosome arms or parts of them in human cell nuclei (Dietzel et al. 1998) (Fig. 3K) .
The outer surface of an individual CTapparently does not generally provide a particular compartment for gene dense and/or transcriptionally active chromatin as originally suggested . A few chromatin regions with particular high gene density and/or transcriptional activity, such as the 11p15.5 segment (Fig. 3I) , the MHC and EDC loci, or the HOX gene cluster have been consistently found looping out as protrusions from the core territory (Volpi et al. 2000; Williams et al. 2002; Chambeyron et al. 2005; Kupper et al. 2007 ). On a more global level, however, gene-dense and/or highly expressed sequences were found equally distributed throughout their respective territories (Mahy et al. 2002; Kupper et al. 2007 ) (Fig. 3H) . The dissociation of gene localization relative to their CTs and gene regulation was shown for the murine Hoxd locus during differentiation and development: Although both decondensation and movement outside of the CT occur during gene activation in ES cells and the tail bud of the embryo, in the limb bud, gene activation and chromatin condensation occur without any looping out from the CT (Morey et al. 2007 ). This topic is described in detail in Heard and Bickmore (2007) and Morey et al. (2009) .
A particular staining intensity of the inactive X chromosome (Xi) with DNA-specific dyes was observed decades ago (so called Barr body [Lyon 1962 ]), indicating a higher compactness in Xi compared with the active X chromosome (Xa) or other autosomes (Fig. 3K, L) . Previous studies showed distinct differences between Xi and Xa in shape and surface structure but surprisingly little differences in volume (Eils et al. 1996) . In Xi, Clemson et al. (2006) observed a preferential positioning of genes -irrespective of their transcriptional activityat the nuclear periphery, whereas repetitive sequences were found rather in the nuclear interior. Such a distinct radial arrangement was not reported for Xa, possibly because of larger invaginations in Xa. At large, however, structural differences between Xi and Xa on the subchromosomal level are poorly defined to date, although the CTs X provide an excellent model system for structure/function relationships in homologous chromosomes with different functional allocation.
Detailed knowledge of the folding structure (conformation) of small contiguous chromatin segments within a given CT is limited so far to a few regions in autosomes and further studies are definitely required before a comprehensive picture can be drawn on the internal structure and local conformation of CTs. Shopland et al. (2006) analyzed the 3D structure of a highly conserved 4.3-Mb region on mouse chromosome 14 containing four clusters of genes separated by gene "deserts." In Drosophila melanogaster, gene dense and gene poor segments within a 7-Mb region of chromosome 2 were described to form spatially segregated clusters of different stability and folding structure (Boutanaev et al. 2005) , and Goetze et al. (2007) showed for several cell lines that ridges (contiguous genomic regions harboring adjacent genes with high ubiquitous transcriptional activity) are in general less condensed and more irregularly shaped than "antiridges", arguing that the structure of these two types of genomic domains is largely independent of tissuespecific variations in gene expression. MateosLangerak et al. (2009) provide data on the folding structure of subregions of CT 1 and 11 that are in accordance with a suggested random loop model with 10 -30 loops/Mb.
The relevance of 3D FISH studies for conclusions regarding the fine structure of CTs in vivo has to consider some technical issues. Differences in the fixation procedure of cells, amplification, and labeling efficiency of chromosome painting probes may have an impact on CT delineation. The necessary suppression or depletion of interspersed repetitive sequences prevents a complete visualization of CTs even under optimal hybridization conditions. The most crucial step for CT fine structure occurs during the denaturation of the nuclear DNA, a step necessary for successful probe hybridization . These limitations emphasize the need for the visualization of CTs in living cells under conditions which do not interfere with chromatin or other nuclear functions (Zink et al. 1998; Walter et al. 2003) . Although urgently required, in vivo approaches have their own technical problems, such as an interference of in vivo labeling strategies with the function of labeled chromatin and phototoxicity effects during prolonged observation periods.
Different approaches have been established for the quantitative assessment of CT conformation. These include density, volume, roundness, and smoothness factors, as well as principal component analyses, which are also potentially useful to assess CT orientation within the nucleus (Eils et al. 1996; Roix et al. 2003; Ronneberger et al. 2008) . The subjective choice of threshold setting for confocal image stacks influences the determination of CT borders and accordingly of measured CT volumes. Low threshold settings can result in the inclusion of
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STABILITY AND CHANGES OF CT ARRANGEMENTS IN CYCLING CELLS
The question of to what extent a given proximity pattern established between CTs during a given interphase may be transmitted through mitosis to the next interphase has remained controversial (Gerlich et al. 2003; Walter et al. 2003; Thomson et al. 2004; Kalmarova et al. 2008 ). These studies were based on live-cell approaches using transgenic cell lines with either FP-tagged or photoconvertible tagged histones. This allowed following up fluorescently labeled chromatin through mitosis into the next interphase. Present evidence argues for the stability of a given CT neighborhood arrangement once established at the onset of interphase until the next prophase, whereas chromosome movements during prometaphase necessary to establish the metaphase plate can lead to major changes of side-by-side chromosome arrangements in the metaphase plate compared with the side-by-side arrangements of the respective CTs during the preceding interphase (Walter et al. 2003; Cvackova et al. 2009 ).
DYNAMICS OF CT ARRANGEMENTS DURING POSTMITOTIC CELL DIFFERENTIATION AND IN TERMINALLY DIFFERENTIATED CELLS
In a seminal investigation, Barr and Bertram described that on electric stimulation of cat motor neurons, a "nucleolar satellite" (now known as the Barr body) moved from its usual position adjacent to the nucleolus toward the nuclear membrane within a time course of several days (Barr and Bertram 1949) . Borden and Manuelidis (1988) showed a pronounced repositioning of the human X-territories in neurons of both males and females in electrophysiologically defined seizure foci. Repositioning of CTs during cellular differentiation of murine cerebellar Purkinje neurons was described by Martou and De Boni (2000) in terms of changes of centromere positions that adopted their final position around day 5 post partum.
A striking example of CT reorganization during terminal differentiation was recently shown by Solovei et al. (2009) in a study of the mammalian retina. In mammals adapted to nocturnal life, all heterochromatin becomes located in the nuclear interior during postmitotic terminal differentiation of rod cells, whereas all euchromatin is shifted toward the nuclear periphery. This transformation starts around day 6 post partum and takes several weeks for completion. Rod cells of mammals with diurnal life styles do not show such a chromatin reorganization. Their nuclei reveal the conventional pattern with heterochromatin enriched at the nuclear periphery and around the nucleoli, whereas euchromatin is mostly distributed in the nuclear interior. This global nuclear reorganization in rod cells of nocturnal species necessitates a profound reorganization of radial chromatin arrangements rather than a change of CT proximity patterns. Unexpectedly, the inverted pattern of rod cell nuclei in nocturnal mammals reflects an adaptation to vision in low light conditions. Because of the somewhat higher refractive index of heterochromatin compared with less condensed euchromatin, inverted nuclei act as microlenses, which help to channel photons to the photoreceptors. This may be the first example in which a specific adaptive advantage of a celltype-specific nuclear architecture could be shown. Interestingly, this functional specialty shows to what extent the nuclear architecture can be modified under an overriding selective pressure.
DYNAMICS AND INTERACTIONS OF SPECIFIC GENE LOCI LOCATED ON THE SAME OR ON DIFFERENT CTs
This question is particularly important with respect to long-range chromatin movements involved in the congression of coregulated genes. Live-cell experiments performed with cultured mammalian and Drosophila cells showed locally constrained movements of subchromosomal domains (Abney et al. 1997; Marshall et al. 1997; Bornfleth et al. 1999; Edelmann et al. 2001) .
The typical prevalence of heterochromatin localized at the lamina and the observation of silenced genes in this peripheral nuclear subcompartment has supported the concept that the nuclear periphery is a largely repressive environment for transcription, and vice versa, the nuclear interior a compartment for transcriptional activity (Schneider and Grosschedl 2007) . This would require corresponding movements of gene loci in correlation to their (cell type) correlated transcriptional activity. Recent studies, however, support a more complex picture (Taddei et al. 2006; Akhtar and Gasser 2007; Deniaud and Bickmore 2009) . Several groups succeeded to tether specific chromatin segments to the nuclear envelope in living cells. They found that some genes were suppressed when closely associated with the envelope, but that others were not (Finlan et al. 2008; Kumaran and Spector 2008; Reddy et al. 2008) .
Of particular interest are hints that a longrange spatial nuclear convergence of genes, which are located many megabases apart in cis, i.e., on the same chromosome, or trans, i.e., on different chromosomes, might be involved in mechanisms of gene activation or silencing (Zuckerkandl and Cavalli 2007; Bartkuhn and Renkawitz 2008) . This phenomenon has been referred to as "gene kissing" (Kioussis 2005) or "chromosome kissing" (Cavalli 2007) . As an early example, LaSalle and Lalande (1996) presented 3D FISH evidence for the transient spatial association of the AS/PWS loci during late S phase. These loci comprise the genes involved in two imprinting disorders, the Angelman syndrome and the Prader-Willi syndrome. The authors argued that transient "kissing" between the two loci is required for maintaining opposite imprints in cycling cells. This specific case of "kissing," however, could not be confirmed in a later study (Teller et al. 2007) .
A "nonmicroscopic" biochemical approach with a great potential for the disclosure of spatial interactions of specific genomic loci is the technique of "chromosome conformation capture" (3C) introduced by Dekker et al. (2002) and its recent extension to 4C (chromosome conformation capture-on-chip [Simonis et al. 2006] and "circular chromosome conformation capture" [Zhao et al. 2006] ), respectively. With this "high throughput" approach, it has become possible to determine genome wide nonrandom spatial interactions between specific DNA segments in cis and trans to a reference locus on a given CT (for review, see Dekker 2008 ). This method is based on in situ formaldehyde cross-linking of proximal DNA-protein interactions with a distance of several Å ngström, subsequent fragmentation of cross linked DNA, recircularization (ligation) and amplification, and finally identification of these products by microarray techniques. To date, numerous spatial interactions of CTs were reported in cis and trans (Ling et al. 2006; Lomvardas et al. 2006; Babu et al. 2008 ). These assays demand strict controls to escape the danger of false positive or negative findings (Simonis et al. 2007) . By combining this proximity based ligation assay with massive parallel sequencing (Hi-C), the construction of spatial proximity maps of an entire genome down to a resolution level of 1 Mb was recently achieved as shown for a human lymphoblastoid cell line (LiebermanAiden et al. 2009 ). These maps confirmed the presence of chromosome territories, the spatial proximity of small, gene dense chromosomes, and the spatial segregation of open and closed chromatin, a parameter that strongly correlates with gene density (Gilbert et al. 2004) . At the megabase scale, a chromatin conformation consistent with a fractal globule was suggested.
High throughput assays with a superior resolution and microscopic approaches are complementary to further elucidate CT conformation and spatial interactions in trans the only way to reveal the entire structure of nuclear components and to determine their topography with respect to each other.
MODELS OF NUCLEAR ARCHITECTURE: OPEN QUESTIONS AND EXPERIMENTAL STRATEGIES TO ANSWER THEM
The territorial organization of interphase chromosomes is now generally accepted as a basic principle of nuclear organization in both animals and plants (Shaw et al. 2002; Pecinka et al. 2004; Berr et al. 2006) , and may even hold for single-cell eukaryotes, such as budding and fission yeast (Bystricky et al. 2005; Molnar and Kleckner 2008) . However, severe limitations in our present knowledge of the functional architecture of CTs and the nucleus at large become obvious when we consider currently proposed models (Fig. 4) .
The chromosome territory-interchromatin compartment (CT-IC) model (Fig. 4A,B) argues that nuclei are built up from two principal components, chromosome territories (CTs) and the interchromatin compartment (IC). Individual CTs form an interconnected higherorder chromatin network (Visser et al. 2000; Albiez et al. 2006) . According to the CT-IC model, this chromatin network is spatially associated with a second contiguous 3D spatial network, the interchromatin compartment (IC), which was observed both at the light and electron microscopic level (Albiez et al. 2006; Rouquette et al. 2009 ). The IC concept asserts a DNA free or at least largely free, contiguous space of channels, which start at the nuclear pores and expand as larger channels and lacunes between the higher-order chromatin network described earlier. The IC harbors splicing speckles and a variety of nonchromatin nuclear bodies Visser et al. 2000; Albiez et al. 2006) . The IC concept evolved from the interchromosomal domain (ICD) concept originally proposed by Peter Lichter and co-workers , who defined the ICD as a network-like space expanding mainly around CTs with little penetration into the CT interior ).
Supposedly, genes were preferentially transcribed in a region of decondensed chromatin at the CT periphery and RNA transcripts would be directly released into the ICD compartment. This concept was supported by a series of studies from this group (Bridger et al. 1998; Reichenzeller et al. 2000; Bridger et al. 2005; Richter et al. 2005) . Accumulating evidence for genes transcribed both outside and in the interior of CTs (Cmarko et al. 1999; Verschure et al. 1999; Mahy et al. 2002; Kupper et al. 2007 ) is consistent with electron microscopic evidence for a (nearly) network-like DNA free space both outside and inside CTs (Visser et al. 2000; Rouquette et al. 2009 ). Based on this evidence, the hypothetical CT structure suggested by the CT-IC model can be compared with a sponge of chromatin permeated by intraterritorial IC channels (Fig. 4B) . The entire IC is separated from the more condensed interior of chromatin domains and/or higher-order chromatin fibers by a thin (,200 nm) layer of rather decondensed chromatin, termed the perichromatin region (PR) (Fakan and van Driel 2007) . EM evidence has supported the view that the PR topographically represents the utmost periphery of a given chromatin domain bordering the IC and functionally represents the major nuclear subcompartment for transcription, cotranscriptional RNA splicing (Fakan and Bernhard 1971; Cmarko et al. 1999; Trentani et al. 2003) , as well as DNA replication and possibly also DNA repair (Solimando et al. 2009 ). Transcription yields perichromatin fibrils, which are generated in the PR as nascent pre-mRNA transcripts of single genes complexed with hnRNPs and are served by nearby speckles with factors for cotranscriptional splicing.
The PR concept is a decisive part of the CT-IC model but has been disregarded by proponents of other models (Dehghani et al. 2005; Branco and Pombo 2006; Fraser and Bickmore 2007; Alberts et al. 2008; Fedorova and Zink 2008; Fedorova and Zink 2009) . The "lattice" model of interphase chromatin proposed by Dehghani et al. (2005) suggests a lattice-like network of 10-and 30-nm fibers. This structure yields a porous organization of chromatin with fibers intermingling at the borders of neighboring CTs. The interchromatin network (ICN) model (Fig. 4C ) (Branco and Pombo 2006) predicts that chromatin fibers and loops intermingle in a rather uniform way both in the interior of individual CTs and between differentially labeled neighboring CTs, making any distinction between the interior or periphery of distinct chromatin domains functionally meaningless. In this interchromatin network, loops may expand from one CT to meet loops from another CT. Arguably, active genes on decondensed chromatin loops that extend outside chromosome territories can colocalize both Transcription factories (dark pink) can recruit genes in cis and trans located on decondensed chromatin loops that extend outside chromosome territories. The pale pink area on the left represents a splicing-factor enriched speckle. The blue circle exemplifies an interaction for coregulation in trans, which can occur between regulatory elements and/or gene loci.
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Cite this article as Cold Spring Harb Perspect Biol 2010;2:a003889 in cis in so called expression hubs (Kosak and Groudine 2004) or be transcribed at preassembled transcription factories (Fig. 4D ) (Fraser and Bickmore 2007) . Some models emphasize the functional importance of giant chromatin loops, which emanate from chromosome territories (Chubb and Bickmore 2003; Fraser and Bickmore 2007) . Supposedly, giant loops may even expand across the nuclear space (Alberts et al. 2008) . According to these models, giant loops may carry genes to even very remote sites in the nuclear space for coregulation in an expression hub (Kosak and Groudine 2004) . Alternatively, giant loops may transport genes to a remote repressive nuclear compartment (Alberts et al. 2008) .
The lack of quantitative rigor with respect to the predicted numbers, length, and compaction levels of such fibers and their 3D distribution has limited the usefulness of the models described earlier. To overcome this limitation, chromatin polymer models have been developed, which make experimentally testable, quantitative predictions about functionally important features of the nuclear architecture, such as the expected size distribution of chromatin loops and chromatin compaction levels (van den Engh et al. 1992; Munkel and Langowski 1998; Munkel et al. 1999) . A recent chromatin polymer model has assumed a broad range of loop sizes (Mateos-Langerak et al. 2009 ).
None of the present models for functional nuclear architecture is fully supported by compelling experimental evidence. In particular, two problems need urgent clarification: 1) the possible speed and extent of chromatin movements driven by Brownian motion in case of random walks and by unknown mechanisms in case of directed chromatin movements; 2) the topography of the major nuclear functions and the validation or experimental falsifications of the functional marriage between the IC and the PR as predicted by the CT-IC model (Fig. 4B) but not by other models (Fig. 4C, D) . Although estimates of the number of transcription factories vary widely, the number of genes transcribed at any given time seems to be much larger. Accordingly, it has been suggested that a single transcription factory is able to transcribe several genes simultaneously in cis and trans and that an extraordinarily large part of the genome passes through the limited number of transcription factories in a cell nucleus (Chakalova et al. 2005; Sutherland and Bickmore 2009) . As a consequence, one would also expect an extraordinary mobility of chromatin in the nucleus. In contrast, the concept of perichromatin fibrils argues that most transcription takes place in the PR and that simultaneous transcription in a single factory is rather the exception than the rule, if this concept can finally be proven (Sutherland and Bickmore 2009) .
On the basis of FISH experiments with differentially labeled chromosome painting probes on cryosections (140 -180 nm) from cell nuclei, Branco and Pombo (2006) detected zones of color overlap between pained CTs (Fig. 5A-C ), which they interpreted as the result of intermingling chromatin fibers. Evidence for intermingling was substantiated by transmission electron microscopy with colloidal gold particles of different size for "intermingling" CTs. In control experiments, Branco and Pombo showed that the positions of gold grains reflecting the location of histone H2B molecules did not significantly change when cryosections were studied before and after mock FISH, excluding the possibility that chromatin intermingling was an artifact of chromatin denaturation. Examination of published electron micrographs does not, however, allow a morphological orientation in the section with regard to chromatin domains and other nuclear structures.
Controversial issues both with respect to CT structure and the interchromatin space are in part because of the limited resolution of present light microscopy techniques and the difficulties to obtain 3D data sets by electron microscopy. Recent developments of laser-based light microscopic techniques with ultra-high resolution has now opened possibilities for light optical nanoscopy, which will help to overcome these limitations (Hell 2007; Schermelleh et al 2008; Gunkel et al. 2009 ). The combination of a focused ion beam with high resolution scanning electron microscopy is an additional, very promising tool for 3D analysis of chromosome architecture (Schroeder-Reiter et al. 2009) . (H ) A reconstructed mid part of the nucleus with 250-nm thickness shows a strongly inhomogeneous distribution of DNA in higher-order chromatin clusters (gray) and the wide mostly DNA free interchromatin compartment (white) expanding between these clusters. (I ) Reconstruction of the major part of the nucleus. The dotted line indicates the removal of the nuclear periphery exposed to the viewer. Here, the nuclear volume seems to be entirely filled with chromatin, most likely-as we suggest-as a consequence of the sponge-like organization of CTs built up from interconnected chromatin domains/bundles permeated by the IC.
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