ABSTRACT. We propose a robust test for the equality of the covariance structures in two functional samples. The test statistic has a chi-square asymptotic distribution with a known number of degrees of freedom, which depends on the level of dimension reduction needed to represent the data. Detailed analysis of the asymptotic properties is developed. Finite sample performance is examined by a simulation study and an application to egg-laying curves of fruit flies.
Introduction
The last decade has seen increasing interest in methods of functional data analysis which offer novel and effective tools for dealing with problems where curves can naturally be viewed as data objects.
The books by Ramsay & Silverman (2005) and Ramsay et al. (2009) offer comprehensive introductions to the subject, the collection Ferraty & Romain (2011) reviews some recent developments focusing on advances in the relevant theory, while the monographs of Bosq (2000) , Ferraty & Vieu (2006) and develop the field in several important directions. Despite the emergence of many alternative ways of looking at functional data, and many dimension reduction approaches, the functional principal components (FPC's) still remain the most important starting * Research partially supported by NSF grants DMS 0905400 at the University of Utah, DMS-0804165 and DMS-point for many functional data analysis procedures, Reiss & Ogden (2007) , Gervini (2008) , Yao & Müller (2010) , Gabrys et al. (2010) are just a handful of illustrative references. The FPC's are the eigenfunctions of the covariance operator. This paper focuses on testing if the covariance operators of two functional samples are equal. By the Karhunen-Loève expansion, this is equivalent to testing if both samples have the same set of FPC's. Benko et al. (2009) developed bootstrap procedures for testing the equality of specific FPC's. Panaretos et al. (2010) proposed a test of the type we consider, but assuming that the curves have a Gaussian distribution. The main result of Panaretos et al. (2010) follows as a corollary of our more general approach (Theorem 2).
Despite their importance, two sample problems for functional data received relatively little attention.
In addition to the work of Benko et al. (2009) and Panaretos et al. (2010) , the relevant references are Horváth et al. (2009) and who focus, respectively, on the regression kernels in functional linear models and the mean of functional data exhibiting temporal dependence. Clearly, if some population parameters of two functional samples are different, estimating them using the pooled sample may lead to spurious conclusions. Due to the importance of the FPC's, a relatively simple and robust procedure for testing the equality of the covariance operators is called for.
The remainder of this paper is organized as follows. Section 2. sets out the notation and definitions.
The construction of the test statistic and its asymptotic properties are developed in Section 3.. 
Preliminaries
Let X 1 , X 2 , . . . , X N be independent, identically distributed random variables in L 2 [0,1] with EX i (t) = µ(t) and cov(X i (t), X i (s)) = C(t, s). We assume that another sample X * 1 , X * 2 , . . . X * M is also available and let µ * (t) = EX * i (t) and C * (t, s) = cov(X * i (t), X * i (s)) for t, s ∈ [0, 1]. We wish to test the null hypothesis
A crucial assumption considering the asymptotics of our test procedure will be that
For the construction of our test procedure we will use an estimate of the asymptotic pooled covariance operator R of the two given samples (cf. (4)) which is defined by the kernel
Denote by (λ 1 , ϕ 1 ), (λ 2 , ϕ 2 ), . . . the eigenvalue/eigenfunction pairs of R, which are defined by
Throughout this paper we assume
i.e. there exist at least p distinct (positive) eigenvalues. Under assumption (3), we can uniquely (up to signs) choose ϕ 1 , . . . , ϕ p satisfying (2), if we require ϕ i = 1, where for a positive integer d and
Thus, under (3), {ϕ i , 1 ≤ i ≤ p} is an orthonormal system that can be extended to an orthonormal
are also the eigenvalues/eigenfunctions of the covariance operators C of the first and C * of the second sample. To construct a test statistic which converges under H 0 , we can therefore pool the two samples, as explained in Section 3..
The test and the asymptotic results
Our procedure is based on projecting the observations onto a suitably chosen finite-dimensional space.
To define this space, introduce the empirical pooled covariance operator R N,M defined by the kernel
where
are the sample mean functions. Let ( λ i , ϕ i ) denote the eigenvalues/eigenfunctions of R N,M , i.e.
are the empirical covariances of the two samples.
From the columns below the diagonal of ∆ N − ∆ * M we create a vector ξ N,M as follows:
For the properties of the vech operator we refer to Abadir & Magnus (2005) .
Next we estimate the asymptotic covariance matrix of
We note that one can use
In the same spirit, C N ϕ i , ϕ j and C * M ϕ i , ϕ j are replaced with 0 for i = j and λ i if i = j . The index (i, j) is computed from k in the following way: Let
We look at an upper triangle matrix (a i ,j ). Then, for column j , we have that
, where r = min{k ∈ Z : k ≥ r} for r ∈ R. Consequently, the index (i, j) can be computed from k via
With the above notation, we can formulate the main result of this paper:
Theorem 1. We assume that H 0 , (1) and (3) hold, and
where χ 2 p(p+1)/2 stands for a χ 2 random variable with p(p + 1)/2 degrees of freedom.
Theorem 1 implies that the null hypothesis is rejected if the test statistic
exceeds a critical quantile of the chi-square distribution with p(p + 1)/2 degrees of freedom.
If both samples are Gaussian random processes, the quadratic form ξ Theorem 2. If X 1 , X * 1 are Gaussian processes and the conditions of Theorem 1 are satisfied, then, as N, M → ∞,
Observe that the statistic T 2 can be written as
Next we discuss the asymptotic consistency of the testing procedure based on Theorem 1. Analogously to the definition of ξ N,M we define the vector ξ = (ξ(1), . . . , ξ(p(p + 1)/2)) using the columns of the
Theorem 3. We assume that H A , (1), (3) and (10) hold. Then there exist random variables
and therefore
where |·| denotes the Euclidean norm. If ξ = 0 and the p largest eigenvalues of C and C * are positive, we also have
The assumption that the p largest eigenvalues of C and C * are positive implies that the random functions X i , i = 1, . . . , N , and
The application of the test requires the selection of the number p of the empirical FPC's to be used.
A rule of thumb is to choose p so that the first p empirical FPC's in each sample (i.e. those calculated as the eigenfunctions of C N and C * M ) explain about 85-90% of the variance in each sample. Choosing p too large generally negatively affects the finite sample performance of tests of this type, and for this reason we do not study asymptotics as p tends to infinity. It is often illustrative to apply the test for a range of the values of p; each p specifies a level of relevance of differences in the curves or kernels.
A good practical approach is to look at the Karhunen-Loève approximations of the curves in both samples, and choose p which gives approximation errors that can be considered unimportant. Table 1 : Empirical sizes of the tests based on statistics T 1 and T 2 for non-Gaussian data. The curves in each sample were generated according to (15) .
Sample Sizes 1% 5% 10% 1% 5% 10% 
A simulation study and application to medfly data
We first describe the results of a simulations study designed to evaluate finite sample properties of the tests based on the statistics T 1 and T 2 . The emphasis is on the robustness to the violation of the assumption of normality. We simulated Gaussian curves as Brownian motions and Brownian bridges, and non-Gaussian curves via
All curves were simulated at 1000 equidistant points in the interval [0, 1], and transformed into functional data objects using the Fourier basis with 49 basis functions. For each data generating process we used one thousand replications. Table 1 displays the empirical sizes for non-Gaussian data. The test based on T 2 has severely inflated size, due to the violation of the assumption of normality. As documented in Panaretos et al. (2010) , and confirmed by our own simulations, this test has very good empirical size when the data are Gaussian. The test based on T 1 is conservative, especially for smaller sample sizes. This is true for both Gaussian and non-Gaussian data; there is not much difference in the empirical size of this test for different data generating processes. Reflecting its conservative size, statistic T 1 leads to smaller power than T 2 . We also studied a Monte Carlo version of the test based on the statistic
, and found that its finite sample properties were similar to those of the test based on T 1 .
We now describe the results of the application of both tests to an interesting data set consisting of egg-laying trajectories of Mediterranean fruit flies (medflies). The data were kindly made available to us by Hans-Georg Müller. This data set has been extensively studied in biological and statistical literature, see Müller & Stadtmüller (2005) and references therein. We consider 534 egg-laying curves of medflies who lived at least 34 days. We examined two versions of these egg-laying curves, the functions in either version are defined over an interval [0, 30] , and t ≤ 30 is the day. Version 1 curves (denoted X i (t)) are the absolute counts of eggs laid by fly i on day t. Version 2 curves (denoted Y i (t)) are the counts of eggs laid by fly i on day t relative to the total number of eggs laid in the lifetime of fly i. The 534 flies are classified into long-lived, i.e. those who lived 44 days or longer, and short-lived, i.e. those who died before the end of the 43rd day after birth. In the data set, there are 256 short-lived, and 278 long-lived flies. This classification naturally defines two samples: Sample 1: the egg-laying curves {X i (t)(resp. Y i (t)), 0 < t ≤ 30, i = 1, 2, . . . , 256} of the short-lived flies.
Sample 2: the egg-laying curves {X * j (t)(resp. Y * j (t)), 0 < t ≤ 30, j = 1, 2, . . . , 278} of the long-lived flies. The egg-laying curves are very irregular; Figure 1 shows ten (smoothed) curves of short-and long-lived flies for version 1, Figure 2 shows ten (smoothed) curves for version 2 (both using a B-spline basis for the representation). Table 2 shows the P-values for the absolute egg-laying counts (version 1). For the statistic T 1 the null hypothesis cannot be rejected irrespective of the choice of p. For the statistic T 2 , the result of the test varies depending on the choice of p. As explained in Section 3., the usual recommendation leads to a clear rejection. Since this test has however overinflated size, we conclude that there is little evidence that the covariance structures of version 1 curves for long-and short-lived flies are different. For the version 2 curves, the statistic T 2 yields P-values equal to zero (in machine precision), potentially indicating that the covariance structures for the short-and long-lived flies are different.
The assumption of a normal distribution is however questionable, as the QQ-plots in Figure 3 show.
These QQ-plots are constructed for the inner products Y i , e k and Y * i , e k , where the Y i are the curves from one of the samples (we cannot pool the data to construct QQ-plots because we test if the stochastic structures are different), and e k is the kth element of the Fourier basis. The normality of a functional sample implies the normality of all projections onto a complete orthonormal system . For X i , e k , the QQ-plots show a strong deviation from a straight line for some projections. Almost all projections Y i , e k have QQ-plots indicating a strong deviation from normality. It is therefore important to apply the robust test based on the statistic T 1 . The corresponding P-values for version 2 are displayed in Table 3 . For most values of p, these P-values indicate the rejection of H 0 . Many of them hover around the 5 percent level, but since the test is conservative, we can with confidence view them as favoring H A .
The above application confirms the properties of the statistics established through the simulation study. It shows that while there is little evidence that the covariance structures for the absolute counts are different, there is strong evidence that they are different for relative counts.
Proofs of the results of Section 3.
The proof of Theorem 1 follows from several lemmas, which we establish first. We can and will assume without loss of generality that µ(t) = µ * (t) = 0 for all t ∈ [0, 1].
We will use the identity
and an analogous identity for the second sample.
Our first lemma establishes bounds in probability which will often be used in the proofs.
Lemma 1. Under the assumptions of Theorem 1, as N, M → ∞,
and
Proof. First we note that
so, by Markov's inequality, we have
Similar arguments yield (18) - (20).
The next lemma shows that the estimation of the mean functions, cf. the definition of the projections a k (i) and a * k (j) in (5) and (6), has an asymptotically negligible effect.
Lemma 2. Under the assumptions of Theorem 1, for all 1 ≤ i, j ≤ p, as N, M → ∞,
Proof. Using (16) and (18) we have by the Cauchy-Schwarz inequality,
The second part can be proven in the same way.
We now state bounds on the distances between the estimated and the population eigenvalues and eigenfunctions. These bounds are true under the null hypothesis, and extend the corresponding one sample bounds. 
Proof. It follows from (17) - (20) and the assumption C = C * that
and since N 1/2 + M 1/2 ≤ 2(N + M ) 1/2 , the result follows from the corresponding one sample bounds, see e.g. Chapter 2 of .
Lemma 3 now allows us to replace the estimated eigenfunctions by their population counterparts.
The random signs c i must appear in the formulation of Lemma 4, but they cancel in the subsequent results.
Lemma 4. If the conditions of Theorem 1 are satisfied, then, for all
Proof. We write
Using Lemmas 1 -3 we get
Similar arguments give that
Since C = C * , the lemma is proven.
The previous lemmas isolated the main terms in the differences
The following lemma describes the limits of these main terms (without the random signs). 
and {∆(i, j), 1 ≤ i, j ≤ p} is a Gaussian matrix with E∆(i, j) = 0 and
Since E X 1 , ϕ i X 1 , ϕ j 2 < ∞ and E X * 1 , ϕ i X * 1 , ϕ j 2 < ∞, the multivariate central limit theorem implies the result.
Finally, we need an asymptotic approximation to the covariances
where a (i) = X , ϕ i and a * (i) = X * , ϕ i , and i, j, i , j are determined from k and k as in (8) and (9).
Lemma 6. If the conditions of Theorem 1 are satisfied, then for all
where (i, j) and (i , j ) are determined from k and k as in (8) and (9).
Proof. The result follows from Lemma 3 along the lines of the proof of Lemma 4
Proof of Theorem 1. According to Lemma 2 and Lemmas 4 -6, the asymptotic distribution of 
where L(k, k ) = (1 − Θ) E a 1 (i)a 1 (j)a 1 (i )a 1 (j ) − E a 1 (i)a 1 (j)a 1 (i )a 1 (j )
+ Θ E a * If i = j = i = j , then
If i = i and j = j (i = j), then E X 1 , ϕ i X 1 , ϕ j X 1 , ϕ i X 1 , ϕ j = λ i λ j .
In all other cases E X 1 , ϕ i X 1 , ϕ j X 1 , ϕ i X 1 , ϕ j = 0.
Hence ∆(i, j), 1 ≤ i ≤ j ≤ p, are independent normal random variables with mean 0 and 
where c i = c i (N, M ) = sign( ϕ i , ϕ i ). Relations (23) and (24) (C(t, s) − C * (t, s)) ( ϕ i (t) ϕ j (s) − c i ϕ i (t) c i ϕ j (s)) dt ds
where the fact that ϕ i = 1 = ϕ i was used. Hence the proof of (12) is complete. It is also clear that (12) implies (13).
Next we observe that Lemma 6 and (21) remain true under the alternative. Now by some lengthy calculations it can be verified that L given in (22) is positive definite so that (14) follows from (13).
