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The question of how best to optimise the accuracy of genetic evaluation for
livestock populations has been given new life by the advent of genomics.
Therefore we will investigate methods of evaluating and/or improving the
accuracy of genetic evaluation in ways applicable to genotyped populations,
while trying to maximise computational efficiency. We will explore modelling
strategies with utility outside animal breeding, including examples of these
potential non-animal breeding applications.
In Chapter 1, we will introduce linear mixed models, which is the basis for
genetic evaluation in livestock populations, and highlight some properties of
these models. We will go on in Chapters 2 and 3 to discuss the concept of
genetic connectedness, which in statistical terms is related to reliability of
random effect inference in a linear mixed model. In Chapter 2, we will con-
sider comparability of predicted random effects when the model is correctly
specified. This will involve investigating and describing the properties of ex-
isting diagnostics that we consider assume correct model specification. We
will go on show that the types of random effect contrasts, commonly used to
determine connectedness by animal breeders, are equal to a contrast of fixed
effects. As approximate diagnostics based on simpler fixed effect contrasts
have already been proposed in the literature, we will explore the bias intro-
duced when using simpler approximate fixed effect contrasts rather than the
fixed effect contrast equivalent to the random effect contrast of interest.
Chapter 3 extends the connectedness concept to the case of model misspeci-
ii
iii
fication. This is a broader topic, which forms the basis for the remainder of
the thesis. From an animal breeding perspective, we will describe how model
misspecification is typically associated with an incorrect covariance structure
for the random effect. We will argue that common beliefs about the causes
of incorrect covariance structure naturally suggest a genetic group model.
For a genotyped population, we will demonstrate the similarity between the
genetic group and population structure concepts. From this, we postulate a
probabilistic model for genotype data, contained in the set of multivariate
binomial latent variable models, that can be used to define genetic groups.
A probabilistic model for population structure is only a tiny subset of la-
tent variable models applicable to multivariate binomial data. In Chapter 4,
we will move away from animal breeding in order to explore latent variable
models of a principal component/factor analysis type applicable to multi-
variate binomial and binary data generally. Here we will provide insight in
the expected distributions of the observed data, properties of the trial sizes,
identification and representation of the link function, develop a computa-
tionally efficient framework for model fitting, and fit the proposed models to
simulated and one real demographic dataset.
Chapter 5 will use the insights gained in Chapter 4 to develop an appropriate
latent variable model to analyse genotype data, taking into account biological
properties. Using real datasets, and as in Chapter 4 looking outside animal
breeding by considering human populations, we will demonstrate moving
from an observed to a latent scale produces subtle differences in the clustering
of individuals.
In Chapters 6 and 7, we will conclude by returning to animal breeding ap-
plications. Chapter 6 will investigate genetic group models, where genetic
group is defined from the output of pre-specified model. In Chapter 7, we
conclude by investigating the relationship matrix (covariance structure for
the random effect in genetic evaluation) implied by the latent variable model
of Chapter 5 and provide further insight into what kinds of population this
model would be appropriate.
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netic group correction for Models 2 and 3 compared to (û)
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Glossary of biological terms
This thesis is an investigation of modelling strategies to improve genetic
evaluation in the New Zealand sheep industry. While the tools we will use
to do this are mathematical and statistical, we nevertheless need to take into
account the biological properties of the data we have at our disposal.
Below is a list of some biologically motivated terms we will use in this thesis.
Measures of relationship
• Relationship matrix:
A matrix whose elements ij are an estimate of the genetic similarity
between individuals i and j.
• Pedigree:
The collection of records on the ancestry (or family tree) of an individ-
ual. Pedigree records can be used to construct expected relationships
between individuals.
• Coefficient of relationship, rij:
The expected genetic relationship between two individuals i and j.
• Coefficient of inbreeding, fi:
The expected self-relatedness of individual i, introduced by the mating
of relatives in the pedigree of individual i.
xviii
xix
Biologically motivated terminology in animal breeding
models
• Trait:
In this thesis, used as another term for a response variable, which can
be measured.
• Phenotype:
The realisation or observed value of an individual for a trait.
• Polygenic model:
In this thesis, we focus on polygenic models. This assumes the effects
of genetic variants on the trait is additive and an infinitesimal model.
• Animal model:
A linear mixed model where the relationship matrix used to model u
is built on information on both maternal and parental ancestry. This
relationship matrix could be determined from pedigree or genomic data.
• Sire model:
A linear mixed model where the relationship matrix used to model u
is limited to information on paternal ancestry (sires) only.
• Single-step:
A linear mixed model where the relationship matrix used to model u is
built on information from both pedigree and genomic data. Primarily
used if only a sub-set of the population has been genotyped.
• Heritability:
The proportion of the phenotypic variance explained by genetics. In
this thesis, we only consider narrow-sense heritability (h2).
• Genetic gain:
The increase in genetic merit as measured by breeding values (u) brought
about by selective breeding. The aim of animal breeders is to maximise
genetic gain.
xx
General terms in genomics
• Genomics:
The study of the genome. In this thesis, genomics will principally refer
to information obtained from genotyping.
• Allele:
The possible variants of a gene. In this thesis, we consider cases where
there are two variants, which are often referred to as the major and
minor allele.
• Locus:
A specific position on the genome.
• Single nucleotide polymorphism (SNP) or marker:
A position in the genome where multiple genetic variants or genotypes
can be observed. As we consider diploid organisms in this thesis, we
will often code the variants as (0, 1, 2).
• Haplotype:
A block of markers in the genome inherited in common. We will not
consider haplotypes in much detail in this thesis.
• Hardy-Weinberg equilibrium:
The biological term for the idea that inheritance of alleles at a particular
position on the genome is independent. Also expressed as the idea that
with random mating, allele and genotype frequency does not change
with time provided no other evolutionary factors are present.
• Linkage disequilibrium:
The biological term for non-random inheritance of alleles at different
positions on the genome. If a block on the genome shows high LD, the
block would be considered as a possible haplotype.
• SNP chip:
An microarray used to identify the specific single nucleotide polymor-




In this thesis, we use the term ‘selection’ to refer to the assortive mating
practiced in livestock populations so that genetic gain is maximised.
• Identity by descent:
The term that refers to a segment of DNA, inherited by individuals i
and j from a common ancestor.
• Identity by state:
The term that refers to a segment of DNA, common to individuals i
and j but not necessarily inherited from a common ancestor.
• Population structure:
A term used in population genetics to indicate the presence of stratifi-
cation within the population.

Chapter 1
Linear mixed models with
animal breeding applications
1.1 Introduction to Genetic evaluation
This thesis is devoted to exploring techniques that could improve genetic
evaluation for the New Zealand sheep industry. Before we do need this, we
must define the existing method of genetic evaluation. For the New Zealand
sheep industry, as it is the case of other livestock evaluations, genetic eval-
uation is based on fitting a normal linear mixed model. Hence this chapter
will be devoted to describing the linear mixed model and its properties, both
in general and for animal breeding specific contexts.
1.2 Introduction to the linear mixed model
In the normal linear mixed model (LMM), observed values, y, are modelled
as a function of both fixed (where the estimated effect is assumed to be a
parameter estimate) and random (where the predicted effect is assumed to be
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a realisation of a normal random variable) predictors. In the simplest case,
where there is a single response variable (phenotype or trait) and random
effect, the model in matrix notation is
y = Xβ + Zu + e,
where
• y is a vector of observed values of length n.
• X is a n × p design matrix for the fixed effects, which can be either
continuous or categorical. In this thesis, we will assume p ≤ n and X
is full-rank.
• β is a vector of fixed effects of length p.
• Z is a n× q design matrix for the random effects, which can be either
continuous or categorical. In this thesis, we will assume Z is full-rank.
• u is a vector of random effects of length q, normally distributed with
zero mean and variance-covariance matrix G, u ∼ N (0,G).
• e is a vector of residual effects of length n, normally distributed with
zero mean and variance-covariance matrix R, e ∼ N (0,R).
• u and e are assumed independent ⇒ Cov(u, e) = 0.
In practice, G and R are usually known only to the point of proportionality,
which for a single-trait model is G = σ2aG
∗ and R = σ2eR
∗ with G∗,R∗
known and σ2a, σ
2
e unknown. In this thesis, we will refer to G
∗ and R∗ as
a covariance structure. In most cases we consider, the levels of the random
effect u will correspond to animal. Hence G∗ will usually be a measure of
relatedness, referred to as relationship matrix, and in genomic contexts the
estimate of G up to proportionality will also be called G to follow standard
convention. As a result there are two distinct aspects to the fitting of LMM,
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• Estimation of β and prediction of u.
• Estimation of variance components.
This thesis is focused on improving the prediction of u through investigat-
ing different covariance structures and fixed effects to include in a LMM.
Therefore, we will not delve into the theory of estimating σ2a, σ
2
e , that is vari-
ance component estimation. We do however wish to point out that a vari-
ety of techniques exist for variance component estimation including ANOVA
(Eisenhart, 1947; Henderson, 1953), maximum likelihood (Hartley and Rao,
1967), restricted maximum likelihood (REML) (Patterson and Thompson,
1971), and Bayesian methods (Sun et al., 1996).
1.3 Estimation of β and prediction of u
1.3.1 BLUE and BLUP
Common practice in fitting LMM is to ensure estimates of β are a best linear
unbiased estimator (BLUE) and predictions of u are a best linear unbiased
predictor (BLUP), conditional on knowledge of the variance components. To
be BLUE, an estimator of a fixed effect β, must be:
1 Unbiased, that is E(β̂) = β.
2 Linear, that is β̂ is a linear function of the observed values y.
3 Among all estimators satisfying properties 1 and 2, the BLUE of β
must have minimum sampling variance. That is Var(a′β̂) ≤ Var(a′β∗)
where a is a vector of length p, and β∗ is any estimator satisfying
properties 1 and 2.
To be BLUP, a predictor of a random effect u must be:
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1 Unbiased, that is E(û) = E(u).
2 Linear, that is û is a linear function of the observed values y.
3 Among all predictors satisfying properties 1 and 2, the BLUP of u
must have minimum sampling variance. That is Var(c′(û − u)) ≤
Var(c′(u∗−u)), where c is a vector of length q, and u∗ is any predictor
satisfying properties 1 and 2.
1.3.2 Generalised least squares estimation
Estimation of β
Aitken (1934) demonstrated for a linear model,
y = Xβ + e,
where the errors e are not assumed to be homoscedastic, that is e ∼ N (0,V),
the estimator satisfying BLUE is
β̂ = (X′V−1X)−1XV−1y. (1.1)
This is referred to as the generalised least squares (GLS) estimator. The
LMM given in Section 1.2 can be re-written in the form of Aitken (1934),
y = Xβ+ e∗, where e∗ = Zu + e and V = ZGZ′+ R. Therefore, the BLUE
β̂ in a LMM is equivalent to the GLS estimator.
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Prediction of u




This method of determining β̂ and û is preferred in applications of LMM to
longitudinal data (Verbeke and Molenberghs, 2000). Due to differences in
data structure, this is not the case in animal breeding, where Henderson’s
mixed model equations (Lynch and Walsh, 1998), which we now describe,
are preferred instead.
1.3.3 Henderson’s mixed model equations
Joint estimation and prediction of β and u
The mixed model equations (Henderson et al., 1959) gives an equivalent
result to GLS, but estimate β and u simultaneously. Conditional on R and
G being known, the set of equations to solve are
(
X′R−1X X′R−1Z











In Henderson (1950), solutions to the mixed model equations were described
as maximum likelihood estimates (MLEs), a position he later retreated from
(Robinson, 1991) due to the assumption of multivariate normality for u.
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Link to maximum a posteriori estimation
Bayesian treatments of the LMM (Lindley and Smith, 1972; Dempfle, 1977)
show that solutions to the mixed model equations are equivalent to finding
the maximum a posteriori or empirical Bayes estimate under the posterior
distribution [β,u|y,R,G], where u ∼ N (0,G) and β ∼ constant. This was
ultimately acknowledged by Henderson (1984) and using GLS notation in
Laird and Ware (1982).
1.4 Additional properties of β̂ and û
In Section 1.3, it was highlighted that β̂ and û obtained using GLS or the
mixed model equations were examples of BLUE and BLUP respectively. Ad-
ditional properties of β̂ and û will now be introduced.
1.4.1 Shrinkage
In Section 1.3, we highlighted that the BLUE(β) and BLUP(u) were equiv-
alent to maximum a posteriori estimates for β and u with a non-informative
flat prior for β and an informative normal prior for u.
A property of Bayesian estimators when informative priors are used is shrink-
age to the mean (Carlin and Louis, 2008). Since û can be characterised as a
Bayesian estimator, BLUP predictions obtained from a LMM exhibit shrink-
age as noted or implied in (Laird and Ware, 1982) and Henderson (1975a).
In terms of the statistics calculated from a LMM, the presence of shrinkage
means predictions of u are shrunk towards zero and thus
Var(c′û) ≤ Var(c′u)),
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where c is a vector of length q.
1.4.2 Variances of β̂ and û and the mixed model equa-
tions
Henderson (1975a) determined the relationship between the inverse of the
mixed model equations and the variances of β̂ and û. This is
(
X′R−1X X′R−1Z





−Cov(u, β̂) Var(û− u)
)
.
In addition, Henderson highlighted some other properties of the variances
and covariances of β̂ and û.
• Cov(β̂, û) = 0.
• Cov(û,u) = Var(û)⇒ Var(û− u) = Var(u)− Var(û), which confirms
the shrinkage property stated in Section 1.4.1.
1.4.3 Null linear combinations of LMM predictions
From the properties of the hat matrix (also referred to as the influence or
projection matrix), P = X(X′X)−1X′, it can be shown that the predicted
residuals ê for the model y = Xβ + e, fitted using ordinary least squares
(OLS) lie in the null space (kernel) of X′ (Searle, 1971), that is ê ∈ ker(X′).
In the case of GLS, ê lies in the null space (kernel) of X′V−1. Since estimation
of β in LMM is equivalent to GLS, this means that Zû + ê lies in the null
space of X′V−1, where V has been defined in Section 1.3.2.
Unlike fixed effects, which have estimability restrictions, random effects in
LMM do not have restrictions on the size of q, relative to n. However, the
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construction of the BLUP predictor forces certain linear combinations of û
to be null. This is of interest to us, since null linear combinations of û would
exhibit total shrinkage, and could be used to define a set of random effect
comparisons one cannot make inference on.
Foulley et al. (1990) and Laloë (1993) showed that in LMM, a null com-
bination of u, defined as v′G−1û = 0, where v is a vector of length q,
exists if and only if Z′MZv = 0, where M = (In − X(X′X)−1X′) and
R was σ2eIn. This also holds for arbitrary R with M changed to R
−1 −
R−1X(X′R−1X)−1X′R−1. We will now provide a derivation of some alter-
native equivalent expressions.
Theorem 1. û ∈ ker(X′(ZZ′)−1ZG−1) when q ≥ n.
Proof. rank(Z) ≤ min(n, q). When q ≥ n and Z is full rank, there exists a
right inverse of Z, Z′(ZZ′)−1 such that ZZ′(ZZ′)−1 = In.






This gives a modified set of equations,
(
X′R−1X X′R−1Z











Now subtract the first row from the second row of (1.4) to determine the null
space,
X′(ZZ′)−1ZG−1û = 0p.
It should be noted that if Z is a matrix indicating which individuals had
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measurements recorded for the response variable, the existence of the right
inverse is dependent on no animals having multiple measurements. In animal
breeding, this type of definition for Z is very common.
Corollary 1. If there exist vectors v and a of length q and p respectively such
that Zv = Xa, then from properties of GLS residuals, v satisfies v′G−1û = 0.
When q ≥ n, this is an if and only if statement from the result in Theorem
1. When n− p < q < n, to show this is an if and only if statement, we need
to show that the expected Var(v′G−1û) = 0 can only occur if Zv = Xa.
Proof. Consider the GLS formulation of û given in (1.2) and multiply on the









(y −Xβ̂) = (aX)′V−1(y −Xβ̂) = a′(X′V−1(y −Xβ̂))
= a′0p By the null space of GLS residuals
= 0.
To prove this is an if and only if statement when q ≥ n, use the result from
Theorem 1, X′(ZZ′)−1ZG−1û = 0p. This implies,
v′G−1û = 0⇒ v = Z′(ZZ′)−1Xa⇒ Zv = Xa.
To prove this is an if and only if statement when n − p < q < n, we use an
equivalent expression for û, first given in Patterson and Thompson (1971),
(Z′MZ + G−1)û = Z′My, (1.5)
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where M = R−1 − R−1X(X′R−1X)−1X′R−1. If v′G−1û = 0, then (1.5)
simplifies to
v′Z′MZû = v′Z′My (1.6)
Taking the variance of both sides of (1.6), and using properties given in
Section 1.4.2, we obtain
Var(v′Z′MZû) = Var(v′Z′My)
= Var(v′Z′MZu) + Var(v′Z′Me)
0 = Var(v′Z′MZ(û− u)) + Var(v′Z′Me). (1.7)
As variance is by definition a strictly non-negative function, (1.7) implies
Var(v′Z′MZ(û− u)) = 0 and Var(v′Z′Me) = 0. Focusing on Var(v′Z′Me)
= 0, this can only be true if v′Z′Me = 0 ⇒ v′Z′M = 0′n. By construction,
the null space (kernel) of M is X. Hence Zv = Xa, for some vector a of
length p.
1.5 LMM in animal breeding
1.5.1 Inference is focused on u
LMM allows inference to be made on both fixed and random effects. Often,
the emphasis is on making inference for the fixed effects, with random effects
viewed as nuisance parameters accounting for correlation and heterogeneity
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in the observed data. This view can be found in analyses of longitudinal
data in Cnaan et al. (1997); Verbeke and Molenberghs (2000); and Loy and
Hoffman (2013), where u is regarded as an additional layer of residuals.
For example, if dealing with clustered data, u could represent cluster specific
residuals. In this setting, there is a preference for using GLS techniques, since
calculation of û can be avoided, particularly when, as in repeated measures
designs, V has properties that can be exploited to reduce computational cost.
In breeding, the reverse is true. The emphasis is on making inference about
the random effects, which are referred to as breeding values and regarded
as a measure of genetic worth (Lynch and Walsh, 1998; Mrode, 2014). The
inference made on random effects may then be used to make decisions on
selection designed to improve the population for some characteristic. As
a result, the fixed effects are often regarded as nuisance parameters used
to remove confounding due to differing environmental conditions within the
population under analysis.
Implication: Prediction of û without β̂
When β̂ is not of interest, û can be predicted without estimating β̂ by re-
arranging (1.3) in the way first shown in Corollary 1,
(Z′MZ + G−1)û = Z′My,
where M = R−1−R−1X(X′R−1X)−1X′R−1. This equation can be found in
Patterson and Thompson (1971) in the context of REML estimation of vari-
ance components, and was given among computational strategies for finding
breeding values in Schaeffer and Kennedy (1986), among others.
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1.5.2 Determination of covariance structure
Before fitting a LMM in animal breeding, one must obtain an estimate of G∗,
the covariance structure of u, which is then assumed known for the purpose of
fitting the LMM. We will now present some of the methods used to estimate
covariance structure.
Pedigree
The most widely used method to construct G∗ is based on pedigree records.
This is most commonly associated with the animal model, where the levels
of the random effect correspond to animal, but is also used in sire models.
In this method the variance-covariance matrix of u is G = σ2aA, where
σ2a is the additive genetic variance, and A is the numerator relationship
matrix (Henderson, 1976), constructed from pedigree records. Off-diagonal
elements, Aij are equal to rij, where rij is the coefficient of relationship
between animal i and j, while diagonal elements Aii are 1 + the coefficient
of inbreeding of animal i. The values of these coefficients, which are based
on expectations, can be found using the rules of Wright (1922).
Due to the preference in animal breeding for using the mixed model equations
to obtain solutions, it is G−1 = 1
σ2a
A−1 that is required not A itself. Hender-
son (1976) presented a computationally efficient method of determining A−1
for a non-inbred population. This has been extended to an inbred population
by Quaas (1976); and Meuwissen and Luo (1992). Pedigree records can also
be used to determine relationships between sires, if sire rather than animal
is fitted as a random effect.
Genomic
LMM with genomic information, where genomic information typically con-
sists of information on genotypes, fall into two main categories:
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• Genomic BLUP or GBLUP,
• Marker based methods.
In GBLUP, the only change from the pedigree method is to replace u ∼
N (0, σ2aA) with u ∼ N (0, σ2aG), where G is a relationship matrix (covari-
ance structure) constructed from genomic data. Hence GBLUP is also an
example of an animal model. In animal breeding, the most popular methods
of estimating G are those in VanRaden (2008), using single nucleotide poly-
morphism (SNP) data. One method (Method 2) in VanRaden (2008) was
originally developed in human genetics, for use in residual checking (Nichol-
son et al., 2002), population structure (Patterson et al., 2006), or as in animal
breeding, estimating kinship (Amin et al., 2007; Astle and Balding, 2009).
Genomic constructions of G have not been restricted to SNP data, with
relationship matrices based on haplotypes considered in Hickey et al. (2013).
The model assumed in marker based methods is more divergent from the
pedigree method than GBLUP. In marker based methods the i, jth entry of Z,
which in GBLUP and pedigree based methods indicated which random effects
j were associated with observation i, now indicates the number of copies of a
particular allele of SNP j for observation i. The random effect, previously an
animal effect, is now a SNP effect. A large variety of distributions have been
proposed for SNP effects, usually assuming a diagonal covariance structure.
Some, like ridge regression (Pérez et al., 2010), assume a polygenic model.
Others, such as BayesA; BayesB (Meuwissen et al., 2001), BayesCπ; BayesDπ
(Habier et al., 2011), and BayesR (Erbe et al., 2012) allow for non-polygenic
effects. This is achieved by either allowing marker specific variance (BayesA,
BayesR), the possibility of zero effect controlled by π, (BayesCπ) or both
(BayesB, BayesDπ). Nevertheless, ridge regression will give equivalent results
to GBLUP (Gianola, 2013) as would BayesCπ if the estimate of π → 0.
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Mixed pedigree and genomic
In practice, the animal populations being analysed are only partially geno-
typed. This has lead to the development, among other methods, of single-step
GBLUP. This allows a population with both genotype and pedigree records
to be combined with a population with only pedigree records and was origi-
nally proposed in Aguilar et al. (2010) and expanded in Aguilar et al. (2011).








G−1 is the genomic relationship matrix inverse and A22 is the subset of the
numerator relationship matrix for the genotyped animals. While single-step
is typically used for animal models, the approach has also been considered
for marker based methods as well (Fernando et al., 2014, 2016).
1.5.3 Variance components and heritability
While not delving into variance component theory, we do wish to describe
standard practice in animal breeding. In frequentist approaches, restricted
maximum likelihood (REML) is the preferred method of variance component
estimation, with REML used in ASReml (Gogel et al., 2015), and BLUPF90
(Misztal, 2008). REML is also the default method of variance component es-
timation in the R package nlme (Pinheiro et al., 2017). Bayesian approaches
in animal breeding typically use scaled inverse-χ2 priors for variance com-
ponents χ−2(ν, s2) for appropriately chosen ν and s2 (Wang et al., 1993;






), which is a popular prior distribution for vari-
ance components outside animal breeding (Gelman et al., 2014).
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Variance components are also used to determine heritability. This is the
proportion of the total variation in the phenotype explained by the genetic
effect. There are two types of heritability considered in quantitative genetics:
• Narrow sense heritability, the proportion of phenotypic variance σ2p





• Broad sense heritability, the proportion of phenotypic variance σ2p ex-





In this thesis, we consider models with only an additive genetic effect and no





1.5.4 Extensions of the single-response LMM
Up to this point, we have presented a LMM that allows only one response
variable y. Routine evaluation of livestock populations frequently deal with
phenotypes, y, that are functions of more than one random effect, or where
multiple correlated phenotypes are collected from the same animal.
Multiple-trait models
The multiple-trait model allows for multiple phenotypes measured from the
same animal. These phenotypes are assumed to be correlated genetically.
Fixed effects are usually allowed to vary by phenotype, which distinguishes
the multiple trait model from a repeated measures model. Depending on the
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model, a random effect is predicted for each animal included in the covariance
structure for each trait j. In matrix notation, the model is
yj = Xjβj + Zjuj + ej,
where
• yj is a vector of observed values (phenotypes) of length nj for trait j.
• Xj is a nj × pj design matrix for the fixed effects associated with trait
j.
• βj is a vector of fixed effects of length pj for trait j.
• Zj is a nj × q design matrix for the random effects of trait j.





 ∼ N (0,G0⊗G), where m is the number of traits, G0 is a m×
m matrix giving the variance/covariance components for the random
effects associated with the m traits, G is the covariance structure for
all traits, and ⊗ stands for Kronecker product.







 ∼ N (0,K{R0⊗R}K′), where R0 is a m×m matrix giving
the variance/covariance components for the residual effects associated
with the m traits, R is the residual covariance structure of size nunique×
nunique, where nunique is the number of animals with records for at least
one trait, and K is a matrix of size
∑m
j=1 nj×mnunique indicating which
potential observations were observed.
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• u and e are assumed independent, Cov(u, e) = 0.
1.6 Aspects of particular interest
The focus of this thesis is the optimisation of the accuracy of random effect
prediction obtained from LMM in an animal breeding context. We aim to do
this by considering prediction of u in a correctly specified and a misspecified
model, and investigate how genotype data can be used to minimise model
misspecification. In terms of the material introduced in this chapter, this
means emphasis will be given to measuring reliability of random effect in-
ference given the model is correct, which we will cover in Chapter 2, and
strategies to improve the covariance structure for u, which we cover from
Chapter 3 on. While we will focus on the animal model, we will generalise
results beyond the univariate animal model when called for, either to other
models in commonly used in animal breeding, such as the multi-trait model
or to models outside quantitative genetics.
Chapter 2
Random effect prediction under
correct model specification
2.1 Introduction
In Chapter 1, we introduced the normal linear mixed model and discussed
techniques for obtaining estimates and predictions of β and u respectively. In
this chapter, we will outline and describe the properties of tests performed on
û that require calculation of Var(û−u), which we argue implies correct model
specification. Initially, we will focus at the individual random effect level ui,
before moving on to our principal area of interest, linear combinations of u,
c′u, where c is a vector of length q.
For linear combinations, c′u, the tests we will consider are a subset of tests
used to determine genetic connectedness in animal breeding. Specifically, an-
imal breeders determine genetic connectedness by considering linear combi-
nations that compare random effect levels associated with animals in different
environments, where environment is a fixed effect in the LMM. Expanding on
our work in Holmes et al. (2017a), we will highlight how relationships between
estimated fixed β̂ and predicted random û effects in a LMM can be exploited
18
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when the linear combination vector, c is a function of X′Z, as it would be
in a between environment average random effect contrast described above,
when X,Z are design matrices for the fixed and random effects respectively.
We will show theoretically and confirm numerically the exact relationship
between Var(β̂) and Var(û−u), and thus show tests requiring Var(c′(û−u))
can be calculated using Var(a′β̂) instead, for an appropriately chosen vector a
of length p. We will then show when and why approximations to Var(c′(û−
u)) based on simpler functions of Var(β̂) fall down and how this causes
the approximate diagnostics of Kennedy and Trus (1993) and Mathur et al.
(2002) to differ from analogue diagnostics calculated from Var(c′(û− u)).
2.2 Quantities required for tests on ûi
2.2.1 Accuracy of random effect prediction
The theoretical approach
One method for assessing relationships between continuous variables is Pear-
son correlation (r) (Galton, 1888; Pearson, 1920). In linear regression, initial
analysis of model fit is often based on the closely related coefficient of deter-
mination or the percentage of variance in the response variable explained by
the set of explanatory variables (r2). For LMM, r2 has been extended from
measuring the relationship between y and ŷ to measuring the relationship
between u and û at each level of the random effect u, despite u being unob-
served. In animal breeding, r based measures are referred to as accuracy (r)
or reliability (r2) (Mrode, 2014). The accuracy of a predicted random effect






Using the properties of the mixed model equations (Henderson, 1975a) pre-







1− Var(ûi − ui)
Var(ui)
. (2.1)
Unlike the correlation coefficient, which has a range of [−1, 1], the accuracy
measure for û is constrained to [0, 1], like in the case of yi and ŷi in regression.
In other fields where LMM are in use, measures such as r, or a very similar
one based on standard errors (Karlsson and Savic, 2007; Savic and Karlsson,
2009) are used to measure the level of shrinkage in the prediction of ûi. This
follows from Var(ûi) ≤ Var(ui) (see Section 1.4.1), and implies predictions,
û, with low accuracy are highly shrunk. In animal breeding applications,
Laloë (1993) showed r or more precisely r2 was a bijective function of the
expected information (Kullback-Leibler divergence).
The high dimensionality of models fitted in routine genetic evaluation makes
the calculation of Var(ûi − ui) impractical. Approximations of Var(ûi − ui)
have been developed for pedigree populations (Misztal and Wiggans, 1988;
Meyer, 1989; Jamrozik et al., 2000; Tier and Meyer, 2004), and some have
been extended to partially genotyped populations (Misztal et al., 2013a).
In evaluations with genomic data, ri has been criticised for producing inflated
estimates of accuracy (Goddard et al., 2011; Lourenco et al., 2015). This is
a consequence of ri being a measure of shrinkage. Since genomic estimates
of Var(u) are dense, whereas pedigree based estimates are sparse, genomic
evaluations implicitly place a more informative prior on u. As the prior be-
comes more informative, the influence of the prior on the posterior increases,
meaning Var(ûi)→ Var(ui), increasing ri.
21
The cross-validation approach
To avoid the issues that arise when using model based accuracy in genomic
evaluation, cross-validation approaches have been developed. This involves
splitting the dataset into training and validation. The model is then fitted
onto the training set, from which predictions of u for the animals in validation
are made. The split will often be repeated to ensure each animal appears
in validation at least once. A variety of diagnostics have been proposed to
determine cross-validation accuracy of û, of which we will present two.
In Legarra et al. (2008), determined accuracy as the correlation of y, the ob-
served phenotype, and ŷ, where ŷ was Zû, and not the predicted phenotype











The second method (Hayes et al., 2009) determined accuracy as the correla-
tion of ûgenomic and ûpedigree for the animals in the validation set,
rvalidation = cor(ûgenomic, ûpedigree).
There is debate as to whether û from the training set should be used directly,
with many favouring de-regression of ûtraining instead (Garrick et al., 2009).
Unlike ri given in (2.1), cross-validation does not measure accuracy for each
level of u, only for a set of levels of u. There is also debate on how to split
animals into training and validation sets with splitting based on random
selection (Luan et al., 2009), by year cohort (Lourenco et al., 2015), and by
family (Legarra et al., 2008) suggested in the literature. Despite this some
industries, for example dairy cattle, have established standard procedures for
cross-validation (Mäntysaari et al., 2010).
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2.2.2 Hypothesis testing
In the random/mixed effect model tradition, two types of hypothesis testing
for random effects have been introduced. The first type tests for the presence
of non-trivial variance components,
H0 : σ
2
a = 0 vs. HA : σ
2
a > 0.
In simple balanced experiments, such tests can be conducted in an ANOVA
framework using expected mean squares to determine the appropriate set of
F statistics (Searle et al., 1992; Sahai and Ojeda, 2004). For unbalanced
data, Sahai and Ojeda (2005) suggested the continued use of ANOVA based
hypothesis tests, while others recommend likelihood ratio or Wald type tests
(Verbeke and Molenberghs, 2000; Faraway, 2006).
The second type, less common than variance component hypothesis testing,





This test statistic with approximate t-tests were used in Verbeke and Molen-
berghs (2000), and can be requested in SAS. However it is not entirely clear





has an obvious null hypothesis, H0 : β = 0. For a random effect level ûi, such
a statement does not make sense since u ∼ N (0, σ2aG∗). To understand what
23
(2.2) can test, remember BLUP is equivalent to empirical Bayes estimation
(see Section 1.3.3), with ûi = E(ui|y) and Var(ûi − ui) = Var(ui|y). This








and it becomes clear that the hypothesis is H0 : ui = 0 conditional on y. In
the case of pairwise comparisons of different levels of u, when u is a vector of
animal random effects, Laloë et al. (1996) described this type of test statistic
as a hypothesis test for testing differences in genetic effect between animals.
2.3 The concept of genetic connectedness
When an animal breeder talks about genetic connectedness, they want to
answer the question, ‘Can the predicted random effect (breeding value) of
two animals or groups of animals in different environments be reliably com-
pared?’. If the answer is yes, we can say the animals being compared are
connected. However the open-ended nature of the question leaves the choice
of diagnostic unclear. For the remainder of this chapter and Chapter 3, we
will consider the diagnostics used to measure genetic connectedness, sum-
maries of which are given in Holmes et al. (2017a) and more extensively
in Kuehn (2005) and determine their behaviour, which fall into one of the
following categories,
• Measures of shrinkage in random effect prediction.
• Measures designed to test hypotheses or equivalently precision of ran-
dom effect prediction.
• Measures of linkage in the covariance structure of u.
24
2.3.1 Some connectedness diagnostics
In this chapter, we restrict ourselves to diagnostics based on either Var(û−u)
or Var(β̂), which we would argue assume correct model specification in most
cases. This is because these quantities are needed when measuring either
shrinkage in prediction or to perform a hypothesis test. Following animal
breeding convention, we will refer to Var(û−u) as PEV , where PEV stands
for prediction error variance. The contrast we will consider compares the
average random effect of animals in different fixed effect environmental levels,
which we refer to as contemporary group. In Chapter 3, we will extend our
summary to diagnostics that do not require Var(û− u) or Var(β̂).
Diagnostics based on Var(û− u)
The first diagnostic under consideration is coefficient of determination (CD)
(Laloë, 1993; Laloë et al., 1996). This is an extension of reliability from
the case of a single random effect level, described in Section 2.2.1, to a lin-
ear combination (specifically contrast) of random effect levels. As a result,
this diagnostic requires both Var(û − u) and Var(u) to be calculated and a
















Like accuracy/reliability, CD measures the level of shrinkage present in the
prediction of a random effect contrast. In the literature where CD was devel-
oped, it was described as a measure of how well a contrast can be predicted,
and linked to the concept of predictable functions (McLean et al., 1991), the
random effect extension to the estimable function (Searle, 1971; Henderson,
25
1984). Developed in the case of fixed effect models, a function kβ is estimable
if there exists d such that E(d′y) = k′β. Since the prior assumptions in a
model with random effects means the methodology for determining estimable
functions is no longer applicable, the use of CD is justified by assuming the
Kullback-Leibler divergence and expected information measures predictabil-
ity. We wish to note at this point that the null linear combinations of û in
Section 1.4.3 correspond to complete shrinkage and would have a CD of 0.
The second diagnostic under consideration is the PEV of group differences
(PEV Dij) (Kennedy and Trus, 1993). It is simpler to calculate than CD,
since Var(u) is not required,
PEV Dij = x
′
ijZVar(û− u)Z′xij.
In practice the groups i and j being compared are usually contemporary
groups, which are included as fixed effects in genetic evaluation. In such a
setting, the focus is on the contemporary group mean random effect, ū. This
allows PEV D to be simplified to a function of the prediction error variance-
covariance matrix of random effects averaged by contemporary group,
PEV Dij = Var(û− u)ii + Var(û− u)jj − 2Var(û− u)ij.
While in Section 2.2.2, we discussed the use of Var(û − u) for testing the
hypothesis H0 : ui = 0 conditional on y, the connectedness interpretation
of PEV D is not formulated as a hypothesis test. Instead, PEV D is used
in isolation with lower values being preferred (Kennedy and Trus, 1993).
Therefore as noted in Laloë et al. (1996), PEV D is a measure of the level of
genetic linkage and contemporary group size, where we define genetic linkage
as correlation introduced by the covariance structure we assume for u.
We would argue both CD and PEV D assume the model are correctly spec-
ified and are attempting to measure the level of information provided by the
26
data for random effect prediction. This is not the case for flock correlation,
rij (Lewis et al., 1999), the third diagnostic under consideration. Specifically,
flock correlation is the Pearson correlation for the prediction error û − u of
a contrast that compares the average random effect û− u in different fixed





Unlike PEV D, which in addition to measuring linkage also considers con-
temporary group size and has hypothesis test utility, we would argue and will
justify later, that rij is purely a measure of linkage between groups, albeit
one that considers linkage through fixed as well as random effects.
Diagnostics based on Var(β̂)
As there are typically many random effects to predict in genetic evaluation,
the calculation of Var(û − u) is often regarded as impractical. In the case
of CD, simulation has been suggested to reduce this cost (Fouilloux et al.,
2008). For PEV D and flock correlation, analogues based on the variance-
covariance matrix of estimated fixed effects, Var(β̂), have been proposed,
exploiting the fact that the contrasts of interest are typically comparisons
across contemporary groups, which is fitted as a fixed effect. Later in this
chapter, we show when these analogues are plausible and when they are not.
The first diagnostic based on Var(β̂) is the variance of differences in man-
agement unit effects (V ED) proposed in Kennedy and Trus (1993). This
is an analogue of PEV D. Since genetic improvement programs are most
concerned with comparability of animals in different contemporary groups,
which is fitted as a fixed effect, the diagnostic simply takes the variances and
covariances of estimated contemporary group fixed effects, where β̂i is the
estimated effect for contemporary group i,
27
V EDij = Var(β̂)ii + Var(β̂)jj − 2Var(β̂)ij.
The second diagnostic based on Var(β̂) is connectedness rating (CR) pro-






2.4 Behaviour of connectedness diagnostics
2.4.1 Data and model
Data
To illustrate the behaviour of the connectedness diagnostics in question, we
return to the dataset we used in Holmes et al. (2015, 2017a), obtained from
Sheep Improvement Ltd. (SIL) (Young and Newman, 2009), the New Zealand
system for the genetic evaluation of sheep. This consists of pedigree records
on 84,802 animals, of which 269 have been genotyped using a 50K Illumina
SNP chip (Illumina Inc., 2015). While we will assume genotyping was 100
% accurate, in practice errors can arise. The traits we consider are weaning
weight (WWT), recorded for 64,841 animals, and live weight at eight months
(LW8), recorded for 40,837 animals. All animals with trait records were born
in 2011-2013. Of the animals with LW8 and WWT records, 21 have also been
genotyped. In addition, 31,863 animals with WWT records are descendants
of at least one genotyped animal as are 20,284 animals with LW8 records.
The flocks have been chosen to vary from no genomic information available
to nearly all animals either being genotyped themselves or descended from
at least one genotyped animal. This is summarised in Table 2.1.
28
Table 2.1: Phenotypic and genomic information by flock.
Flock Animals with records Genotyped and/or genotyped ancestor
WWT LW8 WWT LW8
Number % Number %
1 641 630 0 0.00 0 0.00
2 2533 778 2065 81.52 590 75.84
3 21,240 17,863 14,404 67.82 12,205 68.33
4 1996 877 1314 65.83 414 47.21
5 2344 1037 1513 64.55 716 69.05
6 1110 632 0 0.00 0 0.00
7 16,761 9828 8231 49.11 4944 50.31
8 1984 874 1785 89.97 795 90.96
9 815 194 769 94.36 188 96.91
10 3535 3220 0 0.00 0 0.00
11 787 386 0 0.00 0 0.00
12 953 529 0 0.00 0 0.00
13 1025 279 699 68.20 192 68.82
14 2412 1236 293 12.15 0 0.00
15 1193 364 528 44.26 167 45.88
16 368 120 0 0.00 0 0.00
17 2226 848 222 9.97 59 6.96
18 984 319 0 0.00 0 0.00
19 1934 823 61 3.15 35 4.25
Total 64,841 40,837 31,884 49.17 20,305 49.72
Model
To evaluate the behaviour of the connectedness diagnostics, we fit a single
trait animal model with weaning weight as the response variable. The set of
fixed effects we consider are contemporary group, birth-rearing rank, age of
dam and date of birth. Contemporary group is constructed as the combina-
tion of flock, sex and weaning weight group, following standard practice in
SIL and for this dataset contains 147 levels. Birth-rearing rank (four levels)
and age of dam (three levels) are also fitted as categorical variables. Date of
birth, calculated as the difference (in days) between the birth of the animal
and the average date of birth in its flock-year combination, is treated as a
continuous variable. To model the covariance structure of u, the animal ran-
29
dom effect, we use the numerator relationship matrix A. We fit the model
using the mixed model equations, with A−1 obtained using the method of
Meuwissen and Luo (1992). To estimate variance components, we use AS-
Reml (Gogel et al., 2015) obtaining estimates σ̂2a = 10.09 and σ̂
2
e = 8.30,
giving a heritability of ĥ2 = 0.55. The standard errors of the variance com-
ponents are 0.26 and 0.18 respectively.
Calculation of connectedness measures
As standard in animal breeding, we choose to calculate connectedness diag-
nostics for pairwise contrasts of the form,
ui − uj,
where ui is the random effect mean for contemporary group i. As we fit
contemporary group as a categorical fixed effect, the variance covariance
matrix of estimated contemporary group fixed effects, Var(β̂1), and PEV
had to be calculated from the inverse of the mixed model equations. From
PEV , we calculate PEV averaged by contemporary group, which we will
refer to as PEVMean. From the elements of PEVMean, the PEV of contem-
porary group differences (PEV D) and flock correlation are calculated. From
Var(β̂1), V ED and CR are calculated. All calculations have been done in R
(R Core Team, 2016).
2.4.2 Results
Relationship between diagnostics and the harmonic mean
It is well known that precision of estimates generally increases with sample
size. For the case of the difference in means between two independent groups
30
















Since three of the diagnostics (CD, PEV D, and V ED) under consideration
either are functions of variance of differences in means, we decided to investi-
gate the relationship between the diagnostics and the harmonic mean of the
contemporary group sizes.
• Coefficient of determination (CD).
Figure 2.1 shows the relationship between the harmonic means and



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.1: CD against harmonic mean for the trait weaning weight.
CD is a ratio of variance of differences, one for û − u, another for u.
31
Therefore a relationship between CD and harmonic mean is expected.
From the plot it can be seen that contrasts with larger harmonic means
tend to give the largest values for CD, but that the relationship is not
very strong. No contrast has a CD of zero. This indicates none of
the pairwise contrasts are completely shrunk or equivalently lie in the
null-space outlined in Section 1.4.3.
• PEV D and V ED.
Figure 2.2 shows the relationship between the harmonic mean and the
value of PEV D and its fixed effect analogue, V ED calculated for all
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Figure 2.2: PEV D and V ED against harmonic mean for the trait weaning
weight.
As examples of variances of differences in means, both PEV D and
V ED should exhibit an inverse relationship with the harmonic mean.
While both PEV D and V ED exhibit a much stronger relationship
with harmonic mean than CD, which is indeed inverse in nature, it is
not an exact relationship. This reflects that Var(ui) is not constant for
all i unless the population is not inbred and Cov(ui,uj) 6= 0 if animals
i, j are related.
• Flock correlation and CR.
32
Figure 2.3 shows the relationship between the harmonic mean and the
value of flock correlation and its fixed effect analogue, CR calculated













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.3: Flock correlation and CR against harmonic mean for the trait
weaning weight.
Neither flock correlation or CR are a function of a variance of dif-
ferences in means, therefore we do not expect to find a relationship
between these diagnostics and harmonic mean. While this is true for
flock correlation, a relationship is observed between CR and harmonic
mean such that higher harmonic mean → higher CR. This suggests
CR is less of an analogue to flock correlation, than V ED is to PEV D.
Relationship between diagnostics and implied genetic links
In Chapter 3, we will consider connectedness diagnostics based on functions
of the linkages implied between animals because of the choice of covariance
structure made for u. For now, we will investigate the behaviour of the five
connectedness diagnostics under consideration with functions of the assumed
pedigree derived covariance structure averaged by contemporary group, Ā.





−1, where X1 and Z
33
are design matrices for contemporary group and animal effect respectively.
Depending on the connectedness diagnostic being considered, the function
of Ā used will be the variance of differences in mean contemporary group
random effect, Var(ui − uj) = σ2a(Āii+Ājj−2Āij) or the correlation matrix
of Ā, cor(Ā)ij = Āij/
√
ĀiiĀjj.
• Coefficient of determination (CD).
Figure 2.4 shows the relationship between cor(Ā) (left) and Var(ui − uj)








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































difference in Var(ui − uj)
C
D
Figure 2.4: CD against cor(Ā) (left) and difference in Var(ui − uj) (right)
for the trait weaning weight.
CD does not show a relationship with cor(A), but there appears to
be a weak inverse relationship with Var(ui − uj). Given that earlier
we found a relationship between CD and harmonic mean, and that
Var(ui − uj) is also a function of harmonic mean, this is expected.
• PEV D and V ED.
Figure 2.5 shows the relationship between Var(ui − uj), and the value
of PEV D and its fixed effect analogue, V ED calculated for all con-
34
trasts between contemporary groups. We also include the line of best



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.5: PEV D and V ED against difference in Var(ui − uj) for the trait
weaning weight.
45 degree dashed line represents equality.
Both PEV D and V ED show a strong linear relationship with Var(ui − uj).
Pearson and Spearman correlations for PEV D against Var(ui − uj)
are 0.9928 and 0.9407 respectively. For V ED against Var(ui − uj) the
correlations are 0.9881 and 0.9394 respectively. Given that earlier we
found Var(ui − uj), PEV D and V ED were all approximately inversely
related to the harmonic mean, this is not surprising.
• Flock correlation and CR.
Figure 2.6 shows the relationship between cor(Ā) averaged by contem-
porary group and flock correlation and its fixed effect analogue, CR,
calculated for all contrasts between contemporary groups.
Of the two diagnostics, flock correlation shows the stronger relation-
ship with cor(Ā). For flock correlation against cor(Ā), the Pearson
and Spearman correlations are 0.9197 and 0.5233 respectively, whereas
for CR the correlations are 0.4969 and 0.2770 respectively. Combined





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.6: Flock correlation and CR against cor(Ā) for the trait weaning
weight.
45 degree dashed line represents equality.
harmonic mean and that it has no theoretical justification of a measure
of the success of random effect prediction, unlike CD, this suggests
that flock correlation is primarily a measure of assumed genetic rela-
tionships between groups in the model. As noted previously in the
context of harmonic mean, CR exhibited variation when cor(Ā)ij = 0,
again suggesting that CR has different properties to flock correlation.
Relationship of analogue diagnostics
As discussed in Section 2.3.1, V ED and CR were developed as analogues to
PEV D and flock correlation respectively. Previously in this section, we have
observed that PEV D and V ED are highly correlated, but differed in scale,
while flock correlation and CR are more divergent. Figure 2.7 gives plots of
V ED against PEV D and CR against flock correlation.
V ED has a very strong relationship with PEV D. The Pearson and Spear-
man correlations of V ED against PEV D are 0.9974 and 0.9793 respectively.

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.7: V ED against PEV D and CR against flock correlation for the
trait weaning weight.
The dashed line in the left plot is a line of best fit, while the dashed line in the right plot
is the 45 degree line, indicating equality.
than PEV D and V ED. Pearson and Spearman correlations between flock
correlation and CR are 0.5954 and 0.3465 respectively. We also find two
distinct groups within the contrasts. One group, consisting of contrasts with
higher flock correlation, follows a roughly one-one relationship with CR. The
other group, which consists of contrasts where flock correlation is near zero,
shows a high degree of variation in CR. This matched the two distinct groups
found when comparing the correlation matrix of Ā and CR earlier.
2.5 The link between linear combinations of
û and β̂ in LMM
Consider a random effect linear combination c′u, where c is a vector of length
q = number of random effect levels, such that there exists a vector a of length
p = number of fixed effect levels satisfying c′ = a′X′Z.
Letting R = σ2eI, the link between a
′β̂ and c′û can be determined from the
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mixed model equations (Henderson et al., 1959) given in (1.3),
a′X′Xβ̂ + a′X′Zû = a′X′y⇒ c′û = a′X′y − a′X′Xβ̂. (2.3)
Taking the variance of both sides of (2.3) and using properties given in Section
1.4.2, we can show the prediction error variance Var(c′(û− u)) is a function
of the variance of the estimated fixed effects,
Var(c′û) = Var(a′X′y − a′X′Xβ̂)
= a′X′Var(y)Xa + a′X′XVar(β̂)X′Xa− 2a′X′Var(y, β̂)X′Xa
= c′Var(u)c + σ2ea
′X′Xa + a′X′X(X′V−1X)−1X′Xa−
2a′X′X(X′V−1X)−1X′Xa
Var(c′(û− u)) = a′X′X(X′V−1X)−1X′Xa− σ2ea′X′Xa
= a′X′XVar(β̂)X′Xa− σ2ea′X′Xa.
2.5.1 Result for linear combinations of a genetic con-
nectedness type
The argument for the use of connectedness diagnostics based on Var(β̂) is
that they are very strongly correlated to the corresponding diagnostic based
on Var(û − u) (Kennedy and Trus, 1993; Mathur et al., 2002) while easier
to estimate. In Section 2.4.2, we demonstrated there are subtle differences
between the two, particularly when using CR as an analogue to flock cor-
relation. Now, we will introduce the main result we published in Holmes
et al. (2017a), which determined the exact relationship between the variance-
covariance matrices of β̂ and û − u averaged by contemporary group for a
single-trait model. The proof can be found in Appendix A.2 and is based on
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the mixed model equations (Henderson et al., 1959) and is more specific than
the c′û case given above. In the proof, we assume the intercept is absorbed
in the contemporary group effect in the design matrix X.
Model with a single fixed effect
As proven in Appendix A.2, if contemporary group is the only fixed effect
fitted, the prediction error variance-covariance matrix averaged by contem-
porary group (Var(û− u) = PEVMean) is
PEVMean = Var(β̂)− σ2e(X′X)−1. (2.4)
While not presented in Holmes et al. (2017a), the vector of predicted random
effects averaged by contemporary group (¯̂u) in this model is the difference in
the ordinary (OLS) and generalised (GLS) least squares estimates of β,
¯̂u = (X′X)−1X′y − β̂GLS = β̂OLS − β̂GLS.
Model with multiple fixed effects
As proven in Appendix A.2, if contemporary group is not the only fixed effect
fitted, the prediction error variance-covariance matrix averaged by contem-
porary group is








−1 − σ2e(X′1X1)−1 +
(X′1X1)







where 1 is used to index the set of contemporary group levels and 2 the set
of non-contemporary group fixed effect levels (or covariates). Compared to a
single fixed effect case, the predicted random effect averaged by contemporary
group ¯̂u, is a more complicated function of OLS and GLS estimates of β,
¯̂u = β̂1,OLS − β̂1,GLS − (X′1X1)−1X′1X2β̂2,GLS,
where β̂1,OLS is the OLS estimate of β1 in a model where β1 is the only fixed
effect, and β̂1,GLS, β̂2,GLS are GLS estimates from the model where both β1,β2
are fitted.
2.6 Impact of ignoring corrections when esti-
mating PEVMean from Var(β̂)
2.6.1 Functions under consideration and implied cor-
rection factors
In (2.4) and (2.5), given in Section 2.5, we demonstrate a function of Var(β̂)
can be used to give PEVMean, but that this function is dependent on the set
of fixed effects considered in the model. For the remainder of this chapter, we
will demonstrate how ignoring these corrections introduces bias when using
elements of Var(β̂) to approximate corresponding elements of PEVMean, and
similarly when using V ED to approximate PEV D and CR to approximate
flock correlation. Based on (2.4) and (2.5), we consider three functions.
• Function 1
Var(β̂1), where 1 represents the set of contemporary group fixed effects.
• Function 2
The formulation of PEVMean if contemporary group is the only fixed
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effect fitted, given in (2.4).
• Function 3
The formulation of PEVMean if contemporary group is not the only
fixed effect fitted, given in (2.5).
This set of functions indicate there are two types of correction when moving
from Var(β̂1) to PEVMean, which we called correction factors in Holmes






−1 is a diagonal matrix with entries ii equal to 1
ni
, where ni is




is the correction for the number of records and affects only diagonal terms.
Due to the inverse relationship with contemporary group size, this correction
is more pronounced for small contemporary groups and is required for the
calculation of PEVMean from Var(β̂) for both the single and multiple fixed















This is only required when multiple fixed effects have been fitted. Since
the second correction factor includes terms such as Var(β̂2) and Var(β̂1, β̂2),
it can be regarded as the correction for the inclusion of non-contemporary
group fixed effects in the model when calculating PEVMean from Var(β̂1).
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2.6.2 Models under consideration
To demonstrate the impact of the correction factors when using Var(β̂) to
approximate PEVMean, three models have been considered, all using live
weight at eight months (LW8) as the response variable, but varying in the set
of variables fitted as fixed effects. The contemporary group variable is flock-
sex-live weight contemporary group combination, as is standard for growth
traits in SIL, of which there are 202 levels in the dataset. Birth-rearing rank,
age of dam and date of birth are treated in the same way as in Section 2.4.1.
Lamb weaning weight (WWT) is fitted as a continuous covariate, in order to
investigate the impact of including a covariate that is highly correlated with
the response, as opposed to being a plausible model in genetic evaluation.
The differences between the three models in the set of fixed effects considered
is given in Table 2.2.
Table 2.2: Fixed effects fitted in the models under consideration.
Model Fixed effects fitted
1 contemporary group
2 contemporary group, date of birth, birth-rearing rank
3 contemporary group , date of birth, birth-rearing rank
age of dam, weaning weight
Two covariance structures for the random animal effect have been considered
for all models we fit. These are A and H. Matrix A used only the pedi-
gree information available. As before, the method of Meuwissen and Luo
(1992) is used to construct the inverse of A required for the mixed model
equations. Matrix H used both genotype and pedigree information. The
genomic component of the covariance structure, G, is constructed using the
first method of VanRaden (2008) and the inverse of H constructed using the
method outlined in Aguilar et al. (2010) and shown in Chapter 1. As before,
variance components are estimated for Model 3 using A to model the covari-
ance structure of the animal effect in ASReml (Gogel et al., 2015). These
are σ̂2a = 1.81 and σ̂
2
e = 7.43 resulting in a heritability ĥ
2 of 0.20. Standard
errors for the variance components are 0.13 and 0.11 respectively. We then
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fix variance components at these values for all other models, regardless of
whether the covariance structure of the random effect u is A or H.
Comparison of connectedness measures
The three functions described in Section 2.6.1 are compared using correlations
between the elements of PEVMean and the corresponding elements of the
function in question. Diagonal elements are considered separately from off-
diagonal elements.
As mentioned in Section 2.3.1, CR is the analogue to the flock correlation
and V ED the analogue to PEV D under the assumption that Var(β̂1) ap-
proximates PEVMean. In Section 2.4, we demonstrated there are differences
between PEV D and V ED and especially between flock correlation and CR,
in a model with multiple fixed effects. Therefore, we also have looked at
correlations between the flock correlation and CR and between V ED and
PEV D, as in the previous model, to assess whether variance of differences
or correlation functions of Var(β̂1) give a more accurate approximation to
the corresponding functions of PEVMean than the individual elements of
Var(β̂1) did for the individual elements of PEVMean, and to check if be-
haviour is influenced by the choice of fixed effects fitted. Both Pearson and
Spearman correlations are used for all examples to determine whether a linear
relationship or just the relative rank is maintained.
2.6.3 Results
Model 1: Contemporary group is the only fixed effect fitted
Correlations between the elements of PEVMean and the elements of function
1 and function 2 are given in Table 2.3. For function 1, correlations are high
for diagonal elements (Pearson: 0.994 for A, 0.994 for H. Spearman: 0.932
43
for A, 0.928 for H), regardless of whether A or H is used as the variance-
covariance matrix of the animal random effect. The off-diagonal elements of
PEVMean and Var(β̂1) are exactly equivalent. As expected from the deriva-
tions in Section 2.5, function 2 produces an exact one-one correspondence
with PEVMean.
Table 2.3: Pearson and Spearman correlations of PEVMean with functions
1, 2 and 3 for three models and two relationship matrices (A and H).
A H
Model Function Function
1 2 3 1 2 3
Diagonals Pearson 0.994 1 NA 0.994 1 NA
1 Diagonals Spearman 0.932 1 NA 0.928 1 NA
Off-diagonal Pearson 1 1 NA 1 1 NA
Off-diagonal Spearman 1 1 NA 1 1 NA
Diagonals Pearson 0.994 1.000∗ 1 0.994 1.000∗ 1
2 Diagonals Spearman 0.932 0.999 1 0.928 1.000∗ 1
Off-diagonal Pearson 0.995 0.995 1 0.996 0.996 1
Off-diagonal Spearman 0.625 0.625 1 0.710 0.710 1
Diagonals Pearson 0.994 1.000∗ 1 0.994 1.000∗ 1
3 Diagonals Spearman 0.935 0.980 1 0.931 0.985 1
Off-diagonal Pearson 0.481 0.481 1 0.534 0.534 1
Off-diagonal Spearman 0.423 0.423 1 0.491 0.491 1
Measure 3 is not applicable for Model 1. Correlations marked with a * round to 1 as
opposed to being exactly 1.
A high correlation between the elements of PEVMean and the elements of
function 1 and function 2, defined in Section 2.6.1, is observed because the
correction to function 1 that is required to obtain PEVMean, when only
one fixed effect is fitted, is the correction for the number of records. As
mentioned in Section 2.6.1, the correction factor for the number of records
is a diagonal matrix and the off-diagonal elements of Var(β̂) are unchanged
when converting to PEVMean. The diagonal elements of PEVMean will be
less than function 1 = Var(β̂) (Fig. 2.8), in particular for contemporary
groups with few records. This also means that CR should consistently give






































































































































































































































































































































































































































Figure 2.8: PEVMean against functions 1 and 2 for Model 1 when A is used.
First column is diagonal elements, second column is off-diagonal elements. The 45 degree
dashed line indicates equality.
The basis for using V ED is that Var(β̂) approximates PEVMean. By the
same logic, CR should approximate flock correlation. Correlations of CR
with flock correlation and of V ED with PEV D are in Table 2.4. Pearson
correlations of CR with the flock correlation are lower than the correlation
between the elements of function 1 and PEVMean, which are in Table 2.3.
Spearman correlations of CR with the flock correlation are higher. Correla-
tions between V ED and PEV D are high, but Pearson correlations are higher
than Spearman correlations. This is expected based on the high correlations
45
Table 2.4: Pearson and Spearman correlations of flock correlation against CR
and PEV D against V ED for three models and two relationship matrices (A,
H).
Model Correlation Flock correlation against CR PEVD against V ED
A H A H
1 Pearson 0.943 0.945 0.994 0.994
Spearman 0.999 0.999 0.942 0.938
2 Pearson 0.914 0.927 0.994 0.994
Spearman 0.534 0.636 0.942 0.938
3 Pearson 0.430 0.481 0.994 0.994
Spearman 0.258 0.345 0.939 0.934
for both the diagonals and off-diagonals. However, the values of V ED are
in a higher range than PEV D due to the inflation of diagonal elements of
Var(β̂) compared to PEVMean. The inflation of V ED compared to PEVD,
due to not applying the correction factor for the number of records, is most
pronounced for small contemporary groups.
Model 2: Contemporary group, date of birth and birth-rearing
rank fitted
Correlations between the elements of PEVMean and the elements of function
1, function 2 and function 3 are in Table 2.3. Correlations between the
elements of PEVMean and function 1 are high for diagonal elements but
lower for off-diagonal elements.
Due to the inclusion of non-contemporary group fixed effects, elements of
function 2 do not give an exact correspondence to the elements of PEVMean.
In function 2, correlations with the diagonal elements of PEVMean increase
compared to function 1, while the off-diagonal elements are unchanged be-
cause the correction factor for the number of records applies to diagonals
only. As expected from the derivations in Section 2.5, function 3 produces





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.9: PEVMean against functions 1, 2 and 3 for Model 2 when A is
used.
First column is diagonal elements, second column is off-diagonal elements. The 45 degree
dashed line represents equality.
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The diagonal elements of function 2 give almost a one-to-one correspondence
with the diagonal elements of PEVMean regardless of whether A (Fig. 2.9)
or H is used. This indicates that the magnitude of the correction factor to
account for the other fixed effects is negligible relative to the magnitude of
function 2. The correction factor lowers the off-diagonal elements of Var(β̂1)
uniformly. For both diagonal and off-diagonal elements, the relative impact
of including the correction for other fixed effects in the model is therefore
higher for elements with a lower absolute value.
Inclusion of other fixed effects lowers correlation between CR and the flock
correlation and between V ED and PEV D compared to Model 1 (Table
2.4). CR usually gives lower values than the flock correlation (Fig. 2.13).
Exceptions are because both diagonal and off-diagonal elements of Var(β̂1)
overestimate the corresponding element of PEVMean. Correlations between
V ED and PEV D are high; with Pearson correlations higher than Spearman
correlations. As in Model 1, V ED has a higher range than PEV D.
Model 3: Contemporary group, age of dam, date of birth, birth-
rearing rank and weaning weight fitted
Correlations between the elements of PEVMean and function 1 are high for
diagonal elements but lower for off-diagonal elements. Inclusion of additional
fixed effects means that, as in Model 2, elements of function 2 do not give
exact correspondence to the elements of PEVMean. Correlations of the diag-
onal elements of function 2 with the diagonal elements of PEVMean increase
compared to function 1, while the off-diagonal elements are unchanged be-
cause the correction factor for the number of records applies to diagonals
only. As expected from the derivations in Section 2.5, function 3 produces
an exact one to one correspondence with PEVMean.
The correction factor to account for the other fixed effects in the model is
typically about 35 times larger in size than in Model 2 (see Table 2.8). As a



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.10: PEVMean against functions 1, 2, and 3 for Model 3 when A is
used.
First column is diagonal elements, second column is off-diagonal elements. The 45 degree
dashed line represents equality.
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to diagonal elements of PEVMean (Fig. 2.10). For the off-diagonal elements,
the correction factor accounting for other fixed effects in the model is uniform
when the off-diagonal element of PEVMean moved away from zero. There
is more variation in the correction factor when the off-diagonal element of
PEVMean is near zero. Inflation seen in off-diagonal elements of function
1 compared to off-diagonal elements of PEVMean is due primarily to not
correcting for other fixed effects rather than not correcting for the number of
records. CR generally gives larger estimates than the flock correlation and
over-estimation is most pronounced when off-diagonal elements of PEVMean
and hence the flock correlation is near zero.
Inclusion of weaning weight and age of dam in the model decreases the cor-
relations of CR with flock correlation compared to Models 1 and 2 (Table
2.4). In this model, we find a flock correlation near 0 may have a high corre-
sponding CR. This will be explained in Section 2.6.6. The largest difference
between CR and flock correlation is between contemporary groups 98 and
107 when A is used (flock correlation = 0.022, CR = 0.818), and contempo-
rary groups 147 and 152 when H is used (flock correlation = 0.056, CR =
0.803). The correlation between V ED and PEV D remains high in Model 3.
2.6.4 Impact of using H compared to A to model the
covariance structure of the animal random effect
The use of H instead of A does not significantly change the Pearson corre-
lation of PEVMean with the approximations functions 1 and 2, except for
the off-diagonals in Model 3 (Table 2.3). Similarly, it does not result in large
differences in the Pearson correlations between CR and the flock correlation
or between V ED and PEV D, except between CR and the flock correlation
in Model 3 (Table 2.4). The use of H increases the Spearman correlations for
off-diagonal elements of PEVMean with functions 1 and 2 (Table 2.3) and of















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































      Model 3
Figure 2.11: Differences in PEVMean between the case when H is used to
model Var(u) as opposed to the case where A is used.
First column is diagonal elements, second column is off-diagonal elements. The dashed
line indicates where PEVMean is unchanged if H is used instead of A. The x axis is the
value of an element of PEVMean when A is used, the y axis is the difference in the value
of an element of PEVMean between when H is used and A is used.
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Figure 2.11 shows the impact of using H as opposed to A, which is to increase
PEVMean, particularly when an element of PEVMean using A is near zero.
This is particularly obvious for off-diagonals. The result is an increase in the
flock correlation and CR compared to the equivalent model in which A is
fitted. The implications of this will be discussed further in Chapter 3.
2.6.5 Patterns in the correction factor accounting for
the inclusion of other fixed effects in the model
The relationship between the correction factor and the PEVMean for the
two models (Models 2 and 3), for which the correction factor is relevant is
given in Figure 2.12. The correction factor is similar for both the diagonal
and off-diagonal elements. There is no relationship between the value of
the correction factor and the value of PEVMean, except for an increase in
variability in the correction factor when the element of PEVMean is near
zero. The correction factor is approximately 35 times larger in Model 3 than
in Model 2, as indicated by traces of the correction factor matrix (Table
2.8 in Section 2.7.2). The low degree of variation in the correction factor
for other fixed effects in Model 2 suggests that the dataset that we used is
approximately balanced across contemporary groups.
2.6.6 Patterns in CR and V ED
Connectedness rating (CR)
In Figure 2.13, we compare flock correlation to CR. As mentioned in Section
2.6.3, CR underestimates flock correlation in Model 1 for all pairs of contem-
porary groups and for most pairs in Model 2. Conversely, CR overestimates
the flock correlation for most pairs in Model 3. In Model 2 and especially in
Model 3, there is a collection of contemporary group pairs for which the flock














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































       Model 3
Figure 2.12: PEVMean against correction factor for Model 2 and Model 3
when A is used.
CR estimate is much higher than zero. This is due to the correction factor for
the other fitted fixed effects, which is similar for both the diagonal and off-
diagonal elements, has the largest impact on very small covariances and hence
correlations. The divergence between CR and the flock correlation when the
flock correlation is near zero is also a function of contemporary group size.
Since the variances are inversely dependent on the number of records in the
contemporary group, the most pronounced differences between CR and flock
correlation occurred between contemporary groups that are not linked and
have a large number of records. Figure 2.14 shows the relationship between
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of contemporary group size and CR when the
corresponding flock correlation is low. For Model 2 and especially Model 3,
higher harmonic means is associated with higher CR.
Variance of estimated differences of management units (VED)
Table 2.5: Simple linear regression between V ED corrected for the number
of records and PEV D for three models and two relationship matrices (A
and H).
A H
Model Intercept Slope r2 Intercept Slope r2
1 0 1 1 0 1 1
2 0.000∗ 1.001 1.000∗ 0.000∗ 1.001 1.000∗
3 0.004 1.002 1.000∗ 0.004 1.002 1.000∗
Numbers with a * only round to and are not exactly 0 or 1.
V ED shows a stronger relationship with PEV D than CR has with flock
correlation (Fig. 2.13). However, for all three models, there are certain pairs
of contemporary groups that have similar V ED, but substantially different
PEV D. This variation increases as PEV D increases and is due to V ED
not correcting for the number of records in each contemporary group because
V ED, PEV D and the correction factor for the number of records are all
inversely dependent on the number of records in the contemporary groups
in question. Table 2.5 shows that V ED corrected for the number of records
is equivalent to PEV D in Model 1, as expected, while the corrected V ED
shows a near one-one relationship with PEV D for both Models 2 and 3. An
almost exact one to one relationship between corrected V ED and PEV D
for Model 2 and 3 is due to the correction factor for the other fixed effects
being fairly uniform and thus cancelling out in the calculation of variances














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































       Model 3
Figure 2.13: Flock correlation against CR and PEV D against V ED when
A is used.
The first column is flock correlation against CR. The second column is PEV D against




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.14: Harmonic mean against CR when flock correlation is below 0.01
and A is used for Models 2 and 3.
2.7 Linking results to theory
2.7.1 Sensitivity to the presence of other fixed effects
in the model fitted
In the example used by Kennedy and Trus (1993), they found a correlation of
0.995 between Var(β̂1) and the mean PEV . However, they only considered
a model where contemporary group was the only fixed effect, which is equiv-
alent to our Model 1, where we also found correlations greater than 0.99. For
the three models we fit, the correlation between the variance-covariance ma-
trix of estimated contemporary group fixed effects and the prediction error
variance-covariance matrix of contemporary group averages was sensitive to
the inclusion of other fixed effects in the model. This sensitivity depends on
the correction factor for the other fixed effects included in the model.
56
Situations where it is unnecessary to use the correction factor for
other fixed effects included in the model
If the design matrices for the contemporary group effect X1 and the other
fixed effects X2 are orthogonal, then X
′
1X2 = 0. In this scenario, the correc-
tion factor for the other fixed effects included in the model is equal to zero
and the calculation of PEVMean from the variance-covariance matrix of es-
timated fixed effects can be derived as if the contemporary group is the only
fixed effect. An individual element ij of matrix X′1X2 represents the number
of observations of effect j in contemporary group level i (if j is a factor) and
the sum of the covariate values for effect j in the contemporary level i (if
j is a covariate). In practice, X′1X2 = 0 would be limited to the situation
where the other fixed effects considered in the model are continuous, centred
on zero and balanced across all levels of the contemporary group effect, that
is the mean of the other variables is zero for all contemporary group levels.
Situations where parts of the correction factor for the other fixed
effects in the model can be ignored
If all columns of the other fixed effects present in the model lie in the null-
space of X′1Var(y)
−1, where X1 is the incidence matrix of contemporary
group effects and Var(y) = ZVar(u)Z′ + σ2eI is the variance-covariance ma-
trix of the observations, then Var(β̂2, β̂1) = 0 and the correction factor for the







This means Var(β̂1), the variance-covariance matrix of estimated contem-
porary group effects is unchanged when moving from the reduced model,
(only contemporary group is fitted) compared to a full model where other
fixed effects are fitted. To measure how close the model considered could
come to such a state, we looked at the covariance ratio (Loy and Hoffman,
2013). This is the ratio of determinants for Var(β̂) between a full and reduced
model and thus similar to the γ statistic proposed by Foulley et al. (1990).
In our case, we consider the covariance ratio of contemporary group fixed
57







−1, the covariance ratio is equal to 1.
A covariance ratio that diverged from 1 indicates estimates of Var(β̂1) are
influenced by the other fixed effects included in the full model. For Model 1
compared to Model 2 (0.406 when A is used and 0.452 when H is used), the
covariance ratio is close to one, while for Model 1 compared to Model 3, it
is not (0.005 when A is used, 0.006 when H is used, Table 2.6).
Table 2.6: Covariance ratio for the variance-covariance matrix of estimated
contemporary group fixed effects for three models and two relationship ma-
trices (A and H).
A Var(β̂)
Model 1 Model 2 Model 3
Model 1 1 - -
Var(β̂)−1 Model 2 0.406 1 -
Model 3 0.005 0.011 1
H Var(β̂)
Model 1 Model 2 Model 3
Model 1 1 - -
Var(β̂)−1 Model 2 0.452 1 -
Model 3 0.006 0.013 1
Covariance ratio is defined as det(Var(β̂)AVar(β̂)
−1
B ) where A and B represent nested
models. The model indicated in the column and row headings were A and B respectively.
Correction factor for other fixed effects in the model when those
effects are balanced across contemporary groups.
When all other effects in the model are balanced across contemporary group,
defined as equality of means (if continuous) or occurring for the same pro-
portion of observations (if categorical) for all contemporary groups, then
the elements in each row of the design matrix (X′1X1)
−1X′1X2 are the same.
Therefore, (X′1X1)
−1X′1X2 = 1r
′, where 1 and r are column vectors of length
p1 and p2, respectively, and p1, p2 are the number of contemporary group











c11′, where c is the constant r′Var(β̂2)r and 11
′ a p1× p1 matrix of ones. In
this situation, the relationship between V ED and PEV D simplifies to the
result below when contemporary group is the only fixed effect fitted.
PEV Dij = Var(β̂1)ii + Var(β̂1)jj − 2Var(β̂1)ij + c(11′)ii + (1r
′Var(β̂2, β̂1))ii
+c(11′)jj + (1r
′Var(β̂2, β̂1))jj − 2c(11′)ij − 2(1r
′Var(β̂2, β̂1))ij
+(Var(β̂1, β̂2)r1
′)ii + (Var(β̂1, β̂2)r1
′)jj − 2(Var(β̂1, β̂2)r1′)ij
−σ2e(X′1X1)−1ii − σ2e(X′1X1)−1jj
= Var(β̂1)ii + Var(β̂1)jj − 2Var(β̂1)ij + Var(r′β̂2, β̂1)i + Var(r′β̂2, β̂1)j
−2Var(r′β̂2, β̂1)j + Var(r′β̂2, β̂1)i + Var(r′β̂2, β̂1)j − 2Var(r′β̂2, β̂1)i
−σ2e(X′1X1)−1ii − σ2e(X′1X1)−1jj
= Var(β̂1)ii + Var(β̂1)jj − 2Var(β̂1)ij − σ2e(X′1X1)−1ii − σ2e(X′1X1)−1jj
= V EDij − σ2e(X′1X1)−1ii − σ2e(X′1X1)−1jj . (2.6)
While the expression in (2.6) may appear complicated, it highlights balance of
fixed effects does not just simplify the calculation of the variance of pairwise
differences in fixed effect levels, but extends to random effects averaged by
fixed effect levels as well. This is because all terms relating to other fixed
effects fall out of the expression for PEV Dij.
Sensitivity to the mean of continuous covariates fitted in the model
To obtain the relationship between PEVMean and the variance-covariance
matrix of estimated contemporary group fixed effects given in Section 2.5,
we absorb the intercept into the contemporary group effects. However, the
variance of the intercept depends on the mean of the covariates/factors we
fit in the model (Searle, 1971). Therefore in our case, Var(β̂1) is dependent
on the means of the other covariates/factors we fit. As PEVMean itself is
invariant to rescaling of continuous fixed effects, the impact of the correction
59
factor for the other fixed effects in the model is itself influenced by the means
of the other effects. To illustrate this, we fit Model 4, equivalent to Model 3
except that the weaning weight covariate is standardised to have a mean of
0 and standard deviation of 1. The zero mean should minimise the influence
of the weaning weight covariate on Var(β̂1). While PEVMean is unchanged
when moving from Model 3 to Model 4, Figure 2.15 shows the correction
factor for the other fixed effects in the model is reduced. By implication, it
will reduce but not eliminate a cause of overestimation of flock correlation












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.15: Relationship of the correction factor and CR between Model 3
and 4 when A is used.
The first column is correction factor. The second column is CR. The dashed line on
second column is the 45 degree line, indicating equality.
Link to postulated mixed model r2 and correction factor for the
inclusion of other fixed effects
To measure the impact of adding non-contemporary group fixed effects into
the model, we considered coefficient of determination (r2). Unlike the general
linear model, LMM do not have a commonly agreed r2 statistic. We consider
two methods to measure r2 for the fixed effect component of the model. The
60
first is r2m (Nakagawa and Schielzeth, 2013). This is calculated as
r2m =
Var(ŷ)




where ŷ is the predicted value for the observation without the random effects.
The second is r2β (Edwards et al., 2008), the following function of the Wald F
statistic, β̂′Var(β̂)−1β̂, where n, p, ν = n− p are the number of observations,
number of fixed effect levels and denominator degree of freedom respectively,
r2β =
(p− 1)F (β̂,Var(y))
ν + (p− 1)F (β̂,Var(y))
.
While we do find the r2 statistics useful for indicating improvement in model
fit (Table 2.7), we do not find that improvement in model fit has any relation-
ship with the correction factor. Therefore, r2 statistics like those considered
should not be used as a diagnostic of the impact that the inclusion of addi-
tional fixed effects in the model has on the correction factor.
Table 2.7: r2 for three models and two relationship matrices (A and H).







1 0.0114 0.0111 0.0059 0.0058
2 0.2981 0.2993 0.2909 0.2909
3 0.5202 0.5203 0.5211 0.5211
2.7.2 A diagnostic to assess the need to include the
correction factor
The impact of approximating PEVMean with Var(β̂1) can be assessed as the
trace of the matrix of the correction factor for other fixed effects included in
61
the model. Specifically, we consider the trace as a diagnostic to determine
whether it is appropriate to just use Var(β̂1) − (X′X)−1σ2e as an approxi-











This formulation is less computationally demanding when the number of con-
temporary group fixed effect levels is greater than the number of other fixed
effect levels. Traces that are further from zero indicate that the correc-
tion factor has a greater impact when calculating PEVMean as a function of
Var(β̂). Table 2.8 provides the traces of the correction factor for the inclusion
of other fixed effects in the model. For Model 3 the trace is approximately
35 times greater than for Model 2, which suggests that ignoring the other
fixed effects in Model 3 will result in a poor approximation of PEVMean.





2.8 Utility of implementing the fixed effect
approach of calculating PEVMean
2.8.1 Solving blocks of the mixed model equations
The exact PEVMean given by function 3 requires the variance-covariance ma-
trix for all estimated fixed effects in the model to be calculated. This can be
done directly by calculating (X′Var(y)−1X)−1, where Var(y) = ZVar(u)Z′+
σ2eI. This is computationally demanding since direct inversion of Var(y) re-
quires n2(n + 1)/2 operations, where n is the number of observations. An
alternative method is to find the block of the mixed model equation inverse
corresponding to the fixed effects. Mathur et al. (2002) wrote a program
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that calculated these blocks for CR. Many software programs have in-built
functions that can be used to solve equations of the form AX = B, where A
and B are known matrices. Examples include the solve() function in R (R
Core Team, 2016). Using this method to find Var(β̂), A would be the mixed
model equation matrix and B would be the first p columns of the identity
matrix, where p is the number of fixed effects to be estimated in the model.
The elements of PEVMean can then be calculated from Var(β̂). However this
method would also need to calculate Var(β̂, û− u) in addition to Var(β̂).
2.8.2 Calculating PEVMean from Var(β̂)
After Var(β̂) is obtained, the number of operations required to calculate
function 3 is as follows. To avoid re-calculation of the same matrix, we assume
calculations are done in the order outlined in Table 2.9. Since X′X is required
to form the mixed model equations, X′1X2 is assumed to have no cost. In
the number of operations, p1 represents the number of contemporary group
fixed effects and p2 represents the number of other fixed effects estimated.
Table 2.9: Steps required to calculate PEVMean.












on both sides of step 2





on the left side of step 4
6 Addition to obtain correction 2p21
factor for other fixed effects
7 Addition of step 6 to Var(β̂1) p
2
1
8 Completing PEVMean p1
Total calculations: 2p1 + 6p
2
1 + p1p2(2p1 + p2)
In the models we consider p1 >> p2. This means the number of operations
required to obtain PEVMean after Var(β̂) is obtained is of order p21.
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2.9 Extensions to a multi-trait model
In this chapter and in Holmes et al. (2017a), we presented the exact relation-
ship between PEVMean and Var(β̂), highlighting potential pitfalls if simpler
approximations are used to estimate the elements of PEVMean as well as
connectedness diagnostics based on PEVMean. However this is only for a
model with a single response variable and a single random effect u. Here,
we demonstrate our result can be extended to certain cases of a model with
multiple correlated response variables y, as described in Section 1.5.4.
2.9.1 R0 is a diagonal matrix
For a multi-trait model with residuals assumed to be uncorrelated between
traits, the result derived for the single trait model in Appendix A.2 still
applies for each of the m traits.
Proof. Consider (A.11) in Appendix A.2, from which the univariate version






For a multi-trait model when R0 is a diagonal matrix, the component matrix
R as well as X, Z have a block diagonal structure. This means that the





jZj respectively. Exploiting the block diagonal structure, a block






X)jj − (X′R−1X)ij =(X′R−1Z)iiVar(û− u)ij(Z′R−1X)jj.
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Focusing on an individual trait j, the block jj is proportional to the result

















This means the expression for PEVMean given in Section 2.5 for a single
trait model also applies to each trait j in a multi-trait model, provided R0
is a diagonal matrix.
2.9.2 Xj = X,Zj = Z ∀j and R0 is non-diagonal
In practice, multi-trait models in animal breeding allow R0 to include cor-
relation in residuals between traits. To reduce the computational burden of
fitting such models, canonical transformation has been developed. Originally
developed for the case where design matrices for the fixed and random ef-
fects are the same for all traits, it has since been extended to cases where Zj
changes by trait (Ducrocq and Chapuis, 1997) and later where Xj change by
trait. We now will extend our result to a canonically transformed multi-trait
model of the original type.
Proof. There exists a m×m matrix Q such that,
QR0Q
′ = Im QG0Q
′ = D,
which allows the original m correlated traits for each animal, yi, to be trans-
formed to m uncorrelated traits y∗i = Qyi. It then follows that β = Q
−1β∗
65
and u = Q−1u∗, where β,β∗ are matrices of size m× p such that column j
is the vector of fixed effects for trait j on the original and transformed scales
respectively. Similarly u,u∗ are matrices of size m× q such that column j is
the vector of random effects for trait j on the original and transformed scales
respectively







For each of the u∗, the relationship given in Section 2.5 will hold. For the




















and for a model where multiple fixed effects are fitted,
























For single trait models when only one random effect was fitted, a function
of the variance covariance matrix of all fixed effects fitted can be used to
calculate the prediction error variance covariance matrix averaged by con-
temporary group (PEVMean). We have also shown a function of Var(β̂)
can be used to determine PEVMean for certain types of multi-trait models.
Depending on the other fixed effects included, the use of just the elements
of the variance-covariance matrix of contemporary group effects can give
suboptimal estimates of connectedness. This is particularly the case when
correlation based measures were used, such as CR. These inaccuracies can
be reduced in the case of continuous variables included in the model when
centred to have a mean of zero. When difference based measures such as
PEV D were used, the need to consider the other effects fitted was elimi-
nated when the additional effects fitted were balanced across contemporary
groups effect levels. Nevertheless, there was always a noticeable improvement




The proposed formula for calculating PEVMean from Var(β̂) can be also
be used to calculate flock correlation, prediction error variance of differences
(PEVD), and the PEV component of coefficient of determination for contrasts
between contemporary groups by calculating only the block of the inverse of
the mixed model equations corresponding to the fixed effects rather than the
full prediction-error variance-covariance matrix of random effects. By being
able to calculate PEVMean exactly from functions of Var(β̂), a more accurate
assessment of connectedness can be obtained in livestock genetic evaluation
compared to traditional fixed effect based measures such as connectedness
rating CR and VED without the computational cost of PEV based measures.
A future goal of research will be to give tractable solutions to calculate this
for industry evaluations which may include millions of animals. Additionally,
tens of thousands of these animals will typically have genotype data and in
the future this number will increase and hence will require a re-evaluation of
the connectedness measures used in the New Zealand Sheep Industry. Better
67
measures of genetic connectedness between groups will allow animal breed-
ers to make better decisions on the appropriateness of comparing animals
in evaluations, which will, in an industry such as the New Zealand sheep
industry, leading to increased genetic gain.
However this chapter will not tell you which connectedness diagnostic should
be used. We have left this unanswered because it is dependent on the question
being asked. If the animal breeder believes the model fitted is an accurate
representation of reality, we will say they should use a measure based on
PEV. If their primary interest is to determine true differences in breeding
values, they may want to use PEVD. However if they wish to account for
orthogonality constraints in the design, CD may be preferred instead.
If the animal breeder chooses to use flock correlation to measure connected-
ness, the question being asked is different. In this chapter, we noted that
flock correlation appears to be a measure of genetic linkage. As low values of
flock correlation are interpreted as indications of low connectedness, the im-
plication is that the question being asked if one of comparability of predicted
u when the model is incorrect. This is a much wider topic than covered in
this chapter, and will be discussed further in Chapter 3.
Chapter 3
Random effect prediction under
incorrect model specification
3.1 Introduction
In Chapter 2, we investigated the estimation of genetic connectedness under
an assumption of correct model specification. This strand of thought was
strongly linked to the concepts of estimability/predictability and random
effect hypothesis testing. In this chapter, we will introduce the other strand
of thought in connectedness literature, one which implies incorrect model
specification. Since genetic evaluation is an example of LMM, there is a
natural division of model misspecification into two possible sources:
• Misspecified fixed effects, such as genotype × environment interactions.
• Misspecified random effects, such as incorrect covariance structure.
Compared to the case of random effect prediction under correct model spec-
ification considered in Chapter 2, the questions that arise when predicting
random effects under a misspecified model are much deeper and motivate not
68
69
just this chapter, but all following chapters. This will be either through direct
investigation of a modified LMM or developing models whose output can be
used to define effects or covariance structures to be fitted in a LMM modified
to minimise the model misspecification we will describe in this chapter.
3.2 Misspecification of fixed effects
3.2.1 Re-defining contemporary group
Chapter 2 considered contrasts of random effects that compared contempo-
rary group means ¯̂u, where contemporary group was treated as a fixed effect.
In SIL, (Amer et al., 2002) this is defined as the combination of flock, sex,
and trait group. However, alternative definitions of the contemporary group
have been explored. In a case study on Merino sheep in Osorio-Avalos et al.
(2015), information on climate and management practices was collected for
the individual flocks, in order to assess potential genotype × environment
interactions. This information was then used to group flocks into clusters.
A comparison of random effect means between clusters using CD found the
model when cluster instead of flock was fitted as a fixed effect produced
higher CD values and therefore more connected.
Re-defining contemporary group implicitly states the assumption of a fixed
contemporary group effect is sub-optimal. The treatment of contemporary
group as fixed can be viewed as treating the individual fixed effect levels as
independent. The ability to cluster groups of flocks implies the existence of
similar flocks, contradicting the assumption of independence. Given genetic
evaluation is based on a LMM framework, a natural choice of modelling such
dependencies would be to fit contemporary group as a random effect. Sev-
eral investigations into this possibility have been conducted, for example in
Ugarte et al. (1992); Visscher and Goddard (1993); Babot et al. (2003); Pho-
cas and Laloë (2004), with contradictory conclusions concerning the benefits.
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3.2.2 Nested models
Two diagnostics for determining the level of connectedness due to fixed effect
misspecification were proposed in Foulley et al. (1990) and Foulley et al.
(1992). These are measures of design orthogonality and are based on nested
models, where the reduced (R) and full (F) model are respectively,
y = Xβ + Zu + e
y = Xβ + XEα+ Zu + e,
and the extra effect α, with design matrix XE, can be either fixed or random.
The first diagnostic, connectedness index (IC), is designed to check the con-
nectedness of a contrast. In this thesis, we assumed this is a contrast of u but
IC is not restricted to such contrasts. IC is calculated from x, a contrast
vector, CR, the PEV of u under the reduced model and CF , the PEV of u





The second diagnostic, γ, is designed to check connectedness over the reduced
model. This is a function of the ratio of determinants in the inverse coefficient
matrix for the set of effects of primary interest included in both the reduced







where n is the rank of CR. We used a very similar diagnostic in Chapter 2
for determining the influence including β̂2 had on Var(β̂1). If IC and γ are
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equal to one, then the contrast or design is considered perfectly connected.
This corresponds to the situation when the set of effects α included in the
full but not the reduced model are orthogonal to {β,u}.
3.3 Misspecification of random effects
This strand assumes that the fundamental problem is a poorly specified co-
variance structure for the random effect u. The misspecification is typically
over-sparsity in the covariance structure. In animal breeding contexts, this
is underestimation of the level of relatedness between individuals within the
population. As a result, effects due to genetics are potentially not separa-
ble from the set of environmental effects. In this view, the connectedness
diagnostic should be a measure of the potential for genetic-environmental
confounding in the model.
3.3.1 Illustration of misspecification
To further understand this viewpoint, consider the following. Suppose there
are two environments, and that the average genetic effect in each environment
is initially the same. It is known migration (mating) of animals between
environments has occurred in the past, so the present day populations in the
two environments are related. However, while full records on ancestry within
each environment are available, all records of migration events that linked
the populations have been lost. As a result, the covariance structure for the
genetic effect fitted in the model would form two independent blocks, one for
each environment. Assuming no other effects apart from environment and
genetics have been recorded, the model we fit will consist of two independent
models, one for each environment, as summarised in Figure 3.1.
If the past migration of genetic material across environments can be regarded
















Figure 3.1: Two environments when no records on relatedness between indi-
viduals across environments are available.
U represents a genetic effect, E an environmental effect and Y a phenotype.
would not be induced, that is U1−U2 = 0. If such events cannot be regarded
as random, either in a genetic or environmental sense, a difference in mean
genetic effect may have been induced. Since the aim of animal breeding is to
improve the genetic worth of the population, non-random mating of genetic
material, both within and between environments, can be taken for granted.
In the example in Figure 3.1, if non-random migration induces a difference
in the mean genetic effect, there would be no way of separating this from the
environmental effect without trying to determine the distant relationships.
3.3.2 Measures of random effect misspecification
We would argue any measure designed to estimate genetic linkage across
environments is a flag for (potential) random effect misspecification of the
type described in Section 3.3.1. We now present connectedness diagnostics
that fall into this class of measures.
The first diagnostic is genetic drift variance, Var(u), (Sorensen and Kennedy,
1983). This is calculated from Var(u), the variance of the animal random




and is Var(u) averaged by contemporary group. In Chapter 2, we had con-
sidered five connectedness diagnostics based on PEV and Var(β̂) and in
Section 2.4, investigated the relationship between the five diagnostics and
Var(u). We had concluded that two measured genetic linkage.
The first is flock correlation (Lewis et al., 1999), a function of PEVMean.
In Chapter 2, we found a strong linear relationship between flock correlation
and cor(Ā), where Var(u) = σ2aA. The second is connectedness rating (CR)
(Mathur et al., 2002), a function of Var(β̂). CR also exhibits a relation-
ship with cor(Ā) but only when cor(Ā) > 0. When cor(Ā) ≈ 0, CR is a
function of contemporary group size. What distinguishes flock correlation
and CR from genetic drift variance is the incorporation of linkage between
contemporary groups from non-contemporary group fixed effects.
Returning to purely genetic diagnostics, Rekaya et al. (2003) proposed genetic
similarity (GSij), where i, j are contemporary groups. This is calculated as
GSij =
∑





where nik, njk are the number of progeny of parent k in contemporary group
i and j, I, J represent the set of parents in contemporary group i and j
respectively and ∩ represents intersection. Since most exchange of genetic
material across groups is the result of sire sharing, the ancestor is usually
restricted to sire, making GSij more conservative than earlier diagnostics.
Another purely genetic diagnostic is direct genetic links (Roso et al., 2004),





where nik is the number of genetic links between contemporary groups i and
k. The value of the genetic link is determined by pedigree relationships.
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There is some flexibility in the definition of nik, with the user allowed to
specify if paternal, parental or any common ancestor should be considered as
well as a minimum number of links, L, before inclusion in calculation (Roso,
2006). A clustering procedure is performed to determine sets of connected
contemporary groups. Roso et al. (2004) also proposed the use of the har-
monic mean of the direct genetic links of contemporary groups i and j to








if GLTi and GLTj > 0
0 otherwise
.
The connectedness diagnostic used by the New Zealand sheep industry (Amer







−1 if ∃k ∈ K such that nik and njk ≥ L
2 otherwise
,
where nik, njk are the number of progeny of parent k, and K denotes the
set of parents of progeny in contemporary groups i and j. Compared to
genetic drift variance, flock correlation and CR, SIL is more conservative by
restricting itself to parental relationships, but less conservative than GSij.
Like GLTij, SILij is based on similarity to PEV D and used to find clusters
of connected contemporary groups.
3.3.3 Behaviour of misspecification diagnostics
To illustrate the behaviour of the diagnostics described in Section 3.3.2 in
determining sets of connected contemporary groups, we return to Models 1
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and 3 of Section 2.6 with LW8 as the response variable and considering both
methods, A and H, of modelling the covariance structure of u. The diagnos-
tics exhibit varying levels of dependence on the choice of model, covariance
structure and implicit use of pedigree information, summarised in Table 3.1.
Table 3.1: Model and covariance dependency of misspecification diagnostics.
Diagnostic Model Covariance Implicit
dependent dependent pedigree model
Var(u) No Yes No
Flock correlation (rij) Yes Yes No
CRij Yes Yes No
GSij No No Yes
GLTij No No Yes
SILij No No Yes
For each diagnostic under consideration, we use the pairwise values to find
clusters of connected contemporary groups. The criterion for disconnected-
ness is defined as no linkage. For GSij, GLTij,Var(u), flock correlation and
CR, no linkage between contemporary group i and j corresponds to observ-
ing a value of 0 and for SILij to observing 2. For GLTij and SILij, L is
fixed at 1. Due to numerical errors in solving the mixed model equations,
we relaxed the criterion to |x| < 10−5 for flock correlation and CR. The
different clusters therefore will correspond to independent blocks. We then
compare the resulting clusters of connected contemporary groups found by
each diagnostic (Fig. 3.2).
Results
We find there are five levels of clustering produced by the set of misspecifica-
tion connectedness diagnostics, marked by containment of clustering levels.
This is expected as the set of misspecification diagnostics under considera-
tion are nested in the set of links considered. The most conservative level,
A, are the set of clusters found by GSij and GLT under a sire model. Level
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A, sire B, parental C, pedigree D, pedigree E, pedigree+genomic
+genomic +other fixed effects
Figure 3.2: Clustering of misspecification connectedness diagnostics.
Each ellipse represents a cluster, with the number indicating cluster size. A - E indicates
the relationship type. The lines indicate the merging of clusters as the type of relationship
considered changes. The description of which diagnostic corresponds to which letter is
provided in the main text.
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lationships, SILij and GLT under a sire dam model. Level C are the set
of clusters found using Var(u), flock correlation under Model 1 and CR un-
der Model 1, when A is used to model u. Level D are the set of clusters
found using Var(u), flock correlation under Model 1 and CR under Model 1,
when H is used to model u. The least conservative level, E, which declared
all contemporary groups to be connected is flock correlation and CR under
Model 3 when either A or H was used to model u, since these diagnostics
incorporate linkage from both fixed and random effects.
The use of H to measure connectedness under our highly relaxed criteria
should theoretically result in all contemporary groups being placed in a sin-
gle cluster, as opposed to the observed principal cluster with five secondary
clusters (level D). This is because G, the genomic relationship matrix, is
by construction dense, because it accounts for Mendelian sampling but also
because of estimation error. When G is combined with the numerator re-
lationship matrix, A, to form H, the dense structure is inherited by H and
the density implies all pairs of animals are linked. However, the summary
of phenotypic and genomic information (Table 2.1) shows there are flocks
with no direct or indirect genomic information. The secondary clusters in
level D consist of the animals in contemporary groups with no direct genomic
information, but which also could not be linked sideways through pedigree
to any contemporary group with genomic information.
What this does not answer is what misspecification diagnostic is most ap-
propriate. What we can say is the choice of diagnostic controls the number
of distinct sub-populations we will locally optimise selection in. If we split
the population into either too many or too few sub-populations, we would
not optimise selection, either by ignoring animals that should be considered,
or by considering animals that should not be considered. In turn, this would
reduce the rate of genetic improvement of the population over time.
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3.4 Modelling strategies to address random
effect misspecification
The connectedness diagnostics we discussed in Section 3.3 indicate potential
random effect misspecification after fitting the model by finding clusters of
connected (comparable) animals. Explicit modelling strategies to account
for random effect misspecification fall into two categories.
3.4.1 Incorporation of genomic information in covari-
ance structure estimation
In Chapter 1, we discussed the move towards incorporating genomic infor-
mation in the prediction of the animal random effect u in routine evaluation.
This has important consequences when looking at connectedness from the
perspective of random effect misspecification.
In marker regression, such as the Bayesian alphabet models (Meuwissen et al.,
2001; Habier et al., 2011; Gianola, 2013), the animal effect u is a linear com-
bination Zα, where Z is a design matrix whose entries ij gives the number of
copies of a specific allele of SNP j observed in animal i, and α is a vector of
marker effects, assumed to be a random variable. In Section 3.3 we defined
misspecification of u as missing linkage, which manifested in the covariance
structure as over-sparsity. Applying this to marker regression models, this
implies we need to check the assumption that Var(α) ∝ D, where D is a
diagonal matrix, or equivalently a priori independence of the levels of α.
Developing a rational process for checking the assumption of independence
in the levels of α would be difficult. From a biological standpoint, it could be
argued that assuming independence in α would not be acceptable if the set of
SNP available are in linkage disequilibrium, as association in inheritance of a
particular set, K, of SNPs could be viewed as indicative of association in the
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corresponding set of SNP effects, α. However most SNP chips are designed to
minimise linkage disequilibrium in the set of recorded SNPs, leaving us with
no reason to doubt the independence assumption in α. As a result, random
effect misspecification due to missing linkage ceases to be meaningful.
In GBLUP (VanRaden, 2008), the animal effect is fitted directly. However u
is modelled as u ∼ N (0, σ2aG), where G is estimated from a matrix of allele
counts. The appeal of the genomic G is the ability to estimate Mendelian
sampling and the small distant relationships from common ancestry which
occurred before the recording of pedigree. Both decrease the sparsity of G
compared to A, and minimise the possibility of random effect misspecification
due to missing linkage. This is seen in our example of a partially genotyped
population in Section 3.3 when applying connectedness diagnostics that we
class as level D, where all contemporary groups that can be linked through
pedigree to the set of genotyped animals are considered connected.
3.4.2 Genetic groups
Genetic group models assume the existence of sub-populations with animals
possibly being admixed, and that the covariance structure of u under an
animal model does not convey sufficient information to account for these
sub-populations. Originally proposed in a sire model (Quaas and Pollak,
1981), the inclusion of genetic groups is the following modification of the
animal model (Westell et al., 1988),
y = Xβ + ZQg + Zu + e,
where β,u and e are as defined in Section 1.2, g is a vector of genetic group
effects of length f and Q is a design matrix of size q× f , where the elements
of row i specify the link between animal i and each of the f genetic group.
The genetic group effect is usually treated as fixed (Quaas and Pollak, 1981;
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Westell et al., 1988; Quaas, 1988; Kuehn, 2005), but has been considered as
a random effect (Kerr et al., 2015).
Investigations into the bias and mean square error of model either including
or ignoring genetic groups are described in Phocas and Laloë (2004); Kuehn
(2005); Kuehn et al. (2007). These investigations fit into the nested model
concept of connectedness described in Section 3.2. What is unclear is how
to define genetic groups. Some methods use genetic groups to account for
unknown parentage only (Westell et al., 1988; Quaas, 1988; Misztal et al.,
2013b). Outside the case of unknown parentage, there has been greater
difficulty defining grouping (Foulley et al., 1990; Kuehn et al., 2007). We
would argue the motivation for fitting genetic groups requires us to think of
a homogeneous population that stretches back to a time before selection. In
such a population, the assumption of u under an animal model would hold,
u ∼ N (0, σ2aG).
Now partition u into uR, where R is the set of animals where selection has
















and GRR,GFF ,GRF are matrices giving the variances of and covariances
between uR and uF . Now consider the conditional distribution uR|uF ,
uR|uF ∼ N (GRFG−1FFuF , σ
2
aGR|F ), GR|F = GRR −GRFG−1FFGFR.
In genetic evaluation, the phenotype records available would belong to a
subset of R only. Moreover, the information available to construct the co-
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variance structure is confined to uR (or a subset of uR). In such a setting,
the appropriate model is
y = Xβ + ZGRFG
−1
FFuF + ZuR + e. (3.1)
Hence the genetic group model can be regarded as a low rank approxima-
tion to the model in (3.1) with Q ≈ GRFG−1FF , g ≈ uF . In addition, the
genetic group model implies the estimate of the covariance structure for uR
is conditional on the set of animals in F , GR|F , not the unconditional GRR.
3.4.3 Is grouping needed in a genomic model?
In Sections 3.4.1 and 3.4.2, we discussed the use of genomic information and
grouping to account for potential random effect misspecification. In particu-
lar, we demonstrated the genetic group model can be considered a low rank
approximation to an animal model where information about distant ancestry
has been lost. While the statement of ‘lost’ ancestry makes sense in a pedi-
gree based model, does it still apply in a model with genomic information?
For marker regression approaches, the answer would be no. While the short
incomplete answer is belief in identity by state, the long answer is as follows.
If you believe all genetic information is captured by the marker effects, α and
consider these effects to be independent, as is the case in ridge regression and
Bayesian alphabet models, conditioning on marker effects, αF we do not fit
will have no effect. For GBLUP, the answer depends on what we believe the
genomic relationship matrix, G, is an estimate of. To explore this question
further, we will focus on the methods of VanRaden (2008).
Under ideal conditions of known base allele frequencies, and other distribu-
tional assumptions we will outline in Section 7.3, the expected value of the
elements ij of the genomic relationship matrices in VanRaden (2008) will
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correspond to the unconditional relationship between individual i and j. In
the situation described in Section 3.4.2, this implies that the estimated ge-
nomic relationship matrix calculated from YR, the matrix of genotype data,
coded (0, 1, 2), for sub-population R alone, is an estimate of the unconditional
variance GRR and there would be no need for a genetic group model.
In practice, base allele frequencies are unknown and will be estimated from
the data. The only information will have to do this is the sub-population R.
We can also assume the population F can be reduced to a set of independent
animals such that E(p), the vector of expected underlying allele frequencies
is equal to p̄F , whose elements p̄Fj are the sample estimates of the allele
frequency for SNP j obtained from sub-population F . To avoid a genetic
group model, we want p̄R = p̄F . Now let Q be a q × f matrix whose
elements, Qij, indicate the proportion of ancestry of animal i ∈ R that
comes from animal j ∈ F , and consider the conditional expectation of p̄R,









For this quantity to be guaranteed to equal p̄F ,
∑q




where q, f are the number of animals in R and F respectively, and 1f is a
vector of ones of length f . This implies that each animal in F contributes
equally to R. This is almost never true in animal breeding, indicating the
genomic relationship matrix constructed from estimated allele frequencies is
an estimate of conditional relationships GR|F not unconditional relationships
GRR, and that the genetic group model would be more appropriate.
In the literature, there is some acknowledgement of the need for genetic
groups in GBLUP and single-step GBLUP. In Vitezica et al. (2011), a genetic
group model was proposed to account for selection in the set of genotyped
relative to the non-genotyped animals in a single-step method, while Mak-
gahlela et al. (2013) fitted breed as a fixed effect. Yang et al. (2010) fitted
principal components extracted from a G matrix as fixed effects in GBLUP
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and marker regression in a study on human height and Daetwyler et al.
(2012) used the same technique in a GBLUP analysis of a multi-breed sheep
population. Another approach that implies grouping is the development of
relationship matrices with explicit sub-groups defined. Examples include
breed-specific relationship matrices, such as those developed for dairy cattle
by Harris and Johnson (2010), the New Zealand sheep industry by Auvray
and Dodds (2013), and again for cattle by Plieschke et al. (2015).
3.5 Genetic groups and population structure
In Section 3.4, we described the use of principal components to define ge-
netic groups in a genotyped population. This technique is drawn directly
from methods to ascertain population structure. While developed in the
pre-genomic era, genetic groups are equivalent to population structure in in-
terpretation, the difference being that the determination of population struc-
ture in genetic studies is often in itself the end goal, while genetic groups are
designed to improve accuracy of prediction of genetic worth.
We will now review existing techniques of determining population structure
in genotyped populations, highlighting some advantages and disadvantages in
utilising the output of population structure models to define genetic groups.
3.5.1 Some population structure models
STRUCTURE
STRUCTURE (Pritchard et al., 2000) postulates the existence of f sub-
populations within the population under analysis from the matrix of genotype
data Y , coded (0, 1, 2), of size q ×m, where q is the number of animals and
m is the number of markers. Using Markov chain Monte Carlo (MCMC)
techniques it infers the allele frequency Plj (l = 1, . . . , f ; j = 1, . . . ,m), for
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each marker sub-population combination and the proportion of ancestry Qil
of each animal i = 1, . . . , q; from sub-population l, under the assumption,
E(Y) = 2QP.
The appeal of STRUCTURE is that the output is not directly related to the
genomic relationship matrix, G, minimising the possibility of double-fitting
in genetic evaluation. The disadvantage is its computational complexity. In
addition, the use of STRUCTURE to define genetic groups can still lead
to genetic/environmental confounding in genetic evaluation, particularly if







Figure 3.3: Hypothetical flock genetic group distribution.
Gi; i = 1, . . . 3 represents a genetic group, Fj ; j = 1, . . . 5 a contemporary group. The
arrows indicate the which genetic group(s) an animal in a contemporary group belong to.
In Figure 3.3, the hypothetical animal population can be broken up into
three genetic sub-populations (breed) and five environmental sub-populations
(contemporary groups). Of the five contemporary groups, only F4 consists
animals that are either admixed or belong to different genetic groups. More
importantly, no contemporary group contains genetic material from both
genetic group G1 and any other genetic group. Focusing on G1, F1, F2, this
means while G1 + F1, G1 + F2 and F2 − F1 are identifiable, G1 is not.
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ADMIXTURE
ADMIXTURE (Alexander et al., 2009) postulates the same model as STRUC-
TURE, but finds estimates using a mix of expectation maximisation and
block relaxation. While this makes ADMIXTURE more computationally ef-
ficient than STRUCTURE, the advantages and disadvantages of using output
from STRUCTURE in genetic evaluation still apply to ADMIXTURE.
EIGENSTRAT
EIGENSTRAT (Patterson et al., 2006; Price et al., 2006) proposes deter-
mining population structure by performing principal component analysis on
a genomic relationship matrix G. Since the principal component factorisa-
tion is unconstrained, unlike the non-negative matrix factorisations implied
in STRUCTURE and ADMIXTURE, EIGENSTRAT is less computationally
intensive. However the principal components do not give explicit proportions
of ancestry in individual i from sub-population j like the models previously
discussed. While this means fitting principal components in a genetic eval-
uation may not lead to confounding of the type described in Figure 3.3,
there may be an issue with double fitting. Consider the LMM with principal
components Wg of G forming the design matrix of a genetic group effect,
y = Xβ + ZWgg + Zu + e, u ∼ N (0, σ2aG), e ∼ N (0,R). (3.2)
Principal component analysis is equivalent to performing eigen-decomposition





such that Wg is the matrix of genetic group principal
components of size q× f , Wng is the matrix of unused principal components
of size q × rank(G) − f and u is equivalent to Wα,α ∼ N (0, σ2aI), giving
the following equivalent LMM to that in (3.2),
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y = Xβ + ZWgg + ZWα+ e
= Xβ + ZWgg + Z(Wgαg + Wngαng) + e
= Xβ + ZWg(g +αg) + ZWngαng + e. (3.3)
(3.3) shows g + αg is estimable but not separable. This means information
contained in Wg is already accounted as a random effect by using G to model
u, leaving open an argument of double-fitting (Janss et al., 2012).
PLINK
PLINK (Purcell et al., 2007) detects population structure by applying either
hierarchical clustering or multi-dimensional scaling to a distance measure
constructed from genotype data. Results obtained from hierarchical clus-
tering resemble STRUCTURE/ADMIXTURE under conditions of no ad-
mixture, and if used to define genetic groups would run into the problems
described in Figure 3.3. Results obtained from multi-dimensional scaling re-
semble EIGENSTRAT in that proportions of ancestry in individual i due to
sub-population j would not be obtained, but the level of resemblance will
depend on how close the distance measure used is to G.
3.5.2 Factor analysis approaches
Principal component analysis (PCA) is closely related to factor analysis. In
terms of the form of a covariance matrix, PCA assumes
G = WW′ subject to W′W = diag{D},
where G is a q× q matrix, W is a q× f matrix, D is a vector of eigenvalues
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of length f , and f ≤ q while factor analysis assumes,
G = WW′ + Ψ,
where Ψ is a diagonal matrix of size q × q and W is a q × f matrix with
f < q. In addition, the more formal model in factor analysis, as opposed
to the eigen-decomposition in PCA, allows for more flexibility in defining
W. Therefore a natural extension of EIGENSTRAT would be a factor anal-
ysis approach to find population structure. This has been considered in
Engelhardt and Stephens (2010) with sparse factor models, and Duforet-
Frebourg et al. (2014) who developed a model that emphasised outliers us-
ing a Bayesian framework. In the context of genetic evaluation, the crit-
icism of double-fitting applied to EIGENSTRAT would still apply since if
u ∼ N (0, σ2aG), then u = Wα + εΨ, α ∼ N (0, σ2aIf ), εΨ ∼ N (0,Ψ). On
a more fundamental level, genotype data does not satisfy multivariate nor-
mality, which is assumed in factor analysis of the type used in Engelhardt
and Stephens (2010) and Duforet-Frebourg et al. (2014).
Logistic factor analysis
Logistic factor analysis (Hao et al., 2016) is a modification of EIGENSTRAT.
It proposes placing the determination of components into a generalised linear
model framework, which it achieves by modifying a singular value decompo-
sition of scaled genotype data to resemble what would be observed if the
same decomposition can be applied to an underlying matrix of logit links.
3.5.3 Minimising confounding potential in LMM
We began this chapter by discussing the implications of a misspecified LMM,
and that there exist diagnostics in the genetic connectedness literature that
imply misspecification in the set of random effects, and specifically in the
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covariance structure of u. While we will not make any statements about the
appropriateness of such diagnostics, we can make statements about possible
methods to minimise misspecification in the covariance structure of u.
If you believe an animal model would hold if the information on the pop-
ulation under analysis extended to a time before selection, and that the
consequence of the population having been under selection is the presence of
genetic groups, the natural choice to improve genetic evaluation is to fit a
genetic group model. If the population in question is genotyped, the problem
of defining genetic group reduces to one of finding population structure.
Our choice is to explore population structure from the perspective of principal
component analysis, following the work of Patterson et al. (2006) and Price
et al. (2006). We will however develop a formal model, which contrasts with
the traditional understanding of PCA as a deterministic technique.
In the literature justifying the use of PCA on genotype data, it is argued that
the principal components can be interpreted as representing selection or drift
within the population (Patterson et al., 2006; Price et al., 2006). We will
argue that the process of selection induces changes in the underlying latent
allele frequencies rather than the observed data explicitly. This implies that
the determination of principal components (latent factors) should be at the
level of an appropriate link function that defines the allele frequency, not
the observed SNP scale, as Hao et al. (2016) is attempting in logistic factor
analysis. As the possible values of bi-allelic SNP, if numerically coded are
(0, 1, 2), we will consider link functions associated with binomial data.
This means our postulated model for genotype data belongs to the much
broader class of latent variable models mainly developed for multivariate
binary data, for example in item response theory (van der Linden and Ham-
bleton, 1997). Therefore in Chapter 4, we will consider and improve upon
existing latent variable models for multivariate binary and binomial data in
general. In Chapter 5, we will take the results of Chapter 4 to develop a
model for population structure.
Chapter 4
Pólya-gamma augmentation
and latent variable models for
multivariate binomial data
4.1 Motivation
In Chapter 3, we introduced the idea of building a model for population
structure in a generalised linear model framework. Given the features of
genotype data, this model for population structure could be contained in the
set of latent variable models applicable to multivariate binomial data. This
chapter will explore the properties of latent variable models for multivariate
binomial data in general, focusing on principal component and factor analysis





There is a long history of statistical techniques designed to provide under-
standing about the interdependency patterns in multivariate data (Mardia
et al., 1979). In this chapter, we will explore techniques that summarise
the set of observed variables in lower dimensional space. Among techniques
usually reserved for continuous data, principal component analysis does not
have strong assumptions about the distribution of the observed variables and
aims to model variance, while factor analysis, aiming to model correlation,
is based on a formal model that assumes multivariate normality of observed
variables (Jolliffe, 2002; Thurstone, 1947).
For multivariate binary data, many latent variable models have been de-
veloped using both logit and probit links. When the latent variable model
for the link function corresponds to a principal component representation,
this generalisation requires a probabilistic basis, similar to that employed by
Tipping and Bishop (1999) for multivariate normal data. Models considered
by their authors to be generalisations of principal components include those
of Tipping (1999), exponential family PCA (Collins et al., 2001), Bayesian
exponential family PCA (Mohamed et al., 2009), and logistic PCA (Land-
graf and Lee, 2015), all using a logit link. In item response theory, virtually
identical models are described as special cases of factor analysis. Examples
include tetrachoric correlation factor analysis (Christoffersson, 1975), full in-
formation item factor analysis (Bock et al., 1988), both using a probit link,
and the multi-dimensional two-parameter logistic model (Reckase, 1985), us-
ing a logit link.
Existing modelling techniques have two drawbacks. Firstly, there is no flex-
ibility to generalise from multivariate binary to multivariate binomial data.
Multivariate binomial data is encountered, among other fields, in educa-
tion and political science, and is typically analysed using unidimensional
Rasch type models (Mislevy, 1983; Caughey and Warshaw, 2015), instead
of more general multidimensional latent variable models, such as principal
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components/factor analysis. Secondly, methods of estimation tend to overfit
(Landgraf and Lee, 2015). We will demonstrate that the data augmentation
strategy outlined in Polson et al. (2013) allows for specification of multidi-
mensional latent variable models that can be readily fitted, are less prone
to overfitting, and equally applicable to multivariate binomial as well as bi-
nary data. They showed the binomial (and negative binomial) likelihood
under a logit link can be rewritten in a form that accommodates Gibbs sam-
pling using only closed form conditional posterior distributions by applying
Pólya-gamma data augmentation. For our model representations, this in-
volves extending Klami (2014), who used Pólya-gamma data augmentation
to implement latent variable models.
We will explore the properties of latent variable models implemented for mul-
tivariate binary and binomial data using Pólya-gamma data augmentation
including distributional implications, the differences in model choice between
binary and binomial data and the development of diagnostics to assess model
performance. We will also compare the performance of our model to other
models previously postulated for multivariate binary data.
4.3 Binomial latent variable models
4.3.1 The data
Our data comprise the n × k matrices Y and N, where Yij and Nij are
the number of successes and binomial trials for replicate i = 1, . . . , n and
observed variable j = 1, . . . , k. For all models under consideration, we assume
the probability of success for observed variable j is a random variable such
that,
Yij | Pij ∼ Bin(Nij,Pij) (i = 1, . . . , n; j = 1, . . . , k),
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which we will model through a link function f(Pij) that can accommodate
multivariate binary and binomial data and admit closed form solutions for
model fitting.
4.3.2 Choice of link function
For a Bernoulli random variable, two non-trivial link functions are commonly
used. The logit link is derived from properties of exponential families while
the probit link is based on dichotomisation of a latent normal random vari-
able. Neither link immediately satisfies our ideal conditions. While the logit
link naturally extends from Bernoulli to binomial, it is not commonly be-
lieved to admit closed form solutions (Patz and Junker, 1999; Lee, 2007; Cai,
2010; Cagnone and Viroli, 2012; Bartholomew et al., 2011). The probit link
will admit closed form solutions (Albert and Chib, 1993), but does not ex-
tend to the binomial case without losing the compactness provided by the
logit link representation.
In Polson et al. (2013), it was shown that an infinite convolution of gamma
Ga(b, 1) distributions, defined as the Pólya-gamma PG(b, c) distribution, can
be used to develop a data augmentation method for binomial data under a
logit link (see Appendix A.3) and developed efficient samplers for generating
realisations of Pólya-gamma random variables. For our models, this is an
element-wise re-parametrisation of the binomial likelihood, [Yij | θij], where
θij = log{Pij/(1 − Pij)} is the logit link associated with Yij. Applying
the data-augmentation approach of Polson et al. (2013), [Yij | θij] can be
re-parametrised as an integrated likelihood marginalised over ωij,
[Yij | θij] =
∫
[Yij | θij,ωij][ωij | Nij, 0]dωij,
where [ωij | Nij, 0] = PG(Nij, 0) and
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This likelihood contains the kernel of a normal distribution with respect to
θij, while the construction of the Pólya-gamma distribution means the con-
ditional posterior [ωij | Nij,θij] = PG(Nij,θij) is in closed form. This
introduces two n × k matrices of latent data, θ and ω, whose entries are
realisations of the logit link and the Pólya-gamma augmented variable re-
spectively. We consider two models for θ that represent different types of
latent structure in the set of observed variables.
4.3.3 The principal component model




where 1n is a vector of ones of length n, µ is a vector of observed variable
specific intercepts of length k, F is a n× f matrix of scores, Λ is a k× f ma-
trix of loadings and f is the number of latent factors which is ≤ k. We have
termed this the principal component model because of the equivalence of the
model for the canonical logit link to the deterministic representation assumed
in standard principal component analysis (Jolliffe, 2002). This representa-
tion of the logit link is the same form as assumed in the multi-dimensional
two parameter logistic model, exponential family PCA, and logistic PCA
(Reckase, 1985; Schein et al., 2003; Landgraf and Lee, 2015) although F is
constrained to be a function of Λ in logistic PCA. Some versions of these
models drop µ (Collins et al., 2001; deLeeuw, 2006; Mohamed et al., 2009;
Klami, 2014). Constrained versions of this model lead to other well-known
models. For example, if f = 1 and Λ = c1k where c is a constant, we obtain
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a Rasch model, (Rasch, 1980; Bartholomew et al., 2011).
4.3.4 The factor analysis model
The factor analysis model describes θ as in a traditional factor analysis,
θ = 1nµ
′ + FΛ′ + ε, εi ∼ N (0,Ψ) (i = 1, . . . , n),
where 1n,µ,F,Λ remain as defined in Section 4.3.3, Ψ is a diagonal k × k
matrix with entries Ψjj corresponding to the error variance for the observed
variable j and εi is a row vector of length k. We have termed this the factor
analysis model because of the equivalence of the model for the canonical logit
link to the model in standard factor analysis (Thurstone, 1947). An example
of this model being fitted using MCMC can be found in Minozzo and Ferrari
(2012). If we constrain Ψ to σ2Ik, that is the form of probabilistic principal
component analysis (Tipping and Bishop, 1999) and set µ = 0, we obtain
the explicit noise approach in Klami (2014).
4.4 Theoretical properties: Distributions gen-
erated
Our models imply a multivariate normal distribution for the rows of θ,
θi ∼ N (µ,Σ),
where Σ is model dependent and θi denotes the ith row of θ. For the princi-
pal component representation, Σ = ΛΛ′, where Σ is rank deficient if f < k,
and for the factor analysis representation, Σ = ΛΛ′ + Ψ. Regardless of
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parametrisation, the multivariate normality of θ induces a multivariate logit-
normal LN distribution for the latent probabilities, P. This, in turn, induces
a multivariate binomial logit-normal distribution BLN(Ni,µ,Σ) (Coull and
Agresti, 2000) for the rows of the observed data Yi. The element-wise trans-
formation from θ to P assumed in our models results in the hybrid form of
the multivariate logit-normal density (Aitchison, 1982),






(i = 1, . . . , n),
where Pi denotes the ith row of P. Closed form algebraic solutions for
the mean and variances of P when P is either multivariate or univariate
logit-normal distributed are unknown (Aitchison and Shen, 1980; Frederic
and Lad, 2008). For the univariate case, we have updated and extended
the result of Johnson (1949), who calculated means and variances as infinite
sums by invoking the Mordell integral (Mordell, 1933).





















The variance of p is equivalent to the Bernoulli variance with an offset,
Var(p) = E(p){1− E(p)} − dE(p)/dµ.
Proof for finding mean of a logit normal random variable







{1 + exp(−θ)}−1 exp(−(θ − µ)2/2σ2)dθ.
To determine E(p), we will follow the proof in Johnson (1949) but change
the notation to the µ, σ2 parametrisation. We will also use the version of the







dx, z ∈ C, τ ∈ H.
Using the definition cosh(x) = e
−x+ex
2
and (A.1) of Appendix A.1, the integral






























From this starting point, E(p) is in the Mordell integral form with











































































where θ00(z, τ) = 1 + 2
∑∞
n=1 exp(n
2πiτ) cos(2nπ(z − 1/2)), q1 = exp(−πiτ ),
and q2 = exp(πiτ).
To complete the proof, we expand each of the three terms in the Mordell
integral and substitute the definitions of x, τ , and z in (4.1).



































































































































where the last two lines use (A.2) and make use of the odd and even


























































































where the last line comes about by noting from the results in Appendix
A.1 that cos(x)/ sinh(cx) when c is a constant is an odd function, and
sin(x)/ sinh(cx) is an even function.
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To simplify this expression, and thus extend the results of (Johnson, 1949),
we start by re-writing E(p) into a form such that each component is an even





where a is the even function e−µ
2/2σ2(2π)−1/2. To determine b, an even




sin{(2n− 1)πµ/σ2}/ sinh{(2n− 1)π2/σ2} is an odd function, and then split
f = σ/2 + σ
∑∞
n=1 e
−σ2n2/2 cosh{(µ+ σ2/2)n}/cosh(nσ2/2). Splitting f into




and c = σ
∑∞
n=1 e




−2π2n2/σ2 cos(2nπµ/σ2). From the properties of the logit-normal
distribution, we know that 1− p ∼ LN(−µ, σ2) leading to the equality,
1− ab+ c
d






















Proof for finding variance of a logit normal random variable
To determine the variance of p consider the expectation of p using a stan-




































The result for E(p) shows the expectation of p is a function of both µ and
σ2. Frederic and Lad (2008) noted implicitly that E(p) is not an injective
function, but the pair E(p),Var(p) define a unique pair of values for µ, σ2.
The impact these results have on modelling will be discussed in Section 4.7.2.
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4.5 Theoretical properties of θ
In this section, we assess the impact the binomial trial size, N, has on predic-
tion of θ. To do this, we start by exploiting the normal like re-parametrisation
of the binomial likelihood produced by applying Pólya-gamma data augmen-
tation. Conditional on ω, and Y, prediction of each row of θ is analogous to
prediction of a random effect in a linear mixed model.
Theorem 2. Conditional on ω,Σ, and µ, prediction of θ using the posterior
mean is an example of BLUP.
To be classed as BLUP, a predictor of kβ+u must be unbiased uncondition-
ally, and have the minimum sampling variance among all unbiased predictors
of kβ + u (Goldberger, 1962) (or see Chapter 1, Section 1.3.1).
Conditional on ω,Σ and µ, prediction of θ using the posterior mean satisfies
these properties for both the principal component and factor analysis models.
Proof. The joint distribution of parameters and data but using Σ as op-













where Σ− is a generalised inverse, which in the principal component model is
only a pseudo-inverse, due to rank deficiency and a true inverse in the factor
analysis model. From the joint distribution, the conditional posterior for the
ith row of θi is
[θi | −] ∼ N{(Yi −Ni/2 + µ′Σ−)(diag{ωi}+ Σ−)−1, (diag{ωi}+ Σ−)−1},
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where we use − to denote the set of parameters being conditioned on. To
prove the posterior mean, θ̂i = (Yi − Ni/2 + µ′Σ−)(diag{ωi} + Σ−)−1, is
unbiased we apply results given in Appendix A.6.2,
E(θ̂i|ωi) = (E(Yi|ωi.)−Ni/2 + µ′Σ−)(diag{ωi}+ Σ−)−1
= (ωi ◦ µ′ + Ni/2−Ni/2 + µ′Σ−)(diag{ωi}+ Σ−)−1
= µ′(diag{ωi}+ Σ−)(diag{ωi}+ Σ−)−1
= µ′,
where ◦ is defined in Appendix A.1 and satisfies ωi ◦ µ′ = µ′diag{ωi}. To
prove minimum sampling variance, consider another estimator of θi condi-
tional on µ,ωi and Σ, (Yi −Ni/2 + Σ−µ)L, such that Var{(Yi −Ni/2 +
Σ−µ)L− θi | ωi} is minimised. Such a estimator must satisfy,
0 =
dVar{(Yi −Ni/2 + Σ−µ)L− θi|ωi}
dL
= 2Var(Yi −Ni/2 + Σ−µ | ωi)L− 2Cov(Yi −Ni/2 + Σ−µ,θi|ωi)
= 2Var(Yi −Ni/2 | ωi)L− 2Cov(Yi −Ni/2,θi|ωi).
Applying results from Appendix A.6.2, we can show L = (diag{ωi}+Σ−)−1,
(diag{ωi}Σdiag{ωi}+ diag{ωi})L = diag{ωi}Σ
(diag{ωi}Σdiag{ωi}+ diag{ωi})−1diag{ωi}Σ = L
(Σdiag{ωi}+ Ik)−1Σ = L
(Σ{diag{ωi}+ Σ−})−1Σ = L
(diag{ωi}+ Σ−)−1Σ−Σ = L
(diag{ωi}+ Σ−)−1 = L.
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Hence the predictor of θi with minimum sampling variance is (Yi −Ni/2 +
µ′Σ−)(diag{ωi}+Σ−)−1. Therefore the conditional posterior mean is a best
linear unbiased prediction.
BLUP is by definition an example of a shrinkage estimator (Laird and Ware,
1982). This means prediction of θ using the conditional posterior mean is a
shrinkage estimator.
Corollary 2. Shrinkage is a function of the binomial trial size, N.
Proof. The marginal posterior variance Var(θi | Yi) can be expressed as,
E{Var(θi | ωi,Yi)}+ Var{E(θi | ωi,Yi)}
An implication of Theorem 2 is that Var{E(θi | ωi,Yi)} has minimum vari-
ance among all unbiased predictors of θi. To prove shrinkage declines as
N increases, it is sufficient to show that Var(θi | ωi,Yi) is minimised as
Ni → ∞. In the proof of Theorem 2, we showed that Var(θi | ωi,Yi) =
(diag{ωi} + Σ−)−1, where ωi is row i of the matrix of Pólya-gamma ran-
dom variables and Σ− is the generalised inverse of Σ given in the proof of
Theorem 2. From the properties of Pólya-gamma distributions, the pos-
terior expectation of ωij is a linear function of the binomial trial size Ni,
E(ωij) = Nij tanh(θij/2)/(2θij). Since we have conditioned on ωi in the
conditional posterior for θ, we can define ωi = Niωi1, where ωi1 is the ex-
pected value of ω if Ni = 1 and rewrite the posterior variance as,
(diag{ωi}+ Σ−)−1 = (diag{Ni}diag{ωi1}+ Σ−)−1
= (diag{ωi1}+ diag{1/Ni}Σ−))−1diag{1/Ni}.









For model fitting, this implies increased Ni will lead to improved prediction
of the latent θi, in the sense of lower sampling variance while remaining
unbiased.
4.6 Theoretical properties of µ
While the distribution of θ is symmetric, the inverse logistic transformation
means the distribution of P is skewed unless E(θ) = 0. The skewness of
the distribution of an observed variable Yj, is a function of the skewness
in the latent variable Pj which, as seen in the expression for E(p) given in
Proposition 1, is controlled by the logit-normal mean µj and variance Σjj.
Theorem 3. If µj < 0, E(Pj) > Median(Pj) = (1 + e
−µj)−1 and as Σjj →
∞, E(Pj) ↑ 1/2 such that E(Pj) is a non-decreasing monotone function with
respect to Σjj. Conversely, if µj > 0, E(Pj) < Median(Pj) = (1 + e
−µj)−1
and as Σjj →∞, E(Pj) ↓ 1/2 such that E(Pj) is a non-increasing monotone
function with respect to Σjj. If µj = 0, E(Pj) = 1/2 and not a function of
Σjj.
Proof. To determine the mean-median behaviour of P when P is multivariate
logit-normal, consider the expectation of an element E(Pj), in the form of a








and Σjj = σ
2
j . The proof is based on Jensen’s inequality (Jensen, 1906)
which states,
f{E(X)} ≤ E{f(X)} if f(x) is convex and
f{E(X)} ≥ E{f(X)} if f(x) is concave.
• Behaviour as σ2j → 0.
Taking the limit of E(Pj) as σ
2





















= (1 + e−µj)−1.
• Median-mean relationship of P.
For a logit-normal random variable x, the function, f(x), Jensen’s in-
equality is applied to is (1 + e−x)−1. Taking the second derivative of f ,
we find that f is convex if x < 0 and concave if x > 0,
d2(1 + e−x)−1/dx2 = (1 + e−x)−3e−x(e−x − 1).
Therefore Median(Pj) = (1+e
−µj)−1 = f{E(θj)} ≤ E{(1+e−θj)−1} =
E(Pj) if µj < 0 and Median(Pj) = (1 + e
−µj)−1 = f{E(θj)} ≥
E{(1 + e−θj)−1} = E(Pj) if µj > 0.
• Monotonicity of E(P).
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To prove the monotonicity of E(Pj) in respect to σ
2
j , consider the
second derivative of the function for E(p1−p2) evaluated at z = E(z) =
0, where p1 = (1 + e
−µ−σ1z)−1, p2 = (1 + e
−µ−σ2z)−1, z is a standardised
normal random variable and f(z) = (1 + e−µ−σ1z)−1 − (1 + e−µ−σ2z)−1,
d2f(z)/dz2 = σ21(1 + e
−µ−σ1z)−3e−µ−σ1z(e−µ−σ1z − 1)
−σ22(1 + e−µ−σ2z)−3e−µ−σ2z(e−µ−σ2z − 1)
d2f(z)/dz2 |z=0 = σ21(1 + e−µ)−3e−µ(e−µ − 1)
−σ22(1 + e−µ)−3e−µ(e−µ − 1).
When µ < 0, (1 + e−µ)−3e−µ(e−µ − 1) > 0, and d2f(z)/dz2 convex if
σ21 > σ
2
2. Then by Jensen’s inequality,
0 = f{E(z)} ≤ E{f(z)} = E(p1 − p2)⇒ E(p1) ≥ E(p2) if σ21 > σ22.
Similarly when µ > 0 and σ21 > σ
2
2, the concave version of Jensen’s
inequality gives E(p1) ≤ E(p2).
• Behaviour of E(Pj) as σ2j →∞.
















In Section 4.4 it was shown that dE(Pj)/dµj = E(Pj)−E(P2j). There-
fore as σ2j →∞, the logit-normal distribution for Pj exhibits Bernoulli-
like behaviour since E(Pj) = E(P
2
j) and is bi-modal with two spikes at
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0 and 1 (Frederic and Lad, 2008). To complete the proof, the probabil-
ity of a positive value for logit(Pj), which as σ
2
j →∞ means Pj → 1,
is equivalent to the probability that µj + σjz > 0. As σ
2
j → ∞, this
probability approaches 1/2 implying that E(Pj) = 1/2,
lim
σ2j→∞
Pr(µj + σjz > 0) = lim
σ2j→∞
Pr(z > −µj/σj)
= Pr(z > 0)
= 1/2.
Corollary 3. E(Pj) is not an injective function.
Proof. In Theorem 3, we stated E(Pj) converged monotonically to 1/2 from
either above if µj > 0 or below if µj < 0. It follows that for the pair
{µ1, σ21} such that E(p1) = m, there exists infinitely many pairs {µ, σ2}
such that E(p) = m, provided µ1 and µ share the same sign and |µ| ≤
|logit(m/(1−m))|.
In Theorem 3, we demonstrated µj in a latent variable model under a logit
link is an indicator of median as opposed to mean probability of success for
observed variable j. This is a standard result for non-linear transformations
of random variables. Specifically, we showed in Section 4.4 that the mean
probability of success for observed variable j is a function of both µj and Σjj,
where Σjj = σ
2
j , the total variance of observed variable j. This contrasts
with some cases of latent variable models using a probit link, such as full
information item factor analysis (Bock et al., 1988), where E(Pj) is described
a function of µj alone. However this is the result of the total variance of each
observed variable being constrained to one.
108
4.7 Theoretical properties: Overdispersion and
model selection
4.7.1 Inherent overdispersion
The models designed to analyse multivariate binary data that we discussed
in Section 4.2, and also the models we are proposing, assume the latent
probabilities Pij are realisations of random variables. Using the laws of
total expectation and variance as well as the expression for a variance of a
logit-normal random variable in Proposition 1, the following expressions were
obtained for the mean and variance of the observed data Y,
E(Yi) = E{E(Yi | P)} = E(NiPi) = NiE(P), (4.6)
Var(Yi) = Var{E(Yi | P)}+ E{Var(Yi | P)}
= NiVar(P)N
′









When Y is multivariate binary, that is when N is a matrix of ones, the
diagonal elements of Var(Yi) reduce to E(P){1 − E(P)}. In this situ-
ation, the only information about the covariance structure of P is con-
tained in the off-diagonals and the consequence of assuming the probabil-
ity of success is random is not seen. When Yi is multivariate binomial,
NiVar(P)N
′
i −Nidiag{Var(P)} term in (4.7) implies the observed data will
exhibit overdispersion compared to binomially distributed data.
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4.7.2 Additional constraints and restrictions when us-
ing a logit link
Corollary 3 states E(P) is not an injective function. This has implications
for modelling in the multivariate binary case.
Proposition 2. There is sufficient information to fit the factor analysis
model only when Nij > 1, that is when Y is multivariate binomial.
Proof. The expression for Pij = (1 + e
−θij)−1 has the same form as the
cumulative distribution function of the Logistic(0,1) distribution. This means
our models can be written in a similar latent variable formulation to that used
in probit models. For the binary case, this is
Yij =
1 if zij > 00 otherwise (4.9)
zij = µj + FiΛ
′
j + εij + eij, εij ∼ N (0,Ψjj), eij ∼ Logistic(0, 1).
From this parametrisation, it is apparent that while the sum εij + eij is






1 if zijm > 00 otherwise (4.10)
zijm = µj + FiΛ
′
j + εij + eijm, εij ∼ N (0,Ψjj), eijm ∼ Logistic(0, 1).
Unlike in the binary case, εij is not confounded with eijm and both terms
are thus identifiable.
110
Expressing our model in the latent variable representation of (4.10) also





Figure 4.1: Abstract representation of a 3D multivariate binary dataset.
The red dots represent an observed value, yijm, which can either be 0 or 1.
In Figure 4.1, we give a representation of the underlying binary data-points
yijm that make up a set of multivariate binomial data, Y. In this figure, each
of the red dots represents either a zero or a one, while the axes correspond
to replicate in the multivariate binomial dataset (i = 1, . . . , n), observed
variable (j = 1, . . . k), and another dimension of replication defined by the
binomial trial size, (m = 1, . . . ,max(N)). By presenting the data in multi-
variate binomial form, we are assuming the data can be compressed from 3D
to 2D space by summing over dimension m, as shown in Figure 4.2.
Despite this compression, the result in Proposition 2, which showed increased
flexibility in model choice when N > J, where J is a matrix of ones, indicates
the binomial trial size Nij acts as an additional layer of replication in the

















Figure 4.2: Abstract representation of a multivariate binomial dataset.
The summation indicates that for each combination of i, j, we have summed over dimension
m that appeared in Figure 4.1
Corollary 4. The principal component model is an example of probabilistic
principal components.
Proof. The latent variable representation of the principal component model is
obtained by dropping εij from the representation of the factor analysis model
in (4.9) and (4.10). This leaves the error term eijm, hence our principal
component model is an example of probabilistic principal components but
with constrained logistic as opposed to normal errors.
Corollary 4 shows the principal component model is conceptually equivalent
to factor analysis models under a probit link with standard normal errors
(Meng and Schilling, 1996; Lee, 2007; Hahn et al., 2012), but with errors
assumed to be standard logistic instead. While the probit link also admits
factor analysis of tetrachoric correlation matrices (Bock et al., 1988; Revelle,
2016), this is just a shifting of the variance constraint from the error term εij
to the underlying continuous variable term zij, not an indication of greater
flexibility. To obtain a logit equivalent to tetrachoric correlation factor analy-
sis, we would need to modify our model either to include multivariate logistic
errors or by applying ad-hoc transformations in fitting. We will not consider
this further, except to acknowledge previous work on multivariate logistic
distributions (Malik and Abraham, 1973).
Proposition 3. There is sufficient information to fit a full-dimensional prin-
cipal component model only when Nij > 1, that is when Y is multivariate
binomial.
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Proof. If Y is multivariate binary, the observed data are a two-dimensional
representation of two-dimensional continuous latent data generated from a
probabilistic principal component model. This means the result of Bishop
(1998) applies, which states f ≤ k − 1. If Y is multivariate binomial, the
observed data are a two-dimensional representation of three-dimensional con-
tinuous latent data, hence the effective number of observations in the vector
Yi of size k is
∑k
j=1 Nij > k allowing for the possibility of f = k.
4.8 Model fitting
4.8.1 Prior specifications for the latent variable models
We have adopted a Bayesian methodology for model fitting, using blocked
Gibbs samplers (Geman and Geman, 1984) based on full conditional posterior
distributions of parameters when applying Pólya-gamma data augmentation.
The conditional posterior distributions are given in Appendix A.4.
For both models, the rows of the score matrix, F, are assigned a normal prior
Fi ∼ N (0, If ) (i = 1, . . . , n) as standard in factor analysis. Priors/initial
values for Λ,µ,σ2λl ,Ψjj are as follows. The columns of the loading matrix Λ
are assigned a normal prior, Λl ∼ N (0,σ2λlIk) (l = 1, . . . , f). The observed
variable intercepts µ are initialised at zero, and assumed to have a flat prior,
µ ∝ constant when updating. As described in Section 4.3.2 and Appendix
A.3, the prior for ωij must be PG(Nij, 0) to ensure Yij is marginally bino-
mial. For the variance of the loadings we follow Bishop (1998) and use an
inverse-gamma prior, σ2λl ∼ IG(αΛ, βΛ) and for the error variances, Ψjj, in
the factor analysis model we also use an inverse-gamma prior Ψjj ∼ IG(α, β).
Our values for αΛ, βΛ, α, and β are chosen so that the implied prior distribu-
tion for Pj assuming µ = 0 is near uniform. This means the prior variance
for P should be π2/3 ∀j. This lead us to fix αΛ = 2.1, βΛ = 11pΛπ2/3f and
α = 2.1, β = 1.1(1− pΛ)π2/3k, where pΛ is the proportion of variance due to
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common factors. In the factor analysis model, pΛ can be treated as either an
additional parameter to be estimated or a fixed value, but we choose to fix
pΛ = 0.5, while in the principal component model, pΛ = 1.
The placement of a prior on σ2λ means our model fit will not be deviance


















it is immediately apparent that deviance is minimised when Ŷij = Yij. In
the extreme case of multivariate binary data, this leads to estimates of the
latent probabilities Pij biased towards either 0 or 1, a sign of overfitting. In
Section 4.9.3, we will use simulation to confirm our shrinkage based approach,
by minimising overfitting, will outperform deviance minimising approaches
with regard to mean square error.
4.8.2 Our choices for enforcing identifiability
Like traditional factor analysis models, scores (F) and loadings (Λ) in our
model are not identifiable. This comes from the ability to choose an arbitrary
rotation matrix R of size f×f such that the estimate of mean FΛ′ = FRR′Λ′
and covariance structure ΛRR′Λ′ = ΛΛ′ remain unchanged. While standard
practice in factor analysis constrains Fi ∼ N (0, If ) (Mulaik, 2010), a greater
variety of possibilities exist for fixing the rotational invariance exhibited by
Λ. Our choice for enforcing identifiability is to transform the initial estimates
of Λ and F, to the orthogonal principal component basis, but modified so
that Var(F) = If . This choice, similar to one in Ilin and Raiko (2010), is
motivated by the desire to maximise comparability between our two models,
exponential family and logistic PCA, and to ensure we stay in the exploratory
























































Figure 4.3: Gibbs sampler with identification constraints for the principal
component model.
Unconstrained parameters are in blue, identified parameters in red and observed data in
green. The unconstrained parameters are updated using blocked Gibbs sampling, with
the green and blue arrows pointing at the parameter indicating the quantities required
when updating the parameter in question. The red arrow indicates the SVD that needs to
be calculated only once. The black arrows indicate the steps required to obtain identified
estimates after each round of parameter updating.
In the Gibbs sampler, this means applying singular value decomposition
(SVD) and centring to A = 1nµ
′ + FΛ′ (= θ in the principal component
model) at each iteration. While the column means of A correspond to µ̃,
an improved estimate of the observed variable intercepts on the logit scale,
SVD will only give rotationally invariant estimates U,D,V, not sign invari-
ant estimates. To remove sign invariance, the sign of the correlation of V


























































Figure 4.4: Gibbs sampler with identification constraints for the factor anal-
ysis model.
Unconstrained parameters are in blue, identified parameters in red and observed data in
green. The unconstrained parameters are updated using blocked Gibbs sampling, with
the green and blue arrows pointing at the parameter indicating the quantities required
when updating the parameter in question. The red arrow indicates the SVD that needs to
be calculated only once. The black arrows indicate the steps required to obtain identified
estimates after each round of parameter updating.
the sign correction to U, and V, we can then calculate identified estimates
F̃ and Λ̃. The fixing of rotational invariance also implies the existence of
σ̃2λ, a posterior predictive estimate of σ
2
λ. A summary of our Gibbs sampling
with identification constraint strategy for fitting the principal component
and factor analysis models is in Figures 4.3 and 4.4. For more details on the
conditional posteriors and the identification steps, see Appendix A.4.
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4.8.3 Implied priors under identification constraints
In Sections 4.8.1 and 4.8.2, we provided a method to obtain identifiable es-
timates of F and Λ by applying SVD to unconstrained estimates at each
iteration of the Gibbs sampler. What we have not shown is the impact these
constraints have on the implied priors for µ̃, F̃, Λ̃ and σ̃2λ. To determine the
implied priors, we simulated 10,000 sets of F,Λ,µ,σ2λ using the prior specifi-
cations/initial values, Fi ∼ N (0, If ) (i = 1, . . . , n), Λl ∼ N (0, σ2λlIk) (l =
1, . . . , f), µ = 0, σ2λl ∼ IG(αΛ, βΛ) where αΛ = 2.1, βΛ = 1.1π
2/3f and
f = 4, k = 10, n = 80. We then applied column centring followed by SVD to
1nµ
′+ FΛ′. For F̃ and Λ̃, the prior is the same as that of F and Λ (see Fig.
4.5), F̃i ∼ N (0, If ) (i = 1, . . . , n) and Λ̃l ∼ N (0, σ̃2λlIk) (l = 1, . . . , f).
The difference compared to F,Λ is that the orthogonality constraint in SVD
strictly enforces independence of the columns of F̃, and Λ̃.













































Figure 4.5: The implied prior of F̃ and Λ̃ divided by σ̃2λ obtained from 10,000
simulated sets of F,Λ,µ,σ2λ.
The differences between the original specification/prior and the implied prior
appear in µ̃ and σ̃2λ. We initially fix µ to zero, however the implied prior on






, which with our choice of αΛ, βΛ has an expected value of
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π2/3. This means the prior for µ̃ is more spiked than a N (0, π2/3n) prior
(Fig. 4.6). The most pronounced change is in the implied prior for σ̃2λ.
Performing SVD is equivalent to sorting σ2λ, so the implied prior for σ̃
2
λ does
not assume equally important factors like the prior for σ2λ. While it may
appear that the sorting is equivalent to placing a truncated inverse-gamma
prior on σ̃2λl , this is not the case. In Figure 4.6, we compare the implied
prior for σ̃2λl to IG(αΛ, βΛ) truncated to [a, b] where a, b are the (l − 1)/f
and l/f quantiles of IG(αΛ, βΛ). Compared to the truncated distribution,
the implied prior for σ̃2λl is shifted left, especially as the index l increases and
has a longer right tail. This means the implied prior for σ̃2λl exhibits more
rapid decay than a standard inverse gamma prior.
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Figure 4.6: The implied priors of µ̃ (left) and σ̃2λ (right panel) obtained from
10,000 simulated sets of F,Λ,µ,σ2λ.
The grey boxplot with the boxplots of the implied prior of µ corresponds to the distribution
N (0, π2/3n). The dashed line on the implied prior of σ̃2λ corresponds to a truncation of
the inverse-gamma prior assumed for σ2λ.
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4.9 Performance on simulated data
4.9.1 Simulation process
To demonstrate the performance of our models, we generate simulated data
with n and k fixed at 80 and 10 respectively. We then simulate 100 un-
derlying structures for θ corresponding to the principal component model




, σ2λ3 , σ
2
λ4
), which we set at 1.50, 1.11, 0.82 and 0.61, and a non-zero
intercept for the observed variables for each of the 5 trial sizes. This was
chosen to ensure a wide range of latent probabilities would be observed. Ob-
served binomial data, Y, is then generated for trial sizes 1, 2, 5, 10, and 20
such that all elements of Yij in a particular dataset have the same trial size
N. This involves generating a set of binomial data for each of the simulated
θ, such that 100 datasets are generated for each trial size. For each dataset,
the trial size is the same for all elements, although this can be relaxed in prac-
tice. We then run a blocked Gibbs sampler for 10,000 iterations, of which
the first 5000 are discarded as burn-in.
4.9.2 Multivariate binomial data
For datasets where Nij > 1, we fit two models. In the full dimensional model,
the number of factors is fixed at f = k = 10, while the other model correctly
fixes f at 4. In the Bayesian probabilistic principal component methodology
in Bishop (1998) for continuous data, it is shown that priors, similar to those
we propose, on the loading variances are effective at shrinking surplus dimen-
sions. We therefore investigated if our choice of prior allows for shrinkage of
surplus dimensions in the full dimensional model. We also consider possible
bias in the estimation of θ by examining the loading variances σ̃2λ.
To gauge the shrinkage in the factor loadings when f = k, we examine
the posterior probability of Λ̃. To determine the importance of each factor,
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Figure 4.7: The posterior probability ql that no element j in Λ̃jl diverges from
zero for the 100 datasets simulated for each of the trial sizes considered.
The lower the value of ql, the more likely the factor l = 1, . . . , f is of interest.
l = 1, · · · , f , we calculate ql = minj[min{Pr(Λ̃jl > 0),Pr(Λ̃jl < 0)}], where
ql = 0 indicates at least one element j in Λ̃jl is truly non-zero and the factor
is of interest, and ql = 0.5 indicates all elements j in Λ̃jl have zero mean and
the factor is not of interest. There is visual evidence of four latent dimensions
with the value of ql for true factors decreasing with increasing N (Fig. 4.7).
For the first factor, σ̃2λ1 , the estimate of σ
2
λ1
, appears biased upward when
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Figure 4.8: Distribution of σ̃2λ − σ2λ for the posterior mean estimates of σ̃2λ
for the first four factors obtained from fitting the principal component model
across 100 replicate datasets.
Results are presented for f = 10 (full dimensional) and f = 4 (correct dimensional) using
blocked Gibbs sampler for the 100 replicate datasets over a range of trial sizes (N). Note
scale differs by plot.
either the f = 10 or f = 4 model was fitted, (Fig. 4.8). For the third and
fourth factors, estimates of σ̃2λ are negatively biased, particularly when the
correctly dimensionalised f = 4 model is fitted. As trial size (N) increases,
bias in estimates of σ̃2λ decreases. This reflects the fact that multivariate
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binomial data are a two-dimensional compression of three dimensional data,
where the trial size is an additional layer of replication.
For the cases with the largest differences in estimates of σ̃2λl between when
f = 10 and f = 4, it is the full-dimensional f = 10 model that gives the
higher estimate, despite our choice of prior on σ2λ being chosen to account
for the number of factors. We believe this can be explained by considering





1 if zijm > 00 otherwise
zijm = µj + FiΛ
′
j + eijm, eijm ∼ Logistic(0, 1).
If we attempt to fit surplus dimensions, we would need to partition the lo-
gistic error term. The component of the error term left as error after fitting
surplus dimensions, which we will call e∗ijm would have lower or equal vari-
ance to eijm under the true f dimensional model. However the latent variable
parametrisation is not identifiable unless the error variance is constrained.
When fitting the over-dimensionalised model, the latent variable representa-
tion assumes the partitioned error e∗ijm to have the same variance as eijm.
To achieve this, the terms in zijm are multiplied by sd(eijm)/sd(e
∗
ijm) ≥ 1.
Since our modelling approach forces Var(F̃) = If , this inflation shifts entirely
onto Λ̃, and by implication σ̃2λ. It also leads to estimates of µj being biased
towards higher values of |µj|.
4.9.3 Multivariate binary data
Most applications of latent variable models to constrained counts have been
developed for multivariate binary data only. Therefore, for the 100 simulated
binary datasets, we fit the principal component model, but also exponential
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family PCA and logistic PCA as implemented in the R package logisticPCA
(Landgraf and Lee, 2015). We compare the methods using deviance minimi-
sation, mean square error of θ and P, and bias in σ2λl . Since exponential
family and logistic PCA give only point estimates, estimates of deviance
and mean square error for our principal component model are based on the
posterior means of θ obtained from the Gibbs sampler.
Table 4.1: Bias in estimated σ2λ, σ̃
2
λ, over the 100 simulated binary datasets.
Factor Method Estimated bias Quantile
Mean Median 2.5 % 97.5 %
1 Principal component model 0.46 0.39 -0.28 1.49
(σ2λ1 = 1.50) Exponential family PCA 105.53 102.32 75.39 159.90
Logistic PCA 3.04 3.00 2.55 3.77
2 Principal component model -0.06 -0.10 -0.42 0.62
(σ2λ2 = 1.11) Exponential family PCA 86.88 84.83 54.48 121.56
Logistic PCA 2.45 2.44 2.06 3.01
3 Principal component model -0.27 -0.31 -0.47 0.11
(σ2λ3 = 0.82) Exponential family PCA 71.85 68.80 46.08 106.96
Logistic PCA 1.97 1.97 1.58 2.34
4 Principal component model -0.38 -0.41 -0.46 -0.18
(σ2λ4 = 0.61) Exponential family PCA 57.94 58.41 35.33 85.14
Logistic PCA 1.62 1.62 1.26 1.95
Exponential family PCA consistently scores the lowest deviance among the
models fitted, while our principal component model scores the highest. Mean
square error is the reverse, with exponential family PCA providing the worst
fit and the principal component model the best fit for all cases. The higher
mean square error in logistic and especially exponential family PCA is the
result of deviance minimisation based fitting tending to extreme values. This
is more pronounced in exponential family PCA due to the greater number of
free parameters compared to logistic PCA (Landgraf and Lee, 2015). Gener-
ation of extreme probabilities when P is logit-normal is achieved by inflating
the variance, which implies exponential family and logistic PCA should give
inflated estimates of σ2λ, relative to the principal component model. While
we did find this (see Table 4.1), the estimate of σ2λ1 remained upwardly biased
in our model, as it had been for low N multivariate binomial datasets.
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The empirical results confirm the observation in Section 4.8.1 that our prior
specification facilitates shrinkage so that the estimates do not minimise de-
viance. Mean square error comparisons with the true simulated data indicate
deviance minimisation is not an appropriate model fit diagnostic for multi-
variate binary and low trial size binomial data, because the limited number
of possible values for Y means model fitting will give inflated estimates for
θ. Nevertheless, estimates of σ2λl remained biased in the principal compo-
nent model, even when f is correctly specified. To explain this, we return to








When Ni is low, a large proportion of the variation in Yi is explained by
dE(P)/dµ. In the proof of Theorem 3, we showed that the derivatives of
E(Pj)→ 0 as Σjj ↑ ∞, and in Corollary 3 stated E(Pj) is not injective. This
has two consequences. When substantial extra-binomial variation is present
in Y, the use of Y as a proxy for P will lead to a model fit that overesti-
mates latent variation and |µj| in order to minimise dE(P)/dµ, while not
introducing bias in the estimate of E(P). The second is if extra-binomial
variation in P is low, Var(Yi) is dominated by dE(P)/dµ, obscuring the in-
formation on Var(P) and hence the latent factors, leading to underestimation
of latent variation. Both problems disappear as N→∞, as the information
in Var(Yi) will be dominated by Var(P).
4.9.4 N as an additional layer of replication
In Section 4.7.2, we discussed the idea that the binomial trial size N is an
additional layer of replication in the multivariate binomial dataset Y. If
this is the case, we would except estimates of parameters to improve as N
increases. In Section 4.9.2, we showed this was the case for σ̃2λ. Here, we
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Figure 4.9: The distribution of correlation of true (simulated) and posterior
mean estimate of θj obtained from the blocked Gibbs sampler of the 100
replicate datasets over a range of binomial trial sizes from the four dimen-
sional model.
check if this is also true for θ by examining Pearson correlation between the
simulated realisations of the logit link for observed variable j, θj and the
posterior mean estimate of θj obtained from the four dimensional model for
Nij = 1, 2, 5, 10, 20 ∀i, j. In Figure 4.9, we plot the distribution of correlation
by binomial trial size over all observed variables. This confirms increasing N
does lead to improved estimates of θ.
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4.10 New Zealand census and election data
4.10.1 Data description
This dataset comprises twelve observed variables on demographic character-
istics, taken from the profiles of the 64 general electorates in the 2013 New
Zealand census (Anonymous, 2015) and two observed variables from two re-
cent nationwide votes in New Zealand (Anonymous, 2016). Dependent on
the observed variable, data was collected on a person or household basis with
recorded responses being either ‘yes’or ‘no’ (Table 4.2).
Table 4.2: Measurement scale of observed variables, New Zealand census and
election data.
Scale Observed variable
Population Born outside New Zealand No Religion
Regular smoker Pensioner
Bachelor’s degree or higher Professional
Labour force participation Children under 18
Household Heating source: Coal Single person
Owner occupied No car
Valid votes cast Party vote Green 2014 Vote yes to flag change 2016
Background on observed variables
As indicated above, the measurement scale for the observed variables differed.
For the census variables, there are three different scales on which questions
were asked. Born outside New Zealand, No Religion and Children under 18
were questions asked of all people participating. Bachelor’s degree or higher,
Professional, Labour force participation, Regular smoker and Pensioner were
questions asked of those aged 15 and above. Single-person (Do you live
alone), Owner-occupied (Do you own your home with or without a mortgage
or hold in a trust), No car (Do you have access to a car), and Coal (Do
you heat your home with coal) were questions asked of households. Data
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on election variables were valid party votes cast for the Greens in 2014, the
environmentalist party in the New Zealand political system and valid votes
cast in favour of changing the New Zealand flag at the second referendum
held in 2016. For all observed variables, the binomial trial size is the number
of people who give an answer for the census variables and the number of valid
votes cast for the election variables within a particular electorate. Data on
the census variables had been subjected to base 3 random rounding.
Table 4.3: Binomial trial sizes in New Zealand census and election data.
Observed variable Binomial trial size
Minimum Mean Median Maximum
Born outside New Zealand 59,094 66,282 64,715 94,875
Bachelor degree or higher 46,644 52,756 52,272 72,213
Regular smoker 46,644 52,756 52,274 72,213
No religion 53,325 60,956 59,835 84,075
Owner occupied 15,657 24,217 24,582 35,058
Professional 22,068 31,266 31,593 38,325
Under 18 59,094 66,282 64,718 94,875
Single Person 15,654 24,217 24,581 35,058
No car 15,654 24,217 24,582 35,058
Heating with coal 15,654 24,217 24,581 35,058
Labour force participation 43,269 50,193 49,802 67,035
Pensioner 40,425 48,964 48,650 64,788
Party vote Green 26,569 35,256 35,707 39,865
Yes to flag change 16,537 31,553 32,545 38,639
Due to the difference in measurement scale, there was also wide variation
in binomial trial size both within and between observed variables. This
variation is summarised in Table 4.3.
Geographical classification
To help interpretation of results, we classify electorates by geographic region
(Table 4.4). These are the Auckland urban area excluding South Auckland
(Auckland), South Auckland, the Wellington urban area (Wellington), any-
where in the North Island outside Auckland or Wellington (provincial North
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Island), and South Island. In particular, we use the geographical classifica-
tion to determine if the fit of principal component and factor analysis suggests
clusters corresponding to region.
Table 4.4: Regional classification, New Zealand census and election data.
Auckland
Auckland Central Hunua New Lynn Rodney
Botany Kelston North Shore Tāmaki
East Coast Bays Maungakiekie Northcote Te Atatū
Epsom Mt Albert Pakuranga Upper Harbour
Helensville Mt Roskill Papakura
South Auckland
Māngere Manukau East Manurewa
Provincial North Island
Bay of Plenty Napier Rangit̄ikei Tukituki
Coromandel New Plymouth Rotorua Waikato
East Coast Northland Taranaki - Wairarapa
King Country
Hamilton East Ōtaki Taupō Whanganui
Hamilton West Palmerston North Tauranga Whangarei
Wellington
Hutt South Ōhāriu Rongotai
Mana Rimutaka Wellington Central
South Island
Christchurch Central Dunedin South Nelson Waimakariri
Christchurch East Ilam Port Hills Waitaki
Clutha - Southland Invercargill Rangitata West Coast -
Tasman
Dunedin North Kaikōura Selwyn Wigram
4.10.2 Checking consistency with logit-normal
The observed variables exhibit variation in the mean and median probability
of a positive answer to the question between and within variable (Table
4.5). From the properties of the logit-normal distribution, we expect the
mean to be closer to 1/2 than the median. Among the observed variables
only Regular smoker, No religion, and Single Person do not exhibit this,
128
suggesting the observed data are potentially consistent with a multivariate
logit-normal distribution. To complete the check, we compare Var(Y/N)
to the Bernoulli variance. By large sample theory, we know that if Y is
binomial logit-normal, then Y/N will converge on a logit-normal distribution
as N → ∞ (Liang et al., 2014). From the properties of the logit-normal
distribution, we know Var(P) is smaller than the Bernoulli variance but
converges to the Bernoulli variance as σ2 → ∞. For all observed variables
the ratio of Var(P̂) = Var(Y/N) to the Bernoulli variance is less than one,
and ranges from 0.006 for under 18 to 0.110 for heating with coal.
Table 4.5: Probability of success in New Zealand census and election data.
Observed variable Probability of saying yes
Minimum Mean Median Maximum
Born outside New Zealand 0.094 0.240 0.205 0.502
Bachelor degree or higher 0.077 0.180 0.152 0.436
Regular smoker 0.061 0.136 0.138 0.209
No religion 0.146 0.420 0.431 0.544
Owner occupied 0.338 0.605 0.620 0.763
Professional 0.118 0.213 0.204 0.390
Under 18 0.111 0.245 0.244 0.340
Single Person 0.105 0.224 0.231 0.320
No car 0.014 0.074 0.069 0.274
Heating with coal 0.004 0.038 0.022 0.314
Labour force participation 0.564 0.671 0.673 0.754
Pensioner 0.073 0.167 0.165 0.314
Party vote Green 0.037 0.105 0.093 0.296
Yes to flag change 0.289 0.438 0.433 0.519
4.10.3 Principal component model
To begin, we fit a full-dimensional principal component model by running a
Gibbs sampler for 25,000 iterations, discarding the first 5000 as burn-in. We
use the posterior sample mean as the estimator of parameters. To confirm
convergence of parameters, we fit three chains and calculate Gelman-Rubin
diagnostics (Gelman and Rubin, 1992) for µ̃, F̃, Λ̃, σ̃2λ = (σ̃
2
λ1
, . . . , σ̃2λk) and
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θ. The convergence diagnostic results are 1.00 for all elements of µ̃, ranged
from 1.00 to 1.01 for F̃, 1.00 to 1.01 for Λ̃, 1.00 to 1.01 for σ̃2λl and 1.00 to
1.01 for θ.













Figure 4.10: The distribution of σ̃2λl when fitting a full-dimensional principal
component model using Gibbs sampling to the New Zealand census and
election data.
From the results obtained through simulation, the high trial sizes in this
dataset should ensure estimates of σ̃2λl are unbiased. While for 12 factors
ql < 0.05, we focused on the first four factors since σ̃
2
1, . . . , σ̃
2
4 were much
larger than σ̃25, . . . , σ̃
2
12, indicating they are of greater importance.
Table 4.6 contains the posterior mean estimates of the elements Λ̃ with pos-
terior standard deviation combined over the three chains for the first four
factors. Without providing a full interpretation of results, we want to dis-
cuss the very high loading of coal on factor 1 and 2. The impact can be
seen in the estimated score plot (Fig. 4.11). The cluster of electorates in the
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Table 4.6: Posterior estimated loadings and standard deviation for the first
four factors when fitting the principal component model to the New Zealand
census and election data.
Observed variable Factor 1 Factor 2 Factor 3 Factor 4
Born outside -0.421 0.005 -0.225 0.013 0.360 0.004 0.012 0.010
New Zealand
Bachelor degree -0.389 0.005 -0.343 0.005 -0.070 0.007 -0.127 0.004
or higher
Regular smoker 0.186 0.003 0.147 0.004 -0.025 0.006 0.175 0.002
No religion 0.004 0.003 -0.058 0.007 -0.254 0.005 -0.156 0.007
Owner occupied 0.106 0.003 0.072 0.006 -0.070 0.009 -0.302 0.003
Professional -0.295 0.003 -0.199 0.004 -0.072 0.004 -0.061 0.003
Under 18 0.070 0.002 0.089 0.003 0.120 0.002 -0.006 0.004
Single person 0.062 0.003 0.005 0.008 -0.266 0.003 0.065 0.007
No car -0.123 0.006 -0.114 0.011 -0.208 0.015 0.437 0.006
Coal 0.765 0.012 -0.552 0.006 0.082 0.014 0.001 0.008
Labour force -0.018 0.002 -0.079 0.002 -0.031 0.003 -0.064 0.002
participation
Pensioner 0.181 0.004 0.197 0.006 -0.165 0.005 -0.109 0.005
Party vote Green -0.188 0.005 -0.231 0.009 -0.347 0.005 -0.025 0.009
Yes to flag change -0.007 0.002 0.030 0.003 -0.039 0.005 -0.151 0.002
First column under each heading is posterior mean, second column is posterior standard
deviation.
bottom-right corner cover the main coal-mining/using areas of New Zealand,
while the top-left corner are areas which restrict the use of coal, with both
locations in the South Island. In the North Island, urban areas are separated
from provincial areas but different urban areas are not distinguishable.
4.10.4 Factor analysis model
To explore the impact of including error variances on association patterns,
we fit a factor analysis model to the census and election data. Based on
the estimates of σ̃2λ from the principal component model, we fix f at 4. As
before, we fit three chains, run a Gibbs sampler for 25,000 iterations while
discarding the first 5000 iterations, and calculate Gelman-Rubin diagnostics
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to check parameter convergence. For all parameters, the diagnostic value is
1.00, except for θ which ranges from 1.00 to 1.01.
Table 4.7: Posterior estimated loadings and standard deviation for the factors
when fitting the factor analysis model to the New Zealand census and election
data.
Observed variable Factor 1 Factor 2 Factor 3 Factor 4
Born outside -0.477 0.046 -0.289 0.077 0.008 0.099 0.032 0.042
New Zealand
Bachelor degree -0.505 0.022 0.109 0.065 -0.112 0.057 -0.021 0.033
or higher
Regular smoker 0.239 0.020 0.001 0.061 0.157 0.038 -0.055 0.029
No religion -0.007 0.036 0.239 0.058 -0.133 0.094 -0.045 0.036
Owner occupied 0.127 0.032 0.054 0.095 -0.267 0.068 0.042 0.041
Professional -0.348 0.020 0.083 0.041 -0.053 0.039 0.012 0.026
Under 18 0.095 0.022 -0.122 0.033 -0.008 0.043 -0.017 0.023
Single person 0.066 0.029 0.241 0.066 0.061 0.082 0.069 0.030
No car -0.153 0.047 0.193 0.162 0.388 0.083 0.054 0.056
Coal 0.260 0.127 0.052 0.136 -0.004 0.102 -0.195 0.097
Labour force -0.053 0.019 0.044 0.030 -0.056 0.030 -0.113 0.020
participation
Pensioner 0.258 0.025 0.123 0.056 -0.097 0.068 0.184 0.028
Party vote Green -0.245 0.050 0.324 0.076 -0.014 0.099 -0.063 0.037
Yes to flag change 0.010 0.023 0.040 0.050 -0.135 0.041 0.032 0.028
First column under each heading is posterior mean, second column is posterior standard
deviation.
The inclusion of error variance in the logit link results in a different set of
variables influencing the factors and also increases the standard deviation for
elements of Λ̃. Coal, which in the principal component model produces very
strong loadings on both factor 1 and 2, only marginally loads onto factor 1,
as can be seen in Table 4.7.
In Figure 4.11 we plot the estimated scores for the first two factors from
the principal component and factor analysis models. The resulting represen-
tations are distinct. In particular, whereas the principal component score
plot suggests a cluster of electorates marked by high use of coal, the factor

















































































Figure 4.11: Plot of the first two factors when applying the principal compo-
nent (left) and the factor analysis model (right) to the New Zealand census
and election data.
stronger separation between geographical sub-regions of New Zealand. Un-
like in the principal component score plot, the South Island is no longer split
based on coal use, Auckland is distinguishable from Wellington, and South
Auckland separates from all other geographical regions.
4.10.5 Differences in behaviour between models
The inclusion of error variances Ψjj allows us to examine the proportion of
the variance in observed variable j explained by the common factors and the
proportion unique to the observed variable j. Since our factor analysis model










which is summarised in Table 4.8. Apart from the expected wide variation
in the level of variance not explained by the factors for the different observed
variables, from an estimated 83.9 % for heating with coal to an estimated
4.5 % for Bachelor degree or higher, there is also wide variation in the total
variance for each observed variable.
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Table 4.8: Estimated variance explained by factors and variance explained
by error by observed variable in the factor analysis model.












Estimate SE Estimate SE Estimate SE
Born outside 0.332 0.035 0.053 0.015 0.139 0.038
New Zealand
Bachelor degree 0.289 0.016 0.014 0.004 0.045 0.012
or higher
Regular smoker 0.091 0.009 0.013 0.003 0.128 0.030
No religion 0.092 0.013 0.026 0.006 0.219 0.052
Owner occupied 0.108 0.014 0.026 0.006 0.193 0.045
Professional 0.136 0.013 0.018 0.004 0.118 0.027
Under 18 0.028 0.006 0.020 0.004 0.417 0.073
Single person 0.084 0.008 0.012 0.003 0.122 0.029
No car 0.252 0.022 0.027 0.009 0.098 0.032
Coal 0.163 0.087 0.838 0.164 0.839 0.075
Labour force 0.023 0.005 0.014 0.004 0.387 0.083
participation
Pensioner 0.134 0.012 0.015 0.004 0.102 0.029
Party vote Green 0.189 0.027 0.056 0.013 0.231 0.051
Yes to flag change 0.026 0.006 0.022 0.005 0.460 0.078
First column is estimate based on posterior mean, second column is standard error. The




jl + Ψjj) and is the proportion of the total
variance in observed variable j not explained by the factors.
In particular, coal shows a much higher level of variation than all other ob-
served variables. Our models do not perform any standardisation of the latent
variables, unlike methods developed under a probit link that fix Var(zj) = 1,
and so the principal component model is highly sensitive to differences in
variation in the set of observed variables, and favours loading observed vari-
ables with higher overall variance, such as coal, first. By contrast, the factor
analysis model focuses on modelling correlations between variables and is
not as strongly influenced by differences in variation in the set of observed
variables. Nevertheless, the lack of standardisation means variables with
high overall variance, such as coal, will still give relatively large loadings,
but tempered by a high level of uncertainty in that estimate. This differ-
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ence in behaviour between principal component and factor analysis has been
previously described in the context of multivariate normal data, (Jolliffe,
2002) but our work shows that this difference is due to the inclusion of error
terms that allow for heteroscedasticity between observed variables in the link
function, rather than allowing for the possibility of error, which is typically
constrained to be homoscedastic, when generating observed data from the
underlying latent variables.
4.11 Conclusions and extensions
We have shown it is possible to use Pólya-gamma data augmentation to
fit an model that assumes the logit link matrix θ can be represented in a
principal component/factor form when the data is binomial. Our algorithm
is designed to both maximise computational efficiency and ensure estimates of
model parameters are identified. In addition, our approach is highly flexible
as it can deal with binomial data of arbitrary trial sizes. While our approach
appears less prone to bias than some techniques developed for the analysis
of multivariate binary data, such as exponential family and logistic PCA
(Collins et al., 2001; Landgraf and Lee, 2015), we still find bias in our results,
particularly when the binomial trial size is low. This bias appears as over-
estimation of latent variation, which implies a higher level of overdispersion
than there is in practice.
In the process of developing our model, we have also explored the properties
of the distributions implied in our modelling framework. The information
we gained on the moments of a binomial random variable conditional on the
augmented Pólya-gamma random variable helped us develop an algorithm
for ensuring identification. The investigation of latent variable representa-
tions proved that the binomial trial size is, in many respects, an additional
layer of replication, which we then confirmed through fitting our model to
simulated data. Lastly our work lead us to modernise, and we think simplify,
the expression for moments, specifically mean and variance of the poorly un-
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derstood logit-normal distribution. However there remains areas where our
modelling approach can be improved.
Unlike some existing approaches for multivariate binary data based on a pro-
bit link, our model did not standardise the underlying latent variables. In
Section 4.10.4, we showed this is a particular problem if the principal com-
ponent model was used to measure association between variables. We could
improve this by modifying our model to directly describe correlation. This
brings up the question of what correlation should we measure. While mod-
els utilising either a logit or probit link assume dichotomisation of a latent
continuous variable, the logit link θ is not generally viewed from such a per-
spective. We could model the correlation in the underlying latent continuous
variable z or the correlation assumed for θ, but which is more appropriate?
The work of Polson et al. (2013) highlighted Pólya-gamma data augmenta-
tion is applicable to both binomial and negative binomial likelihoods. Since
the re-parametrisation of the likelihood when applying Pólya-gamma data
augmentation produces a normal kernel, this indicates our modelling strate-
gies can be extended to datasets of observed variables measured on a mix of
continuous, constrained count and unconstrained count scales.
Chapter 5
Binomial latent variable models
for genotype data
5.1 Introduction
In Chapter 4 we explored latent variable models for multivariate binary and
binomial data and developed a Bayesian implementation with favourable
properties using Pólya-gamma data augmentation. What we did not do was
consider datasets drawn from the field of animal breeding or even genetics,
preferring instead to consider modelling multivariate binomial data in gen-
eral. In this chapter, we return to our original motivation for considering
binomial latent variable models and develop a model for determining pop-
ulation structure from genotype data, fit this model to real datasets and
compare the results to those obtained from principal component analysis of
a relationship matrix. In Chapters 6 and 7, we will use the output from the
fit of the model we develop in this chapter to see if we can answer some of




5.1.1 Genotype data and binomial distributions
As originally indicated in Section 3.5.3, sheep, or mammals more generally,
genotypes are bi-allelic. This indicates genotype data can be viewed as reali-
sations from a categorical distribution, which under certain conditions could
simplify to a binomial distribution with trial size = 2. We will now consider
the biological properties of bi-allelic SNPs to determine if and when analysis
of genotype data would be appropriate with a binomial latent variable model.
5.2 Properties of genotype data obtained from
livestock populations
5.2.1 Biological features
Inheritance within loci: Hardy-Weinberg equilibrium
For the most general case of a bi-allelic locus with alleles coded A, a, the
possible genotypes would follow a 3 category categorical distribution.
Table 5.1: Distribution of genotypes (z) at a bi-allelic locus.
z AA Aa aa
Pr(Z = z) pAA pAa paa
One assumption of Hardy-Weinberg equilibrium (Hardy, 1908; Weinberg,
1909) is that inheritance of alleles within the locus are independent events.
Table 5.2: Distribution of genotypes (z) in Hardy-Weinberg equilibrium.
z AA Aa aa
Pr(Z = z) p2A 2pA(1− pA) (1− pA)2
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Under this condition, the genotype distribution can be written as shown in
Table 5.2. If we code the three genotype states by the number of copies of the
A allele (0, 1, 2) received, this is equivalent to a binomial distribution with
trial size = 2, and p = pA. Therefore under Hardy-Weinberg equilibrium,
genotype data can be coded as a variable z such that
z ∼ Bin(2, pA),
where z is the number of A alleles in the genotype, and pA is the probability
of observing the A allele.
Inheritance between loci: Linkage (dis)equilibrium
If inheritance of alleles within a locus can be treated as independent (random)
events, then the genotype z can be viewed as a realisation of a binomial
random variable. Extending this to the case of multiple loci or equivalently
a potential haplotype, we need to determine if the distribution for z, the
vector of allele counts for the loci is the product of independent binomial
distributions or a multivariate binomial distribution, with loci correlated.
Consider the most general distribution of potential haplotypes at two loci,
where the possible genotypes that make up the haplotype are {AA,Aa, aa}
for locus 1 and {BB,Bb, bb} for locus 2.
Table 5.3: Distribution of haplotypes at two loci.
AA Aa aa Total
BB pAABB pAaBB paaBB pBB
Bb pAABb pAaBb paaBb pBb
bb pAAbb pAabb paabb pbb
Total pAA pAa paa
To determine the presence of association between the two loci, the coefficient
of linkage disequilibrium (LD) is calculated (Cockerham and Weir, 1977),
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and 0 ≤ c ≤ 1 is an unknown value. This corresponds to the expression
for covariance of two Bernoulli random variables, so that a value of 0 would
correspond to no association or linkage equilibrium.
While DAB is useful in determining haplotype blocks (Wall and Pritchard,
2003), it does not prove if the distribution of genotypes at the two loci
can be viewed as either multivariate binomial or the product of indepen-
dent binomials. Such distributions would only be generated in combination
with Hardy-Weinberg equilibrium at each locus. Specifically genotypes in
Hardy-Weinberg equilibrium for each locus but exhibiting LD correspond to
a multivariate binomial distribution, and if there is no LD to a product of
independent binomial distributions.
Table 5.4: Haplotype distribution made up of genotypes in Hardy-Weinberg
equilibrium but potentially exhibiting linkage disequilibrium.
Haplotype Probability
AABB p2AB
AaBB 2pAB(pB − pAB)
aaBB (pB − pAB)2
AABb 2pAB(pA − pAB)
AaBb 2pAB(1− pA − pB + pAB) + 2(pA − pAB)(pB − pAB)
aaBb 2(pB − pAB)(1− pA − pB + pAB)
AAbb (pA − pAB)2
Aabb 2(pA − pAB)(1− pA − pB + pAB)
aabb (1− pA − pB + pAB)2
5.2.2 Features of commercial livestock populations
In Chapters 1 and 3, we discussed pedigree and genomic methods of es-
timating relationships between animals. In the case of livestock breeding
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programs, analysis is typically performed on multi-generational data, which
means close relatives, such as siblings, parent and offspring will be present
in the same dataset. Compared to humans, the overall level of relatedness
within the population under analysis will be higher as mating practices in
livestock, such as sheep, reduce effective population size.
5.2.3 Variable/replicate/distribution
In order to apply a binomial latent variable model of the type we developed
in Chapter 4, we must assume the elements of the vector Yi, Yij can be
treated as potentially correlated binomial data. But we also need to assume
that each vector Yi; (i = 1, . . . , n), are independent replicates. Based on
the biological properties and the structure of livestock programs, a binomial
latent variable model for finding associations between animals would only be
appropriate under the following conditions.
• For each SNP, independence of alleles (Hardy-Weinberg) should hold.
Then Yij, the number of copies of the A allele carried by animal j for
SNP i would be a realisation of a binomial random variable with trial
size 2.
• Since data collection and mating practices for livestock populations re-
sult in related animals being included in the same dataset, we expect
correlation between animals. Given that in Chapter 4, we formulated
our model under an assumption that the observed variables are cor-
related but the replicates are independent, this suggests the animals
should be treated as the observed variables.
• Because animals are treated as observed variables, then the SNPs
should be treated as independent replicates. In Section 5.2, we showed
the set of SNPs (loci) under consideration can be viewed as independent
if both linkage equilibrium and Hardy-Weinberg is satisfied.
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The constraint that the set of SNPs included should be in linkage equilibrium
as well as Hardy-Weinberg is not as severe or unusual as it might sound. In
population structure modelling, it is actually standard practice. These con-
straints can be found in Pritchard et al. (2000); Purcell et al. (2007) and
Alexander et al. (2009), while Patterson et al. (2006) modified his original
model to accommodate disequilibrium. In addition, SNP arrays are often
designed to select a set of SNPs that satisfy Hardy-Weinberg and have min-
imal linkage disequilibrium. At the same time, as population structure is
trying to find association, albeit non-kinship association between individuals
or animals in our case, the use of ‘unrelated’ by these authors to describe
the set of individuals considered is a misnomer from a statistical standpoint
and should be replaced with weakly related.
5.3 A model for genotype data
In the models we presented in Chapter 4, we followed standard practice and
allowed for differences in means on the latent scale between the observed
variables by including an intercept. In Section 5.2.3, we established that
the observed variable in our genomic datasets should be animal. It does not
make biological sense to place an intercept on the animal, since there is no
expectation that allele frequency should vary by animal. However, we do
know that allele frequency does vary by SNP without this variation being
necessarily being introduced by the selection processes that cause population
structure. This implies an intercept should be placed on each SNP, as is done
when calculating a genomic relationship matrix (VanRaden, 2008). From
the perspective of latent variable modelling of a principal component/factor
analysis type, this is unusual since the SNPs are assumed to be independent
replicates, not observed variables. Within the tradition of latent variable
modelling, replicate intercepts veer towards Rasch modelling, (Rasch, 1980)
and very specific cases of confirmatory factor analysis.
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5.3.1 Rasch + probabilistic principal components
To account for the unique features of genotype data, we propose the Rasch
+ probabilistic principal component (Rasch +PPCA) model. We originally
proposed this model as binomial probabilistic principal component analysis
in Holmes et al. (2017b). The Rasch + PPCA model assumes the elements
of the n× k matrix of observed data Y, where n is the number of replicates
(SNPs) and k the number of observed variables (animals), are conditionally
drawn from a binomial distribution,
Yij | Pij ∼ Bin(Nij,Pij),
where N and P are n × k matrices of binomial trial sizes, and conditional
probabilities respectively. Since we are dealing with genotype data, Nij =
2 ∀i, j. As in Chapter 4, we model P through the canonical logit link
function applied element-wise, θij = log(Pij/(1−Pij)). We then assume the
following representation for the n× k matrix θ,
θ = β1′k + FΛ
′ + ε, F ∼ N (0, If ), ε ∼ N (0, σ2Ik).
In this model, β is a vector of length n, containing replicate intercepts and
1k is a vector of ones of length k. As in Chapter 4, F is a n × f matrix of
factor scores, and Λ is a k × f matrix of loadings. ε is a n × k matrix of
errors, whose elements εij are independent and identically distributed. More
details on the set of prior distributions used will be given in Section 5.5.1.
In item response theory, β is equivalent to the person location parameters
in a Rasch model (Rasch, 1980). While it is not standard practice to fit
a Rasch term with additional factors, applying PCA to residuals from the
Rasch model for testing the appropriateness of the unidimensional assump-
tion of Rasch modelling has been considered (Chou and Wang, 2010; Hagell,
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2014). An alternative view is to regard β as the scores for a factor where the
loadings are set to 1 for all observed variables, which falls in a confirmatory
factor analysis tradition. The other difference from the factor analysis model
presented in Chapter 4 is the stronger assumption on error variance from
being specific to the observed variable j, to being the same for all observed
variables, which corresponds to a probabilistic principal component model.
Our motivation to use a probabilistic principal component representation for
θ is purely computational. Comparing the set of conditional posteriors from
the principal component and factor analysis models presented in Chapter 4
(see Appendix A.4), we find row dependency in updating Fi disappeared in
the factor analysis model. By moving to a probabilistic principal component
representation, row dependency in the updating of Λj can be removed as
well, as noted in Klami (2014).
Interpretation of the components of the Rasch+PPCA model in
the context of genotype data
In the context of the genotype data, the Rasch term, β, is the intercept for
each marker on the logit scale. Applying the inverse logit transformation to
β gives the vector of median allele frequencies for the n SNPs. Λ provides
the information on population stratification between individuals. Therefore
it is analogous to the eigenvectors given in EIGENSTRAT (Patterson et al.,
2006; Price et al., 2006), the U matrix in the Bayesian factor model (Duforet-
Frebourg et al., 2014) and the H matrix in logistic factor analysis (LFA) (Hao
et al., 2016). F is equivalent to a principal component/factor score matrix.
This is analogous to the V matrix in the Bayesian factor model, and the A
matrix in LFA, while EIGENSTRAT does not produce this matrix. In theory
the F matrix could be used to check the validity of linkage equilibrium in
the dataset, but we have chosen not to explore this further.
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5.4 The principle of variational Bayes
5.4.1 Motivation
In Chapter 4, we fitted binomial latent variable models via Bayesian infer-
ence using blocked Gibbs samplers to obtain an estimate of the posterior
distribution. This however comes at high computational cost. Due to the
high dimensionality of genomic datasets, we wish to minimise computational
cost to ensure tractability. This lead us to consider variational Bayes ap-
proximation (Jaakkola, 1997; Jordan et al., 1999).
5.4.2 Theory of variational Bayes
Consider a posterior distribution, [Θ | y], where Θ is the set of parameters
and y is data. In many situations, determining the exact posterior may be
intractable. Variational Bayesian inference aims to approximate the posterior
distribution with a simpler probability distribution Q(Θ). In particular, we
will focus on mean-field variational Bayes, where Q(Θ) can be expressed
as the factorisation
∏k
j=1Q(Θi), where k is the number of partitions of the
parameter space Θ = {Θ1, . . . ,Θk}.
To determine the best choice for Q(Θ), we need to minimise the Kullback-
Leibler divergence (Kullback and Leibler, 1951) between the posterior [Θ | y]
and Q(Θ),
DKL{Q(Θ)||[Θ | y]} =
∫
Θ
Q(Θ){log(Q(Θ))− log([Θ | y])}dΘ.
Substituting the factorised version of the approximate distribution
∏k
j=1Q(Θi)


























where without loss of generality we can change the index on the product
from j to i. This now allows us to minimise DKL with respect to each
Θj, (j = 1, . . . , k), rather than Θ. To determine L(Θj), the function to
be minimised with respect to Θj, consider each component in the integral







j=1 log(Q(Θj))dΘ, the simplification
for Θj will drop the sum with respect to j and then separate out the part of











































Q(Θ1)× . . .×
∫
Θk





From the results in (5.2) and (5.3), we can determine that L(Θ) is a function































L(Θj) in (5.4) would correspond to the Kullback-Leibler divergence, except
eE−j{log([Θ,y])} is not a valid probability distribution. If [Θ,y] is log-concave,
then E−j{log([Θ,y])} ≤ log(Π(E−j(Θ),y)) ⇒ eE−j{log([Θ,y])} ≤ [E−j(Θ),y].








Q∗(Θj)dΘj = 1. (5.5)
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Q∗(Θj)dΘj for a1 ≤ . . . ≤ an,
indicating Q∗(Θj) satisfies probability axioms and is a valid distribution.




and can write L(Θj) to be proportional to the Kullback-Leibler divergence
between Q(Θj) and Q


















which by definition occurs when Q(Θj) = Q
∗(Θj).
Implementation of variational Bayes
The factorised distributions Q(Θj) used in variational Bayes are functions of
the expectation of the log of the joint distribution [Θ,y], taken with respect
to the set of parameters {Θ1, . . . ,Θk} excluding Θj. Therefore the process
of finding estimates for the parameters of the factorised distributions can
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be done iteratively using an algorithm similar to expectation-maximisation,
but without distinction between latent variables and parameters. The steps
required to find maximum a posteriori estimates is given in Algorithm 1.
Algorithm 1 Finding variational Bayes maximum a posteriori estimates
Initialise; {Θ1, . . .Θk}
t← 1
while |Θ(t) −Θ(t−1)| > ε, where |Θ(t) −Θ(t−1)| is a convergence criterion.
do




j = arg maxΘj E−j{log([Θ,y])};
t← t+ 1
5.5 Model fitting
Throughout this chapter, we use mean field variational Bayes approximation
to fit the Rasch + PPCA model. For completeness, we will also describe
how to fit Rasch + PPCA using blocked Gibbs sampling. Both fitting meth-
ods follow Chapter 4 in using Pólya-gamma data augmentation to introduce
closed form conditional (approximate) posteriors (see Appendix A.4).
5.5.1 Prior distributions
The prior distributions for fitting the Rasch + PPCA model are the same
as those used in fitting the principal component and factor analysis models
presented in Chapter 4. These are,
• Each row (i = 1, . . . , n) of the score matrix, F, are assigned a multi-
variate standard normal prior Fi ∼ N (0, If ).
• Each element (l = 1, . . . , f ; j = 1, . . . , k) of the loading matrix, Λ are
assigned a normal prior, Λjl ∼ N (0,σ2λlIk).
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• Non-informative flat priors are assigned for β, β ∼ 1.
• The variances associated with the columns of Λ, σ2λl , are assigned an
inverse-gamma prior σ2λl ∼ IG(αΛ, βΛ) where αΛ = 2.1 and γΛ =
pΛ1.1π
2/3f .
• The error variance, σ2, are assigned an inverse-gamma prior σ2 ∼
IG(α, β) where α = 2.1, γ = 1.1(1− pΛ)π2/3.
• pΛ, the proportion of variance explained by factors, is fixed at 0.5.
5.5.2 Gibbs sampler
Identification constraints
In Chapter 4, we resolved rotational and sign invariance in F and Λ by ap-
plying SVD to an identifiable n×k latent matrix, combined with calculating
the correlation with a SVD of Y after centring. Like the models presented
in Chapter 4, the Rasch + PPCA model is rotationally and sign invariant.
To enforce identifiability in a Gibbs sampler, we apply the same steps as in
the factor analysis model, but modified so A = β1′k + FΛ
′ is centred by row
not column. For full details, see Appendix A.4, but a summary of the steps
is in Figure 5.1.
Centring by row rather than column changes some of the steps after applying
SVD to A. In Chapter 4, to ensure F̃, Λ̃ and σ̃2λ corresponded to a fit where
Var(Fi) = If , we either multiplied or divided quantities by functions of n−1
and k. This accounted for the loss of a degree of freedom from the rows when
re-estimating µ with µ̃. In the Rasch + PPCA model fit, re-estimation of
β with β̃ means a degree of freedom is lost from the columns, so quantities
obtained from SVD should be multiplied or divided by functions of n and






















































Figure 5.1: Gibbs sampler with identification constraints for the Rasch +
PPCA model.
Unconstrained parameters are in blue, identified parameters in red and observed data in
green. The unconstrained parameters are updated using blocked Gibbs sampling, with
the green and blue arrows pointing at the parameter indicating the quantities required
when updating the parameter in question. The red arrow indicates the SVD that needs to
be calculated only once. The black arrows indicate the steps required to obtain identified
estimates after each round of parameter updating.
5.5.3 Variational Bayes approximation algorithm
Changes in parameters
As seen in Section 5.4, variational Bayes methods are based on taking expec-
tations over the set of parameters, Θ−j, not being updated. For the Rasch
+ PPCA model, this means working with precisions rather than variances.
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Hence we update τ = 1/σ2 and τλl = 1/σ
2
λl
rather than σ2,σ2λl . This does
not affect the choice of prior parameters α, γ, αΛ, γΛ for τ and τλ. In addi-
tion, the number of parameters requiring updating in the variational Bayes
approximation is greater than in a blocked Gibbs sampler. This is because
the expectations of log([Θ,y]) for the Rasch + PPCA model include second-
order moments of parameters. Despite this, the increased rate of convergence
compared to a Gibbs sampler makes variational Bayes a more computation-









Once θ had converged







































Figure 5.2: Variational Bayes algorithm with identification constraints for
the Rasch + PPCA model.
Unconstrained parameters are in blue, identified parameters in red and observed data
in green. The green and blue arrows pointing at unconstrained parameters indicate the
quantities required when updating the parameter in question. The black arrows indicate
the steps required to obtain identified estimates after convergence.
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Identification constraints
Compared to a Gibbs sampling implementation, the enforcement of identi-
fiability in a variational Bayes approximation of the Rasch + PPCA model
is somewhat simpler. As the algorithm provides a point estimate, SVD can
be applied once, to the final estimate of A = β1′k + FΛ
′ after centring
rather than at each iteration. There is also no longer any need to calcu-
late the SVD of Y − Ȳ1′k, as sign invariance can be addressed by forcing
Λ̃1l > 0 (l = 1, . . . , f), among other options. This leads to the development
of the algorithm described in Figure 5.2. For more details, see Appendix A.5.
Measuring uncertainty in variational Bayes approximation
In Chapter 4, the Gibbs samplers we developed for fitting the principal com-
ponent and the factor analysis models were able to produce estimates of the
posterior variance for the identified set of parameters F̃, Λ̃, µ̃ (or β̃). While
variational Bayes allows us to determine an approximate distribution for the
set of parameters, this is only for estimates (F,Λ,β) prior to application of
identification constraints.
To determine approximate variances for the identified parameters F̃, Λ̃, β̃,
we first need to determine Var(A), where A = β1′k + FΛ
′. To start this, we
use the fact that the factorisation resulted in the approximate distributions
Q being independent,
Var(Aij) = Var(βi + FiΛ
′
j) = Var(βi) + Var(FiΛ
′
j)










To determine the variances and covariances of FΛ′, we use results concerning
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products of independent multivariate random variables,
Var(FiΛ
′















To complete the calculation of the approximate variance for F̃, Λ̃ and β̃, we



































where ΓΛ is the first f rows of ΓΛ,1k .
5.6 Factor selection
In Chapter 4, we fitted full-dimensional f = k principal component models
to multivariate binomial data and used the posterior predictive probability
min{Pr(Λ̃jl > 0),Pr(Λ̃jl > 0)} to determine a possible underlying dimen-
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sionality for the generating process. While we could obtain approximate
probabilities for Pr(Λ̃jl > 0), the dimensionality of genomic datasets makes
the fitting of models with maximal f intractable. This lead us to explore
more traditional deterministic factor selection methods in the principal com-
ponent/factor analysis literature.
In traditional PCA, scores and loadings are found by calculating SVD or
eigen-decomposition. Tests have been developed to determine the number of
principal components to select based on these eigenvalues, and are frequently
also applied in exploratory factor analysis. Examples include the Kaiser-
Guttman rule (Yeomans and Golder, 1982), and the scree test (Cattell, 1966).
For multivariate binary data, Landgraf and Lee (2015) suggested factor se-
lection should be based on change in deviance. This can be regarded as the
generalised linear model analogue to a scree test. It however requires the
fitting of a sequence of models with differing values of f , since the number
of factors must be specified in advance. In addition, deviance minimisation
was shown in Chapter 4 to be a poor predictor of underlying latent structure
in binary and low count binomial data.
To address flaws in scree tests, Horn (1965) developed parallel analysis, which
is based on calculating eigenvalues of correlation matrices of random data.
This method is particularly favoured in psychometrics (Schmitt, 2011; Hay-
ton et al., 2004) including for cases of multivariate binary and likert data
(Weng and Cheng, 2005; van der Eijk and Rose, 2015). As with models that
allow for high values of f , the dimensionality of genomic data makes parallel
analysis intractable.
In Appendix A.6, we show the conditional variance of Yi | ωi is,
diag{ωi}+ diag{ωi}Σdiag{ωi},
where Σ = Var(θ). This provides the justification that singular factors of Y
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were correlated to singular factors of θ, which we used to ensure identifiability
when fitting the models in Chapter 4 using Gibbs sampling. This is also our
justification that performing a scree test on the observed data Y after row
centring can determine a plausible underlying dimensionality for θ.
5.7 Human Genome Diversity Project
5.7.1 Background and data cleaning
The human genome diversity project (HGDP) is a long running study collect-
ing genomic data from human populations from around the world. For back-
ground information, see Cann et al. (2002); Rosenberg et al. (2002); Cavalli-
Sforza (2005). The data are available from the Stanford HGDP database (Li
et al., 2008), and consists of 660,918 genetic markers recorded for 1043 indi-
viduals, of which 952 have been accorded an ethnic group, which is clustered
by country and continent. As common in human studies, the individuals
included are ‘unrelated’.
Removal of monomorphic markers or markers missing for some individuals
reduces the number of genetic markers to 499,676. We then filter out markers
with minor allele frequency below 0.05. While the threshold was chosen to be
consistent with Hao et al. (2016), removal of low minor allele frequency can be
justified by results in Chapter 4. Markers with lower minor allele frequency
have the greatest potential for overdispersion, as the binomial variance would
be minimised. In Section 4.10, we showed that variables with more overdis-
persion had the greater influence over factor scores. Hence removal of low
minor allele frequency markers reduces the possibility of distorted results.
This reduces the dataset to 435,327 markers recorded for 1043 individuals.
This gives a dataset with similar dimensions to that used in Hao et al. (2016)
to demonstrate logistic factor analysis, which while deterministic is concep-
tually equivalent to Rasch + PPCA, except for the error term in θ.
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Dimensionality choice and model fitting
To determine the number of factors, f , to fit in the Rasch + PPCA model, we
calculate eigenvalues from the row-centred genotype matrix Y. This suggests
a four factor solution (Fig. 5.3). Because of the size of the dataset, rather
than generating random starting values for F,Λ and θ, we obtain initial
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Figure 5.3: Scree plot of eigenvalues for HGDP data.
From the theoretical work in Chapter 4, we know that E(Yij | ωij) =
ωijθij + Nij/2, and that under the prior distribution, E(ωij) = Nij/4. This
suggests an initial estimate for θij of θinitial =
Yij−Nij/2
Nij/4
. We then obtain
initial estimates for F and Λ by applying and modifying the SVD of θinitial
after centring by row. As variational Bayes approximation is an iterative
algorithm, a convergence criterion had to be established prior to fitting. Our
choice is to stop iterating when the sum of squares of θ fall below ε, which
we fix at nk × 10−8, corresponding to a mean square of 10−8.
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Method of comparison
For the HGDP dataset, we will focus on two aspects of the fit of the Rasch +
PPCA model. The first is the success of the model fit to distinguish between
the sub-populations within the data. The second is whether results obtained
from fitting Rasch + PPCA diverge from the principal components of the
second relationship matrix, G, in VanRaden (2008), which is proportional to
the matrix suggested by Patterson et al. (2006); Price et al. (2006).
5.7.2 Results
We begin by comparing the column vectors of Λ̃. We then repeat this for the
principal components (Fig. 5.4). We also indicate the geographical origin
(region for Asia and Africa, continent for rest of the world). We found
both principal components and Rasch + PPCA place the sub-populations in
roughly the same position in space, but with subtle differences.
In the first and second principal component/loading plot, both methods pro-
duce a ‘v’ shape which begins in sub-Saharan Africa, runs through North
Africa, Middle East, Europe, turns in South Asia, with East Asia, Oceania
and the Americas at the other end. However Rasch + PPCA emphasises the
divergence of the American individuals from the other sub-populations.
In the first and third principal component/loading plot, both methods find
divergence of American individuals from the other sub-populations. However
Rasch + PPCA expands the range on component 3 and compresses the range
on component 1 for individuals from Europe, Middle East, North Africa and
Sub-Saharan Africa compared to principal components of G.
In the first and fourth principal component/loading plot, both methods iso-
late individuals from Oceania, but Rasch + PPCA emphasises the split be-
tween the East Asian and American individuals on component 4 compared
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.4: Comparison of first principal component of G and Rasch + PPCA
loading vector Λ̃ with second, third and fourth principal component/loading
vector for HGDP data.
See legend for information on geographical origin. Principal components are the left
column of plots, Rasch + PPCA Λ̃ are the right column. Note scale changes by plot.
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To investigate these differences further, we looked at the correlation matrix
of the principal components obtained from G with Λ̃ in Table 5.5. As the
correlation matrix is not a permuted identity matrix, we cannot say the
results obtained from the two approaches are identical. Instead we find there
is re-partitioning of variation between the two approaches, particularly for
component 1 and 2, and to a lesser extent component 3 as well.
Table 5.5: Correlation matrix of principal components of G and Rasch +
PPCA loadings, Λ̃, for HGDP data.
Principal components of G
1 2 3 4
1 0.7807 -0.5849 -0.1801 0.0925
Rasch + PPCA 2 0.5465 0.7942 -0.2554 -0.0656
3 0.2968 0.1011 0.9486 0.0043
4 -0.0416 0.1123 -0.0001 0.9880
To complete our investigation, we plot the loading Λ̃ from the fit of Rasch +
PPCA against the corresponding principal component of G in Figure 5.5. For
the first component, we found a non-linear relationship between the Rasch +
PPCA loading vector and the principal component, with the individuals from
Oceania forming an outlier. In component 2, we found a splitting between the
two methods, with individuals from South and East Asia, and the Americas
re-orientated relative to individuals from Europe, Middle East, North and
sub-Saharan Africa. Component 3 reveals Sub-Saharan individuals re-orient
between the two methods while component 4 shows little change between
the two methods, with both EIGENSTRAT and Rasch + PPCA clearly
separating individuals from Oceania from all other populations.
While these results suggest our approach to population structure is able to
distinguish sub-populations within this dataset, we cannot say if Rasch +
PPCA is superior to EIGENSTRAT for this task. We can say results from a
Rasch + PPCA fit can lead to re-orientation of individuals in space compared
to EIGENSTRAT, leading to the possibility of differences in interpretation.
However, it is difficult to give meaning, biological or otherwise, to such re-













































































































































































































































































































































































































































































































































































































































































































































































Figure 5.5: Comparison of principal components of G and Rasch + PPCA
loadings Λ̃ for HGDP data.
See legend for information on geographical origin. Note scale changes by plot.
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5.8 New Zealand Sheep data
5.8.1 Background
Genomic information and cleaning
We first used this dataset to demonstrate the Rasch + PPCA model in
Holmes et al. (2017b). It consists of 8902 animals genotyped on a 5K Illumina
SNP chip (Illumina Inc., 2015), born between 2000 and 2014 with records
on up to 5283 markers. As in Holmes et al. (2017b), genotypes missing for
more than 1 % of animals, or monomorphic, have been omitted from analysis.
Removal of animals with missing genotypes, missing pedigree information,
or duplicated, reduces the dataset to 1621 animals with 5170 markers.
Table 5.6: Breed composition of New Zealand sheep data.
Pure-bred animals
Breed Number of animals Breed Number of animals
Unknown 11 Perendale 133
Romney 492 Highlander 31
Coopworth 66
Overall distribution of breeds, where known
Breed % in population Breed % in population
Romney 48.05 Poll Dorset 1.28
Coopworth 14.86 East Friesian 1.03
Perendale 13.93 Highlander 3.38
Finnish Landrace 1.13 Composite 3.57
Texel 6.71 Other Breeds 2.55
Suffolk 3.52
Breed information
To determine if loadings, Λ̃, obtained by fitting Rasch + PPCA provide
information on population structure, we obtained breed composition data
from Sheep Improvement Limited (SIL). This shows the population is a mix of
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pure-bred and admixed animals, drawn mostly from Romney, Perendale and
Coopworth, but includes composites whose breed proportions are unknown
(Table 5.6).
Pedigree information
Table 5.7: Nearest genotyped relative in New Zealand sheep data.
Coefficient of Number of Coefficient of Number of
relationship animals relationship animals
0 (Unrelated) 57 0.1250− 0.2500 203
0.0000− 0.0625 27 0.2500− 0.5000 1136
0.0625− 0.1250 103 0.5000− 0.6054 95
The pedigree information accompanying the genomic data consists of 69,007
animals. To determine the expected relationships within the set of genotyped
animals, we calculate the numerator relationship matrix A, and examine the
sub-set corresponding to the genotyped animals. Table 5.7 gives a summary
of the closest genotyped relative according to A. Unlike the HGDP dataset,
analysed in Section 5.7, where individuals were deliberately chosen so that no
individual is related to any other individual, the sheep data contains related
animals. For 75.9 % of animals in the analysis, the closest genotyped relative
has a coefficient of relationship ≥ 0.25.
Dimensionality choice and model fitting
To determine the number of factors, f , to fit in the Rasch + PPCA model,
we calculate the eigenvalues of the row-centred genotype matrix Y. This
suggests a five factor solution (Fig. 5.6). As in Section 5.7, we fix the
convergence criteria for ε at nk × 10−8. However the lower dimensionality
of the sheep data leads us to choose random initial values for θ,F and Λ,
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Figure 5.6: Scree plot of eigenvalues for New Zealand sheep data.
Methods of comparison
As with the HGDP dataset, we will focus on the success of the Rasch +
PPCA model in being able to distinguish between breed and any divergences
in results obtained from the Rasch + PPCA model and principal component
analysis of G (Patterson et al., 2006; Price et al., 2006).
5.8.2 Results
We begin by plotting the first column vector of Λ̃ against the second through
to fifth. We then repeat this for the principal components (Fig. 5.7 and 5.8).
To check if the two methods could distinguish between the different breeds
in the analysis, we indicate the breed of pure-bred animals.
In all the principal component/loading plots, both the Rasch + PPCA model
fit and principal components of G could distinguish between breed. What is
more interesting are the differences between the principal component plots
and plots of Λ̃ obtained from the Rasch + PPCA model fit. Some of these dif-























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































● ● ● ● ●Romney Coopworth Perendale Highlander admixed
Figure 5.7: Comparison of first principal components and Rasch + PPCA
loading vector Λ̃ with second and third principal component/loading vector
for New Zealand sheep data.
Legend indicates breed of animals in analysis. Principal components are the left column
of plots, Rasch + PPCA Λ̃ are the right column. Note scale changes by plot.
light the subtle differences in fixing sign invariance in the variational Bayes
implementation of Rasch + PPCA compared to the eigen-decomposition used



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































● ● ● ● ●Romney Coopworth Perendale Highlander admixed
Figure 5.8: Comparison of first principal components and Rasch + PPCA
loading vector Λ̃ with fourth and fifth principal component/loading vector
for New Zealand sheep data.
Legend indicates breed of animals in analysis. Principal components are the left column
of plots, Rasch + PPCA Λ̃ are the right column. Note scale changes by plot.
fit, the relative importance of component 2 and 3 compared to principal
components of G has swapped.
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To investigate this further, we have calculated the correlation matrix between
the principal components of G, and the loadings Λ̃ obtained from the Rasch
+ PPCA model fit. If the two methods of determining population structure
find identical results except for flipping component order (and possibly sign),
the correlation matrix in Table 5.8 should correspond to a permuted identity
matrix. This is not the case. Despite Figure 5.7 suggesting that component
2 and 3 flipped between the two methods of population structure, the cor-
relation matrix shows components 2 and 3 re-partition Λ̃ compared to the
principal components of G. The second divergence, less pronounced than
the first, is at component 4 and 5.
Table 5.8: Correlation matrix of EIGENSTRAT principal components and
Rasch + PPCA loadings, Λ̃, for New Zealand sheep data.
EIGENSTRAT
1 2 3 4 5
1 -0.996 -0.036 -0.009 -0.010 -0.054
2 0.033 -0.719 -0.686 -0.090 0.002
Rasch + PPCA 3 0.018 -0.683 0.725 -0.062 0.041
4 -0.015 -0.105 -0.020 0.983 0.138
5 0.056 -0.041 0.027 0.138 -0.983
To determine what is driving these differences, we have plotted each column
of Λ̃ with the corresponding principal component, while indicating breed
of the animals (Fig. 5.9). This shows the difference in components 2 and
3 between Λ̃ and the principal components is a re-orientation of pure-bred
Romneys relative to animals with different breed composition. Comparison
of Λ̃ and principal components for components 4 and 5 reveals an ‘outlier’
group. Unlike in components 2 and 3, the animals in question are admixed,
and while the correlation pattern suggested it might be the same animals
diverging in both components, it does not prove it.
To determine the characteristics of the outlier group(s) in components 4 and
5, we fit a simple linear regression of the 4th principal component against the
4th loading column vector Λ̃ and extracted the animals with large negative




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.9: Comparison of EIGENSTRAT principal components and Rasch
+ PPCA loadings Λ̃ for the New Zealand sheep data.

















































































































































































































































































































































































































Figure 5.10: Comparison of the 4th and 5th EIGENSTRAT principal com-
ponents and Rasch + PPCA loadings Λ̃ with outlier animals as identified
through residual analysis on the fourth component indicated for the New
Zealand sheep data.
the animals that are outliers based on the residual analysis. This proves
that the set of outlier animals in component 4 and 5 are the same, but did
not indicate what distinguishes them. To do this, we return to the pedigree
information available. This shows the 57 outlier animals are all the progeny
of one ram, mated to 53 different dams. It also reveals that no other animal
with genotype data recorded are progeny of the ram in question.
5.9 Conclusions
Under conditions of Hardy-Weinberg and linkage equilibrium, we have shown
genotype data would satisfy the conditions of a binomial random variable suf-
ficiently to apply a latent variable model for a principal component/factor
analysis type, first considered in Chapter 4. However the special charac-
teristics of genotype data require a model, which we call Rasch + PPCA,
that allows for replicate intercepts for which we developed variational Bayes
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implementation with appropriate identification constraints.
Fitting Rasch + PPCA and finding principal components of G in a human
dataset with population structure but no kinship and in a sheep dataset
with both population structure and kinship, we find there are changes in
the positioning in space of the known sub-populations. These range from
re-positioning of sub-populations, or family group if analysing related in-
dividuals on a specific component, to re-ordering/re-mixing of components
between the two methods.
What we cannot say is if our approach provides a better interpretation of
population structure. For both datasets, principal components of G and Λ̃,
obtained by fitting Rasch + PPCA, could distinguish known sub-populations.
The preference for a particular approach comes down to belief. Specifically,
your choice will be motivated by whether you believe a latent process for gen-
erating divergence in allele frequencies, such as assumed in Rasch + PPCA, is
consistent with known biological properties of the population under analysis.
In the future, we wish to investigate the accuracy of the approximate vari-
ances for F̃ and Λ̃, given in Section 5.5.3. Variational Bayesian methods are
known to underestimate the posterior variance of parameter estimates (Wang
and Titterington, 2005; Rue et al., 2009), and our modelling strategy requires
post-hoc transformations to ensure identifiability of estimates, potentially ei-
ther exacerbating or mollifying this underestimation. Without knowledge of
parameter estimate uncertainty, the Rasch + PPCA model effectively be-
comes a deterministic technique like traditional principal components, and
we lose the real advantage of the models proposed in Chapter 4.
Chapter 6
Binomial latent variable models
in genetic evaluation
6.1 Introduction
In the previous two chapters, we investigated the properties of latent variable
models applicable to multivariate binomial data, and developed a model ap-
propriate to fit to genotype data. In this chapter and Chapter 7, we wish to
return to our original motivation for considering such models, the question
of improving the accuracy of genetic evaluation.
In this chapter, we focus on genetic group models. Based on the work in
Chapter 3, this can be regarded as an attempt to minimise model misspecifi-
cation. In particular, we will consider the impact of fitting genetic groups on
the prediction and accuracy of predictions of genetic worth, which we define
as û or Qĝ + û, where Q is the design matrix of the genetic group effects.
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6.2 Definition of genetic group
In Chapter 3, we discussed the equivalence of genetic groups and popula-
tion structure. When population structure is determined by a method like
EIGENSTRAT, we can define the design matrix of the genetic group effect
as the principal components of G, where G is a relationship matrix. In the
Rasch + PPCA model fit, the principal component analogue is Λ̃. Therefore
we have decided to investigate two definitions of the design matrix of the ge-
netic group effect, Q. One method defines Q as Wg, where Wg are the first
f principal components of G, and G is calculated using the second method
of VanRaden (2008), to ensure compatibility with EIGENSTRAT (Patterson
et al., 2006; Price et al., 2006). The other defines Q as Λ̃, where Λ̃ is the
identified loading matrix obtained when fitting Rasch + PPCA.
6.3 Data and Model
6.3.1 Data
For this chapter, we return to the dataset analysed in Section 5.8. In addition
to the genomic and pedigree information previously described, we also have
obtained additional records on n = 1561 of the animals in question. These
additional records consist of weaning weight records (WWT), flock, sex, year
of birth, birth-rearing rank and age of dam.
6.3.2 Models and fitting
We have fitted three models. Model 1, which ignores genetic groups is,
y = Xβ + Zu + e,
172
where y is the vector of weaning weight phenotypes of length n = 1561, X
is the n × p design matrix for the fixed effects, and Z is the n × q design
matrix indicating which animals have phenotype records, where q = 1621.
The set of fixed effects are contemporary group, birth-rearing rank and age
of dam. Contemporary group is constructed as the combination of flock-
sex-year, and contains 98 levels. Birth-rearing rank is fitted as a categorical
variable (4 levels), as is age of dam (7 levels). To model the animal random
effect, we assume u ∼ N (0, σ2aG), where σ2a is a variance component and
G is built using the second method of VanRaden (2008). We also assume
residuals are homoscedastic, e ∼ N (0, σ2eI).
Model 2 is a genetic group model,
y = Xβ + ZWgg + Zu + e,
where the genetic group design matrix Q is Wg, the first f = 5 principal
components of G and g is a vector of fixed genetic group effects of length 5.
The definition of y,X,Z,u and e is unchanged from Model 1.
Model 3 is also a genetic group model,
y = Xβ + ZΛ̃g + Zu + e,
where the genetic group design matrix Q is Λ̃, the loading matrix we obtain
from fitting Rasch + PPCA to the genomic data associated with this popu-
lation in Section 5.8, and g is a vector of fixed genetic group effects of length
5. The definition of y,X,Z,u and e is unchanged from Models 1 and 2.
To fit the models, we use the mixed.solve function from the R package
rrBLUP (Endelman, 2011) with REML estimation of variance components
σ2a, σ
2
e , which we re-estimate for each model.
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6.4 Implication of principal components as
fixed effects in genetic evaluation
In Janss et al. (2012), the double fitting aspect of including principal com-
ponents extracted from the genomic relationship matrix G as fixed effects in
an evaluation where G is used to model u was discussed. What they do not
highlight is the influence the double fitting would have on β̂, û and ĝ. To
determine this, consider the implied genetic group model in (3.3),
y = Xβ + ZWg(g +αg) + ZWngαng + e





is constructed such that G = WW′ ⇒ u = Wα
and Wg,Wng are matrices of size q × f and q × rank(G)− f . To determine
the behaviour of estimates from this model, consider the set of equations that
must be solved for estimates β̂, ĝ and predictions α̂ to be BLUE and BLUP,





































Substituting the second line into the third line of (6.1), the set of equations
to be solved can be simplified to,
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From this, it is apparent that α̂g = 0, reducing (6.2) to,



















From this, we can deduce that a model where principal components, fitted as
fixed effects, are obtained from a relationship matrix , G, that is also used to
model the random effect u, in genetic evaluation is equivalent to the model,
y = Xβ + ZWgg + ZWngαng + e
αng ∼ N (0, σ2aIrank(G)−f ), e ∼ N (0, σ2eIn),
as previously shown in Zhang and Pan (2015). This provides two important
results. The first is the difference between the principal component genetic
group model and standard GBLUP is the change of random αg to fixed
g. Since BLUP predictions exhibit shrinkage to the mean, while BLUE
estimators do not, this implies the spread of predictions Wgĝ + Wngα̂ng =
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Wgĝ + û should be greater than predictions û from a standard GBLUP.
The second is the use of principal components to define genetic groups can be
interpreted as implying G is not the true relationship matrix. If one accepts
this, the true relationship matrix, GTrue, is the reduced rank approximation,
WngWng
′. While the behaviour of off-diagonal elements of GTrue compared
to G is difficult to determine, we can say diagonal elements will be reduced
relative to G confirming the spread of predictions û from such a genetic
group model should be narrower than a model without such genetic groups.
To understand the behaviour expected if loadings Λ̃ obtained from the fit of
Rasch + PPCA are fitted instead, remember that decompositions of G are
arbitrary. This means G can be re-written as,
G = Qdiag{c}Q′ + WQW′Q,
where WQ is a matrix of size q × rank(G −Qdiag{c}Q′), Q is a matrix of
size q × f such that ZQ is an design matrix for a set of fixed effects being
included in the model, of which ZΛ̃ is just one potential example, and c is a
vector of length f with all elements positive that ensures G −Qdiag{c}Q′
remains positive semi-definite. This form of G is still equivalent to,
G = WW′,











fore replacing Wg with Qdiag{
√
c} and Wng with WQ in (6.1), (6.2), and
(6.3), we find that predictions of the model,
y = Xβ + ZQ(g +αg) + ZWQαng + e
α ∼ N (0, σ2aIrank(G)), e ∼ N (0, σ2eIn),
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where u = Qαg +WQαng and
√
c is incorporated in g +αg is equivalent to,
y = Xβ+ZQg+ZWQαng+e αng ∼ N (0, σ2aIrank(G−cQQ′), e ∼ N (0, σ2eIn).
Hence the behaviour of G derived principal components fitted as fixed effects
in LMM applies when Λ̃ is the design matrix of a fixed effect. Given results
in Appendix A.6 on variances of multivariate binomial data suggest, and
case studies in Chapter 5 confirm, a close relationship between principal
component/factors determined on the observed and latent level, we expect
the magnitude of the changes are going to be similar in Models 2 and 3.
6.5 Results
6.5.1 Variance components/heritability
Estimates of σ2a and σ
2
e for the three models considered are 3.14, 3.29 and 3.27
for σ̂2a and 15.38, 15.28 and 15.29 for σ̂
2
e respectively. This gives heritability
estimates ĥ2 of 0.17, 0.18 and 0.18 for Models 1, 2, and 3. Unlike ASReml,
which we used to estimate variance components in Chapter 2, rrBLUP did
not provide standard errors for variance component estimates.
6.5.2 Comparison of predicted breeding values
The first row of Figure 6.1 plots the predicted breeding values û from Model
1, the non-group model, with breeding values û from the principal component
genetic group model, Model 2, and the Rasch + PPCA genetic group model,
Model 3. From the results in Section 6.4, the inclusion of a genetic group
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































● ● ● ● ●Romney Coopworth Perendale Highlander Admixed
Figure 6.1: Predicted breeding values before (û), and after (Qĝ + û) genetic
group correction for Models 2 and 3 compared to (û) Model 1.
In Model 2, the design matrix (Q) of the genetic group effect is defined as Wg and in
Model 3 as Λ̃. For pure-breed animals, the breed is indicated. The 45 degree dashed line
corresponds to equality.
than û in Model 1. Our results in Section 5.8 found a very strong correlation
between Λ̃ and W on components 1, 4, and 5. Taken together, this suggests
the level of narrowing in predictions, û, in Models 2 and 3 should be similar.
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Figure 6.1 does provide evidence of narrowing of the spread of û in both
Model 2 and 3, but to confirm which shrunk more, we fit simple linear re-
gressions, ûModel 2 against ûModel 1 and ûModel 3 against ûModel 1 (Table 6.1).
Table 6.1: Simple linear regression of û from Models 2, 3 against Model 1.
Regression Intercept sβ̂0 Slope sβ̂1 r
2
ûModel 2 against ûModel 1 0.000 0.006 0.936 0.008 0.905
ûModel 3 against ûModel 1 -0.000 0.007 0.921 0.008 0.888
As expected, the slopes < 1 show that the spread of predictions û in Models
2 and 3 is narrower than in Model 1. The narrowing, while similar, is less
pronounced for Model 2, where Q = Wg than in Model 3, where Q = Λ̃.
We are somewhat surprised by this since out of all possible rank f matrices
of size q × f , Wg is constructed such that WgW′g minimised the Euclidean
distance to G (Rao, 1973; Jolliffe, 2002). As a result, we had assumed Wg,
not a closely related proxy such as Λ̃, would maximise shrinkage in û.
The second row of Figure 6.1 plots the predicted breeding values û from
Model 1, the non-group model with breeding values corrected for genetic
groups from Model 2 (Wgĝ + û), and Model 3 (Λ̂ĝ + û). From Section 6.4,
we know the inclusion of an additional fixed effect with design matrix Q,
such as Wg or Λ̃, implies a random effect αg in the decomposition of u is
being treated as a fixed effect, g instead. As BLUE estimators, unlike BLUP
predictors, do not exhibit shrinkage, this means the spread of predictions,
Qĝ + û, should increase relative to û from a non group model.
To confirm the visual evidence that inclusion of genetic groups has increased
the spread of genetic group corrected breeding values Qĝ + û, we fit simple
linear regressions of genetic group corrected breeding values from Models 2
and 3 to ûModel 1 (Table 6.2).
For both Models 2 and 3, the estimated slopes > 1 confirms the spread of
breeding values after correction for genetic groups is greater than the spread
of û without genetic groups fitted. The inflation in spread is more pronounced
in Model 3, where Q = Λ̃.
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Table 6.2: Simple linear regression of genetic group correct breeding values
Qĝ + û from Models 2 and 3 against û from Model 1.
Regression Intercept sβ̂0 Slope sβ̂1 r
2
Model 2 0.000 0.008 1.138 0.010 0.893
Model 3 0.000 0.009 1.141 0.010 0.885
Q is defined as Wg in Model 2 and Λ̃ in Model 3.
Figure 6.1 shows for a genetic group model where principal components or Λ̃
are used to define genetic groups, that breeding values before, û, and after,
Wgĝ + û or Λ̃ĝ + û, accounting for genetic groups are systematically shifted
for pure-bred animals, but that the direction of the shift reversed between
the two types of breeding values. Given that in Section 6.4 we implicitly
stated that by the properties of BLUE and BLUP,
|Qgĝ| ≥ |Qgα̂g|,
this should not be a surprise.
6.6 Comparison of breeding value accuracy
So far, we have considered a genetic group model in the context of breeding
value prediction, with an emphasis on the change in spread. Here we will
consider the accuracy of random effect prediction, first introduced in Section







1− Var(ûi − ui)
Var(ui)
. (6.4)
When the breeding value contains a fixed group effect, the formula for ri is
somewhat more complicated. Consider the quantity Qig + ui, where Q is an
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design matrix for a fixed genetic group effect. Using the standard definition





This can be simplified using the property that Cov(ĝ, û) = 0 (see Section





where the quantities in question can be found from the inverse of the mixed
model equations, as outlined in Section 1.4.2. In Figure 6.2, we plot the
random effect accuracies ri for Models 2 and 3 against the random effect
accuracy for Model 1, before (û, using (6.4)) and after (Qĝ + û, using (6.5))
correcting for the genetic group fixed effect.
In Chapter 2, we highlighted that random effect accuracy, ri, is a measure of
the level of shrinkage in the prediction. In Sections 6.4 and 6.5.2, we showed
the impact of fitting additional fixed effects is reduced spread in û. This is
equivalent to checking for global shrinkage to the mean and suggests random
effect accuracy of ûi should be lower in Models 2 and 3 than in model 1.
Figure 6.2 shows this to be the case. We also showed in Section 6.5.2 that
re-inclusion of the genetic group effect into the breeding value increased the
spread compared to û from a non-genetic group model. This suggests that ri
for Qĝ+ û should be higher than for û in Models 2 and 3 respectively. While
this is true, we found that ri for genetic group corrected breeding values in
Models 2 and 3 remains lower than the accuracy of ûi in Model 1.
To understand why the accuracy (ri) of Qiĝ+ ûi compared to ûi from a non-
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































accuracy û model 1
● ● ● ● ●Romney Coopworth Perendale Highlander Admixed
Figure 6.2: Random effect accuracy before (ûi), and after (Qiĝ + ûi) genetic
group correction for Models 2 and 3 compared to (û) Model 1.
In Model 2, the design matrix (Q) of the genetic group effect is defined as Wg and in
Model 3 as Λ̃. For pure-breed animals, the breed is indicated. The 45 degree dashed line
corresponds to equality.
û, of u to be BLUP, it must have minimum sampling variance (see Section
1.3.1). This is equivalent to stating that a BLUP prediction maximises ri.
Hence the prediction û from Model 1, the non-group model sets an upper
182




a known such that,
y = Xβ + Zu + e,
This includes genetic group models, as Var(Qg + u) = σ2aG, although if
you believe the genetic group model to be true, the prediction of u from a
non-group model is biased (Kuehn, 2005). Exceptions to this upper bound
in the second row of Figure 6.2, are the result of re-estimation of variance
components giving higher heritability estimates in Models 2 and 3.
While reduction in random effect accuracy suggests the ability to detect true
differences, ui − uj|y, and hence ability to make genetic gain is reduced,
the real question is whether this is compensated by the reduction in bias.
To determine the accuracy-bias trade-off in the prediction Qig + ui from a
genetic group model compared to ui from a model without genetic groups, a
natural choice would be mean square error (MSE) (Kuehn, 2005; Kennedy,
1981). For a genetic group model, the MSE for the prediction Qiĝ + ui is,
MSE(Qiĝ +ui) = QiVar(ĝ)Q
′
i−QiCov(ĝ,ui)−Cov(ui, ĝ)Q′i+Var(ûi−ui),
while for a model without genetic groups, the MSE for the prediction ûi was
derived in Henderson (1975b) and is shown below,
MSE(ui) = Var(ûi−ui)+{Cov(ûi−ui, û−u)Z′ZQg−Cov(ui, β̂)X′ZQg}2.
In Figure 6.3, we plot the MSEs of breeding value prediction for Model 2 and
Model 3 compared to Model 1, with the estimate of g used in the calculation


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































● ● ● ● ●Romney Coopworth Perendale Highlander Admixed
Figure 6.3: Mean square error of ûi from the non-group model (Model 1)
compared to Qiĝ + ûi in Models 2 and 3.
In Model 2, the design matrix (Q) of the genetic group effect is defined as Wg and in
Model 3 as Λ̃. For pure-breed animals, the breed is indicated. The 45 degree dashed line
corresponds to equality.
comparison being made. Out of the 1621 animals in the analysis, we find
only 101 have a lower MSE for breeding value prediction in Model 2 than in
Model 1. For Model 3, this increases slightly to 172 animals. This result,
indicating loss of precision in predicting Qig+ui is greater than the reduction
of bias, matches results in Kennedy (1981) and Phocas and Laloë (2004).
Even though MSE indicates neither genetic group model improves the accu-
racy of breeding value prediction, we nevertheless have chosen to compare the
MSEs from Models 2 and 3 (Fig. 6.4). We find that for 1282 animals, Model
3, where the genetic group design matrix is defined as Λ̃, obtained from the





































































































































































































































































































































































































































































































































































































































































Figure 6.4: Comparison of MSE(Qiĝ + ûi) from Models 2 and 3.
In Model 2, the design matrix (Q) of the genetic group effect is defined as Wg and in
Model 3 as Λ̃. For pure-breed animals, the breed is indicated. The dashed horizontal line
indicates equality of MSE of prediction for animal i between Models 2 and 3.
are concentrated among pure-breed Romneys and Coopworths. However the
differences in question are relatively minor, with the MSE(Qiĝ + ûi) from
Model 3 being within 1 % of MSE(Qiĝ + ûi) in Model 2 for 1283 animals.
6.7 Model selection
Up to this point, our approach for determining the need for a genetic group
model has focused on prediction of each random effect level, ui. In this
section, we will consider general model selection. As the models under con-
sideration are partially nested, we consider likelihood ratio tests.
In our case, the likelihood ratio test is testing the null hypothesis H0 : g = 0
against an alternative HA : g 6= 0 using the test statistic,
T = −2{log(L(ModelH0))− log(L(ModelHA))},
185
which follows a χ2 distribution asymptotically with pHA − pH0 degrees of
freedom, and pH0 , pHA are the number of parameters under the null and al-
ternative hypothesis respectively. However, likelihood ratio tests for fixed
effects in LMM are only valid when estimated using maximum likelihood.
The loss of validity of likelihood ratio tests when using restricted maximum
likelihood (REML) is due to the use of error contrasts, which changes the
effective number of observations each time the model is changed (Patter-
son and Thompson, 1971; Verbeke and Molenberghs, 2000). While modified
likelihood ratio tests for models estimated using REML have been proposed
(Welham and Thompson, 1997), we have decided to re-fit the three models
using maximum likelihood, and then perform likelihood ratio tests. This is
summarised in Table 6.3.
Table 6.3: Likelihood ratio tests for genetic group models.
Model log-likelihood T p-value
1 -4429.272
2 -4425.224 8.096 0.151
3 -4424.844 8.856 0.115
Based on the likelihood ratio test, neither genetic group model we considered
offers a significant improvement in fit over the model with no genetic groups
(Model 1). However, Model 3, where the design matrix Q of the genetic
group effect is defined as Λ̃, obtained from the fit of Rasch + PPCA, did
have marginally higher likelihood. This matches the result on mean square
error for prediction of Qig + ui, where we found Model 1 gave lowest MSE,
but Model 3, outperformed Model 2 marginally for the majority of animals.
6.8 Conclusions
The fitting of principal components, calculated from a matrix G in a LMM,
where G is also used to model a random effect u is a popular technique in
genetics (Yang et al., 2010; Stahl et al., 2012; Daetwyler et al., 2012). This
strategy has been criticised as double fitting in Janss et al. (2012), but as
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noted in Zhang and Pan (2015) it is the replacement of αg, a random effect
with a design matrix corresponding to the first f principal components of G
with g, a fixed effect. This result is not unique to principal components of
G, but applies to any fixed effect included in a LMM.
The impact of switching from a random to a fixed effect is to reduce the
spread of predictions û in a genetic group model while increasing the spread
of predictions including the genetic group effect Qĝ+û compared to û from a
model without genetic group effects fitted. The inclusion of a genetic group
effect, as in any case where additional fixed effects are fitted, will deflate
random effect accuracy for both û and Qĝ+ û compared to û from a reduced
non-group model. However, since prediction of u from a non-group model
would be biased if the genetic group model was true, it is advisable to consider
the mean square error of prediction instead of random effect accuracy.
For the sheep population under consideration, we find neither choice of mod-
elling genetic groups used reduces the mean square error of the breeding value
prediction compared to a model without genetic groups for the majority of
animals. This corroborates with case studies in Kennedy (1981) and Phocas
and Laloë (2004). Comparing the mean square error of prediction for Qiĝ+ui
in Models 2 and 3, we find that for 79.1 % of the animals under analysis, the
model where genetic group is defined using output from the Rasch + PPCA
model fit is preferred over a genetic group is defined from principal com-
ponents of G. This pattern of preference, albeit slight for Rasch + PPCA
defined genetic groups over principal component defined genetic groups, but
with the non-genetic group model favoured over both genetic group models
is also found when using likelihood ratio tests.
We suspect the poor performance of the genetic group models may be the re-
sult of mating practices in the New Zealand sheep industry creating clusters
of genetically related contemporary groups. These clusters are then discov-
ered using the population structure models we consider in Chapter 5, but
would have issues of identifiability in models when both contemporary and
genetic group is fitted, as we did in this chapter.
Chapter 7
Genomic relationship matrices
and Rasch + PPCA
7.1 Introduction
In Chapter 5, we determined biological conditions which elements of the
matrix of allele counts, Y, must satisfy for the Rasch + PPCA model to
be an appropriate model. These conditions are Hardy-Weinberg and linkage
equilibrium. However, the Rasch + PPCA model is not just a mechanism for
determining population structure, but can be viewed as a low rank measure
of relatedness at a latent level.
This interpretation is suggestive of relationship matrices. As discussed in
Chapter 1, relationship matrices are used to represent the covariance struc-
ture of u in animal models of genetic evaluation. Therefore this chapter will
examine the possibility and implications of building relationship matrices
from the fit of the Rasch + PPCA model, focusing on equivalence (or lack
of) to theoretically equivalent relationship matrices built directly from Y,
such as those of VanRaden (2008).
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7.2 Developing a genomic relationship ma-
trix from the Rasch + PPCA model
In Chapter 4, we gave two expressions, (4.7) and (4.8), for the variance of
Y, when Y is multivariate binomial. This expression can be used to deter-
mine the implied variance-covariance matrix of the vector of allele counts for
marker i, Yi, conditional on the marker intercept βi, Var(Yi|βi), assumed
by the Rasch + PPCA model as proposed in Chapter 5. This is,
4Var(Pi|βi) + 2diag{E(Pi|βi)(1− E(Pi|βi))− diag(Var(Pi|βi))}, (7.1)
where Pi is the vector of animal specific allele frequencies for marker (repli-
cate) i and Nij = 2, ∀i, j. Conditioning on βi also means Pi becomes i.i.d.
⇒ 4Var(Pi|βi) = 4Var(P|β) ∀i, which simplifies (7.1) to,
4Var(P|β) + 2diag{E(Pi|βi)(1− E(Pi|βi))− diag(Var(P|β))}. (7.2)
This quantity can be used to build a relationship matrix. To prove what this
should be, we must first consider the assumptions implied when constructing
the relationship matrix, such as those in VanRaden (2008).
7.3 Distributional underpinning of a genomic
relationship matrix
In the first and second methods of VanRaden (2008), the genomic relationship
matrices are calculated as,
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G1 =




, G2 = (Y − 2P)′D(Y − 2P),
where Y is a m × n matrix of genotype data coded (0, 1, 2), P is a m × n
matrix of allele frequencies such that Pik = pi ∀k ∈ {1, . . . , n}, D is a
m×m diagonal matrix with entries Dii = 12mpi(1−pi) and n,m represent the
number of animals and markers respectively.
Under conditions of known allele frequencies, G1 and G2 give unbiased es-
timates of the relationship within an animal and between pairs of animals.
These are,
• E(Gkk) = 1 + Fk,
where Fk is the inbreeding coefficient of individual k,
• E(Gkj) = rkj,
where rkj is the coefficient of relationship between individual k and j,
with Fk and rkj following the definitions in Wright (1922). The justification
for these formulations of G imply the following expectations, variances and
covariances for elements of Y,
E(Yik) = 2pi (7.3)
Var(Yik) = 2(1 + Fk)pi(1− pi) (7.4)
Cov(Yik,Yij) = 2rkjpi(1− pi). (7.5)
This allows us to deduce the implied distribution for the elements of Y.
These assumptions about Y also hold in matrices, proportional to G2, used
in human genetics, for example those in Nicholson et al. (2002); Patterson
et al. (2006); Amin et al. (2007); Astle and Balding (2009).
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7.3.1 Distributional assumption for Yik
To generate the expectation and variance Yik in (7.3) and (7.4), we must
assume Yik is the sum of two identical but not independent Bernoulli trials
yik1 and yik2 with joint distribution,
Table 7.1: Joint probability distribution of yik1 and yik2.
yik1 = 0 yik1 = 1
yik2 = 0 (1− pi)2 + Fkpi(1− pi) pi(1− pi)− Fkpi(1− pi)
yik2 = 1 pi(1− pi)− Fkpi(1− pi) p2i + Fkpi(1− pi)
leading to the following probability distribution for Yik = yik1 + yik2.
Table 7.2: Probability distribution of Yik.
0 1 2
(1− pi)2 + Fkpi(1− pi) 2pi(1− pi)(1− Fk) p2i + Fkpi(1− pi)
This distribution only satisfies Hardy-Weinberg equilibrium if Fk = 0, that is
if individual k is not inbred. In genetics, this distribution is used to describe
the increase in homogeneity compared to Hardy-Weinberg equilibrium when
inbreeding occurs (Hartl, 2012). This however conflicts with underlying as-
sumptions of Rasch + PPCA as outlined in Section 5.2, where we stated all
genotypes are assumed to be in Hardy-Weinberg equilibrium.
7.3.2 Distributional assumption for Yik,Yij
To generate the covariance implied for Yik,Yij in (7.5), we must assume
Yik,Yij is drawn from a bivariate binomial distribution with trial size 2,
with identical marginal distributions as shown in Table 7.3,
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Table 7.3: Joint probability distribution of Yik and Yij.
Yik
Yij 0 1 2
0 (1− 2pi + αijk)2 - -
1 2(1− 2pi + αijk)(pi − αijk) 2(pi − αijk)2 + 2αijk(1− 2pi + αijk) -
2 (pi − αijk)2 2(pi − αijk)αijk α2ijk
where αijk = rkjpi(1−pi)+p2i and − indicates that distribution is symmetric
and the value is already given in the lower triangle.
7.3.3 Interpretation of G
The distributional assumptions of Y indicate that the quantity calculated in















in the case of Methods one and two respectively. Having established this, we
can now determine an equivalent measure from the output of the Rasch +
PPCA model. As the Rasch+PPCA model was developed on the logit scale,
as opposed to the observed scale, we will condition on βi, not pi.
7.4 Constructing G̃, the Rasch+PPCA ge-
nomic relationship matrix
To obtain a genomic relationship matrix, G̃, equivalent to G as proposed in







i=1 Var(Yi | βi)∑m
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.
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2Var(P|β)− diag{diag(Var(P|β))}+ diag{E(Pi|βi)(1− E(Pi|βi))}











Estimates of Var(P | β) and E(Pi | βi) can be obtained from the output of
the Rasch + PPCA model fit as follows.
• To estimate E(Pi | βi):
– Estimate Pi from θi by calculating (1 + e
−θi)−1.
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– Estimate E(Pi|βi) with P̄i.
• To estimate Var(P | β):
– Estimate Pi | βi by calculating (1 + e−θi+βi)−1.
– Estimate Var(P | β) with the sample variance of P̂ | β.
7.5 Properties of G̃
7.5.1 All animals are assumed to be ‘inbred’
For both methods of calculating G̃ in Section 7.4, a diagonal element G̃kk ≥
1, or more specifically
G̃1kk =
mVar(P | β)kk∑m
i=1 E(Pi | βi)(1− E(Pi | βi))
+ 1, (7.8)







E(Pi | βi)(1− E(Pi | βi))
}
+ 1. (7.9)
Given that random variation in the probability of success in binomial data
manifests as overdispersion, diagonal elements above one are expected. In
the context of relatedness, this suggests all individuals are inbred, despite
the Rasch + PPCA model assuming Hardy-Weinberg equilibrium, which in
traditional relatedness literature means no inbreeding. However, this is for
a homogeneous population. In a structured population, variation in allele
frequency between sub-populations will result in overdispersion being present
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in the observed genotype data. This is why studies such as Manichaikul et al.
(2010) and Thornton et al. (2012) find kinship coefficients for populations
with structure are inflated if treated as a homogeneous population.
7.5.2 Range of off-diagonal elements
To determine the range of G̃kj, consider the range of Cov(Pi | βi)kj,
−0.5Lkj ≤ Cov(P | β)kj ≤ 0.5Lkj, (7.10)
where Ljk = Var(P | β)jj + Var(P | β)kk. Substituting (7.10) into G̃1jk as
defined in (7.6), the range for an off-diagonal element in Method one is,
−mLkj∑m
i=1E(Pi | βi)(1− E(Pi | βi))
≤ G̃1kj ≤
mLkj∑m
i=1 E(Pi | βi)(1− E(Pi | βi))
.
Expanding out Lkj, and noting the result for a diagonal element of G̃ in
(7.8), the range of G̃1kj can be expressed as either (7.11) or (7.12),
−(G̃1kk + G̃1jj − 2) ≤ G̃1kj ≤ (G̃1kk + G̃1jj − 2) (7.11)
−(F̃1k + F̃1j) ≤ G̃1kj ≤ (F̃1k + F̃1j), (7.12)
where F̃1k is the implied inbreeding co-efficient for animal k under Method
one. For Method two, substitution of Lkj into G̃2kj where G̃2 is in the form














E(Pi | βi)(1− E(Pi | βi))
.
As with Method one, after expanding out Lkj, and noting the result for
a diagonal element of G̃1 in (7.9), we find that the range of G̃2kj can be
expressed as either (7.13) or (7.14),
−(G̃2kk + G̃2jj − 2) ≤ G̃2kj ≤ (G̃2kk + G̃2jj − 2) (7.13)
−(F̃2k + F̃2j) ≤ G̃2kj ≤ (F̃2k + F̃2j), (7.14)
where F̃2k is the implied inbreeding co-efficient for animal k under Method
two. The restriction that the estimated relationship between animals must
be within ±(Fk +Fj), where Fk, Fj are the implied inbreeding coefficients for
individual k and j, like the assumption that we observe inbred individuals
while assuming Hardy-Weinberg equilibrium is not consistent with the theory
of relatedness by descent, as developed in Wright (1922).
7.5.3 Implication for bias
As stated in Section 7.5, the range for G̃kj, G̃kk, G̃jj is not consistent with the
distributional theory of relatedness by descent that justifies commonly used
relationship matrices. What is not clear is what aspect of the data will the
Rasch + PPCA model fit emphasise. That is, will the model fit overestimate
overdispersion (inbreeding) in order to estimate close relationships between
animals, correctly estimate overdispersion (inbreeding) and underestimate
close relationships or a mix of the two? To answer these questions, we will
return to the sheep dataset originally analysed in Section 5.8.
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7.6 Investigating the behaviour of G̃
7.6.1 Dataset and method
A full description of the dataset can be found in Section 5.8, but to remind
readers, the population consists of 1621 individuals genotyped at 5170 mark-
ers from a multi-breed New Zealand sheep population.
As the fit of the Rasch + PPCA model effectively gives a low rank approxi-
mation of a genomic relationship matrix, we vary the number of factors, f ,
fitted. Our choices are 5, 10, 20, 50, 100, and 200. Once fitted, we calculate
the implied genomic relationship matrix, G̃ according to Method 1, outlined
in Section 7.4.
We then compare the behaviour of G̃ to G produced using the first method
of VanRaden (2008), as well as low rank approximations of G built using the
first f principal components of G.
7.6.2 Results
Differences in behaviour between G and G̃
In Figures 7.1 and 7.2, we present plots comparing the diagonal and off-
diagonal elements of G and G̃ at the different values of f considered. As
expected given G̃ is calculated from a low rank latent structure, the plots
show that estimates of off-diagonals in G̃ move towards G as f increased. To
confirm this, we have calculated the Pearson correlation between off-diagonal
elements of G̃ and G. We find this increased until f = 50 and plateaued
afterwards (Table 7.4).
While we already know that diagonal elements of G̃ are constrained to be
greater than one, which is not true for the relationship matrices of VanRaden
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Figure 7.1: The elements of G̃ calculated from Rasch + PPCA model fit
when f = 5, 10 and 20, compared to G calculated using the first method of
VanRaden (2008).
The 45 degree dashed line represents equality.
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Figure 7.2: The elements of G̃ calculated from Rasch + PPCA model fit
when f = 50, 100 and 200, compared to G calculated using the first method
of VanRaden (2008).
The 45 degree dashed line represents equality.
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Table 7.4: Pearson correlation between elements of G̃ and G.
f
correlation 5 10 20 50 100 200
Off-diagonal 0.7621 0.8135 0.8674 0.8879 0.8871 0.8863
Diagonal 0.0413 -0.0603 -0.1400 -0.1531 -0.1436 -0.1405
(2008), we find there is little correlation between the diagonal elements of G̃
and G, and that for f ≥ 10, the correlation that does exist is negative.
We suspect that estimates of diagonals in G̃ are mainly influenced by the
correlation between animals, that is the off-diagonal elements of G̃. In Sec-
tion 7.5, we had developed bounds on G̃kj. To check if it is the off-diagonal
elements, G̃kj, controlling estimation of diagonal elements G̃kk, we reverse
the upper bound on G̃kj to obtain a lower bound on G̃kk by noting,
G̃kj ≤ G̃kk + G̃jj − 2 ≤ 2 max(G̃kk, G̃jj)− 2.
Then for each animal k, we find Gmaxk = maxj 6=k(G̃kj) | G̃kk > G̃jj, giving
a lower bound on G̃kk of 0.5Gmaxk+1. In Figure 7.3, we plot the lower bound
Gmaxk against G̃kk, while in Table 7.5, we give quantiles of the difference
between the diagonal elements of G̃ and the lower bound.
Table 7.5: Quantiles of the difference (G̃kk −Gmaxk).
f
Quantile 5 10 20 50 100 200
min 0.0010 0.0017 0.0031 0.0048 0.0053 0.0062
2.5% 0.0015 0.0025 0.0048 0.0072 0.0080 0.0091
25 % 0.0020 0.0034 0.0066 0.0099 0.0108 0.0123
Median 0.0023 0.0040 0.0077 0.0114 0.0126 0.0144
75 % 0.0029 0.0049 0.0092 0.0133 0.0145 0.0164
97.5 % 0.0055 0.0104 0.0173 0.0238 0.0255 0.0263
max 0.0368 0.1024 0.1091 0.1116 0.1125 0.1160
For all choices of f , Gmaxk is indeed a lower bound. More importantly, apart
from a few outliers when f ≥ 10, we find G̃kk is typically very close to the
200


























































































Figure 7.3: Lower bound on diagonal elements of G̃ calculated from Rasch
+ PPCA model fit when f = 5, 10, 20, 50, 100 and 200.
The 45 degree dashed line represents equality.
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lower bound defined by the between animal relationships. This suggests the
fit of Rasch + PPCA, and therefore the estimate G̃, at least to some extent
emphasises correlation between animals over extra-binomial variation within
an animal, whenever closely related animals are analysed.
Differences in behaviour between low-rank G and G̃
As we increase the number of factors, f , fitted in Rasch + PPCA, we find es-
timation of off-diagonal elements of G̃ improves. However, after f = 50, this
improvement stops and we continue to poorly estimate close relationships,
as evidenced in Figure 7.2 by the group of elements G̃ noticeably below the
corresponding element of G, when Gkj > 0.2. As G̃ is built from a low rank
approximation to Var(θ), where θ is the logit link matrix, it is possible that
this is a reflection of the behaviour of low rank approximations to G.
To confirm this, we construct rank f approximations G∗ from the first f
principal components of G. We then compare the off-diagonal elements of
G∗ with G and G̃ in Figures 7.4 and 7.5. We do not look at diagonal elements
of G∗ since by properties of principal component construction, we know that
G∗kk is systematically underestimated and a monotone increasing function
that converges on Gkk as f → rank{G} (Gabriel, 1978; Jolliffe, 2002), while
earlier we demonstrated G̃kk is controlled by the relationships between animal
k and other animals included in this dataset, not the observed variation in
genotypes of animal k when the population includes close relatives.
Table 7.6: Pearson correlation of off-diagonal elements of G∗ with G̃,G.
f
5 10 20 50 100 200
G̃ 0.9905 0.9848 0.9816 0.9412 0.9033 0.8697
G 0.7658 0.8206 0.8763 0.9224 0.9440 0.9631
For f = 5, 10 and 20 (Fig. 7.4), we find the low rank approximation G∗
struggles to estimate close relationships between animals and is strongly cor-
related (Table 7.6) with the values obtained from G̃ of the same effective
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Figure 7.4: Off-diagonal elements of rank f approximation G∗ (y-axis) com-
pared to G and G̃ (x-axis) when f = 5, 10, and 20.
The 45 degree dashed line represents equality.
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Figure 7.5: Off-diagonal elements of rank f approximation G∗ (y-axis) com-
pared to G and G̃ (x-axis) when f = 50, 100, and 200.
The 45 degree line represents equality.
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rank (Table 7.6). For f = 50, 100 and 200, we start to find divergences in
behaviour between G∗ and G̃ (Fig. 7.5). In particular, off-diagonal elements
G∗ continue to converge towards those of G, which we confirm by calculating
Pearson correlations (Table 7.6). This is unlike G̃, where close relationships
continue to be underestimated compared to G.
7.7 Relationship matrices under conditions of
population structure
In this chapter, we have investigated the implied genomic relationship matrix
G̃, under an assumption of population homogeneity. This is because we have
used f as a device to obtain an effectively low-rank estimate of Var(P | β),
and not to represent the dimensionality of a latent process as in Chapter 5.
This still leaves the question of population structure corrected genomic rela-
tionship matrices. Work has been conducted on this in both human and ani-
mal genetics. In animal genetics, we find group adjusted genomic relationship
matrices, often exploiting breed records in livestock populations proposed in
Harris and Johnson (2010); Auvray and Dodds (2013) and Plieschke et al.
(2015). In human genetics, we find similar approaches for discretely stratified
and admixed populations in Manichaikul et al. (2010); Thornton et al. (2012)
and Conomos et al. (2016). However we have doubts as to the utility of the
Rasch + PPCA model in providing structure adjusted relationship matrices,
in light in the behaviour of G̃ in Section 7.6.
7.8 Conclusions
The model proposed in Chapter 5 can be used to construct a genomic re-
lationship matrix. However, the theoretical properties of G̃ suggest and we
then observed by constructing G̃ for the sheep population first analysed in
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Section 5.8, estimates are biased if the population under analysis contains
close relatives in two respects. One bias is overestimation of diagonal ele-
ments. This is a result of the constrained range for off-diagonal elements in
G̃ which in a population containing large numbers of close relatives forces
G̃kk to be a function of between animal relationships, rather than within ani-
mal variation. However we also underestimate G̃kj when individuals k and j
are close relatives, because of insufficient overdispersion being present in the
set of observed genotypes for animals k and j. This indicates the fit Rasch
+ PPCA produces is a compromise between the level of correlation between
animals and the level of extra-binomial variation within the animals. This is
also why we decided not to investigate the use of G̃ in genetic evaluation.
This suggests the use of the Rasch + PPCA model should be limited to pop-
ulations that are weakly related, such as the human population analysed in
Section 5.7. This could be interpreted simply as kinship corrupting estima-
tion of population structure, as often implied in human genetic studies, but
the real reasons are more complex.
The move into latent variable modelling is not consistent with relatedness
theory, as the allele counts of related individuals should not be viewed as
random draws of a binomial random variable conditional on allele frequency.
However in a weakly related population, this can be ignored as correlation
between individuals will be too low for the constraint in the range of off-
diagonal elements of G̃ to be of real concern. At the same time, the treatment
of allele count as a random draw of a binomial random variable will allow for
overdispersion, a natural consequence of allele frequency divergence between
sub-populations.
To make Rasch + PPCA applicable to populations containing close relatives,
approaches such as the one Conomos et al. (2015) developed for principal
components of human genetic datasets could be explored. This determines
structure by restricting analysis to a set of mutually unrelated individuals,
and then projects the initial result to the rest of the population.
Conclusions
This thesis was devoted to investigating strategies to improve genetic evalu-
ation in the New Zealand sheep industry. Fundamentally this is a study on
the normal linear mixed model, the components required to fit such a model,
and what inference can be made after fitting the model. Over the course
of this thesis, we have considered these facets, but in the process have felt
compelled to extend the utility of our work outside animal breeding.
Connectedness
In animal breeding literature, there has been a tendency to bundle two rather
distinct concepts under the umbrella of genetic connectedness. The first, cov-
ered in Chapter 2, is the ability to predict a random effect level ui or a con-
trast of random effects a′u if the model accurately reflects reality. This was
the part of the thesis devoted to considering the problem of what inference
can be made on random effects, u, after fitting the linear mixed model.
We can say that if you believe the model is correctly specified, there are
well-known statistics for determining prediction ability for individual ran-
dom effects levels and random effect contrasts. What we cannot say, and
must leave to the individual who fits the model, is whether reliability of in-
ference should be measured using a shrinkage based diagnostic like CD or a
precision/hypothesis test diagnostic like PEV D.
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Instead, we have focused on the link between random and fixed effect con-
trasts. We have shown that if a is a function of X′Z, where X, Z are design
matrices for the fixed and random effects respectively, then the prediction
error variance of a′u is a function of Var(β̂), the variance-covariance of esti-
mated fixed effects. If the number of fixed effect levels p << q, the number
of random effect levels, this offers the possibility of reduced computational
cost in the calculation of Var(a′(û−u)). For connectedness diagnostics, this
can be used to simplify the calculation of CD,PEV D and flock correlation.
We have gone on to prove and publish in Holmes et al. (2017a), the exact
function of Var(β̂) which is equal to Var(a′(û−u)), focusing on when a is a
function of X1, the design matrix of contemporary group effects and demon-
strate when and why approximations for Var(a′(û − u)) based on simpler
functions of Var(β̂) fall down. We have concluded from this that connected-
ness rating (CR) will lead to inflated estimates of connectedness if compared
to the equivalent measure calculated from Var(a′(û − u)), flock correlation.
This would result in sub-optimal selection by inflating the set of animals
considered comparable, hence reducing the rate of genetic gain.
The second concept in connectedness, introduced in Chapter 3, is the ability
to predict ui and a
′u when the model fitted is not correctly specified. This
opens up two interlinked questions that must be answered before the linear
mixed model is fitted. One is the set of fixed effects to be included, the
other is the choice of covariance structure for the random effect(s). These
questions are difficult to answer, particularly if it concerns confidence in the
covariance structure assumed for u. We argue in Chapter 3 that lack of faith
in the covariance structure implies the existence of genetic group effects, but
that leaves the question of how to define genetic group unanswered.
Population structure/genetic groups/relationship matrices
While population structure may not initially appear to have anything to do
with a linear mixed model, we have argued in Chapter 3 that population
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structure is conceptually equivalent to genetic groups, and can be used to
deal with incorrect covariance structure. Therefore our investigation into
population structure ties into the idea of determining the optimal set of
effects to fit into a linear mixed model, by attempting to define a design
matrix for a genetic group effect.
In Chapter 5, we developed a fully probabilistic model, Rasch + probabilistic
principal components (Rasch + PPCA) for determining population structure
under conditions of Hardy Weinberg and linkage equilibrium. Our model
is similar to EIGENSTRAT (Patterson et al., 2006; Price et al., 2006), in
resembling principal components but unlike EIGENSTRAT, we assume a
probabilistic principal component representation of the logit link function.
This moves our model into a generalised linear model framework and towards
item response theory. We found that while the shift to probabilistic modelling
did result in a re-orientation of individuals when comparing corresponding
principal components/loadings from the two models, it did not appear to
improve the ability to distinguish between sub-populations.
In Chapter 6, we assumed the loadings obtained from the population struc-
ture models EIGENSTRAT and Rasch + PPCA define the design matrix for
a genetic group effect. We found, when fitting GBLUP with and without
genetic groups that the genetic group model (for both definitions of genetic
group) offered no significant improvement in model fit, as determined us-
ing likelihood ratio tests, or mean square error of random effect prediction
for a closely related New Zealand sheep population. This will not necessarily
hold for all livestock populations, leaving potential for future work on genetic
group models on other populations.
While we motivated our examination of population structure models in the
context of defining genetic groups, it should be realised that the model could
be used to define a relationship matrix (covariance structure for u). In Chap-
ter 7, we conducted an examination of the relationship matrix implied by the
Rasch + PPCA model under population homogeneity. We find there is a con-
strained range for estimated coefficients of relationship which is not consistent
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with relatedness theory. In a population with a high degree of relatedness
between individuals, we find this leads to bias in both estimates of inbreeding
and relatedness. We conclude the Rasch + PPCA model should be restricted
in application to populations with structure but without kinship. This makes
the model more applicable to human as opposed to livestock populations.
Despite the results in Chapters 6 and 7 proving rather disappointing from
the perspective of improving genetic evaluation, we do not feel the work
on population structure is an entirely lost cause. While touched on only
briefly in Chapter 3, we believe that the poor performance of the genetic
group models in Chapter 6 is a reflection of mating practices in livestock
populations causing contemporary group/genetic group containment. In the
future, we wish to investigate how to model clustered contemporary groups
in genetic evaluation. This may then make it practical to fit a genetic group
model. We may even still be able to use the population structure model
developed in Chapter 5 to define genetic groups, if the population under
analysis has been genotyped. This would be particularly true, if we could
use results in Chapter 7 on the bounds for the elements of G̃ to determine
a sufficiently ‘unrelated’ subset of the population available where Rasch +
PPCA would be appropriate to fit. This however would require us to develop
a method to project the results for the ‘unrelated’ subset onto the relatives
before fitting a genetic group model.
Pólya-gamma augmentation and binomial latent variable models
While the material presented in Chapter 4 has the weakest link to genetic
evaluation, except to provide a theoretical framework for developing the
population structure model proposed in Chapter 5, we feel this material
has the greatest scope for future research. We also believe that the data-
augmentation technique we use in Chapters 4 and 5 has utility in genetic
evaluation, even though we did not investigate this in this thesis.
Although we used Pólya-gamma data augmentation only to develop multi-
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dimensional latent variable models for multivariate binomial data, it is not
restricted to this. In genetic evaluation, Pólya-gamma data augmentation
could be used to analyse binary traits, such as survival, or as we have high-
lighted already in the context of principal component/factor analysis, or in
multi-trait models containing a mix of continuous, binary and unconstrained
count traits.
However the greatest potential for future research based on the work of Chap-
ter 4 will be in the social sciences. To understand this, consider our work
in Chapter 4. We have provided a novel approach for modelling multivari-
ate binomial data of arbitrary trial size using a latent variable model that
assumes a principal component/factor analysis representation of the logit
link function while maintaining identifiability of parameters. In so doing,
we have investigated properties of the logit-normal distribution, providing
a new formulation of the logit-normal mean, and used it to determine the
suitability of applying the latent variable models to particular datasets. We
have developed criteria to determine when there is sufficient information to
fit the principal component and factor analysis models and the behaviour of
parameter estimates as the binomial trial size, N, varies.
Taken together, our work in Chapter 4 is not just a nice background for
determining how to design the Rasch + PPCA model in Chapter 5. It
provides a useful generalisation to certain models in item response theory,
commonly used in the social sciences, from multivariate binary to binomial.
In the future, we can naturally extend our results to more models from item







Throughout this thesis, we use linear algebra terminology. A summary of
this terminology is below.
• Transpose:
Defined as X′, where X is a n×m matrix, X′ is a m× n matrix such
that the rows and columns of X have been swapped.
• Diagonal matrix:
A matrix where all off-diagonal elements are zero,
Djj = c, Djk = 0 if j 6= k,
where c is a numeric value. In this thesis, we will define a diagonal
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matrix as diag{D} where D is the vector of diagonal elements. When
extracting the diagonal elements of a matrix, we will write diag(A).
• Eigenvalue:
An eigenvalue, λ, of a matrix is defined as
Av = λv,
where A is a matrix of size n×m and v is a vector of length m.
• Trace:





The determinant (det) is a function that can be applied to a square






The rank of a n×m matrix A, (rank(A)), is the number of linearly in-
dependent rows/columns. If A is full-rank, then rank(A) = min(n,m).
• Inverse matrix:
If a matrix A is square and full rank, then there exists a matrix A−1
such that
A−1A = I = AA−1.
• Generalised inverse:
A generalised inverse is a matrix that satisfies some, but not all of the
properties of the inverse matrix. We use two types of generalised inverse
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in this thesis. In Chapter 1, we use left and right inverses. Given a
n×m matrix X, we can say a left inverse, X− exists if,
X−X = Im.
Similarly, a right inverse X− exists if,
XX− = In.
In Chapter 4, we had to consider a square matrix A that is not full-
rank. While such a matrix is not invertible, a pseudo (or generalised)
inverse does exist, which we will call A−, that satisfies some but not
all of the properties of a true inverse.
• Hadamard multiplication:
Defined by ◦, Hadamard multiplication is element-wise multiplication
of two n×m matrices A and B such that,
(A ◦B)ij = Aij ×Bij.
• Kronecker product:
Used in Chapters 1 and 2, the Kronecker product, ⊗, of a n×m matrix
A with a o× p matrix B is a no×mp matrix such that,
A⊗B =





An1B · · · AnmB
 .
• Null space:
A basis for the null space, or kernel, of a n×m matrix A is a m× (m−
rank(A)) matrix X satisfying,
AX = 0.
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• Singular value decomposition:
Singular value decomposition, which forms the basis for enforcing iden-
tification in the models presented in Chapter 4 and 5, and also is the
basis for finding principal components, is the factorisation of a n ×m
matrix A into,
A = Udiag{D}V′,
where U,V are orthogonal matrices of size n×f and m×f , respectively
and D is a vector of singular values of length f , where f ≤ min(n,m).
A.1.2 Hyperbolic and trigonometric functions
In Chapter 4 and Appendix A.3, we make use of hyperbolic and trigonometric
identities to simplify the expression for the mean of a logit normal random
variable and the binomial likelihood respectively. A summary of the identities
used are given below:









• Even/odd functions and hyperbolic and trigonometric functions.
cosh(x) = cosh(−x) sinh(x) = − sinh(−x) tanh(x) = − tanh(−x)
cos(x) = cos(−x) sin(x) = − sin(−x) tan(x) = − tan(−x).
• Some hyperbolic identities.
1 + ex = 2 cosh(x/2)ex/2 (A.1)
ex = cosh(x) + sinh(x) (A.2)
sinh(x+ y) = sinh(x) cosh(y) + cosh(x) sinh(y) (A.3)
cosh(x+ y) = cosh(x) cosh(y) + sinh(x) sinh(y). (A.4)
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• Hyperbolic identities involving complex numbers.
eix = cos(x) + i sin(x) (A.5)
cosh(ix) = cos(x) (A.6)
sinh(ix) = i sin(x) (A.7)
tanh(ix) = i tan(x). (A.8)
A.2 Derivation of the PEVMean as a func-
tion of the variance-covariance matrix of
estimated fixed effects only
This appendix originally appeared in Holmes et al. (2017a).
The equation of a linear mixed model has the following matrix form,
y = Xβ + Zu + e,Var(u) = G,Var(e) = R.
Solutions for β,u can be found by solving the mixed model equations (Hen-








Z + G−1)û = Z′R
−1
y. (A.10)
The exact relationship between PEV and the variance of estimated fixed
effects Var(β̂) is found by taking the variance on both sides of (A.9) and





































To simplify (A.11), we assume R = σ2eI where I is the identity matrix,
X′XVar(β̂)X′X− σ2eX′X = X′ZVar(û− u)Z′X
Var(X′Xβ̂)− σ2eX′X = Var(X′Z(û− u)). (A.12)
For the derivations of function 2 and function 3, it is assumed the intercept
is absorbed into the contemporary group fixed effect.
Formula for function 2
If contemporary group is the only fixed effect included, X′X is a diagonal
matrix with (X′X)ii corresponding to the number of observations in contem-
porary group i. The entries of X′Z indicate which contemporary group a
particular animal belongs to. In this setting, the matrix (X′X)−1X′Z is the
linear transformation from u to ū, where ū is the vector of breeding values
averaged by contemporary group. This simplifies (A.12) as follows,
(X′X)−1Var(X′Z(û− u)) = (X′X)−1(Var(X′Xβ̂)− σ2eX′X)(X′X)−1
Var((X′X)−1X′Z(û− u)) = Var(β̂)− σ2e(X′X)−1
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Var(û− u) = Var(β̂)− σ2e(X′X)−1.
Hence PEVMean = Var(β̂)− σ2e(X′X)−1 as shown above.
Formula for function 3
If contemporary group is not the only fixed effect included, X, is split into
two parts. X1 is the design matrix for contemporary groups and X2 is the
design matrix for non-contemporary group fixed effects. In this setting, the
matrix (X′1X1)
−1X′1Z is the linear transformation from u to ū with respect to
contemporary groups. To derive function 3, (A.12) is re-written partitioning
X as described and partitioning β̂ into β̂1, β̂2, which are vectors of estimated



























































































































−1 − σ2e(X′1X1)−1, as
shown above.
A.3 The Pólya-gamma distribution and bino-
mial likelihoods
A.3.1 Definition and some properties of the Pólya-
gamma distribution
The Pólya-gamma distribution PG(b, c) was defined in Polson et al. (2013)







(i− 1/2)2 + c2
4π2





) and variance b
4c3
(sinh(c) − c)sech2( c
2
). The PG(b, c)
distribution can be constructed from the PG(b, 0) distribution as follows,
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For the limiting case when c = 0, the mean is b
4
and the variance is b
24
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A.3.2 Link between the Pólya-gamma distribution and
binomial likelihood









This likelihood can be re-expressed in terms of exponential and hyperbolic







Using properties of the Pólya-gamma distribution outlined earlier, we can
remove cosh(θ/2)−n. This changes the likelihood of interest from [y|θ] to
































which is the base for fitting the models efficiently in Chapters 4 and 5.
A.4 Derivation of constrained Gibbs samplers
In this thesis, we consider three models for modelling latent structure in mul-
tivariate binomial data. Two of these are presented in Chapter 4 and the
third in Chapter 5. The choice of name is based on the similarity between
the model assumed for the logit link θ and a corresponding latent variable
model developed for normally distributed continuous or binary data.
The principal component model:
θ = 1nµ
′ + FΛ′
The factor analysis model:
θ = 1nµ
′ + FΛ′ + ε, ε ∼ N (0,Ψ)
The Rasch + probabilistic princpal component model:
θ = β1′k + FΛ
′ + ε, ε ∼ N (0, σ2Ik)
All models assume the elements of the observed data Y are realisations of a
binomial random variable,
Yij ∼ Bin(Nij,Pij), (i = 1, . . . , n; j = 1, . . . , k),
where the probability of success for observed variable j, Pj, is a random
variable modelled through a logit link function applied element-wise, Pij =
(1+e−θij)−1. To fit the models we use blocked Gibbs sampling. This requires
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us to determine conditional posterior distributions. As some parameters in
the models we propose are not identifiable, we add steps in the Gibbs sampler
to ensure identifiability.
A.4.1 The principal component model
The principal component model for the logit link,
θ = 1nµ
′ + FΛ′.
under normal priors for the scores, Fi ∼ N (0, If ) and loadings Λl ∼ N (0,σ2λlIk),
a constant prior for µ, an inverse-gamma prior for the variances of the load-
ings, σ2λl ∼ IG(αΛ, βΛ) and using Pólya-gamma data augmentation with









































Based on the joint distribution in (A.21), the set of conditional posteriors,
where − denotes conditioning on all other parameters, to be sampled from
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in the Gibbs sampler are,
[ωij | −] = PG(Nij, |µj + FiΛ′j|)








[Fi | −] = N
{




[Λj | −] = N
{
(Yj −Nj/2− ωjµj)′F(diag{σ2λ}−1 + F′diag{ωj}F)−1,
(diag{σ2λ}−1 + F′diag{ωj}F)−1
}
[σ2λl | −] = IG
(






In the conditional posteriors, Yi,Ni,ωi are row vectors of length k consisting
of the ith row of Y,N or ω respectively. Similarly Yj,Nj,ωj are column
vectors of length n consisting of the jth column of Y,N or ω respectively. ◦
was defined in Appendix A.1.
Steps to enforce identifiability in the principal component model
In the principal component model, estimates of F and Λ obtained using the
unconstrained conditional posteriors given above are not identifiable, but
θ = 1nµ
′ + FΛ′ is. To ensure identifiability of parameter estimates, the
following step was performed before starting the Gibbs sampler.
• Calculate SVD of rank f for Y−1nȲ′, where Ȳ are the column means
of Y,
Y − 1nȲ′ = UY diag{DY }V′Y .
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To obtain identified estimates, F̃ and Λ̃, we perform the following steps at
each iteration of the Gibbs sampler after µ,F and Λ have been updated. In






• Find an improved estimate of µ by calculating the column means of θ,
µ̃j = θ̄j.
• Calculate rank f SVD of θ − 1nµ̃′,
θ − 1nµ̃′ = Udiag{D}V′.
• Calculate S, a vector whose elements Sl are the sign of the correlation
of the lth column of V and V′Y ,
Sl = sign{cor(VY l,Vl)}.




• Find an identified estimate of Λ,
Λ̃ = Vdiag{D ◦ S}/
√
n− 1,
where ◦ was defined in Appendix A.1.




A.4.2 The factor analysis model
The factor analysis model for the logit link,
θ = 1nµ
′ + FΛ′ + ε.
under normal priors for the scores, Fi ∼ N (0, If ) and loadings Λl ∼ N (0, σ2λlIk),
a constant prior for µ, a normal prior for the errors ε ∼ N (0,Ψ) where Ψ
is a diagonal matrix, inverse-gamma priors for the variances of the loadings,
σ2λl ∼ IG(αΛ, βΛ) and for the error variances, Ψjj ∼ IG(α, β), and using










































Based on the joint distribution in (A.22), the set of conditional posteriors,
where − denotes conditioning on all other parameters, to be sampled from
in the Gibbs sampler are,
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[ωij | −] = PG(Nij, |θij|)




[Fi | −] = N
{
(θi − µ′)Ψ−1Λ(If + Λ′Ψ−1Λ)−1, (If + Λ′Ψ−1Λ)−1
}
[Λj | −] = N
[
(Ψjj)
−1(θj − µj)′F{(diag{σ2λ}−1 + F′F/Ψjj)}−1,
{(diag{σ2λ}−1 + F′F/Ψjj)}−1
]
[θij | −] = N{(1/Ψjj + ωij)−1{Yij −Nij/2 + (µj + FiΛ′j)/Ψjj}, (1/Ψjj + ωij)−1}
[Ψjj | −] = IG(α + n/2, β +
n∑
i=1
(θij − µj − FiΛ′j)2/2)
[σ2λl | −] = IG
(






In the conditional posteriors, θi is a row vector of length k consisting of the
ith row of θ. Similarly θj is a column vector of length n consisting of the
jth row of θ.
Steps to enforce identifiability in the factor analysis model
Like the principal component model, estimates of F and Λ in the factor
analysis model obtained from the unconstrained conditional posteriors given
above are not identifiable, while A = 1nµ
′+ FΛ′ is. To ensure identifiability
of parameter estimates, the following step is performed before starting the
Gibbs sampler.
• Calculate SVD of rank f for Y−1nȲ′, where Ȳ are the column means
of Y,
Y − 1nȲ′ = UY diag{DY }V′Y .
226
To obtain identified estimates, F̃ and Λ̃, we perform the following steps at
each iteration of the Gibbs sampler after µ,F and Λ have been updated. In






• Find an improved estimate of µ by calculating the column means of A,
µ̃j = Āj.
• Calculate rank f SVD of A− 1nµ̃′,
A− 1nµ̃′ = Udiag{D}V′.
• Calculate S, a vector whose elements Sl are the sign of the correlation
of the lth column of V and V′Y ,
Sl = sign{cor(VY l,Vl)}.




• Find an identified estimate of Λ,
Λ̃ = Vdiag{D ◦ S}/
√
n− 1,
where ◦ was defined in Appendix A.1.




A.4.3 The Rasch + probabilistic principal component
model
The Rasch + probabilistic principal component model for the logit link,
θ = β1′k + FΛ
′ + ε.
under normal priors for the scores, Fi ∼ N (0, If ) and loadings Λjl ∼
N (0,σ2λl), a constant prior for β, a normal prior for the errors ε ∼ N (0, σ
2),
inverse-gamma priors for the variances of the loadings, σ2λl ∼ IG(αΛ, βΛ)
and for the error variances, σ2 ∼ IG(α, β), and using Pólya-gamma data









[Yij | ωij,θij][θij | βi,Fi,Λj, σ2]×


































Based on the joint distribution in (A.23), the set of conditional posteriors,
where − denotes conditioning on all other parameters, to be sampled from
in the Gibbs sampler are,
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[ωij | −] = PG(Nij, |θij|)








[Fi | −] = N
{
(θi − βi)Λ(If + Λ′Λ/σ2)−1/σ2, (If + Λ′Λ/σ2)−1
}
[Λj | −] = N
[
(θj − (β1′k)j)′F{(diag{σ2λ}−1 + F′F/σ2)}−1/σ2,
{(diag{σ2λ}−1 + F′F/σ2)}−1
]
[θij | −] = N{(1/σ2 + ωij)−1{Yij −Nij/2 + (βi + FiΛ′j)/σ2}, (1/σ2 + ωij)−1}





(θij − βi − FiΛ′j)2/2)
[σ2λl | −] = IG
(






In the conditional posteriors, θi is a row vector of length k consisting of the
ith row of θ. Similarly θj is a column vector of length n consisting of the
jth row of θ.
Steps to enforce identifiability in the Rasch + probabilistic princi-
pal component model
Like the principal component and factor analysis models, estimates of F and
Λ in the Rasch + probabilistic principal component model obtained using the
unconstrained conditional posteriors given above are not identifiable, while
A = β1′k + FΛ
′ is. To ensure identifiability of parameter estimates, the
following step is performed before starting the Gibbs sampler.
• Calculate singular value decomposition of rank f for Y − Ȳ1′k, where
Ȳ are the row means of Y,
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Y − Ȳ1′k = UY diag{DY }V′Y .
To obtain identified estimates, F̃ and Λ̃, we performed the following steps at
each iteration of the Gibbs sampler after β,F and Λ had been updated. In




A = β1′k + FΛ
′.
• Find an improved estimate of β by calculating the row means of A,
β̃i = Āi.
• Calculate rank f singular value decomposition on A− β̃1′k,
A− β̃1′k = Udiag{D}V′.
• Calculate S, a vector whose elements Sl are the sign of the correlation
of the lth column of V and V′Y ,
Sl = sign{cor(VY l,Vl)}.




• Find an identified estimate of Λ,
Λ̃ = Vdiag{D ◦ S}/
√
n,
where ◦ was defined in Appendix A.1.
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• Find an identified estimate of σ2λ,
σ̃2λ = D
2/(nk − n).
A.5 Variational Bayes approximate distribu-
tions for Rasch + probabilistic principal
component model
Our implementation of the Rasch + probabilistic principal component model
utilises mean-field variational Bayes approximations for the posterior distri-
bution of the set of parameters Θ. Based on the results in Section A.4.3, our
choice of partition is,
{ωij,βi,Fi,Λj,θij, σ2,σ2λl} (i = 1, . . . n; j = 1, . . . k; l = 1, . . . f).
As variational Bayes is based on iteratively calculating expectations, it is
more appropriate to work with precisions than with variances. Hence the set
of parameters updated in each iteration of the variational Bayes algorithm
are,
{ωij,βi,Fi,Λj,θij, τ, τ 2λl} (i = 1, . . . n; j = 1, . . . k; l = 1, . . . f),
where τ = 1/σ2 and τλl = 1/σ
2
λl
. To determine the approximate distribu-
tions Q, we need the log of the joint distribution of parameters and data






{(Yij −Nij/2)θij−ωij/2θ2ij + log(τ)/2− τ(θij − βi − FiΛ′j)2/2 + log{[ωij]}}














{(αΛ − 1) log(τλl)− γΛτλl}. (A.24)
A.5.1 Determination of approximate posterior distri-
butions Q




This corresponds to the exponential tilting that allows a PG(b, c) dis-






In the updating of other parameters in the model, we will require









• βi. The component of (A.24) that is a function of βi is,
k∑
j=1















In the updating of other parameters in the model, we will require E(βi)
and Var(βi). Based on the approximate posterior above, this is
E(βi) = {E(θ)− E(F)E(Λ′)}i
Var(βi) = kτ.
• Fi. The component of (A.24) that is a function of Fi is,
k∑
j=1











This corresponds to the kernel of a normal distribution, indicating
Q(Fi) = N (E(τ)(E(θi)− E(βi)1′k)E(Λ)Var(Fi),Var(Fi)).





jΛj)}−1, is not indexed by i. This means Var(Fi)
= Var(F) ∀i and therefore E(F) can be updated as a single block.
Later, we will show this is also true for Λ. In the updating of other
parameters in the model, we will require E(F) and Var(F). Based on
the approximate posterior above, this is
E(F) = E(τ)(E(θ)− E(β)1′k)E(Λ)Var(F)
Var(F) = (If + E(τ){kVar(Λ) + E(Λ)′E(Λ)})−1.

















This corresponds to the kernel of a normal distribution, indicating
Q(Λj) = N (E(τ){E(θj)− E(βi)1′k)′E(F)}Var(Λj),Var(Λj)).





iFi)}−1, is not indexed by j. This means Var(Λj) =
Var(Λ) ∀j and therefore E(Λ) can be updated as a single block. In
the updating of other parameters in the model, we will require E(Λ)
and Var(Λ). Based on the approximate posterior above, this is
E(Λ) = E(τ)(E(θ)− E(β)1′k)′E(F)Var(Λ)
Var(Λ) = (diag{E(τλ)}+ E(τ){nVar(F) + E(F)′E(F)})−1.
• τλl . The component of (A.24) that is a function of τλl is,
k∑
j=1
{log(τλl)/2−τλlΛ2jl/2}+ (αΛ − 1) log(τλl)− γΛτλl}.
This corresponds to the kernel of a gamma distribution,
Q(τλl) = Ga(al, bl),





terms inside the expectations, we obtain
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In the updating of other parameters in the model, we will require
E(τλl). This is al/bl.
• θij. The component of (A.24) that is a function of θij is,
(Yij −Nij/2)θij − ωijθ2ij/2− τ(θij − βi − FiΛ′j)2/2
∝ −θ2ij(ωij + τ)/2 + θij{Yij −Nij/2 + τ(βi + FiΛ′j)}.
This corresponds to the kernel of a normal distribution, indicating
Q(θij) = N ({Yij−Nij/2+E(τ)(E(βi)+E(Fi)E(Λ′j))}Var(θij),Var(θij)).
In the updating of other parameters in the model, we will require E(θij)
and Var(θij). Based on the approximate posterior above, this is
E(θij) = {Yij −Nij/2 + E(τ)(E(βi) + E(Fi)E(Λ′j))}(E(ωij) + E(τj))−1
Var(θij) = (E(ωij) + E(τj))
−1.





{−τ(θij − βi − FiΛ′j)2 + log(τ)/2}+ (α− 1) log(τ)− γτ.
This corresponds to the kernel of a gamma distribution, indicating
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Q(τ) = Ga(a, b),




j=1E{(θij − βi − FiΛ′j)2}/2.
Expanding the terms inside the expectations, we obtain





{Var(θij) + E(θij)2 + Var(βi) + E(βi)2 − 2E(θij)E(βi) +
Tr[{Var(Λj) + E(Λj)′E(Λj)}{Var(Fi) + E(Fi)′E(Fi)}]−
2{E(θij)− E(βi)}E(Fi)E(Λj)′},
where Tr is the matrix trace. In the updating of other parameters in
the model, we will require E(τ). This is a/b.
A.5.2 Enforcement of identification
The estimates of F and Λ obtained from the variational Bayes implemen-
tation of the Rasch + PPCA model are not identifiable. Therefore after θ










2 ≤ ε, we perform the following steps to enforce identifiability in esti-
mates of F, F̃ and Λ, Λ̃. As with the Gibbs sampler, these steps also produce
improved estimates of β̃, σ̃2λ.
• Build A using the estimates of β,F,Λ at the iteration when θ con-
verged,
A = β1′k + FΛ
′.
• Find an improved estimate of β by calculating the row means of A,
β̃i = Āi.
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• Calculate rank f singular value decomposition of A− β̃1′k,
A− β̃1′k = Udiag{D}V′.
• Calculate S, a vector whose elements are the sign of the first row of V,
Sl = sign{V1}.




• Find an identified estimate of Λ,
Λ̃ = Vdiag{D ◦ S}/
√
n,
where ◦ was defined in Appendix A.1.
• Find an identified estimate of σ2λ,
σ̃2λ = D
2/(nk − n).
A.6 Conditional expectations and variances
of multivariate binomial data under Pólya-
gamma data augmentation
In the models under consideration in Chapter 4, we assume that the rows of
the observed data Yi are realisations from a binomial-logit-normal distribu-
tion, Yij|Pij ∼ Bin(Nij,Pij) where logit(Pi) = θi ∼ N (µ,Σ). The form of
Σ depends on the model and are listed below.
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Principal component model: Σ = Λ′Λ.
Factor analysis model: Σ = Λ′Λ + Ψ where Ψ is a diagonal matrix.
We will now give some results concerning expectations and variances of ob-
served multivariate binomial data for the models proposed in the context of
Pólya-gamma data augmentation. To begin, consider the Pólya-gamma data
augmented likelihood as given in Appendix A.3.
A.6.1 Pólya-gamma augmented likelihood and expo-
nential families
Consider data, y, drawn from a distribution with parameters Θ from the
exponential family (Pitman, 1936),
[y|Θ] = h(y)et(y)η(Θ)−b(Θ).
Letting Θ = (ω, θ), we find that the Pólya-gamma augmented binomial like-
lihood is over-parametrized,
[y | θ, ω] = h(y)et(y)η(θ,ω)−b(θ,ω),





, t(y) = y − n
2




Nevertheless, the expectation and variance of t(y) | θ, ω can be calculated by
taking the first and second derivatives of b(θ, ω) with respect to η(θ, ω),
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E(t(y) | θ, ω) = E(y | θ, ω)− n/2 = d(ωθ2)/dθ = 2ωθ/2 = ωθ
Var(t(y) | θ, ω) = Var(y − n/2 | θ, ω) = d2(ωθ2)/dθ2 = ω.
A.6.2 Conditional expectations and variances
We can generalise the result for the expectation and variance in Appendix
A.6.1 to the multivariate case as follows:
• E(Yi|θi,ωi) = ωi ◦ θi + Ni2
• Var(Yi|θi,ωi) = diag{ωi},
where ◦ was defined in Appendix A.1 and Yi,θi,ωi are vectors consisting of
the ith row of Y,θ,ω respectively.
From the expectation and variance of Yi conditional on ωi and θi, the ex-
pectation and variance of Yi, conditional on ωi alone can be found.
Marginalising over θi.
The expectation, variance and covariance of Yi conditional on ωi is:
E(Yi|ωi) = Eθi(E(Yi|θi,ωi)) = Eθi(ωi ◦ θi +
Ni
2
) = ωi. ◦ µ′ +
Ni
2
Var(Yi|ωi) = Eθi(Var(Yi|θi,ωi)) + Varθi(E(Yi|θi,ωi))
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