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Abstrakt
Tato pra´ce se zaby´va´ a oveˇrˇuje novou metodu segmentace obrazu, kterou zverˇejnil Go-
relick L. et al. v cˇla´nku ”Recursive MDL via Graph Cuts: Application to Segmentation”
(ICCV 2011). Metoda poskytuje poneˇkud neobvyklou reprezentaci obrazu pomocı´ tzv.
za´plat. Tato reprezentace je velmi uzˇitecˇna´, jelikozˇ jsou s jejı´ pomocı´ v obraze detekova´ny
oblasti, ve ktery´ch se opakuje neˇjaky´ vzor (za´plata). K nalezenı´ za´platove´ reprezentace
je pouzˇito principu hleda´nı´ minima´lnı´ de´lky popisu, pro jehozˇ rˇesˇenı´ jsou vyuzˇı´va´ny
grafove´ rˇezy. V pra´ci je uveden teoreticky´ za´klad jak zmı´neˇne´ segmentacˇnı´ metody, tak
grafovy´ch rˇezu˚, o ktere´ se metoda opı´ra´. Kromeˇ teoreticke´ho popisu byla v ra´mci pra´ce
metoda naimplementova´na a oveˇrˇena na sadeˇ experimentu˚, ktere´ jsou v pra´ci zdokumen-
tova´ny.
Klı´cˇova´ slova: segmentace obrazu, grafovy´ rˇez, minima´lnı´ de´lka popisu, hierarchicke´
splynutı´, rekurze, za´platovy´ model, alpha expanze
Abstract
This thesis deals with a new image segmentation method, published by L. Gorelick et al.
in the article ”RecursiveMDLviaGraphCuts: Application to Segmentation” (ICCV 2011).
The method provides a novel patch-based image representation. This representation is
very useful because it detects the regions with repetitive pattern in image. The principle
of finding minimum description length, which is determined by making use of the graph
cut algorithm, is applied to find the patch-based representation. The thesis presents the
theoretical basis for both the segmentation method as well as for the graph cuts, which
are the basis areas in this context. In addition to the theoretical description, the method is
implemented and verified on a set of experiments that are documented in the thesis.
Keywords: image segmentation, graph cut, minimum description length, hierarchical
fusion, recursion, patch-based model, alpha expansion
Seznam pouzˇity´ch zkratek a symbolu˚
GC – graph cuts
CT – computer tomograph
MDL – minimum descriptioin length
RDAG – rooted directed acyclic graph
HF – hierarchical fusion
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41 U´vod
Vy´znamnou soucˇa´stı´ digita´lnı´ho zpracova´nı´ obrazu je jeho segmentace. Pro segmentaci
jizˇ bylo navrzˇeno mnoho metod. Zˇa´dna´ z nich vsˇak nenı´ povazˇova´na jako univerza´lnı´.
Pro kazˇdou jsou vhodne´ urcˇite´ typy obra´zku˚. Ja´ se v te´to pra´ci zaby´va´m a prakticky
oveˇrˇuji novou segmentacˇnı´ metodu, kterou navrhli Gorelick L. et al. v cˇla´nku ”Recursive
MDL via Graph Cuts: Application to Segmentation”(ICCV 2011). Tato metoda je vhodna´
pro segmentaci obra´zku˚, ve ktery´ch se vyskytujı´ oblasti s neˇjaky´m opakujı´cı´m se vzorem.
Pod takovy´m obra´zkem si prˇedstavte trˇeba fotografii polı´ s tulipa´ny, kde majı´ tulipa´ny
v kazˇde´m poli jinou barvu. Opakujı´cı´m se vzorem je v tomto prˇı´padeˇ ru˚zneˇ barevny´
tulipa´n a segmentace by meˇla od sebe oddeˇlit pole, ve ktery´ch majı´ tulipa´ny ru˚zne´ barvy.
Zmı´neˇny´ opakujı´cı´ se vzor je jinak oznacˇova´n jako za´plata. Vy´hodou je, zˇe za´plata nenı´
nicˇı´m jiny´m nezˇ obra´zkem a lze na nı´ aplikovat stejnou mysˇlenku segmentace. Takovy´m
rekurzivnı´m procesem vznika´ tzv. za´platovy´ model obrazu. K nalezenı´ tohoto modelu
je pouzˇito principu hleda´nı´ minima´lnı´ de´lky popisu, k jehozˇ rˇesˇenı´ jsou pouzˇity grafove´
rˇezy.
Text pra´ce zacˇı´na´ strucˇny´m u´vodem do segmentace. Po neˇm na´sleduje kapitola ty´ka-
jı´cı´ se grafovy´ch rˇezu˚. Jelikozˇ jsou grafove´ rˇezy za´sadnı´ pro popisovanou segmentacˇnı´
metodu, je jejich popis pomeˇrneˇ podrobny´. V dalsˇı´ kapitole se nacha´zı´ detailnı´ vy´klad
segmentacˇnı´ metody, kterou se zaby´va´m. Cı´lem pra´ce bylo take´ tuto metodu naimple-
mentovat a prakticky oveˇrˇit jejı´ funkcˇnost. V pa´te´ kapitole je proto zdokumentova´na sada
experimentu˚, ktere´ jsem provedl pomocı´ vlastnı´ implementace. V sˇeste´ kapitole uva´dı´m
strucˇny´ komenta´rˇ k implementaci.
52 Segmentace obrazu
2.1 U´vod
V oblasti analy´zy digita´lnı´ho obrazu je segmentace jednı´m z prvnı´ch kroku˚. Jedna´ se
o proces, kdy je vstupnı´ obraz rozdeˇlen do neˇkolika oblastı´ (segmentu˚). Kazˇdou oblast
tvorˇı´ mnozˇina pixelu˚, ktere´ spolu neˇjaky´m zpu˚sobem souvisı´. Naprˇı´klad barvou, jasem,
podobnostı´ textury. Jednotlive´ oblasti se nesmı´ prˇekry´vat a dohromady pokry´vajı´ cely´
obraz. Dı´ky segmentaci zı´ska´me jinou reprezentaci obrazu, ktera´ umozˇnı´ snadneˇjsˇı´ a lepsˇı´
zpracova´nı´ v dalsˇı´ch krocı´ch obrazove´ analy´zy. Jak hned uka´zˇu, vy´stupem segmentace
nemusı´ by´t jenom oblast. Mu˚zˇe se taky jednat o hranici objektu popsanou prˇı´mkami,
krˇivkami atd..
Pozdeˇji v textu uslysˇı´te pojem znacˇka. Te´ se vyuzˇı´va´ v takove´ definici segmentace, kdy
je kazˇde´mu pixelu obra´zku pomocı´ neˇjake´ho algoritmu prˇirˇazena pra´veˇ jedna znacˇka a
pixely se stejnou znacˇkoumajı´ podobne´ vizua´lnı´ vlastnosti a tedy dohromady tvorˇı´ oblast
(segment).
Pro segmentaci jizˇ bylo navrzˇeno mnoho algoritmu˚. Dosud vsˇak nebyl nalezen zˇa´dny´
univerza´lnı´ algoritmus, ktery´ by byl vhodny´ pro ru˚zne´ druhy obrazu˚ a odlisˇne´ aplikace.
Proto je nutne´, prokazˇdouaplikaci a neˇjakou skupinuobrazu˚, zvla´sˇt’citliveˇ vybrat vhodny´
algoritmus.
2.2 Vyuzˇitı´
Analy´za obrazu a jejı´ nedı´lna´ soucˇa´st segmentace je vyuzˇı´va´na v mnoha odveˇtvı´ch. Se
zdokonalova´nı´m segmentacˇnı´ch metod, vyuzˇitı´m veˇtsˇı´ho vy´pocˇetnı´ho vy´konu a dalsˇı´mi
inovacemi - roste i pocˇet odveˇtvı´ pouzˇitı´. Zmı´nı´m alesponˇ neˇkolik, ktere´ na´s obklopujı´.
Biometrie
Biometrie je dnes uzˇ velice rozsˇı´rˇeny´ zpu˚sob pro autentizaci. Vyuzˇı´va´ jedinecˇnosti biolo-
gicky´ch charakteristik cˇloveˇka. Mezi autentizace, ktere´ vyuzˇı´vajı´ segmentace, patrˇı´
• detekce otisku prstu
• detekce oblicˇeje
• detekce ocˇnı´ duhovky
• detekce ocˇnı´ sı´tnice
6Obra´zek 2.1: Vlevo je uka´zka vstupnı´ho obrazu otisku prstu pro segmentaci. Na obra´zku
vpravo je vy´sledek segmentace (mezikruzˇı´) fotografie oka pro zı´ska´nı´ duhovky. Zdroj:
[14, 15]
Zpracova´nı´ le´karˇsky´ch snı´mku˚
V tomto odveˇtvı´ jde veˇtsˇinou o to automaticky nale´zt na snı´mcı´ch neˇco, co tam nor-
ma´lneˇ nepatrˇı´ (naprˇ. na´dor, zlomenina). Segmentujı´ se jake´koliv medicı´nske´ snı´mky, at’
uzˇ se jedna´ o snı´mky rentgenove´, CT,magneticke´ rezonance, ultrazvuku, endoskopicky´ch
kamer apod..
Dalsˇı´ skveˇlou vlastnostı´ naprˇ. magneticke´ rezonance je, zˇe poskytuje sadu snı´mku˚.
Pokud se na kazˇde´m z nich aplikuje segmentace a segmentovane´ oblasti se neˇjaky´m
dalsˇı´m algoritmem sloucˇı´, zı´ska´me 3D model.
Obra´zek 2.2: Uka´zka segmentace srdce na snı´mku magneticke´ rezonance, Zdroj: [13]
Doprava
V soucˇasnosti je v nejveˇtsˇı´m rozmachu automaticke´ rˇı´zenı´ auta. S tı´m souvisı´ mnoho
obrazove´ho zpracova´nı´. Naprˇ.
• detekce okraju˚ vozovky
7• detekce dopravnı´ch znacˇek
• detekce okolnı´ch vozidel
Dalsˇı´ aplikace segmentace obecneˇ v dopraveˇ jsou naprˇ.
• pocˇı´ta´nı´ automobilu˚
• detekce SPZ (automaticke´ rozmaza´nı´, automaticke´ otevı´ra´nı´ vrat)
• detekce chodcu˚
To byl jen strucˇny´ vy´cˇet oblastı´, kde se segmentace obrazu vyuzˇı´va´. Neˇktera´ vyuzˇitı´ uzˇ
beˇzˇneˇ kolem sebe vı´da´me, neˇktera´ jsou v pocˇa´tcı´ch. Od te´to prakticke´ uka´zky se prˇesunu
zpeˇt k popisu segmentace. Zmı´nil jsem, zˇe existuje mnoho technik pro segmentaci. Ve
strucˇnosti je rozdeˇlı´m do neˇkolika kategoriı´ a kazˇdou kra´tce popı´sˇu.
2.3 Za´kladnı´ deˇlenı´
Zpu˚sobu˚, jak rozdeˇlit druhy segmentacı´, je vı´ce. Mu˚zˇeme je deˇlit trˇeba na loka´lnı´ cˇi
globa´lnı´. Podle zpu˚sobu vy´pocˇtu naprˇı´klad na sekvencˇnı´ a paralelnı´. Jestli pracujı´ auto-





Do te´to skupiny zarˇadı´m jednu z nejjednodusˇsˇı´ch, za´rovenˇ vsˇak velmi rychlou metodu,
v cˇeske´ literaturˇe zvanou, prahovanı´ (v anglicke´ literaturˇe zna´ma´ jako thresholding).
Prahova´nı´ Vsamotne´mza´kladu tatometodaprocha´zı´ vsˇemipixely obrazu aporovna´va´
jas v dane´m pixelu a stanoveny´ pra´h. Je-li jas nizˇsˇı´ nezˇ pra´h, je aktua´lnı´ pixel oznacˇen jako
pixel pozadı´. Naopak pokud je pra´h vysˇsˇı´, je pixel oznacˇen jako patrˇı´cı´ objektu. Poprˇı´padeˇ
se mu˚zˇou pixely pozadı´ oznacˇit jako patrˇı´cı´ objektu a naopak. Vy´sledkem je tedy obraz,
ktery´ obsahuje pouze dveˇ hodnoty - je tedy bina´rnı´.
Zatı´m jsem nezmı´nil jednu podstatnou veˇc. A to jak se stanovı´ pra´h. Na zacˇa´tku
kapitoly jsem uvedl, zˇe podle aplikace volı´me vhodnou segmentacˇnı´ metodu. Tato volba
pokracˇuje i uvnitrˇ metody. V tomto prˇı´padeˇ, pokud je nutne´, aby metoda pracovala
automaticky, tak je pra´h pocˇı´ta´n naprˇ. jako pru˚meˇr nebo media´n jasu˚ vsˇech pixelu˚ nebo
8vypocˇten neˇjakou lepsˇı´ metodou na za´kladeˇ znalosti histogramu.Neˇkdy je vhodne´ vyuzˇı´t
lidske´ho vnı´ma´nı´ a pra´h urcˇit manua´lneˇ.
Co kdyzˇ ale potrˇebujeme vı´ce nezˇ jen rozdeˇlenı´ obrazu do dvou segmentu˚? Ani to
nenı´ pro tuto metodu prˇeka´zˇkou. Jednodusˇe prˇida´me dalsˇı´ prahy a jasy pixelu˚ testujeme
na intervaly vznikle´ mezi prahy.
Je vhodne´ abych uvedl i neˇjakou slabinu te´to metody. Nepru˚strˇelna´ opravdu nenı´.
Naprˇı´klad prˇi sˇpatne´m osveˇtlenı´ sce´ny v obraze mu˚zˇe metoda neˇktere´ cˇa´sti objektu
chybneˇ oznacˇit jako pozadı´ a naopak.
Obra´zek 2.3: Uka´zka pouzˇitı´ prahova´nı´ s automaticky nastaveny´m prahem v graficke´m
programu GIMP
Hleda´nı´ hran
V te´to sekci uvedudva zajı´mave´ zpu˚sobynalezenı´ hrany objektu.Hranice semu˚zˇe skla´dat
z neˇkolika u´secˇek nebo trˇeba jen z jedne´ krˇivky. Prvnı´m zpu˚sobem nalezenı´ hrany, le´pe
rˇecˇeno sadou metod, jsou metody, ktere´ vyuzˇı´vajı´ prvnı´ derivace jasove´ funkce.
Gradientnı´ metody Tyto metody vyuzˇı´vajı´ skutecˇnosti, zˇe v mı´steˇ hrany ma´ absolutnı´
hodnota prvnı´ derivace pru˚beˇhu jasu vysokou hodnotu [17]. Velikost (intenzita) hrany
je urcˇena hodnotou derivace. Pro vy´pocˇet (aproximaci) gradientu bylo vyvinuto neˇkolik
opera´toru˚. Vy´hodou gradientnı´ch metod je rychlost. Slabinou jsou obra´zky posˇkozene´
sˇumem, kdy vznikajı´ hrany i tam, kde ve skutecˇnosti nejsou.
Druhy´m zajı´mavy´m zpu˚sobem nalezenı´ hrany je vyuzˇitı´ tzv. aktivnı´ch kontur (active
contours).
Aktivnı´ kontury Pozadı´ te´to metody je poneˇkud obsa´hlejsˇı´, nicme´neˇ metoda je velmi
pouzˇı´vana´, proto je vhodne´ ji alesponˇ zmı´nit. V principu je do obra´zku polozˇen had
(mnozˇina spojeny´ch u´secˇek) a ten pomocı´ minimalizace urcˇite´ energie objektu objekt
obejme. K vy´pocˇtu energie se mimo jine´ vyuzˇı´va´ i gradientu.
9Velkouvy´hodou te´tometodyoproti gradientnı´mmetoda´m je, zˇe funguje i na obra´zcı´ch
posˇkozeny´ch sˇumem.
Obra´zek 2.4: Prakticka´ uka´zka pouzˇitı´ aktivnı´ kontury. Na prvnı´m obra´zku je videˇt pu˚-
vodnı´ obra´zek posˇkozeny´ sˇumem.Nadruhe´m je inicializovana´ aktivnı´ kontura.Na trˇetı´m
je videˇt vy´sledna´ hrana.
Hleda´nı´ oblastı´
Oblasti jsou hleda´ny dı´ky urcˇite´mu kriteriu homogenity. Naprˇ. podobna´ barva, jas, tex-
tura. Zna´my´mi metodami jsou spojova´nı´ a deˇlenı´ oblastı´.
Spojova´nı´ a deˇlenı´ oblastı´ U spojova´nı´ (nebo take´ sˇı´rˇenı´) oblastı´ jsou na zacˇa´tku male´
oblasti. Mu˚zˇou to by´t i samotne´ pixely. Jednotlive´ oblasti se porovna´vajı´ a pokud splnˇujı´
kriterium homogenity, tak jsou sloucˇeny do spolecˇne´ oblasti. Toto se opakuje, dokud je
v obraze co spojovat.
U deˇlenı´ je to obra´ceneˇ. Zacˇı´na´ se s jednou oblastı´, kterou tvorˇı´ cely´ obraz. Tato oblast
se iterativneˇ deˇlı´, dokud nenı´ ve vsˇech oblastech splneˇno kriterium homogenity. Zde je





Vprˇedchozı´ kapitole jsemza´meˇrneˇ jednu skupinu segmentacˇnı´ch technik vynechal. Jedna´
se o vyuzˇitı´ grafovy´ch algoritmu˚, potazˇmo grafovy´ch rˇezu˚ (graph cuts). Toto te´ma je
za´sadnı´ pro algoritmus, ktery´m se v te´to pra´ci zaby´va´m, a proto bude vysveˇtleno pomeˇrneˇ
podrobneˇ. V na´sledujı´cı´ cˇa´sti uka´zˇu, jaky´m zpu˚sobem lze grafove´ rˇezy vyuzˇı´t prˇı´mo
k segmentaci obrazu. To vsˇak nenı´ jedinou mozˇnostı´ grafovy´ch rˇezu˚. V podkapitole 3.3
uka´zˇu pouzˇitı´ grafovy´ch rˇezu˚ k nalezenı´ minima funkce (energie), a to pomocı´ algoritmu
α-expanze. Za´veˇrem se jesˇteˇ podı´va´me, jak lze algoritmus α-expanze rozsˇı´rˇit.
3.2 Grafove´ rˇezy a segmentace
Aplikace grafovy´ch rˇezu˚ umozˇnˇuje takovou segmentaci obrazu, ktera´ deˇlı´ obraz na dveˇ
cˇa´sti - objekt a pozadı´.Metoda, kterou popı´sˇu, platı´ obecneˇ proN-rozmeˇrny´ prostor.Mu˚zˇe
fungovat jak s interakcı´, tak automaticky.
Beˇhem inicializace metody, at’uzˇ interakcı´ nebo automaticky, je nutne´ neˇktere´ body
oznacˇit jako body reprezentujı´cı´ objekt a neˇktere´ reprezentujı´cı´ pozadı´. Takto oznacˇene´
body znacˇı´ tzv. tvrda´ omezenı´ a jsou pouzˇita da´le ve vy´pocˇtu. Jesˇteˇ existujı´ tzv. meˇkka´
omezenı´ zalozˇena´ na vlastnostech oblasti a hrany. Nezˇ se k nim dostanu, musı´m zave´st
potrˇebnou terminologii.
Necht’ P oznacˇuje mnozˇinu vsˇech pixelu˚ obrazu a N znacˇı´ mnozˇinu pa´ru˚ vsˇech
sousedı´cı´ch pixelu˚ {p, q}. Da´le necht’O znacˇı´ mnozˇinu vsˇech pixelu˚, ktere´ patrˇı´ do objektu
a B je mnozˇina vsˇech pixelu˚ patrˇı´cı´ch do pozadı´. A = (A1, . . . , Ap, . . . , A|P|) necht’ je
bina´rnı´ vektor, jehozˇ komponenty Ap urcˇujı´ prˇirˇazenı´ pixelu˚m p ∈ P . Kazˇde´ Ap mu˚zˇe
by´t ”obj” nebo ”bkg” (anglicke´ zkratky pro objekt a pozadı´). Samotny´ vektor A definuje
vy´slednou segmentaci.
Meˇkka´ omezenı´ zalozˇene´ na vlastnostech oblasti a hrany A jsou popsa´ny cenovou
funkcı´ E(A) jako













1 pokudAp ̸= Aq
0 jinak.
(4)
Koeficient λ ≥ 0 urcˇuje pomeˇr vlastnostı´ oblasti R(A) vu˚cˇi vlastnostem hranice B(A).
CˇlenR(A) prˇedpokla´da´, zˇe uzˇ jsou da´ny ceny odchylek vznikle´ prˇi zarˇazenı´ pixelu p jako
”obj” nebo ”bkg”, respektive cˇleny Rp(”obj”) a Rp(”bkg”). Takzˇe naprˇı´klad Rp(·) mu˚zˇe
odra´zˇet, jak odpovı´da´ jas pixelu p histogramu objektu a pozadı´.
CˇlenB(A) zahrnuje vlastnosti hranice segmentaceA. KoeficientB{p,q} ≥ 0urcˇuje cenu
za nespojitost mezi p a q. Pokud jsou naprˇ. jasy v pixelech p a q podobne´, je koeficient
vysoky´. Naopak pokud jsou jasy velice odlisˇne´, blı´zˇı´ se koeficient nule. Pro vy´pocˇet mu˚zˇe
by´t pouzˇit naprˇ. neˇktery´ z gradientnı´ch opera´toru˚.
Kminimalizaci funkce (1) a tedyk segmentaci jsoupouzˇity grafove´ rˇezy.Abych jemohl
vyuzˇı´t, musı´m neˇjaky´m zpu˚sobem prˇeve´st obraz na graf. Vytvorˇı´m tedy ohodnoceny´ graf
G = {V, E}, kde V je mnozˇina uzlu˚ (vrcholu˚) a E mnozˇina neorientovany´ch hran, ktere´
spojujı´ sousedı´cı´ uzly. Jednotlive´ uzly z mnozˇiny V odpovı´dajı´ pixelu˚m obrazu. Kazˇde´
hraneˇ e ∈ E v grafu je prˇirˇazena urcˇita´ neza´porna´ cena we.
Kvu˚li tzv. tvrdy´m omezenı´m (interakce uzˇivatele) jsou ke grafu prˇipojeny jesˇteˇ dalsˇı´
dva specia´lnı´ uzly. Uzel ”objektu”S a uzel ”pozadı´”T . Rˇı´ka´ se jim take´ termina´ly.Mnozˇinu
vrcholu˚ mu˚zˇeme tedy zapsat jako
V = P ∪ {S, T}.
Termina´ly S a T jsou spojeny s uzly grafu, ktere´ reprezentujı´ pixely obrazu tak, zˇe ke
kazˇde´mu uzlu existuje pra´veˇ jedna hrana, ktera´ ho spojı´ s uzlem S a pra´veˇ jedna hrana,
ktera´ ho spojı´ s uzlem T . Mnozˇinu hran spojujı´cı´ mezi sebou uzly reprezentujı´cı´ pixely
nazy´va´me n− hrany. Mnozˇinu hran, ktere´ spojujı´ uzly reprezentujı´cı´ pixely s uzly S a T
oznacˇujeme t− hrany. V tabulce cˇ. 1 uva´dı´m jednotlive´ ceny hran.
Nynı´ zna´me vsˇechno potrˇebne´ pro konstrukci grafu G. Zby´va´ rˇı´ct, co je rˇez grafu a jak
s jeho pomocı´ minimalizuji funkci (1) a tedy provedu segmentaci.
3.2.1 Rˇez grafu
Rˇez C grafu G je takova´ podmnozˇina jeho hran C ⊂ E , ktera´ oddeˇlı´ uzly S a T na grafu
G(C) = {V, E\C}. Protozˇe rˇez oddeˇluje uzly S a T , nazy´va´ se taky neˇkdy s-t rˇezem. Cena





Grafovy´m rˇezem lze tedy obraz segmentovat. Zajı´ma´ na´s ale, pro jakou cenu rˇezu
dostaneme nejlepsˇı´ vy´sledek segmentace. To vyslovı´m na´sledujı´cı´ veˇtou.
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hrana cena pro
{p, q} B{p,q} {p, q} ∈ N
λ ·Rp(”bkg”) p ∈ P, p ̸∈ O ∪ B
{p, S} K p ∈ O
0 p ∈ B
λ ·Rp(”obj”) p ∈ P, p ̸∈ O ∪ B
{p, T} 0 p ∈ O
K p ∈ B




Obra´zek 3.1: Jednoducha´ uka´zka segmentace obra´zku o rozmeˇrech 3x3. Tlousˇt’ka hran
zna´zornˇuje jejich cenu. Na vstupnı´m obrazu je pı´smenem P oznacˇen bod pozadı´ a pı´sme-
nem O bod objektu.
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Veˇta 3.1 S ohledemnamozˇne´ rˇezyF na grafuG, je nejvhodneˇjsˇı´ minima´lnı´ rˇez Cˆ (rˇez sminima´lnı´
cenou).
Origina´lnı´ zneˇnı´ vcˇetneˇ du˚kazu je uvedeno v [18].
Nejlepsˇı´ vy´sledek segmentace tedy dostanu minima´lnı´m rˇezem grafu G. Poslednı´
du˚lezˇitou veˇcı´ uzˇ je jen zna´t zpu˚sob, jakminima´lnı´ rˇez spocˇı´tat.Na rˇesˇenı´ tohoto proble´mu
prˇisˇly v roce 1956 neza´visle na sobeˇ dveˇ skupiny lidı´. Prvnı´ tvorˇili L.R. Ford, Jr. a D.R.
Fulkerson. Druhou P. Elias, A. Feinstein, and C.E. Shannon [20]. Vsˇichni prˇisˇli na to, zˇe je
tento proble´m ekvivalentnı´ proble´mu maxima´lnı´ho toku v grafu (sı´ti).
Veˇta 3.2 Maxima´lnı´ hodnota toku s-t je ekvivalentnı´ minima´lnı´ rˇezu s-t s minima´lnı´ cenou.
Pu˚vodnı´ zneˇnı´ teore´mu vcˇetneˇ jeho du˚kazu je dostupne´ naprˇ. v [19].
Obra´zek 3.2: Uka´zka segmentace pomocı´ minima´lnı´ho rˇezu grafu. Vlevo je origina´lnı´
obra´zek. Vpravo je obra´zek po segmentaci, kde uzˇivatel prˇedem vyznacˇil za´rodky oblastı´
objektu O a pozadı´ B. Zdroj: [18]
3.2.2 Algoritmus maxima´lnı´ho toku
U proble´mu nalezenı´ maxima´lnı´ho toku z uzlu s do uzlu t se jedna´ o kombinatorickou
optimalizacˇnı´ u´lohu, kdy se hleda´ maxima´lnı´ pru˚tok prˇes jednotlive´ hrany grafu. Ceny
jednotlivy´ch hran urcˇujı´ maxima´lnı´ pru˚tok (kapacitu) na dane´ hraneˇ. Pro rˇesˇenı´ tohoto
proble´mu bylo vyvinuto neˇkolik algoritmu˚. Ja´ alesponˇ naznacˇı´m jeden z nich. Konkre´tneˇ
algoritmus Ford-Fulkerson. Ten vymysleli v roce 1956 L.R. Ford, Jr. a D.R. Fulkerson.
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Meˇjme graf G = {V, E} a pro kazˇdou hranu spojujı´cı´ uzly u a v kapacitu c(u, v) a tok
f(u, v). Da´le definujeme zbytkovy´ graf Gf = {V, Ef} s kapacitami cf (u, v) = c(u, v) −
f(u, v) a zˇa´dny´m tokem. Algoritmus zacˇı´na´me s nulovy´m tokem. Tedy pro kazˇdou hranu
platı´ f(u, v) ← 0. Potom se v iteraci hleda´ nejkratsˇı´ cesta z s do t neprosˇly´mi hranami
zbytkove´ho grafuGf . Pode´l te´to cesty zvysˇujeme tok, dokudnenı´ neˇktera´ z hrannasycena´.
O kolik se zvy´sˇı´ tok v grafu G, o tolik se snı´zˇı´ ve zbytkove´m grafu Gf . V kazˇde´ iteraci se
zvysˇuje celkovy´ tok z s do t, a to do te´ doby, nezˇ neexistuje zˇa´dna´ cesta s nenasyceny´mi
hranami. Tı´mdosa´hnememaxima´lnı´ho toku. Pu˚vodnı´minima´lnı´ rˇez grafu tedyodpovı´da´
nasyceny´m hrana´m grafu G.
3.3 α-expanze
V prˇedchozı´ kapitole 3.2 jsem hovorˇil o pouzˇitı´ grafovy´ch rˇezu˚ k segmentaci obrazu.
Popsany´ algoritmus byl schopen vyuzˇı´t dva typy oblastı´ - objekt a pozadı´. Jiny´mi slovy
grafove´ rˇezy hledaly optima´lnı´ rˇesˇenı´ bina´rnı´ho proble´mu. Na zacˇa´tku kapitoly 2 jsem
zase zmı´nil, zˇe se budeme bavit o neˇjaky´ch znacˇka´ch. Pojd’me se tedy na neˇ podı´vat blı´zˇe.
Cı´lem je nale´zt takove´ znacˇenı´ (zobrazenı´) f , ktere´ kazˇde´mu pixelu p z mnozˇiny
vsˇech obrazovy´ch pixelu˚ P (p ∈ P) prˇirˇadı´ neˇjakou znacˇku fp z mnozˇiny vsˇech znacˇek L
(fp ∈ L). Prˇicˇemzˇ f hleda´me takove´, aby splnilo podmı´nky ru˚zny´ch u´kolu˚ prˇi zpracova´nı´
obrazu (naprˇ. rekonstrukce, segmentace). Pouzˇitı´ grafovy´ch rˇezu˚ v prˇedchozı´ kapitole
3.2 se da´ take´ vysveˇtlit jako proble´m hleda´nı´ znacˇenı´ f . Mnozˇinu L tvorˇily prvky ”obj”
a ”bkg” a hledali jsme takove´ znacˇenı´ f , ktere´ ve vy´sledku da´va´ vhodnou segmentaci
obrazu.
3.3.1 Energie pro minimalizaci
Pouzˇitı´ grafovy´ch rˇezu˚ na vı´ce znacˇka´ch je vsˇak vy´pocˇetneˇ drahe´ [4]. Tento proble´m se
snazˇı´ vyrˇesˇit algoritmusα-expanze zapouzˇitı´ se´rie grafovy´ch rˇezu˚.Algoritmusα-expanze
hleda´ takove´ znacˇenı´ f , ktere´ minimalizuje energii ve tvaru
E(f) = Edata(f) + Esmooth(f), (6)
kde Edata(f)meˇrˇı´ neshodu mezi znacˇenı´m f a pozorovany´mi daty a Esmooth(f) je mı´rou





kde funkce Dp meˇrˇı´, jak odpovı´da´ znacˇka pixelu p na pozorovany´ch datech. Naprˇı´klad
u proble´mu rekonstrukce obrazu je
Dp(fp) = (fp − ip)2,
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kde ip znacˇı´ jas pixelu p. Algoritmus α-expanze umozˇnˇuje ale libovolnou definici funkce
Dp.





kde N znacˇı´ mnozˇinu pa´ru˚ vsˇech sousedı´cı´ch pixelu˚. Na rozdı´l od funkce Dp, nemu˚zˇe
by´t funkce V{p,q} libovolna´, ale musı´ splnˇovat na´sledujı´cı´ podmı´nky metriky
V (α, β) = 0⇔ α = β, (9)
V (α, β) = V (β, α) ≥ 0, (10)
V (α, β) ≤ V (α, γ) + V (γ, β). (11)
Prvnı´ podmı´nka na´m rˇı´ka´, zˇe pokudmajı´ znacˇky α a β stejnou hodnotu, je vy´sledna´ ener-
gie nulova´. Druha´ podmı´nka znacˇı´, zˇe energiemusı´ by´t symetricka´ a neza´porna´. Nakonec
musı´ V splnˇovat jesˇteˇ troju´helnı´kovou nerovnost. Jedna z mozˇny´ch pouzˇitelny´ch funkcı´,
ktera´ splnˇuje podmı´nky metriky je naprˇ. V (α, β) = min(K, ||α − β||). Tedy minimum
mezi neˇjakou pevnou rea´lnou konstantou K a funkcı´ euklidovske´ vzda´lenosti.
3.3.2 Algoritmus a jeho vlastnosti
Nastı´nı´me si algoritmus v kra´tke´m pseudoko´du a rˇekneme si neˇktere´ za´kladnı´ vlastnosti.
Jake´koliv znacˇenı´ f mu˚zˇe by´t reprezentova´no deˇlenı´m obrazovy´ch pixelu˚P = {Pl|l ∈ L},
kde Pl = {p ∈ P|fp = l} je podmnozˇina pixelu˚, ktere´ jsou oznacˇeny znacˇkou l. Mezi
znacˇenı´m f a oblastmiP je zrˇejma´ totozˇnost, proto mohou by´t tato znacˇenı´ zameˇnˇova´na.
Meˇjme oblasti P a P′, respektive znacˇenı´ f a f ′ a znacˇku α. Prˇesun znacˇky α z oblasti
P do P′ nazy´va´me α-expanzı´. Navı´c musı´ pro libovolnou znacˇku l ̸= α platit Pα ⊂ P ′α
a Pl ⊂ P ′l. Jiny´mi slovy α-expanze umozˇnˇuje libovolne´ mnozˇineˇ pixelu˚ obrazu zmeˇnit
svoji znacˇku na α.
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1. nahodne znaceni f
2. uspech := 0
3. for each α ∈ L
3.1. nalezni znaceni fˆ = argminE(f ′) spolecne s˜f ′ behem jedne α−
expanze f
3.2. if (E(fˆ) < E(f)) then f := fˆ , uspech := 1
4. if (uspech == 1) then goto 2
5. return f
Vy´pis 1: Pseudo ko´d algoritmu α-expanze
Pseudoko´dem si nastı´nı´me algoritmus. Samostatne´ spusˇteˇnı´ kroku˚ 3.1-3.2 budeme
nazy´vat iteracı´ a vykona´nı´ kroku˚ 2-4 budeme nazy´vat cyklus. Algoritmus zacˇı´na´ na´hod-
ny´m znacˇenı´m. V kazˇde´m cyklu pro kazˇdou znacˇku vykona´ iteraci. V kazˇde´m cyklu je
tedy vykona´no |L| iteracı´. Pokud je v jake´koliv iteraci nalezeno jasneˇ lepsˇı´ znacˇenı´, je
cyklus oznacˇen jako u´speˇsˇny´. Jakmile je cyklus oznacˇen jako u´speˇsˇny´, algoritmus koncˇı´ a
nehleda´ se zˇa´dne´ dalsˇı´ lepsˇı´ znacˇenı´.
Prvnı´ du˚lezˇitou vlastnostı´ je, zˇe algoritmusma´ konecˇny´ pocˇet kroku˚. Je tedy zarucˇeno,
zˇe bude ukoncˇen. Experimenta´lneˇ jsemoveˇrˇil, zˇe algoritmus koncˇı´ v ra´mci jednotek cyklu˚.
Veˇtsˇina vylepsˇenı´ se deˇje v prvnı´m cyklu. Druhou du˚lezˇitou vlastnostı´ je, zˇe jakmile je
algoritmus ukoncˇen, je na vy´stupu takove´ znacˇenı´, ktere´ je v mezı´ch globa´lnı´ho minima
E podle [21]
E(f∗) ≤ E(f) ≤ 2k · E(f∗), (12)
kde f∗ znacˇı´ globa´lnı´ minimum a
k =
max{V (α, β) : α ̸= β}
min{V (α, β) : α ̸= β} .
3.3.3 Optima´lnı´ expanze
Ma´me-li na vstupu algoritmu znacˇenı´ f (oblasti P) a znacˇku α, prˇejeme si najı´t znacˇenı´
fˆ , ktere´ pomocı´ jedne´ α-expanze minimalizuje energii E. Uka´zˇeme si zpu˚sob, jak tento
proble´m vyrˇesˇit. Navı´c nesmı´me sta´le zapomı´nat na podmı´nku, zˇe kazˇda´ funkce V{p,q}
musı´ splnˇovat podmı´nky metriky. Vy´pocˇet je zalozˇen na znalosti, zˇe znacˇenı´ odpovı´da´
minima´lnı´mu rˇezu grafu G = {V, E}. Abychom mohli prove´st rˇez, musı´me graf nejprve
sestrojit.
Konstrukce grafu Struktura grafu je urcˇena aktua´lnı´m deˇlenı´mP a znacˇkou α. Takovy´
graf budu znacˇit Gα. Na obra´zku cˇ. 3.3 je uka´zka struktury grafu pro jednorozmeˇrny´ ob-
ra´zek. Mnozˇina vrcholu˚, stejneˇ jako v prˇedchozı´ kapitole, obsahuje vrcholy reprezentujı´cı´
17
Obra´zek 3.3: Uka´zka grafu Gα v jednorozmeˇrne´m prˇı´padeˇ. P = {p, q, r, s} je mnozˇina
pixelu˚ obrazu. Da´le jdou videˇt oblasti P1 = {p}, P2 = {q, r} a Pα = {s}. Cela´ mnozˇina
deˇlenı´ je pak P = {P1,P2,Pα}. Mezi sousednı´mi pixely, kde kazˇdy´ lezˇı´ v jine´ oblasti jsou
prˇida´ny pomocne´ uzly a = a{p,q} a b = a{r,s}.
pixely obrazu a dva termina´ly, tentokra´t oznacˇene´ jako α a α. Da´le jsou mezi sousednı´mi
pixely {p, q} ∈ N , kde kazˇdy´ lezˇı´ v jine´ oblasti, prˇida´ny pomocne´ vrcholy a{p,q}. Cela´
mnozˇina vrcholu˚ se pak da´ zapsat jako




Kazˇdy´ vrchol reprezentujı´cı´ pixel obrazu je spojen s termina´lem α t-hranou tαp a
s termina´lem α t-hranou tαp . Kazˇde´ dva sousednı´ pixely {p, q} ∈ N , ktere´ lezˇı´ v jedne´
oblasti jsou spojeny n-hranou e{p,q}. Mezi dveˇma sousednı´mi vrcholy, ktere´ nelezˇı´ v jedne´
oblasti (fp ̸= fq), respektivemezimezi dveˇma sousednı´mi vrcholy apomocny´mvrcholem,












Jednotlive´ ceny hran jsou uvedeny v tabulce cˇ. 2.
Stejneˇ jako bylo rˇecˇeno v minule´ kapitole, rˇez C na grafu G musı´, pro kazˇdy´ vrchol




tαp ∞ p ∈ Pα
tαp Dp(fp) p ̸∈ Pα
tαp Dp(α) p ∈ P
e{p,a} V{p,q}(fp, α)
e{a,q} V{p,q}(α, fq) {p, q} ∈ N , fp ̸= fq
tαa V{p,q}(fp, fq)
e{p,q} V{p,q}(fp, α) {p, q} ∈ N , fp = fq
Tabulka 2: Ceny hran grafu α-expanze
fCp =





∀p ∈ P. (13)
Znacˇenı´ a rˇez grafu Nynı´ se jesˇteˇ podı´vejme na mnozˇinu hran E{p,q}, lezˇı´cı´ch mezi
sousednı´mi pixely {p, q} ∈ N , ktere´ nelezˇı´ v jedne´ oblasti (fp ̸= fq). U teˇchto hran je
neˇkolik zpu˚sobu˚ jak prove´st rˇez. A to i prˇesto, zˇe pa´r oddeˇleny´ch t-hran z pixelu˚ p a q
je pevneˇ dany´. Proto jsou pro oddeˇlenı´ hran E{p,q} v za´vislosti na deˇleny´ch t-hrana´ch pro
minima´lnı´ rˇez C da´ny na´sledujı´cı´ pravidla [3]:
a) Pokud tαp , t
α
q ∈ C pak C ∩ E{p,q} = ∅.
b) Pokud tαp , t
α
q ∈ C pak C ∩ E{p,q} = tαa .
c) Pokud tαp , t
α
q ∈ C pak C ∩ E{p,q} = e{p,a}.
d) Pokud tαp , t
α
q ∈ C pak C ∩ E{p,q} = e{a,q}.
(14)
Pravidlo (a) vyply´va´ z faktu, zˇe zˇa´dna´ podmnozˇina C nenı´ rˇezem. Dalsˇı´ pravidla plynou
z minima´lnı´ ceny rˇezu |C| a faktu, zˇe ceny hran |E{p,a}|, |E{a,q}| a |tαa | splnˇujı´ podmı´nku
troju´helnı´kove´ nerovnosti (11). Takzˇe rˇez na jedne´ z nich je levneˇjsˇı´ nezˇ na ostatnı´ch dvou
dohromady. Tyto vlastnosti je mozˇne´ videˇt jesˇteˇ na obra´zku cˇ. 3.4.
Na zacˇa´tku te´to podkapitoly bylo zmı´neˇno, zˇe vy´pocˇet algoritmu je zalozˇen na zna-
losti, zˇe znacˇenı´ odpovı´da´ minima´lnı´mu rˇezu grafu G = {V, E}. Toto tvrzenı´ z [3] si le´pe
uvedeme na´sledujı´cı´ veˇtou.
Veˇta 3.3 Necht’ je zkonstruova´n graf Gα a da´no znacˇenı´ f a znacˇka α. Potom elementa´rnı´ rˇezy
na Gα odpovı´dajı´ jedna ku jedne´ znacˇenı´ v ra´mci jedne´ α-expanze na f . Navı´c pro jaky´koliv
elementa´rnı´ rˇez C platı´ C = E(fC).
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Obra´zek 3.4: Vlastnosti minima´lnı´ho rˇezu C na grafu Gα pro dva sousedı´cı´ pixely p, q ∈ N ,
takove´, zˇe fp ̸= fq. Prvnı´ obra´zek ukazuje vlastnost 14(a), druhy´ 14(b) a trˇetı´ ukazuje
vlastnosti 14(c,d).
Du˚kaz veˇty 3.3 je uveden v [3].
3.3.4 Rekonstrukce obrazu
Za´veˇrem popisu algoritmu α-expanze uvedu praktickou uka´zku jeho pouzˇitı´. Jedna
z mozˇnostı´ pouzˇitı´ je i rekonstrukce obrazu. Zde je prˇi vy´pocˇtu jako funkce V pouzˇita
euklidovska´ vzda´lenost V{p,q}(fp, fq) = min(K, ||fp − fq||).
Obra´zek 3.5: Uka´zka rekonstrukce obrazu pomocı´ algorimtu α-expanze. Prvnı´ obra´zek
je pu˚vodnı´ obra´zek posˇkozeny´ sˇumem, druhy´ je obraz po rekonstrukci algoritmem α-
expanze a trˇetı´ je pro srovna´nı´ obraz po rekonstrukci algoritmem simulated annealing –
simulovane´ zˇı´ha´nı´. Zdroj: [3]
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3.4 Minimalizace energie s cenami znacˇek
Algoritmus α-expanze meˇl dı´ky sve´ obecnosti, efektiviteˇ a rychlosti vy´znamny´ dopad
na digita´lnı´ zpracova´nı´ obrazu [2]. Algoritmus ma´ vsˇak drobnou nevy´hodu, kterou je
pevny´ pocˇet pouzˇity´ch znacˇek. Na vy´stupu mohou by´t tedy i znacˇky, ktere´ jsou urcˇity´m
zpu˚sobem nadbytecˇne´. Proto A. Delong et al. vymysleli a popsali v cˇla´nku [2] metodu,
kde ma´ kazˇda´ znacˇka navı´c svou cenu. V pru˚beˇhu vy´pocˇtu se tedy navı´c optimalizujı´ i
ceny znacˇek a na vy´stupu jich nenı´ vı´ce, nezˇ je potrˇeba. Zjednodusˇeneˇ rˇecˇeno, pokud ma´
neˇktera´ znacˇka prˇı´lisˇ vysokou cenu, nenı´ da´le ve vy´pocˇtu pouzˇita.
Cenu vsˇech znacˇek zapı´sˇeme jako soucˇet znacˇek, ktere´ jsou pouzˇity ve znacˇenı´ f
l∈L
hl · δl(f), (15)






1 ∃p : fp ∈ l
0 jinak
. (16)










hl · δl(f). (17)
Cena nemusı´ by´t pouzˇita jen prˇı´mo pro znacˇky, ale taky pro celou podmnozˇinu znacˇek
hL. Tomu se vı´ce veˇnuje na´sledujı´cı´ kapitola.
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4 Rekurzivnı´ vy´pocˇet MDL pomocı´ grafovy´ch rˇezu˚
4.1 U´vod
V te´to kapitole uzˇ se dosta´va´m k hlavnı´mu te´matu pra´ce. Tı´m je segmentacˇnı´ algoritmus
popsany´ v cˇla´nku [1] ”RecursiveMDL via Graph Cuts: Application to Segmentation”. Na
u´vod se pokusı´m velmi strucˇneˇ popsat princip a za´meˇr algoritmu. Po u´vodu vsˇak bude
uveden prˇesneˇjsˇı´ (vı´ce matematicky´) popis.
Cı´lem autoru˚ cˇla´nku bylo vytvorˇit takovy´ algoritmus, ktery´ v obrazu detekuje oblasti,
ve ktery´ch se opakuje neˇjaky´ vzor. Aby mohly by´t oblasti detekova´ny, musı´ algoritmus
jednotlive´ vzory zna´t prˇedem. Jelikozˇ se vzory cˇasto neopakujı´ pravidelneˇ, je k nim
prˇidruzˇena sada jednoduchy´ch transformacı´.
Pro lepsˇı´ prˇedstavu se podı´vejme na obra´zek cˇ. 4.1. Na prvnı´m obra´zku jsou videˇt
Obra´zek 4.1: Uka´zka reprezentace pomocı´ za´plat
trˇi oblasti, kde v kazˇde´ z nich ma´ du˚m jinou fasa´du a jina´ okna. Pra´veˇ pro detekci teˇchto
oblastı´ je algoritmus vhodny´. Pro kazˇdou z oblastı´ byl algoritmu prˇedlozˇen jeden vzor
a neˇkolik transformacı´. Vzory jsou videˇt pod vstupnı´m obra´zkem. Velice zjednodusˇeneˇ
rˇecˇeno, algoritmus postupneˇ vezme kazˇdy´ vzor a pod vsˇemi jeho zna´my´mi transforma-
cemi jej prˇikla´da´ k obra´zku. V kazˇde´m mı´steˇ obra´zku si algoritmus vypocˇı´ta´, jak ktery´
vzor odpovı´da´ obra´zku. To by vsˇak jesˇteˇ nestacˇilo. Pro oblast, kde by se spra´vneˇ meˇl opa-
kovat jeden vzor, by mohla nastat situace, kde by v urcˇite´m mı´steˇ le´pe pasoval vzor jine´
oblasti. Naprˇ. dı´ky veˇtsˇı´mu mnozˇstvı´ dostupny´ch transformacı´. Proto je kazˇdy´ prˇechod
z jednoho vzoru na druhy´ penalizova´n. Algoritmus potom kombinuje odlisˇnost vzoru˚
od obra´zku spolu s penalizacı´ za prˇechod a zvolı´ ten vzor, ktery´ mu le´pe vyhovuje. Na
druhe´m obra´zku je videˇt vy´sledek segmentace. Jednotlive´ barvy urcˇujı´, jaky´ vzor byl
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v dane´m mı´steˇ vybra´n jako nejle´pe vyhovujı´cı´. Na poslednı´m obra´zku je videˇt, jak lze
zpeˇtneˇ pomocı´ vypocˇı´tane´ segmentace a pouzˇitı´ pu˚vodnı´ch vzoru˚ obra´zek rekonstruovat.
Autorˇi oznacˇujı´ v textu vzor spolu s transformacemi jednı´m slovem jako za´plata
(patch). Ja´ se tedy tohoto znacˇenı´ budu take´ drzˇet. Pro za´platu platı´ jesˇteˇ pravidlo, zˇe by
meˇla by´t cˇtvercove´ho tvaru.
Pouzˇitı´ za´plat k segmentaci vede na tzv. za´platovy´ model obra´zku (patch-based).
Algoritmusnemu˚zˇemı´t jistotu, zˇe na vstupdostaneprˇesny´ pocˇet vhodny´ch za´plat. Kdyby
algoritmus pouzˇil vsˇechny za´platy na vstupu, mohl by by´t vy´sledny´ model zbytecˇneˇ
slozˇity´. Proto je jesˇteˇ prˇi vy´pocˇtu segmentace zapocˇı´ta´na i slozˇitost modelu. Ve vy´sledku
mohou by´t neˇktere´ za´platy tedy vyrˇazeny.
Reprezentace obra´zku pomocı´ rekurze a za´plat
Dosud jsem hovorˇil pouze o segmentaci vstupnı´ho obrazu. Kdyzˇ si vsˇak uveˇdomı´me, zˇe
za´plata je take´ obraz, mu˚zˇeme na nı´ aplikovat stejnou mysˇlenku. Takzˇe ji segmentujeme
dalsˇı´mi za´platami, dokud nenarazı´me na samotne´ pixely obra´zku. Tı´mto rekurzivnı´m
procesem vznikajı´ mezi za´platami vazby. Vyu´steˇnı´m vsˇech za´plat a vazeb je pak oriento-
vany´ acyklicky´ graf (RDAG - rooted directed acyclic graph). Korˇenem grafu je pu˚vodnı´
obra´zek. V kazˇde´ u´rovni grafu je vyvola´na segmentace a algoritmus tedy umozˇnˇuje tzv.
vı´cena´sobnou segmentaci.
Pro segmentaci obrazu, neboli nalezenı´ jeho za´platove´ho modelu, je vyuzˇito principu
hleda´nı´ minima´lnı´ de´lky popisu (MDL - minimum description length). Aby mohl by´t
tento princip pouzˇit, je potrˇeba dostat patrˇicˇny´ pocˇet bitu˚ jako vy´sledek, jak ktera´ za´plata
odpovı´da´ obra´zku. Stejneˇ tak to platı´ pro penalizaci prˇechodu mezi za´platami a slozˇitost
za´platove´homodelu. PrincipMDLpak vypocˇı´ta´ nejmensˇı´mozˇny´ pocˇet bitu˚ a tı´m tedydo-
staneme vy´slednou segmentaci. Podle autoru˚ odpovı´da´ princip minima´lnı´ de´lky popisu
minimalizaci energie s vı´ce znacˇkami. Toto te´ma jsem nastı´nil uzˇ v prˇedchozı´ kapitole.
K vy´pocˇtu segmentace tedy budou pouzˇity grafove´ rˇezy, a proto jim byla v prˇedchozı´
kapitole veˇnova´na na´lezˇita´ pozornost.
Algoritmus hierarchicke´ho splynutı´
Aby bylo mozˇne´ vypocˇı´tat reprezentaci obra´zku pomocı´ minima´lnı´ de´lky popisu, je
nutne´ prova´deˇt vy´pocˇet soubeˇzˇneˇ na vsˇechmozˇny´ch cˇa´stech obra´zku, na vsˇechmozˇny´ch
transformacı´ch a na vsˇech mozˇny´ch za´plata´ch. Podle autoru˚ na rˇesˇenı´ tohoto proble´mu
nenı´ dosud zna´ma zˇa´dna´ vhodna´ efektivnı´ metoda. Ani algoritmus α-expanze, o ktere´m
jsem hovorˇil v kapitole 3.3, nenı´ v tomto prˇı´padeˇ dostacˇujı´cı´.
Proto autorˇi navrhli novy´ algoritmushierarchicke´ho splynutı´ (HF -hierarchical fusion).
Ten v podstateˇ rˇesˇı´ dany´ proble´m po cˇa´stech. Nejprve spocˇı´ta´ MDL jednotlivy´m za´plata´m
pro jejich transformace a pak teprve vy´slednou minima´lnı´ de´lku popisu obra´zku z MDL
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Obra´zek 4.2: Na obra´zku jde videˇt, jak lze pomocı´ jedne´ za´platy a neˇkolika transformacı´
docı´lit segmentace cele´ho obra´zku. Zmeˇna transformace je naznacˇena tenkou cˇarou.
jednotlivy´ch za´plat. Odtud je take´ na´zev hierarchicke´ho splynutı´. Nejdrˇı´ve splynou jed-
notlive´ transformace a teprve pote´ cele´ za´platy. Tı´m se algoritmus vyhne proble´mu˚m
s loka´lnı´m minimem, ktere´ ma´ metoda v cˇla´nku [2].
4.2 Aplikace rekurze a minima´lnı´ de´lky popisu
Dosta´va´m se k podrobneˇjsˇı´mu vysveˇtlenı´ teorie, na nı´zˇ stojı´ cely´ algoritmus. Cı´lem je
nale´zt minima´lnı´ de´lku popisu obra´zku a tı´m dosa´hnout dobre´ segmentace. Prˇistoupı´m
k samotne´mu na´vrhu rekurzivnı´ energie, ktera´ pocˇı´ta´ minima´lnı´ de´lku popisu s ohledem
na mnozˇinu za´plat. Da´le prˇesneˇji uka´zˇu, jak je v kazˇde´m rekurzivnı´m kroku odpovı´dajı´cı´
za´plata rozdeˇlena do souvisly´ch oblastı´ a popsa´na ostatnı´mi za´platami. Vy´sledkem bude,
jak jsem jizˇ zmı´nil, orientovany´ acyklicky´ graf.
4.2.1 Energie rekurze s vyuzˇitı´m minima´lnı´ de´lky popisu
Obra´zek oznacˇme I , jednotlive´ za´platy I1, I2, atd. a celou mnozˇinu za´plat jako S =
{I1, I2, ...}. Da´le necht’ f : Ω(I) → L je znacˇenı´ (labeling), ktere´ kazˇde´mu pixelu ob-
ra´zku I prˇirˇazuje diskre´tnı´ znacˇku, ktera´ jednoznacˇneˇ urcˇuje za´platu podle´hajı´cı´ neˇjake´
transformaci. Ko´dovacı´ funkce Eenc je zvolena podle dane´ aplikace. V tomto prˇı´padeˇ se
jedna´ o ko´dova´nı´, ktere´ ma´ vyvolat dobrou segmentaci obrazu. Podrobneˇji si ji popı´sˇeme




E(S; I) = min
f
Eenc(f ;S, I) + min
I′∈S
◦
E (S\{I ′}; I ′) + lg|S|. (18)
Prvnı´ cˇa´st v rovnici (18) min
f
Eenc(f ;S, I) minimalizuje de´lku popisu funkce Eenc, ktera´
ko´duje obra´zek I pouzˇitı´m za´plat zmnozˇiny S. Druha´ cˇa´st rovnice (18)min
I′∈S
◦
E (S\{I ′}; I ′)
rekurzivneˇ definuje celkovou de´lku popisu mnozˇiny za´plat S. Minimalizace probı´ha´ po-
stupneˇ na vsˇech za´plata´ch, kdy se vzˇdy jedna zmnozˇiny S odebere a zako´duje se zby´vajı´-
cı´mi za´platami. Poslednı´ cˇa´st rovnice (18) lg|S| uda´va´ pocˇet bitu˚ potrˇebny´ch k zako´dova´nı´
na´sledujı´cı´ za´platy I ′, ktera´ ma´ by´t zako´dova´na. Cela´ rekurze koncˇı´ v za´kladnı´m prˇı´padeˇ
◦
E({}; I) = Edirect(I), (19)
kdemusı´ by´t za´plata I ′ ko´dova´na prˇı´mo barvou (u´rovenˇ pixelu˚ obrazu). Pokud je pouzˇito
24 bitu˚ pro barvu, pak je Edirect(I) = 24|Ω(I)|. Na obra´zku 4.3 lze na´zorneˇ videˇt jak
reprezentace pomocı´ za´plat vede na RDAG.
Obra´zek 4.3: Uka´zka ko´dova´nı´ obra´zku pomocı´ za´plat vedoucı´ na RDAG. V kazˇde´m
kroku rekurze k je pomocı´ podmnozˇiny za´plat Sk = {I1, . . . , Ik−1} nalezeno znacˇenı´ fk
pro za´platu Ik.
Abychommohli nale´ztminima´lnı´ de´lku popisu obra´zku I , je zapotrˇebı´ minimalizovat
rekurzivnı´ energii
◦





E(S; I) + 2 lg|S|+ 1. (20)
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Druha´ cˇa´st rovnice (20) 2 lg|S| + 1 znacˇı´ potrˇebny´ pocˇet bitu˚ pro identifikaci mnozˇiny
za´plat S . Rekurzivnı´ energie
◦
E(S; I) je navrzˇena tak, aby nastavila mnozˇiny za´plat S ,
anizˇ by obsahovaly nadbytecˇne´ za´platy. Na tomto mı´steˇ algoritmus nara´zˇı´ na vy´pocˇetnı´
vy´kon pocˇı´tacˇu˚. Procha´zenı´ vsˇech mozˇny´ch mnozˇin za´plat S je nezvladatelne´. Proto
potrˇebne´ za´platy musı´me algoritmu dodat jiny´m zpu˚sobem.
Nejjednodusˇsˇı´ mozˇnostı´ je za´platy z obra´zku zı´skat rucˇneˇ. Dalsˇı´ mozˇnostı´ je pou-
zˇı´t neˇjaky´ automaticky´ algoritmus. Autorˇi cˇla´nku [1] se odkazujı´ na neˇkolik algoritmu˚,
ktere´ se podobnou problematikou zaby´vajı´. Jednı´m je vyuzˇitı´ kompresnı´ho algoritmu pro
tvorbu kondenzovane´ho modelu obra´zku (condensed epitome) v cˇla´ncı´ch [8, 9]. Dalsˇı´m
je hleda´nı´ opakujı´cı´ch se vzoru˚ v obra´zku. Tı´mto te´matem se zaby´vajı´ cˇla´nky [10, 11, 12].
Konkre´tnı´ rˇesˇenı´ nalezenı´ potrˇebny´ch za´plat vsˇak autorˇi [1] neuva´deˇjı´.
4.2.2 Ko´dovacı´ funkce Eenc(f ;S, I)
Dosta´va´m se k popisu samotne´ funkceEenc(f ;S, I) pro ko´dova´nı´ obra´zku I s ohledem na
mnozˇinu za´plat S. Prˇedpokladem je obra´zek cˇtvercove´ho tvaru, tedy o rozmeˇrech n× n.
Cely´ vztah ko´dovacı´ funkce je definova´n jako
Eenc(f ;S, I) = 2 + 2 lgn+min

Edirect(I), (21)
Edata(f ;S, I) + Epartition(f ;S)

. (22)
O znacˇenı´ f : Ω(I) → L jsem uzˇ hovorˇil. Kazˇde´mu pixelu obra´zku I prˇirˇazuje neˇjakou
znacˇku z mnozˇiny vsˇech znacˇek L. Kazˇdou znacˇku tvorˇı´ dvojice (e, t). Promeˇnna´ e iden-
tifikuje neˇjakou za´platu Ie. t je indexem neˇjake´ho transformacˇnı´ho pravidla dostupne´ho
pro za´platu Ie. Mnozˇinu takovy´ch pravidel oznacˇme T (e). Platı´ tedy t ∈ T (e). Index t
tedy urcˇuje transformacˇnı´ pravidloΩ(I)→ Ω(Ie), ktere´mapuje pixely ze sourˇadne´ho sys-
te´mu obra´zku do sourˇadne´ho syste´mu za´platy. Pro kazˇdou za´platu Ie je zvla´sˇtnı´ mnozˇina
transformacˇnı´ch pravidel, a proto celkovy´ pocˇet znacˇek |L| =e T (e).
Funkce Eenc rozhoduje, jestli se obra´zek I popı´sˇe prˇı´mo pouzˇitı´m barvy pro pixel
(Edirect(I) v rovnici (21)) nebo se obra´zek I rozdeˇlı´ na segmenty (rovnice (22)) pomocı´
optima´lnı´ho znacˇenı´ f . Kazˇdy´ segment je jednoznacˇneˇ urcˇen za´platou z mnozˇiny S.
K rozlisˇenı´, kterou z mozˇnostı´ funkce pouzˇila, ji stacˇı´ jeden bit. Zby´vajı´cı´ch 1 + 2 lgn bitu˚
slouzˇı´ k zako´dova´nı´ velikosti obra´zku I .
V prˇı´padeˇ, zˇe je pouzˇita druha´ mozˇnost, tedy zˇe je obra´zek deˇlen na segmenty, vybı´ra´
funkce Eenc optima´lnı´ znacˇenı´ f . Optima´lnı´m se rozumı´ takove´ znacˇenı´, ktere´ da´va´ do
rovnova´hy slozˇitost deˇlenı´ obra´zku a kvalitu, jak dana´ za´plata odpovı´da´ obra´zku.
Energie ceny dat Jak prˇı´slusˇna´ za´plata odpovı´da´ obra´zku, budu da´le nazy´vat ener-
giı´ ceny dat. Pokud ma´me znacˇenı´ f , ktere´ prˇirˇazuje kazˇde´mu pixelu obra´zku neˇjaky´
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pixel za´platy, tak energie ceny dat Edata pocˇı´ta´ pocˇet dalsˇı´ch potrˇebny´ch bitu˚ nutny´ch
k rekonstrukci pu˚vodnı´ho obra´zku s ohledem na hodnoty barvy za´platy.
Rozebereme si to jesˇteˇ detailneˇji. Necht’ ma´ kazˇdy´ pixel obra´zku p ∈ Ω(I) vlastnı´
znacˇku fp = (ep, tp) z mnozˇiny vsˇech znacˇek L, kde je ep indexem za´platy z mnozˇiny
S a tp ∈ T (ep) je indexem jednoho transformacˇnı´ho pravidla dostupne´ho pro za´platu
Iep . Da´le necht’I(p) znacˇı´ barvu obrazove´ho pixelu p a Iep(tp(p)) je barva odpovı´dajı´cı´ho
pixelu za´platy, kterou urcˇuje znacˇka fp. Celkovy´ potrˇebny´ pocˇet bitu˚ ke ko´dova´nı´ obra´zku
I pomocı´ za´plat S, ktere´ se vyskytujı´ ve znacˇenı´ f je da´n vztahem




kde D() uda´va´ pocˇet bitu˚ nutny´ch k zako´dova´nı´ kazˇde´ho rozdı´lu mezi barvou obra´zku
a za´platy.
Na obra´zku 4.4 ukazuji jednu z mozˇny´ch transformacı´ tzv. obkla´da´nı´ (tiling).
Obra´zek 4.4: Prˇı´klad pouzˇitı´ dvou transformacˇnı´ch pravidel pro za´platu. V segmentu A je
pouzˇito transformacˇnı´ pravidlo obkla´da´nı´ ta : (x, y)→ (x mod n, y mod n) a v segmentu
B je tb : (x, y) → (x + n2 mod n, y + n2 mod n). V jednotlivy´ch oblastech jsou pouzˇity
znacˇky fp = (k, ta) a fp = (k, tb).
Energie deˇlenı´ obra´zku Energie deˇlenı´ (cˇleneˇnı´) obra´zku pocˇı´ta´ pocˇet bitu˚ nutny´ch
k zako´dovanı´ znacˇenı´ f jako takove´ho. Na´s zajı´ma´ takove´ znacˇenı´, ktere´ je jednoduche´
a to ve smyslu, zˇe je prostoroveˇ souvisle´. Takzˇe s ohledem na mnozˇinu pa´ru˚ sousedı´cı´ch
pixelu˚ N (I), musı´ mı´t znacˇenı´ f mozˇnost velke´ komprese.
Slozˇitost deˇlenı´ je za´visla´ na dvou faktorech. Prvnı´m je pocˇet jedinecˇny´ch znacˇek adru-
hy´m je pocˇet nespojitostı´ fp ̸= fq pro libovolne´ dva sousedı´cı´ pixely obra´zku (pq ∈ N (I)).
Jelikozˇ kazˇda´ znacˇka fp obsahuje dveˇ komponenty (index za´platy a index transformace)
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a take´ platı´ ep ̸= eq ⇒ tp ̸= tq, tak mu˚zˇou nastat dva typy nespojitostı´. Prvnı´m typem je,
zˇe se zmeˇnı´ pravidlo transformace, a druhy´m je, zˇe se zmeˇnı´ jak pravidlo transformace,
tak za´plata. Mu˚zˇete si toho vsˇimnout na obra´zcı´ch 4.1, 4.2.
Celkovy´ pocˇet bitu˚ potrˇebny´ch k zako´dova´nı´ znacˇenı´ f se pak vyja´drˇı´ jako
Epartition(f ;S) = Elookup(f ;S) +

pq∈N (I)
V (fp, fq, f), (24)
kde V urcˇuje pocˇet bitu˚ nutny´ch k zako´dova´ni prˇechodu ze znacˇky fp na znacˇku fq.
Aby byla de´lka popisu funkce pro prˇechody V kratsˇı´ a abychom si udrzˇeli znacˇenı´, ktere´
vyuzˇı´va´ me´neˇ jedinecˇny´ch znacˇek (a tı´m je jednodusˇsˇı´), je zavedena jesˇteˇ vnitrˇnı´ energie
Elookup. Ta reprezentuje pocˇet bitu˚ navı´c, ktere´ jsou nutne´ k zapamatova´nı´, ktere´ za´platy
a transformace jsou pouzˇity ve znacˇenı´ f .
Abychom si prˇesneˇji vysveˇtlili, jak funguje funkce V , musı´me nejdrˇı´ve nadefinovat
neˇktere´ nove´ mnozˇiny. K dispozici ma´me mnozˇinu za´plat S a znacˇenı´ f . Prvnı´ mnozˇinou
necht’je Sˆ = {i|∃ep = i}mnozˇina indexu˚ za´plat, ktere´ jsou aktua´lneˇ vyuzˇity ve znacˇenı´ f .
Podobneˇ jako Sˆ je definova´na mnozˇina Tˆi = {j ∈ T (i)|∃fp = (i, j)} jako mnozˇina indexu˚
transformacˇnı´ch pravidel, ktere´ za´plata Ii soucˇasneˇ vyuzˇı´va´. Celkova´ cena V se definuje
jako pocˇet bitu˚ potrˇebny´ch k popsa´nı´ prˇechodu mezi znacˇkami
V (fp, fq, f) =

2 + lg|Tˆeq|+ lg|Sˆ| ep ̸= eq, tp ̸= tq
2 + lg|Tˆeq| ep = eq, tp ̸= tq
1 jinak.
(25)
Zby´va´ na´m nadefinovat energiiElookup. Te´ je zapotrˇebı´ k indexova´nı´ pouzˇity´ch za´plat
a transformacˇnı´ch pravidel, protozˇe V je za´visla´ pouze na pocˇtu jedinecˇny´ch znacˇek,
ktere´ jsou momenta´lneˇ pouzˇity znacˇenı´m f . Elookup tedy reprezentuje nutny´ pocˇet bitu˚
k zapsa´nı´ uvazˇovane´ tabulky indexu˚. Je definova´na jako
Elookup(f ;S) = Sˆ lg |S|+

i
|Tˆi| lg |Ti|. (26)
Na tomto mı´steˇ je du˚lezˇite´ si uveˇdomit, zˇe ceny V jsou za´visle´ na porˇadı´ pixelu˚. Tedy,
zˇeV (fp, fq, f) ̸= V (fq, fp, f). Tı´mnejsou splneˇny podmı´nky nutne´ pro vy´pocˇetα-expanze
uvedene´ v kapitole 3.3 a prˇı´me´ pouzˇitı´ α-expanze pro optimalizaci nenı´ mozˇne´. Algorit-
mus α pro optimalizaci vyuzˇı´t chceme, proto autorˇi [1] ke splneˇnı´ podmı´nek vymysleli
mensˇı´ u´pravu. Ceny V se vypocˇtou v obou smeˇrech, tedy V (fp, fq, f) i V (fq, fp, f), a
z nich se spocˇı´ta´ pru˚meˇr. Minimum vy´sledne´ energie prˇitom sta´le odpovı´da´ te´ pu˚vodnı´.
4.3 Optimalizace rekurzivnı´ energie
Nynı´ se konkre´tneˇji podı´va´me na proble´m minimalizace rekurzivnı´ energie
◦
E(S; I) na
vsˇech mozˇny´ch za´plata´ch S (vztah (20)). Proble´m je obtı´zˇneˇ rˇesˇitelny´, a to ze dvou hlav-
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nı´ch du˚vodu˚. Za prve´ je prakticky velice obtı´zˇne´ procha´zet vsˇechny mozˇne´ mnozˇiny
za´plat S a za druhe´ klı´cˇovy´ podproble´m minimalizace energie Eenc uvnitrˇ kazˇde´ho re-
kurzivnı´ho kroku je NP-teˇzˇky´ proble´m [1]. Prvnı´ proble´m je rˇesˇitelny´ hltavy´m prˇı´stupem,
ktery´ si popı´sˇeme v na´sledujı´cı´ cˇa´sti. Podproble´m minimalizace Eenc se prova´dı´ na vı´ce
znacˇka´ch (multi-label) s cenami definovany´mi na prˇı´lisˇ velky´ch podmnozˇina´ch znacˇek
a ani algoritmus pro optimalizaci v cˇla´nku [2] nenı´ dostacˇujı´cı´. Proto je vymysˇlen novy´
algoritmus hierarchicke´ho splynutı´, ktery´ dane´ energie optimalizuje le´pe a popı´sˇeme si
ho v kapitole 4.3.2.
4.3.1 Postup konstrukce grafu
Jelikozˇ nenı´ mozˇne´ procha´zet prˇes vsˇechny mozˇne´ podmnozˇiny za´plat, omezujeme se na
urcˇitoumnozˇinu za´plat, ktere´ neˇjaky´mzpu˚sobemzobra´zku zı´ska´me (manua´lneˇ, neˇjaky´m
automaticky´m algoritmem). Takovou mnozˇinu si oznacˇme S.
Azacˇnemeshltavy´mprˇı´stupem.Nejprvevzestupneˇ serˇadı´mevsˇechnyza´platy zmnozˇiny
S. Na´sledneˇ postupneˇ tvorˇı´me acyklicky´ orientovany´ graf. V kazˇde´m kroku k prˇida´me
jednu za´platu a vypocˇteme minima´lnı´ de´lku popisu obra´zku Ik zako´dova´nı´m za´plat
z mnozˇiny Sk = {I1, I2, ..., Ik−1},Sk ⊆ S. Prˇedpokladem je, zˇe v kroku k uzˇ za´platy
{I1, I2, ..., Ik−1} byly zako´dova´ny a spocˇı´ta´ny jejich optima´lnı´ deˇlenı´ {f1, f2, ..., fk−1} a
tudı´zˇ vazby mezi za´platami v mnozˇineˇ Sk jsou pevne´.
Na obra´zku cˇ. 4.5 si mu˚zˇeme vsˇimnout neˇkolika kroku˚ vytva´rˇenı´ RDAG.
Obra´zek 4.5: Uka´zka konstrukce acyklicke´ho orientovane´ho grafu pro kroky k = 3, 4, 5.
Samotne´ vypocˇtenı´ minima´lnı´ de´lky popisu pro za´platu Ik znamena´ vybrat vhodnou
podmnozˇinu za´plat zmnozˇiny Sk. Vy´beˇr vhodne´ podmnozˇiny je navı´c komplikova´n tı´m,
zˇe za´plata Ii ∈ Sk mu˚zˇe by´t ke ko´dova´nı´ Ik pouzˇita jak prˇı´mo, tak neprˇı´mo. Avsˇak cena
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za´platy Ii mu˚zˇe by´t pouzˇita (zaplacena) nejvy´sˇe jednou. Vsˇimneˇme si toho na obra´zku cˇ.
4.5. Znacˇenı´ f5 pouzˇı´va´ za´platu I2 v jedne´ oblasti prˇı´mo a v dalsˇı´ (naprˇ. prˇes I3) neprˇı´mo.
Abychom spra´vneˇ vypocˇetli vazby mezi za´platami v kroku k, jsou pouzˇity energie
s cenami podmnozˇin znacˇek jak je tomu v cˇla´nku [2]. Tyto ceny reprezentujı´ de´lku popisu
ve vztahu (18), ktera´ je pocˇı´ta´na rekurzı´ na libovolne´ podmnozˇineˇ mnozˇiny Sk. Abychom
si nadefinovali vsˇechny potrˇebne´ podmnozˇiny znacˇek, zacˇneme s popisem za´vislostı´
v hierarchii za´plat. Dosta´va´me se konecˇneˇ k neˇkolikra´t zmı´neˇne´mu orientovane´mu acyk-
licke´mu grafu (RDAG) G = {Vk,Ak}. Sta´le se drzˇı´me kroku k prˇi konstrukci. Vrcholy
grafu Vk = {v1, v2, ..., vk−1} odpovı´dajı´ za´plata´m z mnozˇiny Sk. Kdykoliv neˇjaka´ za´plata
Ij pro i < j < k prˇi ko´dova´nı´ prˇı´mo za´visı´ na jine´ za´plateˇ Ii, je pro zaznamena´nı´ te´to
za´vislosti pouzˇita hrana (vj , vi) ∈ Ak. Da´le pro kazˇdy´ vrchol grafu vi ∈ Vk uda´va´me
mnozˇinami Xi Yi jeho prˇedchu˚dce a na´sledovnı´ky v grafu
Xi = {j | vi je dosazˇitelne´ z vj} ∪ {i},
Xi = {j | vj je dosazˇitelne´ z vi}.
Xi indexuje vsˇechny za´platy, ktere´, at’ uzˇ prˇı´mo nebo neprˇı´mo, vyuzˇı´vajı´ za´platu Ii ke
ko´dova´nı´. Naopak Yi indexuje vsˇechny za´platy, ktere´ jsou, at’ uzˇ prˇı´mo nebo neprˇı´mo,
pouzˇity pro ko´dova´nı´ za´platy Ii.
Abychom si mohli uve´st energii, kterou v kroku k optimalizujeme, potrˇebujeme zna´t
jesˇteˇ neˇkolik veˇcı´. Necht’Li znacˇı´ mnozˇinu znacˇek z L, ktere´ odpovı´dajı´ za´plata´m, ktere´
pouzˇı´vajı´ za´platu Ii pro ko´dova´nı´. Energie musı´ by´t definovana´ tak, zˇe pokud neˇjaka´
za´plata fp ∈ Li, pak musı´ by´t zaplacena cena za ko´dova´nı´ za´platy Ii. Takovou cenu








kde je funkce δLi definovana´ na podmnozˇineˇ Li jako
δLi(f) =

1 ∃p : fp ∈ Li
0 jinak.
(28)
Poslednı´ nevysveˇtleny´ ve funkci E˜k zby´va´ vy´pocˇet ceny znacˇek hLi . Ten musı´ by´t








Objasneˇme si procˇ jsou ceny hLi odecˇteny. Jakmile je energie E˜
i vypocˇtena, tak v sobeˇ
zahrnuje cenu pro ko´dova´nı´ vsˇech za´plat Ij , j ∈ Yi, na ktery´ch je za´visla´. Uzˇ jsem zmı´nil,
zˇe cenamu˚zˇe by´t zaplacena nejvy´sˇe jednou, proto vsˇechny ceny hLj , j ∈ Yi musı´ by´t z hLi
odecˇteny.
Uka´zˇeme si to na kra´tke´m prˇı´kladu podle obra´zku cˇ. 4.5 a kroku k = 5. Podmnozˇiny
znacˇek Xi vypadajı´ na´sledovneˇ:
X1 = {1, 2, 3},
X2 = {2, 3, 4},
X3 = {3},
X4 = {4}.
Cena hL1 = E˜
1, hL2 = E˜
1. Jelikozˇ vsˇak mnozˇiny L1 a L2 uzˇ obsahujı´ za´platy I3 a I4 musı´
by´t od nich ceny hL1 a hL2 odecˇteny:
hL3 = E˜
3 − hL1 − hL2 ,
hL4 = E˜
4 − hL1 − hL2 .
Cely´ algoritmus je zachycen v na´sledujı´cı´m pseudoko´du:
1. for k˜= 1..| S|
2. Sk = Sk−1 ∪ {Ii}
3. Vk+1 = Vk ∪ {vk}
4. s˜vyuzitim grafu Gk nastavit podmnoziny znacek Li a jejich ceny hli
5. fk = argminf E˜k // minimalizovano HF (kapitola 4.3.2)
6. if E˜k(fk) nevyuziva Edirect(Ik)
7. Ak+1 = Ak ∪ {(vk, vj) | ∃fkp = (j, ·)}
8. vytvor Xk,Yk, aktualizuj Xj ∀j < k
Vy´pis 2: Pseudo ko´d hltave´ho prˇı´stupu konstrukce RDAG
4.3.2 Algoritmus hierarchicke´ho splynutı´
Jelikozˇ vyuzˇı´va´me k vy´pocˇtu energie (27) ceny znacˇek, nabı´zı´ se pro optimalizaci vyu-
zˇı´t algoritmu α-expanze. Avsˇak pokud jsou ceny znacˇek definova´ny na velky´ch podm-
nozˇina´ch, ma´ tato metoda nı´zkou mı´ru optimalizace a v praxi se zaseka´va´ na loka´lnı´m
minimu[2, 1]. Tento proble´m je mozˇne´ postrˇehnout na obra´zku cˇ. 4.7.
Za´sadnı´ proble´m prˇi pouzˇitı´ α-expanze je, zˇe zˇa´dnou znacˇku (i, t) z mnozˇiny Li se
kvu˚li vysoke´ ceneˇ HLi nevyplatı´ rozsˇirˇovat. Pokud bychom vsˇak sˇı´rˇili neˇkolik znacˇek
soubeˇzˇneˇ, mohla by klesnout cena dat a tı´m by se dala kompenzovat vysoka´ cena znacˇek
hli . A to je pra´veˇ za´kladnı´ mysˇlenka, ktera´ vede na algoritmus hierarchicke´ho splynutı´.
Popı´sˇeme si jej prˇi optimalizaci nasˇı´ energie E˜k v kroku k. Zacˇneme tı´m, zˇe si nachys-
ta´memnozˇinu pod-energiı´. Jedna energie je pro kazˇdou z k−1 za´plat. Kazˇda´ pod-energie
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Obra´zek 4.6: Proble´m loka´lnı´ho minima α-expanze s cenami podmnozˇin znacˇek. Podm-
nozˇina L2 obsahuje znacˇky (2,1) a (2,2). Pokud je pouzˇita pouze za´plata I1, cena podm-
nozˇiny hL2 je pro obeˇ transformace prˇı´lisˇ vysoka´ a L2 se tedy nemu˚zˇe sˇı´rˇit. Proto je nutne´
sˇı´rˇit vsˇechny transformace soucˇasneˇ.
j (1 ≤ j ≤ k − 1) se omezuje na vlastnı´ mnozˇinu znacˇek Lj = {(j, ·)}. Tedy na znacˇky se
vsˇemi transformacˇnı´mi pravidlyT (j)dostupny´mi pro za´platu Ij . Prˇipravene´ pod-energie
uzˇ mu˚zˇeme optimalizovat pomocı´ algoritmu α-expanze [2].
Vy´sledkem jednotlivy´ch optimalizacı´ je znacˇenı´ cj : Ω(Ik) → Lj . Kazˇde´ znacˇenı´
cj se snazˇı´, pomocı´ transformacı´ za´platy Ij jejı´mi transformacˇnı´mi pravidly T (j), co
nejle´pe rekonstruovat barvy pixelu˚ za´platy Ik. Mnozˇinu vsˇech takovy´ch znacˇenı´ oznacˇme
C = {c1, c2, ck−1}.
Na obra´zku cˇ. 4.7 si mu˚zˇeme vsˇimnout, jak je za´plata I5 dokonale rekonstruova´na
znacˇenı´m c4. Avsˇak musı´ za to, v oblastech, ktere´ za´plateˇ I4 prˇı´lisˇ neodpovı´dajı´, platit
vysokou cenu deˇlenı´.
Obecneˇ vzato, oblasti za´platy Ik, ktere´ mı´sty odpovı´dajı´ za´plateˇ Ij , budou mı´t, dı´ky
podobne´ barveˇ, nı´zkou cenu dat a dı´ky souvisly´m oblastem s konstantnı´ transformacı´ i
nı´zkou cenu deˇlenı´. Na druhou stranu oblasti, ktere´ prˇı´lisˇ neodpovı´dajı´, budou mı´t bud’
vysokou cenu dat nebo deˇlenı´.
Kdyzˇ ma´me spocˇı´ta´no znacˇenı´ cj , zavedeme si promeˇnnou cjp, ktera´ pro kazˇdy´ pixel
p ∈ Ω(Ik) oznacˇuje transformacˇnı´ pravidlo z T (j). Na´sledneˇ da´me (necha´me splynout)
vsˇechna znacˇenı´ z mnozˇiny C dohromady do jedne´ energie. Ta vsˇak sta´le odpovı´da´
energii (27). Kazˇde´mu pixelu definujeme vlastnı´ mnozˇinu znacˇek pro splynutı´ jako Lfusep .
Tedy prˇirˇazenı´m znacˇky (k, cjp) pixelu p, je vybra´na reprezentace pixelu p za´platou j
podle´hajı´cı´ transformaci cjp. Optimalizace na mnozˇineˇ Lfuse vy´razneˇ zmensˇuje velikost
kazˇde´ podmnozˇiny znacˇek Li ve vztahu (27). A to z

j∈Xi |T (j)| na |Xi|. Tı´m se taky
vyhneme proble´mu˚m s loka´lnı´m minimem zpu˚sobeny´m cenami hLi .
Tento algoritmus tedy v kroku k, pomocı´ rozdeˇlenı´ obra´zku a pouzˇitı´ transformacˇnı´ch
pravidel na podmnozˇiny za´plat z mnozˇiny Sk, vybere minima´lnı´ de´lku popisu za´platy
Ik. Cely´ algoritmus zachycuje jesˇteˇ na´sledujı´cı´ pseudoko´d.
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Obra´zek 4.7: Hierarchicke´ splynutı´
1. for j = 1..k − 1
2. Lj = (j, ·) ∈ L
3. cj = argmincE˜k, c : Ω(Ik)→ Lj // α−expanze
4. Lfusep = {(j, cjp) | j ∈ 1 . . . k − 1} ∀p
5. fk = argminf E˜k, f : Ω(Ik)→ Lfuse
Vy´pis 3: Pseudo ko´d hierarchicke´ho splynuti v kroku k
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5 Experimenty
Po teoreticke´m popisu metody rekurzivnı´ho vy´pocˇtu MDL grafovy´mi rˇezy se dosta´va´m
k jejı´muprakticke´mu oveˇrˇenı´. Jak je vy´sledna´ segmentace u´speˇsˇna´, posoudı´ nejle´pe lidske´
oko. Proto nabı´zı´m k posouzenı´ sadu experimentu˚, jejichzˇ vy´pocˇet byl proveden pomocı´
vlastnı´ implementace algoritmu.U kazˇde´ho experimentu se vzˇdy vyskytuje vstupnı´ obra´-
zek a obra´zek ukazujı´cı´ segmentaci. Barvy v obra´zku segmentace znacˇı´ jednotlive´ za´platy.
Zmeˇna za´platy je zaznamena´na tlustsˇı´ cˇarou a tencˇı´ cˇarou jsou pak zna´zorneˇny zmeˇny
transformacı´ v ra´mci jedne´ za´platy. Ke vstupnı´mu obra´zku a obra´zku se segmentacı´ je
veˇtsˇinou prˇida´n graf se za´platami a za´vislostmi, ktery´ vznikl beˇhem vy´pocˇtu. Da´le je prˇi-
da´n obra´zek, ktery´ by vznikl rekonstrukcı´ ze za´plat a vazeb mezi nimi. Kazˇdy´ vy´sledek
je jesˇteˇ navı´c strucˇneˇ okomentova´n.
Experimenty jsem rozdeˇlil do dvou cˇa´stı´. V prvnı´ cˇa´sti jsou testova´ny obra´zky, ktere´
by meˇly by´t pro metodu vhodne´. V obra´zcı´ch jsou tedy oblasti, ve ktery´ch se opakujı´
neˇjake´ textury (za´platy). Ve druhe´ cˇa´sti je vyzkousˇeno, jak metoda zareaguje na dva
obra´zky, ktere´ pro ni prˇı´lisˇ vhodne´ nejsou. V prvnı´ cˇa´sti je navı´c pouzˇito dvou typu˚
obra´zku˚. Jednı´m typem jsou prˇedem prˇipravene´, cˇi namalovane´ obra´zky s jasneˇ dany´m
ocˇeka´vany´m vy´stupem. Druhy´m typem jsou fotografie, ktere´ byly vybra´ny s ohledem na
princip metody, a take´ se u nich ocˇeka´va´ urcˇity´ vy´stup.
Obra´zek 5.1: Umeˇle vytvorˇeny´ obra´zek, ktery´ by meˇla metoda zvla´dnout
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5.1 Sada obra´zku˚ ”vhodny´ch” pro metodu
5.1.1 Rucˇneˇ prˇipravene´ obra´zky
Prvnı´ obra´zek (cˇ. 5.1) jsemnakreslil tak, abybyl vhodny´ prometodu.Obra´zekobsahujepeˇt
oblastı´, kde je v kazˇde´ z nich pouzˇita jina´ textura. Kazˇda´ z textur je navı´c pravidelna´. Jak
jsem drˇı´ve uvedl, abymohla by´t popsanoumetodou spocˇı´ta´na segmentace, je potrˇebamı´t
na vstupu jesˇteˇ tzv. za´platy. Tedy cˇa´sti obra´zku, ktere´ se v neˇm opakujı´. V tomto prˇı´padeˇ
bylo pro dobrou segmentaci zapotrˇebı´ oznacˇit v kazˇde´ oblasti alesponˇ jednu za´platu.
Jelikozˇ jsou textury pravidelne´, tak prˇi vhodneˇ zvolene´ velikosti za´platy, nenı´ pro ni
potrˇeba prˇida´vat dalsˇı´ pravidla transformacı´. Abymohly by´t i tyto za´platy segmentova´ny,
bylo nutne´ oznacˇit pixel cˇerne´ a bı´le´ barvy. Jednotlive´ pixely se nacha´zejı´ ve spodnı´ cˇa´sti
grafu. Zbyle´ za´platy jsou ve vrstveˇ nad nimi.
Segmentace je u tohoto obra´zku pomeˇrneˇ zdarˇila´. Pouze v mı´stech, kde se prolı´-
najı´ podobne´ textury, je hrana segmentace neprˇesna´. Algoritmus totizˇ v teˇchto mı´stech
uprˇednostnı´ cenu z rozdı´lnosti za´plat prˇed cenou jemnostı´ prˇechodu. Vedle kazˇde´ ze
za´plat je zobrazena jejı´ vlastnı´ segmentace pouzˇitı´m ostatnı´ch za´plat. Na obra´zku cˇ. 5.2 je
rekonstruovany´ obra´zek s pouzˇitı´m segmentacı´ jednotlivy´ch za´plat.
Obra´zek 5.2: Rekonstrukce obrazu s pouzˇitı´m dı´lcˇı´ch segmentacı´ za´plat
Druhy´ experiment (obra´zek cˇ. 5.3) je pro metodu poneˇkud komplikovaneˇjsˇı´. V zˇa´dne´
oblasti nenı´ vzor, ktery´ by se prˇesneˇ opakoval. Byly proto vybra´ny 3 za´platy, kde v ka-
zˇde´ z nich je skupina cˇar jinak otocˇena´. Aby algoritmus mohl tyto za´platy nale´zt i jinde
vprˇı´slusˇne´ oblasti, bylo kazˇde´ z nich prˇida´no neˇkolik transformacˇnı´ch pravidel. Vy´sledek
segmentace je, rˇekl bych, docela uspokojivy´. Povsˇimneˇte si prˇedevsˇı´mvelke´hopocˇtu zmeˇn
transformacˇnı´ch pravidel (tenke´ cˇa´ry). Pra´veˇ dı´ky transformacı´m algoritmus uprˇednost-
nil pouzˇitı´ za´plat prˇed jednotlivy´mi barvami.
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Obra´zek 5.3: Umeˇle vytvorˇeny´ obra´zek s nepravidelnou texturou. Zdroj vstupnı´ho ob-
ra´zku: [22]
V dalsˇı´m obra´zku jsou uzˇ slozˇiteˇjsˇı´ vzory a navı´c barvy. Modra´ cˇa´st a oranzˇove´ cˇa´sti
obsahujı´ pravidelny´ vzor a jejich segmentace vypada´ v porˇa´dku. Prostrˇednı´ oblast a oblast
s obilı´m uzˇ prˇı´lisˇ pravidelne´ nejsou. Prostrˇednı´ kruh je vsˇak i tak oznacˇen pomeˇrneˇ dobrˇe.
V oblasti s obilı´m je to o neˇco horsˇı´. Ocˇeka´val bych, zˇe v tmave´mmı´steˇ bude pouzˇita prˇı´mo
tmava´ barva. Namı´sto toho je pouzˇita za´plata z jine´ oblasti. Cena barvy pro pixely byla
asi sta´le veˇtsˇı´, nezˇ cena pouzˇitı´ jine´ za´platy.
Obra´zek 5.4: Pouzˇitı´ barev, pravidelny´ch i nepravidelny´ch vzoru˚. Zdroj vstupnı´ho ob-
ra´zku: [23]
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Po trˇech pomeˇrneˇ zdarˇily´ch vy´sledcı´ch je k dispozici experiment, ktery´ se azˇ tak
nevyvedl.Nezrovnadobry´ vy´sledekma´nejspı´sˇe na sveˇdomı´ stupnice sˇedi.Chybyvznikle´
prˇi vy´pocˇtu, jak ktera´ za´plata odpovı´da´ obra´zku, nejsou tak vysoke´ jako prˇi pouzˇitı´ barvy,
a proto je neˇkdy sˇpatneˇ pouzˇita za´plata i v mı´stech, kde ve skutecˇnosti nenı´.
Obra´zek 5.5: Neprˇı´lisˇ zdarˇily´ vy´sledek. Zdroj vstupnı´ho obra´zku: [24]
5.1.2 Fotografie
Dosta´va´m se do kategorie s fotografiemi. Jako prvnı´ jsem vybral fotografii pole s tulipa´ny,
kde jsemocˇeka´val oznacˇenı´ oblastı´ tulipa´nu˚ s ru˚znou barvou. Vy´sledek je pomeˇrneˇ dobry´.
Pouze v mı´stech kde jsou ru˚zˇove´ tulipa´ny opravdu syte´, zvolil algoritmus cˇervene´.
Obra´zek 5.6: Segmentace pole s tulipa´ny. Zdroj vstupnı´ho obra´zku: [25]
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Na´sledujı´cı´ dva experimentypovazˇuji za velmi zdarˇile´.Naprvnı´m sepomocı´ trˇı´ za´plat
a peˇti barev podarˇilo oddeˇlit levou, prostrˇednı´ a pravou cˇa´st domu, strˇechu a oblohu.
Navı´c je videˇt, jak algoritmus kra´sneˇ kombinuje za´platy a barvu. Na druhe´m obra´zku
mu˚zˇeme pozorovat, jak lze pomocı´ dvou za´plat a jedne´ barvy obra´zek rekonstruovat.
Obra´zek 5.7: Vy´borna´ segmentace a kombinace za´plat a barev. Zdroj vstupnı´ho obra´zku:
[1]
Obra´zek 5.8: Zajı´mava´ rekonstrukce obrazu pouzˇitı´m dvou za´plat a jedne´ barvy. Zdroj
vstupnı´ho obra´zku: [1]
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Na poslednı´m experimentu ze se´rie fotografiı´ jsem zvolil fotografii mrakodrapu˚ ve
stupnici sˇedi. Segmentace trˇı´ mrakodrapu˚ a silnice pod nimi se povedla. U cˇtvrte´ho
mrakodrapu algoritmus preferoval pouzˇitı´ barev prˇed za´platou a jeho segmentace se
tedy nepovedla.
Obra´zek 5.9: Segmentace fotografie ve stupnici sˇedi. Zdroj vstupnı´ho obra´zku: [26]
5.2 Dalsˇı´ experimenty
Funkcˇnost algoritmu jsem jesˇteˇ otestoval u dvou typu u´loh z oblasti biometrie. Obra´zky
tentokra´t nejsou tvorˇeny oblastmi s opakujı´cı´m se vzorem. Nejsou tedy pro algoritmus
prˇı´lisˇ vhodne´. Povazˇuji vsˇak za vhodne´, v kra´tkosti uka´zat i tento prˇı´pad.
Na prvnı´m obra´zku (cˇ. 5.10) jsem zamy´sˇlel, zˇe by algoritmus mohl detekovat oblicˇeje.
Jako za´platu jsem tedy oznacˇil jeden oblicˇej a k nı´ prˇidal sadu transformacˇnı´ch pravidel,
aby ”pasovala”i na ostatnı´ oblicˇeje. Pro popis zbytku fotografie jsem na vstup prˇidal
neˇkolik barev. Ocˇeka´va´nı´ bohuzˇel naplneˇno nebylo. Algoritmus totizˇ preferoval prˇı´me´
pouzˇitı´ barev mı´sto za´platy s oblicˇejem.
V poslednı´m experimentu (obra´zek cˇ. 5.11) jsem chteˇl vyzkousˇet, zda algoritmus od
sebe odlisˇı´ dva otisky prstu˚. V tomto prˇı´padeˇ jde konkre´tneˇ o jeden otisk prstu, ktery´ je
zrcadloveˇ obra´ceny´ podle osy y. Levy´ otisk prstu jsem tedy oznacˇil jako za´platu a prˇidal
na vstup neˇkolik odstı´nu˚ sˇedi. Ocˇeka´val jsem, zˇe prvnı´ otisk bude spra´vneˇ oznacˇen jako
otisk a pro druhy´ otisk algoritmus pouzˇije barvy. I v tomto prˇı´padeˇ me´ ocˇeka´va´nı´ nebylo
naplneˇno a algoritmus oznacˇil druhy´ otisk jako podobny´ tomu prvnı´mu.
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Obra´zek 5.10: Pokus o detekci oblicˇeju˚
Obra´zek 5.11: Experiment s otisky prstu˚. Zdroj vstupnı´ho obra´zku: [14]
40
6 Programa´torsky´ popis
Z hlediska implementace je tento segmentacˇnı´ algoritmus pomeˇrneˇ rozsa´hly´. Du˚kazem je
i velke´mnozˇstvı´ vzorcu˚ a vztahu˚ v textu.My´m u´kolembylo samotny´ algoritmus naimple-
mentovat a prove´st na neˇm experimenty. Proto jsem pa´tral po implementacı´ch urcˇity´ch
cˇa´stı´, o ktere´ se algoritmus opı´ra´. Jedna´ se zejme´na o algoritmus α-expanze, potazˇmo
grafovy´ch rˇezu˚, hleda´nı´ maxima´lnı´ho toku apod.. Nalezl jsem a pouzˇil knihovnu, kterou
autorˇi poskytujı´ k cˇla´nku [2].
Uzˇ jsem neˇkolikra´t zmı´nil, zˇe algoritmus potrˇebuje na vstupu, kromeˇ samotne´ho
obra´zku, jesˇteˇ mnozˇinu za´plat a transformacı´. Z toho du˚vodu jsem naimplementoval
editor, ktery´ dovoluje uzˇivateli za´platy vybrat a prˇidat jim potrˇebne´ transformace. Celou
mnozˇinu za´plat, vcˇetneˇ obra´zku, pak umozˇnˇuje ulozˇit do vlastnı´ho forma´tu a pak znovu
nacˇı´st.
Vy´sledna´ aplikace ma´ tedy dveˇ cˇa´sti. Prvnı´ je editor za´plat a druha´ je samotna´ seg-
mentace, jejı´zˇ graficky´ vy´stup bylo mozˇne´ videˇt v prˇedchozı´ kapitole.
Pu˚vodneˇ jsem jsem pro pra´ci s obra´zky prˇi vy´pocˇtu algoritmu pouzˇil knihovnu
OpenCV. Pozdeˇji jsem kvu˚li pohodlneˇjsˇı´mu testova´nı´ zacˇal tvorˇit graficky´ editor. Ten
vyzˇadoval pra´ci s GUI, a proto jsem pro neˇj pouzˇil knihovnu Qt. Aby byla implementace
jednotna´, prˇepsal jsem implementaci algoritmu za pouzˇitı´ knihovny Qt.
Zdrojove´ ko´dy vcˇetneˇ programa´torske´ dokumentace jsou dostupne´ na prˇilozˇene´m
CD v adresa´rˇi Code. Strucˇna´ uzˇivatelska´ dokumentace je k dispozici prˇı´mo v aplikaci.
Postup prˇekladu zdrojovy´ch ko´du˚ a spusˇteˇnı´ aplikace je v souboru Code/README.txt.
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7 Za´veˇr
Cı´lem diplomove´ pra´ce bylo oveˇrˇit vlastnosti segmentacˇnı´ metody popsane´ v cˇla´nku
Gorelick L. et al.: ”Recursive MDL via Graph Cuts: Application to Segmentation”(ICCV
2011). My´m u´kolem bylo si cˇla´nek a souvisejı´cı´ cˇla´nky nastudovat, popsanou metodu
naimplementovat vC/C++, prove´st na ni se´rii experimentu˚ a ty zdokumentovat v textove´
cˇa´sti pra´ce. Podle okolnostı´ jsem se mohl pokusit metodu i vylepsˇit.
U´koly jsem tedy zacˇal podle porˇadı´ plnit. Studium cˇla´nku˚ bylo pomeˇrneˇ na´rocˇne´.
V pozadı´ metody stojı´ neˇkolik dalsˇı´ch, neprˇı´lisˇ primitivnı´ch algoritmu˚. Neˇktere´ jsem
povazˇoval pro hlavnı´ metodu natolik podstatne´, zˇe jsem jim veˇnoval celou trˇetı´ kapitolu,
kde jsem je pomeˇrneˇ podrobneˇ popsal.
Hlavnı´ metodeˇ jsem veˇnoval cˇtvrtou kapitolu. V u´vodu te´to kapitoly jsem se pokusil
algoritmus shrnout pouze slovy a obra´zky. Po neˇm vsˇak na´sledoval nutny´ podrobny´
teoreticky´ vy´klad, jehozˇ cˇtenı´ nemusı´ by´t u´plneˇ snadne´.
Algoritmus se mi podarˇilo naimplementovat a vy´slednou aplikaci jsem rozsˇı´rˇil o gra-
ficky´ editor pro zı´ska´nı´ za´plat. Neˇkolik slov k implementaci jsem shrnul v sˇeste´ kapitole.
Aplikace by mohla by´t da´le rozsˇı´rˇena o algoritmus pro automaticky´ vy´beˇr za´plat.
Teorie, na nizˇ metoda stojı´, mi prˇijde velice zajı´mava´. V praxi vsˇak velmi nara´zˇı´ na
vy´pocˇetnı´ vy´kon soucˇasny´ch pocˇı´tacˇu˚. Na vstup algoritmu je proto prˇivedeno jen neˇkolik
za´plat a prˇi vy´pocˇtu je pouzˇit navı´c hltavy´ prˇı´stup. Vy´sledek tedy nenı´ takovy´, jaky´ by
mohl podle teorie by´t. I tak povazˇuji vy´sledky, ktery´ch jsemprˇi testova´nı´ dosa´hl, za dobre´.
Cˇas, ktery´ si vy´pocˇet vyzˇa´dal, na tom tak dobrˇe nenı´. Podı´vejme se na experiment
s mrakodrapy (obra´zek cˇ. 5.9). V experimentu je testova´n obra´zek pouze o rozmeˇrech
300x217 pixelu˚. Da´le je na vstupu 6 samostatny´ch pixelu˚ a peˇt za´plat o rozmeˇrech 30x30,
46x46, 62x62 a 75x75 pixelu˚. Doba potrˇebna´ pro vy´pocˇet (pru˚meˇr deseti meˇrˇenı´) na proce-
soru Intel C2D T5470 1.6 GHz byla 14280 ms. Vy´pocˇet by se dal urychlit naprˇ. paralelizacı´
neˇktery´ch cˇa´stı´ a implementacı´ na graficke´ karteˇ. Nic to nemeˇnı´ na tom, zˇe je vy´pocˇet
cˇasoveˇ velmi na´rocˇny´.
Poslednı´ cˇa´stı´ bylo pokusit se algoritmus vylepsˇit. Napadlo meˇ vylepsˇenı´, zˇe by al-
goritmus na vstupu, kromeˇ za´plat, ktere´ z neˇj pocha´zı´, mohl dostat i za´platy z jiny´ch
obra´zku˚. To nijak neodporuje popsane´ teorii a myslı´m, zˇe by to mohlo mı´t v urcˇity´ch situ-
acı´ch prˇı´nos. Zejme´na, kdyby byl pro vy´beˇr za´plat pouzˇit neˇjaky´ automaticky´ algoritmus.
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