We describe new applications of the theory of automata to natural language processing: the representation of very large scale dictionaries and the indexation of natural language texts. They are based on new algorithms that we introduce and describe in detail. In particular, we give pseudocodes for the determinization of string to string transducers, the deterministic union of p-subsequential string to string transducers, and the indexation by automata. We report several experiments illustrating the applications.
Introduction
The theory of automata provides e cient and convenient tools for the representation of linguistic phenomena. Natural language processing can even be considered as one of the major elds of application of this theory (Perrin 1993) . The use of nite-state machines has already been shown to be successful in various areas of computational linguistics: lexical analysis (Silberztein 1993) , morphology and phonology (Koskenniemi 1985; Karttunen et al. 1992; Kaplan and Kay 1994; Mohri and Sproat 1996) , local syntax (Roche 1993a; Mohri 1994d) , syntax (Woods 1970; Roche 1993a; Mohri 1993; Pereira and Wright 1991) , text-to-speech synthesis (Sproat 1995) , speech recognition (Pereira et al. 1994; .
We here report new successful results of this theory in the following two applications: the representation or compilation of large scale dictionaries and the indexation of natural language texts. We have devised new algorithms that can be used as the bases for these applications. We describe in detail these new algorithms and indicate the various steps of the construction of the nite-state machines in practice, as well as the results of several experiments.
y This work was done while the author was an associate professor of computer science and computational linguistics at the Institut Gaspard Monge-LADL in Paris, France.
For the dictionary compilation experiments we carried out, we used the latest versions of the very large scale dictionaries of LADL (Laboratoire d'Automatique Documentaire et Linguistique) available in 1994. These versions of the dictionaries contain many more distinguishing morphological codes than older ones. We indicate how this a ects the results. The experiments show the usefulness of p-subsequential transducers and their minimization in the representation of large scale dictionaries. We also experimented for the rst time the compilation of the dictionary of compound words of French (DELACF) as well as that of all in ected words (simple and frozen). This allowed us to check the soundness of our programs for very large nite-state machines.
We also performed several experiments of indexation of natural language texts using transducers or automata. We mainly tested our programs on French corpora but the conclusions of our experiments are likely to apply to many other languages. Although the use of automata and transducers in indexation still needs to be optimized, experiments show it to be very promising. It also allows one to combine indexation with other text processing operations in a exible way using classical operations such as composition of transducers.
In all these experiments, we used a large set of programs (more than 15,000 lines of code) written in C that can be used to perform e ciently many operations on automata and transducers including determinization, minimization, union, intersection, compaction, and other more complex or speci c tasks. In the following, we constantly refer to these tools.
Compilation of large scale dictionaries into nite-state machines
Large dictionaries can be compiled into nite automata with distinct nal states. We recall the principle of that method, the construction in practice, and the results of our experiments with large dictionaries. We then describe new methods for compiling dictionaries into p-subsequential transducers, indicate the results of our experiments using that method, and compare them with those obtained with automata. Notice that the methods described here both assume that the dictionaries are given as a large list of strings and not as a set of rules as considered by Kaplan and Kay (1994) Large dictionaries can be e ciently represented by nite-state automata (Revuz 1991) . Consider, for instance, the dictionary of in ected words of English (EDELAF), (Karlsfeld 1991) . Lines of this dictionary are composed of an in ected form followed by its associated canonical form and morphological indications. The following are two typical lines of this dictionary: done,do.V3:PP done,done.A0
The in ected form done can correspond to the past participle of the verb to do ( rst line) or to the adjective done (second line). In ected forms can be ambiguous, thus several canonical forms might be associated with the same in ected form. The dictionary can be factorized and put into a compact form in which canonical forms are computed from in ected forms by adding or removing some of their nal letters. The above lines can be compacted into the following: done,2.V3:PP,0.A0 Once put in this form, with each in ected form of the dictionary is associated a single code (here the code associated with done would be the string 2.V3:PP,0.A0). The dictionary can then be represented by an automaton in which nal states are provided with numbers referring to these codes. Figure 1 gives an example of such an automaton. It represents some of the in ected words of English. The graph represented in Figure 1 is in fact a tree. It is generally impossible to store the set of words of a large-scale dictionary in such a deterministic tree, since this would lead to a blow-up. And, although e cient minimization algorithms for automata are available (Aho et al. 1974; Revuz 1991) , one cannot apply them directly to a tree representing the whole dictionary. Therefore, the construction of the nal minimal automaton requires splitting the dictionary into several smaller parts for which it is possible to construct a deterministic tree and therefore the corresponding minimal automaton, and then use several operations of union of automata to get the desired result.
Experiments
We have fully implemented and experimented this method by considering several among the latest versions of the large dictionaries of LADL:
the dictionary of simple in ected forms of French (FDELAF), (Courtois 1989) , the dictionary of compound in ected forms of French (FDELAF), (Silberztein 1993) , their union, the dictionary of all in ected forms of French (GDELAF), the dictionary of simple in ected forms of English (EDELAF), (Karlsfeld 1991) , the dictionary of simple in ected forms of Italian (IDELAF). Table 1 gives the corresponding results. The rst lines of the table indicate the number of lines of the initial les containing these dictionaries as well as the corresponding sizes in bytes. Automata are in fact not su cient to represent these dictionaries since one also needs to store corresponding codes. The next lines give the characteristics of the automata constructed as well as the number and total size of these codes in each case. The size of these codes depends of course on the choices made for the representation of each morphological feature and corresponds to a le simply containing their list.
The rst size indicated for the automata corresponds to that of a le used to represent them. Such a representation can however be made much more compact thanks to the well-known technique proposed by Liang (1983) since the automata used in language processing are generally very sparse 1 . It is important to bear in mind that this method not only reduces the size of the automaton but also provides direct access, namely it makes the time necessary to search for a given transition at a given state constant. The compacted size indicated in table 1 corresponds to the space required to keep the automaton in memory which is equal to the one used to store it on disk when using the method just mentioned. The total nal size is the amount of memory needed to represent the whole dictionary, including codes. This method has also been described by other authors in the same context of natural language processing (Liang 1983; D esarm enien1986; Revuz 1991). Our experiments were carried out using various machines (NEXT Cube 68040, 32 Mb RAM, HP/9000 755, 64 Mb RAM, CRAY II, 128 RAM). The time spent indicated for the construction of the minimalautomata from the initial les should only be considered as an upper bound especially because of the presence of many other users. Not all gures are indicated in this part. Indeed, 38 Mb seemed to be insu cient 2 to apply without modi cation the minimization algorithm to the uncompacted automata corresponding to the dictionaries FDELACF and GDELAF. Thus, for these dictionaries and only for these, experiments were carried out on a CRAY. We did mention to be complete the time spent for the construction of the automata in the case of these dictionaries. However, those gures are not very signi cant due to the considerable number of programs running on that machine when the experiment was made. These experiments also helped us to check the soundness of our programs for very large automata and to construct for the rst time these two very large dictionaries by minimal automata. The automaton corresponding to the GDELACF contains more than 630,000 transitions after minimization.
On the whole, the experiments show the usefulness of automata for the representation of dictionaries. Indeed, the time needed to construct the automata is short, their size is particularly compact compared to that of initial les, and they provide very fast look-up 3 .
Notice that although the number of lines of the French dictionary of compound words is about the same as the number of lines of the English dictionary of simple words, the automaton corresponding to FDELACF is more than four times larger than that of EDELAF. This is mainly due to the length of compound words: although many compound words share the same pre x or su x, the size of these shared parts is still small compared to the length of the compounds.
The representation by minimal automata of dictionaries of compound words could then seem less appropriate. One could have recourse for this type of dictionaries to other intermediate representations putting in common factors or subwords of the entries or use simple words as an alphabet for compound words. But, these methods do not necessarily improve the results. The latter for instance not only leads to a representation of FDELACF less compact (2.4 Mb, (Roche 1993b) ), but also gives slower look-up because of the intermediate indexation it requires. A direct representation of FDELACF appears as both more compact and convenient. Besides, this representation o ers the following advantage: the same operations then apply to FDELACF and FDELAF. So it is then natural to construct the union of these two dictionaries.
We have constructed the minimal automaton 4 corresponding to the union of these two dictionaries (GDELAF). It can be stored in 3.1 Mb of memory and contains all in ected forms of French. It allows one to lemmatize texts using a single automaton. Notice, however, that the size of this automaton is about the same as the sum of those of the dictionaries FDELAF and FDELACF.
2
Because of independent technical reasons we could only use 38 Mb out of the 64 available in principle on the HP/9000 systems.
3
The look-up time computed in number of words per second is only an indication. It depends on many practical parameters. It does not depend, of course, on the size of the automaton. One can e ciently construct from this machine a deterministic automaton recognizing A L(GDELAF), where A represents the French alphabet and L(GDELAF) the set of all French in ected forms (Mohri 1995) . This automaton is very useful in many natural language processing applications.
The experiment shows that making the union hardly reduces the number of transitions of these automata.
The main basis for the representation of dictionaries by automata is that, in general, many entries share the same codes, and that the total number of codes is small compared to the number of entries. Minimization has still then an important e ect. But at worst, if all codes were distinct, then minimization would have no e ect and the size of the deterministic tree representing a dictionary could not be reduced.
As a matter of fact, as dictionaries become more and more accurate the number of codes tends to increase considerably. This number is about 22,000 for the last version of FDELAF (in older versions considered by Roche (1993b) it was about 8,400). With this number of codes, the number of transitions of the automaton of FDELAF exceeds 220,000 which of course also increases the compacted size. Also, during the construction of this automaton one needs to distinguish di erent codes. But the space required for an e cient hashing of the codes can also become very costly.
As an example, a tree used to represent these codes would have more than 100,000 nodes.
This dependency of the representation by automata on the codes seems to constitute a serious disadvantage of this method. Since the codes contain the linguistic information associated to words, their size can become very large and this can directly a ect the whole representation. Thus, new versions of the dictionaries seem to suggest that the representation by automata would be less appropriate. The gures indicated in Table 1 correspond to this same version from which we have removed several substrings, and therefore some information, so as to reduce the number of codes.
Representation by sequential transducers
Since the number of codes tends to increase, it becomes more appropriate to represent dictionaries by transducers. A morphological dictionary can be viewed as a list of pairs of strings of the type (in ected form, canonical form). This list de nes a function which is natural to represent by a transducer. Such a representation also provides reverse look-up, namely given a canonical form to obtain the set of in ected forms associated with it. However, one needs to keep this representation e cient as in the case of deterministic automata.This led us to consider sequential transducers.
de nitions
Let us recall some de nitions relating to these e cient transducers.
A transducer is said to be sequential when it has a deterministic input, namely at any state there is at most one transition labeled with a given element of the input alphabet. Sequential transducers can be extended to allow a single additional output string (subsequential transducers) or a nite number p of output strings (p-subsequential transducers) at nal states. These last transducers allow one to deal with the ambiguities in natural language processing (Mohri 1994a) . We call determinization the algorithm allowing one, when possible, to obtain a p-subsequential transducer from a given one. We also use the term sequential in a generic way to denote the class of all transducers with deterministic input (sequential, subsequential, p-subsequential) when no ambiguity arises as in the title of this section. Like deterministic automata, sequential transducers provide a very fast look-up depending only on the length of the input string and not on the size of the machine. Entries of dictionaries are often ambiguous and one needs to associate several of them with a single form. These ambiguities can be represented using p-subsequential transducers. Figure 2 gives an example of p-subsequential transducer representing the same set of words as that of gure 1. Additional output strings are allowed at nal states (arrows with no destination state).
There are several ways of adding new entries to a transducer. One method consists of adding these entries non-deterministically. When inserting a new pair of words in the transducer, new transitions are created when both input and output letters di er from those of existing transitions. The resulting transducer is then non-sequential since two transitions leaving the same state may have the same input labels. In many cases encountered in natural language processing, this transducer can be determinized so as to obtain a p-subsequential transducer.
Determinization of transducers
The corresponding algorithm is close to the powerset construction used for determinizing automata. The di erence is that here one needs to provide states of the sets with strings. These strings correspond to a delay in the emission which is due to the fact that outputs corresponding to a given input can be di erent. Because of this di erence, only the longest common pre x of outputs can be kept and subsets are made of pairs (state, string) and not just of states. Figures  3 and 4 give an example of the application of the determinization. The subsets corresponding to the states of the subsequential transducer are indicated in 4. Notice that in this example the number of states of the determinized transducer T 2 is even less than with T 1 . This is due to the fact that the transducer T 2 is subsequential. A non-sequential transducer T 1 = (V 1 ; I 1 ; F 1 ; A; B ; 1 ; 1 ) is a 7-tuple where:
V 1 is the set of its states, I 1 V is the set of initial states, F 1 V the set of nal states, A and B nite sets corresponding respectively to the input and output alphabets of the transducer, 1 the state transition function mapping V 1 A to 2 V1 , the powerset of V 1 , 1 the output function mapping V 1 A V 1 to B . In the same way, a subsequential transducer T 2 = (V 2 ; i 2 ; F 2 ; A; B ; 2 ; 2 ; 2 ) is an 8-tuple where: i 2 is its unique initial state, 2 , its transition function maps V 2 A to V 2 , 2 , its output function maps V 2 A to B , 2 , its nal output function maps F to B . Given a positive integer p, a p-subsequential transducer T 2 = (V 2 ; i 2 ; F 2 ; A; B ; 2 ; 2 ; 2 ) can be de ned in the same way except that 2 then maps F to (B ) p . Not all transducers can be determinized. This is because the class of subsequential transducers is a strict subclass of all transducers (Cho rut 1978). However, in most cases considered in natural language processing the transducers can be determinized. In particular, all acyclic transducers can be determinized. We here give the pseudocode of the algorithm to determinize a transducer T 1 when possible ( gure 5). The result is a subsequential transducer T 2 .
The notations are those just introduced above. We also denote by x^y the longest common pre x of two strings x and y and by x ?1 (xy) the string y obtained by dividing (xy) at left by x. We use a queue Q to maintain the set of states of the resulting transducer T 2 . Those states are equivalently subsets made of pairs (q; w) of a state q of T 1 and a string w 2 B . We also use the following notations: J 1 (a) =f(q; w)j 1 (q; a) de ned and (q; w) 2 q 2 g J 2 (a) =f(q; w; q 0 )j 1 (q; a) de ned and (q; w) 2 q 2 and q 0 2 1 (q; a)g to simplify the presentation of the pseudocode. At each step of the algorithm a new state q 2 is considered (line 5). q 2 is a nal state i it contains a pair (q; w) with q nal in T 1 . In that case, w is the nal output at the state q 2 . Then each input label a of the transitions leaving the states of the subset q 2 is considered (line 10). A transition is constructed from q 2 to 2 (q 2 ; a) with ouput 2 (q 2 ; a). 2 (q 2 ; a) is the longest common pre x of the output labels of all the transitions leaving the states q of q 2 with input label a when left concatenated with their delayed string w. 2 (q 2 ; a) is the subset made of pairs (q 0 ; w 0 ) where q 0 is a state reached by one of the transitions with input label a in T 1 , and w 0 = 2 (q 2 ; a)] ?1 w 1 (q; a; q 0 ) the delayed string that could not be output earlier in the algorithm. Notice that 2 (q 2 ; a)] ?1 w 1 (q; a; q 0 ) is a well-de ned string since 2 (q 2 ; a)] is a pre x of all w 1 (q; a; q 0 ) (line 10).
Simple modi cations allow one to extend the use of the algorithm to the case of transducers that can be represented by p-subsequential transducers. We need this extension for our applications since the dictionary transducers we consider generally admit ambiguities. The extension requires considering a function 2 mapping F 2 to (B ) p , and changing lines 6-8 into the following ones: 6 for each (q; w) 2 q 2 such that q 2 F 1 7 do F 2 F 2 fq 2 g 8 Add Output( 2 ; q 2 ; w) where the e ect of Add Output( 2 ; q 2 ; w) is to modify the function 2 such that a new output string w be added at the nal state q 2 .
Deterministic union of p-subsequential transducers
One can also add a new entry to a transducer in a deterministic way. In order to add the pair (w 1 ; w 2 ) to a transducer one can rst insert (w 1 ; ) in a deterministic way as with deterministic automata, and then associate to the nal state reached a nal output w 2 . Proceeding this way for each new entry from the beginning of the construction one directly obtains a p-subsequential transducer which has the structure of a tree.
Experiments show that this method is often very e cient for constructing transducers representing large dictionaries. The construction from the dictionary le is then very fast. One disadvantage of this method is that the outputs are then pushed toward nal states which creates a long delay in emission. However, p-subsequential transducers can be minimized (Mohri 1994a ). An important characteristic of that minimization algorithm is that it pushes back ouputs as much as possible toward the initial state. Thus, it eliminates the problem just mentioned. p-subsequential transducers allow very fast look-up. Minimization helps to make them also space e cient. But, as with automata, one cannot construct directly the p-subsequential transducer representing a large-scale dictionary. The tree construction mentioned above leads indeed to a blow up for a large number of entries. So, here again, one needs rst to split the dictionary into several parts, construct the corresponding p-subsequential transducers, minimize them, and then perform the union of these transducers and reminimize the resulting one. However, one wishes the union of these transducers to be p-subsequential too to keep their look-up e ciency. To do so, the union of the p-subsequential transducers needs to be done in a deterministic way generating directly from two given p-subsequential transducers their union as a p-subsequential transducer. Figures 6, 7 and 8 illustrate the deterministic union of two p-subsequential transducers. Only those nal state outputs that are not empty strings are indicated in these gures. As in the case of automata, the corresponding union algorithm consists of reading the two transducers simultaneously and to consider pairs of states made of the states reached in each machine. However, here one also needs to associate strings to each of those states. Indeed, since for the same input label in the two machines the output labels might di er only the longest common pre x of the output labels is output. One needs to keep track of the remaining part of the strings. These are the strings associated to the states. Figure 9 gives the pseudocode of the algorithm to compute the deterministic union of two p-subsequential transducers. Recall that for any nal state q, ( ij(q), (j p), is the set of outputs at q in Ti.
from all states of T 1 and T 2 and with the convention that i (Undefined; a) is not de ned for any a 2 A and i 2 f1; 2g.
As previously we use a queue Q to maintain the states of the resulting machine. Each state q of the resulting machine is considered once (line 5). It is equivalently a pair of the type f(q 1 ; w 1 ); (q 2 ; w 2 )g where q 1 is a state of T 1 , q 2 a state of q 2 and w 1 and w 2 the delayed strings. q is nal i both q 1 and q 2 are nal. The set of nal ouputs is then the union of all nal outputs at q 1 and q 2 when left concatenated with the corresponding delayed strings (lines 6-9). Each input label a of the transitions of q 1 and q 2 is then considered. A new transition from q to (q; a) with output (q; a) is then created considering the three cases:
only q 2 admits a transition with input label a, only q 1 admits a transition with input label a, both q 1 and q 2 admit a transition with input label a. In this last case only the longest common pre x of the output labels left concatenated with w 1 and w 2 can be output (line 17).
The e ciency of the implementation of these algorithms critically depends on the hashing method used to determine if the state de ned is new ( gure 5 line 12, gure 9 line 19). All other operations are less time consuming. We de ned and used a new dynamic double hashing method based on classical methods (Aho et al. 1986; Cormen et al. 1992 )that ensures both very fast look-up and uses few extra space. Both the determinization and the union algorithms are then very fast in practice.
Experiments
We have fully implemented the algorithms and methods described in the two previous sections and experimented them with several large dictionaries. Table 2 illustrates some of these results
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. The rst lines of the table recall the size of the considered dictionaries and give indications about the number of transitions and states of the obtained transducers. The output labels of these transducers are not just letters. We have indicated in the following lines the number of elements and the size in memory of the output alphabet.
The nal size corresponds to the space in memory or on disk required by the whole transducer when compacted. Since the transducer is sequential a compaction method close to the one used with automata can be used here (Liang 1983) . It helps to reduce the size of the transducer and allows constant look-up time.
The experiments were carried out on two machines. The time spent indicated corresponds to the whole process of the construction of the transducer from the initial le containing the dictionary 7 . The look-up time should only be considered as an indication.
The DELAPF dictionary consists of the list of in ected forms of French with their corresponding set of pronunciations (Laporte 1988 Since the transducers we use here are sequential, the look-up time only depends on the length of the input word and not on the size of the dictionary. Also, the minimization algorithm we use for transducers not only helps to reduce the number of states without losing the advantage of look-up e ciency, but also provides a quasi-determinization of the output side of the transducer (Mohri 1994a) . Thus, the average time for the inverse look-up (from canonical forms to the in ected forms) is also very low and comparable to the one indicated in the table.
The time spent to construct the minimal p-subsequential transducers is longer than that of the construction of corresponding automata (sometimes only slightly longer), but it is still quite short and the whole process of construction of the transducers can be considered as very fast. The experiments also show that the size of the output alphabet remains small and that its contribution to the nal size of the transducer is negligible.
The nal transducers obtained are very compact. Compare for instance the size of the psubsequential transducer representing the French dictionary FDELAF and that of the corresponding automaton. Both sizes are roughly the same (1.2 Mb for the automaton, 1.3 for the transducer). Experiments also suggest that with the increase of the number of codes, the size of the automaton could exceed the size of the minimal transducer. Besides, the transducer allows look-up's from both sides whereas the automaton does not.
One can also compose the transducer with an automaton using the output of the transducer to match the labels of the automaton. This of course cannot be done using the representation by automata. Also, the use of the minimal transducers makes the nite-state machine more independent of the choice of the codes. Although the order in which morphological features are indicated is still important and could change the number of transitions or states of the transducer, the pre xation stage of the minimization algorithm makes the transducer independent of the precise notations for tenses or moods for instance. It is also worthwhile to point out that the psubsequential transducers obtained here both provide a fast look-up time and are more compact than the non-sequential transducers used to represent dictionaries. The size of the non sequential transducer representing FDELAF constructed by Roche (1993b) is about 1.5 Mb (> 1:3 Mb), and the size of the DELAPF transducer 6.9 Mb (>> 870 Kb here). Notice that the time spent for the construction of these transducers is about the same in both cases.
These results of our experiments tend to con rm the e ciency of the representation of dictionaries by p-subsequential transducers. They provide fast look-up time, double side look-up, and compactness. Several extensions of these results can be considered. Practical results can be improved using various optimization heuristics to reduce sizes or to the time spent for the construction of the machines. From a theoretical point of view, one can consider the extension of these methods to the case of polysequential transducers (Schutzenberger 1987) and to that of large weighted nite-state machines 3 Indexation with nite-state machines Finite-state machines can also be used in indexation of texts. The algorithmdevised by Crochemore (1986) 
Indexation with subsequential string to weight transducers
The input automaton associated with this transducer represents exactly the set of su xes of the text t. Since any factor of a text is a pre x of a su x of this text, this input automaton also allows one to recognize the factors of t. The transducer associates a number to each input string. This number is obtained by adding the output integers of the labels during the recognition. For instance, when applied to the factor b the transducer outputs the single integer 2. This integer corresponds to the rst position of the factor b in the text. All other possible positions are obtained by searching the rest of the automaton from the state 5. Any path leading from this state to a nal state corresponds to a position of b. Here, two paths (5-4-6 and 5-6) can be found and give the following integers: 0 + 0 = 0 and 1. Therefore the set of the positions of b in t is f2 + 0 = 2; 2 + 1 = 3g. In the same way, the transducer can be used to nd the three positions of a in t: 0 + (4) = 4 (path 1), 0 + (1 + 0 + 0) = 1 (path 1-3-4-6), 0 + (0 + 0 + 0 + 0) = 0 (path 1-2-3-4-6).
The subsequential transducer allows one to nd the set of positions of any factor but the complexity of this operation depends on the size of the text. There exists a representation of this subsequential transducer which allows one to obtain the set of positions of a given word w in 8
The input automaton associated with this transducer is minimal. A fortiori, the transducer is minimal in the sense de ned by Mohri (1994b) . linear time O(jwj). In that representation, input labels of transitions are strings. However, such a representation is not convenient when dealing with natural language processing. Indeed, typical use of this index would consists of searching for the existence and potential positions of a set of words described by a regular expression. The regular expression can also be represented by an automaton, but given the representation of the transducer its composition with the automaton is made complex and time consuming.
Indexation with automata
We have devised an algorithm for constructing an automaton giving the general index of a text, in which labels are alphabet letters. Using this automaton, once a given word is read, the set of its positions can be directly obtained from the list of integers associated with the reached state.
The following gure ( gure 11) illustrates this representation. States are here provided with positions' lists. Each of these lists corresponds to the set of ending positions of any word reaching this state when read from the initial state. Hence, to obtain the set of positions of a string ending at state q, one just needs to subtract the length of this string from each integer of the list of q. Thus, such indexing automata allow one to obtain directly the set of positions of a word. The complexity of the operation is here clearly linear in the length of the searched word.
Our algorithm is close to that of Crochemore (1986) . It is based one an equivalence relation R over factors of a given text t. Two factors are equivalent according to R i they have the same contexts, namely if they have the same set of ending positions in t. Two equivalent factors correspond to the same state in this algorithm. Reading these strings from the initial state one reaches that state. At every step of the algorithm, a failure function s is de ned. For a given factor u ending at the state q when read from the initial state, s q] allows one to determine the set of su xes of u that are not equivalent to u. So those su xes lead to states distinct from q. In order to construct the automaton we are interested in, one needs to indicate the ending positions of u at the last state q and also at all other states corresponding to su xes not equivalent to u. This is the main idea the construction of the indexing automaton is based upon. The function Add Listp is used to add a new position to the list of a particular state. We have mainly used the same notations as those of (Crochemore 1986) . In particular, the function s corresponds to the de nition recalled above and the function l is such that l q] is the longest word leading from the initial state to the state q: l q] = maxfjuj=u 2 A and (i; u) = qg.
The automaton constructed this way is the minimal automaton 9 recognizing the set of su xes of a given text t (Blumer et al. 1987) . The complexity of this algorithm is quadratic, but it leads to a very e cient full indexation of a text. In practice, the construction is very fast. The average time spent to construct the automaton from a text of 50 Kb is about one second, using an HP/9000 755. The corresponding automaton has about 80,000 states. Such an automaton can be put in a very compact form, but one also needs to store the set of positions of the text. Experiments with natural language texts show that the lists of positions of the states of the automaton contain very few elements unless the state corresponds to a short word. Indeed, short words such as articles or prepositions have generally many occurrences in a text.
One can reduce the space necessary for the construction of the indexing automaton by storing a new position at a given state q only if l q] > where is a chosen parameter. Indeed, even if ending positions are not given at a state q, it is still possible to nd them by examining every path starting at q.
The search can be stopped for each path when a state with a non empty list of positions is found. Subtracting the distance from q to such a state from the positions indicated at this state gives the ending positions of the searched word. Suppose for instance that the list of positions of the state 5 were not available. Then considering all leaving paths from state 5 and reaching states with non empty lists, one would obtain the states 4 and 6, and the desired list of ending positions of b, f4 ? 1 = 3; 5 ? 1 = 4g. Experimental results show that this method allows one to reduce considerably the number of positions to store and that its cost in the search of the positions of a word is low enough to be negligible when is chosen to be about 5.
Indexation of very large texts can also be performed this way by splitting the text into several smaller sections. The search for the positions can then be made by considering the automaton associated with each of these sections or equivalently by considering the union of the automata of all sections.
The results related to the indexation by automata still need to be improved considerably. They provide a very e cient indexation, but the amount of storage they demand is still too important compared to other indexing methods. However, the use of automata allows one to combine indexation with other transducers containing linguistic information to re ne the search in a very exible way.
The indexation automaton can for instance be composed with a morphological transducer. When searching for a canonical form one then directly obtains the positions associated with all the corresponding in ected forms. Similarly the indexation automaton can be composed with a nite-state grammar (weighted or not) and a morphological transducer to restrict the search. In all these cases, the result of the search is given as an automaton. Moreover, the composition can be made on-the-y ).
Conclusion
We described new algorithms that can be used in various natural language processing applications to improve the space and time e ciency. The experiments we reported tend to con rm their usefulness in computational linguistics. We gave detailed indications about various constructions and mentioned the pseudocodes of our algorithms. They should help one to make those experiments without much di culty.
The algorithms relating to sequential transducers (determinization and union) could be used in many other areas to improve the use of transducers when possible. The indexation algorithm suggests possible combinations with other nite-state tools to perform complex natural language indexation of corpora. The e cient and natural operations such as composition, and union of automata and transducers that it allows are the fundamental basis for syntactic pattern recognition in texts.
The algorithms that we introduced and described are the result of work in the theory of automata. We could not indicate here all the possibilities o ered by that theory. It admits interesting applications in most areas of natural language processing and often provides a full and coherent picture of deep mechanisms with the appropriate level of abstraction. It also helps to make clearer the connections between natural language processing and other areas such as combinatorial pattern matching and computational biology.
