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WITT’S EXTENSION THEOREM FOR QUADRATIC SPACES
OVER SEMIPERFECT RINGS
URIYA A. FIRST
Abstract. We prove that every isometry of between (not-necessarily orthog-
onal) summands of a unimodular quadratic space over a semiperfect ring can
be extended an isometry of the whole quadratic space. The same result was
proved by Reiter for the broader class of semilocal rings, but with certain
restrictions on the base modules, which cannot be removed in general.
Our result implies that unimodular quadratic spaces over semiperfect rings
cancel from orthogonal sums. This improves a cancellation result of Quebbe-
mann, Scharlau and Schulte, which applies to quadratic spaces over hermitian
categories. Combining this with other known results yields further cancellation
theorems. For instance, we prove cancellation of (1) systems of sesquilinear
forms over henselian local rings, and (2) non-unimodular hermitian forms over
(arbitrary) valuation rings.
Finally, we determine the group generated by the reflections of a unimod-
ular quadratic space over a semiperfect ring.
1. Introduction
Let F be a field of characteristic not 2 and let (V, q) be a nondegenerate quadratic
space over F . The following theorem, known asWitt’s Theorem orWitt’s Extension
Theorem, is fundamental in the theory of quadratic forms.
Theorem 1.1 (Witt). Let V1, V2 be subspaces of V and let ψ : q|V1 → q|V2 be an
isometry. Then ψ extends to an isometry ψ′ of q. Furthermore, ψ′ is a product of
reflections.
Among the theorem’s consequences are cancellation of nondegenerate quadratic
spaces and the fact that O(V, q), the isometry group of (V, q), acts transitively on
maximal totally isotropic subspaces of V .
The works of Bak [2], Wall [26] and others have led to defining a notion of qua-
dratic forms over arbitrary (non-commutative) rings, and also to an appropriate
definition of reflections (see [12], [14], [20]). In this context, Witt’s Extension The-
orem was generalized by Reiter [20] to semilocal rings, but with certain restrictions
on the quadratic spaces (see also [12] and [14] for earlier results). Cancellation of
unimodular quadratic spaces was likewise generalized to various families of semilo-
cal rings A including the cases where A is commutative ([22], [12] or [11, §3.4.3]),
local ([11, Rm. 3.4.2], for instance), or A = lim←−{A/ Jac(A)
n}n∈N ([19, §3.4]; this
case includes all one-sided artinian rings). However, despite the previous evidence,
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Keller [11] has demonstrated that cancellation fails over arbitrary semilocal rings,
implying that the restrictions in Reiter’s Theorem cannot be removed in general.
(Most of the results mentioned here can also be found in [15, Ch. VI].)
In this paper, we restrict our attention to a family of semilocal rings called
semiperfect rings, and study to what extent Witt’s Extension Theorem holds in this
setting. Recall that a ring A is called semiperfect if it is semilocal and its Jacobson
radical, Jac(A), is idempotent lifting. For example, local rings and semilocal rings
satisfying A = lim←−{A/ Jac(A)n}n∈N are semiperfect. See §2.5 below for further
examples and details.
Let (P, [β]) be a unimodular quadratic space over a semiperfect ring (the defini-
tion is recalled below) and let Q,S be summands of P . Our main results are:
(1) Every isometry (Q, [β|Q]) → (S, [β|S ]) extends to an isometry of (P, [β])
(Corollary 4.9, Theorem 4.8).
(2) Under mild assumptions, every isometry of (P, [β]) is a product of quasi-
reflections (Corollary 4.11, Theorem 4.5).
(3) We determine the subgroup of O(P, [β]) generated by reflections (Theo-
rem 5.8). Apart from an obvious exception in which there are no reflections,
this subgroup is always of finite index in O(P, [β]).
The proofs are based on Reiter’s ideas with certain improvements. In particular, we
generalize Reiter’s e-reflections (see [20]). We also stress that (1)–(3) hold without
assuming 2 is invertible.
Our results imply that unimodular quadratic spaces over semiperfect rings cancel
from orthogonal sums. (Note that the base ring in Keller’s counterexample [11, §2] is
semilocal but not semiperfect.) This in turn leads to other cancellation theorems as
follows: In [5], [7] and [6], it was shown that systems of (not-necessarily unimodular)
sesquilinear forms can be treated as (single) unimodular hermitian forms over a
different base ring. Thus, cancellation holds when this base ring is semiperfect.
Using this, we show that cancellation holds for
(a) arbitrary (i.e. not-necessarily unimodular) hermitian forms over involutary
valuation rings (Corollary 4.18),
(b) systems of sesquilinear forms over involutary henselian valuation rings (Corol-
lary 4.17).
We also strengthen a cancellation theorem of Quebbeman, Scharlau and Schulte [19,
§3.4] which applies to quadratic spaces over hermitian categories (Corollary 4.14).
Specifically, the cancellation of [19, §3.4] assumes that the underlying hermitian
category satisfies: (i) all idempotents split, (ii) every object is the direct sum of
objects with local endomorphism ring, and (iii) if A is the endomorphism ring of
an object, then A = lim←−{A/ Jac(A)
n}n∈N. We show that cancellation holds even
without assuming condition (iii).
The paper is organized as follows: In section 2, we recall the definitions of
quadratic forms over rings and several results to be used throughout. Section 3
introduces quasi-reflections and reflections. In section 4, we prove our version of
Witt’s Extension Theorem and discuss its applications. Finally, in section 5, we
describe the group spanned by the reflections of a unimodular quadratic space (over
a semiperfect ring).
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2. Preliminaries
This section collects several preliminary topics that will be used throughout the
paper: We recall quadratic forms over unitary rings, several facts concerning them,
a notion of orthogonality for unitary rings, and several facts about semiperfect
rings.
§2.1. Quadratic Forms. We start with recalling quadratic forms. The definitions
go back to Bak [2] and Wall [26]. See [3], [23, Ch. 7], or [15] for an extensive
discussion.
Let A be a ring. An anti-structure on A consists of a pair (σ, u) such that
σ : A → A is an anti-automorphism (written exponentially) and u ∈ A× satisfies
uσu = 1 and aσσ = uau−1 for all a ∈ A.
Denote by P(A) the category of finitely generated projective right A-modules.
As usual, a sesquilinear space is a pair (P, β) such that P ∈ P(A) and β : P ×P →
A is a biadditive map satisfying β(xa, yb) = aσβ(x, y)b for all x, y ∈ P , a, b ∈ A. In
this case, we call β a sesquilinear form. The form β is called u-hermitian if it also
satisfies β(x, y) = β(y, x)σu.
We say that (P, β) is unimodular if the map Lβ : P → P ∗ := HomA(P,A) given
by sending x ∈ P to [y 7→ β(x, y)] ∈ P ∗ is an isomorphism. Note that P ∗ can be
made into a right A-module by setting (fa)x = aσ(fx) for all f ∈ P ∗, a ∈ A, x ∈ P .
This makes Lβ is a homomorphism of A-modules. There is a natural isomorphism
ωP : P → P ∗∗ give by (ωP f)x = (fx)σu for all f ∈ P ∗, x ∈ P .
Next, set Λmin = {a− aσu | a ∈ A} and Λmax = {a ∈ A : aσu = −a}. A form
parameter (for (A, σ, u)) consists of an additive group Λ such that
Λmin ⊆ Λ ⊆ Λmax and aσΛa ⊆ Λ ∀ a ∈ A .
In this case, the quartet (A, σ, u,Λ) is called a unitary ring.
For P ∈ P(A), let SP denote the abelian group of sesquilinear forms on P ,
and let ΛP denote the subgroup consisting of sesquilinear forms γ ∈ SP satisfying
γ(x, y) = −γ(y, x)σu and γ(x, x) ∈ Λ for all x, y ∈ P . The image of β ∈ SP in
SP /ΛP is denoted [β].
A quadratic space (over (A, σ, u,Λ)) is a pair (P, [β]) with P ∈ P(A) and [β] ∈
SP /ΛP . Associated with [β] are the u-hermitian form
hβ(x, y) = β(x, y) + β(y, x)
σu
and the quadratic map βˆ : P → A/Λ given by
βˆ(x) = β(x, x) + Λ .
Both hβ and βˆ are determined by the class [β], and conversely, [β] is determined
by hβ and βˆ. We also have
(2.1) βˆ(x+ y) = βˆ(x) + βˆ(y) + hβ(x, y) ∀x, y ∈ P .
We say that (P, [β]) is unimodular if hβ is a unimodular u-hermitian form, i.e. if
L[β] := Lhβ is an isomorphism (β itself may be non-unimodular).
Isometries between quadratic (resp. sesquilinear, u-hermitian) spaces are defined
in the standard way (cf. [15, §I.2.2, §I.5.2]). We let O(P, [β]) denote the group of
isometries of (P, [β]). The category of unimodular quadratic spaces over (A, σ, u,Λ)
(with isometries as morphisms) is denoted by UQu,Λ(A, σ).
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Remark 2.1. When 2 ∈ A×, we have Λmin = Λmax, so there is only one form
parameter Λ. Furthermore, in this case, UQu,Λ(A, σ) is isomorphic to the the cat-
egory of unimodular u-hermitian forms over (A, σ, u). Indeed, [β] can be recovered
from hβ via [β] = [
1
2hβ ].
Remark 2.2. The “classical” notion of a quadratic space over a commutative ring
A (see [22], for instance) occurs in the special case σ = idA, u = 1 and Λ = 0.
Then, the quadratic map βˆ determines hβ by (2.1).
Remark 2.3. The triple (P(A), ∗, {ωP}P∈P(A)) is a hermitian category and the
pair (1,Λ := {ΛP }P∈P(A)) is a form parameter (see [19] or [15, §II.2] for the
definitions). There is a one-to-one correspondence between quadratic spaces over
(A, σ, u,Λ) and quadratic spaces over (P(A), 1,Λ) given by (P, [β]) 7→ (P, [Lβ ]).
§2.2. Conjugation and Transfer. We now introduce two well-known procedures
that we refer to as conjugation and e-transfer. They allow one to alter a unitary
ring (A, σ, u,Λ) while maintaining data about isometries between quadratic forms
(isometry groups in particular). We shall use these manipulations several times in
the sequel.
Proposition 2.4 (“Conjugation”). Let v ∈ A×. Define (σ′, u′,Λ′) by
aσ
′
= vaσv−1, u′ = v(vσ)−1u, Λ′ = vΛ .
We call (σ′, u′,Λ′) the conjugation of (σ, u,Λ) by v. Then (A, σ′, u′,Λ′) is a unitary
ring and UQu,Λ(A, σ) ∼= UQu′,Λ′(A, σ′).
Proof. This proposition is essentially [20, Lm. 1.6]; everything follows by straight-
forward computation. The categorical equivalence is constructed as follows: For
any P ∈ P(A) and β ∈ SP , define vβ : P × P → A by
(vβ)(x, y) = v · β(x, y) .
Then (P, vβ) is s sesquilinear form over (A, σ′), and the assignment (P, [β]) 7→
(P, [vβ]) defines the required categorical isomorphism (isometries are mapped to
themselves). 
Proposition 2.5 (“e-transfer”). Let e ∈ A be an idempotent satisfying eσ = e and
AeA = A. For every sesquilinear form β : P ×P → A, denote by βe the restriction
of β to Pe× Pe. Then:
(i) (B, τ, v,Γ) := (eAe, σ|eAe, eu, eΛe) is a unitary ring.
(ii) (Pe, [βe]) is a quadratic space over (B, τ, v,Γ). It is unimodular if and only
if (P, [β]) is unimodular.
(iii) The map [β] 7→ [βe] : SP /ΛP → SPe/ΛPe is an abelian group isomorphism.
In particular, [β] = [0] ⇐⇒ [βe] = [0].
(iv) The assignment (P, [β]) 7→ (Pe, [βe]), called e-transfer, gives rise to an
equivalence of categories UQu,Λ(A, σ) ∼ UQv,Γ(B, τ).
Proof (sketch). Part (i) is straightforward.
For parts (ii), (iii) and (iv), view P(A) and P(B) as hermitian categories with
a form parameter as in Remark 2.3. Let F : P(A) → P(B) be the functor given
by FP = P ⊗A Ae ∼= Pe. By Morita Theory (see [18, §18D] for instance), F is
an equivalence of categories. In addition, there is a natural isomorphism φP from
F (P ∗) = P ∗e to (FP )∗ = HomeAe(Pe, eAe) given by φ(f) 7→ f |Pe (check this for
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P = AA, the general case follows by additivity). It is routine to check that (F, φ) is
strictly duality preserving functor from P(A) to P(B) (see [19, §2]). This means
parts (ii) and (iii) hold tautologically, and part (iv) follows from [19, Lm. 2.1] (for
instance). 
§2.3. Simple Unitary Rings. A unitary ring (A, σ, u,Λ) is called simple if the
only ideals of A which are invariant under σ are 0 and A. It is not hard to show
that in this case, A is either simple, or A ∼= B×Bop, where B is a simple ring, and
σ is given by (a, bop)σ = (tbt−1, aop) for some t ∈ B×.
Assume (A, σ, u,Λ) is simple and A is artinian. Then the Artin-Wedderburn
Theorem implies that A ∼= Mn(D) where D is a division ring or a product of
a division ring and its opposite. Identifying A with Mn(D), we say that such
(A, σ, u,Λ) is standard or in standard form if:
(1) σ is of the form (dij)i,j 7→ (dτji)i,j for some involution τ : D → D. (In
particular, σ is an involution.)
(2) When D ∼= E × Eop with E a division ring, τ is the exchange involution
(a, bop) 7→ (b, aop).
(3) u = 1 if τ 6= idD.
In this case, we have u ∈ {±1} (because when τ = idD, we have u2 = uσu = 1).
It is not true that any simple artinian unitary ring is isomorphic to a unitary
ring in standard form. However, this is true after applying a suitable conjugation
in the sense of Proposition 2.4, and conjugation does not essentially change the
category of quadratic spaces.
Proposition 2.6. After a suitable conjugation (cf. Proposition 2.4), any simple
artinian unitary ring (A, σ, u,Λ) is isomorphic to a unitary ring in standard form.
Proof. Apart from a small difference in condition (3), this proposition is [20, Pr. 2.1].
We have included here a full proof of the sake of completeness.
Let A = Mn(D) be as above. By [8, Th. 7.8], σ is conjugate to some σ
′ of
the form (dij)i,j 7→ (dτji)i,j where τ : D → D is an anti-automorphism, so assume
σ is in this form. This implies that u commutes with the standard matrix units
{eij} (because they satisfy eσσij = eij), hence we may view u as an element of D
(embedded diagonally in A = Mn(D)) which satisfies d
ττ = udu−1 for all d ∈ D.
Now, it is enough to show that (D, τ) can be made standard by conjugation.
Assume that there exists v ∈ D× with u−1vτ = v. Then u′ := v(vτ )−1u = 1, so
by Proposition 2.4 (or by computation), τ ′ : d 7→ vdτv−1 is an involution. Observe
that d 7→ u−1dτ is an involutary additive map, hence v = d+u−1dτ always satisfies
u−1vτ = v. If D = E × Eop with E a division ring, take d = (1E , 0opE ) to get
v ∈ D×. Otherwise, any d with v = d+u−1dτ 6= 0 will do. If such d does not exist,
then dτ = −ud for all d ∈ D. Taking d = 1 implies u = −1 and hence τ = idD.
Thus, either (u, τ) can be conjugated to (1, τ ′) with τ ′ : D → D an involution, or
τ = idD and u = −1 (in which case D is a field). This implies (1) and (3).
It remains to check (2). Indeed, when D is not a division ring, there is an
isomorphism D ∼= E × Eop and under that isomorphism τ is given by (a, bop)τ =
(tbt−1, aop) for some t ∈ E. Since τ is an involution, it must be the exchange
involution. 
Remark 2.7. Proposition 2.6 is the reason why many authors require σ to be an
involution in the definition of unitary rings. The author does not know if there
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exists a similar result for semilocal rings (i.e. a statement guaranteeing that σ can
always be conjugated into an involution). See [9, Rm. 7.7] for further discussion.
Proposition 2.8. Let (A, σ, u,Λ) be a unitary ring such that A is a semisimple
(artinian) ring. Then (A, σ, u,Λ) factors into a product
(A, σ, u,Λ) ∼=
t∏
i=1
(Ai, σi, ui,Λi) :=
(∏
i
Ai,
∏
i
σ, (ui)i,
∏
i
Λi
)
with each (Ai, σi, ui,Λi) simple artinian.
Proof. See [20, p. 486], for instance. 
§2.4. Orthogonality. We now define a notion of orthogonality for simple artinian
unitary rings which will be used later in the text (compare with the orthogonality
defined in [3, Ch. 4, §2] in the commutative case). This notion is used implicitly
and repeatedly in [20].
Definition 2.9. A simple artinian unitary ring (A, σ, u,Λ) is called orthogonal if:
(1) A is simple and of finite dimension over its center, denoted K,
(2) σ|K = idK ,
(3) Λ is a K-vector space and dimK Λ =
1
2n(n− 1) where n =
√
dimK A.
If in addition A ∼= Mn(K) (i.e. A is split as a central simple K-algebra), then we
say that (A, σ, u,Λ) is split-orthogonal.
Remark 2.10. We use the term “orthogonal” because isometry groups of unimod-
ular quadratic forms over an orthogonal unitary ring (A, σ, u,Λ) are forms of the
the orthogonal groupOm(K), when viewed as algebraic groups overK := Cent(A).
This follows from the discussion in §5.1 below. (A symplectic unitary ring can like-
wise be defined by replacing 12n(n− 1) with 12n(n+ 1) in condition (3).)
Example 2.11. If (A, σ, u,Λ) is simple artinian and in standard from (see §2.3),
then it is split-orthogonal if and only if A ∼= Mn(K) for a field K, σ is the matrix
transposition, u = 1, and Λ = Λmin.
Generalizing the example, let (A, σ, u,Λ) be a unitary ring such that σ is an
involution. If (A, σ, u,Λ) satisfies conditions (1) and (2), then A is a central simple
algebra over its center K (see [16, §1]) and σ is an involution of the first kind (i.e.
it fixes Cent(A)). This easily implies u ∈ {±1}. By [16, Pr. 2.6], when charK 6= 2,
there is ε ∈ {±1} such that
dimK{a± aσ | a ∈ A} = 1
2
n(n± ε)
where n = degA :=
√
dimK A. When ε = 1 (resp. ε = −1) σ is called orthogonal
(resp. symplectic). Furthermore, when charK = 2, we always have
dimK Λ
min = dimK{a− aσ | a ∈ A} = 1
2
n(n− 1) .
Thus, when σ is an involution, condition (3) is equivalent to having one of the
following:
(3a) charK 6= 2, σ is orthogonal and u = 1,
(3b) charK 6= 2, σ is symplectic and u = −1,
(3c) charK = 2 and Λ = Λmin.
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See [16, §2] for further details about orthogonal and symplectic involutions.
We further recall that the index of a central simple K-algebra A admitting an
involution of the first kind is a power of 2 ([16, Cr. 2.8]). Thus, if degA is odd,
then A is split (i.e. indA = 1).
Proposition 2.12. Orthogonality (resp. split-orthogonality) of simple artinian uni-
tary rings is preserved under conjugation (see Proposition 2.4). Furthermore, if
e ∈ A is an idempotent satisfying eσ = e, then (A, σ, u,Λ) is orthogonal (resp. split-
orthogonal) if and only if (eAe, σ|eAe, ue, eΛe) is orthogonal (resp. split-orthogonal).
Proof. That orthogonality (resp. split-orthogonality) is invariant under conjugation
is clear from the definitions, so we turn to prove the second statement. Note that
since (A, σ, u,Λ) is simple and eσ = e, we have AeA = A (because (AeA)σ = AeA).
Morita Theory (see [18, §18D], for instance) now implies that A is simple if and
only if eAe is simple, and Cent(eAe) = eCent(A). Writing K = Cent(A), it follows
that A is a (split) central simple K-algebra if and only if eAe is. Furthermore, in
this case, it is easy to see that σ is of the first kind if and only if σ|eAe is. Therefore,
we may assume A is a central simple K-algebra and σ is of the first kind.
We claim that Λ is a K-vector space if and only if eΛe is a K-vector space. (In
fact, this is clear when charK 6= 2 because Λ = Λmin and σ is of the first kind.)
One direction is evident so we turn to show the other. Assume eΛe is a K-vector
space and let a ∈ Λ and k ∈ K. Write 1A =
∑
i xieyi for {xi, yi}i ⊆ A. Then
a = (
∑
i xieyi)
σa(
∑
j xjeyj) =
∑
i,j aij where aij = y
σ
i ex
σ
i axjeyj. Observe that
since aσu = −a, aji = −aσiju. Since eΛe is a K-vector space, k · exσi axie ∈ eΛe ⊆ Λ
for all i, hence k · aii = yσi (kexσi axie)y ∈ Λ. Now, ka =
∑
i,j aij = k
∑
i<j(aij −
aσiju) + k
∑
i aii =
∑
i<j(kaij − (kaij)σu) +
∑
i(kaii) ∈ Λ, as required.
Assume Λ is a K-vector space. It is left to show that dimK Λ =
1
2n(n − 1) if
and only if dimK eΛe =
1
2m(m − 1), where n = degA and m = deg eAe. Observe
that by the above discussion, when σ is an involution, we always have dimK Λ =
1
2n(n± 1) and dimK eΛe = 12m(m± 1). Thus, by Proposition 2.6, the same holds
for arbitrary σ. Let f = 1 − e. There is nothing to prove if f = 0. Otherwise,
deg fAf = n−m, hence dimK fΛf = 12 (n−m)(n−m± 1). It is easy to check that
dimΛ = dim eΛe+dim fΛf +dim eAf = dim eΛe+dimfΛf +m(n−m), and this
implies dimΛ = 12n(n− 1) if and only if dim eΛe = 12m(m− 1). 
§2.5. Semiperfect Rings. We finish this section with recalling several facts about
semiperfect rings. Proofs and additional details can be found in [21, §2.7–§2.9].
A ring A is called semiperfect if it satisfies the following equivalent conditions:
(a) A is is semilocal and Jac(A) is idempotent lifting.
(b) All finitely generated right (or left) A-modules have a projective cover (see
[21, Df. 2.8.31]).
(c) There exists orthogonal idempotents e1, . . . , en ∈ A with
∑
i ei = 1 and
such that eiAei is local for all i.
In this case, any system of orthogonal idempotents in A/ Jac(A) can be lifted to a
system of orthogonal idempotents in A. Furthermore, eAe is semiperfect for any
idempotent e ∈ A.
Examples of semiperfect rings include all one-sided artinian rings, and more
gerenally, all semilocal rings A with A = lim←−{A/ Jac(A)
n}n∈N. Further examples
that will be used later can be obtained from the following proposition.
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Proposition 2.13. Let R be a henselian local (commutative) ring, and let A be an
R-algebra. Then A is semiperfect if one of the following holds:
(1) R is noetherian and A is finitely generated as an R-module.
(2) R is a valuation ring and A is R-torsion-free and of finite rank over R.1
Proof. When (1) holds, this follows from [1, Th. 22] or [25, Lm. 12]. When (2)
holds, A is semilocal by [27, Th. 5.4]. Let e ∈ A be an idempotent such that eAe
has no idempotents other than e and 0. The proof of [25, Lm. 14] then implies that
eAe is local. Replacing A with (1− e)A(1− e) and repeating this procedure yields
a (finite) system of orthogonal idempotents e = e1, e2 . . . , et ∈ A with
∑
i ei = 1
and such that eiAei local for all i, so A is semiperfect. 
Let A be a semiperfect ring. Then, up to isomorphism, there exist finitely
many indecomposable projective A-modules, {Pi}ti=1, and every P ∈ P(A) can be
written as P ∼= ⊕ti=1 Pnii with (ni)ti=1 uniquely determined. If A = A/ Jac(A),
then {P i := Pi/Pi Jac(A)}ti=1 are the simple A-modules, up to isomorphism.
The modules P1, . . . , Pt can be constructed as follows: Write A as a product of
simple artinian rings
∏t
i=1Ai, let εi be a primitive idempotent in Ai, and let ei
be a lifting of εi to A. Then e1A, . . . , etA are the indecomposable projective right
A-modules, up to isomorphism.
3. Reflections and Quasi-Reflections
In this section we introduce and study quasi-reflections, which slightly extend a
notion of reflections used by Reiter [20]. Throughout, (A, σ, u,Λ) is a unitary ring,
and (P, [β]) be a quadratic space over (A, σ, u,Λ).
Let e, f ∈ A be idempotents. An element a ∈ eAf is called (e, f)-invertible if
there exists a′ ∈ fAe such that aa′ = e and a′a = f . It is easy to see that a′ is
unique and has a as its (f, e)-inverse. We hence write a′ = (eaf )
◦, or just a′ = a◦
when e, f are understood from the context. Notice that there exists an (e, f)-
invertible element if and only eA ∼= fA, in which case we write e ∼ f . Indeed, left
multiplication by an (e, f)-invertible element gives an isomorphism from fA to eA,
and any isomorphism fA→ eA is easily seen to be of this form.
Lemma 3.1. Let e, f ∈ A be idempotents, and set x := x + Jac(A) ∈ A/ Jac(A)
for all x ∈ A. Then a ∈ eAf is (e, f)-invertible if and only if a is (e, f)-invertible.
Proof. We only show the non-trivial direction. Assume a has an (e, f)-inverse b
with b ∈ fAe. Then ab ∈ (eAe)×, hence ab ∈ eAe×. (This follows from the easy
fact that Jac(A) ∩ eAe = e Jac(A)e = Jac(eAe).) Likewise, ba ∈ fAf×. Let c be
the inverse of ab in eAe, and let d be the inverse of ba in fAf . Then a(bc) = e,
(db)a = f , and db = (db)e = (db)a(bc) = f(bc) = bc. Thus, a′ = bc = db is an
(e, f)-inverse of a. 
Let e ∈ A be an idempotent, let y ∈ Pe, and let c ∈ eσβˆ(y)e = β(y, y) + eσΛe
be (eσ, e)-invertible. We define sy,e,c : P → P by
sy,e,c(x) = x− y · c◦ · hβ(y, x) .
1 For an integral domain R, the rank an R-module M is dimK M⊗RK, where K is the fraction
field of R.
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Observe that sy,e,c is completely determined by the class [β]. Following [20], we
call sy,e,c an e-reflection. We will also use the name quasi-reflection, which does
not restrict us to a particular idempotent e. A reflection of (P, [β]) is a 1-reflection.
When we want to stress the quadratic form [β], we shall write s
[β]
y,e,c instead of sy,e,c.
Remark 3.2. Reiter’s definition of e-reflections ([20, Df. 1.2]) is essentially the
same, except that he assumes e = eσ (in which case c◦ is just the inverse of c in
eAe). The generalization defined here will play a crucial role later in the text.
Proposition 3.3. In the previous setting, sy,e,c is an isometry of (P, [β]). Its
inverse is sy,e,cσu.
Proof. This is similar to the proof of [20, Pr. 1.3]; replace the usual inverses with
(eσ, e)-inverses. 
Lemma 3.4. Let e, f ∈ A be idempotents.
(i) If e ∼ f , then e-reflections and f -reflections coincide.
(ii) If ef = fe = 0, then the composition of an e-reflection and an f -reflection
is an (e + f)-reflection. Specifically, sy,e,csz,f,d = sy+z,e+f,c+d+h(y,z).
Proof. (i) Let a ∈ eAf be an (e, f)-invertible element. It is a straightforward
computation to verify that sy,e,c = sya,f,aσca, which proves the claim.
(ii) Throughout the proof, we shall make repeated implicit usage of the fact
that yf = ze = 0 and fc◦ = c◦fσ = ed◦ = d◦eσ = 0, which easily follows from
ef = fe = 0.
Observe first that
c+ d+ h(y, z) ∈ eσβˆ(y)e+ fσβˆ(z)f + eσh(y, z)f
⊆ (e+ f)σ(βˆ(z) + βˆ(y) + h(y, z))(e+ f)
= (e+ f)σβˆ(z + y)(e + f)
and that c+d+h(y, z) is ((e+f)σ, e+f)-invertible with inverse c◦+d◦−c◦h(y, z)d◦.
Thus, r := sy+z,e+f,c+d+h(y,z) is an (e+ f)-reflection. Now, for all x ∈ P , we have
rx = x− (y + z)(c◦ + d◦ − c◦h(y, z)d◦)h(y + z, x)
= x− (yc◦ + zd◦ − yc◦h(y, z)d◦)(h(y, x) + h(z, x))
= x− zd◦h(z, x)− yc◦h(y, x) + yc◦h(y, z)d◦h(z, x)
= (x− zd◦h(z, x))− yc◦h(y, x− zd◦h(z, x))
= sy,e,c(sz,f,dx) ,
as required. 
Lemma 3.5. Let e ∈ A be an idempotent and let x, y ∈ Pe.
(i) If c := hβ(x− y, x) is (eσ, e)-invertible, then sx−y,e,c(x) = y.
(ii) If there exist z ∈ Pe and (eσ, e)-invertible c ∈ βˆ(z) such that d := hβ(y, w)
is (eσ, e)-invertible for w = y − sz,e,c(x) = y − x + zc◦hβ(z, x), then
sw,e,dsz,e,c(x) = y.
Proof. This is essentially the same as the proofs of Lemma 1.4 and Lemma 1.5 in
[20]; replace the usual inverses with (eσ, e)-inverses. 
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Remark 3.6. (i) When applying conjugation (see Proposition 2.4) with respect
to v ∈ A×, e-reflections remain e-reflections. Indeed, it is straightforward to check
that s
[β]
y,e,c = s
[vβ]
y,e,vc (note that if aσ
′
:= vaσv−1, then (eσ′ vce)
◦ = c◦v−1). (In
Reiter’s setting, which assumes e = eσ, e-reflections are preserved only when e
commutes with v, for otherwise, e is not invariant under the conjugation of σ by
v.)
(ii) Let e, f ∈ A be idempotents with e = eσ and f ∈ eAe. Then e-transfer (see
Proposition 2.5) sends f -reflections of (P, [β]) to f -reflections of (Pe, [βe]). Indeed,
s
[β]
y,e,c|Pe = s[βe]y,e,c.
4. Witt’s Extension Theorem
Using methods of Reiter [20] and the notion of quasi-reflections above, we now
show that every isometry between subspaces of a unimodular quadratic space over
a semiperfect ring can be extended to an isometry of the whole quadratic space.
Furthermore, with small exception, the resulting isometry is a product of quasi-
reflections. We compare our results with those of Reiter in Remark 4.12.
§4.1. General Setting. We set some general notation that will be used through-
out. Let (A, σ, u,Λ) be a semiperfect unitary ring. For P ∈ P(A), set P :=
P/P Jac(A). In particular, A = A/ Jac(A). We shall occasionally view P as a right
A-module. The image of x ∈ P in P will be denoted by x. Note that P,Q ∈ P(A)
are isomorphic if and only if P ∼= Q, because P is a projective cover of P and
projective covers are unique up to isomorphism.
Let Λ = {λ |λ ∈ Λ} and let σ be the map induced by σ on A. Then (A, σ, u,Λ)
is a semisimple unitary ring, hence, by Proposition 2.8, it factors into a product
(A, σ, u,Λ) ∼=
ℓ∏
i=1
(Ai, σi, ui,Λi)
with each (Ai, σi, ui,Λi) a simple artinian unitary ring (see §2.3). We write Ai =
Mni(Di) with Di a division ring, or a product of a division ring and its opposite.
By Proposition 2.6, for every 1 ≤ i ≤ ℓ, there exists vi ∈ A×i such that the
conjugation (see Proposition 2.4) of (σi, ui,Λi) by vi is standard (see §2.3). Choose
v ∈ A× whose image in Ai is vi. Then, by conjugating (σ, u,Λ) with v, we may
assume that (Ai, σi, ui,Λi) is in standard form for all i. Note that conjugation
preserves quasi-reflections by Remark 3.6(i), so this is allowed if our goal is to
prove that certain isometries extend to a product of quasi-reflections.
Now, let εi denote the standard matrix unit e11 in Ai. Then ε1, . . . , εℓ are
orthogonal σ-invariant idempotents. Since Jac(A) is idempotent lifting, we can
lift ε1, . . . , εℓ to orthogonal idempotents e1, . . . , eℓ ∈ A. The idempotents ei may
not be invariant under σ, but we have eiA ∼= eσi A as right A-modules (because
eiA = eσi A), and hence ei ∼ eσi .
Next, we set
(A(i), σ(i), u(i),Λ(i)) = (εiAiεi, σi|εiAiεi , εiui, εiΛiεi) .
Note that by Proposition 2.12, (Ai, σi, ui,Λi) is split-orthogonal if and only if
(A(i), σ(i), u(i),Λ(i)) is split-orthogonal, and in this case, A(i) is a field, σ(i) = idA(i) ,
u(i) = 1 and Λ(i) = 0. Also note that A(i) ∼= Di.
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Let (P, [β]) be a quadratic space over (A, σ, u,Λ). Then (P, [β]) gives rise to a
quadratic space (P , [β]) over (A, σ, u,Λ); the map β is defined by
β(x, y) = β(x, y) ∀x, y ∈ P .
Since (A, σ, u,Λ) factors into a product of unitary rings, the datum of (P , [β]) is
equivalent to the datum of quadratic spaces (Pi, [βi])
ℓ
i=1 over (Ai, σi, ui,Λi)
ℓ
i=1.
Specifically, if we write P =
∏ℓ
i=1 Pi with Pi a right Ai-module, then βi is just the
restriction of β to the copy of Pi in P . We further set P(i) = Piεi ∈ P(A(i)) and
let β(i) = (βi)εi := βi|P(i)×P(i) . Recall from Proposition 2.5 that (P(i), [β(i)]) is a
quadratic space over (A(i), σ(i), u(i),Λ(i)), which is the εi-transfer of (Pi, βi). As a
result, we have
[βi] = [0] ⇐⇒ [β(i)] = [0] .
Next, let
πi : P → Pi
denote the map sending x ∈ P to its image in Pi. We clearly have πi(Pei) = P(i)
and πiβ(x, y) = βi(πix, πiy).
Keeping the previous setting, let Q ⊆ P be a submodule. Then hβ induces a
map
LQ = L[β],Q : P → Q∗ := HomA(Q,A)
sending x ∈ P to [y 7→ hβ(x, y)] ∈ Q∗. This map is evidently onto when (P, [β]) is
unimodular and Q is a summand of P . Lastly, set
Q⊥ = Q⊥[β] = {x ∈ P : hβ(x, P ) = 0} ,
and let β|Q denote the restriction of β to Q×Q.
§4.2. Lemmas. Before giving the main result, we collect several lemmas.
Lemma 4.1. Let P ∈ P(A). Then P ∼= P ∗ ⇐⇒ P is isomorphic to a direct sum
of copies of the modules e1A, . . . , eℓA. (See §2.1 for the definition of P ∗.)
Proof. It is straightforward to check that (eiA)
∗ ∼= eσi A, and since ei ∼ eσi , we have
eσi A
∼= eiA. This settles the direction “⇐=”, so we turn to show the converse.
Without loss of generality, Di is a division ring for i ≤ t, and a product of a divi-
sion ring and its opposite otherwise. In the latter case, εi can be written as a sum of
two orthogonal idempotents εi = δi + δ
σ
i . Now, ε1, . . . , εt, δt+1, . . . , δℓ, δ
σ
t+1, . . . , δ
σ
ℓ
is a system of orthogonal idempotents in A, hence it can be lifted to a system
of orthogonal idempotents f1, . . . , f2ℓ−t in A. Moreover, f1A1, . . . , f2ℓ−tA are the
indecomposable projective right A-modules, up to isomorphism (see §2.5).
Assume that P ∼= P ∗. Then P ∼=⊕ fiAnii with (ni)2ℓ−ti=1 uniquely determined. It
is straightforward to check that (fiAi)
∗ ∼= fσi Ai. By the way we have constructed
f1, . . . , f2ℓ−t, we have f
σ
i ∼ fi if i ≤ t, and fσi ∼ fi+(ℓ−t) if t < i ≤ ℓ. Thus,
ni = ni+(ℓ−t) for all t < i ≤ ℓ. Since eiA ∼= fiA⊕ fi+(ℓ−t)A for t < i ≤ ℓ, it follows
that P ∼=⊕ℓi=1(eiA)ni , as required. 
Lemma 4.2. Let 1 ≤ i ≤ ℓ, let (P, [β]) be a quadratic space, and let Q, V ⊆ P
summands of P . Then:
(i) L[β],Q(V ) = Q
∗ =⇒ L[β(i)],Q(i)(V(i)) = Q∗(i).
(ii) [β] is unimodular =⇒ [βi] and [β(i)] are unimodular.
(iii) V
⊥[βi]
i = V
⊥[βi]
(i) and V
⊥[βi]
i εi = V
⊥[β(i)]
(i) .
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(Here, Q(i) = πi(Q)εi and V(i) = πi(V )εi.)
Proof. (i) Let ψ ∈ HomA(i)(Q(i), A(i)) = HomεiAiεi(Qiεi, εiAεi). As explained in
the proof of Proposition 2.5, the functor U 7→ Uεi : P(Ai) → P(εiAiεi) is an
equivalence, hence there exists unique ψ′ ∈ HomAi(Qi, εiAi) with ψ′|Q(i) = ψ.
Since Q is projective, there is ϕ ∈ HomA(Q, eσi A) with πi ◦ ϕ = ψ′ ◦ πi. By
assumption, there is x ∈ V such that L[β],Q(x) = ϕ, and by replacing x with xei we
may assume x = xei ∈ Viei. Now, for all y ∈ Qei, we have L[β(i)],Q(i)(πix)(πiy) =
β(i)(πix, πiy) = βi(πix, πiy) = πi(β(x, y)) = πi(L[β],Q(x)(y)) = πi(ϕy) = ψ(πiy),
so L[β(i)],Q(i)(πix) = ψ.
(ii) Putting Q = V = P in (i) implies that L[β(i)] is onto. Since P
∗
(i) and P(i) have
the same length, L[β(i)] is also injective, so [β(i)] is unimodular. By Proposition 2.5,
[β] is also unimodular.
(iii) This is routine. Use the fact that V(i)Ai = ViAiεiAi = ViAi = Vi. 
Lemma 4.3. Let P ∈ P(A), and assume P ∗ = U⊕U ′. Then P factors as a direct
sum Q⊕Q′ such that U = {f ∈ P ∗ : f(Q′) = 0} and U ′ = {f ∈ P ∗ : f(Q) = 0}.
Proof. Let ω = ωP : P → P ∗∗ (see §2.1 for the definition). We identify P ∗∗ with
U∗ ⊕ U ′∗ via g 7→ (g|U , g|U ′). Let Q = ω−1(U∗) and Q′ = ω−1(U ′∗). We clearly
have P = Q ⊕ Q′. Furthermore, for f ∈ P ∗, we have f ∈ U ⇐⇒ ψf = 0 for
all ψ ∈ U ′∗ ⇐⇒ (ωx)f = 0 for all x ∈ Q′ ⇐⇒ (fx)σu = 0 for all x ∈ Q′
⇐⇒ fx = 0 for all x ∈ Q′. Thus, U = {f ∈ P ∗ : f(Q′) = 0}, and likewise,
U ′ = {f ∈ P ∗ : f(Q) = 0}. 
Lemma 4.4. Assume A ∼= F2 × F2 and σ is the exchange involution (this forces
u = 1 and Λ = {0, 1}). Let (P, [β]) be a quadratic space over A, let V ⊆ P be a
submodule, and let x ∈ P , z ∈ V be such that hβ(x, z) = 1. Then the following
conditions are equivalent:
(a) There is no z′ ∈ V with hβ(x, z′) = 1 and βˆ(z′) = Λ = {0, 1}.
(b) hβ(z, z) = 1 and [β|z⊥∩V ] = [0].
In this case, LV (V ) ∼= A.
Proof. For the equivalence (a) ⇐⇒ (b), see [20, Lm. 3.8c]. (In Reiter’s notation,
Hf = H ∩ f⊥ and N stands for the zero form [0].) When (b) holds, we have
V = zA⊕ (z⊥∩V ) since x = (zhβ(z, x))+(x−zhβ(z, x)) for all x ∈ V . This means
that LV (V ) = LV (zA), which is easily seen to imply LV (V ) ∼= (zA)∗ ∼= A∗ ∼= A. 
§4.3. Witt’s Extension Theorem. We are now in position to phrase and prove
an analogue of Witt’s Extension Theorem (Theorems 4.5 and 4.8). Following are
several immediate (and less technical) corollaries. We compare our results with
those of Reiter [20] in Remark 4.12 below.
Theorem 4.5. Let (P, [β]) be a quadratic space, let Q,S, V be summands of P ,
and let ψ : (Q, [β|Q])→ (S, [β|S ]) be an isometry. Assume that the following holds:
(1a) LQ(V ) = Q
∗ and LS(V ) = S
∗.
(1b) ψx− x ∈ V for all x ∈ Q.
(1c) Q ∼= Q∗ and S ∼= S∗.
(2a) If (Ai, σi, ui,Λi) is split-orthogonal, then Qi = 0 or [βi|Vi ] 6= 0.
(2b) If Di ∼= F2 and (Ai, σi, ui,Λi) is split-orthogonal, then [βi|Vi∩V ⊥i ] 6= [0].
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(2c) If Di ∼= F2 × F2, then there is no z ∈ V(i) = Viei satisfying hβi(z, z) = εi
and [βi|z⊥∩Vi ] = [0].
Then there is ϕ ∈ O(P, [β]) such that ϕ is a product of quasi-reflections taken with
respect to elements of V , and ϕ|Q = ψ. (The former implies ϕx − x ∈ V for all
x ∈ P .)
We first prove the following special case.
Lemma 4.6. Theorem 4.5 holds when Q ∼= eiA for some 1 ≤ i ≤ ℓ. In fact, in
this case, ϕ can be taken to be a product of ei-reflections.
Proof. The proof is based on reduction to the proof of [20, Th. 4.1], with certain
modifications (particularly in the case Di ∼= F2 × F2). Throughout, h = hβ.
Write e = ei. Since Q ∼= eA, there is x ∈ Q with xe = x and Q = xA. Let
y = ψx. It is enough to find a product of e-reflections of (P, [β]), taken with respect
to elements of V , that sends x to y. We shall prove this by applying Lemma 3.5,
except maybe in the case Di ∼= F2 × F2.
If h(x−y, x) is (eσ, e)-invertible, then sx−y,e,h(x−y,x)(x) = y (and x−y = x−ψx ∈
V by (1b)). If not, then it is enough to find z ∈ V ei and (eσ, e)-invertible c ∈ βˆ(z)
such that
Φ(z, c) := h(y, y − x+ zc◦h(z, x)) = h(y, y − x) + h(y, z)c◦h(z, x)
is (eσ, e)-invertible, in which case we shall have sw,e,Φ(z,c)sz,e,c(x) = y for w =
(x− y) + zc◦h(z, x) ∈ V ei. Note that
h(x− y, x) = h(x, x)− h(y, x) = h(y, y)− h(y, x) = h(y, y − x) ,
so we may henceforth assume that h(y, y − x) is not (eσ, e)-invertible.
Reducing everything modulo Jac(A) (using Lemma 3.1), we see that it is enough
to find z ∈ V(i) = V ei and c ∈ βˆ(i)(z) ∩ A×(i) such that Φ(z, c) is invertible in A(i),
where
Φ(z, c) = hβ(i)(y, y − x) + hβ(i)(y, z)c◦hβ(i)(z, x) .
We may assume that hβ(i)(y, y − x) is not invertible in A(i).
Now, conditions (1a) and (2a)–(2c) imply (respectively) that:
(1a-i) LQ(i)(V(i)) = Q
∗
(i) and LS(i)(V(i)) = S
∗
(i).
(2a-i) If (A(i), σ(i), u(i),Λ(i)) is split-orthogonal, then [β(i)|V ] 6= 0.
(2b-i) IfA(i) ∼= F2 and (A(i), σ(i), u(i),Λ(i)) is split-orthogonal, then [β(i)|V(i)∩V ⊥(i) ] 6=
[0].
(2c-i) If A(i) ∼= F2 × F2, then there is no z ∈ V(i) with hβ(i)(z, z) = 1 and
[β(i)|z⊥∩V(i) ] = [0] .
(Use Lemma 4.2 and Proposition 2.12.) We are now reduced to the setting of steps
2–5 in the proof of [20, Th. 4.1] (applied to (P(i), [β(i)]) and (A(i), σ(i), u(i),Λ(i))),
in which the existence of z and c as above is shown, except maybe in the case
A(i) ∼= F2 × F2.
Assume henceforth that A(i) ∼= F2×F2 (which means σ(i) is the exchange involu-
tion). Let ε := εi = 1A(i) . It is shown in cases 2 and 4 of the proof of [20, Th. 4.1],
that either there are z and c as above, or there are f ′, g′ ∈ V(i) with ε ∈ βˆ(i)(f ′) and
ε ∈ βˆ(i)(g′) such that s[β(i)]f ′,ε,εs
[β(i)]
g′,ε,ε(x) = y. In the former case we are done. In the
latter case, let f, g ∈ V ei be such that f = f ′ and g = g′, and choose c ∈ eσβˆ(f)e
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and d ∈ eσβˆ(g)e with c = d = ε. Then c and d are (eσ, e)-invertible (Lemma 3.1),
and πis
[β]
f,e,cs
[β]
g,e,d(x) = πiy. Replacing x with s
[β]
f,e,cs
[β]
g,e,d(x), we may assume x = y.
Under this new assumption, we establish the existence of z and c as above. Indeed,
this amounts to finding z ∈ V(i) with hβ(i)(x, z) = 1 and βˆ(i)(z) = Λ(i) = {0, 1}. By
[20, Lm. 3.5], there is z′ ∈ V(i) with h(x, z′) = 1. Condition (2c-i) and Lemma 4.4
now give there required z ∈ V(i). 
Proof of Theorem 4.5. The proof is based on the inductive step of [20, Th. 4.1] with
certain modifications.
Step 1. If Q = 0 there is nothing to prove. Otherwise, by Lemma 4.1, eiA is
isomorphic to a summand of Q for some i. Since LQ : V → Q∗ is onto and Q∗
is a projective right A-module, we can write V = W ⊕ R such that LQ|W is an
isomorphism and LQ(R) = 0. Evidently, (eiA)
∗ ∼= eσi A ∼= eiA is also isomorphic
to a summand V ′ of W . If (Ai, σi, ui,Λi) is not split-orthogonal or Di ≇ F2 × F2,
we choose V ′ arbitrarily. Otherwise, we claim that V ′ can be chosen such that
condition (2a), (2b) and (2c) are satisfied when V is replaced with V ′ ⊕R.
Indeed, assume (Ai, σi, ui,Λi) is split-orthogonal and Di ≇ F2. By condition
(2a), we have [β(i)] 6= [0]. Choose some x ∈ V(i) with βˆ(i)(x) 6= Λ(i) = 0, and
write x = w + r with w ∈ W(i), r ∈ R(i). If w = 0, then [β(i)|R(i) ] 6= [0], as
required. Otherwise, wA is a summand of W (because A is semisimple) having eiA
as projective cover. Thus, W has a summand V ′ ∼= eiA whose image in W is wA.
That V ′ satisfies [β(i)|V ′
(i)
⊕R(i) ] 6= [0], as required.
The same strategy also works when Di ∼= F2 by Lemma 4.2(iii); start with
x ∈ V ⊥(i) ∩ V(i) = (V ⊥i ∩ Vi)εi such that βˆ(i)(x) 6= 0.
When Di ∼= F2×F2, by Lemma 4.4 and conditions (2c) and (1a), there is z ∈ V(i)
and x ∈ Q(i) such that hβ(i)(x, z) = εi and βˆ(i)(z) = Λ(i) = {0, εi}. Write z = w+r
with w ∈ W(i), r ∈ R(i), and choose V ′ as above. (We must have wA ∼= εiA.
Otherwise, there is an idempotent δ ∈ A(i) ∼= F2×F2 such that δ 6= εi and wδ = w,
which implies εi = hβ(i)(x, z) = hβ(i)(w + r, z) = hβ(i)(w, z) = δ
σhβ(i)(w, z) ∈
δσA(i), a contradiction.) Now, we have z ∈ V ′(i) ⊕ R(i) such that βˆ(i)(z) = {0, εi}
and hβ(i)(x, z) = εi, so condition (2c) holds for V
′ ⊕R by Lemma 4.4. This settles
our claim about the choice of V ′.
Step 2. Write W = V ′ ⊕ V ′′, and let U ′ = LQ(V ′) and U ′′ = LQ(V ′′). Then
Q∗ = U ′ ⊕ U ′, so by Lemma 4.3, we have a decomposition Q = Q′ ⊕ Q′′ such
that LQ(V
′) = {f ∈ Q∗ : f(Q′′) = 0} = Q′∗ and LQ(V ′′) = {f ∈ Q∗ : f(Q′) =
0} = Q′′∗. Now, Q′∗ ∼= V ′ ∼= eiA, hence Q′ ∼= Q′∗∗ ∼= (eiA)∗ ∼= eiA, so Q′ ∼= Q′∗.
Thus, Q′ ⊕Q′′∗ ∼= (Q′ ⊕Q′′)∗ = Q∗ ∼= Q ∼= Q′ ⊕Q′′, which implies Q′′∗ ∼= Q′′ (see
the discussion at the end of §2.5). Thus, we may apply induction to (Q′′, [β|Q′′ ])
and ψ|Q′′ . This yields ϕ ∈ O(P, [β]), a product of reflections taken with respect to
elements of V , such that ϕ|Q′′ = ψ|Q′′ .
Step 3. We now claim that conditions (1a)–(1c) and (2a)–(2c) hold for the isometry
ϕ−1ψ|Q : Q′ → ϕ−1ψ(Q′) and the module V ′⊕R (in place of V ). Indeed, (2a)–(2c)
hold by our choice of V ′ (cf. Step 1), and (1c) was verified in Step 2.
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Next, notice that by construction, an element z ∈ V lives in V ′ ⊕ R if and only
if LQ(z) ∈ Q′∗, i.e. 0 = LQ(z)(Q′′) = h(z,Q′′). Now, for all y ∈ Q′′, we have
h(ϕ−1ψx− x, y) = h(ϕ−1ψx, y)− h(x, y) = h(ψx, ϕy)− h(x, y)
= h(ψx, ψy)− h(x, y) = h(x, y)− h(x, y) = 0 .
This implies that ϕ−1ψx− x ∈ V ′ ⊕R for all x ∈ Q′, so (1b) holds.
Finally, we have LQ′(V
′ ⊕ R) = Q′∗ by construction, so to show (1a) amounts
to showing Lϕ−1ψQ′(V
′ ⊕ R) = (ϕ−1ψQ′)∗. Let f ∈ (ϕ−1ψQ′)∗. We extend f
to ϕ−1S = ϕ−1ψQ = ϕ−1ψQ′ ⊕ ϕ−1ψQ′′ = ϕ−1ψQ′ ⊕ Q′′ by setting it to be 0
on Q′′. View fϕ−1 as an element of S∗. By (1a) (for Q,S, V ), there is x ∈ V
with LS(x) = fϕ
−1. Now, for all y ∈ ϕ−1ψQ, we have h(ϕ−1x, y) = h(x, ϕy) =
LS(x)(ϕy) = fϕ
−1ϕy = fy, so Lϕ−1ψQ′(ϕ
−1x) = f . Since ϕ is a product of
reflections taken with respect to element of V , ϕ(V ) = V , hence ϕ−1x ∈ V . In
addition, when y ∈ Q′′, we have h(ϕ−1x, y) = fy = 0, so ϕ−1x ∈ V ′ ⊕ R. This
shows that f ∈ Lϕ−1ψQ′(V ′ ⊕R).
Step 4. To finish, we apply Lemma 4.6 to ϕ−1ψ|Q : Q′ → ϕ−1ψ(Q′) with V ′ ⊕ R
in place of V to get a product η of ei-reflections, taken with respect to elements
of V ′ ⊕ R, such that η|Q′ = ϕ−1ψ. Since LQ′′(V ′ ⊕ R) = 0, reflections taken with
respect to elements of V ′ ⊕ R fix Q′′. Thus, η|Q′′ = idQ′′ , so η|Q = ϕ−1ψ. This
means ψ = ϕη|Q and we are done. 
Remark 4.7. Theorem 4.5 actually holds when (2c) is replaced with the milder
conditions:
(2c′) If Di ∼= F2 × F2 and ni = 1, then there is no z ∈ V(i) = Vi satisfying
hβi(z, z) = εi = 1Ai and [βi|z⊥∩Vi ] = [0].
(2c′′) If Di ∼= F2 × F2 and ni > 1, then Qi ≇ εiAi.
The idea is to extend Lemma 4.6 to the case Di ∼= F2 × F2, ni > 1, and Q ∼= e′iA,
where e′i is a lifting of the idempotent ε
′
i = e11 + e22 ∈ Ai. The proof requires
using both ei-reflections (to get x = y) and e
′
i-reflections (to find z and c; use [20,
Lm. 3.6]). The inductive step of Theorem 4.5 should also be modified. In case
Di ∼= F2 × F2 and ni > 1, one chooses V ′ isomorphic to e′iA rather than eiA. If
this results in Q′′i
∼= εiAi, then one should split Q′ ∼= e′iA into two copies of eiA
and apply the induction hypothesis to the direct sum of Q′′ and one of these copies.
The full and detailed argument would overload the document while not benefiting
any result beside Theorem 4.5 and Corollary 4.9 below, so we chose to omit it.
If we do not require in Theorem 4.5 that the extension of ψ will be a product of
quasi-reflections, then conditions (1c), (2a), (2b), (2c) can be dropped.
Theorem 4.8. Let (P, [β]) be a quadratic space, let Q,S, V be summands of P ,
and let ψ : (Q, [β|Q])→ (S, [β|S ]) be an isometry. Assume that
(1a) LQ(V ) = Q
∗ and LS(V ) = S
∗, and
(1b) ψx− x ∈ V for all x ∈ V .
Then ψ extends to an isometry ϕ ∈ O(P, [β]) such that ϕx− x ∈ V for all x ∈ P .
Proof. The proof is essentially the same as the proof of [20, Th. 6.2]. However, since
there are some differences in the conditions to be checked, we recall the argument.
Assume first that (1c) holds. Let T be a free A-module with basis {z, w}. We
choose a ∈ A such that:
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• ai := πia = 0 if Di ≇ F2 × F2, or D ∼= F2 × F2 and L[β(i)],V(i)(V(i)) ≇ A(i).
• ai := πia ∈ A(i) \ {0, εi} if Di ∼= F2 × F2 and L[β(i)],V(i)(V(i)) ∼= A(i).
We define a sesquilinear form γ : T × T → A by linearly extending
γ(z, z) =0 γ(z, w) =1
γ(w, z) =0 γ(w,w) =a
Let (P ′, [β′]) = (P, [β]) ⊥ (T, [γ]), Q′ = Q ⊕ zA, S′ = S ⊕ zA, V ′ = V ⊕ (z + w)A
and define ψ′ : Q′ → S′ by ψ′(x⊕ zc) = ψx⊕ zc (c ∈ A). It is easy to check that ψ′
is an isometry from [β′|Q′ ] to [β′|S′ ]. Furthermore, the conditions of Theorem 4.5
hold for (P ′, [β′]), Q′, S′, V ′, ψ′:
(1a) holds since hβ′(0⊕ (z + w), 0 ⊕ z) = u ∈ A×,
(1b) is straightforward,
(1c) holds since Q′∗ ∼= Q∗ ⊕A∗ ∼= Q⊕A ∼= Q′,
(2a) holds since γˆ(i)(πi(zei + wei)) = εi + ai + Λ(i),
(2b) holds since πi(0 ⊕ (zei + wei)) ∈ V ′(i) ∩ V ′⊥(i) when Di ∼= F2 (because then
hγi(πi(zei + wei), πi(zei + wei)) = 2εi = 0), and
(2c) holds by Lemma 4.4, because if Di ∼= F2 × F2, then L[β′
(i)
],V ′
(i)
(V ′(i)) ≇ A(i).
Indeed, we have L[β′
(i)
],V ′
(i)
(V ′(i))
∼= L[β(i)],V(i)(V(i)) ⊕ (ai + aσi )A because
hγ(i)(πi(zei + wei), πi(zei + wei)) = ai + a
σ
i .
Thus, ψ′ extends to ϕ′ ∈ O(P ′, [β′]) with ϕ′x − x ∈ V ′ for all x ∈ P ′. We finish
by showing that ϕ′(P ⊕ 0) = P ⊕ 0. Indeed, for x ⊕ 0 ∈ P ⊕ 0, we can write
ϕ′(x⊕0) = y⊕ (z+w)c for some y ∈ P , c ∈ A. This implies 0 = hβ′(0⊕z, x⊕0) =
hβ′(ϕ
′(0⊕z), ϕ′(x⊕0)) = hβ′(0⊕z, y⊕(z+w)c) = c, so c = 0 and ψ′(x⊕0) ∈ P⊕0.
When (1c) does not hold, choose U ∈ P(A) such that (Q ⊕ U)∗ ∼= Q ⊕ U .
Define a sesquilinear form γ on U ⊕ U∗ by γ(x ⊕ f, y ⊕ g) = fy (x, y ∈ U , f, g ∈
U∗; (U ⊕ U∗, [γ]) is the hyperbolic quadratic space associated with U). Now, let
(P ′, [β′]) = (P, [β])⊕(U⊕U∗, [γ]), Q′ = Q⊕U⊕0, S′ = S⊕U⊕0, V ′ = V ⊕0⊕U∗,
and define ψ′ : Q′ → S′ by ψ′(x⊕ z ⊕ 0) = ψx⊕ z ⊕ 0 (x ∈ Q, z ∈ U). Conditions
(1a), (1b), (1c) are easily seen to hold for (P ′, [β′]), Q′, S′, V ′, ψ′, so by what we
have shown above, ψ′ extends to an isometry ϕ′ ∈ O(P ′, [β′]) with ϕ′x − x ∈ V ′.
Similar arguing implies that ϕ′ maps P into itself. 
The following corollaries can be viewed as analogues of Witt’s Extension Theo-
rem and Witt’s Cancellation Theorem.
Corollary 4.9. Let (P, [β]) be a quadratic space and let Q,S be summands of
P . Assume that (P, [β]) or (Q, [β|Q]) is unimodular. Then any isometry of ψ :
(Q, [β|Q])→ (S, [β|S ]) extends to an isometry ϕ ∈ O(P, [β]).
Proof. Take V = P in Theorem 4.8. Condition (1b) is clear, and condition (1a)
follows from the unimodularity assumption. 
Corollary 4.10. Let (P, [β]), (Q1, [γ1]), (Q2, [γ2]) be quadratic spaces such that
(P, [β]) is unimodular and (P, [β]) ⊥ (Q1, [γ1]) ∼= (P, [β]) ⊥ (Q2, [γ2]). Then
(Q1, [γ1]) ∼= (Q2, [γ2]).
Proof. Identify (Z, [ζ]) := (P, [β]) ⊥ (Q1, [γ1]) with (P, [β]) ⊥ (Q2, [γ2]). Corol-
lary 4.9 implies that any isometry between the two copies of (P, [β]) in (Z, [ζ])
extends to an isometry of (Z, [ζ]). This isometry must map (Q1, [γ1]) isometrically
onto (Q2, [γ2]). 
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Corollary 4.11. Let (P, [β]) be a unimodular quadratic space. Assume that
(1) if (Ai, σi, ui,Λi) is split-orthogonal, then Di ≇ F2, and
(2) if Di ∼= F2 × F2, then Pi ≇ εiAi.
Then O(P, [β]) is generated by quasi-reflections.
Proof. It is enough to show that the conditions of Theorem 4.5 hold when we
take V,Q, S to be P . Indeed, conditions (1a) and (1b) hold as in the proof of
Corollary 4.9. Condition (1c) holds because L[β] : P → P ∗ is an isomorphism.
To see (2a), observe that by Lemma 4.2(ii), LP(i) : P(i) → P ∗(i) is an isomorphism,
and hence either Pi = 0 or [βi] 6= 0. Condition (2b) follows from assumption
(1). Finally, assumption (2) and the unimodularity of [β] imply, LV(i)(V(i)) =
LP(i)(P(i)) = P
∗
(i)
∼= P(i) ≇ A(i), so condition (2c) holds by Lemma 4.4. 
Remark 4.12. Theorems 4.5 and 4.8 should be compared with Theorems 6.1
and 6.2 of [20] (and also Theorems 4.1, and 5.1 in [20]).
Theorem 6.1 in [20] is similar to Theorem 4.5, but it applies to the broader class
of semilocal rings, and it derives the stronger conclusion that ϕ is is a product
of reflections (rather than quasi-reflections). However, it assumes the stronger
assumptions
(1c′) Q and S are free,
(2a′) if (Ai, σi, ui,Λi) is split-orthogonal, then [βi|Q⊥i ∩Vi ] 6= [0],
in place of (1c) and (2a), and condition (2c) is replaced with condition (2c′) of
Remark 4.7 (note that (1c′) and (2c′) imply (2c′′)). In section 5, we shall give
a precise description of which isometries are products of reflection (in case A is
semiperfect) from which it will follow that condition (2a′) cannot be completely
removed in general.
Theorem 6.1 in [20] resembles Theorem 4.8. It applies to semilocal unitary
rings, but it assumes condition (2a′) in addition to (1a) and (1b). This additional
assumption does not allow one to derive Corollaries 4.9 and 4.10 from [20, Th. 6.2],
and in fact, these corollaries are false for semilocal rings, as demonstrated by Keller
[11, §2]. Nevertheless, [20, Th. 6.2] still implies Corollary 4.10 in case [(γ1)i] 6= 0
whenever (Ai, σi, ui,Λi) is split-orthogonal. See also [11, Th. 3.4] for different proof
and strengthening of this statement.
Remark 4.13. Condition (2b) in Theorem 4.5 (and also [20, Th. 6.1]) cannot be
completely removed, even when (P, [β]) is unimodular. Indeed, over F2, there is a
unimodular quadratic form of dimension 4 whose isometry group is not generated
by quasi-reflections (which are just reflections in this case). However, up to isomor-
phism, this is the only exception over F2 (see [24, Cr. 11.42], for instance). We do
not know if condition (2c) can be removed in general.
§4.4. Applications. We now use the previous results to derive several conse-
quences to hermitian categories and systems of sesquilinear forms. Hermitian cat-
egories are a purely categorical framework to work with quadratic forms. We refer
the reader to [19, §1], [23, Ch. 7] or [15, Ch. II] for the relevant definitions.
Let (C , ∗, ω) be a hermitian category with form parameter (ε,Λ). In [19, §3.4],
Quebbemann, Scharlau and Schulte prove that unimodular (ε,Λ)-quadratic forms
over C cancel from orthogonal sums, provided the following assumptions hold:
(A) All idempotent morphisms in C split.
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(B) Every object of C is a direct sum of finitely many objects with local endo-
morphism ring (or, alternatively, the endomorphism ring of every object in
C is semiperfect).
(C) For everyM ∈ C , E := EndC (M) is complete in the Jac(E)-adic topology.
After proving this consequence, the authors comment that condition (C) is in fact
unnecessary since one can apply transfer (see [19, Pr. 2.4]) to translate the prob-
lem to cancellation of quadratic forms over semiperfect unitary rings, and then
apply Reiter’s Theorem 6.2 in [20]. This also implies that condition (A) is unnec-
essary. However, the authors seem unaware that Reiter’s Theorem does not imply
cancellation in general (see Remark 4.12), and hence this argument implies cancel-
lation only in certain cases (e.g. when all three (ε,Λ)-quadratic spaces involved are
unimodular and their base objects are progenerators of C ).
Nevertheless, by replacing [20, Th. 6.2] with Theorem 4.8 (or Corollary 4.10),
we see that condition (C) can indeed be dropped. We have therefore obtained:
Corollary 4.14. Assume condition (B) is satisfied. Then unimodular (ε,Λ)-
quadratic forms over C cancel from orthogonal sums.
By the same methods (i.e. via transfer in the sense of [19, Pr. 2.4]), Corollary 4.9
implies:
Corollary 4.15. Assume condition (B) is satisfied, let (P, [β]) be a unimodular
(ε,Λ)-quadratic space, and let Q,S be summands of P . Then any isometry ψ :
(Q, [β|Q])→ (S, [β|S ]) extends to an isometry ϕ ∈ O(P, [β]).
We now combine Corollary 4.14 with results from [5], [7] and [6] to obtain can-
cellation results for systems of (not-necessarily unimodular) sesquilinear forms.
Henceforth, let R be a commutative ring, and let C be an R-category equipped
with R-linear hermitian structures {∗i, ωi}i∈I ; see [6, §2.4, §4] for the definitions.
Corollary 4.16. Assume that R is local and henselian, 2 ∈ R×, and at least one
of the following holds:
(1) R is noetherian and EndC (M) is finitely generated as an R-module for all
M ∈ C .
(2) R is a valuation ring, and EndC (M) is R-torsion-free and has finite rank
for all M ∈ C .
Then systems of sesquilinear forms over (C , {∗i, ωi}i∈I) cancel from orthogonal
sums.
Proof. This is similar to the proof of [6, Th. 5.2]. By [6, Th. 4.1], the category
of sesquilinear forms over (C , {∗i, ωi}i∈I) is equivalent to the category of unimod-
ular 1-hermitian forms over another hermitian category (D , ∗, ω), where D is the
category Ar˜2I(C ) constructed in [6, §4]. It therefore enough to prove that uni-
modular 1-hermitian forms over (D , ∗, ω) cancel from orthogonal sums. Note that
since 2 ∈ R×, there is only one form parameter (1,Λ) for (D , ∗, ω), and 1-hermitian
forms and (1,Λ)-quadratic forms are essentially the same. By construction, the en-
domorphism ring of an object Z ∈ D is a sub-R-algebra of EndC (M)×EndC (N)op
for some M,N ∈ C , so by Corollary 4.14, it is enough to check that such rings are
semiperfect. This is indeed the case by Proposition 2.13. 
As a special case of Corollary 4.16, we get:
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Corollary 4.17. Let A be an R-algebra and let {σi}i∈I be a system of R-involutions
on A. Assume that is R local and henselian, 2 ∈ R×, and at least one of the
following holds:
(1) R is noetherian and A is finitely generated as an R-module.
(2) R is a valuation ring, and A is R-torsion-free of finite rank.
Then systems of sesquilinear forms over (A, {σi}) (that are defined on f.g. projective
A-modules) cancel from orthogonal sums.
Finally, we use [5] to show that non-unimodular hermitian forms over non-
henselian valuation rings cancel from orthogonal sums. Here, the prefix “non-”
stands for “not-necessarily” and not for absolute negation.
Corollary 4.18. Let (R, σ) be an arbitrary valuation ring with involution, and let
u ∈ R be such that uσu = 1. Suppose that there exists r ∈ R with r + rσu ∈ R×
(e.g. if 1+u ∈ R×). Then non-unimodular hermitian forms over (R, σ) cancel from
orthogonal sums.
Proof. Write v = r + rσu. Then v ∈ R× and vσu = v. By conjugating with v−1
(see Proposition 2.4) and replacing r with rv−1, we may assume that u = 1 and
r + rσ = 1.
By [5, Th. 4.1], the category of arbitrary 1-hermitian forms over (R, σ) is equiv-
alent to the category of unimodular 1-hermitian forms over a hermitian category
(D , ∗, ω) (see [5, §3] for its definition). The category D is the category of morphisms
in P(R), denoted Mor(P(R)). (One can also use [6, Th. 3.2] to get essentially
the same result.) Notice that the Hom-sets of D are R-modules and it not hard to
check that (f ·a)∗ = f ·aσ for every morphism f in D and a ∈ R. Since r+ rσ = 1,
the map (Q, h) 7→ (Q, [rh]) taking 1-hermitian forms over D to (1,Λmin)-quadratic
spaces over D is an isomorphism of categories (and there is only one form param-
eter (1,Λ) for (D , ∗, ω)). Now, by Corollary 4.14, it is enough to prove that every
object of Mor(P(R)) is the direct sum of objects with local endomorphism rings.
Recall that an object of Mor(P(R)) consists of a triple (P, f, P ′) such that
P, P ′ ∈ P(R) and f ∈ HomR(P, P ′). The endomorphism ring of (P, f, P ′) is the
set of pairs (g, g′) ∈ EndR(P )× EndR(P ′) such that g′f = fg. Using the fact that
R is a valuation ring, one can show that every (P, f, P ′) is the direct sum of objects
of the form (R, 0, 0), (0, 0, R) and (R, t, R) with t 6= 0: The proof essentially boils
down to showing that for every matrix f = (fij) ∈ Mn×m(R) there are invertible
matrices w ∈ Mn(R) and w′ ∈ Mm(R) such that (aij) := wfw′ is diagonal (meaning
that aij = 0 for i 6= j), and this is well-known. The endomorphism rings of (R, 0, 0),
(0, 0, R) and (R, t, R) are easily seen to be R, which is local, so we are done. 
5. Generation by Reflections
Let (P, [β]) be a unimodular quadratic space defined over a semiperfect unitary
ring. Denote by O′(P, [β]) the subgroup of O(P, [β]) generated by reflections. In
this section, we describe O′(P, [β]) and show that, apart from an obvious exception,
it is a subgroup of finite index in O(P, [β]), and that index can be determined in
terms of A and P .
§5.1. Dickson’s Invariant. Let (A, σ, u,Λ) be an orthogonal simple artinian uni-
tary ring (see §2.4), let K = Cent(A), and let (P, [β]) be a unimodular qua-
dratic space. We now recall Dickson’s Invariant (also called pseudodeterminant
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or quasideterminant), which is a group homomorphism
∆ = ∆[β] : O(P, [β]) → Z/2Z .
This homomorphism will be used in describing what is O′(P, [β]). The map ∆ is
related to the reduced norm map on E := EndA(P ) via
(5.1) NrdE/K(ψ) = (−1)∆(ψ) ∀ψ ∈ O(P, [β]) ,
so one can use NrdE/K to define ∆ in case charK 6= 2.
Unfortunately, there seems to be no reference defining Dickson’s invariant di-
rectly for quadratic forms over noncommutative central simple algebras (but see [24,
p. 160] for the case A = K, and [4], [15, §IV.5] for arbitrary commutative rings).
We therefore satisfy with giving an ad-hoc definition that suits our needs, but may
seem unnatural. In the end, we shall briefly explain how to obtain a more intrinsic
definition by using the Dickson invariant of quadratic pairs introduced in [16, §12C].
We start by recalling Dickson’s invariant in the case A = K (the orthogonality
then forces σ = idK , u = 1 and Λ = 0). In this case, (P, [β]) is just a quadratic
space in the classical sense. Dickson’s invariant can then be defined by
∆(ψ) = dimK im(1− ψ) + 2Z ∀ψ ∈ O(P, [β]) .
The map ∆ is indeed a group homomorphism ([24, Th. 11.43]), and moreover, it is
a morphism of algebraic groups overK ([4]). See also [16, Df. 12.12] and [10, p. 129]
for alternative definitions in characteristic 2. (The equivalence of the definitions,
and the identity (5.1), can be verified using the references specified. In particular,
one should only verify that the definitions coincide on reflections by [24, Th. 11.39].)
Assume now that A is arbitrary and let E = EndA(P ). Then E is a central
simple K-algebra. We define ∆ by
∆(ψ) =
dimK(1− ψ)E
degE
+ 2Z ∀φ ∈ O(P, [β])
It is easy to see that this definition agrees with the definition in the case A = K.
However, we have to check that ∆ is indeed a homomorphism of groups.
Proposition 5.1. If A is non-split, then ∆ ≡ 0. Otherwise, ∆ is a surjective
group homomorphism, and furthermore, it is a homomorphism of algebraic groups
defined over K.
Proof. Assume A is non-split. If ∆(ψ) = 1+ 2Z, then degE must be odd (because
it divides dimK(1− ψ)E). On the other hand, E is Brauer equivalent to A, which
has an involution of the first kind (Proposition 2.6), and hence indE = indA is a
power of two ([16, Cr. 2.6]). Thus, indA = 1, i.e. A is split. (Compare with [13,
Lm. 2.6.1].)
Assume A is split. Observe that the definition of ∆ depends only on the isomor-
phism class of the endomorphism ring E = EndA(P ), which does not change under
conjugation and e-transfer (see Propositions 2.4 and 2.5). These transitions also
do not affect split-orthogonality by Proposition 2.12, so we may freely apply them.
Now, by conjugation, we may assume (A, σ, u,Λ) is standard (Proposition 2.6), i.e.
u = 1 and σ is the matrix transpose involution. Let e be the matrix unit e11. By
applying e-transfer, we may assume A = K. But in this case it is known that ∆ is
a surjective group homomorphism, and also a homomorphism of algebraic groups
defined over K. 
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We now compute the Dickson invariant of reflections.
Proposition 5.2. Let (A, σ, u,Λ) be an orthogonal simple artinian unitary ring,
let e ∈ A be an idempotent, and let (P, [β]) be a unimodular quadratic space over
(A, σ, u,Λ) with P 6= 0. Then for every e-reflection s ∈ O(P, [β]) we have
∆(s) = deg eAe+ 2Z .
Proof. We assume e 6= 0; the proposition becomes trivial otherwise. Also, if A is
non-split, then ind eAe = indA is even, so we are done by Proposition 5.1.
Assume A is split, i.e. A = Mn(K) where K is a field. By conjugation, we
may assume that σ is the transpose involution and u = 1 (Proposition 2.6, Re-
mark 3.6(i)). Let {eij} be the standard matrix units of A. Then e is equivalent
to
∑r
i=1 eii for some r. By Lemma 3.4, me replace e with
∑r
i=1 eii to assume
eσ = e. Now, by applying e-transfer, we may assume e = 1 (Proposition 2.5, Re-
mark 3.6(ii)). We further tensor (A, σ, u,Λ) and (P, [β]) with an algebraic closure
F of K, to assume K is algebraically closed. (Namely, we replace (A, σ, u,Λ) with
(A⊗K F, σ ⊗K idF , u ⊗ 1,Λ⊗K F ), and (P, [β]) with (P ⊗K F, [βF ]), where βF is
defined by βF (x⊗a, x′⊗a′) = β(x, x′)⊗aa′ for all x, x′ ∈ P , a, a′ ∈ A. The details
are left to the reader.)
Let S be the set of pairs (y, λ) ∈ P × Λmin satisfying β(y, y) + λ ∈ GLn(K).
Then S is open in the Zaritzki topology of P × Λ (viewed as an affine space over
K), and hence connected. Since ∆ : O(P, [β]) → Z/2Z is a morphism of algebraic
groups (Proposition 5.1), the map
(y, λ) 7→ ∆(sy,1,β(y,y)+λ) : S → Z/2Z
is continuous in the Zaritzki topology. Therefore, since S is connected, it is enough
to prove that ∆(s) = degA+ 2Z = n+ 2Z for some reflection s.
Let {eij}i,j be the standard matrix units of A = Mn(K). By Lemma 3.4(i),
every e11-reflection is an eii-reflection for any i, so by Lemma 3.4(ii), the product
of n e11-reflections is a reflection. Since ∆ is a group homomorphism, it is therefore
enough to prove that there is an e11-reflection s with ∆(s) = 1 + 2Z. Now, note
that e11Ae11 ∼= K. Applying e11-transfer (together with Remark 3.6(ii)), we are
reduced to show that when A = K, there exists a reflection s with ∆(s) = 1 + 2Z.
But this well-established; see [16, Ex. 12.13], for instance. 
Remark 5.3. Another way to define ∆[β] when A is an arbitrary central simple
K-algebra is by relating (P, [β]) with a quadratic pair in the sense of [16, §5B]: By
[17, Pr. 4.2],2 (P, [β]) induces a quadratic pair (τ, f) on the central simpleK-algebra
E := EndA(P ), and one can show that O(P, [β]) is canonically isomorphic to
O(τ, f) := {x ∈ E : xτx = 1 and f(x−1ax) = f(a) ∀ a ∈ E} .
The map ∆ : O(P, [β]) → Z/2Z can now be defined via the Dickson invariant of
similitudes of quadratic pairs introduced in [16, §12C]. To check the equivalence of
this definition with the one previously given, it is enough to show that conjugation
and e-transfer do not affect the quadratic pair (τ, f) constructed in [17, Pr. 4.2], and
that both definitions are compatible with extending to a splitting field. Provided
that, it is enough to check that the definitions coincide when A = K, and this
2 Pr. 4.2 of [17] is phrased in the case A is a division ring, but the proof works for any central
simple K-algebra.
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follows from [16, Ex. 12.31]. We leave all the details (which seem to be missing in
the literature) to the reader.
§5.2. Generation by Reflections. We now use the Dickson invariant to describe
the group O′(P, [β]). Throughout, (A, σ, u,Λ) is a semiperfect (and at one point
semilocal) ring. We use the same setting as in §4.1 and set some further notation.
Let (P, [β]) be a quadratic space. Then any ψ ∈ O(P, [β]) gives rise to ψi ∈
O(Pi, [βi]) given by ψi(πix) = πi(ψix). Observe that if ψ is an e-reflection of
(P, [β]) (with e an idempotent of A), then ψi is a πie-reflection of (Pi, [βi]). In
particular, if ψ is a reflection, then so is ψi. Conversely, when the image of e in
A lives in Ai, every πie-reflection of (Pi, [βi]) is induced from an e-reflection. This
fact, which easily follows from Lemma 3.1, will be used repeatedly henceforth.
When (Ai, σi, ui,Λi) split-orthogonal and (P, [β]) is unimodular, we define
∆i = ∆i,[β] : O(P, [β])→ Z/2Z
by ∆i(ψ) = ∆[βi](ψi) (Lemma 4.2(ii) implies that (Pi, [βi]) is unimodular). It is
clear that ∆i is a group homomorphism.
We shall call (Ai, σi, ui,Λi) odd (resp. even) split-orthogonal if (Ai, σi, ui,Λi) is
split-orthogonal and ni is odd (resp. even; recall that Ai = Mni(Di)).
Finally, let ε
(j)
i denote the matrix unit ejj in Ai. Then {ε(j)i }i,j is a complete
system of orthogonal idempotents in A, hence it can be lifted to a complete system
of orthogonal idempotents {e(j)i }i,j in A. We choose this lifting to have ei = e(1)i
(where ei is defined as in §4.1), and set fi =
∑
j e
(j)
i (so f i = 1Ai).
Lemma 5.4. Let (Pi, [βi]) be a unimodular quadratic space over (Ai, σi, ui,Λi).
(i) If (Ai, σi, ui,Λi) is not split-orthogonal, then idP is an ei-reflection of
(P, [β]).
(ii) If Pi 6= 0, then (Pi, [βi]) admits an εi-reflection.
Proof. (i) If (Ai, σi, ui,Λi) is not split-orthogonal, then so is (A(i), σ(i), u(i),Λ(i))
(Proposition 2.12). We claim that Λ(i)∩A×(i) 6= ∅. Indeed, if A(i) ∼= E×Eop with E
a division ring, then (1E , 0
op
E )−(1E , 0opE )σ(i)u(i) ∈ Λ(i)∩A×(i). If A(i) is a division ring
and Λ(i) ∩A×(i) 6= ∅, then Λ(i) = 0. This implies, aσu(i) = a for all a ∈ A(i), and by
taking a = 1, we get u(i) = 1 and σ(i) = idA(i) . But this means (A(i), σ(i), u(i),Λ(i))
is split-orthogonal, a contradiction.
Now, choose a ∈ eσi Λei such that πia ∈ Λ(i) ∩ A×(i). Then a is (eσi , ei)-invertible
(Lemma 3.1), hence s0,ei,a is an ei-reflection, and it is easy to see that s0,ei,a = idP .
(ii) If (Ai, σi, ui,Λi) is not split-orthogonal, take the projection to Pi of the ei-
reflection constructed in (i). Otherwise, A(i) is a field and Λ(i) = 0, so we need
to find y ∈ P(i) := Piεi with βˆ(i)(y) 6= 0. Indeed, [β] is unimodular, hence [βi]
is unimodular (Lemma 4.2(ii)). Since Pi 6= 0, this means [βi] 6= 0, and hence
[β(i)] 6= 0. As Λ(i) = 0, there must be y ∈ P(i) with βˆ(i)(y) 6= 0, as required. 
Proposition 5.5. Let (P, [β]) be a unimodular quadratic space. Then the following
conditions are equivalent:
(a) (P, [β]) admits a reflection.
(b) For all i, if (Ai, σi, ui,Λi) is odd split-orthogonal, then Pi 6= 0.
In this case, there exist fi-reflections for all i.
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Proof. Observe that (P, [β]) has a reflection ⇐⇒ (P , [β]) has a reflection ⇐⇒
there exists x ∈ P such that βˆ(x) ∩ A× 6= ∅ ⇐⇒ for all i, there exists x ∈ Pi
such that βˆi(x) ∩ A×i 6= ∅ ⇐⇒ (Pi, [βi]) admits a reflection ⇐⇒ (P, [β]) has an
fi-reflection for all i.
Assume (b) holds. By Lemma 5.4, if (Ai, σi, ui,Λi) is not split-orthogonal or
Pi 6= 0, then (Pi, [βi]) admits an εi-reflection s. By Lemma 3.4(i), s is also an ε(j)i -
reflection for all j, hence by Lemma 3.4(ii), sni is a reflection of (Pi, [βi]) (because
1Ai =
∑ni
j=1 ε
(j)
i ). If (Ai, σi, ui,Λi) is even split-orthogonal, then Di is a field, ni is
even, σi is the matrix transpose involution, and u = 1. It is then easy to see that
Λi contains a unit a ∈ A×i , so s0,1,a is a reflection of (Pi, [βi]).
Assume (b) is false. Then there is i such that (Ai, σi, ui,Λi) is odd split-
orthogonal and Pi = 0. Thus, (Pi, [βi]) has a reflection if and only if Λi contains
units. Since Λi consists of ni × ni alternating matrices and ni is odd, Λi does not
contain any units and hence (Pi, [βi]) has no reflections. 
Remark 5.6. Proposition 5.5 can also be proved using the more general result [20,
Lm. 3.6].
Lemma 5.7. Let (P, [β]) be a unimodular quadratic space such that Pk 6= 0 when-
ever (Ak, σk, uk,Λk) is odd split-orthogonal. Then the product of two ei-reflections
of (P, [β]) equals a product of two reflections.
Proof. By Proposition 5.5, there exist an fk-reflection sk for all 1 ≤ k ≤ ℓ. Let
t and t′ be ei-reflections. By Lemma 3.4(i), t and t
−1 are also e
(j)
i -reflections
for all 1 ≤ j ≤ ni. Thus, by Lemma 3.4(ii), ψ = tnis1 . . . sˆi . . . sk and ϕ =
s−1k . . . sˆ
−1
i . . . s
−1
1 (t
−1)ni−1t′ are reflections (here, ˆmeans omission). But tt′ = ψϕ,
so we are done. 
Recall that O′(P, [β]) denotes the subgroup of O(P, [β]) generated by reflections.
Theorem 5.8. Let (P, [β]) be a unimodular quadratic space, and assume that
(1) if (Ai, σi, ui,Λi) is split-orthogonal, then Di ≇ F2, and
(2) if Di ∼= F2 × F2, then Pi ≇ εiAi.
Let I be the set of indices 1 ≤ i ≤ ℓ such that Pi 6= 0 and (Ai, σi, ui,Λi) is
split-orthogonal, and let ξ := (ni + 2Z)i∈I ∈ (Z/2Z)I. Denote by ∆I the group
homomorphism
ψ 7→ (∆i(ψ))i∈I : O(P, [β])→ (Z/2Z)I .
Then:
(i) ∆I is onto (even without assuming (1) and (2)).
(ii) If Pi 6= 0 whenever (Ai, σi, ui,Λi) is odd split-orthogonal, then O′(P, [β]) =
∆−1I ({0, ξ}).
(ii) If there is i such that Pi = 0 and (Ai, σi, ui,Λ) is odd split-orthogonal, then
O′(P, [β]) = 1.
Proof. (i) Let j ∈ I. By Proposition 5.2, ∆I of an ej-reflection is (δij)i∈I (where
δij = 1 if i = j and 0 otherwise), and by Lemma 5.4(ii), ej-reflections exist for all
i ∈ I, so ∆I is onto.
(ii) By Proposition 5.5, (P, [β]) admits a reflection s, and by Proposition 5.2,
∆I(s) = ξ. This also implies that O
′(P, [β]) ⊆ ∆−1I ({0, ξ}). Now, to prove the
other inclusion, it enough to show that ker∆I ⊆ O′(P, [β]). Let ψ ∈ ker∆I . By
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Corollary 4.11, ψ is a product of quasi-reflections. Moreover, from the proof of
Theorem 4.5 it follows that ψ can written as a product of e1-reflections followed
by a product of e2-reflection etc., and if Pi = 0, then the product includes no ei-
reflections. For 1 ≤ i ≤ ℓ with Pi 6= 0, let mi denote the number of ei-reflection
used to express ψ. We claim that mi can be taken to be even. By Lemma 5.7,
this will imply ψ ∈ O′(P, [β]). Indeed, if (Ai, σi, ui,Λi) is split-orthogonal (and
Pi 6= 0), then by Proposition 5.2, mi + 2Z = ∆i(ψ) = 0, so mi is even. When
(Ai, σi, ui,Λi) is not split-orthogonal, we can freely increase mi by inserting idP ,
which is an ei-reflection by Lemma 5.4(i), into the product, so again, mi can be
made even.
(iii) This follows from Proposition 5.5. 
Corollary 5.9. Let n (resp. m) denote the number of i-s such that (Ai, σi, ui,Λi) is
odd (resp. even) split-orthogonal. Then for any unimodular quadratic space (P, [β])
admitting a reflection (see Proposition 5.5), we have
[O(P, [β]) : O′(P, [β])] = 2m+max{n−1,0} .
We believe that Theorem 5.8(ii) should also be true when A is semilocal and P
is a progenerator (i.e. A is a summand of Pn for some A, or equivalently Pi 6= 0 for
all i). Indeed, we have the following.
Theorem 5.10. Provided P is free, part (ii) of Theorem 5.8 holds under the milder
assumption that A is semilocal.
Proof. By Proposition 5.5, (P , [β]) admits a reflection, which can lifted to a re-
flection s of (P, [β]). That reflection satisfies ∆I(s) = ξ by Proposition 5.2. This
proposition also implies that O′(P, [β]) ⊆ ∆−1I ({0, ξ}), so again, it is left to prove
that ker∆I ⊆ O′(P, [β]). Let ψ ∈ ker∆I , and let ψ be the isometry it induces on
(P , [β]) (namely, ψ(x) = ψx). Arguing as in the proof of Theorem 5.8, we see that
ψ is a product of reflections of (P , [β]). These reflections can be lifted to reflec-
tions of (P, [β]), and their product is an isometry ψ′ ∈ O(P, [β]) such that ψ = ψ′.
Replacing ψ with ψ′−1ψ, we may assume ψ = idP , or rather, ψx − x ∈ P Jac(A)
for all x ∈ P . Now, it is shown in the proof of [20, Th. 6.2] that such ψ is a
product of reflections (here we need P to be free), so we are done. (Notice that
[20, Th. 6.2] assumes that [βi] 6= 0 whenever (Ai, σi, ui,Λi) is split-orthogonal, but
the argument that we have counted on only needs [βi] 6= 0 when (Ai, σi, ui,Λi) is
odd split-orthogonal. Also note that [βi] 6= 0 ⇐⇒ Pi 6= 0 because (Pi, [βi]) is
unimodular.) 
Example 5.11. Part (i) of Theorem 5.8 may fail when A is only assumed to be
semilocal. For example, take A to be a non-local semilocal commutative domain
with 2 ∈ A×, set σ = idA, u = 1, Λ = 0, and define β : A×A→ A by β(x, y) = xy.
It is easy to check that O(A, [β]) = {± idA}. However, |I| > 1 because A is not a
field, and hence ∆I cannot be onto.
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