Abstract-Performance modeling is a challenging problem due to the complexities of hardware architectures. In this paper, we present PPT-GPU, a scalable and accurate simulation framework that enables GPU code developers and architects to predict the performance of applications in a fast, and accurate manner on different GPU architectures. PPT-GPU is part of the open source project, Performance Prediction Toolkit (PPT) developed at the Los Alamos National Laboratory. We extend the old GPU model in PPT that predict the runtimes of computational physics codes to offer better prediction accuracy, for which, we add models for different memory hierarchies found in GPUs and latencies for different instructions. To further show the utility of PPT-GPU, we compare our model against real GPU device (s) and the widely used cycle-accurate simulator, GPGPU-Sim using different workloads from RODINIA and Parboil benchmarks. The results indicate that the predicted performance of PPT-GPU is within a 10 percent error compared to the real device(s). In addition, PPT-GPU is highly scalable, where it is up to 450x faster than GPGPU-Sim with more accurate results.
INTRODUCTION
GRAPHICS processor units (GPUs) originally designed to render images to display(s) have evolved to be powerful co-processors that perform complex calculations efficiently. This drives the need for fast and accurate ways to evaluate the performance of different applications under various GPU architectures. However, due to the complexities found in these hardware architectures, modeling and predicting the runtime of GPUs have become a non-trivial challenge and an active area of research for many years.
Over the years, researchers have proposed many analytical approaches [1] , [2] , [3] to model the runtime of GPUs. Analytical methods have the advantage of being fast but usually lack the accuracy required to capture all the dynamic effects of different kernels. On the other hand, cycle-accurate simulators have been widely accepted and used by the research community due to the acceptance of cycle-accurate modeling paradigm and the relative ease of use. For instance, GPGPU-Sim [4] , is the standard cycle-accurate simulator used in the GPGPU architecture research. Cycle-accurate simulators usually have more accurate results than analytical models but at the cost of simulation speed. Moreover, the size of the datasets is limited.
In addressing these challenges, we introduce a scalable and accurate performance prediction framework on GPUs, PPT-GPU. PPT-GPU is a hybrid model between analytical and cycle-accurate approaches that can predict the runtime behavior of GPU workloads under different GPU architectures. PPT-GPU can run much larger datasets without sacrificing the accuracy, the scalability, and the speed of obtaining results. At the source code level, we divide the total computational workload into small parallel sub-workloads that run concurrently on the available SMs and estimate the runtime from the instruction mix of the sub-workload occupying one SM to predict the full workload performance.
PPT-GPU is part of the open source project, Performance Prediction Toolkit (PPT) [5] , a scalable co-design framework developed at the Los Alamos National Laboratory. PPT has parameterized hardware and middleware models, accepts source code as the input, and predicts runtimes. PPT relies on Simian [6] , a parallel discrete event simulation engine written in Lua and Python.
The old GPU model [7] in PPT predicts the runtime of applications while ignoring various components in a modern GPUs, as a result, the runtime predictions are inaccurate. The aim of this work is to improve the old GPU model by considering the following: (1) Different memory hierarchies of a modern GPU; (2) The latencies of instruction(s) of a GPU, these latencies are dependent on the instruction itself and the GPU family; (3) Validating PPT-GPU against real GPU devices and GPGPU-Sim [4] on a set of 10 kernels from both RODINIA [8] and Parboil [9] benchmarks. Our results suggest that the new PPT-GPU significantly improves the prediction accuracy while maintaining a scalable performance prediction.
Our model assumes that global (and local if there are any) memory instructions bypass the L1 and L2 caches to fetch data from the GPU device memory. But given that caches can have a high impact on the application performance, we also show the effects of adding the L2 cache to the prediction accuracy of PPT-GPU. Building a model that can predict the performance of L1/L2 caches is beyond the scope of this paper and is part of our ongoing work. We utilize an oracle using NVIDIA Visual Profiler tool [10] to predict the L2 cache hit rate of applications, then we feed that into PPT-GPU as input and this gives us an upper bound to the effect of L2 caches on our prediction results.
The rest of the article is organized as follows: Section 2 explains the architecture of NVIDIA GPUs and CUDA terminology; Section 3 shows the PPT-GPU architecture; while Section 4 shows our prediction results; Section 5 discusses relevant related work; finally, Section 6 concludes the paper and presents future work.
GPU ARCHITECTURE
A typical GPU consists of a number of streaming multiprocessors (SM), each can be seen as a standalone processor. Specifically, each SM has its own instruction buffer, scheduler, and dispatch unit. In addition, each has a number of computing resources that handle different ALU operations. All SMs share access to a shared off-chip global memory. In GPUs global memory is the largest, and most commonly used. However, accessing the global memory frequently hurts the performance due to the fact that global memory access latency is high compared to other on-chip memories. As a result, architects introduced on-chip L1 & L2 cache memories to GPUs, with goals of reducing the traffic to the global memory. There is one L1 cache per SM and one L2 cache shared among all SMs. Furthermore, each SM has a small amount of shared memory used for inter-thread communication.
In CUDA terminology all threads spawned from the same kernel are grouped into a grid, all of which share the same global memory. The grid is made up of many thread blocks each of which is composed of groups of 32 threads called warps. Grids and blocks represent a logical view of the thread hierarchy of a CUDA kernel. In order to have high parallelism, warps execute instructions in a SIMD manner, meaning that all threads from the same warp execute the same instruction at any given time. Each SM contains a number of warp schedulers, which try to issue one or more instructions to a given warp at every clock cycle where instructions can be issued before the previous one if there is no dependency between them. CUDA gives the programmer additional avenue of optimization by exposing the abstraction of choosing the number of grids and blocks for an application which can have a high effect on the overall performance of the application.
PPT-GPU
We divide the runtime prediction into two phases as shown in Fig. 1 : (i) Static Pre-Characterization, where PPT-GPU interacts with the application's source code to get the architecture independent tasklist. (ii) Prediction Model, a parameterized GPU model that predicts the runtime using the tasklist.
Static Pre-Characterization
The pre-characterization phase is done statically without the need to run the application binaries on a real GPU device. First, the application's intermediate representation, parallel thread execution (PTX) [11] serves as input to our framework. Since PTX is a machine-independent ISA, converting the application to its corresponding PTX needs to be done only once for various GPU architectures. Then this PTX file is parsed automatically to extract a tasklist for each kernel in the application. The tasklist is the way PPT-GPU interacts with the application since it represents the sequence of instruction for the code to be simulated. We choose this simple representation as with it's machine-in-dependency it can help architects simulate this code on future architectures. Table 1 shows a oneto-one mapping example of PTX instructions to our tasklist. An item in the tasklist represents an instruction which can be an ALU operation or a memory operation. The ALU instruction such as add, sub, mul, etc.is represented by iALU or fALU depending on whether it is an integer or a floating point instruction. This item will be issued to one of the SP units later unless it is double precision, it will then be issued to one of the DP units. If the instruction is a special function instruction like cosine, sqrt, etc. it is donated by SFU in the tasklist. The memory instruction, on the other hand, is represented by the type of the accessed memory space (global, local, texture, shared or constant) along with the type of access, read or write. If an instruction depends on another instruction the number of the latter is written in the former's tasklist item. If two (or more) consecutive instructions are independent, the second instruction can be issued before the completion of the first one. For example, the third instruction. in Table 1 depends on the first and the second instructions., therefore it cannot be issued before them. However, the second instruction can be issued before the first one as there is no dependency. Instructions are issued at the warp granularity depending on the issuing capability of the GPU architecture modeled. Thus, multiple instructions can be issued at the same time if there is are no dependencies between them.
Since different ALU instructions require different cycles to finish execution instruction latencies are added to the items in the tasklist while parsing the PTX file depending on the type of the instruction and the GPU architecture. All the instructions found in PTX ISA are modeled with a corresponding latency. Table 2 shows an example of different instructions latencies as reported by Andersch et al. [12] . These latencies are used later for the number of cycles each instruction spends in the compute resource. For instance, in the program found in Table 1 , if it is to run on a GPU from Maxwell architecture, the first ALU operation is an integer add instruction that needs 6 cycles to finish execution while the second ALU operation is an integer multiply instruction that needs 13 cycles to finish execution.
Prediction Model
Given the grid and the block sizes of a kernel as a function of the input vector size, PPT-GPU computes the maximum number of active blocks that can run concurrently on a single SM (max_block) and the total number of warps that can be allocated per block statically. Depending on the GPU architecture, CUDA limits the number of blocks and warps that can run concurrently on a single SM but such limits are idealistic. The actual number of blocks and warps executing on a single SM will depend on the launch configuration and the resources available for that kernel (shared memory size, number of registers, number of threads, etc.). The total workload for a given kernel is divided into parallel sub-workloads depending on the grid size and the max_block. Since, PPT-GPU is a hybrid approach between analytical models and cycle-accurate models. We estimate the execution time the modeled GPU takes to execute a sub-workload using its instruction mix statically as mentioned in Section 1. We assume that all sub-workloads are divided evenly on the available SMs and processed in parallel. If any sub-workload(s) are unprocessed, we schedule it to one of the available SMs and update the runtime. To measure the runtime of the sub-workload, instructions from the tasklist are issued to a given warp depending on the number of warp schedulers available on the modeled GPU at each cycle. A warp can only issue a new instruction from the tasklist, if there are resources available to process the instruction without any dependencies. Then, we process warp instructions using parallelism and time slicing techniques. Depending on the instruction type, a compute resource will be requested, each compute resource can process a certain number of instructions in parallel depending on the modeled GPU configuration. If a resource cannot accept any new instructions, this instruction will wait until one of the compute resources can accept new instructions. The instruction will then spend the given latency occupying that resource.
Memory operations are also issued per warp. Table 2 shows the latencies of various memories units found in a modern GPU. For simplicity, we assume that all memory accesses for all the threads in a given warp are sequential and aligned, and therefore coalesced. This simple program loads two numbers from the GPU device memory (global memory space), adds them together, multiply the output by 5, and then stores it back to the device memory. Each PTX instruction has its corresponding one in the tasklist. We ignore memory divergence. In addition, we assume load and store accesses bypass L1 and L2 while accessing the device memory, which gives a worst-case prediction. Then, we calculate the memory access time for each memory instruction in the pipeline which depends on multiple factors taken from the configuration file, including the number of memory ports, memory bandwidth, and the size of memory concurrent transfer from the memory queue. Since cache can have a high impact on the application performance, we use an oracle to predict the L2 hit rate and feed it to our model. We then use this hit rate to compute a standard average memory access time (AMAT) [13] which is used for all instruction accessing the device memory space that is global or local memory instructions. PPT-GPU does not take into account branch divergence, therefore we direct the nvcc compiler to optimize short conditional segments of the kernel by inserting predicated instructions. This takes care of branch divergence for short segments. For long conditional segments that cannot be predicated, a worst case scenario is assumed, where the corresponding instructions of the two paths are parsed and added to the tasklist to be executed by different warps in the model.
PREDICTION RESULTS

Experimental Setup
We used GeForce GTX TITAN X & Tesla K40m graphics cards in our evaluation. We collected the specifications from non-academic sources such as graphics card databases and online reviews. Table 3 shows the specifications of the two used cards.
To have a meaningful performance comparison and to be fair in comparing PPT-GPU against other simulation frameworks, we have added a TITAN X configuration in GPGPU-Sim [4] , we use GPGPU-Sim stable version 3.2.2. Since this GPGPU-Sim version only models only the Fermi GPU family. Hall [14] studied how to adapt GPGPU-Sim to new GPU architectures and used similar configurations to what we used for TITAN X GPU.
Results
We evaluate our framework on different workloads from RODI-NIA [8] and Parboil [9] benchmark suites. Table 4 lists the benchmarks that used. We configured each benchmark's kernel to run only once and if a benchmark had more than one kernel we report the result of each kernel separately. We used the default datasets that came with the benchmarks and if there are multiple sizes we always use the biggest.
We report the performance in terms of the number of instructions per cycle (IPC). In order to validate PPT-GPU against a real device, we used the NVIDIA Visual Profiler tool [10] . We run the application ten times and took the median of the runs. Since we can enable or disable caches on the real device at compile time, we report the performance of the real device(s) once while disabling the L1 cache and using the L2 cache only and once while using both caches. IPC results of some of the RODINIA benchmarks showing the effect of caches are in [15] . Fig. 2 shows the prediction results for a TITAN X GPU. The prediction results are normalized to a real device while enabling only the L2 cache. The L1 cache effect is fairly small and highly application dependable as shown in Fig. 2 . The results show that the new PPT-GPU model performs better compared to GPGPU-Sim and the old circa 2015 model [7] . The results indicate that modeling the memory system and taking into account the instruction latencies significantly improve the performance predictions, which closely follow the real device. For instance, the old model was over predicting in HOTSPOT, PATHFINDER, and GAUSSIAN due to the absence of modeling the latencies for the different instructions executing in the GPU pipelines.
PPT-GPU results were further improved after adding the L2 hit rates taken from the Oracle. On average PPT-GPU predictions are within 10 percent of the real device performance. In addition, we have better accuracy than GPGPU-Sim. Furthermore, PPT-GPU is more scalable than GPGPU-Sim. We compare the simulation runtimes for both PPT-GPU and GPGPU-Sim in Fig. 2 which shows as the solid line that corresponds to the left y-axis. We normalize PPT-GPU simulation time to the simulation time of GPGPU-Sim. For some benchmarks such as SGEMM and NN, PPT-GPU is 29x faster than GPGPU-Sim, while for others such as HOTSPOT and LUD, PPT-GPU is 450x faster. On average across all 10 benchmarks, PPT-GPU is 160x faster than GPGPU-Sim. These results indicate that PPT-GPU is highly scalable. Fig. 2 . GTX TITAN X prediction results. PPT-GPU is compared to real device, GPGPU-Sim, and the old model included in PPT. All the results are normalized to the real device while enabling L2 cache only on the left hand axis. Oracle is our prediction results after taking into account the optimistic L2 hit rates. The right hand axis shows the normalized simulation time of GPGPU-Sim relative to PPT-GPU. Fig. 3 shows the results for Tesla K40m GPU. Since Fig. 2 proved that PPT-GPU is more accurate than GPGPU-Sim, we only present the results with respect to the real device. The results show that the global trends of the predicted performance for both modeled GPUs are within the same range.
RELATED WORK
Hybrid models have been proposed before. Punniyamurthy et al. [22] proposed a GPU abstract timing simulator. They have accurate predictions but their model relies on GPGPU-Sim. In addition, they run the application through a real GPU device first to capture dynamic microarchitecture effects. On the other hand, PPT-GPU is a standalone framework that statically analyzes the application without running it. Konstantinidis et al. [16] proposed an automated GPU performance prediction technique based on the roofline modeling [17] but their average error rate is 27 percent with some applications having more than 50 percent error rate. Lee et al. [18] proposed a prototype system for performance modeling from source code, COM-PASS. It relies on Aspen [19] , where the parameterized performance models are produced with a static analysis of the source code. Although, both COMPASS and PPT-GPU use static analysis, PPT-GPU models different components of the GPU architecture without sacrificing the ease of use, accuracy and scalability.
CONCLUSION & FUTURE WORK
In this paper, we present PPT-GPU, a fast and scalable performance prediction framework for GPUs. PPT-GPU is a fully parametrized tool that relies on (PTX) ISA and GPU configurations to predict applications' runtime without having to run them. PPT-GPU is part of the recently open sourced Performance Prediction Toolkit [5] . We validated PPT-GPU with different workloads from RODINIA and Parboil benchmarks against real devices and GPGPU-Sim. The results show that PPT-GPU is within 10 percent compared to real device(s). In summary, PPT-GPU predictions are accurate and highly scalable, where PPT-GPU is 160x faster, on average, than GPGPU-Sim.
We are working to model GPU caches similar to [20] , [21] . In addition, we are working to model divergence, power consumption, and will use more recent GPUs as well as integrate PPT-GPU into regular PPT to model CPU-GPU interactions.
