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Abstract
Fixed-point logic with rank (FPR) is an extension of fixed-point logic with counting
(FPC) with operators for computing the rank of a matrix over a finite field. The
expressive power of FPR properly extends that of FPC and is contained in PTime, but
not known to be properly contained.
We give a circuit characterization for FPR in terms of families of symmetric circuits
with rank gates, along the lines of that for FPC given by [Anderson and Dawar 2017].
This requires the development of a broad framework of circuits in which the individual
gates compute functions that are not symmetric (i.e., invariant under all permutations
of their inputs). In the case of FPC, the proof of equivalence of circuits and logic rests
heavily on the assumption that individual gates compute such symmetric functions and
so novel techniques are required to make this work for FPR.
1 Introduction
The study of extensions of fixed-point logics plays an important role in the field of descrip-
tive complexity theory. In particular, fixed-point logic with counting (FPC) has become a
reference logic in the search for a logic for polynomial-time (see [2]). In this context, Ander-
son and Dawar [1] provide an interesting characterisation of the expressive power of FPC in
terms of circuit complexity. They show that the properties expressible in this logic are ex-
actly those that can be decided by polynomially-uniform families of circuits (with threshold
gates) satisfying a natural symmetry condition. Not only does this illustrate the robustness
of FPC as a complexity class within P by giving a distinct and natural characterization of
it, it also demonstrates that the techniques for proving inexpressibility in the field of finite
model theory can be understood as lower-bound methods against a natural circuit complex-
ity class. This raises an obvious question (explicitly posed in the concluding section of [1]) of
how to obtain circuit characterizations of logics more expressive than FPC, such as choiceless
polynomial time (CPT) and fixed-point logic with rank (FPR). It is this last question that
we address in this paper.
Fixed-point logic with rank extends the expressive power of FPC by means of operators
that allow us to define the rank of a matrix over a finite field. Such operators are natural
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extensions of counting—counting the dimension of a definable vector space rather than just
the size of a definable set. At the same time they make the logic rich enough to express many
of the known examples that separate FPC from P. Rank logics were first introduced in [5].
The version FPR we consider here is that defined by Gra¨del and Pakusa [9] where the prime
characteristic is a parameter to the rank operator, and we do not have a distinct operator
for each prime number. Formal definitions of these logics are given in Section 2. We give a
circuit characterization, in terms of symmetric circuits, of FPR. One might think, at first
sight, that this is a simple matter of extending the circuit model with gates for computing
the rank of a matrix. It turns out, however, that the matter is not so simple as the symmetry
requirement interacts in surprising ways with such rank gates. It requires a new framework
for defining classes of such circuits, which yields remarkable new insights.
It is important to clarify at the outset what is meant by symmetric circuits. Indeed,
there are different senses in which the word symmetry is used in the context of circuits (and
also in this paper). We say that a Boolean function f : {0, 1}n → {0, 1} is symmetric if the
value of the function on a string s is determined by the number of 1s in s. In other words,
f is invariant under all permutations of its input. In contrast, when we consider the input
to a Boolean function to be the adjacency matrix of an n-vertex graph, for example, and
f : {0, 1}(
n
2) → {0, 1} decides a graph property, then f is invariant under all permutations
of its input induced by permutations of the n vertices of the graph. We call such a function
graph-invariant. More generally, for a relational vocabulary τ and a standard encoding of
n-element τ -structures as strings over {0, 1}, we can say that function taking such strings
as input is τ -invariant if it is invariant under permutations induced by the n elements. A
circuit C computing such an invariant function is said to be symmetric if every permutation
of the n elements extends to an automorphism of C. It is families of symmetric circuits in
this sense that characterize FPC in [1]. The restriction to symmetric circuits arises naturally
in the study of logics and has appeared previously under the names of generic circuits in the
work of [7] and explicitly order-invariant circuits in the work of Otto [15].
The main result of [1] says that the properties of τ -structures definable in FPC are exactly
those that can be decided by P-uniform families of symmetric circuits using AND, OR, NOT
and majority gates. Note that each of these gates itself computes a Boolean function that is
symmetric in the strong sense identified above. On the other hand, a gate for computing a
rank threshold function, e.g. one that takes as input a n×n matrix and outputs 1 if the rank
of the matrix is greater than a threshold t, is not symmetric. In our circuit characterization of
FPR we necessarily have to consider such non-symmetric gates. Indeed, we show in Section 3
that P-uniform families of symmetric circuits using gates for any symmetric functions do
not take us beyond the power of FPC. This is a further illustration of the robustness of
FPC. In order to go beyond it, we need to introduce gates for Boolean functions that are
not symmetric. We construct a systematic framework for including functions computing
τ -invariant functions for arbitrary multi-sorted relational vocabularies τ in Section 3. We
also explore what it means for such circuits to be symmetric.
The proof of the circuit characterization of FPC relies on the support theorem proved
in [1]. This establishes that for any P-uniform family of circuits using AND, OR, NOT and
majority gates there is a constant k such that every gate has a support of size at most k.
That is to say that we can associate with every gate g in the circuit Cn (the circuit in the
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family that works on n-element structures) a subset X of [n] of size at most k such that any
permutation of [n] fixing X pointwise extends to an automorphism of Cn that fixes g. This
theorem is crucial to the translation of the family of circuits into a formula of FPC, which
is the difficult (and novel) direction of the equivalence. In attempting to do the same with
circuits that now use rank-threshold gates we are faced with the difficulty that the proof of
the support theorem in [1] relies in an essential way on the fact that the Boolean function
computed at each gate is symmetric. We are able to overcome this difficulty and prove a
support theorem for circuits with rank gates but this requires substantial, novel technical
machinery, which we develop in Section 4.
Another crucial ingredient in the proof of Anderson and Dawar is that we can eliminate
redundancy in the circuit Cn by making it rigid. That is, we can ensure that the only
automorphisms of Cn are those that are induced by permutations of [n]. Here we face
the difficulty that identifying the symmetries and eliminting redundancy in a circuit that
involves gates computing τ -invariant functions requires us to solve the isomorphism problem
for τ -structures. This is a hard problem (or, at least, one that we do not know how to
solve efficiently) even when the τ -structures are 0-1-matrices. We overcome this difficulty
by placing a further restriction on circuits that we call transparency. Circuits satisfying this
condition have the property that their lack of redundancy is transparent. We explore this
condition and its consequences in Section 5, where we also demonstrate that something like
this requrement is necessary. Natural weakenings of this requirement yield circuits in which
deciding symmetry seems hard.
In the characterization of FPC, the translation from formulas into families of circuits is
easy and, indeed, standard. In our case, we have to show that formulas of FPR translate
into uniform families of circuits using rank-threshold gates that are symmetric and transpar-
ent. This is somewhat more involved technically and the details are presented in Section 6.
Finally, with all these tools in place, the translation of such P-uniform families of circuits
into formulas of FPR given in Section 7 completes the characterization. This still requires
substantial new techniques. The translation of circuits to formulas in [1] relies on the fact
that in order to evaluate a gate computing a symmetric Boolean function, it suffices to count
the number of inputs that evaluate to true and there is a bijection between the orbits of a
gate and tuple assignments to its support. When counting is no longer sufficient, this bijec-
tion has to preserve more structure and demonstrating this in the case of matrices requires
new insight.
2 Background
In this section we present basic background on logics, first-order structures, and symmetric
circuits.
2.1 Logic and Structures
A relational vocabulary (otherwise just called a vocabulary or signature) is a finite sequence
of relation symbols (R1, . . . , Rk), each of which has a fixed arity, denoted by arty(Ri) ∈ N.
We often let ri ∈ N denote the arity of the relation symbol Ri. A many-sorted vocabulary is
3
a tuple of the form (R, S, ν), where R is a relational vocabulary, S is a finite sequence of sort
symbols, and ν is a function that assigns to each Ri ∈ R a tuple ν(Ri) := (s1, . . . , sri), where
for each j ∈ [ri], sj ∈ S. We call ν the typefunction and ν(Ri) the type of Ri. We note that
a relational vocabulary can be thought of as a single-sorted vocabulary, i.e. a many-sorted
vocabulary where the set of sorts is a singleton. As such, if τ := (R, S, ν) is single-sorted we
identify τ with R.
Let τ := (R, S, ν) be a many-sorted vocabulary, where R = (R1, . . . , Rk) and S =
(s1, . . . , sp). A τ -structure A is a tuple (U,R
A
1 , . . . , R
A
k ) where U = ⊎s∈SUs a disjoint union of
non-empty sets, and is called the universe ofA, and for all i ∈ [k], RAi ⊆ R
A
i ⊆ Usi1×. . .×Usri ,
where (s1, . . . , sri) = ν(Ri). The size of A, denoted by |A| is the cardinality of its universe.
The sorted-size of A is a vector ~n := (ns)s∈S ∈ N
S such that |Us| = ns for all s ∈ S. We say
a ∈ U has sort s ∈ S if a ∈ Us.
All structures in this paper are assumed to have finite size unless stated otherwise. For
more details on these basic definitions please see [8], [13], or [10].
2.2 First Order and Fixed-Point Logic
Let FO[τ ] denote first-order logic with respect to the vocabulary τ . A formula in FO[τ ] is
formed from atomic formulas, each formed using variables from some countable sequence of
(first-order) variable symbols (x, y, . . .), the relation symbols in τ , and the equality symbol
=, and then closing the set of atomic formulas under the Boolean connectives, negation, and
universal and existential quantification (i.e. ∧, ∨, ¬, ∀, and ∃).
Let FP[τ ] denote fixed-point logic with respect to τ . The logic FP is an extension of
FO by an inflationary fixed-point operator. In other words, FP[τ ] includes all formulas in
FO[τ ], and is closed under applications of the fixed-pint operator, i.e. if φ ∈ FP[τ ], V is a
second-order variable, and ~x is a tuple of variables of length arty(V ), then [ifpV,~x.φ] ∈ FP [τ ].
We assume the standard syntax and semantics for FO[τ ] and FP[τ ]. For more detail on the
syntax and semantics of these logics please see [10] and [9].
Let L be a logic and τ a vocabulary. For φ ∈ L[τ ] and a sequence of variables ~x, we
write φ(~x) if the free variables in φ are among those in ~x. Suppose ~x = (x1, . . . , xk), and let
A be a τ -structure with universe U . We call a function α : x1, . . . , xk → U an assignment.
If ~a ∈ Uk, we write α~x~a to denote the assignment that maps the variable xi to ai for i ∈ [k].
We say that two assignments α and β are compatible if α and β agree on the intersection of
their domains. We write A |=L φ[α] if, and only if, φ is true in A with respect to L where
for all i ∈ [k] each variable xi is assigned to α(xi). If the sequence of variables ~x that we are
assigning to ~a is obvious from context we write A |=L φ[~a] instead. If the logic is obvious
from context we omit the subscript and just write A |= φ[α].
2.3 Fixed-Point with Counting
Let FPC[τ ] denote fixed-point logic with counting with respect to the vocabulary τ . The logic
FPC is an extension of FP that includes a counting operator that allows us to define the size
of a definable set, as well as other mechanisms for reasoning about quantities. We now briefly
describe the structure of a formula of FPC[τ ]. Every first-order variable is assigned a type,
and so each variable is either a vertex or number variable. Vertex variables are assigned
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to elements of the universe of the structure, and play a similar role to the variables that
appear in formulas in FO[τ ] or FP[τ ]. Number variables are assigned to elements of N. We
usually use Latin letters (e.g. x, y, z, . . .) to denote vertex variables and Greek letters (e.g.
µ, ν, ǫ, . . .) to denote number variables. All atomic formulas in FP[τ ] are atomic formulas in
FPC[τ ]. We say that t is a number term if t is a number variable or if t is an application of
the counting operator, i.e. t = #x.φ(x), where φ ∈ FPC[τ ] and x is a vertex variable. If t1
and t2 are number terms then t1 ≤ t2 and t1 = t2 are atomic formulas. FPC[τ ] includes all
formulas formed by closing the set of atomic formulas under the usual Boolean connectives,
the first-order quantifiers (for vertex variables), and the inflationary fixed-point operator.
The second-order variables, such as those that appear in an application of the fixed-point
operator, are allowed to have mixed-type, i.e. we associate with a second-order variable R a
type (k, l) ∈ N2 intended to mean that R is assigned to a subset of Uk × Nl.
We also allow quantification over the number sort, but in order to ensure that the data
complexity of FPC is in polynomial time we only allow bounded quantification. In other
words, if Q ∈ {∀, ∃}, φ ∈ FPC[τ ], µ is a number variable, and t is a number term, then
Qµ ≤ t.φ is a formula of FPC[τ ]. Similarly, if φ is a number term then #µ ≤ t.φ is a number
term in FPC[τ ].
If A is a τ -structure with universe U , the counting term #x.φ(x) evaluates to |{a ∈ U :
A |= φ[a]}| in A, assuming a fixed assignment to the other free variables in φ. The intended
semantics for bounded quantification is as for ordinary quantification but with the additional
restriction that the assignment to the number variable be bounded by the evaluation of the
bounding number term. The semantics of the ‘=’ and ‘≤’ symbols are defined for number
terms in the obvious manner. For a more detailed description of the syntax and semantics
of FPC please see [10] or the introduction of [9].
It is possible to define the usual arithmetic operations on number terms using the con-
structs thus far introduced. We do not show how to explicitly define these operations in FPC,
but we do make use of them in this paper. Please see [10] for the explicit constructions.
Let FOC[τ ] denote first-order logic with counting with respect to the vocabulary τ , and let
FOC[τ ] be set of all formulas in FPC[τ ] that do not contain an application of the fixed-point
operator.
2.4 Rank Logic
Let FPR[τ ] denote fixed-point logic with rank (or just rank logic) with respect to the vocab-
ulary τ . The logic FPR is an extension of FP to include an operator that denotes the rank
of a definable matrix over a finite field, as well as other mechanisms for reasoning about
quantity. In this way we can think of the structure of a formula of FPR as being similar to
that of FPC, with rank operators replacing counting operators.
We now briefly describe the structure of a formula in FPR[τ ]. For more detail on the
syntax and semantics of FPR please see [9] and [5]. As in the case of FPC, each variable is
either a number or vertex variable, with vertex variables assigned to elements of the universe
and number variables assigned to natural numbers. All atomic formulas in FP[τ ] are atomic
formulas in FPR[τ ]. We say that t is a number term if t is a number variable or if t is
an application of the rank operator, i.e. t = [rk(~x, ~ν ≤ ~t, ~y, ~µ ≤ ~s, π ≤ η).φ], where φ is a
number term, ~t and ~s are tuples of number terms bounding the sequences of number variables
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~µ and ~ν, and η is a number term bounding the number variable π. If t1 and t2 are number
terms then t1 ≤ t2 and t1 = t2 are atomic formulas. The formulas of FPR are then formed
by closing the set of atomic formulas under the usual Boolean connectives, the first-order
quantifiers, and the fixed-point operator. As in the case of FPC, the second-order variables
may have mixed-type and we only allow bounded quantification for number variables.
We now briefly explain the intended semantics of the rank operator. Let φ(~x~ν, ~y~µ) be a
number term, where ~x and ~y are tuples of vertex variables, ~ν and ~µ are tuples of number
variables. Let ~s and ~t be tuples of number terms such that |~s| = |~ν| |~t| = | ~mu|. Let π be
a number variable and r be a number term. Let A be a structure with universe A, and
suppose we have a given assignment to the variables appearing free in r or in the terms in ~t
and ~s. Let N≤~t := {~n ∈ N|~ν| : ni ≤ t
A
i }, and let N
≤~s be defined similarly. Let I := A|~x|×N≤~t
and J := A|~y| × N≤~s. Let MAφ : I × J → N be defined by M
A
φ (~a~n,
~b~m) := φA(~a~n,~b~m). For
the structure A and assignment π 7→ p, where p ≤ rA, if p is prime then the rank term
[rk(~x, ~ν ≤ ~t, ~y, ~µ ≤ ~s, π ≤ r).φ] is the rank of MAφ mod p, where the entries in M
A are
interpreted as elements of Fp. If p is not prime then the rank term evaluates to zero.
We should note that there are two distinct rank logics defined in the literature. The
first was introduced by Dawar et al. [5], and differs from the rank logic defined above in
that it includes a sequence of rank operator, rather than a single uniform operator, one for
each prime p expressing the rank over the field Fp. It was shown by Grade¨l and Pakusa [9]
that this non-uniform rank logic does not capture P. Instead they propose the rank logic
with a uniform rank operator that we have presented above, and show that this rank logic is
strictly more expressive then the version introduced in [5]. This uniform rank logic remains
a candidate for capturing polynomial-time. For this reason when we refer to rank logic in
this paper we are always referring to the rank logic introduced by Grade¨l and Pakusa [9].
We may also define an extension of first order logic by rank operators. Let FOR[τ ] denote
first-order with rank with respect to the vocabulary τ , and let FOR[τ ] be the set of formulas
in FPR[τ ] that do not contain an application of the fixed-point operator.
Let FP+rk[τ ] denote fixed-point logic with rank quantifiers with respect to the vocabulary
τ . This logic, first introduced by Dawar et al [5], is similar to FPR, except that it extends
FP by a set of rank quantifiers, rather than a rank operator. We define for each prime p, and
natural number r, a rank quantifier rkrp, such that rk
r
p~x~y.φ is interpreted as [rk(~x, ~y, π).φ] ≤
tr, where π is assigned to p and tr is a number term that evaluates to r. The arity of this
quantifier is |~x| + |~y|. Let R be the set of all such quantifiers and FP+rk[τ ] be the closure
of FP[τ ] under R.
We may also define an extension of first-order logic with rank quantifiers. Let FO+rk[τ ]
denote first-order with rank quantifiers with respect to the vocabulary τ , and let FO+rk[τ ]
be the set of all formulas in FPR[τ ] that do not contain an application of the fixed-point
operator.
For more detail on the syntax and semantics of logics with rank quantifiers please
see [5]. It is easy to see that FP+rk ≤ FPR and FO+rk ≤ FOR. Moreover, we note
that [rk(~x, ~y).(~x = ~y, π ≤ r)∧ φ(~x)] evaluates, for a structure A and any assignment π 7→ p,
to the number of assignments to ~x for which φ holds (i.e. |{~a ∈ U |~x| : A |= φ[~a]}|). It follows
that FPC ≤ FPR and FOC ≤ FOR. Dawar et al.[5] show that all of these inclusions are
strict.
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2.5 Group Theory
Let X be a set, we write SymX to denote the symmetric group on the set X . For n ∈ N we
write Symn for Sym[n].
Let G be a group and let H ≤ G. Let X be a set on which a group action of G is defined.
This group action can be lifted to a group action on P(X) (and hence P(. . . (P(X)) . . .))
defined by σ · S := {σx : x ∈ S} for σ ∈ G, S ⊆ X . Let S ⊆ X . We let StabG(S) :=
{σ ∈ G : ∀x ∈ S , σx = x} be the stabiliser of S with respect to G. We let SetStabG(S) :=
StabG({S}) = {σ ∈ G : σS = S} be the set-wise stabiliser of S with respect to G. We let
OrbG(S) := {σS : σ ∈ G} be the orbit of S with respect to G. If S is a singleton we omit
the set bracers, e.g. we write OrbG(x) for OrbG({x}). If G = Symn for some n ∈ N we
replace the subscript with the number n, e.g. we write Orbn(x) for OrbSymn(x), and if the
group G is obvious from context we omit the subscript entirely.
2.6 Boolean Functions, Bases, and Circuits
A (finite) Boolean function is a function of the form f : {0, 1}X → {0, 1}, for some finite
index set X . We call a Boolean function f : {0, 1}X → {0, 1} symmetric if for all σ ∈ SymX
and ~a ∈ {0, 1}X, f(~aσ) = f(~a). It follows that a Boolean function is symmetric if, and only
if, the output of the function is entirely determined by the number of ones in the input. We
say a Boolean function f : {0, 1}∗ → {0, 1} is symmetric if its restriction to inputs of size n
is symmetric for all n ∈ N.
It the literature a basis is usually taken to be a finite sequence of (symmetric) functions
from {0, 1}∗ to {0, 1}. In this paper we depart slightly from this definition, and instead
define a Boolean basis (or basis) to be a (potentially infinite) set of finite Boolean functions.
We always denote a basis by B. We note that any function f : {0, 1}∗ → 0, 1 is uniquely
defined by a set of functions {f [n] : n ∈ N}, where for all n ∈ N, f [n] : {0, 1}n → {0, 1} is
the restriction of f to input strings of length n. It follows that any finite sequence of such
functions defines a basis given by taking the union of the associated sets of finite functions.
We denote the basis generated by a sequence of functions f1, . . . , fk : {0, 1}
∗ → {0, 1} by
〈f1, . . . , fk〉 :=
⋃
i∈[k]{fi[n] : n ∈ N}.
Given some of the generalisations used in this paper, we find it more convenient to work
over infinite sets of finite functions rather than the (equivalent) unbounded fan-in functions.
As such, we associate the usual logical operators with infinite families of functions rather than
a single unbounded fan-in function. For each n ∈ Nwe let AND[n],OR[n],NAND[n],MAJ[n] :
{0, 1}n → {0, 1} be the usual logical operators, and with MAJ[n] being the majority function
for input strings of length n (the majority function outputs a one if, and only if, more than
half of bits in the inputs string are ones). We let AND := {AND[n] : n ∈ N}, and define
OR, NAND and MAJ similarly. We write Bstd := AND∪OR∪NAND∪MAJ to denote the
standard basis and Bmaj := Bstd ∪MAJ to denote the majority basis.
Let B be a basis. A Boolean circuit C defined over B is a labelled directed acyclic graph
(DAG) with designated input gates x1, . . . , xn, each with in-degree 0, internal gates labelled
by elements of B, and a single internal gate with out-degree 0 designated as the output gate.
We say a circuit with n input gates has order n. The evaluation of circuit C of order n for
the input ~a ∈ {0, 1}n is denoted by C[~a] and computed by recursively evaluating the gates
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in the circuit. We denote the evaluation of a gate g in C for the input ~a by C[~a](g). If g is
an input gate, then g = xi for some i ∈ [n], and C[~a](g) = ai. If g is an internal gate then g
is labelled by a symbol denoting a Boolean operation, and C[~a](g) is the result of applying
that operation to the string formed from the evaluations of those gates input to g. If g is
the output gate, let C[~a] = C[~a](g).
The size of a circuit C, denoted by |C|, is the number of gates in the circuit. The depth
of a gate g is the longest path from an input gate to g, and the depth if the circuit is the
depth of the output gate. The width of a circuit is the maximum size of a set of gates with
the same depth.
If C is a circuit of order n, then C computes a Boolean function fC : {0, 1}
n → {0, 1}
defined by fC(~a) = C[~a]. Let (Cn)n∈N be a family of circuits, where Cn has order n. We say
(Cn)n∈N decides a language L : {0, 1}
∗ → {0, 1} if for all ~a ∈ {0, 1}∗, C|~a|[~a] = L(~a).
Definition 1. Let (Cn)n∈N be a family of Boolean circuits. We say that (Cn)n∈N is P-uniform
if the mapping n 7→ Cn is polynomial-time computable in n.
2.7 Circuits for Structures
A circuit for structures (or just circuit), defined by Anderson and Dawar [1], takes as input
an encoding of a τ -structure and outputs a set of tuples from that structure. More formally,
for a vocabulary τ , a basis B of symmetric functions, and q, n ∈ N, a circuit for structures
is a DAG with (i) a designated set of input gates, each labelled by a relation symbol R ∈ τ
and a tuple ~a ∈ [n]arty(R), (ii) a set of internal gates, each labelled by an element of B, and
(iii) a designated set of output gates with an injective map to this set from [nq].
Let A be a τ -structure of size n and γ be a bijection from the universe of A to [n].
The bijection γ defines an encoding of A as a τ -structure with universe [n]. The input gate
labelled by the relation symbol R and tuple ~a is assigned to one if, and only if, ~a is an
element of the interpretation of R in the encoding of A. The circuit may then be recursively
evaluated, and the evaluation of the output gates is taken as the output of the circuit. Since
each output gate is labelled by an element of [n]q, the output of the circuit is an element of
{0, 1}[n]
q
. In other words, a circuit maps a τ -structure A and bijection γ to a q-ary relation
on A.
A circuit is called invariant if its output does not depend on the choice of γ. In this case
the circuit defines a q-ary query on n-element τ -structures and a family (Cn)n∈N defines a
q-ary query on finite τ -structures. If C is an invariant circuit with q = 0, and the circuit
has a single output gate, then C decides a property of τ -structures. A circuit is called
symmetric if every permutation on the universe [n], each of which induces a permutation on
the input gates, extends to an automorphism of the circuit. A symmetric circuit is necessarily
invariant.
Anderson and Dawar use families of symmetric circuits to characterise FPC.
Theorem 2 (Anderson and Dawar [1]). For a relational vocabulary τ , a query on finite
τ -structures is defined by a P-uniform family of symmetric circuits defined over the basis
Bmaj if, and only if, it is expressible in FPC[τ ].
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2.8 Equivalence Relations
Let ∼ be an equivalence relation on the set X . For x ∈ X we write [x]∼ to denote the
equivalence class of x with respect to ∼. We omit the subscript if the equivalence relation
is obvious from context. We write X/∼ to denote the set of equivalence classes of X . Let
A = Πi∈IAi and let J ⊆ I be such that for i ∈ J , Ai ⊆ X . Let ∼A be an equivalence
relation on A defined such that ~a ∼A ~b if, and only if, ~a(i) ∼ ~b(i) for all i ∈ J . We call
∼A the extension of ∼ to A. We often abuse notation and write ∼ for the extension of the
equivalence relation ∼. We notice that (Πi∈IAi)/∼ = Πi∈I(Ai/∼).
Let Y and Z be sets on which extensions ∼Y and ∼Z of ∼ have been defined and let
f : Y → Z be a function. We say f is invariant under ∼ if for all a, b ∈ Y if a ∼Y b then
f(a) ∼Z f(b). If f is an invariant under ∼ then f/∼ is a function mapping Y/∼Y to Z/∼Z
such that f/∼([a]) = [f(a)] for all a ∈ Y . We call f∼ the quotient of f with respect to ∼.
3 Symmetric Circuits
A Boolean circuit C computing a function from {0, 1}n to {0, 1} is usually described as a
directed acyclic graph, with each gate g that has m incoming edges labelled with a Boolean
function fg : {0, 1}
m → {0, 1} from a basis B and exactly n input gates of C are labelled
by variables. If the function fg can be arbitrary, then the circuit C must impose an order
on the gates that provide the inputs to g. When we say that C is a directed acyclic graph,
without further ordering the nodes, we implicitly assume that the functions in the basis B
are symmetric. That is to say fg is invariant under all permutations of its m inputs. This
unstated assumption is pervasive in circuit complexity. In particular, the standard Boolean
basis of AND, OR and NOT gates as well as bases with majority or threshold gates only
contain symmetric functions.
We are interested in Boolean circuits that compute queries on structures, such as graphs.
In the case of (undirected, loop-free) graphs on n vertices, such a circuit might compute
a function from {0, 1}(
n
2) to {0, 1}. In this case, the function computed by the circuit is
not necessarily invariant under all permutations of the inputs, but it is invariant under all
permutations of the
(
n
2
)
inputs induced by permutations of [n]. We are especially concerned
with symmetric circuits, that is those where the permutations of [n] extend to automorphisms
of the circuit. Note that this use of the word “symmetric” is distinct to that its use when
applied to Boolean functions. For such circuits, Anderson and Dawar [1] consider P-uniform
circuits in the standard Boolean basis as well one with majority gates. It is a consequence of
their results that the latter are strictly more powerful than the former. In particular, they
are shown to be equivalent to the logic FPC. In contrast, we show, in this section, that
adding any further symmetric functions to the basis does not allow us to extend the power
of P-uniform symmetric circuits beyond that of FPC.
As our ultimate aim is a circuit characterisation of FPR, whose expressive power is strictly
greater than that of FPC, we need to consider gates corresponding to non-symmetric Boolean
functions. In particular, we consider rank gates whose inputs are a matrix and whose result is
invariant under row and column permutations. To lead up to this, we first develop a general
framework of structured Boolean functions. These are functions whose inputs naturally
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encode τ -structures and where the output is invariant under the natural symmetries of such
structures. The matrix-invariant functions (defined formally below) are a natural particular
case. We therefore define symmetric circuits in a general form where gates can be labelled
by isomorphism-invariant structured functions.
Ultimately, our aim is to replicate the results Anderson and Dawar [1] in this more
general setting. A difficulty we face is that the proof methods in that paper heavily rely
on the assumption that the Boolean functions computed by individual gates are symmetric
functions. We address this difficulty in the next section.
3.1 Structured Functions and Symmetry
Let X be a finite set and F : {0, 1}X → {0, 1}. We call X the index of F , and denote it by
ind(F ). We are often interested in classes of functions characterised by certain symmetry
conditions. Perhaps the simplest example is the class of symmetric functions, i.e. those
functions invariant under the action of the symmetric group on their index. However, in
many contexts this symmetry condition is inappropriate. For example, suppose X consists
of all the two element subsets of some set V . So X contains all the potential edges of a graph
with vertex set V and the string ~x ∈ {0, 1}X encodes a graph. In this context, it is more
natural to require instead that F be invariant under the action of SymV on ~x. This condition
guarantees that F is constant on isomorphism classes of graphs with vertex set V , in other
words F determines a graph property F . We call such a function graph-invariant. Another
example of interest, especially in this paper, is the case where X := A×B, where A and B
are non-empty sets, and we think of ~x ∈ {0, 1}X as encoding an (unordered) matrix. It is
natural then to consider the case where F is invariant under the action of SymA × SymB,
and we say such a function is matrix-invariant. In this subsection we develop a general
framework for dealing with Boolean functions that take in strings that encode τ -structures.
Let τ := (R, S, ν) be a many-sorted vocabulary. LetD :=
⊎
s∈SDs = {(s, d) : d ∈ Ds}, be
a disjoint union of non-empty sets, indexed by S. For Ri ∈ R let R
D
i denote the full relation
over the many-sorted universe D, i.e. RDi := Da1 × . . . × Dar , where ν(Ri) = (a1, . . . , ar)).
There is an obvious interpretation of τ over D given by assigning each sort symbol s in τ
to the set Ds and each relation symbol in τ to the full relation over D. We call this the
structure defined by (τ,D), and denote it by str(τ,D).
The idea is to use the tuples in the relations of this structure as an index set, and with
the automorphisms of this structure defining a group action. Let the index defined by the
pair (τ,D) be the set
⊎
Ri∈R
RDi := {(~a, R) : ~a ∈ R
D, R ∈ τ}. We often use this set to
index the input to a Boolean function, and as such we denote the index defined by (τ,D) by
ind(τ,D). We call τ the vocabulary and D the universe of ind(τ,D).
We abbreviate (~a, R) ∈ ind(τ,D) by ~aR, and refer to R as the tag of ~aR. We often abuse
notation and treat ~aR as the tuple ~a in R
D. In the event that there is only one relational
symbol in τ we identify ~aR with ~a.
For the remainder of this subsection we fix a vocabulary τ and a many-sorted set D :=⊎
s∈SDs, and let X := ind(τ,D) and G ≤ SymX . There is an obvious group action of G
on X . Let Aut(τ,D) be the automorphism group of str(τ,D). We define a group action of
Aut(τ,D) on X for σ ∈ Aut(τ,D) by σ ·~aR := (σ~a)R for all ~aR ∈ X . We identify Aut(τ,D)
with the subgroup of SymX that acts equivalently on X .
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Let H be a set. We think of a function f : X → H as defining a labelling of str(τ,D)
by H , and we identify f with this labelled instance of str(τ,D). Let f : ind(τ,D) → H
and g : ind(τ,D′) → H . We say that f and g are isomorphic if there is an isomorphism
π : str(τ,D)→ str(τ,D′) such that f(~aR) = g(π(~aR)) for all ~aR ∈ ind(τ,D). In other words,
f and g are isomorphic if, and only if, they are isomorphic as (labelled) structures. We will
often take the co-domain H to be {0, 1}. In this case f and g can be thought of as each
defining a sub-structure of str(τ,D). It is easy to see that f and g are isomorphic if, and
only if, the τ structures they define are isomorphic.
We say that f, g : X → H are G-equivalent if there exists σ ∈ G such that f = gσ. We
note that f and g are isomorphic if, and only if, they are Aut(τ,D)-equivalent.
We call a function of the form F : {0, 1}X → {0, 1} a (τ,D)-structured function, or just
a structured function. We note that ind(F ) = ind(τ,D), justifying our choice of notation.
We let the vocabulary of F and the universe of F be τ and D, respectively.
It is important to note that structured functions not only provide us with way of talking
about Boolean functions that take as input (encodings of) structures, but their definition
also suggests a natural notion of symmetry. Let F be a (τ,D)-structured function. We
say F is G-invariant if for all G-equivalent f, g : X → {0, 1}, F (f) = F (g). We say F is
isomorphism-invariant if F is Aut(τ,D)-invariant. Note that a structured function with
vocabulary τ is isomorphism-invariant if, and only if, it decides a property of τ -structures.
At the beginning of this subsection we defined three Boolean functions with differently
indexed inputs and corresponding symmetry conditions. We now look at how these functions
might be thought of as structured functions, and how the symmetry conditions we discussed
are naturally reproduced. Suppose τ is single-sorted and consists of a single unary relation
symbol. Then any structured function F with vocabulary τ is isomorphism-invariant if, and
only if, it is symmetric. If instead the vocabulary of F is the graph vocabulary, then F is
isomorphism-invariant if, and only if, F decides a property of directed graphs. Lastly, if the
vocabulary of F has just two sorts (s1, s2) and one binary relation with type (s1, s2), then
F is isomorphism-invariant if, and only if, it is matrix-invariant.
In each case a natural choice of τ (and D) indexes the input to the structured function
appropriately and produces the appropriate symmetry condition. It is worth mentioning
that the graph-invariant case is not strictly reproduced using structured functions. This is
because in the structured function case the input string is indexed by all possible elements of
the binary relation (i.e. all ordered pairs over the universe). As such, the input string of the
structured function may encode any structure over the universe with a single binary relation,
i.e. a directed graph. In contrast, the graph-invariant function discussed at the beginning of
this subsection indexes the input string using two element subsets of the universe, rather pairs
of elements, an encoding that naturally enforces the symmetry and irreflexivity properties
the edge relation.
We may think of symmetric functions as isomorphism-invariant structured functions over
the single-sorted vocabulary with a single unary relation. We can similarly think of matrix-
invariant functions as isomorphism-invariant structured functions over an appropriate vo-
cabulary. More formally, if the vocabulary of F consists of p sort symbols s1, . . . , sp and only
one relation symbol with type (s1, . . . , sp) and F is isomorphism-invariant, then we say F is
sort-invariant. If p = 2 and F is sort-invariant then we say that F is matrix-invariant.
In keeping with the conventions for Boolean functions we usually assume, without a loss
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of generality, that the universe of a structured function is a disjoint union of initial segments
of the natural numbers, i.e. if F is structured function with universe Ds1 ⊎ . . . ⊎ Dsp then
for all s ∈ {s1, . . . , sp} there exists ds ∈ N such that Ds = [ds]. We also assume that every
(τ,D)-structured function has the property that every a ∈ D appears in at least one element
of ind(τ,D).
3.2 Symmetric Circuits
We now generalise the circuit model of Anderson and Dawar [1] so as to allow for circuits to
be defined over bases that potentially include non-symmetric (structured) functions. In this
model each gate g is not only associated with an element of the basis, as in the conventional
case, but also with a labelling function. This labelling function maps the input gates of g
to an appropriate set of labels (i.e. the index of the structured function associated with g).
In concord with this generalisation, we also update the circuit-related notions discussed by
Anderson and Dawar [1], e.g. circuit automorphisms, symmetry, etc. Moreover, we briefly
discuss some of the important complications introduced by our generalisation, and introduce
some of the important tools we will use in later sections to address these complications.
Definition 3 (Circuits on Structures). Let B be a basis and ρ be a relational vocabulary, we
define a (B, ρ)-circuit C of order n computing a q-ary query Q as a structure 〈G,Ω,Σ,Λ, L〉.
• G is called the set of gates of C.
• Ω is an injective function from [n]q to G. The gates in the image of Ω are called the
output gates. When q = 0, Ω is a constant function mapping to a single output gate.
• Σ is a function from G to B ⊎ ρ ⊎ {0, 1} such that |Σ−1(0)| ≤ 1 and |Σ−1(1)| ≤ 1.
Those gates mapped to ρ ⊎ {0, 1} are called input gates, with those mapped to ρ called
relational gates and those mapped to {0, 1} called constant gates. Those gates mapped
to B are called internal gates.
• Λ is a sequence of injective functions (ΛRi)Ri∈R such that ΛRi maps each relational
gate g with Σ(g) = Ri to the tuple ΛRi(g) ∈ [n]
r. When no ambiguity arises we write
Λ(g) for ΛRi(g).
• L associates with each internal gate g a function L(g) : ind(Σ(g))→ G such that if we
define a relation W ⊆ G2 by W (h1, h2) iff h2 is an internal gate and h1 is in the image
of L(h2), then (G,W ) is a directed acyclic graph.
The definition requires some explanation. Each gate in G computes a function of its
inputs and the relation W on G is the set of “wires”. That is, W (h, g) indicates that the
value computed at h is an input to g. However, since the functions are structured, we need
more information on the set of inputs to g and this is provided by the labelling L. Σ(g)
tells us what the function computed at g is, and thus ind(Σ(g)) tells us the structure on the
inputs and L(g) maps this to the set of gates that form the inputs to g.
Let C = 〈G,Ω,Σ,Λ, L〉 be a (B, ρ)-circuit of order n. Recall that the order of a circuit
refers to the size of the input structures it takes. In contrast, we define the size of C, denoted
|C| to be the number of elements in G. If (Cn)n∈N is a family of circuits we assume that
each Cn is a circuit of order n.
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For a gate g ∈ C, we let the index of g, denoted by ind(g), be ind(Σ(g)). We define
the relation W ⊆ G2 by W (h, g) if, and only if, h ∈ Img(L(g)). For each g ∈ G we let
W (·, g) := {h ∈ G : W (h, g)} and W (g, ·) := {h ∈ G : W (g, h)}. We call the elements of
W (·, g) the children of g and the elements of W (g, ·) the parents of g. We also abbreviate
W (g, ·) by Hg. We write WT for the transitive closure of W .
We let the vocabulary and universe of g be the vocabulary and universe of Σ(g), respec-
tively, and denote the vocabulary of g by voc(g) and the universe by unv(g). We also let
Aut(g) := Aut(voc(g), unv(g)) and str(g) := str(voc(g), unv(g)).
Let ρ be a relational vocabulary, A be a ρ-structure with universe U of size n, and
γ ∈ [n]U . Let γA be the structure with universe [n] formed by mapping the elements of U in
accordance with γ. The evaluation of a (B, ρ)-circuit C of order n computing a q-ary query
Q proceeds by recursively evaluating the gates in the circuit. The evaluation of the gate g
for the bijection γ and input structure A is denoted by C[γA](g), and is given as follows
1. If g is a constant gate then it evaluates to the bit given by Σ(g),
2. if g is a relational gate then g evaluates to true iff γA |= Σ(g)(Λ(g)), and
3. if g is an internal gate such that Σ(g) let LγA(g) : ind(g) → {0, 1} be defined by
LγA(g)(x) = C[γA](L(g)(x)), for all x ∈ ind(g). Then g evaluates to true if, and only
if, Σ(g)(Lγg ) = 1.
We say that C defines the q-ary query Q ⊆ U q under γ where ~a ∈ Q if, and only if,
C[γA](Ω(γ~a)) = 1.
We notice that in general the output of a circuit C may depend on the particular encoding
of A as a structure with universe [n], i.e. on the chosen bijection γ. It is natural to consider
circuits whose outputs do do not depend on this choice of encoding. Anderson and Dawar [1]
call such a circuit invariant. We have reproduced their definition below.
Definition 4 (Invariant Circuit). Let C be a (B, ρ)-circuit of order n, computing some q-ary
query. We say C is invariant if for every ρ-structure A of size n, ~a ∈ U q, and γ1, γ2 : [n]
U
we have that C[γ1A](Ω(γ1~a)) = C[γ2A](Ω(γ2~a)).
If a family of (B, ρ)-circuits C is invariant it follows that the query computed is a q-query
on ρ-structures. Thus if q = 0 then C computes a property of ρ-structures. The following
lemma allows us to recast this notion in terms of the language developed in this paper.
Lemma 5. Let C be a (B, ρ)-circuit of order n computing a 0-ary query. The function
computed by C is isomorphism-invariant if, and only if, C is an invariant circuit.
Proof. We first note that, since C computes a 0-ary query, there is exactly one output gate.
We call this gate go. We can associate with each relational gate g in C a unique pair (~a, R),
where R := Σ(g) is a relational symbol in τ and ~a := ΛR(g) is an an element of R
[n]. Thus
we can think of the function FC computed by the circuit as having its input string indexed
by the elements of ind(ρ, [n]), and so think of FC as a (ρ, [n])-structured function.
We now present a number of observations, and then combine these observations to prove
both directions of the lemma. Let B be a ρ-structure of size n over the universe [n]. We can
define a function fB : ind(ρ, [n]) → 0, 1 such that fB(~aR) = 1 if, and only if, ~a ∈ R
B. Let
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f : ind(ρ, [n])→ {0, 1}. We can define the ρ-structure Bf over the universe [n] such that for
all R ∈ ρ, we have ~a ∈ RBf if, and only if, f(~aR) = 1. It is easy to see that the functions
B 7→ fB and f 7→ Bf are inverse to one another, and so define a bijection. Moreover, we
notice that for all σ ∈ Symn we have that fσB(~aR) = 1 if, and only if, ~a ∈ R
σB if, and only
if, σ−1~a ∈ RB if, and only if, (fBσ
−1)(~aR) = fB(σ
−1~aR) = 1. It follows fσB = fBσ
−1.
Let A be a ρ-structure of size n over the universe U , and let γ1, γ2 ∈ [n]
U . From the
definition of FC it follows that for γ ∈ Symn we have that FC(fγA) = 1 if, and only if,
C[γA](go) = 1.
Let γ1, γ2 ∈ [n]
U and let σ ∈ Symn be such that γ1 = σγ2. We have that
C[γ1A](go) = C[γ2A](go)⇔ FC(fγ1A) = FC(fγ2A)
⇔ FC(fγ1A) = FC(fσ−1γ1A)
⇔ FC(fγ1A) = FC(fγ1Aσ).
We now combine the above observations to prove the result. Suppose FC is isomorphism-
invariant. Let γ1, γ2 ∈ [n]
U and let σ ∈ Symn be such that γ1 = σγ2. Then, from
isomorphism-invariance, we have FC(fγ1A) = FC(fγ1Aσ), and so C[γ1A](go) = C[γ2A](go).
Suppose C is invariant. Fix a bijection γ1 ∈ [n]
U . Let σ ∈ Symn and f : ind(ρ, [n]) →
{0, 1}. Let A = γ−11 Bf and γ2 := σ
−1γ1. Since C is invariant we have C[γ1A](go) =
C[γ2A](go), and so FC(fγ1Aσ) = FC(fγ1A). But fγ1A = fBf = f , and so FC(fσ) = FC(f). It
follows that FC is isomorphism-invariant.
We now define an automorphism of a circuit, generalising the definition introduced by
Anderson and Dawar. The definition is similar, but adds the requirement that if a gate g is
mapped to g′, then children of g must be mapped to the children of g′ via some appropriate
isomorphism of the structure associated with g.
Definition 6 (Automorphism). Let C = 〈G,Ω,Σ,Λ, L〉 be a (B, τ)-circuit of order n com-
puting a q-ary query, and where B is a basis of isomorphism-invariant structured functions.
Let σ ∈ Symn and π : G→ G be a bijection such that
• for all output tuples x ∈ [n]q, πΩ(x) = Ω(σx),
• for all gates g ∈ G, Σ(g) = Σ(πg),
• for each relational gate g ∈ G, σΛ(g) = Λ(πg), and
• For each pair of gates g, h ∈ G W (h, g) if and only if W (πh, πg) and for each internal
gate g we have that L(πg) and π · L(g) are isomorphic.
We call π an automorphism of C, and we say that σ extends to an automorphism π. The
group of automorphisms of C is called Aut(C).
We can equally define an isomorphism between a pair of circuits C = 〈G,Ω,Σ,Λ, L〉 and
C ′ = 〈G′,Ω′,Σ′,Λ′, L′〉 as a bijection π : G → G′ satisfying conditions as above. We do not
usually need to consider distinct, isomorphic circuits and for this reason we only formally
define automorphsims.
We are particularly interested in circuits that have the property that every permutation
in Symn extends to an automorphism of the circuit.
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Definition 7 (Symmetry). A circuit C on structures of size n is called symmetric if every
σ ∈ Symn extends to an automorphism on C.
It follows that for any symmetric circuit C of order n there is a homomorphism h that
maps Symn to Aut(C) such that if σ ∈ Symn then h(σ) is an an automorphism extending
σ. Suppose C does not contain a relational gate labelled by a relation symbol with non-
zero arity. In that case C computes a constant function. For this reason, in this paper we
always assume a circuit contains at least one relational gate with non-zero arity. Now, by
assumption there exists a relational gate in C such that some element of [n] appears in the
tuple labelling that gate. By symmetry it follows that every elements of [n] appears in a
tuple labelling a relational gate in C. It follows that no two distinct elements of Symn agree
on all input gates, and so the homomorphism h is injective.
If this homomorphism is also surjective then we have that each element of σ extends
uniquely to an automorphism of the circuit. In this case we say that a circuit has unique
extensions.
Definition 8. We say that a circuit C has unique extensions if for every σ ∈ Symn there
is at most one πσ ∈ Aut(C) such that πσ extends σ.
It is worth noting that many of the important technical tools needed in this paper are
only applicable if the circuit under consideration has unique extensions. In order to handle
this technicality Anderson and Dawar [1] introduce the notion of a rigid circuit and show
that, for circuits defined over a basis of symmetric functions there is a polynomial-time
algorithm that takes as input a symmetric circuit and outputs an equivalent rigid symmetric
circuit. They also show that a great many properties of rigid circuits can be decided in
polynomial time, a necessary step in their argument, and, importantly, that rigid circuits
have unique extensions. This allows them to restrict their attention to P-uniform families
of symmetric circuits (over bases of symmetric functions) with unique extensions, without a
loss of generality.
In order to make use of these technical tools, as well ensure the polynomial-time de-
cidability of many important circuit properties, we should like to be able to construct a
normal form analogous to rigidity and present a polynomial time algorithm that transforms
a circuit into an equivalent circuit of this form. It is at this point that we arrive at the first
complication introduced by our generalisation. The polynomial-time translation in [1] makes
indispensable use of the polynomial-time decidability of many important circuit properties
for circuits defined over symmetric bases. However, for the more general circuits discussed
here, it is not known if even the most basic circuit properties are polynomial-time decidable.
This is essentially due to the requirement built in to Definition 6 that an automorphism that
takes g to g′ must be an isomorphism between L(g) and L(g′), which makes checking the
condition as hard as isomorphism checking. Indeed, we show in Section 5 that for circuits
that include gates computing non-symmetric functions all of the relevant circuit properties
of interest are at least as hard to decide as the graph-isomorphism problem. As such, con-
structing an argument analogous to [1], as well as establishing the numerous other crucial
results whose proofs rely on the polynomial-time decidability of various circuit properties,
would be beyond the scope of this paper.
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In order to proceed we explicitly restrict our attention to a particular class of circuits
characterised by a restriction on the children of gates labelled by non-symmetric functions.
We say such circuits are transparent. We show in Section 5 that all of the circuit properties
of interest are polynomial-time decidable for transparent circuits, and we use these results to
define a polynomial-time transformation from transparent circuits to equivalent circuits with
unique extensions. Importantly, while the restriction to transparent circuits makes it easier
to translate families of circuits to formulas, the usual translation from formulas to families
of circuits does not produce a family of transparent circuits. We define a novel translation
from formulas to families of transparent circuits in Section 6.
Before we can formally define transparency we need to define the syntactic-equivalence
relation on the gates of a circuit. The intuition is that two gates in a circuit are syntactically-
equivalent if the circuits underneath them are ‘hereditarily equivalent’, i.e. the two circuits
underneath these gates are really just copies of one another.
Definition 9. Let C := 〈G,Ω,Σ,Λ, L〉 be a (B, ρ)-circuit of order n. We recursively define
the equivalence relation syntactic-equivalence, which we denote using the symbol ‘≡’, on G
as follows. Suppose g and h are gates in C such that Σ(g) = Σ(h) and either both g and
h are output gates and Ω−1(g) = Ω−1(h) or neither are output gates. Suppose g and h are
input gates, then g ≡ h if, and only if, both g and h are constant gates or both are relational
gates and Λ(g) = Λ(h). Suppose g and h are internal gates and suppose we have defined the
syntactic-equivalence relation for all gates of depth less than the depth of either g or h. Then
g ≡ h if, and only if, L(g)/≡ and L(h)/≡ are isomorphic.
For a circuit C of order n and a gate g we think of g as computing the function that
maps an input structure A and a bijection γ from the universe of A to [n] to the evaluation
C[γA(g)]. While we would like to be able to identify gates that compute the same function
in this sense, it is not hard to show that deciding this equivalence relation for a given circuit
is NP-hard. We now show that if two gates are syntactically-equivalent then the functions
computed at these two gates must be equal. We show later that the syntactic-equivalence
relation is polynomial-time decidable for the class of circuits of interest to us in this paper. In
this sense we shall treat syntactic-equivalence as a tractable refinement of the NP-complete
relation.
Lemma 10. Let C = 〈G,Ω,Σ,Λ, L〉 be a (B, ρ)-circuit of order n. Let A be a ρ-structure
of size n and let γ be a bijection from the universe of A to [n]. For all g, g′ ∈ G if g ≡ g′
then C[γA](g) = C[γA](g′).
Proof. We prove the result by induction on depth. Suppose g and g′ have depth 0 and
g ≡ g′. Then they are both input gates and so g = g′. The result for depth 0 then follows
trivially. Suppose g and g′ are internal gates, and suppose for all h, h′ ∈ G of depth less than
g or g′ we have that if h ≡ h′ then C[γA](h) = C[γA](h′). Suppose g ≡ g′. Then exists
λ ∈ Aut(g) such that L(g)(x) ≡ L(g′)(λx) for all x ∈ ind(g). It follows from the inductive
hypothesis that LγA(g)(x) = C[γA](L(g)(x)) = C[γA](L(g′)(λx)) = (LγA(g)λ)(x) for all
x ∈ ind(g). Since Σ(g) (and so Σ(g′)) is a structured function, it follows that C[γA](g) =
Σ(g)(LγA(g)) = Σ(g′)(LγA)(g′)λ) = Σ(g′)(LγA(g′)) = C[γA](g′). The result follows.
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The syntactic-equivalence relation identifies gates that have ‘equivalent’ circuits under-
neath them. A similar intuition is captured by identifying gates that are mapped to one
another by automorphisms of the circuit that extend the trivial permutation. We now show
that if two automorphisms extend the same permutation then the two images of each gate
must be syntactically-equivalent.
Lemma 11. Let C be a circuit of order n, σ ∈ Symn and π, π
′ ∈ Aut(C) both extend σ,
then for every gate g in the circuit we have that π(g) and π′(g) are syntactically-equivalent.
Proof. We first note that, from the definition of an automorphism, for any gate g in C,
Σ(g) = Σ(π(g)) = Σ(π′(g)), and either all of g, π(g) and π(g′) are output gates and π(g) =
πΩ(Ω−1(g)) = Ω(σΩ−1(g)) = π′Ω(Ω−1(g)) = π′(g), or none of g, π(g) and π′(g) are output
gates.
We now prove the result by induction on depth. Suppose g is a gate of depth 0. Then g
is either a relational or constant gate. In either case π(g) = π′(g), and so π(g) and π′(g) are
syntactically-equivalent.
Suppose g is an internal gate and suppose that for every gate h of depth less than g,
π(h) is syntactically-equivalent to π′(h). We have that there exists λ, λ′ ∈ Aut(g) such
that πL(g)(~aR) = L(πg)(λ~aR) and π
′L(g)(~aR) = L(π
′g)(λ′~aR), for all ~aR ∈ ind(g). Then,
from the inductive hypothesis, we have that πL(g)(~aR) ≡ π
′L(g)(~aR) and so L(πg)(λ~aR) ≡
L(π′g)(λ′~aR), for all ~aR ∈ ind(g). Thus we have that L(πg)(~aR) = L(πg)(λλ
−1~aR) ≡
L(π′g)(λ′λ−1~aR), for all ~aR ∈ ind(g), and so L(πg)/≡ is isomorphic to L(π
′g)/≡. We thus
have that π(g) and π′(g) are syntactically-equivalent, and the result follows.
It follows from Lemma 11 that the syntactic-equivalence relation of a circuit C constrains
the automorphism group of C, and so the orbits and stabiliser groups of the gates in C. We
say that a circuit C is reduced if C has trivial syntactic-equivalence classes, i.e. for all gates
g and h in C if g ≡ h then g = h. An immediate corollary of Lemma 11, and en example
of this intuitive understanding of the result, is that if a circuit is reduced then it has unique
extensions. We now define transparency and other properties of circuits in terms of the
structure of their syntactic-equivalence classes.
Definition 12. Let C be a circuit and g be a gate in C. We say g has injective labels if
L(g) is an injection. We say g has unique children if no two gates in Hg are syntactically-
equivalent. We say g has unique labels if g has injective labels and unique children. We say
C has injective labels (resp. unique labels) if every gate in C has injective labels (resp. unique
labels). We say C is transparent if every gate g in C such that Σ(g) is not a symmetric
function has unique labels.
It is worth noting that if a circuit has injective labels and is reduced then it has unique
labels. The converse is, in general, false.
There is a small technical point that needs some discussion before we continue. The
definition of a circuit allows for the inclusion of a gate such that there is no path from this
gate to any of the output gates. In other words, we can be sure, no matter the rest of the
circuit, that any such gate cannot have any effect the function computed by the circuit. We
say these gates are redundant.
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Definition 13. Let C be a circuit and Wt be the transitive closure of the W relation on the
gates of C. We say that an internal gate g in C is redundant if for all output gates g′ in C,
we have ¬Wt(g, g
′).
It is easy to see that we can construct from a given circuit an equivalent circuit without
redundant gates by simply removing all of the redundant gates. Let C := 〈G,Ω,Σ,Λ, L〉 be
a circuit of order n and let g be a redundant gate in C. It is easy to see that g is not the
child of a non-redundant gate, nor is it a relational or output gate. Thus we can define the
circuit C ′ := 〈G′,Ω,Σ
∣∣
G′
,Λ, L
∣∣
G′
〉, where G′ ⊆ G is the set of all non-redundant gates in C.
It is easy to see that C ′ computes the same query as C, and that each g ∈ G′ has unique
labels in C if, and only if, g has unique labels in C ′. Moreover, it can be shown that if C
is symmetric and g, g′ ∈ G then if g and g′ are in the same orbit then either both g and g′
are in G′ or neither are in G′. As such, if C is symmetric then so is C ′. We thus have the
following Lemma.
Lemma 14. Let C := 〈G,Ω,Σ,Λ, L〉 be a circuit of order n. Let G′ be the set of non-
redundant gates in C. Let C ′ := 〈G′,Ω,Σ
∣∣
G′
,Λ, L
∣∣
G′
〉. Then (i) C and C ′ compute the same
query, (ii) no gate in C ′ is redundant, (iii) if C is symmetric then C ′ is symmetric, (iv) if C
has unique labels then C ′ has unique labels, and (v) if C is transparent then C ′ is transparent
We note that the construction of C ′ from C in Lemma 14 can be implemented by an
algorithm that runs in time polynomial in the size of C. As such, for the remainder of this
paper we assume, unless stated otherwise, every circuit has no redundant gates. With this
assumption in mind we now show that every circuit with unique children (and so unique
labels) has unique extensions.
Proposition 15. Let C := 〈G,Ω,Σ,Λ, L〉 be a (B, ρ)-circuit of order n. If C has unique
children then C has unique extensions.
Proof. Suppose C has unique children. Let πσ, π
′
σ ∈ Aut(C) be automorphisms extending
σ ∈ Symn. We now prove that πσ = π
′
σ. Let π := π
′
σπ
−1
σ . We have that π is an automorphism
of the circuit and that π extends σ−1σ = e, the identity permutation. It follows that π fixes
all input gates and, since for any output gate g, π(g) = π(Ω(~a)) = Ω(e~a) = Ω(~a) = g for all
~a ∈ [n]q, π fixes all output gates.
We now prove the result by structural induction on the circuit starting from the output
gates. Let g be an output gate then π(g) = g from the above argument. Let g be an
internal, non-output gate. We now show that if π(g) = g then for all h ∈ Hg we have
π(h) = h. Suppose π(g) = g and let h ∈ Hg. Since π(g) = g we have that πHg = Hg, and
so π(h) ∈ Hg. We have from Lemma 11 that h is syntactically-equivalent to π(h) and, since
g has unique children, h is the only gate in Hg syntactically-equivalent to h. It follows that
π(h) = h.
Let Wt be the transitive closure of the relation W on C. The inductive argument gives
us that for all h ∈ G if there exists an output gate g such that Wt(h, g) or h = g, then
π(h) = h. Since the circuit contains no redundant gates, we have that G =
⋃
~a∈[n]q{g ∈ G :
Wt(g,Ω(~a))}, and the result follows.
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We have from Proposition 15 that circuits with unique gates have unique extensions.
However, in order to prove many of the results we will need later we not only need that
each automorphism is uniquely determined by the permutation it extends, but also that the
isomorphisms between the labellings of each gate that witness this automorphism are also
uniquely determined by the permutation – or, at the very least, well constrained. Without
this constraint, computing many properties of the circuit would involve solving some version
of the isomorphism problem for τ -structures, where τ is the vocabulary of the gates in
question. Indeed, we prove in Section 5, that for the class of circuits with unique children
deciding if a a given a given function is in fact a valid circuit automorphism is at least as
hard as hard as the graph-isomorphism problem. Moreover, we go on to show that a great
many important circuit properties (e.g. the orbit of a gate, symmetry of a circuit, etc.) are
also at least as hard to decide for circuits with unique gates as the graph isomorphism –
and so these properties are, at the very least, not obviously polynomial-time decidable. As
such, circuits with unique children, although satisfying the requirement of having unique
extensions, are insufficient for our purposes.
In order to ensure a canonical choice of isomorphism we instead consider circuits with
unique labels. It is easy to see that if C has unique labels then L(g) and L(g′) are isomorphic
if, and only if, λ := L(g′)−1L(g) is an automorphism of str(g′) . We see that in this case the
problem of deciding if L(g) and L(g′) are isomorphic reduces to the problem of deciding if a
given candidate function is a valid automorphism, a much easier problem. Indeed, we prove
in Section 5 that all of the circuit properties of interest in this paper are polynomial-time
decidable for circuits with unique labels. Moreover, we show in Lemma 48 that a transparent
circuit can be transformed into an equivalent circuit with unique labels in time polynomial in
the size of the circuit. Since we are working with P-uniform families of transparent circuits,
this fact allows us to assume, without a loss of generality, that transparent circuits have
unique labels and so, from Proposition 15, unique extensions.
Before we state the main result of this paper we need to discuss some of the Boolean bases
that will be of interest to us and introduce some useful terminology. In most other contexts a
basis is taken to be a finite sequence of symmetric Boolean functions, and a binary encoding
of a circuit may is given by assigning to each element of the basis a unique symbol, and then
encoding the circuit as a labelled DAG. Moreover, since there are only a finite number of
basis elements, it follows that if each function in the basis can be computed in polynomial
time then the mapping that takes a symbol s and a string ~x to the value of the function
denoted by s for input ~x can also be decided in polynomial-time. We call this function the
gate evaluation function. It is easy to see that the gate evaluation function is polynomial-
time computable if, and only if, the a given circuit can be evaluated in polynomial-time. It
is here our that our definition of a basis introduces a complication. In order to allow for
the inclusion of structured (possibly non-symmetric) functions in the basis, we have instead
defined a basis to be a (possibly infinite) set of finite Boolean functions. In this case the
gate evaluation function may not even be decidable, let alone polynomial-time decidable.
Definition 16. Let B be a basis. Let S be a set of symbols and let F : B→ S. We say B is
effective if the function E that maps a symbol s and an input x ∈ Dom(F (s)) to the value
(F−1(s))(x) is decidable. We say B is P-effective if E is polynomial-time decidable.
It is easy to see that if B is a P-effective basis then we can evaluate a circuit over B in
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time polynomial in the size of the circuit.
We recall from Section 2 that the standard basis Bstd consists of the functions NAND[n],
AND[n], and OR[n] for every n ∈ N, and that the majority basis Bmaj := Bstd ∪ {MAJ[n] :
n ∈ N}. When encoding a circuit over either of these bases we abuse notation and use
the name of the function as the symbol denoting that function (e.g. the function AND[n] is
associated with the symbol AND[n]).
Let a, b, r, p ∈ N, with p prime. Let RANKrp[a, b] : {0, 1}
[a]×[b] → {0, 1} be a matrix-
invariant structured function with universe [a] ⊎ [b], such that RANKrp[a, b](M) = 1 if, and
only if, the matrix M ∈ {0, 1}[a]×[b] has rank at most r over Fp when the entries of M
are interpreted as elements of Fp. We associate the function RANK
r
p[a, b] with the symbol
RANKrp[a, b]. Let RANK = {RANK
r
p[a, b] : a, b, r, p ∈ N, p prime} and let the rank basis be
Brk := Bmaj ∪ RANK. It is easy to see, given the encoding of the basis, that the standard,
majority and rank basis are all P-effective.
We say a basis B is symmetric if every function in B is symmetric and we say B is
matrix-symmetric if every function in B is symmetric or matrix-symmetric. Let Trk :=
{AND,NAND,OR,MAJ,RANK}. We say that f ∈ Brk has type t ∈ Trk if F ∈ t.
Let C = 〈G,Ω,Σ,Λ, L〉 be a (B, ρ)-circuit of order n and let g ∈ G. We say a gate
g ∈ G is a symmetric gate if Σ(g) is a symmetric function, and otherwise we say g is a
non-symmetric gate We say a gate g ∈ G is a matrix-symmetric gate if Σ(g) is a matrix-
symmetric structured function. We say that g has type t ∈ Trk⊎ρ⊎ if g is an input gate and
Σ(g) = t or g is an internal gate and Σ(g) has type t. If g has type t we say g is a t-gate
(e.g. if g has type AND we call it an AND-gate). It is easy to see that the function that
maps a circuit and a gate to (a symbol denoting) the type of the gate is polynomial-time
computable.
We say C is a circuit with symmetric gates if every gate in C is symmetric. We say
C is a matrix-circuit if every gate in C is matrix-symmetric or symmetric. We say C is a
rank-circuit if C is a matrix-circuit and every non-symmetric gate is a RANK-gate.
We are now ready to state the main theorem of this paper.
Theorem 17 (Main Theorem). A graph property is decidable by a P-uniform family of
transparent symmetric rank-circuits if, and only if, it is definable by an FPR sentence.
3.3 Limitations of Symmetric Bases
In this section we show that any family of symmetric circuits over an arbitrary basis of
symmetric functions can be transformed in polynomial time into a family of symmetric
circuits that decide the same language but are defined over the basis Bmaj. In other words, it
makes no difference to the expressive power of such circuits whether we include all symmetric
functions in the basis or just Bmaj. It follows that in order to construct ¶-uniform families
of symmetric circuits that define queires not in FPC, we need to consider bases with non-
symmetric functions.
Let F : {0, 1}n → {0, 1} be a symmetric Boolean function. Recall that the output of F
is entirely determined by the number of 1s in its input. Let cF ⊆ [n] be the set of all m ≤ n
such that for all ~x ∈ {0, 1}n with m 1s we have F (~x) = 1. Clearly any symmetric function
20
F is entirely determined by cF . As such, F may be encoded by a tuple f ∈ {0, 1}
n, where
f(i) = 1 iff i ∈ cF . We assume this encoding below.
Proposition 18. There is a deterministic algorithm that outputs for each symmetric func-
tion F : {0, 1}n → {0, 1} (encoded as a binary n-tuple as above) a symmetric circuit C
defined over the basis Bmaj that computes F . Moreover, this algorithm runs in time poly-
nomial in n and the circuit C has depth at most 5, width at most 2n + 2 and size at most
5n+ 3.
Proof. We have cF from the input. We now define C. We define the set of gates and wires
of C layer by layer as follows. The first layer consists of just the n input gates labelled by
the variables x1, . . . , xn. The second layer consists of two MAJ gates for each a ∈ cF , which
we denote by maja and maj
¬
a . For each a ∈ cF there is one wire from each of x1, . . . , xn to
maja and maj
¬
a . For all a ≥
n
2
, there are 2a− n wires from 0 to maja and 2a− n+ 2 wires
from 0 to maj¬a . For all a <
n
2
there are n− 2a wires from 1 to maja and n− 2a− 2 wires
from 1 to maj¬a . The third layer consists of one NOT gate for each a ∈ cF , which we denote
by ¬a. For each a ∈ cF there is a wire from maj
¬
a to ¬a. The fourth layer consists of one
AND gate for each a ∈ cF , which we denote by counta. For each a ∈ cF there is a wire from
each of maja and ¬a to counta. The fifth layer consists of just a single OR gate, designated
as the output gate, and for each a ∈ cF there is a wire from counta to the output gate.
We summarise the circuit up to the fourth layer as follows:
counta =


∧(maj(x1, . . . , xn, 0, . . . , 0︸ ︷︷ ︸
2a−n
),¬(maj(x1, . . . , xn, 0, . . . , 0︸ ︷︷ ︸
2a−n+2
))) a ≥ n
2
∧(maj(x1, . . . , xn, 1, . . . , 1︸ ︷︷ ︸
n−2a
),¬(maj(x1, . . . , xn, 1, . . . , 1︸ ︷︷ ︸
n−2a−2
))) a < n
2
.
We note that for an input vector ~x, counta evaluates to 1 if, and only if, the number of 1’s
in ~x equals a. Thus we have that C evaluates to 1 if, and only if, there exists a ∈ cF such
that the number of 1’s in ~x equals a if, and only if, F (~x) = 1. Let σ ∈ Symn. We define the
automorphism π extending σ as follows. If xi is an input gate then let πxi := xσi. We note
that for each of the majority gate g in the second layer there is exactly one wire from each
input gate to g. We note additionally that every other gate in the circuit is connected to
the (non-constant) input gates only through a gate in the second layer. As such, if g is an
internal gate we let πg := g, and note that π is an automorphism extending σ. It follows that
C is symmetric. It is easy to see that the construction of the circuit C can be implemented
by an algorithm running in time polynomial in n.
Furthermore, notice that the first layer contains n gates and the second layer contains at
most 2|cF | ≤ 2n gates. The third and fourth layer each contain at most n gates. As such C
has size at most n + 2n + 2n + 1 + 2 = 5n + 3 (the additional 2 is for the constant gates).
The width of C is at most 2n+ 2, and the depth is at most 5.
Theorem 19. Let B be a basis of symmetric functions and let (Cn)n∈N be a family of sym-
metric circuits defined over the basis B. Then there exists a family of symmetric circuits
(C ′n)n∈N defined over Bmaj that decides the same language. Moreover, the map Cn 7→ C
′
n is
polynomial-time computable and for each n ∈ N, |C ′n| ≤ (5 · |Cn|+ 3) · |Cn|.
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Proof. From Cn we construct C
′
n as follows. For each gate g ∈ Cn labelled by a member of
B we have a symmetric circuit Cg from Proposition 18 that computes the same function as
g. Then let C ′n be as Cn but with each gate g ∈ Cn replaced by Cg. It is easy to see that
C ′n is symmetric. We also have that each gate g must have at most |Cn| inputs, and so the
size of Cg is bounded by 5|Cn|+3. Thus the size of C
′
n is bounded by (5f(n) + 3)f(n). This
algorithm clearly runs in polynomial-time.
This result gives us that for any family of circuits over an arbitrary basis of symmetric
functions we can construct another symmetric circuit family computing the same function
over the majority basis without a blowup in size. Moreover, we also have that if the first fam-
ily was uniform the second family will be as well. As such, we cannot extend the power of the
P-uniform symmetric circuits families studied by Anderson and Dawar [1] by simply consid-
ering alternative bases of symmetric functions, thus motivating the generalisation developed
in the previous subsection to circuits over bases including non-symmetric functions.
4 Symmetry and Support
4.1 Supports and Supporting Partitions
We reproduce the definitions of a support and supporting partition from Anderson and
Dawar [1] below.
Definition 20. Let G ≤ Symn and let S ⊆ [n]. Then S is a support for G if Stabn(S) ≤ G.
Definition 21. Let G ≤ Symn and P be a partition of [n]. Then P is a supporting partition
for G if Stabn(P) ≤ G.
Notice that if P is a supporting partition for G and P ∈ P then Stab([n] \ P ) ≤
Stab(P) ≤ G, i.e. [n] \ P is a support for G.
Let P,P ′ be partitions of [n]. We say that P ′ is as coarse as P (denoted by P  P ′)
if for all x ∈ P there exists y ∈ P ′ such that x ⊆ y. Anderson and Dawar [1] define an
operation E on pairs of partitions of [n], where E(P,P ′) is the partition of [n] consisting of
the equivalence classes of the transitive closure of the relation ∼ on [n] defined by a ∼ b if,
and only if, there exists P ∈ P ∪ P ′ such that a, b ∈ P .
Anderson and Dawar show that E preserves supporting partitions, and that E(P,P ′) is
as coarse as both P and P ′. We state this result formally in Proposition 22.
Proposition 22 ([1, Proposition 2]). Let G ≤ Symn be a group and let P and P
′ be
supporting partitions of G. Then P  E(P,P ′), P ′  E(P,P ′) and E(P,P ′) is a supporting
partition of G.
Anderson and Dawar, using Proposition 22, show that every group G ≤ Symn has a
unique coarsest supporting partition. We call this partition the canonical supporting parti-
tion, and denote it by SP(G). We now define the notion of a canonical support.
Definition 23. Let G ≤ Symn. Let ‖SP(G)‖ = min{|[n] \ P | : P ∈ SP(G)}. We say that
G has small support if ‖SP(G)‖ < n
2
.
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Note that if G has small support then there is a part in its canonical supporting partition
of size greater than n
2
, and this part is the unique largest part in the partition.
Definition 24. Let G ≤ Symn such that G has small support. Let sp(G) = [n] \ P , where
P is the largest element of SP(G). We call sp(G) the canonical support of G.
Lemma 25. Let G1, G2 ≤ Symn with G1 ≤ G2. Then SP(G1)  SP(G2)
Proof. We have that Stab(SP(G1)) ≤ G1 ≤ G2, and so SP(G1) supports G2. Since SP(G2)
is the coarsest supporting partition of G2 we have that SP(G1)  SP(G2).
Lemma 26. Let G1, G2 ≤ Symn such that G1 ≤ G2 and G1 has small support. Then G2
has small support and sp(G2) ⊆ sp(G1).
Proof. By Lemma 25, we have that SP(G1)  SP(G2). Let P1 be the largest element of
SP(G1), and note that since G1 has small support, |P1| >
n
2
. Then there exists a (unique)
P2 ∈ SP(G2) such that P1 ⊆ P2. Thus G2 has small support, and sp(G2) = [n] \ P2 ⊆
[n] \ P1 = sp(G1).
Lemma 27. Let G,H,K ≤ Symn such that G has small support and G = H ∩K. Then H
and K have small support and sp(G) = sp(H) ∪ sp(K).
Proof. The fact that H and K have small support follows from Lemma 26.
Let Q := {PH ∩ PK : PH ∈ SP(H), PK ∈ SP(K) and ∃P ∈ SP(G), P ⊆ PH ∩ PK}. We
first show that Q is a supporting partition of G. We have that for any PH ∩ PK , P
′
H ∩ P
′
K ∈
Q, PH ∩ PK ∩ P
′
H ∩ P
′
K 6= ∅ if, and only if, PH = P
′
H and PK = P
′
K if, and only if,
PH ∩ PK = P
′
H ∩ P
′
K . By Lemma 25, we have that SP(G)  SP(H) and SP(G)  SP(K).
It follows that for each P ∈ SP(G) there exists PK ∈ SP(K) and PH ∈ SP(H) such that
P ⊆ PH ∩ PK . So, for each a ∈ [n] there is Pa ∈ SP(G), PH ∈ SP(H) and PK ∈ SP(K)
such that a ∈ Pa ⊆ PH ∩ PK . It follows that Q is a partition.
Moreover, we note that Stab(Q) ≤ Stab(SP(H)) and Stab(Q) ≤ Stab(SP(K)), and
thus Stab(Q) ≤ Stab(SP(H)) ∩ Stab(SP(K)) ≤ H ∩ K = G. It follows that Q is a
supporting partition of G, and so by definition of the canonical supporting partition Q 
SP(G). Since G has small support, there is a part PG in SP(G) with |PG| >
n
2
. Then there
exists PH ∈ SP(H) and PK ∈ SP(K) such that PG ⊆ PH ∩ PK , and so |PH ∩ PK | >
n
2
.
Thus PH ∩ PK is the unique largest element in Q. It follows from Q  SP(G) that PG ⊆
PH ∩ PK ⊆ PG.
We state the following two results proved by Anderson and Dawar [1].
Lemma 28. Let G ≤ Symn and σ ∈ Symn then σSP(G) = SP(σGσ
−1).
Lemma 29. For any G ≤ Symn we have that Stab(SP(G)) ≤ G ≤ SetStab(SP(G)).
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4.2 Group Action on Supports
In this paper, unlike in the case of Anderson and Dawar [1], we often wish to speak of
supports and group actions on elements of the circuit other than gates, particularly elements
of the universe or index of a gate. In this subsection we develop theory and terminology for
dealing with group actions and supports in this more general setting.
Definition 30. Let X be a set on which a left group action of G ≤ Symn is defined. We
denote the canonical supporting partition of x ∈ X by SPG(x) = SP(StabG(x)). Similarly
we let ‖SPG(x)‖ = ‖SP(StabG(x))‖. We say that x ∈ X has small support if StabG(x)
has small support. We say that X has small supports if each x ∈ X has small support.
If x ∈ X has small support (i.e. ‖SPG(x)‖ <
n
2
), we denote the canonical support of x by
spG(x) = sp(stabG(x)). We refer to SPG (resp. spG(g)) as the canonical supporting partition
(resp. canonical support) of x relative to G.
If the subgroup G ≤ Symn is obvious from context we omit the subscript in the canonical
support and canonical support partition without the subscript. The group action most often
referenced in this paper is the action of the entire group Symn on the gates of a symmetric
circuit with unique extensions given by extending a permutation to an automorphism of the
circuit. In this case we omit the subscript.
We are often interested in group actions of some set G  Symn on X , where G is the
stabiliser group of some object (or set of objects) and X is some set of gates or the universe
of a gate.
We are often interested in defining a group action of some stabiliser group on some part
of the circuit. In this case we make use of supports relative to some G  Symn, where
G is the stabiliser group of some object or set of objects. In this case we make use of the
following abbreviations in order to avoid complex subscripts. Let X1 and X2 be sets on
which a group action of Symn is defined, and let x ∈ X1 and S ⊆ X2. Let SPS(x) and
spS(x) abbreviate SPStab(S)(x) and spStab(S)(x), respectively. Similarly, we let OrbS(x) and
StabS(x) abbreviate OrbStab(S)(x) and StabStab(S)(x), respectively. In the event that S is
a singleton we omit the set braces in the subscript.
Lemma 31. Let X be a set on which a left group action of G ≤ Symn is defined and let
σ ∈ G. Then for any x ∈ X, σStabG(x)σ
−1 = StabG(σx).
Proof. Let π ∈ StabG(x), then σπσ
−1(σx) = σπx = σx, and so σπσ−1 ∈ StabG(σx). Let
π ∈ StabG(σx) then π(σx) = σx and so σ
−1πσx = x. It follows that σ−1πσ ∈ StabG(x)
and so π = σ(σ−1πσ)σ−1 ∈ σStabG(x)σ
−1.
Lemma 32. Let X be a set on which a left group action of G ≤ Symn is defined and let
σ ∈ G. Then for any x ∈ X it follows that σSPG(x) = SPG(σx) and, if x has small support,
σspG(x) = spG(σx).
Proof. We have Lemmas 28 and 31 that σSPG(x) = σSP(StabG(x)) = SP(σStabG(x)σ
−1) =
SP(StabG(σx)) = SPG(σx), proving the first part of the statement.
From the fact that ‖SPG(x)‖ <
n
2
it follows there exists a unique P ∈ SPG(x) such that
|P | > n
2
and spG(x) = [n] \ P . But then σspG(x) = σ([n] \ P ) = [n] \ (σP ). We note that
σP ∈ σSPG(x) = SPG(σx) and |σP | >
n
2
. Thus σP is the unique largest part in SPG(σx),
and so spG(σx) = [n] \ (σP ) = σspG(x).
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Lemma 33. Let X be a set on which a left group action of G ≤ Symn is defined. Let x ∈ X
be such that x has small support and let σ, σ′ ∈ G. If σ(a) = σ′(a) for all a ∈ spG(x) then
σ(x) = σ′(x).
Proof. We have that (σ′)−1σ ∈ Stab(spG(x)) ⊆ StabG(x) and so (σ
′)−1σ(x) = x and thus
σ(x) = σ′(x).
4.3 The Support Theorem
The support theorem of Anderson and Dawar [1] gives us an upper bound on the size of
the support of a gate in a symmetric circuit with symmetric gates in terms of the size of
the circuit. In particular, their result implies that if (Cn)n∈N is a polynomial-size family
of symmetric circuits with symmetric gates then for large enough n every gate in Cn has
a constant-size canonical support. In this section we generalise the support theorem to
(B, ρ)-circuits with unique labels defined over arbitrary bases.
The proof of this result follows a strategy broadly similar to the one used in [1], and
makes use of two lemmas from there. The first of these lemmas gives us that if the index
of a group G ≤ Symn is small then SP(G) either has very few or very many parts. The
second lemma gives us that for G ≤ Symn, if SP(G) has very few parts then it must have a
single very large part (and hence a small canonical support). These two results allow us to
conclude that a gate in a symmetric circuit has a small canonical support if it has a canonical
supporting partition with very few parts. We then prove by structural induction that the
canonical supporting partition of every gate has few parts. To be precise, we show that if
g is the first gate in the circuit with a canonical supporting partition with too many parts,
then the size of its orbit would exceed the bound on the size of the circuit.
We begin by first building up a few observations about the size of the stabiliser group,
and hence the orbit, of a gate. We first introduce some useful notation needed in this
subsection. Let C be a symmetric circuit of order n with unique labels and let g be a gate
in the circuit. Let ~aR ∈ ind(g) and σ ∈ Symn be such that σL(g)(~aR) ∈ Hg. We let
σ · ~aR := L(g)
−1σL(g)(~aR). We note that σ · ~aR may not be defined for every σ ∈ Symn,
and so this operation does not define a group action of Symn on ind(g). However, we note
that this operation does define a group action of SetStabn(Hg) on ind(g).
Moreover, we notice that, for σ ∈ Symn, we have that σHg = Hg and L(g) is isomorphic
to σL(g) if, and only if, σ ∈ Stabn(g) if, and only if, σHg = Hg and there exists π ∈ Aut(g)
such that σ · ~aR = π(~aR) for all ~aR ∈ ind(g). The final equivalence expresses the fact that
σ ∈ Symn fixes g if, and only if, σ acts like an element of Aut(g) on ind(g).
We now use this observation to establish a useful characterisation of the stabiliser group
of a gate. We first prove, more generally, that if σ ∈ Symind(τ,D) (for some vocabulary τ and
universe D), then σ acts on ind(τ,D) like an element of Aut(τ,D) if, and only if, for every
pair of elements in ind(τ,D), σ acts like a partial automorphism of str(τ,D) on this pair of
elements. We then apply this result to circuits, proving that if σ extends to an automorphism
of the circuit, then σ fixes a gate g if, and only if, σ acts like a partial automorphism on
the labels associated with every pair of gates in Hg. We now define what it means for a
permutation to act like a partial automorphism and prove these two results.
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Definition 34. Let τ be a relational vocabulary and D be τ -sorted set. Let X := ind(τ,D),
σ ∈ SymX and ~aR,~bR′ ∈ X. We say that σ acts like a partial automorphism on (~aR,~bR′)
if (i) σ~aR has tag R and σ~bR′ has tag R
′ and (ii) for all i ∈ [arty(R)] and j ∈ [arty(R′)],
~a(i) = ~b(j) if, and only if, (σ~aR)(i) = (σ~bR′)(j).
We now define an analogous notion for pairs of gates in a circuit.
Definition 35. Let C be a symmetric circuit of order n with unique labels and let g be a gate
in the circuit. Let σ ∈ Symn and h, h
′ ∈ Hg. Let ~aR := L(g)
−1(h) and ~bR′ := L(g)
−1(h′). We
say that (h, h′) is compatible with σ if σh, σh′ ∈ Hg and σ acts like a partial automorphism
on (~aR,~bR′)
We now show that a permutation acts like an element of Aut(τ,D) if, and only if, it acts
like a partial automorphism on every pair of elements in the domain.
Lemma 36. Let τ be a relational vocabulary and D be τ -sorted set. Let X := ind(τ,D),
σ ∈ SymX and ~aR,~bR′ ∈ X. Then σ acts like an element of Aut(τ,D) if, and only if, for
all ~aR,~bR′ ∈ X, σ acts like a partial automorphism on (~aR,~bR′).
Proof. ‘⇒’: Suppose there exists π ∈ Aut(τ,D) such that σ~aR = π~aR for all ~aR ∈ X .
It follows that the action of σ on X preserves tag. Let ~aR,~bR′ ∈ X , i ∈ [arty(R)],and
j ∈ [arty(R′)]. Then (σ~aR)(i) = (π~aR)(i) = (π~bR′)(j) = (σ~bR′)(j) if, and only if, (π~aR)(i) =
π(~a(i)) = π(~b(j)) = (π~bR′)(j) if, and only if, ~a(i) = ~b(j). The final equivalence follows from
the injectivity of π.
‘⇐’: Suppose for all ~aR,~bR′ ∈ X , σ acts like a partial automorphism on (~aR,~bR′). We now
define π such that π ∈ Aut(τ,D) and σ~aR = π~aR for all ~aR ∈ X . Let a ∈ D and ~aR ∈ X be
an element containing a. Let π(a) = (σ~aR)(~a
−1
R (a)). Since σ acts like a partial automorphism
on all pairs of elements of X , the definition of π is independent of the particular choice of
~aR and for all a ∈ D, a and π(a) must be of the same sort.
Since σ acts like a partial automorphism on each pair (~aR,~bR′) it is easy to see that π is
an injection. Let c ∈ D. Suppose c appears in ~aR ∈ X and let i ∈ [arty(R)] be such that
~aR(i) = c. Since the action of σ is a permutation, there exists ~bR ∈ X such that σ~bR = ~aR.
It follows that π(~bR(i)) = (σ~bR)(~b
−1
R (
~bR(i))) = ~aR(i) = c. Thus π surjective, and so bijective,
and π ∈ Aut(τ,D).
Clearly π~aR = σ~aR for all ~aR ∈ X , and the result follows.
We now prove an analogous result in the context of circuits, giving us a useful charac-
terisation of the stabiliser group of a gate.
Lemma 37. Let C be a symmetric circuit of order n with injective labels, g be a gate in
the circuit, and σ ∈ Symn. Then σ ∈ Stabn(g) if, and only if, σHg = Hg and σL(g) is
isomorphic to L(g) if, and only if, for all h, h′ ∈ Hg, (h, h
′) is compatible with σ.
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Proof. The result follows from the following equivalences.
σ ∈ Stabn
⇔ σHg = Hg and σL(g) is isomorphic to L(g)
⇔ σHg = Hg and σHg acts like an element of Aut(g) on ind(g)
⇔ σHg = Hg and for all ~aR,~bR′ ∈ ind(g), σ acts like a partial automorphism on (~aR,~bR′)
⇔ for all h, h′ ∈ Hg, (h, h
′) is compatible with σ
The second equivalence follows from the fact that C has injective labels and the third
equivalence follows from Lemma 36.
In the proof of the support theorem we aim to show that if we a gate g has a canonical
support that is too big then the orbit of g is also necessarily large. We do this by establishing
the existence of a large set of permutations that each take g to a different gate. To construct
this set, we define a set of triples of the form (σ, h, h′) where σ ∈ Symn and h, h
′ ∈ Hg. Each
of these triples is useful (formally defined below) in a sense that guarantees that σ moves
g. Moreover, the triples are pairwise independent which means that we can compose them
in arbitrary combinations to generate new permutations moving g, while guaranteeing that
each such combination gives us a different element in the orbit of g. We now define these
terms formally and prove the result.
Definition 38. Let C be a circuit with injective labels of order n and g be a gate in C. We
say that (σ, h, h′) ∈ Symn ×H
2
g is useful if (h, h
′) is not compatible with σ.
We say that two distinct pairs (σ1, h1, h
′
1), (σ2, h2, h
′
2) ∈ Symn ×H
2
g are mutually inde-
pendent if
• σ2h1 = h1,
• σ2σ1h1 = σ1h1,
• σ2h
′
1 = h
′
1, and
• σ2σ1h
′
1 = σh
′
1.
We say that a set S ⊆ Symn ×H
2 is useful (at g) if each pair in it is useful. We say that
S is independent (at g) if every two distinct elements of S are mutually independent.
We now prove the upper-bound on the powerset of useful and independent sets used in
the proof of the support theorem.
Lemma 39. Let C be a circuit of order n and let g be a gate in that circuit. If S is a useful
and independent set at g then [Symn : Stabn(g)] ≥ 2
|S|.
Proof. We have that σ ∈ Stabn(g) if, and only if, Hg = σHg and L(g) is isomorphic to
σL(g). For any R ⊆ S define σR = Π(σ,h,h′)∈Rσ (with some arbitrary linear order assumed
on S). We prove that the mapping R 7→ σR ∈ Aut(C) is injective. Let R and Q be distinct
subsets of S and, without loss of generality, let |R| ≥ |Q|.
We prove that if σ−1Q σRHg = Hg then σ
−1
Q σRL(g) is not isomorphic to L(g).
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Pick any (σ, h, h′) ∈ R \ Q 6= ∅. From independence we have σRh = σh, σRh
′ = σh′,
σQσh = σh, and σQσh = σh. Thus σ
−1
Q σRh = σ
−1
Q σh = σh, and similarly σ
−1
Q σRh
′ = σh′.
Thus, since (h, h′) is incompatible with σ, it follows (h, h′) is incompatible with σ−1Q σR. So
Lemma 37 gives us that σ−1Q σRL(g) is not isomorphic to L(g) and the result follows.
The following two lemmas are proved by Anderson and Dawar [1], and are both useful for
proving the support theorem. Lemma 40 is used to establish a size bound on the supporting
partition of a gate. In particular, it shows that for a partition P of [n], if the index of
SetStab(P) in Symn is small enough, then P either contains very few or very many parts.
Lemma 40 ([1, Lemma 5]). For any ǫ and n such that 0 < ǫ < 1 and logn ≥ 4
ǫ
, if P
is a partition of [n] with k parts, s = [Symn : SetStab(P)] and n ≤ s ≤ 2
n1−ǫ, then
min{k, n− k} ≤ 8
ǫ
log s
logn
.
Lemma 41 gives us that, under the same assumptions as Lemma 40, if the number of parts
in P is less then n
2
then P contains a very large part. This lemma is used both to establish
that the stabiliser group of a gate has small support, and hence a canonical support, but
also that this canonical support has bounded size (and is in fact constant for polynomial-size
circuits).
Lemma 41 ([1, Lemma 6]). For any ǫ and n such that 0 < ǫ < 1 and log n ≥ 8
ǫ2
, if P is a
partition of [n] with |P| ≤ n
2
, s := [Symn : SetStab(P)] and n ≤ s ≤ 2
n1−ǫ, then P contains
a part P with at least n− 33
ǫ
· log s
logn
elements.
We are now ready to prove the support theorem for symmetric circuits with non-symmetric
gates.
Theorem 42. For any ǫ and n such that 2
3
≤ ǫ ≤ 1 and n ≥ 128
ǫ2
, if C is a symmetric circuit
of order n with unique labels and s := maxg∈C |Orb(g)| ≤ 2
n1−ǫ, then, SP(C) ≤ 33
ǫ
log s
logn
.
Proof. First we note that if 1 ≤ s < n, then C cannot have a relational gate, as the orbit of a
relational gate has at least n elements. Since C has no relational gates, the only input gates
in the circuit are the constant gates. Since constant gates are fixed by all permutations,
it follows that any gate g whose children are constant gates must similarly be fixed under
all permutations. Furthermore, from the fact that C has unique labels, and hence unique
extensions, this property inductively extends to the rest of the circuit. Thus for each gate g
in C the partition {[n]} supports g, and since this is trivially the coarsest such partition it
follows that ‖SP(g)‖ = 0 = SP(C). We therefore assume that s ≥ n.
If g is a gate in C then Stab(g) ≤ SetStab(SP(g)), and so s ≥ |Orb(g)| = [Symn :
Stab(g)] ≥ [Symn : SetStab(SP(g))]. Thus if |SP(g)| ≤
n
2
, then from Lemma 41, we have
‖SP(g)‖ ≤ 33
ǫ
· log s
logn
. The result thus follows from showing that for each g in C we have that
|SP(g)| ≤ n
2
.
If g is a constant gate, then as argued above, it follows |SP(g)| = 0 < n
2
. If g is a
relational gate, then g is fixed by a permutation σ ∈ Symn if, and only if, σ fixes all
elements that appear in Λ(g). It follows that {a} ∈ SP(g) for each a appearing in Λ(g) and
all other elements of [n] are contained in a single part of SP(g). But suppose |SP(g)| > n
2
.
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Then the number of singletons in SP(g) must be larger than n
2
, which in turn, from the
orbit-stabiliser theorem, gives us that s ≥ |Orb(g)| ≥ n!
(n−|Λ(g)|)!
≥ n!
(n
2
)!
≥ 2
n
4 > 2n
1−ǫ
. This is
a contradiction, and so |SP(g)| ≤ n
2
.
We now consider the internal gate case. Let g be the topologically first internal gate
with |SP(g)| > n
2
. Let k′ := ⌈ 8 log s
ǫ logn
⌉. From the assumptions on s, n and ǫ we have that
k′ ≤ 1
4
n1−ǫ < n
2
. We note that Lemma 40 implies that n− |SP(g)| ≤ k′.
We now construct a sufficiently large useful and independent set of triples which, using
Lemma 39, allows us to place a lower bound on the orbit size of g. Divide [n] into ⌊ n
k′+2
⌋
disjoint sets Si of size k
′+2 and ignore the elements left over. It follows that for each i there
is a permutation σi which fixes [n] \ Si pointwise but moves g. Suppose there was no such
σi, but then every permutation that fixes [n] \ Si pointwise fixes g. Thus the partition of
all the singletons in [n] \ Si and Si is a supporting partition of g. As SP(g) is the coarsest
such partition it follows that |SP(g)| ≤ n− (k′ + 2) + 1 = n− k′ − 1, which contradicts the
inequality n− |SP(g)| ≤ k′.
Since g is moved by each σi, and C has unique labels, it follows from Lemma 37, and the
fact that the circuit has unique labels, that there exists (hi, h
′
i) ∈ Hg such that (hi, h
′
i) is not
consistent with σi, and so the triple (σi, hi, h
′
i) is useful.
Note that our choice of g guarantees that for all h ∈ Hg, |SP(h)| ≤
n
2
, and so, from
Lemma 41 and the hypothesis of this theorem, h has small support. Let Qi = sp(hi) ∪
sp(σihi)∪ sp(h
′
i)∪ sp(σih
′
i). Then note that if σj fixes Qi pointwise then by construction we
have that σj ∈ Stab(SP(hi)) ∩ Stab(SP(σihi)) ∩ Stab(SP(h
′
i)) ∩ Stab(SP(σih
′
i))
Define a directed graph K with vertices given by the sets Si and an edge from Si to Sj
(with i 6= j) if, and only if, Qi ∩ Sj 6= ∅. It follows then that if there is no edge from Si to
Sj then Qi ⊆ [n] \ Sj , and so σj fixes Qi pointwise, giving us that (σi, hi, h
′
i) and (σj , hj , h
′
j)
are mutually independent. It remains to argue that K has a large independent set. This is
possible as the out-degree of Si in K is bounded by
|Qi| ≤ ‖SP(hi)‖+ ‖SP(σihi)‖+ ‖SP(h
′
i)‖+ ‖SP(σih
′
i) ≤ 4 ·
33 log s
ǫ logn
.
These inequalities follow from the fact that the sets Si are disjoint and we may apply Lemma
41 to each of the child gates. From these inequalities we have that the average total degree
(in + out degree) of K is at most 2 · |Qi| ≤ 34 ·k
′. Now greedily select a maximal independent
set in K by repeatedly selecting Si with the lowest total degree and eliminating it and its
neighbours. This action does not affect the bound on the average total degree of K and
hence determines an independent set I in K of size at least
⌊ n
k′+2
⌋
34k′ + 1
≥
n− (k′ + 2)
34k′ + 1k′ + 2
≥
n 7
16
34k′2 + 69k′ + 2
≥
n
(16k′)2
.
Take S = {(σi, hi, h
′
i) : Si ∈ I}. Then from the above argument we have that S is useful
and independent.
Moreover, from Lemma 39, we have that s ≥ |Orb(g)| ≥ 2|S| ≥ 2
n
(16k′)2 then n1−ǫ ≥
log s ≥ n · (128
ǫ
log s
logn
)−2 > n · (n1−ǫ)−2 = n2ǫ−1 ≥ n1−ǫ. This is a contradiction, and the result
follows.
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Let C = (Cn)n∈N be a polynomial-size family of symmetric circuits with unique labels.
Then s(n) := maxg∈Cn |Orb(g)| must be polynomially bounded, and so the theorem implies
that there exists k ∈ N such that for all n large enough, for all g ∈ Cn, |sp(g)| ≤ k.
Corollary 43. Let C := (Cn)n∈N be a polynomial-size family of symmetric circuits with
unique labels. There is a k such that SP(Cn) ≤ k for all n.
4.4 Supports on Indexes
We have shown that families of polynomial-size symmetric circuits with unique labels have
constant-size supports. In this subsection we introduce a group action on the elements of
the universe of a gate, and show that the support theorem can be extended to apply to the
(relative) supports of these elements as well.
Let C be a symmetric circuit of order n with unique labels and g be a gate in the
circuit. Since C is symmetric and has unique labels, we have from Proposition 15 that
each permutation in Symn extends uniquely to an automorphism of C. We have defined
an action of SetStab(Hg) ≤ Symn on ind(g), and noted that σ ∈ Stab(g) if, and only if,
σ ∈ SetStab(Hg) and there exists πσ ∈ Aut(g) such that σ~aR = πσ~aR for all ~aR ∈ ind(g).
We now define a group action of Stab(g) on unv(g) by σ · a := (πσ~aR)(~a
−1
R (a)), for
σ ∈ Stab(g) and a ∈ unv(g), and where ~aR ∈ ind(g) contains the element a. Since πσ is an
automorphism uniquely determined by σ this action is well-defined.
Since we have a group action of Stab(g) on unv(g), but not Symn on unv(g), we must
speak of the support of a ∈ unv(g) relative to Stab(g). We now prove an analogue of the
support theorem, showing that for any polynomial-size family (Cn)n∈N of symmetric circuits
with unique labels, we have for large enough n that for each g in Cn the sizes of the supports
of a ∈ unv(g) relative to the subgroups Stab(g) and Stab(sp(g)) are bounded by a constant.
In the proof of the following result we make use of the abbreviations introduced in Section 4.2
for relative supports.
Lemma 44. Let (Cn)n∈N be a polynomial-size family of symmetric circuits with unique labels.
There exists n0, k ∈ N such that for all n > n0, g a gate Cn and a ∈ unv(g)
• Stabn(g), Stabsp(g)(a) and Stabg(a) have small supports,
• if h ∈ Hg and a appears in L(g)
−1(h) then spg(a) ⊆ spsp(g)(a) ⊆ sp(g) ∪ sp(h), and
• |sp(g) ≤ k and |spg(a)| ≤ |spsp(g)(a)| ≤ 2k.
Proof. We have from Corollary 43 that there exists k, n′0 ∈ N such that for all n ≥ n
′
0,
SP(Cn) ≤ k. Let n0 = max(n
′
0, 4k + 1). Let g be a gate in Cn, a ∈ unv(g), and h ∈ Hg be
such that a ∈ ~aR := (a1, . . . , ar)R := L(g)
−1(h).
Since SP(Cn) ≤ k and n > 2k, we have that g and h have small supports of size at most
k. Moreover, we have that Stab(sp(h) ∪ sp(g)) = Stab(sp(h)) ∩ Stab(sp(g)) ≤ Stab(h) ∩
Stab(sp(g)) = Stabsp(g)(h). It follows that sp(h)∪ sp(g) supports Stabsp(g)(h) and so, since
|sp(h) ∪ sp(g)| ≤ 2k < n
2
, Stabsp(g)(h) has small support and spsp(g)(h) ⊆ sp(h) ∪ sp(g).
We also have that Stabsp(g)(h) =
⋂
i∈[r] Stabsp(g)(ai), and so by repeated application of
Lemma 27, we have that spsp(g)(a) ⊆
⋃
i∈[r] spsp(g)(ai) = spsp(g)(h) ⊆ sp(h) ∪ sp(g). We thus
also have that |spsp(g)(a)| ≤ 2k.
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Lastly, we note that Stabsp(g)(a) ⊆ Stabg(a), and so Stabg(a) has small support and
spg(a) =⊆ spsp(g)(a). The result follows.
5 Transparent Circuits
Recall that each gate g in a cricuit is associated with a structure D with the elements of
the relations in D, i.e. ind(Σ(g)) labelled by the children of g. Many of the properties of
circuits that are central to our construction, and we wish to be able to decide efficiently,
particularly those that reference circuit automorphisms or syntactic-equivalence, depend on
the existence of isomorphism of structures that agrees with a given permutation of the
gates labelling the structure. This introduces a potential difficulty as there is no known
polynomial-time algorithm for the general isomorphism problem, but we we require many
of these circuit properties to be polynomial-time decidable in order to define our translation
from circuits to formulas (see Section 7). This is not a problem if we restrict our attention
to circuits with symmetric gates, as in [1], as in this case the structures of interest are sets,
and set equivalence is clearly decidable in polynomial-time. When we allow for circuits to be
defined over bases including non-symmetric functions it is not obvious that these properties
can be decided in polynomial-time.
This is the reason we introduced the notion of a transparent circuit. The idea is that
for transparent circuits the structures associated with each non-symmetric gate have the
property that each element of each relation is labelled by a ‘unique’ gate (i.e. such that no
elements are labelled by gates from the same syntactic-equivalence class). In this case a
permutation of the gates in the circuit defines exactly one function between the elements of
the relations of these structures, and so checking for the existence of an isomorphism that
agrees with the permutation is reduced to the problem of determining if a given function is
in fact an isomorphism. This problem is polynomial-time tractable.
In the first part of this section we prove that the requisite circuit properties are indeed
polynomial-time decidable for transparent circuits. We then use these results to define
a polynomial-time computable translation from transparent circuits to equivalent circuits
with unique labels. As discussed in Section 3, this translation allows us to restrict our
attention from transparent circuits to circuits with unique labels when working with families
of circuits without a loss of generality. This restriction is important for two reasons. First,
circuits with unique labels have unique extensions, which enables us to apply the support
theorem. Second, as we show in this section, all relevant symmetry-related circuit properties
are polynomial-time decidable for circuits with unique labels. We use all of these properties
in order to define our translation from circuits to formulas in Section 7.
In Section 5.2 we discuss more formally the relationship between the problem of deciding
many of these natural circuit properties and the graph-isomorphism problem. In particular,
we present reductions from the graph-isomorphism problem to the problems of deciding each
of these circuit properties for general circuits. It follows that deciding most of these circuit
properties is as hard as the graph isomorphism problem—a problem not known to be in
P, showing that some condition like transparency is necessary. We also show that most of
these hardness results are quite robust, in that even if we restrict our attention to other
natural classes of circuits (e.g. circuits with unique children or circuits with injective labels)
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these decision problems remain at least as hard as the graph-isomorphism problem. In this
sense, while the first part of this section provides evidence in favour of the sufficiency of the
restriction to transparent circuits, the second part provides evidence in favour of its necessity.
5.1 Tractable Properties of Transparent Circuits
In this subsection we show that many useful circuit properties are polynomial-time decidable
for transparent circuits. First, we prove that the syntactic-equivalence relation is polynomial-
time computable for transparent circuits. We use this result to show that transparent circuits
can be transformed in polynomial-time into equivalent circuits with unique labels. We show
that for circuits with unique labels we can compute in polynomial-time the action of a given
automorphism on the circuit, the orbits and supporting partitions of each gate, as well as
the orbits and supporting partitions of each element of the universe of each gate. We make
use of all of these results in order to define a translation from circuit families to formulas of
FPR in Section 7.
We now show that the syntactic-equivalence relation can be computed in polynomial time
for transparent circuits.
Lemma 45. There is an algorithm that takes as input a transparent circuit C and outputs
the syntactic-equivalence relation on the gates of C. The algorithm runs in time polynomial
in the size of C.
Proof. Let C := 〈G,Ω,Σ,Λ, L〉 be a transparent (B, ρ)-circuit of order n. We define the
syntactic-equivalence relation on G by induction on the depth of a gate. We note that this
definition by induction can be implemented as a construction, with the induction defining a
dynamic program.
Suppose g and h are gates in C such that Σ(g) = Σ(h) and either both g and h are
output gates and Ω−1(g) = Ω−1(h) or neither are output gates. Let g and h be input gates,
then set g ≡ h if, and only if, both g and h are constant gates or both are relational gates
and Λ(g) = Λ(h). Let g and h be internal gates and suppose we have defined the syntactic-
equivalence relation for all gates of depth less than the depth of either g or h. Then g ≡ h
if, and only if, L(g) and L(h) are isomorphic up to ≡.
The above algorithm can be implemented by a dynamic program with the number of
iterations bounded by the number of pairs of gates in C, i.e.
(
|C|
2
)
. It remains to show that
there is an algorithm that runs in time polynomial in the size of the circuit and takes as
input two gates g and h in C and the syntactic-equivalence relation for all gates of depth
less than either g or h and returns whether or not g ≡ h. We now sketch a definition of this
algorithm.
Let g and h be two internal gates in C and suppose we have defined the syntactic-
equivalence relation for all gates of depth less than the depth of either g or h. We check all
of the conditions for syntactic-equivalence with the exception of the isomorphism condition,
and any of them fail to hold we halt and output that g 6≡ h.
We now define a function f : ind(g) → ind(h) as follows. Let {x1, . . . , x|ind(g)|} be an
ordering of ind(g). For each i ∈ |ind(g)| select yi ∈ ind(h) such that yi 6= yj for all j ∈ [i−1]
and L(g)(xi) ≡ L(h)(yi). If at any point we cannot select an appropriate yi, halt and output
that g 6≡ h. For each i ∈ |ind(g)| let f(xi) = yi. From the definition of the function f is
32
injective. Check if f is surjective. If not, halt and output that g 6≡ h. We thus have that
f is a bijective function and for all x ∈ ind(g), L(g)(x) ≡ L(h)(f(x)). Check if g and h are
both symmetric gates. If so, f is an isomorphism from L(g) to L(h), and so we halt and
output that g ≡ h.
We thus have that g and h are non-symmetric gates. Then, since C is transparent, both
g and h have unique labels. In that case the function f is the only function such that for
all x ∈ ind(g), L(g)(x) ≡ L(h)(f(x)). It follows that g ≡ h if, and only if, f defines an
isomorphism from str(g) to str(h). This is easy to check.
We now define what it means to take a quotient of a circuit by the syntactic-equivalence
relation. Intuitively, we think of a quotient of a given circuit as being formed by ‘merging’
each syntactic-equivalence class into a single gate and including a wire between two gates in
the quotient circuit if, and only if, there is a wire between an element of each equivalence
class.
Definition 46. Let C := 〈G,Ω,Σ,Λ, L〉 be a (B, ρ)-circuit. A quotient of C is a (B, ρ)-
circuit C≡ := 〈G≡,Ω≡,Σ≡,Λ≡, L≡〉, where G≡ = G/≡, Ω≡ = Ω/≡, Σ = Σ/≡, (Λ≡)R = ΛR/≡
for all R ∈ ρ, and for all [g] ∈ G≡ there exists g
′ ∈ [g] such that, L≡ associates with [g] a
function L≡([g]) : ind(g
′)→ G≡ where L≡([g]) = L(g
′)/≡.
We should note that the there is no obvious quotienting operation that associates with
each circuit a unique quotient circuit. However, it is easy to see that if C and C ′ are distinct
quotients of a given circuit then the only point where they differ is in the definition of their
respective labelling functions. But it is not hard to see that for every gate g in C, L(g) and
L′(g) are isomorphic. It follows that these two circuits are isomorphic in the precise sense
alluded to right after Definition 6.
We now show that taking the quotient of a circuit preserves important properties, in-
cluding the function computed by the circuit, the symmetry of the circuit, and whether the
circuit has unique labels. We also show that the quotient of a circuit is reduced, and hence
has unique children (and so, from Proposition 15, unique extensions).
Lemma 47. Let C := 〈G,Ω,Σ,Λ, L〉 be a (B, ρ)-circuit of order n and C≡ = 〈G≡,Ω≡,Σ≡,Λ≡, L≡〉
be a quotient of C. Then C≡ is reduced and C and C≡ compute the same function. Moreover,
if C is symmetric then C≡ is symmetric, and for all g ∈ G, g has unique labels in C if, and
only if, [g] has unique labels in C≡. Indeed, for all σ ∈ Symn if there exists π ∈ Aut(C)
extending σ then π/≡ is an automorphism of C≡ extending σ.
Proof. We first prove that C≡ and C compute the same function. Let A be a ρ-structure of
size n and let γ be a bijection from U to [n]. We now show that for all g ∈ G, C≡[γA]([g]) =
C[γA](g). We do this by induction on the depth of a gate. Suppose g ∈ G has depth 0.
In this case g is an input gate and the result follows trivially. Suppose g is an internal
gate and suppose for all h of depth less than g we have that C≡[γA]([h]) = C[γA](h). We
have that there exists g′ ∈ [g] such that L≡([g]) = L(g
′)/≡ and Σ≡([g]) = Σ(g) = Σ(g
′).
We have from Lemma 10 and the inductive hypothesis that there exists λ ∈ Aut(g) such
that L≡([g]) = L(g
′) = L(g)λ. It follows from the fact that Σ(g) is a structured function
that C≡[γA]([g]) = Σ≡([g])(L
γA
≡ ([g])) = Σ(g
′)(LγA(g′)) = Σ(g)(LγA(g)λ) = Σ(g)(LγA(g)) =
C[γA](g).
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We now show that C≡ is reduced. Suppose [g], [h] ∈ G≡ and suppose [g] ≡ [h]. If [g]
and [h] are both input or output gates then [g] = [h]. Suppose [g] and [h] are internal gates
that are not output gates. Then Σ(g) = Σ≡([g]) = Σ≡([h]) = Σ(h). There exists g
′, h′ ∈ G
such that g′ ≡ g and h′ ≡ h, and L≡([g]) = L(g
′)/≡ and L≡([h]) = L(h
′)/≡. It follows from
[g] ≡ [h] that L(g′)/≡ is isomorphic to L(h
′)/≡. From this it follows that g
′ ≡ h′, and so
[g] = [h].
Let σ ∈ Symn and suppose there exists π ∈ Aut(C) extending σ. Let π≡ = π/≡. We
now show that π≡ is an automorphism of C≡ extending σ. It is easy to see that π≡ is a
bijection from G≡ to G≡ that preserves syntactic-equivalence, and is thus is a well-defined
function. Let [g] ∈ G≡. We have that Σ≡(π≡[g]) = Σ≡([πg]) = Σ(πg) = Σ(g) = Σ≡([g]). It
is easy to check the automorphism conditions for input gates. Suppose [g] is an internal gate.
Let g′ ∈ [g] be such that L≡([g]) = L(g
′)/≡ and h ∈ [g] be such that L≡(π≡[g]) = L≡([πh]) =
L(πh)/≡. We have that πL(g
′) is isomorphic to L(πg′), and it follows that (πL(g′))/≡ is
isomorphic to L(πg′)/≡. We then have (πL(g
′))/≡ = π≡(L(g
′)/≡) = π≡L≡([g]) and, since
g′ ≡ h and so πg′ ≡ πh, we have that L(πg′)/≡ is isomorphic to L(πh)/≡ = L≡(π≡[g]). It
follows that π≡L≡([g]) is isomorphic to L≡(π≡[g])/≡. Suppose [g] is an output gate. Then
for ~a ∈ Dom(Ω), π≡Ω≡(~a) = [πΩ(~a)] = [Ω(σ~a)] = Ω≡(σ~a). It follows that if C is symmetric
then C≡ is symmetric.
Let g ∈ G. Suppose [g] has unique labels. There exists h ∈ [g] such that L≡([g]) =
L(h)/≡. Since L≡([g]) is injective, L(h)/≡ must be injective and so L(h) must be injective
and no two child gates of L(h) must be syntactically-equivalent. It follows that h has unique
labels. Since h ≡ g and h has unique labels, it follows that g has unique labels. Suppose g
has unique labels. Let h ∈ [g] be such that L≡([g]) = L(h)/≡. Since h ≡ g and g has unique
labels h has unique labels and so L≡([g]) has injective labels. Since each equivalence class
in C≡ is a singleton it follows that [g] has unique labels.
In is not hard to show that there is a polynomial-time computable function that maps a
transparent circuit to a quotient of that circuit. To see this, recall that from Lemma 45 we can
compute the syntactic-equivalence classes of a transparent circuit in polynomial-time. We
can thus define a quotient circuit by picking representatives from each syntactic-equivalence
class and then applying the definition of a quotient circuit in the obvious manner.
We now show that transparent circuits can be transformed in polynomial time into equiv-
alent circuits with unique labels, and hence unique extensions, and that this transformation
preserves important properties.
Lemma 48. Let C := 〈G,Ω,Σ,Λ, L〉 be a transparent (B, ρ)-circuit. There is an algorithm
that takes in such a circuit and outputs a (B ∪ Bstd, ρ)-circuit C
′ such that C and C ′ com-
pute the same function, C ′ has unique labels, and if C is symmetric then C ′ is symmetric.
Moreover, this algorithm runs in time polynomial in the size of the input circuit.
Proof. Let C0 := 〈G0,Ω0,Σ0,Λ0, L0〉 be the quotient of C. If C0 does not contain the
constant gates g0 and g1 such that Σ(g0) = 0 and Σ(g1) = 1 we construct a new circuit from
C0 by adding gates. We abuse notation and also call this new circuit C0. The addition of
these constant gates to the circuit does not alter the function computed by the circuit, nor
does it effect the symmetry of the circuit or weather it has unique labels.
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The proof proceeds by first defining a circuit C1 from C0 and then defining C
′ from C1.
We then show that each of these constructions preserves the relevant circuit properties and
that C ′ has unique labels.
We now define the circuit C1. Let C1 := 〈G1,Ω1,Σ1,Λ1, L1〉 be defined as follows. Let
G1 = G0 ⊎ {g∨}. Let Ω1 = Ω0 and Λ1 = Λ0. Let g ∈ G1. If g = g∨ then Σ1(g) = OR[2]
with L1(g)(1) = g0 and L1(g)(2) = g1. If g ∈ G0, Σ(g) = OR[2] and Hg = {g0, g1}, then
Σ1(g) = OR[3], L1(g)(1) = L0(g)(1), L1(g)(2) = L0(g)(2), and L1(g)(3) = g∨. If g ∈ G0 and
g = AND[k] for some k ∈ N then Σ1(g) = AND[k+ 1] and L1(g)(i) = L0(g)(i) for all i ∈ [k]
and L1(g)(k + 1) = g∨. Otherwise let Σ1(g) = Σ0(g) and L1(g) = L0(g).
Stated more informally, we define C1 from C0 by adding in an OR-gate g∨ that always
evaluates to one, and then adding a wire from that gate to all AND-gates in the circuit (and
also a wire from g∨ to any similar gate that may already exist in the circuit in order to ensure
that g∨ is part of a singleton syntactic-equivalence class in C1). The important point to note
is that each AND-gate in C1 has fan-in at least two. We construct C
′ from C1 by adding in
a number of AND-gates with fan-in one. Therefore, since all of the AND-gates in C1 have
fan-in two, it follows that none of these new gates are syntactically-equivalent to any gate in
C1. We now show that C1 and C0 compute the same function and if C0 is symmetric then
C1 is symmetric.
It is easy to see that if C has order n then C0 has order n and so C1 has order n. Let
A be a ρ-structure of size n and let γ be a bijection from the universe of A to [n]. We
have that C1[γA](g∨) = 1. We constructed C1 from C0 by adding a single wire from g∨ to
each AND-gate and each two-input OR-gate with only the two constant gates as children.
Notice that if g is a two-input OR gate in C0 with the two constant gates as children, then
since g has g1 as a child and g is an OR-gate C0[γA](g) = C1[γA](g) = 1. It can be shown
by induction that if g ∈ G1 \ {g∨} then C0[γA](g) = C1[γA](g). Since Ω1 = Ω0, it follows
that C0 and C1 compute the same function. We thus have from Lemma 47 that C and C1
compute the same function.
Suppose C is symmetric. From Lemma 47 it follows that C0 is symmetric. Let σ ∈ Symn
and let π0 ∈ Aut(C0) be an extension of σ. Let π1 : G1 → G1 such that π1(g) = π0(g) for
all g ∈ G0 and π1(g∨) = g∨. It is easy to see that π1 is an automorphism of C1 extending σ.
It follows that C1 is symmetric.
We now show that C1 is reduced. We have from Lemma 47 that C0 is reduced. Since g∨ is
the only two input OR-gate with exactly the two constant gates as children, g∨ is contained
in a singleton syntactic-equivalence class. It can be shown by induction that if g, g′ ∈ G0 are
syntactically equivalent in C1 then they must be syntactically-equivalent in C0. It follows
from these two observations that if g, g′ ∈ G1 are syntactically-equivalent in C1 then g = g
′.
We thus have that each syntactic-equivilence class in C1 is a singleton, and so C1 is reduced.
Let C ′ := {G′,Ω′,Σ′Λ′L′} be defined as follows. For each g, h ∈ G1 let c
h
g := |L
−1({h})|.
For each h ∈ G1 let c
h = maxg∈G1 c
h
g . For each h ∈ G1 if c
h > 1 we define for each
i ∈ [ch − 1] a distinct gate g
h
i and let Gh := {g
h
1 , . . . , g
h
ch−1
}, and otherwise let Gh := ∅.
Let G∧ :=
⊎
h∈G1
Gh and G
′ = G∧ ⊎ G1. Let Ω
′ = Ω1 and Λ
′ = Λ1. For g ∈ G
′ if g ∈ G1
let Σ′(g) = Σ1(g) and otherwise let Σ
′(g) = AND[1]. For each g ∈ G1 and h ∈ Hg let
xh,g0 , . . . , x
h,g
c
g
h
−1
be a (0-based) ordering of L1(g)
−1({h}). For each g ∈ G′ and x ∈ ind(g) we
define L′(g)(x) as follows. If g ∈ G1 then there exists unique h ∈ Hg and i ∈ {0, . . . , c
h
g − 1}
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such that x = xh,gi , and we let L
′(g)(x) = h if i = 0 and L′(g)(x) = ghi otherwise. If g ∈ G∧
then g = ghi for some h ∈ G1 and i ∈ [c
h − 1], and we let L′(g)(x) = h if i = 1 and
L′(g)(x) = ghi−1 otherwise.
The construction ensures that C ′ has injective labels. Let g ∈ G1. In order to avoid
confusion we let Hg be the set of children of g in C1 and H
′
g be the set of children of g
in C ′. If g′ ∈ G1 we let g ≡ g
′ denote syntactic-equivalence in C1 and g ≡
′ g′ denote
syntactic-equivalence in C ′.
We now prove that C ′ has all of the requisite properties.
Claim 49. C ′ is reduced
Proof. We prove this result by induction on depth. Let g ∈ G′. If g has depth 0 then g is an
input gate and so [g] = {g}. Let g ∈ G′ be an internal gate in C ′ and suppose for each gate
h of depth less than g we have that [h] = {h}. Let g′ ∈ G′ and suppose g ≡′ g′. We now
show that g = g′, and so [g] = {g}, breaking down the argument by case. We first make a
few useful observations. Note that, since g ≡′ g′, it follows that Σ(g) = Σ(g′) and both g and
g′ have the same depth. Moreover, from the inductive hypothesis and the fact that g ≡′ g′,
we have that there exists λ ∈ Aut(g) such that for all x ∈ ind(g), L′(g)(λx) = L′(g′)(x). It
follows that H ′g = H
′
g′. We also have from the inductive hypothesis that each child of g and
g′ must be contained in a singleton equivalence class. Since C ′ has injective labels it follows
that g and g′ have unique labels.
Suppose g ∈ G∧. Then there exists h ∈ G1 and i ∈ [c
h − 1] such that g = ghi . Suppose
g′ ∈ G1. Then Σ
′(g) = AND[1]. But, from the construction of C1, there are no single-input
AND-gates in G1. It follows Σ
′(g′) 6= Σ′(g) and so g′ 6≡′ g, a contradiction, and so we must
have g′ ∈ G∧. If i = 1 then {h} = H
′
g = H
′
g′. Since the only gate in G∧ that has h as a child
is gh1 , it follows that g = g
h
1 = g
′. If i > 1 then {ghi−1} = H
′
g = H
′
g′. Since g
h
i is the only gate
in G∧ that has g
h
i−1 as a child, we have g = g
h
i = g
′. It follows that if g ∈ G∧ then g = g
′.
Suppose g ∈ G1. We have already shown that if g
′ ∈ G∧ then g 6≡
′ g′, a contradiction,
and so we must have g′ ∈ G1. Since g ≡
′ g′ there exists λ ∈ Aut(g) such that for all
x ∈ ind(g), L′(g)(λx) = L′(g′)(x). From the construction, we have that for all x ∈ ind(g)
and h ∈ G1, L
′(g)(x) ∈ {h, gh1 , . . . , g
h
chg−1
} if, and only if, L1(g)(x) = h. Suppose g is
not a symmetric gate. Since C is transparent, C0 is transparent and so C1 is transparent.
We thus have that g and g′ have unique labels in C1 and so c
h
g = 1 = c
h
g′ and so for all
x ∈ ind(g), L1(g)(x) = L
′(g)(x) and L1(g
′)(x) = L′(g)(x). It follows that for all x ∈ ind(g),
L1(g
′)(x) = L′(g′)(x) = L′(g)(λx) = L1(g)(λx). We thus have that g ≡ g
′ and so g = g′.
Suppose instead that g is a symmetric gate. Let x ∈ ind(g) and h := L1(g)(λx). Then
L′(g′)(x) = L′(g)(λx) ∈ {h, gh1 , . . . , g
h
chg−1
}. It follows that L1(g
′)(x) = h. Putting this
together we have that for all x ∈ ind(x), L1(g)(λx) = L1(g
′)(x), and so g ≡ g′ and thus
g = g′.
Since C ′ has injective labels and is reduced it follows C ′ has unique labels. We have
already shown that if C is symmetric then C1 is symmetric. We now show that if C1
is symmetric then C ′ is symmetric. Suppose C1 is symmetric. Let σ ∈ Symn and let
π1 ∈ Aut(C1) be an extension of σ. We define the function π
′ : G′ → G′ as follows. Let
g ∈ G′. If g ∈ G1 let π
′(g) := π1(g). If g 6∈ G1 then g ∈ G∧, and so there exists h ∈ G1 and
36
i ∈ [ch−1] such that g = ghi . Let π
′(g) := gπ1hi . It is easy to show that π
′ is an automorphism
of C ′ extending σ.
Claim 50. Let g ∈ G1, A be a ρ-structure of size n, and γ be a bijection from the universe
of A to [n]. Then C ′[γA](g) = C1[γA](g).
Proof. It is easy to see that for all h ∈ G1 and i ∈ [c
h − 1] we have that C ′[γA](ghi ) =
C ′[γA](h). Suppose g ∈ G1. We now prove the result by induction on the depth of a gate.
Suppose g has depth 0. In this case g is an input gate, and the result follows trivially.
Suppose g is an internal gate, and for all h of depth less than g we have that if h ∈ G1 then
C ′[γA](h) = C1[γA](h). Let x ∈ ind(g). Recall that C
′ is constructed such that if g ∈ G1
then for all x ∈ ind(g) and h ∈ Hg, L1(g)(x) = h if, and only if, L
′(g)(x) ∈ {h, gh1 , . . . , g
h
chg−1
}.
But, from the construction, we have that all of the gates in {h, gh1 , . . . , g
h
chg−1
} evaluate to the
same value for a given input to the circuit. Thus, from the inductive hypothesis, we have
that if L′(g)(x) ∈ G1 then L
′γA(g)(x) = C ′[γA](L(g)(x)) = C1[γA](L1(g)(x)) = L
γA
1 (g)(x).
If L′(g)(x) 6∈ G1 then L
′(g)(x) ∈ G∧ and so L
′(g)(x) = ghi , where h = L1(g)(x) and some
i ∈ [chg − 1]. But then L
′γA(g)(x) = C ′[γA](ghi ) = C
′[γA](h) = C1[γA](h) = L
γA
1 (g)(x).
The penultimate equality follow from the inductive hypothesis. The final equality follows
from the fact that h = L1(g)(x). We thus have C
′[γA](g) = Σ′(L′γA(g)) = Σ1(L
γA
1 (g)) =
C1[γA](g).
Since Ω′ = Ω1, we have that C
′ and C1 compute the same function. It follows that, since
C1 and C compute the same function, C and C
′ compute the same function. Since C is
transparent, we may construct the quotient circuit C0 in time polynomial in |C|. Since C1 is
constructed by adding in a single gate and then adding at most |C0| wires, we may construct
C1 from C0 in time polynomial in |C|. It is easy to see that C
′ can be constructed in time
polynomial in |C1| and hence polynomial in |C|. The result follows.
We now show that there is an algorithm that runs in polynomial time and takes as input
a circuit with unique labels and an appropriate permutation and outputs the action of the
automorphism extending the permutation (if it is defined) on the gates of the circuit.
Lemma 51. There is an algorithm takes as input a (B, ρ)-circuit C of order n with unique
labels and σ ∈ Symn and outputs for each gate g the image of g under the action of the
unique automorphism extending σ (if it exists). This algorithm runs in time polynomial in
the combined size of the input circuit and the encoding of the permutation.
Proof. Let C := 〈G,Ω,Σ,Λ, L〉. Let C≡ = 〈G≡,Ω≡,Σ≡,Λ≡, L≡〉 be a quotient of C. We
recursively build up the mapping π′ ∈ Aut(C≡) extending σ. If at some point in the recursive
construction we arrive at a point where no mapping for g can be found we halt at that point
and return that no automorphism exists.
Let h be any gate in C≡. Suppose h is an input gate. If h is a constant gate then let
π′(h) = h. If h is a relational gate such that R := Σ≡(h), then check if there exists h
′
such that Σ≡(h
′) = R and σΛ≡(h) = Λ≡(h
′), and also check that either both h and h′ are
output gates or neither are output gates. If no such h′ exists then halt and output that no
automorphism exists. If neither h nor h′ are output gates then set π′(h) = h′. If both h and
h′ are output gates then check if σΩ−1≡ (h) = Ω
−1
≡ (h
′). If the equality holds set π′(h) = h′,
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otherwise halt and output that no automorphism exists. We note that, from the definition
of an automorphism, there is at most once such h′ meeting this criteria, and so π′(h) is
well-defined.
Let h be an internal gate in the circuit and assume we have defined π′(g) for every gate
g of depth less than h. Let h′ be a gate in the circuit such that Σ≡(h) = Σ≡(h
′), π′L(h)
is isomorphic to L≡(h
′) and, if h is an output gate then h′ is an output gate such that
σΩ−1≡ (h) = Ω
−1
≡ (h
′). Suppose there is another gate h′′ in the circuit that meets all of those
criteria as well. But then it follows that h′′ ≡ h′. Since C≡ is reduced, we then have that
h′′ = h′. We thus have that the choice of h′, if it exists, is unique. Note that, since C has
unique labels C≡ has unique labels, and so unique extensions, and so we have that π
′L≡(h)
is isomorphic to L≡(h
′) if, and only if, L≡(h
′)−1π′L≡(h) acts on ind(h) like an automorphism
of str(h). This is easy to determine. If no such h′ exists, halt and output that there is no
automorphism extending σ. Otherwise, let π′(h) = h′.
It is easy to see that if there is an automorphism of C≡ extending σ then this construction
must have been successful and π′ is the unique automorphism of C≡ extending σ. Thus, if
we have thus far halted and returned that no automorphism exists, then indeed there is no
automorphism of C≡ extending σ and so, from Lemma 47, no automorphism of C extending
σ. We suppose the algorithm has not halted, and thus that π′ is an automorphism of C≡
extending σ.
We say that a function π : G → G is a pseudo-automorphism extending σ if (i) π acts
like an automorphism extending σ on the input and output gates, (ii) Σ(π(h)) = Σ(h) for
all h ∈ G, (iii) π(h) ∈ Hπ(g) for all h ∈ G and g ∈ W (h, ·), and (iv) π(h) ∈ π
′([h]).
Claim 52. If π is an automorphism of C extending σ then π is a psudo-automorphism
extending σ.
Proof. Suppose π is an automorphism of C extending σ. It is easy to see that conditions (i),
(ii) and (iii) are satisfied. We now show that (iv) is satisfied as well. Notice that, since C≡ is
reduced and so has unique extensions, π′ is the unique automorphism of C≡ extending σ. We
have from Lemma 47 that there exists π≡ ∈ Aut(C≡) extending σ such that π≡([g]) = [π(g)].
It follows that for all h ∈ G, π(h) ∈ π≡([h]) = π
′([h]).
We now recursively build up the pseudo-automorphism π extending σ. If at any point in
this construction we assert that an object exists when it does not, we halt and output that
there is no automorphism extending σ. Importantly, this construction is defined such that
π, if it exists, is the unique pseudo-automorphism extending σ.
For each gate h in C let Q(h) be the maximum length of a path from h to an output
gate. Let h be a gate in C. Suppose Q(h) = 0. Then h is an output gate. Let h′ ∈ G be
such that h′ = Ω(σΩ−1(h)) and Σ(h) = Σ(h′). From the definition of an automorphism if h′
exists it is the unique gate satisfying these criteria. We let π(h) = h′.
Suppose h is a gate in the circuit with Q(h) > 0 and for all g such that Q(g) < Q(h) we
have defined π(g). Let H =
⋂
g∈W (h,·)Hπ(g). If H is empty then we cannot satisfy condition
(iii) in the definition of a pseudo-automorphism, and so we halt and output that no extension
exists. Suppose that H is non-empty. If h is an input gate then there is an obvious action of
σ on h, and we let h′ = σh. If h is an output gate, let h′ ∈ G be such that h′ = Ω(σΩ−1(h))
and Σ(h) = Σ(h′). If h′ 6∈ H we halt and output that no extension exists, and otherwise we
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let π(h) = h′. Notice that in the case that h is an output gate or an input gate then from
the definition of an automorphism h′ is the unique gate satisfying these criteria. Suppose h
is an internal non-output gate. Let h≡ ∈ G≡ be such that h≡ = [h]. Let h
′ ∈ π≡(h≡) be such
that h′ ∈ H . We now show that h′, if it exists, is the unique gate satisfying these criteria.
Let h′′ ∈ π≡(h≡) and h
′′ ∈ H . Then h′′ ≡ h′ and for all g ∈ W (h, ·), h′ ∈ Hg and h
′′ ∈ Hg.
But then, since every g ∈ W (h, ·) has unique labels, h′′ = h′. Let π(h) = h′.
It is easy to see that if there is a pseudo-automorphism of C extending σ then this con-
struction must have been successful, and π is the unique pseudo-automorphism extending σ.
It follows that if the algorithm has halted, then there is no pseudo-automorphism extending
σ and so, from the claim, there is indeed no automorphism extending σ. We suppose then
that the algorithm has not halted and we have constructed π successfully. It follows from
the claim and the uniqueness of π that if there is an automorphism extending σ than it must
be equal to π, and so π is an automorphism. We thus have that there is an automorphism
extending σ if, and only if, π is an automorphism. It remains to check that π is an automor-
phism. It suffices to check that π is a bijection and that for each h ∈ G, πL(h) is isomorphic
to L(h′). It is easy to check that π is a bijection. Notice that πL(h) is isomorphic to L(π(h))
if, and only if, L(π(h))−1πL(h) is an automorphism. This condition is also easy to check.
If either of these checks fail, halt and output that there is no automorphism extending σ.
Otherwise, output π(g) for all g ∈ G.
We note that, since C has unique labels, we can compute C≡ in polynomial-time. More-
over, it is easy to see that the construction of π′ and π can be completed in polynomial-time.
We thus have that the algorithm described may be implemented so as to run in polynomial-
time.
We now use Lemma 51 to define an algorithm that computes in polynomial-time the
image of a given element of the universe of a gate under the action of a given permutation.
Lemma 53. There is an algorithm that takes as input a (B, ρ)-circuit C with unique labels
of order n, a gate σ ∈ Symn, g a gate in C, and a ∈ unv(g) and, if there exists an
automorphism of C extending σ such that σ ∈ Stab(g), outputs σa. The algorithm runs in
time polynomial in the size of C and the encoding of σ.
Proof. Let C = 〈G,Ω,Σ,Λ, L〉. We use the algorithm from Lemma 51 to check if σ extends
to an automorphism on C. We also check if σ ∈ Stab(g). If either of these checks fail, halt
and return that no such automorphism exists. Let h ∈ Hg and ~bR := L(g)
−1(h) be such that
a ∈ ~bR, and let i be the index of a in ~bR. Halt and output σa = (L(g)
−1(σh))(i).
We aim to show that it is possible to compute in polynomial-time the orbits and canonical
supporting partitions of the gates, and elements of the universes of the gates, of a given circuit
with unique labels. In order to prove this, we first prove a more general result which shows
that there is a polynomial-time algorithm that takes as input a set X , an element x ∈ X ,
and a polynomial-time computable group action on X , and computes the orbit and canonical
supporting partition of x.
Lemma 54. Let p be a polynomial. There is an algorithm that takes as input a set S ⊆ [n],
a set X, an element x ∈ X, and a Turing machine T computing the action of Stab(S) on X
39
that runs in time bounded by p(n+ |X|), and outputs OrbStab(S)(x) and SPStab(S)(x). This
algorithm runs in time polynomial in n + |X|+ |T |.
Proof. Let (u, v) ∈ Sym[n]\S be a transposition. We note that (u, v) ∈ Stab(S) and there
are
(
n−|S|
2
)
many such transpositions. For a transposition (u, v) ∈ Sym[n]\S, let
P(u,v) := {{u, v}} ∪
⋃
w∈[n]\{u,v}
{{w}}
be a partition of [n]. Then P(u,v) supports StabStab(S)(x) if, and only if, (u, v) · x = x.
Let P be the partition that is the coarsest common refinement of the partitions P(u,v),
for all u, v with (u, v) ·x = x. From Proposition 22 we have that P supports StabStab(S)(x).
Suppose that P is not the coarsest supporting partition of StabStab(S)(x). Then there exists
a partition P ′ supporting StabStab(S)(x) such that P
′  P and P ′ 6= P. And so there
exists P ∈ P and P ′ ∈ P ′ such that P ( P ′. But then there exists a, b ∈ P ′ such that
a 6∈ P . Note that (a, b) fixes P ′ and, since P ′ supports StabStab(S)(x), it follows that
(a, b) ∈ StabStab(S)(x) and a 6∈ S and b 6∈ S. But then we have that (a, b) · x = x, and
so P(a,b) supports StabStab(S))(x) and thus, from the construction of P, P is fixed by (a, b).
But we selected a and b such that P is not fixed by (a, b), and so we have a contradiction.
We thus have that P is the coarsest supporting partition of StabStab(S)(x).
It remains to compute OrbStab(S)(x). Let M0 := {x} and for each i ≥ 0 let Mi+1 :=
Mi∪ (
⋃
(u,v)∈Sym[n]\S
((u, v) ·Mi)). Let M ⊆ X be the union of this sequence. It is easy to see
that M ⊆ OrbStab(S)(x) as every element of M is equal to the action of some finite sequence
of transpositions acting on x. Moreover, if y ∈ OrbStab(S)(x), then there exists π ∈ Stab(S)
such that y = π ·x. But then, since Sym[n]\S, is generated by the set of all transpositions in
Sym[n]\S, it follows that π can be written as a sequence of t transpositions for some t ∈ N.
Thus y ∈Mt ⊆M , and hence OrbStab(S)(x) ⊆ M , and so OrbStab(S)(x) =M .
Note that the set of all transpositions in Sym[n]\S can be computed in time O(n
2), and
we can check if a given transposition fixes x by simulating T with the given transposition and
x as inputs. Moreover, since it is easy to show that E can be computed in time polynomial in
n, it follows that P can be computed in O(n2|T |p(|X|+n)2q(|X|+n)), for some polynomial
q.
Furthermore, when computing the orbit, we construct Mi iteratively and obtain the orbit
after at most |X| iterations. Since each iteration requires at most O(n2) applications of the
group action, it follows that this part of the procedure runs time O(n2|X||T |p(|X|+ n)2).
We thus have that the entire algorithm runs in polynomial-time, and the result follows.
We now apply Lemma 54 and show that there is a polynomial-time algorithm that takes
as input a circuit with unique labels and decides if the circuit is symmetric and, if it is,
outputs the orbit and canonical supporting partition of each gate in the circuit.
Lemma 55. There is an algorithm that takes in a circuit C with unique labels and outputs if
the circuit is symmetric. If it is symmetric then it outputs the orbit and coarsest supporting
partition of each gate. This algorithm runs in time polynomial in the size of the circuit.
Proof. Let n be the order of C. We have from Lemma 51 that there is a Turing machine T ′
that takes as input a circuit with unique labels and a permutation and outputs the image
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of each gate (if it exists) in polynomial-time. We define a Turing machine T that takes as
input a permutation σ ∈ Symn and a gate g in C, runs T
′ with inputs C and σ and outputs
the image of g under the action of σ (if it exists).
For each transposition (u, v) ∈ Symn and each gate g in C we use T to check if the
image of g under the action of (u, v) exists. If for any transposition and gate T returns that
no image exists then we halt and output that the circuit is not symmetric.
We note that if every gate has an image under the action of every transposition then,
since Symn is generated by the set of transpositions, we have that C is symmetric.
For each gate g in C we run the algorithm from Lemma 54 with S := ∅, X := G (where
G is the set of gates in C), x := g, and Turing machine T , and output the result of this
computation.
We note that there are
(
n
2
)
≤ n2 transpositions in Symn and so, since from Lemma 51
the action of a transposition on the gates of the circuit can be computed in polynomial-
time, the initial symmetry check can be completed in polynomial-time. Moreover, from the
polynomial-time bounds in Lemmas 51 and 54, we have that the rest of the algorithm also
runs in time polynomial in the size of the circuit.
We now extend Lemma 55 and construct a polynomial-time algorithm that computes the
orbit and canonical supporting partition of each element of the universe of each gate in a
circuit.
Lemma 56. There is an algorithm that takes in a circuit C of order n with unique labels, a
gate g in C with small support, and a ∈ unv(g), and outputs if the circuit is symmetric. If
C is symmetric it outputs the orbit Orbsp(g)(a) and coarsest supporting partition SPsp(g)(a).
This algorithm runs in time polynomial in the size of the circuit.
Proof. We first use the algorithm from Lemma 55 to compute the canonical support of g. If
the algorithm returns that C is not symmetric, output that C is not symmetric.
We have from Lemma 53 that there is a Turing machine T ′ that takes as input a circuit
with unique labels, a gate, an element of the universe of that gate, and a permutation,
and outputs the image of the given element under the action of the given permutation (if
it exists). We define a Turing machine T that takes as input an element b ∈ sp(g) and a
permutation σ ∈ Stab(sp(g)) outputs the result of running T ′ with inputs C, σ, g and b.
We then use the algorithm from Lemma 54, with inputs S := sp(g), X := unv(g) and
x := a, and the Turing machine T , and output the results.
We have from the bounds in Lemmas 53 and 54 that this algorithm runs in time poly-
nomial in the size of the circuit.
We have so far shown that transparent circuits, and circuits with unique labels, have
all of the requisite algorithmic properties needed to prove our main result. However, since
transparency is defined in terms of syntactic-equivalence, and testing syntactic-equivalence
seems to require an isomorphism test, it is not at all obvious that transparency itself is a
polynomial-time decidable property of circuits. Indeed, if transparency is not polynomial-
time decidable, it would suggest this restriction to transparent circuits is quite unnatural,
and it may undermine the usefulness of the characterisation presented in this paper. We
now show that the class of transparent circuits is polynomial-time decidable.
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Proposition 57. There is an algorithm that takes as input a circuit and decides if that
circuit is transparent. This algorithm runs in time polynomial in the size of the circuit.
Proof. Let C = 〈G,Ω,Σ,Λ, L〉 be a (B, ρ)-circuit. We first check that, for each non-
symmetric gate g ∈ G, L(g) is an injection. If not, we return that C is not transparent.
For each p ∈ N let Gp ⊆ G be the set of all gates of depth p and let G≤p =
⋃
0≤i≤pG
i.
Since no two input gates are syntactically-equivalent, a gate in G1 has unique labels if, and
only if, it has injective labels. We thus check if there exists a non-symmetric gate in G1 that
does not have injective labels, and if we find such a gate we halt and output that the circuit
is not transparent. We then run the following iterative algorithm. We initialise a variable i
to 1. We have that all of the non-symmetric gates in G≤i have unique labels. We can thus
compute the syntactic-equivalence classes of G≤i using the algorithm given in Lemma 45.
We test if every non-symmetric gate in Gi+1 has unique labels, i.e. if it has injective labels
and no two of its children are elements of the same syntactic-equivalence class. If this test
fails, we halt and output that the circuit is not transparent, and if it succeeds we increment
the variable i and continue as above. If i is ever set to the value depth(C), we halt and
output that the circuit is transparent.
It is easy to see that the above algorithm can be implemented so as to run in polynomial
time.
We can similarly show that the class of circuits with unique labels is polynomial-time
decidable.
Corollary 58. There is an algorithm that takes in a circuit and decides if that circuit has
unique labels and runs in time polynomial in the size of the circuit.
Proof. Let C be the input circuit. From Proposition 57 we may check if C is transparent in
time polynomial in the size of C. If C is not transparent halt and output that C does not
have unique labels. If C is transparent then from Lemma 45 we may compute the syntactic-
equivalence relation for the gates of C in time polynomial in the size of C. Note that C has
unique labels if, and only if, for each gate g in C, |ind(g)| = |Hg/≡|. We may thus check if
C has unique labels by iterating through the gates of C.
5.2 The Necessity of Transparency
We have shown then that key properties of transparent circuits are tractable and, using these
results, we have shown that transparent circuits can be transformed in polynomial time into
circuits with unique labels. We have also shown that circuits with unique labels have all of
the requisite algorithmic properties needed in order to define our translation from circuits
to formulas. In the remainder of this section we prove that most of these properties, and
particularly those used to define this translation to circuits with unique labels, are all at least
as hard to decide as the graph isomorphism problem. In particular, we present reductions
from the graph-isomorphism problem to most of the important decision problems addressed
in the first part of this section, including: deciding if a circuit is symmetric, deciding if a gate
has unique labels, deciding if two gates are syntactically-equivalent, deciding if two gates are
in the same orbit, etc. Moreover, we show that many of these hardness results still hold
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even if we restrict ourselves to other natural classes of circuits (e.g. the class of circuits with
injective labels, the class of circuits with unique children).
These results together suggest the necessity of the restriction to transparent circuits.
Moreover, while we do not show that there is no polynomial-time computable transformation
from a general circuit to an equivalent transparent circuit (or equivalent circuit with unique
labels), the difficulty associated with computing these basic circuit properties that seem
essential for defining such a transformation should be considered evidence that, at the very
least, it is not easy to define an algorithm computing such a translation.
Remark 59. In this section we present a number of polynomial-time reductions from the
graph-isomorphism problem to various circuit-related problems. In each case we present a
reduction from the bipartite-isomorphism problem to a circuit-related problem. This suffices
as, from [17], there is a polynomial-time reduction from the graph-isomorphism problem to
the bipartite-isomorphism problem. We recall that the bipartite-isomorphism problem is the
problem of deciding if for a given pair of bipartite graphs B1 := (U1, V1, E1) and B2 :=
(U2, V2, E2) there exists a (graph) isomorphism π : B1 → B2 such that π
∣∣
U1
= U2 and
π
∣∣
V1
= V2. We usually assume, without a loss of generality, that the two input graphs have
the property that [a] = U1 = U2 and [b] = V1 = V2 for some a, b ∈ N.
We now present a reduction from the graph-isomorphism problem to the problem of de-
ciding if two gates in a circuit are syntactically-equivalent. In fact, we prove a stronger result,
presenting a reduction from the graph-isomorphism problem to the problem of computing
the syntactic-equivalence relation over a more constrained class of circuits.
Proposition 60. There is a polynomial-time reduction from the graph isomorphism problem
to the problem of determining if a given pair of gates in a given circuit are syntactically-
equivalent.
Proof. Let ρ be any non-empty relational vocabulary and let r, p ∈ N, with p prime. We
reduce the bipartite-isomorphism problem to the problem of deciding whether two given
gates are syntactically equivalent in a symmetric rank-circuit taking ρ-structures as input
where the circuit (i) has injective labels, (ii) contains no constant gates, and (iii) contains
at most two rank gates with bound r and prime p.
Suppose we are given two partitioned bipartite graphs B1 := (U1, V1, E1) and B2 :=
(U2, V2, E2). We assume, without a loss of generality, that there exists a, b ∈ N such that
U1 = U2 = [a] and V1 = V2 = [b].
The idea is to construct a circuit with n inputs, and with two designated gates used to
encode the presence or absence of an edge, and two rank gates wired up so as to encode
the two graphs. We wire the circuit such that, for a given rank gate grk, the child of grk
labelled by (p, q) has exactly one of the two designated gates as a child, with the choice
of which one depending on whether (p, q) is an edge in the associated graph. In this sense
the circuit encodes the two bipartite graphs at the rank gates, and the two rank gates are
syntactically-equivalent if, and only if, the two graphs are bipartite-isomorphic. We now
present this construction formally.
Let R be a relation symbol in ρ and let k := arty(R) > 0. Let GR := {gR,~c : ~c ∈ [n]
k},
Gmid := {g∨, g∧, gout}, Grk := {g
1
rk, g
2
rk}, and Gnodes := {gi,(u,v) : i ∈ [2], (u, v) ∈ [a] × [b]}.
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Let C = 〈G,Ω,Σ,Λ, L〉 be a ({RANKrp} ∪ Bstd, ρ)-circuit of order n defined as follows. Let
G = GR ∪ Gmid ∪ Grk ∪ Gnodes and Ω be the 0-ary function gout. For each ~c ∈ [n]
arty(R) let
ΛR(~c) = gR,~c. Define Σ as follows. For each g ∈ G,
• if g = gout then Σ(g) = AND[2],
• if g ∈ Grk then Σ(g) = RANK
r
p[a, b],
• if g ∈ Gnodes then Σ(g) = AND[1],
• if g = AND[nk], Σ(g) = AND[nk] and if g = g∨ then Σ(g) = OR[n
k], and
• if g ∈ GR then Σ(g) = R.
Define L as follows. For each g ∈ G,
• if g = gout then for each i ∈ [2], L(g)(i) := g
i
rk,
• if g ∈ Grk and g = g
i
rk then for all (p, q) ∈ ind(g), L(g)(p, q) = gi,(p,q),
• if g ∈ Gnodes and g = gi,(p,q) then if (p, q) ∈ Ei then L(g)(1) = g∧, otherwise L(g)(1) =
g∨, and
• if g = g∧ or g = g∨ then for all q ∈ [n
k] we have that L(g)(q) = Λ−1(~cq), where ~cq is
the qth element of [n]k in the lexicographical ordering on [n]k.
We note that for i ∈ [2], the child of L(girk)(p, q) is g∧ if, and only if, (p, q) is an edge in
in Bi and the child of L(g
i
rk)(p, q) is g∨ if, and only if, (p, q) is not an edge in Bi. We thus
have that B1 and B2 are bipartite-isomorphic if, and only if, there exists λ ∈ Syma×Symb
such that for all (u, v) ∈ [a] × [b], L(g1rk)((u, v)) = g1,(u,v) ≡ g2,λ(u,v) = L(g
2
rk)(λ(u, v)). It
follows that B1 and B2 are bipartite-isomorphic if, and only if, g
1
rk ≡ g
2
rk.
Since the construction of C can be implemented in time polynomial in the combined sizes
of the input graphs, the mapping of (B1, B2) to the tuple (C, (g
1
rk, g
2
rk)) is a reduction, and
the result follows.
Proposition 60 gives us that computing the syntactic-equivalence relation for a given
circuit remains hard even if we restrict ourselves to circuits with injective labels. In fact,
every gate but the two rank gates (and, possibly, the output gate) have unique labels,
indicating that even if we restrict ourselves to circuits with injective labels and such that
each non-symmetric gates has the property that all of its input gates have unique labels, the
syntactic-equivalence relation remains hard to compute.
We now show that the syntactic-equivalence relation remains hard to compute if we
restrict ourselves to the class of circuits such that each non-symmetric gate has unique
children.
Lemma 61. There is a polynomial-time reduction from the graph-isomorphism problem to
the problem of deciding if two gates in a given circuit with the property that each non-
symmetric gate has unique children are syntactically-equivalent.
Proof. We use a similar approach as in the proof of Proposition 60. The idea is to use the
circuit constructed in Proposition 60 but with the row of gates between the two designated
gates that encode the existence or absence of an edge and the two rank gates deleted and
replaced with direct wires. We now present this reduction formally.
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Suppose we are given two partitioned bipartite graphs B1 := (U1, V1, E1) and B2 :=
(U2, V2, E2). We assume, without a loss of generality, that there exists a, b ∈ N such that
U1 = U2 = [a] and V1 = V2 = [b].
Let C = 〈G, ,Ω,Σ,Λ, L〉 be the circuit defined in the proof of Proposition 60. Let
C ′ = 〈G′,Ω′,Σ′,Λ′, L′〉 be defined as follows. Let G′ = G \ Gnodes, Ω
′ = Ω, Λ′ = Λ, and
Σ′ = Σ
∣∣
G′
. For all g ∈ G′ \ Grk let L
′(g) = L(g). For i ∈ [2] and (p, q) ∈ [a] × [b], let
L(girk)(p, q) = g∧ if (p, q) ∈ Ei and L(g
i
rk)(p, q) = g∨ otherwise.
We have defined C ′ from C by deleting the gates in Gnodes and for each g ∈ Gnodes
adding a wire directly from the child of g in to the parent of g. Using an argument similar
to that of Proposition 60 we have that B1 and B2 are bipartite-isomorphic if, and only if,
g1rk ≡ g
2
rk. Since the construction of C, and so C
′, can be implemented in time polynomial in
the combined sizes of the input graphs, the mapping of (B1, B2) to the tuple (C
′, (g1rk, g
2
rk))
is a reduction, and the result follows.
We recall that a circuit C is transparent if, and only if, every non-symmetric gate in
C has injective labels and unique children. We have shown that computing the syntactic-
equivalence relation is at least as hard as the graph-isomorphism problem if we restrict
ourselves to either the class of circuits in which non-symmetric gates have injective labels
(Proposition 60) or the class of circuits in which each non-symmetric gate has unique children
(Lemma 61). It would seem then that, while the conjunction of these two properties is
sufficient, each of these properties is insufficient alone.
We now present a reduction from the problem of computing the syntactic-equivalence
relation to the problem of deciding if a given gate in a circuit has unique labels. From
the transitivity of polynomial-time many-one reductions and Proposition 60, this gives us
a reduction from the graph-isomorphism problem to the problem of deciding if a gate has
unique labels.
Lemma 62. There are a polynomial-time reduction from the problem of determining if a
given pair of gates in a given circuit are syntactically equivalent to the problems of deter-
mining if a given gate in a given circuit has unique labels.
Proof. Let C := 〈G,Ω,Σ,Λ, L〉 be a circuit of order n and let g1, g2 ∈ G. Let D be the circuit
formed from C by removing every gate g ∈ G \ {g1, g2} such that ¬Wt(g, g1) ∧ ¬Wt(g, g2),
where Wt is the transitive closure of the W relation (i.e. we remove all those gates in the
circuit such that there is no path from the gate to either g1 or g2). Let C
′ be the circuit
formed from D by adding in a single two-input AND-gate g′ and connecting the outputs of
g1 and g2 to the inputs of g
′. Moreover, we let this g′ be the single output gate of C ′.
It follows that g1 and g2 are syntactically-equivalent in C if, and only if, g
′ has unique
labels in C ′. Since the construction of C ′ from C can be completed in polynomial time, the
mapping of (C, (g1, g2)) to (C
′, g′) is a reduction.
We can construct a similar argument for reducing the problem of deciding if two gates are
syntactically-equivalent in a circuit with injective labels to the problem of deciding if a given
gate g in a circuit C with injective labels does not have unique extensions. We say a gate g
has unique extensions if there is no permutation such that two automorphisms of the circuit
extend the permutation and disagree with each other on g (i.e. g is not a counterexample to
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C having unique extensions). From the transitivity of polynomial-time many-one reductions
and Proposition 60, this gives us a reduction from the graph-isomorphism problem to the
problem of deciding if a gate has unique extensions.
Lemma 63. There is a polynomial-time reduction from the problem of determining if a given
pair of gates gates in a given (B, ρ)-circuit with injective labels are syntactically-equivalent
to the problem of determining if for a given pair (C, g), where C is a circuit of order n
with injective labels, g is a gate in C, that there exists σ ∈ Symn and automorphisms
π, π′ ∈ Aut(C) extending σ such that π(g) 6= π′(g).
Proof. Let C be a circuit of order n and let g1 and g2 be two gates in C. Note that for any
gate g in σ ∈ Symn, if π, π
′ ∈ Aut(C) both extend σ and πe := π
′π−1 then π(g) 6= π′(g)
if, and only if, πe(g) 6= g. We thus have that there exists σ ∈ Symn and π, π
′ ∈ Aut(C)
extending σ such that π(g) 6= π′(g) if, and only if, there exists πe ∈ Aut(C) extending the
trivial permutation such that π(g) 6= g.
Let C ′ be the circuit constructed from C as in the proof of Lemma 62. We now prove
that the mapping (C, g1, g2) to (C
′, g1) is a reduction. Let πe be a bijection from the gates of
C ′ to the gates of C ′ that swaps g1 and g2 and fixes all other gates. It follows that if g1 and
g2 are syntactically-equivalent in C, then they are syntactically-equivalent in C
′, and so πe
is a non-trivial automorphism extending the trivial permutation, and thus g1 does not have
unique extensions in C ′. We now prove the other direction. Suppose g1 does not have unique
extensions in C ′. Then there exists an automorphism πe ∈ Aut(C
′) extending the trivial
permutation and such that πe(g1) 6= g1. But g1 is a child of the single output gate g
′ (which
must be fixed by any automorphism), and the only other child of g′ is g2. It follows πe swaps
g1 and g2, and so g1 and g2 are syntactically-equivalent in C
′. The result follows.
We now show that there is a reduction from the graph-isomorphism problem to the
problem of deciding if a given circuit is symmetric. In fact, we prove a stronger result,
showing that this reduction holds even if we restrict ourselves to the class of reduced circuits
in which all but two gates in the circuit have injective labels. We might think of this as the
class of circuits that almost have unique labels – in that all but two gates have unique labels
and the remaining two have unique children.
Proposition 64. The graph-isomorphism problem is polynomial-time reducible to the prob-
lem of deciding if a circuit is symmetric.
Proof. In fact, we reduce the graph-isomorphism problem is to the problem of deciding
symmetry of a reduced circuit in which all but two gates have unique labels.
We use an approach similar to that in the proof of Proposition 60. In this case we
construct a circuit with two inputs, and each input is connected to an approximate copy of
the circuit defined in the proof of Lemma 61. We now define this reduction formally.
Suppose we are given two partitioned bipartite graphs B1 := (U1, V1, E1) and B2 :=
(U2, V2, E2). We assume, without a loss of generality, that there exists a, b ∈ N such that
U1 = U2 = [a] and V1 = V2 = [b].
Let ρ := {R} be a relational vocabulary, where R is a unary relational symbol. Fix any
number r and prime p. We define a (Brk, ρ)-circuit C := 〈G,Ω,Σ,Λ, L〉 of order two as
follows. Let GR := {g
1
R, g
2
R} and Gmid := {g
1
∧, g
2
∧, g
1
∨, g
2
∨, gout}, and Grk := {g
1
rk, g
2
rk}. Let
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G = GR ∪ Gmid ∪ Grk and Ω be the 0-ary function gout. Let Λ(1) := g
1
R and Λ(2) := g
2
R.
Define Σ as follows. For each g ∈ G,
• if g equals ∧out then Σ(g) = AND[2],
• if g ∈ Grk let Σ(g) = RANK
r
p[a, b],
• if g ∈ Gmid and g = g
i
s for ∈ [2] and symbol s then Σ(g) = s[1], and
• if g ∈ GR then Σ(g) = R.
Define L as follows. For each g ∈ G,
• if g = gout then for each i ∈ [2], L(g)(i) := g
i
rk,
• if g ∈ Grk and g = g
i
rk for some i ∈ [2] then for (p, q) ∈ [a] × [b], L(g)(p, q) = g
i
∧ if
(p, q) ∈ Ei and L(g)(p, q) = g
i
∨ otherwise, and
• if g = gi∧ or g = g
i
∨ for some i ∈ [2], then L(g)(1) = Λ
−1(i).
We note that for i ∈ [2], L(girk)(p, q) = g
i
∧ if, and only if, (p, q) is an edge in Bi and
L(girk)(p, q)g
i
∨ if, and only if, (p, q) is not an edge in Bi. Let π(1,2) : G→ G be the function
that fixes the output gate, and for each symbol s swaps the gate g1s with the gate g
2
s . It is
easy to see that π(1,2) is a bijection. Moreover, C is symmetric if, and only if, π(1,2) is an
automorphism of the circuit extending the transposition (1, 2), if and only if, (1, 2)(L(g1rk))
is isomorphic to L(g2rk) if, and only if, B1 and B2 are bipartite-isomorphic.
It is easy to see that all gates in the circuit are part of a singleton syntactic-equivalence
class and that all of the gates in the circuit but the two rank gates have have unique labels.
Since the construction of C can be implemented in time polynomial in the combined sizes
of the input graphs, the mapping of (B1, B2) to C is a reduction, and the result follows.
We note that Proposition 64 gives us that deciding if a circuit is symmetric, even if we
restrict ourselves to reduced circuits or circuits with unique children, is as hard as the graph-
isomorphism problem. Moreover, it is possible to alter this reduction, using a construction
analogous to the one used in the proof of Proposition 60, in order to reproduce this hardness
result with an additional restriction to circuits with injective labels. In contrast, we have
from Lemma 56 that we can decide if a transparent circuit is symmetric in polynomial-
time. These observations again suggest both the robustness of this hardness result and the
importance of the transparency condition.
In Lemma 51 we showed that for circuits with unique labels, we can compute in polynomial-
time the action of an automorphism on the gates of a circuit. In Proposition 55 we show
that we can also compute the orbit and supports of gates in polynomial-time. These results
play a very central role in our translation from families of circuits to formulas, and hence in
the proof of our main result. We now show that deciding the orbit of a gate in a general
circuit is at least as hard as the graph isomorphism problem. We show that this result holds
even if we restrict our attention to circuits with unique extensions or circuits with injective
labels.
Lemma 65. There is a polynomial-time reductions from the graph-isomorphism problem to
the problem of deciding if two given gates in a given circuit are in the same orbit.
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Proof. In fact, we construct the reduction to circuits with unique extensions, circuits with
unique children, or to circuits with injective labels.
Let B1 and B2 be bipartite graphs. Let C be the circuit constructed in Lemma 61. The
mapping of (B1, B2) to (C, g
1
rk, g
2
rk) is a reduction from the graph isomorphism problem to the
problem of deciding if two gates in a circuit with unique children (and so unique extensions)
are in the same orbit. A similar reduction using the circuit constructed in Proposition 60
gives a reduction to the problem of deciding if two gates in a given circuit with injective
labels are in the same orbit.
We have from Propositions 60, and 64, and Lemmas 62, 61, 65, and 63, that a number
of basic circuit properties are at least as hard for general circuits – and circuits with unique
extensions, rigid circuits, and circuits with injective labels – as the graph-isomorphism prob-
lem. In contrast, as proved in the first part of this section, all of these properties are known
to be polynomial-time decidable for transparent circuits.
The hardness results for computing syntactic-equivalence and deciding if a gate has
unique labels are particularly worth noting, as many natural algorithms for translating a
circuit into an equivalent transparent circuit (or circuit with unique labels) make use of the
polynomial-time decidability of these properties. Indeed, the translation defined by Ander-
son and Dawar [1] from circuits with symmetric gates to equivalent circuits with unique
labels, and the translation we define in Lemma 48 for transparent circuits, make explicit
use of the polynomial-time computability of the syntactic-equivalence relation for circuits
from this class. As such, these hardness results, along with the hardness results for many
other basic circuit properties, should be considered evidence against the existence of an
easily-definable polynomial-time translation from general circuits to transparent circuits, or
to circuits with unique labels.
From Proposition 57 and Corollary 58 we have that both the class of transparent circuits
and the class of circuits with unique labels are polynomial-time decidable. These results
suggest that, while it may be hard to transform a circuit into an equivalent transparent
circuit or a circuit with unique labels, verifying that a circuit has these properties is at least
tractable. We now show that many other seemingly natural classes of circuits are at least as
hard to decide as the graph-isomorphism problem.
Lemma 66. There are polynomial-time reductions from the graph isomorphism problem to
the problem of deciding if a circuit does not have unique extensions and the problem of
deciding if a circuit does not have unique children.
Proof. In both cases the circuit constructed in the proof of Lemma 61 suffices for the reduc-
tion.
6 Translating Formulas into Circuits
In this section we construct for every formula of FPR an equivalent P-uniform family of
transparent symmetric rank-circuits. We say that a circuit C translates a formula ψ(~x) for
n ∈ N if C is a transparent symmetric rank-circuit of order n, C is defined over the same
vocabulary as ψ, and C computes the query defined by ψ(~x) on structures of size n. We
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say a family of circuits (Cn)n∈N translates a formula ψ(~x) if (Cn)n∈N is P-uniform and for all
n ∈ N, Cn translates ψ(~x) for n.
We first show that for every FO+rk-formula θ(~x) and n ∈ N there exists a circuit C
that translates θ(~x) for n. The circuit C contains a gate for each sub-formula ψ of θ and
each compatible assignment α to the free variables of ψ. We call this gate gψ[α]. We label
gψ[α] with an element of the basis appropriate to the operator at the head of the formula ψ
and wire up the circuit such that the children of gψ[α] are all those gates of the form gφ[β],
where φ is an immediate sub-formula of ψ and β is an assignment to the free variables of
ψ compatible with the assignment α. We show that for a given input structure A over the
universe [n], gψ[α] evaluates to one if, and only if, A |= ψ[α].
We now construct the circuit C for θ(~x) and n and prove that the construction can be
completed within a time bound that depends on n, the width of θ and number of sub-formulas
of θ.
Lemma 67. There is a function that takes as input a FO+rk-formula θ(~x) and n ∈ N
and outputs a circuit C that translates θ(~x) for n. Moreover, this function is computable
and there is a polynomial in p such that for an input (θ(~x), n) the algorithm computing this
function terminates in at most p(nwidth(θ)|cl(θ)|) many steps.
Proof. Let τ be the vocabulary of θ(~x). Let k := width(θ). Suppose first that τ is empty, so
all of the atomic formulas in θ(~x) are of the form y1 = y2, where y1 and y2 are variables. It
can be shown that for ~a ∈ nk, we can evaluate [n] |= θ[α~x~a] in time polynomial in n
k|cl(θ)|.
Let f : [n]k → {0, 1} be defined such that f(~a) = 1 if, and only if, [n] |= θ[α~x~a]. Let
C := 〈G,Σ,Ω,Λ, L〉, where
• G = {g0, g1} ∪ {g~a : ~a ∈ [n]
k},
• Σ(g0) = 0, Σ(g1) = 1 and Σ(g~a) = AND[1] for all ~a ∈ [n]
k,
• Ω : [n]k → G is defined by Ω(~a) = g~a for all ~a ∈ [n]
k,
• Λ = ∅, and
• for ~a ∈ [n]k, L(g~a) : [1]→ G is defined by L(g~a)(1) = gf(~a).
Since C has symmetric gates, C is transparent. Notice that, since θ(~x) defines a query
on structures over the empty vocabulary, we have for all ~a ∈ [n]k, σ ∈ Symn, f(σ~a) = f(~a).
For σ ∈ Symn, let πσ : G → G be a bijection that fixes the constant gates and such that
πσg~a = gσ~a for all ~a ∈ [n]
k. Then πσΩ(~a) = πσg~a = gσ~a = Ω(σ~a). It follows that πσ is an
automorphism of the circuit extending σ. We thus have that C translates θ(~x) for n.
Suppose now τ is not empty. We first define a transformation of the formula θ to an
equivalent formula λ which has the property that the natural translation of λ to a circuit
(given later) is transparent. Let R ∈ τ . We first define two helper formulas. For a variable
y let no-op(y) := (R(y, y) ∨ (¬R(y, y))). For a sequence of variables ~y = (y1, . . . , ym) let
tag(~y) := (no-op(y1) ∧ (no-op(y2) ∧ (no-op(y2) ∧ (. . . ∧ (no-op(ym)) . . .)))). Now, let
λ(~x) be the formula constructed from θ(~x) by replacing each sub-formula ψ(~y) of the form
rkrp ~w~z.φ with the formula rk
r
p ~w~z.((∀u.u = u) ∧ φ) ∧ tag(~w ∪ ~z). Since we always replace a
subformula φ with a logically equivalent formula, it follows that λ(~x) and θ(~x) are equivalent.
The intuition is that tag(~w ∪ ~z) appends a tower of conjunctions of tautologies, with each
tautology referencing a unique variable from ~w ∪ ~z. When we construct the circuit, this
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tower of tautologies will act to ‘tag’ each input to the rank gate with a unique gadget. We
then show that the presence of these gadgets ensures that no two inputs to a rank gate are
syntactically-equivalent, and so the circuit is transparent.
We note that λ(~x) has the same width as θ(~x), and that the number of sub-formulas
in λ(~x) is at most |cl(θ)|(5 + 4width(θ)). We now construct a circuit C and show that C
translates λ(~x) (and hence θ(~x)) at n.
Fix n ∈ N. Let ψ ∈ FO+rk[τ ] and α ∈ [n]free(ψ). We let ψ[α] be the result of substituting
each occurrence of the free variable y ∈ free(ψ) in ψ with α(y). If ψ is of the form y1 = y2,
then ψ[α] = 1 if α(y1) = α(y2) and ψ[α] = 0 otherwise. We call ψ[α] a ground formula. For
each ψ ∈ cl(θ) let Gψ := {gφ[α] : α ∈ [n]
free(ψ)}. Let G :=
⋃
ψ∈cl(λ)Gψ. We define Σ, Λ and L
as follows. Let Σ(g1) = 1 and Σ(g0) = 0. Let g := gψ[α] ∈ G.
• If ψ[α] = T (~a) for some T ∈ τ and ~a ∈ arty(T ), then Σ(g) = T and ΛT (g) = ~a.
• If ψ[α] is 0 or 1, then Σ(g) = ψ[α].
• If ψ is of the form rkrp ~w~z.φ, let A = [n]
|~w| and B = [n]|~z|, and Σ(gψ,α) = rk[A,B]. Let
L(g) : A × B → G be defined by L(g)(~a,~b) = gφ[β], where β ∈ [n]
free(φ), and where α,
and the assignments α~w~a and α
~z
~b
, are compatible with β.
• If ψ is of the form Qz.φ(~y, z), for Q ∈ {∀, ∃}, then if Q = ∀ we have Σ(g) = AND[n],
otherwise Σ(g) = OR[n]. Let L(g) : [n] → G be defined for i ∈ [n] by L(g)(i) = gφ[βi],
where βi ∈ [n]
free(ψ), and where both α and αzi are compatible with βi.
• If ψ is of the form φ1 ∧ φ2, then Σ(g) = AND[2] and L(g) : [2] → G is defined for
i ∈ [2] by L(g)(i) = gφi[βi], where βi ∈ [n]
free(ψ) and βi is compatible with α. The same
approach is used in the disjunctive case.
• if ψ is of the form ¬φ then Σ(g) = ¬ and L(g) : [1]→ G is defined by L(g)(1) = gφ[α].
Let Ω : [n]k → G be defined by Ω(~a) = gλ[α], where α := α
~x
~a, for all ~a ∈ [n]
k. Suppose
Ω(~a) = gc, where c ∈ 0, 1. Then λ (and θ) is of the form (y1 = y2). But then the vocabulary
of θ is empty, contradicting our assumption. Suppose Ω(~a) = Ω(~b) for ~a,~b ∈ [n]k. Then
gλ[α~x
~a
] = gλ[α~x
~b
], and so α
~x
~a = α
~x
~b
, and ~a = ~b. It follows that Ω is injective. Let T ∈ τ , and let
gψ[α], gφ[β] ∈ G be such that ΛT (gψ[α]) = ΛT (gφ[β]). Then ψ[α] = ΛT (gψ[α]) = ΛT (gφ[β]) = φ[β],
and so gψ[α] = gφ[β]. It follows that ΛT is injective. We thus have that C := 〈G,Ω,Σ,Λ, L〉
is a circuit of order n.
Claim 68. The circuit C is symmetric.
Proof. Let πσ : G→ G be a function that fixes constant gates and such that if gψ[α] ∈ G is
a non-constant gate then πσgψ[α] = gψ[σα]. It is easy to see that πσ is a bijection. We now
show that πσ is an automorphism of the circuit extending σ. Let gψ[α] := g ∈ G. Since πσ
acts on gates by permuting the associated assignment, but has no effect on the associated
sub-formula, we have Σ(g) = Σ(πσg). Suppose g is an input gate. If g is a constant gate
then πσg = g. If g is a relational gate, then ψ is of the form T (~y) for some relation symbol T
and ΛT (gψ[α]) = α~y. It follows that ΛT (πσgψ[α]) = ΛT (gψ[σα]) = σα~y = σΛT (gψ[α]). Suppose
g is an internal gate. From the construction of the circuit we have that if gφ[β] is a child of
g then φ must be an immediate sub-formula of ψ and so gφ[σβ] is a child of gψ[σα] = πσg. It
follows that Hπσg = πσHg. If g is a symmetric gate, this is sufficient to conclude that πσL(g)
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is isomorphic to L(πσg). If g is not a symmetric gate then it must be a rank gate, and so
ψ is of the form rkrp ~w~zφ. Let A and B be defined as in our definition of C, and let ~a ∈ A
and ~b ∈ B. Note that πσL(g)(~a,~b) = πσgφ[β], where β ∈ [n]
free(φ) is compatible with α, α~w~a
and α~z~b . It follows that σβ is compatible with σα, σα
~w
~a = α
~w
σ~a and α
~z
~b
= α~z
σ~b
. We thus have
that L(πσg)(σ~a, σ~b) = gφ[σβ] = πσgφ[β] = πσL(g)(~a,~b). Suppose g is an output gate, and let
~a ∈ [n]k and α := α~x~a. We have that πσΩ(~a) = πσgλ[α] = gλ[σα] = Ω(σα~x) = Ω(σ~a). This
concludes the proof of the claim.
Let A be a τ -structure with universe U of size n and let γ ∈ [n]U . It can be shown that
for all ψ ∈ cl(λ) and α ∈ U free(ψ), A |= ψ[α] if, and only if, C[γA](gψ[γα]) = 1. It follows that
~a ∈ Uk is an element of Q(θ(~x)) if, and only if, A |= λ[α~x~a] if, and only if, C[γA](gλ[α~xγ~a]) = 1.
Since gλ[α~x
γ~a
] = Ω(γ~a), we have that C computes the query defined by θ(~x) on structures of
size n.
Claim 69. The circuit C is transparent.
Proof. If C has symmetric gates then C is transparent. Suppose C contains a non-symmetric
gate. Let gψ[α] ∈ G be a rank gate and suppose ψ is of the form rk
r
p ~w~z.ζ , where ζ = ζ1∧ζ2 and
where, ζ1 = ((∀u.u = u)∧φ), and ζ2 = tag(~w∪~z). Let β1, β2 ∈ [n]
free(ζ) both be compatible
with α, and let h1 = gζ[β1] and h2 = gζ[β2]. For i ∈ [2] we have that Hhi = {gζ1[βi], gζ2[βi]}.
Since ζ1 contains a sub-formula of the form (u = u), while ζ2 contains no sub-formula with
equality, we have that a child of a child of gζ1[β1] is a constant gate while none of the children
of the children of gζ2[β2] are constant gates, and thus gζ1[β1] 6≡ gζ2[β2]. It follows that h1 ≡ h2
if, and only if, both gζ1[β1] ≡ gζ1[β2] and gζ2[β1] ≡ gζ2[β2]. Moreover, the fact that ζ2 contains an
ordered sequence of conjunctions of tautologies, with each tautology referencing a different
variable, guarantees that gζ2[β1] ≡ gζ2[β2] if, and only if, β1 and β2 agree on free(ζ2). But we
already have that β1 and β2 are compatible with α, and so agree on all other free variables.
It follows that gζ2[β1] ≡ gζ2[β2] if, and only if, β1 = β2. This allows us to conclude that
gζ[β1] ≡ gζ[β2] if, and only if, β1 = β2 if, and only if, gζ[β1] = gζ[β2]. It follows that L(gψ[α]) is
injective, and no two child gates of gψ[α] are syntactically-equivalent. We conclude that gψ[α]
has unique labels, and so C is transparent.
We note that |C| ≤ nwidth(λ)|cl(λ)| ≤ nwidth(θ)|cl(θ)|(5 + width(θ)). It is not hard to see
that C (and λ(~x)) can be constructed in a number of steps bounded by a polynomial in the
size of C. This completes the proof of the result.
We now use Lemma 67 to prove that for every FPR formula there is a corresponding
P-uniform family of transparent symmetric rank-circuits that decides the same query.
Theorem 70. For each FPR-formula θ(~x) there exists a family of circuits (Cn)n∈N that
translates θ(~x).
Proof. Let θ(~x) ∈ FPR[τ ] and t := width(θ). We begin by showing that there exists a P-
uniform family of formulas (θ(~x))n∈N such that for each n ∈ N, we have θn(~x) ∈ FO+rk[τ ],
width(θn) ≤ 4t, and θn(~x) is equivalent to θ(~x) on structures of size n. This result follows
from two observations.
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First, using the translation in [5], we have that for any φ(~x) ∈ FPR[τ ] there is a mapping
n 7→ φn(~x) computable in time polynomial in both n and the size of φ(~x), and such that
for all n ∈ N, we have φn(~x) ∈ FOR[τ ], width(φn) ≤ 2 · width(φ), and φn(~x) and φ(~x) are
equivalent on structures of size n.
Second, using the translation in [14], we have that if φ(~x) ∈ FOR[τ ], then there is a
mapping n 7→ φn computable in time polynomial in both n and the size of φ(~x), and such
that for all n ∈ N, φn(~x) ∈ FO+rk[τ ], width(φn) ≤ 2 · width(φ), and φn(~x) and φ(~x) are
equivalent on structures of size n.
We thus derive the required P-uniform family (θn(~x))n∈N by applying the first translation
and then the second. For each n ∈ N let Cn be the output of the function defined in Lemma 67
for the input θn(~x) and n. We have from Lemma 67 that for all n ∈ N, Cn translates θn(~x),
and hence θ(~x), for n. Moreover, we note that θn can be computed in time polynomial in n
and Cn can be computed in time polynomial in n
width(θn)|cl(θn)|. We note that width(θn) ≤ 4t
and cl(θn) must be bounded by a polynomial in n (since θn is a member of a P -uniform family
of circuits). It follows that the function n 7→ Cn is computable in time polynomial in n, and
so (Cn)n∈N translates θ(~x).
7 Translating Circuits into Formulas
We have thus far shown how to translate formulas of FPR into equivalent families of cir-
cuits. In this section we show how to translate families of circuits into equivalent formulas –
completing the proof of the main theorem of this paper. More explicitly, in this section we
show how to construct for every P -uniform family of transparent symmetric rank-circuits a
corresponding FPR formula defining the same query. In Section 7.1 we develop the theory
needed for this construction and in Section 7.2 we use this theory to explicitly construct the
formula.
7.1 Evaluating Circuits
In this subsection we let C = (Cn)n∈N denote a fixed family of polynomial-size symmetric
(Brk, ρ)-circuits with unique labels that compute a q-ary query. Let n0 and k be the constants
in the statement of Lemma 44, and fix an n > n0 and a ρ-structure A with universe U of
size n. Let Cn = 〈G,Ω,Σ,Λ, L〉.
We first introduce some notation. We are often interested in the case where two injections
can be combined into a single injection over their combined domains. We say that two
injections f and q are compatible if we can define an injection over the union of their domains
that agrees with both f and q on their respective domains. We formalise this notion in the
following definition.
Definition 71. Let f ∈ Y X and q : ZW . We say that f is compatible with q, and we write
f ∼ q, if for all a ∈ X ∩W , f(a) = q(a) and for all a ∈ X \W and b ∈ W \X, f(a) 6= q(b).
It is also useful to have some notation for combining two compatible functions. Let
f ∈ Y X and q : ZW be compatible injections. Define the combination (f |q) : X∪W → Y ∪Z
by
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(f |q)(x) =
{
f(x) x ∈ X
q(x) x ∈ Y.
We also introduce some other notation for combining functions. Let f : X → Y be
an injection and q : X → Z be a function. We let qf : Img(f) → Z be defined by
qf (a) := q ◦ f
−1(a) for all a ∈ Img(f).
Let γ ∈ [n]U . We first show that the evaluation of a gate g in Cn depends only on those
elements γ maps to sp(g).
Lemma 72. Let g be a gate in Cn. Let η ∈ U
sp(g) and γ1, γ2 ∈ [n]
U such that γ−11 ∼ η and
γ−12 ∼ η. Then L
γ1A(g) and Lγ2A(g) are isomorphic.
Proof. We have that there exists a unique π ∈ Symn such that πγ1 = γ2. Moreover, since
γ−11 and γ
−1
2 are both consistent with η, it follows that π must fix sp(g) pointwise. From
the definition of a support, we have that πg = g, and so L(g) is isomorphic to πL(g). Thus
there exists λ ∈ Aut(g) such that such that πL(g) = L(g)λ, and so for all x ∈ ind(g),
Lγ1A(g)(x) = Cn[γ1A](L(g)(x))
= Cn[πγ1A][πL(g)(x)]
= Cn[γ2A][L(g)(λ(a, b))]
= Lγ2A(g)(λ(a, b)),
and it follows that Lγ1A(g) and Lγ2A(g) are isomorphic.
We associate with each gate g in Cn a set Γg := {γ ∈ [n]
U : C[γA](g) = 1}. We also
associate with each gate g in Cn a set EVg ⊆ U
sp(g) consisting of all assignments to the
support of g for which g evaluates to true, i.e. EVg := {η ∈ U
sp(g) : ∃γ ∈ Γg , η ∼ γ
−1}. It
follows from Lemma 72 that Γg is entirely determined by EVg. In other words, the set of
all bijections that cause g to evaluate to true is entirely determined by a set of assignments
to the support of g. It is important to note that, from the support theorem and choice of
n, each η ∈ EVg has a constant-size domain, and as such EVg gives us a succinct way of
encoding Γg.
In the remainder of this subsection we show how to define EVg recursively for each
internal gate g in Cn, i.e. how to define EVg given {EVh : h ∈ Hg}. In Section 7.2 we show
that there is a formula θ ∈ FPR implementing this recursive definition. We then use θ, and
the fixed-point operator, to define an FPR-formula Q that evaluates the output gates of the
appropriate-size circuit for a given input structure, and hence defines the query computed by
the family (Cn)n∈N. In fact, the recursive definition of EVg is handled differently depending
on if g is a constant, relational, AND, NAND, OR, or RANK gate, and so we define a
different FPR-formula in each case. We then use a disjunction over cases in order to define
θ. We note that Anderson and Dawar [1] define formulas of FPC, and hence FPR, that
handle every case except where g is a rank gate. As such, we need only consider the latter
case.
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The argument in [1] works by establishing a bijection (for any fixed γ) between the set
of possible assignments to sp(g) and the orbit of g. This bijection moreover takes EVg to
the collection of gates in Orb(g) that evaluate to true on input γA. This means that in
order to count the number of inputs to g that evaluate to true, it is enough to count EVh
for all children h of g and divide by an appropriate factor. This has the advantage that
the computation is then independent of any choice of γ and can be done inductively on the
structure of the circuit. This works for all symmetric functions, where g can be evaluated by
counting the number of its children that evaluate to true. For matrix-symmetric gates, we
need to do more. In particular, we want to use the bijections between U sp(h) and Orb(h) to
recover from EVh information about the matrix structure that is input to g. This involves
a careful analysis of how permutations that move sp(h) shift the row and column indices in
L−1(h). We develop this machinery next.
For the remainder of the section we fix a rank gate g in Cn. For γ ∈ [n]
U we let
Lγ = LγA(g). We let A × B := ind(g). We informally think of A as the set indexing
rows and B as the set indexing columns. For each h ∈ Hg we let row(h) := L(g)
−1(h)(1)
and col(h) := L(g)−1(h)(2). For a ∈ unv(g) we let sp(a) := spStab(sp(g))(a), Orb(a) =
OrbStab(sp(g))(a) and Stab(a) = StabStab(sp(g))(a).
We now describe the construction, for any η ∈ U sp(g), of a matrix M such that for any
γ ∈ [n]U with γ−1 ∼ η, the rank of M is equal to the rank of Lγ. This allows us to decide
the membership of η in EVg where g is a rank gate, i.e. Σ(g) = RANK
r
p, by defining M for
η, computing the rank of M over the field of characteristic p, and then checking if this result
is less than or equal to the threshold value r. We will show in the next subsection that the
construction of M , and hence the construction of EVg, can be done in FPR.
For the remainder of the subsection we fix η ∈ U sp(g). For a gate h ∈ Hg, let Ah := {~x ∈
U sp(h) : η ∼ ~x} be the set of assignments to the support of h that are compatible with η. We
should also like to consider sets of assignments to the supports of elements in the universe
of g. For each s ∈ unv(g) let As := {~x ∈ U
sp(s) : η ∼ ~x}.
We now define the matrix M . We begin by defining the index sets for M . Let Rmin :=
{min(Orb(row(h))) : h ∈ Hg} and C
min := {min(Orb(col(h))) : h ∈ Hg}, and let
I := {(i, ~x) : i ∈ Rmin, ~x ∈ Ai},
and
J := {(j, ~y) : j ∈ Cmin, ~y ∈ Aj}.
The idea is that we can think of the rows and columns of M as divided into their orbits
under the action of Stab(sp(g)), with each orbit indexed by the minimal index in A (or B,
respectively) that appears in it. Within an orbit, we index the rows and colums instead by
the elements of Ai and Aj, implicitly using the bijection between these sets and the orbits
of row(h) and col(h).
We should like to associate with each index ((i, ~x), (j, ~y)) a gate h, and then somehow
use the assignments ~x and ~y to construct assignments to the row and column supports of h.
The matrix at this index is one if, and only if, the combination of these assignments causes h
to evaluate to true. It remains to show how to select an appropriate gate h and ensure that
the constructed assignments to its row and column supports are consistent. We do this by
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shifting the domain of ~y such that the compatibility conditions are met, and then finding a
gate h with row and column supports equal to domains of the assignments ~x and the shifted
version of ~y, respectively. We formalise this reasoning in Lemma 73.
Lemma 73. For any (i, ~x) ∈ I and (j, ~y) ∈ J , if n > maxn0, 2k then there exists ~c ∈ [n]
sp(j)
such that ~y~c ∼ η and ~x ∼ ~y~c.
Proof. Let us first speak informally about what is required in the definition of ~c. The idea
is to define ~c so that it shifts the domain of ~y such that ~y~c is compatible with η and ~x.
As such, we need to define ~c such that, first, ~y~c agrees with η on sp(g), second, ~y~c and
~x agree on the intersection of sp(i) and the image of ~c, and, third, elements outside the
domain of η and ~x are mapped by ~y~c to elements outside of their combined range. In order
to satisfy the first requirement we define ~c to be the identity on sp(g). In order to satisfy
the second requirement, we define ~c such that whenever ~x and ~y agree, i.e. there exists
b ∈ sp(i), a ∈ sp(j) such that ~x(b) = ~y(a), then ~c ‘moves’ the domain to be in accord with
this agreement, i.e. ~c(a) = b = ~x−1(~y(a)). In order to satisfy the third requirement we define
~c such that if x ∈ Img(~y) and x is not in the image of either ~x or ~η then ~c ‘moves’ ~y−1(x)
outside of the domain of either ~x or η.
We now define ~c ∈ [n]sp(j) formally. Let u1, . . . , uk be the first k elements of [n] \ (sp(g)∪
sp(i)). Let T = {a ∈ sp(j) \ sp(g) : ~y(a) ∈ ~x(sp(i) \ sp(g))}, and let ~c ∈ [n]sp(j) be defined by
~c(a) =


a a ∈ sp(g) ∩ sp(j)
~x−1(~y(a)) a ∈ T
ui a is the ith element of (sp(j) \ (sp(g) ∪ T ))).
It is easy to see that ~y~c ∼ η. It remains to show that ~x ∼ ~y~c. Let c = Img(~c). Let z ∈ sp(i)∩c
and z′ = ~c−1(z). Suppose z′ ∈ sp(g) ∩ sp(j) ∩ sp(i). Then we have ~x(z) = ~x(z′) = η(z′) =
~y(z′) = ~y~c(z). By a similar argument, if z
′ ∈ sp(g) ∩ sp(j) \ sp(i) we have ~x(z) 6= ~y~c(z).
Suppose z′ ∈ T . Then ~c(z′) = ~x−1(~y(z′)) which gives us that ~y~c(z) = ~y(z
′) = ~x(~c(z′)) = ~x(z).
We finally note that z′ /∈ (sp(j) \ (sp(g) ∪ T )) as {u1, . . . , uk} ∩ sp(i) = ∅. This completes
the intersection component of compatibility.
Let z ∈ sp(i) \ c and w ∈ c \ sp(i). Let w′ = ~c−1(w). Suppose w′ ∈ sp(g) ∩ sp(j). Then
from the fact that w /∈ sp(i) we have that ~y~c(w) 6= ~x(z) (using a similar argument as in the
above case). Suppose w′ ∈ T . Then there exists b ∈ sp(i) \ sp(g) such that ~y(w′) = ~x(b). It
follows that w = ~c(w′) = ~x−1~y(w′) = b, which is a contradiction as w /∈ sp(i) by assumption,
and we conclude w′ /∈ T . Suppose finally that w′ ∈ sp(j) \ (sp(g) ∪ T ). It follows that
for all b ∈ sp(i) \ sp(g) we have that ~x(b) 6= ~y~c(w). It remains to check the result for
b ∈ (sp(i) \ c) \ (sp(i) \ sp(g)) = (sp(g) ∩ sp(i)) \ c. But then b /∈ sp(j), and so ~x(b) = η(b).
But w′ /∈ sp(g), and so ~x(b) = η(b) 6= ~y(w′) = ~y(w). The result follows.
For any (i, ~x) ∈ I and (j, ~y) ∈ J , let ~c be the function from Lemma 73 and let σc ∈
Stab(sp(g)) be any permutation such that for all a ∈ sp(j), σca = ~c(a). We have from
Lemma 33 that the action of σc on j is well defined. Let h := L(g)(i, σcj). Let ~w be the
restriction of (~x|~y~c) to the support of h. We define the matrix M : I × J → {0, 1} by
M((i, ~x), (j, ~y)) := ~w ∈ EVh.
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Note that we could equivalently define ~w as that element of Ah such that ~w is compatible
with ~x and ~y~c. We make use of this observation in the next subsection.
Let f ∈ U sp(x) and γ ∈ [n]U , then we let Πγf denote any permutation in Stab(sp(g)) such
that Πγf (a) = γ(f(a)) for all a ∈ sp(x). Note that from Lemma 33, Π
γ
f (x) is well-defined
independently of the particular choice of permutation.
We also note that, for a fixed gate h ∈ Hg, the mapping ~z 7→ Π
γ
~z , for ~z ∈ Ah, allows us
to establish a correspondence between compatible assignments to the support of h and the
orbit of h. Lemma 74 formalises this observation.
Lemma 74. Let γ ∈ [n]U and h ∈ Cn. Then ~z ∈ EVh if, and only if, Cn[γA](Π
γ
~z (h)) = 1.
Proof. From the definition of EVh, ~z ∈ EVh if, and only if, there exists δ ∈ [n]
U such that
δ−1 ∼ η, δ−1 ∼ ~z, and Cn[δA](h) = 1.
We now make a few observations. First, we have ((Πγ~z )
−1γ)−1 = γ−1Πγ~z ∼ η, as Π
γ
~z ∈
Stab(sp(g)). Second, we have that for any a ∈ sp(h), Πγ~z (a) = γ(~z(a)) and so γ
−1Πγ~z =
((Πγ~z)
−1γ)−1 ∼ ~z. Third, we have from Lemma 72 that for any δ ∈ [n]U such that δ−1 ∼ η
and δ−1 ∼ ~z, Cn[δA](h) = Cn[((Π
γ
~z)
−1γ)A](h) = Cn[γA](Π
γ
~zh).
Putting these observations together we have that ~z ∈ EVh if, and only if, there exists
δ ∈ [n]U such that δ−1 ∼ η, δ−1 ∼ ~z and Cn[δA](h) = 1, if, and only if, Cn[γA](Π
γ
~zh) = 1.
Let γ ∈ [n]U such that η ∼ γ−1. Let αγ : I → A and βγ : J → B be defined by
αγ(i, ~x) := Πγ~x(i) and β
γ(j, ~y) := Πγ~y(j), respectively. We now prove a number of technical
lemmas that ultimately allow us to to prove that the matrixM quotiented by an appropriate
equivalence relation is isomorphic to Lγ. We use αγ and βγ to construct the isomorphism.
We first show that αγ and βγ are surjective.
Lemma 75. For any bijection γ ∈ [n]U such that γ−1 ∼ η both αγ and βγ are surjective.
Proof. We show that αγ is surjective, with the same result for βγ following similarly. Let
q ∈ A and let i = min(Orbg(q)). Then there exists σ ∈ Stab(sp(g)) such that σ(i) = q.
Let ~x := γ−1(σ(idsp(i))). Notice that for a ∈ sp(i) we have that ~x(a) = γ
−1(σ(a)), and since
γ−1σ ∼ η, it follows that ~x ∈ Ai.
For a ∈ sp(i) we have Πγ~x(a) = γ(~x(a)) = γ(γ
−1(σ(a))) = σ(a). From Lemma 33 it
follows that α(i, ~x) = σ(i) = q.
The following lemma allows us to factor a permutation through αγ and βγ.
Lemma 76. Let (i, ~x) ∈ I and (j, ~y) ∈ J . Let γ ∈ [n]U be a bijection such that γ−1 ∼ η and
π ∈ Stab(sp(g)). Then παγ(i, ~x) = απγ(i, ~x) and πβγ(j, ~y) = βπγ(j, ~y).
Proof. We have that παγ(i, ~x) = πΠγ~x(i) and (πΠ
γ
~x(idsp(i)) = π · γ(~x) = Π
πγ
~x (idsp(i)). Since Π
γ
~x
and Ππγ~x are in Stab(sp(g)), it follows from Lemma 33, that πα
γ(i, ~x) = πΠγ~x(i) = Π
πγ
~x (i) =
απγ(i, ~x). Similarly, πβγ(j, ~y) = βπγ(j, ~y).
The following result applies Lemma 76 to the evaluation of gates in the circuit.
Lemma 77. Let (i, ~x) ∈ I and (j, ~y) ∈ J . Let γ1, γ2 ∈ [n]
U be such that γ−11 ∼ η and γ
−1
2 ∼ η.
Let A be a structure. Then Cn[γ1A](L(α
γ1(i, ~x), βγ1(j, ~y))) = Cn[γ2A](L(α
γ2(i, ~x), βγ2(j, ~y))).
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Proof. We note that there exists π ∈ Symn such that γ1 = πγ2. Moreover, since γ
−1
1 and
γ−12 are both consistent with η, it follows that π ∈ Stab(sp(g)). We then have that
Cn[γ1A](L(α
γ1(i, ~x), βγ1(j, ~y)) = Cn[πγ1A](πL(α
γ1(i, ~x), βγ1(j, ~y))
= Cn[πγ1A](L(πα
γ1(i, ~x), πβγ1(j, ~y))
= Cn[πγ1A](L(α
πγ1(i, ~x), πβπγ1(j, ~y)
= Cn[γ2](L(α
γ2(i, ~x), βγ2(j, ~y)))
The third equality follows from Lemma 76.
In the definition of the matrix M , we define, for a given (i, ~x) ∈ I and (j, ~y) ∈ J , a gate
h ∈ Hg and an assignment to its support. We use this gate-assignment pair to define the
value of the matrix at the point ((i, ~x), (j, ~y)). The following result is used to show that α
and β can be used to determine the gate h, an important step in developing the required
isomorphism.
Lemma 78. Let i ∈ A, j ∈ B, ~x ∈ Ai, ~y ∈ Bj. Let σ1, σ2 ∈ Stab(sp(g)), ~s1 ∈ [n]
(sp(i)),
and ~s2 ∈ [n]
sp(j) be such that ~s1 and ~s2 are the restrictions of σ1 and σ2 to sp(i) and sp(j),
respectively, and ~xs1 and ~ys2 are compatible. Let h := L(g)(σ1 · i, σ2 · j). Let ~z ∈ Ah be
the restriction of (~x~s1 |~y~s2) to sp(h) and γ
′ := (Πγ~z)
−1γ. Then Πγ
′
~x (i) = σ1 · i = row(h) and
Πγ
′
~y (j) = σ2 · j = col(h).
Proof. We prove the result for the σ1 case. The other case follows similarly. We have from
Lemma 33 that it is sufficient to show that for all a ∈ sp(i), Πγ
′
~x (a) = σ1(a). Let a ∈ sp(i).
We have from Lemmas 26 and 32 that σ1(a) ∈ sp(row(h)) ⊆ sp(row(h)) ∪ sp(col(h)) =
sp(g) ∪ sp(h), and thus σ1(a) ∈ sp(g) or σ1(a) ∈ sp(h).
If σ1(a) ∈ sp(g), then, since Π
γ
~z and σ1 in Stab(sp(g)) and γ
−1 ∼ η and hence γ′ ∼ η, we
have that Πγ
′
~x ∈ Stab(sp(g)) and so σ1(a) = a = Π
γ′
~x (a).
If σ1(a) ∈ sp(h) then, since σ1(a) ∈ sp(row(h)), Π
γ
~z(σ1(a)) = γ(~z(σ1(a))) = γ(~x~s1(σ1(a))) =
γ(~x(a)). Thus σ1(a) = (Π
γ
~z )
−1γ(~x(a)) = Πγ
′
~x (a). The result follows.
We combine the above lemmas in order to show that αγ and βγ together define a surjective
homomorphism from M to Lγ.
Theorem 79. If (i, ~x) ∈ I; (j, ~y) ∈ J , and γ ∈ [n]U is such that γ−1 ∼ η, thenM((i, ~x), (j, ~y)) =
Lγ(αγ(i, ~x), βγ(j, ~y)).
Proof. Let ~c be the vector defined in Lemma 73 and σc be any permutation in Stab(sp(g))
such that the restriction of σc to sp(j) equals ~c.
Let ~w be the restriction of (~x|~y~c) to sp(h), let γ
′ = (Πγ~w)
−1γ, and let h = L(g)(i, σc(j)).
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Then
M((i, ~x), (j, ~y)) = ~w ∈ EVh
= Cn[γA](Π
γ
~w(h))
= Cn[γ
′A](h)
= Cn[γ
′A](L(row(h), col(h)))
= Cn[γ
′A](L(αγ
′
(i, ~x), βγ
′
(j, ~y)))
= Cn[γA](L(α
γ(i, ~x), βγ(j, ~y)))
= Lγ(αγ(i, ~x), βγ(j, ~y))
The second equality follows from Lemma 74. The fifth equality follows from Lemma 78. The
sixth equality follows from Lemma 77.
We have shown that, but for injectivety, αγ and βγ, witness an isomorphism between M
and Lγ . We should thus like to show that αγ and βγ are also injective, and hence complete
the proof. However, it can be shown that αγ(i, ~x) = αγ(i, ~x′) if, and only if, there exists
π ∈ Stabsp(g)(i) such that ~x = ~x
′σπ (see Lemma 80) and, as such, αγ and βγ are not, in
general, injective.
We instead define a new matrix M≡ by quotienting M by an appropriate equivalence
relation and show that the liftings of αγ and βγ to the equivalence classes of ≡ witness an
isomorphism between M≡ and L
γ . We first define the equivalence relation ≡.
Let s ∈ unv(g) and let ~x, ~x′ ∈ As and we say that ~x and ~x
′ are mutually stable on
s if there exists π ∈ Stab(s) such that ~x(idsp(s)) = ~x
′π(id ~sp(s)). We also say that two
permutations σ, σ′ ∈ Stab(sp(g)) are mutually stable on s if there exists π ∈ Stab(s) such
that σ(idsp(s)) = σ
′π(idsp(s)). We note that mutual stability is an equivalence relation on As
(and Stab(sp(g))), and we denote the equivalence of two vectors ~x, ~x′ ∈ As by ~x ≡s ~x
′ and
the equivalence of two permutations σ, σ′ ∈ Stab(sp(g)) by σ ≡s σ
′).
We now define the matrix M≡ and the liftings of α
γ and βγ.
Let I≡ := {(i, [~x)]≡i) : (i, ~x) ∈ I} and J≡ := {(j, [~y]≡j) : (j, ~y)}. LetM≡ : I≡×J≡ → {0, 1}
be defined by M≡((i, [~x]≡), (j, [~y]≡)) := M((i, ~x), (j, ~y)), for (i, [~x]≡) ∈ I≡ and (j, [~y]≡) ∈ J≡.
We show in Lemma 82 that this matrix is well-defined and in Lemma 81 that αγ and βγ
are constant on mutual equivalence classes, and as such may be lifted to act on equivalence
classes.
We first prove the claim that those permutations that agree on s ∈ unv(g) are exactly
those that are mutually stable on s.
Lemma 80. Let s ∈ unv(g) and let σ, σ′ ∈ Stab(sp(g)). Then σ(s) = σ′(s) if, and only if,
σ ≡s σ
′.
Proof. Suppose σ(s) = σ′(s). Then π := (σ′)−1σ ∈ Stab(s) and σ = σ′π. Suppose there
exists π ∈ Stab(s) such that for all a ∈ sp(g), σ(a) = σ′π(a). From Lemma 33 we have that
σ(i) = σ′π(i), and so, since π ∈ Stab(s), σ(i) = σ′π(i) = σ′(i).
The following lemma gives us that αγ and βγ are constant on classes of mutually stable
assignments.
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Lemma 81. Let ((i, ~x), (j, ~y)), ((i, ~x′), (j, ~y′)) ∈ I × J and let γ ∈ [n]U . If ~x ≡i ~x
′ then
αγ(i, ~x) = αγ(i, ~x′) and if ~y ≡j ~y
′ then βγ(j, ~y) = βγ(j, ~y′).
Proof. From mutual stability there exists σ ∈ Stab(i) such that ~x′ = ~xσ. We have that
αγ(i, ~x) stabilises sp(g). Also, for all a ∈ sp(i), Πγ~x(σ(a)) = γ(~x(σ(a))) = γ(~x
′(a)) = Πγ~x′(a).
It follows from Lemma 80 that αγ(i, ~x) = Πγ~x(i) = Π
γ
~x′(i) = α
γ(i, ~x′). The result follows
similarly for β.
We define the liftings of αγ and βγ as follows. Let αγ≡ : I≡ → A and β
γ
≡ : J≡ → B by
αγ≡(i, [~x]) := α
γ(i, ~x) and βγ≡(j, [~y]) = β
γ(j, ~y), for all (i, ~x) ∈ I≡ and (j, ~y) ∈ J≡. Lemma 81
gives us that these liftings are well defined.
The following lemma gives us that M≡ is well defined.
Lemma 82. Let ((i, ~x), (j, ~y)), ((i, ~x′), (j, ~y′)) ∈ I × J be such that ~x ≡i ~x
′ and ~y ≡j ~y
′, then
M((i, ~x), (j, ~y)) =M((i, ~x′), (j, ~y′)).
Proof.
M((i, ~x), (j, ~y)) = Lγ(αγ(i, ~x), βγ(j, ~y)
= Lγ(αγ(i, ~x′), βγ(j, ~y′))
=M((i, ~x′), (j, ~y′))
The second equality follows from Lemma 81.
We now prove the required isomorphism.
Theorem 83. Let γ ∈ [n]U such that γ−1 ∼ η. Then Lγ is isomorphic to M≡.
Proof. Let (i, [~x]) ∈ I≡ and (j, [~y]) ∈ J≡. Then, from Lemmas 82 and 79, we have that
M≡((i, [~x]), (j, [~y])) =M((i, ~x), (j, ~y)) = L
γ(αγ(i, ~x), βγ(j, ~y)).
Moreover, from Lemma 81 we can lift αγ to I≡ and β
γ to J≡. It remains to show that α
γ
≡
and βγ≡ are bijections. We prove the result for α
γ
≡, with the proof for β
γ
≡ following similarly.
We first note that αγ≡ is surjective as both α
γ (see Lemma 75) and the lifting function
(i.e. the quotient map from I to I≡) are surjective.
Suppose αγ≡((i, [~x])) = α
γ
≡((i
′, [~x′])), and so Πγ~x(i) = Π
γ
~x′(i
′). But then i and i′ are in
the same orbit and so, from the definition of I≡, we have i = i
′. Thus Πγ~x(i) = Π
γ
~x′(i),
and so from Lemma 80 there exists σ ∈ Stab(i) such that for all a ∈ sp(i) we have that
Πγ~x(a) = Π
γ
~x′(σ(a)). But then Π
γ
~x(a) = γ(~x(a)) = Π
γ
~x′(σ(a)) = γ(~x
′(σ(a)) and, since γ is a
bijection, it follows that ~x(a) = ~x′σ(a). Thus ~x ≡i ~x
′, and so [~x] = [~x′]. We thus have that
αγ≡ and β
γ
≡ are injections, and the result follows.
The final result in this subsection establishes that, while M and Lγ are not in general
isomorphic, M , M≡ and L
γ all have the same rank.
Lemma 84. Let γ ∈ Un be such that γ−1 ∼ η and let p ∈ N be prime. Then rkp(M) =
rkp(M≡) = rkp(L
γ).
59
Proof. Let f : {0, 1}J≡ → {0, 1}J be defined such that for all ~b ∈ 0, 1J≡, f(~b)(j, ~y) := ~b(j, [~y])
for all (j, ~y) ∈ J . We have that f is injective as, for ~b1,~b2 ∈ {0, 1}
J≡, if f(~b1) = f(~b2) then
~b1(j, [~y]) = f(~b1)(j, ~y) = f(~b2)(j, ~y) = ~b2(j, [~y]), for all (j, ~y) ∈ J . Also f is linear as, for
λ ∈ Fp and ~b1,~b2 ∈ {0, 1}
J≡, f(λ~b1)(j, ~y) = (λ~b1)(j, [~y]) = λ(~b1(j, [~y])) = λ(f(~b1)(j, ~y)), and
f(~b1 + ~b2)(j, ~y) = (~b1 + ~b2)(j, [~y]) = ~b1(j, [~y]) + ~b2(j, [~y]) = f(~b1)(j, ~y) + f(~b2)(j, ~y), for all
(j, ~y) ∈ J .
From the construction of M≡ that f maps row vectors in M≡ to row vectors in M . Let ~b
′
be a row vector inM . Then there exists~b ∈ {0, 1}J≡ defined by~b(j, [~y]) := ~b′(j, ~y) (Lemma 82
gives us that this function is well defined). It follows that f(~b) = ~b′, and so f is a surjective
mapping from the row vectors of M≡ to the row vectors of M .
It follows from the fact that f is an injective linear map and that f maps rows in M≡
to rows in M that if B is a maximal independent set of row vectors in M≡ then f(B) is an
independent set of row vectors in M . We now show that in this case f(B) is also maximal.
Suppose f(B) is not a maximal independent set of row vectors in M , then there exists a
row vector ~b′ in M such that ~b′ /∈ f(B) and f(B) ∪ {b′} is independent. But since f maps
rows in M≡ to rows in M surjectively, it follows that B ∪ {f
−1(b′)} must be an independent
set of rows in M≡. But since B is maximal, it follows that f
−1(b′) ∈ B and so b′ ∈ f(B),
a contradiction. We thus have that f(B) is a maximal independent set of rows in M and,
since f is injective, we have that rkp(M) = |f(B)| = |B| = rkp(M≡) = rkp(L
γ). (The final
equality follows from Theorem 83).
In the next subsection we encode the definition and evaluation of M for some gate g as a
formula of FPR. We use this formula, and the least fixed point operator, to define an FPR
formula that evaluates the entire circuit.
7.2 Translating to Formulas of FPR
We let C = (Cn)n∈N denote a fixed P-uniform family of transparent symmetric (Brk, ρ)-
circuits defining a q-ary query. Our aim in this subsection is to define an FPR-formula
Q such that for any ρ-structure A of size n, the q-ary query defined by Cn for the input
A is defined by Q when interpreted in A. For the rest of this section fix n ∈ N and
Cn := 〈G,Σ,Ω,Λ, L〉 ∈ C.
We have from the Immerman-Vardi theorem [12, 16] that any polynomial-time algorithm
can be converted into an equivalent FP[≤]-interpretation. Suppose φ′(~x1, . . . , ~xm) is an
FP[≤]-formula, where each ~xi is a t-tuple of variables for some t ∈ N. We can construct,
using a simple syntactic substitution, an equivalent FPC[∅]-formula φ(x1, . . . , xm) such that
all the variables that appear in φ are number variables and for any structure A of size n,
for each i ∈ [m], and ~ai ∈ [n]
t, 〈[n],≤〉 |= φ′[~a1, . . . ,~am] if, and only if, A |= φ[b1, . . . , bm],
where for each i ∈ [m], bi ∈ [n
t] is such that ~ai is the bith element of [n]
t. It follows that
if Φ′ is an FP[≤]-interpretation then there exists an equivalent FPC-interpretation Φ, with
Φ defining the same structure as Φ′ over the number universe. Moreover, if Φ′ is a t-width
interpretation then Φ evaluates to false for any assignment that maps any of its free variables
to values not in [nt]. We say that Φ has width t if Φ′ has width t.
Recall from Section 3 that Trk = {AND,OR,NAND,RANK,MAJ}. It follows from the
Immerman-Vardi theorem [12, 16], the P-uniformity of C, and Lemma 48, that there is an
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FPC-interpretation Φ := (φG, φΩ, (φs)s∈Trk∪ρ∪{0,1}, φrk, (φΛR)R∈ρ, φL) that, when interpreted
in a structure A of size n, defines a symmetric rank-circuit with unique labels equivalent to
Cn. We abuse notation and also refer to to this equivalent circuit as Cn, and let t be the
width of this interpretation. We now define the formulas in the interpretation Φ.
• φG(µ), when interpreted in A, defines a subset of [n
t], which we identify with G (the
set of gates in the circuit), and hence write G ⊆ [nt].
• φΩ(ν1, . . . , νq, µ) is defined such that A |= φΩ[a1, . . . , aq, g] if, and only if, (a1, . . . , aq) ∈
[n]q and Ω(a1, . . . , aq) = g.
• φs(µ) is defined for s ∈ Trk⊎ρ⊎{0, 1} such that A |= φs[g] if, and only if, g is an input
gate and Σ(g) = s or g is an internal gate and Σ maps g to a function associated with
the symbol s.
• φrk(µ, δ, ǫ) is defined such that A |= φrk[g, r, p] if, and only if, there exists a, b ∈ N such
that Σ(g) = RANKrp[a, b].
• For R ∈ ρ of arity r, φΛR(ν1, . . . , νr, µ) is defined such that A |= φΛR [a1, . . . , ar, g]
if, and only if, (a1, . . . , ar) ∈ [n]
r and g is a relational gate such that Σ(g) = R and
ΛR(g) = (a1, . . . , ar).
• φL(µ, ν, δ, ǫ) is defined such that A |= φL[g, h, i, j] if, and only if, g and h are gates and
L(g)(i, j) = h.
We should note that the interpretation Φ does not encode the circuit exactly as one
might expect. In particular, there is no formula in Φ corresponding to the function Σ in
Cn. Instead, we have included a family of formulas (φs)s∈Trk⊎ρ⊎{0,1}}, where each φs defines
the set of gates of type s, and the formula φrk, which defines the the set of rank gates with
a given characteristic and threshold. It is easy to see that, along with φL, these formulas
suffice to define Σ.
Let n0 and k be the constants in the statement of Lemma 44. Notice that for each
n ≤ n0, there are constantly many bijections from the universe of an ρ-structure A of size n
to [n]. As such there exists an FPC formula that evaluates Cn for any n ≤ n0 by explicitly
quantifying over all of these constantly many bijections, and then evaluating the circuit with
respect to each bijection. As such we need only consider the case where n > n0. In the rest
of this subsection we let A denote a ρ-structure of size n.
We should like to recursively construct EVg for each gate g in the circuit. However, while
we have from Lemma 44 that the canonical support of g has size at most k, it may not be
exactly equal to k. As such, if |sp(g)| = ℓ, we define
EVg = {(a1, . . . , ak) ∈ [n]
k : (a1, . . . , aℓ) ∈ EVg and i 6= j =⇒ ai 6= aj}.
In this subsection we use µ and ν to denote number variables that should be assigned
to gates and use ǫ and δ to denote variables that should be assigned to elements of the
universe of a gate. We use κ and π to denote other number variables. We use x, y, z, . . .
to denote vertex variables and U, V, . . . to denote relational variables. We use a, b, c, . . . to
denote elements of the vertex sort. When a vector of values or variables is used without
reference to size, it is taken to be a k-tuple.
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Let s ⊆ [n], X be a set, and f ∈ Xs. Then, as [n], and hence s, is an ordered set, we let
~s denote the |s|-tuple given by listing the elements of s in order. We let ~f denote a |s|-tuple
formed by applying f to s in order (i.e. ~f := f ◦ ~s).
We seek to define the relation V ⊆ [nt] × Uk in FPR such that V (g,~a) if, and only if,
~a ∈ EVg. We first construct an FPR-formulas that recursively defines EVg for a given g in
Cn. We recall that, for a given g in Cn, the recursive definition of EVg depends on the type
of the gate g. As such, we define for each possible type s a formula θs(µ, ~x) that defines EVg
for a given s-gate g. We then take a disjunction over these formulas and, by an application
of the fixed-point operator, define the FPR-formula θ(µ, ~x). We show that θ defines V .
As mentioned above, θ0, θ1, θAND, θOR, θNAND, θMAJ and (θR)R∈τ been defined by An-
derson and Dawar [1]. It remains for us to define an FPR formula θRANK(µ, ~x) such that, if
µ denotes a RANK-gate g and ~x denotes an assignment ~a to the support of g, θRANK(µ, ~x)
corresponds to the recursive construction of EVg presented in Section 7.1. We first construct
a formula ψM that defines the matrix M , as given in the previous subsection, for a given
gate and assignment to the support of that gate. We then define θRANK, which applies the
rank operator to the matrix defined by ψM . In order to define ψM and θRANK succinctly we
first define a number of useful FPC formulas.
We define the closed number terms m := (#x(x = x)) ∗ t and s := #x(x = x), denoting
the bound on the domain of Φ and the size of the structure over which we are working. We
define two formulas that define the set of elements of the first and second sort of the universe
of a gate g (i.e. the set of row and column indexes).
row(µ, δ) :=∃ν, ǫ ≤ m (ΦL(µ, δ, ǫ, ν))
col(µ, ǫ) :=∃ν, δ ≤ m (ΦL(µ, ν, δ, ǫ))
From Lemma 56, and invoking the Immerman-Vardi theorem, there exists an FPC-formula
orb(µ, δ, ǫ) such that A |= orb[g, i, i′] if, and only if, i and i′ are in the universe of g and
i ∈ Orb(i′). The following formula allows us to define the minimal element of this orbit
min-orb(µ, δ) := ∀ǫ ≤ m (orb(µ, δ, ǫ) =⇒ δ ≤ ǫ).
From [1] there is an FPC-formula supp such that A |= supp[g, u] if, and only if, A |=
φG[g] and u is in sp(g). In [1] this formula is used to inductively define a set of formulas
suppi for each i ∈ N such that A |= suppi[g, u] if, and only if, u is the ith element of sp(g).
Similarly, we can define suppr such that A |= suppr[g, a, u] if, and only if, A |= φG[g] ∧
row[g, a] and u is in sp(a), and suppc such that A |= suppc[g, a, u] if, and only if, A |=
φG[g] ∧ col[g, a] and u is in sp(u). Similarly, can define the formulas supp
r
i and supp
c
i .
From [1] we have an FPC formula agree(µ, ν, ~x, ~y) such that A |= agree[g, h,~a,~b] if,
and only if, ~a ~sp(g) is compatible with ~b~sp(h).
A similar argument allows us to define agreeL(µ, δ, ~x, ~z) (where ~z is a tuple of size 2k)
such that A |= agreeL[g, i,~a, ~r] if, and only if, ~a ~sp(g) and ~r ~sp(i) are compatible.
It can be shown that given a number n, a gate g in Cn and two pairs (i, ~x) ∈ I and
(j, ~y) ∈ J the function ~c in Lemma 73 can be computed in time polynomial in n. Thus,
from the Immerman-Vardi Theorem, it can be defined by a number term. Thus we assert
that there exists an FPC formula move(µ, δ, ǫ, ~x, ~y, ~z, ~w) (where ~y and ~z are 2k-tuples)
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such that A |= move[g, i, j,~a,~b, ~d] if, and only if, A |= φG[g] ∧ rowg[g, i] ∧ col[g, j] and
A |= agreeL[g, i,~a,~b] ∧ agreeL[g, j,~a, ~d] and ~d ~sp(j) = ~c, where ~c is the vector given in
Lemma 73 defined from the pairs (i,~a ~sp(i)) and (j,~b~sp(j)).
It is possible to define a polynomial-time algorithm that takes in a gate g and j, j′ ∈
unv(g) and ~c, a 2k-tuple with values in [n], constructs a permutation σ ∈ Stab(sp(g)) such
that σ(~sp(j)) := ~c and checks, using Lemma 53, if σj = j′.
It follows from the Immerman-Vardi theorem that there is an FPC formulamap(µ, δ1, δ2, ~z)
(where ~z is a 2k-tuple) such that A |= map[g, j, j′,~c] if, and only if, A |= φG[g] ∧ col[g, j] ∧
col[g, j′] and such that there exists σ ∈ Stab(sp(g)) where σ(~sp(j)) = ~c and σj = j′.
We now define an FPC-formula merge such that A |= merge[g, h,~a,~b, ~r,~c] if, and only
if, (i) g and h are gates such that h ∈ Hg, (ii) ~a and ~b are k-tuples in [n] and ~r and ~c are
2k-tuples in [n], and (iii) ~a ~sp(h), ~b~sp(h), ~r ~sp(i), and ~c ~sp(j) (where i := row(h) and j := col(j))
are all compatible with one another. We note that ~w1 and ~w2 are 2k-tuples of variables. Let
merge(µ, ν, ~x, ~y, ~w1, ~w2) :=∃δ, ǫ ≤ m (φL(µ, ν, δ, ǫ)
∧ agreeL(µ, ν, δ, ~x, ~y, ~w1)∧
agreeL(µ, ν, ǫ, ~x, ~y, ~w2)).
We are almost ready to define the matrix M from the previous subsection. We break this
up into two formulas. The first is used to to check if an index is in the domain of the matrix
and the second defines M for a given index. We note that ~y and ~z are 2k-tuples in the below
formulas and let domφL(µ, δ, ǫ) := ∃ν ≤ mφL(µ, ν, δ, ǫ). Let
check-dom(µ, ~x, δ, ~y, ǫ, ~z) :=domφL(µ, δ, ǫ) ∧ min-orb(µ, δ) ∧min-orb(µ, ǫ)
∧ agreeL(µ, δ, ~x, ~y) ∧ agreeL(µ, ǫ, ~x, ~z),
and
find-eval(µ, ~x, δ, ~y, ǫ, ~z) :=∃~s ≤ s (move(µ, δ, ǫ, ~x, ~y, ~z, ~s)
∧ (∃ǫ′ ≤ m (mapc(µ, ǫ, ǫ′, ~s) ∧ (∃ν ≤ m (φL(µ, δ, ǫ
′, ν)
∧ (∃~m ≤ s (merge(µ, ν, ~x, ~m, ~y, ~z) ∧ V (ν, ~m)))))))).
We are now ready to define the formula that defines the matrix M for a given gate and
assignment to the support of g. Let
ψM(µ, ~x, δ, ~x, ǫ, ~y) := check-dom(µ, ~x, δ, ~y, ǫ, ~z) ∧ find-eval(µ, ~x, δ, ~y, ǫ, ~z).
We now define the formula that evaluates the RANK-gate g. Let
θRANK(µ, ~x) :=
∧
1≤i<j≤k
xi 6= xj ∧ (∃π, κ ≤ m (φrk(µ, π, κ)
∧ [rk(~yδ ≤ m, ~zǫ ≤ m, π ≤ m).ψM ] ≤ κ))).
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It follows from Lemma 84 that, given an appropriate assignment to the second-order
variables implementing the recursion, θRANK[g,~a] if, and only if, ~a ∈ EVg. We now define
θ(µ, ~x), the formula that defines the relation V . Let
θ(µ, ~x) := [ifpV,ν~y
∨
s∈S⊎τ⊎{0,1}
(φs(µ) ∧ θs(ν, ~y))](µ, ~x).
The following FPR formula defines the q-ary query computed by the circuit family C [1].
Let
Q(z1, . . . zq) :=∃~x∃µ, ν1, . . . νqη1, . . . , νk ≤ m[θ(µ, ~x) ∧ φΩ(ν1, . . . νq, µ)∧∧
1≤i≤k
suppi(µ, ηi) ∧ ∀η(¬suppi(µ, η))∧
∧
1≤i≤k
∧
1≤j≤q
(suppi(µ, ηi) ∧ (xi = zj) =⇒ νj = ηi)∧
∧
1≤j≤q
∨
1≤i≤k
(xi = zj ∧ suppi(µ, ηi))].
This completes the proof of our main theorem.
8 Concluding Discussion
FPR is one of the most expressive logics we know that is still contained in P and understand-
ing its expressive power is an important question. The main result of this paper establishes
an equivalence between the expressive power of FPR and the computational power of uni-
form families of transparent symmetric rank-circuits. Not only does this result establish
an interesting characterisation of an important logic, but it also deepens our understanding
of the connection between logic and circuit complexity in general and casts new light on
foundational aspects of the circuit model.
The circuit characterisation also helps emphasise certain important aspects of the logic.
Given that P-uniform families of invariant circuits (without the restriction to symmetry)
express all properties on P, we can understand the inability of FPC (and, conjecturally,
FPR) to express all such properties as essentially down to symmetry. As with other (ma-
chine) models of computation, the translation to circuits exposes the inherent combinatorial
structure of an algorithm. In the case of logics, we find that a key property of this structure
is its symmetry and the translation to circuits provides us with the tools to study it.
Still, the most significant contribution of this paper is not in the main result but in the
techniques that are developed to establish it, and we highlight some of these now. The
conclusion of [1] says that the support theorem is “largely agnostic to the particular [. . . ]
basis”, suggesting that it could be easily adapted to include other gates. This turns out
to have been a misjudgment. Attempting to prove the support theorem for a basis that
includes rank threshold gates showed us the extent to which both the proof of the theorem
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and, more broadly, the definitions of circuit classes, rest heavily on the assumption that all
functions computed by gates are symmetric. Thus, in order to define what the “symmetry”
condition might mean for circuits that include rank threshold gates, we radically generalise
the circuit framework to allow for gates that take structured inputs (rather than sets of
0s and 1s) and are invariant under isomorphisms. This leads to a refined notion of circuit
automorphism, which allows us to formulate a notion of symmetry and prove a version of
the support theorem. Again, in that proof, substantial new methods are required.
While the new framework allows us to reproduce some results such as the support the-
orem, something is lost in the generalisation. When our basis contains only symmetric
functions, important properties of a circuit, including the symmetry of the circuit itself, are
easily decidable. In the new framework, checking circuit automorphism requires checking
isomorphism of structured inputs to gates and codes hard problems. For this reason, we
imposed a further restriction to the circuits in the form of transparency. But, it should
be clear that this is a restriction only in the broader framework. All symmetric circuits
with only symmetric gates are transparent. Thus, transparent, symmetric circuits are still a
generalisation of those considered in [1].
The condition of transparency makes the translation of uniform circuit families into
formulas of logic (which is the difficult direction of our characterisation) possible, but it
complicates the other direction. Indeed, the natural translation of formulas of FPR into uni-
form circuit families yields circuits which are symmetric, but not transparent. This problem
is addressed by introducing gadgets in the translation—which for ease of exposition, we did
in formulas of FO+rk which are then translated into circuits in the natural way. Thus, the
restriction to transparent circuits is sufficient to get both directions of the characterisation.
Moreover, we argue that something like it is necessary in order to avoid having to solve hard
isomorphism problems in the translation.
In short, we can represent the proof of our characterisation through the three equivalences
in this triangle.
FPR
Uniform families of bounded-
width FO+rk formulas
Uniform families of transparent
symmetric rank-circuits
This highlights another interesting aspect of our result. The first translation, of FPR to
uniform families of FO+rk formulas was given in [5] and used there to establish arity lower
bounds. However, this was for a weaker version of the rank logic rather than the strictly
more expressive one defined by Gra¨del and Pakusa [9]. The fact that we can complete the
cycle of equivalences with the more powerful logic demonstrates that the definition of Gra¨del
and Pakusa is the “right” formulation of FPR.
Future Work
There are many directions of work suggested by the methods and results developed in this
paper. First of all, there is the question of transparency. We introduce it as a technical
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device that enables our characterisation to go through. Could it be dispensed with? Or
are P-uniform families of transparent symmetric rank-circuits strictly weaker than families
without the restriction of transparency? Of course a positive answer to the latter question
would require separating FPR from P.
The framework we have developed for working with circuits with structured inputs is
very general and not specific to rank gates. Indeed, the first use we make of linear algebra is
in the proof of Lemma 84. It would be interesting to apply this framework to other logics.
It appears to be as general a way of extending the power of circuits as Lindstro¨m quantifiers
are in the context of logic. We would like to develop this link further, perhaps for specific
quantifiers such as FP extended by an operator that expresses the solubility of systems of
equations over rings as in [4]
At the moment, we have little by way of methods for proving inexpressibility results
for FPR, whether we look at it as a logic or in the circuit model. The logical formulation
lays emphasis on some parameters (the number of variables, the arity of the operators, etc.)
which we can treat as resources against which to prove lower bounds. On the other hand,
the circuit model brings to the fore other, more combinatorial, parameters. One such is
the fan-in of gates and a promising and novel approach is to try and prove lower bounds
for symmetric circuits with gates with bounded fan-in. We might ask if it is possible to
compute AND[3] using a symmetric circuit with gates that have fan-in two. Perhaps we
could also combine the circuit view with lower-bound methods from logic, such as pebble
games. Dawar [3] has shownn how the bijection games of Hella [11] can be used directly to
prove lower bounds for symmetric without reference to the logic. We also have pebble games
for FPR [6], and it would be interesting to know if we can use these on circuits and how the
combinatorial parameters of the circuit interact with the game.
Finally, we note that some of the interesting directions on the interplay between logic and
symmetric circuits raised in [1] remain relevant. Can we relax the symmetry condition to
something in between requiring invariance of the circuit under the full symmetric group (the
case of symmetric circuits) and requiring no invariance condition at all? Can such restricted
symmetries give rise to interesting logics in between FPR and P? It also remains a challenge
to find a circuit characterisation of CPTC. Could the general framework for non-symmetric
gates we have developed here help in this respect?
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