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When asked how the brain works,
most neuroscientists would
respond that the brain is a large,
web-like structure in which
neurons gather information from
other neurons, make a decision to
discharge or not, and then pass
this information onto other cells;
magically, somehow, through this
large interaction of neuronal
elements, information is
extracted, decisions are made,
and responses are executed.
Activity is imagined to flow
through the neural net with the
spatiotemporal path determining
the outcome of the particular
computation, be it a thought,
perception, feeling or action.
Although this is certainly true at
some level within the nervous
system, there are several
complicating factors. One of these
is the presence of spontaneous,
or persistent, activity that can
rapidly flip between stable states.
Neurons and neuronal networks
generate spontaneous activity,
even after isolation from external
inputs, such as when a cell or a
network is placed in vitro [1–3].
Far from being random noise, this
spontaneous activity provides the
context under which the brain
operates. It determines which
cells are responsive, and just how
responsive they are. Just as
context dramatically influences
perception — for example,
bumping into your bank teller at
the grocery store can be a surreal
experience — the background
‘context’ of the brain, which is
largely represented by the state
of ongoing activity, provides a
strong modulating influence on
exactly how information is
processed and interpreted [4].
The questions then arise: how is
this spontaneous activity
generated? How does it influence
neuronal responsiveness? And
how does it rapidly undergo state
changes?
Two leading models of on-going
activity generation have been put
forward: one is based on
reverberation within recurrent
neuronal networks, and the other
on maintained depolarization
through ionic currents intrinsic to
the persistently discharging
neuron [5,6]. The evidence in favor
of recurrent networks being
largely responsible for the
generation of on-going or
persistent activity in the waking
brain is extensive — neurons are
massively interconnected with
tens of thousands of inputs and
outputs, many of which are
themselves spontaneously active,
and intracellular recordings in
cortical neurons, for example,
confirm the presence of a large,
ongoing synaptic barrage that
maintains a depolarized state [3].
Nearly all of the evidence for the
generation of tonic activity through
intrinsic ionic mechanisms has
been obtained in vitro, typically
under conditions whose relevance
to the natural, waking state is
questionable (the persistent
intrinsic activity only occurs in
slices that are bathed in drugs of
various sorts) [6]. A clear example
of persistent activity generated in
vivo through intrinsic mechanisms,
and the ability to modulate this
persistent activity with afferent
inputs, has been largely lacking.
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Neuronal Networks: Flip-Flops in
the Brain
Neuronal activity can rapidly flip-flop between stable states. Although
these semi-stable states can be generated through interactions of
neuronal networks, it is now known that they can also occur in vivo
through intrinsic ionic currents.
A recent paper by Loewenstein et
al. [7] changes this situation.
Purkinje cells, the output
neurons of the cerebellar cortex,
discharge at high rates (20–100 Hz)
in awake, behaving animals. This
ongoing discharge provides a
background that is smoothly
increased or decreased in precise
relation to movement and behavior
[8]. Is this background discharge
generated through intrinsic
mechanisms or through synaptic
inputs? Purkinje cells receive two
main excitatory inputs: a massive
synaptic convergence of
approximately 100,000 inputs from
cerebellar granule cells, and a
massive, strong input from
typically one inferior olivary cell.
Interestingly, removal of these, and
all other, synaptic inputs does not
stop the maintained discharge of
Purkinje cells.
Detailed analyses revealed that
this ongoing discharge is
generated through persistent
currents, of which Na+ is the major
player [1,9]. Purkinje cells contain
biophysical adaptations that allow
them to fire steadily at high
frequencies. One of these is a very
short spike refractory period,
which results from a rapid
blocking of the Na+ pore —
thereby preventing channel
inactivation — by a segment of
the β4 subunit of the channel [10].
But this unusual mechanism
comes with an additional
consequence. As the blocking
particle removes itself from the
channel upon repolarization of the
membrane potential, the channel
conducts Na+ once again and, as
a population, this ‘resurgent’
current can generate a persistent
depolarization and high frequency
discharge [10].
Purkinje cells then can exhibit
two stable states: hyperpolarized
and quiescent, or depolarized and
tonically discharging, purely
through their intrinsic membrane
properties (Figure 1A).
Loewenstein et al. [7] have
demonstrated that these two
states can be observed in vivo
during anesthesia, and that
activation of climbing fibers can
trigger the transition between
states. Thus, Purkinje cells can
act as the neuronal equivalent of
an electronic ‘flip-flop’, with
climbing fibers signaling state
transitions. This suggests that if
one were able to look down upon
the flattened, large cortical sheet
of the cerebellum, one would see
Purkinje cells flashing on and off
during behavior, as if they were
the twinkling lights of a Christmas
tree. Such a scenario, however,
remains to be demonstrated, as
state transitions in Purkinje cells
following natural climbing fiber
activation have only been clearly
observed in non-behaving
preparations, such as in
anesthetized or immobilized
animals.
Neocortical pyramidal cells can
also generate bistable behavior,
although they do so through an
entirely different mechanism.
During slow wave sleep, under
anesthesia or even in the dish,
neurons of the neocortex
spontaneously, and in response to
afferent inputs, jump between a
quiescent ‘Down’ state and a
tonically active ‘Up’ state (Figure
1B). The transition to waking
results in what appears to be a
maintained ‘Up-like’ state [3].
These rapid transitions occur
through neuronal network
mechanisms. The neocortex, in
contrast to the cerebellar cortex,
is massively interconnected with
recurrent excitatory collaterals.
This feedback excitation results in
an explosive tendency for the
cortex to re-excite itself. But the
activation of feedback excitation
also results in an immediate and
strong response from local
inhibitory interneurons that control
and tune the activity generated.
The neocortex thus operates
through a precisely adjusted
balance between excitation and
inhibition in the local network [2].
Do Up and Down states occur
during waking behavior? Although
frank Up and Down states of sleep
and anesthesia have not been
clearly shown in the waking
neocortex, cells do exhibit rapid
state changes that exhibit strong
similarities. For example, cells in
parts of the cerebral cortex
associated with ‘working memory’
rapidly transit from a low firing
rate to a high firing rate when an
animal is asked to retain
information [11], or when the
animal’s ‘spot-light’ of attention is
moved to a new location [12]. At
the other end of the spectrum,
local dendritic branches of
cortical cells are also capable of
rapidly switching between semi-
stable states, such as through the
activation of voltage-dependent
Ca2+ currents or ‘NMDA-spikes’
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Figure 1. Examples of
bistable behavior in single
cells and local networks. 
(A) Presumed intradendritic
recording from a cerebellar
Purkinje cell in vivo. The
small spikes are somatic
Na+ action potentials. Note
the spontaneous transitions
between active and inactive
states associated with
large events in the den-
drites. (B) Intracellular
recording in a cortical
interneuron during state
transitions between Down
and Up states, initiated by
activation of afferent path-
ways. (C) Schematic of
attractor dynamics in a
bistable system. The active
state is maintained through
re-entrant excitation, either
from depolarizing currents
or recurrent excitatory
pathways, balanced with
inhibitory influences such
as hyperpolarizing currents
or recurrent inhibitory pathways. Transitions between states can be brought about
through the activation of intrinsic ionic currents or synaptic pathways. (A) adapted
from [7] and (B) from [2].
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[13,14], and a recent model of
memory is based upon multistable
states in synapses [15].
What could be the role of
neuronal flip-flops? In computers,
these devices are commonly used
for storage of a bit of information.
A similar role is possible in the
nervous system, though using an
entire cell or local network of cells
to store a simple piece of
information seems a waste. Multi-
stable states in cells and neural
networks may play other roles,
such as bringing cells or entire
networks ‘on-line’ in a behaviorally
appropriate manner. The
combination of synaptic, dendritic,
neuronal and network flip-flops
could provide a powerful range of
states to guide and influence
neuronal processing. Multiple
stable states in neurons and
networks can be used to perform
complicated calculations such as
integration and gain modulation in
a robust and stable manner [16].
These rapid modifications in
excitability and activity are useful
for keeping track of information
such as the positions of the eyes
or head, or for coupling the rapidly
changing sensory world to the
appropriate motor responses [17],
making decisions based upon
accumulated evidence [18], and
enhancing signal detection through
attentional mechanisms [19,20].
Computation in the brain is not
simply a matter of gathering
influences from synaptic inputs
and integrating these into a
decision to spike. Spontaneous
activity, generated both through
intrinsic and network mechanisms,
provides the context under which
content is interpreted. Without
context, all is lost.
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The traditional view of animal
evolution is one of gradually
increasing complexity. The
earliest-branching flatworms lack
the body cavity known as a
coelom, which is a characteristic
feature of the two traditional
groups of ‘higher’ animals:
deuterostomes, including
echinoderms and chordates, and
protostomes, such as annelids,
molluscs and arthropods.
Between these two extremes,
according to the traditional view,
lie the pseudoceolomate worms
such as the nematodes, the body
cavities of which lack the
refinements of a true coelom. This
hierarchical view was shaken in
the mid 1990s by a phylogenetic
study of small subunit ribosomal
(r)RNA genes  [1]. This work
elevated the acoelomate
flatworms to a close relationship
with the coelomate annelids and
molluscs, in a group called the
Lophotrochozoa, and
pseudocoelomate nematodes
moved close to the coelomate
arthropods, creating a group
called the Ecdysozoa. 
Opposing the ‘new animal
phylogeny’, as this new scheme
has been called [2], are several
analyses [3–5] of huge numbers of
genes — close to 800 in the most
recent [6] — sampled from the few
animals with completely
sequenced genomes: fruitfly,
nematode and various vertebrates.
These multigene analyses are
unanimous in grouping coelomate
arthropods and vertebrates to the
exclusion of the pseudocoelomate
Animal Phylogeny: Fatal Attraction
Phylogenetic analyses of hundreds of genes from model animals have
placed flies closer to vertebrates than to nematodes; recent work
suggests this may be due to an artefact known as long branch
attraction.
