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a b s t r a c t
We show that for any constant t ≥ 2, k-Independent Set and k-Dominating Set in t-track
interval graphs are W[1]-hard. This settles an open question recently raised by Fellows,
Hermelin, Rosamond, and Vialette. We also give an FPT algorithm for k-Clique in t-interval
graphs, parameterized by both k and t , with running time max{tO(k), 2O(k log k)} · poly(n),
where n is the number of vertices in the graph. This slightly improves the previous
FPT algorithm by Fellows, Hermelin, Rosamond, and Vialette. Finally, we use the W[1]-
hardness of k-Independent Set in t-track interval graphs to obtain the first parameterized
intractability result for a recent bioinformatics problem called Maximal Strip Recovery
(MSR). We show that MSR-d is W[1]-hard for any constant d ≥ 4 when the parameter is
either the total length of the strips, or the total number of adjacencies in the strips, or the
number of strips in the solution.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The intersection graph Ω(F ) of a family of sets F = {S1, . . . , Sn} is the graph with F as the vertex set and with two
different vertices Si and Sj adjacent if and only if Si ∩ Sj ≠ ∅. The family F is called a representation of the graphΩ(F ).
Let t be an integer at least two. A t-interval is the union of t disjoint intervals in the real line. A t-track interval is the union
of t disjoint intervals in t disjoint parallel lines called tracks, one interval on each track. A t-interval graph is the intersection
graph of a family of t-intervals. A t-track interval graph is the intersection graph of a family of t-track intervals. If all intervals
in the representation of a t-interval graph have unit lengths, then the graph is called a unit t-interval graph. Similarly for unit
t-track interval graphs. We refer to Figs. 1 and 2 for some examples.
As generalizations of the ubiquitous interval graphs, multiple-interval graphs such as t-interval graphs and t-track
interval graphs have wide applications, traditionally to scheduling and resource allocation [31,3,22,7], and more recently to
bioinformatics [28,2,1,33,10,24,8,23,26]. In particular, 2-interval graphs and 2-track interval graphs are natural models for
similar regions of DNA sequences [28,2,1], helices of RNA secondary structures [33,10,24], and syntenic blocks in genomic
maps [8,23,26].
Fellows et al. [15] recently initiated the study of the parameterized complexity of multiple-interval graph problems. In
general graphs, the four classical optimization problems k-Vertex Cover, k-Independent Set, k-Clique, and k-Dominating
Set, parameterized by the optimal solution size k, are exemplary problems in parameterized complexity theory [13]: it
is well-known that k-Vertex Cover is in FPT, k-Independent Set and k-Clique are W[1]-hard, and k-Dominating Set is
W[2]-hard. Since t-interval graphs are a special class of graphs, all FPT algorithms for k-Vertex Cover in general graphs
✩ Supported in part by NSF grant DBI-0743670. An extended abstract ([25]) of this paper appeared in the Proceedings of 21st Annual Symposium on
Combinatorial Pattern Matching (CPM 2010), pages 125–137.∗ Tel.: +1 435 797 0347.
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0304-3975/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2010.09.001
4254 M. Jiang / Theoretical Computer Science 411 (2010) 4253–4262
Fig. 1. A 2-interval representation of the complete bipartite graph K5,3 .
Fig. 2. A unit 2-track interval representation of the complete bipartite graph K4,3 .
immediately carry over to t-interval graphs. On the other hand, the parameterized complexity of k-Independent Set and k-
Clique in t-interval graphs is not at all obvious. Indeed, in general graphs, k-Independent Set and k-Clique are essentially the
same problem, but in t-interval graphs, they manifest different parameterized complexities. Fellows et al. [15] showed that
k-Independent Set in t-interval graphs is W[1]-hard for any constant t ≥ 2, then, in sharp contrast, gave an FPT algorithm
for k-Clique in t-interval graphs parameterized by both k and t . Similarly, the parameterized complexity of k-Dominating
Set in t-interval graphs is not obvious either. Fellows et al. [15] showed that k-Dominating Set in t-interval graphs is also
W[1]-hard for any constant t ≥ 2.
At the end of their paper, Fellows et al. [15] raised three open questions. First, are k-Independent Set and k-Dominating
Set in 2-track interval graphs W[1]-hard? Second, is k-Dominating Set in t-interval graphs W[2]-hard? Third, can the
parametric time-bound of their FPT algorithm for k-Clique in t-interval graphs be improved?
The t disjoint tracks for a t-track interval graph can be viewed as t disjoint ‘‘host’’ intervals in the real line for a t-interval
graph. Thus the class of t-track interval graphs is contained in the class of t-interval graphs. The containment is proper
because the complete bipartite graph, Kt2+t−1,t+1, is a t-interval graph but not a t-track interval graph [35]; see Fig. 1 for
K5,3 with t = 2. It is also known that for any t ≥ 1, t-interval graphs are a proper subclass of (t + 1)-interval graphs,
and unit t-interval (resp. unit t-track interval) graphs are a proper subclass of t-interval (resp. t-track interval) graphs; see
[32,20,21,16]. Fellows et al. [15] proved that k-Independent Set and k-Dominating Set in unit 2-interval graphs are both
W[1]-hard, hence k-Independent Set and k-Dominating Set in t-interval graphs are bothW[1]-hard for all t ≥ 2. The main
result of this paper is the following theorem that answers the first open question of Fellows et al. [15] and strengthens their
W[1]-hardness results to encompass even the most basic subclass of multiple-interval graphs:
Theorem 1. k-Independent Set and k-Dominating Set in unit 2-track interval graphs areW[1]-hard.
Given a graph G and a vertex-coloring κ : V (G) → {1, 2, . . . , k}, the problem k-Multicolored Clique is that of
deciding whether G has a clique of k vertices containing exactly one vertex of each color. Fellows et al. [15] proved that k-
Multicolored Clique is W[1]-complete, then proved that both k-Independent Set and k-Dominating Set in unit 2-interval
graphs are W[1]-hard by FPT reductions from k-Multicolored Clique. Our proof of Theorem 1 follows the same strategy.
We note that this k-Multicolored Clique technique [15] is quickly becoming a standard tool for FPT reductions;within only
a couple of years since its invention, at least seven papers have applied this technique successfully to other problems [4,5,
11,12,14,17,30]. We are unable to answer the second open question of Fellows et al. [15] on the possible W[2]-hardness of
k-Dominating Set in t-interval graphs, but believe that any new techniques developed for this problem would also have
far-reaching influence in parameterized complexity theory.
Let us move on to the third open question. Fellows et al. [15] presented an FPT algorithm for k-Clique in t-interval
graphs parameterized by both k and t . They estimated that the running time of their algorithm is tO(k log k) · poly(n), where n
is the number of vertices in the graph, and asked whether the parametric time-bound of tO(k log k) can be improved. Our next
theorem makes some small progress on this open question:
Theorem 2. For any constant c ≥ 3, there is an algorithm for k-Clique in t-interval graphs with running time O(tck) · O(nc) if
k ≤ 14 · n1−1/c , where n is the number of vertices in the graph. In particular, there is an FPT algorithm for k-Clique in t-interval
graphs with running timemax{tO(k), 2O(k log k)} · poly(n).
We remark that both the previous result [15] and our Theorem 1 on k-Independent Set and k-Dominating Set in
multiple-interval graphs assume that the multiple-interval representation of the graph is given as input. This is important
because it is NP-hard to recognize t-interval graphs and t-track interval graphs for any t ≥ 2 [35,21,27]. On the other hand,
both the previous result [15] and our Theorem 2 on k-Clique in multiple-interval graphs do not require input in multiple-
interval representation.
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Finally, we extend the W[1]-hardness results in Theorem 1 to a bioinformatics problem that is gaining popularity [36,9,
8,34,23,6,26]. In comparative genomics, the first step of sequence analysis is usually to decompose two or more genomes
into syntenic blocks that are segments of homologous chromosomes. For the reliable recovery of syntenic blocks, noise and
ambiguities in the genomic maps need to be removed first. Maximal Strip Recovery (MSR) is an optimization problem
proposed by Zheng et al. [36] for reliably recovering syntenic blocks from genomic maps in the midst of noise and
ambiguities.
We review some definitions. A genomic map is a sequence of gene markers. A gene marker appears in a genomic map in
either positive or negative orientation. Given d genomicmaps as signed sequences of genemarkers,Maximal Strip Recovery
(MSR-d) is the problem of finding d subsequences, one subsequence of each genomic map, such that the total length ℓ of
the maximal strips in these subsequences is maximized. Here a strip is a string of at least two markers such that, either the
string itself, or its signed reversal, appears contiguously as a substring in each of the d subsequences in the solution.Without
loss of generality, we can assume that all markers appear in positive orientation in the first genomic map, as in [36,23].
For example, the two genomic maps (the markers in negative orientation are underlined)
1 2 3 4 5 6 7 8 9 10 11 12
8 5 7 6 4 1 3 2 12 11 10 9
have two subsequences
1 3 6 7 8 10 11 12
8 7 6 1 3 12 11 10
of the maximum total strip length 8. The strip ⟨1, 3⟩ is positive and forward in both subsequences; the other two strips
⟨6, 7, 8⟩ and ⟨10, 11, 12⟩ are positive and forward in the first subsequence, but are negative and backward in the second
subsequence. The four markers 2, 4, 5, 9 are deleted. Intuitively, the strips are syntenic blocks, and the deleted markers are
noise and ambiguities in the genomic maps.
A strip of length l ≥ 2 has exactly l − 1 adjacencies between consecutive markers. In general, m strips of total length l
have l−m adjacencies. Besides the total strip length, the total number of adjacencies in the strips is also a natural objective
function of MSR-d [8]. For both objective functions, it is known that MSR-d is APX-hard for any d ≥ 2 [23] and, moreover,
is NP-hard to approximate withinΩ(d/ log d) [26]. On the other hand, for any constant d ≥ 2, MSR-d admits a polynomial-
time 2d-approximation [8,26]. Our following theorem gives the first parameterized intractability result for MSR-d:
Theorem 3. MSR-d for any constant d ≥ 4 isW[1]-hard when the parameter is either the total length of the strips, or the total
number of adjacencies in the strips, or the number of strips. This holds even if all gene markers are distinct and appear in positive
orientation in each genomic map.
2. k-independent set
In this sectionwe show that k-Independent Set in unit 2-track interval graphs isW[1]-hard.We first review the previous
FPT reduction from k-Multicolored Clique in general graphs to k-Independent Set in unit 2-interval graphs [15], then show
how tomodify it into an FPT reduction from k-Multicolored Clique in general graphs to k-Independent Set in unit 2-track
interval graphs.
The previous reduction. Let (G, κ, k) be an instance of k-Multicolored Clique. The construction consists of k+k2 groups
of unit intervals occupying disjoint regions of the real line. Among the k + k2 groups, k groups are vertex gadgets, one for
each color, and
k
2

groups are edge gadgets, one for each pair of distinct colors. The vertex gadgets and the edge gadgets are
then linked together, according to the incidence relationship between the vertices and the edges, by the validation gadget.
Each vertex gadget selects a vertex of a particular color. Each edge gadget selects an edge of a particular pair of colors. The
validation gadget ensures the consistency of the selections.
Vertex selection: For each color i, 1 ≤ i ≤ k, let Vi be the set of vertices with color i. The vertex gadget for the color i consists
of a group of intervals that can viewed as a table1 with |Vi| rows and k + 1 columns. Each row of the table corresponds to
a distinct vertex u ∈ Vi: the first interval and the last interval together form a vertex 2-interval ui; the other intervals, each
associated with a distinct color j ∈ {1, . . . , k}\ {c} and denoted by ui∗j, and are used for validation. The intervals in the table
are arranged in a parallelogram formation with slanted columns: the intervals in each row are disjoint; the intervals in each
column intersect at a common point; the intervals in lower rows have larger horizontal offsets such that each interval also
intersects all intervals in higher rows in the next column.
Edge selection: For each pair of distinct colors i and j, 1 ≤ i < j ≤ k, let Eij be the set of edges uv such that u has color i
and v has color j. The edge gadget for the pair of colors ij consists of a group of intervals that can viewed as a table with |Eij|
rows and 4 columns. Each row of the table corresponds to a distinct edge uv ∈ Eij: the first interval and the fourth interval
1 The table is of course only a visualization device; in reality the intervals in all rows of the table are in the same line.
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Fig. 3. Construction for k-Independent Set. On the left is a vertex gadget. On the right is an edge gadget. The vertex 2-interval ui selects the vertex u for
the color i. The edge 2-intervaluivj selects the edge uv for the pair of colors ij. The validation 2-interval validates the selections.
together form an edge 2-intervaluivj; the second and the third intervals, denoted by uivj and vjui, respectively, are used for
validation. Again the intervals in the table are arranged in a parallelogram formation.
Validation: For each edge uv such that u has color i and v has color j, the validation gadget includes two validation 2-intervals←−uivj and−→uivj: the 2-interval←−uivj consists of the interval uivj and the interval ui∗j; the 2-interval−→uivj consists of the interval
vjui and the interval vj∗i. Note that each validation 2-interval consists of an interval from an edge gadget and an interval
from a vertex gadget.
In summary, the following family F of 2-intervals are constructed:
F = ui | u ∈ Vi, 1 ≤ i ≤ k ∪ uivj,←−uivj,−→uivj | uv ∈ Eij, 1 ≤ i < j ≤ k.
Refer to Fig. 3 for an example. Now set the parameter k′ = k+ 3k2. It remains to show that G has a k-multicolored clique if
and only if F has a k′-independent set.
For the direct implication, it is easy to verify that if K ⊆ V (G) is a k-multicolored clique, then the following subset of
2-intervals is a k′-independent set in F :ui | u ∈ K , i = κ(u) ∪ uivj,←−uivj,−→uivj | u, v ∈ K , i = κ(u), j = κ(v).
For the reverse implication, suppose that I is a k′-independent set inF . By construction, I can include atmost one vertex
2-interval for each color, and at most one edge 2-interval plus at most two validation 2-intervals for each pair of distinct
colors. Since k′ = k+ 3k2, Imust include exactly one vertex 2-interval for each color, and exactly one edge 2-interval plus
two validation 2-intervals for each pair of distinct colors. It follows that the 2
k
2
 = (k− 1)k validation 2-intervals in I have
exactly two intervals in each edge gadget, and exactly k−1 intervals in each vertex gadget. Moreover, in each vertex gadget,
the intervals of the vertex 2-interval and the k − 1 validation 2-intervals in I must be in the same row. Similarly, in each
edge gadget, the intervals of the edge 2-interval and the two validation 2-intervals in I must be in the same row. Since all
intervals in the same row of a vertex gadget are associated with the same vertex, and all intervals in the same row of an
edge gadget are associated with the same edge, the vertex selection and the edge selection must be consistent. Thus the k
vertex 2-intervals in I corresponds to a k-multicolored clique in G.
This completes the review of the previous reduction. Before we present the new reduction, let us pause for a moment
and ponder why this reduction works. You may have noticed that the central idea behind the construction is essentially
a geometric packing argument. Consider each vertex 2-interval as a container of capacity k − 1, each edge 2-interval as a
container of capacity 2, and the validation 2-intervals as items to be packed. Then, in order to pack each container to its full
capacity, the items in each containermust be arranged in a regular pattern, that is, all intervals in each vertex or edge gadget
must be in the same row.
Thenew reduction. Wenowmodify the previous construction to transform each 2-interval into a 2-track interval.Move all
vertex gadgets to track 1, and move all edge gadgets to track 2. Then all validation 2-intervals are immediately transformed
into 2-track intervals. It remains to fix the vertex 2-intervals on track 1 and the edge 2-intervals on track 2.
We first fix the vertex 2-intervals on track 1. Consider the vertex gadget for the vertices Vi with color i. To fix the vertex
2-intervals in this gadget, we replace each 2-intervalui by two 2-track intervalsui left andui right as follows:
• On track 1, let the intervals ofui left andui right be the left and the right intervals, respectively, ofui.• On track 2, put the intervals of ui left and ui right for all u ∈ Vi in a separate region, and arrange them in a parallelogram
formation with |Vi| rows and 2 columns: ui left in the right column, ui right in the left column. As usual, the intervals are
disjoint in each row and are pairwise intersecting in each column, moreover the columns are slanted such that each
interval in the left column intersects all intervals in higher rows in the right column.
Refer to Fig. 4 for an illustration of the vertex 2-track intervals on the two tracks. In a similar way (with the roles of track 1
and track 2 reversed), we replace each edge 2-intervaluivj by two 2-track intervalsuivj left anduivj right. Then all 2-interval
are transformed into 2-track intervals. The following family F of 2-track intervals are constructed:
F = ui left,ui right | u ∈ Vi, 1 ≤ i ≤ k ∪ uivj left,uivj right,←−uivj,−→uivj | uv ∈ Eij, 1 ≤ i < j ≤ k.
Now set the parameter k′ = 2k + 4k2. It remains to show that G has a k-multicolored clique if and only if F has a k′-
independent set.
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Fig. 4. Transforming vertex 2-intervals into 2-track intervals in construction for k-Independent Set.
For the direct implication, it is easy to verify that if K ⊆ V (G) is a k-multicolored clique, then the following subset of
2-track intervals is a k′-independent set in F :ui left,ui right | u ∈ K , i = κ(u) ∪ uivj left,uivj right,←−uivj,−→uivj | u, v ∈ K , i = κ(u), j = κ(v).
For the reverse implication, suppose I is a k′-independent set in F . The same argument as before shows that I must
include exactly two vertex 2-track intervals for each color, and exactly two edge 2-track intervals plus two validation 2-
track intervals for each pair of distinct colors. Refer back to Fig. 4. Letui left andvi right be the two vertex 2-track intervals in
I for some color i. The intersection pattern of the vertex 2-track intervals for Vi on track 2 ensures that the row of u must
not be higher than the row of v. Without loss of generality, we can assume that they are in the same row, i.e. u = v, so
that the set of validation intervals in the middle columns on track 1 that are dominated by ui leftvi right is minimal (or, in
terms of geometric packing, this gives the container ui leftvi right the largest capacity on track 1). Thus we can assume that
the two vertex 2-track intervals for each color i form a pair ui leftui right for the same vertex u. Similarly, we can assume
that the two edge 2-track intervals for each pair of colors ij form a pairuivj leftuivj right for the same edge uv. Then the same
argument as before shows that the k pairs of vertex 2-track intervals in I corresponds to a k-multicolored clique in G.
We have proved that k-Independent Set in unit 2-track interval graphs is W[1]-hard.
3. k-dominating set
In this section we show that k-Dominating Set in unit 2-track interval graphs is W[1]-hard. We first review the previous
FPT reduction from k-Multicolored Clique in general graphs to k-Dominating Set in unit 2-interval graphs [15], then show
how to modify it into an FPT reduction from k-Multicolored Clique in general graphs to k-Dominating Set in unit 2-track
interval graphs.
The previous reduction. Let (G, κ, k) be an instance of k-Multicolored Clique. The reduction again constructs k vertex
gadgets, one for each color, and
k
2

edge gadgets, one for each pair of distinct colors. The vertex gadgets and the edge gadgets
are then linked together by the validation gadget.
Vertex selection: For each color i, 1 ≤ i ≤ k, let Vi be the set of vertices with color i. The vertex gadget for the color i includes
one interval ∗i for the color i and one interval ui for each vertex u ∈ Vi. The interval ∗i is combined with each interval ui to
form a vertex 2-interval ui. The vertex gadget for Vi also includes two disjoint dummy 2-intervals that contain the left and
the right endpoints, respectively, of the interval ∗i.
Edge selection: For each pair of distinct colors i and j, 1 ≤ i < j ≤ k, let Eij be the set of edges uv such that u has color i and
v has color j. The edge gadget for the pair of colors ij includes a group of intervals that can viewed as a table with |Eij| rows
and 3 columns. Each row of the table corresponds to a distinct edge uv ∈ Eij: the left interval and the right interval together
form an edge 2-intervaluivj; the middle interval, denoted by uivj, is used for validation. Again the intervals in the table are
arranged in a parallelogram formation. The edge gadget for Eij also includes two disjoint dummy 2-intervals that intersect
the left intervals and the right intervals, respectively, of all edge 2-intervalsuivj.
Validation: For each edge uv such that u has color i and v has color j, the validation gadget includes two validation 2-intervals←−uivj and−→uivj: the 2-interval←−uivj consists of the interval uivj and the interval ui; the 2-interval−→uivj consists of the interval uivj
and the interval vj.
In summary, the following family F of 2-intervals are constructed:
F = ui | u ∈ Vi, 1 ≤ i ≤ k ∪ uivj,←−uivj,−→uivj | uv ∈ Eij, 1 ≤ i < j ≤ k ∪ DUMMIES,
where DUMMIES is the set of 2k+ 2k2 dummy 2-intervals, two in each vertex or edge gadget. Refer to Fig. 5 for an example.
Now set the parameter k′ = k+k2. It remains to show thatG has a k-multicolored clique if and only ifF has a k′-dominating
set.
For the direct implication, it is easy to verify that if K ⊆ V (G) is a k-multicolored clique, then the following subset of
2-intervals is a k′-dominating set in F :ui | u ∈ K , i = κ(u) ∪ uivj | u, v ∈ K , i = κ(u), j = κ(v).
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Fig. 5. Construction for k-Dominating Set. On the left is a vertex gadget. On the right is an edge gadget. The vertex 2-intervalui selects the vertex u for the
color i. The edge 2-intervaluivj selects the edge uv for the pair of colors ij. The validation 2-interval validates the selections.
Fig. 6. Transforming edge 2-intervals into 2-track intervals in construction for k-Dominating Set.
For the reverse implication, suppose that I is a k′-dominating set inF . Because every dummy 2-interval can be replaced
by an adjacent vertex or edge 2-interval in a dominating set, we can assume, without loss of generality, that I does not
include any dummy 2-intervals. Then, to dominate the dummy 2-intervals,2 I must include at least one vertex 2-interval
for each color, and at least one edge 2-interval for each pair of distinct colors. Since k′ = k + k2, I must include exactly
one vertex 2-interval for each color, and exactly one edge 2-interval for each pair of distinct colors. It follows that for each
pair of distinct colors ij, the two validation 2-intervals ←−uivj and −→uivj must be dominated by the two vertex 2-intervals ui
and vj, respectively. Therefore the vertex selection and the edge selection are consistent, and the k vertex 2-intervals in I
correspond to a k-multicolored clique in G.
The new reduction. We now modify the previous construction to transform each 2-interval into a 2-track interval. To
transform the vertex 2-intervals into 2-track intervals, move the intervals ui to track 1, and move the intervals ∗i to track 2.
Then, to transform the validation 2-intervals into 2-track intervals, move all edge gadgets to track 2. The dummy 2-intervals
can be fixed accordingly. It remains to fix the edge 2-intervals now on track 2.
Consider the edge gadget for the edges Eij with colors ij. To fix the edge 2-intervals in this gadget, we replace each 2-
intervaluivj by two 2-track intervalsuivj left anduivj right as follows:
• On track 2, let the intervals ofuivj left anduivj right be the left and the right intervals, respectively, ofuivj.
• On track 1, put the intervals ofuivj left anduivj right for all uv ∈ Eij in a separate region, then arrange them, together with
|Eij| additional dummy intervals, in a parallelogram formation with |Eij| rows and 3 columns: ui left in the right column,ui right in the left column, and dummies in the middle column. As usual, the intervals are pairwise intersecting in each
column, and the columns are slanted. But in each row the three intervals are not all disjoint: the left interval and the
middle interval slightly overlap, and are both disjoint from the right interval. Now each interval in the right column
intersects all intervals in lower rows in the middle column, and each interval in the left column intersects all intervals
in the same or higher rows in the middle column. Finally, each of the |Eij| dummy intervals in the middle column is
combined with an isolated dummy interval on track 2 to form a dummy 2-track interval.
Refer to Fig. 6 for an illustration of the edge 2-track intervals on the two tracks. The following familyF of 2-track intervals
are constructed:
F = ui | u ∈ Vi, 1 ≤ i ≤ k ∪ uivj left,uivj right,←−uivj,−→uivj | uv ∈ Eij, 1 ≤ i < j ≤ k ∪ DUMMIES,
where DUMMIES is the set of 2k+ 2k2+ |E(G)| dummy 2-track intervals, two in each vertex or edge gadget as before, and
one more for each edge (recall the middle column of each edge gadget on track 1). Now set the parameter k′ = k+ 2k2. It
remains to show that G has a k-multicolored clique if and only if F has a k′-dominating set.
2 We remark that the construction can be simplified by including only one dummy 2-interval for each vertex or edge gadget. Nevertheless we keep two
dummy 2-intervals for each gadget in this presentation, partly for truthfulness to the original reduction, and partly for convenience in our new reduction
(when we split each edge 2-interval into two 2-track intervals later, we don’t have to add new dummies).
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For the direct implication, it is easy to verify that if K ⊆ V (G) is a k-multicolored clique, then the following subset of
2-track intervals is a k′-dominating set in F :ui | u ∈ K , i = κ(u) ∪ uivj left,uivj right | u, v ∈ K , i = κ(u), j = κ(v).
For the reverse implication, suppose that I is a k′-dominating set in F . Note that any one of the (original) two dummy
2-track intervals in each vertex or edge gadget can be replaced by an adjacent vertex or edge 2-interval in a dominating set.
Thus we can assume, without loss of generality, that I includes none of these 2k+ 2k2 dummies. Then, to dominate these
dummies, Imust include at least one vertex 2-track interval for each color, and at least two edge 2-track intervals for each
pair of distinct colors. Since k′ = k + 2k2, I must include exactly one vertex 2-track interval for each color, and exactly
two edge 2-track intervals for each pair of distinct colors. Refer back to Fig. 6. Letuivj left and xiyj right be the two edge 2-track
intervals in I for some pair of colors ij. The intersection pattern of the edge 2-track intervals for Eij on track 1 ensures that,
in order to dominate all the (new) dummies in the middle column, the row of xy must not be higher than the row of uv.
Without loss of generality, we can assume that they are in the same row, i.e. uv = xy, so that the set of validation intervals
in the middle column on track 2 that are dominated byuivj left xiyj right is maximal. Thus the two edge 2-track intervals for
each pair of colors ij form a pairuivj leftuivj right for the same edge uv. Then the same argument as before shows that the k
vertex 2-track intervals in I corresponds to a k-multicolored clique in G.
We have proved that k-Dominating Set in unit 2-track interval graphs is W[1]-hard. This completes the proof of
Theorem 1.
4. k-clique
In this section we prove Theorem 2. Fellows et al. [15] presented the following algorithm Clique(G, k) that decides
whether a given t-interval graph G has a k-clique:
Clique(G, k):
1. If |V (G)| < k, then return NO.
2. Let v be a vertex of minimum degree in G.
3. If deg(v) ≥ 2tk, then return YES.
4. If v is in a k-clique of G, then return YES.
5. Return Clique(G− v, k).
The crucial step of this algorithm, step 3, is justified by a structural lemma [15, Lemma 2]: ‘‘if G is a t-interval graph with
no k-cliques then G has a vertex of degree less than 2tk’’. Step 4 can be implemented in O

k2 · 2tkk  time by brute force; all
other steps have running time polynomial in n. Since the total number of recursive calls, in step 5, is at most n, the overall
time complexity of the algorithm is O

k2 · 2tkk  · poly(n). Fellows et al. [15] estimated that
O

k2 ·

2tk
k

= tO(k log k), (1)
and asked whether this parametric time-bound can be improved.
Fellows et al. [15] suggested that ‘‘a possible good place to start is to consider the problem for constant values of t , and
to attempt to obtain a parametric time-bound of 2O(k)’’. This suggestion is little misleading because for constant values of t ,
the algorithm Clique(G, k) already attains a parametric time-bound of 2O(k). Note that
2tk
k
 ≤ 22tk. Thus if t = O(1) then
O

k2 ·

2tk
k

= O(22 log k · 22tk) = 2O(k).
Anyway, can we improve the parametric time-bound of tO(k log k)? We next describe such an FPT algorithm. Our FPT
algorithm has two components. The first component is the following algorithm Clique*(G, k) slightly modified from
Clique(G, k):
Clique*(G, k):
1. If |V (G)| < k, then return NO.
2. Let v be a vertex of minimum degree in G.
3. If deg(v) ≥ 2tk, then return YES.
4. If Clique*(neighbors(v), k− 1) returns YES, then return YES.
5. Return Clique*(G− v, k).
Note that Clique*(G, k) is identical to Clique(G, k) except step 4. We have the following lemma:
Lemma 1. For any constant c ≥ 3, if k ≤ 14 · n1−1/c , then the running time of Clique*(G, k) is O(tck) · O(nc).
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Proof. For a graph G of n vertices, each recursive call of Clique*(G, k) can be easily implemented in O(n2) time. Let c be
a constant at least 3, and suppose that k ≤ 14 · n1−1/c . We claim that the overall running time of Clique*(G, k) is at most
f (k) · g(n), where f (k) = O(tck) and g(n) = O(nc).
The proof is by induction on k and n. The claim obviously holds for the base case that k = 1 or n < c . For k ≥ 2 and
n ≥ c , observe that the following recurrence on the time bound f (k) · g(n) captures the recursive behavior of the algorithm
Clique*(G, k):
f (k) · g(n) ≤ f (k− 1) · g(2tk)+ f (k) · g(n− 1)+ O(n2).
Since n ≥ c , we have
(n− 1)c = nc(1− 1/n)c ≤ nc(1+ 1/n)−c ≤ nc(1+ c/n)−1 ≤ nc(1− (c/2)/n),
where the second inequality follows from the Bernoulli inequality. Then, for c ≥ 3 and k ≤ 14 · n1−1/c , we have
tc(k−1) · (2tk)c + tck · (n− 1)c + n2 = tck((2k)c + (n− 1)c)+ n2
≤ tck((2k)c + (n− 1)c + nc−1)
≤ tck(2−cnc−1 + nc(1− (c/2)/n)+ nc−1)
≤ tck(nc + (2−c − c/2+ 1)nc−1)
≤ tck · nc .
This proves the claim. 
The second component of our FPT algorithm is the obvious brute-force algorithm that enumerates and checks all k-
subsets of vertices for k-cliques. We have following lemma:
Lemma 2. For any constant c ≥ 3, if k > 14 · n1−1/c , then the running time of the brute-force algorithm is 2O(k log k).
Proof. The running time of the brute-force algorithm is clearly O

k2 · nk. If k > 14 · n1−1/c , then n < (4k) cc−1 . It follows
that
O

k2 ·

n
k

= O(k2nk) = 2O(k log k). 
Finally, for any constant c ≥ 3, by choosing the algorithm Clique*(G, k)when k ≤ 14 ·n1−1/c , and choosing the brute-force
algorithm when k > 14 · n1−1/c , we obtain an FPT algorithm with a parametric time-bound of
max{tO(k), 2O(k log k)}. (2)
This completes the proof of Theorem 2.
Compare our bound (2) with the previous bound (1). It appears that we have obtained an improvement,3 but
asymptotically this improvement is negligible. Check that the estimate in (1) is not tight:
O

k2 ·

2tk
k

= O(k2(2tk)k) = tO(k)2O(k log k) = max{(tO(k))2, (2O(k log k))2} = max{tO(k), 2O(k log k)}.
In light of this delicate distinction, perhaps the open question on k-Clique in t-interval graphs [15] could be stated more
precisely as follows:
Question 1. Is there an FPT algorithm for k-Clique in t-interval graphs with a parametric time-bound of tO(k)?
Note that a parametric time-bound of 2O(k log k) alone is beyond reach. This is because every graph of n vertices is a t-
interval graph for t ≥ n/4 [19]. If the parameter t does not appear in the bound, then we would have an FPT algorithm for
the W[1]-hard problem of k-Clique in general graphs.
We have not been able to settle Question 1, but have identified the difficult case of the problem, which happens when t
is sub-polynomial in n (for example, if t = Θ(log n), then 2O(k log k) dominates tO(k) in (2)) and when k = ω(n1−1/c) for any
constant c (for example, if k = Θ(n/ log n), then the condition in Lemma 1 fails).
3 Under the condition that k ≤ 14 · n1−1/c for some constant c ≥ 3, Clique*(G, k) clearly improves Clique(G, k): in particular, for t = Θ(log k), the
parametric bound of Clique*(G, k) is 2O(k log log k) , and the parametric bound of Clique(G, k) is 2O(k log k) .
M. Jiang / Theoretical Computer Science 411 (2010) 4253–4262 4261
5. Maximal strip recovery
In this section we prove Theorem 3. Let ℓ-MSR-d be the problemMSR-d parameterized by the total length ℓ of the strips
in the solution. We first prove that ℓ-MSR-4 is W[1]-hard by an FPT-reduction from k-Independent Set in 2-track interval
graphs.
Let (F , k) be an instance of k-Independent Set in 2-track interval graphs, where F = {I1, . . . , In} is a set of n 2-track
intervals. We construct four genomic maps G→,G←,G1,G2, where each map is a permutation of 2n distinct markers
i⊂ and
i⊃, 1 ≤ i ≤ n, all in positive orientation. G→ and G← are concatenations of the n pairs of markers with ascending and
descending indices, respectively:
G→ : 1⊂ 1⊃ · · · n⊂ n⊃
G← : n⊂ n⊃ · · · 1⊂ 1⊃
To construct G1 and G2, we first modify the representation of the 2-track interval graph for F until the 2n endpoints
of the n intervals on each track are all distinct. This can be done in polynomial time by a standard procedure for interval
graphs [18]. Then, on each track, mark the left and the right endpoints of the interval for Ii by the left and the right markers
i⊂ and i⊃, respectively. Thus we obtain two sequences of markers for the two genomic maps G1 and G2. This completes the
construction.
Now set the parameter ℓ = 2k. By the following two observations, it is easy to check that F has a k-independent set if
and only G→,G←,G1,G2 have four subsequences of total strip length ℓ:
1. G→ and G← ensure that each strip must be a pair of markers.
2. G1 and G2 encode the intersection pattern of the 2-track intervals.
Therefore ℓ-MSR-d is W[1]-hard.
Since the length of each strip is exactly 2 in our construction, the total number of adjacencies in the strips and the number
of strips are both equal to half the total strip length. Therefore MSR-d remains W[1]-hard when the parameter is changed
from the total length of the strips in the solution to, either the total number of adjacencies in the strips, or the number of
strips. For any two constants d and d′ such that d′ > d ≥ 2, the problemMSR-d is a special case of the problemMSR-d′ with
d′ − d redundant genomic maps. Thus the W[1]-hardness of MSR-4 implies the W[1]-hardness of MSR-d for all constants
d ≥ 4. This completes the proof of Theorem 3.
6. Concluding remarks
In our FPT reductions for k-Independent Set and k-Dominating Set in unit 2-track interval graphs, the parameters
satisfy k′ = Θ(k2). In our FPT reduction for ℓ-MSR-4, the parameters satisfy ℓ = Θ(k). By a standard argument (see e.g.
[29, Section 6.3]), it follows that unless the Exponential Time Hypothesis (ETH) fails, k-Independent Set and k-Dominating
Set in unit 2-track intervals cannot be solved in time f (k) · no(
√
k), and ℓ-MSR-4 cannot be solved in time f (ℓ) · no(
√
ℓ) for any
computable function f , where n denotes the input size.
We proved that k-Dominating Set in unit 2-track interval graphs is W[1]-hard, but were unable to answer the second
open question of Fellows et al. [15] on the possible W[2]-hardness of k-Dominating Set in t-interval graphs. This remains
an interesting topic for future research. Also, concerning the third open question of Fellows et al. [15] on the running time
of FPT algorithms for k-Clique in t-interval graphs, there is still much room for improvement; see Question 1. Finally, we
showed that MSR-d for any constant d ≥ 4 is W[1]-hard when the parameter is either the total length of the strips, or the
total number of adjacencies in the strips, or the number of strips. What if d < 4? We have the following conjecture:
Conjecture 1. MSR-2 isW[1]-hard when the parameter is either the total length of the strips, or the total number of adjacencies
in the strips, or the number of strips. This holds even if all gene markers are distinct and appear in positive orientation in each
genomic map.
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