Asymptotic Theory for Estimating the Persistent Parameter in the Fractional Vasicek Model by XIAO, Weilin & Jun YU,
Singapore Management University
Institutional Knowledge at Singapore Management University
Research Collection School Of Economics School of Economics
9-2016
Asymptotic Theory for Estimating the Persistent
Parameter in the Fractional Vasicek Model
Weilin XIAO
Zhejiang University
Jun YU
Singapore Management University, yujun@smu.edu.sg
Follow this and additional works at: https://ink.library.smu.edu.sg/soe_research
Part of the Econometrics Commons
This Working Paper is brought to you for free and open access by the School of Economics at Institutional Knowledge at Singapore Management
University. It has been accepted for inclusion in Research Collection School Of Economics by an authorized administrator of Institutional Knowledge
at Singapore Management University. For more information, please email libIR@smu.edu.sg.
Citation
XIAO, Weilin and Jun YU. Asymptotic Theory for Estimating the Persistent Parameter in the Fractional Vasicek Model. (2016). 1-27.
Research Collection School Of Economics.
Available at: https://ink.library.smu.edu.sg/soe_research/1861
  
 
 
 
 
 
Asymptotic Theory for Estimating the 
Persistent Parameter in the Fractional Vasicek 
Model 
 
Weilin Xiao, Jun Yu 
September 2016 
 
 
 
 
 
 
 
 
Paper No. 13-2016 
 
 
 
ANY OPINION EXPRESSED ARE THOSE OF THE AUTHOR(S) AND NOT NECESSARILY THOSE OF 
THE SCHOOL OF ECONOMICS, SMU 
Asymptotic Theory for Estimating the Persistent
Parameter in the Fractional Vasicek Model
Weilin Xiao, Jun Yuy
September 3, 2016
Abstract
This paper develops the asymptotic theory for the least squares (LS) estimator of the
persistent parameter in the fractional Vasicek model when a continuous record of observa-
tions is available. The fractional Vasicek model is assumed to be driven by the fractional
Brownian motion with a known Hurst parameter greater than or equal to one half. It is
shown that the asymptotic properties depend on the sign of the persistent parameter, corre-
sponding to the stationary case, the explosive case and the null recurrent case. The strong
consistency and the asymptotic distribution are obtained in all three cases.
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1 Introduction
The Vasicek model of Vasicek (1977) has found a wide range of applications in many fields,
including but not limited to economics, finance, biology, physics, chemistry, medicine and en-
vironmental studies. The model has the following form:
dXt =  ( Xt) dt+ dBt; X0 = Op (1) ; (1.1)
whereBt is a standard Brownian motion. Depending on the sign of  (the persistent parameter),
the model can capture the stationary, the random walk, as well as the explosive behavior. An
intrinsic property implied by the model is the short-range dependence of the stochastic compo-
nent of the model because the autocovariance decays in a geometric rate. This property is at
odd with abundant empirical evidence that indicates a long-range dependence in time series data
(see, for example, Lo (1991); Comte and Renault (1996); Granger and Hyung (2004)). As a re-
sult, stochastic models with long-range dependence have appeared in various scientific areas,
such as economics, finance, hydrology, telecommunication, turbulence, image processing.
One of the best known and widely used stochastic processes that exhibits long-range de-
pendence is the fractional Brownian motion (fBm). The fBm process produces burstiness,
self-similarity and long-range dependence and has stationary increments in the sample path.
Excellent surveys on fBm can be found in Biagini et al. (2008) and Mishura (2008).
In this paper we are concerned about the asymptotic theory for the least squares (LS) esti-
mator of fractional Vasicek model (FVM) which has the form:
dXt =  ( Xt) dt+ dBHt ; X0 = Op (1) ; (1.2)
where Bt in (1.1) is replaced with fBm BHt (which will be defined below) in order to capture
the long-range dependence. The model was first used to describe the dynamics in volatility by
Comte and Renault (1998). Other applications of FVM can be found in Comte et al. (2012);
Chronopoulou and Viens (2012a,b); Corlay et al. (2014) and references therein. FVM includes
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the so-called fractional Ornstein-Uhlenbeck process (FOUP) as a special case because FOUP
has the form:
dXt =  Xtdt+ dBHt ; X0 = Op (1) : (1.3)
The key difference between (1.2) and (1.3) is that  is assumed to be zero in (1.3). The model
(1.3) is closely related to the following discrete time model
Xt =

1 +
c
T

Xt 1 + ut; (1  L)H 1=2ut = "t; X0 = Op (1) ; t = 1; :::; T;
where L is the lag operator, "t  iid(0; 2).
Many estimation methods have been proposed to estimate FOUP, including maximum likeli-
hood (ML) estimation (see, for example, Tanaka (2014, 2015)), LS (see, for instance, Hu and Nualart
(2010); Belfadli et al. (2011)), GMM, and Bayesian methods. Mishura (2008) and Prakasa Rao
(2010) review the alternative methods and the asymptotic theory for estimating FOUP.
In almost all empirically relevant cases,  is unknown. Thus, it is important to estimate
both  and  in FVM, simultaneously. In this paper, we use the LS method to estimate both 
and  in FVM based on a continuous record of observations and derive the asymptotic theory
for . Strong consistency and the asymptotic distribution are established. The proof is based
on the Malliavin calculus, the Young integral and the Wick-Itoˆ formula for fractional stochastic
integrals. We show that the asymptotic properties depend on the sign of the true value of .
Three possible cases are discussed in the present paper: (a)  > 0; (b)  < 0; (c)  = 0. The
choice of LS method and the assumption of a continuous record of observations are made to
ensure the analytical tractability of the estimator.
The contributions of this paper are listed as follows:
 In case (a), we propose an estimator of  alternative to LS. The strong consistency for this
alternative estimator is obtained using the ergodic theorem for stationary processes. We
derive the asymptotic normality for the alternative estimator via the Malliavin calculus
and the Wick-Itoˆ formula for fractional stochastic integrals.
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 In case (b), with the help of the Young integral, the strong consistency and the asymptotic
distribution are established for the LS estimator of .
 In case (c), we obtain the strong consistency of the LS estimator of  using the iterated
logarithm property of fBm. The asymptotic distribution is derived based on the scaling
properties of fBm.
Our paper is organized as follows. Section 2 contains some preliminaries about fBm and
introduces the estimator for FVM. In Section 3, we establish consistency and the asymptotic
distribution for the estimator of  when  > 0; < 0;= 0. Section 4 contains some concluding
remarks and gives directions of further research. All the proofs are collected in the Appendix.
2 Preliminaries and LS Estimator
2.1 Preliminaries on fBm
In this section we describe some basic facts on the stochastic calculus with respect to fBm.
For more complete treatment on the subject, see Nualart (2006); Biagini et al. (2008); Mishura
(2008).
The fBm with Hurst parameter H 2 (0; 1), BHt for t 2 R is a zero mean Gaussian process
with covariance
E(BHt BHs ) = RH(s; t) =
1
2
 jtj2H + jsj2H   jt  sj2H : (2.1)
Mandelbrot and Van Ness (1968) obtained the following integral representation for BHt :
BHt = cH
Z 0
 1

(t  u)H 1=2   ( u)H 1=2 dBu + Z t
0
(t  u)H 1=2dBu

; (2.2)
where Bt is standard Brownian motion, cH = 1 (H+1=2) with  (x) being the gamma function.
If H = 1
2
, BHt is the Brownian motion Bt (i.e. Bt = B
0:5
t ). If 0 < H <
1
2
, BHt is negatively
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correlated. If 1
2
< H < 1, BHt is long-range dependent. It has the long-range dependence in the
sense that if r(n) = E(BH1 (BHn+1  BHn )), then
P1
n=1 r(n) = 1.
We assume that BH is defined on a complete probability space (
;F ; P ) such that F is
generated by BH . Fix a time interval [0; T ]. Denote by E the set of real valued step functions
on [0; T ] and let H be the Hilbert space defined as the closure of E with respect to the scalar
product
h1[0;t];1[0;s]iH = RH(t; s);
where RH is the covariance function of the fBm, given in (2.1). The mapping 1[0;t] 7 ! BHt
can be extended to a linear isometry between H and the Gaussian space H1 spanned by BH .
We denote this isometry by ' 7 ! BH('). For H = 1
2
we have H = L2([0; T ]), whereas for
H > 1
2
we have L
1
H ([0; T ])  H and for ';  2 L 1H ([0; T ]) we have
h';  iH = H
Z T
0
Z T
0
's tjt  sj2H 2dsdt; (2.3)
where H = H(2H   1).
It is well known that the spaceH is a Banach space for the norm k  kH and it is included in
H. In fact,
L2([0; T ])  L 1H ([0; T ])  jHj  H :
Let S be the space of smooth and cylindrical random variables of the form
F = f(BH('1); : : : ; B
H('n)); (2.4)
where f 2 C1b (Rn) (f and all its partial derivatives are bounded). For a random variable F of
the form (2.4), we define its Malliavin derivative as theH-valued random variable
DF =
nX
i=1
@f
@xi
(BH('1); : : : ; B
H('n))'i.
By iteration, one can define the mth derivative DmF , which is an element of L2(
; H
m), for
every m  2. For m  1, Dm;2 denotes the closure of S with respect to the norm k  km;2,
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defined by
kFk2m;2 = E
jF j2+ mX
i=1
E
 kDiFk2H
i :
Let  be the adjoint of the operator D, also called the divergence operator. A random element
u 2 L2(
;H) belongs to the domain of , denoted Dom(), if and only if it satisfies
jEhDF; ui Hj  cu kFkL2 ;
for any F 2 D1;2, where cu is a constant depending only on u. If u 2 Dom(), then the random
variable (u) is defined by the duality relationship
E(F(u)) = EhDF; ui H; (2.5)
which holds for every F 2 D1;2. We will make use of the notation
(u) =
Z T
0
usB
H
s ; u 2 Dom():
In particular, for h 2 H, B(h) = (h) = R T
0
hsB
H
s .
Let LP (
;F ; P ) be the space of all random variables F : 
 ! R such that kFkP :=
(EjP jP ) 1p <1. Then, S is a dense set of LP (
;F ; P ). For F 2 S , defineZ T
0
FtdB
H
t = limj!0j
n 1X
i=0
Fti 

BHti+1  BHti

; (2.6)
where  : 0 = t0 < t1 <    < tn = T is a partition of [0; T ] with jj = max0in 1 (ti+1   ti)
and  is the Wick product defined in Duncan et al. (2000). Then
E
Z T
0
FtdB
H
t

= 0 ; E
Z T
0
FtdB
H
t
2
= E
"Z T
0
DsFsds
2
+ jF j2H
#
:
Moreover, it is well known that the Stratonovich calculus can be defined asZ T
0
Ft  dBHt = limjj!0
n 1X
i=0
F ti+1+ti
2

BHti+1  BHti

:
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In fact, Duncan et al. (2000) (p. 592) stated that there is a link between the fractional integral
of Wick-Itoˆ type and that of Stratonovich type:Z T
0
Ft  dBHt =
Z T
0
FtdB
H
t +
Z T
0
DsFsds : (2.7)
The result includes again the termDsFs, which is the fractional version of the Malliavin deriva-
tive of the integrand (see Duncan et al. (2000) (p. 588) and references therein).
The Ornstein-Uhlenbeck operator L is defined by LF =  DF . For every n  1, let Hn
be the nth Wiener chaos of BH ; that is, the closed linear subspace of L2 (
;F ; P ) generated
by the random variables fHn
 
BH (h)

; h 2 H; khk H = 1g, where Hn is the nth Hermite
polynomial. The mapping In(h
n) = n!Hn
 
BH (h)

provides a linear isometry between the
symmetric tensor product Hn andHn. If F = In(fn) is in the nth Wiener chaos ofB; namely,
fn 2 Hn, then LF =  nF .
Fix T > 0. Let f; g : [0; T ] ! R be Ho¨lder continuous functions of orders  2 (0; 1) and
 2 (0; 1) with  +  > 1. Young (1936) proved that the Riemann-Stieltjes integral (so-called
Young integral)
R T
0
fsdgs exists. Moreover, if  =  2 (12 ; 1) and  : R2 ! R is a function
of class C1, the integrals R 
0
@
@f
(fu; gu)dfu and
R 
0
@
@g
(fu; gu)dgu exist in the Young sense and the
following change of variables formula holds:
(ft; gt) = (f0; g0) +
Z t
0
@
@f
(fu; gu)dfu +
Z t
0
@
@g
(fu; gu)dgu ; 0  t  T : (2.8)
As a consequence, if H > 1
2
and (ut; t 2 [0; T ]) be a process with Ho¨lder paths of order
 > 1   H , the integral R T
0
usdB
H
s is well-defined as Young integral. Suppose moreover that
for any t 2 [0; T ]; ut 2 D1;2, and
P
Z T
0
Z T
0
jDsutjjt  sj2H 2dsdt <1

= 1 :
Then, from Nualart (2006), u 2 Dom() and for every t 2 [0; T ],Z t
0
usdB
H
s =
Z t
0
usB
H
s + H
Z t
0
Z t
0
Dsurjs  rj2H 2drds :
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2.2 The model and LS estimator
The FVM is specified by the following stochastic differential equation
dXt = ( Xt)dt+ dBHt ; 0  t  T; X0 = Op(1) : (2.9)
The drift function in this model is (  Xt) with  being the drift parameter and  being the
persistent parameter. If  > 0, the model is stationary. In this case,  is the long run mean
and  captures the speed of mean reversion. The economic interpretation of this mean reversion
component is that stochastic fluctuations around the mean and peaks are only temporarily. The
stochastic component in this model is fBm with Hurst parameter H  1=2 on the probability
space (
;F ;P) with a filtration fFgt0.
An interesting problem is to estimate the parameter  when one observes the whole trajec-
tory of Xt for t 2 [0; T ]. LS minimizes a quadratic function of  and ,
L(; ) =
Z T
0

_Xt    ( Xt)
2
dt ; (2.10)
where _Xt denotes the differentiation of Xt with respect to t.
Consequently, we obtain the LS estimators of  and 
^T =
(XT  X0)
R T
0
Xtdt  T
R T
0
XtdXt
T
R T
0
X2t dt 
R T
0
Xtdt
2 ; (2.11)
^T =
(XT  X0)
R T
0
X2t dt 
R T
0
XtdXt
R T
0
Xtdt
(XT  X0)
R T
0
Xtdt  T
R T
0
XtdXt
: (2.12)
In this paper we will only develop the asymptotic theory for . While the asymptotic theory
for  can be obtained by similar arguments, we do not present it here to save space. Throughout
the paper, we assume that H is known and H  1=2. The asymptotics correspond to the
situation where T !1.
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3 Asymptotic Theory for 
It turns out that as in the case of Vasicek model, the asymptotic distribution of ^T depends on
the sign of  (see, Wang and Yu (2016)) in the FVM.
3.1 Asymptotic theory when  > 0
It is worth to emphasize that the stochastic integral of
R T
0
XtdXt in (2.11) can be written asZ T
0
XtdXt =
Z T
0
Xt

 ( Xt) dt+ dBHt

= 
Z T
0
Xtdt  
Z T
0
X2t dt+ 
Z T
0
XtdB
H
t : (3.1)
If H = 1
2
, then the integral
R T
0
XtdB
H
t in (3.1) is an Itoˆ stochastic integral which can
be approximated by forward Riemann sums. If H > 1
2
, the Itoˆ-Skorohod stochastic inte-
gral
R T
0
XtdB
H
t is the limit of the Riemann sums defined in terms of the Wick product (see
Duncan et al. (2000)) Z T
0
XtdB
H
t = limjj!0
n 1X
i=0
Xti 

BHti+1  BHti

;
where  : 0 = t0 < t1 <    < tn = T is a partition of [0; T ]with jj = max0in 1 (ti+1   ti).
However, this approximation is not useful for computing the stochastic integral because the
Wick product cannot be calculated just from the values of Xti and B
H
ti+1
 BHti . In other words,
unless H = 1
2
, there is no computable representation of the term
R T
0
XtdXt given the obser-
vations Xt; t 2 [0; T ]. Hence, the estimator in (2.11) is difficult to calculate. For this reason,
following Hu and Nualart (2010), we obtain the following limit
1
T
Z T
0
X2t dt
a:s:! 2 2HH  (2H) +

1
T
Z T
0
Xtdt
2
:
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The above convergence suggests an alternative estimator for ,
^s =
0B@T
R T
0
X2t dt 
R T
0
Xtdt
2
T 22H  (2H)
1CA
  1
2H
: (3.2)
Since the estimator in (3.2) does not contain any stochastic integral, it is easier to compute than
the estimator in (2.11).
The following theorem states the strong consistency and the asymptotic distribution for ^s.
Theorem 3.1. If H 2 [1
2
; 1), then ^s
a:s:! . If H 2 [1
2
; 3
4
), then
p
T (^s   ) L ! N (0; H) ;
where H = 4H 14H2

1 +  (3 4H) (4H 1)
 (2H) (2 2H)

.
Remark 3.1. It should be pointed out that the rate of convergence of ^s is
p
T , which does
not depend on H . This convergence rate is the same as that in the FOUP (see p. 1034 of
Hu and Nualart (2010)). However, a straightforward calculation yields that the rate of conver-
gence of ^T provided in (2.12) is T 1 H .
Remark 3.2. From Theorem 3.1, we can see that 1=2 = 2 if H = 12 . Hence, the asymptotic
distribution of ^s is identical to that in Feigin (1976).
Remark 3.3. Asymptotic normality is only shown whenH 2 [1
2
; 3
4
). The asymptotic theory will
be reported in future work when H  3=4.
Remark 3.4. The asymptotic variance depends onH through H . Fig. 3.4 depicts the shape of
H . Obviously, H is strictly increasing function of H on the interval [12 ;
3
4
). Hence for a fixed
, the bigger the H , the larger the asymptotic variance. For H = 1=2, the factor 1=2 reaches
the minimum value, 2. Interestingly as H ! 3=4, 3=4 ! 1. Hence H has a singularity at
H = 3=4.
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Fig. 1. Shape of the factor H
3.2 Asymptotic theory when  < 0
When  < 0, the model is explosive. In this case, the solution of (2.9) is instable and the integralR T
0
XtdXt in (2.11) is interpreted as the Young integral. It turns out that the path-wise approach
is the preferred way to simulate numerically.
Applying the Young integral of (2.8) in (2.11), we can rewrite (2.11) as
^e =
(XT  X0)
R T
0
Xtdt  T2 (X2T  X20 )
T
R T
0
X2t dt 
R T
0
Xtdt
2
=
XT
T
eT eT
R T
0
Xtdt  X0T eT eT
R T
0
Xtdt  12X2T e2T + 12X20e2T
e2T
R T
0
X2t dt  e2T 1T
R T
0
Xtdt
2 : (3.3)
The following theorem gives the strong consistency of ^e.
Theorem 3.2. If H 2 [1
2
; 1), then ^e
a:s:! .
For the sake of simplicity, we use some shorthand notations, which are provided by the
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following lemma.
Lemma 3.1. Let VT =
R T
0
e sBHs ds and T =
R T
0
Xsds with T  0. Then, we have
1
2
2T =
X0

Z T
0
Xsds  1

Z T
0
X2sds+ 
Z T
0
sXsds+


X0VT +



Z T
0
BHs ds
 

VT +
2

Z T
0
(BHs )
2ds  2ZTVT + 2
Z T
0
Z s
0
e rBHr e
sBHs drds ; (3.4)
and
1
2
X2T =
1
2
X20 +
1
2
22T 2 +
1
2
2(BHT )
2 +X0T  X0T +X0BHT
 2TT + X0
Z T
0
Xsds  
Z T
0
X2sds+ 
2
Z T
0
sXsds+ 
2
Z T
0
(BHs )
2ds
+X0VT + 
Z T
0
BHs ds  VT + 22
Z T
0
Z s
0
e rBHr e
sBHs drds
+X0B
H
T
 
e T   1+ BHT (1  e T )  2ZT Z T
0
e sdBHs : (3.5)
Now, we can present the asymptotic distribution for ^e, which is Cauchy.
Theorem 3.3. Assume  = X0 and H 2 [12 ; 1), then
 e
 T
2
(^e   ) L ! C ;
with C being the standard Cauchy distribution.
Remark 3.5. Interestingly, the result is the same as those in FOUP (see, El Machkouri et al.
(2016)) and the Ornstein-Uhlenbeck process driven by the standard Brownian motion (see,
Feigin (1976)), and the same as that in the explosive models when discrete-sampled data are
available (see, White (1958); Wang and Yu (2016)).
Remark 3.6. Our estimator of (3.3) reduces to Belfadli et al. (2011) and El Machkouri et al.
(2016)) if  = X0 = 0. Hence our results extend those in Belfadli et al. (2011) and El Machkouri et al.
(2016)) to cover models with a more general initial condition and with an unknown .
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3.3 Asymptotic theory when  = 0
When  = 0, then the processXt in (2.9) is null recurrent. In this case,Xt = X0 + BHt . By a
simple calculation, we have
^z =
(XT  X0)
R T
0
 
X0 + B
H
t

dt  T R T
0
 
X0 + B
H
t

dBHt
T
R T
0
(X0 + BHt )
2
dt 
R T
0
(X0 + BHt ) dt
2
=
BHT
R T
0
BHt dt  T
R T
0
BHt dB
H
t
T
R T
0
(BHt )
2dt 
R T
0
BHt dt
2 :
The following theorem gives the strong consistency and the asymptotic distribution of ^z.
Theorem 3.4. If H 2 [1
2
; 1), then ^z
a:s:!  and
T (^z   ) L !
BH1
R 1
0
BHu du 
R 1
0
BHu dB
H
uR 1
0
(BHu )
2du 
R 1
0
BHu du
2 :
Remark 3.7. It is worth to emphasize that this limiting distribution is neither normal nor a
mixture of normals. In addition, the distribution does not depend onH . IfH = 1=2 the limiting
distribution becomes the Dickey-Fuller distribution.
4 Concluding Remarks and Future Directions
The models with a long-range dependence are growing their popularity due to their empirical
success in practice. From the mathematical point of view, the long-range dependence can be
modelled with the help of fBm when the Hurst parameter is greater than one half. This paper
deals with the problem of parameter estimation for a Vasicek model driven by fBM when a
continuous record of observations is available. As the time span goes to infinity, it is shown that
the LS estimator of persistent parameter, , is strong consistency regardless the sign of persis-
tent parameter. However, the asymptotic distributions critically depend on the sign of persistent
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parameter. In particular, when  > 0 and H 2 [1
2
; 3
4
) we have shown that the asymptotic dis-
tribution is normal with the square root rate of convergence. The asymptotic variance depends
on H . When  < 0, it is shown that the limiting distribution is a Cauchy. When  = 0, the
asymptotically distribution is neither normal nor a mixture of normals. As in the case of  < 0,
the asymptotically distribution does not depend on H .
This study also suggests several important directions for future research. First, what is the
asymptotic property of the ML estimator? Given that the model is fully parametrically specified,
one may wish to estimate all the unknown parameters of FVM simultaneously via ML. Using
the Gaussian property of FVM, one can obtain the likelihood function based on the multivariate
normal distribution function. However, the ML estimation will be considerably more involved,
since the covariance matrix is more complicated for FVM.
Second, the present study assumes a continuous record is available for parameter estima-
tion. This assumption is too strong in almost all empirically relevant cases. How to estimate
parameters in FVM and what is the asymptotic theory are the open questions.
Third, when  > 0 and H  3
4
, we have to obtain the asymptotic distribution. When
H = 3=4, he fourth moment Berry-Esseen bound is perhaps needed to obtain the asymptotic
normality for ^s. WhenH > 3=4, it may be expected that the asymptotic normality cannot hold
any more for ^s due to a result obtained in Breton and Nourdin (2008).
5 Appendix
5.1 Proof of Theorem 3.1
Based on the assumption X0 = Op(1), we can obtain that the solution of (2.9) is given by
Xt =
 
1  e t+X0e t +  Z t
0
e (t s)dBHs : (5.1)
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For t  0, we define
Yt = 
Z t
 1
e (t s)dBHs : (5.2)
By combining (5.1) with (5.2), we can rewrite Yt as follows:
Yt = Xt +
 
e t   1 X0e t +  Z 0
 1
e (t s)dBHs : (5.3)
By some basic calculations, we find
1
T
Z T
0
Ytdt =
1
T
Z T
0

Xt + 
 
e t   1 X0e t + e t Z 0
 1
esdBHs

dt
=
1
T
Z T
0
Xtdt+

T
Z T
0
 
e t   1 dt  X0
T
Z T
0
e tdt
+

T
Z T
0
e t
Z 0
 1
esdBHs

dt : (5.4)
It is obvious that

T
Z T
0
 
e t   1 dt a:s:!   : (5.5)
Combining the fact X0 = Op(1) with a simple calculation, we obtain
X0
T
Z T
0
e tdt a:s:! 0 : (5.6)
Using a similar argument as Lemma 5.1 in the web-only appendix of Hu and Nualart (2010),
we have

T
Z T
0
e t
Z 0
 1
esdBHs

dt
a:s:! 0 : (5.7)
From Theorem 3.1 of Hu and Nualart (2010), we can see that Yt is Gaussian, stationary and
ergodic. Therefore, by (5.4), (5.5), (5.6), (5.7) and the ergodic theorem, we obtain
1
T
Z T
0
Xtdt! 1
T
Z T
0
Ytdt+ 
a:s:! E (Y0) +  =  ; (5.8)
where the second convergence follows since Yt is Gaussian, stationary and ergodic.
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Now, we show the strong consistency of 1
T
R T
0
X2t dt. From the definition of Yt in (5.3), we
obtain
1
T
Z T
0
Y 2t dt =
1
T
Z T
0

Xt + 
 
e t   1 X0e t + e t Z 0
 1
esdBHs
2
dt
=
1
T
Z T
0

Xt + 
 
e t   1 X0e t2 dt+ 1
T
Z T
0

e t


Z 0
 1
esdBHs
2
dt
+
2
T
Z T
0

Xt + 
 
e t   1 X0e t e t Z 0
 1
esdBHs

dt : (5.9)
From the results of X0 = Op(1) and Lemma 3.3 in Hu and Nualart (2010), we have
2
T
Z T
0

Xt + 
 
e t   1 X0e t e t Z 0
 1
esdBHs

dt
a:s:! 0 ; (5.10)
and
1
T
Z T
0

e t


Z 0
 1
esdBHs
2
dt
a:s:! 0 : (5.11)
A standard calculation yields
2
T
Z T
0
Xt


 
e t   1 X0e t dt a:s:!  22 ; (5.12)
1
T
Z T
0


 
e t   1 X0e t2 dt a:s:! 2 : (5.13)
From (5.9)-(5.13) and the ergodic theorem, we obtain
1
T
Z T
0
X2t dt
a:s:! E  Y 20 + 2 : (5.14)
Moreover, from Lemma 5.1 of the web-only Appendix Hu and Nualart (2010), we have
E(Y 20 ) = H (2H   1)2
Z 1
0
Z 1
0
e (s+u) ju  sj2H 2 duds = 2 2HH  (2H) : (5.15)
Combining (5.14) with (5.15), we have
1
T
Z T
0
X2t dt
a:s:! 2 2HH  (2H) + 2 : (5.16)
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Finally, we can consider the almost sure convergence of ^s, which is proposed by (3.2).
Using (3.2), (5.8), (5.16) and arithmetic rule of convergence, we obtain the almost sure conver-
gence, ^s
a:s:! .
In what follows, we consider the asymptotic distribution of ^s. From (2.7), (2.11) and (3.2),
we can write
^s =
0@ T 22H  (2H)
(XT  X0)
R T
0
Xtdt  T

1
2
X2T   12X20   H2
R T
0
R t
0
u2H 2e ududt

1A 12H ^ 12HT
=
 
2H  (2H) ^T
XT
T
1
T
R T
0
Xtdt  X0T 1T
R T
0
Xtdt  12TX2T + 12TX20 + H2 1T
R T
0
R t
0
u2H 2e ududt
! 1
2H
;
where H = H(2H   1).
Using the above equation, we can show that
p
T (^s   )
=
p
T

^s   1  12H ^
1
2H
T + 
1  1
2H ^
1
2H
T   

=
p
T

^s   1  12H ^
1
2H
T

+
p
T1 
1
2H

^
1
2H
T   
1
2H

=
" 
2H  (2H)
XT
T
1
T
R T
0
Xtdt  X0T 1T
R T
0
Xtdt  12TX2T + 12TX20 + H2 1T
R T
0
R t
0
u2H 2e ududt
! 1
2H
 1  12H
#p
T ^
1
2H
T +
p
T1 
1
2H

^
1
2H
T   
1
2H

: (5.17)
Using a similar argument as Theorem 3.4 in Hu and Nualart (2010), we can easily obtain the
convergence in distribution of ^T defined by (2.11). Thus, we get
p
T (^T   ) L ! N (0; CH) ; (5.18)
where CH = (4H   1)

1 +  (3 4H) (4H 1)
 (2H) (2 2H)

. Applying the delta method to (5.18), we have
p
T

^
1
2H
T   
1
2H
 L ! N  0; 1
2H

1 2H
2H
2
CH
!
: (5.19)
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Since X0 = Op(1), we can easily obtain the following results
1
T
X0
a:s:! 0; 1
2T
X20
a:s:! 0: (5.20)
Moreover, thanks to Lemma 5.2 in the web-only appendix by Hu and Nualart (2010), we
have
1
T
XT
a:s:! 0; 1
2T
X2T
a:s:! 0; 1
T
Z T
0
Z t
0
u2H 2e ududt a:s:! 1 2H  (2H   1) : (5.21)
Using Slutsky’s theorem, (5.8), (5.17), (5.19), (5.20) and (5.21), we obtain the desired asymp-
totic distribution.
5.2 Proof of Theorem 3.2
For T  0, let us introduce the following processes
ZT =
Z T
0
esBHs ds ; (5.22)
T =
Z T
0
esdBHs : (5.23)
Using the Young integral (2.8), the fact BH0 = 0 and the definition of ZT , we can write
T = e
TBHT   
Z T
0
esBHs ds = e
TBHT   ZT : (5.24)
Thanks to Lemma 2.1 of El Machkouri et al. (2016), we can obtain that Z1 =
R1
0
esBHs ds
is well-defined and
ZT
a:s:! Z1 ; (5.25)
T
a:s:! 1 :=  Z1 : (5.26)
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Using (5.22) and the Young integral of (2.8), we can rewrite the solution of (2.9) as
Xt = X0e
 t + (1  e t)+ e t
Z t
0
esdBHs
= X0e
 t + (1  e t)+ e tt
= X0e
 t + (1  e t)+ e t

etBHt  
Z t
0
BHs e
sds

= X0e
 t + (1  e t)+ BHt   e t
Z t
0
BHs e
sds
= X0e
 t + (1  e t)+ BHt   e t  Zt : (5.27)
To prove the consistency, we will analyze separately the nominator and the denominator of
the estimator (3.3). First, we consider the term eT
R T
0
Xtdt. Using L’Hoˆspital’s rule, (5.27),
(5.25) and (5.26), we obtain
eT
Z T
0
Xtdt = e
T
Z T
0

X0e
 t +
 
1  e t+ e tt dt
=  X0

 
1  eT + eTT + 

eT
 
e T   1+ R T0 e ttdt
e T
a:s:!  X0

+


+ Z1 : (5.28)
Combining (5.25), (5.26) with (5.25), we deduce that
1
T
eTXT =
eT
T

X0e
 T +
 
1  e T + e T T 
=
1
T

X0 + e
T   + T

a:s:! 0: (5.29)
Using (5.25) together with (5.26), we have
X2T e
2T = e2T

X0e
 T +
 
1  e T + e T T 2
= e2T
h  
X0e
 T 2 +  1  e T 2 2 + 2e 2T 2T + 2X0e Te T T
+2
 
1  e T e T T + 2X0e T  1  e T i
= X20 +
 
eT   12 2 + 22T + 2X0T + 2T (eT   1) + 2X0  eT   1
a:s:! X20 + 2 + 22Z21   2X0Z1 + 2Z1   2X0 : (5.30)
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Using (5.25) with (5.26) again, we obtain
e2T
Z T
0
X2t dt = e
2T
Z T
0

X0e
 t +
 
1  e t+ e tt2 dt
= e2TX20
Z T
0
e 2tdt+ e2T
Z T
0
2(1  e t)2dt+ 2e2T
Z T
0
e 2t2t dt
+2e2TX0
Z T
0
e t
 
1  e t dt+ 2e2TX0 Z T
0
e 2ttdt
+2e2T
Z T
0
 
1  e t e ttdt
=
X20
2
 
e2T   1+ 2 e2TT   1
2
(1  e2T ) + 2

(eT   e2T )

+2e2T
Z T
0
e 2t2t dt+ 2X0

1
2
(1  e2T )  1

 
eT   e2T 
+2X0
R T
0
e 2ttdt
e 2T
+ 2
 R T
0
e ttdt
e 2T
 
R T
0
e 2ttdt
e 2T
!
a:s:!  X
2
0
2
  
2
2
  
2
2
Z21 +
X0

+X0Z1   Z1 : (5.31)
A standard calculation together with (5.28) yields
e2T
T
Z T
0
Xtdt
2
=
1
T

eT
Z T
0
Xtdt
2
a:s:! 0 : (5.32)
Combining (5.28), (5.29), (5.30), (5.31), (5.32) with (3.3), we obtain the almost sure conver-
gence.
5.3 Proof of Lemma 3.1
First, we prove Equation (3.4) in the lemma. From (2.9), the fact BH0 = 0 and the definition of
T , we can rewrite Xt as
Xt = X0 + t  
Z t
0
Xsds+ B
H
t = X0 + t  t + BHt : (5.33)
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Combining the definition of T with (5.33), we deduce that
1
2
2T =
Z T
0
sds =
Z T
0
sXsds
=
Z T
0
X0  Xs + s+ BHs

Xsds
=
X0

Z T
0
Xsds  1

Z T
0
X2sds+ 
Z T
0
sXsds+


Z T
0
XsB
H
s ds : (5.34)
On the other hand, from (5.27) and Young integral of (2.8), we haveZ T
0
XsB
H
s ds
=
Z T
0
BHs

X0e
 s +
 
1  e s+ BHs   e sZs ds
= X0
Z T
0
e sBHs ds+ 
Z T
0
 
1  e sBHs ds+  Z T
0
(BHs )
2ds  
Z T
0
BHs e
 sZsds
= X0VT + 
Z T
0
BHs ds  VT + 
Z T
0
(BHs )
2ds  
Z T
0
ZsdVs
= X0VT + 
Z T
0
BHs ds  VT + 
Z T
0
(BHs )
2ds  

ZTVT  
Z T
0
VsdZs

= X0VT + 
Z T
0
BHs ds  VT + 
Z T
0
(BHs )
2ds
 ZTVT + 
Z T
0
Z s
0
e rBHr e
sBHs drds : (5.35)
Substituting (5.35) into (5.34), we obtain Equation (3.4) in the lemma.
Now, we are in the position to prove Equation (3.5). By combining (5.33) and (5.27) with a
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simple calculation, we have
 TBHT   22ZTVT
= BHT
 
XT  X0   T   BHT
  22ZTVT
= BHT

X0
 
e T   1+  1  e T   e TZT   T   22ZTVT
= X0B
H
T
 
e T   1+ BHT (1  e T )  BHT T
 2ZT


Z T
0
e uBHu du+B
H
T e
 T

= X0B
H
T
 
e T   1+ BHT (1  e T )  kBHT T   2ZT Z T
0
e sdBHs ;(5.36)
where the last equation follows since BHT e
 T = BH0 e
0 +
R T
0
e sdBHs   
R T
0
BHs e
 sds and
BH0 = 0.
Moreover, combining (3.4), (5.33), (5.35) with (5.36), we obtain
1
2
X2T =
1
2
 
X0 + T   T + BHT
2
=
1
2

X20 + 
22T 2 + 22T + 
2(BHT )
2 + 2X0T   2X0T
+2X0B
H
T   22TT + 2TBHT   2TBHT

=
1
2
X20 +
1
2
22T 2 +
1
2
2(BHT )
2 +X0T  X0T
+X0B
H
T   2TT + TBHT   TBHT + X0
Z T
0
Xsds
 
Z T
0
X2sds+ 
2
Z T
0
sXsds+ 


Z T
0
(BHs )
2ds+X0VT
+
Z T
0
BHs ds  VT   ZTVT + 
Z T
0
Z s
0
e rBHr e
sBHs drds

=
1
2
X20 +
1
2
22T 2 +
1
2
2(BHT )
2 +X0T  X0T +X0BHT   2TT
+X0
Z T
0
Xsds  
Z T
0
X2sds+ 
2
Z T
0
sXsds+ 
2
Z T
0
(BHs )
2ds
+X0VT + 
Z T
0
BHs ds  VT + 22
Z T
0
Z s
0
e rBHr e
sBHs drds
+X0B
H
T
 
e T   1+ BHT (1  e T )  2ZT Z T
0
e sdBHs :
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5.4 Proof of Theorem 3.3
First, from (3.3), we can write ^e as
^e =
XT
R T
0 Xtdt
T
R T
0 X
2
t dt
  X0
R T
0 Xtdt
T
R T
0 X
2
t dt
  1
2
X2TR T
0 X
2
t dt
+ 1
2
X20R T
0 X
2
t dt
1  (
R T
0 Xtdt)
2
T
R T
0 X
2
t dt
: (5.37)
Using similar arguments as Theorem 3.2 and the assumption of X0, we have
XT
R T
0
Xtdt
T
R T
0
X2t dt
=
XT
T
eT
eT
R T
0
Xtdt
e2T
R T
0
X2t dt
a:s:! 0 ; (5.38)
X0
R T
0
Xtdt
T
R T
0
X2t dt
=
X0
T
eT
eT
R T
0
Xtdt
e2T
R T
0
X2t dt
a:s:! 0 ; (5.39)
R T
0
Xtdt
2
T
R T
0
X2t dt
=
e2T
T
Z T
0
Xtdt
2
1
e2T
R T
0
X2t dt
a:s:! 0 ; (5.40)
X20
2
R T
0
X2t dt
=
X20e
2T
2
1
e2T
R T
0
X2t dt
a:s:! 0 : (5.41)
For simplicity of notation, we define
UT =  1
2
X20  
1
2
22T 2   1
2
2(BHT )
2  X0T +X0T  X0BHT
+2TT   X0
Z T
0
Xsds  2
Z T
0
sXsds  2
Z T
0
(BHs )
2ds
 X0VT   
Z T
0
BHs ds+ VT   22
Z T
0
Z s
0
e rBHr e
sBHs drds
 X0BHT
 
e T   1  BHT (1  e T ) : (5.42)
Now, using Lemma 3.1 and (5.42), we have
  X
2
T
2
R T
0
X2t dt
= +
2ZT
R T
0
e sdBHsR T
0
X2t dt
+
UTR T
0
X2t dt
= +
R T
0
e sdBHs
Z1
2ZTZ1R T
0
X2t dt
+
UTR T
0
X2t dt
:
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Consequently, we can write
 e T
 
  X
2
T
2
R T
0
X2t dt
  
!
=  e
T
R T
0
e sdBHs
Z1
2ZTZ1
e2T
R T
0
X2t dt
  e
 TUTR T
0
X2t dt
: (5.43)
From the definition of ZT in (5.22), we can easily obtain (see also in Belfadli et al. (2011))
Z1
L ! N

0;
H (2H)
2H

: (5.44)
Moreover, from Lemma 6 of Belfadli et al. (2011), we have
eT
Z T
0
e sdBHs
L ! N

0;
H (2H)
2H

: (5.45)
Now, using the same calculation as Theorem 2.2 in El Machkouri et al. (2016), the assumption
 = X0 and (5.31), we have
2ZTZ1R T
0
X2t dt
a:s:! 2 ; UTR T
0
X2t dt
p! 0 : (5.46)
By plugging these convergency results of (5.38)-(5.41), (5.43)-(5.46) together (5.37) and
using Slutsky’s theorem, we get the desired result.
5.5 Proof of Theorem 3.4
From the law of the iterated logarithm for fBm (see, for example Taqqu (1977)), we can get
BHT
R T
0
BHt dt  T
R T
0
BHt dB
H
t
T
R T
0
(BHt )
2dt 
R T
0
BHt dt
2 a:s:! 0: (5.47)
As a consequence, we obtain the almost sure convergence from (3.6) and (5.47).
By the scaling properties of fBm (see, for example, Nualart (2006)), we have8>>>>>>><>>>>>>>:
BHT
R T
0
BHt dt = T
2H+1BH1
R 1
0
BHu du ;
T
R T
0
BHt dB
H
t = T
2H+1
R 1
0
BHu dB
H
u ;
T
R T
0
(BHt )
2dt = T 2H+2
R 1
0
(BHu )
2du ;R T
0
BHt dt
2
= T 2H+2
R 1
0
BHu du
2
:
(5.48)
Together with (3.6) and (5.48), we can obtain the desired asymptotic distribution.
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