The decay of excess carriers in nondegenerate semiconductors generated by a light impulse ␦(t) is governed by the differential equations referred to as the Shockley-Read-Hall ͑SRH͒ rate equations. In the past, linear approximations were used or restrictive conditions imposed to obtain an analytical solution limited to low or high injection. For defect level parameters of practical interest, the nonlinear differential equations were numerically solved. Whereas carrier decay is often approximated by one time constant , in the present paper it is shown that recombination occurs with both the minority ( 1 ) and majority ( 2 ) time constants present in the decay. Expressions for 1 and 2 are derived without an approximation at a given temperature, for arbitrary excess carrier concentration, doping concentration N A,D , defect level concentration N t , cross section n, p , and energy level E t . A general analytic solution to the SRH rate equations represented by an infinite series of monoexponential terms, the frequencies or inverse time constants of which are a linear combination of the fundamental frequencies 1 ϭ1/ 1 and 2 ϭ1/ 2 , is derived without an approximation. The solution is the sum of the responses to an infinite number of linear systems and in this sense represents the impulse response. A critical point representing the transition between the linear and nonlinear variation of fundamental frequency with excess carrier density is identified. The analytic solution is verified by analyzing the numerical solution of the SRH rate equations for the fundamental frequencies using a multitransient technique. The trapping behavior of the minority carrier at a single-level defect, with excess carrier concentration, is examined.
I. INTRODUCTION
The basic concepts of the recombination of excess carriers in semiconductors via a defect level within the band gap were developed in the 1950s. The Shockley-Read-Hall ͑SRH͒ rate equations, 1,2 describe the evolution with time of recombination, capture and emission of excess carriers via a single defect energy level in the band gap of a semiconductor. Analyses of the recombination process were based primarily on numerical solutions of the differential equations, with analytic solutions provided in some limiting cases such as low or high excess carrier concentration 3 . Using linear approximations of the Shockley-Read-Hall rate equations, it has been shown that, for a single-level defect, there are two fundamental time constants, the inverse of which are referred to as the fundamental frequencies. These two time constants appear in steady-state conditions 1 with an approximation, as well as in transient carrier decay situations 4, 5 also with an approximation.
The equation describing the time evolution of the normalized excess electron concentration ⌬n nm (t) is a second-order nonlinear differential equation and has a cubic power of ⌬n nm (t). 3 We expect at least two time constants in the solution ͑the eigenvalues of the linear system͒ as the differential equation is second order. However the existing interpretation of experimental data relies on one time constant ss ͑steady-state case͒ or b ͑bulk decay, transient case͒. This implies a first-order differential equation. While this situation may be sufficient as an approximation, it lacks the provision for predicting behavior and a unified approach to interpretation. For example, with regard to the effect of a defect energy level in bulk silicon or in low-dimensional structures, a consistent theoretical basis is required.
While the above findings were based on linear approximations of the underlying rate equations, in the present paper we derive a solution to the rate equations to obtain the timedependent response to a light impulse ␦(t) without an approximation. Our analytical solution shows that the entire decay curve consists of an infinity of monoexponential terms and that all inverse time constants or frequencies are a linear combination of the two fundamental frequencies. One expression for the minority ( 1 ) and one expression for the majority ( 2 ) carrier decay time constant is derived without an approximation at a given temperature for arbitrary excess carrier concentration, doping concentration N A,D , defect level concentration N t , cross section n,p , and energy level E t . A critical point representing the transition between the linear and nonlinear variation of excess carrier density with fundamental frequency is identified. This has not been previously given ͑see Refs. 4 and 5͒ with the result that the linear approximations above were difficult to apply in practice. The theory presented addresses the whole decay process from 0 ϩ ϽtϽϱ as the excess carrier decay is expressed by a sum of monoexponential terms with coefficients and time constants calculated from the above parameters. As such the sum of exponentials is nonlinear. However each monoexpo-nential term is the response to a linear system and the series represents the sum of the responses to an infinite sum of linear systems. Hence in this sense, the derived solution represents the impulse response. To our knowledge the impulse response of the SRH rate equations for the transient case has not been derived for low through to high injection, and presents a unified approach to the analysis of the single-level defect. As the present work extends the theory of the original SRH papers of 1952 which describe a simple case of uniform excess carrier concentration and a single level, it is intended to provide a clear theoretical basis for further work.
To verify the theory the present work contains a numerical solution of the SRH rate equations, which is analyzed by a multitransient analysis method for the component exponentials. This analysis of the numerical simulation confirms time constants predicted by the theory presented. We provide a consistent solution to the differential equations, with supporting evidence being the multitransient analysis of the numerical solution. Notwithstanding this, provision for the experimental position is also given. This work extends that of Streetman 4 and Sandiford 5 for the transient case, and Shockley and Read 1 for the steady-state case, by providing an analytical solution from low through to high injection. Note also that the SRH rate equations are valid for the nondegenerate statistics, which indicates the high injection level limit. 6 Further work seeks to address the multilevel and interface or surface effects in terms of the analytical solution to the SRH rate equations.
For practical device operation the effect of defect levels at the surface or interface is minimized by passivation, which limits the concentration of such energy levels. As a result the bulk levels may have a significant impact on device operation such as solar cell efficiency and stable field effect transistor threshold voltage. However device operation occurs under varying injection levels from low through to high injection. Hence the requirement to model the effect of defects accurately and under varying conditions. Minority-carrier decay is usually modeled by one time constant b ͑representing bulk recombination, which is approached asymptotically for tӷ b ), derived from the simplified carrier continuity equations incorporating the law of mass action. Sah 7 points out that the law of mass action is valid for the equilibrium situation.
The linear approximation referred to above infers low excess carrier concentration in relation to the equilibrium majority carrier concentration, for which approximate time constant expressions are deemed to apply 1 depending on defect level concentration N t . An experimental restriction of low excess carrier concentration is often imposed to facilitate interpretation of the data using the approximations in order to determine defect level parameters such as cross sections, energy level, and concentration. In addition to the approximate expressions, the transition to high injection, where a different expression applies for the given sample, is not known. It is shown that for the transient case, whereas at high injection 1 is adequate for modeling recombination, at low injection 2 is also required as the magnitude of the coefficient can be significant. For the steady state, at low injection the frequencies are the same as the transient case although the coefficients may be markedly different and, furthermore, the coefficient for the 2 term may be significant.
The paper is organized as follows. Section II demonstrates the solution to a nonlinear differential equation represented by a quadratic. In effect the SRH rate equations have a quadratic form and the example given is intended to illustrate the infinite series of monoexponential terms in the solution, the bounds of the solution, and, in particular, the nonlinear nature of the solution. Two approaches to obtaining the indicated solution demonstrate a consistency in its derivation. This is further expanded in a more rigorous approach in Sec. IV. However the eigenvalues 1 and 2 of the linear solution to the SRH rate equations are first determined in Sec. III. The fundamental frequencies 1 and 2 are derived isothermally for arbitrary excess carrier concentration, doping concentration N A,D , defect level concentration N t , cross section n,p and energy level E t . An excess electron concentration ⌬n(t) and hole concentration ⌬p(t) is assumed to be uniformly generated throughout the wafer thickness at tϭ0 ϩ . It is shown that the nonlinear terms in the rate equations for ⌬n(t) and ⌬p(t) go to zero at tϭ0 ϩ or at some time t ϭt i , where t i Ͼ0 ϩ . The resulting linear differential equations may be solved at tϭ0 ϩ or tϭt i for the two fundamental frequencies 1 and 2 . In Sec. IV, the response to a light impulse N o ␦(t) is determined for a p-type semiconductor with a single-level defect, including the effect of arbitrary injection level ⌬n(0)ϭN o . Having obtained the fundamental time constants, a general solution for ⌬n(t) and ⌬p(t), represented by the impulse response as stated above, is found from the nonlinear rate equations being expressed in integral form. Section V contains a multitransient analysis of the numerical solution to determine the component exponentials in the sum of exponentials. The agreement of the predictions of the analytic solution with the results of the multitransient analysis of the numerical solution is very good. Also the theory indicates calculated magnitudes in agreement with those derived from the numerical analysis. In particular, the linear combination of fundamental frequencies in the exponents predicted by the analytic solution and the variation of the time constants 1 ϭ1/ 1 and 2 ϭ1/ 2 with injection level indicate close agreement. An indication of recombination only and of trapping is discussed. Section VI indicates the proposed experimental conditions for determining the time constants 1 and 2 and the onset of minority-carrier trapping is indicated. Note that the defect level concentration is assumed to be uniformly distributed throughout the silicon sample.
II. NONLINEAR RATE EQUATION WITH SERIES SOLUTION
The processes of capture and emission of carriers from a defect level and recombination and trapping via a defect level are governed by the SRH rate equations. These processes determine the average lifetime of minority carriers and hence device characteristics. As stated in the Introduction, current methods of analysis to determine defect level parameters are approximate in nature. Despite the probability that many defect levels may be present in a given semicon-ductor sample, an effective lifetime e is often evaluated as if they may be represented by one dominant level. A major contribution of the current work is the derivation of a general analytic solution to the SRH rate equations for a single-level defect in order to provide a basis for future work.
It is shown in Ref. 3 that the SRH equations can be represented by a second-order nonlinear dynamical system. Further as discussed in Sec. IV the nonlinearity is quadratic in nature. Derivation of a general analytic solution for such a system is quite tedious and involved ͑as is demonstrated in later sections͒. However, the fundamental concepts involved in such a solution are very simple. The main aim of this section is to illustrate these concepts through a simple firstorder example. Towards this end, consider the following first-order nonlinear dynamical system:
Note the nonlinearity due to a quadratic term. In fact when N 2 ϭ0 the system is linear and has the usual solution n(t) ϭn (0) 8 This effect indicates an improved infrared response of solar cells by the addition of defect levels such as produced by indium. The effect is not evaluated in the present work.
Suppose that we have an initial condition that lies within the domain of attraction. Then what is the exact nature of the solution? A solution to the linearized system would suggest that n(t)ϭn(0)exp(N 1 t) and indeed it is a good approximation if n(0) is sufficiently small. However, for large n(0) we need to take the nonlinear nature of the system into account. Because of the quadratic nature of the nonlinearity, it is possible to integrate the system ͑1͒ exactly to arrive at n͑t ͒ϭ N 1 n͑0 ͒e
͑2͒
Another method to obtain the above solution is the following that highlights certain points. A solution to the linearized system suggests that we should try solutions of the form n(t)ϭn (0) exp(N 1 t) . However when we substitute this into Eq. ͑1͒, a term involving exp (2N 1 t) is generated on the righthand side. This suggests that we should try solutions of the form n(t)ϭn 1 exp(N 1 t)ϩn 2 exp (2N 1 t) 
͑4͒
Substituting Eqs. ͑3͒ and ͑4͒ into Eq. ͑1͒ and noting that exp(N 1 t), exp (2N 1 t) , . . . are linearly independent functions, the equality in Eq. ͑1͒ can only be achieved when the coefficients on both sides of the equation match. Solving for the n k , where kϭ1,2,3, . . . , a geometric series results:
.
͑5͒
Using the initial condition
͑6͒
results in the following, which is equivalent to Eq. ͑2͒ that was obtained by direct integration:
So despite their differences both methods lead to the same solution. It is essentially the first method that we use to obtain the general solution of the SRH rate equations. However it is shown that this leads to equivalent expressions when equating coefficients as derived from the assumption of the solution being a series of exponential terms ͑second method͒. Note that if Eq. ͑1͒ is modified to include a constant term N 0 on the right side, then for initial conditions in the domain of attraction, the trajectories reach a nonzero steady-state value. This can easily be accommodated in the second method by including a constant term n 0 on the right side of Eq. ͑3͒.
A few salient points in the above development should be noted. These are also true for our general solution developed in Sec. IV. A solution to the linearized system is a good approximation only for initial conditions that are sufficiently close to the equilibrium point. Following the second method, within the domain of attraction the general solution is a linear combination of what could be said to be an infinity of exponential terms. Further, the frequencies of these exponential terms are integer multiples of a fundamental frequency ͑in the above example they are multiples of N 1 ). Finally the fundamental frequency is associated with the linearized system. In the following section it is shown that there are two fundamental frequencies for the single-level defect system associated with the linear solution of the SRH rate equations.
III. DERIVATION OF 1 AND 2 FOR ARBITRARY INJECTION LEVEL
Neglecting the effect of excited states of a defect energy level, Auger recombination, and radiative recombination, the carrier continuity equations for the one-dimensional case are given as follows:
with n(x,t) and p(x,t) being the electron and hole concentrations having a time t and a spatial x dependence. G n,p is the generation rate, U n,p is the recombination rate, and J n,p is the current density given by, respectively,
Simplifications are made such that the generation rate G n,p , diffusion components qD n dn(x,t)/dx and qD p dp(x,t)/dx, and the electric field are considered negligible. Hence the continuity equations simplify to
Note that n and p do not depend on x. The excess electron concentration ⌬n(t) and the excess hole concentration ⌬p(t) are written in terms of normalized excess carrier concentrations ⌬n nm (t) and ⌬ p nm (t), respectively. Note ⌬n nm (0 ϩ )ϭ1 and ⌬p nm (0 ϩ )ϭ1,
The defect level electron concentration N t f (t) is written in terms of the departure from equilibrium N t ⌬ f (t) and the equilibrium concentration N t f o . As such the electron and hole concentrations and the defect level concentration may be written as follows, respectively, with N t being the defect level concentration:
with the corresponding equilibrium concentrations n po and p po and where at equilibrium the electron occupancy of the defect level is
and in terms of n po by
with
͑17b͒
A charge neutrality relation indicates the conservation of charge with time,
N t ⌬ f (t) may be written as ⌬n t (t) with ⌬n t (t) being the defect level excess electron concentration. By rewriting the charge neutrality relation with ⌬n(0)ϭ⌬p(0), the valence, conduction and defect level electron concentrations may be directly compared, since the three quantities are normalized to one injection level ⌬n(0),
From Eqs. ͑15͒ and ͑18͒ the SRH rate equations 3 may be written in normalized form as
where
with C n ϭv thn n and C p ϭv thp p being the capture coefficients for electrons and holes, respectively. By extending the work of Streetman 4 and Sandiford 5 to cover the wider range of injection levels from low through to high injection, the rate equations are rewritten so as to make the nonlinear terms go to zero at some time t. To do this, the differential equation ͑20͒ may be written with the inclusion of Ϫ n (t)C n ⌬n 2 (0)⌬n nm (t) and ϩ n (t)C n ⌬n 2 (0)⌬n nm (t) for the minority carrier, and
for the majority carrier, where n (t)ϭ⌬ f (t). Inclusion of the n (t) terms above in Eq. ͑20͒ and a corresponding set of terms in p (t) into Eq. ͑21͒ is a construction which allows the application of the boundary conditions to evaluate the nonlinear terms in both equations and determine the precise time at which the equations become linear. If the resulting
Eqs. ͑23͒ and ͑24͒ are multiplied out, the n (t) and p (t)
terms cancel, reducing to Eqs. ͑20͒ and ͑21͒, respectively. Effectively the equations are unchanged by inclusion of the above terms,
͑23͒
Similarly for Eq. ͑21͒, substitutions of a corresponding set of terms containing p (t) result in Eq. ͑24͒:
͑24͒
Using the charge neutrality relation with n (t)ϭ⌬ f (t), the nonlinear term in Eq. ͑23͒ referred to as g n (t) may be written as follows:
From Eq. ͑25͒ two cases exist for the nonlinear function g n (t) to vanish at a certain time t 0 . Either ⌬n nm (t 0 )
Ϫ n (t 0 )Ͼ0 and n (t 0 )ϭ0, or ⌬n nm (t 0 )Ϫ n (t 0 )ϭ0 and n (t 0 )Ͼ0.
The first case is satisfied at t 0 ϭ0 ϩ as n (0 ϩ )ϭ0 since ⌬ f (0 ϩ )ϭ0 and from the charge neutrality relation,
. This corresponds to a linear region of frequency variation with excess carrier concentration as is further explained at the end of this section. At t 0 ϭ0 ϩ the nonlinear term vanishes and Eq. ͑20͒ becomes linear.
In the second case, which corresponds to a nonlinear region of frequency variation with excess carrier concentration ͑see end of section͒, n (t 0 )Ͼ0 and p (t 0 )Ͼ0 with t 0 ϭt i ,
Effectively there is an intersection of ⌬ f (t) and ⌬n nm (t), whereas in the linear region of frequency variation above there is no intersection.
Similarly the nonlinear term in Eq. ͑24͒ referred to as g p (t) may be expressed using the charge neutrality relation for ⌬p nm (t),
At low injection p (0 ϩ )ϭ0 and at high injection the
͑27͒
The differential equations ͑23͒ and ͑24͒ are written in a simplified linear form similar to that by Streetman 4 at t 0 ϭ0 ϩ or t 0 ϭt i as Eqs. ͑28͒. Constants n (t 0 ) and p (t 0 ) are dependent on the injection level. In Appendix A n (t 0 ) and a condition for n (t 0 )Ͼ0, at some t 0 ϭt i is evaluated,
where ␣, ␤, ␥, and now contain the n (t 0 ) and p (t 0 )
terms for the two cases indicated above such that t 0 ϭ0 ϩ or t 0 ϭt i , with ⌬n(0)ϭ⌬p(0),
The method using the differential operator Dϭd/dt, 9, 10 whereby the determinant of the matrix of equations ͑28͒ equals zero, allows the formation of the characteristic equation
The characteristic equation at tϭt 0 ͑where the nonlinear terms go to zero͒ may be written as Eq. ͑31͒. As such the fundamental frequencies 1 and 2 ͑inverse time constants͒ may be evaluated, 2 Ϫ͑␣ϩ␥ ͒ϩ͑ ␣␥Ϫ␤͒ϭ0. ͑31͒
By evaluating the roots of Eq. ͑31͒ such that the frequency 1 ϭ1/ ϩ and 2 ϭ1/ Ϫ by comparison with,
The linear solution of Eqs. ͑28͒ for ⌬ p nm (t) and ⌬n nm (t) is ⌬ l p nm (t) and ⌬ l n nm (t), respectively, with ⌬ l f (t) derived from the charge neutrality relation,
The range of excess carrier density where the fundamental frequencies change with injection level, is expressed by Eqs. ͑29͒ and ͑32͒. Low injection refers to the situation where the excess carrier density is much less than the equilibrium majority carrier density. 6 The linear region of variation of fundamental frequencies 1,2 with injection level or excess carrier density is defined by Eq. ͑34͒. This condition is satisfied upon expansion of Eq. ͑34͒ for n (t 0 )ϭ0 and p (t 0 )ϭ0 at t 0 ϭ0 ϩ . The requirement is found from n (t)ϭ⌬ f (t), which equals zero at tϭ0 ϩ as ⌬ f (t), the defect level excess electron concentration, is zero at tϭ0
ϩ . An upper limit for the linear region of excess carrier density exists referred to as ⌬n(0) critical and is evaluated in Appendix A. Hence n (0 ϩ )ϭ0 and p (0 ϩ )ϭ0 render Eqs. ͑23͒ and ͑24͒ linear for all injection levels less than ⌬n(0) critical ,
The nonlinear region of variation of fundamental frequencies 1,2 with injection level or excess carrier density is defined by Eq. ͑35͒. This corresponds to the range of excess carrier density whereby the change in fundamental frequency with injection level is nonzero as expressed by Eq. ͑35͒. This condition is satisfied for n (t 0 )Ͼ0 and p (t 0 )Ͼ0 for some value of t 0 . As such ⌬ f (t)Ͼ0 can only be achieved with t 0 Ͼ0 ϩ as ⌬ f (t) is greater than zero except at tϭ0 ϩ and t ϭϱ. Equations ͑23͒ and ͑24͒ are linear at t 0 ϭt i ,
͑35͒

IV. DERIVATION OF AN ANALYTIC SOLUTION
FOR ⌬n nm "t…, ⌬p nm "t…, AND ⌬f"t…
Having evaluated the frequencies 1 and 2 derived from the linear equations at time tϭ0 ϩ or t i , it now remains to find a solution for the rate equations away from the equilibrium points 0 ϩ and t i . It is shown below that the general solution for ⌬n nm (t), ⌬p nm (t), and ⌬ f (t) consists of the same infinite series of monoexponential terms with different coefficients, respectively, the inverse time constants of which are a linear combination of those frequencies of the linear solution. The nonlinear differential rate equations for ⌬n nm (t) and ⌬ p nm (t) are rewritten as indefinite integral expressions for ⌬n nm (t) and ⌬ p nm (t), respectively. These expressions are solved by repeated integration by parts, to reveal an infinity of monoexponential terms for ⌬n nm (t) and ⌬p nm (t). In this format the coefficients may be derived recursively in a nested fashion which is not computationally convenient. Having established that the solution is an infinity of exponential terms, equating coefficients on both sides of the rate equations realizes simultaneous equations which are independent, provided 1 / 2 is irrational. This uniquely identifies and allows the evaluation of the coefficients by a recurrence relation. A definition of linearity is provided in Ref. 11, which includes the state of the system prior to application of the impulse ␦(t). Since each monoexponentional term in ⌬n nm (t) is the solution of a linear differential equation with a constant coefficient, the solution is the response to an infinite number of linear systems. As such the solution for ⌬n nm (t) represents the impulse response and provides a general solution to the rate equations. The region of convergence about the equilibrium point tϭ0 ϩ is examined. The unconstrained coupled differential equations we are interested in are of the form ͑36͒-͑38͒ taken from Eqs. ͑20͒ and ͑21͒, and substituting the charge neutrality relation:
͑38͒
An insight is gained into the solution of the above nonlinear rate equations as follows. On substitution of the linear solutions ͑33͒ for ⌬ l n nm (t) ⌬ l p nm (t) and ⌬ l f (t) into the above coupled differential equations ͑36͒ and ͑37͒ representing the global evolution of ⌬n nm (t) and ⌬ p nm (t), respectively, we find that, for example, exp(Ϫ2 1 t), exp(Ϫ2 2 t) and exp͓Ϫ( 1 ϩ 2 )t͔ are generated on the right-hand side and not on the left. Continuing by including exp (Ϫ2 1 t) , etc. in a solution and further inclusion of exponents which do not match, we intuitively expect an infinity of exponential terms in the solution form for ⌬n nm (t), ⌬ p nm (t) and via the charge neutrality relation for ⌬ f (t). We expect the nonlinear solution to have an infinite number of exponential terms and the time constants to be a linear combination of the two fundamental frequencies 1 and 2 , where the eigenvalues of the linearized system are given by Ϫ 1 and Ϫ 2 . A more rigorous analysis is given in Appendix B.
The following solution form is proposed for ⌬n nm (t), ⌬p nm (t) and via the charge neutrality relation ⌬ f (t), with the notation E i, j ϭexp(Ϫi 1 tϪj 2 t),
The coefficients of the exponential terms are determined by solving simultaneous equations. The procedure for evaluating the coefficients P i, j , N i, j , and F i, j is to substitute Eq. ͑39͒ into Eqs. ͑36͒-͑38͒. Note that exp͓Ϫ(i 1 ϩj 2 )t͔ are linearly independent functions for various (i, j) provided 1 / 2 is irrational. So equality for all t can only be attained by matching the coefficients of appropriate exponentials on both sides. For iϭ0 and jϭ0 the coefficients N 00 , P 00 , and F 00 are defined to be equal to values at t 0 ϭ0 ϩ or t 0 ϭt i . As t →0
ϩ , E i, j →1 and hence ⌬n nm (0 ϩ )ϭN 00 with N 00 ϭ1. Confirmation of the above method of equating coefficients is given in Appendix B and the coefficients F 10 and F 01 are determined in Appendix C. Hence N 10 and P 10 may be evaluated in terms of F 10 as follows:
Three simultaneous equations may be formed by equating coefficients for iϭ1,jϭ1, such that N 11 and P 11 may be evaluated in terms of N 10 , N 01 , P 10 and P 01 given F 10 and F 01 ,
ϭC n N t ͑ N 10 F 01 ϩN 01 F 10 ϩ2N 00 F 11 ͒, ͑41a͒
ϭϪC p N t ͑ P 10 F 01 ϩ P 01 F 10 ϩ2 P 00 F 11 ͒, ͑41b͒
Continuing to solve the simultaneous equations for further coefficients, a solution set for ⌬n nm (t) and ⌬p nm (t) may be realized in terms of F 10 and F 01 . A global solution for f (t) is obtained by the substitution of solutions for ⌬n(t) and ⌬p(t) into the expression for the charge neutrality relation ͑18͒. From Eq. ͑36͒ a recurrence relation may be formed which simplifies the calculation of the coefficients N i, j and F i, j with iϭ1,2, . . . ,ϱ and jϭ1,2, . . . ,ϱ. Similarly a recurrence relation for P i, j may be formed,
where E 0,0 ϭ1 and
The nature of the quadratic form for the SRH differential equation representing ⌬n nm (t) is determined in Appendix D. Further, the sum of the responses to an infinity of linear systems which the solution represents is examined in Appendix E.
V. NUMERICAL SOLUTION OF SRH EQUATIONS: IDEAL IMPULSE ␦"t…
The unconstrained coupled differential equations we are interested in are of the form ͑44͒-͑46͒ taken from Eqs. ͑20͒ and ͑21͒, and substituting the charge neutrality relation:
͑46͒
The three equations ͑44͒-͑46͒ form a set of second-order coupled differential equations 3 which are nonlinear and solved numerically. No a priori knowledge is available for ⌬n nm (tϩ⌬t) as it represents the time evolution of the excess carrier concentration derived numerically. A correlation between the numerical solution and the predictions of the analytical solution is made and found to indicate close agreement. This confirms the method used to analyze the decay as a useful tool.
A fourth-and fifth-order Runge-Kutta scheme, 12,13 is chosen to represent discrete values of ⌬n nm (t), ⌬p nm (t), and ⌬ f (t), to ensure convergence to the equilibrium concentration for the minority carrier as t→ϱ. Figure 1 representing the phase diagram 14 indicates the convergence to the equilibrium point for the example given by Table I . The normalized excess carrier concentrations at tϭ0 ϩ are given by ⌬n nm (0 ϩ )ϭ1.0 and ⌬ p nm (0 ϩ )ϭ1.0. The defect level initial occupation is assumed not to change from tϭ0 Table I indicates typical data used in the numerical solution.
Multitransient analysis refers to the extraction of component exponential terms from a sum of exponentials comprising the signal. The methods available [15] [16] [17] [18] [19] [20] present a means of analyzing signals with additive white Gaussian noise. In addition, where the data matrix and the observation matrix may be subject to noise fluctuations, the total least-squares method 21 ͑TLS͒ is employed. This method models the multiexponential signal as an autoregressive process. For the present analysis the TLS ͑Refs. 15 and 22͒ multitransient analysis method using singular value decomposition 23 is applied to the analysis of the multicomponent exponential decay.
The TLS multitransient analysis of the numerical solution of Eqs. ͑44͒-͑46͒ results in the determination of frequencies which are compared with the existing theoretical expressions ͑32͒ for low through to high injection. Figure 2 shows the comparison between the decay time constants 1 ϭ1/ 1 and 2 ϭ1/ 2 as calculated from Eq. ͑32͒ and as evaluated by the TLS analysis of numerical data ͓⌬n(tϩ⌬t)͔ for T ϭ300 K. The figure indicates the variation from low injection through to high injection. Note that the excess carrier concentration ⌬n(0) varies from 1ϫ10 8 cm Ϫ3 to 1 ϫ10 16 cm Ϫ3 . Agreement is excellent and as such contributes to the confidence in the TLS method of analysis. The onset of the nonlinear variation of frequencies 1 Figure 3 shows the comparison between the decay time constants 1 and 2 as calculated from Eq. ͑32͒ and as evaluated by the TLS analysis of numerical data ͓⌬n(tϩ⌬t)͔ for Tϭ300 K versus the Fermi level E F . The doping concentration for the p-type and n-type samples varies from 5 ϫ10 10 cm Ϫ3 to 1ϫ10 16 cm Ϫ3 . Agreement is very good for the numerical solution and the calculated 1 and 2 . From this figure, 1 describes the minority-carrier decay constant and 2 the majority-carrier decay constant, in analogy with Shockley and Read 1 for the steady state. As such they represent fundamental decay time constants. Figure 2 indicates that for ⌬n(0)Ͼ⌬n(0) critical , 1 increases realizing a situation where the minority carrier (p-type͒ time constant represented by 1 is becoming longer. The minority carriers ͑electrons͒ remain in the conduction band for a longer average time indicating that there are fewer holes at the defect level to recombine with. As such the defect level electron population is increasing and electrons remain at the defect level for a longer average time. This is referred to as minority-carrier trapping. The time constant 1 remains constant in the linear region of variation of 1,2 with ⌬n(0). This region corresponds to recombination only, whereas the nonlinear region undergoes recombination and trapping. Eventually the trapping saturates as ⌬n(0) is increased to high injection and the time constant 1 reaches a maximum becoming almost constant.
Further by recalling the expression ͑39͒ for the decay ⌬n nm (t), the infinity of time constants is found to be a linear combination of two fundamental frequencies 1 and 2 . Table II indicates the correlation with the prediction of Eqs. ͑32͒ and ͑39͒ and the TLS analysis of the decay ⌬n(t ϩ⌬t) within the limitations of the TLS method. No a priori knowledge is available for time constants associated with the numerical solution, yet the agreement of the analytical and TLS methods with respect to the linear combination of 1 and 2 and their magnitude is excellent. The TLS multitransient analysis also reveals the same magnitudes of the coefficients of the exponential terms as by the analytical approach ͑see Appendix C͒. Note that the magnitudes of the coefficients decrease rapidly. In addition, for the transient case in low injection, the magnitude of the coefficient for 2 is significant. By evaluating an error term , Eq. ͑47͒, being the difference between the series with calculated coeffcients as determined in Appendix C and the numerical solution, an estimate of the agreement of the two approaches may be made, Figure 4 indicates the agreement for the linear and nonlinear regions of variation of 1,2 with ⌬n(0). The indicated closeness of fits between the two approaches is good for the initial part of the decay and diverges for large time. This may be explained by accumulation of error in the Runge-Kutta numerical method. Further, the value for d⌬n nm (t)/dt at t ϭ0 ϩ for the series N i, j at tϭ0 ϩ at the indicated injection levels is 9.150 75ϫ10 4 , which is in close agreement with the 
VI. PROPOSED EXPERIMENTAL CONDITIONS
Specifically with regard to a p-type silicon wafer, for infrared light pulses produced by a yttrium aluminum garnet ͑YAG͒ laser at tϭ0 ϩ with a wavelength of 1.064 m, a uniform excess carrier concentration may be generated within a sample of 50 m thickness. 24 This produces the initial condition ⌬n(0)ϭ⌬ p(0) at tϭ0 ϩ . Silicon nitride passivated surfaces provide a low effective surface recombination velocity S e f f on a float-zone p-type silicon wafer. 25 Similarly a low surface recombination velocity may be attained with the Si-SiO 2 system. 26 The effective surface recombination velocity is taken to be injection level dependent in Refs. 25 and 26. For excess carrier concentrations 1 ϫ10 8 cm Ϫ3 to 1ϫ10 16 cm Ϫ3 , S e f f Ͻ50 cm/s is assumed to be attainable with appropriate processing with the Si-SiO 2 system for a wafer resistivity of the order of 250 ⍀ cm (5 ϫ10 13 cm Ϫ3 ). The decay of excess carriers may be detected by a contactless microwave photoconductance measurement. Furthermore a dominant level with an energy near midgap ͑such as that of the gold levels at E t ϪE v ϭ0.65 eV), which represents an efficient recombination center, is the basis for the single-level model. The defect level concentration is assumed to be uniformly distributed throughout the sample.
In terms of direct application a possibility immediately arises from the present work where a silicon sample is processed as above. Minority-carrier trapping for a dominant defect level may be evaluated by an analysis of the decay due to an impulse of light as previously indicated to determine 1 and a plot of this quantity against the excess carrier concentration ⌬n(0). Since 1 represents the minoritycarrier for a dominant defect level, a measure of material quality is attained by an assessment of minority carrier trapping. From the charge neutrality relationship, increasing the excess carrier concentration in the sample means that both ⌬n(t) and ⌬p(t) are measured. However from the present work both quantities contain the same decay constants. The decay may be analyzed for 1 and given the relative magnitude of excess carrier concentration, wafers may be compared for quality. Ideally the range of excess carrier concentration should encompass the linear region and the nonlinear region of variation of 1,2 with excess carrier concentration.
VII. DISCUSSION
As stated previously the steady-state decay time constant is the same as the transient decay time constant with only the magnitudes of the coefficients of the exponential terms differing from steady state to transient. Existing experimental data are largely interpreted using the expressions derived in Ref. 1 with approximations as indicated in the Introduction. The current work seeks to address the anomalies arising from such an interpretation in terms of the defect level parameters such as level depth. To this effect, for example, Fig. 5 From the figure L-SRH underestimates 1 by Ϸ30% in the linear region. Although H-SRH is a good fit in the nonlinear region in terms of determining material quality for a dominant defect, again the degree of trapping is unknown. However for defect level parameter estimation decay experiments are usually conducted in the linear region ͑low excess carrier concentration͒. The reason for the discrepancy in the linear region is that in the original paper 1 the change in charge density produced by changing concentration in the traps is neglected. The present work makes no such assumption. Refering to the figure from the low and high excess carrier concentration time constants the ⌬n(0) critical cannot be determined. As a result the extent of the linear region is unknown from these time constants. 
VIII. CONCLUSIONS
Initially at tϭ0 ϩ , ⌬n(0) electrons and ⌬p(0) holes are uniformly generated in the material. Expressions for the minority-( 1 ) and majority-( 2 ) carrier decay time constants are derived without an approximation at a given temperature for arbitrary excess carrier concentration, doping concentration N A,D , defect level concentration N t , cross section n,p , and energy level E t . The transition from low to high injection is also given. A general analytic expression for the carrier decay ⌬n(t) for tϾ0 ϩ derived from the rate equations is represented by an infinity of exponential terms, the frequencies of which are linear combinations of the two fundamental frequencies 1 and 2 . These frequencies are attributed to minority 1 and majority 2 decay frequencies ͑inverse time constants͒. Very good agreement is found between the decay frequencies 1 and 2 for the theory presented and by the TLS multitransient analysis of the numerical solution at one temperature. This independent verification of the theory derived from the Shockley-Read-Hall rate equations confirms the properties of the above solution. Further, the solution represents the impulse response as the exponential terms are the response to an infinite sum of linear systems.
The fundamental frequencies uniquely identify the defect level properties of capture cross section n,p , level concentration N t , and energy E t , as a signature of time constants. The numerical solution at temperature T i , excess carrier concentration ⌬n(0) and doping concentration N A indicates the evolution of the decay with the above defect level parameters. This unifies the theory of minority-carrier decay via a single-level defect by providing a means of modeling such decay. For low injection n (t 0 ) and p (t 0 ) at t 0 ϭ0 ϩ are both zero. It remains to find a value for n (t 0 ) and p (t 0 ) at t 0 ϭt i . First, a relationship between the differential terms in Eqs. ͑27͒ is established and subsequently an expression for n (t i ) is developed. Second, having determined an expression for n (t i ) in terms of the excess carrier concentration ⌬n(0), a critical value of excess carrier concentration ⌬n(0) critical may be evaluated. This value represents the transition between the linear variation of fundamental frequency with excess carrier concentration and the nonlinear variation with n (t 0 )ϭ0. A requirement for the selection of n (t i )ϭ⌬ f (t i )ϭ⌬n nm (t i ) is found from the charge neutrality relation ͑18͒ with ⌬ p(0)ϭ⌬n(0) as follows:
͑A2͒
Equating coefficients on both sides of Eq. ͑A1͒ considering the first two components,
͑A3͒
Now, multiplying the first equation of Eq. ͑A3͒ by 1 exp (Ϫ 1 t i ) and the second equation by 2 exp(Ϫ 2 t i ) yields
Summing the left-hand side of Eq. ͑A4͒ and equating that to the sum of the right-hand side results in a relationship between the differentials as follows:
Having established this relationship, Eq. ͑28͒ may be solved for n (t i ). The value of p (t i ) is evaluated from Eq. ͑27͒,
where ␣ 0 , ␤ 0 , ␥ 0 , and 0 are given by Eq. ͑22͒. Solving the following quadratic resulting from Eq. ͑A6͒ with ⌬ n (t i ) ϭ0, corresponding to the linear region of variation of 1,2 with ⌬n(0), indicates the onset of the nonlinear region. For ⌬n(0)Ͼ0, the onset of the nonlinear region is termed ⌬n(0) critical ,
Note also that from Eqs. ͑28͒ and ͑A2͒, the following may be established for t i :
APPENDIX B: DERIVATION OF AN ANALYTIC SOLUTION FOR ⌬n nm "t…, ⌬p nm "t…, AND ⌬f"t… More formally, the nonlinear equation ͑36͒ may be written in the following form, given r n (t) and q n (t), where ⌬n(t) ϭ⌬n nm (t)⌬n(0):
where ⌬ f (t) is the nonlinear occupation function.
An analytic solution for ⌬n(t) may be written as follows ͑see Ref. 27͒:
͑B4͒
It is assumed that the nonlinear function ⌬ f (t) may be given by ⌬ l f (t), Eq. ͑33͒. A solution of Eq. ͑B4͒ is obtained by substitution of ⌬ l f (t) and evaluating the indefinite integral by repeated integration by parts. An infinite sum of exponentials, with the exponents being a linear combination of the fundamental frequencies 1 and 2 is revealed for ⌬n(t) ͓Eq. ͑B10͔͒.
The solution of Eq. ͑B4͒ is briefly outlined as follows. Let
where C is a constant of integration to be determined by the boundary conditions. Performing the integration by parts for the first term of I qn (t) as follows:
Multiplying Eq. ͑B5͒ through by I rn Ϫ (t) and collecting terms yields an expression for ⌬n(t) in which R xyz (t) is an integral which may be further integrated by parts. The equation representing the function ⌬n(t) is given by Eq. ͑B10͒ indicating a series of exponential terms, which on further integration goes to an infinity of terms. Effectively the integration is performed until the magnitude of the remainder ͓R xyz (t)͔ is less than some ⑀. The constant of integration C is evaluated at the end of this section. 
Consider now the second nonlinear expression ͑37͒ for 
͑B26͒
Evaluation of the constant of integration C and confirmation of the method of equating coefficients to realize simultaneous equations are as follows. Equation ͑B10͒ may be expressed as Eq. ͑B27͒:
and the constant C determined at t 0 ϭ0 ϩ or t 0 ϭt i , which represent boundary conditions where the value of ⌬n(t) is known, 10 and N 01 are reevaluated, and the N i, j , P i, j , and F i, j are determined from the simultaneous equations such that the sum of the coefficients at tϭ0 equals 1. Note that at tϭ0 ϩ the resulting series for N i, j should yield a value for d⌬n nm (t)/dt given by Eq. ͑C1͒ for arbitrary injection ⌬n(0).
APPENDIX D: RATE EQUATION, QUADRATIC FORM
At tϭ0 ϩ the following quadratic form applies for the transient case at hand. As such the easiest way to deal with this is to do a coordinate change so that the N 0 term disappears in the new coordinates. 0ϭN 0 ϩN 1 n͑0 ϩ ͒ϩN 2 n 2 ͑ 0 ϩ ͒. ͑D1͒
Now n(0 ϩ ) approaches n t , the nonzero solution of the above quadratic, and using the coordinate change ñ ϭn(0 ϩ )Ϫn t , the N 0 term is eliminated. In terms of Eq. ͑42͒, Eq. ͑1͒ is written as follows such that for all (i, j) we have
͑D2͒
where ⌽ i, j is the sum of the cross terms and 
