Abtmct-Most algorithms in 3D computer vision rely on the pinhole camera model because of its simplicity, whereas virtually all imaging devices intmduee certain amount of nonlinear distortion, where the radial distortion is the most severe part. Common approach to radial distortion Is by the means of polynomial approxjmation, which introduces distortion-speciflo parameters into the camera model and requires estimation of these distortlon parameters. The task of estimating radial distortion is to And a radial distortion model that allows easy undistortion 88 well 89 satisfactory accuracy. This paper presents a new radial distortion model with an easy analytical undistortion formula, which also belongs to the polynomial sppmdmation category. Experimental results are presented to ahoar that with this redial distortion model, satisfactory accuracy is achieved. A n a p plication of the new radial distortlon model lo non-iterative yellow line alignment with a calibrated camera on ODIS, e robot built in our CSOIS (See Fig. 1 ).
I. INTRODUCTION

A . Related Work: Camem Cdibmtion
Depending on what kind of calibration object used, there are mainly two categories of calibration methods: phctogrammetric calibration and self-calibration. Photogrammetric calibration refers to those methods that observe a calibration object whose geometry in 3-D space is known with a very good precision 111. Self-calibration does not need any calibration object. It only requires point matches from image sequence. In [Z], it is shown that it is possible to calibrate a camera just by pointing it to the environment, selecting points of interest and then tracking them in the image as the camera moves. The obvious advantage of the self-calibration method is that it is not necessary to know the camera motion and it is easy to set up. The disadvantage is that it is usually considered unreliable [3].
A four step calibration procedure is proposed in [4] where the calibration is performed with a known 3D target. The four steps in [4] are: linear parameter estimation, nonlinear optimization, correction using circle/ellipse, and image correction. But for a simple start, linear parameter estimation and nonlinear Optimization are enough. In 151, a plane-based calibration method is described where the calibration is performed by Erst determining the absolute conic B = A-=A-', where A is a matrix formed by the camera's intrinsic parameters. In 151, the parameter 7 (a parameter describing the skewness of the two image axes) is assumed to be zero and it is observed that only the relative orientations of pl&nes and camera are of importance in avoiding singularities because the planes that are parallel to each other provide exactly the same information.
The camera calibration method in (61, (71 is regarded as a great contribution to the camera calibration. It focuses on the desktop vision system and advances 3D computer vision one step from laboratory environments to the real world. The proposed method in [SI, (71 lies between the photogrammetric calibration and the self-calibration, h e cause 2D metric information is used rather than 3D. The key feature of the calibration method in (61, [?I is that the absolute conic B is used to estimate the intrinsic parameters and the parameter 7 can be considered. The proposed technique in [6]. (71 only requires the camera to ohserve a planar pattern at a few (at least 3, if both the intrinsic and the extrinsic parameters are to be estimated uniquely) different orientations. Either the camera or the calibration object can he moved by hand as long as they cause no singularity problem and the motion of the calibration object or camera itself needs not to be known in advance.
After estimation of camera parameters, a projection matrix M can directly link a point in the 3-D world reference frame to its projection (undistorted) in the image plane.
That is
where X is an arbitrary scaling factor and the matrix A fully depends on the 5 intrinsic parameters with their detail descriptions in Table I , where some other variables used throughout this paper are also listed.
The calibration method used in this work is to 6rst estimate the projection matrix and then use the absolute conic to estimate the intrinsic parameters (61, [7] . The detail pro- . Nonlinear Optimization. 
where k1, kz, k3,. . . are the distortion coe5cients and rz = 5 ' + y2 with ( 5 ,~) the normalized undistorted projected points in the camera frame. The distortion is usually dominated by the radial components, and especially dominated by the first term. It has aIso been found that too high an order in (2) may cause numerical instability 171, I Q ] , [lo] .
In this paper, at most two terms of radial distortion are considered. When using two coefficients, the relationship between the distorted and the undistorted image points becomes 161
When using two distortion coefficients to model radial distortion as in [SI, [HI, the inverse of the polynomial function in (3) is difficult to perform analytically. In [Ill, the inverse
function is obtained numerically via an iterative scheme. In 1121, for practical purpose, only one distortion coefficient kl is used. Besides the polynomial approximation method mentioned above, a technique for blindly removing lens distortion in the absence of any calibration information in the frequency domain is presented in 113). However, the accuracy reported in 1131 is no means comparable to that based on calibration and this approach can be useful in areas where only qualitative results are required. The new radial distortion model proposed in this paper belongs to the polynomial approximation category.
The rest of the paper is organized as follows. Sec. I1
describes the new radial distortion model and its inverse undistortion analytical formula. Experimental results and comparison with existing models are presented in Sec. 111. One direct application of this new distortion model is discussed in Sec. IV. Finally, 6ome concluding remarks are given in sec. v.
RADIAL DISTORTION MODELS
In this paper, we focus on the distortion models while the intrinsic parameters and the extrinsic parameters are achieved using the method presented in [6], [7] . According to the radial distortion model in (3), the radial distortion can be resulted in one of the following two ways:
Transform from the camera frame to the image plane, then perform distortion in the image plane
Perform distortion in the camera frame, then transform to the image plane
Therefore, it is also true that
[F] =A[;;"]
Thus, the distortion performed in the image plane can also be understood as introducing distortion in the camera f r m e and then transform back to the image plane.
A. The Ensting Radial Distortion Models
Radial nndistortion is to extract (U,*) from ( u d , v d ) , which can also be accomplished by extracting (x, y) from (xd,yd). The following derivation shows the problem when trying to extract (x, y) from ( I d , yd) using two distortion coefficients kl and k2 in (3).
From ( u d ,~) , we can calculate (Zd,yd) by
B. The New Radial Distortion Model
Our new radial distortion model is proposed as:
F ( r ) = r f ( r ) = r ( l + k 1 r + k 2 r 2 ) ,
which is also a function only related to radiw T . The m e tivation of choosing this radial distortion model is that the resultant approximation of Xd is also an odd function of x, as can be seen next. For F(r) = r f ( r ) = r ( l + klr + kzr'),
we have
Again, let c = yd/Zd = y/z. We have = c1: where c is a constant. Substituting y = w: into the above equation
where sgn(x) gives the sign of I. Let
f ( x ) = x + k l~s g n ( x ) x~+ k z ( l + c~) s 3
Clearly, f(z) is also an odd function.
To perform the radial nndistortion using the new distortion model in (IO), that is to extraxt x from Zd in (12), the following algorithm is applied:
1) x=Oiffxd=O,
2) Assuming that z > 0, (12) becomes
where the camera intrinsic matrix A is invertible by nature. Now, the problem becomes to extracting (2, y) from (8) where &(A, kl, k?, &, ti, M j ) is the projection of point Mj in the i f h image using the estimated parameters and Mj is the j t h 3D point in the world frame with 2'" = 0. Here, n is the number of feature points in the coplanar calibration object and N is the number of images taken for calibration. 
i = G .
From the above three possible solutions, we discard those whose imaginary parts are not equal to zero. Then, from the remaining, discard those solutions that confiict with the assumption that x > 0. Finally, we get the candidate solution z+ by choosing the one closest to zd if the number of remaining solutions is greater than 1.
3) Assuming that x < 0, there are also three possible solutions for which can be written 85
The three solutions for (16) can thus be calculated from (13) and (14) by substituting p = -p. With a similar procedure as described in the case for z > 0, we will have another candidate solution 5-. 4) Choose among z+ and X-for the 6nal solution of x by t&ing the one closest to xd. in (12) is to choose from several candidate solutions, whose analytical formula are !mown. The benefits of using this new radial distortion model are as follows:
. Low order fitting, better for ked-point implementation;
. Explicit or analytical inverse function with no numerical iterations;
. Better accuracy than using the radial distortion model The results show that the objective function of model3 is always greater than that of model,, but much smaller than that of modelz, which is consistent with our expectation. Note that, when doing nonlinear optimization with different distortion models, we always use the same exit thresholds.
To make the results in this paper repeatable by other researchen for further investigation, we present the options we use for the nonlinear o p timization: options -optimaet ('Display', ' i t e r ' , 'Largescale', ' o f f ' , 'MaxFuuEvals', 8000, 'TolX', ' T o l h " .
'MaxIter', 120). The raw data of the extracted feature locations in the image plane are also available upon request.
A second look at the results reveals that for the camera used in 161, 171, 1141, which has a small lens distortion, the advantage of models over modelz is not so significant. When the camerss are experiencing Severe distortion, the radial distortion model3 gives a much better performance over models, as can be seen from Tables 111 and IV 
A. What is ODIS?
The Utah State University Omni-Directional Inspection System) (USU ODIS) is a small, man-portable mobile robotic system that can be used for autonomous or semiautonomous inspection under vehicles in a parking area [16], 1171, [MI. The robot features (a) three "smart wheels"
[19] in which both the speed and direction of the wheel can be independently eontrolled through dedicated p r o c e sors, (b) a vehicle electronic capability that includes multiple processors, and (c) a sensor array with a laser, sonar and J R sensors, and a video camera. A unique feature in ODIS is the notion of the "smart wheel" developed by the Center for Self-organizing and Intelligent Systems A key feature of the ODIS control system is the use of an object recognition system that fits models to sensor data.
These models are then used as input parameters to the mo. tion and behavior control commands (161. Fig. 1 shows the mechanical layout of the ODIS robot: The robot is 9.8 cm tall and weighs approximately 20 kgs.
B. Motivation
The motivation to do camera calibration and radial undistortion is to better serve the wireless visual servoing task for ODIS. Our goal is to align the robot to a parking lot yellow line for localization. Instead of our previous yellow line alignment methods described in [B], [ZO], we can align to the yellow line with a non-iterative way using a calibrated camera. The detail procedure is discussed in the next section.
C. Localization Procedure
Let us begin with a w e when only ODIS's yaw and z,y positions are unknown while ODIS camera's pan/tilt angles are unchanged since calibration. The task of yellow line alignment is described in detail as follows: Let (z, y) be the nndistorted points in the camera frame corresponding to the yellow line's two ending points in the 3D world frame. Let & and t z be the rotation matrix and translation vector at position 2 (where the vehide thinks it is at), similarly RI and tl at position 1 (the true position and orientation), we can write RZ = AR . RI and t a = tl +At, where AR and At are the deviation in orientation and translation. If the transform from the world reference frame to the camera frame is Pc = R-'(P"' -t), first we can calculate PA; and P B~. especially when the actual distortion is significant. An a p plication of the new radial distortion model is non-iterative yellow line alignment with a calibrated camera on ODIS.
