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Gratias vobis ago
I believe that the most complex material on this planet is the humanity. It is organic and elastic, with
the ability to grow when resources are available, or recede when this is not the case. It is quantized.
A quantum of humanity is called a person, in the spirit of photons and phonons. The definition
of personhood is thorny and controversial, but we shall not deal with this topic here. There is no
conservation of persons, and for the most part they are distinguishable. This material seems to be
amorphous, but persons tend to build hollow, three-dimensional objects sometimes for themselves
or for other persons with the intent of performing a variety of activities inside these objects, so
some degree of ordering is possible. In large metropolis, grain boundaries could be argued to exist.
Persons affect each other, but the strength of these interactions is not very related to the Euclidian
distance between them. The strength and number of bonds are different for each person, but each
of these persons contribute to the properties of humanity.
The most intriguing attribute of this material is that abstract concepts arise from single persons
or from permutations of persons. These are usually called ideas and are incredibly powerful, with
the ability to modify the properties of the material. They are the dominant long-range forces. Art,
mathematics, science, economics, government, law, religion, exploration, language, music, philos-
ophy, freedom, etc. are instances of ideas, shaped by humanity and with the potential to shape
humanity. Interactions between the environment, persons, and their creations are complex and rich,
and I feel incredibly lucky that I can observe, usually understand, often benefit, and sometimes
contribute to these human creations.
It is an honor to be able to work with my body: to displace it, to subject it to different stimuli,
to interact with the world, to push it to the limit for the heck of it. I am extremely grateful
because it allows me to hug the people I love. It is an honor to be able to work with my mind: to
grasp concepts, to learn, to construct scientific models, to create and visualize figures and colors,
to appreciate music, to understand and accept its own limitations and the limitations of my body.
The plethora of feelings is occasionally overwhelming and frequently unpleasant, but I am grateful
that I can explore them all. My brain keeps memories that are valuable, joyous, or painful. I am
happy that I can retrieve them, create new ones, and that one day they will disappear. Thus, I
acknowledge consciousness, even in light of its variability, vulnerability, and non-uniqueness.
vAfter that lengthy rant, I will try to focus on my real acknowledgements.
In my first coordination shell is my advisor Brent Fultz. He has my gratitude for allowing me
to join his group and I hope he believes it was a good decision. For me it was life-changing. He has
my admiration for his scientific talent and intelligence, his scientific contributions, and the role that
he is playing in organizing and pushing forward his field. He has my respect because his scientific
standards are the highest and the publications out of his group are all outstanding. He has my
friendship for giving me time, space, and much research independence; for helping me when I really
needed his help; and most importantly, for having coffee with me once in a while. I hope one day I
can reciprocate his kindness. Thank you, Brent!
The members of my thesis committee made my defense very interactive and very enjoyable. I
thank Julia Greer, Bill Johnson, and Bill Goddard. It was a pleasure to discuss my research with
them and I appreciate their insightful questions, their thoughtful opinions, and their time. Along
with Brent, they made that day memorable. I thank Harry Atwater for his willingness to be in my
thesis committee. He was in my candidacy one and he destroyed me. Later, I joined his soccer team.
Matt Lucas, Lisa Mauger and Mike Winterrose were my close collaborators and my friends
during my time at Caltech, and I have the quixotic hope that we can keep working together in
the future, as it was always a pleasure in spite of the crushing beamtimes that we shared. Of our
perpetual friendship, I am sure. I have learned so much from them, and embraced so many of their
great personal qualities and scientific approaches that now I am and alloy of mercury, although the
composition is difficult to determine. Deep conversations about serious topics were almost as good
as trike racing and goofy conversations about serious topics. Our quad at the APS guesthouse, late
night escapades, and beamtime karaoke with upbeat 80’s songs suddenly come to my mind. Thanks
for sharing the good and the bad. There was plenty of both.
Olivier Delaire was my mentor during my SURFs at Caltech in the summer of 2005 and in the
summer of 2006. His broad knowledge of the field and almost every other field inspired me. His work
ethic and scientific insight have always impressed me. The well-planned and well-thought research
projects that he devised for my summers, and his continuous help and genuine interest are the most
important reasons why I could hang around Tech. I can identify these attributes in all his work. I
will never be as good as him, but most of the time I try and that makes better. Merci bien!
Brent always maintains a group that is dynamic and intellectually stimulating. This environment
allows his students have brilliant ideas and I am always impressed by the intellectual creativity and
innovativeness of many of them. (Ambiguity in the previous sentence is casu consulto.) I have been
lucky to forge strong friendships with many of its members and I have certainly learned a great deal
from all of them. Hongjin Tan, Justin Purewal and I shared many lunches together. I value and
miss those times. Chen Li was trapped with me in the same office for two years and during that time
I stopped reading solid state, programming, and computer science books. I almost stopped reading
vi
wikipedia. There was no need when I could just ask Chen. I obviously implored him to review parts
of my thesis. If there is a mistake, he did not read that part, otherwise he would have roundhouse
kicked them out as he did with many others. Max Kresch is incredibly smart, and I really enjoy
his cynicism and humour noir. I appreciate the affability and spirited help that I always received
from everybody in the group, specially: Sally Tracy, Jiao Lin, Nikolay Markovskiy, Tian Lan, Itzhak
Halevy, Dennis Kim. Until I broke the ball mill, also from Channing Ahn. Doug Abernathy and
Matt Stone were always friendly and their solicitude was instrumental for my work at Oak Ridge.
For making samples and doing measurements in the Johnson Lab, I had the help and guidance of:
Marios Demetriou, Dale Conner, Aaron Wiest, Mary Laura Lind.
It would be impossible to describe in how many ways my friends at Caltech have made my
life more fun and more pleasant. It might even be counterproductive, so I will not try. I will only
mention that they saved my ass from near-death events. Scott Roberts, Aron Varga, Misha Kislitsyn,
Nick Stadie, Pratyush Tiwary, Steve Demers, David Abrecht, Alex Romero, Mariel Tourani, Maribel
Lo´pez, Rau´l Herna´ndez, Mike Vondrus, Chatr Panithipongwut. Thank you very much. Adriana
Martel got me started in physics. Daniel Smith and Donald Walter got me started in research.
Jim Barry never criticized my terrible drawings. Doris Xin exhumed me. Tomas Herna´ndez, Julian
Antol´ın and Emilio Enriquez have seen me shattered and crazy, and they were there for me. They
have never crumbled, but when conditions were less than auspicious for them, I was not nearly as
good of a friend. As kids, writing ‘novels’ with Iva´n Ruiz let our imaginations go wild. His new
books are masterpieces and I hope he gets discovered. I thank my mentor Jorge Lo´pez, who helped
me tremendously and in many ways during my college years at UTEP, and afterwards has remained
a close friend. I thank Tilmann Hickel for his interest in my work and for inviting me to the Ringberg
workshop, the highlight of my graduate career. In a parallel universe, Tilmann and I are working
together. Pauline Ku is my trip partner and she has shown me the way. We like to escape to classy
places like Tijuana and the nude beach. Happiness and Silver Linings are our favorite movies.
The support of my family has been gargantuan and vital. An increase in the bond length
only increased the bond stiffness, although the bond has always been infrangible. My infancy and
upgrowth were filled with immense love, and for this I am the luckiest. Only now I am able to
realize and start to comprehend the tremendous efforts and sacrifices that my parents have made
and continue to make for me and for my brothers. Their hard work, humility, and integrity set
the bar way too high. The suffering that they have endured for us is a testament of their love and
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trying to please the crowd. The utmost patience of my parents and grandparents for my early
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for my career path. I am glad my schooling was sooo bad that it never interfered with my education.
My grandfather’s collection of National Geographic, medicine books, and classics opened my mind.
Pursuing my childhood scientific interests, I ruined many things, hurt myself, and made huge messes,
so I apologize to the affected people. I could not even get the ‘speed’ of falling objects, but I did not
learn about quadratic functions until later. I got the speed of sound surprisingly accurately from
echoes, though. Mixtures of cleaning products did produce a substance capable of killing insects,
but they also produced toxic fumes. After getting a Ph. D. in Materials Science, I finally know
why I was able to melt sugar in the stove, but not salt. Without her knowledge, I discovered that
my mom’s back could absorb skin lotion, but not the bouillon cubes that I had sort of dissolved
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playing Age of Empires. Really, it was a lot of fun. Thanks for the memories.
Hey! I belong among the wildflowers; I hope to see you all there.
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Abstract
Vibrational entropy makes major contributions to the free energies of alloy phases and their relative
thermodynamic stabilities, and significant nonharmonic behavior has been found in many systems.
Here we study the order-disorder phase transition in FeV, the miscibility gap in the Fe-Au system,
and the high temperature phonon behavior of FeTi. The experimental results are based on the
combination of inelastic neutron scattering (INS) and nuclear-resonant inelastic x-ray scattering
(NRIXS), which allows an accurate determination of the total phonon density of states (DOS)
curves as well as element-specific partial phonon DOS curves. Computer simulations were used to
relate the experimental observations to changes in the electronic structures of the systems.
INS and NRIXS were used to measure phonon spectra of FeV as a B2-ordered compound and
as a bcc solid solution. Contrary to the behavior of ordering alloys studied to date, the phonons
in the B2-ordered phase are softer than in the solid solution. Ordering increases the vibrational
entropy, which stabilizes the ordered phase to higher temperatures. Ab initio calculations show that
the number of electronic states at the Fermi level increases upon ordering, enhancing the screening
between ions, and reducing the interatomic force constants. The effect of screening is larger at the
V atomic sites than at the Fe atomic sites.
The phonon spectra of Au-rich alloys of fcc Au-Fe were also measured. The main effect on
the vibrational entropy of alloying comes from a stiffening of the Au partial phonon DOS with Fe
concentration that increases the miscibility gap temperature. The magnitude of the effect is non-
linear and it is reduced at higher Fe concentrations. Force constants were calculated for several
compositions and show a local stiffening of Au–Au bonds close to Fe atoms, but Au–Au bonds that
are farther away do not show this effect. Phonon DOS curves calculated from the force constants
reproduced the experimental trends. The Au–Fe bond is soft and favors ordering, but a charge
transfer from the Fe to the Au atoms stiffens the Au–Au bonds enough to favor unmixing. The
stiffening is attributed to two main effects comparable in magnitude: an increase in electron density
in the free-electron-like states, and stronger sd-hybridization.
INS and NRIXS measurements were performed at elevated temperatures on B2-ordered FeTi
and NRIXS measurements were performed at high pressures. The high-pressure behavior is quasi-
harmonic. The softening of the phonon DOS curves with temperature is strongly nonharmonic.
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Calculations of the force constants and Born-von Ka´rma´n fits to the experimental data show that
the bonds between second nearest neighbors (2nn) are much stiffer than those between 1nn, but fits
to the high temperature data show that the former softens at a faster rate with temperature. The
Fe–Fe bond softens more than the Ti–Ti bond. The unusual stiffness of the 2nn bond is explained
by the calculated charge distribution, which is highly aspherical and localized preferentially in the
t2g orbitals, along the direction of the 1nn. Ab initio molecular dynamics (AIMD) simulations show
a charge transfer from the t2g orbitals to the eg orbitals at elevated temperatures. The asphericity
decreases linearly with temperature and is more severe at the Fe sites.
xContents
Gratias vobis ago iv
Abstract viii
Introductory remarks 1
Context of the present work and prospects for future research . . . . . . . . . . . . . . . . 1
Alloy Thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Near-term possibilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Intent and organization of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1 Theoretical framework and computational tools 7
1.1 Lattice dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.1 Direct and reciprocal lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.2 Born-von Ka´rma´n model and related concepts . . . . . . . . . . . . . . . . . 8
1.1.3 Phonon thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.1.4 Quasiharmonic model and nonharmonic effects in crystals . . . . . . . . . . . 13
1.2 Density functional theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.1 Essential aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.2 Exchange-correlation term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2.3 Pseudopotentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.4 Electronic structure calculations . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.5 First principles lattice dynamics . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2.6 Generalized electronic susceptibility . . . . . . . . . . . . . . . . . . . . . . . 22
1.3 Cluster expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.4 Simulation of disordered structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.5 Molecular dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
xi
2 Scattering basics and experimental methods 30
2.1 Time-of-flight inelastic neutron scattering . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.1 Elements of neutron scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.2 Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1.3 Data reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2 Nuclear-resonant inelastic x-ray scattering . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2.1 Elements of nuclear-resonant scattering . . . . . . . . . . . . . . . . . . . . . 36
2.2.2 Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.3 Data reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3 Order-disorder phase transition in FeV 42
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 Sample preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.2 Scattering measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.3 Ancillary measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.1 Short-range and long-range order . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.2 Phonon DOS curves and vibrational entropy . . . . . . . . . . . . . . . . . . 48
3.3.3 Thermal Gru¨neisen parameter . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4 Cluster expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Computational . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.1 Electronic structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.2 Generalized electronic susceptibility . . . . . . . . . . . . . . . . . . . . . . . 58
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.6.1 Ordering tendencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.6.2 Electronic screening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.6.3 Phonon thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4 Miscibility gap in the Fe-Au system 73
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2.1 Sample preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2.2 Scattering measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.3 Ancillary measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
xii
4.3.1 Phonon DOS curves and vibrational entropy . . . . . . . . . . . . . . . . . . 76
4.4 Computational . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4.1 Electronic structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4.2 Interatomic force constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.5 Wills-Harrison model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6.1 Phonon thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6.2 sd -hybridization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5 Phonon-induced charge transfer in FeTi 94
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2.1 Sample preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2.2 Scattering measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.3 Ancillary measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3.1 Phonon DOS curves at elevated temperatures . . . . . . . . . . . . . . . . . . 98
5.3.2 Phonon DOS curves at elevated pressures . . . . . . . . . . . . . . . . . . . . 98
5.3.3 Explicit anharmonicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.4 Born–von Ka´rma´n fits to the phonon DOS curves . . . . . . . . . . . . . . . . . . . . 104
5.5 Computational . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.5.1 Ground state electronic structure and lattice dynamics . . . . . . . . . . . . . 106
5.5.2 High-temperature and high-pressure quasiharmonic behavior . . . . . . . . . 112
5.5.3 High temperature electronic structure and lattice dynamics studied by ab initio
molecular dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.6.1 Gru¨neisen parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.6.2 Force constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.6.3 High temperature thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . 122




1.1 Jacob’s ladder of density functional approximations . . . . . . . . . . . . . . . . . . . 17
1.2 First nearest neighbors clusters for the fcc structure . . . . . . . . . . . . . . . . . . . 25
2.1 Schematic of an inelastic neutron scattering measurement . . . . . . . . . . . . . . . . 33
2.2 Energy and momentum dependence of inelastic neutron scattering intensity histograms 35
2.3 Schematic of a nuclear-resonant inelastic x-ray scattering measurement . . . . . . . . 39
3.1 Fe-V phase diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Neutron diffraction patterns of ordered and disordered FeV . . . . . . . . . . . . . . . 48
3.3 Phonon DOS of pure Fe and pure V, and neutron-weighted phonon DOS of ordered
and disordered FeV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Neutron-weight-corrected phonon DOS of ordered and disordered FeV, and Fe and V
partial phonon DOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Neutron-weighted phonon DOS of ordered FeV at room temperature and at 773 K . . 52
3.6 Phonon-conserving Interaction Phonon NWDOS . . . . . . . . . . . . . . . . . . . . . 55
3.7 Measured NWDOS for ordered and disordered FeV and cluster expansion approximation 56
3.8 Spin-polarized electronic DOS for B2-ordered FeV and an SQS of FeV . . . . . . . . . 57
3.9 Electronic DOS computed for the SQS of Fe25V75, Fe50V50, and Fe75V25 . . . . . . . 58
3.10 Spin-polarized electronic DOS for FeV at the Fe sites and at the V sites . . . . . . . . 59
3.11 Intraband generalized susceptibility for an unperturbed free-electron gas . . . . . . . . 62
3.12 Intraband generalized susceptibility for the 3rd band in pure Nb in the Γ-H direction 62
3.13 Fermi surface for the third Brillouin zone of Nb . . . . . . . . . . . . . . . . . . . . . . 63
3.14 Intraband generalized susceptibilities along three high-symmetry directions in the B2-
ordered FeV and a 2-atom SQS of FeV . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.15 Lennard-Jones interatomic potentials for an ordering system . . . . . . . . . . . . . . 65
3.16 Average phonon energy from INS and NRIXS for several Fe-V compositions and com-
parison with the quasiharmonic model; inverse of the electronic contribution to the
heat capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.1 Fe-Au phase diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
xiv
4.2 Fe partial phonon DOS for several Fe-Au compositions . . . . . . . . . . . . . . . . . . 78
4.3 Experimental phonon DOS for Au and Fe0.03Au0.97; calculated phonon DOS for Au
and an SQS of Fe2Au30 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4 Experimental phonon DOS curves of Fe0.20Au0.80 and Fe0.50Au0.50 . . . . . . . . . . . 80
4.5 Configurational entropy of mixing and excess vibrational entropy of mixing for Fe-Au
alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.6 Electronic DOS curves for d-electrons at the Fe and Au sites in several Au-rich SQS . 82
4.7 Wills-Harrison periodic table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.8 Percent change of the bond stiffness with varying charge transfer . . . . . . . . . . . . 86
4.9 Vibrational entropy contribution to the miscibility gap temperature with increasing Fe
content in the Fe-Au system; comparison of the experimental phase boundaries with
those without the vibrational entropy contribution . . . . . . . . . . . . . . . . . . . . 87
5.1 Fe-Ti phase diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2 Phonon DOS curves for FeTi at elevated temperatures . . . . . . . . . . . . . . . . . . 99
5.3 Experimental and calculated FeTi average phonon energy as a function of temperature 100
5.4 Fe partial phonon DOS curves for FeTi at elevated pressures . . . . . . . . . . . . . . 100
5.5 Volume-pressure relationship in the FeTi system . . . . . . . . . . . . . . . . . . . . . 101
5.6 Experimental and calculated average phonon energy of FeTi as a function of volume
compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.7 Relative broadening of the phonon DOS curves at different temperatures . . . . . . . 103
5.8 Temperature and pressure force constants of FeTi from fits to the experimental data . 105
5.9 Site- and momentum-projected electronic DOS of FeTi for different broadening param-
eters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.10 Force constants calculated for several B2-ordered Fe-based compounds . . . . . . . . . 110
5.11 Calculated nearest neighbors force constants as a function of the number of d-electrons
per atom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.12 Calculated FeTi quasiharmonic longitudinal force constants for volume expansion . . . 113
5.13 Calculated phonon DOS curves for FeTi at different volume compressions . . . . . . . 114
5.14 Phonon dispersions calculated for FeTi at two different volume compressions . . . . . 115
5.15 Electronic DOS for FeTi obtained at elevated temperatures from AIMD calculations . 116
5.16 d-electron charge asphericity at the Fe and Ti sites calculated at elevated temperatures 117
5.17 Preliminary phonon DOS curves for FeTi at elevated temperatures . . . . . . . . . . . 118
xv
List of Tables
3.1 Measured and calculated values for the difference in vibrational entropy between dis-
ordered and ordered phases in selected systems . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Measured and calculated composition dependence of several thermodynamic quantities
in the Fe-V system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Values of the cluster expansion correlation functions and cutoff energy of the measured
FeV samples and interpolated A2 and B2 structures . . . . . . . . . . . . . . . . . . . 53
3.4 Measured and calculated thermodynamic quantities in the ordered and disordered
phases of FeV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.1 Bond stiffness for several combinations of atoms as predicted by the Wills-Harrison
model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 Effect of vibrational entropy on the disordering temperature of several noble metal-
based binary alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3 Experimental values for several thermodynamic quantities in the Fe-Au system . . . . 92
4.4 Calculated interatomic force constant tensor elements for several SQS and ordered
structures of Au-rich Fe-Au alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.1 Measured and calculated interatomic force constant tensor elements for FeTi . . . . . 112
1Introductory remarks
Context of the present work and prospects for future research
Alloy Thermodynamics
In thermodynamic equilibrium, the type and proportion of the elemental components of a system
determine its phase and many of its properties. The stable phase is the one that minimizes the free
energy
F = U − TS , (1)
where U is the internal energy, T is the temperature, and S is the entropy. Other contributions
to F include pressure, mechanical stress, and magnetism [1]. It is in principle straightforward to
calculate the free energy, and a comparison with the values obtained for other phases could provide
important information on the stability of the material under different experimental or operational
conditions. Nevertheless, many of the contributions to F are not easy to measure or calculate. Some
even lack a truly fundamental understanding. This is particularly true for S = kB ln Ω, where kB
is the Boltzmann constant and Ω is the number of ways in which a system may be arranged. The
entropic contribution from lattice vibrations Svib is the main quantity of interest of this thesis, and
how it is affected by changes in the electronic structure of the material is the main subject.
The difference in F between phases is what determines which one is stable, and in many cases the
assumption that the difference in Svib is negligible has been made. The rationale is that harmonic
oscillations of the atoms around their equilibrium position are not significantly affected by small
changes in the bond length, or are affected in a predictable (quasiharmonic) way. This is of course
not completely correct, and Fultz and collaborators showed that changes in Svib upon ordering in
systems with ordering tendencies can be comparable to the change in configurational entropy of the
system Sconf , which depends on the number of possible atomic configurations [2]. Subsequent work,
such as that in Ref. [3], has shown that electron-phonon interactions can explain the nonharmonic
temperature behavior of several systems, and the results presented in this thesis builds on this
insight.
The work in this thesis advances the field of thermodynamics of materials in a number of ways.
2Here are the ones I consider most important:
• Investigating FeV as a model system for order-disorder phase transitions, we provided solid
evidence that electron-phonon interactions will, in general, affect the thermodynamics of metals
with a significant number of d-electrons at the Fermi level, and nonharmonic behavior can be
expected when this number changes with temperature, composition, chemical order, etc., This
is most likely when the Fermi level is at or close to an abrupt feature in the electronic density
of states (DOS). To our surprise, owing to these electron-phonon interactions in FeV, Svib can
stabilize the ordered phase. We showed that the change in the total number of electrons at
the Fermi level NF is a good predictor of the total effect on the phonons in the case of systems
with isotropic Fermi surfaces.
• It is shown that sd-hybridization can have thermodynamic effects in ways previously unknown.
In Au-rich Fe-Au, the addition of Fe results in a stiffening of the Au-Au bonds of the Au atoms
around the Fe atom, even though the Fe-Au bond is soft. The net effect is a decrease in the
vibrational entropy that increases the miscibility gap temperature. This is a highly local effect
and other Au atoms are not affected.
• The symmetry conditions of bcc-based structures that confine the d-electrons to eg orbitals
in the direction of the second-nearest-neighbors (nn) might result in charge transfer between
the t2g and eg orbitals due to atomic motions, as is the case for B2 FeTi. Changes in NF are
different for t2g and eg states.
Methodology
The field of thermodynamics has benefited greatly from recent developments in experimental tech-
niques, instruments, and sample environments that enable detailed and systematic studies of phonons
in an ever-growing number of systems, and can provide detailed information on many of their trends.
The experimental work presented in this thesis is based on the synergistic combination of inelastic
neutron scattering (INS) and nuclear-resonant inelastic x-ray scattering (NRIXS). These are cur-
rently the state of the art techniques to measure phonon spectra. For binary alloys, this combination
allows an accurate determination of the total phonon DOS curves as well as element-specific partial
phonon DOS curves. This detailed information is helpful in assessing the relative contributions of
the different components of the system to the vibrational entropy, but also improves the accuracy
and quality of the computational results by providing additional benchmarks.
The research also benefits from the computational study of the properties of the individual
components as well as their interactions. Significant nonharmonic behavior has been found in many
cases, but it is difficult to discern the underlying causes by experiment alone. With robust and fast
3algorithms and the advent of high performance computing, ab initio simulations can be useful to
identify the cause of nonharmonicity and explain the behavior.
It is not feasible to study experimentally the near-infinite number of possible materials, but the
hope is that computer simulations will eventually become powerful enough to predict the stability
and properties of many of them in a much more cost-efficient way. It would then be possible to
sort out promising materials for applications, and eventually, to design materials computationally
from first principles. This is a challenging and ambitious task and current technology is not yet able
to simulate all types of materials, but the accelerated growth of computing power and decreasing
cost might make it possible [4]. Large efforts are already underway in both the public and private
sectors, with the goal of cutting the time it takes to manufacture and deploy a new material from
its discovery and development, currently about 10-20 years [5].
Several approaches are being developed for the prediction of stable structures that show great
potential. A small number of calculations and the use of the cluster expansion technique can be used
to explore free energy landscapes if these are relatively simple [6], but knowledge of the underlying
crystal structure is needed. A more robust approach is that of simulated annealing which consists of
perturbing a starting configuration and observing the change in energy to find a global minimum [7].
A genetic algorithm can be used for the same purpose if a penalty function is defined [8], and might
be faster. A high-throughput approach combines ab initio calculations with data mining using
supercomputer architectures [9]. Some applications of these approaches can be found in Ref. [10].
An accurate estimation (calculated or measured) of the vibrational and other entropic contributions
is imperative to achieve these goals, although this is still emerging. The present work shows how
computer simulations can be used to identify materials that are not accurately described by the
quasiharmonic model.
Near-term possibilities
Calphad is a mature numerical technique for the construction of phase diagrams [11]. It is based
on the parameterization of the free energy curves for each phase, calculated by fits to experimental
data, and can predict metastable phases and produce phase diagrams for parameter-space regions for
which no data is available. It has been successful in predicting phases for multicomponent systems,
which are challenging with the approaches described above. The databases distributed with some
commercial implementations of the code, such as Thermo-Calc [12], are very comprehensive, making
the technique highly flexible, and facilitates its application for a large number of system. The
future for Calphad includes the construction of first principles databases that can be used like the
experimental ones. The research presented here is relevant because electron-phonon interactions,
charge transfer, and sd-hybridization are factors that affect the vibrational entropy and the heat
capacity, one of the key quantities used in Calphad calculations. Understanding the coupling between
4phenomena such as ordering and magnetism is important to sort out as it complicates extracting
information from lambda transitions, for example [13].
Some extensions of the research presented here are straightforward, although they could be la-
bor intensive. For example, it would be extremely useful for applications to find a proportionality
constant between the change in NF and the change in the average phonon energy, but more experi-
mental and computational data are necessary. It depends on the crystal structure and other factors,
but rules of thumb would still be helpful. The thermodynamic effects of the anisotropic electron
phonon-interaction have not been studied in detail, but many technologically relevant or promising
materials are anisotropic, such as graphene. The electronic DOS and lattice dynamics of Cr are
very similar to FeTi, although they are richer because of its magnetic properties. Other materials in
which the electron-phonon interaction is thermodynamically important include thermoelectric [14]
and superconducting [15] materials.
An emerging field is that of high entropy alloys. While most of the entropy differences are
configurational in entropy, vibrational entropy could become important when approximately six or
more components are present [16], and some measurements of phonon spectra have already been
done [17]. An explanation at the bond level such as that attempted in Chapter 5 can clarify,
explain, and maybe predict electronic structures that are otherwise quite difficult to calculate from
first principles. A similar case can be made about bulk metallic glasses.
Several research directions are more challenging and risky, since they might end with null results,
but are interesting and potentially useful for applications. For example, very little is known about
the vibrational entropy of systems under stress, generally an anisotropic quantity. Experimental
measurements of the phonon DOS are not sensitive enough to detect these small variations, but
they could be important for the stability or, more likely, for the growth of epitaxial structures or
devices. Svib could stabilize these structures, so devices not predicted by standard calculations
could still exist; with knowledge of the effects, it might be possible to design novel structures. The
recent development of a tensorial cluster expansion method [18] can be of great aid for calculations
in these systems. The effects on the kinetics of sd-hybridization have not been measured, but the
Fe-Au and similar systems might be ideal to check this. Since 57Fe is a Mo¨ssbauer isotope, a
Mo¨ssbauer spectra can be obtained by Nuclear Forward Scattering, and a diffusion coefficient at a
given temperature and composition can be obtained from the broadening of the spectra. These values
can be compared to the values obtained from more traditional methods, which usually are usually
independent of composition, such as by tracking the diffusion of 59Fe in Au. Variations between the
two will probably be because of electronic effects. Although it would be very computation-intensive,
a code like SISYPHUS [19] could be used to study this phenomenon and produce a stochastic phase
diagram.
5Intent and organization of this thesis
The theoretical framework presented in Chapter 1 is intended to be compact, to start from almost
axiomatic definitions, and to discuss the essential aspects necessary to make this thesis reasonably
self-contained. I sought a consistent and balanced chapter and section structure, trying to emphasize
the connectedness, commonality, recycling, and logical flow of many of the concepts, both in the
background and in the results chapters. I tried to motivate on a physical basis new concepts being
introduced, and when necessary, physical clarity and intuition were chosen over mathematical rigor.
Nevertheless, an extensive number of references is given where more formal approaches are presented.
The large number of references throughout the text is intended to let the interested reader find
original sources and be able to reconstruct the arguments, or disagree with them. As much as
possible, seminal articles are cited and the names of the authors are given in the main text. These
articles are usually accompanied by references to more recent work. The principles of scattering
theory, and then more details on practical experimental measurements, and data reduction are
given in Chapter 2. Each subsequent chapter treats a different Fe-containing system in which
different phenomena was investigated: the ordering FeV system, the segregating Fe-Au system, and
intermetallic FeTi. The chapters follow a common general format though, and I hope that this can
facilitate comparisons between them.
In Chapter 3 I show results on the FeV ordering system. I describe a decrease in the phonon
energies observed upon ordering that results in a higher Svib in the ordered phase than in the
disordered one. This had not been observed before in ordering systems with the same underlying
lattice, and cannot be explained by the most common model. We attribute this to an increase in NF
upon ordering that enhances the electronic screening of atom vibrations and stabilizes the ordered
phase by more than 350 K. Anomalous softening and stiffening with temperature in other metallic
systems with d-electrons are correlated to NF as well [3,20,21], as is the composition dependence of
the phonon frequencies [22]. The present work also uncovered correlations between NF at specific
atomic sites in FeV and the motions of the corresponding atoms, which are the first observations
of this kind. Calculations of the generalized susceptibility of the ordered and disordered systems
show that it is isotropic and has the same shape for both phases, but differs by a constant factor,
simply the ratio of NF in the ordered and disordered phases. This shows that for at least this cubic,
isotropic system, NF is directly related to the capacity for electronic screening of atomic motions.
The combination of these results provides strong evidence that the correlation between changes in
NF and nonharmonic changes in the phonon frequencies are quite general for metals with d-electrons.
The transverse modes are affected more by ordering than the longitudinal ones, so the shear modulus
decreases upon ordering. This behavior is probably a good indicator that electron-phonon effects
stabilize the ordered phase in an order-disorder system, since the shear modulus is related to a Fermi
6surface nesting effect in bcc metals [23].
Chapter 4 unveils that hybridization between s and d electrons can have thermodynamically
important consequences and that vibrational entropy in noble metals can partially be explained with
a free-electron gas model. In Au-rich Fe-Au, a segregating system, the excess vibrational entropy
of mixing is negative for Au motions, and its magnitude increases up to a composition of about
20 at. % Fe. It is positive for Fe motions in that composition range and approximately constant,
resulting in an overall negative quantity. This suggests that while Au-Fe bonds are soft, the Au-Au
bonds become stiffer in the presence of Fe atoms. This is not an electron-phonon interaction effect
since NF does not change much with increasing Fe content and most of the electrons at the Fermi
level are s-electrons. Instead, ab initio calculations and the Wills-Harrison model [24] predict that
a charge transfer from the Fe atoms to the Au atoms stiffens the Au-Au bonds of the Au atoms
surrounding the Fe atom. In this case, the Au atoms are reacting similarly to a free-electron gas,
and it accounts for about half of the observed magnitude of the excess vibrational entropy of mixing.
The sd-hybridization is responsible for the difference in the measured bulk modulus of Au and that
predicted by the free-electron gas model, so we attribute the remainder of the excess vibrational of
mixing to it. The effect is quite local and Au atoms that are farther away from the Fe atom are not
affected, but it is large enough to increase the miscibility gap temperature by up to 550 K, although
this value depends on composition.
Chapter 5 presents experiments and calculations on B2 FeTi. The most interesting characteristic
is that the Fermi level lies at the bottom of a pseudo-gap in the electronic structure, so the bonding
and antibonding states are well separated. Most of the bonding states are in the t2g orbitals, while
most of the antibonding states are in the eg orbitals. The t2g state is a triplet and the eg state is a
doublet, so if they are filled in this proportion, the charge distribution is nearly spherical. In FeTi,
the asphericity, defined by the ratio between the charge in the t2g orbitals to that in the eg orbitals,
is the largest that has been reported for any material, and it is larger at the Fe sites than at the
Ti sites. The 2nn longitudinal force constants in FeTi are stiffer than those of the 1nn, which is a
peculiar behavior that we attribute to the charge distribution. The lobes of the eg orbitals point
in the direction of 2nn, while the t2g ones tend to fill the rest of the space in the sphere. The de
facto depletion of the eg orbitals results in stiff 2nn force constants. At high temperatures, our
measurements show that the 2nn longitudinal force constants decrease, while the 1nn remain almost
unchanged. When temperature is increased and the atomic displacements become more pronounced,
some electronic charge is transferred to the eg orbitals to minimize the energy. This is the first system
for which such behavior has been predicted. The thermal broadening of the electronic DOS results
in the gradual filling of the pseudo-gap. This increases NF, and the increase occurs mostly at the
Fe sites and comes mostly from t2g states. Although more calculations are needed to prove it, this





1.1.1 Direct and reciprocal lattices
An ideal crystal lattice with long-range order periodicity is constructed by repetition of a unit cell
defined by three non-coplanar lattice vectors a1, a2, and a3. A primitive unit cell in this context is
the smallest cell that can generate the crystal. Labeling each unit cell by a triplet of integers l1, l2,
and l3, the equilibrium position of the origin of the unit cell l is
xl = l1a1 + l2a2 + l3a3 . (1.1)
The lattice generated by Eq. 1.1 is the direct lattice X, which is a Bravais lattice. The different
types of atoms in the unit cell are denoted by κ, and their respective masses are Mκ. The atomic
equilibrium positions with respect to the origin of a unit cell are described by the basis vectors xκ
for κ = 1, 2, . . . , N , so the equilibrium position of an atom κ in cell l is
xlκ = xl + xκ . (1.2)
It is possible to generate a Bravais lattice identical to that of Eq. 1.1 for each possible xκ, but
displaced from the original by xκ. Each of these will be referred to as a sublattice. If there are
N atoms in the unit cell, the crystal will consists of N interpenetrating lattices, each of which is a
Bravais lattice. Atoms in a particular sublattice must be of the same type, but those on different
sublattices need not.
Since X has a defined periodicity, there exist a set of plane waves K, with the same periodicity.
8In this case,
exp(ıK ·R) = 1 . (1.3)
K is known as the reciprocal lattice of X. It is generated by
Gh = h1b1 + h2b2 + h3b3 , (1.4)
with reciprocal lattice vectors b1, b2, and b3, and the triplet of integers h1, h2, and h3. For cubic
crystals, the directions of the reciprocal lattice vectors correspond to the normals to the direct
lattice planes. Their magnitudes are given in ‘reciprocal length’ and are equal to the reciprocal of
the interplanar spacing of the direct lattice planes. Thus,
Gh · xl = 2pin , (1.5)
where n is an integer. The reciprocal lattice generated by Gh is commonly called reciprocal space,
k-space, etc.
1.1.2 Born-von Ka´rma´n model and related concepts
The model of lattice dynamics presented by Born and von Ka´rma´n [25] in 1912 is one of the corner-
stones of solid state physics. It is a mechanical approach to the problem of lattice stability and it
provides a powerful machinery to study lattice vibrations. The primary aspects are presented below.
Excellent reviews can be found in Refs. [26–28].
Assume there are displacements of the atom lκ around its equilibrium position at time t, for
example, due to thermal fluctuations. These are described by the displacement vector ulκ(t). The
position of an atom at any t is
rlκ(t) = xlκ + ulκ(t) . (1.6)
The potential energy U of the crystal at any t is a function of the instantaneous positions of the
atoms in the system. Expanding it in a Taylor series of the atomic displacements in the Cartesian
coordinates α = x, y, z yields
















φlκ,l′κ′,αα′ ulκ,α ul′κ′,α′ + . . . , (1.7)
Many of the displacements will be equivalent because of crystal symmetries. In Eq. 1.7, the coeffi-














The derivatives are evaluated at the equilibrium position, where all the displacements are equal to
zero, so derivative in Eq. 1.8 is zero since particles feel no force in the equilibrium configuration.







the interatomic force constant matrix between the pair of atoms lκ and l′κ′. The elements of Φlκ, l′κ′
are also specific to lκ, l′κ′, but this was omitted for notational clarity. The physical meaning is
transparent here: κ and κ′ will be specific types of atom, for example, Fe and Au, and the relative
distance between cells l and l′ can be given in terms their relative nearest neighbor distance. If
lκ = l′κ′, Φ is the ‘self-force’ constant matrix, which is the negative of the sum of all the other force
constants. This sum rule ensures that there is no net force on the crystal causing an acceleration.






With periodic boundary conditions, the solution of Eq. 1.10 can be found in the form of plane waves




ejκ(q) exp(ı[q · xl − ωj(q)t]) , (1.11)
with wave vector q, angular frequency ωj(q), and polarization ejκ(q), where j is the branch index.
The substitution of the propagating-wave displacements into the equations of motion is equivalent
to taking a space Fourier transform on the right hand side these equations. The problem is thus
reduced to solving the following equation:




The corresponding eigenvectors will be the polarization vectors of the lattice vibrations ejκ(q), which
can be calculated for all the atoms κ in the basis, and their associated angular frequencies ωj(q)
can be calculated by diagonalizing the matrix Dκκ′(q).
If there are N atoms in the basis κ, then D(q) will be a 3N × 3N matrix constructed from the
3 × 3 submatrices Dκκ′(q), which are the Fourier transforms of Φlκ, l′κ′. The 3N eigenvectors and
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eigenvalues of the dynamical matrix evaluated at a particular wave vector q corresponds to the 3N
eigenmodes of the vibration of the crystal for that wave vector. ωj(q) is called the dispersion of
branch j. Each value of q represents a particular mode. D(q) is known as the dynamical matrix,
it is Hermitian for any value of q [28], so its eigenvalues ω2j (q) are real and ωj(q) is either real or
purely imaginary. The system is not mechanically stable when ωj(q) is imaginary.
Only particular values of q are allowed, those that can be sustained by the lattice, but periodic
conditions are required to define these values in an infinite crystal. These are usually termed the
Born-von Ka´rma´n boundary conditions [25]. They are applied by dividing the infinite crystal into
an infinite number of finite cells, each containing a very large number N of primitive cells. For
simplicity, consider that each finite cell is cubic and has dimensions La1, La2, La3, so N = L
3. The
condition is
ulκ = ul′κ′ (1.13)
with l = l1, l2, l3 and l′ = l1′+L1, l2′+L, l3′+L. This means that displacements of equivalent atoms
in different finite cells are identical, but can differ by a phase factor. This supposition is adopted for
mathematical convenience and it is not valid in all cases [29], but it is inherent in modern materials
research. The lattice can sustain the waves given by Eq. 1.11, so
q = η1b1 + η2b2 + η3b3 , (1.14)
where ηi = ni/L for i = 1, 2, 3 and ni is an integer. The density of q-points will be Nυ/8pi
3, where
υ = |a1 · (a2 × a3)|, the volume of the direct lattice primitive cell. This is an important quantity for
calculations, as it determines the resolution of the results, such as dispersions and electronic band
structures. The same methodology applies in the context of electronic structure calculations, most
of which are performed in reciprocal space as discussed in section 1.2.4, but in this context q is
changed to k and the q-points become k-points.
Another important and useful property of the reciprocal space representation is that not all the
q values in Eq. 1.14 are physically distinct. Consider the plane wave of Eq. 1.11 at a given t. If a
reciprocal lattice vector Gh is added to q and we denote this by u′lκ, the following ensues:
√
Mκ u′lκ = ejκ(q) exp(ı[q+Gh · xl])
= ejκ(q) exp(ıq · xl) exp(ıGh · xl)
= ejκ(q) exp(ıq · xl) exp(ı2pin)
=
√
Mκ ulκ . (1.15)
This does not mean that plane wave can change its wave vector by G, it just means that it can be
represented again a distance G away in the reciprocal lattice. All the distinct values of q are obtained
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by restricting them to just one primitive cell of the reciprocal lattice, called the Brillouin zone. The
concept was developed by Brillouin [30], and it is ideal for computational implementations.
1.1.3 Phonon thermodynamics
The leading term in the expansion of the potential energy of the atoms in a crystal vibrating
around their equilibrium positions in Eq. 1.7 describe a classical three-dimensional simple harmonic
oscillator (SHO). The term U0 is the binding energy of the system, so the partition function of the
crystal with N atoms and 3N oscillators is [31]






where A is a constant and T is the temperature. kB is the Boltzmann constant. The free energy
F = E+PV −TS = E+PV −kBT lnZ, where E is the energy, P is the pressure, V is the volume,
and S is the entropy. The entropy is obtained by differentiating F with respect to T . For the SHO,






= 3NkB . (1.17)
This is the well-known Dulong and Petit limit [32], the value of the heat capacity of many solids at
temperatures higher than about room temperature. Nevertheless, in real solids CV goes to zero as
the temperature decreases to 0 K. Attempting to solve this problem lead to the discovery that the
energies of lattice vibrations are quantized.
The assumption that atoms are joined to each other in a crystal by massless springs and they
move harmonically around their equilibrium position is not unreasonable, but it is not complete.
Einstein proposed in 1907 [33] that the energy associated with a harmonic vibration is quantized.
In a quantum harmonic oscillator (QHO) of frequency ω, the possible energies are given by En =




1− exp (−h¯ωi/kBT ) (1.18)





1− exp (−h¯ωi/kBT ) . (1.19)
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where the subscript ‘vib’ is to emphasize that this entropy is purely from the oscillators. Other
sources of entropy are due to, e.g., the configuration of atoms of different species in a crystal Sconf ,
magnetism Smagn.







[exp (h¯ωE/kBT )− 1]2
, (1.21)
where ωE is a characteristic frequency that depends on the material. This result is used here to justify
two properties of lattice vibrations. First, assuming a quantized harmonic oscillator reproduces
qualitatively the heat capacity behavior of solids. This suggest that the energies of lattice vibrations
are quantized. A quantum of vibrational energy is called a phonon. Second, the number of low-lying
states that can be excited thermally decreases to zero as the temperature goes to zero. This suggests
that phonons are bosons. Perhaps the strongest experimental evidence of these two points is the
inelastic scattering of x-rays or neutrons by crystals. The energy and momentum changes correspond
to the creation or annihilation of phonons (see, for example, Ref. [35]). By measuring the recoil of
the scattered x-ray or neutron, the properties of phonons in materials can be investigated. Refs. [36]
and [37] provide a formal quantum treatment of lattice vibrations.
Phonons are bosons, so they follow Bose-Einstein statistics. They are not conserved, so their
chemical potential is zero and their occupation is described by the Planck distribution
őT (E) =
1
exp(E/kBT )− 1 , (1.22)
where E = h¯ω. Eq. 1.20 can then be reduced to
Svib = NkB [(1 + őT ) ln(őT )− őT ln(őT )] . (1.23)
Assuming that the energies of the phonons follow a distribution g(E) (defined in Eq. 1.50), and this
distribution is normalized to 1, the phonon entropy of a harmonic material at any T is [38]
Svib(T ) = 3kB
∫ ∞
0
g(E) [(1 + őT (E)) ln(őT (E))− őT (E) ln(őT (E))] dE . (1.24)
g(E), referred to as the phonon density of states (DOS), and Svib are central quantities of the work
presented in this thesis. The phonon DOS curves can be measured by inelastic neutron scattering or
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obtained from experimental or calculated phonon dispersions, as described in section 1.2.5. In the
following chapters, we show that Svib has important implications in the phase stability of materials,
and we study electronic effects that can affect the behavior of g(E).
1.1.4 Quasiharmonic model and nonharmonic effects in crystals
The Einstein model is a mean field theory; its parameters do not depend on the spacing between
atoms, which results in unphysical behavior. For example, if F does not depend on the volume V ,














A realistic model would require the potential energy of an atom to depend on the distance to its
neighbors, so the atomic motions must be cooperative, an effective phonon-phonon interaction.
Other properties of solids such as thermal expansion, finite thermal conductivity and the increase of
the specific heat beyond the classical limit at high temperatures are also due to these anharmonic
terms (see, for example, Ref. [39]).
In the quasiharmonic model, the volume dependence is introduced explicitly by essentially varying
the interatomic distance in a Lennard-Jones [40] or similar potential. The result is a wider potential
that in the harmonic approximation is equivalent to softer force constants and softer phonons. This
behavior is indeed observed in most solids. The change in frequency of all the phonons is proportional






where γ is known as the Gru¨neisen parameter [41]. For most materials, its value is around 2.
Another useful definition is the mode Gru¨neisen parameter γi, which considers differential changes
in the frequency of different modes ωi with volume. Nevertheless, there is a vast amount of work on
the definition and the nature of Gru¨neisen parameters (see, for example, Refs. [26,39,42]), and it is
used extensively in materials research. The anharmonic model is used in the work presented here to
identify anharmonic or otherwise anomalous behavior and to assess its magnitude.
More realistic results can be obtained if more terms in the series expansion of Eq. 1.7 are included
in the calculations, but this makes the problem considerably more difficult for computation due to
the large size of the tensors. Several approaches have been taken. For example, the effects (but
not the tensors) of anharmonic terms can be calculated by perturbation theory if the anharmonicity
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is small [43]. In another case, the force constants were fitted to experimental third order elastic
constants [44]. A recent study calculated directly from first principles the third order anharmonicity
tensor [45], noting that in a single element 256-atom fcc supercell there are 55 independent harmonic
force constants and 6205 independent third order anharmonic force constants. Recently, the negative
thermal expansion of ScF3 was attributed to quartic anharmonicity [46].
Electron-phonon interactions can also affect the interatomic force constants of metals, for exam-
ple, by modifying the screening abilities of electrons, which depend mostly on the shape of the Fermi
surface. A well-known phenomenon is when two sheets in the Fermi surface are parallel, separated
by the wave vector k, make a phonon with the same wave vector become ‘soft.’ The screening is par-
ticularly effective on the phonon, so it reduces its energy. This is usually called a Kohn anomaly [47],
and many cases have been reported in different materials, the one in graphite being a recent one [48].
Other effects are discussed in detail in section 3.6.2. For solid treatments of the electron-phonon
interaction, see Refs. [49] and [50]. Ref. [51] includes a section on thermodynamic effects of the
electron-phonon interaction.
1.2 Density functional theory
1.2.1 Essential aspects
The development of density functional theory (DFT) is one the most important breakthroughs in
the physical sciences in the last 50 years and its application to study a large number of aspects
of real materials has seen an explosive growth. It is a parameterless method, so its results are
considered fundamental (ab initio) in a physical sense. Currently, a considerable percentage of all
the works published in scientific journals include DFT results, sometimes centrally and some other
times peripherally, supporting experimental results, for example. The literature on the principles
and applications of DFT is vast (Ref. [52] is a particularly good exposition) so here we present only
a succinct description.
Materials are made of nuclei and electrons, which interact with one another. These interactions
are responsible for the diversity of properties of materials and phenomena occurring in them. The
Hamiltonian for such a system is




























|RI −RJ| . (1.28)
Upper case indices refer to nuclear coordinates and lower case indices denote coordinates for the
electrons. Me is the mass of the electron, MI and ZI are the mass and charge of the nucleus I,
and r and R are the positions of electrons and nuclei, respectively. The charge of the electron is
e. The first operator is the electron kinetic energy, the second one is the Coulombic interaction
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between electrons and nuclei, the third is the Coulombic interaction between electrons, the fourth
is the kinetic energy of the nuclei, and the last one is the Coulombic interaction between the nuclei.
In the adiabatic approximation, also known as the Born-Oppenheimer approximation in the
context of condensed matter [53], the electron potential due to the nuclei and due to the electrons
themselves are treated separately. We call the first potential Vˆext, and the second one is Vˆ. The
approximation is justified because, in most cases, the ions move at about the speed of sound (∼ 103
m/s), while the electrons move faster by about three orders of magnitude. The Hamiltonian in Eq.
1.28 is thus reduced to
Hˆ = Tˆ + Vˆ + Vˆext , (1.29)
where Tˆ is the electron kinetic energy operator. Nevertheless, the solution of Hˆ is still intractable
for systems with more than a few dozen atoms because the many-body wave function depends on
at least 3N variables for a system with N interacting electrons.
The framework of DFT was developed by Hohenberg and Kohn [54], who in 1964 published two
theorems. The first theorem states that Vˆext is, to within a constant, a unique functional of the
electronic density as a function of position ρ(r). The Hamiltonian is determined by Vˆext, so all
the properties of the many particle system follow from a specification of ρ(r). The second theorem
states that the lowest energy is obtained if and only if the ground state density ρ0(r) is used in the





∣∣∣ Tˆ + Vˆ ∣∣∣ψ(r)〉+ 〈ψ(r) ∣∣∣ Vˆext ∣∣∣ψ(r)〉 (1.30)
= FHK[ρ(r)] +
∫
ρ(r)Uext(r) dr , (1.31)
where ψ(r) is the electron wave function and Uext is the external potential and FHK[ρ(r)] is known as
the Hohenberg-Kohn functional, but is not known explicitly. To solve this vexatious problem, Kohn
and Sham [55] introduced the exchange-correlation energy Exc, which is the difference in energy
between the independent electron system and the real system. Then,
FHK[ρ(r)] = Ekin[ρ(r)] + EHF[ρ(r)] + Exc[ρ(r)] , (1.32)
where Ekin[ρ(r)] is the kinetic interaction energy and EHF[ρ(r)] is the Hartree-Fock Coulomb in-
teraction energy. The exact form of Exc[ρ(r)] is not known, but several approximations have been
developed and the most salient will be described in the following section. This final approximation
makes DFT calculations feasible. The single particle Hamiltonian can be written as
Hˆ1 = Tˆø + VˆHT + Vˆxc + Vˆext , (1.33)
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where Tˆø is the kinetic energy of the electrons in the non-interaction case. For a system with N
particles, the Hamiltonian is solved as a one particle system in its N lowest eigenstates ϕi, usually
referred to as the Kohn-Sham orbitals.
Hˆ1ϕi(r) = Ei ϕi(r) . (1.34)
These N equations are the Kohn-Sham equations, the heart of DFT. They can be solved by expand-
ing the single electron wave functions in a basis and diagonalizing the Hamiltonian matrix. The




ϕ∗i (r)× ϕ(r) . (1.35)
The Hohenberg-Kohn theorems assure that the ground state electronic density uniquely determines
the Hamiltonian, so the Kohn-Sham Hamiltonian is expressed in terms of ρ. This means that the
equations used to calculate ρ depend themselves on ρ. The problem is solved by guessing the initial
charge density and then iterating to self-consistency.
1.2.2 Exchange-correlation term
The Kohn-Sham equations cannot be solved without knowledge of an exchange-correlation func-
tional, and the accuracy and computational cost of DFT calculations depend greatly on which
functional is chosen. The functional can be expressed as [56]
Exc[ρ↑(r), ρ↓(r)] =
∫
ρ(r) xc[ρ↑(r), ρ↓(r)] dr , (1.36)
where the integrand is an energy density and xc[ρ↑(r), ρ↓(r)] is an exchange-correlation energy per
electron. ρ↑(r) and ρ↓(r) refer to the spin up and spin down electronic densities, respectively. In the
particular case when there is no spin polarization, one charge density is needed. Increasingly complex
ingredients can be used to construct xc[ρ↑(r), ρ↓(r)], and a hierarchical view is shown in Fig. 1.1. In
the following paragraphs, the local spin density approximation (LDA) and the generalized gradient
approximation (GGA), used for the work presented in this thesis, are briefly reviewed.
In the LDA, xc[ρ↑(r), ρ↓(r)] of Eq. 1.36 is the exchange-correlation energy per particle of an
electron gas with uniform spin densities ρ↑(r) and ρ↓(r). It is known accurately from the work of
Ceperley and Alder [57], and several parameterizations [58–60] are currently available for use with
DFT codes. It is exact for spin densities that vary slowly over space, but it has proven, surprisingly,
to be accurate for many solids with rapid density variations. LDA is a better approximation of Exc










exact exchange and exact partial correlation
exact exchange and compatible correlation
meta-generalized gradient approximation
generalized gradient approximation
local spin density approximation
Hartree World
FIGURE 1. Jacob's ladder of density functional approximations, Any resemblance to the Tower
of Babel is purely coincidental. Also shown are angels in the spherical approximation, ascending
and descending. Users are free to choose the rungs appropriate to their accuracy requirements
and computational resources. However, at present their safety can be guaranteed only on the two
lowest rungs.
LOCAL SPIN DENSITY APPROXIMATION
The mother of all approximations is the local spin density (LSD) approximation
of Kohn and Sham [1]:
(16)
where e^^(n^ HI) is the exchange-correlation energy per particle of an electron gas
with uniform spin densities n^  and n^, £jtJ?*^(nT» nl) is accurately known [13,14] and
parametrized [12,15,16], The exchange contribution to LSD is the Xa (a = 2/3)
energy [17].
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Figure 1.1: Jacob’s ladder of density functional approximations. Any resemblance to the Tower of
Babel is purely coincidental. Adapted from Ref. [56].
energies have opposing nonlocalities which tend to cancel. Applied to quantum chemistry problems,
it yields r asonable geometries and vibration frequencies [61]. A notable failure of the approximation
is that it predicts the nonmagnetic fcc and the antiferromagnetic fcc phases of pure Fe to be more
stable than the ferromagnetic bcc phase [62].
When considering the gradients of the electronic densities, the exchange-correlation functional
will have additional variables, xc[ρ↑(r), ρ↓(r),∇ρ↑(r),∇ρ↓(r)]. For spin densities that vary slowly
over space, the leading correction to the LDA yields the second order gradient correction approxi-
mation (2GA) [55], but it provides a serious overcorrection for realistic densities. In the Kohn-Sham
formalism, every electron in the system is effectively surrounded by an exchange-correlation hole,
which results in a reduction of t potential energy (see, for example, Ref. [63]). This is the result
of the electron number conservation, the Pauli exclusion principle, and Coulomb repulsion. The
2GA overcorrects because it breaks some hole rules. Langreth and Perdew [64] found that the cor-
relation hole violates the sum rule that ensures that Coulomb repulsion does not change the hole
charge integral even if it changes the shape of a hole. Perdew [65] also found that the exchange hole
density is not negative everywhere. This means that a hole can exist where no electron is present.
This spurious phenomena happens relatively far away from the center of the electron, and in the
GGA [66], this is parametrized so that appropriate cutoffs can restore the properties of the holes.
PBE-GGA [67] achieves the same results without introducing any parameters.
Several methods have the potential to provide more accurate results than LDA and GGA (Fig.
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1.1), although they are currently considerably less robust. Meta-GGA [68] considers the kinetic
energy densities τ(r), so xc[ρ↑(r), ρ↓(r),∇ρ↑(r),∇ρ↓(r), τ↑(r), τ↓(r)]. LDA is a local functional of
ρ(r) since it requires only the density at a point. GGA is a semi-local functional of ρ(r) since it
requires the density in an infinitesimal region around a point. Meta-GGA is a non-local functional
of ρ(r). More information about the highest rungs of Jacob’s ladder can be found in Ref. [56].
1.2.3 Pseudopotentials
As mentioned in section 1.2.1, the Kohn-Sham equations can be solved by expanding the single
electron wave functions in a basis and diagonalizing the Hamiltonian matrix. This is an efficient
strategy for valence electrons that are comparatively free-electron-like. Close to the nucleus, the
Coulomb potential from the ion becomes substantially stronger, so the wave functions of the core
electrons oscillate much faster. It is not efficient to expand the core state wave functions in plane
wave basis sets. Nevertheless, the core electrons in many cases are quite insensitive to the bonding
behavior of the atoms, and for the most part they only provide, along with the ions, the important
but simple potential in which the valence electrons move.
In DFT calculations, it is customary to simulate the effect of the core electrons on the valence
electrons with a pseudopotential (PP) to make the calculations more efficient. Older PPs, for
example, norm-conserving [69] and ultrasoft [70, 71], are still in use and can be quite fast and
accurate. In the norm-conserving PPs, the electron charge within the core part is equal to that of
the actual atom. Ultrasoft PPs do not conserve charge, but they reduce the heights of the peak in
the potential to reduce the number of necessary plane waves. The more recent projector augmented
wave (PAW) method [72, 73] was used for the work presented in this thesis. A comparison of the
constructions and performances of these three methods is given in Ref. [74]. The PAW method
begins with the expansion of the wave functions in a plane wave basis set, but then it uses a set of
projectors on radial grids at the atom centers to reintroduce the wave functions of the core electrons
into the calculation. This is equivalent to a ‘frozen core.’ In principle, this method retains the full
all-electron wave function and charge density while still being efficient computationally.
1.2.4 Electronic structure calculations
The eigenstates of any independent particle Schro¨dinger-like equation in which each electron moves








ψi(r) = Eiψi(r) , (1.37)
where Hˆeff(r) is the effective Hamiltonian. The Kohn-Sham equations (Eq. 1.34) evidently satisfy
the equation above. Imposing Born-von Ka´rma´n boundary conditions [25] on 1.37, will make ψi
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exp(ıq · r) ≡
∑
q
ζi,q × |q 〉 . (1.38)
The plane waves are orthonormal, so 〈q′ |q 〉 = δq,q′. In the equation above, V is the volume of
the finite cell introduced in section 1.1.2, and ζi,q is the expansion coefficient of ψi in the basis of
orthonormal planes waves |q 〉. The reciprocal lattice representation of the Schro¨dinger equation is
given by ∑
q
〈q′ | Hˆeff |q 〉 ζi,q = Ei
∑
q
〈q′ |q 〉 ζi,q = Ei ζi,q′ . (1.39)
Vˆeff(r) is also periodic, so it has a reciprocal lattice representation. The matrix elements of the
potential in the reciprocal lattice are [52]




In this case, the Kronecker delta is nonzero only if q and q′ differ by some reciprocal lattice vector
Gh. The notation can be simplified by defining q = k + Gh and q′ = k + Gh′. The kinetic energy
operator is (h¯2/2Me) |q|2 δq,q′, so the Schro¨dinger equation for any given k can be written in matrix
form as ∑
h′
Hˆh,h′(k) ζi,h′(k) = Ei(k) ζi,h(k) . (1.41)
As mentioned in section 1.1.2, only k-points within the Brillouin zone are distinct, so only these need
to be considered. As V increases, the k-points become more dense and tend to a continuum. At
each k there are a discrete set of eigenstates i = 1, 2, . . . with eigenvalues Ei that become continuous
bands. This is known as the electronic band structure, and provides rich information. In this thesis,






δ(Ei(k)− E) , (1.42)
where Nk, the total number of k-points, is a normalization factor. As a side note, it is interesting
to note that the electronic entropy is given by (see, for example, [75])
Selec(T ) = −3kB
∫ ∞
0
ä(E) [(1− fT (E)) ln(1− fT (E)) + fT (E) ln(fT (E))] dE , (1.43)
which is analogous to Svib (Eq. 1.24), but the electron occupancy follows the Fermi-Dirac distribution
fT (E) =
1
exp(E/kBT ) + 1
. (1.44)
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The most computation intensive task in a DFT calculation is the diagonalization of the Hamil-
tonian matrix (Eq. 1.41), which is intractable for real systems if attempted to perform directly. The
general approach is to diagonalize the matrix iteratively until it converges to a value. Convergence
is defined as a change in a parameter between contiguous diagonalizations that is smaller than a
specified value. This parameter could be the total free energy, the eigenvalues, etc. Several flavors of
this approach exists, like the block Davidson [76,77], Conjugate Gradient [78,79], and the Residual
Minimization Method [80,81] algorithms.
Other factors that affect the performance of the calculations are the number of k-points in the
Brillouin zone and the number of plane waves. Most calculations are done considering just the
k-points in the irreducible Brillouin zone, which is the Brillouin zone reduced by the symmetries in
the point group of the lattice. In cubic symmetries, for example, the Brillouin zone can be reduced





2ni −Ni − 1
2Ni
Gi , (1.45)
where ni = 1, 2, . . . , Ni. This scheme was proposed by Monkhorst and Pack [82] and its main
advantage is that it leads to a uniform set of points that is valid for any crystal structure. The
number of plane waves in VASP [83,84], the code used for the shown in this thesis, is determined by
specifying a value for the cutoff energy Ecut so that
h¯2
2Me
|G+ k|2 < Ecut . (1.46)
This implies that the number of plane waves is different of each k-point. This is convenient because
the number of plane waves changes smoothly when the volume is varied. This improves the accuracy
of energy-volume calculations that are used, e.g., to determine the equilibrium lattice parameters of
a system. Generally, the number of k-points and the value of Ecut are converged with respect to the
free energy of the system. It is desirable to find the values that result in the required accuracy and
economizes computational resources.
An important aspect for the calculation of the electronic structure of metals, such as the ones
studied in this thesis, is the interpolation of the energy between k-points in the neighborhood of
the Fermi surface (the partial occupancy). The Fermi surface can be extremely intricate and vary
sharply in some cases, but quantities such as the total electron density, energy, and interatomic
forces, depend on the accuracy with which it can be discerned [52]. The tetrahedron method [85–88]
is the most widely used for this purpose. The simplest version is a linear interpolation between
the values known at the k-points at the vertices, but higher order schemes are available. It is also
convenient because tetrahedra can be used to fill all space for any grid. Smearing methods replace
21
the step function at the Fermi surface with a smooth function such as a finite-temperature Fermi-
Dirac distribution [89], a Gaussian [90], or even a complete orthonormal set of functions [91]. These
methods are discussed in more detail in section 5.5.1.
1.2.5 First principles lattice dynamics
As mentioned in section 1.1.2, phonon dispersions can be calculated from the dynamical matrix
D(q) and the required ingredient is the force constant tensor Φlκ, l′κ′. In principle, the latter can
be calculated from first principles, and several approaches have been developed to achieve this. The
main ones are briefly summarized here.
The first attempt was the ‘frozen-phonon’ method developed by Wendel and Martin in 1977
[92, 93], which is extremely intuitive. It consists of displacing atoms in a supercell in a way that is
consistent with particular phonon modes, and calculating the change in total energy as a function
of displacement. Its main drawback is that it is restricted to wave vectors for which the phonon
displacement pattern is commensurate to the supercells used in the calculations. Therefore, it is
an extremely inefficient way to calculate full phonon dispersions, but it is used to obtain elastic
constants. For example, the shear elastic constants G in the FeV cubic lattice shown in Table 3.4
were calculated from a volume-conserving monoclinic deformation of the cell
0 ε 0
ε 0 0
0 0 ε2/(1− ε2)
 . (1.47)
The corresponding strain energies were calculated as a function of the displacement ε and fitted to
the total energy E(ε) = E0 + 2V Gε
2.
A more thorough method that has reach maturity is the ‘direct’ method, in which forces on
atoms are calculated directly. The Hellman-Feynman theorem states that the first derivative of the
eigenvalues of Hˆλ, a Hamiltonian that depends on the parameter λ, is given by the expectation value










In the case of a system of nuclei and electrons, Hˆ = Vˆ + Vˆext, Feynman proved [94] that the force
on any nucleus at any given time is the classical electrostatic attraction exerted on this nucleus by
the other nuclei and by the electron charge density distribution of the system ρ(r) at that time.
Since ρ(r) can be easily calculated using DFT, the forces on a displaced atom in a crystal and all
other atoms in the crystal can be found. This allows for several independent force constants to be
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determined from a single calculation [95]. Furthermore, symmetry arguments can be used to find
atomic displacements from which all the force constants can be determined [96, 97]. This is the
method used for the work presented in this thesis. The algorithm proposed by Parlinski, Li, and
Kawazoe [98], which considers interatomic interactions between atoms in different supercells, was
used to calculate the force constants from the direct forces on atoms.
Another approach is the linear response method. In the series expansion of the potential energy
of a system (Eq. 1.7), the force constant between two atoms is given by Eq. 1.9, the second derivative


















where E♦ and V♦ are the total energy of the system and the electrostatic interaction between
different nuclei, respectively, in the atomic configuration ♦. Eq. 1.49 is the derivative of the force
on nucleus I with respect to the position of nucleus J (or vice versa), and it depends on ρ♦(r) as
well as on ∂ρ♦(r)/∂RJ, the linear response to a distortion of the nuclear geometry. A variational
DFT method known as density functional perturbation theory (DFPT) is used to compute Eq.
1.49 [99,100]. A review is offered in Ref. [101]. The main advantage of this approach is that it does
not require a supercell. The disadvantage is that, being perturbative, it is not valid for large atomic
displacements.
In this thesis, direct measurements of the phonon DOS curves g(E) are presented. For comparison







δ(Ej(q)− E) , (1.50)
where j is the phonon branch and Nq is the number of q-points.
1.2.6 Generalized electronic susceptibility
One of the earliest approaches that took advantage of electronic structure calculations for the study of
phonon anomalies was the generalized susceptibility one, of which a simplified case will be discussed
below. As mentioned briefly in section 1.1.4, Kohn anomalies are observed at phonon wave vectors
that are equal to those that separate Fermi surface sheets. For example, in a free-electron gas, this
is equal to twice the momentum of the electrons at the Fermi surface (the diameter of the sphere).
The observation of soft phonons in several systems was correlated to peaks in their generalized
susceptibilities [102–106]. We used this method to study the screening behavior of FeV and the
results are discussed in section 3.5.2 .
The linear response of the conduction electron system to an external potential such as a phonon
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can be described in terms of a dielectric matrix [107]
Å(q+Gh,q+Gh′) = δGh,Gh′ + ν(q+Gh)× χ(q+Gh,q+Gh′) , (1.51)
where χ(q+Gh,q+Gh′) is the static generalized susceptibility matrix, ν(q+Gh) is the Fourier
transform of the Coulomb interaction between electrons, and Gh and Gh′ are reciprocal lattice
vectors. In the random phase approximation (RPA) [108–110], the electronic susceptibility for one






×〈n,k | exp(ı(q+Gh) · xl)|n′,k′ 〉 × 〈n′,k′ | exp(ı(q+Gh′) · xl)|n,k 〉 .
(1.52)
where f(En,k) is the Fermi-Dirac distribution (Eq. 1.44), n and n′ are band indices, and k is
restricted to the first Brillouin zone. Considering only diagonal elements (Gh = Gh′), Eq. 1.51
reduces to






En′,k+q − En,k × |〈n,k | exp(ıq · xl)|n′,k+ q 〉|
2
. (1.54)
The oscillator strength matrix element
Υnk,n′k′(q) = 〈n,k | exp(ıq · xl)|n′,k′ 〉 (1.55)











En′,k+q − En,k |Υnk,n′k′|
2 (1.57)
For ‘nesting’ features, i.e., flat and parallel areas of the Fermi surface, the denominator in eq. 1.57
is vanishingly small giving rise to a large peak in χ(q) at the nesting wave vector. When nesting
features are important, it is possible to ignore the effect of the oscillator strength matrix elements





En′,k+q − En,k (1.58)
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This approximation is usually taken with the assumptions: (1) Υnk,n′k′(q) depends very weakly
on k and is a smoothly and slowly varying function of q only; and (2), the position of the peak in
χ(q) will be determined largely from the intraband nesting features of the Fermi surface or from
volume effects. It is clear from Eq. 1.55 that in the q → 0 limit, the interband matrix elements
vanish while the intraband matrix elements tend to unity, so χ(q) tends to the number of electronic
of states at the Fermi level. In the large q limit, the intraband matrix elements will be negligible
and the interband contributions will dominate.
Eq. 1.57 shows that, from a simplified perspective, nesting features in the Fermi surface will
be related to soft phonons. The situation in reality could be much more complicated, since the
off-diagonal elements of Å(q+Gh,q+Gh′) can be important, and Υnk,n′k′(q) can have large peaks
of its own in some cases.
1.3 Cluster expansion
The cluster variation method, a generalization of the mean-field approximation, was first proposed by
Kikuchi in what is now a classic paper in the field [111]. Its original purpose was to treat cooperative
phenomena in periodic systems, like the shape of the heat capacity below and above the disordering
temperature in system with ordering tendencies. It is based on a parameterization of the free energy
F = E + PV − kBT ln Ω by clusters of atoms that describe the local chemical configuration. The
energy and the entropy are those at the given configuration. The energy is a linear function of the
cluster concentration and the entropy is obtained from the equilibrium cluster distribution. The
variational principle of statistical mechanics is then applied on the free energy functional by varying
the configuration. Each cluster is defined by n, the number of sites p it contains (the order of
the cluster); and by Î, the relative distance between sites (first nearest neighbors, second nearest
neighbors, etc.). The spin variables σpi take numerical values according to the type of atom at
site pi. The numerical values are arbitrary, but values that are symmetric around zero are more
convenient. For example, the Ising model simplifies calculations in the case of A-B binary alloys,
so σ = +1 for A atoms and σ = −1 for B atoms. When a third component is added, σ = 0 for C
atoms. Some clusters for fcc alloys with Î = 1 are illustrated in Fig. 1.2, which was obtained from
Ref. [112].
The inclusion of larger clusters generally gives more accurate results [113], but the original
formulation of Kikuchi based on combinatorics makes it impractical for this purpose. Simplifications
and reformulations such as those of Refs. [114–117] can make the problem more tractable. Sanchez,






























Figure 3.7: DOS of ordered structures constructed using IDOS in Figure 3.4 and correlation functions
in Table 3.1. The curves are offset by integer multiples of 0.12 meV−1. Dashed lines indicate the
zero.
Figure 1.2: First nearest neighbors clusters for the fcc structure. Adapted from Ref. [112].




νn,Î(r) ξn,Î . (1.59)
In Eq. 1.59, νn,Î(r) is a many-body interaction function (a potential if F is an energy, etc.), r is
a lattice parameter, and ξn,k is a multisite correlation function. The correlation function expresses






σpi · · ·σpn , (1.60)
where the inverse of the normalization constant Nn,Î is the number of clusters of type n, Î. It
averages over symmetry-equivalent configurations. The formalism of Sanchez, et al. is known as
the cluster expansion (CE) method. In practice, the number of clusters will be finite and relatively
small. Another apparent shortcoming of the method is that the interaction functions should have a
composition dependence in order to converge [119,120]. This composition dependence is introduced
in the generalized cluster expansion (GCE) [121]. Nevertheless, the GCE is seldom used, and a very
large body of work based on the CE exists. Extensive application of the method thus seems to show
that the CE is enough to describe and even predict the behavior of many systems. Recent efforts by
van de Walle have been directed towards the extension of the CE method to tensorial quantities [18],
which allow to study anisotropic properties such as elasticity and stress.
An immediate application of the CE formalism is to ‘interpolate’ the properties of random solid
solutions of arbitrary compositions from values obtained for ordered structures, which are ttainable
by, e.g, density functional theory with periodic boundary conditions. This is usually known as the
cluster inversion technique [122]. In a random solid solution there is no correlation in the occupation
of the atomic sites. It can be proved by induction that in this case the value of the correlation function
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for an A-B binary alloy is
ξn,Î = (1− 2xB)n , (1.61)
where xB is the concentration of B atoms. A measurable thermodynamic quantity or function F in
a known configuration ♦ can be expressed in terms of the correlation functions that parameterize
the chemical order of the configuration, ξ♦n,Î. For the rest of this section, we consider this function
to be the phonon DOS, g♦(E), since this is the case studied in section 3.4. The correlation functions
of different configurations can be arranged in the matrix [ξ♦n,Î]. If g
♦(E) is measured in different
configurations of the same system and the correlation functions are calculated, the result is be a








Gn,Î(E) · [ξ♦n,Î] , (1.62)
where Gn,Î is a basis vector of the cluster expansion and the sum is over all the available values
of n, Î in configuration ♦. 〈M/%sc〉 is the average inverse scattering efficiency of the alloy, and is
a necessary correction when working with neutron-weighted DOS (NWDOS) curves such as in the
present work. The cluster inversion technique [122] consists of solving this system of equations to








· [ξ♦n,Î]−1 . (1.63)
These basis vectors are known as interaction parameters and are configuration-independent. In the
case of the phonon NWDOS curves, they are interaction phonon NWDOS (IPDOS) functions. They
convey important information about the system: the empty term, G0,0, is the phonon NWDOS of
an equiatomic random solid solution of A and B atoms; the point term, G1,1, shows the effect of
composition; the pair term is the effect of the number of like and unlike pairs of atoms in the system.
It can be shown that the pair term is completely equivalent to the Warren-Cowley SRO parameters
so that ξ2,1 = α1, ξ2,2 = α2, etc.
1.4 Simulation of disordered structures
Disorder, including chemical disorder, can dramatically change the mechanical, electrical, semicon-
ducting, magnetic, etc. properties of a material compared to the ordered state. The literature on
the topic is impossible to review here, but Ref. [123] provides a thorough, if dated, description of
the different types of disorder. The simulation of disorder is difficult because of the inherent limi-
tations of existing computational tools and resources, which routinely make use of periodic systems
to facilitate computation. Several approximations are available, the most basic being the virtual
crystal approximation (VCA), that assumes that the interatomic potential between all atoms in the
27
system is the same. In a binary alloy, it is the concentration-average of the potentials of atoms A
and B. It is a natural idea and has been applied since the 1930s for the calculation of electronic
structures, perhaps for the first time by Nordheim [124]. It is in use today, but it has problems
predicting even trends in, e.g., the lattice parameter. It works for some systems though, and it is
not more computationally expensive that calculations on ordered structures. The coherent potential
approximation (CPA) [125–127] improves over the CPA by assuming that the potentials of the A
and B atoms, separately, are embedded in a uniform, average potential. It works well in a greater
number of cases than the CPA. For a review of the VCA and CPA methods, see Ref. [128].
Other approaches take better advantage of modern techniques. The CE method described above
can use calculations performed using, e.g., DFT with the projector augmented wave method [72],
on ordered structures to predict the properties of disordered alloys. It is a substantial improvement
over the VCA and CPA, but a deficiency is that atomic relaxations cannot be taken into account.
Generally, the distances between A atoms, B atoms, and A and B atoms will be slightly different in
the disordered phase, even in a cubic lattice. This can change the bandwidth in semiconductors (for
example, Ref. [129]), have thermodynamics implications in a wide variety of materials (for example,
Ref. [130], and subsequent chapters in this thesis), etc.
Randomly populating the lattice sites of a very large supercell with the ratios of the composition
of the system and performing DFT calculations can, by exhaustion, provide accurate results that
include atomic relaxation effects. Nevertheless, DFT calculations are computationally expensive and
are currently limited to a few hundred atoms. Semi-empirical potentials allow to extend this to a
few thousand atoms, but could decrease the accuracy of the calculations. It is possible to build and
ensemble of supercells of a few thousand atoms each and then take the average, which might be a
decent approximation of the disordered state if the semi-empirical potential used is of good quality.
An elegant and effective approach is the construction of special quasirandom structures (SQSs)
[131]. It is currently the method of choice for the simulation of disordered structures because of its
relatively low computation cost (compared to the brute force method) and excellent accuracy when
the SQS is of sufficient quality. It is based on the CE formalism described in section 1.3, and consists
of designing a structure that has the same ξn,Î values as the disordered structure of interest. With
a small number of atoms, from two to a few tens, it is possible to achieve this for the first few or
more nearest neighbors, deferring periodicity errors to more distant neighbors that have significantly
less influence. The improvement over the CE method is that the SQSs can be relaxed and atomic
relaxation effects are included in the calculations. It is also straightforward to extend the method
to multicomponent systems, such as in Ref. [132], although it is not a simple task. A rigourous
optimization will also consider the particular system at hand, although this is usually not essential.
Different SQSs might have parameters that are similar to each other, or different values for which a
preference does not exists a priori. Standard optimization benchmarks currently does not exist, but
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several attempts have been made to characterize the error [133,134]. The ATAT code (Ref. [135]) is
currently widely used for the construction and optimizations of SQSs. The SQS approach was chosen
to simulate the properties of disordered compounds studied in this thesis with excellent results.
1.5 Molecular dynamics
The concept of molecular dynamics (MD) is perhaps the quintessence of computer simulations:
given a collection of N particles i = 1, 2, . . . , N with positions ri at time t0, in which at least one
particle has a nonzero velocity, r˙ 6= 0, predict ri for t > t0. This approach could provide a wealth
of information on almost any system imaginable, but the details of the implementation make it a
nontrivial task. Currently, this is one of the most active and most diverse fields in science, and
it is impossible to summarize the literature here, but Refs. [19, 21, 136] show applications of MD
calculations to systems that are relevant to the work presented here.
The first ‘details’ in the implementation of MD are the size and initial configuration of the system.
The first one is limited by computational capabilities, so boundary conditions are necessary. The
second one requires knowledge of the velocities of the particles. In most cases, their motion will
be assumed to be classical, described by second order differential equations that require both ri(t0)
and r˙(t0). These issues are not main concerns for crystalline systems because Born-von Ka´rma´n
boundary conditions [25] can be used and the energies of the atoms follow a Maxwell-Boltzmann
distribution at temperature T , so the initial velocities can be generated. More complicated is to keep
T constant during the calculation, although several types of ‘thermostats’ are available to regulate
it. In general, these couple the particles to a heat bath, e.g., directly [137], stochastically [138], via
a fictitious mass [139].
The second consideration is that the force exerted on a particle is proportional to the change in
energy when that particle is displaced, so accurate potentials or force fields are required, along with
appropriate truncation schemes and values. Understandably, the development of these potentials
is one of the main foci of the MD community. The simplest ones are the Lennard-Jones potential
[40], the Morse potential [140] and the Buckingham potential [141]. Although all of them are
almost one hundred years old, they provide decent results in many cases if attention is paid to the
parameterization. A much more recent development that is illustrative of the advances in the field is
the ReaxFF [142], which is able to simulate chemical reactions by allowing bonds to break and form.
For metals, embedded atom methods [143–145], which parameterize the electronic charge density,
ordinarily give the best results.
Another source of uncertainty in MD calculations is the discretization of t. The configuration
at each t, separated from the previous by ∆t, is approximated with a Taylor expansion. The errors
from neglecting terms in the approximation are rapidly accumulated and set the calculation on a
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. . . , but this is too computationally expensive. Instead, several algorithms have been developed to
reduce the error. The Verlet methods, in which the error scales as (∆t)2, are the most widely used
(for a review, see Ref. [146]). As often happens with calculations of any type, an optimization of
the computation cost and simulation accuracy should be made.
Some of the results shown in Chapter 5 are from ab initio molecular dynamics (AIMD) simula-
tions. All the aspects mentioned above are relevant, but there is no empirical potential. Instead,
the forces at each time step are obtained from DFT calculations. Two general categories of AIMD
simulations exists. In what is usually known as Born-Oppenheimer MD, the forces are calculated
as described in section 1.2.5, after electronic states are relaxed to their ground state. Information
on the forces are part of the standard output of most modern DFT codes, so the implementation
is straightforward. This method was used for the calculations presented here. In Car-Parrinello
MD [147], the electronic degrees of freedom are coupled to the classical coordinate system. By
giving the orbitals a fictitious mass, the set of coefficients of the plane wave basis set is treated clas-
sically as an additional set of coordinates. In this case the electronic states are not at their ground
states, but the calculations are faster. The combination of MD and DFT is a powerful one, but their
respective limitations are also combined. Of particular importance is the heavy computational cost
of DFT, which currently limits AIMD to systems with a few hundred atoms and a few thousand fs.
The use of supercomputers can alleviate the latter, but can do less for the former.
The quantities of interest for the work presented here obtained from AIMD simulations are the
electronic DOS curves ä(E) and the phonon DOS curves g(E). ä(E) is acquired from the DFT
calculation at each time step as described in section 1.2.4. g(E) is obtained from the Fourier












〈r˙(0) · r˙(0)〉 . (1.65)
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Chapter 2
Scattering basics and experimental
methods
2.1 Time-of-flight inelastic neutron scattering
2.1.1 Elements of neutron scattering
An important fraction of the experimental work presented here made use of the inelastic scattering
of ‘thermal’ neutrons as the probe to study phonons in materials. Scattering off a material is possible
because the wave length of thermal neutrons is comparable to the typical interatomic spacing between
ions. Neutrons can be produced in a nuclear reactor by a chain reaction of nuclear fission or by
spallation of heavy metals. The time-of-flight inelastic neutron scattering (INS) was performed with
the Wide Angular-Range Chopper Spectrometer (ARCS) [149] at the Spallation Neutron Source
(SNS) at the Oak Ridge National Laboratory. The source of the neutrons is the spallation of a
mercury (Hg) target bombarded with high energy protons. The initial energies of the neutrons are
too high for materials science research, so they are slowed down (‘thermalized’) to useful energies by
passing them through cells filled with water. The SNS is currently the brightest source of neutrons
in the world.
Scattering is a wave phenomenon and as such it can be studied via plane waves and spherical
waves. The methodology presented in sections 1.1.1 and 1.1.2 becomes then particularly appropriate.
A short review of the basics is given here, although more focus is placed on the physical interpretation
than on a formal development, in the spirit of Ref. [150]. The theory of scattering is very well
developed and it is treated in detail in many advanced textbooks, such as Refs. [39] and [151]. The
theory of neutron scattering is also presented in works such as Refs. [152] and [153].
For a set of N atoms fixed in space, the modulus squared (the intensity) of a classical scattered
wave is










where ψsc(Q, r) is the scattered wave at position rd, the point where the wave is detected; the
magnitude of rd will be much larger than ri, the position of the scattering particle i; the scattering
amplitude is b, which for neutron scattering is largely independent of Q due to the small size of the
nucleus compared to the neutron wavelength; finally
Q ≡ q0 − qf , (2.2)
the wave vector transfer from the plane wave to the sample. In the equation above, q0 and qf are
the initial and final wave vectors. This approach is correct if the wave is scattered only once by the
material. Also, the (unknown) short-range nuclear interaction between the neutron and the nucleus
that defines the atomic form factor is replaced by a δ-function potential with a strength that is
adjusted to measured results. The differential cross section dσ for scattering into unit solid angle








































P (r) exp(ıQ · r)dr
]
. (2.3)
The whole derivation is shown to emphasize two aspects. The first one is the definition of the
Patterson function P (r). To convert the square of the discrete sum into a continuous integral over
the whole space, the introduction of a Dirac delta δ(r− ri) is necessary to account for the discrete
positions of the atoms in the lattice. P (r) is therefore the position autocorrelation function that
represents the probability that, given a particle at the origin, a distinct particle will be found at
position r at the same time. The most important property of P (r) is that its Fourier transform is
the total diffracted intensity I(Q). The second aspect is that the expression consists of two terms,
one that is independent of Q and another one that depends on Q. The former is basically the sum
of the ‘intensities’ contributed by the various nuclei separately and it is called incoherent scattering.
The latter involves the interference of waves scattered by different nuclei and it is called coherent
scattering.
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Van Hove showed that Eq. 2.3 can be extended to include time correlations [154], so
|F(Q, t)| =
∫
G(r, t) exp(ıQ · r)dr (2.4)
and




F(Q, t) exp(ıEt)dt . (2.5)
G(r, t) is the time dependent position autocorrelation function. Compare the equation above to Eq.
1.64, which is the phonon density of states obtained from the velocity autocorrelation function. Van









|S(Q, E)| . (2.6)
It is important to notice that S(Q, E) also consists of an incoherent and a coherent part. In this
case, the former is the sum of the intensities of the phonons at each Q and E, while the latter
includes effects such as phonon dispersions. Now consider Eq. 1.11, the plane waves solution to the
equations of motion for all atoms in a crystal. If this equation is substituted in Eqs. 2.5 and 2.6,
the phonon expansion in powers of ulκ will have terms having as factors [150]
exp(ıQ · ri) exp(−ıωt)
exp[ı(Q+ q) · ri] exp(−ıωt± ıωj(q)t)
exp[ı(Q± q1 ± q2) · ri] exp[ı(−ω ± ωjq1 ± ωj(q2))t] (2.7)
...
These various terms correspond to processes involving no phonons (elastic scattering), one phonon,
two phonons, etc. and provide their respective selection rules. The point to make here is that INS
measurements will include contributions from neutrons that were scattered more than once by the
nuclei in the sample.
2.1.2 Technique
The diagram shown in Fig. 2.1 illustrates the basic principles of INS with time-of-flight instru-
ments. After thermalization, the pulsed neutron beam is directed to the instrument through ‘neu-
tron guides.’ Inside of these guides, the neutrons undergo total reflection so the loss of intensity is
negligible. Two choppers rotating with different frequencies allow to select the incident energy E0
of the neutron bunch. The first chopper is usually more massive and stops high energy neutrons
and other background radiation. The second chopper, usually called a Fermi chopper, is smaller and
used for fine tuning the energy distribution of the neutron bunch. Neutrons are weakly interacting,
33
q0	  	  	  
E0,t0	  	  	  
Ef,tf	  	  	  
qf	  	  	  
Pulsed	  neutron	  source	  
Detector	  bank	  
Figure 2.1: Schematic of an inelastic neutron scattering measurement. Straight lines are neutron
paths, the wavy line represents a lattice vibration, and the circles of different colors and sizes
represent two different types of atoms with different neutron scattering cross sections.
so their detection is difficult. Usually 3He-filled tubes are used for this purpose, since a charge is
produced after neutron capture by the 3He. ARCS has 115 ‘packs’ of eight 1-meter-long tubes each
that are sensitive to the linear position.
The times t0 and tf at which the neutrons leave the Fermi chopper and are detected, respectively,
are known. Also know is the distance from the chopper or another check point to the sample and
from the sample to each ‘pixel’ in the detector bank. The time the neutrons take to reach the sample
is fixed, while the time they take to reach the detector depends on the distance to that particular
pixel and the energy lost to or gained from phonons in the sample ∆E = Ef − E0. The change
in neutron momentum h¯Q is also calculated from the position of the detector, which will make an
angle with respect to the initial momentum. In fact, the raw data from ARCS is a ‘neutron event’
list; for every neutron detected, the detector number and position, as well as the time-of-flight of
the neutron are saved into a file. |S(Q, E)| can then be calculated if the scattering cross sections
b2 are known, although if there is more than one type of scatterer, i.e., atoms of different elements,
d2σ/dΩdE will be neutron-weighted by the neutron scattering efficiency of each element. This is
represented in Fig. 2.1 by showing atoms with a larger cross section, although the cross section is
not related to the mass of the atom, i.e., the red atoms are not necessarily less massive than the
blue ones.
2.1.3 Data reduction
The INS data from polycrystalline samples historically has been quite challenging to reduce, although
with technical improvements in the instruments many issues have become less serious. In particular
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for ARCS, the incident energy is more accurately determined by the chopper settings than in older
instruments. The performance of the detectors is also superior, so detector masking and efficiency
corrections are perhaps not as essential as for previous generations, but it is still an important issue.
The wide angular-range of ARCS samples a larger part of (Q, E), which improves the accuracy of
experimental phonon DOS curves. Still of uttermost importance is the removal of the background
and multiphonon scattering contributions (derivation 2.7). The removal of multiple scattering is
more complicated, but this is a significantly smaller contribution to the measured intensities.
For each data set, the following reduction procedures were performed using DrChops, part of
the DANSE software [155]. Differences in the sensitivity of the detectors were assessed by measuring
a vanadium rod. Vanadium is an almost completely incoherent scatterer of neutrons (99%), so it
is ideal for this application. The differences were found to be very small for each data set, but
they were normalized nevertheless. Bad detectors were masked so that they do not give spurious
intensity minima in the measured I(Q, E), the intensity as a function of (Q, E) (closely related
to S(Q, E) of Eq. 2.6). This would happen because of the dynamic nature of the measurements,
so the intensity at a particular (Q, E) is not determined by a single detector. For the Fe-V data
set, which was obtained shortly after the commissioning of ARCS, about 5% of the detectors were
masked. For the Fe-Au and FeTi data sets, less than 1% of the detectors were masked. Finally,
the raw data was processed to obtain I(Q, E) histograms. The binning of the energy transfer and
the momentum transfer are the main variable at this stage, and there is a trade-off between the
two axis in terms of counting statistics, although the binning used for the present work, 0.5 meV
per energy bin and 0.1 A˚−1 per momentum bin, is fairly standard and was also chosen to coincide
with the x-ray measurements explained in the following section (section 2.2). Results for some Fe-V
alloys are shown in Fig. 2.2. Very detailed descriptions of the reduction procedures are given in
Refs. [155–157].
The background subtraction is performed next. A measurement under the same experimental
conditions and sample environment is done, but without the sample. This amounts to most of the
real contribution from the background, although the presence of the sample can slightly change
the background since the neutrons can get scattered by the sample before or after being scattered
by the sample holder. At ARCS the instrument background is quite low because it is almost
completely shielded by neutron-absorbing materials, including in between detector packs. Most of
the background comes from the sample environment. The Fe-V and FeTi measurements presented
here were performed in a low-background furnace which consisted of heat cartridges (outside of the
beam path) and thin aluminum shielding (Al is a weak scatterer of neutrons). The Fe-V samples
were measured in Al sachets and the FeTi in Al canisters. For the Fe-Au measurements, the samples
consisted of rolled sheets suspended that were suspended from a stick, so no container was necessary.






Figure 2.2: Energy and momentum dependence of inelastic neutron scattering I(Q, E) from ordered
(top panel) and disordered (middle panel) FeV. Incoherent scattering from the V atoms contributes
a broad background that goes as Q2, but streaks from angle-averaged phonon dispersions emanate
upwards from the strong Bragg diffractions at E = 0. Dispersions are more evident in the I(Q, E)
from a chemically disordered Fe-25%V alloy bottom panel). The dispersions are broadened largely
by how the elastic anisotropy is averaged in the scattering from a polycrystalline sample.
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Neutron-weighted phonon DOS curves g(E) were obtained from the I(Q, E) histograms, using
getDOS, part of the DANSE software [155]. For incoherent scatterers of neutrons, the phonon DOS
is obtained by integrating over the Q axis. Most isotopes will scatterer some part of the neutrons
coherently though, and in some cases this is the dominant type of scattering. The incoherent

















for a sufficiently large Q-sampling, where the expression on the right refers to a theoretical incoherent
scatterer. One of the biggest advantages of ARCS is that its wide angular-range (it is in the name
of the instrument) allows the measurements to comply with the condition of the approximation, so
phonon DOS curves obtained by integrating over the Q axis are accurate. The subtraction of the
elastic scattering (the high intensity part at E = 0 in the panels of Fig. 2.2) is done by assuming
an E2 scaling of the intensity of the phonon DOS (Eq. 2.6) and fitting the elastic peak to a
Gaussian. The main issue this code deals with is the determination and subtraction of multiphonon
scattering, which it solves by an iterative method: the n-phonon scattering can be written as the
convolution of the 1- and (n − 1)-phonon scattering and this leads to a recursion relation for all
the orders of scattering, with one adjustable parameter. A heuristic penalty function is defined to
find the parameter that results in the ‘best’ multiphonon scattering subtraction. The parameter
should be same for measurements under the same conditions, although a variation is expected with
temperature, for example, since the multiphonon contribution to I(Q, E) will increase. Finally,
getDOS applies an analytical phonon occupancy correction. This is necessary because less energetic
vibrations have larger amplitudes, so they are sampled preferentially. A very detailed description of
the getDOS and underlying principles is given in Ref. [157].
2.2 Nuclear-resonant inelastic x-ray scattering
2.2.1 Elements of nuclear-resonant scattering
The other pivotal technique used for the research presented here is nuclear-resonant inelastic x-ray
scattering (NRIXS). It is based on the Mo¨ssbauer effect [158], the recoilless absorption of gamma (or
high energy x-ray) radiation by a nucleus. For example, 57Fe has a nuclear excited state 14.413 keV
above its ground energy, so it is capable of absorbing radiation of this energy. The NRIXS work
presented here was performed at beam line 16ID-D, maintained by the High Pressure Collaborative
Access Team (HP-CAT), at the Advanced Photon Source (APS) at the Argonne National Laboratory.
In this facility, x-rays are produced by electrons moving at relativistic speeds through an undulator.
The required electron speeds are reached by directing the electrons through a linear accelerator and
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then a booster synchrotron. They are finally ‘stored’ in a ring where beamlines have access to them.
The Mo¨ssbauer effect can be understood in classical terms. The momentum of a high energy
gamma-ray is large enough to produce a large recoil in a free nucleus absorbing it, so the energy
of the gamma-ray changes. The recoil energy ER = E
2
0/2Mnc
2, where E0 is the nuclear transition
energy, Mn is the mass of the nucleus and c is the speed of light. Low nuclear transition energies
are in the keV to tens of keV range, so the recoil energy will be a few meV. The width of the
nuclear transition energies is very narrow, of the order of a few neV, so the difference is six orders
of magnitude. Other nuclei cannot absorb the reemitted gamma-ray and it escapes the material.
Consider a system like the one described in section 1.1.2 in which all nuclei are joined by springs
to each other. When a photon is absorbed by one of the nuclei there are two limiting cases: the ion
suffers a recoil that is damped by the restoring forces of the springs, but propagates throughout the
crystal as a wave; or the restoring forces are large enough that springs are ‘rigid’ and the energy
is transmitted to the crystal as a whole, so the ion itself does not recoil. The first case is similar
to that of the free nucleus and the reemitted photon does not have the appropriate energy to be
reabsorbed by other nuclei. In the second case Mn becomes the mass of the whole crystal and ER
is negligible, so other nuclei can reabsorb the photon creating a resonance. Classically, the first case
is always going to happen unless the restoring force is infinite, but this limit does not have to be
reached as we can define ‘rigid’ as having a restoring force large enough to make reabsorption of the
photon by other nuclei possible. Lattice vibrations are quantized, but the model is close to reality.
Intuitively, there will be a probability distribution for the events, and this distribution will depend
on the energy of the photon being absorbed. Isotopes with nuclear transition energies low enough
that the probability of recoilless absorption is not negligible are called Mo¨ssbauer isotopes. The
probability of resonant absorption is called the Lamb-Mo¨ssbauer factor fLM.
The theoretical framework for nuclear-resonant inelastic scattering was largely developed by
Singwi and Sjo¨lander [159]. They started with the Hamiltonian Hˆnr of a nucleus in an interacting
system in which the nucleus goes from state A to state B and at the same time, the system makes
a transition from state ni to state nj . This is the interaction between the radiation field and the
nucleus, so it is in the form of plane waves. The interaction between nucleons is much stronger than
between nuclei, so the total wave function is a product of the wave function from each interaction.
The transition matrix element corresponding to the absorption of a photon of wave vector k is〈
Bnj




∣∣∣ exp(ık · r)∣∣∣ni〉, where r is the position of nucleus. The absorption cross section
resulting from this matrix element is [159]




|〈nj |exp(ık · r )|ni〉|2
(E0 − E + nj − ni)2 + Γ2/4
, (2.9)
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where C is a constant, E0 is the energy difference between the final and the initial nuclear states
of the absorbing nucleus, ni and ni are the energies of the states |ni〉 and |nj〉 of the interacting
system, Γ is the width of the excited state of the nucleus, and gn0 is the statistical weight factor for






exp[ıt(E − E0)− Γ/(2)|t|] 〈exp[ık · r(0)] exp[−ık · r(t)]〉 dt , (2.10)
where r(t) is a Heisenberg operator. By analogy to Eqs. 2.4 and 2.5,
〈exp[ık · r(0)] exp[−ık · r(t)]〉 =
∫
exp(ık · r)Gx(r, t)dr . (2.11)
The interpretation of the Van Hove function Gx(r, t) is not as straightforward as in the classical
limit because it is a complex quantity. Nevertheless, the real part is the emission or absorption
probability [159]. Performing a phonon expansion for incoherent scattering like that of Eq. 2.7, the
0-phonon (elastic scattering) becomes the recoilless radiation absorption peak of width Γ, while the
rest of the terms are the same as in the case of neutrons: 1-phonon scattering, 2-phonon scattering,
etc. The main difference with respect to INS is that the change in energy is not measured. Instead,
the incident energy is known and the number of nuclear-resonant fluorescence photons directly
determines the phonon DOS.
The different elements of the transition matrix give all the possible scattering channels. If the
system interacts with the x-ray, the eigenstates of the radiation field will be different. Coherent
scattering occurs if the eigenstates of the nucleus remain the same, |A〉 6= |B〉, and it is further divided
into coherent elastic if the eigenstates of system do not change, |nj〉 = |ni〉, and coherent inelastic if
they do. Incoherent scattering is the case discussed above when |A〉 6= |B〉, and for nuclear-resonant
scattering, it implies a change in the system eigenstate, |nj〉 6= |ni〉. Furthermore, there are several
incoherent scattering channels, such as nuclear-resonant fluorescence and atomic fluorescence after
nuclear absorption. The nuclear-resonant fluorescence is specifically what is measured with NRIXS.
Detailed descriptions and derivations (in the framework of quantum electrodynamics) are given in
Ref. [160]. An excellent discussion of the coherent/incoherent - elastic/inelastic combinations can
be found in Ref. [151].
The nature of NRIXS has important implications. Since it is completely incoherent, the (nor-
malized) phonon DOS curves do not have any Q dependence. The incoherent approximation that
must be followed when acquiring phonon DOS curves from INS is exact in the case of NRIXS, so
phonon DOS curves from NRIXS are very accurate, but cannot provide direct information on the
phonon dispersions. It is possible to calculate the dispersion by fitting the NRIXS data with a
Born-von Ka´rma´n model such as in section 5.4. It can only be used to measure Mo¨ssbauer isotopes,
so the motions of the other elements in the system are not measured. When there is more than one
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Figure 2.3: Schematic of a nuclear-resonant inelastic x-ray scattering measurement. Straight lines
are x-ray paths, the wavy line represents a lattice vibration, the blue circles represent the nuclei of
a Mo¨ssbauer isotope, and the empty sites represent that NRIXS is only sensitive to the motion of
these nuclei.
element, the phonon DOS curves are ‘partial.’ For the work presented here, the motions of the 57Fe
isotope were measured and are referred to as Fe partial phonon DOS curves.
2.2.2 Technique
As mentioned in the previous section, it was predicted early (in 1960) that lattice vibrations could
be obtained experimentally from the nuclear-resonant absorption of radiation, but the cross sections
are too small to be measured by radioactive sources available at the time. Ruby proposed to use
synchrotron radiation with time discrimination to excite the nuclear state [161], which was eventually
achieved by three groups in 1995 [162–164] when technical developments finally allowed it.
Because of its small scattering cross section, NRIXS measurements require a bright source of
x-rays of the appropriate energy to excite the nuclear state of the Mo¨ssbauer isotope at hand. Cur-
rently, this is possible at third-generation synchrotron facilities: SPring-8 in Japan, the European
Synchrotron Radiation Facility in France, and the Advanced Photon Source in the U.S.A. The en-
ergy has to tuned to the nuclear transition energy the Mo¨ssbauer isotope of interest. Radiation
of this energy is produced by setting the separation of the poles in an undulator inserted into the
storage ring. The beam is then monochromatized by a water-cooled high-heat-load monochroma-
tor (composed of two diamonds at the APS) and a silicon crystal high-resolution monochromator
decreases the bandwidth to a few meV. The energy selection is achieved through the crystal reflec-
tions. Finally, the beam is focused with Kirkpatrick-Baez (KB) mirrors [165]. The beam size at
HP-CAT 16ID-D is 30 × 50 µm using 1-meter-long KB mirrors. Samples with an area much larger
than that are not necessary for NRIXS measurements. This also allows to measure samples in a
diamond-anvil cell (DAC). Another requisite for the technique is that the radiation has a pulsed
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structure, and the pulses are separated by long intervals relative to the decay time of electronic
excitations, usually around 200 ns. The timing is used to discriminate photons produced by nuclear
scattering from those that are scattered by electrons or pass through the sample without interacting.
Nuclear-resonant-scattered photons are delayed due to the finite lifetime of the nuclear excited state,
while scattering due to electrons happens almost instantly. Vetoing the first few ns assures that the
radiation detected is from nuclear x-ray scattering.
The diagram in Fig. 2.3 shows the basic principle of NRIXS. X-ray radiation detuned from the
nuclear-resonant energy (14.413 keV for 57Fe) by an amount E is directed towards the sample. This
differential is of a few tens of meV or less and is obtained with the high-resolution monochromator.
Radiation of this energy can create or annihilate a phonon (or a combination of phonons) of energy
E in the material, losing or gaining an energy equal to that of the phonon. This interaction tunes
the photon energy to exactly the resonance energy, so it can be absorbed and reemitted a few ns
later. Fast electronics are synchronized with the revolutions of the electron beam in the storage
ring. Avalanche photodiode detectors (APD) are placed as close as possible to the sample to cover
the largest solid angle and are programed to start detecting radiation a fixed time after the electron
pulse, usually 10 to 20 ns, and to keep doing it until a few ns before the next pulse. Measurements
are taken for a few seconds at each energy in the energy range of the measurement, with an energy
step of 0.5 meV and ranges of between ±80 to ±120 meV for the experiments presented here.
Scans usually take between 30 minutes and 1 hour, and several scans are taken with the same
experimental conditions. When the APD has to be farther away from the sample because of the
sample environment (a DAC and a furnace for the work presented here), more scans are necessary
to improve the counting statistics. A second APD is placed a meter or so in from of the sample. The
radiation that goes through the sample at the resonance energy is coherent, so this measures the
resolution function of the instrument. Finally, notice that atoms are missing in the lattice shown in
Fig. 2.3. This is to represent that only the motions of the Mo¨ssbauer isotope of interest, the blue
atoms, can be detected. More details about the experimental setup are given in Ref. [166].
2.2.3 Data reduction
The reduction of NRIXS data is comparatively easy and was performed using the program PHOENIX
[167]. The elastic peak is removed using the resolution function R(E), either measured in situ or
simulated using a function consisting of a Gaussian-like fit to the elastic peak minus the 1-phonon
contribution expected from a Debye solid. The multiphonon scattering is then removed using the
Fourier-log method [168]. In this method, the measured intensity




gn(E′)R(E − E′)dE′ , (2.12)
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where a and c are normalization constants and the n-phonon DOS curve gn(E) depends recursively





gn(E′)g1(E − E′)dE′ . (2.13)














Vibrational entropy makes major contributions to the free energies of alloy phases and their relative
thermodynamic stabilities [38]. For chemical ordering transitions in alloys, the changes of vibrational
entropy can be comparable to the large decrease in configurational entropy that accompanies ordering
[2]. Ordering transitions are driven by the energetics: the bonds between atoms of different elements
are, on average, more energetically favorable than bonds between atoms of the same type. An
intuitive model using Lennard-Jones potentials developed by Garbulsky and Ceder [169] predicts
that bonds that minimize the energy are also stiffer. This explains the usual thermodynamic effect
of the vibrational entropy on systems that undergo chemical ordering but keep the same underlying
lattice, which is to stabilize the disordered phase with respect to the ordered one. Experimental work
regarding this effect can be found in Refs. [2, 170–177] and computational work in Refs. [178–185].
The behavior in FeV is the opposite, and to the best of our knowledge it is the first and (so far)
only system in which such exceptional behavior has been observed experimentally. We attribute
this effect to a difference in the electronic screening between the two phases and our arguments
are presented in the next few sections. The vibrational entropy difference between disordered and
ordered phases for several systems is given in Table 3.1.
The Fe-V system has been fertile ground for experimental studies of the relationship between
structure and magnetism and it has been investigated thoroughly. The phase diagram for the Fe-V
system is shown in Fig. 3.1. The two elements form a bcc random solid solution at high temperatures
for all compositions. The sigma phase, a low-symmetry tetragonal phase with 30 atoms distributed
in a nonstoichiometric way over 5 crystallographic sites, is thermodynamically stable around the
equiatomic composition at lower temperatures, but it can be avoided easily by quenching. Quenched
samples typically have a small degree of B2 ordering, but almost complete order can be achieved
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Table 3.1: Experimental and calculated values for the difference in vibrational entropy
between disordered and ordered phases in selected systems. References are given.
System Transformation Experimental Calculated
FeV B2 → bcc -0.22 [186] -
Ni3Al L12 → fcc 0.10–0.30 [2, 172] 0.00–0.29 [178–181]
Fe3Al D03 → bcc 0.10 [174] 0.11 [185]
Cu3Au L12 → fcc 0.14 [173] 0.08–0.12 [181–183]
Co3V L12 → fcc 0.15 [175] -
FeCo B2 → bcc 0.03 [177] -
Pd3Cu L12 → fcc - 0.03 [184]
Pd3Au L12 → fcc - 0.07 [184]
Cu3Pd L12 → fcc - 0.03 [184]
CuAu L10 → fcc? 0.18 [182]
Pd3V D022 → fcc? 0.04 [176] -0.07 [130]
Ni3V D022 → fcc? 0.04 [187] -
AlTi3 L12 → fcc - 0.12 [188]
Al3Ti L12 → fcc - 0.23 [188]
AlHf3 L12 → fcc - 0.18 [188]
? The L10 and D022 are tetragonal structures based on the cubic fcc structure.
by annealing [189, 190]. The magnetic moment decreases from the value of the bulk Fe as the V
concentration increases until it disappears at a composition of about 70 at. % V [191–193], although it
depends strongly on its state of order [193–196]. First principles calculations by several methods have
successfully reproduced the trends in the magnetism [22, 193, 197–202] and predict a small charge
transfer from the V to the Fe atoms and the development of an antiparallel magnetic moment at
the V atoms.
This chapter presents inelastic neutron scattering (INS) and nuclear resonant inelastic x-ray
scattering (NRIXS) measurements performed on FeV in two different states of B2 order. The two
methods are complementary as discussed in Chapter 2, and combining the data sets allows the
determination of motions of the Fe and V atoms separately. The main observation is that the
phonons in FeV become softer upon ordering, so the vibrational entropy is higher in the ordered
phase than in the disordered phase. It is also observed that the softening is greater for the V atoms
than for the Fe atoms, and for the transverse modes than for the longitudinal modes. The number
of Fe–V bonds increases upon ordering and are energetically favorable. The measured difference in
vibrational entropy at room temperature is 0.14± 0.02 kB/atom and we estimate that the difference
is 0.22± 0.03 kB/atom between the states of perfect order and perfect disorder. The error margins
are from counting statistics and propagation of error, but are on the conservative side.
A cluster expansion analysis was performed on the neutron-weighted phonon density of states
(NWDOS) curves obtained from INS to study the effects of composition and ordering. By measuring
the system in two degrees of order, it was possible to discriminate the effect of first and second nearest
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Figure 3.1: Fe-V phase diagram adopted from ASM International Alloy Phase Diagrams Center [203].
neighbors (nn) on the NWDOS curves. In the B2 structure, the 1nn are Fe–V bonds and the 2nn
are Fe–Fe or V–V bonds. It was observed that an increase in the number of Fe–V 1nn bonds results
in an overall softening of the NWDOS curves while the increase in the number of Fe–Fe and V–V
bonds produces a stiffening, but of smaller magnitude than the 1nn effect. This phenomenological
result is consistent with softer Fe-V bonds.
An analysis was performed at the electronic structure level to explain the phenomenon. First
principles calculations show how the better electronic screening can cause a decrease of the average
energy of the phonons in the ordered phase. At the Fermi level, the projected electronic DOS at
the V atoms undergoes a larger increase with ordering than the projected electronic DOS at the
Fe atoms, correlating with the larger phonon softening of the V motions. The measured shear
modulus G, which is related to the transverse atomic motions, decreases upon ordering, consistent
with the observed softening of the transverse modes. The bulk modulus B, which is related to
the longitudinal modes, increases upon ordering, but the effect of ordering on the high energy
peak is small. The intraband generalized susceptibility as a function of the phonon wavevector
χ(q) was calculated along high-symmetry directions for the majority band electrons. Although the
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generalized susceptibility cannot discriminate between transverse and longitudinal modes, it shows
that the combined electronic response is isotropic. It also shows that electronic screening is better
in the ordered state than in the disordered state by the same ratio in all reciprocal space directions
and that its efficiency decreases for motions of higher frequency. The high temperature behavior of
the phonon NWDOS curves was successfully explained using a quasiharmonic model.
3.2 Experimental
3.2.1 Sample preparation
A FeV sample for INS measurements was prepared by arc-melting vanadium slugs of 99.8% purity
and iron lumps of 99.98% purity in the stoichiometric ratio under a high-purity argon atmosphere.
There was no detectable mass loss and no visible oxidation after melting. The ingots were cold-rolled
in between steel sheets to a thickness of 1.1 mm corresponding to a neutron scattering probability
of about 10%. Additional samples of elemental Fe and V of the purity specified above were also
prepared for INS measurements by cold-rolling them to a thickness of 0.7 and 1.9 mm, respectively.
The as-prepared FeV sample was mostly in the (disordered) A2 phase as evidenced by the low
intensity of the superlattice diffraction peaks in the diffraction pattern obtained from the neutron
scattering measurements (Fig. 3.2). The sample was then annealed in situ during the experiment
at 773 K for 8 hours under vacuum and then cooled down to room temperature over 2 hours. The
annealing induced B2 ordering as shown by the increase in the intensity of the superlattice diffraction
peaks.
Two FeV samples for NRIXS measurements were prepared as described above, but they were
96.06% enriched with 57Fe. The small ingots were cold-rolled to a thickness of 200µm. One of them
was annealed at 773 K in a sealed quartz tube under vacuum for 8 hours and then cooled down in
the furnace to room temperature over 2 hours to reproduce the anneal treatment of the INS sample.
A thin foil of the elemental 57Fe used to make the FeV sample was also measured.
A third set of FeV samples was prepared for pulse-echo ultrasonic measurements. One sample
received the same annealing treatment described before to induce ordering. Additionally, ingots of
composition Fe75V25 and Fe25V75 as well as pure Fe and pure V were prepared. The ingots were
cut with a diamond blade to obtain two parallel faces, then sanded to ensure parallelism, and finally
polished to improve the quality of the measurements. The thickness of the samples varied between
0.7 and 1.2 cm. A digital point micrometer was used to measure the thickness in different parts of
the samples and the parallelism was assessed to be better than 1µm.
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3.2.2 Scattering measurements
INS measurements were performed with the wide Angular-Range Chopper Spectrometer (ARCS)
[149]. The nominal incident neutron energy was 80 meV. The energy resolution (FWHM) was
1.7 meV at 40 meV neutron energy loss, and 3.1 meV at the elastic line. The cold-rolled FeV sam-
ple was mounted in thin aluminum foil and held by an aluminum frame shielded with cadmium
and placed inside a custom-built low background resistive furnace with thin aluminum shielding.
Measurements were performed at room temperature on the as-prepared sample, at 773 K after the
8-hour anneal, and again at room temperature on the then B2-ordered sample. For measurements
on elemental Fe and V at room temperature, the cold-rolled samples were mounted in thin aluminum
foil and held by an aluminum frame shielded with cadmium.
NRIXS measurements [204] were performed at beamline 16ID-D of the Advanced Photon Source
on elemental 57Fe and the two 57FeV samples with different degrees of B2 order. The incident photon
energy was scanned from –80 to +80 meV in steps of 0.5 meV around the nuclear resonance energy
(14.413 keV) of 57Fe. The instrument resolution function measured in situ was 2.2 meV (FWHM).
Each sample was placed on Kapton tape at a grazing angle to the incident x-ray beam. The NRIXS
signal was measured with two avalanche photodiode detectors (APDs) with active areas in close
proximity to each other, positioned 90◦ from the direction of the beam. All measurements were
performed at room temperature.
3.2.3 Ancillary measurements
X-ray diffractometry with a Cu Kα (8.0 keV) source was performed on all the samples. Radiation
of this energy does not produce detectable superlattice diffraction peaks because the difference of
the atomic scattering factors of Fe and V is very small, but it was useful to show that the samples
were bcc-based and to measure their lattice parameters. No oxidation or traces of the sigma phase
were detected. High temperature measurements were performed in a commercial furnace in the
temperature range 300 – 900 K. The lattice parameter at room temperature a and the coefficient of
linear thermal expansion α for all samples are shown in Table 3.2.
The transverse and longitudinal sound velocities of the Fe-V samples were measured with ultra-
sonic pulse-echo instrumentation. An electrical pulser/receiver device was used with two 25 MHz
transducers, one capable of producing shear waves and the other longitudinal waves. An oscilloscope
was used for detecting and monitoring the waves and a computer program was used to record the
signal. Bee honey was used to couple the transducers to the samples. More details on the instrumen-
tation and technique are given in Ref. [205]. Densities were calculated from the lattice parameters
obtained by x-ray diffractometry and B and G were obtained. Results are shown in Table 3.2.
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Table 3.2: Measured and calculated composition dependence of the lattice parameter a, linear
thermal expansion coefficient α, bulk modulus B, and shear modulus G for as-prepared Fe-V alloys.
Experimental errors from standard deviations.
Fe Fe75V25 FeV Fe25V75 V
a (± 0.003 A˚) Exp. 2.858 2.886 2.914 2.963 3.042
Calc. 2.833 2.880 2.938 2.959 2.999
α (± 0.5× 10−6 K−1) Exp. 11.8 11.0 - 9.3 8.4
B (± 5 GPa) Exp. 170 166 161 182 163
Calc. 188 179 182 202 183
G (± 0.5 GPa) Exp. 82.0 81.1 74.4 64.7 48.1
Calc. - - 76.4 - -
3.3 Experimental results
3.3.1 Short-range and long-range order
The raw INS spectra were re-binned into intensity I as a function of momentum transferQ and energy
transfer E as described in section 2.1.3. Neutron diffraction patterns were obtained by integrating
I(Q,E) over the energy range –5 to 5 meV and are shown in Fig. 3.2. The measurements were
normalized by the number of incident neutrons on the samples. No other scaling was necessary
because the mass, shape, and position of the sample were the same after the in situ anneal. The
intensities of the fundamental bcc diffraction peaks did not change after the anneal.
The long-range order (LRO) parameter L is given by
L2 =
Isu¯(θf )2|bFe + bV|2Lf (θ)mf
If u¯(θs)2|bFe − bV|2Ls(θ)ms , (3.1)
where I is the integrated intensity of the appropriate peak, u¯(θ) is the Debye-Waller amplitude as
a function of the scattering angle θ, b is the neutron coherent scattering length, L is the Lorentz
factor, and m is the multiplicity of the diffracting planes. The subscripts f and s refer to the funda-
mental and superlattice diffraction peaks. To calculate u¯(θ), a thermal atomic displacement factor
of 2.8× 10−3 A˚2 was used [196]. Results for L calculated using the (110) fundamental diffraction
peak and the (100) superlattice diffraction peak are: 0.34 for the as-prepared sample and 0.87 for
the annealed sample (Table 3.4).
The diffuse scattering intensity from the as-prepared sample in the region from, e.g., 1 to 2 A˚−1,
is from short-range order (SRO) in the sample, and it disappeared after the sample was annealed.





























































Figure 3.2: Neutron diffraction patterns of FeV samples obtained by integrating over the energy in
the elastic region of I(Q,E) (see text for details). Fundamental and superlattice diffraction peaks
are marked. Unmarked peaks are from the Al shielding.
of B. E. Warren [206], fitting the diffuse intensity to the series representation of the ratio of the
SRO intensity ISRO to the Laue monotonic scattering ILMS
ISRO
ILMS






+ . . . (3.2)
where ni and ri are the coordination number and radius of shell i, and k = 4pi sin θ/λ (λ is the
incident neutron wavelength). To separate the effects of SRO from other contributions to the diffuse
scattering, the difference in diffuse scattering between the as-rolled and annealed samples was used
to evaluate ISRO. The resulting Warren-Cowley parameters are: α1 = −0.29, α2 = 0.05, and
α3 = −0.11. The parameters are consistent with partial B2 ordering.
3.3.2 Phonon DOS curves and vibrational entropy
NWDOS curves were obtained from INS data reduced by the method described in section 2.1.3
and the results are shown in Figs. 3.3 and 3.5. Fe partial phonon DOS curves were obtained from
NRIXS data reduced by the method described in section 2.2.3 and the results are shown in the middle
panel of Fig. 3.4. The neutron scattering efficiency of each element is proportional to the neutron
scattering cross section divided by the molar mass, σ/M , which is 0.208 and 0.100 barns/amu for
Fe and V, respectively. Thus, Fe motions are overemphasized in the NWDOS curves by about a 2:1
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ratio. Subtracting the excess weight of the Fe partial phonon DOS obtained from NRIXS gives the
neutron-weigh corrected phonon DOS (top panel of Fig. 3.4), and subtracting all the Fe weight gives
the V partial phonon DOS (bottom panel of Fig. 3.4). All the phonon DOS curves show significant
softening after the alloy was annealed to develop B2 order. The whole spectrum softens, but the
low-energy modes are affected most. The general softening upon ordering in the V partial phonon
DOS is larger than in Fe. The larger V uncertainties are due to their lower neutron scattering
efficiency.
The vibrational entropy per atom Svib was calculated in the quasiharmonic formalism [38]. From
the phonon DOS curves shown in Fig. 3.3, the vibrational entropy per atom at room temperature
was found to be 3.15 ± 0.01 kB in pure Fe and 3.64 ± 0.01 kB in pure V. The results for the FeV
samples are given in Table 3.4. The vibrational entropy of formation ∆Sformvib = −0.07±0.02 kB/atom
for the as-rolled sample and +0.07 ± 0.02 kB/atom for the annealed sample. For our samples in an
initial state of partial disorder, the vibrational entropy of ordering ∆Sordvib = +0.14± 0.02 kB/atom.
From the change upon ordering of the V partial phonon DOS and the Fe partial phonon DOS, the
V and Fe contributions to the vibrational entropy of ordering are +0.16± 0.05 kB per V atom, and
+0.08±0.02 kB per Fe atom. L changed from 0.34 to 0.87, and we can use this information to obtain
∆SA2→B2vib = 0.22 ± 0.03 kB/atom, the total change of vibrational entropy expected between states
of full disorder and full order. For this estimate, we assumed that the change in vibrational entropy
scales with the fractional change of Fe–V bonds. The total fraction of Fe–V bonds is (1 + L2)/2.
As it will be shown in section 3.4, the cluster expansion formalism predicts the same number. The
same correction was used for the partial vibrational entropies for Fe and V atoms in Table 3.4.
3.3.3 Thermal Gru¨neisen parameter
The thermal softening of phonons in the B2 phase of FeV, shown in Fig. 3.5, is consistent with




where B is the bulk modulus, v is the specific volume, β is the volume thermal expansion, and CP
is the heat capacity at constant pressure. We obtained γ¯= 1.45 using our values for the nominator
of Eq. 3.3 and the values from Ref. [207] for the denominator. The curve labeled ‘QH’ in Fig. 3.5
was obtained by compressing the energy scale for the curve for 300 K by the quantity γ¯β∆T and

























Figure 3.3: Phonon DOS curves of pure Fe measured by INS and NRIXS (top panel). Neutron-
weighted phonon DOS curves of FeV alloys (middle panel), and pure V (bottom panel) measured


























Figure 3.4: Neutron-weight-corrected phonon DOS curves of FeV samples (top panel), along with
Fe partial phonon DOS curves (middle panel), and V partial phonon DOS curves (bottom panel).
The Fe partial phonon DOS curves were determined directly by NRIXS measurements; the total
FeV DOS curves and the V partial phonon DOS curves were obtained by combining INS and NRIXS
spectra. Error bars are from counting statistics in the Fe partial phonon DOS, and propagation of
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Figure 3.5: Neutron-weighted phonon DOS curves of B2 FeV at room temperature and at 773 K,
along with the quasiharmonic model prediction at 773 K.
3.4 Cluster expansion
The cluster expansion and cluster inversion methods were developed for scalar quantities, but have
been successfully used on phonon DOS curves obtained by NRIXS [208] and INS [177, 209]. A
correction is necessary to account for the different phonon cutoff energies Ec of the different systems,
which are mainly dependent on the bond length vs bond stiffness relation. The cluster expansion
space is technically infinite-dimensional, but the technique is robust because the convergence to valid
results is very rapid. The theoretical background is summarized in section 1.3.
For the present analysis, we used the NWDOS curves of the as-prepared and annealed FeV, along
with measurements on pure Fe and pure V (Fig. 3.3) to calculate the neutron-weighted interaction
phonon DOS (IPDOS) curves Gn,k for the Fe-V system. The spin variables σp were assigned a
value of +1 for an Fe occupied site and −1 for a V occupied site, therefore the correlation functions
−1 ≤ ξn,k ≤ +1. As mentioned before, n is the order of the cluster and k is the relative distance
between sites, and the correlation function (Eq. 1.60) is a scalar value that represents an atomic
configuration. The numerical values that can be assigned to σp have some geometric constrains but
are not unique. Nevertheless, an Ising-like assignment of the variables is simple and convenient for
the case of a binary system. The advantages will be discussed below.
In previous work on the Fe-Cr [208, 209] and Fe-Co [177] systems, k was neglected by grouping
together 1nn and 2nn, which is an acceptable simplification in bcc-based systems because the dif-
ference in bond length is small. More information is available on the Fe-V system because phonon
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Table 3.3: Values of the cluster expansion correlation functions and cutoff energy of the measured
FeV samples and interpolated A2 and B2 structures.
Correlation Fe A2 As-prepared Annealed B2 V
ξ0,0 +1 +1 +1 +1 +1 +1
ξ1,1 +1 0 0 0 0 -1
ξ2,1 +1 0 -0.34 -0.87 -1 +1
ξ2,2 +1 0 +0.05 +0.87 +1 +1
Cutoff (meV) 40.5 43.0 42.4 41.4 41.2 35.2
DOS curves of the same composition with different degrees of order were obtained. When σp = ± 1,
the correlation functions for the pair contributions ξ2,k can be mapped to the Warren-Cowley SRO
parameters for the k-th nearest neighbors, so we expanded the method accordingly. The IPDOS
curves are the basis of the cluster expansion, but at least the low order terms have clear physical
meaning: the empty term (null vector) G0,0 is the phonon NWDOS of an equiatomic random solid
solution of A and B atoms; the point term G1,1 shows the effect of composition; in the B2 structure,
the pair term G2,k is the effect of the number of like (k = 1) and unlike (k = 2) pairs of atoms in
the system.
The cutoff energy of each NWDOS curve (Table 3.3) is different, so we normalized the energy
range to 1 and the IPDOS curves of Fig. 3.6 are a function of the rescaled energy E . For consistency,
the cutoff energy was defined to be x0 +2s where x0 is the centroid and s the standard deviation of a
Gaussian fitted to the high energy peak of each NWDOS. The cutoff energy in the A2 and B2 cases
was extrapolated by assuming a linear relation with the degree of order, since the lattice parameter
decreases linearly with the degree of order [196].





[G′0,0(E) + Gn,k(E)]− G′0,0(E) . (3.4)









This is a useful way to present IPDOS curves because G′n,k(E) is the magnitude of the effect of a
higher order (n ≥ 1) IPDOS on the cluster expansion reconstructed DOS curve of an equiatomic
random solid solution (G′0,0). Simple scaling by the value of the appropriate correlation function
ξn,k gives the contribution to the NWDOS from the atoms in the cluster n and shell k. The values
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for the correlation functions using σp ± 1 are shown in Table 3.3. ξ0,0 · G0,0 is the null vector of
the basis, so ξ0,0 is always + 1 for every composition and configuration. ξ1,1 · G1,1 is the effect of
composition, so ξ1,1 goes from + 1 for pure Fe to − 1 for pure V and it is zero at the equiatomic
composition. ξ2,1 · G2,1 is the effect of ordering in the 1nn shell, so ξ2,1 goes from + 1 when the an
atom A has a 100% chance of having an atom B as a 1nn to 0 when there is no correlation to − 1
when the an atom A has a 100% chance of having an atom A as a 1nn. Similarly for ξ2,2 · G2,2 in
the case of 2nns. With this information, it is possible to interpolate the phonon NWDOS curves of
FeV for any composition and state of order.
In Fig. 3.6 we observe that when B2 order develops, ξ2,1 is negative, and the effect of forming
pairs of unlike atoms in the first coordination shell is given by the negative of G′2,1. The method
predicts that ordering in the first shell will produce a general increase in the number of low energy
phonons, particularly between E = 0.35 and E = 0.55, and a decrease in the number of higher
energy phonons (a softening). Ordering in the second shell, which is between pairs of like atoms
in the B2 structure, partially offsets this effect by reducing the number of phonons in the range
0.4 < E < 0.7 while increasing the number of phonons above this energy (a stiffening). Nevertheless,
the positive area under G′2,2 (the number of phonons affected) is only 58% that of G′2,1, which is
intuitively expected because the distance between second nearest neighbors is greater than between
first nearest neighbors and the number of second nearest neighbors is smaller. The combined effect
of ordering in the first and second shells is also shown in Fig. 3.6.
The IPDOS functions were used to reconstruct the NWDOS of the equiatomic FeV in the A2
and B2 cases and the results are shown in Fig. 3.7. There is very little difference between the
reconstructed NWDOS for the perfect B2 case and the annealed sample. The reconstruction for
the A2 case is considerably stiffer than the as-prepared sample, although the higher cutoff energy
is partially responsible for this. The vibrational entropies for the A2 and B2 cases were 3.28 and
3.50± 0.03 kB per atom, a difference of ∆SA2→B2vib = 0.22 ± 0.04 kB per atom, in agreement with
the value obtained in section 3.3.2.
3.5 Computational
3.5.1 Electronic structure
The electronic DOS was calculated from first principles using DFT for the A2 and B2 cases (Fig. 3.8).
The disordered structure was simulated with the 16-atom special quasirandom structure (SQS) of
Jiang et al. [210]. This defers errors due to periodicity to distant neighbors which have considerably
smaller effects. More details about the construction of SQSs and their application are given in section
1.4. The correlation functions of the SQS used for the calculations are identical to the random solid
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Figure 3.6: Phonon-conserving Interaction Phonon NWDOS curves obtained from the cluster inver-


























Figure 3.7: Measured NWDOS curves for the as-rolled and annealed samples and cluster expansion
extrapolation for the perfect order and perfect disorder cases.
The spin-polarized calculations used VASP [83, 84] with the projector augmented wave method
[72, 73] and the generalized gradient approximation (GGA) of Perdew, Burke, and Ernzerhof [67].
Convergence with respect to the kinetic energy cutoff and the sampling of k-points in the Brillouin
zone was achieved. The k-point meshes for Brillouin zone sampling were constructed using the
Monkhorst-Pack scheme [82] and the total number of k-points times the total number of atoms per
unit cell was 8192 in both cases. The plane wave cutoff energy was set at 420 eV. The SQS and
the B2 structures were fully relaxed with respect to volume, the position of the atoms, and the
shape of the unit cell using a conjugate-gradient scheme. For the relaxation the cutoff energy was
set at 550 eV to minimize the Pulay stress. The distortions on the cell vectors due to relaxation
are very small, indicating that the bcc phase is stable. The bulk moduli, ground state energy, and
equilibrium lattice parameter were found by a fit of the energy-volume relationship obtained from
the calculations to the third order Birch-Murnaghan equation of state [211]. The shear modulus
was calculated from a volume-conserving monoclinic deformation of the cell. These procedures are
explained in section 1.2.5. The trends in the calculated lattice parameter and elastic moduli are in
good agreement with experimental data (Table 3.4). The calculations predict the ordered structure
to be more stable than the disordered one, with ground state energies E0 of −17.498 eV/unit cell
and −17.462 eV/unit cell, respectively.
To test the applicability of SQSs and their accuracy, the electronic structure for the compositions
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Figure 3.8: Spin-polarized electronic DOS computed from first principles for equiatomic FeV in the
B2 structure, and in a 16-atom SQS. Calculations performed using a CPA method from Ref. [198]
are included for comparison. The total electronic DOS is offset for clarity.
were in agreement to the experimental results in the Fe-V system. The SQSs for these compositions
were also obtained from Ref. [210]. The electronic structure was calculated using SQSs designed
with 2 and 8 atoms and the differences with respect to the 16-atom one were small.
The electronic structure in the B2 case is in good agreement with the results of Moruzzi and
Marcus [200] obtained by the local density approximation to DFT using the augmented-spherical
wave method. These authors used the atomic-sphere approximation which assumes that the charge
density and the potential is spherical within a given radius, and they used the same radius for both
Fe and V atoms. This is less sophisticated than our approach, but the approximation is valid for
cubic systems. The electronic DOS for the disordered structure is in good agreement with the results
of Johnson, Pinski and Staunton [198] calculated in the coherent phase approximation.
The calculated electronic structure was projected onto the Fe and V atomic sites on both the SQS
and the B2 structure (Fig. 3.10). The total and element-projected magnetization M and number of
electrons at the Fermi level NF were calculated and shown in Table 3.4. An increase in NF of about
1 state/eV/unit cell is observed upon ordering. The increase is larger at the V-projected sites, about
0.7 states/eV/unit cell. At the Fe-projected sites it is about 0.4 state/eV/unit cell. The calculations
show a decrease in M upon ordering. The magnitudes in the ordered and disordered states, are in

































Figure 3.9: Total electronic DOS computed from first principles for the SQSs of Fe25V75, Fe50V50,
and Fe75V25. The electronic structure of the B2-ordered is included for completeness. All the
calculations are spin-polarized except for Fe25V75, which is paramagnetic. The electronic DOS
curves are offset for clarity.
3.5.2 Generalized electronic susceptibility





En′,k+q − En,k × |
〈
n,k | e−iq·r | n′,k+ q〉 |2, (3.6)
was calculated for the B2-ordered and disordered cases of FeV. The generalized susceptibility in the
random phase approximation was explained in Chapter 1.2.6. In Eq. 3.6, q is the wave vector of the
perturbation, in this case a phonon; f(En,k) is the Fermi distribution at the energy En,k; n and n
′ are
band indices; k is a wave vector in the first Brillouin zone. In the present calculations, k′ = k+ q
is zero if it lies outside of the nth Brillouin zone. The off-diagonal elements of the susceptibility
represent non-central forces, which are not present in free-electron systems, but are not necessarily
insignificant in transition metals [212, 213]. The occurrence of anomalies in the phonon spectra of
metals has been related to sharp features in χ(q) [102–106]. These anomalies originate with nesting
features, where the denominator in Eq. 3.6 is vanishingly small for many pairs of electronic states.
Looking at the second term on the right, the intraband matrix elements tend to unity in the long
wavelength limit, while the interband matrix elements vanish. The intraband contribution is due to




















































Figure 3.10: Spin-polarized electronic DOS computed from first principles at the Fe sites (top) and
at the V sites (bottom) for equiatomic FeV in the B2 structure, and in a 16-atom SQS. Calculations
performed using a CPA method are included for comparison. (See text for details.) The total
electronic DOS is offset for clarity.
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For the calculation of the intraband generalized susceptibility for B2-ordered FeV and the 2-atom
SQS of FeV, spin-polarized electronic structure calculations similar to those described in Chapter
3.5.1 were performed, but the method of Methfessel and Paxton [91] was used for partial occupancies
instead of the tetrahedron method [88]. This resulted in a difference of 0.1% in the Fermi energy
in the ordered structure and 0.4% in the 2-atom SQS of FeV. The electronic DOS curves were
in excellent agreement with those shown in Fig. 3.8. Only the generalized susceptibility of the
majority spin electrons was calculated, since there are no studies on the generalized susceptibility
including spin interactions and mixing different types of perturbation energies is not in the spirit of
the generalized susceptibility. A 2-atom SQS was used to facilitate direct comparison with the B2
structure, and the Brillouin zone construction of the bcc structure was imposed on the Fe and V
atoms in the SQS and B2 structure. The 16-atom SQS used to study the electronic DOS was not
practical for the calculation of the generalized susceptibility. For example, if a bcc construction is
imposed on the atoms, the band structure would still have to be unfolded. This is a considerable
effort [215] and might not be well-defined for supercell structures with relaxed atomic positions that
are different from those of the basic cell. If the Brillouin zone constructions are different, an extended
scheme band structure would be necessary. In this case the intraband versus interband distinctions
are difficult to define.
The electronic band structure was calculated at 17,241 k-points evenly distributed in one-half of
the Brillouin zone. Due to computer memory limitations, the DFT calculations were performed on 5
different subsets of the total number of k-points with evenly distributed k-points and then assembled
together. This approach precluded us from using the tetrahedron method, but was deemed as a more
direct approach than unfolding the band structure from the irreducible representation used by VASP
calculations. A program was written to find the pairs of k-points k and k+ q in the same band
with non-vanishing nominator in Eq. 3.6 and to calculate the denominator. To have a non-vanishing
nominator at q, one of the k-points must have an energy above the Fermi energy and the second
k-point must be below the Fermi energy. The k-point structure was translated to the neighboring
Brillouin zones (12 for the bbc structure) to ensure that the number of elements in the summation
of Eq. 3.6 was the same for every q point, but the energy of the bands was set to zero in this region
to make the calculations analogous to the Lindhard function, named after the physicist who first
derived it [216]. An octree [217] was used to divide the Euclidean space and improve the speed of the
calculations. The code was parallelized in a simple way to calculate the generalized susceptibility at
different values of q at the same time.
To test the approach, the intraband generalized susceptibility for a free-electron gas in a bcc
Brillouin zone was calculated in the Γ-H direction. The analytical solution is the Lindhard function,
and a comparison is shown in Fig. 3.11. This indicates that variations of less than about 5% are
not physically significant with our k-point resolution. The work of Landa et al. [106] for the case of
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Nb, which also has a bcc structure, was reproduced using VASP ab initio calculations and the code
described above. The results are in good agreement and shown in Fig. 3.12. The same data were
used to obtain the Fermi surface, and a MATLAB routine was developed to perform the rendering.
The results for the third Brillouin zone are shown in Fig. 3.13, and are in good agreement with
experimental [218] and computational [219–221] results. Finally, the convergence of the generalized
susceptibility curve with increasing number of k-points was checked.
The intraband susceptibilities of the spin-up electrons of the two bands that cross the Fermi
surface in the 2-atom SQS and the B2 structure were added together. Results for the high-symmetry
directions Γ-H, Γ-P, and Γ-N are shown in Fig. 3.14. The generalized susceptibility is fairly isotropic
and consistently 2.5 times larger in the B2 structure than in the 2-atom SQS. This is the ratio of
electronic states at the Fermi level between both structures.
3.6 Discussion
3.6.1 Ordering tendencies
The main experimental observation presented in this chapter is a general softening of the phonon
DOS curves upon ordering in the FeV system, so the vibrational entropy is higher in the ordered
state. As mentioned in section 3.1, the ordered and disordered phases have the same underlying
lattice, and these are the first experimental measurements that show that the vibrational entropy
of ordering in such systems can be a positive quantity. The common underlying lattice is important
because, in general, the behavior of the vibrational entropy cannot yet be predicted when significant
changes occur in the structure of a material, such as in coordination number or lattice parameter.
These changes do not take place or are negligible in the FeV system, so measured quantities are
directly related to the state of order. From a computational point of view, the common underlying
lattice makes it is possible to study both systems in a consistent way using the same Brillouin zone
construction. The choice of Brillouin zone does not affect averaged quantities such eDOS curves, but
is important for more detailed calculations such as the generalized susceptibility. The combination
of experimental and computational work presented here permits to relate changes in the vibrational
entropy to changes in the electronic structure.
The model presented in Ref. [169] predicts a bond stiffening and therefore a decrease in the
vibrational entropy upon ordering, which is the common effect. It uses the Lennard-Jones poten-
tial [40] to describe the bonding between atoms. The Lennard-Jones potential has two adjustable
parameters: the depth of the potential well and the distance at which it reaches a minimum. In an
AB binary alloy there are three potentials: between A atoms, between B atoms, and between A and
B atoms. In an ordering alloy, the A–B bond is more energetically favorable than the average of the
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Figure 3.12: Intraband generalized susceptibility for the 3rd band in pure Nb in the Γ-H direction.
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Figure 3.13: Fermi surface for the third Brillouin zone of Nb.
potentials for an ordering system with very small variations in bond length are shown in Fig. 3.15.
In the harmonic model, the bottom of the potential can be fitted by a quadratic expression with a
proportionality constant that defines how narrow the potential is - an effective spring constant. This
quadratic dependence arises from the assumption of the harmonic model that atoms in a crystal are
joined by independent springs. A deeper Lennard-Jones potential will also be narrower and will have
a stiffer spring constant (larger magnitude). A stiffer spring constant results in a lower vibrational
entropy [38]. Since the Lennard-Jones potential is generally a good approximation of the interac-
tion between atoms, we can expect the model of Ref. [169] to predict the correct behavior for most
systems. Nevertheless, the authors identify a region in parameter space in which the simple picture
provided by the Lennard-Jones potentials breaks down. FeV falls in this category and implies that a
more fundamental mechanism affects bonding in the system. In the following section (section 3.6.2)
we identify electronic screening as this mechanism.
A higher vibrational entropy for the D022-ordered phase compared to the fcc phase in Pd3V
was predicted by calculations [130]. The D022 structure is based on the cubic fcc structure, but
it is tetragonal. The tetragonality is small in Pd3V, with a difference between the a and c lattice
parameters of 0.03 A˚ [222]. The bonds follow a linear bond length vs bond stiffness relation. The
authors attribute the phenomenon to symmetry constraints in the ordered structure that force the
bond length to be different from the one that optimizes its free energy. They call this an ‘ideal’ bond
length and define it as the bond length in the disordered structure. The calculations presented in
section 3.5.1 show that the length of the bonds in the Fe-V system does not vary much between the
ordered and disordered states or even with composition. The lattice parameter depends more on
the number of (shorter) Fe–V bonds. By this definition, the FeV bond is always at its ideal length















































Figure 3.14: Sum of the intraband generalized susceptibilities of the majority band electrons in the
three high-symmetry directions in the B2-ordered FeV and a 2-atom SQS of FeV. The curve marked














Figure 3.15: Lennard-Jones interatomic potentials for an ordering system. A and B represent atoms
of different types.
Low-symmetry ordered compounds may also have soft phonons and large vibrational entropies.
For example, the vibrational entropy is believed to stabilize the θ phase (tetragonal C16) against the
metastable θ′ phase (cubic C1) in the important intermetallic alloy Al2Cu [223]. Both are ordered
structures, but the θ phase has a layered structure that facilitates the motion of a transverse optical
mode, making the mode soft and increasing the vibrational entropy.
3.6.2 Electronic screening
The effect of screening in the bcc transition metals Zr, Nb, and Mo was explored computationally
from first principles in early work by Ho, Fu, and Harmon [90,224]. The authors conclude that as the
number of valence electrons increases, the additional charge density is accommodated in directional
bonds between 1nn atoms. This is a result of the additional occupied d-states which have eg and
t2g symmetries. The larger screening effects in transition metals compared to simple metals occurs
because there are more localized d-electrons to screen than free-electron orbitals.
The thermodynamic importance of the electron-phonon interaction at elevated temperatures has
been the subject of controversies. The calculations in Ref. [50] imply that the effect dissipates at
temperatures higher than the characteristic phonon frequency, which in most transition metals would
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be in the range 50 – 200 K. The results of Allen and Hui [225] predict that the adiabatic part of the
interaction will persist at temperatures above the Debye temperature, which is considerably higher
than the characteristic phonon energy, but the magnitude of the effect was deemed an overestima-
tion by Wallace [226]. The adiabatic component of the electron-phonon interaction is due to low
frequency ionic motions which are much slower than the electronic response time, so the electronic
density is reconfigured to minimize the energy accommodating the lattice distortion (effectively a
frozen phonon). The adiabatic component therefore averages electronic properties over thermal nu-
clear displacements. The nonadiabatic component of the electron-phonon interaction refers to the
scattering of electronic states by phonons whose wave vectors span the Fermi surface (the nuclear
kinetic energy operator operates on the electronic wave functions) and is responsible for, e.g., con-
ventional superconductivity [227]. In a more detailed computational study of the high temperature
behavior of each component of the electron-phonon interaction in the simple metals Na, K, Al, and
Pb, using nearly-free-electron pseudopotentials, Bock, Wallace, and Coffey concluded that the nona-
diabatic term vanishes at elevated temperatures while the adiabatic contribution increases [228,229].
They also calculated that the magnitude of the effect on the free energy of the system is close to
that predicted by Allen and Hui.
The effect of the adiabatic electron-phonon interaction on the phonon thermodynamics of several
metallic systems as a function of temperature was investigated by a combination of lattice dynamics
measurements and first principles simulations by Delaire et al. In pure V [20], the phonon DOS
curves do not soften with temperature even though the material expands normally. The normal
softening behavior is recovered with small additions of Co, but not with additions of Nb, which
is isoelectronic with V and has a similar band structure. The strength of the electron-phonon
interaction is proportional to the number of electrons at the Fermi level [230], as is the electronic
screening in the long wavelength limit. At high temperatures, the phonons disrupts the periodicity
of the lattice, decreasing the lifetime of the electronic states and broadening them. This broadening
smears sharp features in the electronic DOS. If the Fermi level lies close to a peak in the electronic
DOS, the decrease in the number of electrons at the Fermi level can be substantial. This is the
case in pure V, so while the phonon softening effect with the thermal expansion is present, it is
canceled out by a stiffening effect due to the decrease in the number of electrons at the Fermi level
that are available for screening. With the addition of Co, the Fermi level moves to a valley in the
electronic DOS where the effects of thermal broadening are less severe. The mechanism is the same
for the A15 superconductors V3Si and V3Ge [3], but the effects are larger. In all three systems (V,
V3Si, and V3Ge) the effects are present at temperatures above 1000 K. In another experiment, the
opposite effect is observed (an anomalous softening) when the narrow band-gap in FeSi is filled at
high temperatures due to thermal broadening, improving the electronic screening efficiency [21].
The inverse correlation between the number of electrons at the Fermi level and the phonon
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behavior (which can be acceptably characterized by the average phonon energy) was also used by
Lucas et al. [22] to explain the compositional trends in the Fe-V system. For a higher number of
electrons at the Fermi level, the electronic screening will be better and the average phonon energy
will be lower. The strongest evidence of the inverse correlation in the Fe-V system is perhaps
the excellent agreement between the average phonon energy and the inverse of the electronic heat
capacity (proportional to the number of electrons at the Fermi level) measured by Cheng, Wei,
and Beck [231]. There is a discontinuity in both quantities at the 70 at. % V which is the critical
composition for magnetism and the electronic structure changes substantially. The behavior of the
lattice parameter also changes at this composition. This information is shown in Fig. 3.16. This
strongly suggest that the same phenomenon is responsible for the softening of the phonons upon
ordering in FeV since the number of electrons at the Fermi level increases as shown in Fig. 3.8.
The density of electronic states in FeV at the Fermi level projected onto V atoms undergoes
a larger increase with ordering than for Fe atoms (Table 3.4) by a factor of 1.7. This suggests
that screening of the displacements of V atoms may be more effective than for Fe atoms. This is
consistent with the experimental data as the phonon partial DOS of V atoms softens (Fig. 3.4)
more upon ordering than the Fe phonon partial DOS. Although correlations have been reported
previously between the total electron DOS at the Fermi level and softening of the phonon DOS, we
know of no other correlations between the projected electronic DOS at an atom and the softening
of its partial phonon DOS.
In general, the electronic screening can be complicated and sometimes it is not very well described
by the number of electrons at the Fermi level. This is the case in highly anisotropic materials in
which the electron-phonon interaction varies greatly in different directions in the Brillouin zone or
for certain wave vectors. A good example is MgB2 [214, 232]. As mentioned before, the ability
of electrons to screen phonon perturbations depends on the wave vector of the phonon (see, e.g.,
Ref. [233]). In the long wavelength limit, the phonon is screened out almost entirely by electrons
and the screening is proportional to the number of electrons at the Fermi level. On the other hand,
electrons cannot effectively screen motions with large wavevectors. A generalized susceptibility study
of ordered and disordered FeV was presented in section 3.5.2. The results in Fig. 3.14 show that it
decreases with increasing wave vector in all three high-symmetry directions. The main observations
are that there are no sharp features within the margin of error of the calculations, the susceptibility
decreases monotonically and isotropically, and the ratio of the susceptibility between the ordered
and the disordered systems is constant at any wavevector. This is perhaps not surprising for a
cubic system, but it validates the assumption that the phonon softening is related to the number of
electrons at the Fermi level in the FeV system.
The final important feature in the data (Fig. 3.4) is the differential softening of the low energy
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Figure 3.16: (Top panel) Left axis: average phonon energy from INS and NRIXS. Dashed lines with
markers were obtained from the quasiharmonic model. Right axis: inverse of the electronic contribu-
tion to the low-temperature heat capacity [231] shown as a thick solid line. (Bottom panel) Lattice
parameter of Fe-V alloys [189] and first principles calculations [22]. Dashed lines are extrapolations
of the experimental results on Fe-rich (ferromagnetic) and V-rich (nonmagnetic) alloys.
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between them, but the C44 elastic constant is particularly sensitive to the electronic structure of bcc
transition metals and alloys. For example, the C44 elastic constant shows an anomalous temperature
dependence in bcc Nb and V that is electronic in origin [23,234]. Atoms in these metals have a region
of high electron density situated between the jungle-gym and the ellipsoid parts of the Fermi surface
(Fig. 3.13) that is disturbed mainly by a C44 type of deformation [235]. The electronic structure of
FeV is similar to that of these elements, so it is plausible that the softening of the transverse modes
upon ordering is because the increase in the number of electronic states is mostly in this area of
the Brillouin zone. The larger softening of the transverse modes in V than in Fe is consistent with
the larger increase in the number of electrons at the Fermi level at the V sites (Fig. 3.9 and Table
3.4). Most of the increase of the states is in the same region of the Brillouin zone at the V sites.
It is important to note the bulk modulus is greater in the ordered alloy, which implies a stiffening
of the high energy longitudinal modes, and is the usual behavior of ordering alloys. Therefore, the
longitudinal modes might stiffen slightly upon ordering, decreasing the vibrational entropy, but the
large softening of the transverse modes increases the overall vibrational entropy and stabilizes the
ordered phase. The preferential softening of the low energy transverse modes has also been observed
in several A15 superconductors with increasing temperature [3, 236].
3.6.3 Phonon thermodynamics
As seen in Figs. 3.3 and 3.4 and discussed in section 3.6.2, ordering affects transverse phonons more
than longitudinal phonons. From our measurements with long-wavelength ultrasonic waves, we find
that the bulk modulus increases upon ordering, although the shear modulus decreases (Table 3.4).
The different behaviors upon ordering of phonons with different polarizations and wavelengths show
that simple parameterizations of the phonon spectra are not adequate to determine the change in
vibrational entropy. For example, the Debye-Gru¨neisen model [237] predicts a vibrational entropy of
ordering of −0.11 kB/atom, which has the wrong sign. It uses an estimate of the Debye temperature
with just the experimental bulk modulus.
The cluster expansion work presented in section 3.4 provides the tools to interpolate the phonon
DOS curves for any composition and state of order. It is a phenomenological model, but it can
provide real space predictions of reciprocal space quantities such as the phonon DOS that are the
result of simple parameters. The main result (Fig. 3.6) is that the formation of A-B bonds between
1nn atoms increases the intensity in the low energy transverse mode region of the phonon DOS at
the expense of higher energy modes. The longitudinal and transverse modes are degenerate at the
H and P points of the Brillouin zone for Fe [238], V [239], and related systems such as Nb [240] and
Ta [241], so it is possible that ordering breaks this ‘average’ degeneracy in the disordered system.
The opposite effect is seen with the formation of A–A and B–B bonds, but these are 2nn bonds and
their effect is smaller.
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The quasiharmonic model predicts a stiffening of phonons with the decrease in volume that
accompanies ordering. For the sample with B2 order, Fig. 3.5 shows that the thermal expansion
and the quasiharmonic model can account for the thermal softening of the phonon DOS from 300
to 773 K, so the B2 phase itself exhibits a normal bond-stiffness versus bond-length relationship. In
the framework discussed in section 3.6.2, this is to be expected since the Fermi level does not lay at
a peak in the electronic DOS (Fig. 3.8). Although the electron-phonon interaction in the system is
large, it is invariant with temperature.
The effect of the vibrational entropy on the order-disorder transition temperature can be esti-
mated from simple thermodynamic arguments. Consider two cases: one in which the whole entropic
contribution to the free energy comes from configurational entropy, and a second in which both
configurational and vibrational degrees of freedom are accounted. When the free energies of these
two cases are equal,






and the relative importance of the vibrational entropy in phase transitions (cf. Eq. 4.10) can be
assessed. In Eq. 3.7, TA2→B2config + vib is the transition temperature considering both configurational
and vibrational contributions, TA2→B2config is the transition temperature taking only configurational
contributions into account, and ∆SA2→B2config is the change in configurational entropy upon ordering.
In the point approximation, the configurational entropy per atom is
Sconfig = −kB
2
[(1 + L) ln(1 + L) + (1− L) ln(1− L)]. (3.8)
Using the values listed for our samples in Table 3.4, ∆SA2→B2vib = 0.22±0.03 kB/atom and ∆SA2→B2config =
−0.69 kB/atom, so vibrational entropy stabilizes the ordered phase, increasing the order-disorder
temperature achieved by configurational entropy alone by 47± 11 %. The transition temperature in
equiatomic FeV is 1150 K [189], so vibrational entropy is responsible for an increase in the order-
disorder temperature of about 367± 40 K. From the phonon DOS curves in Fig. 3.3, the vibrational
entropy per atom was found to be 3.15 ± 0.01 kB for pure Fe and 3.64 ± 0.01 kB for pure V. The
vibrational entropy of formation ∆Sformvib is −0.07 ± 0.02 kB/atom for the as-prepared sample and
+0.07± 0.02 kB/atom for the annealed sample. The vibrational entropy of formation is positive for
the B2 ordered phase, but negative for the solid solution, although the total entropy of formation
of the solid solution has a dominant positive contribution from the configurational entropy.
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3.7 Conclusion
The softening in the phonon DOS that accompanies the ordering transition in equiatomic FeV
was investigated. The electronic structures of the B2-ordered phase and a SQS with 16 atoms
to simulate the disordered phase were calculated from first principles. The decrease in the average
phonon energy is the result of an increase in the number of electrons at the Fermi level upon ordering.
These electrons are available to screen atomic motions. Electronic susceptibility calculations show
that the system is isotropic and that the ratio of the magnitude of the susceptibility in the ordered
and disordered phases is the same for any perturbation (phonon) wave vector, showing that the
number of electrons at the Fermi level is a good descriptor of the total screening and the phonon
softening. The screening upon ordering is better at the V sites than at the Fe sites. A decrease in
the shear modulus upon ordering and a preferential softening of the low energy transverse modes
observed in the data suggests that the increased screening of these modes upon ordering is the main
contribution to the overall softening of the phonon DOS. A cluster expansion analysis supported
this explanation. The softening results in the stabilization of the ordered phase and it is estimated
that the increase in vibrational entropy increases the order-disorder temperature by about 370 K.













































































































































































































































































































































































































































































































































































































































































Miscibility gap in the
Fe-Au system
4.1 Introduction
Fe and Au, in their pure forms and in alloys, are elements known since antiquity and are of major
importance in many areas such as industry, technology, economics, etc. Perhaps as a testament
to their importance, one of the three human prehistoric ages is the Iron Age, and a comparatively
benevolent or productive time period is often referred to as a Golden Age. The scientific literature on
the Fe-Au system is vast. The alloys have interesting magnetic properties. For example, Fe atoms can
have larger magnetic moments than in pure Fe [242], and magnetism can stabilize pseudomorphic Fe-
Au mixtures on surfaces [243]. It is also possible to prepare Fe-Au spin glasses [244–246]. In medicine,
nanoparticles of Fe-Au alloys [247–250] are promising for cancer treatment applications [251] owing
to the biocompatibility of Au [252]. Nevertheless, bulk mixtures of Au and Fe atoms have few
applications because these elements are largely immiscible at low temperatures, as can be observed
in the Fe-Au phase diagram (Fig. 4.1). The lifetime of alloys quenched from high temperatures,
where Fe is soluble in A2 (fcc) Au, is of the order of days to months at room temperature, depending
on the composition [253].
It has been mentioned that vibrational entropy can severely impact the thermodynamics of
systems with strong mixing tendencies (see section 3.1), but it can also be a dominant contribution
to the free energy of systems with segregation tendencies. In these systems, contributions to the
entropy that are not configurational in origin can be comparable to the large entropy gain that
comes from mixing. Important properties of the system, e.g., the solubility limit and the miscibility
gap, will be largely dependent on these additional sources of entropy. In the well-studied NiAu
alloy, with a miscibility gap temperature of about 1050 K [254], the total configurational entropy
was found to account for only one-half of the total entropy of mixing [255]. Several computational
assessments of the miscibility gap temperature considering only configurational contributions to the
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free energy overestimated it by as much as a factor of 2 [256–258]. Since magnetic and electronic
contributions are expected to be small in this system [259, 260], the excess entropy of mixing likely
has a vibrational origin, and it decreases the miscibility gap temperature by about 1000 K [255].
Nevertheless, only the equiatomic composition has been investigated, so there is no information on
the compositional trends. Vibrational entropy is relevant in other segregating systems. For example,
the miscibility gap in the Ag-Cu system [261], the spinodal decomposition in FeCr [262], and the
observed retrograde solubility in several dilute vanadium alloys [263], are all affected by it.
Measurements of phonons in Fe-Au alloys are challenged by the x-ray and neutron absorbing prop-
erties of Au. Nevertheless, INS measurements have been performed with direct geometry chopper
spectrometers [264,265], and modern instruments make such measurements more practical [149,204].
An early Mo¨ssbauer spectrometry study assessed the force constant of Fe impurities in fcc Au [266]
using the impurity model developed by Mannheim [267]. Recent studies on Fe-Au alloys have in-
vestigated the phonon spectra of Fe atoms in multilayers [268, 269] and nanoclusters [270] using
the technique of nuclear resonant inelastic x-ray scattering (NRIXS), which probes specifically the
motions of Fe atoms. The results presented here are the first direct measurements of the phonons
of Fe atoms in bulk Fe-Au.
In this chapter, we present measurements of samples of varying Fe content that show that the
vibrational entropy increases the miscibility gap temperature in the Fe-Au system by as much as
a factor of 4 (about 550 K) at 10 at. % Fe but the effect is smaller for higher Fe contents. A
computational study of the electronic origin of the decrease in vibrational entropy upon mixing is
presented. A physical picture is obtained with the Wills-Harrison model [24]. The Fe-Au bonds are
soft, favoring mixing, but hybridization between the s-electrons in Au and the d-electrons in Fe,
and an increase in electron density in the Au free-electron-like states, stiffens the bonds between
Au atoms surrounding a Fe atom enough to favor unmixing. This is a local effect and Au atoms
that are farther away from the Fe atom are not affected [271]. This might be the first case in which




Fe-Au alloys of stoichiometric FexAu1−x with nominal compositions x = 0, 0.03, 0.20, and 0.50
were prepared for INS measurements by arc-melting gold foils of 99.999% purity and iron lumps of
99.98% purity under a high-purity argon atmosphere. There was no detectable mass loss and no
visible oxidation after melting. Electron microprobe measurements confirmed the compositions to
be accurate to 0.6 at.%. Because of the large neutron absorption cross section of Au, the ingots
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Au-Fe Phase Diagram (1990 Okamoto H.)
ASM Alloy Phase Diagrams Center, P. Villars, editor-in-chief; H. Okamoto and K. Cenzual, section editors;
http://www1.asminternational.org/AsmEnterprise/APD, ASM International, Materials Park, OH, USA, 2006-2013Figure 4.1: Fe-Au ph se dia ra ado ted from ASM Internationa Alloy Phase Diagrams Center
[275].
were cold-rolled to a thickness of 120 µm to ensure the transmission of neutrons through the sample.
To reduce strains, the samples were sealed in quartz tubes in an argon atmosphere, annealed, and
quenched into iced brine. All the samples were annealed at temperatures between 1220 and 1375 K
for 30 minutes. Higher temperatures were used for higher Fe concentrations to avoid forming the A2
bcc phase (Fig. 4.1). X-ray diffractometry showed all the samples to be in the A1 fcc phase. The
lattice parameter decreased with increasing Fe concentration (Table 4.3) in good agreement with
previous results [272–274].
Fe-Au samples for NRIXS measurements were prepared in the way described above for compo-
sitions x = 0, 0.03, 0.10, 0.20, 0.30, 0.40, 0.50, and 0.60, but they were 96.06% enriched with 57Fe.
The small ingots were cold-rolled to thicknesses between 10 and 50µm. The heat treatment was the
same as described above.
4.2.2 Scattering measurements
INS measurements were performed with the wide Angular-Range Chopper Spectrometer (ARCS).
The nominal incident energy was 40 meV. The energy resolution (FWHM) was 1.6 meV at the elastic
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line, although the energy resolution of a direct energy spectrometer improves with increasing energy
transfer. The Fe-Au samples were mounted on a frame masked with cadmium foil so that the only
scattering was from the samples. The flat plate geometry was placed at a 45 ◦ angle with respect to
the incident beam to suppress self-shielding.
NRIXS measurements were performed at beamline 16ID-D of the Advanced Photon Source.
The incident photon energy ranged from −80 to +80 meV in steps of 0.5 meV around the nuclear
resonance energy (14.413 keV) of 57Fe. The incident beam was at a grazing angle to the sample, and
the NRIXS signal was measured with two avalanche photodiode detectors (APDs) monitoring both
sides of the sample. The monochromator resolution function was measured in situ using a single
APD in the forward direction, and was 2.2 meV (FWHM). All measurements were performed at
room temperature.
4.2.3 Ancillary measurements
The magnetization of the Fe-Au samples was measured with a vibrating sample magnetometer
(VSM) up to an applied field of 2 T. Transmission Mo¨ssbauer spectrometry was performed with
a conventional constant acceleration spectrometer. Both the VSM and Mo¨ssbauer results indicate
that at room temperature the samples with compositions x = 0.03, 0.10, and 0.20 are paramagnetic
with no Fe clustering and the samples with higher Fe concentration are ferromagnetic. The magnetic
properties are consistent with previous results [242], as are the room temperature Mo¨ssbauer spectra
[276].
4.3 Experimental results
4.3.1 Phonon DOS curves and vibrational entropy
Fe partial DOS curves were obtained from NRIXS data reduced by the method described in sec-
tion 2.2.3 and the results are shown in Fig. 4.2. NWDOS curves were obtained from INS data
reduced by the method described in section 2.1.3 and the results are shown in Figs. 4.3 and 4.4.
Different chemical elements have different neutron scattering efficiencies, so data obtained from INS
are neutron-weighted. The neutron weights are the ratios of neutron cross section to molar mass,
σ/M , which are 0.208 and 0.039 barns/amu for Fe and Au, respectively, so the motions of Fe atoms
are overemphasized by a 5:1 ratio. A neutron-weight correction was made possible by combining
the INS neutron-weighted phonon DOS spectra with the NRIXS Fe partial phonon DOS spectra,
as mentioned in Chapter 2. A comparison between the INS and the NRIXS data is shown in the
top panel of Fig. 4.3. The curves in Fig. 4.4 show the NWDOS curves along with the neutron-
weight-corrected DOS curves and the Fe partial phonon DOS for the compositions Au0.80Fe0.20 and
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Au0.50Fe0.50.
The vibrational entropy per atom Svib was obtained in the quasiharmonic formalism from the
normalized phonon DOS as described in section 1.1. The excess vibrational entropy of mixing as a




where Sdvib is the vibrational entropy of pure element d. As shown in Table 4.3, SAuvib = 5.6 kB per
atom, but fcc Fe is not stable at room temperature, so we use SFevib = 3.5 kB per atom, which is
the phonon entropy of 57Fe in 57Fe0.50Ni0.50 from NRIXS measurements at 300 K [277]. Phonon
DOS curves of solid solutions of fcc Fe-Ni, and therefore their vibrational entropies, do not change
much with composition [278] and are in very good agreement with those of fcc Fe precipitates in
Cu [279], pseudomorphic fcc Fe films, [280] and fcc Fe at high temperature [281]. We expect the
true SFevib to be 3.5± 0.3 kB per atom, with a conservative range estimate, but corrections of this
magnitude do not substantially change the values of the excess vibrational entropy of mixing for
Fe-Au alloys shown in Fig. 4.5. The excess vibrational entropy of mixing for the alloy Au1−xFex is
the concentration-weighted sum of the curves obtained from Eq. 4.1 for Au and Fe motions
∆Svib(x) = [1− x]∆SAuvib(x) + [x]∆SFevib(x). (4.2)
The neutron-weighted phonon DOS of Fe0.03Au0.97 is presented in the top panel of Fig. 4.3
along with the measured partial phonon DOS of the Fe modes. Both curves are normalized, but
the vertical axes were adjusted to emphasize that the peak centered at 20.1 meV is mainly due to a
local Fe mode. This value is 4.3% higher than the pure Au cutoff energy, Ec = 19.3 meV [282]. The
general shape of the Au partial phonon DOS of Fe0.03Au0.97 does not differ much from that of pure
Au. There is a very small stiffening due to the reduction in lattice parameter and the transverse
and longitudinal peaks are centered at the same energies. Nevertheless, there is some intensity at
energies higher than Ec, in the region where the Fe mode is located, and this intensity in the Au
partial DOS curve is the main contribution to the reduction in vibrational entropy in Fe0.03Au0.97
with respect to pure Au.
4.4 Computational
4.4.1 Electronic structure
Total energy calculations were performed with density functional theory (DFT) on fcc Au, an fcc





























Figure 4.2: 57Fe partial phonon DOS curves for the FexAu1−x alloys at 300 K from NRIXS mea-
surements. The Fe content x for each curve is indicated in the figure.
special quasirandom structures (SQSs) with 2, 4, 6, and 8 Fe atoms, respectively. An SQS is a
specially designed periodic structure with the same values of atomic correlation functions (in the
cluster expansion formalism [111,118]) as the random solid solution [131]. More details are given in
section 1.4. The SQSs of von Pezold et al. [133] were used.
The package VASP [83, 84] was used with projector augmented wave (PAW) potentials with the
local density approximation (LDA) exchange-correlation [57,58] functional. The electronic structure
was calculated for pure Au and L12 Au3Fe using four-atom unit cells with a 24×24×24 k-point mesh
generated with the Monkhorst-Pack scheme [82] and a plane wave kinetic energy cutoff of 450 eV.
For the structures with 32 atoms, the k-point mesh consisted 8×8×8 k-points and the kinetic energy
cutoff was 500 eV. In all cases the total energy converged to less than 1 meV. The calculations
were spin-polarized in the cases of the SQS of Au24Fe8 and Au3Fe, which are ferromagnetic at
room temperature, giving magnetic moments of 2.75 and 3.00µB/Fe atom, respectively, which are
comparable to the value of 2.9µB/Fe atom measured on a solid solution of the same composition
[242]. The ground state lattice parameter in each case was found by fitting the energy-volume
relationship to the third-order Birch-Murnaghan equation of state [211], giving results within a few
percent of the experimental values and reproducing the trend observed in Table 4.3. Electronic DOS
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Figure 4.3: Experimental (top) and calculated (bottom panel) phonon DOS curves. (Top) Left axis
is the neutron-weighted phonon DOS curves for pure Au and Fe0.03Au0.97 from INS measurements
and the right axis is the 57Fe partial phonon densities of states for 57Fe0.03Au0.97 from NRIXS
measurements. (Bottom) Analogous curves were calculated for pure Au and an SQS of Fe2Au30,
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Figure 4.4: Neutron-weighted (dashed curves without markers) and neutron-weight-corrected (open
diamonds) phonon DOS curves, along with the concentration-weighted Fe (solid squares) and Au































Figure 4.5: Configurational entropy of mixing (∆Sconfig) and excess vibrational entropy of mixing
(∆Svib) for FexAu1−x alloys with respect to ideal mixing of fcc Au and fcc Fe. Excess vibrational
entropy contributions from Au and Fe are ∆SAu and ∆SFe.
4.4.2 Interatomic force constants
To calculate the interatomic force constants for pure Au and Au3Fe, a 108-atom supercell (3×3×3
times the standard fcc unit cell) and a 3×3×3 k-point mesh were used. For Au31Fe1 and the SQS
structure of Au30Fe2 a 256-atom supercell (4×4×4 times the conventional fcc unit cell) and a 2×2×2
k-point mesh were used. In all cases the atom displacements were 0.01 A˚. The grid used to store the
wave function and charge density coefficients (basicGrid) included all wave vectors up to twice the
cutoff energy to avoid wrap-around errors, and the grid used to calculate the augmentation charges
was 8 times denser than the basicGrid. This is necessary for accurate thermodynamic calculations in
Au-based systems [283]. Force constants were calculated by the Parlinski-Li-Kawazoe method [98]
as implemented in the PHONOPY code [284] and were found to be in good agreement with both
experimental fits [282] and calculated results [45,285]. The elements of the interatomic force constant
tensor and the resulting bond-stretching force constant are listed in Table 4.4. Dynamical matrices
were calculated from the force constants, and phonon DOS curves were computed on 16×16×16
q-meshes using the Monkhorst-Pack scheme [82]. Results for pure Au and the SQS of Au30Fe2 are
shown in the bottom panel of Fig. 4.3.
In Fig. 4.3, the Au motions in the SQS are further separated into those of Au atoms that
have a Fe atom as 1nn and Au atoms that have a Fe atom as a 2nn but not as a 1nn. Although
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Figure 4.6: Calculated electronic DOS curves for d-electrons at the Fe (left axis) and Au (right axis)
sites in the SQSs of Au30Fe2, Au28Fe4, Au26Fe6, and Au24Fe8. The solid line is the electronic DOS
of pure Au (right axis). The vertical line marks the Fermi energy.
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reproduced. The Fe modes are mostly at energies higher than the calculated value of Ec, which is
in agreement with the experimental value. There is a small bump in the Au partial phonon DOS
of Au0.97Fe0.03 in the same energy range. There is also some stiffening of the rest of the Au modes
with respect to pure Au, consistent with a decrease in lattice parameter, although the motions of
Au atoms close to Fe atoms are affected more by the (local) decrease in lattice parameter. The Au
vibrations with energies greater than Ec come from Au atoms that are 1nn to a Fe atom. This can
also be seen in Table 4.4, which shows that the Au-Au bonds that have at least one Fe atom as a
nearest-neighbor are substantially stiffer than those that are farther away from Fe atoms.
4.5 Wills-Harrison model
As shown in Fig. 4.5, the excess vibrational entropy of mixing is negative up to at least compositions
of 20 at. % Fe, mostly because of the stiffening of the Au partial phonon DOS. A convenient way to
study this phenomenon is by looking at the bulk modulus B, the resistance of a system to uniform
compression, which is a measure of the stiffness of longitudinal long wavelength motions. It is given
by






There are several contributions to the total energy E. For example, a textbook treatment of Au as a
free-electron gas yields a bulk modulus of 35 GPa [39], but its experimental value is 171 GPa [286].
Hybridization between the s- and d-electrons accounts for the large difference. Other effects such
as electron-phonon interactions are expected to be small in this system due to the low density of
states at the Fermi level [230]. Hybridization effects can be incorporated with the Wills-Harrison
model [24], which extends the nearly-free-electron theory of simple metals to include the effects of
sd-hybridization. Although it is based on bonding between two atoms, an adjustable parameter is
fitted to experimental values, so it probably accounts for some longer-range forces and, inadvertently,
for other phenomena like electron-phonon interactions or magnetism.
The Wills-Harrison model provides an approximation of the total energy of a metal including
contributions from: 1) the nearly-free-electron gas, 2) hybridization between the s-electrons and the
d-band, and 3) nonorthogonality of hybridized d-states. It is based on three parameters. The first
one, r0, is the radius of a sphere equal to the atomic volume. The second one is the d-state ‘radius,’
rd, which is an element-specific constant that describes the coupling of s- and d-electrons in the











Y m2 (θk, φk)e
−ikrj , (4.4)
where 〈k| and |d〉 are the s and d atomic states, and ∆ is the hybridization potential. In Eq. 4.4, Na
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Ti V Cr Mn Fe Co Ni Cu
2.2 48% 3.52 46% 4.14 45% 3.09 46% 2.72 44% 2.03 47% 1.03 50%
-1.76 39% -2.96 39% -3.67 40% -2.5 37% -2.11 34% -1.24 29% -0.33 16%
0.6 13% 1.09 14% 1.43 15% 1.1 17% 1.31 22% 1.07 24% 0.67 34%
1.04 1.65 1.9 1.69 1.92 1.86 1.37
Nb Ru Ag
2.92 35% 3.34 29% 0.34 21%
-3.38 40% -4.09 36% -0.29 18%
2.16 25% 3.96 35% 0.97 61%
1.7 3.21 1.02
Ta Os Au
3.03 31% 2.85 21% 0.58 17%
-3.87 40% 4.82 36% -0.81 24%
2.84 29% 5.7 43% 1.97 59%
2 3.73 1.74
Figure 4.7: Wills-Harrison periodic table. The three rows below the symbol of each element are the
values of Bfe, Bb, and Bc, respectively (see text for details). Percentages are the relative weigh of
each contribution to the total bulk modulus B, which is listed in the last row for each element. All
values are in GPa.
is the number of atoms in the system and Y m2 is the spherical harmonic. ∆ is spherically symmetric
around the nucleus, so only terms for l = 2 contribute, and in the (θk, φk) coordinate system, only
the term with m = 0 with respect to k will contribute. The z-axis for the spherical coordinates
is taken to be along the direction of the atom containing the |d〉 state to the equivalent state in a
















where R2(r) is the radial d-state wave function, which can be obtained in the Hartree-Fock formalism.
It is also possible to fit rd to d-electron bandwidths from calculations. Finally, rc is the radius of
the Ashcroft empty-core pseudopotential [288]. It is adjustable, but it is correlated to the core radii
calculated from the ionization energy of the atom.






















where Zs is the charge in the outermost s-electron shell, e and me are the electron charge and mass,









On the right side of Eq. 4.6, the first term is the kinetic energy, the second term is the exchange en-
ergy, the third term is the Madelung energy, and the last term is a correction to the Madelung energy
when used with the Ashcroft empty-core pseudopotential. The contributions from sd-hybridization
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Table 4.1: Total stiffness of the bond between several pairs of elements predicted by the Wills-
Harrison model, and contributions from Bfe, Bb, and Bc (see text for details). All the bulk moduli

















































respectively. The numerical values arise from the d-state coupling, n is the number of 1nn atoms
for the crystal structure of the system and d is separation between 1nn atoms. The Friedel model
is used to approximate the shape of the density of states of the d-electrons [289]. The height of the
rectangle is the number of electrons at the Fermi level, NF, and the width Wd = 10/NF. The bulk
modulus contributions can be obtained by taking the appropriate energy derivatives with respect to
volume, which are denoted Bfe, Bb, and Bc, respectively.
For the present analysis, empty-core pseudopotential radii, rc, were fitted while using the values
for the other two parameters listed in Ref. [24] to obtain accurate bulk moduli for several elemental
metals. The results were sorted in a ‘Wills-Harrison periodic table’ and are shown in Fig. 4.7.
Several trends can be observed. Bfe is larger for elements towards the middle of the transition
metal rows and is particularly small for the noble metals, generally tracking the experimental bulk
modulus of each element. The relative weight of Bfe remains about the same for elements in the
same row, although it decreases with row number. The relative weight of Bc generally increases
with row number. As a result, Bc, arising from the nonorthogonality of hybridized d-states is the
most important contribution to the bulk modulus of Au.
The parameters obtained for the elemental metals were used to calculate the bulk moduli of bonds
between these elements by considering the geometric mean of r0, rd, and rc for each pair of elements.
Several results are shown in Table 4.1. The Wills-Harrison model predicts that the Co–Fe and V–Fe
bonds are softer than the average of Co–Co and Fe–Fe, and V–V and Fe-Fe bonds, respectively, which
is accurate (see, for example, Refs. [177, 186]). This results in an ordering tendency if the depth of
the potential scales with the stiffness (section 3.6.1). The model predicts that the Au-Fe bond is

















Figure 4.8: Percent change of the bond stiffness when charge is increased or decreased in the atomic
spheres of each pair of atoms in the Fe-Au system.
This apparent contradiction is solved when considering charge transfer, which is negligible in the
Fe-V and Fe-Co systems, but is significant in the Fe-Au system (see section 4.6.2). As shown in Fig.
4.8, the model predicts a significant increase in the stiffness of the Au-Au and Fe-Au bonds when the
charge is increased that is not completely offset by the softening of Fe-Fe bonds when the charge is
reduced by the same amount. This eventually makes the unmixing of the system more energetically




The vibrational entropies of pure Au and pure Fe (Table 4.3 and section 4.3.1) can be used to obtain
an ideal vibrational entropy of mixing of −2.14 kB/atom/(at. fraction Fe). However, a fit to the data
in Fig. 4.5 up to 20 at. % Fe gives a slope of −3.75 kB/atom/ (at. fraction Fe), 75% larger than the
value from a simple substitution. A way to assess the thermodynamic effects of the vibrational
entropy is by comparing the observed miscibility gap temperatures as a function of Fe content x,
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Figure 4.9: (Top) Percent increase of the miscibility gap temperature as a function of Fe content
in the Fe-Au system when considering vibrational and configurational entropies versus the con-
figurational contribution alone. (Bottom) Comparison of the observed phase boundaries with the
calculated phase boundaries if only configurational entropy is considered.
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configurational entropy alone, T mixconfig(x). A simple estimation of this relationship (cf. Eq. 3.7) is
T mixconfig + vib(x) = T
mix
config(x) ·
1 + ∆Smixvib (x)
∆Smixconfig(x)
−1 , (4.10)
where ∆Smixvib (x) is the excess vibrational entropy of mixing shown in Fig. 4.5 and ∆S
mix
config(x) is
given, in the point approximation, by
∆Sconfig(x) = −kB[(1− x) ln(1− x) + x ln(x)] . (4.11)
The plot in the top panel of Fig. 4.9 is obtained from a polynomial fit to the measured excess
vibrational entropy of mixing and from Eq. 4.11. It shows that the vibrational entropy has a very
large effect at low Fe concentrations which can more than triple the miscibility gap temperature.
After a peak at about 10 at. % Fe, the magnitude of the effect decreases with increasing Fe con-
centrations, and it is close zero at the equiatomic composition. The model predicts a reversed effect
of the vibrational entropy on the miscibility gap temperature in the Fe-rich region, but its validity
is less clear due to the richer complexity of the phase diagram in this region (see Fig. 4.1). There
are several sources of uncertainty in the values, e.g., short-range ordering in the system which may
decrease the configurational entropy, the estimation of the vibrational entropy of fcc Fe, but these
are small corrections. Perhaps the most significant unknown is the temperature dependence of the
vibrational entropy, which was not part of this study, but has been observed to be anharmonic in
other systems with segregation tendencies such as Cu-Ag [290].
The lower panel of Fig. 4.9 shows a comparison between the observed phase boundaries of
the system and the phase boundaries considering only configurational entropy. The vibrational
entropy shifts the phase boundaries up in temperature. The same analysis was performed for several
systems using the values calculated by Ozolin¸sˇ, Wolverton, and Zunger [291] and the results are
presented in Table 4.2. The ratios between critical temperatures with and without vibrational
entropy contributions is of the same order of magnitude as those observed in the Fe-Au system.
The effect of the excess vibrational entropy of mixing is to decrease the miscibility gap temperature
in Cu0.859Ag0.141 and NiAu. It increases the order-disorder transition temperature in AgAu and
reduces it in CuAu. In the Fe-Au system, the vibrational entropy hinders mixing when Fe is the
solute, but it seems to assist it when Fe becomes the solvent. Fig. 4.4 shows a large increase in the
number of Au modes near 8 meV at compositions higher than 20 at. % Fe. Although data are not
available for the Fe-rich part of the phase diagram, this behavior seems to be consistent with a Au
resonance mode due to ordering observed by Bogdanoff et al. [265] in Au-Cu alloys. The resonance
mode in Cu3Au decreases the vibrational entropy of mixing with respect to the disordered sample by
about 0.22 kB/atom due to the increase in the number of bonds between light Cu atoms and heavy
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Table 4.2: Measured disordering temperature T mixconfig + vib and disordering temperature accounting
only for configurational entropy T mixconfig. Change in configurational entropy ∆S
mix
config and excess
vibrational entropy of mixing ∆Smixvib upon disordering for the ordering systems CuAu and AgAu
and the segregating systems Cu0.859Ag0.141 and NiAu. Shift in the disordering temperature due to
vibrational entropy alone T mixvib .











K kB/atom kB/atom K
CuAu 800 0.57 0.16 0.78 -225
AgAu 800 0.62 -0.10 1.19 129
Cu0.859Ag0.141 1052 0.40 0.37 0.52 -973
NiAu 1100 0.56 0.48 0.54 -943
Au atoms and perhaps a decrease in the lattice parameter. This shows that the overall vibrational
entropy in these noble-metal-like systems is not trivially related to the bond proportion or other
simple quantities, but it is the result of different phenomena like charge transfer, hybridization, or
mass ratios acting constructively or destructively. These phenomena will be discussed below for the
Fe-Au system.
The combination of INS and NRIXS measurements provides information of the individual motion
of Au and Fe atoms. The Au partial phonon DOS stiffens considerably with increased Fe concentra-
tion, mostly because the Au–Au bonds that have a Fe atom as a nearest neighbor stiffen substantially
and this raises the energies of some Au modes above the cutoff energy of pure Au. This is a local
effect and the Au atoms that are not close to Fe atoms have force constants that are much closer
to that of pure Au, as indicated by the calculations (Table 4.4). This stiffening trend continues as
the Fe concentration is increased and is the main reason why the vibrational entropy of mixing in
Fig. 4.5 is negative at Fe concentrations up to 20%. The magnitude of the excess phonon entropy
of mixing is more than half the configurational entropy of mixing and opposite in sign. Although
chemical mixing is favored in the fcc phase by the configurational entropy, the phonon entropy favors
chemical unmixing, and contributes to the miscibility gap in the Fe-Au phase diagram shown in Fig.
4.1.
At dilute concentrations, Fe atoms vibrate in a local mode at an energy higher than Ec, as shown
in the top panel of Fig. 4.3, and this is reproduced by the calculations using an SQS. The 1nn force
constants are dominant in the system and Au atoms are four times more massive than Fe atoms. A
quick calculation with a classical harmonic oscillator model using the force constants from Table 4.4
shows that the average energy of the Fe vibrations should be about 40% higher than those of Au.
The Mannheim model [267] can be used with the Green’s function formalism of Seto, et al. [292]
to obtain the ratio between the longitudinal force constants of the Au-Au and Fe-Au bonds from
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the phonon DOS curves. The ratio obtained by this procedure was 1.55 [293], comparable to 1.80
obtained from the ab initio results.
With increasing composition there are more Fe atoms in the nearest neighbor shells of other Fe
atoms, and this distribution of local environments may be responsible for much of the increase in
the peak width of the Fe modes at modest concentrations observed in Fig. 4.2. The mean energy
of this local mode of Fe atoms does not change enough with Fe concentration to have a substantial
effect on the vibrational entropy, however.
4.6.2 sd-hybridization
Fig. 4.6 shows a sharp peak in Fe 3d-electrons at the Fermi level of the SQS for Fe2Au30. This peak
grows and broadens with increased Fe concentration (considering that there are more Fe atoms). The
Fe 3d-electrons at the Fermi level may facilitate the screening of the Fe atom motions [3,20,21,186],
perhaps counteracting somewhat the tendency for phonons to stiffen with the decrease in lattice
parameter. Nevertheless, from Fig. 4.5 we see that the larger effect on the vibrational entropy is
from the stiffening of the vibrations of Au atoms.
The Wills-Harrison model (see section 4.5) predicts a value of 143 GPa for the bulk modulus
of the Fe–Au bond, compared to 174 and 169 GPa for Au–Au and Fe–Fe bonds, respectively. This
is in agreement with the ab initio calculations which predict that the Fe–Au bond is softer than
the Au–Au bond. For Fe–Au bonds, the relative weight of each contribution, Bfe, Bb, and Bc, is
intermediate between that of noble metal and transition metal bonds, and Bb and Bc almost cancel
each other out. As the Fe concentration increases, the phonon DOS stiffens and both the Au-Au
and Fe-Au bonds stiffen (Table 4.4). This stiffening is predicted by the Wills-Harrison model when
charge is increased in these bonds (Fig. 4.8) and comes mostly from Bb, the coupling between
occupied d-states and unoccupied plane wave states. The model also predicts an overall increase
in the hybridization contribution to the bulk modulus (Bb and Bc) when the lattice parameter is
reduced in the case of noble metals. The electronic origin of the change of Au atom stiffness is
from s-states near the Fermi level and from sd-hybridization. Considering just the free-electron
like contributions, we would expect a stiffening of the Au–Au bonds with Fe concentration for two
reasons.
First, there is a charge transfer from Fe to Au. It is difficult to quantify the charge transfer
with respect to pure fcc Fe, but the charge in a sphere of radius 1.503 A˚ about Au atoms in the
SQSs that are next to Fe atoms is larger than the charge around Au atoms that are not, indicating
a transfer from Fe atoms to each 1nn Au atom of about 0.04 electrons. The electronic DOS of Au
in Fig. 4.6 can be approximated as a band of nearly-free-electrons with 0.2 /states/eV/atom at a
Fermi level that lies 10 eV above the bottom of the band. For a Fe concentration of 10%, if each
Fe atom contributes half an electron to the nearly-free-electron band, Bfe for the Au–Au bonds will
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increase by 5%.
Second, the lattice parameter is reduced with Fe concentration, giving an increase in nearly-free-
electron density that is proportional to the modulus. For a Fe concentration of 10%, using the lattice
parameters of Table 4.3, this gives an increase of 1.7%. The Au-Au bond bulk modulus stiffening
due to free-electron like contributions is therefore 6.7% for a Fe concentration of 10%.
The elastic constants for the Au–Au bonds in pure Au, Au31Fe1, and Au3Fe were calculated
following the analysis in Ref. [206] and the interatomic force constants given in Table 4.4. The
results for the bulk modulus are 185, 193, and 246 GPa, respectively. The value for pure Au is
in good agreement with experiments [286]. For the Fe–Au bond in Au31Fe1 we obtained 63 GPa.
These values come from DFT calculations, so they include all the electronic contributions, including
hybridization. The increase in the bulk modulus is linear and predicts a stiffening of the Au–Au bond
of 13% at a composition of 10% Fe. We estimated above that about half (6.7%) comes from filling of
the nearly-free-electron band and thus, the other half results from changes in the sd-hybridization.
According to the Wills-Harrison model, the stronger hybridization is mainly the result of changes in
Bb. Assuming the interatomic force constants increase by this total of 13 %, Eq. 1.24 predicts that
the vibrational entropy will decrease by 0.12–0.20 kB/atom. This assumes that all the Au atoms
are affected, while hybridization happens around Fe atoms, so the interpolation might be off at very
small Fe concentrations. Nevertheless, this shortcoming is less serious at 10 at. % Fe, and results in
a change of vibrational entropy that is close to the experimental result of about 0.16 kB/atom.
4.7 Conclusion
In the present study using NRIXS and INS, the local modes of Fe atoms in an fcc Au host are
identified. The change in both Fe and Au vibrations with increasing Fe composition and the effects
of both species on the vibrational entropy of the solid solution were investigated. First principles
calculations of the force constants and electronic structures of Fe-Au compounds were used to in-
terpret the phonon DOS curves. The phonon partial DOS of Au atoms depends strongly on the
Fe concentration, with an increase in energy (stiffening) of the Au vibrations with increasing Fe
content. This stiffening of the Au modes dominates the alloy vibrational entropy but, contrary to
transition metal alloys [3,20,22,186], cannot be fully explained by changes in lattice parameter or the
overall electronic DOS at the Fermi level. We suggest that its origin is twofold. First, the donation
of charge from Fe atoms to a nearly-free-electronic band causes a stiffening of the elastic constants.
Second, the increase in the number of available d-electrons from the Fe affects the sd-hybridization






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The FeTi system has been the subject of numerous experimental and computational studies due to
its various properties and characteristics. It has a simple B2-ordered structure that is extremely
stable, with a melting point of almost 1600 K (Fig. 5.1), so it was the subject of some of the first
electronic structure calculations on transition metal alloys [294–296]. The predictive power of these
early calculations was tested by comparing the results to measurements of the Fermi surface [297],
specific heat [298], isomer shift [299], x-ray emission [300] and band structure [301]. The discovery of
the shape-memory effect in NiTi in 1962 [302,303] made CoTi and FeTi interesting for comparative
studies of the electronic structure [304,305]. Finally, it became interesting in its own right with the
discovery in 1974 of its significant hydrogen absorption capabilities [306]. Since then, most of the
work on FeTi has been in this context.
The previous two chapters explored the relationship between the local atomic arrangement and
the vibrational entropy at the electronic structure level. In this chapter we study the effects of
temperature, and also pressure, on the interplay between phonons and electrons. As discussed in
section 1.1.4, anharmonic behavior is expected to become stronger at higher temperatures, and there
are several techniques that allow studies of this kind of behavior. The simplest is perhaps measuring
the heat capacity as a function of temperature. Deviations from the Dulong and Petit limit beyond
that of the expected contributions from electrons and thermal expansions is the signature of effects
that cannot be accounted for by the quasiharmonic model. This approach has been used to assess
the anharmonic entropies in a number of cases, for example, for fcc and bcc metals [307–309],
in which the electron-phonon interaction might be relevant. More detailed information can be
obtained by measuring the phonons directly at elevated temperatures. This has been done by triple-
axis inelastic neutron scattering in a number of relevant systems, such as Cr [310], bcc Ti [311] ,
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and Zr [312]. Time-of-flight inelastic neutron scattering has been used to measure V-rich alloys at
elevated temperatures [3, 20], as discussed in chapter 3. Nevertheless, in general it is necessary to
perform computer simulations to understand if the anharmonic behavior is due to changes in the
electronic structure, an increase in the phonon-phonon interaction, or something else.
In this chapter we present a unique set of measurements on FeTi. NRIXS measurements, which
probe exclusively the Fe vibrations, were performed in a diamond-anvil cell up to a pressure of 47
GPa and in a different setup, in a custom-built resistive furnace that heated from room temperature
to a temperature of 1035 K. These are the first NRIXS results available for any material in this tem-
perature range, which is too low to be attainable by conventional laser heating. INS measurements
were performed at cryogenic temperatures in a closed-cycle helium refrigerator and up to a temper-
ature of 750 K in a resistive heating furnace. This allowed for the determination of the Ti-specific
motions as a function of temperature. The high temperature and high pressure measurements are
complementary and they allow for an experimental assessment of the explicit anharmonicity, which
proves substantial in the system.
FeTi is isoelectronic with Cr and has a similar electronic structure. The interatomic longitudinal
force constants between 2nn atoms are stiffer than those between 1nn atoms in both systems. This
is explained by a charge distribution model that allocates most of the valence electrons in the
direction of the 1nn atoms. Ab initio calculations in the quasiharmonic limit reproduce the pressure
dependence of the phonons, but not the temperature dependence. Ab initio molecular dynamics
calculations were performed to study the temperature dependence of the charge distribution. It
becomes more isotropic at high temperatures due to a shift of the charge to orbitals of higher energy,
which explains the preferential softening of the 2nn longitudinal force constants with temperature.
Phonon DOS curves generated from these calculations reproduce the observed experimental softening
with temperature. It was determined that the charge redistribution is a response in the adiabatic
limit to the phonon perturbation, providing evidence of a phonon-induced charge transfer. This
phenomenon might also occur in other bcc metals or bcc-based alloys with strong quasi-ionic bonding
5.2 Experimental
5.2.1 Sample preparation
The B2 FeTi neutron-scattering sample was synthesized by arc-melting shots of 99.98% pure Ti
and 99.97% pure Fe in the stoichiometric ratio under an argon atmosphere. The samples were
crushed and melted again several times to ensure homogeneity. There was negligible mass loss and
no visible oxidation after melting. The same procedure was followed to prepare B2 FeTi for NRIXS
measurements, but the samples were isotropically enriched with 96% 57Fe. In both cases, x-ray
diffraction with Cu Kα radiation showed the underlying bcc structure.
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Fe-Ti Phase Diagram (2006 Ohtani H.)
ASM Alloy Phase Diagrams Center, P. Villars, editor-in-chief; H. Okamoto and K. Cenzual, section editors;
http://www1.asminternational.org/AsmEnterprise/APD, ASM International, Materials Park, OH, USA, 2006-2013
Figure 5.1: Fe-Ti phase diagram adopted from ASM International Alloy Phase Diagrams Center
[313].
5.2.2 Scattering measurements
INS measurements were performed with the ARCS spectrometer [149] at the Spallation Neutron
Source at the Oak Ridge National Laboratory. The arc-melted sample was crushed and loaded into
a 5/8-inch diameter aluminum can with a 3/8-inch diameter annulus. The can was mounted in a low-
background resistive furnace with thin aluminum shielding for thermal radiation for measurements
at 300, 523, and 748 K. Components of the sample environment not exposed to the beam were
covered with neutron-absorbing cadmium or boron nitride to reduce the background. The nominal
incident energy was 80 meV and a chopper frequency of 600 Hz was used for all measurements. The
energy resolution has a full-width-at-half-maximum (FWHM) of 1.7 meV at 40 meV neutron energy
loss, increasing to 3.1 meV at the elastic line. The empty Al sample container was measured at all
temperatures and was subtracted from the measured spectra of the samples.
NRIXS measurements were performed at high temperatures and high pressures at beam line
16ID-D at the Advanced Photon Source at the Argonne National Laboratory with an incident x-ray
beam with an energy of 14.413 keV, the resonant energy of 57Fe. The monochromator resolution
function was measured in situ with an avalanche photodiode detector (APD) and determined to be
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2.2 meV FWHM. For measurements at high temperatures (300, 523, 748, and 1035 K), the arc-melted
and crushed sample was loosely dispersed between two Kapton polyimide films, making a thin and
flat square. This was then accommodated in a custom-built furnace, close to a thermocouple and
a resistive heating element. The sample was enclosed in two concentric niobium foil cylinders from
which a small area had been stripped off for x-ray access. The whole device was enclosed in a steel
tube and connected in series to a mechanical and a turbomolecular pump. The steel tube had a
window cut off for x-ray access which was covered by Kapton tape and kept in place with ceramic
adhesive. The sample was fixed at a grazing angle to the x-ray beam and an APD was set on top of
the furnace at a right angle with the beam. NRIXS data was collected in scans of incident photon
energy from −90 to +90 meV around the resonant energy.
For NRIXS measurements at high pressures, the arc-melted and crushed sample was loaded into a
panoramic piston-cylinder-type diamond-anvil cell (DAC) optimized for use in NRIXS measurements
[314]. Three APDs were positioned 90◦ from the direction of the beam. Several ruby chips were
loaded into the pressure chamber along with the sample and were used for pressure calibration [315].
Beryllium was used as a gasket material to allow transmission of x-rays. The culets of the diamonds
had diameters of 500 µm and the hole had a diameter of 200 µm. No pressure medium was used, but
measurements of rubies in several places around the pressure chamber ruled out any large pressure
gradients. NRIXS data was collected in scans of incident photon energy from −90 to +90 meV
around the resonant energy for measurements at 0, 10, 19, and 33 GPa, and from −120 to +120
meV for measurements at 47 GPa.
High pressure angle-dispersive x-ray diffraction (ADXD) was performed on the B2 FeTi sam-
ple with natural enrichment at beamline X17C at the National Synchrotron Light Source at the
Brookhaven National Laboratory up to 26 GPa. A Merrill-Bassett-based [316, 317] DAC was used.
The culets of the diamonds had a diameter of 500 µm and the hole drilled in a 301 stainless steel
gasket had a diameter of 250 µm. Silicone oil was used as the pressure medium. The pressure
calibration was done by the fluorescence of ruby technique [315], and measurements of several ruby
chips in the pressure chamber proved the pressure to be homogeneous. A monochromatic x-ray
beam of energy 30.4912 keV (wavelength of 0.4066 A˚) was used and a charge-coupled device (CCD)
detector was placed at a distance of 256.55 mm from the sample.
5.2.3 Ancillary measurements
The sample density was calculated from the lattice parameters obtained by x-ray diffractometry. The
lattice parameters as a function of temperature were also measured in the temperature range 300 –
900 K using a commercial furnace, and the coefficient of linear thermal expansion α was calculated.
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5.3 Experimental results
5.3.1 Phonon DOS curves at elevated temperatures
NWDOS curves were obtained from INS data reduced by the method described in section 2.1.3
and the results are shown in the top panel of Fig. 5.2. The 57Fe partial DOS curves obtained
from NRIXS data, which were reduced by the method described in section 2.2.3, are also shown in
this figure. The neutron scattering efficiency of each element is proportional to σ/M . This ratio
is 0.208 for Fe and 0.091 for Ti, so the Ti motions in the NWDOS curves are underrepresented by
a factor of about 2. The excess weight of the Fe partial phonon DOS obtained from NRIXS gives
the neutron-weight-corrected DOS curves in Fig. 5.2. Subtracting all the weight gives the V partial
phonon DOS shown in the same figure. The larger error bars are due to the lower neutron scattering
efficiency of these atoms.
In FeTi, the vibrational entropy per atom increases linearly with temperature at temperatures
above 300 K. For the Fe motions, it increases from 3.17± 0.01 kB/atom at room temperature to
7.00± 0.01 kB/atom at 1035 K. For the V motions, it increases from 3.00± 0.04 kB/atom at room
temperature to 5.84± 0.04 kB/atom at 750 K. INS measurements were performed at ARCS in a
closed-cycle helium refrigerator at 10 and 150 K, but there was no difference in their DOS curves
with respect to those measured at 300 K and that is why they were not included in Fig. 5.2. The
phonon entropy of pure Fe is 3.15± 0.01 kB/atom (see Section 3.3.2), while the phonon entropy of
pure hcp Ti was estimated from the measurements of Stassis et al. [318] to be 4.2 kB/atom. The
decrease in the vibrational entropy in the B2 phase as compared to the elemental components is
thus 0.62 kB/atom. This is large, equivalent to 0.07 eV at the melting temperature, but the energy
of formation is –0.42 eV per unit cell [319] with respect to the pure elements, which makes the
intermetallic phase very stable. FeTi is nonmagnetic, whereas Fe is ferromagnetic in its pure form,
so we expect changes in magnetic entropy to be negligible. The average phonon energy decreases
linearly at temperatures above room temperature. Results for the total DOS curves and the Fe and
Ti partial DOS curves are shown in Fig. 5.3.
5.3.2 Phonon DOS curves at elevated pressures
The 57Fe partial DOS curves obtained from NRIXS data, reduced by the method described in section
2.1.3, are shown in Fig. 5.4. The larger error bars at higher pressures stem from a thinning of the
sample that reduces the number of counts per unit time, and from the reduced sampling of high
energy phonons due to their smaller vibration amplitude. The 57Fe vibrational entropy decreases
linearly with pressure from 3.17± 0.01 kB/atom at ambient pressure to 2.44± 0.01 kB/atom at 47
GPa. It is evident in the figure that the main (localized) peak shifts to higher energies with pressure,
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Figure 5.2: Phonon DOS curves for FeTi at elevated temperatures. The neutron-weighted DOS
curves were obtained from INS measurements and the Fe partial DOS curves from NRIXS measure-
ments. The two data sets were combined to obtained neutron-weight-corrected DOS curves and Ti

























 Fe pDOS (NRIXS)
 Ti pDOS (INS and NRIXS)
 NWDOS (QH ab-initio)
 Fe pDOS (QH ab-initio)
 Ti pDOS (QH ab-initio)
Figure 5.3: Experimental and calculated average phonon energy as a function of temperature for
the Fe- and Ti-specific motions, as well as total neutron-weight-corrected DOS curve for FeTi. Error



























Figure 5.4: 57Fe partial phonon DOS curves for FeTi at elevated pressures from NRIXS measure-
ments in a diamond-anvil cell at room temperature.
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Figure 5.5: Volume-pressure relationship in the FeTi system measured by high-pressure x-ray diffrac-
tion in a diamond-anvil cell at room temperature. The solid line is a fit to the data using the
third-order Birch-Murnaghan equation.
The relationship between the pressure and the volume was obtained by fitting the pressure variant
of the Birch-Murnaghan equation of state [211] to the high-pressure diffraction measurements. The
equation is



























where B′0 is the pressure derivative of the bulk modulus and was given a value of 4.0, which provided
the best fit and is a common value for metals. The data and the fit are shown in Fig. 5.5. A value
of 212 GPa was obtained for the bulk modulus, which is in reasonable agreement with the value of
Buchenau et al. [320] of 193 GPa obtained from the force constants of a Born-von Ka´rma´n fit to
phonon dispersions. Liebertz, Sta¨hr, and Haussu¨hl [321] obtained a value of 160 GPa from pulse-echo
measurements. The ab initio results presented below gave a value of 192 GPa, and Zhu et al. [319]
obtained the same value. Using the pressure-volume relationship, the average phonon energy as a
function of volume compression is shown in Fig. 5.6.
5.3.3 Explicit anharmonicity
The assumption of the harmonic model is that a phonon has a well-defined, harmonic-like frequency
with an infinite lifetime. The quasiharmonic model expands this by assuming that a change in
























 Fe pDOS (NRIXS)
 Total DOS (QH ab-initio)
 Fe pDOS (QH ab-initio)
 Ti pDOS (QH ab-initio)
Figure 5.6: Experimental and calculated average phonon energy as a function of volume compression
for the partial phonon DOS of Fe in FeTi at room temperature. Energy error bars are from counting
statistics. Volume error bars are from the distribution of pressures measured for the rubies inside
the diamond-anvil cell.







where the proportionality constant γ is called the Gru¨neisen parameter, after the scientist that first
postulated this definition [41]. In the quasiharmonic model, the average Gru¨neisen parameter of all
the phonon modes, γ¯, should be equal to the thermal Gru¨neisen parameter, γth (see, for example,




where B is the bulk modulus, v is the specific volume, β is the volume thermal expansion, and CP is
the heat capacity at constant pressure. Our x-ray diffraction measurements gave β = 2.90×10−5K−1
and v = 1.53×10−4m3/Kg. Measurements of CP with an adiabatic calorimeter by Ikeda, Nakamichi,
and Yamamoto [323] gave a value of 428J/Kg·K. The main source of uncertainty is B, since there is
some scattering in the values reported in the literature. Using the values mentioned in the previous
section, we estimate that γth is between 1.7 and 2.1. Using the high temperature data shown in
Fig. 5.2, along with Eq. 5.2, the temperature Gru¨neisen parameter γT = 2.94 from 300K to 750 K.
























Figure 5.7: Relative broadening of the phonon DOS curves at different temperatures. The solid lines
are fits to INS data given in Refs. [156] and [325] for Al and Ni. See text for details.
GPa to 47 GPa is γP = 1.97.
Anharmonic behavior is identified as a change in phonon frequencies that is inconsistent with Eq.
5.2 (see, for example, Ref. [324]). This could be the result of phonon-phonon interactions which tend
to reduce the phonon lifetime and therefore broaden the phonon DOS curves, although this does
not occur in FeTi. To verify, the method of Refs. [156] and [325] was used. The broadening due to
phonon-phonon scattering is expected to take the form of a damped harmonic oscillator [312,326,327].
The neutron-weighted DOS curve at 10K was convoluted with the function of a damped harmonic
oscillator with a quality factor Q, and the Q that best reproduces the shape of the DOS curves at
each elevated temperature was found, accounting for the energy shifts due to thermal expansion.
In FeTi, the inverse of the quality factors are very small and do not change with temperature (Fig.
5.7), indicating that the effect of cubic anharmonicity is negligible, although quartic anharmonicity
could still be present since if does not broaden the peaks.
Explicit anharmonicity can be separated from quasiharmonic effects if it is known how the



















The second term on the right of Eq. 5.4 is the pure temperature contribution to the frequency
shift from explicit anharmonicity. From our data, the constant pressure derivative has a value of
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−8.90×10−5 K−1 and the constant temperature derivative has a value of −3.03×10−5 K−1, so 2/3 of
the thermal phonon softening is due to anharmonic effects. We used the 57Fe partial phonon DOS
curves measured by NRIXS for the calculation of the first term on the right because it is the only
data available at high pressures, but the decrease in the average phonon energy seems to be very
similar for the Fe and Ti vibrations, as seen in Fig. 5.3.
5.4 Born–von Ka´rma´n fits to the phonon DOS curves
The experimental neutron-weight-corrected and partial phonon DOS curves were fit to a Born-von
Ka´rma´n model (Ref. [26], also summarized in section 1.1.2) considering the first four coordination
shells. This is ongoing work, but some preliminary results are presented here. The set of experimental
force constants of Buchenau, et al. [320] was taken as the initial guess for the iterative procedure to
obtain force constants [157]. The force constants were then optimized to converge on the measured
phonon DOS curves, taking into account the experimental resolution functions, using a differential
evolution algorithm implemented in the MYSTIC software package [328]. More details on the fitting
algorithms will be provided in a future publication [329].
For the high temperature fits, the force constants were set to optimize both the Fe partial DOS
and the neutron-weight-corrected curves. This limited the maximum temperature to 750 K. The
values of all the force constants at room temperature are in good agreement with those of Buchenau,
et al. The results for the first and second nearest-neighbor longitudinal force constants are shown
in Fig. 5.8. There is a large decrease in the 2nn force constants for both the Fe and Ti atoms. For
the Fe atoms, the decrease at 750 K from room temperature is about 18 N/m (60%). For the Ti
atoms it is about 9 N/m (20%), so the average decreases by about 13.5 N/m (40%). There is little
change in the 1nn longitudinal force constants, and the behavior is nonmonotonic, but they seem
to increase with temperature. Initially, the average of the 2nn force constants was larger than that
of the Fe–Ti 1nn bond, which is peculiar in this system. At elevated temperatures, the 1nn bonds
become stiffer than the average of the 2nn bonds. Similar behavior was also observed in Cr [310].
Only NRIXS data was available for the high pressure fits, so the force constants between Ti
atoms were kept constant while those that involved Fe atoms were allowed to diverge. The results
for the first and second nearest-neighbors longitudinal force constants are shown in Fig. 5.8. In this
case, the 1nn force constant was substantially stiffer and the 2nn Fe force constant substantially
softer than those obtained by Buchenau, et al. Both force constants stiffen with pressure, although
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5.5.1 Ground state electronic structure and lattice dynamics
Total energy calculations were performed with density functional theory using VASP [83,84] with pro-
jector augmented wave potentials [72,73] with the generalized gradient approximation [67] exchange-
correlation functional on B2 FeTi. The k-point meshes for Brillouin zone sampling were constructed
using the Monkhorst-Pack scheme [82]. The total number of k-points in the Brillouin zone was 293.
The plane wave cutoff energy was 450 eV. Spin-polarized calculations gave a negligible magnetic
moment for the B2 structure, in agreement with experimental results [330]. The kinetic energy
cutoff and the sampling of k-points was converged to less than 1 meV. The volume of the structure
was found by fitting the relationship between the internal energy Uel and the volume V to the third-
order Birch-Murnaghan equation of state [211], giving results within less than one percent of the
experimental values. Simulations of an SQS of FeTi were performed as described in section 3.5.1.
The B2 ordered structure is substantially more stable than the SQS, as expected from the strong
ordering tendency of FeTi, with Uel in the ground state of -17.0436 eV/unit cell and -16.3073 eV/unit
cell, respectively. This gives an energy of formation of -0.422 eV for the ordered structure [319] and
+0.314 eV for the SQS with respect to the pure elements, which practically forbids the existence of
the disordered phase, although the formation of an amorphous phase with mechanical alloying has
been observed [331].








n,kΘ(n,k − EF ) dk , (5.5)
where n,k is the energy of band n at k-point k, ΩBZ is the volume of the Brillouin zone, and Θ(x)
is the Heaviside step function at x. For numerical calculations, it is necessary to substitute the
integral in the equation above by the sum
∑
k
Ωk n,k Θ(n,k − EF ) , (5.6)
where Ωk is the volume around the k-point. This summation is practical for an insulator or a
semiconductor with no electrons at the Fermi energy, i.e., partial occupancies, but the convergence
with increasing number of k-points is too slow to be practical in metals. Several methods have been
developed to approximate Eq. 5.6 and improve the convergence speed. A simple way is to substitute
Θ(x) by the Fermi-Dirac distribution fF (x) with a thermal energy ς = kBT [89]. This corresponds
to a convolution of the true electronic structure with the derivative of fς(x), whose FWHM will tend
to zero (a δ-function) as ς tends to zero. The finite width of the convolution function allows more
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k-points to be used to determine the partial occupancies. The number of k-points necessary for the
convergence of E0 increases rapidly with decreasing ς, so a reasonable compromise between ς and
number of k-points that results in energy convergence must be found. Other smearing functions
have been used for the convolution, e.g., a Gaussian [332], a complete orthonormal set of functions
with a Gaussian as the null vector [91]. The former technique reintegrates the charge after smearing
to place the Fermi level at the right energy, while the latter uses an approximation scheme that
correctly places the Fermi level without reintegrating. In the two cases mentioned above, ς is still
proportional to a physical temperature, although not in a simple way as when the derivative of the
Fermi-Dirac distribution is used. The tetrahedron method [88] interpolates the value of n,k between
k-points, so no smearing of the electronic DOS is necessary.
Electronic DOS curves calculated with the method of Methfessel and Paxton [91] for the partial
occupancies are shown in Fig. 5.9. The t2g and eg electronic states are projected at the Fe and Ti
sites. The total t2g and eg electronic densities, the total densities at the Fe and Ti sites, and the
electronic DOS of the system are also shown. The different curves correspond to different values of ς,
an electronic smearing parameter that introduces a fictitious finite electronic temperature. Piscanec
et al. used this method to study Kohn anomalies and electron-phonon interactions in the highest
optical branches in graphite and graphene at Γ and K points at finite temperatures [48]. From this
study, and the Raman measurements of Calizo et al. of the temperature dependence of the graphene
modes at the Γ point [333], we estimated that the proportionality constant between the Methfessel-
Paxton ς and temperature is about 1.2×10−3 eV/K. This ‘calibration’ does not necessarily hold in
general, but it gives a reasonable temperature estimate of the different curves in Fig. 5.9 compared
to those obtained by ab initio molecular dynamics in Fig. 5.15. The largest ς (purple line) is
equivalent to about 915 K.
There is little difference in the number of electronic states at the Fermi level for ς smaller than
about 0.5 eV, as expected because it lies at the bottom of a pseudogap. The sharp features in
the electronic DOS are smoothed substantially. No change in the relative populations of t2g and
eg electrons was detected with increasing ς, in contrast with the results from ab initio molecular
dynamics presented in section 5.5.3. For values of ς larger than 0.5 eV, there is an increase in the
number of electrons at the Fermi level, which is associated with enhanced electronic screening in
other transition metal alloys as discussed in section 3.6.2. In particular, it can be seen that the
increase is mostly at the Fe sites and, within the Fe, due to the t2g electrons. The increase at
ς = 1.1 eV is about 1.2 states/electron/atom. This is comparable, for example, to that in FeV upon
ordering (section 3.5.1).
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Forces on atoms after displacing one of them were calculated using the configuration described
in the previous section. A 54-atom supercell (3×3×3 times the B2 structure unit cell) of FeTi with
a 93 k-point mesh and atom displacements of 0.01 A˚ was used. Interatomic force constants were
calculated using the Parlinski-Li-Kawazoe method [98] as implemented in the PHONOPY code [284]
and are in excellent agreement with Born-von Ka´rma´n fits to experimental results [320], as shown
in Table 5.1. The dynamical matrix was calculated from the force constants, and the phonon
dispersions are shown in Fig. 5.14. Phonon DOS curves were computed on 163 q meshes using the
Monkhorst-Pack scheme [82] and the results are presented in Fig. 5.13. This results are shown in
section 5.5.2 since they are part of the study on the volume dependence of the lattice dynamics. The
agreement between the measured and calculated Fe phonon DOS curve is excellent, with a difference
in the energy of the center of the main peak of about 1 meV. The calculated Ti partial phonon DOS
curve shows a distinct peak centered at 20 meV and a broader feature at energies higher than about
24 meV. The agreement with the experimentally derived Ti partial DOS curve is worse than in the
case of the Fe motions, but there are significantly larger experimental uncertainties in the case of
the Ti motions.
Longitudinal and transverse force constants were obtained by spin-polarized electronic structure
calculations for the B2 Fe-based alloys: FeTi, FeV, FeCr, FeFe, and FeCo. It is important to note
that equiatomic FeCr undergoes spinodal decomposition and the B2 structure is not observed in
nature. The forces considering the average of A-A and B-B bonds are shown on Figs. 5.10 and
5.11. In the B2 structure, the 1nn and 4nn bonds are between different atoms, while the 2nn, 3nn,
and 5nn are between atoms of the same species. The longitudinal force constants were obtained by
projecting the appropriate force constant tensor onto the direction that connects the nth nearest
neighbors. If the symmetry is axial, one of the eigenvectors of the force constant tensor will be equal
to the longitudinal force constant. The other two eigenvectors form a 2-dimensional space that
is orthogonal to the longitudinal force constant. We consider the average their magnitudes be the
transverse force constant. If the model is realistic, the values of the longitudinal force constants tend
to be very robust and model independent [157]. For example, if the number of nearest neighbors
is enough to describe the system, considering more will only nominally affect the values of closer
neighbors. The values for the transverse force constants are certainly less robust, but they might be
informative. The results shown here omit the values of 4nn, which are not axial.
A peculiarity of the FeTi system is that the 2nn longitudinal force constants are stiffer than
those of the 1nn. This has been observed experimentally in elemental Cr as well [310], a strongly
anharmonic system with an anharmonic phonon entropy of 0.83 kB/atom at its melting temperature
[307]. In the other B2 systems investigated, the longitudinal force constants decay with the order
of the nearest neighbor, which is the usual behavior as long-range forces become weaker. When the














































































































Figure 5.11: Calculated transverse and longitudinal nearest neighbors force constants as a function
of the number of d-electrons per atom.
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Table 5.1: Measured and calculated interatomic force constant tensor elements for FeTi (N/m).
Neighbor FeTi (exp) FeTi (calc)
and indices Fe Ti Avg Fe Ti Avg
1xx 12.15 13.59
1xy 7.69 2.55
2xx 25.9 48.7 37.3 15.9 47.8 31.9
2yy 9.6 -9.6 0 7.1 -8.1 0.5
3xx 0.4 4.3 2.4 0.4 3.7 2.1
3zz -3.7 -0.5 -2.1 4.1 5.3 4.7
3xy 3.6 2.3 2.95 -1.3 1.3 0
increase until up to Fe, but then decrease slightly in FeCo. The 2nn force constants decrease from
FeTi to FeCr, while the 3nn and 5nn are close to zero for all systems. The 1nn transverse force
constants are strongly ‘positive’ for FeTi and strongly ‘negative’ for FeCr. This is related to the
mechanical stability of the compounds, and is consistent with the phase separation observed in FeCr.
5.5.2 High-temperature and high-pressure quasiharmonic behavior
A series of electronic structure calculations at increasing volumes were performed on the FeTi system.
Phonon DOS curves were obtained as described in the previous section and the phonon free energies,
Fph, were computed from the calculated phonon DOS curves in the harmonic approximation,







where T is the temperature, gV (E) is the phonon DOS curve calculated at V , and x = (1− e−E/kBT ).
At each temperature, the free energy of Eq. 5.7 was fitted to a polynomial in V and the mini-
mum value of the Helmholtz free energy, Ftot(T, V ) = Uel(V ) + Fph(T, V ), was used to obtain a
temperature-volume relationship. The Gru¨neisen parameter obtained from these calculations was
ÈT=1.33. The quasiharmonic calculations predict that the 1nn and 2nn force constants for the Fe-Ti,
Fe-Fe, and Ti-Ti bonds decay linearly with increasing V , as shown in Fig. 5.12.
Electronic structure calculations were performed at volumes smaller than the equilibrium volume.
Phonon dispersions and phonon DOS curves were obtained by the method described previously
and the results are shown in Figs. 5.13 and 5.14. The value obtained for the pressure Gru¨neisen
parameter ÈP=1.60, and for the Fe-specific motions it was ÈP,Fe=1.69. The agreement with the high
pressure NRIXS measurements (Fig. 5.4) is excellent, as both the stiffening and the broadening of
the main peak are reproduced. Also reproduced is the development, with decreasing volume, of a
broad shoulder at energies higher than those of the main peak. The experimental and calculated































Figure 5.12: Calculated FeTi quasiharmonic longitudinal force constants for volume expansion.
similar, as can be seen in Fig. 5.6. There is no data on the Ti vibrations at high pressure, but the
calculations predict severe changes in the shape of the Ti partial phonon DOS with a particularly
large stiffening of the highest energy peak.
The dispersions show that all the modes stiffen with pressure, but the high energy optical modes
at the M point stiffen the most. These have mixed character, but are mostly Ti motions [334].
The force constants increase linearly from a normalized volume of 1 to 0.836, although the 1nn
force constants are more sensitive to volume. The longitudinal 1nn increases from 18.69 to 48.06
N/m, whereas the longitudinal Fe-Fe 2nn increase from 15.92 to 29.62 N/m and the longitudinal
Ti-Ti 2nn increase from 47.85 to 69.78 N/m. The average of the 2nn longitudinal force constants at
V/V0=0.836 is 49.70 N/m, so the difference between the 1nn and 2nn force constants observed at
ambient pressure is reduced at higher pressures.
5.5.3 High temperature electronic structure and lattice dynamics studied
by ab initio molecular dynamics
Ab initio molecular dynamics calculations were performed using VASP [83,84] with same potentials
on 128-atom super cells using a 2×2×2 k-point mesh. The energy cutoff was 350 eV and the
Monkhorst-Pack scheme [82] was used to sample the Brillouin zone. Due to memory constraints,
the fast Fourier transform vectors were set to 3/2 the length of the vectors of the basis set and
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Figure 5.14: Phonon dispersions calculated for FeTi at the equilibrium lattice parameter and at a
reduced lattice parameter.
Lin [335]. The simulations were carried out using a canonical ensemble and the standard Nose´
thermostat [139]. Using 2-fs steps, the sample reached thermodynamic equilibrium after about 500
fs, based on the periodicity of the total energy as a function of time. There was no distinguishable
difference in the time-energy relation when a 1-fs time step was used. The final electronic DOS curves
were computed for each temperature by assembling the electronic DOS curves from each time step
after reaching equilibrium and are shown in Fig. 5.15 for 600, 900, and 1200 K. The pseudogap at
the Fermi level is filled gradually with temperature, and the number of electronic states at the Fermi
level increases linearly. The electronic DOS curves are similar to those presented in section 5.5.1.
The d-electron cloud asphericity, defined by the ratio between the charge in the t2g orbitals to
that in the eg orbitals, decreases with increasing temperature at the Fe sites, but not at the Ti sites,
as show in Fig. 5.16. The t2g state is a triplet and the eg state is a doublet, so a perfectly spherical
d-electron cloud has a ratio of 1.5. In the B2 structure, the t2g orbitals point in the direction of the
1nn, while the eg electrons point in the direction of the 2nn. A ratio higher than 1.5 implies that
there is a preferential concentration of charge between the 1nn, while a ratio lower than 1.5 implies
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Figure 5.16: d-electron charge asphericity at the Fe and Ti sites calculated at elevated temperatures
from AIMD results.
of the atomic positions in the super cell at twenty time steps between time step 1000 and time
step 2000 (2 to 4 ps) were selected randomly. The electronic structure with momentum-projected
orbitals was then calculated using the same settings as for the molecular dynamics calculations,
and the electronic charge in each orbital was integrated. The error bars in Fig. 5.16 come from
the standard deviation of the ratios. The total charge at the s-, p-, and d-orbitals enclosed by the
Wigner-Seitz radius did not change with temperature.
Preliminary phonon DOS curves at each temperature were calculated from the Fourier transform
of the velocity autocorrelation function after thermalization of the system. This information is
presented in Fig. 5.17. Due to the size of the supercell and the number of time steps included
in the calculation, the long wavelength modes below approximately 10 meV cannot be accurately
reproduced. The AIMD calculations predict a large phonon softening, particularly at temperatures




























In this chapter, INS and NRIXS measurements of the phonons on FeTi at high temperature and
at high pressure are presented. The main experimental observation is that the phonon DOS curves
soften considerably more with temperature, as determined from the average phonon energy, than
what the stiffening at high pressures can account for in the quasiharmonic model. As discussed in
section 1.1.4, the quasiharmonic model is a mean-field model, so the volume dependence in intro-
duced by essentially varying the interatomic distance in a Lennard-Jones potential. Nevertheless,
the energy minima is still approximated by a harmonic potential. A measure of the explicit anhar-
monicity is given in Eq. 5.4, the partial derivative of the average phonon energy with respect to
temperature at constant volume. It is straightforward to evaluate the anharmonicity of any system
using this equation if both the temperature and the pressure dependence of the phonon DOS are
available. Unfortunately, for most system these data are not available. Another approach is to look
for a discrepancy between the thermal Gru¨neisen parameter γth (Eq. 5.3) and that obtained by the
volume dependence of the average phonon energy measurements at elevated temperatures γT (Eq.
5.3). By both of these accounts, B2 FeTi strongly anharmonic.
The change in the average phonon energy of FeTi is negligible at temperatures below room
temperature, as can be seen in Fig. 5.3, but it accelerates at higher temperatures. The Gru¨neisen
parameter is, in fact, a function of the temperature, and ideally the average phonon energy should
be measured continuously, but this is experimentally not feasible. Therefore, a value for γT was
obtained by assuming a linear change between 300 and 750 K, and γT = 2.9. This value is within the
normal range observed in metals. Nevertheless, it is considerably larger than γth = 1.9, obtained
from experimental values of several thermodynamic quantities. There are various sources of error in
both of these values, most importantly the value of the bulk modulus. There is considerable variation
in the results reported in the literature. The rest of the ‘constants’ in Eq. 5.3 are also temperature
dependent. Nevertheless, the discrepancy is large enough to survive, and would probably increase if
we could measure the average phonon energy continuously. At the minimum, the difference is 50%,
but it could be as much as 100%.
The second approach using Eq. 5.4 also suffers from the lack of access to continuous temperature
measurements of thermal parameters and a wide range of values for the bulk modulus. Additionally,
the pressure data shown in Fig. 5.6, is only for the Fe motions, but the ab initio results discussed
below show that the rates of change are the same for Fe and Ti motions. The Gru¨neisen parameter
obtained for the pressure dependence is γFe,P = 2.0. In this case too the discrepancy is large
enough to survive corrections. From experimental phonon data, the value of the constant pressure
derivative is −8.90×10−5 K−1, while the constant temperature derivative is −3.03×10−5 K−1. The
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difference, about −5.87×10−5 K−1 or 66%, is the phonon softening with temperature due to explicit
anharmonicity.
The Gru¨neisen parameters were studied computationally in the quasiharmonic approximation.
Phonon DOS curves were generated at different volumes, but considering only the harmonic force
constants. In the case of increasing ‘temperature,’ the phonon free energy was considered to evaluate
the volume-temperature relationship. The experimental and calculated values for the average phonon
energy as a function of temperature are shown in Fig. 5.3, and those for the pressure dependence
are shown in Fig. 5.6. The Gru¨neisen parameter is constant in the quasiharmonic approximation, so
the temperature or pressure ranges chosen are irrelevant. The values of the calculated parameters
are ÈT=1.33 and ÈP=1.60. (For the Fe-specific motions, ÈFe,P=1.69.). È is used to distinguish cal-
culated Gru¨neissen parameters from experimentally determined ones, denoted by γ. The agreement
between the pressure parameters is satisfactory, but it is poor between the temperature ones. This
supports the experimental evidence that indicates that the pressure behavior of FeTi is quasihar-
monic, as is generally expected, but the temperature behavior is strongly anharmonic. The pressure
behavior is not necessarily quasiharmonic. Recently, Invar anomalies have been identified as the
source of nonlinear changes in the phonon spectra [336, 337], but these are uncommon exceptions.
The mode-specific γj were not investigated, but they might provide additional information. The
results presented in section 5.7 show that there is no broadening of the phonon DOS curves with
temperature, usually associated with phonon-phonon cubic anharmonicity, and strongly suggesting
that the nonharmonicity is due to electron-phonon interactions.
5.6.2 Force constants
As mentioned before, one of the peculiarities of the FeTi system is that, on average, the 2nn force
constants are stiffer than those of the 1nn. This is a feature that it shares with Cr [310], with which
it is isoelectronic. In fact, the magnitudes of the force constants are strikingly similar, if we use the
average of the Fe–Fe and the Ti–Ti bonds 1nn force constants (for a comparison, see Ref. [320]).
Additionally, the 2nn longitudinal force constant for Ti–Ti bonds is almost twice as strong as that
for Fe–Fe bonds from experimental values, and almost three times stronger using calculated values
(Table 5.1). Buchenau, et al. [320] noted that the 2nn transverse force constants are negative for
Ti–Ti and positive for Fe–Fe, implying a repulsive force in the first case and an attractive force in
the second.
We suggest that the peculiar 2nn longitudinal force constants in FeTi originate with the charge
distribution. In crystals with the bcc structure, the electrons in the t2g orbitals are mainly in the
direction of the 1nn atoms (the [111] direction), while those in the eg orbitals point mainly in the
direction of the 2nn atoms (the [100] direction]). The ratio between the charge in both orbitals,
usually called the asphericity of the system, is useful to assess the degree of directional bonding. As
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mentioned in section 5.5.3, a ratio of 1.5 means that the distribution is perfectly spherical. In FeTi,
this value at 0 K is 2.33 at the Fe sites and 2.01 at the Ti sites, as seen in Fig. 5.16. The average,
2.17, is among the highest values we found in the literature and implies that the charge is strongly
localized between 1nn atoms. This screens the longitudinal motions along the [111] direction much
more efficiently than the longitudinal motions along the [100] direction. The stiffer bond between
Ti atoms is explained by the smaller number of Ti eg electrons compared to Fe, which are 1.92
and 0.68 e−/atom, respectively. (Jauch and Reehuis have done particularly thorough asphericity
measurements on several elements. They obtained a value of 1.98 for Cr [338] and 1.67 for Fe [339].)
The results presented in the top plot in Fig. 5.10 show that the stiff 2nn longitudinal force
constants in FeTi are unique among the B2-based alloys of Fe with other transition metals in the 3d
row. The top plot in Fig. 5.11 show that the stiffness of the 1nn longitudinal force constant increases
as the number of d-electrons in the system increases, although there is a small decrease in the last
member of the series, FeCo. On the other hand, the stiffness of the average of the 2nn longitudinal
force constants is less monotonic, but it generally decreases from its highest value in FeTi. This
behavior can also be explained by the charge distribution in these system systems. In a simplistic
model that nevertheless captures the essence of the problem, the electrons will fill the t2g orbitals
first, and additional electrons will start to fill the eg orbitals. In FeTi, with 6 d-electrons/atom, all
the electrons would fit in the t2g orbitals with no spillover to the eg ones. As the average number
of electrons per atom increases, the eg orbitals are gradually filled. This decreases the relative
occupancy of the t2g orbitals results in stiffer 1nn force constants, while the increase in the relative
occupancy of the eg orbitals results in softer 2nn force constants. The number of d-electrons/atom
in FeTi makes the extremum of this trend. Pure Cr, also with 6 d-electrons/atom, might be in a
similar situation.
The atomic site- and momentum-projected electronic DOS curves are shown in Fig. 5.9. Most of
the integrated electronic density of both the t2g and the eg lies within 4 eV of the Fermi level, and
of each side of the Fermi level, the shape of electronic DOS is similar to a Gaussian. The integrated
electronic density for the t2g orbitals from 4 eV below the Fermi level to the Fermi level is larger in
the general case than that of the integration from the Fermi level to 4 eV above the Fermi level. The
difference is particularly marked at the Fe sites, although the intensity is greater above the Fermi
level at the Ti sites. For the eg orbitals, the general trend is reversed and the integrated density is
larger above the Fermi energy. In this case, this happens at both the Fe and the Ti sites. In the
limiting case mentioned in the previous paragraph, all the integrated charge in the t2g orbitals would
lie below the Fermi level and that of the eg orbitals would lie above. In this case, the number of
electrons at the Fermi level would be zero. This is close to what happens in FeTi, in which the Fermi
level lies at the bottom of a deep pseudogap. If a rigid band is also assumed, adding or removing
electrons would increase the number of electronic states at the Fermi level.
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The strong quasi-ionic bonding makes the FeTi intermetallic phase very stable, as mentioned in
the introduction. The stability of the bond also makes the alloy very brittle, since atoms do not
easily past one another. It is possible that the mechanical and lattice dynamical properties of other
B2-ordered alloys with a number of electrons per atom close to 6, which would usually entail an
element with less d-electrons than Cr and one with more, can be explained with the same model.
In a dated publication [340], it was estimated that about 40% of all known B2-forming alloys fell
under this category.
5.6.3 High temperature thermodynamics
Calculations of phonon DOS curves from the ab initio molecular dynamics simulations are shown
in Fig. 5.15. The strong softening of the DOS curves with temperature can be observed, as is
the fact that the rate of softening increases moderately with temperature, in agreement with the
experimental results shown in Fig. 5.3. It is important to emphasize that these calculations were
all performed at the same volume, so the softening is due exclusively to explicit anharmonicity, the
last term of Eq. 5.4. The ab initio molecular dynamics simulations show that the pseudogap in the
electronic DOS is gradually filled with increasing temperature (Fig. 5.15). This makes the number
of electronic states at the Fermi level increase linearly with temperature, from 0.41 states/eV/unit
cell at 0 K to 0.74 states/eV/unit cell at 1200 K, with a standard deviation of 0.15 states/eV/unit
cell at the highest temperature. This represents an increase of about 80%.
The asphericity at the Fe sites decreases linearly with temperature, by 0.134 at 1200 K. At the Ti
sites, the ratio decreases by 0.035 at 1200 K. Some authors report the percentage of the d-electron
charge in the t2g orbitals instead of the asphericity ratio. At the Fe sites, the t2g occupancy decreases
from 69.9% at 0 K to 68.6% at 1200 K. At the Ti sites, it decreases from 66.9% to 66.5% in the same
temperature range. Considering the 8 d-electrons of Fe and the 4 d-electrons of Ti, we estimate
that the charge transferred to the eg orbitals from the t2g orbitals at the Fe sites is about 0.1 e
−/Fe
atom at 1200 K, but only one-fifth of this value at the Ti sites. This charge transfer to the bonds
in the direction of the 2nn atoms is probably responsible for the preferential decrease of the real
space 2nn longitudinal force constants derived from the Born-von Ka´rma´n fits to the data, shown
in the top graph of Fig. 5.8. This preferential softening eventually makes the average of the 2nn
longitudinal force constants softer than the 1nn force constant, which is the usual behavior in most
materials. The softening of the Fe–Fe 2nn longitudinal force constants is greater than that of the
Ti–Ti ones. This is also consistent with the larger decrease in the asphericity at the Fe sites. The
1nn force constant seems to stiffen slightly with temperature, although the change is very small.
The high temperature behavior of the force constants is consistent with that observed in Cr [310].
The cross-over temperature at which the 2nn force constant become softer that the 1nn one is about
800 K in Cr (about 37% of the melting temperature), and about 500 K in FeTi (about 30% of the
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melting temperature).
The analysis shown in section 5.5.1 and Fig. 5.9 provides more insight on the nature of the
changes in the electronic structure. The ‘thermal broadening’ of the electronic DOS has been used
before to simulate the effects of temperature in ab initio calculations CITE. In general we observe
that the curves reproduce the trends observed in the electronic structure obtained from ab initio
molecular dynamics, including the atom- and momentum-projected DOS curves. The pseudogap
in the electronic DOS is filled at high enough temperatures, and the effect seems to be reproduced
accurately by the set of curves marked ‘585 K.’ At low temperatures (small ς) the filling is very
slow, but at high temperatures it accelerates. The almost complete fill at the highest temperature
in Fig. 5.9 is probably achieved beyond the melting point of FeTi, though. It is observed that most
of the increase in the number of electrons at the Fermi level is due to t2g electrons, although there
is also an increase in the number of eg electrons. In Cr, the modes that softened the most were the
one of the transverse modes at the N point and the longitudinal modes two-thirds along the way in
the Γ-H direction.
In the results shown in Fig. Fig. 5.9, there was no change in the asphericity as a function
of broadening parameter, but this was observed when the electronic structure was calculated with
different atomic positions obtained from ‘snapshots’ of the molecular dynamics results. The artificial
broadening of the electronic DOS simulates an increase in the electron temperature, so this suggests
that the charge transfer between orbitals is not because of thermal excitation of the electrons.
Instead, the work suggest that it is an adiabatic effect: some charge is transferred to a another orbital
to accommodate the lattice vibration, and the transfer is larger for larger atomic displacements.
5.7 Conclusion
High temperature and high pressure measurements of phonon spectra of B2-ordered FeTi were
performed. It was observed that the softening with temperature is strongly anharmonic and not
accounted for by the quasiharmonic stiffening upon compression. Born-von Ka´rma´n fits to the
data showed that the average of the Fe–Fe and Ti–Ti 2nn longitudinal force constants is larger
than that the 1nn longitudinal force constant, but the softening with temperature is larger for
the 2nn force constants. Ab initio calculations of the force constants were in agreement with the
experimental results at ambient conditions and suggest that the stiff 2nn longitudinal force constants
result from a preferential distribution of the charge density along the direction of the 1nn atoms
and a consequent depletion in the direction of the 2nn atoms. The changes in the phonon DOS
curves at increasing pressures were well reproduced by quasiharmonic ab initio calculations, but the
quasiharmonic model failed to reproduce the behavior at elevated temperatures. Ab initio molecular
dynamics were performed at constant volume to obtain electronic structures and phonon DOS curves.
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The anharmonic softening of the phonon DOS curves at high temperatures is accurately reproduced.
An increase in the number of electrons at the Fermi level was observed, as well as a charge transfer
from the electronic orbitals in the direction of the 1nn atoms to the orbitals in the direction of
the 2nn atoms. This charge transfer was determined to be induce the preferential softening of the
2nn longitudinal force constants at high temperatures. The charge transfer is the response of the
electrons in the adiabatic limit to a phonon perturbation. This might be the first case in which
phonon-induced charge transfer has been investigated.
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