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Abstract
The processing of motion information by the visual system can be decomposed into two general stages; point-by-point local motion
extraction, followed by global motion extraction through the pooling of the local motion signals. The direction aftereVect (DAE) is a well
known phenomenon in which prior adaptation to a unidirectional moving pattern results in an exaggerated perceived direction diVerence
between the adapted direction and a subsequently viewed stimulus moving in a diVerent direction. The experiments in this paper sought
to identify where the adaptation underlying the DAE occurs within the motion processing hierarchy. We found that the DAE exhibits
interocular transfer, thus demonstrating that the underlying adapted neural mechanisms are binocularly driven and must, therefore,
reside in the visual cortex. The remaining experiments measured the speed tuning of the DAE, and used the derived function to test a
number of local and global models of the phenomenon. Our data provide compelling evidence that the DAE is driven by the adaptation
of motion-sensitive neurons at the local-processing stage of motion encoding. This is in contrast to earlier research showing that direction
repulsion, which can be viewed as a simultaneous presentation counterpart to the DAE, is a global motion process. This leads us to con-
clude that the DAE and direction repulsion reXect interactions between motion-sensitive neural mechanisms at diVerent levels of the
motion-processing hierarchy.
© 2006 Elsevier Ltd. All rights reserved. 
Keywords: Motion perception; Direction aftereVect; Adaptation1. Introduction
Adaptation-induced aftereVects are ubiquitous in the
human visual system, occurring across a range of basic visual
attributes, including orientation (CliVord, 2002; Gibson &
Radner, 1937; Wenderoth & Johstone, 1988), curvature
(Gibson, 1933), spatial frequency (Blakemore, Nachmias, &
Sutton, 1970), and motion direction (CliVord, 2002, 2005;
Kohn & Movshon, 2004; Levinson & Sekuler, 1976; Patter-
son & Becker, 1996; Schrater & Simoncelli, 1998); and even
extend to more complex stimuli, such as faces (Rhodes, JeV-
ery, Watson, CliVord, & Nakayama, 2003; Watson &
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doi:10.1016/j.visres.2006.08.026CliVord, 2003; Webster & MacLin, 1999). In almost all of
these cases,1 adaptation to the relevant stimulus characteris-
tic (say orientation or direction of motion) causes the per-
ceived diVerence between a subsequently viewed test stimulus
and the adapting stimulus to be greater than their physical
diVerence. Take the direction aftereVect as an example. After
adapting to a unidirectional motion, and then being pre-
sented with a test stimulus whose direction diVers from the
adapting stimulus by (say) 30°, observers report the adaptor-
test direction diVerence to be as great as 40°–60° (Levinson &
Sekuler, 1976; Schrater & Simoncelli, 1998).
1 While the tilt aftereVect is typically repulsive, ‘attractive’ aftereVects
have been reported for very small and very large adapting-test orientation
diVerences.
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adaptation typically falls into two camps. On the one hand,
it has been argued that adaptation-induced aftereVects are
caused by ‘fatigue’ of neurons sensitive to the adapting
stimulus (Sutherland, 1961), and that such aftereVects
expose a design fault of the visual system. More recent
explanations view aftereVects as being a consequence of the
system reducing its sensitivity to redundant information
(i.e. unchanging components of the signal), thus freeing up
valuable neural resources for coding any changes that may
occur in the environment (Mather & Harris, 1998; CliVord,
2005). The former, ‘fatigue’ explanation is almost certainly
incorrect for a number of reasons. First, cortical adaptation
has been found to show a degree of pattern speciWcity
(Movshon & Lennie, 1979), rather than simply depending
on the adapting neuron’s response rate as predicted by the
fatigue model; second, the time taken to recover from adap-
tation in some visual aftereVects can be quite diVerent to
that expected from neural fatigue (Stromeyer, 1978); and
third, it cannot account for storage of the MAE when test-
ing does not immediately follow adaptation (Spigel, 1962).
Many repulsive eVects observed following adaptation
can also be obtained without prior adaptation by simulta-
neously presenting the test and ‘inducing’ stimulus. The
simultaneous counterpart to the tilt aftereVect is the tilt
illusion, and direction repulsion is the simultaneous coun-
terpart to the direction aftereVect. That many aftereVects
have a simultaneous-presentation counterpart raises the
question of whether an aftereVect and its simultaneous
counterpart are expressions of similar neural mechanism(s).
Again, take the direction aftereVect (DAE) as an example.
The phenomenon is direction tuned, such that the eVect
peaks at an adaptor-test direction diVerence of approxi-
mately 30°–40° (Levinson & Sekuler, 1976; Patterson &
Becker, 1996; Schrater & Simoncelli, 1998). Its simulta-
neous-presentation counterpart, direction repulsion, shows
direction tuning peaking at an inducer-test direction diVer-
ence of 20°–45° (Braddick, Wishart, & Curran, 2002; Mar-
shak & Sekuler, 1979; Mather & Moulden, 1980). Another
striking similarity is that both phenomena have been
reported to exhibit ‘direction attraction’ for very small and
very large inducer-test direction diVerences (Braddick et al.,
2002; Schrater & Simoncelli, 1998). Such tuning similarities
are consistent with, but are not conWrmatory of, the notion
that both the DAE and direction repulsion reXect activity
of similar mechanisms. More extensive comparisons are
required before we are in a position to categorically state
that these two phenomena are driven by similar or diVerent
neural interactions. One way of testing whether or not this
is the case is to determine at which level of visual processing
the two phenomena occur.
There is considerable evidence that motion processing is
a hierarchical process in which the initial extraction of local
motion measures are followed by a ‘pooling’ of these mea-
sures at a later global-processing stage (Morrone, Burr, &
Vaina, 1995; Albright, 1984; Welch, 1989). One might ask
‘at which of these two levels—local or global—are the DAEand direction repulsion induced?” A number of studies
have, either directly or indirectly, asked this question of
direction repulsion. Grunewald (2004) failed to Wnd that
direction repulsion exhibits interocular transfer, therefore
suggesting that the phenomenon is monocular in origin.
Because monocular-driven cortical neurons do not exist
beyond area V1, whose neurons have small receptive Welds,
Grunewald’s Wndings support the notion of direction repul-
sion being driven by local motion detector adaptation.
However, it should be noted that Grunewald used very
sparse dot stimuli (dot density D 1 dot/deg2) to avoid binoc-
ular rivalry (binocular rivalry describes how, when
presented with diVerent information to each eye, the diVer-
ent retinal inputs arriving at the cortex compete to domi-
nate perception). Kim and Wilson (1997) avoided this
rivalry problem by presenting a central test stimulus to one
eye and a surrounding inducing stimulus to the other. They
found robust interocular transfer of direction repulsion
with this centre-surround conWguration. Furthermore, the
fact that the eVect persisted for non-overlapping moving
patterns suggests that direction repulsion may occur after
the pooling of local motion measurements.
The apparent uncertainty in the psychophysical litera-
ture regarding the locus of direction repulsion is reXected in
the neural modeling literature, which, depending on the
model you choose, supports either the local motion
approach (Hiris & Blake, 1996; Nawrot & Blake, 1991) or
the global motion position (Kim & Wilson, 1996, 1997;
Wilson & Kim, 1994). In Blake et al’s model, direction
repulsion is generated by inhibitory interactions at the level
of motion-sensitive units involved in local-motion process-
ing. These units are described as monocular and as having
comparatively small receptive Welds, and they can be identi-
Wed with neurons in primary visual cortex. In contrast,
Wilson and Kim proposed that direction repulsion is a con-
sequence of inhibitory interactions between pattern unit
detectors. Physiological studies (Albright, 1992; Movshon,
Adelson, Gizzi, & Newsome, 1986) have identiWed primate
middle temporal (MT) neurons that have response charac-
teristics similar to Wilson and Kim’s pattern units; thus
Wilson and Kim’s model predicts that direction repulsion is
a consequence of inhibitory interactions between MT
neurons.
We have recently found that, when using a mixed-speed
inducer, direction repulsion magnitude is determined by the
global speed of the inducing stimulus (Benton & Curran,
2003). This provides compelling evidence that global
motion interactions play a major role in driving direction
repulsion. In contrast to direction repulsion, there has been
relatively little research asking where in the motion–pro-
cessing hierarchy the DAE is induced. While Patterson and
Becker’s Wnding (1996) that the DAE persists under stereo-
scopic viewing conditions places the DAE’s locus some-
where in visual cortex, we are aware of only one study
which attempts to identify the cortical location of the adap-
tation underlying the DAE. Kohn and Movshon (2004)
report that motion adaptation changes the direction tuning
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consistent with the perceived repulsive nature of the DAE;
however they Wnd that this is not the case for V1. Extrastri-
ate area MT contains predominantly motion-sensitive neu-
rons with larger receptive Welds than the V1 neurons
projecting to them (Snowden, 1994), suggesting that an
important role of this area is to extract global motion infor-
mation by pooling local motion signals arriving from V1.
Thus Kohn and Movshon’s data suggests that neuronal
adaptation underlying the DAE may occur at the global
motion processing level.
The following series of experiments seeks to elucidate
further at which stage of motion extraction—local or
global—the DAE is induced. Our Wrst experiment reveals
that the eVect undergoes interocular transfer, thus conWrm-
ing that it involves the adaptation of binocular cells. The
remaining experiments employ ‘speed-tuning’, ‘mixed-
speed’ and ‘speed-notch’ paradigms in an attempt to tease
apart the role that local and global direction sensitive
mechanisms have in inducing the DAE. We will show that,
unlike direction repulsion, the DAE is driven by adaptation
at the local motion extraction stage.
2. Experiment 1: Interocular transfer of the direction 
aftereVect
2.1. Observers
Three naïve observers and one of the authors partici-
pated in the experiment.
2.2. Apparatus and stimuli
The adaptor and test stimuli were random dot kinema-
tograms (RDK), presented within circular apertures (7.96
deg2), with each RDK containing equal numbers of black
and white dots against a mean luminance background. Dot
diameter was 1.9 arc. min. Dot density in each stimulus was
set to 64 dots/deg2. Stimuli were presented on a Sony G520
monitor. Mean luminance was 33.6 cd/m2, and viewing dis-
tance was 138 cm. The monitor was driven by a Cambridge
Research Systems VSG 2/5 graphics board at a framerate
of 120 Hz. Stimuli were viewed using a mirror stereoscope,
allowing us to control which eye(s) the adapting and test
stimuli were presented to.
2.3. Procedure
During the initial motion adaptation phase (60 s dura-
tion) observers were presented with a random dot stimulus
moving either 45° to the left or 45° to the right of vertical
(upwards) at a constant speed of 5.0 deg/s. The adaptor
direction chosen (left or right from vertical) was the same
for all subsequent top-up phases. Both adaptor and test
stimuli had a central spot to help maintain Wxation. In the
test phase immediately following adaptation, observers had
to judge whether the subsequent test stimulus (speed2.5 deg/s; duration 200 ms) was moving left or right of verti-
cal. Test phases alternated with adaptation ‘top-up’ phases
of 10 s duration. The test stimulus motion direction was
chosen by an adaptive method-of-constants procedure
(adaptive probit estimation), a method that dynamically
updates the set of stimuli being presented depending on the
observer’s previous responses (Treutwein, 1995; Watt &
Andrews, 1981). The stimulus values are selected to opti-
mize the estimation of the ‘point of subjective equality’
(PSE), in our case the direction the test stimulus was mov-
ing when it was perceived as moving vertically up. All pair-
wise adaptor-test eye combinations were tested; i.e. adapt
left–test left, adapt left–test right, adapt right–test left, and
adapt right–test right. In any given block of trials, the ‘test
eye’ conditions (same as or diVerent to the ‘adaptor eye’)
were randomly interleaved. The interval between switching
adaptor eye was at least 2 h. Half the psychometric func-
tions were generated following adaptation to motion 45°
clockwise to vertical up, and half were generated following
adaptation to motion 45° counter-clockwise to vertical up;
thus controlling for any potential diVerence between sub-
jective and objective measures of vertical. Observers gener-
ated up to eight psychometric functions per condition
(monocular and interocular),2 with each psychometric
function being derived from 64 trials.
2.4. Results and discussion
Fig. 1a. plots example psychometric functions obtained
from one of the observers. Psychometric functions denoted
by the solid and dashed lines are for the monocular and
interocular conditions, respectively. The psychometric
functions to the left of centre were obtained from those
conditions in which the adaptor moved 45° to the left of
vertical up; and psychometric functions to the right of cen-
tre are from those conditions in which the adaptor moved
45° to the right. Fig. 1b plots DAE magnitude for the same
observer when adaptor and test stimuli are viewed by the
same eye and by diVerent eyes. The Wrst thing to note is that
interocular transfer (IOT) occurs for the direction after-
eVect, thus conWrming that the eVect is mediated by binocu-
lar cell adaptation. The second point of note is that DAE
magnitude is visibly reduced in the interocular condition
relative to the monocular condition. When taken as a ratio
of the DAE magnitude under monocular viewing, DAE
interocular transfer is approximately 63–75%. (CB 63.4%
SE § 6.3; SD 66% SE § 7.8; CC 73.1% SE § 15.7; DA 75%
SE § 4.9 SE). Given that partial IOT of aftereVects is con-
sidered to reXect adaptation at early cortical stages of
motion processing (Nishida & Ashida, 2000), this incom-
plete transfer of the DAE points to the possibility that it
may occur before the extraction of global motion signals.
The remaining experiments sought to investigate this issue.
2 Two observers generated 8 psychometric functions per condition, and
two generated 4 psychometric functions per condition.
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In a similar vein to our earlier research on direction
repulsion (Benton & Curran, 2003; Curran & Benton,
2003), Experiments 3 and 4 measure the DAE induced by
mixed-speed adaptor stimuli. In order to interpret the data
accurately, a necessary pre-requisite is to measure to what
extent the DAE is speed tuned.
3.1. Observers
Four observers, two authors and two naïve, participated
in this experiment.
3.2. Procedure
As in the previous experiment observers adapted to a
random dot pattern moving §45° from the vertical
Fig. 1. (a) Example psychometric functions from one observer in experiment
1, and (b) the monocular and interocular DAE calculated from the func-
tions. Solid lines plus circles and dashed lines plus triangles are for the mon-
ocular and interocular conditions, respectively. Negative and positive x-axis
values denote directions to the left and right of vertical up. The psychomet-
ric functions to the left of centre in 1a were obtained using an adaptor mov-
ing 45° to the left of vertical up; psychometric functions to the right are
from those conditions in which the adaptor moved 45° to the right. Error
bars in this and subsequent Wgures are §1 standard errors of the PSEs.(upwards), with both adaptor and test stimuli centred on a
Wxation spot. Stimulus aperture size and dot density were
identical to Experiment 1. Unlike in Experiment 1, observ-
ers viewed the stimuli binocularly. Observers were tested
with adaptor stimulus speeds ranging from 0.625 to
15.5 deg/s. Test stimulus speed remained Wxed throughout
the experiment at 2.5 deg/s. The interval between testing
with diVerent adaptor speeds was at least 2 h. The observers’
task was the same as in Experiment 1.
3.3. Results
Fig. 2 plots direction aftereVect magnitude as a function
of adaptor speed, which is similar for all four observers.
The data clearly demonstrate an inverted U-shaped speed
tuning function of the DAE,3 which peaks between adaptor
speeds of 2.5 and 5 deg/s, and which is well described by a
log-Gaussian function. This is reminiscent of the speed tun-
ing of direction repulsion reported previously (Curran &
Benton, 2003).
The non-linear character of the DAE speed tuning
allows us to test directly whether the DAE is a local or
global motion phenomenon. Previous research has shown
that the perceived speed of a mixed-speed stimulus lies close
to the mean of the component speeds (Watamaniuk &
Duchon, 1992), a Wnding which we have replicated (Benton
& Curran, 2003). If the DAE occurs after the extraction of
global motion it follows that, if one uses a mixed-speed
adaptor, DAE magnitude will be determined by the mean
speed of the adaptor. Furthermore, increasing the range of
speeds present in the adaptor, while keeping mean speed
constant, should have no eVect on DAE magnitude. If the
DAE occurs before global motion extraction, at the level of
local motion processing, there are a number of possible
local models. These range from a local-maximum model, in
which DAE magnitude is determined by the dot speed
which produces the greatest DAE; to a local-minimum
model, in which DAE magnitude is determined by the dot
speed which produces the weakest DAE. There is any num-
ber of intermediate models in which DAE magnitude is
determined by some weighted speed average. Of course it is
not possible to test all the possible perturbations of local
DAE models. We have, therefore, restricted ourselves to
testing the local minimum, local maximum, and a simple
local-mean model which predicts that DAE magnitude is
determined by the mean DAE induced by the local speeds
in the adaptor. In the latter case DAE magnitude will be
predicted by Wrst calculating, from individual speed tuning
functions, the DAE of each speed in the mixed-speed stimu-
lus and then averaging these calculations. The remaining
experiments attempt to test which, if any, of the above
models (local and global) best accounts for the DAE.
3 It should be noted that the peak of the function is likely to be strongly
inXuenced by where the test speed is positioned. For the purposes of the
follow-up experiments, the important point is that the speed tuning is non
linear when the test speed is kept Wxed.
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4.1. Procedure
The same four observers from Experiment 2 participated
in this experiment. Again, as in Experiment 2, the test stim-
ulus speed remained Wxed at 2.5 deg/s. The adaptor speed,
however, contained dots whose speeds were drawn from
one of Wve rectangular speed distribution widths (in which
all speeds within a deWned range had equal probability).
Each adaptor speed distribution was centred on 5 deg/s;
thus ensuring that all Wve adaptors moved at the same
mean speed. The distribution widths were 0°, 2°, 4°, 6°, and
8°. In the zero degree speed distribution stimuli all dots
moved at 5 deg/s; in the 8° speed distribution dot speeds
were evenly spread between 1 and 9 deg/s.
4.2. Results
Fig. 3a plots DAE magnitude (Wlled circles) as a func-
tion of speed distribution. Included in this Wgure are DAE
magnitude predictions based on three possible local-DAEmodels, in which perceived DAE is determined by the local
maximum DAE (upper dashed line), the local minimum
DAE (lower dashed line), or a local-mean DAE (middle
dashed line). Each of the three local predictions was made
using the parameters from the curve Wt to the data in
Experiment 2. The solid line plots the DAE magnitude
which would be predicted if it were driven by global
motion adaptation. There is little to distinguish between
the predictions of the global, local-mean, and local-maxi-
mum models; all of which essentially predict that DAE
magnitude should be relatively unaVected by increasing
adaptor speed distribution. A local-minimum model, on
the other hand, predicts a rapid decrease in DAE magni-
tude as speed distribution is increased. The data obtained
from the observers are essentially Xat; thus ruling out a
local minimum explanation. They do not, however, distin-
guish between the other two local models and the global
model. We therefore repeated the experiment, but this time
centred the adaptor speed distributions on the 10 deg/s
point of the speed tuning function. Shifting the speed dis-
tribution to this point on the tuning curve results in the
global and local-maximum models making radically
diVerent predictions.Fig. 2. Direction aftereVect magnitude plotted as a function of adaptor speed for four observers. The test speed was 2.5 deg/s (highlighted by the arrow),
and the adaptor speed was set to 0.625, 1.25, 2.5, 5.0, 7.5, 10.0, 12.5, or 15.5 deg/s. The solid lines show log-Gaussian functions Wtted to the data. Each datum
point is the mean of four PSEs.
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are plotted in Fig. 3b. Note that the local minimum and
maximum predictions rapidly diverge from the global and
local-mean models as a function of speed distribution. The
local-mean and global model predictions, on the other
hand, are identical. Again, the data reveal that DAE magni-
tude remains constant as speed distribution is increased.The combined data from Fig. 3a and b clearly rule out
both the local minimum and local-maximum models. How-
ever, they do not distinguish between the global and local-
mean models. In the Wnal experiment, we introduced a
speed notch to the adaptor stimulus’s speed distribution in
order to tease apart the predictions of the local-mean and
global models.Fig. 3. (a) The results of Experiment 3, in which DAE magnitude was measured as a function of varying the ‘speed distribution’ of dots in the adaptor
stimulus. Mean dot speed was kept Wxed at 5 deg/s. Dot speeds in the adaptor stimulus were evenly sampled from one of Wve speed distributions widths; 0°,
2°, 4°, 6°, and 8°. The upper, middle, and lower dashed lines plot the DAE magnitude as a function of speed distribution predicted by a local-maximum,
local-mean, and local-minimum model of the DAE, respectively. The solid line plots DAE predictions based on a global motion model of the DAE. The
pattern of results rules out a local-minimum model explanation for the DAE. (b) The results of the second part of Experiment 3, which used Wve speed-dis-
tribution adaptors whose mean speed was Wxed at 10 deg/s. Note that the global motion model (solid line) and the local-mean model make identical pre-
dictions. The data lie close to these predictions, thus ruling out both the local-minimum and local-maximum models. (c) Schematic representation of three
speed distribution adaptors with a mean speed of 5 deg/s. Dot speeds were evenly spread over the gray speed ranges shown.
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5.1. Procedure
In this experiment, the adapting stimulus contained dots
travelling at speeds ranging from 1 to 9 deg/s; i.e. the stimuli
had a speed distribution of 8° centred on 5 deg/s. As an
additional manipulation we removed a central range of
speeds from the adaptor and measured DAE magnitude as
a function of the width of this ‘speed notch’ (see Fig. 4b).
The speed notch width ranged from 0° to 4°. In the 0° speed
notch condition dot speeds were evenly distributed between
1 and 9 deg/s. In the 4° speed notch condition, dot speeds
were evenly distributed between 1 and 3 deg/s, and between
7 and 9 deg/s (see Fig. 4b). As in previous experiments, the
test stimulus speed remained Wxed at 2.5 deg/s.
5.2. Results
Fig. 4a plots DAE magnitude as a function of speed
notch size. Included in the plot are the DAE predictions
made by the local and global models. Note that the local-
mean model and the global model, which are of particular
interest in this experiment, predict very diVerent patterns ofDAE with increasing speed notch width. While the global
model predicts that DAE magnitude will be unaVected by
the speed notch manipulation, the local-mean model pre-
dicts that DAE magnitude will decrease monotonically
with increasing speed notch width. The perceived DAE
magnitude (Wlled circles) follows a pattern which is very
similar to that predicted by the local-mean model.
Two potential objections against the local-mean model
may be raised at this point. First, it could be argued that the
DAE is, in fact, a global motion processing phenomenon
and that our data are a consequence of observers’ global
motion percepts being compromised by the presence of a
notch in the adapting speed disribution. However, this
would not explain the observed similarity between the local
model prediction and DAE magnitude under the zero speed
notch condition. Second, one might ask whether it is rea-
sonable to expect a global speed signal generated from a
stimulus containing a distribution of speeds to be as strong
or as eVective an adaptor to a stimulus that has all elements
moving at the same speed. It has previously been demon-
strated that the perceived speed of a mixed-speed stimulus
is equal to the mean speed of the stimulus components
(Watamaniuk & Duchon, 1992). Furthermore, we have
reported identical direction repulsion eVects when using
either a single speed distractor or a mixed-speed distractor,Fig. 4. (a) The results of experiment 4, in which DAE magnitude is plotted as a function of speed notch width. The speed distribution of the adaptor dots
was centred on 5 deg/s, and the DAE was measured using Wve speed notch values; 0°, 1°, 2°, 3°, and 4°. As in previous Wgures, the dashed and solid lines
plot DAE magnitude predicted by the local and global models. The data are most consistent with the local-mean model. (b) Schematic representation of
the adaptor speeds used in the speed notch experiment. Each dot within the adaptor was assigned a velocity, which was kept for the duration of the stimu-
lus. The dot speeds were evenly spread over the gray speed ranges shown in the Wgure. An adaptor with a speed range of 1.0 to 9.0 deg/s and a speed notch
of 4° would contain dot speeds evenly spread between 1.0 and 3 deg/s and between 7 and 9 deg/s.
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ter (Benton & Curran, 2003). These previous Wndings sug-
gest that it is reasonable to expect mixed-speed and single
speed stimuli to be equally eVective adaptors.
6. Discussion
The experiments reported in this paper are an attempt to
identify at which level of motion processing—local or
global—adaptation driving the DAE occurs. Reported simi-
larities between the DAE and its simultaneous presentation
counterpart (direction repulsion) are suggestive of a com-
mon neural mechanism underlying both phenomena. For
instance both phenomena are direction tuned and peak at
similar inducer–test direction diVerences (Levinson &
Sekuler, 1976; Schrater & Simoncelli, 1998; Marshak & Sek-
uler, 1979; Braddick et al., 2002). The results of our ‘speed-
tuning’ experiment (Experiment 2) add to these similarities
between the two phenomena by revealing that, like direction
repulsion, speed tuning of the DAE is well described by a
log-Gaussian function. Previous research in our labs has
demonstrated that interactions between neural mechanisms
sensitive to global-motion play a major role in driving direc-
tion repulsion (Benton & Curran, 2003). We decided to use a
similar approach in ascertaining whether the DAE is driven
by adaptation of local or global motion detectors.
If the DAE is an expression of adapted global motion
mechanisms, then the mechanisms in question should be
binocularly driven; consequently one would expect the phe-
nomenon to exhibit interocular transfer. While the presence
of interocular transfer would not rule out a local-motion-
adaptation account of the DAE, its absence would certainly
rule out a global-motion explanation. The results of our Wrst
experiment clearly demonstrate that the DAE does exhibit
interocular transfer, and establish that the underlying
adapted neural mechanisms are binocularly driven. That the
interocular transfer found in this experiment was partial
suggests that the eVect may be mediated by neural adapta-
tion as early as V1; this in turn suggests that the direction
aftereVect may reXect adaptation of local motion detectors.
The log-Gaussian functions Wt to the data from Experi-
ment 2, which marks out the speed tuning of the DAE, were
used to predict DAE magnitude based on three local mod-
els and a global model. The results of Experiment 3 clearly
rules out two of the local models –the local-maximum
model and the local-minimum model - but fail to diVerenti-
ate between a global motion account and the remaining
local-motion account, the local-mean model. A ‘speed
notch’ paradigm was used in the Wnal experiment in an
attempt to tease apart the DAE magnitude predicted by the
global model and the local-mean model. While the global
model predicted that DAE magnitude would be unaVected
by removing an increasingly wider central band of speeds
from a speed-distribution adaptor stimulus, the local-mean
model predicted a monotonic decrease in DAE magnitude
as a function of the speed notch increase. Our data reveal
an eVect of speed notch on DAE magnitude very similar tothat predicted by the local-mean model. It could be that the
global model, which assumes a single global motion, is
incomplete; particularly when testing it with stimuli con-
taining large speed notches. With small speed notches an
adaptor stimulus appears to contain one global speed; how-
ever, if the speed notch is suYciently large, the stimulus
takes on the appearance of two transparently moving
global speeds (Bravo & Watamaniuk, 1995).
The clear implication of these experiments is that direc-
tion repulsion and the direction aftereVect, which have sim-
ilar direction and speed tuning characteristics, are
nonetheless driven by adaptation of neural mechanisms at
diVerent levels of motion processing. We have demon-
strated previously that direction repulsion is driven by
adaptation of global motion mechanisms. Although the
results presented here do not directly identify the cortical
level at which the DAE occurs, they clearly demonstrate
that the DAE is not determined by the global motion of the
inducer. Rather, it seems as if the local motion information
is driving the eVect. We therefore conclude that the direc-
tion aftereVect is driven by adaptation of local-motion
detectors, adaptation which occurs before the pooling of
local motion signals into a global-motion signal.
As pointed out in the introduction there has been only
one previous attempt to identify at which stage of motion
processing adaptation underlying the DAE occurs (Kohn
& Movshon, 2004). While their results are suggestive of the
DAE being driven by adaptation of MT neurons, Kohn
and Movshon note that, their data can also be modelled by
weakening feedforward input from V1 into a recurrent
model of MT circuitry. This account assumes that adapta-
tion in V1 weakens the input to those MT cells providing
recurrent excitation more than it weakens the input to
inhibitory MT cells. The results from the experiments
reported here support this latter interpretation.
Acknowledgments
This work was supported by an International Fellow-
ship from Queen’s University Belfast to W.C. and a Queen
Elizabeth II Fellowship from the Australian Research
Council to C.C.
References
Albright, T. D. (1984). Direction and orientation selectivity of neurons in visual
area MT of the macaque. Journal of Neurophysiology, 52, 1106–1130.
Albright, T. D. (1992). Form-cue invariant motion processing in primate
visual cortex. Science, 255, 1141–1143.
Benton, C. P., & Curran, W. (2003). Direction repulsion goes global. Cur-
rent Biology, 13, 767–771.
Blakemore, C., Nachmias, J., & Sutton, P. (1970). The perceived spatial fre-
quency shift: evidence for frequency-selective neurons in the human
brain. Journal of Physiology (London), 210, 727–750.
Braddick, O. J., Wishart, K. A., & Curran, W. (2002). Directional perfor-
mance in motion transparency. Vision Research, 42, 1237–1248.
Bravo, M. J., & Watamaniuk, S. N. J. (1995). Evidence for two speed sig-
nals: a coarse local signal for segregation and a precise global signal for
discrimination. Vision Research, 35, 1691–1697.
4278 W. Curran et al. / Vision Research 46 (2006) 4270–4278CliVord, C. W. G. (2002). Perceptual adaptation: motion parallels orienta-
tion. Trends in Cognitive Sciences, 6, 136–143.
CliVord, C. W. G. (2005). Functional ideas about adaptation applied to
spatial and motion vision. In C. W. G. CliVord & G. Rhodes (Eds.), Fit-
ting the mind to the world. OUP.
Curran, W., & Benton, C. P. (2003). Speed tuning of direction repulsion
describes an inverted U-function. Vision Research, 43, 1847–1853.
Gibson, J. J. (1933). Adaptation, after-eVect, and contrast in the perception
of curved lines. Journal of Experimental Psychology, 16, 1–31.
Gibson, J. J., & Radner, M. (1937). Adaptation, after-eVect, and contrast in
the perception of tilted lines. I. Quantitative studies. Journal of Experi-
mental Psychology, 20, 453–467.
Grunewald, A. (2004). Motion repulsion is monocular. Vision Research,
44, 959–962.
Hiris, E., & Blake, R. (1996). Direction repulsion in motion transparency.
Visual Neuroscience, 13, 187–197.
Kim, J., & Wilson, H. R. (1996). Direction repulsion between components
in motion transparency. Vision Research, 36, 1177–1187.
Kim, J., & Wilson, H. R. (1997). Motion integration over space: interaction
of the center and surround motion. VisionResearch, 37, 991–1005.
Kohn, A., & Movshon, J. A. (2004). Adaptation changes the direction tun-
ing of macaque MT neurons. Nature Neuroscience, 7, 764–772.
Levinson, E., & Sekuler, R. (1976). Adaptation alters perceived direction of
motion. Vision Research, 16, 779–781.
Marshak, W., & Sekuler, R. (1979). Mutual repulsion between moving
visual targets. Science, 205, 1399–1401.
Mather, G., & Harris, J. (1998). Theoretical models of the motion after-
eVect. In G. Mather, F. Verstraten, & S. Anstis (Eds.), A modern per-
spectiveThe Motion aftereVect (pp. 157–185). MIT Press.
Mather, G., & Moulden, B. (1980). A simultaneous shift in apparent
direction: further evidence for a “distribution-shift” model of direc-
tion coding. Quarterly Journal of Experimental Psychology, 32,
323–333.
Morrone, M. C., Burr, D. C., & Vaina, L. M. (1995). Two stages of visual
processing for radial and circular motion. Nature, 376, 507–509.
Movshon, J. A., Adelson, E. H., Gizzi, M. S., & Newsome, W. T. (1986).
The analysis of moving visual patterns. Experimental Brain Research,
11(Suppl.), 117–152.
Movshon, J. A., & Lennie, P. (1979). Pattern selective adaptation in visual
cortical neurons. Nature, 278, 850–852.Nawrot, M., & Blake, R. (1991). A neural network model of kinetic depth.
Visual Neuroscience, 6, 219–227.
Nishida, S., & Ashida, H. (2000). A hierarchical structure of motion system
revealed by interocular transfer of Xicker motion aftereVects. Vision
Research, 40, 265–278.
Patterson, R., & Becker, S. (1996). Direction-selective adaptation and
simultaneous contrast induced by stereoscopic (cyclopean) motion.
Vision Research, 36, 1773–1781.
Rhodes, G., JeVery, L., Watson, T. L., CliVord, C. W. G., & Nakayama, K.
(2003). Fitting the mind to the world: Face adaptation and attractive-
ness aftereVects. Psychological Science, 14, 558–566.
Schrater, P. R., & Simoncelli, E. P. (1998). Local velocity representation:
evidence from motion adaptation. Vision Research, 38, 3899–3912.
Snowden, R. J. (1994). Motion processing in the primate cerebral cortex.
In A. T. Smith & R. J. Snowden (Eds.), Visual Detection of Motion (pp.
51–84). Academic Press Limited.
Spigel, J. M. (1962). Contour absence as a critical factor in the inhibition of
the decay of a movement after-eVect. Journal of Psychology 1962, 54,
221–228.
Stromeyer, C. F. (1978). Form-colour aftereVects in human vision. In R.
Jung & H. W. Leibowitz (Eds.), Handbook of sensory physiology (Vol.
8). Heidelberg: Springer-Verlag.
Sutherland, N. S. (1961). Figural after-eVects and apparent size. Quarterly
Journal of Experimental Psychology, 13, 222–228.
Treutwein, B. (1995). Adaptive psychophysical procedures. Vision
Research, 35, 2503–2522.
Watamaniuk, S. N. J., & Duchon, A. (1992). The human visual system
averages speed information. Vision Research, 32, 931–941.
Watson, T. L., & CliVord, C. W. G. (2003). Pulling faces: an investigation
of the face distortion aftereVect. Perception, 32, 1109–1116.
Watt, R. J., & Andrews, D. P. (1981). Adaptive probit estimation of psy-
chometric functions. Current Psychological Review, 1, 205–214.
Webster, M. A., & MacLin, O. H. (1999). Figural aftereVects in the percep-
tion of faces. Psychonomic Bulletin and Review, 6, 647–653.
Welch, L. (1989). The perception of moving plaids reveals two motion-
processing stages. Nature, 337, 734–736.
Wenderoth, P., & Johstone, S. (1988). The diVerent mechanisms of the
direct and indirect tilt illusions. Vision Research, 28, 301–312.
Wilson, H. R., & Kim, J. (1994). A model of motion coherence and trans-
parency. Visual Neuroscience, 11, 1205–1220.
