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Rachael M. Billock, MSPH,* Kimberly A. Powers, MSPH, PhD,* Dana K. Pasquale, MPH, PhD,*
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Background: Prediction of HIV transmission cluster growth may
help guide public health action. We developed a predictive model for
cluster growth in North Carolina (NC) using routine HIV
surveillance data.
Methods: We identified putative transmission clusters with $2
members through pairwise genetic distances #1.5% from HIV-1 pol
sequences sampled November 2010–December 2017 in NC. Clusters
established by a baseline of January 2015 with any sequences
sampled within 2 years before baseline were assessed for growth
(new diagnoses) over 18 months. We developed a predictive model
for cluster growth incorporating demographic, clinical, temporal, and
contact tracing characteristics of baseline cluster members. We
internally and temporally externally validated the final model in the
periods January 2015–June 2016 and July 2016–December 2017.
Results: Cluster growth was predicted by larger baseline cluster
size, shorter time between diagnosis and HIV care entry, younger
age, shorter time since the most recent HIV diagnosis, higher
proportion with no named contacts, and higher proportion with HIV
viremia. The model showed areas under the receiver-operating
characteristic curves of 0.82 and 0.83 in the internal and temporal
external validation samples.
Conclusions: The predictive model developed and validated here
is a novel means of identifying HIV transmission clusters that may
benefit from targeted HIV control resources.
Key Words: HIV transmission cluster, HIV genetic cluster, pre-
dictive model, cluster growth
(J Acquir Immune Defic Syndr 2019;80:152–159)
INTRODUCTION
Despite major advances in HIV treatment and pre-
vention, flat or rising HIV incidence remains a major public
health problem in numerous settings.1 Globally, only very
gradual declines in incidence have been observed in most
regions since 2010, whereas large increases have occurred in
Eastern Europe and Central Asia.1 In the United States, young,
black or Hispanic men who have sex with men (MSM) have
shown static or increasing incidence in recent years.2 Novel
approaches to reducing HIV transmission across a range of
highly affected populations have been proposed, including
investigation of HIV transmission clusters.3,4
HIV transmission clusters are groups of persons living
with HIV (PLWH) with closely related viral sequences,
signifying a network of local HIV transmission.4–8 Identifi-
cation of and response to HIV transmission clusters that are
likely to grow holds promise in guiding interventions to
interrupt transmission and improve HIV care engagement.
However, accurate forecasting of future cluster growth is
needed to implement this strategy. Although multiple factors
—including large baseline size,9,10 presence of acute HIV
infections,10 and geographic diversity9,11—have been indi-
vidually associated with future cluster growth, no tool
synthesizing predictor information for use by public health
agencies has been developed.
We developed and validated a predictive model to
forecast cluster growth using cluster-level demographic,
clinical, temporal, and contact tracing characteristics con-
tained in routinely collected HIV surveillance data in North
Carolina (NC), a setting with a high relative HIV burden.2,12
By identifying clusters that are likely to grow, the model is
intended to guide cluster selection for enhanced interventions
to diagnose additional cluster members, bridge viremic cluster
members to expedited treatment, and link HIV-negative
contacts with pre-exposure prophylaxis.
METHODS
Study Design
We conducted a combined analysis of HIV sequence
and surveillance data from diagnosed PLWH in NC who had
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members would have been identified as baseline members
had a sequence been available before baseline, they were not
treated as baseline cluster members because they would not
be observable in the cluster for real-time public health
application of the predictive model. Hidden cluster members
were also not counted toward cluster growth because they
were diagnosed before baseline.
Predictive Model Development
We completed model development and validation in 5
main steps (see Figure 2, Supplemental Digital Content,
http://links.lww.com/QAI/B238). First, we identified 18
cluster-level variables as candidate predictors of cluster
growth over time (step 1), choosing variables that could be
reliably assessed using NC EDSS data and that had known or
plausible associations with HIV transmission or case detec-
tion (see Table 1, Supplemental Digital Content, http://links.
lww.com/QAI/B238). One of these 18 variables was cluster
size at baseline, and the remaining 17 were calculated from
baseline members’ characteristics and categorized in 1 of 4
domains: temporal, demographic, clinical, or contact tracing.
Temporal variables were based on diagnosis and sequence
dates relative to baseline and demographic variables were
based on surveillance data recorded at the time of diagnosis or
first recognition as a case in NC. Clinical variables were
largely based on laboratory data (CD4 counts and viral load
measurements), which are required by NC law to be reported
to the DPH for surveillance purposes. As is common in
surveillance-based analyses,16 we treated these laboratory
reports as proxies for HIV-care visits. Recency of infection
was determined as previously described as acute or recent
infection at diagnosis, or chronic infection at diagnosis.8
Contact-tracing variables were based on documented encoun-
ters with disease intervention specialists (DIS), DPH employ-
ees who attempt contact with all newly HIV-diagnosed
persons within approximately 1 week of diagnosis to link
them to HIV medical care, and perform partner counseling
and referral services.
FIGURE 1. A, Network diagram, for example, “growing clus-
ter.” Black circles indicate sequences sampled before baseline
(baseline cluster members), white circles indicate sequences
sampled after baseline from new diagnoses (new cluster
members), and gray circles indicate sequences sampled after
baseline from previous diagnoses (hidden cluster members).
Lines indicate #1.5% TN-93 genetic distance between in-
dividuals. B, Network diagram for an example “nongrowing
cluster.”
at least one sequence available. We obtained partial pol 
(protease and reverse transcriptase) HIV-1 sequences gener-
ated from routine genotypic resistance testing at Laboratory 
Corporation of America, the largest reference laboratory in 
NC, from November 2010 to December 2017. Sequence data 
were linked to the NC Division of Public Health’s (DPH) 
Electronic Disease Surveillance System (NC EDSS), which 
includes demographic, clinical, and contact-tracing data for 
all persons diagnosed with HIV and reported in NC. We 
evaluated predictors of cluster growth using two 18-month 
observation periods. First, we developed a model to predict 
cluster growth from January 2015 to June 2016. Next, we 
temporally externally validated the model in the subsequent 
18 months, July 2016–December 2017, using data that 
became available after the initial model development phase. 
The Biomedical Institutional Review Board at the University 
of North Carolina at Chapel Hill approved this study.
Transmission Cluster Identification and 
Growth Assessment
Putative clusters were identified based on the first 
available full-length protease and partial reverse transcriptase 
sequence for each individual. Sequences were aligned with 
Clustal Omega and manually edited to strip-gapped posi-
tions.13 Final sequence length was 1497 bases. Clusters were 
generated in HIV TRACE14 by linking sequences with 
pairwise distance #0.015 (1.5%) substitutions per site 
divergent (see Figure 1, Supplemental Digital Content, 
http://links.lww.com/QAI/B238 for an explanation of this 
cut-off) based on the Tamura-Nei-93 substitution model.15 
We defined transmission clusters as links composed of $2 
members, where each cluster member was linked to at least 
one other member with distance #1.5%.
For each 18-month observation period (January 2015–
June 2016 and July 2016–December 2017), we first identi-
fied clusters that were both established and recently active at 
the start of that observation period (baseline). “Established” 
was defined as having $2 sequences sampled before base-
line and “recently active” was defined as having any se-
quences sampled in the 2 years before baseline. Receipt of 
new sequences in the 2 years prior was chosen as a signifier 
of recent transmission potential because viremia is a neces-
sary condition for viral sequencing. Cluster members were 
categorized as (1) baseline: person with an HIV diagnosis 
and sequence before baseline; (2) new: person newly diag-
nosed with HIV and sequenced during the observation 
period; (3) hidden: person diagnosed before baseline, but 
whose first available sequence was sampled during the 
observation period. Clusters and relevant members were 
identified independently for each observation period and 
could be included as “established” in the internal, temporal 
external, or both validation populations.
Among clusters that were established and recently 
active at baseline, growth was defined as the diagnosis of at 
least one new member in the relevant 18-month observation 
period (Fig. 1A). Nongrowing clusters were composed only 
of sequences sampled from persons diagnosed before baseline 
(baseline or hidden persons) (Fig. 1B). Although hidden
Of the 18 candidate predictors specified a priori, 2 were 
excluded from further consideration because of substantial 
missingness (.64% of cluster members with missing data): 
the percentage of cluster members who reported meeting sex 
partners online and the percentage who reported a previous or 
prevalent sexually transmitted infection (STI). Of the remain-
ing 16 predictors, 1 was cluster size at baseline, and the other 
15 (grouped by domain) were as follows: (1) temporal: years 
since the most recent diagnosis, years since the earliest 
diagnosis, and years since the earliest sequence; (2) demo-
graphic: median age at baseline, percentage persons who 
inject drugs (PWID), percentage MSM, percentage male, 
percentage black, non-Hispanic, and percentage residing in 
a single NC region; (3) clinical: percentage with HIV viral 
loads $1000 copies per milliliter at the most recent care visit 
or no viral load in the year before baseline (assumed out of 
care and detectable), percentage diagnosed during acute or 
recent infection in the 2 years before baseline, median time to 
HIV care entry after diagnosis, and percentage in HIV care 
during the year before baseline; and (4) contact tracing: 
percentage interviewed by DIS at diagnosis and percentage 
with no named, identifiable contacts.
We assessed the crude associations between each of 
these 16 candidate predictors and cluster growth to select 
variables for retention in a full multivariable model (step 2). 
To preserve the original sample for use in internal model 
validation (see step 4 below), we conducted these analyses in 
a sample drawn from the original set of established, recently 
active clusters. To create a sample of equal size to the original 
set of N observed clusters, we conducted N individual draws 
(with replacement) of clusters in the original sample. We then 
used logistic regression to estimate the unadjusted associa-
tions between each predictor and binary cluster growth, 
testing continuous, binomial, and categorical coding to 
identify the strongest predictive form for each variable. 
Predictors with Wald x2 P values .0.25 in the logistic 
regression model, along with collinear variables (Pearson 
correlation coefficient of $0.7), were excluded from further 
consideration. Of the original 16 candidate predictors, all but 
percentage men (who we removed because of collinearity 
with percentage MSM) survived this process and were 
eligible for inclusion in a full multivariable model in their 
strongest predictive forms.
To determine whether reduced models could predict 
cluster growth with similar accuracy but greater parsimony 
than the full model, we applied a bootstrap method17–19 for 
model selection (step 3) because of the small available sample 
of established clusters. This method leverages random 
samples of the same underlying population during model 
development and forces documentation and visibility of the 
volatility of predictor selection.17–19 We first drew 100 
bootstrapped samples of size N, including the previous 
sample drawn in step 2 for preliminary predictor assessments, 
forming each sample through N draws (with replacement) of 
individual clusters from the original set of N established, 
recently active clusters. We then constructed reduced logistic 
regression models in each of the bootstrapped samples 
through backward elimination, sequentially removing predic-
tors with the largest Wald x2 P value and retaining predictors
if a reduced model showed a Wald x2 P value #0.10 
compared with the previous model. The frequency of 
retention in the final model after complete backward elimi-
nation in each of the bootstrapped samples was assessed for 
each predictor (see Table 2, Supplemental Digital Content, 
http://links.lww.com/QAI/B238). Retained predictors did not 
change substantially with additional (200 or 500) boot-
strapped samples. Five candidate-reduced models were then 
generated by including predictors retained in $20%, $30%,
$40%, $50%, and $70% of the bootstrapped final models 
(see Table 3, Supplemental Digital Content, http://links.lww. 
com/QAI/B238).
The 5 candidate-reduced models and the full model were 
then applied to the original sample for final model selection 
(step 4).17–19 Models were considered sufficiently fit with x2 P 
values $0.10 using the Hosmer–Lemeshow test.20 The area 
under the receiver operating characteristic curve (ROC-AUC) 
was calculated for each reduced model in the original sample, 
and changes of #0.01 in ROC-AUC compared with the full 
model were deemed acceptable losses of predictive power.20 
We also calculated the Akaike Information Criterion and 
Bayesian Information Criterion (BIC) to evaluate comparative 
model fit. A final model was selected considering ROC-AUC, 
Akaike Information Criterion, BIC, and model complexity. 
Optimism and the optimism-corrected ROC-AUC were calcu-
lated for the final model to account for potential overestimation 
of predictive power after fitting and internally validating the 
model on the same source data set, despite bootstrapping.21 
This model was then applied to the temporal external 
validation population of clusters to test for reproducibility 
over time through ROC-AUC (step 5).
Predictive Model Application
Using the final model, we estimated predicted proba-
bilities of cluster growth for each established, recently active 
cluster, and we calculated the sensitivities and specificities of 
predicted probability cut-offs ($0.1 to $0.9 by 0.1 incre-
ments) in identifying growing clusters for potential interven-
tion. We also calculated for each cut-off the proportion of 
clusters that would require additional public health investi-
gation and the proportion of new members who belonged to 
a cluster that would be selected for investigation. We then 
repeated these calculations for the temporal external 
validation sample.
All analyses were conducted in SAS 9.4 (SAS Institute 
Inc, Cary, NC), and visualizations were produced in R 3.5.0. 
Sequence and participant data may not be shared under the 
terms of the Data Use Agreement governing this analysis. 
Deidentified data may be available through a data request 
process requiring a Data Use Agreement.
RESULTS
Study Population and HIV
Transmission Clusters
Sequences were available for 10,084 persons diagnosed 
with HIV 1982–2017. Approximately 35,000 persons were
members) and had more recently experienced a new
diagnosis (median 0.4 vs. 1.8 years between the most
recent diagnosis and baseline).
Baseline members of growing clusters were younger at
baseline (median age: 29 vs. 35 years), more likely to be male
(88.8% vs. 76.3%), and more likely to identify as black, non-
Hispanic (75.7% vs. 71.9%), and MSM (70.7% vs. 52.2%)
than baseline members of nongrowing clusters (Table 1).
Baseline members of growing clusters also had a shorter
median time to HIV care entry after diagnosis than those in
nongrowing clusters (46 vs. 78 days) but were more likely to
have HIV viremia at the most recent care visit ($1000 copies
per milliliter) or no available viral load in the year before
baseline (49.4% vs. 43.5%).
New members of growing clusters were younger
(median age: 26 years) than baseline members of both
growing and nongrowing clusters and were predominantly
self-identifying MSM (73.7%). They were also more likely to
have been diagnosed during acute or recent infection (10.1%)
than baseline members of both growing (5.5%) and non-
growing clusters (3.2%).
Predictive Model Internal and Temporal
External Validation
As the ROC-AUC values and ROC curves were nearly
identical for all candidate-reduced models (see Figure 4,
Supplemental Digital Content, http://links.lww.com/QAI/
B238), and because the Hosmer–Lemeshow test showed
acceptable goodness of fit, we selected the model with the
lowest BIC (344.47) (see Table 3, Supplemental Digital Con-
tent, http://links.lww.com/QAI/B238) and thus the best com-
parative fit as our finalmodel. This model was also considerably
FIGURE 2. A, Study population identification for model development and internal validation. B, Targeted study population
identification for temporal external validation.
living with diagnosed HIV in NC in 2017, giving overall 
sequence coverage of ;29%.22 Sequence coverage has 
increased in recent years, and sequences were available for 
49%, 52%, and 51% of persons newly diagnosed in 2014, 
2015, and 2016, respectively.12 Compared with all persons 
diagnosed with HIV and living in NC in 2017, persons with 
sequences were younger (32.6% vs. 20.3% ,35 as of 
December 31, 2017), less likely to self-identify as MSM 
(47.1% vs. 72.0%) and PWID (7.3% vs. 11.0%), and more 
likely to be African American (69.2% vs. 58.4%).
For initial model development and internal validation 
(baseline of January 2015), sequence data were available for 
8202 persons. One-third of these persons (2750/8202; 33.5%) 
were identified in 730 putative clusters, and half of all clusters 
(352/730; 48.2%) were recently active and established before 
baseline (1835 sequences) (Fig. 2A). The median established 
cluster size was 3 baseline members (range 2–34); 163 
clusters (46.3%) were dyads at baseline, 126 (35.8%) 
contained 3–5 members, 46 (13.1%) contained 6–10 mem-
bers, and 17 (4.8%) contained .10 members at baseline (see 
Figure 3, Supplemental Digital Content, http://links.lww.com/
QAI/B238).
Characteristics of Growing and
Nongrowing Clusters
One-quarter of established, recently active clusters 
(24.4%; 86/352) grew during the initial observation 
period, adding 209 new cluster members (Fig. 2A). In 
growing clusters, 89/916 cluster members (9.7%) were 
hidden, compared with 47/919 (5.1%) in nongrowing 
clusters. Growing clusters were larger at baseline than 
nongrowing clusters (median size: 5 vs. 2 baseline
TABLE 1. Selected Characteristics of Individuals in Recently Active, Established Clusters, Including Baseline Members of Both
Growing and Nongrowing Clusters and New Members of Growing Clusters in the Internal and Temporal External Validation
Samples
Characteristic
Internal Validation Temporal External Validation
Nongrowing
Clusters Growing Clusters
Nongrowing
Clusters Growing Clusters
Baseline Members,
N (%)
Baseline Members,
N (%)
New Members,
N (%)
Baseline Members,
N (%)
Baseline Members,
N (%)
New Members,
N (%)
Total 872 618 209 1204 782 263
Age at baseline
,25 yrs 125 (14.3) 153 (24.8) 90 (43.1) 149 (12.4) 204 (26.1) 119 (45.3)
25–34 yrs 318 (36.5) 263 (42.6) 62 (29.7) 470 (39.0) 360 (46.0) 89 (33.8)
35–44 yrs 176 (20.2) 95 (15.4) 30 (14.4) 261 (21.7) 114 (14.6) 17 (6.5)
. 45 yrs 253 (29.0) 107 (17.3) 27 (12.9) 324 (26.9) 104 (13.3) 38 (14.5)
Birth sex
Male 665 (76.3) 549 (88.8) 188 (90.0) 984 (81.7) 697 (89.1) 242 (92.0)
Female 207 (23.7) 69 (11.2) 21 (10.1) 220 (18.3) 85 (10.9) 21 (8.0)
Race/Ethnicity
White, non-Hispanic 163 (18.7) 96 (15.5) 38 (18.2) 231 (19.2) 111 (14.2) 59 (22.4)
Black, non-Hispanic 627 (71.9) 468 (75.7) 150 (71.8) 8533 (70.9) 592 (75.7) 177 (67.3)
Hispanic 44 (5.1) 18 (2.9) 16 (7.7) 73 (6.1) 41 (5.2) 18 (6.8)
Other 38 (4.4) 36 (5.8) 5 (2.4) 47 (3.9) 38 (4.9) 9 (3.4)
MSM 455 (52.2) 437 (70.7) 154 (73.7) 715 (59.4) 571 (73.0) 198 (75.3)
PWID 47 (5.4) 15 (2.4) 8 (3.8) 60 (5.0) 25 (3.2) 9 (3.4)
Acute or recent HIV diagnosis 28 (3.2) 34 (5.5) 21 (10.1) 53 (4.4) 67 (8.6) 21 (8.0)
Time to care entry after
diagnosis
,30 d 315 (36.1) 262 (42.4) 144 (68.9) 497 (41.3) 366 (46.8) 197 (74.9)
30–90 d 133 (15.3) 116 (18.8) 55 (26.3) 209 (17.4) 157 (20.1) 57 (21.7)
90 d–1 yr 74 (8.5) 57 (9.2) 9 (4.3) 93 (7.7) 74 (9.5) 8 (3.0)
.1 yr 350 (40.1) 183 (29.6) 1 (0.5) 405 (33.6) 185 (23.7) 1 (0.4)
In care during 1 yr prior* 686 (78.7) 490 (79.3) — 978 (81.2) 631 (80.7) —
HIV viremia ($1000 copies per
milliliter)†
379 (43.5) 305 (49.4) — 469 (39.0) 365 (46.7) —
$1 named contacts 376 (43.1) 266 (43.0) 96 (45.9) 519 (43.1) 365 (46.7) 118 (44.9)
Reached by DIS 583 (66.9) 451 (73.0) 161 (77.0) 813 (67.5) 588 (75.2) 224 (85.2)
*Attended at least one care visit during 1 year before baseline, as measured by the presence of a viral load, CD4 count, or sequence from that period in surveillance data. Excluded
those who died before baseline and those who were not yet diagnosed from calculation.
†Showed HIV viremia ($1000 copies per milliliter) at the most recent care visit or had no viral load in 1 year before baseline. Excluded those who died before baseline and those
who were not yet diagnosed from calculation.
simpler (6 predictors retained after complete elimination in
$50/100 bootstrapped samples) than the full model and had 
,0.01 loss of ROC-AUC compared with the full model.
In this final model, cluster growth was predicted by 
larger baseline cluster size [adjusted odds ratio (aOR) = 1.17 
per one-person increase], shorter median time to HIV care 
entry after diagnosis (aOR = 0.85 per 1-year increase), and 
younger median age at baseline (aOR = 0.67 per 10-year 
increase). Cluster growth was also predicted by .50%
baseline cluster members with no named contacts (aOR = 
2.13), #1 year since the most recent diagnosis in the cluster 
(aOR = 2.69), and higher percentage with HIV viremia (RNA
$1000 copies per milliliter) or no available viral load during 
the year before baseline (0% , x # 25%: aOR = 2.03; 25% 
, x # 50%: aOR = 4.31; and .50%: aOR = 2.74) (Fig. 3). 
The final model had an ROC-AUC of 0.83 and optimism-
corrected ROC-AUC of 0.82 in the internal validation 
sample, indicating excellent predictive ability.23
The temporal external validation population was com-
posed of 426 established clusters identified from all sequences 
sampled through December 2017 (Fig. 2B). The final model 
had an ROC-AUC of 0.83 in this population.
A low-predicted probability cut-off, $0.1 would 
identify clusters accounting for 92% of all new cluster 
members identified during 18 months of observation but 
would require investigation of only 55% of established 
clusters in the temporal external validation population (Fig. 
4B). Intervention upon these clusters could potentially allow 
for earlier diagnosis of or prevention of transmission to these 
92% of new cluster members. Conversely, a high cut-off, $0.9 
would require investigation of only 2% of established clusters 
but would identify clusters containing 18% of these new 
cluster members.
Sensitivity Analyses
We performed a sensitivity analysis with a maximum
pairwise genetic distance of #0.005 for cluster detection to
evaluate how a tighter genetic distance threshold would
impact the model’s predictive ability. However, too few
growing clusters were observed under this cut-off to achieve
model convergence with our data in either population of
clusters. In a second sensitivity analysis excluding dyads, we
observed an optimism-adjusted ROC-AUC of 0.746 in the
internal validation sample and an ROC-AUC of 0.812 in the
temporal external validation sample with the final model.
Predictor aORs are presented in Table 4, Supplemental
Digital Content, http://links.lww.com/QAI/B238. This small-
er population of clusters showed generally similarly trending
aORs with lower precision than the main analyses.
DISCUSSION
Identification of HIV transmission clusters that are
likely to grow in the near future has the potential to guide
prioritization of public health interventions to cluster mem-
bers and their known contacts in an era of ongoing HIV
FIGURE 3. Predictor aORs with applica-
tion of the final model to the internal and
temporal external validation samples.
Ninety-five percent confidence intervals
are shown with horizontal bars. aORs for
cluster size at baseline and median years
to care entry represent a 1-unit increase
in cluster members and years, respec-
tively. aOR for median age at baseline
represents a 10-year increase in median
age. aaOR is in comparison with#50% of
cluster members with no named con-
tacts. baOR is in comparison with.1 year
since a diagnosis in the cluster. caOR is in
comparison with 0% of cluster members
with HIV viremia.
FIGURE 4. A, Evaluation of sensitivity, specificity, and coverage of predicted probability cut-offs in the internal validation cluster
population. The solid black line indicates sensitivity and the solid gray line indicates specificity. Ninety-five percent confidence
intervals for sensitivity and specificity are shown with vertical bars. The dashed black line indicates the proportion of clusters with
predicted probabilities equal to or greater than the predicted probability cut-off. The dashed gray line indicates the proportion of
new cluster members that are included in investigated clusters with each cut-off. B, Evaluation of sensitivity, specificity, and
coverage of predicted probability cut-offs in the temporal external validation cluster population.
incidence.3 Limited resources within public health depart-
ments necessitate novel approaches to improving efficiency, 
particularly given current uncertainties around funding for 
HIV prevention, care, and treatment.24 To our knowledge, we 
have developed and validated the first public health tool for 
forecasting cluster growth with multiple cluster-level charac-
teristics obtainable from routine HIV surveillance data. Our 
model showed excellent ability to predict HIV transmission 
cluster growth over 18 months.
The predictors identified in our final model likely 
correspond with several different mechanisms for observed 
cluster growth because new cluster members (ie, persons 
signifying growth) could represent new transmissions, newly 
diagnosed cases reached as a result of contact tracing for 
baseline cluster members, or newly diagnosed cases identified 
through other routes. Two of the final predictors—specifi-
cally, more recent diagnoses and a higher prevalence of 
viremia among baseline cluster members—may be predictive 
of observed cluster growth through new transmissions. 
Viremia is a necessary condition for viral transmission, and 
recent diagnoses within a cluster may signal members who 
were unaware of their infections and/or not in care in the 
recent past. On the other hand, shorter median time between 
diagnosis and care entry may reflect strong care-seeking 
behaviors or access that may also be common to baseline 
members’ partners. As such, the association between this 
predictor and cluster growth may be related more strongly to 
infection detection in a cluster rather than transmission. Use 
of both predictors of new transmissions and predictors of 
detection of new cluster members—several of which have 
been individually identified in previous analyses9–11,25–29—
allows for the model described here to forecast cluster growth 
as observed in real-world public health scenarios.
The influence of multiple growth mechanisms suggests 
a variety of intervention strategies, and selection of an 
appropriate intervention may be guided by individual predic-
tors within the model. Clusters with large proportions of virally 
unsuppressed PLWH may benefit from enhanced support for 
care engagement and immediate antiretroviral therapy30 allo-
cated to cluster members and their named contacts who are 
newly diagnosed or currently unsuppressed. Clusters with 
a majority of members who do not report any sexual or 
injecting contacts to DIS may be ideal recipients of non-
traditional network recruitment methods, including internet 
partner notification or social network HIV screening.31 Finally, 
clusters with recent diagnoses and young members may 
especially benefit from enhanced support for pre-exposure 
prophylaxis linkage and uptake among HIV-negative named 
contacts of cluster members to interrupt future transmissions.
Selection of predicted probability cut-offs for prioriti-
zation of cluster investigation can be based on resource 
availability and intervention priorities in a given setting. 
Higher predicted probability cut-offs have lower sensitivity 
(and will thus miss some growing clusters) but allow for 
concentration of limited resources and identify clusters 
responsible for disproportionate percentages of new cluster 
members. Public health officials may prefer a low cut-off if 
the algorithm is applied only to identify clusters warranting 
further digital oversight, or a high cut-off if the algorithm is
used to identify potential clusters for heightened, resource-
intensive interventions.
Temporal external validation in a second period 
demonstrated that the combination of identified predictors 
maintained excellent predictive ability over the subsequent 
18-month interval in NC, but future changes in epidemic 
dynamics and public health practice could affect algorithm 
performance. More specifically, a new mandate for sequence 
reporting in NC32 will likely increase the proportion of newly 
diagnosed cases with sequences available beyond the 40%–
50% observed here. The time between diagnosis and 
sequencing is also shortening and a larger proportion of 
diagnosed cluster members thus have sequences available for 
analysis, can be recognized as cluster members, and contrib-
ute to the calculation of predictors year-over-year. Increasing 
completeness and rapidity of sequencing is likely to shrink 
the numbers of “hidden” cluster members, which we found to 
be more prevalent in growing vs. nongrowing clusters. 
Interventions spurred by model results may also alter cluster 
characteristics, potentially limiting future predictability for 
some clusters. As these changes occur, updates to the model 
may be required.
Although we limited our analysis to cluster-level 
predictors of cluster growth, we did observe expansion of 
singletons into clusters (Fig. 2A). Further evaluation of 
individual-level predictors of this process may provide 
additional insights for targeted public health efforts. STI 
diagnoses before and after an HIV diagnosis are strong 
indicators of sexual risk behavior that allow for HIV trans-
mission.33 We were unable to assess STI diagnosis as 
a potential predictor here due to substantial missing self-
reported data, but linkage of HIV and STI surveillance data 
may allow for inclusion of this predictor in the future.
HIV transmission clusters are derived from available 
data and should not be interpreted as the full underlying 
transmission network. MSM and PWID are underrepresented 
in current sequence data, possibly reducing our ability to 
detect cluster growth due to new diagnoses in these risk 
groups. We are unable to determine directionality from these 
data and we note that genetic linkages may not signify direct 
transmission events. We also note that cluster growth may, in 
some cases, reflect strong case finding through existing 
mechanisms. A high likelihood of cluster growth should be 
treated as a signal for further evaluation and potential tailored 
intervention, not necessarily a sign of rapid transmission. 
However, an elevated prevalence of acute/recent HIV in-
fections among new members of growing clusters relative to 
all new diagnoses with sequences in NC over the same time 
frame indicates potential to disproportionately impact ongo-
ing transmission with cluster-based interventions.
CONCLUSIONS
The predictive model developed and validated here 
leveraged existing HIV surveillance data and showed excel-
lent predictive ability to forecast transmission cluster growth 
in NC. Identification of HIV transmission clusters that are 
likely to grow over time with this type of predictive tool may
help guide prioritization of public health interventions to
maximize HIV incidence reductions.
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