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ABSTRACT
An autoencoder is used to compress and then reconstruct three-dimensional strati-
fied turbulence data in order to better understand fluid dynamics by studying the
errors in the reconstruction. The original single data set is resolved on approxi-
mately 6.9× 1010 grid points, and 15 fluid variables in three spatial dimensions are
used, for a total of about 1012 input quantities in three dimensions. The objective
is to understand which of the input variables contains the most relevant informa-
tion about the local turbulence regimes in stably stratified turbulence (SST). This
is accomplished by observing flow features that appear in one input variable but
then ‘bleed over’ to multiple output variables. The bleed over is shown to be robust
with respect to the number of layers in the autoencoder. In this proof of concept,
the errors in the reconstruction include information about the spatial variation of
vertical velocity in most of the components of the reconstructed rate-of-strain tensor
and density gradient, which suggests that vertical velocity is an important marker
for turbulence features of interest in SST. This result is consistent with what fluid
dynamicists already understand about SST and, therefore, suggests an approach to
understanding turbulence based on more detailed analyses of the reconstruction on
errors in an autoencoding algorithm.
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1. Introduction
Stably stratified turbulence (SST) is a model flow that is potentially useful for under-
standing portions of the deep ocean, stratosphere, and atmospheric boundary layer as
well as large refrigerated storage facilities and other engineered systems. In particular
SST describes the relatively small-scale dynamics, in length and time, at which turbu-
lence and mixing occurs. These small scales can be profoundly important for, say, the
conversion of kinetic energy to heat in the oceans or the drag on a submerged object,
but they are typically impractical to resolve in simulations of geophysical flows, or
even in simulations of engineering flows. Consequently, it is necessary to parametrize
the effects of these small scales in terms of the larger scales. As detailed later in this
introduction, machine learning is advancing in tuning parametrizations once they have
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been conceived by humans. In this paper we report on advances that go beyond exist-
ing approaches in order to use machine learning to teach fluid dynamicists the basis
for the parametrization in parameter spaces with too many dimensions for people to
easily work with.
The objective of parameterizing small scale effects is common to all turbulence
modeling, but SST is complicated by the fact that turbulence appears to occur in
several dynamically distinct regimes. It is widely hypothesized that effective models
will begin with correctly identifying the turbulence regime that dominates some region
in space. Portwood et al.[1] use cumulative filtered distribution functions to distinguish
three such regimes in direct numerical simulations (DNSs) of SST resolved on up to
8192 × 8192 × 1024 grid points. Those results are discussed in more detail later in
the introduction, but for the moment we simply observe that the technique used for
that research, while proven valuable, is extremely laborious and also subjective in
that it is predicated on there being three preconceived subregimes in the flows. The
motivation of the research reported here is to develop a machine learning technique
that can consider simultaneously many flow variables in three spatial dimensions at
O(1011) points in space to identify dynamically distinct flow regimes, assuming they
exist, without apriori assumptions about those regimes.
The goal of this project is to determine whether an autoencoder can reveal which
of 15 flow variables contains information about the flow regimes of interest. This is
done by reconstructing a very large snapshot in time of a simulated fluid flow and
observing the ‘bleed over’ from a three-dimensional input variable into other three-
dimensional output variables. In other words, the objective is not to generate a perfect
reconstruction, or to induce a machine to learn the statistical parameters describing
a population of flows, either of which might be approached with sufficient training
samples, but rather to derive physical insight from imperfections in the reconstruction
for a single but very large sample representing a fluid flow field at an instant in
time. Given that the largest fluid turbulence simulations to date are run on about
4 × 1012 grid points, our test with 6.9 × 1010 grid points and 15 flow variables (1012
total samples) makes this the first, to our knowledge, almost-full-scale test of machine
learning applied to fluid turbulence.
1.1. Dynamically distinct regimes in SST
A flow is stably stratified by when fluid with lower density sits on top of fluid with
higher density. This occurs due to variations in temperature in any fluid, salt concen-
trations in water, and humidity levels in air. When a flow is stably stratified, vertical
motion is constrained by buoyancy so that it is anisotropic at large length scales but
may be approximately isotropic at smaller length scales that are not strongly affected
by buoyancy. Among the earliest research in SST is that of Lin and Pao who observed
that pancake-like structures form due to the stabilizing effect of buoyancy [2]. Lilly [3]
proposed that these pancakes shear against each and that turbulence errupts because
the thickness of the pancakes dynamically adjusts so that they are susceptible to shear
instabilities; this hypothesis was formalized mathematically by Billant and Chomaz
[4]. Riley and Lindborg [5] review the main concepts of SST and de Bruyn Kops and
Riley [6] review many of the laboratory experiments and direct numerical simulations
in SST.
In Figure 1 is shown the vertical velocity on a horizontal plane in simulated SST.
These data are from case F3 in Almalkie and de Bruyn Kops [7] and are qualitatively
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Figure 1. Vertical velocity on a horizontal plane in stratified turbulence normalized by
the RMS value. White and black indicate upward and downward velocity respectively.
The simulation is case F3 in [7]. The simulation domain is 8192 × 8192 × 1024 grid
points.
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Figure 2. A: Normalized common logarithm of the potential enstrophy on a vertical
slice through simulated SST. B: The same slice with the turbulence regimes classified
by the method of Portwood et al.[1] with white indicating quiescent flow, light blue
indicating layered turbulence, and brown indicating space-filling turbulence.
consistent with those from simulations reported in, e.g., [6,8–13]. Of interest in the
current context is that it appears that different types of turbulence may be ocurring
in the flow. For example, on the right side of the figure is what appears to be an
intense patch of turbulence whereas above it on the same side is a region that appears
to be almost quiescent. Elsewhere in the image, one might observe regions that seem
qualitatively different from these two.
Based on the foregoing observation coupled with more detailed analyses, Portwood
et al. hypothesized that SST can be treated as amalagmation of dynamically distinct
flow regimes. They examined the potential enstrophy, which is the square of the vortic-
ity component aligned with the local density gradient. This quantity is well-established
for distinguishing turbulence from non-turbulence [14,15]. A plot of potential enstro-
phy from case F3 in [7] is shown in panel A of Figure 2. From this figure, it is evident
that that some of the turbulence is space filling, that is, it extends the vertical extent
of the domain, while some is layered. Recall that Lilly [3] hypothesized that the pan-
cake structures that form due to the stabilizing effects of buoyancy shear against each
other to cause turbulence. Portwood et al. hypothesize that this mechanism explains
the horizontal layers of quasi-two-dimensional (Q2D) turbulence evident in Figure 2.
They also hypothesize that when Q2D regions are sufficiently energetic that they be-
come fully three-dimensional and form a space-filling patch. Using an algorithm with
a human in the loop, they classify regions in Figure 2A as being quiescent, Q2D, or
space-filling patches. These classifications are shown in Figure 2B.
Important in the context of this paper, Portwood et al. begin with the framework
of three dynamically distinct regimes (quiescent, layers, patches) and then manually
tune thresholding parameters to distinguish the three regimes. Our objective here is
to determine how many dynamically distinct regimes occur and, in the process, teach
us how to distinguish them.
1.2. Machine learning and turbulence
The use of unsupervised methods in turbulence analysis and modeling applications has
a broad historical context in applied fields of reduced-order modeling, modal decompo-
sition and feature detection. Principal component analysis (PCA) was first applied to
turbulence problems by Lumley et al. in the 1960’s [16] before it found widespread pop-
ularity in signal processing and other data processing fields. PCA and other techniques
(such as dynamic mode decomposition or scattering transform) aid in generation of
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reduced order-models where spectral representation in a reduced space can improve
computation tractability of simulations and aid the interpretation of data. An emerg-
ing alternative to these techniques is the use of an autoencoder, a type of deep learning
machine. Deep learning is the study and application of multi-layered artificial neural
networks (ANNs) [17] applied to complex real-world problems. It has enjoyed success
in computer vision, machine translation, and other fields [18].
Recent papers report on deep networks applied to study turbulent flow. Srinivasan
et al. [19] explored the use of a simple multilayer perceptron (MLP) of [4500, 90, 90,
9] architecture, where the network had 4500 inputs, two hidden layers of 90 neurons
each, and the output was 9 neurons. The authors also explored the use of a machine
learning algorithm known as a long short-term memory (LSTM) network, which is
often used to explore dynamic data, or time-series data. Their goal was to predict
turbulent statistics. They used a data set of 10,000 different turbulent time series.
Maulik et al. [20] also used an MLP. Their output was a classifier with the goal of
identifying positive eddy-viscosity in flows in snapshot images from a database of direct
numerical simulations (DNSs).
An autoencoder is an ANN used for unsupervised learning in which (in the ‘under-
complete’ setting) a function to reduce the dimensionality of a particular data set is
learned as a byproduct of learning to reconstruct compressed inputs [21]. The autoen-
coder first encodes data into a smaller representation (code tensor) using a learned
function z = e(x; θe). The code tensor is then decoded back into the shape of the
input sample, xˆ = d(z; θd). These functions are parametrized by two ANNs called the
encoder and decoder networks, respectively.
Gonzalez and Balajewcz [22] use an convolutional autoencoder with a LSTM for
learning low-dimensional feature dynamics of fluid systems. Their input was 128 ×
128 snapshots. Like Mohan et al. [23] and King et al. [24], they used convolutional
autoencoders to ‘compress’ the data and then, since the data represent flow dynamics,
they applied a LSTM to the compressed layer. Mohan et al. and King et al. used
128× 128× 128 image snapshots from DNS as input.
ANNs are designed to minimize a loss function L(x, xˆ), i.e., to reconstruct the in-
put as accurately as possible. This minimization is accomplished by stochastic gradient
descent (SGD) via the back-propagation algorithm. In the process of learning to re-
construct inputs, a compressed representation of the data is learned in code tensor
space. Additional penalties can be added to the loss function as soft constraints on
the learned representation, e.g., regularization on the network’s weights (weight decay)
to encourage them to be small.
One approach to using autoencoders involves minimizing the loss function L(x, xˆ)
with respect to multiple training examples {xi}ntraini=1 . Applications include generating
reduced-order, or compressed, representations of turbulence [24,25]. Compressed repre-
sentations have been applied to temporal modeling or emulation techniques [22,23,26]
and to generate synthetic turbulence as initial conditions for simulations [27]. Here
emulation is distinct from simulation in that the former attempts to model the lat-
ter without classical numerical techniques and at lower computational cost. Indeed,
neural network models have also been developed to approach the closure problem of
turbulence by tuning or generating turbulence closure in large-eddy simulation [28–31]
or Reynolds-averaged frameworks [32–34].
Our use of an autoencoder is somewhat different from that described in the pre-
ceding paragraph. Like some of the investigators cited above, we use a convolutional
autoencoder (CAE). Unlike those investigators our goal is to use a CAE to ‘discover’
new features in 15-dimensional space. We are motivated by Vapnik [35]:
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When solving a given problem, try to avoid solving a more general problem as an inter-
mediate step.
Vapnik is saying that in most applications of machine learning the investigators are
concerned with estimation of densities for a universal problem in that domain. That
is, the focus is on having the learning machine induce the statistical parameters for
a distribution, or on building a regression model that successfully generalizes (i.e.
interpolates). Vapnik’s argument is that even with a small data set it is possible to
induce a regression or classification boundary that will be ‘good enough’. Our goal
is not to build a general model of SST but rather to explore the use of a CAE to
estimate if the learning machine can inform us about higher dimensions in stably
stratified turbulence.
Our approach is to use a very high-dimensional data set of about 1012 input quanti-
ties. We discuss a technique to down sample and reduce it to 108. After reconstruction
of the outputs we observe that certain features ’bleed over’ from the compression layer
(the code tensor). This suggests one can use a CAE to explore novel questions about
code tensor and output reconstruction.
2. Direct Numerical Simulation Database
The simulated flows considered in this research are solutions to the Navier-Stokes
equations in a non-rotating reference frame subject to the Boussinesq approximation
for flows with variable density [36]. Our interest is in turbulence that results from
forcing at large horizontal length scales, such as by ocean dynamics much larger than
turbulent motions, and so we parametrize the flow in terms of a velocity scale Uˆ and
a length scale Lˆ that are characteristic of the forcing. The remaining quantities used
in the parametrization are the acceleration due to gravity, gˆ, the ambient density,
ρˆ(zˆ), the molecular viscosity, µˆ, and the thermal diffusivity, αˆ. The notation ˆ de-
notes dimensional quantities which combine to form the nominal Froude, Prandtl, and
Reynolds numbers
F =
2piUˆ
NˆLˆ
, Pr =
µˆ/ρˆ0
αˆ
and Re =
Uˆ Lˆ
µˆ/ρˆ0
,
with Nˆ2 = −(gˆ/ ρˆ)(d ρˆ/dzˆ) the square of the buoyancy frequency and ρˆ0 the reference
density.
With the scaling just defined, the dimensionless governing equations are
∇ · ~u = 0 (1a)
∂~u
∂t
+ ~u · ∇~u = −
(
2pi
F
)2
ρ~ez −∇p+ 1
Re
∇2~u+~b (1b)
∂ρ
∂t
+ ~u · ∇ρ− w = 1
Re Pr
∇2ρ . (1c)
Here, ~u = (u, v, w) is the velocity vector, and ρ and p are the deviations of density and
6
pressure from their ambient values. The force, ~b, is explained in the next subsection.
Also, ~ez is the unit vector in the vertical direction. The pressure is scaled by the
dynamic pressure, ρˆ0Uˆ
2, and the density using the ambient density gradient, i.e., it is
scaled by Lˆ
∣∣dρˆ/dzˆ∣∣.
We solve the governing equations numerically using the pseudo-spectral technique
described by Riley and de Bruyn Kops [8]. Spatial derivatives are computed in Fourier
space, the non-linear terms are computed in real space, and the solution is advanced in
time in Fourier space with the variable-step, third-order, Adams-Bashforth algorithm
with pressure projection. The non-linear term in the momentum equation is computed
in rotational form, and the advection term in the internal energy equation is computed
in conservation and advective forms on alternate time steps. These techniques are
standard to eliminate most aliasing errors and ensure conservation of energy, but the
simulations reported in this paper are fully dealiased in accordance with the 2/3 rule
via a spectral cutoff filter.
2.1. Forcing
The force ~b in (1) is implemented by the deterministic forcing schema denoted Rf in
[37]. The objective is to force all of the simulations to have the same spectra Eh(κh, κz)
with κh < κf and κz = 0. The highest wave number forced is κf = 16pi/Lh with
Lh the horizontal dimension of the numerical domain. Deterministic forcing requires
choosing a target spectrum Ef (κh < κf , 0). Unlike for turbulence that is isotropic
and homogeneous in three dimensions, there are no theoretical model spectra for Ef
(c.f. [38]). Therefore, run 2 from [39] was rerun using a stochastic forcing schema
similar to that used by Lindborg and denoted schema Qg in [37]. The spectrum for
Eh(κh < κf , 0) was computed from this simulation and used as the target for the
simulations reported in the current paper.
In addition to forcing the large horizontal scales, 1% of the forcing energy is applied
stochastically to wave number modes with κh = 0 and κz = 2pij/Lv, j = 2, 3, 4. Here
Lv is the vertical dimension of the numerical domain. This random forcing induces
some vertical shear [39].
2.2. Dynamically Relevant Variables
In Portwood et al.[1], it is assumed that the best variable for identifying the turbulence
regimes is ∂ρ/∂z and that the appropriate metric, shown in Figure 2, is potential
enstrophy, which is a particular linear combination of spatial derivatives of ~u. One
of the objectives of the research reported here is to verify this assumption by giving
the machine learning algorithm access to the basic quantities expected to be relevant
based on our understanding flow physics. By considering (1), we see that velocities and
the spatial derivatives of velocity and density are important. We consider a snapshot
of the flow field in time so that temporal derivatives are not relevant for the current
analysis but are certainly important dynamically. The spatial derivatives of pressure
respond to acceleration forces to ensure that mass is conserved locally and so, at least
for now, we do not consider them to be in the minimum set of quantities to be given
to the machine learning algorithm. Therefore, in the analyses that follow 15 quantities
are used: three velocities components ~u, nine velocity derivatives∇~u, and three density
derivatives ∇ρ.
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3. Data and Pre-processing
The data consists of data for a snapshot in time of the the flow field. The simulation
domain size has been spectrally filtered to 3842 × 3842 × 482 grid points that are
evenly spaced with the smaller dimension in the direction of the gravity vector. This
filtering step applies the 2/3 dealiasing filter in Fourier space that is inherent in the
simulation technique as described in the previous section and removes a very small
amount of information at the length scales of the smallest turbulent motions in the
flow that is important numerically in the simulations but not dynamically for the
current purpose. For this snapshot in time, the 15 quantities defined in the previous
subsection (velocity, velocity derivatives, and density derivatives), are stacked to form
a 4-dimensional tensor with dimensions [15, 3842, 3842, 482]. While the simulations
use 64-bit arithmetic, for the purposes here the data are reduced to 32-bit floating
point with a memory requirement of approximately 426GB. This is prohibitively large
for a proof of concept using a neural network.
To reduce memory requirements and simplify the auto-encoding problem, we take
the first quarter of the extent in both horizontal directions, giving us a new tensor
of shape [15, 961, 961, 482], when 961 = d3842/4e. We then downsample by a factor
of 4 in each spatial direction, giving us a new tensor of shape [15, 241, 241, 121].
This reduces the total number of elements from 15 × 38422 × 482 ≈ 1.067 × 1011 to
15× 2412 × 121 ≈ 1.054× 108. Tensors of this size require only ≈ 0.42Gb of memory,
a much more manageable size. Thus, it is possible to store approximately 32 examples
on a single 16Gb GPU at a time to use for training. We can repeat the process of
downsampling the data to include different regions of the data set but we do not do
that here because our interest is in the reconstruction errors for a single sample.
We normalize the data by subtracting the mean and dividing by the standard de-
viation on each input channel. Normalizing by the standard deviation is justified for
all input channels because each input variable is approximately Gaussian [40]. The
distributions of the longitudinal velocity derivatives are slightly skewed because the
flows generate vorticity [41], but the departures from Gaussian distributions are small
for our purposes here.
4. Results and Discussion
4.1. Neural network models
In a 3D convolutional layer, a number of filters are learned that capture features
of the input data. That is, nf weight kernels (three-dimensional tensors) of shape
k1 × k2 × k3 (with channel dimension d = 15, corresponding to the fluid simulation
variables) are slid across the input volume with strides (s1, s2, s3). The parameter k
is the width, height, and depth of the convolutional filters used to process the input in
the convolutional layer, and s is the horizontal, vertical, and depth-wise stride of the
filter as it is moved across the input space. For simplicity, we focus on k = k1 = k2 = k3
and s = s1 = s2 = s3. Convolutional networks exhibit translation invariance due to
the parameters of convolution kernels being re-used at multiple locations; essentially,
the same feature(s) can be recognized in different parts of the input space, and data
arranged in a grid (e.g., fluid volumes, images) maintains its spatial structure even as
it is processed.
We experiment with convolutional autoencoders (CAEs) to efficiently process the
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Figure 3. Diagram of convolutional autoencoder architecture with two encoding and
two decoding layers. The input data is processed by convolutional kernels that are
slid across the input space, reducing its dimensionality. This process is repeated until
producing the code tensor (z), which is de-convolved an equal number of times to pro-
duce a tensor with the original input size. The input and output tensors are compared
via a loss function L(x, xˆ), and convolution parameters are updated in the negative
direction of gradients ∇θeL(x, xˆ), ∇θdL(x, xˆ).
three spatial dimensions of the data. These are autoencoders which have one or more
convolutional layers; in this case, we use three-dimensional convolutions to match
the dimensionality of the fluid volume. Since we use only convolutional layers in our
method, each element of the code tensor will map to a specific, contiguous region of
the fluid volume from which it receives inputs, which can then be analyzed with, e.g.,
saliency maps to determine how the activation of the code tensor changes as the input
data varies [42]. A diagram of a convolutional architecture is shown in Figure 3.
We experiment with two-, four-, and six-layer CAEs. The two-layer network has a
three dimensional convolutional layer with kernel size k = 3 and stride s = 3, with a
variable number of filters nf , and uses the hyperbolic tangent activation function. It
maps the input data to a smaller volume, the code tensor. Similarly, for the decoding
step, the network has a deconvolutional (transpose convolution) layer with the same
kernel size and stride parameters as the convolutional layer, and which maps the
code tensor back to a tensor with the same shape as the input data. The four- and
six-layer networks have additional convolutional and deconvolutional layers with the
same kernel size and stride parameters, which allow us to encode the input data into
even smaller code tensors.
The size of the code tensor of the two-layer CAE is [nf , 81, 81, 41]. This has
269, 001 × nf elements; therefore, nf < (1.054× 108/2.69× 105) ≈ 392 in order for
the code tensor to compress the input volume. We want nf as small as possible while
maintaining a good reconstruction error, in order to maximize compression, making
downstream analysis of code tensors more computationally efficient.
We vary the number of convolution filters nf to study the effect on the reconstruction
loss from training the two-layer autoencoder on the fluid simulation data. Loss curves
for various settings of nf are compared in Figure 4. Using nf = 64, we achieve a
compression ratio of approximately (1.054× 108)/(64× 269, 000) ≈ 6.5, with ≈17.2M
elements in the code tensor and using ≈52K learned parameters.
To train the four- and six-layer autoencoders, we adopted a layer-wise train-
ing scheme [43]. For example, to train the four-layer network, we first train a
two-layer CAE, then train another, smaller two-layer CAE to reconstruct the for-
mer’s code tensor. We stack up these two networks and fine-tune the weights of
the resulting four-layer network. The size of the four-layer CAE’s code tensor is
[nf2 , 27, 27, 15], where nf2 is the number of filters in the second convolutional layer.
This has 10, 935 × nf2 elements. Using nf2 = 64, we achieve a compression ratio of
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Figure 4. Comparison of loss curves for CAE model #1 trained for 10K iterations
with different settings of nf1 . RMS (dotted red line at the top) denotes the root mean
square of the input data. The remaining lines are in the same order, top to bottom,
as the legend.
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Architecture nf1 nf2 nf3 Mean abs. diff. Compression
2-layer CAE 64 - - 0.3396 6.5
2-layer CAE 128 - - 0.2786 3.25
4-layer CAE 64 64 - 0.4870 151
4-layer CAE 64 128 - 0.4554 75.5
4-layer CAE 128 128 - 0.4546 75.5
6-layer CAE 64 64 64 0.5460 4,066
6-layer CAE 64 64 128 0.5255 2,033
6-layer CAE 64 128 128 0.5160 2,033
6-layer CAE 128 128 128 0.5279 2,033
Table 1. Comparison of convolutional autoencoder reconstruction loss and compression
ratio by architecture and filter size. There is an inherent trade-off between reconstruc-
tion error and compression. The lowest error and the highest compression ratio are in
bold.
≈ (1.054× 108/64× 10, 935) ≈ 151, with ≈700K elements in the code tensor and using
≈273K learned parameters.
We trained the six-layer autoencoder using the same stacking procedure as with
the four-layer network. The size of the code tensor is [nf3 , 9, 9, 5], where nf3 is the
number of filters in the third convolutional layer. This has 405×nf3 elements. Choosing
nf3 = 64, we achieve a compression ratio of ≈ 1.054 × 108/(64 × 405) ≈ 4, 066, with
≈25.9K elements in the code tensor and using ≈495K learned parameters.
4.2. Reconstruction
From the data in Table 1 we can compare the average per-point absolute difference
between the input and reconstructed data for a number of architectures and choices
of filters. The reconstruction loss generally increases with the depth of the network,
and decreases with the size of the code tensor and number of convolution filters.
Figure 5 includes slices viewed from above the input and reconstructed flow fields
with the reconstructions done using two-, four-, and six-layer convolutional autoen-
coders. As the volume of the code tensor decreases, reconstruction loss increases and
is visually apparent. We use non-overlapping convolutions, where the kernel size is
equal to the stride, so each element in the code tensor is a function of a unique, non-
overlapping volume in input space. Similarly, each element in the reconstructed output
is a function of a single unique element in the previous convolutional layer. This leads
to the grid-like visual artifacts most apparent in Figure 5d. These artifacts could be
avoided with a different selection of convolutional layer kernel size and stride, wherein
neighboring receptive fields overlap, but at the cost of lower compression ratios [44].
Of interest from the fluid dynamics perspective, some of the input variables appear
to ‘bleed through’ in the reconstruction of other input variables. More precisely, since
all the quantities in the figure are normalized by the their own standard deviations, the
autoencoder causes some information in the flow to be squelched and thereby enhance
other features relative to the remainder of the flow field. In particular, note the circled
feature 5b, which is not evident in the other inputs but is evident in many of the
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reconstructions. Significantly, it is evident in the reconstructions of the 2-, 4-, and 6-
layer networks, and is, therefore, robust to the details of the autoencoder. The circled
feature is in the input vertical velocity, which has long been recognized as an important
identifier of features in SST, c.f. figure 9 in [8]. It appears that the autoencoder has
identified a key feature of stratified turbulence via a set of mathematical operations
applied without information about fluid mechanics. This result is potentially significant
because recall that Portwood et al. [1] depended on deep understanding of SST to
design their feature recognition algorithm. A next step in this line of research is to
understand why the autoencoder produces results consistent with our understanding
of fluid dynamics and then understand what other characteristics of the flow it is
identifying of which we were not previously aware.
4.3. Learned embedding
Next we consider the embedding of the fluid flow information into a low-dimensional
space. In this space, we hope it will be simpler to identify distinct fluid regimes by
clustering (or a similar method) which would be otherwise infeasible in the original
space. This relies on the assumption that the embedding function preserves useful in-
formation about flow regimes contained in the original inputs. To compute a clustering
of code tensors, a data set with multiple examples is needed, but here the objective is
to understand a snapshot in time of a fluid flow.
Slices of the code tensor activation for two-, four-, and six-layer networks are shown
in Figure 6. Code tensor activation is highly non-uniform and appears to capture
some of the structure of the input data, especially apparent in the two- and four-
layer visualizations; cf. Figure 5a. In particular, the feature circled in Figure 5 are
evident in the two- and four-layer results in Figure 5b. Each filter appears to capture
a downsampled version of a combination of one or more of the input variables. This
is especially obvious in Figure 5b, where, with stride 3, the two-layer CAE appears
to have computed a factor of 3 downsampling and learned combination of the input
data.
4.4. Power spectra
A standard metric in fluid turbulence is spectra and we compare power spectra densi-
ties for the original input data, a “good” reconstruction, and a “poor” reconstruction,
according to the MSE metric, in Figure 7. A two-layer CAE with f1 = 256 is used to
create the good reconstruction (MSE ≈ 0.01), and a two-layer CAE with f1 = 8 is used
to create the poor reconstruction (MSE ≈ 0.9). The autoencoder with greater capacity
and, as a result, lower reconstruction error, is able to match the power spectra density
of the inputs quite well, whereas the lower-capacity model struggles to capture higher
wavenumbers. The spectra give us an objective measure of a reconstruction that likely
contains too much error for informing us about the fluid flow physics.
Mohan et al.[23] reported that higher wavenumbers are difficult to reconstruct due
to information being lost due to downsampling, where convolution stride determines
the degree of downsampling Increasing stride has the effect of reducing the coverage
of a convolution kernel over the input space, with the benefit that the input data
is compressed more at lower network depths. Decreasing the stride from 3 to 2 or
1 would likely improve reconstruction at higher wavenumbers at the cost of smaller
compression ratios. On the other hand, increasing the stride above 3 would make it
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(a) Input data. All 15 fluid variables are
shown on a horizontal slice. Circled is an ex-
ample of a flow feature of interest that ap-
pears in the reconstruction, but not the in-
put, of other variables.
(b) Reconstruction with 2-layer network with
nf1 = 64.
(c) Reconstruction with 4-layer network with
nf1 = nf2 = 64.
(d) Reconstruction with 6-layer network with
nf1 = nf2 = nf3 = 64.
Figure 5. Input data and reconstructions by networks of various depth.
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(a) Two-layer CAE code tensor activation
with nf1 = 64.
(b) Four-layer CAE code tensor activation
with nf1 = nf2 = 64.
(c) Six-layer CAE code tensor activation
with nf1 = nf2 = nf3 = 64.
Figure 6. Slices of the code tensor activation by networks of various depth. 64 filters
are used by all convolutional layers. 16 randomly sampled channels of the code tensor
are shown.
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Figure 7. Comparison of the power spectra densities for the input data, a good recon-
struction (MSE ≈ 0.01), and a poor one (MSE ≈ 0.9).
longer than the side length of the convolution kernel, thereby causing the kernel to
skip over parts of the input data and thus fail to reconstruct even lower wavenumbers.
We chose a stride of 3 as a trade-off between compression ratio, network depth, and
reconstruction of relatively high wavenumbers given a sufficient number of convolution
filters.
5. Conclusion
Machine learning is increasingly used to rapidly and objectively identify features in
turbulence based on characteristics defined by humans. In this research, we turn the
problem around and ask what machine learning can tell us about a fluid flow that
we do not understand. As a test case, we consider regime identification in stably
stratified turbulence (SST). Using a manual method, Portwood et al. [1] identify three
turbulence regimes in SST by considering only the vertical derivative of density. Here
we take into account 15 input variables including the three dimensional velocity, its
nine spatial derivatives, and the spatial derivatives of density. The machine learning
algorithm is given no cues about fluid mechanics, such as from training samples, beyond
that contained in the 15 input variables provided.
The input data considered is a snapshot in time of one of the largest direct numerical
simulations of turbulence so that this is a test of machine learning on a realistic data
base. A convolutional autoencoder is used with various numbers of layers to reduce
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the data and then reconstruct it. Of interest are the errors in the reconstruction due to
information from one input bleeding over to multiple outputs. It is hypothesized that
such bleed over is indicative of an important input variable. An equivalent interpreta-
tion of the results involves considering what characteristics in the inputs are squelched
in the outputs as if to indicate that they are not important. Indeed, it is observed that
features from vertical velocity are prominent in the reconstruction of other output
variables and independent of the number of layers in the autoencoder. The features
also appear in the code tensor activation in many of the autoencoder channels. This
is significant because vertical velocity has long be recognized as a marker of key fea-
tures in SST. Thus, it appears that the autoencoder, with no information about fluid
mechanics other than that contained in the input fields, has reproduced an important
piece of human understanding of SST. The next step in this line of research is to
analyze the reconstructions and activation tensors in more detail to teach the fluid dy-
namicists what other features of the flow the autoencoder is identifying as important
or not important.
6. Acknowledgments
The simulations used for this research were sponsored by the Office of Naval Research
via grant N00014-15-1-2248. High performance computing resources were provided
through the U.S. Department of Defense High Performance Computing Moderniza-
tion Program by the Army Engineer Research and Development Center and the Army
Research Laboratory under Frontier Project FP-CFD-FY14-007. The research activity
of G.D.P. is supported by the Department of Energy National Nuclear Security Admin-
istration Advanced Simulation and Computing (ASC) program through the Physics
and Engineering Models Mix & Burn and the Advanced Technology Development
and Mitigation projects, and by a Los Alamos National Laboratory Directed Research
& Development project #20190059DR.
References
[1] Portwood GD, de Bruyn Kops SM, Taylor JR, et al. Robust identification of dynamically
distinct regions in stratified turbulence. J Fluid Mech. 2016;807:R2 (14 pages).
[2] Lin JT, Pao YH. Wakes in stratified fluids: a review. Annu Rev Fluid Mech. 1979;11:317–
338.
[3] Lilly DK. Stratified turbulence and the mesoscale variability of the atmosphere. J Atmos
Sci. 1983;40:749–761.
[4] Billant P, Chomaz JM. Self-similarity of strongly stratified inviscid flows. Phys Fluids.
2001;13:1645–1651.
[5] Riley JJ, Lindborg E. Stratified turbulence: A possible interpretation of some geophysical
turbulence measurements. J Atmos Sci. 2008;65(7):2416–2424.
[6] de Bruyn Kops SM, Riley JJ. The effects of stable stratification on the decay of initially
isotropic homogeneous turbulence. J Fluid Mech. 2019;860:787821.
[7] Almalkie S, de Bruyn Kops SM. Kinetic energy dynamics in forced, homogeneous, and
axisymmetric stably stratified turbulence. J Turbul. 2012;13(29):1–29.
[8] Riley JJ, de Bruyn Kops SM. Dynamics of turbulence strongly influenced by buoyancy.
Phys Fluids. 2003;15(7):2047–2059.
[9] Brethouwer G, Billant P, Lindborg E, et al. Scaling analysis and simulation of strongly
stratified turbulent flows. J Fluid Mech. 2007;585:343–368.
16
[10] Waite ML. Stratified turbulence at the buoyancy scale. Phys Fluids. 2011 JUN;
23(6):066602.
[11] Kimura Y, Herring JR. Energy spectra of stably stratified turbulence. J Fluid Mech. 2012;
698:19–50.
[12] Bartello P, Tobias SM. Sensitivity of stratified turbulence to buoyancy Reynolds number.
J Fluid Mech. 2013;725:1–22.
[13] Maffioli A, Davidson PA. Dynamics of stratified turbulence decaying from a high buoyancy
Reynolds number. J Fluid Mech. 2016;786:210–233.
[14] Corrsin S, Kistler AL. Free-stream boundaries of turbulent flows. NACA Report. 1955;
1224:1033–1064.
[15] Watanabe T, Riley JJ, de Bruyn Kops SM, et al. Turbulent/non-turbulent interfaces in
wakes in stably stratified fluids. J Fluid Mech. 2016 6;797:R1.
[16] Lumley J, Yaglom A, Tatarski V. Atmospheric turbulence and radio wave propagation.
Journal of Computational Chemistry. 1967;23(13):1236–1243.
[17] Goodfellow I, Bengio Y, Courville A. Deep learning. MIT Press; 2016. http://www.
deeplearningbook.org.
[18] LeCun Y, Bengio Y, Hinton GE. Deep learning. Nature. 2015;521:436–444.
[19] Srinivasan P, Guastoni L, Azizpour H, et al. Predictions of turbulent shear flows using
deep neural networks. Physical Review Fluids. 2019;4(5):054603.
[20] Maulik R, San O, Jacob JD, et al. Online turbulence model classification for large eddy
simulation using deep learning. arXiv preprint arXiv:181211949. 2018;.
[21] Baldi P. Autoencoders, unsupervised learning and deep architectures. In: Proceedings of
the 2011 International Conference on Unsupervised and Transfer Learning Workshop -
Volume 27. JMLR.org; 2011. p. 37–50; UTLW’11. Available from: http://dl.acm.org/
citation.cfm?id=3045796.3045801.
[22] Gonzalez FJ, Balajewicz M. Learning low-dimensional feature dynamics using deep con-
volutional recurrent autoencoders. arXiv preprint arXiv:180801346. 2018;.
[23] Mohan A, Daniel D, Chertkov M, et al. Compressed convolutional LSTM: An effi-
cient deep learning framework to model high fidelity 3d turbulence. arXiv preprint
arXiv:190300033. 2019;.
[24] King R, Hennigh O, Mohan A, et al. From deep to physics-informed learning of turbulence:
Diagnostics. arXiv preprint arXiv:181007785. 2018;.
[25] Vijayan M, Mohan R. Background modeling using deep-variational autoencoder. In: In-
ternational Conference on Intelligent Systems Design and Applications; Springer; 2018.
p. 335–344.
[26] Omata N, Shirayama S. A novel method of low-dimensional representation for temporal
behavior of flow fields using deep autoencoder. AIP Advances. 2019;9(1):015006.
[27] Fukami K, Kawai K, Fukagata K. A synthetic turbulent inflow generator using machine
learning. arXiv preprint arXiv:180608903. 2018;.
[28] Sarghini F, De Felice G, Santini S. Neural networks based subgrid scale modeling in large
eddy simulations. Computers & fluids. 2003;32(1):97–108.
[29] Beck AD, Flad DG, Munz CD. Deep neural networks for data-driven turbulence models.
ResearchGate preprint. 2018;.
[30] Maulik R, San O, Rasheed A, et al. Subgrid modelling for two-dimensional turbulence
using neural networks. Journal of Fluid Mechanics. 2019;858:122–144.
[31] Nikolaou ZM, Chrysostomou C, Minamoto Y, et al. Neural network-based modelling
of unresolved stresses in a turbulent reacting flow with mean shear. arXiv preprint
arXiv:190408167. 2019;.
[32] Ling J, Kurzawski A, Templeton J. Reynolds averaged turbulence modelling using deep
neural networks with embedded invariance. Journal of Fluid Mechanics. 2016;807:155–
166.
[33] Moghaddam AA, Sadaghiyani A. A deep learning framework for turbulence modeling
using data assimilation and feature extraction. arXiv preprint arXiv:180206106. 2018;.
[34] Zhao Y, Akolekar HD, Weatheritt J, et al. Turbulence model development using cfd-driven
17
machine learning. arXiv preprint arXiv:190209075. 2019;.
[35] Vapnik V. The nature of statistical learning theory. Springer science & business media;
2013.
[36] Boussinesq J. The´orie analytique de la chaleur. Vol. 2, p. 172. Gauthier-Villars, Paris;
1903.
[37] Rao KJ, de Bruyn Kops SM. A mathematical framework for forcing turbulence applied
to horizontally homogeneous stratified flow. Phys Fluids. 2011;23:065110.
[38] Overholt MR, Pope SB. A deterministic forcing scheme for direct numerical simulations
of turbulence. Computers & Fluids. 1998;27:11–28.
[39] Lindborg E. The energy cascade in a strongly stratified fluid. J Fluid Mech. 2006;550:207–
242.
[40] de Bruyn Kops SM. Classical turbulence scaling and intermittency in stably stratified
Boussinesq turbulence. J Fluid Mech. 2015;775:436–463.
[41] Taylor GI. The spectrum of turbulence. P Roy Soc Lond A Mat. 1938;.
[42] Simonyan K, Vedaldi A, Zisserman A. Deep inside convolutional networks: Visualising
image classification models and saliency maps. CoRR. 2013;abs/1312.6034.
[43] Bengio Y, Lamblin P, Popovici D, et al. Greedy layer-wise training of deep networks.
In: Proceedings of the 19th International Conference on Neural Information Processing
Systems; Cambridge, MA, USA. MIT Press; 2006. p. 153–160; NIPS’06. Available from:
http://dl.acm.org/citation.cfm?id=2976456.2976476.
[44] Odena A, Dumoulin V, Olah C. Deconvolution and checkerboard artifacts. Distill. 2016;
Available from: http://distill.pub/2016/deconv-checkerboard.
18
