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Resumo
Este trabalho apresenta a infereˆncia do modelo de regressa˜o ordinal, considerando
a ligac¸a˜o Logit e a abordagem da verossimilhanc¸a multinomial. Foi proposta uma
reparametrizac¸a˜o do modelo de regressa˜o. As infereˆncias foram realizadas dentro de
um cena´rio bayesiano fazendo-se o uso das te´cnicas de MCMC (Markov Chain Monte
Carlo). Sa˜o apresentadas estimativas pontuais dos paraˆmetros e seus respectivos in-
tervalos HPD, assim como um teste de significaˆncia genuinamente bayesiano FBST
(Full Bayesian Significance Test) para os paraˆmetros de regressa˜o. A metodologia
adotada foi aplicada em dados simulados e ilustrada por um problema gene´tico que
verificou a influeˆncia de um certo tipo de radiac¸a˜o na ocorreˆncia de danos celula-
res. A abordagem da verossimilhanc¸a multinomial combinada a` reparametrizac¸a˜o
do modelo e´ de fa´cil tratamento devido ao aumento da capacidade computacional e
do avanc¸o dos me´todos MCMC. Ale´m disso, o FBST se mostrou um procedimento
simples e u´til para testar a significaˆncia dos coeficientes de regressa˜o, motivando
assim a utilizac¸a˜o de uma abordagem bayesiana na modelagem de dados ordinais.




This work presents inferences of ordinal regression models considering the Logit
link functions and the multinomial likelihood approach. A new reparametrization
was proposed for the regression model. The inferences were performed in a bayesian
scenario, using the MCMC (Markov Chain Monte Carlo) technics. Point estimates
of the parameters and their respective HPD credibility intervals are presented, as
well a Full Bayesian Significance Test (FBST) for the regression parameters. This
methodology was applied on simulated data and illustrated in a genetic problem
which was to verify the influence of certain radiation on the occurrence of cellular
damage. The multinomial likelihood approach combined with the model reparame-
trization is easy to treat due the increasing computing power and the advancement
of MCMC methods. Moreover, the FBST proved being a simple and useful proce-
dure for testing the significance of regression coefficients, thus motivating the use of
a bayesian approach in ordinal data modeling.
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Os modelos de regressa˜o log´ıstica sa˜o utilizados com o objetivo de relacionar
uma varia´vel resposta qualitativa com um conjunto de va´ria´veis explicativas. Em
seu caso mais simples, em que a varia´vel resposta e´ dicotoˆmica, tem-se o modelo
de regressa˜o log´ıstica bina´ria. E´ possivel, no entanto, ter um nu´mero maior de
categorias, configurando uma varia´vel com resposta politoˆmica, resultando em um
modelo de regressa˜o log´ıstica multi-catego´rico.
No caso em que a varia´vel resposta e´ nominal, tem-se um modelo de regressa˜o
log´ıstica multi-catego´rico nominal, ou simplesmente modelo log´ıstico nominal. Ao se
tratar de uma varia´vel catego´rica ordinal, a presenc¸a de uma ordenac¸a˜o na resposta
torna pouco razoa´vel a aplicac¸a˜o da regressa˜o nominal pelo fato da mesma na˜o
considerar essa ordenac¸a˜o. O cara´ter ordinal da varia´vel resposta permitiria a adoc¸a˜o
de modelos mais refinados, como os modelos de regressa˜o log´ıstica multi-catego´rico
ordinal (ou modelo log´ıstico ordinal).
A presenc¸a de varia´veis catego´ricas ordinais e´ muito comum em muitas a´reas de
estudo, principalmente quando na˜o e´ poss´ıvel obter medidas exatas das varia´veis.
As varia´veis ordinais podem surgir atrave´s de mecanismos completamente distin-
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tos. Anderson (1984) classifica as varia´veis ordinais em: i) varia´veis quantitativas
agrupadas e; ii) varia´veis catego´ricas naturalmente ordenadas. O primeiro tipo de
varia´veis representa uma versa˜o categorizada de uma varia´vel quantitativa. Como
exemplo, tem-se que a nota de um aluno em uma escola pode ser medida ordinal-
mente atrave´s da categorizac¸a˜o [0,3), [3,5), [5,7), [7,9) e [9,10], por exemplo (esse
exemplo representa a categorizac¸a˜o das notas em menc¸o˜es, adotada pela Universi-
dade de Bras´ılia). Ja´ o segundo tipo de varia´vel ordinal ocorre quando e´ avaliada
uma informac¸a˜o na˜o quantifica´vel, associada a n´ıveis de uma escala originalmente
ordinal. Como exemplo, tem-se a concordaˆncia sobre um assunto, cuja varia´vel pode
apresentar va´rios n´ıveis desde Concordar Plenamente a Discordar Plenamente.
Neste contexto, devido a` importaˆncia das varia´veis ordinais, o objetivo deste
trabalho e´ realizar infereˆncias em um modelo de regressa˜o ordinal dentro de um
contexto bayesiano. O me´todo consistira´ em determinar as estimativas pontuais e
intervalares de cada um dos paraˆmetros do modelo e tambe´m propor um teste de
significaˆncia genuinamente bayesiano (FBST - Full Bayesian Significance Test) para
testar a significaˆncia estat´ıstica dos coeficientes das varia´veis explicativas (Pereira
and Stern, 1999). A infereˆncia sera´ realizada exclusivamente pela distribuic¸a˜o a
posteriori dos paraˆmetros, que sera´ aproximada atrave´s de simulac¸o˜es via MCMC
- Markov Chain Monte Carlo (Gamerman, 1997). Todas as simulac¸o˜es, estimativas
dos paraˆmetros e ca´lculo do e-valor (valor de evideˆncia do FBST) sera˜o realizadas
atrave´s do software R (R Core Team, 2013).
O segundo e terceiro cap´ıtulos ira˜o expor as abordagens cla´ssicas da regressa˜o
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log´ıstica bina´ria e da regressa˜o log´ıstica multi-catego´rica (nominal e ordinal), respec-
tivamente. O quarto cap´ıtulo revisa os principais conceitos da Infereˆncia Bayesiana,
enquanto a definic¸a˜o e propriedades do FBST sa˜o discutidas no quinto cap´ıtulo.
Em seguida, o modelo de regressa˜o ordinal e´ formulado em uma abordagem baye-
siana no cap´ıtulo 6. Simulac¸o˜es visando a comparac¸a˜o das abordagens cla´ssica e
bayesiana no modelo ordinal, bem como o desempenho do FBST , esta˜o presentes
no se´timo cap´ıtulo. Por fim, o oitavo cap´ıtulo conte´m uma aplicac¸a˜o a dados reais




Os modelos de regressa˜o veˆm tendo aplicabilidade e desenvolvimento crescente
nas u´ltimas de´cadas, tanto em func¸a˜o do avanc¸o teo´rico cient´ıfico, quanto em raza˜o
do ra´pido aumento da capacidade de processamento computacional, que permite
o uso de complexos algoritmos nume´ricos e viabilizam muitas das estimativas ne-
cessa´rias a esta classe de modelos (Barreto, 2011).
A sua utilizac¸a˜o tem por finalidade descrever a relac¸a˜o entre uma varia´vel res-
posta e uma ou mais varia´veis explicativas. Essa metodologia e´ largamente utilizada
nos mais diversos campos do conhecimento, como engenharias, administrac¸a˜o, mar-
keting, medicina, cieˆncias agra´rias, informa´tica, dentre outras.
Em muitas aplicac¸o˜es, a varia´vel resposta assume somente dois valores qualitati-
vos comumente denotados por “sucesso” e “fracasso”, podendo ser representada por
uma varia´vel indicadora bina´ria de valores 0 e 1. Nesses casos a regressa˜o log´ıstica e´
a abordagem mais popular, descrevendo a relac¸a˜o entre a ocorreˆncia ou na˜o de um
evento de interesse e um conjunto de varia´veis independentes.
Seja Y uma varia´vel bina´ria como descrito acima. Sua distribuic¸a˜o e´ a de
Bernoulli, sendo especificada pelas probabilidades P (Y = 1) = pi de sucesso e
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P (Y = 0) = (1− pi) de fracasso. Sua me´dia e´ E(Y ) = pi. Suponha X um vetor de
varia´veis explicativas (X1, X2, ..., Xk), correspondendo a`s varia´veis independentes do
estudo. Agora, pi = P (Y = 1|x) denota a probabilidade de sucesso para os valores
espec´ıficos das varia´veis explicativas.
Nos modelos de regressa˜o linear, µ = E(Y ) e´ uma func¸a˜o linear de X . Para
uma resposta bina´ria, um modelo ana´logo seria
E(Yi|x) = pii = α0 + β1xi1 + ...+ βkxik , (2.1)
ou simplesmente
E(Yi|x) = pii = x′iβ (2.2)
com β
′
=[α0 β1 · · · βk] sendo o vetor de coeficientes de regressa˜o a serem es-
timados. Este e´ um modelo simples, em que as probabilidades de sucesso mudam
linearmente em x. No entanto, considerar o modelo de regressa˜o linear quando a
varia´vel resposta e´ bina´ria traz os seguintes problemas (Kutner et al., 2004):
1. Na˜o normalidade dos erros: Cada erro εi = Yi − (α0 + β1xi1 + ...+ βkxik)
pode assumir somente dois valores:
Yi = 1 : εi = 1− (α0 + β1xi1 + · · ·+ βkxik)
Yi = 0 : εi = −α0 − β1xi1 − · · · − βkxik .
Claramente, o modelo de regressa˜o linear, que assume εi normalmente dis-
tribu´ıdo, na˜o e´ apropriado.
2. Heterocedasticidade: Outro problema com os erros εi e´ que eles na˜o teˆm
variaˆncias iguais quando a resposta e´ uma varia´vel indicadora:
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σ2(Yi) = pii(1− pii) = EYi(1− EYi) .
A variaˆncia de εi e´ a mesma de Yi, pois εi = Yi − pii e pii e´ uma constante:
σ2(εi) = (EYi)(1− EYi)
σ2(εi) = (α0 + β1xi1 + ...+ βkxik)(1− α0 − β1xi1 − ...− βkxik) . (2.3)
Pela equac¸a˜o 2.3, nota-se que σ2(εi) depende de cada xi, fazendo com que a
variaˆncia dos erros difiram para cada n´ıvel de x.
3. Restric¸a˜o no modelo: Como o que esta´ sendo modelado sa˜o probabilidades,
teremos a seguinte restric¸a˜o para a resposta me´dia do modelo:
0 ≤ EYi = pii ≤ 1 . (2.4)
Func¸o˜es de resposta lineares como a do modelo de regressa˜o linear podem
na˜o atender satisfatoriamente a essa restric¸a˜o, o que seria claramente uma
impropriedade matema´tica.
Com as dificuldades apontadas acima, principalmente a restric¸a˜o em 2.4, usar
o modelo de regressa˜o linear para modelar probabilidades na˜o e´ uma boa escolha.
Frequentemente isso implica em transformac¸o˜es que acabam por tornar a resposta
esperada a ser estimada pelo modelo em uma func¸a˜o na˜o linear. A transformac¸a˜o
mais comumente usada utiliza a func¸a˜o exponencial para garantir valores compreen-
didos no intervalo (0, 1), resultando na func¸a˜o de resposta log´ıstica (Agresti, 2012):
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E(Yi|x) = pii = exp(α0 + β1xi1 + ...+ βkxik)
1 + exp(α0 + β1xi1 + ...+ βkxik)
. (2.5)
Em notac¸a˜o matricial:







Assim, o objetivo da transformac¸a˜o foi atingido, ja´ que, enquanto α0 + β1xi1 +
...+ βkxik pode assumir qualquer valor real, pii esta´ restrito ao intervalo (0, 1). Este
modelo em 2.5 assume que os Yi sa˜o varia´veis aleato´rias Bernoulli independentes,
com paraˆmetro E(Yi) = pii.
A transformac¸a˜o de pi que e´ utilizada para obtenc¸a˜o da forma aditiva e´ a trans-






= α0 + β1x1 + ...+ βkxk = x
′
β . (2.7)
Dessa forma, 2.7 possui va´rias das propriedades desejadas de um modelo de regressa˜o
linear. A logito e´ cont´ınua, linear nos seus paraˆmetros e pode assumir qualquer valor
real.
Um dos fatores que tornam a regressa˜o log´ıstica mais interessante e contribuiu
para sua popularizac¸a˜o e´ a interpretac¸a˜o simples e u´til dos coeficientes do modelo






como chance de sucesso. Assim, um incremento unita´rio em algum xk ocasionara´
que a chance de sucesso estimado anteriormente a este incremento seja multiplicado
por exp(βk), mantidas constantes todas as demais varia´veis explicativas do modelo
(Agresti, 2012).
7
A estimac¸a˜o dos paraˆmetros do modelo e´ feita pelo me´todo de Ma´xima Verossi-
milhanc¸a. Assumindo que cada uma das n respostas da amostra e´ uma varia´vel de
Bernoulli independente, onde
P (Yi = 1|x) = pii
P (Yi = 0|x) = 1 - pii ,
podemos representar suas distribuic¸o˜es de probabilidade como se segue:
PYi(yi) = pi
yi
i (1− pii)1−yi yi = 0, 1; i = 1, · · · , n . (2.8)
Como as n observac¸o˜es Yi sa˜o independentes, a func¸a˜o de probabilidade conjunta
e´ dada por






piyii (1− pii)1−yi . (2.9)
Substituindo pii por 2.6 obtemos a expressa˜o da func¸a˜o de verossimilhanc¸a (Kutner
et al., 2004):

















As estimativas de ma´xima verossimilhanc¸a dos paraˆmetros sa˜o os valores que
maximizam a func¸a˜o 2.10 acima. Na˜o ha´ formas anal´ıticas fechadas para o ca´lculo
dessas estimativas, devendo ser utilizado algoritmos nume´ricos para tal fim, como





Apesar da Regressa˜o Log´ıstica ser mais frequentemente usada para modelar a relac¸a˜o
entre uma varia´vel resposta dicotoˆmica e um conjunto de varia´veis independentes,
em muitas situac¸o˜es a varia´vel resposta possui mais de dois n´ıveis. Nesse contexto,
uma das abordagens utiliza uma generalizac¸a˜o da regressa˜o log´ıstica vista no cap´ıtulo
anterior, chamada de regressa˜o log´ıstica multi-catego´rica, (Kutner et al., 2004).
Exemplos da regressa˜o log´ıstica multi-catego´rica ocorrem em diferentes campos:
• Nos nego´cios, quando um consultor de marketing deseja relacionar a escolha
dos consumidores por um tipo de produto (produto A, B ou C) segundo a
idade, o sexo e outras poss´ıveis varia´veis explicativas desses consumidores.
• Na medicina, relacionando a severidade de uma determinada doenc¸a (baixa,
me´dia ou grave) com caracter´ısticas dos pacientes (se e´ fumante, se faz ativi-
dade f´ısica e etc).
Com a ajuda dos exemplos acima percebe-se que ha´ duas situac¸o˜es distintas
envolvendo a varia´vel resposta. No primeiro, ela e´ puramente qualitativa, sem ne-
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nhuma ordenac¸a˜o. Ter´ıamos um regressa˜o log´ıstica multi-catego´rica nominal. Ja´ no
segundo exemplo, a severidade da doenc¸a possui uma ordem natural, o que leva a
uma regressa˜o log´ıstica multi-catego´rica ordinal (Kutner et al., 2004). Apesar de
ser poss´ıvel a modelagem de dados ordinais a partir da regressa˜o log´ıstica multi-
catego´rica nominal, a perda de informac¸a˜o referente a` ordem das categorias e a
maior complexidade desse modelo incentivam a adoc¸a˜o do modelo log´ıstico multi-
catego´rico ordinal. As duas abordagens sera˜o descritas a seguir.
3.1 Regressa˜o Nominal Cla´ssica
Seja J o nu´mero de categorias de uma varia´vel resposta Y , e [pi1, pi2, · · · , piJ ]
as respectivas probabilidades, satisfazendo
∑J
j=1 pij = 1. Com n observac¸o˜es inde-
pendentes, a distribuic¸a˜o de probabilidades do nu´mero de resultados dos J tipos e´
multinomial, especificando a probabilidade de todas as formas que as n observac¸o˜es
podem se associar a`s J categorias (Agresti, 2007).
A i-e´sima observac¸a˜o pode ser escrita a partir de J varia´ves resposta bina´rias,
Yi1, · · · , YiJ , onde:
Yij =
{
1, se a i-e´sima resposta esta´ na categoria j
0, caso contra´rio.




Yij = 1 .
Seja agora piij a probabilidade da categoria j ser selecionada para a i-e´sima resposta.
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Enta˜o
piij = P (Yij = 1) .
Para o caso da regressa˜o log´ıstica bina´ria (vista no cap´ıtulo anterior), tem-se que
J = 2. Se denotarmos Yi = 1 se a i-e´sima resposta for da Categoria 1, e Yi = 0 se a
i-e´sima resposta for da Categoria 2, enta˜o
pii = pii1 e 1− pii = pii2 .
Nesse contexto, o Logit de pii e´ modelado utilizando um preditor linear. Como
ha´ somente 2 categorias na regressa˜o log´ıstica bina´ria, o Logit de fato compara a



















Note que foi escrito pi
′
i12 e β12 para enfatizar que o preditor linear esta´ modelando o
logaritmo da raza˜o das probabilidades para as Categorias 1 e 2 (Kutner et al., 2004).
Generalizando para J categorias, tem-se J(J − 1)/2 pares de categorias para
comparac¸a˜o, e consequentemente J(J − 1)/2 preditores lineares . Por exemplo, J =

































Ou seja, os modelos log´ısticos multi-catego´ricos nominais utilizam simultaneamente
todos os pares de categorias, especificando a chance da resposta estar em uma cate-
goria em comparac¸a˜o com outra (lembrando que na˜o ha´ ordenac¸a˜o nas categorias).
No entanto, na˜o e´ necessa´rio desenvolver todos os J(J − 1)/2 modelos log´ısticos.
Na pra´tica, uma categoria e´ escolhida como base, e enta˜o todas as demais categorias
sa˜o comparadas a ela. A escolha da categoria base, tambe´m chamada de categoria
(n´ıvel) de refereˆncia, e´ arbitra´ria (Agresti, 2007). Por exemplo, utilizando a categoria
J como base, e´ necessa´rio considerar apenas as J − 1 comparac¸o˜es a essa categoria.










iβjJ , j = 1, 2, · · · , J − 1 . (3.1)















iβj, j = 1, 2, · · · , J − 1 . (3.2)
A raza˜o para se considerar apenas os J − 1 Logits esta´ no fato de que qualquer
outro Logit pode ser obtido atrave´s deles (Kutner et al., 2004). Por exemplo, para
J = 4, a comparac¸a˜o das Categorias 1 e 2 (tendo a quarta categoria como base)





































i(βk − βl) . (3.3)
A interpretac¸a˜o para os coeficientes do modelo nominal (composta pelos J(J −
1)/2 modelos log´ısticos) seguem a mesma lo´gica da regressa˜o log´ıstica cla´ssica, ba-
seada em razo˜es de chances. So´ deve-se prestar atenc¸a˜o em quais categorias esta˜o
sendo comparadas para os paraˆmetros por vez analisados (Agresti, 2012).
Dadas as J − 1 expresso˜es log´ısticas em 3.2, obtem-se as J − 1 expresso˜es diretas
para as probabilidades de cada categoria em termo dos J − 1 preditores lineares
x
′











A estimac¸a˜o dos J − 1 vetores de paraˆmetros β1,β2, · · · ,βJ−1 e´ feita simulta-
neamente pelo me´todo de ma´xima verossimilhanc¸a. Para isso e´ necessa´rio obter a
func¸a˜o de verossimilhanc¸a dos dados.
A fim de fixar ide´ias, suponha que ha´ J = 4 categorias e a terceira categoria e´
escolhida para a i-e´sima resposta. Ou seja, para o i-e´simo caso teremos
Yi1 = 0, Yi2 = 0, Yi3 = 1 e Yi4 = 0.
A probabilidade dessa resposta e´











Assim, para n observac¸o˜es independentes e J categorias, a func¸a˜o de probabili-
dade conjunta e´ dada por (Kutner et al., 2004)













Sendo piiJ = 1−
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j=1
piij e yiJ = 1−
J−1∑
j=1
yij, a expressa˜o fica























Substituindo piij por 3.4, obtem-se a expressa˜o da func¸a˜o de verossimilhanc¸a dese-
jada, considerando a categoria J como base (Kutner et al., 2004):

































As estimativas dos paraˆmetros em βj sa˜o os valores que maximizam essa func¸a˜o.
Na˜o existem formas anal´ıticas fechadas para o ca´lculo dessas estimativas, devendo
ser utilizado algoritmos nume´ricos como por exemplo o de Newton-Raphson (Kutner
et al., 2004).
3.2 Regressa˜o Ordinal Cla´ssica
A varia´vel resposta de escala ordinal de um estudo pode ser fruto de duas abor-
dagens. A primeira representa uma versa˜o categorizada de uma varia´vel cont´ınua.
Como exemplo, temos a varia´vel nu´mero de anos de estudo, que pode ser medida or-
dinalmente por meio da categorizac¸a˜o 0-8,9-12, 13-16, 17 ou mais anos. Ja´ a segunda
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ocorre quando e´ avaliada uma informac¸a˜o na˜o quantifica´vel, associada a n´ıveis de
uma escala catego´rica ordinal. Este tipo, que consiste de uma colec¸a˜o de categorias
naturalmente ordenadas, origina-se de casos onde uma medida precisa nem sempre
e´ poss´ıvel. A classe social, classificada como “baixa”, “me´dia” ou “alta” e a filosofia
pol´ıtica (“liberal”, “moderada” ou “conservadora”) servem como ilustrac¸a˜o.
Nos dois tipos de abordagens mencionados acima e´ sensato imaginar que a
varia´vel observada e´ uma categorizac¸a˜o de uma varia´vel cont´ınua latente. No caso
de varia´veis cont´ınuas agrupadas a varia´vel latente pode ser considerada a varia´vel
subjacente na˜o observada. Ja´ no caso de varia´veis catego´ricas naturalmente or-
denadas, a varia´vel latente e´ uma avaliac¸a˜o sobre uma escala cont´ınua subjacente
(Anderson, 1984). Por exemplo, em um estudo que pergunta a ideologia pol´ıtica
dos entrevistados de acordo com cinco categorias (muito liberal, pouco liberal, mo-
derado, pouco conservador, muito conservador), na pra´tica pode haver diferenc¸as
na ideologia pol´ıtica de pessoas que se classificaram na mesma categoria. Assim,
e´ poss´ıvel imaginar uma medida cont´ınua que messa precisamente qual a ideologia
pol´ıtica de uma pessoa (varia´vel latente).
A seguir sera´ descrito o tipo de modelo mais utilizado para o desenvolvimento da
regressa˜o log´ıstica multi-catego´rica ordinal, ou simplesmente regressa˜o log´ıstica or-
dinal. Apesar de respostas ordinais poderem tambe´m ser analisadas com as te´cnicas
de regressa˜o log´ıstica multi-catego´rica nominal, levar em conta a ordem das catego-




A relac¸a˜o de ordem entre as classes da varia´vel dependente faz com que a tarefa
de modelar a probabilidade de ocorreˆncia de uma das suas classes seja feita em
termos de probabilidades acumuladas (Agresti, 2007).
A probabilidade cumulativa de uma varia´vel Y e´ a probabilidade de Y assumir
valores iguais ou menores que um determinado ponto.
Sendo Y uma varia´vel ordinal com J classes, a probabilidade de se observar uma
classe inferior ou igual a j, para um determinado vetor de observac¸o˜es das varia´veis
independentes X, e´ dado por
P (Y ≤ j|x) = pi1 + · · ·+ pij, j = 1, · · · , J , (3.7)
com pi1 = P (Y = 1|x), pi2 = P (Y = 2|x), · · · , piJ = P (Y = J |x). Naturalmente,
as probabilidades acumuladas refletem a ordenac¸a˜o natural P (Y ≤ 1|x) ≤ P (Y ≤
2|x) ≤ · · · ≤ P (Y ≤ J − 1|x). Modelos para probabilidades cumulativas na˜o
utilizam a u´ltima categoria, P (Y ≤ J |x) visto que ela e´ necessariamente igual a 1
(informac¸a˜o referente a` ultima classe e´ redundante).
A varia´vel ordinal pode ser interpretada como a operacionalizac¸a˜o de uma outra
varia´vel continua na˜o medida (latente), como vimos anteriormente. Assim, a varia´vel
manifesta (Y ) resulta do “corte” da varia´vel latente (Y ∗) em J classes ordinais e
mutuamente exclusivas (Okura, 2008).
Suponha −∞ = α0 < α1 < · · · < αJ =∞ os pontos de corte da escala cont´ınua
de Y ∗, dado que a varia´vel resposta observada satisfaz
Y = j se αj−1 < Y ∗ ≤ αj, j = 1, 2, · · · , J . (3.8)
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Em outras palavras, observa-se Y na categoria j quando a varia´vel latente cair no
j-e´simo intervalo de valores.
Suponha agora que a varia´vel latente Y ∗ e´ determinada pelas varia´veis explica-
tivas de forma linear:
Y ∗ = x
′
β + ε , (3.9)
onde β = (β1, · · · , βk) e´ o vetor de paraˆmetros e ε e´ uma varia´vel aleato´ria com
distribuic¸a˜o F.
Desses fatos, segue que a distribuic¸a˜o de probabilidade da varia´vel observada Y
e´ dada por
P (Y ≤ j|x) = F (αj − x′β) . (3.10)
Para verificar 3.10, basta notar que:
P (Y ≤ j|x) = P (Y = 1|x) + P (Y = 2|x) + · · · + P (Y = j|x) = P (α0 ≤ Y ∗ ≤
α1|x) + P (α1 ≤ Y ∗ ≤ α2|x) + · · ·+ P (αj−1 ≤ Y ∗ ≤ αj|x) = FY ∗|x(αj)− FY ∗|x(α0)
Como α0 = −∞, temos FY ∗|x(α0) = 0. Assim FY ∗|x(αj) = P (x′β + ε ≤ αj) =
P (ε ≤ αj − x′β) = F (αj − x′β), onde F e´ a func¸a˜o de distribuic¸a˜o da varia´vel
aleato´ria ε.
O inverso da func¸a˜o F , isto e´, F−1 e´ designada func¸a˜o de ligac¸a˜o (Link), por




Link(P (Y ≤ j)) = αj − x′β . (3.11)
Va´rias sa˜o as opc¸o˜es para se usar como func¸a˜o de ligac¸a˜o, cuja utilizac¸a˜o no
modelo ordinal e´ recomenda´vel de acordo com o tipo de distribuic¸a˜o de probabili-
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dades que as classes da varia´vel dependente apresentam. Esta escolha deve ser feita
com cuidado, pois uma escolha inapropriada pode comprometer a significaˆncia do
modelo e sua capacidade preditiva (Agresti, 2007). As cinco principais func¸o˜es de







Complemento Log-log log(−log(1− P (Y ≤ j))
Log-log negativo −log(−log(P (Y ≤ j))
Cauchit Tan(pi(P (Y ≤ j)− 0, 5))
Probit φ−1(P (Y ≤ j)), onde φ e´ a func¸a˜o de distribuic¸a˜o da N(0,1)
Na pra´tica, a func¸a˜o de ligac¸a˜o Logit e´ a mais utilizada, devido a sua inter-
pretac¸a˜o interessante dos coeficientes do modelo e da sua matema´tica simples. Essa
sera´ a abordagem explorada neste texto.
O modelo e´ proposto atrave´s de uma analogia com a regressa˜o log´ıstica usual,
de forma que o Logit das probabilidades cumulativas sa˜o (Kutner et al., 2004):
Logit[P (Yi ≤ j|x)] = log
[
P (Yi ≤ j|x)
1− P (Yi ≤ j|x)
]
= αj−β1xi1−...−βkxik j = 1, · · · , J−1 .
(3.12)
Consequentemente,
P (Yi ≤ j|x) = exp(αj − x
′
iβ)
1 + exp(αj − x′iβ)
j = 1, · · · , J − 1 . (3.13)
O modelo ordinal definido anteriormente permite estimar o logaritmo da proba-
bilidade da varia´vel dependente tomar os valores de classes inferiores ou iguais a j,
comparativamente com a probabilidade de tomar os valores das classes superiores a
j.
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Para J=3, por exemplo, o modelo usa Logit[P (Yi ≤ 1)|x] = log[pi1/(pi2 + pi3)]
e Logit[P (Yi ≤ 2)|x] = log[(pi1 + pi2)/pi3]. Cada logito cumulativo utiliza todas as
categorias da varia´vel resposta.
Note que os coeficientes de regressa˜o (β = β1, · · · , βK) em 3.12 na˜o apresentam
ı´ndice j, obrigando o modelo a pressupor que os efeitos das varia´veis independentes
sobre o P (Yi ≤ j) e´ igual para todas as classes (Kutner et al., 2004). Assim, a
resposta observada em cada classe apenas se encontra deslocada para a direita ou
para a esquerda, em func¸a˜o de αj. Isso resulta em um modelo mais parcimonioso.
Para um βk > 0, um aumento em algum Xk resulta na diminuic¸a˜o da probabilidade
de a varia´vel dependente tomar valores de ordem inferiores ou iguais a j (mantendo as
demais varia´veis explicativas constantes), ou seja, quando Xk aumenta, Y aumenta.
Ja´ para um βk < 0, quando Xk aumenta, Y diminui.
A interpretac¸a˜o do modelo pode usar as razo˜es de chance para as probabilidades
cumulativas e os seus complementos (Agresti, 2012). Para dois valores x1 e x2 de
uma das varia´veis explicativas Xk do estudo, a raza˜o de chances comparando as
probabilidades cumulativas, para todas as classes da varia´vel dependente, e´ dada
por (mantendo as demais varia´veis explicativas constantes):
P (Y ≤ j|Xk = x2)/P (Y > j|Xk = x2)
P (Y ≤ j|Xk = x1)/P (Y > j|Xk = x1) . (3.14)
O log dessa raza˜o de chances e´ a diferenc¸a entre os logitos cumulativos para esses
dois valores de Xk. Isso e´ igual a −βk(x2−x1). Se x2−x1 = 1, a chance da varia´vel
resposta assumir valores menores para qualquer categoria e´ multiplicado por e−βk
para cada unidade acrescida em Xk.
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Os paraˆmetros do modelo α1, · · · , αJ−1 e β sa˜o estimados simultaneamente pelo
me´todo de Ma´xima Verossimilhanc¸a. Para isso, e´ necessa´rio a obtenc¸a˜o da func¸a˜o
de verossimilhanc¸a para os dados, lembrando que o modelo pressupo˜e que as curvas
de probabilidade das J − 1 classes da varia´vel dependente sa˜o iguais para todas as
classes e sa˜o calculadas de forma cumulativa.
A partir de 3.5, para n observac¸o˜es independentes e J categorias, a func¸a˜o de
verossimilhanc¸a e´ dada por (Agresti, 2012)














[P (Yi ≤ j|x)− P (Yi ≤ j − 1|x)]yij
 . (3.15)
Substituindo P (Yi ≤ J |x) = 1, P (Yi ≤ 0|x) = 0 e P (Yi ≤ j|x), j = 1, · · · , J − 1,
por 3.13 encontra-se a expressa˜o desejada da func¸a˜o de verossimilhanc¸a, em termos
de α1, · · · , αJ−1 e β:




( exp(α1 − x′iβ)





1 + exp(αj − x′iβ)
− exp(αj−1 − x
′
iβ)
1 + exp(αj−1 − x′iβ)
)yij( 1
1 + exp(αJ−1 − x′iβ)
)yiJ.
(3.16)
As estimativas de ma´xima verossimilhanc¸a sa˜o os valores dos paraˆmetros que
maximizam 3.16. Na˜o existem formas anal´ıticas fechadas para o ca´lculo dessas
estimativas, devendo ser utilizado algoritmos nume´ricos como por exemplo o de




Toda a teoria tratada nos cap´ıtulos anteriores sa˜o oriundas do paradigma es-
tat´ıstico cla´ssico (ou frequentista). A esseˆncia desse paradigma esta´ em pensar no
processo aleato´rio que produziu os dados observados. Por exemplo, o lanc¸amento de
uma u´nica moeda resulta em um de dois resultados poss´ıveis: “cara” ou “coroa”. O
frequentista imagina o processo aleato´rio sendo repetido um nu´mero infinito de ve-
zes, baseando-se na experieˆncia da estabilidade da frequeˆncia relativa de ocorreˆncia
de eventos, quando sa˜o realizadas muitas repetic¸o˜es do experimento. Logo, para o
exemplo da moeda, os dados consistem no nu´mero de caras, y, em n lanc¸amentos
independentes. A proporc¸a˜o de caras e´ y/n. Os frequentistas formulam o conceito
de probabilidade de cara θ como o valor de y/n, com n tendendo ao infinito. Con-
sequentemente o paraˆmetro θ pode ser estimado a partir dos dados observados, por
exemplo, atrave´s da maximizac¸a˜o da func¸a˜o de verossimilhanc¸a P (y|θ, n) (θˆ = y/n).
Essa ide´ia de repetic¸a˜o do processo aleato´rio gerador dos dados ou, equivalente-
mente, da amostragem repetida, e´ fundamental para a abordagem cla´ssica. Segundo
ela, os me´todos estat´ısticos devem derivar-se atrave´s do respectivo comportamento
num nu´mero indefinido de repetic¸o˜es - hipote´ticas - efetuadas nas mesmas condic¸o˜es.
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Sustenta-se assim a definic¸a˜o de duas estat´ısticas muito utilizadas: p-valores e in-
tervalos de confianc¸a (Dobson and Barnett, 2008).
As definic¸o˜es frequentistas para o p-valor e para um intervalo de confianc¸a de
(1− α)× 100% sa˜o, respectivamente:
1. O p-valor e´ a probabilidade de observar dados mais extremos de uma estat´ıstica
daqueles que foram observados na amostra (se o processo aleato´rio for repetido)
dado que a hipo´tese nula e´ verdadeira.
2. Se n repetic¸o˜es do processo aleato´rio fossem repetidas um nu´mero grande de
vezes, e para cada uma se construisse um intervalo de confianc¸a de (1− α)×
100%, espera-se que (1 − α) × 100% dos intervalos gerados conteriam o real
valor do paraˆmetro desejado. Por definic¸a˜o, o nu´mero esperado de vezes que
um intervalo de confianc¸a de (1 − α) × 100% na˜o conte´m o valor real do
paraˆmetro e´ α× 100% das vezes.
Como visto, as definic¸o˜es acima dependem do conceito de mu´ltiplas repetic¸o˜es do
processo aleato´rio gerador dos dados. Alternativamente, seriam mais naturais as de-
finic¸o˜es que contam somente com os dados observados em ma˜os. Consequentemente,
as definic¸o˜es ideais seriam (Dobson and Barnett, 2008):
1. O p-valor e´ a probabilidade estimada da hipo´tese nula ser verdadeira, dado os
dados observados.
2. Um intervalo de confianc¸a de (1−α)×100% e´ um intervalo que conte´m o valor
real do paraˆmetro desejado com uma probabilidade de (1− α).
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Essas definic¸o˜es ideais sa˜o poss´ıveis a partir de um paradigma estat´ıstico alter-
nativo: a ana´lise bayesiana.
4.1 O Paradigma Bayesiano
Os me´todos bayesianos passam, em certo sentido, por uma extensa˜o do modelo
cla´ssico, extensa˜o que tem raiz na seguinte divergeˆncia fundamental (Paulino et al.,
2003):
No modelo cla´ssico o paraˆmetro θ, θ ∈ Θ, e´ um escalar ou vetor desconhecido,
mas fixo, isto e´, igual ao valor particular que indexa a distribuic¸a˜o da famı´lia F
que descreve “apropriadamente” o processo que gera as observac¸o˜es. No modelo
bayesiano θ, θ ∈ Θ, e´ tomado como um escalar ou vetor aleato´rio (na˜o observa´vel).
A filosofia bayesiana e´, nesse ponto, a seguinte: o que e´ desconhecido e´ incerto, e
toda a incerteza deve ser quantificada em termos de probabilidade. A ide´ia passa a
ser a de tentar reduzir esta incerteza.
A intensidade da incerteza a respeito de θ pode assumir diferentes graus. No
paradigma bayesiano, esses diferentes graus de incerteza sa˜o representados atrave´s
de modelos probabil´ısticos para θ, h(θ) (Ehlers, 2007), designados de distribuic¸a˜o a
priori de θ. Essa distribuic¸a˜o de probabilidade, geralmente subjetiva, representa a
informac¸a˜o inicial, anterior ou externa em relac¸a˜o a` experieˆncia (Paulino et al., 2003).
Assim, diferentes pesquisadores e especialistas em determinado assunto podem ter
diferentes graus de incerteza sobre θ (especificando distribuic¸o˜es distintas).
Essa informac¸a˜o que dispoe-se sobre θ, resumida probabilisticamente atrave´s de
h(θ), pode ser aumentada observando-se uma quantidade aleato´ria Y relacionada
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com θ (Paulino et al., 2003). A distribuic¸a˜o amostral P (y|θ) (verossimilhanc¸a)
define esta relac¸a˜o. A ide´ia de que apo´s observar Y a quantidade de informac¸a˜o
sobre θ aumenta e´ bastante intuitiva, e o Teorema de Bayes e´ a regra de atualizac¸a˜o
utilizada para quantificar este aumento de informac¸a˜o (Dobson and Barnett, 2008):
h(θ|y) = P (y|θ)h(θ)
h(y)
. (4.1)
Essa equac¸a˜o fornece a probabilidade a posteriori de θ (dado os dados) , como
func¸a˜o da verossimilhanc¸a, P (y|θ), e da distribuic¸a˜o a priori de θ, h(θ).
Como o denominador em 4.1 na˜o depende de θ, ele e´ simplesmente uma cons-
tante normalizadora de h(θ|y), podendo-se reescrever a fo´rmula de Bayes em termos
proporcionais como (Dobson and Barnett, 2008)
h(θ|y) ∝ P (y|θ)h(θ), (4.2)
ou seja,
distribuic¸a˜o a posteriori ∝ verossimilhanc¸a× distribuic¸a˜o a priori
Como se verifica, a func¸a˜o de verossimilhanc¸a tem papel importante na fo´rmula
de Bayes pois representa o meio atrave´s do qual os dados y transformam o co-
nhecimento a priori sobre θ (Paulino et al., 2003). Ela e´ tambe´m a chave para a
metodologia frequentista, mas os paraˆmetros sa˜o tratados como fixos nessa aborda-
gem.
Em resumo, para os bayesianos, a distribuic¸a˜o a posteriori incorpora, atrave´s
do Teorema de Bayes, toda a informac¸a˜o dispon´ıvel sobre o paraˆmetro (informac¸a˜o
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inicial + informac¸a˜o da experieˆncia ou da amostra). Daqui decorre que todos os
procedimentos de infereˆncia bayesiana sa˜o baseados exclusivamente em h(θ|y).
A seguir sera˜o descritos os insumos e definic¸o˜es para a formulac¸a˜o posterior do
modelo de regressa˜o ordinal em um contexto bayesiano.
4.2 Prioris
A mais clara diferenc¸a entre as abordagens bayesiana e cla´ssica comec¸a no fato da
primeira se basear num mecanismo formal que permite a introduc¸a˜o de informac¸a˜o
anterior ou externa a` experieˆncia em questa˜o (informac¸a˜o a priori), e a sua com-
binac¸a˜o, apo´s apropriada formalizac¸a˜o, com a informac¸a˜o contida nos dados resul-
tantes dessa experieˆncia (Paulino et al., 2003).
A informac¸a˜o a priori que se pretende incorporar na ana´lise e´ a informac¸a˜o de
um especialista do problema que conte´m, ate´ dominantemente, elementos subjetivos.
Para a realizac¸a˜o da ana´lise bayesiana, deve-se tentar traduzir tal informac¸a˜o numa
distribuic¸a˜o a priori subjetiva, havendo diversos me´todos na literatura para tal fim.
Ha´, no entanto, casos em que na˜o existe informac¸a˜o a priori palpa´vel ou em que
o conhecimento a priori e´ pouco significativo relativamente a` informac¸a˜o amostral,
conduzindo-se a distribuic¸o˜es a priori minimamente informativas e que, em geral,
sa˜o apelidadas de distribuic¸o˜es na˜o informativas.
A primeira ide´ia de na˜o informac¸a˜o a priori que se pode ter e´ pensar em todos
os poss´ıveis valores de θ como igualmente prova´veis, isto e´, com uma distribuic¸a˜o a
priori uniforme (Dobson and Barnett, 2008). Nesse caso h(θ) ∝ c, enta˜o h(θ|y) ∝
P (y|θ). Logo, utilizar uma priori vaga ou na˜o informativa fornece uma posteriori
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que e´ completamente dependente dos dados. Nesse caso, os resultados das ana´lises
bayesiana e frequentista sa˜o muito semelhantes, embora os resultados bayesianos
ainda possuam a interpretac¸a˜o “ideal” dos p-valores e dos intervalos de confianc¸a,
vistos no comec¸o do cap´ıtulo. Essa escolha de prioris, no entanto, pode trazer
algumas dificuldades te´cnicas, tais como se o intervalo de variac¸a˜o de θ for ilimitado
enta˜o sua distribuic¸a˜o e´ impro´pria, ou seja, ela na˜o integra para 1 (Ehlers, 2007).
O problema mais grave ocorre quando a distribuic¸a˜o a posteriori do paraˆmetro de
interesse e´ impro´pria, inviabilizando a realizac¸a˜o de infereˆncias (Paulino et al., 2003).
Infelizmente na˜o se conhecem condic¸o˜es que assegurem distribuic¸o˜es a posteriori
pro´prias em situac¸o˜es gerais com distribuic¸o˜es a priori impro´prias, e a verificac¸a˜o de
que a posteriori e´ pro´pria nem sempre e´ trivial. Devido a estes problemas costuma-se
substituir as distribuic¸o˜es a priori impro´prias por distribuic¸o˜es pro´prias difusas que
as aproximem, como e´ o caso de distribuic¸o˜es Normais com uma enorme variaˆncia
(Paulino et al., 2003).
4.3 Estimativas Pontuais
A distribuic¸a˜o a posteriori dos paraˆmetros θ de um modelo conte´m toda a in-
formac¸a˜o a respeito destes paraˆmetros. No entanto, a´s vezes e´ necessa´rio resumir a
informac¸a˜o contida na posteriori atrave´s de um valor nume´rico, chamado de estima-
tiva pontual. Assim, toda posteriori e´ resumida em um valor para cada paraˆmetro
(Ehlers, 2007).
Na estat´ıstica cla´ssica o problema de estimac¸a˜o e´ resolvido, por exemplo,
encontrando-se o estimador de ma´xima verossimilhanc¸a da quantidade desconhe-
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cida (pore´m fixa) θ. A abordagem bayesiana adota o conceito de Func¸a˜o Perda
como auxilio na escolha do estimador de θ.
A Func¸a˜o Perda, denotada por L(a,θ), determina a perda sofrida ao se tomar a
decisa˜o a (que e´ uma func¸a˜o do resultado observado da experieˆncia aleato´ria) dado o
real estado θ ∈ Θ. Esta perda e´ expressa como um nu´mero real (cuja interpretac¸a˜o
f´ısica pode ser, por exemplo, de uma perda moneta´ria).
Para fins de estimac¸a˜o, a ac¸a˜o a = a∗ indica o valor da estimativa usada para o
paraˆmetro θ. Ou seja, com base no resultado y da experieˆncia aleato´ria, escolhe-se
uma ac¸a˜o a∗, que resulta numa perda L(a∗,θ).
A perda esperada a posteriori e´ dada por (Ehlers, 2007)
E[L(a∗,θ|y)] = ∫ L(a∗,θ|y)h(θ|y)dθ,
e o objetivo e´ o de escolher a∗ de tal forma que a perda esperada a posteriori seja
minimizada. a∗ e´ chamado de estimador de Bayes, e depende da func¸a˜o perda
que e´ usada.
Uma escolha usual para a func¸a˜o perda e´ a Func¸a˜o Perda Quadra´tica, definida
como L(a,θ) = (a − θ)2. O estimador de Bayes dessa func¸a˜o perda e´ a me´dia a
posteriori (Paulino et al., 2003).
4.4 Estimac¸a˜o por Intervalos
Com a estimac¸a˜o pontual, toda a informac¸a˜o contida na posteriori e´ resumida em um
u´nico nu´mero (ou em k nu´meros referentes ao nu´mero de paraˆmetros). E´ importante
tambe´m associar alguma informac¸a˜o sobre o qua˜o precisa e´ a especificac¸a˜o deste
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nu´mero, e esse e´ o papel dos intervalos de credibilidade, ou “intervalos de confiac¸a”
bayesianos.
Um intervalo de credibilidade fornece a probabilidade de um dado paraˆmetro
pertencer a este intervalo. Desse modo, podemos especificar, digamos, um intervalo
de probabilidade de 1 − α e, enta˜o, de posse da distribuic¸a˜o da quantidade de
interesse, determinar os limites que estabelecem essa probabilidade (Ehlers, 2007).
Formalmente:
• Intervalo de Credibilidade: C e´ um intervalo de credibilidade 1 − α para
θ se P (θ ∈ C) ≥ 1− α.
A exigeˆncia de que a probabilidade acima possa ser maior que o n´ıvel de credibilidade
e´ essencialmente te´cnica, visto que o desejo e´ o de menor intervalo poss´ıvel. No
entanto, a desigualdade sera´ u´til para θ com distribuic¸a˜o discreta, quando nem
sempre e´ poss´ıvel satisfazer a igualdade.
Uma infinidade de intervalos fica poss´ıvel atrave´s da definic¸a˜o acima, mas o
interesse esta´ no intervalo com menor comprimento poss´ıvel. Pode-se mostrar que os
intervalos de comprimento mı´nimo sa˜o obtidos tomando-se os valores de θ com maior
densidade a posteriori. Esses sa˜o os intervalos HPD (Highest Posterior Density)
(Ehlers, 2007):
• Intervalo HPD: Um intervalo de credibilidade C de (1− α)% para θ e´ HPD
se C = {θ ∈ Θ : h(θ|y) ≥ k(α)} onde k(α) e´ a maior constante tal que
P (θ ∈ C) ≥ 1− α.
Com essa definic¸a˜o, todos os pontos dentro do intervalo HPD tera˜o densidade a
28
posteriori maior do que qualquer ponto fora do intervalo.
4.5 Testes de Hipo´teses
O teste de hipo´teses e´ um dos pilares da infereˆncia estat´ıstica. A sua utilizac¸a˜o e´
praticamente certa nas pesquisas dos mais variados campos do conhecimento.
Uma hipo´teses estat´ıstica e´ uma afirmac¸a˜o ou conjetura sobre o(s) paraˆmetro(s)
θ da distribuic¸a˜o de probabilidades de uma caracter´ıstica da populac¸a˜o.
Sendo θ o paraˆmetro (ou vetor de paraˆmetros) de interesse, e seja Θ o seu
espac¸o parame´trico (correspondente ao conjunto de valores que θ pode assumir),
o problema de testar H0 : θ ∈ Θ0 contra H1 : θ ∈ Θ1 = Θ − Θ0 num cena´rio
bayesiano e´ conceitualmente mais simples do que num contexto cla´ssico. Dada a
interpretac¸a˜o probabil´ıstica direta das hipo´teses em confronto, e´ suficiente calcular
as respectivas probabilidades a` posteriori (Paulino et al., 2003):
• P (H0|y) = P (θ ∈ Θ0|y);
• P (H1|y) = P (θ ∈ Θ1|y) = 1− P (H0|y).
Caso se pretenda optar por uma das hipo´teses em func¸a˜o de uma grandeza rela-
tiva, pode-se calcular o Odds (Chance) a` posteriori a favor de H0 (ou de H0 sobre
H1) (Paulino et al., 2003):
O(H0, H1|y) = P (H0|y)
P (H1|y) =
P (H0|y)
1− P (H0|y) . (4.3)
A evideˆncia a favor de H0 antes da observac¸a˜o dos dados pode ser calculada de






1− P (H0) . (4.4)
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A fim de se avaliar a influeˆncia dos dados observados y na alterac¸a˜o da credi-
bilidade relativa (a priori) de H0 e H1, opta-se por contrapor a raza˜o a posteriori
O(H0, H1|y) com a raza˜o das probabilidades a priori O(H0, H1) atrave´s da divisa˜o










B(y) e´ denominado Fator de Bayes a favor de H0 (ou contra H1). Aplicando
o logaritmo no Fator de Bayes, obtem-se uma relac¸a˜o aditiva entre as quantidades
transformadas:
lnB(y) = lnO(H0, H1|y)− lnO(H0, H1) . (4.6)
Essas quantidades sa˜o chamadas de pesos de evideˆncia. Assim, o Fator de bayes
B(y) ou o seu logaritmo representam um peso relativo da evideˆncia contida nos
dados observados a favor de uma ou outra das hipo´teses em confronto. lnB(y) e´
visto como o peso da evideˆncia a` posteriori descontado do correspondente peso da
evideˆncia a` priori (Paulino et al., 2003).
Valores do Fator de Bayes muito grandes ou muito pequenos em relac¸a˜o a 1
representam uma tendeˆncia forte nos dados a favor de uma hipo´tese contra a outra,
ou seja, uma hipo´tese e´ muito mais ou muito menos prova´vel do que era a priori.
4.5.1 Hipo´teses Precisas
O problema de se testar hipo´teses precisas do tipo H0 : θ = θ0 contra H1 : θ 6= θ0,
onde θ0 ∈ Θ (muito comum em regressa˜o, quando e´ testada a significaˆncia de um
dado coeficiente) fica inviabilizada com a metodologia atra´s definida quando Θ e´ um
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espac¸o parame´trico cont´ınuo (Paulino et al., 2003). Isso se deve a` impossibilidade
de calcular-se o Fator de Bayes, visto que P (θ = θ0) = 0 ∀ θ0 ∈ Θ.
Ha´ argumentos de que esse tipo de problema e´ irrealista e que a hipo´tese nula na˜o
e´ sena˜o uma representac¸a˜o abreviada de uma bola centrada em θ0, V(θ0), com raio
 escolhido de modo que os pontos sejam praticamente indistingu´ıveis a posteriori de
θ0. Uma vez transformando o problema para H0 : θ ∈ V(θ0) contra H1 : θ /∈ V(θ0),
fica-se em condic¸o˜es de se aplicar o procedimento baseado nas chances a posteriori
(Paulino et al., 2003).
No entanto, consolidou-se na literatura a abordagem de Jeffreys, Savage e Good,
que defendem o fato de θ0 possuir, a` priori, uma ordem de importaˆncia diferente da
que e´ atribu´ıda aos demais valores de θ, devido a pro´pria formulac¸a˜o de H0 : θ = θ0.
Dessa forma, esse ju´ızo deve ser formalizado e integrado na distribuic¸a˜o a priori,
que passara´ a ter uma natureza mista com uma massa pontual concentrada em θ0,
p0 = P{H0}, e uma distribuic¸a˜o cont´ınua da massa restante, 1 − p0 = P{H1}, em
θ 6= θ0. Ou seja, sendo h(θ) a priori para θ tem-se
h(θ) =
{
p0, se θ = θ0
(1− p0)h1(θ), se θ 6= θ0,
onde h1(θ) e´ a distribuic¸a˜o a` priori dos valores de θ 6= θ0.





, se θ = θ0
(1−p0)h1(θ)P (y|θ)
h(y)
, se θ 6= θ0,
onde h(y) = p0P (y|θ0) + (1− p0)
∫
θ 6=θ0 h1(θ)P (y|θ)dθ.
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A utilizac¸a˜o da medida de evideˆncia cla´ssica denominada p-valor ja´ e´ consagrada
nas pesquisas e publicac¸o˜es dos mais variados campos do conhecimento. No entanto,
muito e´ discutido na literatura acerca dos conflitos entre essa medida e as medidas
de evideˆncia bayesianas, alertando para o fato de que em algumas situac¸o˜es o p-valor
pode na˜o ser uma boa medida de evideˆncia para uma hipo´tese estat´ıstica precisa.
Tal incompatibilidade entre p-valores e medidas de evideˆncia bayesianas em testes
de hipo´teses precisas comec¸aram a ser discutidas em Jeffreys (1961). Nele, Jeffreys
aponta que uma hipo´tese nula precisa pode ser fortemente rejeitada utilizando-se
testes de significaˆncia cla´ssicos enquanto a sua probabilidade posterior em uma abor-
dagem bayesiana e´ alta (dando evideˆncias a seu favor), baseando-se em uma priori
pouco prova´vel para a hipo´tese nula e uma distribuic¸a˜o difusa da probabilidade
remanescente para a hipo´tese alternativa (Shafer, 1976). Esse conflito entre as abor-
dagens cla´ssica e bayesiana ficou conhecido como Paradoxo de Lindley apo´s Dennis
Lindley intitular o conflito como paradoxo em Lindley (1957). Esse paradoxo, no
entanto, estava baseada em grandes tamanhos de amostra e (ate´ certo ponto) no
pressuposto de que e´ plaus´ıvel para θ se igualar a θ0 exatamente (Berger and Selke,
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1987).
Ampliac¸o˜es que na˜o necessitavam necessariamente da premissa de grandes amos-
tras e nem da exatida˜o na hipo´tese nula comec¸aram a ser desenvolvidas em Edwards
et al. (1963) e Dickey (1977) e, posteriormente, expandidas em Berger and Selke
(1987) e Berger and Delampady (1987). E´ ilustrado que a evideˆncia contra uma
hipo´tese nula (medida atrave´s da probabilidade posterior, fator de Bayes ou da
verossimilhanc¸a comparativa) pode diferir drasticamente do p-valor, sendo essa con-
flito exarcebado com grandes amostras (sendo o extremo ilustrado pelo Paradoxo de
Lindley). A conclusa˜o geral tirada em Berger and Selke (1987) e Berger and De-
lampady (1987) e´ que os p-valores podem ser medidas altamente enganosas acerca
da evideˆncia trazida pelos dados contra a hipo´tese nula precisa, em determinadas
situac¸o˜es.
O desentendimento entre as abordagens e´ causado por uma se´rie de de fatores.
Primeiramente, a abordagem cla´ssica do p-valor na˜o considera no seu ca´lculo a
hipo´tese alternativa (Pereira and Stern, 1999), enquanto na abordagem bayesiana sa˜o
envolvidas as duas hipo´teses. A atribuic¸a˜o de uma dada probabilidade a priori para
a hipo´tese nula atenua o conflito, visto que a probabilidade remanescente distribuida
de uma forma difusa para a hipo´tese alternativa pode resultar em uma probabilidade
posterior pequena para essa hipo´tese, favorecendo assim a hipo´tese nula. Lindley
(1997) discute que a utilizac¸a˜o do Fator de Bayes para testes de significaˆncia em
hipo´teses precisas e´ controverso.
Os conflitos citados somados com o desconforto de se trabalhar com um modelo
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misto fez com que fossem desenvolvidas novas medidas de evideˆncia. Proposta por
Pereira and Stern (1999), a medida de evideˆncia genuinamente bayesiana e´ obtida
atrave´s do procedimento denominado Full Bayesian Significance Test (FBST ). O
termo “genuinamente bayesiano” decorre do fato da medida de evideˆncia proposta
ser baseada somente na distribuic¸a˜o posterior.
O FBST testa as hipo´teses baseando-se no ca´lculo da probabilidade a posteriori
da regia˜o HPD (HighestPosteriorDensity) que e´ “tangente” ao conjunto que define
a hipo´tese nula. Segundo Pereira and Stern (1999) o teste e´ intuitivo, com fa´cil
caracterizac¸a˜o geome´trica e pode ser implementado a partir de te´cnicas de otimizac¸a˜o
e integrac¸a˜o nume´rica. Define-se enta˜o a medida de evideˆncia em favor de uma
hipo´tese precisa como:
• Definic¸a˜o: Considere uma varia´vel aleato´ria Y e um modelo estat´ıstico pa-
rame´trico a ela associado, isto e´, uma qu´ıntupla (Y ,A,F ,Θ,h), onde Y e´ o
espac¸o amostral, conjunto dos poss´ıveis valores de y, A e´ uma sigma-a´lgebra
conveniente de subconjuntos de Y , F e´ uma classe de distribuic¸o˜es de pro-
babilidade em A, indexadas no espac¸o parame´trico Θ e h e´ uma densidade
a priori em Θ. Considere tambe´m que, apo´s a observac¸a˜o de y, obtem-se a
densidade a posteriori de θ, h(θ|y), restringindo essa a uma func¸a˜o densidade
de probabilidade.
Seja Tφ o subconjunto do espac¸o parame´trico onde a densidade posterior e´
maior do que φ:
Tφ = {θ ∈ Θ|h(θ|y) > φ} .
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Agora, seja h∗ o ma´ximo da densidade posterior sob a hipo´tese nula (H0),
obtido atrave´s de θ∗:
θ∗ ∈ supθ∈Θ0h(θ|y), h∗ = h(θ∗|y) .
Assim, T ∗ = Th∗ e´ o conjunto “tangente” a` hipo´tese nula com credibilidade
κ∗.
A medida de evideˆncia de Pereira-Stern em favor de H0, sendo H0 um subcon-
junto Θ0 de Θ (com dim(Θ0) < dim(Θ)), e´ a probabilidade complementar
do conjunto T ∗
ev(Θ0;y) = 1− κ∗ = 1− P (θ ∈ T ∗|y) , (5.1)
e o procedimento (ou teste) FBST consiste em aceitar H0 sempre que
ev(Θ0;y) e´ grande.
Percebe-se enta˜o que a medida de evideˆncia proposta em favor de uma hipo´tese
nula (H0) considera todos os pontos do espac¸o parame´trico cujos valores da densi-
dade posterior sa˜o, no ma´ximo, ta˜o grandes quanto seu supremo em Θ0. Um valor
grande de ev(Θ0;y) significa que o subconjunto Θ0 cai em uma regia˜o do espac¸o
parame´trico de alta probabilidade posterior, ou seja, T ∗ tem probabilidade posterior
“pequena”, portanto, os dados suportam a hipo´tese nula H0. Por outro lado, um
valor pequeno da evideˆncia levaria a` rejeic¸a˜o da hipo´tese nula (Pereira and Stern,
1999).
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Interessante notar que, enquanto na abordagem cla´ssica dos p-valores o olhar esta´
no conjunto C dos pontos amostrais no mı´nimo ta˜o inconsistentes a H0 quanto y,
atrave´s do FBST olha-se o conjunto tangente T ∗ de pontos no espac¸o parame´trico
que sa˜o mais consistentes com y do que H0 (Pereira et al., 2008).
Embora a definic¸a˜o da medida de evideˆncia aqui estabelecida tenha sido feita
para hipo´teses em que a dimensa˜o e´ menor do que a do espac¸o parame´trico, nada
impede a sua utilizac¸a˜o para o caso dim(Θ0) = dim(Θ).
5.1 Propriedades do FBST
Madruga et al. (2001) mostrou que o FBST respeita alguns princ´ıpios estat´ısticos
conhecidos, e demonstrou algumas propriedades desse procedimento. Em Pereira
et al. (2008) tambe´m listou-se propriedades deseja´veis de um teste estat´ıstico que
sa˜o satisfeitas pelo e-valor e no seu resultante FBST . De uma forma geral, essas
propriedades esta˜o listadas abaixo:
1- O FBST na˜o viola o Princ´ıpio da Verossimilhanc¸a
O Princ´ıpio da Verossimilhanc¸a estabelece que, se tem-se dois modelos es-
tat´ısticos, o primeiro dando observac¸o˜es x ∈ X de uma varia´vel aleato´ria X, com
func¸a˜o densidade de probabilidade (ou func¸a˜o de probabilidade, no caso discreto)
fX(x|θ), e o segundo dando observac¸o˜es y ∈ Y , de uma varia´vel aleato´ria Y , com
func¸a˜o densidade de probabilidade (ou func¸a˜o de probabilidade, no caso discreto)
fY (y|θ), sendo o espac¸o parame´trico Θ comum aos dois modelos. Se
fX(x|θ) = K(x, y)fY (y|θ), ∀θ ∈ Θ
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com K independente de θ, enta˜o as infereˆncias feitas para θ devem ser ideˆnticas
tanto por x quanto por y.
Alguns autores (Paulino et al. (2003), por exemplo) mostram exemplos de
violac¸a˜o deste princ´ıpio na abordagem cla´ssica, sendo essa contradito´ria a esse
princ´ıpio. Ja´ os procedimentos “bayesianos” o seguem automaticamente.
Como mencionado anteriormente, a utilizac¸a˜o inferencial do e-valor e´ um pro-
cedimento genuinamente bayesiano. Ele e´, de fato, uma probabilidade a posteriori
bem definida de um subconjunto do espac¸o parame´trico (Pereira et al., 2008).
No entanto, para haver uma credibilidade definitiva em tal definic¸a˜o, o FBST
deve ser caracterizado dentro da abordagem da Teoria da Decisa˜o. Devem ser chama-
dos “bayesianos” apenas os procedimentos que minimizam func¸o˜es perdas esperadas,
a soluc¸a˜o coerente para o problema de decisa˜o. Assim, seja a determinac¸a˜o de um
valor de K (ponto cr´ıtico cujo valor depende da func¸a˜o perda escolhida) de modo
que:
• Rejeitar H0 se ev(Θ0;y) ≤ K;
• Aceitar H0 se ev(Θ0;y) > K.
Por exemplo, Madruga et al. (2001) consideram D o espac¸o de deciso˜es tal que D
= {AceitarH0(d0), RejeitarH0(d1)}, e L a func¸a˜o perda em D ×Θ→ <+ definida
por:
L(RejeitarH0, θ) = a[1− 1(θ ∈ T ∗)] e
L(AceitarH0, θ) = b+ c1(θ ∈ T ∗), com a, b, c > 0. (5.2)
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Nota-se que a func¸a˜o de perda L pune severamente a decisa˜o de aceitar H0 quando
θ e´, de fato, mais “prova´vel” que θ0, ou seja, quando θ ∈ T ∗. Madruga et al. (2001)
prova que a minimizac¸a˜o da esperanc¸a posterior da func¸a˜o de perda definida acima,
bem como de outras func¸o˜es de perda, sob H0, levam ao procedimento FBST , o
que o torna completamente bayesiano e confirma a na˜o violac¸a˜o do Princ´ıpio da
Verossimilhanc¸a.
2- O FBST na˜o viola o Princ´ıpio da Surpresa Mı´nima
O FBST respeita, tambe´m, o Princ´ıpio da Surpresa Mı´nima, como sugerido por
Good (1988), pois defende que os pontos mais importantes sa˜o aqueles mais apoiados
pelos dados, portanto, sa˜o os pontos do espac¸o parame´trico que teˆm maiores valores
da densidade posterior.
3- O FBST esta´ de acordo com o princ´ıpio jur´ıdico Onus Probandi
O princ´ıpio jur´ıdico Onus Probandi, tambe´m conhecido como Benef´ıcio da
Du´vida ou In Dubio Pro Reo parte do princ´ıpio que toda afirmac¸a˜o precisa de sus-
tentac¸a˜o, de provas para ser levada em considerac¸a˜o, e quando na˜o sa˜o oferecidos,
essa afirmac¸a˜o na˜o tem valor argumentativo e deve ser desconsiderada em um ra-
cioc´ınio lo´gico. Assim, uma hipo´tese em questa˜o na˜o e´ rejeitada se na˜o ha´ evideˆncias
suficientes contra ela.
4- A necessidade de aproximac¸o˜es no ca´lculo do e-valor se restringe a maxi-
mizac¸o˜es e integrac¸o˜es nume´ricas
Me´todos assinto´ticos na˜o sa˜o necessa´rios para o ca´lculo do e-valor, ca´lculo esse
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que sempre envolve dois passos: otimizac¸a˜o restrita e integrac¸a˜o da distribuic¸a˜o
posterior.
5- O FBST na˜o requer a atribuic¸a˜o de probabilidades a priori positivas para
as hipo´teses precisas e nem a eliminac¸a˜o de paraˆmetros de confusa˜o
O FBST na˜o exige a adoc¸a˜o de uma distribuic¸a˜o a priori que associa uma
probabilidade positiva para o subconjunto que define a hipo´tese nula precisa. Esta
e´ uma caracter´ıstica de coereˆncia mais relevante do FBST em relac¸a˜o ao teste de
Jeffreys para hipo´teses precisas.
A distribuic¸a˜o posterior e´ suficiente para o ca´lculo do e-valor, sem complicac¸o˜es
quanto a dimensa˜o tanto dos paraˆmetros quanto do espac¸o amostral. Essa carac-
ter´ıstica evita a necessidade da eliminac¸a˜o de paraˆmetros de perturbac¸a˜o, um pro-
blema que afeta algumas aplicac¸o˜es, como pode ser visto em Basu (1977).
6- A hipo´tese alternativa tambe´m e´ considerada no ca´lculo do e-valor
Como o espac¸o parame´trico completo e´ usado no ca´lculo do e-valor, a hipo´tese
alternativa e´ sempre inerentemente considerada. Como citado em Pereira and We-
chsler (1993), os testes de significaˆncia cla´ssicos a´s vezes desconsideram a hipo´tese
alternativa, afetando as infereˆncias.
7- Sob as condic¸o˜es, i) o valor verdadeiro do paraˆmetro deve estar contido no
suporte da distribuic¸a˜o a priori e ii) existeˆncia de um estimador consistente
de θ, a medida de evideˆncia e´ consistente, ou seja, e´ tal que
limn→∞ev(Θ0,y) =
{
1, θ = θ0
0, θ 6= θ0.
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Isso indica que, quando a dimensa˜o da amostra e´ grande, o procedimento de Pereira-
Stern conduz o experimentador a` decisa˜o correta. Essa propriedade e´ uma con-
sequeˆncia direta da propriedade de consisteˆncia da distribuic¸a˜o posterior, discutida
e demostrada por va´rios autores, por exemplo, em Bernardo and Smith (1994).
8- A medida de evideˆncia corrigida e´ invariante sob transformac¸o˜es um-a-um
do paraˆmetro de interesse
A medida de evideˆncia e´ invariante apenas sob transformac¸o˜es lineares. Pore´m,
pode ser feita uma correc¸a˜o a fim de ter-se invariaˆncia sob qualquer transformac¸a˜o
um-a-um do paraˆmetro de interesse (Madruga et al., 2001). Essa correc¸a˜o se baseia
na substituic¸a˜o da regia˜o T ∗ pela regia˜o S∗, dada por
S∗ =
{






e do ca´lculo da evideˆncia (corrigida) em favor de H0 como evc(Θ0, y) = 1− P (θ ∈
S∗|y) (Madruga et al., 2001). A medida de evideˆncia corrigida coincide com a medida
sem correc¸a˜o quando se utiliza uma priori uniforme. Ela considera desfavora´vel
aqueles pontos que teˆm aumento relativo na probabilidade a` priori, com relac¸a˜o a`
posteriori, maior que o aumento relativo ma´ximo sob H0.
5.2 Regra de Decisa˜o no FBST
Com a regra de decisa˜o descrita anteriormente (correspondente a` rejeic¸a˜o de H0 se
ev(Θ0;y) ≤ K) e a func¸a˜o perda definida em 5.2, Madruga et al. (2001) mostram




Na pra´tica, a escolha dos valores de a, b e c na˜o e´ simples e envolve a opinia˜o do
pesquisador sobre o erro mais (ou menos) danoso na sua decisa˜o.
Outra alternativa, baseando-se nas ide´ias de Santis (2004), e´ a de estabelecer
uma escala de evideˆncia em termos do ev(Θ0;y), levando as seguintes regras de
decisa˜o do FBST :
• se ev(Θ0;y) < w1, rejeita-se H0 (evideˆncia devisiva);
• se w1 ≤ ev(Θ0;y) ≤ w0, na˜o decisa˜o (evideˆncia fraca);
• se ev(Θ0;y) > w0, aceita-se-se H0 (evideˆncia decisiva).
com wi ∈ [0; 1](i = 0; 1) representando os pontos de corte do ev(Θ0;y).
De uma forma geral, nos casos em que a evideˆncia obtida e´ muito pro´xima de
zero (ou de 1), a decisa˜o natural e´ rejeitar (ou aceitar) H0. Nas demais situac¸o˜es,
pode-se estabelecer o n´ıvel de significaˆncia do teste, como e´ feito nos testes cla´ssicos.
5.3 Implementac¸a˜o do ev(Θ0;y)
A determinac¸a˜o de ev(Θ0;y) envolve as duas etapas descritas a seguir:
• 1a Etapa - Etapa de Otimizac¸a˜o: Consiste em maximizar a densidade poste-
rior h(θ|y) sob H0. Em outras palavras, consiste em obter o valor de θ∗ que
maximiza a densidade posterior, ou seja,
h(θ∗|y) = supΘ0h(θ|y) .
• 2a Etapa - Etapa de Integrac¸a˜o: Consiste em integrar a densidade posterior




T ∗C h(θ|y)dθ ,
com T ∗C = {θ ∈ Θ : h(θ|y) ≤ h(θ∗|y)}.
Na maioria dos casos, na˜o e´ poss´ıvel a realizac¸a˜o dessas etapas de forma anal´ıtica,
sendo necessa´rio a utilizac¸a˜o de me´todos nume´ricos, tais como o Me´todo de Monte
Carlo (nos casos de baixa dimensa˜o do espac¸o parame´trico) e os Me´todos MCMC
(nos casos de alta dimensa˜o do espac¸o parame´trico).
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Cap´ıtulo 6
Infereˆncia Bayesiana no Modelo de
Regressa˜o Ordinal
A abordagem cla´ssica ajusta o modelo de regressa˜o ordinal atrave´s do me´todo
de ma´xima verossimilhanc¸a. Um problema dessa abordagem e´ que as estimativas de
certos coeficientes podem na˜o existir. Em experimentos multifatoriais, por exemplo,
a proximidade do nu´mero de efeitos e do nu´mero de re´plicas pode levar a` falha na
convergeˆncia das estimativas (Chipman and Hamada, 1993). Adicionalmente, as
infereˆncias a respeito do modelo sa˜o baseadas na teoria assinto´tica associada, sendo
sua precisa˜o questiona´vel em tamanhos de amostra pequenos.
A utilizac¸a˜o de te´cnicas bayesiana pode ser vista como uma soluc¸a˜o para o ajuste
do modelo. Essa abordagem mante´m toda estrutura do modelo cumulativo, ale´m
de promover uma descric¸a˜o mais precisa da distribuic¸a˜o da varia´vel resposta Y .
Ao mesmo tempo, a questa˜o da na˜o convergeˆncia e´ resolvida, e as aproximac¸o˜es
assinto´ticas na˜o sa˜o necessa´rias para infereˆncia (Chipman and Hamada, 1993). A
modelagem nesse contexto requer a especificac¸a˜o de distribuic¸o˜es a priori para
os paraˆmetros que, combinadas com a verossimilhanc¸a, resultam na distribuic¸a˜o a
posteriori. Em posse da distribuic¸a˜o posterior, toda infereˆncia bayesiana pode ser
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desenvolvida (estimativas pontuais, intervalos de credibilidade e testes de hipo´teses
para os paraˆmetros do modelo).
Os paraˆmetros de interesse no Modelo Ordinal sa˜o:
• β′ =[β1 β2 · · · βk]→ coeficientes do Modelo Ordinal referente a`s varia´ves
explicativas (βz ∈ <, z = 1, · · · , k);
• α′ = [α1, α2, · · · , αJ−1] → pontos de corte da varia´vel cont´ınua subjacente Y ∗
(αj ∈ <, j = 1, · · · , J − 1, com α1 < α2 < · · · < αJ−1).
Para cada um dos β′zs, prioris com o espac¸o amostral pertencente aos nu´meros
reais podem ser consideradas. A restric¸a˜o que envolve os α′js (α1 < α2 < · · · < αJ−1)
deve ser levada em considerac¸a˜o na tarefa de se atribuir distribuic¸o˜es a priori para
esses paraˆmetros. Como visto no Cap´ıtulo 4, prioris informativas e na˜o informativas
podem ser atribu´ıdas, dependendo da quantidade de informac¸a˜o dispon´ıvel. No
caso de prioris informativas, Johnson and Albert (1998) discutem uma abordagem
alternativa: um me´todo de especificar estimativas a priori para as probabilidades
cumulativas de sucesso ao inve´s de atribuir prioris diretamente para os paraˆmetros.
O ca´lculo da verossimilhanc¸a pode ser derivado de duas abordagens (que geram
func¸o˜es distintas) que, consequentemente, resultam em duas formas da distribuic¸a˜o
posterior em um contexto bayesiano. Como visto no Cap´ıtulo 3, as varia´veis res-
posta Yi sa˜o independentes e multinomialmente distribu´ıdas, com as probabilidades
de sucesso para cada categoria (pii1, pii2, · · · , piiJ) definidas pela forma do modelo
cumulativo. A partir disso desenvolve-se a func¸a˜o de verossimilhanc¸a em 3.16. Essa
e´ a “real” verossimilhanc¸a dos dados, utilizada no contexto cla´ssico para encontrar
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os valores dos paraˆmetros que a maximizam (Estimadores de Ma´xima Verossimi-
lhanc¸a). A primeira abordagem bayesiana (e tambe´m a mais intuitiva) seria a de
combinar essa verossimilhanc¸a com distribuic¸o˜es a priori para os paraˆmetros do
modelo, resultando na seguinte distribuic¸a˜o posterior:














1 + exp(αj−1 −X′iβ)
)Yij( 1
1 + exp(αJ−1 −X′iβ)
)YiJ.
(6.1)
No entanto, essa na˜o foi a abordagem adotada nos primeiros desenvolvimentos
do modelo cumulativo ordinal atrave´s de me´todos bayesianos exatos, no comec¸o
dos anos 90 (como em Albert and Chib (1993) e etc), pela func¸a˜o em 6.1 ser, na
e´poca, complicada no sentido de se normalizar e de se amostrar diretamente dela.
Utilizou-se enta˜o a ideia de Dados Aumentados (Data Augmentation).
Dados Aumentados e´ uma te´cnica que se utiliza de varia´veis latentes como es-
trate´gia para converter a verossimilhanc¸a em uma forma (como a da regressa˜o normal
cla´ssica) que o amostrador simples de Gibbs (Anexo B) possa ser utilizado (Congdon,
2005). No contexto da regressa˜o bina´ria e multi-catego´rica (nominal ou ordinal), a
forma das distribuic¸o˜es condicionais completas sa˜o simplificadas quando se assume
que uma varia´vel cont´ınua latente esta´ associada a` varia´vel catego´rica observada
(Chipman and Hamada, 1993). Para introduzir essa abordagem, sera´ considerada
primeiramente a Regressa˜o Log´ıstica definida no Cap´ıtulo 2. Em seguida sera´ mos-
trado como o Dados Aumentados/amostrador de Gibbs pode ser generalizado para
lidar com dados multinomiais em que as categorias sa˜o ordenadas.
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6.1 Aumento de Dados e Amostrador de Gibbs
para dados bina´rios
6.1.1 Aumento de Dados
Suponha que n varia´veis bina´rias independentes Y1, · · · , Yn foram observadas, onde
Yi segue uma distribuic¸a˜o de Bernoulli com probabilidade de sucesso pii. O modelo de
regressa˜o bina´rio e´ definido como pii = F (x
′
iβ), onde F e´ uma func¸a˜o de distribuic¸a˜o
conhecida que faz a ligac¸a˜o entre as probabilidades pii com o preditor linear x
′
iβ.
Como discutido no Cap´ıtulo 2, o modelo log´ıstico e´ obtido se F e´ a func¸a˜o de
distribuic¸a˜o log´ıstica.
Seja F = Φ a func¸a˜o de distribuic¸a˜o de uma normal padra˜o, gerando o modelo
Probit (McCullagh and Nelder, 1989). Sendo h(β) a densidade a priori de β, a
densidade a posteriori h(β|y, x) sera´ dada por






yi(1− Φ(x′iβ))1−yi , (6.2)
que e´ altamente intrata´vel para o uso do amostrador de Gibbs (Albert and Chib,
1993).
O me´todo do aumento de dados introduz n varia´veis latentes independentes
Y ∗1 , · · · , Y ∗n , onde os Y ∗i ′s ∼ N(x′iβ, 1) e define-se Yi = 1 se Y ∗1 > 0 e Yi = 0 caso
contra´rio. Observe que se os Y ∗i
′s sa˜o conhecidos e uma priori normal multivariada
e´ escolhida para β, enta˜o a distribuic¸a˜o posterior de β pode ser derivada utilizando
os resultados da regressa˜o linear normal bayesiana (Albert and Chib, 1993). No en-
tanto, os Y ∗i
′s sa˜o obviamente desconhecidos mas, dado os dados Yi, a distribuic¸a˜o
de Y ∗i segue uma normal truncada. Essas informac¸o˜es, combinadas com o amostra-
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dor de Gibbs, permitem a simulac¸a˜o a partir da distribuic¸a˜o posterior exata de β
(Albert and Chib, 1993), como e´ descrito abaixo.
6.1.2 Amostrador de Gibbs
A densidade posterior conjunta de β e Y ∗ = (Y ∗1 , · · · , Y ∗n ) e´ dada por (Albert and
Chib, 1993)
h(β, Y ∗|y,x) ∝ h(β)
n∏
i=1
{I(Y ∗i > 0)I(yi = 1) + I(Y ∗i ≤ 0)I(yi = 0)}Φ(Y ∗i − x
′
iβ), (6.3)
sendo I(.) uma func¸a˜o indicadora. Essa distribuic¸a˜o e´ dif´ıcil de se normalizar e
amostrar valores diretamente dela. No entanto, o ca´lculo da distribuic¸a˜o posterior
marginal de β utilizando o amostrador de Gibbs, requer somente a distribuic¸a˜o
posterior de β condicionada a Y ∗ e a distribuic¸a˜o posterior de Y ∗ condicionada a
β. Essas distribuic¸o˜es condicionais sa˜o de formas cla´ssicas conhecidas: β|y, y∗ segue
uma normal multivariada e Y ∗i |y, β segue uma normal truncada a` esquerda de zero
se yi = 1 e uma normal truncada a` direita de zero se yi = 0 (Albert and Chib, 1993).
Assim, a tarefa de simulac¸a˜o a partir dessas duas distribuic¸o˜es e´ computacionalmente
fa´cil, o que torna poss´ıvel o uso do amostrador simples de Gibbs.
6.2 Aumento de Dados e Amostrador de Gibbs
para dados ordinais
6.2.1 Aumento de Dados
Como citado no Cap´ıtulo 3, para cada resposta ordinal Yi com J categorias ha´ uma
varia´vel latente Y ∗i em escala cont´ınua. A correspondeˆncia se da´ atrave´s dos pontos
de corte α0, α1, · · · , αJ onde −∞ = α0 < α1 < · · · < αJ = ∞. Se αj−1 < Y ∗ ≤ αj,
enta˜o Y = j e´ observado. A distribuic¸a˜o da varia´vel Y ∗ e´ determinada pela forma
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da func¸a˜o de ligac¸a˜o F−1, ja´ que Link(P (Y ≤ j)) = αj − x′β, ou equivalentemente
Link(P (Y ∗ ≤ αj)) = αj − x′β.
Adotando-se a abordagem de Dados Aumentados, a verossimilhanc¸a, como
func¸a˜o do conjunto de paraˆmetros e dados desconhecidos, passa a ser reescrita em
termos das varia´veis latentes Y ∗i como (Johnson and Albert, 1998)
P (y, x|β, α, Y ∗) =
N∏
i=1
F (Y ∗i − x
′
iβ))I(αyi−1 ≤ Y ∗i ≤ αyi), (6.4)
onde I(.) e´ uma func¸a˜o indicadora.
6.2.2 Amostrador de Gibbs
A densidade posterior conjunta das varia´veis latentes e dos paraˆmetros do modelo
e´ obtida atrave´s da verossimilhanc¸a em 6.4 e da informac¸a˜o a priori acerca dos
paraˆmetros β e α (Albert and Chib, 1993):
h(β, α, Y ∗|y, x) ∝ h(β)h(α)
N∏
i=1
F (Y ∗i − x
′
iβ))I(αyi−1 ≤ Y ∗i ≤ αyi), (6.5)
adotando-se prioris independentes para β e α. As distribuic¸o˜es condicionais comple-
tas, requeridas para o algoritmo amostrador de Gibbs, sa˜o (Chipman and Hamada,
1993):
h(β|α, y∗, x, y) ∝ h(β)
N∏
i=1
f(Y ∗i − x′iβ))
h(α|β, y∗, x, y) ∝ h(α)I(αyi−1 ≤ Y ∗i ≤ αyi)
h(Y ∗|β, α, x, y) ∝
N∏
i=1
f(Y ∗i − x′iβ))I(αyi−1 ≤ Y ∗i ≤ αyi),
sendo necessa´ria a especificac¸a˜o das distribuic¸o˜es a priori independentes de β e α
e da func¸a˜o de ligac¸a˜o F−1. Johnson and Albert (1998) estimula a utilizac¸a˜o do
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modelo probito (o que leva Y ∗ a ser normalmente distribu´ıdo), ja´ que com esse link
(e certas prioris de β e α) todas distribuic¸o˜es condicionais completas acima tem
formas anal´ıticas trata´veis, sendo poss´ıvel a utilizac¸a˜o do amostrador simples de
Gibbs.
Albert and Chib (1993) adotam prioris uniformes para (β, α) (respeitando a
ordenac¸a˜o dos α′s), gerando uma densidade posterior proporcional a` verossimilhanc¸a
em 6.4. A distribuic¸a˜o dos Y ∗i
′s dado β e α sa˜o normais truncadas independentes,
onde os pontos de truncamento sa˜o definidos pelos valores correntes dos pontos de
corte da categoria. A distribuic¸a˜o posterior de β condicionada a α e Y ∗ segue
uma normal multivariada (a mesma que a densidade posterior dos paraˆmetros da
regressa˜o para o modelo normal cla´ssico quando a variaˆncia e´ conhecida e igual a
um). Finalmente, a distribuic¸a˜o condicional dos componentes de α, por exemplo
αj, dados os valores correntes de β e Y






Chipman and Hamada (1993) atribuem uma priori normal multivariada para
β e uma priori normal multivariada truncada para α, devido a restric¸a˜o α1 <
α2 < · · · < αJ−1. Essas escolhas resultam nas seguintes distribuic¸o˜es condicionais
completas: h(β|α, y∗, x, y) segue uma normal multivariada, h(αj|β, y∗, x, y) segue
uma normal truncada pelos Y ∗i
′s e h(Y ∗i |β, α, x, y) segue uma normal truncada
pelos α′js.
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6.3 Dados Aumentados vs Verossimilhanc¸a Mul-
tinomial
Apesar de ter tido papel fundamental no desenvolvimento da abordagem bayesiana
para os modelos de regressa˜o ordinal nos anos 90, o me´todo de Dados Aumentados
apresenta algumas desvantagens e e´ criticado em artigos mais recentes, como em
Ishwaran (2000) e Parmigiani et al. (2003).
O grande diferencial para a e´poca (e o que contribuiu para a popularidade e
difusa˜o) do procedimento de Albert and Chib (1993) era contar com um amostrador
de Gibbs que utiliza atualizac¸o˜es exatas para o paraˆmetro de locac¸a˜o no modelo
probito. No entanto, a mudanc¸a da func¸a˜o de ligac¸a˜o resulta em mudanc¸as expres-
sivas no amostrador de Gibbs, tais como a perda dessa propriedade. Isso se deve
ao fato das distribuic¸o˜es condicionais completas dos paraˆmetros da regressa˜o β na˜o
serem de formas conhecidas (Johnson and Albert, 1998). Com isso, os exemplos
de aplicac¸a˜o da de´cada de 90 utilizavam em sua maioria a func¸a˜o Probit, como em
Albert and Chib (1993), Chipman and Hamada (1993) e Cowles (1996).
Outro problema da abordagem de Dados Aumentados proposta em Albert
and Chib (1993) e´ a ineficieˆncia da amostragem dos pontos de corte α′js.





i ). No entanto, quando ha´ um nu´mero alto de observac¸o˜es
em categorias adjacentes, esse intervalo tende a ser pequeno e a movimentac¸a˜o do
componente α e´ mı´nimo. Isso resulta em um lento avanc¸o no amostrador de Gibbs
(Congdon, 2005), com autocorrelac¸o˜es altas e que com frequeˆncia na˜o desaparecem
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(Ishwaran, 2000). Surgiram enta˜o me´todos que buscavam acelerar a convergeˆncia
dos pontos de corte. Por exemplo, Cowles (1996) discutiu a utilizac¸a˜o de um passo
Metropolis-Hastings multivariado que atualizasse os pontos de corte e as varia´veis
latentes simultaneamente. Esse procedimento tambe´m e´ discutido em Johnson and
Albert (1998). Albert and Chib (1998) utilizaram o Metropolis-Hastings com Dados
Aumentados atrave´s de uma reparametrizac¸a˜o dos pontos de corte, que os tornam
sem ordenac¸a˜o:
γ2 = log(α2) ; γj = log(αj − αj−1), 2 ≤ j ≤ J − 1,
ou seja,
α2 = exp(γ2) ; αj = αj−1 +
∑j
v=3 exp(γv),
assumindo α1 = 0, pois e´ adotado que x
′
iβ inclui um intercepto e, para resolver o
problema de identificabilidade, alguma restric¸a˜o nos α′s deve ser incorporada (John-
son and Albert, 1998). Mesmo com essa evoluc¸a˜o dos me´todos visando algoritmos
mais velozes, de uma forma geral a adic¸a˜o e simulac¸a˜o de tantas varia´veis latentes
quanto o nu´mero de observac¸o˜es diminui a velocidade de convergeˆncia da cadeia de
Markov, especialmente para o caso de amostras grandes (Ishwaran, 2000).
Uma vantagem de se utilizar o procedimento de Dados Aumentados na mode-
lagem ordinal e´ a ana´lise de res´ıduos. Enquanto na abordagem da verossimilhanc¸a
multinomial existem J − 1 res´ıduos para cada observac¸a˜o, ha´ somente um res´ıduo
na abordagem de varia´veis latentes: y∗i − βxi (Johnson and Albert, 1998). O cres-
cimento de dimensa˜o, de 1 para J − 1, complica a ana´lise de res´ıduos. Na˜o somente
ha´ mais res´ıduos a serem examinados, mas os J − 1 res´ıduos para cada observac¸a˜o
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sa˜o correlacionados. Consequentemente, na˜o ha´ uma forma clara como os res´ıduos
cla´ssicos (Pearson, deviance e etc) podem ser analisados. Ja´ os res´ıduos da aborda-
gem de aumento de dados sa˜o independentes e distribu´ıdos conforme a func¸a˜o F .
Desvios da estrutura do modelo sa˜o refletidos por valores at´ıpicos dessas quantidades
em relac¸a˜o a amostras tiradas de F (Johnson and Albert, 1998). Contudo, ha´ alter-
nativas para a abordagem multinomial como a discutida em Congdon (2005), onde
novos yi sa˜o amostrados e a concordaˆncia entre as categorias preditas e as atuais
categorias e´ avaliada (esse procedimento pode tambe´m ser utilizado na abordagem
de Dados Aumentados).
Como visto, o grande motivo para a utilizac¸a˜o de Dados Aumentados eram as
restric¸o˜es da e´poca. A combinac¸a˜o desse me´todo com certas condic¸o˜es (func¸a˜o de
ligac¸a˜o Probit, por exemplo) permitiram o ajuste dos modelos bina´rios, nominais
e ordinais a partir de te´cnicas bayesianas. Atualmente, o seu uso na˜o e´ mais uma
necessidade visto que a evoluc¸a˜o dos algoritmos MCMC e da capacidade computa-
cional permitem ao pesquisador a utilizac¸a˜o de qualquer uma das duas abordagens
da verossimilhanc¸a, com qualquer func¸a˜o de ligac¸a˜o desejada e sem preju´ızos signi-
ficativos em termos de tempo e/ou qualidade das estimativas.
6.4 Abordagens adotadas no trabalho
A abordagem da verossimilhanc¸a multinomial sera´ adotada nesse trabalho. A exem-
plo de Albert and Chib (1998), uma reparametrizac¸a˜o nos pontos de corte e´ sugerida




α2 = α1 + λ2
α3 = α2 + λ3 = α1 + λ2 + λ3
...
αJ−1 = αJ−2 + λJ−1 = α1 +
∑J−1
v=2 λv
Ao contra´rio de Albert and Chib (1998), essa reparametrizac¸a˜o na˜o necessita
de fixar α1 = 0, visto que adota-se que β na˜o conte´m intercepto (como proposto
em McCullagh and Nelder (1989), Agresti (2012) e etc). Os paraˆmetros de inte-
resse passam a ser: β
′
= [β1 β2 · · · βk], α1 e λ2, · · · , λJ−1. A verossimilhanc¸a,









































As prioris consideradas para os paraˆmetros do modelo ordinal em 6.6 sera˜o in-
dependentes uma das outras e tera˜o as seguintes distribuic¸o˜es:
• α1 ∼ N(µ0, σ20);
• λv ∼ Gama(δv, φv), v = 2, · · · , J − 1;
• βz ∼ N(µz, σ2z), z = 1, · · · , k.
Com as prioris definidas para os paraˆmetros do Modelo Ordinal e a verossimi-
lhanc¸a em 6.6, a posteriori pode ser calculada atrave´s da Fo´rmula de Bayes (4.1):
h(α1, λ2, · · · , λJ−1, β1, · · · , βk|y,x) ∝ P (y,x|α1, λ2, · · · , λJ−1, β1, · · · , βk)h(α1, λ2, · · · , λJ−1, β1, · · · , βk)
54
































































Note que a posteriori (6.7) na˜o apresenta forma anal´ıtica fechada, no entanto, ela
pode ser estimada empiricamente atrave´s dos me´todos MCMC como o amostrador




Este cap´ıtulo tem por objetivo apresentar os resultas de simulac¸o˜es computacionais
de dados ordinais e sua consequente modelagem em diversos cena´rios, referentes
ao nu´mero de categorias da varia´vel resposta Y e do nu´mero e tipo das varia´veis
explicativas Xk. Sera˜o obtidos:
• Estimativas pontuais para cada um dos J − 1 + k paraˆmetros do Modelo
Ordinal, contidos na posteriori em 6.7. A me´dia a posteriori sera´ o estimador
de Bayes utilizado.
• Intervalos de credibilidade do tipo HPD de 95% para os J − 1 +k paraˆmetros
do Modelo Ordinal.











+ · · ·+ (k
k
)
combinac¸o˜es poss´ıveis de β′s serem iguais a zero.
Testes de hipo´teses para os J − 1 α′js do Modelo Ordinal na˜o sera˜o realizados
por na˜o apresentarem sentido pra´tico. Usualmente eles na˜o sa˜o de interesse, ex-
ceto para a estimac¸a˜o das probabilidades da varia´vel resposta (Agresti, 2012).
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As distribuic¸o˜es a priori consideradas para os paraˆmetros sera˜o na˜o informativas,
obtidas adotando-se uma dada me´dia e variaˆncia grande (prioris difusas):
• α1 ∼ N(0, 1000);
• λv ∼ Gama(1/1000, 1/1000), v = 2, · · · , J − 1;
• βz ∼ N(0, 1000), z = 1, · · · , k.
A utilizac¸a˜o de prioris na˜o informativas permitira˜o a comparac¸a˜o com os resul-
tados da abordagem cla´ssica, e, consequentemente, a comparac¸a˜o do desempenho
do FBST em relac¸a˜o ao p-valor. Todas as simulac¸o˜es foram realizadas atrave´s dos
algoritmos descritos no Anexo A e utilizando o Software R (R Core Team, 2013).
7.1 Resultados
7.1.1 Simulac¸a˜o com J = 3 categorias e 1 varia´vel explicativa
bina´ria
A Tabela 7.1 apresenta os resultados obtidos em simulac¸o˜es de um modelo log´ıstico
ordinal considerando J = 3 categorias e uma u´nica varia´vel explicativa bina´ria. As
simulac¸o˜es foram realizadas para diferentes tamanhos de amostras (n=30, 50, 100
e 200) e considerando os seguintes valores dos paraˆmetros: α1 = −0, 5, α2 = 0, 5 e
β = 0, 15.
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Tabela 7.1: Infereˆncia Cla´ssica e Bayesiana dos Paraˆmetros do Modelo Log´ıstico
Ordinal (α1 = −0, 5, α2 = 0, 5 e β = 0, 15).
Parametros
Classico Bayesiano
EMV IC (95%) p-valor Me´dia Post HPD (95%) e-valor
n = 30
α1 = −0, 5 -0,339 (-1,309 : 0,630) - -0,332 (-1,283 : 0,707) -
α2 = 0, 5 0,914 (-0,105 : 1,934) - 0,930 (-0,143 : 1,950) -
β = 0, 15 0,136 (-1,184: 1,457) 0,840 0,141 (-1,205 : 1,484) 0,998
n = 50
α1 = −0, 5 -0,693 (-1,448 : 0,061) - -0,699 (-1,437 : 0,086) -
α2 = 0, 5 0,375 (-0,360 : 1,111) - 0,370 (-0,382 : 1,121) -
β = 0, 15 -0,252 (-1,280 : 0,775) 0,630 -0,257 (-1,296 : 0,771) 0,975
n = 100
α1 = −0, 5 -0,635 (-1,192 : -0,079) - -0,636 (-1,202 : -0,079) -
α2 = 0, 5 0,290 (-0,253 : 0,834) - 0,290 (-0,263 : 0,838) -
β = 0, 15 0,331 (-0,404 : 1,068) 0,390 0,336 (-0,406 : 1,074) 0,859
n = 200
α1 = −0, 5 -0,862 (-1,270 : -0,453) - -0,864 (-1,286 : -0,459) -
α2 = 0, 5 0,173 (-0,216 : 0,564) - 0,172 (-0,227 : 0,568) -
β = 0, 15 -0,283 (-0,799 : 0,232) 0,281 -0,285 (-0,787 : 0,245) 0,760
A Tabela 7.2 apresenta os resultados obtidos em simulac¸o˜es de um modelo
log´ıstico ordinal considerando J = 3 categorias e uma u´nica varia´vel explica-
tiva bina´ria. As simulac¸o˜es foram realizadas para diferentes tamanhos de amos-
tras (n=30, 50, 100 e 200) e considerando os seguintes valores dos paraˆmetros:
α1 = −0, 5, α2 = 0, 5 e β = 1, 0.
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Tabela 7.2: Infereˆncia Cla´ssica e Bayesiana dos Paraˆmetros do Modelo Log´ıstico
Ordinal (α1 = −0, 5, α2 = 0, 5 e β = 1, 0).
Parametros
Classico Bayesiano
EMV IC (95%) p-valor Me´dia Post HPD (95%) e-valor
n = 30
α1 = −0, 5 0,136 (-0,699 : 0,971) - 0,157 (-0,681 : 1,011) -
α2 = 0, 5 1,338 (0,363 : 2,313) - 1,368 (0,394 : 2,397) -
β = 1, 0 0,480 (-1,002 : 1,963) 0,526 0,488 (-1,058 : 2,034) 0,947
n = 50
α1 = −0, 5 -0,574 (-1,354 : 0,206) - -0,577 (-1,389 : 0,204) -
α2 = 0, 5 0,240 (-0,524 : 1,005) - 0,235 (-0,583 : 0,992) -
β = 1, 0 0,814 (-0,272 : 1,901) 0,142 0,847 (-0,291 : 1,927) 0,558
n = 100
α1 = −0, 5 -0,462 (-1,005 : 0,081) - -0,462 (-1,001 : 0,094) -
α2 = 0, 5 0,379 (-0,161 : 0,920) - 0,379 (-0,161 : 0,930) -
β = 1, 0 0,852 (0,090 : 1,613) 0,028 0,866 (0,107 : 1,634) 0,189
n = 200
α1 = −0, 5 -0,537 (-0,933 : -0,141) - -0,538 (-0,940 : -0,145) -
α2 = 0, 5 0,449 (0,056 : 0,842) - 0,449 (0,055 : 0,845) -
β = 1, 0 1,207 (0,651 : 1,762) 0,00002 1,215 (0,660 : 1,780) 0,00015
A Tabela 7.3 apresenta os resultados obtidos em simulac¸o˜es de um modelo
log´ıstico ordinal considerando J = 3 categorias e uma u´nica varia´vel explica-
tiva bina´ria. As simulac¸o˜es foram realizadas para diferentes tamanhos de amos-
tras (n=30, 50, 100 e 200) e considerando os seguintes valores dos paraˆmetros:
α1 = −0, 5, α2 = 0, 5 e β = 2, 0.
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Tabela 7.3: Infereˆncia Cla´ssica e Bayesiana dos Paraˆmetros do Modelo Log´ıstico
Ordinal (α1 = −0, 5, α2 = 0, 5 e β = 2, 0).
Parametros
Classico Bayesiano
EMV IC (95%) p-valor Me´dia Post HPD (95%) e-valor
n = 30
α1 = −0, 5 -1,352 (-2,568 : -0,136) - -1,401 (-2,689 : -0,176) -
α2 = 0, 5 -0,268 (-1,317 : 0,781) - -0,308 (-1,420 : 0,765) -
β = 2, 0 1,210 (0,410, : 2,831) 0,143 1,322 (-0,345 : 3,107) 0,565
n = 50
α1 = −0, 5 -0,776 (-1,549 : -0,003) - -0,785 (-1,588 : 0,024) -
α2 = 0, 5 0,163 (-0,569 : 0,896) - 0,153 (-0,585 : 0,911) -
β = 2, 0 1,402 (0,183 : 2,621) 0,024 1,480 (0,225 : 2,751) 0,16
n = 100
α1 = −0, 5 -1,026 (-1,623 : -0,429) - -1,036 (-1,632 : -0,432) -
α2 = 0, 5 -0,218 (-0,761 : 0,325) - -0,229 (-0,783 : 0,324) -
β = 2, 0 1,558 (0,596 : 2,520) 0,001 1,607 (0,656 : 2,625) 0,011
n = 200
α1 = −0, 5 -0,660 (-1,043 : -0,276) - -0,661 (-1,048 : -0,276) -
α2 = 0, 5 0,309 (-0,061 : 0,680) - 0,310 (-0,065 : 0,685) -
β = 2, 0 1,573 (0,962 : 2,184) ∼= 0 1,593 (0,983 : 2,222) 0
7.1.2 Simulac¸a˜o com J = 3 categorias e 1 varia´vel explicativa
quantitativa
A Tabela 7.4 apresenta os resultados obtidos em simulac¸o˜es de um modelo log´ıstico
ordinal considerando J = 3 categorias e uma u´nica varia´vel explicativa quantitativa.
As simulac¸o˜es foram realizadas para diferentes tamanhos de amostras (n=30, 50,
100 e 200) e considerando os seguintes valores dos paraˆmetros: α1 = −1, 5, α2 = 0, 0
e β = 0, 1.
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Tabela 7.4: Infereˆncia Cla´ssica e Bayesiana dos Paraˆmetros do Modelo Log´ıstico
Ordinal (α1 = −1, 5, α2 = 0, 0 e β = 0, 10).
Parametros
Classico Bayesiano
EMV IC (95%) p-valor Me´dia Post HPD (95%) e-valor
n = 30
α1 = −1, 5 -2,766 (-4,322 : -1,209) - -2,890 (-4,545 : -1,283) -
α2 = 0, 0 0,287 (-0,623 : 1,199) - 0,285 (-0,643 : 1,285) -
β = 0, 10 -0,028 (-0,161 : 0,104) 0,675 -0,030 (-0,169 : 0,112) 0,983
n = 50
α1 = −1, 5 -1,183 (-1,864 : -0,501) - -1,199 (-1,888 : -0,501) -
α2 = 0, 0 -0,120 (-0,703 : 0,463) - -0,136 (-0,745 : 0,455) -
β = 0, 10 0,102 (-0,029 : 0,233) 0,127 0,110 (-0,022 : 0,250) 0,495
n = 100
α1 = −1, 5 -1,06 (-1,666 : -0,454) - -1,065 (-1,694 : -0,465) -
α2 = 0, 0 0,161 (-0,397 : 0,720) - 0,161 (-0,397 : 0,729) -
β = 0, 10 0,115 (0,026 : 0,203) 0,011 0,117 (0,029 : 0,208) 0,085
n = 200
α1 = −1, 5 -1,193 (-1,615 : -0,772) - -1,196 (-1,617 : -0,777) -
α2 = 0, 0 0,359 (-0,017 : 0,735) - 0,361 (-0,007 : 0,748) -
β = 0, 10 0,146 (0,083 : 0,208) 0,000004 0,148 (0,086 : 0,212) 0,00013
7.1.3 Simulac¸a˜o com J = 4 categorias e 2 varia´veis explica-
tivas (bina´ria e cont´ınua)
A Tabela 7.5 apresenta os resultados obtidos em simulac¸o˜es de um modelo log´ıstico
ordinal considerando J = 4 categorias e duas varia´veis explicativas, X1 e X2, onde
X1 e´ uma varia´vel bina´ria e X2 e´ uma varia´vel cont´ınua. As simulac¸o˜es foram
realizadas para diferentes tamanhos de amostras (n=50 e 200) e considerando os
seguintes valores dos paraˆmetros: α1 = −0, 3, α2 = 1, 2, α3 = 2, 2, β1 = −0, 1 e
β2 = 1, 1.
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Tabela 7.5: Infereˆncia Cla´ssica e Bayesiana dos Paraˆmetros do Modelo Log´ıstico
Ordinal (α1 = −0, 3, α2 = 1, 2, α3 = 2, 2, β1 = −0, 1 e β2 = 1, 1).
Parametros
Classico Bayesiano
EMV IC (95%) p-valor Me´dia Post HPD (95%) e-valor
n = 50
α1 = -0,3 0,995 (-0,813 : 2,803) - 1,256 (-0,687 : 3,239) -
α2 = 1, 2 2,199 (0,216 : 4,182) - 2,471 (0,461 : 4,665) -
α3 = 2, 2 3,012 (0,945 : 5,078) - 3,279 (1,166 : 5,565) -
β1 = −0, 1 0,587 (-1,249 : 2,425) 0,531 0,649 (-1,324 : 2,612) 0,996
β2 = 1, 10 0,956 (0,499 : 1,413) 0,00004 1,067 (0,608 : 1,577) 0
β1 = β2 = 0 - - ∼= 0 - - 0
n = 200
α1 = -0,3 -1,301 (-2,136 : -0,465) - -1,304 (-2,162 : -0,463) -
α2 = 1, 2 0,316 (-0,511 : 1,144) - 0,328 (-0,529 : 1,155) -
α3 = 2, 2 1,483 (0,559 : 2,407) - 1,494 (0,592 : 2,460) -
β1 = −0, 1 -1,121 (-2,214 : -0,029) 0,044 -1,163 (-2,290 : -0,048) 0,562
β2 = 1, 10 1,016 (0,741 : 1,290) ∼= 0 1,053 (0,770 : 1,332) 0
β1 = β2 = 0 - - ∼= 0 - - 0
A Tabela 7.6 apresenta os resultados obtidos em simulac¸o˜es de um modelo
log´ıstico ordinal considerando J = 4 categorias e duas varia´veis explicativas, X1
e X2, onde X1 e´ uma varia´vel bina´ria e X2 e´ uma varia´vel cont´ınua. As simulac¸o˜es
foram realizadas para diferentes tamanhos de amostras (n=50 e 200) e considerando
os seguintes valores dos paraˆmetros: α1 = −0, 3, α2 = 1, 2, α3 = 2, 2, β1 = −1, 5 e
β2 = 0, 02.
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Tabela 7.6: Infereˆncia Cla´ssica e Bayesiana dos Paraˆmetros do Modelo Log´ıstico
Ordinal (α1 = −0, 3, α2 = 1, 2, α3 = 2, 2, β1 = −1, 5 e β2 = 0, 02).
Parametros
Classico Bayesiano
EMV IC (95%) p-valor Me´dia Post HPD (95%) e-valor
n = 50
α1 = - 0,3 -0,652 (-1,554 : 0,249) - -0,658 (-1,576 : 0,285) -
α2 = 1, 2 1,240 (0,233 : 2,246) - 1,270 (0,285 : 2,346) -
α3 = 2, 2 2,059 (0,793 : 3,325) - 2,095 (0,848 : 3,419) -
β1 = −1, 5 -1,759 (-2,971 : -0,547) 0,004 -1,836 (-3,098 : -0,603) 0,150
β2 = 0, 02 -0,028 (-0,113 : 0,057) 0,520 -0,032 (-0,124 : 0,053) 0,995
β1 = β2 = 0 - - 0,010 - - 0,137
n = 200
α1 = - 0,3 -0,200 (-0,650 : 0,249) - -0,192 (-0,640 : 0,266) -
α2 = 1, 2 1,596 (1,076 : 2,116) - 1,614 (1,099 : 2,133) -
α3 = 2, 2 2,576 (1,903 : 3,248) - 2,596 (1,941 : 3,293) -
β1 = −1.5 -1,370 (-1,949 : -0,791) 0,000003 -1,385 (-1,954 : -0,803) 0,0002
β2 = 0, 02 0,047 (0,011 : 0,083) 0,010 0,048 (0,012 : 0,084) 0,240
β1 = β2 = 0 - - ∼= 0 - - 0
7.2 Comenta´rios
As estimativas pontuais bayesianas, calculadas como a me´dia da distribuic¸a˜o poste-
rior, foram bem pro´ximas das estimativas cla´ssicas de verossimilhanc¸a. Essa proxi-
midade se tornou maior a medida que o tamanho da amostra crescia. Logicamente
tal fato tambe´m ocorreu em relac¸a˜o aos intervalos de confianc¸a e os intervalos de
credibilidade do tipo HPD. Os intervalos de confianc¸a cla´ssicos calculados sa˜o do
tipo Wald. Eles sa˜o sime´tricos em torno da estimativa pontual e se baseiam na nor-
malidade assinto´tica dos estimadores de ma´xima verossimilhanc¸a. Sua precisa˜o e´,
portanto, questiona´vel para amostras pequenas. Os intervalos HPD na˜o sa˜o neces-
sariamente sime´tricos, e nas simulac¸o˜es realizadas foram sempre mais conservadores
que os intervalos de confianc¸a.
A relac¸a˜o entre os p-valores e os intervalos de confianc¸a no sentido de que se a
hipo´tese nula de algum βk = 0 for rejeitada a um n´ıvel de significaˆncia de α× 100%
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(p-valor < α) o zero na˜o estara´ contido no intervalo de confianc¸a de (1−α)× 100%,
na˜o se aplica entre os intervalos HPD e os e-valores. Por exemplo, na Tabela 7.2
com n = 100, o e-valor de 0,189 na˜o rejeita a hipo´tese que β = 0, mas o intervalo
HPD de 95% na˜o conte´m o zero. Isso decorre do fato de que, enquanto o intervalo
HPD e´ calculado no espac¸o parame´trico unidimensional (correspondente a` dimensa˜o
do paraˆmetro em questa˜o), o e-valor e´ calculado em todo espac¸o parame´trico Θ
(multidimensional).
Os e-valores foram mais conservadores que os p-valores cla´ssicos, havendo casos
em que a hipo´tese nula seria rejeitada a um n´ıvel de 5% na abordagem cla´ssica mas
na˜o seria rejeitada na abordagem bayesiana (Tabela 7.3 com n= 50, por exemplo).
Esse cena´rio ja´ esteve presente nos exemplos de Pereira and Stern (1999). Os e-
valores sa˜o relacionados com a dimensa˜o do modelo, de forma que eles crescem a
medida que a dimensa˜o cresce (Izbickil et al., 2012).
Para os casos em que se testava simultaneamente mais de um paraˆmetro β,
observou-se uma incoereˆncia dos p-valores em hipo´teses aninhadas a exemplo do
destacado em Izbickil et al. (2012). Na Tabela 7.6, o p-valor para o teste β1 = β2 = 0
(0,01) foi maior do que o p-valor para o teste β1 = 0 (0,004). Isso significa que, se
fosse adotado um n´ıvel de significaˆncia de 0,5% , rejeitaria-se a segunda hipo´tese
mas na˜o rejeitaria-se a primeira. Schervish (1996) questiona a utilizac¸a˜o dos p-
valores como medida de evideˆncia nessas situac¸o˜es. Por outro lado, com as prioris
na˜o informativas adotadas, os e-valores dos testes β1 = β2 = 0 e β1 = 0 foram
respectivamente 0,137 e 0,150. No FBST , a hipo´tese de dimensa˜o maior sempre
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tera´ um e-valor menor do que o da hipo´tese aninhada de dimensa˜o menor, fazendo
com que a contradic¸a˜o dos p-valores na˜o se aplique. Isso se deve ao fato do ca´lculo
do e-valor ser sempre realizado no pleno espac¸o de dimensa˜o igual ao nu´mero de
paraˆmetros do modelo. Logo, as sub-hipo´teses sempre seguem coerentemente a
orientac¸a˜o da hipo´tese principal (Izbickil et al., 2012).
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Cap´ıtulo 8
Aplicac¸a˜o a dados reais
Este cap´ıtulo apresenta uma aplicac¸a˜o da metodologia do Cap´ıtulo 6, ilustrando
um problema gene´tico como em Grazeffe et al. (2008) onde foi verificada a influeˆncia
de certo tipo de radiac¸a˜o na ocorreˆncia de danos celulares. A avaliac¸a˜o foi realizada
atrave´s do teste cometa ou eletroforese em gel de ce´lulas individuais para a de-
tecc¸a˜o de quebras no DNA. Os indiv´ıduos do estudo foram caramujos da espe´cie
Biomphalaria glabrata selvagens, mantidos em laborato´rio durante va´rias gerac¸o˜es.
Os caramujos foram expostos a taxas de radiac¸a˜o a 2,82 Kgy/h e separados em
cinco grupos: grupos expostos a 2,5; 5; 10 e 20 Gy e grupo controle (submetidos a`s
mesmas condic¸o˜es exceto quanto a` radiac¸a˜o). Ao todo foram 48 animais e em cada
um deles, foram coletadas ce´lulas ate´ completar 100 ce´lulas na˜o apopto´ticas (ce´lulas
vivas). A ana´lise visual do teste do cometa foi baseada no trabalho de Jaloszynski
et al. (1997) e consistiu na classificac¸a˜o dos cometas em categorias (0 a 3) de acordo
com o dano no DNA (extensa˜o da migrac¸a˜o do DNA). A classificac¸a˜o do dano e´
apresentada abaixo e ilustrada pela Figura 8.1. A Tabela 8.1 apresenta os dados dos
danos celulares induzidos pelos diferentes n´ıveis de radiac¸a˜o.
• Classe zero ce´lulas sem dano: cometas com cabec¸a grande e sem cauda,
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sem migrac¸a˜o do DNA;
• Classe um ce´lulas pouco danificadas: cometas com cauda bem curta,
com pouca migrac¸a˜o do DNA;
• Classe dois ce´lulas danificadas: cometas com caudas longas, com migrac¸a˜o
intermedia´ria de DNA;
• Classe treˆs ce´lulas muito danificadas: cometas com cabec¸as bem peque-
nas e uma cauda muito longa, com muita migrac¸a˜o de DNA.
Figura 8.1: Me´todo visual do teste do cometa para classificac¸a˜o da categoria do
dano.
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Tabela 8.1: Frequ¨eˆncia observada da categoria do dano, segundo a dose de radiac¸a˜o.
Dose (Gy)
Categoria de dano no DNA Total de
ce´lulas0 1 2 3
0 654 125 72 249 1100
2,5 442 178 105 175 900
5 197 253 173 277 900
10 159 296 264 281 1000
20 58 49 133 660 900
8.1 Ana´lise Estat´ıstica
O objetivo da ana´lise estat´ıstica e´ o de verificar se o n´ıvel de radiac¸a˜o influencia no
dano celular. A varia´vel resposta ordinal Y e´ dada pela categoria do dano celular
(0,1,2 ou 3), enquanto a varia´vel explicativa X corresponde ao n´ıvel de radiac¸a˜o (0,
2,5, 5, 10 ou 20 Gy). A escolha do modelo de regressa˜o ordinal para a ana´lise e´ uma
consequeˆncia do pro´prio delineamento experimental. Para cada dose de radiac¸a˜o, o
nu´mero de cometas foi fixado em 100 por animal. Logo, o vetor de frequeˆncias das
categorias de cada cometa e´ um vetor multinomial com 4 categorias. Como as doses
sa˜o varia´veis ordinais, o modelo log´ıstico multi-catego´rico ordinal e´ adequado. Em
Grazeffe et al. (2008) esse problema foi solucionado utilizando-se uma partic¸a˜o do
modelo log´ıstico nominal, ou seja, ignorou-se a ordenac¸a˜o da varia´vel resposta.
A Tabela 8.2 mostra as estimativas pontuais, intervalares e os testes de signi-
ficaˆncia dos paraˆmetros do modelo, tanto para a abordagem cla´ssica quanto para a
abordagem Bayesiana. Na abordagem Bayesiana adotaram-se as mesmas prioris na˜o
informativas para os paraˆmetros que as utilizadas para as simulac¸o˜es do Cap´ıtulo 6.
A exemplo de Grazeffe et al. (2008), a varia´vel explicativa “n´ıvel da radiac¸a˜o”
foi ajustada por um polinoˆmio de segundo grau.
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Tabela 8.2: Infereˆncias cla´ssicas e Bayesianas para o modelo.
Parametros
Classico Bayesiano
EMV IC (95%) p-valor Me´dia Post HPD (95%) e-valor
α1 0,105 (0,002 : 0,207) - 0,105 (0,005 : 0,209) -
α2 1,051 (0,942 : 1,161) - 1,052 (0,947 : 1,164) -
α3 1,827 (1,711 : 1,944) - 1,828 (1,716 : 1,948) -
β1 0,147 (0,119 : 0,175) ∼= 0 0,147 (0,120 : 0,175) 0
β2 -0,00036 (-0,002 : 0,001) 0,600 -0,00034 (-0,002 : 0,001) 0,997
β1 = β2 = 0 - - ∼= 0 - - 0
O e-valor = 0 para o teste β1 = β2 = 0 indica a presenc¸a de regressa˜o. Ja´ o
coeficiente β2 na˜o foi significativo (e-valor = 0,997), podendo o termo quadra´tico
do “n´ıvel de radiac¸a˜o” ser retirado da modelo. A Tabela 8.3 mostra as infereˆncias
para o modelo reduzido. As proporc¸o˜es observadas e estimadas de cada categoria do
dano segundo os diferentes n´ıveis de radiac¸a˜o, e para os dois modelos considerados
(completo e reduzido), esta˜o contidos na Tabela 8.4. A grande proximidade das
proporc¸o˜es estimadas para os dois modelos confirmam que o termo quadra´tico do
“n´ıvel de radiac¸a˜o” pode ser retirado (coerente com o e-valor pro´ximo de 1), o que
simplifica o modelo sem grandes perdas nas estimativas.
Tabela 8.3: Infereˆncias cla´ssicas e Bayesianas para o modelo reduzido.
Parametros
Classico Bayesiano
EMV IC (95%) p-valor Me´dia Post HPD (95%) e-valor
α1 0,088 (0,007 : 0,170) - 0,088 (0,009 : 1,171) -
α2 1,034 (0,947 : 1,120) - 1,034 (0,949 : 1,121) -
α3 1,810 (1,713 : 1,907) - 1,811 (1,712 : 1,906) -
β1 0,140 (0,131 : 0,150) ∼= 0 0,140 (0,131 : 0,150) 0
O efeito estimado do n´ıvel de radiac¸a˜o foi βˆ = 0, 147, enquanto a raza˜o de chances
estimada foi ˆexp(β) = 0, 869. Assim, para qualquer categoria j = 0, 1, 2 ou 3 do
dano celular fixada, o aumento de uma unidade no n´ıvel de radiac¸a˜o recebido faz
com que a chance estimada de se estar na direc¸a˜o mais danosa ao inve´s da menos
danosa (isto e´, Y > j ao inve´s de Y ≤ j) aumente em 15%. Esse aumento e´ de no
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Tabela 8.4: Probabilidades observadas e estimadas atrave´s do modelo completo e
reduzido, segundo a dose de radiac¸a˜o.
Dose (Gy) Probabilidade
Categoria de dano no DNA

















































































mı´nimo 14% com uma probabilidade de 95% (intervalo HPD).
A Figura 8.2 ilustra as probabilidades estimadas para cada categoria do dano.
O ajuste do modelo multi-catego´rico nominal particionado em Grazeffe et al.
(2008) produziu estimativas mais pro´ximas das proporc¸o˜es observadas. No entanto,
esse modelo possui 8 paraˆmetros no total, contra apenas 4 do modelo log´ıstico or-
dinal. A qualidade do ajuste e o princ´ıpio da parsimoˆnia fazem com que o modelo
ordinal seja uma forte alternativa para a ana´lise estat´ıstica do problema em questa˜o.
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Neste trabalho foi apresentado o modelo log´ıstico multi-catego´rico ordinal em
uma abordagem bayesiana. Apesar de outras func¸o˜es de ligac¸a˜o serem poss´ıveis
para a modelagem de dados ordinais, a Logit foi escolhida devido a sua interpretac¸a˜o
interessante dos coeficientes do modelo (baseadas em razo˜es de chances) e, ate´ em
consequeˆncia disso, da sua maior aplicabilidade na literatura.
A distribuic¸a˜o a posteriori dos paraˆmetros do modelo foi obtida com a utilizac¸a˜o
da verossimilhanc¸a derivada da distribuic¸a˜o multinomial da varia´vel resposta Y , ao
contra´tio dos primeiros desenvolvimentos de uma abordagem bayesiana em modelos
de regressa˜o ordinal (como em Albert and Chib (1993)). Neles, a utilizac¸a˜o de Dados
Aumentados somados com a adoc¸a˜o da func¸a˜o de ligac¸a˜o Probit permitiam o ajuste
do modelo, ja´ que as restric¸o˜es computacionais da e´poca exigiam alternativas para
o uso do MCMC. Essa combinac¸a˜o resulta em distribuic¸o˜es condicionais completas
de formas conhecidas, viabilizando o uso do amostrador de Gibbs (Anexo B). Nos
dias de hoje, o uso de Dados Aumentados na˜o e´ mais uma necessidade devido o
aumento da capacidade computacional e do avanc¸o dos me´todos MCMC.
Os testes de significaˆncia dos paraˆmetros do modelo foram feitos tomando como
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medida de evideˆncia estat´ıstica a medida de evideˆncia bayesiana proposta por Pereira
and Stern (1999). Na˜o ha´ muita discussa˜o na literatura acerca de testes de signi-
ficaˆncia para os paraˆmetros do modelo ordinal. Albert and Chib (1998) acessavam
a significaˆncia de cada varia´vel explicativa do modelo utilizando o Fator de Bayes,
que compara o modelo completo com o modelo reduzido (excluindo-se a varia´vel
em questa˜o) atrave´s das verossimilhanc¸as marginais. O conceito de verossimilhanc¸a
marginal pode ser visto em Kass and Raftery (1995). Chipman and Hamada (1993)
sugeriram como evideˆncia o “zero p value”, definido como a proporc¸a˜o da distri-
buic¸a˜o posterior marginal de dado paraˆmetro de uma lado do zero:
pk = 2min(Fˆk(0), 1− Fˆk(0)),
onde Fˆk e´ a func¸a˜o de distribuic¸a˜o estimada do k-e´simo paraˆmetro de interesse. Va-
lores pequenos de pk indicam alta probabilidade de que o correspondente paraˆmetro
e´ significante. Essa medida se iguala ao e-valor de Pereira and Stern (1999) quando
k = 1 e a distribuic¸a˜o posterior e´ sime´trica. A utilizac¸a˜o do e-valor apresenta van-
tagens visto que e´ derivado de um procedimento genuinamente bayesiano e satisfaz
diversas propriedades deseja´veis de um teste estat´ıstico.
Prioris na˜o informativas foram adotadas para os paraˆmetros para a eventual
comparac¸a˜o com os resultados cla´ssicos em estudos de simulac¸a˜o. Notou-se que:
• As estimativas pontuais (estimativa de ma´xima verossimilhanc¸a e me´dia a
posteriori) e intervalares (intervalos de confianc¸a e intervalos de credibilidade
do tipo HPD) foram bem pro´ximas, sobretudo para amostras grandes;
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• Os e-valores foram mais conservadores que os p-valores cla´ssicos, como em
exemplos de simulac¸o˜es em Pereira and Stern (1999);
• Problemas referentes a` hipo´teses aninhadas, nos quais os p-valores apresentam
contradic¸o˜es, na˜o se verificam ao se utilizar o e-valor. Enquanto o p-valor
e´ calculado no espac¸o amostral, o e-valor e´ calculado no espac¸o parame´trico
completo, de forma que a hipo´tese de dimensa˜o maior sempre tera´ um e-valor
menor do que o da hipo´tese aninhada de dimensa˜o menor.
Os resultados averiguados encorajam a utilizac¸a˜o de uma abordagem bayesiana
na modelagem de dados ordinais. A pouca ou na˜o existente informac¸a˜o a priori
permite se chegar a resultados bastante semelhante aos resultados cla´ssicos, embora
com interpretac¸o˜es de cara´ter mais sugestivos e interessantes nas infereˆncias. Por
outro lado, a possibilidade de se inserir informac¸a˜o a priori, seja ela diretamente
sobre os paraˆmetros do modelo ou sobre as probabilidades cumulativas de sucesso
(Johnson and Albert, 1998), configura mais uma vantagem para a aplicac¸a˜o de tal
abordagem. Por fim, poder contar com uma medida de evideˆncia para os testes
de significaˆncia dos paraˆmetros que mante´m as mais desejaveis propriedades do
uso pra´tico dos p-valores (sem, no entanto, ser sua mera versa˜o bayesiana) e que
e´ conceitualmente simples, teoricamente coerente e facilmente implementa´vel pode
encurtar ainda mais a distaˆncia da aplicac¸a˜o de me´todos bayesianos nas pesquisas
das mais diversas a´reas.
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Anexo A - Gerac¸a˜o de dados
O Cap´ıtulo 7 se baseou na simulac¸a˜o de dados para a aplicac¸a˜o e comparac¸a˜o
das abordagens cla´ssica e bayesiana no contexto da regressa˜o ordinal. Em cada um
dos cena´rios discutidos e para cada tamanho de amostra n pre´ estabelecido houve a
gerac¸a˜o da varia´vel resposta Y e das varia´veis explicativas Xk como e´ descrito nos
algoritmos abaixo:
• J = 3 categorias ; X bina´rio
1. gerar xi ∼ Bernoulli(0, 5), i = 1, · · · , n
2. especificar os valores dos paraˆmetros α1, α2 e β












4. gerar Yi ∼Multinomial(pii1, pii2, pii3), i = 1, · · · , n
• J = 3 categorias ; X cont´ınuo
1. gerar xi ∼ N(µ, σ2), i = 1, · · · , n
2. especificar os valores dos paraˆmetros α1, α2 e β
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4. gerar Yi ∼Multinomial(pii1, pii2, pii3), i = 1, · · · , n
• J = 4 categorias ; X1 bina´rio e X2 quantitativo
1. gerar xi1 ∼ Bernoulli(0, 5), i = 1, · · · , n
2. gerar xi2 ∼ N(µ, σ2), i = 1, · · · , n
3. especificar os valores dos paraˆmetros α1, α2, α3, β1 e β2


















5. gerar Yi ∼Multinomial(pii1, pii2, pii3, pii4), i = 1, · · · , n
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Anexo B- Amostrador de Gibbs
O Amostrador de Gibbs (Geman and Geman (1984);Gelfand and Smith (1990))
e´ um esquema de simulac¸a˜o estoca´stica utilizando cadeias de Markov, cuja
func¸a˜o geradora e´ formada pelas densidades condicionais completas. Torna-se
poss´ıvel gerar amostras de uma distribuic¸a˜o marginal sem a necessidade de se
calcular analiticamente a sua densidade.
Seja θ = (θ1, θ2, · · · , θk) um vetor parame´trico k-dimensional, onde θi i =
1, 2, · · · , k, sa˜o varia´veis aleato´rias cuja densidade a posteriori e´ dada por:
h(θ|y) = h(θ1, θ2, · · · , θk),
onde y representa o conjunto dos dados observados.
Suponha que o interesse esteja na gerac¸a˜o de uma amostra de h(θ|y) e que
a gerac¸a˜o direta da posteriori conjunta e´ extremamente complicada/custosa,
mas que as gerac¸o˜es das condicionais h(θi|θ(i),y) (onde θ(i) e´ o vetor θ sem o i-
e´simo componente) sa˜o poss´ıveis de ser realizadas. O algoritmo de Gibbs enta˜o
fornece uma forma alternativa de gerac¸a˜o baseada em sucessivas gerac¸o˜es das
distribuic¸o˜es condicionais h(θi|θ(i),y), i = 1, 2, · · · , k. O algoritmo e´ descrito
da seguinte forma (Gamerman, 1996):
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(1) inicializa-se o contador de iterac¸o˜es da cadeia j = 1, e escolhe-se arbitra-




2 , · · · , θ(0)k );




2 , · · · , θ(j)k ) a partir de θ(j−1)
atrave´s de sucessivas gerac¸o˜es de valores
θ
(j)
1 ∼ h(θ1|θ(j−1)2 , · · · , θ(j−1)k ,y)
θ
(j)




k ∼ h(θk|θ(j)1 , · · · , θ(j)k−1,y);
(3) o contador e´ atualizado de j para j+1 e retorna-se a (2) ate´ a convergeˆncia.
Assume-se que a convergeˆncia e´ atingida em uma iterac¸a˜o cuja distribuic¸a˜o
esteja arbitrariamente pro´xima da distribuic¸a˜o de equil´ıbrio h(θ|y) e na˜o no
sentido formal e inating´ıvel do nu´mero de iterac¸o˜es tendendo ao infinito.
A forma de obter-se uma amostra de tamanho n e´ replicar a cadeia m vezes
ate´ a convergeˆncia (per´ıodo de burn-in). Apo´s a convergeˆncia, todas gerac¸o˜es
de uma mesma cadeia sa˜o gerac¸o˜es da distribuic¸a˜o de equil´ıbrio e sucessivos
valores dessa cadeia tambe´m formam uma amostra de h(θ|y). Com a con-
vergeˆncia da cadeia, a amostra pode ser retirada tomando-se saltos entre os
valores gerados, de forma a evitar a dependeˆncia entre o valor gerado e o valor
anterior.
Taxas e diagno´sticos de convergeˆncia para as cadeias podem ser utilizados tais
como Geman and Geman (1984), Gelfand and Smith (1990) entre outros.
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Anexo C - Metropolis-Hastings
O algoritmo de Metropolis-Hastings (Metropolis et al. (1953) e Hastings
(1970)) e´ utilizado para gerar amostras de uma distribuic¸a˜o conjunta nos casos
onde as densidades condicionais apresentam formas (distribuic¸o˜es) desconhe-
cidas.
O interesse esta´ em gerar valores de uma densidade h(θi|θ(i),y). Para simpli-
ficar a notac¸a˜o, seja θi = θ e h(θ) a distribuic¸a˜o marginal desejada.
Suponha que a cadeia esteja no estado θ(j−1) e um valor θ
′
e´ gerado de uma dis-
tribuic¸a˜o proposta q(.|θ(j−1)) (nu´cleo de transic¸a˜o que define a func¸a˜o geradora
do novo estado da cadeia). O novo valor θ
′











onde h(.) e´ o nu´cleo da distribuic¸a˜o posterior desejada. O algoritmo de
Metropolis-Hastings e´ dado pelos seguintes passos:





2 , · · · , θ(0)k ) e tambe´m o contador j=1;





(3) Calcula-se a probabilidade de aceitac¸a˜o α(θ(j−1), θ
′
) e simula-se g da Dis-
tribuic¸a˜o Uniforme Cont´ınua no intervalo [0, 1], ou seja, g ∼ U(0, 1)
(4) Se g ≤ α(θ(j−1), θ′) aceita-se o novo valor θ′ = θ(j) e faz-se j = j + 1.
Caso contra´rio, a cadeia permance em θ(j−1) e reinicia-se o processo a partir
do passo 2 ate´ a convergeˆncia.
O nu´cleo de transic¸a˜o q(.) define apenas uma proposta de movimento que pode
ou na˜o ser confirmado por α. Por esse motivo, q(.) e´ normalmente chamado de
proposta e quando olhado como uma densidade (ou distribuic¸a˜o) condicional,
e´ chamado de densidade (distribuic¸a˜o) proposta.
Escolha de q(.|θ(j−1))
(a) “Cadeias passeio aleato´rio”: q(θ|θ′) = q1(|θ′ − θ|), onde q1(.) e´ uma densi-
dade multivariada. Neste caso, θ
′
= θ + , onde  e´ a varia´vel incremento com









(b) “Cadeias independentes”: q(θ|θ′) = q1(θ′) (Hastings, 1970), forma uma









(c) “Cadeias sime´tricas”: se h(θ) ∝ c(θ)ψ(θ), onde c(θ) e´ uma densidade que
pode ser amostrada e ψ uniformemente limitada, toma-se
q(θ|θ′) = c(θ′)
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Neste caso particular (o mais eficiente na pra´tica), tem-se que
α = min
(
1, ψ(θ
′
)
ψ(θ(j−1))
)
;
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