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Abstract. Since the introduction by John F. Meyer in 1980 [21], various algorithms have
been proposed to evaluate the performability distribution. In this paper we describe and compare
five algorithms that have been proposed recently to evaluate this distribution: Picard’s method,
a uniformisation-based method, a path-exploration method, a discretisation approach and a fully
Markovian approximation.
As a result of our study, we recommend Picard’s method not to be used (due to numerical stability
problems). Furthermore, the path exploration method turns out to be heavily dependent on the
branching structure of the Markov-reward model under study. For small models, the uniformisation
method is preferable; however, its complexity is such that it is impractical for larger models. The
discretisation method performs well, also for larger models; however, it does not easily apply in all
cases. The recently proposed Markovian approximation works best, even for large models; however,
error bounds cannot be given for it.
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1. Introduction. Over the last 25 years, many algorithms for the computation
of the performability distribution, that is, the distribution of accumulated reward up
to some time t in a Markov reward model (MRM), have been proposed; for overviews
we refer to [16, 17, 26, 35]. Early work was restricted to acyclic MRMs [2, 9–11].
Some algorithms for possibly cyclic MRMs are based on Laplace transforms and are
therefore only suitable for MRMs with relatively small state spaces [19, 32]. In this
context, however, the application of newer algorithms for Laplace transform inversion
(cf. Dingle et al. [7]) has not been investigated. Other authors have considered only
availability models with two different reward classes [5, 29, 30].
The contribution of this paper is that we compare five algorithms that have been
proposed recently to evaluate the performability distribution in general Markov reward
models. As far as we can see, this is the first time that these five algorithms are
described and compared, using the same notation and using the same cases. Thus, we
are able to make comparative statements about complexity (space, time) and accuracy.
The five considered algorithms are: Picard’s method [24], Sericola’s uniformisation-
based method [31], the path exploration method [4, 26], a discretisation method [34],
and a fully Markovian approximation. This fifth algorithm has been developed by us
(and has been described concisely in [14, 15]).
As a result of the comparison, we conclude that for small models (less than a few
dozens of states) the uniformisation-based method of Sericola is the best choice. For
larger models, that may even include inhomogeneities, the Markovian approximation
is preferred; for some models also the discretisation algorithm appears to be a good
choice. Disadvantage of both these latter methods, though, is the lack of a clear ac-
curacy statement. Picard’s method should not be used as it neither provides accurate
results nor is reasonably fast. Furthermore, the performance of the path exploration
method heavily depends on the model under study, and therefore cannot always be
recommended.
This paper is further organised as follows. In Section 2 we recapitulate the defi-
nitions of Markov reward models and the accumulated reward distribution. Section 3
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describes the five algorithms for the computation of the performability distribution.
Section 4 then compares the algorithms with respect to accuracy and scalability by
means of a small example MRM, as well as a larger MRM representing a multipro-
cessor system (taken from the literature). We conclude the paper in Section 5.
2. Markov Reward Models. An MRM M consists of a continuous-time Mar-
kov chain (CTMC) (Xt, t ≥ 0) and a reward structure ρ. The CTMC is defined by
its state space S and the generator matrix Q = (Qss′)s,s′∈S . For a state s ∈ S, the
value of ρs indicates the rate at which reward is accumulated in state s. We only
consider the case where all reward rates are nonnegative. The initial distribution of
the CTMC is given by the discrete probability distribution α over all states in S.
While Xt is the random variable that describes the state of the CTMC at time t, Yt
is the accumulated reward up to time t. It depends on the reward rates of the states
the CTMC has visited in its evolution until time t:
Yt =
∫ t
0
ρXudu.(2.1)
Yt is a random variable, and, hence, we are interested in the distribution FY (t, y) =
Pr {Yt ≤ y}. Meyer called this the performability distribution [21,22]. The algorithms
presented in Section 3 compute the joint distribution Υss′(t, y) of the state of the
CTMC Xt and the accumulated reward Yt, given the starting state X0, that is,
Υss′(t, y) = Pr {Xt = s
′, Yt ≤ y | X0 = s}
The distribution of the accumulated reward at time t is then given as
Pr {Yt ≤ y} =
∑
s∈S
αs ·
∑
s′∈S
Υss′(t, y).(2.2)
The joint distributions for state pairs s, s′ ∈ S, Υss′(t, y), are characterised by a set
of partial differential equations [24, 31]
∂Υss′(t, y)
∂t
+ ρs ·
∂Υss′(t, y)
∂y
=
∑
z∈S
Qsz ·Υzs′(t, y),(2.3)
with initial values
Υss′(0, y) =
{
1, s = s′ and y ≥ 0,
0, otherwise.
(2.4)
Applying the method of characteristics [24] leads to the set of integral equations
Υss′(t, y) = e
QsstΥss′(0, y − ρst) +
∫ t
0
∑
z 6=s
eQssxQszΥzs′(t− x, y − ρsx)dx(2.5)
with the same initial values.
3. Five algorithms. In this section we discuss five algorithms for the compu-
tation of Υss′(t, y). We start with a straightforward solution of the integral equation
(2.5) using successive approximations (Picard’s method), as proposed by Pattipati et
al. [24]. The second algorithm is based on uniformisation and was developed by Seri-
cola [31]. The third algorithm explicitely explores the possible realisations (paths)
of the MRM. It was first presented by Qureshi and Sanders [25, 26] and later also
used in the CSRL model checking context [4,18]. We then describe the discretisation
algorithm by Tijms and Veldman [34]. The last algorithm presented is the Markovian
approximation first presented in [14, 15].
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3.1. Picard’s method. The set of integral equations (2.5) has to be evaluated
by a fixed point computation because terms involving Υss′(t, y) appear on both sides.
One numerical algorithm for fixed point computations is known as “Picard’s method:”
it generates a sequence of approximations Υ
(n)
ss′ (t, y) that converges to the correct
solution, that is,
lim
n→∞
Υ
(n)
ss′ (t, y) = Υss′(t, y).
The first approximation is given by
Υ
(0)
ss′(t, y) = e
QsstΥss′(0, y − ρst),
where Υss′(0, y− ρst) is known from (2.4). The subsequent approximations are com-
puted using the integral equation:
Υ
(n+1)
ss′ (t, y) = e
QssτΥ
(n)
ss′ (0, y − ρst) +
∫ t
0
∑
z 6=s
eQssxQszΥ
(n)
zs′ (t− x, y − ρsx)dx.
The iteration is terminated if the absolute value of the difference between two subse-
quent iterations drops below a given accuracy threshold.
Each iteration step involves the evaluation of |S| − 1 integrals over the previ-
ous approximation of the joint distribution. The integration can only be performed
numerically. Different integration schemes are possible; for the sake of simplicity we
restrict the description to the trapezoidal rule. The integration interval [0, t] is divided
into subintervals of size ∆t. The integrals are then approximated as follows:∫ t
0
eQssxQszΥ
(n)
zs′ (t− x, y − ρsx)dx ≈
Qsz·

1
2
Υ
(n)
zs′ (t, y) +
t
∆t
−1∑
i=1
eQssi∆tΥ
(n)
zs′ (t− i∆t, y − ρsi∆t) +
1
2
eQsstΥ
(n)
zs′ (0, y − ρst)

.
The integration scheme shows that it does not just suffice to compute Υss′(t, y) in each
iteration step. Instead we need sample points Υss′(i∆t, j∆t), for all i = 0, · · · ,
t
∆t ,
and j = 0, · · · , y∆t . Actually, we might also need sample points for negative values of
j, but then the distribution is zero anyway and it is not necessary to compute/store
these values.
The multitude of numerical integrations plus the approximate nature of the outer
iteration make it impossible to indicate an estimate of the resulting numerical error
for this method.
3.2. Analytical solution using uniformisation. Sericola [31] derives a uni-
formisation-based [12,13] solution for the system of partial differential equations that
describes the complementary joint distribution of state and accumulated reward
Υss′(t, y) = Pr {Xt = s
′, Yt > y | X0 = s} for an MRM. The joint distribution Υss′ (t, y)
is conditioned on the number of steps n in the uniformised MRM and on the number
k of transitions that happen before a certain threshold yh (see below) and the reward
bound y, as follows:
Υss′(t, y) =
∞∑
n=0
PP(λt, n)
n∑
k=0
(
n
k
)
ykh(1− yh)
n−kC
(h)
ss′ (n, k),(3.1)
42 LUCIA CLOTH AND BOUDEWIJN R. HAVERKORT
where yh =
y−rh−1t
rht−rh−1t
, for y ∈ [rh−1t, rht), and
(
n
k
)
ykh(1 − yh)
n−k is the probability
that exactly k of the n transitions have happened by time y−rh−1t
rh
.
The value of C
(h)
ss′ (n, k) is then the complementary distribution Υss′ (t, y) condi-
tioned on n and k. The C
(h)
ss′ (n, k)-values are computed recursively. For details of this
recursion we refer to [3, 31].
Using uniformisation, it is not possible to evaluate the complete infinite sum (3.1).
It has to be truncated at some N ∈ N. The error induced by this truncation is bounded
by ε = 1 −
∑N
n=0 PP(λt, n), exactly as it is the case with traditional uniformisation
for the computation of Πss′ (t) = Pr {Xt = s
′ | X0 = s}. From the complementary
probability Υss′(t, y) we compute Υss′(t, y) by
Υss′(t, y) = Πss′(t)−Υss′(t, y).
3.3. Path exploration. We now present a uniformisation-based method, where
the Υss′(t, y) are not conditioned on the number of steps taken until time t, but
on the precise path taken up to this time. Let σ = (s0, · · · , sn) ∈ S
n be a so-
called uniformised path of length |σ| = n. Its probability of occurrence is P (σ) =
Us0s1 · · · · · Usn−1sn , where U = (Uss′)s,s′∈S is the generator matrix uniformised with
uniformisation parameter λ, that is, U = I + Q/λ. The set of all uniformised paths
is denoted uPath, first(σ) and last(σ) denote the first and last state of a uniformised
path σ. Then Υss′(t, y) conditioned on uniformised paths is given by
Υss′(t, y) =
∞∑
n=0
PP(λt, n) ·
∑
σ ∈ uPath
|σ| = n
first(σ) = s
last(σ) = s′
P (σ) · Pr {Yt ≤ y | σ} .(3.2)
Following this expression, we consider the uniformised paths that start in s and end in
s′, calculate the reward distribution conditioned on each of these paths and compute
the weighted sum of all conditioned probabilities. Two questions arise with this
approach:
i) How do we calculate the conditional reward distribution?
ii) Is it possible to consider all relevant uniformised paths?
These two issues are addressed in the following.
The conditional reward distribution. The state space of the MRM M can be
divided into K+1 distinct reward classes. States with identical reward rate constitute
one such reward class. Without loss of generality, the reward classes are ordered such
that
r0 > r2 > . . . > rK ≥ 0.
For the computation of Pr {Yt ≤ y | σ} it is not necessary to consider the complete
information contained in the path σ but one only has to know how many epochs
of the uniformised path have been spent in each of the reward classes. A vector
k = (k1, . . . , kK) recording these visit counts is called a colouring. The value ki indi-
cates the number of epochs the MRM has spent in states of reward class i. The term
colouring stems from the idea of assigning the same colour to states with identical
reward rate [6]. The computation of the distribution of Yt given a colouring k boils
down to the computation of the distribution of a linear combination of uniform order
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statistics [31]. We are aware of 3 methods for the calculation of this type of distribu-
tion. The approaches of Weisberg [36] and Matsunawa [20] use involved computations
and tend to be numerically unstable. The recently proposed method of Diniz et al. [8]
is based on a very simple recursion scheme and is numerically stable. It is therefore
the one we use in this context.
Which paths to explore? The set of all uniformised paths starting in s and ending
in s′ in (3.2) is partitioned according to the number of steps (the length) within a
path. For a fixed starting state s there is exactly one uniformised path with 0 steps,
namely s itself. The starting state has up to |S| successor states, so there are O(|S|)
uniformised paths of length 1. Repeating this argument, there areO(|S|n) uniformised
paths of length n. The total number of paths is of course infinite, but even if we only
take into account paths up to a given length N , the number grows exponentially with
N . Hence, the consideration of all paths in (3.2) is infeasible.
The probability P (σ) of a uniformised path is used in (3.2) as a weight for the con-
ditional reward distribution. Qureshi and Sanders [26] introduce a threshold w ∈ (0, 1)
for P (σ): only if P (σ) > w, the path σ is included in the summation. Additionally, a
maximum length N is fixed for the uniformised paths. Define the set of uniformised
paths of length n that are actually considered for the computation as
Considered(s, s′, w, n) = {σ ∈ uPath | first(σ)=s, last(σ)=s′, P (σ) > w and |σ| = n}.
This leads to the following approximation for the reward distribution:
Υss′(t, y) ≈
N∑
n=0
PP(λt, n) ·
∑
σ∈Considered(s,s′,w,n)
P (σ) · Pr {Yt ≤ y | k(σ)} ,(3.3)
where k(σ) is the colouring arising from path σ. For the calculation of (3.3), all
paths contained in one of the sets Considered(s, s′, w, n) for n = 0, . . . , N , have to be
generated one by one. An error bound for the approximation can be determined in
the course of the path exploration. For details on the exploration algorithm and the
error bound we refer to [3, 4, 26].
3.4. Discretisation. A wide variety of general purpose numerical solution meth-
ods for ODEs and PDEs are based on the idea of discretising the continuous param-
eters. Tijms and Veldman published an approximate discretisation algorithm for the
computation of Υss′(t, y) that uses the same step size ∆ for both time and accumu-
lated reward [34].
Like any distribution, Υss′(t, y) is a definite integral over the corresponding den-
sity:
Υss′(t, y) =
∫ y
0
υss′(t, x)dx.(3.4)
For fixed t > 0 and step size ∆ we can use the rectangular approximation:
Υss′(t, y) ≈
y
∆∑
j=1
υss′(t, j ·∆)∆.(3.5)
For ∆ → 0 we obtain again (3.4). Other approximation schemes, e.g., trapezoid, are
possible.
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We discretise the time up to t and the accumulated reward up to y in steps of
size ∆ and consider the density at times 0, ∆, · · · , t∆∆, and for accumulated rewards
0, ∆, · · · , y∆∆. The densities υss′ (τ, x) are also not determined exactly but approx-
imated by υ∆ss′(τ, x) assuming that at most one transition has occurred in a time
interval of length ∆. The possibility that two or more transitions occur is neglected.
This is a reasonable assumption if ∆ is small. The initial values for τ = 0 are given
by
υ∆ss′(0, x) =
{
1
∆ , s = s
′ and x = 0,
0, otherwise.
Only if s = s′ and x = 0 the approximate density can be positive at time 0. Since it
is a derivative we have to fit it to the step size ∆.
By assuming that either no transition or exactly one transition has occurred in
the time interval [τ, τ + ∆), the quantity υ∆ss′(τ + ∆, x) can recursively be calculated
as follows:
υ∆ss′(τ + ∆, x) = υ
∆
ss′(τ, x− ρs′∆) · (1 + Qs′s′ ·∆)
+
∑
z 6=s′
υ∆sz(τ, x− ρs′∆) · Qzs′ ·∆.(3.6)
The above recursion only operates correctly if (1 + Qss∆) and (Qsz∆) are indeed
probabilities, that is, if ∆ is small enough. This is the case for any state s′ if ∆ ≤ − 1
Qss
for all s ∈ S and all τ and x [33]. No error bound is known for this method.
3.5. Markovian approximation. The last algorithm we present is an approx-
imation for the joint distribution of state and accumulated reward that is based on
the transient solution of a derived CTMC, that is, no rewards are involved. It was
described in [14, 15].
The joint distribution of state and accumulated reward, can be rewritten by
summing over evenly-sized subintervals of the reward interval [0, y]:
Υss′(t, y) = Pr {Xt = s
′, Yt ∈ [0, ∆y] | X0 = s}
+
y
∆y
−1∑
j=1
Pr {Xt = s
′, Yt ∈ (j∆y, (j + 1)∆y] | X0 = s} .
We want to approximate the terms Pr {Xt = s
′, Yt ∈ (j∆y, (j + 1)∆y] | X0 = s} in
such a way that the computation is done for a pure CTMC (without rewards). An
MRM M can be seen as having an infinite and uncountable state space S × R≥0. A
joint state (s, y) indicates that CTMC underlying the MRM is in state s and that
the accumulated reward is y. For our approximation, we break down the uncountable
state space to an infinite but countable one. Define a CTMC C∞ with infinite state
space S×N. The probability of being in state (s′, j) is then the desired approximation:
Pr{Xt = s
′, Yt ∈ (j∆y, (j + 1)∆y] | X0 = s} ≈ Π
C∞
(s,0)(s′,j),
where ΠC
∞
(s,0)(s′,j) is the transient probability of CTMC C
∞ to reside in state (s′, j)
at time t, having started in state (s, 0). The generator matrix Q∞ must contain
transitions from one reward level j∆y to the next reward level (j + 1)∆y. The rate
at which reward is accumulated in a state s in the original MRM is ρs. The natural
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choice for the rate of accumulating ∆y reward, that is, reaching the next reward level,
is ρs∆y . Transitions between states at the same reward levels are transfered from the
original MRM, leading to the following generator matrix:
Q∞(s,i)(s′,j) =


Qss′ , s 6= s
′ and i = j,
Qss′ −
ρs
∆y , s = s
′ and i = j,
ρs
∆y , s = s
′ and j = i + 1,
0, otherwise.
The generator matrix Q∞ has a block diagonal structure, with the original generator
matrix Q (with adapted diagonal entries) appearing on the diagonal and the matrix
D/∆y (where D is the diagonal matrix arising from the reward structure ρ) appearing
as upper off-diagonal. The infinite CTMC C∞ is a quasi-birth process (a subclass of
quasi-birth-death processes [23]). Transitions are only possible within a level (matrix
Q) or to the next higher level (matrix D/∆y).
The transient probabilities ΠC
∞
(s,0)(s′,j)(t) needed for the approximation can effi-
ciently be computed using uniformisation even though the CTMC C∞ has infinite
state space [27, 28].
We are not able to indicate the error introduced by this approximation. Of
course, the approximation will get more accurate for smaller ∆y. The accuracy is
also influenced by the error bound used for computing the transient probabilities
using uniformisation.
3.6. Complexity of the algorithms. Table 3.1 indicates the space and time
complexity of Picard’s method, uniformisation, discretisation and the Markovian ap-
proximation. For all four algorithms the complexity of computing Υss′(t, y) for all
pairs s, s′ ∈ S is given. For the path exploration algorithm it is not reasonable to
indicate the complexity. The number of paths explored is potentially exponential, but
the exploration is restricted by the weight w and the maximal path length N .
space time
Picard’s method O
(
|S|2ty
(∆t)2
)
O
(
|S|3Nt2y
(∆t)3
)
Uniformisation O
(
|S|2λtK
)
O
(
|S|3(λt)2
)
Discretisation O
(
|S|2y
∆
)
O
(
|S|3ty
∆2
)
Markovian approx. O
(
|S|2y
∆y
)
O
(
|S|3ty
(∆y)2
)
Table 3.1
Time and space complexity
The four algorithms included in the table have a complexity that is cubic in the
number of states. If only a single starting state s is considered, the complexity w.r.t.
the number of states is only quadratic for Picard’s method, Discretisation and the
Markovian approximation. If one uses a sparse representation of the generator matrix
Q, one factor |S| can be replaced by ν, the average number of transitions originating
from a state.
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The uniformisation approach suffers from stiffness problems as normal uniformi-
sation does, if the rates in the generator differ several orders of magnitude. In the
discretisation approach, the step size ∆ has to be smaller than 1/Qss for any state s,
which may lead to an excessively high number of steps. The Markovian approxima-
tion relies again on transient solution via uniformisation and therefore also exhibits
bad performance when dealing with stiff models.
4. Comparison. In this section we compare and discuss the five algorithms
described in the previous section. For the comparison of the accuracy and execu-
tion times we use the small four-state illustrating example of [3]. The behaviour of
the algorithms for larger state spaces is evaluated using a scalable model of a mul-
tiprocessor computer system [32]. On the basis of the numerical results we make a
recommendation for the use of the different algorithms.
Experiments in the CSRL setting [3] have shown that Picard’s method performs
poorly with respect to both accuracy and execution time. Additionally, we have
frequently encountered numerical problems with this algorithm. This algorithm is
therefore not further considered.
1
03 2
6
3
8
2
1
1
ρ1 = 20
ρ2 = 100
ρ0 = 50
ρ3 = 0
Fig. 4.1. Four-state MRM
4.1. Accuracy and execution times. Consider the MRM of Figure 4.1. Its
four states have reward rates ρ0 = 50, ρ1 = 20, ρ2 = 100 and ρ3 = 0. In Figure 4.2
the performability distribution for this model is depicted for t ∈ [0, 5] and y ∈ [0, 200]
and the initial distribution α = (1, 0, 0, 0). For t = 0, the performability measure is
one, since Y0 = 0 ≤ y for any y. With growing t and constant y, the performability
measure decreases because more reward is accumulated. For constant t and growing y
the performability increases because it is more likely to stay below the reward bound.
In the following we apply the algorithms to compute the performability measure
for t = 0.2 and y = 5, that is, Pr {Y0.2 ≤ 5}.
Uniformisation. We start the discussion with the uniformisation algorithm be-
cause it is the only one that provides us with an a priori error bound for the results.
The results are then used to compute the relative error for the numerical results of
the other algorithms. Table 4.1 shows the numbers of steps, the resulting probability
and the run time (user time) in seconds. The number of considered steps increases
with the required accuracy, and so does the required time. Further experiments (see
also [3]) have shown that also the time t has influence on the number of steps, as
expected for a uniformisation-based algorithm. In contrast, the value of y has no im-
pact on the execution time. The execution time for this small example is reasonable,
staying far below one second.
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Fig. 4.2. Performability distribution for the four-state MRM
ε N Pr {Y0.2 ≤ 5} time
10−2 6 0.1319195485 0.005
10−4 9 0.1330107485 0.010
10−8 14 0.1330224790 0.022
10−16 22 0.1330224800 0.051
Table 4.1
Results for the uniformisation algorithm
Path exploration. With path exploration, an error bound can only be determined
a posteriori. In Table 4.2 we list the results of this algorithm. Each row shows
the weight for the paths, the number c of colourings considered for this weight, the
probability, the a posteriori error bound, the relative error with respect to the results
of the uniformisation algorithm and the execution time in seconds. We have chosen
the maximum number of steps such that it does not influence the path generation;
hence, paths are only discarded because of their weight. Clearly, with decreasing
path weight w, the error bounds decrease and the execution time increases. Other
experiments [3] have shown that the error bound and the execution time increase with
growing t. As it was the case for the uniformisation algorithm, y does not have any
influence on the execution time, nor does it affect the error bound obtained. The
execution times are reasonable for this small example but for comparable accuracies,
uniformisation is faster. Uniformisation also has the advantage of providing an a
priori error bound.
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w c Pr {Y0.2 ≤ 5} absolute error relative error time
10−1 24 0.0844766620 0.2845779895 0.3649444668 0.003
10−2 173 0.1286911957 0.0483092418 0.0325605437 0.020
10−3 597 0.1327120417 0.0037866433 0.0023337283 0.086
10−4 1709 0.1330023912 0.0002745972 0.0001510179 0.421
10−5 3357 0.1330217567 0.0000122965 0.0000054377 2.000
10−6 4758 0.1330224461 0.0000005541 0.0000002551 9.758
10−7 5870 0.1330224791 0.0000000176 0.0000000063 43.69
Table 4.2
Results for the path exploration
Discretisation. Table 4.3 presents the resulting probability, the relative error and
the execution time of the discretisation algorithm subject to the step size ∆. With
decreasing ∆, the relative error decreases and the execution time increases. Further
experiments [3] have shown that both t and y have an influence on the execution time.
Dividing the step size ∆ by 10 increases the execution time by a factor 100 which
confirms that the algorithm has a time complexity in ∆−2. The values show that the
discretisation algorithm provides usable results in tolerable time but is much slower
than uniformisation and path exploration.
∆ Pr {Y0.2 ≤ 5} relative error time
10−2 0.0773048006 0.4188591236 0.006
10−3 0.1270651788 0.0447841688 0.543
10−4 0.1324221136 0.0045132699 57.18
Table 4.3
Results for discretisation
Markovian approximation. The last algorithm to evaluate is the Markovian ap-
proximation. Table 4.4 shows the probability, the relative error and the execution
time depending on the step size ∆y for the accumulated reward. For the calculation
of the transient probabilities via (ordinary) uniformisation we have chosen the error
bound ε = 10−16. The execution time grows with ∆y−2: if we divide ∆y by 10, the
run time is multiplied with 100. Further experiments [3] have shown that the execu-
tion time also depends linearly on t and y. The Markovian approximation is quite
fast while at the same time providing adequately accurate results.
∆y Pr {Y0.2 ≤ 5} relative error time
10−1 0.1294067747 0.0271811597 0.003
10−2 0.1324884190 0.0040148179 0.232
10−3 0.1329690459 0.0004016921 20.56
Table 4.4
Results for the Markovian approximation
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F
8, 4, 0 7, 4, 0 6, 4, 0 5, 4, 0 4, 4, 0
7, 5, 0 6, 5, 0 5, 5, 0 4, 5, 0
8, 6, 0 7, 6, 0 6, 6, 0 5, 6, 0 4, 6, 0
8, 7, 0 7, 7, 0 6, 7, 0 5, 7, 0 4, 7, 0
8, 8, 0 7, 8, 0 6, 8, 0 4, 8, 0
8, 5, 0
5, 8, 0
6, 7, 1 5, 7, 18, 7, 1
7, 6, 1 6, 6, 1 5, 6, 1 4, 6, 18, 6, 1
7, 4, 1 6, 4, 1 5, 4, 1 4, 4, 18, 4, 1
7, 3, 1 6, 3, 1 5, 3, 1 4, 3, 18, 3, 1
7, 5, 1 6, 5, 1 5, 5, 1 4, 5, 18, 5, 1 3, 5, 1
3, 4, 1
3, 7, 1
3, 6, 1
7, 8, 1 6, 8, 1 5, 8, 18, 8, 1 3, 8, 1
4, 7, 1
4, 8, 1
7, 7, 1
Fig. 4.3. State-transition diagram for the multiprocessor model with M = 8
4.2. Scaling the state space. The results shown in the previous section suggest
that the uniformisation algorithm is fast and the most accurate of the four algorithms,
However, we have not shown the behaviour of the algorithms for different sizes of the
state space. In this section we compare the execution times for growing state spaces.
For this purpose we adapt the multiprocessor model from [32, Section III].
The multiprocessor model. We address a multiprocessor system with M processors
and M memory modules and an interconnecting network (crossbar switch). The states
of the MRM are triples (i, j, k), where i is the number of operating processors, j is
the number of operating memories, and k = 1 if the network is operational and k = 0
if the network is broken. Each of the components can fail. After the failure of a
processor or a memory a reconfiguration takes place leading to a state where one of
the component indices is decreased. The probability c = 0.9 for this reconfiguration
to be successful is known as coverage. The component is then locally repaired by a
single repair unit specific to each component type. In case the reconfiguration does not
complete successfully, a global failure state F is entered. A global repair takes longer
than a local component repair and always restores the system in fully operational
state.
To be operational, a minimum of four operating processors and four operating
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memories is required, and the switch has to be operational as well. We assume that
there are no further failures once the system is non-operational. With this restriction,
the MRM for a system with M processors and memories has (M − 2)2 + (M − 3)2
states. The state-transition diagram for this model with M = 8 can be found in
Figure 4.3.
We consider a single initial state (instead of an initial distribution), namely the
state where all components are non-failed. The parameters of the system are given
in Table 4.5; the repair rates are taken from the original model in [32]. The original
failure rates are scaled up to get more meaningful results for the numerical comparison.
transition rate
single processor failure rate λ 0.0689
single memory failure rate γ 0.2241
switch failure rate δ 0.2024
processor repair rate ν 2.0
memory repair rate η 1.0
switch repair rate  0.5
global repair rate µ 0.2
Table 4.5
Rates for the multiprocessor model
The reward rate of an operational state is defined to be the average number of
busy memories. Following [1], this equals
ρ(i,j,1) = m
(
1−
(
1−
1
m
)l)
,
where l = min(i, j) and m = max(i, j). The reward rate of non-operational states is
zero. The accumulated reward Yt can then be interpreted as the amount of work that
has been completed up to time t.
By varying the number of processors and memory modules M between 4 and
240 we obtain MRMs with 5 to 112813 states. For these models the performability
measure Pr {Y10 ≤ 10}, that is, the probability that the amount of performed work
at time instant 10 is at most 10, should be computed. As basis for a comparison we
take the smallest MRM with 5 states and compute the performability measure using
the uniformisation algorithm with error bound ε = 10−5. For the other algorithms
we choose the parameters in such a way that the relative error is below 3% and keep
these algorithm settings as such.
Figure 4.4 shows the execution time in seconds (y-axis) for the computation of
Pr {Y10 ≤ 10} in the size-varying MRMs (x-axis in logarithmic scale) for the different
algorithms, as long as they stay below 5 minutes. For path exploration, discretisation
and the Markovian approximation there are two implementations each, one using a
dense and one using a sparse representation of the generator matrix. Uniformisation
(which has cubic time complexity in the number of states) is only possible for small
state spaces; already for M = 8 (61 states), the execution time exceeds 5 minutes.
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Discretisation is only directly suited for MRMs with integer reward rates. The
reward rates of the multiprocessor model are non-integers. To overcome this problem
we can scale the reward rates and the reward bound y by a factor that makes the rates
integers. Unfortunately, this factor also impacts the execution time of the algorithm,
since it increases the number of reward steps to be taken, cf. Section 3.4. We choose
to scale the rates and y by a factor 10 only and take the integer part of that. In order
to have an relative error w.r.t. uniformisation for M = 4 below 3%, we set ∆ = 0.02.
As can be seen from the figure, even with this small factor, discretisation with a dense
representation of Q is slower than uniformisation, while the sparse version performs
slightly better.
For the Markovian approximation, the allowed relative error of 3% leads to a step
size ∆y = 1. The dense implementation of the algorithm manages up to 1741 states
(M = 32) in less than 5 minutes. The quadratic dependency on the number of states
in clearly visible. The implementation using a sparse representation has an execution
time of about 5 minutes for a model with more than 112000 states (M = 240).
Finally, both implementations of the path exploration algorithm are not able to
deliver a result for M = 4 with a relative error below 3% in less than 5 minutes. This
algorithm is therefore not included in Figure 4.4.
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Fig. 4.4. Execution times for uniformisation, discretisation and Markovian approximation
when scaling the size of the state space
Table 4.6 shows the values for accomplishing an amount of work less than 10 by
time 10, i.e., Pr {Y10 ≤ 10}, computed by uniformisation, the Markovian approxima-
tion and discretisation. This probability is quite high for the model with only four
processors and memory modules (43.4%). When increasing the number of processors
and memories M , the performability measure decreases, as the maximum bandwidth
increases (from less than 3 for M = 4 to approximately 20 for M = 32) and it is
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less likely to reside in the failure state, having started in the state where all compo-
nents are operational. The relative error for the Markovian approximation and the
discretisation behaves in a non-predictable way.
uniformisation Markovian approximation discretisation
M Pr {Y10 ≤ 10} Pr {Y10 ≤ 10} rel. error Pr {Y10 ≤ 10} rel. error
4 0.43406876 0.42224274 0.02724458 0.42504043 0.02079930
5 0.21462346 0.22717613 0.05848695 0.20817395 0.03005031
6 0.16067183 0.17011596 0.05877896 0.15614911 0.02814883
7 0.13737533 0.14419586 0.04964886 0.12886252 0.06196754
8 - 0.12984323 - 0.11656597 -
10 - 0.11441596 - 0.10151163 -
12 - 0.10601227 - 0.09367540 -
32 - 0.08532634 - - -
64 - 0.08038803 - - -
128 - 0.07809976 - - -
240 - 0.07706989 - - -
Table 4.6
Performability measure Pr {Y10 ≤ 10} for the multiprocessor model
5. Conclusions. In this paper we discussed five algorithms for the computa-
tion of the performability distribution of MRMs with rate rewards. All of them are
applicable to MRMs with arbitrary structure.
Based on the numerical results, we recommend the uniformisation algorithm
whenever the model is small (a few dozens of states). It is the only algorithm for
which an error bound can be determined a priori. For larger models, the Markovian
approximation seems to be the only applicable algorithm. For a larger model with
integer reward rates, the discretisation algorithm could also be employed. The results
of both algorithms have to be handled with care because no error bound is provided.
The path exploration algorithm performed badly when applied to the multiprocessor
model. For other models, where less paths through the state space are possible or the
probability mass is concentrated on a few path only, it might be competitive. Picard’s
method has only been studied for completeness, it is inferior to the other algorithms
in accuracy and execution time.
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