Abstract. This paper furnishes two classes of methods for calculating the best approximate solution of an operator equation in Banach spaces, where the operator is bounded, linear and has closed range. The best approximate solution can be calculated by an iterative method in Banach spaces stated in terms of an operator parameter. Specifying the parameter yields some new and some old iterative techniques.
lated by an iterative method in Banach spaces stated in terms of an operator parameter. Specifying the parameter yields some new and some old iterative techniques.
Another approach is to extend the classical approximation theory of Kantorovich for equations with invertible operators to the singular case. The best approximate solution is now obtained as the limit of the best approximate solutions of simpler equations, usually systems of linear algebraic equations.
In particular, a Galerkin-type method is formulated and its convergence to the best approximate solution is established. The methods of this paper can also be used for calculating the best least squares solution in Hubert spaces or the true solution in the case of an invertible operator.
1. Introduction. A solution of a consistent operator equation
where A is a bounded linear operator from a Banach space X into itself and b is an element of X, can be calculated in two ways. One can use a simple iterative scheme set up in X, e.g. Krasnosel'skil et al. [18, Chapter 1] , or an extension to Banach spaces of various well-known matrix iterative schemes, as suggested by, e.g. Petryshyn [29] , [30] and Kammerer and Nashed [14] . The other way is to approximate the original equation (1) by a sequence of equations (2) Ax = b, which are possibly easier to handle, and use appropriate error analysis. The latter approach is generally more successful. One of the first theories which studies the relationship between (1) and (2) was given by Kantorovich [16] and elaborated in the book by Kantorovich and Akilov [17] . Kantorovich's theory has been developed only for consistent equations. In particular, it is concerned with the following problems:
(i) Find conditions under which the consistency of (1) implies the consistency of (2).
(ii) If both (1) and (2) are consistent, estimate the distance between their solutions.
(iii) Find conditions under which the solutions of a sequence of approximate equations (2) converge to the solution of the equation (1) .
(iv) Estimate the norm of A in terms of the norm of A and vice versa.
Kantorovich's approximation theory is rather general and, therefore, it is in principle applicable in many consistent situations, including the study and numerical treatment of infinite systems of linear equations, integral equations, ordinary differential equations and boundary value problems.
Various approximation theories have been recently developed and applied to particular problems by different authors, many of whom use the Kantorovich theory as a starting point. For instance, Thomas [38] refines some of Kantorovich's ideas and applies them to develop an approximation theory for the Nystrbm method of solving integral equations. Phillips [31] and Prenter [32] formulate approximation theories for the collocation method, while Ikebe [13] works with the Galerkin method. Anselone [1] and Anselone and Moore [2] use the notion of collectively compact operators to formulate a different error analysis. Moore and Nashed [22] further developed the ideas of Anselone and Moore for possibly inconsistent operator equations in Banach spaces. They use the notions of generalized inveses of linear operators on Banach spaces and "best approximate" solutions of linear operator equations. Furthermore, they get, in special cases, some results in the perturbation theory of rectangular matrices obtained earlier by Ben-Israel [6] and Stewart [36] .
An approximation theory for general, possibly inconsistent, linear equations in Hubert spaces has been studied using the classical approach of Kantorovich (rather than the one of Moore and Nashed) by Zlobec [41] . One of the objectives of this paper is to continue the latter approach and formulate Kantorovich's theory for general, possibly inconsistent, linear equations in Banach spaces. The basic idea is here to establish and explore a relationship between best approximate solutions of (1) and (2) and then use this relationship as a source for formulating various specific schemes for calculating the best approximate solution of (1) .
In the iterative computation of the best approximate solutions, as well as in Kantorovich's theory for singular equations, we will often use the concept of the generalized inverse of an operator. Some basic results on generalized inverses in Banach spaces are summarized in Section 2. In Section 3 an iterative scheme is set up in Banach spaces for calculating both the best approximate solution and the generalized inverse. This section extends from Hilbert to Banach spaces some results from the book by Ben-Israel and Greville [9, Chapter 8] . In Section 4, conditions for the consistency of Ax = v, for every y in a given subspace, are stated in terms of an approximate equation. Situations where inconsistent linear operator equations arise are numerous and they include: integral equations in the theory of elasticity, potential theory and hydromechanics, e.g. Muskhelishvili [24] , the integral formulation of the interior Neumann problem for the Laplacian, e.g. Kammerer and Nashed [14] and Atkinson [4] , the eigenvalue problem in the case of a nonhomogeneous integral equation when the associated homogeneous equation has a nontrivial solution, e.g. Kammerer and Nashed [14] , and boundary value problems, e.g. Langford [19] . They also appear in the numerical solution of differential equations, for instance in the collocation method when the number of collocation points is bigger than the number of coefficients to be determined, e.g. Krasnosel'skii et al. [18] . If the number of collocation points is smaller than the number of coefficients, then, if consistent, the approximate equation (2) has infinitely many solutions; and one may again be interested in calculating the best approximate solution. Under-and over-determined initial value problems have been studied by Lovass-Nagy and Powers [20] . In the finite dimensional case the under-and over-determined systems appear frequently in statistics, e.g. Rao and Mitra [33] ; see also Ben-Israel and Greville [9] .
2. Best Approximate Solutions and Generalized Inverses. In order to formulate an iterative method for calculating the best approximate solution and develop Kantorovich's theory for general, possibly inconsistent, operator equations in Banach spaces, we employ the following notation and notions in the sequel: X, Y, X, Y denote real or complex Banach spaces, l(X, Y) the set of all linear operators from X into Y, lb(X, Y) the set of all bounded linear operators from X into Y, l(X) and lb(X) the sets l(X, X) and lb(X, X), respectively. For an example of decomposition (3), the reader is referred to Nashed's paper [25, (This corresponds to the notion of best least squares solution in the case of Hubert spaces.) In order to avoid possible ambiguity, we shall refer to the above x as the "X, Y-hest approximate" solution of the equation Ax -b. If the norms on X and Y are strictly convex, then an "X, Y-best approximate" solution exists. If they are not strictly convex, then an "X, Y-hest approximate" solution may not exist. In order to find 3c, we need the notion of an X-projection (also called a "metric projection" by Blather, Morris and Wulbert in [11] ). Suppose that S is a subspace of X. Then the mapping Es is the X-projection onto S if, for every x G X, Esx solves the minimization problem min es||x -j>||. In general, the mapping Es is not linear. An instance in which Es is linear is when S and Sc have a basis and the norm in X is a "TK norm" , and among all solutions of (7) it is the unique one of smallest norm. For a detailed discussion of the generalized inverse and best least squares solution in Hilbert spaces, the reader is referred to the book by Ben-Israel and Greville [9] . (e.g. Taylor [37] ) and the assumption. Therefore, there exists a real number s and a positive integer n0 such that ||(i> -BA)nWlln <s < 1, for all n > n0. N{A ) Hence, ||(P c -BA)"W < s" -► 0 as n -► °°. This implies (P c -BA)n-+0
as « -► °°. Thus, xk converges to x*, by (9) . D The scheme (12) has been studied by Petryshyn [29] , who calls it the "Extrapolated Jacobi Method". The scheme (13) (12), (13), (15) where Zx, Z2 G lb(X, X). In particular, one can specify Zx = I, Z2= ai, where a is a real parameter with the property P(PRiA) -uAA*) < 1.
The iterative scheme (8) can be used to calculate the best approximate solution of the equation (1) in abstract spaces. However, in many situations, it is actually used to calculate the best approximate solution of an approximate equation (2), which is frequently a more manageable finite system of linear algebraic equations. Both cases will be demonstrated. First we use scheme (8) . Using (17) The eleventh approximation xl l gives the best least squares solution correct to six decimal places:
x* = 4/15, x* = l/15, x| = l/3. One of the most useful results in the formulation of the classical Kantorovich theory is a lemma which gives a condition for the consistency of the exact equation (1), e.g. [17, p. 543] . This lemma will now be extended so that it also applies to singular equations. Proof. Similarly to the proof in [17] , we will construct an exact solution of (21) by recursion. Take an arbitrary y G F. Set yx = y. By hypothesis, an xx G E exists such that (23) WVx1-y1\\<q\\y1\\, IIJcJI <a||^1||.
Clearly y2 G F, since yx G F and F is a subspace containing V(E). We now apply the condition (20) to y2. This implies the existence of 3c2 G E such that
WVx2-y2\\<qWy2\\=q\\yx -VxA\, by (24) <<72II^1II, by (23) .
Also, ||ic2|| < all^jH < aqilj'jll. Continuing this process, sequences {^fc} and {xk} axe obtained such that By iteration, (24) and (25) give Also, since q < I, we see from (26) that lim^.^^ yk = 0. Thus Vx = y. We have shown that x G E is a solution of (21) and it satisfies (22) . D Note that part of the conclusion of Lemma 1 is actually that F = V(E). Lemma 1 has been proved in [17] in the special case when E = X and F = Y. The above result will be used in the next section in the approximation theory. However, Lemma 1 is of an independent interest; and in the remainder of this section we will show how, using the lemma, one can establish some new and some well-known estimates related to the equation ( Proof. We will show that the hypotheses of Proposition 1 are satisfied with M = PaxidN = H. Clearly, P G lb(X) has topological complements H(P)C = R(P) and R(P)C = N(P). So i>+ (= P) is the generalized inverse of P with respect to these complements. Also, P + H G lb(X), since ||//|| < 1. Take an arbitrary;' G R(P). Then 3c = P+y (see the proof of Proposition 1, where M = P) is equal to y, i.e. x = y, since P = P+. Therefore, the assumption ||i7P+|| < 1, in Proposition 1, can be replaced by H/VU < 1. Also, the assumption (32), which reads here (37) M(P)C n hl(P + H) = {0} is satisfied. If (37) were not true, there would exist an x =£ 0 such that both
x G rl(P)c = R(P) and x G hl(P + H).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use (V') For every x G X there is a u G X such that ||« -NxW < r¡x ||x|| for some constant tj, > 0.
(VI1) There exists a vector v EX such that ||u -fe|| < i72||fe|| for some constant n2>o.
In (52) <IW+ll(r?1 + rî2|U||)||x*||, since \\PUA)b\\ = WAx*\\ < \\A\\\\x*\\.
Hence, we conclude that there exists an x E H(M)C n X such that For the sake of notational simplicity these indices will generally be omitted in the sequel. The following theorem gives conditions for the convergence of the sequence 3c*, the best approximate solution of ^4"3cn = bn,n = 1,2, ..., to x*, the best approximate solution of the exact equation. 6. Galerkin's Method for Best Approximate Solutions. In this section we will use Kantorovich's theory to prove that a Galerkin type method, when applied to a certain kind of, possibly inconsistent, operator equation, produces the best approximate solution. This solution is obtained as the limit of a sequence of best approximate solutions of, possibly inconsistent, systems of linear algebraic equations. In the case of Hubert space, another method is suggested by Nashed [26] . Unlike our approach he finds the Condition II. We know that A is invertible, so this condition, for large n, reduces to J0 : X -► X, which is always satisfied. Finally, the conditions (iii) are satisfied, since e = 0, r¡x -► 0 and t?2 -► 0 as « -► °°, by Lemma 2, while J0 = H0; and thus sup"||/q'|l = sup"||//¿"x|| < °°, and WHxW < II 7x|| for every x G R(A), Hx = 0 for x G R04)c, by the construction of Hand T, which implies supn||//|| < ||P|| < °°, regardless of«.
All the conditions of Theorem 5 are satisfied; and one concludes that limn_J|x* -^rj1^*!! -0, where x* is the best approximate solution of ^4x = fe; and x* is the exact solution (for large «) of the approximate equation (63).
The best approximate solution of Ax = fe can also be calculated by solving systems of linear algebraic equations (63) in the case of a proper splitting A =M + Nif,in addition to the proper splitting, M+: X ->X for sufficiently large «. All the conditions of Theorem 5 are still satisfied. The only modification is that u and v in Conditions V and VI are taken as follows: u = M+P^Nx and v = M+P%PR,Ayb. Here X is still span{^j, . . . , \jin} in RC4). In fact, this requirement on X can be relaxed. One can choose X= span{Tj, . . . , r"}, where {tx, . . . , r"} is an arbitrary set of linearly independent vectors in ^provided that PxPRtA) = Pr(a)Px f°r sufficiently large « and Tj, • • • , r", Tn+X, ... is a basis of X. However, with this arbitrary construction of X, the system (63) may be inconsistent for sufficiently large n, in which case the best approximate solution 3c* =A+b is obtained. Now one can show, using Lemma 2, that for sufficiently large «. These relations imply that the only conditions which need verification, i.e. Conditions II and III, are also satisfied.
A Galerkin method for calculating the best approximate solution of Ax = fe can be formulated as follows: 
