In generalizability analyses, unstable, and potentially invalid, variance component estimates may result from using only a limited portion of available data. However, missing observations are common in operational performance assessment settings because of the nature of the assessment design. This article describes a procedure for overcoming the computational and technological limitations in analyzing data with missing observations by extracting data from a sparsely filled data matrix into analyzable smaller subsets of data. This subdividing method is accomplished by creating data sets that exhibit structural designs that are common in generalizability analyses, namely, the crossed, MBIB, and nested designs. The validity of this subdividing method is examined using a Monte Carlo simulation. The method is demonstrated on an operational data set.
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In recent years, performance assessment has become popular as a means for assessing students because these assessments provide direct measures of nontraditional student outcomes. Generalizability theory (G theory), developed by Cronbach, Gleser, and Rajaratnam (1963) , is often used in the development of performance assessments to identify the relative strengths of multiple sources of measurement error and to make projections concerning how to increase score reliability. Because these assessments are time-consuming to administer and score, examinees seldom respond to all test items and raters seldom evaluate all examinee responses. As a result, a common problem encountered by those using G theory with large-scale performance assessments is working with sparse data matrices (i.e., missing data). The purpose of this article is to develop a method for analyzing data sets with missing observations. The authors examined this method in relation to rater inconsistencies, number of examinees tested, number of raters employed, and degree of standardization in distributing tasks to raters. These factors are discussed in detail in the subsequent sections.
The authors first described the technical problems caused by missing observations in performance assessment data sets. Then they reviewed some common approaches used to overcome these missing data problems and the limitations of these approaches. Next, they discussed a new G theory technique, followed by an illustration of how to restructure and analyze a hypothetical sparsely filled data set so that it can be accommodated by currently available analytic methods. A Monte Carlo simulation was used to evaluate the statistical properties of this new method. Finally, the authors applied their methods to a data set coming from a large-scale direct writing assessment and presented the results of these analyses in terms of the comparability of the methods. Brennan, Harris, and Hanson (1987) investigated bootstrapping as a technique to estimate standard errors of variance components and concluded that the technique produced biased results. Luecht and Smith (1989) conducted Monte Carlo simulations to examine the extent to which bootstrapping could produce unbiased estimates using a one-facet balanced design with various numbers of levels in the design. The largest data set simulated was 150 × 150, which did not reflect the amounts of data in large-scale performance assessments. The authors found that the single-factor bootstrapping method produced reasonably unbiased estimates for one-facet crossed designs. Nonetheless, they concluded that "the applicability of this technique to more complex designs or nonorthogonal designs, or merely nonnormal data, requires further work" (p. 20). The conclusion precludes one from applying bootstrapping to complex designs employed in performance assessments (e.g., a person-by-item-by-rater design).
Researchers who use generalizability theory have devised several other methods for analyzing test data with missing values. One approach is to select a single fully crossed subset of data from the entire data set for analyses. This approach may be employed when a small number of raters make up a pool of raters from which pairs of raters are randomly assigned to score an examinee's response. In such a case, each pair of raters scores a small number of examinees in common. The pair of raters with the largest number of examinees in common may be chosen as the target of the analyses in such a setting, and the scores assigned by the remaining raters are ignored. Unfortunately, by ignoring large portions of the data, this approach jeopardizes the external validity of the study (i.e., the chosen pair of raters may not be representative of the universe of raters). A second approach that may be employed in an attempt to rectify this shortcoming to some extent is to perform analyses on all fully crossed subsets of data within a large data set, making comparisons across these data sets. Although this approach is considerably more desirable than the previous two, it still fails to take full advantage of all of the information contained in the entire data set. This study investigates one option for analyzing missing data that preserves both the internal and external validity of the Generalizability Study (G study ; Brennan, 1992a) while more fully utilizing the information contained in the data set. To the authors' knowledge, such a method for subdividing a large data set into mutually exclusive and exhaustive subsets for the purpose of creating multiple data sets that are fully analyzable in a generalizability theory framework has not been proposed. The goal of this method is to obtain the most accurate G study variance component estimates possible so that generalizations beyond that data set will be valid. However, the validity of such a method must be examined first. To this end, the authors investigated the following research questions.
Research Questions
1. Can the subdividing method be used to feasibly overcome the problem of computational complexity of analyzing a large, sparse data set? 2. To what extent can the subdividing method produce unbiased and consistent estimates of the variance components and reliability coefficients? 3. How do the degrees of standardization in scoring performance assessments influence the precision (i.e., accuracy and consistency) of measurement errors, where the degree of standardization refers to the plan in assigning tasks and examinees to raters? To answer the above questions, the authors examined realistic factors that appeared in operational data. The following paragraphs described the factors they examined.
Examinees and Raters
Large-scale assessments can have numbers of examinees ranging from a few hundred to several thousand, or even tens of thousands for state and national tests. The number of examinees manipulated in the current study were chosen to represent sample sizes reported in standardized assessments (e.g., Lane, Liu, Ankenmann, & Stone, 1996; Longford, 1995; Myford, Marr, & Linacre, 1995) . The authors chose four levels of numbers of examinees in their simulation to evaluate the subdividing method (i.e., examinees = 750, 1,500, 3,000, and 6,000). A pool of eight raters exhibiting high person-by-rater inconsistency was simulated for the first three levels of sample size. In operation, one could increase the rater pool size to shorten the scoring time. This practice is modeled using both a small pool of raters (8) and a large pool of raters (28) for n = 3,000. For the large volume of examinee (n = 6,000), only a large pool of raters (28) was used. For the small volumes of examinee (n = 750 and n = 1,500), only a small pool of raters (8) was used.
Task Sampling
The authors modeled a case with two tasks and two ratings per task. This choice reflects the common practice in examinations where essay writing was involved (e.g., Collegiate Assessment of Academic Proficiency or CAAP, Graduate Management Admission Test or GMAT, and Medical College Admission Test or MCAT). Each task was scored two times (occasions) by completely different raters.
Batch Size
The procedure used to assign tasks to raters was called task assignment. In addition to randomly assigning essays to raters, scoring centers (e.g., American College Testing, Inc., Georgia State Department of Education, and Texas Education Agency) often impose rules for the scoring procedures to accommodate operational needs. An important dimension of setting up a rating plan is to arrange essays so that they can be efficiently graded. For example, rather than randomly assigning every essay to each rater, scoring centers often organize essays in batches (B. Gordon, personal communication, September 1998; W. Schafer, personal communication, September 1998; Texas Education Agency, 1999; D. Vickers, personal communication, September 1998; C. Welch, personal communication, July 1996) . Those batches can be randomly assigned to groups of raters. Packing essays in batches saves operational time because it takes more time for raters to exchange single essays than a batch of essays. Packing essays in bundles also controls the number of essays to be scored by a common group of raters. Packing also structures ratings for reliability analysis-without the bundling of essays, the data set may be too sparsely filled to conduct an analysis. In the simulation, the authors used a batch size of 12, to reflect realistic practice (B. Gordon, personal communication, September 1998; Texas Education Agency, 1999; D. Vickers, personal communication, September 1998; C. Welch, personal communication, July 1996) .
Methods

Procedures for Analyzing Missing Data: Subdividing Method
Stage 1: Subdividing
This section illustrates how to restructure a hypothetical sparsely filled data matrix into smaller subsets for generalizability analyses. The authors' goal is to show how nearly all the information can be considered without resorting to "discarding" data. The G study results from the various designs that the authors describe can be averaged to produce a single set of variance components for the entire data set (Brennan, Gao, & Colton, 1995) . In the following examples, the authors describe a measurement context in which 15 examinees each answer two test items, which are rated by any two of four raters (named A, B, C, and D). That is, the design of this G study contains two facets: (a) items and (b) raters. The design can be represented as a fully crossed Examinee × Item × Rater (15 × 2 × 4) design with many missing observations. Three different methods can be used to extract information from this sparse data matrix. These three methods decompose the entire data set into exhaustive subsets. That is, the sum of the number of observations analyzed by these three methods will equal the number of observations in the original data set. The data matrices from these subsets of data can each be analyzed under a unique G study design. For the first method, the crossed method, the authors extract all possible fully crossed subsets of the data from the original data set so that each subset of data contains all examinees who were rated by a specific pair of raters on both items. In Figure 1 , for example, Rater A and Rater B rated the response to both the first and the second items (i.e., AB, AB; where Item 1 and Item 2 are separated by a comma) for Examinees 1, 3, and 14. In this crossed design, each data set contains only scores assigned by a single pair of raters. The rightmost columns in Figure 1 show how the information decomposes into several crossed data sets. The three examinees 1, 3, and 14 are extracted from the entire data set and are stored in a smaller subset (i.e., Crossed[1]) containing scores given by only rater pair A and B. In the same figure, Examinees 2 and 4 are graded by both Rater C and Rater D on the two items (CD, CD), and so these cases are extracted and saved in a data set with the label Crossed (2). The "2" in parentheses indicates the data set is a second of the crossed design type. In general, the parenthetical numbers distinguish one data set from the others within a type of design. By going down the rows in the original data matrix, all crossed designs are exhausted and are stored in these two subsets.
A nested design is formed every time one pair of raters rates the first item and a completely different rater pair rates the second item (e.g., Rater A and Rater B rate Item 1 and Rater C and Rater D rate Item 2; denoted AB, CD). Using the same algorithm as for extracting crossed data sets, the authors extract all nested subsets so that each nested data set contains scores of examinees who are graded by the same four raters. In Figure 1 , Examinees 5 and 6 are graded by Raters A and B on Item 1 and Raters C and D on Item 2 (AB, CD). As a result, these examinees' scores are stored in one data set, which is labeled Nested (1). Similarly, the Nested (2) data set contains all examinees scored by Raters B and C on Item 1 and Raters A and D on Item 2 (BC, AD). The Nested (3) data set contains all examinees graded by Raters A and C on Item 1 and Raters B and D on Item 2 (AC, BD). These three nested data sets exhaust all the cases of nested designs in the original data set. Hence, 12 of the 15 cases are consumed with the nested and crossed designs.
The third design, the Modified Balanced Incomplete Block Design (MBIB; Chiu, 2001a) , accounts for the remaining cases. A MBIB design is formed every time one rater rates both items and is paired with a different second rater on each item. For example, for Examinee 11, Rater A rates both items and is paired with Rater B on Item 1 and Rater C on Item 2 (AB, AC). Figure 1 depicts how to identify these three sets of raters and how to extract them from a data set. Because Examinees 11, 12, and 13 are double-graded by three different raters, Raters A, B, and C, the scores of these three examinees are stored in a separate data set ( 
Stage 2: Estimating
With the procedures described in Stage 1, the authors have been able to recover all the data within the original data set by subdividing it into several subsets. Each of these subsets, if analyzed separately, will produce a set of variance component estimates. But, the variance component estimates produced by any one of these separate analyses may not adequately represent the variance structure of the entire data set. Unfortunately, the entire data set usually cannot be adequately analyzed because of weaknesses in the technology (i.e., computational time) or software (i.e., failure to handle missing data) used to perform generalizability analyses.
Figure 1
A data matrix. The last two columns illustrate how to restructure the sparse data set into multiple smaller data sets analyzable by the three methods, namely, the crossed, MBIB, and nested methods. The variance components from several G studies can be averaged to get more accurate and comprehensive variance component estimates (Brennan et al., 1995; Chiu, 1999) . Hence, the exhaustive subdividing method (as described above) can be used to extract all cases from a data set, perform G studies on each of these subsets of the data, and average the variance components across these G studies. These averaged variance components can serve as the information upon which Decision Studies (D studies; Brennan, 1992a) are based. In doing so, one can preserve all the information from the larger data set and create data sets with a structure that can be handled by currently available computer programs with a minimal processing load.
Weighted estimates of the variance components can be obtained by weighting the data subsets by their sample sizes across all subsets. For any particular effect f , one obtains 1 The authors compared different weighting schemes for combining variance components, namely, weighting by sample size and by the reciprocal of the standard error of variance components. The sample-size scheme is more desirable than the standard-error scheme, which produced biased variance component estimates. Chiu (in preparation) compared the two schemes on both balanced and unbalanced data sets, using simulation and analytical techniques. Based on the evidence, the authors used the sample-size scheme in the current study.
where p, i, r, pi, pr, ir , and pir for a crossed or MBIB design p, i, r : i, pi, and p : ri for a nested design, s is the sth data subset, t is the tth structural design (1 = crossed, 2 = MBIB, and 3 = nested), and n p,t,s is the number of examinees in the sth data subset of the tth structural design.
As shown above, the crossed and MBIB designs allowed the authors to estimate seven variance components and the nested design only five. To utilize all available data, the authors forced all the variance components in the crossed and MBIB designs to be of the same type with the nested design and then combined variance components across the three types of designs. Brennan (1992a) provided a conventional formula in G theory to accomplish such synthesis (i.e.,σ pir,e . By forcing variance components in the crossed or MBIB design into those comparable with a hybrid nested design, the authors, in fact, restrict the universe of generalization (Brennan, 1992b) . The authors discuss in the Results section the implications of this approach in the light of the standard errors of variance component estimates.
Simulation: Validating the Subdividing Method
Linear Model
The authors generated 100 data sets for each condition under the specification of a two-faceted balanced design (Schroeder, 1986, p. 36) , namely, the Person × Item × Rater design. The observed score X pir of any given observation in this model was expressed as a sum of seven components,
Each of the seven components was generated using an SPSS macro (Chiu, 2001b) For example, the score for person p, responding to item i, judged by rater r, was the sum of seven random numbers each generated independently from the above seven normal distributions. The authors validated the macro by comparing the population values to the estimated values they generated using Equation 2, for data sets with no missing data.
The population values for the variance components were chosen in accordance to those reported in the literature (see Table 1 ). These values reflected realistic scenarios in which σ 2 p , the universe score variance (Brennan, 1992a) , accounted for the largest degree of score variation and σ 2 pi , task specificity, was the major source of measurement error in performance assessment (Shavelson, Baxter, & Gao, 1993) .
Rater severity and rater inconsistencies are reflected in the variance components σ 2 r , σ 2 pr , and σ 2 ir . The authors used the conventions described in Longford (1995, pp. 21-22) to define σ 2 r as the rater severity. Throughout the current article, the authors elaborated Longford's definition and defined σ 2 pr as the effect for person-by-rater inconsistency, σ 2 ir as item-by-rater inconsistency, and σ 2 pir as idiosyncratic inconsistency. Research has repeatedly found that person-by-rater inconsistency effect was frequently large compared to rater severity across many different types of assessments (e.g., Brennan et al., 1995, a writing test; Shavelson et al., 1993 , a science test). The authors purposely selected a population value, for σ 2 pr , approximately 2 times larger than that reported in the literature because it has important implications to fair assessment in scoring (Do the raters score examinees differently averaged across items?). In addition, by using a large value of σ 2 pr , the authors can evaluate the performance of the subdividing method when it is most needed-to detect large person-by-rater inconsistency effects.
Missing Data Generation
Following the generation of the balanced data sets, the authors created unbalanced data sets by randomly deleting scores from the balanced data sets. They created two types of unbalanced data reflecting missing patterns in operational settings. The first pattern serves as a benchmark condition exhibiting a well-structured pattern of missing data caused by randomly assigning tasks to rater groups (e.g., Brennan et al., 1995) . The second pattern exhibited an unstructured pattern caused by randomly assigning tasks to individual raters, which led to a more complex missing data pattern (e.g., CAAP, 2001). Chiu (1999, pp. 115-117) provided the syntax to create missing data for the two rater designs.
Throughout the current study, the authors called the first pattern a disconnected crossed pattern, which is a result of a rater design exhibiting high standardization. Because raters worked in mutually exclusive pairs, this scenario was referred to as "disconnected" (Engelhard, 1997; Searle, 1987) . The word "crossed" is used in the conventional sense-each rater pair scores all the tasks submitted by all examinees assigned to it. The rater design is frequently adapted when the volume of examinees is manageable for the manipulation of task assignments and rater groupings.
Let the second pattern be called a connected mixture pattern, which is a result of rater designs with low standardization. In such a rater design, no fixed groups of raters were formed and raters could score one or multiple tasks submitted by the examinees who were assigned to the raters. The rater design is frequently used when the volume of examinees is large, and it is more cost-effective and convenient to use a random process than to impose rigorous rules guiding the rater-task-examinee assignments.
Outcomes
The authors used modifications of a commonly used index in Monte Carlo simulations, Mean Square Error (MSE), which indicates the squared loss, or the averaged square difference between an estimator and its known population value (Harwell, Stone, Hsu, & Kirisci, 1996; Othman, 1995) . Othman (1995, p. 12) showed that MSE can be expressed as a sum of the variance and the square bias of an estimator (i.e., MSE(θ) = Var (θ) + [Bias(θ) ]
2 ). A large MSE can manifest either a large Var (θ), a large [Bias(θ) ] 2 , or both. The index itself does not indicate what contributes to large errors. To overcome this limitation, the authors used two separate measures, namely, the standard error and accuracy.
Standard errors (inverse of precision). The standard error (SE) was computed by obtaining the standard deviation of an estimator in a simulation. A precise estimate should have low standard error, and an imprecise estimate has large standard error.
Empirically estimated standard errors were compared to the theoretical standard errors (TSE), which is discussed in Brennan (1992a, p. 101, 6 .2.1) and summarized as follows:
where f is the variance component of interest, j is the j th term in the Expected Mean Square equation (EMS) to estimate variance component f , c j is the coefficient of the j th term, MS j is the value of the j th mean square in EMS equation, and df j is the degree of freedom of the j th term. For computational purposes, the authors used a formula expressing Equation 3 in terms of variance component estimates and sample sizes (Chiu, 1999) . The authors hypothesized that the estimated standard errors resembled the TSEs, for the facets fulfilling the asymptotic assumptions required by Equation 3. The asymptotic assumptions can be fulfilled by, for example, having a large number of levels and a small variance component. For a facet with only a small number of levels and a large variance component (i.e., the item and the rater-nested-within-item facets), the authors expected the empirical standard errors to be different from the TSEs. Their rationale is based on the results of Smith (1982) , who indicated that the violation of asymptotic assumption led to inaccurate SE. In the simulation, the authors used two raters as a baseline to compute the theoretical SE(σ 2 r ) reflecting both the simulated and operational data sets they analyzed (i.e., in the data sets, only two raters were chosen regardless of the size of rater pool). If an empirical SE(σ 2 r ) turns out to be smaller than the theoretical SE(σ 2 r |n r = 2), one can conclude that using groups of raters to score different subsets of examinees can lead to a more efficient estimate ofσ 2 r than using only two raters to score all examinees. Accuracy (a measure of bias). Accuracy of a simulation can be measured in many ways, and one lucid way was to express accuracy as a percentage. Technically, it was measured as the average ratio between an estimate and the parameter value of that estimate across all replications. Computationally,
where e is the number of trials, and θ andθ are the parameter values and the estimated value of the variance components, generalizability coefficient, and dependability coefficient. An accuracy equal to 1 or 100% indicates that the estimates were recovered perfectly, whereas an accuracy higher than 1 indicates overestimation and yet an accuracy lower than 1 indicates underestimation. The authors expected the subdividing method to recover estimates with high accuracy (little bias). Table 2A shows the standard errors of the seven variance components estimated in the simulation. The first block shows the theoretical standard errors. The second and third blocks show the empirical Note. By design, if essays are randomly distributed to raters, a larger proportion of data will exhibit the MBIB structure. Consequently, the standard errors of the average variance components estimated using a combination of the crossed and MBIB designs (Block 3) will be closer to the standard errors estimated using data in only the MBIB structure (Block 5).
Results
Standard Errors and Accuracy
standard errors obtained via rater designs with a high and a low standardization, respectively. As displayed, under high standardization (Block 2), the standard errors of all variance components except one (the item effect) matched closely with the theoretical standard errors shown in the first block. When data were collected via a rater design with low standardization (Block 3), only a portion of the data (approximately 46%) exhibited a crossed or an MBIB design and could be used to estimate all seven variance components. As a result, all the standard errors were larger than the theoretical values (Block 1). Also, in comparison to high standardization, low standardization was associated to larger standard errors, with an exception that the SE(σ 2 r ) in the 8-rater-3,000-examinee condition yielding a standard error slightly lower than its counterpart in high standardization.
Holding the size of rater pool constant, the standard errors of the variance components (i.e.,σ pir,e involving the object of measurement, or the person effect, decreased as sample sizes increased, in both high and low standardizations. Such results suggested that the subdividing method is "consistent" in the statistical sense. The standard errors for the other three effects had only negligibly random fluctuations. For instance, as sample size increased from 3,000 to 6,000, the SEs ofσ Table 2A ). To verify the claim made here that results are more precise using a combination of crossed and MBIB designs versus using any one of the crossed or MBIB design alone, the authors compared the standard errors for these three configurations. As shown in Blocks 3, 4, and 5 of Table 2A , this claim was not rejected.
Regarding the accuracy of parameter recovery for the disconnected crossed design (high standardization), all the variance components were recovered with high accuracy for all levels of sample size with the pools of 8 and 28 raters. Across all conditions in the simulation, the mean accuracy was 99.7%, median = 100%, minimum = 81%, and maximum = 116%. The authors conducted an ad hoc analysis to explain the source of low accuracy for a few conditions, which were associated to the item and rater effects. Consequently, they found that increasing the number of replications in the simulation from 100 to 500 trials improved the accuracy for those conditions (e.g., accuracy ofσ 2 r improved from 94% to 99.8% for the 8-rater-1,500-examinee condition). Although the connected mixture design allowed only about half of the data to be analyzed, the accuracy of variance components estimated using this design had a similar pattern with that of the disconnected crossed design. Appendixes A and B show the accuracy for two universes of generalization.
All in all, results displayed in Table 2A indicated that (a) the subdividing method produced results that were in line with methods for balanced designs, (b) variance components estimated using data collected only in the crossed and MBIB designs had standard errors substantially larger than those utilizing a rater design with high standardization in which all data can be used, and (c) unlike standard error, the level of accuracy for both designs did not appear to be related to the size of the rater pool or sample size of examinees.
To utilize all the data collected in low standardization, the authors restricted the universe of generalization to a two-faceted nested design (p × R: I). Table 2B shows the theoretical standard errors (TSEs) accompanied by the empirical standard errors (ESEs) for the variance components. The first block shows the TSEs obtained by using Equation 3. The second, third, and fourth blocks each show the ESEs obtained using data from only one of the three structural designs. For example, using data from only the crossed design (Block 2), SE(σ 2 p ) was 0.209 for the 8-rater-750-examinee condition. For the same condition, SE(σ 2 p ) was 0.053 with the use of only MBIB data (Block 3). When only the nested data were analyzed (Block 4), SE(σ 2 p ) appeared to be 0.042. As shown in Table 2B , none of the ESEs obtained by any one of the three designs were as low as the ESEs obtained by taking the weighted average across all three designs (Block 5). In addition, the ESEs containing the object of measurement, namely, SE(σ 
Example
The data the authors analyzed came from a large-scale, college-level, direct writing assessment in which each examinee (N = 5,905) responded to two essay prompts (i.e., items). Each response was evaluated by a pair of raters randomly selected from a pool of nine expert raters, resulting in a total of 23,620 ratings (5,905 examinees × 2 items × 2 raters). Ratings on this assessment were assigned on a 6-point holistic scale. Approximately 73.6% and 25.9% of the ratings were in perfect agreement and adjacent agreement, respectively. Less than 1% of the ratings had a disagreement greater than 1 scale point. Because all examinees were scored by only a subset of raters from a large pool, the data set is sparse. The authors analyzed the data using the subdividing method described in previous sections.
Table 2B
A Universe of Generalization Exhibiting a Two-Faceted Nested Design (p × R : I)
Standard
Rater Sample The sparsely filled data set with 23,630 ratings was parsed into small data subsets with either a crossed, MBIB, or nested design. Data subsets were analyzed only if they had a sample size of 12 or larger. Consequently, the authors analyzed 11 of the 16 crossed data sets found in the original data set, 32 of the 94 nested data sets, and 72 of the 125 MBIB data sets. They used 86.9% (20,524) of the total ratings, and no data were used more than once. A G study was performed on each of these data sets. Table 3A shows the variance components for 3 of the crossed data sets chosen to be representative of the range of results obtained from the 11 crossed data sets. In each case, theσ ir components are negligible. However, there is considerable variability among these 3 crossed data sets. For example, the proportion of variance accounted by theσ 2 p effect ranged from 23% to 62% of the total variance. Such variability between subsets of the data emphasizes the risk associated with estimating variance components from only a sample of raters.
Variability Within Designs
The columns under "All 11 Crossed Data Sets" (Table 3A) show the variance components averaged across all crossed data sets analyzed. The relative magnitudes of the variance components associated with each effect are similar to those in the individual data sets. However, these averaged variance components are more accurate and stable estimates of the variance components for the entire data set. Table 3B shows the estimated variance components for three of the 72 MBIB data sets. These are chosen to represent the range of results obtained under this subdividing method. As with the crossed data sets, the largest variance components areσ (Table 3B) show the average variance components across all MBIB data sets. Again, these estimates should be more representative of the information contained in the entire data set than would be any single subset of the data. The averaged variance components are similar to those obtained from each of the individual MBIB data sets. Table 3C shows the variance components for three of the 32 nested data sets. Compared to the other two designs, the nested design has more data sets of smaller size. Recall that only 32 of the 94 nested data sets contained 12 or more examinees (so that 62 of these data sets were excluded from these analyses). This is not surprising in operational settings in which random selection of four different raters is more efficient and convenient than systematically pairing up raters. Due to the fact that raters are confounded within items, there is no way of estimating the unique effect forσ (Table 3C , rightmost side) are probably more representative of the entire data set than any other estimates from only a single subset. Table 4A compares the average variance components for the crossed and MBIB data sets. The proportions of variance accounted for by each effect in these three designs were similar. 
Comparison Across Designs
Discussions and Conclusions
The method used here is particularly suitable for analyzing operational performance assessment data in which missing observations are unavailable due to the constraints caused by using expert judgments for scoring or by the increased costs of administering these assessments. Both simulation results and the example on a direct writing assessment data indicate that using data from just any one of the three designs (i.e., crossed, MBIB, and nested) leads to imprecise results. The authors demonstrated that the subdividing method can produce unbiased and consistent results for large amounts of missing data. A more thorough study is needed to examine if these results can generalize to data sets with more than two facets. The subdividing method does not require data to be missing completely at random in order to estimate the variance components. However, if data are not missing completely at random, biased estimates may result. Consider a case where one intentionally pairs up two extremely harsh raters to score a subset of constructed response items and two extremely lenient raters to score a completely different subset of constructed response items. The rater severity effects from the two subsets will be very small, if not zero. Consequently, the averaged rater severity effect will be an underestimate. The authors' experience suggested that such extreme cases should be unlikely to happen in largescale scoring centers, as random mechanisms are frequently employed in distributing essays to raters (D. Vickers, personal communication, September 1998; C. Welch, personal communication, July 1996) . However, one should not take this assumption for granted. It should be checked on a case-by-case basis. Although formal documentation is unavailable to determine the degree to which data are missing completely at random in the sample data set demonstrated, the testing company informed the authors that the essay-rater distribution process was independent of raters' performance. For this reason, the authors believe that the random assumption for the sample data set was viable. A missing data index to test such an assumption is desirable, but yet available.
The authors found that there is a trade-off between the flexibility of data collection design and the precision of variance component estimates. To apply the subdividing method to estimate variance components for a two-facet fully crossed model, one should employ the highly standardized design. Otherwise, variance components in the crossed model will be estimated with lower precision. If a highly standardized design cannot be used, an alternative is to restrict the universe of generalization to one in which the rater severity (σ 2 r ) and rater inconsistency (σ 2 ir ) are confounded. Doing so will allow one to investigate measurement errors in a two-facet nested model (Brennan, 1992a) .
Like Smith (1982) , the authors found that the theoretical standard errors for variance components with very few degrees of freedom (e.g., df = 1 in the item facet and df = 2 in the rater-nestedin-item facet) were inaccurate. Due to space limit, it is impossible to cover all the details of standard errors in the current article. For a more in-depth treatment for factors influencing the standard errors of variance components in unbalanced situations, see Chiu (1999, pp. 64-65 and 77-78) .
Although data manipulation prior to performing the D studies is required by the subdividing method, the method the authors used is very convenient from a practical standpoint. Because variance component analysis is now available in many computer programs (e.g., BMDP, SAS, and SPSS), a major undertaking would be to create add-on programs that automatically perform this subdividing method, run the separate G studies, produce averaged variance component estimates, and perform D studies in a single execution.
In conclusion, the authors believe that the method demonstrated in this article can be used to obtain realistic variance component estimates from sparse data matrices like those that are often encountered in operational performance assessment settings. This makes possible complex, large-scale analyses such as statewide testing programs, the National Assessment of Educational Progress (NAEP), the Test of English as a Foreign Language (TOEFL), the Law School Admission Test (LSAC), and the Third International Mathematics and Science Studies (TIMSS). Last but not least, the subdividing method can be used to help improve the quality of ratings produced by automated-scoring computer programs for essays like those administered in the Graduate Record Examination (GRE) and the Graduate Management Admission Test (GMAT). Chiu (1999 Chiu ( , 2001a sketched such applications using the subdividing method. Theoretical 2 750 100 100 100 100 100 100 100 1,500 100 100 100 100 100 100 100 3,000 100 100 100 100 100 100 100 2 3,000 100 100 100 100 100 100 100 6,000 100 100 100 100 100 100 100 Note. All facets involving the object of measurement had almost prefect accuracy (100% ± 3). The accuracy for the other facets fluctuated to a larger degree. Such fluctuation can be attributed to the small number of levels sampled in those facets (two levels in the item facet and in the rater facet). Accuracy of the variance components reported in the third block (denoted "Crossed and MBIB Designs") appeared to be more variable than the other blocks because under the design with low standardization, only about half of the data were available, by design, for the estimation of the seven variance components. 
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