Abstract. The goal of this paper is to present and prove a cumulantmoment recurrent relation formula in free probability theory. It is convenient tool to determine underlying compactly supported distribution function. The existing recurrent relations between these objects require the combinatorial understanding of the idea of non-crossing partitions, which has been considered by Speicher and Nica. Furthermore, some formulations are given with additional use of the Möbius function. The recursive result derived in this paper does not require introducing any of those concepts. Similarly like the non-recursive formulation of Mottelson our formula demands only summing over partitions of the set. The proof of non-recurrent result is given with use of Lagrange inversion formula, while in our proof the calculations of the Stieltjes transform of the underlying measure are essential.
Introduction and background
Free moments and free cumulants are functionals defined within free probability theory. The theory was established in the middle of the 80's by Voiculescu in [14] and together with the result published in [15] regarding asymptotic freeness of random matrices it has established new branches of theories and tools, among others free cumulants and moments.
It is of great importance to understand the behavior of free cumulants, or related free moments, as they give us essentially the full information about a particular probability measure such as the measure connected to the spectral distribution.
We will consider a general formulation, but in the last section a particular example is given. In order to state the results of the article we fix notation and recall the basic definitions and properties. Let us consider a non-commutative * -probability space (A, τ ), where A is a unitary algebra over the field of real numbers and τ is a functional such that τ : A → R is linear, τ (1 A ) = 1 and τ (a * a) ≥ 0 for all a ∈ A. The algebra is equipped with a * -operation such that * : A → A, (a * ) * = a and (ab) * = b * a * for all a, b ∈ A. For more details, see [9] . Then the free k-th moment of a self-adjoint element a ∈ A is defined as
where µ is a compactly supported * -distribution of element a ∈ A characterized by moments m k , k = 1, . . .. The form of the chosen functional τ determines the * -distribution of the element a.
To introduce the concept of free cumulants as well as to obtain the relation formula between free cumulants and moments we use the Stieltjes transform. It appears among others in formulations of a number of results published within Random matrix theory, see for example, [6, 2, 11, 4] . Definition 1.1. Let µ be a probability measure on R. Then, the Stieltjes (Cauchy-Stieltjes) transform of µ is given by
for all z ∈ C, (z) > 0, where (z) denotes the imaginary part of a complex number z.
Defined in such a way the Stieltjes transform can be inverted on any interval. It can also be given as a series of free moments {m i } ∞ i=1 . Theorem 1.1. Let the free moments m k = R x k dµ(x), k = 1, 2, . . .. Then, a formal power series representing the Stieltjes transform is given by
Proof. We have
which completes the proof.
Although the Stieltjes transform G µ is a convenient tool, even better suited for studying convolution of measure µ (see [9, 1] ) on a non-commutative * -probability spaces is the R-transform. The R-transform linearizes free convolution and plays the same role as the log of the Fourier transform in classical probability theory. The relation between the R-and Stieltjes transform G µ , or more precisely G −1 µ , which is the inverse with respect to composition, is often considered as a definition of the R-transform. Definition 1.2. Let µ be a probability measure and G µ (z) the related Stieltjes transform. Then
defines the R-transform R µ (z) for the underlying measure µ.
The free cumulants {k i } ∞ i=1 are given as the coefficients of a power series expansion of the R-transform. Definition 1.3. Let µ be a probability measure and R µ (z) be the related R-transform. Then for a, which is an element of a non-commutative * -algebra A, the free cumulants of a, {k i } ∞ i=1 , are defined by
To put our result in relation to the other cumulant-moment formulas in free probability theory we recall that a combinatorial branch of free probability theory points out that free cumulants defined by the R-transform, as in Definition 1.3, following [7] and [9] , can be defined via non-crossing partitions using the following recursive relation
where τ (a 1 · . . . · a k ) describes mixed free moments of a 1 , . . . , a k , the sum is taken over all non-crossing partitions N C(k) of the set {1, 2, . . . , k}, a i ∈ A for all i = 1, 2, . . . , k and
. Then, for a ∈ A the cumulant of a is defined as k n = k n (a, . . . , a). The calculations with use of (2) come after the proof of Corollary 2.1.
Another way to look at free cumulants, see [9] , is with use of the Möbius function as well as non-crossing partitions
and µ is the Möbius function on N C(k). For more details about above formulations see [9] and [12] . In the next section we will compare our recursive formula with the result given by equation (2) .
Furthermore, the following non-recursive relation between free moment and free cumulant has been shown in [8] together with proof which is based on Lagrange inversion formula and is inspired by the work of Haagerup [3] :
For a better understanding of the idea with free cumulants we would like to mention that the free and classical cumulants for the * -distribution differ by the elements associated with crossing partitions. In the classical case we consider all partitions while in the free cumulant case only non-crossing ones are of interest. Then, obviously, the first three cumulants are the same in free and classical sense, since the sets {1}, {1, 2}, {1, 2, 3} have no crossing partitions. However, for the fourth cumulant and cumulants of the higher order the free and classical cumulants differ.
Main result
The purpose of this paper is to present a recursive formula which is not based on non-crossing partitions.
First introduce a shortened notation for the sum of products of h moments, where each of moments has degree given by index i k , k = 1, . . . , h, the sum of indexes i 1 + i 2 + . . . + i h = t and each index i k 0, where reflects the ordering relation
be the free cumulants and {m i } ∞ i=1 be the free moments for an element of a non-commutative probability space. Then k 1 = m 1 and the following recursive formula holds:
Proof. Let us consider a non-commutative * -probability space (A, τ ), where A is a unitary * -algebra equipped with the functional τ (·). Then, the m i = τ (a i ) describes the i-th free moment of the element a ∈ A as in (1) . By Theorem 1.1 the Stieltjes transform G µ (z) is given as
then it will be shown that k i can be determined by a recursive formula depending on m j , j = 1, 2, . . . , i. In this case Definition 1.2 and 1.3 imply that the free cumulants have been found. Now, combining formulas for G µ (z) and G −1 µ (z) the following relation will be utilized:
By simple arithmetic calculations this relation leads to the equation
The next step will be to apply a formula for the powers of a power series (see [5] )
Therefore,
By the identification of coefficients of z −t the cumulants are obtained. Let us denote left hand side and right hand side of the equation by corresponding LHS and RHS. Let t = 0, then
For t = 1 we get k 1 = m 1 since RHS = k 1 and
Let us now show that
Using the fact that m,l t is a polynomial of maximally t-th order of l it is enough to show that ∞ j=t j+1 l=1 j+1 l (−1) l+1 l W = 0 for all W = 1, 2, . . . , t. We prove the above equation by showing that each element of the sum is zero, i.e., that for any fixed L such that L ≥ t and for all W = 1, 2, . . . , t we have L+1 l=1 L+1 l (−1) l+1 l W = 0. Furthermore, the sum can be expressed as
We will prove using mathematical induction with respect to L that for all L and all W such that
Let assume that the equation holds for L. Then
and (4) is proved. Then finally k 1 = m 1 and for t = 2, 3, . . .
Now it is left to show that
Indeed, the equality
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holds elementwise for all i = 0, . . . , t − 1. Then
So equation (5) is equivalent to
where Γ(k) := (k − 1)! denotes the Gamma function. Equation (5) holds. Hence, k 1 = m 1 and
which completes the proof of the theorem.
The first five free cumulants k i , i = 1, . . . , 5, given as a function of m j , j = 1, . . . , i, are stated in Corollary 2.1.
Corollary 2.1. Let (A, τ ) be a non-commutative * -probability space and m i = τ (a i ) denotes the i-th free moment of an element a ∈ A. Then, the first five free cumulants k i of a are given by which completes the proof. More details in the proof are given in [10] .
The above-presented proof of Corollary 2.1 gives examples of direct calculations of free cumulants using Theorem 2.1. Now consider equation (2), which was used to obtain the free cumulants of degree 1 to 5 by the combinatorial approach. The equality k 1 = m 1 is again assumed to hold. Then
. To obtain the third free cumulant the sum is taken over all non-crossing partitions of the three elements set N C(3). Then π ∈ {{1, 2, 3},``{{1, 2}, {3}},``{{1, 3}, {2}},``{{1}, {2, 3}},``{{1}, {2}, {3}}}.`È ach of the sets is illustrated with a simple graph. The elements belonging to the same subset are connected with a line. The crossing partition is indicated by the cross of at least two lines from two distinct subsets. Hence, 
1 . The calculations of the fifth free cumulant, by use of (2), demand the sum-ming over N C (5) . Consider the crossing partitions of the set {1, 2, 3, 4, 5}: 1 . The calculations with use of both methods are presented. To some extent we find that summing over the i 1 , . . . , i h , such that i 1 + . . . + i h = k is simpler than summing over non-crossing partitions.
Example of calculations for free cumulants and moments
It is important to mention a particular example of a non-commutative * -probability space (RM p (R), τ ) as an illustration and due to the extended engineering applications. Here, A = RM p (R) denotes set of all p × p random matrices with entries being real random variables on a probability space (Ω, F, P ) with finite moments of any order. Defined in this way RM p (R) is a * -algebra, with the classical matrix product as multiplication and the
