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1. INTRODUCTION 
The purpose of this paper is to discuss the behavior as t -+ co of solutions 
of 
wtt + awt - w,, - hf&, w) = 0, a>0 (l.la) 
(.f,, = L$/~w) satisfying the initial conditions 
w(x, 0) = K(s), w,(x, 0) = g(x) (I.lb) 
and boundary conditions 
w(0, t) = w( 1, t) = 0. (Llc) 
Specifically we discuss the question of when a solution of (1.1) decays to a 
solution of the “static” problem 
v,, + AfJx, 2’) = 0 (1.2a) 
V(0) = v(l) = 0. (1.2b) 
A solution C(X) of (1.2) is defined to be globally stable if every solution of 
(l.l), regardless of initial data, decays to V(X) (pointwise) as t -+ co. On the 
other hand a solution V(X) of (1.2) is defined to be locally stable if there exists 
number c > 0 such that solutions of (1.1) whose initial data satisfy the 
condition 11 K’(x) - ~‘(.a$ + 11 k(x) - ill + IIg(x)ll < E, decay to V(X) 
(pointwise) as t - co. We have introduced the notation 
Thus the purpose of this paper is to discuss the stability of solutions of (1.2). 
* This research was supported by the National Science Foundation, Grant No. GP- 
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In Section 2 of this paper the following theorem will be proved: 
THEOREM 1.1. Let v(x) be a solution of (1.2). Assume the smallest eigenvalue 
El = 111 of 
u,, + (p + ~ftL&, v)) 24 = 0, 
u(0) = U(1) = 0, 
is positive. If  there exist numbers 6, and 6, such that 
0 < 6,” + 622 < 1 
and 
(1.3a) 
(1.3b) 
(1.4 
h f&9 4 - fub 4 < h -%%1 I f(X, w) - f(x, v) - (w - V)f@(S, v) 
2 2(w - v) (w - v)’ 
J %%l fwd% 4 “1+X7 
for all admissible w (0 < x < l), then v(x) is globally stable. 
A function w(x, t) is admissible if for each t > 0, w E C, (0 < x < 1) 
and satisfies the boundary conditions (1.1~). In principle the conditions of 
Theorem 1 .l can be checked for a particular solution of a given equation. 
In fact if it is assumed that f&x, 0) = 0 so that E(X) = 0 is a solution of (l-2), 
Theorem 1.1 has an elementary corollary. Let h, be the smallest eigenvalue of 
u,, + A&%&, 0) u = 0 (1.6a) 
u(0) = U(1) -= 0. (1.6b) 
COROLLARY 1.1. Assume f&q 0) = 0, fioa(x, 0) 3 0. If  X < A, , and if 
there exist 6, and 6, satisfying (1.4) such that 
then v(x) = 0 is globally stable. 
The corollary has no explicit condition on pi since the conditions of the 
corollary imply that pi > 0. The fact that pi > 0 is an immediate conse- 
quence of the Sturm comparison Theorem [l] applied to (1.3) and (1.6). 
Otherwise the corollary is simply a restatement of Theorem 1.1. In Appendix 
II (Section 5) Corollary 1.1 is applied to the three equations 
wtt + awt - w,, - h(w - w”) = 0 (1.8) 
wtt + CYwt - w,, - A(w + w”) = 0 (1.9) 
wtt + “Wt - -cm - qw + w2 - w”) = 0. (1.10) 
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It is shown that V(X) = 0 is globally stable for Eq. (1.8) if 0 < h < n2, 
for Eq. (1.9) if h < 0, and for (1.10) if 0 .< h < 18n2/23. In all three cases 
A, = 79. 
In Section 3 of this paper it will be shown that 
THEOREM 1.2. Let v(x) be a solution of (1.2). 1jpi > 0 then. V(X) is locally 
stable. 
In Appendix III (Section 6) it is shown that if p1 < 0 then linear stability 
theory indicates that V(X) is exponentially unstable. This is sufficient in 
general to guarantee that V(X) is not stable. Theorem 1.2 has two corollaries 
of interest: 
COROLLARY 1.2. IjjU,(~v, 0) = O,fiJ.v, 0) > 0, and ;fA < A, then V(X) = 0 
is locally stable. 
COROLLARE. 1.3. Assume fW(x, 0) = 0. If (1.2) has a solutiorz q(x) which 
does not vanish in the interval 0 < x < 1, and if 
(1.11) 
for 0 < .Y < 1 (not identically ZHO) then q(x) is IocalZy stable. 
The proof of Corollary 1.2 is essentially the same as the proof of Corollary 
1.1. Corollary 1.3 is proved in Section 3. 
Corollary 1.2 implies that V(X) = 0 is locally stable for Eqs. (1 A), (1.9), and 
(1.10) if h < n2 (see Section 5). The static problem corresponding to Eqs. 
(1.8) and (1.10) has solutions with no zeros 0 < x < 1 when X > n2. In the 
case of Eq. (1.8) there are two such solutions differing only in sign. Corollary 
1.3 guarantees the local stability of both of these solutions. In the case of 
Eq. (1.10) there are also two solutions with no zeros when A > r2 (the solu- 
tions are not multiples of each other). Corollary 1.3 guarantees the local 
stability of the negative solution. The above results for Eq. (1.8), (1.9), and 
(1.10) are discussed in detail in Section 5. Related results for other special 
equations are discussed in [2-51. In [6, 71 stability results have been obtained 
for an autonomous parabolic differential equation with special conditions on 
the nonlinearity. 
Theorem 1.1 can be generalized to the case of several space variables if the 
definition of stability is modified to include decay in an appropriate integral 
norm. In both Theorems 1.1 and 1.2 estimates are obtained on the rate at 
which W(X, t) + a(x), and in fact it is shown that the decay is exponential. 
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2. GLOBAL STABILITY 
Let V(X) be any solution-perhaps the trivial solution (if it exists)-of 
(1.2). It is convenient to introduce the change of variable 
w(x, t) = u(x, t) + w(x). (2.1) 
The function U(X, t) will be a solution of 
Utt + w - %2- - qf&; u + v) --f&c w>> = 0 (2.2a) 
and satisfy the initial conditions 
u(x, 0) = K(x) - w(x), U&-c 0) = g(x), (2.2b) 
and boundary conditions 
u(0, t) = u( 1, t) = 0. (2.2c) 
In this section we will obtain conditions on f(x; w) which guarantee that 
U(X, t) + 0 as t + co regardless of the initial data. In Appendix I (Section 4) 
it is shown that solutions of (2.2) satisfy the identity 
(dP/dt) + aQ = 0 (2.3) 
where 
p=* l 
s 
ut2 dx + 4 
0 
L’ (ut + au)* dx + I1 uz2 dx - 2X [l&(x; u, PI) dx 
0 0 (2.4a) 
Q= l 
s s 
1 
ut2 dx + (2.4b) 
0 0 
u,* dx - h o1 1*(x; u, v) dx 
s 
with 
&(x; u, w) = f(X, u + w) - f(X, v) - u&(x, v> (2.5a) 
1,(x; u, w) = ufw(x, u + w) - ufu,(x, w). (2.5b) 
In order to prove Theorem 1.1 it is convenient to rewrite (2.3) in the form 
$ + aQ1 = cd lo1 [1,(x; II, w) - 24(x; u, w)] dx (2.6) 
where 
Q, = f  ’ ut2 dx + j-’ uz2 dx - 2X j-’ 1,(x; u, w) dx. (2.7) 
‘0 0 0 
The object is to show that P satisfies a certain differential inequality which 
guarantees that P - 0 as t -+ co. We begin by considering the term 
G(t) = 1’ uz2 dx - 2h 
I 
’ 1,(x; u, w) dx (2.8) 
‘0 0 
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which occurs in both P and Q1 , G(t) can be rewritten 
G(t) = ,,’ uz2 ds - h ~olfvuI(x, w) u2 dx - 2$ (&(x; u, w) -fq u2) dx. 
(2.9) 
LEMMA 2.1. Let pl be the smallest e&nvalue of (l-3), then 
s 
1 .l 
uz2 dx - pl 
J 
u2 d.y - h 
I 
;f&-, v) u2 dx 2 0 (2.10) 
0 0 
for all admissible u. 
Proof. The proof is an immediate consequence of the variational charac- 
terization of eigenvalues. 
Let 8, and 6, be any two numbers satisfying the condition (1.4). After 
adding and subtracting the quantity 
.1 
PI J u2 dx 0 
to Qr (cf. (2.7)) Eq. (2.6) can be rewritten 
g + aQ2 = a: (--S,?/L, j,’ u2 ds + h Jb’ (12(x; II, 71) - 211(x; u, v)) dx) 
(2.15) 
where 
Q2 = Jo1 s 
1 
I 
1 1 
ut2 dx + (1 - S12 - &‘) pl u2 dx + ux2 dx - k 
0 s 
u2 dx 
0 0 
- 2h s,l I&Y; u, v) dx + 6,“p1 .’ u2 dx. 
0 
(2.16) 
LEMMA 2.2. If pL1 > 0 and there exist numbers 6, and 6, satisfying (1.4) 
such that 
for all admissible u, then 
P(t) ,( P(0) esp (- f t) (2.18) 
where 
& = max ( 3 - (1--6,2)p1+d >. 2 ’ (1 - s,2 - 6,“) /Jr 1 . (2.19) 
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Proof It is a consequence of (2.15) and the inequality (2.17) that 
(dqldt) + aQ, < 0. (2.20) 
The quantity Qz can be rewritten 
02 = (IO1 ut2 dx + (1 - s,a - 6,2 ) CL1 s,’ 22 d”) 
+ c.rb 
1 
uz2 dx - .pl 
s 
u2 dx - h 
0 s 
‘f&x, v) u2 dx 
0 1 
+ (plS12 i1 u2 dx - 2X lo’ I&c; u, v) -f+ u2 dx) , 
(2.21) 
In (2.21) each of the quantities in parenthesis are positive. This follows from 
Lemma 2.1, the fact that pi > 0, and the inequality (2.17). P(t) can be 
estimated by (cf. (2.4a)) 
J’(t) < $ f1 ut2 dx + a2 j-’ u2 dx + 1’ uz2 dx - 2h I,’ I,+; u, v) dx. (2.22) 
‘0 0 ‘0 
Equivalently 
P(t) < t lo1 ut2 dx + (a” + (1 - 6,“) Pl) !.a’ u2 dx 
+ iJo1 
1 
uz2 dx - pl 
r 
u2 dx - X Jo1 fw&> 4 u2 dx) (2.23) 
‘0 
+ (p# Jo1 u2 dx - 2h ,6 (1,(x; u, v) -f+ 29 dx) . 
so that 
P G 8182 (2.24) 
where /3i is given by (2.19). Combining (2.20) and (2.24) we find that 
W/4 + (4%) P < 0. (2.25) 
The lemma follows from (2.25). Q.E.D. 
The inequality (2.19) is sufficient to obtain an estimate on the pointwise 
behavior of u(x, t). 
LEMMA 2.3. If  the conditions of Lemma 2.2 are satisjed there exists a 
number cl > 0 such that 
(1 u(x, t)\l < (T)liz. (2.26) 
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Proof. Comparing (2.4a) and (2.8) (or (2.9)) it is clear that 
J’(t) 2 G(t). (2.27) 
Let <I be any number satisfying 0 < or < 1 and rewrite (2.27) in the form 
P(t) > G(t) + (1 - 4 G(t). (2.28) 
It is a consequence of (2.9), (2.17) and Lemma 2.1 that 
Thus 
G(t) 2 (1 - Si2) pL1 I,’ u2 dx. (2.29) 
P(t) b El f’ u,2 dx - 24 
‘0 I 
1 1,(x; u, w) dx + (1 - cl) (1 - S,2) tL1 I1 242 dx. 
0 
’ (2.30) 
(2.30) can be rewritten 
p(t) 3 cl 
s 
’ 14~2 dx + cl \’ ( Cl - El) ‘il - ‘12) p1 _ 2X ““;f’ “1) u2 dx. 
0 ‘0 
(2.31) 
The quantity 1,(x; II, ZJ)/U” in (2.31) ’ is b ounded independent of u (cf. (2.17)). 
Therefore it is possible to choose l 1 so small that the second quantity on the 
right of (2.31) is positive. For this choice of or 
P(t) > tl j’ uz2 dx. 
0 
(2.32) 
The lemma follows from the inequality 
1 u(.? t)l = j IO’ u, dx 1 < Joz I u, I dx < IO1 I uz 1 dx < (IO1 us2 dx)l” (2.33) 
which implies 
II u(x, 411 d (s,’ uz2 d.$“. (2.34) 
Q.E.D. 
Lemma 2.3 and (2.18) show that under the conditions of Lemma 2.2 
(( w(x, t) - w(x)11 = I( u(x, t)[l < (T)“” exp (- & t) . (2.35) 
The inequality (1.7) is equivalent to (2.17). This completes the proof of 
Theorem 1.1. An estimate on the rate of decay is given by (2.35). 
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3. LOCAL STABILITY 
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If the condition (1.5) in Theorem 1.1 is violated it is no longer possible to 
guarantee the global stability of o(x). Nonetheless V(X) may still be locally 
stable. The starting point for the development of this section is the identity 
(2.6) and Lemma 2.1. 
It is convenient to rewrite (2.6) in the form 
-$ + aQ2 = - y  s,’ u2 dx + 2X s,’ (I,(x; u, w) - 21,(x; u, w)) dx (3.1) 
Q2 = j-’ U; dx + y  j-0’ u2 dx + s,’ uz2 dx - /+ s,’ u2 dx 
0 
- 2X j,)(x; u, w) dx. 
LEMMA 3.1. If  pl > 0 there exists a number c2 > 0 such that 
WW) + =Qz d 0 
fog aZZ admissible u satisfying 11 u 11 < e2 . 
Proof. Rewrite the right side of (3.1) in the form 
a 
SC 
l Il+h 126; u, w) - 21,(x; u, TJ) 
0 2 22 ) 
u” dx 
Two applications of 1’Hospital’s rule shows that (cf. (2.5)) 
Thus when 11 u jl is sufficiently small (3.4) is negative. 
LEMMA 3.2. If  pL1 > 0 there exists a number l B > 0 such that 
r 
1 
u2dr-?!% ' 2 - 
‘0 s 4 0 
u” dx - 2X 
s 
1 I,(x; u, w) dx 3 0 
0 
fog all admissible u satisfying (1 u (( < cg . 
Proof. Rewrite (3.6) in the form 
s 
1 
s 
1 
u,2 dx - PI u2 ax - A 
0 0 s 
olfto,Cr, 4 u2 dx 
(3.2) 
13.3) 
(3.4) 
(3.5) 
Q.E.D. 
(3.6) 
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Two applications of L’Hospital’s rule shows that 
lim fw&, 74 22 - 2w; u, 4 
lI+O 22 = Ii~(fiozu(x, ZJ) -fwzL’(x, u + v)) = 0. 
(3.8) 
Thus Lemma 2.1 implies that when 11 u // is sufficiently small (3.7), or equiv- 
alently (3.6), is positive. 
Lemma 3.2 enables us to estimate P in terms of Qa . 
Q.ti.D. 
LEMM.4 3.3. If & > 0 a?Zd j/ u (1 < c3 
P G P.2Qs 
where 
/3* = 3 + 4CX”/3/L1 .
Proof. Rewrite Qs in the form 
Q2 = IO1 ut2 dx + b 4 Jo1 u” ds + j-0’ u,2 dx - 4 .r,’ u2 dji 
- 2h f ’ Il(x; u, 74 dx. 
‘0 
P can be estimated by 
P<$ 1u,2dx+a2~1u2dx+~1~,2dc-22h~1Z~(.r;u,a)d~ i 0 0 0 0 
or equivalently 
P < + [’ us2 dx + (9 + 012) 1’ u2 dx + 1’ uy* dx 
‘0 ‘0 0 
1 
1 
‘0 
22 dx - 2A 1’ I,@; u, v) dx. 
‘0 
The inequality (3.9) is a consequence of Lemma 3.2. 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
Q.E.D. 
Lemmas 3.1 and 3.3 imply that if pr > 0 and 1) u 11 < min(ca , EJ in some 
interval 0 < t < t* then in this interval 
or 
W/4 + WA) P < 0 (3.14) 
P(t) ,< P(0) exp (- 2 t) . (3.15) 
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LEMMA 3.4. If  p1 > 0 and 11 u /) < l s there exists a number cl > 0 such 
that 
(I u(x, t)ll < py. (3.16) 
Proof. The proof of this lemma is essentially the same as the proof of 
Lemma 2.3 where we use the fact that (3.6) implies 
s 
1 
uz2 dx - 2X 
I 
‘r,(x; u, v) dx > + I’ u2 dx. (3.17) 
0 0 0 Q.E.D. 
Lemma 3.4 and the inequality (3.15) show that if jl U(N, t)ll < min(c, , ~a) in 
the interval 0 < t < t* then 
II 4% t)ll < (Tr’2 exp (- & t) 
in that interval. Thus if it is assumed that 
II 4x, ON < mink,, 4 (3.19a) 
P(0) II2 
( 1 9 
< min(+ , ~a). (3.19b) 
(3.18) implies that (1 U(X, t)ll < min(e, , ~a) for all t 3 0 and hence u(x, t) ---f 0 
as t + co. This completes the proof of Theorem 1.2. An estimate on the rate 
of decay is given by (3.18). 
In order to prove Corollary 1.3 it is only necessary to show that if the 
condition (1.11) is satisfied then p1 > 0. This is proved by comparing Eq. 
(1.3a) with ZI = zlr to the equation 
u,,+xfau,-J 
VI 
The solution of (3.20) satisfying u(0) = 0 is U(X) = A Vr(x) which by assump- 
tion, has no zeros 0 < x < 1. The Sturm theorem [l] applied to (1.3a) and 
(3.20) in conjunction with (1 .l 1) prove the corollary. 
4. APPENDIX I: THE STABILITY IDENTITY 
The object of this section is to prove the identity (2.3). Multiply Eq. 
(2.2a) by ut . After an integration the result can be written 
d 
-z [Ja’ ut2 dx + [’ uz2 dx - 2X lo1 (f(x; u + v) - f(x; v) - uf,,(x; c)) dx] ‘0 
+ 2fx Jo1 ut2 dx = 0. (4.1) 
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Multiply Eq. (2.2a) by u. After an integration the result can be written 
d l 
dt, s 
.l 
uut dx - 2 
J 
ut2 dx + 
0 
[j-l utf dx + f1 uz2 dx 
0 ‘0 
- X IO1 (ufi$c; u + v) - uf,(x; w)) dx] + a l1 uut dx = 0. 
(4.2) 
If (4.2) is multiplied by 01 and added to (4.1) we obtain 
d l 
z 0 [S 
ut2 dx + ci f1 uut d.y + f ’ u,~ d,v 
0 ‘0 
- 2A iol (f(.v; II + v) -f(x; v) - ufu,(x; v)) dx] 
(4.3) 
+ iy [ 1’ ut2 dx + a f’ uut dx + j-’ uX2 dx 
‘0 ‘0 0 
- h o1 (zrf,(x; u + 4 - s uf,(x; v)) dx] = 0. 
Equation (2.3) is an immediate consequence of (4.3). 
5. APPENDIX II: EXAMPLES 
In this section we discuss the stability theory for the three Equations (1.8), 
(1.9), and (1.10). For these three equations the inequalities (1.7) become 
[-6,2(7-G - X)/2] + A($ - &w”) < A($- - $w”) < [S12(7T2 - A)/21 + $A, 
(5.1) 
[--6,2(7? - A)/21 + A($ + SW”) < A($ + iw”) < [S12(7r2 - h)/2] + $A, 
(5.2) 
[-s,y.rr* - X)/2] + A($ -t *w - &w’) 
< A(& + $w - $w2) < [812(Tr2 - h)i2] + $A. (5.3) 
It is easily verified that the inequalities (5.1) and (5.2) are satisfied with 
6,s = &a = 0 if h > 0 (in (5.1)) and if h ,< 0 (in (5.2)). The Corollary 1.1 
implies global stability for V(X) = 0 if 0 < X < 9 for (1.8) and if h < 0 for 
(1.9). The inequalities (5.3) can be rewritten in the form 
x - & - a w + *p2y- 4 > 0, 
4 
;w+w+ 
S12(n2 - A) 
2 
> 0. (5.4b) 
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It is obvious from (5.4) that h > 0 in order that (5.4) be satisfied for all W. 
Assuming h 3 0 a necessary and sufficient condition for the inequalities to 
be satisfied is that the discriminant of the two expressions be nonpositive, i.e., 
(5.5a) 
Thus it suffices to choose 
a,2 = X/18(7? - h) > 0, (5.6a) 
6,2 = U/9(772 - A) > 0. (5.6b) 
The condition (1.4) implies 
(5.5b) 
Corollary 1.2 implies that u(x) = 0 is locally stable for (1.8), (1.9), and 
(1.10) if X < ?r2. In order to complete the stability picture for Eqs. (1.8), 
(1.9) and (1.10) ‘t I is necessary to discuss the nontrivial solutions of the 
corresponding static problems. The static problems corresponding to Eqs. 
(1.8), (1.9), and (1.10) are 
wu,, + h(w - w”) = 0 (5.8) 
w,, + A(w + w,“) = 0 (5.9) 
w,, + A(” + w2 - w3) = 0. (5.10) 
The solutions of (5.8), (5.9), and (5.10) should satisfy the boundary conditions 
(1.2b). If h > ns Eq. (5.8) has two solutions -&r(x) having no zeros in the 
interval 0 < x < I, Eq. (5.9) has no such solutions if h > x2. Equation 
(5.10) has two solutions z)r(x) and wr*(x) when X > S? where al(x) > 0 and 
‘u,*(x) < 0 in the interval 0 < x < 1. In order to decide on the stability of 
these solutions we need only decide whether the inequality (1 .l 1) is satisfied. 
For Eq. (1.8) the inequality becomes 
h(1 - rJ2) > h( 1 - 3V2). (5.11) 
This inequality is certainly satisfied if ZI = fv, . Thus w = fwl(x) are 
locally stable. For Eq. (5.10) the inequality (1.11) becomes 
A( 1 + ZJ - w”) > X(1 + 2w - 3w2). (5.12) 
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This inequality is satisfied 0 < s < 1 only if w < 0. Therefore the corollary 
guarantees the stability of e, = r+*(x). The theorems and corollaries of 
Section 1 say nothing about the other solutions of Eqs. (5.8), (5.9), and 
(5.10). However, this is not surprising since it is to be expected that the other 
solutions are unstable. 
6. APPENDIX III: LINEAR STABILITY THEORY 
In this section we show that if pr < 0 then V(X) is (linearly) exponentially 
unstable. Let V(X) be a solution of (1.2). If we write 
w(x, t) = u(s, t) + w(x) (6.1) 
and assume I/ U(X, t)/i is small for all t > 0, then U(X, t) is “approximately” 
a solution of 
Utt f ffut - %2 - hf,,(x, w) II = 0 (6.2) 
and satisfies the boundary conditions (l.lb). Equation (6.2) has a nontrivial 
solution of the form 
u(x, t) = exp(rt) h(x), (6.3) 
if II(~) is a nontrivial solution of 
h,, + ( -y2 - ay + &&, w)) h = 0. (6.4) 
This equation has a nontrivial solution satisfying h(0) = h( 1) = 0 if 
-y2 - my = p1 (6.5) 
or equivalently if 
If p1 < 0 then 
y = (-a 3 [a” - 4#2)/2. (6.6) 
y = (-a + [a’ - Q,]“‘)/2 > 0, 
and thus (6.3) is an exponentially grovving solution. 
(6.7) 
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