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Abstract
The optimization of tensor expressions with hundreds of terms is required for the development of accurate quantum
chemistry models such as the coupled cluster method. In this paper, we address the eﬀective exploitation of symmetry
properties of tensors in performing algebraic transformations for minimizing operation count of tensor expressions.
We demonstrate signiﬁcant improvements to the operation counts for the coupled cluster method when compared to
several state-of-the-art implementations. Furthermore, we show that tensor expressions optimized for a few input
parameter combinations can be used to achieve operation counts within 3% of the optimal, for the entire parameter
space of interest.
1. Introduction
Accurate prediction of electronic structure in chemistry involves computational methods whose equations involve
hundreds to thousands of tensor contractions. Manual implementation of such methods is tedious, error-prone, and
results in programs that become rapidly obsolete due to advances in hardware and methodology. The automated
derivation, optimization, and implementation of tensor contraction expressions is therefore critical. A key step in the
process is the algebraic transformation, to ﬁnd an equivalent form of input tensor contraction expressions that mini-
mizes operation count (opcount). In this paper, we describe algorithms for eﬀective utilization of symmetry properties
of tensors in performing algebraic transformations for opcount minimization. The exploitation of symmetry in tensors
is very important since it leads to very signiﬁcant reduction in space and time in quantum chemistry models such as
the coupled cluster method, especially with high-dimensional tensors. Our operation optimization process includes
single term optimization for ﬁnding the best sequence of two-tensor contractions to achieve a multi-tensor contrac-
tion, common sub-expression elimination for reducing memory space and arithmetic operations, and factorization by
application of the distributive law across multiple terms.
We demonstrate the eﬀectiveness of our system, OpMin, on tensor contraction expressions for coupled cluster
(CC) methods [1]. The CC method is a numerical technique used widely due to its simplicity and high accuracy for
Email addresses: laip@cse.ohio-state.edu (Pai-Wei Lai), huaijian.zhang@gmail.com (Huaijian Zhang), samyamrb@gmail.com
(Samyam Rajbhandari), evaleev@vt.edu (Edward Valeev), karol.kowalski@pnnl.gov (Karol Kowalski), psaday@cse.ohio-state.edu
(P. Sadayappan)
Available online at www.sciencedirect.com
Open access under CC BY-NC-ND license.
413 Pai-Wei Lai et al. /  Procedia Computer Science  9 ( 2012 )  412 – 421 
describing quantum many-body systems. In computational chemistry, it is used to construct accurate multi-electron
wave functions that incorporate various levels of electron correlations. The equation systems evaluated in this paper
include the CC method with single and double excitations (CCSD)[2], the CC method with single, double and triple
excitations (CCSDT)[3, 4], and equation-of-motion CCSD (EOMCCSD)[5, 6]. Our experimental results show that
the resulting optimized operation counts are comparable with the best manually optimized CCSD equations and are
signiﬁcantly better than previous automatically optimized CCSD, CCSDT and EOMCCSD equations.
The rest of the paper is organized as follows. Section 2 deﬁnes symmetry properties in the context of tensor
contraction expressions. Section 3 describes our approach to discover the symmetries in the intermediates and to
compute the cost reduction, as well as the optimization techniques used in OpMin. Experimental results are presented
in Section 4 and Section 5. Related work is provided in Section 6 and we conclude in Section 7.
2. Symmetry Properties and Operation Count Reduction
In this section, we discuss two diﬀerent symmetries that arise in the complex tensor contraction expressions in CC
equations. A tensor contraction expression consists of summation of a number of terms, where each term contains the
contraction of two or more tensors. According to the nature of the diﬀerent equations, the tensors might have one of
the following symmetry properties.
2.1. Anti-Symmetry
Assume we have a tensor Ai j with indices i and j in the same range, Ai j is anti-symmetric if Ai j = −Aji. Anti-
symmetry applies to any two indices within one range group where ﬂipping any two indices results in the same value
with sign change. In this paper, we use overline to denote anti-symmetric indices in a tensor. For example, Ai jkl
indicates that Ai jkl = −Ajikl, and Ai jkpqr represents that Ai jkpqr = −Aik jpqr = −Ajikpqr = Ajkipqr = Aki jpqr = −Ak jipqr.
We illustrate the operation count reduction using anti-symmetry in the example below. Consider the following
tensor contraction expression involving two tensors A and B, with all indices in the same range N:
Ci jmn = A
i j
klB
kl
mn (cost 2N
6)
(For simplicity, the above expression implies Ci jmn =
∑
k,l A
i j
klB
kl
mn in actual computation. We will use the same
notation for the rest of this paper)
The original cost of the operation is 2N6 if no anti-symmetry is involved. However, if tensor A has one anti-
symmetric group (i, j), the total operation cost can be reduced from 2N6 to N6 because 12 of the computations can be
eliminated by changing the sign from the other half.
2.2. Vertex Symmetry
Given a tensor Bi jkl with indices i, j in the same range and k,l in the same range, B
i j
kl is said to be vertex sym-
metric if Bi jkl = B
ji
lk. Vertex symmetry applies over two range groups where ﬂipping of any two indices in one
group and corresponding indices in other groups results in the same value. In this paper, we use widehat denota-
tion to represent the vertex symmetric property. For example, Bî j
k̂l
indicates that Bi jkl = B
ji
lk, and B
î jk
p̂qr means that
Bi jkpqr = B
jik
qpr = B
ik j
prq = B
k ji
rqp = B
jki
qrp = B
ki j
rpq. In previous expression, if tensor A has vertex symmetry, the computation
can also be reduced by a factor of 12 .
3. Operation Minimization Algorithms with Symmetry Properties
In this section, we make eﬀective use of symmetries described in section 2 to develop a ﬂexible system that can
eﬃciently reduce the operation count for any general tensor contraction expression. To begin with, we develop rules
to detect symmetry properties in intermediate tensors, construct cost models for anti-symmetry and vertex symmetry
tensors, and create canonical form of tensor expressions with symmetry for common subexpression elimination(CSE).
Furthermore, we use single term optimization (STO) and factorization (FACT) to reduce operation count of a given
tensor contraction expression.
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Table 1: Rules for detecting symmetries in intermediates
Rule Expression Reduction Factor
1.1 Ii jkl = A
i j
kl + B
i j
kl
1
2
1.2 Iî j
k̂l
= Aî j
k̂l
+ Bî j
k̂l
1
2
1.3 Iî j
k̂l
= Ai j
kl
+ Bî j
k̂l
1
2
1.4 Ii jkl = A
i j
kl − Ajikl 12
1.5 Iî j
k̂l
= Ai jkl + A
ji
lk
1
2
(a) Addition
Rule Expression Reduction Factor
2.1 Ii jkl = A
i j
mn × Bmnkl 12
2.2 Iî j
k̂l
= Aî jm̂n × Bm̂nk̂l
1
4
2.3 Ii j
kl
= Ai jmn × Bm̂nk̂l
1
2
2.4 Ii jkl = A
i j
mn × Bmnkl 12
2.5 Iî j
k̂l
= Aik × Ajl 12
(b) Multiplication
3.1. Derivation Rules for Symmetry Properties
Given the symmetry properties of the right hand side of binary tensor contraction expressions (two-tensor con-
tractions), we describe the derivation rules used to maintain symmetry properties and deduce new symmetry for left
hand side intermediates in Table1. Table 1(a) shows the derivation rules and the reduction factors while computing the
left hand side intermediates for addition expression. Rule 1.1 indicates that if an anti-symmetry group exists in both
tensors, the intermediate will remain anti-symmetric for that group. Similarly, if both tensors have vertex symmetry,
the intermediate will preserve vertex symmetry (Rule 1.2). Rule 1.3 states that if one tensor is vertex symmetric while
the other is anti-symmetric in both groups, the intermediate still remains vertex symmetry although it loses the anti-
symmetry property. In Rule 1.4, if we subtract two instances of the same tensor with diﬀerent orders of indices which
diﬀer exactly in two indices, it forms a new anti-symmetry property in the intermediate tensor. Rule 1.5 indicates
that the summation of two instances of the same tensor with both top and bottom pairs of indices ﬂipped results in
an intermediate tensor with vertex symmetry. For the general case of the tensor expressions where the size of an
anti-symmetry group or vertex symmetry group is N, the reduction factor is 1N! . In this table, all the reduction factor
are 12 because N = 2.
In Table 1(b), we present the reduction factors and the rules for detecting symmetries in intermediates for multi-
plication. If we multiply two tensors with anti-symmetric group on non-contracting indices, then the anti-symmetry
will be preserved in the intermediate tensor (Rule 2.1). Both tensors must possess vertex symmetry for preservation
of this property in the intermediate tensor (Rule 2.2). Rule 2.3 dictates that if the contraction indices of one tensor
have the anti-symmetry property while the other tensor has the vertex symmetry property, new anti-symmetry will be
formed on the corresponding indices of the intermediate. For example, the (k, l) indices of the intermediates become
anti-symmetric because the contraction indices (m, n) are anti-symmetric in the ﬁrst tensor and vertex symmetric in
the second tensor. Rule 2.4 says that if the anti-symmetry appears in contraction indices, then the intermediate has no
symmetry; however, there is still a reduction factor of 12 . Rule 2.5 states that the product of two diﬀerent instances of
the same tensors with two indices will result in an intermediate with vertex symmetry. The total reduction factor for
the general case is 1N! when the group size of anti-symmetry or vertex symmetry is N. The only exception is Rule 2.2
where Pulay [7] proposed a technique to reduce the factor to 14 .
3.2. Cost Model for Symmetry Properties
Once we can detect the symmetry for the intermediates, next step we need to compute the reduction factors result-
ing from symmetry properties in order to construct the cost model for symmetric tensors in OpMin. Let us consider
a general tensor contraction expression with anti-symmetry, involving three tensors I, A, and B where intermediate I
has a total of m + n external indices groups a0, a1, ..., am and b0, b1, ..., b j:
Ia0,a1,...,am
b0,b1,...,bn
= Aa0,a1,...,ams0,s1,...,sk B
s0,s1,...,sk
b0,b1,...,bn
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Assume that size of each group ai is xi and size of group b j is y j. In addition, there are p independent anti-
symmetric groups from s0 to sp where each size of sk is zk. The reduction to the operation count for this tensor
contraction expression using the rules we discussed earlier is given by:
reduction =
m∏
i=0
n∏
j=0
p∏
k=0
1
xi!
1
y j!
1
zk!
(1)
Similarly consider the following tensor contraction expression with total number of n independent vertex symmet-
ric groups:
Iâ0,â1,...,ân
b̂0,b̂1,...,b̂n
= Aâ0,â1,...,ânŝ0,ŝ1,...,ŝn B
ŝ0,ŝ1,...,ŝn
b̂0,b̂1,...,b̂n
where the size of each vertex symmetry group |ai| = |bi| = |si| = xi. The reduction factor for the overall expression
will become:
reduction =
n∏
i=0
f (xi) where f (xi) =
⎧⎪⎪⎨⎪⎪⎩
1
4 xi = 2
1
xi!
xi > 2
(2)
3.3. Common Sub-expression Elimination (CSE)
The ﬁrst optimization technique used in OpMin is common sub-expression elimination, which identiﬁes equivalent
intermediate tensors that are calculated only once and stored for later use. This technique is very eﬀective in operation
count reduction and directly contribute to single term optimization and factorization. To identify common tensor
contraction sub-expressions with symmetry properties by recasting them into their canonical form. The algorithm
for recasting a subexpression into canonical form in OpMin is described as follows. First, we sort the tensors in
alphabetical order giving priority to larger coeﬃcients in case of conﬂicts. Second, we rename both the external and
internal indices based on their order of appearance. For example, the following binary tensor contraction expression:
I = cBi jklA
kl
mn where c is the coeﬃcient will be recast as I = cA
i1i2
e1e2B
e3e4
i1i2
. In the case of addition expressions, consisting
of two tensors with same name and coeﬃcient, we encorporate index mapping and permutation techniques to our
algorithm to recast these expressions into identical canonical form.
input : E = {e1, e2, ..., en}: a set of total n equations
output: F = subset of E with common sub-expression eliminated
begin
table← ∅
F ← ∅
for i = 1 to n do
L = ei.LHS
R = ei.RHS
C ← the canonical form of R
if table.has(C) then
V = table.getValue(C)
replace I with V if I appears in RHS of any equations in E
else
table.insert(C,R)
F ← F ∪ ei
end
end
return F
end
Algorithm 1: Common Sub-expression Elimination
Algorithm 1 describes how OpMin eliminates common intermediates by maintaining a storage table with canonical
forms and costs for sub-expressions.
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input : T1, T2, ...,Tn: A single term with n tensors
output: value.exp: Optimal contraction sequence for this term
begin
table← ∅
for i = 1 to n do
S ← all possible subsets of {T1,T2,...,Tn} with length i
for each set {s1,s2,...,si} ∈ S do
if i = 1 then
value.expression← s1
value.cost ← 0
else if i = 2 then
/*s1 × s2 represents the expression resulting from contraction of s1 and s2*/
/* computeCost(s1, s2) computes the cost of contraction of s1 and s2*/
value.expression← (s1 × s2)
value.cost ← computeCost(s1, s2)
else
minCost ← ∞
D← set of all possible ways to divide {s1,s2,...,si} into two parts
for each set {d1,d2,...,da,d′1,d′2,...,d′b} ∈ D do
le f t ← table.getValue({d1, d2, ..., da})
right ← table.getValue({d′1, d′2, ..., d′b})
currentCost ← computeCost(le f t.expression, right.expression) + le f t.cost + right.cost
if currentCost < minCost then
value.exp← (le f t.exp × right.exp)
value.cost ← currentCost
minCost ← currentCost
end
end
end
key←{s1,s2,...,si}
table.insert(key, value)
end
end
value← table.getValue({T1, T2, ...,Tn})
return value.exp
end
Algorithm 2: Single Term Optimization
3.4. Single Term Optimization (STO)
A tensor contraction expression is a summation of several terms, where each term involves contraction of two or
more tensors. Diﬀerent orders of contraction can result in very diﬀerent operation counts. Consider the following
tensor contraction expression involving three tensors A, B and C, with indices i, j and k spanning range of rank O, and
indices m, n and o spanning range of rank V (see section 5 for an explanation of the physical meaning of O and V).
Rmi = A
jk
noBnjC
mo
ik (cost 3O
3V3)
Computed as a single nested loop computation, the operation count for above expression would be 3O3V3 (2
multiplication + 1 addition). To reduce the cost, it is possible to compute the result with total of 4O2V2 operation
count by a two-step computation with an intermediate I:
Iko = A
jk
noBnj (cost 2O
2V2)
Rmi = I
k
oC
mo
ik (cost 2O
2V2)
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input : E = A tensor contraction expression with multiple terms
num = starting number of chunks. E is divided into several groups called chunks.
maxS ize = maximum number of expressions can be stored in one chunk
output: F: Factorized form of E
begin
perform STO on every term in E and sort the terms based on cost
divide the terms in E into num chunks, and let C be the set of all chunks
F ← ∅
while True do
G ← ∅
for every chunk ci in C do
/* DirectDescent is one of the heuristic algorithm developed in [8] to factorizes ci */
curResult ← DirectDescent(ci)
G ← G ∪ curResult
end
if |G| <= 1 then
F ← F ∪G
break;
end
C ← ∅
Let G = {g0, g1, g2, ...}
i = 0
while i < |G| − 1 do
gk ← combine(gi, gi+1)
if size(gk) > maxS ize then
F ← F ∪ gk
else
C ← C ∪ gk
end
i = i + 2
end
end
return F
end
Algorithm 3: Heuristic Factorization
However, if a diﬀerent order of contraction is chosen, there will be no cost reduction:
Imnoi jk = B
n
jC
mo
ik (cost 2O
3V3)
Rmi = I
mno
i jk A
jk
no (cost 2O3V3)
This example shows the problem of single term optimization that searches for the best sequence of binary tensor
contractions within one term. Algorithm 2 shows the dynamic programming approach of STO[8] in OpMin.
3.5. Factorization (FACT)
To further reduce the operation count, OpMin performs factorization to ﬁnd common factors from diﬀerent terms.
Our prior works have developed an exhaustive search algorithm[9] that can evaluate all possible factorizations, as well
as several heuristic search approaches that trade searching space with time [8]. The exhaustive search algorithm is
guaranteed to ﬁnd factorization with minimal operation count for the input expression, but it is impractical to use due
to the exponentially growing time complexity with increasing number of terms.
Algorithm 3 presents the heuristic search approach based on a divide-and-conquer algorithm used in this paper.
For a given tensor expression input, ﬁrst we perform STO to ﬁnd the best sequence and cost for each term. Next, we
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sort the terms by cost and group them into diﬀerent chunks. At every step, for every chunk we perform direct descent
search algorithm[8] to ﬁnd best local factorization, and then combine every two chunks to proceed to next iteration.
4. Experimental Evaluation
OpMin has the capability to optimize any general tensor expression. In this paper, we optimize CC equations that
used by quantum chemists to solve for the wave function of diﬀerent chemical systems. The standard CC equations
considered in this work involve tensors whose indices span two types of ranges: one representing occupied one-
electron states (of rank O) and another representing unoccupied, or virtual, one-electron states (of rank V). The O
parameter is a characteristic of the number of electrons in the modeled system while the V parameter pertains to the
accuracy of the solution where higher values provide higher accuracy. In practice, V is usually greater than O by a
factor of 3 to 30. In Table 2, we simply set a representative value of O = 10 and V = 100 to evaluate the eﬀectiveness
of OpMin.
The operation count (opcount) reduction with OpMin was evaluated on ﬁve coupled cluster methods including
UCCSD, RCCSD, UEOMCCSD, REOMCCSD, and UCCSDT where the preﬁx U stands for Unrestricted Hartree-
Fock theory and R stands for Restricted Hartree-Fock theory. Speciﬁc values of O and V chosen for the experiments
are indicated in each table.
Table 2: Characteristics of the input equations for OpMin. For brevity we use notation ab for a · 10b.
Equation Terms STO +FACT +CSE
UCCSD T1 50 9.878 8.768 8.568
T2 277 2.3611 1.4011 9.5110
RCCSD T1 25 6.298 3.168 2.808
T2 96 8.6210 4.5610 3.9110
UEOMCCSD X1 84 1.309 1.219 1.189
X2 572 4.0811 2.6111 1.7211
REOMCCSD X1 42 8.148 4.708 4.228
X2 198 1.5411 8.2210 7.0010
UCCSDT T3 2102 3.9914 1.6214 7.1513
Table 2 shows the number of terms in each equation and the opcount resulting from various optimizations. The
opcount refers to the total number of ﬂoating point computation considering each multiplication as one operation and
each addition as an operation. T1/X1, T2/X2, and T3 stand for single, double, and triple excitation, respectively. The
STO column indicates the opcount using single term optimization alone, the opcount using both STO and FACT is
shown in the +FACT column, and the +CSE column shows the opcount obtained by applying all three optimizations.
We obtained an average opcount reduction (relative to only STO) of 2.36x by also performing FACT and CSE. The
use of FACT and CSE is particularly signiﬁcant with very large equations with thousands of terms, such as UCCSDT
(5.58x improvement).
To compare the performance of OpMin, we acquired the opcount for the aforementioned equations in Table 2
using two high performance quantum chemistry computation suites NWChem(v6.0)[10] and PSI3(v3.4.0)[11]. We
plugged PAPI [12] calls to acquire hardware performance counters into the source code of NWChem-6.0 and PSI-
3.4.0 and obtained the opcount on a desktop machine with quad-core Intel(R) Core(TM) i5 CPU 650 @ 3.20GHz
processors. We also compared OpMin with Engels-Putzka and Hanrath’s[13] genetic approach (noted as Genetic in
the tables).
Table 3 shows the opcount obtained from OpMin, NWChem, PSI3, and Genetic optimization for the equations.
For each equation, we used parameters for H2O molecules under two diﬀerent basis sets, PVDZ and PVTZ, diﬀering
in the V/O ratio. For CCSD and CCSDT equations, we also obtained opcount exploiting spatial symmetry in the
tensors (c2v entries in the table). We were able to compare OpMin with PSI3 only on UCCSD and RCCSD since
PSI3 does not implement the other models. Similarly, we compared OpMin with Genetic optimization on UCCSD
and UCCSDT because these were the only data available in their document for the equations we evaluated.
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Table 3: Experimental results on H2O molecule. PVDZ: (O,V) = (5, 19). PVTZ: (O,V) = (5, 53). For brevity we use notation ab for a · 10b.
Basis Sym NWChem PSI3 OpMin Genetic
PVDZ c1 1.248 9.807 8.567 3.588
c2v 2.007 1.107 7.736 N/A
PVTZ c1 2.609 2.429 2.409 1.0210
c2v 3.038 2.238 1.908 N/A
(a) UCCSD
Basis Sym NWChem* PSI3 OpMin
PVDZ c1 9.317 2.327 3.717
c2v 1.517 3.676 3.276
PVTZ c1 2.019 5.318 8.848
c2v 2.358 6.827 6.777
(b) RCCSD
Equation Basis NWChem OpMin
X1 PVDZ 1.237 3.756
PVTZ 1.488 4.577
X2 PVDZ 2.058 1.538
PVTZ 3.819 3.299
(c) UEOMCCSD
Equation Basis NWChem* OpMin
X1 PVDZ 6.656 1.406
PVTZ 7.707 1.407
X2 PVDZ 1.578 7.207
PVTZ 2.989 1.519
(d) REOMCCSD
Basis Symmetry NWChem OpMin Genetic
PVDZ c1 1.3610 8.389 1.8810
c2v 1.279 6.658 N/A
PVTZ c1 8.2811 4.7611 1.6012
c2v 5.1910 3.2610 N/A
(e) UCCSDT
NWChem*: TCE module in NWChem uses spin-orbital expressions, which is diﬀerent from spin-free expressions used in OpMin and PSI3
Table 3(a) shows the opcount comparison for the UCCSD equation. OpMin has an average of 1.27x opcount
reduction compared to NWChem, 1.08x compared to PSI3, and 4.22x compared to Genetic optimization. If spatial
symmetry is exploited, the improvement is an average of 2.09x compared to NWChem and 1.30x compared to PSI3.
Table 3(b) illustrates the opcount for the RCCSD equation. OpMin has an average cost reduction of 2.39x compared to
NWChem, but 0.61x compared to PSI3. PSI3 does better for the RCCSD equation because it implements a manually
optimized equation. However, if spatial symmetry is exploited in both OpMin and PSI3, then the opcount becomes
comparable (average of 1.06x). In Table3(c)(d)(e), we can see that OpMin has an average opcount reduction of 3.26x
on X1 and 1.25x on X2 for UEOMCCSD, and 5.13x on X1 and 2.08x on X2 for REOMCCSD compared to NWChem.
For UCCSDT, OpMin has an average cost reduction of 1.72x compared to NWchem and 2.80x compared to Genetic
optimization.
5. Choosing a Small Set of Optimized Forms
OpMin can be used to optimize CC equations for any desired value of O and V . However, in practice it may be
unrealistic to generate optimal expression for every combination of O and V . In this section, we show how we can
choose a few combinations of O and V to produce tensor expressions within 3% of the optimal for all O and V of
interest. We do this by exploiting the fact that the relative cost contribution to the total opcount of any two terms of
the same order in the tensor expression does not diﬀer with changes in O and V , as long as the ratio between O and V
remains the same.
Consider any two terms in a tensor expression of order n. We may write them as OaV (n−a) and ObV (n−b). Let the
ratio V/O = c. Without loss of generality, we can let O = x and V = cx where x is some non-negative integer. Using
this notation, we can now compute the relative cost contribution between the two terms as:
OaV (n−a)
ObV (n−b)
=
xa. (cx)n−a
xb. (cx)n−b
= cb−a
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The result depends only on c, b and a but not on x. This implies that the optimal tensor expression resulting from
diﬀerent pairs of O and V that have the same ratio should be similar since the relative cost contribution of the highest
order tensor terms are the same in all cases. Our experimental result using UCCSD T2 shows that this is the case as
can be seen from the graphs below.
Figure 1: Operation Count for V/O = 40 optimized at diﬀerent ratios
Figure 2: Percentage diﬀerence from optimal Operation count for diﬀer-
ent V/O ratios optimized at V/O = 5 and V/O = 40
Figure 1 shows the ratio of opcount for O = 10 and V = 400 optimized at various V/O to optimal opcount
optimized at V/O = 40. The x-axis of the plot represents various V/O ratios while the y-axis shows opcount optimized
at these ratios with respect to the optimal opcount. We can see from the plot that for values of V/O closer to 40, the
ratio is close to1, implying that the opcount is similar to the optimally optimized case. For the ratio V/O from 15 to 1,
the opcount ratio becomes larger showing that the opcount increases and the reduction is not as eﬃcient. Furthermore,
the opcount ratio changes only after a large change in V/O ratio. The implication of this is that, a few combinations of
V and O is enough to produce near-optimal opcount for the entire O − V space of interest. We can see from Figure 2
that two pairs of V and O with ratio 5 and 40 is suﬃcient to span entire V and O space. In this ﬁgure, x-axis represents
V/O ratio used to compute opcount from tensor expressions optimized for ﬁxed V/O ratio of 5 and 40. The y-axis
shows the percentage diﬀerence from optimal opcount for the opcount computed for each V/O ratio on the x-axis.
The ratio of V/O = 10 could be used as a transition point for deciding which ratio of V and O to use for minimizing
the operation count. If the tensor expression generated from V/O = 5 is selected for all V/O < 10 and V/O = 40 is
selected for all other cases, we can acheive 3% of the optimal opcount.
6. Related Work
Manually optimized factorizations have been published for the lower order CCSD method [14] and implemented,
for example, in the PSI3 [11] software. The TCE (Tensor Contraction Engine) project [15, 16, 17] developed au-
tomated algorithms for operation count minimization of tensor expressions. An operation minimization heuristic
exploiting antisymmetry in tensors was implemented in the TCE developed at Paciﬁc Northwest National Laboratory
[15] and many parallel methods were derived using the TCE and incorporated into the NWChem quantum chem-
istry suite [10]. In our experiments, we compared the operation counts obtained by the implementation described in
this paper, and demonstrated signiﬁcant improvement over the TCE-generated implementation in NWChem. Opera-
tion minimization of tensor expressions previously addressed by Hartono et al. [8, 18] did not model any symmetry
properties of tensors; we have built on that work in the developments reported in this paper. Very recent work by
Engels-Putzka and Hanrath uses genetic algorithms for performing operation minimization of tensor contraction ex-
pressions [13]. In experimental evaluation, we compared our results with theirs (for the equations evaluated by us for
which results were available from their paper), showing signiﬁcant improvement in operation count of our optimized
expressions.
421 Pai-Wei Lai et al. /  Procedia Computer Science  9 ( 2012 )  412 – 421 
7. Conclusion
In this paper, we presented OpMin for operation minimization of arbitrary tensor expressions with symmetry
properties. The eﬀectiveness of our approaches has been demonstrated using examples from CC equations in quan-
tum chemistry. OpMin oﬀers practical usefulness to optimize complex equations such as CCSDT and EOMCCSD,
which are extremely complex and diﬃcult to implement. Our optimized equations are proven to have lower opera-
tion counts than actual implementations in real world programs. Furthermore, we have also shown that CC equations
optimized for few combinations of O and V can be used as eﬀective solution for all combination of O and V of interest.
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