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Abstract 
Research shows that neurotypical individuals struggle to interpret the emotional facial 
expressions of people with Autism Spectrum Disorder (ASD). The current study uses 
motion-capture to objectively quantify differences between the movement patterns of 
emotional facial expressions of individuals with and without ASD. Participants 
volitionally mimicked emotional expressions while wearing facial markers. Recorded 
marker movement was grouped by expression valence and intensity. We used Growth 
Curve Analysis to test whether movement patterns were predictable by expression type 
and participant group. Results show significant interactions between expression type and 
group, and little effect of emotion valence on ASD expressions. Together, results support 
perceptions that expressions of individuals with ASD are different from -- and more 
ambiguous than -- those of neurotypical individuals’.  
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Facial expressions are used in all human cultures as a method for sharing emotions with 
others (Ekman, 2004; Ekman & Friesen, 1971), and they are some of the very first social 
behaviors demonstrated by infants (Izard, Huebner, Risser, & Dougherty, 1980). The 
ability to use facial expressions to convey emotions clearly to another individual is not 
only crucial to transmitting one’s own intentions and basic needs, but can also 
communicate information that is important beyond the individual. For instance, a person 
expressing a fearful face can warn others that there is a threat nearby. Emotional facial 
expressions can even affect the way people are perceived by others: Research shows that 
the production of frequent smiles increases a person’s likeability, trustworthiness, and 
their perceived attractiveness (Lau, 1982; Otta, Lira, Delevati, Cesar, & Pires, 1994; 
Scharlemann, Eckel, Kacelnik, & Wilson, 2001).  
 
Individuals with Autism Spectrum Disorder (ASD) struggle with most aspects of social 
communication, including their ability to use facial expressions to convey their emotions 
(American Psychiatric Association, 2013). In fact, idiosyncratic facial expressions are 
even used as a diagnostic measure for ASD in evaluative tools like the Autism Diagnostic 
Observation Schedule (ADOS: Lord et al., 2012), suggesting that non-canonical 
emotional facial expressions are fundamental to ASD. Certainly, atypical facial 
expressions will hinder individuals with ASD from communicating their feelings clearly 
to others, they may also contribute to the negative judgments neurotypical (NT) 
individuals make of people with ASD within seconds of exposure (Grossman, 2015; 
Sasson et al., 2017; Stagg, Slavny, Hand, Cardoso, & Smith, 2014).  
 
The research on expression quality in ASD suggests that autistic emotional facial 
expressions simply look different from NT individuals’. This research relies on NT 
individuals rating the appearance of facial expressions produced by people with and 
without ASD. In one such study, raters deemed expressions of individuals with ASD as 
of lower quality (on a scale from “poor” to “good”) than expressions made by both NT 
individuals and by individuals with other neurodevelopmental disorders, like Down 
Syndrome (Langdell, 1981). In others, autistic expressions have been rated as relatively 
less “natural” (Faso, Sasson, & Pinkham, 2015) or more “awkward” (Grossman, Edelson, 
& Tager-Flusberg, 2013). NT individuals also seem to struggle to interpret emotional 
facial expressions made by people with ASD (Brewer et al., 2016). For instance, Love 
(1993) showed that NT individuals are less accurate at identifying the emotion an 
expression conveys when it is produced by an individual with ASD, so that they cannot 
discern a sad face from an angry one.  
 
The underlying features of autistic expressions that make them appear 
atypical/ambiguous to NT individuals have yet to be identified. Some research has 
attempted to determine these features by asking human coders to assess the facial muscle 
movements in expressions made by people with ASD. In this research, coders use well-
established facial-coding systems that have been designed so that human beings can 
objectively classify facial movements (Ekman & Friesen, 1971, 1977; C. Izard, 1983; 
Kring & Sloan, 2007).  Coders watch video-recordings of facial expressions in slow 
motion, and then assign codes to changes in appearance (i.e., muscle activity in the 
eyebrows, nose, cheeks, mouth, etc.). Yoshimura et al. (2015) applied two such systems 
to assess facial expression quality in adults with ASD. Using the Facial Action Coding 
System (FACS: Ekman & Friesen, 1977) and the Facial Expression Coding System 
(FACES: Kring & Sloan, 2007), these researchers coded expressions of participants with 
and without ASD as they spontaneously and intentionally mimicked expressions. 
Yirmiya et al. (1989) used the Maximally Discriminative Facial Movement Coding 
System (MAX), developed by Izard (1983), to study the facial expressions of 
preschoolers during a social interaction. Their participants not only included children 
with ASD and NT children, but also preschoolers who had a cognitive impairment, but 
did not have ASD.   
 
In both studies, participants with ASD made fewer spontaneous facial expressions 
overall, which provides objective support for perceptions of overall flatter emotional 
affect in ASD (e.g., Kasari et al., 1993; Stagg et al., 2014). In addition, Yoshimura et al. 
(2015) found that spontaneously imitated expressions in ASD contained muscle 
movements that were incongruous with the expression being mimicked. For example, 
participants with ASD were more likely than NT participants to raise the corners of their 
lips into a smile while observing an angry face. Such incongruent expressions, if they 
occur during a social interaction, might be off-putting to NT individuals and difficult for 
them to interpret. The findings from Yirmiya et al. (1989) add to this story. They found 
that expressions in ASD involve atypical and incongruous combinations of facial-muscle 
contractions, for instance, simultaneous blends of angry and joyful expressions. These 
blends were unique to ASD; they were not observed in any of the NT children, nor were 
they produced by any of the children with a non-autistic intellectual disability. The 
authors conclude that such unusual combinations cause the expressions of people with 
ASD to be ambiguous and unclear, and could contribute to negative judgments of ASD 
expressions by NT individuals.  
 
While these studies provide some possible explanations for what might make autistic 
facial expressions atypical, it is arguable that the use of human coders is not an ideal tool 
for studying expressivity in ASD. First of all, facial-expression coding systems are useful 
for characterizing static expressions, such as photographs of faces, but they are not as 
easily applied to dynamic facial expressions, where the features of the face shift 
seamlessly over time. Because dynamic expressions are what we typically experience in 
real-life social interactions, it is crucial to analyze these temporal changes. This is 
especially true since such changes are meaningful: They can represent transitions from 
one facial expression to another or from a neutral face to an emotive face. Another reason 
that facial-expression coding systems may not be ideal for studying facial-expression 
difference in ASD is that they do not result in truly objective data. This is particularly 
true when coders attempt to map these facial-muscle movements to emotional affect 
(disgust, anger, etc.). In the end, results still rely on NT human coders to interpret the 
meaning of facial movements in ASD. Since it has already been established that NT 
individuals find autistic expressions to be unclear and odd, it is perhaps not surprising 
that NT coders categorize facial expressions of individuals with ASD as incongruous and 
unusual.  
 
Facial electromyography (fEMG) is a more objective measure of facial feature 
movements. FEMG measures the electrical impulses of facial muscle contractions. 
However, the application of fEMG is limited to two muscle groups responsible for 
frowning (corrugator supercilii) and smiling (zygomaticus major). FEMG has been 
applied to the study of spontaneous and voluntary mimicry of facial expressions in ASD. 
Some studies have shown that the timing of muscle movements in spontaneous – but not 
voluntary--  mimicry of static facial expressions is delayed as compared to NT 
individuals (McIntosh, Reichmann-Decker, Winkielman, & Wilbarger, 2006; Oberman, 
Winkielman, & Ramachandran, 2009). Others have shown that individuals with ASD 
show atypical muscle activation and undifferentiated muscle activity when they are 
expressing different types of emotions (e.g., angry vs. happy). For instance, one study 
showed an atypical combination of muscle activity in children with ASD during the 
spontaneous mimicry of photographs of fearful faces (Beall, Moody, McIntosh, Hepburn, 
& Reed, 2008). Another study showed that the facial muscle activity of children with 
ASD was the same whether they watched dynamic positive (happy) or negative (angry 
and fearful) facial expressions (Rozga, King, Vuduc, & Robins, 2013). 
 
While fEMG is more objective than perceptual facial-expression coding, it cannot assess 
qualitative features of expressions, nor can it be used to define facial movements beyond 
smiles and frowns. FEMG is useful for determining whether and when two specific 
muscle groups are moving, but it does not identify the corresponding movement of facial 
features with relation to one another, nor does it capture the movement of all facial 
features during an expression. Therefore, it is difficult to use fEMG to try to determine 
what makes autistic facial expressions appear different.  
 
A promising method for objective analysis of facial movements is the use of Motion 
Capture (MoCap) technology. MoCap allows for the quantification of movement patterns 
of multiple facial features across time. Since MoCap captures movements from the skin 
surface area over the entire face, the resulting data correspond directly to what humans 
see, rather than the underlying twitches of muscles recorded by fEMG. Further, MoCap 
provides a measurement with high temporal resolution, so that visible changes in facial 
movement patterns in dynamic expressions can be tracked every few milliseconds.  
Using a FACS-based array of 32 markers across the entire face, we have used MoCap to 
show that individuals with ASD make smiles that are more asymmetrical and less fluid 
than NT individuals (Metallinou, Grossman, & Narayanan, 2013). In two other papers, 
we analyzed a variety of expressions, and found that individuals with ASD made facial 
expressions that were less complex than those of NT individuals (Guha, Yang, Grossman, 
& Narayanan, 2016; Guha et al., 2015), where complexity indexes the amount of 
repetition in facial movement patterns over time (more complex = less repetition). In 
these previous analyses, we analyzed marker movement in separate regions of the face; in 
the current paper, we use distances between markers in order to measure muscle 
movements and contractions that are indicative of emotional expressions (Ekman & 
Friesen, 1977). 
In the current study, participants watched videos of dynamic facial expressions and 
mimicked them while MoCap was recorded. We compared facial movement patterns 
across groups (NT vs. ASD) for different types of stimuli (more vs. less intense emotions 
and positive vs. negative emotions). We predicted that facial expressions in ASD would 
show more overlap between different emotion types (positive vs. negative and intense vs. 
not intense) than NT individuals since previous work has reported blended and 
ambiguous spontaneous expressions in ASD (Beall et al., 2008; Rozga et al., 2013; 
Yirmiya, Kasari, Sigman, & Mundy, 1989). Additionally, we hypothesized that high-
intensity emotions would result in more movement than low-intensity emotions for both 
groups. And, because we used changes in distance between positions of facial features as 
our measure of facial-feature movement, we also predicted that positive expressions 
would contain more movement than negative expressions due to increased horizontal 
distances caused by smiling. Increased horizontal distance (between mouth corners, lip 
corners, etc.) has been used to identify positive expressions (smiles and laughter) in 
previous work (e.g., Matsugu, Mori, Mitari, & Kaneda, 2003). In the current analysis, we 
focused on MoCap’s ability to capture whole-face movement, so that we could obtain an 
objective measure of what is perceived during dynamic expressions: i.e., the whole face 
moving at once, rather than focusing on the movements of individual components. 
 
Methods 
Participants 
 
Nineteen (19) children and adolescents with ASD (2 female), and 18 NT children (1 
female) participated. See Table 1 for descriptive statistics. Participant groups did not 
differ significantly on age, gender, non-verbal IQ as measured by the Leiter-R, and 
receptive vocabulary as measured by the PPVT-4 (p > 0.10 for all comparisons).  
 
The ADOS (C Lord et al., 2000) was conducted by a research-reliable administer in order 
to confirm ASD diagnosis for the participants in the ASD cohort. These data were 
collected in 2011, before the second edition of the ADOS (ADOS-2) was released.  
Stimuli 
Participants watched thirty-six short videos from the Mind Reading CD (Baron-Cohen & 
Kingsley, 2003). Each video presents an actor portraying an emotion through facial 
expressions. The videos are silent and last between 2 to 9 seconds, with the majority of 
them (22) lasting 5 seconds.  Across the videos, a variety of emotions are represented, 
including happiness, anger, sadness, surprise, fear and disgust. Some videos include 
emotional transitions, like surprise transitioning into happiness. We elected to use 
dynamic (versus static) expressions because they have been shown to be more easily 
recognizable than static expressions in both NT and ASD populations (Arsalidou, Morris, 
& Taylor, 2011; Uono, Sato, & Toichi, 2010). Further, dynamic expressions are more 
ecologically valid than static expressions, since real human-to-human interaction involves 
the processing and production of moving facial features. The 36 expressions used in this 
study are a subset of those included in the Mind Reading CD. The CD contains 412 
videos, which are divided into 24 types of expressions. We selected the seven categories 
that best corresponded to the six universal facial expressions -- sad, angry, happy, afraid, 
excited (as a variant of happy), surprised, and disgusted – and eliminated videos that fell 
into the other 17 categories. We then showed this set of videos to 10 college students and 
asked them, “Could this expression be ‘X’?”, where “X” was the name of the larger 
category, for instance, “Could this expression be ‘afraid’?” When at least 8 students 
agreed that the facial expression in the video matched the target emotion label, we 
selected that video for the stimulus set. This resulted in 42 videos, with 4 to 7 videos in 
each of the categories. We ultimately eliminated the six “excited” videos, so that all 
remaining stimulus videos (36) represented one of the 6 universal emotion types (Ekman 
& Friesen, 1971). Even though these videos had been categorized as one of the 6 basic 
emotional categories -- both in the Mind Reading CD’s categorization and during our 
lab’s stimuli-selection procedure -- it is important to note that the original labels for many 
of the videos were more complex emotions (e.g., complaining, confused, and cheeky) and 
that some of the expressions within each of the six categories where quite different from 
each other. We therefore re-categorized all expressions into two binary metrics (See 
analysis section) to more accurately reflect the underlying expressions and to increase 
power.  
Procedure 
Participants sat in a chair with a 30” (resolution: 2560x1600) computer screen positioned 
at a comfortable distance in front of them with the monitor tilted at a 15-degree angle. 
The 36 video stimuli were presented on this screen. These stimulus videos were split into 
two lists of 18, A and B. The presentation of lists was alternated so that half of the 
participants saw list A first and half saw list B first. To prevent order effects, presentation 
of the stimuli within these lists were reversed so that, for example, those participants who 
saw list A first, saw the items in list A in the opposite order from those who saw list A 
second.  
 
Participants were told to mirror the facial movement the actors made in the second set of 
18 videos (list A for half the participants and list B for the others). Participants were 
instructed to try to sync their facial movements so that they were simultaneous to the 
actors’ movements.  
 
Motion-Capture Recording 
Motion-capture data was captured at 100 frames per second (fps) using the VICON MX-
T40 camera system in a room specifically set up for best usage of the cameras. We 
attached 32 reflective markers (4-10mm diameter, depending on location) on 
participants’ faces using defined landmarks with high movement involvement in facial 
expression production (Trotman et al., 1998). See Fig 1. 
[Figure 1] 
Four larger markers (10mm in diameter, colored red in Figure 1) were positioned on the 
sides of the forehead and on both temples. These markers were placed in locations where 
facial skin does not move and were used to track head movements in all three planes. 
Twenty-eight (28) smaller markers (4mm in diameter) tracked movements of facial 
features. Marker distribution was derived from the 92-marker template developed by The 
Digital Concepts Group, Inc. of House of Moves (Hauck, D. J., 2007) for the purposes of 
digitally animating human facial movements and expressions in the movie industry. The 
Hauck (2007) template was based on basic facial movement patterns identified in the 
Facial Action Coding System (Ekman et al., 1978). 
 
Motion capture was recorded from the onset of each stimulus presentation to the end of 
the participants’ movement. 
 
Motion-Capture Data Processing 
Normalization 
Data were normalized to smooth out variations in feature distances due to subject-specific 
facial structure. This way, our analysis could focus on variability related to facial 
movements, rather than facial features. Normalization procedures followed those utilized 
in Metallinou et al. (2013): Individuals’ mean marker coordinates were shifted to match 
to the global mean coordinates computed across all subjects.  
 Artifact detection and correction 
Data visualization tools were developed to visually inspect the Motion Capture sequence 
and correct for artifacts. Some data contained gaps where certain marker positions were 
missing. Gaps occurred when markers were occluded from the cameras’ view. This 
happened when participants turned their heads away from the cameras, moved their 
hands in front of their face, et cetera. Missing marker trajectories were interpolated to fill 
in gaps shorter than 1sec, using a cubic Hermite spline interpolation, as described in 
Metallinou et al. (2013). Trials with gaps larger than 1sec were excluded from analysis, 
so that there were fewer than 18 stimulus recordings for some participants. After this 
process, we ended with 475 usable trials – around 13 trials per participant.  
 
Distances 
To categorize facial movement, we calculated 9 distances between markers. Distances 
were selected to correspond to facial muscle movements and contractions that are 
indicative of emotional expressions (Ekman & Friesen, 1977), including: eye 
opening/shutting (D3 and D4), eyebrow furrowing and widening (D2), nose 
wrinkling/lengthening and flaring (D5 and D6, respectively), upper lip raising (D7), 
mouth widening/narrowing (D8), mouth opening/closing (D9), and face lengthening—a 
combination of eyebrow raising/lowering and/or mouth opening/closing (D1). See Fig 2 
and Table 2. These distances are computed using the Euclidean distance between 
markers. For example, D2 is the distance between markers RBI (x1,y1,z1) and LBI 
(x2,y2,z2), and is computed as squareroot(square(x1-x2) + square(y1-y2) + square(z1-
z2)). 
 
[Table 2] 
[Figure 2] 
 
 
Stimulus Categorization 
Each stimulus video shows a unique series of facial expressions and movements. In order 
to increase the power of our analyses by grouping stimuli, we categorized videos 
according to two binary metrics: Intensity of expression (High or Low) and Valence of 
expression (Positive or Negative).  
 
To reliably categorize the stimuli, we presented the 36 videos to 22 adults (14 females, M 
age = 22) and asked them to judge each video on these two measures (Intensity and 
Valence). They were given a binary choice for both measures (high/low and 
positive/negative, respectively).  Stimulus videos were categorized as Positive/Negative 
and High/Low when more than two-thirds of participants agreed on categorization. All 
videos had higher than 67% agreement (chance) for Valence, and so all videos were 
categorized as either Positive or Negative. For Intensity, there were eight stimulus videos 
that received less than 67% agreement. For instance, 11 participants labeled a video of a 
man acting “cheeky” as High Intensity and 11 as Low Intensity. These eight stimuli 
(“Medium Intensity”) were excluded from analyses where Intensity was used a predictor 
variable but remained in Valence comparisons. Twenty-four (24) videos were determined 
to show Negative valence, 12 Positive. Sixteen (16) videos were categorized as High 
Intensity and 12 were categorized as Low Intensity. The number of videos was not evenly 
distributed across the six possible categories (e.g., High Intensity Positive, Medium 
Intensity Negative, etc.), but the difference in proportions was not statistically significant 
(!2= 2.63, p = 0.269). 
 
Time 
Motion capture recordings ran from 2 seconds (1 trial of 475) to 11 seconds (13 trials). 
So that we could compare across trials, we trimmed all longer trials to the median trial 
length — 600 samples from trial onset. 
 
Analysis 
We averaged the 9 marker distances (Figure 2) together to calculate overall facial 
movement for each participant for each stimulus video. Before calculating this average, 
we used correlations between distances to identify redundant distances, since we did not 
want to skew our results by over-representing such distances. Vertical mouth and nose 
(D5 and D9) were highly correlated with one another (R = 0.99) and both were highly 
correlated with vertical face, D1 (R > 0.80). From these three distances, we included only 
vertical face (D1), on the assumption that mouth/nose lengthening/shortening would 
contribute to vertical face distances and would therefore be represented in the D1 value 
(along with other meaningful movements, like eyebrow raising/lowering). The remaining 
six distances (D2, D3, D4, D6, D7, and D8) showed minimal correlations with one 
another and with D1 (R < 0.19). We averaged the seven unrelated distances together and 
used this average to explore movement patterns in subsequent analyses.  
 
We used growth curve analysis (GCA) to compare the amount of overall movement and 
analyze movement patterns across time between groups (NT and ASD) and between 
stimulus type (positive vs. negative valence and high vs. low intensity; Mirman, 2014). 
GCA is a multilevel regression technique designed for analysis of data across a time 
course. In GCA, time is transformed into independent, polynomial vectors. The approach 
provides a model of the impact of differences between conditions and groups on features 
of condition curves of movement over time (Mirman, Dixon, & Magnuson, 2008). 
In our analysis, we modeled time as linear, quadratic and cubic. We used GCA to analyze 
overall movement from the onset of movement to 600 frames later. In the first 
comparison, fixed effects included Group (ASD and NT) and Valence (positive and 
negative). In the second comparison, fixed effects included Group (ASD and NT) and 
Intensity (high and low).  
 
Results 
Tables 3-6 show all effects. Only significant effects (p < 0.05) are discussed in the body 
of the text. 
Valence 
 
The model included random effects (intercept and slope) for participant-by-Valence 
random effects on all time terms. See Table 3 for all effects. 
[Table 3] 
There was a significant effect of Valence on the intercept term, indicating more overall 
movement for positive emotions relative to negative emotions (Estimate = 0.70, SE = 
0.253, p < 0.01).  
There were significant positive effects of Valence on the linear term, indicating a 
shallower slope for positive as compared to negative emotions—that is, distances in the 
Negative trials decrease more than in the Positive trials (Estimate = 0.31, SE = 0.14, p 
<0.05).  
There were also significant positive effects of the interaction between Group and Valence 
on the linear and quadratic movement curves, respectively. The former interaction 
indicates smaller slope differences between rise and fall rates between Positive and 
Negative emotions for the ASD group (Estimate = 0.45, SE = 0.19, p = 0.015). The latter 
indicates a steeper rise and fall shape (an inverted-U shape) for Positive vs. Negative 
emotions in the ASD group as compared to the NT group; (Estimate = -1.10, SE = 0.18, p 
<0.0001). This latter interaction is interesting, since all other effects of Group (and Group 
by Valence) were not significant. See Figure 3 for movement patterns by Valence. 
[Figure 3] 
 
The significant interactions between Group and Valence motivated us to analyze 
movement patterns between negative vs. positive for each group. So, we followed the 
across-group analysis by conducting within-group comparisons. See Figure 4 for graphs 
showing movement patterns within each group.  
[Figure 4] 
In these models, time was again modeled as linear, quadratic and cubic, but we included 
only one fixed effect, Valence (Positive and Negative), and the models again included 
random effects (intercept and slope) for participant-by-valence random effects on all time 
terms. See Table 4. 
[Table 4] 
 
The NT group shows a significant effect of Valence on the intercept term, indicating 
more overall movement for positive emotions relative to negative emotions (Estimate = 
0.71, SE = 0.23, p = 0.002). There is no fixed effect of Valence in the ASD group. 
The two groups show opposite effects on the quadratic terms. The NT group shows a 
significant positive effect, suggesting that Positive emotions are significantly more U-
shaped than Negative emotions—i.e., distances are larger at the start and end of the trial 
for Positive emotions (Estimate = 0.20, SE = 0.06, p  < 0.001. Conversely, there is a 
significant negative effect on the quadratic term for the ASD group (Estimate = -0.35, SE 
= 0.163, p = 0.03), suggesting that Positive emotions show a steeper peak in the middle of 
the trial as compared to Negative emotions. These differences are visible in Figure 4. 
These results show opposite movement shapes across groups, and they are consistent 
with the significant negative interaction between Group and Valence in the across-group 
GCA. 
Intensity 
The model included random effects (intercept and slope) for participant-by-Intensity-by 
random effects on all time terms.  
There was a significant positive effect of Intensity on the intercept term, indicating more 
overall movement (averaged across time) for High-Intensity expressions relative to Low-
Intensity expressions in both groups (Estimate = 0.85, SE = 0.33, p = 0.01).  
 There was a significant negative effect of the interaction between Group and Intensity on 
the linear term and a significant negative effect on the cubic term. The former indicates 
steeper slope difference for the ASD group for High- as compared to Low-Intensity 
emotions —that is, there is more of a difference between the rate of distance decrease for 
high- vs. low-intensity trials in the ASD group (Estimate = 1.00, SE = 0.18, p < 0.001). 
The latter (cubic) effect indicates steeper negative slopes at the beginning and ends of the 
trials for High-Intensity (vs. Low-Intensity expressions) in the ASD group as compared 
to the NT group (Estimate = -3.99, SE = 1.18, p  < 0.001).   
There were no other significant effects. See Table 5 for full results and Figure 5 for 
movement patterns by Intensity.  
[Table 5] 
 [Figure 5] 
Because there were significant interactions between Intensity and Group, we followed 
this analysis by conducting within-group comparisons.  In these comparisons, we 
analyzed movement patterns between High- vs. Low-Intensity facial expressions for each 
group. In these models, time was again modeled as linear, quadratic and cubic. We 
included only one fixed effect, Intensity (High and Low), and the models again included 
random effects (intercept and slope) for participant-by-valence random effects on all time 
terms. See Table 6. 
[Table 6] 
In both groups, there is a significant, positive fixed effect of Intensity, showing that High-
Intensity expressions yielded larger overall facial movement than Low-Intensity emotions 
(NT: Estimate = 0.84, SE = 0.19, p < 0.0001; ASD: Estimate = 1.32, SE = 0.41, p < 0.01).  
 
In both groups, there is a significant linear effect of Intensity as well, but the direction of 
these effects is different in each group. In the NT group, there is a significant positive 
linear effect of Intensity, indicating a more positive slope, from the start to end of the trial 
for High-Intensity expressions as compared to Low-Intensity expressions. As can be seen 
in Figure 6, both expression types start out with greater distances that decrease as the trial 
continues (i.e., both have a negative slope).  
[Figure 6] 
Thus, a simpler way to interpret these results is to reverse the comparison: Low-Intensity 
emotions show a steeper negative slope than High-Intensity expressions in the NT group 
(Estimate = 0.21, SE = 0.06, p < 0.001). In the ASD group, the opposite is true: High-
Intensity expressions show significantly steeper negative slopes than Low-Intensity 
expressions (Estimate = -0.80, SE = 0.17, p < 0.0001).  
 
The NT group shows a small, but significant, positive effect on the quadratic term, 
suggesting that High-Intensity are more U-shaped than Low-Intensity expressions 
(Estimate = 0.12, SE = 0.06, p  = 0.03). This is likely caused by an increase in distance at 
the end of the trial for High-Intensity expressions in the NT group; such an increase is not 
visible for Low-Intensity expressions in this group (See Figure 6). In contrast, the ASD 
group shows a significant negative effect of Intensity on the cubic term. This result 
indicates steeper negative slopes at both the beginning and the end of the trials for High-
Intensity versus Low-Intensity expressions (Estimate = 0.62, SE = 0.17, p < 0.001).  
[Figure 7] 
Overall, the ASD group shows much larger variance in facial distance than the NT group 
does (NT M = 2.1; SD = 2.0; ASD M = 3.7; SD = 7.8). Narrow spikes in acceleration 
across time (Figure 7) indicate that this variance may be caused by relatively fast/large 
changes in facial distance for this group across time. 
Discussion 
Movement size 
This is the first study using MoCap to use distances between facial features to objectively 
model facial movement across time for adolescents with and without ASD. We 
successfully used GCA to demonstrate that positive and high-intensity emotions result in 
larger distances overall than negative and low-intensity emotions, respectively. This 
confirmed our hypotheses regarding the effects of expression type on facial-feature 
movements for both groups.  
 
We also hypothesized that the facial movements of individuals with ASD would show 
less differentiation for different emotion types. The fixed effects from our within-group 
models support this hypothesis. For individuals with ASD, Valence does not significantly 
predict overall facial movement, suggesting that the degree to which they move their 
facial features does not depend on whether they are making a happy or sad face. This 
result corroborates findings from previous fEMG research showing that facial-muscle 
activity is undifferentiated between negative and positive emotions for children with 
ASD (Rozga et al., 2013). Additionally, our results objectively confirm the perceptions 
that human coders have made in previous studies. In these studies, coders have described 
facial expressions in ASD as “uniform” across different emotions, and/or “blended”, 
where expressions simultaneously combine facial movements associated with both 
positive and negative expressions (Beall et al., 2008; Kasari, Sigman, Mundy, & Yirmiya, 
1990; Yirmiya et al., 1989). Our analysis of whole-face distances matches such 
descriptions, and our future work will explore this further, by analyzing distances in 
particular parts of the face.  
 
Finally, because previous reports have described atypically flat or neutral affect in ASD 
(Kasari et al., 1990), we predicted that individuals with ASD would show less movement 
than NT individuals, overall. This hypothesis was not supported: In neither the Intensity 
nor the Valence comparisons were there significant fixed effects of Group. If all 
participants with ASD had produced fewer or smaller facial movements in the current 
study, we would have seen significantly smaller distances – and smaller changes in 
distance -- in the ASD group as compared to the NT group. If anything, distances tended 
to be larger in the ASD group than they were in the NT group, on average, albeit not 
significantly so.  
 
Instead of showing smaller distances, the ASD group showed much more variation in 
movement than the NT group did for all trials; this is evident in larger standard deviation 
from the mean for the ASD group. This could suggest that some participants with ASD 
produced very small facial movements, while others showed very large movements. This 
explanation matches inconsistencies in previous literature on emotional expressiveness in 
ASD. While many describe facial expressions as being more uniform than NT 
individuals’ (Kasari et al., 1993; Stagg et al., 2014; Yirmiya et al., 1989), some report the 
opposite—that individuals with ASD show relatively intense expressions (Faso et al., 
2015; Grossman et al., 2013; Zane, Neumeyer, Mertens, Chugg, & Grossman, 2017). The 
large variance in overall facial movement for our ASD group may indicate a range of 
expressivity in our participants with ASD. 
 
It is also possible that some of the large variation we see across time is due to increased 
variability in movement for each participant with ASD. Rapid changes from large to 
small distances (and vice versa) in target facial markers would result in large variance 
across average movement across time. A plot of acceleration across time (Figure 7) 
supports this explanation, showing relatively large changes in velocity for the ASD 
group. Although previous literature has not reported increased variability in the facial-
expression movements of individuals with ASD, such intra-participant variability is 
believed to be characteristic of their other social-communicative behaviors, like prosody 
(Bone et al., 2017; Bonneh, Levanon, Dean-Pardo, Lossos, & Adini, 2011; Nadig & 
Shaw, 2012). Additionally, some research has suggested that the quality of other motor 
movements – like gait and grip -- is marked by increased irregularity and variability in 
ASD (David et al., 2009; Hallett et al., 1993).  
Importantly, the relative variability in velocity in the ASD group should not be confused 
with increased complexity of facial motion. As mentioned in the introduction, our 
previous work has shown that the facial motions of individuals with ASD are less 
complex than NT individuals’ (Guha et al., 2016, 2015). Our complexity measure 
of facial motion can be interpreted as an index of how repetitive the temporal patterns of 
motion are, where higher complexity indicates less repetitive motion. When our current 
results are interpreted alongside the complexity results from Guha et al. (2015; 2016), 
findings suggest that participants with ASD make large, quick movements which repeat 
over time, while the NT group makes smaller, more subtle movements that are less 
repetitive in their patterns.  
Movement Shape 
Because this work represents the first study using MoCap and GCA to explore dynamic 
facial expressions, we were not able to make informed predictions about the way that 
expression-type would affect the shape of movement across time. Thus, our curve-shape 
results remain mainly exploratory.  
 
These results reveal several significant interactions between group (ASD vs. NT) and 
stimulus category (Positive vs. Negative and High- vs. Low-Intensity) on the linear, 
quadratic and cubic terms. These interactions reflect different movement patterns across 
time across groups for different types of expressions. This is particularly striking for the 
interaction between Valence and Group on the quadratic term, and between Intensity and 
Group on the linear term. In both cases, the results of the across-group comparison 
suggest very different effects of expression-type on the shape of movement for each 
group. The within-group analysis actually reveals significant and opposite effects 
between groups of expression-type on movement.  
 The NT group shows a significantly positive effect of Intensity on the linear term, 
indicating that high-intensity expressions have a more positive slope than low-intensity 
expressions. In other words, distance starts large and stays large for high-intensity 
expressions, while distance starts large and ends small for low-intensity expressions in 
this group. This pattern makes sense, since sustaining large facial distances for several 
seconds seems characteristic of expressions perceived as highly intense. However, the 
ASD group shows the opposite effect: Distances remain more constant for low-intensity 
emotions, while High-Intensity emotions show large movement at the beginning of the 
trial that subside by the end of the trial. This is reflected by a significant negative effect 
of Intensity on the linear and cubic terms for the ASD group: High-Intensity expressions 
are defined by steeper negative slopes than low-intensity emotions, particularly at the 
beginning and end of the trial. As discussed in the previous section, both groups show a 
significant, positive fixed effect of Intensity, showing that High-Intensity expressions 
lead to greater overall distances in both groups. The difference in slopes, though, shows 
that these greater distances are not sustained well in the ASD group. This is visible in 
Figure 6. Together, these results might indicate an ability to produce intense expressions 
in ASD, but an inability to sustain intensity.  
 
The visible shape of movement curves in the ASD group supports this explanation – that 
children with ASD do not maintain expressions for long periods. For all expression types, 
there are short moments of large distances (short, sharp “peaks” in the movement curves) 
visible in the shape of movement for the ASD group. Such peaks are almost entirely 
absent in the NT group, aside from their production of positive expressions. For example, 
compare low-intensity emotions across groups (Figure 5). In the ASD group, there is a 
brief period of increased distance that occurs between 1 and 2 seconds, and again 
between 2 and 3 seconds. These spurts of distance may reflect large, but very brief, facial 
expressions in the ASD group. In fact, these expressions are so brief that they nearly meet 
the criteria for micro-expressions, and may not even be produced consciously (Yan, Wu, 
Liang, Chen, & Fu, 2013). Or, these spasmodic bursts of muscle movements could be 
indicative of a movement disorder (e.g., dyskinesia), which is frequently co-morbid with 
ASD and has even been claimed to be symptomatic of ASD (Fournier, Hass, Naik, 
Lodha, & Cauraugh, 2010; Leary & Hill, 1996; Ming, Brimacombe, & Wagner, 2007). 
The effect of these brief bursts of facial-feature movement could be to make the resulting 
expressions harder to interpret, which could well contribute to the perceived ambiguity of 
autistic facial expressions (Yirmiya et al., 1989).  
 
The Valence comparisons add to this picture. Similar to Intensity, expression Valence 
predicts the shape of movement in the NT group, reflected by a significant positive effect 
of Valence on the quadratic term. In the NT group, positive expressions start with a more 
negative slope and end with a more positive slope – i.e., are more U-shaped – than 
negative expressions. We have interpreted this finding as reflecting large smiles at the 
beginning of the trial, which subside a bit, and then return at the end of the trial. To verify 
our interpretation, we reexamined the stimuli videos, and found that a slight majority of 
the positive videos (7 of 12) show just this pattern, where the actor begins with a large 
smile, stops smiling (or makes a smaller smile) and then finishes with another large 
smile. There are two more videos where the actor changes expression from surprise to 
happy; in these videos, the actors start with the mouth open vertically (large vertical 
distances), close their mouth, and then transition into a large smile. Again, these patterns 
match the U-shaped pattern seen in the NT group’s Positive expressions. There is only 
one video where the actor makes a large smile that maintains its intensity from start to 
end. Most importantly, there are no trials where the actor starts off with a neutral face, 
makes a smile, and then returns to a neutral face. This is important, because such a 
movement pattern is observable in the ASD group.  
 
Participants with ASD show the opposite pattern of Valence movements in comparison to 
the NT participants. In this group, positive expressions have a significant negative effect 
on the quadratic term, meaning that they have more of an inverted U-shape than negative 
expressions do. This finding is interesting for several reasons. Firstly, as described, this 
movement pattern is not visible in the positive-valence stimulus videos, so, at the least, 
the participants with ASD are not accurately mirroring the dynamic patterns of the 
expressions they see in this volitional mimicry task. However, when the movement 
patterns for positive expressions are compared across participant groups (see Figure 4, 
Top), it is clear that the shape of ASD movement is actually not completely different 
from that of NT movement. Instead, peaks are relatively exaggerated in the ASD group, 
suggesting extreme changes in facial configuration; this corresponds to descriptions of 
exaggerated prosody in ASD (Nadig, Vivanti, & Ozonoff, 2009). For negative 
expressions, across-group comparisons are very different. The shape of autistic negative 
expressions includes multiple short apexes, and is reminiscent of our discussion of 
Intensity above. Again, the facial-movement of participants with ASD is marked by 
frequent, brief spurts of large distances, which is not apparent in NT expressions. As 
posited earlier, these short moments of large distances may be characteristic of autistic 
expressions, and could contribute to negative judgments of facial expression quality in 
ASD. 
 
Some potential limitations of our study should be noted. First, we were unable to make 
specific predictions about how particular parts of the face would move in participants 
with ASD and how these movements might be different from NT individuals because we 
are the first researchers to use motion capture to analyze facial muscle movements during 
dynamic, voluntary facial mimicry in ASD. Thus, we compared the total movement of 
many facial features at once, rather than the movement of individual facial muscles. This 
means that we cannot determine whether the movement patterns in certain parts of the 
face (e.g., the mouth) are more or less similar across groups than others (e.g., the 
eyebrows). Now that we have analyzed global movement and established differences 
between groups, we plan to explore more specific movements in future analyses. It would 
also be interesting to use a different stimulus set that more directly corresponds to the six 
universal emotions (Ekman & Friesen, 1971) to determine whether the group differences 
we found are driven by variations in expression behaviors in only some or all of the 
universal expressions. 
 
Second, as yet, we cannot verify that our findings correspond to the perceptions of 
autistic facial expressions by NT individuals. Our results show that Valence does not 
predict the amount of facial movement in individuals with ASD, nor does it seem to be 
strongly predictive of the shape of movement in this group. We propose that this lack of 
predictability helps explain the perceived expression ambiguity in ASD. Unfortunately, 
we cannot verify this because we do not have video recordings of all participants in our 
study as they made the facial expressions recorded by MoCap. Thus, we cannot 
determine whether differences in MoCap patterns actually correspond to perceptible 
differences in facial expressions. We are currently addressing this in a follow-up study 
that includes recordings in both modalities – MoCap and video -- while participants with 
and without ASD produce dynamic facial expressions. This will allow us to determine 
whether quantifiable measures in facial movement (MoCap patterns) can predict 
perceptions of facial expression quality.   
 
And finally, our study only explored facial-movement patterns as participants voluntarily 
mimicked emotional facial expressions, rather than during the production of natural, 
spontaneous expressions. This limits our conclusions about facial expressions in ASD to 
merely those that are volitionally mimicked. Voluntarily mimicked expressions rely on 
different underlying processes than spontaneous, automatic facial expressions 
(Matsumoto & Lee, 1993; Rinn, 1984).  Previous work has suggested that spontaneous 
expressions are more affected in ASD than those produced during overt mimicry tasks 
(McIntosh et al., 2006). Thus, it is important to explore differences in facial-expression 
movements during the production of spontaneous expressions in ASD. Still, despite the 
fact that voluntarily mimicked expressions should be relatively unimpaired in ASD, our 
work has established that there are quantitative differences even here.  
Conclusion 
We have provided a first demonstration that facial MoCap can be used to objectively 
quantify the perceived atypicality of autistic facial expressions described in previous 
reports. Our results show that the amount and shape of facial-expression movement is 
predictable in NT participants by both the intensity of the emotion expressed and by the 
valence of that emotion. For ASD participants, the intensity of voluntarily mimicked 
expressions predicts the quantity of facial movement, but the valence of that expression 
does not. This suggests that participants with ASD are moving their facial features to a 
similar degree, regardless of whether they are copying a smiling face or a frowning face. 
This lack of distinction may help to explain why NT individuals find autistic facial 
expressions to be ambiguous. Our data also indicate that individuals with ASD do not or 
cannot sustain expression intensity as long as their NT peers do. Comparisons of 
acceleration patterns also find that facial expressions of adolescents with ASD are 
relatively jerky, characterized by brief moments of increased distance. These fleeting, 
exaggerated facial-muscle movements may be difficult to perceive and interpret, and 
could lead to negative judgments by NT individuals. Future research should explore 
whether such movements are also characteristic of spontaneous expressions in this 
population. Overall, our findings provide an objective explanation for perceptions of 
atypical, ambiguous, and undifferentiated facial expressions in ASD. 
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Tables 
Table 1 Ages, gender, IQ and language scores for participants in each 
 
Group Gender Age Leiter-R PPVT-4 Stand. Score 
ASD 
N = 19 
17 male M = 12;8 
Range = 8;5 - 19 
M = 105 
(13.7) 
M = 108  
(17.6) 
TD 
N = 18 
17 male M = 12;11 
Range = 8;8- 17;11 
M = 110 
(10.3) 
M = 119  
(16.7) 
 
 
Table 2 Description of 9 facial distances selected for analysis 
Distance Name 
Markers at Distance 
Endpoints Movement 
D1 Face Vertical Midline Nose to (Right Chin & Left Chin) Face lengthening/shortening 
D2 Inner Eyebrow Horizontal 
Right Brow Inner to Left 
Brow Inner Inner eyebrow widening/narrowing 
D3 Left Eyelid Vertical Left Lid Lower to Left Lid Upper Left eyelid opening/closing 
D4 Right Eyelid Vertical Right Lid Lower to Right Lid Upper Right eyelid opening/closing 
D5 Nose Vertical (Right Nostril & Left Nostril) to Midline Nose 
Nose lengthening/shortening 
("wrinkling") 
D6 Nasal-lip horizontal  Left Labionasal to Right Labionasal 
Nasal-lip widening/narrowing 
("deepening") 
  
 
 
 
 
 
 
Table 3 Valence and group GCA results. The estimates are for Valence, Group, and 
Valence-by-Group interaction terms (Standard errors are in parentheses). The left section 
shows results for the positive emotions versus negative emotions. The middle section 
shows results for the ASD group relative to NT group. The right section shows 
interactions between these two comparisons. Marginal R2: 0.025; conditional R2: 0.572. 
 
 Valence   Group   Valence: 
Group 
  
 Estimate t p < Estimate t p < Estimate t p < 
Fixed 0.700 
(0.253) 
2.76 0.01 1.71 
(1.47) 
1.16 n.s. 0.020 
(0.349) 
0.35 n.s. 
Linear 0.312 
(0.136) 
2.30 0.05 -0.800 
(0.533) 
1.50 n.s. 0.452 
(0.186) 
2.43 0.05 
Quadratic -0.241 
(0.134) 
-1.80 0.1 -1.340 
(0.810) 
-1.80 0.1 -1.101 
(0.184) 
-5.99 0.0001 
Cubic -0.131 
(0.133) 
-0.98 n.s. -0.161 
(0.261) 
-0.62 n.s. -0.279 
(0.184) 
-1.52 n.s. 
 
Table 4 Valence GCA results within group. The left half shows the results of GCA for 
NT participants (marginal R2: 0.063; conditional R2: 0.349), and the right half for 
participants with ASD (marginal R2: 0.008; conditional R2: 0.588).  
 
 
Valence for NT Participants Valence for ASD Participants 
 Estimate t p < Estimate  t p < 
D7 Upper lip vertical 
(Right Mouth Upper & Left 
Mouth Upper) to Midline 
Nose  
Upper lip raising/lowering 
D8 Mouth Horizontal RMC to LMC Mouth widening/narrowing 
D9 Mouth Vertical (RMU & LMU) to MM Mouth opening/closing 
Fixed 0.712 (0.228) 3.14 0.01 0.393 (0.302) 1.30 n.s. 
Linear 0.015 (0.057) 0.26 n.s. 0.235 (0.163) 1.44 n.s. 
Quadratic 0.201 (0.057) 3.50 0.001 -0.345 (0.160) -2.16 0.05 
Cubic -0.131 (0.133) -0.98 n.s. -0.298 (0.160) -1.85 0.1 
 
Table 5 Intensity and group GCA results. The estimates are for Intensity, Group, and 
Intensity-by-Group interaction terms (Standard errors are in parentheses). The left 
section shows results for the high-intensity emotions versus low-intensity emotions. 
The middle section shows results for the ASD group relative to NT group. The right 
section shows interactions between these two comparisons. Marginal R2: 0.036; 
conditional R2: 0.638. 
 Intensity   Group   Intensity: 
Group 
  
 Estimate t p < Estimate t p < Estimate t p < 
Fixed 0.850 
(0.333) 
2.56 0.05 1.635  
(1.510) 
1.0826
375  
n.s. 0.463 
(0.462)   
1.00 n.s. 
Linear 0.209 
(0.127)  
1.64 n.s. -0.0294  
(0.762) 
-0.039 n.s. -1.00 
(0.178)  
-5.64 0.0001 
Quadratic 0.100 
(0.124)  
0.810 n.s. 0.602 
(0.527) 
1.14 n.s. 0.061  
(0.175) 
0.35 n.s. 
Cubic 0.094 
(0.129)  
0.743 n.s 0.587  
(0.338)  
1.7356
756 
n.s. -0.710 
(0.178) 
-3.99 0.0001 
 
Table 6 Intensity GCA results within group. The left half shows the results of GCA for 
NT participants (marginal R2: 0.	065; conditional R2: 0.362), and the right half for 
participants with ASD (marginal R2: 0.011; conditional R2: 0.633).  
 Intensity for NT Participants Intensity for ASD Participants 
 Estimate t p < Estimate t p < 
Fixed 0.841 (0.189) 4.44 0.0001 1.315 (0.408) 3.22 0.01 
Linear 0.214 (0.058)  3.67 0.001 -0.795 (0.166) -4.80 0.0001 
Quadratic 0.122 (0.058)  2.12 0.05 0.163 (0.163) 0.10 n.s. 
Cubic 0.102 (0.058) 1.78 0.1 -0.616 (0.166) -3.72 0.001 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
Figure Captions 
Fig 1 Positions of 32 reflective markers, including 4 larger stabilizer markers (red) and 
28 smaller markers (gray) 
 
Fig 2 Nine distances selected for analysis: 1 face distance (Left), 3 eye distances, 2 nose 
distances, and 3 mouth distances (Right) 
 
Fig 3 Overall movement for negative (top) and positive (bottom) emotions for NT and 
ASD groups 
 
Fig 4 Overall movement for emotions with different valence (positive and negative) for 
NT group (top) and ASD group (bottom). Note: There are different scales on the y-axis 
(movement axis) for the two groups 
 Fig 5 Overall movement for low-intensity (top) and high-intensity (bottom) emotions for 
NT and ASD groups 
 
Fig 6 Overall movement for emotions with different intensity (high and low) for NT 
group (top) and ASD group (bottom). Note: There are different scales on the y-axis 
(movement axis) for the two groups 
 
Fig 7 Average (across all stimuli) acceleration (absolute valued) of movement across 
time for participants in each group 
 






