Discrete linear repetitive processes are a distinct class of 2D linear systems with applications in areas ranging from long-wall coal cutting through to iterative learning control schemes. The main feature which makes them distinct from other classes of 2D linear systems is that information propagation in one of the two distinct directions only occurs over a finite duration. In this paper we give an LMI based interpretation of stability for the sub-class of so-called discrete linear repetitive processes, both open loop and closed loop under a well defined practically relevant control law, and then apply this theory to solve currently open problems relating to robustness and stability margins for these processes. Also it is shown that the LMI approach to the computation of the stability margins for these processes can be combined with the recently developed concept of a pole for them to link these margins to expected performance -a key feature which is missing from the analysis of stability margins currently available in the 2D systems literature.
Introduction
The essential unique characteristic of a repetitive, or multipass, process is a series of sweeps, termed passes, through a set of dynamics defined over a fixed finite duration known as the pass length. On each pass an output, termed the pass profile, is produced which acts as a forcing function on, and hence contributes to, the dynamics of the next pass profile. This, in turn, leads to the unique control problem for these processes in that the output sequence of pass profiles generated can contain oscillations that increase in amplitude in the pass to pass direction.
To introduce a formal definition, let a < -denote the pass length (assumed constant). Then in a repetitive process the pass profile yk(p), 0 5 p 5 a, generated on pass k acts as a forcing function on. and hence contributes to, the next pass profileykil (P), 0 Attempts to control these processes using standard (or 1D) systems theorytalgorithms fail (except in a few very restrictive special cases) precisely because such an approach ignores their inherent 2D systems structure, i.e. information propagation occurs from pass to pass and along a given pass.
In seeking a rigorous foundation on which to develop a control theory for these processes it is natural to attempt to exploit structural links which exist between, in particular, the sub-class of so-called discrete linear repetitive processes and 2D linear systems described by the extensively studied The the abstract model based stability theory for linear constant pass length repetitive processes can be found in [6] . This consists of two distinct concepts termed asymptotic stability and stability along the pass respectively. Of these, the former is a necessary condition for the latter which, in effect, demands that bounded input sequences produce bounded sequences of pass profiles independent of the pass length.
(Here bounded is defined in terms of the norm on the underlying function space.)
In the case of processes defined by (1) (with the assumed boundary conditions), several equivalent sets of necessary and sufficient conditions for stability along the pass have been reported (see, for example, [6]) but here it is the following set which is required.
Theorem 1 Suppose that the pair {C,A} is observable and the pair {A, Bo} is contmllable. Then discrete lineur repetitivepmcesses defined by ( I j 
Note that (3) in this theorem gives the necessary conditions r(D0) < 1 and r(A) < 1 which (given their relative simplicity) should be tested before proceeding further with any stability analysis. 3 LMI based stability analysis and controller design
In this work, a crucial result is the following whose proof is well known. [ -; ; ' q ] , o
The matrix W + L'VL is known as the Schur complement of v.
Now define the following matrices from the state space model (1).
Then from [7] we have the following sufficient condition for stability along the pass of processes defined by (1).
Theorem 2 Suppose that the controllabiliry and observability assumptions of Theorem 1 hoid. Then discrete linear repetitive processes defied by ( I ) are stable along the pass if 3 matrices P = P ' > 0 and Q = Q ' > 0 satisfying the following LMI
In terms of the design of control schemes for discrete linear repetitive processes, most work has been done in the ILC area. Here it has become clear that a very power class of control laws comes from using feedback action on the current pass augmented by feedforward action from the previous pass. Here we consider a control law of the form over
This results in the following sufficient condition for closed loop stability along the pass Then we can write A@ and AY in the form Also a stabilizing K for the control law (IO) is given by
Proof: The proof is based on first interpreting (9) for the process state space model obtained from applying the control law. Then applying the Schur complement, the congruencetransformdefined by diag(P-', P-', P-'), and finally the substitutions
yields the condition stated in the theorem.
Robustness
In this section, we develop an LMI approach to stability analysis in the presence of uncertainty in the process definition. In particular, introduce the so-called augmented process and input matrices respectively as Then here we treat the case when these matrices are subject to additive perturbations defined as follows
where Also we assume that the uncertainties here have the following typical structure where the malrices on the right-hand side are of compatible dimensions and also F r F < I.
The LMI sufficient condition for stability along the pass given in Theorem 2 is equivalent to the existence of matrices
where and we now have the following result. 
Stability Margins
In the design of discrete linear repetitive processes it is also clearly of interest to determine if a stable along the pass example can retain this property in presence of process parameter variations. As for 2D discrete linear systems described by the Roesser and Fornasini Marchesini state space models (see, for example, 181) the stability margin for discrete linear repetitive processes bas been defined 161 as the shortest distance between a singularity of the process and the stability along the pass limit which is the boundary of the unit bidisc (U'), Hence, the stability margin is a measure of the degree to which the process will remain stable under variations.
The so-called generalized stability margin for discrete linear repetitive processes of the form ( I ) is defined as follows. It is now possible to consider controller design with prescribed lower bound on the stability margins a1 and a2. Here we denote such bounds by a; and U ; respectively and we have the following result. One major defect of this (and all other currently available see, for example, [SI) stability margins for 2D linear systenddiscrete linear repetitive processes is (unlike the classical gain and phase margins for 1D linear systems) the lack of a link to the trajectories (or dynamic response) of the systendprocess. In the next section, we specialize some results from [9] , which uses a behavioural setting to develop a trajectory based characterization for the poles of nD linear systems, to produce the first results on this key aspect for discrete linear repetitive processes.
Definition 1 The generalized siabiliry margin a~ for discrete linear repetitive processes of the form defined by ( I ) is defined as the largest bidisc in which the

Poles and Relative Stability
Since the state in pass 0 plays no rote, it is convenient to re- where here ZI and z2 denote the shift operators along the pass and from pass-to-pass respectively, i.e. x&) as follows:
The components of the solutions of the system can be considered as functions from P? to W, though for purposes of interpretation they are cut off in one dimension at the pass length a.
The poles of the system are essentially the 2D frequencies which can arise in the state and output when the input vanishes. The behavior of all trajectories with U = 0 is described by the matrix and applying Theoreflefinition 4.4 from [9] we can formally define a pole as a point where (47) loses rank. In other words, the poles are given by the set
where C(z1,zz) is the polynomial given in (2) . The set 'V is called the pole variety of the system.
Since in this case the pole variety is given by the vanishing of a single 2D non-unit polynomial, it is guaranteed to be a one-dimensional geometric set in 2D complex space, that is, a union of curves. In particular, the pole variety cannot be a finite set. Note also that the pole variety is a complex variety, even though the entries of the matrices A,Bo,C and Do are real. This is essential in order to capture the full exponential-typedynamics of the system. Returning to the general case ( 4 9 H 5 1). we see that if 1421 = r < 1 then we have a non-zero exponential (or sinusoidal)
state-output trajectoy in the system, which tends towards infinity as the pass number increases (but may remain stable along any given pass). Conversely, if 1112) = r 2 1 for all poles (at,az). then no trajectory tends to infinity for a given value of p as the pass number increases, but there may be trajectories tending to infinity along the pass. Thus we again run up against the distinction between asymptotic stability and stability along the pass. In order to avoid having trajectories of the form (49)-(51) which are unstable either along the pass or in the k-direction, we also need to avoid poles (al,az) with la11 < 1. Equivalently, with zero input there should be no expanentiall sinusoidal state-output trajectories which tend to infinity either in the pas-to-pass direction or along the pass.
Given these results, suppose that the example under consideration is stable along the pass. Suppose also that the LMI based sufficient condition of Theorem 2 holds and the stability margins have been computed from Theorem 6. Then the analysis of this section gives information of the form of the trajectories which can arise in this example. Current work is aiming to place a full interpretation on what this means for onward analysis and controller design for these processes.
I Conclusions
Discrete linear repetitive processes arise in a number of areas of practical and theoretic interest. Their essential unique characteristic means that they cannot be studied and controlled using either existing 1D linear systems theory or that for 2D discrete linear systems described by the well known and extensively studied Roesser and Fornasini Marchesini state space models. Instead. a distinct systems theory must be developed for them. RecentJy, the LMI approach has emerged as a potentially very powerful tool for, in particular, the design of control schemes for discrete linear repetitive processes. In this paper we have started from an LMI based interpretation of stability for them and then used this setting to solve currently open problems relating to robustness and stability margins. Also it is shown that this approach to these processes provides a (potentially very powerful) method of extracting information as to expected performance by means of the recently developed concept of a pole for nD linear systems (specialized to the processes considered here). (This feature is not present in the LMI approach to the analysis of other classes of 2D linear systems.) Finally, some numerical case studies (and associated simulation studies) on the application of the results of this paper can be found in [IO] .
