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Gene selection is an important issue in analyzing multiclass microarray data. Among many proposed selection methods, the tradi-
tionalANOVAFteststatistichasbeenemployed toidentifyinformativegenes forbothclass prediction(classiﬁcation) anddiscovery
problems. However, the F test statistic assumes an equal variance. This assumption may not be realistic for gene expression data.
This paper explores other alternative test statistics which can handle heterogeneity of the variances. We study ﬁve such test statistics,
which include Brown-Forsythe test statistic and Welch test statistic. Their performance is evaluated and compared with that of F
statistic over diﬀerent classiﬁcation methods applied to publicly available microarray datasets.
INTRODUCTION
Microarrays provide information about the expres-
sion level of the genes represented on the array. Such gene
expression proﬁling has been successfully applied to class
prediction, where the purpose is to classify and predict
the diagnostic category of a sample by its gene expres-
sion proﬁle [1, 2, 3, 4]. Various machine learning meth-
ods are currently used for class prediction. However, the
task of prediction by microarrays is challenging, due to a
large number of genes (features) and a small number of
samples involved in the problem. As a consequence, one
has to identify a small subset of informative genes con-
tributing most to the classiﬁcation task. Performing fea-
ture selection is essential for microarray prediction prob-
lems, since high-dimensional problems usually involve
higher computational complexity and bigger prediction
errors.
Many methods have been proposed to select informa-
tive genes. One category of such work depends on the tra-
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ditional t test statistic [5, 6, 7] and analysis of variance
(ANOVA) F test statistic [8, 9]. While t is used for two-
class prediction problems, F is used for multiclass prob-
lems. The statistics t and F are not only used in class pre-
diction, they also apply to the class discovery [10, 11].
The main goal of class discovery is to identify subtypes
of diseases. The major diﬀerence between class prediction
and class discovery is that the former uses labeled samples
while the latter uses unlabeled samples.
Although t and F have been commonly used in the
analysis of gene expression data, there exists a misunder-
standing on the roles of t and F. The test statistic t is used
to detect the diﬀerence between the means of two popu-
lations and it has two versions depending on whether or
not the two variances of the two populations are equal.
The test statistic F is often used to detect the diﬀerence
among the means of three or more populations under the
assumption that the variances of the involved populations
are equal. Of course, the F statistic can be used to detect
the diﬀerence between the means of two populations. In
doing this, one can show that the F statistic is equivalent
to the t statistic based on the equal variance, that is, one
procedure rejects the null hypothesis that the two popu-
lations have the same mean if and only if the other proce-
dure rejects the null hypothesis. In analyzing gene expres-
sion data, the t statistic is based on unequal variances so
that its extension will never reach the ANOVA F. There-
fore, for multiclass prediction problems, it is natural to
explore other statistics which do not assume equal vari-
ances.2005:2 (2005) Selecting Genes by Test Statistics 133
In this paper, we study the eﬀect on multiclass pre-
diction results of gene selection from six test statistics:
ANOVA F test statistic, Brown-Forsythe test statistic,
Welch test statistic, adjusted Welch test statistic, Cochran
test statistic, and Kruskal-Wallis test statistic. The ﬁve last
test statistics can be viewed as extensions of the t statistic
usedintwo-classpredictionproblems.Theirperformance
will be compared with that of the F statistic.
This paper is organized as follows. In “models and
methods,” we describe the statistical model for gene ex-
pression levels, test statistics, and our method to select
genes. In “experimental results,” we investigate the eﬀect
of test statistics on the classiﬁcation results by using our
gene selection approach and diﬀerent machine learning
techniques, applied to ﬁve publicly available microarray
datasets. Our conclusion is given in “conclusion.”
MODELS AND METHODS
In this section, we will ﬁrst introduce a general statis-
tical model for gene expression values and describe test
statistics for testing the equality of the class means. We
thenpresentourapproachtoselectgenesusingpowerand
correlation.
Statisticalmodel
Assume there are k (≥ 2) distinct tumor tissue classes
fortheproblemunderconsiderationandthereare p genes
(inputs) and n tumor mRNA samples (observations).
Suppose Xgs is the measurement of the expression level
of gene g from sample s for g = 1,...,pand s = 1,...,n.
In terms of an expression matrix G,w em a yw r i t e
G =

   

X11 X12 ··· X1n
X21 X22 ··· X2n
. . .
. . .
. . .
. . .
Xp1 Xp2 ··· Xpn

   

. (1)
It is seen that the columns and rows of the expression
matrix G correspond to samples and genes, respectively.
Note that G is a matrix consisting of data highly pro-
cessed through preprocessing techniques that include im-
age analysis and normalization and often logarithmic
transformations. We assume that the data G are standard-
ized so that the genes have mean 0 and variance 1 across
samples. Given a ﬁxed gene, let Yij be the expression level
from the jth sample of the ith class. Note that these Yij
come from the corresponding row of G.F o re x a m p l e ,f o r
gene 1, Yij are a rearrangement of the ﬁrst row of G.W e
consider the following general model for Yij:
Yij = µi + ij, for i = 1,2,...,k; j = 1,2,...,n i (2)
with n1 + n2 + ···+ nk = n. In the model, µi is a param-
eter representing the mean expression level of the gene in
classi, ijaretheerrortermssuchthat ijareindependent
normal random variables, and
E
 
ij
 
= 0,V
 
ij
 
= σ2
i < ∞, (3)
for i = 1,2,...,k; j = 1,2,...,n i. Schematically, the ex-
pression levels Yij look like the following:
Classes
12 3··· k
Y11 Y21 Y31 ··· Yk1
Y12 Y22 Y32 ··· Yk2
. . .
. . .
. . . ···
. . .
··· Y2n2 ··· ··· ···
··· ··· Y3n3 ··· ···
Y1n1 ··· ··· ··· Yknk
Note that if the variances are equal, that is, σ2
1 = σ2
2 =
···=σ2
k, then the above model is simply the commonly
usedone-wayANOVAmodel.Forthemicroarraydata,we
believe that heterogeneity in the variances is more realis-
tic, since diﬀerent σi may describe diﬀerent variations of
the gene expression across classes.
Oneofthemaintasksassociatedwiththeabovemodel
is to detect whether or not there is some diﬀerence among
the means µ1, µ2,...,µ k. For the case of homogeneity of
variances, the well-known ANOVA F test is the optimal
test to accomplish the task [12, 13]. However, with het-
erogeneity of the variances, the task is challenging and is
closely related to the well-known Behrens-Fisher problem
[14]. When the sample sizes in all classes are equal, that is,
n1 = n2 =···=nk, the presence of heterogeneous vari-
ances of the errors only slightly aﬀects the F test. When
thesamplesizesareunequal,theeﬀectisserious[15].The
actual type-I error is inﬂated if smaller sizes ni are associ-
ated with larger variances σ2
i . In addition, the signiﬁcance
levels are smaller than anticipated if larger sizes ni are as-
sociated with larger variances σ2
i . The above indicates that
for our model, the F test may not be appropriate for test-
ing H0 : µ1 = µ2 =···=µk versus H1: not all the µi are
equal. Therefore some alternatives to the F test are worthy
of investigating.
Teststatistics
After introducing the statistical model for gene ex-
pression values, we now turn to the test statistics used to
test the equality of the class means for a ﬁxed gene. We
will consider the following six test statistics. The ﬁrst ﬁve
areparametricteststatistics,whilethelastoneisnonpara-
metric.
(a) ANOVA F test statistic. The deﬁnition of this test is
F =
(n −k)
 
ni
  ¯ Yi· − ¯ Y··
 2
(k −1)
  
ni − 1
 
s2
i
, (4)
where ¯ Yi· =
 ni
j=1Yij/ni, ¯ Y·· =
 k
i=1ni ¯ Yi·/n,a n ds2
i =
 ni
j=1(Yij − ¯ Yi·)2/(ni − 1). For simplicity, we use
 
to in-
dicate the sum is taken over the index i.U n d e rH0 and as-
sumingvariancehomogeneity,thiswell-knownteststatis-
tic has a distribution of Fk−1,n−k [13].134 Dechang Chen et al 2005:2 (2005)
(b) Brown-Forsythe test statistic [16]. This is given by
B =
 
ni
  ¯ Yi· − ¯ Y··
 2
  
1 − ni/n
 
s2
i
. (5)
Under H0, B is distributed approximately as Fk−1,ν,w h e r e
ν =
   
1 −ni/n
 
s2
i
 2
  
1 − ni/n
 2s4
i/
 
ni −1
 . (6)
(c) Welch test statistic [17]. This is deﬁned as
W=
 
wi
  ¯ Yi·−
 
hi ¯ Yi·
 2
(k−1)+2(k−2)(k+1)−1   
ni −1
 −1 
1−hi
 2 (7)
with wi = ni/s2
i and hi = wi/
 
wi.U n d e rH0, W has an
approximate distribution of Fk−1,νw,w h e r e
νw =
k2 −1
3
  
ni −1
 −1 
1 −hi
 2. (8)
(d) Adjusted Welch test statistic [18]. It is similar to the
Welch test statistic and deﬁned to be
W
∗
=
 
w
∗
i
  ¯ Yi·−
 
h
∗
i ¯ Yi·
 2
(k−1)+2(k−2)(k+1)−1   
ni−1
 −1 
1−h
∗
i
 2,
(9)
where w
∗
i = ni/(φis2
i)w i t hφi chosen such that 1 ≤ φi ≤
(ni −1)/(ni −3), and h
∗
i = w
∗
i /
 
w
∗
i .U n d e rH0,W ∗ has
an approximate distribution of Fk−1,ν∗
w,w h e r e
ν∗
w =
k2 −1
3
  
ni −1
 −1 
1 −h
∗
i
 2. (10)
In this paper, we choose φi = (ni +2 ) /(ni + 1), since this
choice provides reliable results for small sample sizes ni
and a large number (k) of populations [18].
(e) Cochran test statistic [19]. This test statistic is sim-
ply the quantity appearing in the numerator of the Welch
test statistic W, that is,
C =
 
wi
  ¯ Yi· −
 
hi ¯ Yi·
 2, (11)
where wi and hi are given in (c). Under H0,Ch a sa na p -
proximate distribution of χ2
k−1.
(f) Kruskal-Wallis test statistic. This is the well-known
nonparametric test and is given by
H =
12
n(n+1 )
  R2
i
ni
− 3(n+1 ), (12)
where Ri is the rank sum for the ith class. The ranks as-
signed to Yij are those obtained from ranking the entire
set of Yij (use the average rank in case of tied values). As-
sumingeachni ≥ 5,thenunderH0,Hhasanapproximate
distribution of χ2
k−1 [20].
Geneselection
Withtheteststatisticsintroducedabove,weareableto
discusstheissueofgeneselection.Ithasbeenwelldemon-
strated in the literature that gene selection is an impor-
tant issue in microarray data analysis. It is also known
that with a large number of genes (usually in thousands)
present, no practical method is available to locate the best
set of genes, that is, the smallest subset of genes that oﬀer
optimal prediction accuracy. In this paper, the focus lies
in comparing the performance of diﬀerent test statistics
in selecting genes for the classiﬁcation of tumors based on
gene expression proﬁles. Identifying a gene selection pro-
cess to achieve good classiﬁcation results is not the pur-
pose of this paper. To make the comparison straightfor-
ward, we adopt the simplest gene selection approach as
follows.First,weformulatetheexpressionlevelsofagiven
gene by a one-way ANOVA model, as shown in “statisti-
cal model.” We then use the test statistics in “test statis-
tics” to determine the power of genes in discriminating
between tumor types. Given a test statistic F,w ed e ﬁ n e
the discriminationpower of a gene as the value of F evalu-
ated at the n expression levels of the gene. This deﬁnition
is based on the fact that with larger F the null hypoth-
esis H0 : µ1 = µ2 = ··· = µk will be more likely re-
jected. Therefore, the higher the discrimination power is,
the more powerful the gene is in discriminating between
tumortypes.Finally,wechooseasinformativegenesthose
genes having high power of discrimination.
We note that the discrimination power of genes could
be determined equally well by the p value from F.H o w -
ever, due to small sizes ni, it is hard to justify the approx-
imation of the known distribution to F. Therefore the p
values may not reﬂect the actual functionality of F. This
drawback is overcome by using the value of F to deter-
mine the power of discrimination. Another obvious ben-
eﬁt is that using the value of F will greatly simplify the
calculation.
In [18], extensive simulations have been conducted to
examine the behavior of some test statistics for testing the
equality of population means. The test statistics studied
include B, W, W∗, F, and C. The results show that with
homogeneityofthevariances,theANOVAFtestistheop-
timaltest,asstatedin“statisticalmodel.”However,thisas-
sumption of homogeneity is rarely met in practice. Under
heterogeneity of variances, the simulation results in [18]
show that the test statistics B, W, and W∗ provide accept-
able control of type I errors. This implies that the genes
identiﬁed by B, W, and W∗ a r em o r el i k e l yt ob ep o w e r f u l
than those by F and C in discriminating between tumor
types, and thus the prediction errors resulting from B, W,
andW∗ areexpectedtobelowerthanthosefromFandC.
The nonparametric test statistic H can be applied to data
with less restriction, for example, ordinal data, and thus is
expectedtoperformworsethanteststatisticssuchasB,W,
W∗, and C. The above discussion will be further veriﬁed
by our experiments on gene expression data conducted in
“experimental results.”2005:2 (2005) Selecting Genes by Test Statistics 135
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Figure 1. Relative performances of test statistics based on the
average errors.
EXPERIMENTAL RESULTS
In this section we investigate the eﬀect on gene selec-
tion of the six test statistics introduced in “test statistics.”
Five gene expression datasets and ﬁve prediction methods
are used for this purpose. The performances of the test
statistics are evaluated in terms of class prediction errors.
Datasets
We considered ﬁve multiclass gene expression
datasets: leukemia72 [1], ovarian [21], NCI [22, 23], lung
cancer [24], and lymphoma [25]. Table 1 presents more
details of the datasets.
Comparisonofteststatistics
The gene selection procedure described above de-
pends on the test statistics. Given a gene selection process
from a test statistic, diﬀerent classiﬁcation methods may
lead to diﬀerent prediction errors. In our experiments, we
used the following ﬁve prediction methods: naive Bayes,
nearest neighbor, linear perceptron, multilayer percep-
tron neural network with 5 nodes in the middle layer, and
support vector machines with a second-order polynomial
kernel. All the algorithms are from Matlab PRTools 3.01
by Robert P. W. Duin.
To calculate the overall prediction error, we used leave
oneout(LOO)cross-validation.Foradatasetwithnsam-
ples, this method involves n separate runs. For each of the
runs,n−1datapointsareusedtotrainthemodelandthen
prediction is performed on the remaining data point. The
overall prediction error is the sum of the errors on all n
runs.
Table 2 presents a comparison of the six test statistics
when 50 informative genes were used. In the table, F, B,
W, W∗, C, and H represent the ANOVA F test statistic,
Brown-Forsythe test statistic, Welch test statistic, adjusted
Welch test statistic, Cochran test statistic, and Kruskal-
Wallis test statistic, respectively. The ﬁrst number in each
cell denotes the average of 5 prediction errors from 5 dif-
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Figure 2. Relative performances of test statistics based on the
median errors.
ferent classiﬁcation methods. The second number in each
cell is the median of the 5 prediction errors. The results
in the table suggest that B, W, W∗, and, C perform better
than F and H. Similar to Table 2, Tables 3 and 4 present
comparison results with 100 and 200 informative genes,
respectively.
Results in Tables 2, 3,a n d4 may be summarized in a
way by ﬁgures. Consider the average errors in the tables.
Foraﬁxeddatasetandﬁxednumberofinformativegenes,
the performances of the six test statistics can be ranked.
The ﬁfteen ranks achieved by a test statistic could be used
to obtain a 95% conﬁdence interval of the mean rank for
the test statistic. The corresponding bar chart plotting six
conﬁdence intervals is given in Figure 1. The bar chart
based on the median errors in Tables 2, 3,a n d4 is pre-
sented in Figure 2. Clearly, both ﬁgures show that B, W,
W∗, and C outperform F and H. These results indicate
that the proposed models in “statistical model” without
assuming equal variances are preferred to those assuming
equal variances.
We note that in the above experiments, the perfor-
mance of C is comparable to those of B, W, and W∗. This
does not look consistent with the discussion in “gene se-
lection.” One reason might be that we only examined 5
datasets in this paper. Our opinion is that if more data
sets are explored, the overall performance of C should be
worsethanthatofB,W,orW∗.W elea v ethisasourfutur e
work.
Before concluding, we point out that it is useful to as-
sess the importance of genes selected by the test statistics
from the biological perspective. Since this is not the focus
of our research work in this paper, below we only pro-
vide a simple example to examine some genes selected by
the Brown-Forsythe test statistic for the leukemia dataset.
This dataset was also studied by Getz et al [26]. They ex-
tracted the stable clusters of genes by the coupled two-
way clustering analysis and concluded that those genes
grouped into the same cluster share certain biological sig-
niﬁcance such as on the same pathway. Among the top 50136 Dechang Chen et al 2005:2 (2005)
Table 1. Multiclass gene expression datasets.
Dataset Leukemia72 Ovarian NCI Lung cancer Lymphoma
No of genes 6817 7129 9703 918 4026
No of samples 72 39 60 73 96
No of classes 3 3 9 7 9
Table 2. Performances of the test statistics with 50 informative genes.
Dataset F B W W∗ CH
Leukemia
3.42 .42 .82 .83 .23 .0
323333
Ovarian
0.20 .00 .00 .00 .00 .0
000000
NCI
36.03 2 .02 7 .42 6 .02 7 .03 5 .4
35 29 27 27 27 35
Lung cancer 17.61 7 .01 7 .61 7 .61 8 .01 8 .0
17 17 18 18 18 18
Lymphoma 23.81 9 .81 4 .01 4 .01 2 .82 2 .0
23 19 12 12 13 20
Table 3. Performances of the test statistics with 100 informative genes.
Dataset F B W W∗ CH
Leukemia
3.43 .03 .03 .03 .23 .0
334333
Ovarian
0.20 .00 .00 .00 .00 .0
000000
NCI
33.02 2 .62 3 .82 5 .22 5 .23 1 .6
33 22 25 26 26 31
Lung cancer 12.21 2 .21 1 .41 2 .21 2 .21 5 .8
12 12 11 11 11 14
Lymphoma 21.81 9 .21 3 .01 3 .81 4 .41 8 .2
17 16 12 12 12 18
Table 4. Performances of the test statistics with 200 informative genes.
Dataset F B W W∗ CH
Leukemia
3.03 .02 .42 .81 .82 .4
332312
Ovarian
0.40 .20 .20 .20 .20 .4
000000
NCI
25.62 2 .62 2 .62 2 .82 2 .22 5 .6
26 22 24 25 24 25
Lung cancer 15.21 2 .61 4 .21 3 .21 2 .81 3 .2
13 11 12 12 12 11
Lymphoma 21.21 8 .81 2 .01 2 .61 2 .81 6 .2
15 14 8 9 8 142005:2 (2005) Selecting Genes by Test Statistics 137
Table 5. Mapping from genes selected by the Brown-Forsythe test statistic for the leukemia data to clusters of genes of interest
provided by Getz et al [26].
Gene description Access number Cluster by Getz et al [26]B
GB DEF = T-cell antigen receptor gene T3-delta X03934 LG5 70.808014
Protein tyrosine kinase related mRNA sequence L05148 LG5 43.676056
CD33CD33 antigen (diﬀerentiation antigen) M23197 LG1 42.435883
GB DEF = T-lymphocyte speciﬁc protein tyrosine
kinase p56lck (lck) abberant mRNA U23852 s LG5 35.120228
T-cell surface glycoprotein CD3 epsilon
chain precursor M23323 s LG5 35.028965
CTSD (cathepsin D) (lysosomal aspartyl protease) M63138 LG1 34.865067
HLA class II histocompatibility antigen,
DR alpha chain precursor X00274 LG6 31.882597
HLA class I histocompatibility antigen,
Fa l p h ac h a i np r e c u r s o r X17093 LG6 31.83585
Leukotriene C4 synthase (LTC4S) gene U50136 rna1 LG1 31.183104
RNS2 (ribonuclease 2) (eosinophil-derived neurotoxin (EDN)) X16546 LG1 29.52516
TIMP2 (tissue inhibitor of metalloproteinase 2) M32304 s LG1 28.233025
LMP2 gene extracted from Homo sapiens genes
TAP1, TAP2, LMP2, LMP7, and DOB X66401 cds1 LG6 27.11849
informative genes from the Brown-Forsythe test statistic,
12 were mapped to the clusters of genes of interest given
in [26]. Table 5 shows the information about the gene
names, access numbers, corresponding clusters as well as
the values of the Brown-Forsythe statistic. For details on
the explanation of biological signiﬁcance of clusters LG1,
LG5, and LG6, readers are referred to [26].
CONCLUSION
In this paper, we have compared the performance
of diﬀerent test statistics in selecting genes for multi-
classiﬁcation of tumors using gene expression data. Ex-
periments show (a) the model for gene expression val-
ues without assuming equal variances is more appro-
priate than that assuming equal variances; (b) Brown-
Forsythe test statistic, Welch test statistic, adjusted Welch
test statistic, and Cochran test statistic perform much bet-
ter than ANOVA F test statistic and Kruskal-Wallis test
statistic.
DISCLAIMER
Theopinionsexpressedhereinarethoseoftheauthors
and do not necessarily represent those of the Uniformed
ServicesUniversityoftheHealthSciencesandtheDepart-
ment of Defense.
ACKNOWLEDGMENTS
The authors thank Dr. Hanchuan Peng of Lawrence
Berkeley National Laboratory for providing the NCI, lung
cancer, and lymphoma data. The authors also thank the
referees for providing many valuable comments. D. Chen
was supported by the National Science Foundation grant
CCR-0311252.
REFERENCES
[1] Golub TR, Slonim DK, Tamayo P, et al. Molecu-
lar classiﬁcation of cancer: class discovery and class
prediction by gene expression monitoring. Science.
1999;286(5439):531–537.
[2] Ramaswamy S, Tamayo P, Rifkin R, et al. Multiclass
cancer diagnosis using tumor gene expression signa-
tures. Proc Natl Acad Sci USA. 2001;98(26):15149–
15154.
[3] Dudoit S, Fridlyand J, Speed TP. Comparison of
discrimination methods for the classiﬁcation of tu-
mors using gene expression data. JA m e rS t a t i s tA s -
soc. 2002;97(457):77–87.
[4] Tibshirani R, Hastie T, Narasimhan B, Chu G. Di-
agnosis of multiple cancer types by shrunken cen-
troids of gene expression. Proc Natl Acad Sci USA.
2002;99(10):6567–6572.
[5] Xiong M, Jin L, Li W, Boerwinkle E. Computational138 Dechang Chen et al 2005:2 (2005)
methods for gene expression-based tumor classiﬁca-
tion. Biotechniques. 2000;29(6):1264–1270.
[6] NguyenDV,RockeDM.Tumorclassiﬁcationbypar-
tial least squares using microarray gene expression
data. Bioinformatics. 2002;18(1):39–50.
[7] Liu H, Li J, Wong L. A comparative study on fea-
ture selection and classiﬁcation methods using gene
expression proﬁles and proteomic patterns. Genome
Inform Ser Workshop Genome Inform. 2002;13:51–
60.
[8] Ghosh D. Singular value decomposition regression
models for classiﬁcation of tumors from microarray
experiments. In: Proceedings of the 2002 Paciﬁc Sym-
posiumonBiocomputing.Lihue,Hawaii:2002:18–29.
[9] Nguyen DV, Rocke DM. Multi-class cancer classiﬁ-
cation via partial least squares with gene expression
proﬁles. Bioinformatics. 2002;18(9):1216–1226.
[10] Ding C. Analysis of gene expression proﬁles: class
discovery and leaf ordering. In: Proceedings of the
6th Annual International Conference on Research in
Computational Molecular Biology (RECOMB 2002).
Washington, DC: 2002:127–136.
[11] Li W, Fan M, Xiong M. SamCluster: An inte-
grated scheme for automatic discovery of sample
classes using gene expression proﬁle. Bioinformatics.
2003;19(7):811–817.
[12] Lehman EL. Testing Statistical Hypotheses. 2nd ed.
NY: Wiley; 1986.
[13] Neter J, Kutner MH, Nachtsheim CJ, et al. Ap-
plied Linear Statistical Models. 4th ed. Chicago, Ill:
McGraw-Hill; 1996.
[14] Stuart A, Ord JK, Arnold S. Kendall’s Advanced The-
ory of Statistics. Volume 2A: Classical Inference and
the Linear Model. 6th ed. London: Edward Arnold;
1999.
[15] Montgomery DC. Design and Analysis of Experi-
ments. 5th ed. NY: Wiley; 2001.
[16] Brown MB, Forsythe AB. The small sample behavior
of some statistics which test the equality of several
means. Technometrics. 1974;16:129–132.
[17] Welch BL. On the comparison of several mean
values: An alternative approach. Biometrika.
1951;38:330–336.
[18] Hartung J, Argac ¸ D, Makambi KH. Small sam-
ple properties of tests on homogeneity in one-
way ANOVA and meta-analysis. Statist Papers.
2002;43:197–235.
[19] Cochran WG. Problems arising in the analysis of a
series of similar experiments. JRS t a tS o cS e rCA p p l
Stat. 1937;4:102–118.
[20] Daniel WW. Biostatistics: A Foundation for Analysis
in the Health Sciences. 7th ed. NY: Wiley; 1999.
[21] Welsh JB, Zarrinkar PP, Sapinoso LM, et al. Analysis
of gene expression proﬁles in normal and neoplastic
ovarian tissue samples identiﬁes candidate molecu-
lar markers of epithelial ovarian cancer. Proc Natl
Acad Sci USA. 2001;98(3):1176–1181.
[22] Ross DT, Scherf U, Eisen MB, et al. Systematic vari-
ation in gene expression patterns in human cancer
cell lines. Nat Genet. 2000;24(3):227–235.
[23] Scherf U, Ross DT, Waltham M, et al. A gene ex-
pression database for the molecular pharmacology
of cancer. Nat Genet. 2000;24(3):236–244.
[24] Garber ME, Troyanskaya OG, Schluens K, et al. Di-
versity of gene expression in adenocarcinoma of the
lung. Proc Natl Acad Sci USA. 2001;98(24):13784–
13789.
[25] Alizadeh AA, Eisen MB, Davis RE, et al. Distinct
types of diﬀuse large B-cell lymphoma identiﬁed by
gene expression proﬁling. Nature. 2000;403(6769):
503–511.
[26] GetzG,LevineE,DomanyE.Coupledtwo-wayclus-
tering analysis of gene microarray data. Proc Natl
Acad Sci USA. 2000;97(22):12079–12084.