For fMRI time-series analysis to be statistically valid, it is important to deal correctly with temporal autocorrelation in the noise. Most of the approaches in the literature adopt a two-stage approach in which the autocorrelation structure is estimated using the residuals of an initial model fit. This estimate is then used to "prewhiten" the data and the model before the model is refit to obtain final activation parameter estimates. An assumption implicit in this scheme is that the residuals from the initial model fit represent a realization of the "true" noise process. In general this assumption will not be correct as certain components of the noise will be removed by the model fit. In this paper we examine (i) the form of the bias induced by the initial model fit, (ii) methods of correcting for the bias, and (iii) the impact of bias correction on the model parameter estimates. We find that while bias correction does result in more accurate estimates of the correlation structure, this does not translate into improved estimates of the model parameters. In fact estimates of the model parameters and their standard errors are seen to be so accurate that we conclude that bias correction is unnecessary. © 2002 Elsevier Science (USA)
INTRODUCTION
The linear model with correlated errors is widely used in the analysis of fMRI experiments as a model for the temporal response of the brain at each voxel location. To fit such a model at each voxel it is necessary to specify the form of both the regressors and the autocorrelation structure of the errors. While there is some flexibility in the choice of regressors (such as whether to convolve the stimulation timing by a single simple hemodynamic response function or by a set of basis functions), in this paper we are interested in the other part of the problem, that is, modeling and estimation of the autocorrelation structure in each voxel's time course. In general, correlation (nonsphericity) among the error terms is a common problem in data analysis. Such correlations often arise because of the hierarchical, spatial, or temporal nature of the observation models.
The more sophisticated approaches in the fMRI literature adopt a two-stage approach in which the autocorrelation structure is estimated using the residuals of an initial ordinary least squares (OLS) model fit. This estimate is then used to "prewhiten" the model before OLS is used again to obtain final parameter estimates. An assumption implicit in this scheme is that the residuals of the initial OLS model fit represent a realization of the "true" noise process. In general this assumption will not hold as certain components of the noise will be removed by the OLS fit. This implies that the residuals will be a biased realization of the underlying noise process. Consequently, by using these residuals we will obtain biased estimates of the underlying autocorrelation structure, possibly invalidating inference concerning the model parameters. In theory, unbiased estimators of the correlation structure can be obtained using restricted maximum likelihood (ReML) estimation (Harville, 1974) . In practice, these methods are more comptutationally intensive than two-stage approaches and it has been unclear whether the increase in computational burden is worthwhile in the context of fMRI voxel time-series analysis. In this paper we examine (i) the form of the bias induced by OLS model fit, (ii) methods of correcting for the bias, and (iii) the impact of bias correction on the model parameter estimates and their associated P values.
To set the scene we start with a review of the theory of estimation and inference for a linear model with correlated errors. This is followed by a discussion of the commonly used two-stage approach for fitting the linear model in which we highlight the implicit assumptions concerning the estimation of the autocorrelation structure. We then detail an approximate result derived by Hannan (1960 Hannan ( , 1970 for the bias incurred when estimating the autocorrelation structure using the residuals of an OLS fit. This result makes explicit the conditions in which bias will occur and suggests a computationally tractable method of correcting the bias. We show that this correction is comparable in effect to that suggested by Worsley et al. (2002) in its ability to remove bias from estimates of the residual autocorrelation coefficients.
We finish by examining whether bias correction has an impact on the t statistic values obtained from the linear model fit. To do this we applied the bias correction method for AR(p) models suggested by Worsley et al. (2002) to several simulated data sets. We show that for the length of voxel time series typical of fMRI studies, bias correction has a negligible impact on the distribution of t statistic values of the regressors of interest.
THE LINEAR MODEL WITH CORRELATED ERRORS
The linear model with correlated errors is described by
Y and are n ϫ 1 column vectors, X is the n ϫ p design matrix, and ␤ is a p ϫ 1 column vector. In what follows, we assume that X is of rank p and that V is a positive semidefinite correlation matrix with
where () is the autocorrelation function of a (second-order) stationary general linear process with Gaussian innovations (Priestley, 1981) .
OLS Estimates
A general class of unbiased estimators is obtained by multiplying (1) by an n ϫ n matrix S
The OLS estimate of ␤ is then given by
where
The estimator of 2 is given by
and
Since this estimator is a weighted sum of 1 2 random variables, a Satterthwaite approximation (Satterthwaite, 1946) can be used for the distribution of
Since ‫(ޅ‬ 2 ) ϭ 2 and Var( 2 ) ϭ (2 4 /f ), we obtain an estimate of f as
If V is known, then the best linear unbiased estimator (BLUE) of ␤ is obtained when S ϭ K Ϫ1 . In this case, we say that the model has been prewhitened as we have removed the correlations from the error terms; that is, they become "white".
1 If V is unknown, then it is common to use an estimate of V (see next section).
To test a single contrast of parameter estimates H 0 : a T ␤ ϭ c, where a is a known p ϫ 1 column vector and c is a known constant, we use
which is distributed as t n Ϫ p when H 0 is true and S ϭ K Ϫ1 . In general, the degrees of freedom of the t distribution will depend on X, S, and V (12). A more detailed description of linear modeling in the context of fMRI analysis is given by Worsley (2001) .
Estimating an Unknown Correlation Structure
In practice, the correlation matrix V will be unknown and must be estimated in some way. The more sophisticated approaches in the literature adopt the following two-stage algorithm: 2 ALGORITHM 2.1 1. Calculate the OLS estimate of ␤ using (4) with S ϭ I. 2. Find an estimate of the correlation matrix V using the OLS residuals
This may be done using a parametric model for the correlation structure (Bullmore et al., 1996; Locascio et al., 1997; Burock and Dale, 2000; Worsley et al., 2000) or a nonparametric estimation technique (Worsley and Friston, 1995; Lange and Zeger, 1997; Marchini and Ripley, 2000; Marchini, 2001; Woolrich et al., 2001) .
3. Calculate the BLUE estimate of ␤ using V and (4).
Other methods may be used to account for the correlation. Spitzer (1979) and Rao and Griliches (1969) compare twostage approaches to nonlinear least squares (NL) and maximum likelihood (ML) estimation using an AR(1) model for the errors. They conclude that ML and NL are the most efficient methods when using small sample sizes (n ϭ 20). In addition, they find that two-stage approaches that utilize all observations (such as the algorithm given above) are more efficient than approaches [such as the Cochrane-Orcutt procedure (Cochrane and Orcutt, 1949; Bullmore et al., 1996) ] that essentially "throw away" the first observation. Diggle (1990) shows that NL is very similiar to the method of conditonal maximum likelihood which is in turn an approximation to ML. For small sample sizes or in the presence of large positive or negative correlations in the error process, these methods are shown to differ nontrivially. For the length of the time series normally encountered in fMRI data sets (we assume 100ϩ time points), the differences between these methods of estimation are likely to be neglible and the computationally convenient two-stage approaches are thus preferable.
CORRECTING FOR BIAS IN THE RESIDUALS
The two-stage procedure described in the previous section relies on the approximation
in Eq. (14). This states that the residuals from the OLS model fit have the same joint distribution as the true "residuals."
The efficiency of the estimates of ␤ will depend on the accuracy of this approximation. This problem has been well known in the statistical literature for a long time. For example, Quenouille (1949) , Marriot and Pope (1954) , and Kendall (1954) examine analytic approximations to the bias induced by removing a simple mean term from an autocorrelated time series. In more generality, Hannan (1960 Hannan ( , 1970 has investigated the effect of estimating the underlying correlation structure from the biased residuals. Working in the spectral domain he derived an approximate correction for estimates of the true residual spectral density h () when using residuals of an OLS fit. The form of this approximation allows us to specify the conditions in which working with the residuals will lead to a substantial bias in the estimation of the correlation structure. In addition, the result suggests a computationally tractable bias correction that can be applied to a general class of spectral density estimates. Because of the spectral domain derivation of the result, we start with a brief description of spectral domain estimation before setting out and discussing the result in detail.
Spectral Time-Series Theory
Let a t , t ϭ 1, . . . , n be a realization of a (second-order) stationary stochastic process with (nonnormalized) spectral density h() and autocovariance function R(t). Then the periodogram of the time series {a t } is defined to be
( 1 7 ) where
‫͑ޅ‬R ͑t͒͒ ϭ R͑t͒ ϭ 2 ͑t͒.
Using these definitions it is possible to show that the periodogram is an asymptotically unbiased estimator of the spectral density (Priestley, 1981) ‫͑ޅ‬I a ͑͒͒ 3 4h͑͒,
( 1 9 ) where
Equations (20) and (21) make explicit the relationship between the spectral density of the process and its autocovariance function. In effect, the two functions offer alternative representations of the properties of the stochastic process under study.
Spectral Density Estimation
An undesirable property of the periodogram is that it is not a consistent estimator of the spectral density and will tend to fluctuate around the true function even as n becomes large. In the case where h() varies smoothly with , we can obtain a consistent estimator of h() by applying a smoothing kernel W to the periodogram. That is,
Such estimators are generally refered to as spectral window estimators. The (approximate) bias and variance of such estimators are given by (Priestley, 1981) 
These approximations indicate that the variance of the estimator will be small when the smoothing kernel W is diffuse (i.e., has a large bandwidth) and that using such a diffuse kernel will only result in a low bias if the h() is smooth compared to the width of the kernel (i.e., h
The Form of the Bias for Spectral Window Estimates
Hannan (1960, 1970) considered spectral window estimates of h() using the residuals of an OLS fit. That is,
where r is from Eq. (9). In this case, the author derived an approximate expression for the expectation of this estimator as
if h() is a reasonably smooth function of . In this approximation, x j is the jth column of the design matrix X after it has been orthonormalized. The first term of Eq. (27) will be h() plus a bias term arising from the smoothing operation. Ignoring the bias term we can rewrite the approximation in Eq. (27) as
Examination of the b() allows us to uncover the form of the bias introduced by the regression. Each integral under the sum of b() is the smoothed periodogram of one of the columns of the design matrix X. Thus, bias in the estimate of h() will occur around frequencies present in the design matrix. For a fixed kernel width, the bias term will tend to the identity as n increases so it is only in the case of small n that the bias term will become important.
Polynomial and sinusoidal regressors. Hannan (1960 Hannan ( , 1970 shows that if two of the columns in the design matrix correspond to n Ϫ1/2 cos t j and n Ϫ1/2 sin t j and the width of the smoothing kernel is small compared to n, then the corresponding component to the sum in b() is to a high order of approximation
In addition when a q Ϫ 1 degree polynomial is included in q columns of X, then the corresponding component is approximately ͑q/n͒W͑͒.
Examples. To illustrate the form of the bias, we calculated the second term of Eq. (28) using the Tukey-Hanning spectral window (Priestley, 1981, p. 443) given by
is the "Dirichlet kernel" with M specifying its width. Figure 1 shows the estimates of b() for polynomials of order 1, 2, and 3 and for a periodic regressor with frequency 2/5. We used n ϭ 50, 100, and 200 and set M ϭ 10. The figure illustrates (as expected) that sinusoidal regressors incur bias around their fundamental frequencies and that polynomial regressors incur bias only at low frequencies, with the bias increasing as the degree increases. The figure also shows that the extent of the bias decreases as the sample size n increases. Thus, for fMRI experiments that have more than 200 time points, the bias will be fairly small. Later in this paper we investigate whether this bias is detrimental to accurate activation estimation.
Methods of Bias Correction
In cases where the bias is seen to be significant, Eq. (28) suggests a bias corrected estimate of h() may be obtained as
Alternatively, Worsley et al. (2002) has proposed an approximate method of correcting for the bias in the residual autocorrelations based on an AR(p) model for the underlying correlation structure. This method attempts to remove the bias from the residual autocorrelation coefficients using approximations to their expectations from Eq. (14). The authors report that the method produces autocorrelation coefficients "which were shown by simulation to have much reduced bias."
ReML (Harville, 1974) provides an additional method of estimating the correlation structure V directly from the residuals in an unbiased fashion. This method works by solving estimating equations that relate specific functions of the unknown parameters to their expectations. This is essentially the same idea used in the construction of the method of Worsley et al. (2002) , the difference being that Worsley et al. (2002) use approximate expectations that simplify the solution of the resulting estimating equations.
To illustrate these methods 3 and confirm the findings of Worsley et al. (2002) , we carried out a small simulation study. We started by simulating 100,000 realizations of an AR(1) process of length n. y͑t͒ ϭ ␣y͑t Ϫ 1͒ ϩ ͑t͒, t ϭ 1, . . . ,n ͑t͒ ϳ N͑0, 1͒ (35) To each realization we fitted a linear model using a design matrix with four columns representing a cubic polynomial trend and a further two columns modeling a periodic response. The simulations were carried out using ␣ ϭ 0.3. For each realization we calculated an estimate of ␣ using the lag 1 autocorrelation coefficient of the residuals before and after bias correction using both the Hannan correction Eq. (34) and the method of Worsley et al. (2002) . For the Hannan correction we first estimated ĥ () using Eq. (34) and then calculated the new AR(1) coefficient using Eq. (21). The simulations were run for n ϭ 50 and 100. In our experience only a very few fMRI experiments are of length less than 100 and so these values represent conservative estimates of the minimum length. Figure 2 shows the distribution of the estimates of ␣ before (black) and after (red) bias correction. The figure illustrates the bias in the the estimates of ␣ based on the raw residuals and that this bias is removed by both bias correction methods. The figures show that both the bias and the variance of the estimate of ␣ decrease as n increases. We repeated the simulations for other values of ␣ in the range [0, 0.4] with no appreciable difference in the results. We also tried using a stochastic "event-related" regressor in place of the sinusoidal regressors again with no appreciable difference in the results.
The Impact of Bias on Estimates of Model Parameters
Given that we are able to obtain less biased estimates of the underlying autocorrelation structure, we wanted to examine whether estimates of model parameters and their standard errors are noticeably improved. More specifically we wanted to ask whether using a more accurate estimate of the matrix V will have a significant impact on the distribution of T [Eq. (13)]. An analytic treatment of this problem is complicated by the way in which V enters the expression for T through ␤ , 2 , and ⍀. The theoretical distribution of T assumes that there is a true V and this is known. Thus we might expect that the distribution of T will differ from the theoretical results because of both the bias and the variance of an estimate of V. The bias and variance of an estimate of V occurs in the following ways.
1. First, there is a bias induced by the use of the OLS residuals, r. We have seen above that there exist two adequate methods of removing this bias.
2. A second independent source of bias is induced by incorrect assumptions concerning the form of the true correlation structure V. From a spectral domain view point, this bias is given by Eq. (24) and as we have seen depends upon the interaction between the smoothness of the true spectral density and the bandwidth of the smoothing kernel. Analogously in the temporal domain when using an AR(p) model we would expect a large bias to occur by choosing a model of low order that does not have the flexibility to adapt to the true underlying correlation structure. Thus the bias may be reduced by decreasing the bandwidth/increasing p and by increasing n. In the simulation study carried out above for the AR(1) process this source of bias is absent as we have chosen to estimate V using the correct form. In this case the bias correction methods are able to almost entirely remove the bias present (Fig. 2) . It should be noted that the methods of correcting the bias of type 1 will not be able to remove this second source of bias.
3. The variance of the estimate of V is related to the assumptions we make about the form of the correlation structure V. 4 In the spectral domain this variance is given by Eq. (23) and will be small when we use a large bandwidth. Analogously in the temporal domain we will obtain a low variance estimator when using a low-order AR(p) model. As with the bias the variance is reduced by increasing n. This effect is illustrated in Fig. 2 for the different values of n.
We wanted to examine whether removing the first source of bias (1) has a significant impact on the distribution of T. For the moment we ignore the bias and variance described by (2) and (3). To examine this point we carried out a similiar simulation study to that described above. For each realiza- tion, we calculated three t statistic values using (i) the true value of ␣, (ii) an estimate of ␣ using the raw residual autocorrelations, and (iii) an estimate of ␣ using the Worsley et al. (2002) bias-corrected autocorrelatons. Each value of ␣ was used to construct the corresponding estimate of the correlation matrix, V . The t statistics were then calculated from Eq. (13) by replacing V with its estimate and using S ϭ K Ϫ1 . To examine the agreement between the empirical and theoretical distributions in each case we plotted the P values of the t statistic values on Ϫlog 10 P value scale against their theoretical values. Using this scale (as in Marchini and Ripley, 2000) allows us to concentrate on the parts of the distribution that we most care about, that is, the tails. A priori we would expect that using the true value of ␣ would result in the closest agreement in distribution. We would expect the estimate of ␣ using the raw residual autocorrelations to fare worse, with the bias-corrected estimate appearing somewhere in between. Figure 3 shows the results of the simulations.
For the periodic regressor with n ϭ 50 (Fig. 3a) , we see that the empirical distribution is slightly fatter tailed than the theoretical when using an estimate of ␣ without bias correction (green line). When bias correction is used (red line) the agreement between empirical and theoretical improves only slightly. When n is increased to 100 (Fig. 3b) , the agreement is extremely good both with and without bias correction. This is also the case when using a stochastic regressor (Figs. 3c and 3d). It should be stressed that most fMRI experiments involve more than 100 time points-thus, in practice the discrepancy will be even further reduced.
In general, the discrepancy between empirical and theoretical distributions for small values of n is caused by the bias and variance of ␣ described above in (2) and (3). This bias and variance are discussed at some length in Friston et al. (2000) . In context of fMRI voxel time series, the bias and variance may be ameliorated by pooling information about V from neighboring voxels. Spatial smoothing effectively increases n when we estimate V. From a spectral domain view point, this allows us to use a spectral window estimator with a small bandwidth to avoid bias [Eq. (24)] at each voxel and then decrease the variance [Eq. (23)] by averaging over voxels. This was first proposed by Lange and Zeger (1997) who suggested using a spatially smoothed version of the nonnormalized spectral density 5 over a large 10 ϫ 10 grid of voxels. More recently, Marchini and Ripley (2000) have suggested spatially smoothing the normalized spectral density 6 within a much smaller local neighborhood to better avoid biases owing to spatial discontinuities in V and 2 . Similiarly, Worsley et al. (2002) suggest smoothing estimates of V within a 5 In the time domain, this is equivalent to smoothing both V and 2 spatially. 6 In the time domain, this is equivalent to smoothing just V spatially.
FIG. 3.
Comparison of the empirical and theoretical distributions of the t statistic values using the true value of ␣ (black), a biased estimate of ␣ (green), and a bias corrected estimate of ␣ (red). The line at 45°represents exact agreement between the distributions. The false-positive rates at a P value of 0.001 for the biased estimate and the bias corrected estimate using the periodic regressor (n ϭ 100) are 0.000920 and 0.000931, respectively. small neighborhood. Woolrich et al. (2001) suggest empirical anisotropic smoothing of the autocorrelation coefficients in an attempt to smooth neighboring voxels only if they are of the same tissue type. Marchini (2001) has developed a theoretical method of anisotropic smoothing, which works by only smoothing neighboring spectral density estimates that are judged not to be significantly different. Marchini and Ripley (2000) , Woolrich et al. (2001) , and Marchini (2001) all use real fMRI data sets to show that spatial smoothing is effective in sufficiently reducing the effects of the bias and variance in the estimate of V.
CONCLUSION
In this paper we have investigated and discussed the sources of bias and variance in the estimation of the correlation structure of fMRI voxel time series. We have shown that methods that seek to remove bias owing to the use of OLS residuals do not noticeably improve the validity of the null distribution of activation parameter t statistics for the length of voxel time series in the vast majority of fMRI experiments. Note that while we must therefore conclude that bias removal in first-level fMRI time-series analysis is unnecessary, this is certainly not true for the very different case of higherlevel (e.g., cross-session or cross-subject) analyses, where some of the issues raised in this paper will certainly deserve further attention.
