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Abstract
For two metric spaces X and Y , say that X threshold-embeds into Y if there exist a number
K > 0 and a family of Lipschitz maps {ϕτ : X → Y : τ > 0} such that for every x, y ∈ X,
dX(x, y) ≥ τ =⇒ dY (ϕτ (x), ϕτ (y)) ≥ ‖ϕτ‖Lipτ/K ,
where ‖ϕτ‖Lip denotes the Lipschitz constant of ϕτ . We show that if a metric space X threshold-
embeds into a Hilbert space, then X has Markov type 2. As a consequence, planar graph metrics
and doubling metrics have Markov type 2, answering questions of Naor, Peres, Schramm, and
Sheffield. More generally, if a metric space X threshold-embeds into a p-uniformly smooth
Banach space, then X has Markov type p. Our results suggest some non-linear analogs of
Kwapien’s theorem. For instance, a subset X ⊆ L1 threshold-embeds into Hilbert space if and
only if X has Markov type 2.
1 Introduction
We begin by recalling K. Ball’s notion of Markov type [Bal92].
Definition 1.1. A metric space (X, d) is said to have Markov type p ∈ [1,∞) if there is a constant
M > 0 such that for every n ∈ N, the following holds. For every reversible Markov chain {Zt}∞t=0
on {1, . . . , n}, every mapping f : {1, . . . , n} → X, and every time t ∈ N,
E d(f(Zt), f(Z0))p ≤MptE d(f(Z0), f(Z1))p ,
where Z0 is distributed according to the stationary measure of the chain. One denotes by Mp(X)
the infimal constant M such that the inequality holds.
This is intended as a metrical generalization of the concept of linear (Rademacher) type, which
we discuss shortly. One of Ball’s primary motivations was in developing non-linear analog of
Maurey’s extension theorem for linear operators [Mau74]. Toward this end, he proved the following.
Theorem 1.2 ([Bal92]). Let (X, d) be a metric space and Y a Banach space. If X has Markov
type 2 and Y is 2-uniformly convex, then there exists a constant C = C(X,Y ) such that for every
subset S ⊆ X and Lipschitz mapping f : S → Y , there exists an extension f˜ : X → Y satisfying
f˜ |S = f and ‖f˜‖Lip ≤ C‖f‖Lip.
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Here, we use ‖f‖Lip to denote the infimal constant L such that f is L-Lipschitz. The preceding
theorem is already very interesting in the case where Y is a Hilbert space. The notion of Markov
type has since found a number of additional applications [LMN02, BLMN05, MN06, MN12].
Despite its apparent utility, only Hilbert spaces (and spaces which admit a bi-Lipschitz em-
bedding into Hilbert space) were known to have Markov type 2 until the work of [NPSS06]. The
authors prove that every p-uniformly smooth Banach has Markov type p. Most significantly, this
implies that Lp for p > 2 has Markov type 2, answering a fundamental open question. Combined
with Ball’s work, this gives a non-linear analog of Maurey’s extension theorem in terms of uniform
smoothness and convexity of the underlying Banach spaces. We refer to their work [NPSS06] for
an extended discussion.
They also establish that trees and certain classes of Gromov hyperbolic spaces have Markov
type 2. The authors state their belief that planar graph metrics and doubling metrics should have
Markov type 2, but they are only able to show that such spaces have Markov type 2− ε for every
ε > 0. Building on the method of [NPSS06], it can be shown that all series-parallel graph metrics
have Markov type 2 [BKL07]. Both the planar and doubling questions have recently been reiterated
in the survey of Naor [Nao12], where the author remarks that even the special case of the three-
dimensional Heisenberg group H3 is open. We resolve these questions and present a number of
generalizations. Our main tool in controlling Markov type is the use of embeddings that are weaker
than bi-Lipschitz.
Threshold embeddings. We recall that for two metric spaces (X, dX) and (Y, dY ), a mapping
f : X → Y is called bi-Lipschitz if f is invertible and both ‖f‖Lip and ‖f−1‖Lip are bounded. The
distortion of f is the quantity ‖f‖Lip · ‖f−1‖Lip. It is straightforward that Markov type is a bi-
Lipschitz invariant. In fact, if there exists a map from X into Y with distortion D, then manifestly,
Mp(X) ≤ D ·Mp(Y ).
Unfortunately, there are planar graph metrics [Bou86, NR03, Laa02] and doubling metrics
[Pan89, Sem96] (see also [LN06]) which do not admit any bi-Lipschitz embedding into a Hilbert
space. However, such spaces are known to admit a weaker sort of embedding which we now recall.
Say that X threshold-embeds into Y if there exists a constant K > 0 and a family of mappings
{ϕτ : X → Y }τ>0 such that the following holds: For every τ > 0, for every x, y ∈ X,
dX(x, y) ≥ τ =⇒ dY (ϕτ (x), ϕτ (y)) ≥ ‖ϕτ‖Lip
K
τ .
If we wish to emphasize the constant K, we will say that X K-threshold-embeds into Y . As opposed
to bi-Lipschitz maps, threshold embeddings are only required to control one scale at a time. We
prove the following theorem.
Theorem 1.3. If X threshold-embeds into a Hilbert space, then X has Markov type 2. Quantita-
tively, if X admits a K-threshold-embedding, then M2(X) ≤ O(K).
Using the known constructions of threshold embeddings for various spaces (see Section 3.3), we
confirm that a number of spaces have Markov type 2.
Theorem 1.4. If (X, d) is the shortest-path metric on a weighted planar graph, then (X, d) has
Markov type 2. More generally, this holds for the shortest-path metric on any surface of bounded
genus. Quantitatively, if X is the shortest-path metric on a graph of orientable genus g > 1, then
M2(X) ≤ O(log g).
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In Section 3.3, we show that this theorem generalizes even further, to any non-trivial minor-
closed family of graphs.
We recall that a metric space (X, d) is said to be doubling with constant λ if every bounded set
in X can be covered by λ sets of half the diameter. A space that is doubling with some constant
λ <∞ is said to be doubling.
Theorem 1.5. Every doubling metric space has Markov type 2. Quantitatively, if X is λ-doubling,
then M2(X) ≤ O(log λ).
Theorem 1.5 can be generalized; to this end, we now define the Assouad-Nagata dimension
of a metric space (X, d). This quantity, denoted dimAN (X, d), is the least integer n such that
the following holds: There exists a constant c > 0 so that for every number r > 0, there is a
cover X ⊆ ⋃∞i=1 Ui of X such that each set Ui has diam(Ui) ≤ cr and every ball of radius r in X
has non-trivial intersection with at most n + 1 elements of {Ui}∞i=1. Spaces of bounded Assouad-
Nagata dimension include trees, Gromov hyperbolic groups, manifolds of pinched negative sectional
curvature, Euclidean buildings, and homogeneous Hadamard manifolds (see [LS05]). In Section 3.3,
we prove the following.
Theorem 1.6. If (X, d) is a metric space with finite Assouad-Nagata dimension, then X has
Markov type 2.
Uniformly smooth Banach spaces. The modulus of uniform smoothness of a Banach space X
is defined, for ε > 0, as
ρX(ε) = sup
{‖x+ εy‖+ ‖x− εy‖
2
− 1 : x, y ∈ X, ‖x‖ = ‖y‖ = 1
}
.
The space X is called uniformly smooth if limε→0
ρX(ε)
ε = 0. Furthermore, X is said to be p-
uniformly smooth if there is a constant S > 0 such that ρX(ε) ≤ Spεp for all ε > 0. We use Sp(X)
to denote the infimal constant S for which this holds. It can be verified that a Banach space can
only be p-uniformly smooth for p ≤ 2. Furthermore, Lp is p-uniformly smooth for 1 ≤ p ≤ 2 and
2-uniformly smooth for p ≥ 2 [Han56]; see also [BL00, App. A]. We extend Theorem 1.3 to spaces
which threshold-embed into p-uniformly smooth Banach spaces.
Theorem 1.7. If a metric space (X, d) threshold-embeds into a p-uniformly smooth Banach space
then X has Markov type p. Quantitatively if X admits a K-threshold-embedding into a p-uniformly
smooth space Y , then Mp(X) ≤ O(KSp(Y )).
Linear type, cotype, and Kwapien’s theorem. We now review some fundamental definitions
from the geometry of Banach spaces. A Banach space X is said to have (Rademacher) type p > 0
if there exists a constant T > 0 such that for all finite sequences x1, . . . , xn ∈ X,
E
∥∥∥∥∥
n∑
i=1
εixi
∥∥∥∥∥
p
≤ T p
n∑
i=1
‖xi‖p ,
where {ε1, . . . , εn} is an i.i.d. sequence of random signs. The least such constant T is referred to
as the type p constant of X and denoted Tp(X). Similarly, X is said to have (Rademacher) cotype
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q <∞ if there exists a constant C > 0 such that for all finite sequences x1, . . . , xn ∈ X,
E
∥∥∥∥∥
n∑
i=1
εixi
∥∥∥∥∥
q
≥ 1
Cq
n∑
i=1
‖xi‖q .
The least such constant C is denoted Cq(X) and called the cotype q constant of X.
It is straightforward that any Hilbert space H has type 2 and cotype 2 and, in fact, T2(H) =
C2(H) = 1. A fundamental theorem of Kwapien states that, up to isomorphism, Hilbert space is
the only Banach space with these properties.
Theorem 1.8 ([Kwa72]). A Banach space has type 2 and cotype 2 if and only if it is linearly
isomorphic to a Hilbert space. Furthermore, the isomorphism constant is bounded by T2(X) ·C2(X).
In line with the “Ribe program” (see, e.g., [Nao12]) and the local theory of Banach spaces, one
might look for non-linear analogs of Kwapien’s result. This would involve non-linear notions of type
(e.g., [Bal92]) and cotype (e.g., [MN08]) and a replacement of “linear isomorphism” by a suitable
non-linear generalization. We refer to [BL00, MN08, Nao12] for a thorough discussion of related
issues. Unfortunately, it is folklore that the most natural generalization, in which one replaces a
linear isomorphism by a bi-Lipschitz mapping is patently false.
To see this, note that there is a family of graph metrics {Gk}∞k=0 called the Laakso graphs
(after [Laa02]) which bi-Lipschitz embed into L1 with distortion at most 2 [GNRS04]. Further-
more, it is proved that these graphs have Markov type 2 with uniform constant [NPSS06], i.e.
supk≥1M2(Gk) < ∞. Since L1 has cotype 2 (see, e.g., [LT79]), a straightforward non-linear
Kwapien theorem would state that they admit bi-Lipschitz embeddings into a Hilbert space with
uniformly bounded distortion, but this is known to be impossible [Laa02]. Note that one can easily
construct a single infinite subset of L1 (by taking a suitable infinite union of the graphs) which has
Markov type 2 but admits no bi-Lipschitz embedding into a Hilbert space.
We propose that the correct analog of “linear isomorphism” in the setting of Kwapien’s theorem
is the notion of a threshold embedding. To this end, one should first observe the following.
Theorem 1.9. A Banach space X threshold-embeds into a Hilbert space if and only if it is linearly
isomorphic to a Hilbert space.
Initially, we proved this using Theorem 1.3, but Assaf Naor pointed out to us that it follows
in a simpler way using the notion of Enflo type, which was introduced in [Enf70]. A metric space
(X, d) is said to have Enflo type p if there is a constant E > 0 such that for every n ∈ N and every
mapping f : {0, 1}n → X, we have the inequality∑
x,y∈{0,1}n
‖x−y‖1=n
d(f(x), f(y))p ≤ Ep
∑
x,y∈{0,1}n
‖x−y‖1=1
d(f(x), f(y))p .
In this case, one says that (X, d) has Enflo type p with constant E. It is known that for any metric
space, Markov type p implies Enflo type p [NS02, Prop. 1].
Proposition 1.10 (Naor, personal communication). Suppose (X, dX) and (Y, dY ) are metric spaces
and Y has Enflo type p with constant E. If X K-threshold-embeds into Y , then X has Enflo type
p with constant O(KE).
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Using the preceding result along with a theorem of [AMM85] and Kwapien’s theorem, Theorem
1.9 follows readily. We refer to Section 5.
While we are not able to give a full non-linear analog of Kwapien’s theorem, we do take some
steps in this direction. In particular, our methods are strong enough to give such a result for subsets
of L1. Recall that a uniform embedding f : X → Y between metric spaces X and Y is an invertible
map such that f and f−1 are both uniformly continuous. It is known that if a Banach space X
admits a uniform embedding into a Hilbert space, then X has cotype 2, but the converse is not
true, even for spaces of non-trivial type (see [BL00, §8.2]). We prove the following first step.
Theorem 1.11. Suppose that X is a Banach space that admits a uniform embedding into a Hilbert
space. Then a subset S ⊆ X threshold-embeds into Hilbert space if and only if S has Markov type
2.
In particular, it is well-known that L1 uniformly embeds into L2, thus a subset of L1 threshold-
embeds into Hilbert space if and only if it has Markov type 2. There seem to be two non-trivial steps
in completing a non-linear Kwapien theorem. The first involves metric subsets of linear spaces.
Conjecture 1.12. If X is a Banach space of cotype 2, then a subset S ⊆ X threshold-embeds into
Hilbert space if and only if S has Markov type 2.
We are not able to resolve the validity of the conjecture for the spaces of Schatten class operators
Cp for 1 ≤ p < 2 (see [BL00, §8.2]). A truly satisfactory non-linear Kwapien theorem would involve
no reference to linear spaces at all; it would instead rely on an appropriate notion of metric cotype.
Question 1.13. Suppose that (X, d) is a metric space of metric cotype 2 (in the sense of [MN06])
and Markov type 2. Does this imply that X threshold-embeds into Hilbert space?
Part of the other side of this question is open as well. By the non-linear Maurey-Pisier Theorem
[MN06], we know that if X threshold-embeds into a Hilbert space then it has finite metric cotype,
but more should be true.
Question 1.14. If (X, d) threshold-embeds into Hilbert space, does this imply that X has metric
cotype 2?
This would imply, in particular, that planar and doubling metrics have metric cotype 2, an-
swering a question of [Nao12, §4].
Finite metric spaces and some historical remarks. Threshold embeddings have been studied
in the context of embeddings of finite metric spaces into Banach spaces. Rao [Rao99] showed that
finite planar graph metrics admit O(1)-threshold-embeddings into Euclidean space in his proof of
a multi-commodity max-flow/min-cut theorem. More generally, using the results of [KPR93], he
proved this for any family of graphs excluding a fixed minor. On the other hand, Bourgain [Bou86]
exhibited an infinite family of (finite) trees that admit no bi-Lipschitz embedding with uniformly
bounded distortion into a Hilbert space.
It was earlier shown by Semmes [Sem96], using an important result of Pansu [Pan89], that the
3-dimensional Heisenberg group H3 (which is doubling) does not admit a bi-Lipschitz embedding
into any finite-dimensional Euclidean space. Since Pansu’s technique can be extended to any
Banach space having the Radon-Nikodym property (see [LN06]), this yields a metric space which
threshold-embeds into Hilbert space, but does not bi-Lipschitz embed into any Banach space with
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the RNP. An example of [Laa02] gives an infinite doubling, planar graph metric which does not
bi-Lipschitz embed into any uniformly convex Banach space. It was an open problem (of relevance
to applications in theoretical computer science) to determine whether any metric space which
threshold-embeds into Hilbert space admits a bi-Lipschitz embedding into L1. This was resolved
negatively by Cheeger and Kleiner [CK10] who showed that H3 does not bi-Lipschitz embed into
L1.
Returning to finite metric spaces, the utility of a family of mappings for each scale was made
explicit in [KLMN05] where the authors use this approach to give a new proof of Bourgain’s theorem
[Bou85] on embedding of finite metric spaces into Hilbert space. In [Lee05], it is proved that if
an n-point metric space X K-threshold-embeds into Lp for p ≥ 2, then X bi-Lipschitz embeds
into Lp with distortion O(K
1−1/p(log n)1/p). In particular, such a space admits a distortion O(K)
embedding into Lp for some p = O(log log n).
In [NPSS06], what we call threshold embeddings are referred to as “weak embeddings.” The
authors also define a notion of “weak Markov type 2” and show that this property readily follows
from the existence of a threshold embedding into Hilbert space.
1.1 Outline of our approach
Let Z be a normed space and consider a Markov chain {Zt}∞t=0 on a finite state space Ω and a
mapping f : Ω → Z. In [NPSS06], it is shown that for every time t ∈ N, there exist martingales
{Mk}tk=0 and {Nk}tk=0 such that
f(Z2t)− f(Z0) = Mt −Nt , (1)
where {Mk} and {Nk} both naturally trace the evolution of {f(Zk)} forward in time and backward
in time, respectively. The decomposition is reviewed in Section 3.1. This allows one to reduce
various problems on Markov chains to potentially easier problems on martingales.
Now consider a metric space (X, d) and a threshold embedding {ϕτ : X → Z : τ > 0} of X into
Z. In determining the Markov type of (X, d), one is naturally led to study mappings g : Ω → X
via the composition maps ϕτ ◦ g : Ω → Z. But crucially, the martingales {Mk} and {Nk} from
(1) depend heavily on the map f , and thus the problem of deducing Markov type from a threshold
embedding becomes one of controlling an entire family of martingales—one for every map ϕτ ◦ g
for τ > 0.
Fortunately, when one allows the map f in (1) to vary, all the martingales that arise are defined
with respect to the same pair of filtrations, and their differences can be uniformly controlled in
terms of jumps of the chain {f(Zk)}. This leads to a problem on simultaneously bounding the tail
of all martingales whose differences are subordinate to a common sequence of random variables.
We present a representative lemma of this form, for the case of real-valued martingales.
Lemma 1.15. There exists a constant K > 0 such that the following holds. Let {Ft} be a filtration,
and let {αt} be a sequence adapted to {Ft}. Let{
{M ξt } : ξ ∈ I
}
be a countable collection of real-valued martingales with respect to {Ft} such that |M ξt −M ξt−1| ≤ αt
for all t ≥ 1. Then for every n ≥ 0, we have∫ ∞
0
y sup
ξ∈I
P(|M ξn −M ξ0 | ≥ y) dy ≤ K
n∑
t=1
E(α2t ) .
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A generalization of this result to martingales taking values in uniformly smooth Banach spaces
appears as Lemma 2.3. Our approach to Lemma 1.15 is via classical distributional inequalities
that allow one to control the maximum process associated to certain martingales in terms of the
corresponding square functions; see Burkholder’s survey [Bur73].
The extension of Lemma 1.15 to p-uniformly smooth Banach spaces can be deduced from the
real case using a “dimension reduction” lemma for martingales in such spaces; this is inspired by
a Hilbert-space version due to Kallenberg and Sztencel [KS91] (see Lemma 4.1). Our dimension
reduction arguments appear in Section 4 and may be of independent interest. In Section 2, we
present a more direct proof of Lemma 2.3 due to Adam Osekowski. That proof avoids dimension
reduction and instead employs Pisier’s martingale inequality for p-uniformly smooth Banach spaces
[Pis75].
With these tools in hand, the proof of Theorem 1.7 is carried out in Section 3.2. In Section
3.3, we recall how one constructs threshold-embeddings into Hilbert space using random partitions,
yielding the proofs of Theorems 1.4, 1.5, and 1.6. Finally, in Section 5 we discuss the possibility of
a non-linear version of Kwapien’s theorem.
2 Distributional inequalities for martingales
We first recall a martingale inequality of Pisier [Pis75].
Lemma 2.1. There is exists a constant L > 0 such that the following holds. If 1 < p ≤ 2 and Z
is a p-uniformly smooth Banach space, then for any Z-valued martingale {Mt}nt=0,
E ‖Mn −M0‖p ≤ LSp(Z)
n−1∑
t=0
E ‖Mt+1 −Mt‖p .
In this section, we will write a ∨ b for max(a, b). The following is a key estimate.
Lemma 2.2. For 1 < p ≤ 2, let Z be a p-uniformly smooth Banach space, and let {Mt}nt=0
be a martingale on Z with respect to the filtration {Ft}. Denote M∗ = max1≤t≤n ‖Mt − M0‖,
∆∗ = max1≤t≤n ‖Mt −Mt−1‖, and
Γ =
(
n∑
t=1
E [‖Mt −Mt−1‖p | Ft−1]
)1/p
.
Then for each λ > 0, β > 1 and δ ∈ (0, β − 1), we have
P(M∗ ≥ βλ) ≤
(
Kδ
β − δ − 1
)p
P(M∗ ≥ λ) + P(Γ ∨∆∗ ≥ δλ) ,
where K = O(Sp(Z)).
Proof. We may assume thatM0 = 0. For 1 ≤ ` ≤ n, write Γ(`) = (
∑`
t=1 E[‖Mt−Mt−1‖p | Ft−1)]1/p.
With the convention that min ∅ =∞ and Γ(n+ 1) = Γ(n), define the stopping times
µ = min{1 ≤ t ≤ n : ‖Mt‖ ≥ λ} ,
ν = min{1 ≤ t ≤ n : ‖Mt‖ ≥ βλ} ,
σ = min{1 ≤ t ≤ n : ‖Mt −Mt−1‖ ∨ Γ(t+ 1) ≥ δλ} .
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Note that σ is a stopping time since Γ(t) is measurable with respect to Ft. In addition, define
Ht =
t∑
j=1
1{µ<j≤ν∧σ∧n}(Mj −Mj−1) ,
where we have used 1E to denote the indicator of the event E.
Observe that {Ht} is also a martingale. By Doob’s maximal inequality (see, e.g., [Dur96, §4.4]),
we have
P(M∗ ≥ βλ,Γ ∨∆∗ ≤ δλ) = P(µ ≤ ν ≤ n, σ =∞)
≤ P
(
max
1≤t≤n
‖Ht‖ ≥ (β − 1− δ)λ
)
≤ E ‖Hn‖
p
((β − 1− δ)λ)p . (2)
Applying Lemma 2.1, one obtains
E ‖Hn‖p ≤ O(Sp(Z)p)E
(
n∑
t=1
E [‖Ht −Ht−1‖p | Ft−1]
)
≤ O(Sp(Z)p)E [Γ(σ)p1µ<∞]
≤ O(Sp(Z)p) (δλ)p P(M∗ ≥ λ) .
Combining this with (2), the desired conclusion follows.
The preceding lemma leads to the following consequence.
Lemma 2.3. For p ∈ (1, 2], let Z be a p-uniformly smooth Banach space. There exists a constant
C = O(Sp(Z)p) such that the following holds. Let {Ft} be a filtration, and let {αt} be a sequence
adapted to {Ft}. Let {
{M ξt } : ξ ∈ I
}
be a countable collection of Z-valued martingales with respect to {Ft} such that ‖M ξt −M ξt−1‖ ≤ αt
for all t ≥ 1. Then for every n ≥ 0, we have∫ ∞
0
yp−1 sup
ξ∈I
P(‖M ξn −M ξ0‖ ≥ y) dy ≤ C
n∑
t=1
E(αpt ) .
Proof. For ξ ∈ I, we make the definitions
M∗ξ = max
1≤t≤n
‖M ξt −M ξ0‖
∆∗ξ = max
1≤t≤n
‖M ξt −M ξt−1‖
Γξ =
(
n∑
t=1
E
[
‖M ξt −M ξt−1‖p | Ft−1
])1/p
.
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Applying Lemma 2.2 to each martingale {M ξt }, we obtain
P(M∗ξ ≥ βλ) ≤
(
Kδ
β − δ − 1
)p
P(M∗ξ ≥ λ) + P(Γξ ∨∆∗ξ ≥ δλ) .
Write Γα = (
∑n
t=1 E(α
p
t | Ft−1))1/p and α∗ = max1≤t≤n ‖αt‖. Since Γξ ∨∆∗ξ ≤ Γα ∨ α∗, we have
P(M∗ξ ≥ βλ) ≤
(
Kδ
β − δ − 1
)p
P(M∗ξ ≥ λ) + P(Γα ∨ α∗ ≥ δλ) .
Therefore,
sup
ξ∈I
P(M∗ξ ≥ βλ) ≤
(
Kδ
β − δ − 1
)p
sup
ξ∈I
P(M∗ξ ≥ λ) + P(Γα ∨ α∗ ≥ δλ) .
Multiplying both sides by βpλp−1 and integrating in λ, we obtain(
1−
(
βδK
β − 1− δ
)p)∫ ∞
0
sup
ξ∈I
P(M∗ξ ≥ λ) dλ ≤
βp
δp
E [(Γα ∨ α∗)p] ≤ 2β
p
δp
E [Γpα] .
Choosing β = 5 and δ = (2(K ∨ 1))−1, this completes the proof of the lemma.
3 Markov type and threshold embeddings
With Lemma 2.3 in hand, we are ready to prove our main theorem. We first review the decom-
position of a Markov chain on a normed space into a pair of martingales. Then in Section 3.2, we
relate Markov type and threshold embeddings into uniformly smooth spaces. Finally, in Section
3.3, we use this to endow certainly families of metric spaces with Markov type 2.
3.1 The martingale decomposition
Let Z be a normed space, and let {Zs}∞s=0 be a stationary, reversible Markov chain on a finite state
space Ω. Consider any f : Ω → Z and t ∈ N. Define the martingales {Ms}ts=0 and {Ns}ts=0 by
M0 = f(Z0) and N0 = f(Zt) and for 0 ≤ s ≤ t− 1,
Ms+1 −Ms ..= f(Zs+1)− f(Zs)− E [f(Zs+1)− f(Zs) | Zs] (3)
Ns+1 −Ns ..= f(Zt−s−1)− f(Zt−s)− E [f(Zt−s−1)− f(Zt−s) | Zt−s] . (4)
Observe that {Ms} is a martingale with respect to the filtration induced on {Z0, Z1, . . . , Zt}
and {Ns} is a martingale with respect to the filtration induced on {Zt, Zt−1, . . . , Z0}. For every
1 ≤ s ≤ t− 1, one can use stationarity and reversibility to verify that
f(Zs+1)− f(Zs−1) = (Ms+1 −Ms−1)− (Nt−s+1 −Nt−s) , (5)
since E[f(Zs+1) | Zs] = E[f(Zs−1) | Zs].
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We also define the martingales {Ak}0≤k≤t/2 and {Bk}0≤k≤t/2 by
Ak ..=
k∑
s=1
M2s −M2s−1
Bk ..=
k∑
s=1
N2s −N2s−1 .
If we assume that t is even, then summing (5) over s = 1, 3, 5, . . . , t/2− 1 yields
f(Zt)− f(Z0) = At/2 −Bt/2 . (6)
Finally, we observe that for any 1 ≤ s ≤ t/2 and p ≥ 1, we have the inqualities
‖As −As−1‖p ≤ 2p−1‖f(Z2s)− f(Z2s−1)‖p + 2p−1E
[
‖f(Z2s)− f(Z2s−1)‖p | Z2s−1
]
(7)
‖Bs −Bs−1‖p ≤ 2p−1‖f(Zt−2s+1)− f(Zt−2s)‖p + 2p−1E
[
‖f(Zt−2s+1)− f(Zt−2s)‖p | Zt−2s
]
(8)
These follow from As−As−1 = M2s−M2s−1 and Bs−Bs−1 = N2s−N2s−1 along with the definitions
(3) and (4).
3.2 Threshold embeddings
Theorem 3.1. For p ∈ (1, 2], let Z be a p-uniformly smooth Banach space. If (X, d) is a metric
space that threshold-embeds into Z, then X has Markov type p. Quantitatively, if X D-threshold-
embeds into Z, then Mp(X) ≤ O(DSp(Z)).
Proof. Let {ϕτ : X → Z : τ ≥ 0} be a family of 1-Lipschitz mappings which satisfy
d(x, y) ≥ τ =⇒ ‖ϕτ (x)− ϕτ (y)‖ ≥ τ/D
for all x, y ∈ X.
Consider a finite state space Ω, a mapping g : Ω → X, and a stationary, reversible Markov
chain {Zs}∞s=0 on Ω. We assume that Z0 is distributed according to the stationary measure. Fix
an even number t = 2u. For each j ∈ Z, let {A(j)s } and {B(j)s } be the martingales from Section 3.1
corresponding to the choice f = ϕ2j ◦ g : Ω→ Z.
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From (6), we have ϕ2j (g(Z0))− ϕ2j (g(Zt)) = A(j)u −B(j)u . Thus we can write
E d(g(Z0), g(Zt))p = p
∫ ∞
0
λp−1 · P(d(g(Z0), g(Zt)) ≥ λ) dλ
≤ p
∑
j∈Z
2(j+1)(p−1)+j · P(d(g(Z0), g(Zt)) ≥ 2j)
≤ p
∑
j∈Z
2(j+1)(p−1)+j · P
(
‖ϕ2j (g(Z0))− ϕ2j (g(Zt))‖ ≥
2j
D
)
= p
∑
j∈Z
2(j+1)(p−1)+j · P
(
‖A(j)u −B(j)u ‖ ≥
2j
D
)
≤ p
∑
j∈Z
2(j+1)(p−1)+j ·
[
P
(
‖A(j)u ‖ >
2j−1
D
)
+ P
(
‖B(j)u ‖ >
2j−1
D
)]
≤ p23p−1Dp
(∫ ∞
0
yp−1 sup
j∈Z
P
(
‖A(j)u ‖ > y
)
dy +
∫ ∞
0
yp−1 sup
j∈Z
P
(
‖B(j)u ‖ > y
)
dy
)
.
Now define, for 1 ≤ s ≤ u,
αs ..=
(
2p−1 d(g(Z2s), g(Z2s−1))p + 2p−1E[d(g(Z2s), g(Z2s−1))p | Z2s−1]
)1/p
βs ..=
(
2p−1 d(g(Zt−2s+1), g(Zt−2s))p + 2p−1E[d(g(Zt−2s+1), g(Zt−2s))p | Zt−2s]
)1/p
,
Then, using stationarity, we have the bounds
E
[
u∑
s=1
αps
]
,E
[
u∑
s=1
βps
]
≤ 4uE d(g(Z0), g(Z1))p = 2tE d(g(Z0), g(Z1))p . (9)
Additionally, by (7) and (8) and the fact that ϕ2j is 1-Lipschitz for each j ∈ Z, for the range
1 ≤ s ≤ u, we have
‖A(j)s −A(j)s−1‖ ≤ αs
‖B(j)s −B(j)s−1‖ ≤ βs .
We can thus apply Lemma 2.3 to conclude that∫ ∞
0
yp−1 sup
j∈Z
P
(
‖A(j)u ‖ > y
)
dy ≤ KE
[
u∑
s=1
αps
]
∫ ∞
0
yp−1 sup
j∈Z
P
(
‖B(j)u ‖ > y
)
dy ≤ KE
[
u∑
s=1
βps
]
,
where K = O(Sp(Z)p/2). Combining these estimates with (9) and our previous discussion, for
every even time t, we have
E
[
d(g(Z0), g(Zt))
p
]
≤ 4Kp23p−1DptE
[
d(g(Z0), g(Z1))
p
]
.
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Finally, if t is odd, then
E
[
d(g(Z0), g(Zt))
p
]
≤ 2p−1E
[
d(g(Z0), g(Zt−1))p
]
+ 2p−1E
[
d(g(Zt−1), g(Zt))p
]
≤ 8Kp23p−1DptE
[
d(g(Z0), g(Z1))
p
]
.
Thus (X, d) has Markov type p with constant Mp(X) = O(DSp(Z)).
3.3 Random partitions
We now recall that planar metrics, doubling metrics, and more general families of metric spaces
admit threshold embeddings into Hilbert space, and therefore, by our main theorem, have Markov
type 2.
Let (X, d) be a metric space. If P is a partition of X and x ∈ X, we will write P (x) for the
unique set of P containing x. A random partition of X is a probability space (Ω,Σ, µ), together
with a mapping ω 7→ Pω which associates to every ω ∈ Ω a partition Pω of X. We will use P to
denote such a random partition.
To sidestep issues of measurability, we will assume that every random partition P is supported
on only countably many partitions, each of which is composed of only countably many sets of X.
This presents no difficulty because it will hold in all the cases that arise. We refer to [LN06] for a
more detailed discussion.
We say that P is ∆-bounded if
P[∀S ∈ P,diam(S) ≤ ∆] = µ ({ω : ∀S ∈ Pω, diam(S) ≤ ∆}) = 1 .
We say that P is (ε, δ,∆)-padded if P is ∆-bounded, and for all x ∈ X,
P[B(x, ε∆) ⊆ P(x)] = µ ({ω : B(x, ε∆) ⊆ Pω(x)}) ≥ δ ,
where B(x,R) = {y ∈ X : d(x, y) ≤ R} denotes the closed ball around x. The next theorem follows
from the techniques of [Rao99] and [LMN05]. The result is well-known, but we could not find the
theorem stated explicitly, so we prove it here.
Theorem 3.2. Consider a metric space (X, d) and numbers ε, δ > 0. Suppose that for every ∆ > 0,
X admits an (ε, δ,∆)-padded random partition. Then (X, d) K-threshold embeds into Hilbert space,
where K ≤ 4
ε
√
δ
.
Proof. Fix τ > 0 and put ∆ = τ/2. We may assume that ∆ < diam(X). Let P be a (ε, δ,∆)-
padded random partition with associated probability space (Ω,Σ, µ). For each set S which occurs
as a member of
⋃
ω∈Ω Pω, let σS be an independent Bernoulli {0, 1} random variable. We use
(Ω′,P) to denote the product space encompassing (Ω, µ) and {σS}. Finally, consider the map
ϕτ : X → L2(Ω′,P) given by
ϕτ (x) = σP(x) · d(x,X \ P(x)) .
Observe that for x, y ∈ X, we have
‖ϕτ (x)− ϕτ (y)‖2L2(Ω′,P) = E |σP(x) · d(x,X \ P(x))− σP(y) · d(y,X \ P(y))|2 .
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First, we argue that ϕτ is 1-Lipschitz. This follows because if P(x) = P(y), then
|d(x,X \ P(x))− d(y,X \ P(y))| = |d(x,X \ P(x))− d(y,X \ P(x))| ≤ d(x, y) .
On the other hand, if P(x) 6= P(y), then
d(x,X \ P(x)), d(y,X \ P(y)) ≤ d(x, y) .
Finally, assume that d(x, y) ≥ τ which implies that d(x, y) > ∆. Since P is ∆-bounded, we
have P[P(x) 6= P(y)] = 1. Therefore,
E
∣∣σP(x) · d(x,X \ P(x))− σP(y) · d(y,X \ P(y))∣∣2
≥ P [B(x, ε∆) ⊆ P(x), σP(x) = 1, σP(y) = 0] · ε2∆2
≥ δ
4
ε2∆2 .
It follows that d(x, y) ≥ τ =⇒ ‖ϕτ (x)− ϕτ (y)‖L2(Ω′,P) ≥
√
δετ
4 , completing the proof.
The next series of results follow from Theorem 3.2 combined with Theorem 3.1 and the existence
of padded random partitions. The references for these partitions are [KPR93] for (i) and (iii), [LS10]
for (ii), [GKL03] for (iv), and [NS11] for (v). We refer to [LN05] for a treatment of (i),(iii), and
(iv).
Corollary 3.3. There is an absolute constant K > 0 such that the following results hold true.
i) If (X, d) is a planar graph metric, then M2(X) ≤ K.
ii) If (X, d) is a metric on a graph of (orientable) genus g > 1, then M2(X) ≤ K log g.
iii) If (X, d) is a metric on a graph which excludes Kh as a minor, then M2(X) ≤ Kh2.
iv) If (X, d) is λ-doubling for some λ ≥ 1, then M2(X) ≤ K log(1 + λ).
v) If (X, d) has finite Assouad-Nagata dimension, then X has Markov type 2.
4 Dimension reduction for martingales in smooth Banach spaces
The following dimension reduction lemma is a special case of the continuous-time version proved
in [KS91]. For an exposition of the discrete case, see [KW92, Prop. 5.8.3].
Lemma 4.1. Let {Mt} be an L2-valued martingale. Then there exists an R2-valued martingale
{Nt} such that for any time t ≥ 0, ‖Nt‖2 = ‖Mt‖2 and ‖Nt+1 −Nt‖2 = ‖Mt+1 −Mt‖2.
We now present a somewhat similar form of martingale dimension reduction for p-uniformly
smooth Banach spaces. Consider p ∈ (1, 2] and let Z be a p-uniformly smooth Banach space with
smoothness constant Sp(Z). It is known that for every z ∈ Z, there exists a unique functional
Jz ∈ Z∗ such that the following conditions hold.
i) ‖Jz‖ = ‖z‖p−1
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ii) 〈Jz, z〉 = ‖z‖p.
iii) There is a constant C = O(Sp(Z)p) such that for all x, y ∈ Z,
‖x+ y‖p ≤ ‖x‖p + p〈Jx, y〉+ C‖y‖p . (10)
See, for instance, [XR91, Eq. (3.8)] and [Chi09, Cor 4.17].
Lemma 4.2. For p ∈ (1, 2], the following holds. Let Z be a p-uniformly smooth Banach space
and let {Mt} be a Z-valued martingale with respect to the filtration {Ft}. Then there exists an
R2-valued martingale {Nt} and a constant K > 0 such that for any time t ≥ 0, the following holds.
i) ‖Mt −M0‖p  ‖Nt −N0‖22, and
ii) ‖Nt+1 −Nt‖22  K (‖Mt+1 −Mt‖p + E [‖Mt+1 −Mt‖p | Ft−1]) ,
where K = O(Sp(Z)p).
Proof. Suppose {Mt} is a martingale with respect to the filtration {Ft}. We may assume that
‖M0‖ = 0. Let {εt} be an independent, i.i.d. sequence of random signs. For z ∈ R2, let z⊥ ∈ R2
denote a unit vector perpendicular to z. We define an R2-valued process {Nt} with N0 = (0, 0).
Let C be the constant from (10). For t ≥ 1, we put
Nt = Nt−1
(
1 +
p
2
〈JMt−1 ,Mt −Mt−1〉1At−1 − δt−1
‖Nt−1‖22
)
+ εtN
⊥
t−1
(√
C + p‖Mt −Mt−1‖p/2 +√p (E [‖Mt −Mt−1‖p | Ft−1])1/2
)
.
where At−1 is the event {‖Mt−Mt−1‖p ≤ ‖Nt−1‖22} and δt−1 = E
[〈JMt−1 ,Mt −Mt−1〉1At−1 | Ft−1].
From the definition of δt−1 and the presence of εt, it is clear that {Nt} is a martingale.
We will prove claim (i) by induction. It holds trivially for t = 0. Now assume that ‖Mt−1‖p ≤
‖Nt−1‖22 for some t > 1. Using the definition of At−1, property (i) of the Jz functional, and our
inductive assumption, we have
|〈JMt−1 ,Mt −Mt−1〉|1Act−1 ≤ ‖Mt−1‖p−1 · ‖Mt −Mt−1‖1Act−1
≤ ‖Nt−1‖2(p−1)/p · ‖Mt −Mt−1‖1Act−1
≤ ‖Mt −Mt−1‖p . (11)
Since the martingale property implies E[〈JMt−1 ,Mt −Mt−1 | Ft−1〉] = 0, we have
|δt−1| =
∣∣∣E [〈JMt−1 ,Mt −Mt−1〉1Act−1 | Ft−1]∣∣∣ ≤ E [‖Mt −Mt−1‖p | Ft−1] . (12)
Now we apply property (iii) of the Jz functional to obtain
‖Mt‖p ≤ ‖Mt−1‖p + p〈JMt−1 ,Mt −Mt−1〉+ C‖Mt −Mt−1‖p . (13)
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On the other hand, using the definition of Nt, we have
‖Nt‖22 ≥ ‖Nt−1‖22 + p
(〈JMt−1 ,Mt −Mt−1〉1At−1 − δt−1)
+ (C + p)‖Mt −Mt−1‖p + pE [‖Mt −Mt−1‖p | Ft−1]
(12)
≥ ‖Nt−1‖22 + p〈JMt−1 ,Mt −Mt−1〉1At−1 + (C + p)‖Mt −Mt−1‖p
(11)
≥ ‖Nt−1‖22 + p〈JMt−1 ,Mt −Mt−1〉+ C‖Mt −Mt−1‖p
≥ ‖Mt−1‖p + p〈JMt−1 ,Mt −Mt−1〉+ C‖Mt −Mt−1‖p ,
where in the final line we have used the inductive hypothesis. Combined with (13), this yields
‖Mt‖p ≤ ‖Nt‖22, verifying claim (i).
We proceed to verify claim (ii). From the definition of At−1 and the inductive hypothesis, we
have
|δt−1| =
∣∣E [〈JMt−1 ,Mt −Mt−1〉1At−1 | Ft−1]∣∣
≤ E [‖Mt−1‖p−1‖Mt −Mt−1‖1At−1 | Ft−1]
≤ ‖Nt−1‖22 . (14)
Additionally, using property (i) of the Jz functional, the inductive hypothesis, and the definition
of At−1, we have
〈JMt−1 ,Mt −Mt−1〉21Ak−1
‖Nt−1‖22
≤ ‖Mt−1‖
2(p−1)‖Mt −Mt−1‖21At−1
‖Nt−1‖22
≤ ‖Mt −Mt−1‖
21At−1
‖Nt−1‖4(2−p)/p2
≤ ‖Mt −Mt−1‖p .
Finally, using (12) and (14) yields
|δt−1|2
‖Nt‖22
≤ E [‖Mt −Mt−1‖p | Ft−1] .
Combining the preceding two inequalities with the definition of Nt, we arrive at
‖Nt −Nt−1‖22 ≤ O(C) (‖Mt −Mt−1‖p + E [‖Mt −Mt−1‖p | Ft−1]) ,
completing the verification of claim (ii).
5 Non-linear analogs of Kwapien’s theorem
First, we recall a few definitions. A uniform embedding between metric spaces is an invertible
mapping such that both it and its inverse are uniformly continuous. A mapping f : X → L2 is a
coarse embedding if there are non-decreasing maps α, β : [0,∞)→ [0,∞) such that β(t)→∞ and
for all x, y ∈ X,
β(d(x, y)) ≤ ‖f(x)− f(y)‖2 ≤ α(d(x, y)) .
We begin by proving Theorem 1.9 which we restate for convenience.
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Theorem 5.1. A Banach space Z threshold-embeds into Hilbert space if and only if Z is linearly
isomorphic to a Hilbert space.
As a tool, we will need the next result which follows from techniques of [Ass83] and whose proof
we defer for a moment. We recall that if (X, d) is a metric space and ε ∈ (0, 1], we use (X, dε) to
denote the metric space with distance dε(x, y) = d(x, y)ε.
Lemma 5.2 ([Ass83]). If (X, d) threshold-embeds into L2 then for every ε ∈ (0, 1), the space
(X, d1−ε) bi-Lipschitz embeds into a Hilbert space.
Proof of Theorem 5.1. Since Z threshold-embeds into Hilbert space, it has Markov type 2 by The-
orem 3.1, hence it also has linear type 2 [Bal92]. One also has the following alternate and simpler
line of argument: Z has Enflo type 2 by Proposition 1.10, hence it also has linear type 2 [Enf70].
On the other hand, by Lemma 5.2, Z uniformly embeds into Hilbert space, and thus by [AMM85]
(see also [BL00, Cor. 8.17]), Z has cotype 2. Now Kwapien’s theorem [Kwa72] implies that Z is
isomorphic to a Hilbert space.
We now prove Lemma 5.2. The argument is folklore, but we could not find it written explicitly.
Proof of Lemma 5.2. Suppose that {ϕτ : X → L2 : τ > 0} is a K-threshold-embedding of X into
L2. Using [MN04, Lem. 5.2], we may assume that {ϕτ : X → L2 : τ > 0} is a 2K-threshold-
embedding with the additional property that supx∈X ‖ϕτ (x)‖ ≤ τ for all τ > 0. By scaling, we
may assume that each ϕτ is 1-Lipschitz.
Let {en}n∈Z be an orthornormal basis for `2 and define the map Φ : X → L2 ⊗ `2 by
Φ(x) =
∑
n∈Z
2−εnϕ2n ⊗ en .
Fix x, y ∈ X and let m ∈ Z be such that d(x, y) ∈ [2m, 2m+1). On the one hand, we have
‖Φ(x)− Φ(y)‖L2⊗`2 ≥ 2−εm‖ϕ2m(x)− ϕ2m(y)‖ ≥ 2−εm
2m
2K
≥ d(x, y)
1−ε
4K
.
On the other hand,
‖Φ(x)− Φ(y)‖2L2⊗`2 =
∑
n∈Z
2−2εn‖ϕ2n(x)− ϕ2n(y)‖2
≤
∑
n<m
2−2εn22n + 22(m+1)
∑
n≥m
2−2εn
≤ O
(
1
ε
)
22(1−ε)m
≤ O
(
1
ε
)
d(x, y)2(1−ε) .
We can now move on to some partial non-linear analogs of Kwapien’s theorem. By [AMM85] and
[Ran06], respectively, it is known that if a Banach space Z admits a uniform or coarse embedding
into Hilbert space, then Z has cotype 2. On the other hand, there do exist Banach spaces of cotype
2 that do not uniformly or coarse embed into Hilbert space (e.g. C1 the Schatten trace class); see
[BL00, §8.2].
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Theorem 5.3. Suppose that a Banach space Z admits a coarse or uniform embedding into a Hilbert
space. Then a subset X ⊆ Z has Markov type 2 if and only if X threshold-embeds into a Hilbert
space.
To prove this, we need a few definitions. Consider a metric space (X, d). We recall that an ε-net
is a maximal subset N ⊆ X such that d(x, y) ≥ ε for all x, y ∈ N . Say that a map f : X → L2 is
τ -thresholding if for all x, y ∈ X, we have d(x, y) ≥ τ =⇒ ‖f(x)−f(y)‖ ≥ τ . Define the parameter
Λτ (X, ε) ..= inf
 supx,y∈X
d(x,y)≥ετ
ε‖f(x)− f(y)‖2
d(x, y)
: f : X → L2 is τ -thresholding
 .
Finally, we define Λ(X, ε) = supτ>0 Λτ (X, ε). Any separable metric space X trivially satisfies
Λ(X, ε) ≤ 1. We say that (X, d) is Λ-nontrivial if lim infε→0 Λ(X, ε) = 0. Otherwise, we say that
(X, d) is Λ-trivial. The next result is straightforward.
Lemma 5.4. If (X, d) is Λ-nontrivial, then so is a subset Y ⊆ X.
Now we are in position to use Markov type 2 in conjunction with Ball’s extension theorem.
Lemma 5.5. If (X, d) is Λ-nontrivial, then X has Markov type 2 if and only if X threshold embeds
into L2.
Proof. In light of Theorem 3.1, we need only prove the only if direction. Suppose that M2(X) ≤ C.
By Ball’s extension theorem (Theorem 1.2), there exists a constant Cˆ = O(C) such that every
Lipschitz map from a subset of X into L2 admits a Lipschitz extension whose Lipschitz constant
is larger by at most a factor of Cˆ.
Fix some τ > 0. Since X is Λ-nontrivial, there exists an ε < 14 and a mapping f : X → L2 such
that for any (ετ)-net N ⊆ X, we have ‖f |N‖Lip ≤ 18Cˆε and which satisfies, for all x, y ∈ X,
d(x, y) ≥ τ
2
=⇒ ‖f(x)− f(y)‖ ≥ τ
2
. (15)
Let f˜ : X → L2 be the extension of f |N guaranteed by Ball’s extension theorem, so that ‖f˜‖Lip ≤ 18ε .
Fix any x, y ∈ X with d(x, y) ≥ τ and let x′, y′ ∈ N be such that d(x, x′), d(y, y′) ≤ ετ . In
particular, since ε < 14 , we have d(x
′, y′) ≥ τ/2. Using the triangle inequality yields
‖f˜(x)− f˜(y)‖ ≥ ‖f˜(x′)− f˜(y′)‖ − 2ετ‖f˜‖Lip
≥ ‖f(x′)− f(y′)‖ − τ
4
≥ τ
2
− τ
4
=
τ
4
,
where in the final line we have used (15). Since τ > 0 was arbitrary, this proves that X threshold-
embeds into L2, completing the proof.
The next two lemmas, combined with Lemmas 5.4 and 5.5, comprise a proof of Theorem 5.3.
Lemma 5.6. If a Banach space Z admits a coarse embedding into L2 then Z is Λ-nontrivial.
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Proof. Let f : Z → L2 be a coarse embedding with moduli α, β. Since Z is a normed space, its
metric is convex, and we can assume that f is Lipschitz for large distances (see, e.g., [BL00, Prop.
1.11]). Thus after rescaling f (and the moduli α, β), we may assume that
‖x− y‖Z ≥ 1 =⇒ ‖f(x)− f(y)‖2 ≤ ‖x− y‖Z . (16)
Now, by homogeneity, to show that Z is Λ-nontrivial, it suffices to show that for every δ > 0,
there exist τ, ε such that
Λτ (Z, ε) < δ .
To this end, let τ > 0 be chosen large enough so that β(τ) > δ−1, and define g = f · τβ(τ) . Also,
we put ε = 1/τ . First, if ‖x− y‖Z ≥ τ , then ‖g(x)− g(y)‖2 ≥ τβ(τ)‖f(x)− f(y)‖2 ≥ τ , hence g is
τ -thresholding.
Next, consider any pair x, y ∈ Z with ‖x− y‖Z ≥ ετ = 1. Then,
ε · ‖g(x)− g(y)‖2‖x− y‖Z =
‖g(x)− g(y)‖2
τ‖x− y‖Z =
‖f(x)− f(y)‖2
β(τ)‖x− y‖Z ≤
1
β(τ)
< δ ,
where in the penultimate inequality, we have used (16).
Lemma 5.7. If a Banach space Z admits a uniform embedding into L2 then Z is Λ-nontrivial.
Proof. Let f : Z → L2 be a uniform embedding. Since f−1 is uniformly continuous, there exists a
τ > 0 such that ‖x − y‖Z ≥ 1 =⇒ ‖f(x) − f(y)‖2 ≥ τ . By rescaling, we may assume that f is
τ -thresholding.
Then by a simple metric convexity argument, we have
sup
x,y∈Z
‖x−y‖Z≥ετ
ε‖f(x)− f(y)‖2
‖x− y‖Z ≤ supx,y∈Z
ετ/2≤‖x−y‖Z≤ετ
2‖f(x)− f(y)‖2
τ
.
The latter quantity goes to 0 as ε→ 0, since f is uniformly continuous. Hence Λτ (Z, ε)→ 0. Thus
by homogeneity, Z is Λ-nontrivial.
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