Abstract. We explore the problem of finding the Hausdorff dimension of the set of points that recur to shrinking targets on a self-affine fractal. To be exact, we study the dimension of a certain related symbolic recurrence set. In many cases this set is equivalent to the recurring set on the fractal.
Introduction
Given a dynamical system (X, T ), and a sequence B = (B k ) of subsets of X, a shrinking target problem is the study of the size of the recurring set R(B) = x ∈ X : T k (x) ∈ B k for infinitely many k ∈ N .
Viewing the sets B k as "targets," the set R(B) is the set of points whose orbits under the dynamics hit the targets infinitely often. Interest in recurrence is classical in the study of dynamical systems. There are many ways to interpret the "size" of R(B). One way is with respect to an invariant measure on X. In this context, for example, for any positive measure set B ⊂ X, the Poincaré recurrence theorem implies that almost all points of X return to B infinitely often, so that R(B) has full measure when B k = B for all k. It is thus fairly natural to ask what happens when the targets shrink. In many settings R(B) has either full or zero measure depending on the rate of shrinking of B k . See, for example, Chernov and Kleinbock [CK01] for a general treatment of such a problem.
For exponentially decreasing balls on Julia sets, Hill and Velani calculated first the Hausdorff dimension [HV95] and then the Hausdorff measure [HV02] of the recurring set, in the latter case proving a 0-1-law for R(B). Further, in [HV99] they considered the dimension of R(B) for toral automorphisms. More recently, the problem has been studied for infinitely branching Markov maps [Ree] , piecewise expanding maps of the unit interval [PR] and in the dynamical system of continued fraction expansions [LWWX14] . In all of these cases the dimension of the recurring set is given as a zero point of a generalized pressure functional.
Recurring points are not only an interesting object in abstract settings; they also appear in number theory in the study of Diophantine approximation. Khintchine's Theorem, usually stated as a 0-1-law for the set of "approximable" points in R d , can be interpreted as a 0-1-law for the recurring set of shrinking targets on a torus, with the dynamics given by translation. This connection to toral translations is made pleasantly visible by Fayad [Fay06] , where among other things he gives a proof of a result of Kurzweil [Kur55] from this point-of-view. Similarly, one can interpret the classical Jarník-Besicovitch theorem as a dimension result for a recurring set of shrinking targets on the torus. For a more recent example, see Bugeaud, Harrap, Kristensen and Velani [BHKV10] .
The above results mainly focus on conformal dynamical systems. In this note we study the shrinking target problem in a simple nonconformal case, namely, under affine dynamics. In particular, we will calculate the dimension of the recurring set on a certain fractal set, the definition of which will be given next.
Hutchinson [Hut81] originated the systematic study of iterated function systems (IFSs) {f 1 , . . . , f m }, which define a fractal set through the identity E = ∪ m i=1 f i (E). In particular, the self-affine fractal is the unique, nonempty, compact set E satisfying
generated by iterating the affine maps {f i = T i + a i } i=1,...,m . Here {T 1 , . . . , T m } is a collection of bijective linear contractions on R d and a 1 , . . . , a m ∈ R d are translation vectors. If the images f i (E) are disjoint it is possible to define a mapping F : E → E by setting
, for all i = 1, . . . , m. This sets up a dynamical system (E, F ), and so it makes sense to formulate a shrinking target problem on E.
The study of dimensional properties of self-affine sets comes in two branches: On one hand, as self-affine carpets due to, originally, Bedford [Bed84] and McMullen [McM84] , and on the other, for generic selfaffine sets in the footsteps of Falconer [Fal88] . In this paper we consider a shrinking target problem associated to the set E in the sense of Falconer, that is, for generic translations a = (a 1 , . . . , a m ) ∈ R dm . A complementary problem of mass escape for carpet type sets has been studied by Ferguson, Jordan and Rams in [FJR] .
The main result of this article can be stated informally as follows.
Main Theorem (An informal version of Theorem 1). The dimension of the recurring set to shrinking targets on self-affine fractals is almost surely the unique zero-point s 0 ∈ R + of a modified pressure function P (s).
We will impose a quasimultiplicativity condition (4) on the maps T i , and give the modified pressure formula (3). In this article, the target sets B k are dynamical balls corresponding to cylinder sets in the symbolic space (for definitions, see §2.1). These target sets match the dynamics on the set. The method of proof is largely classical and the main difficulty lies in finding the right definition for the pressure functional. Also, in order to obtain the lower bound we need to construct a Cantor type subset of the recurring set. We do this in the spirit of the proof of the mass transference principle of Beresnevich and Velani [BV06] . Their result cannot be applied to the affine setting directly.
Even though this formulation of the problem is a very natural starting point to the analysis of shrinking targets for nonconformal dynamics, many interesting generalizations remain. We discuss these in detail in §6.
2.1. Self-affine fractals and symbolic dynamics. It is standard to associate to E a a symbolic dynamical system given by the left shift σ on the sequence space A N = {1, . . . , m} N . One identifies points i = (i 1 , i 2 , . . . ) ∈ A N with points on E a through the projection
and if this projection is injective, then σ induces a well-defined dynamical system on E a , taking the point π(i) = p ∈ E a to f −1 i 1 (p). In this case, the shrinking targets problem (defined in the next section) on the symbolic dynamical system corresponds to a shrinking targets problem on the fractal with the dynamics induced by σ.
2.2.
Shrinking targets on a symbolic dynamical system. A natural way to define a shrinking targets problem on the dynamical system σ : A N → A N is to select a target point j ∈ A N and define the targets to be cylinder sets
of increasing length k ∈ N (and hence decreasing diameter) around that point, where j| k and i| k denotes the truncations (j 1 , . . . , j k ) and (i 1 , . . . , i k ) of j and i, respectively. In this paper we treat the shrinking targets problem for B = {B k } k∈N where B k = [j| ℓ k ] and {ℓ k } ⊆ N is some fixed (non-decreasing) sequence. We denote the recurring set R(B) by R(j). It is exactly
where
2.3. Shrinking targets on self-affine fractals. We project our symbolic shrinking targets problem to the fractal E a through π. That is, we seek the Hausdorff dimension of the set
An intuitive interpretation is to think of the shrinking targets around π(j) as the succession of "construction sets" of E a to which π(j) belongs. (One may think of the stardard Cantor set, for example, and take the shrinking targets to be subintervals appearing in its standard construction.) Though these are very natural shrinking targets on a fractal, the notion is really only meaningful if the affine maps {f i } satisfy a strong enough separation condition. Still, the set R(π(j)) is well-defined and can be studied regardless. We discuss this issue further in §6.
List of notations
This list of standard notations may be used as reference.
• A N = {1, . . . , m} N is the sequence space on m letters.
• j| k = j 1 j 2 . . . j k is the string obtained by truncating j ∈ A N .
• |i| is the length of a finite word i = (i 1 , . . . , i k ), so for example
• [q] = {i ∈ A N : i| |q| = q} is the cylinder set defined by the finite word q.
• Let f i :
The singular value function
For a linear map T :
as the lengths of the semiaxes of the ellipsoid T (B(0, 1)). For any 0
where ⌊t⌋ is the integer part of t and {t} is the fractional part. The function ϕ t (T ) is called the singular value function, and it satisfies
for all sufficiently small δ > 0. The singular value function is submultiplicative, that is, if also U :
For proofs see [Fal88] , for example. We study collections of linear maps for which there exists some constant D ∈ (0, 1) such that
for any finite words i, i ′ . This condition holds, for example, for similarities and for maps on R 2 satisfying the cone condition, meaning that there is a cone that is mapped strictly into itself by all the T i 's, see Käenmäki and Shmerkin [KS09] .
The main result and its proof
Given the affine maps {f i } i=1,...,m , a point j ∈ A N , and s ∈ R + , we define
This is a modification of the standard pressure function. We prove that the Hausdorff dimension of the recurring set R(π(j)) is almost surely the unique zero point s 0 ∈ R + of P (·, j).
Theorem 1. Let E a be the fractal determined by the affine maps
, and suppose there is some D ∈ (0, 1) such that
. Consider shrinking targets defined by cylinder sets of length {ℓ k = L · k} k∈N ⊆ N around some fixed j ∈ A N , where L > 0. Then, for any σ L -ergodic measure on A N there is a unique number s 0 ∈ R + satisfying P (s 0 , j) = 0 for almost all j, and for almost every a ∈ R dm , the Hausdorff dimension of the recurring set R(π(j)) ⊂ E a equals s 0 .
On the other hand, if ℓ k ≥ g(k) · k where g(k) is an increasing divergent sequence, then the Hausdorff dimension of R(π(j)) is 0 for every a ∈ R dm .
Remark. If the maps {T i +a i } m i=1 satisfy the strong separation condition then the set R(a, j) from Theorem 1 has a dynamical meaning as a subset of the fractal E a . 5.1. Existence and uniqueness. The next lemma shows that if ℓ k = L · k for some L ∈ N, then the number s 0 ∈ R + such that P (s 0 , j) = 0 exists and is unique. It is furthermore almost surely independent of j with respect to any σ L -invariant measure.
Lemma 2. Under the assumptions of Theorem 1, and with respect to any σ L -ergodic probability measure on A N , there almost surely exists a number s 0 ∈ R + satisfying P (s 0 , j) = 0. Furthermore, this number is unique and almost surely independent of j ∈ A N .
and set X(m, n) = Y (m, n) − 2 log D, where D comes from (4). We will apply Kingman's subadditive ergodic theorem to the sequence X(m, n) with respect to the transformation σ L , so we must check that X is subadditive and σ L -equivariant. Clearly all X(m, n) are integrable, since they only depend on finite words.
Equivariance follows from the calculation
For subadditivity we must check that X(0, n) ≤ X(0, m)+X(m, n). The right-hand side is
Therefore, by the subadditive ergodic theorem, there almost surely exists a limit
n which is σ L -invariant and so almost everywhere constant in j with respect to any σ L -ergodic measure. Notice that the limit is continuous and strictly decreasing in s since by (2),
where 0 < σ − = min i σ d (T i ) and σ + = max i σ 1 (T i ) < 1. Since P (0, j) > 0 and P (s, j) → −∞ when s → ∞, the existence of a unique zero follows.
Upper bound.
The following lemma shows that s 0 is an upper bound for the dimension of the recurring set R(π(j)).
Lemma 3. Let {ℓ k } ⊆ N be a non-decreasing divergent sequence and suppose that P (·, j) is decreasing, with unique zero s 0 ∈ R. Then the Hausdorff dimension of R(π(j)) is bounded above by s 0 .
Proof. We will show that for any t > s 0 , we have H t ( R(π(j)) = 0, where H t denotes Hausdorff measure. Notice that when t > s 0 , then for all large k,
for some ε > 0. Therefore
For all N, we have that
Since the T i 's are contractions, there is some M > 0 sufficiently large
, and therefore
Recall that σ 1 (T ij| ℓ k ), . . . , σ d (T ij| ℓ k ) are the lengths of the semiaxes of the ellipsoid T ij| ℓ k (B(0, 1)), in decreasing order. Therefore, the number of cubes of side-length σ ⌊t⌋+1 q(T ij| ℓ k ) required to cover the sets f ij| ℓ k (B(0, M)) is bounded by
where A > 0 is some constant. We can bound the Hausdorff measure
But N ∈ N was arbitrary, so recalling (5), we can take N → ∞ to see that H t ( R(π(j))) = 0. This proves the lemma.
The next lemma shows that if the shrinking targets are projected cylinder sets whose lengths grow super-linearly, then the corresponding recurring set is zero-dimensional.
Lemma 4. Suppose the sequence {ℓ k } k∈N is "super-linear" in the sense that
because for all k large enough, the parenthetical quantity is < 1/2 (say). The argument from the proof of Lemma 3 shows that H δ ( R(π(j))) = 0, and proves the lemma. 5.3. Lower bound. Fix numbers s < t < s 0 . Let (n k ) be a sequence of natural numbers. Let C = ∞ k=1 R(n k ), where
Notice that C(k) = R(n k ) are finite unions of compact cylinder sets and thus compact, so that C is compact as well. Furthermore, C ⊂ R = lim sup R(k), and we hope to prove that dim H C ≥ s.
Lemma 5. Let E a and {ℓ k } be as in Theorem 1. Fix t < s 0 . Then there is a probability measure µ supported on C, and a constant H, satisfying
for all finite words q.
Remark.
A possible route to a measure µ satisfying (6) is to adapt [Käe04] . This could possibly relieve the need for condition (4) in the proof below. Unfortunately, the results of [Käe04] cannot be directly applied in the current case because here the measure µ needs to be supported on the set C, whereas we have no control over the support of the measure in [Käe04] . Since the condition (4) is also used to prove Lemma 2 and thus his methods would not offer an immediate improvement of our results, we present an alternative method for finding µ.
Proof. Let (n k ) be a sequence of natural numbers to be fixed later, with the property that n k ≥ n k−1 + ℓ n k−1 for all k ∈ N. Let
is the set of i of length k that can be extended to be elements of C (as defined above). This way µ n k is supported on the set of points that recur to the shrinking targets at times n 1 , n 2 , . . . , n k . Define µ as the limit of a convergent subsequence of {µ k }. Let |q| = q. With condition (4) we have that
for all k > q. We will now prove that the sequence {n k } can be chosen so that there is some κ > 0 such that
for all sufficiently large q. This will prove the lemma with H = (Dκ) −1 . Clearly, Σ q decreases in intervals of the form n k ≤ q ≤ n k + ℓ n k , so we first show that given a non-decreasing ι : N → R, we can choose {n k } so that Σ n k +ℓn k ≥ ι(k) for all k.
Recall that P (s, j) is decreasing in s. Therefore, since t < s 0 , there is some ε > 0 such that
for all k sufficiently large. Hence there is a number n 1 such that
Proceeding inductively, assume we have already chosen n 1 , n 2 , . . . , n k−1 such that
Now, by the induction hypothesis,
as long as we choose n k sufficiently large. Notice that the quantity in square brackets is a positive number only depending on our choices of n 1 , . . . , n k−1 , so we can certainly choose n k large enough that (9) exceeds ι(k), as claimed. Now, suppose that we are in an interval of the form n k + ℓ n k ≤ q ≤ n k+1 , and q − n k − ℓ n k = ℓ. Then (4) implies that
Since t < s 0 < dim E a , the expression i=ℓ ϕ t (T i ) is bounded below by a constant that is uniform over ℓ ∈ N, which proves that there is some κ > 0 such that Σ q ≥ κ for q sufficiently large, as wanted.
Returning to (7), the lemma is proved with H = (Dκ) −1 .
Lemma 6. The image measure π * µ given by Lemma 5 has finite senergy for almost all a.
Proof. Using [Fal88, Lemma 3.1], [Sol98, Proposition 3.1], and Fubini's theorem, the problem inside any ball of radius ρ reduces to the study of finiteness of
Now, using (6), the fact that µ is a probability measure, and t > s
Since ρ is arbitrary, the claim follow for almost all a.
Proof of Theorem 1. Fix a center j and a sequence of target sizes ℓ k = Lk. Notice first that the existence and uniqueness of the zero point s 0 of the pressure follow from Lemma 2, and the estimate dim H R(π(j)) ≤ s 0 from Lemma 3. For the lower bound, let s < s 0 . By Lemma 6 and the potential theoretic characterization of the Hausdorff dimension, since µ is supported on C, we have dim H π(C) ≥ s almost surely. Approaching s 0 along a sequence gives the lower bound for the dimension of π(C) ⊂ R(π(j)).
The final claim follows from Lemma 4.
Discussion and further questions
Even though R(j) is a recurring set in the symbolic space, there are cases where its projection R(π(j)) = π(R(j)) is not a recurring set on the fractal E. In this section we formulate a corollary describing sets E for which R(π(j)) is a recurring set. To that end, define
Notice that F is well defined in the set E \ π(I).
It is in general a nontrivial question to decide what is a natural measure on a self-affine set E, but one candidate is the (dim H E)-Hausdorff measure on the set. With respect to this measure, as long as dim H I < dim H E, F is defined almost everywhere in the space and we may study the shrinking target problem for (E, F ).
Recall from Section 2.1 that the dynamics F on the fractal and the shift operator in the symbolic space are conjugates where F is well defined. That is, when a point π(i) = x ∈ E has a unique representation
Corollary 7. In addition to assumptions of Theorem 1, assume that dim H π(I) < s 0 . Then
for almost all a.
Proof. Notice that s 0 ≤ dim H E, so that F is well defined almost everywhere and the statement makes sense. Then
giving the claim through Theorem 1.
The hypothesis of Corollary 7 is satisfied for a positive proportion of translations, for large classes of self-affine sets. For example, consider a set E with the strong separation condition (SSC), that is, a set satisfying f i (E) ∩ f j (E) = ∅ for i = j. Since E is compact, SSC is an open condition in that if it is satisfied for one a, it is also satisfied for all small perturbations of a. Further, as an example of a system with SSC, think of a self-affine carpet with the rectangular open set condition, that is, an IFS satisfying for all i = j, for a closed cube Q, first of all that f i (Q) ⊂ Q, and further f i (Q) ∩ f j (Q) = ∅. Often in this case the singular value function is multiplicative and Theorem 1 applies.
We finish with a list of a few possible generalizations of Theorem 1 and Corollary 7.
• Will the claim of Theorem 1 remain true without condition (4)?
• What about recurrence under F to geometric sets B k , for example to balls in R d ? What could be the counterpart of s 0 ? One has to be a little careful when stating a result of this type since, as pointed out above, in the overlapping cases F is not even well-defined, and in most cases the corresponding symbolic problem becomes very hard to track. In our treatment it is possible that points fairly close to the target point π(j) on the fractal set are not considered to be recurring, if they are far away from j in the symbolic space. Taking this kind of shortcut becomes impossible in the geometric case.
• In the current proof we have concentrated on a specific example of target B k , but by studying different target sequences, decreasing with some other rate, one could maybe extend this set-up to a 0 − 1-law. The first problem in moving to that direction is, which measure on the fractal set is a natural measure?
