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Abstract In this article, the piecewise-linear finite element method (FEM) is applied
to approximate the solution of time-fractional diffusion equations on bounded con-
vex domains. Standard energy arguments do not provide satisfactory results for such a
problem due to the low regularity of its exact solution. Using a delicate energy anal-
ysis, a priori optimal error bounds in L2(Ω)-, H1(Ω)-norms, and a quasi-optimal
bound in L∞(Ω)-norm are derived for the semidiscrete FEM for cases with smooth
and nonsmooth initial data. Themain tool of our analysis is based on a repeated use of
an integral operator and use of a tm type of weights to take care of the singular behav-
ior of the continuous solution at t = 0. The generalized Leibniz formula for fractional
derivatives is found to play a key role in our analysis. Numerical experiments are
presented to illustrate some of the theoretical results.
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analysis · Nonsmooth data.
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1 Introduction
In this paper, we investigate the error analysis via energy arguments of a semidiscrete
Galerkin finite element method (FEM) for time-fractional diffusion problems of the
form: find u = u(x, t) such that
u′(x, t)+ ∂ 1−αt L u(x, t) = f (x, t) in Ω × (0,T ], (1)
with u(x,0) = u0(x) in Ω , subject to homogeneous Dirichlet boundary conditions,
that is, u(x, t) = 0 on ∂Ω×(0,T ]. HereL u=−div(a(x)∇u), Ω is a bounded, convex
polygonal domain in R2 with boundary ∂Ω , f , a and u0 are given functions defined
on their respective domains. In (1), u′ is the time partial derivative of u and ∂ 1−αt :=
RD1−α is the Riemann–Liouville time-fractional derivative defined by: for 0<α < 1,
∂ 1−αt ϕ(t) :=
∂
∂ t
I
α ϕ(t) :=
∂
∂ t
∫ t
0
ωα(t− s)ϕ(s)ds with ωα(t) := t
α−1
Γ (α)
, (2)
(I α is the Riemann–Liouville time-fractional integral). We assume that the source
term f and the diffusivity coefficient function a are sufficiently regular and
0< amin ≤ a(x)≤ amax < ∞ on Ω . (3)
Several numerical techniques for the problem (1) (with constant diffusivity co-
efficient) in one and several space variables have been proposed with various types
of spatial discretizations including finite difference, finite volume or spectral element
methods, see [2,9,8]. For the time discretization, different time-stepping schemes
(implicit and explicit) have been investigated including finite difference, convolution
quadrature, and discontinuous Galerkin methods, see [3,4,5,16,19,21]. The error
analyses in most studies in the existing literature typically assume that the solution u
of (1) is sufficiently regular including at t = 0, which is not practically the case, see
[11]. Indeed, assuming high regularity on u imposes additional compatibility condi-
tions on the given data, which are not reasonable in many cases.
Though the numerical approximation of the solution u of (1) was considered by
many authors over the last decade, the optimality of the estimates with respect to the
solution smoothness expressed through the problem data, f and u0, was considered in
a few papers for the case of constant diffusivity and quasi-uniformmeshes. Obtaining
sharp error bounds under reasonable regularity assumptions on u has proved challeng-
ing. The first optimal L2(Ω)-error estimate for the Galerkin finite element solution
of (1) with respect to the regularity of initial data was established [14]. More pre-
cisely, for t ∈ (0,T ], convergence rates of order h2tα(δ−2)/2 (h denoting the maximum
diameter of the spatial mesh elements) were proved assuming that the initial data
u0 ∈ H˙δ (Ω) for δ = 0, 2 (see, Section 2 for the definition of these spaces). The proof
was based on some refined estimates of the Laplace transform in time for the error. In
[15], by using a similar approach, the same authors derived O(h2ℓ2ht
−α(2−δ )/2) con-
vergence rates in the stronger L∞(Ω)-norm, where ℓh = max{1, | logh|}. For δ = 0,
u0 was assumed to be in L
∞(Ω), while for δ = 2, u0 was assumed to be inC
2(Ω) and
vanishes on ∂Ω . Recently, in [13], the error analysis of a first order semidiscrete time-
stepping scheme for problem (1) with f ≡ 0 allowing nonsmooth u0, using discrete
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Laplace transform technique. Since standard energy arguments are used heavily in the
error analysis of Galerkin FEMs for classical diffusion equations, it is more pertinent
to extend the analysis to these time-fractional order diffusion problems with a vari-
able diffusivity. Since tm and ∂ 1−αt L do not commute, extending these arguments to
problem (1) is not a straightforward task, especially in the case of nonsmooth u0.
The main motivation of this work is to propose delicate energy arguments ap-
proach to derive optimal error estimates of the semidiscrete Galerkin FEM for the
problem (1) for both smooth and nonsmooth initial data u0. Earlier, for smooth u0, a
quasi-optimal error estimate of order O(h2ℓh) in L
∞(L2)-norm was derived in [17]
using direct energy arguments. The proposed technique in this work has several
advantages over the approaches used in [14,15] to show optimal error bounds for
smooth and nonsmooth u0. Some of these are: (1) allowing variable coefficients, (2)
the source term f can depend on the unknown solution u, that is, the fractional diffu-
sion problem (1) is semilinear (see Remark 1), (3) the quasi-uniform mesh assump-
tion is not required to show the convergence results in Hm-norm for m = 0,1, and (4)
the proposed energy argument approach can be applied to other fractional diffusion
problems. For instance, the achieved error bounds in Theorems 1, 3 and 4 can be
extended to the time-fractional diffusion equation,
C∂ αt u(x, t)+L u(x, t) = f (x, t) for 0< α < 1, (4)
where C∂ αt v(t) :=I
1−α v′(t) is the Caputo derivative. The error estimate in Theorem
1 provides an improvement of the result obtained in [7, Theorem 3.7]. For constant
diffusivity, using a semigroup approach and assuming that the mesh is quasi-uniform,
the derived error bound therein involves a logarithmic factor.
Outline of the paper. In Section 2, we recall some smoothness properties of the
solution u, we also state and derive some technical results. In Section 3, we intro-
duce our semidiscrete finite element scheme and recall some error results. We claim
that a direct application of energy arguments to problem (1) does not lead to optimal
convergence rates even when the initial data u0 ∈ H˙2(Ω). In Section 4, for t ∈ (0,T ]
and for u0 ∈ H˙δ (Ω), an optimal error estimate in L2(Ω)-norm of order h2t−α(2−δ )/2
is established when 0 ≤ δ ≤ 2, see Theorem 1. In Section 5, a superconvergence
gradient error bound is obtained, see Theorem 2. As a consequence, an optimal
O(ht−α(2−δ )/2) estimate in the H1(Ω)-norm is derived for 0 ≤ δ ≤ 1, see Theorem
3. However, for 1 < δ ≤ 2, we showed an O(ht−α(1−δ )/2max{1,(h/t)−α(1−δ )/2})
error estimate, reduces to ht−α(2−δ )/2 for t = O(h). Furthermore, assuming that
u0 ∈ H˙δ (Ω)∩L∞(Ω) and the mesh is quasi-uniform, a quasi-optimal error estimate
of order h2ℓ
5/2
h t
−α(3−δ )/2 in the stronger L∞(Ω)-norm is proved in Theorem 4. Partic-
ularly relevant to this a priori error analysis is the appropriate use of several properties
of the time-fractional integral and derivative operators. Numerical tests are presented
in Section 6 to confirm some of our theoretical findings. Throughout the paper,C is a
generic positive constant that may depend on α and T , but is independent of h.
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2 Regularity and technical results
Smoothness properties of the solution u of the fractional diffusion problem (1) play a
key role in the error analysis of the Galerkin FEM, particularly, since u has singularity
near t = 0, even for smooth given data. Below, we state the required regularity results
for problem (1) in terms of the initial data u0 and the source term f . For 0≤ r, µ ≤ 2,
tq‖u(q)(t)‖r+µ ≤C(1+Tαµ/2)t−αµ/2dr(u0, f ), for q ∈ {0,1}, (5)
with r+ µ ≤ 2, where dr(u0, f ) = ‖u0‖r +∑q+1m=0
∫ T
0 s
m‖ f (m)(s)‖r ds. Here, ‖ · ‖r de-
notes the norm on the Hilbert space H˙r(Ω) defined by ‖v‖2r = ∑∞j=1 λ rj (v,φ j)2, where
{λ j}∞j=1 are the eigenvalues of the elliptic operator L (subject to homogeneous
Dirichlet boundary conditions) and {φ j}∞j=1 are the associated orthonormal eigen-
functions. Noting that, H˙r(Ω) =Hr(Ω) for 0≤ r < 1/2, H˙r(Ω) =C∞0 (Ω) in Hr(R2)
for r = 1/2, and for convex polygonal domains, H˙r(Ω)= {w∈Hr(Ω) :w= 0 on ∂Ω}
for 1/2< r ≤ 2, where Hr(Ω) is the standard Sobolev space with H0(Ω) = L2(Ω).
For constant diffusivity, over the convex domain Ω , the regularity property (5)
follows by combining the results of Theorems 4.1, 4.2 and 5.6 in [11]. In the proof, it
was used that the operator L (subject to homogeneous Dirichlet) is positive definite
and possess a complete eigensystem. These properties remain valid if the diffusivity
coefficient function a is sufficiently regular and satisfies the positivity assumption (3).
Next, we state the positivity properties of the fractional operators I α and ∂ 1−αt ,
and derive some technical results that will be used in the subsequent sections. By
[18, Lemma 3.1 (ii)], and since the bilinear form A(·, ·) associated with the operator
L (that is, A(v,w) = (a∇v,∇w)) is symmetric positive definite on the Sobolev space
H10 (Ω), it follows that for piecewise time continuous functions ϕ : [0,T ]→ H10 (Ω),∫ T
0
A(I α ϕ ,ϕ)dt ≥ cos(αpi/2)
∫ T
0
‖√a∇I α/2ϕ‖2dt ≥ 0 for 0< α < 1, (6)
where ‖ϕ‖ :=
√
(ϕ ,ϕ) denotes the L2(Ω)-norm. Furthermore, by [12, Lemma A.1],
the following holds: for W 1,1(0,T ;H10 (Ω)),∫ T
0
A(∂ 1−αt ϕ(t),ϕ(t))dt ≥
1
2
sin(αpi/2)T α−1
∫ T
0
‖√a∇ϕ(t)‖2dt . (7)
The next lemma will be used frequently in our convergence analysis. In the proof,
we use the following integral inequality: if for any τ ∈ (0, t), |φ(τ)|2 ≤ |φ(0)|2 +
2
∫ τ
0 |φ(s)| |ψ(s)|ds, then |φ(t)| ≤ |φ(0)|+
∫ t
0 |ψ(s)|ds, see [2, Lemma 4].
Lemma 1 Let κ ∈ {0,1} and let Bα = ∂ 1−αt or Bα = I α . Assume that
κ(v(t),χ)+ (1−κ)(v′(t),χ)+A(Bαv(t),χ) = (w(t),χ), ∀ χ ∈Vh, (8)
for t ∈ (0,T ]. Then
κ
∫ t
0
‖v‖2ds+(1−κ)‖v(t)‖2≤ (1−κ)
(
‖v(0)‖+
∫ t
0
‖w‖ds
)2
+κ
∫ t
0
‖w‖2 ds.
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Proof Choose χ = v in (8), and then, integrate over the interval (0, t) to obtain
2κ
∫ t
0
‖v‖2ds+(1−κ)[‖v(t)‖2−‖v(0)‖2]+ 2
∫ t
0
A(Bα v,v)ds = 2
∫ t
0
(w,v)ds.
By the positivity properties in (6) and in (7),
∫ t
0 A(B
α v,v)ds≥ 0, and thus,
2κ
∫ t
0
‖v‖2ds+(1−κ)‖v(t)‖2≤ (1−κ)‖v(0)‖2+ 2
∫ t
0
‖w‖‖v‖ds.
Therefore, for κ = 0, an application of the integral inequality (stated above) yields the
desired inequality. However, for κ = 1, we use the inequality 2‖w‖‖v‖≤ ‖w‖2+‖v‖2
and the desired result follows. 
3 Semi-discrete FEM
This section focuses on a semidiscrete Galerkin FEM for problem (1). To define
the scheme, let Th be a family of regular triangulations (made of simplexes K) of
the domain Ω and let h = maxK∈Th(diamK), where hK denotes the diameter of the
element K. Let Vh ⊂ H10 (Ω) denote the usual space of continuous, piecewise-linear
functions on Th that vanish on ∂Ω .
The weak formulation for problem (1) is to find u : (0,T ]−→ H10 (Ω) such that
(u′,v)+A(∂ 1−αt u,v) = ( f ,v) ∀v ∈H10 (Ω) (9)
with given u(0) = u0. Thus, the standard semidiscrete finite element formulation for
(1) is to seek uh : (0,T ]−→Vh such that
(u′h,vh)+A(∂
1−α
t uh,vh) = ( f ,vh) ∀vh ∈Vh (10)
with given uh(0) ∈Vh to be defined later.
To derive a priori error estimates for the numerical scheme (10), we split the error
e := (u−Rhu)− (uh−Rhu) =: ρ−θ , where the Ritz projection Rh : H10 (Ω)→Vh is
defined by the following relation: A(Rhv− v,χ) = 0 for all χ ∈Vh. For t ∈ (0,T ], the
projection errors ρ(t) and ρ ′(t) satisfy the following estimates: for j = 0,1,
‖ρ(t)‖ j ≤Chm− j‖u(t)‖m and ‖ρ ′(t)‖ j ≤Chm− j‖u′(t)‖m, for m = 1,2. (11)
Hence, by using the regularity property in (5), we observe
‖ρ(t)‖+ t‖ρ ′(t)‖ ≤Chmt−max{0,α(m−δ )/2}dδ (u0, f ), for 0≤ δ ≤ 2. (12)
Next, we show that a direct application of energy arguments to problem (1) does
not yield satisfactory results due to the low regularity of the continuous solution.
From (9) and (10), the error decomposition e = ρ−θ , and the property of the elliptic
projection, we obtain the equation in θ as
(θ ′,χ)+A(∂ 1−αt θ ,χ) = (ρ
′,χ) ∀ χ ∈Vh. (13)
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Then, the following result holds [17, Theorem 4]: for t ∈ (0,T ], we have
‖u(t)− uh(t)‖ ≤ ‖θ (0+)‖+
∫ t
0
‖ρ ′(s)‖ds+ ‖ρ(t)‖. (14)
Practically, the solution u has singularity near t = 0. For instance, if f ≡ 0 and u0 ∈
H˙2(Ω), then ‖u′(t)‖m ≤Ctα(2−m)/2−1‖u0‖2 for m = 1,2, see [11]. Hence, by (11),∫ t
0
‖ρ ′(s)‖ds ≤Ch
∫ ε
0
‖u′(s)‖1 ds+Ch2
∫ t
ε
‖u′(s)‖2 ds
≤C
(
h
∫ ε
0
sα/2−1ds+ h2
∫ t
ε
s−1 ds
)
‖u0‖2 ≤Ch2ℓh‖u0‖2, for ε = h2/α .
This leads to a quasi-optimal O(h2ℓh) convergence. To achieve an optimal O(h
2) con-
vergence, a stronger regularity assumption on u is required and that, in turn imposes
severe restrictions on the initial data u0. Thus, the error bound in (14) is not sharp
even for the case of smooth u0, that is, H
2-regularity on u0 is not sufficient to get an
optimal O(h2) convergence rate. Furthermore, it is clear that this upper bound is not
suitable for the case of nonsmooth u0. Therefore, we propose in the next section an
approach via delicate energy arguments that provides optimal error bounds for both
cases: smooth and nonsmooth u0.
Remark 1 Our forthcoming convergence analysis can be easily extended if the source
term f = f (x, t,u(x, t)) in the problem (1), assuming that f is sufficiently regular in
the three variables and satisfies that | f (x, t,z1)− f (x, t,z2)| ≤ C|z1− z2| for z1,z2 ∈
R (that is, f is Lipschitz continuous in the third variable). Studying the regularity
properties of the continuous solution u remains an open problem in this case.
The spatial finite element scheme for (1) is: find uh : (0,T ]−→Vh such that
(u′h,vh)+A(∂
1−α
t uh,vh) = ( f (uh),vh) ∀ vh ∈Vh
with given uh(0) ∈Vh. Hence, instead of (13), we have
(θ ′,χ)+A(∂ 1−αt θ ,χ) = (ρ
′+[ f (uh)− f (u)],χ) ∀ χ ∈Vh.
We follow the proofs in Sections 4 and 5 step-by-step where the term ρ(t) will be
replaced with ρ˜(t) := ρ(t)+
∫ t
0 [ f (uh)− f (u)]ds and the Lipschitz continuity property
of f will be used appropriately. 
4 L2(Ω)-error estimates
For convenience, we introduce the notations:
Θi(t) := t
iθ (t) and Θ˙i(t) := t
iθ ′(t) for i = 1, 2.
In the next lemma, based on the generalized Leibniz formula for fractional deriva-
tives, we state and show some identities for our subsequent use.
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Lemma 2 For 0< α < 1, the followings hold:
(a) t∂ 1−αt θ = ∂ 1−αt Θ1− (1−α)I α θ ,
(b) tI α θ = I αΘ1+αI
1+αθ .
Proof The first identity follows from the fractional Leibniz formula. To show the
second identity, noting first that ∂ 1−αt Θ1 = I αΘ ′1 = I
α θ +I αΘ˙1. Hence, by (a),
t∂ 1−αt θ (t) = I
αΘ˙1(t)+αI
α θ (t). (15)
Now, we replace θ by I θ in (15) to obtain the second identity in the lemma. 
Next, we derive an upper bound of Θ1. To do so, we let uh(0) = Phu0, where
Ph : L
2(Ω)→Vh denotes the L2-projection defined by (Phv−v,χ) = 0 for all χ ∈Vh.
Lemma 3 Let uh(0) = Phu0. Then, we have∫ t
0
‖Θ1‖2 ds≤ 3
∫ t
0
(
s2‖ρ‖2+ 2(I ‖ρ‖)2)ds, for t ∈ (0,T ].
Proof We integrate (13) over the time interval (0, t) and obtain
(θ ,χ)+A(I α θ −I α θ (0+),χ) = (ρ + e(0),χ) ∀ χ ∈Vh. (16)
However, A(I α θ (0+),χ) = −A(I α e(0),χ) for χ ∈ Vh, and I α e(0) = 0 because
u and uh are both continuous on the time interval [0,T ]. Furthermore, (e(0),χ) = 0
due to the equality uh(0) = Phu0. Therefore,
(θ ,χ)+A(I α θ ,χ) = (ρ ,χ) ∀ χ ∈Vh. (17)
Multiply by t and use tI α θ = I αΘ1+αI
1+αθ by Lemma 2 (b) to find that
(Θ1,χ)+A(I
αΘ1,χ) = t(ρ ,χ)−αA(I 1+αθ ,χ) ∀ χ ∈Vh.
However, from (17), we get
A(I α+1θ ,χ) = (I (ρ−θ ),χ) ∀ χ ∈Vh, (18)
and thus,
(Θ1,χ)+A(I
αΘ1,χ) = t(ρ ,χ)−α(I (ρ −θ ),χ) ∀ χ ∈Vh. (19)
Consequently, an application of Lemma 1 (with κ = 1) yields∫ t
0
‖Θ1‖2ds ≤
∫ t
0
‖sρ−αI (ρ−θ )‖2ds≤ 3
∫ t
0
(s2‖ρ‖2+ ‖I ρ‖2+ ‖I θ‖2)ds.
(20)
To complete our proof, we rewrite (18) as
(I θ ,χ)+A(I α(I θ ),χ) = (I ρ ,χ) ∀ χ ∈Vh,
Again, an application of Lemma 1 (with κ = 1) shows∫ t
0
‖I θ‖2ds≤
∫ t
0
‖I ρ‖2ds. (21)
Substitute (21) in (20) yields the desired bound. 
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An upper bound of the term θ will be derived in the next lemma. Again, for
convenience, we introduce the following notation
B1(t) :=
∫ t
0
(
s4‖ρ ′(s)‖2+ s2‖ρ(s)‖2+ 2(I ‖ρ(s)‖)2)ds . (22)
For later use, by using the projection error estimates in (12) (with m = 2) for upper
bounds of ρ and ρ ′, and then integrating, we find that for t ∈ (0,T ],
B1(t)≤C h4t3−α(2−δ )d2δ (u0, f ), for 0≤ δ ≤ 2 . (23)
Lemma 4 Let uh(0) = Phu0. Then, the following estimate holds
‖θ (t)‖2 ≤Ct−3B1(t), for t ∈ (0,T ] .
Proof We multiply (13) by t2 so that
(Θ˙2,χ)+A(t
2∂ 1−αt θ ,χ) = (t
2ρ ′,χ), (24)
where Θ˙2 = t
2θ ′. From the fractional Leibniz formula, we have
t2∂ 1−αt θ = ∂
1−α
t Θ2− 2(1−α)tI α θ +α(1−α)I 1+α θ .
Hence, we rearrange (24) as
(Θ˙2,χ)+A(∂
1−α
t Θ2,χ) = (t
2ρ ′,χ)+ (1−α)
(
2tA(I α θ ,χ)−αA(I 1+α θ ,χ)
)
,
(25)
and then, by equations (17) and (18),
(Θ ′2,χ)+A(∂
1−α
t Θ2,χ) = (t
2ρ ′+ 2αΘ1+(1−α)(2tρ−αI (ρ−θ )),χ). (26)
Hence, by Lemma 1 (with κ = 0), we obtain
‖Θ2(t)‖ ≤
∫ t
0
(
s2‖ρ ′(s)‖+ 2s‖ρ(s)‖+ 2‖Θ1(s)‖+ ‖I (ρ−θ )‖
)
ds ,
and thus, an application of the Cauchy-Schwarz inequality yields
‖Θ2(t)‖2 ≤Ct
∫ t
0
(
s4‖ρ ′(s)‖2+ s2‖ρ(s)‖2+ ‖Θ1(s)‖2+ ‖I ρ‖2+ ‖I θ‖2
)
ds .
Therefore, by using the identity θ (t) = t−2Θ2(t), the inequality in (21) and Lemma 3
will complete the rest of the proof. 
In the next theorem, we derive optimal convergence results of the finite element
(10) in the L2(Ω)-norm for both smooth and nonsmooth initial data u0. For u0 ∈
H˙δ (Ω) with 0≤ δ ≤ 2, we show that the error is bounded byCh2t−α(2−δ )/2 for each
t ∈ (0,T ]. Recall that, H˙δ (Ω) = {v ∈Hδ (Ω) : v = 0 on ∂Ω} for 1/2< δ ≤ 2, while
H˙δ (Ω) = Hδ (Ω) for 0≤ δ < 1/2.
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Theorem 1 Let u and uh be the solutions of (1) and (10), respectively, with uh(0) =
Phu0. Then,
‖(u− uh)(t)‖ ≤Ch2t−α(2−δ )/2dδ (u0, f ) for t ∈ (0,T ] with 0≤ δ ≤ 2 .
Proof The desired result follows from the decomposition u−uh = ρ−θ , the estimate
of θ in Lemma 4, the bound in (23), and the estimate of ρ in (12). 
Remark 2 In the proof of the above theorem, we used (23) which follows from the
projection estimate in (12) for m = 2. For m = 1, we follow similar steps where 2−δ
will be replaced with 1−δ , to obtain B1(t)≤C h2t3−α(1−δ )d2δ (u0, f ) for 0≤ δ ≤ 1 .
Now, for 1< δ ≤ 2, we notice first that for 0≤ q ≤ t with th =max{t,h},
‖ρ(q)‖ ≤ ‖ρ(th)−ρ(q)‖+ ‖ρ(th)‖ ≤I (‖ρ ′(th)‖)+ ‖ρ(th)‖ .
Substituting this in the definition of B1 defined in (22), we observe
B1(t)≤Ct2
∫ t
0
s2‖ρ ′(s)‖2 ds+Ct3
(
I (‖ρ ′(th)‖)+ ‖ρ(th)‖
)2
.
To estimate the first two terms, we use (11) (with m = 1) and the following regularity
property (which follows from [11, Theorems 4.2 and 5.6])
t‖u′(t)‖1 ≤Ctα(r−1)/2d˜r(u0, f ), t ∈ (0,T ], for 0≤ r ≤ 2, (27)
where d˜r(u0, f ) = ‖u0‖r +∑2j=0
∫ T
0 s
j+α(1−r)/2‖ f ( j)(s)‖r ds, we arrive to
B1(t)≤Ct3h2tα(δ−1)h d˜δ (u0, f )+Ct3‖ρ(th)‖2, for 1< δ ≤ 2 .
However, by (12) and the inequality t
−α/2
h ≤ h−α/2, we find that
‖ρ(th)‖ ≤Ch2tα(δ−2)/2h dδ (u0, f )≤Ch2−α/2tα(δ−1)/2(th/t)α(δ−1)/2dδ (u0, f ).
Therefore,
B1(t)≤Ch2t3+α(δ−1)(th/t)α(δ−1)d˜2δ (u0, f ), for 1< δ ≤ 2 .
Consequently, by using the above bound of B1 in Theorem 1, we get the error esti-
mate below that will be used in the forthcoming section to show the convergence of
the gradient finite element solution:
‖e(t)‖ ≤Cht−α(1−δ )/2Dδ ,α(u0, f ,h/t), for t ∈ (0,T ], (28)
whereDδ ,α(u0, f ,h/t)= d˜δ (u0, f ) for 0≤ δ ≤ 1, while for 1< δ ≤ 2,Dδ ,α(u0, f ,h/t)=
d˜δ (u0, f )(th/t)
α(δ−1)/2. 
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Remark 3 Under the quasi-uniformity condition on Vh, for t ∈ (0,T ], from the de-
composition u− uh = ρ − θ , the inverse inequality, the estimate of θ in Lemma 4,
and the estimate ‖ρ(t)‖1≤Ch‖u(t)‖2≤Ct−α(2−δ )/2dδ (u0, f ) (follows from the Ritz
projection bound in (11) with j = 1 and m = 2 and the regularity property (5)), we
obtain the following optimal error estimate:
‖∇(u− uh)(t)‖ ≤Cht−α(2−δ )/2dδ (u0, f ) for t ∈ (0,T ] with 0≤ δ ≤ 2 .
This error bound remains valid for 0 ≤ δ ≤ 1 in the absence of the quasi-uniformity
mesh assumption, see Theorem 3. 
Remark 4 For smooth initial data u0 ∈ H˙2(Ω), one may choose uh(0) = Rhu0. An
optimal convergence rate can be shown by following the proof of Theorem 1 line-by-
line, where the term ρ in Lemma 3 should be replaced with ρ˜ := ρ + e(0). 
5 H1(Ω)- and L∞(Ω)-error estimates
In this section, we show optimal convergence error results in the H1(Ω)-norm, and
quasi-optimal error bounds in the L∞(Ω)-norm, for both smooth and nonsmooth ini-
tial data u0. We start our analysis by deriving an upper bound of ∇Θ1.
Lemma 5 For 0≤ δ ≤ 2 and for t ∈ (0,T ], we have∫ t
0
‖∇Θ1‖2ds ≤Ch4t3−α(3−δ )d2δ (u0, f ) .
Proof Multiplying (13) by t and then using the first identity in Lemma 2,
(Θ˙1,χ)+A(∂
1−α
t Θ1,χ) = (tρ
′,χ)+ (1−α)A(I α θ ,χ). (29)
Then, a use of (17) yields after simplifying
(Θ ′1,χ)+A(∂
1−α
t Θ1,χ) = ((tρ)
′,χ)−α(e,χ) . (30)
Now, set χ = Θ1 in (30), integrate the resulting equation over (0, t), and use the
positivity property of ∂ 1−αt in (7), to find that
‖Θ1(t)‖2+ 1
2
sin(αpi/2)tα−1
∫ t
0
‖√a∇Θ1‖2 ds≤
∫ t
0
(‖(sρ)′‖+ ‖e‖)‖Θ1‖ds. (31)
This implies
‖Θ1(t)‖2 ≤
∫ t
0
(‖(sρ ′)‖+ ‖e‖)‖Θ1‖ds.
By the integral inequality (stated before Lemma 1), we observe
‖Θ1(t)‖ ≤ 1
2
∫ t
0
(‖(sρ)′‖+ ‖e‖)ds.
Substitute this bound in the RHS of (31) yields
sin(αpi/2)tα−1
∫ t
0
‖√a∇Θ1‖2ds ≤
(∫ t
0
(‖(sρ)′‖+ ‖e‖)ds)2. (32)
Therefore, the desired estimate follows from this bound, the error projection in (12)
(with m = 2), the convergence results in Theorem 1, and (3). 
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In the next theorem, we derive an error bound for ∇θ (t) in the L2(Ω)-norm.
Theorem 2 For 0≤ δ ≤ 2, we have
‖∇θ (t)‖2 ≤Ch4t−α(3−δ )d2δ (u0, f ), for t ∈ (0,T ] .
Proof We start by applying the operator I 1−α to both sides of the elementary iden-
tity ∂ 1−αt Θ2(t) = I αΘ ′2(t)+ωα(t)Θ2(0
+), to notice that
I
1−α ∂ 1−αt Θ2(t) = I
1−α
I
αΘ ′2(t)+I
1−αωα(t)Θ2(0+)
=Θ2(t)−Θ2(0+)+Θ2(0+) =Θ2(t).
(33)
Now, applying again the operatorI 1−α to both sides (25), and using the above equal-
ity as well as the identity tI α θ = I αΘ1+αI
1+αθ (by Lemma 2 (b)) to get
(I 1−αΘ˙2,χ)+A(Θ2,χ)= (I 1−α(t2ρ ′),χ)+(1−α)
(
2A(IΘ1,χ)+αA(I
2θ ,χ)
)
.
Set χ = Θ˙2 follows by integrating the resulting equation from 0 to t to obtain∫ t
0
[(I 1−αΘ˙2,Θ˙2)+A(Θ2,Θ˙2)]ds
≤
∫ t
0
(I 1−α(s2ρ ′),Θ˙2)ds+(1−α)
∫ t
0
A(2IΘ1+αI
2θ ,Θ˙2)ds.
However, by the continuity property of the operator I 1−α in [18, Lemma 3.1],∣∣∣∫ t
0
(I 1−α(s2ρ ′),Θ˙2)ds
∣∣∣≤C∫ t
0
(I 1−α(s2ρ ′),s2ρ ′)ds+
∫ t
0
(I 1−αΘ˙2,Θ˙2)ds,
and so,∫ t
0
A(Θ2,Θ˙2)ds≤C
∫ t
0
(I 1−α(s2ρ ′),s2ρ ′)ds+(1−α)
∫ t
0
A(2IΘ1+αI
2θ ,Θ˙2)ds.
Using the identity 2IΘ1(t)=Θ2(t)−I Θ˙2(t) and the inequality
∫ t
0 A(I Θ˙2,Θ˙2)ds≥
0, after some simplifications, we conclude that
α
∫ t
0
A(Θ2,Θ˙2)ds ≤C
∫ t
0
‖I 1−αs2ρ ′‖‖s2ρ ′‖ds+α(1−α)
∫ t
0
A(I 2θ ,Θ˙2)ds.
Since ∫ t
0
A(Θ2,Θ˙2)ds =
1
2
‖√a∇Θ2(t)‖2− 2
∫ t
0
s‖√a∇Θ1(s)‖2 ds,
we easily find that
α‖√a∇Θ2(t)‖2 ≤ 4α
∫ t
0
s‖√a∇Θ1(s)‖2 ds
+C
∫ t
0
‖I 1−α s2ρ ′‖‖s2ρ ′‖ds+ 2α(1−α)
∫ t
0
A(I 2θ ,Θ˙2)ds. (34)
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By Lemma 5,
∫ t
0
s‖√a∇Θ1‖2 ds≤Ct
∫ t
0
‖∇Θ1‖2ds ≤Ch4t4−α(3−δ )d2δ (u0, f ) . (35)
To estimate the second term on the RHS of (34), we use the bound of ρ ′ given in (12)
(with m = 2), the formula
I
ν(tµ−1) = tν+µ−1Γ (µ), for ν, µ > 0, (36)
and then integrate
∫ t
0
(I 1−α(s2ρ ′),s2ρ ′)ds ≤Ch4
∫ t
0
s2−α−α(2−δ )/2s1−α(2−δ )/2dsd2δ (u0, f )
≤Ch4t4−α−α(2−δ )d2δ (u0, f ) . (37)
For the last term on the RHS of (34), we apply I 2−α to (17) to obtain A(I 2θ ,χ) =
(I 2−α e,χ). Hence, integrating by parts, we find that
∫ t
0
A(I 2θ ,Θ˙2)ds =
∫ t
0
(s2I 2−αe,θ ′)ds
= (I 2−α e(t),Θ2(t))−
∫ t
0
(2I 2−αe+ sI 1−α e,Θ1)ds .
Then, by using the estimate of θ in Lemma 4, (23), and the estimate of e in Theorem
1, we conclude after integrating and using the formula in (36), that
∣∣∣∫ t
0
A(I 2θ ,Θ˙2)ds
∣∣∣≤ t2‖I 2−αe(t)‖‖θ (t)‖+ 2t∫ t
0
‖I 2−α e+ sI 1−α e‖‖θ‖ds
≤Ch4t4−α−α(2−δ )d2δ (u0, f ) .
A substitution of the estimates (35), (37) and the above one in (34), follows by using
(3) and the identity θ (t) = t−2Θ2 yield the desired estimate. 
Noting that, by using the estimates of ρ , ρ ′ and e from Remark 2 in the inequality
(32), we observe
∫ t
0
‖∇Θ1‖2ds ≤Ch2t3−α(2−δ )D2δ ,α(u0, f ,h/t) .
Hence, by following the steps in Theorem 2, and using the above bound instead of
Lemma 5, and the bounds of ρ ′ and e achieved in Remark 2, we deduce that
‖∇θ (t)‖2 ≤C h2 t−α(2−δ )D2δ ,α(u0, f ,h/t) .
Therefore, from the inequality ‖∇(uh−u)(t)‖≤ ‖∇θ (t)‖+‖∇ρ(t)‖, the above bound,
the bound of η in (11) (with j = 1 and m = 2) and the regularity property (5), we have
the following result.
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Theorem 3 Let u and uh be the solutions of (1) and (10), respectively, with uh(0) =
Phu0. For u0 ∈ H˙δ (Ω), for t ∈ (0,T ], we have
‖∇(u−uh)(t)‖≤C ht−α(2−δ )/2d˜δ (u0, f )×
{
1, 0≤ δ ≤ 1,
max{1,(h/t)α(δ−1)/2}, 1< δ ≤ 2 .
Remark 5 The estimate in Theorem 2 suggests that one can achieve a higher con-
vergence rate for ∇(uh − u) if an improved estimate of the error ∇(Rhu− u) can be
derived. This could be achieved using a superconvergent recovery procedure of the
gradient, which is possible on special meshes and for solutions in H3(Ω) for each
t ∈ (0,T ]. Examples of special meshes exhibiting superconvergence property are pro-
vided in [10]. Therein, the authors introduced an operator Gh which postprocesses
∇Rhu(t) with the following properties:
(i) If u(t) ∈H3(Ω), then ‖∇u(t)−Gh(Rhu)(t)‖ ≤Ch2‖u(t)‖H3(Ω).
(ii) For χ ∈Vh, we have ‖Gh(χ)‖ ≤C‖∇χ‖.
Now, if Th is a triangulation of Ω such that these results are satisfied, then using
‖∇(u− uh)(t)‖ ≤ ‖(∇u−Gh(Rhu))(t)‖+ ‖Gh(Rhu− uh)(t)‖+ ‖∇θ (t)‖,
(i) and (ii), Theorem 2, and the inequality ‖u(t)‖H3(Ω) ≤ Ct−α(3−δ )/2dδ (u0, f ) for
1/2< δ ≤ 2, it is clear that the bound below holds for t ∈ (0,T ],
‖∇(u− uh)(t)‖ ≤Ch2t−α(3−δ )/2dδ (u0, f ), 1/2< δ ≤ 2 . 
For t ∈ (0,T ], we show in the next theorem that the superconvergence result of
∇θ in Theorem 2 can be used to establish a quasi-optimal (due to the presence of
the logarithmic factor) convergence rate in the stronger L∞(Ω)-norm. Recall that, in
the limiting case α = 1, the fractional diffusion problem (1) reduces to the classical
diffusion equation. For δ = 0, it is known that the logarithmic factor ℓh in this case is
of order 2, see [20, Theorem 6.10], while it is of order 5/2 in the theorem below. So,
one can argue that the order of ℓh is not sharp.
Theorem 4 Let u and uh be the solutions of (1) (with f ≡ 0) and (10), respectively,
with uh(0) = Phu0. Under the quasi-uniformity condition on Vh, for t ∈ (0,T ], we have
‖(u− uh)(t)‖L∞(Ω) ≤Ch2ℓ5/2h t−α(3−δ )/2
(
‖u0‖δ + ‖u0‖L∞(Ω)
)
for 0≤ δ ≤ 2.
Proof By the Ritz projection error result [20, Equation (6.81)] and the Agmon-Douglis-
Nirenberg [1] regularity estimate ‖φ‖W2,p(Ω) ≤ Cp‖L φ‖Lp(Ω) for φ ∈ W 2,p(Ω)∩
H10 (Ω) with 2≤ p < ∞, we have
‖ρ(t)‖L∞(Ω) ≤Cℓhh2−2/p‖u(t)‖W2,p(Ω) ≤Ch2−2/pℓ5/2h p‖L u(t)‖Lp(Ω) . (38)
A time integration of both sides of (1) ( f ≡ 0), givesI u′(t)+L (I α u(t)−I α u(0))=
0. Since ‖u(t)‖ ≤C‖u0‖ (by (5)), ‖I α u(t)‖ ≤Ctα for t > 0. Then I α u(0) = 0 and
so, I u′(t)+I αL u(t) = 0. Applying the operator I 1−α to both sides,
I
2−αu′(t)+I L u(t) = 0. (39)
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By Lemma 2 (a) (with L u in place of θ ) and (39), we have
I
1−α(t∂ 1−αt L u(t)) = I
1−α(∂ 1−αt L (tu(t)))− (1−α)IL u(t)
= I 1−α
(
∂ 1−αt L (tu(t))+ (1−α)I u(t)
)
.
Using the identities I 1−α(t∂ 1−αt L u(t)) = −I 1−α(tu′(t)) (follows from problem
(1) with f ≡ 0)) and I 1−α(∂ 1−αt L (tu(t))) = L (tu(t)) (follows from (33) with
L (tu(t)) in place of Θ2), we find that
tL u(t) =−I 1−α
(
(tu′(t))+ (1−α)I u′(t)
)
.
Hence, by the embedding inequality (‖v‖Lp(Ω) ≤ C√p‖∇v‖ for v ∈ H10 (Ω)), the
regularity property in (27), and the property ‖u(t)‖L∞(Ω) ≤C‖u0‖L∞(Ω), we have
‖L u(t)‖Lp(Ω) ≤C
√
pI 1−α(‖tu′(t)‖1)+C
{
I 1−α(‖u(t)− u0‖L∞(Ω)), 0≤ δ ≤ 1√
pI 2−α(‖u′(t)‖1), 1< δ ≤ 2
≤C√pt1−α(3−δ )/2
(
‖u0‖δ + ‖u0‖L∞(Ω)
)
, 0≤ δ ≤ 2 .
for any 2≤ p < ∞. Inserting the above bound in (38) implies that
‖ρ(t)‖L∞(Ω) ≤Ch2−2/pℓ5/2h p3/2t−α(3−δ )/2
(
‖u0‖δ + ‖u0‖L∞(Ω)
)
, 0≤ δ ≤ 2.
On the other hand, by the discrete Sobolev inequality and the estimate in Theorem 2,
we observe that
‖θ (t)‖L∞(Ω) ≤Cℓ1/2h ‖∇θ (t)‖ ≤Ch2ℓ
5/2
h t
−α(3−δ )/2‖u0‖δ for 0≤ δ ≤ 2.
Finally, choose p = | lnh|, and the desired convergence result follows then from
‖(uh− u)(t)‖L∞(Ω) ≤ ‖θ (t)‖L∞(Ω)+ ‖ρ(t)‖L∞(Ω), and the above two bounds. 
Remark 6 One can extend the achieved results in Theorem 4 to the case of non-zero
source term f , assuming some regualrity assumptions such as I 1−α(t‖ f (t)‖1) ≤C
and I (‖ f (t)‖L∞(Ω))≤C.
6 Numerical results
In this section, we focus on testing the achieved theoretical convergence results in
Theorem 4. For the numerical illustration of the error bounds in Theorems 1 and 3,
one can follow the convention in [7, Section 6]. To this end, we choose L = −∇2,
f ≡ 0, α = 0.75, T = 0.5, and Ω = (0,1)× (0,1) in problem (1). The orthonormal
eigenfunctions and corresponding eigenvalues of L are
φmn(x,y) = 2sin(mpix)sin(npiy) and λmn = (m
2+ n2)pi2 for m ,n = 1,2, . . . .
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M Error CR
4 1.2759e-02
8 3.3749e-03 1.9186
16 8.7940e-04 1.9402
32 2.2284e-04 1.9805
64 5.6414e-05 1.9819
Table 1 Behavior of the uniform error maxNn=1 |‖unh − u(tn)‖| and the associated convergence rates as the
number of spatial mesh elements increases. In each case, we use 1000 time subintervals.
Separation of variables yields the series representation solution of problem (1):
u(x,y, t) =
∞
∑
m,n=1
(u0,φmn)Eα(−λmntα)φmn(x,y), (40)
where Eα(t) := ∑
∞
p=0
t p
Γ (α p+1) is the Mittag-Leffler function.
To compute the semidiscrete solution uh, we discretize in time by the mean of
generalized Crank-Nicolson scheme [16], this will then define the following scheme:
τ−1n (u
n
h− un−1h ,vh)+A(I α u¯h(tn)−I α u¯h(tn−1),vh) = 0 ∀vh ∈Vh,
for 1≤ n≤ N, where N is the number of time mesh subintervals (0= t0 < t1 < .. . <
tN = T ), τn is the nth time step size. Here u
n
h ≈ uh(tn) and u¯h(s) = 12 (u jh +u j−1h ) when
s ∈ (t j−1, t j) for j ≥ 2, while u¯h(s) = u1h on the subinterval (0, t1). The modification
on the first subinterval ensures that u¯h does not depend on u
0
h which is necessary for
our numerical scheme in cases when u0 is not sufficiently regular.
Following the convergence analysis in [16], we concentrate the time step near
t = 0 to compensate for the singular behaviour of the solution u of problem (1). So,
we let tn = (n/N)
γ T for some fixed γ ≥ 1 that will be chosen appropriately. For the
spatial partition of Ω , let Th be a family of uniform triangular meshes with diameter
h =
√
2/M obtained from uniform M-by-M square meshes by cutting each mesh
square into two triangles. For measuring the error at each time node tn, we let Nh be
the set of all triangular nodes of the mesh family Ths where the diameter hs is half
the diameter of the finest mesh Th in our spatial iterations, for instance, hs =
√
2/128
in Tables 1–3 as well as in Figures 1–3. To measure the errors, define the discrete-
space maximum norm: |‖v‖| := max{|v(x)|, x ∈ Nh} . Thus, for large values of M,
|‖unh− u(tn)‖| approximates the error ‖unh− u(tn)‖L∞(Ω).
In Examples 1-3, we choose γ = 1.6 and refine the time steps so that the spatial
errors are dominant. We evaluate the exact solution u of problem (1) by truncating
the Fourier series in (40) after 60 terms.
Example 1. Choose u0(x,y) = xy(1−x)(1−y). The Fourier sine coefficients are:
(u0,φmn) = 8(1− (−1)m)(1− (−1)n)(mnpi2)−3, for m,n = 1, 2, . . . .
The initial data u0 ∈ H˙2(Ω)∩L∞(Ω). Thus, by Theorem 4 (δ = 2), for each time
step tn, we expect convergence rate of order h
2ℓ
5/2
h t
−α/2
n in the L
∞(Ω)-norm. Figure
1 shows how the error varies with t for a sequence of solutions obtained by succes-
sively doubling the spatial mesh elements, using a log scale. (The same time mesh
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Fig. 1 The error |‖unh −u(tn)‖| as a function of tn for Example 1.
M µ = 0 µ = 0.25 µ = 0.5 µ = 75
4 3.008e-02 9.521e-03 3.610e-03 1.597e-03
8 1.054e-02 1.513 1.412e-03 2.754 5.342e-04 2.757 2.401e-04 2.734
16 5.441e-03 0.954 4.112e-04 1.779 1.279e-04 2.062 5.678e-05 2.080
32 1.876e-03 1.536 1.391e-04 1.564 3.344e-05 1.936 1.513e-05 1.908
64 8.667e-04 1.114 6.425e-05 1.114 8.598e-06 1.959 4.055e-06 1.900
Table 2 The weighted error Eµ and the convergence rates, as the number of spatial mesh elements in-
creases, for different choices of the power exponent µ . In each case, we use 1300 time subintervals.
M µ = 0 µ = 0.5 µ = 0.75 µ = 1
8 9.7501e-01 8.545e-03 2.245e-03 1.525e-03
16 7.0054e-01 0.4769 3.852e-03 1.150 6.809e-04 1.721 4.783e-04 1.672
32 3.2311e-01 1.1164 1.776e-03 1.117 2.000e-04 1.767 1.442e-04 1.730
64 1.5301e-01 1.0783 8.409e-04 1.078 6.234e-05 1.682 4.945e-05 1.544
Table 3 The weighted error Eµ and the convergence rates, as the number of spatial mesh elements in-
creases, for different choices of the power weight exponent µ . In each case, we use 1300 time subintervals.
with N = 1000 subintervals was used in all cases). In Table 1, we listed the time-space
maximum error and its associated convergence rate (CR), where second order optimal
convergence rates was observed (ignoring the logarithmic factors). So, the influence
of the coefficient t
−α/2
n = t
−3/8
n is absent. This is probably due to the fact the u0 be-
longs to the smoother space C 2(Ω )∩C0(Ω), where an O(h2ℓ2h) rate of convergence
is expected, [15, Theorem 4.2].
Example 2. Choose u0(x,y) = g(x)g(y) where g(z) = z on [0,1/2) while g(z) =
1− z on (1/2,1], which is less smooth, then the considered u0 in the previous ex-
ample. One can verify that u0 has the Fourier sine coefficients (u0,φmn) = 2(1−
(−1)m)(1−(−1)n)(mnpi2)−2(−1)mn for m,n = 1, 2, . . . . The function u0 ∈ H˙1+ε(Ω)
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Fig. 2 The error |‖unh −u(tn)‖| as a function of tn for Example 2.
for 0≤ ε < 1/2. So, by Theorem 4 (δ < 1.5), for each tn, we expect O(h2ℓ5/2h )t
−3α/4
n
convergence rates in the L∞(Ω)-norm. As in Figure 1, Figure 2 shows how the error
varies with t for a sequence of solutions obtained by doubling the spatial mesh ele-
ments. (The time mesh with N = 1300 subintervals was used in all cases). Table 2 pro-
vides an alternative view of this data, listing the time-space maximum weighted error
Eµ := max
N
n=1 t
µ
n |‖unh− u(tn)‖| and its associated convergence rate CR. As expected,
ignoring the logarithmic factors, the convergence rate is 2 when µ ≥ 3α/4 ≈ 0.56,
but the rate deteriorates for smaller values of µ (relatively far from 3α/4).
Example 3. Choose u0(x,y) = 1, and so u0 has the Fourier sine coefficients
(u0,φmn) = 2(1− (−1)m)(1− (−1)n)(mnpi2)−1 for m,n = 1, 2, . . . . The initial data
function u0 ∈ H˙ε(Ω)∩L∞(Ω) for 0 ≤ ε < 1/2. As in the previous example, Figure
3 shows a consistent decaying in the errors by doubling the number of spatial mesh
elements. Another observation is the large impact of the very limited regularity of u0
on the errors near t = 0 in this example. For better justifications of this, see Table
3 where the difference between the maximum error E0 and the weighted error E1 is
very substantial, we also observed very good improvements in the convergence rates
CR, but not yet optimal due to the time discretization.
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