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T1SKEM POLYGRÀFIE V BRNË. 
S U E L E S C O R R E S P O N D A N C E S A N A L Y T I Q U E S 
E N T R E D E U X P L A N S P R O J E C T I F S . I. 
Soient x0, y0 un point géométrique du plan (A) et £ 0, T J 0 un point 
géométrique du plan (B) et considérons une correspondance analytique 
biunivoque entre ces deux plans qui est définie aux voisinages de ces 
deux points géométriques. Dans le plan projectif (A) faisons alors cor-
respondre à chaque point géométrique x, y dans le voisinage du point 
géométrique x0, y0 un point A et de la même manière faisons cor-
respondre dans le plan projectif {B) à chaque point géométrique £, 77 qui 
correspond dans la correspondance considérée au point géométrique x, y, 
un point B (ce seront en réalité des ensembles de trois coordonnées 
projectives rapportées à deux systèmes de référence fixes). On obtient 
ainsi une correspondance analytique entre deux plans projectifs (A), (B). 
Ce travail a été écrit sur l'iniciative de M. E. Cech, professeur 
à la Faculté des Sciences ; il doit former la première partie d'un Mémoire 
plus étendu sur les correspondances analytiques en général, et de ses 
propriétés invariantes par rapport aux couples de transformations du 
groupe projectif en particulier. Nous allons appliquer ici la méthode des 
systèmes de référence mobiles*. Une correspondance analytique entre 
deux plans projectifs étant donnée, imaginons qu'on ait associé aux 
deux point correspondants A, B des points Au A2, B1} B2 comme des 
fonctions holomorphes de x, y, de sorte que les points A, Alf A2 d'une 
part, les points B, B1} B2 d'autre part soient indépendantes, quelque 
soit le point géométrique x, y. On peut alors prendre chacun de deux 
systèmes A, Ax, A2\ B, Bt, B2 comme un système de référence mobile, 
et par suite on peut en particulier écrire identiquement les différentielles 
dA, dAu dA2 comme des combinaisons homogènes des points A, Ai, A2 
et de la même manière on peut écrire identiquement les différentielles 
dB, dBt, dB2 comme des combinaisons homogènes des points B, Bly B2. 
Les coordonnées homogènes tjk de ces différentielles par rapport 
à ces systèmes mobiles étant des formes différentielles linéaires aux dx, 
dy, on voit qu'elles constituent un système complet d'invariants de la 
correspondance considérée, par rapport aux couples de transformations 
du groupe projectif. 
La méthode que j'applique ici pour déterminer tels systèmes mobiles 
* V. p. ex. E. Cech, Sur les surfaces dont toutes les courbes de Seejre sont 
planes p. 4—6. (Publications de la Faculté des Sciences de l'Université Masaryk, 
No. 11, 1923). 
1* 
4 
a été employee par M . E. Cartan dans ses etudes sur la deformation 
projective des surfaces* et sur divers problěmes de la geometrie. E n 
appliquant cette méthode on introduit tout ďabord les coordonnées pro-
jectives des points A, At, A2', B, B1} B2 d'une part et les coordonnés 
des points géométriques x, y\ §f r\ ďau t r e part, comme variables in-
dépendantes. Alors on fait lier ces variables avant tout par des relations 
exprimant que les points soit A, A1} A2 soit B, B1} B3 soient indépen-
dantes et par celles qui font correspondre le point A au point géomětrique 
x, y et le point B au point géométrique £, r\. On les lie enfin par les 
relations définissant la correspondance donnée. On obtient ainsi des 
systěmes de reference mobiles qui dependent d'un certain nombre 
des paramětres surabondants et qui donnent lieu aux systěmes des equa­
tions différentielles. A l'aide de celles-ci on définit de proche en proche 
les fonctions holomorphes dont on se serve pour lier les variables par 
des relations nouvelles. Les variables étant liées par vingt relations in-
dépendantes, les systěmes de reference mobiles sont parfaitement deter­
mines, de sorte qu'on les peut regarder comme fonctions des seules 
variables indépendantes x, y. Les systěmes ďéquations différentielles 
obtenus définissent alors un Systeme complet ďinvar iants de la corre­
spondance considérée. 
Dans cette premiere partie j ' a i trouvé tels systěmes ďéquations 
différentielles ayant exclu un certain nombre de cas singuliers. Les 
résultats ici obtenus montrent que, une correspondance analytique entre 
deux plans projectifs étant donnée, le systéme complet ďinvariants dépende 
tout ďabord ď u n e forme cubique différentielle *P. L'equation 3^=0 
définit k chaque point géométrique du voisinage considéré ď u n plan des 
directions que j'appelle directions caractéristiques de la correspondance 
donnée ä ce point géométrique. Je montre que, pour qu'a un point d'in-
flexion d'une courbe quelconque du plan (A) corresponde dans la corre­
spondance donnée un point ďinflexion de la courbe correspondante du 
plan (B), il faut et il suffit que la direction de cette courbe ä ce point 
soit une direction caractéristique. E n tenant compte du nombre des 
directions caractéristiques distinctes k un point géométrique, je suis 
amenó k classifier les correspondances analytiques au point géométrique 
considéré et a ce point de vue, je divise les correspondances analytiques 
en quatre espěces: 
Correspondances analytiques de la premiere espěce, s'il y a, au point 
géométrique considéré et dans un certain voisinage de ce point, trois 
directions caractéristique et trois seulement; correspondances analytiques 
de la deuxiěme espěce, s'il y a, au point géométrique considéré et dans 
un certain voisinage de ce point, deux directions caractéristiques et deux 
seulement; correspondances analytiques de la troisiěme espěce, s ' il y a, 
* Annales scientifiques de 1'école normale supérieure, sér. 3., t. XXXVII (1920). 
au point géométrique considéré et dans un certain voisinage de ce point, 
une direction caractéristique et une seule ; correspondances analytiques de 
la quatrième espèce, si au point géométrique considéré et dans un certain 
voisinage de ce point, toute direction est une direction caractéristique. 
Les correspondances analytiques de la deuxième et de la troisième 
espèce se partagent elles mêmes en plusieurs types. 
Après avoir formé les équations différentielles on est amené à 
plusieurs problèmes qui, quand ils se rattachent aux correspondances de 
la première et de la deuxième espèce ne sont pas résolus ici. Je 
reviendrai dans un autre Mémoire sur ces questions spéciales. Quant 
aux correspondances de la troisième espèce, on voit presqu' immédiate-
ment qu'il y en a deux types: Les correspondances du type général 
dépendent dans un cas d'une fonction arbitraire d'un argument et ses 
courbes caractéristiques (c'est-à-dire les courbes, dont la direction à chaque 
point est une direction caractéristique) sont projectivement identiques. 
Les correspondances de deuxième type dépendent de deux constantes 
arbitraires et ses courbes caractéristiques ne sont pas en général pro-
jectivement identiques. Les correspondances de la quatrième espèce ne 
sont que des correspondances projectives. 
J'adresse à M. le professeur E . Cech mes affectueux remercîments 
pour ses conseils et pour l'intérêt avec lequel il suivit mon travail. 
Brno, février 1926. 
1. Considérons, dans un espace projectif à deux dimensions, un 
système de coordonnées projectives fixe. Nous désignerons par une lettre 
majuscule telle que A l'ensemble de trois coordonnées A^\ A 2 \ A@\ 
Quand i l n'y aura pas de confusion k craindre, nous parlerons, pour 
abréger, du point A, entendant par là le point dont les coordonnées 
homogènes sont les trois nombres représentés par la lettre A. 
Cela posé, considérons deux systèmes mobiles formés de 2. 3 points* 
A, Alt A2\ B, Bu B2 
assujettis aux conditions** 
{AAXA2) = 1; {BBiB2) = \. (1) 
Chacun d'eux peut être regardé comme un système de référence 
mobile d'un plan, en ce sens que tout point M peut d'une manière et 
d'une seule, être mis par exemple sous la forme 
M = xA - j - x1Ai -+- x2A2, 
x, xlf x2 étant les coordonnées du point M. 
On a en particulier 
dA = o)00A + o)01Ax + a02A2, dB = T00B - f t01Bx - f t02B2, 
dA± = CO10A -j- « i l 4 l + «12^2; àBi = T10B -j- rnBx -\- r12B2, (2) 
dA2 = (o20A -f- (o2lAx -f- co22A2, dB2 = r20B -f T21BX -r t22B2, 
où les o)jk, tjk sont des expressions linéaires par rapport aux différen-
tielles des paramètres; elles sont indépendantes entre eux pour toutes les 
valeurs des paramètres qui satisfont aux conditions (1). Grâce à ces 
conditions, tout système des différentielles des paramètres {T| satisfait 
aux équations linéaires 
«oo + "h «22 = 0, r 0 0 -f- rn -f- r22 = 0 (3) 
et si l'on exprime que les covariants bilinéaires des seconds membres 
des équations (2) sont identiquement nuls, on obtient que chaque couple 
de systèmes des différentielles des paramètres remplit les relations 
quadratiques fondamentales *** 
* Ce sont donc en réalité 18 paramètres. Je désignerai dorénavant l'ensemble 
de ces paramètres par le symbole {^J. 
** Je désigne par (AA1AÎ) le déterminant ï + i ^ i ^ i ,
1 ' . 
*** E. Cartan, Sur les variétés de courbure constante d'un espace euclidien ou 
non euclidien (Bull. Soc. math, de France t. X L Y I I , 1919, pp. 125—160 et t. XLVIII, 
1920, pp. 132—208). J'écrirai dorénavant u>1; (u2, t,, T 2 au lieu de <*>01,u>02,
 Toi>To2« 
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= |>*o*0/] + l>*i*i/] + (kj = 0 ,1 ,2) . ^ ; 
2. Soient maintenant <r, «/ les coordonnées d'un point géométrique 
d'un plan (A) et £, r\ celles d'un point géométrique d'un plan (B). 
Faisons correspondre à chaque point géométrique %, y du plan (A) un 
système de référence mobile dont le premier point A coïncide en position 
avec x, y et de la même manière faisons correspondre à chaque point 
géométrique £, t] du plan (B) un système de référence mobile dont le 
premier point B coïncide en position avec f, 7j. Cela revient à lier les 
paramétrés par les relations 
AM = xA*, A*)=yA* ; BW = | £ W, B2> = TJBW, 
(AW 4= 0, BW 4= 0) ^ 
les x, y, §,7} étant les variables nouvelles. 
On en déduit facilement que les expressions de Pfaff (oif m2 sont 
linéairement distinctes par rapport aux dx, dy et que les expressions vu 
t2 sont linéairement distinctes par rapport aux dÇ, drj. 
Cela posé, considérons une correspondance analytique entre deux 
plans (A) et (B) qui est définie dans les voisinages des points géométri-
ques x0, y0] £ 0 , 7j0 par des formules 
V)> V = 9(x,y), (6) 
les f et g étant des fonctions des variables x} y holomorphes et indépen-
dantes au point x0, y0. 
Les formules (6) définissent deux nouvelles relations entre les 
variables et ces relations entraînent à leur tour deux relations entre les 
différentielles des variables qui, comme on s'assure facilement, ont la 
forme , 
Ti =Jn(0i - T / i a a 2 , 
* 2 = / > 2 1 « l + / 2 2 « 2 , 
l e s fut fi2>f211/22 étant, au facteur [ ^ . 3 J — 2 près, des polynômes aux 
paramètres {T}, dont les coefficients dépendent de x, y. L e point 
géométrique x, y étant x0, y0 ou suffisamment voisin à celui-ci, le déter-
minant ^ + / u / i 2 est différent de zéro pour toutes les valeurs des 
paramètres {T} qui satisfont aux liaisons faites. 
3. I l résulte de huit liaisons (1), (5), (6) établies entre les variables 
que tout système des différentielles admissible remplit huit équations 
linéaires indépendantes. Celles-ci définissent inversement pour tout 
système admissible des variables (c'est-à-dire pour tout système des 
variables satisfaisant aux liaisons faites) l'élément plan E 1 4 à 14 dimen-
sions *. Les relations nouvelles x = Const, y = Const entre les variables 
* Voir p. ex. E. Goursat, Leçons sur le Problème de Pfaff (Paria, 1922), 
spécialement le Chapitre VIII, p. 343. 
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ont comme conséquence le» équations dx = dy = 0 entre les différen-
tielles ; celles-ci définissent inversement avec les équations qui définissent 
l 'élément plan E 1 4 , l 'élément plan £ 1 2 à 12 dimensions. E n ajoutant 
de proche en proche des relations nouvelles entre les variables, nous 
abaisserons les dimensions das éléments plans E u , £ 1 2 et nous désigne-
rons par le symbDle ô chaque élément linéaire de l'élément plan £TV 
(v= 12, 11 . . . ) en question, et par des symboles ejk, tjk les formes (Ojk, 
tjk, quand nous les considérons comme lieu de ces éléments linéaires. 
S ' i l s'agit de l'élément plan E,_ |_ 2 , nous employons les symboles resp. 
d, (Ojk y tjk' 
On a donc par ex. pour v = 12 
«oo + + e22 = 0, tQQ -f- tu + t22 = 0, 
e1 = e2 = t1 = t2 = 0. ^ 
4. Nous allons maintenant établir un lemme de M . E . Cartan* sur 
lequel nous nous appuierons dans la suite. 
Soient çlf Q2> • • • Qr] ° i> <*2> • • •
 Gr un système des formes linéaires 
en n ( > r) variables aux coefficients numériques, les formes ç±, ç2, . . . çr 
étant indépendantes. Soit E l'élément plan à n-m (^>r) dimensions qui 
est défini par un système de m équations s± = e2 = . . . = sm = 0, linéaires 
et homogènes en n variables, faisant avec les équations çt = ç2 = . . . 
= çr = 0 un système des équations distinctes. 
Si chaque couple d'éléments linéaires de l'élément plan E satisfait 
à la relation quadratique extérieure 
+ l > 2 ? 2 ] + • • • + [Qr<rr] = 0, 
il existe un élément plan S, renfermant l'élément plan E , défini par un 
système des équations linéaires homogènes de la forme 
r 
ai — 2 aikçu = 0-
k— 1 
les a m ont la forme p^ptk, p et pik désignant des polynômes aux coefficients 
des formes ci, at, s{ et ils forment un tableau symétrique. 
E n efiet, les formes Q; étant indépendantes et n > r, on peut, d'une 
infinité de manières, trouver n-r nouvelles formes tlf t2, . . . aux mêmes 
variables, formant avec Çj_, Q2, . . . çr un système de n formes linéairement 
distinctes, et toute forme est une combinaison linéaire de ces n formes. 
On a donc en particulier identiquement 
ai = 2aikçk -\-2bijtj 
k j 
où aik, bij (i, Je =1,2, . . . r ; j = 1,2, . . . n-r) ont la forme p~
x .ptk, p~
l.ytj, 
les p, pik, y y désignant des polynômes aux coefficients des formes at, ç{, tj. 
* Voir E. Cartan: Sur les variétés de courbure constante etc. Bull, de la 
Société Mathématique, t. XL VIL, 1919, p. 151. 
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Supposons, d'après l'hypothèse, que chaque couple d'éléments linéaires 
de cet élément plan satisfait à la relation quadratique extérieure 
2 ctik [Çi Çk\ + 2 bij [çi vj\ = 0. 
i,k i,j 
Les formes 8ly E2, . . . sm formant d'après l'hypothèse avec les formes 
Çi, Qz> • • • Qr un système de formes linéairement distinctes, on peut les 
choisir pour formes T1,T2, . . .tm et on peut supposer que tous les coeffi-
cients des formes tm±x, Tm±2, • • • tn-r soient égaux soit à 1 soit à 0 de 
sorte que p, seront des polynômes en coefficients des formes 
çh a{, «; seulement. 
Cela posé, considérons deux éléments linéaires arbitraires de l'élément 
plan E et désignons pour eux les formes çif tj par des symboles çi} tj 
resp. tj. Puis nous avons manifestement 
TJ\ t2 • • • t\ t2 • • • —— tm 0 
et on peut mettre la dernière relation sous la forme 
2U {2 {oik — au) çk - j - 2 tj) — Stj 2 hjQt = 0. 
» k j — m-j-1 j=m-\-l i 
Cette relation étant valable pour chaque couple d'éléments linéaires 
de l'élément plan E , on a donc nécessairement pour tout élément linéaire 
de l'élément plan E 
2 (aik — a») Qk + 2 bij tj = 0 
k j=m-{-l 
d'où on tire facilement 
a>ik — aki = 0; bij = 0, (i, Jc= 1,2,. .r; j = m - f 1, • -n — r) 
ce qu'il fallait démontrer. 
5. Nous allons montrer qu'on peut lier les variables par les rela-
tiens nouvelles ^ = ^ ^ = Q > ^ = ^ ^ = ^ ( 9 ) 
A ce but il suffit évidemment de démontrer que, x, y étant le 
point géométrique fixe xQ, yQ ou un point géométrique fixe suffisamment 
voisin à celui-ci, les équations linéaires ôfn = d/ 1 8 = ôf21 = ôf22 = 0 
constituent avec les équations qui définissent l'élément plan £ 1 2 un 
système d'équations linéairement distinctes, quellesque soient les valeurs 
admissibles des paramètres { î 7 } . 
Chaque couple d'éléments linéaires de l'élément plan E 1 4 remplit 
les relations quadratiques extérieures dérivées de relations (7) 
[« i W11 ft»oo — * o o —Q>n + *ii +/21 *ai —fit «12)] + 
+ [»â (dft2 + f12 « 0 0 — Too — «22 + vlt - j - fnt21 — fn œ21)] = 0, 
K W 2 1 + / 2 1 ft>oo — ^oo — w n + r 2 2 - f / n r12 —f2.2 œi2)] + ^ 
+ [«2 (d/22 + / 22 W00 — ^00 — W22 + ^22 +/l2^12 /2I«2l)J = 0. 
10 
Les formes Û}1} (O2 constituent avec les formes qui définissent 
l'élément plan E 1 4 un système d'équations linéairement distinctes. D'après 
le lemme de M . E . Cartan ils existent donc les éléments plans EW, E( 2) 
qui renferment l'élément plan E u et qui sont définis par les systèmes 
d'équations linéaires de la forme 
(EW) 
dfn + / n «00 - *oo - <»n+txx + / 2 i ^ 2 i —/12 « 1 2 = « 1 + «i 2 ( 1 ) <»2, 
àj12 +/ l 2 W 0 0 — % > — «22 + * 11 +/22 ^21 ~ / l l « 2 1 = «12 ( 1 ) « 1 + « 2 2 ( 1 ) W2> ̂  
d/2  +/22 «00 — % ) —
 W 2 2 + ^22 + / l 8 *18 ~ / 2 I «21 = «21 ( 2 ) W l + «22 ( 2 ) < y2? 
^ / 2 1 + / 2 1 « 0 0 — ^ 0 0 - « l l + «r22 + / l l ^ l 2 — / 2 2 « 1 2 = «11 2 ) « 1 + a 2 l ( 2 )<»2-
Les at^
l\.. a22W sont les fonctions rationnelles des coefficients des 
équations qui définissent l'élément plan E 1 4 et des formes qui se trouvent 
dans ces équations; ce sont donc des fonctions rationnelles des para-
mètres {T} qui n'ont pas des points singuliers. 
U n élément linéaire quelconque de l'élément plan £ 1 2 remplit donc 
le système d'équations linéaires 
àfll + / n e 0 o — ^00 — eu -h *11 + /21^21 / l 2 e12 = 0, 
àfl* ~\~fl2 e00 — ^22 "t" ̂ 11 ~\~ f%2 ̂ 21 — fil *21 
¥22 ~\~/22 e00 0̂0 e22 ~h ̂ 22 "h/12 ̂ 12 /2I e21 = 0 , 
(12) 
^/21 ~\-f%l e00 A)0 e l l ~f~ ̂ 22 H - / i l 1̂2 / 22
 e12 0-
On en conclut que l'élément plan qui est défini pour tout système 
admissible de paramètres {T\ par l'élément plan £ 1 2 et par les équations 
ôfxt = ôf12 = ôf21 = ôf22 = 0 se confond avec l'élément plan qui est défini 
pour le même système des paramètres par l'élément plan £ 1 2 et par 
les équations 
fil e00—^00 ell~Jrhl~\~f21 ^21~"/l2e12—/l2e00—^00—e22~Mll~"h/22^21—/lle21 
= / 2 2 e00 — A)0— e22~ M 22" 4~/l2 ̂ 12~"/21 e21 = r/21 e00 — ̂ 00 —
e l l~ \~ ̂ 22~h / l l^l2 —/ 22 e12
 = 0-
Cet élément plan a huit dimensions, car les équations qui le 
définissent sont linéairement distinctes. E n effet, on s'assure facilement 
que, si ces équations étaient dépendantes on aurait nécessairement 
/11/22 — /12/21 = 0, ce qui n'est pas vrai, le point géométrique x, y étant 
le point x0, y0 ou un point géométrique quelconque suffisamment voisin 
k celui-ci. 
On voit donc que l'élément plan défini par l'élément plan £ 1 2 et 
par les équations ôfn = ôf12 = ôf21 = ôf22 = 0 a huit dimensions; les 
équations qui le définissent sont donc linéairement distinctes. 
E n ne considérant ici que les points géométriques x, y suffisam-
ment voisins au point géométrique x0, y0 ou celui-ci, lions alors les 
variables par les relations nouvelles (9). Les équations (7) auront la 
forme / i Q N 
t1 = co1; T2 = Û)2. (là) 
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6. L a liaison des variables par les relations (0) a comme consé-
quence que chacun des éléments linéaires de l'élément plan E 1 0 remplit 
les équations linéaires, d'après (11), 
«00 — % ) — « I l + TU = «11 1 } « 1 + «Jâ 1 « 2 , 
r 2 1 — œ21 = a12
a Wi -J- «22 ( 1 ) f ô 2> 
«00 — *00 «22 T T22 — « 2 1 ( 2 ) « 1 + « 2 2 ( 3 ) « 2 , ^ 1 ^ 
r12 — o)12 = « i / 2 ) » ! + a2lWco2, 
quellesque soient les valeurs admissibles des variables. On en tire en 
se servant des équations (3) et en posant pour abréger a 1 = a11(
1) -f- a21*\ 
a2 = a 1 2
( 1 ) + « 2 2 3 ) 9 . u e l e s mêmes éléments linéaires vérifient aussi 
l'équation 1 1 1 
«00 — %)="5 «1^1 + £ « 2 « 2 - (15) 
Tout élément linéaire de l'élément plan £ & satisfait aux équations 
linéaires, d'après (8), (14), (15), 
^00—^00—el 1̂— 2̂ ^2=^11 t\l= 1̂2 1̂2— 2̂1 ^21=e22—^22 — 0- (1^) 
7. Nous allons montrer qu'i l est permis de lier les variables par 
les relations nouvelles „ 
a1 = a2 = 0. (17) 
Pour cela, nous suivrons exactement la même marche qu'au N° 5. 
I l suffit manifestement de montrer que, x, y étant un point géométrique 
fixe, les équations ôa^ — ôa2 = 0 constituent avec les équations qui dé-
finissent l'élément plan £3 un système d'équations linéairement distinctes, 
quellesque soient les valeurs admissibles des paramètres {T}. 
Chaque couple d'éléments linéaires de l'élément plan E 1 0 remplit 
pour un système admissible quelconque de variables la relation quadra-
tique extérieure qui est dérivée de la relation (15) 
[ « 1 («10 — *io i ««1 — «1 « i i — «00 - «2 « i 2 ) J -h 
' (1 o) 
+ [«2 («20 *20 + J ««2 «2 «22 ~ «00 — «1 « 2 l ) ] = 0-
Les formes œlf co2 constituent avec les formes qui définissent l'élé-
ment plan E 1 0 un système de formes linéairement distinctes. I l existe 
donc, d'après le lemme de M . E . Cartan un élément plan EW qui 
renferme l'élément plan E 1 0 et qui est défini par un système de deux 
équations linéaires homogènes de la forme 
£ dax - f co10 — t10 — \ (o)n — «oo) — \a2 con = bn (ax -j-l1 2 co2, 
ï dtt2 + «20 — — i «2 («22 — «Où) — £ «1 «21 = &12 « 1 " f &22 «2-
Les bn, b12, b22 sont ^des fonctions rationnelles des coefficients des 
formes qui définissent l'élément plan E 1 0 et de celles qui se trouvent 
dans ces équations; ce sont donc des fonctions rationnelles des para-
mètres \T) qui n'ont pas des points singuliers. 
U n élément linéaire quelconque de l'élément plan f 8 remplit donc 
le système d'équations linéaires 
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| da 2 - j -
 e2o — 2̂0 — | «2 («22 — «00) — i «1 e 2 1 = 0. 
L'élément plan qui est défini par l'élément plan £ s et par les 
équations da 1 = da 2 = 0 se confond donc avec l'élément plan qui est 
défini par le même système de variables par l'élément plan £ 8 et par 
les équations 
%o — ho — i «1 (^11 — e<x>) — F a 2 ti2 = e2o— ho— ï «2 («22— eQ0) — £ «1 e2 = 0. 
Cet élément plan a six dimensions, car les équations qui le définissent 
sont manifestement linéairement distinctes. O n voit donc que l'élément 
plan qui est défini par l'élément plan £ 8 et par les équations ôa^ = ôa2 = 0 
a six dimensions ; les équations qui le définissent sont donc linéairement 
distinctes. 
Lions alors les variables par les relations nouvelles (17). L'équation 
(15) aura la forme 
v J *oo = «oo- (21) 
Quant aux équations (14), on les écrira, en posant pour abréger 
« u ( 1 ) — Ci, — « n ( 2 ) = c0, « ia
( 1 ) = c2, a 2 2
( 1 ) = cs, 
w l l Tll = [fil03! C20)2>
 w 2 2 — ^22 = C1(01 -\- C2(02f 
(22) 
(23) 
Û>21 T21 = ^2 W 1 C 3 W 2 , «12
 r 12 = C 0 « i " j "
 C l W 2 j 
ou, en introduissant la forme cubique binaire 
«F = CQG)^ -|- ScjW^cog 4- 3c 2 Wi«2
2 + c3w2
3, 
1 3 3ÎP _ 1 d*W 
» u - r u — ^ ^ - j , « n - r n - - - — — , W 2 1 _ r 2 1 _ _ _ _ _ . 
8. L a liaison des variables par les relations (17) a comme con-
séquence que, en posant pour abréger g1=b11, g=b12, g2 = o22j un 
élément linéaire quelconque de l'élément plan E 8 remplit les équations 
linéaires, d'après (19), 
«10 — *io = ffi oii -f- g(o2, 
«20 — *20 = 9^1 + #2«2 • 
Chacun des éléments linéaires de l'élément plan £ 6 satisfait donc 
aux équations linéaires, d'après (16), (24), 
eoo A)o — ei tx—ez —1 2
 = #10 — 1̂0 = €11 — 1̂1 = 612 — 1̂2 = 2̂5) 
—' 62Q t2Q
 = €2t t2x '-— 2̂2 = = ®-
9. Nous allos montrer qu'il est permis de lier les variables par les 
relations nouvelles ~ 
.9i = ^2 = 0. (26) 
A ce but, i l suffit évidemment de montrer que, x, y étant un point 
géométrique fixe, les équations ôgx = ôg2 = 0 constituent avec les 
équations qui définissent l'élément plan f 6 , un système d'équations 
linéairement distinctes, quellesque soient les valeurs admissibles des 
paramètres {T}. 
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Chaque couple d'éléments linéaires de l'élément plan E 8 remplit 
les relations quadratiques extérieures dérivées des relations (24) 
[«1 (dgx — » n — 2gœ12 — 2gxœ22 + <y20)] -j-
+ [aa (dg — 3gcon — g2 w 1 2 — g1 m21 — 3gm22)] — g2 [tox a2] = 0, 
[<*>i(dg — 3go)n — g2a12 — gxo)21 — 3gm22)] -f- ^ ' 
+ [«2 (dg* — 2g2o)n — 2gco21 — 4g2co22 -f- <y10)] - f g1 [ca^o] = 0. 
Ils existent donc d'après le lemme de M . E . Cartan des éléments 
plans E W , E( 2) qui renferment l'élément plan E 8 et qui sont définis par 
des systèmes d'équations linéaires de la forme 
agi — 4^ 1ty 1 1 — 2ga12 — 2g1to22 + o2o = + (w2 - j- g2) co2, 
dg — 3gan — g2co12 — g^^ — 3gco22 = W2OJ1-\- wx(o2, (28) 
dg2 — 2g2œn — 2gco21 — Ag2œ22 -J- a10 = (wt -f- ̂ ) wx + v2a>2. 
U n élément linéaire quelconque de l'élément plan £ 6 remplit donc 
le système d'équations linéaires 
tyi = en + 2ge12 - f 2gx e22 — e20, 
ôg = 3gelt + g2e12 + g±e21 - f 3ge22, (29) 
<ty2 = 2̂ 2̂ 11 -f- 2#e21 + 4#2e22 — e10. 
L'élément plan qui est défini par l'élément plan 6*6 et par les 
équations ôg1 =. ôg2 = 0 se confond donc avec l'élément plan qui est 
défini pour le même système de paramètres par l'élément plan £ 6 et 
par les équations 
etl - f 2ge12 - f 2gxe22 — e20 = 2g2en -j- 2#e21 - f 4#2e225— e10 = O.j 
Cet élément plan a quatre dimensions, car les équations qui le 
définissent sont manifestement linéairement distinctes. On voit donc que 
l'élément plan qui est défini par l'élément plan £ 6 et par les équations 
dg1 = ôg2 = 0 a quatre dimensions; les équations qui le définissent sont 
donc linéairement distinctes. 
Lions alors les variables par les relations nouvelles (26). Les 
équations (24) s'écriront 
«10 — *io = g°>z> r 3 
«20 — vi0 = ga1. ITB 
10. L a liaison des variables par les relations (26) a comme consé-
quence qu'un élément linéaire quelconque de l'élément plan correspondant 
E 6 remplit les équations linéaires, d'après (28), 
— 2go)12 -j- W 2 0 = Vx(Ot + w2co2, 
— 2gœ21 -+- w 1 0 = w1a>1-\- v2(o2, (31) 
dg -f- 3go)00 = w2(ox -j- wxœ2 ; 
on déduit facilement, en les différentiant, que chaque couple d'éléments 
linéaires de cet élément plan satisfait aux relations quadratiques extérieures 
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[Wj (dvx 3vX(OXX 3w2(OX2 3vxG}22)] + 
4- [w2 (dw2— 2w2coxx — 2wx(o^2— vx-\-v2— 4g
2co2x— 4w2ct>22)] + 
+ §9 K2W11] — 2gwx K « 2 ] = 0, 
[ cax (dwx — 4 wx con — vx-\-v2 — coX2 — 2 w2 « 2 1 —
 2 M>I «22)] + 
+ [w2 (<fo2 — S ^ W u — w2ra12 — 3^(02! — 3y2w22)] + 
+ 6(/ [<o2X(o22\ — 2gto2 [<o2(ox] = 0, 
[«! (dw2 — 5M?2ton — tê ô a -[- 6<;
2w21 — 4w2co22)\ -f-
+ [ta2 (dw?! — 4 © n -f- 6#
3 w12 — w2
 w 2 i — 5% w22)] + 3#v2 — vx [cox co2] = 0. 
De ces relations et de (31) on tire immédiatement que chaque 
élément linéaire de l'élément plan £ 4 remplit outre (25) les équations 
ôg = 3gexx + 3ge22) 
âwx = 4wxexx — 6 g" e12 - 7 - w2 e21 - f - 5 wx e22, 
ôw2 = hio2exx -f- wxeX2 — Qg
<ie2x -j- 4w2e22> (33) 
2geX2 — e20 = 0, 
2ge2X — e10 = 0. 
11. Chacun des éléments linéaires de l'élément plan E 6 remplit les 
relations linéaires, d'après (22), 
w12 *12 ~ Co^l + CiW 2, 
W l l *11 = ^2W2J 
w 2 i — r 2 i = — C2CÛX — rsto2 ; 
on en déduit facilement, que chaque couple d'éléments linéaires de l'élé-
ment plan E 6 satisfait aux relations quadratiques extérieures 
[cox (dc0 — 3c0(oxx — 3cxcox2)] + 
-f- [ w2 (dcx — 2cxoxx — 2c2(ox2 — cQ CO2X — cxo)22)] — 2 (c0 c2 — cx%) \c)xa)2] = 0, 
[o)x (dcx — 2cxtoxx — 2c2cox2 — c0o)21 — cxto22)] -j-
- f [co2 (de2 — c2(oxx — cz(ox2 — 2cx(o2x 2c2w22)] 4 - (g — c0e3 — cxc2) [cox(a2 \ = 0, 
[tox (dc2 — c2 (oxx — c3 cox2 — 2 cx (o2X — 2 c2 w22)] +-
-f- [(o2 (dc3 — 3c2(o2x — 3c3w22)]
 _ 2 (cxc3 — c2
2) [(oxa)2] = 0. 
On voit donc, d 'après le lemme de M . Car tan, que chacun des 
éléments linéaires de l'élément plan E 6 remplit, outre les équations 
écrites plus haut, les équations suivantes 
dc0 — 3 c0 axx — 3 cxcox2 — — 3 px(ox — {3q2 — 2c0c2 — cx
2) co2, 
dcx — 2cxœxx — 2c2<ox2— cQca2X — cxw22 = — 3 q2o)x + (p — %g — c0c3 — cxc2) w2, 
dc2— c2ioxx— c3coX2 — 2cxto2x — 2c2tû22 = (p + \g — cQcfi—cxc2)G>x + 3qxa}2, 
dc3 — 3 c2w21 — 3 c3w22 = (3 qx — 2 cxcs — c2
2) cox + 3p2 m2 
et par suite que chacun des éléments linéaires de l'élément plan corre-
spondant £T4 satisfait aussi aux équations linéaires 
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ôcQ = Sc0e11 - j- 3c±e12, 
ôcx = 2c1en - f 2c2ei2 + c0e21 + cxe22, 
ôc2 = ^2^11 ~f~ ^3^12 "H 2cxe2\ ~\~ 2c2e22, 
dc% = 3 C2 #21 - j- 3 Cg Cg2 • 
(36) 
En tenant compte de (23), on trouve à l'aide de ces équations 
d ' a b 0 r d «HP = 3 * o P (37) 
et puis, en posant 
c0 cx 0 
2 2 c2 
c2 c3 2cj 2c2 




= 4 (c0C2 — C t
8 ) (CjCg — C 2




c7j CQC2 C*y «7*2 — ^1^3 ^23> CQCQ CiC2j 
les équations bien simples 
ôB = — 6e 0 0D, 
dJj = 2 (e u — e00) Jt -f- e12 J, 
ôj2 — 2 (e22 — e00) J2 -f- e 2 i ^ 
&7" = — 3e00J-\-2e12J2-\-2e21J1. 
12. Soit F(x,y) une fonction des variables i / , holomorphe au 
point x0, y0, dont les dérivées partielles ne s'annulent pas toutes deux 
en ce point. L'équation F(x0, y0^ = 0 étant remplie, j'appelle la multi-
plicité des couples x, y, qui satisfont à l'équation F (x, y) = 0 la courbe F 
du plan (A) et tout couple x, y de cette multiplicité le point x, y de la 
courbe F. 
En tenant compte des relations (6) on peut mettre l'équation 
F(x,y) = 0 sous la forme # ( £ , rf) = 0, Jetant une fonction des vari-
ables £, ?j, holomorphe au point £ 0 , T\Q dont les dérivées partielles ne 
s'annulent pas toutes deux en ce point ; on a de plus 0 (£, rf) = 0. L a 
multiplicité des valeurs £, r\ qui satisfont à l'équation <P (j-, rf) = 0 est 
donc une courbe # du plan (J5); je dis que la courbe <P correspond 
à la courbe F dans la correspondance considérée. 
x, y étant un point de la courbe F, j'appelle la multiplicité des 
couples dx, dy qui satisfont à l'équation 
F'xdx-\-F'ydy = 0 . (40) 
la direction de la courbe F au point x, y. 
x, y étant un point de la courbe F, je l'appelle point d'inflexion 
alors et alors seulement si chacun des couples dx, dy rempliant en ce 
point l'équation (40) satisfait aussi à l'équation 
d*xdy — d2ydx = 0. (41) 
13. L a forme cubique 3* est une forme binaire en dx} dy dont les 
coefficients dépendent de x, y et des paramètres {T}. Mais en tenant 
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compte de la formule (37), on voit facilement que, grâce aux liaisons 
faites entre les variables, la forme !P est invariante pour un changement 
quelconque des paramètres. L'équation T = 0 définit donc en tout point 
géométrique x, y suffisamment voisin au point géométrique x0, y0, ou trois 
ou deux ou une ou enfin une infinité des valeurs du rapport des nombres 
dx, dy. 
Envisageons la multiplicité de tous les couples dx, dy qui ont à un 
point géométrique x, y le même rapport défini par l'équation *?=(); je 
l'appelle la direction caractéristique de la correspondance considérée (6) 
au point géométrique x, y. 
Une courbe dont la direction dans tous ses points est caractéristique 
sera appelée une courbe caractéristique de la correspondance considérée (6). 
14. L'interprétation géométrique de l'équation ¥=0*. Soit x0, y0 
un point d'inflexion d'une courbe F du plan (A). Alors d'après (41) et 
(2) chacun des éléments linéaires de l'élément plan E 8 remplit outre 
(40) l'équation 
(01 dd)2 Ù)2d(OX -{- W j 2 0 ) 1 2 — 0)1 CD2 (ca1± — w22) — co 2 2«21 = 0 • 
Le point géométrique £ 0 , T]0 correspondant au point géométrique 
XQ, y0 est un point d'inflexion alors et alors seulement si chacun des 
éléments linéaires de l'élément plan E 6 y satisfait à l'équation 
co1doj2 — (o2dcot -f- (o^r12 — (oTG)2 {rtl —t22) — CO22T21 = 0, 
ou, en tenant compte de (3), (22), (23), à l'équation 
T = 0. 
L a direction de la courbe F au point x0, y0 doit donc être caractéri-
stique. Inversement, si la direction de la courbe F au point x0, y0 est 
caractéristique et que x0, y0 soit un point d'inflexion de cette courbe, 
le point £ 0 , ?j0 de la courbe # est même un point d'inflexion. 
Pour qu'à un point d'inflexion d'une courbe quelconque F du 
plan (À) corresponde dans la correspondance donnée un point d'inflexion 
de la courbe correspondante du plan (B) il faut et il suffit que la direction 
de cette courbe à ce point soit une direction caractéristique. 
15. Classification des correspondances analytiques à un point 
géométrique x0, y 0 . Une correspondance analytique étant donnée, con-
sidérons un point géométrique x0, yQ. En laissant a côté quelques cas que 
l'on peut regarder comme singuliers, un et un seul des quatre cas suivants 
se présentera: 
1. Il y a au point géométrique xQ, y0 et à tous les points géométri-
ques suffisament voisins à celui-ci trois directions caractéristiques 
et trois seulement. Une telle correspondance sera nommée une 
correspondance de la première espèce. 
* L'interprétation géométrique de cette équation m'a communiqué M. le prof, 
E. Ôech. 
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2. Il y a au point géométrique x0, y^ et à tous les points géométri-
ques suffisament voisins à celui-ci deux directions caractéristiques 
et deux seulement. Une telle correspondance sera nommée une 
correspondance de la deuxième espèce. 
3. Il y a au point géométrique x0, y0 et à tous les points géométri-
ques suffisament voisins à celui-ci une direction caractéristique et 
une seule. Une telle correspondance sera nommée une correspon-
dance de la troisième espèce. 
4. Au point géométrique x0, yQ et à tous les points géométriques 
suffisament voisins à celui-ci il existe une infinité de directions 
caractéristiques. Une telle correspondance sera nommée une corre-
spondance de la quatrième espèce. 
16. Correspondances analytiques de la première espèce. 
D'après ce qui précède, le discriminant de la forme *F au point géométri-
ques x0, y0 et par suite dans un voisinage de celui-ci est dans ce cas 
différent de zéro, quellesque soient les valeurs admissibles des para-
mètres {T}. 
Nous allons montrer qu'il est permis de lier les variables par les 
relations nouvelles 
cQ = \, Cx=0, C2 = 0, CS = — 1. (42) 
A ce but, il suffit de montrer que, x, y étant un point géométrique 
fixe suffisament voisin au point géométrique xQ, y0 ou celui-ci, les équa-
tions ôc0 = ôct = ôc2 = dc3 = 0 constituent avec les équations qui définis-
sent l'élément plan £"4 un système d'équations linéairement distinctes, 
pour tout système de paramètres { T}. On conclut immédiatement des 
équations (36) que l'élément plan défini par l'élément plan £ 4 et par 
les équations ôc0 = ôc1 = ôc2 =ôc3 = 0 se confond avec l'élément plan, 
défini pour le même système de paramètres par l'élémentplan £ 4 et par 
les équations _ 
1̂1 = Cl2 = z &21 = = &22 ' ~ 0. 
Cet élément plan est à 0 dimensions car les équations qui le définis-
sent sont manifestement linéairement distinctes. On voit donc que l'élé-
ment plan qui est défini par l'élément plan 6"4 et par les équations 
ôc0 = ôct = ôc2 = âcs = 0 est à 0 dimensions ; les équations qui le définis-
sent sont donc linéairement distinctes. 
Lions alors les variables par les relations nouvelles (42). Les 
équations (22) et (30) seront de la forme 
w i2 — *i2—wi> — *n = 0> w 2 1 — T21 = a2, (a10~t10 = g(o2, , . 
<%) — *20 = g<»i • ' 
17. L a liaison des variables par les relations (40) a comme consé-
quence que, en posant pour abréger wt au lieu de wx -f- §g(h, v2 au lieu 
de v2—2g(j> — -h9~\~^)
 e * de ^ a même manière pour w2, vlf chacun 
2 
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des éléments linéaires de l'élément plan E 2 satisfait aux équations, 
d'après (31), (35), 
to11=p1ù)1-\- q2o)2, 
W12 = (p H- \9 + ! ) «1 + 3gl^27 
eoai = 3q2o)1 — (2) — |</ -j- 1) « 2 , 
« 2 8 = 2 l « l + i ' 2 « 8 , (44) 
w i o = + w a»2» 
^ = («02 + 3#i>i — o>i -h («fi + 3 £ p a — 22) « 2 • 
On déduit facilement de ces équations que chaque couple d'élé-
ments linéaires de l'élément plan E 2 remplit les relations quadratiques 
extér ieures 
[dPi«i] + [<ka*»a] + (^2+10 mi +P1P2—2 g8+i> '—i^-HO K w 2] = 0, 
[dp»!] + 3[dqxœ2] — f (t^ - f gp2 — q2~42lgt—j?t) w21 = 0, 
3 [d&roj — [dpo)2] - f f ( ^ 2 + ffJPi — g i — 4 g 2 g, — [CT X W 2 ] = 0, (45) 
I ̂ i f t ? i ] + [ ^ 2 « 2 J + ( M ; t g 2 + 2 i ? > + 3 gi^i—im--W2VjH9+_1) K ^ ] = °> 
[ d w 2 « 2 J — ( ^ g i + 2 ^ + 3 ^ 2 — 2 V i 4 - « 0 ^ — |</-f-1) [w 1 w â ]=0, 
[dw2 Wj] + [dwj w 2 J + 3g{[d(p 1 ~q x ) c^] - f [d(#8 — g2) « 2 ] } + 
4- 3 (p2w2 — px wx -J- 3 g q2px — qxp2) [coxo>2] = 0. 
Les systèmes de référence sont donc parfaitement déterminés. Les 
vingt-deux variables ont été liées par vingt relations indépendantes de 
telle manière qu'on peut regarder les paramètres {l 7} comme fonctions 
des variables indépendantes x, y analytiques au point considéré x0, yQ. 
Pour cette espèce des correspondances analytiques entre deux plans 
projectifs (A), (B) dix fonctions analytiques qui remplissent les con-
ditions d'intégràbïlité (45) ont été définies par la particularisation des 
systèmes de référence. Ce sont les invariants fondamentaux des corres-
pondances analytiques de la première espèce par rapport au groupe 
projectif. 
18. Correspondances analytiques de la deuxième espèce. 
D'après ce qui précède (v. N° 15), le discriminant de la forme *P 
s'annule dans ce cas identiquement mais au moins une des expressions 
J% ( v - I e 8 formules (38)) est, au point x0, y0 et dans un certain 
voisinage de celui-ci, différent de zéro, quellesque soient les valeurs ad-
missibles des paramètres {T}. 
Nous allons montrer tout d'abord qu'il est permis de lier les variables 
par les relations nouvelles 
cx = l, c2 = 0. (46) 
A ce but, i l suffit de montrer que, x, y étant un point géométr i-
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que fixe suffisamment voisin au point géométrique x0, y0 ou celui-ci, 
les équations ôc± = ôr2 = 0 constituent avec les équations qui définis-
sent l'élément plan £± un système d'équations linéairement distinctes. 
Or, des équations (36) on conclut immédiatement que l'élément plan 
qui est défini par l'élément plan £± et par les équations ôcx = ôc2 = 0 
se confond avec l'élément plan qui est défini pour le même système de 
paramètres par l'élément plan £ é et par les équations. 
2 ^en -\-2c2e12 + c0e21 - f c±e22 = 0 
^2 ̂ 11 ~f~ £3 ̂ 12 ~h 2 Cj é?2i ~f~ 2 c2 622
 = = 0» 
E n se servant de l'hypothèse qu'au moins une des expressions 
Jlf J2 soit difïérente de zéro, on voit immédiatement que ces équations 
sont linéairement distinctes et par suite que l'élément plan considéré 
a deux dimensions. On voit donc que l'élément plan, qui est défini par 
l'élément plan £"4 et par les équations ôcx — (fc2 = 0 a deux dimensions ; 
les équations qui le définissent sont donc linéairement distinctes. 
Lions alors les variables par les relations nouvelles (46). Les 
équations (22) s'écriront 
w i 2 — ^12 — CoWj + Wg, « H — ^ n = — « 1 , »2i — ^21 = — c 3w 2. (47) 
19. L a liaison des variables par les relations (46) entraîne comme 
conséquence ce que chacun des éléments linéaires de l'élément plan E 4 
satisfait aux équations, d'après (35), 
dc0 — 3 c0con — 3 co12 = — 3 ^ » ! _ (3 q2 -f- 2)co2, 
2 % +e0(o21-\-oj22= 3 ^ _ (p—\g— c0cB)œ2, 
C3W12+ 2w 2 i = — (P~\- \9 — C(A)
 w I — 3 2i w2> 
dc3 — Scsco22 = (3 £i — 2 c3) -f- 3^ 2 »2-
On voit donc que chacun des éléments linéaires de l'élément plan 
£ 2 remplit les équations 
ôc0 — ScQen — 3 e12 = 0, 
2 eu + C o e 2 i + e22 = 0 , 
c3e12 + 2e21 = 0 , ^ ) 
ôc3 — 3 c3 e22 = 0. 
20. Nous allons montrer qu'il est permis de lier les variables par 
la relation nouvelle ç Q 
Pour cela i l suffit de montrer que, x, y étant un point géométrique 
fixe suffisamment voisin au point géométrique x0, y0 ou celui-ci, l'équation 
ôc0 = 0 constitue avec les équations qui définissent l'élément plan £ 2 
un système d'équations linéairement distinctes, quellesque soient les 
valeurs admissibles des paramètres {T}. Or, de la première des équations 
(49) on conclut immédiatement que l'élément plan qui est défini par 
l'élément plan £ 2 et par l'équation âc0 = 0 se confond avec l'élément 
2* 
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plan, qui est défini pour le même système de paramètres par l'élément 
plan £ 2
 e * P a r l'équation 
c0eu + e12 = 0. 
Cet élément plan a une dimension, les équations qui le définissent 
étant manifestement linéairement distinctes. On voit donc que l'élément 
plan qui est défini par l'élément plan E2 et par l'équation ôc0 = 0 a 
une dimension; les équations qui le définissent sont donc linéairement 
distinctes. 
Lions alors les variables par la relation (50). Les équations (47) 
auront la forme, d'après l'hypothèse Z) = 0, 
« 1 2 ^12 = «2? « 1 1 Tll = «1> «21 T2l = 0. (51) 
21. La liaison des variables par la relation (50) a comme consé-
quence qu'en changeant pour abréger les notations d'une manière facile 
à comprendre, chacun des éléments linéaires d'élément plan E 8 remplit 
d'après (31) et (48) les équations 
« 1 2 = \ «î -+- ^2 «2> 
«21 " = #1 «i> * 
b)1Q = W1ù)1-j-V20)2, ™ 
ft?20 = v1œ1-\- w2 a2, 
— «oo = (3 h — 2) «i + (2kx + g) a2, 
dg-{-3gco00 = (w2 — 2gk2)co1-\-(w1 — 2gk1)o)2. 
et de la même manière chacun des éléments linéaires de l'élément plan 
£ t remplit les équations 
e l l e 00 = e12 = e21 = 610 — e 20 = 0 / r o \ 
ôg = — 3e00g.
 } 
En appliquant les formules (32), on déduit facilement des équa-
tions (52) que chaque couple d'éléments linéaires de l'élément plan E 3 
remplit les relations quadratiques extérieures 
[œ^dht— 3h1ù)00)]-\-[o}2dk2]-]-(2kiJc2— 1— h1hkt-\-3g-rw1) [oj1wiJ=0, 
[«! (dk± -f- 3^0) QQ)] + (kL3 kt-\-g—w2) [<y1ty2]=0, 
[aiidWi] + [a)2(dv2+3v2œ00)] — (w^kx^g+k^-^v^/i1w2)[«i«2l 
[«i(^i+3y1w00)]+[(ya(^2+6w2cy00)]—(w2lk2—4—7c1v1-(-v2)[cw1<y3] =0, (54) 
3[(y 1^ 2]+2[(» : !(^ 1-|-3^ 1w 0 0)]—(6^2^2—1+^2—4^2w a—Vj4 w 2 )[«i«2] = 0, 
[wj ( ^ 2 + 3 w 2 « o o ) ] + [ « 2 +6 W i « 0 o ) ] — 2 P [« A ] ~
2 # [«a (â*i+3 <y00)J + 
-j- (^2^ 5^-|- 4^ -w2 4- 3 ^ — 2 w t 3&2— 1 -f - ^«<7 2 ) [ « ! ey2] — 0. 
On en déduit facilement tout d'abord que chacun des éléments 
linéaires de l'élément plan £ t satisfait aux équations 
ôhx = 3~h1eQ(i, ôk2 = Q, ôkx~— 3kxe00, ôwx — 0, ôv2 = — 3v2e00 
àv± = — 3 vx em ôw2 = — 6 w2e00 ^ ' 
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et la dernière des équations (54) donne 
2 gôk2 — àw2 = 3w2 em 
(56) 
2 gôkt — ôw1 = Ç>wx — gk-y e00. 
En comparant les formules (55) et (56) on obtient les identités 
wt = w2 = 0, (57) 
de sorte que les équations (52) auront la forme 
co12 = h1ca1 -j- k2w2, 
O)10 = V2O)2, 
(O20 = V1Mly ^ ' 
» u — «oo = (3&2 —
 2 ) w i + (?h 4~ 9) <*2, 
dg - f Sga00 = — 2gJc2 — 2gkt a2 
et les relations (54) s'écriront 
[«! (dhi — w00)] -j- [a2dk2] -\- (2k2k2 — 1 — ^ 5 ^ + 3g) [«jco2] = 0, 
(dki + 3^6)00)] -f ^ + g [a± ro2] = 0, 
[œ2 (dv2 + 3Î72G;00)] — + v2 {co^] = 0, 
I «1 (dvt 4 - 3 ^ w 0 0)] + + v2 [«i o)2] = 0, 
3 [«! dfcal + 2 [«o2 (dfcj + 3 * A Û>OO)Ï — ( 5 9 ) 
— (6&J 2k2 — 1 -J- g àk2 — 4 - j - 2v2 — *>i) [ »i w2] = 0, 
2# [c^dfcg] + 2# [w2 (dfcj + 3&j ft)00)] — 
— g(2k2ôk±-\-g — 4kt -\- 3v2 — vt) [«i <*>2] = 0. 
22. Chacun des éléments linéaires de l'élément plan £ t satisfait 
aux équations linéaires, d'après (53), (55), 
ôg= — 3ge00, âhl = 3h1em ôk1 = — 3k1e0Q, ôk2 = 0, 
ôvx = — 3^00 , ôv2 = — Sv2e00 ^ ' 
de sorte qu'on a tout d'abord trois cas à distinguer: 
Au point x0, y0 et par suite dans un voisinage de ce point g ne 
s'annule pas. 
g s'annule identiquement. 
A u point x0, y0, g s'annule, mais i l existe dans un voisinage quel-
conque de ce point au moins un point x, y où est g différent de zéro. 
En regardant dans le troisième cas le point géométrique considéré 
x0, y0 comme un point géométrique singulier de la correspondance qui 
est caractérisée par l'hypothèse #4=0, nous excluerons un tel cas de 
nos raisonnements*. 
23. Cas général g^O. Nous allons montrer qu'il est permis de 
lier les variables par la relation nouvelle 
9 = 1. (61) 
* Dans la suite, s'il s'agira des cas analogues à celui-ci, nous les excluerons 
de même de nos raisonnements. 
22 
A ce but, i l suffit manifestement de montrer que, x, y étant un 
point géométrique fixe suffisamment vois in au point géométrique xQ, y0 
ou celui-ci , l'équation ôg = 0 constitue avec les équations qui définissent 
l'élément plan £ 1 u n système d'équations linéairement distinctes. O r , cela 
résulte immédiatement de l a première des équations (60). 
L i o n s alors les variables par la relation (61). L e s équations (51) 
et (30) s'écriront 
C012—T12 = 0)2, CON— TN = C01} « 2 1 T 2 1 = 0, 
ttf10 T 1 0 = CJ2? « 2 0 — # 2 0
= = t y l -
24. L a liaison des variables par les relations (61) a comme consé-
quence que chacun des éléments linéaires de l'élément plan E 2 remplit , 
d'après (58), les équations 
«oo = — $h « î — ! * i œ2> 
to10 — vaœa, 
°hi — (Pa — 2) »! -r (£&! -f -1) co2, . 
co12 7 Î I « I + ha2f 
« 2 0 — 
G)21 fciWi. 
O n en déduit facilement que chaque couple d'éléments linéaires 
de l'élément p lan E 2 satisfait pour toutes les valeurs admissibles des 
variables, aux relations quadratiques extérieures 
[(OidJcj] -j- It-Jci + 1 [wi<y2] - _ 0 , 
[œidkt] — (Aj,*! — 2 — %vt + | v a -f 4) [ » i w 2 ] = 0, 
[«idfca] — (*a2Aii-r-3 — 2 * 1 + 2t71 —1; 8 —4)[ra1w8] = 0, 
[« 1 dA 1 J + [©adA2] + ( 2 f t 8 ^ r i — 3 ^ V F l ) K w 2 ) = 0, ^ ' 
[ W i ^ i ] -f \v2 — V1[O)1Ù)2] = 0, 
[co2dv2] + hVfi — Vi [wjttfa] = 0. 
L e s systèmes de référence sont donc parfaitement déterminés; 
pour cette espèce des correspondances analytiques, cinq fonctions analy-
tiques qui remplissent les conditions d'intégrabilité (64) ont été définies 
par la particularisation des systèmes de référence. Ce sont les invariants 
projectifs fondamentaux des correspondances analytiques de cette espèce. 
25. Cas g = Q. Dans ce cas, chacun des éléments linéaires de 
l'élément p lan E 3 remplit , d'après (30), (51), les équations linéaires 
«u 1 2 — t12 = co2, con — tfii = — « i , co2t — r 2 1 = 0, 
« I O — 1 1 0 — 0, a20 — T 2 0 = 0, 
Wi2 = h1œ1 + &2
W2> 
G>2l = 'k1(0lf 
co10 = v2(D2, (65) 
œao = v1œ1, 
« u — «oo = (3^2 — 2) m1 -f-3kxco2, 
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et chaque couple d'éléments linéaires, d'après (59), les relations quadra-
tiques extérieures 
(dftj — 3htoj00)] -f- \cû2dk2] -f- (2k2Jc2 — 1 — 5^^) [co1(a2\ = 0, 
[« ! (c?^ + SkiGJoo)] -j- 3 ^ [«i<tf2] -— ®, 
[co2 (dv2 -\r 3v2coQ0)] — 7c2vx v2 [CO1OJ2] = 0, (66) 
[at (dv1 - f 3^(y0o)] + + ^ [<yi«y2] = 0, 
3 [œxdk2\ -j- 2 [<y2 ( ^ - f 3 £!©„<>)] — (6£ x 2#2 — 1 - f 2tf2 — vt) [ « ! w2] = 0. 
26. Chacun des éléments linéaires de l'élément plan Si satisfait 
aux équations linéaires, d'après (53), (60), 
eu — e00 = e12 = e21 = e10 = e20 = 0, 
ôhx = 3 JI-L e0Q, âJci — — 3 Jct e00, ôk2 = 0, ôvt = — 3 vt e00, (67) 
ôv2 = — 3v2e00 
de sorte qu'on a deux cas à distinguer: 
A u point xQ, y0 et par suite dans un voisinage de ce point, hx ne 
s'annule pas. 
Jit s'annule identiquement. 
27. Cas hi =j= 0. Nous allons montrer qu'il est permis de lier les 
variables par la relation nouvelle 
hx — 1.1 (68) 
Pour cela i l suffit de montrer que, x, y étant un point géométrique 
fixe suffisamment voisin au point géométrique x0, y0, ou celui-ci, l'équation 
ôh1 = 0 constitue avec les équations qui définissent l 'élément plan Si 
un système d'équations linéairement distinctes, quellesque soient les 
valeurs admissibles des paramètres {T}. Or, on voit cela immédiatement 
de la première des équations (67). 
Lions alors les variables par la relation (68). L a sixième des 
équations (65) aura la forme 
co12 = œ1-\-Jc2ct)2. (69) 
28. L a liaison des variables par la relation (68) a comme consé-
quence que chacun des éléments linéaires de l'élément plan S2 remplit 
les équations linéaires, d'après (65) et (66), 
Wl2 — T J 2 = 0 ) 2 , ron— T l l — w l > CO21 — T21=0, Û)10 — T10 = 0, O)20 — T20 = 0 
CO00 = WO)1-\- Z(02, 
fOlQ~V20)2, 
œn = (3Jc2 + w — 2) co1 - f (2^ -f s) ÙJ2, (70) 
co12 = ùy1-\-h2(o2y 
« 2 0 = ^1^1? 
0)21 = Ù)X. 
et par suite chaque couple d'éléments linéaires de cet élément plan 
remplit les relations quadratiques extérieures qui en résultent 
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| W j div] -\- \o)2dz] — {2z2k2 -j-w — 1 - f - wkx - j - Vi — v2) \(o± w2] — 0, 
3 [œidkg] - f - 2[œadk1] — (6kt 2k2 + w — l + 2v2 — v±) [œtca2] = 0, (71) 
[co2dk2] -f- (2k2k2 — 1 — àkt — 3g) \cotco2] = 0, 
[t»i<foj -f- (k± vt -\-v2-\-Zv1z) [w! ty 2 ] = 0, 
[a2dv2] — (k2 -J- v2 -j- Sv2w) [co1 co2] = 0. 
Les systèmes de référence sont donc parfaitement déterminés; pour 
cette espèce des correspondances analytiques, six fonctions analytiques qui 
remplissent les conditions d'intégrabïlité (71) ont été définies par la parti-
cularisation des systèmes de référence. Ce sont les invariants projectifs 
fondamentaux des correspondances analytiques de cette espèce. 
29. Cas ^ = 0. Dans ce cas chacun des éléments linéaires de 
l'élément plan E 3 satisfait aux équations linéaires, d'après (65), 
Œ12 — *12 =
 W2> W l l — T l l — — Wl> W 21 — T21 = 0> w 10 — ^10 = 0, w 2 0 T20 = ®> 
co12-=k2w2, 
ca21 = k1œ1, 
(O10 = V2(O2, 
«20 = ^l wl> 
w n — « 0 0 = (3&2 — 2)(ox-\-2h1o)2, 
et par suite chaque couple d'éléments linéaires de cet élément plan 
remplit les relations quadratiques extérieures 
[co2 d~k2~\ -j- 2 k2 Jc2 — 1 [(o1 OJ2] = 0, 
[Wi (dJc± -f- Skx «»oo)] +
 3 V [wj (a2 \ = 0, 
[œ2 (dv2 ~rSv2 co00)] — fta vA - f t;8 [wA ra2] = 0, (73 ) 
[«1 + 3 » j w00)] + »j + v2 [e»j w2] = 0, 
3 [Wid/cg] -f- 2 [e»8 (dA?! -j- 3&! <y00)J — ( 6 ^ 2k2 — 1 - f 2 » 8 — 1^) [« j w2] = 0. 
30. Chacun des éléments linéaires de l'élément plan 6*1 satisfait 
aux équations linéaires, d'après (67), 
ôk1 = — 3k1e00, ôk2 = 0, ôv± = — 3%e 0 0, ôv2 = — 3v2e00 (74) 
de sorte qu'on a deux cas à distinguer: 
A u point x0, y0 et par suite dans un certain voisinage de ce point, kt 
ne s'annule pas. 
s'annule identiquement. 
31. Cas ^ r j r O . Nous allons montrer qu'il est permis de lier les 
variables par la relation nouvelle 
h = l . (75) 
A ce but, i l suffit de montrer que, x, y étant un point géométrique 
fixe suffisamment voisin au point géométrique x0, y0, ou celui-ci, l 'équation 
âk± = 0 constitue avec les équations qui définissent l 'élément plan Et 
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un système d'équations linéairement distinctes. Or, cela résulte immédia-
tement de la première des équations (74). 
Lions alors les variables par la relation (75). L a septième et la 
dernière des équations (72) auront la forme 
(021 — «!, 
— w00 = (3̂ 2 —
 2 ) w i + 2w2. 
32. L a liaison des variables par la relation (75) a comme consé-
quence que chacun des éléments linéaires de l'élément plan E 2 remplit 
les équations, d 'après (72), (73), 
&10 = « 2 0 — ^20 = ®> — « 1 » « 2 1 — T21 0 , coi0 
« 0 0 = wm1 — w2, 
« 1 0 = V20)2, 
« 1 1 = (3&-j- w— 2 ) « ! + « 2 , 
« 1 2 = k<o2, 
« 2 0 = v±alf 
« 2 1 = 
(77) 
et par suite chaque couple d'éléments linéaires de cet élément plan 
remplit les équations quadratiques qui en résultent 
[wjdw] - f (22k -f- w — 1 -f- v2 — v±) [ « i « 2 ] = 0, 
3 [» ! dk] — (6 2k -J- w — 1 -\-2v2 — vt) [«! co2] = 0, 
\co2dk] + 2kk~^\\(o1(o2\ = 0 , (78) 
f«i dvx] + v2 — 2vt [wj co2] = 0 , 
[eo2dv2] — (kvt -j- v2 -j- 3 v2w) [wi« 2 J = 0. 
Les systèmes de référence sont donc parfaitement déterminés ; pour 
cette espèce des correspondances analytiques quatre fonctions holomorphes 
qui remplissent les conditions d'intégrabilité (78) ont été définies par la 
particularisation des systèmes de référence. Ce sont les invariants pro~ 
jectifs fondamentaux des correspondances analytiques de cette espèce. 
33. Cas kx = 0. Dans ce cas chacun des éléments linéaires de l'élément 
plan E 3 remplit d'après (72) les équations linéaires 
« 1 2 — Ti2 = « 2 7 « 1 1 — T n = — «i> « 2 1 — ^21 = 0> « 1 0 — ^îo = 0, « 2 0 — T 20 = 0, 
ca12 = ko)2, 
« 2 1 = 0 , 
« 1 0 = V 2*«2> (79) 
« 2 0 = V 1 « 1 > 
« 1 1 — « 0 0 = (3& — 2) W j . 
et chaque couple d'éléments linéaires de cet élément plan remplit les 
équations quadratiques extérieures qui en dérivent, d 'après (73), 
3 [©! dk] + vx — 2v% \(o1 w2] = 0, . 8 0 . 
\(o2dk] + 2 M — 1 [ W i W g ] = 0,
 K ' 
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[co2 (dv2 + 3 v2 w00)] — ~kv1-\rv2 [wi o2] = 0, 
[»! (efoj. -f Sv^oo)] = 0. 
On eu tire tout d'abord que chacun des éléments linéaires de 
l'élément plan correspondant E 3 satisfait lui même à l'équation linéaire 
dk = 2kk—1 o)1 — — 2v2co2 (81) 
et par suite chaque couple des éléments linéaires de cet élément plan 
remplit l 'équation quadratique extérieure 
[co2 (dvt - f 3 v1 w 0 0)] — 2 [ <o2 (dv2 -j-3v2 œ0Q)] = 0 (82) 
qui peut être mis sous la forme, d'après la troisième des relations (80), 
[CD2 (dvx -f- 3vx co00)] — 2kvx -+- v2 [cox a2] = 0. (83) 
On en déduit, en tenant compte de la relation (80) que chacun 
des éléments linéaires de l'élément plan E 3 satisfait aussi à l'équation 
dvx-\- 3vxo)00 =— 2kvx - j - v2m1 (84) 
et chaque couple d'éléments linéaires de cet élément plan satisfait l u i 
même à la relation quadratique extérieure 
2k[cox (dv2 - f - 3v 2 <y00)] + i (lvt9 — lvxv2 - f - 4v 2 2 ) [COXCÙ2] = 0. (85) 
Grâce aux liaisons faites entre les variables, la fonction k, d'après 
(74), dépend des variables x, y seulement. E n regardant le cas où la 
fonction k s'annule au point considéré x0, yQ mais non identiquement, 
comme cas singulier, nous l'exluerons de nos raisonnements. 
On peut alors facilement démontrer que l'on a identiquement 
V l = v2 = 0. (86) 
E n effet, deux cas sont alors possibles: 
k s'annule identiquement. 
A u point x0, y0 et par suite dans un voisinage de ce point k est 
différent de zéro. 
Dans le premier cas l'équation (81) donne l'identité vx = 2v2 et la 
relation (85) l 'identité v2 = 0; on a donc (86). 
Dans le deuxième cas, la troisième des relations (80) et la relation 
(85) montrent que chacun des éléments linéaires de l'élément plan E 3 
satisfait à l 'équation 
dv2 - f - 3 v2co00 = — kvx - f - v2cox — g £ ( 7 — 7vxv2 + 4v2*) co2. (87) 
E n tenant compte de (81), (84), (85) on en déduit l'identité 
V — 28 vt* v2 + 16 v22 = 0 (88) 
et de celle-ci, en la différentiant et comparant avec (84) et (87), l 'identité 
vx + v2 = 0; (89) 
on a donc (86). 
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Les équations (79) ont la forme 
«13 = #«2, o)21 = 0, co10 — 0, «20 = 0, « n — « 0 0 = (3A; — 2 ) « i , (90) 
de sorte qu'on a « ' 0 0 = 0. Il existe donc une fonction / telle que chacun 
des éléments linéaires de l'élément plan E 3 remplit l'équation linéaire 
df = «oo et par suite chacun des éléments linéaires de l'élément plan £ 1 
l'équation df = e00, quellesque soient les valeurs admissibles des variables. 
En appliquant le raisonnement que nous avons déjà expliqué à plusieurs 
reprises, on en conclut qu'il est permis de lier les variables par la 
relation nouvelle 
/ = 0. (yi) 
Lions alors les variables par cette relation. Les équations (79), 
(81) s'écriront 
co12 T12 0)2, « n ^ 1 1 = «l> «g! ^ 2 1 — 0> 
«io — *io = °> w 2 o — *2o 0, «oo = 0, «io = 0, « n = (3 & — 2) <ox, (92) 
«12 li(o2, (o20 0, «2i 0, dk = 2kJc—1 « A . 
34. Équations finies des correspondances analytiques dans ce cas. 
Soient a>, y les variables indépendantes. On s'assure tout d'abord facile-
ment qu'on a « ' 1 = 0. Il existe donc une fonction u des variables in-
dépendantes x, y, qui est définie au point %0, y0 et dans son voisinage 
de telle sorte, que l'équation 
«! = du (93) 
a lieu identiquement. En prenant la fonction u comme une variable 
indépendante nouvelle, on tire de l'équation (92) que h ne dépend que 
de la variable indépendante u et on démontre par un calcul facile que 
la fonction 0r,0. , , ,^JN 
est un facteur intégrant pour la forme « 2 . On peut donc écrire 
e-*Sl**-V**aa = dv (95) 
et on peut regarder la fonction v comme une variable indépendante 
nouvelle. 
Cela posé, deux cas sont à distinguer: 
à) h s'annule identiquement. Dans ce cas on trouve que les fonc-
tions A*®, Bk® satisfont aux systèmes d'équations aux dérivées partielles, 
d'après (2), (13), (2t), (92), (93), (95), 
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~du~~ B x dv ~ 6 * 2 
dJB2 T> N — = 15 2 -=r— = v. 
du dv 
E n les integrant, on obtient les equations finies des correspondances 
analytiques considerees. E n posant u au lieu de e~", on peut ecrire ces 
equations 2  
y—v r\ = uv \ i / / 
/?) k^O. Dans ce cas, on trouve faeilement que les fonctions 
Ak^\ BkW satisfont aux systemes des equations aux der ives partielles 
dA dA _ 1 A 
Al -7^r Y^L 0 - u \ 2 -^2 
(98) 
du 1 3y ~ (e« —e-") 2 
2 e M + e ~ M 3 A _ 1 ^ 
3 W
 —
 e « — e - «
 1 - 3« ~~ (eM —e-" ) 1 2 
dA2 _ 2e« + e-" 9 ^ 2 = = Q 
3w ~~ e « _ e - «
 2 ~ 1 
9a — 1 0 1 3w — ( e » - e ? — ) 3 2 
fcgt_ e » 4 - 2 e - » 32?! _ e
v 
du~ e
u — e~u 1 dv ~ (eu - e~uf 2 
dB2 = e « - | - 2 g — 3ff 2 = 0 
3it e» — e - « 2 3v 
E n les integrant et en changeant la notation d'une maniere facile 
ä comprendre, on obtient les equations des correspondances analytiques 
considered sous la forme 
u* 4-1 u 
x = v 9 ., g = v 
M 2 1 5 M 3 + 1 
(*"±l=t=0) (99) 
U - j - 1 M \ _ i / 
^ _ 1 7 1 ~ llA — l 
35. Correspondances analytiques de la troisieme espeee. Dans 
ce cas, la forme ¥ se r^duit au point geom6trique x0f y0 et dans un 
certain voisinage de celui-ci k un cube. On peut done ecrire 
Co = V> c1 = X1
aX2, C2 = îV» c8 = ^ , (100) 
les fonctions Xlf X2
 n e s'annulant pas toutes deux simultan^ment. Elles 
satisfont aux equations, d'apres (36), 
dXt = A x e n -\- X2 ex2 (101) 
dX2 = Xx e2i -f- X2 e22. • 
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Nous allons montrer qu'il est permis de lier les variables par les 
relations nouvelles . t . n / 1 n o N 
Pour cela i l suffit de montrer que, cç, y étant un point géométrique 
fixe suffisamment voisin au point géométrique %0, y0, ou celui-ci, les 
équations ÔX± — ôl2 = 0 constituent avec les équations qui définissent 
l'élément plan £± un système d'équations linéairement distinctes, quelles-
que soient les valeurs admissibles des variables. Or, cela résulte immé-
diatement des équations (101). 
Lions alors les variables par les relations (102). Les équations (22) 
s'écriront 
« 1 2 — tfl2 = <»l> « 1 1 — ^ 1 1 = 0» «21 — 2̂1 = 0. (103) 
36. L a liaison des variables par les relations (102) a comme con-
séquence que chacun des éléments linéaires de l'élément plan correspon-
dant E 4 satisfait aux équations linéaires, d'après (35), (31), 
a)n = hco1 -f- k(o2, 
œai = Ska1-\r geu2, 
— 2gœ12-\- (o20 = v1co1-jrw2o}2, (104) 
— 2 gca2X + e» 1 0 = wxa, - f v2 m2, 
dg + 3 go)00 = w2co1 -f- w^a)2. 
et chacun des éléments linéaires de l'élément plan £ 2 remplit les équa-
tions, d'après (36), (33), 
610 = eu = e2i = e20 — 2ge12 = 0, 
ôg=3ge22, 
ôw1 = — 6g
ae12-\-ôw1e22,
 y *} 
ôw2 - w1 e12 + 4 «>2 e22. 





[wx — 3 w2 + 2gha)12—3v1a)22)] + [co2 (dw2—2w1 + 3gkco12—4 w 2 ey 2 2 )] + 
+ (2w2h + 3v2k — 3gw1 + 4gk) [ft>i<y2] = 0, 
(dwt — vx -t- v2 — 4p
a to 1 2 -2M?!-9gkca 2 2 )] -f-
+ [co2 (dv2 — w2co12 — 3v2 — 2gÀ (o22)\ -\- (pw^ -f- 3v2h) [û^eog] = 0, 
[wj (dw2 — w1o)X2 — 4^ÎV2(O22)] -+- [co2 (dwj_ + 6#
2 w 1 2 — hwxo}22)\ + 
-(- (4^71 — 2w2k + 3gv2 — vt + 2<72) [coiW2] = 0 . 
Les premières quatre de ces relations donnent 
M =4ke12 - f he22, 
ôk = ge12 -f- 2ke22, ^ ' 
dv1 = 3w2-\-2ghe12-\-3v1 e22, 
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ôw2 = 2w1-\- 3gk e12 + 4 w2 e22, 
ôwt = v1-\-v2 — ég
J e12
J
r2w1 — 9 gk e22, (107) 
ôv2 = w2 e12 -j-3v2 — 2 g
2 e22 ; 
ces équations comparées avec les dernières deux des équations (105) 
et les relations ainsi obtenues différentiées, conduisent aux identités 
io1-{-6glc = 0, v±-j-v2 + 2g
2 = 0, 2w2 + 3gh = 0 (108) 
de sorte que, en posant pour abréger v au lieu de vlf les équations (104) 
s'écriront , , , 
(o^ — hco1 - j - k(o2, 
(o21 = 3k(o1 - j - goj2, 
w20 — 2gco12 = vto1—lghca2, (109) 
«10 — 2 # « 2 1 = — GgktOi — v-\- 2g
Jio2, 
dg-)r3ga)00= — %gh(i)1 — Ggk(o2, 
et les relations (106) s'écriront pour g 4= 0 
[Û)X (dh— 4kœ12 — ̂ « 2 2 ) ] 4" ^ [
w i w 2l = 0, 
[o)2 (dk — g a12 — 2koj22)] + + v) [(ox(o2] = 0, 
[««j (dk — g(o12 — 2k(o22)] -j- 2¥ [ « i « 2 ] — 0, ^10) 
[»! (dv— \gh(oX2 — 3w<tf22)J — \g[co2 (dh — 4tk<o12 — hœ22)\ — 
— 3(kv + igW) [a>1œa] = 0, 
[CÛ2 (dv — |ghOJ12 — 3v OJ22)\ -\-3hv [ « i « 2 ] — 0 î 
pour g = 0 on y a à écrire au lieu de premières deux l'équation unique 
[œ^dh — 4&w 1 2 — h(o22)] + [co2 (dk — gcoX2 — 2k(o22)] + (2hk + v) [cox(o2] = 0. 
37. Chacun des éléments linéaires de l'élément plan £ 2 remplit les 
équations, d'après (105), (107), 
ôg=3ge22, 
dh = 4ke12-{-he22, ^ 
ôk= ge12-\- 2ke22, 
àv = \ghe19 + 3ve22, 
de sorte qu'on a deux cas à distinguer: 
A u point x0, y0 et par suite dans un certain voisinage de ce 
point, g ne s'annule pas. 
g s'annule identiquement. 
38. Cas g 4= 0. Nous allons montrer qu'il est permis de lier les 
variables par la relation nouvelle 
9—1. (112) 
Pour cela i l suffit de montrer que, x, y étant un point géométrique fixe, 
l 'équation âg = 0 constitue avec les équations qui définissent l 'élément 
plan £ 2 un système d'équations linéairement distinctes. Or, cela résulte 
immédiatement de la première des équations (111). 
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Lions alors les variables par la relation (112). Les équations 
(103), (30) s'écriront 
« 1 2 — *12 = — * 1 1 = 0 , « 2 i 2T 2 1 = 0, (113) 
« 1 0 ^10 ~ ~ «2> « 2 0 ^20 = = « 1 -
39. L a liaison des variables par la relation (112) a comme consé-
quence que chacun des éléments linéaires de l'élément plan E 3 remplit 
les équations linéaires, d'après (109), 
o)lx= haï! - j - h(o2, 
(o20 — 2co12= vcoi—^hb)*!, (114) 
« I O = —vco2, 
«oo = — i ^ « i — 2kco2, 
et chaque couple d'éléments linéaires de cet élément plan remplit les 
relations quadratiques extérieures, d'après (110), 
[«! (dh — 47c w12)] — 0, 
\(o2 (dh — w12)J + v [co^] = 0, 
KCeflfe — © u ) ] = 0, (115) 
[cot (dv — lhco12)] — | [a)2 (dh — 4&o)12)] — 6fa; [G>I« 2 ] = 0, 
[œ2(dv — %heo12)] - J - %hv[œ1œ2] = 0. 
Chacun des éléments linéaires de l'élément plan correspondant £ x 
satisfait aux équations, d'après (105), (111), 
eoo = e io = e n = e2i FC,22 = 2e 1 2 — e20 = 0, . .g . 
dh = 4:Jce12, ôk=e12, ôv = \he12. ^ ' 
40. On voit donc qu'il est permis de lier les variables parj la 
relation nouvelle _ / « * ^ 
fc = 0. (11*) 
Lions alors les variables par cette relation. L a première, la deuxième 
et la dernière des équations (114) s'écriront 
(o11 = ha)1, tt)21 = o)2, co00= — \Ji(ox. (118) 
41. I l résulte de la liaison des variables, exprimée par la relation 
(117), que chacun des éléments linéaires de l'élément plan correspondant E a 
remplit les équations linéaires, d'après (113), (114), (115), 
« 1 2 —
 Î 1 2 = « l > « 1 1 - ^11 = 0, « 2 1 — ^21 = 0, « 1 0 — 7 1 0 = « 2 > « 2 0 — %> = « 1 î 
« 0 0 = - P « l , 
« 1 0 = — *>«2> 
colx = hcùl} (119) 
« 1 2 = — «>«1> 
« 2 0 = V(Ot 2 ^
W 2 > 
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et par suite chaque couple d'éléments linéaires de cet élément plan 
remplit les relations quadratiques extérieures qui en résultent 
[wjdh] - - [o)2dh] = [«!dv] = [<a2dv] = 0. (120) 
On voit donc immédiatement que h, v sont des constantes; nous 
les désignerons dorénavant a, /?. Les correspondances analytiques dé-
pendent dans ce cas de deux constantes arbitraires. 
42. Equations finies des correspondances analytiques dans ce cas. 
Soient x, y les variables indépendantes. On trouve tout d'abord par un 
calcul facile , , 
co \ = co2 — 0. (121) 
Ils existent donc les fonctions u} v des variables x, y qui sont 
définies au point xQ, y0 et dans son voisinage, de telle sorte qu'on a 
identiquement , , i o _ N 
œi = du, co2 = dv. (122) 
Prenons u et v pour variables indépendantes. Les AkW, Hfl sont 
fonctions de u et v seulement qui satisfont aux systèmes d'équations 
aux dérivées partielles 
— ---,44- A M _ A 
du - 2 A + ^ 3» - ^ 2 
ur= «A,-fA. • W = - PA (123) 
= aB,-0 + 1)3, »jl' = _0 + l)B (124) 
_ = _(0 + l)fl —g-*, _ = + 
de sorte qu'un système se transforme dans l'autre par la substitution 
(ua\ 
M-
Fx (p, a, /?) resp. P 2 (A, a, /?) étant la fonction caractéristique du 
premier resp. du deuxième groupe des équations différentielles (123)*, 
soient çlf ç2, Ç$ les racines de l'équation Fx (?>
 a> ft) = Q e * &2, A3 
* C'est-à-dire 
FA?, «, P) = 
a 
0 
P 1 0 — X 0 1 





— — a 
2 
1 — X 
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celles de l'équation F2 (A, a, p) = 0. A étant le discriminant de l'équation 
F2 (k, a, /?) = 0, on obtient par un calcul facile 
— F1(ç,a,(3) = ç* — —Q — — - (125) 
- F2 {l, «,/?) = A» + ^ - A + /?, ( 1 2 6 ) 
- À z / = = ï + /?3- (127) 
Cela posé, plusieurs cas sont à distinguer: 
a) A 4= 0. Dans ce cas on obtient tout d'abord du deuxième groupe 
des équations différentielles du système (125) la solution de ce système 
dans la forme 
A= de1* -\- deXiV + Cze^
v 
A,=d (v + Y) ELIV + ^ (v + Y) e l * + c> fa + Y) ELAV (128) 
A2 = d V
X l" + #2 h + d hex*v 
les Ci , 0 2 , dépendant de la variable u seulement. Nous les déter-
minerons en comparant les seconds membres des équations (128) avec 
la solution du système (123) que l'on trouve du premier groupe des 
équations différentielles (123). Cette solution a la forme, /? étant différent 
de zéro, 
A = A j e P - " + & 2 e P *
t t 
AX = h (fc + eP* - j - k2 \Q2 + «P-« + k3 [Q9 + | - j « P * 
* = + + (T + " ^ + > ( 1 2 9 ) 
les ft2, &3 dépendant de la variable v seulement. E n posant v = 0 on 
aura donc 8 
0C» = A~\2 h° e*?, (130) 
i 1 
où désignent des constantes arbitraires et 
ET»» = — lk+ a) j/? A * + 2 +'(>i — a) — 
( a 2 a(» \ \ | J = l , 2 3 | O-^-O 
Puis, en posant 
l1 = a + b, l2 = ea-+ s
zb, l3 = s
2a-j-eb (e8 = l , e=|=l) (132) 
on déduira tout d'abord de l'équation F2 (X, a, /?) = 0 
— /? = a 3 + 63, a = —2a& (133) 
3 
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et on s'assure par un calcul facile 
Ç l = a*-\-b*, (v -=£
a a 2 + e&2, 03 = «a» — e 8 ^ . (134) 
O n trouve ensuite à l 'aide des formules (131), (132), (133), (134) 
JJQ | 3 / ?a (1 — «) ( a 3 — 6 3) pour i l 
k (0 pour i^=Jc, 
d'où résulte, en faisant un changement des notations des constantes h? 







k*v+?*u. ( 1 3 5 ) 
O n peut donc écrire les équations finies des correspondances analy-
tiques considérées dans la forme, en supposant (3^0, /? 4= — 1, 
# = ePi—psJw+cXt-Xs)» £ = e pt ' -p»0»4- X , ' — X / ) » 
où Ç i ' i ?2 r j Qs désignent les racines de l'équation Fx (ç, a, (3 + 1 ) = 0, 
l i , X2, l3
f celles de l'équation F2 (X, a, (3 - f-1) = 0. 
O n trouve par un calcul analogue, ew supposant (3 = — 1, arj=0, 
. , 8 a -i / 3 a 
^ = e ( p 1 - P » ) « + a , - x 3 ) t . ç=eir
u+*-ir'' ( 1 3 ? ) 
g P2-P3 )»+(X 1 ! -X , ) r ' ^ _ g V ^ f 
Ci? ? 2 J ? 3 désignant les racines de l'équation (p, a, — 1 ) = 0, A 1 ? X2, 
À3 celles de l'équation F2 (X, a, — 1) = 0. 
O n trouve, supposant /? = — 1, a = 0 , 
<r = e ( i - « ) « + ( i - * ) » § = 2w-J -»* 
^ _ e—2(1—e)(«—v) V
=v'j 
on trouve, en supposant /? = 0, 
s — w4 - l /——w 
= gV'—Gaw ^ _ _ gCpa— p 3 )«+(X2—Xs)^ 
(139) 
Çi> Q2> Qs désignant les racines de l'équation Fx (ç, a, — 1) = 0, Xlf X2, 
Xs celles de l'équation F2 (X, a, — 1) = 0. 
b) 4 = 0, / î r ^ O . Dans ce cas on trouve, en supposant {3z$z — 1, 
x = e°iu — (10 + | a)e^nJr^ | == c 0 ' 8" — (10 -f-1or)&''*+<*'* 
y=XU — ^-e^ + " v T j ^ ^ — l l e o ' ^ + a'» ( 1 4 0 ) 
où Ton à posé pour abréger | / - ~ = <r, j ^ ~^ 1 = f f ' î on trouve, en 
supposant /? = — 1, 





c) 4 = 0, (3 = 0. Dans ce cas, on trouve 
x = 2a + v2 | = g ( i - « > » + ( ï - B * ) » 
y = v r\ g^e( i-s)(u—») t 4) 
43. i e s courbes caractéristiques de ces correspondances ne sont 
pas en général projectivement identiques. Considérons, en effet, les équa-
tions générales de ces correspondances qui sont données par les formules 
(136). Les courbes caractéristiques de ces correspondances des plans (A), 
(B) étant données par des formules 
# X a - X 3 . y - . X i - X s ) _ ^ § X ' 2 - X ' 3 m T p C X ' j - X ' , ) _ 
où k, ¥ désignent des constantes on voit que ce sont des courbes W 
de Klein et L i e dont les invariants projectifs -y ^ 7 s o n t 
À 2 A3 Â2 A3 
distincts. 
44. Cas g = 0. Dans ce cas chacun des éléments linéaires de l'élé-
ment plan E 4 remplit les équations linéaires, d'après (103), (30), (109), 
W 12 Ï 1 2 = W1> W l l 7 11 0, 0)21— ^21 = 0, ( O 1 0 Z T 1 0 = 0 , t»20 ^20 = 0, 
w n - - Awj - j - ]cto2, 
co21 = 3 kco1} 
«10 = — vto2, 
et chaque couple d'éléments linéaires remplit les relations quadratiques 
extérieures, d'après (110), 
[«! (dh 4 Jew12 — Jiu>22)] + [ f ô 2 (dk — 2k w 2 2)] -\-(2kh-\- v) [(at a)2 ] = 0, 
[ « ! (dft — 2k(o22)] -]-2¥ [wj w 2] = 0, 
[e»i (c?» — 3 VÙ)22)] — 3 &v [wa to2] = 0, C
1 4 4 ) 
[w2 (dv — 3 yw22)J - j - 3 fa; w2] = 0-
On déduit des deux dernières relations que chacun des éléments 
linéaires de l'élément plan satisfait aussi à l'équation linéaire 
dv — 3 vœ22 — 3 JWOJ1 -J- 3 kvœ2 (145) 
laquelle équation entrâine à son tour la relation quadratique extérieure 
v [tot (dJi — 4 kco12 — ^«22 ) ] + « [ w 2 {ait — 2 & « 2 2 ) ] - j - (\AÇC\ 
-j-v(2Jeh — v)[a1œa] = 0.
 K } 
On voit donc qu' i l est identiquement 
v = 0, 
de sorte que les équations (143) s'écriront 
3 * 
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« 1 2 ~ 7 1 2 = « 1 > « 1 1 *ll = Qf « 2 1 — ?21 = 0, « 1 0 ~ *10 = 0, « 2 0 *20 = 0, 
= JlCOi - j - ^«2> 
-20 = 0, ( 1 4 7 ) 
» i o = 0, 
et les relations quadratiques (144) auront l a forme 
[©! (d/& — 4 foa 1 2 — 7&«22)] + [co2 (d* — 2 Jca22)] - j - 2 M [oj ey2] = 0, ft 
[coj (dfc — 2 &w 2 2 )] + 2 &
a [ « ! e»8] = 0. ^ ^ 
45. Chacun des éléments linéaires de l'élément plan £ 2 satisfait 
aux équations linéaires 
e00 — ell = e20 = e21 0, . . 
die = 2 fte22, = 4 & e 1 2 -(- 7*e22, ^ ' 
de sorte que l 'on a deux cas à dist inguer: 
A u point x0, y0 et par suite dans un certain voisinage de ce point, 
Js ne s'annule pas. 
h s'annule identiquement. 
46. Cas h 4=0. Dans ce cas on peut l ier les variables par la re-
lat ion nouvelle 7 , „ K ^ 
fc=l. 0 5 0 ) 
Faisons alors cette l iaison. L e s premières deux des équations (147) auront 
l a forme 
0)n = hG}t - j - co2, o)21— ocov (151) 
47. L a l iaison des variables par l a relation (150) a comme con-
séquence que chacun des éléments linéaires de l'élément plan E 3 satisfait 
aux équations linéaires, d'après (147), (148), 
« 2 i = 3 œu 
« 2 0 = 0, (152) 
« i o = 0, 
w 0 0 — — w<ax — 2 o)2. 
et chaque couple d'éléments linéaires de cet élément plan remplit les 
relations quadratiques extérieures, qu i en résultent 
ï © ! ^ — 2 « 1 8 ) J - f - 2 ( 2 «; — * ) [ « ! e»8l = 0. ^
 ; 
Chacun des éléments linéaires de l'élément p lan Ei vérifie les 
équations, d'après (149), 
600 = 610 e l l = e20 = 621 = €22 — 0 e ,x 
<î/& = 4 e 1 2 . ^ ' 
48. O n voi t donc qu ' i l est permis de l ier les variables par l a re-
lation nouvelle 7 ~ / . , C r \ 
h = 0. (155) 
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Lions alors les variables par cette relation. L a première des équa-
tions (152) aura la forme 
«11 = a>2. (156) 
49. L a liaison des variables par la relation (156) entraîne comme 
conséquence ce que chacun des éléments linéaires de l'élément plan E a 
remplit les équations linéaires, d 'après (143), (152), (153), 
w i 2 — ^12 = wi> w n — 7 n — 0, «2i — *2i = 0, <y10 — T10 = 0, co20 — r 2 0 = 0, 
«oo — — Wb)x — 2 co2> 
«10 — 0 7 
ù)n = G)2, 
co12 — zœ1 -\-\wco2, C
1 5 7 ) 
co20 — 0, 
w 2 i = 3 œt, 
et par suite chaque couple d'éléments linéaires de cet élément plan 
remplit les relations quadratiques extérieures qui en résultent 
\dtvcoj] — 3 w [«! co2] = 0> 
[dtvco2] — 2 [dsœj] — ^- [at <a2] = 0. ^
1 5 8 ^ 
Les systèmes de référence sont donc parfaitement déterminés; pour 
cette espèce des correspondances analytiques deux fonctions holomorphes 
qui remplissent les conditions d'intégrabilité (158) ont été définies par 
la particularisation des systèmes de référence. Ce sont les invariants 
projectifs fondamentaux des correspondances analytiques de cette esplce. 
50. Cas 7c = 0. Dans ce cas chacun des éléments linéaires de l'élé-
ment plan correspondant E 4 remplit les équations linéaires, d 'après (147), 
w i 2 — Ti2 = wi> w n — *n = 0> (02t — r21 = 0, œl0 — r 1 0 = O, « 2 o — ^2o = 0> 
t y n == h(ox, 
« 2 1 = 0, 
a10 = 0, 
et chaque couple de ses éléments linéaires remplit la relation quadratique 
extérieure, d'après (148), 
[co1(dh — ho)22)\ = 0. (160) 
51. Chacun des éléments linéaires de l'élément plan £ 2 remplit 
les équations linéaires, d 'après (149), 
el0-e u - e 2 0 - e 2 l = 0 
ôh = Jie22
 v 7 
de sorte qu'on a deux cas à distinguer: 
A u point x0, y0 et par suite dans un voisinage de ce point, h, ne 
s'annule pas. 
h s'annule identiquement. 
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52. Cas h 4= 0. Dans ce cas, on voit immédiatement qu ' i l est permis 
de l ier les variables par l a relation nouvelle 
h=l. (162) 
L i o n s alors les variables par cette relation. O n aura, d'après (159), 
œn = œ±. (163) 
53. I l résulte de l a l iaison des variables, exprimée par l a relation (162), 
que chacun des éléments linéaires de l'élément plan correspondant E 3 
rempli t les relations linéaires, d'après (159), (160), 
œn = o)1) co21 = 0, o)20 = 0, w 1 0 0, aj00 = wœlt (164) 
et par suite chaque couple de ses éléments linéaires rempli t la relation 
quadratique extérieure qui en résulte 
[dwo)t] = 0. (165) 
Chacun des éléments linéaires de l'élément plan £ x remplit alors 
les équations linéaires, d'après (161), 
«oo - e10 — e n — e20 = e21 — e22 = 0, (166) 
quellesque soient les valeurs admissibles des paramètres. 
54. O n trouve maintenant par un calcul facile que Û)1' = 0 ; on peut 
donc poser (ot — du et on peut prendre l a fonction u comme une variable 
nouvelle. A l o r s i l résulte immédiatement de la relation (165) que w est 
une fonction de cette variable seule et on s'assure facilement en appl i -
quant les formules (164) que l a fonction e~^w+^du est un facteur inté-
grant de l a forme (o12. Chacun des éléments linéaires de l'élément plan E 3 
satisfait donc à l'équation linéaire 
df=erSi"+*)à«toia (167) 
et par suite chacun des éléments linéaires de l'élément plan € \ à l 'équation 
df-=e-kw+*)du.ex2. (168) 
On voit donc qu ' i l est permis de l ier les variables par l a relation nouvelle 
f=0. (169) 
55. I l résulte de l a relation (169) que chacun des éléments linéaires 
de l'élément plan E 2 en question, satisfait aux équations, d'après (159), 
(164), (167), 
w i 2 —^i2 = w i 7 «11 — 1̂1 = 0» a21 — T21 = 0, co1 0 — T 1 0 = 0, o)20 — r 2 0 = 0 
co0Q = wcox, . ù)12 = 0, 
« i o = 0, w 2 0 — 0, (170) 
<0 1 1 = «O L 7 0)21 = Q. 
O n en déduit que l a fonction é~•f(2w+1)** e s t U n facteur intégrant 
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de la iorme io2 de sorte que Ton peut écrire 
e-Sv+*)*aa = d v (171) 
et on peut prendre la fonction v comme une variable indépendante. 
Les correspondances considérées dépendent donc d'une fonction arbi-
traire d'un argument. 
56. I l est facile de trouver les équations finies de ces correspon-
dances. E n effet, en posant <p au lieu de e$wdu, on obtient par un calcul 
facile que les fonctions Ak, Bk satisfont aux systèmes d'équations diffé-
rentielles 
du q> dv 
ou dv 
dA2 ((P
f . A . dA 
du 
du y dv T 
du ~ B x B* dv~" 
dB* <«' AB» ? £ = 0 . 
(172) 
( H du w ) dv 
E n les intégrant on obtient tout d'abord les équations finies des 
correspondances considérées sous la forme 
x = v | = v — fe
u-Swda (Se~2u~Swdudu) du 
y = Seu-Swdudu ri feu-Swdudu. 
Soit (t) une fonction arbitraire de la variable indépendante t analy-
tique au point t0, dont la deuxième et la troisième dérivée ne s'annule pas 
à ce point. Soit , . „ ... 
u = — i l o g ^ " ( 0 
une fonction de la variable indépendante t dont la valeur au point t0 
est u0. L a dérivée de la fonction u au point tQ étant différente de zéro, 
on peut prendre la fonction u pour variable indépendante et t pour sa 
fonction dont tQ est la valeur au point u0 et dont la dérivée y est 
différente de zéro. 
E n posant H t" 
W = l - T , 
on peut mettre dans le voisinage du point t0 les équations des correspon-
dances considérées sous la forme 
* = . 1 = . - * » m 
y — t 7] = t. v / 
Ces correspondances analytiques ne contiennent donc pas les corre-
spondances quadratiques, ip(t) y étant t2 (ou ip (t) = at2 -}- bt - j - c). 
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57. Cash = 0. Dans ce cas très particulier, on s'assure facilement 
en appliquant les raisonnements exposés plus haut, qu'il est permis de 
lier les variables par des relations convenablement choisies, de sorte que 
chacun des éléments linéaires de l'élément plan correspondant E 2 rem-
plisse les équations linéaires 
œi2 — 7 i 2 = w i > w n — r n = 0> w 2 i — ^2i = 0, w i o — ^10 = 0? 
w 2 0 — r 2 0 — 0 ; (174) 
<%) = W10 = 1011 = w12 = W20 (021 = w22 = 0. 
E n intégrant les systèmes d'équations différentielles correspondantes 
on obtient les équations finies de ces correspondances 
y = t r\ = t. 
58. Les courbes caractéristiques des correspondances analytiques dans 
le cas # = 0 sont projectivement identiques. E n effet, cette propriété des 
courbes caractéristiques de ces correspondances analytiques résulte immé-
diatement de la remarque que, (ot = 0 étant l'équation différentielle des 
courbes caractéristiques, on a identiquement, 
^OO = WO0> i r l = < yl> ^2 = G,2> 710 W10> T 1 1 = = W 1 1 > I'\2 = (012) 
Ï 2 0 = W 2 0 7 T21 W21> ï,22 = W22> 
si l'on se déplace sur une courbe caractéristique quelconque. 
59. Correspondances analytiques de la quatrième espèce. 
D'après ce qui précède (v. N° 15) les fonctions c0, cx, c2, cs s'annulent 
dans ce cas identiquement. 
Chacun des éléments linéaires de l'élément plan E 6 remplit donc 
pour toutes les valeurs admissibles des variables les équations linéaires 
w 1 2 — ^12 = 0? » i i — ^ n = 0, co21 — T21 = 0, co10 — T10 = g(o2, 
Différentions la deuxième de ces équations; nous déduirons ainsi 
que chaque couple d'éléments linéaires du même élément plan E 6 satis-
fait à la relation quadratique extérieure 
g[<o1<o2] = 0, (177) 
quellesque soient les valeurs des variables. 
On voit donc que g s'annule identiquement, de sorte que les équa-
tions (176) s'écriront 
«12 *12=Q, «11 — ^11 = 0; W21 ^21 = 0? «10 — ^10 = 0? 
W20 ^20 — ^ • 
Or, on conclut immédiatement des formules (13), (21), (3), (178) 
que toute correspondance analytique de la quatrième espèce n'est qu'une 
correspondance projective, résultat évident a priori. 
