Abstract. Let (X, S) and (Y, T ) be topological dynamical systems and π :
Introduction
Let S : X → X and T : Y → Y be continuous maps of compact metrizable spaces and let π : X → Y be a factor map, i.e., a continuous surjection with π • S = T • π. For a given compact subset K of X, for n ≥ 1 and δ > 0, denote by ∆ n,δ (K) the set of (n, δ)-separated sets of X contained in K. Let f ∈ C(X). which we call the relative pressure function corresponding to f . In particular, in the case f ≡ 0, it is called the relative entropy function. In [4] , Ledrappier and Walters introduced relative pressure and presented the relative variational principle, generalizing the concept of relative (metric) entropy (see also [1] ). As the variational principle (for entropy) provides a description of the maximal entropy (or the topological entropy), the relative variational principle gives information on the maximal relative entropy (see §2).
Relative pressure functions are connected with the notion of compensation functions [11] . A continuous function F ∈ C(X) is called a compensation function for
if it exists, in which case we call x a generic point. Denote by ∆ X the set of all generic points in X.
A subshift X is a shift-invariant closed subset of {1, 2, · · · , k} Z for some k ≥ 1, and σ X (or simply σ) denotes the shift map on X. A metric ρ on X is given by ρ(x, y) = 1/2 k if k = min{|i||x i = y i , i ∈ Z} ≥ 0 and ρ(x, y) = 0 otherwise. For each n ≥ 1, B n (X) denotes the set of n-blocks in X and B(X) = n≥1 B n (X). Given b 1 · · · b n ∈ B n (X), n ≥ 1, we define [b 1 · · · b n ] to be a cylinder set in X with b 1 on the 0-th coordinate. A subshift X is of finite type if there is a finite forbidden block system F for X, i.e., X = {x ∈ {1, · · · , k} Z | no block ω ∈ F occurs in x}. Throughout this work a subshift of finite type is assumed to be 1-step, i.e., there is a forbidden block system that only contains blocks of length ≤ 2 (without loss of generality). Also a subshift is accompanied by the shift map to represent a topological dynamical system. For more details, see [3] , [10] and [5] .
Relative entropy and saturated compensation functions
Let (X, S) and (Y, T ) be topological dynamical systems and π : X → Y a factor map. We also denote by π the naturally induced (onto) map (called the
and particularly, with g ≡ 0,
Hence, given ν ∈ M (Y ), by integrating the relative entropy function with respect to ν, one can evaluate the maximal relative entropy for ν, i.e., sup µ∈M (ν) h(µ). Furthermore, investigating the relative entropy function may help one to classify the measures of maximal relative (weighted, respectively) entropy over ν, that is, the measures in M (X) that project to ν and attain the maximal relative (weighted, respectively) entropy for ν [11], [8] .
For a notational convenience, define T : 
is upper semicontinuous in the weak * topology [4] .
Therefore L is lower semicontinuous.
The following relates relative entropy to saturated compensation functions and plays a key role in this work. 
Consequently, when classifying factor maps in terms of the existence of saturated compensation functions, our task is to investigate whether L is continuous on M (Y ). If T ∈ C(Y ), then automatically L is continuous and T • π ∈ C(X)
is a saturated compensation function. It is the case when π is a uniform map, i.e., a factor map that maps the measure of maximal entropy of X to the measure of maximal entropy of Y . In general, however, T is not continuous. Finding a saturated compensation function amounts to finding g ∈ C(Y ) that satisfies (2.1). Our aim is to replace M (Y ) in (2.1) with a subset so that the statement is still valid.
Let E(Y ) be the set of all ergodic measures in M (Y ). In the case where X is an irreducible subshift of finite type, denote by M(X) the set of all Markov measures in M (X) (which are assumed to be fully supported). Since a Markov measure on an irreducible subshift of finite type is ergodic and so is its image, we (
Proof. Assume (2) holds and fix ν ∈ M (Y ). By the ergodic decomposition, one can write
for some (uniquely determined) ω whose support lies in E(Y ). From the hypothesis,
The last equality holds, since L is lower semicontinuous [3] , [7] . Suppose now that X is an irreducible subshift of finite type and (3) holds. Given
is the (unique) n-step
Markov measure on X which coincides with µ * on the set of all (n + 1)-cylinder sets in X. Then µ n → µ * and h(µ n ) h(µ * ) as n → ∞ [12] . Note that πµ n → ν as n → ∞ and πµ n ∈ π(M(X)), n ≥ 1. By the hypothesis T d(πµ n ) = g d(πµ n ) for each n ≥ 1. Since the mapping µ → h(µ) is upper semicontinuous and L is lower semicontinuous, it follows that
Relative entropy functions and periodic points
Throughout the section, let X and Y denote subshifts of finite type and π : X → Y a factor map. Let g ∈ C(Y ). By Theorem 2.2, a necessary condition for g • π ∈ C(X) to be a saturated compensation function is that g dµ y = T (y) for all periodic points y of Y . We will show that if X is irreducible, then the condition is also sufficient (Theorem 3.5). That is, the set M (Y ) in (2.1) can be replaced by the set of measures with finite support.
Hereinafter, every factor map π between subshifts X and Y is assumed to be a one-block code, i.e., π is represented by a one-block map from B 1 (X) to B 1 (Y ), which we denote again by π.
denotes the set of nblocks of X that project to v by the block map π. Given y ∈ Y , for each n ≥ 1, let D n (y) consist of one point from each nonempty set π
(although one may be able to choose D n (y) in various ways, the number of points in the set, |D n (y)|, is uniquely determined, once y is fixed) [11] . Let A be the alphabet of X. Fix y ∈ Y . Given b, c ∈ A and n ≥ 1, let
(so that πb = y 0 and πc = y n ). Then
.
and define z ∈ P pk (Y ) by z = · · · u .u u · · · . This is well defined. Also z 0 = z pk = b and π(z ) = y. The number of such strings is
Since f is uniformly continuous, it follows that given > 0, there is q ≥ 1 such that |f
Since y ∈ ∆ Y , we have f s (y) converge to f dµ y as s → ∞. Hence
This result combined with Corollary 2.3 gives a necessary condition for the existence of saturated compensation functions. 
is a total probability set, i.e., ν(Y 0 ) = 1 for all ν ∈ M (Y ) [11] . As a result P (Y ) ⊂ Y 0 (see also the proof of Proposition 3.6).
Proposition 3.4. Let X and Y be irreducible subshifts of finite type and π
Proof. Choose a symbol, say a, of Y that appears infinitely many times in y + = y [0,∞) . By shifting y, if necessary, we may assume that y 0 = a, since µ σy = µ y and T is shift-invariant. Then there is a strictly increasing sequence
To show that lim sup s→∞ T (y (s) ) ≤ T (y), fix s ≥ 1. For each p ≥ 1,
which combined with (3.2) implies that
Meanwhile, using the fact that π(c * wb * ) = y
[n k s ,l s ] and Lemma 3.1, one can see that
Therefore lim sup s→∞ T (y (s) ) ≤ T (y).
Theorem 3.5. Let X and Y be irreducible subshifts of finite type and π : X → Y a factor map. Let g ∈ C(Y ). Then g • π ∈ C(X) is a saturated compensation function for π if and only if
Proof. Suppose g dµ y = T (y) for all y ∈ P (Y ). Let ν ∈ E(Y ). Then the set of all generic points y ∈ ∆ Y with µ y = ν is of full measure with respect to ν. Hence there is y ∈ ∆ Y ∩ Y 0 for which ν = µ y . Moreover, one can choose such a y so that T dν = T dµ y = T (y). By Proposition 3.4, we obtain y
Consequently lim s→∞ T (y (s) ) = T (y). By the assumption, g dµ y (s) = T (y (s) ) for all s ≥ 1. Since g dµ y (s) → g dµ y as s → ∞, it follows that g dµ y = T (y), i.e., g dν = T dν. Proposition 2.4 implies that g • π ∈ C(X) is a saturated compensation function. [3] , [10] ).
In an attempt to find a saturated compensation function, theoretically, one may construct g ∈ C(Y ) inductively so that it satisfies a finite number of equations presented in (3.4) for each k ≥ 1, provided that T (y) is given for all y ∈ P (Y ).
We describe how to evaluate
Reordering w i 's (if necessary), we may assume that for some r, 1 ≤ r ≤ s,
then build an edge, say e, from the state w i to the state w j . We now label e with L y (e) = u 0 u 1 · · · u k−2 w j . Hence each block in A y terminating at w j generates incoming (labeled) edges at the state w j . Letting E(G y ) be the set of all such edges yields a labeled graph G y = (G y , L y ) with the labeling L y : E(G y ) → A y . Observe that G y is right-resolving, i.e., the outgoing edges at each vertex of G y carry different labels. Thus h(X G y ) = h(X G y ), i.e., the sofic shift X G y and the edge shift X G y have the same topological entropy (for notations and more details, see [5] ).
Proposition 3.6. Let X and Y be subshifts of finite type and π
Proof. Fix n > k. Set p ≥ 2 to be the smallest integer so that n ≤ pk. Note that
from which it follows that
which completes the proof. 
