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Interaction Between Semantic and Orthographic Factors 
in Conceptually Driven Naming: Comment on Starreveld 
and La Heij (1995)
Ardi Roelofs, Antje S. Meyer, and Willem J. M. Levelt
Max Planck Institute for Psycholinguistics
P. A. Starreveld and W. La Heij (1995) tested the seriality view of lexical access in speech 
production, according to which lexical selection and the encoding of a word's form proceed in serial 
order without feedback. In 2 experiments, they looked at the combined effect of semantic and 
orthographic relatedness of written distractor words in tasks that required conceptually driven 
naming. They found an interaction between semantic relatedness and orthographic relatedness 
and argued that the observed interaction refutes the seriality view of lexical access. In this 
comment, the authors argue that Starreveld and La Heij’s rejection of serial access was based on an 
oversimplified conception of the seriality view and that interaction, rather than additivity, is 
predicted by existing conceptions of serial access.
In two experiments, a picture naming and a definition 
naming experiment, Starreveld and La Heij (1995) observed an 
interaction between semantic and orthographic relatedness of 
written distractor words. They concluded that these findings 
refute a model of lexical access in speech production in which 
lexical selection (hereafter  referred to as lemma retrieval) and 
word-form encoding (hereafter  referred to as phonological 
encoding) occur in serial o rder  without feedback (e.g., Levelt 
et al., 1991a, 1991b; Schriefers, Meyer, & Levelt, 1990). 
According to Starreveld and La Heij, the seriality view “ p re ­
dicts additive effects of semantic similarity and orthographic 
similarity. The present study showed this prediction to be 
incorrect” (Starreveld & La Heij, 1995, p. 694). In this 
comment, we argue that their rejection was based on a wrong 
conception of the seriality view, and that the observed interac­
tion can readily be obtained within a serial model of lexical 
access.
Starreveld and La Heij’s (1995) Argument
In two experiments, Starreveld and La Heij (1995) examined 
the joint effect of semantic and orthographic relatedness of 
visual distractor words in tasks that required conceptually 
driven naming. Thereby, they followed up a seminal study by 
Rayner and Springer (1986). Starreveld and La Heij argued 
that examining the combined effect of semantic and o r tho­
graphic relatedness is of theoretical importance in light of the 
recent debate concerning the issue of seriality in lexical access 
in speech production (e.g., Dell & O ’Seaghdha, 1991; Levelt et 
al., 1991a, 1991b). In one experiment, Starreveld and La Heij 
asked participants to produce words when given definitions of 
their meanings. In another experiment, participants had to
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name pictured objects; for example, they had to name a 
pictured cat while trying to ignore a written word superim ­
posed on the picture. Starreveld and La Heij observed an 
inhibitory effect from semantically related distractor words 
(e.g., horse) compared with semantically unrelated distractor 
words (e.g., house) and a facilitatory effect from orthographi- 
cally related distractors (e.g., cap) relative to orthographically 
unrelated ones (e.g., house). Thus, Starreveld and La Heij 
replicated two classical findings (e.g., Lupker, 1982; MacLeod, 
1991). Most important, semantic and orthographic relatedness 
interacted with each other: The semantic inhibition effect was 
smaller when the target and distractor were orthographically 
related (target cat; distractor calf vs. cap) than when they were 
unrelated in form (target cat; distractor horse vs. house). A 
similar pattern  of results has been obtained by Rayner and 
Springer (1986).
According to Starreveld and La Heij (1995) the interaction 
between semantic and orthographic relatedness refutes a view 
of lexical access according to which phonological encoding 
follows lemma retrieval in serial o rder  without feedback. In 
particular, according to them, the interaction suggests that the 
process of lemma retrieval does not exist, or does not play a 
role in picture naming, or that, if it exists (which is the received 
view in psycholinguistics), lemma retrieval is influenced by 
feedback from phonological encoding. If one dispenses with 
lemma retrieval (i.e., if concepts are mapped directly onto 
phonological forms), both semantic and orthographic factors 
may affect phonological encoding (which would then coincide 
with lexical selection). Because these factors influence the 
same stage, an interaction may be expected. If a lemma level 
exists that is affected by semantic relatedness and by feedback 
from phonological encoding, and if orthographic relatedness 
affects the phonological level (the written words in Starreveld 
and La Heij’s experiments were not only orthographically but 
also phonologically related), an interaction may be expected as 
well. However, whether an interaction will actually occur 
depends on the specific way the two factors combine, as 
Starreveld and La Heij admitted. The prediction of an interac­
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tion is not a logical necessity on these accounts. In this respect, 
the additive factors logic used by Starreveld and La Heij is not 
a very strong one. According to Sternberg (1969), “by and 
large, factors that influence different stages will have additive 
effects on mean RT, whereas factors that influence stages in 
common will in teract” (p. 282). The problem is, however, that 
“ in situations where stages have some independent definition, 
it is perfectly conceivable that two factors might affect a single 
stage in an additive m anner or that they might affect different 
stages and in teract’' (Pachella, 1974, p. 58). If semantic 
relatedness only affects the lemma level and orthographic 
rclatedness only affects the phonological level, the effects of 
semantic and orthographic relatedness may (but need not) be 
additive. Again, the prediction of additivity is not a logical 
necessity, but depends on the specific assumptions entering a 
serial model.
PICTURE
object-fomn conceptual
perception identification
PRINTED
WORD
I
word-form
perception
a T
lemma
retrieval
b
1
phonological 
encoding
1
Why Serial Access Does Not Predict Additive Effects
Starreveld and La Hcij's (1995) argument against serial 
access looks ra ther straightforward. However, we believe that 
there is one major flaw in their line of reasoning: In existing 
serial models, orthographic relatedness does not affect the 
phonological level alone, but affects lemma retrieval as well. 
Because both semantic and orthographic factors affect lemma 
retrieval, their combined effects do not have to be additive.
We lay out our argument using the model of lexical access 
proposed by Roelofs (1992, 1993). This computational model 
was designed to account for semantic effects from written 
distractor words obtained in picture-word interference experi­
ments. Figure 1 depicts the mental stages that are assumed to 
be engaged in picture-word interference (modeled after Fig­
ure 1 in Roelofs, 1992).
According to this model, the mental lexicon is a network of 
nodes and links that is accessed by spreading activation. Figure 
2 depicts a small fragment of the lexical network. The network 
consists of three strata: a conceptual stratum with lexical- 
concept nodes and links (e.g., Ca t ( x ), HORSE(x ));  a syntactic 
stratum with lemma nodes (e.g., cat)’, and word-form strata 
with orthographic nodes and links (e.g., c, a, t, cat) as well as 
phonological nodes and links (e.g., /kaet/, /k / ,  /ae/, / t /). The 
model distinguishes between input orthographic represen ta­
tions (involved in the input stage referred to as word-form 
perception in Figure 1) and output phonological represen ta­
tions (involved in the output stage referred to as phonological 
encoding). We return to this characteristic of the model below.
In the model, a written distractor word triggers both lemma 
retrieval (Route  a in Figure 1) and phonological encoding 
(Route  b in Figure 1). “ A written word will activate both its 
lemma and its articulatory program" (Roelofs, 1992, p. 115; 
see also Figures 1, 2, and 3 of that article). Activation of 
lemmas by orthographic codes is at the heart of the m odel’s 
account of semantic effects. If the distractor lemmas were not 
activated, target retrieval should not be more difficult after a 
semantically related than after an unrelated distractor.
Roelofs’ (1992, 1993) model explains the semantic inhibition 
effects in picture-word interference experiments roughly as 
follows (for details, see the original articles). If horse is 
superimposed as a written distractor on a pictured cat, the
t
OVERT SPEECH
Figure 1. Stages of mental processing engaged in the picture-word 
interference paradigm (modeled after Roelofs, 1992). Boxes denote 
processing stages and arrows indicate the flow of information through 
the system.
activation from the picture and from the distractor word will 
converge in the network on the lemma node of the distractor 
word horse. This is because CAT(x) and HORSE(x) arc con­
nected at the conceptual stratum. A semantically related 
distractor activates the target, but this activation is smaller 
than the activation of the distractor lemma by the picture (as a 
result of network distances). If house is superimposed, there 
will be no convergence of activation, because h o u s e ( x ) and 
CAT(x) are not connected at the conceptual stratum. As a 
result, the lemma of the distractor horse will be a stronger 
competitor to the target lemma cat than the lemma of the 
distractor house.
In the research on visual word recognition, the role of 
phonology is a hotly debated issue. Furthermore, there is much 
discussion about whether Route b in Figure 1 is a single route 
(e.g., Seidenberg & McClelland, 1989) or whether it comprises 
a lexically mediated mapping and a nonlexical mapping be­
tween print and speech (e.g., Coltheart, Curtis, Atkins, & 
Haller, 1993). However, most “ theories share the idea that 
processing occurs along both visual and phonological pathways 
in parallel and that each route determines meaning at least 
some of the time” (Jared & Seidenberg, 1991, p. 358). In silent 
reading, phonological mediation can engage either input units 
(e.g., those units also involved in comprehending spoken 
words) or output units. (Of course, in reading aloud, phonologi­
cal output representations are involved.) In a serial model of 
lexical access in speaking, there is no feedback from the 
phonological output level to the lemma level. Thus, in such a
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Figure 2. Fragment of the lexical network for the words cat, calf, and cap. Note that some of the links 
between the orthographic substratum and the phonological substratum are left out of the figure to avoid 
complicating it too much. For the same reason, the labels on the links assumed by Roelofs (1992,1993) are 
omitted as well.
model, phonological mediation of visual word recognition 
must engage phonological input representations (which are 
presumed, but not depicted in Figures 1 and 2) ra ther than 
phonological output representations. The distinction between 
input and output phonological representations is supported by 
empirical evidence from normal and aphasic speakers (e.g., 
Shallice, McLeod, & Lewis, 1985; see Caplan, 1992; Monsell, 
1987, for reviews). AJso, the distinction between input and 
output representations allowed Levelt et al. (1991b) to obtain 
a quantitative fit of their serial model and relevant latency 
data. Thus, Route  a in Figure 1 may involve a direct mapping
#
of orthographic forms onto lemmas or an indirect mapping by 
means of phonological input representations. For reasons of 
simplicity, our argument is in terms of a direct mapping of 
orthographic forms onto lemmas.
Starreveld and La Heij’s (1995) assumption that serial 
models should predict additive effects of semantic and o r tho ­
graphic relatedness was based on the presupposition that 
lemmas are not activated by orthographic codes in such 
models. If lemmas are not activated by orthographic codes, the 
interaction must be due to feedback from phonological encod­
ing to lemma retrieval. However, serial models (e.g., Levelt et 
al., 1991a, 1991b; Schriefers et al., 1990) do not deny that
lemmas are activated by orthographic codes. Starreveld and La 
Heij’s sta tement that in serial models “ no word forms other 
than the one selected for production become activated” (1995, 
p. 694) is not relevant here. The seriality claim concerns the 
mapping of lemmas onto output phonological forms (i.e., the 
relationship between the retrieval of the target lemma and its 
phonological encoding). This should not be confused, as 
Starreveld and La Heij apparently did, with the mapping of 
orthographic input forms onto the mental lexicon (i.e., the 
relationship between visual word-form perception and lemma 
retrieval). This confusion seems to be the basis for their belief 
that serial models must predict additive effects. However, 
output and input mappings should be distinguished in models 
of speech production (and are distinguished in Roelofs’, 1992, 
1993, model). The mapping of lemmas onto output phonologi­
cal forms is represented  by the dashed lines with arrows in 
Figure 2, and the mapping of input orthographic forms onto 
lemmas is represented by the plain lines with arrows.
The interaction between semantic and orthographic re la ted­
ness is explained in Roelofs’ (1992, 1993) model as follows. In 
modern accounts of visual word recognition (e.g., McClelland 
& Rumelhart,  1981, explicitly referred to as a model for the 
orthographic substratum by Roelofs, 1992, p. 117), a perceived
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written word not only activates its own orthographic code in 
memory but also that of its orthographic neighbors, both at the 
input orthographic stratum and at the lexico-semantic (i.e., 
lemma) level. For example, the written distractor calf will 
activate the orthographic nodes c, a, 1, f, and calf and the 
lemma node calf and to some extent the orthographic form 
and lemma of orthographic neighbors such as cat and cap. 
Similarly, the written distractor word horse will activate its own 
orthographic nodes and lemma, and somewhat less the form 
and lemma of orthographic neighbors such as house.
Consequently, the orthographic representation of a distrac­
tor that is both semantically and orthographically related to 
the target will activate its own lemma and also that of the 
target (e.g., the orthography of the distractor calf activates the 
lemma of calf and also that of cat). The same holds for a 
distractor that is orthographically but not semantically related 
to the target (e.g., the orthography of the distractor cap 
activates the lemma of cap and also that of cat). In contrast, the 
orthographic representation of a distractor that is semantically 
but not orthographically related to the target will activate its 
own lemma but not that of the target (e.g., the orthography of 
the distractor horse activates the lemma of horse but not that of 
cat). The same holds for a distractor that is neither semanti­
cally nor orthographically related (e.g., the orthography of the 
distractor house activates the lemma of house but not that of 
cat).
Earlier, we explained that, as a result of the connections at 
the conceptual stratum and the resulting convergence of 
activation on the distractor lemma, the distractor horse will be 
a stronger competitor to the target lemma cat than the 
distractor house. For the same reason, the distractor calf will 
be a stronger competitor to the target lemma cat than the 
distractor cap. However, because of the orthographic overlap, 
calf and cap will not only activate their own lemmas but also 
the lemma of the target cat. Thus, the distractors calf and cap 
will strengthen the target lemma node cat in the competition 
with the lemma nodes of calf and cap (compared with the 
distractors horse and house). Written distractors that are 
orthographically related to the target will help the target 
lemma node compared with written distractors that are not 
orthographically related to the target. As we demonstrate  
below, when lemma retrieval has nonlinear aspects (e.g., a 
nonlinear activation dynamics, which holds for Roelofs’, 1992, 
1993, model), orthographic overlap may help semantically 
related distractors (i.e., calf) more than semantically un re ­
lated ones (i.e., cap). Nonlinearities are also assumed in 
Starreveld and La Heij’s (1995) nonserial account of the 
interaction. The nonlinearity at the lemma level explains the 
interaction between semantic and orthographic relatedness 
observed by Starreveld and La Heij. In short, under this view of 
serial access, interaction ra ther than additivity is predicted. 
W hat matters is how semantic and orthographic factors com­
bine at the lemma level ra ther than whether there is feedback 
between phonological encoding and lemma retrieval.
Computer Simulations
Com puter simulations supported the above theoretical analy­
sis. The simulations were run in the same way and with the
same param eter  values as the simulations reported  by Roelofs 
(1992, 1993). O ur  simulations used networks consisting of 
orthographic nodes (e.g., cat), lemma nodes (e.g., cat), and 
lexical-concept nodes (e.g., CAT(x)), as shown in Figure 2. A 
semantic field consisted of three concepts (e.g., c a t ( x ), 
c a l f ( x ), and h o r s e ( x )) ,  which were connected to each o ther  
and to their lemma nodes in a bidirectional manner. O r th o ­
graphic nodes such as cat, calf, and horse were connected in a 
unidirectional m anner to their lemma nodes. The presentation 
of a picture and a distractor word was simulated by assigning a 
jolt of external activation to the concept node representing the 
output from picture perception and to the orthographic node 
representing the output from letter perception. Orthographic 
overlap was simulated by assigning the full external input to 
the orthographic node of the distractor word and a proportion 
of this input to the orthographic node of the target word. For 
example, in case of distractor calf the node calf received the 
full amount of external input, whereas the node cat received a 
proportion, alpha, of this input. Thus, the parameter, alpha, 
stands for orthographic overlap between the target and the 
distractor. The external input was provided using the number 
of time steps corresponding to the stimulus-onset asynchrony 
of Starreveld and La Heij’s (1995) experiments (i.e., postexpo­
sure of the written distractor by 100 ms). Activation was 
updated following a nonlinear activation function (i.e., a linear 
summation of inputs combined with a decay factor). The 
probability of actual selection of the target lemma node in any 
time step was equal to the ratio of the activation level of the 
target node and the sum of the activation levels of the target 
and all the o ther  lemma nodes. On the basis of the spreading 
equation and the selection probability, the mathematical 
expectation of the retrieval time of the target lemma was 
computed for each distractor condition. For details (e.g., the 
equations for the activation dynamics, the selection probabil­
ity, and the expected lemma retrieval time, and also the 
param eter  values) see Roelofs (1992, 1993).
In the serial account, the locus of the main effect of 
orthographic relatedness is the level of phonological output 
codes. Mean production latencies represent a probabilistic 
mixture of trials, with a certain proportion of trials being in the 
stage of lemma retrieval and the remaining trials being in the 
stage of phonological encoding (cf. Levelt et al., 1991b). The 
simulation of the lemma level effects incorporates the assump­
tion about this mixture by means of the selection ratio, making 
lemma retrieval time a random variable. Note that the net 
result may differ between written and spoken distractors, given 
that spoken words have an extension over time (cf. Schriefers
et al., 1990).
Figure 3 illustrates how the size of the semantic effect in the 
model depends on the size of alpha. The parameter, alpha, is 
the proportion of shared orthographic input (i.e., the jolt of 
external activation assigned to the orthographic nodes) in the 
simulations. Thus, alpha is an index of the degree of o r tho ­
graphic overlap between a target (e.g., cat) and a distractor 
(e.g., cap, calf horse, house). The parameter, alpha, does, of 
course, not necessarily correspond to the num ber of shared 
letters. Figure 3 shows that when the external jolt of activation 
for the orthography is not shared by the target and the 
distractor (i.e., 0% orthographic overlap, as is the case for the
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Figure 3. Size of the semantic effect (in terms of the percentage of the 
standard effect size) as a function of the shared orthographic input 
(parameter alpha) in the computer simulations. The left-most point 
shows the semantic-inhibition effect for orthographically unrelated 
distractors (e.g., horse vs. house for the retrieval.of cat), set to 100%. 
The other data points represent the size of the semantic effect relative 
to the 100% as a function of parameter alpha.
distractors horse and house for the target cat), the model 
produces a full-blown semantic inhibition effect (i.e., 100% of 
the standard semantic inhibition effect). In contrast, when 
almost the entire orthographic input is shared (as is the case 
for the distractors calf and cap for the target cat), the semantic 
inhibition cffect is canceled out (i.e., 0% of the standard 
semantic inhibition effect is left). In short, the simulations 
show that the size of the semantic effect is reduced by 
orthographic overlap.1 This interaction between semantic and 
orthographic relatedness corresponds precisely to what Starre- 
veld and La Heij (1995) observed. This interaction is obtained 
in simulations with lemma nodes and without feedback from 
phonological encoding to lemma retrieval. In contrast, Starre- 
veld and La Heij argued that the interaction requires a model 
of lexical access either without lemma retrieval or with 
feedback from phonological encoding to lemma retrieval. The 
simulation outcomes support our claim that this conclusion is 
not warranted. Instead, we showed that a model of lexical 
access in speech production with a lemma level and without 
feedback from phonological encoding to lemma retrieval can 
also produce the observed interaction. The simulation is an 
existence proof. It shows that there is a version of the serial 
access model that can cope with the interaction observed by 
Starreveld and La Heij.
Conclusion
In conclusion, Starreveld and La Heij’s (1995) prediction of 
additive effects of semantic and orthographic similarity for 
serial access was based on an oversimplified view of serial 
models of access. We argue that their rejection of the seriality 
view is not warranted. Rather,  as we have demonstrated, the 
observed interaction between semantic and orthographic fac­
tors can be accounted for by a serial model of lexical access in 
speech production.
1 We did not intend to capture the data quantitatively. Starreveld 
and La Heij (1995) argued that serial access models cannot account for 
the interaction at all, but not that a serial model cannot fit the data 
quantitatively. We have used an existing model to illustrate our point 
without reestimating some of the model’s parameters (which would be 
quite acceptable, given that different experiments and a different task 
were involved). In Starreveld and La Heij’s picture naming experi­
ment, the semantic effect was reduced by half, and in their definition 
naming experiment, it was fully canceled out by orthographic related­
ness.
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