Abstract. We consider stateless counter machines which mix the features of one-head counter machines and a special type of two-head Watson-Crick automata (WK-automata). Our biologically motivated machines have heads that read the input starting from the two extremes. The reading process is finished when there are no more symbols between the heads. Depending on whether the heads are required to advance at each move, we distinguish between realtime and non-realtime machines. If every counter makes at most k alternations between nondecreasing and decreasing modes in every computation, then the machine is k-reversal. In this paper we concentrate on the properties of nondeterministic stateless WK-automata with counters. Results about deterministic versions can be found in (Egecioglu et al.: Stateless multicounter 5 → 3 Watson-Crick Automata, BIC-TA 2010).
Introduction
A well investigated branch of DNA computing is the theory of Watson-Crick automata ( [3, 13] ). These are finite state machines equipped with two read-only heads. They operate on DNA molecules, i.e., on double stranded sequences of bases. The strands of a DNA molecule have directions as a result of the underlying chemical bonds, determining the 5 and 3 ends of a strand. The two strands have opposite biochemical directions. Between the two strands, there is a one-to-one correspondence of the bases given by the so-called Watson-Crick complementarity relation. In this way a strand of the molecule uniquely defines the other, and therefore the DNA molecules can be described by ordinary strings (as, for instance, in [6, 7] ). In biology several enzymes are known to act on a DNA strand in direction from 5 to 3 . Consequently, in the case of 5 → 3 Watson-Crick automata, at the beginning of a computation, the reading heads start from opposite ends of the input and they can move opposite direction in computational point of view (but the same direction biochemically). These automata have been used to characterize linear context-free languages in [10] . In this paper we consider only 5 → 3 Watson-Crick automata, and consequently use the terminology WK-automata and omit the qualification 5 → 3 .
Stateless machines (i.e. machines with only one state) have recently been connected to certain aspects of membrane computing [11, 12] . As the name shows, a stateless machine (without additional storage) cannot store any information. Thus other methods are used, e.g., the automaton is equipped with some number of counters which are zero at the beginning and again zero at the end of a computation. In [5, 14] the computing power of stateless multihead automata with respect to decision problems and head hierarchies were investigated.
If the machine is not allowed to make transitions without moving a head, then the model is called realtime. Otherwise the machine is non-realtime and can make transitions without moving the heads. We say that a counter is in increasing/decreasing mode if its value is increased/decreased at the last transition that changed its value. A counter machine is k-reversal if each counter makes at most k "full" alternations between increasing mode and decreasing mode and vice-versa on any computation (accepting or not), and is reversal bounded if it is k-reversal for some k.
Deterministic stateless (one-way) m-counter machines were investigated in [1] , where hierarchies with respect to the number of counters and number of reversals were studied. Similar hierarchy results and characterizations are reported in [4] for the non-realtime versions. Hierarchies of the accepted language families by WK-automata are presented in [9] including stateless versions without counters. In this paper we concentrate on nondeterministic stateless realtime WK-automata with counters. Some results about the deterministic case can be found in [2] . We give examples and establish hierarchies of WK-automata with respect to counters and reversals.
Stateless Multicounter WK-Automata
We start with the description of the components of a stateless multicounter WKautomata. The input is of the form cw$ with w ∈ Σ * and c and $ are endmarkers that are not in Σ. The machine has two read-only heads H 1 , H 2 . Head H 1 moves from left to right and H 2 moves from right to left. Originally, H 1 is on c and H 2 is on $. The machine is equipped with m counters, that are initially all zero. A move of the machine depends on the symbols under the heads and the signs of the counters (the automata can distinguish two cases: zero or positive). It consists of moving the heads and at the same time incrementing, decrementing, or leaving unchanged each counter. The input w is accepted by M if the counters are again zero when the heads meet.
The essence of when the heads H 1 and H 2 meet is captured best by making use of a function ϕ which indicates whether the heads are close or far apart in processing the input. This locality requirement can be justified in part by biological properties that give rise to WK-automata. For the model it suffices to know if there are zero, one, two, or more than two letters between the heads. Define We use the notation ϕ(M ) although ϕ is actually a function of the current positions of the heads of M , i.e., function of the actual configuration.
For a deterministic stateless multicounter WK-automaton M , a transition (a move)
( The machine is k-reversal if for a specified k, no counter makes more than k alternations between increasing mode and decreasing mode (i.e. k pairs of increase followed by decrease stages) in any computation, accepting or not. The machine is reversal bounded if it is k-reversal for some k.
We denote the set of all nondeterministic realtime k-reversal m counter nonrealtime WK-automata by WKC denotes all deterministic realtime k-reversal m-counter machines. This notation is also used for the corresponding language classes.
The formal definition of a nondeterministic stateless multicounter WK-automaton is as follows.
Definition 1. A nondeterministic stateless multicounter WK-automaton is a quadruple M = (Σ, δ, c, $) where Σ is a nonempty alphabet, δ is a mapping from
and c, $ ∈ Σ are two special symbols called endmarkers.
Closure Properties of Nondeterministic Stateless Multicounter WK-Automata Languages
Some closure properties of languages accepted by nondeterministic stateless multicounter WK-automata follow. Proof. The idea of the proof is as follows. Let us consider the language of even palindromes L = {ww R | w ∈ {a, b} * }. It can be accepted by a realtime deterministic WK-automaton without counters [9] . Its concatenation with itself is
Since an RWKC ∞ m machine has only memory by counters, there is no way to store a word of arbitrary length as w or u R could be. Without storing any (or both) of these words our stateless machine is unable to check their reverse.
Corollary 1. Languages accepted by nondeterministic realtime stateless multicounter WK-automata are not closed under Kleene-closure.

Hierarchies Regarding Nondeterministic Stateless
Multicounter WK-Automata
Proof. Clearly all deterministic machines with m counters and k reversals are a special case of nondeterministic machines with the same number of counters and reversals.
For n ≥ 0 we define the language
. . , n,
and i = j where = 1, or = 2, or . . . = n}.
Then L = ∞ n=1 L n cannot be accepted by a deterministic stateless realtime WK-automata with any number of reversals and any number of counters. The machine does not know for which ∈ {1, 2, . . . , n} the equality stands, so it must be tested for all possible values. It is clear that for any numbers k, m ∈ N: w ∈ L 2(k+1)(m+1)+1 cannot be accepted by a machine in WKC k m . Furthermore, in the nondeterministic case, only one counter is enough to accept the language. If i = j k for a k in {1, 2, . . . , n}, then the right head can read the end of the input till the end of the subword b j k without changing the counter, then at the beginning of that block (i.e., at the previous symbol a or $ in case of k = n, i.e., at the last block) the counter is changed to 1. If the counter is positive, both heads move while reading symbols. The left head reads the prefix a i while the right head reads b j k . Thus they are reading the same number of symbols. At the end of the blocks the counter set to be zero again only if both blocks ended at the same step. Then the remainder of the input can be read by the first head to finish the input.
The following theorem is a known result regarding to deterministic WK-automata. Proof. We give a sketch of the construction of the machine which accepts L(G). Each counter represents a nonterminal which is not S. The symbol S is represented by the sign vector (0, 0, . . . , 0). Initially both heads make a step from the boundary markers without changing the values of the counters. For a rule X → aY b ∈ P the move ((a, b; 0, 0 
is added. The order of C X and C Y in the sequence may be different depending on how the counters were assigned to the nonterminals. If X = Y , then the counter is not changed. For a rule X → aY ∈ P similar moves are added (for ϕ(M ) > 1 . This time H 2 does not move: b can be any terminal symbol, so the moves should be constructed for all b ∈ T , and only the left head makes a step. The case of X → Y a ∈ P is very similar and X → a ∈ P can be handled with ϕ(M ) = 1 by reading an a with the left input head and decreasing the counter C X . Remark 1. It is known that counter machines with a finite control and two counters accept all recursively enumerable languages [8] . In this way we can add two additional counters to the automaton in Theorem 2 and get machine equivalent to the Turing-machine. Thus, reversal boundedness is a key factor at hierarchy of stateless multicounter WK-automata by limiting their power.
Let us define the following languages over Σ = {a, b, c} for j ≥ 1:
where n i ≥ 0 for all i = 1, . . . , j.
Proof. First we remark that without the delimiters c between the subwords a ni , only one counter is enough to accept L j .
It is easy to see that L j can be accepted by a 1-reversal machine with j counters. The machine first counts the number of a's in the prefix a n1 subword with counter 1, then, if a c is read, the second counter is increased by 1 to indicate, that the a n2 subword is going to be read. After reading a n2 and increasing counter 2 in each step, another c comes. This time, while reading it, the second counter is decreased by 1 (it contained n 2 + 1, because of the first c) and the third counter is increased to indicate, that now a n3 is to be read and counted. In this way, the machine counts all these a ni subwords and after the jth one, while reading a c with the left head, it also reads the right end marker, $ with the right head, while decreasing the jth counter by 1 (this is also because of the previously read c). At this point, the value of counter i (i = 1, . . . , j) is n i . After these steps, the subword
is processed while decrementing the corresponding counters.
We use induction on j to show, that L j cannot be accepted by j − 1 counters with any number of reversals. For j = 1, it is obvious, that the language L 1 = a n cb n c n cannot be accepted without counters. Note, that the expression of L k+1 can be constructed from the expression of L k in the following way:
1. let w and x be the sequences Suppose, that for some k ≥ 1, L k cannot be accepted with k − 1 counters with any number of reversals. For L k+1 , we have an additional counter. In this counter, we should store the number to test whether the first block of b's have the same number of symbols. So, the additional counter is needed to store . Then, after reading a , or c (or both) we have k − 1 counters and the remaining part of the input to be processed (without the b subword) is in L k , except that the corresponding b's and the c's in the suffix are exchanged. But that does not help the machine to accept L k . And we know that L k cannot be accepted with k − 1 counters. Thus there is no way to get to b without loss of information, so L k+1 cannot be accepted with k counters. Figure 1 contains some hierarchy results about WK-automata based on our new results and [2] . Arrows stand for proper inclusion. RE stands for the class of recursively enumerable languages. Some open problems are represented by dotted arrows. Another further direction of research can be to investigate such multicounter WK-automata where the heads do not sense when they meet, therefore both heads read the full input in an accepting computation. Other extension can also be considered: multicounter WK-automata which may read strings and not just letters in a single transition, for example. 
Conclusions
