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We examine the asymptotic stability of the zero solution of the first-order 
linear equation x’(t) = Ax(t) + si B(t - s) x(s) ds, where B(t) is integrable 
and does not change sign on [0, co). The results are applied to an examination 
of the stability of equilibrium of some nonlinear population models. 
1 
The stability of an equilibrium of an ordinary differential equation is com- 
monly studied by linearization about the equilibrium. Since the result is a 
linear system of ordinary differential equations with constant coefficients 
whose stability properties are essentially completely given by the eigenvalues 
of the coefficient matrix it is possible to give criteria for stability of an equilibrium 
directly in terms of the system at the equilibrium. For systems whose behaviour 
also depends on the past history, such as differential-difference equations or 
Volterra equations, linearization about an equilibrium produces a more difficult 
problem because it is more difficult to analyze the behavior of the linearized 
system. There are stability criteria, but they are formulated in terms of the 
location of the roots of a transcendental equation. 
In this paper we give some explicit stability criteria for a class of first-order 
Volterra integro-differential equations, and applications to the stability of 
equilibrium of some population models. Extensions to higher-order systems 
would be extremely useful. 
2 
We consider the first-order linear integro-differential equation 
x’(t) = Ax(t) + Jot x(t - s) B(s) ds, 
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where A is a real constant and B(t) is a continuous function which does not 
change sign on 0 < t < co, with 
1 
m 
m B(t) dt < co, I tB(t) dt < co. ‘0 0 (2) 
It is known [8] that the uniform asymptotic stability of the solution x = 0 
of (1) is equivalent to the integrability of the resolvent kernel of (1). This 
in turn is known [8] to be equivalent to the nonvanishing of z - -4 - &z) 
for RI z > 0. Here B(z) denotes the Laplace transform of B(t), 
i&z) = 1” e+B(t) dt, 
‘0 
whose existence for Rl z 3 0 is an immediate consequence of (2). We write 
B(t) = d(t) with Q(t) > 0 and sz Q(t) dt = 1, so that 
131= 
s 
w B(t) dt. 
0 
(3) 
Then the solution x = 0 of (1) is uniformly asymptotically stable if and only 
if there are no solutions in the right half plane Rl z > 0 of 
where 
g(z) = z - A - a&(z) = 0, (4) 
o(z) = Ioa e-ztQ(t) dt, e(O) = 1. 
Observe that we have 
I !&>I < j-= I Q(t)1 dt = 1, Rl z >, 0. 
0 
We also define 
T = lorn Q(t) dt = lo@= tB(t) dt/Iom B(t) dt. (6) 
(5) 
There are several cases, depending on the signs of 01 and of -4 + 0~. 
THEOREM 1. Suppose the kernel B(t) does not change sign on 0 < t < 00 
and satisjes (2). Then if A + sy B(t) dt > 0, the solution x = 0 of (1) is not 
uniformly asymptotically stable. If $J B(t) dt > 0 and A + sr B(t) dt < 0, the 
solution .Y = 0 of (1) is uniformly asymptotically stable. If sr B(t) dt < 0 and 
,4 + jr B(t) dt < 0, the solution s = 0 of (1) is uniformly asymptotically stable 
if T is su$%iently small. 
505/28/2-2 
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Proof. If A + 01 = 0, then z = 0 is obviously a root of (4) since &(O) = 1. 
If A + 01 > 0 and OL < 0, we let C be a circle of radius greater than 1 011 = --01 
with center A which lies in the right half plane. On C, [ a&(~)] < 1 01 1 < 
] z - A 1, using (5). By RouchC’s theorem, z - A and g(z) have the same 
number of zeros, namely one, inside C, and thus (4) has at least one root in 
the right half plane. 
If A + (11 > 0 and (Y > 0, g(0) = -A - OL < 0, and 
g’(z) = 1 + OL lrn te+Q(t) dt 3 1 
for real x > 0. Theng[-(A + CL)] > 0, and g(a) has a real zero between 0 and 
-(A + LY). Thus Eq. (4) has a root in the right half plane if A + 01 3 0. 
If A + LY < 0, OL > 0, then for any z with RI z > 0, 
I z - A I 3 -A > 0~ 3 I a&(z)l. 
By RouchC’s theorem, g(z) has the same number of zeros in the right half 
plane as x - A; since A < 0, g(z) has no zeros in the right half plane. 
In the case A + (Y < 0, CY < 0, we may write 
g’(z) = 1 + 44 (RI z > O), (7) 
where 
I WI = 1 \” t+Q(t) dt < I I = tQ(t) dt = T. (8) ‘0 0 
We may write 
g(4 = g(O) + 2 + ~,44 du, (9) 
where L is the straight line from 0 to x, and 
Ij)Wuj G I~lsupIW)l G IzI T. (10) 
Since g(0) > 0, it is easy to verify that 
Im+~l 3 IZI, RlZ>O. (11) 
It now follows from (8), (9), (IO), and (11) that for Rl z > 0 
I %&)I = 
> 
3 
g(O) + z + a J; 44 du 1 
g(O) + z I - I 01 I 1 IL 44 du 1 
x j - 1011  x 1 T = (1 - j (Y I T) I z I. 
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If T is small enough that 1 - 1 01 1 T > 0, this implies g(z) # 0 for z + 0, 
Rl z > 0. Since g(0) # 0, there are no roots of (4) in Rl x > 0 if T is sufficiently 
small. 
Theorem 1 now follows from application of the results of [8] quoted at the 
beginning of the section to the various cases for which the question of existence 
of solutions of (4) in Rl z >, 0 has been solved. 
3 
Many physical phenomena are described by integro-differential equations 
of the general form 
x’(t) = H(t) + F [x(t), JomA@ - 4 f’(s) A]. (12) 
Such a model could arise, for example, if the rate of change of some quantity 
depends on the time t, the state at time t, and the past history. It is natural 
to look for equilibrium, or steady state, solutions, and this requires that the 
term H(t) containing the explicit time dependence tends to zero sufficiently 
rapidly as t + co. We regard H(t) as a perturbation, and consider the un- 
perturbed equation 
x’(t) = F [x(t), lrn g(x(t - s)) P(s) A]. (13) 
If 
s Oc P(s) a2 < co, 0 
we may define an equilibrium to be a solution x, of the equation 
F [xm , g(xm) Iff p(s) ds] = 0. (14) 
To analyze the stability of an equilibrium X, , it is natural to linearize Eq. (13) 
about the equilibrium. To do this, we define 
and write 
FL+), r(t)1 = F(xx , ym) + F&m 9 ~rn)L+) - ~1 
+ F&m > Ym)[Y(t) - Yml + w4 - To P r(t) - yml, 
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where 0 will always denote a function of order higher than first order in the 
indicated variables. Since 
y(t) = Jrn [&m) + g’(x&(t - 4 - GJI P(s) ds + @[x(t) - G,] 
0 
= g(xm) Jo= P(s) ds + g’(x,) Iom {x(t - s) - x,> F’(s) ds + @[x(t) - ~1, 
we obtain 
F[x(t), y(t)] = F(x, , ym) + F&m 9 Y&G) - 4 
+ F&Y, , ym) g’(x,) Ia {x(t - s) - ~1 P(s) ds + @W) - 4. 
0 
(16) 
We now let u(t) = x(t) - x, ; then with the aid of (14) and (16), we may 
write (13) in the form 
u’(t) = F&m 9 ym) u(t) + F&k , ym> g’(x,) jam u(t - s) f’(s) ds + @[@)I (17) 
with ya defined in (15). The solution u = 0 of (17) corresponds to the equi- 
librium solution x(t) = x, of (13). The linearization theory developed by 
Grossman and Miller (see [3-5, 8, 91) h s ows that the uniform asymptotic 
stability of the solution u = 0 of (17) and hence that of the solution x = xa 
of (13) is a consequence of the uniform asymptotic stability of the solution 
u = 0 of the linear system 
provided @[u(t)] is of “higher order” as defined in [4]. It is also known [5], 
that this remains true if an integrable function of t is added to the right side 
of (17). This permits us to study (12), if sr H(t)dt < co, along with (13). 
Further, if we consider u(t) as given and bounded on --oo < t < 0, we may 
write 
Jom u(t - s) p(s) ds = j-” u(t - s) P(s) ds + irn u(t - s) P(s) ds, 
0 
where the term sr u(t - s) P(s) d s is a given function oft, bounded by a constant 
multiple of j: P(s) ds. If sr P(t) < co, this function is integrable. Then 
we may replace the linear equation (18) by the linear equation 
u’(t) = F&m , Yco) u(t) + F,(G 9 4’4 g’b) Iot u(t - s) P(s) ds, (19) 
which is of the type studied in Section 2. We may summarize our conclusions 
as follows. 
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THEOREM 2. Let x, be an equilibrium of (13), and suppose 
s 
m 
H(t) dt < 00, 
0 
I 0 ^=Pt dt < ccj, j-= tP(t) dt < co. 
‘0 0 
If the solution u = 0 of (19) with yaj dejined by (15) is uniformly asymptotically 
stable, then the equilibrium x, of (12) is uniformly asymptotically stable. 
Equation (12) may be replaced by an equation of the form 
x’(t) = F [x(t), lot g(x(t - s)) P(s) ds) 
by a redefinition of the same type as that used in [6j. 
4 
The simplest population models leading to differential equations assume 
a per capita growth rate x’(t)/x(t) of the population size x(t) which is a function 
f{x(t)} only of the population size at time t. If this population is also harvested 
at a constant time rate H, its size at time t is described by the ordinary differential 
equation 
x’(t) = x(t)f{x(t)} - H. (20) 
An equilibrium is a solution x, of the equation 
x,f(x,J - H = 0 (21) 
and it is easy to verify that an equilibrium x, is uniform y asymptotically 
stable if 
[~f(X>ILem = xmf ‘(x03) + f(xc0) -=c 0. (22) 
If the per capita growth rate depends on the population size not at time t, 
but at time t - T, the corresponding model is 
x’(t) = x(t) f (x(t - T)} - H. (23) 
An equilibrium for this problem is also a solution of (21), but now to guarantee 
uniform asymptotic stability of the equilibrium it is necessary to require not 
only that (22) be satisfied but also that the time lag T be not too large [7]. 
Further, it has been suggested by May [7], that it may be appropriate to 
consider a situation where there is a delay in the effect of the population size 
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on the growth rate which is distributed over time, rather than being con- 
centrated at a single time T. This leads to a model 
where 
x’(t) = x(t) jmf(+ - s)) P(s) ds - H, 
0 
(24) 
p(t) b 0 [O < t < 001, s mP(s)ds = 1. 0 
An equtlibrium is again a solution X, of (20). The stability of this equilibrium 
may be analyzed by the use of Theorems 1 and 2. In the notation of Theorem 2, 
W, y) = XY - ff, ym = f(Q jam P(s) ds = f(Q 
and the linear equation (19) becomes 
u’(t) = f(xm) u(t) + xmf’(~J 1 u(t - 4 P(s) ds. 
This equation may also be obtained directly from (24) by the usual linearization 
procedure. In the notation of Theorem 1, 
A = f(&oo), oL= I 
m B(t) dt = xJ’(x,J. 
0 
It is inherent in the nature of the model that A = f(~~) = 0 if the harvest 
rate H is zero; otherwise A > 0. This rules out the case sz B(t) dt > 0, 
A + Jr B(t) dt -=z 0 of Theorem 1. Applying Theorem 1, we see that if 
f(xW) + s,f’(~~) > 0, in which case the equilibrium of the model without 
delay (20) is not uniformly asymptotically stable, the same is true of the system 
with delay (24). Further, we see that if f(~~) + x,~‘(x~) < 0, so that the 
equilibrium of the model without delay (20) is uniformly asymptotically stable, 
then the equilibrium of (24) is uniformly asymptotically stable if T is sufficiently 
small. 
Several examples suggest that the equilibrium is unstable if T is sufficiently 
large, but we are unable to prove this in general. The quantity T = s; tP(t) dt 
acts like an average delay, and with this interpretation the qualitative behavior 
of (24) is similar to that of the model (23) with a single delay. 
Theorem 1 gives no information on the critical value of T which produces 
instability. For any specific example, it may be possible to obtain this by 
studying the Eq. (4). For example, the case H = 0, f(x) = ~(1 - x/k), P(t) = 
te-t/a/P studied by May [7], for which x,,, = K, f(xm) = 0, ~,f’(x~) = -r, 
gives rise to an equation 
z+(xz;l)2 =o (25) 
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in place of (4). The condition that no roots of (25) be in the right half plane 
is easily seen, using the Routh-Hurwitz conditions, to be h > 0, T > 0, 
hr < 2. Since sr tP(t) dt = 2h, the stability condition is rT < 4. 
In Theorem 1, it is not necessarily true that the solution x = 0 of (1) is 
not uniformly asymptotically stable for all sufficiently large T in the case 
s; B(t) dt < 0, L4 + J; B(t) dt < 0, as is shown by the example A = - 1, 
B(t) = -(l/a) e-t/= (a > 0) 
suggested to the author by Professor J. M. Cushing, for which the zero solution 
is uniformly asymptotically stable for all a. In this example the average delay T 
is a. Nevertheless, there may be a class of problems for which the solution 
x = 0 is uniformly asymptotically stable if T is small but not if T is large. 
One conjecture is that the additional condition A > 0, which is satisfied in 
population problems, may suffice to imply this behavior. 
Obviously, it would be of considerable interest if a result of this type could 
be established for population systems involving two or more interacting species. 
One such system, which has been examined by Bownds and Cushing [I], 
involves a predator-prey system with a distributed delay in the effect of the 
prey population size on the predator growth rate. The results of [I] indicate 
that for this problem there is asymptotic stability if the average delay is suffi- 
ciently small and instability if the average delay is sufficiently large. This 
suggests that the results of this section have wider validity than the one- 
dimensional problem, but the theory of Section 2 is limited to one-dimensional 
problems. 
Another equation of interest in the study of population models which can 
be put in the form (12) is the nonlinear renewal equation 
x(t) = f(t) + It &(t - 4) 4s) ds. 
0 
This is equivalent to the differentiated equation 
x’(t) = f’(t) + 40) &(t)) + Lt &(t - s)) a’(s) ds, 
which is of the form (12) with 
F(x, Y) = 40) A4 + Y9 
y(t) = Sdg(x(t - s)) u’(s) ds, ym = g(x,) IO- a’(s) ds. 
The linearized equation (19) is 
u’(t) = u(O) g’(x,) u(t) + g’(x,) Jot u(t - s) u’(s) ds. 
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If we assume a(t) > 0, a’(t) < 0, lim,,, a(t) = 0, as is customary in problems 
involving (26), we have 
A = @)g’(&J, 
a! = g’(To> Iorn a’(s) ds = -a(O)g’(x,) = --A. 
Therefore, by Theorem 1, no equilibrium of (27) can be uniformly asymptotically 
stable. It has been shown in [2] that an equilibrium of (26) may have a property 
analogous to total stability for ordinary differential equations. Thus the non- 
linear renewal equation appears to be a critical case between asymptotic stability 
and instability of equilibrium. 
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