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Abstract— In this paper, a distributed Model Predictive Con-
trol (DMPC) strategy is developed for a multi-zone building plant
with disturbances. The control objective is to maintain each zones
temperature at a specified level with the minimum cost of the
underlying HVAC system. The distributed predictive framework
is introduced with stability proofs and disturbances prediction,
which have not been considered in previous related works. The
proposed distributed MPC performed with 48% less computation
time, 25.42% less energy consumption, and less tracking error
compared with the centralized MPC. The controlled system is
implemented in a smart building test bed.
Keywords: Distributed Model Predictive Control; Multi-zone
building; Temperature control; HVAC; Smart building.
I. INTRODUCTION
Heating, ventilation and air conditioning (HVAC) systems
in buildings currently account for 57% of the US energy
consumption, and 50% of the world energy use. Thus, nowa-
days finding proper control systems in HVAC plants to reduce
energy usage in the building sectors is of crucial importance.
Model Predictive Control (MPC) strategy has been under
significant attention for management of building plants re-
cently [1-5]. However, using the centralized MPC approaches
for controlling temperature of a multi-zone building system
is impractical for several reasons. First, since there is a large
number of system inputs and outputs for a building model with
a large number of zones, it requires large centralized compu-
tational effort. Second, there are centralized modeling issues
associated with global data collection and control actuation
by a centralized agent. Third, when the centralized controller
fails, the whole system is out of control and control integrity
cannot be guaranteed.
Distributed approaches come into play to deal with the
above problems. The idea behind distributed approaches is to
split the centralized system into subsystems whose control is
assigned to a certain number of local controllers. Depending
on the degree of interaction between the subsystems, the agents
may need to communicate to coordinate themselves [6-7].
Several studies [8-10] have addressed the building temperature
regulation problem using distributed MPC approach. In [8], a
small temperature control model of a three-zone building does
not include the open door situation and only one information
per time step is being exchanged. In [9], a simplified two-
masses system is considered as the plant model, but did not
take into account the pressure and temperature dynamics. The
authors in [10] focused on the modular distributed control of
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building temperature considering thermal and electrical energy
sources, without considering the environment temperature
predictions. None of these works considered the closed-loop
system feasibility and stability.
In this paper, a distributed MPC controller is designed and
applied on a building’s thermal model consisting of six rooms
with the open/close door/window conditions. The objective
is tracking the rooms’ temperature set-points with minimum
energy consumption considering the outdoor disturbances. The
couplings between zones’ states and inputs are also included in
the model. Besides, a centralized MPC controller is developed
and compared with the proposed distributed MPC. From
the simulation results, the distributed MPC approach showed
better performance in terms of desired set-point tracking,
system cost minimization, and computation time compared
with the centralized MPC. In contrast with previous works,
this paper considers the disturbances predictions as part of the
system model in the predictive approach and addresses the
feasibility and stability aspect of the problem by the proposed
coordination strategy.
The rest of the paper is organized as follows. Section
II introduces the models and parameters of the six-room
system. Section III introduces the centralized and Distributed
Model Predictive Control approaches. In the next section, the
simulation results are shown. Section V provides a conclusion
and discusses future research.
II. SYSTEM DEFINITION
The system considered is a building consisting of six
rooms (subsystems) with the thermal exchange through the
inner wall and inner door between them. The rooms also
have thermal exchanges with the environment. The physical
system layout is shown in Fig. 1 [11-12].
In Fig. 1, the rooms are considered next to each other with
Fig. 1: Six-room model plan
all the windows and the exit door closed, and the internal
doors between two rooms are open. Also, each room has one
heater (AC). The control variables are the heater switches,
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TABLE I: System Parameters Description
M amount of air flowing between two regions (in Kg/h)
Cair heat capacity of air (J/Kg ◦C)
Tad jacent
the temperature of the region exchanging airflow
with adjacent component (◦C)
Troom the ambient temperature of the room (◦C)
R thermal resistance of a given component
Q f low heat flow due to convection (J)
Qconduction heat flow due to conduction (J)
Qroom total heat amount in the room (J)
F set of all the convection-based components
C set of all the conduction-based components
TABLE II: System Parameters Numerical Values
C 1005.4
mi, i= 1, · · · ,6 102.0425
Troom2−3,Troom1−5,Troom4−5,Troom4−6(initial) 10
Mindoori 20
Rindoors 0.000208
Rwalls−ini 0.0000696
Rwalls−outi 0.0000321
Moutdoori,Mwindow3 , Mwindow4 , Mwindow6 35
Routdoors 0.000208
Rwindow3 , Rwindow4 , Rwindow6 0.0000593542
wcwindow3 , wcwindow4 , wcwindow6 1
w fwindow3 , w fwindow4 , w fwindow6 0
wcoutdoor1 , wcoutdoor2 , wcoutdoor5, wcoutdoor6 1
w foutdoor1 , w foutdoor2 , w foutdoor5, w foutdoor6 0
wcindoori 0
w findoori,w faci 1
temperature, and airflow settings. The general model can be
developed based on the convection and conduction equations
(1) and (2) for the heat transfer.
dQ f low
dt
=M×Cair(Tad jacent −Troom) (1)
dQconduction
dt
=
(Tad jacent −Troom)
R
(2)
Table I parameters are used in this section’s equations. Thus,
the thermal exchange rate of a convection-based component
q f ,i is described based on (1) and the thermal exchange rate
of the conduction-based component qc, j is described based on
(2). Then, the room heat exchange would be described as (3).
dQroom
dt
= ∑
i∈F
w f ,iq f ,i+ ∑
j∈C
wc, jqc, j (3)
In (3), w f ,i is the binary weight and can be 0 or 1; 0 when
the door/window is closed and 1 otherwise. wc, j is also a
binary weight and can be 0 or 1; 1 when the door/window is
closed and 0 otherwise.
Eventually, (4) illustrates the total heat exchange in a
general format for each room.
dTroom
dt
=
1
mi×Cair ×
dQroom
dt
(4)
Therefore, the temperature of room i, i = 1, · · · ,6 in
general is built as (II).
dxi
dt
= (
1
mi×C )[
To− xi
Rwalls−outi
+
Troomi− j− xi
Rwalls−ini
+wcoutdoori
To− xi
Routdoori
+w foutdooriMoutdooriC(To− xi)+wcindoori
Troomi− j− xi
Rindoori
+w findooriMindooriC(Troomi− j− xi)+wcwindowi
(To− xi)
Rwindowi
+w fwindowiMwindowiC(To− xi)+w facMacC(Tac− xi)]
(5)
In (II), xi is the temperature of room i, and To is the outside
temperature as the disturbance. Rindoors, Routdoors, Rwalls−outi,
and Rwalls−ini are the total heat resistivity of indoors, outdoors,
and the heat resistivity of walls from the outside and inside
layers of room i, respectively. wcindoor and wcoutdoor are the
conduction weight between two rooms, and the conduction
weight between the rooms and outside, respectively. Also,
Troomi− j is the heat exchange between room i and j. Moutdoor ,
Mindoor , and Mwindow are the amount of airflow from outside
to inside, the amount of airflow indoors, and the amount of
airflow from the windows respectively. Mac is the amount of
airflow of the heater. The numerical values used for the system
simulations are stated in Table II; i= 1,2, · · · ,6. Note that the
model is developed modular to be modifiable if the system
components’ status change.
III. THE MODEL PREDICTIVE APPROACH
A centralized Model Predictive Controller is first applied on
the model to compare its results with the proposed distributed
MPC approach.
A. Centralized MPC
The state space model MPC approach is chosen as the
centralized MPC framework [5]. By discretization of the
system state space model (II), the states predictions P steps
ahead of the current time are stated as (III-A).
xˆ(k|k) = Axˆ(k|k−1)+Bu(k−1)+Ed(k−1)+L(yˆ(k)− yˆ(k|k−1))
Y (k|k) = THxˆ(k|k)+TG∆U(k|k)+TFu(k−1)+TVW (k|k)
(6)
In (III-A), A, B, and E are the state space representation
matrices of the system. d is the disturbance, and Y , G, T , F ,
H, V , W are defined as follows.
Y T (k) = [y(k+1|k)T y(k+2|k)T · · · y(k+P|k)T ]
G=

B 0 · · · 0
(A+ I)B B · · · 0
...
... · · ·
...
M
∑
i=1
Ai−1B
M−1
∑
i=1
Ai−1B · · · B
M+1
∑
i=1
Ai−1B
M
∑
i=1
Ai−1B · · · (A+ I)B
...
... · · ·
...
P
∑
i=1
Ai−1B
P−1
∑
i=1
Ai−1B · · ·
P−M+1
∑
i=1
Ai−1B

T =

C 0 · · · 0
0 C
. . .
...
...
. . .
. . . 0
0 · · · 0 C

FT =
[
B (A+ I)B · · ·
M
∑
i=1
Ai−1B
M+1
∑
i=1
Ai−1B · · ·
P
∑
i=1
Ai−1B
]
HT = [AA2 · · ·AP] V =

E 0 · · · 0
AE E · · · 0
...
... · · ·
...
Ap−1E Ap−2E · · · E

WT (k) =
[
d(k|k)T d(k+1|k)T · · · d(k+P−1|k)T
]
(7)
Moreover, the cost function J(k) in (III-A) penalizes de-
viations of the predicted outputs yˆ(k+ i|k) from a reference
trajectory yr(k+ i|k), i= 1,2, · · · ,P.
J(k) =
P
∑
i=1
‖(yˆ(k+ i|k)− yr(k+ i|k))‖2Q+
M
∑
i=1
‖∆u(k+ i−1|k)‖2R
(8)
In (III-A), P and M are the prediction and the control
horizons respectively. Q and R are the weight matrices, yr
and ∆ui are the reference trajectory and the input increment
vector respectively. Thus, to minimize the cost function (III-
A) subject to the system model description and the prediction
equations, the centralized MPC algorithm would be as follows.
Step 0: Get the system model at the current time.
Step 1: at k=0; measure y(0), determine Yr(0) and solve the
optimization problem to calculate ∆u(0), and then substitute
u(0) by the calculated ∆u(0).
Step 2: at time k>0; measure y(k), determine Yr(k) and
solve the optimization problem to calculate ∆u(k), and then
substitute u(k) by the calculated ∆u(k).
Step 3: k = k+1 and go back to step 2.
Hence, the whole system is monolithic using the centralized
MPC, and only one MPC controller is assigned to the system.
Therefore, there is one complicated large optimization problem
with various variables being calculated at each time step.
B. Distributed MPC
Distributed MPC approach is known to be effective specif-
ically in building management systems since large building
plants consist of various subsystems. Using a distributed MPC,
one or more local MPCs are assigned to each subsystem of
the whole plant, and they coordinate together to achieve a
specific global performance of the entire system [13-15]. A
simple block diagram of distributed MPC for a plant with n
zones (subsystems) is presented in Fig. 2. The distributed MPC
Fig. 2: Distributed MPC of n interacted subsystems with
exchanging information
algorithm proposed in this paper considers not only the future
output and manipulated input predictions of the neighbor zones
but also the disturbances predictions in each local controller.
The goal is to attain a satisfactory global performance of the
entire system with minimum computation demand [8].
To begin with, MPC controllers and the coordination mech-
anism are required to be specified. Each MPC controller itself
has composed of three prominent parts: a state predictor,
an interaction predictor, and an optimizer. Each local MPC
controller has one or more objective function as (III-B) con-
taining the tracking error (between the future output (yˆi) and
the determined reference signal yid) and the control effort
increments (∆u).
Ji(k) =
P
∑
l=1
‖(yˆi(k+ l)− yid(k+ l))‖2Qi +
M
∑
l=1
‖∆ui(k+ l−1)‖2Ri
(9)
In (III-B), P and M are the prediction and the control
horizons respectively. Qi and Ri are the weight matrices, yid
and ∆ui are the reference trajectory and the input increment
vector of subsystem i respectively. yid is obtained by a smooth
approximation from the current value of output yi(k) towards
the known reference ri(k) by (10).
yid(k) = yi(k), yid(k+ l) = αiwi(k+ l−1)+(1−αi)ri(k+ l)
l = 1 · · ·P
(10)
To obtain the values of future control laws ui(k+ l|k) for
each subsystem i, the local objective function of (III-B) should
be minimized at each time step k. Then, the global objective
function of the whole plant at each time step k would be
defined as (III-B).
J(k) =
m
∑
i=1
Ji(k) (11)
In the above, m is the total number of subsystems. The val-
ues of the system’s predicted outputs and states are calculated
through (III-B), and then substituted in the cost function.
xˆi(k+ l|k) = Aiil xˆi(k|k)+
l
∑
s=1
Aiis−1Biiui(k+ l− s|k)
+
l
∑
s=1
Aiis−1wˆi(k+ l− s|k−1)
yˆi(k+ l|k) =Ciixˆi(k+ l|k)+ vˆi(k+ l|k−1) (12)
Moreover, the states and inputs interaction equations be-
tween the subsystems can be stated as (III-B). Note that the
disturbances are included in the input vector of the model.
wi(k) =
m
∑
j=1
Ai jx j(k)+
m
∑
j=1
Bi ju j(k) vi(k) =
m
∑
j=1
Ci jx j(k)
(13)
Dual decomposition method based on Lagrangian function
is proposed through the coordination mechanism in this work.
The idea is to impose the interconnecting constraints into the
objective function by the Lagrangian multipliers and approxi-
mately solve the dual cost function (duality theory is explained
in [5]). Thus, the augmented function for each subsystem i is
stated as (III-B).
Li(k) = Ji(k)+ ∑
j∈Ni
[λi j(k)T (zi j(k)− zˆi j(k))+ ρ2 ‖zi j(k)− zˆi j(k)‖
2
2]
zi j(k) = [wi j(k) vi j(k)]T Ni : Neighborhood o f subsystem i
(14)
Note that the subsystems only communicate with their
neighbors in Ni to get the interconnecting information from
them and to send their last updated variables (states and
inputs) to them at each time step. Therefore, the optimization
problem for each local controller is the minimization of
(III-B) subject to constraints (III-B). Consider that the duality
function coefficients λ and ρ should be optimized as well as
the input signal in each iteration. λ is updated through (III-B).
λ s+1i j (k) = λ
s
i j(k)+α
s(zsi j(k)− zˆsi j(k)) (15)
Defining the following matrices;
A˜i =
[
diagP{Ai,1}· · ·diagP{Ai,i−1}0diagP{Ai,i+1}· · ·diagP{Ai,m}
]
B˜i =
[
diagP{Bi,1}· · ·diagP{Bi,i−1}0diagP{Bi,i+1}· · ·diagP{Bi,m}
]
C˜i =
[
diagP{Ci,1}· · ·diagP{Ci,i−1}0diagP{Ci,i+1}· · ·diagP{Ci,m}
]
Γ˜i =

0(M−1)nui∗nui I(M−1)∗nui
0nui∗(M−1)nui Inui
...
...
0nui∗(M−1)nui Inui
 Γ˜= diag{Γ˜1 · · · Γ˜m} B˜i = ˜˜BiΓ˜
(16)
Interaction predictions of subsystem i would be as (III-B).
Wˆi(k,P|k−1) = A˜iXˆ(k,P|k−1)+ B˜iU(k−1,M|k−1)
Vˆi(k,P|k−1) = CˆiXˆ(k,P|k−1) (17)
The state and output predictions would be defined as (III-B).
Xˆi(k+1,P|k) = S¯i[A¯i ˆxi(k|k)+ B¯iUi(k,M|k)+Wˆi(k,P|k−1)]
Yˆi(k,P|k−1) = C¯i[Xˆi(k+1,P|k)+TiVˆi(k,P|k−1)]
(18)
where matrices Ti, S¯i, A¯i, B¯i, and C¯i are stated as (19).
Ti =
[
0(P−1)nyi∗nyi I(P−1)nyi
0nyi∗(P−1)nyi Inyi
]
S¯i =
 Aii
0 · · · 0
...
. . .
...
AiiP−1 · · · Aii0

A¯i =
[
Aii
0Pnyi∗nyi
]
B¯iT =

diagM{Bii}
0nui · · · 0nui Bii
...
. . .
...
...
0nui · · · 0nui Bii

C¯i = diagP{Cii} (19)
Therefore, the control solution for the optimization problem
would be as (20).
Ui(k,M|k) = Γ1′ui(k−1)+ Γ¯iK¯i[Y di (k+1,P|k)− Zˆi(k+1,P|k)] (20)
where Ki, and Zˆi are defined in (21).
Zˆi(k+1,P|k) = Si[B¯iΓi′ui(k−1)+ A¯ixˆi(k|k)+Wˆi(k,P|k−1)]
+TiVˆi(k,P|k−1)
K¯i = Hi−1NiT Q¯i Hi = NiT Q¯iNi+ R¯i Si = C¯iS¯i
Q¯i = diagP{Qi} R¯i = diagP{Ri} Ni = SiB¯iΓ¯i
Γi′ =
Inui...
Inui
 Γ¯i =
Inui · · · 0... . . . ...
Inui · · · Inui
 (21)
Thus, the following distributed MPC strategy is proposed
for the building plant.
Step 1:
• Send Ui(k−1,M|k−1) and Xˆi(k,P|k−1) to its neighbor-
ing controller C j (coordination mechanism).
• Estimate the future state trajectories Xˆ j(k,P|k− 1) and
control inputs U j(k− 1,M|k− 1) from its neighboring
controller through information exchange (Goal coordina-
tion method [5]).
• Determine the desired trajectory Yd(k+ 1,P|k) based on
MPC’s configuration.
• Observe the values of xi(k).
• Build the xˆ(k,P|k − 1) and U(k,P|k) by adding the
subsystem’s state estimations xˆi(k,P|k− 1) and control
input Ui(k,P|k), and the subsystem’s neighbor informa-
tion xˆ j(k,P|k− 1) and U j(k− 1,M|k− 1) to attain the
predictions of Wˆi(k,P|k−1) and Vˆi(k,P|k−1) (from (III-
B)).
Step 2:
• Calculate the optimal control law Ui(k,M|k) from (20).
• Apply the first element of the optimal control Ui(k,M|k)
(ui(k)) to the system.
• Update λ from (III-B).
Step 3:
• Compute the estimation of the future state trajectory of
ith subsystem over the horizon P from (III-B).
Step 4:
• change k to k+ 1 and go back to step 1 and repeat the
algorithm.
The coordination strategy in the proposed distributed
algorithm based on goal coordination avoids global
communication in the whole network and enhances the
closed-loop system stability and feasibility [5]. Assuming the
existence of a feasible input sequence for each subsystem i
at k=0, the optimization problem has a feasible solution for
each subsystem i at all k ≥ 0. For stability analysis, (22) is
defined as the Lyapunov function which will be solved off-line.
ATPA−P=−F, P=

P11 P12 · · · P1m
P21 P22 · · · P2m
...
...
. . .
...
Pm1 Pm2 · · · Pmm

F = diag(F1,F2, · · · ,Fm), Fi(0) =Fi(1) = · · ·=Fi(N−1) =Fi (22)
Having relationship (23) from [5],
J(k)(x(k))≤ J(0)(x(0))−
K−1
∑
k=0
m
∑
i=0
Ji(k)(xi(k),ui(k))≤ J(0)(x(0))
(23)
(III-B) is attained.
1
2
λmin(F)‖x(k)‖2 ≤ J(k)(x(k))
J(k)(x(k))≤ J(k)(x(0)) = 1
2
x(0)TPx(0)≤ 1
2
λmax(P)‖x(0)‖2 (24)
Thus, it is proved that ‖x(k)‖≤
√
λmax(P)
λmin(F)
‖x(0)‖, which
shows that the closed-loop system is asymptotically stable
under the distributed algorithm.
Moreover, the disturbances predictions are considered as
part of the system model through the proposed algorithm. In
result, less computation and complication, and better overall
performance are attained using the proposed framework.
IV. SIMULATION AND RESULTS
The desired trajectory for each room’s temperature is be-
tween 5 to 25 ◦C in 5 different time periods (0-6 AM, 6-12
AM, 12-6 PM, 6-9 PM, and 9-12 PM) regarding the occupancy
condition. To maintain occupant comfort, temperature set
points during occupied hours (0-6 AM and 6-12 PM) are
higher than the vacant periods (6-12 AM and 0-6 PM). The
environment temperatures as the disturbances are also assumed
to be between -6 to 4 ◦C.
In the centralized case, the discrete-time state space equa-
tion of the system is considered and the cost function is a
monolithic global function as (25) for the whole system.
J(k) =
6
∑
i=1
{‖(xi(k)− xid(k))‖2Qi +‖ui(k)‖2Ri} (25)
where xis and xids are the rooms’ temperatures and the
reference trajectories of room i respectively. Note that the
control variables for centralized MPC are Taci, Maci, and w faci.
The diagonal weighting matrices Qi and Ri are chosen
as (26), associated with the set-point errors’ and inputs’
weightings respectively.
Qi = 1.5× I12×12, Ri = ( 11600 )× I6×6 (26)
At each time instant, the optimization problem is solved
using a MATLAB optimization solver, then the optimum input
is considered as the current input for the next step. The attained
input at each step also builds the actual system output y.
In the distributed case, six subsystems with their own
objective functions and at least one neighbor share their inputs,
disturbances, and states information with their neighbors.
Thus, the equation for subsystem i, i = 1,2, · · · ,6 is (II),
with objective function (IV).
Ji(k) = ‖xi(K)‖2Pi +(‖(xi(k)− xid(k))‖
2
Qi +‖zi(k)‖2Si +‖(U(k))‖2Ri)
(27)
Note that the control variables Taci, Maci, w faci, and the
energy consumption are considered in controller i of room i.
Furthermore, the subsystems’ interactions are included in the
objective functions using the Goal coordination algorithm [5],
such that the subsystems’ dynamic constraints with weighting
coefficients are imposed in the cost function. Moreover, each
state or input constraint can be regarded separately in the
algorithm using the diagonal weighting matrices.
TABLE III: Numerical characteristics of the states and control
plots using centralized and distributed MPC
T1over-
shoot
T1
peak
value
T2over-
shoot
T2
peak
value
control
over-
shoot
control
area
run
time
CMPC 89.95 22.39 80.96 25.03 78.66 7.4138e+3 3120sec
DMPC 11.65 20.33 15.70 17.28 31.90 5.5291e+3 52sec
Mi(P) = min{‖xi(K)‖2Pi +
K−1
∑
k=0
(‖(xi(k)− xid(k))‖2Qi +‖zi(k)‖2Si
+‖(Tac(k))‖2Ri +PiT (k)[Aixi(k)+Biui(k)+Cizi(k)
− xi(k+1)]+λiT (zi−
m
∑
j=1
Li jx j))} (28)
where Li js are the coefficients used for connecting the states
of neighboring subsystems. λi and PiT are the interactions and
system model constraints respectively. Using the Hamiltonian
function Hi defined in (IV), (IV) can be converted to (IV).
Hi(xi,ui,zi,k) = ‖(xi(k)− xid(k))‖2Qi +‖zi(k)‖2Si +‖(Tac(k))‖2Ri
+PiT (k)[Aixi(k)+Biui(k)+Cizi(k)− xi(k+1)]
+λiT (zi−
m
∑
j=1
Li jx j) (29)
Mi(P) = min{‖xi(K)‖2Pi −Pi(K−1)T xi(K)
+
K−1
∑
k=0
(Hi(k)−Pi(k−1)xi(k)))} (30)
In each instant, the following proposed three-level algorithm
is being applied iteratively up to the prediction horizon until
the optimum input is attained.
• k=0; minimize Hi(xi(0),ui(0),zi(0)) with partial deriva-
tives with respect to ui(0) and zi(0).
• k=1,2,...,K-1; minimize Hi(xi(k),ui(k),zi(k),k) −
Pi(k−1)T xi(k)) with respect to xi(k), ui(k) and zi(k).
• k=K; minimize ‖(xi(K))‖2Pi − PiT (K − 1)xi(K) with re-
spect to xi(K).
Fig.s 3 and 4 show the six rooms’ temperatures using
the centralized and distributed MPC respectively. Fig. 5 il-
lustrates the control trajectory results from the centralized
and distributed MPC respectively. Table III compares the
numerical values of the two rooms’ temperatures and their
control trajectory characteristics using centralized and dis-
tributed MPC cases. From Fig.s 3 and 4, the distributed
MPC functions better compared with the centralized MPC
strategy in terms of reference tracking performance. From
Table III, the overshoots and peak values of room 1 and 2
temperatures using distributed MPC are significantly smaller
than the same values in centralized case.
From Fig. 5, the distributed MPC control signal shows
lower overshoot and stabilizes sooner than the centralized
MPC control trajectory. Comparing the areas under the control
signals (Table III 7th column), the energy consumption using
distributed MPC is 25.42% lower than that of the centralized
one. Besides, the optimization time using the DMPC and
centralized MPC in a Corei7, 3.2GHz computer are shown in
Fig. 3: Six rooms’ temperature using centralized MPC
Fig. 4: Six rooms’ temperature using distributed MPC
Fig. 5: Control signal 5 using centralized and distributed MPC
the last column of Table III. Hence, DMPC controller performs
60 times faster than the centralized MPC. As the plant gets
larger, the computation time using the centralized framework
gets relatively high which makes the real-time control of
the system impossible. Another important innovation of the
proposed DMPC algorithm is that it considers the disturbances
predictions and it owns stability and feasibility properties.
The implemented controlled system is being applied in an
IOT project. In fact, using the proposed scheme for the IOT
building sector, not all the agents need to be connected to each
other, therefore the communication effort is significantly lower
compared to the centralized scheme.
V. CONCLUSIONS
A distributed MPC and a centralized MPC strategy have
been developed for a benchmark temperature control problem
of a six-zone building system. The aim was to regulate the
building’s six zones’ thermal condition to the desired set-
points with minimum energy consumption. The heat exchange
between the rooms, and between the outer and inner spaces
are all considered in the system model. The control variables
are the heat flow amount and the heater temperature in the
zones. The proposed distributed predictive controller is able
to predict the model inputs, states, thermal exchanges, and
disturbances to compensate the system outputs rapidly.
From the simulation results, the distributed MPC approach
showed better performance in signal tracking, energy con-
sumption (25.42% less), and computation time (60 times
lower) compared with the centralized MPC. The proposed dis-
tributed MPC improved control performance by utilizing the
disturbances predictions as part of the system model. Besides,
the stability of the closed-loop system using the proposed
distributed algorithm is guaranteed through the Lyapunov
theory. Moreover, the feasibility of the solution is guaranteed
if the initial solution is feasible and the controlled closed-loop
system is asymptotically stable at the system’s equilibrium
point. The distributed MPC method proposed here can be
generalized to a larger plant of this kind for future works.
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