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Abstract
Recently, Wang and Huang (J. Comput. Appl. Math. 135 (2001) 325, Corollary 4.7) established the fol-
lowing estimation on the upper bound of the spectral radius for successive overrelaxation (SOR) iteration
matrix:
SOR6 1− !+ !GS
under the condition that the coe6cient matrix A is a nonsingular M -matrix and !¿ 1, where SOR and GS
are the spectral radius of SOR iteration matrix and Gauss–Seidel iteration matrix, respectively. In this note,
we would like to point out that the above estimation is not valid in general.
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Consider the large linear system of equations
Ax = b; (1)
where A∈Cn×n is a nonsingular matrix, and x,b∈Cn with x unknown and b known. Let
A= D − L− U; (2)
where D = diag(A), L and U are strictly lower and strictly upper triangular matrices, respectively.
The associated Jacobi iteration matrix B= I − D−1A can be expressed as
B= D−1(L+ U ): (3)
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To solve (1), the successive overrelaxation (SOR) method is described by (see the classic text
Young [4], and papers Varga [2] and Hadjidimos [1], and references given therein).
xk+1 = T!xk + (D − !L)−1b; (4)
where
T! = (D − !L)−1[(1− !)D + !U ] (5)
is SOR iteration matrix and !¿ 0 is a relaxation parameter. In particular, when !=1 then Gauss–
Seidel iteration matrix is
T1 = (D − L)−1U: (6)
Recently, Wang and Huang [3] “proved” the following result:
Theorem 1 (Wang and Huang [3, Corollary 4.7]). Suppose that A is a nonsingular M -matrix, and
let !¿ 1 and SOR splitting be a weak splitting, then
SOR6 1− !+ !GS: (7)
The following example shows that Theorem 1 is not valid in general.
Example 1. Suppose that the coe6cient matrix A of linear system (1) is a nonsingular M -matrix
which given by
A=
[
1 − 12
− 12 1
]
= D − L− U = I − B: (8)
Thus the spectral radius of Jacobi iteration matrix is equal to
B = (B) = 12 :
From (6), through direct calculations, and Gauss–Seidel iteration matrix is equal to
T1 =
[
0 12
0 14
]
: (9)
Hence the spectral radius of Gauss–Seidel iteration matrix is equal to
GS = (T1) = 14 :
It follows from (7) and above that
SOR6 1− !+ !GS = 1− 34 !: (10)
From (5), through direct calculations, SOR iteration matrix is equal to
T! =
[
1− ! !2
!
2 (1− !) 1− !+ !
2
4
]
: (11)
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Now choose != 53 ¿ 1, from (10) we have
SOR = (T5=3)6 1− !+ !GS = 1− 34 != 1− 34 × 53 =− 15 : (12)
On the other hand, from (11), we get
T5=3 =
[− 23 56
− 59 136
]
: (13)
Thus, through direct calculations, the spectral radius of SOR iteration matrix
SOR = (T5=3) = 49 ¿ 1− !+ !GS = 1− 34 !=− 15 ; (14)
which shows that the above Theorem 1 fails.
In fact, in 1976, Varga [2] established the following well-known result.
Theorem 2 (Varga [2, Theorem 1 (ix)]): Suppose that A is a nonsingular H -matrix, then
SOR6 |1− !|+ !|B|¡ 1 (15)
for any 0¡!¡ 2=(1 + |B|).
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