Abstract. This paper describes a new, advanced and completely revamped version of Mitkov's knowledge-poor approach to pronoun resolution [21]. In contrast to most anaphora resolution approaches, the new system, referred to as MARS, operates in fully automatic mode. It benefits from purpose-built programs for identifying occurrences of nonnominal anaphora (including pleonastic pronouns) and for recognition of animacy, and employs genetic algorithms to achieve optimal performance. The paper features extensive evaluation and discusses important evaluation issues in anaphora resolution.
The Original Approach
Mitkov's approach to anaphora resolution [21] avoids complex syntactic, semantic and discourse analysis relying on a list of preferences known as antecedent indicators. The approach operates as follows: it works on texts first processed by a part-of-speech tagger and a noun phrase (NP) extractor, locates NPs which precede the anaphor within a distance of 2 sentences, checks them for gender and number agreement with the anaphor and then applies indicators to the remaining candidates that assign positive or negative scores to them (-1, 0, 1 or 2). The NP with the highest composite score is proposed as antecedent 1 . The antecedent indicators 2 can act either in a boosting or impeding capacity. The boosting indicators apply a positive score to an NP, reflecting a positive likelihood that it is the antecedent of the current pronoun. In contrast, the impeding ones apply a negative score to an NP, reflecting a lack of confidence that it is the antecedent of the current pronoun. Most of the indicators are genreindependent and related to coherence phenomena (such as salience and distance) or to structural matches, whereas others are genre-specific 3 . For a complete and detailed description see [21] . As an illustration, the indicator, Immediate Reference (IR) acts in a genre-specific manner and predicts that an NP appearing in a construction of the form "...(You) V 1 NP ... con (you) V 2 it (con (you) V 3 it)", where con {and /or /before/after...} will be the antecedent of a given pronoun. This preference is highly genre-specific and occurs frequently in imperative constructions such as "To turn on the printer, press the Power button and hold it down for a moment" or "Unwrap the paper, form it and align it, then load it into the drawer." This indicator, together with collocation match and prepositional noun phrases was most successful in pointing to the correct antecedent 4 of a given pronoun. In fact, initial results showed that the NP awarded a score by immediate reference always emerged as the correct antecedent.
The evaluation of Mitkov's knowledge-poor approach which was carried out by running the algorithm on post-edited outputs from the POS tagger and NP extractor, showed a success rate of 89.7% on a collection of texts, including the user guide referred to in Section 3 as PSW.
MARS: A Re-implemented and Improved Fully Automatic Version
Our project addresses the most crucial type of anaphora to NLP applications -that of identity-of-reference nominal anaphora, which can be regarded as the class of single-document identity coreference. This most frequently occurring class of anaphora has been researched and covered most extensively, and is the best understood within the field 5 . The current implementation of MARS is limited to pronoun resolution.
Fully Automatic Anaphora Resolution
MARS is a re-implemented version of Mitkov's robust, knowledge-poor approach which uses the FDG-parser [30] as its main pre-processing tool. MARS operates
