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ABSTRACT 
Non-stoichiometric Heusler Ni-Mn-Ga based alloys with addition of up to 7,5 at.% of Cu were 
prepared. Homogenized alloys were characterized using polarized light microscopy, X-ray 
diffraction, differential scanning calorimetry and differential thermal analysis, vibrating sample 
magnetometer analysis and nanoindentation. Results of polarised light microscopy have 
revealed that all the alloys prepared, either in as-cast or homogenized state, have martensitic 
microstructure. X-ray diffraction has proved that tetragonal non-modulated martensite is present 
in all homogenised alloys. In a sample with the highest addition of copper MnO was also found. 
Thermal analysis revealed that the Curie temperatures decrease with e/a concentration and 
temperatures of martensitic transformation increases with e/a concentration. It was also found 
that saturation magnetization has decreased with increasing copper content for the samples with 
Curie temperature above room temperature (samples with copper concentration up to 2,77 
at.%). Nanoindentation experiments suggest that hardness and elasticity modulus are increasing 
with increasing copper content. 
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POVZETEK 
V okviru diplomske naloge so bile izdelane zlitine na osnovi Ni-Mn-Ga z dodatki do 7,5 at.%. 
bakra. Karakterizacija zlitin je potekala s svetlobno mikroskopijo v polarizirani svetlobi, 
rentgensko strukturno analizo, DSC in DTA termično analizo, VSM analizo in nanoindentacijo. 
Rezultati karakterizacije z mikroskopijo v polarizirani svetlobi kažejo, da je martenzitna faza 
prisotna v vseh vzorcih, rentgenska strukturna analiza pa je v vseh homogenizacijsko žarjenih 
vzorcih potrdila prisotnost tetragonalnega nemoduliranega martezita. V vzorcu z največjo 
vsebnostjo bakra je bil poleg martenzitne faze prisoten tudi MnO. Rezultati termične analize 
DSC in DTA so pokazali, da se Curie-jeva temperature znižuje s koncentracijo e/a in, da se 
temperature pričetka marteznitne transformacije povečuje s koncentracijo e/a. Magnetizacija 
nasičenja se z naraščajočo koncentracijo bakra znižuje v vzorcih s Curie-jevo temperature nad 
sobno (vzorci z vsebnostjo bakra do 2,77 at.%). Raziskave z nanoindentacijo kažejo, da trdota in 
modul elastičnosti naraščata z vsebnostjo bakra. 
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RAZŠIRJENI POVZETEK 
Zlitine Ni-Mn-Ga spadajo v skupino zlitin z magnetnim oblikovnim spominom. V zadnjih letih 
poteka intenziven razvoj na področju teh zlitin predvsem zaradi dejstva, da znašajo deformacije 
inducirane z magnetnim poljem (MFIS – Magnetic Field Induced Strain) pri teh zlitinah tudi do 
10%. Osnova za pojav MFIS je marenzitna transformacija in feromagnetne lastnosti te zlitine. 
Običajno se v teh zlitinah pojavljajo kristalografsko različne oblike martenzitne faze kot so 
modulirani 5M in 7M ter nemodulirai NM tetragonalni martenzit. V martenzitni fazi so prisotne 
gibljive dvojčične meje med njimi pa feromagnetne domene. Ustrezno orientirane feromagnetne 
domene v primeru pojava zunanjega magnetnega polja rastejo in na ta način premikajo 
dvojčične meje, kar vodi do makroskopske deformacije. Te zlitine imajo tudi nekatere slabosti 
kot so nizke temperature uporabe in predvsem krhkost. Z namenom izboljšanja lastnosti so 
največkrat zlitini dodajali dodatne elemente med katerimi je bil v nekaterih primerih uporabljen 
tudi baker. Rezultati preiskav zlitin z dodanim bakrom so pokazali, da dodatek bakra zmanjša 
krhkost teh zlitin. Namen tega dela je izdelava in karakterizacija zlitin Ni-Mn-Ga z različnimi 
dodatki bakra. 
Izdelani je bilo pet zlitin z različnimi vsebnostmi bakra. Po izdelavi so bile zlitine tudi 
homogenizacijsko žarjene. Karakterizacija zlitin je potekal z metodami svetlobne mikroskopije 
v polarizirani svetlobi, s katero je mogoče ugotavljati prisotnost martenzitne faze. Z metodo 
vrstične elektronske mikroskopije in energijsko disperzijske spektroskopije (SEM-EDS) je bila 
ugotovljena sestava izdelanih zlitin. Z rentgensko strukturno analizo so bile določene prisotne 
faze v izdelanih zlitinah. Na osnovi rezultatov termičnih analiz kot sta DTA in DSC so bile 
določene temperature začetka in konca brezdifuzijske martenzitne transformacije in Curie-va 
temperatura (premene iz feromagnetnega v paramagnetno stanje). Z metodo VSM (Vibrating 
Sample Magnetometer) je bila ugotovljena magnetizacija nasičenja pri vzorcih s Curie-vo 
temperaturo višjo od sobne temperature. Z metodo nanoindenatacije je bila določena trdota in 
elastični modul zlitin z različni vsebnostmi bakra. 
Poleg vzorca zlitine brez bakra so ostale zlitine vsebovale 1,6; 2,8; 3,8 in 7,5 at.% bakra. 
Rezultati svetlobne mikroskopije v polarizirani svetlobi so pokazali, da vse zlitine tako v litem 
kot homogenizacijsko žarjenem stanju vsebujejo martenzitno fazo.  
Rezultati rentgenske strukturne analize so pokazali, da je v vseh vzorcih prisotna nemodulirana 
tetragonalna martenzitna faza. Poleg prisotne martenzitne faze je bil v vzorcu z največjo 
vsebnostjo bakra prisoten tudi MnO. Razmerja med intenzitetami pikov v spektrih kažejo, da je 
v 
v vzorcih izrazito prisotna tekstura. Mrežni parametri zlitin dobljeni na osnovi rentgenske 
strukturne analize ne kažejo trenda povečevanja oziroma zmanjševanja s spreminjanjem 
vsebnosti bakra. Tako kot mrežni parametri tudi volumni celic izračunani na osnovi mrežnih 
parametrov ne kažejo trenda spreminjanja tako s koncentracijo bakra kot tudi s koncentracijo 
e/a.  
S termično analizo DTA bile ugotovljene temperature začetka in konca martenzitne 
transformacije (Ms, Mf) pri ohlajanju, temperature začetka in konca avstenitne transformacije 
(As, Af) pri ogrevanju. Z metodo DSC so bile ugotovljene Curie-ve temperature, ki predstavljajo 
magnetno premeno za posamezno zlitino. Temperature martenzitne premene so potekale pri 
temperaturah med približno 250°C in 480°C pri čemer so te temperature naraščale s 
koncentracijo bakra oziroma z elektronsko koncentracijo e/a. Ta ugotovitev je skladna z 
rezultati v literaturi.  
Curie-ve temperature zlitin so bile ugotovljene s termično analizo DSC. Curie-va temperatura 
izdelanih zlitin se z vsebnostjo bakra oziroma z naraščajočo elektronsko koncentracijo e/a 
znižuje. V zlitini brez dodatka bakra Curie-va temperatura znaša 58°C, v zlitini z največjo 
koncentracijo bakra (7,5 at.%) pa -38°C. Trend zniževanja te temperature z vsebnostjo bakra je 
skladen z vplivom v primeru zamenjave bakra z manganom oziroma bakra z galijem znanim iz 
literature. Vsebnosti mangana in galija se z naraščajočo vsebnostjo bakra v pripravljenih zlitinah 
nekoliko zmanjšujeta. 
Magnetizacija nasičenja je bila določena pri vzorcih s Curie-vo temperaturo nad sobno 
temperaturo. Magnetizacija nasičenja je znašala v primeru vzorca brez dodatka bakra 36,9 
emu/g, pri vzorcu z 1,6 at.% bakra 23,3 emu/g in pri vzorcu z 2,8 at.% bakra 20,1 emu/g. 
Zmanjševanje magnetizacije nasičenja z vsebnostjo bakra je skladno s zniževanjem Curie-ve 
temperature. Znano je tudi, da se s približevanjem temperature Curie-vi temperaturi 
magnetizacija nasičenja izrazito zmanjšuje. 
Nanoindentacija omogoča določanje elastičnega modula in trdote materialov. Elastični modul in 
trdoto smo določali pri vseh vzorcih pri čemer so bile vrednosti nekoliko različne v različnih 
območjih med dvojčičnima mejama. To je posledica različne kristalografske orientacije. 
Povprečne vrednosti na osnovi rezultatov izmerjenih v različnih območjih med dvojčičnima 
mejama in primerjava vzorcev z različno vsebnostjo bakra kažejo, da se v splošnem trdota in 
elastični modul zlitin z naraščajočo vsebnostjo bakra povečujeta. 
vi 
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1 INTRODUCTION 
Ni-Mn-Ga alloys attracted interest because of their large magnetic field induced strain, reaching 
vales up to 10% [1]. These alloys undergo a transformation from high temperature austenitic 
phase to a low temperature martensitic phase in ferromagnetic state [2]. The ferromagnetic 
characteristics of these alloys make these alloys sensitive to external magnetic field. The 
mechanism of deformation is based on the high mobility of the twin boundaries. Due to external 
magnetic field, properly oriented domains within twin variant grow at the expense of non-
properly oriented ones, causing twin boundary movement which leads to a macroscopic strain. 
The MFIS (Magnetic Field Induced Strain) was observed in 5M (five-layered), 7M (seven 
layered) and NMT (non-modulated) type of martensite. Despite great progress that has been 
made developing these alloys, disadvantages like low operating temperatures and especially 
brittleness obstruct the industrial application of these alloys. Consequently recent research work 
mainly focuses on alloying of these alloys with additional metals to solve these problems [3]-
[11]. Among these, copper has been used in several cases [3], [5], [6] and [11]. Results have 
shown that addition of copper can decrease the brittleness of these alloys [6], [11]. 
This work focuses on the synthesis and characterization of Ni-Mn-Ga alloys with different 
additions of copper. 
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2 THEORETICAL BACKGROUND 
2.1 History of SMA 
The first steps towards the discovery of the shape memory effect were made in 1930 by Otsuka 
and Wayman [12]. In 1932 A. Ölander discovered the pseudoelastic behaviour in Au-47.5 at% 
Cd alloy. Greninger and Mooradian observed the formation and disappearance of the 
martensitic phase by cooling and heating in Cu-Zn alloy. The basic phenomena of the shape 
memory effect governed by the thermoelastic behaviour of martensitic phase, were extensively 
studied by Kurdjumov and Khandros (1949) and by Chang and Read (1951). In the early 1960's, 
Buehler and his colleagues from the U.S. Naval Ordnance Laboratory discovered the shape 
memory effect in stoichiometric Ni-Ti alloy. This alloy with excellent shape memory properties 
(currently the most widely used memory alloy) was called Nitinol (Nickel-Titanium Naval 
Ordnance Laboratory). The discovery of this alloy is the cornerstone in the field of shape 
memory alloys. This discovery triggered intense research on the mechanisms that give raise to 
this singular behaviour in such alloys.  
The possibility of obtaining large induced deformations using external magnetic field was 
discovered in 1977 by Graham and Liebermann [13]. In this work they achieved a reversible 
strain of 3.4 % in a single crystal of Dy under a magnetic field of 100 KOe at 4.2 K. These 
temperatures, which are extremely low led to substantial limitations for possible applications. 
Therefore this discovery had a little continuity. In 1996, Ullako achieved large induced 
deformations by the action of a magnetic field in Heusler ferromagnetic alloys with composition 
near to Ni2MnGa at temperatures close to room temperature [14]. This discovery awoke interest 
in ferromagnetic shape memory alloys field. This alloy has excellent magnetic shape memory 
properties, but unfortunately also very poor mechanical strength.  
 
 
 
 
 
3 
2.2 Magnetic quantities 
 
Magnetic units are defined in terms of electric current. A small closed loop of electric current is 
called magnetic dipole. The magnetic dipole moment is defined by: 
 
μ = [current loop] x [area of loop] = 𝐼π𝑟2 
( 1 ) 
 
Where I is a electric current and r is the radius of the loop. 
 
Two other important magnetic quantities are the magnetic flux density (B) and the magnetic 
field strength (H). These are defined in reference to a solenoid, cylindrical coil carrying an 
electric current as shown in Figure 1. In the vacuum the magnetic flux density and the magnetic 
field strength are given by the formula: 
𝐁𝟎  = μ0𝐇 
 
( 2 ) 
 
where μ0 is the vacuum permeability. The magnetic field within the solenoid is given by: 
 
𝐇 = 𝐼𝑛 
( 3 ) 
 
where I is the current in the solenoid and n is the number of turns of the coil per meter. 
In the case when the solenoid is filled with material, the magnetic flux density and the magnetic 
field are given by 
 
𝐁 = μ𝐇 = μ𝐼𝑛 
( 4 ) 
 
where μ is the permeability of the material. The magnetic flux density is now composed of two 
parts: permeability of vacuum and the part due to the magnetic behaviour of the material. It is 
possible to write: 
μ = μ𝑟μ0 ( 5 ) 
 
where μr is the relative permeability of the material. 
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Figure 1. - Schematic representation of solenoid within the electric current loop. 
 
The contribution of the material in the magnetic flux density can also be defined by the next 
equation: 
 
𝐁 = 𝐁𝟎 + μ0𝐌 = μ0𝐇 + μ0𝐌 = μ0(𝐇 + 𝐌) ( 6 ) 
 
where M is the magnetisation of the sample. If M opposes B0, B is less than B0 and the sample 
is diamagnetic. If M is in the same direction as B0, B is increased and the sample is 
paramagnetic or ferromagnetic [15]. 
For isotropic materials, B is related to the magnetic field, H, by the expression: 
 
𝐌 = χ𝐇 
( 7 ) 
where χ is the magnetic susceptibility. Combining equations ( 6 ) and ( 7 ) gives: 
 
𝐁 = μ0(1 + χ)𝐇 
 
( 8 ) 
Considering equation ( 4 ) we can write: 
μ = μ0(1 + χ) 
 
( 9 ) 
Taking in to account equation ( 5 ) we can write: 
 
μ𝑟 = (1 + χ) ( 10 ) 
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Based on susceptibility, four groups of materials exist (diamagnetic, paramagnetic, 
ferrimagnetic and ferromagnetic). As seen in equation ( 9 ) the susceptibility is related to the 
permeability. Figure 2 shows respond of different materials to applied magnetic field. In 
diamagnetic materials the magnetic moment opposes the external or applied magnetic field. 
Progressively stronger moments are present in paramagnetic, ferrimagnetic and ferromagnetic 
materials for the same applied field [23]. 
 
 
Figure 2. – Flux density in dependence to applied magnetic field for diamagnetic, paramagnetic ferrimagnetic and 
ferromagnetic materials.  
 
2.3 Martensitic transformation 
 
The martensitic transformation is a solid-state transformation. Martensitic transformation is also 
diffusionless transformation which means that atomic diffusion does not occur. Such a 
transformation takes place very rapidly.  
The transformation without diffusion does not require much movement of the atoms. Atoms are 
rearranged to create a new crystal structure, more stable but without changing the chemical 
composition of the matrix. Martensitic transformations are generally independent of time. The 
atomic displacements are smaller than the interatomic distances, leading to a coordinated 
movement, so the transformed phase remains the same chemical composition and atomic order 
as the initial phase [15]. 
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The martensitic transformation is a first order transformation, without atomic diffusion and with 
homogeneous deformation of lattice, dominated by a shear mechanism. The first order 
transformation implies an enthalpy change, the presence of an interface and the coexistence of 
phases (austenite and martensite) in thermodynamic equilibrium.  
Beside change in crystal structure during the transformation the lattice parameters changes too. 
As presented in Figure 3 one parameter increases at the expense of other two. Usually the cubic 
structure (austenite) transforms mostly into a tetragonal structure (martensite). Distortion which 
also appears is normally called the Bain distortion. 
 
 
Figure 3. – Formation of martensitic phase from austenite: austenite phase (white dots) and the unit cell for 
martensite phase (black dots) in the matrix. Bain distortion of the austenitic phase shrinks the initial unit cell of the 
martensite in the left scheme in “z” axis and expands in “x and y” axes in order to accommodate volume changes. 
 
Martensite formation occurs due nucleation and growth mechanism. Martensite phase grows at 
the expense of the matrix. From the crystallographic point of view, the martensitic 
transformation takes place by two processes.The homogeneous deformation of the crystal lattice 
may be accomplished by shear in the austenite phase, even though the shear does not produce 
any deformation. Figure 4 shows how the homogeneous shear deformation process advances by 
small displacements of the atoms layers to produce a martensitic structure from the matrix 
phase.       
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Figure 4. - Homogeneous shear deformation process. Transformation from a) fully austenitic to d) fully martensitic. 
b) and c) shows the advance in small displacements of the interface. 
 
To accommodate this new structure and minimize the emergent energies a second process is 
needed. 
 
 
Figure 5. – This figure illustrates schematically how dislocation glide or twinning of the martensite can compensate 
for a pure lattice deformation such as a Bain deformation and thereby reduce the strain of surrounding austenite. 
The transformation shear (S) can be reduced by slip twinning [16]. 
 
This second process consists of deformation of the new phase, either by slip or by twinning 
through a second shearing process as presented in Figure 5. 
Deformation of martensitic phase can be accomplished by dislocation slip, which is an 
irreversible process, or by twinning which is a reversible process and occurs in thermoelastic 
martensites. These thermoelastic martensites gives rise to the shape memory properties. 
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The twinning edge is a specular edge. Atoms located in the twin boundary see the same number 
and type of bonds in all directions (Figure 6), so these atoms have the same properties as each 
one out of the edge. The edges have low energy and are fairly mobile, so the stability of the 
martensitic phase is not affected by the number of existent edges. 
 
Figure 6. - Specular image between the atoms situated in the both parts of the edge. The twinning borders have a 
very low interface energy and a high mobility. 
 
One of the important things about the twinning is that is not necessary to break boundaries. 
Twinning, in a contrast to slip, changes the shape using either stress or magnetic field in the 
case of magnetic shape memory alloys. If the difference of the crystal lattice of the austenitic 
phase and martensitic phase are minimal and the accommodation of the new phase does not 
produce permanent deformation, the martensitic transformation is considered reversible. This 
transformation is called thermoelastic martensitic transformation and possesses shape memory 
properties [17], [18]. 
Through the process of accommodation by twinning, martensite regions with different 
crystallographic orientations are obtained. These regions are called variants [2], [19]. 
2.3.1 Thermodynamics of the martensitic transformation 
In this case the thermodynamic system is a single-component system with two solid phases with 
different crystal structure. At temperatures above T0 the austenite phase is more 
thermodynamically stable. When the temperature drops below T0, the martensitic phase is more 
stable than austenitic phase. 
Both two phases (austenite and martensite) are in equilibrium at temperature T0. The term 
∆𝐺𝑐ℎ𝑒𝑚
𝑝→𝑚
 is the difference between the free chemical energies of the matrix (p: parent phase-
austenite) and the martensitic phase (m: martensite). 
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∆𝐺𝑐ℎ𝑒𝑚
𝑝→𝑚(𝑇, 𝜎) = 𝐺𝑐ℎ𝑒𝑚
𝑚 (𝑇, 𝜎) − 𝐺𝑐ℎ𝑒𝑚
𝑝 (𝑇, 𝜎) 
( 11 ) 
Beside chemical free energy, two non-chemical energy contributions exist, which oppose the 
austenite to martensite transformation. One is the elastic accommodation and the other the 
friction. To overcome these non-chemical contributions undercooling (ΔTs) is necessary. In this 
manner, a decrease of the chemical free energy will assure that the free energy of the system 
will be zero and martensitic transformation can take place. 
∆𝐺𝑝→𝑚 = ∆𝐺𝑐ℎ𝑒𝑚
𝑝→𝑚 + 𝐸𝑒𝑙𝑎𝑠𝑡𝑖𝑐
𝑝→𝑚 + 𝐸𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛
𝑝→𝑚 = 0 
 
( 12 ) 
Elastic accommodation part 𝐸𝑒𝑙𝑎𝑠𝑡𝑖𝑐
𝑝→𝑚
 is consequence of the internal stresses generated between 
the two phases due to the different volumes. During martensitic transformation Eelastic
p→m
 is 
positive and opposes the transformation. The term is negative in transformation from martensite 
to austenite (it promotes this transformation). It is said that the thermoelastic martensitic 
transformation takes place when the deformation can be absorbed, elastically, by the matrix 
surrounding the martensite phase. 
Friction part 𝐸𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛
𝑝→𝑚  is related to the surface energy at the habitus plane, includes the 
dissipated energy to move the interface for the formation and/or interaction with defects and the 
interaction between variants. This term is positive in both austenite to martensite and martensite 
to austenite directions and is responsible for the existence of the hysteresis cycle. 
The temperature when the transformation from austenite to martensite starts is designated as 
(Ms). This temperature is lower than the equilibrium temperature (T0) due to undercooling (ΔTs) 
needed to overcome non-chemical contributions as one can see in Figure 7. Transformation 
from martensite to austenite is designated as (As). 
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Figure 7. - Schematic representation of the free energy of martensitic and austenitic phases and relationship with Ms 
and As temperatures, and undercooling, ΔTs, necessary for the transformation martensite to austenite. 
 
As shown in Figure 8, the martensitic transformation follows a hysteresis loop. As 
transformation proceed tensions, elastic deformations, energetic friction losses at the interfaces 
and creation of defects will continue to accumulate. This means that both non-chemical terms 
depend on the fraction of material transformed. Therefore, once the nucleus of martensite forms, 
it is necessary to continue undercooling so martensite is able to overcome the elastic and 
superficial terms. 
The martensitic transformation starts at temperature Ms (martensite start), and the process 
continues until all of the austenite has transformed in martensite. This temperature is designated 
as Mf (mastensite finish). During heating, the reverse transformation occurs; the austenite starts 
to form at the temperature As (austenite start) and finishes at temperature Af (austenite finish). 
Therefore, the martensitic transformation does not occur at a fixed temperature but in a 
temperature range. 
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Figure 8. - Amount of phase (martensite or austenite) transformed (%) versus temperature. Shift in Ms and Af or Mf 
and As temperature is a ground for the formation of the hysteresis loop. 
 
As presented in Figure 8 the transformation processes follow different paths as a consequence 
of the transformation hysteresis. The hysteresis loop is characterized by the width of hysteresis, 
which is essentially a difference between the As and Mf or Af and Ms temperature. As one can 
see, undercooling is needed for the martensitic formation, so the As > Mf and Af > Ms. The 
temperature difference from the hysteresis loop in shape memory materials depends on the 
alloys and is usually between 20-40 ºC [17]. 
2.4 Magnetic properties of materials 
2.4.1 Origin of magnetic moment 
The macroscopic magnetic properties are a consequence of magnetic moments associated with 
individual electrons. Each electron in an atom has magnetic moments that originate from two 
sources. One is related to its orbital motion around the nucleus, being a moving charge, an 
electron may be considered to be a small current loop, generating a very small magnetic field, 
and having a magnetic moment along its axis of rotation, as schematically illustrated in Figure 
9a. 
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Figure 9. – Scheme of the origin of the magnetic moment associated with a) an orbiting electron and b) a spinning 
electron. 
 
Each electron can also be thought of a spinning around an axis; the other magnetic moment 
originates from this electron spin, which is directed along the spin axis as shown in Figure 9b. 
For each electron in the atom the spin magnetic moment is ±μ𝐵  (plus for spin up, minus for 
spin down). Thus each electron in an atom may be thought of as being a small magnet having 
permanent orbital and spin magnetic moments. In the case of an atom, magnetic moment is just 
the sum of the magnetic moments of each of the constituent electrons, including both orbital and 
spin contributions [20]. 
 
2.4.2 Magnetism of electrons in solids 
Assembling the atoms together to form a solid leads to formation of bands in the case of metals. 
In the case of the transition metals from period 4 when two atoms are brought together in a 
solid, as illustrated in Figure 10, the outer 4s orbitals first overlap and form a broad 4s-band. 
The smaller 3d orbitals follow suit to form a band that is considerably narrower. This result in4s 
to 3d charge transfer and consequently unpaired spins are formed in 3d band (2.2 in the case of 
iron). 
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Figure 10. – Formation of d- and s-bands in a metal (left scheme). The broad s-bands have no moment. The d-bands 
may have one if they are sufficiently narrow. The spin splitting is shown on the right. The interatomic distance is r0 
[21]. 
2.4.3 Magnetism in metals  
Most of the metals show weak paramagnetic behaviour. The properties in metals are best 
described using the band theory, in which the electrons can move through the bulk. The 
paramagnetic behaviour can be explained as a Pauli paramagnetism. The electrons in metals 
occupy the uppermost conduction band (all other, inner electrons, are paired and do not 
contribute to magnetism). Those electrons located in the Fermi surface can reorient themselves 
when external magnetic field is applied. This produces an imbalance in the number of spin-up 
and spin-down electrons and the metal becomes paramagnetic. The number of influenced 
electrons is very small so the paramagnetic magnetic susceptibility is proportional to the density 
of states at the Fermi level [15]. 
The summing of the various electron interactions gives the total energy. This energy is 
decreased if the electrons can avoid each other. Knowing this, the electrons with opposite spins 
tend to occupy overlapping regions of the space while the electrons with parallel spins use to 
avoid it so the electrostatic energy decreases. The decrease of the energy due the parallel spins 
is called the exchange energy.  
As one moves along the 3d transition metals, the d orbitals become more compact, making 
bonding less favourable and increase the exchange energy. In Bethe-Slater diagram, Figure 11, 
the exchange interaction vs D/d (D is atomic separation and d is the diameter of the interacting 
atoms) is represented. When the value of the exchange interaction is positive the 
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ferromagnetism is expected to appear. This means that the interatomic distance between atoms 
is very important. 
 
Figure 11. - Bathe-Slater curve for the magnitude of the exchange integral as function of D/d for 3d elements 
showing which chemical elements are markedly ferromagnetic 
 
If we talk in terms of band theory the 3d band is narrow and is overlapped by broad outer bands 
from the 4s and 4p orbitals as shown in Figure 10. The first electrons are added mainly to the s-
p low-energy part. The number of spin-up and spin-down would be the same and there is a low 
density of states at the Fermi level. As more electrons are added, moving over the transition 
metals toward the right side of the periodic table, the electrons now occupy narrow d portion of 
the band. The density of states in Fermi state starts to rise and the electrons can be promoted, if 
it is energetically favourable the spins can be reverted. Iron (Fe) is the border element in the 
case of transition elements where the exchange energy is high enough for the ferromagnetic 
ordering to occur, Figure 12. 
 
Figure 12. - Schematic diagram of the 3d with 4s and 4p orbitals overlapping to initiate the formation of bands for 
chromium, iron and nickel. As EF for these elements falls within the band it gives rise to ferromagnetism in these 
elements. 
 
15 
The magnetic properties of alloys made of one ferromagnetic metal and one non-magnetic will 
diminish because the d band is filled with electrons of the non-magnetic metal. One example is 
provided by the case of Ni-Cu alloy. The copper for itself has whole of the 3d band filled. When 
the nickel is alloyed with copper the excess electrons from copper are added to the d band until 
it is filled up. This will happen when the composition is 31,5 wt.% Cu. This means that with 
higher content of copper the alloy becomes paramagnetic. [15] 
2.4.4 Ferromagnetism 
Ferromagnetism has its origin in the electron spin, atoms and ions with unpaired electrons, 
leading to permanent magnetism in ferromagnetic materials. This indicates that there is a 
tendency for electron spin to remain aligned in one direction even without external magnetic 
field. 
In terms of band structure the half-band associated with one spin direction is more filled than 
the other half-band. In ferromagnetic materials the density of state of up-spins and down-spins 
is different. This means that the electron spin polarization (P) is larger than 0 but smaller than 1 
as shown in Figure 13. 
 
Figure 13. - Density of states in paramagnets and ferromagnets. Electron spin polarization (P) is defined as ratio 
between the differences of up- and down-spins versus the sum of up- and down-spins [22]. 
 
This phenomenon is energetically favourable when the spins are in the same direction but an 
opposing factor is present. This factor is called the Pauli exclusion principle. If the spins are 
aligned in a single direction, then, many of the electrons will have to occupy higher quantum 
states resulting in an increase of the overall kinetic energy. The final conditions for the 
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ferromagnetism are stringent, only the d and f bands can take part. This is because only these 
bands have vacant energy levels available for electrons to occupy and a high density of states. 
The fact that there is a high density of states available it makes the kinetic energy accompanying 
the alignment of spins smaller than the decrease in the exchange energy. 
The state when all the electron spins are totally aligned is only possible at low temperatures. 
When the temperature rises the saturation magnetization decreases because not all the spins are 
in the same state. Magnetization is decreasing up to the critical temperature, known as Curie 
temperature (Tc). Above this temperature the material becomes paramagnetic. The increasing of 
the entropy associated with the rise of temperature makes the paramagnetic state 
thermodynamically more stable [19]. 
2.4.5 Domains 
Domains are regions in the material in which all of the dipoles are aligned in a certain direction. 
In a material that has never been exposed to the external magnetic field, the individual domains 
have a random orientation. The ferromagnetic materials can be magnetically hard materials 
(retain a state of magnetization almost indefinitely) or soft materials (lose the magnetization 
easily). The difference between them lies in the microstructure. On this scale all the 
ferromagnetic crystals are permanently magnetized. The difference is because the crystals are 
composed of domains. In apparently non-magnetic samples the magnetization directions 
between the neighboring domains are different as one can see in Figure 14. So, the external net 
magnetic field is very small. Under a magnetic field the favourably oriented domains grow at 
the expense of the others by the migration of the domain boundaries [2], [19]. 
 
 
Figure 14. – Domains as revealed by the Lorenz TEM analysis (left image). In the right image the domains or 
variants are visible. These variants are related crystallographically to twins.. Each domain has a different magnetic 
orientation represented by different colour or arrows (right image). 
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The alignment between domains is not abrupt, the dipole orientation changes gradually roughly 
every 100 atomic diameters. This part of the microstructure is called Bloch wall and is shown in 
Figure 15. The number of domain orientations present in one alloy is dependent on the crystal 
structure, the symmetry of the phase and the kind of geometry of the domains. 
 
Figure 15. – Schematic representation of a Bloch wall between two magnetic domains. The magnetic dipoles change 
their direction in 180 º. 
 
When external magnetic field is applied on the material, domains that are nearly aligned with 
the external field grow at the expense of nonaligned domains. In order for the domains to grow, 
the Bloch walls must move where the external field provides the force required for this 
movement. Initially, the domains grow with difficulty, and relatively large increases in the 
external field are required to produce even a little magnetization. This condition is indicated in 
Figure 16. Shallow slope represents the initial permeability of the material. As the field 
increases in strength, favourably oriented domains grow more easily, with permeability 
increasing as well. The saturation magnetization occurs when all of the domains are aligned 
with the external magnetic field. It also represents the largest amount of magnetization that the 
material can obtain [15], [20] and [23]. 
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Figure 16. – Representation of several stages of magnetization. Saturation flux density Bs, magnetization Ms and 
initial permeability are also indicated. 
 
2.4.6 Hysteresis  
In general the ferromagnetic crystals will be composed of equal number of domains oriented in 
all equivalent directions, so the total magnetization of the crystal will be zero. If external 
magnetic field H is applied, the magnetic dipoles will attempt to reorient in a direction parallel 
to the applied field. The segment 0-a in Figure 17 represents the response to application of 
relatively small magnetic field H. This field is not large enough to reorient all the dipoles in the 
direction of the applied field but only a small change is registered in the magnetic flux B.  
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Figure 17. – Typical B-H hysteresis loop of a ferromagnetic solid. 
 
As H is increased, dipoles will start to gain enough energy to overcome this energy barrier to 
move and will thus be able to jump from one orientation to another. Gradually all domains will 
start to change their orientations and the observed flux density will now increase rapidly 
(section a-b in Figure 17). When all the magnetic dipoles are aligned parallel, the crystal will 
form a single domain. This situation is called the state of saturation (b-c in Figure 17). On 
reducing and then reversing the magnetic field, new domain walls have to be created and 
domain walls must move. The B-H course will follow a new path, through points c-d-e, and 
finish in the saturation point f where all the dipoles will point in the opposite direction than in 
the point c. 
When the applied magnetic field strength reaches zero, the value of B is still positive. This is 
known as a remanent or residual flux density (remanence) Br. The magnetic flux density, B, will 
be zero at a value of applied field called coercive field or coercivity, Hc. A ferromagnetic metal 
in saturated state can only be demagnetised by subjecting it to a negative magnetic field equal in 
magnitude to the coercive field. Reversal of the magnetic field again causes a reversal of dipole 
direction, and now the curve follow the path through points f-g-c. This closed circuit is called 
hysteresis loop, repeated cycles will now follow the pathway of hysteresis loop. 
By evaluating the area of the loop it is possible to assess the energy required to complete the 
hysteresis cycle. Depending on the size of the area, two kinds of materials are known. The soft 
magnetic materials have a small hysteresis loop area and are easily magnetized or 
demagnetized. In the case of hard magnetic materials larger magnetic field strength is needed to 
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magnetize or demagnetize. The hysteresis loop has in this case larger area than in the case of 
soft magnetic materials. The value of the saturation magnetization is sensitive to the chemical 
composition and the shape of the hysteresis loop. It is also influenced by the microstructure of 
the solid. Furthermore, the grain boundaries and impurities can hinder domain wall movement 
so they can have an influence on the coercivity and remanence of the sample too [15]. 
 
2.5 Magnetic shape memory alloys 
It is possible to induce a macroscopic deformation by applying a magnetic field in some 
magnetic shape memory alloys (MSMAs). This property is known as MFIS (Magnetic Field 
Induced Strain). This kind of alloys which possess shape memory effect and superelasticity are 
also sensible to external magnetic fields.  
The MSMA have been studied extensively in Ni-Mn-Ga system, where it has been shown that 
the martensitic transformation, the transformation enthalpy, the mangetocrystalline anisotropy 
and the magnetic saturation are heavily dependent of the composition [24]. These alloys have a 
big macroscopic deformation induced by a magnetic field but is also known that low operating 
temperatures and brittleness remain to be a major drawback for the industrial application of 
these alloys [3]. Because of this it is necessary to find new ternary or quaternary alloys. 
Actually a large amount of alloys with MFIS properties are known, highlighting the ternaries 
Ni-Mn-Ga, Ni-Fe-Ga, Co-Ni-Al, Co-Ni,Ga, Ni-Mn-X (X=Sn,Sb) [1],[4] the quaternary systems 
Ni-Mn-Ga-Cu, Ni-Mn-Ga-Co and Ni-Mn-Ga-Fe [3], [5]-[10] and Fe-based like Fe-Pd [1]. 
This property has the origin in the martensitic transformation of ferromagnetic materials. The 
application of a magnetic field causes growth and reorientation of properly oriented magnetic 
domains which are positioned in variants between twin boundaries. Movement of magnetic 
domain walls causes movements of the twin boundaries due to their high mobility. This causes a 
macroscopic strain in the bulk material which can be up to 10% in the MSMAs with good 
magnetic properties. The schematic representation of these processes can be seen in Figure 18. 
The magnetic field induced strain will operate in the ferromagnetic martensites, therefore the 
phenomenon must take place at temperatures below Ms and also below Curie temperature (Tc) 
of such material. 
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Figure 18. – Deformation or strain due to the application of external magnetic field and the reorientation of the 
intrinsic domains. 
 
The magnetic field induced strain depends on the stress of de-twinning, the magnetocrystalline 
anisotropy and the saturation magnetization.  
So that the MFIS effect can occur, namely a deformation can be induced using a magnetic field, 
it is important to know the relation between the magnetic domains, the stress and the twin 
boundaries since the MFIS effect relay heavily on these parameters. If the anisotropy energy is 
high, the magnetization is highly linked to the crystallographic orientations of each variant. 
Because of that, if this anisotropy energy is higher than the energy needed to move variant 
boundaries, the application of a magnetic field will create a stress in the boundary that will 
cause growth of the variants (inside of these variants are domains) oriented in the direction of 
the external magnetic field like in Figure 19. 
 
Figure 19. – a) Magnetic moments without external field. b) Redistribution of variants with the external magnetic 
field. 
 
Ni2MnGa alloys show a high MFIS but the main problem associated with these alloys is the 
brittleness. The quaternary alloy Ni-Mn-Ga-Cu was proposed because it was found that copper 
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addition can significantly enhance the compressive strength and improve the ductility. The 
Curie temperature and the saturation magnetization decreases with the addition of copper 
instead of Ga [6]. It was also found that if nickel is replaced by copper, the Tc and the saturation 
magnetization will increase [5]. The quaternary Ni–Mn–Ga–Cu alloy possess MFIS effect at 
room temperature and above, showing 4,1% shear strain at 333 K [3]. The ductility was 
improved by the addition of copper. Shape memory effect of 4,4% was obtained in 
polycrystalline Ni50Mn25Ga17Cu8. It was also reported that new phase was found in alloys 
Ni50Mn25Ga25-xCux with copper content larger than 8% [11]. 
 
2.6 Phase diagrams 
2.6.1 Binary phase diagram Ni-Mn 
Ni-Mn binary diagram presented in Figure 20 show the melting point of the pure nickel 
(1455ᵒC) and the pure manganese (1246ᵒC). The solidus and liquidus lines meet tangentially at 
congruent point at 1020ᵒC and 38 at. % of Ni. 
 
Figure 20. - Ni-Mn binary phase diagram according to reference [25]. 
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Several solid solutions are present in this system. One is bcc (δMn) solid solution, with less than 
6 at. % Ni. The cubic (βMn) solid solution, containing up to 18 at. % Ni, and the cubic (αMn) 
solid solution, containing up to 9 at. % Ni. The fcc (ϒMn,Ni) solid solution, extends over whole 
concentration range of the binary diagram.  
An important phase related to the shape memory alloys is the η phase, fully ordered with CsCl 
structure type (B2). This phase transforms in another ordered phase η’ with L10 structure. The 
transformation is diffusionless and martensitic and the ordered η’ is antiferromagnetic from 0K 
to Néel temperature according to the system presented in Figure 20. 
In this phase diagram the η’’ phase has not been characterized fully. The sample quenched from 
800 ºC and heat-treated to 480 ºC for 50h has the same diffraction pattern [25]. 
Another interpretation of Ni-Mn phase diagram was published in reference [26] and is presented 
in Figure 21. Difference between diagram presented in Figure 20 and Figure 21 is in solid state 
reactions taking place below approximately 900°C.  
 
Figure 21. - Ni-Mn phase diagram according to reference [26]. 
 
Not only is the number of reactions and transformations in the solid, especially below approx. 
400 ºC smaller, the constitution of this phase diagram is also more plausible. Namely, all the 
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rules related to the constitution of phase diagrams are obeyed. Yet there are uncertainties related 
to the changes of Curie and Neel temperatures of different phases, such as MnNi, MnNi2 and 
MnNiz, for instance which makes study of the copper influence on these temperatures in Ni-Mn-
Ga-Cu even more demanding. 
 
2.6.2 Ternary phase diagram Ni-Mn-Ga 
The ternary intermetallic compound Ni2MnGa is the basis for ferromagnetic shape memory 
alloys. This makes the Ni-Mn-Ga ternary phase diagram important because martensitic 
transformation and the Curie temperature both change significantly with the alloy composition. 
Consequently these temperatures can be controlled by choosing a suitable chemical 
composition.  
Austenitic phase (βNi2MnGa) has a broad range of existence (monophase region) expanding 
from the middle of pure binary system Ni-Mn to the middle of binary system Ni-Ga as 
presented in Figure 22. Neighbouring phases as precipitates in the βNi2MnGa phase have a 
significant effect on the SME and mechanical properties. The phase diagram system provides a 
useful information in the manufacturing process of the alloy. 
The βNi2MnGa phase has an ordered L21 structure and exhibits martensitic transformation on 
cooling, BCC  BCT. This ordering arises from the high temperature disordered A2 phase 
either directly (A2  L21) or via the intermediate B2’ phase (A2  B2’  L21). 
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Figure 22. - Isothermal section of the Ni–Mn–Ga ternary phase diagram at 1073K [27]. 
 
The ordering transition B2’  L21 occurs in less than 0,5 seconds. During this time, it is 
unlikely that nucleation and significant growth of the L21 phase in the B2’ matrix could occur, 
suggesting that B2’  L21 transition is a 2nd order phase transition [28].  
The A2  B2’ transition in Ni50MnxGa50-x alloys was not observed by thermal analysis. On the 
other hand incomplete B2’ order was observed in some of the alloys by neutron diffraction. 
That is why it is even possible that there are two transformations [28]. 
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3 EXPERIMENTAL PART 
3.1 Synthesis of alloy 
Four pieces of the Ni-Mn-Ga alloy previously prepared by Electric Arc Melting process of 
composition (Ni47,7Mn28,1Ga24,2) were alloyed with additional pure nickel to prepare 
(Ni52,49Mn25,53Ga21,98). Remelting was performed in tube furnace in a vacuum. The crucible used 
to synthetize this alloy was an Al2O3 crucible (25mm high and 20 mm in diameter). The alloy 
was melted using a GSL-1700x furnace, one mechanical pump KF-25 and a Compact Turbo-
molecular Vacuum Pump System. 
3.1.1 EQ-GSL-1700X single-zone series furnace  
The furnace uses a high-power electric molybdenum disilicide (MoSi2) heating elements, which 
can achieve high heating and cooling rates. Stainless steel vacuum flanges with valve, vacuum 
gauge and high purity ceramic tube are included. This configuration allows to heat sample in 
vacuum or flowing gas. Precision temperature controller can provide 50 segments heating and 
cooling steps with ±1 °C accuracy.  
The alumina tube has 60mm of outer diameter and 54mm of inner diameter with a total length 
of 790mm. The heating zone is 300mm and the constant temperature zone is 75mm long with a 
temperature variation of ±1°C. The furnace is shown in Figure 23a. 
3.1.2 Mechanical pump 
The mechanical pump was used to perform a pre-cleaning of the air present inside the alumina 
tube. The furnace has a dial vacuum gauge installed on the flange. The mechanical pump was 
connected onto the flange, in the other part of the alumina tube was connected to a tube that 
carried argon 5.0. To do the pre-cleaning a negative pressure was applied with the mechanical 
pump. Then the valve was closed and the argon valve was opened until 1atm pressure was 
reached. This action was repeated 3 times just to make sure that the atmosphere inside the tube 
was inert. The mechanical pump can be seen in Figure 23b. 
 
3.1.3 HiCube 80 Eco pumping station 
Turbo pumping station was used to create the final vacuum in the furnace system. This pumping 
station is ideal to prevent the sample from oxidizing due to the oxygen present in the system. 
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Pumping station is able to create ultimate pressure of < 1·10-7 mbar. The pumping station has 
been used after the mechanical pump could no longer lower the pressure. The pumping station 
was working all the time during the melting and heat treatment. According to manufacturer of 
the furnace similar but a larger model of furnace (with similar flanges) equipped with this 
pumping station should reach 10-5 mbar in three hours. The pumping station can be seen in 
Figure 23c. 
 
Figure 23. - Tube furnace a) connected to the mechanical pump b) and HiCube 80 Eco pumping station c). 
 
This crucible to melt the alloy was placed in an alumina container (5x3 cm) and was covered 
with a piece of alumina to protect the furnace tube of possible evaporation of some metals.  
 
3.1.4 Furnace programs 
3.1.4.1 Synthesis of Ni52,49Mn25,53Ga21,98 and C1, C2, C3 and C4 alloys. 
Ni52,49Mn25,53Ga21,98 alloy was later alloyed with 1,5 (C1); 2,5 (C2); 3,5 (C3) and 7,5 (C4) at.% 
of Cu. These alloys were remelted using the procedure shown in Figure 24. 
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Figure 24. - Furnace program to synthetize the ternary Ni52,49Mn25,53Ga21,98  alloy and copper alloyed C1, C2, C3 and 
C4 alloys. 
 
3.1.5 Homogenization of alloys 
Alloys were homogenized to eliminate possible segregation of elements. The heat treatment was 
performed keeping a temperature of 1000°C, which was just under liquidus, for 54 hours. The 
cooling rate of the alloys was 5 °C/min from 1000°C down to 400°C. 
 
3.2 Microscopy 
3.2.1 Metallographic preparation of the samples 
Samples were first mount in a castable “cold” mounting resin. The preparation of samples was 
carried out in three steps to get a suitable surface for the observation using light-optical 
microscope. The first step was the mechanical grinding with sandpaper of different gradation 
(120, 240, 450, 600, 1200 and 2500). The samples were rotated 90º every time the sandpaper 
was changed. The second step was the polishing with polycrystalline diamond suspension of 
3μm. Final polishing was performed by colloidal SiO2 polishing suspension of 0,05μm for 
approximately 5 min. Samples were finally cleaned with soap, water, alcohol and then dried. 
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3.2.2 Light microscopy 
The light microscope provides two-dimensional representation of microstructure. The main 
components are the illuminator system comprising a light source and variable apertures, an 
objective and ocular lens, mounted at the end of a cylindrical body-tube and a specimen stage 
(where the sample is located for observation). 
The polarized light microscope is a bright field microscope in which additional filters (polarizer 
and analyser) are added to modify the light. In comparison to other techniques of contrast 
enhancement, the use of polarized light is more effective. The light from a standard light source, 
vibrate and spreads in all directions, but when this light passes through a polarizing filter the 
waves and their electric field swing in the same plane. The polarizer is a device that only allows 
light vibrating in a particular plane called polarization axis. In Figure 25 one can see how the 
left non-polarized light is distributed in all planes, but when the light passes through the first 
filter (horizontal) only waves propagating in a horizontal plane. If a polarizing filter oriented 
vertically (rotated 90° relative to the horizontal) is interposed, the polarized light does not pass 
and stops [19]. 
 
Figure 25. - Scheme showing the effect of polarizing filters when a beam of non-polarized light passes through [29]. 
  
Light microscope used in this work was a Zeiss, AxioImager A1m. Microscope enables imaging 
of samples using different examination modes like bright field, dark filed, differential 
interference contrast and polarized light. Light microscope is equipped with digital camera 
AxioCam ICc 3 (3,3 million pixels) and AxioVision software for image analysis. 
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3.2.3 Energy-dispersive X-ray spectroscopy (EDS)  
The technique is an analytical technique used for the elemental analysis or chemical 
characterization of a sample. Scanning electron microscopes (SEM) are usually equipped with 
EDS detectors. Detector measures intensity of X-rays with different energy. 
The incident beam of electrons ejects the electron from the sample. Ejected electron creates a 
“hole” which is then filled by another electron from higher energy level shell. Energy difference 
associated with filling the hole in lower energy shell is emitted in the form of photon (X-ray) 
with characteristic energy or wavelength as presented in Figure 26. Each element has several 
characteristic peaks in X-ray spectrum which enables determination of present elements and 
their concentration from such a spectrum [30]. 
 
Figure 26. – Schematic representation of incident beam ejecting electron thus creating the characteristic X-rays. 
 
3.3 Thermal analysis 
3.3.1 Differential Scanning Calorimetry (DSC) 
The principle of the DSC method is based on the measurement of heat flow in a homogeneous 
temperature field in the furnace of the DSC. Equal heat flows along the disk-shaped sensors are 
directed to the sample and reference. If the heat capacities on the sample and reference sides 
differ, or if the sample shows a change in heat absorption or loss due to phase transformations 
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or reactions, the subsequent different heat flow causes temperature gradients which are 
measured by the sensor. Sensitive temperature sensors record these gradients and measure 
difference in the heat flow quickly and accurately. The temporary deviations are shown as 
exothermic or endothermic peaks or as peaks in the differential heat flow curves over a flat, 
horizontal DSC baseline. The system is represented in Figure 27. 
 
Figure 27. - DSC device functioning. a) Reference crucible. b) Sample crucible. Different heat flow (c) causes 
temperature gradients at the thermal resistances (d) of the sensor (e). 
 
The measurements of Differential Scanning Calorimetry (DSC) were carried out in a DSC 204 
F1 Phoenix® calorimeter in the Jožef Stefan Institute, Dept. for Electronic Ceramics, Ljubljana. 
The instrument works in a range of temperatures between -150 ºC and 200 ºC. The cooling rate 
used in this work was 10 ºC/min. 
3.3.2 Differential Thermal Analysis (DTA) 
In the case of differetial thermal analysis the sample and the reference are heated in the same 
furnace. The difference between the temperature of the sample and the reference material is 
recorded during controlled heating and cooling. The scheme of the instrument is similar as DSC 
presented in Figure 27 except that in this case the instrument mesures the difference in 
temperature insteed of the heat flow rate [31]. 
Differential Thermal Analysis (DTA) in this work were carried out in a NETZSCH STA 409 
C/CD at the Jožef Stefan Institute. The instrument works in a range of temperatures between 20 
ºC and 700 ºC. The cooling rate used in this work was 10 ºC/min. 
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3.4 X-Ray Diffraction (XRD)  
This technique uses monochromatic X-ray. When X-ray beam impinge the solid material crystal 
a portion of X-rays is scattered in all direction and part is diffracted according to Bragg’s law:   
 
𝑛𝜆 = 2𝑑𝑠𝑖𝑛(𝜃) 
( 13 ) 
Where n is an integer number, θ is the angle of incidence of the X-ray, λ is the wavelength of x-
ray used and d is the interplanar spacing as seen in Figure 28. The wavelength of x-ray used for 
diffraction must be close to the interplanar spacing of analysed material. 
Bragg’s law is necessary but not sufficient condition for diffraction by real crystal. It specifies 
when diffraction will occur for a unit cell having atoms positioned only at the cell corners. 
Additional atoms positioned in cell will produce extra scattering leading to appearance of extra 
peaks or disappearance of some [20]. 
 
 
Figure 28. - Bragg model when different distribution of atoms is located on their respective parallel planes with Δd 
spacing. The separation of these blue and green planes create interferences and differences of reflected beams giving 
rise to an intensity changes. These changes allow us to get structural information of the atoms that make up the 
crystal. 
 
The instrument used consisted of an X-ray source, a sample stage, a detector and a mechanism 
to vary the angle θ according to Bragg-Brentano. The X-ray is focused to the sample at some 
angle θ while the detector detects the intensity of the X-ray at 2θ from the source of X-ray. The 
incident angle is increased while the detector remains at 2θ above the source path. Scheme is 
shown in Figure 29. 
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Figure 29. - Scheme of the X-ray diffractometer (x-ray source and detector) according to the Bragg-Brentano. 
 
The X-Ray diffraction analyses were performed with the Difractometer PHILLIPS and 
generator PW 3830, using CuKα=0,15418nm in a range of 2θ between 20-90 ºC. The samples 
were analysed in two different orientations because the instrument does not enable rotation of 
the sample. In such a way we tried to minimise the effect of texture in our samples. The 
detection limit is 1-3 vol. % of the phase in question.  
3.5 Nanoindentation 
3.5.1 Introduction 
Nanoindentation tests enable us to obtain the information on some mechanical properties of 
materials such as the elastic modulus and the hardness of the material from load-displacement 
measurements. In the conventional techniques of indentation the size of a residual plastic 
impression is measured in the specimen. In nanoindetation the depth of penetration is measured 
as a function of load applied by the indenter. By unloading and loading the elastic response of 
material can also be measured. Based on the known geometry of the indentation tip the area of 
the indent can also be easily determined. 
3.5.1.1 Berkovich tip 
The tip used in the nanoindentation test is of a Berkovich type. This tip 
has three faces and well-defined sharp end, and is much easier to 
produce as compared to the Vickers tip.  
The Berkovich tip is a three-sided pyramid. The angle between the 
centreline and the three faces is 65.3°. It is suitable for bulk materials, 
thin films, polymers, scratch testing, wear testing, MEMS, and imaging [29]. 
34 
3.5.1.2 Oliver and Pharr method 
The most often used method to calculate the elastic module and the hardness is Oliver and Pharr 
method because quite correct results are obtained with a simple analysis. Oliver and Pharr 
related the load, P, with the displacement, h. The contact depth is:  
ℎ𝑐 = ℎ𝑚𝑎𝑥 − ɛ
𝑃𝑚𝑎𝑥
𝑆
 
 
( 14 ) 
ɛ is a constant which depends of the geometry of the tip. ɛ is 0,75 for a Berkovich tip and the 
contact stiffness, S, to a maximum depth is:  
𝑆 = |
𝑑𝑃
𝑑ℎ
|
ℎ=ℎ𝑚𝑎𝑥
 
 
( 15 ) 
The slope of the curve load-displacement, dP/dh, 
upon unloading is indicative for the stiffness of the 
contact, Figure 30. 
The hardness, H, is defined as the average pressure 
that supports the material during the load. It can be 
calculated with the next relation: 
𝐻 =
𝑃𝑚𝑎𝑥
𝐴𝑝(ℎ𝑐)
 
 
( 16 ) 
Where A(hc) is the projected contact area at maximum load. It is often approximated by a fitting 
polynomial function as shown below for a Berkovich tip 
𝐴𝑝(ℎ𝑐) = 𝐶𝑜ℎ𝑐
2 + 𝐶1ℎ𝑐
1 + 𝐶2ℎ𝑐
1 2⁄ + 𝐶3ℎ𝑐
1 4⁄ + ⋯ + 𝐶8ℎ𝑐
1 128⁄
 
 
( 17 ) 
where C0 for a Berkovich tip is 24,5. Other constants can be determined by standard calibration 
methods. 
The effective elastic modulus is expressed as: 
 Figure 30 - Load-displacement curve 
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𝐸𝑒𝑓𝑓 =
1
𝛽
√𝜋
2
𝑆
√𝐴(ℎ𝑐)
 
 
( 18 ) 
β is a constant depending on the geometry of the tip. This constant considers the fact that there 
is no symmetry and is 1 in the case of the Berkovich tip. 
The effective elastic modulus considers both the material and indenter elastic modulus: 
1
𝐸𝑒𝑓𝑓
=
1 − 𝜐2
𝐸
+
1 − 𝜐𝑖
2
𝐸𝑖
 
 
( 19 ) 
Ei and υi are the Young's modulus and the Poisson's ratio of the indenter. In the case of  
Diamond Ei =1141GPa and υi=0,07. 
The Oliver and Pharr method is not ideal because it is based on elastic analysis, and 
underestimates the contact area for materials which form pile-ups. Even so it is a good method 
to estimate the elastic modulus and the hardness in nanoindentation. The analyses were 
performed with a Nano Indenter G200 using a continuous stiffness measurement (CSM) 
nanoindentation. 
3.6 Vibrating sample magnetometer (VSM) 
Vibrating Sample Magnetometer systems are used to measure the magnetic properties of 
materials. Powders, solids, liquids, single films and thin films are all readily accommodated in 
VSM. The material is placed within a uniform magnetic field H, a magnetic moment will be 
induced in the sample. This magnetic field may be generated by an electromagnet, or a 
superconducting magnet. The sample is placed within suitably sensing coils, and a sinusoidal 
motion is applied with a mechanically vibration. The resulting magnetic flux changes inducing a 
voltage in the sensing coils that is proportional to the magnetic moment of the sample [32].  
In our case the software of the magnetometer will be used to recorder a hysteresis loop that is 
given by the magnetization M and the applied field H. The parameters extracted of the 
hysteresis loop will be the saturation magnetization (Ms) the remanence (Mr) and the coercivity 
(Hc). The instrument used in this work was a VSM Microsense model EZ7. The analysis were 
carried out at Jožef Stefan Institute. 
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4 RESULTS AND DISCUSSION 
4.1 Energy Dispersive X-ray Spectroscopy (EDS) 
The compositions were determined using Scanning electron microscope (SEM) equipped with 
Energy Dispersive X-ray Spectroscope (EDS). The analysis was performed in random regions 
of the sample and the analyzed area for each analysis was approximately 500μm x 400μm. The 
results of the EDS analyses are shown in Table 1 
Table 1 - Chemical compositions of alloys determined by EDS and calculated e/a based on this chemical composition 
 
Ni (at.%) Mn  (at.%) Ga  (at.%) Cu  (at.%) e/a 
A-NMG-HT 56,15 24,39 19,46 0,00 7,91 
A-NMG-C1-HT 55,86 23,58 18,92 1,64 7,98 
A-NMG-C2-HT 55,04 23,16 19,02 2,77 8,00 
A-NMG-C3-HT 57,04 19,22 19,94 3,80 8,07 
A-NMG-C4-HT 52,70 22,04 17,77 7,49 8,17 
 
The results obtained are not as given by our own calculations. The concentration of copper was 
the desired one but the contents of nickel were readily higher in all alloys.  
The spectrum of the A-NMG-C4-HT sample is shown in Figure 31 where the characteristic 
emission lines of Kα and Lα for the elements present in the sample can also be seen.  
 
Figure 31. - EDS spectrum of A-NMG-C4-HT with the characteristic emission lines of each element. 
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4.2 Microstructure 
The polarized light microscopy was used to overview the microstructure of samples. This 
method enhances the contrast between the individual variants of the martensitic phase due to 
their different crystallographic orientation. Overview of polarized light microscopy 
microstructures gave us information about the presence of martensitic phase in the sample.  
 
Figure 32. – Microstructures of as-cast samples. a) A-NMG, b) A-NMG-C1, c) A-NMG-C2, d) A-NMG-C3, e) A-
NMG-C4 all clearly indicating the presence of overwhelming martensitic phase. 
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Figure 32 shows that the martensitic structure has been found in all the samples which meant 
that the martensite start temperature Ms was for all the samples above the room temperature. 
The presence of martensitic structure in all the micrographs was also an indicative that the 
composition in all the bulk samples was not so much different. Compositional changes could 
lead to different Ms and consequently absence of martensite. 
 
Figure 33. - Microstructures of homogenised samples. a) A-NMG-HT, b) A-NMG-C1.HT, c) A-NMG-C2-HT, d) A-
NMG-C3-HT, e) A-NMG-C4-HT clearly showing numerous variants of martensite. 
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The microstructures observed before and after homogenization heat treatment did not change 
much as seen in Figure 32 (cast samples) and Figure 33 (homogenized samples). The heat 
treatment was performed to eliminate segregation. 
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4.3 X-Ray diffraction 
XRD method was used to determine the crystal structure of prepared alloys at room temperature 
after homogenization heat treatment. The aim of XRD analysis was to determine the presence 
and type of martensite in these alloys. Three types of martensites are known to exist, i.e. (5M, 
7M and NM tetragonal) as found in the literature [3], [5], [6] and [11]. X-ray diffraction 
spectrums of all prepared alloys after homogenization heat treatment are presented in Figure 34. 
 
Figure 34. - X-ray diffraction spectrums of prepared alloys after the homogenization heat treatment. 
 
XRD spectrums of all samples seem similar at first glance except for the spectrum of a sample 
A-NMG-C4-HT which showed some additional peaks. In Figure 35 the spectrum of sample A-
NMG-HT was compared to software simulated spectrums for 5M, 7M and NM tetragonal 
martensites. 
5M martensite has monoclinic crystal system with space group I2/m and space group no. 12. 
The lattice parameters which were used in Figure 35 are a=0,42283nm, b=0,55752nm 
c=2,1001nm. The exact atomic positions can be found in reference [33].  
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7M martensite has orthorhombic crystal system with space group Pnnm and space group no. 58. 
The lattice parameters are a=0,442194nm, b=0,55539nm, c=0,29332nm. The exact atomic 
positions can be found in reference [34]. In another article 7M martensite has modulated crystal 
system with space group I2/m and space group no. 10. The lattice parameters which were used 
in Figure 35 are a=0,442672nm, b=0,55074nm, c=0,42228nm with β=93,31º. The exact atomic 
positions can be found in [35].  
Non-modulated tetragonal martensite (NMT) with space group I4/mmm and space group no. 
139. The lattice parameters which were used in Figure 35 are a=b=0,388nm, c=0,648nm. The 
exact atomic positions can be found in [36].  
Using the atomic positions of this crystal structure and varying the lattice parameters a and c, 
the peaks were adjusted perfectly to fit the A-NMG-HT diffraction pattern. The comparison of 
the theoretical crystal structures with X-ray diffraction pattern of the martensitic structure 
without copper is shown in Figure 35. The NMT martensite fitted best to experimental 
spectrums of samples. Since the spectrums of all samples (Figure 34) were similar we can 
conclude that in all samples the NMT martensite was present to the large extent. 
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Figure 35. - Comparison of experimental spectrum of A-NMG-HT sample and simulated spectrums of 5M, 7M, and 
NMT martensites. 
 
Additional peaks present in sample A-NMG-C4-HT were due to the presence of MnO as can be 
clearly seen from the comparison of experimental spectrum and simulation of MnO and NMT 
martensite presented in Figure 36. Data needed to represent the simulation of MnO spectrum 
were found in [37], the space group is Fm-3m and space group no. 125. The lattice parameters 
which were used are a=b=c=0,4444 nm and the atomic positions were also extracted from this 
article. 
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Figure 36 .- Comparison of experimental spectrum of sample A-NMG-C4-HT and simulated spectrums of NMT and 
manganese (II) oxide. 
 
In Figure 34 the superposition of all the diffraction patterns is represented. It can be seen that 
the main peaks are more or less the same for all the samples. This means that the crystal 
structures should also be the same. Some of the peaks seem not to exist but this was just because 
the intensities of the diffraction patterns are different. This is further a consequence of texture 
(preferred orientation of crystals) present in all samples. A material is considered textured if the 
grains are aligned in a preferred orientation along certain lattice planes. Texture is usually 
introduced in the fabrication process of a material, which can affect the material properties by 
introducing structural anisotropy. A peak that is more intense than all other peaks from a 
random specimen identifies a direction of preferred crystallographic orientation. This problem 
was just partly solved by collecting two spectrums with different orientations of samples (XRD 
instrument did not enable rotation of the sample) as presented in Figure 37. This phenomenon 
can be observed in the analysis of all of the X-Ray diffraction patterns performed. 
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Figure 37. – Pronounced differences in intensities for major reflection crystallographic planes due to texture 
introduced by the synthesis route in case of NMT martensite. 
 
It is possible to extract the lattice parameters from experimental X-ray spectrums by using the 
PowderCell 2.4 software. These lattice parameters were used to calculate the volumes of a unit 
cells which are presented in Table 2.  
 
Table 2. - Lattice parameters of simulated NMT martensite unit cells and calculated volumes of cells. The e/a was 
calculated taking into account compositions of alloys as determined by EDS. 
 
 
 
 
As it can be seen from Table 2 the lattice parameters and volumes of unit cell do not vary 
considerably with the addition of copper. There was no obvious relation between the e/a 
concentration and the volume of unit cell. Depending on the position occupied by the copper 
 
a (Å) b (Å) c (Å) e/a Volume cell (Å) 
A-NMG-HT 3,818 3,818 6,645 7,91 96,865 
A-NMG-C1-HT 3,800 3,800 6,687 7,98 96,560 
A-NMG-C2-HT 3,833 3,833 6,655 8,00 97,775 
A-NMG-C3-HT 3,824 3,824 6,615 8,07 96,731 
A-NMG-C4-HT 3,818 3,818 6,640 8,17 96,792 
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atoms in the cell the unit cell could expand or contract. As no correlation in the volume of unit 
cell were found it is impossible to say which atoms were replaced by copper atoms. Using the 
PowderCell software the representation of the crystal structure of Ni-Mn-Ga NMT martensite is 
represented in Figure 38. 
 
 
Figure 38. - Representation of the non-modulated tetragonal martensite crystal structure. 
 
Table 3 has the comparison between results in this work and those found in the literature. 
Results from the literature show that there is no obvious relation between the addition of copper 
and consequent change of the volume of unit cell [11]. This is similar to our own results as 
presented in this work.  
It was found that for the sample A-NMG-C4-HT appearance of a second phase as commented in 
[11] could be established. So, it was demonstrated that for Ni-Mn-Ga-Cu alloys with 
concentration lower than 7,49 at. % Cu the second phase ϒ did not appear. 
Our unit cell of NMT martensite [36] is much smaller than unit cells used in reference [6] and 
[11]. The reason is that authors in reference [6] and [11] were probably using different cells 
with larger parameters. 
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Table 3. Compositions, e/a concentration, martensite lattice type and volume of the unit cell found in different 
references compared to our results. 
 
 
Comparison of the results for the volume of the unit cell from the reference [6] and [11] showed 
that the authors must have been using larger unit cells. The ratio between our unit cell and the 
one in the reference is very close to 4. When volumes for unit cells from the reference [6] and 
[11] are divided by 4 it is clear that our results deviate only slightly. The difference is less than 
2 % at most yet our results show that the addition has far less pronounced effect on the change 
of volume of the unit cell as in the case of reference [6] and [11] where larger unit cells were 
used. We could observe changes in excess of 1,25 % as compared to 1,50 % in the reference 
which could be considered as pretty close. 
 
References Ni (at.%) Mn (at.%) Ga (at.%) Cu (at.%) e/a Lattice type Volume cell (Å)
[3] 49,4 23,3 25,6 1,7 7,526 5M
49,3 27,8 20,9 2 7,723 7M 96,42
47,3 25,5 24,5 2,7 7,547 5M 92,19
46,8 27,3 22,8 3,1 7,616 5M 96,24
49,6 27,6 18,9 3,9 7,888 7M
48,4 25,6 21,5 4,5 7,772 NMT
[6] 50 30 20 0 7,700 7M 220,69
50 30 16 4 8,020 NMT 394,81
[5] 50 31 19 0 7,740 NMT
49 31 19 1 7,750 5M
48 31 19 2 7,760 5M
47 31 19 3 7,770 L21 (austenite)
46 31 19 4 7,780 L21 (austenite)
[11] 50 25 22 3 7,74 5M 199,13
50 25 21 4 7,82 5M 195,66
50 25 20 5 7,9 NMT 394,17
50 25 19 6 7,98 NMT 388,28
50 25 18 7 8,06 NMT 393,94
50 25 17 8 8,14 NMT 391,96
50 25 16 9 8,22 NMT + γ 392,43
50 25 15 10 8,3 NMT + γ 390,94
A-NMG-HT 56,15 24,39 19,46 0,00 7,91 NMT 96,87
A-NMG-C1-HT 55,86 23,58 18,92 1,64 7,98 NMT 96,56
A-NMG-C2-HT 55,04 23,16 19,02 2,77 8,00 NMT 97,78
A-NMG-C3-HT 57,04 19,22 19,94 3,80 8,07 NMT 96,73
A-NMG-C4-HT 52,70 22,04 17,77 7,49 8,17 NMT 96,79
47 
4.4 Thermal analysis 
The thermal analysis allowed us to obtain the characteristic temperatures (Tc, Ms, Mf, As, Af) for 
each alloy. Two different kind of thermal analysis were used to analyse these temperatures. The 
DSC was used in the temperature range between -150ºC and 200ºC using a heating and cooling 
rate of 10ºC/min. The DSC results provided us with exact Curie temperature (Tc). DTA analysis 
has been used to obtain the Ms, Mf, As, Af temperatures. In this case the analyses were 
performed at temperatures above room temperature in temperature range between 20ºC and 
700ºC with a heating and cooling rate of 10ºC/min. 
Typical shape of the Curie temperature peak is presented in the inset of diagram in Figure 39. 
Example of the real DSC curve of sample A-NMG-C2-HT and extracted Tc are presented also 
in Figure 39.  
 
Figure 39. – DSC curve of sample A-NMG-C2-HT with marked Curie temperature. Inset shows typical shape of 
Curie temperature peak [38]. 
 
Figure 40a shows DSC curves of all samples. Arrows are indicating Curie temperature in each 
sample. Figure 40b more accurately shows the position of Curie temperature in sample A-
NMG-C4-HT. As it is clearly seen the Curie temperatures are decreasing with increasing 
addition of copper. There are also some artefacts present in DSC curves [38]. 
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Figure 40. – a) DSC heating curves showing Curie temperatures (marked with arrows) for all the samples. b) DSC 
heating curve of A-NMG-C4-HT where the typical shape for Curie temperature is more clearly visible.  
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Figure 41 has the DTA curves of all the samples. Curves are presented only in the range of 
austenite to martensite and martensite to austenite transformation. Exothermic peaks during the 
cooling correspond to the austenite to martensite transformation and the endothermic peaks 
during the heating correspond to the martensite to austenite transformation. The characteristic 
temperatures, including the martensite start and martensite finish temperatures (Ms, Mf), and the 
austenite start and austenite finish temperatures (As, Af) were extracted as the intersection points 
of two baselines. This procedure is shown in Figure 41 (inset) for the sample A-NMG-C1-HT 
 
Figure 41. – DTA curves for all the samples in the vicinity of the martensitic and austenitic transformation. The inset 
schematically illustrates the definition of the transformation temperatures in sample A-NMG-C1-HT. 
 
As presented in Figure 41 the sample A-NMG-C3-HT shows two peaks on cooling which are 
partly overlapping instead of one sharp peak. To measure the characteristic temperatures, the 
values of the onset for the first peak and finish of the second peak were measured. Double peak 
can be explained by local variation in composition due to an insufficient homogenization.  
The results of all the characteristic temperatures like Curie temperatures, austenite to martensite 
and martensite to austenite temperatures are presented in Table 4: 
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Table 4. - Curie temperatures, austenite to martensite and martensite to austenite finish and start temperatures of the 
synthetized alloys. 
 
TC (⁰C) Ms (⁰C) Mf (⁰C) As (⁰C) Af (⁰C) 
A-NMG-HT 58 282 245 304 340 
A-NMG-C1-HT 32 282 251 306 342 
A-NMG-C2-HT 26 326 306 377 409 
A-NMG-C3-HT -17 406 354 403 462 
A-NMG-C4-HT -38 394 374 442 477 
 
Results in Table 4 show that with increasing concentration of copper the Curie temperature is 
decreasing and Ms, Mf, As, Af are generally increasing. As seen in micrographs, all samples had 
a martensitic structure. This is in accordance with the measured Ms, Mf, As, Af temperatures 
which are all above the room temperature. Even so, to make the material suitable to exhibit the 
MFIS, the Curie temperature must be above room temperature. Just the sample without copper 
and the samples C1 and C2 fulfilled this requirement. 
Figure 42 shows the Curie temperature variation in dependence of e/a concentration. The Curie 
temperature decreases almost linearly with increasing concentration of electrons per atom (e/a). 
The dash line represents fitted linear function.  
Figure 43 shows the characteristic temperatures Ms, Mf, As, Af in dependence of (e/a) 
concentration. These temperatures also generally increase with increasing e/a concentration. The 
linearity of these trend lines is not as pronounced as for the Tc in Figure 42. Even though, all of 
them (Ms, Mf, As, Af) show approximately the same trend. 
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Figure 42. - Tc versus e/a. The dashed line is the trend line from the obtained Curie temperatures. 
 
 
Figure 43. - Ms, Mf, As, Af versus the electron concentration per atom e/a. The trend line for each characteristic 
temperature is represented with a dashed line.  
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As it was presented in Figure 44 the Curie temperature is decreasing with e/a concentration in 
this work. Several results in the literature show that Curie temperature is slightly increasing with 
increasing e/a concentration [3], [5] and [39]. This is the case when copper substitutes nickel in 
these alloys [5]. The results extracted from the reference [40] shows the same tendency as our 
results. The Tc temperature is decreasing with increasing e/a concentration. In this case copper 
was substituting manganese [40]. Tc is decreasing also in the case of copper substituting gallium 
[1]. These results are presented in the form of diagram in Figure 44. The Tc temperature 
decrease with increasing e/a in the case of this work, it can be explained by slight decrease of 
manganese and gallium with increasing copper addition as presented in Table 1. The reason of 
such a trend in the case copper substituting manganese could be due to the fact that copper is 
non-magnetic and consequently it reduces the exchange interaction of the system [40]. 
 
 
Figure 44 – Comparison of Tc versus the electron concentration per atom (e/a) for our samples (A-NMG-black full 
square) and results from the open literature.  
 
Martensite start (Ms) temperatures in dependence of e/a concentration in this work are 
comparable to those found in the literature, Figure 45. Results show that with increasing e/a, Ms 
temperature is increasing too. As presented in Figure 45, almost all of these characteristic 
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temperatures are increasing with increasing electron concentration (e/a). In the reference [6] and 
[11] the atoms of copper are replacing the gallium atoms. Note that the increase of the Ms with 
e/a occurs also in the alloy Ni-Mn-Ga without addition of copper [39] and in the alloy of 
reference [3], where the atoms of copper are not replacing any particular kind of atoms. The 
exception is the result obtained in reference [5]. These results obviously show that the 
martensitic transformation temperatures are decreasing with (e/a) concentration (nickel in this 
alloys is replaced by copper).  
 
Figure 45. - Comparison of the obtained Ms with the literature results in function of the electronic concentration. The 
values obtained from [5] were not included in the trend line. 
 
Finally, we could conclude that generally the Ms increases with increasing e/a apart from the 
results in the reference [5] which clearly have the opposite trend from all others. Although there 
seems to be straightforward relation between Ms and e/a, a simplified explanation on this 
phenomenon is still remote and further experimental and theoretical efforts are needed to come 
to a conclusion on this matter. 
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4.5 Magnetic characterization 
Magnetic characterization was carried out to determine saturation magnetization (Ms) in 
samples. The samples A-NMG-C3-HT and A-NMG-C4-HT have the Tc below room 
temperature, as it was found by the DSC analysis. That is why the VSM analysis was not 
performed for these two samples. Figure 46 shows the magnetization (M) in dependence of 
magnetic field strength (H) for samples A-NMG-0-HT, A-NMG-C1-HT and A-NMG-C2-HT. 
Table 5 has the saturation magnetizations (MSA) values for these samples. It is clearly seen from 
the diagram and the table that saturation magnetization of samples is decreasing with increasing 
copper addition and decreasing Curie temperature. Decreasing saturation magnetization with 
increasing copper addition is consistent with the fact that Curie temperature is decreasing. It is 
well known that saturation magnetisation is decreasing as we approach the Curie temperature as 
presented in Figure 47 according to the reference [41]. 
 
Figure 46. – Magnetization in dependence of magnetic field strength for samples A-NMG-0-HT, A-NMG-C1-HT and 
A-NMG-C2-HT.  
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Another explanation for the decrease in the saturation magnetization is the addition of extra 
electrons by alloying with copper. The d band is filling with electrons by the addition of copper. 
As the extra electrons are placed in the d band, the spins of these are oriented antiparallel and 
net magnetization and Curie temperature are both decreasing.  
 
Figure 47. – Saturation magnetization of nickel as a function of temperature. The curve corresponds to the 
theoretical curve on the mean field theory [41]. 
 
The values of saturation magnetization extracted from the analysis plotted in Figure 46 are 
shown in Table 5. 
Table 5 - Values of saturation magnetization (MSA). 
 
MSA 
A-NMG-HT 36,90 
A-NMG-C1-HT 23,27 
A-NMG-C2-HT 20,09 
The area of the loop is related to the energy required to complete the hysteresis cycle. The shape 
of the hysteresis loop indicates that this material is a soft magnet because the area of the loop is 
very narrow. A soft magnetic material is one that is easily magnetized and demagnetized. The 
values of the saturation magnetization (MSA) are a little bit lower than those found in the 
literature [5], [6]. This was because the value of the saturation magnetization is sensitive to the 
composition. The tendency showed that when the copper was added the values of Hc were 
decreasing. In conclusion the samples prepared tend to lose magnetic properties with the 
addition of copper and so, the magnetic shape memory effect is less pronounced when an 
external magnetic field is applied to the sample.  
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4.6 Nanoindentation 
The nanoindentation measurements were carried out using the continuous stiffness 
measurement (CSM) technique. This method allows that hardness and elastic modulus to be 
measured continuously during the nanoindentation process. 
As presented in (Figure 48a and b) using the nanoindenter camera, the indentation has been 
performed in different variants with different crystallographic orientation. Using the light 
microscope it has been seen that the deformation associated with indentation has caused the 
additional twinning near the indent itself (Figure 49c and d). 
 
Figure 48. – Indentations in a) A-NMG-HT and b) A-NMG-C2-HT and deformation due to the indentations in c) A-
NMG-HT and d) A-NMG-C3-HT. 
 
Variants and indentations made on all the samples are more clearly visible in Figure. 49. 
Wideness of variants differs in our samples. Variants are quite narrow in the case of A-NMG-
C3-HT and A-NMG-C4-HT so the indentations are not much smaller than the variant wideness. 
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Figure. 49 – Polarised light microscopy images of the indentations on samples a) A-NMG-HT, b) A-NMG-C1-HT, c) 
A-NMG-C2-HT, d) A-NMG-C3-HT, e) A-NMG-C4-HT. 
 
Results of nanoindentation measurements are presented in Table 6. Values of elastic modulus 
and hardness obtained in different positions of each sample are shown in Table 6. These 
positions correspond to different variants as presented in Figure. 49. Data in boxes are values 
obtained inside the same variant. The values in different variants differ among them because of 
the different crystallographic orientation. Mean values which are also included in this table are 
calculated as and average value of each variant in the case of samples A-NMG-HT and A-
NMG-C2-HT. In the other three samples the mean value was calculated as an average value of 
all the results. 
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Measured values in samples A-NMG-C3-HT and A-NMG-C4-HT do not show two different 
groups of properties as found for example in sample A-NMG-HT and that is why the mean 
value was calculated as an average of all measurements. The reason for the difference in values 
could be that variants are quite narrow and the indentations were made between the variants. 
In the case of the sample A-NMG-C1-HT we do not know exactly which indentation 
corresponds to which measurement and the difference between the values are not as different as 
in the case of A-NMG-HT and A-NMG-C2-HT. That is why we also calculated mean value as 
an average of all measurements. 
Mean values of elastic modulus and hardness in Table 6 shows slight increase of both in the 
case of the addition of copper.  
Since the CSM mode enables us to continuously measure the properties we also presented how 
elastic modulus (Figure 50) and hardness (Figure 51) change with increasing load. For this 
representation we have chosen tests with values closer to the mean. These are in the Table 6 
coloured in orange and green. The same trend of increase of modulus and hardness with the 
addition of copper can be observed in Figure 50 and Figure 51. It is clearly seen that sample 
without copper possesses apparently smaller values of both properties than all other samples 
with copper. 
 
Table 6 - Results of elastic modulus and hardness in GPa. These values correspond to the average of the results 
obtained in the depth range of 2,0 to 2,1 μm. 
 
 
Test
Modulus Hardness Modulus Hardness Modulus Hardness Modulus Hardness Modulus Hardness
1 135,6 3,3 150 4,57 165,9 5,01 160,9 4,95 155,8 4,58
2 141,7 3,45 166 4,79 **** **** **** **** 160,6 4,46
3 141,4 3,41 166,1 4,75 156,4 5 156,3 4,95 165,3 4,62
4 164,6 4,38 **** **** 175,1 4,92 162,9 4,84 **** ****
5 164,5 4,45 157,6 4,23 172,9 4,91 152,5 4,77 170,1 4,97
6 165,2 4,59 **** **** 173,6 5,14 147,5 4,45 167,9 5,13
Mean 152,2 3,73 159,9 4,59 168,8 5,00 156 4,79 163,9 4,75
A-NMG-HT A-NMG-C1-HT A-NMG-C2-HT A-NMG-C3-HT A-NMG-C4-HT
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Figure 50. - Modulus as a function of load for all the samples. 
 
 
Figure 51. – Hardness in dependence of load for all the samples. 
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5 CONCLUSIONS 
Ni-Mn-Ga alloys with different additions of Cu were prepared and characterized using light 
microscopy, X-ray diffraction, differential scanning calorimetry and differential thermal 
analysis, vibrating sample magnetometer in order to determine the magnetic properties. 
Nanoindentation was employed to assess the mechanical properties such as elastic modulus and 
hardness. Based on our results we were able to draw the following conclusions: 
 Polarised light microscopy images confirmed that in all samples, before and after 
homogenization heat treatment, the martensitic phase was always present and it 
prevailed. 
 XRD analysis showed that in all samples non-modulated tetragonal martensite 
designated as NMT was present. Besides that, MnO was also found in the sample A-
NMG-C4-HT. Volumes of unit cell when copper was added were calculated based on 
the X-ray analyses and showed changes in excess of up to 1,25 % very close to what 
other researchers in the field have also discovered.  
 Results of the DSC thermal analyses showed that Curie temperature was decreasing 
with the e/a concentration. This decrease was probably the consequence of the fact that 
in our alloys manganese and gallium decreases with copper increase. 
 Thermal analysis using DTA showed that Ms, Mf, As and Af were increasing with the 
increasing e/a concentration. Variation of Ms with increasing e/a concentration is 
comparable to results found in the open literature.  
 The magnetic properties of the samples with Tc higher than the room temperature were 
analysed. It was found that the saturation magnetization (Ms) decreased with the 
addition of copper. 
 The nanoindentation tests suggest that the addition of copper slightly increased the 
elastic modulus and the hardness despite different values found in different variant of 
each sample.  
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