Abstract. Given an undirected graph G with nonnegative edges costs and nonnegative vertex penalties, the prize collecting Steiner problem in graphs (PCSPG) seeks a tree of G with minimum weight. The weight of a tree is the sum of its edge costs plus the sum of the penalties of those vertices not spanned by the tree. In this paper, we present an integer programming formulation of the PCSPG and describe an algorithm to obtain lower bounds for the problem. The algorithm is based on polyhedral cutting planes and is initiated with tests that attempt to reduce the size of the input graph. Computational experiments were carried out to evaluate the strength of the formulation through its linear programming relaxation. The algorithm found optimal solutions for 99 out of the 114 instances tested. On 96 instances, integer solutions were found (thus generating optimal PCSPG solutions). On all but seven instances, lower bounds were equal to best known upper bounds (thus proving optimality of the upper bounds). Of these seven instances, four lower bounds were off by 1 of the best known upper bound. Nine new best known upper bounds were produced for the test set.
Introduction
Let G = (V, E) be an undirected graph with a set of vertices V and a set of edges E. Real-valued costs {c e : e ∈ E} are associated with the edges of G while real-valued penalties {d v : v ∈ V } are associated with the vertices of G. A tree is a connected acyclic subgraph of G and has a weight that equals the sum of its edge costs plus the sum of the penalties of those vertices of G that are not spanned by the tree. A solution of the prize collecting Steiner problem in graphs (PCSPG) is a minimum weight tree.
Applications for the PCSPG can be found, for example, in the design of local access telecommunication networks, where one wants to build a fiber-optic network for providing broadband connections to business and residential customers. The graph in this application corresponds to the local street map, with edges representing street segments and nodes representing street intersections and the locations of potential customer premises. The penalty associated with a node in this graph is an estimate of the potential loss of revenue that would result if that customer were not to receive service. Nodes corresponding to street intersections have penalties with zero value. The cost associated with an edge is the cost of laying the fiber on the corresponding street segment. Since labor and right-of-way costs greatly outweigh the cost of the fiber, one can assume that cable capacity is not a constraint. The PCSPG has been studied by Bienstock, Goemans, Simchi-Levi, and Williamson [3] . The roots for this problem can be traced to the prize collecting traveling salesman problem of Balas [2] . A 2-approximation algorithm for the PC-SPG was proposed by Goemans and Williamson [9] . That improved on an earlier 5/2-approximation algorithm in [3] . An implementation of the Goemans and Williamson algorithm is given in Johnson, Minkoff, and Phillips [11] , where extensive experimental results are provided. Canuto, Resende, and Ribeiro [4] present a multi-start heuristic that makes use of a randomized Goemans and Williamson algorithm with local search. Note that the PCSPG is related to the node weighted Steiner problem in graphs (NWSPG) (see Segev [19] ). In fact, the NWSPG is a special case of PCSPG in that the single NWSPG terminal vertex can be conveniently treated as a PCSPG vertex with a sufficiently positive penalty. To the best of our knowledge, no exact solution algorithm specifically for PCSPG has been described in the literature.
In this paper, we introduce an integer programming formulation of the PCSPG. The formulation is used, in a cutting-plane algorithm, to obtain lower bounds for the problem. The formulation is described in Section 2. In Section 3, the cutting-plane algorithm is presented. Single-vertex solutions, which can be readily computed, are excluded from the formulation in Section 4. The preprocessing strategy is described in Section 5 and the implementation of orthogonal cuts is described in Section 6. Computational results for randomly generated PCSPG instances are reported in Section 7. A subset of these instances is generated to resemble a realworld application. In Section 8, concluding remarks are made.
Problem formulation
Given a set S ⊆ V of vertices, let E(S) ⊆ E be the set of edges with both endpoints in S. Associate a real-valued variable x e with every edge e ∈ E and denote by x(E(S)) the sum e∈E(S) x e . In addition, associate a real-valued variable y v with every vertex v ∈ V and denote by y(S), S ⊆ V , the sum s∈S y s . In order to introduce a formulation of the PCSPG, consider a polyhedral region R, defined as
e ∈ E,
An integer programming formulation of the PCSPG is given by
Formulation (3) follows from an extended formulation of the Steiner problem in graphs (SPG), introduced independently by Goemans [8] , Lucena [13] , and Margot, Prodon, and Liebling [16] .
Constraint (1) imposes that the number of edges selected, x(E), equals the number of edges required for a spanning tree of the implied subgraph, i.e. y(V )−1. Constraints (2) are called generalized subtour elimination constraints (GSECs). They guarantee that the solution is cycle free. GSECs generalize subtour elimination constraints (SECs) (introduced by Dantzig, Fulkerson, and Johnson [5] for the traveling salesman problem). Notice that if y s = 1, for all s ∈ S, then (2) reduces to a SEC. The set of feasible solutions for (3) corresponds to the set of all trees of G.
The above formulation can be seen as a generalization of the spanning tree polytope [7] , by noting that if the vertices that appear in an optimal (minimum weight) tree are given, then the PCSPG reduces to finding a minimum spanning tree (MST) of the subgraph of G induced by those vertices.
Solving the linear programming relaxation
A linear programming (LP) relaxation for (3) is
As there are exponentially many GSECs in (2), one may choose to exclude some or all of these inequalities from the linear program in an initial stage of the solution process. This is usually done by firstly defining a polyhedral region R 1 ⊇ R and then optimizing over R 1 . An adequate choice of R 1 is attained, for instance, by dropping all GSECs from the set of inequalities that define R. The resulting polyhedral region is described as
and a valid LP lower bound for (3) (and for (4)) is
Let (x,ȳ) be an optimal solution of (5). If (x,ȳ) violates one or more GSECs, then these violated GSECs may be introduced as cutting planes. In the process, the following separation problem must be solved: Find a GSEC that is violated by (x,ȳ) or determine that no such inequality exists. If no violated GSEC exists, then optimality of (4) is verified. Otherwise, the LP relaxation is reinforced with the introduction of violated GSECs and the corresponding LP is reoptimized. This is repeated until optimality of (4) is attained. Note that this procedure produces a sequence of nondecreasing valid lower bounds for (3).
The separation problem posed above requires the solution of at most |V | maximum flow problems on a network with at most |V | vertices. A procedure to solve it is described next.
3.1. Separation of GSECs. Let (x,ȳ) denote the solution of the current LP relaxation. The support graph of this solution is the subgraph of G induced by vertices and edges with nonzero variables in (x,ȳ). For a given vertex l in the support graph, let S l be the subset S of V that contains l and maximizesx(E(S))− y(S) +ȳ l . Clearly, whenever this maximum is nonpositive, no violated inequality of type (2) that includes vertex l exists. Otherwise, S l is associated with the most violated GSEC that contains vertex l. To determine S l , the following quadratic Boolean problem must be solved:
Problem (6)- (8) can be reformulated (cf. Picard and Ratliff [18] ) as one of finding a maximum flow on a companion network of at most |V | + 2 vertices. It is thus solvable in polynomial time. An algorithm for the separation of SECs, due to Padberg and Wolsey [17] , which is based on implicitly solving a problem similar to (6)- (8), can be easily adapted to separate GSECs [15] . This adaptation is reviewed below.
Let N = (V ∪ {s, t}, A) be a companion network whereV is the set of vertices in the support graph for (x, y). Nodes s and t are, respectively, a source and a sink node for N . Arc set A has, for every edge e = (u, v) in the support graph, two arcs [u, v] For a given vertex l ∈V , an optimal solution to (6)-(8) corresponds to a maximum flow (minimum cut) over N = (V {s, t}, A) with ξ sl set to ∞. This problem can be solved to optimality in polynomial time [1] . Therefore, the separation for SECs is also solvable in polynomial time.
Following the procedure above, one may generate duplicate copies of violated subtours. To avoid this, one can (cf. [17] ), instead, solve |V | maximum flow problems. For the k-th maximum flow problem, ξ sk = ∞, and if k ≥ 2, ξ v,t = ∞ for v = 1, . . . , k − 1. In this way, if |S| ≥ 3, then for all k = 1, . . . , |V |, k ∈ S and {1, . . . , k − 1} ∈ (V ∪ {s, t}) \ S.
As many cuts as there are violated GSECs generated by the procedure above are introduced simultaneously for every very linear programming relaxation of (3) considered. In the computational results presented in Section 7, we call an iteration of the algorithm the process of solving one LP relaxation and solving the resulting separation problem.
Excluding single-vertex solutions
Instead of generating PCSPG lower bounds directly from the LP relaxation of (3), a different approach is followed. Notice that the most basic form of a PCSPG solution consists of a single, isolated, positive penalty vertex whose value can be computed efficiently. As a result, one may set aside single vertex solutions and restrict (3) to deal exclusively with solutions involving one or more edges (i.e. two or more vertices). That can be attained by considering a polyhedral region, R 2 , defined by the inequalities that define R plus, for every v ∈ V , the following inequalities:
Assume that at least one vertex v ∈ V has a positive penalty and restrict R with inequalities (9) . Under the objective function used and over the restricted solution space, PCSPG solutions are limited to one or more edges. That is indicated by the right hand side of the inequalities. For the case where d v > 0, the inequality imposes that any positive penalty vertex in an optimal tree must be at least a leaf of that tree. If d v = 0, then the inequality imposes that these vertices cannot be leaves (see Section 5 for the reasoning behind this restriction). Therefore, if any such vertex appears at an optimal tree, its (tree) edge degree must be greater than one.
An integer programming formulation for PCSPG (restricted to feasible solutions with one or more edges) is then given by
We have found it computationally advantageous to split the set of feasible PCSPG solutions into the two subsets indicated above, namely single vertex solutions and multiple vertex solutions. This is because, in our computational experience, (10) appears to be a stronger formulation for the restricted PCSPG than (3) is for the unrestricted case. Even if this speculation proves incorrect, computing times to obtain LP relaxations for each formulation tend to be smaller for (10) . As it may be appreciated in the section on computational results, in the majority of the instances tested, the solution of the LP relaxation of (10), i.e.
turned out to be integral.
The lower bound given by (11) can be computed in a similar manner to that outlined in Section 3. Accordingly, we have chosen to optimize the objective function, at an initial stage, over a polyhedral region R 3 , defined as
The initial optimization is done with a primal simplex method. Every violated GSEC, obtained as detailed in Subsection 3.1, is appended to the set of inequalities defining R 3 and the objective function is reoptimized over the resulting polyhedral region using the dual simplex method. Redefining R 3 as the polyhedral region associated with the very last LP relaxation generated, the procedure i repeated until a stopping criterion is reached.
Reduction tests
A reduction test for the PCSPG attempts to determine vertices and edges that are guaranteed not to be in any optimal solution. Some simple reduction tests can be devised for the PCSPG. These tests follow directly from those that have been suggested for the SPG (see Duin [6] , for instance). A description of the tests used to produce the results in Section 7 is given below.
Shortest path test.
The shortest path test is only applied if c uv > 0, for all (u, v) ∈ E. Let dist(u, v) denote the length of the shortest path between vertices u, v ∈ V . If dist(u, v) < c uv , then edge (u, v) ∈ E can be eliminated from G.
5.2.
Cardinality-one test. Assume that a given vertex, say vertex v ∈ V , has an edge cardinality of one, i.e. |δ(v)| = 1. Denote the only edge incident to v by e. If c e > d v , then vertex v and, consequently, edge e cannot be in any optimal PCSPG tree. That applies because if edge e were in an optimal tree, its removal would lead to a feasible solution of a smaller cost, thus contradicting the optimality assumption. Indeed, this is the reason why a vertex v ∈ V with d v = 0 cannot be a leaf of an optimal tree (see inequalities (9)). The basic idea of this test is that if certain conditions are fulfilled, then vertex v is guaranteed to be either absent from an optimal tree or else to be in an optimal tree and have an edge degree equal to two.
For a vertex v as defined above, let v 1 , v 2 , and v 3 be the only three vertices that share edges with v. Accordingly, let e 1 , e 2 , and e 3 be the corresponding edges. If,
then vertex v is guaranteed not to have an edge degree of three in any optimal PCSPG tree (since a cheaper option of a lesser degree exists). Therefore, the edge degree of v in any optimal tree must be either 0 or 2 (see [6] for details). That applies since, as explained before, a PCSPG tree where v has an edge degree of one is suboptimal and the cost of the degree three solution (i.e. the rhs of (12)) is dominated by degree zero or two solutions (i.e. the lhs of (12)).
Whenever (12) is verified, one can pseudo eliminate vertex v. Once again, this is achieved by conveniently replacing every different combination of pairs of edges incident to v by an adequately chosen edge, as explained in the previous subsection.
This test can also be extended to vertices v ∈ V with |δ(v)| > 3 where all edges incident to v have positive costs. One should notice that the right hand side of (12) gives (v 1 , v 2 ), dist(v 1 , v 3 ) and dist(v 2 , v 3 ) (note that when |δ(v)| = 3, such a spanning tree must have exactly two edges). The test would then amount to computing MSTs (under shortest path edge costs) for every possible combination (with three or more elements) of the vertices incident to v. Analogously to (12) , MST costs should, in turn, be compared with the sum of the costs for the edges that link v directly to the MST vertices (in G). To be successful, MST costs should not exceed their sum of edge costs counterparts for any of the combinations tested.
Due to the combinatorial nature of test just described, in practice we limit it only to vertices with small edge cardinalities.
Orthogonal cuts
For a given LP relaxation of (3), it has been found computationally advantageous to adapt the separation algorithm of Section 3 to generate, at every iteration, cutting planes where vertices in a violated GSEC-defining subset do not appear in other violated GSEC-defining subsets generated at the current iteration. Cuts that do not have common variables are called orthogonal cuts. Introduction of orthogonal cuts have brought about substantial reductions in the CPU time required to compute the lower bounds. In some cases that amounted to reducing CPU times by a factor of 60.
Once again, let (x,ȳ) denote the solution of the LP relaxation on hand. Orthogonal cuts are generated by first solving (6)- (8) for all vertices that are on the support graph of (x,ȳ). Let S l be the subset associated with the most violated GSEC found. The corresponding GSEC is then selected to be introduced as a cutting plane into R 3 and all the vertices in S l are eliminated from the support graph resulting in a restricted support graph. The procedure is recursively applied to the restricted support graph until no more violated GSECs are found. In spite of being clearly more computationally expensive than the previous separation scheme, it has shown to pay off by usually cutting overall CPU times. The cuts above are derived in the style of the nested cuts of Koch and Martin [12] for the SPG.
Computational Experiments
The main objective of this computational experiment was to evaluate the quality of the lower bounds generated by the cutting planes algorithm described in this paper. The algorithm was tested extensively on 114 test problems 1 described in [4, 11] . These problems range in size from 100 nodes and 284 edges to 1000 nodes and 25,000 edges. Tables 1-3 list these problems. For each instance, the tables list the instance name, the original dimension of the graph, the dimension of the graph after reduction with the procedures described in Section 5, and the best known upper bound prior to this paper (obtained by Canuto, Resende, and Ribeiro [4] ).
The experiments were done on an SGI Challenge computer (28 196 MHz MIPS R10000 processors) with 7.6 Gb of memory. Each run used a single processor. The algorithm was coded in Fortran and uses primal and dual Simplex LP solvers in CPLEX 6.5 [10] . CPU times were measured with the system function etime. The code was compiled with the SGI MIPSpro F77 compiler using flags -Ofast -static. Tables 4-6 summarize the computational results. Note that all instances tested have integral valued edge costs and vertex penalties. Therefore, fractional LP relaxation lower bounds can be rounded up to integrality. For each instance, the table lists the instance name, the best known upper bound, with new best known bounds found by the cutting planes algorithm indicated in bold, the least number of iterations (i.e. number of GSEC separation rounds) and CPU times to reach best (integral valued) PCSPG lower bounds (rounding up fractional LP relaxation values, if necessary), the number of iterations to reach the optimal solution, the objective function value of the optimal LP relaxation, the corresponding integral valued PCSPG lower bound, and an indication as to whether or not the best LP relaxation solution is integral. Instances for which the cutting planes method was not able to find an optimal solution are indicated by the "did not finish" label. The optimal solution of the LP relaxation was found for 99 of the 114 test instances. On 96 of those 99 instances, the optimal solutions were integral, thus solving the PCSPG. On all but seven of the 114 instances, lower bounds were equal to known upper bounds, thus proving optimality of the upper bounds. Of these seven instances, four had lower bounds that were off of the upper bounds by a unit. The relative error of the remaining three instances with respect to the best known upper bound was never greater than 1.4%. Nine new best known upper bounds were found with the cutting planes algorithm.
In the remainder of this section, we make further comments about the computational experiments, considering each problem class individually. tests have a significant but decreasing impact as instance dimension grows. This can be observed in Tables 2 for the Steiner series C test problems. For 4 instances in this set, the run was terminated prior to convergence to an optimal solution (see Table 7 for details on the runs that were terminated prior to convergence). Out of the 36 instances where optimal solutions were found, integral valued LP relaxations were computed for all but one instance (C18-A), thus producing optimal solutions to the PCSPG. For instance C18-A, where a fractional LP relaxation value was obtained, as well as in three of the four instances terminated prior to convergence to an optimal solution, rounding up the final objective function value matches a known upper bound for the instance (thus proving optimality of the upper bound).
In the remaining instance (C20-A), the lower bound found was off by a unit from the best known upper bound. The cutting planes algorithm produced new best known upper bounds for two instances (C7-B and C13-A). In five of the 40 instances, a Tables 3 for the Steiner series D test problems. For 11 instances in this set, the run was terminated prior to convergence to an optimal solution (see Table 7 for details on the runs that were terminated prior to convergence). Out of the 29 instances where optimal solutions were found, integral valued LP relaxations five of the 40 instances, a single vertex solution having a better objective function value than the optimal solution of the relaxation was found.
Concluding Remarks
A formulation of the prize collecting Steiner problem in graphs was introduced in this paper. The strength of this formulation, as measured in terms of the lower bounds obtained from its LP relaxation, was tested on 114 randomly generated instances. The algorithm found optimal solutions for 99 out of the 114 instances tested. On 96 instances, integer solutions were found (thus generating optimal PCSPG solutions). On all but seven instances, lower bounds were equal to best known upper bounds (thus proving optimality of the upper bounds). Of these seven instances, four lower bounds were off by a unit of the best known upper bound. Since the upper bounds for these instances were produced heuristically [4] , it is conceivable that these upper bounds are not optimal. Recall that nine new best known upper bounds were produced for the test set, improving upon the bounds in [4] . Consequently, one or more of these seven lower bounds may turn out to be optimal.
The instances of the Steiner Problem in Graph (SPG) from which PCSPG instances C and D are derived are today recognized as being easy to solve. Our computational experience with a lower bounding LP relaxation SPG algorithm which uses GSECs [14] indicates that these SPG instances are much easier to solve than the corresponding PCSPG instances. Clearly, for many of the instances tested, optimality could have been proven a lot earlier if known PCSPG upper bounds from the literature were used in conjunction with the lower bounds being generated. Nevertheless, even if this action were to be taken, the remark above would remain valid.
