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θ renormalization, electron-electron interactions and super universality in the
quantum Hall regime
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The renormalization theory of the quantum Hall effect relies primarily on the non-perturbative
concept of θ renormalization by instantons. Within the generalized non-linear σ model approach
initiated by Finkelstein we obtain the physical observables of the interacting electron gas, formulate
the general (topological) principles by which the Hall conductance is robustly quantized and derive
- for the first time - explicit expressions for the non-perturbative (instanton) contributions to the
renormalization group β and γ functions. Our results are in complete agreement with the recently
proposed idea of super universality which says that the fundamental aspects of the quantum Hall
effect are all generic features the instanton vacuum concept in asymptotically free field theory.
PACS numbers: 73.43.-f, 73.43.Nq
I. INTRODUCTION
One of the long standing mysteries in the theory of
the plateau transitions in the quantum Hall regime is
the apparently insignificant or subdominant role that is
played by the long ranged Coulomb interaction between
the electrons. The pioneering experiments on quantum
criticality in the quantum Hall regimes by H. P.Wei et
al.,1 for example, are in many ways a carbon copy of the
scaling predictions based on the field theory of Anderson
localization in strong magnetic fields.2 The initial success
of the free electron theory has primarily led to a widely
spread believe in Fermi liquid type of ideas3,4,5,6,7,8 as
well as an extended literature on scaling and critical ex-
ponent phenomenology.9,10,11,12,13,14,15,16,17,18,19,20,21,22
Except for experimental considerations, however, there
exists absolutely no valid (microscopic) argument that
would even remotely justify any of the different kinds
of free (or nearly free) electron scenarios that have fre-
quently been proposed over the years. In fact, Fermi
liquid principles are fundamentally in conflict with the
novel insights that have more recently emerged from the
development of a microscopic theory on interaction ef-
fects.23,24,25 These developments are naturally based on
the topological concept of an instanton vacuum26 which
is very well known to be the fundamental mechanism by
which the free electron gas de-localizes in two spatial di-
mensions and in strong magnetic fields.2 The outstanding
and difficult problem that one is faced with is whether
or not the topological concepts in quantum field theory
retain their significance also when the electron-electron
interactions are taken into account.27
For a variety of reasons, however, it has taken a very
long time before the subject matter gained the physical
clarity that it now has.28,29 Perhaps the most awkward
obstacles were provided by the historical controversies30
in QCD where the idea of an instanton parameter θ arose
first but its exact meaning remained rather obscure.31
These controversies have mainly set the stage for the
wrong physical ideas and the wrong mathematical ob-
jectives. For example, in sharp contrast to the general
expectations in the field32,33,34,35,36,37 the fundamental
problems do not reside in the conventional aspects of
disordered systems such as the replica method or “ex-
act” critical exponent values. A more fundamental issue
has emerged, the massless chiral edge excitations,38 that
dramatically change the way in which the θ parameter
is generally being perceived.28 A detailed understanding
of the physics of the edge has resolved, amongst many
other things, the long standing controversies that histor-
ically have spanned the subject such as the quantization
of topological charge,39 the meaning of instantons and
instanton gases39,40,41 etc. As a result of all this we can
now state that the instanton angle θ generically displays
all the basic features of the quantum Hall effect, indepen-
dent of the details such as the replica limit. This includes
not only the appearance of gapless excitations at θ = π
but also the most fundamental and much sought after
aspect of the theory, the existence of robust topological
quantum numbers that explain the precision and observ-
ability of the quantum Hall effect.28,42
A second major complication in dealing with interac-
tion effects is the notorious complexity of the underly-
ing theory.43,44,45 Although Finkelstein’s original ideas in
the field have been very illuminating, it has nevertheless
taken herculean efforts to understand how the general-
ized non-linear σ model approach can be studied as a
field theory. This includes not only the theory of pertur-
bative expansions24,25 but also such basic aspects like the
global symmetries of the problem (F invariance), elec-
trodynamic U(1) gauge invariance as well as the physical
observables of the theory.23 Advances along these lines
are absolutely necessary if one wants to extend the per-
turbative theory of localization and interaction effects to
include the highly non-trivial consequences of the θ vac-
uum.
It obviously makes an enormously big difference to
know that the instanton vacuum theory of the quantum
Hall effect is NOT merely an isolated critical exponent
2problem that exists in replica field theory or “super sym-
metric” extensions of free electron approximations alone.
Contrary to this widely spread misconception in the lit-
erature the fundamental features of the quantum Hall
effect actually reveal themselves as a super universal con-
sequence of topological principles in quantum field the-
ory that until to date have not been well understood.
The concept of super universality makes it easier and
more natural to comprehend why the basic phenomena
of scaling are retained by the electron gas also when the
Coulomb interaction between the electrons is taken into
account. Moreover, it facilitates the development of a
unifying theory that includes completely different phe-
nomena such as the fractional quantum Hall regime. Un-
like Fermi liquid ideas, however, super universality does
not necessarily imply that the quantum critical details at
θ = π remain the same. The various different applica-
tions of the θ vacuum concept do in general have different
exponent values at θ = π and, hence, they belong to dif-
ferent universality classes.42
In this paper we revisit the problem of topological ex-
citations (instantons) and θ renormalization46,47 in the
theory of the interacting electron gas. The results of an
early analysis of instanton effects have been reported in a
short paper by Pruisken and Baranov.27 However, much
of the conceptual structure of the theory was not known
at that time, in particular the principle of F invariance
and the appearance of the massless edge excitations that
together elucidate the fundamental aspects of the θ vac-
uum on the strong coupling side.28 These novel insights
unequivocally define the physical observables (i.e. the
conductance parameters σxx and σxy) that control the
dynamics of the θ vacuum at low energies. These physical
observables should therefore quite generally be regarded
as some of the most fundamental quantities of the theory.
A detailed knowledge of instanton effects on the physi-
cal observables of the theory has fundamental significance
since it bridges the gap that exists between the weak cou-
pling Goldstone singularities at short distances, and the
super universal features of the quantum Hall effect that
generally appear at much larger distances only. The the-
ory of observable parameters, as it now stands, provides
the general answer to the “arena of bloody controver-
sies” that historically arose because of a complete lack of
any physical objectives of the theory. A prominent and
exactly solvable example of these statements is given by
the large N expansion of the CPN−1 model that, un-
like the previous expectations, sets the stage for all the
non-perturbative features of the θ parameter that one is
interested in Ref. [28].
The main objective of the present work is to review
the instanton methodology, provide the technical details
of the computation and extend the analysis in several
ways. Our study of the interacting electron gas primar-
ily relies on the procedure of spatially varying masses
that very recently has been applied, with great success,
in the context of the ordinary U(M +N)/U(M)×U(N)
non-linear σ model.42 The important advantage of this
procedure is that it facilitates non-perturbative compu-
tations of the renormalization group β and γ functions
of the theory. These computations, together with the
new insights into the strong coupling features and sym-
metries of the problem, lay out the complete phase and
singularity structure of the disordered electron gas. The
results of this paper, which include the non-Fermi liquid
behavior of the Coulomb interaction problem, obviously
cannot be obtained in any different manner.
This paper is organized as follows. We start out in
Section II with a brief introduction to the formalism and
recall the effective action procedure for massless chiral
edge excitations. In Section II C we briefly elaborate on
the general topological principles that explain the robust
quantization of the Hall conductance. The general argu-
ment is deeply rooted in the methods of quantum field
theory and relies on the relation that exists between the
conductances on the one hand, and the sensitivity of the
interacting electron gas to infinitesimal changes in the
boundary conditions on the other. The argument is fur-
thermore based on the relation between Kubo formal-
ism, the background field methodology and the effective
action for chiral edge excitations which is described in
Appendix A.
In Section IID we give the complete list of physical ob-
servables which then serves as the basic starting point for
the remainder of this paper. We show the general rela-
tionship between the physical observables and the renor-
malization group β and γ functions and briefly discuss
the results of the theory in 2 + ǫ spatial dimensions.
In Section III we recall the various different aspects
associated with instanton matrix field configurations and
embark on the problem of quantum fluctuations. We
introduce the method of spatially varying masses and end
the Section with the complete action for the quantum
fluctuations in Table III.
In Section IV together with Appendices B and C we
present the results of detailed computations that deal,
amongst many other things, with the technical difficul-
ties associated with the theory in Pauli-Villars regular-
ization, the replica method as well as the infinite sums
over Matsubara frequency indices that are inherent to
the problem of electron-electron interactions.
In Section V we address the various different aspects
associated with the integration over zero modes and em-
bark on the general problem of transforming the Pauli-
Villars masses in curved space back into flat space fol-
lowing the methodology introduced by ’t Hooft.48 This
finally leads to the most important advances of this pa-
per, the renormalization-group β and γ functions which
are evaluated at a non-perturbative level. These final re-
sults provide a unified theory of the disordered electron
gas that includes the effects of both finite range electron-
electron interactions and infinite range interactions such
as the Coulomb potential. We end this paper with a
discussion in Section VII.
3II. FORMALISM
A. The action
The generalized replica non-linear sigma model in-
volves unitary matrix field variables Qαβnm(r) that obey
the following constraints
Q = Q†, trQ = 0, Q2 = 1. (1)
The superscripts α, β = 1, . . . , Nr represent the replica
indices and the subscripts n,m are the indices of theMat-
subara frequencies ωk = πT (2k + 1) with k = n,m. A
convenient representation in terms of unitary matrices
T (r) is obtained by writing
Q(r) = T −1(r)ΛT (r), Λαβnm = sign(ωn)δαβδnm. (2)
The effective action for the two-dimensional interacting
electron gas in the presence of disorder and a perpendic-
ular magnetic field can be written as follows23
Z =
∫
D[Q] expS, S = Sσ + SF . (3)
Here, Sσ is the free electron action
49
Sσ = −σxx
8
∫
dr tr(∇Q)2 + σxy
8
∫
dr tr εjkQ∇jQ∇kQ.
(4)
The quantities σxx and σxy represent the mean field val-
ues for the longitudinal and Hall conductances in units
e2/h respectively. The symbol εjk = −εkj stands for
the antisymmetric tensor. Next, SF contains the singlet
interaction term23,45
SF = πTz
∫
drOF (Q) (5)
where
OF (Q) = c
∑
αn
tr IαnQ tr I
α
−nQ+ 4 tr ηQ− 6 tr ηΛ. (6)
Here, z is the so-called singlet interaction amplitude, T
the temperature and c the crossover parameter which
allows the theory be interpolated between the case of
electrons with Coulomb interaction (c = 1) and the free
electron case (c = 0). The singlet interaction term in-
volves a matrix
(Iαn )
βγ
km = δ
αβδαγδk,n+m (7)
which is the Matsubara representation of the U(1) gen-
erator exp(−iωnτ) with τ being imaginary time. Matrix
ηαβnm = nδ
αβδnm (8)
is used to represent the set of the Matsubara frequencies
ωn.
B. F invariance and F algebra
Unlike the free particle problem (c = 0), the the-
ory with electron-electron interactions (0 < c ≤ 1) is
mainly complicated by the fact that the range of Mat-
subara frequency indices m,n must be taken from −∞
to +∞, along with the replica limit Nr → 0. Under
these circumstances one can show that the singlet inter-
action term fundamentally affects the ultra violet singu-
larity structure of the theory (the renormalization group
β and γ functions) which is one of the peculiar features
of the theory of electron-electron interactions.24,25,43,44,45
Moreover, the problem with infinite ranged interactions
(c = 1) such as the Coulomb interaction displays an exact
global symmetry named F invariance.23 This means that
SF is invariant under electrodynamic U(1) gauge trans-
formations which are spanned by the matrices Iαn . This
symmetry is broken by the problem with finite ranged
interactions (0 < c < 1). In order to retain the U(1) al-
gebra in truncated frequency space with a cut-off Nm
a set of algebraic rules has been developed named F
algebra.23 These rules permit one to proceed in finite
frequency space where the index n runs from −Nm to
Nm− 1, i.e the matrix field variables Q have a finite size
Q(r) = T −1(r)ΛT (r), T (r) ∈ U(2N) (9)
where N = NrNm. The two limits of the theory, Nr → 0
and then Nm → ∞ respectively, are taken at the end
of all computations. The main purpose of F algebra is
to ensure that electrodynamic U(1) gauge invariance as
well as F invariance are preserved by the renormalization
group, both perturbatively and at a non-perturbative
level.
C. Quantization of the Hall conductance
The robust quantization of the Hall conductance can
be demonstrated on the basis of very general principles
such as mass generation and the fact that the conduc-
tances can be expressed in terms of the response of the
system to changes in the boundary conditions. The sub-
tleties of the argument involve a novel and previously
unexpected ingredient of the instanton vacuum concept,
however, which has been recognized very recently only.
The main problem resides in the σxy term in Eq. (4)
which is formally identified as the topological charge C[Q]
associated with the matrix field configuration Q. Assum-
ing for simplicity the geometry of a square of size L × L
then we can express the topological charge in terms of
both a bulk integral and an edge integral as follows
C[Q] = 1
16πi
∫
dr tr εabQ∇aQ∇bQ
=
1
4πi
∮
dx tr T ∇xT −1Λ. (10)
4The remarkable thing that is usually overlooked is that
the matrix field Q generally splits up into distinctly dif-
ferent components, each with a distinctly different topo-
logical significance and very different physical properties.
For this purpose we introduce a change of variables
Q = t−1Q0t. (11)
Here, the Q0 is an arbitrary matrix field with boundary
conditions Q0 = Λ at the edge (or, equivalently, T0 equals
an arbitrary U(N)×U(N) gauge at the edge). The uni-
tary matrix field t generally represents the fluctuations
about the special boundary conditions. This change of
variables is just a formal way of splitting the topological
charge C[Q] of an arbitrary matrix field configuration Q
into an integral piece C[Q0] and a fractional piece C[q],
C[Q] = C[Q0] + C[q], q = t−1Λt. (12)
Without a loss in generality we can write
C[Q0] ∈ Z, −1
2
< C[q] ≤ 1
2
. (13)
The main new idea is that the matrix field t or q should
be taken as a dynamical variable in the problem, rather
than being a fixed quantity that one can choose freely.
The reason is that one can generally associate massless
chiral edge excitations with the fluctuating matrix fields
q. These so-called edge modes q are distinctly different
from the bulk modes Q0 which usually (i.e. for arbitrary
values of σxy) generate dynamically a mass gap in the
bulk of the system. These various statements immedi-
ately suggest that the low energy dynamics of the strong
coupling phase is described by an effective action of the
matrix field variable q obtained by formally eliminating
the bulk modes Q0. This effective action procedure is fur-
thermore based on the fact that the mean field quantity
σxy (which is equal to the filling fraction ν of the Landau
levels) can in general be split into an integral edge part
k(ν) and a fractional bulk piece θ(ν) as follows
σxy = ν = k(ν) +
θ(ν)
2π
(14)
where
k(ν) ∈ Z, −π < θ(ν) ≤ π. (15)
In what follows we shall separately consider the theory
with c = 0 (free particles) and c = 1 (Coulomb inter-
actions) both of which are invariant under the action of
renormalization group.
1. Free particles (c = 0)
In the absence of external frequencies and at T = 0 we
can write the action for the free electron gas as follows
S = Sedgeσ [q] + S
bulk
σ [Q] (16)
Q0 Λ=
Q0 Λ=
Λ0Q =
=
Q0 = Λ
0Q Λ
L
L
FIG. 1: Geometry of an infinite strip, see text.
where
Sedgeσ [q] = 2πik(ν)C[q] (17)
Sbulkσ [Q] = −
σxx
8
∫
dr tr(∇Q)2 + iθ(ν)C[Q]. (18)
Provided the matrix field variable t satisfies the classical
equations of motion we can obtain an effective action for
q by eliminating the bulk matrix field Q0
Seff[q] = S
edge
σ [q] + S
bulk
eff [q] (19)
where
expSbulkeff [q] =
∫
∂V
D[Q0] expSbulkσ [t−1Q0t]. (20)
Here the subscript ∂V indicates that the functional inte-
gral has to be performed with Q0 = Λ at the edge. The
effective action for the bulk can be written as
Sbulkeff [q] = −
σ′xx
8
∫
dr tr(∇q)2 + iθ′C[q]. (21)
Here, σ′xx = σxx(L) and θ
′ = θ(L) play the role of re-
sponse parameters that measure the sensitivity of the
system to an infinitesimal change in the boundary con-
ditions. For exponentially localized states these param-
eters are expected to vanish for large enough L and the
effective action is now given by the edge piece (Eq.(17))
alone. This one dimensional action is known to describe
massless chiral edge excitations.38 To obtain a suitably
regulated action for the edge we may proceed by stack-
ing many blocks of size L × L on top of one another to
form an infinite strip (see Fig. 1). The action for the
quantum Hall state is then defined along infinite edges
5and can be written as23
Seff[q] =
k(ν)
2
∮
dx tr t∇xt−1Λ + πTρedge
∮
dx tr ηq.
(22)
Here we have introduced a frequency term to regulate
the infrared. The quantity ρedge stands for the density
of edge states and the integer k(ν) = σ′xy indicates that
the Hall conductance is robustly quantized.
At this stage several remarks are in order. First of
all, from an explicit (non-perturbative) computation of
the response parameters σ′xx and θ
′ we know that the
argument generally fails for θ(ν) = θ′ = π where the
mass gap vanishes and the system is quantum critical.
This happens at the center of the Landau bands where
a transition takes place between adjacent quantum Hall
plateaus.
Secondly, it is important to keep in mind that the
aforementioned argument for an exact quantization of
the Hall conductance is entirely based on the fact that
the edge modes q are massless. The beauty of the ef-
fective action procedure is that it unequivocally demon-
strates that the so-called spherical boundary conditions
(i.e. Q0 = Λ at the edge) are dynamically generated
by the system itself, independent of any weak coupling
arguments such as finite action requirements and inde-
pendent of Nr and Nm. The bulk components Q0 have
mathematically very interesting properties in that they
are a realization of the formal homotopy theory result
π2(G/H) = π1(H) = Z. (23)
The integer Z is equal to the topological charge C[Q0]
which is identified as the jacobian for the mapping of the
manifold U(2N)/U(N)×U(N) onto the two-dimensional
plane. Physically the quantization of C[Q0] represents
the quantization of flux and the integer k(ν)C[Q0] can be
interpreted in terms of a discrete number of electrons that
have crossed the Fermi energy at the edge of the system.
Notice that except for the massless chiral edge modes
there exists no compelling reason to believe why the topo-
logical charge C[Q0] and, hence, the Hall conductance is
robustly quantized. In fact, the quantization of topologi-
cal charge has been one of the longstanding and contro-
versial issues in quantum field theory39 that have funda-
mentally complicated the development of a microscopic
theory of the quantum Hall effect.
2. Coulomb interaction (c = 1)
An extension of the effective action procedure to the
problem with the long ranged Coulomb interaction is by
no means obvious. The argument relies, to a major ex-
tend, on the detailed knowledge obtained from an explicit
analysis of the Finkelstein approach which shows that the
theory undergoes structural changes in the limit where
Nr → 0 and Nm → ∞. The action is more complicated
and now given by
S = Sedgeσ [q] + S
bulk
σ [Q] + SF [Q] (24)
where c = 1 is inserted in the expression for SF [Q]. Elim-
ination of the matrix field variable Q0 leads to the defi-
nition of the effective action
eS
bulk
eff
[q] =
∫
∂V
D[Q0]eS
bulk
σ [t
−1Q0t]+SF [t
−1Q0t]. (25)
On the basis of symmetries one can write down the fol-
lowing explicit result
Sbulkeff [q] = −
σ′xx
8
∫
dr tr(∇q)2 + iθ′C[q]. (26)
Here, the response parameters σ′xx = σxx(L) and θ
′ =
θ(L) are evaluated in the limit where T → 0. It is im-
portant to emphasize that SF cannot be omitted from
Eqs. (24)-(26). The reason is, as we already mentioned
before, that this term fundamentally affects the ultra vi-
olet singularity structure of the theory.24,25,43,44,45
The remaining part of the argument proceeds along
similar lines as before. Provided the system with
Coulomb interactions generates a mass gap, both param-
eters σ′xx and θ
′ should vanish for L large enough. A
suitably regulated action for the quantum Hall state has
been obtained previously and the result is as follows38
Seff[q] =
k(ν)
2
∮
dx tr t∇xt−1Λ
+
π2
2
Tρedge
∮
dxOF [q]
− π
4
Tk(ν)
∮
dx
∮
dy tr Iα−nq(x)v
−1
eff (x− y)
× tr Iαn q(y). (27)
As before we have σ′xy = k(ν). Here, the quantity veff(x−
y) contains the Coulomb interaction U0(x−y) = 1/|x−y|.
The Fourier transform is given by
veff(p) =
k(ν)
2πρedge
(1 + ρedgeU0(p)) . (28)
D. Physical observables
Next, for a detailed understanding of interaction effects
it is clearly necessary to develop a quantum theory for
the observable parameters σ′xx, σ
′
xy or θ
′, z′ and c′. At
the same time it is extremely important to show that
the response quantities defined by the effective action
procedure are precisely the same as those obtained from
ordinary linear response theory. This will be done in
Appendix A where we embark on some of the principal
results of F algebra.
In this Section we recollect the F invariant expressions
for the observable parameters that will be used in the re-
mainder of this paper. As pointed out in the original
6papers,23,24,25,38 the main advantage of working with F
invariant quantities is that they facilitate renormaliza-
tion group computations at finite temperatures and fre-
quencies. They are furthermore valid in the entire range
0 ≤ c ≤ 1 and simpler to work with in general. In the
second part of this Section we briefly recall the results of
the theory in 2 + ǫ spatial dimensions.
1. Kubo formula
The response quantities σ′xx and θ
′ for arbitrary values of c can be expressed in terms of current-current correlations
according to 24,47
σ′xx = −
σxx
4nL2
∫
dr
〈
tr[Iαn , Q(r)][I
α
−n, Q(r)]
〉
+
σ2xx
8nL2
∫
dr
∫
dr′
〈
tr IαnQ(r)∇Q(r) tr Iα−nQ(r′)∇Q(r′)
〉
(29)
σ′xy = σxy +
σ2xx
8nL2
∫
dr
∫
dr′εjk〈tr IαnQ(r)∇jQ(r) tr Iα−nQ(r′)∇kQ(r′)〉. (30)
Here and from now onward the expectations are defined
with the respect to the theory of Eq. (3) - (6) and we
assume spherical boundary conditions.
2. Specific heat
A natural definition of the observable quantity z′ is
obtained through the derivative of the thermodynamic
potential with respect to temperature which is directly
related to the specific heat of the electron gas.24,25 Write
∂ lnΩ
∂ lnT
= πTz
∫
dr〈OF (Q)〉
= πTz′
∫
drOF (Λ) (31)
then the expression for z′ becomes
z′ = z
〈OF (Q)〉
OF (Λ) . (32)
The expression for remaining observable c′ is deter-
mined by the general condition imposed on the static
response of the system which says that the quantity
zα = z(1 − c) remains unaffected by the quantum fluc-
tuations.23,24,43,44,45 The second equation therefore reads
as follows
z′(1 − c′) = z(1− c) (33)
or z′α′ = zα. Eq. (33) has been explicitly verified
in the theory of perturbative expansions. In what fol-
lows we proceed and employ Eqs. (32) and (33) for non-
perturbative computational purposes as well. A justifi-
cation of this procedure is given in Section VF where
we embark on the various different subtleties associated
with instanton calculus.
3. β and γ functions
The expressions of the previous Sections facilitate
renormalization group studies that include not only
ordinary perturbative expansions but also the non-
perturbative effects of instantons. Since much of the
analysis is based on the theory in 2 + ǫ spatial dimen-
sions50 we shall first recapitulate some of the results of
the perturbative renormalization group in two dimen-
sions.24,25,45 Let µ′ denote the momentum scale asso-
ciated with the observable theory then the quantities
σ′xx = σxx(µ
′), z′ = z(µ′) and c′ = c(µ′) can be ex-
pressed in terms of the renormalization group β and γ
functions according to (see Ref. [42])
σ′xx = σxx +
∫ µ′
µ0
dµ
µ
βσ(σxx, c) (34)
z′ = z −
∫ µ′
µ0
dµ
µ
γz(σxx, c)z (35)
z′α′ = zα (36)
where
βσ(σxx, c) = β0(c) +
β1(c)
σxx
+O(σ−2xx ) (37)
γz(σxx, c) =
cγ0
σxx
+
cγ1(c)
σ2xx
+O(σ−3xx ). (38)
The one-loop results are known for arbitrary value of the
crossover parameter c and are given by24,45
β0(c) =
2
π
(
1 +
α
c
lnα
)
, γ0 = − 1
π
(39)
whereas the two-loop results were obtained for c = 1 and
c = 0 only. In the case of electrons with the Coulomb
7interaction (c = 1) the results are as follows24,25
β1(1) =
4
π2
[
50 +
1
6
− 3π2 + π
4
12
+
19
2
ζ(3) + 16G
−8li4
(
1
2
)
+
(
π2
2
− 44− 7ζ(3)
)
ln 2
+
(
16 +
π2
3
)
ln2 2− 1
3
ln4 2− 8li4
(
1
2
)]
≈ 0.66 (40)
γ1(1) = − 3
π2
− 1
6
≈ 0.47 (41)
where ζ(n) denotes the Riemann zeta function,
G = 0.915 . . . the Catalan constant, and lin(x) =∑∞
k=1 x
kk−n the polylogarithmic function. For free elec-
trons (c = 0) we have 51
β1(0) =
1
2π2
(42)
γ1(0) = 0. (43)
The main objective of the present paper is to extend the
results for the observable theory Eqs. (35)-(37) to include
the effect of instantons and θ renormalization.
4. RG flows in 2 + ǫ dimensions
For a general understanding of the problem it is impor-
tant to spell out the consequences of the theory in 2 + ǫ
dimension. In this case the β function is given by
dσxx
d lnµ
= −ǫσxx + βσ(σxx, c). (44)
Following Eq. (36) we can express the renormalization of
c as follows
dc
d lnµ
= βc(σxx, c) = (1 − c)γz(σxx, c). (45)
The renormalization group flow lines in the (σxx, c) plane
are sketched in Fig. 2. We see that there are two critical
fixed points describing a quantum phase transition be-
tween a metal and an insulator. Along the Coulomb line
(c = 1) the fixed point value is σ∗xx = O(ǫ
−1) and along
the Fermi liquid line (c = 0) we have σ∗xx = O(ǫ
−1/2).
The results show that the problem with finite range inter-
actions 0 < c < 1 and the Coulomb interaction problem
c = 1 belong to different universality classes.
In two spatial dimensions the metallic phases (σxx >
σ∗xx) disappear altogether indicating that all the states of
the (spin polarized or spinless) electron gas are now An-
derson localized, independent of the presence of electron-
electron interactions. This means that as far as the quan-
tum Hall effect is concerned one is generally faced with
identically the same fundamental difficulties as those pre-
viously encountered in the scaling theory of the free elec-
tron gas.49
FIG. 2: Flow diagram in the σxx, c plane. Here ǫ = 0.1, see
text
Let us see how the perturbative theory of localization
and interaction effects manages to describe an insensi-
tivity of the system to changes in the boundary condi-
tions as outlined in the previous Section. We consider
for simplicity the problem with the Coulomb interaction
problem (c = 1) in two dimensions (ǫ = 0). Since the
response parameter σ′xx is independent of the arbitrary
momentum scale µ0 that defines the “renormalized” the-
ory σxx(µ0) we immediately obtain from Eq. (34) the
general scaling result
σ′xx = σxx(µ
′) = fσ(µ
′ξ) (46)
where µ′ is related to the linear dimension L of the sys-
tem according to µ′ = L−1. The ξ obeys the differential
equation (
∂
∂ lnµ0
+ βσ
∂
∂σxx
)
ξ = 0 (47)
and can be identified with a dynamically generated cor-
relation length (localization length) of the system
ξ = µ−10 σ
−β1(1)/β
2
0
(1)
xx e
σxx/β0(1). (48)
Next, comparison of Eqs. (46) and (48) with the expres-
sion of Eq. (34) leads to the following explicit (weak cou-
pling) result for the scaling function fσ(X) with X =
(µ′ξ)β0(1)
fσ(X) ≈ lnX + β1(1)
β0(1)
ln lnX +
β21(1)
β20(1)
ln lnX
lnX
, X ≫ 1.
(49)
The statement of exponential localization can now be for-
mulated by saying that in the regime of strong coupling
the scaling function f(X) vanishes according to
fσ(X) ≈ exp
(
−X−1/β0(1)
)
= exp (−1/(µ′ξ)) , X ≪ 1.
(50)
8These naive expectations are fundamentally modified by
the θ(ν) dependence of the theory which is invisible in
perturbation theory. In anticipation of the results of
the present paper we can say that the fixed point struc-
ture of the theory in 2 + ǫ dimension (Fig. 2) is reminis-
cent of what happens in the theory in two dimensions at
θ(ν) = π. Although the physics is very different in both
cases, it is nevertheless important to keep in mind that
the renormalization is determined, to a major extend, by
the global symmetries of the problem. In particular, since
F invariance is retained along the Coulomb line c = 1
only and broken otherwise one generally expects, like the
theory in 2 + ǫ dimensions, that the problem with finite
range interactions 0 < c < 1 lies in the domain of attrac-
tion of the Fermi liquid line c = 0 whereas the Coulomb
interaction problem c = 1 describes a distinctly differ-
ent, non-Fermi liquid universality class. Armed with the
insights obtained from the perturbative renormalization
group we next embark - for the remainder of this paper
- on the problem of instantons.
III. INSTANTONS
In this Section we recapitulate the instanton analysis
for the Grassmannian non-linear σ model (Sections III A
and III B). We introduce the methodology of spatially
varying masses which essentially adapts the interaction
part of the action SF to the metric of a sphere (Sec-
tion III C). In Section III D we derive the complete ac-
tion for the small oscillator problem that will be used as
a starting point for the remainder of this paper.
A. Introduction
1. The action Sσ
On the basis of the Polyakov-Schwartz inequality46
1
8
∫
dr tr(∇Q)2 ≥ 2π|C[Q]| (51)
one can construct stable matrix field configurations (in-
stantons) for each of the discrete topological sectors la-
belled by the integer C[Q]. The classical action Sσ is
finite
Sinstσ = −2πσxx|C[Q]|+ iθC[Q]. (52)
The single instanton configuration with the topological
charge C[Q] = ±1 which is of interest to us can be repre-
sented as follows 27,46
Qinst(r) = T −10 Λinst(r)T0, Λinst(r) = Λ+ ρ(r). (53)
Here, the matrix ραβnm(r) has four non-zero matrix ele-
ments only
ρ1100 = −ρ11−1−1 = −
2λ2
|z − z0|2 + λ2 (54)
ρ110−1 = ρ¯
11
−10 =
2λ(z − z0)
|z − z0|2 + λ2
with z = x + iy. The manifold of instanton parame-
ters consists the quantity z0 denoting the position of the
instanton, the parameter λ which equals the scale size
as well as the global unitary rotation T0 which describes
the orientation in the coset space U(2N)/U(N)×U(N).
These parameters do not change the value of the classi-
cal action Sinstσ . The anti-instanton with C[Q] = −1 is
simply obtained by complex conjugation.
2. The action SF
In the presence of mass terms like the singlet interac-
tion term SF the idea of stable topologically non-trivial
field configurations becomes generally more complicated.
The minimum action requirement, for example, immedi-
ately tells us that the global matrix T0 is now restricted
to run over the subgroup U(N) × U(N) only.42 Instead
of Eq. (53) we therefore write
Qinst(r) = U
−1Λinst(r)U = Λ+ U
−1ρ(r)U (55)
with U ∈ U(N)× U(N). Next, by substituting Eq. (55)
into Eq.(5) one can split SF into a topologically trivial
piece and an instanton peace as follows
SF [Qinst] = SF [Λ] + S
inst
F (56)
where
SF [Λ] = −2πTz
∫
dr tr ηΛ (57)
and
SinstF [U ] = πTz
∫
dr
[
c
∑
αn
tr IαnU
−1ρU tr Iα−nU
−1ρU
+4 tr ηU−1ρU
]
. (58)
Similarly we can write the classical contribution to the
thermodynamic potential as the sum of two pieces
Ωclass = Ωclass0 +Ω
class
inst (59)
where Ωclass0 is the contribution of the trivial vacuum
Ωclass0 = SF [Λ] = −2πTz
∫
dr tr ηΛ (60)
and Ωinst is the instanton piece
Ωclassinst =
∫
inst
exp
(−2πσxx ± iθ + SinstF [U ]) . (61)
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FIG. 3: The instanton matrix R, see text.
The subscript “inst” indicates that the integral is over
the manifold of instanton parameters z0, λ and U .
One of the main complications next is that the action
SinstF [U ] is not finite but, rather, it diverges logarithmi-
cally in the size of the system. Although these and other
complications associated with mass terms are quite well
known, the resolution that has been proposed is formal
at best and useless for practical purposes.52 There is in
this respect a true advantage to be gained if one follows
up on the idea of spatially varying masses which has re-
cently been introduced and analyzed in great detail by
the authors.42 This methodology not only extends the
formalism developed for the massless theory in a natural
fashion, but also lends itself to a non-perturbative analy-
sis of the renormalization group β and γ functions of the
theory. Before embarking on the specific problem of the
interacting electron gas it is necessary to first recapitu-
late some of the main results obtained for the ordinary
Grassmannian manifold.42 This will be done in the Sec-
tions below where we generalize the harmonic oscillator
problem to include an arbitrary range of Matsubara fre-
quencies. The most important results are written in Sec-
tion IIID Table III which contains the complete action
of quantum fluctuations about the single instanton.
B. Quantum fluctuations
1. Preliminaries
To obtain the most general matrix field variableQ with
topological charge equal to unity we first rewrite the in-
stanton solution Λinst in Eqs. (54) and (55) as a unitary
rotation R about the trivial vacuum Λ
Λinst = R
−1ΛR. (62)
From now onward we use the following notation for an
arbitrary matrix A
Aαβmn =

Aαβn1n3 Aαβn1n2
Aαβn2n1 A
αβ
n2n4

 . (63)
Here, the ni with odd subscripts i denote the indices
for positive Matsubara frequencies. Similarly, the even
subscripts i refer to the negative Matsubara frequencies.
Hence, the indices n1 and n3 run over the set of non-
negative integers {0, 1, 2, . . .}. The indices n2 and n4 run
over the set of negative integers {−1,−2,−3, . . .}. Fully
written out the different frequency blocks of the unitary
matrix Rαβmn now become
Rαβn1n3 = δ
αβδn1n3
[
1 + (e¯1 − 1)δα1δn1,0
]
(64)
Rαβn2n4 = δ
αβδn2n4
[
1 + (e1 − 1)δα1δn2,−1
]
(65)
Rαβn1n2 = δ
αβδα1δn1,0δn2,−1 [e0] (66)
Rαβn2n1 = δ
αβδα1δn1,0δn2,−1 [−e0] = −Rαβn1n2 (67)
where the quantities e0 and e1 are defined by
e0 =
λ√
|z − z0|2 + λ2
(68)
e1 =
z − z0√
|z − z0|2 + λ2
. (69)
The structure of the matrix Rαβmn is illustrated in Fig. 3.
It is a simple matter next to generalize Eq. (62) and the
result is
Q = T −10 R−1V R T0. (70)
Here, T0 denotes a global U(2N) rotation and the matrix
V with V2 = 1 represents the small fluctuations about the
one instanton. Write
V = w + Λ
√
1− w2 (71)
with
w =
(
0 v
v† 0
)
(72)
then the matrix V can formally be written as a series
expansion in powers of the N × N complex matrices v,
v† which are taken as the independent field variables in
the problem.
2. Stereographic projection
Eq. (70) lends itself to an exact analysis of the small
oscillator problem. First we recall the results obtained
for the free electron theory,46
σxx
8
∫
dr tr(∇jQ)2 = σxx
8
∫
dr tr[∇j +Aj ,V ]2 (73)
10
where the matrix Aj contains the instanton degrees of
freedom
Aj = RT0∇jT −10 R−1 = R∇jR−1. (74)
By expanding the V in Eq. (73) to quadratic order in
the quantum fluctuations v, v† we obtain the following
results
σxx
8
∫
dr tr[∇j +Aj ,V ]2 =
=
σxx
4
∫
drµ2(r)
[
Nr∑
α=2
Nr∑
β=2
∑
n1n2
vαβn1n2O
(0)v†βαn2n1 +
Nr∑
α=2
(∑
n1n2
′′
v1αn1n2O
(0)v†α1n2n1 +
∑
n1n2
′′
vα1n1n2O
(0)v†1αn2n1
+
∑
n1
′
v1αn1,−1O
(0)v†α1−1,n1 +
∑
n2
′
vα10,n2O
(0)v†1αn2,0 +
∑
n1
vα1n1,−1O
(1)v†1α−1,n1 +
∑
n2
v1α0,n2O
(1)v†α1n2,0
)
+
∑
n1n2
′′
v11n1n2O
(0)v†11n2n1 +
∑
n1
′
v11n1,−1O
(1)v†11−1,n1 +
∑
n2
′
v110,n2O
(1)v†11n2,0 + v
11
0,−1O
(2)v†11−1,0
]
(75)
The “prime” on the summation signs are defined as fol-
lows
∑
n1
′
=
Nm−1∑
n1=1
,
∑
n2
′
=
−Nm∑
n2=−2
. (76)
The three different operators O(a) with a = 0, 1, 2 are
given as
O(a) =
(r2 + λ2)2
4λ2
[
∇j + ia
r2 + λ2
εjkrk
]2
+
a
2
. (77)
The introduction of a measure µ2(r) for the spatial inte-
gration in Eq. (75),
µ(r) =
2λ
r2 + λ2
(78)
indicates that the quantum fluctuation problem is natu-
rally defined on a sphere with radius λ. It is convenient
to employ the stereographic projection
η =
r2 − λ2
r2 + λ2
, −1 < η < 1 (79)
θ = tan−1
y
x
, 0 ≤ θ < 2π. (80)
In terms of η, θ the integration can be written as∫
drµ2(r) =
∫
dηdθ. (81)
Moreover,
e0 =
√
1− η
2
, e1 =
√
1 + η
2
eiθ (82)
TABLE I: Number of zero modes, see text.
Operator Number of fields vαβn1n2 Degeneracy
O(0) (N − 1)2 1
O(1) 2(N − 1) 2
O(2) 1 3
and the operators become
O(a) =
∂
∂η
[
(1− η2) ∂
∂η
]
+
1
1− η2
∂2
∂2θ
− ia
1− η
∂
∂θ
− a
2
4
1 + η
1− η +
a
2
(83)
with a = 0, 1, 2. Finally, using Eq.(75) we can count the
total number of fields vαβ on which each of the operators
O(a) act. The results are listed in Table I.
3. Energy spectrum
We are interested in the eigenvalue problem
O(a)Φ(a)(η, θ) = E(a)Φ(a)(η, θ) (84)
where the set of eigenfunctions Φ(a) are taken to be or-
thonormal with respect to the scalar product
(Φ¯
(a)
1 ,Φ
(a)
2 ) =
∫
dηdθ Φ¯
(a)
1 (η, θ)Φ
(a)
2 (η, θ). (85)
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The Hilbert space of square integrable eigenfunctions is
given in terms of Jacobi polynomials,
Pα,βn (η) =
(−1)n
2nn!
(1 − η)−α
(1 + η)β
dn
dηn
(1− η)n+α
(1 + η)−n−β
. (86)
Introducing the quantum number J to denote the dis-
crete energy levels
E
(0)
J = J(J + 1), J = 0, 1, . . .
E
(1)
J = (J − 1)(J + 1), J = 1, 2, . . .
E
(2)
J = (J − 1)(J + 2), J = 1, 2, . . .
(87)
then the eigenfunctions are labelled by (J,M) and can
be written as follows
Φ
(0)
J,M = C
(0)
J,Me
iMθ(1− η2)M/2PM,MJ−M (η)
C
(0)
J,M =
√
Γ(J −M + 1)Γ(J +M + 1)(2J + 1)
2M+1
√
πΓ(J + 1)
M = −J, . . . , J (88)
Φ
(1)
J,M = C
(1)
J,Me
iMθ(1− η2)M/2(1− η)1/2PM+1,MJ−M−1 (η)
C
(1)
J,M =
√
Γ(J −M)Γ(J +M + 1)
2M+1
√
πΓ(J)
M = −J, . . . , J − 1 (89)
Φ
(2)
J,M = C
(2)
J,Me
iMθ(1− η2)M/2(1− η)PM+2,MJ−M−1 (η)
C
(2)
J,M =
√
Γ(J −M)Γ(J +M + 2)(2J + 1)
2M+2
√
πΓ(J)
√
J(J + 1)
M = −J − 1, . . . , J − 1. (90)
4. Zero modes
From Eq. (87) we see that the operators O(0) has a
zero frequency mode E
(0)
J = 0 for J = 0. Similarly, we
have E
(1)
J = E
(2)
J = 0 for J = 1. The corresponding
eigenfunctions can be written as follows
O(0) =⇒ Φ(0)0,0 = 1
O(1) =⇒ Φ(1)1,−1 =
1√
2π
e¯1, Φ
(1)
1,0 =
1√
2π
e0
O(2) =⇒ Φ(2)1,−2 =
√
3
4π
e¯21, Φ
(2)
1,−1 =
√
3
2π
e0e¯1
Φ
(2)
1,0 =
√
3
4π
e20.
(91)
Here, the quantities e0 and e1 are defined in Eqs. (68)
and (69) (see also Eq. (82)). The number of the zero
modes of each O(a) is listed in Table I. The total we find
2(N2 + 2N) zero modes in the problem.
Next, it is important to show that these zero modes
precisely correspond to all the instanton degrees of free-
dom contained in the matrices R and T0 of Eq. (70). For
this purpose we write the instanton solution as follows
Qinst(ξi) = U
−1
inst(ξi)ΛUinst(ξi). (92)
Here, Uinst = R T0 and the ξi stand for the parameters
z0, λ and the generators of T0. An infinitesimal change
in the instanton parameters ξi → ξi + εi can be written
in the form of Eq. (70) as follows
Qinst(ξi + εi) = U
−1
inst(ξi)VεUinst(ξi) (93)
where to linear order in εi we can write
Vε = Λ− εi
[
Uinst∂iU
−1
inst,Λ
]
=
(
1 2εi
[
Uinst∂iU
−1
inst
]αβ
n1n2
−2εi
[
Uinst∂iU
−1
inst
]αβ
n2n1
−1
)
.
(94)
We have written ∂i = ∂/∂ξi. By comparing this expres-
sion with Eq. (70) we see that the fluctuations tangential
to the instanton manifold can be expressed in terms of
the matrix field variables v, v† according to
vαβn1n2 = 2εi
[
Uinst∂iU
−1
inst
]αβ
n1n2
(95)[
v†
]αβ
n2n1
= −2εi
[
Uinst∂iU
−1
inst
]αβ
n2n1
. (96)
To obtain explicit expressions it suffices to expand T0
about unity
T0 = 1 + i t (97)
and write
R(λ+δλ, z0+δz0) = R(λ, z0)+δλ ∂λR+δz0 ∂z0R. (98)
The expression for v now becomes
vαβn1n2 = 2i
[
RtR−1
]αβ
n1n2
+ 2δλ
[
R∂λR
−1
]αβ
n1n2
+2δz0
[
R∂z0R
−1
]αβ
n1n2
. (99)
Notice that v† is just the hermitian conjugate of v as it
should be. In Table II we present the complete list of
zero energy modes vαβn1n2 written in terms of t
αβ
mn, δλ and
δz0 as well as the eigenfunctions Φ
(a)
JM .
In these expressions tαβn1n2 and t
αβ
n2n1 denote the gener-
ators of U(2N)/U(N)× U(N). The tα1n1,0 and t1α0,n1 with
n1 6= 0 and α = 1 are the generators of a U(N)/U(N −
1)×U(1) rotation. The same holds for tα1n2,−1 and t1α−1,n2
with n2 6= −1 and α = 1. Finally, t110,0 − t11−1,−1 denotes
the U(1) generator corresponding to rotations of the O(3)
instanton in the xy plane. The number of instanton de-
grees of freedom adds up to 2(N2 + 2N) which is that
same as the number of zero modes in the problem. The
various different generators t of the instanton manifold is
illustrated in Fig. 4.
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TABLE II: Zero energy modes vαβn1n2 expressed in terms of t
αβ
mn, δλ, δz0 and Φ
(a)
JM , see text.
α β n1 n2 O
(0) O(1) O(2)
α > 1, β > 1 n1 ≥ 0, n2 ≤ −1 2itαβn1n2Φ(0)0,0
α > 1, β = 1 n1 ≥ 0, n2 = −1 2i
√
2π(tα1n1,−1Φ
(1)
1,−1 − tα1n1,0Φ(1)1,0)
n1 ≥ 0, n2 < −1 2itα1n1n2Φ(0)0,0
α = 1, β > 1 n1 > 0, n2 ≤ −1 2it1βn1n2Φ(0)0,0
n1 = 0, n2 ≤ −1 2i
√
2π(t1β0,n2Φ
(1)
1,−1 + t
1β
−1,n2Φ
(1)
1,0)
α = 1, β = 1 n1 > 0, n2 < −1 2itαβn1n2Φ(0)0,0
n1 = 0, n2 < −1 2i
√
2π(t110,n2Φ
(1)
1,−1 + t
11
−1,n2Φ
(1)
1,0)
n1 > 0, n2 = −1 2i
√
2π(t11n1,−1Φ
(1)
1,−1 − t11n1,0Φ(1)1,0)
n1 = 0, n2 = −1 4i
√
pi
3
[
t11−1,0Φ
(2)
1,−2 +
1√
2
(t11−1,−1 − t110,0 + i δλλ )Φ(2)1,−1
−(t110,−1 − δz¯0λ )Φ
(2)
1,0
]
FIG. 4: Symmetry breaking by the one instanton, see text
C. Spatially varying masses
In the previous Section we have seen that the instan-
ton problem naturally acquires the geometry of a sphere.
This clearly complicates the problem of mass terms in the
theory which are usually written in flat space. To deal
with this problem we shall modify the definition of the
singlet interaction term and introduce a spatially varying
momentum scale µ(r) as follows
z → zµ2(r), zc→ zcµ2(r) (100)
such that the action SF is now finite and can be written
as
SF [Q] → πTz
∫
drµ2(r)
(
c
∑
αn
tr IαnQ tr I
α
−nQ
+4 tr ηQ− 6 tr ηΛ
)
. (101)
As we will show below, in Sections IV and VA, the in-
troduction of a spatially varying momentum scale µ(r)
permits the development of a complete quantum the-
ory of the interacting electron gas that is defined on a
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sphere. Although the philosophy sofar proceeds along
similar lines as those employed in the ordinary Grass-
mannian model,42 it is important to keep in mind that
the presence of SF is itself affecting the ultraviolet sin-
gularity structure of the theory. This means that both
the physics and the conceptual structure of the problem
with interactions are fundamentally different from what
one is used to. Moreover, in view of the mathematical
peculiarities of the theory, in particular those associated
with the limits Nr → 0 and Nm →∞, it must be shown
explicitly that instantons are well defined at a quantum
level and that the aforementioned ultraviolet behavior of
the interacting electron gas does not depend on the spe-
cific geometry that one chooses, i.e. the introduction of
µ(r) in Eq. (101). In this respect, we shall in what follows
greatly benefit from our theory of observable parameters
since it provides the appropriate framework for a general
understanding of the theory at short distances. To study
the ultraviolet we first address the problem of quantum
fluctuations for the special case where unitary matrix T0
in Eq. (70) is equal to unity. We will come back to the
general case not until Section V where embark on the
infrared of the system, in particular the various different
steps that are needed in order to change the geometry of
the system from curved space to flat space.
D. Action for the quantum fluctuations
Keeping the remarks of the previous Section in mind
we obtain the complete action as the sum of a classical
part Sinst and a quantum part δS as follows
S = SF [Λ] + S
inst + δS (102)
where
Sinst = −2πσxx + iθ + SinstF (103)
and
δS = δS(0) + δS(1) + δS(2) + δS
(2)
linear. (104)
Here SinstF stands for the classical action of the modified
singlet interaction term, Eq. (58), with U = 1 and is
given by
SinstF = πTz
∫
drµ2(r)
(
c
∑
αn
tr Iαn ρ tr I
α
−nρ+ 4 tr ηρ
)
= 16π2Tz
( c
3
− 1
)
. (105)
Next, the results for δS in Eq. (104) are classified in
four different parts. The complete list of contributions
is presented in Table III. We use the following notations
n12 = n1 − n2 and κ2 = 8πT/σxx from now onward. We
will first briefly comment on the different parts of δS.
1. δS(0)
This term contains all the fluctuations vαβmn with replica
indices α, β > 1 that do not couple to the instanton.
δS(0) has therefore the same form as the fluctuations
about the trivial vacuum.
2. δS(1), δS(2)
The terms δS(1) and δS(2) contain all the fluctuations
vαβmn with either α = 1 or β = 1. δS
(2) only contains
the fluctuations in the first replica channel v11mn and the
remaining contributions are collected in δS(1). In both
δS(1) and δS(2) we distinguish between the “diagonal”
contributions that mainly originate from Sσ (first four
lines in Table III) and the “off-diagonal” ones originating
from SF (fifth and subsequent lines).
3. δS
(2)
linear
The contributions linear in v and v† originate from the
singlet interaction term SF and are written in the bottom
line of Table III. They can be written in terms of the
eigenfunctions Φ
(a)
JM as follows∫
dηdθ
(
e20e¯1v
11
0,−2 + e
2
0e1v
†11
−2,0
)
∝
∫
dηdθ
(
Φ¯
(1)
2,1v
11
0,−2 +Φ
(1)
2,1v
†11
−2,0
)
(106)∫
dηdθ
(
e20e¯1v
11
1,−1 + e
2
0e1v
11
−1,1
)
∝
∫
dηdθ
(
Φ¯
(1)
2,1v
11
1,−1 +Φ
(1)
2,1v
†11
−1,1
)
(107)∫
dηdθ
(
e30e¯1v
11
0,−1 + e
3
0e1v
†11
−1,0
)
∝
∫
dηdθ
(
Φ¯
(2)
2,1v
11
0,−1 +Φ
(2)
2,1v
†11
−1,0
)
. (108)
Since the Φ
(1)
2,1 and Φ
(2)
2,1 do not correspond to the zero
modes of the operators O(1) and O(2) one can eliminate
these terms by performing a simple shift in v, v†. This
leads to an insignificant contribution to the classical ac-
tion of the order O(T 2). Next,∫
dηdθ
(
e0e¯1v
11
0,−1 + e0e1v
†11
−1,0
)
∝
∫
dηdθ
(
Φ¯
(2)
1,−1v
11
0,−1 +Φ
(2)
1,−1v
†11
−1,0
)
∝ δλ
λ
. (109)
This means that the fluctuations tangential to the instan-
ton parameter λ are the only unstable fluctuations in the
problem. As will be discussed further below, these fluc-
tuations will be treated separately and we will proceed
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TABLE III: Complete list of quantum fluctuations about the one instanton, see text.
δS(0) = − σxx
4
∫
dηdθ
Nr∑
α,β=2
∑
n1···n4
δn12,n34v
αβ
n1n2
[
(O(0) + κ2zn12)δn1n3 − κ2zcδαβ
]
v†βαn4n3
δS(1) = − σxx
4
∫
dηdθ
Nr∑
α=2
{∑
n1n2
′′
v1αn1n2(O
(0) + κ2zn12)v
†α1
n2n1 +
∑
n1n2
′′
vα1n1n2(O
(0) + κ2zn12)v
†1α
n2n1
+
∑
n1
′
v1αn1,−1(O
(0) + κ2z(n1 + 1))v
†α1
−1,n1 +
∑
n2
′
vα10n2 (O
(0) − κ2zn2)v†1αn20
+
∑
n1
vα1n1,−1
(
O(1) + κ2z(n1 + 1) + κ
2zce20
(
2|e1|2 − 1
c
))
v†1α−1,n1
+
∑
n2
v1α0n2
(
O(1) − κ2zn2 + κ2zce20
(
2|e1|2 − 1
c
))
v†α1n20
}
− σxx
4
κ2zc
∫
dηdθ
Nr∑
α=2
{ ∑
n1,n2
′′
e0
[
e¯1v
1α
n1+1,n2v
†α1
n2n1 + e1v
1α
n1n2v
†α1
n2,n1+1
− e¯1vα1n1,n2−1v†1αn2n1 − e1vα1n1n2v†1αn2−1,n1
]
+
∑
n1
′
[
e0e¯1v
1α
n1+1,−1v
†α1
−1,n1 + e0e1v
1α
n1,−1v
†α1
−1,n1+1
]
−
∑
n2
′
[
e0e¯1v
α1
0,n2−1v
†1α
n2,0
+ e0e1v
α1
0,n2v
†1α
n2−1,0
]
+
∑
n2
′
[
e0e
2
1v
1α
1,n2v
†α1
n2,0
+ e0e¯
2
1v
1α
0,n2v
†α1
n2,1
]
−
∑
n1
′
[
e0e
2
1v
α1
n1,−2v
†1α
−1,n1 + e0e¯
2
1v
α1
n1,−1v
†1α
−2,n1
]}
δS(2) = − σxx
4
∫
dηdθ
{ ∑
n1···n4
′′′′
v11n1n2
(
(O(0) + κ2zn12)δn1n3δn2n4 − κ2zcδn12,n34
)
v†11n4n3
+
∑
n1
′
v11n1,−1
(
O(1) + κ2z(n1 + 1) − κ2zc+ κ2zce20
(
2|e1|2 − 1
c
))
v†11−1,n1
+
∑
n2
′
v110n2
(
O(1) − κ2zn2 − κ2zc+ κ2zce20
(
2|e1|2 − 1
c
))
v†11n20
+ v110,−1
(
O(2) + κ2z(1− c) + 2κ2zce20
(
3|e1|2 − 1
c
))
v†11−1,0
}
− σxx
4
κ2zc
∫
dηdθ
{ ∑
n1,n2
′′
[
e0e¯1v
11
n1+1,n2v
†11
n2n1 + e0e1v
11
n1n2v
†11
n2,n1+1
− e0e¯1v11n1,n2−1v†11n2n1 − e0e1v11n1n2v†11n2−1,n1
]
−
∑
n1···n3
′′′
v11n1n2
[
e¯1δn12,n3+1 − e0δn12,n3
]
v†11−1,n3 −
∑
n1···n3
′′′
v11n3,−1
[
e1δn12,n3+1 − e0δn12,n3
]
v†11n2,n1
−
∑
n2···n4
′′′
v11n3n2
[
e¯1δn32,−n4 + e0δn32,1−n4
]
v†11n4,0 −
∑
n2···n4
′′′
v110,n4
[
e1δn32,−n4 + e0δn32,1−n4
]
v†11n2n3
− e0
∑
n1
′
[
e¯21v
11
n1,−2v
†11
−1,n1 + e
2
1v
11
n1,−1v
†11
−2,n1
]
+ e0
∑
n2
′
[
e¯21v
11
1,n2v
†11
n2,0
+ e21v
11
0,n2v
†11
n2,1
]
+ 2
∑
n1
′
[
e0e¯1v
11
n1+1,−1v
†11
−1,n1 + e0e1v
11
n1,−1v
†11
−1,n1+1
]
− 2
∑
n2
′
[
e0e¯1v
11
0,n2−1v
†11
n2 ,0
+ e0e1v
11
0,n2v
†11
n2−1,0
]
− (1− 2e20)
∑
n1
′
[
v11n1,−1v
†11
−n1−1,0 + v
11
0,−n1−1v
†11
−1,n1
]
+ e0(e¯1 − e1)
∑
n1
′
[
v11n1,−1v
†11
−n1,0 − v
11
0,−n1v
†11
−1,n1
]
+ e0(e¯
2
1v
11
1,−1v
11
0,−1 + e
2
1v
†11
−1,1v
†11
−1,0 − e¯21v110,−2v110,−1 − e21v†11−2,0v†11−1,0) + e20
[
e21v
†11
−1,0v
†11
−1,0 + e¯
2
1v
11
0,−1v
11
0,−1
]}
δS
(2)
linear =
σxx
2
κ2zc
∫
dηdθ
{
e20(e¯1v
11
0,−2 + e1v
†11
−2,0 − e¯1v111,−1 − e1v†11−1,1) + e0(1− 2e20)(e¯1v110,−1 + e1v†11−1,0)
}
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by formally evaluating the quantum theory to first order
in the temperature T only.
4. Trivial vacuum
For completeness we give the expression for the quan-
tum fluctuations about the trivial vacuum. The result
can be written as follows
S0 = SF [Λ] + δS0 (110)
where
δS0 = − σxx
4
∫
dηdθ
Nr∑
α,β=1
∑
n1···n4
δn12,n34v
αβ
n1n2
×
[
(O(0) + κ2zn12)δn1n3 − κ2zcδαβ
]
v†βαn4n3 .(111)
IV. DETAILS OF COMPUTATIONS
In this Section we present the detailed computations
of the harmonic oscillator problem. In the first part we
address the thermodynamic potential which is in many
ways standard. The complications primarily arise from
the infinite sums over Matsubara frequencies which fun-
damentally alter the ultraviolet singularity structure of
the theory. We set up a systematic series expansion of the
thermodynamic potential in powers of the temperature
T . To perform the algebra we make use of the complete
set of eigenvalues and eigenfunctions obtained in the pre-
vious Section as well as certain mathematical identities
that are all listed in Appendix B. In the second part
of this Section we show (Section IVC) that the ultravi-
olet singularity structure of the small oscillator problem
is identically the same as the one computed on the basis
of the theory of observable parameters. These important
computations and results, which are briefly summarized
in Appendix C, permit one to proceed in an unambiguous
manner and develop - in the remaining part of this paper
- a non-perturbative analysis of the observable quantities
of the theory.
A. Pauli-Villars regulators
1. Introduction
Recall that after integration over the quantum fluctua-
tions one is in general left with two sources of divergences.
First, there are the ultraviolet singularities which eventu-
ally result in a renormalization of the coupling constant
or σxx. At present we wish to extend the analysis to
include the renormalization of the z and zc fields. The
ultraviolet of the theory can be dealt with in a standard
manner by employing Pauli-Villars regulator fields with
masses Mf (f = 0, 1, . . . ,K) and an alternating met-
ric ef .
46,48,53,54 We assume e0 = 1, M0 = 0 and large
massesMf ≫ 1 for f > 1. The following constraints are
imposed
K∑
f=0
efMkf = 0, 0 ≤ k < K (112)
K∑
f=1
ef lnMf = − lnM. (113)
The regularized theory is then defined as
δSreg = δS0 +
K∑
f=1
efδSf . (114)
Here, action δSf is the same as δS except that the oper-
ators O(a) are all replaced by O(a) +M2f . Our task is to
evaluate Eq. (114) to lowest orders in a series expansion
in powers of T . This expansion still formally diverges
due to the zero modes of the operators O(a). These zero
modes, however, shall be treated separately by employing
the collective coordinate formalism introduced in Ref.46.
To simplify the notation we will next present the re-
sults while omitting the alternating metric and the Pauli-
Villars masses. This can be done since in each case we
consider one easily recognizes how the metric and masses
should be included. Consider the ratio
Zinst
Z0
=
∫ D[v, v†] expS∫ D[v, v†] expS0 = exp
[
−2πσxx + iθ + SinstF
+∆Sσ +∆SF
]
. (115)
Here, the quantum corrections denoted by ∆Sσ and ∆SF
can be expressed in terms of the propagators
Ga(ω) = 1
O(a) + ω
=
∑
JM
|JM〉(a)(a)〈JM |
E
(a)
J + ω
(116)
Gca(ω) =
1
O(a) + αω
=
∑
JM
|JM〉(a)(a)〈JM |
E
(a)
J + αω
(117)
where a = 0, 1, 2. These expressions are directly analo-
gous to those that appear in flat space (see Ref. [24]). It
is important to emphasize that even at a Gaussian level
the integration over the field variables v, v† in Eq. (115)
is not simple and straight forward. The main reason is
that some of the frequency sums can be written as an
integral in the limit T → 0 and, along with that, they
absorb a factor of T . It is therefore not always obvi-
ous how the series expansion in powers of T should be
evaluated. The simplest way to proceed is to expand the
functional integrals of Eq. (115) in non-diagonal elements
which are proportional to κ2 ∼ T . By inspection one can
then convince oneself that in the replica limit Nr → 0,
the expansion in the non-diagonal terms can be truncated
beyond third order only. We shall next summarize the
various different contributions to ∆Sσ as well as ∆SF .
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2. ∆Sσ
The quantum correction ∆Sσ is obtained by expanding the non-diagonal terms of Table III up to second order.
The results in the limit T → 0, Nr → 0 and Nm →∞ can be written as follows
∆Sσ = 2 tr[lnG1(0)− lnG0(0)]− tr[lnG2(0)− lnG0(0)] + 2c
∞∫
0
dω tr[G1(ω)− G0(ω)] (118)
+ 2c2
∞∫
0
dω ω tr[e¯1Gc0(ω)e1G1(ω) + e0Gc0(ω)e0G1(ω)− Gc0(ω)G0(ω)]. (119)
In these expressions the trace is taken with respect to the
complete set of eigenfunctions of the operators O(a). To
evaluate these expressions we need the help of the iden-
tities (B.3) and (B.4) of Appendix B. After elementary
algebra we obtain
∆Sσ = 2αD
(1) −D(2) − 2c
(
H(1) lnα−H(2) − cH(3)
)
.
(120)
Here the quantities
D(r) =
∞∑
J=1
(2J+r−1) lnE(r)J −
∞∑
J=0
(2J+1) lnE
(0)
J (121)
with r = 1, 2 originate from Eq. (118). The quantities
H(i) originate from Eq. (119) and are defined by
H(1) =
∞∑
J=0
J+1∑
J1=J
J1
E
(0)
J − E(1)J1
E
(0)
J − αE(1)J1
(122)
H(2) =
∞∑
J=0
lnE
(0)
J
J+1∑
J1=J
J1
E
(0)
J − E(1)J1
E
(0)
J − αE(1)J1
(123)
H(3) =
∞∑
J=0
J+1∑
J1=J
J1
E
(1)
J1
lnE
(1)
J1
E
(0)
J − αE(1)J1
. (124)
3. ∆SF
To obtain the quantum correction ∆SF we need to
carry out the expansion in the non-diagonal terms of Ta-
ble III up to the third order. By taking the appropriate
limits as discussed earlier we find the following results
∆SF = 2κ
2z
{
tr
[
(α + c2)(G1(0)− G0(0))− α
2
(G2(0)− G0(0))
]
(125.1)
+ tr
[
α(2c|e1|2 − 1)e20 G1(0)]− (3c|e1|2 − 1)e20G2(0)− 2c2e20G1(0)
]
(125.2)
+ c3
∫ ∞
0
dω ω tr
[
e¯1Gc0(ω)e1G21 (ω) + e0Gc0(ω)e0G21(ω)− Gc0(ω)G20 (ω)
]
(125.3)
− c2
∫ ∞
0
dω ω tr
[
e¯1Gc0(ω)e1G1(ω)e20(2c|e1|2 − 1)G1(ω) + e0Gc0(ω)e0G1(ω)e20(2c|e1|2 − 1)G1(ω)
]
(125.4)
+2c2
∫ ∞
0
dω tr
[
e20G1(ω)e20G1(ω)
]
(125.5)
+5c2
∫ ∞
0
dω tr
[
e0e1G1(ω)e0e¯1G1(ω)
]
(125.6)
− c2
∫ ∞
0
dω tr
[
e0e1G0(ω)e0e¯1G0(ω)
]
(125.7)
− c2
∫ ∞
0
dω ω tr
[
e0Gc0(ω)e0G21 (ω)
]
(125.8)
−4c3
∫ ∞
0
dω ω tr
[
e0e1G1(ω)e0Gc0(ω)e¯1G1(ω)
]}
. (125.9)
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To evaluate these expressions we use the identities
(B.5)-(B.8) (see Appendix B). After some algebra we
find
∆SF = 2κ
2z2
9∑
i=1
B(i). (126)
Here, the nine contributions B(i), i = 1, . . . , 9 correspond
to the nine equations (125.1)-(125.9). The first two of
them are given by
B(1) = (α+ c2)(Y (1) − Y (0))− α
2
(Y (2) − Y (0)) (127)
B(2) =
α
2
(
2c
3
− 1
)
Y (1) +
α
2
Y (2) − c2Y (1) (128)
where we have introduced
Y (s) =
∞∑
J=1
2J + (s− 1)2
E
(r)
J
, s = 0, 1, 2. (129)
The next two terms can be written as
B(3) = c3
∞∑
J=0
J+1∑
J1=J
J1Kα(E
(0)
J , E
(1)
J1
)
− c3
∞∑
J=0
(2J + 1)Kα(E
(0)
J , E
(0)
J ) (130)
and
B(4) = −c
2
2
(
2c
3
− 1
) ∞∑
J=0
J+1∑
J1=J
J1Kα(E
(0)
J , E
(1)
J1
). (131)
The function Kα(x, y) is defined as
Kα(x, y) =
x
(x− αy)2 ln
x
αy
− 1
x− αy . (132)
Notice thatKα(x, x) = − ln(α+c)/(c2x). The next three
terms are given by
B(5) = 2c2
∞∑
J=1
[
J(6J2 − 1)
3(4J2 − 1)
1
E
(1)
J
+
J(J + 1)
3(2J + 1)
×L(E(1)J , E(1)J+1)
]
(133)
B(6) =
5c2
3
∞∑
J=1
[
J
4J2 − 1
1
E
(1)
J
+ 2
J(J + 1)
2J + 1
×L(E(1)J , E(1)J+1)
]
(134)
B(7) = −c
2
3
∞∑
J=0
(J + 1)L(E
(1)
J , E
(1)
J+1). (135)
We have introduced the function
L(x, y) =
lnx− ln y
x− y (136)
such that L(x, x) = 1/x. Finally, the last to terms are
B(8) = −c
2
2
∞∑
J=0
J+1∑
J1=J
J1Kα(E
(0)
J , E
(1)
J1
) (137)
and
B(9) =
c3
3
∞∑
J=0
(2J + 1)2 + 2
2J + 1
Fα(E
(0)
J , E
(1)
J , E
1)
J+1).
(138)
Here the function Fα(x, y, z) is defined as follows
Fα(x, y, z) =
1
y − z
[
y
x− αy ln
x
αy
− z
x− αz ln
x
αz
]
.
(139)
such that Fα(x, y, y) = Kα(x, y).
B. Regularized expressions
To obtain the regularized theory one has to include
the alternating metric ef and add the masses Mf to
the energies E
(a)
J in the expressions for D
(r), H(i), Y (s)
and B(i) respectively. We will proceed by discussing the
regularization of ∆Sσ and ∆SF separately.
1. ∆Sσ
To start let us define the function
Φ(Λ)(p) =
Λ∑
J=p
2J ln(J2 − p2). (140)
According to Eq. (114) the regularized function Φ
(Λ)
reg (p)
is
Φ(Λ)reg (p) =
K∑
f=1
ef
Λ∑
J=p
2J ln(J2 − p2 +M2f )
+
Λ∑
J=p+1
2J ln(J2 − p2). (141)
where we assume that the cut-off Λ is much larger than
Mf . In the presence of a large mass Mf we may con-
sider the logarithm to be a slowly varying function of the
discrete variable J . We may therefore approximate the
summation by means of the Euler-Maclaurin formula
Λ∑
J=p+1
g(J) =
Λ∫
p
g(x)dx +
1
2
g(x)
∣∣∣Λ
p
+
1
12
g′(x)
∣∣∣Λ
p
. (142)
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After some algebra we find that Eq. (141) can be written
as follows46
Φ(Λ)reg (p) = −2Λ(Λ + 1) lnΛ + Λ2 −
ln eΛ
3
+ 4
Λ∑
J=1
J ln J
+
1− 6p
3
lnM+ 2p2 − 2
2p∑
J=1
(J − p) ln J.(143)
The regularized expression for D(r) can now be obtained
as
D(r)reg = lim
Λ→∞
[
Φ(Λ)reg
(
1 + r
2
)
− Φ(Λ)reg
(
1
2
)]
. (144)
The final results are obtained as follows
D(1)reg = − lnM+
3
2
− 2 ln 2 (145)
D(2)reg = −2 lnM + 4− 3 ln 3− ln 2. (146)
The evaluation of H
(i)
reg is somewhat more subtle but pro-
ceeds along similar lines. The results can be written as
follows
H(1)reg = −
α
c2
[
2 lnM+ 1− ψ
(
3c− 1
c
)
− ψ
(
1
c
)]
.
(147)
The Euler digamma function ψ(z) appears
as a result of the following summation∑∞
J=0
[
(J + 1)−1 − (J + z)−1] = ψ(z) − ψ(1). Similarly
we find
H(2)reg = − lim
Λ→∞
Φ(Λ)reg
(
1
2
)
− α
c2
[
2 lnM+ 1 + 2 ln2M
+ 4γS + f
(α
c
)
+ f
(
1− α
c
)]
(148)
H(3)reg =
1
c
lim
Λ→∞
Φ(Λ)reg (1) +
1
c3
(2 lnM + 1) + α
c3
[
2 ln2M
+ 4γS + f
(
1
c
)
+ f
(
1− α
c
)
− 2c2 ln 2
1− 2α
]
. (149)
where γS ≈ −0.0728 is the Stieltjes constant and
f(z) = 2z2
∞∑
J=2
ln J
J(J2 − z2) . (150)
We finally have the following total result for the quantum
correction ∆Sσ
exp∆Sregσ =
27
8
D˜(c) exp
[
4
(
1 +
α lnα
c
)
lnM+ 1
]
(151)
where
ln D˜(c) = −2α
c
{[
ψ
(
3c− 1
c
)
+ ψ
(
1
c
)
− 1
]
lnα
− f
(
1− c
c
)
+ f
(
1
c
)
− 2 ln 2 c
2
2c− 1
}
. (152)
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FIG. 5: D˜(c) versus c, see text
Notice that according to Eq. (152) the quantity D˜(c) de-
pends on the crossover parameter c in a highly non-trivial
fashion. Some of contributions diverge at the points
ck = 1/k with k = 1, 2, 3, . . . but the final total answer
remains finite for all values of c in the interval 0 ≤ c ≤ 1
ranging from D˜(0) = e−2 to D˜(1) = 1. A plot of the
function D˜(c) with varying c is shown in Fig. 5.
2. ∆SF
Notice that in contrast to the expression for ∆Sregσ
where the numerical constants play an important role,
the expression for ∆SregF can only be determined up to
the logarithmic singularity in the Pauli-Villars mass M.
In the latter case the constant terms should actually be
considered to be of order 1/σxx which is beyond the level
of approximation as considered in this paper. Keeping
this in mind we proceed and define the following function
Y (Λ)(p) =
Λ∑
J=p
2J
J2 − p2 . (153)
According to Eq. (114) the regularized function Y
(Λ)
reg (p)
is given by
Y (Λ)reg (p) =
K∑
f=1
ef
Λ∑
J=p
2J
J2 − p2 +M2f
+
Λ∑
J=p+1
2J
J2 − p2
(154)
where as before we assume that Λ ≫ Mf . Proceeding
along similar lines as discussed earlier we now find
Y (Λ)reg (p) = 2 lnM+ 2γE −
2p∑
J=1
1
J
(155)
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where γE ≈ 0.577 is the Euler constant. The regularized
expressions for Y (s) can be written as
Y (s)reg = lim
Λ→∞
Y (Λ)reg
(
1 + s
2
)
. (156)
We finally obtain
Y (s)reg = 2 lnM+ 2γE − 1−
s+1∑
J=2
1
J
. (157)
Within the same logarithmic accuracy we can substitute
Kα(x, x) for the functions Kα(x, y) and Fα(x, y, z) in
Eqs. (130)-(133) and (138). Similarly we write L(x, x) for
L(x, y) in Eqs. (134)-(137). With the help of Eq. (157)
we then find
B(1) = 0 lnM (158)
B(2) =
(
2c(1− c)
3
− 2c2
)
lnM (159)
B(3) = 0 lnM (160)
B(4) =
(
2c
3
− 1
)
(lnα+ c) lnM (161)
B(5) =
4c2
3
lnM (162)
B(6) =
5c2
3
lnM (163)
B(7) = −c
2
3
lnM (164)
B(8) = (lnα+ c) lnM (165)
B(9) = −2c
3
(lnα+ c) lnM. (166)
The final total result for ∆SregF can now be written as
follows
∆SregF =
32
3σxx
πTzc(lnMeγE−1/2 + const). (167)
3. Regularized Zinst/Z0
We next collect the various different contributions to-
gether and obtain the following result for the instanton
contribution to the thermodynamic potential
ln
[
Zinst
Z0
]reg
= 3 ln 3− 7 ln 2− lnπ + lnD(c) + iθ (168)
− 2πσxx
[
1− 2
πσxx
(
1 +
α
c
lnα
)
lnMeγE
]
(169)
+
16π2
3
Tzc
[
1− 1
πσxx
lnMeγE−1/2
]
(170)
− 16π2Tz
[
1− c
πσxx
lnMeγE−1/2
]
. (171)
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FIG. 6: D(c) and Dγ(c) versus c, see text .
We have introduced new function D(c) which is defined
as
D(c) = 16πD˜(c) exp
[
1− 4
(
1 +
α
c
lnα
)
γE
]
. (172)
A plot of D(c) with varying c is shown in Fig. 6.
C. Observable theory in Pauli-Villars
regularization
The most important result next is that the quantum
corrections to the parameters σxx, zc, and z in Eqs. (169)-
(171) are all identically the same as those obtained from a
perturbative expansion of the observable parameters σxx,
z′c′, and z′ introduced in Section IID. In Appendix C
we give the details of the computation. Denoting the
results for σ′xx, z
′ and c′ by σxx(M), z(M) and c(M)
respectively then we have
σxx(M) = σxx
[
1− β0(c)
σxx
lnMeγE
]
(173)
z(M)c(M) = zc
[
1 +
γ0
σxx
lnMeγE−1/2
]
(174)
z(M) = z
[
1 +
cγ0
σxx
lnMeγE−1/2
]
. (175)
The results of Eqs. (168)-(171) can therefore be written
as follows
[
Zinst
Z0
]reg
=
27D(c)
128π
exp
(−2πσxx(M) + iθ + SˇinstF [ρ])
(176)
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where
SˇinstF [ρ] = πTz(M)
∫
drµ2(r)
(
c(M)
∑
αn
tr Iαn ρ tr I
α
−nρ
+4 tr ηρ
)
. (177)
Notice that the expression in the exponent is similar to
the classical action with the rotation matrix T0 put equal
to unity. The main difference is in the expressions for
σxx(M), z(M)c(M) as well as z(M) which are all pre-
cisely the radiative corrections as obtained from the ob-
servable theory.
At this stage of the analysis several remarks are in or-
der. First of all, it is important to stress that our result
for the observable theory, Eq. (173), uniquely fixes the
amplitude D(c) of the thermodynamic potential which
is left unresolved otherwise. This aspect of the problem
is going to play a significant role when extracting the
non-perturbative renormalization behavior of the theory.
In fact, we shall see later on, in Section VD2, that the
most important features of the theory, notably the val-
ues of D(c) at c = 0 and c = 1 respectively, are universal
in the sense that they are independent of the specific
regularization scheme that one uses to define the renor-
malized theory. Secondly, our results demonstrate that
the idea of spatially varying masses does not alter the
ultraviolet singularity structure of the instanton theory.
In particular, Eqs. (168)-(177) display exactly the same
logarithms as found previously in flat space and by em-
ploying dimensional regularization.24 The detailed com-
putations of Appendix C provide a deeper understand-
ing of this aspect of the problem, especially where it says
that the Pauli-Villars regularization scheme retains the
translational invariance of the electron gas.
V. TRANSFORMATION FROM CURVED
SPACE TO FLAT SPACE
A. Instanton manifold
1. Integration over zero frequency modes
We are now in a position to extend the results for the
thermodynamic potential to include the integration over
the zero modes. The complete expression for Zinst/Z0
can be written as follows46[
Zinst
Z0
]reg
→ Ainst
A0
∫ D[Qinst]∫ D[Q0]
[
Zinst[Qinst]
Z0[Q0]
]reg
. (178)
The meaning of the symbols is as follows.
[
Zinst[Qinst]
Z0[Q0]
]reg
=
27D(c)
128π
exp
{
−2πσxx(M) + iθ + z(M)
∫
dηdθ
(
c(M)∑
αn
tr IαnQinst tr I
α
−nQinst + 4 tr ηQinst
)}
exp
{
z(M) ∫ dηdθ(c(M)∑
αn
tr IαnQ0 tr I
α
−nQ0 + 4 tr ηQ0
)} .
(179)
Here, Qinst denotes the manifold of the instanton param-
eters as is illustrated in Fig. 4∫
D[Qinst] =
∫
dr0
∫
dλ
λ3
∫
D[T0]. (180)
Here, the integral over T0 can be decomposed according
to ∫
D[T0] =
∫
D[t0]
∫
D[U ] (181)
where schematically we can write∫
D[t0] =
∫
D
[
U(2N)
U(N)× U(N)
]
(182)∫
D[U ] =
∫
D
[
U(N)
U(1)× U(N − 1)
]
×
∫
D
[
U(N)
U(1)× U(N − 1)
]
×
∫
D [U(1)] . (183)
On the other hand, the Q0 are the zero modes associated
with the trivial vacuum
∫
D[Q0] =
∫
D
[
U(2N)
U(N)× U(N)
]
. (184)
The numerical factors Ainst and A0 are given by
Ainst = 〈e40〉〈|e1|4〉〈e20|e1|2〉
(〈e20〉〈|e1|2〉)2N−2
× 〈1〉(N−1)(N−1)π−N2−2N (185)
A0 = 〈1〉N
2
π−N
2
(186)
where the average 〈. . . 〉 is with respect to the surface of
a sphere
〈f〉 = σxx
1∫
−1
dη
2π∫
0
dθf(η, θ). (187)
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2. U rotation
We have already mentioned earlier that the fluctua-
tions in the Goldstone modes t0, Q0 ∈ U(2N)/U(N) ×
U(N) have an infinite action in flat space and eventually
drop out. We can therefore write the result of Eq. (178)
as follows[
Zinst
Z0
]reg
=
27
128π
∫
dr0
∫
dλ
λ3
∫
D[U ]AinstD(c)
A0
eS
′
inst.
(188)
Here,
S′inst = −2πσxx(M)± iθ + SˇinstF [U−1ρU ] (189)
with SˇF defined by Eq. (177). Next, by making use of
the identity46∫
D
[
U(k)
U(1)× U(k − 1)
]
=
πk−1
Γ(k)
(190)
we can write the result for the thermodynamic potential
in the limit Nr → 0 in a more compact fashion as follows
[
Zinst
Z0
]reg
=
N2
8π2
∫
dr0
∫
dλ
λ3
D(c)〈eS′inst〉U (191)
where the average is defined according to
〈X〉U =
∫ D[U ]X∫ D[U ] . (192)
3. Curved space versus flat space
Our final result of Eq. (191) still involves a spatially
varying momentum scale µ(r) and our task next is to
express the final answer in quantities that are defined in
flat space, rather than curved space. The first step is to
rewrite the integral
∫
dηdθ in S˜instF as an integral over flat
space following the substitution∫
dηdθ =
∫
drµ2(r) →
∫
dr. (193)
The expression for S˜instF now reads
S˜instF [U
−1ρU ] = πT
∫ ′
drz(M)
[
c(M)
∑
αn
tr IαnU
−1ρU
× tr Iα−nU−1ρU + 4 tr ηU−1ρU
]
(194)
where the “prime” on the integral sign reminds us of
the fact that the expression for S˜instF , as it now stands,
still diverges logarithmically in the sample size. What
remains, however, is to perform the next step which is
to express the Pauli-Villars masses M in terms of the
appropriate quantities that are defined in flat space. No-
tice hereto thatM actually describes a spatially varying
momentum scale µ(r)M. In Section VC below as well
as in the remainder of this paper we will embark on the
general problem of how to translate a momentum scale
in curved space into a quantity µ0 that is defined in flat
space. As an extremely important consequence of this
procedure we shall show in what follows that the final
expression for the interaction term S˜instF is finite in the
infrared. This remarkable result is the primary reason as
to why one can proceed and obtain the non-perturbative
corrections to the renormalization of the quantities z and
c.
B. Physical observables
1. Linear response
Our results for the thermodynamic potential are easily
extended to include the quantities σ′xx and θ
′ defined by
Eqs. (29) and (30). To leading order in σxx we obtain
the following result (see also Ref. [47])
σ′xx = σxx(M) +
∫
dλ
λ
D(c)
〈(
Jxx[Qinst]e
iθ + c.c.
)
× exp
(
−2πσxx(M) + S˜instF
)〉
U
(195)
θ′
2π
=
θ
2π
+
∫
dλ
λ
D(c)
〈(
Jxy[Qinst]e
iθ + c.c.
)
× exp
(
−2πσxx(M) + S˜instF
)〉
U
. (196)
Here, we have introduced the quantity Jab[Qinst] which
is given as
Jjk[Qinst] = N
2 σ
2
xx
32π2nλ2
∫
dr tr IαnUρ∇jρU−1
×
∫
dr′ tr Iα−nUρ∇kρU−1.(197)
The interaction term S˜instF in Eqs. (195) and (196) does
not contribute in the limit T → 0 and can be dropped.
By using the normalization conditions
∑
n1,α
(U−1)1α0,n1(U)
α1
n1,0 = 1 (198)
∑
n2,α
(U−1)1α−1,n2(U)
α1
n2,−1 = 1 (199)
we find the following results for the expressions bilinear
in the U
〈
(U)α1n1,0(U
−1)1β0,n3
〉
=
1
N
δn1n3δ
αβ (200)〈
(U)α1n2,−1(U
−1)1β−1,n4
〉
=
1
N
δn3n4δ
αβ . (201)
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For the quartic combinations we find〈
(U)α1n1,0(U
−1)1β0,n3(U)
γ1
n5,0
(U−1)1δ0,n7
〉
=
δαβn1n3δ
γδ
n5n7 + δ
αδ
n1n7δ
γβ
n5n3
N(1 +N)
(202)〈
(U)α1n2,−1(U
−1)1β−1,n4(U)
γ1
n6,−1
(U−1)1δ−1,n8
〉
=
δαβn2n4δ
γδ
n6n8 + δ
αδ
n2n8δ
γβ
n4n6
N(1 +N)
. (203)
We have used the shorthand notation δαβn1n3 ≡ δn1n3δαβ .
In the limit where Nr → 0 we obtain
〈Jjk[Qinst]〉U = σ
2
xx
32π2λ2
∫
dr(ρ∇jρ)11−1,0
×
∫
dr′(ρ∇kρ)110,−1
=
σ2xx
2
(δjk − iεjk) . (204)
The expressions for σ′xx and θ
′ can now be written as
follows
σ′xx = σxx(M)−
∫ ′ dλ
λ
D(c)σ2xxe−2πσxx(M) cos θ (205)
θ′
2π
=
θ
2π
−
∫ ′ dλ
λ
D(c)σ2xxe−2πσxx(M) sin θ. (206)
2. Specific heat
The simplest way of obtaining the parameters z′ and
z′c′ is by using the definitions in Section IID and expand
the instanton result in powers of S˜F [U ]. This leads to the
expression
z′ = z(M) −
∫ ′ dλ
λ
D(c)e−2πσxx(M) cos θ
× N
2
8π3λ2T tr ηΛ
〈S˜F [U ]〉U (207)
z′c′ = z(M)c(M) −
∫ ′ dλ
λ
D(c)e−2πσxx(M) cos θ
× N
2
8π3λ2T tr ηΛ
〈S˜F [U ]〉U . (208)
The expectations can be evaluated along the same lines as
was done in the previous Section. It should be mentioned,
however, that there are certain subtleties associated with
the limit T = 0 in this case and these will be addressed
in detail in Section VF. Here we just state the result
〈
S˜F [U ]
〉
U
=
2πT
N2
∫
drz(M)c(M)|ρ1100(r)| tr ηΛ. (209)
Eqs. (208) and (207) therefore greatly simplify and we
obtain
z′ = z(M) + γ0
4π
∫ ′ dλ
λ
D(c)e−2πσxx(M) cos θ
×
∫ ′ dr
λ
z(M)c(M)µ(r) (210)
z′c′ = z(M)c(M) + γ0
4π
∫ ′ dλ
λ
D(c)e−2πσxx(M) cos θ
×
∫ ′ dr
λ
z(M)c(M)µ(r). (211)
The most important feature of these results is that the
non-perturbative contributions to the observable param-
eters σ′xx, θ
′, c′ and z′ are all unambiguously expressed in
terms of the perturbative quantities σxx(M), θ(ν), c(M)
and z(M).
C. Transformation µ2(r)M→ µ0
As a last step in the development of a quantum theory
we next wish to express the Pauli-Villars masses which
carry the metric of a sphere µ2(r)M2 in terms of a mass
or momentum scale in flat space, say µ20. By changing
the momentum scale from µ(r)M to µ0 one changes the
renormalized theory according to
σxx(M)→ σxx(M)
[
1 +
β0(c)
σxx
ln
µ(r)M
µ0
]
= σxx
[
1− β0(c)
σxx
ln
µ0
µ(r)
eγE
]
= σxx(µ(r)) (212)
c(M)→ c(M)
[
1 + α
γ0
σxx
ln
µ(r)M
µ0
]
= c
[
1− α γ0
σxx
ln
µ0
µ(r)
eγE−1/2
]
= c(µ(r)) (213)
z(M)→ z(M)
[
1 + c
γ0
σxx
ln
µ(r)M
µ0
]
= z
[
1− c γ0
σxx
ln
µ0
µ(r)
eγE−1/2
]
= z(µ(r)). (214)
The introduction of spatially varying parameters
σxx(µ(r)), c(µ(r)) and z(µ(r)) means that the action
S′inst gets modified according to the prescription
S′inst → −
∫
drσxx(µ(r)) tr(∇Qinst(r))2 ± iθ + SˆF [W ]
(215)
where
SˆF [U ] = πT
∫ ′
drz(µ(r))
[
c(µ(r))
∑
αn
tr IαnU
−1ρU
× tr Iα−nU−1ρU + 4 tr ηU−1ρU
]
. (216)
Notice that in these expressions the instanton quantity ρ
depends explicitly on r and should be read as ρ = ρ(r).
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D. The quantities σxx and σ
′
xx in flat space
1. Transformation
Let us first evaluate the first spatial integral in Eq.
(215) which can be written as∫
drσxx(µ(r)) tr(∇Qinst(r))2 =
∫
drµ2(r)σxx(µ(r))
= 2πσxx(ζλ) (217)
where
σxx(ζλ) = σxx − β0(c) ln ζλµ0eγE , ζ = e2/4. (218)
We have introduced the quantity ζ that from now on-
ward denotes the different numerical factors that one in
general can associate with each of the different regular-
ization schemes that one uses. Notice that the expression
for σ′xx, Eq. (205) now becomes
σ′xx = σxx(M)−
∫ ′ dλ
λ
D(c)σ2xxe−2πσxx(ζλ) cos θ. (219)
To complete the transformation from curved space to flat
space we still have to perform similar operations on the
observable theory. Write
σ′xx(M)→ σ′xx(µ′(r))
then completely analogous to the definition of Eq. (217)
we obtain the observable parameter σ′xx in flat space ac-
cording to the prescription
σ′xx(ζλ
′) =
1
2π
∫
dr(µ′(r))2σ′xx(µ
′(r)). (220)
One can think of the quantity µ′(r) = 2λ′/(r2 + λ′2) as
being the result of a background instanton with a large
scale size λ′. The result for σ′xx and θ
′ in flat space can
now be written as follows
σ′xx(ζλ
′) = σxx(ζλ
′)−
∫ ′ d[ζλ]
ζλ
D(c)σ2xxe−2πσxx(ζλ)
× cos θ (221)
θ′(ζλ′) = θ − 2π
∫ ′ d[ζλ]
ζλ
D(c)σ2xxe−2πσxx(ζλ)
× sin θ. (222)
2. Integration over scale sizes λ
Notice that the expression for σxx(ζλ
′) has precisely
the same meaning as Eq. (218) with λ replaced by λ′.
In Table IV we compare this expression with the result
obtained in dimensional regularization. To discuss the
effect of the arbitrary factor ζ it is convenient to write
the quantity σxx(ζλ
′) as an integral over scale sizes
σxx(ζλ
′) = σ0xx −
∫ ζλ′
1/µ0eγE
d[ζλ]
ζλ
β0(c) (223)
where σ0xx = σxx(1/µ0e
γE ). We thus obtain the following
natural expression for the observable theory
σ′xx(ζλ
′) = σ0xx −
∫ ζλ′
1/µ0eγE
d[ζλ]
ζλ
[
β0(c) +D(c)σ2xxe−2πσxx(ζλ) cos θ
]
(224)
θ′(ζλ′) = θ − 2π
∫ ζλ′
1/µ0eγE
d[ζλ]
ζλ
[
0 +D(c)σ2xxe−2πσxx(ζλ) sin θ
]
. (225)
Notice that the contributions from instantons are finite
in the ultraviolet and the limit µ0 → ∞ was taken im-
plicitly in the computation of the original expressions of
Eqs. (221) and (222). By comparing Eqs. (223)-(225)
with the result of Eq. (34) obtained from the theory in
dimensional regularization one clearly sees that the in-
tegral over scale sizes λ should be interpreted in terms
of the integral over momentum scales that generally de-
fines the relation between the observable and renormal-
ized theories. Hence, we have found the natural meaning
for the instanton parameter λ. This meaning obviously
does not emerge from free energy considerations alone.
The results of this paper therefore fundamentally resolve
the infrared controversies that historically were associ-
ated with the problem of instantons and instanton gases
in scale invariant theories.55,56,57
Eqs (224) and (225) show furthermore that the factor
ζ can be absorbed in a redefinition of λ. Different values
of ζ simply amount to different values of the momen-
tum scale that one associates with the bare parameters
σ0xx and θ. These differences, however, do not affect the
expressions [. . . ] of the integrand which are therefore in-
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dependent of the specific regularization scheme that has
been used to define the renormalized theory. This aspect
of universality has recently been exploited for the purpose
of making detailed comparisons42 between the quantum
critical predictions of the free electron theory (c = 0) and
the results known from numerical experiments.
Before embarking on the renormalization of the the-
ory with interactions we shall first address the various
difficulties associated with the observable parameters z′
and z′c′. This will be done in the Sections below and we
will come back to the β and γ functions of the theory in
Section VI.
E. The quantities z, zc and z′, z′c′ in flat space
In this Section we extend the various steps of
Eqs. (217)-(220) and translate the parameters z(M) and
z′(M) as well as z(M)c(M) and z′(M)c′(M) into the
appropriate quantities that are defined in flat space. As
an important check upon the procedure we make sure
that the relation z′α′ = zα is satisfied at different stages
of the analysis. For the main part, however, the present
Section proceeds along the similar lines as those pre-
sented in the study of the ordinary Grassmannian the-
ory.42
1. Transformation
Let us first introduce the spatially varying momentum
scales µ(r) and µ′(r) according to Eqs. (213) and (214)
z′ = z(µ′(r))
+
γ0
4π
∫ ′ dλ
λ
D(c)A1e−2πσxx(ζλ
′) cos θ (226)
z′c′ = z(µ′(r))c(µ′(r))
+
γ0
4π
∫ ′ dλ
λ
D(c)A1e−2πσxx(ζλ
′) cos θ. (227)
The amplitude A1 is given as
A1 =
∫ ′
dr
µ(r)
λ
z(µ(r))c(µ(r)). (228)
By using exactly the same procedure as in Eqs. (217) and
(220) we next define the quantities in flat space z(ζλ) and
z(ζλ)c(ζλ) according to
z(ζλ) =
1
2π
∫
drµ2(r)z(µ(r)) (229)
z(ζλ)c(ζλ) =
1
2π
∫
drµ2(r)z(µ(r))c(µ(r)). (230)
From this one obtains the explicit results
z(ζλ) = z
[
1− cγ0
σxx
ln ζλµ0e
γE−1/2
]
(231)
z(ζλ)c(ζλ) = zc
[
1− γ0
σxx
ln ζλµ0e
γE−1/2
]
. (232)
In Table IV we show that these results are precisely con-
sistent with those of the theory in dimensional regular-
ization. To proceed let us first apply the transformations
to obtain the observable parameters in flat space. Com-
pletely analogous to Eq. (220) we have
z′(ζλ′) = z(ζλ′)
+
γ0
4π
∫ ′ dλ
λ
D(c)A1e−2πσxx(ζλ
′) cos θ (233)
z′c′(ζλ′) = z(ζλ′)c(ζλ′)
+
γ0
4π
∫ ′ dλ
λ
D(c)A1e−2πσxx(ζλ
′) cos θ. (234)
Here, the z(ζλ′) and z(ζλ′)c(ζλ′) are defined by Eqs
(231) and (232) with λ replaced by λ′.
The problem that clearly remains is how to express
the amplitude A1, Eq. (228), in terms of the spatially
flat quantities defined in Eqs (231) and (232).
2. Amplitude A1
To evaluate A1 further it is convenient to introduce
the quantity M1(r) according to
A1 = z(µ(0))c(µ(0))M1 (235)
M1 = −2π
∫ µ(L′ )
µ(0)
d[lnµ(r)]M1(r) (236)
M0(r) =
z(µ(r))c(µ(r))
z(µ(0))c(µ(0))
. (237)
Since the anomalous dimension γzc = γz/c is negative
the quantity M1(r) is in all respects like a spatially vary-
ing spontaneous magnetization in the classical Heisen-
berg ferromagnet. The associated momentum scale µ(r)
strongly varies from large values O(λ−1) at short dis-
tances (|r| ≪ λ) to small values O(λ/(L′)2) at very large
distances (|r| ≈ L′ ≫ λ). This means that at distances
sufficiently far from the center of the instanton the system
is effectively in the symmetric or strong coupling phase
where M1(r) vanishes. Hence we expect the amplitude
M1 to remain finite as L′ → ∞. This is in spite of the
fact that the amplitude A1 diverges at a classical level.
3. Details of computation
The expression for M1 can be written in terms of the
γzc function as follows
M1 = − 2π
∫ lnµ(L′)
lnµ(0)
d[lnµ(r)]
× exp
{
−
∫ lnµ(r)
lnµ(0)
d[lnµ]γzc
}
. (238)
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Taking the derivative with respect to lnλ we find that
M1 obeys the following differential equation(
− d
d lnλ
+ γzc
)
M1 = 2π (1 +M1(L′)) . (239)
We can safely take the limit L′ =∞ and putM1(L′) = 0
from now onward. At the same time one can solve
Eq. (239) in the weak coupling limit where λ → 0,
µ(0) → ∞ and σxx(µ(0)) → ∞. Under these circum-
stances it suffices to insert the perturbative expressions
of Eqs. (37), (38) and (45) for the γzc, βσ and βc functions
such that the quantity M1 = M1(σxx(µ(0)), c(µ(0))) is
obtained as the solution of the differential equation(
βσ
∂
∂σxx
+ βc
∂
∂c
+ γzc
)
M1 = 2π, (240)
where to leading order βσ = β0(c), βc = c(1 − c)γ0/σxx
and γzc = −γ0/σxx. The result for M1 can generally be
expanded in powers of σ−1xx (µ(0))
M1 = 2π2σxxm(1)1 (c)+m(1)0 (c)+σ−1xxm(1)−1(c)+ . . . (241)
We are interested in the leading order quantity m
(1)
1 (c)
which obeys the following differential equation(
−γ0c(1 − c) d
dc
+ (β0(c)− γ0)
)
m
(1)
1 (c) =
1
π
. (242)
The solution can be written as
m
(1)
1 (c) =
α
c
exp
[
2
c
lnα
] ∫ c
0
ds(1− s)−2−2/s. (243)
The quantity m
(1)
1 (c) varies between the Fermi liquid
value m
(1)
1 (0) and the Coulomb interaction value m
(1)
1 (1)
which are obtained as
m
(1)
1 (0) = 1, m
(1)
1 (1) = 1/3. (244)
The result for A1 becomes
A1 = −2π2z(µ(0))c(µ(0))σxx(µ(0))m(1)1 (c(µ(0))).
(245)
As a final step we wish to express σxx(µ(0)), c(µ(0)) and
z(µ(0)) in terms of the spatially flat quantities σxx(ζλ),
c(ζλ) and z(ζλ) respectively. The following relations are
obtained
σxx(µ(0)) = σxx(ζλ)
[
1 +
β0(c)
σxx(ζλ)
ln 2ζ
]
(246)
c(µ(0)) = c(ζλ)
[
1 +
αγ0
σxx(ζλ)
ln 2ζ
]
(247)
z(µ(0)) = z(ζλ)
[
1 +
cγ0
σxx(ζλ)
ln 2ζ
]
. (248)
For our purposes the correction terms O(σ−1xx ) are unim-
portant. Hence we obtain the final result for the ampli-
tude A1 which can be written as follows
A1 = −2π2z(ζλ)c(ζλ)σxx(ζλ)m(1)1 (c(ζλ)). (249)
The functionm
(1)
1 (c) is given by Eq. (243). The complete
expressions for the quantities z′ and z′c′ now become
z′(ζλ′) = z(ζλ′)
−
∫ ′ d[ζλ]
ζλ
zcDγ(c)σxxe−2πσxx cos θ(250)
z′(ζλ′)c′(ζλ′) = z(ζλ′)c(ζλ′)
−
∫ ′ d[ζλ]
ζλ
zcDγ(c)σxxe−2πσxx cos θ(251)
where
Dγ(c) = −γ0π
2
D(c)m(1)1 (c). (252)
In Fig. 6 we plot the function Dγ(c) with varying c. It
has the Fermi liquid value Dγ(0) = 1/2 and the Coulomb
interaction value Dγ(1) = 1/6.
4. Integration over scale sizes λ
As before we can write the renormalized parameters
z(ζλ′) and z(ζλ′)c(ζλ′) as an integral over scale sizes.
This leads to the more general expression for the observ-
able theory
z′(ζλ′) = z0 −
∫ ζλ′
1/µ0eγE
d[ζλ]
ζλ
zc
(
γ0
σxx
+Dγ(c)σxxe−2πσxx cos θ
)
(253)
z′(ζλ′)c′(ζλ′) = z0c0 −
∫ ζλ′
1/µ0eγE
d[ζλ]
ζλ
zc
(
γ0
σxx
+Dγ(c)σxxe−2πσxx cos θ
)
(254)
where the parameters z0 and z0c0 are defined for a fixed
microscopic length scale 1/µ0e
γE . Again we compare the
results with those obtained from the theory in dimen-
sional regularization, Eqs. (35) and (36). This compar-
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ison further demonstrates the validity of the statement
made earlier which says that the significance of the in-
stanton parameter λ is primarily found in the fundamen-
tal relation that exists between the observable and renor-
malized theories. At the same time we conclude that the
numerical factor ζ has exactly the same meaning as dis-
cussed earlier and is immaterial.
F. Thermodynamic potential
As an important general check on the consistency of
the procedure we next reconstruct the thermodynamic
potential Ω of the electron gas in the limit where T goes
to zero. It turns out that the integration over the zero
modes U ∈ U(N)× U(N) is not always as trivial as one
might expect on the basis of the previous Sections. For
example, there is an ambiguity in evaluating the expec-
tation of SF [U ] as given by Eq. (209) and the answer
depends on cut-off procedure that one uses in the sum-
mation over the In matrices in the definition of SF . To
obtain an unambiguous result we must take the limit
T = 0 in a more careful fashion. As we next shall see,
this aspect of the problem has direct consequences for
the statement of F invariance as well as the statement
made in the beginning which says that the quantity zα
is unrenormalized.
1. t0 = 1
We start from the expression for the singlet interaction
term SˆF [U ] as given by Eq. (216) which still contains
the spatially varying momentum scale µ(r). In order to
separate the spatial integrals from the global matrices U
we introduce the matrices Λˆ and 1ˆ
Λˆαβnm = δ
α1δβ1δnm[δn0 − δn,−1] (255)
1ˆ
αβ
nm = δ
α1δβ1δnm[δn0 + δn,−1]. (256)
Eq. (216) can then be written as follows
SˆF (U) = Sˆi(U) + Sˆη(U) (257)
where
Sˆi = −π
2
Tλ2
(
A1 − 5
2
A2
)∑
αn
tr IαnU
−1ΛˆUIα−nU
−1ΛˆU
+
π
2
Tλ2
(
A1 − 1
2
A2
)∑
αn
tr IαnU
−1
1ˆUIα−nU
−1
1ˆU
Sˆη = −4πTλ2A3 tr ηU−1ΛˆU. (258)
Here, the spatial integrals are all contained in the quan-
tities Ai. A1 is defined in Eq. (228) whereas Ai are given
as
A2 =
∫ ′
drµ2(r)z(µ(r))c(µ(r)) (259)
A3 =
∫ ′
dr
µ(r)
λ
z(µ(r)). (260)
0.0 0.2 0.4 0.6 0.8 1.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
 
 
m
(3
)
1
(c
)
c
FIG. 7: m(3)(c) versus c, see text.
Notice that SˆF [U ] has the same form as the classical
expression SinstF [U ] except that the amplitudes Ai are
replaced by Ainsti according to
Ainst1 = zc
∫ ′
dr
µ(r)
λ
(261)
Ainst2 = zc
∫ ′
drµ2(r) (262)
Ainst3 = z
∫ ′
dr
µ(r)
λ
. (263)
We have already mentioned earlier that the classical ex-
pression SinstF [U ], in particular the amplitudes Ainst1 and
Ainst3 , diverge logarithmically in the sample size. By fol-
lowing the same procedure as discussed in Section VE,
however, we find that the final expressions for the ampli-
tudes A2 and A3 are finite
A2 = −2πz(ζλ) (264)
A3 = −2π2z(ζλ)σxx(ζλ)m(3)1 (c(ζλ)). (265)
Here, the quantity m
(3)
1 is given by
m
(3)
1 (c) = α exp
[2
c
lnα
] c∫
0
ds
s(1 − s)2
× exp
[
−2
s
ln(1 − s)
]
. (266)
Notice that we can neglect the amplitude A2 relative
to the quantities A1 and A3 which are of order σxx(ζλ).
On the other hand, in Fig. 7 we plot of the function
m
(3)
1 (c) that defines the quantity A3. We see thatm(3)1 (c)
diverges as c tends to 0. This means that for c = 0 the
leading term in A3 is proportional to σ2xx rather than
σxx. Keeping these remarks in mind we finally obtain the
instanton contribution to the thermodynamic potential
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TABLE IV: Observable theory using different regularization schemes, see text
Pauli-Villars regularization Pauli-Villars regularization Dimensional regularization24,25
(curved space) (flat space)
σ′xx σ
′
xx(M) = σxx − β0(c) lnMeγE σ′xx(ζλ) = σxx − β0(c) ln ζλµ0eγE σ′xx(µ) = σxx − β0(c) ln µ0µ
z′ z′(M) = z
(
1− cγ0
σxx
lnMeγE− 12
)
z′(ζλ) = z
(
1− cγ0
σxx
ln ζλµ0e
γE− 12
)
z′(µ) = z
(
1− cγ0
σxx
ln µ0
µ
e−
1
2
)
z′c′ z′(M)c′(M) = zc
(
1− γ0
σxx
lnMeγE− 12
)
z′(ζλ)c′(ζλ) = zc
(
1− γ0
σxx
ln ζλµ0e
γE− 12
)
z′(µ)c′(µ) = zc
(
1− γ0
σxx
ln µ0
µ
e−
1
2
)
as follows
Ωinst =
N2
4π2
∫
dr0
∫ ′ dλ
λ3
D(c(ζλ))e−2πσxx(ζλ) cos θ
×〈eSˆi(U)+Sˆη(U)〉U . (267)
2. Expansion in T
Next, in a naive expansion of the thermodynamic po-
tential Ω in powers of the temperature T one would pro-
ceed by replacing the quantity SˆF (U) by its expecta-
tion with respect to the matrix U . In the limit where
N = NrNm → 0 this expectation is given by
〈Sˆi(U)〉U = 2πλ
2TA1
N2
tr ηΛ (268)
〈Sˆη(U)〉U = −4πλ
2TA3
N
tr ηΛ. (269)
To the lowest order in T only the quantity 〈Sˆi(U)〉U
survives in Eq. (267) whereas the term 〈Sˆη(U)〉U van-
ishes in the limit where N → 0. We have already men-
tioned, however, that the expectation of SF , in particular
Eq. (268), is complicated and cut-off dependent. These
as well as other complications disappear once it is rec-
ognized that the frequency term Sˆη(U) in the action is
actually not a perturbative quantity at all and should
generally be retained in the exponential of Ωinst. The
correct series expansion in powers of T therefore has the
following general form
Ωinst =
N2
4π2
∫
dr0
∫ ′ dλ
λ3
D(c(ζλ))e−2πσxx(ζλ) cos θ
×〈eSˆη(U)(1 + Sˆi(U) + . . . )〉U . (270)
The problem that remains is to evaluate expectations of
the type
〈X〉ǫ = 〈Xe−ǫ tr ηU
−1ΛˆU 〉U (271)
where we have written ǫ = −4πλ2TA3. For our purposes
the only expectations that we shall need are the following
results which are valid in the limit N → 0〈
(U−1ΛˆU)αβnm
〉
ǫ
=
1
N
Λαβnme
−ǫ|n| (272)
〈
(U−11ˆU)αβnm
〉
ǫ
=
1
N
1
αβ
nme
−ǫ|n|. (273)
We see that the main effect of ǫ is to exponentially sup-
press the large Matsubara frequency components. To jus-
tify Eqs. (272) and (273) we proceed as follows. Since the
averaging over positive and negative frequency blocks is
independent of one another we first introduce for brevity
the symbol Pαn = (U
−1
1ˆU)ααnn where n is limited to,
say, positive frequency indices only. Equations (272) and
(273) can then be expressed in terms of an infinite series
expansion in powers of ǫ with coefficients of the type
〈P β1m1 . . . P βkmk〉U . (274)
The lowest order coefficients we already have, in partic-
ular
〈Pαn1〉U =
1
N
, 〈Pαn1P βn3〉U =
1
N
1 + δαβn1n3
1 +N
. (275)
The second of these equations simplifies in the limit N →
0 and can be replaced by the following expression
〈Pαn1P βn3〉U =
1
N
δαβn1n3 . (276)
It is clear that the terms that have been left out are all of
higher order in Nr and therefore insignificant. Proceed-
ing along the same lines one can prove by induction that
the general expression can be written as
〈P β1m1 . . . P βkmk〉U =
1
N
δβ1...βkδm1...mk . (277)
Using this result one can re-exponentiate the series in
powers of ǫ and the result can be written as follows〈
Pαn exp
(
−ǫ
∑
β,m>0
mP βm
)〉
=
1
N
exp(−ǫ|n|). (278)
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This, then, directly leads to the result of Eqs. (272) and (273).
3. Effective action for t0
On the basis of Eqs. (272) and (273) one can write the expectation 〈Sˆi(U)〉ǫ as follows
〈Sˆi(U)〉ǫ = −π
2
Tλ2A1
∑
αn
tr
(〈
[Iαn , U
−1ΛˆU ]
〉
ǫ
〈
[Iα−n, U
−1ΛˆU ]
〉
ǫ
− 〈[Iαn , U−11ˆU ]〉ǫ 〈[Iα−n, U−11ˆU ]〉ǫ
)
. (279)
This expression is important for a variety of reasons.
First of all, a finite value of ǫ permits us to take the
frequency cut-off Nm appearing in the size of the ma-
trices [Iαn , U
−1ΛˆU ] and [Iαn , U
−1
1ˆU ] to infinity first. An
explicit computation leads to
〈Sˆi(U)〉ǫ = 2πλ
2TA1
N2
∑
αn
|n|e−ǫ|n|
=
2πλ2TA1
N2
tr
(
ηΛe−ǫηΛ
)
. (280)
This indicates that the large frequency components n &
ǫ−1 are being suppressed by the theory itself and the
results are clearly independent of the arbitrary cut-off
Nm as they should be.
Secondly, we can now proceed and extent the result of
Eq. (279) and, hence, the thermodynamic potential Ωinst
to include the zero modes t0 or q0 ∈ U(2N)/U(N) ×
U(N). Although we have seen that these zero modes
do not appear in the final answer, they can nevertheless
be used as an important check on the general statement
which says that the quantity zα is unrenormalized. No-
tice that as a general prescription for inserting the rota-
tion t0 we can use the procedure of Appendix A which
shows how to deal with the electrodynamic U(1) gauge
invariance of the theory. Replacing in Eq. (279)
U−1ΛˆU → t−10 U−1ΛˆUt0 (281)
then one should think of the matrix t0 as being a “small”
U(2n)/U(n) × U(n) rotation with n = Nrnm much
smaller than N = NrNm. Indeed, according to the
rules of F algebra one considers the different cut-offs
nm << ǫ
−1 << Nm as a general prescription that should
be followed before taking the limit to infinite frequency
space, i.e. nm << ǫ
−1 << Nm → ∞.24 Evaluating the
theory of Eq. (279) in the presence of the matrix field t0
we can write
〈Sˆi(Ut0)〉ǫ = −πλ
2TA1
2N2
Γ[t0] (282)
where
Γ[t0] =
∑
αn
tr[Iαn , t
−1
0 Λe
−ǫηΛt0][I
α
−n, t
−1
0 Λe
−ǫηΛt0].
(283)
To appreciate the subtleties that are associated with the
“finiteness” of ǫ as well as the “smallness” of the back-
ground field t0 we next analyze the result of Eq. (283) in
some detail. First, nm ≪ ǫ−1 means that we can write
[e−ǫηΛ, t−10 ] ≈ 0, [e−ǫηΛ, t0] ≈ 0. (284)
Hence,
Γ[q0] =
∑
αn
tr[Iαn , q0][e
−ǫηΛIα−ne
−ǫηΛ, q0] (285)
where q0 = t
−1
0 Λt0. Eq. (285) shows that the results
correctly display U(N) × U(N) invariance as it should
be. Next we split the matrix q0 into “small” components
q0 − Λ and “large” components Λ and write
Γ[q0] =
∑
αn
tr[Iαn ,Λ]e
−ǫηΛ[Iα−n,Λ]e
−ǫηΛ
+2
∑
αn
tr[Iαn , (q0 − Λ)]e−ǫηΛ[Iα−n,Λ]e−ǫηΛ
+
∑
α,n
tr[Iαn , (q0 − Λ)][Iα−n, (q0 − Λ)]. (286)
By using the following identity
e−ǫηΛ[Iα−n,Λ]e
−ǫηΛ = e−ǫ|n|[Iα−n,Λ] (287)
we finally obtain two equivalent expressions for the quan-
tity Γ
Γ[q0] =
∑
αn
e−ǫ|n| tr[Iαn , q0][I
α
−n, q0] (288)
Γ[q0] = 2
(∑
αn
tr Iαn q0 tr I
α
−nq0 + 4 tr η(q0 − Λ)
−2 tr ηΛe−ǫηΛ
)
. (289)
Notice that for all practical purposes we can represent
the results in terms of a reduced matrix space of size
N˜m × N˜m as follows
Γ[q0] =
∑
αn
′
tr[Iαn , q0][I
α
−n, q0] (290)
Γ[q0] = 2
(∑
αn
tr Iαn q0 tr I
α
−nq0 + 4 tr ηq0 − 6 tr ηΛ
)
.
(291)
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Here, the size N˜m of the matrices In and λ is such that
nm ≪ N˜m ≪ ǫ−1. The prime on the summation sign in
Eq. (290) denotes the restriction −N˜m < n < N˜m. In
summary we can say that the background field quantity
Γ[q0] has the familiar F invariant form.24
The result for the thermodynamic potential, Eq. (270),
in the presence of a global background field t becomes
Ωinst =
N2
4π2
∫
dr0
∫ ′ dλ
λ3
D(c(ζλ))e−2πσxx(ζλ) cos θ
× (1 + 2πλ
2TA1
N2
Γ[q0] +O(T 2)). (292)
To obtain the final total expression for the effective action
Seff[q0] we have to add the results obtained for the trivial
vacuum. Splitting the thermodynamic potential in T = 0
and T 6= 0 parts
Ω = Ω(T = 0) + Ω(T ) (293)
then in the limit where N → 0 we obtain
Ω(T ) = ln
∫
D[q0] eSeff[q0]
Seff[q0] = (L
2T )z′c′
∑
αn
′
tr[Iαn , q0][I
α
−n, q0]
+(L2T )zα (4 tr ηq0 − 6 tr ηΛ) . (294)
These expressions are all well defined with L denoting
the linear dimensions of the system. The most important
result is that quantity z′c′ is given precisely by Eq. (251)
whereas zα is unrenormalized. Notice that in the limit
where L→∞ only the classical value q0 = Λ contributes
as mentioned before. Ω(T ) therefore reduces to Seff[Λ] =
−2(L2T )z′ tr ηΛ which by itself does not determine the
renormalization of z and/or c. On the basis of Eq. (294)
we conclude, however, that the observable parameters z′
and z′α′ are correctly given by the definitions of Eqs. (32)
and (33). At the same time we have explicitly verified the
T dependent part of the effective action as presented in
Appendix A, Eq. (A.22).
VI. THE β′ AND γ′ FUNCTIONS
We next summarize the results obtained for the ob-
servable parameters and derive expressions for the renor-
malization group β′ and γ′ functions of the interacting
electron gas. The final expressions that we obtain in this
Section are amongst the most important results of the
present paper.
A. Observable and renormalized theories
Introducing an arbitrary scale size λ0 we can rewrite
Eqs. (221), (222), (250) and (251) in the following manner
σ′xx(ζλ
′) = σ′xx(ζλ0)
−
∫ ζλ′
ζλ0
d[ζλ]
ζλ
β′σ(σxx, θ, c) (295)
θ′(ζλ′) = θ′(ζλ0)
−
∫ ζλ′
ζλ0
d[ζλ]
ζλ
β′θ(σxx, θ, c) (296)
z′(ζλ′) = z′(ζλ0)
+
∫ ζλ′
ζλ0
d[ζλ]
ζλ
z′γ′z(σxx, θ, c, c
′) (297)
z′(ζλ′)c′(ζλ′) = z′(ζλ0)c
′(ζλ0)
+
∫ ζλ′
ζλ0
d[ζλ]
ζλ
z′c′γ′zc(σxx, θ, c, c
′)(298)
where
β′σ(σxx, θ, c) = −
dσ′xx
d lnλ
= β0(c) +D(c)σ2xxe−2πσxx cos θ (299)
β′θ(σxx, θ, c) = −
dθ′
d lnλ
= 2πD(c)σ2xxe−2πσxx sin θ (300)
γ′z(σxx, θ, c, c
′) =
d ln z′
d lnλ
=
(1 − c′)c
1− c
[ γ0
σxx
+ Dγ(c)σxxe−2πσxx cos θ
]
(301)
γ′zc(σxx, θ, c, c
′) =
d ln z′c′
d lnλ
=
(1 − c′)c
(1− c )c′
[ γ0
σxx
+ Dγ(c)σxxe−2πσxx cos θ
]
. (302)
The difference between the observable theory σ′xx, θ
′, c′
and z′ and the renormalized theory σxx, θ, c and z can be
expressed in terms of the renormalization group functions
as follows
βσ(σxx, c) ⇔ β′σ(σxx, θ, c) (303)
βθ = 0 ⇔ β′θ(σxx, θ, c) (304)
γz(σxx, c) ⇔ γ′z(σxx, θ, c, c′) (305)
γzc(σxx, c) ⇔ γ′zc(σxx, θ, c, c′). (306)
Our final task is to express the β′ and γ′ functions of the
observable theory in terms of the observable parameters
σ′xx, θ
′ and c′ alone, rather than the renormalized quan-
tities σxx, θ and c. To ensure that this can be done in a
legitimate fashion we proceed as follows. First of all it is
important to notice that the following general relations
hold
γz(σxx, c) = cγz(σxx, c) (307)
γ′z(σxx, θ, c, c
′) = c′γ′zc(σxx, θ, c, c
′). (308)
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This means that both quantities zα and z′α′ are unrenor-
malized as they should be. Next, we compare the renor-
malization behavior of the quantities c and c′
βc(σxx, c) = − dc
d lnλ
= (1 − c)cγzc(σxx, c) (309)
β′c(σxx, θ, c, c
′) = − dc
′
d lnλ
= (1 − c′)c′γ′zc(σxx, θ, c, c′). (310)
We see that the Fermi liquid plane c = c′ = 0 and the
Coulomb interaction plane c = c′ = 1 correspond to
zero’s of both the βc and β
′
c functions provided the γ
′
zc
is well behaved.
B. The β′ and γ′ functions
The relation between the observable and renormalized
theories can be obtained by solving the following differ-
ential equations
βσ(σxx, c)
∂σ′xx
∂σxx
+ βc(σxx, c)
∂σ′xx
∂c
= β′σ(σxx, θ, c) (311)
βσ(σxx, c)
∂θ′
∂σxx
+ βc(σxx, c)
∂θ′
∂c
= β′θ(σxx, θ, c) (312)
βσ(σxx, c)
∂c′
∂σxx
+ βc(σxx, c)
∂c′
∂c
= β′c(σxx, θ, c, c
′).
(313)
To obtain solutions that are meaningful in the entire
range 0 ≤ c ≤ 1 we must work with the two loop re-
sults for the βσ function as in Eq. (37). It is next a
matter of simple algebra to show that the results can be
expressed in terms of an infinite double series in powers of
exp(−2πσ′xx) and the trigonometric functions of θ′. The
first few terms in the series can be written as follows
β′σ(σ
′
xx, θ
′, c′) =
{
βσ(σ
′
xx, c
′) + F ′0e
−4πσ′xx
}
+
{
D(c′) (σ′xx)2 e−2πσ
′
xx
}
cos θ′ +
{
F ′2e
−4πσ′xx
}
cos 2θ′ + . . . (314)
β′θ(σ
′
xx, θ
′, c′) =
{
D(c′) (σ′xx)2 e−2πσ
′
xx
}
sin θ′ +
{
F ′2e
−4πσ′xx
}
sin 2θ′ + . . . (315)
γ′zc(σ
′
xx, θ
′, c′) =
{
γzc(σ
′
xx, c
′) +H ′0e
−4πσ′xx
}
+
{
Dγ(c′)σ′xxe−2πσ
′
xx
}
cos θ′ +
{
H ′2e
−4πσ′xx
}
cos 2θ′ + . . . (316)
where the F ′, and H ′ are rational functions in σ′xx and
to leading order are given by
F ′0 = −
(σ′xx)
4
βσ(σ′xx, c
′)
D2(c′) (317)
F ′2 =
(σ′xx)
3
2πβσ(σ′xx, c
′)
D(c′)×
×
[
D(c′) + 1
2
c′(1− c′)Dγ(c′)∂c′Dγ(c′)
]
(318)
H ′0 = −
(σ′xx)
3
βσ(σ′xx, c
′)
Dγ(c′)D(c′) (319)
H ′2 =
(σ′xx)
2
4πβσ(σ′xx, c
′)
Dγ(c′)×
× [D(c′) +Dγ(c′) + c′(1− c′)∂c′Dγ(c′)] . (320)
We see that the renormalization group β′ and γ′ functions
are formally given as a sum over all topological sectors
of the theory. This is in spite of the fact that we started
out the computation with single instanton only.
It is interesting to digress on the higher order terms
in the series that are actually beyond the scope of
the present analysis. For example, it is clear that all
the exponential terms proportional to exp(−4πσ′xx) in
Eqs. (314) - (316) generally become important when
multi instanton configurations are taken into account. In
particular, the terms with H ′0 and F
′
0 indicate that the
trivial vacuum is affected by instanton and anti instan-
ton combinations. Similarly, the terms proportional to
F ′2 and H
′
2 are recognized as the disconnected pieces that
appear in the contributions from instantons of topologi-
cal charge ±2. It is not difficult to see that a consistent
procedure for multi instantons is likely to involve the ef-
fects of merons.58
To summarize the main results of this paper we can
say that the theory of observable parameters can be ex-
pressed as follows
σ′xx(ζλ
′) = σ′xx(ζλ0)−
∫ ζλ′
ζλ0
d[ζλ]
ζλ
β′σ(σ
′
xx, θ
′, c′)
(321)
θ′(ζλ′)
2π
=
θ′(ζλ0)
2π
−
∫ ζλ′
ζλ0
d[ζλ]
ζλ
β′θ(σ
′
xx, θ
′, c′)
(322)
z′(ζλ′) = z′(ζλ0) −
∫ ζλ′
ζλ0
d[ζλ]
ζλ
z′c′γ′zc(σ
′
xx, θ
′, c′)
(323)
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z′(ζλ′)α′(ζλ′) = z′(ζλ0)α
′(ζλ0). (324)
Here, β′σ, β
′
θ and γ
′
zc are given to the appropriate order
by Eqs. (314)-(316). These final results generalize the
perturbative expressions of Eqs. (34)-(36).
VII. DISCUSSION
In this paper we have extended the perturbative the-
ory of localization and interaction effects to include the
highly non-trivial effects of the θ term. The analysis
that we have presented is an important technical as well
as conceptual advance since it directly relates to some of
the most fundamental and the long standing problems of
the interacting electron gas on the strong coupling side.
We have seen, first of all, that the appearance of mass-
less chiral edge excitations has important consequences
for the low energy dynamics of the instanton vacuum and
can be used, amongst many other things, to formulate a
Thouless-like criterion for the quantum Hall effect. Our
introduction of an effective action for the edge excita-
tions resolves the previously encountered ambiguities in
the Kubo formulae and renormalization group, in partic-
ular the general problem of boundary conditions as well
as the quantization of topological charge. The effective
action procedure for edge excitations uniquely defines the
response parameters or physical observables σ′xx and θ
′.
Moreover, by recognizing the differences between the edge
excitations and bulk excitations we have fundamentally
explained the various different aspects of symmetry in
the problem, notably particle-hole symmetry and period-
icity in σ′xy. Furthermore, the conditions for the quantum
Hall effect can now quite generally be expressed by say-
ing that σ′xx = θ
′ = 0. This means that the bulk of the
system renders insensitive to changes in the boundary
conditions. This generally happens when the bulk exci-
tations of the system generate a mass gap. These general
statements have motivated us to develop a unified micro-
scopic theory for the physical observables σ′xx and θ
′ of
the electron gas in the presence of electron-electron inter-
actions. The complete list of observable parameters in-
cludes also the parameter c′ which distinguishes between
finite range electron-electron interactions (0 < c′ < 1)
and infinite range interactions (c′ = 1), as well as the pa-
rameter z′ which controls the temperature and frequency
dependence of the electron gas. The most important
results of this work are given by Eqs. (321) -(324) ex-
pressing how the observable parameters are related to
the renormalization group β′ and γ′ functions of the the-
ory. The closed set of renormalization group functions
β′σ, β
′
θ and β
′
c that we have obtained (Eqs. (314)-(316))
controls the low energy dynamics of the electron gas at
T = 0 and zero external frequency. The principal fea-
tures of this theory are encapsulated in the three dimen-
sional renormalization group flow diagram as sketched in
FIG. 8: Renormalization group flow diagram in the parameter
space σxx, θ and c. The arrows indicate the direction toward
the infrared
Fig. 8. The regime of finite range electron-electron inter-
actions 0 < c < 1, like the theory in 2 + ǫ dimensions,
lies the domain of attraction of the Fermi liquid plane
c = 0 which is stable in the infrared. These results are
in accordance with the principle of F invariance which
states the distinctly different problems of the Coulomb
interaction c = 1 and finite range electron-electrons in-
teractions 0 ≤ c < 1 are preserved separately under the
action of the renormalization group.
A. Robust quantization of Hall conductance
We are now in a position to elaborate on the quantum
Hall effect which is represented in Fig. 8 by the infrared
fixed points located at precise values of σ′xy = k(ν) or
θ′ = 0 and σ′xx = 0. For this purpose let us consider the
renormalization group equations along the lines σ′xy ≈
k(ν) or θ′ ≈ 0. Specializing to the most interesting case
c = 1 then we can write
d lnσ′xx
d lnλ
= β˜σ(σ
′
xx)
= − 2
πσ′xx
− β1(1)
(σ′xx)
2
−D(1)σ′xxe−2πσ
′
xx (325)
d ln |θ′|
d lnλ
= β˜θ(σ
′
xx) (326)
= − 2πD(1)(σ′xx)2e−2πσ
′
xx .
These results are clearly consistent with the Thouless-
like criterion presented in Section II C which tells us that
along the lines θ′ ≈ 0 both quantities σ′xx and θ′ should
become exponentially small for large scale sizes λ. Recall
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from the discussion in Section IID 4 that the perturbative
β˜σ function usually indicates that the response parame-
ter σ′xx scales from −(2/π) ln(λ/ξ) for small values of λ
to exp(−λ/ξ) for large values of λ. Here, ξ is the dynam-
ically generated correlation length (localization length),
see Eqs. (48) and (49). From Eq. (325) we see that the
instanton contribution generally enhances the tendency
of the electron gas to localize at large distances. In Fig. 9
we sketch the overall behavior of the β˜σ function which
is given by the weak coupling result of Eq. (325) for large
values of σ′xx and the strong coupling result
β˜σ = lnσ
′
xx (327)
as σ′xx goes to zero. These results give rise to the well
known scaling scenario of localization in two spatial di-
mensions. 59 However, Eq. (326) shows that |θ′| deceases
at a much slower rate with increasing values of λ which
means that the quantum Hall regime is generally con-
fined to the regime of “bad conductors” σ′xx . 1 only.
Similar to σ′xx there seems to be something remarkably
universal about the exponential form with which |θ′| van-
ishes in the strong coupling regime. The experiments
on the quantum Hall effect,60 for example, indicate that
θ′ ∝ (σ′xx)a with some positive value for the exponent
a which is presumably equal to two. The same behav-
ior has recently been found in strong coupling studies of
closely related two dimensional models of the instanton
vacuum.61 Analogous to Eq. (327) one therefore expects
that
β˜θ = a lnσ
′
xx (328)
in the limit where σ′xx goes to zero. In Fig. 9 we com-
pare the scaling results for the Hall conductance β˜θ with
those for the longitudinal conductance β˜σ. These scaling
results indicate that the quantization phenomenon is a
(super) universal strong coupling feature of the instanton
vacuum concept, independent of the specific application
of this concept or, for that matter, independent of the
presence of electron-electron interactions.
B. Fermi liquid versus non-Fermi liquid theory
The most important features next are the quantum
critical fixed points that are located at θ = π or half-
integer values of σxy. Fig. 8 shows that the Fermi liq-
uid fixed point located at c = 0 is distinctly different
from the Coulomb interaction fixed point at c = 1. Like
the mobility edge problem in 2+ ǫ dimensions, the quan-
tum critical behavior of the transitions between adjacent
quantum Hall plateaus is very different for finite range
electron-electron interactions and the Coulomb potential,
each involving different exponent values as well as a fun-
damentally different dynamical behavior. The results of
this paper therefore completely invalidate any attempt
to explain the experimentally observed exponent values
on the basis of Fermi liquid type of ideas.10,12,13,15,16,18
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FIG. 9: Renormalization group functions β˜σ and β˜θ/a with
varying σxx and θ = 0, see text.
To understand the fundamental differences between
Fermi liquid theory and the Coulomb interaction problem
in the quantum Hall regime, a detailed understanding of
the quantum phase transition in 2+ ǫ spatial dimensions
plays an absolutely essential role. The main reason is
that the mobility edge problem in 2 + ǫ dimension is the
only place where the various different aspects of dynam-
ical scaling of the electron gas can be established and
evaluated explicitly. This includes not only the theory
of quantum transport but also fundamental aspects of
the problem that one usually does not probe in quantum
Hall experiments such as the specific heat of the electron
gas, the multi fractal singularity spectrum 62 etc. In fact,
the long standing problems associated with the theory of
electron-electron interactions have in many ways turned
out to be an outstanding laboratory for advanced meth-
ods in quantum field theory that one cannot study in any
different manner.24,25
C. Super universality
The results of this paper explain, at the same time,
why the scaling behavior of the free electron gas and the
Coulomb interaction problem in strong magnetic fields
look so similar. In spite of the fact that the underlying
theories are fundamentally different they have neverthe-
less important features in common such as asymptotic
freedom, instantons, massless edge excitations etc. Since
in both cases the topological concepts are the same it is
natural to expect that the basic phenomena are the same,
in particular the existence of robust topological quantum
numbers that explain the observability and precision of
the quantum Hall effect, as well as quantum criticality
at θ = π that generally facilitates a transition to take
place between different quantum Hall plateaus. Finally,
33
by recognizing the fact that quantum Hall physics ac-
tually reveals itself as a generic, super universal feature
of the instanton vacuum in asymptotically free field the-
ory one has essentially laid the foundation for a more
ambitious unifying theory that includes besides integral
quantum Hall regime also the scaling behavior of com-
pletely different physical phenomena such as the abelian
quantum Hall states.
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APPENDIX A: LINEAR RESPONSE VERSUS
BACKGROUND FIELD PROCEDURE
With the introduction of F algebra it has become pos-
sible to show that observable quantities σ′xx, σ
′
xy, z
′ and
c′ which are usually obtained by means of background
field procedures or momentum shell procedures are, in
fact, precisely the same as the expressions for the con-
ductances at zero temperature that one derives from ordi-
nary linear response theory in the external vector poten-
tial.23 In this Appendix we briefly repeat the argument
for the special case where the infrared of the system is
regulated by a finite size L × L. We show in particu-
lar that the linear response formulae given by Eqs. (29)
and (30) are the same expressions for σ′xx and σ
′
xy as
those appearing in the effective action for the edge modes,
Eq. (21).
1. Linear response theory
Specializing to the theory of Eqs. (3)-(5) with spheri-
cal boundary conditions on the field variables Q then the
response of the system to an external vector potential A
can generally be written in terms of an effective action
Seff[A] according to
expSeff[A] =
∫
∂V
D[Q0] exp
(
Sσ[Q0,A] + SF [Q0]
)
.
(A.1)
The vector potential A couples the free electron part of
the action Sσ only
23
Sσ[Q0,A] = − σxx
8
∫
dr tr[Dj , Q0][Dj , Q0] (A.2)
+
σxy
8
∫
dr tr εjkQ0[Dj , Q0][Dk, Q0]
with Dj standing for the covariant derivative
Dj = ∇j − i Aˆj, Aˆj =
∑
αn
Aαj (νn)I
α
n . (A.3)
Since we are interested in the global response at zero
temperature and frequency it suffices to take a spatially
independent Aα(νn) and consider a small range of values
νn = 2πTn ≈ 0 only. The response parameters σ′xx and
σ′xy are then defined by the following general form of the
effective action
Seff[A] = −L2
∑
α,n>0
n
[
σ′xxδjk + σ
′
xyεjk
]
Aj(νn)Ak(−νn).
(A.4)
By using this expression for the left hand side of Eq. (A.1)
it is easy to derive the results of Eqs. (29) and (30) for
σ′xx and σ
′
xy respectively which are the main objectives of
the present paper. These formulae are some of the most
fundamental quantities of the theory since they can gen-
erally be used for studies at finite temperature and fre-
quency rather than finite sample sizes. Moreover, they
facilitate an analysis of mesoscopic fluctuations as well
as important self-consistency checks in practical compu-
tations such as the replica limit Nr = 0 and Nm →∞.
However, the complications primarily arise if one wants
to make sure that the Finkelstein formalism preserves the
fundamental symmetries of the interacting electron gas,
in particular the electrodynamic U(1) gauge invariance as
well as F invariance which are properly defined in infinite
Matsubara frequency space only. As we shall see next,
these complications automatically arise in the attempt
to lay the bridge between linear response theory and the
effective action for the edge modes.
2. F invariance
To deal with electrodynamic gauge invariance in finite
frequency space we start out by embedding the matrix
variables Q0 of size 2NrNm × 2NrNm in a much larger
matrix space of size 2NrN
′
m × 2NrN ′m with 1 ≪ Nm ≪
N ′m. All matrix manipulations will be carried out from
now onward in the space of large matrices whereas the
unitary rotationsQ0 effectively retain their size 2NrNm×
2NrNm which we term small.
Let us next introduce the quantity ϕαn(r) = A
α(νn) ·r.
We can then express the vector potential Aˆ in terms of
the large unitary matrix ϕˆ = ϕˆ(r) according to
Aˆ = ∇ϕˆ = iW−1∇W, W = exp(−iϕˆ). (A.5)
Following the rules of F algebra23 the unitary matrix W
just stands for an electrodynamic U(1) gauge transforma-
tion in Matsubara frequency notation. The free electron
part of the action (A.2) can be expressed in terms of the
W rotation on the matrix field variable Q0 according to
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Sσ[Q0,A] = Sσ[W
−1Q0W ] = −σxx
8
∫
dr tr[∇(W−1Q0W )]2 + σxy
8
∫
dr tr εjkQ0∇j(W−1Q0W )∇k(W−1Q0W ).
(A.6)
Next we split the quantity OF (Q0) into an F invariant
part Os(Q0) and a symmetry breaking part
OF (Q0) = Os(Q0) +Oη(Q0) (A.7)
where
Os(Q0) = zc
(∑
αn
tr IαnQ0 tr I
α
−nQ0 + 4 tr ηQ0
−6 tr ηΛ
)
= zc
∑
αn
′
tr[Iαn , Q0][I
α
−n, Q0] (A.8)
Oη(Q0) = zα {4 tr ηQ0 − 6 tr ηΛ} . (A.9)
The statement of F invariance now says that Os(Q0) is
gauge invariant23
Os(Q0) = Os(W−1Q0W ). (A.10)
On the other hand, as long as one evaluates the theory
at zero temperature and finite system sizes, the response
parameters σ′xx and σ
′
xy remain unchanged if one inserts
the W rotation into the quantity Oη(Q), i.e. the replace-
ment
Oη(Q0)→ Oη(W−1Q0W ) (A.11)
does not affect the statement of Eq. (A.4) where the
σ′xx and σ
′
xy depend on the system size L. Linear re-
sponse theory at zero temperature and finite system sizes
is therefore formally the same thing as evaluating the the-
ory in the presence of a gauge field W
eS˜eff[A] =
∫
∂V
D[Q0]eSσ[W
−1Q0W ]+SF [W
−1Q0W ]. (A.12)
The main reason for introducing the two different cut-
offs 1≪ Nm ≪ N ′m in finite Matsubara frequency space
is to ensure that Eqs. (A.10), (A.11) and (A.12) display
the exact same symmetries that are known to exist in the
theory where Nm and N
′
m are being sent off to infinity.
3. Background field formalism
It is clear the the statement of Eq. (A.12) is non-trivial
only due to the fact that that we work at zero temper-
ature and with fixed boundary conditions on the ma-
trix field variable Q0. If on the other hand we were to
work with finite temperatures and infinite system sizes L
then Eq. (A.12) is merely a statement of electrodynamic
U(1) gauge invariance which is clearly very different from
Eq. (A.1).
Notice that Eq. (A.12) is not yet quite the same as
the back ground field methodology that previously has
been studied intensively for renormalization group pur-
poses. This is because the quantities Q0 and W
−1Q0W
by construction belong to different manifolds for any fi-
nite value of Nm and N
′
m. However, in order for the W
rotation in Eqs. (A.10), (A.11) and (A.12) to represent
an exact electrodynamic U(1) gauge transformation it is
imperative that the results do not fundamentally depend
on the details of how the frequency cut-offs Nm and N
′
m
go to infinity. Moreover, the statement of Eq. (A.12) ren-
ders highly non-trivial if one recognizes that the unitary
matrixW can in general be written as the product of two
distinctly different matrices t and U0
W = exp(−iϕˆ) = U0 t, U0 ∈ U(N ′)×U(N ′) (A.13)
where N ′ = NrN
′
m. Here, t is a “small” background
matrix field in the true sense of the word
t = exp
(
i
2
[ϕˆ,Λ]Λ + . . .
)
(A.14)
whereas the “large” generators of W are all collected to-
gether in the U(N ′) × U(N ′) gauge U0 which can be
written as
U0 = exp
(
i
2
{ϕˆ,Λ}Λ
)
. (A.15)
Next we consider the change of variables
U−10 Q0U0 → Q0. (A.16)
It is clear that this transformation preserves the spherical
boundary conditions and leaves the measure of the func-
tional integral unchanged. Equation (A.12) can therefore
be represented as follows
exp S˜eff[A] =
∫
∂V
D[Q] exp
(
Sσ[t
−1Q0t] + SF [t
−1Q0t]
)
(A.17)
which precisely corresponds to the background field
methodology with the “small” matrix field t given ex-
plicitly by Eq. (A.14). This, then, leads to the principle
result of this Appendix which says that Eq. (A.17) in the
limit where Nm, N
′
m → ∞ and T = 0 is identically the
same as linear response theory Eqs. (29) and (30).
Eq. (A.14) together with Eq. (A.17) can be used to
derive different or alternative expressions for the quanti-
ties σ′xx and σ
′
xy which are completely equivalent to those
given by Eqs. (29) and (30). Here we do not list these ex-
pressions but instead we simply verify the correctness of
the effective action of Eq. (A.4). Since Eq. (A.17) has the
35
same form as the effective action for the edge modes we
can immediately write down the following general result
S˜0eff[A] = −
σ′xx
8
∫
dr tr(∇q)2 + σ
′
xy
8
∫
dr tr εjkq∇jq∇kq
(A.18)
where the superscript “0” denotes the result at T = 0.
Eq. (A.18) can be obtained, as before, by expanding in
the gradients of the slowly varying matrix field q = t−1Λt.
By inserting the expression for t in Eq. (A.14) we obtain
S˜0eff[A] = −
∫
dr
∑
αn>0
n
[
σ′xxδjk + σ
′
xyεjk
]
∇jϕαn∇kϕα−n.
(A.19)
The following identities have been used
tr[Iˆαn ,Λ][Iˆ
α
−n,Λ] = −4n (A.20)
trΛ[Iˆαn , Iˆ
α
−n] = 2n. (A.21)
We see that we recover the same results as those in
Eq. (A.4).
4. The quantities z′ and c′
For completeness we next extend the results of the
background field methodology to include the terms ob-
tained by expanding to lowest order in T
eS˜eff[A] = eS˜
0
eff
[A]
(
1 + Tz′c′
∫
dr
∑
αn
′
tr[Iαn , q][I
α
−n, q]
+Tzα
∫
dr (4 tr ηq − 6 tr ηΛ)
)
. (A.22)
These results indicate that the quantity zc is renormal-
ized whereas the statement zα = z′α′ is a physical con-
straint that should in general be imposed upon the the-
ory. Eq. (A.22) has been verified in the theory of per-
turbative expansions. In Section VF of this paper we
explicitly check the validity of this statement at a non-
perturbative level. As a final remark, it should be men-
tioned that by taking q = Λ in Eq. (A.22) one immedi-
ately obtains the expression for z′, Eq. (32).
APPENDIX B: MATRIX ELEMENTS
The matrix elements of a function f(η, θ) are defined
as follows
(a)
〈
J,M |f(η, θ)|M ′ , J ′
〉
(b)
=
∫
dηdθΦ
(a)
J,M (η, θ)f(η, θ)Φ¯
(b)
J′ ,M ′
(η, θ)
where a, b = 0, 1, 2. By using the following identity for the Jacobi polynomials63
(2n+ α+ β)P (α−1,β)n (x) = (n+ α+ β)P
(α,β)
n (x)− (n+ β)P (α,β)n (x) (B.1)
and the normalization condition
1∫
−1
dx(1 − x)α(1 + x)βP (α,β)n (x)P (α,β)m (x) = δn,m2α+β+1
Γ(α+ n+ 1)Γ(β + n+ 1)
(α+ β + 2n+ 1)Γ(n+ 1)Γ(α+ β + n+ 1)
(B.2)
we find that the matrix elements for e0 and e1 are given as
(0) 〈J,M |e∗1|M − 1, J〉(1) =
1√
2
√
J +M
2J + 1
, (0) 〈J,M |e∗1|M − 1, J + 1〉(1) =
1√
2
√
J −M + 1
2J + 1
(B.3)
(0) 〈J,M |e0|M,J〉(1) = −
1√
2
√
J −M
2J + 1
, (0) 〈J,M |e0|M,J + 1〉(1) =
1√
2
√
J +M + 1
2J + 1
. (B.4)
Next for e20 we have
(1)
〈
J,M |e20|M,J − 1
〉
(1)
= −
√
(J −M − 1)(J +M)
2(2J − 1) , (1)
〈
J,M |e20|M,J
〉
(1)
=
1
2
[
1 +
2M + 1
4J2 − 1
]
(B.5)
(1)
〈
J,M |e20|M,J + 1
〉
(1)
= −
√
(J +M + 1)(J −M)
2(2J + 1)
, (2)
〈
J,M |e20|M,J
〉
(2)
=
1
2
[
M + 1
J(J + 1)
]
. (B.6)
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The matrix elements of e0e1 are as follows
(1) 〈J,M − 1|e0e1|M,J − 1〉(1) =
√
(J −M)(J −M − 1)
2(2J − 1)
(1) 〈J,M − 1|e0e1|M,J〉(1) =
√
(J −M)(J +M + 1)
4J2 − 1
(1) 〈J,M − 1|e0e1|M,J + 1〉(1) =
√
(J +M)(J +M + 1)
2(−2J − 1) (B.7)
(0) 〈J,M |e0e∗1|M − 1, J − 1〉(0) =
√
(J +M − 1)(J +M)
4(2J − 1)(2J + 1)
(0) 〈J,M + 1|e0e∗1|M,J + 1〉(0) = −
√
(J −M)(J −M + 1)
4(2J + 1)(2J + 3)
.
Finally, the following summation theorems are of interest
J−1∑
M=−J
(1)
〈
J,M |e20|e1|2|M,J
〉
(1)
=
J
3
,
J−1∑
M=−J−1
(2)
〈
J,M |e20|e1|2|M,J
〉
(2)
=
2J + 1
6
. (B.8)
APPENDIX C: PERTURBATIVE EXPANSIONS
OF OBSERVABLE THEORY USING
PAULI-VILLARS REGULARIZATION
1. Renormalization of σxx
For ordinary perturbation theory we use the expres-
sion for the matrix field variable Q as in Eqs. (70) - (72)
but with the matrices T and R put equal to the unit
matrix. Evaluating Eq. (29) to the second order in the
independent field variables v,v† we then obtain
σ′xx = σxx +
σ2xx
2n
∫
dr〈tr Iαn v(r)∇v†(r)
× tr Iα−nv(r′)∇v†(r′)〉. (C.1)
Notice that in flat space one can choose the point r′ ar-
bitrarily due to translational invariance. In curved space,
however, we must evaluate Eq. (C.1) in terms of the prop-
agators of Eqs. (116) and (117) in which case transla-
tional invariance is no longer obvious. In terms of the
energies and eigenfunctions in curved space Eq. (C.1)
reads as follows
σ′xx = σxx − 4c
∞∫
0
dω
∑
J
E
(0)
J
(E
(0)
J + ω)
2(E
(0)
J + αω)
×
J∑
M=−J
Φ
(0)
JM (η
′, θ′)Φ¯
(0)
JM (η
′, θ′)
(C.2)
where η′, θ′ denote the spherical coordinates of the point
r
′. Since the eigenfunction Φ
(0)
JM is proportional to the
Jacobi polynomial PM,MJ−M (η) which itself is proportional
to the Gegenbauer polynomial C
M+1/2
J−M (η) we can use the
well known summation theorem for Gegenbauer polyno-
mials 63 and obtain
J∑
M=−J
Φ
(0)
JM (cosφ, θ)Φ¯
(0)
JM (cosφ
′, θ)
=
2J + 1
4π
C
1/2
J (cos(φ− φ′)) . (C.3)
We recognize this identity as a projection operator state-
ment which means that Eq. (C.2) is in fact independent
of η′, θ′.
Next, introducing the Pauli-Villars masses as well as
the alternating metric, using C
1/2
J (1) = 1 and after inte-
grating over ω we obtain
σ′xx = σxx −
β0(c)
2
lim
Λ→∞
[
Λ∑
J=3/2
2J(J2 − 14 )
(J2 − 14 )2
+
K∑
f=1
eˆf
Λ∑
J=1/2
2J(J2 − 14 )
(J2 − 14 +M2f )2
]
. (C.4)
Evaluating the sums we finally have
σ′xx = σxx −
β0(c)
2
(
Y (0)reg + 1
)
= σxx
(
1− β0(c)
σxx
lnMeγE
)
. (C.5)
2. Renormalization of zc
The expression for z′c′ can be expanded in a similar
fashion. To lowest order in v, v† we can write the con-
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tributing terms as follows
z′c′ = zc
(
1− 1
tr ηΛ
∑
α,n>0
〈tr Iαn v(r) tr Iα−nv†(r)〉
)
.
(C.6)
In curved space this expression becomes
z′c′ = zc
[
1 +
2πγ0
σxx
∑
J
1
E
(0)
J
J∑
M=−J
Φ
(0)
JM (η, θ)Φ¯
(0)
JM (η, θ)
]
(C.7)
with η, θ denoting the point r. Next, using Eq. (C.3) as
well as (157) we finally obtain
z′c′ = zc
(
1 +
γ0
2σxx
Y (0)reg
)
.
= zc
(
1 +
γ0
σxx
lnMeγE−1/2
)
. (C.8)
1 H.P.Wei, D.C. Tsui, M.A.Palaanen, A.M.M.Pruisken,
Phys. Rev. Lett. 61, 1294 (1988).
2 A.M.M. Pruisken, Phys. Rev. Lett. 61, 1297 (1988).
3 S.Koch, R. J. Haug, K. vonKlitzing, and K.Ploog, Surf.
Sci. 263, 108 (1992).
4 D.G.Polyakov and B. I. Shklovskii, Phys. Rev. Lett. 73,
1150 (1994).
5 S.R.E.Yang, A.H.MacDonald, and B.Huckestein, Phys.
Rev. Lett. 74, 3229 (1995).
6 M.Furlan, Phys. Rev. B 57, 14818 (1998).
7 B.Huckestein and M.Backhaus, Phys. Rev. Lett. 82, 5100
(1999).
8 F.Hohls, U. Zeitler, and R. J.Haug, Phys. Rev. Lett. 86,
5124 (2001).
9 S.Hikami, Prog. Theor. Phys. 76, 1210 (1986).
10 J. T.Chalker and P.D.Coddington, J. Phys. C 21, 2665
(1988).
11 J. T.Chalker and C. J. Daniell, Phys. Rev. Lett. 61, 593
(1988).
12 B.Huckestein and B.Kramer, Phys. Rev. Lett. 64,
1437(1990).
13 B.Mieck, Europhys. Lett. 13, 453 (1990).
14 W.Pook and M. Janßen, Z. Phys. B 82, 295 (1991).
15 Y.Huo and R.N.Bhatt, Phys. Rev. Lett. 68, 1375 (1992).
16 T.Ando, J. Phys. Soc. Japan 61, 415 (1992).
17 B.Huckestein, B.Kramer, L. Schweitzer, Surf. Sci. 263,
125 (1992).
18 D.-H. Lee, Z.Wang and S.Kivelson, Phys. Rev. Lett. 70,
4130 (1993).
19 B.Huckestein and L. Schweitzer, Phys. Rev. Lett. 72, 713
(1994).
20 B.Huckestein, Phys. Rev. Lett. 72, 1080 (1994).
21 D.-H. Lee and Z.Wang, Phil. Mag. Lett. 73, 145 (1996).
22 F.Evers, A.Mildenberger, and A.D.Mirlin, Phys. Rev. B
64, 241303 (2001).
23 A.M.M. Pruisken, M.A.Baranov, and B. Sˇkoric´, Phys.
Rev. B 60, 16807 (1999).
24 M.A.Baranov, A.M.M. Pruisken, and B. Sˇkoric´, Phys.
Rev. B 60, 16821 (1999).
25 M.A.Baranov, I. S. Burmistrov, and A.M.M.Pruisken,
Phys. Rev. B 66, 075317 (2002).
26 H.Levine, S. Libby, and A.M.M. Pruisken, Phys. Rev.
Lett. 51, 1915 (1983).
27 A.M.M. Pruisken, M.A.Baranov, EuroPhys. Lett. 31, 543
(1995).
28 A.M.M. Pruisken, M.A.Baranov, and M.Voropaev,
arXiv: cond-mat/0206011 (unpublished).
29 A.M.M. Pruisken, M.A.Baranov, and I. S. Burmistrov,
arXiv: cond-mat/0206012 (unpublished).
30 See e.g. S. Coleman, Aspects of Symmetry (University
Press, Cambridge, 1989).
31 A.M.Polyakov, Gauge fields and Strings, (Harwood aca-
demic publishers, Shur, 1987).
32 M.R.Zirnbauer, arXiv: cond-mat/9903338 (unpublished).
33 M.R.Zirnbauer, Ann. d. Physik 3, 513 (1994).
34 J. J.M.Verbaarschot and M.R. Zirnbauer, J. Phys. A 17,
1093 (1985).
35 I. Affleck, Nucl. Phys. B 257, 397 (1985).
36 I. Affleck, Nucl. Phys. B 265, 409 (1986).
37 I. Affleck, Nucl. Phys. B 305, 582 (1988).
38 A.M.M. Pruisken, B. Sˇkoric´, and M.A.Baranov, Phys.
Rev. B 60, 16838 (1999).
39 E.Witten, Nucl. Phys. B 149, 285 (1979)
40 I. Affleck, Nucl. Phys. B 162, 461 (1980).
41 I. Affleck, Nucl. Phys. B 171, 420 (1980).
42 A.M.M. Pruisken and I. S. Burmistrov, Ann. of Phys., in
press, arXiv: cond-mat/0407776.
43 A.M. Finkel’stein, Pis’ma Zh. E´ksp. Teor. Fiz. 37, 436
(1983) [JETP Lett. 37, 517 (1983)].
44 A.M.Finkel’stein, Zh. E´ksp. Teor. Fiz. 84, 168 (1983) [Sov.
Phys. JETP 57, 97 (1983)].
45 A.M.Finkel’stein, Zh. E´ksp. Teor. Fiz. 86, 367 (1984) [Sov.
Phys. JETP 59, 212 (1984)].
46 A.M.M. Pruisken, Nucl. Phys. B 285, 719 (1987).
47 A.M.M. Pruisken, Nucl. Phys. B 290, 61 (1987).
48 G. ’t Hooft, Phys. Rev. D 14, 3432 (1976).
49 A.M.M. Pruisken, Nucl. Phys. B 235, 277 (1984), Phys.
Rev. B 32, 2636 (1985).
50 A.M.M. Pruisken, Phys. Rev. B 31, 416 (1985).
51 E.Bre´zin, S.Hikami and J. Zinn-Justin, Nucl. Phys. B 165,
528 (1980).
52 I. Affleck, Nucl. Phys. B 191, 429 (1981).
53 W.Pauli and F.Villars, Rev. Mod. Phys. 21, 434 (1949).
54 see e.g. H. Levine, S. Libby, and A.M.M.,Pruisken, Nucl.
Phys. B 240 (1984) 30; ibid 240 (1984) 49; 240 (1984) 71
and references therein.
55 B.Berg and M. Lusher, Commun. Math. Phys. 69, 57
(1979).
56 V .A.Fateev, I. V. Frolov, and A. S. Schwartz, Nucl. Phys.
B 154, 1 (1979).
57 See also R. Rajaraman, Solitons and Instantons, (Amster-
dam, North-Holland, 1982).
58 C.G.Callan, R.F. Dashen, and D. J.Gross, Phys. Rev. D
19, 1826 (1979); 17, 2717 (1978); Phys. Lett. B 66, 375
(1977).
59 E.Abrahams, P.W.Anderson, D.C. Licciardello, and
38
T.V.Ramakrishnan, Phys. Rev. Lett. 42, 673 (1979).
60 A.M.M. Pruisken, D.T. N. deLang, L.A.Ponomarenko,
A. deVisser, arXiv: cond-mat/0109043 (unpublished).
61 A.M.M. Pruisken, R. Shankar and N. Surendran, in prepa-
ration.
62 M.Voropaev, I. S. Burmistrov, and A.M.M.Pruisken in
preparation.
63 I. S.Gradshteyn and I.M.Ryzhik, Table of integrals, series,
and products, 4th ed., Academic Press (1980).
