Abstract Applying the new class of multiple weights functions and new sharp maximal functions, we obtain the pointwise estimates, strong type and weak end-point estmates for certain classes of multilinear operators and their iterated commutators with new BMO functions.
Introduction
Let T be a multilinear operator initially defined on the m− fold product of Schwarz spaces and take values into the space of tempered distributions,
We study that T is a multilinear operator and satisfies the following conditions:
( 
( 1.4) When N = 0 in Eqs. 1.2 and 1.3, such kernels are called m-linear Calderón-Zygmund kernels. since the multilinear operator T satisfying (1.1)-(1.4) has better properties than an m-linear Calderón-Zygmund operator, from [7] we know that q . In particular, it will be relevant the case
If the operator T satisfies (1.1)-(1.4), we know that multilinear pseudodifferential operator is only the special case of T ; see [1, 2, 14] .
The commutator of a linear Calderón-Zygmund operator T and a BMO function b,
was first studied by Coifman, Rochberg, and Weiss [5] who proved that , was introduced by Pérez and Torres in [12] and is defined via 
Let

. , f m ).
It was shown in [12] that T − → b satisfies the bounds (1.5) for all indices satisfying 
Moreover, weighted-L p versions of the bounds (1.5) were obtained in [8] for weights in the class A− → p (see again the definitions in the next section). The end-point estimate (1.6) does not hold for T − → f . Instead the following estimate was also obtained in [8] 
To clarify the notation, if T is associated in the usual way with a kernel K satisfying (1.1), (1.2) and (1.3), then at a formal level
Recently, Lener, etc, [8] applied the new maximal functions and multiple weights to study the weighted norm inequalities of multilinear Calderón-Zygmund operators and their commutators with BMO functions. Futhermore, Përe, etc, [11] gave end-point estimates for iterated commutators of multilinear singular integrals. Very recently, Tang [13] obtained that weighted L p inequalities for pseudo-differential operators with smooth symbols and their commutators by using a class of new weight functions. In addition, Bongioanni, etc, [3] proved L p (R n )(1 < p < ∞) boundedness for commutators of Riesz transforms associated with Schrödinger operator with BMO θ (ρ) functions which include the class BMO function, and they [4] established the weighted boundedness for some Schrödinger type operators with weight A ρ,θ p class which includes the weight class in [13] .
Inspired by the works above, in this paper we focus on the weighted boundedness of certain classes of multilinear operators for the new class of multiple weights and their iterated commutators with the new BMO functions.
The article is organized as follows. Section 2 contains some basic definitions and facts concerning on a new class of multiple weights, new sharp maximal functions, and Orlicz spaces needed throughout the rest of this work. In Section 3, we give the pointwise and strong(weak)-type estimates for maximal operators and multilinear operators. Finally, we give the pointwise and strong(weak)-type estimates for multilinear iterated commutators in Section 4.
Remark During preparing this paper, we learned that Bui [2] obtained the weighted boundedness of the operators T satisfying (1.1)-(1.4) and commutators generated by T satisfying (1.1)-(1.4) and the new BMO function in the multiple weights setting (see Corollaries 3.2 and 4.2). It should be pointed out that, in this paper, we not only give these results by using a different way posed in [13] (see also [9, 10] ), but also we give some new results such as the end-point estimates for commutators.
Some Preliminaries and Notations
We first recall some notations. Q(x, r) denotes the cube centered at x with the sidelength r and λQ(x, r) = Q(x, λr). Given a Lebesgue measurable set E, |E| will denote the Lebesgue measure of E. For m exponents p 1 , . . ., p m , we will often write p for the number given by
. For any number r > 0, r − → p is defined by r − → p = (rp 1 , . . . , rp m ). In this paper, we write ϕ(Q) = (1 + r), where r is the sidelength of Q and θ > 0.
The New Class of Weights
In this section, we recall the definition of the new class of weights introduced by [4] .
For 1 ≤ p < ∞ and θ ≥ 0, the weight ω (ω is a nonnegative and locally integrable function) is said to be in the class A θ p if there holds
for all cube Q(x, r). In particular case when p = 1, is understood
Then we denote
We remark that A 0 p coincides with the Muckenhoupt's class of weights A p in [6] for all 1 ≤ p < ∞. However, in general, the class A ∞ p is strictly larger than the class A p for all 1 ≤ p < ∞. The following properties hold for the new classes A ∞ p , see proposition 5 in [4] .
Proposition 2.1 ([4]). The following statements hold:
p with p ≥ 1, then there exist positive numbers δ, l and C so that for all cubes Q, 
In particular, Let f = χ E for any measurable set E ⊂ Q,
coincides with the class of multiple weights A− → p introduced by [8] . The following result gives a characterization of the class A ∞ − → p . 
Proposition 2.3 ([2]
The class A ∞ − → p is not increasing which means that for − → p = (p 1 , . . . , p m ) and − → q = (q 1 , . . . , q m ) with p j ≤ q j , j = 1, . . . , m, the following may not be true A ∞ − → p ⊂ A ∞ − → q . However, we have the following result.
Proposition 2.4 ([2]). Let
1 ≤ p 1 , . . . , p m < ∞ and − → ω = (ω 1 , . . . , ω m ) ∈ A ∞ − → p . Then, (i) For any r ≥ 1, − → ω ∈ A ∞ r − → p ; (ii) If 1 < p 1 , . . . , p m < ∞, then there exists r > 1 so that − → ω ∈ A ∞ − → p/r .
New BMO Function Spaces BMO ∞
In this section, we will recall the definition and some basic properties of the new BMO function spaces. According to [3] , the new BMO space BMO θ with θ ≥ 0 is defined as a set of all locally integrable function b satisfying
where Q = Q(x, r) and
by the infimum of the constants satisfying (2.2). Clearly
The following result can be considered to be a variant of John-Nirenberg inequality for the spaces BMO ∞ .
Proposition 2.5 ([4]). Let
(ii)
Proposition 2. 6 ([14] ). Suppose that f is in BMO θ , there exist positive constants γ and C such that
Orlicz Norms
For (t) = t (1 + log + t) and a cube Q in R n we will consider the average f ,Q of a function f given by the Luxemburg norm
We will need the several basic estimates from the theory of Orlicz spaces. For more details about these spaces the reader may consult the book [15] or [16] , we first recall that f ,Q > 1 if and only if
Next, we note that the generalized Hölder inequality in Orlicz spaces together with the John-Nirenberg inequality implies that
By proposition 2.6 and the generalized Hölder inequalitiy in Orlicz spaces, we get
We will employ several times the following simple Kolmogorov inequality. Let 0 < p < q < ∞, then there is a constant C = C p,q such that for any measurable function f , we have
Maximal Functions and Sharp Maximal Functions
We now define a maximal operator M ϕ,η for 0 < η < ∞ by
Proposition 2.7 ([13]). Let
Let 0 < η < ∞. As in [13] , we define the dyadic maximal operator M ϕ,η by
And the dyadic sharp maximal operator M , ϕ,η is defined by
Proposition 2.8 ([13]). Let
We define a variant of dyadic maximal operator and dyadic sharp maximal operator as follows
Proposition 2.9 ([13]).Let
1 < p < ∞, ω ∈ A ∞ ∞ , 0 < η < ∞ and δ > 0. Let ψ : (0, ∞) → (0, ∞) be doubling, that is, ψ(2a) ≤ ψ(a) for a > 0. Then, there exists a constant C depending upon the A ∞ ∞ condition of ω and doubling condition of ψ such that sup λ>0 ψ(λ)ω({y ∈ R n : M δ,ϕ,η f (y) > λ}) ≤ C sup λ>0 ψ(λ)ω({y ∈ R n : M , δ,ϕ,η f (y) > λ}), M L(LogL),ϕ,η f (x) = sup x∈Q 1 ϕ(Q) η f L(LogL),Q . Given − → f = (f 1 , . . . , f m ), we define the maximal operators M ϕ,η and M L(LogL),ϕ,η by M ϕ,η ( − → f )(x) = sup x∈Q m j =1 1 ϕ(Q) η f j Q and M L(LogL),ϕ,η ( − → f )(x) = sup x∈Q m j =1 1 ϕ(Q) η f j L(LogL),Q .
Estimates for Multilinear Operators Theorem 3.1 Let T is a multilinear operator satisfying (1.1)-(1.4) and let
Proof We fix x ∈ R n and Let x ∈ Q = Q(x 0 , r)(dyadic cube). To prove (3.1), we consider two cases about r.
where each term in contains at least one α j = 0.
By Kolmogorov inequality, we have
, for any z ∈ Q, we will show the following estimate:
Consider first the case when
We are now to consider
Case 2. When r ≥ 1, since 0 < δ < 1 m < 1, and η > 0, by Kolmogorov' s inequality and
Next we consider the case α j 1 = α j 2 = · · · = α j l = 0 for some {j 1 , · · · , j l } ⊂ {1, · · ·, m}, where 1 ≤ l < m and take N = mη + 1, then
The proof is complete. 
holds for any − → f if and only if
The proof of Theorem 3.2 is almost the same as the proof of Theorem 3.3 in [8] , so we omit the details here.
there exists some η 0 > 0 depending on p, m, p j and the condition of
pm . By proposition 2.1(iii), there exist t j > 1, l > 0 and c > 0 such that for all 1 ≤ t ≤ t j and for any cube Q,
where r is the length of the cube Q. Let ξ = min 1≤j ≤m r j and q = max 1≤j ≤m pm
, and note that qp j > 1 for any j . By Hölder's inequality, we obtain that
. By the definition of q, γ j > 1 for any j , and using Hölder's inequality, we get
Note that for any j ,
Thus, by (3.2) we obtain that
Using (3.4) and (3.5) and
Combing this inequality with (3.3), Proposition2.2 (iii) and
, we obtain
Therefore, we have
By Hölder's inequality and Proposition 2.7, the theorem is proved. ∞ ∞ , η > 0 and p > 0. There exists C > 0 depending on the A ∞ ∞ constant of ω so that the inequalities
Corollary 3.1 Let T be a multilinear operator satisfying (1.1)-(1.4). Suppose ω ∈ A
hold for all bounded functions − → f with compact support.
Proof It is enough to prove (3.6) when the right-hand side is finite (or there is nothing to prove). Applying Proposition 2.8 and Theorem 3.1, we have
Using similar arguments, we can obtain the weak-type estimate (3.7). The proof is complete.
Applying Proposition 2.3, Theorem 3.2, Theorem 3.3 and Corollary 3.1 above we get the following estimates, which has been proved by Bui in [2] .
Corollary 3.2 Suppose T is a multilinear operator satisfying (1.1)-(1.4), − → w ∈ A ∞ − → p and
(ii) If 1 ≤ p j < ∞, j = 1, · · ·, m, and at least one of p j = 1, then
Estimates for Multilinear Commutators
We first give a pointwise estimate using sharp maximal functions. To state the pointwise result we need to induce some additional for m-linear commutators involving j BMO θ functions with j ≤ m. As in [11] , for positive integers m and j with 1 ≤ j ≤ m, we denote by C m j the family of all finite subsets σ = {σ ( ). Similarly to (1.6), we define for a multilinear operator T , σ ∈ C m j , and
, the iterated commutator
That is, formally when σ = {j }. The pointwise estimate that will serve our purposes is the following.
Proposition 4.1 Let T − → b be a multilinear commutator with
− → b ∈ BMO m − → θ ( − → θ = (θ 1 , · · · ,
θ m ) and T is a multilinear operator satisfying (1.1)-(1.4). Let
0 < δ < ε < 1/m and η ≥ (θ 1 + · · · + θ m )/(1/δ − 1/ε). Then M , δ,ϕ,η T − → b ( − → f ) (x) ≤ C m j =1 b j BMO θ j M L(logL),ϕ,η ( − → f )(x) + M ε,ϕ,η T ( − → f ) (x) +C m−1 j =1 σ ∈C m j j i=1 b σ (i) BMO σ (i) M ε (T − → b σ ( − → f ))(x) (4.1) for all m-tuples − → f = (f 1 , · · ·, f m ) of
bounded measurable functions with compact support.
Proof We only prove the case m = 2 and θ 1 = θ 2 = θ for simplicity. In the general case, there is no different computations but only more complicated. Fix then b 1 , b 2 ∈ BMO θ and for any constants λ 1 and λ 2 ,
If we fix x ∈ R n , a dyadic cube Q x and any constants c 1 , c 2 , c 3 , then since 0 < δ < 1 2 , we can estimate (4.1) in two cases.
Case 1: r ≤ 1. We have
By selecting appropriate constants we estimate each term separately. Let Q * = 3Q and λ j = (b j ) Q * be the average of b j on Q * , j = 1, 2. For any 1 < q 1 , q 2 , q 3 < ∞ with 1 =
. And choosing δ sufficiently small so that δq i < 1, i = 1, 2 and q 3 < ε/δ. By Proposition 2.5 and Hölder's inequalities, we have
Since II and III are symmetric, we only estimate II. we split each f i as
and using Hölder's inequality, note that r ≤ 1, we then obtain 
Since I I 2 and I I 3 are symmetric, we only estimate the first one. By Proposition 2.5, we have
When taking N = θ + 2η, we get
For I I 4 , using Proposition 2.5 and (4.2) and taking N = 2η + θ , we have
We now estimate I V .
where
The estimate of I V 1 is similar to I I 1 , we obtain
Since I V 2 and I V 3 are symmetric, we only study the first one.
where taking N = 2(η + θ).
Finally, in the similar way we estimate I V 4 and obtain
Case 2: r ≥ 1. Let 0 < δ < ε < 1. Denote Q * = 3Q and Let λ j = (b j ) Q * be the average of b j on Q * , j = 1, 2. For any 1 < q 1 , q 2 , q 3 < ∞ with
By Hölder's inequality, choosing η so that η(
By Hölder's inequality and Proposition 2.5, we have
Choosing η so that η( 1 δ − 2) − 2θ > 0, we now estimate I I 1 .
Since I I 2 and I I 3 are symmetric, we only estimate I I 2 . By Proposition 2.5, (4.2) and Hölder's inequality, we have
We need to take N = θ + 2η + 1 and choose η so that η/δ − θ > 0, then we obtain
For the last term I I 4 , taking N = θ + 2η + 1 and η which satisfies η/δ − θ > 0, we have
We now estimate I V . As before, we first split any function
The estimate of I V 1 is similar to I I 1 . Taking η so that η(
Since I V 2 and I V 3 are symmetric, we only estimate I V 2 , (similar to I I 2 ). Taking N = 2θ + 2θη + 1, we get
Finally, we estimate I V 4 in the similar way and we obtain
From the estimates above, we see that it is enough to take η ≥ 2θ/(1/δ −1/ε). The proof is complete.
We note that we can also obtain analogous estimates to (4.1) for m-linear commutators involving, j < m function BMO θ . 
Proof Applying Proposition 2.8, Theorem 3.1 and Proposition 4.1, in the similar way as in Theorem 3.2 in [11] , we can get the estimates above. We omit the details here.
The set is open and we may assume it to be not empty. It is enough to control the size of every compact set
Thus, by Vitaly covering lemma, we can extract a finite family of disjoint cubes
,ϕ,η,Q i and 0 = 1. Then it is easy to check that k > 1 for every 1 ≤ k ≤ m. It follows that
In particular, taking k = m, we have
From the following equivalence
From (4.6), by iterating the inequality above, since is submultiplicative, we obtain
Since i ∈ B σ , we have f σ (j) ,ϕ,η,Q i > 1, for j = 1, · · ·, h, and it follows
Since η ≥ 2θ, we obtain that which concludes the proof of (4.3). The proof is complete.
In the end-point case, we obtain the following result. It is easy to see that is open and we may assume that it is not empty (or there is nothing to prove). To estimate the size of , it is enough to estimate the size of every compact set F contained in . We can cover any such F by a finite family of cubes {Q i } for which
Using Vitaly's covering lemma, we can extract a subfamily of disjoint cubes {Q i } such that F ⊂ ∪ i 3Q i . By homogeneity, The proof is complete.
