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MAXIMUM PRINCIPLE FOR SPACE AND TIME-SPACE
FRACTIONAL PARTIAL DIFFERENTIAL EQUATIONS
MOKHTAR KIRANE and BERIKBOL T. TOREBEK∗
Abstract. In this paper we obtain new estimates of the sequential Caputo frac-
tional derivatives of a function at its extremum points. We derive comparison
principles for the linear fractional differential equations, and apply these principles
to obtain lower and upper bounds of solutions of linear and nonlinear fractional
differential equations. The extremum principle is then applied to show that the
initial-boundary-value problem for nonlinear anomalous diffusion possesses at most
one classical solution and this solution depends continuously on the initial and
boundary data. This answers positively to the open problem about maximum prin-
ciple for the space and time-space fractional PDEs posed by Luchko in 2011. The
extremum principle for an elliptic equation with a fractional derivative and for the
fractional Laplace equation are also proved.
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2 M. KIRANE and B. T. TOREBEK
1. Introduction
1.1. Maximum principle for fractional derivatives. One of the most useful tools
employed in the study of theory of partial differential equations are the maximum
and minimum principles. They enable to obtain information about solutions without
knowing their explicit forms.
Recently, with the development of fractional differential equations, the extremum
principles for fractional differential equations have started to draw attention. This
motivates us to consider the extremum principle for the sequential Caputo derivatives.
In [L2009a] Luchko proved a maximum principle for Dα0+ Caputo fractional deriv-
ative in the following form:
• Let f ∈ C1((0, T )) ∩ C([0, T ]) attain its maximum over [0, T ] at t0 ∈ (0, T ],
then Dα0+f(t0) ≥ 0.
• Let f ∈ C1((0, T )) ∩ C([0, T ]) attain its minimum over [0, T ] at t0 ∈ (0, T ],
then Dα0+f(t0) ≤ 0.
Based on an extremum principle for the Caputo fractional derivative he proved a
maximum principle for the generalized time-fractional diffusion equation over an open
bounded domain. The maximum principle was then applied to show some uniqueness
and existence results for the initial-boundary-value problem for the generalized time-
fractional diffusion equation [L2010]. He also investigated the initial-boundary-value
problems for the generalized multi-terms time-fractional diffusion equation [L2011a]
and the diffusion equation of distributed order [L2009b], and obtained some existence
results for the generalized solutions in [L2011a, L2009b]. For the one dimensional
time-fractional diffusion equation, the generalized solution to the initial-boundary
value problem was shown to be a solution in the classical sense [L2011b].
In [Al2012] Al-Refai generalized the results of Luchko as follows:
• Let f ∈ C1([0, 1]) attain its maximum at t0 ∈ (0, 1), then
Dα0+f(t0) ≥
t0
−α
Γ(1− α)
(f(t0)− f(0)) ≥ 0, (1.1)
for all 0 < α < 1.
• Let f ∈ C1([0, 1]) attain its maximum at t0 ∈ (0, 1), then
Dα0+f(t0) ≥
t0
−α
Γ(1− α)
f(t0), (1.2)
for all 0 < α < 1. Moreover, if f(t0) ≥ 0, then D
α
0+f(t0) ≥ 0. Here D
α
0+ is the
Riemann-Liouville fractional derivative of order α.
These results were used to prove the maximum principle for time-fractional dif-
fusion equations by Al-Refai and Luchko [AlL2014, AlL2015], and in other papers
[CL2016, LZB2016, LY2017, YLAT2014].
Maximum and minimum principles for time-fractional diffusion equations with sin-
gular kernel fractional derivative are proposed in [CKZ2017, KT2018]. In [AlL2017,
Al2018, BKT2018, BT2018, ZAW2017] it is proved a maximum principle for gen-
eralized time-fractional diffusion equations, based on an extremum principle for the
fractional derivatives with non-singular kernel.
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An investigation of the maximum principle for fractional Laplacian can be found
in [CS2014, CDDS2011, CHL2017, DQ2017].
As we have mentioned above, for classical fractional derivatives the question of the
values of the fractional derivatives at the extreme points has been studied quite well
for order of the derivatives in (0, 1). The case where the order of the derivative is less
than two has not yet been fully investigated.
In [SZ2009] Shi and Zhang obtained the following results:
• Let f ∈ C2(0, 1)∩C([0, 1]) attain its maximum at t0 ∈ (0, 1]. Then D
α
0+f(t0) ≤
0, 1 < α ≤ 2.
But, Al-Refai [Al2012] showed that the result claimed in [SZ2009] is not correct and
he corrected the result of Shi and Zhang in the following form
• Let f ∈ C2([0, 1]) attain its minimum at t0 ∈ (0, 1), then
Dα0+f(t0) ≥
t−α0
Γ(2− α)
[(α− 1)(f(0)− f(t0))− t0f
′(0)] , for all 1 < α < 2;
• Let f ∈ C2([0, 1]) attain its minimum at t0 ∈ (0, 1), and f
′(0) ≤ 0, then
Dα0+f(t0) ≥ 0, for all 1 < α < 2;
• Let f ∈ C2([0, 1]) attain its minimum at t0 ∈ (0, 1), then
Dα0+f(t0) ≥
t−α0
Γ(2− α)
(α− 1)f(t0), for all 1 < α < 2.
Moreover, if f(t0) ≥ 0, then D
α
0+f(t0) ≥ 0.
Luchko in [L2011b, L2012] proposed an important and interesting open problem:
can one extend the maximum principle to the space and time-space fractional partial
differential equations?.
In [YLAT14] Ye, Liu, Anh and Turner solved Luchko’s open problem with addi-
tional conditions. More precisely, they proved a maximum principle for time-space
fractional differential equations, when the derivatives of the solution at different ends
of the interval have different signs. They considered time-space fractional differen-
tial equations with time-fractional Caputo derivative and the modified Riesz space-
fractional derivatives in Caputo sense.
Further, in [LZB2016], the above results were extended to time-space fractional
differential equations with variable order. We also note that the maximum principle
for the time-space fractional diffusion equation with space fractional Laplacian was
studied in [JL2016].
In this paper, we will give an answer to Luchko’s open problem. We establish
the maximum principle for the time-space and space fractional partial differential
equations without additional conditions on the solution.
The aim of this article is:
• to obtain the estimates for the sequential Caputo fractional derivative of order
(1, 2] at the extremum points;
• to obtain the comparison principles for the linear and non-linear ordinary
fractional differential equations;
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• to obtain the maximum and minimum principles for the time-space fractional
diffusion and pseudo-parabolic equations with Caputo and Riemann-Liouville
time-fractional derivatives;
• to obtain the uniqueness of solution and its continuous dependence on the
initial conditions of the initial-boundary problems for the nonlinear time-space
fractional diffusion and pseudo-parabolic equations;
• to obtain the maximum and minimum principles for the fractional elliptic
equations;
• to obtain the uniqueness of solution of the boundary-value problems for the
fractional elliptic equation.
1.2. Definitions and some properties of fractional operators. Let us give basic
definitions of fractional differentiation and integration of the Riemann–Liouville and
Caputo types.
Definition 1.1. [KST2006] Let f be an integrable real-valued function on the interval
[a, b], −∞ < a < b < +∞. The following integral
Iαa+ [f ] (t) = (f ∗Kα) (t) =
1
Γ (α)
t∫
a
(t− s)α−1 f (s)ds
is called the Riemann–Liouville integral operator of fractional order α > 0. Here
Kα =
tα−1
Γ(α)
, Γ denotes the Euler gamma function.
Definition 1.2. [KST2006] Let f ∈ L1([a, b]) and f ∗ K1−α ∈ W
1,1([a, b]), where
W 1,1([a, b]) is the Sobolev space
W 1,1([a, b]) =
{
f ∈ L1([a, b]) :
d
dt
f ∈ L1([a, b])
}
.
The Riemann–Liouville fractional derivative of order 0 < α < 1 of f is defined as
Dαa+ [f ] (t) =
d
dt
I1−αa+ [f ] (t).
Definition 1.3. [KST2006] Let f ∈ L1([a, b]) and f ∗ K1−α ∈ W
1,1([a, b]). For 0 <
α < 1, the fractional derivative of f
Dαa+ [f ] (t) = D
α
a+ [f (t)− f (a)]
is the Caputo derivative.
If f ∈ C1([a, b]), then the Caputo fractional derivative is defined as
Dαa+ [f ] (t) = I
1−α
a+ f
′ (t) .
Furthermore, we will use another kind of fractional order derivative. Namely, the
sequential Caputo derivative of order kα, k = 1, 2, ...
Dα1a+ · D
α2
a+ · ... · D
αk
a+.
Note that the concept of sequential derivative was introduced in [KST2006] (for
more details we refer to [MR1993, P1999, SKM93, TT16, TT14]). For the sequential
derivative, in general Dα1a+D
α2
a+ 6= D
α1+α2
a+ .
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Property 1.4. [KST2006] If f ∈ W 12 ([a, b]) , then the Riemann-Liouville fractional
derivative of order α can be represented in the form
Dαa+f (t) =
f(a)
Γ(1− α)
(t− a)−α +Dαa+f (t) .
Property 1.5. [KST2006] If f ∈ L1([a, b]) and I1−αf ∈ W 12 ([a, b]), then
Iαa+D
α
a+f (t) = f(t)− I
1−α
a+ f(a)
(t− a)α−1
Γ(α)
.
Property 1.6. [KST2006] If β > α > 0, and −∞ < a < b < +∞, then
Dαa+ (t− a)
β−1 =
Γ(β)
Γ(β − α)
(t− a)β−α−1 .
Property 1.7. [KST2006] If 0 < α < 1 and −∞ < a < b < +∞, then
Dαa+ (t− a)
α−1 = 0.
2. Main Results
Proposition 2.1. Let f ∈ C1([a, b]) and Dαa+D
β
a+f ∈ C([a, b]). If f attains its mini-
mum value at x∗ ∈ [a, b], then
(i) if 0 < α, β < 1 and 1 < α + β < 2,
Dαa+D
β
a+f (x
∗) ≥
α + β − 1
Γ(2− α− β)
(x∗ − a)−α−β (f (a)− f (x∗)) ≥ 0; (2.1)
(ii) if 0 < α, β < 1 and α + β < 1,
Dαa+D
β
a+f (x
∗) ≤
α + β − 1
Γ(2− α− β)
(x∗ − a)−α−β (f (a)− f (x∗)) ≤ 0; (2.2)
(iii) if 0 < α, β < 1 and α + β = 1, Dαa+D
β
a+f (x
∗) = 0.
Proof. For the proof of part (i), we define, as in [SZ2009] the auxiliary function
h (x) = f (x)− f (x∗) , x ∈ [a, b] ;
then it follows that h (x) ≥ 0, on [a, b] , h (x∗) = h′ (x∗) = 0 and
Dαa+D
β
a+h (x) = D
α
a+D
β
a+f (x) .
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Since h ∈ C1([a, b]) and Dαa+D
β
a+h (x) ∈ C([a, b]), we have
Dαa+D
β
a+h (x
∗) =
1
Γ(1− α)
x∗∫
a
(x∗ − s)−α
d
ds
Dβa+h (s) ds
=
1
Γ(2− α)
d
dx∗
x∗∫
a
(x∗ − s)1−α
d
ds
Dβa+h (s) ds
=
1
Γ(2− α)
d
dx∗

(x∗ − s)1−αDβa+h (s)
∣∣∣s=x∗
s=a
+ (1− α)
x∗∫
a
(x∗ − s)−αDβa+h (s) ds


= −
(x∗ − a)−α
Γ(1− α)
Dβa+h (a) +
d
dx∗
x∗∫
a
h′(τ)
x∗∫
τ
(x∗ − s)−α (s− τ)−β
Γ(1− α)Γ(1− β)
dsdτ.
As h ∈ C1([a, b]), then
∣∣∣Dβa+h (x)
∣∣∣ ≤ 1
Γ(1− β)
x∫
a
(x− s)−β|h′(s)|ds
≤ sup
a≤s≤x
|h′(s)|
1
Γ(2− β)
(x− s)1−β
∣∣∣x
a
;
therefore Dβa+h (a) = 0.
Then, for Dαa+D
β
a+h we obtain
Dαa+D
β
a+h (x
∗) =
d
dx∗
x∗∫
a
h′(τ)
x∗∫
τ
(x∗ − s)−α (s− τ)−β
Γ(1− α)Γ(1− β)
dsdτ. (2.3)
As
x∗∫
τ
(x∗ − s)−α (s− τ)−βds =
Γ(1− α)Γ(1− β)
Γ(2− α− β)
(x∗ − τ)1−α−β ,
hence
Dαa+D
β
a+h (x
∗) =
1
Γ(2− α− β)
d
dx∗
x∗∫
a
(x∗ − τ)1−α−βh′(τ)dτ
=
1− α− β
Γ(2− α− β)
x∗∫
a
(x∗ − τ)−α−βh′(τ)dτ.
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Integrating by parts yields
Dαa+D
β
a+h (x
∗) =
1− α− β
Γ(2− α− β)
x∗∫
a
(x∗ − τ)−α−βh′(τ)dτ
=
1− α− β
Γ(2− α− β)
(x∗ − τ)−α−βh(τ)
∣∣∣x∗
a
−
(1− α− β)(α+ β)
Γ(2− α− β)
x∗∫
a
(x∗ − τ)−α−β−1h(τ)dτ.
As h (x∗) = h′ (x∗) = 0, then using l’Hosptial’s rule,
lim
τ→x∗
(x∗ − τ)−α−βh(τ) = 0.
Whereupon
Dαa+D
β
a+h (x
∗) =
α + β − 1
Γ(2− α− β)
(x∗ − a)−α−βh(a)
+
(α + β − 1)(α+ β)
Γ(2− α− β)
x∗∫
a
(x∗ − τ)−α−β−1h(τ)dτ.
Now, if α + β > 1, we have
(α + β − 1)(α + β)
Γ(2− α− β)
x∗∫
a
(x∗ − τ)−α−β−1h(τ)dτ ≥ 0.
Whence
Dαa+D
β
a+h (x
∗) ≥
α+ β − 1
Γ(2− α− β)
(x∗ − a)−α−βh(a)
=
α + β − 1
Γ(2− α− β)
(x∗ − a)−α−β (f(a)− f(x∗)) ≥ 0.
If α+ β < 1, we have
(α + β − 1)(α + β)
Γ(2− α− β)
x∗∫
a
(x∗ − τ)−α−β−1h(τ)dτ ≤ 0.
Consequently,
Dαa+D
β
a+h (x
∗) ≤ −
1− α− β
Γ(2 − α− β)
(x∗ − a)−α−βh(a)
=
1− α− β
Γ(2− α− β)
(x∗ − a)−α−β (f(x∗)− f(a)) ≤ 0.
When α + β = 1, we have Dαa+D
β
a+h (x
∗) = Dαa+D
β
a+f (x
∗) = 0. 
8 M. KIRANE and B. T. TOREBEK
Proposition 2.2. Let f ∈ C1([a, b]) and Dαa+D
β
a+f ∈ C([a, b]). If f attains its maxi-
mum at the point x∗ ∈ [a, b], then
(i) if 0 < α, β < 1 and 1 < α + β < 2, then
Dαa+D
β
a+f (x
∗) ≤
α + β − 1
Γ(2− α− β)
(x∗ − a)−α−β (f (a)− f (x∗)) ≤ 0. (2.4)
(ii) if 0 < α, β < 1 and α + β < 1, then
Dαa+D
β
a+f (x
∗) ≥
α + β − 1
Γ(2− α− β)
(x∗ − a)−α−β (f (a)− f (x∗)) ≥ 0. (2.5)
(iii) if 0 < α, β < 1 and α + β = 1, then Dαa+D
β
a+f (x
∗) = 0.
3. Comparison principle for ordinary fractional differential
equations
We use the results in Section 2 to obtain new comparison principles for linear and
nonlinear fractional differential equation.
3.1. Linear fractional differential equations.
Theorem 3.1. Let a function u ∈ C1([a, b]) be such that Dαa+D
β
a+u ∈ C([a, b]) satisfy
the equation
Dαa+D
β
a+u(x) + q(x)u(x) = f(x), x ∈ (a, b), (3.1)
where 0 < α, β < 1, 1 < α + β ≤ 2, q(x) ≤ 0 is continuous on [a, b] and q(a) 6= 0. If
f(x) ≥ 0, x > a, then u(x) ≤ 0 for x ∈ [a, b].
Proof. Since u ∈ C1([a, b]) and Dαa+D
β
a+u ∈ C([a, b]), then
∣∣∣Dαa+Dβa+u (x)
∣∣∣ ≤ 1
Γ(1− α)
lim
x→a
x∫
a
(x− s)−α
∣∣∣∣ ddsDβu(s)
∣∣∣∣ ds
≤
max
a≤s≤x
|Dβu(s)|
Γ(2− α)
lim
x→a
(x− s)1−α
∣∣∣x
a
.
Therefore Dαa+D
β
a+u (a) = 0. By the continuity of the solution and f ≥ 0, we have
u(a) ≤ 0. Assume by contradiction that the result is not true, as u is continuous
on [a, b] then u attains its maximum u(x∗) > 0 at x∗ > a. Applying the result of
Proposition 2.1 and inequality (1.1) we obtain
Dαa+D
β
a+u (x
∗) + q(x∗)u(x∗) < 0,
which contradicts
Dαa+D
β
a+u(x) + q(x)u(x) ≥ 0.
The proof is complete. 
Theorem 3.2. Let u1, u2 ∈ C
1([a, b]) be such that Dαa+D
β
a+u1,D
α
a+D
β
a+u2 ∈ C([a, b])
solutions of
Dαa+D
β
a+u1(x) + q(x)u1(x) = f1(x), x ∈ (a, b),
Dαa+D
β
a+u2(x) + q(x)u2(x) = f2(x), x ∈ (a, b),
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where 0 < α, β < 1, 1 < α + β < 2, q(x) ≤ 0, f1(x), f2(x) are continuous on [a, b]
and q(a) 6= 0. If f1(x) ≤ f2(x), then u1(x) ≤ u2(x), x ∈ [a, b].
Proof. The function u˜ = u1 − u2 satisfies
Dαa+D
β
a+u˜(x) + q(x)u˜(x) = f1(x)− f2(x) ≤ 0, x ∈ (a, b).
By Theorem 3.1, we have u˜(x) ≤ 0, and whereupon u1(x) ≤ u2(x), x ∈ [a, b]. 
3.2. Non-linear fractional differential equations.
Theorem 3.3. Let a function u ∈ C1([a, b]) be such that D
αj
a+D
βj
a+u ∈ C([a, b]), j =
1, ..., m satisfy the following equation
m∑
j=1
λjD
αj
a+D
βj
a+u(x) + F (x, u) = 0, x ∈ (a, b),
where 0 ≤ λj ∈ R, 0 < αj, βj ≤ 1, 1 < αj + βj ≤ 2, j = 1, ..., m, F (x, u) is a smooth
function. If F (x, u) is non-increasing with respect to u, then the above equation has
at most one solution.
Proof. Let u1 and u2 be two solutions of the above equation and let uˆ = u1−u2, then
m∑
j=1
λjD
αj
a+D
βj
a+uˆ(x) + F (x, u1)− F (x, u2) = 0.
Applying the mean value theorem we obtain
F (x, u1)− F (x, u2) =
∂F
∂u
(u∗)(u1 − u2),
for some u∗ between u1 and u2. Thus,
m∑
j=1
λjD
αj
a+D
βj
a+uˆ(x) = −
∂F
∂u
(u∗)uˆ.
Assume by contradiction that uˆ is not identically zero. Then uˆ has either a positive
maximum or a negative minimum. At a positive maximum x∗ ∈ [a, b], and as F (x, u)
is non-increasing, we have
∂F
∂u
(u∗) < 0 and
∂F
∂u
(u∗)uˆ < 0;
then
m∑
j=1
λjD
αj
a+D
βj
a+uˆ(x
∗) ≤ 0. By using results of Proposition 2.1 for a positive max-
imum and a negative minimum, respectively, we obtain uˆ = 0. 
Theorem 3.4. Consider the nonlinear equation
Dαa+D
α
a+u(x) + F (x, u) = 0, x ∈ (a, b), (3.2)
where 0 < α, β ≤ 1, 1 < α+β ≤ 2, 0 < γ ≤ 1, F (x, u) is a smooth function. Suppose
that
µ2u+ q2(x) ≤ F (x, u) ≤ µ1u+ q1(x), x ∈ (a, b),
where µ1, µ2 < 0. Let u1 and u2 be the solutions of
Dαa+D
α
a+u1(x)− µ1u1(x)− q1(x) = 0, x ∈ (a, b), (3.3)
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and
Dαa+D
α
a+u2(x)− µ2u2(x)− q2(x) = 0, x ∈ (a, b).
Then u2(x) ≤ u(x) ≤ u1(x), x ∈ [a, b].
Proof. We shall prove that u(x) ≤ u1(x) and by applying analogous steps one can
show that u(x) ≥ u2(x). By subtracting (3.3) from (3.2) we have
Dαa+D
α
a+(u(x)− u1(x)) = −F (x, u) + µ1u1(x) + q1(x) ≥ −µ1(u(x)− u1(x)).
Then
Dαa+D
α
a+u˜(x) + µ1u˜(x) ≥ 0
for u˜(x) = u(x) − u1(x). Since µ1 < 0, it follows that by Theorem 3.1, u˜ ≤ 0, the
proof is complete. 
4. Time-space fractional diffusion equation with Caputo derivative
In this section, we consider the nonlinear time-space fractional diffusion equation
with Caputo derivative
Dα0+,tu(x, t) = νD
β1
a+,xD
β2
a+,xu(x, t) + F (x, t, u) , (x, t) ∈ (a, b)× (0, T ] = Ω, (4.1)
subject to the initial condition
u (x, 0) = ϕ(x), x ∈ [a, b], (4.2)
and boundary conditions
u (a, t) = φ(t), u (b, t) = ψ(t), t ≥ 0, (4.3)
where α ∈ (0, 1], 0 < β1, β2 ≤ 1, 1 < β1 + β2 ≤ 2, ν > 0, −∞ < a < b < +∞, and
the functions F, ϕ, φ, ψ are continuous.
4.1. Maximum principle. In this subsection, we shall present the maximum (min-
imum) principle for the linear case of equation (4.1).
Theorem 4.1. Let u ∈ C([a, b] × [0, T ]) and let Dα0+,tu,D
β1
a+,xD
β2
a+,xu ∈ C([a, b] ×
[0, T ]). Let u (x, t) satisfy
Dα0+,tu(x, t) = νD
β1
a+,xD
β2
a+,xu(x, t) + F (x, t) , (x, t) ∈ (a, b)× (0, T ] , (4.4)
with initial-boundary conditions (4.2), (4.3). If F (x, t) ≥ 0 for (x, t) ∈ Ω, then
u (x, t) ≥ min
(x,t)∈Ω
{φ (t) , ψ (t) , ϕ (x)} for (x, t) ∈ Ω.
Proof. Let m = min
(x,t)∈Ω
{φ (t) , ψ (t) , ϕ (x)} and u˜ (x, t) = u (x, t) − m. Then, from
(4.2)-(4.3), we obtain
u˜ (a, t) = φ (t)−m ≥ 0, t ∈ [0, T ] ,
u˜ (b, t) = ψ (t)−m ≥ 0, t ∈ [0, T ] ,
and
u˜ (x, 0) = ϕ (x)−m ≥ 0, x ∈ [a, b].
Since
Dα0+,tu˜(x, t) = D
α
0+,tu(x, t)
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and
Dβ1a+,xD
β2
a+,xu˜ (x, t) = D
β1
a+,xD
β2
a+,xu (x, t) ,
it follows that u˜ (x, t) satisfies (4.4):
Dα0+,tu˜(x, t) = νD
β1
a+,xD
β2
a+,xu˜ (x, t) + F (x, t) ,
and initial condition
u˜ (x, 0) = ϕ (x)−m ≥ 0, x ∈ [a, b].
Suppose that there exits some (x, t) ∈ Ω such that u˜ (x, t) < 0. Since
u˜ (x, t) ≥ 0, (x, t) ∈ {a} × [0, T ] ∪ {b} × [0, T ] ∪ (¯a, b)× {0},
there is (x0, t0) ∈ Ω such that u˜ (x0, t0) is a negative minimum of u˜ over Ω. It follows
from Proposition 2.1 that
Dβ1a+,xD
β2
a+,xu˜ (x0, t0) ≥
β1 + β2 − 1
Γ(2− β1 − β2)
(x0 − a)
−β1−β2 (u˜ (a, t0)− u˜ (x0, t0)) ≥ 0.
From the results of Al-Refai and Luchko [AlL2014] it follows that
Dα0+,tu˜(x0, t0) ≤
t0
−α
Γ(1− α)
(u˜(x0, t0)− ϕ(x0) +m) < 0,
Therefore at (x0, t0), we get
Dα0+,tu˜(x0, t0) < 0
and
νDβ1a+,xD
β2
a+,xu˜ (x0, t0) + F (x0, t0) ≥ 0.
This contradiction shows that u˜ (x, t) ≥ 0 on Ω, whereupon u (x, t) ≥ m on Ω. 
Theorem 4.2. Let u ∈ C([a, b] × [0, T ]) and let Dα0+,tu,D
β1
a+,xD
β2
a+,xu ∈ C([a, b] ×
[0, T ]). Suppose that u (x, t) is the solution of the problem (4.4), (4.2), (4.3). If
F (x, t) ≤ 0 for (x, t) ∈ Ω, then
u (x, t) ≤ max
(x,t)∈Ω
{φ (t) , ψ (t) , ϕ (x)} for (x, t) ∈ Ω.
Theorem 4.1 and 4.2 imply the following assertions.
Corollary 4.3. Let u ∈ C([a, b] × [0, T ]) and let Dα0+,tu,D
β1
a+,xD
β2
a+,xu ∈ C([a, b] ×
[0, T ]). Suppose that u (x, t) satisfy (4.4), (4.2) and (4.3). If F (x, t) ≥ 0 for (x, t) ∈ Ω,
ϕ (x) ≥ 0, x ∈ [a, b], and φ (t) ≥ 0, ψ (t) ≥ 0, t ∈ [0, T ], then
u (x, t) ≥ 0, (x, t) ∈ Ω.
Corollary 4.4. Let u ∈ C([a, b] × [0, T ]) and let Dα0+,tu,D
β1
a+,xD
β2
a+,xu ∈ C([a, b] ×
[0, T ]). Suppose that u (x, t) satisfies (4.4), (4.2) and (4.3). If F (x, t) ≤ 0 for (x, t) ∈
Ω, ϕ (x) ≤ 0, x ∈ [a, b], and φ (t) ≤ 0, ψ (t) ≤ 0, t ∈ [0, T ], then
u (x, t) ≤ 0, (x, t) ∈ Ω.
Theorems 4.1 and 4.2 are similar to the weak maximum principle for the heat
equation.
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4.2. Linear time-space fractional diffusion equation. Analogue to the classical
case, the fractional version of the weak maximum principle can be used to prove the
uniqueness of a solution.
Theorem 4.5. The problem (4.4), (4.2) with Dirichlet boundary conditions
u(a, t) = 0, u(b, t) = 0, t ∈ [0, T ] (4.5)
has at most one solution.
Proof. Let u1 (x, t) and u2 (x, t) be two different solutions of the problem (4.1)-(4.2),
and let u = u1 − u2, then,
Dα0+,tu (x, t) = νD
β1
a+,xD
β2
a+,xu (x, t) ,
with zero initial and boundary conditions. It follows from Theorems 4.1 and 4.2 that
u1 (x, t)− u2 (x, t) ≡ 0, on Ω.
A contradiction. The result then follows. 
Theorems 4.1 and 4.2 can be used to show that a solution u (x, t) of the problem
(4.4), (4.2), (4.5) depends continuously on the initial data ϕ (x) .
Theorem 4.6. Suppose that, u (x, t) and u (x, t) are the solutions of the problem
(4.4), (4.2), (4.5) corresponding to the initial data ϕ (x) and ϕ (x) , respectively.
If
max
x∈G¯
{|ϕ (x)− ϕ (x)|} ≤ δ,
then
|u (x, t)− u (x, t)| ≤ δ.
Proof. The function u˜ (x, t) = u (x, t)− u (x, t) satisfies the equation
Dα0+,tu˜ (x, t) = νD
β1
a+,xD
β2
a+,xu˜ (x, t) ,
with initial condition u˜ (x, 0) = ϕ (x)−ϕ (x) and Dirichlet condition (4.5). It follows
from Theorems 4.1 and 4.2 that
|u˜ (x, t)| ≤ max
x∈[a,b]
{|ϕ (x)− ϕ (x)|}.
The result then follows. 
We consider the nonlinear time-space fractional diffusion equation of the form
(4.1), subject to the initial and boundary conditions (4.2), (4.5). We start with the
following uniqueness result.
Theorem 4.7. If F (x, t, u) is nonincreasing with respect to u, then the equation
(4.1), subject to the initial and boundary conditions (4.2), (4.5), admits at most one
solution u.
Proof. Assume that u1 (x, t) and u2 (x, t) are two different solutions of the equation
(4.1) subject to initial and boundary conditions (4.2), (4.5), and let
v (x, t) = u1 (x, t)− u2 (x, t) .
Then v (x, t) satisfies
Dα0+,tv (x, t)− νD
β1
a+,xD
β2
a+,xv (x, t) = F (x, t, u2)− F (x, t, u1) , (x, t) ∈ Ω, (4.6)
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with homogeneous initial and boundary conditions (4.2), (4.5). Applying the mean
value theorem to F (x, t, u) yields
F (x, t, u2)− F (x, t, u1) =
∂F
∂u
(u∗) (u2 − u1) = −
∂F
∂u
(u∗) v,
where u∗ = (1− µ)u1 + µu2 for some 0 ≤ µ ≤ 1. Thus,
Dα0+,tv (x, t)− νD
β1
a+,xD
β2
a+,xv (x, t) = −
∂F
∂u
(u∗) v(x, t).
Assume by contradiction that v is not identically zero. Then v has either a positive
maximum or a negative minimum. At a positive maximum (x0, t0) ∈ Ω and as
F (x, t, u) is nonincreaing, we have
∂F
∂u
(u∗) ≤ 0 and −
∂F
∂u
(u∗) v (x0, t0) ≥ 0,
then
Dα0+,tv (x0, t0)− νD
β1
a+,xD
β2
a+,xv (x0, t0) ≥ 0.
By using results of Theorems 4.1 and 4.2 for a positive maximum and a negative
minimum, respectively, we get u1 = u2. 
Theorem 4.8. Let u1 (x, t) and u2 (x, t) be two solutions of the equation (4.1) that
satisfy the same boundary condition (4.5) and the initial conditions u1 (x, 0) = g1(x)
and u2 (x, 0) = g2(x), x ∈ [a, b]. If F (x, t, u) is nonincreasing with respect to u, then
it holds that
‖u1 (x, t)− u2 (x, t)‖C(Ω) ≤ ‖g1 (x)− g2 (x)‖C([a,b]).
Proof. Let v (x, t)=u1(x, t)− u2(x, t). Then v (x, t) satisfies the equation
Dα0+,tv (x, t)− νD
β1
a+,xD
β2
a+,xv (x, t) = −
∂F
∂u
(u∗) v(x, t), (x, t) ∈ Ω, (4.7)
the initial condition
v (x, 0) = g1 (x)− g2 (x) , x ∈ [a, b], (4.8)
and the Dirichlet condition (4.5). Let
M = ‖g1 (x)− g2 (x)‖C([a,b]),
and assume by contradiction that the result of the Theorem 4.8 is not true. That is,
‖u1 − u2‖C(Ω¯) M.
Then v either has a positive maximum at a point (x0, t0) ∈ Ω with
v (x0, t0) =M1 >M,
or it has a negative minimum at a point (x0, t0) ∈ Ω with
v (x0, t0) =M2 < −M.
If
v (x0, t0) =M1 >M,
using the initial and boundary conditions of v, we have (x0, t0) ∈ Ω¯.
Analogous proofs of those of Theorem 4.1 and Theorem 4.2 lead to ‖v (x, t)‖ ≤ M;
this proves the result. 
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5. Time-space fractional pseudo-parabolic equation
In this section, we consider the time-space fractional pseudo-parabolic equation
with Riemann-Liouville time-fractional derivative
ut(x, t) = νD
1−α
0+,tD
β1
a+,xD
β2
a+,xu(x, t) + F (x, t) , (x, t) ∈ (a, b)× (0, T ] = Ω, (5.1)
with Cauchy data
u (x, 0) = ϕ(x), x ∈ [a, b], (5.2)
and a Dirichlet boundary condition
u (a, t) = ψ1(t), u (b, t) = ψ2(t), 0 ≤ t < T, (5.3)
where α, β1, β2 ∈ (0, 1], 1 < β1 + β2 ≤ 2, ν > 0, −∞ < a < b < +∞, and the
functions F (x, t) , ϕ (x) , ψ1 (t) and ψ2 (t) are continuous.
5.1. Maximum principle. In this subsection, we shall present the maximum prin-
ciple for the equation (5.1).
Theorem 5.1. Let u (x, t) satisfy the equation (5.1) with initial-boundary conditions
(5.2), (5.3). If F (x, t) ≥ 0 for (x, t) ∈ Ω, ϕ(x) ≥ 0 for x ∈ [a, b], ψ1(t) ≥ 0, ψ2(t) ≥ 0
for 0 ≤ t ≤ T, then
u (x, t) ≥ 0 for (x, t) ∈ Ω.
Proof. For any µ ≥ 0, let
u˜(x, t) = u(x, t) + µtα.
Then
u˜t(x, t) = ut(x, t) + µαt
α−1, (x, t) ∈ Ω,
u˜(x, 0) = u(x, 0) = ϕ(x), x ∈ [a, b],
u˜(a, t) = u(a, t) + µtα = ψ1(t) + µt
α, t ∈ [0, T ].
Since Dβ1a+,xD
β2
a+,xu˜(x, t) = D
β1
a+,xD
β2
a+,xu(x, t), we have
D1−α0+,tD
β1
a+,xD
β2
a+,xu˜(x, t) = D
1−α
0+,tD
β1
a+,xD
β2
a+,xu(x, t).
Hence, u˜(x, t) satisfies
u˜t(x, t) = νD
1−α
0+,tD
β1
a+,xD
β2
a+,xu˜(x, t) + F (x, t) + µαt
α−1, (x, t) ∈ (a, b)× (0, T ] .
Suppose that there exists some u(x, t) ∈ Ω¯ such that u˜(x, t) < 0. Since
u˜(x, t) ≥ 0, (x, t) ∈ {a, b} × [0, T ] ∪ [a, b]× 0,
there is (x0, t0) ∈ (a, b)× (0, T ] such that u˜(x0, t0) is the negative minimum of u˜ over
Ω¯.
It follows from (1.2) that
D1−α0+,tu˜ (x0, t0) ≤
tα−10
Γ(α)
u˜ (x0, t0) < 0. (5.4)
Let w (x, t) = D1−α0+,tu˜ (x, t) . As u˜ (x, t) is bounded in Ω, then we have
Iα0+,tu (x, t) =
1
Γ (α)
t∫
a
(t− s)α−1 u (x, s)ds→ 0 as t→ 0. (5.5)
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It follows from Properties 1.5 and 1.6 that
Dα0+,tw (x, t) = D
α
0+,tD
1−α
0+,tu˜ (x, t) = u˜t(x, t).
Using Property 1.7, for any t > 0, we get
D1−α0+,tu˜ (x, t) = D
1−α
0+,tu (x, t) + µD
1−α
0+,tt
α
= D1−α0+,tu (x, t) + µ
Γ(α+ 1)
Γ(2α)
t2α−1.
It follows from Property 1.4 that
D1−α0+,tu (x, t) =
1
Γ(α)
ϕ(x)tα−1 +D1−α0+,tu (x, t) for t > 1. (5.6)
Since the left-hand side of (5.6) and the first term of the right-hand side of (5.6)
exist, it follows that the second term on the right-hand side exists and tends to 0 as
t→ 0. As t→ 0, ϕ(x)tα−1 = 0. Therefore,
D1−α0+,tu(x, t) > 0 when t = 0.
Hence
w(x, t) = D1−α0+,tu˜(x, t) = D
1−α
0+,tu (x, t) + µ
Γ(α + 1)
Γ(2α)
t2α−1.
Furthermore, it follows from the boundary condition of u˜(x, t) that
w(a, t) = D1−αt u˜(a, t) = D
1−α
t ψ1(t) + µ
Γ(α + 1)
Γ(2α)
t2α−1 ≥ 0, t ≥ 0,
w(b, t) = D1−α0+,tu˜(b, t) = D
1−α
0+,tψ2(t) + µ
Γ(α+ 1)
Γ(2α)
t2α−1 ≥ 0, t ≥ 0.
Therefore, w(x, t) satisfies the problem

Dα0+,tw(x, t) = νD
β1
a+,xD
β2
a+,xw(x, t) + F˜ (x, t), (x, t) ∈ Ω,
w(x, 0) ≥ 0, x ∈ [a, b],
w(a, t) ≥ 0, w(b, t) ≥ 0, 0 ≤ t ≤ T,
where F˜ (x, t) = F (x, t) + µαtα−1.
From (5.4), it follows that w(x0, t0) < 0. Since w(x, t) ≥ 0 on the boundary, there
exists (x∗, t∗) ∈ Ω such that w(x∗, t∗) is the negative minimum of function w(x, t) in
Ω¯. It follows from (1.2) that
Dα0+,tw (x∗, t∗) ≤
1
Γ(1− α)
t−α∗ w (x∗, t∗) < 0.
Since w(x∗, t∗) is a local minimum, from Proposition 2.1 we obtain
Dβ1a+,xD
β2
a+,xw (x∗, t∗) ≥ −
α + β − 1
Γ(2− α− β)
(x∗ − a)
−α−β w (x∗, t∗) ≥ 0.
Therefore at (x∗, t∗), we get
Dα0+,tw (x∗, t∗) < 0
and
νDβ1a+,xD
β2
a+,xw (x∗, t∗) + F (x∗, t∗) ≥ 0.
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This contradiction shows that w (x, t) ≥ 0 on Ω, whereupon
u (x, t) ≥ −µtα on Ω
for any µ. Since µ is arbitrary, we have u(x, t) ≥ 0 on Ω¯. 
A similar result can be obtained for the non-positivity of the solution u(x, t) by
considering −u(x, t) when F (x, t) ≤ 0, ϕ(x) ≤ 0, ψ1(t) ≤ 0 and ψ1(t) ≤ 0.
Theorem 5.2. Let u (x, t) satisfy equation (5.1) with initial-boundary conditions
(5.2)-(5.3). If F (x, t) ≤ 0 for (x, t) ∈ Ω, ψ1(t) ≤ 0, ψ2(t) ≤ 0 for 0 ≤ t ≤ T and
ϕ(x) ≤ 0 for x ∈ [a, b], then
u (x, t) ≤ 0 for (x, t) ∈ Ω.
Theorem 5.1 and 5.2 leads the following assertions.
Theorem 5.3. Suppose that u (x, t) satisfies (5.1), (5.2), (5.3). If F (x, t) ≥ 0 for
(x, t) ∈ Ω, then
u (x, t) ≥ min
(x,t)∈Ω¯
{ϕ(x), ψ1(t), ψ2(t)} , (x, t) ∈ Ω.
Proof. Let m = min
(x,t)∈Ω¯
{ϕ(x), ψ1(t), ψ2(t)} and u˜(x, t) = u(x, t)−m. Then,
u˜(x, 0) = ϕ(x)−m ≥ 0, x ∈ [a, b],
u˜(a, t) = ψ1(t)−m ≥ 0, u˜(b, t) = ψ2(t)−m ≥ 0, 0 ≤ t ≤ T.
Since
u˜t(x, t) = ut(x, t),
D1−α0+,tD
β1
a+,xD
β2
a+,xu˜(x, t) = D
1−α
0+,tD
β1
a+,xD
β2
a+,xu(x, t),
it follows that u(x, t) satisfies (5.1). Thus, it follows from an argument similar to the
proof of Theorem 5.1 that
u˜(x, t) ≥ 0, (x, t) ∈ Ω¯.
That is,
u (x, t) ≥ min
(x,t)∈Ω¯
{ϕ(x), ψ1(t), ψ2(t)} , (x, t) ∈ Ω.
The theorem 5.3 is proved. 
A similar result can be obtained for the nonpositivity of the solution u(x, t) by
considering −u(x, t).
Theorem 5.4. Suppose that u (x, t) satisfies (5.1), (5.2), (5.3). If F (x, t) ≤ 0 for
(x, t) ∈ Ω, then
u (x, t) ≤ max
(x,t)∈Ω¯
{ϕ(x), ψ1(t), ψ2(t)} , (x, t) ∈ Ω.
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5.2. Uniqueness results. The maximum principle for the time-space fractional
equation (5.1) can be used to prove the uniqueness of a solution.
Theorem 5.5. The problem (5.1), (5.2), (5.3) has at most one solution.
Proof. Let u1 (x, t) and u2 (x, t) be two solutions of the initial-boundary value problem
(5.1), (5.2), (5.3) and uˆ(x, t) = u1 (x, t)− u2 (x, t). Then,
uˆt (x, t) = νD
1−α
0+,tD
β1
a+,xD
β2
a+,xuˆ (x, t) ,
with homogeneous initial and boundary conditions (5.2), (5.3) for uˆ (x, t). It follows
from Theorems 5.1 and 5.2 that uˆ (x, t) = 0 on Ω. Consequently u1 (x, t) = u2 (x, t) .
The result then follows. 
Theorems 5.1 and 5.2 can be used to show that a solution u (x, t) of the problem
(5.1), (5.2), (5.3) depends continuously on the initial data ϕ (x) .
Theorem 5.6. Suppose u (x, t) and u¯ (x, t) are the solutions of the equation (5.1) that
satisfy the same boundary condition (5.3) and the initial conditions u (x, 0) = ϕ(x)
and u¯ (x, 0) = ϕ¯(x), x ∈ [a, b]. If max
x∈[a,b]
{|ϕ (x)− ϕ¯ (x)|} ≤ δ, then
|u (x, t)− u¯ (x, t)| ≤ δ.
Proof. The function u˜ (x, t) = u (x, t)− u¯ (x, t) satisfies the equation
u˜t (x, t) = νD
1−α
0+,tD
β1
a+,xD
β2
a+,xu˜ (x, t) ,
with initial condition u˜ (x, 1) = ϕ (x)− ϕ¯ (x) and boundary condition (5.3). It follows
from Theorems 5.1 and 5.2 that
|u˜ (x, t)| ≤ max
x∈[a,b]
{|ϕ (x)− ϕ¯ (x)|}.
The result then follows. 
Theorem 5.7. If F (x, t, u) is nonincreasing with respect to u, then the nonlinear
time-space fractional pseudo-parabolic equation
ut(x, t) = νD
1−α
0+,tD
β1
a+,xD
β2
a+,xu(x, t) + F (x, t, u) , (x, t) ∈ Ω, (5.7)
subject to the initial and boundary conditions (5.2), (5.3) admits at most one solution.
Theorem 5.8. If u1 (x, t) and u2 (x, t) are two solutions of the equation (5.7) that
satisfy the same boundary condition (5.3) and the initial conditions
u1 (x, 0) = g1(x)
and
u2 (x, 0) = g2(x), x ∈ [a, b]
and if F (x, t, u) is nonincreasing with respect to u, then it holds that
‖u1 (x, t)− u2 (x, t)‖C(Ω) ≤ ‖g1 (x)− g2 (x)‖C([a,b]).
Theorems 5.7 and 5.8 are proved similarly as Theorems 4.7 and 4.8 in Subsection
4.2.
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6. Fractional elliptic equation
In this section, we consider an elliptic equation with a sequential Caputo derivative
in a multidimensional parallelepiped
∆xu(x) +
n∑
j=1
aj(x)D
α
a+,xj
Dβa+,xju(x)
+
n∑
j=1
bj(x)
∂u
∂xj
(x) +
n∑
j=1
cj(x)D
γ
a+,xju(x)
+ d(x)u(x) = F (x), x = (x1, ..., xn) ∈
n∏
j=1
(pj, qj) = Ω,
(6.1)
where 0 < α, β ≤ 1, 1 < α + β ≤ 2, 0 < γ ≤ 1, −∞ < pj < q < j < +∞,
aj(x), bj(x), c(x) and F (x) are given functions, and
∆x =
∂2
∂x21
+ ...+
∂2
∂x2n
=
n∑
j=1
∂2
∂x2j
.
6.1. Weak and strong maximum principle. We start with a weak maximum
principle.
Theorem 6.1. Let a function u(x) satisfy the equation (6.1) and aj(x) ≥ 0, cj(x) <
0, d(x) ≤ 0, x ∈ Ω¯. If F (x) ≥ 0, then the inequality
max
x∈Ω¯
u(x) ≤ max
x∈∂Ω
{u(x), 0} (6.2)
holds true, where ∂Ω is the boundary of Ω.
Proof. Let us assume that the inequality (6.2) does not hold true under the conditions
that are formulated in Theorem 6.1, i.e. that the function u(x) attains its positive
maximum, say M > 0 at a point x∗ = (x∗1, ..., x
∗
n) ∈ Ω.
Because
d(x∗) ≤ 0,
∂u
∂xj
(x∗) = 0 and
∂2u
∂x2j
(x∗) ≤ 0,
we first get the inequality
∆xu(x
∗) + c(x∗)u(x∗) ≤ 0.
Then, it follows from (1.1) that
Dγa+,xju (x
∗) ≥
1
Γ(1− γ)
(
x∗j − cj
)−γ
u (x∗) > 0.
As cj(x
∗) < 0, then
n∑
j=1
cj(x
∗)Dγa+,xju(x
∗) < 0.
By Proposition 2.1, we have
Dαa+,xjD
β
a+,xju (x
∗) ≤ 0.
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The last two inequalities lead to the inequality
∆xu(x
∗) +
n∑
j=1
aj(x
∗)Dαa+,xjD
β
a+,xju(x
∗) +
n∑
j=1
cj(x
∗)Dγa+,xju(x
∗) + d(x∗)u(x∗) < 0
that contradicts the following one:
∆xu(x) +
n∑
j=1
aj(x)D
α
a+,xj
Dβa+,xju(x) +
n∑
j=1
bj(x)
∂u
∂xj
(x)
+
n∑
j=1
cj(x)D
γ
a+,xju(x) + d(x)u(x) ≥ 0, x ∈ Ω
of Theorem 6.1. The theorem is proved. 
The following theorem is proved similarly.
Theorem 6.2. Let a function u(x) satisfy the equation (6.1) and aj(x) ≥ 0, cj(x) >
0, d(x) ≤ 0, x ∈ Ω¯. If F (x) ≤ 0, then the inequality
min
x∈Ω¯
u(x) ≥ min
x∈∂Ω
{u(x), 0} (6.3)
holds true.
Remark 6.3. In the proof of the weak maximum principle, we have in fact deduced a
statement that is stronger than the inequality (6.2), namely, we proved that a function
u that fulfills the conditions of Theorem 6.1 cannot attain its positive maximum at
a point x∗ ∈ Ω.
The statement of Remark 6.3 is now employed to derive a strong maximum principle
for the elliptic equation (6.1).
Theorem 6.4. Let a function u(x) satisfy the homogeneous elliptic equation (6.1)
and d(x) ≤ 0, x ∈ Ω. If the function u attains its maximum and its minimum at some
points that belong to Ω, then it is a constant, more precisely
u(x) = 0, x ∈ Ω.
Proof. Indeed, according to Remark 6.3,
u(x) ≤ 0, x ∈ Ω¯
for a function u(x) that attains its maximum at a point x∗ ∈ Ω. Now let us consider
the function −u(x) that satisfies the homogeneous equation (6.1) and possesses a
maximum at the minimum point of u(x) and thus at a point that belongs to Ω.
The maximum of −u(x) cannot be positive according to Remark 6.3 and we get the
inequality
−u(x) ≤ 0, x ∈ Ω.
The two last inequalities assert the statement of Theorem 6.4. 
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6.2. Applications of the maximum principles. In this section, we add the bound-
ary condition
u(x) = ϕ(x), x ∈ ∂Ω, (6.4)
to the elliptic equation (6.1). The following result is a direct consequence of the weak
maximum principle
Theorem 6.5. Let F (x), aj(x), bj(x), cj(x), ϕ(x) and d(x) ≤ 0 be smooth functions.
Then the boundary-value problem (6.1), (6.4) admits at most one solution u(x).
The following two theorems follow directly from Theorem 6.1 and Theorem 6.2.
Theorem 6.6. Let u(x) fulfill the equation (6.1) and d(x) ≤ 0, x ∈ Ω. If u(x) satisfies
the boundary condition (6.4) and ϕ(x) ≥ 0, x ∈ ∂Ω, then
u(x) ≥ 0, x ∈ Ω¯.
Theorem 6.7. Let u(x) is the solution of elliptic equation (6.1) and d(x) ≤ 0, x ∈ Ω.
If u(x) satisfies the boundary condition (6.4) and ϕ(x) ≤ 0, x ∈ ∂Ω, then
u(x) ≤ 0, x ∈ Ω¯.
7. Fractional Laplace equation in cylindrical domain
In this section, we consider the following fractional Laplace equation
−Dαa+,xD
β
a+,xu(x, y) + (−∆)
δ
y u(x, y) = f(x, y), (x, y) ∈ (a, b)× Ω = Σ, (7.1)
where Ω ⊂ RN , N ≥ 1 is a bounded domain, 1 < α + β ≤ 2, δ ∈ (0, 1) and (−∆)δ is
the regional fractional Laplace operator defined as follows (see [AV2019])
(−∆)δ u(y) = cN,δ P.V.
∫
Ω
u(y)− u(ξ)
|y − ξ|N+2δ
dξ,
with normalizing constant cN,δ =
δ22δΓ(N+2δ2 )
piN/2Γ(1−δ)
.
We consider the fractional Laplace equation (7.1) with boundary conditions
u(x, y) = 0, x ∈ [a, b], y ∈ RN\Ω = ∂Ω, (7.2)
u(a, y) = ϕ1(y), u(b, y) = ϕ2(y), y ∈ Ω, (7.3)
where ϕ1 and ϕ2 are continuous functions.
Theorem 7.1. Let u be a continuous solution of equation (7.1) and Dβa+,xu ∈ C(Σ),
Dαa+,xD
β
a+,xu ∈ C(Σ) and (−∆)
δ
y u ∈ C(Σ). If f ≥ 0 in Σ¯, and ϕ1 ≥ 0, ϕ2 ≥ 0 in Ω,
then u ≥ 0 in Σ¯.
Proof. Let us argue by contradiction. Assume u < 0 somewhere in Σ¯, then there exists
(x∗, y∗) ∈ Σ¯ such that u(x∗, y∗) = min
(x,y)∈Σ¯
u < 0. Since u ≥ 0 in {a}×∂Ω∪{b}×∂Ω = Γ,
we have (x∗, y∗) /∈ Γ.
Since (x∗, y∗) is a minimum, then according to Proposition 2.1 we have
Dαa+,xD
β
a+,xu(x
∗, y∗) ≥ 0.
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As (−∆)δy u ∈ C(Σ) and u attains its minimum at (x
∗, y∗), we have
(−∆)δ u(x∗, y∗) = cN,δ P.V.
∫
Ω
u(x∗, y∗)− u(x∗, ξ)
|y∗ − ξ|N+2δ
dξ ≤ 0.
If (−∆)δ u(x∗, y∗) = 0, then u(x∗, ·) = 0, which is a contradiction with u(x∗, y∗) < 0,
therefore (−∆)δ u(x∗, y∗) < 0. But, then
0 ≤ f(x∗, y∗) = −Dαa+,xD
β
a+,xu(x
∗, y∗) + (−∆)δy u(x
∗, y∗) < 0.
A contradiction. Therefore, u ≥ 0 in Σ¯. The theorem is proved. 
A similar result can be obtained for the nonpositivity of the solution u by consid-
ering −u.
Theorem 7.2. Let u be a continuous solution of equation (7.1) and Dβa+,xu ∈ C(Σ),
Dαa+,xD
β
a+,xu ∈ C(Σ) and (−∆)
δ
y u ∈ C(Σ). If f ≤ 0 in Σ¯, and ϕ1 ≤ 0, ϕ2 ≤ 0 in Ω,
then u ≤ 0 in Σ¯.
Theorem 7.1 and 7.2 leads the following results.
Theorem 7.3. Let u be a solution of problem (7.1), (7.2), (7.3) and let Dβa+,xu ∈
C(Σ), Dαa+,xD
β
a+,xu ∈ C(Σ) and (−∆)
δ
y u ∈ C(Σ). Then we have the following two
assertions
(A): If u satisfies the inequality
−Dαa+,xD
β
a+,xu(x, y) + (−∆)
δ
y u(x, y) ≤ 0 in Σ,
then
max
(x,y)∈Σ¯
u = max
(x,y)∈Γ
u.
(B): If u satisfies the inequality
−Dαa+,xD
β
a+,xu(x, y) + (−∆)
δ
y u(x, y) ≥ 0 in Σ,
then
min
(x,y)∈Σ¯
u = min
(x,y)∈Γ
u.
Theorem 7.4. Let F (x, y), ϕ1(y) and ϕ2(y) be smooth functions. Then the Dirichlet
problem (7.2)-(7.3) for the fractional Laplace equation (7.1) possesses at most one
solution u.
Conclusion
We obtained the extremum principle for the sequential Caputo derivative of order
(1, 2] and presented some of its applications. This statement answered positively to
Luchko’s question about maximum principle for the space and time-space fractional
partial differential equations.
The results of this article are:
• the estimates for the sequential Caputo fractional derivative of order (1, 2] at
the extremum points is proved;
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• comparison principles for the linear and non-linear fractional ordinary differ-
ential equations is obtained;
• maximum and minimum principles for the time-space fractional diffusion
and pseudo-parabolic equations with Caputo and Riemann-Liouville time-
fractional derivatives are derived;
• uniqueness of solution and continuous dependence of a solution on the ini-
tial conditions of the initial-boundary problems for the nonlinear time-space
fractional diffusion and pseudo-parabolic equations are proved;
• maximum and minimum principles for the elliptic equations in multidimen-
sional parallelepiped and cylindrical domains with sequential Caputo deriva-
tive are derived.
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