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The Gravity Recovery and Climate Experiment (GRACE) mission has
provided an unprecedented global, homogeneous observational dataset of the
time variation in terrestrial water storage (TWS) since 2002. This product has
seen widespread use in the study of processes in hydrology, oceanography, the
cryosphere, and is particularly critical to inform, improve, and validate compu-
tational models of the Earth system. Assimilation of the GRACE TWS fields
into current land surface models can correct model deficiencies due to errors in
the model structure, atmospheric forcing datasets, parameters, etc. However,
the assimilation process is complicated by spatial and temporal resolution dis-
crepancies between the model and observational datasets, characterization of
the error in each, and requires tuning to the unique characteristics of satel-
lite gravity data. This study establishes a framework for hydrological data
assimilation of terrestrial water storage data from GRACE, closes the loop
between GRACE product development and its scientific use, and analyzes the
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assimilated results for use with current GRACE products and future satellite
gravity missions. The framework fuses the strengths of the observational and
land surface model datasets into an assimilated product representative of the
signal strength and large scale structures of the GRACE dataset e↵ectively
downscaled to the high resolution land surface dynamics.
The data assimilation framework was developed through a comprehen-
sive analysis of the deficiencies and potential improvements of the satellite
data products, the assimilation procedures and error characterization, and the
assimilation e↵ectiveness over time. This analysis motivated the development
of a higher frequency GRACE dataset more representative of the hydromete-
orological signal content with reduced temporal aliasing of the TWS signal.
Three innovations were implemented in the product development: regulariza-
tion, sliding windows, and mascon basis functions, to develop a high-fidelity
daily gravity field product (RSWM). The signal and error profile of the RSWM
product was comprehensively analyzed via an end-to-end simulation analysis
of the GRACE mission. The simulation analysis developed an error covari-
ance representative of the magnitude, correlation, and spatial pattern of error
in the RSWM dataset available for use in the data assimilation system. The
assimilation algorithms and tools were advanced to optimally incorporate the
GRACE TWS data and error covariance information.
Daily assimilation was performed globally at the one degree gridcell
level, significantly reducing spatial and temporal smoothing of the assimilation
update from previous basin-scale assimilation of the monthly mean GRACE
datasets. Framework elements additionally defined the mechanisms of the as-
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similation process: (i) the Gaspari-Cohn localization radius to spatially smooth
the coarser resolution GRACE data, (ii) the necessary assimilation update
rate to balance assimilation performance and computational e ciency, and
(iii) open-loop error growth after assimilation has conditioned the system to
advise data latency requirements. The GRACE data assimilation framework
is versatile and adaptable to other land surface models, di↵erent formulations
of data from the current GRACE mission, and future satellite gravity datasets.
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Chapter 1
Introduction
1.1 The Gravity Recovery and Climate Experiment
The Gravity Recovery and Climate Experiment (GRACE) is a joint
scientific satellite mission between the National Aeronautics and Space Ad-
ministration (NASA) and Deutsches Zentrum fu¨r Luft und Raumfahrt (DLR).
Currently in its fifteenth year of operation, GRACE was launched in March
2002 with a nominal five-year mission plan to track and model the Earth’s
static and time-varying gravitational field on an unprecedented scale. The
GRACE mission consists of two identical satellites flying in tandem in low
Earth orbit approximately 220 km apart [79]. To ensure global coverage, the
satellites are in a near-polar orbit with an inclination of 89.0 degrees and at
an initial altitude of approximately 500 km that has been allowed to natu-
rally decay over time. The two satellites experience orbit perturbations due
to the non-uniformity of the gravitational field as well as non-gravitational ac-
celerations. Because of their along-track separation, as the satellites approach
a gravity disturbance the leading satellite will be a↵ected first and then the
trailing satellite causing a continuous change in the inter-satellite range. Ac-
curate tracking of the inter-satellite range and the orbital evolution of the two
satellites can then be used to determine variations in the Earth’s gravitational
1
field.
In order to accurately capture this range variation and precisely de-
termine the orbit of the two satellites, three key measurements are taken.
First, the inter-satellite range is measured to the micron level using a K-Band
microwave ranging (KBR) system [21]. Each satellite is also equipped with
BlackJack Global Positioning System (GPS) receivers for absolute position
determination and relative timing [21]. Finally, SuperSTAR high-precision ac-
celerometers measure the non-gravitational accelerations imparted upon each
satellite (ACC) [84]. The KBR, GPS, and ACC data are used in a least-squares
analysis process to determine the best estimate of the gravitational potential
of the Earth.
The process by which gravitational information is obtained from the
GRACE measurements can be described as “Science by Omission”, illustrated
in Figure 1.1. The new scientific information from GRACE lies in the di↵er-
ence between the GRACE measurements and the current best measured and
modeled state of the Earth’s gravitational field. The process proceeds as fol-
lows: the satellite measurements described previously (KBR, GPS, and ACC)
represent the flight data. The KBR and GPS information is used to precisely
calculate the observed state of the satellites. A background gravity field is
created using a high-fidelity static gravity model of the Earth in combination
with well-understood and well-modeled time-varying components of the gravi-
tational field. These time-varying signal models represent perturbations to the
satellite’s orbit due to solid earth tides, ocean tides, atmospheric and oceanic
variability, N-body perturbations, and general relativistic perturbations [6].
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Figure 1.1: Extraction of time-variable gravity signals from the GRACE mea-
surements
Using apriori initial conditions of the satellites, the background gravity model,
and the measured non-gravitational accelerations from the ACC data, the ex-
pected orbital path of the satellite is calculated. The residual of the observed
and calculated orbit,  ⇢grav, contains the contributions of the errors in the
previously unmodeled, or “omitted”, component of the gravitational field.
The new information represented in  ⇢grav is then consolidated and
used to calculate an update to that best modeled gravitational field. Two
types of fields can then be calculated: short-term time-variations in the global
3
gravitational field (TVG) or a mean (static) gravity field. The variational
field is calculated from a specific window of observational data. TVG fields
can be produced at daily to monthly frequencies and capture gravitational
variations on a variety of physically and socially informative timescales. These
gravitational variations can be converted into a number of analysis fields: time-
variations in equivalent water height, geoid, gravity anomalies, among others
to aid in various scientific endeavors. From a long time series of measurements
a high-resolution static gravity field can be determined that improves upon
previous static gravity models by more than an order of magnitude [79].
The precise global models of the Earth’s time-varying gravitational field
available from GRACE yield a unique insight into the complex evolution of
our planet. The gravitational field represents the mass distribution of the
planet. It is constantly shifting as mass is redistributed within and above
the surface of our planet due to variations in the solid earth, the exchange
of mass between land, ocean, and atmosphere, tidal forces, etc. A time-series
of TVG products will show long-term secular trends as well as seasonal and
sub-seasonal variations in global mass transport. GRACE therefore o↵ers the
unprecedented ability to homogeneously and continuously track changes in
surface water movement, groundwater storage, ocean heat storage, currents,
polar ice accumulation and sea level rise across the entire planet [60]. Within
oceanography, GRACE data has been used to validate models, study ocean
circulation, tides, and currents [12], [13], [35]. In cryosphere studies GRACE
data has been used to quantify the rate, location, and total mass lost from
ice sheet melt [70], [4], [87]. The application of GRACE to hydrology will be
4
the focus of this study. The variation of water over land is one of the most
evident signals in the GRACE data and this information o↵ers new insight
into seasonal and long term variations in terrestrial water storage [80].
1.2 Scientific Application and Data Assimilation of GRACE
The GRACE product over land represents the time-variation in ter-
restrial or total water storage (TWS), a vertically integrated measure of the
water column encompassing groundwater, soil moisture, surface water, snow,
and ice. TWS is a fundamental component of the Earth system, interacting
with the climate energy and water balance on an array of scales and fronts
[25]. Accurate knowledge of terrestrial water storage is thus very important
for understanding and characterizing the Earth’s climate system. However,
prior to the GRACE mission little was known about global continental water
storage as in-situ measurements are costly and di cult to maintain with lim-
ited spatial applicability and previous remote sensing missions were limited to
surface or near-surface water storage [60].
Each component of the TWS measurement plays an integral part of
the water cycle in various ways and at various scales in time and space. Soil
moisture and snow represent key components of climate modeling on seasonal
to annual time scales. They act as a boundary condition for land-atmosphere
interaction, control the partitioning of land surface heat fluxes and thermal
properties of the soil, and act as a driver for vegetation [19]. In contrast,
groundwater storage is indicative of longer term mechanisms and, as such, has
a longer memory in land surface processes. Anthropogenic e↵ects are partic-
5
ularly impactful on groundwater resources as it is a crucial source of drinking
water and irrigation for many regions of the world [24]. However, these e↵ects
are di cult to predict and characterize in models and groundwater is poorly
monitored globally. Thus the direct global measurement from GRACE o↵ers
a wealth of information for monitoring and tracking all levels of the global
hydrological cycle.
The GRACE information has many applications within hydrology - for
drought and flood monitoring and prediction [46], [36], [10], for analysis of
land use such as groundwater pumping for irrigation [83], as well as for model
evaluation and improvement [93], [31]. GRACE has been featured prominently
in the news for its use in the quantification of ice mass loss and the recent
extreme droughts in Texas and California. While surface water storage and
soil moisture stores can more easily recover from drought, GRACE’s ability
to measure groundwater change gives a more complete picture of the impact
of these extreme events on a region. Improvements to the current GRACE
product and improved accuracy from future missions will increase the range
and application to which this knowledge can be applied.
Global hydrological models were previously the primary source of ter-
restrial water storage information. However, due to errors in the model physics,
parameters, initial conditions, atmospheric forcing and other input data the
models still fall short of accurate global characterization of the water cycle
[31]. While relatively good agreement can be found between many hydrolog-
ical models and the GRACE measurements, the GRACE dataset has much
to o↵er for validation, calibration, and direct improvement of these models
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through data assimilation. With enhanced models, we can improve drought
and flood forecasting, weather prediction, aid in environmental planning, and
provide tangible information to local water planners about the rate of ground-
water depletion, drought, or floods in a region.
The GRACE assimilation problem, however, also contains many chal-
lenges and departures from typical data assimilation processes. The source of
these challenges lies in the form of the GRACE measurement as well as the
interaction of the data assimilation methods with the observational and model
data. Most techniques for assimilation into geophysical models were origi-
nally developed for atmospheric systems with high-frequency, high-resolution
datasets. In comparison, GRACE has a coarser resolution in time and space
than land surface models as well as anisotropic and correlated error patterns.
The operational GRACE product is a monthly mean field that has been
smoothed and filtered to reduce error and thus has an e↵ective resolution
in equatorial regions of approximately 300 km in radius. The coarse spatial
and temporal resolution of these GRACE fields in comparison to the model
spatio-temporal resolution has required that the calculated model update be
smoothed in space and time in the assimilation process.
These challenges have been evident in previous investigation with GRACE
data assimilation. Zaitchik et. al. (2008) first assimilated basin-averaged
GRACE TWS fields into the Catchment Land Surface Model (CLSM) for the
Mississippi River Basin. This study had promising results for GRACE assim-
ilation, showing improvements in correlation and decreased root mean square
error between measured and simulated groundwater, improved simulation of
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variability in hydrology, and improved correlation in runo↵. GRACE measure-
ments have since been assimilated into the National Drought Monitor [36] and
snow-dominated basins [27], [74], among others. These studies have generally
used an Ensemble Kalman Filter to assimilate basin scale, monthly mean TWS
observations with a fixed error variance. All showed improved results through
assimilation, however with a limited e↵ect. Improvement and specialization
of the GRACE fields to be closer to the model resolution in time and space,
better defined for assimilation space, and assimilation algorithms and methods
tuned to address these GRACE-specific issues will improve the e↵ectiveness of
such an analysis.
1.3 Motivation and Approach
This investigation will establish a framework for GRACE data assimila-
tion, close the loop between the GRACE product development and its scientific
use, and analyze these results for use with current operational products and
for future geodetic remote sensing missions. Assimilation of GRACE data
presents a unique set of challenges, primarily because the GRACE products
are calculated from a global inversion of the observations rather than by tak-
ing a direct measurement of a component of the system. The fields thus
have anisotropic and correlated errors, the spatial and temporal distribution
of which is di cult to characterize as there is no true validation dataset for
GRACE. Existing data assimilation techniques require tuning to account for
the nature of these fields. In addition, the current GRACE products require
smoothing in space and time in the assimilation process to account for the
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relatively coarse temporal and spatial resolution of GRACE data. In order to
address these problems and improve both the GRACE product for hydrolog-
ical applications as well as the data assimilation methods for GRACE, this
study proposes to:
1. Design a new GRACE product which increases the spatial and temporal
signal content of the GRACE terrestrial water storage information via
the use of sliding windows, regularization, and mascons in the estimation
process.
2. Fully define the signal and error profile of the new product for data
assimilation.
3. Specialize the data assimilation algorithms and parameters for use with
GRACE.
These new GRACE fields, error characterization, and assimilation al-
gorithms are the foundation of the GRACE assimilation framework. This
framework will be tested by assimilating the newly developed GRACE TWS
products into the Community Land Model (CLM) via the Data Assimilation
Research Testbed (DART). Rigorous analysis of the product signal and error
profile informs the assimilation algorithm development and determination of
DA parameters. This assimilation framework is designed to apply to the new
product, but also extend to future products from GRACE, the GRACE-FO
mission, and future remote sensing missions.
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Three key innovations are introduced to create an improved daily GRACE
product: sliding windows, regularization, and mascons. Each component will
be presented in detail in Chapter 2, however, all aim to increase the spatio-
temporal resolution and accuracy of the GRACE fields. Sliding windows al-
low the GRACE fields to be produced on shorter time scales by optimizing
the frequency characteristics of the observations and solution formation [7].
Regularization and representation in mascon basis functions uses our knowl-
edge of the system to better inform the estimation process, reduce error in
the GRACE fields, and improve the signal placement and amplitude reten-
tion [65] [68]. The regularized sliding window mascon (RSWM) fields do not
require post-processing techniques that often further degrade the spatial reso-
lution of GRACE and can dampen geophysical signals [45]. These new fields
increase the range and power of signals obtained from GRACE and advance
the product and methods for assimilation into land surface models.
Part of the challenge of data assimilation with GRACE is a misunder-
standing of the product itself. In order to address this, the full signal and error
profile of the new RSWM product is analyzed. Analysis of the signal profile
shows the GRACE resolution in time and space and the scales and sizes of
processes which are observable. A comprehensive simulation of the GRACE
mission is performed to simulate the size, structure, and sources of error in the
new product. The resulting error profile is constructed to better inform the
data assimilation process and accurately reflect the spatial and temporal error
patterns present in the data. The e↵ect of the various error sources on gravity
field retrieval is quantified, highlighting areas of improvement for future work
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or satellite missions, and the areas in which the new product excels. The im-
proved error profile is critical for data assimilation of GRACE as an accurate
representation of both the LSM and observational error has been found to be
critical for optimal results [53].
Data assimilation commonly employs the Ensemble Kalman Filter (EnKF),
a statistical method for data assimilation. The EnKF does not explicitly model
the adjoint and covariance of the LSM, but uses an ensemble of model states
representative of the uncertainty in the model and input atmospheric forcing
data to estimate a statistical covariance. This statistical covariance is used to
measure the LSM error and map the observation update to the model state
variables. This reduces the computational requirements and has been shown
in many cases to outperform methods such as 4-D VAR which explicitly model
these parameters [11]. This method, however, only takes the error variance
of the observation into account in calculation of the optimal state update.
Due to correlated errors persistent in GRACE fields from the gravitational
field estimation it is important that the full covariance be considered in the
data assimilation process. Therefore, a hybrid EnKF is developed that reads
in many realizations of the GRACE error variance generated from the full
covariance. Additional data assimilation techniques such as localization, sam-
pling error, and inflation are used to ensure that correlations between adjacent
observations are taken into account, statistical errors do not grow in the data,
and the model spread does not collapse.
These innovations to the GRACE product and data assimilation process
are all used to extract the maximum amount of useful information from the
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GRACE mission. This study approaches GRACE data assimilation from both
sides by combining our knowledge of estimation, orbital mechanics, geodesy,
and mission design as well as the hydrological processes and needs of hydrolo-
gists and modelers to create new time-variable gravity fields from GRACE and
construct the framework by which they can best inform land surface models.
Accurate knowledge of terrestrial water storage is critical to understanding the
Earth climate system and a full understanding of the motivations and needs
of this community allow for a more informative and e cient product to be
generated. Both the new GRACE fields and model-assimilated results will be
validated and analyzed so that scientists and engineers generating and using
time-variable gravity data from GRACE and future missions can continue to
make incredible discoveries and improve our understanding of our planet.
1.4 Contributions
This study establishes a framework for optimal, e cient assimilation
of time-variable gravity field products from the GRACE mission into land
surface models. Accurate and e↵ective assimilated results combine the best
characteristics of each data source to create a more accurate picture of global
mass transport that aids in environmental prediction, planning, and assess-
ment. The GRACE product is quite unique and thus traditional data assim-
ilation techniques must be analyzed and adapted for GRACE. In addition,
the GRACE product must be formulated and analyzed to blend well with the
specifications of the assimilation algorithm and land surface model. Three key
contributions are developed in this work to establish, support, and advance the
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GRACE assimilation framework: (1) the regularized sliding window mascon
GRACE product development and analysis, (2) specification of the new prod-
uct signal profile and the end-to-end error simulations creating an accurate
and reliable GRACE covariance and error estimates, and (3) specification of
assimilation algorithms and parameters for assimilation of the GRACE data
into land surface models.
The regularized sliding window mascon product is the first daily GRACE-
only time-variable gravitational dataset. This new dataset o↵ers a wealth of
high-frequency information along with reduced noise due to the innovations
in estimation and processing techniques. Sub-monthly variability, flooding
events, and many other short-term processes can now be identified and stud-
ied. Additionally, the new product o↵ers great advances for assimilation of
GRACE data into land surface models. The model can be updated daily and
with lower-latency than traditional GRACE monthly mean fields and temporal
smoothing of the update is not required.
The calculation of each update is improved with the enhanced GRACE
error and covariance information along with GRACE-specific assimilation al-
gorithms and parameter definition. Accurate knowledge of observational error
is critical to the assimilation process and the covariance information further
informs the data assimilation algorithms about the full nature of GRACE er-
ror. Tuning of the assimilation parameters to address the idiosyncrasies of
the model and observational data is additionally critical in calculation of the
model update. For example, ensemble inflation is used to counteract filter di-
vergence, however, if done incorrectly can cause the model spread to collapse in
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some areas while growing too high in others. Thus some regions will ignore the
GRACE information entirely while others will allow unrealistically large up-
dates that can upset the global water balance. The covariance-informed error
clones, ensemble inflation, Gaspari-Cohn localization, and other assimilation
parameters greatly impact the size and location of the DA process.
This framework will be analyzed and verified for its ability to con-
tinuously and e↵ectively improve the assimilated LSM results, downscale the
coarse resolution GRACE product to the higher spatio-temporal model reso-
lution, and calibrate the model for forecast runs. The framework is designed
to be flexible and extensible to di↵erent formulations of the current GRACE
product as well as future geodetic observing products. Future lower latency
products could be assimilated in near real time to improve short to medium
range model forecasts, and longer time series of TWS products could be used
in climate forecasting. Therefore, the rigorously tested datasets, parameters,
and algorithms presented in this work will clarify, specialize, and advance data
assimilation with GRACE, GRACE Follow-On, and future geodetic observa-
tional data.
1.5 Dissertation Organization
The process of forming the GRACE gravity field estimate will be dis-
cussed in Chapter 2. The new fields presented in this work implement several
modifications to the traditional estimation and post-processing of the obser-
vational data. In order to fully understand this new product and what it
represents, this chapter will go through the full process and theory of estimat-
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ing the global gravity field from the satellite observations, what improvements
the innovations add, and the representation of the gravity field. These new
fields will be assessed and compared with independent datasets for validation.
Chapter 3 will explore characterization of the error in the solution. The
sources of error in the GRACE data and end product will be discussed and the
error characterized through an end to end simulation of the GRACE mission
and error sources. An error covariance profile of the new product is established,
and broken down so the component error sources and relative magnitudes can
be quantified.
The new products were developed with the intent to improve the GRACE
product for scientific use and data assimilation (DA). In order to assess the
products a case study was performed assimilating the new fields into the Com-
munity Land Model 4.0 (CLM) . Chapter 4 will introduce land surface mod-
eling and CLM as well as the data assimilation algorithms developed for the
GRACE data. The new techniques in the assimilation algorithms, an anal-
ysis of the sensitivity and necessary tuning of these routines, and the data
assimilation software used will be described in detail.
In Chapter 5 the assimilated results will be analyzed and validated.
The e↵ectiveness of the new products at informing the model to correct signal
amplitude, seasonal phases, and the e↵ectiveness of the model in downscaling
the GRACE signal will be assessed. This will be done through comparison
with in-situ data as well as with high-fidelity regional models. The use of data
assimilation for model calibration and the e↵ect to which data latency a↵ects
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the model will be analyzed as well.
Finally, conclusions and recommendations for future study will be pre-
sented in Chapter 6. Additional background information on the GRACE mea-
surement and geophysical principles are included in the appendices.
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Chapter 2
Increasing the Spatio-Temporal Resolution of
the Gravity Field
2.1 The GRACE Science Data Product
Three centers were identified as components of the GRACE Science
Data System (SDS): GeoForschungsZentrum (GFZ), the Jet Propulsion Lab-
oratory (JPL) and the University of Texas Center for Space Research (CSR).
While other research institutions also produce GRACE data products, these
three centers have the primary responsibility for processing the GRACE ob-
servational data to produce the project validated estimates of the Earth’s
time-varying gravitational field. The data products are defined at 4 levels
in the processing schematic. The Level 0 data products are collected by the
GRACE Raw Data Center at DLR in Neustrelitz and are the result of the
telemetry data reception, collection, and decommutation. This includes the
KBR, GPS, ACC, star camera (SCA), satellite timing, and other housekeeping
data. [9]. The Level 0 data is then processed and reformatted into Level 1A
Data after application of the sensor calibration factors, checking time tags,
and adding editing and quality control flags. Additional processing is applied
to both the Level 1A and 0 data to form the Level 1B data made available
to the scientific community [9]. The primary science data product from the
17
GRACE mission is the Level 2 Data: monthly mean estimates of spherical
harmonic coe cients for the Earth’s gravitational potential along with orbital
data for the two GRACE spacecrafts. The monthly fields ensure su cient
global coverage and a stable time series of high-quality solutions. The current
SDS solutions are the fifth release (RL05) and contain a low level of error and
a long history of use in a wide range of scientific fields.
The typical GRACE product uses approximately thirty equally weighted
days of data to estimate a monthly mean gravity field with 300+ km resolu-
tion. The coarse spatio-temporal resolution of this typical GRACE solution,
however, has limited scientific analysis to primarily broad scale seasonal and
longer term processes. Many hydrometeorological processes, particularly nat-
ural hazards such as floods, tropical cyclones, hurricanes, etc., will not be
captured in this product. Information about the extent and duration of ter-
restrial water storage variations at these shorter temporal scales is critical for
environmental planning and prediction. By implementing three innovations
in the gravity field estimation methodology - sliding windows, regularization,
and representation in mascon basis functions - this study has developed a
new GRACE data product with improved temporal and spatial resolution to
measure transient and high frequency hydrometeorological signals.
The new time series, a regularized sliding window mascon (RSWM)
time-variable gravity field, is the first gravity time series at daily resolution
using purely GRACE information. Implementation of a di↵erentially weighted
sliding window function reduces aliasing and increases the filter bandwidth to
improve the temporal resolution. Regularization and representation in mascon
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basis functions better condition the estimation process to reduce noise and
improve signal retention. The daily RSWM product expands opportunities
for scientific analysis, data assimilation, and practical use of observations from
GRACE, GRACE Follow-On, and future satellite gravity missions.
This chapter will discuss the processing methods at CSR to estimate
the Level 2 time-variable gravity field product and the formulation, e↵ect, and
implementation of the three innovations to the GRACE processing scheme
to create the new product. The signal and frequency content of the RSWM
product is then rigorously analyzed on a global and regional scale. Two focus
regions with contrasting hydrological profiles, Texas and Bangladesh, are ex-
amined in detail to evaluate and validate the product. This assessment makes
use of several datasets to rigorously intercompare and validate the new solu-
tion. These include the GRACE RSWM product defined in this chapter, the
monthly operational GRACE products, data from the NOAH and CLM land
surface models, as well as an in-situ total water volume storage dataset over
the country of Bangladesh.
The GRACE, model, and in situ datasets are all represented in TWS,
or equivalent water height (EWH), representing the vertical integration of
near-surface water storage. TWS from GRACE is calculated from estimates
of time variation in the Earth’s gravitational field. It is assumed that the time
variation is concentrated in a thin layer near the Earth’s surface. Following the
method of [Wahr, 1998], the change in surface density (  ) at a geographic
location (✓, ) is defined as the radial integral of the variation in density ( ⇢)
19
through the near surface layer as:
  (✓, ) = ae⇢w
1X
l=0
lX
m=0
P¯lm(cos✓)( Cˆlmcos(m ) + Sˆlmsin(m )) (2.1)
 Cˆlm and  Sˆlm are the Stokes coe cients representing the time-variation in
the Earth’s gravitational field, ⇢w is the density of water, l and m are the
spherical harmonic degree and order respectively. The variation in surface
mass over the gridcell is defined as the change in surface density divided by
the density of water,   ⇢w , and is represented in TWS as the overall change
in water height over the gridcell area. The GRACE TWS field is therefore
representative of the sum total of the water column in a land surface model
gridcell: soil moisture, snow, and groundwater or aquifer storage (where appli-
cable). Unless otherwise specified all satellite and model data will be expressed
in millimeters of equivalent water height over the defined gridcell or basin.
Data Product Time Frame Data Frequency Gridcell Size Units
RSWM 2002-2014 Daily 0.5 x 0.5 degree mm
RL05 2002-2014 Monthly 1.0 x 1.0 degree mm
NLDAS 2005-2008 Daily 0.125 x 0.125 degree mm
CLM 2003-2010 Daily 0.9 x 1.25 degree mm
Bangladesh 2004-2010 Weekly 0.25 x 0.25 degree mm
Table 2.1: Terrestrial Water Storage Datasets
The CSR operational monthly mean fields are post-processed with the
anisotropic DDK-2 filter [43] and will be referred to as RL05. The sum of
soil moisture and snow water equivalent estimates over North America form
the TWS field from the NOAH land surface model implementing the North
American Land Data Assimilation System (NLDAS) atmospheric forcing data
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[52]. Groundwater is notably absent from this dataset, as it is not explicitly
modeled in by the NOAH land surface model. The Community Land Model
(CLM) does contain an unconfined aquifer model and its TWS estimate is
composed of the aquifer, soil moisture, and snow water equivalent fields. For
this study, CLM is run in o✏ine mode using a bias-corrected Community
Atmosphere Model ensemble atmospheric forcing dataset [59]. The in-situ
total water volume dataset of [Steckler, 2010] over the country of Bangladesh
is derived from 304 stream gauges.
2.2 Estimation of the Regularized SlidingWindowMas-
con Product
The RSWM fields use the same estimation structure as the RL05 CSR
monthly fields whereby a least squares procedure is implemented with Q-R
factorization to solve for the time-variation in the global gravity field as de-
scribed in [Bettadpur, 2012]. The Level 1B (L1B) input data products are those
described in [Case et. al., 2010], composed of the processed satellite measure-
ments and other housekeeping data. Atmospheric and oceanic dealiasing is
performed with the AOD1B product as described in [Flechtner et. al., 2015].
The additional force models, reference systems, and measurement models are
outlined in [Bettadpur, 2012]. This section will describe the general gravity
field estimation process as well as the theoretical foundation and advancements
from the use of sliding windows, regularization, and mascon representation to
form the RSWM product.
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2.2.1 The Estimation Process for GRACE RL05
The mathematical foundation for determination of the gravity field
from the satellite measurement residuals is as follows. The satellite measure-
ments and model residuals are accumulated over an arc of typically one day,
defined by a new set of initial conditions. CSR’s Multi-Satellite Orbit Deter-
mination program (MSODP) precisely computes the satellite trajectories and
subsequently predict observations over each arc. The satellite K-band range-
rate (KBR), double-di↵erenced GPS, accelerometer (ACC) and star camera
attitude measurements inform an “observed” satellite state estimate. The dif-
ferences between the observations and their predicted values are accumulated
into a residual vector, y. A matrix, H, of the observation partials is deter-
mined by the CSR Multi-Satellite Orbit Determination Program (MSODP)
[62] which linearly maps the observation deviations to the estimation state
vector, x through the relation:
yi = Hix+ ✏ (2.2)
Where the subscript i indicates the arc and x includes the satellite state,
dynamical model parameters, geopotential parameters, and observation pa-
rameters. The noise in the system is represented by ✏.
The state update is calculated from the observation residuals according
to the methods presented in [Tapley et. al., 2004a], designed to minimize the
sum of the square of the error while retaining the maximum possible amount
of signal. To accomplish this, the cost function, J, to be minimized is defined
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as:
J = (yi  Hix)TW (yi  Hix) (2.3)
Where W is a diagonal matrix of observation weights [Rim, 1992]. QR fac-
torization is implemented by inserting an orthogonal matrix, Q, into the cost
function as:
J = (yi  Hix)TW 1/2QTQW 1/2(yi  Hix) = ||QW 1/2(yi  Hix)||2 (2.4)
Q is chosen such that:
QW 1/2H =

Ri
0
 
(2.5)
QW 1/2yi =

bi
e
 
(2.6)
Where R is an upper-triangular matrix of rank n, 0 is a null matrix, b is a
column vector of length n, and e is column vector of length m-n. Substituting
these into Equation 2.4:
J = ||

Ri
0
 
x 

bi
e
 
||2 = ||Rix  bi||2 + ||e||2 (2.7)
||e|| represents the vector of observation residuals - the misfit between the
observations and least squares solution. It is the minimum value of the per-
formance index as it is independent of x. The condition for the optimal state
update x that minimizes J is therefore:
Rixˆ = bi (2.8)
The estimation problem as formulated thus far is very unstable as the obser-
vations contained in a single arc are insu cient to estimate a well conditioned
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global gravity field. This instability is addressed by accumulating multiple arcs
of data in the solution process to compute each estimate. We can illustrate
the combination of multiple days of observational data into a single gravity
field solution with the geometric normal equation estimation method [81]. The
optimal state update xˆ is defined as:
xˆ = N 1M (2.9)
This is a clear analog to Equation 8 with N = Ri and M = bi. To form a
solution xˆ using S arcs of data N and M will thus be formulated as:
N =
SX
i=1
wiRi M =
SX
i=1
wibi (2.10)
The weight, wi, applied to each arc defines the solution window and will be
discussed further in Section 2.3. The full calculations for xˆ are computationally
intensive and are performed using the Advanced Estimation Solver for Parallel
Systems (AESoP) [32].
2.2.2 Mascons and Regularization of the GRACE Data
Unconstrained estimates of the global gravity field retain a relatively
high level of error, primarily evident as north-south stripes due to imperfect
background models, measurement noise, and the ill-posedness of the GRACE
estimation problem [65]. It is necessary to post-process the unconstrained
solutions to reduce these correlated error patterns by filtering or destriping
and smoothing the gravity field. These processes tend to degrade the spatial
resolution of the estimate and damp signal amplitudes. The GRACE gravity
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estimation problem is ill-posed primarily because of downward continuation
and ground coverage. The strength of a gravity field exhibits a wavelength-
dependent decay as the distance from the source increases; therefore short-
wavelength signals are more strongly attenuated at satellite altitudes. The ill-
posedness will also amplify the noise that is particularly prevalent at shorter
wavelengths. This inability of the observations to capture short-wavelength
anomalies along with the ground coverage, or spatial placement of the satellite
ground tracks, give rise to observability problems in the estimation process [65].
In order to address these issues in the new solutions, the techniques
developed by [Save et. al. (2012), (2015)] are applied to regularize the esti-
mation problem and represent the gravity field in mass concentrations. Save
et. al. (2012) developed the methodology for GRACE gravity field estima-
tion based on Tikhonov regularization using the L-curve method in combina-
tion with orthogonal transforms. The process will be briefly described here
but a full description can be found in [Save, 2009] and [Save et. al., 2012].
Tikhonov regularization improves the conditioning of the system by adding
pseudo-information into the estimation process. This pseudo-information is
informed by our knowledge of the problem and the nature of expected errors.
Thus the cost function originally defined in Equation 2.4 is now modified as:
J = ||Hx  y||2 + µ||Mx||2 (2.11)
Estimation of the gravitational field in mascon basis functions rather
than spherical harmonics requires a linear transform to convert the spherical
harmonic representation in x to a mass grid, z through the transformation
25
matrix, T:
x = Tz (2.12)
The CSR Mascon solution is computed on a geodesic grid composed of 40,692
equal area hexagons [68]. Each cell has an area of approximately 12,400 km2
with an average distance of 120 km between cell centers. Inputting the above
transformation into Equation 2.11 leads to the new cost function:
J = ||HTz  y||2 + µ||Mz||2 = ||H¯z  y||2 + µ||Mz||2 (2.13)
Where H¯ = HT. Pseudo-information is added in the form of the regularization
operator, M, and the regularization parameter µ (  0). M was designed by
Save et. al. (2015) to vary over the GRACE mission duration following an
analysis of long term statistics of the regularized spherical harmonic solutions
from GRACE [67]. Additionally, M is formulated to be diagonal, to prevent
land-ocean correlation, and is independent of earth system models or other
outside information. The regularization parameter, µ, determines the weight
given to the pseudo-information, defining the level of constraint applied in
the estimation process. The optimal µ for each solution is determined from
computation of the L-curve via Lanczos bidiagonalization - an e cient way to
visualize the value of µ that optimizes the balance of signal and error in each
regularized solution. Minimizing the cost function J, in the same manner as
previously described leads to the following estimate:
zˆµ = (H¯
T H¯ + µMTM) 1H¯Tb (2.14)
The resulting mascon fields are then resampled to a 0.5o grid for analysis.
This addition of pseudo information in the estimation process to improve the
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conditioning of the system reduces noise and leakage and increases the spatio-
temporal signal content of the GRACE data.
2.2.3 Improved Frequency Retention via a Sliding Window
The GRACE mission is limited in its ability to capture high frequency
information by observability; a minimum of eight days of observational data
is required to estimate a well-conditioned global solution [7]. As discussed in
section 2.2, each individual gravity field solution is formed from a combination
of arcs, shown in Equations 2.9 and 2.10, with a defined weighting scheme, or
window. The operational GRACE products [Bettadpur, 2012] aggregate ap-
proximately 30 days of equally weighted arcs into a 30 day boxcar solution
representative of the mean monthly total water storage. The 30 day boxcar
window will, however, alias the day to day variability into the 30 day solu-
tion. To reduce these errors and improve the high frequency signal capture, in
this section we introduce an improved window design and implement a sliding
window method to increase the sampling rate of the gravity field. The use of
sliding windows for estimation of GRACE gravity field solutions was investi-
gated in depth by [Bonin, 2010], and that document serves as a basis for the
sliding window theory used in this analysis.
Estimation of a single gravity field solution from multiple data arcs has
a natural low pass filtering e↵ect and will suppress high frequency information
in the estimated time series. While this low pass filtering e↵ect is beneficial
in the reduction of high-frequency noise due to instrumentation and process
error, signal is also attenuated or aliased into lower frequencies. The ideal fil-
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ter will boost the gain in the low-frequency range (1-12 cycles per year) where
the larger amplitude geophysical signals reside while lowering the gain at high
frequencies that are more dominated by noise in the data and vulnerable to a
lack of observability. As the window width decreases in the time domain the
low frequency gain characteristics improve. However, if the window becomes
too narrow it may not meet the observability requirements of the gravity solu-
tion. The sliding window must therefore be designed to meet this observability
requirement while maximizing the signal frequency retention attainable from
the GRACE data.
Figure 2.1: 30 day CRN windows with di↵erent numbers of self-convolutions
in the frequency domain
McCullough (2013) analyzed a number of window functions (boxcar,
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Gaussian, CRN, spline, flat-top, and Blackman) for their ability to preserve
signals in frequency range of 4 to 12 cpy while simultaneously attenuating high,
noise-dominated frequencies in the GRACE data. The CRN filter exhibited
the best frequency domain characteristics and gain ripple reduction [82]. The
CRN windowing function is derived from N self-convolutions of a rectangular
time-domain window function. As the number of self-convolutions increases
the window width narrows and reduces the e↵ective size of the information
content. The information content, or the number of e↵ective days in each
solution, is calculated as the integral of the window in the time domain. The
sidelobes of the Fourier transform of the the window function decrease as well
with increasing self-convolutions, as shown in Figure 2.1.
The preferred frequency characteristics of the window therefore improve
with increasing number of convolutions: the gain remains close to one at lower
frequencies and is significantly attenuated in the high frequency range. The
number of convolutions selected for the CRN filter is a compromise between
these observability and frequency retention characteristics. The selected win-
dow undergoes 9 self-convolutions of a 47-day rectangular window function.
This window is then “chopped” so only the middle 21 weighted values are
included, giving it an e↵ective size of approximately 10 days of observational
data and is referred to as CR09-47C21 [49]. Chopping the window has a
minimal e↵ect on its frequency retention ability (the weights assigned to the
chopped days are very small) while reducing the GRACE observational data
requirements and decreasing the latency at which solutions can be produced.
The CR09-47C21 window has an increased bandwidth, higher gain at
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low frequencies, and requires fewer arcs of observational data than the 30 day
boxcar window. The CR09-47C21 window cuto↵ frequency, defined as the
frequency at which the filter gain drops below 0.5, is approximately 20 cpy,
in comparison to 7 cpy for the 30 day boxcar window. The next section will
explore the impact of this updated windowing function on the retrieval of
higher frequency periodic geophysical signals and transient extreme events.
2.3 E↵ect of the Sliding Window on TWS Capture
The RSWM product was primarily designed to improve the temporal
resolution of the GRACE product in order to observe transient events, sub-
monthly variability, and higher frequency periodic signals. This section reports
the impact of the CR9-47C21 and 30 day boxcar windows on retrieval of
geophysical signals. Specifically, we measure the ability of the window to
capture the frequency range, signal amplitude, and power of a terrestrial water
storage time series. In addition, the time-correlation properties of the CRN
window and RSWM product are quantified and compared to land surface
model estimates.
2.3.1 TWS Signal Retention
To establish the e↵ect of windowing a time series, the RSWM and RL05
windowing methods are applied to a CLM one degree global gridded dataset
for 2006. In this synthetic experiment, the original CLM dataset is defined
as a truth field, and the di↵erence between the windowed and original day
will be representative of signal damping, smoothing, or aliasing due to the
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window. A CRN filtered CLM gridded time series (CRN/CLM) for 2006 is
created by applying the CR9-47C21 window to each CLM gridcell for 2006 -
along with the last ten days of 2005 and the first ten days of 2007. Thus the
day labeled January 1, 2006 in the CRN filtered CLM time series is a weighted
average of the CLM daily fields from December 22, 2005 to January 11, 2006.
This process is continued through the year until December 31, 2006 of the
new time series is composed of CLM data from December 21, 2006 through
January 10, 2007. The same process is repeated with a 30 day boxcar window
(Boxcar/CLM) for comparison to the current GRACE windowing strategy.
Figure 2.2: Global standard deviation between the CLM and CRN filtered
CLM time gridded products
Figure 2.2 shows the global standard deviation of the di↵erence be-
tween the original CLM series and the CRN/CLM gridded time series. The
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Mean Di↵erence Standard Deviation Max Di↵erence
Global 1.48 mm 2.94 mm 120 mm
Texas -0.03 mm 3.21 mm 14.0 mm
Bangladesh -.002 mm 9.2 mm 53.0 mm
Table 2.2: E↵ect of the CRN Filter on global and regional signals. Each
region (Global, Texas, Bangladesh) is representative of the di↵erence between
the original CLM TWS time series and the CRN filtered CLM time series.
di↵erences are less than 1 cm for all but very specific regional signals with
a mean global di↵erence over the year of 1.5 mm and mean standard devia-
tion of 2.9 mm, (Table 2.2). Regions exhibiting greater signal variation with
the CR9-47C21 window applied include the land areas surrounding the Gulf
of Carpentia in Australia, Southeast Asia, Madagascar, and Western Amazon
River Basin. It can be reasonably assumed that these larger variations are due
to signal damping from the low-pass filter e↵ect of the CR9-47C21 window.
The CLM, CRN/CLM, and Boxcar/CLM time series are analyzed in
further detail for two regions, Texas and Bangladesh, which show the range
of response to windowing. Texas exhibits a rather typical level of change
due to application of the CR9-47C21 window with a mean standard deviation
of 3.2 mm. Bangladesh, in contrast, shows a significantly higher e↵ect from
windowing; the di↵erence between the CLM and CRN/CLM time series has a
mean standard deviation of 9.2 mm.
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(a) 2006 Texas TWS
(b) Amplitude Spectrum
Figure 2.3: Signal and frequency profile of Texas 2006 terrestrial water storage
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The comparison of the CLM, CRN/CLM, and Boxcar/CLM time series
in Texas for 2006 (a) and the amplitude spectral density for each (b) in Figure
2.3 shows that the CRN window better captures the signal in the desired pass-
band for geophysical signals, therefore better retrieving the signal amplitude
and variation in time than the 30 day boxcar. The signal attenuation with
the CRN filter is very small - the di↵erence stays within one centimeter (-9.5
mm to 8.9 mm to be exact). This is within the error estimate for current
products from the GRACE mission. The two show nearly identical power at
low frequencies and the e↵ect of the CR9-47C21 window becomes evident at
frequencies above 20 cpy. In contrast, the 30 day boxcar window attenuates
the signal at frequencies above 7 cpy, but exhibits less attenuation than the
CRN window at higher, more noise-prone frequencies in the GRACE data.
The CRN window is therefore fulfilling its design requirements - improved
retention (increased signal gain) in the 4-12 cpy signal range and increased
damping of noise dominated, very high frequency data.
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(a) 2006 Bangladesh TWS
(b) Amplitude Spectrum
Figure 2.4: Signal and frequency profile of Bangladesh 2006 terrestrial water
storage
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The CRN filtered CLM time series in Bangladesh again better captures
the signal content than the boxcar windowed CLM time series in the signal and
frequency domains, as seen in Figure 2.4. Both window designs capture the
seasonal signal, but the CRN/CLM time series also captures rapid fluctuations
in TWS. The CRN/CLM time series in Bangladesh does show some signifi-
cant (>2 cm) signal attenuation for very short period high-amplitude events.
The amplitude spectrum in Figure 2.4 (b) shows the expected high-frequency
damping from the windowing. Again, it acts primarily on low amplitude sig-
nals at frequencies greater than 20 cpy. Therefore, although there will be a
slight amount of signal attenuation for high-amplitude, short period events,
the size of signal lost is minimal - generally below the GRACE resolution -
while the frequency retrieval is greatly improved in comparison to the monthly
RL05 solutions.
2.3.2 Transient Event Capture
The operational RL05 product has a well-established ability to capture
the seasonal cycle and processes operating over longer time scales, however,
transient events are aliased into the monthly mean solutions. At best, bi-
monthly variability is measured in the product and hydrological processes are
not tied to calendar months. Due to an increased sampling frequency and
improved filter design the RSWM product is able to capture sub-monthly
variability and transient events with minimal signal smoothing.
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(a) Signal Amplitude Damping
(b) Power Capture
Figure 2.5: Amount of signal damping and power capture from windowing a
transient event with the CR9-47C21 and 30 day boxcar windows
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The amount of signal amplitude damping and total power loss from the
CR9-47C21 and 30 day boxcar windows is examined in Figure 2.5. Transient
extreme events are modeled as a Gaussian function of varying width defined
by the variance ( ). The CRN window shows significantly less signal damping
and greater overall power retrieval in comparison to the 30 day boxcar. While
the shape of particularly short term events is altered - they are generally
temporally smoothed to a wider, lower amplitude shape - the CR9-47C21
window captures 50 percent of the power for events on the scale of 3 days
and greater than 80 percent of the power at time scales of 9 days and longer.
In comparison a daily 30-day boxcar filter would capture 10-20 % less power,
show 15-30% greater signal damping. Signals at these time scales would be
completely unobservable in the monthly RL05 products.
To illustrate this in practice, recall the comparison of the windowed
CLM Bangladesh time series in Section 4.1. The largest di↵erence between
the CLM and CRN/CLM time series is examined more closely in Figure 2.6.
The two peaks in the CLM series are smoothed into one peak in the CRN/CLM
series with some signal attenuation, but the CRN time series captures 98% of
the power of this event. Short term, high amplitude events must be carefully
analyzed but can clearly now be captured with GRACE. This analysis will
continue in Section 5 with comparison of the RSWM product to model time
series and in situ data.
38
Figure 2.6: Close-up of TWS deviations in Bangladesh between the CLM and
CRN/CLM time series
2.3.3 Time-Correlation of the RSWM Product
The daily sampling rate of the RSWM time series greatly increases the
range and power of signal retrieval from the GRACE data. This section ana-
lyzes if this increased sampling rate causes unrealistic time-correlation in the
RSWM product due to the overlapping data usage in adjacent daily solutions.
For example, will a rainstorm two days from now be evident in today’s solu-
tion and, if so, what is the time length and magnitude of the e↵ect? Sections
4.1 and 4.2 addressed this issue to a certain extent. It was determined that a
CR9-47C21 windowed time series will very rarely di↵er from a “truth” time
series outside of the GRACE error bounds. The time-correlation e↵ect of this
processing scheme is now additionally analyzed via an autocorrelation com-
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parison to a land surface model dataset. This analyzes whether the correlation
in adjacent daily fields is similar to or above what is expected naturally from
hydrological processes. For a discrete series x(t) with T time steps and a lag
time of ⌧ the autocorrelation can be calculated as:
R(⌧) =
1
T ⌧
PT ⌧
t=1 x(t)x(t+ ⌧)
1
T
PT
t=1 x(t)x(t)
(2.15)
The autocorrelation, R, was calculated for the RSWM and NLDAS
datasets at each grid point according to Equation 2.15, after the dominant
periodic and secular signals have been removed. Removal of the annual, semi-
annual and trends allows the analysis to focus on the sub-seasonal variability,
the new high frequency information content from the RSWM product. NLDAS
was chosen for this comparison because it has the best resolution in space and
time of the modeled TWS datasets. The NLDAS forcing data assimilates a
great amount of surface observations and other information to create a high
fidelity regional dataset at 1/8 degree and a 6-hourly time step. For this
analysis, the NLDAS fields have been averaged to daily means so the temporal
resolution is consistent with that of the RSWM time series. The NLDAS
time series is used to establish a baseline correlation length for hydrological
processes by which the RSWM product characteristics can be tested.
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(a) GRACE RSWM, ⌧ = 1 day (b) NLDAS, ⌧ = 1 day
(c) GRACE RSWM, ⌧ = 2 days (d) NLDAS, ⌧ = 2 days
(e) GRACE RSWM, ⌧ = 3 days (f) NLDAS, ⌧ = 3 days
Figure 2.7: Comparison of Autocorrelation between GRACE RSWM and NL-
DAS TWS Data
Figure 2.7 presents the autocorrelation over North America for the
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RSWM and NLDAS datasets. With a time lag of one day as shown in (a) and
(b) both fields exhibit very similar high levels of correlation. When ⌧ = 2 days
the fields start to diverge as shown in (c) and (d). The higher resolution of
the NLDAS dataset is clear and the autocorrelation drops over small regions
in the Midwest and East Coast. In contrast, the RSWM time series shows
a slight decrease in correlation (the color scale ranges only between 0.9 and
1.0) with broad regional variability - the middle latitudes show slightly higher
correlation than the southeast and more northern latitudes. The depth of this
pattern continues to increase as ⌧ increases, as seen in (e) and (f) for ⌧=3, and
beyond. The basis for the east-west correlation pattern in the RSWM product
is not yet understood.
The mean autocorrelation over the NLDAS region is compared in Fig-
ure 2.8. For ⌧ of one to three days the RSWM fields have a slightly higher
time-correlation, however, for ⌧   4 the NLDAS fields have a higher time-
correlation. Neighboring days are naturally expected to be highly correlated
due to land-surface memory and the mean autocorrelation values are very
similar between the two data sources. In addition, as TWS rarely exhibits
variations above the GRACE resolution at these short time scales, the ma-
jority of the signal profile within the GRACE resolution will reflect a lower
time correlation in the RSWM product than the best model estimates. It is
impossible to determine if this discrepancy in temporal correlation is due to
uncorrelated noise in the GRACE data or over-correlation in model physics. It
is likely a combination of the two error sources. The RSWM field is therefore a
reasonable approximation of a daily product, as daily sampling will allow cap-
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Figure 2.8: Mean Autocorrelation Values over NLDAS Domain for Time Lags
of 1 to 31 Days
ture of greater signal power, shows similar levels of time-correlation to land
surface model estimates, and captures most of the signal profile within the
GRACE resolution.
2.4 Information Content of the RSWM Product
2.4.1 Spatial Resolution and Variance
The magnitude and spatial pattern of the hydrological signal is assessed
with the spatial variance (SV) statistic, calculated as the standard deviation
of the time series at each grid point. For all of the terrestrial water stor-
age datasets, the spatial variance is calculated for each gridcell according to
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Equation 2.16.
SV ( , ) =
vuut 1
T
 tfX
t=0
TWS( , , t)  TWS( , )
!2
(2.16)
Where T is the number of points in the time series, TWS is the 3-D
matrix of a time series of geophysical grids of GRACE data, TWS is the mean
of TWS in time,   is longitude, and   is latitude.
The spatial variance fields, particularly with the dominant periodic and
trend signals removed, can be used as a preliminary estimate of the noise in
the solution. The annual, semi-annual, and trend signals account for a great
deal of the signal content and thus will be removed for certain analyses. Once
these components are modeled and removed from a dataset, the resulting field
will represent primarily residual signal (with frequencies greater than 2 cycles
per year) as well as noise. In areas where little to no residual signal is expected
the residual field is dominated by noise.
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(a) Spatial Variance of the RSW
GRACE Product
(b) Spatial Variance of the RL05
GRACE Product
(c) Spatial Variance of the RSWM
GRACE Product with Signal Removal
(d) Spatial Variance of the RL05 Grace
Product with Signal Removal
Figure 2.9: Comparison of Spatial Variance between Sliding Window and
Monthly RL05 Solutions
The spatial variance of the RSWM is first compared to the CSR RL05
series to assess any di↵erences between two purely GRACE solutions, shown
in Figure 2.9. Regions with large hydrological processes dominate the global
map, particularly those with strong monsoon seasons such as the Amazon and
Congo basins or with strong secular trends such as Antarctica and Greenland.
The first map, Figure 2.9 (a) shows the spatial variance of the RSWM series
and Figure 2.9 (b) shows the spatial variance of the CSR RL05 series. Overall,
the size and geographic location of the TWS signal is quite similar between the
two images. We generally observe that the signals are more clearly defined,
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GRACE Field Land Mean SV Ocean Mean SV
RSW 63.5 mm 14.7 mm
CSR RL05 61.5 mm 23.5 mm
RSW w/ Signal Removal 27.8 7.05 mm
CSR RL05 w/ Signal Removal 20.9 14.0 mm
Table 2.3: Land and Ocean Mean Spatial Variance
particularly in polar regions, in the RSWM spatial variance map. The more
clearly defined signal placement represents a reduction in leakage in compari-
son to the RL05 product due to the use of regularization and mascons.
As the regionally specific large signals in Figure 2.9 (a) and (b) tend
to obscure smaller scale hydrological processes, the annual, semi-annual, and
secular trend signals were fit and removed from each time-series in (c) and
(d). While the RSWM in (c) and RL05 in (d) SV maps again show general
similarity, greater di↵erences can be seen. In regions such as the Orinoco Basin,
central India, or the Gulf of Carpentaria where large o↵-annual variability is
known to exist ([Tiwari et. al., 2009], [Tregoning et. al. , 2008], [Frappart
et. al., 2015]) both maps capture the residual signal, however, the RL05
has a consistently lower magnitude and smoother appearance. The increased
residual power in the RSWM series (particularly in these regions expected to
have high levels of non-seasonal signal) highlights the increased capture of high
frequency signals which the are aliased or smoothed in the RL05 product.
A clear indication that the increased SV of the RSWM series is not
dominated by noise is the reduction of variance in deserts and ocean regions
without strong currents, such as the Sahara and Gobi Deserts, the Australian
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outback, and the central Pacific. These regions are not expected to have
residual variation above the noise level of GRACE and as such, the SV in
these regions is primarily noise. The mean SV over land and ocean for the
maps in Figure 2.9 is quantified in Table 2.3. The SV of the RSWM over
oceans is significantly less than the RL05 solutions. Because of the low mean
variance expected over global oceans this is primarily due to the regularization
reducing noise and systematic error in the solution. In contrast, the SV of the
RSWM fields is greater than the RL05 over land both pre- and post-signal
removal. This is again in part due to the use of regularized mascons for the
RSWM series rather than the DDK-2 filtered RL05 solutions. However, this
is also driven by the di↵erent frequency content of each time series.
The spatial variance of the RSWM is additionally compared to that of
the NLDAS soil moisture and snow water equivalent, shown in Figure 2.10.
There is a noted resolution discrepancy between the two fields; the NLDAS
dataset is provided at 1/8 degree resolution and informed by topography, land
surface type, and a high-resolution atmospheric forcing dataset [Mitchell et.
al., 2004] while GRACE is generally considered to have a spatial resolution
of 300 km. Despite the spatio-temporal resolution discrepancy, the two fields
exhibit a great amount of similarity. Figure 2.10 (a) and (b) show the spatial
variance of the full signal. The larger annual signals along the western coast
and south-east regions are especially evident, with similar levels of variation.
The most obvious di↵erence between the two is the large signal in British
Columbia in the RSWM spatial variance map. Time series analysis show that
the GRACE RSWM seasonal signal is consistently much stronger in this region
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Figure 2.10: Comparison of the spatial variance between RSW and NLDAS
solutions
than NLDAS. Whether this di↵erence is due to mismodeling in the NOAH
model, error in the atmospheric forcing dataset, or leakage in the GRACE
data bears further investigation. Comparison of the mean spatial variance
over the NLDAS region in Table 2.4 shows that the RSWM series shows a
slightly higher level of variance.
To isolate the higher frequency signal content, the trend, annual, and
semi-annual signals were removed from each data source and the residual spa-
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TWS Field Mean Spatial Variance
RSW 44.7 mm
NLDAS 41.2 mm
RSW w/ Signal Removal 16.9 mm
NLDAS w/ Signal Removal 16.1 mm
Table 2.4: GRACE RSW and NLDAS Mean Spatial Variance
tial variance is plotted in Figure 2.10 (c) and (d). The two data sources are
again similar, with residual signal along the Pacific and Gulf coastal regions.
The RSWM fields visually exhibit a coarser spatial resolution in contrast to
the NOAH data, however the mean spatial variance, in Table 2.4, is very
similar evidencing that the two data sources contain a similar level of power
at sub-seasonal frequencies. NLDAS has a higher level of variation (relative
to GRACE RSWM) post signal removal, probably due to its higher (1/8 de-
gree) spatial resolution as the higher resolution signals are attenuated the
most in the GRACE processing and may not be observable by GRACE. Due
to these structural di↵erences and individual error characteristics of the two
data sources they will naturally di↵er, however the overall agreement between
the two confirms the accuracy and localization of the RSWM spatial signal
content.
Precise definition of a spatial resolution for the RSWM product is com-
plicated by the estimation process. Typically, the GRACE resolution can be
defined by the smoothing radius applied to the unconstrained harmonic solu-
tion. The use of regularization and representation in mascon basis functions,
however, removes the need for post-processing. A truncation to a maximum
degree and order of 120 is inherent in the currently implemented estimation
49
process and imposes a maximum theoretical resolution of approximately 125
km. However, the constraint from regularization and signal attenuation at
shorter wavelengths degrade this resolution.
To further inform this investigation the degree variance of the RSWM
product is compared to global TWS estimates from the Global Land Data
Assimilation (GLDAS) and WaterGAP Global Hydrological Model (WGHM).
The RSWM fields exhibit more power at low degrees but at a certain point the
higher resolution of the land surface models becomes dominant and these fields
have a higher signal variance at this degree crossover and higher harmonic
degrees. The degree crossover point of the RSWM fields and each hydrological
model is noticeably higher than that of the filtered RL05 series. The degree
crossover of the RSWM and WGHM fields is typically between 40 and 60,
and between 65 and 90 for the RSWM and GLDAS fields (in comparison to
typically at degrees less than 30 for RL05 and model estimates). Figure 2.11
shows two representative month comparisons. A gravity field with a maximum
degree of 60 corresponds to an approximate spatial resolution of 300 km, with
a maximum degree of 90 the resolution is approximately 166 km. The spatial
resolution cannot be precisely determined but these statistics show that the
resolution of the RSWM dataset can be reasonably bounded within 200 and
300 km.
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(a) 2008-03
(b) 2008-07
Figure 2.11: Degree variance comparison of the RSWM product with output
land surface models from GLDAS and WGHM. Oceans and ice sheet regions
are masked out before comparison.
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2.4.2 The Signal and Frequency Profile
A comparison of the total water storage of the state of Texas is shown
in Figure 2.12 (a) for the RSWM, CSR RL05, CLM, and NLDAS datasets.
The RSWM and two model time series show a very similar TWS evolution over
time and, indeed, have a Pearson correlation of greater than 0.9. Even when
there is an o↵set between the time series - as seen from July 2006 to January
2007 - the signal pattern is very similar. The amplitude spectrum of the time
series reflects this in Figure 2.12 (b). The frequency range of the CSR RL05
time series is limited by the Nyquist frequency - half of the sampling rate of
the time series - thus the RL05 can, at best, capture signals up to 6 cpy. The
RSWM dataset is limited by the cuto↵ frequency of the CRN filter of 20 cpy,
while the model datasets with daily resolution have a theoretical bandwidth
at their Nyquist frequency of 182.625 cpy. The RSWM and model time series
show very similar amplitude retrieval at frequencies up to between 20 and 30
cpy. The RSWM series is thus capturing similar amplitudes as the model data
at all frequencies up to its cuto↵ frequency. As can be seen from Figure 2.12
(b), the amplitude of signals with frequencies higher than approximately 10
cycles per year is less than a millimeter and below the significance level of
variation in GRACE or model data.
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(a) Texas TWS 2005-2008
(b) Amplitude Spectrum
Figure 2.12: Signal and frequency profile of Texas terrestrial water storage
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The coherence of the RSWM and each model time series is additionally
computed to further examine the relationship between the frequency content
of the datasets. The coherence between two signals x(t) and y(t) is defined as:
Cxy(f) =
|Gxy(f)|2
Gxx(f)Gyy(f)
(2.17)
Where Gxy is the cross-spectral density between x and y and Gxx and Gyy
are the auto spectral density of x and y respectively. The significance of
the coherence value can be calculated from Equation 2.18 derived from the F-
distribution, number of observations, and bandwidth as described in [Shumway,
2000].
C(p) =
F2,df 2(p)
df/2  1 + F2,df d(p) (2.18)
Figure 2.13: Coherence of GRACE RSW with CLM and NLDAS Texas Time
Series
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The coherence is calculated for the RSWM/CLM and RSWM/NLDAS
pairs, shown in Figure 2.13. The significance level of the signal coherence
is approximately 0.4. The RSWM and model data show a significant level
of correlation until around 10 cycles per year, the same frequency to which
the amplitude of the signal content remained above the error bounds of the
GRACE data. At frequencies higher than 10 cpy the amplitude of the peri-
odic signal content is su ciently small to be indistinguishable from noise. As
described previously, the CR9-47C21 window has a cuto↵ frequency of approx-
imately 20 cpy, therefore in this region the temporal resolution of the GRACE
product is limited not by the window design, but other error sources - instru-
ment noise, sampling, geophysical model error, etc. - that limit the resolution
of the GRACE data. The RSWM product is thus capturing all of the periodic
signal within the resolution of GRACE.
The total water storage of Bangladesh is compared in Figure 2.14 (a)
for the RSWM, RL05, CLM, and in-situ time series. While all series similarly
capture the dominant seasonal signal, the CLM time series clearly damps
the amplitude in comparison to the RSWM, RL05, and in situ series. The
amplitude spectrum of the four time series in Figure 2.14 (b) shows clear
peaks at 1 and 2 cycles per year - the annual and semi-annual seasonal cycles -
and very good agreement to about twenty cycles per year. Careful examination
of the peaks at 1 cpy shows that the in situ dataset has the most power at
that frequency, followed by the RSWM, RL05, then CLM series. The RSWM
dataset therefore - in Texas as well as Bangladesh - appears to better retrieve
the signal amplitude in addition to accurately capturing the signal content at
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higher frequencies than the RL05 solutions. At frequencies greater than 20
cpy the RSWM signal amplitude clearly drops below that of CLM. This is in
part due to the sliding window acting as a low pass filter on the time series,
however is also expected from Figure 2.14 (a) as CLM exhibits larger higher
frequency variations than the GRACE (and in situ) data.
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(a) Bangladesh TWS 2005-2008
(b) Amplitude Spectrum
Figure 2.14: Signal and frequency profile of Bangladesh terrestrial water stor-
age
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Bangladesh experience extreme flooding in the summer of 2004. While
this transient extreme event is outside the signal range of the RL05 GRACE
data, it is observable in the RSWM product and the in situ time series (Figure
2.15). The onset, peak, and abatement of the the flood found in the RSWM
signal aligns with the timeline described in o cial reports of the flooding event
[20]. The 2004 flooding event in Bangladesh is representative of the greatest
benefit of the RSWM product - with its increased sampling rate, improved
window design, and estimation strategy flooding events such as these can be
measured and studied for prediction and environmental studies for disaster
planning.
Figure 2.15: The 2004 flooding event in Bangladesh as captured by the
GRACE RSWM and in situ datasets
It is clear from the frequency analysis of Texas and Bangladesh time
series that the RSWM mascon product e↵ectively captures high-frequency sig-
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nal content within the resolution of GRACE. Periodic signals with significant
amplitudes (greater than 2 cm) generally reside at frequencies up to 10 cycles
per year. The GRACE RSWM time series shows a high level of similarity to
hydrological model and in situ time series at these frequencies, and captures
as much or more power as the comparison datasets in this range.
2.5 RSWM Product Discussion
Improvements to the current GRACE product and improved accuracy
from future missions will increase the range and application to which this
knowledge can be applied. This chapter has presented a method for improved
high frequency signal capture and decreased aliasing via a regularized sliding
window mascon product for the GRACE mission. The RSWM product is
characterized by an improved filter design which reduces aliasing by decreasing
gain ripple, increases the sampling rate, and greatly increases the e↵ective
bandwidth. Implementation of the regularization methods and representation
in mascon basis functions according to Save et. al. (2015) better conditions
the solution and therefore reduces noise and increases the spatial resolution
of the product. The use of these techniques results in a product that is able
to better capture the range and power of hydrological signals and eliminates
the need for post-processing (filtering or smoothing) to reduce the correlated
errors present in the unconstrained spherical harmonic solutions.
Analysis of the CR9-47C21 window found that it increased the filter
bandwidth from 7 to 20 cycles per year and better captures the amplitude and
total power of hydrological signals in comparison to the 30 day boxcar window
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currently implemented in the monthly mean RL05 fields. The RSWM product
shows very similar time-correlation levels over short time scales to high fidelity
model data. Therefore for most regions of the world the majority of the TWS
signal within the resolution of GRACE is present in the RSWM product. For
certain regional areas or extreme events, the low-pass filtering e↵ect of the
window can attenuate the signal and analysis of these events and regions may
require specialized processing and careful use.
The RSWM product is additionally characterized by an improved spa-
tial resolution in comparison to the operational RL05 GRACE solutions. Com-
parison of the spatial variance and degree variance of the GRACE and model
TWS estimates showed the RSWM to have greater signal power overall and
particularly at higher spatial and temporal scales in comparison to both model
and the CSR RL05 product. The regional comparison in Texas and Bangladesh
found the RSWM and model datasets clearly captured periodic signals very
similarly for frequencies up to 20 cpy. This represents a significant gain from
the monthly mean products, as sub-seasonal and transient events can now be
quantified in the GRACE time series. The RSWM product showed a very
similar signal profile to the land surface model time series and best matched
the in-situ Bangladesh validation dataset. The RSWM time series captured
the same power as model and in situ data for geophysical signals up to 20 cpy.
As nearly all of the hydrological signal power within the resolution of GRACE
resides at frequencies below 10 cpy, the RSWM time series captures nearly all
of the signal within the resolution of GRACE. Above 20 cpy, the CR9-47C21
window acts as a low pass filter and attenuates this noise dominated high
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frequency band.
The new GRACE RSWM product is the first independent daily GRACE
solution. Previous investigations with high-frequency GRACE products have
typically relied on model data with a Kalman smoother in increase the tem-
poral resolution [42] The daily time series greatly expands the range of signals
that can be analyzed from GRACE. The product is particularly useful for
data assimilation as less smoothing in time and space is required. The daily
time step is much closer to land surface model time resolution thus reducing
computational requirements and simplifying assimilation algorithms.
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Chapter 3
Error Analysis of the RSWM GRACE
Product
This chapter analyzes the full error profile of the GRACE regularized
sliding window mascon product. In order to fully explore and define this field,
a simulation analysis was designed to quantify the error size, structure, and
sources in the GRACE observations and processing methods. Quantification
of the error present in the GRACE product is complicated by the lack of val-
idation datasets, the complexity of the estimation process, aliasing of signals,
and the numerous interactions between potential error sources. The simula-
tion analysis provides quantifiable error fields and a covariance for the new
GRACE sliding window mascons that is particularly useful for assimilation
into land surface models. With a reliable, comprehensive error characteri-
zation of GRACE the assimilation algorithms more optimally calculate the
model state update.
First, the error sources in the GRACE mission and the e↵ect these
sources have on gravity field retrieval are identified and discussed. The simu-
lation experimental design is then presented including the background models,
noise models, and processing methods to simulate a truth and recovered grav-
itational field. The simulation is designed to analyze not only the total error
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in the GRACE mission, but the contributions of each class of error source. By
separating the total error into its primary contributors, the e↵ect of future im-
provements in processing methods, models, or instrumentation improvements
on the overall error budget can be analyzed and limiting error sources identi-
fied. The total estimated error for the RSWM GRACE product is calculated
for use in assimilation as a spatially varying covariance field. The specific ap-
plication of these fields and methods to data assimilation will be expanded in
Chapter 4.
Note: The simulation study design, implementation, and analysis de-
scribed in this chapter was a joint e↵ort between the author (C. Sakumura),
Christopher McCullough, Furun Wang, and Srinivas Bettadpur all at the Cen-
ter for Space Research at The University of Texas at Austin.
3.1 An Overview of GRACE Errors
There are a number of di↵erent components that contribute to error
in data products from the GRACE mission such as instrumentation noise,
data processing and representation, and error in the geophysical models. The
quality of each solution is a↵ected by the ground track pattern, spatial cover-
age, downward continuation, etc. Spatial and temporal aliasing, while dimin-
ished with the formulation as regularized sliding window mascons, will still
be present. The total error in the GRACE product - how much the recov-
ered gravity field di↵ers from the truth - can be generally classified as errors
of omission and errors of commission. Errors of omission include high spa-
tial and temporal resolution gravity field variability. These error sources are
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not observed by the current GRACE mission as they are below the attainable
spatial and temporal resolution. We estimate the magnitude and distribu-
tion of spatio-temporal omission errors in Section 3.3. Errors of commission
include noise in the observations themselves and the e↵ect of processing and
modeling the observational data. Commission errors can be caused by incor-
rect parameter values, incorrect models, instrument noise, etc. The simulation
study in this chapter was designed to comprehensively quantify the errors of
commission.
GRACE commission errors have typically been subdivided into two cat-
egories: (i) errors in the GRACE observations and solution processes them-
selves and (ii) errors due to mismodeled or unmodeled gravitational variations
incorrectly attributed to terrestrial water storage [90]. Category (i) errors in-
clude measurement errors, processing errors (i.e. estimation, filtering), and
leakage errors; it is this type of error we are seeking to fully characterize.
Category (ii) errors are introduced by the background models used to remove
gravitational variations not caused by terrestrial water storage changes such
as the atmospheric and oceanic dealiasing fields or solid earth and tide models.
Category (ii) errors are continually reduced as atmospheric, oceanic, and tidal
(solid earth, pole, luni-solar) models advance. The two categories are inter-
connected and both contribute to aliasing and leakage error characteristics of
the GRACE data.
Category (i) errors can be further subdivided into observational error
and representation error. Observational errors are those caused by error in
the measurement of the intersatellite range rate, accelerometer error, etc. [45].
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These instrument errors are an unavoidable component of satellite data anal-
ysis. Models for bias and drift in the instruments are implemented to reduce
the e↵ect upon the final gravity field in data processing. Instrumentation im-
provements will reduce some of this baseline error level in future missions.
Representation errors are those caused by data processing methods and the
expression of the gravity field solution - whether in the physical or spectral
domain. Post-processing and regularization methods, while reducing the total
amount of error in the gravity field, can attenuate or distort the signal and
contribute to this error category.
3.2 Simulation Experiment Design for Error Character-
ization
In this section, we formulate a comprehensive simulation study to quan-
tify the magnitude, distribution, and attribution of errors in the RSWM
GRACE product. This end to end simulation of the mission implements im-
proved GRACE error models, simulates error in the geophysical models, and
follows the operational process for gravity field recovery from observations.
Prior GRACE error studies have focused on calibration of the formal error es-
timates from the estimation process [47], analysis of the e↵ect of leakage and
signal attenuation [45], as well as a mix of the two methods [90]. However,
the formal error estimates capture primarily the uncertainty in the estima-
tion process and previous studies of the filtering e↵ects have used hydrological
model data rather than true GRACE data which could lead to under- or over-
estimating the error due to model characteristics. The end to end simulation
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therefore is more representative of the complete error profile in the GRACE
gravity field products.
Figure 3.1: Diagram of the simulation of the GRACE mission observations
and error characteristics
The basic setup of the simulation experiment is illustrated in Figure
3.1. The first simulation run - referred to as a Mode 5 run for the MSODP
software simulation - uses a defined background gravity field to propagate
the satellite orbits starting from the real GRACE satellite initial conditions
to generate simulated observations. The background gravity field used to
propagate the satellite orbit in this Mode 5 run is considered the “truth”
field in the simulation space. The process of creating a truth background
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field that best represents the size and resolution of real geophysical time-
variable gravity is not trivial, and required blending of multiple datasets. The
background time variable gravity field used in this work is referred to as XBL,
and will be described in the next section. Noise in the GRACE observations
due to instrument error is simulated with models for the GPS double di↵erence,
accelerometer, star camera, and K-band measurements [Furun Wang, personal
communication].
After the Mode 5 run has generated the simulated satellite observations
the second run, referred to as a Mode 4 run, calculates the “best fit” satellite
orbit. This run generates what are referred to as regres files which contain
the system parametrization and observations - the H and y from Equation
2.1. To simulate errors in the ocean tide models and atmospheric and oceanic
dealiasing fields, di↵erent models for these fields were used to converge the
orbits than those used to generate the observations in the Mode 5 run. A full
description of the dealiasing and noise models is given in section 3.2.2.
The regres files generated from the Mode 4 run were then used to solve
the least squares solution to estimate the gravity field using the Advanced
Estimation Solver for Parallel Systems (AESoP). In this analysis we calculate
21 day sliding window mascons to estimate the error in the RSWM prod-
uct, however the same process can be used to estimate error in the boxcar
unconstrained harmonics, or other solution types. The simulated satellite ob-
servations undergo the exact same process as the actual satellite observations
to form an estimate of the gravitational field. The di↵erence between the
gravitational field calculated from the simulated observations and the defined
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truth field represents the error in the simulated solution.
3.2.1 Background Gravity Field Creation
In order to get realistic estimates of error in the GRACE products the
truth field needs to represent the amplitude and frequency of variations in
the terrestrial water cycle as accurately as possible. The truth field over land
was therefore constructed by blending the best characteristics of GRACE and
land surface model data into a designed field, hereafter referred to as XBL.
The broad scale and long period (annual, semi-annual, and trend) signals are
generally considered to be more accurate from GRACE while the GLDAS-
1 model [63] was used to augment the spatial resolution and high-frequency
temporal resolution of the XBL field.
Figure 3.2 illustrates the process to blend the two data sources (RSWM
and GLDAS-1) to create the XBL fields. The two input datasets are both
reformatted into quarter degree, daily grids. Therefore the half degree daily
RSWM fields are interpolated to a 0.25 degree grid and the 4-hourly quarter
degree GLDAS-1 are time-averaged into daily grids. Next, masks are applied
to each dataset. A GLDAS-1 land mask is applied to the RSWM fields so that
only the land surface signals are blended together. The ocean truth field is
purely the RSWM mascon time series. A Greenland mask is applied to the
GLDAS-1 fields so only RSWM signal is used in Greenland.
Each data source is then separated into “Signal Only” and “Signal
Removed” grids. The Signal Only grids are composed of a modeled bias,
slope, quadratic, annual, and semi-annual signal from each input data source.
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Figure 3.2: Design process of the background gravity field [Christopher Mc-
Cullough, personal communication]
The Signal Removed grids are the residual information once the “Signal Only”
fields have been removed. All four of these grids (RSWM Signal Only, RSWM
Signal Removed, GLDAS-1 Signal Only, GLDAS-1 Signal Removed) are then
converted into spherical harmonic coe cients out to degree and order 720.
Figure 3.3 illustrates these steps in the blending process. (a) and (b) show
the original input fields, (c) and (d) show the Signal Only components of the
grids, and (e) and (f) show the Signal Removed residuals of the original grids.
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(a) GRACE RSWM Original Grid (b) GLDAS-1 Original Field
(c) GRACE RSWM, Signal Only (d) GLDAS-1, Signal Only
(e) GRACE RSWM, Signal Removed (f) GLDAS, Signal Removed
Figure 3.3: GLDAS and RSWM Blending Process
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(a) Signal Only Grids Degree Variance:
First 100 Degrees
(b) Signal Removed Grids Degree Vari-
ance: First 100 Degrees
(c) Signal Only Grids Degree Variance:
First 100 Degrees
(d) Signal Removed Grids Degree Vari-
ance: First 100 Degrees
Figure 3.4: Degree Variance Analysis: Figures (a) and (b) show the degree
variance of the full spectrum, while (c) and (d) zoom in on the first 100 degrees
to better view the crossover point where GLDAS has more power at shorter
wavelengths
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To maximize the amount of signal and spatial resolution, it is desired
to use each field where it retains the highest level of power. It is possible
to quantify this point in the spherical harmonic domain by degree through
analysis of the degree variance. At long wavelengths (lower harmonic degree),
the RSWM GRACE product has more power, however, at some point the
higher spatial resolution of GLDAS will become evident and that dataset will
therefore have more power at shorter wavelengths (higher harmonic degree).
This crossover point is illustrated for the Signal Only and Signal Removed
grids in Figure 3.4. Figure 3.4 (a) and (b) show the full degree variances.
Particularly in (a) the RSWM power at low degrees is evident, and then the
GLDAS higher power at higher degrees. This crossover point is highlighted
in Figure 3.4 (c) and (d). In (c), the Signal Only grids degree variance, this
crossover happens at about degree 80 while in (d) for the Signal Removed
grids this point occurs at a much lower degree. GLDAS-1 was expected to
dominate the Signal Removed grids as is shown because these represent the
higher spatio-temporal resolution information.
This degree crossover point is used to inform a Gaussian averaging of
the spherical harmonic coe cients by degree. The two fields are each weighted
with a Gaussian normal function with the half width max at the crossover point
and peak at the respective end at which each series has more power. This
weighted averaging is done separately for the Signal Only and Signal Removed
grids. The combined Signal Only and Signal Removed grids are then added
back together along with the RSWM signals over the ocean, Greenland, and
Antarctica. An example of a combined daily, quarter degree background field
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Figure 3.5: Background Gravity Field from Blended RSWM and GLDAS-1
Fields
grid is shown in Figure 3.5. Examination of this field shows that it retains
the higher broad scale signal power of the GRACE RSWM fields - seen in the
extent and magnitude of large signal patterns. The higher spatial resolution
of the GLDAS-1 data is evident in the XBL fields as smaller scale variations
and finer signal localization.
3.2.2 Representation of Noise and Error Sources
Two types of commission error are represented in the simulation study,
instrument errors and errors in the geophysical models used in the estimation
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process. Instrument errors are defined by simulation noise models for the GPS,
ACC, SCA, and KBR data. The instrument noise models were designed by
[Wang, 2013], and a full description of the methods and error spectra can be
found in that document.
Errors in the geophysical models are represented in the simulation by
implementing di↵erent models for the ocean tides and atmospheric and oceanic
dealiasing (AOD) in the Mode 5 and Mode 4 runs. The models used in the
Mode 5 run to generate the observations define the “true” gravitational vari-
ations due to mass movement in the atmosphere, oceans, and over land in
our simulated Earth system. The di↵erences between these models and those
used to converge the satellite orbits in the Mode 4 run represent the error in
the models used in real GRACE processing. The geophysical models used in
this analysis are presented in Table 3.1. The background gravity field, repre-
senting gravitational variations due to changes in terrestrial water storage, is
defined with the XBL field in the Mode 5 run. This is the scientific product
currently delivered by the GRACE mission and therefore no model for the
TWS variations is used in the Mode 4 run.
Component Mode 5 Mode 4
Background Gravity Field XBL (Nmax=360) –
AOD RL05 (Nmax=100) [26] NCEP IB (Nmax=100) [38]
Ocean Tides GOT4.8 (Nmax=100) [61] FES-2004 (Nmax=100) [48]
Table 3.1: Geophysical models for the simulation analysis
The operational RL05 AOD fields from the European Centre for Medium-
Range Weather Forecasts (ECMWF) [26] are used in the Mode 5 run and a
74
Figure 3.6: Standard Deviation of the di↵erence between the GOT 4.8 and
FES-2004 ocean tide models
reanalysis dataset from the National Center for Environmental Prediction cor-
rected with inverted barometer measurements (NCEP IB) [38] is used in the
Mode 4 run. There is a mean bias between these two models which will be
removed from the simulated RSWM fields and both are defined to a maximum
degree and order of 100. The GOT 4.8 ocean tide model [61] along with ad-
ditional modeled long period variations are used in the Mode 5 run, and the
FES-2004 [48] ocean tide model implemented in the Mode 4 run, both with
self-consistent equilibrium (SCEQ) and defined to a maximum degree and or-
der of 180. The ocean tide models primarily di↵er near coastlines as shown in
Figure 3.6, with essentially zero mean bias. Both the Mode 5 and Mode 4 run
will use the Desai Ocean Pole Tide model with a maximum degree and order
of 360.
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3.3 Error Analysis
The total error field from the simulation study is the di↵erence in the
RSWM mascon field calculated from the simulation data and the defined truth
field. This full error field represents the error due to the sum of errors of
omission and commission in the final product. By additionally breaking the
error estimates down into their component sources we can understand the
relative impact of each error source. Figure 3.7 illustrates the method by
which the error components are defined in this analysis. The full error is first
subdivided into errors of omission and commission. The errors of omission
represent the features of the background gravity field which can’t be recovered
due to truncation at spherical harmonic degree and order 120 and from the
low-pass filtering e↵ect of the CRN window. These are quantified in section
3.3.1.
The errors of commission are those features of the XBL field that are
lost due to instrument error, aliasing, high frequency attenuation, and errors
in the geophysical models. The error fields generated from the simulation
include errors of omission as well as the errors of commission defined by the
noise models and methods described in the previous section. Four simulation
runs were performed to isolate the e↵ect of di↵erent commission error sources
on gravity field retrieval in space and time, as is described in section 3.3.2. This
section then maps and quantifies the full error field and an error covariance
for the RSWM product.
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Figure 3.7: Components of the error in the GRACE RSWM Product
3.3.1 Errors of Omission
The omission errors analyzed here are those due to truncation of the
gravity field and windowing. Representation of the gravitational field in spher-
ical harmonics - as discussed in Appendix A - while theoretically an infinite
series, must practically be cut at a maximum degree and order,Nmax. The max-
imum degree determines the spatial resolution of the gravity field as ⇡RNmax
[60]. Therefore, a higher Nmax results in a finer resolution of the gravity field
and reduces truncation error. However, harmonic coe cients are increasingly
dominated by noise at higher degrees. Nmax is chosen to balance the reduc-
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tion in high-frequency noise in the gravity field while retaining the maximum
amount of signal. This truncation of the spherical harmonic series will reduce
the spatial resolution that is theoretically recoverable from the data and is
therefore a source of omission error.
The RSWM product assumes a maximum degree and order of 120 in
the estimation process. The XBL fields, in contrast, have a maximum degree
and order of 360. Truncation of these fields to 120 will result in loss of some
high-frequency spatial information. This e↵ect is calculated from the di↵erence
between the XBL field and a Gaussian smoothed XBL field with an e↵ective
radius of 125 km. This smoothing radius simulates truncation of the gravity
field to degree and order 120 while avoiding artifacts such as ringing which
could occur from a simple truncation. The smoothing radius (SR) is calculated
for an Nmax of 120 according to:
SR =
p
8 ⇤ log(2)
Nmax ⇤Nmaxae (3.1)
The truncation error is then determined by calculating the standard
deviation at each gridcell over the test year (2008), mapped in Figure 3.8. It
can be seen from Figure 3.8 that mostly high resolution spatial information
is lost due to this truncation. This error e↵ect is only valid over land as only
the RSWM fields were used over oceans to calculate the XBL truth field, and
thus the oceans have already been truncated to Nmax 120. The mean global
truncation error is found to have a very low bias of 2.9 mm with a global mean
standard deviation of 22.3 mm and a mean standard deviation of 27.3 mm
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Figure 3.8: Omission Error due to truncation of the gravity field (mm)
over land, as tabulated in Table 3.2.
Similarly to the windowing analysis in Chapter 2, the XBL field is
windowed with the CR09-47C21 window to quantify the signal lost due to the
window’s low pass filtering e↵ect. The windowing error is then also calculated
as the standard deviation of the residual at each grid point, and mapped in
Figure 3.9. The windowing error is much smaller than the truncation error,
causing essentially no bias and a global mean error of 4.2 mm and 5.3 mm
over land - both well under the attainable resolution of GRACE.
Finally, the XBL field is both smoothed and windowed to estimate the
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Figure 3.9: Omission Error due to temporal windowing of the gravity field
combined, or total, omission error as defined in this analysis. It is noted that
this is the omission error from our simulation ”truth” field. For real-world
applications additional signal exists at short wavelengths above 360 degrees.
Shown in Figure 3.10, it is dominated by the truncation error, however, the
windowing error clearly adds some features in the oceans and coastal areas -
the Falkland current is particularly evident - and amplifies some regions over
land. The total omission errors are included in Table 3.2 and are only slightly
higher than the truncation errors.
80
Figure 3.10: Omission Error due to truncation and temporal windowing of the
gravity field
Omission Type Bias Global Std. Dev. Land Std. Dev.
Truncation 2.9 mm 22.3 mm 27.3 mm
Windowing 0.002 mm 4.2 mm 5.3 mm
Total 2.9 mm 22.6 mm 27.8 mm
Table 3.2: Mean errors of omission due to truncation and windowing of the
gravity field
3.3.2 Simulation Error Results
Four versions of the error simulation were defined to estimate the e↵ect
of each noise component on retrieval of the gravity field. These four simulations
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are outlined in Table 3.3 which shows which error sources (as defined in Table
3.1) are included in each simulation run. The instrument noise case is meant
to determine the baseline error caused by imperfect measurements, and the
background gravity field is not used. The sampling error and geophysical
model error cases assume perfect observations and show primarily the e↵ect of
aliasing and omission error in retrieval of the background field. The sampling
error case represents the error in the RSWM product with perfect AOD and
Ocean Tide models and no instrument noise while the geophysical model error
case adds on the error in the AOD and Ocean Tide models. Finally, the total
error case estimates the total amount of error in each RSWM field.
Case TVG AOD Error Ocean Tide Error GRACE Noise
Instrument Noise no no no yes
Sampling Error yes no no no
Geophysical Model Error yes yes yes no
Total error yes yes yes yes
Table 3.3: Error and Noise models included in each simulation run
The Instrument noise case will be handled slightly di↵erently from the
other error cases as no geophysical signals are included. Therefore perfect
instruments would return a zero field, and any variation represents error added
by the instruments. Figure 3.11 maps the monthly unconstrained estimate of
the gaussian smoothed GRACE measurement error with an e↵ective radius
of 500 km. The overall error is small and clearly shows the typical GRACE
North-South striping, with a mean global standard deviation of 29 mm. It is
used to show the pattern and form of the gravity field errors due to instrument
error.
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Figure 3.11: Instrument Noise
The remaining three cases are all estimated as regularized mascons with
the same methodology as the RSWM product for use in the following analysis.
The sampling error case is representative of the best attainable gravity field
with the GRACE mission configuration - assuming the instruments, AOD,
and Ocean Tide models are perfect. The errors in the recovered gravity field
due to aliasing, groundtrack coverage, errors of omission, etc. are presented in
Figure 3.12. The error maps are calculated as the root mean square (rms) of
the residual field between the XBL background gravity field and the recovered
mascon field and are slightly higher than the instrument noise case - note the
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larger color scale axis. The oceans are masked out for the following images as
the simulations were designed to primarily assess the accuracy of the RSWM
product for land hydrology and as the AOD fields are not restored for ocean
assessment. The correlated north-south striping pattern is not evident, and
signal attenuation of particularly high resolution signals is most evident in
tropical regions with large TWS signals. The global mean bias and standard
deviation of this and the following two error cases is found in Table 3.4.
Figure 3.12: Sampling Error in the RSWM Product
The geophysical model case is representative of the sampling error as
well as the error due to imperfect AOD and ocean tide models, shown in
Figure 3.13. It shows a clear increase in the overall error level, more evident
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striping, as well as regionally specific error patterns in areas with stronger and
higher frequency signal patterns. The omission error due to truncation and
windowing the gravity field is also evident here as high resolution “speckling”
in many land regions.
Figure 3.13: Sampling Error and Geophysical Model Error in the RSWM
Product
The Total Error case is our final, complete error estimate for the RSWM
mascon product, mapped in Figure 3.14. The total error case shows regionally
specific patterns with a global land mean error of 3 cm. This error RMS
plot while broadly representative of the error in the RSWM product does
not reflect some of the known error patterns in GRACE. The characteristic
striping patterns, for example, are not evident in Figure 3.14 however do still
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exist in the error residuals. Additionally, the anisotropic and correlated nature
of GRACE error cannot be represented in a single map.
Figure 3.14: The complete GRACE Error Field
Case Bias RMS RMS over Land
Sampling -0.03 mm 7.7 mm 5.1 mm
Geophysical -0.02 mm 15.9 mm 7.7 mm
Total Error -0.86 mm 30.4 mm 30.6 mm
Table 3.4: Mean and Standard Deviation of Error Residuals
To provide a more complete representation of error in the RSWM prod-
uct we use the daily error residual fields to construct an error covariance. This
is calculated by accumulating the error residuals (the di↵erence of the RSWM
simulated daily field and the XBL field for that day) into a matrix R. The
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covariance is calculated from R according to:
CRSWM =
RRT
N   1 (3.2)
where N is the number of residual grids. If this calculation were done in
the mascon grid domain the dimension of CRSWM would be 259,200 x 259,200,
far too large to estimate with a year of error residuals. In order to reduce
the number of variables but still provide a global estimation of the covariance,
the error residual grids undergo a spherical harmonic decomposition and the
covariance is calculated for these harmonic coe cients. The error variance
of each harmonic coe cient resides along the diagonal and the correlation
information is contained in the o↵-diagonal elements. This covariance along
with the mean error field are used to define a multivariate normal distribution
to generate error samples which will be used to perturb the observations in
the assimilation algorithms.
The multivariate normal distribution returns samples of the covariance,
or, “error clones”. Implementation of multiple of these error clones in the data
assimilation process is discussed in Chapter 4. An ensemble of error clones
provides more information about the full error profile of the RSWM product
than the error variance alone. The clones, as shown in Figure 3.15, capture
regionally specific error patterns, the north-south striping error patterns, error
caused by the atmospheric and oceanic dealiasing product, etc.
The analysis in this chapter conducted an end to end simulation of the
GRACE mission to quantify the error characteristics from the GRACE mission
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(a) Error Clone (b) Error Clone
(c) Error Clone (d) Error Clone
Figure 3.15: Samples of the GRACE Error Covariance
and, specifically, in the RSWM product over land. The RSWM product was
found to have a global land mean error rms of 3 cm with regionally specific
and “stripe” patterns. The error residuals were then used to construct a more
representative error covariance for GRACE. Sampling of this covariance with
a multivariate normal function was used to create error clones, or multiple
realizations of the GRACE error fields, to more completely represent the size,
pattern, and correlated nature of error in the GRACE RSWM product. The
simulation methodology developed in this chapter is extensible to GRACE
Follow-On and future satellite gravity missions. The implications of this im-
proved error model for data assimilation of GRACE into land surface models
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is explored in Chapters 4 and 5.
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Chapter 4
The Data Assimilation Framework
The RSWM data product and associated error estimates formulated in
the previous two chapters o↵er great advances for land data assimilation of the
GRACE data. The higher temporal resolution of the RSWM fields eliminates
the need for temporal smoothing in the DA process. This reduces computa-
tional requirements and brings the GRACE data more in line with the land
surface model resolution. The newly formulated error covariance is more rep-
resentative of the magnitude and structure of error in GRACE. Incorporating
this information in the form of error clones better informs the assimilation al-
gorithms without greatly increasing computational requirements. This chapter
builds on these two advances to construct a flexible, extensible framework for
land data assimilation of GRACE type satellite data products.
4.1 Framework Overview
Data assimilation with GRACE diverges from traditional methods due
to the nature of the GRACE product. Because GRACE accumulates many
satellite observations into a global estimate (as described in Chapter 2) the
data product has a unique error profile and coarser spatial and temporal reso-
lution than many other in situ or remote sensing measurements. In addition,
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because it measures the total water column, the assimilation state update must
be disaggregated vertically as well as horizontally in the assimilation process.
The assimilation algorithms and methods must therefore be tuned to maxi-
mize the information gained while properly modeling the structure of satellite
gravity products. The key elements of the data assimilation process for land
data assimilation of satellite gravity products are as follows:
• Realization of Observations : The RSWM GRACE product represents
the first daily time series from GRACE without model or outside infor-
mation. This daily product along with the error clones created from the
simulation-derived error covariance are better tuned to the data assimi-
lation process needs and land surface model temporal scales.
• Modified Assimilation Algorithms : Traditional Ensemble Kalman Filter
(EnKF) routines use the observation error variance to perturb the ob-
servation in calculation of the state update. This method, however can
introduce noise into the assimilation leading to the development of meth-
ods such as the Ensemble Adjustment Kalman Filter (EAKF) [3]. To
better represent GRACE error patterns, the assimilation equations are
modified to use the full covariance information to perturb the observa-
tions and calculate the assimilation update.
• Gaspari-Cohn Localization Radius : Due to its relatively coarse (200-300
km) spatial resolution it is necessary to spatially smooth the assimila-
tion state update for the RSWM and other satellite gravity products.
Gaspari-Cohn localization is a commonly implemented methodology for
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this in data assimilation. The key parameter definition for Gaspari-Cohn
localization is the smoothing radius to determine the spatial extent of
the influence of each gridcell observation.
• GRACE Assimilation Update Rate: Analysis of the model and GRACE
temporal profiles showed similarly high levels of correlation over short
time scales. To reduce the computational burden it is possible to assim-
ilate the observational data less frequently than daily while still main-
taining the benefits of GRACE data assimilation.
• Latency and Open-Loop Error Growth: The intensive post-processing
methods and large number of observations required to estimate each
RSWM field necessitate a certain amount of latency between the time
tag of the RSWM product and its operational delivery. However, data
assimilation has been shown to calibrate the model, essentially, to im-
prove the initial conditions and thus produce more accurate open loop
runs [22]. The time scales over which these improved initial conditions
have a significant impact help to determine the latency requirements for
operational assimilation of the GRACE data.
The data assimilation framework, and the tools used to implement it,
will be further expanded throughout this chapter and Chapter 5. The frame-
work developed here is used to assimilate the RSWM product into the Com-
munity Land Model 4.0 [57] with modified assimilation routines of the Data
Assimilation Research Testbed [55]. Section 2 will present an overview of CLM
and DART and their components and methods that are particularly relevant
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to GRACE TWS assimilation. The assimilation algorithms and specialization
to incorporate the GRACE error clones are discussed in Section 3. Finally,
Section 4 will detail the additional assimilation features and methods - hor-
izontal smoothing of the assimilation updates, the assimilation update rate,
and open loop error growth.
4.2 The Assimilation Setup
This study uses the Data Assimilation Research Testbed (DART) [55]
software developed at NCAR to assimilate the daily RSWM TWS measure-
ments into the Community Land Model 4.0 (CLM4) [57]. Of critical impor-
tance to GRACE data assimilation, CLM4 includes an aquifer in its water
column structure, a feature not present in many other global hydrological
models, and has a strong heritage of competitive performance. We were able
to build upon previous work coupling the two systems [96] and modify the open
source platform for daily, covariance-informed data assimilation of terrestrial
water storage. Figure 4.1 gives a top level view of how these components
of the assimilation setup fit together. DART reads in the ensemble of land
surface model states and the GRACE observation and error sequences at the
defined epoch. The data assimilation algorithms then calculate the model
state update, update the CLM states and feed the new initial conditions back
to CLM. The model then propagates these updated states forward in time and
the process repeats.
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Figure 4.1: The CLM/DART GRACE Data Assimilation System
4.2.1 The Community Land Model 4.0
CLM, the dynamic land model component of the Community Earth
System Model (CESM), is developed by a collaboration of scientists and over-
seen by several working groups at NCAR [57]. The primary goal of the model
is to simulate the cycle of energy, water, chemical elements, and trace gases
throughout the land surface. CLM was initially developed as a lower boundary
condition for the Community Atmosphere Model (CAM), and thus the focus
was on the top-level water and energy states. It has now considerably evolved
to fully model the full spectrum of land-surface processes within the Earth
system. A forty member CLM 4.0 ensemble run within CESM version 1.1.1
was used for this analysis [57]. Forty ensemble members were used to ensure a
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su ciently large ensemble spread and reduction in sampling error while mini-
mizing the computational burden [3]. The program was run in o✏ine mode,
meaning the land model was the only active component of the system. A
bias corrected atmospheric forcing dataset composed of an ensemble of CAM
reanalysis fields provided precipitation, solar, wind, and land surface temper-
ature information [96] [59]. The current, scientifically validated model surface
datasets and parameterizations were used.
CLM 4.0 shows greatly increased complexity and accuracy than previ-
ous releases [54]. As noted in The Community Land Model Philosophy: model
development and science applications document: “One major challenge facing
CLM is an appropriate balance across the processes represented: the over-
all model will su↵er if excessive attention is paid to one set of processes at
the expense of others”. Thus, a balance must be reached between complexity
and accurate modeling of each of the key processes in the model. Figure 4.2
illustrates these processes as they are modeled in CLM.
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Figure 4.2: The Community Land Model 4.0 Structure [54]
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CLM first subdivides the global land surface into latitude-longitude
gridcells; in this analysis the default 0.9 x 1.25 degree resolution was im-
plemented. Each gridcell is represented by a nested sub grid hierarchy as a
function of landunits, snow/soil columns, and plant functional types (PFTs).
The structure is as follows: first a gridcell is subdivided into one or more
land units: glacier, wetland, vegetated, lake, and urban. Each landunit can
again be subdivided into columns and the columns subdivided into PFTs [57].
Figure 4.3 demonstrates this structure for a vegetated landunit.
Figure 4.3: The CLM Cell Structure [57]
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The landunit, the first subgrid level, aims to capture the broadest pat-
terns of spatial heterogeneity within the subgrid. From there, the column aims
to capture variability within soil or snow levels within that landunit. The soil
column contains 15 layers covering the first 40m of the land surface, and the
snow column can contain up to 5 layers. The third level, the PFT, is used to
model the biogeophysical and biogeochemical di↵erences between broad plant
categories. Each column can be composed of up to 16 PFTs. While the bound-
ary fluxes and hydrological state variables are defined at the column level, the
surface fluxes and vegetation state variables are defined at the PFT level [57].
A more detailed program flow for an o✏ine model run is shown in Figure
4.4. The model is first spun-up for a su cient amount of time for the hydrol-
ogy and energy balances to reach equilibrium. The initial condition dataset
of [Zhang, 2014], defined on January 1, 2003 with a 500 year spin-up time,
was used in this analysis. These initial states define the temperature, energy
fluxes, water storage, and hydrology fluxes for the model. The parameters of
the model such as root distribution, aerodynamic resistance, photosynthetic
parameters, albedos, etc. are defined using the best available data for each
gridcell or column. Surface datasets are used to define the gridcell landunit
and PFT types as well as leaf area indices, canopy height, and soil character-
istics. This definition of the model and surface information is critical for the
model physics to accurately simulate the system while maintaining balance in
complexity of all model components.
The land-atmosphere boundary conditions are defined either by cou-
pling the land surface model with an atmospheric model or using reanalysis
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Figure 4.4: The CLM Model Run
data of precipitation, solar fluxes, atmospheric winds, etc. as was done here.
Precipitation, the primary contributor of water to the land surface, must be
accurately partitioned into runo↵ and infiltration by the land surface char-
acteristics, current state, and physics built into the LSM. As there will be
inaccuracies in the model parameterization and physics, these forcing fields
will similarly contain inaccuracies which must be accounted for. As previously
stated, this analysis employs an ensemble of forcing fields from the Community
Atmosphere Model. The ensemble spread of the atmospheric forcing fields is
structured to represent the estimated error bounds of the atmospheric forcing
information [73]. Therefore, propagation of this ensemble of forcing informa-
tion through CLM will result in an ensemble of land surface states that are
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representative of the statistical error arising from the land surface model, as
well as in the atmospheric forcing information.
Each model run consists of two main components, a land model and
hydrology model. The land model calculates the surface energy, momentum
and radiative fluxes from the initial snow and soil states. These calculations
are done in two biogeophysics modules run consecutively. Next, the hydrology
model updates the soil and snow hydrology based on the fluxes and forcing
data. Within these two models, CLM simulates the following land surface
processes: Ecosystem Composition and Structure, Surface Albedos, Radiative
Fluxes, Momentum, Sensible, and Latent, Stomatal Resistance and Photo-
synthesis, a Lake Model, a Dust Model, a River Transport Model, an Urban
Model, and a Carbon-Nitrogen Model.
The GRACE TWS product represents the variability of the entire wa-
ter column - from surface water storage to deep aquifers. In CLM, terrestrial
water storage is vertically disaggregated into an unconfined acquifer, 15 soil
layers, up to 5 snow layers, and canopy water, as shown in Figure 4.5. The
water balance is calculated according to Equation 4.1 both at the gridcell level
and globally. The sum of the variation in canopy ( Wcan) , snow ( Wson)
, soil moisture ( wliq,i and  wice,i for each soil layer, i) , and aquifer stor-
age ( Wa) must balance the flux of water entering and exiting each gridcell
through precipitation (qrain and qsno), evaporation (Ev and Eg), runo↵ (qover),
drainage (qdrai), and glacier melt (rrgwl and qsnowcp,ice).
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Figure 4.5: Hydrological states and processes in CLM 4.0 [57]
 Wcan + Wsno +
X
( wliq,i + wice,i) + Wa =
qrain + qsno   Ev   Eg   qover   qdrai   rrgwl   qsnwcp,ice
(4.1)
Each layer of the CLM water column is parametrized and constrained
separately. The model dynamics simulate interception, throughfall, canopy
drip, snow accumulation and melt, water transfer between snow layers, infil-
tration, evaporation, surface runo↵, sub-surface drainage, redistribution within
the soil column, and groundwater discharge and recharge to calculate the fluxes
of energy and water through boundary layers [57]. For the rest of this analysis,
the contribution of canopy storage is neglected in this analysis as it makes up
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a minuscule component of TWS and large relative variations in this parameter
could easily lead to large, unnatural updates to this parameter and degrade
performance of the DA system.
The GRACE TWS fields are defined to be the equivalent of the left
side of Equation 4.1, the sum of variation in the total water column. The
EnKF assimilation methods, discussed in the next section, read in the CLM
snow, soil moisture, and groundwater water storage state variables along with
the GRACE observation and error sequences and calculate an update to these
CLM state variables. Only the TWS associated model state variables are up-
dated as 1. the ensemble data assimilation methods do not contain an adjoint
model for the land surface model dynamics so false correlations could cause
uncorrelated state variables to be incorrectly adjusted and 2. the modular
nature of the CLM model will allow the model physics to properly calculate
the associated changes in other model state variables. The mechanics of this
data assimilation process will be discussed further in the following sections.
4.2.2 The Data Assimilation Research Testbed
The Data Assimilation Research Section (DAReS) at NCAR develops
and maintains the Data Assimilation Research Testbed (DART) as a commu-
nity facility for ensemble data assimilation. DART is developed in a modu-
lar programming environment so that it can easily be customized and imple-
mented in many computational models and assimilate a wide variety of ob-
servational datasets. Therefore modelers, observational scientists, and others
can explore the assimilation of measurements using di↵erent techniques and
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algorithms specific to their field of expertise. Furthermore, the community
approach of DART allows each advance to be incorporated into the model and
distributed to the community for further scientific advancement [55]. Figure
4.6 shows an overview of the process. The DART run is defined by a Fortran
namelist defining the observations, algorithms and methods to use, and model
states and locations. The filter executable reads in the name list, initial en-
semble state, observations, and calculates the state update. The initial model
states are updated, the model is advanced, and the process is repeated.
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Figure 4.6: Schematic of Ensemble Data Assimilation with DART
DART provides a number of tools to ensure e cient, optimal assim-
ilation and to help scale the ensemble DA methods to large systems. Two
such tools implemented in this study are sampling error correction and en-
semble inflation. Sampling error refers to the error caused by observing a
104
finite number of ensemble members to represent the spread rather than the
entire population. Thus, false or inaccurate correlations can appear between
states and incorrect updates calculated based on these false correlations [55].
Sampling error is reduced as the number of ensemble members increases and
samples more of the distribution. [59] developed a sampling error correction
algorithm based on experimental results that is implemented in this analysis.
In addition, it was shown that 40 ensemble members is a su cient sample size.
Increasing the ensemble size beyond this will have minimal performance gains
while greatly increasing the computational load.
Ensemble inflation is implemented to combat filter divergence (where
the filter becomes too confident of the model estimate as the ensemble spread
decreases and ignores new information) by continually adjusting the ensemble
spread of the CLM state variables. There are several “flavors” of ensemble in-
flation that may be implemented in DART. We use observation space, spatially
varying ensemble inflation which calculates the inflation coe cients based on
the previous model state. As will be discussed in Chapter 5, the ensemble
inflation parameters must be carefully adjusted to ensure the ensemble spread
is well-distributed throughout the global land surface.
The assimilation process we implemented via DART is shown in Figure
4.7. First, the GRACE and CLM inputs must be correctly formatted. The
GRACE dataset estimates the variation in TWS relative to an epoch or back-
ground gravity field. The baseline static field is defined here as the 2005-2008
mean signal. The RSWM 2005-2008 mean signal is thus removed from the
daily fields. Then, to make the GRACE estimate compatible with the CLM
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model states the 2005-2008 mean TWS equivalent (sum of aquifer, soil mois-
ture, and snow) from an open loop (without assimilation) CLM ensemble run
is added to the daily RSWM grids. These fields and the associated error es-
timates are then converted into the DART observation sequence format. The
CLM model states are transformed into observation sequences after summing
the components of the water column in each gridcell and interpolating the
0.9x1.25 degree CLM grid cells to a 1x1 degree grid to match the GRACE
resolution.
Figure 4.7: GRACE data assimilation into CLM4 via DART
DART uses the observation and error sequences in the assimilation al-
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gorithms to calculate an update in “observation space”, a gridcell level update
for the total water column. The equations and theoretical basis behind this up-
date are detailed in the next section. To account for the spatial influence of the
GRACE data, this update is horizontally smoothed - in 2D latitude/longitude
space - according to a user-defined localization radius (discussed in Section
4.4.1). The ensemble spread is used to define a mapping function to disag-
gregate the TWS update back to column-level updates of the CLM aquifer
storage, soil moisture, and snow-water equivalent. These state updates are
then applied to the CLM restart file which is used to initialize the next model
run.
4.3 Algorithms and Methods
The data assimilation system is designed to optimally fuse the land sur-
face model and observational data sources, accounting for their unique error
patterns and spatial and temporal resolution discrepancies. CLM4, as imple-
mented in this study, has a 0.9 x 1.25 degree spatial resolution and simulates
land surface processes at a 30 minute temporal resolution. The land surface
states contain uncertainties due to incorrect or incomplete model parameter-
ization, physics, surface datasets, and atmospheric forcing information. In
contrast, the typical GRACE RL05 product has a 300+ km spatial resolution
and monthly temporal resolution. The daily, 200-300 km resolution RSWM
product was developed to reduce this resolution discrepancy and thus capture
shorter term hydrometeorological signals important to the land surface model.
As discussed in Chapter 3, the GRACE dataset contains uncertainties due to
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instrument noise, aliasing, windowing, etc. The DA algorithms are designed to
appropriately incorporate the independent, accurate observational data into
the land surface model which provides global and temporal continuity.
To illustrate the calculation of a model state update, Figure 4.8 shows
a sample assimilation of a single variable (univariate) with five model ensem-
ble members. The initial ensemble of model states (the green stars) define a
prior probability distribution function (pdf) in green. The observation (the
red circle) is defined along with a likelihood function in red. The assimila-
tion algorithms - the Ensemble Adjustment Kalman Filter for this example -
determine a posterior probability distribution function. The initial ensemble
of states are then updated to reflect this posterior pdf. The data assimila-
tion algorithms define how this update is calculated for each gridcell and then
distributed in space.
Data assimilation theory is based upon the mathematical framework of
estimation theory. Several methods have been employed for geophysical data
assimilation; the most common are Variational (VAR), Particle Filter (PF),
and Ensemble Kalman Filter (EnKF) Methods. EnKF and PF are Bayesian-
based approaches while VAR minimizes a cost function. Each has advantages
and drawbacks based on the type of geophysical model, observational data, and
computational load of the DA problem. This section will give a brief back-
ground of variational and particle filter methods and then a more detailed
explanation of the Ensemble Kalman Filter routines use in this analysis. Fi-
nally, we will discuss localization, the method by which the model update is
spatially distributed.
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(a) The DA algorithms read in the ensemble of model states, the observation
data and likelihood information, and calculate the posterior pdf. [55]
(b) The initial model states are then adjusted according to this posterior
pdf. [55]
Figure 4.8
4.3.1 Variational and Particle Filter Methods
Variational DA defines an assimilation window from time k-n though
k, over which a cost function is minimized for the state vector, xk n [53]. The
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process is as follows: for a nonlinear system,
xk+1 = gk+1,k(xk) (4.2)
with a model observation estimate y:
yk = hk(xk) + vk (4.3)
where gk+1 is a nonlinear function relating the state at time k to k+1,
hk is a nonlinear function relating the state and observation at time k, P
 
k n is
the background error covariance, and Ri is the uncertainty in the observations.
The cost function, J, for the window k-n to k is:
J(xk) =
1
2
(xk n   xˆ k n)T (P k n) 1(xk n   xˆ k n)
+
1
2
kX
i=k n
[yi   hk(xi)]TR 1i [yi   hi(xi)]
(4.4)
The cost function is designed to balance the apriori information with
the new observational information [53]. These methods typically require an
adjoint model of the system - very di cult for the large land-surface system
and modular model structure - and do not propagate forward covariances, both
of which restrict their use and contributed to the decision to not use them in
this study.
Particle Filters, in contrast, employ a sequential estimation process;
e↵ectively the sequential analogue of Markov Chain Monte Carlo (MCMC)
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batch methods. The EnKF, discussed in the next section, can be considered
a special case of the PF with the Bayesian update step approximated with
a linear update step. Thus, the two methods begin with the same system
definition:
xk = f(xk 1,wk 1) (4.5)
y = h(xk) + e (4.6)
Where xk is the current model state calculated by nonlinear function
f from the previous state xk 1 and any model error w. The observation y is
a nonlinear function h of the current model state xk with associated error, e.
PF methods approximate the posterior probability density function (pdf) as
a group of random samples from the transition pdf and prior pdf at time step
k-1. The extent to which the particles accurately represent the posterior pdf
determine filter performance. Determination of this posterior field to sample
is complicated, and the lack of model error information can further degrade
the system performance. Resampling methods, typically the Sequential and
Residual Resampling Methods [53], must be used to properly characterize the
posterior pdf. Particle filter methods can become incredibly computationally
burdensome due to this resampling step, particularly for larger models with
many state variables.
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4.3.2 Ensemble Kalman Filter Routines
Ensemble Kalman Filter methods evolved from the sequential Kalman
Filter which uses the model and observation covariances and a Jacobian of the
model to optimally update the model state. However, an adjoint model for
a large geophysical system is incredibly complicated, and due to inaccuracies
in the model physics, often ine↵ective. The EnKF uses an ensemble of model
runs, with an ensemble spread representative of uncertainty in the model,
to form a sample covariance [22]. The model sample covariance along with
the observation error information is used to calculate the Kalman Gain and
determine the update to the model states. Because of the sample covariance
construction, the EnKF can assimilate observations with a nonlinear relation
to the model state without an adjoint model [3].
EnKF methods assume that all probability density functions are Gaus-
sian, and the update scheme is based on the recursive application of Bayes
rule. Several variants are available, the ones specific to this research will be
discussed in the following sections. Other variants can adjust the update to be
calculated in batch form or incorporate observations at di↵erent time scales
than the model such as the Ensemble Kalman Smoother (EnKS). The EnKS
includes covariances between states at di↵erent time steps so that observa-
tions that span longer periods than the model time step can be accounted for.
Data assimilation with the monthly GRACE fields required ENKS methods
to smooth the monthly mean update to daily time scales - a step now avoided
with the RSWM product. The EnKF can also be extended to estimate model
parameters, in addition to the state variables, to further calibrate the model
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for forecasts. The EnKF has been shown to outperform variational methods
for lower order systems, and scale easily to much larger applications for use
in parallel computation [3]. For these reasons, EnKF assimilation methods
are implemented in this study for assimilation of the GRACE RSWM product
into CLM4.
The traditional EnKF algorithm is as follows for a system defined by
Equations 4.5 and 4.6. The model covariance, Ce, is defined from the spread
in the ensemble states as:
Ce =
1
Ne   1(RR
T ) (4.7)
where Ne is the number of ensemble members used in the analysis, R
represents a matrix of the residuals of each ensemble states from the ensemble
mean. The update to the model states can then be calculated from:
X+ = X+K(Y  HX) (4.8)
where K represents the Kalman gain calculated from Ce, the observa-
tion covariance, R, and the matrix H which maps the model state variables to
the observation.
K = CeH
T (HCeH
T +R) 1 (4.9)
The data assimilation algorithms are implemented in a modular form
in DART, as alluded to in Figure 4.7. The model “observation” update is
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calculated at the gridcell level for each of the N CLM ensemble members,
represented by xi where i = 1...N in Equation 4.10. To model the GRACE
error variance a defined error variance for each observation is used to perturb
the observation, y, to form yi. For each of the N CLM ensemble members, xi,
there is thus a corresponding GRACE observation, yi. The EnKF update, xˆi,
for each ensemble member is calculated from:
xˆi =
1
1
 2p
+ 1 2o
(
xi
 2p
+
yi
 2o
)  xi (4.10)
where  2p is the variance of the model estimate and  
2
o is the variance
of the observation. The gridcell level updates are then horizontally smoothed
with Gaspari-Cohn localization (described in the next section) and vertically
disaggregated into state level updates with the Kalman Gain.
4.3.2.1 The Ensemble Adjustment Kalman Filter
The Ensemble Adjustment Kalman Filter (EAKF), typically recom-
mended for use with DART, o↵ers improvements in calculation of the gridcell
level update over the traditional EnKF by ensuring that the mean and covari-
ance of the updated state agree with that expected by filtering theory. The
EAKF has been shown to improve upon the EnKF by reducing noise intro-
duced by perturbing the observations with a random gaussian, yi in Equation
4.10 [3]. In contrast, the EAKF does not randomly perturb the observation.
Instead, it calculates the expected mean and variance of the updated ensem-
ble and adjusts the update to this calculated distribution. The new mean is
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calculated with:
x¯new =
 2o
 2p +  
2
o
(x¯+
 2py
 2o
) (4.11)
and the update from:
xˆ =
s
 2o
 2p +  
2
o
(x  x¯) + x¯new   x (4.12)
The EAKF has been shown to reduce noise in the update step and
produce more accurate assimilation results [3]. However, both the EnKF and
EAKF only take the error variance of the observation into account. This is
acceptable for many measurement sources, however, due to the anisotropic
and correlated nature of the GRACE data assimilation of the full covariance
information adds a great deal of value. We therefore explore updating the
assimilation algorithms to include the GRACE covariance information.
4.3.2.2 The Covariance Ensemble Kalman Filter
The filter developed for this analysis is an upgraded version of the En-
semble Kalman Filter as it incorporates the observation covariance information
into the assimilation process, and is referred to in this study as a Covariance
Ensemble Kalman Filter (CEnKF). The CEnKF filter is designed to incorpo-
rate the observational error covariance by using an ensemble of observation
“clones” to calculate the updates to the ensemble of model states. The im-
plementation is nearly identical to that of the traditional Ensemble Kalman
Filter. The gridcell level update is calculated according to Equation 4.13,
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however the method of perturbing the observation yi is di↵erent. Rather than
perturbing the observation with a gaussian normal distribution defined by zero
mean and the error variance, the full observation covariance matrix is used to
define a multivariate normal distribution that generates error clones to perturb
the observation, as discussed in Chapter 3.
xˆi =
1
1
 2p
+ 1 2o
(
xi
 2p
+
yi
 2o
)  xi (4.13)
This method is designed to reduce the random error in traditional
EnKF methods and incorporate the GRACE error covariance information in
the data assimilation methods. The traditional Ensemble Kalman Filter has
been shown to introduce noise into the update because of the random gaus-
sian perturbation to the observation. The CEnKF more intelligently forms
this perturbation through the use of the covariance. The forty observation
clones will reflect the spatial correlation in the GRACE data from the mul-
tivariate normal distribution used to generate them. Along with additional
data assimilation tools such as Gaspari-Cohn localization, sampling error, and
ensemble inflation, the CEnKF algorithm aids in properly representing the
nature of the GRACE data source for optimal state update calculation.
4.3.3 Gaspari-Cohn Localization
The GRACE RSWM product is characterized by a coarser spatial res-
olution than the CLM model. Therefore, after the assimilation update is
calculated at the one degree gridcell level it must be spatially distributed over
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the GRACE resolution. The spatial, or “horizontal”, smoothing of the update
is performed over an averaging kernel representative of the observation resolu-
tion and typically referred to as localization for data assimilation applications.
Gaspari and Cohn (1999) developed the methodology for construction of flex-
ible, simply parametrized covariance functions in two and three dimensions
commonly implemented in data assimilation systems. Gaspari-Cohn localiza-
tion, as implemented in this study via DART, is defined by a localization
radius [30]. The localization radius determines the half-width of a Gaussian
spatial correlation function. The weight applied to an update will therefore
have a value of 1 at 0 distance, 0.5 at the defined radius, and 0 at 2*cuto↵.
The choice of localization radius is important to ensure the RSWM product is
correctly represented in the data assimilation space.
The foundation for Gaspari-Cohn localization is theoretically very sim-
ilar to spatial smoothing of the unconstrained GRACE harmonic solutions.
Both define an averaging kernel representative of spatial correlation character-
istics - the GRACE error patterns for smoothing the unconstrained products
and the GRACE product covariance for assimilation into land surface models.
The GRACE covariance information could be used to define a more repre-
sentative spatial distribution function, however, construction of this function
would increase the DA computational requirements and is outside the scope
of this thesis.
The localization radius as implemented in this analysis is therefore
a measure of the influence in latitude-longitude space of an RSWM gridcell
TWS value. Theoretically, truncation of the spherical harmonic expansion at
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Nmax 120 would give the RSW fields a spatial resolution of 125 km. However,
the other error sources and processing methods degrade this spatial resolution
and, as determined in Chapter 2, the RSWM product has a 200-300 km spatial
resolution. Another method of measuring the spatial influence of each GRACE
observation is shown in Figure 4.9 which plots the influence of the GRACE
measurement as a function of distance from the satellite ground track. It
shows a Gaussian-like distribution with an approximate half width of 400km.
These bounds (200-400 km) are used to establish an appropriate localization
radius for RSWM GRACE assimilation into CLM4, however, this parameter
is easily tuned to other observational datasets and land surface models. The
localization radius and its e↵ect upon the spatial resolution of the assimilated
time series will be further explored in Chapter 5.
4.3.4 E↵ect of Windowing on Assimilation
The current RL05 GRACE product requires temporal smoothing of the
assimilation update, calculated as a monthly mean, to the higher resolution
model states. The RSWM product was designed to reduce or eliminate this
step by increasing the signal bandwidth through an improved filter design and
increased sampling of the gravitational field. As was shown in Chapter 2, it
is able to capture nearly all of the high frequency signal within the GRACE
resolution and has similar temporal correlation properties as high fidelity LSM
data over short time scales. The following experiment is designed to test the
e↵ect of di↵erent assimilation strategies with the RSWM product. Specifically,
the di↵erences in the assimilated results from assimilation of an RSWM day
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Figure 4.9: The Spatial influence of a GRACE observation [Himanshu Save,
personal communication]
with a model day, a windowed model product, and smoothing of the assimila-
tion update.
This experiment is performed on a simplified assimilation system: at
one gridcell for one year. The input data, shown in Figure 4.10, is the GRACE
RSWM time series and a 40-member ensemble of CLM total water storage
states for a single gridcell in Bangladesh. First, assimilation is performed
with the filter calculating an update each day comparing each ensemble model
state to the GRACE observation. The ensemble spread of the CLM ensemble
members defines the CLM error variance and a simple 2 cm error estimate
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Figure 4.10: Open Loop CLM Ensemble States and GRACE Observations
is assigned to the GRACE data. The CLM ensemble states are propagated
forward in time using the open-loop day to day variations. This simplification
has little e↵ect on the results as CLM is run in o✏ine mode in the full assimi-
lation system rather than coupled to an atmospheric model. The ensemble of
assimilated model states (thin colored lines) along with the initial CLM open
loop mean (dotted blue line) and GRACE observation values (dashed black
line) are shown in Figure 5.11. Assimilation of the GRACE data moves the
ensemble states closer to RSWM product while still sensitive to land surface
model variations.
The second simulation case assimilates the RSWM product with a
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Figure 4.11: Gridcell Assimilation of GRACE into CLM
CRN-windowed CLM “observation” to calculate the model update and smooths
the update in time. Thus, for each day the EnKF takes in an RSWM field,
40 CLM ensemble members each calculated over the CR9-47C21 window, and
the error estimates for each. Each ensemble update will then be applied to
each of the 21 input days to the CLM “observation”. The CLM states are
similarly propagated forward in time using the original model open loop day
to day variations. This process is clearly more computationally intensive than
the first case, especially if it were employed in the full land surface model
assimilation system. Many more model runs would be required for the setup
and application of each days assimilation.
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Figure 4.12: Assimilation Method Comparison
The resulting assimilated time series is very similar to the first case.
The two are compared in Figure 4.12. The black dashed line represents the
GRACE RSWM observations for the gridcell over the year. The blue line
represents the ensemble mean of the open-loop CLM model run and the CRN-
windowed CLM time series is shown in the green line for comparison. The red
line is the ensemble mean of the first assimilation case and the cyan line shows
the ensemble mean of the second assimilation case, where the model “obser-
vation” was windowed and smoothed in time. The two assimilated cases have
a very similar overall structure. However, the second assimilation case clearly
damps some of the high temporal frequency variations in the CLM assimilated
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time series. The temporal smoothing of the assimilation update appears to
overly constrain the model to the RSWM GRACE data and degrades some of
the high resolution model information. The overall structure of the RSWM
data is thus able to be conveyed with the simpler daily assimilation update
and additionally better preserves the high temporal resolution information in
CLM.
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Chapter 5
Framework Analysis and Validation
The fundamental aim of data assimilation is to merge independent ob-
servational datasets with model predictions to improve the current model state
so the model can then make more accurate predictions going forward. The ob-
servations provide independent and accurate information about one or more
model states at a defined spatial and temporal resolution. The models provide
continuity in time and space as well as dynamic coupling of the observations
to adjacent and future states of the system [78]. A well designed framework
for GRACE DA therefore correctly adapts and expands existing data assim-
ilation techniques to the particularities of GRACE TWS assimilation. The
assimilation system will continually improve the model accuracy while e↵ec-
tively downscaling the GRACE assimilation update to the higher resolution
land surface model states. This thesis develops an assimilation framework that
is e↵ective, robust, and well-defined for assimilation of satellite gravity data
into land surface models. The framework is constructed to be easily extensi-
ble for assimilation of the GRACE product into any land surface model and
adaptable to GRACE Follow-On and future satellite gravity mission data.
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5.1 The Experiment Design
To develop the GRACE data assimilation framework this study recon-
sidered the typical GRACE DA process. We combined a deep understanding
of the GRACE mission with analysis of land surface models and data assim-
ilation techniques to identify the elements of the GRACE product, assimila-
tion algorithms, and methods which required adaptation to best fuse the two
datasets. The foundation for current data assimilation systems was devel-
oped well before the GRACE mission for applications in atmospheric science,
oceanography, etc. in addition to hydrology. Naturally, assimilation of a new
data type will require the assimilation system to adapt and extend to opti-
mally include the new data source. The new data source, in turn, can adapt
to the needs of the assimilation system. This evolving system better updates
and identifies deficiencies and strengths in the current hydrological model and
assimilation techniques.
Assimilation of GRACE data presents a unique set of challenges as
GRACE data products are calculated from a global inversion of the obser-
vations rather than by directly measuring a component of the system. The
GRACE fields have anisotropic and correlated signal and error patterns at
di↵erent temporal and spatial scales than LSM data. Previous studies per-
formed basin scale [(Zaitchik, 2008), (Houburg, 2012), (Forman, 2012)] or
regional [Zhang, 2014 ] assimilation of the monthly mean GRACE RL05 prod-
uct with more simplistic error schemes. The assimilation framework improves
the information available for and applicability of land data assimilation of
GRACE TWS by:
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• Innovative observational product formation to create a higher frequency
GRACE RSWM product more representative of the hydrometeorological
signal profile.
• Complete and accurate modeling of the signal and error content of the
RSWM product for use in the assimilation.
• Adaptation and sensitivity analysis of existing data assimilation tech-
niques to assimilate the GRACE RSWM information globally at the
model one degree grid-space.
The larger signal profile available from the RSWM product and global, grid-
ded assimilation reduces spatial and temporal smoothing requirements. More
information from the GRACE data is thus input into the system with less
spatial and temporal aliasing of the TWS signal. The framework elements
(italicized) each address an aspect of the total assimilation system (the land
surface model, the filter algorithms, and the observational data) that is devel-
oped, tuned, or adapted in this analysis to accomplish these items.
The RSWM product and associated error sequences developed in Chap-
ters 2 and 3 (realization of observations) increase the hydrometeorological sig-
nal content, reduce signal aliasing, and better represent the magnitude and
pattern of error in the observational data. The higher frequency GRACE
RSWM product can be assimilated either daily into the land surface model or
at di↵erent assimilation update rates. The experimental design determines the
best assimilation rate for the new product over the focus regions. A constant
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2 cm error estimate has typically been applied to the GRACE data in previ-
ous assimilation studies. We test the e↵ect of updating the GRACE error in
the assimilation system with the new error estimates and error clones via the
modified assimilation algorithms. The assimilation update calculated from the
comparatively coarser resolution GRACE data is spatially smoothed over the
CLM grid. The extent of the spatial smoothing is tested in the assimilation
system through variation of the Gaspari-Cohn localization radius to account
for the resolution discrepancy between GRACE and CLM. Finally, we test the
ability of assimilation to condition the model and thus improve forecast runs.
Quantification and analysis of the open-loop error growth informs latency re-
quirements for operational data assimilation systems.
Analysis of the GRACE land data assimilation framework is split into
(i) The Spatial Dimension, (ii) The Temporal Dimension, and (iii) E↵ective-
ness of the Assimilation Framework. The Spatial Dimension analyzes the
signal placement, magnitude, and any artifacts of the assimilation update.
The Gaspari-Cohn localization radius and GRACE error estimates are used
to tune the magnitude and spatial distribution of the assimilation update.
These parameters are tested in the assimilation system and define a baseline
assimilation case for the rest of the chapter. The basic setup for the assim-
ilation system, and the three primary cases defined in the spatial dimension
analysis are outlined in Table 5.1. Case 1 performs daily assimilation of the
RSWM product via the Ensemble Adjustment Kalman Filter (EAKF) with
a globally constant error estimate of 2 cm as has been used in previous work
([74], [95]). Next, assimilation is performed again with the EAKF but with the
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spatially varying error variance field developed in Chapter 3. The Ensemble
Adjustment Kalman Filter is used in Cases 1 and 2 rather than the traditional
Ensemble Kalman Filter as it was shown to reduce random noise introduced
by the EnKF. Both the EAKF and EnKF methods use the same Bayesian
foundation and have the same expected value for the assimilation update [3].
Finally, the error clones created from the full RSWM error covariance are im-
plemented in the Ensemble Kalman Filter routines. Because the focus of this
study is land hydrology, the GRACE RSWM estimates over Antarctica are
not included in the assimilation.
Feature Case 1 Case 2 Case 3
Land Surface Model CLM CLM CLM
Atmospheric Forcing CAM CAM Ensemble CAM Ensemble
Number of Ensembles 40 40 40
Observation GRACE RSWM GRACE RSWM GRACE RSWM
Observation Error 2cm Spatially Varying Error Clones
Filter Type EAKF EAKF CEnKF
Ensemble Inflation Restart Restart Restart
Table 5.1: Assimilation Tools and Methods Specification
The Temporal Dimension entails analysis of the frequency profile of the
baseline assimilated time series and the necessary rate of assimilation of the
RSWM product. A correctly assimilated time series will reflect the high reso-
lution land surface dynamics of the LSM while likely increasing power at low
frequencies due to the (typically) larger overall signal of the GRACE data. As
much of the power of land surface processes can be captured at sampling rates
greater than one day we test the e↵ect of reduced assimilation update rates.
The assimilation update rate is a balance between computational limitations,
128
the necessary sampling rate of the time series, and the response of the DA
system. Less frequent assimilation will reduce computational requirements,
but at what cost to the assimilation system?
Finally, the performance and time evolution of the assimilation system
is tested in the E↵ectiveness of the Assimilation Framework. We evaluate the
evolution and accuracy of the data assimilation system, the ability of the as-
similation framework to condition the model, and open loop error growth in
forecast runs. Assimilation systems are prone to filter divergence, where the
system becomes insensitive to new observational information. This is com-
bated with ensemble inflation to ensure a reasonable variance between the
model ensemble runs, a method which must be judiciously implemented to
not upset the global water balance. Next, we quantify the assimilation spin-
up time (the time for the model and observational data to be within their error
bounds) and open loop error growth (the departure of conditioned model fore-
casts from the observational data without assimilation). These metrics are
important for the implementation of operational data assimilation systems
and advise latency requirements for observational data products.
5.2 The Spatial Dimension
As discussed in Chapter 4, the DART/CLM assimilation process fol-
lows: (1) calculation of an observation-space update (one degree, TWS), (2)
spatial smoothing of the observation-space update as defined by the Gaspari-
Cohn localization radius, and (3) vertical disaggregation to the CLM state
variables. The updated CLM states are sensitive to the tunable parameters
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(Gaspari-Cohn localization radius, GRACE error profile, assimilation update
rate) in this process. The assimilation system was designed to improve the
accuracy of the CLM water storage state variables while appropriately down-
scaling the coarser resolution GRACE data to the higher spatial and temporal
resolution of CLM.
The assimilation update is controlled by filter parameters, the CLM
ensemble spread, and the GRACE error profile. The filter rejects “outliers”,
observations greater than a defined distance from the CLM ensemble mean (3 
in this analysis). This ensures that outliers in the observational data, which
could corrupt the model, will not be assimilated. Additionally, it prevents large
overall increases or decreases in the LSM global water storage from a single
assimilation update - which could upset the global water balance outside of
the tolerance level. Particularly at the beginning of the assimilation process
when there are larger discrepancies between CLM and GRACE TWS values,
valid GRACE estimates may be excluded from assimilation. There is thus
a necessary spin up, or calibration, time for the GRACE and CLM water
storage values to converge and increasingly more observations are included in
the assimilation (further examined in Section 5.3).
To introduce the discussion, the first assimilation update for Case 1 on
January 2, 2005 is shown in Figure 5.1 (a). For comparison, the di↵erence
between the model estimated state on that day and the GRACE RSWM so-
lution is shown in Figure 5.1 (b). Figure 5.1 (a) follows the general pattern
of the GRACE and CLM di↵erence in (b), particularly in mid-latitudes, but
is lower in magnitude overall. This magnitude discrepancy is expected so the
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(a) Case 1 first assimilation update to CLM with the RSWM GRACE data
(b) TWS di↵erence between the CLM Open Loop Run data and the RSWM
GRACE information
Figure 5.1: Comparison of the assimilation update and CLM/GRACE di↵er-
ences for 2005-01-02 at the start of the data assimilation process.
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assimilation system does not force the model to follow GRACE, but balances
the signal and error profiles of the model and observational data. Addition-
ally, large net increases or decreases in land TWS from the assimilation update
could upset the global water balance of the land surface model. Global and re-
gional assimilation characteristics will be discussed in more detail throughout
this chapter.
Figure 5.2: Standard deviation of the CLM ensemble TWS “observation”,
2005-01-02, prior to assimilation
The threshold for outlier rejection, the weight given to the LSM data in
the filter, and the ensemble covariance used to downscale the observation space
assimilation update are computed from the spread of the CLM ensemble states.
The ensemble states, as discussed in Chapter 4, are spun up for several hundred
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years with the ensemble atmospheric forcing dataset to represent uncertainty
in CLM and the input atmospheric forcing data. Figure 5.2 shows the standard
deviation of the CLM ensemble states at the first date of assimilation, January
2, 2005. GRACE observations in regions of higher CLM ensemble variance are
less likely to be rejected as outliers and more favorably weighted by the filter
algorithms.
Figure 5.3: The GRACE spatially-varying error estimate
Similarly, the weight assigned to the GRACE observational data in the
filter is advised by the GRACE error profile. Figure 5.3 shows an approxi-
mation of the error in the RSWM product - the RMS of the error estimates
developed in Chapter 3. This section will test the e↵ect of the GRACE error
estimate on the assimilated results with respect to the CLM ensemble spread.
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As this study is focused on the elements of the assimilation framework specific
to assimilation of satellite gravity data, characterization of the land surface
model error profile and determination of the ensemble perturbation methods
is outside of the scope.
The tunable parameters relevant to the spatial dimension of the GRACE
assimilation framework are the Gaspari-Cohn localization radius and GRACE
error estimate. Analysis and assessment of these parameters further special-
izes the data assimilation framework for the unique error profile and formu-
lation of the GRACE product. Horizontal smoothing via the Gaspari-Cohn
localization radius reflects the coarser resolution and spatial correlation of the
GRACE data. The improved error estimates from the simulation analysis in
Chapter 3 better represent the various components and sources of error and
their representation in science data products. In addition to error inherent
in observational data from the GRACE mission, the new error estimates are
specialized to represent the unique signal and error properties of the RSWM
dataset.
5.2.1 Tuning the Gaspari-Cohn Localization Radius
The Gaspari-Cohn localization radius, as described in Section 4.3.3,
determines the spatial smoothing of the assimilation update. Specifically, lo-
calization defines the weight and extent of the spatial distribution of the obser-
vation space (one degree gridded, TWS) update to the CLM state variables.
The GRACE RSWM data has a spatial resolution of 200-300 km, coarser
than the 1 degree grid it is represented and assimilated at. Spatial smoothing
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appropriately distributes the assimilation update in space. The localization
radius is defined by a halfwidth angular distance, in radians. The Case 1
assimilation setup is used to test the di↵erences between localization radii of
0.03, 0.04, and 0.05 radians corresponding to approximately 150, 200, and 250
km (halfwidth) spatial resolutions. The assimilation updates calculated with
the three localization radii are compared in Figures 5.4 and 5.5.
0.03 rad 0.04 rad 0.05 rad
Global Update Power 31.3 mm 36.8 mm 41.5 mm
RMSE of Di↵erence from RSWM 70.0 mm 69.9 mm 70.0 mm
Table 5.2: Assimilation update specification
Figure 5.4 shows the three observation space assimilation updates for
January 2, 2005. All show very similar placement of the assimilation update at
a global scale. As the localization radius increases, the magnitude and spatial
extent of the signal updates can be seen to slightly increase. The overall
power in each global assimilation update, calculated as the global RMS of
the update, increases with increasing localization radius from approximately
3 cm with a 150 km localization radius to 4 cm with 250km (documented in
Table 5.2). The RMSE between CLM and GRACE, calculated as the root
mean square error of the di↵erence between the updated CLM state and the
GRACE RSWM product stays relatively static with increasing localization
radius. This suggests that overall power in the GRACE/CLM di↵erence is
relatively insensitive to the localization radius. At the global scale it is di cult
to assess the di↵erences and relative strengths of each assimilation case. Thus,
we next take a regional view of the assimilation updates for a more focused
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(a) 150 km (0.02 rad) localization radius
(b) 200 km (0.03 rad) localization radius
(c) 250 km (0.04 rad) localization radius
Figure 5.4: Case 1 assimilation update tested with di↵erent localization radii
136
analysis.
The initial di↵erence between the GRACE RSWM dataset and the
CLM modeled TWS is compared with the three assimilation updates over the
United States in Figure 5.5. The assimilation updates (b), (c), and (d) corre-
spond to increasing localization radii of 150km, 200km, and 250km. Again, the
magnitude and (spatial) size of the update increases with increasing localiza-
tion radius. However, with this closer view we can see that the Figure 5.5 (d)
overestimates the assimilation update in the Ohio River Valley and in Quebec.
The large localization radius is compounding the assimilation update in these
regions. Essentially, adjacent gridcells are spatially smoothing each TWS up-
date on top of each other. This clearly shows that the localization radius is
too large. Rather than ensure the magnitude and extent of the slightly coarser
resolution GRACE data is accounted for, the large Gaspari-Cohn localization
radius is amplifying the signal content of the assimilation update.
In contrast, the assimilation update using the smallest localization ra-
dius in (b) is quite small, essentially zero in the eastern and western United
States. The tighter localization radius limits the range over which the observation-
space TWS update is distributed to the CLM state variables. The assimilation
update in Figure 5.5 (c), with a 200km localization radius half-width, balances
the characteristics of (b) and (d). The magnitude and extent of the assimila-
tion update in (c) most closely matches that of the GRACE/CLM di↵erence,
without over-amplifying the signal or losing information. Analysis of other
regions shows similar results, as seen in Figure 5.6 for the second focus region,
Bangladesh. Again, the 200 km localization radius half-width is able to best
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(a) GRACE-CLM Di↵erence
(b) Assimilation update: 150 km
(c) Assimilation update: 200 km
(d) Assimilation update: 250 km
Figure 5.5: Spatial pattern of the assimilation update di↵erences in the United
States
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(a) GRACE-CLM Di↵erence
(b) Assimilation update: 150 km
(c) Assimilation update: 200 km
(d) Assimilation update: 250 km
Figure 5.6: Spatial pattern of the assimilation update di↵erences in Bangladesh
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capture the magnitude and spatial pattern of the GRACE-CLM di↵erence.
This analysis was performed at the first assimilation epoch so that the e↵ects
of the localization parameter in amplified in the larger necessary assimilation
update. As will be seen in Figures 5.9 and 5.10 later in this section and in
Section 5.4, the assimilation system correctly moves the assimilated data to an
equilibrium between the CLM and GRACE signal and error estimates. The
Gaspari-Cohn localization radius helps to maintain this steady state over time.
It is also noted that assimilation artifacts arise in some regions, such
along the southern border of the Sahara, in Figure 5.4. As these artifacts can
be disguised in a global view of the assimilated states, Figure 5.7 gives a closer
view of this region. Figure 5.7 (a) shows the CLM estimated TWS without
assimilation. After assimilation with localization radii of 200 km (b) the as-
similation update clearly introduces artifacts into the CLM estimated TWS.
These artifacts persist regardless of localization radius or GRACE error esti-
mate assimilation scheme. The root cause is traced to a large amplitude small
scale features in the ensemble spread, shown in Figure 5.7 (c). The assimila-
tion artifacts are thus a limitation of the ensemble perturbation methods used
in this analysis. They are, however, limited to regions such as the Sahara with
little to no true TWS signal patterns to drive the ensemble spread. Therefore,
neither focus region was prone to these artifacts (as would have been noted
in Figures 5.5 or 5.6). The assimilation artifacts do highlight the necessity
of regional tuning of the observation and model error estimates so that small
scale errors do not upset the assimilated results.
Lastly, we test if the Gaspari-Cohn localization radius impacts the spa-
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(a) Open-loop CLM TWS
(b) 200 km (0.03 rad) localization radius assimilated results
(c) CLM Ensemble Spread
Figure 5.7: Assimilation artifacts in the south Sahara Desert
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tial resolution of the assimilated results. The spatial resolution of the land
surface model should not be impacted if the assimilation framework appropri-
ately downscales the coarser resolution GRACE RSWM product to the model
resolution. The GRACE/CLM assimilated grid should follow the large scale
features of the GRACE data and the smaller scale features driven by the high
resolution land surface dynamics of CLM. The spatial resolution is assessed
through comparison of the degree variance, similar to the analysis in Section
2.4.1, and analysis of the spatial distribution of TWS signals present in the
assimilated results.
Each global grid (CLM open-loop, assimilation with 200, 250, 300 km
localization radii) was decomposed into the spherical harmonic domain to il-
lustrate the spatial resolution variations via the degree variance. In 5.8 the
degree variance of all four fields are seen to be very similar. The assimilation
cases show slightly higher power at nearly all frequencies (from assimilation
of the higher power RSWM product). Unlike Figure 2.11, where the spatial
resolution of the RSWM product was assessed, there is no degree crossover
point to identify a lower resolution dataset.
The assimilated results and CLM show nearly identical spatial resolu-
tion and thus no evidence of resolution degradation from GRACE assimilation
in the degree variance at this global level. Accurately assimilated grids should
follow the broad scale features of the RSWM dataset while retaining the higher
resolution spatial features driven by the model physics. Figures 5.9 and 5.10
look at the broad and finer signal patterns at a regional scale to better iden-
tify if this is accomplished in the assimilation. A comparison of the spatial
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Figure 5.8: Degree variance comparison of the open-loop CLM data and Case
1 assimilation at di↵erent localization radii
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(a) The full TWS signal in the assimilated results
(b) The full TWS signal in the RSWM product
(c) The full TWS signal in an open-loop CLM run
Figure 5.9: Comparison of the large-scale signal profile after a month of
GRACE assimilation into CLM (January, 2005)
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distribution of the full TWS signal after the assimilation system has reached
equilibrium (after a month of assimilation) is shown in Figure 5.9. The assim-
ilated results in (a) follow many of the broad signal patterns of the RSWM
dataset (b). The TWS signal is reduced in comparison to CLM (c) in north-
eastern Canada, the TWS signal in California has been shifted south, and the
high (dark red) TWS signal in the midwest has been shifted westward.
To identify the smaller scale features in TWS, an annual, semi-annual,
and trend is fit to each gridcell and removed from the RSWM, CLM, and as-
similated data. Figure 5.10 plots the residual signal of the three datasets at
the same epoch as 5.9 after these large seasonal features have been removed.
The assimilated dataset (a) clearly shows more small scale features than the
RSWM residual signal in (b). The small scale features change more rapidly
in space and have a higher range of variation, similar to the residual CLM
signal in (c). There is relatively good agreement between (a) and (c) but the
two do not match perfectly - as expected between an open loop and assimi-
lated dataset. The smaller scale features prevalent in the residual assimilated
dataset illustrate the accuracy of the assimilation framework in the spatial di-
mension. The ensemble assimilation system e↵ectively downscales the coarser
resolution GRACE TWS data to the higher resolution land surface model
domain. The Gaspari-Cohn localization radius of 0.03 radians (200 km) is
therefore able to both accurately distribute the magnitude and spatial pattern
of the assimilation update.
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(a) Sub-seasonal TWS signal in the assimilated results
(b) Sub-seasonal TWS signal in the RSWM product
(c) Sub-seasonal TWS signal in an open-loop CLM run
Figure 5.10: Comparison of the small-scale signal profile after a month of
GRACE assimilation into CLM (January, 2005)
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5.2.2 The GRACE Error Profile in Assimilation
The GRACE data products are characterized by anisotropic and cor-
related error patterns. As discussed in Chapter 3, the quality of each gravity
field estimate is a↵ected by the satellite ground track pattern, spatial cov-
erage, downward continuation, and spatial and temporal aliasing. The newly
developed error estimates better represent the magnitude, spatial distribution,
and properties of the error in the GRACE data and RSWM product specif-
ically. This section assesses the sensitivity of the assimilation system to the
three Assimilation Cases for GRACE error representation outlined in Table
5.1. The first case uses a constant 2cm error estimate for GRACE as has been
previously implemented in basin scale assimilation systems. The global 2cm
error field is an underestimate of the gridcell level error estimate, but used as
a baseline for the assimilation. Case 2 uses the spatially varying GRACE error
estimate from Chapter 3 (Figure 5.3). Case 3 implements the error clones via
the modified assimilation algorithms.
Figure 5.11 (a) maps the di↵erence in the assimilation update between
Cases 1 and 2. The corresponding di↵erence in the error field is shown in
(b). The assimilation update variation between the cases generally follows
the spatial pattern of the di↵erence in the error estimates in (b): note the
larger assimilation update di↵erences in the Amazon, along the Pacific coast of
northern Canada and Alaska, etc. The mean di↵erence between the updates is
very small, only 0.04 mm, thus roughly the same net amount of TWS is added
to the model. The constant 2cm error case, as expected from its lower estimate
of the error in GRACE, shows a lower RMSE between the GRACE and CLM
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(a) Di↵erence in the Assimilation Update from Case2 - Case1
(b) Error estimate di↵erence: Spatially-varying GRACE error -
2cm
Figure 5.11: Comparison of the assimilation update (a) from the di↵erent
GRACE error estimates (b)
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ensemble states post-assimilation by approximately 5 mm comparison to Case
1.
As features of the assimilation are again di cult to examine at the
global scale, Figure 5.12 zooms in on the assimilation di↵erences over the US.
The Pacific Northwest and Southeast US show the largest di↵erences in the
error estimate fed into the assimilation. Additionally, both regions show larger
discrepancies between the GRACE and CLM data (Figure 5.5). However, the
assimilation update responds di↵erently to the new error information in each
region due to the relative size of the GRACE and CLM error estimates. In the
southeastern US, CLM has a very low ensemble spread and thus is resistant
to any updates from the observational data nearly irregardless of the GRACE
error estimate. Di↵erences in this region between Case 1 and 2 assimilation
updates are at the millimeter level. In the Pacific Northwest, however, the
ensemble spread of CLM is larger and comparable to the error level in the
spatially-varying GRACE estimate. The lower 2cm error estimate in Case 1
thus led to a larger assimilation update from the GRACE observational data
than from Case 2 assimilation.
The assimilation di↵erence between Cases 1 and 2 was expected to be
noticeable. There was a relatively large discrepancy between the error esti-
mates, as seen in Figure 5.11 (b) at values comparable to the ensemble spread
in CLM. Even with the relatively large change in the GRACE error estimate
the assimilation update was, for most regions of the world, changed by a rela-
tively small amount. The transition from the error representation in Case 2 to
Case 3 is more subtle. Both error profiles are informed by the simulation anal-
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(a) Assimilation update di↵erence: Case2 - Case1
(b) Error estimate di↵erence: Spatially-varying error - con-
stant 2cm
(c) CLM Error representation: Ensemble spread
Figure 5.12: Comparison of the assimilation update (a) from the di↵erent
GRACE error estimates (b) 150
Figure 5.13: Di↵erence in the Assimilation Update from Case3 - Case2
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ysis developed in Chapter 3. Case 2 uses the variance of the estimated error in
the RSWM product in the Ensemble Adjustment Kalman Filter, while Case
3 incorporates the full covariance information into the assimilation. As de-
scribed in Section 4.3.2.2, the RSWM covariance is used to create error clones
(shown in Figure 3.15) which perturb the ensemble members in the Covariance
Ensemble Kalman Filter. The di↵erence in the assimilation update between
these two cases is shown in Figure 5.13. Cases 2 and 3 show quite similar
assimilated results, varying only at the mm level (Note the scale change from
+/- 5cm in Figure 5.11 to +/- 2mm in Figure 5.13). The di↵erence in the
GRACE error representation between the cases is very small in comparison to
the current overall level of error in GRACE and CLM TWS estimates. The
baseline assimilation case for the rest of this chapter implements Case 3 assim-
ilation with a 0.03 rad localization radius. The simulation error information
from Chapter 3 best represents the patterns and magnitude of error in the
RSWM product, and the 0.03 rad (150km) localization radius best distributed
the assimilation update in space.
What have we learned from assimilation of the di↵erent GRACE er-
ror estimates? The error estimate in Case 1 was known to be unrealistic at
the gridcell level. The analysis did, however, show di↵erent aspects of the
sensitivity of the assimilation system to the GRACE error estimate. If the
ensemble spread is very small or very large, the filter is relatively insensitive
to the GRACE error profile. Similarly, if the error estimate for the GRACE
datasets is very large or small the ensemble spread will have less of an impact
upon the assimilated results. This assessment of the spatial dimension of as-
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similation highlights the necessity of regional tuning of the error estimates in
the observational and land surface model data. Regional analysis of the two
datasets is necessary to ensure that the assimilation parameters are tuned to
the unique signal and error patterns of each region.
The assimilated results did not respond strongly to the modified as-
similation algorithms and inclusion of the GRACE covariance information in
Case 3 as the variation in representation of the error in GRACE was below the
sensitivity of the filter. At the global scale, the discrepancy between the total
error in the CLM and GRACE datasets is much larger than the alterations in
the representation of the error in the current GRACE product. Gridded global
assimilation has many benefits: it allows the global water balance to be main-
tained, larger scale interactions to be modeled, and more easily downscales
the assimilation updates to the state variables than basin-scale assimilation
(less spatial smoothing is required). Future time variable gravity datasets
with reduced error levels and finer spatial or temporal resolutions will be more
sensitive to these variations. As computational models and observational data
evolves, these considerations will be increasingly important and the Covari-
ance Ensemble Kalman Filter o↵ers a relatively simple method to include the
error covariance information in data assimilation.
5.3 The Temporal Dimension
The Community Land Model 4.0 simulates land surface dynamics at
time scales as short as thirty minutes and reflects seasonal and diurnal cycles,
transient events, longer term processes, etc. while maintaining system water
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and energy balances [57]. Assimilation of GRACE terrestrial water storage
data steers the model states toward the true Earth system state and acts as
a boundary condition on the land surface dynamics. The temporal charac-
teristics of the model and GRACE data are analyzed within the assimilation
process to ensure appropriate assimilation updates are calculated which best
improve the accuracy of the land surface model data at its higher temporal
resolution. The updated window design of the RSWM GRACE product signif-
icantly reduces the resolution discrepancy between GRACE and CLM leading
to more frequent and simpler assimilation. We assess the frequency profile of
the assimilated time series and its comparison to the frequency characteristics
of the RSWM and CLM input datasets. Considering the necessary sampling
rate of the time series, we then establish bounds for a necessary assimilation
update rate to balance computational loads and performance of the DA sys-
tem.
5.3.1 Frequency Profile of the Assimilated Time Series
Analysis of the GRACE RSWM and CLM terrestrial water storage es-
timates in Chapter 2 showed the two products have similar frequency profiles
until the RSWM filter bandwidth of 20 cpy. The RSWM product generally
showed higher power in the low frequency range (1-10 cpy) and significant
damping above 20 cpy due to the low pass filter e↵ect of the CRN window.
A correctly implemented DA framework will fuse the more accurate lower fre-
quency power of the GRACE data with the high resolution, high frequency
power of the CLM time series. The resulting time series blends the strengths
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of the GRACE and CLM datasets to maintain higher power at all frequen-
cies. This section analyzes the performance of frequency characteristics of
the baseline assimilation case within the full DA system. Each RSWM field
is assimilated against the CLM daily mean TWS, as the analysis in Section
4.3.4 showed this daily assimilation scheme to better preserve the high reso-
lution model information. The RSWM product was developed to increase the
hydrometeorological signal content, and boosts the bandwidth of the GRACE
time series from 6cpy to 20cpy. The data assimilation framework is specifically
tested for its ability to incorporate the RSWM information in this bandwidth
while retaining the higher frequency model resolution in the two focus regions,
Texas and Bangladesh.
The TWS time series and associated amplitude spectrum of the CLM/
GRACE assimilated data, GRACE RSWM, and CLM estimates in Texas are
shown in Figure 5.14. The RSWM time series shows larger overall signal am-
plitude changes which vary more smoothly in time than the lower amplitude,
more rapidly varying CLM estimates. The assimilated time series, in red, is
seen to blend the two characteristics in Figure 5.14 (a). It follows some of
the larger scale RSWM variations with more day-to-day variability of CLM.
These features are reinforced in the amplitude spectral density of Figure 5.14
(b). Except for the lowest data point on the frequency spectrum, the assim-
ilated time series follows the data source with higher power. In the lower
frequency range until 20 cpy the higher power of the RSWM time series is
dominant. At frequencies greater than 20 cpy the higher temporal resolution of
the CLM product becomes evident, and CLM and the assimilated time series
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(a) The assimilated time series in Texas
(b) Texas amplitude spectral density
Figure 5.14: Signal and frequency profile comparison of GRACE RSWM,
CLM, and the assimilated time series in Texas.
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both show higher power.
In Bangladesh, the significantly larger amplitude of the RSWM dataset
is immediately evident in Figure 5.15 (a). The assimilated time series follows
the RSWM amplitude pattern while still exhibiting the rapid variability evi-
dent in the CLM time series. This is again reflected in the ASD of the GRACE,
CLM, and assimilated data in Figure 5.15 (b). As the ASD is calculated over
only a 6 month period, the larger annual cycle is not present in the frequency
spectrum. The seasonal signal has been previously seen to improve with assim-
ilation of monthly GRACE information [95]. In this study we aim to improve
the mid-range frequency profile only now available with the RSWM dataset.
In the high (> 20 cpy) frequency range the assimilated time series exhibits the
higher power of the high resolution CLM variations.
The baseline assimilation case therefore exhibits the desired signal pro-
file in both focus regions: a combination of the higher low frequency (< 20cpy)
power of the GRACE RSWM product along with the high resolution land sur-
face dynamics (> 20 cpy) of the Community Land Model. The RSWM product
successfully improved the frequency content of the observational data that is
available for, and implemented into, the assimilation system. Because the
GRACE data primarily a↵ects the assimilated time series in this lower fre-
quency range, we next explore the necessary assimilation rate of the GRACE
data. The accuracy and time-evolution of the model time series from this
baseline assimilation case will be further explored in Section 4.
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(a) The assimilated time series in Bangladesh
(b) Bangladesh amplitude spectral density
Figure 5.15: Signal and frequency profile comparison of GRACE RSWM,
CLM, and the assimilated time series in Bangladesh.
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5.3.2 Assimilation Update Rate
The RSWM product o↵ers the ability to assimilate GRACE data every
day. However, as was shown in Chapter 2, TWS rarely varies above the preci-
sion of the current GRACE mission at time scales of 1-4 days. In addition, the
RSWM and CLM TWS time series were shown to be very similarly (highly)
temporally correlated over short time scales with similarly sized day to day
variations. This raises the question, is daily assimilation necessary? That is,
can we reduce the computational burden of assimilation by only assimilating
data, for example, every 3, 5, 7, etc. days without significant performance
degradation from a daily GRACE assimilation system.
The di↵erence in the purely the RSWM signal content input into the
DA system with varying sampling rates is first tested over our two focus re-
gions, Texas and Bangladesh. The power of each time series is estimated as
the root mean square of the basin average. As the seasonal cycle dominates
the TWS estimate we remove a trend, annual, and semi-annual signal fit from
each time series to isolate the high frequency power at these short time scales.
The variation in power content is then calculated as the percentage error of the
power lost in the di↵erenced (original RSWM time series - RSWM time series
at lower sampling rates) and original daily time series. Decreasing the sam-
pling rate can have a significant e↵ect upon the sub seasonal power capture,
as shown in Figure 5.16.
For both regions, decreasing the sampling rate from 1 to 14 days con-
tinually reduces the overall power capture. Bangladesh shows a greater power
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Figure 5.16: Percentage of signal power lost at decreasing sampling rates.
reduction when decreasing the sampling rate in comparison to Texas. This is
attributable to the signal profiles of the two regions. The large annual mon-
soon cycle dominates TWS variation in Bangladesh, and the signal fit is better
able to extract this large signal pattern, shown in Figure 5.17 (a). Therefore
the residual signal is dominated by high frequency variation which is better
captured at a more rapid sampling rate. In contrast, Texas terrestrial water
storage has a lower overall signal magnitude, nearly nonexistent annual cycle,
and strong inter-annual drift. As shown in Figure 5.17 (b) very little of the
signal power follows a seasonal variation and thus the broad structure of the
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(a) RSWM time series, signal fit, and residual in Bangladesh
(b) RSWM time series, signal fit, and residual in Texas
Figure 5.17: Residual signal comparison in Texas and Bangladesh
161
TWS signal is still present. These large amplitude more slowly varying struc-
tures are easier to capture at lower sampling rates so less power is lost in this
region.
In addition to the input RSWM signal power, other components of the
DA system will a↵ect the assimilated results with di↵erent assimilation update
rates. Each assimilation update is dependent on the RSWM observation and
error estimate, the CLM total water column storage, and the spread between
the CLM ensemble members. With less frequent assimilation, the model is
run freely for longer periods of time and has more freedom to diverge from
the RSWM time series. It is also noted that because CLM is run in o✏ine
mode in this analysis forward propagation post-assimilation is less sensitive to
the updated water column than in a system coupled to atmospheric and other
geophysical models.
To test the necessary assimilation rate, we now implement the baseline
assimilation case with assimilation update rates of 1, 3, 5, 7, and 14 days. All
five cases start with the same initial state on January 1, 2005. The model
is then propagated forward for the number of days specified by the update
rate, RSWM data is assimilated, and the process is repeated. Analysis of the
assimilated results in the two focus regions highlights the additional intricacies
of the update rate in a DA system. Each region shows some sensitivity to the
varying update rates but in di↵erent ways.
In Bangladesh there is a relatively large di↵erence between the CLM
and RSWM TWS estimates. CLM tends to underestimate the annual cycle
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Figure 5.18: Assimilation Method Comparison
- it only captures about 70% of the power of the in situ dataset and 65% of
the power of the RSWM series while the RSWM series captures 93% of the
power of the in situ dataset. The CLM TWS estimates in Bangladesh also
contain more uncertainty in the model states and atmospheric forcing input
dataset than in Texas. This leads to a larger ensemble spread and thus larger
error variance assigned to the CLM states in the filter. The DA system will
be comparatively more responsive to the GRACE observational data. The
RSWM data in Bangladesh was additionally shown to be less sensitive to the
sampling rate overall. These factors all lead to an e↵ective assimilation system
that brings the assimilated time series closer to the RSWMGRACE time series
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at all update rates, as shown in Figure 5.18.
There are some noticeable di↵erences between the assimilated time se-
ries with di↵erent update rates. Daily assimilation, in red, stands out from
3-7 daily assimilation particularly in late January to early February when the
RSWM TWS estimate has a steeper slope than the CLM states. Daily assim-
ilation better tracks this variation, and the root mean square error (RMSE)
of the daily assimilation from the RSWM time series is 11.7 mm. In com-
parison, less frequent update rates show RMSE values of 16.8-26.8 mm and
greater maximum error values (Table 5.3). Assimilation update rates of 3-7
days show quite similar results, though each decrease in update rate shows a
corresponding decrease in agreement to the RSWM data. When the update
rate is pushed back to every two weeks the performance degradation can be
seen, and the RMSE di↵erence is on the boundary of the GRACE error level.
CLM is much more “certain” of itself in Texas. The model spread - and
thus error variance passed to the filter - is relatively small. This lower ensemble
spread causes the filter to reject some observations as they are not within 3
standard deviations of the ensemble mean TWS. The overall di↵erence between
the GRACE RSWM data and CLM water storage data is much smaller than in
Bangladesh as well, so the error bounds of the two datasets will often overlap.
Assimilation rates of 1-7 days all show very similar RMSE di↵erences from
the RSWM product, and are similar to even bi-weekly assimilation results
(Table 5.3). A very slight advantage from daily assimilation over less frequent
update rates can be identified due to the lower RMSE and maximum deviation
from the RSWM data. However, if computational gains are needed, even bi-
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Figure 5.19: Assimilation Method Comparison
weekly assimilation is su cient for this region if the low model error estimate
is trusted.
The recommended assimilation update rate is thus dependent upon the
signal profile of the region of interest and the computational limitations of the
assimilation system. The most information is naturally passed into the DA
system with daily assimilation as was seen in both Texas and Bangladesh. The
necessary assimilation update rate in the two regions was dependent upon the
quality of the land surface model results, the signal profile of the region of
interest, and the regional error assessment of the observational dataset. For
a region such as Texas the system was relatively insensitive to small changes
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Update Rate 1 day 3 days 5 days 7 days 14 days
Bangladesh RMSE 11.7 16.8 19.1 20.9 26.8
Bangladesh Max 24.9 33.9 37.4 40.9 49.5
Texas RMSE 23.4 23.7 23.6 23.5 26.4
Texas Max 34.0 36.8 34.4 34.3 36.2
Table 5.3: Root mean square error and maximum di↵erence of assimilated
time series with varying update rates and the RSWM GRACE product (mm)
in the update rate due to the higher fidelity LSM data, better signal power
capture at lower sampling rates, and similar levels of error in the CLM and
RSWM data. In Bangladesh, the system was more sensitive to the assimilation
update rate due to (i) the larger discrepancy between the CLM and GRACE
time series and (ii) more of the RSWM signal is lost in this region at lower
sampling rates. The increased information content gained from more frequent
assimilation was noticeable and higher assimilation update rates will lead to
higher fidelity assimilated results. Regional tuning of this assimilation param-
eter is therefore necessary to optimize the assimilation system. Assimilation
of data from future satellite gravity missions such as GRACE Follow-On with
lower levels of observational error will be similarly sensitive to this parame-
ter. Regional error assessments relative to the error profile of the land surface
model data, rather than the global covariance, will drive the selection of an
e cient and optimal assimilation update rate.
5.4 E↵ectiveness of the Data Assimilation Framework
The GRACE data assimilation framework was designed to update and
optimize existing data assimilation techniques for the unique characteristics
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of satellite gravity data. Correspondingly, analysis of land surface model and
current data assimilation methods informed the formulation of the GRACE
data products themselves. This closed loop design of the data assimilation
framework allowed the observational data to respond to the needs of the LSM
and DA methods and for the data assimilation system to adapt to the new
observational data source. The framework elements for assimilation of GRACE
satellite gravity data therefore each address the following component necessary
for optimal land data assimilation of the GRACE TWS dataset:
• Realization of Observations : Response of the formulation of satellite
data products to reduce the resolution discrepancy between the GRACE
TWS estimates and the land surface model dynamics.
• Modified Assimilation Algorithms : Response of the data assimilation
system to incorporate the spatial correlation and error profile of the
GRACE data and assimilate on a one-degree grid globally.
• Gaspari-Cohn Localization Radius : Tuning of the data assimilation sys-
tem to the remaining spatial resolution gap between the LSM and GRACE.
Appropriately downscale the coarse resolution GRACE data to the high
resolution model dynamics.
• GRACE Assimilation Update Rate: Tuning of the data assimilation sys-
tem to regional signal and error profiles for e cient and e↵ective assim-
ilated results.
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• Latency and Open-Loop Error Growth: Establish the necessary assimila-
tion length for model calibration and open-loop error growth of forecast
runs to advise data latency requirements.
This thesis has thus far developed the first four framework elements.
The signal amplitude and large-scale spatial patterns of the RSWM dataset
was incorporated into the CLM model states and appropriately downscaled
to the high spatial and temporal model resolution. This global, gridded as-
similation system was tested to determine the appropriate localization radius
for the RSWM dataset and recommendations on the necessary assimilation
update rate. In this section, we assess the accuracy and evolution of the as-
similation system and regional assimilation results over time leading into the
final framework element, latency and open-loop error growth. Success for the
assimilation framework is not determined by the absolute accuracy of the as-
similated results. Rather, the framework success is defined by an assimilation
system that represents the strengths and is sensitive to the error profiles of
the LSM and observational datasets, that is robust and stable over time, and
that is adaptable to new or altered datasets.
We first assess the assimilated results from the baseline assimilation
case in the focus regions of Texas and Bangladesh for their ability to combat
filter divergence and continually respond to the GRACE observational data.
Next the calibration time, the time it takes for the land surface states and ob-
servational data to reach an approximate equilibrium, is established. Finally,
the rate of departure of model forecast runs from the observational time series
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is assessed. The calibration length and error growth of open-loop (forecast)
model runs inform the methods and latency requirements for operational data
assimilation systems.
5.4.1 Assimilation E ciency and Filter Divergence
The observational and model datasets must be carefully balanced in
an e cient data assimilation system. If the GRACE observational data is
weighted too highly in the assimilation process, the independence and higher
resolution of the CLM model states could be degraded. In contrast, if the
CLM data is weighted too highly the GRACE data is ignored by the filter
and cannot improve the model via assimilation. The error profiles of the
model and observational data must therefore be well tuned to calculate and
downscale the assimilation update. Additionally, if the assimilation system is
run freely it is prone to filter divergence. The CLM ensemble spread would
continually decrease over time as the updated posterior states, by design, have
a smaller distribution than the initial or prior state. This unrealistically small
ensemble spread would then reduce the sensitivity of the filter to the GRACE
information.
DART has built in tools to address these common sources of error in
ensemble data assimilation methods. The error due to sampling a finite num-
ber of states (the number of ensemble members used in the study) is referred
to as sampling error. To ensure false correlations do not cause unrelated states
to be updated, we only update the water storage parameters in this analysis.
The sampling error correction tool in DART combines knowledge of the spe-
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Figure 5.20: Sampling error as a function of number of ensemble members
(Source: [55])
cific assimilation system and geophysical model characteristics to add back
the expected decrease in ensemble spread [57]. As shown in Figure 5.20 the
errors decrease with increasing sample size. After 40 ensemble members, the
additional computation load began to outweigh the diminishing accuracy gain
so forty ensemble members were used in this study. In addition, to ensure
the ensemble spread does not collapse we implement ensemble inflation, an-
other tool in DART, to maintain a reasonable spread in the ensemble TWS
estimates. Sampling error correction and ensemble inflation are both run with
the recommended parameter setup [55].
At every assimilation epoch, there are over 15,000 observations avail-
able for assimilation over the CLM land domain from each RSWM global grid.
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(a) The number of GRACE observations included in data assimila-
tion over time
(b) The global RMSE between the CLM ensemble states and
GRACE
Figure 5.21: The global assimilation profile
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As discussed previously, some of these observations will be rejected as outliers
especially at the onset of assimilation with the new data source. Figure 5.21
(a) shows the evolution of the global assimilation “e ciency”, defined by the
number of observations that are actually used in the filter. Initially around
two thirds of the available observations are assimilated into the land surface
model. Over time, an increasing number of observations are allowed into the
assimilation system while the global root mean square error of the CLM and
GRACE TWS estimates remains relatively stable after converging to an equi-
librium (Figure 5.21 (b)). Thus at a global scale, the CLM and GRACE
states quickly reach an equilibrium around their respective error bounds with-
out disturbing the water balance of the model. Over time, this equilibrium
is maintained while more observations are incorporated into the assimilation.
The two data sources continue to converge, and the GRACE information con-
tinually improves the model accuracy.
This global view shows the CLM/DART assimilation system to behave
as designed to incorporate the GRACE TWS information into CLM. However,
as we have seen previously in this chapter, the assimilation system may re-
spond quite di↵erently in regions with di↵erent signal and error patterns. In
Bangladesh, the ensemble spread of CLM is large and all of the GRACE obser-
vational data points are included in the assimilation at each epoch. Figure 5.22
shows the assimilated results for two di↵erent time periods in comparison to
the CLM open-loop model results, the RSWM dataset, and an in situ dataset.
First in 5.22 (a) the GRACE data is assimilated into CLM at the beginning of
2005, where the GRACE RSWM better captures the TWS signal than CLM,
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(a) Assimilation in Bangladesh in 2005
(b) Assimilation in Bangladesh over the July 2004 flood
Figure 5.22: TWS comparison in Bangladesh of GRACE RSWM, CLM, and
GRACE/CLM assimilated time series with an in situ dataset
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but still underestimates the full amplitude. The assimilated time series much
more closely follows the GRACE data than the original CLM open-loop run
as the ensemble spread is relatively larger in this region and the GRACE data
is more strongly weighted in the filter.
The second assimilation case, Figure 5.22 (b), assimilates the GRACE
data over the extreme flooding event identified in Chapter 2 (Figure 2.15). The
RSWM dataset captures the peak (July 27) and duration of the flood which is
not evident in the CLM time series. The assimilated time series also tracks this
flooding event and even best matches the in situ data. The peak of the flood
is a bit early in the assimilated time series as CLM greatly underestimates the
TWS at that point in time. Many of the smaller scale variations from CLM
are evident in the assimilated results, and the assimilated time series thus
blends the strength of the GRACE signal with the higher resolution dynamics
of CLM.
The assimilation system exhibits a quite di↵erent response in Texas
than in Bangladesh. The ensemble spread is much lower, and thus initially
only 80 of the 146 RSWM observations available in the region are assimilated
into CLM. Over time more observations are assimilated as the CLM terrestrial
water storage in Texas converges to the GRACE estimated value, shown in
Figure 5.23. The assimilated time series, in Figure 5.24, also shows di↵erent
behavior than in Bangladesh. The assimilated time series does respond to the
GRACE data, but clearly still weights the CLM states heavily in the filter.
This leads to an interesting evolution in time where the assimilated time series
follows many of the large scale features of the RSWM time series, but at a
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Figure 5.23: The number of GRACE observations included in data assimilation
over time
lower accuracy than in Bangladesh.
5.4.2 LSM Conditioning via Data Assimilation
The fundamental nature of the GRACE product makes it impossible
to deliver in real time. The global inversion for time-variations in terrestrial
water storage requires a su cient number of observations, geophysical model
data, and extensive processing to compute each global gravity field. Tools
such as regularization, CRN window functions, and sliding windows allow us
to stretch the temporal and spatial resolution available from this data but do
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Figure 5.24: TWS comparison in Bangladesh of GRACE RSWM, CLM, and
GRACE/CLM assimilated time series with an in situ dataset
not bridge this gap completely. Lower latency products such as the quick look
gravity fields will reduce the lag between when the solution is time-tagged and
when it is available for assimilation.
In some applications, such as meteorological forecasting, near real-time
measurements are incredibly valuable. However, data latency is not as urgent
for the GRACE terrestrial water storage measurement [73]. As explored in
McMillan et. al. (2012), for parameters such as streamflow, soil moisture,
and water table depth assimilation of the observation at its time tag can lead
to short-term errors such as spikes or oscillations in the model due to the
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Figure 5.25: The DA spin-up time shown through the global RMSE
natural time lag between catchment state and river flow. Li et al. (2011)
found that updating soil moisture states led to a lagged response in discharge
- but a slower degradation of forecast accuracy. These two cases for streamflow
modeling are representative of the di↵erences in assimilation for land surface
processes. Terrestrial water storage has a longer memory and slower response
to stimuli and thus can better accommodate a certain amount of data latency
than higher frequency systems.
Assimilation acts to calibrate the model and thus improve the initial
state of forecast runs. Better conditioned model states from GRACE assim-
ilation have been shown to improve the results of forecast runs [22]. Just as
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a “startup” land surface model run requires a certain amount of spin up time
for the global states to reach equilibrium, there is a certain amount of assimi-
lation spin-up time until the model and observational data are in equilibrium
at global and regional scales. This spin-up time is dependent on the stability
of the model after the initial spin-up, the size of the gap between the model
and observations, and which state variables are updated [97]. The spin-up can
be observed by the global root mean square error (RMSE) between the model
ensemble states and the observations, shown in Figure 5.25. To test the limits
of the calibration length, the Case 1 setup with a constant 2cm error estimate
is implemented. This lower error estimate will cause the model to “travel fur-
ther” to reach equilibrium with GRACE. The initial RMSE is much higher
than the 2cm error level and quickly approaches this baseline error level as-
signed to GRACE. After approximately 30 days the RMSE is seen to reach an
equilibrium while still incorporating more of the GRACE TWS information,
as shown in Figure 5.21.
The regional calibration lengths for Bangladesh and Texas, in Figure
5.26 appear to be shorter than for global scale calibration. In Bangladesh, 5.26
(a), the higher weight given to the GRACE data is evident, and the RMSE
between the RSWM estimated TWS and ensemble members averages about a
centimeter. The larger amplitude signal profile of the region is evident from
the relatively large variations between the CLM forecast TWS estimate and
GRACE observed value. After twenty days of assimilation this “Forecast - Ob-
servation” parameter oscillates around zero bias. The Texas assimilated time
series converges even more quickly to an equilibrium state, after approximately
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(a)
(b)
Figure 5.26: Evolution of the bias and RMSE in Bangladesh and Texas
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15 days. The RMSE between the GRACE and ensemble states averages about
two centimeters, and this region similarly shows no bias. Texas initially re-
jects more observations as outliers, as was shown in Figure 5.23, but the initial
di↵erence between the GRACE and CLM estimated TWS values are closer so
the assimilation system can more easily reach an equilibrium between the two
datasets.
5.4.3 Open-Loop Error Growth and Data Latency
After the (regionally defined) spin-up or calibration period the assim-
ilated time series reaches a relative equilibrium between the signal and error
profiles of the model and observational data. Smaller assimilation updates are
needed to bound the open-loop error growth of the assimilation system from
the observational data. The rate at which error increases in forecast runs,
model runs without assimilation, determines requirements on the latency of
satellite gravity data. Low-latency data is not necessary for a system that
stays within the error bounds of the land surface model over long time peri-
ods. Rapid error growth, however, necessitates lower latency delivery of the
observational data to constrain the system. To test the rate and pattern of
open-loop error growth for CLM terrestrial water storage, the model was spun-
up with the baseline assimilation case for two months to bring the CLM and
GRACE data into equilibrium. Assimilation of the GRACE TWS estimates
was then “turned o↵” and the model propagated forward in time with the
atmospheric forcing dataset. Specific regional requirements will undoubtedly
be necessary for application in operational systems, so the error growth is
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quantified in the two focus regions in Figures 5.27 and 5.28.
The system quickly responds to the GRACE observational data in
Bangladesh, Figure 5.27 (a). When assimilation ceases on March 1, 2005
the Assimilated and RSWM datasets show very similar TWS estimates. The
forecast run follows the structure of the open-loop CLM run forward in time,
but remains quite close to the RSWM basin time series due to the initial state
of the assimilated case. Over time, as seen in Figure 5.27 (b), the RSWM and
assimilated datasets do start to diverge but for the first two months the cali-
brated forecast run stays within the basin error bounds ( 2 cm) of the GRACE
dataset.
The Texas case, Figure 5.28 shows a quite di↵erent response. Initially,
the assimilated time series responds to the GRACE assimilation and moved
the CLM TWS estimates closer to GRACE. However, when the assimilation is
turned o↵ on March 1, 2005 the RSWM, CLM, and assimilated TWS estimates
are all very similar. As the assimilated case does not have a significantly
di↵erent initial state than the open-loop case it quickly converges within the
error bounds of the open-loop CLM run. The GRACE and CLM time series are
closer overall in Texas, but there is very little gain from the model calibration.
The improvement in open loop error growth is clearly sensitive to the initial
state of the model, observational and assimilated time series.
Analysis of the open-loop error growth highlights the need for consid-
eration of the initial state of forecast runs for the model, observational, and
assimilated datasets. If all happen to be close, as in the Texas assimilation
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(a)
(b)
Figure 5.27: Model calibration and open loop error growth in Bangladesh
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(a)
(b)
Figure 5.28: Model calibration and open loop error growth in Texas
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case, the calibrated model states will have little impact upon the open-loop er-
ror growth. If large di↵erences in these states exist calibration via assimilation
creates improved model estimates which persist over longer time scales. The
setup of the assimilation system in this study similarly impacts the calibra-
tion length. CLM is run in o✏ine mode with a prescribed atmospheric forcing
dataset. If it were run coupled to an atmospheric model, the updated land
surface states would alter the dynamics and output atmospheric forcing data,
and it is reasonable to postulate that a fully coupled system would respond
more strongly to the assimilation.
The framework developed and tested in this thesis adapted and spe-
cialized the GRACE data and land surface data assimilation methods. Grid-
ded, global assimilation framework e↵ectively and consistently assimilated the
RSWM GRACE dataset into the CLM. The strengths of the GRACE (broad
scale signal structures and magnitude) and CLM (high resolution land sur-
face dynamics) were fused into the assimilated time series. At a global scale,
assimilation of the GRACE data is relatively straightforward but too generic
for the current level of error in the GRACE data, the land surface models,
and the ensemble assimilation methods. Regional tuning and analysis of the
assimilation framework ensures the signal and error profiles of the model and
observational datasets are appropriately taken into account. Spatial smooth-
ing of the assimilation update ensures the resolution of GRACE is represented
in the assimilation and the assimilation update is not dominated by the LSM
ensemble spread. The assimilation update rate and model calibration length
are established regionally and adaptable for the land surface model to ensure
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e cient, e↵ective assimilation and advise data latency requirements. Each
framework element is adjustable and extensible to data from GRACE Follow-
On, GRACE-2, and future satellite gravity missions. Future satellite gravity
data will further improve the spatial and temporal resolution of terrestrial
water storage datasets. Adaptation of the framework elements to the idiosyn-
crasies of these datasets will further improve assimilated land surface model
results.
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Chapter 6
Conclusion
Accurate knowledge of terrestrial water storage transport is a critical
boundary condition for modeling the global water cycle at both short term
(meteorological) and longer term (climate) time scales. The amount and lo-
cation of water storage regulates the transfer of water and energy between
the land surface and atmosphere [78]. Land surface models aim to accurately
represent these processes and quantify the transfer of mass, energy, and mo-
mentum. The models have limitations due to inaccuracies in parameterization,
model physics, and atmospheric forcing data. Accurate, e↵ective assimilation
of the GRACE terrestrial water storage information improves the accuracy
of land surface models, model conditioning for forecast runs, and identifies
deficiencies in the model physics and representation. This analysis advances
the signal range and e↵ectiveness of information from the GRACE mission
by specializing the data products and methods for land data assimilation of
satellite gravity data.
6.1 Summary of Results
This study established a framework for land data assimilation of time-
variable gravity field products from GRACE that is flexible to any land surface
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model and malleable to future satellite gravity mission data. The GRACE
mission has provided a reliable timeline of time-variations in the Earth’s grav-
itational field which will continue in GRACE Follow-On and future satellite
gravity missions. The framework developed in this study expands the infor-
mation available from the current GRACE observations and helps it to be
further exploited via data assimilation. The assimilation elements each adapt
and expand elements of current GRACE assimilation systems to best form the
GRACE terrestrial water storage product and incorporate it into land surface
models.
• Realization of Observations : The RSWM product expands the range and
power of the GRACE data and represents the first daily time series from
GRACE created without model or outside information. RSWM boosts
increases the frequency range of the GRACE data products to improve
hydrometeorological signal capture and the temporal resolution discrep-
ancy with LSMs. The signal and error profile are completely charac-
terized in an end-to-end error analysis of the instrumentation, represen-
tation, and omission errors of the GRACE mission. The RSWM error
covariance is representative of the magnitude, correlation, and spatial
patterns of error in terrestrial water storage.
• Modified Assimilation Algorithms : The assimilation algorithms are adapted
to include the GRACE covariance information developed from the sim-
ulation analysis. The Ensemble Kalman Filter equations use the co-
variance information to perturb the observation, rather than simply the
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variance of the observation, to reduce noise and increase the informa-
tion content available to the filter. The new GRACE error profile better
represents the behavior of the RSWM dataset, and future assimilation
systems with higher fidelity observational and land surface model data
will be increasingly sensitive to this improved representation.
• Gaspari-Cohn Localization Radius : Due to its relatively coarse (200-300
km) spatial resolution it is necessary to spatially smooth the observation
space assimilation update to the land surface model state variables within
the resolution of the RSWM gridcell. The Gaspari-Cohn localization
radius must balance spatial smoothing of the assimilation update so it
neither amplifies nor depresses the signal according to the resolution of
the observational data source. A Gaspari-Cohn localization radius of
0.03 radians (approximately 200 km) was determined to best distribute
the RSWM dataset in space. This will likely be reduced for future higher
resolution systems.
• GRACE Assimilation Update Rate: Analysis of the model and GRACE
temporal profiles showed similarly high levels of correlation over short
time scales. To improve computational e ciency it is possible to re-
duce the assimilation update rate according to regional signal and error
properties. Both regions in this analysis were able to incorporate the
GRACE information at lower assimilation update rates. In Texas, most
of the assimilated signal was su ciently incorporated into CLM with
weekly assimilation. In Bangladesh, sub-weekly assimilation rates are
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recommended to keep the assimilated time series in equilibrium with the
GRACE and CLM error bounds
• Latency and Open-Loop Error Growth: The longer memory of terrestrial
water storage processes allow the assimilation system to accommodate
latency in the observational data. The two focus regions showed dif-
ferent responses to calibration with the GRACE data. Bangladesh was
strongly influenced by the GRACE assimilation and stayed within the
error bounds of GRACE for nearly two months, while in Texas the sys-
tem quickly converged to the open-loop model state. Therefore, specific
latency requirements must be tuned to the application, assimilation sys-
tem, and signal profile of the region of interest.
The framework was developed at a global scale to ascertain all the
elements of the data assimilation system which could be improved from or
adapted for satellite gravity data. The formulation and motivation for each
component of the system - the observational data, the assimilation algorithms,
and assimilation methods - was analyzed and the framework designed to be
flexible so it may be easily extended to the unique characteristics of other
satellite gravity datasets. Many elements, such as the inclusion of covariance
in the assimilation algorithms, will become more important as remote sensing
technology and geophysical modeling progresses.
The gridded, global assimilation system appropriately downscaled the
GRACE information to the CLM state variable level according to the fil-
ter parameter definition and error estimates. The success of the assimilation
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framework is proven through the sensitivity of the system to the GRACE in-
formation over time and the clear blend of large scale spatio-temporal GRACE
features and high resolution land surface dynamics in the assimilated results.
Global scale assimilation, however, cannot balance both broad scale features
and small-scale regional nuances with a single parameter definition. At the
current state of development, regional analysis of the relative signal and error
profiles of GRACE and LSM data is critical to define many of the framework
elements and ensure the accuracy of assimilated results. The assimilation
framework thus fully defines the GRACE assimilation problem but must be
regionally tuned to exploit the expanded signal range in the RSWM product
and account for the improved GRACE error profile.
6.2 Summary of Contributions
The key contributions of this work are a higher frequency GRACE
product specialized for use in assimilation, a complete definition of the prod-
uct’s signal and error profile for data assimilation, and specification of the
assimilation algorithms and tools to exploit the GRACE TWS information
and improved error profile. The daily, regularized sliding window mascon
(RSWM) GRACE TWS product was developed to reduce aliasing and sig-
nal damping inherent in the operational RL05 GRACE product. The RSWM
spatial and temporal properties are enhanced with an improved filter design,
regularization within the estimation strategy, and representation in mascon
basis functions. The RSWM product is able to bridge much of the gap in
temporal resolution between land surface models and GRACE. Assimilation
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with RSWM thus eliminates the need to temporally smooth the assimilation
update, reducing computational requirements and simplifying the assimilation
process.
The signal and error profile of the RSWM product was rigorously as-
sessed in Chapters 2 and 3. The new dataset shows excellent agreement to
high-fidelity LSM and in situ datasets, improved amplitude capture, reduced
noise, and captures transient events in terrestrial water storage. The end-
to-end error simulation study created a realistic covariance for the RSWM
data product representative of errors in the satellite instruments, geophysical
models, truncation of the gravity field, time-windowing of the observational
data, aliasing, etc. Sampling the covariance showed that it is representative
of the North-South stripes that a✏ict the GRACE data as well as regionally
specific error patterns. Alteration of the instrument noise parameters, errors
in the geophysical models, sampling rate of the gravity field, etc. allow this
simulation design to quantify the error in future satellite gravity datasets.
Finally, the assimilation algorithms are adapted for use with the new
RSWM data product and error assessments. The full covariance information
is used to perturb the observation in the filter. The spatial location and mag-
nitude of the assimilation update is tuned to the satellite gravity data product
with the Gaspari-Cohn localization radius. The necessary rate of assimila-
tion must be regionally assessed; daily assimilation will best incorporate the
GRACE data into the model, but the assimilation system is still e↵ective if
the information is assimilated only weekly. The assimilation system in this
analysis is found to allow up to two months of data latency, depending on the
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focus region, thus relaxing requirements on product delivery. The data assim-
ilation framework defined in this study thus increases the range and power of
the GRACE signal profile and defines the methods to adapt data assimilation
methods for new datasets.
This study of daily, global, and gridded GRACE data assimilation both
advanced assimilation of satellite gravity information and highlighted deficien-
cies in the land surface model and current observational datasets. At this time,
global assimilation cannot balance both broad scale features and small scale
regional nuances. The land surface models, the ensemble perturbation tech-
niques, and the assimilation methods are not capable of accurate, continuous
assimilation leading to ensemble spread inaccuracies, assimilation artifacts,
and possibly filter divergence if not carefully controlled over time. Regional
tuning of the assimilation system is therefore necessary for actionable, mean-
ingful results in operational data assimilation.
Operational data assimilation systems, properly tuned to the unique
GRACE signal and error properties, will be able to provide more accurate
estimates of current and future land water storage variability. The RSWM
product introduces information on an increased range of terrestrial water stor-
age signals. The assimilation system can better use the data as temporal
smoothing is not required for the daily product and gridded assimilation re-
duces spatial smoothing requirements. Due to the longer memory of land sur-
face processes data latency is not as strict as for other applications and future
lower-latency GRACE (or GRACE-type) products can meet this need. Future
satellite gravity missions will continue the TWS time series and continue to
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extend our precise measurement of global water storage and variability. New,
innovative instrumentation and mission configurations will expand this signal
profile. Higher fidelity satellite gravity data will further advance studies of
hydrology, oceanography, etc. and, through data assimilation, our ability to
monitor, model, and predict our climate system.
6.3 Future Directions
This thesis developed a data assimilation framework upon which re-
gional tuning and specific applications can be built. The framework is adapt-
able to future satellite gravity data and enhanced land surface models, and
it can be incorporated into larger, multivariate assimilation systems. The
GRACE Follow-On mission, to be launched in 2017, will continue the time-
variable gravity dataset from GRACE and may increase the accuracy of the
results by an order of magnitude. Improvement in the geophysical model data
and representation of errors in the estimation strategy can further improve
the resolution and accuracy of the GRACE dataset. Even more advanced
instrumentation and innovative mission designs in GRACE-2 will further im-
prove the spatio-temporal resolution and overall scientific accuracy of satellite
gravity datasets.
The methods and strategies for assimilation of the RSWM product is
directly applicable to lower latency operational products such as the quick look
dataset from the GRACE Follow-On mission. The RSWM product and current
quick-look products use similar window functions and thus have similar signal
profiles. Novel methods of forming global or regional scientific products will
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expand and adapt specific framework elements. For example, assimilation of
low latency swath gravity field solutions, estimated along the satellite ground
track, necessitates formation of a new localization function. Rather than uni-
formly smoothing such a product over a defined radius, the localization func-
tion would distribute the TWS estimate across the satellite groundtrack. This
and other localization functions can thus be informed by the satellite mission
design, the sensitivity of the mission to gravitational perturbations, regional
dynamics, etc.
Finally, the RSWM dataset itself o↵ers many avenues for future study.
The dataset greatly increases the range and power of signals available from
the GRACE observations. The improved window function, regularization and
mascon representation combine to create a high-fidelity product representative
of hydrometeorological processes in terrestrial water storage. Sub-seasonal
signals and transient events are evident in the dataset and further exploration
in the scientific community will test the limits of signals that can be observed
with the GRACE mission.
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Appendix A
Representation of the Gravity Signal
The data centers deliver monthly averages of spherical harmonic coef-
ficients. This chapter aims to show what these parameters represent and their
derivation. Then the process by which these are converted into estimates of
surface mass is presented. It is this surface mass measurement, expressed as
equivalent water height, that quantifies mass movement over the surface of the
Earth. The notation used in this chapter and throughout the report is given
in Table A.1.
A.1 The Earth’s Gravitational Potential
The gravitational potential exerted by a body on a point is represented
as an integral function of its mass density over its volume in the equation
below, where (x,y,z) is the point the at which the potential is being evaluated
and (x’, y’, z’) represent the position of the di↵erential mass element:
W (x, y, z) = G
Z Z Z
v
⇢(x0, y0, z0)dV 0p
(x  x0)2 + (y   y0)2 + (z   z0)2 (A.1)
The gravity vector is the force vector, or the gradient of this gravita-
tional potential:
g¯ = rW (A.2)
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Symbol Meaning
W Potential
G Gravitational constant
⇢ Density
(x, y, z) Reference Position
(x’,y’,z’) Coordinate of integration
! Rotation of the Earth
d Distance or length of position vector
g¯ gravity vector
U Earths normal potential
T Earths disturbing potential
H Height of topography from geoid
h Height of topography from ellipsoid
N Height of Geoid from ellipsoid
ae Earth radius
✓ Colatitude
  East longitude
 m0 delta function of m and 0
l Spherical harmonic degree
m Spherical harmonic order
Table A.1: List of Variables Used
A common way to represent the potential is through equipotential sur-
faces, defined as a surface of constant value of the potential. These surfaces
help to visualize the potential and can be defined by any constant value of the
potential. The most important of these equipotential surfaces for the Earth
is the one which corresponds with the mean sea level if the oceans and atmo-
sphere were in equilibrium and at rest with respect to the rotating Earth, the
geoid. The geoid is commonly split into two components, the normal potential,
defined as U, and the disturbing potential, T. The normal potential defines the
potential of an ellipsoid of revolution, referred to hereafter as simply the ellip-
197
soid, and the disturbing potential the variations from this ellipsoidal surface.
This is illustrated in Figure A.1. N represents the normal height di↵erence
of the geoid from the ellipsoid, H shows the normal height of the topography
from the geoid, and h is the di↵erence between the ellipsoid and topography,
normal to the ellipsoid. It can be seen in Figure A.1 that there is a subtle
di↵erence between h and H+ N therefore care must be taken to ensure h and
N represent normals to the ellipsoid while H is normal to the geoid.
Figure A.1: The ellipsoid, geoid, and topography
A.2 Application to the GRACE mission
A.2.1 Practical Representation of the Gravitational Field
In reality, the gravitational potential cannot be represented as a triple
integral as there is no true analytical expression of the Earth’s density. Instead,
the potential is first represented in spherical coordinates as:
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Wa = G
Z Z Z
M
dm0p
r02 + r2 + 2rr0cos( )
(A.3)
The 1r is then factored out of the denominator and the binomial theorem
applied. The resulting expansion terms are then represented by the Legendre
polynomials. Following the procedure of Kaula (1966) and transforming the
coordinates to latitude and longitude results in the following expression for
the potential:
Wa(r, , ) =
GM
r
+
GM
r
1X
l=1
(
ae
r
)lPl(sin( ))Clm
+
GM
r
1X
l=1
lX
m=1
ae
r
l
Plm(sin( ))[Clmcos(m ) + Slmsin(m )]
(A.4)
Where the Legendre Polynomials, Plm are given by the equation:
Plm(x) =
(1  x2)m/2
2ll!
dl+m
dxl+m
(x2   1)l (A.5)
The expression for the geoid, discussed in the previous section can
similarly be expanded as a sum of spherical harmonics by setting the potential,
Wa, equal to the corresponding constant value. The variation in geoid height,
 N, can be solved for for any angular position ( , ). This expression is
commonly given as:
 N(✓, ) = ae
1X
l=0
lX
m=0
P¯lm(cos✓)( Clmcosm + Slmsinm ) (A.6)
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Where ae is the mean radius of the Earth, ✓ is colatitude, and   is east
longitude. P¯lm are the normalized associated Legendre functions represented
as:
P¯lm(x) =
s
(2   m0)(2l + 1)(l  m)!
(l +m)!
Plm (A.7)
Several terms are defined during this process, namely the Legendre
Polynomials, Plm, and the Stokes coe cients or spherical harmonic coe cients
Clm and Slm. The Legendre Polynomials are defined in the equation above,
and are solutions to the Legendre di↵erential equation encountered in the
solution process. The Stokes coe cients are dimensionless parameters that
ideally extend to an infinite degree (l) and order (m). The sources of error in
the GRACE data from instrument noise and interpretation of the data will
be further discussed in Section 2.3. The GRACE processing centers return
estimates of the Stokes coe cients out to degree and order 50-96. These
solutions are referred to as the Level-2 products and encompass 10 or 30 days
of data.
A.2.2 Surface Mass Recovery
The Earth’s gravitational potential changes over time due to the re-
distribution of surface mass and the resulting variations in the solid Earth.
In order to isolate this variational component of the gravitational field, the
mean or static gravity field must be removed from the data. This variability
in the GRACE data is reflected in the variability of the spherical harmonic
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coe cients. The Level-2 products are a time series of the full Clm and Slm
coe cients. To find the time-varying spherical harmonic coe cients, the mean
of each term over the time series is removed. This is shown in the equation
below where C¯lm and S¯lm represent the time-averaged parameters.
 Clm = Clm   C¯lm
 Slm = Slm   S¯lm
(A.8)
The resulting variability in the geoid over time is then found from these
coe cients as:
 N(✓, ) = ae
1X
l=0
lX
m=0
P¯lm(cos✓)( Clmcos(m ) + Slmsin(m )) (A.9)
The procedure of Wahr et. al. (1998) was followed to find the resulting
change in surface mass expressed as equivalent water height (EWH). First, the
 Clm and  Slm are represented in terms of the average (⇢ave) and changing
density ( ⇢), or:
 Clm =
3
4⇡ae⇢ave(2l + 1)
Z
 ⇢(r, ✓, )P¯lm(cos✓)(
r
a
)l+2cos(m )sin✓d✓d dr
 Slm =
3
4⇡ae⇢ave(2l + 1)
Z
 ⇢(r, ✓, )P¯lm(cos✓)(
r
a
)l+2sin(m )sin✓d✓d dr
(A.10)
The assumption is made that the  ⇢ is concentrated near the Earth’s
surface in a thin layer, and the change in surface density (  ) is defined as
the radial integral of  ⇢ through this layer:
  (✓, ) =
Z
 ⇢(r, ✓, )dr (A.11)
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Figure A.2: Surface Mass Recovery Flow Chart
Inputting this into Equation 2.12, simplifying, and taking into account
the deformations caused by the loading of the surface mass on the solid Earth
results in the following expansion for   :
  (✓, ) = ae⇢w
1X
l=0
lX
m=0
P¯lm(cos✓)( Cˆlmcos(m ) + Sˆlmsin(m )) (A.12)
In this expression, ⇢w represents the density of water, and
  
⇢w
is the
equivalent water height (EWH) statistic. The EWH represents the change in
surface mass as the change in depth (height) of a thin layer of water across
the surface of the Earth. The vertical water height variation found from this
analysis is on the order of centimeters [2]. The new harmonic coe cients,
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 Cˆlm and  Sˆlm used in this calculation are found as:
 Cˆlm =
⇢ave
3⇢w
2l + 1
1 + kl
 Clm
 Sˆlm =
⇢ave
3⇢w
2l + 1
1 + kl
 Slm
(A.13)
The change in the shape of the elastic Earth is reflected in (1+kl), the
Love number of degree l. These were computed as described by [34] from the
numbers in Table A.2 and then numerically interpolated for the intermediate
degrees.
l kl
0 0.000
1 0.027
2 -0.303
3 -0.194
4 -0.132
5 -0.104
6 -0.089
7 -0.081
8 -0.076
9 -0.072
10 -0.069
12 -0.064
15 -0.058
20 -0.050
30 -0.040
40 -0.033
50 -0.027
70 -0.020
100 -0.014
150 -0.010
200 -0.007
Table A.2: Elastic Love Numbers
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This process is illustrated in Figure A.2. The variable Stokes coe cients
and Love numbers account for time variable changes in mass and the thin layer
approximation makes the connection between these time-variable gravity fields
and the movement of water over the surface of the Earth. It is this resulting
equivalent water height measure,   ⇢w that is as a comparison metric between
the di↵erent data products and with external models. It represents the change
in the vertically integrated total water storage change both over and beneath
the surface of the Earth. The six year span of monthly maps of the water
height variation allow both seasonal and long-term secular variations of mass
transport across the ecosystem to be mapped and analyzed.
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Appendix B
List of Acronyms
Acronym Definition
GRACE Gravity Recovery and Climate Experiment
DA Data Assimilation
CSR University of Texas Center for Space Research
JPL NASA Jet Propulsion Laboratory
GFZ GeoForschungsZentrum
TWS Terrestrial (Total) Water Storage
EWH Equivalent Water Height
RSWM Regularized Sliding Window Mascon (GRACE product)
NLDAS North American Land Data Assimilation System
CLM Community Land Model
WGHM WaterGAP Global Hydrology Model
GLDAS Global Land Data Assimilation System
DART Data Assimilation Research Testbed
EnKF Ensemble Kalman Filter
EAKF Ensemble Adjustment Kalman Filter
Table B.1: Acronyms in this dissertation
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