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Abstract 
In this paper we study the singular nonlinear 
state feedback H ,  problem for &ne nonlinear 
systems. Our approach yields to a sufficient and, 
under an extra assumption, also necessary condi- 
tion for a singular nonlinear system to construct a 
state feedback which leads to an L2 gain less then 
a certain bound y for the closed loop system. This 
condition is in terms of a set of Hamilton Jacobi 
Inequalities parameterised by a parameter E .  
1 Introduction 
In this paper we study a singular nonlinear state feedback 
H ,  problem. This kind of problems arise naturally when 
studying certain robustness problems such as parameter 
uncert,ainty and multiplicative uncertainty as can be seen 
for linear systems in [2] and [7]. We consider systems of 
the form 
i =  f(z) + 91(2)U1 + gz(zb2 + k(z)d 
z = ( h E ) )  
where uT = (UT uf) E B", u1 E R"', 212 E Bm-"l, d E Rq 
and z E RP. z = ( 5 1 , .  . . ,zn) are local coordinates for a 
smooth state space manifold M. We assume throughout 
that f , g l , g e , h . k  are Ck-functions. We assume also that 
there exists an equilibrium zo E M ,  i.e., f(zo) = 0, and 
without loss of generality we assume h(s0) = 0. After a 
suitable coordinate shift we may assume that zo = 0. 
Our aim is to find conditions under which there exists a 
feedback such that the Lz-gain of the resulting closed loop 
system from disturbance d to output z is less than (or equal 
to) a certain bound y. For the case ml = m this is just 
the regular suboptimal state feedback H ,  control problem 
studied in [SI, 191 (see also [l] and [3]). Most of the re- 
sults obtained in this paper are extensions of results about 
the regular nonlinear state feedback H ,  problem obtained 
in these papers. For linear systems the above mentioned 
singular H ,  problem has been studied quite extensively. 
One approach to this problem is given by Petersen, Zhou 
and Khargonekar (see [5], [4], [12]). Another approach is 
discusscd by Trentelman and Stoorvogel ([6], [7]). \Ve will 
extend the first approach to nonlinear systems. 
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This note is organized as follows. In the next section we 
shall briefly recall some results about the &-gain of non- 
linear systems. In the third section we shall consider the 
disturbance attenuation approach used to solve the general 
(singular) H ,  problem for linear systems. In the fourth 
section the singular nonlinear H ,  state feedback problem 
for systems of the form (1) will be considered. In the fifth 
section we will briefly discuss how the theory can be ex- 
tended to more general systems. 
2 The L 2 - g a i n  of nonlinear sys- 
tems 
In this section we will first consider the Lz-gain for the 
system (see [9] and the references quoted in there) 
x = f(z) + g ( z ) u  
Y = h(z)  
Definition 1 Let y be a fixed non-negative constant. The 
system (2) is said to have Lz-gain less than or equal to y if 
for all z E M there exists aconstant K ( z ) ,  0 5 K ( z )  < M, 
with K ( 0 )  = 0, such that 
for all T 2 0 and all U E Lz(O,T) with y ( t )  denoting the 
output of (2) resulting from U for initial state z(0) = z. 
The system has L2-gain less than y if there exists some 
0 I ?. < y such that the systeni (2) has Lz-gain less than 
or equal to -7.. The &gain is equal to y if it has Lz-gain 
less than or equal to y and not less than y. 
Some fundamental results from dissipative system theory 
(see e.g. Willenis ( [ l l ] ) ,  Van tier Schaft ([9], [lo])) will bc 
given without proof in the next theorem 
Theorem 2 The system (2) has Lz-gazn less than or e q d  
to y zf and only zf there exzsts a solutzon V : M + Et+ = 
{z E RlRe(s) 2 0 )  to the integral dissipation inequal- 
ity 
wzth V (0 )  = 0 for all tl 2 to and all U E Lz(to,t l) ,  where 
z ( t1)  is the state at time tl resulting from state x(t0) at 
tame to and input U .  Further, there exists a non-negative 
C'-solution to the zntegral dissipation inequality (3) if and 
only i f  there exists a non-negative C'-solution to the dif- 
ferential dissipation inequality 
wzth V ( 0 )  = 0 for all U E R", wzth y = h ( x ) .  And 
there exzsts a non-negatzve C'-solutzon to (4 )  zf and only zf 
there exzsts a non-negatzve C1-solutzon to the Hamilton- 
Jacobi inequality 
wzth V ( 0 )  = 0 for all x E M 
Also some kind of stability can be concluded from the solv- 
ability of the Hamilton-Jacobi equation. 
Definition 3 The system (2) is called zero-state observ- 
able if for any trajectory such that u(t)  O,y(t) 0 im- 
plies z ( t )  0. 
Theorem 4 Assume (2) zs zero-state observable. Suppose 
there exists a smooth solution V 2 0 to ezther (3), (4)  or 
(5). Then V ( x )  > 0,  x # 0,  and the free system x = f ( x )  is 
locally asymptotacally stable. Furthermore, assume that V 
zs proper (2.e.. for  each c > 0 the set { T  E MI 0 5 V ( x )  I 
(,} zs compact), then x = f ( x )  zs globally asymptotzcally 
stable. 
In this note we consider the (singular) H ,  control problem 
for the nonlinear system (1). We define this problem as 
follows: 
Definition 5 Szngular nonlinear state feedback H ,  optz- 
vial control problem: Find, if existing, the smallest value 
y' 2 0 such that for any y > y* there exists a state feed- 
back 
U =  ( z: ) = ( ) = l ( z ) ;  l (0)  = 0 ( 6 )  
such that, the &gain of the closed loop syst,em (1) and (6) 
from d to z is less than or equal to y. 
We have not included stability in the definition of the H ,  
problem. As above, some kind of stability may be deduced 
from the solvability of the Hamilton-Jacobi equation as we 
shall see in section 4. 
Furthermore we consider the linearization of (1) around 
the origin, denoted t is  
i = FZ+C:1U1+G2fi2+Kd 
z = ( Y )  (7) 
where 21 = (61, c2) E R", 211 E Rml, ii2 E Et"-"', 5 E R", 
d E Rq, Z E RP and the matrices F ,  G1 ,  Gz, K and H 
defined in the usual way. 
We look at the corresponding H ,  control problem for this 
system (7). Hence we search for a stabilizing state feedback 
such that the H, norm from d to  t is smaller than some 
value y. This problem is a special case of the general linear 
state feedback H ,  control problem considered by Zhou and 
Khargonekar ([12]) for the system: 
5 = F Z + G C + K ~  
5 = CZ+D1ii+Dzd 
where in our situation 2 E R(pfml) and 
For the case that ( F ,  G )  is stabilizable Petersen, Zhou and 
Khargonekar ([12], [ 5 ] )  solved this problem. This solution 
will be recalled in the next section. 
3 Disturbance attenuation 
We consider linear systems of the form (7) .  This system is 
said to satisfy the A R E  (Algebrazc Riccati Equatzon) with 
constant y if, for arbitrary Q > 0, there exists an E > 0 
such that the Riccati equation (G = (GI Gz)) 
has a positive definite solution P .  
The following Lemma shows that the existence of a positive 
definite solution P of ARE (9) does not depend on the 
choice of Q (see Petersen ([5])). 
Lemma 6 Suppose there exists a positive definite matrix 
Q E RnXn and U constant E > 0 such that the algebraic 
Riccati equatzon (9) has a positzve definite solutzon. Then 
given any posztivc. definzte Q E Wnxn there exists a constant 
E* > 0 such that the A R E  (S )  wzth Q replaced b y  Q has a 
positive definate solution for all E E ( O , E * ] .  
Now we have the following connection with the H,  control 
problem (see Zhou and Khargonekar ([12])). 
Theorem 7 Consider the system (7). Let y > 0. Then 
there exists a linear feedback of the form (8) such that F + 
G L  is stable and 
af and only zf for any Q > 0 there exzsts an E > 0 such that 
the algebraac Raccata equatzon (9) has a posztave definate 
solutzon P .  
Moreover zf P > 0 zs a solutzon of the A R E  (9) for some 
Q > 0 and constunt E > 0 then zf we choose 
the closed loop system F + G L  is stable and (10) holds. 
Furthermore if there exists a positive definite solution P of 
(9), then there also exists a stabilizing solution of (9) (see 
141 ). 
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Theorem 8 Suppose for  Q > 0 there exists an E* > 0 
such that (9) has a positive definite solution PE for every 
E E (O,E*]. Then for-every E E ( O , E * )  there also exists 
a stabilizing solution PE > 0 for  (g), i.e., there exists a 
solution PE > 0 for  which also holds that 
is asymptotically stable. 
4 Singular nonlinear state feed- 
back H ,  optimal control 
Now consider the singular state feedback H ,  optimal con- 
trol problem for an affine nonlinear systems of the form (1) 
for which we seek a nonlinear static feedback of the form 
(6) such that the closed loop system (l), (6) has Lz-gain 
less than (or equal to) y. 
As mentioned before, Definition 5 of the state feedback 
H,  optimal control problem is stated without any con- 
siderations about asymptotic stability. Of course we want 
the closed loop system to be asymptotically stable but we 
consider that point separately. 
We start with a theorem, which is a simple extension of a 
result obtained in [9] where the Lz-gain from disturbance 
d to output y and the complete input U was considered. 
Theorem 9 Consider the nonlinear system (1). Let y > 
0. Suppose there exists a constant E > 0 such that there 
emsts a non-negative C'-solution V to the (k 2 r 2 1) 
Hamilton-Jacobi inequality: 
%(4f (I) + fE(4 [ + k ( w ( z )  - 9 1 ( ~ ) 9 T ( ~ )  
(11) 
- - f g z ( I ) g m ]  g(4 + $ h T ( z ) h ( 4  5 0  
with V(0)  = 0 then the closed loop system for  feedback 
has Lz-gain (from d to 2) less than or equal to y. 
Proof Using Theorem 2 on the system 
x = f (I) - Sl(3:)$(4%(4 - &92(4gZT(4% + k ( x ) d  
leads to the result. w 
From this theorem we can easily construct the following 
condition under which the system has Lz-gain less than y. 
Corollary 10 Consider the system (1) and let y > 0. 
Suppose there exists constants ~ , p  > 0 such that there 
exists a non-negative C'-solution V (k 2 r 2 1) to the 
Hamilton- Jacobi inequality: 
with V(0)  = 0 then the closed loop system for the feedback 
(12) has Lz-gain less than y. 
Proof From (14) it follows that there exists an constant 
0 5 7 < y such that (11) is satisfied with y replaced by 
-?.. Hence by theorem 9 the closed loop system has Lz-gain 
less than y (less than or equal to T). w 
The (partial) converse of Corollary 10 is a little more in- 
volved. Let us assume that there exists a static feedback 
(6) which leads to a closed loop system which has L2-gain 
less than y. From Definition 1 we know that there exists 
a constant 17 > 0 such that for all I E M there exists a 
constant K ( s ) ,  0 5 K ( z )  < CG with K(0)  = 0, such that 
J: (llh(~(t))IlZ + Ilh(4t))ll ') dt 
5 (r2 - 17) J: Ild(t)ll2dt + K ( s )  
holds for all d E &[O,  T ]  and all T > 0. 
Now we assume that the &-gain from disturbance d to the 
feedback lZ(z) is finite, i.e., there exists a constant N_ > 0 
such _that for every I 5 M there exists a constant K ( z ) ,  
0 5 K ( z )  < CO, with K(0)  = 0, such that 
1' ll~z(4t))1I2dt  I N l T  lld(t)1I2dt + E(2) 
for all d E L2[0,T] and all T 2 0. Then by choosing E 
small enough (0 < E < q / N )  the Lz-gain from d to y ,  11 
and &12 will be less than y. Hence there exists a solution 
V 2 0 to the following integral dissipation inequality: 
V(z(t1)) - V(z(to)) 5 f J,"b ((7' - p)IId(t)I12 (15) 
-llY(t)1I2 - ll~l(4t))1I2 - E 1 1 ~ z ( ~ ( t ) ) 1 1 2 )  dt
with V(0)  = 0 for all tl 2 t o  and all d E L2(t0,tl) and for 
some p > 0. 
At this point we assume that there exists a C'-solution 
V 2 0 to the above integral dissipation inequality. Then 
there exists a C1-solution V 2 0 to the Hamilton-Jacobi 
inequality: 
g(4 ( f  (I) + g(z)1(2) )  
+i($ + p ) % ( z ) k ( z ) k T ( z ) q  + ihT(z)h(z) 
+ $ l ~ ( I ) l l ( I )  + ~E1; (3 : )12 (3 : )  I 0 
with V(0)  = 0 for all 3: and for some p > 0. Now by the 
following completion of the squares argument 
% ( f  - 9 1 g T g  - ;gzg2T%) 
( f  + 9111 + 9212) + % g l ( - g T g  - 11) 
+ E 9 2  (-:gzT% - 1 2 )  
; ; ; g l g T g  - f. 1112 + f g ; g 1 / 2  
= 
5 -i(+ + p ) E k k T f l  a z z  - LhTh - 1 2 11 1 1 +gT%llZ 
1 av T a w  _-- 
ZE az Q2QZ az 
it can be concluded that V is also a solution of equation 
(14) and hence by corollary 10 it follows that also the feed- 
back (12) leads to a closed loop system which has L2-gain 
less than y. Summarizing this result: 
Theorem 11 Consider the system ( I ) ,  and let y > 0. 
Suppose there exists a smooth feedback of the form (6) such 
141 7 
that the Lz-gain of the closed loop system is less than y and 
assume that the Lz-gain from disturbance d to the feedback 
l z ( x )  is finite and also make the assumption that one of the 
solutions of (15) is c'. 
Then V is also a solution of equation (14) for some p > 0, 
and hence the closed loop system for the feedback (12) has 
L2-gaan less than y. 
Remark 12 Corollary 10 together with Theorem 11 give 
under an assumption about the Lz gain of the feedback 
l z ( z )  a necessary and sufficient condition for the existence 
of a feedback for the system (1) which achieves an Lz gain 
less than a certain bound y. The same result is for lin- 
rar systems in fact already proved by Petersen ([5]) for 
stabilizing feedbacks. 
IJntil now we have not considered the stability of the closed 
loop system. But the following theorem can be easily ob- 
tained from Theorem 4. 
Theorem 13 Suppose there exists a solution V 2 0 to 
(11). Assume the system (13) is zero-state observable. 
Then V ( x )  > 0 for x # 0 and the closed loop system (l)? 
(12) (with d ( t )  
Assume additionally that V 4s proper, then the closed loop 
system zs globally asymptotzcally stable. 
Kow we consider tht. linearizat,iori (7) of the nonlinear sys- 
tem (1) around the origin. Straightforwardly from Van der 
Schaft ([9]) the next, stability result c an be obtained. 
Proposit ion 14 Suppose the Lz-gazn of (l)? (6) 1.7 less 
than y, and assume F + GL wath L = g(0) is  asymptot- 
acally stable, then there ezzsts a neighborhood W of 0 and 
U smooth function 1.' 2 0 on W satzsfyzng (11). 
Alternatavely, assume f + g l  is globally asymptotzcally sta- 
ble. Define the Hamiltonaan 
0 )  is  locally asymptotically stable. 
H,(Z,P) = p T [ f ( x )  + 9(.)1(.)1 + ;+P'k(4kT(4p 
+p-(.)h(.) + ; l T ( . ) l l ( x )  
and suppose XH, zs hyperbolic, and its stable invariant 
manifold is diffeomorphic to M under the canonzcal pro- 
jectzon T : T * M  + M. Then there exists a global solution 
v 2 0 to (11).  
We search for a static feedback of the form (8) such that 
the closed loop linear system (7 ) ,  (8) has Lz-gain less than 
(or equal to) y. 
This is always possible if the nonlinear closed loop system 
(1): (6) has Lz-gain less than (or equal to) y. 
Proposition 15 Let y > 0 .  Suppose there exists a smooth 
feedback U = 1(x ) ,  l (0)  = 0,  for  (1) such that the Lz-gain 
of the nonlinear closed loop system (1), (6) is less than 
(or equal to) y. Then the linear feedback ii = LZ, with 
L = g(O), for  (7) results zn the linear closed loop system 
2 = ( F + G L ) Z + K d  
z = ( E ) Z  
Proof The linearization of (l), (6) is equal to (16). Then 
the result follows from [9]. 
Then the converse result. Given a feedback U = LZ which 
solves the H ,  problem for the linearized system then what 
can we say about the H,  problem for the nonlinear system. 
Theorem 16 Consider the lineanzed system (7). Let y > 
0. Suppose there exists a feedback fi = LZ such that the Lz-  
gain of the closed loop system (from 2 to 2)  is less than y 
and the closed loop system is asymptotically stable. 
Then there exists a neighborhood W of 0 and a smooth 
function V 2 0 defined on W such that V as a solution 
of the Hamzlton-Jacobi anequalaty (1 1). Furthermore, the 
feedback (12) for (1)  has the property that the closed loop 
system has 1ocall.y Lz-gam less than y, in the sense that for 
all x E W there exzsts a constant K ( x ) ,  0 5 K ( x )  < 00, 
with K(0)  = 0,  such that 
for  all T 2 0 and all d E LZ(0, T )  such that the state space 
trqectones x ( t )  startzng from x(0)  = x do not leave W 
(z.e., the state fecdback H,-control problem for  y zs solved 
on W ) .  
Proof The Lz-gain of the closed loop linearized system is 
less than y then there exists a ;Y < y such that the Lz-gain 
is less than or equal to  ;V. But then for every 'y for which 
;Y < 9 < y it holds that the Lz-gain is less than ;Y. Hence 
there exists by theorem 7 and 8 for every Q > 0 an E* > 0 
and a stabilizing solution P, > 0 of the ARE 
FTP + PF + (+ + ~ ) P K K T P  - PG ( ) GTP 
- $ P G (  0 zm-m, ) G T P + i T H + ~ Q = O  
for some q > 0 and E E (0, E ' ] .  Now take the Hamiltonian 
where q is an arbitrary function q : M --t P+ which satisfies 
that 
Then the linearization of X H ,  at (0,O) is given by the 
Hamiltonian matrix D X , ( O ,  0) defined as 
Then PE = PT is a solution of (9) if and only if 
with also has Lz-gain less than (or equal to) y. 
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and thus 
span [ ] = stable eigenspace of DXH,(O, 0) 
for some E .  Thus the Hamiltonian matrix DX,,(O, 0) does 
not have imaginary eigenvalues. 
Then by Proposition A4 and A7 from [9] the stable invari- 
ant manifold N -  of X H ~  through (0,O) is n-dimensional 
and is tangent at (0,O) to span [ ] (for E E ( O , E * ) ) .  
Furthermore locally around 0 the manifold N -  is given as 
N -  = { ( z , p  = =(z) z around 0 
aTv ) I  1 
where V is a (local) solution of the Hamilton-Jacobi equa- 
tion 
with g ( 0 )  = P .  From Proposition 3 from [9] V _> 0 
because F - G 
stable then the final result follows from Corollary 10. 
GTP, is asymptotically 
Then we will summarize some of the above results in the 
following theorem 
Theorem 17 Consider the nonlinear system (1) and its 
linearization (7). Then the following statements are equiv- 
alent: 
(a) There exists a linear feedback of the form (8) such 
that the Lz-gain of the closed loop system (7), (8) is 
less than y and F + G L  is stable. 
(b) There exists a positive definite solution P to the Al- 
gebraic Riccati Equation 
P P  + P F  + $ P K K T P  - P G l G P  
- fPG2G$P + H T H  + EQ = 0 
for all Q > 0 and for some E > 0 such that also 
1 1 
F + - K K T P  - GIGTP - ;G2G;P 
y2 
is asymptotically stable. 
(c) There exists a neighborhood W c M of 0, and a 
nonlinear feedback U = 1(x) as in (6) defined on W ,  
such that F + G L ,  with L = g(O), is asymptotically 
stable and the closed loop system ( l ) ,  (6) has locally 
L2-gain less than y on W. 
Remark 18 In the regular case (see [9]), ml = m, there 
was the extra assumption that ( H ,  F )  must be detectable. 
Now H T H  + EQ > 0 and hence there exists a nonsingular 
matrix H (Cholesky decomposition) such that 
H T H  = H T H  + EQ 
Because of the nonsingularity of Z? (I?, F )  is always de- 
tectable. 
5 Extensions 
Parallel to the theory for linear systems ([5], [4], [12]) we 
can easily extend most of the results obtained above to 
systems of the form 
(17) 
x = f(z) + g(z)u  + k ( z ) d  
z = h ( z )  +m(z)u  
where U E R", d E IF?, z E RP and z E M .  Furthermore 
z = 0 is an equilibrium and f(0) = 0, h(0)  = 0. 
Suppose locally rank(m(z)) = ml 5 m. Then it is always 
possible to find locally an ( p  x m1)-matrix n(z)  and a con- 
stant (ml xm)-matrix II such that rank@) = rank(n(z)) = 
ml and 
m(z) = n(z)rI 
Let CP E W("-ml)X" b e such that 
anT = 0 
and than define 
e(%) := IIT(nnT)-'{nT(z)n(z)}-'(nnT)-'n 
Then Theorem 9 can be extended to 
Theorem 19 Consider the nonlinear system (17). Let 
y > 0. Suppose there ezists a constant E > 0 such that 
there exists a non-negative C'-solution V to the Hamilton- 
Jacobi inequality (IC > r > 1). 
EM(f (4 - g(z)+)mT(.)h(.)) 
+$E(.) [ $ k ( z ) k T ( z )  - s ( + ( 4 g T ( 4  
-;g(z)CPTogT(z)] e(=) 
U(.) = - ( k m  + a(z)) g T ( z ) % ( s )  
+ i h T ( z ) ( I p  - m(z)c(z)mT(z))h(z) 5 0 
with V(0)  = 0 then the closed loop system for the feedback 
(18) 
- c ( z ) m T ( z ) h ( z )  
has (locally) L2-gain less than or equal to y. 
Proof Again as in the proof of Theorem 9 apply Theo- 
rem 2 to the closed loop system (17) and (18). 
And then also Corollary 10 has the obvious generalisation 
Corollary 20 Consider the nonlinear system (17). Let 
y > 0. Suppose there exists a constants E,,U > 0 such that 
there exists a non-negative C'-solution V to the Hamilton- 
Jacobi inequality (k _> r _> 1). 
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with V ( 0 )  = 0 then the closed loop system for the feed- 
back (18) has (locally) L2-gain less than y. 
In the same way as in the Theorems 16 and 17 we can 
consider the linearization of (17) around the equilibrium 
x = 0: 
(19) 
i = F Z + G ~ + K ~  
= H T + M f i  
where U E I”, 5 E I”, d E Iq, E E RP and the matrices 
F ,  G, K ,  H and M defined in the usual way. 
Now define the linear equivalents of n ( x )  and u ( x )  as 
U = u(0);  c = u(0) 
Then Theorem 16 and 17 can be extended straightfor- 
wardly to 
Theorem 21 Conszder the linearized system (19). Let 
y > 0. Suppose there exzsts a feedback U = LZ such that 
the L2-gain of the closed loop system (from d to E )  as less 
than y and the closed loop system is asymptotically stable. 
Then there exasts a neighborhood W of xo and a smooth 
function V 2 0 defined on W such that V is a solutzon 
of the Hamalton-Jacobi znequality (1 1). Furthermore, the 
feedback (18) for (17) has the property that the closed loop 
system has locally L2-gain less than y. 
Theorem 22 Conszder the nonlinear system (17) and its 
lanearzzataon (19). Then the following statements are equiv- 
alent: 
(a) There exists a lanear feedback of the form (8) such 
that the Lz-gain of the closed loop system (19), (8) 
is less than y and F + G L  is stable. 
(b) There exists a positive definite solutaon P to the Al- 
gebraic Riccati Equatzon 
( F  - G C M T H ) T P  + P ( F  - G C C H )  
+ + P K K ~ P  - P G C G ~ P  - J P G @ ~ @ G ~ P  
+ H T ( I  - M C M T ) H  + EQ = o 
for all Q > 0 and for some E > 0 whach also satasfies 
that 
F + -KKTI’ - G C ( G T P  + M T H )  - -GaT@GTP 1 1 
Y2 
2s asymptotacally stable. 
(c) There exasts a neaghborhood W C M of 0,  and a 
nonlanear feedback u = l ( x )  defined on W ,  such that 
F + G L ,  wath L = g(O), zs asymptotacally stable and 
the closed loop system of thas nonlanear feedback and 
the system (1 7) has locally L2-gaan less than y on W. 
6 Conclusions 
We have extended both the theory about the regular non- 
linear state feedback H ,  problem ([8], [9], [3] and [l]) 
to the more general setting of singular nonlinear systems 
and the theory about disturbance attenuation from Khar- 
gonekar, Petersen and Zhou ([4], [5] and [12]) for singular 
linear systems to nonlinear systems. 
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