Abstract. This article describes a new meta-analysis command, metaan, which can be used to perform fixed-or random-effects meta-analysis, offering a wide choice of available models: maximum likelihood, profile likelihood, restricted maximum likelihood and a permutation method, besides the standard DerSimonian and Laird approach. The command reports a variety of heterogeneity measures inclucding Cochran's Q, I
Introduction
Meta-analysis is a statistical methodology that combines or integrates the results of several independent clinical trials, or studies in general, considered by the analyst to be 'combinable' (Huque 1988) . Usually, this is a two-stage process: in the first stage the appropriate summary statistic for each study is estimated, then at the second stage these are combined into a weighted average. Methods also exist for combining and meta-analysing data across studies at the individual patient level (IPD methods). An IPD analysis provides advantages such as standardization (of marker values, outcome definitions etc), follow-up information updating, detailed data-checking, subgroup analyses and the ability to include participant-level covariates (Stewart and Clarke 1995; Lambert et al. 2002) . However, individual observations are rarely available; additionally, if the main interest is in mean effects then the two-stage and the IPD approaches can provide equivalent results (Olkin and Sampson 1998) . This paper concerns itself with the second stage of the two-stage approach to metaanalysis. At this stage, researchers can select between two main approaches, the fixedor the random-effects model, in their effort to combine the study-level summary estimates and calculate an overall average effect. The fixed-effects model is simpler and assumes the true effect to be the same (homogeneous) across studies. However, homogeneity has been found to be the exception rather than the rule and some degree of true effect variability between studies is to be expected (Thompson and Pocock 1991) . This between-study heterogeneity stems from differences in populations, interventions, outcomes or follow-up times (clinical heterogeneity), or differences in trial design and metaan quality (methodological heterogeneity) (Higgins and Green 2008; Thompson 1994) . The most common approach in modelling the between study variance is the method proposed by DerSimonian and Laird (1986) , which is widely used in generic and specialist metaanalysis statistical packages alike. In Stata the DerSimonial and Laird (DL) model is used in the most popular meta-analysis commands, the recently updated metan and the older but still useful meta (Harris et al. 2008) . However, the between-study variance component can be estimated using more advanced iterative (and computationally expensive) techniques: maximum likelihood, profile likelihood and restricted maximum likelihood (Hardy and Thompson 1996; Thompson and Sharp 1999) . Alternatively, the estimate can be obtained using non-parametric approaches, free of distributional assumptions, like the 'permutations' method proposed by Follmann and Proschan (1999) .
We have implemented these methods in metaan, which performs the second stage of a two-stage meta-analysis, offering alternatives to the DerSimonial-Laird randomeffects model. The command requires the study effect estimates and standard errors as input. We have also created metaeff -not discussed in the present paper -a command which provides support in the first stage of the two-stage process and which compliments metaan. The metaeff command calculates the effect size (standardised mean difference) and its standard error from the input parameters supplied by the user, for each study, using one of the methods described in the Cochrane Handbook for Systematic Reviews of Interventions (Higgins and Green 2006) . For more details type ssc describe metaeff in Stata, or see Kontopantelis and Reeves (2009) .
The metaan command does not offer the plethora of options metan does for inputting various types of binary or continuous data. Other useful features in metan (and not available in metaan) include: stratified meta-analysis, user-input study weights, vaccine efficacy calculations, L'Abbe and funnel plots. The REML model, assumed to be the best method to fit a random-effects meta-analysis model even though this assumption has not been thoroughly investigated (Thompson and Sharp 1999) , has been recently coded in the updated meta-regression command metareg (Harbord and Higgins 2008) and the new multivariate random-effects meta-analysis command mvmeta (White 2009 ). However, the output and options provided by metaan can be more useful in the univariate meta-analysis context. where varname1 the study effect sizes. varname2 the study effect variation, with standard error used as default.
Options
fe Fixed-effects (FE) model that assumes there is no heterogeneity between the studies. The model assumes that within-study variances may differ, but that there is homogeneity of effect size across studies. Often the homogeneity assumption is unlikely and variation in the true effect across studies is to be expected. Therefore, caution is required when using this model. Reported heterogeneity measures are estimated using the dl model.
dl DerSimonian-Laird (DL), the most commonly used random-effects model. Models heterogeneity between the studies i.e. assumes that the true effect can be different for each study. The method also assumes that the individual study true effects are normally distributed, with a variance τ 2 , around an 'overall' true effect. Reported heterogeneity measures are estimated using the dl model.
ml Maximum-likelihood (ML) random-effects model. Makes the same assumptions as dl but solves the log-likelihood function iteratively to produce an estimate of the between-study variance. However, the method does not always converge while in some cases the between-study variance estimate is negative and set to zero (in which case the model is reduced to the fe model). Estimates are reported as missing in the event of non-convergence. Reported heterogeneity measures are estimated using the ml model.
reml Restricted maximum-likelihood (REML) random-effects model. Similar method to ml and using the same assumptions. The log-likelihood function is solved iteratively to provide estimates as in ml. However, under reml the likelihood to be maximized is adjusted to take into account the fact that both parameters (µ and τ 2 ) are estimated from the same data. The method does not always converge while in some cases the between-study variance estimate is negative and set to zero (in which case the model is reduced to the fe model). Estimates are reported as missing in the event of nonconvergence. Reported heterogeneity measures are estimated using the reml model.
pl Profile-likelihood (PL) random-effects model. Uses the same heterogeneity assumptions as dl and ml and can be crudely described as a more advanced version of maximum likelihood which converges to a solution using nested iterations. The confidence intervals provided by the method are asymmetric and hence so is the the diamond in the forest plot. However, the method does not always converge. Values that were not computed are reported as missing. Reported heterogeneity measures are estimated using the ml model, sinceμ andτ 2 , the effect and between-study variance estimates, are the same (only their confidence interevals are re-estimated). The method also provides a confidence interval for the between-study variance estimate.
pe Permutations (PE) random-effects model. A non-parametric random-effects method, which can be described in three steps. First, in line with a Null hypothesis that all true study effects are zero and observed effects are due to random variation, a dataset of all possible combinations of observed study outcomes is created by permuting the sign of each observed effect. Then the dl method is used to compute an overall effect for each combination. Finally, the resulting distribution of overall effect sizes metaan is used to derive a confidence interval for the observed overall effect. The confidence interval provided by the method is asymmetric and hence so is the diamond in the forest plot. Reported heterogeneity measures are estimated using the dl model.
varc Informs the program that the study effect variation variable varname2 holds variance values. If this option is omitted the program assumes the variable contains standard error values (the default).
label(varname) Select labels for the studies. Up to two variables can be selected and converted to strings. If two variables are selected they will be separated by a comma. Usually, the author names and the year of study are selected as labels. The final string is truncated to 20 characters.
forest Requests a forest plot. The weights from the specified analysis are used for plotting symbol sizes (PE uses DL weights).
forestw(#) Requests a forest plot with adjusted weight ratios for better display. The value can be in the [1, 50] range. For example if the largest to smallest weight ratio is 60 and the graph looks awkward the user can use this command to improve the appearance, by requesting the weight to be rescaled to a largest/smallest weight ratio of 30. It should be noted that only the weight squares in the plot are affected and not the model. The confidence intervals in the plot are unaffected.
plplot(string) Requests a plot of the likelihood function for the average effect or between-study variance estimate of the ml, pl or reml models. Option plplot(mu) fixes the average effect parameter to its model estimate, in the likelihood function, and creates a two way plot of τ 2 vs the likelihood function. Option plplot(tsq) fixes the between-study variance to its model estimate, in the likelihood function, and creates a two way plot of µ vs the likelihood function.
Saved results
metaan saves the following scalar results (some varying by selected method) in r(): In each case, heterogeneity measures H 2 M and I 2 are computed using the returned between-variance estimateτ 2 . Convergence (and PE execution) information is returned as 1 if succesful and as 0 otherwise. r(effvar) cannot be computed for PE. r(effvar) is the same for ML and PL, but for PL the confidence intervals are 'amended' to take into account theτ 2 uncertainty.
Methods
The metaan command offers six meta-analysis methods for calculating a mean effect estimate and its confidence intervals: fixed-effects model (FE), random-effects DerSimonian & Laird method (DL), maximum-likelihood random-effects model (ML), restricted maximum-likelihood random-effects model (REML), profile-likelihood random-effects model (PL) and permutations method utilising a DL random-effects model (PE). Brief descriptions of the methods have been provided in section 2.2. In this section, we will provide a few more details and practical advice in selecting between the methods. Their complexity prohibits complete descriptions in this paper and users wishing to look into method details are encouranged to refer to the original papers which have described them (DerSimonian and Laird 1986; Hardy and Thompson 1996; Follmann and Proschan 1999; Brockwell and Gordon 2001) .
The three maximum likelihood methods (ML, REML and PL) are iterative and derive the µ (overall effect) and τ 2 estimates by maximizing the log-likelihood function in (1), under different conditions:
where k is the number of studies to be meta-analysed,ŷ i andσ 2 i are the effect and variance estimates for study i.
Maximum likelihood follows the simplest approach, maximizing (1) in a single iteration loop. Restricted Maximum Likelihood uses a similar approach but also takes into account the fact that the estimated parameters are derived from the same data. Computationally, profile likelihood can be described as a more advanced version of ML, using nested iterations to converge to an optimum solution. Profile likelihood takes into account the uncertainty associated with the between-study variance estimate when calculating an overall effect. Since the method incorporates this extra factor of uncertainty, metaan it usually provides wider confidence intervals than DL (which are also asymmetric) outperforming the established method in various scenarios (Brockwell and Gordon 2001) . The PE method (Follmann and Proschan 1999) can be described as follows: First, in line with a Null hypothesis that all true study effects are zero and observed effects are due to random variation, a dataset of all possible combinations of observed study outcomes is created by permuting the sign of each observed effect. Next, the dl method is used to compute an overall effect for each combination. Finally, the resulting distribution of overall effect sizes is used to derive a confidence interval for the observed overall effect.
Method performance is known to be affected by three factors: the number of studies in the meta-analysis, the degree of heterogeneity in true effects and -provided there is heterogeneity present -the distribution of the true effects (Brockwell and Gordon 2001) . Heterogeneity is a major problem researchers have to face, when combining study results in a meta-analysis, which is attributed to clinical and/or methodological diversity (Higgins and Green 2006) . The variability that arises from different interventions, populations, outcomes or follow-up times is described by clinical heterogeneity, while differences in trial design and quality are accounted for by methodological heterogeneity (Thompson 1994) . Traditionally, heterogenity is tested with Cochran's Q which provides a p-value for the test of homogeneity, when compared with a χ 2 k−1 distribution (Brockwell and Gordon 2001) (where k is the number of studies). However the test is known to be poor at detecting heterogeneity since its power is low when the number of studies is small (Hardy and Thompson 1998 ). An alternative measure is I 2 , which is thought to be more informative in assessing inconsistency between studies, with values of 25%, 50% and 75% corresponding to low, moderate and high heterogeneity respectively (Higgins et al. 2003) . Another measure is H 2 M , the measure least affected by the value of k, taking values in the [0, +∞) range with 0 indicating perfect homogeneity (Mittlbock and Heinzl 2006) . Obviously, the between-study variance estimateτ 2 can also be informative about the presence or not of heterogeneity. When the above tests and measures suggest that heterogeneity is absent, researchers are usually encouraged to combine the study results using the fixed-effect model (Brockwell and Gordon 2001) . However, research studies, even on the same topic, can vary on a large number of factors. Therefore homogeneity has been established as a rare commodity and some degree of variability between studies is to be expected (Thompson and Pocock 1991) . In most cases, when evidence for heterogeneity is present (or even if not according to some researchers), the best approach is to summarize the results of the studies using a random-effects model. Models of this family take into account the identified between-study variation, estimate it and usually produce wider confidence intervals for the overall effect than a fixedeffects analysis. PL goes a step further, compared to the other random-effects models, by incorporating the uncertainty inτ 2 into the overall effect estimate, thus providing even wider (asymmetric) confidence intervals (Hardy and Thompson 1996) .
However, even though random-effects methods model heterogenity, their performance in situations where true effects are not normally distributed is questionable (Brockwell and Gordon 2001; Hardy and Thompson 1998; Bohning et al. 2002; Sidik and Jonkman 2007) . This concern derives from the fact that the most widely used models (DL, ML, REML and PL) are parametric and thus not distribution-free. The number of studies is also an issue, since all meta-analysis methods are only asymptotically correct: i.e. they manage to provide the theoretical 95% coverage only as the number of studies increases (approaches infinity). Method performance is therefore affected when the number of studies is small, but the extent depends on the method (some are more susceptible), along with the degree of heterogeneity and the distribution of the true effects (Brockwell and Gordon 2001) .
Example
As an example, we apply the metaan command to health risk outcome data from seven studies. The information was collected for an unpublished meta-analysis and the data is available from the authors. Using describe and list commands we provide details of the dataset and proceed to perform a univariate meta-analysis with metaan. The PL method used in the example converged successfuly, as did ML whose convergence is a prerequisite. The overall effect is not found to be significant at the 95% level and there is considerable heterogeneity across studies, according to the measures. The method also displays a 95% confidence interval for the between-study variance estimatê τ 2 (provided convergence is achieved, as is the case in this example). The forest plot created by the command is displayed in Figure 1 . Re-executing the analysis with the plplot(mu) and plplot(tsq) options we obtain the log-likelihood function plots (Figures 2 & 3) . 
Discussion
The metaan command can be a useful meta-analysis tool which includes newer and, in certain circumstances, better performing methods than the standard Dersimonian-Laird random-effects model. Unpublished results exploring method performance in various scenarios are available from the authors. Future work will involve implementing more methods in the metaan command and embellishing the forest plot.
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