Abstract -This paper presents a simple method to design a full-order observer for linear systems with unknown inputs. The necessary and sufficient conditions for the existence of the observer are given.
I. INTRODUCTION
The problem of observing the state vector of a linear-time invariant multivariable system, subjected to unknown inputs, has received considerable attention in the last two decades [1] - [8] . One approach developed consists of modeling the unknown inputs by the response of a suitably chosen dynamical system [1] . This method, however, increases the dimension of the observer considerably. More interesting is the approach developed by Wang et al. [2] , which propose a procedure to design reduced-order observers without any knowledge of these inputs. The existence conditions for this observer were given by Kudva et al. [3] . Bhattacharyya [4] uses a geometric approach, while Miller and Mukundan [5] use the generalized inverse matrix. Kobayashi and Nakamizo [6] propose a procedure based on the Silverman's inverse method. Fairman et al. [7] suggest an approach using the singular value decomposition. Recently a simple design method of reduced-order observer was proposed by Hou and Müller [8] , the existence conditions of this observer were given. On the other hand Yang and Wilde [9] propose a direct design procedure of full-order observer. However, no mention is made on the existence conditions of such observer.
This note presents a simple full-order observer design, its derivation is direct and essentially follows [9] and extends their results. It will be shown that the problem of full order observers for linear systems with unknown inputs can be reduced to a standard one, this fact is implied in [11] and in [8] for the reduced observer. The existence conditions for the obtained observer are given.
II. DESIGN OF THE OBSERVER
Consider a linear time-invariant system described by
where x ∈ R n , u ∈ R k , v ∈ R m and y ∈ R p are the state vector, the known input vector, the unknown input vector and the output vector of the system, respectively. A, B, C and D are known constant matrices of appropriate dimensions. We assume that p ≥ m and, without loss of generality, rank D = m and rank C = p. Following [9] , the full-order observer is described as
N, L, G and E are unknown matrices of appropriate dimensions, which must be determined such that x will asymptotically converge to x.
Define the observer reconstruction error by
then, the dynamic of this observer error is
with P = I n + E C.
If P D = 0 or (I n + E C) D = 0 (6) G = P B
and N P + L C -P A = 0
Equation (4) 
The conditions for x to be an asymptotic state observer of x are (5)- (8) , and N must be a stability matrix, i.e, has all its eigenvalues in the left-hand side of the complex plane.
In order to use the well known results obtained for the classical full-order observer without unknown inputs [10] , equation (8) can be written as
where
Substituting (10) into (11), we find
Then the observer dynamical equation (2-a) becomes
where matrices E, P, G, and L are obtained from (6), (5), (7) and (12) respectively.
Therefore the problem of designing the full-order observer with unknown inputs is reduced to find a matrix E satisfying (6), and a matrix K such that (P A -K C) is a stability matrix. This problem is equivalent to the standard problem of the observers design when all inputs are known.
The eigenvalues of (P A -K C) can be arbitrarily located, by choosing matrix K suitably, if and only if the pair (P A, C) is observable. If (P A, C) is not observable, then a matrix K can be found such that the observer is asymptotically stable if and only if (P A, C) is detectable.
From equation (6) we have
the solution of this equation depends on the rank of matrix CD, E exists if rank(CD) = m.
The general solution of (14) can be written as
where (CD) + is the generalized inverse matrix of CD, given by (CD)
CD is of full column rank, and Y is an arbitrary matrix of appropriate dimension. The choice of this matrix is important in the design of the observer as can be shown below.
The observability of (PA,C) is given by the rank of the matrix
where C(PA) k can easily be obtained from the sequence CA i ( i = 1, k ) by the following recursion.
Lemma : The matrix C(PA) k is given by
Remarks:
-One can see from this lemma that the rank O depends on the matrix is unobservable. This case is obtained for example when m = p and CD is nonsingular [9] . In this case, the eigenvalues of (PA -KC) can not be located arbitrarily, and from (12), we have L = -PAE.
-From equations (5) and (15) we obtain P = (I n + YC) (I n -D(CD) + C) the maximal rank of P, i.e, n-m, is obtained when (I n + YC), or equivalently (I p + CY), is nonsingular. In this case the observability matrix O is of maximal rank.
To design a stable observer (13), the necessary and sufficient condition is given by the following theorem Proof : The condition 1 is necessary for the existence of the observer as can be seen from [3] , [7] , and from equation (14). Now, since (13) is the form of a standard observer equation, then a matrix K can be found such that the observer is asymptotically stable if and only if the pair (PA,C) is detectable, that is
The relation between condition 2 and that generally adopted for the observer with unknown inputs is given in the following theorem. 
which is equivalent to rank     sP-PA C = n.
Remarks :
-We can see that if rank P = q < n -m, then ii) is only a sufficient condition for iii) to hold. In fact there exists a (n-m-q).n matrix P 1 such that P 1 D = 0 and rank       P P 1 = n -m, and, using the proof of theorem 2, we
and iii) is verified if ii) is
satisfied.
-Since rank C = p we can always find Y such that (I p + C Y) is nonsingular, in this case, we have rank P = n -m. The obvious choice of matrix Y is Y = 0, this yields P = I n -D(CD) + C.
III. EXAMPLES
Consider the two examples of [9] .
Example 1:
is nonsingular. Thus, matrix I p + C E = 0 and the pair (PA, C) is only detectable.
Matrices E, P and P A are
The pair (PA,C) is detectable, then we can find K such that Re(λ) < 0 for all λ, where λ is an eigenvalue of (P A -K C). Let Ν = P A -K C, we have
If we choose k 1 = 4, k 2 = 3, k 3 = 0, k 5 = 0 and k 6 = -3, we have
The matrix L can be obtained from (12)
which is the result obtained by Yang and Wilde [9] . where λ i is an eigenvalue of (P A -K C).
Example 2:
For k 2 = 0, k 3 = -1, k 4 = -y 4 , k 5 = 0, k 1 = y 4 = k 6 = -h, we obtain
This result is the same as that obtained by Yang and Wilde [9] . The pair (P A , C) is observable, then a matrix K can be chosen to obtain a desired characteristic polynomial for the observer.
In this case matrix PA -KC is
If we choose k 2 = 0, k 3 = -1 and k 5 = 0, then the characteristic polynomial of PA -KC is p (λ) = ( k 1 + λ) (λ 2 + (1 + k 6 ) λ -k 4 )
The eigenvalues of the observer are given by This observer can be reduced to a second order one, since Re(λ 1 ) < 0.
IV. CONCLUSION
In this note, we have presented a simple method to design a full-order observer for a linear system with unknown inputs. This method reduces the design procedure of full-order observers with unknown inputs to a standard one where the inputs are known. The existence conditions are given, and it was shown that these conditions are generally adopted for unknown inputs observer problem.
