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A CYCLIC OPERAD IN THE CATEGORY OF ARTIN STACKS AND
GRAVITATIONAL CORRELATORS
IVAN KAUSZ
To Zsuzsanna with love
Abstrat. We dene an Artin stak whih may be onsidered as a substitute for the
non-existing (or empty) moduli spae of stable two-pointed urves of genus zero. We show
that this Artin stak an be viewed as the rst term of a yli operad in the ategory
of staks. Applying the homology funtor we obtain a linear yli operad. We formulate
onjetures whih assert that ohomology of a smooth projetive variety has the struture
of an algebra over this homology operad and that gravitational quantum ohomology an
naturally expressed in terms of this algebra. As a test for these onjetures we show how
ertain well-known relations between gravitational orrelators an be dedued from them.
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1. Introdution
It is well known that some aspets of tree-level Gromov-Witten theory of a smooth proje-
tive variety an be summarised by saying that its ohomology with values in a suitable ring
has the struture of an algebra over the operad (A∗(M 0,n+1))n≥2. In the papers [M℄ VI. 1.3,
7.6, [MZ℄ 7, [LM℄ 4.1 Yu. Manin pointed out that it is desirable to onstrut an extended
operad (A∗(M˜0,n+1))n≥1 whih inludes the n = 1 term, suh that tree-level Gromov-Witten
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invariants with gravitational desendants of a smooth projetive variety an naturally be
formulated in the ontext of algebras over that operad. In this paper we ahieve that goal
by dening staks
M˜0,2 := BGm×W and M˜0,n+1 := M 0,n+1 ×W
n+1
for n ≥ 2,
where W is a zero-dimensional Artin-stak parameterising modiations of a xed one-
pointed urve (f. 3 for a preise denition of W ).
In order to be the rst term of an operad, M˜0,2 has to arry the struture of a semigroup.
In 6 we prove that M˜0,2 is the moduli stak for objets whih we all zollstoks (the name
is derived from the German word for folding rules). A zollstok is a two-pointed prestable
urve of genus zero whose dual graph is linear and whose marked points are on the two
extremal omponents. From this interpretation the semigroup struture of M˜0,2 beomes
evident: Given two zollstoks, one obtains a third zollstok by luthing together the rst
and the seond at marked points. In 9 we show more generally that (M˜0,n+1)n≥1 has a
natural struture of a yli operad in the ategory of Artin-staks.
Passing to homology one obtains the linear yli operad (A∗(M˜0,n+1))n≥1. Let R be the
intersetion ring of the zero-dimensional Artin stak W . Then we have isomorphisms
A∗(M˜0,2) ∼= R[t0] and
A∗(M˜0,n+1) ∼= A∗(M 0,n+1)⊗ R
⊗(n+1)
for n ≥ 2.
The onrete struture of the graded ring R is given in 5 on page 18.
There is a natural involution on the stak of zollstoks (and thus on M˜0,2), whih omes
from interhanging the two marked points. This involution indues an involution ι on R[t0]
for whih we give an expliit formula in Proposition 7.1.
The semigroup struture on M˜0,2 indues a (non-ommutative and non-unital) ring stru-
ture on A∗(M˜0,2). Thus the group isomorphism A∗(M˜0,2) ∼= R[t0] indues a seond produt
on R[t0], whih we denote by ⊙. In Theorem 8.6 we show that R[t0] has a basis onsisting
of elements
tk10 ⊙ · · · ⊙ t
kr
0
where r ≥ 1 and ki ≥ 0.
Let V be a smooth projetive variety. For g, n ≥ 0 and β ∈ H2(V ) let Mg,n(V, β) denote
Kontsevih's moduli stak of n-pointed stable maps of genus g and lass β to V . For g > 1−n
let M˜g,n denote one of the above staks if g = 0, and M˜g,n := M g,n × W
n
else. In 10 we
onstrut natural morphisms
s˜t : M g,n(V, β)→ M˜g,n
suh that in the stable range the omposition of s˜t with the projetion pr1 : M˜g,n → Mg,n is
the usual stabilisation morphism st : Mg,n(V, β)→M g,n. Reall that onM g,n(V, β) there are
n natural line bundles whih an be dened as x∗iω where (C → V, (xi)) is the universal stable
map over M g,n(V, β), and ω = ωC/M is the relative dualizing sheaf. We show in Proposition
10.7 that the Chern lasses of these line bundles are the pull-bak of ertain lasses ψ˜i on
M˜g,n.
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Reall that by means of the morphism st and the virtual fundamental lass on M g,n(V, β)
one an dene the struture of an algebra over the operad (A∗M 0,n+1)n≥2 on the ohomology
of V with oeients in some topologial ring Λ. In view of the analogy of s˜t to st it seems
reasonable to onjeture that there is even a struture of an algebra over the yli operad
(A∗M˜0,n+1)n≥1 on H
∗(V,Λ). Furthermore the existene of the lasses ψ˜i makes it plausible
that gravitational orrelators an be expressed in terms of that struture. We onfer to
Conjetures 11.3 and 11.4 for more preise statements.
As a rst test for these onjetures we show in 11 how Theorem 1.2 of [KM℄ an be viewed
as a onsequene of a simple identity (f. Lemma 8.3) in R[t0].
As a seond test we show how an extension of the ited theorem (f. Proposition 11.6) to
the unstable range an also be dedued from the onjetures. The resulting formula an be
proven by other means and seems to be well-known.
Still assuming the onjetures we prove as a nal result (f. Proposition 11.7 and Remark
11.8) that knowledge of the (A∗M˜0,n+1)n≥1-algebra struture on H
∗(V,Λ) amounts to the
same thing as the knowledge of some numbers whih probably an be expressed by means of
gravitational two-point orrelators together gravitational quantum ohomology in the stable
range in the sense of [M℄, Ch VI, 2.2.
This paper fouses attention on the geometry of the new yli operad M˜0. It does not
ontain any new relation between gravitational orrelators. Nevertheless we hope that it
provides a new point of view on the geometri nature of these orrelators, whih might be
useful in the ourse of further researh.
I would like to express my gratitude to Prof. Manin, who suggested to me that my
insight in the geometry of modiations of pointed urves might be useful for onstruting
an extended modular operad. Part of this work has been arried out during a visit at Max-
Plank Institute in Bonn and during a visit at the Alfred Rényi Mathematial Institute in
Budapest. The hospitality of these institutes is gratefully aknowledged.
2. Modifiations of pointed urves
Let C be a urve and let x ∈ C be a smooth point. A modiation of C at x is a pointed
urve (C ′, x′) together with a morphism f : C ′ → C of pointed urves suh that f is an
isomorphism outside x and suh that the inverse image of x is a hain of projetive lines
with x′ in the extremal omponent. More preisely we require that either f is an isomorphism
mapping x′ to x, or that C ′ ∼= C ∪ R1 ∪ · · · ∪ Rl for some k ≥ 1, where Ri are projetive
lines suh that
• R1 ∩ C = {x} and x
′ ∈ Rl,
• for i = 1, . . . , l − 1 the intersetion Ri ∩Ri+1 onsists of one point yi,
• all the other intersetions between the C,R1, . . . , Rl are empty,
• the points x, y1, . . . , yl−1, x
′
are distint.
and f maps all omponents Ri to x. If f is an isomorphism, we say that C
′ → C is
a modiation of length zero, otherwise we dene the number l to be the length of the
modiation.
The notion of modiations an readily be dened for families: Let S be a sheme, let
π : C → S be a at family of urves over S and let x : S → C be a setion of π whose image
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lies in the smooth lous of π. A modiation of C at x is a at family π : C′ → S of urves
together with a setion x′ : S → C′ and an S-morphism C′ → C, whih geometri bre-wise
over S is a modiation in the sense above. We say that the modiation C′ → C is of length
≤ l, if the length of the modiations at eah geometri bre is at most l. Modiations of
length ≤ 1 will also be alled simple modiations.
Let f1 : (C1, x1) → (C, x) and f2 : (C2, x2) → (C, x) be two modiations of C at x. An
isomorphism between these modiations is an isomorphism g : (C1, x1)→ (C2, x2) of pointed
urves, suh that f1 = f2◦g. There is an obvious notion of pull-bak for modiations: Given
a pointed urve (C, x) over a sheme S and a modiation C′ → C of C at x, for any morphism
T → S the bre produt C′ ×S T → C ×S T is a modiation of CT := C ×S T at the pull-
bak setion xT . It is easy to see that for a given pointed urve (C, x) over a sheme S
the S-groupoid T (C, x) whih to eah S-sheme T assoiates the groupoid of modiations
of CT at xT is a stak. We let Tl(C, x) denote the substak of T (C, x) whih parametrises
modiations of length ≤ l of C at x.
By Proposition 5.3 in [K1℄ we have:
Proposition 2.1. For any pointed urve (C, x) over a sheme S there is a anonial iso-
morphism of groupoids Pairs (L, λ) where Lis a line bundle over S
and λ is a setion of L
→
{
Simple modiations
of C at x
}
whih ommutes with base hange. In other words, we have a anonial isomorphism
[A1/Gm]× S
∼
→ T1(C, x) .
As a matter of notation, for a pointed urve (C, x) over a sheme S, a line bundle L over
S and a global setion λ of L we let
(C, x) ⊢ (L, λ)
denote the pointed urve (C′, x′), where (C′, x′) → (C, x) orresponds to (L, λ) via the iso-
morphism in Proposition 2.1. We will often make use of the following result whih is an
immediate onsequene of the proof of Proposition 5.3 in [K1℄:
Lemma 2.2. With the above notation let (C′, x′) = (C, x) ⊢ (L, λ). Then we have
(x′)∗OC′(−x
′) = x∗OC(−x)⊗ L .
Proposition 2.1 implies in partiular that the stak T1(C, x) is algebrai and has a very
onrete desription whih depends only on the base sheme, not on the pointed urve
(C, x). In the next setion we will prove an analogous result for T (C, x) and for Tl(C, x)
for arbitrary l. That result relies on the fat that loally over a base sheme of nite type
every modiation of a proper urve an be deomposed into simple modiations. In the
remaining of this setion we prove this fat.
We begin with a denition. If f : (C′, x′) → (C, x) is a modiation of length ≤ l of C
at x and if g : (C′′, x′′) → (C′, x′) is a modiation of length ≤ l′ of C′ at x′ then obviously
the omposition f ◦ g : (C′′, x′′) → (C, x) is a modiation of length ≤ l + l′ of C at x. A
modiation f : (C′, x′)→ (C, x) of C at x is alled deomposable, if it is the omposition of
modiations of simple modiations.
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There are two important observations to make here. The rst one is that if a modiation
f : (C′, x′)→ (C, x) is deomposable, say
f : (C′, x′) = (Cl, xl)→ (Cl−1, xl−1)→ · · · → (C1, x1)→ (C0, x0) = (C, x)
where eah step is a simple modiation, then the modiations fi : (Ci, xi) → (Ci−1, xi−1)
involved are far from being uniquely determined and not even their number is determined
by f . This is lear sine we are free to insert an isomorphism at any plae. But even if we
require that none of the fi should be an isomorphism, uniqueness is not guaranteed. Indeed
let S = A1, C := P1S and x : S → C any (onstant, say) setion. Let C
′
be the blow up of
C at the losed subset onsisting of the union of the points x(0) and x(1), and let x′ be the
proper transform of x. Then f : C′ → C itself is simple, but there exist also two dierent
representations of f as the omposition of two simple modiations, sine C′ may be obtained
by either rst blowing up x(0) and then x(1), or vie versa.
The seond important observation is that deompositions don't neessarily exist. Indeed,
let S be an algebrai surfae (e.g. S = P2), let D0, D1, D2 ⊂ S be urves on S with pairwise
transversal intersetion and empty triple intersetion. Let Ui := S \Di (i ∈ Z/3) and let Xi
be the blowing up of P
1×Ui rst along {0}×(Di+1∩Ui) and then along the proper transform
of {0}×(Di+2∩Ui). Then there are anonial isomorphismsXi×Ui (Ui∩Uj)
∼= Xj×Uj (Ui∩Uj)
by whih we an glue together the Xi to obtain a urve X over S whose shemati piture
reminds one of M. C. Esher's illusion of an innitely asending stairase:
X

S eeeeeeeeeeeeeeeeee
YYYYYYYYYYYYYYYYYY
• •
•• •
•• •
•
ddddddddddddddddddd
MMMMMM]]]]]]]]]]
Let x : S → X be the setion of X → S whih over Ui is the proper transform of the
zero setion of P
1
Ui
. The onstrution of X provides us with a map f : (X, x) → (P1S, 0)
whih learly is a modiation of length ≤ 2 of P1S at 0. Suppose there was a deomposition
f = f1 ◦ f2 of f into simple modiations. Then over U0 the deomposition is neessarily
the suessive blow down given by the onstrution. This means in partiular that f1 is an
isomorphism over U0 ∩ U2 but not over U0 ∩ U1. Applying the same argument to U1 we see
that f1 is an isomorphism over U1 ∩ U0 but not over U1 ∩ U2. These requirements learly
annot be satised simultaneously.
The following Proposition gives a riterion for the deomposability of modiations. At
the same time it shows that the morphism X → S (Esher's stairase) is not projetive.
Proposition 2.3. Let (C, x) be a pointed urve over a quasi-ompat sheme S and let
f : (C′, x′) → (C, x) be a modiation of C at x. Suppose there exists a relatively (over S)
ample line bundle E on C′. Then C′ → C is deomposable.
Proof. Replaing E by a suitable power, we may assume that E is relatively very ample.
We dene maps nC′ , lC′ : S → N0 as follows. If C
′
z → Cz is an isomorphism we let nC′(z) =
lC′(z) = 0. Otherwise let n(z) ∈ N be the degree of E restrited to the omponent R(z) of
the bre C′z whih ontains x(z), and let lC′(z) be the length of the modiation C
′
z → Cz .
Then nC′ and lC′ are onstrutible funtions. Let N be the maximum of nC′ . The line bundle
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E⊗OO(−Nx) is generated by global setions and thus denes a morphism f1 into some high
dimensional projetive spae whih ontrats preisely those R(z) for whih n(z) is maximal.
Let C1 be the image of f1 and let x1 := f1 ◦ x. It is lear that f1 : (C
′, x′) → (C1, x1) is a
simple modiation and that f fatorises over f1. Furthermore, by onstrution there is
a relatively ample line bundle E1 on C1 and the funtion lC1 is stritly smaller than lC′ .
Therefore iterating this proedure we obtain the sought for deomposition. 
Corollary 2.4. Let (C, x) be a proper pointed urve over a sheme S and let f : (C′, x′) →
(C, x) be a modiation of C at x. Then loally over S the modiation is deomposable.
Proof. This is immediate from the above Proposition, sine every proper urve is loally
projetive over the base. 
3. The stak W
In this setion we prove that for a given pointed urve (C, x) over some base sheme B the
stak of modiations T (C, x) introdued in the previous paragraph is naturally isomorphi
to W × B for a ertain stak W whih has a very onrete desription.
To dene W we proeed in three steps. First we dene a C-groupoid W ′′, whih is not even
a prestak. By sheafying the presheaf of isomorphisms in W ′′ we will obtain a prestak W ′
whih is not a stak. Finally, by foring desent data to be eetive, we obtain the stak W .
The passage from W ′′ to W follows the general presription as given in [L-MB℄ (3.2.1)(3).
In fat, for eah of the groupoids W ′′, W ′, W and eah non-negative integer l there is a
level-l-version W ′′l , W
′
l , Wl and we have
W = lim−→
l
Wl
and likewise for W ′′ and W ′.
We will show that there is a representable smooth surjetive morphism
[A1/Gm]
l → Wl
whih implies in partiular that Wl is algebrai. This will prove that W is an ind-objet in
the ategory of algebrai staks.
Denition of W ′′: Let U ∈ ob(A/C). We dene the groupoid W ′′(U) as follows. The
objets of W ′′(U) are nite (possibly empty) sequenes
(L1, λ1)(L2, λ2) . . . (Lr, λr)
where Li is an invertible OU -module and λi is a setion of Li whih is not invertible in the
sense that λi vanishes in at least one point of U . The empty sequene will be denoted by ∅.
A morphism
α : (L1, λ1) . . . (Lr, λr)→ (L
′
1, λ
′
1) . . . (L
′
r, λ
′
r′)
in W ′′(U) exists only if r = r′. If r = r′ ≥ 1, then ϕ is simply a sequene of isomorphisms
αi : Li
∼
→ L′i suh that αi(λi) = λ
′
i. If r = r
′ = 0 then both objets are empty and there is
only the identity morphism.
To eah arrow ϕ : V → U in (A/C) we assoiate the funtor ϕ∗ : W ′′(U) → W ′′(V )
whih to an objet
(L1, λ1) . . . (Lr, λr)
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in W ′′(U) assoiates the objet
(ϕ∗Li1 , ϕ
∗λi1) . . . (ϕ
∗Lis , ϕ
∗λis)
in W ′′(V ), where 1 ≤ is < . . . is ≤ r is the (possibly empty) set of all indies j ∈ [1, r] suh
that ϕ∗λj is not invertible. The pull bak of a morphism in W
′′(U) is the obvious one.
Clearly, if U is an objet in (A/C) and ξ, η are objets in W ′′(U), then the presheaf
IsomW ′′(ξ, η) :
{
(A/U) → (Ens)
(V → U) 7→ HomW ′′(V )(ξV , ηV )
will in general not be a sheaf. To illustrate this, let ξ = (L1, λ1)(L2, λ2) and let η =
(L2, λ2)(L1, λ1), where the losed subsets Z1 := {λ1 = 0} and Z2 := {λ2 = 0} of U are
non-empty and disjoint. Then if we put Ui := U \ Zi, we have
ξU1 = (L2, λ2)|U1 = ηU1 and
ξU2 = (L1, λ1)|U2 = ηU2
but the set HomW ′′(U)(ξ, η) is empty. Thus W
′′
is not a prestak in the sense of [L-MB℄ (3.1).
Denition of W ′: Let U be an objet in (A/C). We dene W ′(U) as the ategory
whih has the same objets as W ′′(U) but whose set of morphisms HomW ′(U)(ξ, η) for ξ, η ∈
ob(W ′(U)) = ob(W ′′(U)) is the set of global setions of the sheaation of the (Zariski-)
presheaf
Isom
Zar
W ′′
(ξ, η) :
{
{Zariski open sets in U} → (Ens)
(V ⊆ U) 7→ HomW ′′(V )(ξV , ηV )
In more onrete terms, let
ξ = (L1, λ1) . . . (Lr, λr)
η = (M1, µ1) . . . (Ms, µs)
and for eah x ∈ U let I(x) ⊆ [1, r] (J(x) ⊆ [1, s]) be the ordered set of indies i with
λi(x) = 0 (with µi(x) = 0). Then we have
ξx = ((Li,x, λi,x), i ∈ I(x))
ηx = ((Mi,x, µi,x), i ∈ J(x))
An arrow ξ → η in the ategory W ′(U) is a mapping
α : U →
∐
x∈U
Hom(ξx, ηx)
suh that α(x) ∈ Hom(ξx, ηx) and for every x ∈ U there is a Zariski open neighbourhood
V ⊆ U of x and a morphism β ∈ HomW ′′(V )(ξV , ηV ) suh that α(y) = βy for all y ∈ V .
For an arrow ϕ : V → U in (A/C) the funtor ϕ∗ : W ′(U) → W ′(V ) is the same as in
the ase of W ′′ at least on the level of objets. On the level of morphisms this funtor is the
obvious one.
We will now give an example whih shows that W ′ is not a stak. Let U be an algebrai
surfae (one ould take U = A2) and let Z0, Z1, Z2 be three urves on U whih interset
pairwise in one point but whose triple intersetion is empty. Let Ui ⊂ U be the omplement
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of Zi in U . For i ∈ Z/3 let Li be an invertible sheaf on U whih has a setion λi whose set
of zeroes is preisely Zi. For i ∈ Z/3 we dene the following objet
ξi := (Li+1|Ui, λi+1|Ui)(Li+2|Ui, λi+2|Ui)
in W ′(Ui). Then we have natural isomorphisms
fi : ξi|Ui∩Ui+1
∼
→ (Li+2|Ui∩Ui+1, λi+2|Ui∩Ui+1)
∼
→ ξi+1|Ui∩Ui+1
in W ′(Ui ∩ Ui+1). Sine for all i ∈ Z/3 the objet ξi|U0∩U1∩U2 is the empty one in W
′(U0 ∩
U1 ∩ U2), the data (ξi, fi,j) form a desent datum relative to the overing (Ui →֒ U)i. It is
easy to see that this desent datum is not eetive.
The reader will have notied the similarity of this example with Esher's stairase
from the previous paragraph. In fat the two examples orrespond via the isomorphism
T (P1, x)
∼
→ W × U of Proposition 3.4 below.
Denition of W : Let W be the stak assoiated to the prestak W ′. (f. [L-MB℄, lemme
(3.2)).
For U ∈ ob(A/C) the ategory W (U) has as objets triples
(U ′ → U, ξ′, f ′′) ,
where U ′ → U is a overing with one element in (A/C), ξ′ is an objet in W ′(U ′) and f ′′ is
a desent datum for ξ′ with respet to the overing U ′ → U .
Lemma 3.1. One obtains an isomorphi stak, if one takes only triples (U ′ → U, ξ, f ′′),
where U ′ → U is a Zariski overing.
Denition of W ′′l , W
′
l , and Wl : For l ≥ 0 we let W
′′
l be the subgroupoid of W
′′
onsisting of sequenes
(L1, λ1)(L2, λ2) . . . (Lr, λr)
with r ≤ l. The prestak W ′l (the stak Wl) is onstruted from W
′′
l (from W
′
l ) analogously
as W ′ from W ′′ (as W from W ′). We have obvious inlusion morphisms
W
′′
0 →֒ W
′′
1 →֒ . . . →֒ W
′′
l−1 →֒ W
′′
l →֒ . . . →֒ W
′′
and analogously for W ′ and W . It is lear that
W
′′ = lim
−→
l
W
′′
l , W
′ = lim
−→
l
W
′
l , W = lim−→
l
Wl .
Furthermore, we have natural morphisms
W
′′
l → W
′
l → Wl and W
′′ → W ′ → W
ompatible with the inlusion morphisms.
Proposition 3.2. Let l be a non-negative integer and let
[A1/Gm]
l → W ′′l
be the morphism of C-groupoids whih sends an objet
((L1, λ1), . . . , (Ll, λl))
A CYCLIC OPERAD 9
of [A1/Gm]
l(U) to the objet
(Li1 , λi1) . . . (Lir , λir)
of W ′′l (U), where 1 ≤ i1 < · · · < ir ≤ l is the set of all indies j ∈ [1, l] suh that the setion
λj is not invertible. Then the omposite morphism
[A1/Gm]
l → W ′′l → W
′
l → Wl
is a representable surjetive étale morphism between staks.
Proof. Let U be an ane C-sheme and let ξ ∈ Wl(U). By 3.1 for eah x ∈ U there is an
open neighbourhood Ux of x suh that
ξ|Ux = (Lx,1, λx,1) . . . (Lx,mx , λx,mx)
for some line bundles Lx,i over Ux with setions λx,i suh that mx ≤ l and λx,i(x) = 0 for all
i ∈ [1, mx]. Let
X ′ :=
∐
x∈U
∐
α:[1,mx]→֒[1,l]
Ux,α
where Ux,α is a opy of Ux, and α runs through all stritly inreasing maps [1, mx] → [1, l].
We dene an equivalene relation ∼ on X ′ by requiring u ∼ v for u ∈ Ux,α, v ∈ Uy,β if and
only if u and v oinide as points of U, and if furthermore the equality
α ({i ∈ [1, mx] | λx,i(u) = 0}) = β ({i ∈ [1, my] | λy,i(v) = 0})
of subsets of [1, l] holds. Sine the set of all points of Ux,α whih are equivalent to some point
in Uy,β is open, the quotient spae
X := X ′/ ∼
has a natural (in general non-separated) sheme struture. Furthermore, the open immer-
sions Ux,α → U indue a surjetive morphism π : X → U whih is a Zariski-loal isomorphism
and hene étale.
Over Ux,α we have an l-tuple ((Mx,1, µx,1), . . . , (Mx,l, µx,l)) of line bundles with setions
where
(Mx,j, µx,j) =
{
(Lx,i, λx,i) if there is an i ∈ [1, mx] with α(i) = j,
(OUx,α, 1) else.
and the resulting l-tuple of line bundles with setions on X ′ desends to an l-tuple
η := ((M1, µ1), . . . , (Ml, µl))
on X , whih an be viewed as a morphism η : X → [A1/Gm]
l
. We laim that the diagram
X
η //
π

[A1/Gm]
l
h

U
ξ // Wl
is Cartesian.
Indeed, let V be a sheme, f : V → U a morphism and τ = ((N1, ν1), . . . , (Nl, νl)) an
l-tuple of line bundles with setions on V and assume that we are given an isomorphism
ϕ : f ∗ξ
∼
→ h(τ). We have to show that there is a unique morphism g : V → X suh that
(i) f = π ◦ g, (ii) there is an isomorphism ψ : τ
∼
→ g∗η, and (iii) the pull bak via g of the
10 IVAN KAUSZ
isomorphism π∗ξ
∼
→ h(η) is h(ψ) ◦ ϕ. Let p be a point of V and let x = f(p). It is learly
suient to prove the existene of a unique morphism V ′ → X with the above properties,
where V ′ ⊂ V is some open neighbourhood of p. Let I ⊂ [1, l] be the set of all indies i
with νi(p) = 0 and let α : [1, n] →֒ [1, l] be the unique stritly inreasing map with image
I. Observe that we have n = mx sine f
∗ξ ∼= h(τ). Replaing V by an open neighbourhood
of p, we may assume that f fatorises over Ux and that ϕ is given by the n isomorphisms
ϕi : f
∗(Lx,i, λx,i)
∼
→ (Nα(i), να(i)) (i = 1, . . . , n). We dene g as the omposition
V
f
→ Ux = Ux,α → X .
Property (i) for g then holds trivially. To hek property (ii) for g we rst observe that by
denition we have g∗η = ((M ′1, µ
′
1), . . . , (M
′
l , µ
′
l)) where (M
′
j , µ
′
j) = f
∗(Lx,i, λx,i) if there is an
i with j = α(i), and (M ′j , µ
′
j) = (OV , 1) else. We dene ψ := (ψ1, . . . , ψl) where ψj := ϕ
−1
i
if there is an i with j = α(i). If there is no suh i then ψj is the unique isomorphism
Nj → OV of line bundles, whih sends the invertible setion νj to 1. Property (iii) for g is
now immediate and it is also lear that g is uniquely determined by properties (i)-(iii).
This proves the rst part of the proposition. It implies in partiular that the omposed
morphism
A
l → [A1/Gm]
l → Wl
is representable, surjetive, and smooth. Therefore for the seond part of the proposition all
that remains to be shown is that for every ane C-sheme U and objets ξ, η of Wl(U) the
sheaf Isom(ξ, η) of isomorphisms of ξ to η is representable by a sheme Isom(ξ, η) whih is
separated quasi-ompat over U .
For this we rst onsider the ase where ξ = (L, λ) and η = (M,µ) for some line bundles
with setions (L, λ) and (M,µ) on U . In this ase Isom(ξ, η) is representable by a loally
losed subsheme ofX := Spe (Sym •(L⊗M∨)). More preisely we have Isom(ξ, η) = Xo∩Y
where Xo ⊂ X is the omplement of the zero setion of X → U and Y ⊂ X is the losed
subsheme orresponding to the ideal generated by
{ω(µ)− λ⊗ ω | ω ∈M∨} ⊂ Sym •(L⊗M∨) .
If we further speialise to the ase where L ∼= OU ∼= M then we nd
Isom(ξ, η) ∼= Spe (OU [T, T
−1]/(µ− λT ))
whih shows in partiular that U ′ ×U Isom(ξ, η) = U
′
for open U ′ ⊂ U over whih both λ
and µ are invertible.
As a next step we assume that
ξ = (L1, λ1) . . . (Ln, λn) , η = (M1, λ1) . . . (Mn, λn)
and that (Li, λi) ∼= (Mi, µi) for i = 1, . . . , n. In this ase we have
Isom(ξ, η) =
n∏
i=1
Isom((Li, λi), (Mi, µi)) .
For general ξ, η let U ′ be the open subset of U whih onsists of all points x for whih the
germs ξx and ηx are isomorphi, and let U
′ = ∪i∈IUi be an open ane overing suh that
ξ|Ui = (Li,1, λi,1) . . . (Li,ni, λi,ni) , η|Ui = (Mi,1, λi,1) . . . (Mi,ni, λi,ni)
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for some line bundles with setions (Li,j, λi,j) ∼= (Mi,j, µi,j) over Ui. LetXi := Isom(ξ|Ui, η|Ui).
Then we have natural isomorphisms
(Ui ∩ Uj)×Ui Xi
∼= Isom(ξ|Ui∩Uj , η|Ui∩Uj)
∼= (Ui ∩ Uj)×Uj Xj
by whih we an glue the Xi together to form the sheme Isom(ξ, η). It is lear from the
onstrution that it is separated and quasi-ompat over U . 
As an immediate onsequene of Proposition 3.2 we have:
Corollary 3.3. The groupoids W and Wl are smooth algebrai staks of dimension 0. More-
over the Wl are of nite type and we have the following inlusion of open substaks
W1 ⊂ W2 ⊂ · · · ⊂ Wl ⊂ · · · ⊂ W .
The following result explains the relationship between the stak W and the groupoid of
modiations dened in the previous paragraph.
Proposition 3.4. Let B be a C-sheme and let (C, x) be a pointed urve over B. Then there
is a natural isomorphism of B-staks
B ×W
∼
→ T (C, x) .
For eah l ≥ 0 it maps the open substak Wl isomorphially onto Tl(C, x).
Proof. Let S be a B-sheme and let ξ = (L1, λ1) . . . (Lr, λr) be an objet in W
′′(S). Repeat-
edly applying Proposition 2.1 we obtain a sequene
(C′, x′) := (Cr, xr)→ · · · → (C1, x1)→ (C0, x0) := (CS, xS)
of simple modiations. In this sequene the modiation (Ci, xi)→ (Ci−1, xi−1) orresponds
to the pair (Li, λi). The assoiation ξ 7→ (C
′, x′) denes a morphism W ′′(S) → T (C, x)(S)
of groupoids. Observe that if T → S is a morphism of B-shemes then the diagram
W ′′(S) //

T (C, x)(S)

W ′′(T ) // T (C, x)(T )
is 2-ommutative. Indeed, this is a onsequene of the fat that the isomorphism of Propo-
sition 2.1 sends a pair (L, λ) to a modiation of length zero if λ is an invertible setion of
L. Thus we see that there is a natural morphism W ′′×B → T (C, x) of B-groupoids. Sine
T (C, x) is a stak, this indues a morphism
W × B → T (C, x) .
To onstrut an arrow in the reverse diretion, we rst onsider the following situation.
Let S be a B-sheme and let (C′, x′)→ (CS , xS) be a modiation whih has a deomposition
(C′, x′) = (Cr, xr)→ · · · → (C1, x1)→ (C0, x0) := (CS, xS)
into simple modiations. By Proposition 2.1 to eah step (Ci, xi) → (Ci−1 → (Ci−1, xi−1)
there is assoiated a pair (Li, λi) onsisting of a line bundle and a setion. Thus we obtain
an objet
ξ = (Li1 , λi1) . . . (Lik , λik) ∈ W
′′(S)
12 IVAN KAUSZ
where i1 < · · · < ik is the set of all indies j ∈ [1, r] suh that λj is not invertible. Fur-
thermore, if T → S is a morphism of B-shemes and we apply the above onstrution to
the deomposition of (C′T , x
′
T )→ (CT , xT ) obtained by pulling bak the given deomposition
over S, then the objet η ∈ W ′′(T ) obtained in this way is anonially isomorphi to the
restrition ξT .
As we have seen at the end of 2, a deomposition of a modiation is not uniquely
determined. Thus also the element ξ onstruted above is ambiguous. In fat the example
in 2 shows that two dierent deompositions may lead to non-isomorphi objets in W ′′(S).
We laim however that ξ does not depend on the given deomposition up to a anonial
isomorphism in W ′(S).
To prove the laim we observe that in the ase where S is the spetrum of a loal ring,
the deomposition of a modiation (C′, x′)→ (CS, xS) is determined up to a unique isomor-
phism, if one requires that none of the steps in the deomposition is a modiation of length
zero. Indeed in this ase eah step orresponds to the ontration of a rational omponent in
the entral bre. From this observation it follows that two deompositions of a given mod-
iation have isomorphi germs at eah point, after omitting the steps of length zero, and
that furthermore the isomorphisms between the germs are unique. Thus between the germs
of the objets in W ′′(S), whih orrespond to the two deompositions, there are anonial
isomorphisms whih t together to form an isomorphism in W ′(S).
By Corollary 2.4, for any modiation (C′, x′) → (CS , xS) over a B-sheme S there is
an open overing S = ∪Si suh that the modiation (C
′
Si
, x′Si) → (CSi , xSi) is deompos-
able for every i. By the onstrution above we an assoiate an objet ξi ∈ W
′(Si) to
this modiation. Let Si,j := Si ∩ Sj . Sine both ξi|Si,j and ξj|Si,j are isomorphi to the
objet in W ′(S ′′) whih we obtain by applying the above onstrution to the modiation
(C′Si,j , x
′
Si,j
)→ (CSi,j , xSi,j ) we see that there is a anonial isomorphism fi,j : ξi|Si,j
∼
→ ξj|Si,j .
Thus there is a uniquely determined objet ξ ∈ W (S) with ξ|Si = ξi for every i.
The assoiation ((C′, x′)→ (CS, xS)) 7→ ξ denes a morphism
T (C, x)→ W ×B .
whih is inverse to the morphism onstruted at the beginning of the proof.
The last part of the proposition is lear by onstrution. 
4. Intersetion theory for exhaustible staks
For an algebrai stak X of nite type over C, let AkX be the k-th homology as dened
by Kresh (f. [Kr℄, Def. 2.1.11), but with oeients in Q. In the following hapters we
need an extension of the homology funtor to staks like W , whih are not of nite type but
are exhaustible in the following sense.
Denition 4.1. Let X be an algebrai stak.
(a) An exhaustion for X is inreasing series of open substaks of nite type
X1 ⊂ X2 ⊂ · · · ⊂ Xn ⊂ · · · ⊂ X
suh that X = ∪nXn.
(b) The stak X is alled exhaustible if there is an exhaustion for X .
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() Two exhaustions (Xn ⊂ X )n and (X
′
n ⊂ X )n are alled ompatible if for eah n
there is an m with Xn ⊂ X
′
m, and for eah k there is an l with X
′
k ⊂ Xl.
(d) Let f : X → Y be a morphism between two exhaustible algebrai staks and let
(Xn ⊂ X )n and (Yn ⊂ Y )n be exhaustions for X and Y respetively. We all f
to be ompatible with the given exhaustions if (f−1(Yn) ⊂ X )n is an exhaustion for
X whih is ompatible with (Xn ⊂ X )n.
We gather some fats about exhaustible staks and their homology theory. The proofs are
straightforward and left to the reader.
Lemma 4.2. Let f : X1 → X2 and g : X2 → X3 be two morphisms between exhaustible
algebrai staks, and assume f, g to be ompatible with the exhaustions. Then the omposition
g ◦ f is also ompatible with the exhaustions.
Lemma 4.3. Assume that we have a Cartesian diagram
X ′
f ′ //
g′

Y ′
g

X
f // Y
where X ,Y ,Y ′ are exhaustible with respetive exhaustions (Xn ⊂ X )n, (Yn ⊂ Y )n, (Y
′
n ⊂
Y ′)n. Assume furthermore that f and g are ompatible with the given exhaustions. Then
X ′ is exhaustible with exhaustion (f−1(Yn)×Yn g
−1(Yn) ⊂ X
′)n, and the morphisms f
′
and
g′ are ompatible with respet to the given exhaustions.
Denition 4.4. Let X be an exhaustible algebrai stak and let (Xn ⊂ X )n be an
exhaustion of X . We dene Ai((Xn ⊂ X )n) := lim←−n
Ai(Xn) where the limit is taken
with respet to the pull bak morphisms assoiated to the inlusions Xn →֒ Xn+1. Let
A∗((Xn ⊂ X )n) :=
⊕
iAi(X ).
Remark 4.5. We have dened A∗((Xn ⊂ X )n) as the diret sum of the projetive limits
lim
←−n
Ai(Xn). We ould equivalently (and ore onisely) have dened A∗((Xn ⊂ X )n) :=
lim←−
′
n
A∗(Xn) where lim←−
′
is the projetive limit in the ategory of graded groups.
Lemma 4.6. Let X be an exhaustible algebrai stak and let (Xn ⊂ X )n be an exhaustion.
Then the group Ai((Xn ⊂ X )n) depends only on the ompatibility lass of the exhaustion.
From now on, if there is no doubt as to whih ompatibility lass we mean, then we simply
write A∗(X ) instead of A∗((Xn ⊂ X )n).
Lemma 4.7. Let X be a smooth exhaustible algebrai stak of onstant dimension d. Let
Ai(X ) := Ad−i(X ). Then A
∗ :=
⊕
iA
i(X ) has a natural struture of a graded ring.
Denition 4.8. Let X , Y be two exhaustible algebrai staks and let (Xn ⊂ X )n, (Yn ⊂
Y )n be exhaustions of X and Y respetively. Let f : X → Y be a morphism whih is
ompatible with the given exhaustions. Let fn : f
−1(Yn)→ Yn be the restrition of f .
(a) Assume that f is at of relative dimension r. We dene the pull bak morphism
f ∗ := lim←−
n
f ∗n : Ai(Y )→ Ai+r(X ) .
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(b) Assume that f is proper. We dene the push forward morphism
f∗ := lim←−
n
(fn)∗ : Ai(X )→ Ai(Y ) .
Lemma 4.9. Let f : X1 → X2 and g : X2 → X3 be two morphisms between exhaustible
algebrai staks, and assume f, g to be ompatible with the exhaustions.
(a) Assume that f, g are at. Then we have (g ◦ f)∗ = f ∗ ◦ g∗.
(b) Assume that f, g are proper. Then we have (g ◦ f)∗ = g∗ ◦ f∗.
() If f is an isomorphism then f∗ and f
∗
are inverse to eah other.
(d) In the situation of Lemma 4.3 assume that f is at and g is proper. Then we have
f ∗ ◦ g∗ = g
′
∗ ◦ (f
′)∗.
5. The intersetion ring of W
Let P be the ategory, whose objets are the nite ordered sets
[1, n] := {1, . . . , n} (n a non-negative integer)
and whose arrows are stritly inreasing mappings between these sets.
There is a natural ovariant funtor from the ategory P to the ategory of rings whih to
[1, n] ∈ ob(P) assoiates the ring of Polynomials Q[t1, . . . , tn] and to a morphism α : [1, n]→
[1, m] in P assoiates the injetive ring-homomorphism
α∗ :
{
Q[t1, . . . , tn] → Q[t1, . . . , tm]
ti 7→ tα(i)
Denition 5.1. Let d be a non-negative integer. We dene Rd to be the subset of the ring
Q[t1, . . . , td] onsisting of all elements of the form
d∑
n=0
 ∑
α∈HomP ([1,n],[1,d])
α∗fn
 ,
where
fn ∈ In :=
(
n∏
i=1
ti
)
· Q[t1, . . . , tn] (0 ≤ n ≤ d) .
Lemma 5.2. a) The subset Rd is in fat a sub-ring of Q[t1, . . . , td].
b) The kernel of the omposed morphism
Rd →֒ Q[t1, . . . , td]→ Q[t1, . . . , td]/td = Q[t1, . . . , td−1]
is Id and its image is Rd−1. In partiular, we have Rd/Id ∼= Rd−1.
Proof. The veriation is an easy exerise whih we leave to the reader. 
We now state the main result of this setion:
Theorem 5.3. The pull bak homomorphism assoiated to the étale morphism
[A1/Gm]
d → Wd
from 3.2 is an injetive ring homomorphism
A∗Wd → A
∗[A1/Gm]
d = Q[t1, . . . , td]
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whose image is the ring Rd dened in 5.1. Furthermore for every d ≥ 1 the following diagram
ommutes:
A∗Wd
∼=
// A∗Wd−1
∼= 
Rd // Rd−1
where the upper horizontal arrow is the pull bak morphism assoiated to the inlusion
Wd−1 →֒ Wd and the lower horizontal arrow is the one dened in Lemma 5.2.
The Theorem will follow from Lemma 5.4 through 5.9 below.
Lemma 5.4. There is a natural ommutative diagram of staks,
BGm
d 
 i1 // [A1/Gm]
d
fd

[Ad \ {0}/Gdm]
? _
j1oo
gd−1

BGm
d 
 i2 // Wd Wd−1?
_j2oo
with the following properties
(a) For ν = 1, 2 the morphism iν is a losed immersion, and jν is an open immersion
whose image is omplementary to the image of iν.
(b) The morphism fd is the étale morphism from Proposition 3.2.
() The left square is Cartesian.
Proof. The morphisms i1, j1 are indued from the following morphisms of shemes
Spe (k) = {0} 
 //
A
d
A
d \ {0}? _oo
by passing to quotients. Let T be a k-sheme. On the level of T valued points the morphisms
i2, j2 are dened as follows:
i2 : (L1, . . . , Ld) 7→ (L1, 0) . . . (Ld, 0) ,
j2 : (L1, λ1) . . . (Ld−1, λd−1) 7→ (L1, λ1) . . . (Ld−1, λd−1) .
Finally, we dene the morphism gd−1. A T valued point of [A
d \ {0}/Gdm] is a tuple ξ =
((L1, λ1), . . . , (Ld, λd)) of d line bundles with setions, suh that the open sets Ti := {λi 6= 0}
form a overing of T . For eah i let ηi ∈ Wd−1(Ti) be the objet whih arises from ξ|Ti by
anelling (Li, λi)|Ti and all the other (Lj, λj)|Ti for whih λj|Ti is invertible. Obviously the
ηi glue together to form an objet η ∈ Wd−1(T ) and we let gd−1(ξ) := η.
With these denitions it is immediate that the diagram has the stated properties. 
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Lemma 5.5. The diagram in Lemma 5.4 indues the following ommutative diagram with
exat rows:
0 // Q[t1, . . . , td]
Q
i ti //
Q[t1, . . . , td] // Q[t1, . . . , td]/(
∏
i ti)
// 0
0 // A∗(BGm
d)
(i1)∗ // A∗([A1/Gm]
d)
j∗1 // A∗([Ad \ {0}/Gdm])
// 0
0 // A∗(BGm
d)
(i2)∗ // A∗(Wd)
j∗2 //
f∗d
OO
A∗(Wd−1) //
g∗d−1
OO
0
Proof. For i = 1, . . . , d let Vi be a k-vetor spae of dimension p on whih Gm operates by
salar multipliation, and let Ui := Vi \ {0}. Then G
d
m ats freely on U := U1 × · · · ×Ud and
the omplement of U in V := V1 ⊕ · · · ⊕ Vd is of odimension p. Thus we have (f. [T℄, 1)
Ai(BGm
d) = Ai(U/Gdm) = A
i(P) = (Q[t1, . . . , td]/(t
p
1, . . . , t
p
d))i = (Q[t1, . . . , td])i
for i < p, where P := P(V1)× · · · × P(Vd) and ti ∈ A
1(P) denotes the pull-bak of the lass
of a hyperplane in P(Vi).
The stak BGm
d
lassies split vetor bundles of rank d, q : [A1/Gm]
d → BGm
d
being the
universal bundle and i1 : BGm
d → [A1/Gm]
d
being the zero setion. A nite dimensional
approximation of q and i1 is given by
π : E → P and s : P→ E
where E = E1 ⊠ · · · ⊠ Ed and Ei = O
P(Vi)(1) is the dual of the tautologial line bun-
dle on P(Vi). By [F℄ Theorem 3.3 and Example 3.3.2, π
∗
identies A∗(E) with A∗(P) =
Q[t1, . . . , td]/(t
p
1, . . . , t
p
d) and s∗ : A
∗(P) → A∗+d(E) translates into multipliation with the
element cd(E) =
∏
i ti. Letting p grow to innity, we obtain the ommutative square in the
left upper orner of the diagram.
The two lower rows are exision sequenes and thus exat to the right ([Kr℄, Theorem
2.1.12 (iv)). Sine the left square in Lemma 5.4 is Cartesian, we have (i1)∗ = f
∗
d ◦ (i2)∗.
By our expliit desription above the morphism (i1)∗ is injetive. Therefore also (i2)∗ is
injetive. 
Denition 5.6. (a) For a stritly inreasing map α : [1, n]→ [1, m] we let
α∗ : Q[t1, . . . , tm]→ Q[t1, . . . , tn]
be the ring homomorphism dened by
α∗(ti) =
{
tj if there is a j ∈ [1, n] with α(j) = i,
0 else.
By abuse of notation for I ⊂ kerα∗ we will denote by the same symbol α∗ the indued
morphism Q[t1, . . . , tm]/I → Q[t1, . . . , tn].
(b) Let α1, α2 : [1, n] →֒ [1, m] be two stritly inreasing maps. We will say that α1 is
smaller (resp. larger than α2, if the sum over all values of α1 is smaller (resp. larger)
than the sum over all values of α2.
A CYCLIC OPERAD 17
Lemma 5.7. (i) For i ∈ [1, d+ 1] let hd,i be the omposite morphism
[A1/Gm]
d = [(Ai−1 × Gm × A
d−i+1)/Gd+1m ] →֒ [(A
d+1 \ {0})/Gd+1m ]
Then the following diagram of stak morphisms ommutes:
[A1/Gm]
d
fd
##H
H
H
H
H
H
H
H
H
hd,i
vvmmm
mm
mm
mm
mm
mm
[(Ad+1 \ {0})/Gd+1m ]
gd // Wd
(ii) Let α : [1, d] →֒ [1, d + 1] be the stritly inreasing map, whih omits i ∈ [1, d + 1].
Then the following diagram of ring homomorphisms ommutes:
Q[t1, . . . , td+1]/
∏d+1
i=1 ti
α∗ //
Q[t1, . . . , td]
A∗([(Ad+1 \ {0})/Gd+1m ])
h∗d,i // [A1/Gm]
d
(iii) For d ≥ 1 the morphisms f ∗d and g
∗
d−1 in Lemma 5.5 are injetive.
Proof. (i): Let T be a k-sheme. On T -valued points the morphism hd,i is dened by
((L1, λ1), . . . , (Ld, λd)) 7→ ((L1, λ1), . . . , (Li−1, λi−1), (OT , 1), (Li+1, λi+1), . . . , (Ld, λd)) .
From this the rst part of the lemma follows immediately.
(ii): This is lear sine the morphism
h′d,i : [A
1/Gm]
d = [(Ai−1 × Gm × A
d−i+1)/Gd+1m ] →֒ [A
d+1/Gd+1m ]
fatorises through hd,i, and we obviously have (h
′
d,i)
∗ = α∗.
(iii): This follows by indution on d: The morphisms f1 and g0 and therefore also f
∗
1 and
g∗0 are isomorphisms. Assume that injetivity of f
∗
d and g
∗
d−1 holds for some d ≥ 1. By part
(i) we have f ∗d = (hd,i)
∗ ◦ g∗d, thus injetivity of g
∗
d follows. But from the diagram in Lemma
5.4 it is lear that injetivity of g∗d implies injetivity of f
∗
d+1. 
Lemma 5.8. For any ring A the following sequene (of sets) is exat:
Hom (A,Q[t1, . . . , td]/t1 . . . td)
u //
∏
α:[1,d−1]→֒[1,d]
Hom(A,Q[t1, . . . , td−1])
v1 //
v2 //
∏
β:[1,d−2]→֒[1,d]
Hom(A,Q[t1, . . . , td−2])
where the mappings u, v1, v2 are dened as follows:
• The α-th omponent of u(ϕ) is α∗ ◦ ϕ.
• The β-th omponent of v1((ϕα)α) (resp. v2((ϕα)α)) is γ
∗ ◦ϕα, where α is the smaller
(resp. larger, f. Denition 5.6) of the two stritly inreasing maps [1, d−1] →֒ [1, d]
suh that there exists a γ : [1, d− 2] →֒ [1, d− 1] with β = α ◦ γ.
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Proof. We leave the easy veriation to the reader. Note that the lemmameans geometrially
that a morphism to some sheme from a union of hyperplanes in an ane spae is the same
thing as a tuple onsisting of morphisms to the sheme from eah hyperplane whih oinide
on the intersetions. 
Lemma 5.9. The étale morphism [A1/Gm]
d → Wd indues an injetive ring homomorphism
A∗Wd → A
∗[A1/Gm]
d = Q[t1, . . . , td]
whose image is the ring Rd dened in 5.1.
Proof. From Lemma 5.7 we already know that f ∗d : A
∗(Wd)→ Q[t1, . . . , td] is injetive for all
d ≥ 1. Therefore we an identify A∗(Wd) with a sub-ring of Q[t1, . . . , td]. Sine f0, f1 are
isomorphisms, and R0 = Q, R1 = Q[t1] it follows that A
∗(Wd) = Rd for d ≤ 1.
We proeed by indution over d. Assume that A∗(Wd) = Rd for some d ≥ 1. By Lemma
5.7 the homomorphism
g∗d : Rd = A
∗(Wd)→ Q[t1, . . . , td+1]/t1 . . . td+1
has the property that for all stritly inreasing α : [1, d] →֒ [1, d + 1] we have α∗ ◦ g∗d = f
∗
d
and Lemma 5.8 implies that g∗d is uniquely determined by this property. We laim that for
any n ∈ [0, d] and f ∈ (
∏n
i=1 ti)Q[t1, . . . , tn] we have
g∗d
 ∑
γ:[1,n]→֒[1,d]
γ∗(f)
 = ∑
γ:[1,n]→֒[1,d+1]
γ∗(f) mod
d+1∏
i=1
ti .
Indeed, this follows from the above uniqueness statement for g∗d and the fat that for all
stritly inreasing α : [1, d] →֒ [1, d+ 1] we have
α∗
 ∑
γ:[1,n]→֒[1,d+1]
γ∗(f)
 = ∑
γ:[1,n]→֒[1,d]
γ∗(f) .
This shows in partiular that the image of g∗d in Q[t1, . . . , td+1]/(t1 . . . td+1) is Rd+1/Id+1. By
the diagram in Lemma 5.5 it follows that the image of f ∗d+1 in Q[t1, . . . , td+1] is preisely the
ring Rd+1. This proves the Lemma. 
This nishes the proof of Theorem 5.3 and thus of the isomorphism A∗(Wd) ∼= Rd of graded
rings. Next we ompute A∗(W ). Note that W is not of nite type, but it is exhaustible in
the sense of 4 sine (Wn ⊂ W )n is an exhaustion for W . Therefore A
∗(W ) in the sense of
Denition 4.4 is dened: A∗(W ) = lim
←−
′
n
A∗(Wn) =
⊕
i lim←−n
(Ai(Wn)).
We will prove below that A∗(W ) is isomorphi to a ring R whih is dened as follows.
Reall from Denition 5.1 the denition of the ideal In and as a group let R :=
⊕
n≥0 In. We
dene a multipliation map R⊗R→ R as follows: The produt of two elements f = (fn)n≥0
and g = (gn)n≥0 in R is the element h = (hn)n≥0 where
hn :=
∑
α,β
(α∗fp)(β∗gq) .
In this sum (α, β) runs through all elements HomP([1, p], [1, n]) × HomP([1, q], [1, n]) suh
that the (not neessarily disjoint) union of the images of α and β is the whole of [1, n]. Let
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the grading of R be indued by the grading of the In ⊂ Q[t1, . . . , tn]. It is easy to hek that
with these strutures R is a ommutative assoiative graded ring with unity.
Theorem 5.10. There is a natural isomorphism A∗(W )
∼
→ R of graded rings.
Proof. For d ≥ 1 there is a natural morphism of graded rings R→ Rd whih maps an element
(fn)n≥0 to
F :=
d∑
n=0
 ∑
α∈HomP ([1,n],[1,d])
α∗fn
 .
These morphisms indue a morphism R → lim←−
′
n
Rn where the inverse limit is taken in the
ategory of graded rings with respet to the morphisms Rn → Rn−1 from 5.2. By Theorem
5.3 it sues to show that this is an isomorphism. The main point in the veriation of this
is that a polynomial F ∈ Rd as above uniquely determines the polynomials fn for 0 ≤ n ≤ d.
Indeed, if we write F =
∑
I∈Nd0
aIt
I
as sum of monimials (in multi-index notation), then
fn =
∑
I
aIt
I ,
where I runs through all tuples (i1, . . . , id) with i1, . . . , in > 0 and in+1 = · · · = id = 0. We
leave the details to the reader. 
Corollary 5.11. Let X be a smooth exhaustible stak (f. 4) with exhaustion (Xn ⊂ X )n.
Let the stak X ×W be endowed with the exhaustion (Xn ×Wn ⊂ X ×W )n. Then there
is a natural isomorphism A∗(X ×W )
∼
→ A∗(X )⊗R of graded rings.
Proof. Note rst of all that for any n there is a natural isomorphism A∗(Xn × [A
1/Gm])
∼
→
A∗(Xn)⊗ Q[t]. This follows essentially from the following well known fat: Let N > 0 and
let EN → P
N
be the tautologyal line bundle on the N-dimensional projetive spae. Then
there is a natural isomorphism A∗(Xn ×EN )
∼
→ A∗(Xn)⊗ Q[t]/(t
N).
It follows from this observation that we have A∗(Xn×Wn) = A
∗(Xn)⊗Rn (simply repeat
the proof of Lemmas 5.4-5.9 with Xn×Wn in plae of Wn, with Xn×BGm in plae of BGm,
with Xn × [A
1/Gm]
n
in plae of [A1/Gm]
n
, et.
Let R
(q)
n ⊂ Rn and R
(q) ⊂ R be the parts of degree q. Then we have R(q) = R
(q)
n for n > q
and it follows
Ai(X ×W ) = lim
←−
n
Ai(Xn ×Wn) = lim←−
n
⊕
p+q=i
Ap(Xn)⊗ R
(q)
n =
=
⊕
p+q=i
lim
←−
n
(Ap(Xn))⊗R
(q) =
⊕
p+q=i
Ap(X )⊗ R(q)

6. Zollstoks and the Artin stak M˜0,2
Denition 6.1. (a) A zollstok is a two-pointed nodal urve (C, x1, x2) of genus zero
with irreduible omponents R1, . . . , Rl suh that
• x1 ∈ R1, x2 ∈ Rl,
• for i = 1, . . . , l − 1 the intersetion Ri ∩ Ri+1 onsists of one point yi,
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• all the other intersetions between the R1, . . . , Rl are empty,
• the points x1, y1, . . . , yl−1, x2 are distint.
The number l of its omponents is alled the length of the zollstok.
(b) Let S be sheme. A zollstok over S is a diagram X π
// S
s1,s2
tt
where π is a proper at
morphism and s1, s2 are two setions of π, suh suh that all bres of π are zollstoks
(of possibly variable length).
Zollstok is the German word for folding rule. We have hosen this name, beause the
usual shemati piture for urves mathing the above denition reminds one of this devie:
jjjjjjjjj• TTT
TT
TT
TT jjjjjjjjj · · · · TT
TT
TT
TT
T jjjjjjjjj T
TT
TT
TT
TT
•
Example 6.2. (1) Let L1 and L2 be two line bundles over S. Let C := P(L1 ⊕ L2) and
let si : S → C be the morphisms dened by the invertible quotient L1 ⊕ L2 → Li for
i = 1, 2. Then (C, s1, s2) is a zollstok of onstant length 1 over S, whih we denote by
the symbol |L1, L2|. For later referene we remark that we have s
∗
1OC(s1) = L1⊗L
−1
2
and s∗2OC(s2) = L
−1
1 ⊗ L2.
(2) Given a zollstok (X → S, s1, s2) over S and a Divisor D ⊂ S we obtain a new
zollstok (X ′ → S, s′1, s
′
2) by blowing up X in s1(D) and taking s
′
i to be the proper
transform of si.
(3) More generally, if (X → S, s1, s2) is a zollstok over S and (X
′, x′) → (X, s2) is a
modiation of X at s2 then (X
′ → S, s1, x
′) is also a zollstok over S. If (X ′, x′)→
(X, s2) is a simple modiation orresponding via Proposition 2.1 to a line bundle
with setion (L, λ), then we write (s1, X, s2) ⊢ (L, λ) for this zollstok. The zollstok
(L, λ) ⊣ (s1, X, s2) is dened analogously, interhanging the role of s1 and s2.
(4) If (X → S, s1, s2) and (Y → S, t1, t2) are two zollstoks then X⊥Y := X⊔Y/(s2 = t1)
is a zollstok (over S).
(5) Esher's stairase X → S on page 5 is a zollstok over S.
For the onveniene of the reader we reall the following useful result from [K2℄, 2.
Lemma 6.3. Let S be a sheme, let L0, . . . , Lk, M0, . . . ,Ml be line bundles over S and let
λi ∈ H
0(S, Li), µj ∈ H
0(S,Mj) be setions for 1 ≤ i ≤ k, 1 ≤ j ≤ l. Then there are
anonial isomorphisms of zollstoks over S as follows:
(a)(
|L0,OX | ⊢ (L1, λ1) ⊢ · · · ⊢ (Lk, λk)
)
⊥
(
|M0,OX | ⊢ (M1, µ1) ⊢ · · · ⊢ (Ml, µl)
)
∼=
∼= |L0,OX | ⊢ (L1, λ1) ⊢ · · · ⊢ (Lk, λk) ⊢
(
M0 ⊗
k⊗
i=0
L−1i , 0
)
⊢ (M1, µ1) ⊢ · · · ⊢ (Ml, µl)
(b)
|L0,OX | ⊢ (L1, λ1) ⊢ · · · ⊢ (Lk, λk) ∼= (L1, λ1) ⊣ · · · ⊣ (Lk, λk) ⊣ |OS,
k⊗
i=0
L−1i |
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Proof. The rst isomorphism follows easily from Lemma 2.9 in [K2℄. The seond is shown
in Lemma 2.11 in lo. it. 
Let Z be the C-groupoid parametrising zollstoks. For l ≥ 1 let Zl be the subgroupoid
of Z parametrising zollstoks of length at most l.
Proposition 6.4. There is a natural isomorphism
M˜0,2 := BGm×W → Z
of C-groupoids. It maps the subgroupoid BGm×Wl isomorphially to the subgroupoid Zl+1.
Proof. For a sheme S let (BGm×W )(S) → Z (S) be dened as follows: An objet in
(BGm×W )(S) is a pair (L, ξ) onsisting of a line bundle L over S and and objet ξ ∈ W (S).
Let (Y := P(L ⊕ OS) → S, s0, s∞) be the zollstok over S as in example 6.2(1) and let
(X, x2)→ (Y,∞) be the modiation of Y at ∞ dened by ξ via the isomorphism W (S)→
T (Y, s∞)(S) in Proposition 3.4 . Then (X → S, x1 = s0, x2) is a zollstok over S, i.e. an
objet in Z (S), whih we take to be the image of (L, ξ).
In the reverse diretion let (π : X → S, x1, x2) be a zollstok over S. Then E := π∗OX(x1)
is a loally free sheaf of rank two over S and the natural morphism π∗E → OX(x1) is
surjetive - thus dening an S-morphism f : X → P(E). Let si := f ◦ xi. Then it is easy to
see that (X, x2) → (P(E), s2) is a modiation of P(E) at s2. Let ξ ∈ W (S) be the objet
whih orresponds to this modiation by Proposition 3.4 and let L := x∗1OX(x1). We dene
Z (S)→ (BGm×W )(S) to be the morphism whih to (X → S, x1, x2) assoiates the objet
(L, ξ).
It is not diult to see that both onstrutions ommute with base hange and dene mor-
phisms of C-groupoids whih are quasi-inverse to eah other. The last part of the proposition
is immediate from the onstrutions. 
By Proposition 6.4 and Corollary 3.3 we have:
Corollary 6.5. The groupoids Z and Zl are smooth algebrai staks of dimension −1.
Moreover the Zl are of nite type and we have the following inlusion of open substaks
BGm = Z1 ⊂ Z2 ⊂ · · · ⊂ Zl ⊂ · · · ⊂ Z .
We have natural morphisms
c : Z ×Z → Z ,
σ : Z
∼
→ Z .
The morphism c is the luthing morphism, whih to two zollstoks (X, x1, x2) and (Y, y1, y2)
assoiates the zollstok (X⊔Y/(x2 = y1), x1, y2) whih arises by identifying the seond setion
of the rst zollstok with the rst setion of the seond zollstok. The other morphism σ is
the obvious involution whih omes from interhanging the two setions x1, x2 in a zollstok
(X, x1, x2). The following Lemma is immediate from the denitions:
Lemma 6.6. The luthing morphism provides Z with the struture of a monoid in the
ategory of staks. Furthermore, the isomorphism σ : Z → Z is an anti-isomorphism of
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that monoid. More preisely the following diagrams are anonially 2-ommutative:
Z ×Z ×Z
id×c //
c×id

Z ×Z
c

Z ×Z
c // Z
Z ×Z
c //
exhange

Z
σ

Z ×Z
σ×σ // Z ×Z
c // Z
Via the isomorphism in Proposition 6.4 the luthing morphism c and the involution σ
indue morphisms
c : M˜0,2 × M˜0,2 → M˜0,2 ,
σ : M˜0,2
∼
→ M˜0,2 ,
whih we denote by the same symbol. Expliitly these arrows are given by
c :
((
L0, (L1, λ1) . . . (Lk, λk)
)
,
(
M0, (M1, µ1) . . . (Ml, µl)
))
7→
(
L0, (L1, λ1) . . . (Lk, λk)
(
M0 ⊗
k⊗
i=0
L−1i , 0
)
(M1, µ1) . . . (Ml, µl)
)
and
σ :
(
L0, (L1, λ1) . . . (Lk, λk)
)
7→
(
k⊗
i=0
L−1i , (Lk, λk) . . . (L1, λ1)
)
.
This follows from Lemma 6.3. Of ourse the morphisms c and σ restrit to the open substaks
Zl parameterising zollstoks of bounded length:
ck,l : Zk ×Zl → Zk+l ,
σl : Zl
∼
→ Zl .
The luthing morphism an be looked upon from yet another point of view. To explain
this we need to introdue a notation. For a at morphism π : X → Y of shemes (or
algebrai staks) we let Sing(X/Y ) ⊂ X be the losed subsheme (or substak) where π fails
to be smooth. It is dened by the rst Fitting ideal of the sheaf Ω1X/Y .
Proposition 6.7. Let (X → Z ,x1,x2) be the universal zollstok over Z . Then there is a
anonial isomorphism Sing(X /Z )
∼
→ Z ×Z suh that the following diagram ommutes:
Sing(X /Z )
∼=

  // X

Z ×Z
c // Z
Proof. Let S be a sheme and let ξ : S → Z be given by a zollstok (π : X → S, x1, x2)
over S. Let S ′ := Sing(X/S) and let X ′ := X ×S S
′
. Let ν : X ′1 ⊔ X
′
2 → X
′
be the
partial normalisation of X ′ along the anonial setion y′ : S ′ → X ′ of X ′ → S ′. There are
natural setions x′1, y
′
1 : S
′ → X ′1 and x
′
2, y
′
2 : S
′ → X ′2 suh that x1|S′ = ν ◦x
′
1, x2|S′ = ν ◦x
′
2,
y′ = ν◦y′1 = ν◦y
′
2. Thus we have zollstoks ξ
′
1 = (X
′
1 → S
′, x′1, y
′
1) and ξ
′
2 = (X
′
2 → S
′, y′2, x
′
2)
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over S ′ suh that c(ξ′1, ξ
′
2) = ξ|S′. The proposition follows from the easily veriable fat that
the diagram
S ′
π|S′

(ξ′1,ξ
′
2)// Z ×Z
c

S
ξ // Z
is Cartesian. 
For the onstrution of the extended operad (f. 9) it will be important that the monoid
stak Z ats on the stak of modiations of a pointed urve (C/B, x) over a base B.
Namely there is a natural morphism
c(C/B,x) : T (C/B, x)×Z → T (C/B, x)
whih is dened as follows. Let S be a B-sheme, let (C ′/S, x′)→ (CS/S, xS) be an objet in
T (C/B, x)(S) and let (X/S, x1, x2) be a zollstok over S. The image of this pair by c(C/B,x)
is the modiation (C ′′/S, x′′)→ (CS/S, xS) where
(C ′′, x′′) := (X ⊔ C ′/(x2 = x
′), x1) ,
and the morphism C ′′ → CS is the morphism C
′′ → C ′ whih ontrats X to x′, followed by
the morphism C ′ → CS. With this denition it is lear that the following diagram ommutes:
T (C/B, x)×Z ×Z
id×c

c(C/B,x)×id // T (C/B, x)×Z
c(C/B,x)

T (C/B, x)×Z
c(C/B,x) // T (C/B, x)
Via the isomorphisms of Prop. 6.4 and 3.4 c(C/B,x) indues a right ation of the stak M˜0,2
on the stak B ×W . We are interested in a onrete desription of this ation.
Denition 6.8. For a line bundle K on B let cK : (B × W ) × M˜0,2 → (B × W ) be the
morphism dened by(
(L1, λ1) . . . (Lr, λr),
(
M0, (M1, µ1) . . . (Ms, µs)
))
7→
(L1, λ1) . . . (Lr, λr)
(
M0 ⊗K ⊗
r⊗
i=1
L−1i , 0
)
(M1, µ1) . . . (Ms, µs)
By Lemma 6.3, the following diagram ommutes
(B ×W )× M˜0,2
Prop.3.4 Prop.6.4

cK // (B ×W )
Prop.3.4

T (C/B, x)×Z
c(C/B,x) // T (C/B, x)
where K is the line bundle x∗OC(x) on B.
Here is the analogue of Proposition 6.7:
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Proposition 6.9. Let (C/B, x) be a pointed urve over a sheme B. For abbreviation let
us write T for the B-stak T (C/B, x). Let (X /T , y) → (CT /T , xT ) be the universal
modiation over T . Let Sing′(X /T ) be dened by the Cartesian diagram
Sing
′(X /T )

//
Sing(X /T )
_

T
  xT // X
Then there is is a anonial isomorphism Sing
′(X /T )
∼
→ T × Z suh that the following
diagram ommutes:
Sing
′(X /T )
∼=

  // X

T ×Z
c(C/B,x) // T
The proof is similar to that of Proposition 6.7, so we omit it.
7. The intersetion ring of M˜0,2
Just like W , the Artin stak M˜0,2 = BGm×W is not of nite type, but it is exhaustible
in the sense of 4, with exhaustion (BGm×Wn ⊂ M˜0,2)n. By Corollary 5.11 we have
A∗(M˜0,2) ∼= R[t0]
where t0 is transendental over R. We are interested in alulating the pull bak morphism
σ∗ : A∗(M˜0,2)
∼
→ A∗(M˜0,2) (in the sense of 4) indued by the involution σ : M˜0,2
∼
→ M˜0,2
from the previous paragraph.
Proposition 7.1. (1) There is a unique ring homomorphism ι : R[t0] → R[t0] whih
maps the element t0 to the element −(t0+ t1) and the element f(t1, t2, . . . , tn) ∈ In ⊂
R to the element f(tn, tn−1, . . . , t1).
(2) The following diagram ommutes
A∗(M˜0,2)
∼=
σ∗ // A∗(M˜0,2)
∼= 
R[t0]
ι // R[t0]
Proof. Let ιn : Q[t0, . . . , tn] → Q[t0, . . . , tn] be dened by ιn(t0) = −(t0 + t1 + · · ·+ tn) and
ιn(ti) = tn−i+1 for 1 ≤ i ≤ n. Observe that ιn maps the subring Rn[t0] ⊂ Q[t0, . . . , tn] to
itself. Furthermore from the expliit desription of σn on page 22 we see that the following
diagram ommutes:
A∗(BGm×Wn)
∼=
σ∗n // A∗(BGm×Wn)
∼= 
Rn[t0]
ιn // Rn[t0]
The proposition now follows from the identity ι = lim
←−n
ιn, whih is easy to verify. 
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Remark 7.2. In a similar way we derive a formula for the pull-bak morphism c
∗ : A∗(M˜0,2)→
A∗(M˜0,2)⊗A
∗(M˜0,2). However we omit it, sine we will not need it in the sequel.
For the onveniene of the reader let us review the struture of R[t0]. By denition we
have
R[t0] =
⊕
n≥0
(
n∏
i=1
ti
)
Q[t0, . . . , tn] .
Thus as a Q-vetor spae, R[t0] has a basis onsisting of monomials
ta00
n∏
i=1
taii where n ≥ 0, a0 ≥ 0, and ai ≥ 1 for 1 ≤ i ≤ n.
Let us denote by x⊗y 7→ x ·y the multipliation on R[t0] whih makes the natural morphism
A∗(M˜0,2) ∼= R[t0] an isomorphism of rings. On generators, this multipliation is given by(
ta00
n∏
i=1
taii
)
·
(
tb00
m∏
i=1
tbii
)
=
m+n∑
k=0
∑
α,β
ta0+b00
(
k∏
i=1
tcii
)
where (α, β) runs through HomP([1, n], [1, k])×HomP([1, m], [1, k]) with α([1, n])∪β([1, m]) =
[1, k], and ci ≥ 1 is dened by
ci =

aj if α(j) = i for some j ∈ [1, n] but i 6∈ β([1, m]),
bj if β(j) = i for some j ∈ [1, m] but i 6∈ α([1, n]),
ap + bq if α(p) = i for some p ∈ [1, n], and β(q) = i for some q ∈ [1, m].
For example we have
t1 · t1 = t
2
1 + 2t1t2 and t1 · (t1t2) = t
2
1t2 + t1t
2
2 + 3t1t2t3 .
The ring (R[t0],+, ·) is a ommutative assoiative ring with unit element 1. The multiplia-
tion in this ring is ompatible with the grading by the degree of monomials: If x, y ∈ R[t0]
are homogeneous of degree d, e, then x · y is homogeneous of degree d+ e.
On generators the involution ι : R[t0]
∼
→ R[t0] from Proposition 7.1 is given by
ι
(
ta00
n∏
i=1
taii
)
= (−t0 − t1)
·a0 ·
(
n∏
i=1
t
an−i+1
i
)
.
Notie that on the right hand side the power is taken with respet to the multipliation ·.
For example we have
ι(t20t1) =(−t0 − t1) · (−t0 − t1) · t1
=t20t1 + 2t0(t1 · t1) + t1 · t1 · t1
=t20t1 + 2t0t
2
1 + 4t0t1t2 + t
3
1 + 2t
2
1t2 + 2t1t
2
2 + 6t1t2t3 .
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8. The homology ring of M˜0,2
Proposition 6.7 implies in partiular that the luthing morphism c : Z × Z → Z is
proper. If we take (Zn ⊂ Z )n and (Zn×Zn ⊂ Z ×Z )n as exhaustion for Z and Z ×Z
respetively then c is ompatible with these exhaustions. Thus by Lemma 4.9 there is a
push forward morphism c∗ : A∗(Z ×Z )→ A∗(Z ). From the isomorphism Z ∼= BGm×W
and Corollary 5.11 it follows that A∗(Z × Z ) = A∗(Z ) ⊗ A∗(Z ). Therefore c∗ indues a
bilinear map or multipliation
A∗(Z )⊗ A∗(Z )→ A∗(Z )
whih we denote by x ⊗ y 7→ x ⊙ y. By Lemma 6.6 this multipliation is assoiative and
σ∗ : A∗(Z )
∼
→ A∗(Z ) is an anti-involution of the ring (A∗(Z ),+,⊙). The multipliation ⊙
respets the grading of A∗(Z ): For x ∈ Ar(Z ) and y ∈ As(Z ) we have x ⊙ y ∈ Ar+s(Z ).
Sine A0(Z ) = (0) it follows that the ring (A∗(Z ),+,⊙) does not have a unity. We will see
below that it is not ommutative.
Sine by Proposition 6.4 and 7 we have Z ∼= M˜0,2 and A∗(M˜0,2) = A
−1−∗ ∼= R[t0],
the multipliation ⊙ on A∗(Z ) indues a multipliation on A∗(M˜0,2) and on R[t0] whih
we denote by the same symbol. Notie that the isomorphism A∗(M˜0,2) ∼= R[t0] involves a
renumbering of the natural grading of R[t0]: A homogeneous polynomial f ∈ In[t0] ⊂ R[t0]
of degree r orresponds to an element in A−1−r(M˜0,2). Thus for homogeneous elements
f, g ∈ R[t0] of degree r, s respetively, the produt f ⊙ g is homogeneous of degree r+ s+1.
The following result allows us to expliitly alulate the ⊙-produt of arbitrary elements
in R[t0].
Proposition 8.1. Let
f = ta00
n∏
i=1
taii and g = t
b0
0
m∏
i=1
tbii
be two generators of R[t0]. Then for every k ≥ 1 the image of f ⊙ g by the anonial
morphism R[t0]→ Rk[t0] is
Qk(f, g) :=
k∑
j=1
 ∑
α:[1,n]→֒[1,j−1]
f(t0, tα(1), . . . , tα(n))
 tj
 ∑
β:[1,m]→֒[j+1,k]
g
(
j∑
i=0
ti, tβ(1), . . . , tβ(m)
)
where α, β run through all stritly inreasing maps as indiated below the sum signs.
An important ingredient for the proof of Proposition 8.1 is the following lemma whih is
an easy onsequene of Lemma 6.3.
Lemma 8.2. Let S be a sheme, let L0, . . . , Lk be line bundles on S and for 1 ≤ i ≤ k let
λi ∈ Γ(S, Li) be global setions. Let 1 ≤ j ≤ k and let Y ⊂ S be the losed subsheme dened
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by the vanishing of the setion λj. Let L
′
i := Li|Y , λ
′
i := λi|Y . Dene
ξ := |L0,O| ⊢ (L1, λ1) ⊢ · · · ⊢ (Lk, λk) ∈ Z (S) ,
ξ′1 := |L
′
0,O| ⊢ (L
′
1, λ
′
1) ⊢ · · · ⊢ (L
′
j−1, λ
′
j−1) ∈ Z (Y ) ,
ξ′2 := |M
′,O| ⊢ (L′j+1, λ
′
j+1) ⊢ · · · ⊢ (L
′
k, λ
′
k) ∈ Z (Y ) ,
where M ′ :=
⊗j
i=0 L
′
i. Then the restrition of the zollstok ξ to the losed subsheme Y is
anonially isomorphi to the luthing of the two zollstoks ξ′1 and ξ
′
2. I.e. we have
ξ|Y = c(ξ
′
1, ξ
′
2) .
Proof. (of Proposition 8.1) Let A := BGm×[A
1/Gm]
k
, and let ξ be the étale morphism
A → BGm×Wk
∼
→ Zk →֒ Z .
By denition, ξ is the zollstok
(X → A , x1, x2) := |L0,O| ⊢ (L1, λ1) ⊢ · · · ⊢ (Lk, λk)
over A , where (L0, (L1, λ1), . . . , (Lk, λk)) is the universal objet over A . Let S be dened
by the following Cartesian diagram:
S
c
′

ξ′ // Z ×Z
c

A
ξ // Z
By Proposition 6.7 we have S = Sing(X/A ). It follows diretly from the denitions that
Sing(X/A ) is nothing else but the disjoint union of the vanishing loi of the universal setions
λj. Therefore we have
S =
k⊔
j=1
Yj
where Yj is the losed substak
BGm×[A
1/Gm]
j−1 × BGm×[A
1/Gm]
k−j ⊂ A .
Let
(L
(j)
0 , (L
(j)
1 , λ
(j)
1 ), . . . , (L
(j)
j−1, λ
(j)
j−1), L
(j)
j , (L
(j)
j+1, λ
(j)
j+1), . . . , (L
(j)
k , λ
(j)
k ))
be the universal objet over Yj , whih is also the restrition to Yj of the universal objet
over A . Now by Lemma 8.2 the morphism Yj →֒ S → Z ×Z is given by a pair (ξ
(j)
1 , ξ
(j)
2 )
of zollstoks where
ξ
(j)
1 := |L
(j)
0 ,O| ⊢ (L
(j)
1 , λ
(j)
1 ) ⊢ · · · ⊢ (L
(j)
j−1, λ
(j)
j−1) ∈ Z (Yj) ,
ξ
(j)
2 := |M
(j),O| ⊢ (L(j)j+1, λ
(j)
j+1) ⊢ · · · ⊢ (L
(j)
k , λ
(j)
k ) ∈ Z (Yj) ,
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and M (j) :=
⊗j
i=0 L
(j)
i . Therefore identifying A∗(Yj) with Q[t0, . . . , tk], we have
(ξ
(j)
1 , ξ
(j)
2 )
∗(f, g) = ∑
α:[1,n]→֒[1,j−1]
f(t0, tα(1), . . . , tα(n))
 ∑
β:[1,m]→֒[j+1,k]
g
(
j∑
i=0
ti, tβ(1), . . . , tβ(m)
)
Sine by [F℄ Theorem 3.3 and Example 3.3.2 (f. also the proof of Lemma 5.5) the push
forward morphism
Q[t0, . . . , tk] = A∗(Yj)→ A∗(A ) = Q[t0, . . . , tk]
assoiated to the inlusion Yj →֒ A is nothing else but multipliation with tj , it follows that
c
′
∗(ξ
′)∗(f, g) equals the expression Qk(f, g) stated in the Proposition. Now by Lemma 4.9 ()
we have c
′
∗(ξ
′)∗ = ξ∗c∗. Furthermore the pull-bak morphism
R[t0] = A∗(BGm×Wk)→ A∗(A ) = Q[t0, . . . , tk]
is injetive by Lemma 5.9. Therefore the Proposition follows. 
As a rst appliation of Proposition 8.1 let us ompute the produt f⊙g in the ase where
g does not depend on t0. More preisely let f ∈ In[t0] ⊂ R[t0] and let g ∈ Im ⊂ R. We
laim that in this ase we have
f ⊙ g = f(t0, . . . , tn)tn+1g(tn+2, . . . , tn+m+1) ∈ In+m+1[t0] ⊂ R[t0] .
Indeed it sues to prove this formula for monomials f = ta00
∏n
i=1 t
ai
i and g =
∏m
i=1 t
bi
i . Let
h be the element f(t0, . . . , tn)tn+1g(tn+2, . . . , tn+m+1) of In+m+1[t0] ⊂ R[t0]. For any k ≥ 1
the image of h in Rk[t0] is (f. proof of Theorem 5.10)∑
α:[1,n+m+1]→֒[1,k]
h(t0, tα(1), . . . , tα(n+m+1)) ,
where α runs through all stritly inreasing maps as indiated. But this expression is learly
equal to the Polynomial Qk(f, g). Sine R[t0] = lim←−
′
k
Rk[t0], the laim follows. As a speial
ase, let us ompute the n-fold ⊙-produt of the element 1 ∈ R[t0] with itself:
1⊙n =
n−1∏
i=1
ti .
It is more diult to derive a formula for f ⊙ g, if both f and g depend on t0. In this
ase it is often helpful to make use of the anti-involution ι as follows. Let f1 ∈ In, g1 ∈ Im.
Then we have
(ta0f1)⊙ (t
b
0g1) = t
a
0(f1 ⊙ (t
b
0g1)) = t
a
0ι(ι(t
b
0g1)⊙ ι(f1)) = t
a
0ι(ι(t
b
0g1)⊙ ι(f1)) .
Sine the element ι(f1) does not depend on t0, alulation of the last ⊙-produt is easy.
Notie however that the omputation of ι of an element that depends on t0 an be quite
involved (f. example at the end of 7).
As an appliation we will now prove a formula whih we state as a Lemma sine it will be
of use in 11.
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Lemma 8.3. For any n ≥ 0 we have the following identity in R[t0]:
1⊙ (t0 + t1)
·n = t1 · (t0 + t1)
·n .
(The dot in the exponent means that we take the n-fold produt in the ring (R[t0],+, ·), not
in the ring Q[t0, t1].)
Proof. We exploit the fat that ι is an anti-involution for (R[t0],+,⊙) and an involution for
(R[t0],+, ·):
1⊙ (t0 + t1)
·n = ι((ι(t0 + t1))
·n ⊙ 1) = ι((−t0)
n ⊙ 1) =
= (−1)nι(tn0 t1) = (−1)
n(−t0 − t1)
·n · t1 = t1 · (t0 + t1)
·n .

In Theorem 8.6 below we will show that the ring (R[t0],+,⊙) has a very simple struture.
The following two lemmas will be useful for its proof.
Lemma 8.4. The dimension of the subspae R[t0]n ⊂ R[t0] spanned by monomials of degree
n equals 2n.
Proof. This follows by a simple alulation whih we leave to the reader. 
Lemma 8.5. For all x ∈ R[t0] \ {0} we have 1⊙ x 6∈ t0R[t0].
Proof. It sues to show that for x = tr0
∏k
i=1 t
ai
i we have
1⊙ x = tr+11 t
a1
2 . . . t
ak
k+1 + (terms with stritly smaller power of t1) (∗)
Indeed, from this equation it follows that for arbitrary nonzero x the expansion of 1 ⊙ x
ontains a monomial whih is not divisible by t0. To prove (∗), we make use of the identity
1⊙ x = ι(ι(x) ⊙ 1). We write
ι(x)⊙ 1 =
(
(−t0 − t1)
·r ·
k∏
i=1
taik−i+1
)
⊙ 1 =
= (−t0)
r
(
k∏
i=1
taik−i+1
)
tk+1 + (terms with stritly smaller power of t0)
Applying ι to the rst term we get
ι
(
(−t0)
r
(
k∏
i=1
taik−i+1
)
tk+1
)
= (t0 + t1)
·r ·
(
t1
k+1∏
i=2
t
ai−1
i
)
=
= tr+11
k+1∏
i=2
t
ai−1
i + (terms with stritly smaller power of t1)
Then it is lear that the rst term in the last expression is the term with the highest power
of t1 in the expansion of 1⊙ x. This proves equation (∗). 
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Theorem 8.6. As a Q-vetor spae R[t0] has a basis onsisting of elements of the form
ta10 ⊙ t
a2
0 ⊙ · · · ⊙ t
ar
0
where r ≥ 1 and ai ≥ 0.
Proof. Observe rst of all that the map R[t0]n → R[t0]n+1, x 7→ t0x is injetive. By Lemma
8.5 the map R[t0]n → R[t0]n+1, x → 1 ⊙ x is also injetive and the intersetion of 1 ⊙ R[t0]
and t0 ⊙ R[t0] is trivial. By Lemma 8.4 it follows that
R[t0]n+1 = (1⊙ R[t0]n)⊕ t0R[t0]n .
Observe that if x ∈ R[t0]n is of the form t
a1
0 ⊙· · ·⊙ t
ar
0 then so is 1⊙x and t0x. Therefore the
above equality shows that R[t0]n+1 has a basis onsisting of elements of the form t
a1
0 ⊙· · ·⊙t
ar
0 ,
if this is true for R[t0]n. Obviously R[t0]0 has suh a basis. So the theorem follows by
indution. 
Corollary 8.7. As a Q-vetor spae R[t0] has a basis onsisting of elements of the form
(t0 + t1)
a1 ⊙ (t0 + t1)
a2 ⊙ · · · ⊙ (t0 + t1)
ar
where r ≥ 1 and ai ≥ 0.
Proof. By Proposition 7.1 the anti-involution ι maps t0 to −t0 − t1. So the orollary follows
diretly from Theorem 8.6. 
Let B be a sheme (or stak) and let (C/B, x) be a pointed urve over B. Reall from 6
p. 23 that the monoid stak Z ats on T := T (C/B, x) and that by Proposition 6.9 the
ation morphism c(C/B,x) : T ×Z → T is proper. Therefore the push-forward with respet
to this morphism is dened and provides A∗(T ) with the struture of a right module over
the ring (A∗(Z ),+,⊙).
By the ommutative diagram on page 23 we see that this module struture translates into
a right (R[t0],+,⊙)-module struture on A∗(B)⊗R, given by the push-forward with respet
to cK : (B ×W )× M˜0,2 → B ×W where K is the line bundle x
∗O(x) on B.
Proposition 8.8. We have
(cK)∗ :
{(
A∗(B)⊗R
)
⊗ R[t0] → (A∗(B)⊗ R
(a⊗ f)⊗ g 7→ a(f ⊙ g)|t0=−c1(K)
where for an element h =
∑
i hit
i
0 ∈ R[t0] with hi ∈ R and an element c ∈ A∗(B) we write
h|t0=c :=
∑
i
ci ⊗ hi ∈ A∗(B)⊗R .
Proof. The proof is entirely analogous to the one of Proposition 8.1. We omit the details. 
For an appliation of our onsiderations in 11 we need to understand the relationship
between the φ-lass and the ψ-lass. We will show now that this relationship an onveniently
be expressed as an identity in the ring A∗(B) ⊗ R. Let (X /T , y) → (CT /T , xT ) be the
universal modiation over T . Let ψ ∈ A∗(T ) be the lass of the line bundle y
∗ωX /B =
y∗OX (−y). By abuse of notation let ψ denote also the image of that lass by the anonial
isomorphism A∗(T )
∼
→ A∗(B) ⊗ R. On the other hand let φ ∈ A∗(B) be the lass of the
line bundle x∗ωC/B = x
∗O(−x) on B.
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Lemma 8.9. The following identity holds in A∗(B)⊗R:
ψ = φ+ t1 .
Proof. Let (C1/S, x1)→ (C2/S, x2) be a simple modiation. By Proposition 2.1 this modi-
ation orresponds to a line bundle with setion (L, λ) on S. More preisely it follows from
the proof of this Proposition that the line bundle L is isomorphi to
x∗1OC1(−x1)⊗ x
∗
2OC2(x2) .
Now let S be a B-sheme and let (C ′, x′) → (CS, xS) be a modiation over S whih via
the isomorphism in Prop. 3.4 orresponds to an objet (L1, λ1) . . . (Lr, λr) of B×W over S.
Sine the pairs (Li, λi) ome from deomposing (C
′, x′)→ (CS, xS) into a sequene of simple
modiations and a suessive appliation of Prop. 2.1, it follows that⊗
i
Li = (x
′)∗OC′(−x
′)⊗ x∗SOCS (xS) .
From this the statement of the Lemma is immediate. 
Corollary 8.10. Let d ≥ 1 and e ≥ 0. The following formula holds in A∗B ⊗ R:
ψdφe = ψd−1φe+1 + c∗(φ
e ⊗ (t0 + t1)
·(d−1)) .
where c := cK : (B ×W )× M˜0,2 → B ×W and K = x
∗ωC/B.
Proof. By Lemma 8.9 we have
ψdφe = ψd−1φe+1 + φet1(φ+ t1)
d−1
and by Proposition 8.8 we have
c∗(φ
e ⊗ (t0 + t1)
·(d−1)) = φe(1⊙ (t0 + t1)
·(d−1))|t0=φ .
Therefore the Corollary follows from Lemma 8.3. 
9. The extended operad
Let Sn and Sn+ denote the group of bijetions of the set {1, . . . , n} and of the set {0, . . . , n}
respetively. We onsider Sn as a subgroup of Sn+ in the obvious way. It is well know
that the group Sn+ is generated by the elements of Sn together with the (n + 1)-yle
τn := (0 . . . n) ∈ Sn+.
Denition 9.1. (Cf. [GK℄ 1.5) A yli operad P (without unity, in the ategory of Q-vetor
spaes) is a sequene (P(n))n≥1 of Q-vetor spaes together with the following strutures:
(a) For every n ≥ 1 there is given a left ation of the group Sn+ on P(n).
(b) For every m,n ≥ 1 and 1 ≤ j ≤ m there is given a omposition morphism
◦j : P(m)⊗P(n)→ P(m+ n− 1)
These strutures are required to satisfy the following axioms
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(1) For π ∈ Sm, ρ ∈ Sn and 1 ≤ j ≤ m let π ◦j ρ ∈ Sm+n−1 be dened as follows: Set
(u1, . . . , uj−1, uj+1, . . . , um) := (1, . . . , j − 1, j + n, . . . , m+ n− 1) ,
(u′1, . . . , u
′
n) := (j, j + 1, . . . , j + n− 1) .
Then the inverse of π ◦j ρ is dened by
(π ◦j ρ)
−1(i) :=

uπ−1(i) for 1 ≤ i ≤ π(j)− 1
u′ρ−1(i−π(j)+1) for π(j) ≤ i ≤ π(j) + n− 1
uπ−1(i−n+1) for π(j) + n ≤ i ≤ m+ n− 1
With this notation, for any m,n ≥ 1, 1 ≤ j ≤ m, π ∈ Sm, ρ ∈ Sn, a ∈ P(m) and
b ∈ P(n) the following equality holds
(π ◦j ρ)(a ◦j b) = (πa) ◦π(j) (ρb) .
(2) For any m,n ≥ 1 and for any a ∈ P(m) and b ∈ P(n) the following equality holds
τm+n−1(a ◦m b) = (τnb) ◦1 (τma) .
(3) For any k, l,m ≥ 1 and 1 ≤ i < j ≤ k and for any a ∈ P(k), b ∈ P(l), c ∈ P(m):
(a ◦i b) ◦j+l−1 c = (a ◦j c) ◦i b .
(4) For any k, l,m ≥ 1, 1 ≤ i ≤ k, 1 ≤ j ≤ l and for any a ∈ P(k), b ∈ P(l), c ∈ P(m):
(a ◦i b) ◦i+j−1 c = a ◦i (b ◦j c) .
Remark 9.2. (1) In [GK℄ (1.2.1) there is an error in the expliit denition of the per-
mutation π ◦j ρ. The axioms an be visualised by drawing trees. We refer to [GK℄
1 for further motivation.
(2) It is easy to express axioms (1)-(4) in terms of ommutative diagrams. By means of
these diagrams one an dene yli operads in any monoidal ategory.
Example 9.3. Let k be a ring. Let M be an k-module and let b : M ⊗M → k be a bilinear
form. We dene a yli operad E [M, b] by putting E [M, b](n) := M⊗(n+1), providing this
spae with the natural left Sn+-ation
π(v0 ⊗ . . .⊗ vn) := vπ−1(0) ⊗ . . .⊗ vπ−1(n) ,
and with the omposition morphisms
◦j : M
⊗(m+1) ⊗M⊗(n+1) → M⊗(m+n)
whih map an element (v0 ⊗ . . .⊗ vm)⊗ (w0 ⊗ . . .⊗ wn) to the element
b(vj ⊗ w0)v0 ⊗ . . .⊗ vj−1 ⊗ w1 ⊗ . . .⊗ wn ⊗ vj+1 ⊗ . . .⊗ vm .
Example 9.4. There is an obvious super version of Example 9.3 whih will play an important
role in 11: Let k be a ring and let M = M0 ⊕ M1 be a Z/2-graded k-module. For a
homogeneous element v ∈ M we denote by |v| ∈ {0, 1} its degree. Let b : M ⊗M → k be a
symmetri bilinear form of degree 0. This means that for homogeneous elements v, w ∈ M
we have b(v, w) = (−1)|v||w|b(w, v) and b(v, w) = 0 if |v| 6= |w|. We dene the yli operad
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Es[M, b] as follows. The objets of the operad are Es[M, b](n) := M⊗(n+1). The Sn+-ation
on M⊗(n+1) is given by
π(v0 ⊗ . . .⊗ vn) := (−1)
|vj ||vj+1|v0 ⊗ . . .⊗ vj−1 ⊗ vj+1 ⊗ vj ⊗ vj+2 ⊗ . . .⊗ vn
where the vi are homogeneous elements of M and π = (j, j + 1) is the transposition of two
neighbouring elements j and j+1. Finally, for homogeneous elements vi, wi the omposition
(v0 ⊗ . . .⊗ vm) ◦j (w0 ⊗ . . .⊗ wn) is dened as
(−1)Nb(vj , w0)v0 ⊗ . . .⊗ vj−1 ⊗ w1 ⊗ . . .⊗ wn ⊗ vj+1 ⊗ . . .⊗ vm
where N =
∑n
r=0
∑m
s=j+1 |wr||vs|
Example 9.5. The yli operad M 0 in the monoidal ategory of algebrai varieties is
dened as follows: M 0(1) is the empty variety and for n ≥ 2 the varietyM 0(n) is the moduli
spae M 0,n+1 of stable (n+ 1)-pointed urves of genus zero. This spae is endowed with an
obvious left Sn+-ation. For m,n ≥ 2 the omposition morphism
◦j : M 0,m+1 ×M 0,n+1 →M 0,n+m
is the luthing morphism, whih in terms of S-valued points an be expressed by((
C, (xi)
)
,
(
C ′, (x′i)
))
7→
(
C ⊔ C ′/(xj = x
′
0); x0, . . . , xj−1, x
′
1, . . . , x
′
n, xj+1, . . . , xm
)
Example 9.6. By applying the homology funtor A∗ to the operad M 0, we obtain a yli
operad AM 0 in the ategory of Q-vetor spaes.
Example 9.7. Let P and Q be two yli operads. Then the produt yli operad P ⊗Q
has objets (P ⊗Q)(n) := P(n)⊗Q(n), with Sn+ ating on both fators, and omposition
(a⊗ a′) ◦j (b⊗ b
′) := (a ◦j b)⊗ (a
′ ◦j b
′)
for a ∈ P(m), a′ ∈ Q(m), b ∈ P(n), b′ ∈ Q(n).
The entral objet of this paper is the yli operad M˜0 in the monoidal ategory of Artin
staks, whih we will dene now. We let
M˜0(1) :=M˜0,2 = BGm×W
M˜0(n) :=M 0,n+1 ×W
n+1
for n ≥ 2.
Thus for n ≥ 2 an S-valued point of M˜0(n) is a tupel
(C, (x0, . . . , xn), (ξ0, . . . , ξn))
where (C, (xi)) is an n-pointed stable urve of genus 0 over S and ξi is an objet in W (S)
for 0 ≤ i ≤ n.
On M˜0(1) the ation of S1+ is given by the involution σ dened on page 22. For n ≥ 2
there is an obvious left ation of the symmetri group Sn+ on M˜0(n) whih on S-valued
points is given by
τ(C, (x0, . . . , xn), (ξ0, . . . , ξn)) := (C, (xτ(0), . . . , xτ(n)), (ξτ(0) . . . , ξτ(n))) for τ ∈ Sn+.
Let us now dene the omposition morphisms
◦j : M˜0(m)× M˜0(n)→ M˜0(m+ n− 1) for m,n ≥ 1 and 1 ≤ j ≤ m.
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Assume rst that m,n ≥ 2. Then we let ◦j be the morphism whih on S-valued points is
given by(
C, (xi), (ξi)
)
◦j
(
C ′, (x′i), (ξ
′
i)
)
=
(
C ′′, (x′′i ), (ξ0, . . . , ξj−1, ξ
′
1, . . . , ξ
′
n, ξj+1, . . . , ξm)
)
where (
C ′′, (x′′i )
)
:=
(
C, (xi)
)
◦j
(
C ′, (x′i)
)
,
as dened in Example 9.5.
Next assume that m ≥ 2 and n = 1. In this ase we dene the morphism ◦j : M˜0(m) ×
M˜0(1)→ M˜0(m) by(
C, (xi), (ξi)
)
◦j η :=
(
C, (x0, . . . , xm), (ξ0, . . . , ξj−1, cK(ξj, η), ξj+1, . . . , ξm)
)
where K := x∗jOC(xj) and cK is the morphism from Denition 6.8.
Now let m = 1 and n ≥ 2. Then the morphism ◦1 : M˜0(1)× M˜0(n)→ M˜0(n) is dened
by
η ◦1
(
C, (xi), (ξi)
)
:=
(
C, (x0, . . . , xn), (cK(ξ0, σ(η)), ξ1, . . . , ξn)
)
where K := x∗0OC(x0), cK is the morphism from Denition 6.8, and σ : M˜0(1)
∼
→ M˜0(1) is
the involution from page 22.
Finally let m = n = 1. Then we let ◦1 : M˜0(1) × M˜0(1) → M˜0(1) be the morphism c
from page 22.
It is straightforward to hek that M˜0 satises the axioms of a yli operad (without
unity) in the monoidal ategory of Artin staks. Sine M˜0(1) is non-empty and for n ≥ 2
the objets M˜0(n) andM 0(n) (f. Example 9.5) dier only by a fator W
n+1
, it makes sense
to all the operad M˜0 an extension of the operad M 0.
We would like to dene a yli operad AM˜0 in the monoidal ategory of vetor spaes by
applying the the ohomology funtor A∗ to M˜0. However there is a problem here, sine the
morphisms ◦j : M˜0(m)×M˜0(n)→ M˜0(m+n−1) are not proper exept in those ases where
m = 1 or n = 1, and we do not know how funtoriality of homology an be extended to the
morphisms ◦j also in the ases where both m,n ≥ 2. Therefore in the following denition of
the yli operad AM˜0 the omposition morphisms AM˜0(m)⊗AM˜0(n)→ AM˜0(m+n−1)
for m,n ≥ 2 will be dened in an ad ho manner.
For n ≥ 1 let AM˜0(n) := A∗(M˜0(n)). By Corollary 5.11 we an identify these groups as
follows:
AM˜0(1) =R[t0] ,
AM˜0(n) =A∗M 0,n+1 ⊗ R
⊗(n+1)
for n ≥ 2.
In the range n ≥ 2 we dene AM˜0 to have the same struture as the produt operad
AM 0 ⊗ E [R, b] (f. Examples 9.6, 9.3, 9.7) where the bilinear form b : R⊗R→ Q is dened
as follows: Let pr0 : R =
⊕
i=0 Ii → I0 = Q be the projetion onto the omponent of degree
zero. Then we set
b(x⊗ y) := pr0(x)pr0(y) for x, y ∈ R.
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It remains to dene the struture of AM˜0 in the ases where the rst omponent AM˜0(1)
is involved. In these ases we an take the struture indued by the operad M˜0. By the
results of 8 this an be made expliit as follows.
The ation of S1+ on R[t0] is given by the involution ι from Proposition 7.1.
The omposition morphism ◦1 : AM˜0(1) ⊗ AM˜0(1) → AM˜0(1) is identied with the
multipliation ⊙ : R[t0]⊗R[t0]→ R[t0] (f. Proposition 8.1).
Form ≥ 2 and 1 ≤ j ≤ m the omposition morphism ◦j : AM˜0(m)⊗AM˜0(1)→ AM˜0(m)
is identied with the morphism (A∗M0,m+1⊗R
⊗(m+1))⊗R[t0]→ A∗M 0,m+1⊗R
⊗(m+1)
whih
maps an element (a⊗ (f0 ⊗ . . .⊗ fm))⊗ g to the element
(a⊗ f0 ⊗ . . .⊗ fj−1 ⊗ 1⊗ fj+1 ⊗ . . .⊗ fm)q
′
j
(
(fj ⊙ g)|t0=φj
)
(f. Proposition 8.8). In the last formula, the symbol φj denotes the lass
c1(x
∗
jωm+1) ∈ A∗M 0,m+1
where (X0,m+1/M 0,m+1, (xi)) is the universal objet over M 0,m+1, ωm+1 is the relative dual-
izing sheaf of X0,m+1 →M 0,m+1, and q
′
j is the ring homomorphism
A∗M 0,m+1 ⊗R → A∗M0,m+1 ⊗ R
⊗(m+1)
x⊗ f 7→ x⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
j times
⊗ f ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
(m− j) times
Finally, for n ≥ 2 the omposition morphism ◦1 : AM˜0(1) ⊗ AM˜0(n) → AM˜0(n) is
identied with the morphism R[t0] ⊗ (A∗M0,n+1 ⊗ R
⊗(n+1)) → A∗M 0,n+1 ⊗ R
⊗(n+1)
whih
maps an element g ⊗ (a⊗ (f0 ⊗ . . .⊗ fn)) to the element
(a⊗ 1⊗ f1 ⊗ . . .⊗ fn)q
′
0
(
(f0 ⊙ ι(g))|t0=φ0
)
.
Proposition 9.8. Let ψ˜1 be the element −t0 − t1 of R[t0] = AM˜0(1). Let n ≥ 1 and let
x ∈ AM˜0(n). There exists a sequene of elements x0, x1, . . . , xr ∈ AM˜0(n), a sequene of
numbers a1, . . . , ar ∈ N0, and a sequene of numbers j1, . . . , jr ∈ {1, . . . , n} suh that
(i) xr equals x,
(ii) for 1 ≤ i ≤ r we have xi = xi−1 ◦ji ψ˜
ai
1 ,
(iii) x0 equals ψ˜
a0
1 for some a0 ≥ 0, if n = 1, and x0 is an element of A∗M 0,n+1, if n ≥ 2.
Denition 9.9. Let P and Q be two yli operads. A morphism
F : P → Q
is a sequene F (n) : P(n) → Q(n) (n ≥ 1) of morphisms suh that eah F (n) ommutes
with the Sn+-operation and suh that for every m,n ≥ 1, 1 ≤ j ≤ m, x ∈ P(m), y ∈ P(n)
we have
F (m+ n− 1)(x ◦j y) = F (m)(x) ◦j F (n)(y) .
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Example 9.10. There is a natural morphism F from the yli operad AM 0 (f. Example
9.5) to the yli operad AM˜0 dened above. F (1) is the zero map and for n ≥ 2 the
morphism F (n) : AM 0(n)→ AM˜0(n) is dened by
F (n)(x) := x⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
(n+ 1) times
for x ∈M 0,n+1.
10. The morphisms s˜t : M g,n(V, β)→ M˜g,n
Let V be a smooth projetive variety and let Num1(V ) ⊂ Z1(V ) be the subgroup of
1-dimensional yles whih are numerially equivalent to zero. It is well known (f. [F℄,
Example 19.1.4) that the groupN1(V ) := Z1(V )/Num1(V ) is a nitely generated free abelian
group. Let
B(V ) := {β ∈ N1(V ) | c1(L) ∩ β ≥ 0 for all ample line bundles L on V } .
Then B(V ) is a submonoid of N1(V ) with the property that for all β ∈ B(V ) there are only
nitely many pairs (β1, β2) ∈ B(V )× B(V ) suh that β1 + β2 = β.
Choose a basis (e1, . . . , er) of N1(V ), and let Λ be the loalisation by
∏r
i=1 qi of the power
series ring Q[[q1, . . . , qr]]. Then the mapping{
B(V ) → Λ
β 7→ qβ := qb11 . . . q
br
r where β =
∑
i biei
is a harater of the monoid B(V ).
For g, n ≥ 0 and β ∈ B(V ) let M g,n(V, β) be the moduli stak of stable n-pointed maps
of genus g and lass β into V . We refer to [M℄ Ch.V,5 for a preise denition of M g,n(V, β).
Reall from [M℄ Ch.V 4.4 that for (g, n) in the stable range (i.e. for n > 2(1 − g)) there
exists a natural morphism
st : M g,n(V, β)→M g,n
alled the stabilisation morphism. For (g, n) = (0, 2) there is no suh morphism, sine M0,2
is the empty variety.
Let M˜0,2 := BGm×W as in Denition 6.4, and for (g, n) in the stable range let
M˜g,n := M g,n ×W
n .
Thus the staks M˜g,n are well dened and non-empty for all (g, n) with n > 1 − g. As a
manner of speaking, we say that g, n in the half-stable range, if the ondition n > 1 − g
is fullled. The following result shows that in the half-stable range there is a morphism
analogous to the morphism st.
Proposition 10.1. Let g, n be in the half-stable range. Then there exist natural morphisms
s˜t : M g,n(V, β)→ M˜g,n
suh that in the stable range we have st = pr1 ◦ s˜t where pr1 : M˜g,n →M g,n is the projetion
onto the rst fator.
For the proof we need some preparation.
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Denition 10.2. Let (g, n) be in the half-stable range. Let (C, (xi)) be a prestable n-
pointed urve of genus g over an algebraially losed eld and let x ∈ {x0, . . . , xn−1} be one
of the marked points.
(a) A end of (C, (xi)) is a losed subsheme of C whih is isomorphi to a hain of
projetive lines, and meets the rest of C in exatly one point whih lies on one of the
extremal omponents (alled the base omponent) of the hain.
(b) An end of of (C, (xi)) is alled a loose end if it ontains none of the marked points.
() An end of of (C, (xi)) is alled a pointed end at x, if x is ontained in the end, if
there is no other marked point besides x ontained in the end, and if either the end
onsists of only one omponent, or x lies in the extremal omponent opposite to the
base omponent of the end.
(d) A morphism (C, (xi))→ (C
′, (x′i)) of prestable pointed urves is alled a ontration
of loose ends (resp. ontration of a pointed end at x), if for every point y′ ∈ C ′
the morphism C → C ′ is either an isomorphism at y′, or its bre over y′ is a loose
end (resp. a pointed end at x) of (C, (xi)). Observe that in the pointed ase the
morphism f : (C, (xi)) → (C
′, (x′i)) is what in 2 we alled a modiation of C
′
at
f(x).
Lemma 10.3. Let (g, n) be in the half-stable range and let (C/S, (xi)) be a prestable n-
pointed urve of genus g over a sheme S. Assume that there is a line bundle L over C suh
that
(1) the restrition of L to any omponent of a geometri bre of C → S is of non-negative
degree,
(2) the degree of the restrition of L to a geometri bre of C → S does not depend on
the bre,
(3) the restrition of the sheaf ωC/S(
∑
i xi)⊗L to any geometri bre of C → S is ample.
Then there is a prestable pointed urve (C ′/S, (x′i)) whose geometri bres are without loose
ends, and a morphism
f : (C/S, (xi))→ (C
′/S, (x′i))
whih is bre-wise a ontration of loose ends. Furthermore there is a line bundle L′ on C ′
whih satises properties (1)-(3) above.
If f ′ : (C/S, (xi)) → (C
′′/S, (x′′i )) is a seond morphism with these properties then there
exists a unique isomorphism h : (C ′/S, (x′i))
∼
→ (C ′′/S, (x′′i )) suh that f
′ = h ◦ f .
Proof. Assume rst that S is the spetrum of an algebraially losed eld. Observe that
for every irreduible omponent Y of C the degree of the restrition of ωC/S(
∑
i xi) to Y is
either non-negative, or it is −1. The latter ours preisely if Y is a loose end. Therefore,
if (C/S, (xi)) has loose ends, then the set of all e ≥ 1 suh that the restrition of Me :=
ωC/S(
∑
i xi)
e⊗L to every omponent of C is of non-negative degree, is bounded from above
by deg(L). Let e be maximal with this property. Then the restrition of Me to a omponent
Y of C is of degree zero if and only if Y is a loose end.
There is an m ≥ 1 whih depends only on the numbers g, n, and deg(L), suh that
H1(C,Mme ) vanishes, and H
0(C,Mme ) ⊗ OC → M
m
e is surjetive. The latter denes a
morphism
C → P(H0(C,Mme ))
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and we let (C(1), (x
(1)
i )) be the image of (C, (xi)) by this morphism. Then (C, (xi)) →
(C(1), (x
(1)
i )) is a non-trivial ontration of loose ends.
Observe that (C(1), (x
(1)
i )) is an n-pointed prestable urve of genus g and that the re-
strition L(1) of O
P
(1) to C(1) satises properties (1) and (2) of the Lemma. Therefore if
(C(1), (x
(1)
i )) has loose ends, we an apply the same proedure to this urve. Iterating this
proess we obtain a sequene
(C, (xi))→ (C
(1), (x
(1)
i ))→ (C
(2), (x
(2)
i ))→ . . .
of non-trivial ontrations of loose ends. The length of this sequene is bounded by the
number of omponents of C, whih in turn is bounded by a number whih depends only on
(g, n, deg(L)). Thus there is a last pointed urve (C ′, (x′i)) in this sequene whih is without
loose ends, and it is lear that the omposed morphism (C, (xi))→ (C
′, (x′i)) is a ontration
of loose ends.
Let L be the pull-bak to C of a very ample line bundle on C ′. Then we have
C ′ = Proj
(
⊕∞k=0H
0(C,Lk)
)
Furthermore, the line bundle L has the property that its restrition to any omponent is
non-negative and that it is trivial if and only if the omponent belongs to a loose end. For
any other line bundle L′ on C with this property the sheme Proj
(
⊕∞k=0H
0(C, (L′)k)
)
is
isomorphi to C ′. This proves that C ′ is determined up to isomorphism.
The restrition of the morphism C → C ′ to non-ontrated omponents is an isomorphism.
Therefore there is no non-trivial automorphism of C ′ as an objet under C. This shows that
C ′ is determined even up to a unique isomorphism.
This nishes the proof in the ase where S is the spetrum of an algebraially losed eld.
The general ase works essentially the same way, one just has to replae the ohomology
groups by the appropriate diret image sheaves. 
Lemma 10.4. Let (g, n) be in the stable range, let (C/S, (xi)) be a prestable n-pointed urve
of genus g, whose geometri bres are without loose ends, and let x be one of the xi. Assume
that there is a line bundle L over C suh that the onditions (1)-(3) of Lemma 10.3 are
satised. Then there is a morphism
f : (C/S, (xi))→ (C
′/S, (x′i))
of prestable pointed urves, suh that the geometri bres of (C ′/S, (x′i)) are without a pointed
end at f(x), and suh that (C/S, x) → (C ′/S, f(x)) is a modiation of C ′ at f(x). Fur-
thermore there is a line bundle L′ on C ′ whih again satises properties (1)-(3) stated in
10.3.
If f ′ : (C/S, (xi)) → (C
′′/S, (x′′i )) is a seond morphism with these properties then there
exists a unique isomorphism h : (C ′/S, (x′i))
∼
→ (C ′′/S, (x′′i )) suh that f
′ = h ◦ f .
Proof. As in the proof of Lemma 10.3 we rst assume that S is the spetrum of an alge-
braially losed eld. Arguing similarly as in Lemma 10.3, with the divisor
∑
i xi replaed
by
∑
i xi − x, we see that there is a line bundle on C whose restrition to every omponent
Y is of non-negative degree, and is of degree zero if and only if Y is a pointed end at x. Now
the sought for morphism
(C, (xi))→ (C
′, (x′i))
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is onstruted by an iterative proess exatly as in the proof of the previous lemma.
Uniqueness and the ase of a general base sheme follows also as in the proof of Lemma
10.3. 
After these preparations we are now able to prove Proposition 10.1.
Proof. (of Proposition 10.1) Let (C/S, (xi), f : C → V ) be a stable n-pointed map of genus
g and of lass β ∈ B(V ) to V over a sheme S.
Let M be a very ample line bundle on V . It is well known (f. [M℄, Ch.V, proof of Prop.
4.4.1) that the sheaf f ∗(M)⊗3 satises properties (1)-(3) stated in Lemma 10.3.
Applying this Lemma, we obtain an (up to a unique isomorphism) unique morphism
(C/S, (xi))→ (C
′/S, (x′i))
suh that the bres of (C ′/S, (x′i)) are without loose ends and a line bundle L
′
on C ′ whih
again satises properties (1)-(3) in Lemma 10.3.
If (g, n) = (0, 2) then (C ′/S, x′1, x
′
2) is a zollstok over S whih by Proposition 6.4 gives
rise to an objet η ∈ M˜0,2(S), and we set s˜t(C/S, (xi), f) := η.
Assume now that (g, n) is in the stable range. Let 1 ≤ j ≤ n. By Lemma 10.4 there is
an (up to a unique isomorphism) unique modiation (C ′/S, x′j)→ (C
′′/S, x′′j ) suh that C
′′
is not further ontratible at x′′j . Let ξj ∈ W (S) be the objet whih by Proposition 3.4 is
assoiated to this modiation. Thus we have onstruted an objet
η := (st(C/S, (xi), f), (ξi)) ∈ Mg,n(S)×W
n(S) = M˜g,n(S) ,
whih we dene to be the image of (C/S, (xi), f) by s˜t. 
Next we reall the denition of some tautologial lasses on M g,n(V, β) and at the same
time introdue notation whih we will use in the sequel.
Denition 10.5. (1) Let g, n ≥ 0 and let (Xg,n(V, β)/Mg,n(V, β), (xi), f) be the univer-
sal objet over M g,n(V, β). For 0 ≤ i ≤ n− 1 we dene the line bundle
Li;g,n(V, β) := x
∗
iωXg,n(V,β)/Mg,n(V,β) .
over M g,n(V, β).
(2) If (g, n) is in the stable range and V is a point then Mg,n(V, β) = Mg,n and we write
Li;g,n instead of Li;g,n(V, β).
(3) For g, n ≥ 0 we let
ψi;g,n(V, β) := c1(Li;g,n(V, β)) ∈ A∗(M g,n(V, β))
and for (g, n) in the stable range we let
φi;g,n(V, β) := st
∗ c1(Li;g,n) ∈ A∗(M g,n(V, β))
In ases where no onfusion is likely to arise we often simply write ψi and φi instead
of ψi;g,n(V, β) and φi;g,n(V, β).
Observe that for (g, n) in the stable range and for general (V, β) due to the fat that
st : M g,n(V, β)→ Mg,n ontrats modiations, the line bundles st
∗ Li;g,n and Li;g,n(V, β) are
not isomorphi. Therefore in general the lasses ψi and φi are dierent and it is not lear
whether ψi is a pull bak by st of any lass in M g,n. One of the advantages of the morphism
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s˜t over the morphism st is that, as we will see in a moment, for any (g, n) in the half-stable
range there are lasses ψ˜i ∈ A∗M˜g,n whose pull bak via s˜t are the lasses ψi.
Denition 10.6. (1) We dene the following elements in A∗M˜0,2 = R[t0]:
φ˜0;0,2 := −t0 − t1 , φ˜1;0,2 := t0
and
ψ˜0;0,2 := −t0 , ψ˜1;0,2 := t0 + t1 .
(2) Let (g, n) be in the stable range. For 0 ≤ i ≤ n− 1 we dene the elements
φ˜i;g,n := c1(Li;g,n)⊗ 1⊗ . . .⊗ 1
and
ψ˜i;g,n := φ˜i;g,n + t
(i)
1
in A∗M˜g,n = A∗M g,n ⊗ R
⊗n
, where
t
(i)
1 := [Mg,n]⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
(i− 1) times
⊗ t1 ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
(n− i) times
∈ A∗M g,n ⊗R
⊗n .
Again we often write φ˜i and ψ˜i instead of φ˜i;g,n and ψ˜i;g,n if this does not give rise to
onfusion.
It is lear from the denitions that we have s˜t
∗
(φ˜i) = φi for (g, n) in the stable range. The
lasses ψ˜i satisfy an analogous equation:
Proposition 10.7. Let (g, n) be in the half-stable range. Then we have
s˜t
∗
(ψ˜i) = ψi for 0 ≤ i ≤ n− 1.
Proof. For (g, n) in the stable range the equality follows from Lemma 8.9. Assume now
(g, n) = (0, 2). Let Υ = (C/S, (x0, x1), f : C → V ) be an S-valued point of M 0,2(V, β).
From the denition of s˜t and the proof of Proposition 6.4 it follows that s˜t maps this S-
valued point to η = (L, ξ) ∈ BGm×W where L = x
∗
0OC(x0) = x
∗
0ω
−1
C/S. Thus we have
Υ∗s˜t
∗
t0 = η
∗t0 = c1(L) = −Υ
∗ψ0. This shows s˜t
∗
ψ˜0 = ψ0. Interhanging the role of x0, x1
we get ψ1 = s˜t
∗
ι(ψ˜0) = s˜t
∗
ψ˜1 where ι is the involution dened in Proposition 7.1. 
The following proposition will play an important role in 11.
Proposition 10.8. (a) In A∗M˜0,2 we have the following equality:
ψ˜d00 ψ˜
d1
1 = −ψ˜
d0+1
0 ψ˜
d1−1
1 + ψ˜
d0
0 ◦1 ψ˜
d1−1
1 for d0 ≥ 0, d1 > 0.
(b) Let n ≥ 2, let d0, . . . , dn, e0, . . . , en ≥ 0, and assume dj > 0 for some j ∈ {1, . . . , n}.
Then the following identity holds in A∗M˜0,n+1
n∏
i=0
ψ˜dii φ˜
ei
i =
n∏
i=0
ψ˜
di−δi,j
i φ˜
ei+δi,j
i +
(
φ˜
ej
j
∏
i:i 6=j
ψ˜dii φ˜
ei
i
)
◦j ψ˜
dj−1
1;0,2
where ψ˜i := ψ˜i;0,n+1 and φ˜i := φ˜i;0,n+1.
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Proof. For the proof of (a) notie that we have
ψ˜d00 ψ˜
d1
1 = (−t0)
d0(t0 + t1)
d1 = −(−t0)
d0+1(t0 + t1)
d1−1 + (−t0)
d0t1(t0 + t1)
d1−1
The stated equality now follows by Lemma 8.3. The proof of (b) is analogous to the proof
of Corollary 8.10. 
11. Gravitational orrelators
Let V be a smooth projetive variety. For g, n ≥ 0 and β ∈ B(V ) let M g,n(V, β) be the
moduli stak of stable n-pointed maps of genus g and lass β into V (f. beginning of 10). In
[BF℄, Behrend and Fantehi have onstruted anonial element Jg,n(V, β) ∈ A∗M g,n(V, β),
alled the virtual fundamental lass.
Assume now that (g, n) is in the stable range, i.e. that n > 2(1 − g). Then the moduli
spae Mg,n is not empty and there exist natural morphisms
ev : M g,n(V, β)→ V
n
st : M g,n(V, β)→M g,n
alled the evaluation morphism and the stabilisationmorphism respetively (f. [M℄ Ch.V
4). The push-forward
Ig,n(V, β) := (ev, st)∗Jg,n(V, β) ∈ A∗(V
n ×M g,n)
of the virtual fundamental lass is alled the Gromov-Witten orrespondene. For oho-
mology lasses α0, . . . , αn−1 ∈ H
∗(V,Q) one denes the Gromov-Witten lass
Ig,n,β(α0, . . . , αn−1) := PD
−1 p2∗(p
∗
1(α0 ⊗ . . .⊗ αn−1) ∩ Ig,n(V, β)) ∈ H
∗(M g,n)
where p1 : V
n × M g,n → V
n
and p2 : V
n ×M g,n → M g,n are the projetions, and PD :
H∗(M g,n)
∼
→ H∗(M g,n) is the Poinaré duality map. Let I
∨
0,n,β : H∗(M 0,n,Q) → H∗(V,Q)
⊗n
be dual to the map α0 ⊗ . . .⊗ αn−1 7→ Ig,n,β(α0, . . . , αn−1) and let I
∨
n be the omposition of∑
β∈B(V )
I∨0,n,βq
β : H∗(M 0,n,Q)→ H∗(V,Λ)
⊗n
with the natural map A∗(M0,n)→ H∗(M 0,n,Q) The following theorem is well-known.
Theorem 11.1. Let Λ be the topologial ring dened at the beginning of 10. Let H be
the Λ-module H∗(V,Λ), endowed with the natural Z/2-grading. Let b : H ⊗ H → Λ be the
Λ-linear ontinuation of the Poinaré pairing. Then the morphisms I∨(1) := 0 and
I∨(n) := I∨n+1 : AM 0(n)→ E
s[H, b](n) for n ≥ 2
dene a morphism I∨ : AM 0 → E
s[H, b] of yli operads.
Reall the denition of Gromov-Witten invariants: For α0, . . . , αn ∈ H
∗(V,Q) one sets
〈α0, . . . , αn〉0,β :=
∫
J0,n(V,β)
ev
∗
0α0 ∪ · · · ∪ ev
∗
nαn ∈ Q
where evi : M 0,n+1(V, β) → V is the i-th evaluation map. The following Lemma is easy to
hek:
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Lemma 11.2. In terms of the morphism I∨ : AM 0 → E
s[H, b] the Gromov-Witten invariants
an be expressed as follows:∑
β∈B(V )
〈α0, . . . , αn〉0,β q
β =
〈
I∨(n)([M 0,n+1]) , α0 ⊗ . . .⊗ αn
〉
where the brakets on the right hand side are indued by the pairing H∗(V,Q)⊗H
∗(V,Q)→ Q.
Reall (f. 10) that for all n > 1− g there is a morphism
s˜t : M g,n(V, β)→ M˜g,n := M g,n ×W
n
whih is analogous to the stabilisation morphism st. By means of this morphism, we would
like to onstrut an analogue of the morphism I∨. However it is not lear to us how to do
this, sine the morphisms s˜t are not proper. Still it seems reasonable to make the following
onjeture:
Conjeture 11.3. There is a natural morphism I˜∨ : AM˜0 → E
s[H, b] of yli operads,
whih is analogous to the morphism I∨ and has the following properties:
(a) For eah n ≥ 1 the image of I˜∨(n) lies in the even part of H⊗(n+1).
(b) The morphism I∨ from Theorem 11.1 fatorises through I˜∨. More preisely we have
I∨ = I˜∨ ◦ F where F : AM 0 → AM˜0 is the morphism from Example 9.10.
We expet that also an analogue of Lemma 11.2 holds, where Gromov-Witten invariants
are replaed by gravitational orrelators (also alled Gromov-Witten invariants with gravi-
tational desendents) and I∨ is replaed by I˜∨. Before formulating a onjeture, let us reall
the denition of (generalised) gravitational orrelators. Let φi, ψi ∈ A
∗(Mg,n+1(V, β)) be the
lasses dened in Denition 10.5. To ohomology lasses α0, . . . , αn ∈ H
∗(V,Q) and integers
di, ei ≥ 0 one assoiates the numbers
〈τd0,e0α0, . . . , τdn,enαn〉g,β :=
∫
Jg,n+1(V,β)
ψd00 φ
e0
0 ∪ ev
∗
0α0 ∪ · · · ∪ ψ
dn
n φ
en
n ∪ ev
∗
nαn ∈ Q
alled generalised gravitational orrelators. If all ei vanish, the numbers are alled gravita-
tional orrelators. It is ustomary to write τd instead of τd,0. Notie that the φi are dened
only for (g, n) in the stable range sine otherwise M g,n is empty. In ontrast, ψi is dened
for any g, n ≥ 0. So while the above denition of generalised gravitational orrelators makes
sense only in the stable range, gravitational orrelators proper exist for all g, n.
Conjeture 11.4. Let φ˜i, ψ˜i ∈ A∗M˜g,n+1 be dened as in Denition 10.6. The morphism
I˜∨ from Conjeture 11.3 has the property that∑
β∈B(V )
〈τd0,e0α0, . . . , τdn,enαn〉0,β q
β =
〈
I˜∨(n)
(
n∏
i=0
ψ˜dii φ˜
ei
i
)
, α0 ⊗ . . .⊗ αn
〉
for all n ≥ 1, α0, . . . , αn ∈ H
∗(V,Q).
In the remaining of this paragraph we assume Conjetures 11.3 and 11.4 to be true. As a
rst appliation we will show how the following theorem of Kontsevih and Manin (f. [KM℄
Thm. 1.2, [M℄ VI. Thm. 6.2) an be derived from the onjetures.
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Theorem 11.5. Let n > 1, let d0, . . . , dn ≥ 0, e0, . . . , en ≥ 0, β ∈ B(V ) and let α0, . . . , αn ∈
H∗(V,Q) be homogeneous elements. Let (∆a) be a basis of the Q-vetor spae H
∗(V,Q) and
let (∆a) be its Poinaré dual basis. Assume that dj > 0 for some j. Then we have〈
τdi,eiαi | i = 0, . . . , n
〉
0,β
=
〈
τdi−δi,j ,ei+δi,jαi | i = 0, . . . , n
〉
0,β
+
+
∑
a,β1+β2=β
(−1)P
〈
τdj−1αj , τ0∆
a
〉
0,β1
〈
τ0,ej∆a, τdi,eiαi | i = 0, . . . , j − 1, j + 1, . . . , n
〉
0,β2
where P =
∑j−1
i=0 |αi||αj|.
Theorem 11.5 an be dedued from Conjetures 11.3 and 11.4 as follows. Assume that
these onjetures are true. For onveniene we write
〈η;α1, . . . , αn〉 := 〈I˜
∨(n)(η), α0 ⊗ . . .⊗ αn〉 .
Sine the gravitational orrelators are symmetri (in the sense of super mathematis) in
its entries, the ase j = 0 follows from the ase j = 1. Thus we may assume j > 0. By
Proposition 10.8 we have
n∏
i=0
ψ˜dii φ˜
ei
i =
n∏
i=0
ψ˜
di−δi,j
i φ˜
ei+δi,j
i +
(
φ˜
ej
j
∏
i:i 6=j
ψ˜dii φ˜
ei
i
)
◦j ψ˜
dj−1
1;0,2 .
Without loss of generality we may assume that the ∆ν , ∆
ν
are homogeneous. Lemma 12.1
from the Appendix implies〈(
φ˜
ej
j
∏
i:i 6=j
ψ˜dii φ˜
ei
i
)
◦j ψ˜
dj−1
1;0,2 ;α0, . . . , αn
〉
=
=
∑
ν
(−1)Nν
〈(
φ˜
ej
j
∏
i:i 6=j
ψ˜dii φ˜
ei
i
)
;α0, . . . , αj−1,∆ν , αj+1, . . . , αn
〉〈
ψ˜
dj−1
1;0,2 ; ∆
ν , αj
〉
where
Nν = P + |αj ||∆
ν |+
j−1∑
i=0
|αi||∆ν |
By means of Conjeture 11.4 the Theorem follows immediately.
Up to this point we have used Proposition 10.8 only for n > 2, i.e. in the stable range.
Let us see what it looks like for n = 2. Reall that in this ase the formula reads
ψ˜d00 ψ˜
d1
1 = −ψ˜
d0+1
0 ψ˜
d1−1
1 + ψ˜
d0
0 ◦1 ψ˜
d1−1
1 for d0 ≥ 0, d1 > 0.
Applying Lemma 12.1 from the Appendix and assuming Conjetures 11.3, 11.4 we get
Proposition 11.6. Let d0 ≥ 0, d1 > 0, β ∈ B(V ) and let α1, α2 ∈ H
∗(V,Q) be homogeneous
elements. Let (∆a) be a basis of the Q-vetor spae H
∗(V,Q) and let (∆a) be its Poinaré
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dual basis (i.e. ∆a ∪∆
b = δa,b). Then we have〈
τd0α0, τd1α1
〉
0,β
= −
〈
τd0+1α0, τd1−1α1
〉
0,β
+
+
∑
a,β1+β2=β
(−1)|α0||α1|
〈
τd0α0, τ0∆a
〉
0,β1
〈
τ0∆
a, τd1−1α1
〉
0,β2
.
The formula in Proposition 11.6 an be proven by other means then via Conjetures
11.3, 11.4. In fat A. Givental assured me that it is well-known sine the very ineption of
the theory (Dijkgraaf-Witten and Dubrovin, 1991-1992). For example it is implied by the
formula (for t = 0)
Vα,β(t, q, x, y) =
1
x+ y
∑
ǫ,ǫ′
ηǫ,ǫ
′
Sǫ,α(t, q, x)Sǫ′,β(t, q, y)
on the bottom of the 13-th page of Givental's paper [Gi℄.
The following proposition redues the amount of information ontained in the morphism
I˜∨ : AM˜0 → E
s[H, b].
Proposition 11.7. Assume that Conjetures 11.3, 11.4 are true. Then the morphism I˜∨ :
AM˜0 → E
s[H, b] of yli operads is ompletely determined by all two-point gravitational
orrelators thogether with all elements〈
ξ
n∏
i=0
ψ˜kii ;α0, . . . , αn
〉
∈ Λ
where n ≥ 2, ki ≥ 0, ξ ∈ A∗M 0,n+1, αi ∈ H
∗(V,Q).
Proof. Clearly, the knowledge of I˜∨ : AM˜0 → E
s[H, b] amounts to the same as the knowledge
of the elements
〈η;α0, . . . , αn〉 ∈ Λ
for all n ≥ 1, η ∈ AM˜0(n), αi ∈ H
∗(V,Q).
Assume rst that n = 1. By Corollary 8.7 the element η is a linear ombination of elements
of the form
ψ˜a11 ⊙ · · · ⊙ ψ˜
ar
1 = (. . . (ψ˜
a1
1 ◦1 ψ˜
a2
1 ) ◦1 . . . ) ◦1 ψ˜
ar
1
where r ≥ 1, ai ≥ 0 and ψ˜1 = t0+ t1. Applying Lemma 12.1 of the Appendix, it follows that
the element
〈(. . . (ψ˜a11 ◦1 ψ˜
a2
1 ) ◦1 . . . ) ◦1 ψ˜
ar
1 ;α0, . . . , αn〉 ∈ Λ
an be written as an expression involving only gravitational two-point orrelators. This
proves the proposition in the ase n = 1.
Now let n ≥ 2. Any element of AM˜0(n) is a linear ombination of elements of the form
η = ξ ⊗ w0 ⊗ . . .⊗ wn
where ξ ∈ AM 0(n) and wi ∈ R. With the notation on page 35 we an write η =
ξ
∏n
i=0 q
′
i([M 0,n+1]⊗wi) . Sine wi does not depend on t0, we have [M 0,n+1]⊗wi = wi|t0=φi
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in the notation of Proposition 8.8, and therefore we an write
η = ξ
n∏
i=0
q′i(wi|t0=φi) .
By Corollary 8.7 every wi is a linear ombination of elements of the form ψ˜
a1
1 ⊙ · · · ⊙ ψ˜
ar
1 ,
and it is easy to hek that for all x0, . . . , xn, y ∈ R[t0] we have
ξ
(∏
i:i 6=j
q′i(xi|t0=φi)
)
q′j((xj ⊙ y)|t0=φj) =
(
ξ
∏
i:i 6=j
q′i(xi|t0=φi)
)
◦j y .
This shows that with the help of Lemma 12.1 from the Appendix we an again write the
element 〈η;α0, . . . , αn〉 as an expression involving only gravitational two-point orrelators
and elements of the form 〈γ;α0, . . . , αn〉 where
γ = ξ
n∏
i=0
q′(ψ˜ki1 |t0=φi) = ξ
n∏
i=0
ψ˜kii
for some ki ≥ 0. 
Remark 11.8. With the notation of Proposition 11.7 it seems reasonable to onjeture that
for n ≥ 2 we have〈
ξ
n∏
i=0
ψ˜kii ;α0, . . . , αn
〉
=
∑
β∈B(V )
qβ
∫
ξ
I0,n+1(V, β; k0, . . . , kn)(α0 ⊗ . . .⊗ αn)
where the maps Ig,n+1(V, β; k0, . . . , kn) : H
∗(V n+1,Q) → H∗(M g,n+1,Q) are the so-alled
ohomologial orrelators dened in [M℄, Ch. VI 2.2 (2.4). Granting this, Proposition
11.7 says that the AM˜0-algebra struture on H
∗(V,Λ) amounts to the same thing as full
gravitational quantum ohomology of V .
12. Appendix
We plae ourselves in the situation of Example 9.4. Thus let k be a ring, let M be a
Z/2-graded k-module and let b : M ×M → k be an even bilinear form on M .
The bilinear form b indues an even bilinear form 〈 , 〉 on M⊗n whih is haraterised as
follows:
〈v1 ⊗ . . .⊗ vn, α1 ⊗ . . .⊗ αn〉 = (−1)
S
n∏
i=1
b(vi, αi)
for homogeneous vi, αi ∈ M , where S =
∑
i>j |vi||αj|. In other words, (−1)
S
is the sign
whih arises from the sign rule when one reorders the elements v1, . . . , vn, α1, . . . , αn to
v1, α1, . . . , vn, αn.
Lemma 12.1. In the above situation assume that M is a nitely generated free k-module
and that there are basis (∆ν), (∆
ν) of M onsisting of homogeneous elements, suh that
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b(∆ν ,∆
ν′) = δν,ν′. Let m,n ≥ 1, 1 ≤ j ≤ m, and let v ∈ M
⊗(m+1)
, w ∈ M⊗(n+1) be even
elements. Then for any α = α0 ⊗ . . .⊗ αm+n−1 ∈M
⊗(m+n)
the following equation holds:
〈v◦jw, α〉 =
∑
ν
(−1)Nν 〈v, α0⊗. . .⊗αj−1⊗∆ν⊗αj+n⊗. . .⊗αm+n−1〉〈w,∆
ν⊗αj⊗. . .⊗αj+n−1〉
where ◦j is the omposition morphism in the operad E
s(M, b) dened in Example 9.4 and
where
Nν :=
j−1∑
i=0
|αi||∆ν |+
j+n−1∑
i=j
|αi||∆
ν |+
(
j+n−1∑
p=j
|αp|
)(
j−1∑
q=0
|αq|
)
≡ |∆ν | mod (2) .
Proof. We may assume that v = v0 ⊗ . . .⊗ vm and w = w0 ⊗ . . .⊗ wn for homogeneous vi,
wi. By denition we have
v ◦j w = ±b(vj , w0)v0 ⊗ . . .⊗ vj−1 ⊗ w1 ⊗ . . .⊗ wn ⊗ vj+1 ⊗ . . .⊗ vm
where the sign arises from interhanging vj+1 ⊗ . . .⊗ vm and w1 ⊗ . . .⊗ wn. Therefore
〈v◦jw, α〉 = ǫ1b(vj , w0)〈v0⊗. . .⊗vj−1⊗vj+1⊗. . .⊗vm , α0⊗. . .⊗αj−1⊗αj+n⊗. . .⊗αm+n−1〉
〈w1 ⊗ . . .⊗ wn , αj ⊗ . . .⊗ αj+n−1〉
where the sign ǫ1 ∈ {±1} omes from interhanging w0 with vj+1, . . . , vm, interhanging
w1, . . . , wn with α0, . . . , αj−1 and interhanging w1, . . . , wn, αj, . . . , αj+n−1 with the elements
αj+n, . . . , αm+n−1. Observe that we have
b(vj , w0) =
∑
ν
b(vj ,∆ν)b(w0,∆
ν)
and onsequently
〈v ◦j w, α〉 =
=
∑
ν
ǫ(ν)〈v, α0 ⊗ . . .⊗ αj−1 ⊗∆ν ⊗ αj+n ⊗ . . .⊗ αm+n−1〉〈w,∆
ν ⊗ αj ⊗ . . .⊗ αj+n−1〉
where ǫ(ν) = ǫ1ǫ2(ν) and ǫ2(ν) is the sign that omes from moving ∆
ν
pass the elements
vj+1, . . . , vm, α0, . . . , αj−1, and moving ∆ν pass w1, . . . , wn.
To simplify ǫ(ν) for given ν, we may assume that ∆ν , ∆ν , vj , w0 all have the same parity,
sine otherwise the orresponding summand is zero anyway. Furthermore, sine w is assumed
to be even, interhanging w1, . . . , wn with something leads to the same sign as interhanging
w0 with the same thing.
Therefore the sign ǫ(ν) is the same as the one whih arises from simply interhanging ∆ν
with itself and interhanging ∆ν , αj , . . . , αj+n−1 with αj+n, . . . , αm+n−1. The last interhange
has no eet sine for given ν we may assume that the parity of ∆ν ⊗ αj ⊗ . . . ⊗ αj+n−1 is
that of the even element w, sine otherwise the orresponding summand vanishes. So nally
we have ǫ(ν) = (−1)|∆ν |.
It remains to show that Nν ≡ |∆ν | mod (2). But this follows immediately from
|∆ν |+
j+n−1∑
i=j
|αi| ≡ |w| ≡ 0 mod 2.
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