Abstract: In this paper we investigate the relationships between port-Hamiltonian and gradient systems; primarily in the linear case. We show how the combination of the property of passivity with that of a gradient system leads to a class of systems which can be directly related to the classical Brayton-Moser description of RLC circuits.
PASSIVITY AND PORT-HAMILTONIAN SYSTEMS
In this section we recall some theory about passive and port-Hamiltonian linear systems. We refer to e.g. Willems (1972a) , Willems (1972b) , van der Schaft (2000) , van der Schaft (2009) , for further background.
Throughout the paper we consider controllable and observable linear systems Σ(A, B, C) (for simplicity without feedthrough term), given in standard input-state-output formatẋ = Ax + Bu
and having transfer matrix H(s) := C(Is − A) −1 B
The system Σ(A, B, C) is passive if there exists a matrix Q = Q T > 0 (in general not unique) such that
or, equivalently (by the Kalman-Yakubovich-Popov lemma), the transfer matrix H(s) is positive real.
A matrix Q satisfying (2) is called a storage matrix, and the corresponding quadratic function 1 2 x T Qx is called a storage function for Σ, in the sense that (2) is equivalent to d dt
for all x, u.
A special situation arises when the system is lossless, in which case the inequality in the first line of (2) is replaced by an equality, or equivalently (3) holds with equality. This corresponds to H(s) being positive real, and additionally satisfying H(s) = −H T (−s).
Fixing a storage matrix Q and defining J to be the skewsymmetric part of the matrix AQ −1 and −R its symmetric part, it follows that any passive system can be written asẋ
where J = −J T , R = R T ≥ 0 (5) Any system (4) satisfying (5) (but with Q = Q T arbitrary) is called a linear input-state-output port-Hamiltonian system with Hamiltonian given by the quadratic function 1 2 x T Qx, cf. van der Schaft (2000 Schaft ( , 2009 ; van der Schaft, Maschke (1995) . Conversely, any port-Hamiltonian system is passive whenever Q ≥ 0. Remark 1.1. A system Σ(A, B, C) satisfying (2) for a possibly indefinite matrix Q = Q T is called a cyclo-passive linear system in (Willems (1972a) ), and the function 1 2 x T Qx is called a cyclo-storage function. It follows that a linear system is port-Hamiltonian if and only if it is cyclo-passive with det Q = 0. For nonlinear systems this equivalence this does not fully hold; see e.g. the discussion in van der Schaft (2000) .
The set of storage matrices satisfying (2) is a convex set, containing in general essentially different storage matrices. This means that in general there also exist different 1 portHamiltonian structures (that is, different matrices J and R) describing the same linear system Σ(A, B, C). A lossless system is an example where the storage matrix, and thus the port-Hamiltonian formulation, is unique.
FROM PASSIVE GRADIENT SYSTEMS TOWARDS A SPECIAL CLASS OF PORT-HAMILTONIAN SYSTEMS
Consider a controllable and observable linear system Σ(A, B, C) with state vector 2 ż z = Az + Bu
with transfer matrix H(s). It follows from the state space isomorphism theorem, see e.g. Willems (1972b) , that the symmetry (or, reciprocity) condition
Denoting P := −GA it follows that P = P T , and the system Σ(A, B, C) satisfying (8) can be rewritten as
A linear system of the form (9) is called a gradient system 4 with potential function 1 2 z T P z and the symmetric matrix G defining a (possibly indefinite) inner product on the state space. We will denote the gradient system (9) by
Conversely, it is immediately checked that the transfer matrix H(s) of any gradient system (8) satisfies H(s) = H T (s).
Remark 2.1. In some references the terminology 'gradient system' is restricted to systems (9) with G > 0, whereas (9) for arbitrary (possibly indefinite) G is called a pseudogradient system. Now consider a gradient system Σ g (G, P, C), which is also passive (equivalently, its transfer matrix H(s) = H T (s) is positive real). It follows that there exist (in general nonunique) matrices Q = Q T > 0 satisfying (2).
One of the important contributions of Willems (1972b) is to show how the properties of being a gradient system and of passivity can be made compatible at the state space level. Indeed, it has been shown in Willems (1972b) that for a passive gradient system there always a storage matrix Q satisfying additionally the compatibility condition Q = GQ −1 G (10) As we will show, this compatibility between passivity and gradient system structure leads to an appealing canonical form of a passive gradient system, closely related to its port-Hamiltonian formulation. Crucial step in obtaining this canonical form is the following simple lemma. Lemma 2.2. Let Q = Q T > 0 and G = G T satisfy (10). Then there exists a basis in which
Proof. Any pair of symmetric matrices, of which at least one is positive-definite, can be simultaneously diagonalized. Thus there exists a basis in which Q and G take the form
. . , g n ) Then, from (10) it follows that g i = ±q i , i = 1, . . . , n. By reordering the coordinates it follows that for some k g i = q i , i = 1, . . . , k, g i = −q i , i = k + 1, . . . , n , and the claim follows.
A special case 5 arises whenever k = 0 or k = n. This corresponds to G being either positive-definite (k = n) or negative-definite (k = 0). In this case it will turn out that the choice of the storage matrix Q is uniquely determined by the compatibility condition (10); see also (Willems (1972b) , Theorem 9) for a similar result obtained along different lines. Corollary 2.3. Let k = n or equivalently G > 0. Then the set of Q satisfying (10) is the singleton Q = G. Let k = 0 or equivalently G < 0. Then the set of Q satisfying (10) is the singleton Q = −G.
Proof. We only prove the statement for the case G > 0; the other case being analogous. Since G > 0 there exists a basis in which G = I. In such coordinates (10) reduces to Q = Q −1 , or equivalently Q 2 = I. However this implies that all eigenvalues of Q are 1 (with a complete set of eigenvectors) and thus Q = I = G. Since G and Q transform in the same way under coordinate transformations, it follows that Q = G.
By application of the previous lemma it follows that any passive gradient system has a storage matrix Q such that in a suitable basis (11) holds. This leads to the following description of a passive gradient system. Proposition 2.4. Consider a passive gradient system and choose the storage matrix Q satisfying (10). Hence by Lemma 2.2 there exist coordinates z = (z 1 , z 2 ) in which (11) holds. In such coordinates the system takes the form
Partitioning the matrix P correspondingly as
while in the special case of a lossless gradient system P 1 = 0 and P 2 = 0. Conversely, any gradient system (12) with P 1 ≥ 0 and P 2 ≤ 0 is passive with storage matrix Q.
In view of (11) this yields P 1 ≥ 0, P 2 ≤ 0, whereas P 1 = 0, P 2 = 0 in case A T Q + QA = 0. Finally, let P 1 ≥ 0, P 2 ≤ 0, then it is directly checked that (2) holds.
The potential function of the passive gradient system (12) can be written out as 1 2
It will become clear from the subsequent port-Hamiltonian formulation of (12) that the first and the second term 5 As we will see later on both cases have the physical interpretation that there is only one type of energy-storage in the system. in the expression for the potential function correspond to the resistive elements of the system, while the crossterm z T 1 P c z 2 arises because of a lossless coupling between energy-storing elements with state vector z 1 and co-energy 1 2 z T 1 Q 1 z 1 and those with state vector z 2 and co-energy 1 2 z T 2 Q 2 z 2 . In the formulation of RLC networks given in Brayton, Moser (1964a,b) , see Example 2.9 later on, the potential function
Again, it is of interest to consider the special cases G > 0 and G < 0: Proposition 2.5. Consider the gradient system (9). If G > 0 (G < 0) then the system is passive if and only if P ≥ 0 (P ≤ 0), and lossless if and only if P = 0.
Proof. Consider the case G > 0. By application of Corollary 2.3 it follows that the system is passive if and only if G is a storage matrix. In suitable coordinates G = I. Writing out in such coordinates the passivity conditions (2) it follows that the system is passive if and only if P ≥ 0 and lossless if and only if P = 0.
As a first step towards the port-Hamiltonian formulation of the passive gradient system (12) we multiply the second part (corresponding to z 2 ) of the differential equations in (12) on both sides with a minus sign, in order to obtain the equivalent system equations
Proposition 2.6. Consider the passive gradient system (12) and its equivalent representation (15). Define the new state vector x = x 1 x 2 by
In these new state variables the passive gradient system (15) takes the forṁ
which is a port-Hamiltonian system (4) with
and Hamiltonian 1 2
We call a port-Hamiltonian system (4) satisfying (17) and having Hamiltonian (18) a reciprocal port-Hamiltonian system.
Proof. It immediately follows that, starting from the representation (15), the dynamics of the system in new state variables
Decomposing the matrix
into its skewsymmetric part J and its symmetric part −R yields the result. (Note that by (13) R ≥ 0.)
We conclude, as announced earlier on, that the matrix P c defines the power-conserving interconnection matrix J of the port-Hamiltonian system, and thus corresponds to a lossless coupling between the two types of energy storage
On the other hand, the symmetric matrices P 1 and P 2 define the dissipation matrix R, and thus correspond to energy dissipation.
The variables x 1 , x 2 are properly called the energy variables corresponding to the energy expressions 
In case Q = G or Q = −G (corresponding to k = n, respectively k = 0) there is only one type of energystorage, and the matrix P c describing the coupling between the two energy-domains is void.
From an external characterization point of view the discussion can be summarized as follows. Corollary 2.7. Consider a controllable and observable system Σ(A, B, C) with transfer matrix H(s) being positive real (equivalently Σ(A, B, C) being passive), and satisfying H(s) = H T (s). Then there exists a matrix Q and coordinates x = (x 1 , x 2 ) in which the system takes the reciprocal port-Hamiltonian formulation (16) with Q 1 > 0, Q 2 > 0 and P 1 ≥ 0, P 2 ≤ 0. Conversely, any reciprocal portHamiltonian system (16) with Q 1 > 0, Q 2 > 0 and P 1 ≥ 0, P 2 ≤ 0 is passive with storage matrix Q = diag(Q 1 , Q 2 ), while its transfer matrix satisfies H(s) = H T (s).
Thus we have shown that any passive gradient linear system can be formulated as a reciprocal port-Hamiltonian system. Note that a crucial step in this formulation is the choice of a storage function 1 2 z T Qz satisfying (10), defining the Hamiltonian H(x) = 1 2 x T Q −1 x. Indeed, for storage functions not satisfying (10) the resulting portHamiltonian system will not be reciprocal. (Note that the conditions (17, 18) imply (15), and thereby (10).) Remark 2.8. In electrical network synthesis theory it is known (see Willems (1972b) for references) that any positive real transfer matrix satisfying the symmetry condition H(s) = H T (s) can be realized by a network consisting of capacitors, inductors, resistors and transformers; i.e., without gyrators. In particular, it was stated in Willems (1972b) that choosing the storage matrix to satisfy (10) precisely corresponds to a synthesis without gyrators. More generally, we see that a reciprocal port-Hamiltonian system (16, 17) is characterized by the absence of diagonal blocks in the J-matrix, and by the absence of the offdiagonal blocks in the R-matrix and the lower block in the B-matrix; see (17). It was already shown before in (van der Schaft (2009)) that such port-Hamiltonian systems allow a formulation extending the Brayton-Moser description of RLC-circuits. Example 2.9. (RLC circuits) In Brayton, Moser (1964a,b) ; Smale (1972) , see also Jeltsema et al. (2003) , a topologically complete RLC electrical circuit is modeled as a gradient system in the following way. First we restrict ourselves to linear RLC circuits; see (34) for the nonlinear case. The resistive content function (or current potential) corresponding to the current-controlled resistors in the circuit is of the form 1 2
for some symmetric matrix R ≥ 0 (the resistance matrix), where I denotes the vector of currents through the inductors of the network. Furthermore, the conductive cocontent function (or voltage potential) corresponding to the voltage-controlled resistors is of the form 1 2 V T GV (20) for some symmetric matrix G ≥ 0 (the conductance matrix) where V is the vector of voltages over the capacitors. Finally, associated to the interconnection between the inductors and capacitors (which can be interpreted as a bank of ideal unity transformers), we define the coupling potential I T ΛV (21) where the matrix Λ, only consisting of elements 1, −1, 0, can be interpreted as a 'turn-ratio' matrix. The total mixed potential function, having dimension of power, is then 1 2
Identifying R with P 1 , −G with P 2 , and Λ with P c we recover the potential function in (14).
Furthermore, the magnetic co-energy Note that k = n corresponds to the special case of an RLcircuit (with Q = L and G void) and k = 0 corresponds to an RC-circuit (with Q = C and R void). A third special case arises in the absence of resistors, corresponding to R and G both being equal to zero. Example 2.10. (Consensus algorithm) Consider a network of n agents, where associated to each i-th agent there is a state variable x i ∈ R. A standard consensus algorithm is given asẋ
where N i denotes the set of neighboring vertices of the vertex i in the (undirected) graph representing the network. Defining the total state vector x = (x 1 , · · · , x n ) this can be written asẋ = −Lx where L = L T ≥ 0 is the Laplacian matrix of the graph 7 . This dynamics can be interpreted in two ways; portHamiltonian or gradient. In the first case the dynamics is a port-Hamiltonian dynamics with Hamiltonian function
in the energy variables x, and with resistive matrix R = L. The other possibility is to consider its gradient representation in the vector of co-energy variables
(which in this case happens to be the same as the vector of energy variables), with inner product being the standard Euclidian inner product G = I, and the potential function given as 1 2 z T Lz (sometimes called the Laplacian potential or disagreement function).
ANOTHER CYCLO-PASSIVE OUTPUT
The formulation as a passive gradient system (12) suggests the possibility of defining another cyclo-passive output function. Indeed, by considering the potential function 1 2 z T P z to be a new cyclo-storage function ('cyclo' because this function is in general indefinite) we may compute d dt
which suggests the definition of the new output
In terms of this new output (24) takes the form d dt
In the context of an RLC-circuit the new output equals the time-derivative of the currents through the voltage sources corresponding to the inputs u, and coincides with the new output proposed in Jeltsema et al. (2003) ; Ortega, Jeltsema, Scherpen (2003) 8 . We summarize this in the following proposition. Proposition 3.1. Consider a passive gradient system (12). Define the new output y P as in (25) . Then the resulting linear system is cyclo-passive with cyclo-storage function 1 2 z T P z. If G > 0 then the system is passive and the potential function 1 2 z T P z is a true storage function.
7 Endow the graph with an arbitrary orientation. Then the Laplacian matrix is given as L = BB T with B the incidence matrix of this directed graph. 8 In these references, motivated by the work of Brayton & Moser (Brayton, Moser (1964a) , Brayton, Moser (1964b) ) and Smale (Smale (1972) ) on stability of RLC-circuits with nonlinear resistors, this cyclo-passive output is used in the context of stabilization.
TOWARDS THE NONLINEAR CASE
Nonlinear gradient systems are defined in local coordinates z for some n-dimensional state space manifold X as systems of the form
where the invertible matrix
defines a (pseudo-) Riemannian metric on X , cf. Crouch (1981) , van der Schaft (1984) , Cortes (2005) . The function P : X → R is called the potential function. This constitutes an obvious extension to the linear case considered before, where G is a constant matrix, the potential function P is the quadratic function 1 2 z T P z, and h(z) is the linear function Cz. An external characterization of nonlinear gradient systems, generalizing the symmetry or reciprocity condition (7), has been given in Cortes (2005) .
A further generalization of the above definition of a gradient system is
where in this case the potential function V (z, u) directly depends on u. Obviously (29) reduces to (27) for
The main bottleneck for extending the results for linear passive gradient systems to the nonlinear case resides in the generalization of the compatibility condition (10) to the nonlinear case. In particular, a proper generalization of this condition seems to involve the restriction of pseudoRiemannian metrics to Hessian pseudo-Riemannian metrics. A pseudo-Riemannian metric defined by the nonsingular symmetric matrix G(z) is called Hessian, see e.g. Duistermaat (2001) ; Alvarez et al. (2004) , if there exists a function K(z) such that the (i, j)-th element g ij (z) of the matrix G(z) is given as
A necessary and sufficient condition for the (local) existence of such a function K(z) is the integrability condition
Indeed, (31) guarantees the local existence of functions
which is the integrability condition guaranteeing the local existence of a function K(z) satisfying 9 ∂h ∂z (z) denotes the matrix with j-th column being the column vector of partial derivatives of h j . For a linear system with y = h(z) = Cz, we have ∂h ∂z
which by differentiation with respect to z i and in view of the definition of g j (z), j = 1, · · · , n, amounts to (30).
The restriction to Hessian pseudo-Riemannian metrics is evidenced by the Brayton-Moser formulation of RLCcircuits (Brayton, Moser (1964a,b) ), as well as by the treatment of nonlinear port-Hamiltonian systems in coenergy variables in (van der Schaft (2009)). The BraytonMoser formulation of linear RLC-circuits (23) extends to RLC-circuits with nonlinear resistors as
with P (z) the mixed-potential function, given as P (z) = P 1 (I) + P 2 (V ) + I T ΛV (35) for a resistive content function P 1 and a conductive cocontent function −P 2 (corresponding to the nonlinear resistors). Hence the pseudo-Riemannian metric in this case is given by the constant matrix
which is clearly Hessian. A nonlinear input-state-output port-Hamiltonian system is given by (van der Schaft, Maschke (1995); van der Schaft (2000))
with J(x) skew-symmetric, and R(x) = R T (x) ≥ 0.
Assuming the mapping from the energy variables x to the co-energy variables e := ∂H ∂x (x) to be invertible, its inverse is given by
with H * (e) = e T x − H(x) the Legendre transform of H. In these co-energy variables the dynamics of the port-Hamiltonian system (37) takes the following form. The time-evolution of e may be obtained from (37) by substituting x(t) = ∂H * ∂e (e(t)) into the differential equation in (37), leading to ∂ 2 H * ∂e 2 (e)ė = [J(x) − R(x)]e + g(x)u,
where one may finally substitute x = ∂H * ∂e (e) in order to obtain a differential equation in the co-energy variables e.
In order to define nonlinear reciprocal port-Hamiltonian systems, suppose now, analogously to (17), that there exist coordinates x = (x q , x p ) in which the matrices J(x), R(x) take the form
(with P c constant), while furthermore g(x) = g 1 0 (with g 1 constant). Also, assume, analogously to (18) that the Hamiltonian H splits as H(x q , x p ) = H q (x q ) + H p (x p ) (41) for certain functions H q and H p . Write now accordingly the co-energy variables as e = (e q , e p ) with e q =
