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SecurityIn this paper, we propose a new algorithm to encrypt binary images. The proposed scheme is described in
several steps. In the first step, we present a new basis to reduce the amount of data required to present
the image. In the second step, the image is split into d blocks, which is used in new images of the same
size as the original one, and represent them in the new basis to obtain a key-image and encrypted images.
The parameters obtained by this transformation are considered as key-image for the encryption and
decryption algorithm. The decryption algorithm is performed by the subtraction between each encrypted
image and key-image, then summing them in an image to obtain the original one. In the same way, we
can apply our proposed algorithm to encrypt a database of binary images. Experimental results demon-
strate the efficiency of the proposed approach.
 2016 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Due to the huge expansion of images and multimedia use in
current nowadays applications, the need for fast and secure repre-
sentation, transmission and storage schemes become more and
more crucial, especially because digital images can contain private
and confidential information that may be associated with financial,
medical or personal interest [1].
Encrypting images is a crucial tool for protecting information
during communication in network, through the rapid development
of computer network large sized images can be easily transmitted
therefore, the encryption operation has become an important
issue. The most classical encrypting techniques are well developed
for the security of textual data, but these are not suitable with dig-
ital media such as images. The main constraint is that, the struc-
ture of image is complex compared to the text file, which implies
that the size of image is much greater than the size of textual file.
In this case the necessity of designing encryption and decryption
algorithms with low complexity is very important. Many
researches from different disciplines like mathematics, computer
science and electrical engineering have focused for developing
robust algorithms for encrypting images in order to offer a higher
level of security in telecommunication networks.
Nowadays, different techniques of image encryption have been
proposed. This is due to the proliferation of sophisticated sensors.By nature, the Internet by its TCP/IP protocol is a subject to any
control, hence its vulnerability to hacker attacks. For this reason,
the large number of researches in the field of visual cryptography
have been developed. Exchange of secret digital images are fre-
quently used worldwide in a second split on the Internet [2].
Therefore, it becomes very important to protect these information
[3].
Cryptographic techniques can be divided into symmetric and
asymmetric encryption [4]. As one of the important research
topics, image encryption has been more developed. Due to its high
processing speed and more degrees of freedom, the added value of
image encryption is showed through the recent optical information
processing technologies. Different optical techniques have been
proposed for image encryption [5,6].
As known, digital images have important proprieties like,
redundancy of data, less sensitive, correlation between pixels and
massive capacity of data. Hence, many of image encryption algo-
rithms have been proposed [7,8] taking profit from these charac-
teristics. Recently, Guomin Zhou et al. [8] proposeed a fast
symmetrical image encryption algorithm based on skew tent
map. Based on a new chaos based Line map, their proposed algo-
rithm encrypts images with different size. In order to perturb the
correlations between the R, G and B components of the true color
image, these three components are encrypted at bit level and oper-
ated at the same time [8]. In fact, several classical encryption
schemes like data encryption standard (DES) [9], triple data
encryption algorithm (TDEA) [10], advanced encryption standard
(AES) [11] and Rivest, Shamir and Adleman (RSA) [11,12] have
1888 A. Houas et al. / Engineering Science and Technology, an International Journal 19 (2016) 1887–1894been developed. However, these algorithms are limited when they
are applied in the encryption of digital images, especially for huge
images [13].
Similar to DES algorithm but faster than DES, Nithin et al. [14]
have proposed the fast image encryption algorithm (FEAL).
Using structurally random matrices and Arnold transform,
Rawat et al. [15] have introduced a digital image encryption
method based on a fast compressed sensing idea. Zhao et al [8]
have recently presented a symmetric digital image encryption
algorithm by a new improper fractional-order chaotic subsystem.
A binary image (bi-valued image) is the type of simple image that
is widely used in various electronic applications such as fingerprint
analysis, robot vision,motion detection and character recognition. It
often appears as cartoons in newspapers and magazines. Moreover,
binary images frequently emerge as the result of many automatic
tasks, such as binarisation, halftoning, edge detection, segmenta-
tion, and thresholding. Certain input/output devices and sensors,
like for examples laser printers, fax machines, biometric devices,
and bi-tone machine screens, can only handle bi-level images.
Due to their simplicity compared with gray level images; it is
better to process binary images in real time. In the context of bin-
ary image encryption, many schemes have been proposed. Among
the most published works, we can find in [16] a scan language is
proposed by Bourbaki in 1986 as a language for efficient accessing
of a two dimensional array. In [17] a parallel implementation ver-
sion for the scan language is presented, which shows that the par-
allel expansion scheme is faster and requires less storage space.
Bourbaki and Alexopoulos in [18] proposed a new encryption
scheme for binary images using scan pattern. This algorithm is
based on a family of 2D transposition which is produced by the
scan language. In [19] Chung and Chang developed an encryption
scheme for binary images with higher security, this approach sets
the different scan patterns at the same level in the scan tree struc-
ture and uses the two dimensional run-encoding technique in
order to ensure a higher security and a good compression ratio.
In [20] a very simple method for binary image encryption is
reported based on inference of two phase-only masks, the main
idea of this algorithm is that: the binary image is first modulated
by a random phase mask and then separated into two phase-only
masks. This approach offers a very low complexity and without
any time consuming iterative computations. Most of the aforemen-
tioned algorithms, they have proved their effectiveness in the area
of cryptography.
In this optic, our paper proposes an efficient encryption algo-
rithm for binary images which is based on dividing the original
image into d blocks, then constructing new images of the same size
as the original one and representing them in a new proposed basis.
We call key-image the matrix of parameters obtained using this
transformation, and we call the encrypted images the represented
images in this new basis.
In the proposed decryption algorithm, a subtraction between
each encrypted image and the key-image is applied, then we
sum them in an image to get the original one.
Moreover, in the same way, we use this new basis to encrypt a
database of binary images. In fact, the idea of this new basis con-
struction is inspired from the paper of Mokhtari and Melkemi
[21]. The authors [21] have proposed a semi-blind watermarking
scheme in gray scale images. The new algorithm changes the coef-
ficients of discrete cosine transform in homogeneous manner. This
algorithm is based on the modification of the base using the con-
cept of the norm or the distance.
The rest of the paper is organized as follows. Section 2 describes
the details of our proposed image encryption/decryption algo-
rithms. Section 3 expresse the details of encryption evaluations
metrics. Experimental results and discussion are reported in Sec-
tion 4. The conclusion is presented in Section 5.2. The proposed scheme
2.1. The mathematical background of the proposed method
In the proposed idea, the transformation of an original binary
image to another encrypted image is inspired from the work pro-
posed by Mokhatri and Melkemi in [21]. This new transformation
diffuses the images of a given data-set in a new basis, in order to
share information quantity almost equal in different images of
our data-set.
In [21], the authors have shown that if we have a database
fIkgk¼1;d of d images, which are represented in the orthonormal
basis fejgj¼1;n, such that for any value of k,
Ik ¼
X
j¼1;n
akj ej ð1Þ
There exists a new base ff jgj¼1;n where for all k:
Ik ¼
X
j¼1;n
bkj f j ð2Þ
With
bkj ¼ bj  akj ð3Þ
and
bkj  kIkk1ﬃﬃﬃnp ð4Þ
By choosing a suitable function and applying the method of least
squares, they will get the optimal settings j ¼ 1; n:
bj ¼
1
d
X
k¼1;d
akj þ kIkk1ﬃﬃﬃnp
 
ð5Þ2.1.1. Example
The basis fejgj¼1;n is the canonical basis of the vector space Rn
with dimension n, in the following example we work with matrices
with dimension 8 8 the dimension of our vector space is
n ¼ 8 8, and the elements of this basis are matrices defined by :
ei;jðs; lÞ ¼
1 for s; lð Þ ¼ i; jð Þ
0 otherwise

; s; l ¼ 1; . . . ;8
Let be I a matrix n ¼ 8 8 such that Iði; jÞ 2 0;1f g.
I ¼
1 1 0 1 1 0 0 1
0 1 0 1 1 0 0 0
1 0 0 0 0 1 1 0
1 0 0 0 0 0 1 1
0 0 0 0 0 1 1 0
1 0 1 0 0 1 0 1
1 1 0 1 0 0 0 1
1 0 0 0 1 1 1 1
0
BBBBBBBBBBBB@
1
CCCCCCCCCCCCA
If, we split matrix I vertically into d ¼ 2 blocks, and construct 2
new matrices I1 and I2 with the same size as I such that each
matrix contains one of the blocks and the remaining value is zero
ðI ¼ I1þ I2Þ, we get
I1 ¼
1 1 0 1 0 0 0 0
0 1 0 1 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0
BBBBBBBBBBBB@
1
CCCCCCCCCCCCA
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0 0 0 0 1 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 1 0
0 0 0 0 0 0 1 1
0 0 0 0 0 1 1 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 1
0 0 0 0 1 1 1 1
0
BBBBBBBBBBBBB@
1
CCCCCCCCCCCCCA
So, we have a1ði; jÞ the element of matrix I1 and a2ði; jÞ the element
of matrix I2. Now, we transform the 2 matrices I1 and I2 into new
basis. We obtain the matrix beta of parameters which are obtained
by this transformation by applying Eq. (5)
b i; jð Þ ¼ 1
2
a1 i; jð Þ þ I1k k1ﬃﬃﬃﬃﬃﬃ
64
p
 
þ a2 i; jð Þ þ I2k k1ﬃﬃﬃﬃﬃﬃ
64
p
  
; i; j ¼ 1; . . . ;8
and b1; b2; the representation of 2 matrices I1 and I2 in this new
basis, according to the Eq. (3)
b1ði; jÞ ¼ bði; jÞ  a1ði; jÞ; i; j ¼ 1; . . . ;8
b2ði; jÞ ¼ bði; jÞ  a2ði; jÞ; i; j ¼ 1; . . . ;8
b ¼
2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2
0
BBBBBBBBBBBBB@
1
CCCCCCCCCCCCCA
b1 ¼
1 1 2 1 2 2 2 2
2 1 2 1 2 2 2 2
1 2 2 2 2 2 2 2
1 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2
1 2 1 2 2 2 2 2
1 1 2 1 2 2 2 2
1 2 2 2 2 2 2 2
0
BBBBBBBBBBBBB@
1
CCCCCCCCCCCCCA
b2 ¼
2 2 2 2 1 2 2 1
2 2 2 2 1 2 2 2
2 2 2 2 2 1 1 2
2 2 2 2 2 2 1 1
2 2 2 2 2 1 1 2
2 2 2 2 2 1 2 1
2 2 2 2 2 2 2 1
2 2 2 2 1 1 1 1
0
BBBBBBBBBBBBB@
1
CCCCCCCCCCCCCA
We notice that almost coefficients of matrix b1 take the value
2  kI1k1ﬃﬃﬃﬃﬃﬃ
88
p and also almost coefficients of matrix b2 take the value
2  kI2k1ﬃﬃﬃﬃﬃﬃ
88
p .
We can return easily to the canonical basis by summation and
subtraction
M ¼ ðb b1Þ þ ðb b2Þ
The proposed idea is applied for both a binary image and a data-
base of d binary images. For a given binary image, we share the orig-
inal image into d blocks (horizontally or vertically or both), then we
construct new images of the same size as the original one, such thateach image contains one of the blocks and the value of the remain-
ing pixels is zero. After that, we transform them into the new basis.
The matrix of parameters which is obtained by this transformation
is called key-image and the images represented in the new basis are
called encrypted images. In the decryption step, each encrypted
image is subtracted with the key-image, and then all these new
images are summed in an image to return-back to the original one.
The proposed encryption approach does not only encrypts a sin-
gle binary image, but it can be used to encrypt a set of binary
images having the same size. Indeed, a database of d binary images
having the same size can be encrypted similarly using the pro-
posed method. First, the d binary images are transformed into
the new basis. The parameters matrix obtained by this transforma-
tion is called key-image and the new images based on this new
basis are called encrypted images. In the same way, the decryption
process subtracts each encrypted image from the key-image in
order to return back to the original database of d binary images.
We explain the two proposed schemes of binary image encryption
and decryption in the two pseudo-codes (see Algorithms 1 and 2).
2.2. The proposed algorithms
In this subsection, we present the two pseudo-codes. In Algo-
rithm 1, we describe the binary image encryption/decryption
pseudo-code. Algorithm 2 presents the binary image database
encryption and decryption pseudo-code.
Let be I a binary image of size m n, to split I into d blocks ver-
tically, we choose d integers n1; n2; . . . ;nd such that
Xd
k¼1
nk ¼ n ð6Þ
I ¼ Block1
zﬄﬄﬄ}|ﬄﬄﬄ{n1
Block2
zﬄﬄﬄ}|ﬄﬄﬄ{n2						
						Block3
zﬄﬄﬄ}|ﬄﬄﬄ{n3 						 . . . . . . . . . : Blockd
zﬄﬄﬄ}|ﬄﬄﬄ{nd						
2
4
3
5 ð7Þ
then we construct d new images I1; I2; . . . ; Id of the same size as I,
such that each image contains one of the blocks and the value of
the remaining pixels is zero,
I1 ¼ Block1
zﬄﬄﬄ}|ﬄﬄﬄ{n1
Zeros
zﬄ}|ﬄ{nn1						
2
4
3
5; I2 ¼ Zeroszﬄ}|ﬄ{
n1
Block2
zﬄﬄﬄ}|ﬄﬄﬄ{n2						
						 Zeros
zﬄ}|ﬄﬄ{nðn1þn2Þ264
3
75 ð8ÞI3 ¼ Zeros
zﬄ}|ﬄ{n1þn2
Block3
zﬄﬄﬄ}|ﬄﬄﬄ{n3						
						 Zeros
zﬄ}|ﬄ{nðn1þn2þn3Þ264
3
75; . . . . . . :;
Id ¼ Zeros
zﬄ}|ﬄ{nnd 						Blockd
zﬄﬄﬄ}|ﬄﬄﬄ{nd24
3
5 ð9Þ
finally, we transform them into the new basis, by computing matrix
b and b1; b2; . . . ; bd representation of I1; I2; . . . ; Id in this new basis,
using Eqs. (3) and (5). Matrix b is used as key-image and
b1; b2; . . . ; bd are used as dencrypted images. For decryption, we
can easily obtain the original image Iby computing
Xd
k¼1
b bkð Þ ¼ d bð Þ 
Xd
k¼1
bk ð10Þ
For a database of d binary images having the same size, the d
binary images are transformed into the new basis, using Eqs. (3)
and (5). The parameters matrix obtained by this transformation
is called key-image and the new images based on this new basis
are called encrypted images. In the same way, the decryption pro-
cess subtracts each encrypted image from the key-image in order
to return back to the original database of d binary images.
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code
1: Encryption:
2: Step 1. Initialization;
3: Input the image to encrypt;
4: Split the image in d blocks;
5: Form d images with the same size as the original one;
6: Step 2: Construction of the key-image and encrypted image;
7: Compute the new basis (compute bj and bj);
8: Save bj as the key-image;
9: Save bj as the encrypted images;
10: Decryption:
11: Step 1. Initialization;
12: Input the key-image and encrypted images;
13: Return to the canonical basis;
14: Step 2: Decryption step;
15: Sum the d splits;
16: Construct and display the decrypted image;Algorithm 2. The proposed binary image database encryption
pseudo code
1: Encryption:
2: Step 1. Initialization;
3: Input the database of d images of the database to encrypt;
4: Step 2: Construction of the key-image and the encrypted
images of the database;
5: Compute the new basis (compute aj and bj);
6: Save bj as the key image;
7: Save bj as the database of encrypted images;
8: Decryption:
9: Step 1. Initialization;
10: Input the key-image and the encrypted images of the
database;
11: Step 2: Decryption step;
12: Return to the canonical basis to get the decrypted images;Table 1
Numerical results of Algorithm 1.
Type Text Cat Lena
PSNR
png 1 1 1
jp2 63.28 66.10 61.04
NPCR
png 100 % 100 % 100 %
jp2 100 % 100 % 100 %
UACI
png 97.55 % 99.16 % 98.29 %
jp2 81.28 % 98.33 % 95.40 %3. Encryption evaluations metrics
To evaluate the efficiency of our cryptography scheme, we will
choose some basic parameters to evaluate our algorithm. One of
the major parameters to examine the encrypted image is the visual
inspection [22,23], another parameter is the study of; characteris-
tic diffusion [24,25], which is measured to judge the randomization
algorithm. If an algorithm has good diffusion characteristic, the
relationship between the encrypted image and the original image
is too complex and can not be easily predicted. In this work, we
propose to study, in detail, the following metrics: the calculation
of PSNR, the correlation between the key-image and the encrypted
image; and in the end we evaluate the characteristics diffusion
through the calculation of two parameters NPCR and UACI.
3.1. Peak Signal to Noise Ratio (PSNR)
The PSNR is used to assess the quality of the recovered image.
Definition 1. Mean Square Error (MSE) is defined as:
MSE ¼ 1
MN
XX
ðFðx; yÞ  F 0ðx; yÞÞ2 ð11Þ
Fðx; yÞ and F 0ðx; yÞ represent the pixel values of M  N original and
reconstructed image.Definition 2. Peak Signal to Noise Ratio (PSNR) is defined as:
PSNR ¼ 10log10ð2552=MSEÞ ð12Þ3.2. Correlation coefficient
Correlation is a measure of the relationship between two vari-
ables. If the two variables are images, and the correlation coeffi-
cient equals zero, then those images are totally different. If the
correlation coefficient equals 1, this means that one of them is
the negative of the other. So, success of the encryption process
can be confirmed by smaller values of the correlation coefficient,
which is given by the following equation:
corr ¼
PN
i¼1ðxi  EðxÞÞ  ðyi  EðyÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i¼1ðxi  EðxÞ2Þ
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i¼1ðyi  EðyÞ2Þ
q ð13Þ
Where
EðxÞ ¼ ð1=NÞ 
XN
i¼1
xi ð14Þ3.3. Characteristics diffusion
Diffusion is an important parameter that must be measured to
judge the encryption algorithm randomization. To test the security
of the image encryption algorithm, two common measures may be
used: Number of Pixels Change Rate (NPCR) and Unified Average
Changing Intensity (UACI) [26,27] Let C1 and C2 be two images
with size N M, we define an array, D, with the same size as
images C1 and C2 by :
Dði; jÞ ¼ 0 if C1ði; jÞ ¼ C2ði; jÞ
1 if C1ði; jÞ – C2ði; jÞ

ð15Þ
The NPCR is defined as:
NPCR ¼
PNM
i;j¼1Dði; jÞ
N M  100% ð16Þ
NPCR measures the percentage of different pixel numbers
between these two images.
If C2 is the encryption image of C1, the UACI is defined as:
UACI ¼ 1
N M
XNM
i;j¼1
C1ði; jÞ  C2ði; jÞj j
MAXðC2Þ
" #
 100% ð17Þ
Which measures the average intensity of differences between the
two images. NPCR and UACI are used in security analysis of image
encryption for differential attacks.
4. Experimental results
4.1. Numerical tests and visual results
We summarize our numerical tests and visual results in
Tables 1–4, and Figs. 1–4.
Table 2
Numerical results for Algorithm 2.
Type Page 1 Page 2 Page 3 Page 4 Page 5 Page 6
PSNR
png 1 1 1 1 1 1
jp2 57.91 57.68 59.62 58.42 59.16 57.37
NPCR
png 100 % 100 % 100 % 100 % 100 % 100 %
jp2 100 % 100 % 100 % 100 % 100 % 100 %
UACI
png 98.96 % 99.02 % 98.25 % 98.98 % 98.96 % 98.84 %
jp2 98.32 % 98.38 % 98.36 % 98.34 % 90.34 % 98.19 %
Table 3
Correlation values between key-image and 6 encrypted images for document of 6
pages.
Encrypted page 1 2 3 4 5 6
Correlation 0.05 0.06 0.04 0.04 0.05 0.08
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and Lena. Each image is split vertically into d ¼ 8 blocks,
key-image and encrypted images are saved in png and in jpeg2000
(jp2 in short) formats (see Figs. 1 and 2). To assess the quality of
the recovered image, PSNR is used and calculated for these images
in the two formats. To test the security of the image encryptionTable 4
Entropy values for original image, key-image and encrypted images.
Image Original Encr1 Encr2 Encr3 Encr
Lena 0.9996 0.1122 0.3125 0.0541 0.06
Text 0.5071 0.0640 0.0414 0.0759 0.06
Cat 0.3117 0.1918 0.1896 0.2374 0.18
Page 1 2 3
Original 0.7789 0.8431 0.76
Encrypted 0.7783 0.8463 0.76
Entropy of key-image (document containing 6 pages) = 0.0361.
Fig. 1. Visual results for Algorithm 1 applied on the images text, cat analgorithm. The parameters NPCR and UACI (see Table 1) and
entropy values (see Table 4) are calculated. For correlation values,
we note that for Algorithm 1, all pixels of key-image are equals in
the 3 images test (lena, cat and text), so correlation value between
key-images and encrypted images is NAN.
For a database of images, we apply our proposed Algorithm 2 on
a document containing d ¼ 6 pages. The key-image and the
encrypted images are saved in png and jp2 formats (see Figs. 3
and 4). In the same way as presented above, the well-known
PSNR;NPCR and UACI are computed in order to assess the perfor-
mance of the proposed approach (see Table 2), also correlation val-
ues (see Table 3) and entropy values (see Table 4) are calculated.4.2. Discussion
To demonstrate the efficiency of the proposed method, we have
applied Algorithms 1 on the three binary images with different
sizes and Algorithm 2 on a data-set called document containing
6 pages as binary images.
A text 227  467 pixels, cat 1024  994 pixels, Lena 512  512
pixels, and the document of 6 pages with 256  256 pixels.
By analyzing the values of the calculated parameters, we can
notice that in the case where the encrypted images and the key
image are saved in the png format, we get the infinite value of4 Encr5 Encr6 Encr7 Encr8 Key
43 0.1302 0.1878 0.1864 0.9457 0
81 0.0642 0.0660 0.0872 0.3139 0
88 0.1834 0.1822 0.2293 0.8486 0
4 5 6
42 0.8021 0.8072 0.5822
25 0.8006 0.8078 0.5903
d Lena. Key-image and encrypted images are saved in jp2 format.
Fig. 2. Visual results for Algorithm 1 applied on images, text, cat and Lena. Key-image and encrypted images are saved in png format.
Fig. 3. Visual results for Algorithm 2 applied on a data-set (document) containing 6 binary images (pages of the document). Key-image and encrypted images are saved in jp2
format.
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Fig. 4. Visual results for Algorithm 2 applied on a data-set (document) containing 6 binary images (pages of the document). Key-image and encrypted images are saved in png
format.
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can find it as well in other case (jp2 format), we got a big values for
the PSNR, that we can confirm the good recovery of our images.
By using the NPCR and UACI criteria, we notice that the NPCR is
100 per 100 for the both cases (png, jp2) and the two tests (images
and document), that means that all the pixels change those values
in the encrypted images. For the UACI test, the almost obtained val-
ues are near of 99 per cent.
By interpreting the correlation values in Table 3, we note that
we got smaller values, this means that the encryption process is
good.
By studying the entropy values obtained in Table 4, we confirm
that key-image has 0entropy for three tests; Lena, cat and text, this
means that key-image contains only one value, and we also note
that the encrypted images, have a lower entropy than 1, so there
is not a problem of storage.5. Conclusion
In this paper, we have proposed a new encryption algorithm to
protect binary images and databases of binary images having the
same size. The main idea of this approach is based on the genera-
tion of a key as an image. This key-image is obtained from the pro-
posed transformation, which get all the pixels values almost equal.
Indeed, it helps us to present the encrypted and key images in one
color (black sheet). In addition, this algorithm can encrypt not only
an image but also a database of binary images having the same
size.
We have shown with empirical evidence that this algorithm can
be used efficiently in transferring a secret binary image, scanneddocument containing several pages, confidential queries contain-
ing binary images.References
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