Abstract Regular model checking is a generic technique for verification of infinite-state and/or parametrised systems which uses finite word automata or finite tree automata to finitely represent potentially infinite sets of reachable configurations of the systems being verified. The problems addressed by regular model checking are typically undecidable. In order to facilitate termination in as many cases as possible, acceleration is needed in the incremental computation of the set of reachable configurations in regular model checking. In this work, we describe how various incrementally refinable abstractions on finite (word and tree) automata can be used for this purpose. Moreover, the use of abstraction does not only increase chances of the technique to terminate, but it also significantly reduces the problem of an explosion in the number of states of the automata that are generated by regular model checking. We illustrate the efficiency of abstract regular (tree) model checking in verification of simple systems with various sources of infinity such as unbounded counters, queues, stacks, and parameters. We then show how abstract regular tree model checking can be used for verification of programs manipulating tree-like dynamic data structures. Even more complex data structures can be handled using a suitable tree-like encoding.
Introduction
Model checking is nowadays widely accepted as a powerful technique for verification of finite-state systems. However, many real-life systems exhibit various aspects of infinity. In the case of discrete systems that we concentrate on in this paper, infinity can arise due to dealing with various kinds of unbounded data structures such as push-down stacks needed for dealing with recursive procedures, queues of waiting processes or messages, unrestricted counters (or integer variables), or dynamic linked data structures (such as lists or trees). A need to deal with infinite state spaces may also arise due to various kinds of parameters (such as the maximum value of some variable, the maximum length of a queue, or the number of processes in a system) when one wants to verify a given parametric system for any value of its parameters. In the last case, to be more precise, we are dealing with infinite families of systems which themselves may be finite-state or infinite-state. Nevertheless, the need to verify the system for any member of the family leads anyhow to infinite-state verification as the union of the state spaces of all the family members is infinite.
To deal with infinity in model checking, one can, e.g., try to identify sufficient finite bounds on the sources of infinity-the so called cut-offs, one can use various finiterange abstractions, or techniques of automated induction (for an overview of such techniques, see, e.g., [58] ). Yet another approach is to use symbolic model checking based on a finite representation of infinite sets of states by means of logics, automata, grammars, etc. Among successful symbolic verification methods, we have the so-called regular (tree) model checking R(T)MC, first mentioned in [36] , on which we concentrate in this paper.
In R(T)MC, configurations of systems are encoded as words or trees over a finite alphabet whereas transitions are modelled as finite state transducers or, more generally, as regularity preserving relations on words or trees. 1 Finite (tree) automata can then naturally be used to represent and manipulate potentially infinite sets of configurations, allowing reachability properties to be checked by computing transitive closures of transducers [3, 5, 10, 23, 35] or images of automata by iteration of transducers [16, 52] -depending on whether dealing with reachability relations or reachability sets is preferred. To facilitate termination of the computation, which is in general not guaranteed as the problem being solved is undecidable, various acceleration methods are usually used.
In this paper, we, in particular, concentrate on using abstraction as a means of acceleration. The description builds on our proposal [13, 15] of combining R(T)MC with the CE-GAR loop [21] . Instead of precise acceleration techniques, we use abstract fixpoint computations in some finite domain of automata. The abstract fixpoint computations always terminate and provide overapproximations of the reachability sets (relations). To achieve this, we define techniques that systematically map any automaton M to an automaton M from some finite domain such that M recognises a superset of the language of M. For the case that the computed overapproximation is too coarse and a spurious counterexample is detected, we provide effective techniques allowing the abstraction to be refined such that the new abstract computation does not encounter the same counterexample.
Both for the word and tree cases, we discuss two general purpose classes of techniques for abstracting automata. 2 They take into account the structure of the automata and are based on collapsing their states according to some equivalence relation. The first one is inspired by predicate abstraction [30] . However, contrary to classical predicate abstraction, we associate predicates with states of automata representing sets of configurations rather than with the configurations themselves. An abstraction is defined by a set of regular predicate languages L P . We consider a state q of an automaton M to "satisfy" a predicate language L P if the intersection of L P with the language L(M, q) accepted from the state q is not empty. Then, two states are equivalent if they satisfy the same predicates. The second abstraction technique is then based on considering two automata states equivalent if their languages of words up to a certain fixed length (or trees up to a certain fixed height) are equal. For both of these two abstraction methods, we provide effective refinement techniques allowing us to discard spurious counterexamples.
All the aforementioned techniques have up to now been implemented in prototype tools and tested on various case studies. In particular, abstract regular word model checking was successfully applied for verification of parametric networks of processes, pushdown systems, counter automata, systems with queues, and programs with dynamic singly linked structures [12, 15] . Abstract regular tree model checking was applied for verification of parametric networks of processes [13] and programs with generic dynamic-linked data structures [14] . In this paper, we briefly report on all these applications and describe the last mentioned application in more detail.
Preliminaries

Finite word automata and transducers
A (non-deterministic) finite-state automaton is a 5-tuple M = (Q, , δ, q 0 , F) where Q is a finite set of states, a finite alphabet, δ : Q × → 2 Q a transition function, q 0 ∈ Q an initial state, and F ⊆ Q a set of final states. A relation ⊆ * × * is a regular relation iff there exists a finite-state transducer τ such that = τ . For a set L ⊆ * and a relation ⊆ * × * , we denote by (L) the set {w ∈ * | ∃w ∈ L : (w , w) ∈ }. A relation ⊆ * × * is called regularity preserving iff (L) is regular for any regular set L ⊆ * . Note that not all regularity preserving relations are regular-as an example of a regularity preserving, non-regular relation, one can take, e.g., the relation {(w, w R ) | w ∈ * }, for w R being the reversal of w, | | > 1.
Finite tree automata and transducers
A finite alphabet is ranked if there exists a rank function # :
→ N. For each k ∈ N, k ⊆ is the set of all symbols with rank k. Symbols of 0 are called constants. Let χ be a denumerable set of symbols called variables. T [χ ] denotes the set of terms over and χ . The set T [∅] is denoted by T , and its elements are called ground terms.
A term t from T [χ ] is called linear if each variable occurs at most once in t.
A finite ordered tree t over a set of labels L is a mapping t : Pos(t) → L where Pos(t) ⊆ N * is a finite, prefix-closed set of positions in the tree satisfying (1) for all p ∈ Pos(t), if t ( p) ∈ n with n ≥ 1, then { j | pj ∈ Pos(t)} = {1, . . . , n} and (2) for all p ∈ Pos(t),
can naturally be also viewed as a tree whose leaves are labelled by constants and variables, and each node with k sons is labelled by a symbol from k [22] . Therefore, below, we sometimes exchange terms and trees. We denote by N l Pos(t) = {p ∈ Pos(t) | ∃i ∈ N : pi ∈ Pos(t)} the set of non-leaf positions.
A bottom-up tree automaton over a ranked alphabet is a tuple A = (Q, , F, δ) where Q is a finite set of states, F ⊆ Q is a set of final states, and δ is a set of transitions of the following types: (i) f (q 1 , . . . , q n ) → δ q, (ii) a → δ q, and (iii) q → δ q where a ∈ 0 , f ∈ n , and q, q , q 1 , . . . , q n ∈ Q. Below, we denote bottom-up tree automata simply as tree automata.
Let t be a ground term. A run of a tree automaton A on t is defined as follows: First, leaves are labelled with states. If a leaf is a symbol a ∈ 0 and there is a rule a → δ q ∈ δ, the leaf is labelled by q. An internal node f ∈ k is labelled by q if there exists a rule f (q 1 , q 2 , . . . , q k ) → δ q ∈ δ and the first son of the node has the state label q 1 , the second one q 2 , . . ., and the last one q k . Rules of the type q → δ q are called ε-steps and allow us to change a state label from q to q . If the top symbol is labelled with a state from the set of final states F, the term t is accepted by the automaton A.
A set of ground terms accepted by a tree automaton A is called a regular tree language and is denoted by L(A). Let A = (Q, , F, δ) be a tree automaton and q ∈ Q a state; then we define the language of the state q-L(A, q)-as the set of ground terms accepted by the tree automaton
A bottom-up tree transducer is a tuple τ = (Q, , , F, δ) where Q is a finite set of states, F ⊆ Q is a set of final states, is an input ranked alphabet, is an output ranked alphabet, and δ is a set of transition rules of the following types:
, and (iii) a → δ q(u), u ∈ T where a ∈ 0 , f ∈ n , x, x 1 , . . . , x n ∈ χ , and q, q , q 1 , . . . , q n ∈ Q. In the following, we call a bottomup tree transducer simply a tree transducer. We always use tree transducers with = .
A run of a tree transducer τ on a ground term t is similar to a run of a tree automaton on this term. First, rules of type (iii) are used. If a leaf is labelled by a symbol a and there is a rule a → δ q(u) ∈ δ, the leaf is replaced by the term u and labelled by the state q. If a node is labelled by a symbol f , there is a rule f (
the first subtree of the node has the state label q 1 , the second one q 2 , . . ., and the last one q n , then the symbol f and all subtrees of the given node are replaced according to the righthand side of the rule with the variables x 1 , . . . , x n substituted by the corresponding left-hand-side subtrees. The state label q is assigned to the new tree. Rules of type (ii) are called ε-steps. They allow us to replace a q-state-labelled tree by the right-hand side of the rule and assign the state label q to this new tree with the variable x in the rule substituted by the original tree. A run of a transducer is successful if the root of a tree is processed and is labelled by a state from F.
A tree transducer is linear if all right-hand sides of its rules are linear (no variable occurs more than once). The class of linear bottom-up tree transducers is closed under composition. A tree transducer is called structure-preserving (or a relabelling) if it does not modify the structure of input trees and just changes the labels of their nodes. A transducer τ defines the relation τ = {(t, t ) ∈ T × T | t → * δ q(t ) for some q ∈ F}. For a set L ⊆ T and a relation ⊆ T × T , we denote (L) the set {w ∈ T | ∃w ∈ L : (w , w) ∈ } and −1 (L) the set {w ∈ T | ∃w ∈ L : (w, w ) ∈ }. If τ is a linear tree transducer and L is a regular tree language, then the sets τ (L) and −1 τ (L) are regular and effectively constructible [22, 27] . Finally, the notions of regular tree relations and regularity preserving tree relations can be introduced analogously to the word case.
Regular model checking
The basic idea
As we have already mentioned in the introduction, the basic idea behind regular model checking is to encode particular configurations of the considered systems as words over a suitable finite alphabet and to represent infinite, but regular, sets of such configurations by finite-state automata. Transitions between the configurations, constituting the one-step transition relation of the given system, are then encoded using (one or more) finite-state transducers, or, more generally, using (one or more) regularity preserving relations expressed, e.g., by specialised automata operations. 3 In this section, we, for simplicity, concentrate on using a single transducer encoding the one-step transition relation of a given system. Before going into more technical details of regular model checking, we present a simple illustrating example from the area of verification of parametric networks of processes with a linear topology. When dealing with such systems, each letter in a word representing a configuration will typically model the state of a single process, and the length of the word will correspond to the number of processes in the given instance of the system. Let us in particular consider a very simple token passing protocol. We have an arbitrary, but finite number of processes arranged into a linear network. Each process either does not have a token and is waiting for a token to arrive from its left neighbour, or it has a token and then it can pass it to its right neighbour. We suppose that initially there is only one token which is owned by the left-most process. To encode 3 Several transducers/regularity preserving relations may always be united into a single transducer/regularity preserving relation, respectively. Dealing with one complex or more simple transducers or regularity preserving relations may, however, differ in efficiency in different scenarios. the state of each process in our protocol, we suffice with the alphabet = {N , T } where N means that the process does not have a token, whereas T means the process has a token. Then, the set I of all possible initial configurations can be encoded by the automaton I nit shown in Fig. 1a and the single-step transition relation by the transducer τ in Fig. 1b . Once we have a transducer encoding the single-step transition relation of the system and an automaton encoding its set of initial configurations I , there are two basic strategies we can follow. We can either try to directly compute the set of all reachable configurations * (I ), or the reachability relation * of the system. The set * (I ) can be obtained by repeatedly applying the single-step transition relation on the set of the so far reached states and by taking the union of all such sets, i.e., * (I ) = I ∪ (I ) ∪ ( (I )) ∪ . . .. On the other hand, the reachability relation * can be obtained by repeatedly composing with the so far computed reachability relation and by taking the union of all such relations, i.e.,
The problem is that in the context of parameterised and infinite-state systems, if we try to compute the above infinite unions using a straightforward fixpoint computation, the computation will usually not terminate. We can illustrate this even on our simple token passing protocol. In Fig. 2 , we give the first members of the sequence I, (I ), ( (I )), ( ( (I ))), . . ., which clearly show that a fixpoint will never be reached (the token can be at the begin-(a) (b) Fig. 3 The simple token passing protocol-automata encoding the set of (a) reachable and (b) bad configurations ning, one step to the right, two steps to the right, three steps to the right, etc.). In order to make the computation of * (I ) or * terminate at least in many practical cases, we need some kind of acceleration of the computation which will allow us to obtain the result of an infinite number of the described computation steps at once (i.e., in some sense, to "jump" to the fixpoint). We can, e.g., notice that in our example, the token is moving step-by-step to the right, and we can accelerate the fixpoint computation by allowing the token to move arbitrarily far to the right in one step. If we use such an acceleration, we will immediately reach the fixpoint shown in Fig. 3a , which represents the set of all reachable configurations of our protocol. In the literature, several different approaches to a systematic acceleration of fixpoint computations in regular model checking have been proposed. We will very briefly review them in Sect. 3.3.
Verification by regular model checking
It is well known that checking of safety properties can be reduced to checking that no "bad" states are reachable in the given system. If the set of bad states, for which we want to check that they are not reachable in the given system, can be expressed as a regular set B, we may simply compute the reachability set * (I ) and check that * (I ) ∩ B = ∅.
For instance, in our simple token passing protocol, we can consider as bad the situation when there is no token in the system or when there appear two or more tokens. The set of such bad states is encoded by the finite-state automaton in Fig. 3b , and it is clear that its intersection with the set of reachable states from Fig. 3a is empty, and thus the system is safe in the given sense.
Checking of liveness properties within regular model checking is considerably more difficult. In the world of finitestate systems, it is known that liveness can be reduced to the repeated reachability problem. A similar approach can be taken in the context of regular model checking when the studied systems are modelled by length-preserving transition relations, which is typical, e.g., for parameterised networks of processes. In such cases, clearly, the only way how a system can loop is to repeatedly go through some configuration. In a similar way as above, we can then instrument the system by a Büchi automaton 4 (or automata) encoding the undesirable behaviours, and check, e.g., that
Here, A is the set of accepting configurations, ι is the identity relation, and domain is the projection of a relation onto its domain.
Note that in the above described computation, we need to compute not only the reachability set, but also the reachability relation. Nevertheless, this step may be avoided by guessing when an accepting cycle begins, doubling every letter in the given configuration word, then continuing the computation only on the even letters and detecting a closure of the loop by looking for a situation when all the even letters correspond to the odd ones-we have practically tested this technique in some of the experiments presented in Sect. 4.5 (and it was studied more deeply in [49] ).
A systematic framework for modelling parameterised networks of processes as well as specifying their properties to be checked via regular model checking (including liveness properties) has been proposed in [2, 3] . The framework uses as a modelling as well as a specification language LTL(MSO) that is a combination of the linear time temporal logic LTL for expressing temporal relations and the monadic second-order logic on words for expressing properties on configuration words. (The MSO part is used for specifying, e.g., that every process in a configuration has to satisfy some condition, or that in the configuration there must exist a process for which some condition holds, and so on.) The work also proposes an automatic translation of the models as well as properties to be checked over them into an automata framework suitable for regular model checking. A computation of the reachability relation is then used for the actual verification.
Finally, checking liveness properties for systems modelled using non-length-preserving transition relations is even more complex than checking liveness in the length-preserving case. This is because a non-length-preserving system may exhibit infinite behaviours infinitely going through an accepting state of the monitoring Büchi automaton even when it does not loop at all-it suffices to imagine a system with a queue that keeps growing beyond every bound. For such cases, [17] has proposed an approach based on using regular model checking for automatically computing the greatest simulation relation on the reachable configurations which is compatible with the property being tracked. Then, instead of checking that an accepting configuration can be reached that is reachable from itself too, one checks that an accepting configuration c 1 is reachable from which an accepting configuration c 2 simulating c 1 (i.e., allowing at least the same behaviours from the point of view of the tracked property) is reachable. An alternative approach based on learning fixpoints of specially proposed modalities from their generated samples using language inference algorithms has then been proposed in [56] .
Acceleration in regular model checking
Acceleration methods designed for regular model checking include acceleration schemes [44] , quotienting [5] , extrapolation [16, 39] , inference of regular languages [29, 33] , and abstraction of automata [15] . The use of abstraction is described in detail in Sect. 4 . A short description of the other methods is given below.
The use of acceleration schemes has been proposed in [44] . Acceleration schemes allow one to derive (from the original transitions of a system) meta-transitions encoding the effect of firing some of the original transitions an arbitrary number of times. The work [44] has provided three particular schemes for which it is experimentally checked that they suffice for verification of many cases of parameterised networks of processes. In particular, the following schemes are considered: (1) local acceleration allowing an arbitrary number of successive transitions of a single process to be fired at once, (2) global acceleration of unary transitions allowing any number of processes to fire a certain transition in a sequential order within one accelerated step, and (3) global acceleration of binary transitions allowing any number of processes to fire in a sequential order two consecutive transitions each-and thus communicate with both of its neighbours-in one atomic step (this way, e.g., a token in a token passing protocol can "jump" any number of positions ahead in one accelerated step). This method has been implemented in the TLV[P] tool [50] .
The quotienting technique has been elaborated in the works [4, 5, 16, 23, 35, 41, 42] . Let τ = (Q, , δ, q 0 , F) be a length-preserving transducer encoding the single-step transition relation of a system being examined. The basic idea of the quotienting technique stems from viewing the result of an arbitrary number of compositions of encoded by τ as an infinite-state "history" transducer τ hist = (Q + , , δ hist , {q 0 } + , F + ) whose states 5 The extrapolation (or widening) approach to regular model checking [10, 16] is based on comparing successive elements of the sequence I, (I ), ( (I )), . . ., trying to find some repeated growth pattern in it, and adding an arbitrary number of its occurrences into the reachability set. In particular, following [16] , let L ⊆ * be a so far computed reachability set and ⊆ * × * a regular onestep transition relation. One can check whether there are regular sets L 1 , L 2 , and satisfying the following two
is added to the so far computed reachability set. Intuitively, C1 means that the effect of applying is to add between L 1 and L 2 . C2 then ensures that * (L) ⊆ L 1 . * .L 2 , and so we add at least all the configurations reachable from L by iterating . Note that the exactness of the accelerationi.e., whether L 1 . * .L 2 ⊆ * (L) holds too-is not guaranteed in general. However, [16] gives a sufficient condition on under which C1 and C2 lead to an exact acceleration. This condition in particular requires to be well-founded, i.e., not allowing any word to have an infinite number of predecessors wrt. . There is also a syntactic criterion for the so-called simple rewriting relations that are guaranteed to satisfy the above condition and that seem to appear quite often in practice.
Regular model checking based on inference of regular languages was studied in [33] extending [29] . Here, an important observation is that, for an infinite-state system whose behaviour is described by a length-preserving transducer τ , a set containing all reachable words up to the given length can be computed by a simple iterative application of τ on the set of initial configurations. These configurations are taken as a sample. Then some language inference algorithm may be applied to learn the whole reachable set (or its overapproximation) from this sample. As shown in [33] , termination of the method is guaranteed whenever the set of all reachable configurations is regular. This is not the case for other acceleration methods. In [54] [55] [56] [57] , similar results were proved, covering even omega-regular model checking and checking of branching-time properties.
Abstract regular model checking
Apart from the need to accelerate the reachability computation to make it terminate in as many practical scenarios as possible, another crucial problem to be faced in regular model checking is the state space explosion in automata (transducer) representations of the sets of configurations (or reachability relations) being examined. One of the sources of this problem is related to the nature of the previously mentioned regular model checking techniques. Typically, these techniques try to calculate the exact reachability sets (or relations) independently of the property being verified. However, it is often enough to only compute an overapproximation of the reachability set (or relation) precise enough just to verify the given property of interest. Indeed, this is the way how large (or infinite) state spaces are often being successfully handled outside the domain of regular model checking using the so-called abstract-check-refine paradigm often implemented in the form of some counterexample-guided abstraction refinement (CEGAR) loop [8, 21, 24, 30, 34, 48] .
Inspired by the above, we have proposed in [15] a new approach to regular model checking which is based on the abstract-check-refine paradigm. Instead of a precise acceleration, we use abstract fixpoint computations in some finite domain of automata. As we have already briefly mentioned in the introduction, the abstract fixpoint computations always terminate and provide overapproximations of the reachability sets (relations). To achieve this, we define techniques that systematically map any automaton M to an automaton M from some finite domain such that M recognises a superset of the language of M.
The abstraction techniques we discuss below take into account the structure of automata and are based on collapsing their states according to some equivalence relation. The first one is inspired by predicate abstraction. We consider a state q of an automaton M to "satisfy" a predicate language L P if the intersection of L P with the language L(M, q) accepted from the state q is not empty. Subsequently, two states are equivalent if they satisfy the same predicates. The second abstraction technique is then based on considering two automata states equivalent if their languages of words up to a certain fixed length are equal. For both of these two abstraction methods, we provide effective refinement techniques allowing us to discard spurious counterexamples.
We also introduce several natural alternatives to the above basic approaches, based on backward and/or trace languages of states of automata. For them, it is not always possible to guarantee the exclusion of a spurious counterexample, but according to our experience, they still provide good practical results. All of our techniques can be applied to dealing with reachability sets (obtained by iterating length-preserving or even general transducers) as well as length-preserving reachability relations.
A running example and some basic assumptions
As a simple running example capable of illustrating the different techniques of abstract regular model checking (ARMC) that we discuss here, we consider a slight modification of the token passing protocol from Fig. 1 . The modification consists in that each process can pass the token to its third right neighbour (instead of its direct right neighbour). The one-step transition relation of the system is encoded by the transducer τ in Fig. 4a . The transducer includes the identity relation too. In the initial configurations described by the automaton I nit from Fig. 4c , the second process has the token, and the number of processes is divisible by three. We want to show that it is not possible to reach any configuration where the last process has the token. This set is described by the automaton Bad from Fig. 4b .
Note that in the following, in order to shorten the descriptions, we identify a transducer and the relation it represents and write τ (L) instead of τ (L) . Let ι ⊆ * × * be the identity relation and • the composition of relations. We define recursively the relations (transducers) τ 0 = ι, τ i+1 = τ •τ i , and τ * = ∪ ∞ i=0 τ i . As in our running example, we suppose ι ⊆ τ for the rest of the section meaning that Fig. 4d , and the property of interest clearly holds. However, in general, τ * (L(I nit)) is neither guaranteed to be regular nor computable. In the following, the verification task is thus to find a regular overapproximation
The method of abstract regular model checking
We now describe the general principle of abstract regular model checking (ARMC) using a generic framework for automata abstraction based on collapsing states of the automata. This framework is then instantiated in several concrete ways in the following two sections. For simplicity, we restrict to the case where the one-step transition relation of the system at hand is given by a single transducer (the more general cases being analogical). Moreover, we concentrate on the use of ARMC for computing reachability sets only. However, ARMC can be applied for dealing with reachability relations too-though in the context of length-preserving transducers only. 6 
The basic framework of automata abstraction
Let be a finite alphabet and M the set of all finite automata over . By an automata abstraction function α, we understand a function that maps every automaton M over to an automaton α(M) whose language is an overapproximation of the one of M. To be more precise, for some abstract domain of automata
Working conveniently on the level of automata, given a transition relation expressed as a transducer τ over and an automata abstraction function α, we introduce the abstract transition function τ α as follows: For each automa-
). This means that in a finite number of steps, we can compute an overapproximation of the reachability set τ * (L(M)). 
Refining automata abstractions
We call an automata abstraction function α a refinement of
. A need to refine α arises when a situation depicted in Fig. 5 happens. Suppose we are checking whether no configuration from the set described by some automaton Bad is reachable from some given set of initial configurations described by an automa-
property being checked is broken already by the initial con-
and it is clear that we have encountered a spurious counterexample.
Note that when no l can be found such that L(M l ) ∩ L(Bad) = ∅, the computation eventually reaches a fixpoint, and the property is proved to hold. On the other hand, if
we have proved that the property is broken.
The spurious counterexample may be eliminated by refining α to α such that for any automaton M whose language is disjoint with L(X k ), the language of its α -abstraction will not intersect L(X k ) either. Then, the same faulty reachability computation (i.e., the same sequence of M i and M α i ) may not be repeated because we exclude the abstraction of M k to M α k . Moreover, reachability of the bad configurations is in general excluded unless there is another reason for it than overapproximating by subsets of L(X k ).
A slightly weaker way of eliminating the spurious counterexample consists in refining α to α such that at least the language of the abstraction of M k does not intersect with L(X k ). In such a case, it is not excluded that some subset of L(X k ) will again be used for an overapproximation somewhere, but we still exclude a repetition of exactly the same faulty computation. The obtained refinement can be coarser, which may lead to more refinements and a slower compu-tation. On the other hand, the computation may terminate sooner due to quickly jumping to the fixpoint and use less memory due to working with less structured sets of configurations of the systems being verified-the abstraction is prevented from becoming unnecessarily precise in this case. For the latter reason, as illustrated later, one may sometimes successfully use even some more heuristic approaches that guarantee that the spurious counterexample will only eventually be excluded (i.e., after a certain number of refinements) or that do not guarantee the exclusion at all.
An obvious danger of using a heuristic approach that does not guarantee an exclusion of spurious counterexamples is that the computation may easily start looping. Notice, however, that even when we refine automata abstractions such that spurious counterexamples are always excluded, and the computation does not loop, we do not guarantee that it will eventually stop-we may keep refining forever. Indeed, the verification problem we are solving is undecidable in general.
Abstracting automata by collapsing their states
In the following two sections, we discuss several concrete automata abstraction functions. They are based on automata state equivalence schemas that define for each automaton from M an equivalence relation on its states. An automaton is then abstracted by collapsing all its states related by this equivalence. We suppose such an equivalence to reflect the fact that the future and/or history of the states to be collapsed is close enough, and the difference may be abstracted away.
Formally, an automata state equivalence schema E assigns an automata state equivalence
We call E finitary iff α E is finitary. We refine α E by refining E such that more states are distinguished in at least some automata.
The automata state equivalence schemas presented below are then all based on one of the following two basic principles: (1) comparing states wrt. the intersections of their forward/backward languages with some predicate languages (represented by predicate automata) and (2) comparing states wrt. their forward/backward behaviours up to a certain bounded length.
State equivalences based on predicate languages
We start by introducing two automata state equivalence schemas defined wrt. a finite set of predicate languages represented by a set P of finite automata, which we denote as predicate automata. Namely, we introduce the schema F P based on forward languages of states and the schema B P based on backward languages. They compare two states of a given automaton according to the intersections of their forward/backward languages with the predicates. 8 Below, we first introduce the basic principles of the schemas and then add some implementation and optimisation notes.
The F P automata state equivalence schema
The automata state equivalence schema F P defines two states of a given automaton to be equivalent when their languages have a nonempty intersection with the same predicates of P. Formally, for an automaton M = (Q, , δ, q 0 , F), F P defines the state equivalence as the equivalence ∼ P M such that
Clearly, as P is finite and there is only a finite number of subsets of P representing the predicates with which a given state has a nonempty intersection, F P is finitary.
For our example from Fig. 4 , if we take as P the automata of the languages of the states of Bad, the automaton I nit from Fig. 4c is abstracted as follows: All states of I nit except the final one become equivalent since their languages have all empty intersections with the languages accepted from states 0 and 1 of Bad. Hence, when equivalent states are collapsed, we obtain the automaton in Fig. 6a , which after determinisation and minimisation gives the automaton in Fig. 6b . Then, the intersection ofτ (α(I nit)) with the bad configurationscf. Fig. 6d -is not empty, and we have to refine the abstraction.
The F P schema may be refined by adding new predicates into the current set of predicates P. In particular, we can extend P by automata corresponding to the languages of all the states in X k from Fig. 5 . Theorem 1 shows that this prevents abstractions of languages disjoint with L(X k ), such as-but not only-L(M k ), from intersecting with L(X k ). Consequently, as we have already explained, a repetition of the same faulty computation is excluded, and the set of bad configurations will not be reached unless there is another reason for this than overapproximating by subsets of L(X k ).
be any two finite automata and let P be a finite set of predicate automata such that
Proof We prove the theorem by contradiction. Suppose 8 The use of intersection with predicate languages needs not be the only possible way of constructing some predicate language abstraction. Proposing a different abstraction based on predicate languages may be an interesting subject for further work. However, such an abstraction should come with some way of counterexample-guided refinement. This is not straightforward and we are currently not aware of any other refinable abstractions based on predicate languages than using the F P and B P schemas. As w is accepted by α F P (M), M must accept it when we allow it to perform a certain number of "jumps" between states equal wrt. ∼ P M -after accepting a prefix of w and getting to some q ∈ Q M , M is allowed to jump to any q ∈ Q M such that q ∼ P M q and go on accepting from there (with or without further jumps).
Suppose that the minimum number of jumps needed to accept a word from L(α
and let w be such a word. Let the last jump within accepting w in M be from some state q 1 ∈ Q M to some q 2 ∈ Q M such that q 1 ∼ P M q 2 . Let w = w 1 w 2 such that w 1 is read (possibly with jumps) just before the jump from q 1 to q 2 . Clearly, q 2 w 2 −→ M q 3 for some q 3 ∈ F M . We know that X accepts w . Suppose that after reading w 1 , it is in some q X ∈ Q X . As w 2 ∈ L(X, q X ) and w 2 
can be accepted in M with i − 1 jumps, which is a contradiction to the assumption of i being the minimum number of jumps needed.
In our example, we refine the abstraction by extending P with the automata representing the languages of the states of X 0 from Fig. 6e. Figure 6f then indicates, for each state q of I nit, the predicates corresponding to the states of Bad and X 0 whose languages have a non-empty intersection with the language of q. For example, the third state from the left of I nit is labelled by 5 because it accepts N which is also accepted by state 5 of X 0 . The first two states of I nit are equivalent and are collapsed to obtain the automaton from Fig. 6g , which is a fixpoint showing that the property is verified. Notice that it is an overapproximation of the set of reachable configurations from Fig. 4d .
The price of refining F P by adding predicates for all the states in X k may seem prohibitive, but fortunately this is not the case in practice. As described later on in Sect. 4.3.3, we do not have to treat all the new predicates separately. We exploit the fact that they come from one original automaton and share large parts of their structure. In fact, we can work just with the original automaton and each of its states may be considered an initial state of some predicate. This way, adding the original automaton as the only predicate and adding predicates for all of its states becomes roughly equal.
Moreover, the refinement may be weakened by taking into account just some states of X k as discussed later on.
The B P automata state equivalence schema
The B P automata state equivalence schema is an alternative of F P using backward languages of states rather than the forward ones. For an automaton M = (Q, , δ, q 0 , F), it defines the state equivalence as the equivalence
. Clearly, B P is finitary for the same reason as F P . It may also be refined by extending P by automata corresponding to the languages of all the states in X k from Fig. 5 . Theorem 2 shows that the effect is the same as for F P .
be any two finite automata and let P be a finite set of predicate automata such that ∀q X ∈ Q X :
Proof The theorem can be proved by contradiction in a similar way as Theorem 1. This time, as a consequence of working with backward languages of states, we do not deal with the last jump, but the first jump in accepting some
We do not look for a replacement w 2 of w 2 to be accepted from q 1 instead of q 2 , but for a replacement w 1 of w 1 to be accepted before q 2 rather than before q 1 .
Optimising collapsing based on F P / B P
The abstraction of an automaton M wrt. the automata state equivalence schema F P can be implemented by first labelling states of M by the states of predicate automata in P with whose languages they have a non-empty intersection and then collapsing the states of M that are labelled by the initial states of the same predicates (provided the sets of states of the predicate automata are disjoint). The labelling can be done in a way similar to constructing a backward synchronous product of M with the particular predicate automata: (1) ∀P ∈ P ∀q P F ∈ F P ∀q M F ∈ F M : q M F is labelled by q P F , and (2) ∀P ∈
1 is labelled with q P 1 . The abstraction of an automaton M wrt. the B P schema can be implemented analogously.
If the above construction is used, it is then clear that when refining F P /B P , we can just add X k into P and modify the construction such that in the collapsing phase, we simply take into account all the labels by states of X k and do not ignore the (anyway constructed) labels other than q X k 0 . Moreover, we can try to optimise the refinement of F P /B P by replacing X k in P by its important tail/head part defined wrt. M k as the subautomaton of X k based on the states of X k that appear in at least one of the labels of M k wrt.
The effect of such a refinement corresponds to the weaker way of refining automata abstraction functions described in Sect. 4.2.2. 9 This is due to the strong link of the important tail/head part of X k to M k wrt. which it is computed. A repetition of the same faulty computation is then excluded, but the obtained abstraction is coarser, which may sometimes speed up the computation as we have already discussed.
A further possible heuristic to optimise the refinement of F P /B P is trying to find just one or two key states of the important tail/head part of X k such that if their languages are considered in addition to P, L(M α k ) will not intersect L(X k ). We close the section by noting that in the initial set of predicates P of F P /B P , we may use, e.g., the automata describing the set of bad configurations and/or the set of initial configurations. Further, we may also use the domains or ranges of the transducers encoding the particular transitions in the systems being examined (whose union forms the one-step transition relation τ which we iterate). The meaning of the latter predicates is similar to using guards or actions of transitions in predicate abstraction [8] . 9 The key last/first jump in an accepting run of M mentioned in the proofs of Theorems 1, 2 is between states that can be labelled by some states of X . The concerned states of X are thus in the important tail/head part of X , and the proof construction of Theorems 1, 2 can still be applied.
(b) (a) Fig. 7 An example using abstraction based on languages of words up to length n (for n = 2) 4.4 State equivalences using finite-length languages
We now present the approach of defining automata state equivalence schemas which is based on comparing automata states wrt. a certain bounded part of their languages. It is a simple, yet (according to our practical experience) often quite efficient approach. As a basic representative of this kind of schemas, we first present the schema F L n based on forward languages of words of a limited length. Then, we discuss its possible alternatives.
The F L n automata state equivalence schema defines two states of an automaton to be equal if their languages of words of length up to a certain bound n are identical. Formally, for an automaton M = (Q, , δ, q 0 , F), F L n defines the state equivalence as the equivalence ∼ n M such that ∀q 1 , q 2 ∈ Q :
n is clearly finitary. It may be refined by incrementally increasing the bound n on the length of the words considered. This way, since we work with minimal deterministic automata, we may achieve the weaker type of refinement described in Sect. 4.2.2. Such an effect is achieved when n is increased to be equal or bigger than the number of states in M k from Fig. 5 minus one. In a minimal deterministic automaton, this guarantees that all states are distinguishable wrt. ∼ n M , and M k will not be collapsed at all. In Fig. 7 , we apply F L n to the example from Fig. 4 . We choose n = 2. In this case, the abstraction of the I nit automaton is I nit itself. Fig. 7a indicates the states ofτ (I nit) that have the same languages of words up to size 2 and are therefore equivalent. Collapsing them yields the automaton shown in Fig. 7b (after determinisation and minimisation) , which is a fixpoint. Notice that it is a different overapproximation of the set of reachable configurations than the one obtained using F P . If we choose n = 1, we obtain a similar result, but we need one refinement step of the above described kind.
Let us, however, note that according to our practical experience, the increment of n by |Q M | − 1 may often be too big. Alternatively, one may use a fraction of it (e.g., one half), increase n by the number of states in X k (or a fraction of it), or increase n just by one. In such cases, an immediate exclusion of the faulty run is not guaranteed, but clearly, such a computation will be eventually excluded because n will sooner or later reach the necessary value. The impact of working with abstractions refined in a coarser way is then like in the case of using F P /B P .
Regarding the initial value of n, one may use, e.g., the number of states in the automaton describing the set of initial configurations or the set of bad configurations, their fraction, or again just one.
As a natural alternative to dealing with forward languages of words of a limited length, one may also use backward languages of words of a limited length and forward/backward languages of traces of a limited length. The automata equivalence schemas B L n , F T n , as well as B T n based on them can be formally defined analogously to F L n . Clearly, all these schemas are finitary. Moreover, we can refine them in a similar way as F L n . For F T n and B T n , however, no guarantee of excluding a spurious counterexample may be provided. Using F T n , e.g., we can never distinguish the last three states of the automaton in Fig. 7b -they all have the same trace languages. Thus, we cannot remember that the token cannot get to the last process. Nevertheless, despite this, our practical experience shows that the schemas based on traces may be quite successful in practice.
Experiments with abstract regular model checking
We have implemented the ideas described above in a prototype tool written in YAP Prolog using the FSA library [53] . To demonstrate that ARMC is applicable to verification of a broad variety of systems, we tried to apply the tool to a number of different verification tasks.
The types of systems verified
Parameterised networks of processes We have considered several somewhat idealised mutual exclusion algorithms for arbitrarily many processes (namely, the Bakery, Burns, Dijkstra, and Szymanski algorithms in versions similar to [41] ). In most of these systems, the particular processes are finite-state. We encode their global configurations by words whose length corresponds to the number of participating processes, and each letter represents the local state of some process. In the case of the Bakery algorithm where each process contains an unbounded ticket value, this value is not represented directly, but encoded in the ordering of the processes in the word.
We verified the mutual exclusion property of the algorithms, and for the Bakery algorithm, we verified that some process will always eventually get to the critical section (communal liveness) as well as that each individual process will always eventually get there (individual liveness) under suitable fairness assumptions. For checking liveness, we manually composed the appropriate Büchi automata with the system being verified. Loop detection was allowed by working with pairs of configurations consisting of a remembered potential beginning of a loop (fixed at a certain-randomly chosen-point of time) and the current configuration. Checking that a loop is closed then consisted in checking that a pair of the same configurations was reached. To encode the pairs of configurations using finite automata, we interleaved their corresponding letters.
Push-down systems
We considered a simple system of recursive procedures-the plotter example from [28] . We verified a safety part of the original property of interest describing the correct order of plotter instructions to be issued. In this case, we use words to encode the contents of the stack.
Systems with queues
We experimented with a model of the Alternating Bit Protocol (ABP) for which we checked correctness of the delivery order of the messages. A word encoding a configuration of the protocol contained two letters representing internal states of the communicating processes. Moreover, it contained the contents of the two lossy communication channels with a letter corresponding to each message. Let us note that in this case, as well as in the above and below cases, general (non-length-preserving) transducers were used to encode transitions of the systems.
Petri nets and systems with counters
We examined a general Petri net with inhibitor arcs, which can be considered an example of a system with unbounded counters too. In particular, we modelled a Readers/Writers system extended with a possibility of dynamic creation and deletion of processes, for which we verified mutual exclusion between readers and writers and between multiple writers. We considered a correct version of the system as well as a faulty one, in which we omitted one of the Petri net arcs. Markings of places in the Petri net were encoded in unary, and the particular values were put in parallel. 10 Further, we also considered the Bakery algorithm for two processes modelled as a counter automaton with two unbounded counters. For the actual verification, a binary encoding of the values of counters like in NDDs [59] was successfully used.
Dynamic linked data structures As a representative case study, we considered verification of a procedure for reversing (non-empty) singly linked lists-cf. Fig. 8 . When abstracting the memory manipulated by the procedure, we focused on the cases where in the memory there are at most two linked lists linking consecutive cells, the first list in a descending way and the second one in an ascending way. We represented configurations of the procedure as words over the following alphabet: List items were represented by symbols i, left/right pointers by </>, pointer variables were represented by their names (list is shortened to l), and o was used to represent the memory outside the list. Moreover, we used symbols iv (resp. ov) to denote that v points to i (resp. outside the list). We used | to separate the ascending and descending lists. Pointer variables pointing to null were not present in the configuration representations. A typical abstraction of the memory then looked like i < i < i | il > i ox where the first list contains three items, the second one two, list points to the beginning of the second list, x points outside the two lists, and y points to null. For such an abstraction of the memory contents (prefixed with the current control line), it is not difficult to associate transducers with each command of the procedure. For example, the transducer corresponding to the command list → next := x at line 4 transforms a typical configuration 4 i < i x | il > iy > i o to the configuration 5 i < i x < il | iy > i o (the successor of the item pointed to by l is not anymore the one pointed to by y, but the one pointed to by x). Then, the transducer τ corresponding to the whole procedure is the union of the transducers of all the commands.
If the memory contents did not fit the above described form, it would be abstracted to a single word with the "don't know" meaning. However, starting from configurations like 1 il > i > i o or 1 i < i < il o, the verification showed that such a situation could not happen. Via a symmetry argument exploiting the fact that the procedure never refers to concrete addresses, the results of the verification easily generalise to lists with items stored at arbitrary memory locations.
By computing an abstraction of the reachability set τ * (I nit), we checked that the procedure outputs a list. Moreover, by computing an overapproximation of the reachability relation τ * of the system, we checked that the output list has the same length as the input one.
In [12] , a generalised encoding for 1-selector linked structures was provided and various list-manipulating procedures were successfully verified. Moreover, later, abstract regu- lar tree model checking was used in [14] for verification of programs with dynamic data structures with more selectors and various complicated topologies. In this paper in Sect. 6, we concentrate on the latter, more recent and more general approach.
A summary of the results
The efficiency of using the F L n , F T n , B L n , or B T n automata state equivalence schemas heavily depends on the choice of the initial value of n and the strategy of increasing it. In our experiments, we have tried |Q Bad |, |Q Bad |/2, |Q I nit |, |Q I nit |/2, and 1 as the initial value of n and |Q M k |, |Q M k |/2, |Q X k |, |Q X k |/2, and 1 as its increment. The results we obtained are summarised in Table 1 . In the table, we always mention the scenario for which we obtained the shortest execution time. 11 We first say whether it was in a forward or backward computation (i.e., starting from the initial configurations or the "bad" ones); then the automata state equivalence schema used, followed by the initial value of n, and if it was needed, the increment of n written behind a plus symbol. In the case of the Readers/Writers example, the time consumption was relatively high, and we tried to iteratively find a value of n for which it was the best.
Similarly to the above, the efficiency of using the F P /B P automata state equivalence schemas depends a lot on the choice of the initial predicates. As the basic initial predicates in our experiments, we considered using automata representing the set of bad or initial configurations. We used them alone or together with automata corresponding to the domains or ranges of the transducers encoding the particu- lar transitions in the systems being examined. The scenarios that lead to the best results are listed in Table 2 . The heuristic optimisation of the refinements described in Sect. 4.3.3 had a very significant positive impact in the case of checking individual liveness in the Bakery example. In the other cases, the effect was neutral or negative. The times presented in Tables 1 and 2 are in seconds and were obtained on a computer with a 1.7 GHz Intel Pentium 4 processor. They do not include the time needed for reading the input model. Taking into account that the tool used was an early prototype written in YAP Prolog using the FSA library [53] , 12 the results are very positive. For example, the Uppsala Regular Model Checker [5] took from about 8 to 11 seconds when applied to a comparable encoding of the Burns, Szymanski, and Dijkstra examples (and the situation did not change much with [42] ). Finally, Tables 1 and 2 also show that apart from cases where the approaches based on languages of words/traces up to a bounded length and the ones based on intersections with predicate languages are roughly equal, there are really cases where either the former or the latter approach is faster. This experimentally justifies our interest in both of the techniques.
Regular tree model checking
As was already noted, regular tree model checking is a generalisation of regular (word) model checking to trees. A configuration of a system is encoded as a term (tree) over a ranked alphabet and a set of such terms as a regular tree automaton.
The transition relation of a system is typically encoded as a linear tree transducer τ . 13 To illustrate the use of tree automata and transducers, let us consider a simple example-namely, a generalisation of the simple token passing protocol from Sect. 3.1 to trees. We suppose having a tree-shaped network of processes of an arbitrary size. Initially, a token is situated in one of the leaf nodes. Then, it is to be sent up to the root. We would like to check that the token does not disappear nor duplicate.
The initial configurations of the simple tree token passing protocol is encoded by the tree automaton I nit = (Q I nit , , F I 
The one-step transition relation is represented by the tree transducer τ with used as the input/output alphabet, Q τ = {q 0 , q 1 , q 2 }, F τ = {q 2 }, and the following transitions 15 :
Finally, the set of bad configurations is encoded by the tree automaton Bad with as its ranked alphabet, Q Bad = {r 0 , r 1 , r 2 }, F Bad = {r 0 , r 2 }, and the following transitions:
Similarly to the case of classical word regular model checking, the basic safety verification problem of regular tree model checking consists in deciding whether * τ (L(I nit)) ∩ L(Bad) = ∅ holds. Of course, this problem is again in general undecidable, an iterative computation of * τ (L(I nit)) does not necessarily terminate, and so some acceleration techniques are needed to make it terminate as often as possible. Generalisations of the various acceleration schemes from regular model checking into trees have been considered-see, e.g., [6, 7, 18, 19, 50, 51] . Below, we concentrate on a generalisation of using abstraction for this purpose.
Abstract regular tree model checking
A generalisation of ARMC to trees was originally considered in [13] . The proposed approach allows one to deal with structure-preserving as well as non-preserving tree transducers. Similarly to the word case, the introduction of an automated abstraction with a counterexample-guided refinement brings in not only an efficient acceleration technique, but also a quite efficient way for fighting the state explosion problem in the number of tree automata states.
In particular, two abstractions for tree automata have been proposed. Similarly to abstract word regular model checking, both of them are based on collapsing automata states according to a suitable equivalence relation. The first is based on considering two tree automata states equivalent if their languages of trees up to a certain fixed height are equal. The second abstraction is defined by a set of regular tree predicate languages as an analogy to the word automata predicate abstraction.
The proposed technique was successfully applied for verification of parametric tree networks of processes [13] and also programs with complex dynamic data structures [14] , which we will discuss in detail in Sect. 6.
The framework of ARTMC
We can formalise the basic framework of abstract regular tree model checking (ARTMC) in a way quite similar to word regular model checking. We basically phrase all the needed concepts not for classical finite automata, but for finite tree automata.
Note that in the following as in ARMC, in order to shorten the descriptions, we identify a tree transducer and the relation it represents and write τ (L) instead of τ (L). Let ι ⊆ T × T be the identity relation and • the composition of relations. We define recursively the relations
Let be a ranked alphabet and M the set of all tree automata over . We define an abstraction function as a mapping
. Given a tree transducer τ and an abstraction α, we define a map-
) is a minimal automaton describing the language τ (L(M)
). An abstraction α is finite range if the set A is finite.
Let I nit be a tree automaton representing the set of initial configurations and Bad be a tree automaton representing the set of bad configurations. Now, we may iteratively compute the sequence (τ i α (I nit)) i≥0 . Since we suppose ι ⊆ τ , it is clear that if α is finitary, there exists k ≥ 0 such that τ k+1 (L(I nit) ). This means that in a finite number of steps, we can compute an overapproximation of the reachability set τ * (L(I nit)) . 
We analyse this path by computing the sets X n = L(τ n α (I nit)) ∩ L(Bad), and for
which means that the safety verification problem has a negative answer, or (2) there is a k ≥ 0 such that X k = ∅, and this means that the considered symbolic path is actually a spurious counterexample due to the fact that α is too coarse. In this last situation, we need to refine α and iterate the procedure. Therefore, ARTMC is based on abstraction schemas allowing to compute families of (automatically) refinable abstractions.
Abstractions over tree automata
Below, we discuss two tree automata abstraction schemas based on tree automata state equivalences. First, tree automata states are split into several equivalence classes by an equivalence relation. Then, states from each equivalence class are collapsed into one state. Formally, a tree automata state equivalence schema E is defined as follows: To each tree automaton M = (Q, , F, δ) ∈ M , an equivalence relation ∼ E M ⊆ Q × Q is assigned. Then the automata abstraction function α E corresponding to the abstraction schema E is defined as ∀M ∈ M :
We call E finitary if α E is finitary (i.e., there is a finite number of equivalence classes). We refine E by making ∼ E M finer.
Abstraction based on tree languages of finite height
We now present the possibility of defining automata state equivalence schemas which are based on comparing automata states wrt. a certain bounded part of their languages. The abstraction schema H n is a generalisation of the schema based on languages of words up to a certain length (cf. Sect. 4.4). The H n schema defines two states of a tree automaton M as equivalent if their languages up to the given height n are identical. = (Q, , F, δ) , H n defines the state equivalence as the equivalence ∼ n M such that
There is a finite number of languages of trees with a maximal height n, and so this abstraction is finite range. Refining of the abstraction can be done by increasing the value of n.
One can implement the abstraction schema H n much like minimisation of tree automata [22] , by simply stopping the main minimisation loop after n iterations.
Abstraction based on predicate tree languages We next introduce a predicate-based abstraction schema P P that is inspired by the predicate-based abstraction on words discussed in Sect. 4.3.
Let P = {P 1 , P 2 , . . . , P n } be a set of predicates. Each predicate P ∈ P is a tree language represented by a tree automaton. Let M = (Q, , F, δ) be a tree automaton, then two states q 1 , q 2 ∈ Q are equivalent if their languages L(M, q 1 ) and L(M, q 2 ) have a nonempty intersection with exactly the same subset of predicates from the set P. Formally, for an automaton M = (Q, , F, δ), P P defines the state equivalence as the equivalence ∼ P M such that
Clearly, since P is finite and there is only a finite number of subsets of P representing the predicates with which a given state has a nonempty intersection, P P is finitary. It can be refined by adding new predicates into P in a way analogous to the word case (cf. Sect. 4.3) . Thus, we can show that a spurious counterexample can be eliminated by extending the predicate set P by the languages of all states of the tree automaton representing X k+1 in the analysis of the spurious counterexample (recall that X k = ∅) as presented in Sect. 5.1. Similar optimisations like those in Sect. 4.3.3 apply here too.
Above, we discussed the P P abstraction schema inspired by the predicate-based abstraction from word ARMC. In particular, it is inspired by the backward predicate-based abstraction schema B P . Interestingly, as illustrated in Fig. 9 , it is impossible to obtain a tree analogy with the forward predicate-based abstraction schema F P of word ARMC. The tree analogy would be to label a state with a predicate state if the languages of their contexts-i.e., trees where we substitute * for the language of the node being labelled/used for labelling-have a non-empty intersection. However, in this case, the refinement schema we use in all our predicatebased abstractions does not work. For instance, consider tree automata whose fractions are shown in Fig. 9 . In the figure, L i below a state means that the language of that state is L i , and we assume that L i ∩ L j = ∅ for any i = j. Suppose we start with no predicates and want to refine the abstraction so that the refined abstraction of M does not intersect the language of Bad. To ensure this using our refinement schema, we should take the context languages of the states of Bad as the new predicates. Assume we do so and try to abstract M. In Fig. 9 , the upper index of the states of M shows by which states of Bad they are labelled when abstracting M (the minus sign means that no state appears in the label). The abstraction would now collapse states q 2 , q 5 , q 6 , and q 7 . Consequently, as the arrows show, the resulting automaton could accept trees
does not contain such trees. So, the refinement has not excluded trees from L(Bad) from the language of the abstraction of M and there is no way how to refine the abstraction further using our refinement schema.
Verification of programs with pointers
This section discusses our fully automated method for analysing various important properties of programs manipulating complex dynamic linked data structures that was first published in [14] . We consider non-recursive, sequential C programs manipulating dynamic linked data structures with possibly several next pointer selectors, storing data from finite domains. The properties to be checked include basic consistency of pointer manipulations (i.e., checking that there are no null pointer assignments, no use of undefined pointers, and no references to deleted elements). Moreover, further undesirable behaviours of the programs at hand (such as, for instance, disobedience of certain shape invariants, e.g., due to introducing undesirable sharing, cycles, etc.) may be detected via testers written in C and attached to the verified programs. Then, verification of such properties reduces to reachability of a designated error location.
Our verification method uses the approach of abstract regular tree model checking. In order to be able to apply it on programs manipulating dynamic linked data structures whose configurations (naturally viewed as the so-called shape graphs) need not be tree-like, we proceed as follows. We use trees to encode the tree skeletons of shape graphs. The edges of a shape graph that are not directly encoded in the tree skeleton are represented by routing expressions over the tree skeleton-i.e., regular expressions over directions in a tree (such as left up, right down, etc.) and the kind of nodes that can be visited on the way. The routing expressions are referred to from the tree skeletons. Both the tree skeletons and the routing expressions are automatically discovered by our method. The idea of using routing expressions is inspired by PALE [40] and graph types [38] .
We implemented our method in a prototype tool built on top of the Mona tree libraries [37] . We have tested it on a number of non-trivial procedures manipulating singly linked lists (SLL), doubly linked lists (DLL), trees (including the Deutsch-Schorr-Waite tree traversal), lists of lists, and also trees with linked leaves. All the procedures were automatically verified for absence of null pointer dereferences, absence of manipulation with undefined pointers, and absence of dereferencing of deleted objects. Additionally, further shape properties (such as absence of sharing, acyclicity, preservation of input elements, etc.) were also verified for some of the procedures.
Related approaches
The area of research on automated verification of programs manipulating dynamic linked data structures is very active. Various approaches to verification of such programs differing in their principles, degree of automation, generality, and scalability have emerged. They are based, e.g., on monadic second-order logic [40] , 3-valued predicate logic with transitive closure [47] , separation logic [20, 31, 45, 60] , 16 or automata [12, 14, 25] . Among all of these approaches, the method presented here is one of the most general and fully automated at the same time.
The closest approach to what we present here is the one of PALE that also uses tree automata (derived from WSkS formulae) as well as the idea of a tree skeleton and routing expressions. However, first, the encoding of PALE is different in that the routing expressions must deterministically choose their target, and also, for a given memory node, selector, and program line, the expression is fixed and cannot dynamically change during the run of the analysed program. Further, program statements are modelled as transformers on the level of WSkS formulae, not as transducers on the level of tree automata. Finally, the approach of PALE is not fully automatic as the user has to manually provide loop invariants and all needed routing expressions, which are automatically synthesised in our approach.
The considered programs
We consider standard, non-recursive, sequential C programs manipulating dynamic linked data structures with possibly several next pointer selectors. We do not consider pointer arithmetics, and we suppose all non-pointer data to be abstracted to a finite domain by some of the existing techniques before our method is applied. The abstract syntax of the considered programs is given in Fig. 10a , where Lab 16 We briefly comment on these approaches in Sect. 6.8 too.
is a finite set of program labels (one for each control location), V is a finite set of pointer variables, D is a finite set of data values, and S is a finite set of selectors. We suppose other commonly used statements (such as while loops or nested dereferences) to be encoded by the listed statements. An example of a typical program that our method can handle is the reversion of doubly linked lists (DLLs) shown in Fig. 10b , which we also use as our running example.
Memory configurations Memory configurations of the considered programs with a finite set of pointer variables V, a finite set of selectors S = {1, . . . , k}, and a finite domain D of data stored in dynamically allocated memory cells can be described as shape graphs of the following form. A shape graph is a tuple SG = (N , S, V, D) where N is a finite set of memory nodes, N ∩ {⊥, } = ∅ (we use ⊥ to represent null, and to represent an undefined pointer value), 
The considered properties
First of all, the properties we intend to check include basic consistency of pointer manipulations, i.e., absence of null and undefined pointer dereferences and references to already deleted nodes. Further, we would like to check various shape invariance properties such as absence of sharing, acyclicity, or, e.g., the fact that if x->next == y (and y is not null) in a DLL, then also y->prev == x, etc. To define such properties, we use the so-called shape testers written in the C language. They can be seen as instrumentation code trying to detect violations of the memory shape properties at selected control locations of the original program.
For defining testers, we slightly extend the C language by allowing next pointers to be followed backwards and by non-deterministic branching. The testers become a part of the code being verified. An error is announced when a line denoted by an error label is reached. This way, we can check a whole range of properties, including acyclicity, absence of sharing, and other shape invariants such as the relation of next and previous pointers in DLLs-cf. Fig. 10c . Shape testers can be directly written by the user, or they can be generated from a more declarative specification based, e.g., on the specialised logic proposed in [14] .
In theory, bad shapes may be described directly using a tree automata memory encoding. The problem is to not miss any of their possible encodings since-as we will see-the memory encoding that we are going to use is not canonical. This problem does not arise when using shape testers as in their case, only reachability of a certain line is tested and the choice of a suitable encoding is subject to the automatic abstraction refinement.
The verification problem
Above, we have explained that for checking preservation of shape invariants, we use shape testers, for which we need to check unreachability of their designated error location. Moreover, we model all program statements such that if some basic memory consistency error (like a null pointer assignment) happens, the control is automatically transferred to a unique error control location. Thus, we are in general interested in checking unreachability of certain error control locations in a program.
Encoding the programs in tree automata
In this section, we describe our encoding of memory configurations of the considered programs into trees and tree automata and our encoding of program statements using tree transducers and specialised automata operations.
Encoding of sets of memory configurations
As was described in Sect. 6.2, memory configurations of the considered programs with a finite set of pointer variables V, a finite set of selectors S = {1, . . . , k}, and a finite domain D of data stored in dynamically allocated memory cells can be described as shape graphs SG = (N , S, V, D). We suppose ∈ D-the data value is used to denote "zombies" of deleted nodes, which we keep and detect all erroneous attempts to access them.
To be able to describe the way we encode sets of shape graphs using tree automata, we first need a few auxiliary notions. First, to allow for dealing with more general shape graphs than tree-like, we do not simply identify the next pointers with the branches of the trees accepted by tree automata. Instead, we use the tree structure just as a backbone over which links between the allocated nodes are expressed using the so-called routing expressions, which are regular expressions over directions in a tree (like move up, move left down, etc.) and over the nodes that can be seen on the way. From nodes of the trees described by tree automata, we refer to the routing expressions via their symbolic names called pointer descriptors-we suppose dealing with a finite set of pointer descriptors R. Moreover, we couple each pointer descriptor with a unique marker from a set M (and so |R| = |M|). The routing expressions may identify several target nodes for a single source memory node and a single selector. Markers associated with the target nodes can then be used to decrease the non-determinism of the description (only nodes marked with the right marker are considered as the target).
Let us now fix the sets V, S, D, R, and M. We use a ranked alphabet = 2 ∪ 1 ∪ 0 consisting of symbols of ranks k = |S|, 1, and 0. Symbols of rank k represent allocated memory nodes or nodes that were allocated, but later they have been deleted (freed). Allocated nodes may be pointed to by pointer variables whereas deleted nodes are not pointed to by any variables since we make all variables pointing to such nodes undefined. Allocated as well as deleted nodes may be marked by some markers as targets of some next pointers, they contain some data, and have k next pointers that are either null, undefined (which is the only possibility for deleted nodes), or given by some next pointer descriptor. Thus, 2 = 2,a ∪ 2,d where 2,a =s ∈ S) to refer to the pointer variables, markers, data, and descriptors associated with n, respectively. 1 is used for specifying nodes with undefined and null pointer variables, and so 1 = 2 V . Finally, in our trees, the leaves are all the same (with no special meaning), and so 0 = {•}.
We can now specify the tree memory backbones we use to encode memory configurations as the trees that belong to the language of the tree automaton with the following rules 17 : (4) 1 (q n ) → q u . Intuitively, q i , q m , q n , and q u are automata states where q i accepts the leaves, q m accepts the memory nodes, q n accepts the node encoding null variables, and q u , which is the accepting state, accepts the node with undefined variables. Note that there is always a single node with undefined variables, a single node with null variables, and then a sub-tree with the memory allocated nodes. Thus, every memory tree t can be written as t = undef (null(t )) for undef , null ∈ 1 . We say a memory tree t = undef (null(t )) is well-formed if the pointer variables are assigned unique meanings, i.e., undef
We let S −1 = {s −1 | s ∈ S} be the set of "inverted selectors" allowing one to follow the links in a shape graph in the reverse order. A routing expression is then formally defined as a regular expression on pairs s. p ∈ (S ∪ S −1 ). 2 . Intuitively, each pair used as a basic building block of a routing expression describes one step over the tree memory backbone: The step follows a certain branch up or down after which a certain kind of node should be encountered (most often, we will use the node components of routing expressions to check whether a certain marker is set in the target node).
A tree memory encoding is a tuple (t, μ) where t is a tree memory backbone and μ a mapping from the set of pointer descriptors R to routing expressions over the set of selectors S and the memory node alphabet 2 of t. An example of a tree memory encoding for a doubly linked list (DLL) is shown in Fig. 11 .
Let (t, μ), t = undef (null(t )), be a tree memory encoding with a set of selectors S and a memory node alphabet 2 . (2) there is a path p 1 s 1 . . . p l s l p l+1 in t for some l ≥ 0 such that 17 We use a set of symbols instead of a single input symbol in a transition rule to concisely describe a set of rules using any of the symbols in the set. Similarly, a use of q 1 /q 2 instead of a single state means that one can take either q 1 or q 2 , and if there is a k-tuple of states, one considers all possible combinations of the states. 
The
set of shape graphs represented by a tree memory encoding (t, μ) with t = undef (null(t )) is denoted by [[(t, μ)]]
and given as all the shape graphs SG = (N , S, V, D) for which there is a bijection β :
e., the links between memory nodes are respected. 2. ∀ p ∈ N l Pos(t ) ∀s ∈ S ∀x ∈ {⊥, } : t ( p).s = x ⇔ S(β( p), s) = x, i.e., null and undefined successors are respected.
e., assignment of memory nodes to variables is respected.
e., assignment of null and undefinedness of variables are respected.
e., data stored in memory nodes is respected.
A tree automata memory encoding is a tuple (A, μ) where A is a tree automaton accepting a regular set of tree memory backbones and μ is a mapping as above. Naturally, A represents the set of shape graphs defined by
The tree automata memory encoding is clearly not canonical, i.e. two tree automata having different languages might represent the same set of shape graphs. Nevertheless, as we show below, program statements can still be encoded faithfully, partly using relabelling tree transducers and partly specialised operations on tree automata. Another important property of the encoding is that given a tree automata memory encoding (A, μ) 
Pointer descriptors and routing expressions
As for the set of pointer descriptors R, we restrict ourselves to a unique pointer descriptor for each destructive update x->s = y that appears in the program. This is because statements of this kind establish new links among the allocated memory nodes and having one descriptor per such a statement appears to be sufficient according to our practical experience. In addition, we might have some further descriptors if they are a part of the specification of the input configurations (see Sect. 6.7).
Further, in our automata-based framework, we encode routing expressions using tree transducers. A transducer representing a routing expression r simply copies the input tree memory backbone on which it is applied up to (1) looking for a data node n 1 that is labelled with a special token ∈ V ∪ M ∪ D and (2) moving to a data node n 2 that is the target of the next pointer described by r and that is also marked with the appropriate marker. As described in the next section, we can then implement program statements that follow the next pointers (e.g., x = y->s) by putting the token to a node pointed to by y, applying the transducer implementing the appropriate routing expression, and making x point to the node to which was moved. Due to applying abstraction, the target may not always be unique-in such a case, the transducer implementing the routing expression simply returns a set of trees in which is put to some target data node such that all possibilities where it can get via the given routing expression are covered.
Note that the use of tree transducers for encoding routing expressions allows us in theory to express more than using just regular expressions. In particular, we can refer to the tree context of the nodes via which the given route is going. In our current implementation, we, however, do not use this fact.
Encoding of program statements
We encode the considered pointer-manipulating statements as relabelling tree transducers or sets of such transducers being applied sequentially, in one case combined with an application of an additional specialised operation on the tree automata being handled. 18 When simulating the various program statements, we expect the tree memory encoding to be extended by a new root symbol, corresponding to the current program line or to an error indicator when an error is found during the analysis. The encoding of the program statements works in such a way that the effect of the statements is simulated on any set of shape graphs represented by a tree automata memory encoding. If a shape graph SG represented by a tree memory encoding is changed by a program statement to a shape graph SG , then the encoding of the statement transforms the tree memory encoding such that it represents SG . This makes sure that although the memory encoding is not canonical, we simulate program statements faithfully.
Non-destructive updates and tests
The simplest statement to encode is the x = NULL assignment. The transducer implementing it simply goes through the input tree and copies it to the output with the exception that (1) it removes x from the labelling of the node in which it currently is, (2) it adds x to the labelling of the null node, and (3) it changes the current line appropriately. The transducer implementing an assignment x = y is similar, it just puts x not to the null node, but to the node which is currently labelled by y.
The transducers encoding conditional statements of the form if (x == NULL) goto l1; else goto l2; are very similar to the above-of course, they do not change the node in which x is, but only change the current program line to either l1 or l2 according to whether x is in the null node or not. If x is in undef, an error indication is used instead of l1 or l2. The transducers encoding statements if (x == y) goto l1; else goto l2; are similar-they test whether or not x and y appear in the same node (both being different from undef).
The transducer for an x = y->s statement is a union of several complementary actions. If y is in null or undef, an error is indicated. If y is in a regular data node and its s-th next pointer node contains either ⊥ or , the transducer removes x from the node it is currently in and puts it into the null or undef node, respectively. If y is in a regular data node n and its s-th next pointer node contains some pointer descriptor r ∈ R, the token is put to n. Then, the routing expression transducer associated with r is applied. Finally, x is removed from its current node and put into the node to which was moved by the applied routing expression transducer. If the target is marked as deleted, an error is announced.
Destructive updates Destructive pointer updates of the form x->s = y are implemented as follows: If x is in null or undef, an error is announced. If x is defined and y is in null or undef, the transducer puts ⊥ or into the s-th next pointer node below x, respectively. Otherwise, the transducer puts the pointer descriptor r associated with the particular x->s = y statement being fired into the s-th next pointer node below x, and it marks the node in which y is by the marker coupled with r . Then, the routing expression transducer associated with r is updated such that it includes the path from the node of x to the node of y.
One could think of various strategies how to extract the path going from the node of x to the node of y. We consider a simple strategy, which is, however, successful in many practical examples as our experiments show. We extract the shortest path between x and y on the tree memory backbone, which consists of going some number of steps upwards to the closest common parent of x and y and then going some number of steps downwards. The upward or the downward phase can also be skipped when going just down or up, respectively. When extracting this shortest path, we project away all information about nodes we see on the way and about nodes not directly lying on the path. Only the directions (left/right up/down) and the number of steps are preserved.
Note that we, in fact, perform the operation of routing expression extraction on a tree automaton, and we extract all possible paths between where x and y may currently be. The result is transformed into a transducer τ xy that moves the token from the position of x to the position of y, and τ xy is then united with the current routing expression transducer associated with the given pointer descriptor r . The extraction of the routing paths is done partly by rewriting the input tree automaton via a special transducer τ π that in one step identifies all the shortest paths between all x and y positions and projects away the non-necessary information about the nodes on the way. The transducer τ π is simple. It just checks that one follows some branch up from x and then some branch down to y where the up and down sweeps meet in a single node. The transition relation of the resulting transducer is then post-processed by changing the context of the path to an arbitrary one, which is done by directly modifying the structure of the transducer. 19 Dynamic allocation and deallocation Statements of the form x = malloc() are implemented by rewriting the right-most • leaf node to a new data node pointed to by x. All the k next pointers are set to .
To be able to exploit the regularity that is mostly present in algorithms allocating new data structures, which typically add new elements at the end/leaves of the structure, we also explicitly support a statement of the form x.s = malloc(). We even try to pre-process programs and compact all successive pairs of statements of the form x = mal-loc(); y->s = x (provided x is not used any further) to y->s= malloc(). This statement is then implemented by adding the new element directly under the node pointed to by y (provided it is a leaf) and joining it by a simple routing expression of the form "one level down via a certain branch". This typically yields much simpler and more precise routing expressions.
Finally, statements of the form free(x) are implemented by transducers that move all variables that are currently in the node pointed to by x to the undef node (if x is in null or undef, an error is announced). Then, the node is denoted as deleted, but it stays in our tree memory encoding with all its current markers set.
Input structures for the verified programs
In order to encode the input structures, we can directly use the tree automata memory encoding. Such an encoding can be provided manually or derived automatically from a description of the concerned linked data structure provided, e.g., as a graph type [38] . The main advantage is that the verification process starts with an exact encoding of the set of all possible instances of the considered data structure. Another possibility is to attach a constructor written in C before the verified procedure. The verification then starts with the empty shape graph.
Applying ARTMC
Apparently, we assume ARTMC to be used in its more general form, having the one-step transition relation split into several transducers that are applied in some particular order, together with one special operation on the tree automata used when extracting the routing expressions. We compute an overapproximation of the reachable configurations for each program line in such a way that we start from an initial set of shape graphs represented by a tree automata memory encoding (possibly representing the empty heap when an input constructor is used) and we iterate the abstract fixpoint computation described in Sect. 5.1 along the control flow graph of the program (using the depth-first strategy). The fixpoint computation stops if the abstraction α that is used is finitary. In such a case, the number of abstracted tree automata that encode sets of memory backbones which can arise in the program being checked is finite. Moreover, the number of the arising routing expressions is also finite since they are extracted from the bounded number of tree automata describing the encountered sets of memory backbones. 20 During the computation, we check whether a designated error location in the program is reached, a basic pointer exception is detected during simulating the effect of some statement, or whether a fixpoint is attained. In the latter case, the program is found correct. In the former case, we compute backwards along the path in the CFG that is being currently explored to check if the obtained counterexample is spurious as explained in Sect. 5.1. However, as said in Sect. 6.5.1, the check for emptiness is not exact and therefore we might conclude that we have obtained a real counterexample although this is not the case. However, such a situation has never happened in any of our experiments. 21 We use a slight refinement of the basic finite-height and predicate abstractions described in Sect. 5.1. Concretely, we prevent the abstraction from allowing a certain pointer variable to point to several memory nodes at the same time. In particular, this amounts to prohibiting collapsing of states that would create a loop over a node pointed to by some pointer variable.
Apart from the basic abstraction schemas, we support one more abstraction schema called the neighbour abstraction. Under this schema, only the tree automata states are collapsed that (1) accept nodes with equal labels and (2) that directly follow each other (i.e., they are neighbours). This strategy is very simple, yet it proved useful in some practical cases.
Finally, we allow the abstraction to be applied either at all program lines or only at the loop closing points. In some cases, the latter approach is more advantageous due to that some critical destructive pointer updates are done without being interleaved with abstraction. This way, we may avoid having to remove lots of spurious counterexamples that may otherwise arise when the abstraction is applied while some important shape invariant is temporarily broken.
Experimental results
We have implemented the above proposed method in a prototype tool 22 based on the Mona tree automata library [37] . We have performed a set of experiments with singly linked lists (SLL), doubly linked lists (DLL), trees, lists of lists, and trees with linked leaves. As one of the most complicated case studies, we have also considered the so-called task-lists. The task-list structure is showed in Fig. 12 and it is inspired by the structures often used in operating systems [9] .
All three mentioned types of automata abstractionthe finite-height abstraction (with the initial height being one), predicate abstraction (with no initial predicates), and neighbour abstraction-proved useful in different experiments. All case studies were automatically verified for 21 A precise (but more costly) spuriousness check is to replay the obtained path from the beginning without using abstraction. 22 www.fit.vutbr.cz/research/groups/verifit/tools/artmc/ Fig. 12 The "task-list" data structure null/undefined/deleted pointer exceptions. Additionally, some further shape properties (such as absence of sharing, acyclicity, preservation of input elements, etc.) were verified in some case studies too. For a detailed overview of the case studies and verified properties, see [46] . Table 3 contains verification times for our experiments. We give the best result obtained using one of the three mentioned abstraction schemas and say for which schema the result was obtained. The note "restricted" accompanying the abstraction means that the abstraction was applied at the loop points only. The experiments were performed on a 64 bit Opteron at 2.8 GHz. The column |Q| gives information about the size (in numbers of states) of the biggest encountered automaton while N re f gives the number of refinements. The column S P provides information whether preservation of some shape properties was verified (together with the default checks of undesired manipulation of null, undefined, or deleted objects).
Despite the prototype nature of our tool, which can still be optimised in many ways (some of them are mentioned below), the results are quite positive. For example, for checking the Deutsch-Schorr-Waite tree traversal, TVLA (version 2) took 1 minute on the same machine with manually provided instrumentation predicates and predicate transformers. In the case of the trees with linked leaves, we are not aware of any other fully automated tool with which experiments with this structure have been performed.
Recent fully automated tools based on separation logic appear to be more scalable, but the abstraction used in them is much more restricted to a particular shape of data structures (usually lists of lists [9, 20, 60] like in the case of task-lists 23 ) and their particular properties. For example, the abstraction of [60] is fine-tuned not to report spurious errors in the considered experiments and the authors themselves make a note on usefulness of automated refinement.
Conclusions
We have discussed the approach of abstract regular (tree) model checking as a generic technique for verification of parameterised and infinite-state programs, using finite word and tree automata for finitely representing possibly infinite sets of reachable configurations. As a possible application of ARTMC, we have discussed verification of programs manipulating complex dynamic data structures. Other applications include verification of parameterised networks of processes or systems with unbounded queues, stacks, counters, etc. An important on-going research on (abstract) regular (tree) model checking includes improvements in the underlying automata technology. This especially concerns the use of non-deterministic word or tree automata. For them to be useful, one needs to be able to perform all the needed operations without determinising the automata. This is problematic in the case of inclusion checking and reduction (minimisation) of the automata. However, recent advances in using antichain-based and/or simulation-based approaches [1, 26] have overcome this obstacle, although further improvements are still possible. Very significant improvements in the performance of ARTMC have already been reported on some case studies [11] . Further, development of abstractions and encodings particularly suitable for various application areas is needed. For instance, an interesting question is how to introduce the principle of separation (frame rule), which underlies the scalability of separation-logic-based approaches, into automata, combining it with automated refinement and higher generality while still retaining full automation [32] .
