Finite-difference, time-domain ͑FDTD͒ calculations are typically performed with partial differential equations that are first order in time. Equation sets appropriate for FDTD calculations in a moving inhomogeneous medium ͑with an emphasis on the atmosphere͒ are derived and discussed in this paper. Two candidate equation sets, both derived from linearized equations of fluid dynamics, are proposed. The first, which contains three coupled equations for the sound pressure, vector acoustic velocity, and acoustic density, is obtained without any approximations. The second, which contains two coupled equations for the sound pressure and vector acoustic velocity, is derived by ignoring terms proportional to the divergence of the medium velocity and the gradient of the ambient pressure. It is shown that the second set has the same or a wider range of applicability than equations for the sound pressure that have been previously used for analytical and numerical studies of sound propagation in a moving atmosphere. Practical FDTD implementation of the second set of equations is discussed. Results show good agreement with theoretical predictions of the sound pressure due to a point monochromatic source in a uniform, high Mach number flow and with Fast Field Program calculations of sound propagation in a stratified moving atmosphere.
I. INTRODUCTION
Finite-difference, time-domain ͑FDTD͒ techniques have drawn substantial interest recently due to their ability to readily handle complicated phenomena in outdoor sound propagation such as scattering from buildings and trees, dynamic turbulence fields, complex moving source distributions, and propagation of transient signals. [1] [2] [3] [4] [5] [6] [7] [8] These phenomena are difficult to handle with frequency-domain techniques that are currently widely used, such as parabolic equation approximations and the Fast Field Program ͑FFP͒. FDTD techniques typically solve coupled sets of partial differential equations that are first order in time. In this regard, they are a departure from methodologies such as the parabolic approximation, which solve a single equation for the sound pressure that is second order in time. Many such single equations for the sound pressure in a moving inhomogeneous medium are known in the literature ͑see Refs. [9] [10] [11] [12] [13] [14] and references therein͒. Although these equations were obtained with different assumptions and/or approximations, all contain second-or higher-order derivatives of the sound pressure with respect to time, and are therefore not amenable to first-order FDTD techniques. Our main goal in the present paper is to derive equation sets that are appropriate as starting equations in FDTD simulations of sound propagation in a moving inhomogeneous atmosphere and to study the range of applicability of these sets.
The most general possible approach to sound propagation in a moving inhomogeneous medium would be based on a direct solution of the complete set of linearized equations of fluid dynamics, [9] [10] [11] 15 which are first-order partial differential equations. Although this set could be used as starting equations for FDTD codes, even with modern computers it is too involved to be practical. Furthermore, this set contains the ambient pressure and entropy, which are not usually considered in studies of sound propagation in the atmosphere. Therefore, it is worthwhile to find simplified equation sets for use in FDTD calculations.
In the present paper, the complete set of linearized equations of fluid dynamics in a moving inhomogeneous medium is reduced to two simpler sets that are first order in time and amenable to FDTD implementation. The first set contains three coupled equations involving the sound pressure, vector acoustic ͑particle͒ velocity, and acoustic density. No approximations are made in deriving this set. The second set contains two coupled equations for the sound pressure and vector acoustic velocity. Although the second set describes sound propagation only approximately, the assumptions involved in deriving the second set are quite reasonable in atmospheric acoustics: Terms proportional to the divergence of the medium velocity and the gradient of the ambient atmospheric pressure are ignored. To better understand the range of applicability of the second set, we compare the set with equations for the sound pressure that have been previously used in analytical and numerical studies of sound propagation in a moving atmosphere. It is shown that the second set has the same or a wider range of applicability than these equations for the sound pressure.
Furthermore in the present paper, a basic numerical algorithm for solving the second set of equations in twodimensional ͑2-D͒ moving inhomogeneous media is developed. Issues related to the finite-difference approximation of the spatial and temporal derivatives are discussed. FDTD solutions are obtained for a homogenous uniformly moving medium and for a stratified moving atmosphere. The first of these solutions is compared with an analytical formula for the sound pressure due to a point monochromatic source in a uniformly moving medium. The second solution is compared with predictions from before FFP.
Although the explicit emphasis of the discussion in this paper is on sound propagation in a moving inhomogeneous atmosphere, most of the derived equations are also valid for a general case of sound propagation in a moving inhomogeneous medium with an arbitrary equation of state, e.g., in the ocean with currents. Equations presented in the paper are also compared with those known in aeroacoustics.
The paper is organized as follows. In Sec. II, we consider the complete set of equations of fluid dynamics and their linearization. In Sec. III, the linearized equations are reduced to the set of three coupled equations for the sound pressure, acoustic velocity, and acoustic density. In Sec. IV, we consider the set of two coupled equations for the acoustic pressure and acoustic velocity. Numerical implementation of this set is considered in Sec. V.
II. EQUATIONS OF FLUID DYNAMICS AND THEIR LINEARIZATION
Let P (R,t) be the pressure, ˜( R,t) the density, ṽ(R,t) the velocity vector, and S (R,t) the entropy in a medium. Here, Rϭ(x,y,z) are the Cartesian coordinates, and t is time. These functions satisfy a complete set of fluid dynamic equations ͑e.g. Ref. 16͒:
In Eqs. ͑1͒-͑4͒, ‫,)‪z‬ץ/ץ,‪y‬ץ/ץ,‪x‬ץ/ץ(‪"ϭ‬‬ gϭ(0,0,g) is the acceleration due to gravity, and F and Q characterize a force acting on the medium and a mass source, respectively. For simplicity, we do not consider the case when a passive component is dissolved in a medium ͑e.g., water vapor in the dry air, or salt in water͒. This case is considered in detail elsewhere. 9, 17 If a sound wave propagates in a medium, in Eqs. ͑1͒-͑4͒ P , ˜, ṽ, and S can be expressed in the following form: P ϭ Pϩ p, ˜ϭ ϩ, ṽϭvϩw, and S ϭSϩs. Here, P, , v, and S are the ambient values ͑i.e., the values in the absence of a sound wave͒ of the pressure, density, medium velocity, and entropy in a medium, and p, , w, and s are their fluctuations due to a propagating sound wave. In order to obtain equations for a sound wave, Eqs. ͑1͒-͑4͒ are linearized with respect to p, , w, and s. Assuming that a sound wave is generated by the mass source Q and/or the force F and introducing the full derivative with respect to time d/dt ϭ‫ץ/ץ‬tϩv"", we have
Here, cϭͱ‫ץ‬ P( ,S)/‫ץ‬ is the adiabatic sound speed, and the parameter h is given by hϭ‫ץ‬ P( ,S)/‫ץ‬S. The set of Eqs.
͑5͒-͑8͒ provides a most general description of sound propagation in a moving inhomogeneous medium with only one component. In order to calculate p, , w, and s, one needs to know the ambient quantities c, , v, P, S, and h. Note that Eqs. ͑5͒-͑8͒ describe the propagation of both acoustic and internal gravity waves, as well as vorticity and entropy waves ͑e.g., Ref. 18͒. Equations ͑5͒-͑8͒ were derived for the first time by Blokhintzev in 1946. 17 Since then, these equations have been widely used in studies of sound propagation ͑e.g., Refs. 9-11͒. In the general case of a moving inhomogeneous medium, Eqs. ͑5͒-͑8͒ cannot be exactly reduced to a single equation for the sound pressure p. In the literature, Eqs. ͑5͒-͑8͒ have been reduced to equations for p, making use of different approximations or assumptions about the ambient medium. These equations for p were subsequently used for analytical and numerical studies of sound propagation. They are discussed in Sec. IV. Note that the equations for p known in the literature contain the following ambient quantities: c, , and v. On the other hand, the linearized equations of fluid dynamics, Eqs. ͑5͒-͑8͒, contain not only c, , and v, but also P, S, and h. This fact indicates that the effect of P, S, and h on sound propagation is probably small for most of problems considered so far in the literature.
The effect of medium motion on sound propagation is also studied in aeroacoustics, e.g., see Refs. 12, 19-24 and references therein. In aeroacoustics, the starting equations coincide with Eqs. ͑1͒-͑4͒ but might also include terms describing viscosity and thermal conductivity in a medium. Using these equations of fluid dynamics, equations for sound waves are derived which have some similarities with Eqs. ͑5͒-͑8͒. For example, Eqs. ͑5͒-͑8͒ are equivalent to Eqs. ͑1.11͒ from Ref. 12, and Eq. ͑6͒ can be found in Refs. 19, 22, 23 . The main difference between Eqs. ͑5͒-͑8͒ and those in aeroacoustics are sound sources. In atmospheric acoustics, in Eqs. ͑5͒-͑8͒ the sources F and Q are assumed to be known and are loudspeakers, car engines, etc. In aeroacoustics, these sources have to be calculated and are those due to ambient flow. Furthermore in some formulations in aeroacoustics, the left-hand side of Eq. ͑5͒ contains nonlinear terms. [21] [22] [23] Note that FDTD calculations are nowadays widely used in aeroacoustics, e.g., Refs. 19, 20, 24. Also note that in aeroacoustics it is sometimes assumed that the ambient medium is incompressible and/or isentropic, i.e., Sϭconst. Generally, these assumptions are inappropriate for atmospheric acoustics. Indeed, sound waves can be significantly scattered by density fluctuations, e.g., see Sec. 6.1.4 from Ref. 9 . Furthermore, in a stratified atmosphere S depends on the height above the ground. The range of applicability of the assumption Sϭconst ͑which is equivalent to sϭ0 or pϭc 2 ) is studied in Sec. 2.2.4 from Ref. 9 . For a stratified medium, this assumption is not applicable if the scale of the ambient density variations is smaller than the sound wave length or if the ambient density noticeably changes with height.
III. SET OF THREE COUPLED EQUATIONS

A. Moving medium with an arbitrary equation of state
Applying the operator (‫ץ/ץ‬tϩṽ"") to both sides of Eq. ͑4͒ and using Eq. ͑3͒, we have
͑9͒
where c 2 ϭ‫ץ‬ P ( ˜, S ‫ץ/)‬ ˜d iffers from the square of the adiabatic sound speed c 2 ϭ‫ץ‬ P( ,S)/‫ץ‬ . Using Eq. ͑2͒, Eq. ͑9͒ can be written as
The next step is to linearize Eq. ͑10͒ to obtain an equation for acoustic quantities. To do so we need to calculate the value of c 2 ϭ‫ץ‬ P ( ˜, S ‫ץ/)‬ ˜t o the first order in acoustic perturbations. In this formula, we express ˜a nd S as the sums ˜ϭ ϩ and S ϭSϩs, decompose the function P into Taylor series, and keep the terms of the first order in and s:
The 
͑12͒
In this equation, (c 2 )Ј is replaced by its value obtained above. As a result, we arrive at the following equation for dp/dt: dp dt ϩ c
Equations ͑5͒, ͑6͒, and ͑13͒ comprise a desired set of three coupled equations for p, w, and . This set was obtained from linearized equations of fluid dynamics, Eqs. ͑5͒-͑8͒, without any approximations. The set can be used as starting equations for FDTD simulations. In this set, one needs to know the following ambient quantities: c, , v, P, ␣, ␤, and h.
B. Set of three equations for an ideal gas
In most applications, the atmosphere can be considered as an ideal gas. In this case, the equation of state reads ͑e.g., Refs. 9, 17͒ as
where ␥ϭ1.4 is the ratio of specific heats at constant pressure and constant volume, R a is the gas constant for the air, and the subscript 0 indicates reference values of P, , and S. Using Eq. ͑14͒, the sound speed c and the coefficients ␣, ␤, and h appearing in Eq. ͑13͒ can be calculated: c 2 ϭ␥ P/ , ␣ϭ␥(␥Ϫ1)P/( R a ), ␤ϭ␥(␥Ϫ1)P/ 2 , and hϭ(␥ Ϫ1)P/R a . Substituting these values into Eq. ͑13͒, we have dp dt ϩ c
A set of Eqs. ͑5͒, ͑6͒, and ͑15͒ is a closed set of three coupled equations for p, w, and for the case of an ideal gas. To solve these equations, one needs to know the following ambient quantities: c, , v, and P. 
IV. SET OF TWO COUPLED EQUATIONS
A. Set of equations for p and w
In atmospheric acoustics, Eqs. ͑5͒ and ͑13͒ can be simplified since v is always much less than c. First, using Ref. 16 , it can be shown that ""
where L is the length scale of variations in the density . Therefore, in Eq. ͑13͒ the term proportional to ""v can be ignored to order v 2 /c 2 . Second, in Eqs. ͑5͒ and ͑13͒ the terms proportional to " P can also be ignored. Indeed, in a moving inhomogeneous atmosphere " P is of the order v 2 /c 2 so that these terms can be ignored to order v/c. Furthermore, in a stratified atmosphere, " PϭϪg , where g is the acceleration due to gravity. It is known that, in linearized equations of fluid dynamics, terms proportional to g are important for internal gravity waves and can be omitted for acoustic waves.
With these approximations, Eqs. ͑13͒ and ͑5͒ become
Equations ͑17͒ and ͑18͒ comprise the desired closed set of two coupled equations for p and w. This set can also be used in FDTD simulations of sound propagation in the atmosphere. In order to solve this set, one needs to know the following ambient quantities: c, , and v. These ambient quantities appear in equations for the sound pressure p that have been most often used for analytical and numerical studies of sound propagation in moving media. The set of Eqs. ͑17͒ and ͑18͒ is simpler than the set of three coupled equations, Eqs. ͑5͒, ͑6͒, and ͑13͒, and does not contain the ambient quantities P, ␣, ␤, and h. It can be shown that Eqs. ͑17͒ and ͑18͒ describe the propagation of acoustic and vorticity waves but do not describe entropy or internal gravity waves.
Equations ͑17͒ and ͑18͒ were derived in Ref. 25 ͓see also Eqs. ͑2.68͒ and ͑2.69͒ from Ref. 9͔ using a different approach. In these references, Eqs. ͑17͒ and ͑18͒ were derived for the case of a moving inhomogeneous medium with more than one component ͑e.g., humid air or salt water͒. Equations ͑17͒ and ͑18͒ are somewhat similar to the starting equations in FDTD simulations used in Ref. 3; see Eqs. ͑10͒ and ͑12͒ from that reference. The last of these equations coincides with Eq. ͑17͒ while the first is given by
Using vector algebra, the left-hand side of this equation can be written as a left-hand side of Eq. ͑18͒ plus an extra term vÃ("Ãw). Equations ͑10͒ and ͑12͒ from Ref. 3 were obtained using several assumptions that were not employed in the present paper when deriving Eqs. ͑17͒ and ͑18͒: ‫ץ‬v/‫ץ‬t ϭ‫ץ‬ /‫ץ‬tϭ" ϭ0, c is constant, and ‫ץ‬w/‫ץ‬tӷvÃ("Ãw). At the beginning of this section, we provided sufficient conditions for the applicability of Eqs. ͑17͒ and ͑18͒. Actually, the range of applicability of these equations can be much wider. Note that it is quite difficult to estimate with what accuracy one can ignore certain terms in differential equations. We will study the range of applicability of Eqs. ͑17͒ and ͑18͒ by comparing them with equations for the sound pressure p presented in Secs. IV B-IV F, which have been most often used for analytical and numerical studies of sound propagation in moving media and whose ranges of applicability are well known. This will allow us to show that Eqs. ͑17͒ and ͑18͒ have the same of a wider range of applicability than these equations for p and, in many cases, describe sound propagation to any order in v/c. For simplicity, in the rest of this section, we assume that Fϭ0, Qϭ0, and the medium velocity is subsonic.
B. Nonmoving medium
Consider the case of a nonmoving medium when vϭ0. In this case, the set of linearized equations of fluid dynamics, Eqs. ͑5͒-͑8͒, can be exactly ͑without any approximations͒ reduced to a single equation for sound pressure p ͑e.g., see Eq. ͑1.11͒ from Ref. 11͒:
͑20͒
For the considered case of a nonmoving medium, Eqs. ͑17͒ and ͑18͒ can also be reduced to a single equation for p. This equation coincides with Eq. ͑20͒. Therefore, Eqs. ͑17͒ and ͑18͒ describe sound propagation exactly if vϭ0.
C. Homogeneous uniformly moving medium
A medium is homogeneous and uniformly moving if the ambient quantities c, v, etc. do not depend on R and t. For such a medium, the linearized equations of fluid dynamics, Eqs. ͑5͒-͑8͒ can also be exactly reduced to a single equation for p ͑see Sec. 2.3.6 from Ref. 9 and references therein͒:
For the case of a homogeneous uniformly moving medium, Eqs. ͑17͒ and ͑18͒ can be reduced to the equation for p that coincides with Eq. ͑21͒. Therefore, Eqs. ͑17͒ and ͑18͒ describe sound propagation exactly in a homogeneous uniformly moving medium. In particular, they correctly account for terms of any order in v/c.
D. Stratified moving medium
Now let us consider the case of a stratified medium when the ambient quantities c, , v, etc. depend only on the vertical coordinate z. We will assume that the vertical component of v is zero: vϭ(v Ќ ,0), where v Ќ is a horizontal component of the medium velocity vector. In this subsection, we reduce Eqs. ͑17͒ and ͑18͒ to a single equation for the spectral density of the sound pressure and show that this equation coincides with the equation for the spectral density that can be derived from Eqs. ͑5͒-͑8͒.
For a stratified moving medium, Eq. ͑17͒ can be written as
Here, " Ќ ‫,)‪y‬ץ/ץ,‪x‬ץ/ץ(‪ϭ‬‬ and w Ќ and w z are the horizontal and vertical components of the vector wϭ(w Ќ ,w z ). Equation ͑18͒ can be written as two equations:
Here, v Ќ Ј ϭdv Ќ /dz. Let p, w Ќ , and w z be expressed as Fourier integrals:
Here, rϭ(x,y) are the horizontal coordinates, a is the horizontal component of the wave vector, is the frequency of a sound wave, and p , ŵ z , and ŵ Ќ are the spectral densities of p, w z , and w Ќ . We substitute Eqs. ͑25͒-͑27͒ into Eqs. ͑22͒-͑24͒. As a result, we obtain a set of equations for p , ŵ z , and ŵ Ќ :
After some algebra, this set of equations can be reduced to a single equation for p :
where Јϭd /dz.
For the considered case of a stratified moving medium, a single equation for p can also be derived from Eqs. ͑5͒-͑8͒ without any approximations. This equation for p is given by Eq. ͑2.61͒ from Ref. 9 . Setting gϭ0 in this equation ͑i.e. ignoring internal gravity waves͒ one obtains Eq. ͑31͒. Therefore, Eqs. ͑17͒ and ͑18͒ describe sound propagation exactly in a stratified moving medium, and, hence, correctly account for terms of any order in v/c.
E. Turbulent medium
Probably the most general of the equations describing the propagation of a monochromatic sound wave in turbulent media with temperature and velocity fluctuations is given by Eq. ͑6.1͒ from Ref. 9:
͑32͒
Here, ⌬ϭ‫ץ‬ 2 /‫ץ‬x 2 ϩ‫ץ‬ 2 /‫ץ‬y 2 ϩ‫ץ‬ 2 /‫ץ‬z 2 ; ϭc 0 2 /c 2 Ϫ1; k 0 , c 0 , and 0 are the reference values of the wave number, adiabatic sound speed, and density; x 1 , x 2 , x 3 stand for x, y, z; v 1 ϭv x , v 2 ϭv y , v 3 ϭv z are the components of the medium velocity vector v; and repeated subscripts are summed from 1 to 3. Furthermore, the dependence of the sound pressure on the time factor exp(Ϫit) is omitted.
The range of applicability of Eq. ͑32͒ is considered in detail in Sec. 2.3 from Ref. 9 . This equation was used for calculations of the sound scattering cross section per unit volume of a sound wave propagating in a turbulent medium with temperature and velocity fluctuations. Also it was employed as a starting equation for developing a theory of mul- 
͑33͒
Here, the predominant direction of sound propagation coincides with the x-axis, ⌬ Ќ ϭ(‫ץ‬ 2 /‫ץ‬y 2 ‫ץ,‬ 2 /‫ץ‬z 2 ), and mov ϭ Ϫ2v x /c 0 .
In Ref. 9, Eq. ͑32͒ was derived starting from the set of Eqs. ͑17͒ and ͑18͒ and using some approximations. Therefore, this set has the same or a wider range of applicability than equations for p that have been used in the literature for analytical and numerical studies of sound propagation in a turbulent medium with temperature and velocity fluctuations.
F. Geometrical acoustics
Sound propagation in a moving inhomogeneous medium is often described in geometrical acoustics approximation which is applicable if the sound wavelength is much smaller than the scale of medium inhomogeneities. In geometrical acoustics, the phase of a sound wave can be obtained as a solution of the eikonal equation, and its amplitude from the transport equation. In this subsection, starting from Eqs. ͑17͒ and ͑18͒, we derive eikonal and transport equations and show that they are in agreement with those deduced from Eqs. ͑5͒-͑8͒.
Let us express p and w in the following form:
w͑R,t ͒ϭexp"ik 0 ⌰͑R,t ͒…w A ͑ R,t ͒. ͑35͒
Here, ⌰(R,t) is the phase function, and p A and w A are the amplitudes of p and w. Substituting Eqs. ͑34͒ and ͑35͒ into Eqs. ͑17͒ and ͑18͒, we have
͑37͒
In geometrical acoustics, p A and w A are expressed as a series in a small parameter proportional to 1/k 0 :
Substituting Eqs. ͑38͒ and ͑39͒ into Eqs. ͑36͒ and ͑37͒ and equating terms proportional to k 0 , we arrive at a set of equations:
Equating terms proportional to k 0 0 , we obtain another set:
From Eq. ͑41͒, we have
Substituting this value of w 1 into Eq. ͑40͒, we obtain
͑45͒
From this equation, we obtain an eikonal equation for the phase function:
Here, a sign in front of ͉"⌰͉ is chosen in accordance with the time convention exp(Ϫit 
where nϭ "⌰/͉"⌰͉ is the unit vector normal to the phase front. Now we multiply Eq. ͑42͒ by d⌰/dt and multiply Eq. ͑43͒ by c 2 "⌰. Then, we subtract the latter equation from the former. After some algebra and using Eq. ͑46͒, it can be shown that the sum of all terms proportional to p 2 and w 2 is zero. The resulting equation reads as dp 1 
In this equation, w 1 is replaced by its value given by Eq. ͑47͒. As a result, we obtain
. ͑49͒
In
The second term on the left-hand side of Eq. ͑49͒ can be written as 1 c 2 dp
Here, we used the formula dc 2 /dtϭ␤d /dt; see Eq. ͑2.63͒ from Ref. 9 . According to Eq. ͑2͒, d /dt in Eq. ͑50͒ can be replaced with Ϫ ""v. When deriving Eqs. ͑17͒ and ͑18͒, terms proportional to ""v were ignored. Therefore, the last term on the right-hand side of Eq. ͑50͒ should also be ignored. In this case, Eq. ͑49͒ can be written as 
G. Discussion
Thus, by comparing a set of Eqs. ͑17͒ and ͑18͒ with the equations for p which are widely used in atmospheric acoustics, we determined that this set has the same or a wider range of applicability than these equations for p. Note that there are other equations for p known in the literature ͑see Refs. 9, 11, 17 and references therein͒: Monin's equation, Pierce's equations, equation for the velocity quasi-potential, the Andreev-Rusakov-Blokhintzev equation, etc. Most of these equations have narrower ranges of applicability than the equations presented above and have been seldom used for calculations of p.
V. NUMERICAL IMPLEMENTATION
In this section, we describe simple algorithms for FDTD solutions of Eqs. ͑17͒ and ͑18͒ in the two spatial dimensions x and y. Isolating the partial derivatives with respect to time on the left side of these equations, we have ‫ץ‬p ‫ץ‬t
where bϭ1/ is the mass buoyancy and ϭc 2 is the adiabatic bulk modulus. In Eqs. ͑52͒-͑54͒, the subscripts x and y indicate components along the corresponding coordinate axes.
The primary numerical issues pertinent to solving these equations in a moving inhomogeneous medium are summarized and addressed in Secs. V A-V C. Example calculations are provided in Secs. V D and V E.
A. Spatial finite-difference approximations
The spatial finite-difference ͑FD͒ network considered here stores the pressure and particle velocities on a grid that is staggered in space, as shown in Fig. 1 . The pressure is stored at integer node positions, namely xϭi ⌬x and y ϭ j ⌬y, where i and j are integers and ⌬x and ⌬y are the grid intervals in the x-and y-directions. The x-components of the acoustic velocity, w x , are staggered ͑offset͒ by ⌬x/2 in the x-direction. The y-components of the acoustic velocity, w y , are staggered by ⌬y/2 in the y-direction. This staggered grid design is widely used for wave propagation calculations in nonmoving media. [27] [28] [29] [30] Here we furthermore store v x and F x at the w x nodes, and v y and F y at the w y nodes. The quantities b, , and Q are stored at the pressure nodes.
For simplicity, we consider in this article only a secondorder accurate, spatially centered FD scheme. A centered solution of Eqs. ͑52͒-͑54͒ requires an evaluation of each of the terms of the right-hand sides of these equations at the grid nodes where the field variable on the left-hand side is stored. One of the main motivations for using the spatially staggered grid is that it conveniently provides compact, centered spatial differences for many of the derivatives in Eqs. ͑52͒-͑54͒. For example, ‫ץ‬w x /‫ץ‬x in Eq. ͑52͒ is ‫ץ‬w x ͑ i ⌬x, j ⌬y,t ͒/‫ץ‬xӍ͕w x ͓͑iϩ1/2͒⌬x, j ⌬y,t͔ Ϫw x ͓͑iϪ1/2͒⌬x, j ⌬y,t͔͖/⌬x ͑55͒ and ‫ץ‬p/‫ץ‬y in Eq. ͑54͒ is ‫ץ‬p͓i ⌬x,͑ jϩ1/2͒⌬y,t͔/‫ץ‬y Ӎ͕p͓i ⌬x,͑ jϩ1 ͒⌬y,t͔Ϫ p͓i ⌬x, j ⌬y,t͔͖/⌬y. ͑56͒
The derivatives ‫ץ‬p/‫ץ‬x and ‫ץ‬w y /‫ץ‬y follow similarly. The body source terms can all be evaluated directly, since they are already stored at the grid nodes where the FD approximations are centered. The same is true of , which is stored at the pressure grid nodes and needed in Eq. ͑52͒. Regarding Eqs. ͑53͒ and ͑54͒, the values for b can be determined at the needed locations by averaging neighboring grid points. The implementation of the remaining terms, particular to the moving medium, is somewhat more complicated. For example, the derivatives of the pressure field in Eq. ͑52͒, ‫ץ‬p/‫ץ‬x and ‫ץ‬p/‫ץ‬y, cannot be centered at xϭi ⌬x and y ϭ j ⌬y from approximations across a single grid interval. Centered approximations can be formed across two grid intervals, however, as suggested in Ref.
For example, ‫ץ‬p͑i ⌬x, j ⌬y,t ͒/‫ץ‬x
Ӎ͕p͓͑iϩ1 ͒⌬x, j ⌬y,t͔Ϫp͓͑iϪ1 ͒⌬x, j ⌬y,t͔͖/2⌬x.
͑57͒
Neighboring grid points can be averaged to find the wind velocity components v x and v y at xϭi ⌬x and yϭ j ⌬y, which multiply the derivatives ‫ץ‬p/‫ץ‬x and ‫ץ‬p/‫ץ‬y, respectively, in Eq. ͑52͒. Similarly, the spatial derivatives of the particle velocities in Eqs. ͑53͒ and ͑54͒ can be approximated over two grid intervals. In Eq. ͑53͒, the quantities w y and v y ͑multiplying the derivatives ‫ץ‬v x /‫ץ‬y and ‫ץ‬w x /‫ץ‬y, respectively͒ are needed at the grid point xϭ(iϩ1/2)⌬x and y ϭ j ⌬y. Referring to Fig. 1 , a reasonable way to obtain these quantities would be to average the four closest grid nodes: w y ͓͑iϩ1/2͒⌬x, j ⌬y,t͔
͕w y ͓͑iϩ1 ͒⌬x,͑ jϩ1/2͒⌬y,t͔ ϩw y ͓i ⌬x,͑ jϩ1/2͒⌬y,t͔ ϩw y ͓͑iϩ1 ͒⌬x,͑ jϪ1/2͒⌬y,t͔ ϩw y ͓i ⌬x,͑ jϪ1/2͒⌬y,t͔͖, ͑58͒
and likewise for v y . The quantities w x and v x , multiplying the derivatives ‫ץ‬v y /‫ץ‬x and ‫ץ‬w y /‫ץ‬x in Eq. ͑54͒, can be obtained similarly.
B. Advancing the solution in time
Let us define the functions f p , f x , and f y as the righthand sides of Eqs. ͑52͒, ͑53͒, and ͑54͒, respectively. For example, we write ‫ץ‬p͑i ⌬x, j ⌬y,t ͒ ‫ץ‬t
where p(t), w x (t), and w y (t) are matrices containing the pressures and acoustic velocities at all available grid nodes. For convenience, s(t) is used here as short hand for the combined source and medium properties (b, , v x , v y , Q, F x , and F y ) at all available grid nodes. ͑Note that f p ͓i ⌬x, j ⌬y,p(t),w x (t),w y (t),s(t)͔ in actuality depends only on the fields at a small number of neighboring grid points of (i ⌬x, j ⌬y) when second-order spatial differencing is used. The notation here is general enough, though, to accommodate spatial differencing of an arbitrarily high order.͒ For a nonmoving medium, the solution is typically advanced in time using a staggered temporal grid, in which the pressures are stored at the integer time steps tϭl ⌬t and the particle velocities at the half-integer time steps tϭ(l ϩ1/2)⌬t. [27] [28] [29] [30] The acoustic velocities and pressures are updated in an alternating ''leap-frog'' fashion, with the fields from the previous time step being overwritten in place. Considering the moving media equations, approximation of the time derivative in Eq. ͑59͒ with a finite difference centered on tϭ(lϩ1/2)⌬t ͑that is, ‫ץ‬p͓i ⌬x, j ⌬y,(lϩ1/2)⌬t͔/‫ץ‬t Ӎ͕p͓i ⌬x, j ⌬y,(lϩ1)⌬t͔Ϫ p͓i ⌬x, j ⌬y,l ⌬t͔͖/⌬t) results in the following equation for updating the pressure field:
p͓i ⌬x, j ⌬y,͑lϩ1 ͒⌬t͔ ϭ p͓i ⌬x, j ⌬y,l ⌬t͔ϩ⌬t f p †i ⌬x, j ⌬y,p͓͑lϩ1/2͒⌬t͔, w x ͓͑lϩ1/2͒⌬t͔,w y ͓͑lϩ1/2͒⌬t͔,s͓͑lϩ1/2͒⌬t͔ ‡.
͑60͒
Note that this equation requires the pressure field at the halfinteger time steps, i.e., tϭ(lϩ1/2)⌬t. In the staggered leapfrog scheme, however, the pressure is unavailable at the halfinteger time steps. A similar centered approximation for the acoustic velocities indicates that they are needed on the integer time steps in order to advance the solution, which is again problematic. If one attempts to address this problem by linearly interpolating between adjacent time steps ͑i.e., by setting p͓(lϩ1/2)⌬t͔Ӎ͕p͓l ⌬t͔ϩp͓(lϩ1)⌬t͔͖/2 in Eq. ͑60͒͒, explicit updating equations ͑a solution of Eq. ͑60͒ for p͓i ⌬x, j ⌬y,(lϩ1)⌬t͔ that does not require the pressure field at nearby grid points at the time step tϭ(lϩ1)⌬t) cannot be obtained. Hence the customary staggered leap-frog approach does not lead to an explicit updating scheme for the acoustic fields in a moving medium. The staggered leap-frog scheme can be rigorously implemented only when the terms particular to the moving medium ͑those involving v x and v y ) are removed from Eqs. ͑52͒-͑54͒.
A possible work-around would be to use the pressure field p(l ⌬t) in place of p͓(lϩ1/2)⌬t͔ when evaluating f p , and w x ͓(lϪ1/2)⌬t͔ and w y ͓(lϪ1/2)⌬t͔ in place of w x (l ⌬t) and w y (l ⌬t) when evaluating f x and f y . This nonrigorous procedure uses the Euler ͑forward difference͒ method to evaluate the moving-media terms while maintaining the leap-frog approach for the remaining terms. From a programming standpoint, the algorithm proceeds in essen- 4 , which uses a perturbative solution based on the assumption that the flow velocity is small.
Here we would like to develop a general technique that is applicable to high Mach numbers. The simplest way to accomplish this is to abandon the staggered temporal grid and form centered finite differences over two time steps. The pressure updating equation, based on the approximation ‫ץ‬p(i ⌬x, j ⌬y, l ⌬t)/‫ץ‬tӍ͕p͓i ⌬x, j ⌬y,(lϩ1)⌬t] Ϫp͓i ⌬x, j⌬y,(lϪ1)⌬t]͖/2 ⌬t, is p͓i ⌬x, j ⌬y,͑lϩ1 ͒⌬t͔ ϭp͓i ⌬x, j ⌬y,͑lϪ1 ͒⌬t͔ ϩ2 ⌬t f p ͓i ⌬x, j ⌬y,p͑l ⌬t ͒,w x ͑ l ⌬t ͒,
Similarly, we derive w x ͓͑iϩ1/2͒⌬x, j ⌬y,͑lϩ1 ͒⌬t͔
Somewhat confusingly, this general temporal updating scheme has also been called the ''leap-frog'' scheme in the literature, 31 since it involves alternately overwriting the wavefield variables at even and odd integer time steps based on calculations with the fields at the intervening time step. We call this scheme here the nonstaggered leap-frog. The primary disadvantage, in comparison to the staggered leapfrog scheme, is that the fields must be stored over two time steps, rather than just one. Additionally, the numerical dispersion and instability characteristics are inferior to those of the conventional staggered scheme due to the advancement of the wavefield variables over two time steps instead of one. On the other hand, the nonstaggered leap-frog does provide a simple and rigorous centered finite-difference scheme that is not specialized to low Mach number flows. Other common numerical integration methods, such as the Runge-Kutta family, can also be readily applied to the nonstaggered-intime grid. Some of the calculations following later in this section use a fourth-order Runge-Kutta method, which is described in Ref. 32 and many other texts. We have also developed a staggered-in-time method that is valid for high Mach numbers but requires the fields to be stored over two time levels. This method was briefly discussed in Ref. 6 .
Note that our present numerical modeling efforts are directed toward demonstrating the applicability and feasibility of FDTD techniques for simulating sound propagation in a moving atmosphere. We have not undertaken a comprehensive comparative analysis of the many alternative numerical strategies available for the solution of Eqs. ͑17͒ and ͑18͒. However, several of these approaches ͑including the pseudospectral method, higher-order spatial and/or temporal finite-difference operators, and the dispersion relation preserving ͑DRP͒ technique͒ yield accurate simulations of sound propagation with fewer grid intervals per wavelength compared with our numerical examples. In particular, the DRP method, involving optimized numerical values of the finite-difference operator coefficients ͑e.g., Ref. 18͒, can be readily introduced into our FDTD algorithmic framework.
C. Dependence of grid increments on Mach number
For numerical stability of the 2-D FDTD calculation, the time step ⌬t and grid spacing ⌬r must be chosen to satisfy the Courant condition, CϽ1/& ͑e.g., see Ref. 33͒, where the Courant number is defined as
Here, u is the speed at which the sound energy propagates. ͓For a nonuniform grid, ⌬rϭ1/ͱ(⌬x) Ϫ2 ϩ(⌬y) Ϫ2 .] Since the grid spacing must generally be a small fraction of a wavelength for good numerical accuracy, the Courant condition in practice imposes a limitation on the maximum time step possible for stable calculations. An even smaller time step may be necessary for good accuracy, however.
Let us consider the implications of the Courant condition for propagation in a uniform flow. In this case, u is determined by a combination of the sound speed and wind velocity. In the downwind direction, we have uϭu ϩ ϭc ϩv. In the upwind direction, uϭu Ϫ ϭcϪv. The wavelengths in these two directions are ϩ ϭ(cϩv)/ f and Ϫ ϭ(cϪv)/ f , respectively, where f is the frequency. Since the wavelength is shortest in the upwind direction, the value of Ϫ dictates the grid spacing. We set
where N is the number of grid points per wavelength in the upwind direction, M ϭv/c is the Mach number, and ϭc/ f is the wavelength for the medium at rest. If N is to be fixed at a constant value, a finer grid is required as M increases.
Regarding the time step, the Courant condition implies
This condition is most difficult to meet when u is largest, which is the case in the downwind direction. Therefore we must use u ϩ in the preceding inequality if we are to have accurate results throughout the domain; specifically, we must set
Therefore the time step must also be shortened as M increases. For example, the time step at M ϭ1/3 must be 1/2 the value necessary at M ϭ0. At M ϭ2/3, the time step must be 1/5 the value at M ϭ0. The reduction of the required time step and grid spacing combine to make calculations at large Mach numbers computationally expensive.
D. Example calculations
In this subsection, we use the developed algorithm for FDTD solutions of Eqs. ͑52͒-͑54͒ to compute the sound field p in a 2-D homogeneous uniformly moving medium. The geometry of the problem is shown in Fig. 2 . A point monochromatic source is located at the origin of the Cartesian coordinate system x,y. The medium velocity v is parallel to the x-axis. We will first obtain an analytical formula for p for this geometry.
In a homogeneous uniformly moving medium, c, , and v are constant so that ""vϭ0 and " Pϭ0. Therefore, Eqs. ͑17͒ and ͑18͒ describe sound propagation exactly for this case and are valid for an arbitrary value of the Mach number M . They can be written as
Here, p and w are functions of the coordinates x, y and time t, ‫,)‪y‬ץ/ץ,‪x‬ץ/ץ(‪"ϭ‬‬ and the function Q is given by
where ␦ is the delta function and the factor A characterizes the source amplitude. In Eqs. ͑68͒ and ͑69͒, for simplicity, it is assumed that Fϭ0.
Assuming that vϽc, the following solution of Eqs. ͑68͒ and ͑69͒ is obtained in the Appendix:
͑71͒
Here, kϭ/c, H 0 (1) , and H 1 (1) are the Hankel functions, ϭkrͱ1ϪM 2 sin 2 ␣/(1ϪM 2 ), and r and ␣ are the polar coordinates shown in Fig. 2. For krӷ1, ͬ .
͑72͒
Note that a sound field due to a point monochromatic source in a 2-D homogeneous uniformly moving medium was also studied in Ref. 18 by a different approach. The phase factor obtained in that reference is essentially the same as that in Eq. ͑72͒. Only a general expression for the amplitude factor was presented in Ref. 18 which does not allow a detailed comparison with the amplitude factor in Eq. ͑72͒.
Let us now consider the FDTD calculations of the sound field for the geometry in Fig. 2 . In these calculations, the source consists of a finite-duration harmonic signal with a cosine taper function applied at the beginning and the end. The tapering alleviates numerical dispersion of high frequencies, which becomes evident when there is an abrupt change in the source emission. The tapered source equation is
͑73͒
Here, is the source phase, T 1 is the duration of the initiation taper, and T 2 is the duration of the termination taper. All calculations in this paper use tapering over an interval of 3 periods in the harmonic wave (T 1 ϭT 2 ϭ3/f ) and a total signal duration of 10 periods (Tϭ10/f ). Figure 3 shows the pressure field for a 100 Hz source in a uniform Mach 0.3 flow. The field is shown at 0.11 s, or 0.01 s after the source has been turned off. The distance between wave fronts is smaller upwind than downwind. The calculations use the fourth-order Runge-Kutta method with a staggered spatial grid and a nonstaggered temporal grid. The spatial domain is 100 m by 100 m, with 800 grid points in each direction. This results in approximately 19 grid points per wavelength in the upwind direction. The time step was set to 0.145 ms, which implies a Courant number of 0.40 in a nonmoving medium but 0.52 in the downwind direction of the M ϭ0.3 flow. Using the run shown in Fig. 3 , the azimuthal dependence of the normalized sound pressure magnitude ͉p(r,␣,M )/p(r,0,0)͉ for values of kr ranging from 1 to 100 was compared to the theoretical far-field result calculated from Eq. ͑72͒. Excellent agreement was found between theoretical predictions and FDTD simulations for krտ10.
The azimuthal dependence of ͉p(r,␣,M )/p(r,0,0)͉ at krϭ20 is compared for several numerical methods in Fig. 4 . The methods include the staggered ͑with forwarddifferencing of the moving medium terms mentioned in Sec. V B͒ and nonstaggered leap-frog approaches and the fourthorder Runge-Kutta. The time step for the leap-frog methods was 0.036 ms ͑1/4 that used for the Runge-Kutta͒, so that the computational times of all calculations are roughly equal. The Runge-Kutta and nonstaggered leap-frog provide graphically indistinguishable results. The staggered leapfrog, however, systematically underpredicts the amplitude in the downwind direction and overpredicts in the upwind direction. The actual sound pressure signals at tϭ0.11 s, calculated from the staggered and nonstaggered leap-frog approaches, are overlaid in Fig. 5 . In the downwind direction, the staggered leap-frog method provides a smooth prediction at distances greater than about 22 m. The noisy appearance at shorter distances is due to numerical instability, which was clear from the rapid temporal growth of these features we observed as the calculation progressed. We conclude that the staggered leap-frog approach, when applied to a moving medium, is less accurate and more prone to numerical instability. This is likely due to the nonsymmetric temporal finite difference approximations for the moving medium terms. Figure 6 shows the azimuthal dependence of ͉p(r,␣,M )/p(r,0,0)͉ for M ϭ0, 0.3, and 0.6. All FDTD calculations for this figure use the fourth-order Runge-Kutta method. Two calculated curves are shown: one for a lowresolution run with 800ϫ800 grid points and a time step of 0.145 ms, and the other for a high-resolution run with 1600 ϫ1600 grid points and a time step of 0.0362 ms. For M ϭ0.3, both grid resolutions yield nearly exact agreement with Eq. ͑72͒. At M ϭ0.6, the low-resolution run has 11 spatial grid nodes per wavelength in the upwind direction and a downwind Courant number of 0.64. The highresolution grid has 22 spatial grid nodes per wavelength in the upwind direction and a downwind Courant number of 0.32. Agreement with theory at M ϭ0.6 is very good for the high-resolution run. The low-resolution run substantially underpredicts the upwind amplitude.
Finally note that it follows from Figs. 4 and 6 that the sound pressure is largest for ␣ϭ180°, i.e., in the upwind direction. This dependence is also evident upon close examination in Fig. 3 .
E. Comparison of FDTD and FFP calculations
The computational examples so far in this paper have been for uniform flows. However, the numerical methods and equations upon which they are based apply to nonuniform flows as well. In this section, we consider an example calculation for a flow with constant shear. The point source and receiver are both located at a height of 20 m and the frequency is 100 Hz. The computational domain is 200 m by 100 m and has 600 by 300 grid points. The time step is 7.73ϫ10 Ϫ4 s and the fourth-order Runge-Kutta method is used. A rigid boundary condition is applied at the ground surface (yϭ0 m). An absorbing layer in the upper one-fifth of the simulation domain removes unwanted numerical reflections. ͑The implementation of the rigid ground boundary condition and the absorbing layer is described in Ref. The FFP is also in good agreement, although there is some systematic underprediction of the interference minima, particularly so near the source. This is likely due to the far-field approximation inherent to the FFP. For the case with constant shear, Fig. 7͑b͒ , the interference pattern is shifted. The FDTD and FFP continue to show very similar small discrepancies near the source. On the basis of the results shown in Fig. 7͑a͒ , it is highly likely that the FDTD is more accurate. The FDTD calculations required about 100 times as long to complete as the FFP on a single-processor computer. As would be expected, the FFP is more efficient for calculations at a limited number of frequencies in a horizontally stratified medium.
VI. CONCLUSIONS
In the present paper, we have considered starting equations for FDTD simulations of sound propagation in a moving inhomogeneous atmosphere. FDTD techniques can provide a very accurate description of sound propagation in complex environments.
A most general description of sound propagation in a moving inhomogeneous medium is based on the complete set of linearized equations of fluid dynamics, Eqs. ͑5͒-͑8͒. However, this set is too involved to be effectively employed in FDTD simulations of outdoor sound propagation. In this paper, the linearized equations of fluid dynamics were reduced to two simpler sets of equations which can be used as starting equations for FDTD simulations.
The first set of equations contains three coupled equations, Eqs. ͑5͒, ͑6͒, and ͑13͒, for the sound pressure p, acoustic velocity w, and acoustic density . This set is an exact consequence of the linearized equations of fluid dynamics, Eqs. ͑5͒-͑8͒. To solve the first set of equations, one needs to know the following ambient quantities: the adiabatic sound speed c, density , medium velocity v, pressure P, and the parameters ␣, ␤, and h. The atmosphere can be modeled as an ideal gas to a very good accuracy. In this case, the first set of equations simplifies and is given by Eqs. ͑5͒, ͑6͒, and ͑15͒. Now it contains the following ambient quantities: c, , v, and P.
The second set of starting equations for FDTD simulations contains two coupled equations for the sound pressure p and acoustic velocity w, Eqs. ͑17͒ and ͑18͒. In order to solve this set one needs to know a fewer number of the ambient quantities: c, , and v. Note that namely these ambient quantities appeared in most of equations for the sound pressure p which have been previously used for analytical and numerical studies of outdoor sound propagation. The second set was derived from Eqs. ͑5͒-͑8͒ assuming that terms proportional to the divergence of the medium velocity and the gradient of the ambient pressure can be ignored. Both these assumptions are reasonable in atmospheric acoustics. To better understand the range of applicability of the second set, it was compared with equations for the sound pressure p which have been most often used for analytical and numerical studies of sound propagation in a moving inhomogeneous medium. It was shown that the second set has the same or wider range of applicability than these equations for p. Thus, a relatively simple set of Eqs. ͑17͒ and ͑18͒, which is however rather general, seems very attractive as starting equations for FDTD simulations.
The numerical algorithms for FDTD solutions of the second set of equations were developed for the case of a 2-D inhomogeneous moving medium. It was shown that the staggered-in-time grid approach commonly applied to nonmoving media cannot be applied directly for the moving case. However, fairly simple alternatives based on nonstaggered-in-time grids are available. We used the resulting algorithms to calculate the sound pressure due to a point source in a homogeneous uniformly moving medium. The results obtained were found in excellent agreement with analytical predictions even for a Mach number as high as 0.6. 
