body (figure 1b). In the visual system, local form cues are detected in early visual areas, whereas global shape generally involves higher areas. For instance, if subjects expect a human figure, they may recognise a static set of point lights as the global form of a human.
If such a figure starts to move, additional information about the movement is obtainable. At the local level, this represents the movement of individual points with certain direction and velocity (figure 1c). These local motion signals are likely to activate local motion detectors. At the global level, the change of the posture over time and thereby the change of the human form gives the global motion information (figure 1d).
Many studies dealing with biological motion used point-light walkers similar to Johansson's. For a point-light walker the individual points provide no local form information. The fact that we are able to perceive biological motion in these point lights demonstrates that local form signals are not necessary for biological-motion perception.
Global form, on the other hand, does seem to be important. Bu« lthoff et al (1998) showed that low-level stereo-depth perception is overridden by top^down influences from global form. Bertenthal and Pinto (1994) provided evidence of a global form analysis by using masks of dots with trajectories identical to walker dots but with different, randomly selected positions. Casile and Giese (2005) compared orientation discrimination of a different version of a point-light stimulus to a regular point-light walker, in which individual points followed sinusoidal trajectories not strictly consistent with the human skeleton. The information on walker orientation in this stimulus is contained in the offsets between the upper and lower body parts, which clearly constitutes a global form cue.
The relevance of local motion is debated. Mather et al (1992) manipulated the efficiency of low-level motion detectors by inserting temporal delays between subsequent frames (inter-stimulus intervals) or reversing dot contrast. They found impaired discriminability in coherence or direction tasks when the walker was presented in noise, and suggested that local motion is the basis for perception of biological motion. Thornton et al (1998) found an effect of inter-stimulus intervals only on short stimulus durations. Ahlstro« m et al (1997) also used reversal of dot contrast and found that it did not impair performance. Beintema and Lappe (2002) used a stimulus with nearabsent local motion by limiting the lifetime of each point to one frame. They found advantage of local motion only in noise, which argues for a role of local motion only as an aid for segregation.
The importance of global motion and the global dynamics of the stimulus motion has recently been demonstrated by Shipley (2003) . He found that the unfamiliarity of the dynamic relations by upside^down presentation reduced recognition. Troje (2002) separated movement dynamics and body structure on point-light walkers. His study on gender recognition showed a greater importance for movement dynamics than for body structures.
A better understanding of biological-motion recognition and the relevance of the different cues can be gained from computational models (Aggarwal and Cai 1999; Gavrilla 1999) . Aggarwal et al (1998) suggested a so-called a priori model for human action recognition that performs a comparison with an internally existing template. Bobick and Davis (2001) first recovered the momentary shape of an actor through a simple image motion segmentation process. Then a space^time pattern of the movement is produced which consists of the sequence of the actor's postures over time. This spatiotemporal shape serves as template and is used for identification. In a similar spirit, but more related to human perceptual processes, the template-matching model suggested by Lange et al (2002) used a global form template and its temporal evolution for the analysis of biological motion from point-light stimuli. They found similarities between psychophysical data and their model. Giese and Poggio (2003) proposed a template-matching model with two separate hierarchical bottom^up processes öone based on local motion the other on local form analysis. They showed that their model could also explain perception of biological motion in noise with results similar to psychophysical data (Neri et al 1998) . Lee and Wong (2004) recently presented another template-matching model with a form template similar to the one Lange et al (2002) used. In contrast to the latter, they used point-light templates instead of stick-figure templates.
We believe that our brain uses such a template-matching process for the recognition of biological motion. Our attempt in this study was to investigate the properties of such templates. Many studies use point-light stimuli because all information is contained in the movement and the spatial arrangement of the points, and can easily be modified. Point-light stimuli do not contain local form information but contain clear local and global motion as well as global form information. We, instead, used a stimulus with reduced local cues but distinct global cues. This offers a way to accomplish a more exact determination of the different influences of local and global information on the recognition of biological motion. To produce such stimuli we recorded movies of different actions in natural scenes and blurred them to various degrees. Blurring reduces local form and motion information. Global cues, such as contour information or connecting structures, mostly persist, but depending on blur level, they are only weakly pronounced.
2 General methods 2.1 Stimuli We recorded 152 videos of different actions. For one-third of the videos we used natural outdoor scenes as background (recorded in a park); one-third was recorded in a swimming pool; and the remaining third in an indoor setting with objects in the scene, such as chairs and tables. We used common actions easy to identify. The videos involved everyday actions (drinking, eating, sitting), different forms of walking or running (eg walking upstairs or running in a park), different sport exercises performed by one person (eg jumping jack, knee bend, swimming) or two persons (eg playing ball), interactions between two persons with an object (eg giving something to someone) or without an object (eg slapping or hugging someone). Two men and four women performed the actions. The videos were transferred to a PC and saved as frame sequences. The resolution of the frames was 7206576 pixels. The figure height was about two-thirds of the frame height.
The coloured frames were converted into monochrome PPM (portable pix map) files. Each frame was blurred with Gaussian filtering at 7 levels, so that from the first level onwards the strength of the blurring was increased. The s of the Gaussian was 5 pixels times the blur level. Blur level 0 was the unchanged original, blur level 7 shows the highest degree of blurring. Examples of the blur levels can be seen in figure 2. 
Procedure
All stimuli were presented on Apple computers (Power Mac G4). In experiments 1 and 2 we used a video beamer for presentation and in experiments 3 to 5 LCD flat screens of various PowerBooks (17, 15, or 12 inch display size). Movies were presented with a frame rate of 25 frames s À1 . In experiments 3 to 5 the subjects were seated about 60 to 70 cm in front of a monitor. In each case the stimuli were presented in the centre of the screen. The vertical and horizontal size of the actor in the video varied but generally it was approximately 8 deg by 4 deg. The experiments took place in a normally lit room. All participants had normal or corrected-to-normal vision.
Stimuli were presented sequentially in pseudo-randomised order (except in experiment 1). Subjects were requested to watch each stimulus and describe the action by a verb and, if available, an object.
Data analysis
The answers of the subjects were noted by the experimenter and then transferred into a rating system. Correct answers received 1 point and incorrect answers 0 points. Answers were rated as correct if they were synchronous with the shown action. If several interpretations of an action were possible, they were also rated as correct. For example the action``giving something to someone'' could also be identified as selling or exchanging something. The recognition score is the percentage of correctly recognised actions for each blur level. Results are presented as the mean and standard error over all subjects.
In experiment 2, for statistical description we used a t-test. For experiments 3 to 5, the statistical analysis was accomplished by a two-factor analysis of variance. As a posteriori procedure, the Scheffe¨test was used. For all a posteriori tests we used an a significance level of 0.05.
3 Experiment 1. Spontaneous recognition by naive subjects As a first test for our stimuli, we presented a movie of a walking person to a group of naive subjects. Walking is a familiar action to us, and many other experiments investigating the perception of biological motion also use walking as stimulus. We used naive subjects to avoid learning or expectation effects and to test unbiased spontaneous recognition.
Methods
Sixteen student subjects participated for course credit (aged 18^31 years, mean 22.6 years). The experiment was performed as a group experiment. A set of 8 video sequences was shown to the subjects. The video sequence showed the same video of a walking human at 8 different blur levels, from strongly blurred to unblurred (levels 7 to 0). After each stimulus, the subjects were asked to write down what they saw. Subjects were naive to the purpose of the experiment and to the content of the stimuli. Figure 3 shows the percentage of subjects who gave the correct answer as a function of the blur level. Even in the first-presented extremely blurred condition (blur level 7) 55% spontaneously described the stimulus as a walking person. At blur level 6 already 90% were able to recognise a walking person. At blur level 5 the recognition score was up to 95.5%. At blur level 3 all of the subjects recognised the stimulus correctly as a walking person. We conclude that it is possible to spontaneously recognise actions from extremely blurred stimuli.
Results and conclusion

Experiment 2. Upright versus inverted presentation
The previous experiment has shown that it is possible to recognise an action even under strongly blurred conditions. In order to test the suitability of our stimuli for the investigation of biological-motion perception, we reproduced the classic inversion effect with our stimuli. Recognition of biological motion is reduced, although not eliminated, when a point-light walker is turned upside^down (Sumi 1984; Bertenthal and Pinto 1994; Pavlova and Sokolov 2000) .
Methods
In this group experiment, thirty-two students (aged 18^32 years, mean 22.9 years) participated for course credit. 20 different actions were shown. All actions were presented with the same blur level (blur level 5), which was the first level in experiment 1 with recognition of nearly 100%. One-half of the actions was presented upright and the other half upside^down. To test all actions in both conditions, subjects were randomly divided into two groups and the actions presented upright to the first group were presented upside^down to the second group and vice versa.
The actions were shown one after another. Order of presentation was randomised. After each action, the subjects had to write down what kind of action they had seen. The subjects were not informed that the presented action could be upside^down. For each subject, the recognition score for the upright, respectively for the upside^down, presented actions was determined. Figure 4 shows the results for this experiment. Clearly, the upright-presented actions are easier to recognise than the same actions inverted (t-test, p 5 0X05). These findings are in line with the biological-motion studies mentioned above.
Results and conclusion
Experiment 3. Static versus moving
Actions can be recognised from viewing only a snapshot. By removing form information, this should become more difficult and, after a certain point, impossible. If we are able to see a larger range of the action in motion, additional information is conveyed and it should become possible to solve the task again. To measure the extent of static shape information in the template we compared recognition from movies with recognition from single frames.
Methods
Two different stimulus conditions were tested. For the first condition (completeaction movies) a movie (25 frames s À1 ) was made out of each complete action at each blur level. Each movie consisted of 100 frames of an action sequence (4 s duration). QuickTime animations are provided as examples on the Perception website at http://www.perceptionweb.com/misc/p5500/.
For the second condition (single frames) we selected for each action sequence a single frame out of the entire movie that reliably conveyed the action. To find the best frame we collected data from independent observers in an informal manner. These informal observations indicated that the action in most cases could be reliably recognised from a range of individual frames. We made sure that the chosen frame was within the central part of the action and that every necessary detail affecting the action was clearly visible. For example, figure 5 shows the single frame in blur level 0 for climbing stairs'.
Each subject saw 19 stimuli of each blur level. This resulted in a total of 152 stimuli. Each of the 152 recorded actions occurred once in this stimulus set. For half of the subjects, 80 of these stimuli were presented as complete-action movies and 72 as single frames. For the other half of the subjects, 80 single frames and 72 complete-action movies were presented.
In this experiment, sixteen subjects participated (21^49 years, mean 31.5 years). The subjects were requested to maintain a viewing distance from about 60 to 70 cm to the monitor. They were first made familiar with the task by observing 4 examples of single frames and 4 complete-action movies. Each subject then viewed a set of 152 actions. Each action was presented only once. The subjects were allowed to watch the stimuli several times, to use all existing information optimally, and then report the action verbally.
Results
The results of this experiment are shown in figure 6 . A two-way factorial ANOVA showed significant main effects of blur level (F 7 240 169X8, p 5 0X0001) and of condition (F 1 240 917X1, p 5 0X0001), as well as a significant interaction (F 7 240 33X2, p 5 0X0001). For unblurred stimuli, action recognition was near perfect and not significantly different between the conditions (Scheffe¨test, p 5 0X05). This confirms that our choice of single frames indeed conveyed the action fully. With increasing blur level, recognition decreased. The decrease in recognition from still images was steeper than for complete-action movies. The Scheffe¨test as an a posteriori procedure showed for the action movie from blur level 3 onwards a significant degradation of the recognition score with increasing blur level (p 5 0X05). For the single frames, a significant degradation (p 5 0X05) already occurred between blur level 0 and blur level 1. Degradation was saturated at blur level 5, as within the last three blur levels in both conditions, no further significant difference was observed. Significant differences between the two conditions were found from blur level 1 to blur level 7 (Scheffe¨test, p 5 0X05, indicated by asterisks in figure 6 ).
In a control experiment, we confirmed that the reduction is due to the blurring and not caused by the loss of contrast associated with the blurring procedure. We produced unblurred single frames with the same contrast reduction as single frames in blur level 7 and tested them on five additional subjects. No influence of the contrast was found, as the performance was 98%.
Discussion
In comparison with the single frame, the action movie contains much more information about the action. Since the figures are shown in motion, additional information about form change and segmentation as well as the motion information itself is obtained. The recognition score for the action-movie condition represents an upper limit for the possible recognition score in the respective blur level, since here all possible information is available. The single-frame condition, however, forms an appropriate lower limit, because the available information is limited to solely static form information. The recognition score for the single frames was therefore used as a reference for the following experiments.
Experiment 4. Multiple shapes versus global motion
In this experiment two different conditions were examined, which should clarify the contribution of successive static-shape information and global motion information as separately as possible. One stimulus contained no motion information, but multiple successive shapes, global form information, and also information about how they change over time (still-frame sequence). The other one contained explicitly global motion information (short movies), single shape, and only little shape change.
Methods
For the still-frame-sequence condition we chose 23 frames from the whole movie and used only the first, the middle, and the last frame. The single frames of experiment 3 were used as middle frames for this condition. The still-frame sequences show therefore a larger range of the action, but represented by three static frames only. The three frames were presented one after the other for 500 ms each. Monochrome grey images were presented for 500 ms inbetween the presentation of the picture frames. The grey frames served as masking, to guarantee that the stimuli did not contain local motion information. The frames of an example still-frame sequence can be seen in figure 7 (see the example movie`playing ball' in the additional material).
In the short-movie condition the stimulus should contain motion information, but only little information about shape change. Therefore, we made movies of three immediate successive frames with a total duration of 0.12 s. As before, the single frames of experiment 3 were used as middle frames. The frames of an example short movie can be seen in figure 8 (see the example movie`marching' in the additional material).
Each subject saw 19 stimuli of each blur level. This resulted in a total of 152 stimuli. Each of the 152 recorded actions occurred once in this stimulus set. For half of the subjects 80 of these stimuli were presented as still-frame sequences and 72 as short movies. For the other half of the subjects 80 short movies and 72 still-frame sequences were presented.
In this experiment fifteen subjects participated (aged 22^55 years, mean 29.8 years). Presentation and general procedure were the same as described in experiment 3.
Results
The results of the still-frame sequence, the short movies and, for comparison, the results of the single frames are shown in figure 9 . A two-way factorial ANOVA showed significant main effects of blur level (F 7 240 385X8, p 5 0X0001) and of condition (F 2 240 86X3, p 5 0X0001), as well as a significant interaction (F 14 240 4X1, p 5 0X0001). For all conditions, the recognition rate decreases with increasing blur level. The Scheffeẗ est as an a posteriori procedure showed that for unfiltered stimuli (blur level 0) there were no differences between the three conditions. Performance was generally better in the short-movie than in the still-frame-sequence condition but differences were significant only in blur levels 5 and 6 (indicated by asterisks). Still-frame sequences were significantly different from single frames at blur levels 1 to 4 (Scheffe¨test, p 5 0X05).
Discussion
For both conditionsöstill-frame sequence and short moviesöthe recognition score improved. A common aspect for both conditions is that, by adding two frames to the single frames, additional information is provided. The two additional frames in the still-frame sequences show two more single postures. Thus, a larger range of the action is shown and distinct information about form change is given. This improves the recognition score relative to the single frames substantially. Because subjects receive more static-form information, they could have applied the same strategy as in the single-frame condition, but now with three images. Alternatively, a comparison of the postures and their temporal order with internal templates for the different actions could have been used.
For the short movies we also added two frames to the single frame, but used consecutive frames to keep the extent of additional form information small. The movie constructed from these three frames conveys global motion information. This improves the recognition score related to the single-frame condition. We also found improvement when compared to the still-frame sequences, but significant only for high blur levels. We conclude that global form as well as global motion information both can compensate the reduction of local cues.
Experiment 5. Local motion for shape segmentation
The performance gain of the short movie over the single frame and the three-frame sequence must be due to motion information present in the short-movie condition but not in the other conditions. We can think of two ways in which motion can be useful in processing the stimuli. First, global motion could be part of the properties of a template for the action, in the sense that the template would be formed not just by the configural shape of the body in a particular posture but also by the motion of the body shape as the action evolves. Second, motion could help the identification of the body shape, not by attachment to the template, but simply by providing segmentation information to dissociate the body shape from the background. In that second case, motion would simply be used to estimate those parts of the scene that move. These would likely stem from the outline of the body and thus allow better access to the body-shape information.
In experiment 5 we intended to test the performance gain that may be achieved by such motion-based segmentation. We therefore asked whether the improvement seen for the short-movie stimuli over the static stimuli in experiment 4 could be due to unspecific motion-based segmentation information rather than an evaluation of the motion signal in the biological-motion template. To investigate this idea we needed to construct stimuli that convey segmentation information similar to that conveyed by motion in the short-movie conditions but without actual information about motion direction or speed. We decided to use flicker as the most motion-related segmentation signal. We therefore constructed flicker movies, which present the same images as the single-frame condition but add flicker signals at those parts of the image that moved in the short-movie condition. These stimuli should contain segmentation information similar to the short movies but no motion information about direction and speed of the movement.
Methods
For the three images that were used in each short movie we computed all pixels, in which the grey level changed within these three frames. We then used as the basis frame the centre frame of the short movie (identical to the single frame from experiment 1). From this basis frame two copies were created. In the first copy, the grey levels of the respective pixels were increased slightly. In the second copy, the grey levels were slightly decreased. Thereby two new frames were created for each action, in which the changing grey tones were either brighter or darker, but corresponded otherwise to the single frames from experiment 1. These frames were presented in a repetition loop. A flicker resulted because of alternating brighter and darker sections. The flicker frequency was 25 cycles s À1 . The subjects could set the duration of the presentation by themselves. The frames of an example flicker movie can be seen in figure 10 (see the movie`running' in the additional material).
In this experiment sixteen subjects participated (aged 21^54 years, mean 30.4 years). Presentation and general procedure were the same as in experiment 3, with the exception that each subject saw only 76 of the 152 actions. Eight of the subjects saw 10 stimuli of blur level 1, 3, 5, and 7, and 9 stimuli of blur level 2, 4, 6, and 8. For the other eight subjects the distribution was the other way round. Figure 11 shows the results for the flicker-movies condition together with the results of the single frames. A two-way factorial ANOVA showed significant main effects of blur level (F 7 240 326X6, p 5 0X0001) and of condition (F 1 240 13X9, p 0X0002), but no significant interaction (F 7 240 1X4, p 0X2). Performance was overall better in the flicker-movies than in the still-frame condition but the difference was only significant at blur levels 1, 5, and 6 (Scheffe¨test, p 5 0X05, indicated by asterisks).
Results
Discussion
The flicker stimuli contained segmentation information in addition to the body shape. This resulted in a small but significant improvement with respect to the single-frame condition. This supports the assumption that segmentation information is used for recognition of the represented actions. The segmentation information provided by flicker is similar to that provided by motion in the short movies in the previous experiment but perhaps not exactly equal. For instance, for equal contrast levels a stimulus with real motion on a static background might pop out more than a flickering stimulus. Yet, since the visual system can use motion for segmentation, it is clear that part of the advantage of the short-movie condition in experiment 4 may be due to motion segmentation. If the flicker experiment can be taken as an indication of the usefulness of segmentation, then the segmentationbased improvement is rather small. However, if this small improvement is added to the performance in the three-frame experiment, the combination of segmentation information and global-form-change information might reach the performance observed in the short movies. It may thus be possible that the improved performance in the short movies over the three-frame sequence results from the ability to use motion for segmentation.
8 Conclusions Our brain has evolved strategies which enable us to rapidly assess actual or implied actions of other individuals. Observers in this study were able to spontaneously recognise actions even under extremely blurred conditions. This ability relies on familiarity with the movement as the upside^down presentation showed. A similar familiarity effect is found in blurred actions and point-light walker experiments. The reduction of recognition from single frames with increasing blur level shows that we are no longer able to interpret static shape information if blurring reduces local form information. But a significant improvement was obtained just by adding two more static frames. This can be explained by the use of a template-matching process. Template matching assumes that the visual system contains a set of templates of the evolving shape of the human body during an action and tries to find the template, or sequence of templates, that best match the stimulus (Bobick and Davis 2001; Lange et al 2002; Giese and Poggio 2003) . In this view, if one frame alone does not provide sufficient information, three successive static shapes can be compared to a sequence of templates to find the correct action. This can be achieved by examining the frames individually, ie there are three possibilities to find the correct template. Alternatively, these frames are directly perceived as a series of postures of the same action, and thereby as parts of one template that contains shape and global-motion aspects. The short-movie condition shows that global motion can be used to improve recognition. Especially at higher blur levels, global motion information seems to gain more meaning for the template. As the flicker-movie condition shows, part of this improvement may be due to the possibility of using figure^background segmentation. Blurring reduces local cues, but this reduction can be compensated by global cues. Thus, global form and motion information are of great advantage to action recognition, if local information is reduced in a scene. If we assume a template model for biological-motion recognition, our results suggest that the template contains global form and global motion information. 
