In this paper, we propose a mathematical framework for automated bug localization. This framework can be briefly summarized as follows. A program execution can be represented as a rooted acyclic directed graph. We define an execution snapshot by a cut-set on the graph. A program state can be regarded as a conjunction of labels on edges in a cut-set. Then we argue that a debugging task is a pruning process of the execution graph by using cut-sets. A pruning algorithm, i.e., a debugging task, is also presented.
TSUYOSHI OHTA ET AL.
Definition 2 (cut-set) In a connected graph G (like an execution graph), a cut-set is a set of edges whose removal from G leaves G disconnected. We denote C = G, G 1 , G 2 if a cut-set C cuts a graph G into two mutually disconnected subgraphs G 1 and G 2 where C = {(v 1 , v 2 ) ∈ E d ∪ E c | v 1 ∈ G 1 , v 2 ∈ G 2 }.
Definition 3 (the order of two cut-sets) The order of two cut-sets C a and C b is defined as follows. For any given graph, many cut-sets exist. But only a part of them are allowed for debugging purpose because such cut-sets must have two important properties: reproducibility and stoppability without any influence to a program execution. These properties make problems especially for parallel, concurrent, or distributed programs which may have data races or deadlocks.
Definition 4 (state)
For a given cut-set C, we define a state of an execution graph on the C as follows.
Intuitively speaking, any program execution can be represented as a data-and control-flow graph even if the program doesn't written in a procedural language. A cut-set is a mathematical view of a snapshot of the execution. The order of cut-sets, therefore, shows which snapshot precedes on the execution. A state means a program state to be examined at that snapshot. And the pruning process is as follows.
1. On finding a local anomaly, choose a cut-set C e which includes the edge identified as the anomaly. Otherwise, set C e a cut-set that a programmer has found the global anomaly on it.
2. C c ← { all out-edges of root vertex }. Here, it is obvious that C c C e .
All we have to do is to identify one or more vertices that originate the anomaly. Such vertices surely exist between C c and C e . Starting with the original execution graph, the following (a kind of binary search) process successively prunes subgraphs which never contain culprits of the anomaly.
3. Choose an appropriate C t such that C c ≺ C t C e . If a such cut-set doesn't exist (typically, only zero or one vertex exist between C c and C t ), go to step 5.
4. Examine a state S Ct on C t . If the state contains one or more anomalies, C e ← C t . Otherwise, C c ← C t . Then go to step 3.
5. If C c = C e (no vertices exist between two cut-sets), it means that some indispensable operations are missed at that execution point. Otherwise (it means exactly one vertex remains between two cut-sets), there are two types of culprits on e ∈ C e − C c . ([2,1,3],[2,3,1])   isort([1,3],[3,1] All initial vertices of edges in M are culprits. That is to say, such vertices indicate missing critical sections starting at that execution points.
Related Works
Shapiro's algorithmic debugging was invented for prolog programs [Sha82] . Fig. 1 shows our interpretation of his work. From our viewpoint, it uses a proof tree as an execution graph. (Attention: This interpretation differs from a normal proof tree. Our interpretation is based on a line graph 2 of a normal proof tree.) He used only one edge as a cut-set since removal of any edge divides a tree into two disconnected subtrees. A state is also simple because only one label, i.e., one unified clause, is enough. In this work, step 3 of the pruning process is fully automated and a programmer carries out step 4 by answering "yes" or "no" to tell a system the correctness of the label on the edge. GADT [FGKS91] and Lichtenstein's system [LS89] can be interpreted as the same manner because they are straightforward extensions of Shapiro's work.
FIND has developed for sequential procedural languages [SOCO95] . Our interpretation of this work is shown in Fig. 2 . It uses an execution graph that represents a critical slice, which is an extension of dynamic slice [KL88] . A vertex represents a statement execution and an edge represents some relation between two vertices such as set/use relation of a value of some variable or control relation of a conditional statement and another statement. FIND uses a traditional breakpoint as a cut-set. A state was represented as data-and control-flows across the cut-set, which has ordinary meaning of the word state we use for procedural programs. This system carries out step 3 automatically and step 4 manually. A programmer examines both data-and control-edges whether they are correct or not on a cut-set (breakpoint).
FORMAN [Aug98] also uses a directed graph representing event trace. It uses two types of edges (relations) between events: precedence and inclusion. Compared with our approach, FORMAN has an advantage of modeling power of hierarchical objects, such as procedure call, with inclusion edges. But it is too simple for an interactive debugging tool because precedence edges only models a normal control flow 3 . On the other hand, FORMAN lets an event have attributes to represent current program status and other things. So, to represent a program state, FORMAN uses attributes on vertices while we use a graph structure (a set of labels on edges), i.e., a cut-set, due to improving interactive debugging performance.
Other Approaches: From our point of view, constraint or assertion based approaches direct to automation on step 4. That is to say, their purpose is to check a state without human effort but using predefined predicates, from which might get a specification of a program, hopefully. Knowledge based approach aims at finding better C t to prune an execution tree as large as possible at one time. Slicing is a technique to construct an effective execution tree to find faults. Here, a word "effective" means that edges of the tree lead programmers to faults as fast as possible without making a detour.
Conclusions
In this paper, we proposed a mathematical framework for automated bug localization. Based on this framework, we are now implementing an assertion-based automated bug localization system for distributed programs. It'll be published near future.
