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Abstract
Considering a known upper bound, the exact value of the Ramsey number r(K2,2,K3,n) is determined for some small n, namely
3n10. For three of these numbers the research is assisted by a computer. Moreover, our results prove that the above mentioned
upper bound is best possible in any of its cases.
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1. Introduction
The investigation of the Ramsey numbers r(K2,2,Km,n) has concentrated on the special cases m = 1, 2, and 3, so
far. For all three of them general upper bounds have been derived, giving the exact value of the corresponding Ramsey
number for inﬁnitely many n each. For example, for m = 1 Parsons obtained
Theorem 1 (Parsons [5]). Let n2. Then
r(K2,2,K1,n)
{
n + √n − 1 + 1 if n is successor of any square,
n + √n − 1 + 2 otherwise.
Moreover, equality holds in the ﬁrst case if the square preceding n is a prime power. Additionally, for any n itself being
a prime power with even exponent we have
r(K2,2,K1,n) = n + √n + 1.
A general result for m = 2 was determined by Harborth and Mengersen stating
Theorem 2 (Harborth and Mengersen [3]). Let n2, d=n−(√n−1)2,M1={2, 5, 37, 3137}, andM2={2, 5, 37}.
Then
r(K2,2,K2,n)
⎧⎨
⎩
n + 2√n + 1 if √nd2√n − 1,
n + 2√n if 2d√n − 1 or n ∈ M1,
n + 2√n − 1 if d = 1 and n /∈M1.
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Table 1
r(K2,2,K2,n) where 2n13
n 2 3 4 5 6 7 8 9 10 11 12 13
r(K2,2,K2,n) 6 8 9 11 12 14 15 16 17 18 20 22
Moreover, √n being a prime power yields
r(K2,2,K2,n) =
⎧⎨
⎩
n + 2√n + 1 if d = √n,
n + 2√n if d = √n − 12 or n ∈ M2,
n + 2√n − 1 if d = 1 and n /∈M2,
and if √n + 1 is a prime power we additionally have
r(K2,2,K2,n) = n + 2
√
n + 1.
Furthermore, Harborth and Mengersen also gave a general result for m = 3 specifying
Theorem 3 (Harborth and Mengersen [3]). Let n3 and d = n − (√n − 1)2. Then
r(K2,2,K3,n)
{
n + 3√n + 2 if √nd2√n − 1,
n + 3√n if 1d√n − 1.
Moreover, equality is attained if d = 1 and √n is a prime power.
Restricting ourselves to small n, many exact values of r(K2,2,K1,n), covering all n10 except n = 8, may be
gathered from [1,2,5], for example, and for 2n13 the exact values of r(K2,2,K2,n) are given in [3] (Table 1).
In contrast to m = 1 and 2, there are no such results for m = 3. An obvious reason might be that the case m = 1 is a
rather old problem that has already been widely discussed and that Theorem 2 determines the corresponding Ramsey
number for several small n, particularly for all n13 but n = 8 and 11. However, considering 3n10, Theorem 3
yields the exact value of the Ramsey number r(K2,2,K3,n) for n = 5 and 10 only. With regard to the remaining cases
additional research is required. Its results are presented below.
Throughout this paper the following specialized notation will be used. A 2-coloring of a graph always means a
2-coloring of its edges with colors red and green. A (G1,G2)p-coloring is a 2-coloring of the complete graph Kp
containing neither a red copy of G1 nor a green copy of G2. Considering two disjoint subsets U1 and U2 of the vertex
set of a 2-colored Kp, qr(U1, U2) denotes the number of red edges between U1 and U2. If U1 consists of a single vertex
v, then we write qr(v, U2) instead. In a similar way the case v ∈ U2 is handled, using the short term qr(v, U2) meaning
qr(v, U2\{v}). Moreover, r2(U) refers to the overall number of common red neighbors to any pair of vertices in the
vertex set U, that is
r2(U) =
∑
{v1,v2}∈
(
U
2
) |Nr(v1) ∩ Nr(v2)|.
Finally, [U ]r denotes the red-edge subgraph induced by U.
Regarding the listed colorings, note that they are speciﬁed as (1, 2)-matrices where the entry “1” indicates a red edge
and the entry “2” refers to a green edge joining the two vertices in question. Most of these colorings of Kp have been
constructed from maximum-order green subgraphs K2,s forced by pr(K2,2,K2,s). In order to verify the absence of
a red subgraph K2,2 and a green subgraph K3,n we just have to compare any two or three rows’ entries of a matrix
column by column.
To approach some of the exact results of this paper a combined strategy, based on both various counting arguments
and the assistance of a computer, is required. In a ﬁrst step, the counting arguments are to offer a signiﬁcant reduction of
the number of potential (K2,2,K3,n)p-colorings. This is essential because any computer would easily be overstrained
by considering even some major share of the 2q possible 2-colorings of all q = (p2 ) edges of Kp. In the ﬁnal step only
the remaining colorings are checked—and eliminated—by a computer running some enhanced backtracking algorithm.
Here, the decisive improvement compared to plain backtracking is that the algorithm does not need to count common
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Table 2
r(K2,2,K3,n) where 3n10
n 3 4 5 6 7 8 9 10
r(K2,2,K3,n) 11 11 14 15 16 17 20 22
Lemma 4 Lemma 5 Theorem 3 Lemma 6 Lemma 7 Lemma 8 Lemma 9 Theorem 3
red or green neighbors whenever checking for the forbidden subgraphs. The required information is automatically
updated and kept in an appropriately deﬁned array when coloring or uncoloring any edge.
2. Results
From Theorem 3 and from the lemmas below we derive the exact results for r(K2,2,K3,n) given in Table 2.
Considering the upper bounds given in Theorem 3, the theorem itself states that equality is attained for any d = 1
and √n being a prime power. Moreover, by Lemmas 4 and 9 we prove that equality holds for certain n if d√n.
Additionally, Lemma 6 proves the sharpness of the upper bound for some n satisfying 2d√n − 1. Thus, the
upper bounds from Theorem 3 are proved to be best possible in any of the covered cases. Nevertheless, Lemmas 5, 7,
and 8 yield exact values of r(K2,2,K3,n) not matching the upper bound derived from Theorem 3.
Furthermore, we want to point out that Lemma 4 revises a wrong result on r(K2,2,K3,3) given by Jayawardene and
Rousseau [4].
3. Proofs
Before presenting the proofs, we will have a short look at some notation that is important within the proofs’ case
analysis. To prove an upper bound r(K2,2,K3,n)p, we assume that there exists a (K2,2,K3,n)p-coloring . Regarding
r(K2,2,K2,m) = qp (cf. Table 1),  produces a green subgraph K2,m. Hence, throughout the subsequent proofs we
will consider a maximum-order green subgraph K2,s in . According to its obvious partition the subgraph’s vertex set
may be divided into subsets V ∗ = {v1, v2} and U = {u1, . . . , us}. Moreover, the remaining vertices of the complete
graph Kp may be labelled W = {w1, . . . , wp−s−2}.
Lemma 4.
r(K2,2,K3,3) = 11.
Proof. The upper bound r(K2,2,K3,3)11 is a direct consequence of Theorem 3. Thus, giving the (K2,2,K3,3)10-
coloring
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 1 1 2 2 2 2 2 2
1 0 2 2 1 1 2 2 2 2
1 2 0 2 2 2 1 1 2 2
1 2 2 0 2 2 2 2 1 1
2 1 2 2 0 2 1 2 1 2
2 1 2 2 2 0 2 1 2 1
2 2 1 2 1 2 0 2 2 1
2 2 1 2 2 1 2 0 1 2
2 2 2 1 1 2 2 1 0 2
2 2 2 1 2 1 1 2 2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
completes the proof by establishing the corresponding lower bound. 
Lemma 5.
r(K2,2,K3,4) = 11.
Proof. For verifying the upper bound r(K2,2,K3,4)11 we have to consider s5.
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If contains a green subgraphK2,6, the absenceof a green subgraphK3,4 yieldsqr(wj , U)3aswell asqr(ui, U)2.
Accumulating these results for all 2-element subsets of U we obtain r2(U)3
(
3
2
)
+6
(
2
2
)
. On the other hand, any pair
of vertices selected from U may have at most one common red neighbor, yielding r2(U)1
(
6
2
)
, and we immediately
derive qr(wj , U)=3 and qr(ui, U)=2. Thus, avoiding a red subgraphK2,2, w.l.o.g. the edges u1w1, u2w1, u2w2, u3w1,
u3w3, u4w2, u4w3, u5w2, u6w3 may be assumed red.As qr(ui, U)=2 forces [U ]r ∈ {2K3, C6}, a straightforward case
differentiation proves that the red subgraph C6 induced by the vertex set {u2, u3, u4, w1, w2, w3} and the red edges in
E([U ]) produce a red subgraph K2,2 anyway, contradicting our initial assumption.
Hence, the case remains that  contains a green subgraphK2,5 but no green subgraphK2,6.Avoiding a green subgraph
K3,4, we obtain qr(wj , U)2, and as the green subgraph K2,5 is of maximum order, we derive qr(wj , V ∗)1, too.
Moreover, any pair of vertices selected from W may have at most one common red neighbor, yielding r2(W)1
(
4
2
)
.
Additionally, accumulating the above inequalities we derive qr(U,W)8 and qr(V ∗,W)4 forcing r2(W)|U 3
as well as r2(W)|V ∗ 2, obtained by considering the possible distributions of red degrees in U and V ∗. Thus, both
qr(U,W)9 and qr(V ∗,W)=4 have to hold, and in a ﬁrst step we may assume u1w1, u2w1, u2w2, u3w2, v1w1, v2w2
red andu1w2, u3w1, v1w2, v2w1 green. Reminding 8qr(U,W)9, additionallyu4w1, u5w1, u5w2 may be supposed
green, regarding the symmetry of the currently set colors. Now, the aspired contradiction is obtained by running an
enhanced backtracking algorithm on a computer, particularly considering the above speciﬁed restrictions on . On a
PA-RISC PA 8200 processor with 286MHz the respective software needs less than one second to ensure that there is
no (K2,2,K3,4)11-coloring matching the above speciﬁcations, hence yielding a contradiction to our initial assumption.
Thus, the distinction of cases is done, verifying the upper bound r(K2,2,K3,4)11. The corresponding lower bound
r(K2,2,K3,4)r(K2,2,K3,3) = 11, directly derived from Lemma 4, completes the proof. 
Lemma 6.
r(K2,2,K3,6) = 15.
Proof. The upper bound r(K2,2,K3,6)15 immediately follows fromTheorem 3. Hence, by giving the (K2,2,K3,6)14-
coloring⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 1 1 1 2 2 2 2 2 2 2 2 2
1 0 1 2 2 2 2 1 2 1 2 2 2 2
1 1 0 2 2 2 1 2 2 2 2 1 2 2
1 2 2 0 1 1 2 2 2 2 1 2 2 2
1 2 2 1 0 2 2 2 1 2 2 2 1 2
2 2 2 1 2 0 2 1 2 2 2 1 2 2
2 2 1 2 2 2 0 2 1 2 1 2 2 2
2 1 2 2 2 1 2 0 1 1 2 2 2 2
2 2 2 2 1 2 1 1 0 2 2 2 1 2
2 1 2 2 2 2 2 1 2 0 1 2 2 1
2 2 2 1 2 2 1 2 2 1 0 2 2 1
2 2 1 2 2 1 2 2 2 2 2 0 1 1
2 2 2 2 1 2 2 2 1 2 2 1 0 1
2 2 2 2 2 2 2 2 2 1 1 1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
the lemma is proved. 
Lemma 7.
r(K2,2,K3,7) = 16.
Proof. To prove the upper bound r(K2,2,K3,7)16, we are to consider s9.
If  contains a green subgraph K2,10, the absence of a green subgraph K3,7 demands both qr(wj , U)4 and
qr(ui, U)3. Thus, we obtain r2(U)4
(
4
2
)
+ 10
(
3
2
)
> 1
( |U |
2
)
, forcing a red subgraph K2,2 in  and contradicting
our initial assumption in this case.
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Now, we are left with  containing a green subgraph K2,9 but no green subgraph K2,10. Avoiding a green sub-
graph K3,7, we derive qr(wj , U)3, and as the green subgraph K2,9 is of maximum order, we additionally obtain
qr(wj , V
∗)1. Furthermore, any pair of vertices selected fromW may have at most one common red neighbor, forcing
r2(W)1
(
5
2
)
. Accumulating the above inequalities we get qr(U,W)15 and qr(V ∗,W)5, too. Since obviously
r2(W)|V ∗ 4, r2(W)|U 6 has to hold. On the other hand, regarding qr(U,W)15 as well as the possible distributions
of red degrees in U, we derive r2(W)|U 6, yielding qr(v1,W)=3, qr(v2,W)=qr(ui1 ,W)=2 (where i1 =1, . . . , 6),
and qr(ui2 ,W)= 1 (where i2 = 7, 8, 9). Due to the absence of a red subgraph K2,2 we may assume v1w1, v1w2, v1w3,
v2w4, v2w5 as well as u1w1, u1w4, u2w2, u2w4, u3w3, u3w4, u4w1, u4w5, u5w2, u5w5, u6w3, u6w5 red. Moreover,
qr(wj , U)3 forces u7w1, u8w2, u9w3 to be colored red. Hence, all remaining edges from (U ∪ V ∗) × W must be
colored green. We conclude our investigations by running an enhanced backtracking algorithm on a computer, par-
ticularly considering the above speciﬁed restrictions on . In less than one second the respective software provides a
contradiction to our initial assumption.
Thus, we are done with the distinction of cases and the upper bound r(K2,2,K3,7)16 is proved. The corresponding
lower bound is veriﬁed by giving the (K2,2,K3,7)15-coloring⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 2 1 2 1 2 1 2 1 2 2 2 2 2 2
2 0 2 1 2 1 2 1 2 1 2 2 2 2 2
1 2 0 1 2 2 2 2 1 2 1 2 2 2 2
2 1 1 0 2 2 2 1 2 2 1 2 2 2 2
1 2 2 2 0 1 1 2 2 2 2 1 2 2 2
2 1 2 2 1 0 2 2 2 1 2 1 2 2 2
1 2 2 2 1 2 0 1 2 2 2 2 1 2 2
2 1 2 1 2 2 1 0 2 2 2 2 1 2 2
1 2 1 2 2 2 2 2 0 1 2 2 2 1 2
2 1 2 2 2 1 2 2 1 0 2 2 2 1 2
2 2 1 1 2 2 2 2 2 2 0 1 2 2 1
2 2 2 2 1 1 2 2 2 2 1 0 2 2 1
2 2 2 2 2 2 1 1 2 2 2 2 0 1 1
2 2 2 2 2 2 2 2 1 1 2 2 1 0 1
2 2 2 2 2 2 2 2 2 2 1 1 1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
completing the proof of Lemma 7. 
Lemma 8.
r(K2,2,K3,8) = 17.
Proof. In proving the upper bound r(K2,2,K3,8)17 we are left with s10.
If  contains a green subgraph K2,11, in avoidance of a green subgraph K3,8 we obtain qr(wj , U)4 as well
as qr(ui, U)3. As these inequalities yield r2(U)4
(
4
2
)
+ 11
(
3
2
)
> 1
( |U |
2
)
, a red subgraph K2,2 is forced in ,
contradicting our initial assumption.
Thus, it remains that  contains a green subgraph K2,10 but no green subgraph K2,11. Due to the absence of a green
subgraph K3,8 we derive qr(wj , U)3, and the green subgraph K2,10 being of maximum order additionally yields
qr(wj , V
∗)1. Accumulating these inequalities we obtain qr(U,W)15 and qr(V ∗,W)5. Moreover, any pair of
vertices selected from W may have at most one common red neighbor, yielding r2(W)1
(
5
2
)
. As r2(W)|V ∗ 4,
necessarily r2(W)|U 6. On the other hand, considering qr(U,W)15 as well as the possible distributions of red
degrees in U, we derive r2(W)|U 5. Hence, w.l.o.g. we have qr(v1,W)=3 and qr(v2,W)=2, and v1w1, v1w2, v1w3,
v2w4, v2w5 may be assumed red, while all remaining edges in V ∗ × W are to be colored green. Obviously, avoiding a
red subgraph K2,2, we obtain qr(ui, {w1, w2, w3})1 as well as qr(ui, {w4, w5})1.Thus, regarding qr(U,W)15,
there are at least ﬁve vertices of U matching qr(ui,W) = 2, and we may suppose u1w1, u1w4, u2w2, u2w4, u3w3,
u3w4, u4w1, u4w5, u5w2, u5w5 red and all remaining edges in {u1, u2, u3, u4, u5} × W green. Due to r2(W)|U 6
and qr(U,W)15 we are left with two cases speciﬁed by qr(u6,W) = 2, qr(u7,W) = qr(u8,W) = qr(u9,W) = 1,
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qr(u10,W) ∈ {0, 1} and qr(u6,W) = . . . = qr(u10,W) = 1. In the ﬁrst case u6w3 and u6w5 have to be red, and
additionally u7w1, u8w2, u9w3 may be assumed red because of qr(wj , U)3. In the second case w.l.o.g. u6w3,
u7w1, u8w2, u9w3, u10w5 must be colored red. Hence, as a commoncoloring for both cases, u6w3, u7w1, u8w2, u9w3
may be supposed red and all remaining edges in {u6, u7, u8, u9} × W\{u6w5} may be assumed green. We conclude
our investigations by running an enhanced backtracking algorithm on a computer, particularly considering the above
speciﬁed restrictions on . For the respective software it takes less than 10 s to contradict our initial assumption.
Thus, the distinction of cases is complete and the upper bound r(K2,2,K3,8)17 is veriﬁed. The corresponding
lower bound may be derived from the (K2,2,K3,8)16-coloring⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 2 1 2 1 2 1 2 1 2 2 2 1 2 2 2
2 0 2 1 2 1 2 1 2 1 2 2 1 2 2 2
1 2 0 1 2 2 2 2 1 2 1 2 2 2 2 2
2 1 1 0 2 2 2 1 2 2 1 2 2 2 2 2
1 2 2 2 0 1 1 2 2 2 2 1 2 2 2 2
2 1 2 2 1 0 2 2 2 1 2 1 2 2 2 2
1 2 2 2 1 2 0 1 2 2 2 2 2 1 2 2
2 1 2 1 2 2 1 0 2 2 2 2 2 1 2 2
1 2 1 2 2 2 2 2 0 1 2 2 2 2 1 2
2 1 2 2 2 1 2 2 1 0 2 2 2 2 1 2
2 2 1 1 2 2 2 2 2 2 0 1 2 2 2 1
2 2 2 2 1 1 2 2 2 2 1 0 2 2 2 1
1 1 2 2 2 2 2 2 2 2 2 2 0 2 2 1
2 2 2 2 2 2 1 1 2 2 2 2 2 0 1 1
2 2 2 2 2 2 2 2 1 1 2 2 2 1 0 1
2 2 2 2 2 2 2 2 2 2 1 1 1 1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and we are done with the proof. 
Lemma 9.
r(K2,2,K3,9) = 20.
Proof. The upper bound r(K2,2,K3,9)20 is a direct consequence of Theorem 3. As the corresponding lower bound
immediately follows from the (K2,2,K3,9)19-coloring⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 2 2 2 2 2 2 2 1 1 2 2 2 2 2 2 2 1
1 0 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 1 0 2 2 2 2 2 2 2 2 2 1 2 1 2 2 1 2
2 1 2 0 2 2 2 1 2 2 2 1 2 2 2 1 2 2 2
2 1 2 2 0 1 2 2 2 2 2 2 2 1 2 2 1 2 2
2 2 2 2 1 0 1 2 2 2 2 1 2 2 2 2 2 1 2
2 2 2 2 2 1 0 2 2 1 2 2 1 2 2 1 2 2 2
2 2 2 1 2 2 2 0 2 1 2 2 2 1 2 2 2 1 2
2 2 2 2 2 2 2 2 0 1 2 1 2 2 1 2 1 2 2
1 2 2 2 2 2 1 1 1 0 2 2 2 2 2 2 2 2 2
1 2 2 2 2 2 2 2 2 2 0 1 1 1 2 2 2 2 2
2 2 2 1 2 1 2 2 1 2 1 0 2 2 2 2 2 2 2
2 2 1 2 2 2 1 2 2 2 1 2 0 2 2 2 1 2 2
2 2 2 2 1 2 2 1 2 2 1 2 2 0 1 2 2 2 2
2 2 1 2 2 2 2 2 1 2 2 2 2 1 0 1 2 2 2
2 2 2 1 2 2 1 2 2 2 2 2 2 2 1 0 2 2 1
2 2 2 2 1 2 2 2 1 2 2 2 1 2 2 2 0 2 1
2 2 1 2 2 1 2 1 2 2 2 2 2 2 2 2 2 0 1
1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
the proof is complete. 
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For n = 11, which is the ﬁrst open case by now, from Theorem 3 we obtain r(K2,2,K3,11)23.
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