Among all linear projections onto a given linear subspace L in R n we select those that minimize the volume of the image of the cube {x : |x i | 1}. The paper is devoted to a description of the shape of such images of the cube. The shape is characterized in terms of zonotopes spanned by scalar multiples of rows of totally unimodular matrices. © 2002 Elsevier Science Inc. All rights reserved. Volumes of projections of convex sets and related optimization problems is one of the natural objects of study in convex geometry. Many problems of this type have been already studied, see [2] [3] [4] [5] [6] [7] [8] 10, 11, 13] , and references therein.
Let K m ⊂ R m be defined by K m = {(x 1 , . . . , x m ) : |x i | 1 for every i ∈ {1, . . . , m}}. We refer to K m as an m-cube. Let L be a linear subspace in R m and P : R m → L be a linear projection onto L. The set P (K m ) will be called a projection of K m in L. Using a compactness argument it can be proved that for every m ∈ N and for every subspace L ⊂ R m there exists a linear projection that minimizes the volume of P (K m ). In such a case the set P (K m ) will be called a minimal-volume projection of K m in L.
Volumes of projections of convex sets and related optimization problems is one of the natural objects of study in convex geometry. Many problems of this type have been already studied, see [2] [3] [4] [5] [6] [7] [8] 10, 11, 13] , and references therein.
Usually only orthogonal projections are considered and the standard optimization problem is to find a subspace such that the volume of the orthogonal projection onto it is minimal or maximal.
In this paper we consider a different problem. It arises in the study of projections in normed linear spaces, see [12] . The problem is to characterize the shape of minimal-volume projections of cubes. Some steps in this direction were made in [13] , where some classes of minimal-volume projections of K m were found and the normed linear spaces corresponding to them were studied.
We say that subsets A and B of linear spaces X and Y , respectively, are linearly equivalent if there exists a linear isomorphism T between the subspace spanned by A in X and the subspace spanned by B in Y such that T (A) = B.
In this paper we give a complete description of the set of minimal-volume projections of K m up to linear equivalence. To present the description we need some definitions.
A real matrix A with entries 0, 1, and −1 is called totally unimodular if determinants of all submatrices of A are equal to −1, 0 or 1. See [14, 17] for survey of results on totally unimodular matrices and their applications.
A Minkowski sum of (finitely many) line segments in R n is called a zonotope (see [9, 15, 16] Proof. It is enough to observe that:
• Images of K m under two linear projections with the same kernel are linearly equivalent. Hence P (K m ) is linearly equivalent to the image of the orthogonal projection with the kernel ker P .
• The matrixQQ T , where byQ T we denote the transpose ofQ, is the matrix of the orthogonal projection with the kernel ker P . We rearrange columns of A in order to get a matrix whose first l columns are linearly independent. It is clear that the zonotope spanned by rows of D× (the obtained matrix) is linearly equivalent to the zonotope spanned by rows of DA. Hence without loss of generality we may assume that the first l columns of A are linearly independent, where l is the rank of A. Also it is clear that if the first l columns a 1 , . . . , a l of A are linearly independent, then the zonotope spanned by rows of [a 1 , . . . , a l ] is linearly equivalent to the zonotope spanned by rows of A. So without loss of generality we may assume that A is an m × l matrix of rank l.
Proof
Using the Gram-Schmidt orthonormalization process we get that there exists an invertible l × l matrix C 1 such that columns of AC 1 form an orthonormal set. This set will play the role of x 1 , . . . , x l in the construction (see (2) ). Using the GramSchmidt orthonormalization process again we get that there exists an invertible l × l matrix C 2 such that columns of DAC 2 form an orthonormal set. This set will play the role ofq 1 , . . . ,q l in our construction (see (1) ).
The condition (1) is satisfied because the matrix C 2 is invertible. 
in R M are equal to 1. From (1) and (2) we get that either
Without loss of generality we assume that w i = θ i v i for all i (we replace q 1 by −q 1 if it is not the case).
Observe that 
On the other hand [x 1 , . . . , x l ] = AC 1 and A is totally unimodular. Therefore u i is equal to det C 1 , 0 or − det C 1 for every i. Let = {i : u i / = 0}, then |u i | is the same for all i ∈ .
The minimality condition of Lemma 1 (that we need to verify) can be written as
We have
(we use (a), (3), and
(we use (a), (3) , and the fact that |u i | is constant when i ∈ )
It remains to observe that from (a) and (3) u i = 0 if and only if v i = 0. Hence
Hence (4) is proved and the proof of the "if" part of Theorem 1 is finished. Since P (K m ) is a minimal-volume projection, then the minimality condition from Lemma 1 is satisfied, that is
Proof of the "only if" part. Let a linear projection
Also, as in the first part of the proof, either Our approach to finding matrices D and C mentioned above is the following. Let
First we find invertible l × l matrices C 1 and C 2 , and a permutation m × m matrix R such that the first l rows of Q * = RQC 1 and X * = RXC 2 are identity l × l matrices, and conditions similar to (c), (d ), and (e) are satisfied.
The second step is to show that replacing some of the entries of X * by zeros we get a totally unimodular matrixÃ satisfying Q * =DÃS, whereD is a diagonal m × m matrix andS is a diagonal l × l matrix. Hencẽ
The first step. The condition (d ) implies that either u i = µ sign w i for all i ∈ or u i = −µ sign w i for all i ∈ . Therefore there exists i such that u i / = 0 and w i / = 0. Therefore we can multiply both X andQ by invertible l × l matrices from the right, and by the same permutation m × m matrix from the left (observe that multiplication by such permutation matrix is equivalent to simultaneous permutation of rows of X andQ) to get matrices Q * and X * satisfying the conditions:
(1) The first l rows in each of them form an l × l identity matrix. (2) Absolute values of l × l minors of X * are at most 1. (3) If some l × l minor ω of Q * is nonzero, then the corresponding l × l minor (the minor with the same rows) in X * is equal to sign ω.
Let e 1 , . . . , e l be the rows of the identity matrix of order l. Let x * i be rows of X * , and let q * i be rows of Q * . We show that the conditions (1) and (3) Proof. We shall prove this statement for each connected submatrix using the induction on the number of columns of a submatrix. For connected submatrices Q * s of Q * with one column there is nothing to prove: all entries of Q * s should be nonzero by (A) in the definition of a connected submatrix.
Consider a connected submatrix Q * s with two columns. There should be a row, let it be the row number k, such that both entries of Q * s in that row are nonzero. Consider the 2 × 2 submatrix of Q * s formed by rows number k and i. Since q * ij = 0 and Q * s is connected, then the 2 × 2 submatrix has exactly 3 nonzero entries. Hence its determinant is nonzero. Using (3 + ) we get that the determinant of the corresponding submatrix in X * is ±1.
On the other hand, since in Q * this submatrix has exactly 3 nonzero entries, then the corresponding submatrix in X * has at least three entries equal to ±1. Therefore its determinant can be ±1 if and only if the remaining entry is 0, that is x * ij = 0.
Suppose that we have already proved the result for connected submatrices with k columns (k 2). Let us prove it for a connected submatrix with k + 1 columns.
Assume the contrary. Let Q * s be a minimal connected submatrix with k + 1 columns that violates the condition, that is it contain a zero entry q * ij such that x * ij / = 0. Such q * ij will be called a violator. By (3 + ) the absolute values of all of these entries, except, possibly, w 1,k+1 are equal to 1. By (2 + ) |w 1,k+1 | 1. Hence |det W | / = 1 and |det X * s | / = 1. We get a contradiction with the condition (3 + ).
We replace all entries in X * that correspond to those zero entries of Q * that do not belong to any connected component of Q * by zeros and denote the obtained matrix byÃ.
Let us show that the matrixÃ is totally unimodular, that is all of its minors are equal to 0, 1, or −1.
Connected components ofÃ are defined in the same way as for Q * . Observe that by Lemma 3 and the definition ofÃ, the graphs G(Ã) and G(Q * ) are the same.
First consider a minor ofÃ corresponding to a submatrix of a connected component ofÃ. By the definition ofÃ it follows that the minor is a minor of X * also. By Lemma 3 and (3 + ) it follows that all entries of the minor are 0 or ±1. Hence the minor is an integer. Since it is a minor of X * , by (2 + ) the absolute value of this integer is atmost 1. Hence the integer should be equal to 0, 1, or −1.
Observe that the definition of a connected component implies that two different connected components cannot have entries in the same row or in the same column. By the definition ofÃ all entries ofÃ that are not in any of the connected components are equal to 0. Hence each minor of A is either 0 or is a product of minors corresponding to square submatrices of some connected components. HenceÃ is totally unimodular.
The discussion above implies also that each minor of Q * is either 0 or is a product of minors corresponding to square submatrices of some components. ThereforeÃ and Q * satisfy the condition:
(3) If some minor of Q * is equal to ω / = 0, then the corresponding minor inÃ is equal to sign ω.
Note. We have not proved that, if some minor of Q * is zero, then the corresponding minor ofÃ is also zero. Proof. Assume the contrary. Let Q * s be a minimal submatrix of Q * such that it cannot be multiplied by diagonal matrices with positive diagonals from both sides in order to get the corresponding submatrixÃ s ofÃ. Saying minimal we mean that each submatrix of Q * s can be multiplied by the diagonal matrices in such a way that we get the corresponding submatrix ofÃ.
It is clear that the minimality condition implies that each row and each column of Q * s (andÃ s ) contains at least two nonzero entries.
Simultaneously renumbering rows and columns of Q * s andÃ s we get two matrices, say Y = y i,j
, satisfying the following conditions. are not unique, but we fix some choice of them at this time.
By Lemma 3 and (3 + ) the definition ofÃ implies
Hence we get from (I) and (II) that there exist pairs (i 1 , i 2 ) of integers in {1, . . . , u} such that
We call such pairs of integers incompatible. 
contrary to the assumption. In fact, different connected components cannot have nonzero entries in the same row or in the same column. Therefore there exist partitions {V C } and {H C } of the sets {1, . . . , v − 1} and {1, . . . , u}, respectively, where C runs over the set of all components of Y s , V C is the set of numbers of all columns intersecting the component C, H C is the set of numbers of all rows intersecting C. The observation above (about at least two nonzero entries in each row and column of Q * s ) implies that Straightforward verification shows that (8) . The minimality property of P implies that the only nonzero entries of W are 
The conditions (I) and (6) imply that |w i,i | |w i+1,i | = t i t i+1 .
Hence (10) implies
We get a contradiction to (9) . Hence det W / = 0.
On the other hand, consider the submatrix U of Z corresponding to W . Let us renumber entries of U in the same way as we did it for W . Then the condition (6) implies that the only nonzero entries of U are Since all nonzero entries of U are equal to ±1, and U is totally unimodular (as a matrix obtained by renumbering of columns and rows of a submatrix of a totally unimodular matrix), then det U = 0.
Since renumbering of rows and columns can change the signs of determinants only the equalities det U = 0 and det W / = 0 contradict the condition (3). This contradiction proves the lemma and the "only if" part of the theorem.
