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Abstract
In this paper, we present a new approach to derive groupings of mobile users based on their movement
data. We assume that the user movement data are collected by logging location data emitted from mobile
devices tracking users. We formally deﬁne group pattern as a group of users that are within a distance
threshold from one another for at least a minimum duration. To mine group patterns, we ﬁrst propose
two algorithms, namely AGP and VG-growth. In our ﬁrst set of experiments, it is shown when both the
number of users and logging duration are large, AGP and VG-growth are ineﬃcient for the mining group
patterns of size two. We therefore propose a framework that summarizes user movement data before group
pattern mining. In the second series of experiments, we show that the methods using location summariza-
tion reduce the mining overheads for group patterns of size two signiﬁcantly. We conclude that the cuboid
based summarization methods give better performance when the summarized database size is small com-
pared to the original movement database. In addition, we also evaluate the impact of parameters on the
mining overhead.
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1. Introduction
1.1. Group pattern mining
People form groups due to many diﬀerent reasons. Within an organization, formal groups are
formed to carry out some designated tasks or assignments. Group members have well-deﬁned
roles and the groups may exist till the tasks or assignments are completed. Informal groups, on
the other hand, are formed due to emotional, social or psychological needs. Group members have
less deﬁned roles and the memberships are less stable. Group dynamics and its inﬂuence on indi-
vidual decision making have been well studied by sociologists [7], and it has been shown that peer
pressure and group conformity can aﬀect the behaviors of individuals. Such group behaviors can
be very useful to diﬀerent applications. For example, by knowing the groups a customer belongs
to, retailers can derive common buying interests among customers and develop group-speciﬁc
pricing models and marketing strategies. Group discounts and product recommendation can be
introduced to encourage more purchases that lead to higher sales. In ﬁghting against terrorism,
analyzing user group patterns is one of the important tasks that help to reveal the links between
terrorists and their roles in the group.
In the past, diﬀerent ways to discover groups using clustering techniques have been proposed
[22]. Very often, they are based on diﬀerent deﬁnitions of similarity measure to represent the close-
ness between users. For example, users may be grouped by their common interests, job features,
education level, and other attributes. Users can also be grouped based on the transactions they
perform. For example, Amazon.com groups users together by the common books they purchase.
However, in many cases, these methods suﬀer from a common pitfall, i.e., members in a derived
group may not even know one another. Such kind of group derivation approaches are therefore
not suitable to many applications that require group members to be acquaintances.
In our research, we propose a new way to derive grouping knowledge by performing data mining
on user movement log data. These movement data are assumed to be generated by mobile devices
that track the locations of their owners as they move from one place to another. These devices are
equipped with GPS (Global Positioning Systems) and other related positioning technologies. GPS
can achieve positioning errors ranging from 10 to 20 m [5,6,32], while the Assisted-GPS technology
further reduces errors to between 1 and 10 m [8]. There are also terrestrial-based positioning tech-
nologies on the popularly used cellular networks, such as AOA,DOA, and TOA, which can achieve
positioning accuracy around 50–100 m [33]. In the indoor environment, users can also be tracked
by RFIDs by having RFID receivers at diﬀerent locations sensing the signals from RFID tags.
We also assume that each user location, in the form of x-/y-/z-coordinates, can be logged at reg-
ular intervals over a period of time. In practice, the assumption may not hold as mobile devices
may experience failures. They may be switched oﬀ by their owners from time to time, and the data
collection time may not be synchronized across users. These assumptions nevertheless are reason-
able if considering data cleaning or data transformation to be performed before applying our pro-
posed mining algorithms. To keep a focused discussion, we shall keep the privacy and legal issues
out the scope of this paper. As logging user locations over time can aﬀect the privacy of users, we
believe that these issues should be addressed within a legal framework which is beyond the scope
of this paper. Furthermore, for several practical situations related to safety and security, user
movement logging is considered necessary and has already been done.
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Mining user groups from movement data is a kind of spatio-temporal data mining. That is, we
are interested to discover groupings of users such that members in the same group are spatially
close to one another for signiﬁcant amount of time. Such user groupings are also known as group
patterns [27]. The grouping knowledge derived in this way is unique compared to the other ap-
proaches due to the following:
• Physical proximity between group members: The group members are expected to be physically
close to one another when they act as a group. Such characteristics are common among many
types of groups, e.g., shopping pals, game partners, etc.
• Temporal proximity between group members: The group members are expected to stay together
for some meaningful duration when they act as a group. Such characteristics distinguishes an
ad hoc cluster of people who are physically close but unaware of one another from a group of
people who come together for some planned activity(ies).
Intuitively, people who spent signiﬁcant time together are expected to be aware of one another
and they should maintain regular contact. Hence, the group members are expected to exert much
stronger inﬂuence on one another.
1.2. Research objectives and contributions
Our research aims to formalize the concept of group pattern based on user movement. In this
paper, we formally deﬁne the notion of group pattern. We introduce max_dis and min_dur as the
maximum physical distance threshold among group members and the minimum duration thres-
hold for group members to stay together respectively for deriving group patterns. In addition, we
deﬁne the weight of a group pattern as a measure of its interestingness. With a min_wei threshold,
we deﬁne the notion of valid group pattern and the valid group pattern mining problem.
In the following, we summarize our main research contributions as follows:
• Algorithms for valid group pattern mining. Two algorithms AGP and VG-growth are developed
to mine valid group patterns. While the AGP algorithm is derived from the Apriori algorithm
for classical association rule mining, VG-growth adopts a mining strategy similar to FP-growth
algorithm and is based on a novel data structure known as VG-graph.
• Location summarization based algorithms for mining valid 2-groups. We observe in our experi-
ments that the time taken by AGP and VG-growth to mine valid group patterns of size two
(also known as valid 2-groups) dominates the total mining time, because both algorithms
require large number of user pairs to be examined, especially when the number of users is large.
We therefore propose a group pattern mining framework that can accommodate diﬀerent loca-
tion summarization methods. Four diﬀerent location summarization methods have been pro-
posed to reduce the overhead of mining valid 2-groups.
• Performance evaluation of group pattern mining algorithms. We conduct comprehensive exper-
iments to evaluate the performance of all the proposed algorithms using datasets synthetically
generated by IBM City Simulator [14]. We observe that VG-growth is much faster than AGP
for mining valid k-groups, where k > 2, while the location summarization based algorithms are
much more eﬃcient than AGP and VG-growth for mining valid 2-groups.
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In our previous work [27,28], we have proposed our novel algorithms AGP and VG-growth for
mining valid group patterns and one location summarization method SLS for eﬃciently mining
valid 2-groups. In this paper, we provide the formal deﬁnition of conditional VG-graph and give
the correctness and completeness proofs of the VG-growth algorithm. Several other location sum-
marization methods are also included to further reduce the overhead of mining valid 2-groups.
Comprehensive experiments are conducted to compare the performances of diﬀerent location
summarization based algorithms and the inﬂuences of relevant parameters.
1.3. Paper outline
The rest of the paper is organized as follows. The formal deﬁnitions of group pattern mining
problem is given in Section 2. Section 3 describes two valid group pattern mining algorithms,
AGP and VG-growth, and their performance results. In Section 4, we introduce a general frame-
work to incorporate location summarization into valid 2-group mining. Our location summariza-
tion methods are introduced in Section 5. In Section 6, we present an experimental study on the
location summarization based algorithms. We look at some related work in Section 7. Finally, we
draw conclusion in Section 8.
2. Problem deﬁnition
2.1. Preliminaries
Group pattern mining is to be conducted on a user movement database deﬁned by D =
(D1,D2, . . .,DM), where Di is a time series of tuples (t, (x,y,z)) denoting the x-, y- and z-coordi-
nates of user ui at time t. We assume that there are N time points in the time series ranging from
0 to N  1. For simplicity, we denote the location of a user ui at time t by ui[t].p, and his/her x-, y-,
and z-values at time t by ui[t].x, ui[t].y and ui[t].z respectively. A very small user movement data-
base example is shown in Table 1.
Deﬁnition 1. Given a set of users G, a maximum distance threshold max_dis, and a minimum time
duration threshold min_dur, a set of consecutive time points [ta, tb] is called a valid segment of G, if
(1) "ui, uj 2 G, ta 6 t 6 tb, d(ui[t].p,uj[t].p) 6 max_dis.
(2) If ta > 0, $ui, uj 2 G, d(ui[ta  1].p,uj[ta  1].p) > max_dis.
(3) If tb < N  1, $ui, uj 2 G, d(ui[tb + 1].p,uj[tb + 1].p) > max_dis.
(4) (tb  ta + 1)P min_dur.
In other words, within a valid segment of a set of users G, all members must be close to one
another for at least a minimum time duration (min_dur). The function, d( ), returns the distance
between two points.1 Furthermore, valid segments are maximal as no two valid segments of
1 In this paper, Euclidean distance is adopted. However, other distance metrics can be used for diﬀerent applications,
such as Manhattan distance and weighted Euclidean distance, as long as they satisfy the following four properties: (1)
d(i, j)P 0; (2) d(i, i) = 0; (3) d(i, j) = d(j, i); and (4) d(i, j) 6 d(i,h) + d(h, j).
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Table 1
User movement database D
t x y z
u1
0 92.6 22.36 7.92
1 93.44 23.12 7.92
2 97.12 19.88 7.92
3 94.52 20.2 9.06
4 94.52 20.2 9.06
5 95.12 22.84 9.06
6 95.68 22.44 9.06
7 97.72 26.16 9.06
8 94.16 27.88 9.06
9 90.2 31.72 9.06
u2
0 97.36 28.56 5.66
1 94.6 24.68 5.66
2 92.08 22.88 5.66
3 93.8 25.88 5.66
4 96.72 29.8 5.66
5 97.32 30 5.66
6 93.84 32.48 5.66
7 92.92 30.52 5.66
8 95.68 29.12 5.66
9 95.56 29.2 5.66
u3
0 94.36 12.96 10.4
1 95.4 13.28 10.4
2 92.52 13.04 10.4
3 96.04 14.56 10.4
4 96.96 13.56 10.4
5 97.68 12.04 10.4
6 98.56 15.64 10.4
7 100.16 17.04 10.4
8 100.16 17.04 10.4
9 98.2 17.32 10.4
u4
0 91.2 31.12 9.06
1 90 31.2 9.06
2 91.16 28.6 7.92
3 92.36 29.32 7.92
4 93.12 26.12 7.92
5 95.28 26.24 7.92
6 97.12 29.08 7.92
7 97.44 29.04 7.92
8 98.92 25.4 7.92
9 96.64 25.4 7.92
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the same set of users can overlap each other. The thresholds, max_dis and min_dur, are used to
deﬁne the spatial and temporal proximity requirements between members of a group. In partic-
ular, the min_dur threshold helps to weed out short-lived or accidental closeness between users.
Consider the user movement database in Table 1. For min_dur = 3 and max_dis = 10, [0,3] is a
valid segment of the set of users, {u1,u2}.
Deﬁnition 2. Given a set of users G, thresholds max_dis and min_dur, we say that G, max_dis
and min_dur form a group pattern, denoted by P = hG,max_dis,min_duri, if G has a valid
segment.
The valid segments of a group pattern P are those of its G component. We also call a group
pattern with k users a k-group pattern.
Deﬁnition 3. Given two group patterns, P = hG,max_dis,min_duri and P 0 = hG 0,max_dis,min_
duri, P 0 is called a sub-group pattern of P if G 0  G.
In a movement database, a group pattern may have multiple valid segments. The combined
length of these valid segments is called the weight-count of the pattern. We therefore measure
the signiﬁcance of the pattern by comparing its weight-count with the overall time duration.
Deﬁnition 4. Let P be a group pattern with valid segments s1, . . ., sn, the weight-count and weight
of P are deﬁned as
Table 1 (continued)
t x y z
u5
0 102.16 27.32 7.92
1 102.16 27.32 7.92
2 101.96 26.44 7.92
3 99.48 28.64 7.92
4 98.04 31.8 7.92
5 101.36 28.32 7.92
6 101.36 28.32 7.92
7 100.6 30 7.92
8 99.88 30.92 7.92
9 98.84 33.48 7.92
u6
0 93.96 30.52 12.46
1 90.48 29.6 12.46
2 91.32 29.8 12.46
3 91.04 29.56 12.46
4 89.68 26.72 12.46
5 90.64 29 12.46
6 89.84 32.84 12.46
7 86.84 33.44 12.46
8 86.84 33.44 12.46
9 87.28 33.24 12.46
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weight-countðP Þ ¼
Xn
i¼1
jsij ð1Þ
weightðPÞ ¼ weight-countðP Þ
N
¼
Pn
i¼1jsij
N
ð2Þ
Since weight represents the proportion of the time points a group of users stay close together, the
larger the weight is, the more signiﬁcant (or interesting) the group pattern is. Furthermore, if
the weight of a group pattern exceeds a threshold min_wei, we call it a valid group pattern, and
the corresponding group of users a valid group. For example, suppose min_wei = 50%. The
group pattern h{u2,u4,u5},10,3i is valid, since it has a valid segment {[3,9]} and a weight of 7/
10P 0.5.
Deﬁnition 5. Given the thresholds max_dis, min_dur, and min_wei, the problem of finding all the
valid group patterns (or simply valid groups) is known as valid group (pattern) mining.
2.2. Discussions
There are some similarities between group pattern mining and the classical association rule min-
ing. In the latter problem, the goal is to discover all frequent itemsets, which is deﬁned as a set of
items, with support exceeding a minimal support threshold. There are however several key diﬀer-
ences that render the direct application of association rule mining methods not feasible in valid
group pattern mining.
• There is no explicit concept of transaction in a movement database. The movement data-
base consists of multiple time series of locations, one for each user. One can try to organize
the locations recorded at one time point into some kind of transactions with each transaction
representing a set of locations that are not more than max_dis apart at that time point. For
example, 12 transactions can be derived based on the locations at time point 3 in Table 1:
{u1,u2}, {u1,u3}, {u1,u4}, {u1,u5}, {u2,u4}, {u2,u5}, {u2,u6}, {u4,u5}, {u4,u6}, {u5,u6},
{u1,u4,u5}, and {u2,u4,u5}. However, this grouping of user locations at each time point
into transactions can lead to extremely large number of transactions, especially for a large pop-
ulation. This transactionizing overhead can be prohibitive if there are many time points and
users.
• The weight deﬁned for valid group pattern mining is very diﬀerent from the support deﬁned in
association rule mining. By transactionizing the movement database, it does not address the
weight counting problem. For transactions derived from a single time point, we should not
double count the transactions that have the same set of users. In the above example, user pair
{u4,u5} is contained in three derived transactions {u4,u5}, {u1,u4,u5} and {u2,u4,u5}. But the
weight-count of {u4,u5} should be only incremented by 1, instead of 3, since all of the three
transactions occur at the same time point 3.
Therefore, it is necessary to design new algorithms for mining valid group patterns.
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3. Group pattern mining algorithms
In [27], we proposed two algorithms to mine group patterns, known as the Apriori-like Group
Pattern mining (AGP) algorithm and Valid Group-Growth (VG-Growth) algorithm. The former ex-
plores the Apriori property of valid group patterns and extends the Apriori algorithm [3] to mine
valid group patterns. The latter is based on idea similar to the FP-growth algorithm. Both Apriori
and FP-growth algorithms are originally designed for association rule mining. In the following,
we present the proposed AGP and VG-growth algorithms.
3.1. Apriori-liked group pattern mining (AGP) algorithm
AGP algorithm is built upon the Apriori property that also holds for group patterns.
Property 1 (Apriori property of group patterns). If a group pattern is valid, then all of its sub-
group patterns are valid as well.
Proof. Given min_wei, and a group pattern P = hG,min_dur,max_disi, if P is a valid group pat-
tern, then
P
jsij
N P min wei, where s
0
is are valid segments of P. Let P
0 denote any sub-group pat-
tern of P. Note that, for each valid segment si of P, there must exist a valid segment s0i of P
0 such
that jsij  js0ij and so js0ijPj si j. Hence, we have
js0ij
N P
P
jsij
N P min wei. That is, the sub-group
pattern P 0 is also a valid group pattern. h
The AGP algorithm is shown in Fig. 1. We use Ck to denote the set of candidate k-groups, and
Gk to denote the set of valid k-groups. The AGP algorithm starts by mining G1, the set of all dis-
tinct users. It then usesG1 to ﬁndG2, which in turn is used to ﬁndG3. The process repeats until no
more valid k-groups can be found. In each iteration, Apriori property is used to generate candi-
date groups of larger size, and to prune the unpromising candidate groups. However, there are
two key diﬀerences between AGP and the classical Apriori algorithm:
(1) Instead of examining whether a transaction contains a candidate itemset, the AGP algorithm
tests whether users in a candidate group are close to one another at a given time point.
(2) Instead of simply incrementing support counts, AGP algorithm accumulates the lengths of
all valid segments so as to compute the weight of a candidate group.
For example, suppose we want to mine valid group patterns from D (see Table 1) with max_
dis = 10, min_dur = 3, and min_wei = 50%. G1 is ﬁrst assigned the set {{u1},{u2},{u3},{u4},
{u5},{u6}}. We then generate C2 by a join operation, which is the same as that in Apriori
algorithm.
C2 ¼ ffu1; u2g; fu1; u3g; fu1; u4g; fu1; u5g; fu1; u6g; fu2; u3g; fu2; u4g; fu2; u5g; fu2; u6g;
fu3; u4g; fu3; u5g; fu3; u6g; fu4; u5g; fu4; u6g; fu5; u6gg.
Then we scan D to compute the weights for each candidate 2-group and select the valid ones for
G2:
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Fig. 1. Algorithm AGP.
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G2 ¼ ffu1; u2g; fu1; u4g; fu1; u5g; fu2; u4g; fu2; u5g; fu2; u6g; fu4; u5g; fu4; u6gg.
From G2, we generate C3:
C3 ¼ ffu1; u2; u4g; fu1; u2; u5g; fu1; u4; u5g; fu2; u4; u5g; fu2; u4; u6g; fu2; u5; u6gfu4; u5; u6gg.
Note that {u2,u5,u6} and {u4,u5,u6} are subsequently pruned from C3 since they have an invalid
sub-group ({u5,u6}) which is not in G2. After scanning D again to compute the weights, we obtain
G3:
G3 ¼ ffu1; u4; u5g; fu2; u4; u5gg.
The algorithm terminates here and the discovered valid groups are G2 [G3.
Time Complexity Analysis. In the Generate_Candidate_Groups procedure, each call to
Has_Invalid_Subgroups procedure (Line 05) requires Oðk  jGk1jÞ time in the worst case. With
the two loops in Lines 01 and 02, the time complexity of the Generate_Candidate_Groups proce-
dure is Oðk  jGk1j3Þ. In the main algorithm, Lines 05–12 scan the database to compute the
weight, which costs2 OðM  N ;N  jCkj  k2
 Þ ¼ OðM  N ;N  jCkj  k2Þ, where M is the number of
distinct users and N is the whole time span of D. Line 13 selects the valid groups, which costs
O(jCkj).
In total, the time cost of AGP algorithm is OðRkfk  jGk1j3, M Æ N, N Æ jCkj Æ k2}Þ.
This is a main memory based analysis, which does not consider the disk access overhead. That
is, both the movement database and the candidate sets are assumed to reside in main memory.
Note that, the (N Æ jCkj Æ k2) component represents the overheads of scanning D to check the dis-
tance between every two users of every candidate group. This is the main bottleneck of all Apriori-
like algorithms and we therefore develop the VG-growth algorithm to reduce such bottleneck.
3.2. VG-growth: an algorithm based on valid group graph
AGP algorithm, like the original Apriori algorithm, involves much overhead in candidate k-
group generation and multiple database scans. In [11], Han et al. proposed a novel data structure
known as FP-tree and a divide-and-conquer algorithm, FP-growth, that mines association rules
without the above overhead. In this section, we will borrow the idea and develop the Valid Group
Graph data structure and VG-growth algorithm.
In a FP-tree (Frequent Pattern tree), each node represents a frequent item, and the frequent
items are ordered in support descending order so that the more frequently occurring items are
more likely to be shared and thus located closer to the top of the FP-tree. The FP-growth method
starts from a frequent item (as an initial suﬃx pattern), examines only its conditional pattern base
(a ‘‘sub-database’’ which contains the set of frequent items co-occurring with the suﬃx pattern),
constructs its conditional FP-tree, and performs mining recursively with such a tree. The major
operations of mining are count accumulation and preﬁx count adjustment, which are usually much
less costly than candidate generation and pattern matching operations performed in the Apriori-
like algorithm.
2 We use O(A,B,C, . . .) to denote max{O(A),O(B),O (C), . . .}.
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As we extend the FP-tree structure and FP-growth algorithm to valid group pattern mining, the
key diﬀerences between association rule mining and valid group pattern mining have to be con-
sidered. Moreover, some basic concepts adopted by FP-tree and FP-growth will have to change
as described below.
• Each node in a FP-tree is a frequent item, which is also the smallest unit in association rule
mining. In valid group pattern mining, the smallest unit is a valid 2-group. A direct construc-
tion of FP-tree-like structure based on valid 2-groups will however lead to excessive number of
nodes in the tree.
• The weight used in valid group pattern mining is more complicated than the support measure.
Hence, it is necessary to store the list of valid segments for each valid 2-group so as to derive the
weight of valid groups of larger sizes.
3.2.1. Valid group (VG) graph
In this section, we deﬁne Valid group graph on which our proposed VG-growth algorithm will
operate to mine valid group patterns.
Deﬁnition 6. A valid group graph (VG-graph) is a weighted directed graph (V,E, s), where
(1) Each vertex in V represents a user who participates in some valid 2-group, i.e., V ¼ fuju 2 G;
G 2 G2g. This set of users is also known as valid users.
(2) Each weighted directed edge in E represents a valid 2-group and the direction of an edge
always origins from the vertex with a smaller user id.
(3) s is a weighting function that maps each edge in E to its valid segments.
Consider D in Table 1. Assume that max_dis = 10, min_dur = 3 and min_wei = 50%. We con-
struct the VG-graph of D using a modiﬁed AGP algorithm that stores valid segments as it com-
putes G2. G2 is shown in Table 2 and the constructed VG-graph is shown in Fig. 2. Note that a
VG-graph can be constructed for a movement database by ﬁrst deriving the set of all valid 2-
groups, which requires only one scan of the movement database.
Table 2
G2 and the valid segments
Valid 2-groups Valid segment lists
{u1,u2} s(u1,u2) = {[0,3], [7,9]}
{u1,u4} s(u1,u4) = {[3,9]}
{u1,u5} s(u1,u5) = {[1,3], [5,9]}
{u2,u4} s(u2,u4) = {[0,9]}
{u2,u5} s(u2,u5) = {[3,9]}
{u2,u6} s(u2,u6) = {[0,3], [5,7]}
{u4,u5} s(u4,u5) = {[3,9]}
{u4,u6} s(u4,u6) = {[0,6]}
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Assuming an adjacency list representation, the space required for storing a VG-graph can be
determined by:
jVG-graphj ¼ ajV j þ bjEj þ jvslj ð3Þ
where a and b are the space required for storing a vertex and an edge respectively, and jvslj is the
space required for storing the valid segment lists. Note that, jVj 6M, jEj ¼ jG2j and jvslj 6
2djG2jb Nmin durþ1c, where d is the space required for storing one time stamp, and the number of
valid segments for a valid 2-group is at most b N
min durþ1c. In addition, we deﬁne the compression
ratio of a VG-graph as:
compression ratio of VG-graph ¼ jVG-graphjjDj ð4Þ
where jDj denotes the size of the original movement database.
Property 2. Given a movement database D and thresholds max_dis, min_dur and min_wei, its
corresponding VG-graph contains the complete information of D relevant to valid group pattern
mining.
Proof. In the VG-graph construction process, all the valid 2-groups, associated with their valid
segments, are stored in the VG-graph. From Property 1, we know that if a k-group (kP 2) pat-
tern is valid, then all of its 2-subgroup patterns are valid as well. That is to say, each valid k-group
can be generated from some valid 2-groups. Moreover, we can check the validity of a k-group by
examining the intersections among the valid segments of all its 2-subgroups. Thus the property
holds. h
3.2.2. VG-growth algorithm
In this subsection, we present the VG-growth algorithm that uses the compact information in
VG-graph for mining the complete set of valid groups.
u1
u5u4
u6u2
s(u1,u2)
s(u4,u5)
s(u4,u6)
s(u2,u4)
s(u2,u5)
s(u2,u6)
s(u1,u5)s(u1,u4)
Fig. 2. The VG-graph for Table 1.
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Deﬁnition 7. If (u! v) is a directed edge in a VG-graph, u is called the prefix-neighbor of v.
For example, in Fig. 2, u1 and u2 are the preﬁx-neighbors of u4.
Deﬁnition 8. A suffix-group, denoted by H, is an ordered list of k (kP 0) valid users in user id
descending order.
In particular, the suﬃx-group is empty at the beginning of VG-growth algorithm (see Line 05 in
Fig. 4).
Deﬁnition 9. The conditional VG-graph of a suﬃx-group H containing k (kP 0) users is called
an k-order conditional VG-graph, denoted by VG(k)(H) = (Vk,Ek, sk), and can be constructed as
follows.
(1) When k = 0, VG(0)(B) (i.e., the 0-order conditional VG-graph) is the VG-graph constructed
from G2.
(2) When kP 1, let H ¼ fua1 ; ua2 ; . . . ; uakg, where a1 > a2 >    > akP 1. Then, VG(k)(H) =
(Vk,Ek, sk) can be constructed from VGðk1ÞðH  fuakgÞ ¼ ðV k1;Ek1; sk1Þ as:
V k ¼ fu j u 2 V k1; ðu ! uakÞ 2 Ek1g
Ek ¼ fðui ! ujÞjðui ! ujÞ 2 Ek1; ui 2 V k; uj 2 V k; jskðui; ujÞjP min wei  Ng
ð5Þ
where
skðui; ujÞ ¼ fsjs 2 s\; jsjP min durg ð6Þ
and
s\ ¼ sk1ðui; ujÞ \ sk1ðui; uakÞ \ sk1ðuj; uakÞ: ð7Þ
The VG-growth algorithm conducts a traversal on the VG-graph, visiting vertices according to
their vertex ids. We illustrate the algorithm using the VG-graph in Fig. 2. The vertices are visited
as follows:
Vertex u1: Select the set of preﬁx-neighbors of vertex u1, denoted by V u1 . Since V u1 is empty, the
mining process for u1 terminates with no valid group generated.
Vertex u2: Select the set of preﬁx-neighbors of vertex u2, i.e., V u2 ¼ fu1g. For each vertex v in
V u2 , we generate a valid 2-group by concatenating v with u2, i.e., {u2,u1}. Select the set of edges on
V u2 , denoted by EðV u2Þ. Here, V u2 contains only one vertex, and EðV u2Þ ¼ ;. The mining process
for u2 terminates.
Vertex u4: V u4 ¼ fu1; u2g, which generates two valid 2-groups: {u4,u1} and {u4,u2}. EðV u4Þ ¼
fðu1 ! u2Þg with s(u1,u2) = {[0,3], [7,9]}. Adjust the valid segments of edge {(u1 ! u2)} against
u4 : s(u1,u2) = s(u1,u2) \ s(u1,u4) \ s(u2,u4) = {[7,9]}. Since the adjusted valid segments do not
meet the min_wei requirement, the mining process for u4 terminates.
Vertex u5: V u5 ¼ fu1; u2; u4g. Generate three valid 2-groups: {u5,u1}, {u5,u2}, and {u5,u4}. Next,
Select the directed edges on V u5 : EðV u5Þ ¼ fðu1 ! u2Þ; ðu1 ! u4Þ; ðu2 ! u4Þg with associated seg-
ment lists: s(u1,u2) = {[0,3], [7,9]}, s(u1,u4) = {[3,9]}, and s(u2,u4) = {[0,9]}. Now, we adjust the
associated segment lists against u5 as follows:
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sðu1;u2Þ ¼ sðu1;u2Þ \ sðu1;u5Þ \ sðu2;u5Þ ¼ f½0;3; ½7;9g \ f½1;3; ½5;9g \ f½3;9g ¼ f½3; ½7;9g
sðu1; u4Þ ¼ sðu1; u4Þ \ sðu1; u5Þ \ sðu4; u5Þ ¼ f½3; 9g \ f½1; 3; ½5; 9g \ f½3; 9g ¼ f½5; 9g
sðu2; u4Þ ¼ sðu2; u4Þ \ sðu2; u5Þ \ sðu4; u5Þ ¼ f½0; 9g \ f½3; 9g \ f½3; 9g ¼ f½3; 9g
Edges with adjusted segment lists not meeting the min_dur and min_wei requirements are re-
moved. The edge (u1 ! u2) is removed in this step.
V u5 and EðV u5Þ (after segment list adjustment) form the conditional VG-graph of u5(VG(u5)),
which contains three vertices {u1,u2,u4} and two edges (u1 ! u4) and (u2 ! u4) with associated
segment lists. u5 is a suﬃx-group as it will be incorporated as a suﬃx to every valid group found
in VG(u5).
We perform mining recursively on VG(u5). We have V u5u1 ¼ V u5u2 ¼ ; and V u5u4 ¼ fu1; u2g.
From V u5u4 , two valid 3-groups: {u5,u4,u1} and {u5,u4,u2} are derived.
Till now, the mining process for u5 terminates. The mining process for u5 is shown in Fig. 3.
Vertex u6: From V u6 ¼ fu2; u4g, we derive two valid 2-groups: {u6,u2}, {u6,u4}. EðV u6Þ ¼
fðu2 ! u4Þg with s(u2,u4) = {[0,9]}. After adjustment, s(u2,u4) = s(u2,u4) \ s(u2,u6) \ s(u4,u6) =
{[0,3],[5,6]}. The valid segment [5,6] does not meet the min_dur requirement and is removed,
leaving [0,3] to be the only valid segment. Since [0,3] does not meet the min_wei requirement, this
edge (u2 ! u4) is removed. The mining process for u6 therefore terminates.
After visiting all the vertices, VG-growth terminates.
The complete VG-growth algorithm is shown in Fig. 4.
Lemma 1. Let VG(k)(H) be the conditional VG-graph of a suffix-group H ¼ fua1 ; . . . ; uakg (kP 0,
a1 > a2 >    > ak), then every edge (ui ! uj) in VG(k)(H) represents a valid k + 2 group
fui; uj; ua1 ; . . . ; uakg.
Proof. We prove this lemma by induction.
[Base Case]. When k = 0, VG(0)(;) is the original VG-graph. It is clear that every edge (ui ! uj)
in the original VG-graph represents a valid 2-group {ui,uj} and the base case holds.
[Inductive Hypothesis]. Suppose the lemma holds for some n, 0 6 n 6 k. That is, every edge
(ui ! uj) in VG(n)(H) = (Vn,En, sn) with H ¼ fua1 ; . . . ; uang represents a valid n + 2 group
fui; uj; ua1 ; . . . ; uang.
s(u2,u4)
u1
u4u2
s(u1,u4)s(u1,u2)
Pick edges
s(u2,u4)
u1
u4u2
s(u1,u4)
Adjust valid segments
and discard invalid ones
Conditional VG-graph
of u5 : VG(u5)
E(Vu5)
Fig. 3. The mining process for vertex u5.
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[Inductive Step]. Consider VGðnþ1ÞðH [ fuanþ1gÞ ¼ ðV nþ1;Enþ1; snþ1Þ. Based on the deﬁnition of
conditional VG-graph, for each edge (ui ! uj) 2 En+1, there must exist (ui ! uj), ðui ! uanþ1Þ,
and ðuj ! uanþ1Þ in En. Given the inductive hypothesis, these three edges represent three valid
n + 2 groups: fui; uj; ua1 ; . . . ; uang, fui; uanþ1 ; ua1 ; . . . ; uang, and fuj; uanþ1 ; ua1 ; . . . ; uang, denoted by
GI, GII, and GIII respectively. In addition, the valid segments of GI, GII, and GIII are sn(ui,uj),
snðui; uanþ1Þ, and snðuj; uanþ1Þ respectively.
Next, from Eqs. (6) and (7), we know that sn+1(ui,uj) satisﬁes min_dur and thus s
n+1(ui,uj) is the
valid segments of group GIV = GI [ GII [ GIII. From Eq. (5), sn+1(ui,uj) also satisﬁes min_wei,
thus, GIV is valid. That is, each edge (ui ! uj) in VGðnþ1ÞðH [ fuanþ1gÞ represents a valid n + 3
group fui; uj; uanþ1 ; ua1 ; . . . ; uang.
Thus, the lemma holds for n + 1. h
Theorem 1 (Correctness). VG-growth only generates valid groups.
Fig. 4. VG-growth algorithm.
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Proof. Without loss of generality,3 let G ¼ fua1 ; . . . ; uakg be a valid group generated by VG-
growth, where a1 > a2 >    > ak. According to the mining process of VG-growth, G is generated
when visiting vertex uak1 in VG
(k2)(H) where H ¼ fua1 ; . . . ; uak2g, and there is an edge
ðuak ! uak1Þ in VG(k2)(H). Based on Lemma 1, we know that this edge represents a valid k-group
fua1 ; . . . ; uakg. Thus, this property is proved. h
Theorem 2 (Completeness). VG-growth generates all valid groups.
Proof. Let G ¼ fua1 ; . . . ; uakg be any valid group, where a1 > a2 >    > ak and kP 2. We need to
prove that VG-growth will generate G as a valid group. We prove this in two cases: (1) k = 2; and
(2) kP 3 as follows:
Case 1: when k = 2. G will be generated during mining the set of valid 2-groups using AGP (see
line 02 in Fig. 4).
Case 2: when kP 3. Given that G ¼ fua1 ; . . . ; uakg is a valid group, ua1 ; . . . ; uak are valid users in
the original VG-graph. Based on the deﬁnition of conditional VG-graph, there must exist a
complete subgraph formed by vertices uaiþ1 ; . . ., and uak in VG
(i)(H) with H ¼ fua1 ; . . . ; uaig,
"i, 2 6 i < k.
Considering the case when i = k  2, there must be an edge ðuak ! uak1Þ in VGðk2Þðfua1 ; . . . ;
uak2gÞ. Therefore, when visiting vertex uak1 , G will be generated as a valid group by VG-growth.
Thus, this Theorem is proven. h
3.3. Performance evaluation of AGP and VG-growth
In this section, we evaluate and compare the performance of AGP and VG-growth. The exper-
iments have been conducted using movement databases generated by IBM City Simulator [14] on
a Pentium-IV machine with a CPU clock rate of 2.4 GHz and 1 GB of main memory. Note that
both AGP and VG-growth were implemented assuming that the movement database resides in
main memory. This reduces the required time for our experiments.
City Simulator can generate realistic three-dimensional user movement over city layout that in-
cludes streets and buildings. A dataset M1kN1k that contains 1000 users and 1000 time points
was generated, covering a 1000 m · 1500 m · 100 m area of 48 roads and 72 buildings with diﬀer-
ent heights (the highest is around 90 m).
We recorded the total execution time (T), the time for mining valid 2-groups (T2), and the time
for mining all other valid groups (Tk) for diﬀerent min_wei values ranging from 1% to 10%.
T = T2 + Tk as both AGP and VG-growth ﬁnd valid 2-groups ﬁrst before the rest. The max_dis
and min_dur thresholds were 30 and 4 respectively. In the experiments, the unit of measurement
adopted for distance was meter, and the interval between every two consecutive time points rep-
resents 10 min. Thus, N = 1000 and min_dur = 4 represent about one week and 40 min respec-
tively. Table 3 summarizes the parameters used in this set of experiments.
3 Although there is no implicit ordering among the users of a group, we can always sort them by user ids.
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As shown in Fig. 5(a), VG-growth outperformed AGP in execution time T, especially when
min_wei is small (<4%). In particular, when min_wei = 1%, VG-growth runs 10 times faster than
AGP. Fig. 5(b) shows that the execution time diﬀerences come from Tk, since AGP and VG-
growth share the same procedure of mining valid 2-groups. For small min_wei, VG-growth was
more eﬃcient than AGP due to larger number of valid groups with size >2 that can be mined
using VG-graph. In contrast, AGP suﬀered from large number of candidate groups, causing large
overhead in database scans and validity checking of candidate groups.
As the min_wei increased, T2 began to dominate T due to larger proportions of valid 2-
groups, as shown in Fig. 5(c). For example, when min_wei = 10%, most valid groups were of size
Table 3
Performance comparison between AGP and VG-growth
Dataset M N Dataset size (MB) Thresholds
M1kN1k 1000 1000 12 max_dis = 30, min_dur = 4
min_wei = 1%, 2%, 4%, 6%, 10%
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Fig. 5. Experiment results: AGP vs. VG-growth: (a) T (M1kN1k), (b) T2 and Tk (M1kN1k), (c) jGj and jG2j
(M1kN1k), (d) number of vertices in VG-graph.
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2 and both AGP and VG-growth spent almost all the time ﬁnding valid 2-groups. In other
words, the VG-graph has little use to improve the execution time. This also motivates our
proposed summarization approach to mine valid 2-groups which will be described in Sections
4 and 5.
In the experiment, we implemented the VG-graph using adjacency list structure. Each vertex in
the VG-graph was stored with a list of its preﬁx-neighbors and the corresponding valid segment
lists. Vertex ids and the time stamps were represented as 4 bytes integers and each list pointer re-
quired 4 bytes. The byte size of the VG-graph was obtained accordingly. As shown in Fig. 5(d),
the number of vertices in the VG-graph was the about same as the number of users when min_wei
was less than 6%. It decreased with increasing min_wei. For example, when min_wei = 10%, there
were only 618 valid users (i.e., vertices) among the 1000 users in M1kN1k. Fig. 6(a) shows the size
of VG-graph in KB for diﬀerent min_wei values. Our experiments have shown that the compres-
sion ratio of VG-graph for dataset M1kN1k, which occupies 12 MB space on hard disk, was be-
tween 1% and 6%. This indicates very good compression ratios achieved by VG-graph as it only
contains the set of valid users and only stores the valid segments of each valid 2-group rather than
the actual location records of each user.
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The scalability results of VG-growth with respect to M and N are shown in Fig. 6(b)–(d). We
measured both the execution time and the size of VG-graph for diﬀerent numbers of users (M)
and time points (N) as shown in 4.
We only provide the curves for min_wei = 4%, since the curves for other min_weis have the same
trends. Fig. 6(b) shows the scalability of VG-graph when M or N changes. The size of VG-graph
increased almost quadratically withM but increased very little with N. This is because the increase
ofM leads to not only more vertices in the VG-graph but also more valid segments. On the other
hand, the increase of N only causes more valid segments while the number of vertices increases
only a little. From Fig. 6(c) and (d), we ﬁnd that T increased almost linearly with N and almost
quadratically with M. This is due to the dominating T2 which has O(N Æ M
2) time complexity.
4. Framework for mining valid 2-groups using location summarization
In this section, we propose to address the overhead of mining valid 2-groups. We ﬁrst describe a
common framework to incorporate diﬀerent location summarization methods into valid 2-group
mining. Subsequently, we present several location summarization methods that adopt diﬀerent
summarization models and assumptions on the summarization parameters.
The proposed framework consists of two steps: preprocessing and mining. In the preprocessing
step, each users movement data are ﬁrst divided into time windows of the same size and locations
within each time window are summarized using a summarization model. After that, the upper
bounds of weight-count and valid segment length for each user pair are computed based on the
summarized location data.
In the mining step, we ﬁrst generate a set of candidate 2-groups based on the upper bound
information. This set of candidate 2-groups is expected to be smaller than all possible 2-groups.
Moreover, instead of scanning the large movement database, the much smaller summarized loca-
tion database is scanned to check the validity of each candidate 2-group. Only when valid seg-
ments could not be determined based on the summarized data, the original database will then
be accessed. We elaborate the details in the following subsections.
4.1. Preprocessing of user movement data
Let D0i denote the summarized data of user ui, in which the number of time points in the original
movement data of ui, Di, is reduced to N
0 ¼ bNwc, where w is the time window size and N is the
number of time points in Di. For simplicity, we assume that
N
w is a whole number. Note that a time
point t 0 in the summarized database D0i corresponds to a time window [t
0 Æ w, (t 0 + 1) Æ w) in Di. We
use ui[t
0].P to denote {ui[t].pjt 0 Æ w 6 t < (t 0 + 1) Æ w}. Based on a summarization model (SM), which
is some 3D geometry shape such as sphere, cube, etc., ui[t
0].P is summarized to an instance of the
Table 4
Scalability of VG-growth
M (thousands) N (thousands) Dataset size (MB) Thresholds
1 1/3/5/7/10 12–120 max_dis = 30, min_dur = 4
1/3/5/7/10 1 12–120 min_wei = 1%, 2%, 4%, 6%, 10%
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corresponding SM, denoted by sm(ui, t
0). D0i is therefore {sm(ui, 0), sm(ui, 1), . . ., sm(ui,N
01)}. In
addition, we deﬁne the summarization ratio of a summarized database as jD
0j
jDj , where jD 0j and jDj
are the sizes of D 0 and D respectively.
For example, Fig. 7 illustrates the instances of summarization model, where N and w are 25 and
5 respectively. Note that, the location points within each time window are summarized into a
sphere, i.e., an instance of the sphere summarization model, which will be described in detail later.
The summarized database contains ﬁve spheres, each represented by a center and a radius.
In this paper, we will examine four diﬀerent SMs, namely:
• Sphere location summarization method (SLS);
• Cuboid location summarization method (CLS);
• Grid-sphere location summarization method (GSLS);
• Grid-cuboid location summarization method (GCLS).
These methods will be further described in Section 5. Extensions to GSLS and GCLS to con-
sider maximum speed constraint on user movement are given in Appendix A. These extensions
however yield performance results similar to GSLS and GCLS. Hence, we do not report their re-
sults in the paper.
With D 0, the number of time points to be scanned are reduced from N to Nw. However, this does
not address the problem of scanning D 0 for large number of candidate 2-groups. Thus, in the pre-
processing step, we pre-compute the upper bounds of weight-count and valid segment length for
each user pair based on D 0. The pre-computation is carried out under the assumption that the
upper bound of max_dis, denoted by max dis, is given.
Deﬁnition 10. Let t 0 be a time point in the summarized database D 0. Let max dis be the upper
bound of max_dis (i.e., max disP max dis). Then sm(ui, t 0) and sm(uj, t 0) are said to be possibly
close, if:
MinDistanceðsmðui; t0Þ; smðuj; t0ÞÞ 6 max dis ð8Þ
x
y
z
O
t
t'
0 5 10 15 20 25
0 1 2 3 4
User id: u1,  N = 25,  w = 5,  N' = 5
sm(u1, 4)sm(u1, 0) sm(u1, 1) sm(u1, 2) sm(u1, 3)
Fig. 7. Example of instances of summarization model.
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where MinDistance(sm(ui, t
0), sm(uj, t 0)) is a function returning the minimum distance between
sm(ui, t
0) and sm(uj, t 0).
Deﬁnition 11. Given a summarized database D 0, a user pair {ui,uj}, and max dis, a set of consec-
utive time points ½t0a; t0b is called a possibly close segment (PCS) of {ui,uj}, if:
(1) 8t0 2 ½t0a; t0b, sm(ui, t 0) and sm(uj, t 0) are possibly close.
(2) If t0a > 0, smðui; t0a  1Þ and smðuj; t0a  1Þ are not possibly close.
(3) If t0b < N
0, smðui; t0b þ 1Þ and smðuj; t0b þ 1Þ are not possibly close.
We use S({ui,uj}) to denote the set of PCSs of {ui,uj}, i.e.,
Sðfui; ujgÞ ¼ f½t0a; t0b j ½t0a; t0b  ½0;N 0Þ; ½t0a; t0b is a PCS of fui; ujgg ð9Þ
Property 3. "s 2 s(ui,uj), 9½t0a; t0b 2 Sðfui; ujgÞ such that s  ½t0a  w; ðt0b þ 1Þ  wÞ.
Proof. Recall that s(ui,uj) is the set of valid segments of {ui,uj}. Given any valid segment s of
{ui,uj}, s = [tp, tq] (0 6 tp < tq < N), [tp, tq] must lie within one time window of size w, or acrossmore
than one time windows, denoted by ½t0m; t0n. We have tp P ðt0m  wÞ and tq < ðt0n þ 1Þ  w. Since ui and
uj are not more than max_dis apart "t 2 [tp, tq], smðui; t0kÞ and smðuj; t0kÞ should be possibly close at
t0k (m 6 k 6 n), since max disP max dis. Hence, we have (1) ½t0m; t0n itself is a PCS of {ui,uj}, or (2)
½t0m; t0n is covered by a PCS (say, ½t0p; t0q) of {ui,uj}. Let ½t0a; t0b be ½t0m; t0n (for case 1), or ½t0p; t0q (for case
2). In both cases, we have ½t0a; t0b 2 Sðfui; ujgÞ, and s ¼ ½tp; tq  ½t0a  w; ðt0b þ 1Þ  wÞ. Therefore, this
property holds. h
The above property says S({ui,uj}) consists of possibly close segments (in D
0) that cover all the
valid segments of {ui,uj} in D. This property provides the foundation of the correctness and com-
pleteness for the summarization based algorithms.
Deﬁnition 12. Given a user pair {ui,uj}, the longest possibly close segment length of {ui,uj} is
deﬁned as:
Qðfui; ujgÞ ¼ w  max½t0a;t0b2Sðfui;ujgÞ
ðt0b  t0a þ 1Þ ð10Þ
Property 4. "s 2 s(ui,uj), Q({ui,uj})P jsj.
Proof. Let smax be the longest valid segment of {ui,uj}. We want to show that
Q({ui,uj})P jsmaxj. Due to Property 3, there exists a PCS: ½t0a; t0b 2 Sðfui; ujgÞ such that
smax  ½t0a  w; ðt0b þ 1Þ  wÞ. Since ½t0a t0b 2 Sðfui; ujgÞ, Qðfui; ujgÞP w  ðt0b  t0a þ 1ÞP jsmaxj. Thus,
the property is proven. h
This property asserts that the longest possibly close segment length of a user pair is an upper
bound of the valid segment length of this pair of users.
260 Y. Wang et al. / Data & Knowledge Engineering 57 (2006) 240–282
Deﬁnition 13. The upper bound weight-count of {ui,uj} is deﬁned as:
Rðfui; ujgÞ ¼ w 
X
½t0a;t0b2Sðfui;ujgÞ
ðt0b  t0a þ 1Þ ð11Þ
Property 5. R({ui,uj})P weight-count ({ui,uj}).
Proof. Recall that weight-countðfui; ujgÞ ¼
Pn
i¼1jsij, where si 2 s(ui,uj) . Let S({ui,uj}) be the set of
PCSs of {ui,uj}. Note that, for any PCS 2 S({ui,uj}), there are two possible cases: (1) this PCS
covers one or more valid segment(s); or (2) this PCS does not cover any valid segment, since
max disP max dis. Let S 0({ui,uj}) denote the set of PCSs that covers one or more valid seg-
ment(s). Obviously, S 0({ui,uj})  S({ui,uj}).
Next, from Property 3, we know that, for each valid segment si, there exists a PCS covering si.
Thus,Xn
i¼1
jsij 6 w 
X
PCS2S0ðfui;ujgÞ
j PCS j
From the deﬁnition of upper bound weight-count, we know:
Rðfui; ujgÞ ¼ w 
X
PCS2Sðfui;ujgÞ
jPCSjP w 
X
PCS2S0ðfui;ujgÞ
jPCSj
Therefore, R({ui,uj})P weight-count({ui,uj}). Thus, the property is proven. h
This property asserts that the upper bound weight-count of a user pair is indeed the upper
bound on the weight-count for this pair of users.
Let P denote the set of all user pairs together with their longest possibly close segment length
and upper bound weight-count, i.e.,
P ¼ fðfui; ujg;Qðfui; ujgÞ;Rðfui; ujgÞÞj1 6 i < j 6 Mg ð12Þ
where M is the number of distinct users.
P contains the pre-computed upper bounds information about the valid segment length and the
weight-count for each user pair. To eﬃciently ﬁnd candidate 2-groups that satisfy the min_dur
requirement, we sort P by Q value in descending order. We also use ðPk.c2;Pk.Qðc2Þ;Pk.Rðc2ÞÞ
to denote the kth tuple in P.
The detailed algorithm for the preprocessing step is shown in Fig. 8.
4.2. Mining of valid 2-groups
After the summarized database D 0 and precomputed upper bound information P are con-
structed, the mining step can be carried out to ﬁnd the set of valid 2-groups, as shown in Fig.
9. User speciﬁed max_dis, min_dur and min_wei are input to the mining step.
From P, we ﬁrst determine a set of candidate 2-groups, C2, such that for each c2 2 C2,
Q(c2)P min_dur and R(c2)P min_wei Æ N.
Next, we compute the weight-count of each c2 2 C2 by scanning the summarized database
D 0. We classify the closeness of two instances of SM at a summarized time point into three
cases:
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• Case 1: all location points within the two instances of SM are no more than max_dis apart (see
lines 06 and 07 in Fig. 9).
• Case 2: all location points within the two instances of SM are more than max_dis apart (see
lines 10–13 in Fig. 9).
• Case 3: otherwise, i.e., only some location points inside the two instances of SM are less than
max_dis (see line 15 in Fig. 9).
Should case 3 arises, the corresponding time window in the original movement database D will
be examined to determine the exact weight-count.
Time complexity analysis. In Fig. 9, line 02 generates the set of candidate 2-groups based on
min_dur and min_wei. The time complexity of procedure GetCandidate2Groups is O(k), where k
is the number of pairs with Q(c2)P min_dur. Note that, jC2j = k 0 (k 0 6 k), where k 0 is the number
of pairs that satisﬁes both Q(c2)P min_dur and R(c2)P min_wei Æ N.
Lines 03–15 compute the weight-count for each candidate 2-group. The time cost of lines 03–15
is: n1 Æ TMax + n2 Æ (TMax + TMin) + n3 Æ (TMax + TMin + TCOD), where n1, n2 and n3 are the number
of times when the above three cases are encountered respectively. TMax, TMin, and TCOD are the
time costs of procedures MaxDistance, MinDistance and CheckOriginalDB respectively. Note
that, n1 + n2 + n3 = N
0 Æ jC2j as there are altogether N 0 Æ jC2j iterations and TCOD = O(w). Thus,
the time complexity of lines 03–15 is O(n1 + n2 + w Æ n3).
Lines 16–17 select and output the set of valid 2-groups, which costs O(jC2j) = O(k 0).
Fig. 8. Preprocessing step of framework.
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Thus, the total time cost is
Oðk þ n1 þ n2 þ w  n3 þ k0Þ.
In the best case, n3 = 0, the total time cost becomes
Oðk þ N 0  k0 þ k0Þ ¼ O N
w
 k0
 
.
Fig. 9. Mining step of framework.
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In the worst case, n3 = N
0 Æ jC2j = N 0 Æ k 0, the total time cost becomes
Oðk þ N 0  k0  wþ k0Þ ¼ OðN  k0Þ.
As mentioned before, without the location summarization, the time cost for ﬁnding all valid 2-
groups is O N  M
2
  
. Note that, here k0 6 k 6 M
2
 
, which indicates the location summari-
zation based algorithms always outperform AGP and VG-growth for mining valid 2-groups.
5. Location summarization methods
In the following, we will introduce four location summarization methods. Each method has its
own SM and the corresponding SummarizeLocation, MinDistance, and MaxDistance procedures.
5.1. Sphere location summarization (SLS) method
The sphere location summarization method adopts a sphere as the SM. Each sphere is repre-
sented by (pc, r), where pc is the center and r is the radius. Given w location values from a time
window, ui[t
0].P, we compute the minimal and maximal x-, y-, z-values, denoted by u[t 0].xmin,
u[t 0].xmax, u[t 0].ymin, u[t 0].ymax, u[t 0].zmin, and u[t 0].zmax. The center and radius of the sphere at time
t 0 are determined respectively by:
pc ¼
u½t0.xmin þ u½t0.xmax
2
;
u½t0.ymin þ u½t0.ymax
2
;
u½t0.zmin þ u½t0.zmax
2
 
ð13Þ
r ¼ max
p2ui½t0.P
dðp; pcÞ ð14Þ
Given two spheres ðpci ; riÞ and ðpcj ; rjÞ, the minimum and maximum distances between them can
be easily computed as follows:
Mindistance ¼ dðpci ; pcjÞ  ðri þ rjÞ ð15Þ
Maxdistance ¼ dðpci ; pcjÞ þ ðri þ rjÞ ð16Þ
5.2. Cuboid location summarization (CLS) method
As shown in Fig. 10, instead of using sphere, the cuboid location summarization (CLS) method
uses a cuboid to represent locations within a time window. Considering the fact that most users
travel larger distance in x–y plane than in the z-dimension, CLS may be more compact than
SLS.4 A more precise summarization will result in: (1) fewer calls to CheckOriginalDB procedure;
(2) fewer candidate 2-groups to be generated.
4 In cuboid location summarization, the edges of a cuboid are parallel to the axes.
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The cuboid is deﬁned such that its edges are parallel to the x-/y-/z-axes and is represented by
(vmin,vmax), where vmin is the corner with minimum x-/y-/z-values, and vmax is that with maximum
x-/y-/z-values.
The minimum and maximum distances between two cuboids ðvmini ; vmaxiÞ and ðvminj ; vmaxjÞ are
determined as follows:
Mindistance ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðdminx Þ2 þ ðdminy Þ2 þ ðdminz Þ2
q
ð17Þ
where
dminx ¼
0 if ½vmin
i
.x; vmax
i
.x \
½vmin
j
.x; vmax
j
.x 6¼ ;
maxðvmin
i
.x; vmin
j
.xÞ
minðvmax
i
.x; vmax
j
.xÞ otherwise
8>>>><
>>>>:
ð18Þ
The dminy and d
min
z values are deﬁned similarly.
Maxdistance ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðdmaxx Þ2 þ ðdmaxy Þ2 þ ðdmaxz Þ2
q
ð19Þ
where
dmaxx ¼ maxððvmax
i
.x vmin
j
.xÞ; ðvmax
j
.x vmin
i
.xÞÞ
dmaxy ¼ maxððvmax
i
.y  vmin
j
.yÞ; ðvmax
j
.y  vmin
i
.yÞÞ
dmaxz ¼ maxððvmax
i
.z vmin
j
.zÞ; ðvmax
j
.z vmin
i
.zÞÞ
ð20Þ
x
y
z
O
Fig. 10. SLS and CLS models.
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5.3. Grid-sphere location summarization (GSLS) method
In both SLS and CLS, the actual coordinates and radius are used in location summarization.
To further reduce the size of SM, grid based location summarization methods are introduced. One
of the four grid based methods to be introduced in this paper is grid-sphere location summariza-
tion (GSLS), which is a grid extension to SLS.
Grid based method partitions the space into a set of cells, or cubes, of length l, as shown in Fig.
11. Each cell in the grid is given a unique id, which is an integer starting from 0. Given a location
(x,y,z), the id of the corresponding cell c can be determined by
c.id ¼ c.x0 þ Nx  c.y0 þ ðNx  NyÞ  c.z0 ð21Þ
where c.x0 ¼ bxlc, c.y 0 ¼ bylc, c.z0 ¼ bzlc, Nx ¼ dXMAXl e, Ny ¼ dYMAXl e and XMAX/YMAX are the max-
imum values in x-/y-dimensions respectively. For example, suppose the space under consideration
is 100 · 100 · 100 and the cell length is 10, i.e., XMAX = YMAX = 100, l = 10. Thus,
Nx = Ny = 10. Given a 3D point (12,35,70), it falls into the cell with id ¼ b1210c þ 10  b3510cþ
10  10  b70
10
c ¼ 1þ 10  3þ 100  7 ¼ 731. That is, instead of storing three integers 12, 35 and 70,
we use only cell id 731 to represent the grid cell containing the 3D point (12,35,70).
Conversely, given a cell index c.id, the corresponding x 0, y 0, z 0 index values can be obtained by a
Reverse function, i.e., (c.x 0,c.y 0,c.z 0) = Reverse(c.id,Nx,Ny).
c.z0 ¼ c.id
Nx  Ny
 
c.y 0 ¼ c.id  Nx  Ny  c.z
0
Nx
 
c.x0 ¼ c.id  Nx  Ny  c.z0  Nx  c.y0
ð22Þ
Y
X
Z
O
XMAX
YMAX
l
Fig. 11. Partition 3D space into cells.
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Using the above example, we apply the Reverse function and get c.z0 ¼ b731
100
c ¼ 7, c.y 0 ¼
b7311007
10
c ¼ 3, and c.x 0 = 731  100 Æ 7  10 Æ 3 = 1. Therefore, we can get the coordinates of the
center of cell 731, i.e., (1 Æ 10 + 5, 3 Æ 10 + 5, 7 Æ 10 + 5) = (15,35,75). That is, the original 3D point
is replaced by the center of the cell containing it. The oﬀset between the original 3D point and the
cell center is bounded by
ﬃﬃ
3
p
2
l. The smaller the cell length, the smaller the oﬀset is.
The main idea of grid based method is to use a single c.id instead of the actual coordinates to
represent a location point. This results in large storage saving for D 0. Furthermore, the tradeoﬀ
between size and accuracy of summarization can be easily tuned by cell length.
In GSLS, the locations within a time window are summarized into a sphere represented by
ðpc.id;rÞ, where pc.id is the center cell id and r is the discretized radius. The center cell id refers
to the cell in which the actual center of the sphere is found. The discretized radius r is deﬁned
by drce, where r is the original radius and c is the radius scale unit for discretizing radius. Such a
sphere is also known as the grid-sphere.
Given two grid-spheres ðpci .id; riÞ and ðpcj .id; rjÞ, the minimum and maximum distances be-
tween them can be determined by ﬁrst deriving two larger non-grid spheres ðp0ci ; r0iÞ and ðp0cj ; r0jÞ
that contain the two original grid-spheres, i.e.,
p0ci ¼ l  pci .x0 þ
1
2
; pci .y
0 þ 1
2
; pci .z
0 þ 1
2
 
p0cj ¼ l  pcj .x0 þ
1
2
; pcj .y
0 þ 1
2
; pcj .z
0 þ 1
2
 
r0i ¼ ri  cþ
ﬃﬃﬃ
3
p
2
l
r0j ¼ rj  cþ
ﬃﬃﬃ
3
p
2
l
ð23Þ
That is, the centers of the two larger non-grid spheres, i.e., p0ci and p
0
cj
, are the geometrical centers
of the two cells pci .id and pcj .id respectively. The radii r
0
i and r
0
j are derived from the discretized
radii and the radius scale unit. Note that, the derived radii are augmented by
ﬃﬃ
3
p
2
l in order to en-
sure that the non-grid spheres cover the original grid-spheres, since the maximal oﬀset between the
old and new centers is the distance from the new center to the corner of the cell, which is just
ﬃﬃ
3
p
2
l.
In addition, the x 0, y 0, z 0 index values can be obtained by Reverse function.
Then, the minimum and maximum distances are computed based on ðp0ci ; r0iÞ and ðp0cj ; r0jÞ,
i.e.,
Mindistance ¼ dðp0ci ; p0cjÞ  ðr0i þ r0jÞ
Maxdistance ¼ dðp0ci ; p0cjÞ þ ðr0i þ r0jÞ
ð24Þ
5.4. Grid-cuboid location summarization (GCLS) method
Similar to GSLS, GCLS summarizes the locations within each time window into a cuboid such
that the cuboid consists of grid cells and is represented by the ids of the two cells that contains the
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locations with the minimum x-/y-/z-values and maximum x-/y-/z-values. This cuboid is also
known as the grid-cuboid. Each grid-cuboid is denoted by hidmin, idmaxi. For user ui at t 0, the cor-
responding idmin and idmax are determined as:
idmin ¼ ui½t
0.xmin
l
 
þ Nx  ui½t
0.ymin
l
 
þ ðNx  NyÞ  ui½t
0.zmin
l
 
ð25Þ
idmax ¼ ui½t
0.xmax
l
 
þ Nx  ui½t
0.ymax
l
 
þ ðNx  NyÞ  ui½t
0.zmax
l
 
ð26Þ
Similar to GSLS, given two grid-cuboids hidmini ; idmaxi i and hidminj ; idmaxj i, the minimum and max-
imum distances between them can be determined by ﬁrst deriving two larger non-grid cuboids,
ðv0imin ; v0imaxÞ and ðv0jmin ; v0jmaxÞ, containing the two original grid-cuboids, i.e.,
v0imin ¼ l  ðidmini .x0; idmini .y0; idmini .z0Þ
v0imax ¼ l  ðidmaxi .x0 þ 1; idmaxi .y 0 þ 1; idmaxi .z0 þ 1Þ
v0jmin ¼ l  ðid
min
j .x
0; idminj .y
0; idminj .z
0Þ
v0jmax ¼ l  ðid
max
j .x
0 þ 1; idmaxj .y 0 þ 1; idmaxj .z0 þ 1Þ
ð27Þ
The x 0, y 0, z 0 index values can be obtained by Reverse function. Then, the minimum and max-
imum distances are computed based on ðv0imin ; v0imaxÞ and ðv0jmin ; v0jmaxÞ by using Eqs. (17)–(20).
5.5. Summary of location summarization methods
We summarize the location summarization methods in Table 5, in which the columns from left
to right in turn are the location summarization method, the number of users in the summarized
database, the number of time points in the summarized database, the summarization model, and
the size of the summarized database (in terms of bits). Note that, the last row in Table 5 represents
the movement database used by AGP or VG-growth without location summarization. In Table 5,
g, jrj, jrj, and jidj denote the number of bits required to represent a coordinate value, a radius, a
discretized radius, and a cell id respectively.
Table 5
Summary of location summarization methods
Method No. of users No. of time points SM Summarized database size (bits)
SLS (pc, r) ð3gþ jrjÞM Nw
CLS (vmin,vmax) 6gM Nw
GSLS M
N
w
ðpc.id;rÞ ðjidj þ jrjÞM Nw
GCLS (idmin, idmax) 2jidjM Nw
AGP&VG-growth M N hx,y,zi 3gMN
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6. Performance evaluation of location summarization based algorithms
In this set of experiments, we evaluate the performance of the location summarization based
algorithms for mining valid 2-groups using diﬀerent summarization methods. We ﬁrst evaluate
the impact of summarization parameters on the performance. We also compare the performance
of the diﬀerent algorithms when the summarized database size is ﬁxed. Finally, we compare the
performance between AGP and the location summarization based algorithms. Throughout all
the experiments, the dataset used is M1kN10k, which contains 1000 users and 10,000 time points
and we ﬁxed max_dis = 30, min_dur = 4, and min_wei = 1%.
Recall that, in the experiments described in Section 3.3, the movement database was loaded into
main memory and mining did not involve hard disk access. In this set of experiments, however,
only the summarized database was loaded into main memory, while the original movement data-
base resided on the hard disk. The intention is to simulate the situation where the movement data-
base is too large to be loaded into memory and to investigate the performance of the location
summarization methods under such a disadvantaged condition. It is obvious that if the movement
database is also loaded into memory, the performance of the location summarization based algo-
rithms will be even better than that presented here.
6.1. Impact of time window size
In this experiment, we studied the inﬂuence of the time window size w on the execution time of
the group pattern mining algorithm using diﬀerent location summarization methods.
Diﬀerent w valued were chosen: 4, 8, 16, 24, 32, 40, 48, 56, 64, 72, 80, 100, 200, and 400. The
upper bound of max_dis threshold (i.e., max dis) was chosen as 40. For SLS and CLS, w is the
only summarization parameter. On the other hand, GSLS and GCLS may have multiple combi-
nations of jidj and jrj values for a single w value. We therefore ran GSLS and GCLS with diﬀerent
combinations of parameters for each w and reported the ones that gave the smallest T2. The re-
sults are shown in Fig. 12(a), in which we only plot the T2 curves of SLS and CLS as the curve of
GSLS is almost identical to that of SLS. The same applies to GCLS and CLS.
Intuitively, if w is very small, each instance of SM becomes more precise because of fewer loca-
tion points within a time window. However, a large N 0 ¼ Nw results in more overhead to scan the
summarized database. On the other hand, when w is very large, N 0 ¼ Nw becomes smaller. But the
summarization is relatively coarse and the minimum distance between two instances of SM at
any summarized time point is likely to be less than max dis. This causes large number of candidate
2-groups to be generated and more mining overhead. Therefore, there exist some optimal time
window size between the two extremes.
As expected, we can see from Fig. 12(a), the performance of SLS and CLS does not scale up
linearly with w. In fact, T2 decreases ﬁrst when w increases from 4 to around 30 for CLS and
20 for SLS. After that, T2 increases when w increases further. Each summarization method has
an optimal w value. For SLS and GSLS, such an optimal w is around 24. For CLS and GCLS,
the optimal w is around 32.
In order to understand the reason behind this observation, we decompose T2 into Tcase1,2 and
Tcase3 as follows: T2 = Tcase1,2 + Tcase3, where Tcase1,2 is the time spent on Case 1 and Case 2 (see
page 235) and Tcase3 is the time spent on Case 3. We have:
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T case1;2 ¼ n1  TMax þ n2  ðTMax þ TMinÞ ¼ Oðn1 þ n2Þ
T case3 ¼ n3  ðTMax þ TMin þ T CODÞ ¼ Oðn3 þ w  n3Þ.
Note that, Tcase1,2 is solely memory based while Tcase3 consists of two parts. The ﬁrst part ‘‘n3’’
represents the memory based cost and the second part ‘‘w Æ n3’’ represents the hard disk based cost,
i.e., the time used for checking the original database which resides on hard disk. Intuitively, the
hard disk accessing cost would dominate T2.
Fig. 12(b) shows Tcase1,2 and Tcase3 for SLS. The other summarization methods produce similar
curves and we therefore chose not to show them. As w increases, Tcase1,2 becomes negligible, while
Tcase3 becomes almost identical to T2, since Tcase3 dominates T2. Furthermore, from Fig. 12(c), we
can see those components aﬀecting Tcase1,2 and Tcase3. Note that, both the x- and y-axes have log-
arithmic scale. As w increases, the total number of iterations for mining valid 2-groups, N 0 Æ jC2j,
decreases. Both n1 + n2 and n3 also decrease with increasing w. The former results in smaller
Tcase1,2, since Tcase1,2 = O(n1 + n2). However, although n3 decreases, w Æ n3 increases with the
increasing of w. Recall that they represent memory based cost and hard disk based cost respec-
tively. Hence, it is clear that the memory based cost overrides the hard disk based cost before
reaching the optimal w, and reversely beyond the optimal w.
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Fig. 12. Impact of time window size.
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From this experiment, we also found that, with the same w, the two cuboid based methods, i.e.,
CLS and GCLS, always outperform the two sphere based methods, i.e., SLS and GSLS. This is
because, cuboid based methods provide more precise summarizations than sphere based methods.
This leads to smaller number of candidate 2-groups, jC2j, and fewer accesses to the original data-
base. We deﬁne the summarization precision, denoted by Sp, as
Sp ¼ 1
w PMi¼1PN 0t0¼1V smðui;t0Þ ð28Þ
where V smðui;t0Þ is the volume of the geometrical shape formed by sm(ui,t
0).
We compared the summarization precision of diﬀerent location summarization methods. We
found that the summarization precision of SLS is slightly higher than that of GSLS. The same
observation also applies to CLS and GCLS. Therefore, we only present the results of SLS and
CLS here, as shown in Fig. 12(d). Note that, instead of giving the absolute value, we provide
the relative ratio, i.e.,
SpðCLSÞ
SpðSLSÞ. We can see that the summarization precision of CLS is much higher
than that of SLS for any w value. In fact, the Sp of CLS is around 10–60 times of that of SLS. The
diﬀerence becomes smaller when w increases because the compactness of CLS suﬀers when w be-
comes very large.
6.2. Impact of max dis
In this experiment, we studied the eﬀect of max dis on the mining overhead. For each time win-
dow size in the above experiments, max dis was chosen as 30, 40, 60, 100 and 500. Fig. 13(a) gives
the curves for SLS and CLS for diﬀerent max dis values, in which we only show the curves for
w = 32 as the curves for other w values have the same trend. Note that the curve of GSLS is al-
most identical to that of SLS. The same also applies to GCLS and CLS.
We can see that T2 increases very little when max dis increases. This may sounds counterintu-
itive because we expect a larger max dis to generate more candidate 2-groups that may signiﬁ-
cantly increase the mining overhead. Indeed, jC2j increases dramatically with max dis
increasing, as shown in Fig. 13(b). However, a large jC2j alone is not suﬃcient to increase T2
much, as T2 is dominated by Tcase3. Recall that Tcase3 = O(n3 + w Æ n3). With a ﬁxed w, n3 is a dom-
inant factor. As shown in Fig. 13(c), n3 is almost constant when max dis increases. The underlying
reason is, although jC2j increases quickly causing more checking iterations during mining, most of
them fall into Case 2 (see page 235), with only very few iterations falling into Case 3.
In conclusion, within a certain range, e.g., less than 60 in our experiments, max dis does not
aﬀect the execution time much for all the methods. Therefore, we simply ﬁxed max dis as 40 in
the following experiments.
6.3. Performance comparison with ﬁxed summarization database size
Cuboid based algorithms outperforms sphere based algorithms with the same w. But, they gen-
erate summarized databases of diﬀerent sizes. Thus, it is not a fair comparison. We therefore need
to compare them based on the same summarized database size.
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In this experiment, we chose seven diﬀerent jD
0j
jDj ratios, ranging from 0.08% to 8.33%. In order to
make w a whole number, we chose jD
0j
jDj as:
1
1200
, 1
120
, 1
60
, 1
48
, 1
36
, 1
24
, and 1
12
. For each jD
0j
jDj ratio, we run each
algorithm for several parameter combinations. In particular, for SLS and CLS, jD
0j
jDj ratio can be
used to determine w. On the other hand, GSLS and GCLS may adopt diﬀerent combinations
of w, jidj, and j r j values for the same jD0jjDj ratio. Therefore, for each jD
0j
jDj ratio, we run GSLS and
GCLS with diﬀerent combinations of parameters, and reported the ones that give the smallest T2.
As shown in Fig. 14, the cuboid based methods still enjoy smaller T2 than the sphere based
methods. When the jD 0j is relatively large (e.g., jD0jjDj > 6%), the non-grid based methods perform
slightly better than the grid based methods. The reason is, when jD
0j
jDj is large, SLS and CLS have
more optimal w than GSLS and GCLS. For example, when jD
0j
jDj ¼ 112 (8.33%), SLS and CLS have w
values as 16 and 24 respectively. On the other hand, GSLS and GCLS share a common w, i.e., 8
(see Table B.2). Note that the optimal w values for sphere and cuboid based methods are around
24 and 32 respectively. For the same reason, when the summarized database is small
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(e.g., jD
0j
jDj < 4%), the grid based algorithms have w values closer to optimal values than the non-grid
based algorithms, e.g., when jD
0j
jDj ¼ 1120 (0.83%) (see Table B.1), leading to smaller T2.
6.4. Performance comparison between AGP and summarization based mining algorithms
In this subsection, we compare the performance of the algorithms for mining valid 2-groups
using location summarization methods with AGP.5 In particular, we combine the results from
Sections 3.3 and 6.3 with the same parameter setting, i.e., dataset M1kN10k, max_dis = 30,
min_dur = 4, and min_wei = 1%.
5 Recall that AGP and VG-growth share the same procedure of ﬁnding the set of valid 2-groups.
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Fig. 15(a) gives the T2 curves of the diﬀerent algorithms. We can see that T2 values of the loca-
tion summarization based algorithms are around 10–20% of that of AGP. This illustrates the
advantage by using location summarization based algorithms. Recall that AGP runs in main
memory, while the location summarization based algorithms need to access the disk-resident ori-
ginal database D. Even so, the latter could still outperform AGP signiﬁcantly. If the original data-
base was also loaded into main memory, the T2 of the location summarization based algorithms
would be expected to be much smaller.
Fig. 15(b) shows the size of candidate 2-groups generated by AGP and the location summari-
zation based algorithms. Here, we only drew the curves for SLS and CLS, since GSLS and GCLS
were very close (slightly below) to those of SLS and CLS respectively. Note that, AGP always gen-
erates a constant number of candidate 2-groups, i.e.,
1000
2
 
¼ 499; 500. On the other hand, the
location summarization based algorithms generate diﬀerent sets of candidate 2-groups, which are
much smaller than those generated by AGP. In fact, the ratio of jC2j/ M2
 
for the location summa-
rization based algorithms was around 13%. This signiﬁcantly reduced the overhead for mining
valid 2-groups.
7. Related work
Group pattern mining is a very new data mining research that involves both space and time
data. Although there are no existing work dealing with the same problem, there do exist some
works that are related.
In mobile computing, in order to reduce the uplink bandwidth consumption during location
updating especially for a large population, several group models have been proposed such
that location updating is conducted only for each derived group rather than for each individual
user [12,13,15,21]. However, the groups deﬁned and discovered in these works are derived only
based on physical closeness, without considering time. In addition, there is no interestingness
measure for the derived groups, as there is no need to rank the groups in the location update
problem.
Group pattern mining deals with time series of user location data. Hence, it is related to the
previous works on sequential data mining and time series data mining. Sequential pattern mining
was ﬁrst introduced by Agrawal and Srikant [4] and was generalized by the same authors in [24].
Given a sequence database, in which each sequence is an ordered list of transactions that contains
a set of items and has a time stamp, the goal of sequential pattern mining is to ﬁnd the set of sub-
sequences with support exceeding a minimum support threshold, where the support of a subse-
quence is the number of sequences containing this subsequence. An Apriori-like algorithm GSP
was proposed in [24], which needs to generate and examine a huge number of intermediate can-
didate subsequences. To break this bottleneck, Han et al. designed an eﬃcient algorithm Preﬁx-
Span for mining large sequence database containing long sequences [18–20]. The PreﬁxSpan
algorithm greatly reduces the eﬀorts of candidate subsequence generation by transforming the se-
quence database into a set of smaller projected database and performing mining on each projected
database. Another eﬃcient sequential pattern mining algorithm, known as SPADE, was proposed
by Zaki [31], in which the author adopted vertical format data. Besides, the problem of mining
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frequent episodes in event sequences was introduced in [16], in which the episode is deﬁned as a set
of events that occur in a given partial order within a time window.
Full periodic patterns was studied in [17], in which the goal is to ﬁnd all association rules that
occur periodically in the whole transaction database. However, partial periodicity is more
common in practice since it is likely that only some not all of the time episodes appear periodi-
cally, which is the topic studied in [9,10,26]. Furthermore, in [30], the authors considered the sit-
uation where the element mutation is allowed and thus proposed a compatibility matrix to build
probabilistic connections between the observed element and the actual element. In addition, Yang
et al. investigated the problem of mining asynchronous periodic patterns in time series in [29],
considering the case that the presence of periodic patterns may be shifted because of random
noise.
There are also some studies on similarity search in time series, such as [1,2]. Among them, Vla-
chos et al. presented techniques to compute the similarities between trajectories of moving objects
in [25]. The trajectory similarity is deﬁned by extending the longest common subsequence (LCSS)
model [2] to consider the shift in space when comparing two trajectories. Note that, if the spatial
shift is not allowed, two moving objects are considered similar if their trajectories are close to each
other. Nevertheless, Vlachos et al. focused on designing eﬃcient algorithm to ﬁnd a trajectory,
from a set of trajectories, that is most similar to a given query trajectory. They did not consider
the problem of ﬁnding all the clusters of trajectories that are physically close to one another.
In [23], Shekhar et al. proposed approaches to discover spatial co-location patterns, which is
deﬁned as a set of features that are physically close to one another. However, the locations of fea-
tures are static. This is very diﬀerent from valid group pattern mining where we deal with users
moving continuously.
As discussed in Section 3, if each user is viewed as an item and each group is viewed as an item-
set, mining valid groups looks like mining frequent itemsets in association rule mining [3,11].
Unfortunately, we have shown that the existing algorithms in association rule mining cannot
be applied directly to valid group mining because of the unique features of the valid group pattern
and weight deﬁnition.
8. Conclusion
This paper reports a novel approach to mine user group patterns from user movement data.
The discovered group patterns, satisfying both spatial and temporal proximity requirements,
could potentially be used in target marketing and personalized services. We formally deﬁne the
valid group pattern mining problem and develop two algorithms (AGP and VG-growth) for min-
ing valid group patterns. The performance of these two algorithms on synthetic movement data-
bases has been reported. It has been shown that VG-growth is a better algorithm and the cost
of mining group patterns is mainly due to the mining of valid-2 groups. Since VG-growth and
AGP have identical steps for mining valid 2-groups, we further introduce four location summa-
rization methods to reduce the mining overhead. These methods allow valid 2-groups to be mined
using smaller number of summarized records and by examining smaller number of candidate 2-
groups. We also conducted experiments to evaluate the performance of the four methods. The
experiment results have shown that our proposed location summarization methods are much
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more eﬃcient than AGP algorithm for mining valid 2-groups. The cuboid based methods also per-
form better than the sphere based methods.
In our current work, we divide the original database D into diﬀerent fragments with equal
length w. In the future, it is worthwhile to study the possibility of using time windows with dif-
ferent sizes to summarize location information. Besides, we will investigate other possible issues
related to valid group pattern mining in our future work, such as eﬃcient approaches to deal with
missing data or unsynchronized time stamps in the movement database. Our future research will
also consider carrying out data cleaning or data transformation on the movement database before
mining. There are also ongoing research extending group pattern mining to dynamic user move-
ment databases.
Appendix A. GSLS and GCLS methods with maximum speed constraint
GSLS2 and GCLS2 are the extensions to GSLS and GCLS that incorporate the maximum speed
constraint on the mobile users. The maximum distance a user can move within a time window w is
denoted by dw.
For GSLS2, we use dw to determine a suitable radius scale unit c. A smaller c can make the
radius of the derived non-grid sphere closer to the original one. Except for the computation of
c, the SM and minimum and maximum distances computations of GSLS2 are the same as GSLS.
Similarly, in GCLS2, by knowing dw, we can construct a cube with side length equal to dw.
Then, we divide this cube into a set of sub-cells with sub-cell length lsub, and give each sub-cell
an unique sub-cell id. Similar to Eqs. (21) and (22), the computation of sub-cell id and the Reverse
function can be carried out based on lsub, Nxsub and Nysub , where Nxsub ¼ Nysub ¼ dwlsub.
As shown in Fig. A.1, the dashed lines represent the sub-cells. Let the cuboid with thick-
ened borders and two corners, vmin and vmax, be the summarized cuboid in CLS. Recall that, in
GCLS, the two corners are represented by cells containing vmin and vmax. In GCLS2, the corner
vmin is still represented by the corresponding cell containing it. However, the other corner vmax is
represented by the sub-cell containing it, denoted by sidmax. That is, in GCLS2, the SM is in
Y
X
Z
O
vmax
d
w
vmin
cell length l
sub-cell length lsub
cell
sub-cell
Fig. A.1. Illustration of GCLS2 methods.
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the form of hidmin, sidmaxi. For user ui at t 0, the corresponding idmin and sidmax can be determined
by:
idmin ¼ ui½t
0.xmin
l
 
þ Nx  ui½t
0.ymin
l
 
þ ðNx  NyÞ  ui½t
0.zmin
l
 
ðA:1Þ
sidmax ¼
ui½t0.xmax  ui½t
0.xmin
l
 
 l
lsub
666664
777775
þ Nxsub 
ui½t0.ymax 
ui½t0.ymin
l
 
 l
lsub
666664
777775
þ ðNxsub  NysubÞ 
ui½t0.zmax  ui½t
0.zmin
l
 
 l
lsub
666664
777775 ðA:2Þ
Similar to GCLS, in GCLS2, given two grid-spheres hidmini ; sidmaxi i and hidminj ; sidmaxj i, the mini-
mum and maximum distances can be determined by ﬁrst deriving two larger non-grid cuboids,
ðv0imin ; v0imaxÞ and ðv0jmin ; v0jmaxÞ, containing the two original grid-cuboids, i.e.,
v0imin ¼ ðidmini .x0  l; idmini .y0  l; idmini .z0  lÞ
v0imax ¼ ðsidmaxi .x0  lsub þ lsub þ idmini .x0  l;
sidmaxi .y
0  lsub þ lsub þ idmini .y 0  l;
sidmaxi .z
0  lsub þ lsub þ idmini .z0  lÞ
v0jmin ¼ ðid
min
j .x
0  l; idminj .y0  l; idminj .z0  lÞ
v0jmax ¼ ðsid
max
j .x
0  lsub þ lsub þ idminj .x0  l;
sidmaxj .y
0  lsub þ lsub þ idminj .y 0  l;
sidmaxj .z
0  lsub þ lsub þ idminj .z0  lÞ
ðA:3Þ
The x 0, y 0, z 0 index values of idmin can be obtained by Reverse function, while those for sidmax can
be obtained by applying Reverse function to the sub-cells, i.e., using Nxsub and Nysub . Then, the ex-
treme distances are computed from ðv0imin ; v0imaxÞ and ðv0jmin ; v0jmaxÞ using Eqs. (17)–(20).
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Appendix B. Parameter settings for grid based location summarization
We provide the parameter combinations for jD
0j
jDj ¼ 1120 and jD
0j
jDj ¼ 112, as shown in Tables B.1
and B.2 respectively. The parameter combinations in boldface are the ones producing the smallest
Table B.1
Parameter settings for
jD0j
jDj ¼
1
120
(0.83%)
SLS w = 160
CLS w = 240
jidj (bytes) w l
GCLS 1 20 84
2 40 13
3 60 2
4 80 0.33
jidj (bytes) jrj ðbytesÞ w dw c l
GSLS 1 1 20 1806 3.53 84
2 1 30 3.53 13
2 40 0.014
3 1 40 3.53 2
2 50 0.014
3 60 0.000054
4 1 50 3.53 0.33
2 60 0.014
3 70 0.000054
4 80 0.0000002
GSLS2 1 1 20 203 0.396 84
2 1 30 211 0.412 13
2 40 217 0.0017
3 1 40 217 0.423 2
2 50 219 0.0017
3 60 217 0.000007
4 1 50 219 0.428 0.33
2 60 217 0.0017
3 70 216 0.000007
4 80 220 0.00000003
jidj (bytes) jsidj (bytes) w dw lsub l
GCLS2 1 1 20 203 25.25 84
2 1 30 211 25.91 13
2 40 217 4.16
3 1 40 217 26.4 2
2 50 219 4.2
3 60 217 0.655
4 1 50 219 26.56 0.33
2 60 217 4.16
3 70 216 0.653
4 80 220 0.105
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T2. For example, when
jD0j
jDj ¼ 1120, GSLS yields the smallest T2 when jidj = 4 bytes, jrj ¼ 2 bytes,
and w = 60.
Table B.2
Parameter settings for
jD0j
jDj ¼
1
12
(8.33%)
SLS w = 16
CLS w = 24
jidj (bytes) w l
GCLS 1 2 84
2 4 13
3 6 2
4 8 0.33
jidj (bytes) jrj ðbytesÞ w dw c l
GSLS 1 1 2 1806 3.53 84
2 1 3 3.53 13
2 4 0.014
3 1 4 3.53 2
2 5 0.014
3 6 0.000054
4 1 5 3.53 0.33
2 6 0.014
3 7 0.000054
4 8 0.0000002
GSLS2 1 1 2 40 0.079 84
2 1 3 56 0.110 13
2 4 78 0.0006
3 1 4 78 0.153 2
2 5 98 0.0008
3 6 117 0.000004
4 1 5 98 0.192 0.33
2 6 117 0.0009
3 7 124 0.000004
4 8 135 0.00000002
jidj (bytes) jsidj (bytes) w dw lsub l
GCLS2 1 1 2 40 6.3 84
2 1 3 56 8.82 13
2 4 78 1.94
3 1 4 78 12.29 2
2 5 98 2.44
3 6 117 0.434
4 1 5 98 15.44 0.33
2 6 117 2.76
3 7 124 0.451
4 8 135 0.076
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