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Abstract. We study the least squares problem xb,ω := arg minx∈S ‖(A + ωI)−1/2(b − Ax)‖2,
with A = A∗, for a subspace S of Fn (F = R or C), and ω > −λmin(A). We show that there
exists a subspace Y of Fn, independent of b, such that {xb,ω − xb,µ | ω, µ > −λmin(A)} ⊆ Y, where
dim(Y) ≤ dim(S + AS) − dim(S) = IndA(S), a quantity which we call the index of invariance of
S with respect to A. In particular if S is a Krylov subspace, this implies the low dimensionality
result of Hallman & Gu (2018) [6]. The least squares problem also has the property that when A is
positive, and S is a Krylov subspace, it reduces to the conjugate gradient problem for ω = 0, and
to the minimum residual problem in the limit ω → ∞. We study several properties of IndA(S) in
relation to A and S. We show that in general, the dimension of the affine subspace Xb containing
the solutions xb,ω can be smaller than IndA(S) for all b. However, we also exhibit some sufficient
conditions on A and S, under which a related set X := span({xb,ω−xb,µ | b ∈ Fn, ω, µ > −λmin(A)})
has dimension equal to IndA(S). We then study the injectivity of the map ω 7→ xb,ω , leading us to
a proof of the convexity result from [6]. We finish by showing that sets such as M(S,S′) := {A ∈
Fn×n | S + AS = S′}, for nested subspaces S ⊆ S′ ⊆ Fn, form smooth real manifolds, and explore
some topological relationships between them.
Key words. Parameterized Least Squares, Low Dimensional Subspaces, Block Matrix Decom-
positions, Real Analytic Functions, CG, MINRES, Matrix Manifolds.
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1. Introduction. It was recently shown in [6] that for any b ∈ Rm, and a full
column rank matrix A ∈ Rm×n with m ≥ n, the solution xb,ω ∈ Rn to the LSMB
problem for ω ≥ 0
(1.1) arg min
∥∥∥(A∗A+ ωI)− 12A∗(b−Ax)∥∥∥
2
s.t. x ∈ Kk(A∗A,A∗b),
is a convex combination of the LSQR [18] and LSMR [4] solutions (all notations are
formally introduced in Subsection 2.1). Here ω ∈ R is an arbitrarily chosen parameter,
and
(1.2) Kk(A∗A,A∗b) := span({A∗b, (A∗A)A∗b, (A∗A)2A∗b, . . . , (A∗A)k−1A∗b})
is the Krylov subspace over which we minimize (1.1). It was also noted in [6] that
when ω = 0, one recovers the LSQR solution, while if ω → ∞, xb,ω converges to the
LSMR solution. Thus, the LSMB problem is a generalization of LSQR and LSMR.
Furthermore, it was shown that for all ω ≥ 0, the iterates xb,ω are convex combinations
of xb,0 and xb,∞. Thus by varying ω, one obtains the set {xb,ω | ω ≥ 0} contained in
the line passing through the LSQR and LSMR solutions, which is a one-dimensional
affine subspace of Kk(A∗A,A∗b).
Since A is a full rank matrix, A∗A is a positive matrix, and conversely any positive
matrix B ∈ Rn×n can be decomposed as B = L∗L for some full rank matrix L ∈ Rn×n,
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for e.g. using the Cholesky decomposition. Thus, from the above, we immediately
deduce the result that for any positive matrix B ∈ Rn×n and b′ ∈ Rn, the set of
solutions {xb′,ω ∈ Rn | ω ≥ 0} to the problem
(1.3) arg min
∥∥∥(B + ωI)− 12 (Bx− b′)∥∥∥
2
s.t. x ∈ Kk(B, b′),
also lie on a line. Moreover, as we will show later in Subsection 5.2, these are convex
combinations of CG [7] and MINRES [17] solutions, the convexity being a direct
consequence of the convexity result in [6] as stated above. In fact the other direction
is also true: if we knew that the solutions xb′,ω to (1.3) lied on a line, then the
corresponding result for the LSMB problem (1.1) follows by simply substituting A∗A
and A∗b in places of B and b′ respectively in (1.3).
Below we briefly summarize our contributions, the main result of the paper, and
how the paper is organized. The notations and objects appearing in Subsections 1.1
and 1.2 are all formally introduced and defined in Section 2; however some of them
are restated below for convenience.
1.1. Contributions. In this paper, we generalize the previously mentioned one-
dimensional affine subspace result by studying the minimization problem
xb,ω := arg min
x∈T
‖(A+ ωI)− 12 (Ax− b)‖2,
with T ∈ GraffF(p, n) (F = R or F = C) an arbitrary affine subspace, A ∈ GL(n) ∩
Sym(n), b ∈ Fn, and −λmin(A) < ω ∈ R, where λmin(A) ∈ R is the smallest eigenvalue
of A. Also for any subspace S of Fn, we define IndA(S) := dim(S + AS) − dim(S),
which we call the index of invariance of S with respect to A. We then prove a number
of results:
(i) We study (Section 2) the index of invariance in some detail and prove a num-
ber of its properties, such as upper-bounds, its relationship to a tridiagonal
block decomposition of A, how it relates to IndA−1(S), IndAs(S), IndA(S⊥)
and subadditivity.
(ii) We show (Section 3) that there exists a subspace Y such that for all b ∈ Fn,
{xb,ω−xb,µ | ω, µ ≥ −λmin(A)} ⊆ Y, where dim(Y) ≤ IndA(S), immediately
generalizing the result from [6], since IndA(S) = 1 for Krylov subspaces. We
give an expression for Y as a function of A and S. This theorem is formally
stated in Subsection 1.2.
(iii) We then study (Section 4) the tightness of the previously mentioned bound
when one varies ω, keeping b fixed. Let Xb be the affine hull of {xb,ω | ω >
−λmin(A)}, for a fixed b ∈ Fn.
- We show that the 0-dimensional case is special, as dim(Xb) = 0 for all
b ∈ Fn, if and only if IndA(S) = 0.
- We show however that there exist A and S such that, for all b ∈ Fn,
dim(Xb) = 1, while IndA(S) can be arbitrarily large.
- We finally show that the set {b ∈ Fn | dim(Xb) = 0} is non-trivial and
has Lebesgue measure zero.
We continue by studying instead a related set X := span({xb,ω − xb,µ | b ∈
Fn, ω, µ > −λmin(A)}), where we find some sufficient conditions on A and S
ensuring dim(X ) = IndA(S).
(iv) We finish (Section 5) by studying some applications of our results. We study
the injectivity of the map ω 7→ xb,ω, which leads us to a proof of the convexity
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result from [6] in the real Krylov case. We also study some new matrix
manifolds that arise in connection with the index of invariance.
1.2. The main result. The main result of the paper is the following theorem
which is proved in Section 3:
Theorem 1.1. Let F denote the field C or R. Let GraffF(p, n) and GrF(p, n)
denote the set of p-dimensional affine subspaces and subspaces of Fn respectively,
and let Γp : Graff
F(p, n) → GrF(p, n) denote the vector bundle projection map. For
1 ≤ p ≤ n, let A ∈ Sym(n) ∩ GL(n) be an n × n invertible Hermitian matrix over
F, T ∈ GraffF(p, n), and b ∈ Fn. Define ωmin := −λmin(A), S := Γp(T ), q :=
dim(S +AS)− dim(S), and for all ω ∈ (ωmin,∞)
xb,ω := arg min
x∈T
‖(A+ ωI)− 12 (Ax− b)‖2.
Then there exists a subspace Y ∈ GrF(q, n), independent of b, such that xb,ω − xb,µ ∈
Y for all ω, µ ∈ (ωmin,∞). When q ≥ 1, if V ∈ Fn×p, V ′ ∈ Fn×q are chosen
such that
[
V V ′
]
is semi-unitary, Im(V ) = S, and Im([V V ′]) = S + AS, then
Y = Im(V (H∗H)−1B∗) (not depending on the choice of V, V ′), where H∗ = [T B∗],
with T = V ∗AV , and B = V ′∗AV .
1.3. Outline of the paper. The rest of the paper is structured as follows. In
Section 2 we first introduce some definitions and notations, motivate and formally
state the problem. We then prove a number of properties related to the index of
invariance. In Section 3 we prove the main result of the paper. In Section 4 we
study the converse of the main result in some detail, i.e. under what conditions is
the bound from Section 3 tight. Section 5 explores the question of injectivity and
some topological consequences of our results. We finally finish by stating some open
problems in Section 6.
2. Preliminaries.
2.1. Definitions and notation. Relevant definitions and notations to be used
throughout the paper are introduced here. Some additional aspects of topology and
real analytic functions are required in Sections 4 and 5, which we don’t introduce
below for brevity; but we use standard terminology. The unfamiliar reader is referred
to [20, 1] for a comprehensive treatment of these topics. In Section 5 we have a few
results on smooth manifold embeddings, and we use terminology consistent with [11].
We use F to represent the field we work over, which can be either C or R.
2.1.1. Matrix notations. We define Fp×q to be the set of all p×q matrices with
F-valued entries. Given any A ∈ Fp×q, Im(A) := {Ax | x ∈ Fq} will denote its range,
while Ker(A) := {x ∈ Fq | Ax = 0} will denote its kernel or nullspace. The rank of
A is defined as the dimension of its range, which we denote rank(A). The transpose
of A is denoted A>, while the adjoint of A is denoted by A∗, and it is the complex
conjugate transpose (resp. transpose) of A when F = C (resp. R). A will denote
the complex conjugate of A without the transpose, unless specified otherwise. When
F = C, <(A) and =(A) will denote the real and imaginary parts of A respectively.
The (i, j) entry of A will be denoted by Aij . A is said to be semi-unitary if all its
columns are orthonormal. If p = q, the adjugate of A denoted adj(A) is the transpose
of the cofactor matrix of A. Sometimes we will refer to matrices as operators.
If A ∈ Fn×n, A is said to be Hermitian if A = A∗. When F = C, A is said to be
positive if x∗Ax > 0 (i.e. real and positive) for all non-zero x ∈ Fn (this in fact ensures
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that A is Hermitian), while if F = R we additionally require that F is Hermitian for
it to be positive. We say that A is unitary if A∗A = I, where I ∈ Fn×n denotes the
identity matrix, which also implies AA∗ = I. The symbol I will be used to denote
square identity matrices of other shapes as well, but the shape will always be clear from
context. The set of all Hermitian matrices, positive matrices, unitary matrices, and
invertible matrices in Fn×n will be denoted using the symbols Sym(n), P+(n), U(n),
and GL(n) respectively, and recall that P+(n) ⊆ GL(n) and U(n) ⊆ GL(n) (F will
be clear from context). We recall that Hermitian matrices have real eigenvalues and
positive matrices have positive eigenvalues. For any A ∈ Sym(n), λmin(A) will denote
its smallest eigenvalue. We also recall that if A ∈ Sym(n), then it admits a spectral
decomposition A = UΛU∗ for some U ∈ U(n) and a real diagonal matrix Λ ∈ Fn×n,
which allows us to define1 whenever A ∈ P+(n), its power Aq := UΛqU∗ ∈ P+(n) for
any q ∈ R, where (Λq)ij = Λqij (sign always chosen to be positive) for all 1 ≤ i, j ≤ n.
For any A ∈ Fp×q, and for any 1 ≤ k ≤ l ≤ p and 1 ≤ k′ ≤ l′ ≤ q, we will define
the block matrix Ak:l,k′:l′ ∈ F(l−k+1)×(l′−k′+1) as
(2.1) (Ak:l,k′:l′)ij = Ak+i−1,k′+j−1, ∀ 1 ≤ i ≤ (l − k + 1), 1 ≤ j ≤ (l′ − k′ + 1).
We also define the function vec : Fp×q → Fpq by vec(A)i+(j−1)p = Aij , where
1 ≤ i ≤ p, and 1 ≤ j ≤ q. Informally, vec(A) stacks the columns of A on top of
each other into a vector. For completeness, we define the span of zero vectors to be
{0}. Similarly, assuming A ∈ Fp×m, B ∈ Fm×q and C = AB, if m = 0 we define
C = 0 ∈ Fp×q.
2.1.2. Subspaces and affine subspaces. An affine subspace T of Fn is a set
such that if x ∈ T , Sx := {x − y | y ∈ T } is a subspace of Fn. Clearly Sx = Sx′
for distinct x, x′ ∈ T , so one can unambiguously associate a subspace S := {x − y |
y ∈ T } with T , for any arbitrarily chosen x ∈ T . We define the dimension of
T as dim(T ) := dim(S). The notation GraffF(k, n) (resp. GrF(k, n)) denotes the
set of all k-dimensional affine subspaces (resp. subspaces) of Fn. Defining x0 :=
arg minx∈T ‖x‖2 (this minimizer exists2 and is unique because in the case F = C, if
Cn 3 x = x1 + ix2 with x1, x2 ∈ Rn, the map (x1, x2) 7→ ‖x‖22 is smooth and strictly
convex, while if F = R, the map Rn 3 x 7→ ‖x‖22 is also smooth and strictly convex),
it follows that every T ∈ GraffF(k, n) can be represented uniquely as
(2.2) T = x0 + S := {x0 + y | y ∈ S},
where S ∈ GrF(k, n), x0 ∈ T , and ‖x0‖2 ≤ ‖x‖2 for all x ∈ T . It will be useful
to represent S appearing in (2.2) by the map Γk : GraffF(k, n) → GrF(k, n); thus
we can rewrite (2.2) as T = x0 + Γk(T ). An affine subspace T is a subspace if
and only if x0 = 0 in its representation (2.2). Defining GF(n) :=
⋃n
k=0 Gr
F(k, n)
and GFaff(n) :=
⋃n
k=0 Graff
F(k, n), we have the set inclusions GF(n) ⊆ GFaff(n), and
GrF(k, n) ⊆ GraffF(k, n) for all 0 ≤ k ≤ n.
If S ∈ GF(n), T ∈ GFaff(n), and A ∈ Fn×n, we define AS := {Ax | x ∈ S}, and
AT := {Ax | x ∈ T }, which is a subspace and an affine subspace of Fn respectively.
1The spectral decomposition guarantees that Λ has positive diagonal entries, and is unique up
to conjugation by permutation matrices — so Aq defined this way is unique.
2Existence follows by choosing any point x ∈ T and defining the compact set T1 := {y ∈ T |
‖y‖2 ≤ ‖x‖2}, which has the property that for any y ∈ T \T1, ‖y‖2 > ‖x‖2, and so the minimization
can be performed over T1.
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The orthogonal complement of S is defined as S⊥ := {x ∈ Fn | x∗y = 0, ∀ y ∈ S}.
For S,S ′ ∈ GF(n), we define the sum S + S ′ := {x + y | x ∈ S, y ∈ S ′}, and if
S ∩ S ′ = {0}, this sum is a direct sum denoted as S ⊕ S ′. If U ∈ 2GF(n) is infinite
(possibly uncountable), we define
∑U = {∑mi=1 xi | xi ∈ S ∈ U , 0 ≤ m < ∞},
and it is also a subspace. Intersections of subspaces (resp. affine subspaces), possibly
uncountable, is a subspace (resp. affine subspace). If X ⊆ Fn, the affine hull Aff (X )
of X is the intersection of all affine subspaces of Fn containing X and is an affine
subspace. The linear hull or span of X , denoted span(X ), is the intersection all
subspaces of Fn containing X . When A ∈ Fp×q, the linear hull of the set of its
columns equals its range Im(A). For A ∈ Fn×n, b ∈ Fn, and Z 3 k ≥ 1, we define the
Krylov subspace Kk(A, b) := span({b, Ab, . . . , Ak−1b}).
2.1.3. Index of invariance. We now introduce the most important quantity
relevant for this paper which plays a key role in the proofs.
Definition 2.1. Let A ∈ Fn×n, and S ∈ GF(n) be a subspace of Fn. We define
the index of invariance of S with respect to A to be the codimension of S in S +AS.
Formally we will represent this quantity as a map Ind : GF(n) × Fn×n → Z≥0, and
so Ind(S, A) := dim(S + AS)− dim(S). In most of our applications A will be fixed,
in which case we will use the compressed notation IndA(S) to mean Ind(S, A), and
treat it as a map IndA : GF(n) → Z≥0. In this setting, we will refer to IndA(S) as
simply the index of S.
If A ∈ Fn×n, a subspace S ∈ GF(n) is called an invariant subspace of A or simply
A−invariant if AS ⊆ S. Thus it can be seen from Definition 2.1 that Ind(S, A) = 0
if and only if S is A−invariant. Another interesting example is that of a Krylov
subspace Kk(A, b) that is not A−invariant, in which case it can be verified that
Ind(Kk(A, b), A) = 1. We study several interesting properties of the index of in-
variance below in Subsection 2.3.
2.1.4. Strong orthogonality. Finally, we introduce a notion of orthogonality
of vectors that will be used in Subsection 4.1, that is much stronger than the usual
notion of orthogonality.
Definition 2.2. Let Fn = S1 ⊕ · · · ⊕ St be an orthogonal direct sum decompo-
sition for t orthogonal subspaces S1, . . . ,St. Let pii : Fn → Si denote the orthogonal
projection map on Si, for all 1 ≤ i ≤ t. Then two vectors u, v ∈ Fn are called strongly
orthogonal with respect to S1, . . . ,St if and only if pii(u) is orthogonal to pii(v) for
each i.
It is important to note that if two vectors u, v are strongly orthogonal with respect
to S1, . . . ,St, then they are orthogonal (but the converse is not true). This is because
the direct sum S1 ⊕ · · · ⊕ St = Fn, so we have u =
∑t
i=1 pii(u), and v =
∑t
i=1 pii(v),
from which it follows that u∗v =
∑t
i=1(pii(u))
∗pii(v), the other terms vanishing due to
orthogonality of the subspaces, and finally by strong orthogonality we get u∗v = 0.
2.2. Problem statement. In this subsection, after we formally state the prob-
lem in the next paragraph, we will define a few quantities that will be used in its
analysis and prove some easy facts.
Let F be C or R. Let A ∈ Sym(n)∩GL(n) be a Hermitian invertible operator, T ∈
GraffF(p, n) be an affine subspace of dimension 1 ≤ p ≤ n, and let ωmin = −λmin(A).
For any b ∈ Fn and ω ∈ (ωmin,∞), we define xb,ω to be the solution to the following
minimization problem (the fact that this minimizer exists and is unique is proved in
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Lemma 2.1):
(2.3) xb,ω := arg min
x∈T
‖(A+ ωI)− 12 (b−Ax)‖2,
and in addition, we also define an affine subspace and a subspace
(2.4) Xb := Aff ({xb,ω | ω > ωmin}) , and X :=
∑
b∈Fn
Γdim(Xb)(Xb).
We seek to resolve the following questions: What is the maximum dimension of Xb
and X ? Conversely, does the dimensions of Xb and X say anything about the quantity
IndA(Γp(T ))?
2.2.1. Characterizing the solution. We start by giving an explicit solution
for xb,ω. In fact we give the solution for a slightly more general case in the next
lemma, and xb,ω is obtained by setting s = −1 in the lemma (i.e. xb,ω = xb,ω,−1).
Lemma 2.1. Let A ∈ Sym(n) ∩ GL(n), b ∈ Fn, ωmin = −λmin(A), and T ∈
GraffF(p, n). Let T = x0 + S be any representation of T for some x0 ∈ T , and
S = Γp(T ). Then for any ω ∈ (ωmin,∞), and for any s ∈ R, the problem
(2.5) arg min
x∈T
‖As/2ω (b−Ax)‖2
has a unique solution xb,ω,s given by
(2.6) xb,ω,s := x0 + V (V
∗AAsωAV )
−1
V ∗AAsω(b−Ax0)
where Aω := A + ωI, and V ∈ Fn×p is any full rank matrix whose columns span S.
(2.6) is well defined as it is independent of the choices x0 and V .
The proof of this lemma is given in Appendix A, and we simply note here that
ω > ωmin ensures that Aω ∈ P+(n). Because of the freedom in the choices of x0 and
V in Lemma 2.1, from now on unless otherwise specified, we will always assume that
V is semi-unitary, and x0 is chosen so that it satisfies the unique representation of T
in (2.2). It will also suffice to study the special case when T is a subspace, because
of the following easy corollary of Lemma 2.1.
Corollary 2.2. Under the assumptions of Lemma 2.1, defining b′ := b−Ax0,
(2.7) arg min
x∈T
‖As/2ω (b−Ax)‖2 = x0 + arg min
x∈S
‖As/2ω (b′ −Ax)‖2.
Proof. This follows from (2.6), because when T is a subspace x0 = 0.
As a consequence, if Xb and X are the affine subspaces defined in (2.4) for T , and
X ′b and X ′ are the corresponding affine subspaces for S, then Xb = x0 +X ′(b−Ax0) and
X = x0 + X ′, which also implies dim(X ′(b−Ax0)) = dim(Xb), and dim(X ′) = dim(X ).
Thus from now on, unless specified otherwise, we will assume that T = Γp(T ) = S,
and with this the expressions for xb,ω,s and xb,ω become
(2.8) xb,ω,s = V (V
∗AAsωAV )
−1
V ∗AAsωb, and xb,ω = V (V
∗AA−1ω AV )
−1V ∗AA−1ω b.
The expression for xb,ω will be studied in some detail in this paper, and so to
make things easier we make the following definition:
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Definition 2.3. Using the notation and assumptions of Lemma 2.1, we define
two maps DA : (ωmin,∞)→ Fn×n, and ∂DA : (ωmin,∞)× (ωmin,∞)→ Fn×n as
(2.9) DA(ω) = V (V
∗AA−1ω AV )
−1V ∗AA−1ω , ∂DA(ω, µ) = DA(ω)−DA(µ).
For any ω, µ ∈ (ωmin,∞), DA(ω) and ∂DA(ω, µ) represent linear maps Fn → S, and
is independent of the choice of V (the proof of independence is essentially contained
in the proof of Lemma 2.1).
2.2.2. Motivation. In order to gain some motivation about why we study the
problem, we start with the following observation3, that holds under the assumptions
mentioned above.
Lemma 2.3. If S is A−invariant, xb,ω,s given by (2.8) is independent of ω and s.
Proof. Since A is invertible and IndA(S) = 0, AS = S; so applying the spectral
theorem to the restriction map A|S (which is Hermitian because A is), we can conclude
that S is spanned by eigenvectors of A. Thus, we can choose V such that AV = V Λ,
where the columns of V are eigenvectors of A, and Λ is a diagonal matrix with real
entries (the eigenvalues). Thus for any ω ∈ R, AωV = V (Λ+ωI), while the definition
of Asω shows that A
s
ωV = V (Λ + ωI)
s for all ω ∈ (ωmin,∞) and s ∈ R, where the
bounds on ω ensure that Aω ∈ P+(n) so that Asω is well-defined4. Plugging into (2.8)
gives xb,ω,s = V (Λ(Λ + ωI)
sΛ)
−1
Λ(Λ + ωI)sV ∗b = V Λ−1V ∗b.
Lemma 2.3 suggests that when IndA(S) = 0, dim(Xb) = 0 for all b ∈ Fn. A
natural question that arises then is what happens when IndA(S) > 0. As indicated
in Section 1, a simple consequence of the results in [6] is that in the case F = R, if
B ∈ Rn×n a positive matrix, b ∈ Rn, and S = Kk(B, b) is a real Krylov subspace, the
set of solutions {xb,ω | ω ≥ 0} with xb,ω defined as the solution to (1.3) belong to a 1-
dimensional affine subspace. Recall from Subsection 2.1.3 that for a Krylov subspace
S = Kk(A, b) that is not A−invariant, IndA(S) = 1. Based on these two known
results, we are faced with the possibility that the conjecture dim(Xb) ≤ IndA(S) for
all b ∈ Fn, might be true for F = C or R.
We now describe a numerical experiment that also illustrates and confirms our
intuition. Working over F = R, given a positive matrix A ∈ RN×N (built as the finite
difference discretization with a 5-points stencil of a Poisson equation on a square
domain, with N = 529), we create two experiments by building S as the sum of two
(resp. three) real Krylov subspaces, i.e. K11(A, b1) + K6(A, b2) (resp. K11(A, c1) +
K6(A, c2) + K4(A, c3)). The vectors b1, b2, c1, c2, c3 ∈ RN were chosen as random
Gaussian vectors, but such that IndA(S) = 2 (resp. 3), and dim(S) = 17 (resp. 21).
The vector b ∈ RN was also initialized as a random Gaussian vector.
To check the dimension of the solution set Xb, we then build a matrix X =[
xb,ω1 . . . xb,ωK
] ∈ RN×K , with the columns of X computed using (2.8) and K =
200, and where ωj = 10
−3+6(j−1)/(K−1), for all 1 ≤ j ≤ K. We then perform
a principal component analysis on X: we compute and subtract the mean across
each N dimensions, building Y such that Yij = Xij − K−1
∑
kXik, for all 1 ≤ i ≤
N, 1 ≤ j ≤ K. Figure 2.1a (resp. Figure 2.1c) shows the singular values of Y in the
IndA(S) = 2 (resp. IndA(S) = 3) cases. The sharp drop at the third (resp. fourth)
3Note that Lemma 2.3 holds for all s ∈ R, even though we are only interested in the case s = −1.
4Indeed if A = UDU∗ is the spectral decomposition of A with U ∈ U(n), Asω = U(D + ωI)sU∗
from definition, so if u is any eigenvector of A (not necessarily a column of U) such that Au = λu,
then Asωu = (λ+ ω)
su.
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Figure 2.1: Illustration of the low dimensionality of the affine subspace Xb =
Aff ({xb,ω | ω ≥ 0}). Left plots show the singular values of the centered matrix Y
computed as Yij = Xij −K−1
∑
kXik where X = [xb,ω1 . . . xb,ωK ]. A sharp drop in
the singular values indicates that the set {xb,ωj}Kj=1 lives in a low dimensional affine
subspace. Right plots show the projection of {xb,ωj}Kj=1 over that low dimensional
subspace.
singular value indicates that Y is rank two (resp. three), which indicates that Xb may
belong to a low dimensional affine subspace of dimension 2 (resp. 3). Figure 2.1b
(resp. Figure 2.1d) shows the solution set {xb,ωj}Kj=1 projected over the leading two
(resp. three) eigenvectors of Y for the two experiments.
2.2.3. A property of the minimization problem. It is worth noting a prop-
erty of the minimization problem (2.5) that we now state, reminding the reader that
we have already assumed that T = Γp(T ) = S. The result uses Lemma 2.15 proved in
the next subsection, and the Pythagorean theorem: if A ∈ GF(n), x ∈ Fn, and y ∈ A
is the orthogonal projection of x in A, then ‖x‖22 = ‖y‖22 +‖x− y‖22, and z∗(x−y) = 0
for all z ∈ A; thus x− y ∈ A⊥.
Let S1 be the largest5 A−invariant subspace such that S1 ⊆ S, S2 be the smallest
A−invariant subspace6 such that S ⊆ S2, and define S ′ := S⊥1 ∩ S. Note that S2
always exists because Fn is A−invariant and contains S, but S1 could be trivial. We
5Equivalently S1 is the sum of all A−invariant subspaces contained in S.
6Equivalently S2 is the intersection of all A−invariant subspaces containing S.
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thus have S1 ⊆ S ⊆ S2, and S = S1⊕S ′, a direct sum of orthogonal subspaces7. The
latter is true because if x ∈ S, and x1 is the orthogonal projection of x on S1, then x =
x1+(x−x1), with x1 ∈ S1, and x−x1 ∈ S⊥1 by the Pythagorean theorem, and moreover
x−x1 ∈ S as both x, x1 ∈ S. Let b ∈ Fn be decomposed as b = b1 + b2 + (b− b1− b2),
where b1 is the orthogonal projection of b on S1, and b2 is the orthogonal projection of
b− b1 on S2; so again by the Pythagorean theorem b− b1 ∈ S⊥1 , and b− b1− b2 ∈ S⊥2 .
Now consider the minimization problem (2.5): arg minx∈S ‖As/2ω (b− Ax)‖2. Writing
S 3 x = y + z, for y ∈ S1 and z ∈ S ′, and remembering that this representation is
unique by the property of direct sums, we can equivalently express the minimization
problem as arg miny∈S1, z∈S′ ‖As/2ω (b−Ay −Az)‖2. Next notice that
‖As/2ω (b−Ay −Az)‖22 = ‖As/2ω (b1 −Ay) +As/2ω (b− b1 −Az)‖22
= ‖As/2ω (b1 −Ay)‖22 + ‖As/2ω (b− b1 −Az)‖22
(2.10)
using the Pythagorean theorem. This is because S1,S⊥1 are both A,As/2ω −invariant
by Lemma 2.15(iv),(v) (this uses A
s/2
ω ∈ P+(n)) — so as both b1, y ∈ S1, we have
A
s/2
ω (b1 − Ay) ∈ S1; similarly both b − b1, z ∈ S⊥1 implies As/2ω (b − b1 − Az) ∈
S⊥1 , and (2.10) follows. A final simplification happens by noticing that S ′ ⊆ S2,
and since S2,S⊥2 are both A,As/2ω −invariant (again by Lemma 2.15(iv),(v)), we have
A
s/2
ω (b− b1 − b2) ∈ S⊥2 and As/2ω (b2 −Az) ∈ S2, and so by another application of the
Pythagorean theorem
‖As/2ω (b− b1 −Az)‖22 = ‖As/2ω (b− b1 − b2) +As/2ω (b2 −Az)‖22
= ‖As/2ω (b− b1 − b2)‖22 + ‖As/2ω (b2 −Az)‖22.
(2.11)
Thus, we have decoupled the variables y and z, into two separate minimization prob-
lems, which can be solved independently, and we have proved
Lemma 2.4. The solution to the minimization problem (2.5) satisfies the identity
(2.12) xb,ω,s = arg min
y∈S1
‖As/2ω (b1 −Ay)‖2 + arg min
z∈S′
‖As/2ω (b2 −Az)‖2.
Lemma 2.4 allows us to get an upper bound on dim(Xb), and already gives the
first hints that Xb is a low dimensional affine subspace. This is stated in the next
corollary.
Corollary 2.5. dim(Xb) ≤ dim(S ′), for all b ∈ Fn.
Proof. By Lemma 2.3, the first term in the right hand side of (2.12) is independent
of ω, s, and so is a fixed point yb ∈ S1 for a given b ∈ Fn; the second term always is
in S ′. Thus xb,ω,s ∈ yb + S ′ for all ω ∈ (ωmin,∞), and s ∈ R, and so Xb ⊆ yb + S ′.
The conclusion follows as b is arbitrary.
One should note that IndA(S) ≤ dim(S ′), because S+AS = S+AS1+AS ′ = S+
S1+AS ′ = S+AS ′, and so IndA(S) = dim(S+AS)−dim(S) ≤ dim(AS ′) ≤ dim(S ′).
It turns out that because of this reason the bound provided by Corollary 2.5 is weak,
which will be strengthened in Section 3.
7S1 ∩ S′ = {0} because S1 ∩ S⊥1 = {0}.
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Remark 2.6. Indeed for a Krylov subspace S = Kp(A, b) that is not A−invariant,
S1 = {0}8, and so S ′ = S and the bound gives dim(Xb) ≤ p, while as we have already
mentioned, we know from [6] that dim(Xb) ≤ 1 when F = R. On the other hand, for
invariant subspaces the bound is tight as S1 = S, so dim(Xb) ≤ 0.
2.3. Properties of the index of invariance. We now prove some facts about
the index of invariance, defined previously in Subsection 2.1.3. This subsection is self-
contained, and the assumptions established in Subsection 2.2 will not be assumed here,
but we assume n ≥ 1. We start with two lemmas that characterize the relationship
between the index of invariance and bases of the subspaces involved in its definition.
Lemma 2.7. Let A ∈ Fn×n, S ∈ GrF(p, n) and q = IndA(S). Then
(i) IndA(S) ≤ min{dim(S), n− dim(S)} ≤ bn/2c.
(ii) If p ≥ 1, there exists semi-unitary V ∈ Fn×p such that Im(V ) = S, and
when q ≥ 1 also, there exists V ′ ∈ Fn×q such that [V V ′] is semi-unitary,
Im(
[
V V ′
]
) = S +AS, and Im(V ′) = S⊥ ∩ (S +AS).
Proof. (i) Since dim(AS) ≤ dim(S), dim(S + AS) ≤ 2dim(S), and so
IndA(S) = dim(S + AS) − dim(S) ≤ dim(S). Furthermore, since dim(S +
AS) ≤ n, IndA(S) ≤ n − dim(S). We conclude by noting that bn/2c ≥
min{dim(S), n− dim(S)} ∈ N.
(ii) Since S is of dimension p, the existence of V follows from using the Gram-
Schmidt process on any basis of S. Now assume q ≥ 1. Since dim(S+AS) =
dim(S)+q, one can find q independent vectors {xi}qi=1 in S+AS not in S, and
let X =
[
x1 . . . xq
] ∈ Fn×q. Then, applying the Gram Schmidt process
to
[
V X
]
gives the semi-unitary matrix
[
V V ′
]
. The columns of V ′ are
orthogonal to S because [V V ′] is semi-unitary, so Im(V ′) ⊆ S⊥∩(S+AS).
Also S + AS = S ⊕ (S⊥ ∩ (S + AS)), thus dim(S⊥ ∩ (S + AS)) = q =
dim(Im(V ′)), so in fact Im(V ′) = S⊥ ∩ (S +AS).
Lemma 2.8. Let A ∈ Fn×n be any operator, and S ∈ GrF(p, n) for p ≥ 1. Let[
V V ′
]
be semi-unitary such that Im(V ) = S, and Im([V V ′]) = S + AS. Then
IndA(S) = 0 if and only if there exist T ∈ Fp×p such that AV = V T . Otherwise the
following are equivalent:
(i) IndA(S) = q ≥ 1.
(ii) There exist T ∈ Fp×p, B ∈ Fq×p and rank(B) = q, such that AV = V T+V ′B,
and T,B are uniquely determined by A, V, V ′.
Proof. Notice that from Lemma 2.7(ii), V and V ′ always exist (the latter only
existing when q ≥ 1). Let IndA(S) = q. The q = 0 case is clear, so assume q ≥ 1.
We first prove (i)→(ii). Since Im(AV ) = AS ⊆ S + AS = Im([V V ′]), we have
AV = V T + V ′B, for some T ∈ Fp×p and B ∈ Fq×p, which are uniquely determined
because
[
V V ′
]
is full rank. From Lemma 2.7(i) we have q ≤ p. Now assume
B is not of full rank q. Then one can decompose B (such as using the singular
value decomposition) as B = UW , where U ∈ Fq×r, W ∈ Fr×p with r < q. Then
AV = V T + (V ′U)W from which it follows that Im(AV ) ⊆ Im([V V ′U]), where
rank(V ′U) ≤ r < q. But S = Im(V ), and so S+AS ⊆ Im([V V ′U]) = S+Im(V ′U).
This implies that dim(S +AS) ≤ dim(S) + r, which is a contradiction.
8If S1 was not trivial, it must have an eigenvector x 6= 0 satisfying Ax = λx, λ 6= 0, as A is
invertible. Expanding x in the Krylov basis as x =
∑p−1
i=0 ciA
ib, and using that {Aib}pi=0 is linearly
independent because Kp(A, b) is not A−invariant, gives ci = 0 for all 0 ≤ i ≤ p− 1.
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Now suppose (ii) holds. Since S = Im(V ), and AS = Im(AV ), by assumption
it follows that S + AS = {V x + (V T + V ′B)y | x, y ∈ Fp} = {V (x + Ty) + V ′By |
x, y ∈ Fp} = {V w + V ′z | w ∈ Fp, z ∈ Fq} = Im([V V ′]) (the second last equality
follows because B is full rank). Since
[
V V ′
]
is semi-unitary, we conclude that
dim(S +AS) = p+ q = dim(S) + q.
Remark 2.9. It should be noted that Lemmas 2.7 and 2.8 are also true when the
semi-unitarity condition of V and
[
V V ′
]
is replaced by the condition that V and[
V V ′
]
are full rank.
Lemma 2.8 has an important consequence that we state next, which will play a
key role later in the proof of the main theorem of this paper.
Corollary 2.10. Let A ∈ Fn×n, S ∈ GrF(p, n), and IndA(S) = q. Let V ∈
Fn×p, V ′ ∈ Fn×q, and V ′′ ∈ Fn×(n−p−q) be such that [V V ′ V ′′] is unitary, S =
Im(V ), and S +AS = Im([V V ′]). Then A has the following block decomposition
(2.13)
p q
p
q
 V ∗V ′∗
V ′′∗
A [V V ′ V ′′] =
 T P QB C R
0 D E
 ,
where T ∈ Fp×p, C ∈ Fq×q, E ∈ F(n−p−q)×(n−p−q), with the shapes of the other
blocks being compatible. If p = 0, or q = 0, or n − p − q = 0, then (2.13) holds
with the non-existent blocks and the corresponding non-existent V, V ′, V ′′ removed.
If q ≥ 1, then B is of full rank q. Additionally
(i) If A ∈ GL(n) and p ≥ 1, then H :=
[
T
B
]
is of full rank p.
(ii) If A ∈ Sym(n), one has P = B∗, R = D∗, Q = 0, and T,C,E Hermitian.
Proof. The decomposition follows from Lemma 2.8 (which also gives rank(B) =
q), by noting that V ′′∗(AV ) = 0, using the unitarity of
[
V V ′ V ′′
]
and AV =
V T + V ′B. For (i), let A¯ be the right-hand-side of (2.13); so A ∈ GL(n) implies
A¯ ∈ GL(n), which means the first p columns of A¯ are linearly independent. But if
rank(H) < p, the first p columns of A¯ are linearly dependent, giving a contradiction.
For (ii), note that when A ∈ Sym(n), both sides of (2.13) are Hermitian, and so the
conclusion follows.
Remark 2.11. When A ∈ Sym(n), the decomposition given by Corollary 2.10
will be called the tridiagonal block decomposition. Note that (i) this decomposition
exists regardless of whether A is invertible or positive, (ii) even if A is invertible,
the diagonal blocks T , C and E need not be, (iii) if however A ∈ P+(n), then T ,
C and E are in fact positive, but D need not be full rank9. We also note that this
decomposition is similar to the block Lanczos decomposition [5, page 567] as used in
block Krylov methods (amongst many, [16, 22, 21, 3]).
It is worth noting some special cases. Consider the case when S is A−invariant,
and A ∈ Sym(n). Then IndA(S) = 0, and so in the tridiagonal block decomposition
(2.13), V ′ has 0 columns (i.e., q = 0), and we can simply write
(2.14)
[
V ∗
V ′′∗
]
A
[
V V ′′
]
=
[
T 0
0 E
]
.
9For example, if IndA(S +AS) = 0 (i.e., S +AS is invariant), then D = 0.
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This is the block-diagonal Schur decomposition of a Hermitian matrix for a given
invariant subspace [5, page 443]. Consider similarly the case when S = Kp(A, b), such
that S is not A−invariant, and so IndA(S) = 1. We then know that B ∈ F1×p is
rank-1. In fact, if we build V by the Arnoldi process (that is the first k columns of
V span Kk(A, b) for 1 ≤ k ≤ p), then B = V ′∗AV = βe∗p, where β 6= 0 with (ep)i = 0
for i < p and (ep)p = 1.
The next three results build upon Corollary 2.10.
Lemma 2.12. Let A ∈ Fn×n, S ∈ GrF(p, n), and IndA(S) = q, with 1 ≤ p < n.
Let
[
V1 V2
]
be invertible, such that Im(V1) = S, and Im(V2) = S⊥. Then AV1 =
V1S1 + V2S2 for unique S1 ∈ Fp×p, S2 ∈ F(n−p)×p, and rank(S2) = q.
Remark 2.13. Note that since there always exist S1 and S2 such that AV1 =
V1S1 + V2S2, Lemma 2.12 is necessary and sufficient: if rank(S2) = q, IndA(S) = q.
Proof. Existence and uniqueness of S1 and S2, such that AV1 = V1S1 + V2S2,
follows from the invertibility of
[
V1 V2
]
, as the columns form a basis of Fn. Now
A has the decomposition (2.13) by Corollary 2.10, where Im(V ) = S, and since[
V V ′ V ′′
]
is unitary, we also have Im(
[
V ′ V ′′
]
) = S⊥. Thus there exist M1 ∈
GL(p) and M2 ∈ GL(n − p), such that V1 = VM1 and V2 =
[
V ′ V ′′
]
M2, and so
we have AV = VM1S1M
−1
1 +
[
V ′ V ′′
]
M2S2M
−1
1 . But AV = V T +
[
V ′ V ′′
] [B
0
]
also, from which it follows that
(2.15) T = M1S1M
−1
1 , and M2S2M
−1
1 =
[
B
0
]
.
The latter gives that rank(S2) = rank(B) = q, as M1,M2 are invertible.
Corollary 2.14. Let A ∈ Fn×n, and S be a subspace. Define the nested se-
quence of subspaces S0 ⊆ · · · ⊆ Si ⊆ Si+1 ⊆ . . . , as S0 = S, and Si+1 = Si + ASi.
Then IndA(Si) ≥ IndA(Si+1) for all i ≥ 0, and there exists j ≥ 0 such that
IndA(Sj) = 0.
Proof. If IndA(S0) = 0, then Si = S0 for all i ≥ 0, and the statement follows.
Now assume IndA(S0) ≥ 1. Let us just show that IndA(S0) ≥ IndA(S1); repeated
application of the same argument proves that the sequence {IndA(Si)}∞i=0 is non-
increasing. If S1 = Fn we are again done as Si = S1 for all i ≥ 1, so assume this
is not the case. Consider the decomposition of A in (2.13), from which we have
Im(
[
V V ′
]
) = S + AS, and Im(V ′′) = (S + AS)⊥; thus defining V1 :=
[
V V ′
]
and V2 := V
′′ we obtain AV1 = V1S1 + V2S2, with S2 =
[
0 D
]
(and S1 similarly
determined by (2.13)). Now rank(S2) = rank(D) ≤ IndA(S), and thus applying
Lemma 2.12 gives IndA(S + AS) ≤ IndA(S). To prove that there exists j ≥ 0 such
that IndA(Sj) = 0, notice that if this was false then there would exist k ≥ 0 such
that dim(Sk) > n, which would give a contradiction.
Lemma 2.15. Let A ∈ Fn×n, S ∈ GrF(p, n), and IndA(S) = q. Let us also define
S ′ := S⊥ ∩ (S +AS). Then we have the following.
(i) If Aω := A+ ωI for ω ∈ F, then IndAω (S) = q.
(ii) IndA(S⊥) ≤ min{p, n− p} ≤ bn/2c, IndA(S + AS) ≤ min{q, n− p− q} ≤
b(n− p)/2c, and IndA(S ′) ≤ q.
(iii) If A ∈ GL(n), then IndA−1(S) = q.
(iv) If A ∈ Sym(n), then IndA(S⊥) = q, and IndA(S ′) = q. Thus if q = 0, both
S and S⊥ are A−invariant, and if A ∈ Sym(n) ∩GL(n), both S and S⊥ are
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also A−1−invariant10.
(v) If A ∈ P+(n) and IndA(S) = 0, then for any s ∈ R, IndAs(S) = 0.
Proof. (i) This follows because S +AωS = S +AS.
(ii) IndA(S⊥) ≤ min{p, n − p} ≤ bn/2c follows by applying Lemma 2.7(i) to
S⊥, and noticing that dim(S⊥) = n − p. IndA(S + AS) ≤ q was proved in
Corollary 2.14. Applying Lemma 2.7(i) to S + AS gives IndA(S + AS) ≤
min{p+ q, n− p− q}, as dim(S+AS) = p+ q; so combining gives IndA(S+
AS) ≤ min{q, p+q, n−p−q} = min{q, n−p−q}. Finally min{q, n−p−q} ≤
b(n−p)/2c. IndA(S ′) ≤ q follows from Lemma 2.7(i): IndA(S ′) ≤ dim(S ′) =
IndA(S) = q.
(iii) The p = 0 case is clear, so assume p ≥ 1. Denote by Aˆ the right-hand side
of (2.13). Since A ∈ GL(n), Aˆ ∈ GL(n) and we have A−1 [V V ′ V ′′] =[
V V ′ V ′′
]
Aˆ−1. We use the subscript 1 (resp. 2) to denote the first p
(resp. last n − p) rows or columns. From the nullity theorem (Theorem 2.1
in [23]), nullity (Aˆ−1)21 = nullity Aˆ21, and so rank (Aˆ−1)21 = rank (Aˆ21) = q.
We then have A−1V = V (Aˆ−1)11 +
[
V ′ V ′′
]
(Aˆ−1)21, and using Lemma 2.12
we conclude IndA−1(S) = q.
(iv) Assuming A ∈ Sym(n), (2.13) gives P = B∗, Q = 0, Im([V ′ V ′′]) =
S⊥, S ′ = Im(V ′), and S ′⊥ = Im([V V ′]). We also have A [V ′ V ′′] =[
V ′ V ′′
]
S1 + V S2, and AV
′ = V ′S˜1 +
[
V V ′
]
S˜2, with S1, S2, S˜1, S˜2 de-
termined by (2.13). In particular S2 =
[
P 0
]
and S˜2 =
[
P
D
]
, and note
that rank(P ) = q, by Lemma 2.8. Now rank(S2) = rank(P ) trivially, while
rank(S˜2) = q as rank(S˜2) ≥ rank(P ), and also rank(S˜2) ≤ q since S˜2 ∈
F(n−q)×q. So by Lemma 2.12 IndA(S⊥) = IndA(S ′) = q. Finally by (iii), if
A ∈ Sym(n) ∩GL(n) and q = 0, then IndA−1(S) = IndA−1(S⊥) = 0.
(v) Note that from assumptions, AS = S, using both invertibility of A and
IndA(S) = 0. By an argument similar to that already used in Lemma 2.3 we
see that AsS = S also (since S is spanned by eigenvectors of A, which are
also eigenvectors of As), and the conclusion follows.
The next lemma shows that the index of invariance is subadditive in both its
arguments.
Lemma 2.16 (Subadditivity). Let A,B ∈ Fn×n, and S,S ′ ∈ GF(n). Then
(i) Ind(A,S + S ′) ≤ Ind(A,S) + Ind(A,S ′).
(ii) Ind(A+B,S) ≤ Ind(A,S) + Ind(B,S).
(iii) Ind(AB,S) ≤ Ind(A,S) + Ind(B,S).
Proof. In this proof we will use the fact that if A ∈ GF(n) and T ∈ Fn×n, then
IndT (A) = dim(A⊥ ∩ (A+ TA)), by Lemma 2.7(ii).
(i) Let Q = S + S ′. Notice that S + AS = S ⊕ (S⊥ ∩ (S + AS)), and similarly
S ′ + AS ′ = S ′ ⊕ (S ′⊥ ∩ (S ′ + AS ′)); so adding gives Q + AQ = S + S ′ +
(S⊥ ∩ (S + AS)) + (S ′⊥ ∩ (S ′ + AS ′)). It follows that dim(Q + AQ) ≤
dim(Q) + IndA(S) + IndA(S ′).
(ii) We again have S + (A+B)S = S +AS + S +BS = S + (S⊥ ∩ (S +AS)) +
(S⊥ ∩ (S +BS)). Thus dim(S + (A+B)S) ≤ dim(S) + IndA(S) + IndB(S).
(iii) We have S + ABS ⊆ S + A(S + BS) = S + A(S ⊕ (S⊥ ∩ (S + BS))) =
S + AS + A(S⊥ ∩ (S + BS)) = S ⊕ (S⊥ ∩ (S + AS)) + A(S⊥ ∩ (S + BS)).
10The fact that S being A−invariant implies S⊥ is A−invariant for Hermitian A is well known.
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Now dim(A(S⊥ ∩ (S +BS))) ≤ dim(S⊥ ∩ (S +BS)) = IndB(S), and so we
have dim(S +ABS) ≤ dim(S) + IndA(S) + IndB(S).
We now return to the central question of the paper, which is to provide tighter
bounds on the dimensions of the affine subspace Xb and the subspace X , introduced
in (2.4).
3. Proof of the main result. The goal of this section is to prove Theorem 1.1.
We will work under the assumptions established in Subsection 2.2, so we briefly remind
the reader that we are working over an arbitrary field F = C or R, A ∈ Sym(n) ∩
GL(n), b ∈ Fn, and S ∈ GrF(p, n) for 1 ≤ p ≤ n (more precisely it was shown in
Subsection 2.2 that it suffices to only consider subspaces, so in fact we have assumed
that T = Γp(T ) = S). We have also assumed that V ∈ Fn×p is semi-unitary, such
that Im(V ) = S, and we have defined ωmin := −λmin(A), and Aω := A+ ωI. Finally,
we are interested in solutions xb,ω to problem (2.5), with s = −1.
Let IndA(S) = q. Notice that if q = 0, then the statement of Theorem 1.1 already
follows by Lemma 2.3, because by the lemma xb,ω − xb,µ = 0, for all ω, µ > ωmin,
and b ∈ Fn; so Y = {0}. Thus for the proof of Theorem 1.1 we assume q ≥ 1. Now
there are two cases: n = p + q, and n > p + q. In Appendix B, we reduce the proof
of Theorem 1.1 in the n = p + q case, to the case where n > p + q; thus we can
further assume for the proof, without loss of generality, that n > p + q. Then using
the tridiagonal block decomposition (Corollary 2.10), we will choose V ′ ∈ Fn×q, and
V ′′ ∈ Fn×(n−p−q) such that [V V ′ V ′′] is unitary, S +AS = Im([V V ′]), and
(3.1)
 V ∗V ′∗
V ′′∗
A [V V ′ V ′′] =
T B∗ 0B C D∗
0 D E
 ,
where T ∈ Fp×p, C ∈ Fq×q, E ∈ F(n−p−q)×(n−p−q) are all Hermitian, and the shapes
of the other blocks are compatible, and we denote H :=
[
T
B
]
∈ F(p+q)×p which is of
full rank p. We let b = V c+ V ′c′ + V ′′c′′, for some c ∈ Fp, c′ ∈ Fq, and c′′ ∈ Fn−p−q,
the representation being unique for the given choice of V, V ′, and V ′′, and existing
for any b ∈ Fn, because Im([V V ′ V ′′]) = Fn.
To simplify the presentation of this section, we make a few observations. Using
(3.1) and the unitarity of
[
V V ′ V ′′
]
, we obtain
(3.2)
 V ∗V ′∗
V ′′∗
Aω [V V ′ V ′′] =
T + ωI B∗ 0B C + ωI D∗
0 D E + ωI
 ,
and since Aω ∈ P+(n) for ω > ωmin, the right-hand side of (3.2) is also positive.
Thus in particular E + ωI is positive, which allows us to define Fω ∈ Fq×q and
Gω ∈ F(p+q)×(p+q) for any ω ∈ (ωmin,∞), as follows
(3.3) Fω := D
∗(E + ωI)−1D, and Gω :=
[
T B∗
B C − Fω
]
+ ωI.
The positivity of E+ωI directly ensures that Fω ∈ P+(q), while Gω ∈ P+(p+q) as it
is the Schur complement of the E + ωI block of the right-hand side of (3.2). Finally,
we note a couple of key identities that follow from the 2-by-2 block matrix inversion
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formula [12], whenever ω > ωmin:
G−1ω =
[
V ∗
V ′∗
]
A−1ω
[
V V ′
]
,
−G−1ω
[
0
D∗(E + ωI)−1
]
=
[
V ∗
V ′∗
]
A−1ω V
′′.
(3.4)
We are now ready to prove the following lemma, which is the first step in proving
Theorem 1.1.
Lemma 3.1. Define db,ω,µ := V
∗(xb,ω − xb,µ) ∈ Fp, whenever ω, µ ∈ (ωmin,∞),
and let N ∈ F(p+q)×q be any full rank matrix11 whose columns span the nullspace of
H∗. Also define
(3.5) zb,ω,µ(t) := D
∗(E + ωI)−1c′′ −D∗(E + µI)−1c′′ + [B C − Fµ]Nt.
Then there exists a unique d ∈ Fp and t ∈ Fq satisfying the system of equations
(3.6)

H∗G−1ω
(
Hd+ µNt+
[
0
zb,ω,µ(t)
])
= 0
Nt = G−1µ
(
H(H∗G−1µ H)
−1H∗G−1µ − I
) [ c
c′ −D∗(E + µI)−1c′′
]
,
where the solution d satisfies d = db,ω,µ.
Proof. To show uniqueness, suppose (d, t), (d′, t′) ∈ Fp × Fq are two solutions of
(3.6). Then from the second equation we get N(t − t′) = 0; but since N is of full
rank q, we have t = t′. The first equation then gives H∗G−1ω H(d − d′) = 0. Now as
Gω ∈ P+(p+ q), we have H∗G−1ω H ∈ P+(p), which gives d = d′ proving uniqueness.
To prove the existence of a solution to (3.6), we start by expressing db,ω,µ using
(2.8), and obtain db,ω,µ = (V
∗AA−1ω AV )
−1V ∗AA−1ω b − (V ∗AA−1µ AV )−1V ∗AA−1µ b,
which after multiplying both sides by V ∗AA−1ω AV and rearranging is equivalent to
(3.7) V ∗AA−1ω
{
AV db,ω,µ − b+AV (V ∗AA−1µ AV )−1V ∗AA−1µ b
}
= 0.
Next observe that as A is Hermitian, we can express V ∗AA−1µ AV and V
∗AA−1µ b,
as (AV )∗A−1µ (AV ) and (AV )
∗A−1µ b respectively, and so firstly using the fact that
AV =
[
V V ′
]
H from (3.2), and secondly using the identities in (3.4) one obtains
(3.8) V ∗AA−1µ AV = H
∗G−1µ H, V
∗AA−1µ b = H
∗G−1µ
[
c
c′ −D∗(E + µI)−1c′′
]
,
with similar expressions holding for µ replaced by ω. Using (3.8) one can then equiv-
alently write (3.7) as
H∗G−1ω
{
Hdb,ω,µ +
[
0
D∗(E + ωI)−1c′′ −D∗(E + µI)−1c′′
]}
+H∗G−1ω
(
H
(
H∗G−1µ H
)−1
H∗G−1µ − I
)[
c
c′ −D∗(E + µI)−1c′′
]
= 0.
(3.9)
Now let s :=
(
H
(
H∗G−1µ H
)−1
H∗G−1µ − I
)[ c
c′ −D∗(E + µI)−1c′′
]
. Then it follows
that H∗G−1µ s = 0, or equivalently G
−1
µ s = Nt for some t ∈ Fq, as the columns of N
11Existence of N is guaranteed as rank(H∗) = rank(H) = p, hence the nullspace of H∗ has
dimension q.
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form a basis for the nullspace of H∗. But this then implies that
(3.10) s = GµNt = µNt+
[
0[
B C − Fµ
]
Nt
]
,
using the fact that
[
T B∗
]
N = H∗N = 0. Plugging s back into (3.9) then shows
that (db,ω,µ, t) is a solution of (3.6), finishing the proof.
It is worth noting an important special case of Lemma 3.1, when A ∈ P+(n) or
equivalently ωmin < 0. In this case, for any ω ∈ (ωmin,∞), we set µ = 0 in Lemma 3.1
and obtain
Corollary 3.2. When A ∈ P+(n), with db,ω,µ defined as in Lemma 3.1, there
exists a unique solution d = db,ω,0 to the equation
(3.11) H∗G−1ω
(
Hd+
[
0
D∗(E + ωI)−1c′′ +BT−1c− c′
])
= 0.
Proof. We start by observing that using (3.3) we have
[
I 0
]
G0 = H
∗, or equiv-
alently H∗G−10 =
[
I 0
]
, from which we get H∗G−10 H = T , T being positive. A
simple computation then shows that
(3.12)
(
H(H∗G−10 H)
−1H∗G−10 − I
) [ c
c′ −D∗E−1c′′
]
=
[
0
BT−1c− c′ +D∗E−1c′′
]
.
Using (3.12) in the second equation of (3.6) gives
(3.13) G0Nt =
[
0
BT−1c− c′ +D∗E−1c′′
]
,
and so using the expression of G0 from (3.3), we first conclude that
[
B C − F0
]
Nt =
BT−1c − c′ + D∗E−1c′′, and then using the definition of zb,ω,µ(t) in (3.5) we get
zb,ω,0(t) = D
∗(E + ωI)−1c′′ + BT−1c − c′. The corollary is now proved by applying
Lemma 3.1, after setting µ = 0 in the first equation of (3.6).
We now prove this paper’s main result, stated in Section 1.
Proof of Theorem 1.1. From Lemma 3.1 (db,ω,µ, t) is the unique solution of (3.6),
for some t ∈ Fq. Hence there exist t′ ∈ Fq such that
(3.14) Hdb,ω,µ + µNt+
[
0
zb,ω,µ(t)
]
= GωNt
′ = ωNt′ +
[
0[
B C − Fω
]
Nt′
]
,
where we used the fact that H∗N =
[
T B∗
]
N = 0. So Hdb,ω,µ = N(ωt
′ − µt) +[
0
z′b,ω,µ(t, t
′)
]
where z′b,ω,µ(t, t
′) =
[
B C − Fω
]
Nt′−zb,ω,µ(t). Since H is full column
rank, H∗H is invertible and H∗Hdb,ω,µ = H∗
[
0
z′b,ω,µ(t, t
′)
]
, and we conclude that
(3.15) db,ω,µ = (H
∗H)−1B∗z′b,ω,µ(t, t
′).
Noticing that xb,ω, xb,µ ∈ S, we have V db,ω,µ = xb,ω − xb,µ, and (3.15) then gives
xb,ω − xb,µ ∈ Im(V (H∗H)−1B∗), for all ω, µ > ωmin and b ∈ Fn. Since B∗ has full
column rank q, and V (H∗H)−1 has full column rank p, V (H∗H)−1B∗ has full column
rank q12, and so defining Y := Im(V (H∗H)−1B∗) gives dim(Y) = q.
12Multiplication of a F valued matrix from the left by a full column rank matrix does not change
its rank.
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The theorem is proved if we can show that Y does not depend on the choice of
V, V ′. So suppose that V ∈ Fn×p, V ′ ∈ Fn×q is a different choice of semi-unitary
matrices such that
[
V V ′
]
is semi-unitary, Im(V ) = S, and Im([V V ′]) = S+AS.
Let T := V
∗
AV , B
∗
:= V
∗
AV ′, and H
∗
:=
[
T B
∗]
be analogously defined. Then
there exists U ∈ U(p) and U ′ ∈ U(q), such that V = V U and V ′ = V ′U ′. A
simple computation then shows that V (H∗H)−1B∗ = (V (H
∗
H)−1B
∗
)U ′, and as U ′
is unitary this shows that Im(V (H∗H)−1B∗) = Im(V (H
∗
H)−1B
∗
).
This proof immediately gives us bounds on the dimensions of the affine subspace
Xb and the subspace X , as stated in the next corollary.
Corollary 3.3. The sets Xb and X introduced in (2.4) satisfy
(i) dim(Xb) ≤ IndA(S) for all b ∈ Fn.
(ii) X ⊆ Im(V (H∗H)−1B∗), and so dim(X ) ≤ IndA(S).
Proof. Both (i) and (ii) follow by applying Theorem 1.1, because xb,ω − xb,µ ∈
Im(V (H∗H)−1B∗), for all ω, µ > ωmin, and for all b ∈ Fn.
One should compare the bound above with that provided for dim(Xb) by Corol-
lary 2.5. We see that Corollary 3.3(i) provides a stricter bound, because as mentioned
in the paragraph below the proof of Corollary 2.5, IndA(S) ≤ dim(S ′) with S ′ defined
in Subsection 2.2.3. For example, when S = Kp(A, c) that is not A−invariant, for
some c ∈ Fn, we now get that dim(Xb) ≤ 1. As mentioned in Section 1, the partic-
ular case, when F = R and c = b, follows from the results proved in [6]. One can
ask whether the bounds in Corollary 3.3 are tight, or whether they can be improved.
As we will show in the next section, dim(X ) = IndA(S) when A belongs to certain
families of matrices, for example P+(n); thus the bound in Corollary 3.3(ii) cannot
be improved without further assumptions. On the other hand, we will also show that
there are examples where dim(Xb) < IndA(S), for all b ∈ Fn.
4. Tightness of bounds. In this section we explore the converse of the main
theorem. We continue using the notations already introduced in Subsection 2.1 and
Section 3. In Subsection 4.1, we explore how tight is the bound dim(Xb) ≤ IndA(S)
for fixed b ∈ Fn. In Subsection 4.2 we formulate some sufficient conditions under
which dim(X ) = IndA(S).
4.1. Bounds on dim(Xb). The result that motivated this whole section is the
following observation.
Lemma 4.1. The following conditions are equivalent:
(i) Ind(A,S) = 0.
(ii) xb,µ = xb,ω, for all b ∈ Fn, and for all µ, ω > ωmin.
(iii) There exists distinct µ, ω > ωmin, such that xb,µ = xb,ω, for all b ∈ Fn.
Proof. (i) → (ii) was proved in Lemma 2.3, and (ii) → (iii) is straightforward.
We prove (iii) → (i). If S = Fn we have Ind(A,Fn) = 0, so assume that S 6=
Fn. Pick any b ∈ AωA−1S⊥. Then AA−1ω b ∈ S⊥, and so V ∗AA−1ω b = 0. Since
xb,µ = xb,ω, it follows using (2.8) that V
∗AA−1µ b = 0, or AA
−1
µ b ∈ S⊥. Now AA−1ω :
AωA
−1S⊥ → S⊥ is an isomorphism as both A,Aω ∈ GL(n), and notice that AA−1µ =
A−1µ Aω(AA
−1
ω ) using the fact that A,Aµ, Aω ∈ Sym(n); so we have in fact proved that
Ind(A−1µ Aω,S⊥) = 0. Finally notice that A−1µ Aω = I + (ω − µ)A−1µ , which means
that for any x ∈ S⊥, x + (ω − µ)A−1µ x ∈ S⊥, and so A−1µ x ∈ S⊥ (as µ 6= ω). Thus
we conclude that Ind(A−1µ ,S⊥) = 0, and by applying Lemma 2.15(iii), (iv), and (i)
successively, we get Ind(A,S) = 0.
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The equivalence of the conditions (i), (ii), and (iii) of Lemma 4.1, leads to the
following corollary.
Corollary 4.2. The following statements are true.
(i) IndA(S) = 0 if and only if dim(X ) = 0.
(ii) IndA(S) = 0 if and only if dim(Xb) = 0, for all b ∈ Fn.
(iii) The map DA is a constant map if IndA(S) = 0, and injective otherwise.
Proof. First notice that X = {0} if and only if Xb is a singleton, for all b ∈ Fn.
Both (i) and (ii) now follow from Lemma 4.1. For (iii), Lemma 2.3 implies that DA is
a constant map if IndA(S) = 0, while if IndA(S) > 0 and DA is not injective, there
exists distinct µ, ω > ωmin, such that DA(µ) = DA(ω) implying that xb,µ = xb,ω for
all b ∈ Fn, thereby contradicting Lemma 4.1.
An interesting consequence of Corollary 4.2 is that when IndA(S) = 1, there must
exist b ∈ Fn such that dim(Xb) = 1, since we know that dim(Xb) ≤ 1 by Theorem 1.1.
One can then ask whether this pattern holds in general, that is if IndA(S) ≥ 1,
whether there always exists b ∈ Fn such that dim(Xb) = IndA(S). However this
turns out to not be true as shown by the following example, which shows that one
can have cases where dim(Xb) ≤ 1 for all b ∈ Fn, even though IndA(S) is arbitrarily
large.
Example 4.3. For α ∈ R \ {1,−1}, let p = q ≥ 1, n = p+ q and consider
(4.1) A =
[
αI I
I αI
]
∈ Fn×n
with S = span({e1, . . . , ep}), where ek ∈ Fn is given by (ek)i = δik. Notice that
det(A) = (α2 − 1)p, so A ∈ GL(n). Furthermore, for α > 1, A ∈ P+(n) since its
eigenvalues are given by α± 1. With k(α, ω) := (α+ω)2− 1 (note that ωmin = 1−α,
so k(α, ω) > 0 for ω > ωmin), we find
A−1ω = k(α, ω)
−1
[
(α+ ω)I −I
−I (α+ ω)I
]
,
AA−1ω A = k(α, ω)
−1
[
(α3 + α2ω − α+ ω)I (α2 + 2αω − 1)I
(α2 + 2αω − 1)I (α3 + α2ω − α+ ω)I
]
.
(4.2)
Since AA−1ω A ∈ P+(p), first note that α3 + α2ω − α + ω > 0 for ω > ωmin, and it
follows by choosing V ∗ =
[
I 0
]
, and V ′∗ =
[
0 I
]
that
V ∗xb,ω =
(α2 + αω − 1)c+ ωc′
α3 + α2ω − α+ ω ,
db,ω,µ = V
∗(xb,ω − xb,µ) = (µ− ω)(α
2 − 1)(c− αc′)
(α3 + α2ω − α+ ω)(α3 + α2µ− α+ µ) .
(4.3)
It is clear that db,ω,µ ∈ Im(c − αc′), so dim(Xb) ≤ 1 (equality holds if and only if
c− αc′ 6= 0), while IndA(S) = p using Lemma 2.12.
The above example raises the question of whether it is possible to characterize the
set of b ∈ Fn, given A ∈ Sym(n) ∩GL(n), and S ∈ GrF(p, n), such that dim(Xb) ≤ s,
for some 0 ≤ s ≤ IndA(S). Currently we only know a satisfactory answer when s = 0,
that we now present. As preparation, we need the following lemma.
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Lemma 4.4. Consider the function f : (ωmin,∞)→ R defined by
(4.4) f(ω) =
α1
λ1 + ω
+ · · ·+ αt
λt + ω
,
with αi, λi ∈ R for all 1 ≤ i ≤ t, and λ1 > · · · > λt ≥ −ωmin. Then the following
conditions are equivalent.
(i) α1 = · · · = αt = 0.
(ii) f(ω) = 0 for all ω ∈ (β1, β2), where ωmin ≤ β1 < β2.
(iii) There exists ω ∈ (ωmin,∞) such that
(
∂mf
∂ωm
)
(ω) = 0, for all 0 ≤ m ≤ t− 1.
Proof. (i) → (ii) is clear as f is identically zero when α1 = · · · = αt = 0. (ii)
→ (iii) follows by choosing any ω ∈ (β1, β2), as f is infinitely differentiable. We now
prove (iii) → (i). For m = 0, . . . , t− 1, we have the linear system
(4.5)

1
λ1+ω
1
λ2+ω
. . . 1λt+ω
1
(λ1+ω)2
1
(λ2+ω)2
. . . 1(λt+ω)2
...
...
. . .
...
1
(λ1+ω)t
1
(λ2+ω)t
. . . 1(λt+ω)t


α1
α2
...
αt
 = 0.
The matrix on the left-hand side of (4.5) is a Vandermonde matrix whose determinant
is non-zero because λi + ω 6= λj + ω whenever i 6= j, and λi + ω > 0 for all 1 ≤ i ≤ t,
as ω > ωmin. Thus α1 = · · · = αt = 0.
We can now present the first theorem of this section, which uses the notion of
strong orthogonality of vectors introduced in Definition 2.2.
Theorem 4.5. Let A has t distinct eigenvalues, and denote by S1, . . . ,St the
eigenspaces13 corresponding to each distinct eigenvalue. Then the following are equiv-
alent.
(i) dim(Xb) = 0.
(ii) b − Axb,ω and v are strongly orthogonal with respect to S1, . . . ,St, for all
v ∈ S, and ω ∈ (ωmin,∞).
(iii) There exists ω ∈ (ωmin,∞), such that b−Axb,ω and v are strongly orthogonal
with respect to S1, . . . ,St, for all v ∈ S.
Proof. We recall that for a Hermitian matrix, the eigenvectors are complete and
the eigenspaces corresponding to distinct eigenvalues are orthogonal. Thus we have
an orthogonal direct sum decomposition Fn = S1 ⊕ · · · ⊕ St, and the notion of strong
orthogonality with respect to S1, . . . ,St is well defined. Let λ1 > · · · > λt be the dis-
tinct eigenvalues of A, and without loss of generality assume that Si is the eigenspace
corresponding to λi, and let Qi be a semi-unitary matrix such that Im(Qi) = Si, for
all 1 ≤ i ≤ t. Notice that for any vectors v1, v2 ∈ Fn, their orthogonal projection on
Si is given by QiQ∗i v1 and QiQ∗i v2 respectively; so we have
(4.6) (QiQ
∗
i v1)
∗(QiQ∗i v2) = (Q
∗
i v1)
∗(Q∗i v2).
Also note that (ii) → (iii) is clear as (ii) is strictly stronger than (iii).
We first prove (i) → (ii). From (2.8), dim(Xb) = 0 implies that for all ω, µ ∈
(ωmin,∞), V (V ∗AA−1µ AV )−1V ∗AA−1µ b = xb,ω. Fixing ω ∈ (ωmin,∞) we get that
13If λ is an eigenvalue of A, then the eigenspace corresponding to it is the span of all eigenvectors
of A with eigenvalue λ, and it is A−invariant.
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V ∗AA−1µ b = (V
∗AA−1µ AV )V
∗xb,ω, or V ∗AA−1µ (b − Axb,ω) = 0, and then fixing any
v ∈ S, so v = V y for some y ∈ Fp, we get
(4.7) v∗AA−1µ (b−Axb,ω) = 0,
for all µ ∈ (ωmin,∞). Now since A ∈ Sym(n), from the spectral theorem we have A =∑t
i=1 λiQiQ
∗
i , A
−1
µ =
∑t
i=1(λi + µ)
−1QiQ∗i , and AA
−1
µ =
∑t
i=1 λi(λi + µ)
−1QiQ∗i ;
thus plugging into (4.7) gives
∑t
i=1 λi(λi + µ)
−1(Q∗i v)
∗(Q∗i (b − Axb,ω)) = 0, for all
µ ∈ (ωmin,∞). It follows from the equivalence of conditions (i) and (ii) in Lemma 4.4,
and since λi 6= 0 as A ∈ GL(n), that (Q∗i v)∗(Q∗i (b − Axb,ω)) = 0, for all 1 ≤ i ≤ t.
Using (4.6) and since v and ω are arbitrary, we now conclude that b − Axb,ω and v
are strongly orthogonal with respect to S1, . . . ,St, for all v ∈ S, and ω ∈ (ωmin,∞).
It remains to prove (iii) → (i), so assume (iii) is true. Then first fixing v ∈ S,
and for all µ ∈ (ωmin,∞), we have that
∑t
i=1 λi(λi+µ)
−1(Q∗i v)
∗(Q∗i (b−Axb,ω)) = 0,
i.e. (4.7) holds, and now since v is arbitrary this implies V ∗AA−1µ (b − Axb,ω) = 0.
Since V V ∗xb,ω = xb,ω, it finally follows that V ∗AA−1µ b = (V
∗AA−1µ AV )V
∗xb,ω, or
xb,µ = xb,ω, for all µ ∈ (ωmin,∞). This finishes the proof of the theorem.
As a consequence, we also show the following result, proving that, if IndA(S) ≥ 1,
then the set {b | dim(Xb) = 0} is of measure zero (if IndA(S) = 0, then dim(Xb) = 0
for all b by Corollary 4.2(ii)).
Corollary 4.6. Assume IndA(S) ≥ 1. Then the set {b ∈ Fn | dim(Xb) = 0} is
a non-trivial subspace of Fn that has n-dimensional (resp. 2n-dimensional) Lebesgue
measure zero in Fn, for F = R (resp. F = C).
Proof. Fix any ω ∈ (ωmin,∞). Assume A has t distinct eigenvalues, and let
S1, . . . ,St be the t associated eigenspaces, and Q1, . . . , Qt semi-unitary such that
Im(Qi) = Si, for all 1 ≤ i ≤ t. We first note the following fact. Let b ∈ Fn,
and assume that b− Axb,ω and v are strongly orthogonal with respect to S1, . . . ,St,
for all v ∈ S. Then letting {vj}pj=1 be a basis for S, it implies (Q∗i vj)∗(Q∗i (b −
Axb,ω)) = 0, or equivalently fω,ijb = 0 for all 1 ≤ i ≤ t, and 1 ≤ j ≤ p, where
fω,ij := v
∗
jQiQ
∗
i (I − ADA(ω)) and DA(ω) is defined in (2.9). If we now define the
linear operator Fω : Fn → Fp×t as [Fω(b′)]ij = fω,ijb′, for any b′ ∈ Fn, it follows from
Theorem 4.5 and because {vj}pj=1 is a basis for S, that dim(Xb) = 0 if and only if
Fω(b) = 0, or b ∈ Ker(Fω).
The discussion above already shows that the set {b ∈ Fn | dim(Xb) = 0} is
a subspace, namely Ker(Fω). Since IndA(S) ≥ 1, we know from Corollary 4.2(ii)
that there exist b¯ 6= 0 such that dim(Xb¯) ≥ 1; so it also follows that b¯ 6∈ Ker(Fω), or
Ker(Fω) 6= Fn. Thus Ker(Fω) is at least of codimension 1, and so it has n-dimensional
(resp. 2n-dimensional) Lebesgue measure zero in Fn, when F = R (resp. F = C). It
remains to prove that Ker(Fω) 6= {0}. Since IndA(S) ≥ 1, we have dim(S) ≥ 1, so
there exist bˆ ∈ AS such that bˆ 6= 0. Then y := A−1bˆ ∈ S, and we have xbˆ,ω = y for all
ω ∈ (ωmin,∞) as bˆ−Ay = 0, or dim(Xbˆ) = 0. Thus bˆ ∈ Ker(Fω), and we conclude.
4.2. Conditions when dim(X ) = IndA(S). The purpose of this subsection is to
provide sufficient conditions under which dim(X ) = IndA(S). From Corollary 4.2(ii)
we already know that dim(X ) = 0 if and only if IndA(S) = 0, so it follows that
dim(X ) ≥ 1 implies IndA(S) ≥ 1. Thus, throughout this subsection we will assume
that q ≥ dim(X ) ≥ 1. Moreover, by the discussion in Appendix B and Lemma B.2, we
can also assume without loss of generality, that n > p+ q (otherwise in the n = p+ q
case we consider the modified problem).
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We start with the observation that a sufficient condition to ensure dim(X ) =
IndA(S) = q is that for every y ∈ Y (with Y = Im(V (H∗H)−1B∗) as defined in
Theorem 1.1), there exist b ∈ Fn and ω, µ > ωmin, such that y = xb,ω − xb,µ, or
equivalently V ∗y = V ∗(xb,ω − xb,µ) = db,ω,µ. This is because dim(Y) = q, and
X ⊆ Y. But since Y = Im(V (H∗H)−1B∗), this is equivalent to showing that for
every u ∈ Fq, there exist b, ω, µ such that db,ω,µ = (H∗H)−1B∗u. For convenience,
let us define for all ω > ωmin, Jω ∈ F(p+q)×(p+q) and Eω ∈ F(n−p−q)×(n−p−q) as
(4.8) Jω := G
−1
ω
(
H(H∗G−1ω H)
−1H∗G−1ω − I
)
, Eω := E + ωI.
Let N be defined as in Lemma 3.1, and suppose N =
[
N1
N2
]
be a partitioning of N ,
where N1 ∈ Fp×q and N2 ∈ Fq×q. Then by Lemma 3.1 and the quantities defined
therein, we deduce the following sufficient condition:
Lemma 4.7. Let u ∈ Fq be fixed. If there exist b ∈ Fn, ω, µ ∈ (ωmin,∞), and
t, t′ ∈ Fq satisfying the system
(4.9)

T (H∗H)−1B∗u = N1(ωt′ − µt)
B(H∗H)−1B∗u = N2(ωt′ − µt) + z′b,ω,µ(t, t′)
Nt = Jµ
[
c
c′ −D∗E−1µ c′′
]
,
with z′b,ω,µ(t, t
′) =
[
B C − Fω
]
Nt′ − zb,ω,µ(t) (as defined in (3.5)), then db,ω,µ =
(H∗H)−1B∗u. Conversely, for fixed (b, ω, µ), if db,ω,µ = (H∗H)−1B∗u, then there
exists (t, t′) satisfying (4.9). Finally, if a (b, ω, µ, t, t′) exists for every u ∈ Fq solving
(4.9), then dim(X ) = q.
Proof. Combining the first two equations of (4.9) gives H(H∗H)−1B∗u+ µNt+[
0
zb,ω,µ(t)
]
= GωNt
′. Since N is a basis for the nullspace of H∗, this is equivalent
to the first equation of (3.6) with d = (H∗H)−1B∗u. Now let u ∈ Fq be fixed.
By applying Lemma 3.1 we find db,ω,µ = (H
∗H)−1B∗u. For the converse, suppose
db,ω,µ = (H
∗H)−1B∗u. Then by Lemma 3.1, t exists such that (3.6) is satisfied. Since
N is a basis for the nullspace of H∗, there exist t′ such that Hd+µNt+
[
0
zb,ω,µ(t)
]
=
GωNt
′ and the conclusion follows. Finally, we have already argued the last statement
in the paragraph immediately before this lemma.
Because of this result, our task now reduces to finding conditions that guarantee
solutions to (4.9). It turns out that the first and third equations of (4.9) pose no
obstructions, which we show in the next lemma, and recall that we denote c = V ∗b,
c′ = V ′∗b and c′′ = V ′′∗b. So a choice of (c, c′, c′′) uniquely defines b, and vice-versa.
Lemma 4.8. The following statements are true:
(i) For every u ∈ Fq, there exists a unique t′′ ∈ Fq, such that T (H∗H)−1B∗u =
N1t
′′, showing that the first equation of (4.9) also admits a solution for some
ω, µ > ωmin, and t, t
′ ∈ Fq.
(ii) For every µ > ωmin, t ∈ Fq, and c′′ ∈ Fn−p−q, there exists c ∈ Fp, and
c′ ∈ Fq solving the third equation of (4.9). Conversely for every µ > ωmin,
and b ∈ Fn, there exists a unique t ∈ Fq solving the third equation of (4.9).
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Proof. (i) This proof relies on the results of Appendix C. Fix u ∈ Fq. Firstly,
it has already been argued in Corollary C.2(i) that rank (N1) = q, so it follows
that t′′ is unique, if it exists. Let u′ = (H∗H)−1B∗u, and so (H∗H)u′ =
(T 2 + B∗B)u′ = B∗u, or equivalently T 2u′ = B∗(u − Bu′). But this then
implies that T 2u′ ∈ Im(T ) ∩ Im(B∗), and since Tu′ ∈ Im(T ) also, we further
deduce that Tu′ ∈ T †(Im(T )∩Im(B∗)), where T † denotes the pseudoinverse of
T , defined in Corollary C.2. Finally, Corollary C.2(ii) shows that T †(Im(T )∩
Im(B∗)) ⊆ Im(N1), and so Tu′ ∈ Im(N1), proving existence of t′′. One can
now choose t = t′ = t′′ and ω, µ > ωmin such that ω − µ = 1, which ensures
ωt′ − µt = t′′, and solves the first equation of (4.9).
(ii) Fix any µ > ωmin. Let Hµ = G
−1/2
µ H, and notice that since rank (H) =
p, we have rank (Hµ) = p, and dim(Im(Hµ)
⊥) = q. Also note that Jµ =
−G−1/2µ (I − Hµ(H∗µHµ)−1H∗µ)G−1/2µ , from which we may observe that the
inner factor is an orthogonal projector onto Im(Hµ)
⊥, and so rank (Jµ) =
dim(Im(Jµ)) = q using invertibility of G
−1/2
µ . Moreover, one can compute
that H∗Jµ = 0, which gives Im(Jµ) ⊆ Im(N), since the columns of N span
the null space of H∗. But rank (N) = q, and so in fact
(4.10) Im(Jµ) = Im(N).
Now if b ∈ Fn is given, (4.10) implies the existence of t ∈ Fq satisfying
the third equation of (4.9), and it is unique as N is full column rank (by
construction). Next suppose that t and c′′ are given. Then (4.10) again
implies the existence of v ∈ Fp+q such that Nt = Jµv. We can then choose
c, c′ such that
[
c
c′
]
= v +
[
0
D∗E−1µ c
′′
]
, and this is a solution to the third
equation of (4.9). Since µ is arbitrary, this completes the proof.
We can now state the first condition that ensures that one can find for all u ∈ Fq,
(b, ω, µ, t, t′) satisfying (4.9).
Lemma 4.9. If Im(T )∩Im(B∗) = {0}, for each u ∈ Fq, there exists a (b, ω, µ, t, t′)
satisfying (4.9).
Proof. The main ingredient of this proof is the characterization of N provided by
Lemma C.3(iii), by which if Im(T )∩ Im(B∗) = {0}, then one must choose N1 so that
Im(N1) = Im(T )
⊥, and N2 = 0. We claim that BN1 ∈ Fq×q is invertible, which we
prove later. Now fix any u ∈ Fq, ω, µ > ωmin (ω 6= µ), and c′′ ∈ Fn−p−q. Then by
Lemma 4.8(i) there exists a unique t′′ ∈ Fq such that T (H∗H)−1B∗u = N1t′′. Let
A1 := {(t, t′) | t, t′ ∈ Fq, ωt′ − µt = t′′}, and notice that it is non-empty. Also, since
N2 = 0, the second equation of (4.9) reduces to
(4.11) BN1(t
′ − t) = B(H∗H)−1B∗u+D∗(E−1ω − E−1µ )c′′,
and then by the invertibility of BN1, there exists a unique t
′′′ ∈ Fq such that the set
A2 := {(t, t′) | t, t′ ∈ Fq, t′ − t = t′′′, (4.11) holds} is non-empty. So the set A1 ∩ A2
contains exactly one element (t, t′) which is the solution to the equation
(4.12)
[
ωI −µI
I −I
] [
t′
t
]
=
[
t′′
t′′′
]
,
because the matrix on the left hand side has determinant (µ−ω)q 6= 0 (by assumption).
Finally with the choices for µ, c′′ and the solution t of (4.12), we can by Lemma 4.8(ii)
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find c, c′ satisfying the third equation of (4.9). Thus we have found (b, ω, µ, t, t′)
satisfying (4.9), and this proves the lemma as u is arbitrary.
Now we prove the claim BN1 ∈ GL(q). Suppose for the sake of contradiction
this is not true, and there exists 0 6= y ∈ Fq such that BN1y = 0. Then N1y ∈
Im(T )⊥ (as Im(N1) = Im(T )⊥), and N1y ∈ Ker(B) = Im(B∗)⊥ simultaneously, so
in fact N1y ∈ (Im(T ) + Im(B∗))⊥. Finally, we also know that rank (H∗) = p, so
Fp = Im(H∗) = Im(T ) + Im(B∗) implying N1y ∈ (Fp)⊥, hence N1y = 0. Since N1 is
full column rank by Corollary C.2(i), this implies y = 0 and gives a contradiction.
A second condition that guarantees for all u ∈ Fq existence of (b, ω, µ, t, t′) satisfy-
ing (4.9), is that T is invertible. In fact we state a much stronger theorem below, from
which our result will follow. We also recall the definition of ∂DA(ω, µ) from Defini-
tion 2.3, so V db,ω,µ = xb,ω−xb,µ = ∂DA(ω, µ)b, and we know that Im(∂DA(ω, µ)) ⊆ Y
by Theorem 1.1. In the theorem below, we are concerned about when this can actually
be an equality.
Theorem 4.10. Suppose T ∈ GL(p), and consider the open set U := (ωmin,∞)×
(ωmin,∞) ⊆ R2. Then there exists a closed subset V ⊆ U of 2-dimensional Lebesgue
measure zero, such that for all (ω, µ) ∈ U \ V, we have Im(∂DA(ω, µ)) = Y (with Y
defined as in Theorem 1.1). Moreover if A ∈ P+(n), then Im(∂DA(ω, µ)) = Y for all
ω, µ ≥ 0 and ω 6= µ.
The proof of Theorem 4.10, relies on the following lemma which we first state and
prove below, and then supply the proof of Theorem 4.10.
Lemma 4.11. Let T ∈ GL(p), and U be defined as in Theorem 4.10. Define
K(ω, µ) ∈ F(n−p−q)×(n−p−q), and L(ω, µ) ∈ Fq×q, for all distinct ω, µ ∈ (ωmin,∞) as
(4.13) K(ω, µ) :=
(
µE−1ω − ωE−1µ
µ− ω
)
, L(ω, µ) := C −BT−1B∗ −D∗K(ω, µ)D.
Then we have the following:
(i) There exists a closed subset V ⊆ U of 2-dimensional Lebesgue measure zero,
such that for all (ω, µ) ∈ U \ V, L(ω, µ) is invertible.
(ii) Suppose additionally that A ∈ P+(n). Then L(ω, µ) ∈ P+(q) for all ω, µ ≥ 0,
and ω 6= µ.
Remark 4.12. Notice that in part (ii) of Lemma 4.11, the assumption A ∈ P+(n)
guarantees that T ∈ P+(p), hence invertible. So in fact, for (ii) the assumption
T ∈ GL(p) is not needed.
Proof. In this proof, whenever we say that a set has measure zero, it will mean that
it has 2-dimensional Lebesgue measure zero. Also for both parts (i) and (ii), we note
that as A ∈ GL(n), the matrix on the right hand side of (3.1) is invertible, and since
T ∈ GL(p), this implies that M :=
[
C −BT−1B∗ D∗
D E
]
∈ GL(n− p) ∩ Sym(n− p),
being the Schur complement of T . Figure 4.1 illustrates some of the sets used in this
proof.
(i) Suppose E has k distinct eigenvalues {ξi}ki=1, for some 1 ≤ k ≤ n − p − q,
ordered as ξ1 > ξ2 > · · · > ξk ≥ −ωmin, which are real as E ∈ Sym(n − p −
q), while the lower bound −ωmin is due to the Cauchy interlacing theorem
(Theorem 8.1.7 in [5]). Let E = QΛQ∗ be the eigenvalue decomposition of E,
for someQ ∈ U(n−p−q), and a diagonal matrix Λ (thus Λjj ∈ {ξi | 1 ≤ i ≤ k}
for all 1 ≤ j ≤ n − p − q). Now define the set W := {(ω, µ) ∈ R2 | ω + µ ∈
23
{−ξi | 1 ≤ i ≤ k}}, and the function f : R2 \W → R as
(4.14) f(ω, µ) = det
([
C −BT−1B∗ D∗
D E
]
+
[
0 0
0 Q∆(ω, µ)Q∗
])
,
where ∆(ω, µ) is a diagonal matrix having the same shape as Λ, and diagonal
entries (∆(ω, µ))jj = ωµ/(Λjj +ω+µ), for all 1 ≤ j ≤ n− p− q. Notice that
f is indeed R-valued as the matrix on the right hand side of (4.14) is Hermit-
ian by construction, so the determinant is just the product of the eigenvalues.
Next notice that W is a closed subset of measure zero, as it is the union of
k parallel lines ω + µ + ξi = 0, for 1 ≤ i ≤ k. Hence R2 \ W is open and
is a disjoint union of k + 1 connected components R1,R2, . . . ,Rk+1 (each of
which is also open) separated by these lines. Our immediate goal is to show
that f(ω, µ) 6= 0 almost everywhere in R2 \ W. To do this, we claim that f
is a real analytic map on each connected component, which we prove later.
Now fix a connected component Ri, and let Ai := {(ω, µ) ∈ Ri | µ = 0},
noting that Ai is non-empty. Then for any (ω, µ) ∈ Ai, we have
(4.15) f(ω, µ) = f(ω, 0) = det
([
C −BT−1B∗ D∗
D E
])
6= 0,
thus f |Ri is either non-zero everywhere in Ri, or otherwise non-constant. So
in both cases there exists a closed subset Vi ⊆ Ri of measure zero, such that
f(ω, µ) 6= 0 for all (ω, µ) ∈ Ri \ Vi — in the first case Vi is the empty set,
while in the second case it follows by applying Lemma D.1(i), as f |Ri is a
non-constant real analytic map. Thus defining V ′ :=
(⋃k+1
i=1 Vi
)⋃W, we
conclude that V ′ is a closed subset of measure zero such that f(ω, µ) 6= 0 for
all (ω, µ) ∈ R2 \ V ′.
Returning to the proof, note that whenever ω, µ ∈ (ωmin,∞) with ω 6= µ,
it follows using E = QΛQ∗ that the eigenvalues of K(ω, µ) belong to the
set
{
(ξi + ω + µ)(ξi + ω)
−1(ξi + µ)−1 | 1 ≤ i ≤ k
}
. Thus for all (ω, µ) ∈ U \
(W ∪ {(ω, ω) | ω ∈ R}), K(ω, µ) is invertible and we have
K(ω, µ)−1 = Q
(
µ(Λ + ωI)−1 − ω(Λ + µI)−1
µ− ω
)−1
Q∗
= QΛQ∗ +Q∆(ω, µ)Q∗ = E +Q∆(ω, µ)Q∗.
(4.16)
Now define V := U ∩ (V ′ ∪ {(ω, ω) | ω ∈ R}), and note that V is a closed
subset of U of measure zero. Combining (4.14) and (4.16), it follows from the
previous paragraph that f(ω, µ) = det
([
C −BT−1B∗ D∗
D K(ω, µ)−1
])
6= 0
for all (ω, µ) ∈ U \ V. Since K(ω, µ)−1 is also invertible in U \ V, we can
finally conclude that L(ω, µ) is invertible for all (ω, µ) ∈ U \ V, as it is the
Schur complement of K(ω, µ)−1 in
[
C −BT−1B∗ D∗
D K(ω, µ)−1
]
.
It remains to prove that f is a real analytic map on each connected compo-
nent. Consider an open, connected component Ri. Rewrite (4.14) as
f(ω, µ) = det(P (ω, µ)) = det
([
C −BT−1B∗ D∗Q
Q∗D Q∗EQ
]
+
[
0 0
0 ∆(ω, µ)
])
,
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Figure 4.1: Illustration of some of the sets used in the proof of Lemma 4.11.
where P (ω, µ) ∈ Sym(n). The left matrix is constant and ∆(ω, µ) is diago-
nal where ∆(ω, µ)jj ∈ R is the quotient of real analytic functions (ωµ and
Λjj + ω + µ) and since Λjj + ω + µ 6= 0 for (ω, µ) ∈ Ri, it is real ana-
lytic (see Proposition 2.2.2 in [8]). Using the Leibniz formula (Theorem 2.4
in [10]), let Sn be all the permutations of {1, . . . , n}; then det(P (ω, µ)) =∑
σ∈Sn sign(σ)
∏
i P (ω, µ)i,σi ∈ R, where sign(σ) ∈ {−1, 1} is the sign of
the permutation. For a given permutation σ,
∏
i P (ω, µ)i,σi contains the
product of real diagonal entries (i such that i = σi), call it gσ(ω, µ) ∈ R,
and other constant non-diagonal entries, call it hσ ∈ F (with F either R
or C). Again, by Proposition 2.2.2 in [8], gσ is the product of real ana-
lytic functions and is real analytic, and since det(P (ω, µ)) ∈ R, we have
det(P (ω, µ)) =
∑
σ∈Sn sign(σ)gσ(ω, µ)<(hσ), which is a sum of real analytic
functions and is real analytic.
(ii) We will use some of the notations introduced in the proof of (i). Since A ∈
P+(n), the matrix on the right hand side of (3.1) is also positive, from which
we firstly have T ∈ P+(p), and so its Schur complement M ∈ P+(n − p),
and secondly E ∈ P+(n − p − q), so ξi > 0 for all 1 ≤ i ≤ k. Let U ′ :=
[0,∞)× [0,∞), and W ′ := {(ω, ω) | ω ∈ R}. Now for all (ω, µ) ∈ U ′ \W ′, we
have ξi +ω+ µ > 0, ξi +ω > 0, and ξi + µ > 0, for all 1 ≤ i ≤ k; thus all the
eigenvalues of K(ω, µ) are positive, and all the eigenvalues of Q∆(ω, µ)Q∗ are
non-negative. It follows that both K(ω, µ),K(ω, µ)−1 ∈ P+(n− p− q), and
(4.17)
[
C −BT−1B∗ D∗
D K(ω, µ)−1
]
= M +
[
0 0
0 Q∆(ω, µ)Q∗
]
∈ P+(n− p),
for all (ω, µ) ∈ U ′ \W ′, and again taking the Schur complement of K(ω, µ)−1,
as in the proof of (i), we conclude that L(ω, µ) ∈ P+(q).
Proof of Theorem 4.10. Since T ∈ GL(p), which also holds if A ∈ P+(n), we can
by Lemma C.3(i) choose N1 = −T−1B∗ and N2 = I. Now choose V as defined in
the proof of Lemma 4.11(i), and note that it is a closed subset of U of 2-dimensional
Lebesgue measure zero. Then for all (ω, µ) ∈ U \ V, we have using Lemma 4.11(i)
and L(ω, µ) defined therein, that L(ω, µ) ∈ GL(q); so let us choose ω, µ ∈ U \ V,
and note that ω 6= µ as such points are excluded by the construction of V. Let
us also fix some u ∈ Fq, and c′′ ∈ Fn−p−q. Now as in the proof of Lemma 4.9,
let A1 := {(t, t′) | t, t′ ∈ Fq, ωt′ − µt = t′′}, where t′′ ∈ Fq is the unique solution
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to T (H∗H)−1B∗u = N1t′′, by Lemma 4.8(i), and note that A1 is non-empty (for
example, one can choose t = t′ = t′′/(ω − µ)). The second equation of (4.9), with
these choices for u, ω, µ, c′′, and t′′ then becomes
(4.18) (C−BT−1B∗)(t′−t)+(Fµt−Fωt′) = B(H∗H)−1B∗u+D∗(E−1ω −E−1µ )c′′−t′′,
and let us define A2 := {(t, t′) | t, t′ ∈ Fq, (4.18) holds}. Our goal is to now show
that A1 ∩ A2 has a unique element. To do this, first assuming ω 6= 0, we write
t′ = (t′′ + µt)/ω and plug into (4.18), which after some rearrangement gives
(4.19)
(
C −BT−1B∗ − µFω − ωFµ
µ− ω
)
t = g(u, ω, µ, c′′, t′′),
for some g ∈ Fq. But the matrix on the left hand side of (4.19) is exactly L(ω, µ),
which is invertible, thus there exists a unique t ∈ Fq solving (4.19), and then t′ =
(t′′ + µt)/ω is also uniquely determined. Now if ω = 0, then µ 6= 0, so we write
t = (ωt′ − t′′)/µ, and then (4.19) holds with t replaced by t′, and we get the same
uniqueness statement for t, t′. Finally by Lemma 4.8(ii), the third equation of (4.9)
now has a solution (c, c′) with these choices for µ, c′′, and t. We have thus shown that
for all (ω, µ) ∈ U \ V, and u ∈ Fq, we can obtain solutions (b, t, t′) satisfying (4.9);
that is by Lemma 4.7, ∂DA(ω, µ)b = V db,ω,µ = V (H
∗H)−1B∗u. This proves that
Im(∂DA(ω, µ)) = Y.
When A ∈ P+(n), we can repeat the same argument as above, with U replaced
by U ′ := [0,∞)× [0,∞), and V replaced by W ′ := {(ω, ω) | ω ∈ R}, and in this case
we need to use that L(ω, µ) ∈ P+(q), for all (ω, µ) ∈ U ′ \W ′ by Lemma 4.11(ii). This
completes the proof.
Combining Lemma 4.7, Lemma 4.9 and Theorem 4.10 we have thus finished the
proof of the following corollary:
Corollary 4.13. dim(X ) = IndA(S) if any of the following conditions hold:
(i) Im(T ) ∩ Im(B∗) = {0},
(ii) T ∈ GL(p).
We state a surprising consequence of Theorem 1.1, and Corollaries 4.2 and 4.13,
below, which is valid even when n = p + q, whose part (i) shows that in the very
special case of IndA(S) = 1, Theorem 4.10 can be strengthened significantly.
Corollary 4.14. Suppose A ∈ GL(n) such that IndA(S) = 1. Then
(i) For all distinct ω, µ ∈ (ωmin,∞), the matrix ∂DA(ω, µ) has rank 1, and
constant image Y defined in Theorem 1.1.
(ii) dim(X ) = 1.
Proof. (i) Fix any ω, µ ∈ (ωmin,∞) such that ω 6= µ. Since IndA(S) = 1,
by Corollary 4.2(iii), DA is injective, so ∂DA(ω, µ) 6= 0. Thus ∂DA(ω, µ)
at least has rank 1. Moreover, by Theorem 1.1, Im(∂DA(ω, µ)) ⊆ Y with
dim(Y) = 1, and so Im(∂DA(ω, µ)) = Y.
(ii) There are two cases: either T ∈ GL(p) or T 6∈ GL(p). In the first case, we
conclude by Corollary 4.13(ii). In the second case, we claim that Im(T ) ∩
Im(B∗) = {0}, and then we can again conclude by Corollary 4.13(i). For the
claim, note that dim(Im(T )) ≤ p − 1, while rank (B∗) = 1, so Im(B∗) is 1-
dimensional. Thus, if Im(T )∩Im(B∗) 6= {0}, it would imply Im(B∗) ⊆ Im(T ),
and so Im(H∗) = Im(T ) + Im(B∗) = Im(T ) 6= Fp, giving a contradiction as
rank (H∗) = p.
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5. Applications. In this final section, we will point out some interesting con-
sequences of the results derived in previous sections. In particular, we look at the
limit ω → ∞, the question of injectivity of the map DA(·)b : (ωmin,∞) → Fn, and
investigate some topological aspects of our results.
5.1. The limit ω → ∞. This subsection is mostly for completeness, and we
show that for each fixed b ∈ Fn, the minimizers xb,ω of (2.3) have a well-defined limit,
as ω →∞. This is carried out in the next lemma.
Lemma 5.1. Let A ∈ Sym(n) ∩ GL(n), b ∈ Fn, and T ∈ GraffF(p, n). Let us
define xb,∞ := arg minx∈T ‖b − Ax‖2, which exists uniquely. Then with Xb and X
defined in (2.4), we have the following:
(i) As ω →∞, xb,ω → xb,∞, and xb,∞ ∈ Xb.
(ii) xb,∞ − xb,ω ∈ X for all ω ∈ (ωmin,∞), and b ∈ Fn.
Proof. (i) For ω sufficiently large, define A˜w := w
−1A+ I, and let V ∈ Fn×p
be semi-unitary such that Im(V ) = S. Then from Subsection 2.2.1, with
T = x0 + S, x0 ∈ T , and S ∈ GrF(p, n) we have
xb,ω = x0 + V (V
∗AA−1ω AV )
−1V ∗AA−1ω (b−Ax0)
= x0 + V (V
∗AA˜−1ω AV )
−1V ∗AA˜−1ω (b−Ax0).
(5.1)
Because the map T 3 x 7→ V ∗(x−x0) ∈ Fp is a bijection, we can equivalently
write xb,∞ = x0 +arg miny∈Fp ‖(b−Ax0)−AV y‖2, and since AV is full rank,
using Lemma A.1 we have xb,∞ = x0 +V (V ∗A2V )−1V ∗A(b−Ax0) uniquely.
Now recall that matrix products are continuous in the matrix entries and the
matrix inversion map GL(n) 3 A 7→ A−1 ∈ GL(n) is also continuous. Since
it is clear that A˜ω → I as ω → ∞, by continuity we also have A˜−1ω → I
as ω → ∞. This then implies that (V ∗AA˜−1ω AV )−1 → (V ∗A2V )−1, and
V ∗AA˜−1ω b → V ∗Ab. Combining these and using continuity again, we get
V (V ∗AA˜−1ω AV )
−1V ∗AA˜−1ω (b − Ax0) → V (V ∗A2V )−1V ∗A(b − Ax0), which
proves xb,ω → xb,∞. Finally since any finite dimensional affine subspace is
closed, Xb is closed, and so xb,∞ ∈ Xb.
(ii) By (i), for any b ∈ Fn, xb,∞ ∈ Xb implying that xb,ω − xb,∞ ∈ Γdim(Xb)(Xb),
for all ω ∈ (ωmin,∞). The result now follows immediately from the definition
of X .
As a direct consequence of part (i) of Lemma 5.1, if T = Kk(A, b) is a Krylov
subspace, then xb,ω converges to the solution of the MINRES subproblem [17] as
ω →∞.
We finish this section by a result extending Lemma 4.7 to the case µ→∞. Define
J∞ := H(H∗H)−1H − I and db,ω,∞ := V ∗(xb,ω − xb,∞).
Lemma 5.2. Let u ∈ Fq be fixed. If there exist b ∈ Fn, ω ∈ (ωmin,∞), and
t, t′ ∈ Fq such that
(5.2)

T (H∗H)−1B∗u = N1(ωt′ − t)
B(H∗H)−1B∗u = N2(ωt′ − t) +
[
B C − Fω
]
Nt′ −D∗E−1ω c′′
Nt = J∞
[
c
c′
]
,
then db,ω,∞ = (H∗H)−1B∗u. Conversely, if there exist b ∈ Fn, and ω ∈ (ωmin,∞)
such that db,ω,∞ = (H∗H)−1B∗u, then there exist t, t′ ∈ Fq such that (5.2) holds.
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Proof. xb,∞ ∈ Xb by Lemma 5.1(i), and Xb ⊆ Im(V (H∗H)−1B∗) by Theorem 1.1.
So given db,ω,∞, there always exists a unique u ∈ Fq such that db,ω,∞ = (H∗H)−1B∗u.
Then from (2.8), and (5.1) in the proof of Lemma 5.1, the condition db,ω,∞ = V ∗(xb,ω−
xb,∞) is equivalent to
(5.3) V ∗AA−1ω
{
AV db,ω,∞ − b+AV (V ∗A2V )−1V ∗Ab
}
= 0.
Note that V ∗A2V = H∗H, and V ∗Ab = H∗
[
c
c′
]
. Thus, with Gω defined as in (3.3),
and using (3.8), we find that condition (5.3) is equivalent to
(5.4) H∗G−1ω
{
Hdb,ω,∞ +
[
0
D∗E−1ω c
′′
]
+ (H(H∗H)−1H∗ − I)
[
c
c′
]}
= 0.
Let s = (H(H∗H)−1H∗ − I)
[
c
c′
]
, and note that I −H(H∗H)−1H∗ is an orthogonal
projector onto Im(H)⊥. So H∗s = 0, or s = Nt for some t ∈ Fq, and (5.4) is equivalent
to the following system
(5.5)

H∗G−1ω
{
Hdb,ω,∞ +
[
0
D∗E−1ω c
′′
]
+Nt
}
= 0,
Nt = (H(H∗H)−1H∗ − I)
[
c
c′
]
.
Finally, the first equation of (5.5) holds if and only if Hdb,ω,∞ +
[
0
D∗E−1ω c
′′
]
+Nt =
GωNt
′, for some t′ ∈ Fq. Expanding Gω, writing N =
[
N1
N2
]
, and letting u be such
that db,ω,∞ = (H∗H)−1B∗u then leads to (5.2). Since all steps are equivalences, the
converse is true as well which concludes the proof.
5.2. Injectivity of the map DA(·)b : (ωmin,∞)→ Fn. We next give an elegant
application of our results: in the setting F = R, we provide an explanation of the
phenomenon first reported and proved in [6] (see Section 4.4), that LSMB iterates
are a convex combination of LSQR and LSMR iterates. However, we think that our
proof is more illuminating and raises other interesting questions. In order to do this,
we will first look at the map DA(·)b : (ωmin,∞) → Fn, for some fixed b ∈ Fn, and
specifically ask ourselves when this map is injective.
We can easily formulate a necessary and sufficient condition of injectivity. Sup-
pose DA(·)b is not injective. Then there exists distinct ω, µ ∈ (ωmin,∞) such that
∂DA(ω, µ)b = 0, or equivalently b ∈ Ker(∂DA(ω, µ)). Conversely, if there exists dis-
tinct ω, µ ∈ (ωmin,∞) such that b ∈ Ker(∂DA(ω, µ)), then DA(·)b is not injective as
∂DA(ω, µ)b = 0. Taking the contrapositive of this statement gives the result that for
any b ∈ Fn, DA(·)b is injective if and only if
(5.6) b 6∈
⋃
µ,ω>ωmin
µ6=ω
Ker(∂DA(ω, µ)).
We note that it can be hard in practice to check condition (5.6) explicitly; however,
whether other simpler equivalent conditions exist or not is not known to us presently.
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Also recall from Corollary 4.2(iii) that when IndA(S) = 0, we have ∂DA(ω, µ) = 0,
for all ω, µ > ωmin; thus the injectivity question of DA(·)b is only interesting when
IndA(S) ≥ 1. In this case again, Theorem 4.5 provides a sufficient condition on b for
DA(·)b to not be injective, but clearly this is not necessary.
On the other hand, a much easier question that we can resolve almost completely
is that of local injectivity : we will say that DA(·)b is locally injective at ω ∈ (ωmin,∞)
if and only if there exists a non-empty open interval (ω1, ω2) ⊆ (ωmin,∞) containing
ω, such that the restriction of DA(·)b to (ω1, ω2) is injective. Now note that the map
DA(·)b satisfies exactly one of the two following conditions:
(i) DA(·)b is a constant map,
(ii) DA(·)b is not a constant map.
We already have a complete characterization in Theorem 4.5 of when condition (i) is
true, in which case DA(·)b is not locally injective anywhere in (ωmin,∞). It turns out
that if condition (ii) holds, then DA(·)b is locally injective almost everywhere. We
prove this in the next two lemmas.
Lemma 5.3. If F = R (resp. F = C), DA(·)b : (ωmin,∞) → Fn is a real analytic
function (resp. both the real and imaginary parts of the image are real analytic
functions).
Proof. We use Proposition 2.2.2 in [8], repeatedly in this proof. We will also
simply say that a function is analytic if its real (if F = R and F = C) and imaginary
parts (if F = C) are both real analytic functions on (ωmin,∞). Let us first consider
A−1ω . Using the adjugate formula (i.e. for M ∈ GL(n), M−1 = det(M)−1adj(M)),
we find A−1ω = det(Aω)
−1adj(Aω). Since A ∈ Sym(n), det(Aω) ∈ R, and since
ω ∈ (ωmin,∞), det(Aω) 6= 0. Hence det(Aω)−1 is analytic as det(Aω) is a polynomial
in the entries of Aω, which are in turn affine functions of ω. Furthermore, (adj(Aω))ij
is the determinant of a submatrix of Aω, and thus also analytic. Hence all the entries of
A−1ω are analytic functions. Since V and A are constant, the entries of V
∗AA−1ω AV are
again analytic, and the same is true for its inverse, by the same argument as above (as
det(V ∗AA−1ω AV ) 6= 0 for ω ∈ (ωmin,∞) and V ∗AA−1ω AV ∈ Sym(p)). Similarly, the
entries of V ∗AA−1ω (b−Ax0) are analytic, and we conclude that (ωmin,∞) 3 ω 7→ xb,ω
is analytic.
Lemma 5.4. Suppose that DA(·)b is not a constant map. Then the set of points in
(ωmin,∞) where DA(·)b is not locally injective, has Lebesgue measure (1-dimensional)
zero, and is a discrete, countable set.
Proof. Denote f := DA(·)b, and U := (ωmin,∞). By Lemma 5.3, f is a real
analytic function on U (in the sense defined in Lemma 5.3 for the case F = C, meaning
that both the real and imaginary parts are real analytic), and hence so is f ′ := ∂ωf ,
by Proposition 1.1.14 in [8]. We claim that f ′ is not identically zero. Let Z :=
{ω ∈ (ωmin,∞) | ∂ωf(ω) = 0}. By the claim, f ′ is either non-zero or non-constant,
and in the first case Z is empty. In the second case, by Lemmas D.1 and D.2, Z
has 1-dimensional Lebesgue measure zero, and is a discrete, countable set. It now
follows from the inverse function theorem (see for e.g. Theorem C.34 in [11]) that f
is locally injective at all points in U \ Z in both cases, proving the lemma. To prove
the claim, note that if f ′ = 0 identically in U , then ∂nωf = 0 identically in U also, for
all n ≥ 1. By real analyticity of f , this would imply that f is constant in U , which is
a contradiction.
We return to the explanation of the convexity phenomenon concerning the LSMB
iterates, that was alluded to at the beginning of this subsection. We first pro-
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vide a lemma below that captures some conditions ensuring convexity, holding when
dim(Xb) = 1 and F = R.
Lemma 5.5. Let F = R and dim(Xb) = 1. Then we have the following:
(i) Let ωmin < ω < µ ≤ ∞ be such that xb,ω 6= xb,µ. Also assume that for all
η ∈ (ω, µ), xb,η 6= xb,ω and xb,η 6= xb,µ. Then for all η ∈ (ω, µ), xb,η is a
convex combination of xb,ω and xb,µ.
(ii) Let ωmin < ω < µ ≤ ∞, and DA(·)b is injective in (ω, µ). Then for all
η ∈ (ω, µ), xb,ω 6= xb,η 6= xb,µ, xb,ω 6= xb,µ, and xb,η is a convex combination
of xb,ω and xb,µ.
Proof. Since dim(Xb) = 1, there exist x0 ∈ Rn, Rn 3 w 6= 0 such that Xb =
{x0 + wt | t ∈ R}. Let yb,ω ∈ R be uniquely defined such that xb,ω = x0 + wyb,ω.
Notice that if DA(·)b is injective, so is the map (ωmin,∞) 3 ξ 7→ yb,ξ.
(i) First note that yb,ω 6= yb,µ because xb,ω 6= xb,µ. Now assume the result is not
true. Then there exists η ∈ (ω, µ) such that either (1) yb,η > max(yb,ω, yb,µ),
or (2) yb,η < min(yb,ω, yb,µ). For (1), by continuity of ξ 7→ yb,ξ, this im-
plies there exists η− ∈ (ω, η) if yb,ω < max(yb,ω, yb,µ) such that yb,η− =
max(yb,ω, yb,µ), and η
+ ∈ (η, µ) if yb,µ < max(yb,ω, yb,µ) such that yb,η+ =
max(yb,ω, yb,µ), a contradiction in both cases. For (2), there exists η
− ∈ (ω, η)
if yb,ω > min(yb,ω, yb,µ) such that yb,η− = min(yb,ω, yb,µ), and η
+ ∈ (η, µ) if
yb,µ > min(yb,ω, yb,µ) such that yb,η+ = min(yb,ω, yb,µ), and we again obtain
a contradiction.
(ii) Assume there exist η ∈ (ω, µ) such that yb,η = yb,µ (resp. yb,η = yb,ω). But
ξ 7→ yb,ξ is continuous and injective over (η, µ) (resp. (ω, η)). So this cannot
happen. Also by the same reasoning xb,ω 6= xb,µ; otherwise ξ 7→ yb,ξ cannot
be both injective and continuous in (ω, µ). We conclude by applying (i) that
for all η ∈ (ω, µ), xb,η is a convex combination of xb,ω and xb,µ.
We now state the theorem that explains the LSMB convexity result.
Theorem 5.6. Let F = R, and in addition to the assumptions of Theorem 1.1,
also assume that A ∈ P+(n), and T = S = Kk(A, b). Then for all ω ∈ (0,∞), xb,ω is
a convex combination of xb,0 and xb,∞. If IndA(S) = 1, then dim(Xb) = 1.
Proof. If IndA(S) = 0, then dim(Xb) = 0 by Theorem 1.1, and there is nothing
to prove. So assume q = IndA(S) = 1 (recall that for Krylov subspaces generated by
any A ∈ Fn×n, the index of invariance is at most 1), which also implies b 6= 0. We will
show that the following conditions hold: (1) for all ω ∈ (0,∞), xb,ω 6= xb,0, and (2)
for all ω ∈ [0,∞), xb,ω 6= xb,∞. Then by (1) we get that dim(Xb) = 1 (as dim(Xb) ≤ 1
by Theorem 1.1), and applying Lemma 5.5(i) proves the convex combination part.
For the proof of (1) and (2), assume n > p+ q. Moreover, to facilitate the proof,
we choose
[
V V ′
]
in a very specific way: the columns of
[
V V ′
]
are chosen to be
the Lanczos vectors with the first column equal to b/‖b‖2, which can be done using
the Lanczos tridiagonalization process (see Algorithm 10.1.1 in [5]). With this choice
T ∈ P+(p) is tridiagonal, with non-zero sub-diagonal entries (this uses the fact that
S is Krylov and IndA(S) = 1), i.e. Ti,i−1 6= 0 for 1 ≤ i ≤ p − 1, while the diagonal
entries are positive. It also ensures that B = βe∗p for some β 6= 0 (see Section 10.1.2
in [5] why B and T have these properties), and c = ‖b‖2e1, where we denote ek ∈ Rp
to be the vector satisfying (ek)k = 1 and all other entries zero. In addition, since
b ∈ Kk(A, b), we have c′ = 0, and c′′ = 0. Now since T is invertible, we choose N
according to Lemma C.3(i), i.e. N1 = −T−1B∗, and N2 = I. Finally, we will need
a claim: BT−1c 6= 0. To prove the claim, notice that given the tridiagonal structure
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of T , it follows from Theorem 2.3 in [13] that all entries of T−1 are non-zero, and so
BT−1c = β‖b‖2(e∗pT−1e1) 6= 0.
(1) Suppose the statement is false, so there exists ω ∈ (0,∞) with xb,ω = xb,0.
Then with db,ω,µ defined in Lemma 3.1, we have db,ω,0 = 0, so by Theorem 1.1
u = 0 is the unique solution to db,ω,0 = (H
∗H)−1B∗u. By Lemma 4.7, there
exists t, t′ ∈ R satisfying the system (4.9), and since N1 is full column rank,
the first equation implies t′ = 0 uniquely. Plugging this into the second
equation of (4.9) gives zb,ω,0(t) = 0, and then using (3.5) and c
′′ = 0, we get[
B C − F0
]
Nt = 0. Now with N1 and N2 chosen as above, this is equivalent
to (C − BT−1B∗ − D∗E−1D)t = 0, and since Lemma 4.11(ii) implies that
(C − BT−1B∗ − D∗E−1D) is invertible, we get t = 0 uniquely. Finally the
third equation of (4.9) implies J0
[
c
0
]
= 0, and now multiplying both sides of
this equation by G0, using the definition of J0 in (4.8), and using (3.12), we
obtain BT−1c = 0. By the claim above, this is a contradiction.
(2) Suppose again that the statement is false. Then there exists ω ∈ [0,∞) such
that V ∗(xb,ω − xb,∞) = db,ω,∞ = 0. Since xb,∞ ∈ Xb by Lemma 5.1(i),
we get from Theorem 1.1 that u = 0 is the unique solution to db,ω,∞ =
(H∗H)−1B∗u. Now consider Lemma 5.2. The first equation of (5.2) implies
N1(ωt
′ − t) = 0, or ωt′ − t = 0, as N1 is full column rank. Using this in the
second equation of (5.2), and as c′′ = 0, we get
[
B C − Fω
]
Nt′ = 0, which
is equivalent to (C −BT−1B∗ − Fω)t′ = 0 with N1 and N2 chosen as above.
Since (C −BT−1B∗ − Fω) is the Schur complement of the C block of
(5.7)
T B∗B C D∗
D E + ωI
 ,
which is positive since ω ≥ 0 and A ∈ P+(n), it is invertible, from which we
conclude that t′ = 0 uniquely. Plugging this into the third equation of (5.2)
then gives H(H∗H)−1H∗
[
c
0
]
=
[
c
0
]
. But H(H∗H)−1H∗ is an orthogonal
projector onto Im(H), so this implies
[
c
0
]
∈ Im(H), i.e. there exists v ∈ Rp
such that
[
T
B
]
v =
[
c
0
]
, or equivalently BT−1c = 0, contradicting the claim
above.
Finally, for the case n = p+ q, we can use the discussion in Appendix B to reduce
to the n > p+ q case, and then repeat the above proof.
The conclusion of the convexity part of Theorem 5.6 can be restated as follows: for
all ω ∈ (0,∞), the solutions xb,ω are a convex combination of the CG and MINRES
solutions (note that substituting ω = 0 in the minimization problem (2.3), when
A ∈ P+(n), is the definition of the CG subproblem [7]). The fact that the LSMB
solution is a convex combination of the LSQR and LSMR solutions now also follows
by making appropriate substitutions in (2.3), as was mentioned in Section 1.
Let us finally provide an example where we have both convexity and injectivity
of DA(·)b for almost all b ∈ Fn, in the setting when F = R and dim(Xb) = 1.
Example 5.7. Consider Example 4.3 with the only added restriction of F = R.
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We built A and S (with p = q ≥ 1, n = p+ q) such that, with α ∈ R\{−1, 1}
db,ω,µ = V
∗(xb,ω − xb,µ) = (µ− ω)(α
2 − 1)(c− αc′)
(α3 + α2ω − α+ ω)(α3 + α2µ− α+ µ) ,
where c = V ∗b, c′ = V ′∗b, and ω, µ ∈ (ωmin,∞). From the analysis in Example 4.3, we
know the denominator is positive and hence non-zero, and α2−1 6= 0. So we conclude
that, if c − αc′ 6= 0, then for any ω, µ ∈ (ωmin,∞) with ω 6= µ, we have xb,ω 6= xb,µ.
This implies that if c − αc′ 6= 0, the map DA(·)b : ω ∈ (ωmin,∞) → xb,ω ∈ Fn
is injective. By applying Lemma 5.5(ii) one obtains a convexity statement (for any
choice of ω > ωmin in the lemma). Now the set U := {b ∈ Fn | c − αc′ = 0} is
clearly closed under addition and scalar multiplication, hence a subspace of Fn with
dim(U) = p < n. Thus, U has n-dimensional Lebesgue measure zero in Fn.
5.3. Topological consequences. We point out some topological consequences
of the tridiagonal block decomposition obtained in (2.13). In what follows, we will
identify Rn×n and Cn×n with the smooth manifolds Rn2 and R2n2 respectively. Sim-
ilarly, GL(n), Sym(n), and P+(n) will denote the corresponding subsets of Rn2 (resp.
R2n2) under this identification, when F = R (resp. F = C). We also state two use-
ful facts: (i) Sym(n) is diffeomorphic to Rn(n−1)/2+n (resp. R2n(n−1)/2+n) if F = R
(resp. F = C), and (ii) the set of full rank matrices in Fp×q is an open subset. Finally
recall the function vec(·) introduced in Subsection 2.1.1. We remind the reader of
the following well known property: for compatible shapes, AXB = C if and only if
(B> ⊗A)vec(X) = vec(C), where ⊗ is the Kronecker product.
We first define a few matrix sets that we will study below. Let S,S ′ ∈ GF(n) be
such that S ⊆ S ′ ⊆ Fn, and n ≥ 1. Define the sets
M(S,S ′) := {A ∈ Fn×n | S +AS = S ′}
Minv(S,S ′) :=M(S,S ′) ∩GL(n)
Msym(S,S ′) :=M(S,S ′) ∩ Sym(n)
Msym,inv(S,S ′) :=Msym(S,S ′) ∩GL(n)
Mpos(S,S ′) :=M(S,S ′) ∩ P+(n).
(5.8)
We give each of these sets the subset topology from Fn×n. The following lemma
concerns the existence of these matrix sets.
Lemma 5.8. Let S,S ′ ∈ GF(n) be such that S ⊆ S ′ ⊆ Fn with n ≥ 1, and
let p = dim(S), and q = dim(S ′) − dim(S). Then all the matrix sets in (5.8) are
non-empty if q ≤ p, and empty if q > p.
Proof. For the case q > p, M(S,S ′) is empty because for any A ∈ M(S,S ′),
IndA(S) ≤ dim(S) by Lemma 2.7(i). We now assume q ≤ p. Since Mpos(S,S ′) ⊆
Msym(S,S ′) ⊆ M(S,S ′), and Mpos(S,S ′) ⊆ Msym,inv(S,S ′) ⊆ Minv(S,S ′), it suf-
fices to show that Mpos(S,S ′) is non-empty. If q = 0, we have I ∈ Mpos(S,S ′)
because Ind(I,S) = 0 for all S ∈ GF(n); so we can assume p ≥ q ≥ 1. Now choose
V ∈ Fn×p, V ′ ∈ Fn×q semi-unitary, such that Im(V ) = S, Im([V V ′]) = S ′, and
denote the columns of V by v1, . . . , vp, and those of V
′ by vp+1, . . . , vp+q. If S ′ 6= Fn,
choose V ′′ ∈ Fn×(n−p−q) semi-unitary with Im(V ′′) = S ′⊥, and denote its columns
vp+q+1, . . . , vn. Now let A be the linear map defined by its action on the orthonormal
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basis set {v1, . . . , vn} as follows:
A(vi) = vp+i, i ∈ {1, . . . , q},
A(vp+i) = vi, i ∈ {1, . . . , q},
A(vi) = vi, i ∈ {q + 1, . . . , p} ∪ {p+ q + 1, . . . , n}.
(5.9)
Then by construction S+AS = S ′, so Ind(A,S) = q, and moreover we have v∗jAvi =
v∗iAvj , for all 1 ≤ i, j ≤ n. By linearity we get u∗Aw = w∗Au, for all u,w ∈ Fn, and
A ∈ Sym(n). For example, for q ≥ 1, p− q ≥ 1 and n− p− q ≥ 1, this linear map has
the following tridiagonal block decomposition (see (2.13)):
(5.10)
[
V V ′ V ′′
]∗
A
[
V V ′ V ′′
]
=

0q Iq
Ip−q
Iq
In−p−q
 ,
where 0q ∈ Fq×q is a zero-matrix, Ir ∈ Fr×r is the identity matrix for r ∈ {q, p−q, n−
p − q}, and empty blocks are zero. Finally for any ω > −λmin(A), Aω := A + ωI ∈
P+(n), and S +AωS = S +AS = S ′, i.e. Aω ∈Mpos(S,S ′).
Given the above result, in the case q ≤ p, it begs the question whether the
sets M(S,S ′), Minv(S,S ′), Msym(S,S ′), Msym,inv(S,S ′) and Mpos(S,S ′) have any
interesting structure or not. The next few lemmas and corollaries will show that these
are all in fact smooth (real) manifolds. For the proofs in the rest of this subsection,
we define α = 1, if F = R, and α = 2, if F = C.
Lemma 5.9. Assume the notations of Lemma 5.8, n ≥ 1 and q ≤ p. Then
M(S,S ′) is a smooth embedded submanifold of Rαn2 of dimension α(n2−p(n−p−q)).
Proof. If p = 0 then q = 0, so M(S,S ′) = Rαn2 , which proves the lemma for
the case p = 0. So assume p ≥ 1, and by Lemma 5.8 M(S,S ′) is non-empty. Let
us also assume that q ≥ 1 and n − p − q ≥ 1, and first prove the lemma in this
setting. So let V ∈ Fn×p, V ′ ∈ Fn×q and V ′′ ∈ Fn×(n−p−q) be such that Im(V ) = S,
Im(
[
V V ′
]
) = S + S ′, and W := [V V ′ V ′′] is unitary. Now define the set of
matrices M := {A ∈ Fn×n | rank (Ap+1:p+q,1:p) = q, Ap+q+1:n,1:p = 0}. Then for any
K ∈ M(S,S ′), by Corollary 2.10, W ∗KW ∈ M, so M is non-empty. For clarity, we
split the proof into three steps.
Step 1: Smooth manifold structure. Our first goal is to endow M with a smooth
manifold structure. Let f(n, p, q) := α(n2− p(n− p− q)). Clearly, we can identifyM
with the set U ×Rα(n(n−p)+p2), where U ⊆ Rαpq is the set of all q×p matrices of rank
q (i.e. full rank). Now it is well known that U is a non-empty open subset of Rαpq; so
M is an open subset of Rf(n,p,q), and we equip M with the subspace topology from
Rf(n,p,q). Then with the standard smooth manifold structure inherited from Rf(n,p,q),
M is a smooth manifold of dimension f(n, p, q). Now define the map F :M→ Fn×n
as F (A) = WAW ∗, for all A ∈M. We claim that F is a smooth embedding, which we
prove below. Assuming the claim and applying Proposition 5.2 in [11], we conclude
that with the subset topology inherited from Fn×n, F (M) is a smooth embedded
submanifold of Fn×n, and moreover F (M) admits a unique smooth structure with
the property that F :M→ F (M) is a diffeomorphism. If we pick any K ∈M(S,S ′),
we note that K = W (W ∗KW )W ∗ as W is unitary, and moreover W ∗KW ∈ M;
so K = F (W ∗KW ), and we conclude that F (M) = M(S,S ′). This proves that
M(S,S ′) is a smooth embedded submanifold of Fn×n of dimension f(n, p, q).
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Step 2: F is smooth and a topological embedding. It remains to prove the smooth
embedding claim. Recall that a smooth embedding is a map that is smooth, a topo-
logical embedding and an immersion (see Chapter 4 of [11]). We first show that F
is smooth and a topological embedding. For the latter, it suffices to show that when
F (M) is equipped with the subspace topology, then F : M → F (M) is continu-
ous and there exists a continuous map F−1 : F (M) → M such that FF−1 = Id.
Now define the map F¯ : Rf(n,p,q) → Fn×n as A 7→ WAW ∗, and notice that F¯
is a linear map between (real) vector spaces, and hence smooth as a map between
smooth manifolds. Thus F = F¯ |M is also a smooth map between manifolds, as
M ⊆ Rf(n,p,q) is open. In particular, if F (M) is equipped with the subspace topol-
ogy, then F : M → F (M) is continuous. Next define the map F−1 : F (M) → M
as K 7→ W ∗KW , and notice that both FF−1 = Id and F−1F = Id (by unitarity
of W ). Also F−1 is continuous: for any convergent sequence Ki → K in F (M),
we have ||F−1(Ki) − F−1(K)||F = ||Ki − K||F → 0 in the Frobenius norm, so
F−1(Ki) → F−1(K) in M. Thus we have proved that F is smooth and a topo-
logical embedding.
Step 3: F is an immersion. We now show that F is an immersion, i.e. for all A ∈
M, the differential (dF )A is injective. First notice that if A ∈M, then vec(F (A)) =
vec(WAW ∗) = (W ⊗ W )vec(A), where W denotes the complex conjugate of W .
Also as W is unitary, so is W , and it follows that Ŵ := W ⊗W is unitary, because
Ŵ ∗Ŵ = (W
∗ ⊗ W ∗)(W ⊗ W ) = (W ∗W ) ⊗ (W ∗W ) = I. Now pick any A ∈ M,
and pick a smooth chart (V, IdV) in M, so that A ∈ V, and similarly pick a smooth
chart (V ′, IdV′) in Fn×n such that F (A) ∈ V ′. In these local coordinates, for all
A′ ∈ V, the map L := IdV′ ◦ F ◦ Id−1V : IdV(V)→ IdV′(V ′) has the form L(IdV(A′)) =
Ŵvec(A′) if F = R, and L(IdV(A′)) =
[
<(Ŵvec(A′))
=(Ŵvec(A′))
]
if F = C. The constraint
A′p+q+1:n,1:p = 0 means the corresponding entries in vec(A
′) are fixed to zero. So
let W˜ ∈ Fn2×(n2−p(n−p−q)) be the matrix formed by taking the subset of columns
of Ŵ , corresponding to the entries of vec(A) not fixed to zero. Now for F = R,
the differential of L at IdV(A) is exactly W˜ , which implies Ker(W˜ ) = {0}. In the
case F = C, we have
[
<(Ŵvec(A))
=(Ŵvec(A))
]
=
[
<(Ŵ ) −=(Ŵ )
=(Ŵ ) <(Ŵ )
] [<(vec(A))
=(vec(A))
]
and the
differential of L at IdV(A) is
[
<(W˜ ) −=(W˜ )
=(W˜ ) <(W˜ )
]
, which is again full rank since W˜ is.
This finishes the proof of the lemma for the case q ≥ 1 and n− p− q ≥ 1.
For the case q = 0 and n − p − q ≥ 1, the above proof is modified as follows.
In this case, there is no V ′; so S = S ′, Im(V ) = S, and W := [V V ′′]. We define
M := {A ∈ Fn×n | Ap+q+1:n,1:p = 0}, and in the proof we identify M with Rf(n,p,q),
which givesM the standard topology and smooth manifold structure of Rf(n,p,q). The
rest of the proof remains the same. Finally, for the case n−p−q = 0 (q = 0 or q ≥ 1),
there is no V ′′ in both cases; so we simply redefine W :=
[
V V ′
]
(resp. W = V ) if
q ≥ 1 (resp. q = 0), and we repeat the entire argument above. In particular, M is
defined as M := {A ∈ Fn×n | rank (Ap+1:p+q,1:p) = q}, and M = {A ∈ Fn×n} in the
respective cases.
Corollary 5.10. Assume the notations of Lemma 5.8, n ≥ 1 and q ≤ p. Then
(i) Minv(S,S ′) is a smooth embedded submanifold of GL(n) of dimension α(n2−
p(n− p− q)).
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(ii) Minv(S,S ′) is an open, dense subset of M(S,S ′).
Proof. (i) Let f(n, p, q) be defined as in the proof of Lemma 5.9. The proof
is a simple consequence of the existence of slice charts for smooth embedded
submanifolds (see Chapter 5 of [11] for definitions). We know from Lemma 5.9
that M(S,S ′) is a smooth embedded submanifold of Rαn2 , of dimension
f(n, p, q). Now pick any A ∈ Minv(S,S ′). Since A ∈ M(S,S ′) also, by
Theorem 5.8 in [11], there exists a smooth slice chart (V, φ) for M(S,S ′)
in Rαn2 , such that A ∈ V. Define V ′ = V ∩ GL(n), φ′ = φ|V∩GL(n), and
note that A ∈ V ′. Since GL(n) is open in Rαn2 , this implies that (V ′, φ′) is a
smooth slice chart forMinv(S,S ′) in GL(n) satisfying the local f(n, p, q)-slice
condition. Finally by Theorem 5.8 in [11] (the converse part), we conclude
that Minv(S,S ′) is a smooth embedded submanifold of GL(n) of dimension
f(n, p, q).
(ii) Since M(S,S ′) has the subset topology from Rαn2 , and GL(n) is open in
Rαn2 , the set M(S,S ′) ∩ GL(n) is open in M(S,S ′). To show density, first
if p = q = 0, then M(S,S ′) = Rαn2 , and Minv(S,S ′) = Rαn2 ∩ GL(n);
the result is now true as Rαn2 ∩ GL(n) is dense in Rαn2 . Now let p ≥
1, and consider M and F as defined in the proof of Lemma 5.9. Since
F : M → F (M) is a topological embedding, and for all A ∈ M we have
det (A) = det (F (A)), it suffices to prove that M∩GL(n) is dense in M. So
let A ∈ M, A 6∈ GL(n), and consider the Schur decomposition A = UTU∗,
with unitary U and upper-triangular T . Then A has some zero eigenvalues,
located on the diagonal of T . Hence there exists {i}∞i=1 such that i → 0, and
for all i ≥ 1, T+iI ∈ GL(n) implying Ai = U(T+iI)U∗ = A+iI ∈ GL(n).
Thus Ai → A, and furthermore Ai and A agree at all off-diagonal entries, so
Ai ∈M∩GL(n) for all i ≥ 1, finishing the proof.
Lemma 5.11. Assume the notations of Lemma 5.8, n ≥ 1, and q ≤ p. Then
Msym(S,S ′) is a smooth embedded submanifold of Sym(n) (which is diffeomorphic
to Rαn(n−1)/2+n) having dimension α(n(n− 1)/2− p(n− p− q)) + n.
Proof. This proof follows the structure of the proof of Lemma 5.9, so the quan-
tities appearing in this proof, unless redefined, are the same. The two differences
are different dimensions of the manifolds involved, and the proof of immersion, which
has to take the Hermitian property into account. As stated before, Sym(n) can be
identified with Rαn(n−1)/2+n, as it is diffeomorphic to it. If p = 0, then q = 0, and
Msym(S,S ′) = Sym(n) which proves the lemma. So now let q ≥ 1, and n−p− q ≥ 1.
Let M := {A ∈ Sym(n) | rank (Ap+1:p+q,1:p) = q, Ap+q+1:n,1:p = 0}. Then by
Lemma 5.8 Msym(S,S ′) is non-empty; so for any K ∈ Msym(S,S ′), W ∗KW ∈ M
by Corollary 2.10, and M is also non-empty.
Step 1: Smooth manifold structure. We need to account for the Hermitian prop-
erty, so now define f(n, p, q) := α(n(n−1)/2−p(n−p−q))+n. M can then be identified
with U×Rg(n,p,q), where g(n, p, q) = α(p(p−1)/2)+p+α((n−p)(n−p−1)/2)+(n−p);
thusM is an open subset of Rf(n,p,q), from which it inherits the subset topology and
smooth manifold structure. Defining F : M → Sym(n) by A 7→ WAW ∗, and as-
suming it is a smooth embedding, we conclude similarly as in Lemma 5.9 that F is a
diffeomorphism, F (M) = Msym(S,S ′), and F (M) is a smooth embedded submani-
fold of Sym(n) of dimension f(n, p, q).
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Step 2: F is smooth and a topological embedding. We redefine F¯ : Rf(n,p,q) →
Sym(n) by A 7→WAW ∗. This step otherwise remains unchanged.
Step 3: F is an immersion. We finally prove that for all A ∈ M, (dF )A is
injective. As in Lemma 5.9, vec(F (A)) = Ŵvec(A), where Ŵ is unitary. Fixing
A ∈ M, pick smooth charts (V, IdV) in M and (V ′, IdV′) in Sym(n), so that A ∈ V
and F (A) ∈ V ′, and in these local coordinates define L similarly as in Lemma 5.9.
Our goal is again to show that the differential of L is injective. We first prove the
statement for F = C. Let a = vec(A), and h = vec(F (A)). We use the indices d, l,
and u to denote an enumeration of the diagonal, strictly lower triangular and strictly
upper triangular entries respectively, of both A and F (A). The enumerations l and
u satisfy the property that if (i, j) is the kth entry of l, then (j, i) is the kth entry
of u. We also use exponents R and I (there will be no scope of confusion here with
the identity matrix) to denote the real and imaginary parts of vectors and matrices.
After an appropriate reordering, we can rewrite vec(F (A)) = Ŵvec(A) as
(5.11)
hdhl
hu
 =
Ŵdd Ŵdl ŴduŴld Ŵll Ŵlu
Ŵud Ŵul Ŵuu

adal
au
 .
Then using al = au, and by separating the real and imaginary parts, we find
(5.12)
hRdhRl
hIl
 =
ŴRdd ŴRdl + ŴRdu −Ŵ Idl + Ŵ IduŴRld ŴRll + ŴRlu −Ŵ Ill + Ŵ Ilu
Ŵ Ild Ŵ
I
ll + Ŵ
I
lu Ŵ
R
ll − ŴRlu

︸ ︷︷ ︸
=W˜
aRdaRl
aIl
 .
We now show that W˜ ∈ Rn2×n2 is full column rank. Starting with Ŵ ∈ GL(n2), we
show that Ŵ can be transformed into W˜ while remaining full column rank. First,
since Ŵ is full column rank, so is
(5.13)
Ŵ (1) :=
[
ŴR −Ŵ I
Ŵ I ŴR
]
=

ŴRdd Ŵ
R
dl Ŵ
R
du −Ŵ Idd −Ŵ Idl −Ŵ Idu
ŴRld Ŵ
R
ll Ŵ
R
lu −Ŵ Ild −Ŵ Ill −Ŵ Ilu
ŴRud Ŵ
R
ul Ŵ
R
uu −Ŵ Iud −Ŵ Iul −Ŵ Iuu
Ŵ Idd Ŵ
I
dl Ŵ
I
du Ŵ
R
dd Ŵ
R
dl Ŵ
R
du
Ŵ Ild Ŵ
I
ll Ŵ
I
lu Ŵ
R
ld Ŵ
R
ll Ŵ
R
lu
Ŵ Iud Ŵ
I
ul Ŵ
I
uu Ŵ
R
ud Ŵ
R
ul Ŵ
R
uu

∈ R2n2×2n2 .
We will now refer to the rows and columns of Ŵ (1) in order (i.e. top to bottom, and
left to right respectively), by dR, lR, uR, dI , lI , uI . We first drop the columns dI .
We then replace columns lR and uR by their sum, and columns lI and uI by their
differences. These operations keep the matrix full column rank and so
(5.14) Ŵ (2) :=

ŴRdd Ŵ
R
dl + Ŵ
R
du −Ŵ Idl + Ŵ Idu
ŴRld Ŵ
R
ll + Ŵ
R
lu −Ŵ Ill + Ŵ Ilu
ŴRud Ŵ
R
ul + Ŵ
R
uu −Ŵ Iul + Ŵ Iuu
Ŵ Idd Ŵ
I
dl + Ŵ
I
du Ŵ
R
dl − ŴRdu
Ŵ Ild Ŵ
I
ll + Ŵ
I
lu Ŵ
R
ll − ŴRlu
Ŵ Iud Ŵ
I
ul + Ŵ
I
uu Ŵ
R
ul − ŴRuu

∈ R2n2×n2
36
is also full column rank. We next argue that the rows dI , uR and uI of Ŵ (2) can
be removed without changing the rank of the result. Since F (A) ∈ Sym(n) for any
A ∈ Sym(n), we have hRl = hRu , hIl = −hIu, and hId = 0, for all aRd , aRl and aIl . Now
from (5.11), one obtains after regrouping terms
hRl =
[
ŴRld Ŵ
R
ll + Ŵ
R
lu −Ŵ Ill + Ŵ Ilu
]aRdaRl
aIl
 ,
hRu =
[
ŴRud Ŵ
R
ul + Ŵ
R
uu −Ŵ Iul + Ŵ Iuu
]aRdaRl
aIl
 ,
(5.15)
and so the rows lR and uR of Ŵ (2) are equal, using hRl = h
R
u . Similarly using h
I
l = −hIu
and reasoning similarly, we get that the rows lI and uI of Ŵ (2) are negative of each
other. Finally hId = 0 implies that row d
I of Ŵ (2) is zero. So we can remove the
three rows uR, dI and uI from Ŵ (2), and obtain W˜ with same rank as Ŵ (2). But
rank (Ŵ (2)) = n2, and W˜ is square, so it is invertible. The constraint Ap+q+1:n,1:p = 0
is only setting some of the entries in vec(A) to zero, which corresponds to removing
the corresponding columns of W˜ , after which we exactly get the differential of L, and
we conclude that its kernel is trivial. The case F = R is a particular case of F = C,
and we repeat the above argument with appropriate changes, removing all matrices
and vectors corresponding to the imaginary parts.
The remaining two cases q = 0 or n−p−q = 0 are argued similarly as in the proof
of Lemma 5.9. The proper definitions of M to use in the proof are now as follows:
(i) if q = 0, and n − p − q ≥ 1, then let M := {A ∈ Sym(n) | Ap+q+1:n,1:p = 0},
(ii) if q = 0, and n − p − q = 0, define M := {A ∈ Sym(n)}, and (iii) if q ≥ 1, and
n− p− q = 0, then define M := {A ∈ Sym(n) | rank (Ap+1:p+q,1:p) = q}.
Corollary 5.12. Assume the notations of Lemma 5.8, n ≥ 1 and q ≤ p. Then
(i) Msym,inv(S,S ′) (resp. Mpos(S,S ′)) is a smooth embedded submanifold of
GL(n)∩Sym(n) (resp. P+(n)) of dimension α(n(n−1)/2−p(n−p− q)) +n.
(ii) Msym,inv(S,S ′) and Mpos(S,S ′) are open subsets of Msym(S,S ′).
(iii) Msym,inv(S,S ′) is a dense subset of Msym(S,S ′).
Proof. Observe that GL(n) ∩ Sym(n) and P+(n) are both open in Sym(n).
(i) Define f(n, p, q) as in the proof of Lemma 5.11. Now to prove that
Msym,inv(S,S ′) (resp. Mpos(S,S ′)) is a smooth embedded submanifold
of GL(n) ∩ Sym(n) (resp. P+(n)), we simply follow the proof of Corol-
lary 5.10(i), with the following replacements: Rαn2 by Sym(n), M(S,S ′)
by Msym(S,S ′), Minv(S,S ′) by Msym,inv(S,S ′) (resp. Mpos(S,S ′)), and
GL(n) by GL(n) ∩ Sym(n) (resp. P+(n)), and use the observation above.
Also Lemma 5.11 should be used in place of Lemma 5.9.
(ii) SinceMsym(S,S ′) has the subset topology from Sym(n), it then follows from
the observation above that Msym,inv(S,S ′) and Mpos(S,S ′) are both open
in Msym(S,S ′).
(iii) Follow the same steps as in the proof of the density part of Corollary 5.10(ii),
with the replacements as stated in the proof of part (i) of this lemma, F
and M now defined as in the proof of Lemma 5.11, and noticing that Ai =
A+ iI ∈ Sym(n) ∩GL(n), if A ∈ Sym(n).
Finally, we consider a last related matrix manifold corresponding to Hermitian
matrices with a special property.
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Lemma 5.13. Assume the notations of Lemma 5.8, p ≥ 1, n ≥ 1 and q ≤ p.
Let V ∈ Fn×p be semi-unitary such that Im(V ) = S. Define Msym,T(S,S ′) = {A ∈
Msym(S,S ′) | V ∗AV ∈ GL(p)}. Then
(i) Msym,T(S,S ′) is non-empty, and independent of the choice of V .
(ii) Msym,T(S,S ′) is a dense open subset of Msym(S,S ′).
(iii) Msym,T(S,S ′) is an embedded submanifold of Msym(S,S ′) of the same di-
mension as Msym(S,S ′).
Proof. (i) Since Mpos(S,S ′) ⊆ Msym,T(S,S ′) and since Mpos(S,S ′) is
non-empty from Lemma 5.8, Msym,T(S,S ′) is non-empty. To show that
Msym,T(S,S ′) does not depend on the choice of V , let V ∈ Fn×p be another
semi-unitary matrix such that Im(V ) = S. Then there exist Q ∈ U(p) so that
V = V Q and rank(V ∗AV ) = rank(Q∗V
∗
AV Q) = rank(V
∗
AV ) which shows
the result.
(ii) Let F andM be defined as in the proof of Lemma 5.11, and defineMsym,T =
{A ∈ Sym(n) | A1:p,1:p ∈ GL(p)} ∩ M. Then from definitions we have
Msym,T(S,S ′) = F (Msym,T). It was argued in Lemma 5.11 that F : M →
F (M) is a topological embedding, hence we know that it is an open map.
So if we show that Msym,T is open in M, then we would conclude that
Msym,T(S,S ′) is open in F (M) = Msym(S,S ′). But since Sym(p) ∩ GL(p)
is open in Sym(p), it follows from the product structure of M that Msym,T
is open in M.
To show density, note again that as F :M→ F (M) is a topological embed-
ding, it suffices to show thatMsym,T is dense inM. Consider anyA ∈M. Let
T = A1:p,1:p. If T ∈ GL(p), we are done. Assume T 6∈ GL(p). Since GL(p) ∩
Sym(p) is dense within Sym(p), there exist {Ti}∞i=1, Ti ∈ Sym(p)∩GL(p) such
that Ti → T as i→∞. Then define Ai as (Ai)kl = (Ti)kl if 1 ≤ k, l ≤ p and
(Ai)kl = Akl otherwise (i.e., Ai is equal to A except in the top-left p×p block
where it equals Ti). Then Ai ∈ Sym(n), rank ((Ai)1:p,1:p) = rank (Ti) = p,
and Ai → A since ‖Ai − A‖2F = ‖Ti − T‖2F → 0. So Msym,T is dense within
M.
(iii) This follows since Msym,T(S,S ′) is open in Msym(S,S ′), by (ii).
As a result of Lemma 5.13 we now have the following consequence after combining
with Corollary 4.13.
Lemma 5.14. Consider subspaces S,S ′ ∈ GF(n), such that S ⊆ S ′ ⊆ Fn with
n ≥ 1. Let p = dim(S), q = dim(S ′) − dim(S), and q ≤ p. Now define the following
matrix sets
QS := {A ∈ Sym(n) ∩GL(n) | dim(X ) = IndA(S)}
QS,S′ := {A ∈ Sym(n) ∩GL(n) | dim(X ) = q, S +AS = S ′}.
(5.16)
Then
(i) QS is dense in Sym(n) ∩GL(n).
(ii) QS,S′ is dense in Msym(S,S ′).
Proof. (i) If p = 0, then QS = Sym(n)∩GL(n); so we assume p ≥ 1. Let  >
0 be arbitrary, and pick any A ∈ Sym(n)∩GL(n). Let S1 = S+AS, and q1 =
IndA(S). Now consider the setsMsym(S,S1) andMsym,T(S,S1), defined in
(5.8) and Lemma 5.13 respectively. Then by Lemma 5.13(ii), Msym,T(S,S1)
is dense in Msym(S,S1), and one can choose A′ ∈ Msym,T(S,S1), such that
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||A−A′||F ≤ . By Corollary 4.13(ii) A′ ∈ QS , finishing the proof.
(ii) If p = 0, it implies S = S ′ = {0}, so QS,S′ =Msym,inv(S,S ′), which is dense
inMsym(S,S ′) by Lemma 5.13(ii). Now assume p ≥ 1. AgainMsym,T(S,S ′)
is dense inMsym(S,S ′). So for any A ∈Msym(S,S ′) and  > 0, one can find
A′ ∈ Msym,T(S,S ′) such that ||A − A′||F ≤ , and we conclude by applying
Corollary 4.13(ii).
6. Open problems. The results in this paper were proved in the finite dimen-
sional setting, i.e. the matrices and vectors were all finite dimensional. However,
we expect many of these results to also hold if the minimization problem (2.3) was
instead posed over an infinite dimensional closed subspace (or closed affine subspace)
of an infinite dimensional separable Hilbert space. The precise generalizations and
proofs are left as future work. However, even in the finite dimensional setting, there
are a lot of open questions, which we now state.
6.1. Bounds. As shown in Subsection 4.1, the bound dim(Xb) ≤ IndA(S) is
not tight. Thus, finding ways to strengthen this bound will be interesting. We also
characterized in Theorem 4.5 the precise condition under which dim(Xb) = 0. It is an
open question whether one can find similar conditions that guarantee dim(Xb) = t, for
1 ≤ t ≤ IndA(S). Similarly, one would like to know results analogous to Corollary 4.6,
for the sets {b ∈ Fn | dim(Xb) = t}, when 1 ≤ t ≤ IndA(S). For example, one could
ask how large are these sets, or what is their Hausdorff dimension? It is currently
our conjecture that if F = R (resp. F = C), the n-dimensional (resp. 2n-dimensional)
Lebesgue measure of these sets are non-decreasing in t, over the range 0 ≤ t ≤
IndA(S). Proving this, or finding a counterexample to this will be interesting. A
couple of other related questions, along similar lines, are the following:
(i) Let S ⊆ S ′ ⊆ Fn be nested subspaces, and let A ∈ Sym(n) ∩GL(n) be such
that A ∈ Msym,inv(S,S ′). Suppose that dim(Xb) < IndA(S) for all b ∈ Fn.
Then does there exist B ∈ Sym(n) ∩GL(n), arbitrarily close to A such that
both (a) and (b) hold?
(a) B ∈Msym,inv(S,S ′),
(b) There exists b ∈ Fn such that dim(X ′b) = IndA(S). Here X ′b corresponds
to the set Xb, but for the matrix B.
(ii) Let S ⊆ S ′ ⊆ Fn be nested subspaces, and let A ∈ Sym(n) ∩GL(n) be such
that A ∈Msym,inv(S,S ′). Let dim(Xb) < IndA(S) for all b ∈ Fn. Does there
exist B ∈ Sym(n) ∩GL(n), arbitrarily close to A such that both (a) and (b)
hold?
(a) IndA(S) = IndB(S),
(b) There exists b ∈ Fn such that dim(X ′b) = IndA(S). Here X ′b corresponds
to the set Xb, but for the matrix B.
For the next question, we first make the following definition:
Definition 6.1. A 4-tuple (t, p, q, n) of non-negative integers is considered ad-
missible if there exists S ∈ GrF(p, n), and A ∈ Sym(n)∩GL(n), such that IndA(S) =
q, and dim(Xb) ≤ t for all b ∈ Fn, and there exists c ∈ Fn such that dim(Xc) = t.
We can then ask the following:
(i) Which 4-tuples (t, p, q, n) are admissible? For example, if q = 0, then only
the tuples (0, p, 0, n) are admissible with n ≥ p. When q = 1, only the tuples
(1, p, 1, n) are admissible with n ≥ p + 1 and p ≥ 1. Our current conjecture
is that when q ≥ 1, a tuple (t, p, q, n) is admissible if and only if 1 ≤ t ≤ q,
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p ≥ q, and n ≥ p+ q. It will be interesting to know if any obstruction exists
that prevents this from happening.
There are also some unresolved questions regarding the tightness of the bound
dim(X ) ≤ IndA(S). For example, we would like to know if there is an explicit
example for which this is not an equality. It is also of interest to understand if
there are other conditions, similar to the ones listed in Corollary 4.13, that guarantee
dim(X ) = IndA(S). Finally, it is an interesting open question to ask under which
conditions is Im(∂DA(ω, µ)) = Y, for all distinct ω, µ > ωmin. Even in the setting
discussed in Theorem 4.10, we were only able to prove this everywhere, except on a
set of 2-dimensional Lebesgue measure zero, and what exactly is happening on this
zero measure set is left to a future analysis.
6.2. Topological questions. We now mention some interesting open problems
of a topological nature. It has been observed from numerical experiments that for
randomly chosen A ∈ Sym(n) ∩ GL(n), and S ∈ GF(n), such that IndA(S) ≥ 1, the
map DA(·)b : (ωmin,∞) → Fn is injective. Based on this, we make two assertions
which may or may not be true (in which case a counterexample would be welcome):
(i) For a given A ∈ Sym(n) ∩ GL(n), and S = GF(n), if IndA(S) ≥ 1, there
exists a n−dimensional (resp. 2n-dimensional) Lebesgue measure zero set B
if F = R (resp. F = C), such that for all b ∈ Fn \ B, DA(·)b is injective.
(ii) For every A ∈ Sym(n) ∩ GL(n), and S = GF(n), chosen randomly ensur-
ing that IndA(S) ≥ 1, there exists a n-dimensional (resp. 2n-dimensional)
Lebesgue measure zero set B if F = R (resp. F = C), such that for all
b ∈ Fn \ B, DA(·)b is injective.
Another topological question relates to the structure of the sets QS and QS,S′ ,
defined in (5.16). How do these sets look? Are these open, closed, or connected?
And if not, can these sets be decomposed into simpler sets? In fact, it is natural to
additionally define the sets
QS(t) := {A ∈ Sym(n) ∩GL(n) | dim(X ) = t}, 0 ≤ t ≤ p,
QS,S′(t) := {A ∈ Sym(n) ∩GL(n) | dim(X ) = t, S +AS = S ′}, 0 ≤ t ≤ q,
(6.1)
and also ask about the structure of these sets, and it will be particularly interesting
to know if there are any relationships (for e.g. density type) between these sets, and
QS and QS,S′ .
We finish by mentioning a topological question about the matrix manifolds, in-
troduced in (5.8), that is the topic of current investigation, and for which only partial
results are available. The question concerns the number of connected components of
each of these manifolds. Currently, we only know the complete answer to this ques-
tion for the manifoldM(S,S ′). Assuming the setting of Lemma 5.9, we can state the
following (proofs of these statements are simple, and skipped here):
(i) If F = C, then M(S,S ′) is connected.
(ii) Assume F = R. If p = 0, then M(S,S ′) is connected. If p ≥ 1, and q < p,
then M(S,S ′) is connected. If p = q ≥ 1, then M(S,S ′) has exactly 2
connected components.
We are currently working to resolve the connectivity question for the other manifolds.
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Appendix A. Quadratic forms.
Lemma A.1. Let m ≥ n, A ∈ Fm×n a full column rank matrix, and b ∈ Fn. The
solution to minx∈Fn ‖Ax− b‖2 is uniquely given by x = (A∗A)−1A∗b.
Proof. Rewrite f(x) := ‖Ax− b‖22 = x∗A∗Ax− (x∗A∗b)− (b∗Ax) + b∗b. Since A
is full column rank, P = A∗A ∈ P+(n). Let Q be such that P = Q2, Q ∈ P+(n).
Such Q always exists: let UΛU∗ = P be the eigenvalue decomposition of P , and
then one can choose Q = UΛ1/2U∗. Then f(x) = (Qx)∗(Qx) − ((Qx)∗(Q−1A∗b)) −
((Q−1A∗b)∗(Qx)) + b∗b = ‖Qx − Q−1A∗b‖22 + b∗b − b∗AP−1A∗b. The minimum is
obtained when Qx − Q−1A∗b = 0, which happens uniquely (since Q ∈ P+(n)) when
Q2x = A∗b or A∗Ax = A∗b.
Proof of Lemma 2.1. Notice that the map T 3 x 7→ V ∗(x−x0) ∈ Fp is a bijection;
so each x ∈ T can be uniquely written as x = x0 +V y for some y ∈ Fp. Then rewrite
the function to minimize in (2.5) as
(A.1) ‖As/2ω (b−Ax)‖2 = ‖As/2ω (b−A(x0 + V y))‖2 = ‖As/2ω AV y−As/2ω (b−Ax0)‖2.
In this expression, A
s/2
ω AV is full rank since Aω ∈ P+(n) (because of the choice of
ωmin), A ∈ GL(n), and V is full-rank. Then using Lemma A.1, the unique minimizer
to (A.1) is given by y = (V ∗AAsωAV )
−1(V ∗AAsω)(b − Ax0) or x = x0 + V y = x0 +
V P−1ω V
∗AAsω(b − Ax0), with Pω = V ∗AAsωAV . For the last part, notice that xb,ω,s
does not depend on the choice of V , because if V ′ ∈ Fn×p is another full rank matrix
whose columns span S, then V ′ = V L for some L ∈ GL(p), from which it follows
that V P−1ω V
∗ = V ′P−1ω V
′∗. Similarly xb,ω,s also does not depend on the choice of x0,
because if T = x′0 + S is a different representation of T for some other x′0 ∈ T , then
x0 − x′0 = V y for some y ∈ Fp, and so we have(
x0 + V P
−1
ω V
∗AAsω(b−Ax0)
)− (x′0 + V P−1ω V ∗AAsω(b−Ax′0))
= (x0 − x′0)− V P−1ω V ∗AAsωAV y = (x0 − x′0)− V P−1ω Pωy = 0.
(A.2)
This completes the proof.
Appendix B. Reducing the proof of Theorem 1.1 for the case n = p+ q to the
case n > p+ q, where p ≥ q ≥ 1.
Suppose n = p + q, and the quantities A, b, T , S, etc. defined in the statement
of Theorem 1.1. Define A˜ ∈ GL(n + 1), b˜ ∈ Fn+1, and for any c˜ ∈ Fn+1, also define
x˜c˜,ω ∈ Fn+1 as
(B.1) A˜ =
[
A 0
0 −ωmin
]
, b˜ =
[
b
α
]
, x˜c˜,ω = arg min
x˜∈T˜
‖A˜− 12ω (c˜− A˜x˜)‖2,
for any ω > ωmin, and α ∈ F, where A˜ω = A˜+ωI, and T˜ is an affine subspace of Fn+1
built as T˜ = {(x, 0) ∈ Fn+1 | x ∈ T }. Also define the subspace S˜ = {(x, 0) | x ∈ S}.
Notice that we have λmin(A˜) = λmin(A) = −ωmin, dim(T˜ ) = p, and Γp(T˜ ) = S˜. Also
note that given the structure of A˜,
(B.2) ‖A˜− 12ω (b˜− A˜x˜)‖22 = ‖A−
1
2
ω (b−Ax)‖22 + ‖(−ωmin + ω)−
1
2 (α+ ωminy)‖22,
for x˜ ∈ Fn+1, x ∈ Fn, y ∈ F, and x˜ =
[
x
y
]
. Then given the structure of T˜ (i.e., y = 0),
the last term is a constant and minimizing over x˜ ∈ T˜ is equivalent to minimizing
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over x ∈ T with x˜ =
[
x
0
]
. Finally, let us also define X˜b˜ := Aff
(
{x˜b˜,ω | ω > ωmin}
)
and X˜ := ∑c˜∈Fn+1 Γdim(X˜c˜)(X˜c˜). Then we can prove the following two lemmas:
Lemma B.1. Assuming that Theorem 1.1 holds in the n > p+q case, it also holds
in the n = p+ q case.
Proof. Given this choice of S˜ and A˜, we have dim(S˜) = dim(S), dim(S˜ + A˜S˜) =
dim(S + AS) and IndA˜(S˜) = IndA(S). Furthermore, let V , V ′ be chosen as in
Theorem 1.1. Then V˜ =
[
V
0
]
, V˜ ′ =
[
V ′
0
]
are such that Im(V˜ ) = S˜, Im([V˜ V˜ ′]) =
S˜+A˜S˜. We can then apply Theorem 1.1 to A˜ with S˜ and T˜ (with V˜ and V˜ ′ as basis) to
conclude that x˜b˜,ω− x˜b˜,µ ∈ Im(V˜ (H˜∗H˜)−1B˜∗) with H˜, B˜ defined similarly as H,B in
Theorem 1.1. But given the structure of A˜ and the choices of V˜ , V˜ ′, one easily sees that
B˜ = B, H˜ = H and hence x˜b˜,ω − x˜b˜,µ ∈ Im(V˜ (H∗H)−1B∗) = Im(
[
V (H∗H)−1B∗
0
]
).
Finally this implies xb,ω − xb,µ ∈ Im(V (H∗H)−1B∗).
Lemma B.2. dim(X˜b˜) = dim(Xb), and dim(X˜ ) = dim(X ).
Proof. Since x˜b˜,ω =
[
xb,ω
0
]
for all b ∈ Fn, and α ∈ F, the conclusion follows
readily.
Appendix C. The nullspace of H∗.
We present here a geometrical relationship between the images of T and B∗, and
the nullspace of H∗ =
[
T B∗
]
, as defined in the statement of Theorem 1.1. Recall
that T ∈ Fp×p is Hermitian, and H∗ and B∗ ∈ Fp×q are full rank, with p ≥ q. To do
this we first establish a more general result below. In this appendix, for any matrix
M ∈ Fp×q, and A ∈ GF(p), we define preM (A) := {x ∈ Fq |Mx ∈ A}.
Lemma C.1. Let M =
[
M1 M2
]
be a matrix such that M1 ∈ Fs×s1 , M2 ∈
Fs×s2 , with s ≥ s2, and suppose that rank (M2) = s2. Let N be any matrix such
that the columns of N span the nullspace of M , and let us partition N as N =
[
N1
N2
]
,
where N1 are the first s1 rows of N . Then
(i) N2 = −(M∗2M2)−1M∗2M1N1.
(ii) rank (N) = rank (N1).
(iii) Im(N1) = preM1(Im(M2)).
Proof. (i) As the columns of N span the nullspace of M , we have M1N1 +
M2N2 = 0, and since rank (M2) = s2, the matrix M
∗
2M2 is invertible, from
which the result follows.
(ii) Let N ′ := −(M∗2M2)−1M∗2M1. From (i), we have N =
[
I
N ′
]
N1. Since
[
I
N ′
]
is full column rank, the conclusion follows.
(iii) From (i) M1N1 = −M2N2; so each column of N1 is in preM1(Im(M2)), and
hence Im(N1) ⊆ preM1(Im(M2)). Now define A := Im(M1) ∩ Im(M2), and
observe that preM1(Im(M2)) = preM1(A). To prove the result it suffices to
show that dim(Im(N1)) = dim(preM1(A)). Let rank (M) = r, and suppose
rank (N) = t, so dim(Im(N1)) = t by part (ii). From the rank-nullity theorem
we first have
(C.1) t = s1 + s2 − r, dim(Im(M1)) + dim(Ker(M1)) = s1,
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and since Im(M2) = A ⊕ (A⊥ ∩ Im(M2)), and Fs = Im(M1) ⊕ Im(M1)⊥ we
also have
dim(A) + dim(A⊥ ∩ Im(M2)) = dim(Im(M2)) = s2,
dim(Im(M1)) + dim(Im(M1)
⊥) = s.
(C.2)
Next notice that Im(M1) + Im(M2) = Im(M1) + A ⊕ (A⊥ ∩ Im(M2)) =
Im(M1) + (A⊥ ∩ Im(M2)). But Im(M1) ∩ (A⊥ ∩ Im(M2)) = (Im(M1) ∩
Im(M2)) ∩ A⊥ = A ∩A⊥ = {0}, so in fact
(C.3) dim(Im(M1)) + dim(A⊥ ∩ Im(M2)) = dim(Im(M1) + Im(M2)) = r.
Thus combining (C.2) and (C.3) gives dim(A) + dim(Im(M1)⊥) = s+ s2− r,
and then using (C.1) and (C.2) gives
(C.4) dim(A) + dim(Ker(M1)) = s1 + s2 − r = t.
Now consider the set A′ := Ker(M1)⊥ ∩ preM1(A), which is a subspace of
preM1(A). Then the restriction to A′ of the linear map given by M1 is an
isomorphism M1|A′ : A′ → A, which gives dim(A) = dim(A′). Notice that
this proves the result as preM1(A) = A′ ⊕ Ker(M1), since Ker(M1) is also a
subspace of preM1(A), giving dim(preM1(A)) = dim(A′)+dim(Ker(M1)) = t,
using (C.4).
Let us apply Lemma C.1 to characterize the nullspace of H∗, which is of dimension
q, and derive some consequences. If we choose N ∈ F(p+q)×q to be full column
rank, as in Lemma 3.1, and write N =
[
N1
N2
]
as in Lemma C.1 with N1 ∈ Fp×q,
then we have N2 = −(BB∗)−1BTN1, and Im(N1) = preT (Im(B∗)). Denoting A :=
Im(T )∩Im(B∗), andA′ := Ker(T )⊥∩preT (A), the proof of Lemma C.1(iii) shows that
Im(N1) = preT (A) = Ker(T )⊕A′. Now as T ∈ Sym(p), we have Ker(T ) = Im(T )⊥,
which means that A′ ⊆ Im(T ), and Im(N1) = Im(T )⊥ ⊕ A′ (an orthogonal direct
sum). Thus we have that both A,A′ are subspaces of Im(T ). Also TA′ ⊆ A from
definition, and moreover dim(A) = dim(A′) from the proof of Lemma C.1(iii), which
means TA′ = A. Now by the spectral theorem, the restriction to the subspace Im(T )
of the linear operator T , i.e. T |Im(T ), is invertible; thus in fact TA′ = T |Im(T )A′ = A,
or A′ = T |−1Im(T )A. Denoting the pseudoinverse [15, 19] of T by T †, it is also easily
checked that T †|Im(T ) = T |−1Im(T ), since T ∈ Sym(n), and so we have proved the
following corollary:
Corollary C.2. Let N ∈ F(p+q)×q be a full column rank matrix, whose columns
span the nullspace of H∗, and let T † be the pseudoinverse of T . If we partition N as
N =
[
N1
N2
]
, where N1 ∈ Fp×q and N2 ∈ Fq×q. Then
(i) N2 = −(BB∗)−1BTN1, and rank (N) = rank (N1) = q.
(ii) Im(N1) = Im(T )
⊥ ⊕ T †(Im(T ) ∩ Im(B∗)).
The relationship between some of these subspaces of Fp appearing in Corollary C.2
is illustrated in Figure C.1.
Finally we note a couple of special cases in the next lemma that follow from
Corollary C.2.
Lemma C.3. Let N,N1, N2 be as in Corollary C.2. Then
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Im T
Im 𝐵∗
Ker T
Im 𝑁1
Figure C.1: An illustration of the geometrical relationship between the various sub-
spaces of Fp: Im(T ), Im(B∗), Ker(T ) and Im(N1).
(i) Im(B∗) ⊆ Im(T ) if and only if T ∈ GL(p). In this case, one can choose
N1 = −T−1B∗, and N2 = I.
(ii) Im(T ) ⊆ Im(B∗) if and only if B∗ ∈ GL(p). In this case one can choose
N1 = Q, for any Q ∈ GL(p) (for e.g. Q = I).
(iii) If Im(T ) ∩ Im(B∗) = {0}, then N1 should be chosen such that Im(N1) =
Im(T )⊥, and in this case N2 = 0.
Proof. (i) If T ∈ GL(p), Im(T ) = Fp and so Im(B∗) ⊆ Im(T ). If Im(B∗) ⊆
Im(T ), then Im(T ) = Fp as rank (H∗) = p, so T ∈ GL(p). In this case,
Im(T )⊥ = {0}, Im(T ) ∩ Im(B∗) = Im(B∗), and T † = T−1. Thus from
Corollary C.2(ii) we have Im(N1) = T
−1Im(B∗) = Im(T−1B∗), and so we can
choose N1 = −T−1B∗. With this choice, we get N2 = I by Corollary C.2(i).
(ii) Interchanging the roles of T and B∗ in the proof of part (i) proves that
Im(T ) ⊆ Im(B∗) if and only if B∗ ∈ GL(p). In this case Im(T ) ∩ Im(B∗) =
Im(T ), and so T †(Im(T ) ∩ Im(B∗)) = T †Im(T ) = T |−1Im(T )Im(T ) = Im(T ).
This gives using Corollary C.2(ii) that Im(N1) = Im(T )
⊥ ⊕ Im(T ) = Fp.
Thus N1 must be chosen to be an invertible matrix in GL(p).
(iii) It follows directly in this case that Im(N1) = Im(T )
⊥ from Corollary C.2(ii).
Thus TN1 = 0 and this implies N2 = 0.
Appendix D. Properties of real analytic maps.
We collect here some useful and well-known facts about real analytic functions
that were used in this paper, in Sections 4 and 5.
Lemma D.1. Let f denote the map Rm ⊇ U 3 (x1, . . . , xm) 7→ (y1, . . . , yk) ∈ Rk,
which is real analytic 14 on a connected, open subset U . Then
14This means for each 1 ≤ i ≤ k, yi is a real analytic function of x1, . . . , xm.
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(i) If f is not constant, the zero set Z = {x ∈ Rm | f(x) = 0} has m-dimensional
Lebesgue measure zero in Rm.
(ii) If m = 1, then additionally the zero set Z is discrete15, and hence countable.
Proof. (i) We will use pim(V) to denote the m-dimensional Lebesgue measure
of a measurable subset V ⊆ Rm. The case k = 1 is a simple consequence of
Lemma 5.22 in [9] (see also [14]). For the case k ≥ 1, there exists 1 ≤ i ≤ k
such that yi is not constant, as f is not constant. Then pim(Z) ≤ pim({x ∈
Rm | yi = 0}) = 0.
(ii) It suffices to prove this for the case k = 1. For k ≥ 1, with yi chosen as in
the proof of (i), we have Z ⊆ {x ∈ Rm | yi = 0}. The proof of the k = 1 case
now follows in a manner similar to the complex setting (i.e. for non-constant
analytic maps C ⊇ U → C), as is done for example in Theorem 3.7 - Corollary
3.10 of [2]. Finally, discrete subsets of R are countable.
Lemma D.2. The conclusions of Lemma D.1 continue to hold if f is instead an
analytic map Rm ⊇ U 3 (x1, . . . , xm) 7→ (y1, . . . , yk) ∈ Ck on a connected, open
subset U .
Proof. This follows easily because both the real and imaginary components are
real analytic maps, which reduces us to the setting of Lemma D.1.
REFERENCES
[1] Mark Anthony Armstrong. Basic topology. Springer Science & Business Media, 2013.
[2] John B Conway. Functions of one complex variable II, volume 159. Springer Science & Business
Media, 2012.
[3] Guido KE Dietl. Linear estimation and detection in Krylov subspaces, volume 1. Springer
Science & Business Media, 2007.
[4] David Chin-Lung Fong and Michael Saunders. LSMR: An iterative algorithm for sparse least-
squares problems. SIAM Journal on Scientific Computing, 33(5):2950–2971, 2011.
[5] Gene H Golub and Charles F Van Loan. Matrix computations, volume 4. JHU press, 2013.
[6] Eric Hallman and Ming Gu. LSMB: Minimizing the backward error for least-squares problems.
SIAM Journal on Matrix Analysis and Applications, 39(3):1295–1317, 2018.
[7] Magnus Rudolph Hestenes and Eduard Stiefel. Methods of conjugate gradients for solving
linear systems. Journal of Research of the National Bureau of Standards, 49(6), 1952.
[8] Steven G Krantz and Harold R Parks. A primer of real analytic functions. Springer Science
& Business Media, 2002.
[9] Peter Kuchment. An overview of periodic elliptic operators. Bulletin of the American Mathe-
matical Society, 53(3):343–414, 2016.
[10] Jin Ho Kwak and Sungpyo Hong. Linear Algebra. Springer, 2004.
[11] John M Lee. Introduction to Smooth Manifolds. Springer, 2013.
[12] Tzon-Tzer Lu and Sheng-Hua Shiou. Inverses of 2× 2 block matrices. Computers & Mathe-
matics with Applications, 43(1-2):119–129, 2002.
[13] Ge´rard Meurant. A review on the inverse of symmetric tridiagonal and block tridiagonal
matrices. SIAM Journal on Matrix Analysis and Applications, 13(3):707–728, 1992.
[14] Boris Samuilovich Mityagin. The zero set of a real analytic function. Matematicheskie Zametki,
107(3):473–475, 2020.
[15] Eliakim H Moore. On the reciprocal of the general algebraic matrix. Bull. Am. Math. Soc.,
26:394–395, 1920.
[16] Dianne P O’Leary. The block conjugate gradient algorithm and related methods. Linear
Algebra and its Applications, 29:293–322, 1980.
[17] Christopher C Paige and Michael A Saunders. Solution of sparse indefinite systems of linear
equations. SIAM journal on numerical analysis, 12(4):617–629, 1975.
[18] Christopher C Paige and Michael A Saunders. LSQR: An algorithm for sparse linear equations
15This means that for each p ∈ Z, there is an open interval containing p, but no other zeros.
45
and sparse least squares. ACM Transactions on Mathematical Software (TOMS), 8(1):43–
71, 1982.
[19] Roger Penrose. A generalized inverse for matrices. Mathematical proceedings of the Cambridge
philosophical society, 51(3):406–413, 1955.
[20] Walter Rudin et al. Principles of mathematical analysis, volume 3. McGraw-hill New York,
1964.
[21] Miloud Sadkane. Block-arnoldi and davidson methods for unsymmetric large eigenvalue prob-
lems. Numerische Mathematik, 64(1):195–211, 1993.
[22] Miloud Sadkane. A block arnoldi-chebyshev method for computing the leading eigenpairs of
large sparse unsymmetric matrices. Numerische mathematik, 64(1):181–193, 1993.
[23] Gilbert Strang and Tri Nguyen. The interplay of ranks of submatrices. SIAM review, 46(4):637–
646, 2004.
46
