Abstract. For convection dominated problems, the streamline upwind Petrov-Galerkin method (SUPG), also named streamline diffusion finite element method (SDFEM), ensures a stable finite element solution. Based on robust a posteriori error estimators, we propose an adaptive mesh-refining algorithm for SUPG and prove that the generated SUPG solutions converge at asymptotically optimal rates towards the exact solution.
1. Introduction 1.1. Model problem. The numerical approximation of convection-dominated convection-diffusion equations is a non trivial task. It is well known that the weak solution of such problems exhibits layers, and the standard finite element discretization (FEM) leads to oscillations in the FEM solutions, if these layers are not resolved by the triangulation. The work [ACF + 11] provides a competitive study of finite volume based (FVM) and FEM based stabilized discretizations for convection-dominated convection-diffusion equations. They draw the conclusion that FVM is compulsory if solutions without spurious oscillation are needed and local flux conservation is important. However, if sharpness and the position of layers are important and the application can tolerate small spurious oscillations, the so called Streamline-Upwind-Petrov-Galerkin (SUPG) method, introduced in [HB79] , is a good choice. In the comparison, SUPG outperforms all other methods in terms of quality of the approximation versus computing time. Furthermore, one can easily add the SUPG stabilization to an existing FEM Code.
The design of a posteriori estimators for such problems is, in some sense, even more delicate, since the involved constants in the estimates should be robust with respect to the variation of the model data. In [JN13] , a robust residual a posteriori estimator, which estimates the error in the natural SUPG norm, is proposed. However, the upper bound relies on some hypotheses. In [Ver05] , a classical residual based estimator is shown to be fully robust in the energy norm plus a (non-computable) dual norm. It is interesting to note that the upper bound of the residual estimator is robust with respect to the energy norm, whereas the lower bound is only semi-robust, i.e., the constant additionally depends on the (local) Péclet number. For more details, we refer to [Ver05] as well as to the monograph [Ver13] .
As model problem, we consider the following stationary convection-diffusion equation
where Ω ⊂ R d , d ≥ 2, is a bounded Lipschitz domain with polygonal boundary ∂Ω, and n is the normal vector on ∂Ω pointing outward with respect to Ω. As in [TV15, Section 2], we assume that the data satisfy the following conditions:
• 0 < ε ≪ 1;
∇·α+β ≥ γ and β L ∞ (Ω) ≤ c β γ with some ε-independent constants c β , γ ≥ 0;
• the Dirichlet boundary Γ D has positive surface measure and contains the inflow boundary, i.e., x ∈ Γ : α(x) · n(x) We note that the assumptions on the data guarantee that the bilinear form b(·, ·) is continuous and elliptic (see, e.g., Lemma 2.1 below). In particular, the Lax-Milgram lemma proves that (3) admits a unique solution u ∈ H 1 D (Ω).
Streamline upwind Petrov-Galerkin method (SUPG).
For T • being a regular triangulation of Ω, let
where σ • (·, ·) denotes the stabilization term
i.e., we add extra diffusion in the streamline direction. This explains the name StreamlineUpwind-Petrov-Galerkin (SUPG). The user-chosen stabilization parameter ϑ T > 0 is discussed in Section 2 below. We stress that σ • (·, ·) is linear in the second variable, but affine in the first. The choice ϑ T = 0 for all T ∈ T • leads to the standard Galerkin discretization (4).
Contributions and outline.
In this work, we study the convergence behavior of an adaptive SUPG algorithm, which is steered by the residual error estimator from [Ver05] . Theorem 4.4 and Theorem 4.5 prove that our adaptive algorithm (Algorithm 4.1) guarantees linear convergence with asymptotically optimal convergence behavior with respect to the number of degrees of freedom. This result is based on the following three properties of the a posteriori error estimator, which are called axioms of adaptivity in [CFPP14] : Stability and reduction of the estimator, stated in Lemma 3.4, follow basically from the literature. The proof is adapted to our model problem. Discrete reliability is given in Proposition 3.7 and relies on a Scott-Zhang-type projector. Furthermore, we have to overcome the lack of the classical Galerkin orthogonality due to the SUPG stabilization. We remark that our convergence analysis is done in the energy norm. We did not succeed to handle the non-local dual norm for the convergence analysis of the adaptive algorithm because it relies on some local calculations. But since the error estimator for the robust and semi-robust estimates are exactly the same, i.e., the non-local and non-computable dual norm absorbs basically the convection terms, we do not see strong restrictions on that. Note that the convergence analysis is in fact a statement for the estimator.
We organize the content of the paper as follows. Section 2 introduces some mesh quantities and gives a short summary on the most important facts of the SUPG method. In section 3, we introduce the a posteriori error estimator and prove stability, reduction, and discrete reliability. We state the adaptive algorithm in section 4, prove its linear convergence and show that our strategy leads to optimal convergence rates. Numerical experiments in section 5 confirm our theoretical results. We close the paper with some conclusions in section 6.
General notation. We use to abbreviate ≤ up to some (generic) multiplicative constant, which is clear from the context. Moreover, ≃ abbreviates that both estimates and hold. Throughout, the mesh-dependence of (discrete) quantities is explicitly stated by use of appropriate indices, e.g., u • ∈ X • is the SUPG solution of (5) for the triangulation T • , and η ℓ (u ⋆ ℓ ) is the error estimator with respect to the triangulation T ℓ evaluated at the Galerkin approximation u ⋆ ℓ ∈ X ℓ of (4). Finally, in the case γ = 0, we interpret γ −s = ∞ for all s > 0.
Preliminaries
The purpose of this section is to collect the necessary notation as well as some wellknown facts on SUPG.
2.1. Energy norm. Our analysis employs the operator induced energy norm ||| · |||, which is an equivalent norm on
The following elementary lemma (see, e.g., [Ver13, Proposition 4 .17]) states that b(·, ·) is elliptic with respect to ||| · ||| with ellipticity constant 1.
2.2. Mesh-related quantities. Throughout, we assume that all triangulations T • are conforming and resolve the boundary conditions Γ D and Γ N , i.e., for
Note that this implies equivalence
Hence, we will use the element-size h T := |T | 1/d ≃ diam(T ) throughout the work. To define robust a posteriori estimators, we define another mesh quantity
2.3. Mesh-refinement. We suppose a fixed mesh-refinement strategy such that
by finitely many steps of refinement, i.e., it holds the following: There exists n ∈ N 0 , triangulations T 0 , . . . , T n , and sets of marked elements
We require the following assumptions on refine(·):
• First, each element T ∈ T • is the union of its successors, i.e., T = T ′ ∈ T • : T ′ ⊆ T . In particular, this guarantees the pointwise estimate h • ≤ h • for the corresponding mesh-size functions.
• Second, we suppose that sons of refined elements are uniformly smaller than their fathers, i.e., there exists 0
• Finally, we suppose that all meshes T • ∈ refine(T • ) are κ-shape regular (7), where κ > 0 depends only on T • . Possible choices for refine(·) include red-green-blue refinement in 2D (see, e.g., [Ver13] ) or newest vertex bisection in R d for d ≥ 2 (see, e.g., [Ste08, KPP13] ). In either case, it holds that q ref = 2 −1/d . To abbreviate notation and in view of Algorithm 4.1 below, let T 0 be a given conforming triangulation of Ω. Let T := refine(T 0 ) be the set of all conforming triangulations, which can be obtained by the fixed refinement strategy.
2.4. Well-posedness of SUPG. In order to state the well-posedness of the SUPG formulation (5), we recall the following inverse estimate (see, e.g., [BS08, Section 4.5]).
Lemma 2.2. There exists a constant C inv > 0, which depends only on κ-shape regularity of T • ∈ T and the polynomial degree p ≥ 1, such that
Note that the SUPG formulation (5) can be recast as
For given T • , we define the discrete SUPG norm
The following lemma (see, e.g., [RST08, Lemma 3.25, Remark 3.29]) proves that SUPG (5) has some enhanced stability compared to the standard Galerkin discretization (4).
Lemma 2.3. Suppose that γ > 0. Let C inv be the constant from the inverse estimate of Lemma 2.2. Let T • ∈ T. Suppose that the SUPG stabilization parameters ϑ T in (5) satisfy
In particular, the Lax-Milgram lemma proves that the SUPG formulation (5) admits a unique solution u • ∈ X • . Remark 2.4. Lemma 2.3 is formulated for γ > 0. If γ = 0 (and hence β = 0 by virtue of the assumption
for all T ∈ T • , the proof of [RST08, Lemma 3.25] remains valid and verifies (13). In particular, the SUPG formulation (5) admits a unique solution u • ∈ X • .
In order to get an optimal a priori estimate for the SUPG error on uniform meshes [RST08, Theorem 3.27 and eq. (3.38)], the stability parameter ϑ T is usually chosen as
This also holds if γ = 0. Here, δ 0 , δ 1 > 0 are given constants and Pe T denotes the local Péclet number
2.5. Choice of SUPG stabilization parameter. In this work, we choose ϑ T by (15) and suppose that the choice of δ 0 , δ 1 > 0 guarantees (12) or (14) to ensure existence and uniqueness of the SUPG approximation u • ∈ X • . Associated with the triangulation T • and in analogy to
3. A posteriori error estimation 3.1. (Semi-) Robust a posteriori error control. Our model problem (1) allows, in particular, the case of dominating convection or reaction. Therefore, robust a posteriori estimates are preferred, i.e., the reliability as well as the efficiency constant do not depend on the variation of the model data ε, α, and β, but may depend on γ and c β .
In the following, we recall the residual a posteriori error estimator from [Ver05, TV15] . For T • ∈ T and all discrete functions w • ∈ X • , we define
where the local contributions read
Here, the normal jump reads
where g| T denotes the trace of g from T onto E and n points from T to T ′ with E = T ∩ T ′ . We note that (up to the scaling h T ≃ ℏ T ), the error estimator for the SUPG finite element method (5) is the same as for the standard finite element discretization (4) with w • = u • and w • = u ⋆ • , respectively. Moreover, in either case, there holds reliability
We note that the constants C rel , C ⋆ rel > 0 are robust. For the standard Galerkin formulation (4), details are found in the monograph [Ver13] . For SUPG (5), we refer to [Ver05] and to the recent work [TV15] .
To formulate the lower bound, let
be polynomial approximations of the given data. Define the data oscillations by
with ||| α · ∇v ||| * := sup
see, e.g., [TV15, Theorem 2.8 and Remark 2.9].
Remark 3.1. The local contributions (17b) and therefore the estimator (17) are the same for the semi-robust and the robust estimate. Consequently, the semi-robustness or the robustness do not affect the output (meshes) of the adaptive Algorithm 4.1 (below).
3.2.
A posteriori control of SUPG stabilization. The following lemmas are some key ingredients of [TV15] to prove robust reliability (18) for SUPG (5) in the extended energy norm (21). We will use them in a different context below.
With the constant C inv from (9), it holds that
where
This concludes the proof.
Lemma 3.3. Recall the constant C ||| from Lemma 3.2. For all T • ∈ T, it holds that
Proof. For T ∈ T • , the definition of the residual error estimator η • (w • ) in (17) gives
Note that the left-hand side vanishes if T ∈ U • . Hence, the stabilization σ
This proves (23). To see the boundedness of
Hence, we conclude the proof.
3.3. Stability and reduction of a posteriori error estimator. Following the lines of [CKNS08, Section 3.1], the residual error estimators satisfies stability on nonrefined element domains (25) as well as reduction on refined element domains (27). For convenience of the reader, we include the proof adapted to our model problem and error estimator.
Lemma 3.4. There exist constants C stb > 0 and 0 < q red < 1 such that for all triangulations T • ∈ T and T • ∈ refine(T • ) as well as arbitrary discrete functions v • ∈ X • and v • ∈ X • , the following estimates hold:
as well as
ref depends only on the mesh-refinement (and q red = 2 −1/(2d) for newest vertex bisection), C stb depends on shape regularity of T • , c β , C inv , and on the local Péclet numbers Pe T for all T ∈ T • .
Proof. To prove stability (25), we consider the contributions of the error estimator separately. To that end, let
It follows from the inverse estimate (9) that
The definition of the local Péclet number (16) implies that
With β L ∞ (T ) ≤ c β γ and ℏ T ≤ γ −1/2 , we obtain that
Finally, a scaling argument proves
L 2 (T ) and hence
With these four estimates and the inverse triangle inequality, the seminorm structure of the error estimator reveals that
The hidden constant depends only on shape regularity of T • , c β , C inv , and on Pe T for all T ∈ T • . This proves (25).
To prove reduction (27), let
Summing this estimate over all T ∈ T • \T • , we prove (27) with q red = q 1/2 ref .
To prove monotonicity (26), note that
To treat U • \T • , we sum (29) over all T ∈ U • \T • to see that
Combining these two estimates with
, we conclude (26).
Remark 3.5. In our proof of Lemma 3.4, the stability constant C stb depends on the local Péclet numbers Pe T for all T ∈ T • . A similar dependence is also observed in the efficiency analysis of the residual error estimator (17) with respect to the energy norm (6); see [Ver13, p. 168, Theorem 4.20]. Note that for γ = 0, there is no restriction on the mesh-size in (27).
Discrete reliability.
The following analysis requires a Scott-Zhang-type projector onto (i) Projection property:
The constants C sz , C trace > 0 depend only on κ-shape regularity (7) of T • .
Sketch of proof.
Step 1. The basic construction in [SZ90] reads as follows: Let {a i } denote the degrees of freedom of the space
The nodal value of (I • v)(a i ) is determined by the values v| σ i of v on σ i . In particular, this requires a well-defined trace if σ i = E i , which fails for L 2 -functions. To extend the construction to L 2 (Ω), we always choose an element σ i = T i ∋ a i . Arguing along the lines of [SZ90] , this provides an operator
Step 2. The construction of I • in Step 1 does not necessarily guarantee that
To repair this shortcoming, we define the nodal
Arguing along the lines of [SZ90] , this provides an operator
which satisfies (i)-(v).
Step 3. To see the stability estimate (30), note that (iii)-(iv) yield that 
The constant C ′ drl > 0 depends only on κ-shape regularity (7) of T • , while C drl > 0 depends additionally on the constants δ 0 , δ 1 > 0 from (15), and on α L ∞ (Ω) .
Proof. Instead of the classical Galerkin orthogonality of e • := u • −u • on X • , the respective SUPG formulations (5) yield that
Recall that the SUPG stabilization σ • (·, ·) is linear in the second argument, i.e.,
For all v • ∈ X • , it thus follows from the ellipticity (13) of the SUPG bilinear form that
Recall the definition of R •• and note that for T ∈ T • \R •• , it follows that ω • (T ) ⊆ (T • ∩ T • ). According to Lemma 3.6 (i)-(ii), this implies (e
• − v • )| T = 0 for all T ∈ T • \R •• .
Adapting the (standard) arguments of [TV15, Section 2.3] with (31)-(32), it follows that
where the constant C 
Arguing as in the proof of Lemma 3.3, we see that
The stability (30) proves that
. Combining these observations with (36)-(37), we obtain
Altogether, we thus conclude the proof.
4.
Adaptive mesh-refinement 4.1. Adaptive algorithm. The following algorithm employs the a posteriori error estimator from Section 3 to steer an adaptive mesh-refinement. We follow an idea of [BHP17] and ensure a priori convergence of the adaptive algorithm by refining in each step at least one largest element. 
. Hence, the first Strang lemma (e.g., [Bra07, Section III.1.1]) concludes the proof. Theorem 4.4. For all 0 < θ ≤ 1, there exists some index ℓ 0 ∈ N 0 as well as constants C lin > 0 and 0 < q lin < 1 such that
Moreover, there exists C eq > 0 such that
The constants C eq , C lin , and q lin depend only on θ, C stb , q red , and C rel . 
This proves (40) with C eq = max{1 + √ θ , c −1 }. To prove (39), consider U ℓ = M ℓ . From the Dörfler marking in step (iii) of Algorithm 4.1, we infer that
where we note that the proof relies only on validity of (25)-(27) and on reliability (18) for the sequence T ℓ , ℓ ≥ ℓ ′′ 0 . The constants C ′ lin > 0 and 0 < q lin < 1 depend only on θ ′ , C stb , q red , and C rel . Combining the last estimate with (40), we prove that
This concludes the proof with C lin := C 2 eq C ′ lin . 4.3. Optimal convergence rates. To show optimal convergence rates, we need to define certain nonlinear approximation classes: Let T 0 be the fixed initial triangulation of Algorithm 4.1. Suppose that newest vertex bisection [Ste08] is used for refine(·). Let T := refine(T 0 ) be the set of all triangulations, which can be obtained from T 0 . For N > 0, we abbreviate T N := T • ∈ refine(T 0 ) : #T • − #T 0 ≤ N , where #T • denotes the number of elements in T • . For all s > 0, we define the approximability measure
where η • (u • ) denotes the residual error estimator (17) associated with the optimal triangulation T • . Note that u As < ∞ means that an algebraic decay η • = O(N −s ) is theoretically possible if for each N > 0 the optimal triangulation T • ∈ T N is chosen.
The following theorem implies that adaptive SUPG finite elements are optimal in the sense that they converge asymptotically with any possible rate s > 0. 
The constant C opt > 0 depends only on θ, C mark , T 0 , C lin , q lin , ℓ 0 , and s, as well as on the use of newest vertex bisection.
Remark 4.6. We note that the approximability measure (43) can also be characterized by means of the total error, i.e., for all s > 0, it holds that
see [BHP17, Section 4.2] for details. Up to data oscillations (19), Theorem 4.5 hence proves that Algorithm 4.1 leads to asymptotically optimal convergence behaviour for the energy error.
The proof of Theorem 4.5 requires some auxiliary results. The simple proof of the following quasi-monotonicity is only included for the convenience of the reader, since the corresponding result [CFPP14, Section 3.4] involves the reduction (27). In the present SUPG setting, this would require that T • is sufficiently fine. However, we stress that monotonicity (26) is sufficient for the proof and hence any further assumption on T • can, in fact, be avoided.
Lemma 4.7. For T • ∈ T N and T • ∈ refine(T • ), it holds that
Proof. With stability (25), i.e., apply (26), and discrete reliability (33), it follows that
The following lemma is a direct consequence of [CFPP14, Proposition 4.12(ii)] and [CFPP14, Lemma 4.14] (see also [BHP17, Section 4.3]). As far as the error estimator is concerned, its proof relies therefore only on stability (25), discrete reliability (33), and quasi-monotonicity (46). We note, however, that the result depends also on the socalled overlay estimate of triangulations obtained from newest vertex bisection, i.e., for all T • , T ⋆ ∈ T = refine(T 0 ), there exists a common refinement
Lemma 4.8. Let s > 0 with u As < ∞ and 0 < θ < θ opt :
The constant C > 0 depends only on s > 0, θ, C mon , C stb , C drl , and on the use of newest vertex bisection.
Proof of Theorem 4.5. The implication "⇐=" follows by definition of the approximation class (cf. [CFPP14, Proposition 4.15]). Therefore, we may focus on the converse implication "=⇒".
Without loss of generality, we may assume η ℓ (u ℓ ) > 0 for all ℓ ∈ N 0 , since otherwise there exists an index ℓ 1 ∈ N 0 with M ℓ = ∅ and the algorithm stagnates with T ℓ = T ℓ 1 and u = u ℓ for all ℓ ≥ ℓ 1 . In particular, it holds that M ℓ = ∅ for all ℓ ∈ N 0 . Adopt the notation of Lemma 4.8. For T • = T ℓ , Lemma 4.8 provides a set R ℓ ⊆ T ℓ with #R ℓ u 1/s
Linear convergence (39) yields that η ℓ (u ℓ ) q ℓ−j lin η j (u j ). Hence, it follows that
Newest vertex bisection guarantees the mesh-closure estimate
where the hidden constant depends only on #T 0 ; see [BDD04, Ste08, KPP13] . Note that
Together with the geometric series for 0 < q 1/s lin < 1, this yields that
Altogether, we thus see that
Tracking the constants in the above estimates, we reveal that
where C > 0 is the constant of Lemma 4.8. This concludes the proof.
Numerical experiments
It is a non trivial task to find suitable numerical test examples to test a FEM discretization with a SUPG stabilization. Proposals for examples with known analytical solutions do not characterize solutions of convection-dominated problems [ACF + 11], and even the standard FEM provides reasonably good solutions. A typical solution for such problems possess layers, which can be forced through changes in the boundary condition. However, such solutions can be generated only with an unknown analytical expression of the solution. Nevertheless, we consider two test examples in 2D, where the analytical solution is known, to confirm Theorem 4.4 and Theorem 4.5. For the third example, we do not know the analytical solution. All example are convection-dominated. Thus, we apply the SUPG FEM (5) with the stabilization parameter
Here, we choose p = 1 for P 1 -SUPG FEM and p = 2 for P 2 -SUPG FEM. Note that our Algorithm 4.1 is not a classical refinement algorithm known from the literature. As a refinement parameter we use θ = 1 for uniform mesh-refinement (uni.) and θ = 0.5 for adaptive mesh-refinement (ada.). We choose newest vertex bisection with three bisections for refinement. In the convergence plots the convergence order O(N −s ), s > 0, corresponds to O(h 2s ) for uniform mesh-refinement, where N is the number of elements of T • and h := max T ∈T• h T is the maximal mesh size. Therefore, the maximal possible convergence order for the error in the energy norm ||| u − u • ||| and the SUPG norm ||| u − u • ||| •,supg are O(N −1/2 ) for P 1 -SUPG FEM and O(N −1 ) for P 2 -SUPG FEM. 2 with a circular interior layer, i.e.,
For the model data, we choose ε = 10 −4 , α = (2, 3) T , and β = 2. The whole boundary ∂Ω is of Dirichlet type, i.e., ∂Ω = Γ D , and for this example homogeneous. We calculate the right-hand side f appropriately. The uniform initial mesh T 0 consists of 16 congruent triangles. Since u is smooth, we see in Figure 1 that both, uniform and adaptive meshrefinement, lead to optimal convergence behavior in the asymptotic, i.e., O(N −1/2 ) for P 1 -SUPG FEM and O(N −1 ) for P 2 -SUPG FEM. However, the absolute values of the errors for adaptive refinement are smaller because the steep circular interior layer is refined much faster. The influence of the Péclet number on the efficiency constant C eff in (20) decreases faster. We also refer to the discussion about semi-robustness and robustness of the a posteriori estimate in Remark 3.1.
5.2. Experiment with known solution with a generic singularity at the reentrant corner. We consider a classical L-shaped domain
[, and (x 1 , x 2 ) = r(cos ϕ, sin ϕ) on Ω is used as a classical example to test the performance of an adaptive algorithm. It is well known that u has a generic singularity at the reentrant corner (0, 0), which leads to u ∈ H 1+2/3−ε (Ω) for all ε > 0. For the model data we choose ε = 10 −3 , α = (2, 3) T , and β = 2. We allow mixed boundary condition with Neumann boundary on [−1, 1] × 1 and 1 × [0, 1]. Note that in extension of our model problem (1) and our theory the Dirichlet boundary is inhomogeneous to guarantee that Γ D contains the inflow boundary. We calculate the right-hand side f appropriately. The uniform initial mesh T 0 consists of 12 congruent triangles. In Figure 2 , we see the convergence rates. For uniform mesh-refinement, we get a suboptimal convergence rate of O(N −1/3 ) in the asymptotic as predicted by approximation theory. Our Algorithm 4.1 recovers the optimal convergence rates for P 1 -SUPG FEM and P 2 -SUPG FEM. . The rest of the boundary is a homogenous Dirichlet boundary. Note that this model setting fulfills exactly the requirements of the model problem (1). Since the analytical solution is unknown we plot only the estimator in Figure 3 . Furthermore, we remind that the estimator is reliable and efficient. Thus, we observe in fact the convergence rate of our numerical solution by the asymptotics of the estimator. Applying the adaptive Algorithm 4.1, we also know that our numerical solution converges with the best possible rate due to Theorem 4.4 and Theorem 4.5. As in the example in section 5.2, uniform mesh-refinement leads to suboptimal convergence rates, whereas our adaptive Algorithm 4.1 reproduces the optimal convergence rates for P 1 -SUPG FEM as well as for P 2 -SUPG FEM. In Figure 4 , we see an adaptively generated mesh T 14 and the solution. The mesh-refinement is mainly around the source, from the source in convection direction, and at the reentrant corner (0, 0).
Conclusions
The numerical method as well as the corresponding a posteriori estimators to approximate convection-dominated convection-diffusion problems must be chosen very carefully. In this work, we showed asymptotically the optimal convergence of an adaptive finite element algorithm with SUPG stabilization. Since the numerical scheme does not have a classical Galerkin orthogonality, some new ideas were implemented.
