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STABLE CENTRAL LIMIT THEOREMS FOR SUPER
ORNSTEIN-UHLENBECK PROCESSES, II
YAN-XIA REN, RENMING SONG, ZHENYAO SUN AND JIANJIE ZHAO
Abstract. This paper is a continuation of our recent paper (Elect. J. Probab. 24
(2019), no. 141) and is devoted to the asymptotic behavior of a class of supercritical
super Ornstein-Uhlenbeck processes (Xt)t≥0 with branching mechanisms of infinite sec-
ond moment. In the aforementioned paper, we proved stable central limit theorems for
Xt(f) for some functions f of polynomial growth in three different regimes. However, we
were not able to prove central limit theorems for Xt(f) for all functions f of polynomial
growth. In this note, we show that the limit stable random variables in the three differ-
ent regimes are independent, and as a consequence, we get stable central limit theorems
for Xt(f) for all functions f of polynomial growth.
1. Introduction and main result
Let d ∈ N := {1, 2, . . . } and R+ := [0,∞). Let ξ = {(ξt)t≥0; (Πx)x∈Rd} be an Rd-valued
Ornstein-Uhlenbeck process (OU process) with generator
Lf(x) =
1
2
σ2∆f(x)− bx · ∇f(x), x ∈ Rd, f ∈ C2(Rd),
where σ > 0 and b > 0 are constants. Let ψ be a function on R+ of the form
ψ(z) = −αz + ρz2 +
∫
(0,∞)
(e−zy − 1 + zy)pi(dy), z ∈ R+,
where α > 0, ρ ≥ 0 and pi is a measure on (0,∞) with ∫
(0,∞)
(y ∧ y2)pi(dy) < ∞. ψ
is referred to as a branching mechanism and pi is referred to as the Lévy measure of ψ.
Denote byM(Rd) (Mc(Rd)) the space of all finite Borel measures (of compact support) on
R
d. Denote by B(Rd,R) (B(Rd,R+)) the space of all R-valued (R+-valued) Borel functions
on Rd. For f, g ∈ B(Rd,R) and µ ∈ M(Rd), write µ(f) = ∫ f(x)µ(dx) and 〈f, g〉 =∫
f(x)g(x)dx whenever the integrals make sense. We say a real-valued Borel function f
on R+ × Rd is locally bounded if, for each t ∈ R+, we have sups∈[0,t],x∈Rd |f(s, x)| < ∞.
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For any µ ∈M(Rd), we write ‖µ‖ = µ(1). For any σ-finite signed measure µ, denote by
|µ| the total variation measure of µ.
We say that an M(Rd)-valued Hunt process X = {(Xt)t≥0; (Pµ)µ∈M(Rd)} is a super
Ornstein-Uhlenbeck process (super-OU process) with branching mechanism ψ, or a (ξ, ψ)-
superprocess, if for each non-negative bounded Borel function f on Rd, we have
Pµ[e
−Xt(f)] = e−µ(Vtf), t ≥ 0, µ ∈M(Rd),
where (t, x) 7→ Vtf(x) is the unique locally bounded non-negative solution to the equation
Vtf(x) + Πx
[ ∫ t
0
ψ(Vt−sf(ξs))ds
]
= Πx[f(ξt)], x ∈ Rd, t ≥ 0.
The existence of such super-OU process X is well known, see [8] for instance.
There have been many central limit theorem type results for branching processes,
branching diffusions and superprocesses, under the second moment condition. See [9, 11,
12] for supercritical Galton-Watson processes (GW processes), [13, 14] for supercritical
multi-type GW processes, [4, 5, 6] for supercritical multi-type continuous time branching
processes and [3] for general supercritical branching Markov processes under certain con-
ditions. Some spatial central limit theorems for supercritical branching OU processes with
binary branching mechanism were proved in [1], and some spatial central limit theorems
for supercritical super-OU processes with branching mechanisms satisfying a fourth mo-
ment condition were proved in [19]. These two papers made connections between central
limit theorems and branching rate regimes. The results of [19] were extended and refined
in [21]. Since then, a series of spatial central limit theorems for a large class of general
supercritical branching Markov processes and superprocesses with spatially dependent
branching mechanisms were proved in [22, 23, 24].
There are also central limit theorem type results for supercritical branching processes
and branching Markov processes with branching mechanisms of infinite second moment.
For earlier papers, see [2, 10]. Recently, Marks and Miloś [17] established some spatial
central limit theorems in the small and critical branching rate regimes, for some su-
percritical branching OU processes with a special stable offspring distribution. In [20],
we established stable central limit theorems for super-OU processes X with branching
mechanisms ψ satisfying the following two assumptions.
Assumption 1 (Grey’s condition). There exists z′ > 0 such that ψ(z) > 0 for all z > z′
and
∫∞
z′
ψ(z)−1dz <∞.
Assumption 2. There exist constants η > 0 and β ∈ (0, 1) such that∫
(1,∞)
y1+β+δ
∣∣∣pi(dy)− ηdy
Γ(−1− β)y2+β
∣∣∣ <∞
for some δ > 0.
It is known (see [15, Theorems 12.5 & 12.7] for example) that, under Assumption 1,
the extinction event
D := {∃t ≥ 0, such that ‖Xt‖ = 0}
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is non-trivial with respect to Pµ for each µ ∈M(Rd)\{0}. In fact, Pµ(D) = e−v¯‖µ‖, where
v¯ := sup{λ ≥ 0 : ψ(λ) = 0} ∈ (0,∞) is the largest root of ψ. Assumption 2 says that ψ
is “not too far away” from ψ˜(z) := −αz + ηz1+β near 0, see [20, Remark 1.3]. It follows
from [20, Lemma 2.2] that, if Assumption 2 holds, then η and β are uniquely determined
by the Lévy measure pi. In [20, Lemma 2.3], we have shown that, under Assumption 2, ψ
satisfies the L logL condition, i.e.,
∫
(1,∞)
y log ypi(dy) <∞. In the reminder of the paper,
we will always use η and β to denote the constants in Assumption 2. Note that δ is not
uniquely determined by pi.
The limit behavior of X is closely related to the spectral property of the OU semigroup
(Pt)t≥0 which we now recall (see [18] for more details). We use (Pt)t≥0 to denote the
transition semigroup of ξ. Define P αt f(x) := e
αtPtf(x) = Πx[e
αtf(ξt)] for each x ∈ Rd,
t ≥ 0 and f ∈ B(Rd,R+). It is known that, see [16, Proposition 2.27] for example, (P αt )t≥0
is the mean semigroup of X in the sense that Pµ[Xt(f)] = µ(P
α
t f) for all µ ∈ M(Rd),
t ≥ 0 and f ∈ B(Rd,R+). It is known that the OU process ξ has an invariant probability
on Rd
ϕ(x)dx :=
( b
piσ2
)d/2
exp
(
− b
σ2
|x|2
)
dx
which is a symmetric multivariate Gaussian distribution. Let L2(ϕ) be the Hilbert space
with inner product
〈f1, f2〉ϕ :=
∫
Rd
f1(x)f2(x)ϕ(x)dx, f1, f2 ∈ L2(ϕ).
Let Z+ := N ∪ {0}. For each p = (pk)dk=1 ∈ Zd+, write |p| :=
∑d
k=1 pk, p! :=
∏d
k=1 pk! and
∂p :=
∏d
k=1(∂
pk/∂xpkk ). The Hermite polynomials are defined by
Hp(x) := (−1)|p|e|x|2∂pe−|x|2, x ∈ Rd, p ∈ Zd+.
It is known that (Pt)t≥0 is a strongly continuous semigroup in L
2(ϕ) and its generator L
has discrete spectrum σ(L) = {−bk : k ∈ Z+}. For k ∈ Z+, denote by Ak the eigenspace
corresponding to the eigenvalue −bk, then Ak = Span{φp : p ∈ Zd+, |p| = k} where
φp(x) :=
1√
p!2|p|
Hp
(√b
σ
x
)
, x ∈ Rd, p ∈ Zd+.
In other words, Ptφp(x) = e
−b|p|tφp(x) for all t ≥ 0, x ∈ Rd and p ∈ Zd+. Moreover,
{φp : p ∈ Zd+} forms a complete orthonormal basis of L2(ϕ). Thus for each f ∈ L2(ϕ),
we have
f =
∞∑
k=0
∑
p∈Zd
+
:|p|=k
〈f, φp〉ϕφp, in L2(ϕ).(1.1)
For each function f ∈ L2(ϕ), define the order of f as
κf := inf
{
k ≥ 0 : ∃ p ∈ Zd+, s.t. |p| = k and 〈f, φp〉ϕ 6= 0
}
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which is the lowest non-trivial frequency in the eigen-expansion (1.1). Note that κf ≥ 0
and that, if f ∈ L2(ϕ) is non-trivial, then κf < ∞. In particular, the order of any
constant non-zero function is zero. For p ∈ Zd+, define
Hpt := e
−(α−|p|b)tXt(φp), t ≥ 0.
We will write H0t as Ht. For each u 6= −1, we write u˜ = u/(1 + u). We have shown in
[20, Lemma 3.2] the following:
(1.2)
For any µ ∈ Mc(Rd), (Hpt )t≥0 is a Pµ-martingale. Futhermore, if αβ˜ > |p|b,
then for every γ ∈ (0, β) and µ ∈ Mc(Rd), (Hpt )t≥0 is a Pµ-martingale bounded
in L1+γ(Pµ); thus H
p
∞ := limt→∞H
p
t exists Pµ-almost surely and in L
1+γ(Pµ).
We will write H0∞ as H∞.
Let us also recall some results from [20] before we formulate our main theorem. Denote
by P the class of functions of polynomial growth on Rd, i.e.,
P := {f ∈ B(Rd,R) : ∃C > 0, n ∈ Z+ s.t. ∀x ∈ Rd, |f(x)| ≤ C(1 + |x|)n}.
It is clear that P ⊂ L2(ϕ). Define
Cs := P ∩ Span{φp : αβ˜ < |p|b}, Cc := P ∩ Span{φp : αβ˜ = |p|b}, and
Cl := P ∩ Span{φp : αβ˜ > |p|b}.
Note that Cs is an infinite dimensional space, Cl and Cc are finite dimensional spaces, and
Cc might be empty. Define a semigroup
Ttf :=
∑
p∈Zd
+
e−
∣∣|p|b−αβ˜∣∣t〈f, φp〉ϕφp, t ≥ 0, f ∈ P,
and a family of functionals
mt[f ] := η
∫ t
0
du
∫
Rd
(− iTuf(x))1+βϕ(x)dx, 0 ≤ t <∞, f ∈ P.(1.3)
For each µ ∈ M(Rd) \ {0}, write P˜µ(·) := Pµ(·|Dc). We have shown in [20, Lemma 2.6
and Propsoition 2.7] that,
(1.4)
for each f ∈ P, there exists a (1 + β)-stable random variable ζf with character-
istic function θ 7→ em[θf ], θ ∈ R, where
m[f ] :=
{
limt→∞mt[f ], f ∈ Cs ⊕ Cl,
limt→∞
1
t
mt[f ], f ∈ P \ Cs ⊕ Cl.
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Furthermore, we proved in [20, Theorem 1.6] that
(1.5)
if µ ∈ Mc(Rd) \ {0}, fs ∈ Cs \ {0}, fc ∈ Cc \ {0} and fl ∈ Cl \ {0}, then under
P˜µ,
e−αt‖Xt‖ a.s.−−−→
t→∞
H˜∞;
Xt(fs)
‖Xt‖1−β˜
d−−−→
t→∞
ζfs;
Xt(fc)
‖tXt‖1−β˜
d−−−→
t→∞
ζfc;
Xt(fl)− xt(fl)
‖Xt‖1−β˜
d−−−→
t→∞
ζ−fl,
where H˜∞ has the distribution of {H∞; P˜µ}; ζfs, ζfc and ζ−fl are the (1 + β)-
stable random variables described in (1.4); and
xt(f) :=
∑
p∈Zd
+
:αβ˜>|p|b
〈f, φp〉ϕe(α−|p|b)tHp∞, t ≥ 0, f ∈ P.
The above result gives the central limit theorem forXt(f) if f ∈ P\{0} satisfies αβ˜ ≤ κfb.
A general f ∈ P can be decomposed as fs + fc + fl with fs ∈ Cs, fc ∈ Cc and fl ∈ Cl;
and if f ∈ P satisfies αβ˜ > κfb, then fc and fl maybe non-zero. In [20], we were not
able to establish a central limit theorem in this case. We conjectured there that the limit
random variables in (1.5) for fs ∈ Cs, fc ∈ Cc and fl ∈ Cl are independent. Once this
asymptotic independence is established, a central limit theorem for Xt(f) for all f ∈ P
would follow.
The main purpose of this note is to show that the limit random variables in (1.5) are
independent.
Theorem 1.1. If µ ∈ Mc(Rd) \ {0}, fs ∈ Cs \ {0}, fc ∈ Cc \ {0} and fl ∈ Cl \ {0}, then
under P˜µ,
S(t) :=
(
e−αt‖Xt‖, Xt(fs)‖Xt‖1−β˜
,
Xt(fc)
‖tXt‖1−β˜
,
Xt(fl)− xt(fl)
‖Xt‖1−β˜
)
(1.6)
d−−−→
t→∞
(H˜∞, ζ
fs, ζfc, ζ−fl),
where xt(fl) is defined in (1.5) with f replaced with fl; H˜∞ has the distribution of
{H∞; P˜µ}; ζfs, ζfc and ζ−fl are the (1 + β)-stable random variables described in (1.4);
H˜∞, ζ
fs, ζfc and ζ−fl are independent.
As a corollary of this theorem, we get central limit theorems for Xt(f) for all f ∈ P.
Corollary 1.2. Let µ ∈ Mc(Rd)\{0} and f ∈ P \{0}. Let f = fs+fc+fl be the unique
decomposition of f with fs ∈ Cs, fc ∈ Cc and fl ∈ Cl. Then under P˜µ, it holds that
(1) if fc = 0, then
Xt(f)− xt(f)
‖Xt‖1−β˜
d−−−→
t→∞
ζfs + ζ−fl,
where ζfs and ζ−fl are the (1 + β)-stable random variables described in (1.4), ζfs
and ζ−fl are independent;
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(2) if fc 6= 0, then
Xt(f)− xt(f)
‖tXt‖1−β˜
d−−−→
t→∞
ζfc.
where ζfc is the (1 + β)-stable random variables described in (1.4).
Here xt(f) is defined in (1.5).
2. Proof of main result
We first make some preparations before proving Theorem 1.1. For every t ≥ 0 and
f ∈ P, define
Ztf :=
∫ t
0
P αt−s
(
η(−iP αs f)1+β
)
ds, Υft :=
Xt+1(f)−Xt(P α1 f)
‖Xt‖1−β˜
.
Form [20, Theorem 3.4] we know that, for each f ∈ P, 〈Z1f, ϕ〉 is the characteristic
exponent of the limit of Υft . For g ∈ P, define Pg := {θTng : n ∈ Z+, θ ∈ [−1, 1]}. The
following generalization of [20, Proposition 3.5] will be used later in the proof of Theorem
2.3, a special case of Theorem 1.1.
Proposition 2.1. For each f, g ∈ P and µ ∈Mc(Rd), there exist C, δ > 0 such that for
all n1, n2 ∈ Z+, (fj)n1j=0 ⊂ Pf , (gj)n2j=0 ⊂ Pg and t ≥ n1 + 1, we have
(2.1)
∣∣∣P˜µ[( n1∏
k=0
eiΥ
fk
t−k−1
)( n2∏
k=0
eiΥ
gk
t+k
)]
−
( n1∏
k=0
e〈Z1fk,ϕ〉
)( n2∏
k=0
e〈Z1gk,ϕ〉
)∣∣∣ ≤ Ce−δ(t−n1).
Proof. In this proof, we fix f, g ∈ P, µ ∈Mc(Rd), n1, n2 ∈ Z+, (fj)n1j=0 ⊂ Pf , (gj)n2j=0 ⊂ Pg
and t ≥ n1 + 1. For any k1 ∈ {−1, 0, . . . , n1} and k2 ∈ {−1, 0, . . . , n2}, define
ak1,k2 := P˜µ
[( n1∏
j=k1+1
eiΥ
fj
t−j−1
)( k2∏
j=0
eiΥ
gj
t+j
)]( k1∏
j=0
e〈Z1fj ,ϕ〉
)( n2∏
j=k2+1
e〈Z1gj ,ϕ〉
)
,
where we used the convention that
∏−1
j=0 = 1. Then for all k2 ∈ {0, . . . , n2}, we have
a−1,k2 − a−1,k2−1
= P˜µ
[( n1∏
j=0
eiΥ
fj
t−j−1
)( k2∏
j=0
eiΥ
gj
t+j
)]( n2∏
j=k2+1
e〈Z1gj ,ϕ〉
)
− P˜µ
[( n1∏
j=0
eiΥ
fj
t−j−1
)( k2−1∏
j=0
eiΥ
gj
t+j
)]( n2∏
j=k2
e〈Z1gj ,ϕ〉
)
=
1
Pµ(Dc)
( n2∏
j=k2+1
e〈Z1gj ,ϕ〉
)
×
Pµ
[( n1∏
j=0
eiΥ
fj
t−j−1
)( k2−1∏
j=0
eiΥ
gj
t+j
)
(eiΥ
gk2
t+k2 − e〈Z1gk2 ,ϕ〉);Dc
]
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=
1
Pµ(Dc)
( n2∏
j=k2+1
e〈Z1gj ,ϕ〉
)
×
Pµ
[( n1∏
j=0
eiΥ
fj
t−j−1
)( k2−1∏
j=0
eiΥ
gj
t+j
)
Pµ[e
iΥ
gk2
t+k2 − e〈Z1gk2 ,ϕ〉;Dc|Ft+k2 ]
]
.
(2.2)
Therefore, there exist C0, δ0 > 0, depending only on µ and g, such that for each k2 ∈
{0, . . . , n2},
|a−1,k2 − a−1,k2−1|
(2.2)
≤ Pµ(Dc)−1Pµ
[∣∣Pµ[eiΥgk2t+k2 − e〈Z1gk2 ,ϕ〉;Dc|Ft+k2]∣∣]
[20, Proposition 3.5]
≤ C0e−δ0(t+k2).(2.3)
Notice that, for any k1 ∈ {0, . . . , n1},
ak1−1,−1 − ak1,−1
= P˜µ
[ n1∏
j=k1
eiΥ
fj
t−j−1
]( k1−1∏
j=0
e〈Z1fj ,ϕ〉
)( n2∏
j=0
e〈Z1gj ,ϕ〉
)
−
P˜µ
[ n1∏
j=k1+1
eiΥ
fj
t−j−1
]( k1∏
j=0
e〈Z1fj ,ϕ〉
)( n2∏
j=0
e〈Z1gj ,ϕ〉
)
= P˜µ
[(
eiΥ
fk1
t−k1−1 − e〈Z1fk1 ,ϕ〉) n1∏
j=k1+1
eiΥ
fj
t−j−1
]( k1−1∏
j=0
e〈Z1fj ,ϕ〉
)( n2∏
j=0
e〈Z1gj ,ϕ〉
)
=
1
Pµ(Dc)
( k1−1∏
j=0
e〈Z1fj ,ϕ〉
)( n2∏
j=0
e〈Z1gj ,ϕ〉
)
×
Pµ
[
Pµ
[
e
iΥ
fk1
t−k1−1 − e〈Z1fk1 ,ϕ〉;Dc∣∣Ft−k1−1] n1∏
j=k1+1
eiΥ
fj
t−j−1
]
.
(2.4)
Therefore, there exist C1, δ1 > 0, depending only on µ and f , such that for any k1 ∈
{0, . . . , n1},
|ak1−1,−1 − ak1,−1|
(2.4)
≤ 1
Pµ(Dc)
Pµ
[∣∣Pµ[eiΥfk1t−k1−1 − e〈Z1fk1 ,ϕ〉;Dc|Ft−k1−1]∣∣]
[20, Proposition 3.5]
≤ C1e−δ1(t−k1).(2.5)
Therefore, there exist C, δ > 0, depending only on f, g and µ, such that
LHS of (2.1) = |a−1,n2 − an1,−1| ≤
n1∑
k=0
|ak−1,−1 − ak,−1|+
n2∑
k=0
|a−1,k − a−1,k−1|
(2.3),(2.5)
≤
n1∑
k=0
C1e
−δ1(t−k) +
n2∑
k=0
C0e
−δ0(t+k) ≤ Ce−δ(t−n1). 
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The following elementary result will also be used in the proof of Theorem 2.3.
Lemma 2.2. There exists a constant C > 0, such that for any x, y ∈ R,
|(x+ y)1+β − x1+β − y1+β| ≤ C(|x||y|β + |x|β|y|).
Proof. Note that
lim
|y|→∞
(y + 1)1+β − y1+β − 1
yβ
= lim
|y|→∞
(y + 1)1+β − y1+β
yβ
= lim
|y|→∞
(
(1+
1
y
)1+β−1)y = 1+β.
Using this and continuity, we get that there exists C1 > 0 such that for all |y| ≥ 1,
|(1 + y)1+β − y1+β − 1| ≤ C1|y|β.
Note that if x = 0 or y = 0, then the desired result is trivial. So we only need to consider
the case that x 6= 0 and y 6= 0. In this case, if |x| ≥ |y|, we have
|(x+ y)1+β − x1+β − y1+β| ≤ |y|1+β
(∣∣∣(1 + x
y
)1+β
−
(x
y
)1+β
− 1
∣∣∣) ≤ C1|y||x|β;
and if |x| ≤ |y|, we have
|(x+ y)1+β − x1+β − y1+β| ≤ |x|1+β
(∣∣∣(1 + y
x
)1+β
−
(y
x
)1+β
− 1
∣∣∣) ≤ C1|x||y|β.
Combining the above, we immediately get the desired result. 
In the remainder of this section, we always fix µ ∈ Mc(Rd) \ {0}, fs ∈ Cs \ {0},
fc ∈ Cc \ {0} and fl ∈ Cl \ {0}. For any random variable Y with finite mean under Pµ,
we define
ItrY := Pµ[Y |Ft∨0]− Pµ[Y |Fr∨0], −∞ < r, t <∞.
For each t ≥ 1, we have the following decomposition.
Ifs(t) :=
Xt(fs)
‖Xt‖1−β˜
= Ifs1 (t) + I
fs
2 (t) + I
fs
3 (t)
:=
( ∑
k∈N∩[0,t−ln t]
It−kt−k−1Xt(fs)
‖Xt‖1−β˜
)
+
( ∑
k∈N∩(t−ln t,t]
It−kt−k−1Xt(fs)
‖Xt‖1−β˜
)
+
(X0(P αt fs)
‖Xt‖1−β˜
)
,
Ifc(t) :=
Xt(fc)
‖tXt‖1−β˜
= Ifc1 (t) + I
fc
2 (t) + I
fc
3 (t)
:=
( ∑
k∈N∩[0,t−ln t]
It−kt−k−1Xt(fc)
‖tXt‖1−β˜
)
+
( ∑
k∈N∩(t−ln t,t]
It−kt−k−1Xt(fc)
‖tXt‖1−β˜
)
+
(X0(P αt fc)
‖tXt‖1−β˜
)
,
Ifl(t) :=
Xt(fl)− xt(fl)
‖Xt‖1−β˜
= Ifl1 (t) + I
fl
2 (t) + I
fl
3 (t)
:=
( ∑
k∈N∩[0,t2]
It+kt+k+1xt(fl)
‖Xt‖1−β˜
)
+
( ∑
k∈N∩(t2,∞)
It+kt+k+1xt(fl)
‖Xt‖1−β˜
)
+ 0,
STABLE CLT FOR SUPER-OU PROCESSES, II 9
where xt(fl) is defined in (1.5) with f replaced with fl. For every t ≥ 1, define
Rj(t) :=
(
Ifsj (t), I
fc
j (t), I
fl
j (t)
)
, j = 1, 2, 3,
R(t) :=
( Xt(fs)
‖Xt‖1−β˜
,
Xt(fc)
‖tXt‖1−β˜
,
Xt(fl)− xt(fl)
‖Xt‖1−β˜
)
,
R0(t) =
(
Ifs0 (t), I
fc
0 (t), I
fl
0 (t)
)
:=
( ⌊t−ln t⌋∑
k=0
ΥTk f˜st−k−1, t
β˜−1
⌊t−ln t⌋∑
k=0
ΥTk f˜ct−k−1,
⌊t2⌋∑
k=0
Υ−Tk f˜lt+k
)
,
where xt(fl) is defined in (1.5) with f replaced with fl. f˜s := e
α(β˜−1)fs, f˜c := e
α(β˜−1)fc
and f˜l :=
∑
p∈N e
−(α−|p|b)〈fl, φp〉ϕφp. The following result is a special case of Theorem
1.1.
Theorem 2.3. Under P˜µ, R(t)
d−−−→
t→∞
(ζfs, ζfc, ζ−fl), where ζfs, ζfc and ζ−fl are the (1+β)-
stable random variables described in (1.4), and ζfs, ζfc and ζ−fl are independent.
Proof. In this proof, we always work under P˜µ. Note that for each t ≥ 1,
R(t) = R0(t) +
(
R1(t)− R0(t)
)
+R2(t) +R3(t).
Note that
(R1(t)−R0(t)) = (Ifs1 (t)− Ifs0 (t), Ifc1 (t)− Ifc0 (t), Ifl1 (t)− Ifl0 (t)).
In the proof of Theorem 1.6(1) in [20], we proved that Ifs1 (t)−Ifs0 (t) d−−−→
t→∞
0, Ifs2 (t)
d−−−→
t→∞
0
and Ifs3 (t)
P˜µ−a.s.−−−−→
t→∞
0. In the proof of Theorem 1.6(2) in [20], we proved that Ifc1 (t) −
Ifc0 (t)
d−−−→
t→∞
0, Ifc2 (t)
d−−−→
t→∞
0 and Ifc3 (t)
P˜µ−a.s.−−−−→
t→∞
0. In the proof of Theorem 1.6(3) in [20],
we proved that Ifl1 (t)−Ifl0 (t) d−−−→
t→∞
0 and Ifl2 (t)
d−−−→
t→∞
0. Thus we have R1(t)−R0(t) d−−−→
t→∞
(0, 0, 0), R2(t)
d−−−→
t→∞
(0, 0, 0) and R3(t)
d−−−→
t→∞
(0, 0, 0). Combining the above results and
using Slutsky’s theorem, we only need to show that, under P˜µ,
(2.6) R0(t)
d−−−→
t→∞
(ζfs, ζfc, ζ−fl).
Now we prove (2.6). Since Υft is linear in f , for each t ≥ 1,
P˜µ
[
exp
(
i
∑
j=s,c,l
I
fj
0 (t)
)]
= P˜µ
[
exp
(
i
⌊t−ln t⌋∑
k=0
Υ
Tk(f˜s+t
β˜−1f˜c)
t−k−1
)
exp
(
i
⌊t2⌋∑
k=0
Υ−Tk f˜lt+k
)]
.
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Using Proposition 2.1 with f = f˜s+ t
β˜−1f˜c and g = −f˜l, we get that there exist C1, δ1 > 0
such that for every t ≥ 1,
∣∣∣P˜µ[ exp (i ∑
j=s,c,l
I
fj
0 (t)
)]
− exp
( ⌊t−ln t⌋∑
k=0
〈Z1(Tk(f˜s + tβ˜−1f˜c)), ϕ〉
)
exp
( ⌊t2⌋∑
k=0
〈Z1(−Tkf˜l), ϕ〉
)∣∣∣
≤ C1e−δ1(t−⌊t−ln t⌋).
We claim that
lim
t→∞
exp
( ⌊t−ln t⌋∑
k=0
〈Z1(Tk(f˜s + tβ˜−1f˜c)), ϕ〉
)
exp
( ⌊t2⌋∑
k=0
〈Z1(−Tkf˜l), ϕ〉
)
(2.7)
= exp(m[fs] +m[fc] +m[−fl]).
Given this claim, we have
P˜µ
[
exp
(
i
∑
j=s,c,l
I
fj
0 (t)
)]
−−−→
t→∞
exp(m[fs] +m[fc] +m[−fl]).
Since I
fj
0 (t) are linear in fj ∈ Cj(j = s, c, l), replacing fj with θjfj , we immediately get
(2.6).
Now we prove the claim (2.7). For every f ∈ Cs ⊕ Cc and n ∈ Z+,
n∑
k=0
〈Z1Tkf˜ , ϕ〉 =
n∑
k=0
∫ 1
0
〈P αu (η(−iP α1−uTkf˜)1+β), ϕ〉du
=
n∑
k=0
∫ 1
0
eαu〈η(−iP α1−uTkf˜)1+β, ϕ〉du
=
n∑
k=0
∫ 1
0
〈η(−iTk+1−uf)1+β, ϕ〉du =
∫ n+1
0
〈η(−iTuf)1+β, ϕ〉du = mn+1[f ],
where f˜ = eα(β˜−1)f . Therefore, for any t ≥ 1,
(2.8)
⌊t−ln t⌋∑
k=0
〈Z1Tk(f˜s + tβ˜−1f˜c), ϕ〉 = η
∫ ⌊t−ln t⌋+1
0
〈(− iTu(fs + tβ˜−1fc))1+β, ϕ〉du.
Note that for each u ≥ 0, Tufc = fc. Also note that according to Step 1 in the proof of
[20, Lemma 2.6], there exist δ > 0 and h ∈ P (depending only on fs) such that for each
u ≥ 0, |Tufs| ≤ e−δuh. It follows from Lemma 2.2 that there exists C > 0 such that for
all u ≥ 0 and t ≥ 0,
|(−i(Tufs + tβ˜−1Tufc))1+β − (−iTufs)1+β − (−itβ˜−1Tufc)1+β|
= | − i|1+β |(Tuf + tβ˜−1Tufc)1+β − (Tufs)1+β − (tβ˜−1Tufc)1+β|
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Lemma 2.2≤ C(t− β1+β |Tufs||Tufc|β + t−
1
1+β |Tufs|β|Tufc|)
≤ C(t− β1+β e−δuh|fc|β + t−
1
1+β e−δβuhβ |fc|).(2.9)
This means that there exists C1 > 0 such that for all t ≥ 1,∣∣∣( ⌊t−ln t⌋∑
k=0
〈Z1Tk(f˜s + tβ˜−1f˜c), ϕ〉
)
−m⌊t−ln t⌋+1[fs]− 1
t
m⌊t−ln t⌋+1[fc]
∣∣∣
(2.8),(1.3)
≤
∣∣∣η ∫ ⌊t−ln t⌋+1
0
〈(− iTu(fs + tβ˜−1fc))1+β , ϕ〉du−
η
∫ ⌊t−ln t⌋+1
0
〈(−iTufs)1+β, ϕ〉du− η
∫ ⌊t−ln t⌋+1
0
〈(−iTufc)1+β , ϕ〉du
∣∣∣
(2.9)
≤ C1
∫ ⌊t−ln t⌋+1
0
〈t− β1+β e−δuh|fc|β + t−
1
1+β e−δβuhβ|fc|, ϕ〉du
≤ C1t−
β
1+β 〈h|fc|β, ϕ〉
∫ ∞
0
e−δudu+ C1t
− 1
1+β 〈hβ|fc|, ϕ〉
∫ ∞
0
e−δβudu
−−−→
t→∞
0.
Combining this with (1.4), we get that
(2.10) lim
t→∞
exp
( ⌊t−ln t⌋∑
k=0
〈Z1Tk(f˜s + tβ˜−1f˜c), ϕ〉
)
= exp(m[fs] +m[fc]).
Also note that according to the Step 1 in the Proof of Theorem 1.6.(3) in [20], we have
(2.11) lim
t→∞
exp
( ⌊t2⌋∑
k=0
〈Z1(−Tkf˜l), ϕ〉
)
= exp(m[−fl]).
Thus the desired claim follows from (2.10) and (2.11). 
Proof of Theorem 1.1. We first recall some facts about weak convergence which will be
used later. For f : Rd 7→ R, let
‖f‖L := sup
x 6=y
|f(x)− f(y)|
|x− y|
and ‖f‖BL := ‖f‖∞ + ‖f‖L. For any probability distributions µ1 and µ2 on Rd, define
d(µ1, µ2) := sup
{∣∣∣ ∫ fdµ1 − ∫ fdµ2∣∣∣ : ‖f‖BL ≤ 1}.
Then d is a metric. It follows from [7, Theorem 11.3.3] that the topology generated by
d is equivalent to the weak convergence topology. Using the definition, we can easily
see that, if µ1 and µ2 are the distributions of two R
d-valued random variables X and Y
respectively, defined on same probability space then
d(µ1, µ2) ≤ E|X − Y |.(2.12)
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In this proof, let us fix µ ∈ Mc(Rd) \ {0}, fs ∈ Cs \ {0}, fc ∈ Cc \ {0} and fl ∈ Cl \ {0}.
Recall that S(t) (t ≥ 0) is given by (1.6). For every r, t > 0, let
S(t, r) :=
(
e−αt‖Xt‖, Xt+r(fs)‖Xt+r‖1−β˜
,
Xt+r(fc)
‖(t+ r)Xt+r‖1−β˜
,
Xt+r(fl)− xt+r(fl)
‖Xt+r‖1−β˜
)
,
and
S˜(t, r) =
(
e−α(t+r)‖Xt+r‖ − e−αt‖Xt‖, 0, 0, 0
)
,
where, for any t > 0, xt(fl) is defined in (1.5) with f replaced with fl. Then S(t + r) =
S(t, r) + S˜(t, r). We claim that
(2.13)
for each t > 0, under P˜µ, we have
S(t, r)
d−−−→
r→∞
(H˜t, ζ
fs, ζfc, ζ−fl),
where H˜t has the distribution of {e−αt‖Xt‖; P˜µ}, ζfs, ζfc and ζ−fl are the (1+β)-
stable random variables described in (1.4), and H˜t, ζ
fs, ζfc and ζ−fl are indepen-
dent.
For every r, t ≥ 0, let D(r) and D(r, t) be the distributions of S(r) and S(t, r)
under P˜µ respectively; let D˜(t) and D be the distributions of (H˜t, ζfs, ζfc, ζ−fl) and
(H˜∞, ζ
fs, ζfc, ζ−fl), respectively. Then for each γ ∈ (0, β), there exist constant C > 0
such that for every t > 0,
lim
r→∞
d(D(t+ r),D)
triangle inequality
≤ lim
r→∞
(
d
(D(t+ r),D(t, r))+ d(D(t, r), D˜(t))+ d(D˜(t),D))
(2.12)
≤ lim
r→∞
P˜µ[|S(t+ r)− S(t, r)|] + lim
r→∞
d
(D(t, r), D˜(t))+ P˜µ[|Ht −H∞|]
(2.13)
≤ lim
r→∞
P˜µ[|Ht −Ht+r|] + P˜µ[|Ht −H∞|]
Hölder inequality
≤ lim
r→∞
Pµ(D
c)−1(‖Ht −Ht+r‖L1+γ(Pµ) + ‖Ht −H∞‖L1+γ(Pµ))
[20, Lemma 3.3]
≤ Ce−αγ˜t.(2.14)
Therefore,
lim
r→∞
d
(D(r),D) = lim
t→∞
lim
r→∞
d
(D(t+ r),D) (2.14)≤ lim
t→∞
Ce−αγ˜t = 0.
The desired result now follows immediately.
Now we prove the claim (2.13). For every r, t > 0, let
θ, θs, θc, θl ∈ R 7→ k(θ, θs, θc, θl, r, t)
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be the characteristic function of S(t, r) under P˜µ. Then for each θ, θs, θc, θl ∈ R and
r, t > 0,
k(θ, θs, θc, θl, r, t) = P˜µ
[
exp
(
iθe−αt‖Xt‖+ A(θs, θc, θl, r, t,∞)
)]
bounded convergence
= lim
u→∞
1
Pµ(Dc)
Pµ
[
exp
(
iθe−αt‖Xt‖+ A(θs, θc, θl, r, t, u)
)
;Dc
]
,(2.15)
where for each u ∈ [0,∞],
A(θs, θc, θl, r, t, u)
:= iθs
Xt+r(fs)
‖Xt+r‖1−β˜
+ iθc
Xt+r(fc)
‖(t+ r)Xt+r‖1−β˜
+ iθl
Xt+r(fl)− Pµ[xt+r(fl)|Fu]
‖Xt+r‖1−β˜
(1.2)
= iθs
Xt+r(fs)
‖Xt+r‖1−β˜
+
iθc
(t + r)1−β˜
Xt+r(fc)
‖Xt+r‖1−β˜
+
iθl
Xt+r(fl)−
∑
p∈Zd
+
:αβ˜>|p|b e
(α−|p|b)(t+r)e−(α−|p|b)uXu(φp)
‖Xt+r‖1−β˜
.
(2.16)
Now for each t > 0, we get
lim
r→∞
k(θ, θs, θc, θl, r, t)
(2.15)
= lim
r→∞
lim
u→∞
1
Pµ(Dc)
Pµ
[
exp{iθe−αt‖Xt‖}1‖Xt‖>0Pµ[exp{A(θs, θc, θl, r, t, u)}1Dc|Ft]
]
(2.16), Markov property
= lim
r→∞
lim
u→∞
1
Pµ(Dc)
Pµ
[
exp{iθe−αt‖Xt‖}1‖Xt‖>0 ×
PXt
[
exp
{
A
(
θs, θc
( r
t+ r
)1−β˜
, θl, r, 0, u− t
)}
1Dc
]]
bounded convergence
= lim
r→∞
Pµ
[
exp{iθe−αt‖Xt‖}1‖Xt‖>0
PXt(D
c)
Pµ(Dc)
×
P˜Xt
[
exp
{
A
(
θs, θc
( r
t+ r
)1−β˜
, θl, r, 0,∞
)}]]
.
Theorem 2.3
= Pµ
[
exp{iθe−αt‖Xt‖}1‖Xt‖>0
PXt(D
c)
Pµ(Dc)
]( ∏
j=s,c
exp{m[θjfj ]}
)
exp{m[−θlfl]}
= P˜µ[exp{iθe−αt‖Xt‖}]
( ∏
j=s,c
exp{m[θjfj ]}
)
exp{m[−θlfl]}. 
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