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A few bubbles in a glass
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I briefly review a recent series of papers putting forward a coarse-grained theoretical approach
to the physics of supercooled liquids approaching their glass transition. After a suitable coarse-
graining, the dynamics of the liquid is replaced by that of a mobility field, which can then be
analytically treated. The statistical properties of the mobility field then determine those of the liquid.
Thermodynamic, spatial, topographic, dynamic properties of the liquid can then be quantitatively
described within a single framework, and derive from the existence of an underlying dynamic critical
point located at zero-temperature, where timescales and lengthscales diverge.
PACS numbers: 05.20.Jj, 05.70.Jk, 64.70.Pf
I. WHY DO GLASSES EXIST?
One of the peculiarities of the field of glass transition
phenomena is that the object of study itself was already
known to mankind thousands of years ago. Therefore,
obtaining the material to be studied is straightforward,
and Nature itself produces abundant quantities of amor-
phous solids [1, 2, 3]. The point is rather to understand
why glasses exist. What is the microscopic mechanism
that produces glassy materials? Does a glass state truly
exist? Can one describe the glass formation in theoreti-
cal terms similar to the ones used for other cooperative
phenomena, such as continuous phase transitions?
Experiments performed on liquids supercooled through
their melting transition towards the glass transition have
characterized static and dynamic aspects in much detail,
so that a number of “canonical features” associated to
the formation of glasses are well-known [3]: broad relax-
ation patterns, extremely fast increase of relaxation times
when temperature is decreased, non-conventional hydro-
dynamics, dynamic heterogeneity, all phenomena being
accompanied by no drastic change in the structure of the
material that simply resembles that of a normal liquid.
In a recent series of paper [4, 5, 6, 7, 8, 9, 10, 11, 12,
13, 14, 15], it was shown that all these phenomena can
be explained within a relatively simple and unique frame-
work after a suitable coarse-graining mapping the density
field to a mobility field. After coarse-graining, the system
becomes simple enough that the statistical properties of
the mobility field can be worked out in an essentially non-
mean-field manner, yielding analytical results and a set
of quantitative predictions. The physics is qualitatively
explained in terms of non-trivial spatio-temporal corre-
lations of the mobility field, that have been called bub-
bles. Analytical results suggest that these fluctuations
are critical in the sense that they reflect the presence of
a zero-temperature dynamic critical point where length-
scales and timescales diverge, which was therefore pro-
posed to be responsible for the experimentally observed
glass transition.
The paper is organized as follows. We first explain how
the dynamics of supercooled liquids is mapped onto a mo-
bility field exhibiting non-trivial spatio-temporal correla-
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FIG. 1: A piece of trajectory of six randomly chosen probe
molecules in one of the coarse-grained models discussed in
this paper. Molecules are caged for long periods of time (hor-
izontal lines) before hopping and becoming trapped again.
Note that two molecules coming sufficiently close to one an-
other have correlated dynamics. At a given time step, some
molecules are hopping while others are trapped, and the sys-
tem is therefore dynamically heterogeneous.
tions. We then show that the presence of these dynamic
bubbles is sufficient to qualitatively explain the physics.
We finally show that bubbles are the direct manifesta-
tion of dynamic critical fluctuations that can be analyzed
through the renormalization group.
II. FROM MOLECULES TO BUBBLES
A. Coarse-graining
Traditionally, simple liquids are described in terms of
the density field,
ρ(x, t) =
N∑
i=1
δ
(
x− xi(t)
)
, (1)
2where xi(t) is the position of particle i ∈ {1, · · · , N}
at time t. This is because the structure of the liquid
can be expressed in terms of various density correlators,
whose analytical treatment can be found in classic text-
books [16]. When the temperature of a supercooled liq-
uid is decreased towards the glass temperature, the static
structure barely evolves despite dramatic changes in the
particles’ dynamics, indicating that standard liquid the-
ory might be of modest utility here.
An amorphous solid is obtained when the diffusion
constant of the particles becomes unmeasurably small.
Above the glass transition, however, diffusion holds at
sufficiently large time and length scales. A closer inspec-
tion of the particles’ trajectories reveals the specificities
of supercooled liquids, see Fig. 1. On timescales of the or-
der of the relaxation time, τα, trajectories do not resem-
ble a classic random walk. Rather, particles are immobile
for long periods of time, before diffusing and eventually
being stuck again. In the traditional jargon, particles are
“caged”, or “trapped”, before “hopping”. This leads to a
two-step decay of dynamic correlators, corresponding to
a fast “rattling” of the particles within their cages, and a
much slower decay corresponding to the “structural” de-
cay of the liquid associated to hopping. Explaining this
two-step decay, and elucidating the properties of both
processes is the main theoretical task in the field.
The main idea of the approach described in this paper
is to map the density field, ρ(x, t), to a mobility field,
ϕ(x, t). The mapping is illustrated in Fig. 2, where the
trajectories of Fig. 1 are superposed to the dynamics of
a binary mobility field, ϕ(x, t) = 0, 1. A particle im-
mersed in a sea of immobility (white) does not move, it
is caged. A particle can move when sitting on a mobile
region, or “defect” (black). It turns out that the dy-
namics of ϕ(x, t) can be empirically determined, leading
to well-defined, solvable models from which predictions
can be made. The obtained theory does not start from
first-principles, but it allows one to address analytically
all desired aspects of the physics. Comparison to exper-
iments or simulations provides then the necessary check
of the correctness of the approach.
Schematically, the mobility field can be obtained via a
temporal and spatial coarse-graining [4],
ϕ(x, t) = 1−
1
Vx
∫
Vx
ddx′
(
ρ(x′, t)ρ(x′, t+ δt)− 〈ρ〉2
〈ρ2〉 − 〈ρ〉2
)
,
(2)
so that ϕ(x, t) ≈ 0 if the local mobility is low, ϕ(x, t) ≈ 1,
otherwise. The coarse-graining procedure makes use of
a volume Vx ∼ ξds centered in x, where d is the space
dimensionality, and ξs is the static correlation length as
given by the structure factor, and a microscopic time
scale, δt, of the order of ps. Doing so, we lose track of
the fast vibrational properties of the liquid, which are
thought to be irrelevant for the glass transition problem.
In that sense, the approach is close in spirit to inher-
ent structure studies where real trajectories are mapped
onto local minima of the potential energy surface, also
FIG. 2: From molecules to bubbles. The molecular trajec-
tories of Fig. 1 are superposed with the trajectory of an un-
derlying binary mobility field. Black denotes mobile regions,
ϕ = 1, white immobile ones, ϕ = 0.
removing fast vibrations, see Refs. [17, 18, 19].
Note finally that more complex, e.g. vectorial, mobility
field can be defined, in order to capture a possible local
anisotropy of the dynamic facilitation [20]. Persistence or
absence of directionality of the dynamic constraint can
be shown to lead to fragile and strong behaviours, as
analyzed in detail in Ref. [4].
B. Link with kinetically constrained models
After coarse-graining, Eq. (2), the properties of the
mobility field ϕ(x, t) remain to be described. Here, two
phenomenological assumptions are made.
(i) Since dynamics at low temperature is very slow, it is
natural to expect that 〈ϕ(x, t)〉 ≪ 1 at low temperatures.
Therefore, the simplest choice is to assume that mobile
regions are so sparse that they do not interact. Thermo-
dynamics is then assumed to be that of a non-interacting
gas of point defects of mobility.
(ii) The time evolution of ϕ(x, t) makes use of the con-
cept of dynamic facilitation, introduced long ago [21, 22].
It is assumed that a region can evolve, and therefore sat-
isfy ∂tϕ 6= 0, if and only if surrounded by regions of high
mobility. The simplest rule is to assume that
∂ϕ(x, t)
∂t
∝
∫
∂Vx
ddx′ ϕ(x′, t), (3)
where the integral is performed over the volume ∂Vx sur-
rounding, but excluding, position x. More complex rules
can of course be envisaged [23, 24].
It is now obvious that this approach is close to the
kinetically constrained views put forward some twenty
years ago in two seminal papers [21, 22]. The connection
is immediate if one wants to define the simplest lattice
model making use of coarse-graining and assumptions (i)
and (ii) described above. Assumption (i) leads to H =
3FIG. 3: The mobility field of Fig. 2 is shown without the
molecule trajectories. We are left with compact domains of
immobility (white surfaces, the “bubbles” mentioned in the ti-
tle of the paper), delimited by excitation lines shown in black.
∑
i ϕi, with binary variables ϕi = 0, 1, living on a regular
lattice, and (ii) implies that ϕi ↔ (1−ϕi) if and only if at
least one of the neigbours of site i is mobile,
∑′
j ϕj > 0,
where the sum is over nearest neighbours. This model is
precisely one of the models defined by Fredrickson and
Andersen (FA) in Ref. [21]. The pictures presented in
Figs. 1 and 2 are obtained in the d = 1 version of the
FA model. The trajectories of the probe molecules are
implemented as in Ref. [5].
III. CANONICAL FEATURES REVISITED
We now forget about the molecules composing the
fluid, and consider instead the mobility field, ϕ(x, t). In
this section, we show how the dynamical behaviour of ϕ
alone can lead to a good understanding of the physics of
supercooled liquids and we shall therefore discuss Fig. 3.
At this stage, it is crucial to note that as far as quali-
tative physics is discussed, the d = 1 models are just as
good as d = 3 ones since it is known that physics is un-
altered if dimensionality or other details like the form of
kinetic constraint are changed [24]. Of course, these fea-
tures become crucial when quantitative comparisons to
experiments or simulations are made [4, 6]. This modest
influence of dimensionality applies to the coarse-grained
models only, and we do not expect d = 1 liquids to be-
have as, say, the d = 1 FA model. This is because even
d = 1 models are empirically defined from observations
made in three-dimensional supercooled liquids.
In Fig. 3, one observes diffusion, creation and coagula-
tion of mobility defects [7]. Therefore, trajectories look
like a mixture of compact domains of immobility (white
domains in Fig. 3), separated by excitation lines (black
lines). These white domains are the bubbles mentioned
in the title of the paper. We now list a number of canon-
ical features that directly and generically follow from the
bubble structure of the trajectories of the mobility field.
A. (Super-)Activated dynamical slowing down
From the trajectories of the molecules shown in Fig. 2,
it it evident that the mean temporal extension of the
bubbles represents a good measure of the structural re-
laxation time of the system, usually noted τα(T ), where
T is the temperature. In terms of the mobility field, a
natural correlator is the local persistence, P (x, t), from
which τα can be readily evaluated [8]. It is found that
τα(T ) rapidly increases when T is decreased. In the sim-
ple case of the d = 1 FA model, Arrhenius behaviour
is found, while super-Arrhenius behaviour can be found
in more constrained models [24]. The dynamical slow-
ing down results from the fact that mobility is locally
needed to facilitate the dynamics, but the mean mobility
decreases at T decreases. Note the essentially non-mean-
field character of this mechanism for relaxation that relies
on local fluctuations of the mobility which will be hardly
captured by mean-field treatments [25].
B. Broad distributions of relaxation times
From Fig. 3, it is evident that the time extension of the
bubbles is very broadly distributed, with small bubbles
coexisting in space with very large ones. Calculations
show that the time decay of 〈P (x, t)〉 is described, at low
temperatures, by a stretched exponential form [7, 8],
〈P (x, t)〉 = exp
[
−
(
t
τα(T )
)β]
, (4)
where the stretching exponent is constant, β = 1/2, for
the d = 1 FA model, but can be temperature dependent
in more constrained dynamics. Therefore, the commonly
used stretched exponential form (4) is a natural conse-
quence of the spatial heterogeneity observed in Fig. 3.
Moreover, detailed studies of the distributions of relax-
ation times reveal many additional features at interme-
diate times or temperatures, that compare well to simu-
lations and experiments [6, 9].
C. Thermodynamics
In this approach, thermodynamics is trivially given by
that of a non-interacting gas of point defects. For the FA
Hamiltonian, one gets the mean mobility
c(T ) ≡ 〈ϕ〉 =
1
1 + exp(1/T )
, (5)
and the free energy, f(T ) = −T ln
(
1 + e−1/T
)
.
4A traditional quantity characterizing the loss of ergod-
icity taking place experimentally at the glass tempera-
ture, Tg, is the jump in specific heat ∆Cp. The configura-
tional contribution to this jump can be readily estimated
within this approach from the free energy,
∆Cp(Tg) ≈
(
J
Tg
)2
N c(Tg), (6)
where J sets the energy scale of the non-interacting
Hamiltonian, and N ∝ Vx is the number of molecules
that contribute to enthalpy fluctuations per mobile cell,
cf Eq. (2). This shows that the concentration of mobile
regions at c(T ) plays again the key role, since the jump
in specific heat is given in this approach by the number
of defects that freeze at Tg. Formula (6) was success-
fully used in Ref. [4] to analyze experimental data for
the jump in specific heat. Other thermodynamic aspects
of supercooled liquids remain to be studied within this
approach.
D. Topography of the potential energy surface
The potential energy surface of glass-forming liquids
is an object of study which attracted a lot of attention
in recent years [2]. It was shown in Ref. [10] that the
kinetically constrained approach reviewed here is instead
characterized by a trivial potential energy surface. How-
ever, this highly dimensional space is associated to a
non-trivial metric so that displacements are performed,
at low temperatures, along its geodesics which may be
highly non-trivial. In physical terms, this implies once
more that dynamical trajectories capture the specifici-
ties of the physics, which are ignored if only the statics
is considered.
A detailed analysis of local minima and saddles of the
potential energy surface of kinetically constrained models
was performed in Refs. [8, 9], based on the analysis of tra-
jectories similar to Fig. 3. The results are in nice agree-
ment with known numerical studies of molecular liquids.
This analysis provides therefore a consistent physical in-
terpretation in the “real space” of the topography found
numerically in liquids. Interestingly, this interpretation
contradicts on several key aspects the current popular
views of the mechanisms of relaxation of supercooled liq-
uids, see Ref. [9] for a more exhaustive description.
In particular, it was found that reports of several
changes of mechanisms supposedly arising at the so-
called “mode-coupling singularity temperature”, Tc [26],
in fact result from a biased interpretation of numerical
data, as already discussed by several groups [3, 27, 28, 29,
30]. These results cast some doubts on the existence of a
physically meaningful crossover temperature Tc defined
from a quantitative use of the mode-coupling theory of
the glass transition, and indicate that the topographic
“confirmations” of a change of mechanism of diffusion
near Tc might be spurious.
Similarly, it is found that the configurational entropy
is always a positive quantity for all T > 0 [31]. Therefore
there is no Kauzmann temperature, TK > 0, where the
configurational entropy vanishes. However, the shape of
Sc(T ) explains in simple terms why numerical or exper-
imental extrapolations might lead to an apparent finite
Kauzmann temperature. In this view, the “Kauzmann
paradox” arises simply because an invalid extrapolation
is performed.
E. Spatially heterogeneous dynamics
Dynamics in Fig. 3 is evidently spatially heteroge-
neous. The fact that kinetically constrained models
are heterogeneous was noted long ago by Harrowell and
coworkers [32, 33, 34, 35].
First, it is obvious that different parts of the same sys-
tem possess, at a given time, very different dynamics.
Secondly, it is clear that two sites belonging to the same
bubble have similar dynamics, while two sites belong-
ing to far away bubbles don’t. This implies the exis-
tence of spatial dynamical correlations, and therefore of
a dynamic correlation length, ℓ(T ), which is given by the
mean spatial extension of the bubbles. These correla-
tions can be quantified through the following dynamic
structure factor [7, 9],
S(q, t) =
∫
ddx eiq·x
[
〈P (0, t)P (x, t)〉 − 〈P (x, t)〉2
]
, (7)
which quantifies spatial correlations of the local dynam-
ics. This structure factor is built from two-time, two-
point objects, and appears to be the minimal correlator
to study bubbles, which are indeed spatio-temporal do-
mains.
In the d = 1 FA model, it is found that ℓ(T ) ∼
c−1(T ), while more complex scaling forms can be ob-
tained in other models [6, 11, 12]. Again, features such as
“stringy” clusters [36], increasing “four-point” suscepti-
bilities [37], non-Gaussian particle displacements [38, 39],
or results from single molecule experiments [40] can be
easily accounted for by a detailed analysis of Fig. 3, see
Refs. [6, 7, 11, 12, 13].
As a single concrete example, we present in Fig. 4
experimental data obtained by Vidal-Russel and Is-
raeloff [41]. In this experiment, time series of molecular
polarizations are recorded with an AFM tip. This means
that the dynamics of a very small volume is accessed,
typically (20 nm)3 [41]. Translated in our language, this
experimental setup probes fluctuations at the scale of a
few bubbles. The full lines in Fig. 4 are a fit using the
distribution of relaxation times found in kinetically con-
strained spin models,
π(t) =
1
τα(T )N
(
t
τα(T )
)β−1
exp
[
−
(
t
τα(T )
)β]
, (8)
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FIG. 4: The points are distributions of flipping times for
the molecular polarizations in supercooled polyvinylacetate
recorded at the nanometer scale with an AFM tip by Vidal-
Russel and Israeloff [41]. The full lines are theoretical fits
using Eq. (8) derived from the theoretical approach discussed
in this paper which perform much better than the original
phenomenological fit used in [41].
where N normalizes the distribution,
∫
dt π(t) = 1. It is
interesting to note that the power law prefactor was omit-
ted in the original experimental paper, but is necessary
for a successfull fit of the whole experimental distribu-
tions [8].
F. Decoupling and diffusion
We end our short tour of the phenomenology of super-
cooled liquids with the phenomenon of decoupling, which
attracted a lot of attention in the last decade. It was
indeed discovered at the beginning of the 90’s that the
temperature dependences of various dynamic measures
of the relaxation time of a given liquid do not necessarily
coincide. In particular, viscosity, η ∼ τα, and diffusion
constant, D, have temperature dependences which result
in a breakdown of the phenomenological Stokes-Einstein
relation between these two quantities [42, 43, 44].
Once again, Fig. 2 provides a simple explanation of this
result, as was in explained in full detail in Ref. [5]. We
observe indeed that once trapped, it takes a long time
to particles to start to move, which happens when they
are hit by a diffusing defect. However, once in move-
ment, particles can make several moves very rapidly be-
cause they might be “advected” by the diffusing defects.
Schematically, this means that a major bottleneck for dif-
fusion is the first move, but once in movement diffusion
takes place on a much shorter time scale. Since viscosity
is roughly associated to the first move, while diffusion
averages over many, decoupling naturally follows.
Quantitatively, it is found for the d = 1 FA model that
τα(T ) ∼ c−3(T ), while D(T ) ∼ c2(T ), so that the prod-
uct Dτα is not constant but rapidly increases when T
decreases, as found in experiments. Quantitative predic-
tions for d = 3 systems of various fragilities can also be
found in Ref. [5].
This decoupling phenomenon is again a direct conse-
quence of the structure of trajectories shown in Fig. 3.
Note that decoupling might arise even in a case where
distributions of time scales do not broaden as T de-
creases. In the d = 1 FA model, for instance, π(t, T ) =
Π(t/τα(T )). This directly contradicts the naive argu-
ment very often put forward that since D and η corre-
spond to different averages, respectively to 〈t−1〉 and 〈t〉,
over broader and broader distributions, they have differ-
ent T -dependences [45]. This is actually a crucial point
since it may help to discriminate various approaches. Ex-
perimentally, decoupling is indeed found in a system for
which distributions do not broaden [44].
Finally, note that naive dimensional analysis using the
Stokes-Einstein relation allows one to define a “Stokes”
length scale, a, via [43, 46]
a ∼
T
Dη
, (9)
which decreases when T decreases. This is apparently
puzzling since spatial correlations increase when T de-
creases. In fact, it was recently showed by a statistical
treatment of the trajectories shown in Fig. 1 that a differ-
ent dimensional analysis in fact holds [13]. Since η ∼ τα,
it is possible to define a “diffusive” length scale, ℓ⋆, as [13]
ℓ⋆ ∼
√
Dη, (10)
which increases when T decreases. This length scale has
a simple physical meaning [13]: it is the length scale be-
yond which Fickian diffusion holds. This new length scale
was recently observed in a numerical experiment of an
atomistic supercooled liquid [47], and experimentally in
supercooled liquid TNB [48].
IV. THE ZERO-TEMPERATURE DYNAMIC
CRITICAL POINT
The previous section was mainly qualitative since we
discussed physics from a “pictorial” point of view, in or-
der to convince readers that the bubble picture shown
in Fig. 3 contains interesting physical informations when
thoroughly analyzed.
In order to get a quantitative theory on top of a pleas-
ant physical scenario, one has to arrive at quantitative
predictions for three-dimensional systems. In this ap-
proach, this means being able to solve d = 3 coarse-
grained kinetically constrained models. Moreover, exact
solutions of simple models have always played an inspir-
ing role in statistical mechanics in general, the literature
of glassy systems being no exception.
Recently, the d = 3 version of the FA model described
above was studied using a dynamic field-theoretic ap-
proach [11, 12]. This approach is justified since we al-
ready mentioned several times that the physics in these
6models is governed by increasing time and length scales,
so that a continuous field theory can a priori prove use-
ful. Moreover, the bubbles discussed above are the re-
sult of a reaction-diffusion type of process in terms of
the point defects of mobility. Reaction-diffusion prob-
lems are usually described field-theoretically, the large
scale properties being studied using the renormalization
group [49]. This is the path followed in Refs. [11, 12].
In d = 1, however, the problem can instead be mapped
to interacting quantum spins, and again be studied with
real space renormalization procedures [14].
In d = 3, the problem is solved in two steps. First,
one has to derive a continuous field theory describing the
physics. This is done using standard techniques, starting
from a discrete master equation for the mobility, and
ending with a continuous action. For a non-conserved
mobility field, and a dynamic constraint as in Eq. (3),
one gets the following action,
S[ϕ¯, ϕ, t0] =
∫
ddx
∫ t0
0
dt
ϕ¯(∂t −D0∇2 − κ(m)0 )ϕ
+ϕ¯ϕ(λ
(1)
0 + ν
(1)
0 ∇
2)ϕ+ ϕ¯ϕ(λ
(2)
0 + ν
(2)
0 ∇
2)ϕ¯ϕ
−ϕ¯ϕ(κ
(v)
0 + σ0∇
2)ϕ¯
, (11)
In this expression, ϕ(x, t) can be thought of as a conti-
nous mobility field, while ϕ¯(x, t) stands for its conjugated
response field. Several coupling constants have also been
introduced, see [11]. Since the hypothesis to derive (11)
are the same as in the FA model, we expect that both
models belong to the same universality class.
The large scale properties of the action are then ana-
lyzed in detail. The action (11) has the form of a single
species branching and coalescing diffusion-limited reac-
tion with additional momentum dependent terms [49].
By integrating out the response field, a Langevin equa-
tion for the evolution of ϕ is obtained. This equation
has a critical point at c = 0, i.e. T = 0, describ-
ing the crossover from an exponential decay of mobil-
ity at finite c, i.e. T > 0, to an algebraic decay at
c = 0. In the absence of noise, corresponding to ne-
glecting terms quadratic in ϕ¯, (11) admits the Gaussian
exponents (νG⊥ , ν
G
‖ , β
G) = (12 , 1, 1). Here ν⊥ and ν‖ con-
trol the growth of spatial (ξ⊥) and temporal (ξ‖) length
scales near criticality, ξ⊥ ∼ c−ν⊥ and ξ‖ ∼ c
−ν‖ , while
β governs the long-time scaling of the energy density,
n ∼ cβ.
These Gaussian power laws are modified by fluctua-
tions which are treated using the RG. It is found that
the critical point remains at c = 0. There is thus no
finite temperature phase transition. Dimensional analy-
sis shows that the upper critical dimension of the model
is dc = 4. For d ≤ 4 fluctuations are accounted by
studying the behaviour of the effective couplings. For
1 < d ≤ 4, all interaction terms in (11) except for λ(1)
and κ(v) are irrelevant. It follows that our system is de-
scribed for intermediate length and time scales by the
directed percolation (DP) critical point and its associ-
ated power laws [49]. To order ǫ = dc − d they are
(ν⊥, ν‖, β) = (
1
2 +
ǫ
16 , 1 +
ǫ
12 , 1−
ǫ
6 ).
This analysis implies that the slowdown is a dynamical
critical slowing down as the critical point is approached
from above. Correlation time and length scales grow as
inverse powers of c. Thermal activation results from
c ∼ e−1/T . Dynamical scaling is predicted to occur
when the dynamic correlation length becomes apprecia-
bly larger than the lattice spacing. This happens there-
fore for temperatures lower than To, the onset tempera-
ture for dynamic heterogeneity [9, 50].
These analytical results apply to systems with isotropic
dynamic facilitation. They are therefore expected to
apply to strong liquids, and to those which exhibit a
crossover from fragile to strong behaviour [4]. While
DP behaviour is not expected for the case of anisotropic
constraints or conserved order parameters [6, 12], a zero-
temperature critical point is likely to be a generic feature
of both strong and fragile glass formers [11, 12, 51], so
that scaling properties of liquids in their fragile regime
can also be described by a field theory [12]. Critical-
ity also implies that techniques used to study continuous
phase transitions, such as finite size scaling, can be em-
ployed to study the glass transition [15].
This field theorical approach suggests the following
physical picture. The viscosity of a supercooled liquid
increases rapidly as T is lowered, because the dynam-
ics becomes increasingly spatially correlated. A glass is
obtained when the liquid’s relaxation time exceeds the
experimental time scale. The scaling properties of time
and length scales and therefore the physical properties of
supercooled liquids are governed by a zero temperature
dynamic critical point. It was therefore proposed that
this critical point is responsible for the experimental ex-
istence of the glass state [11].
V. CONCLUSION
In this paper, I have very briefly summarized a recent
series of papers dedicated to the derivation and anal-
ysis of a coarse-grained approach to the physics of su-
percooled liquids. The main idea is to map the liquid’s
degrees of freedom onto a mobility field. After coarse-
graining, simple empirical rules are used to specify the
dynamics of the mobility field, resulting in well-defined
models, that are simple enough that a number of ana-
lytical results can be derived. I have shown that a wide
number of physical quantities can then be deduced from
the statistical properties of the mobility field, leading to
a consistent theoretical description of all aspects of glass
transition phenomena.
The generic scenario is that the glass formation is
driven by an underlying zero-temperature critical point
where both timescales and lengthscales diverge, in the
form of non-trivial dynamic correlations, the bubbles of
Fig. 3. A key temperature scale in the problem is To,
which marks the onset of slow dynamics. Physically, To
7delimits the the critical region, T ∈ [0, To], influenced
by the T = 0 critical point. Other popular crossover
temperatures, such as Tc and TK , play no role in this ap-
proach. Interestingly, this approach contradicts on sev-
eral important points alternative theories, so that numer-
ics or experiments might clarify its status in a relatively
near future.
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