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Decomposing Polynomial Systems into Simple
Systems
DONGMING WANG
Laboratoire d’Informatique Fondamentale et d’Intelligence Articielle
Institut IMAG, 46, avenue Felix Viallet, 38031 Grenoble Cedex, France
A simple system is a pair of multivariate polynomial sets (one set for equations and
the other for inequations) ordered in triangular form, in which every polynomial is
squarefree and has non-vanishing leading coecient with respect to its leading variable.
This paper presents a method that decomposes any pair of polynomial sets into nitely
many simple systems with an associated zero decomposition. The method employs top-
down elimination with splitting and the formation of subresultant regular subchains as
basic operation.
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1. Introduction
Let K be a ground eld of characteristic 0 and x1      xn be n variables with the
xed ordering. K[x1; : : : ; xn] denotes the ring of polynomials in x1; : : : ; xn with coe-
cients inK. Any nite set of non-zero polynomials inK[x1; : : : ; xn] is called a polynomial
set. For two polynomial sets P and Q we denote by Zero(P=Q) the set of all common zeros
of the polynomials in P which are not zeros of any polynomial in Q. A pair [P;Q] of poly-
nomial sets is called a polynomial system, with which Zero(P=Q) is of concern. There are
several methods for decomposing any polynomial system into systems of certain trian-
gular form (see Buchberger, 1985; Kalkbrener, 1993; Lazard, 1991; Wang, 1993 and Wu,
1984; 1986 for example). Among them, the method of characteristic sets developed by
Ritt (1950) and Wu (1984, 1986) in its original form can determine the solvability of the
corresponding system of polynomial equations and inequations only if an irreducible de-
composition is accomplished via polynomial factorization over algebraic extension elds.
The solvability can also be determined by using the projection theorem of Wu (1990)
without algebraic factorization. Projection may be embedded into the elimination pro-
cess when one uses the method based on the concept of triangular systems introduced by
this author (Wang, 1993). On the other hand, the methods proposed by Lazard (1991)
and Kalkbrener (1993) also compute certain decompositions via eld extensions with no
use of algebraic factorization.
In this paper, we present a method that decomposes any polynomial system into nitely
many so-called simple systems, yielding another decision procedure for the solvability of
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systems of polynomial equations and inequations. For any polynomial P 62K, the leading
variable xl of P is one with greatest index l that eectively appears in P . By a simple
system which is dened formally in Section 2, we mean a pair [T; ~T] of polynomial sets
such that all the polynomials in T[ ~T can be ordered to have increasing leading variables
and each of them is squarefree and has non-vanishing leading coecient with respect to
(w.r.t.) its leading variable. The algorithm SimSys described in Section 2 of this paper






Our motivation for computing simple systems comes partially from the method de-
scribed in Chapter VI of the early book by J. M. Thomas (1937). The author has not
been aware of any recent use and further development of Thomas’ method in the liter-
ature of polynomial elimination. Our algorithm makes use of Thomas’ ideals as well as
some strategies proposed for the method in Wang (1993). The functionality and some
individual steps of SimSys are similar to those of Thomas’ method. However, our algo-
rithm is structured dierently and with dierent basic operations. One key improvement
that makes the algorithm work is our successful incorporation into it of one of the most
powerful techniques in computer algebra|the formation of subresultant chains using
pseudo-division (see Brown, 1978; Brown and Traub, 1971; Collins, 1967).
The algorithm SimSys and simple systems it computes have several notable features
in comparison with some popular methods and concepts. First, polynomial equations
and inequations here are treated on an equal footing, so we are concerned with the zero
sets of pairs of polynomial sets rather than the ideals of single polynomial sets. Second,
the two sets in a simple system S together contain no more than n polynomials which
constitute a triangular form. Any zero of the simple system obtained from S by deleting
those polynomials whose leading variables are  xk can be embedded in a zero of S
for 1  k < n. Third, pure top-down elimination is used with splitting at need, which
brings the algorithm a surprisingly simple structure and high eciency. Fourth, algebraic
polynomial factorization is avoided by using conditional greatest common divisor (g.c.d.)
and squarefree computation. The latter is performed in essence over algebraic extension
elds determined by the conditions. Fortunately, eld extension is completely hidden,
and all polynomial operations are carried out over the ground eld.
After giving some denitions and lemmas in Section 2, we shall describe the decom-
position algorithm in Section 3. The algorithm and its performance are illustrated in
Section 4 with some examples and preliminary experiments. Several properties about
simple systems are stated and proved in the last section.
2. Denitions and Lemmas
For any non-zero polynomial P and variable xk, we denote the degree of P in xk by
deg(P; xk) and the leading coecient of P w.r.t. xk by lc(P; xk). If, in particular, xk does
not eectively appear in P , then deg(P; xk) = 0 and lc(P; xk) = P . For convenience, we
dene deg(0; x) = −1. The content of P w.r.t. xk, denoted by cont(P; xk), is a g.c.d. of
the coecients of P considered as a polynomial in xk. P is said to be primitive w.r.t. xk if
cont(P; xk) 2K. The primitive part of P w.r.t. xk, denoted by pp(P; xk), is dened by the
relation P = cont(P; xk) pp(P; xk). Any element of K is called a constant (polynomial).
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Let lv(P ) denote the leading variable of P when P 62K, and be dened to be x0 (which
is  x1) otherwise. We call
ini(P )
4
=lc(P; lv(P )); ldeg(P )
4
= deg(P; lv(P )); red(P )
4
=P − ini(P )  lv(P )ldeg(P )
the initial , the leading degree, and the reductum of P , respectively.
Let the variable xk be xed, and renamed x; and letR = K[x1; : : : ; xk−1; xk+1; : : : ; xn].
Consider two non-zero polynomials F and G in R[x] of respective degrees m and l in x.
By the pseudo-division algorithm, one can compute two polynomials R and Q in R[x],
called the pseudo-remainder and the pseudo-quotient of F w.r.t. G in x and denoted by
prem(F;G; x) and pquo(F;G; x) respectively, such that
bq0F = QG+R; (2.1)
where
b0 = lc(G; x); q = max(m− l + 1; 0); deg(Q; x) = max(m− l;−1); deg(R; x) < l:
In the case l = 0, R = 0 and Q = GmF .
Assume that m  l > 0 and write F and G as
F = a0xm + a1xm−1 +   + am−1x+ am (a0 6= 0);
G = b0xl + b1xl−1 +   + bl−1x+ bl (b0 6= 0):
We form the following m+ l by m+ l Sylvester matrix of F and G
M =
0BBBBBBBBBB@
a0 a1    am
a0 a1    am
           
a0 a1    am
b0 b1    bl
b0 b1    bl
           
b0 b1    bl
1CCCCCCCCCCA
:
Let Mij be the submatrix of M obtained by deleting the last j of the l rows of F
coecients, the last j of the m rows of G coecients and the last 2j + 1 columns,
excepting column m+ l − i− j, for 0  i  j < l.





is called the jth subresultant of F and G w.r.t. x, for 0  j < l. Here deg(Sj ; x)  j;
and Rj = det(Mjj) is called the jth principal subresultant coecient (p.s.c.) of F and
G w.r.t. x.
If m > l + 1, the denition of the jth subresultant Sj(x) and p.s.c. Rj of F and G
w.r.t. x is extended as follows:
Sl(x) = bm−l−10 G; Rl = b
m−l
0 ; Sj(x) = Rj = 0; l < j < m− 1:
Sj is said to be defective of degree r if deg(Sj ; x) = r < j, and regular otherwise.
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The jth p.s.c. Rj was called the jth resultant by Thomas (1937). S0 = R0 is the
resultant of F and G w.r.t. x.
Definition 2. Let F;G 2 R[x] be two polynomials with m = deg(F; x)  deg(G; x) =
l > 0 and set
 =

m− 1 if m > l;
l otherwise:
Let S+1 = F , S = G, and Sj be the jth subresultant of F and G w.r.t. x for 0  j < ,
The sequence of polynomials in R[x]
S+1; S; S−1; : : : ; S0
is called the subresultant chain of F and G w.r.t. x. It is said to be regular if all the Sj
are regular, and defective otherwise.
Let
R+1 = 1 and Rj =

lc(Sj ; x) if Sj is regular;
0 otherwise for 0  j  :
The sequence of polynomials
R+1; R; : : : ; R0
is called the p.s.c. chain of F and G w.r.t. x.
The p.s.c. chain dened here is consistent with the p.s.c. in Denition 1. In fact, for
1  j <  Rj above is the jth p.s.c., which vanishes when Sj is defective. We recall the
following well-known theorem.
Subresultant Chain Theorem. Let S+1 and S be two polynomials in R[x] with
deg(S+1; x)  deg(S; x) > 0 and
S+1; S; : : : ; S0
be the subresultant chain of S+1 and S w.r.t. x, with p.s.c. chain
R+1; R; : : : ; R0:
If both Sj+1 and Sj are regular, then
R2j+1Sj−1 = prem(Sj+1; Sj ; x); 1  j  :
If Sj+1 is regular and Sj is defective of degree r < j, then
Sj−1 = Sj−2 =    = Sr+1 = 0; −1  r < j < ;
Rj−rj+1Sr = lc(Sj ; x)
j−rSj ; 0  r  j < ;
(−1)j−rRj−r+2j+1 Sr−1 = prem(Sj+1; Sj ; x); 0 < r  j < :
Proof. Loos (1983, pp. 122{123) or Mishra (1993, pp. 268 and 274{283). 2
This theorem provides an eective method for constructing subresultant chains by
means of pseudo-division. One point should be claried: in the case deg(S+1; x) =
deg(S; x), S+1 is defective and thus how to obtain S−1 is not covered by the theorem.
To deal with this special case, consider S+1 as obtained from a generic polynomial S
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of degree + 1 in x with indeterminate coecients by specializing lc(S; x) to 0 and the
other coecients of xi in S to the corresponding coecients in S+1 for i = ; : : : ; 0.
According to Corollary 7.8.2 in Mishra (1993, pp. 264{265), S−1 is identical to the
(− 1)st subresultant of S and S w.r.t. x multiplied by lc(S; x). It follows that
S−1 = lc(S; x)  prem(S+1; S; x):
From the subresultant chain theorem and the above remark, one can devise an algorithm,
for example, a corrected version of the subresultant chain algorithm described in Loos
(1983, p. 129), for computing subresultant chains and thus subresultant regular subchains
dened below.
Definition 3. Let S+1 and S be two polynomials in R[x] with deg(S+1; x) 
deg(S; x) > 0 and
: S+1; S; : : : ; S0
be the subresultant chain of S+1 and S w.r.t. x. The non-negative integers
d1; d2; : : : ; dr
steadily decreasing in the sequence are called the block indices of  if d1 =  + 1, each
Sdi is regular for 2  i  r, and for any 0  j   and j 62 fd2; : : : ; drg Sj is defective.
The sequence of regular subresultants
Sd2 ; : : : ; Sdr (2.2)
is called the subresultant regular subchain (s.r.s.) of S+1 and S w.r.t. x.
As shown in the subresultant chain theorem,  possesses interesting block structures,
which have been known for decades and may be characterized by the block indices
d1; : : : ; dr of ; see Loos (1983) and Mishra (1993) for illustrations. Moreover, the sub-
resultant chain  is linked to polynomial remainder sequences (p.r.s., see Brown, 1978;
Brown and Traub, 1971; Collins, 1967; Thomas, 1946). In fact, the sequence of polyno-
mials
Sd1 ; Sd1−1; Sd2−1; : : : ; Sdr−1−1
is the so-called subresultant p.r.s. of S+1 and S w.r.t. x; see Mishra (1993, pp. 272{273)
for example. It is easy to see that
S+1; S; Sd3 ; : : : ; Sdr
is also a p.r.s. of S+1 and S w.r.t. x.
For two non-zero polynomials F;G 2 R[x], denote the g.c.d. of F and G w.r.t. x by
gcd(F;G; x). F and G are said to be similar , denoted as F  G, if there exist a; b 2 R,
ab 6= 0, such that aF = bG. In what follows, xfig stands for x1; : : : ; xi or (x1; : : : ; xi)
with x = xfng, and similarly for xfig, etc. Now let us return to the polynomial ring K[x]
and prove three fundamental lemmas.
Refer to Denition 3. Let the regular subresultants Sd2 ; : : : ; Sdr in (2.2) be renamed
H2; : : : ; Hr and set P1 = S+1; P2 = S. Clearly, H2  P2. For simplicity, we write
Zero(P=Q) for Zero(P=fQg), Zero(P=Q) for Zero(fPg=Q), and Zero(P) for Zero(P=Q)
when Q K, etc.
Lemma 1. Let P1 and P2 be two polynomials in K[xfkg] with deg(P1; xk)  deg(P2; xk)
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> 0, H2; : : : ; Hr be the s.r.s. of P1 and P2 w.r.t. xk, I = lc(P2; xk), and Ii = lc(Hi; xk)
for i = 2; : : : ; r. Then for any 2  i  r and xfk−1g 2 Zero(fIi+1; : : : ; Irg=IIi),
gcd(P1(xfk−1g; xk); P2(xfk−1g; xk); xk) = Hi(xfk−1g; xk):
Proof. Let  : S+1; S; : : : ; S0 be the subresultant chain of P1 = S+1 and P2 = S
w.r.t. xk, with p.s.c. chain
R+1; R; : : : ; R0
and block indices d1; d2; : : : ; dr. Then, Hi = Sdi and Ii = Rdi for 2  i  r.
By Denition 3, for any 0  j   and j 62 fd2; : : : ; drg, Sj is defective, so Rj is
identically zero. Let
xfk−1g 2 Zero(fIi+1; : : : ; Irg=IIi):
Then Rj(xfk−1g) = 0 for 0  j  di − 1. Set
Sj = Sj(xfk−1g; xk); 0  j  + 1;
Pi = Pi(xfk−1g; xk); i = 1; 2;
Hi = Hi(xfk−1g; xk); 2  i  r:
By Corollary 7.7.9 in Mishra (1993, p. 262),
Sdi−1 =    = S0 = 0
and Hi = Sdi is a non-zero polynomial in xk. Note that the specialization of x
fk−1g
to xfk−1g induces a homomorphism that maps the coecients of P1 and P2 in xk to
numbers in some extension eld of K. By Corollary 7.8.2 in Mishra (1993, pp. 264{265),
each Sj may dier from the jth subresultant of P1 and P2 w.r.t. xk at most by a factor of
I(xfk−1g) 6= 0. According to the subresultant chain theorem about the block structure of
, there exists an integer d, di  d  , such that Sd  Sdi . From the relation between
subresultant chain and p.r.s., it follows that Sd is similar to the last polynomial in the
subresultant p.r.s. of P1 and P2 w.r.t. xk. Therefore,
gcd( P1; P2; xk) = Sd  Sdi = Hi:
2
For any P 2 K[xfkg] and xfk−1g in some extension eld ~K of K, the polynomial




(xfk−1g; xk); xk) 2 ~K:
For example, x22 − x1 is squarefree w.r.t. x2 for x1 = 1, but not for x1 = 0.
Lemma 2. Let P1 and P2 be two polynomials in K[xfkg] with deg(P1; xk)  deg(P2; xk)
> 0, H2; : : : ; Hr be the s.r.s. of P1 and P2 w.r.t. xk, I = lc(P2; xk), and Ii = lc(Hi; xk)




Zero(fHi; Ii+1; : : : ; Irg=IIi): (2.3)
In particular, Zero(Hr=IIr) = ; when deg(Hr; xk) = 0. If moreover P2(xfk−1g; xk) is
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Zero(fpquo(P2; Hi; xk); Ii+1; : : : ; Irg=IIi): (2.4)
Proof. For any xfk−1g 2 Zero(;=I), there must be an i (2  i  r) such that
Ii(xfk−1g) 6= 0; Ii+1(xfk−1g) =    = Ir(xfk−1g) = 0:
Thus, according to Lemma 1
Hi(xfk−1g; xk) = gcd(P1(xfk−1g; xk); P2(xfk−1g; xk); xk):
The zero relations (2.3) and (2.4) follow immediately. 2
Lemma 3. Let P be a polynomial in K[xfkg] with deg(P; xk) > 1 and I = lc(P; xk),
H2; : : : ; Hr be the s.r.s. of P and its derivative @P=@xk w.r.t. xk, and














Zero(fIi+1; : : : ; Irg=QiIIi); (2.6)
where Qi = pquo(P;Hi ; xk) for each i. Moreover, Qi(x
fk−1g; xk) is squarefree w.r.t. xk
for any 2  i  r and
xfk−1g 2 Zero(fIi+1; : : : ; Irg=IIi):
Proof. Obviously, lc(@P=@xk; xk) = deg(P; xk)I. It is also easy to see from the deni-
tion of subresultants that I divides Hi for 3  i  r. As a fundamental fact in algebra,
we know that for any 2  i  r and xfk−1g 2 Zero(fIi+1; : : : ; Irg=IIi),







is squarefree w.r.t. xk and has the same set of zeros as P (xfk−1g; xk) for xk. The square-
freeness of Qi(xfk−1g; xk) and (2.5){(2.6) follow from this fact and Lemma 1. 2
Definition 4. A nite non-empty ordered set [T1; : : : ; Tr] of non-constant polynomials
is called a triangular set if lv(T1)      lv(Tr).
The pseudo-remainder prem(P;T) of any polynomial P w.r.t. a triangular set T =
[T1; : : : ; Tr] is dened as
prem(P;T)4=prem(  prem(P; Tr; lv(Tr)); : : : ; T1; lv(T1)):
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For any polynomial set P, polynomial system P = [P;Q] and integer 1  k  n, we dene








Definition 5. A pair S = [T; ~T] of triangular sets is called a simple system if
(a) T \ ~T = ; and S can be reordered as a triangular set;
(b) for any 1  k  n, P 2 Shki and xfk−1g 2 Zero(S(k−1)),
ini(P )(xfk−1g) 6= 0 and P (xfk−1g; xk) is squarefree w.r.t. xk:
A simple system S = [T; ~T] is said to be primitive if every P 2 S is primitive w.r.t.
lv(P ), and reduced if deg(T^ ; lv(T )) < ldeg(T ) for any T 2 T and T^ 2 S n fTg.
The concept of simple systems is due to Thomas (1937). What he called a simple
system is a reduced primitive simple system in our denition.
3. Decomposition Algorithm
The algorithm presented below decomposes any given polynomial system into nitely
many simple systems. In the description, jSj stands for the number of elements of any
nite set S.
Algorithm SimSys: Ψ SimSys(P;Q). Given a polynomial system [P;Q] in K[x], this
algorithm computes a set Ψ which is either empty, that means Zero(P=Q) = ;, or of the
form f[T1; ~T1]; : : : ; [Te; ~Te]g such that (1.1) holds, where each [Ti; ~Ti] is a simple system.
S1. Set  f[P;Q; n]g;Ψ ;.
S2. While  6= ; do:
S2.1. Let [T; ~T; ‘] be an element of  and set   n f[T; ~T; ‘]g.
S2.2. For k = ‘; : : : ; 1 do:
S2.2.1. While Thki 6= ; do:
S2.2.1.1. Let P2 be an element of Thki with minimal degree in xk and set
  [ f[T n fP2g [ fini(P2); red(P2)g; ~T; k]g;
~T ~T [ fini(P2)g:
If jThkij = 1 then go to S2.2.2 else take a polynomial P1 from ThkinfP2g.
S2.2.1.2. Compute the s.r.s. H2; : : : ; Hr of P1 and P2 w.r.t. xk and set Ii 
lc(Hi; xk) for 2  i  r. If lv(Hr)  xk then set r r − 1 else set
r r.
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S2.2.1.3. Set
  [ f[T n fP1; P2g [ fHi; Ii+1; : : : ; Irg;
~T [ fIig; k] j 2  i  r − 1g;
T T n fP1; P2g [ fHr; Hrg;
~T ~T [ fIrg:
S2.2.2. If Thki = ; then go to S2.2.4. If deg(P2; xk) = 1 then go to S2.2.3 else:
S2.2.2.1. Compute the s.r.s. H2; : : : ; Hr of P2 and its derivative @P2=@xk w.r.t.
xk and set
H2  H2; Hi  Hi=ini(P2); i = 3; : : : ; r;
Ii lc(Hi ; xk); i = 2; : : : ; r:
If ~Thki = ; then set k k − 1 else set k k.
S2.2.2.2. Set
  [ f[T n fP2g [ fpquo(P2; Hi ; xk); Ii+1; : : : ; Irg;
~T [ fIig; k] j 2  i  r − 1g;
T T n fP2g [ fpquo(P2; Hr ; xk)g;
~T ~T [ fIrg;
P2 pquo(P2; Hr ; xk):
S2.2.3. While ~Thki 6= ; and lv(P2) = xk do:
S2.2.3.1. Let P1 be a polynomial in ~Thki; compute the s.r.s. H2; : : : ; Hr of P1
and P2 if deg(P1; xk)  deg(P2; xk), or of P2 and P1 otherwise, w.r.t.
xk and set Ii lc(Hi; xk) for 2  i  r.
S2.2.3.2. Set
  [ f[T n fP2g [ fpquo(P2; Hi; xk); Ii+1; : : : ; Irg;
~T n fP1g [ fIig; k] j 2  i  r − 1g;
T T n fP2g [ fpquo(P2; Hr; xk)g;
~T ~T n fP1g [ fIrg;
P2 pquo(P2; Hr; xk):





  [ f[T [ fini(P1)g; ~T n ~Thki [ fred(P1)g; k]g;
~T ~T [ fini(P1)g:
If deg(P1; xk) = 1 then go to S2.2.5.
S2.2.4.2. Compute the s.r.s. H2; : : : ; Hr of P1 and its derivative @P1=@xk w.r.t.
xk and set
H2  H2; Hi  Hi=ini(P1); i = 3; : : : ; r;
Ii lc(Hi ; xk); i = 2; : : : ; r:
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S2.2.4.3. Set
  [ f[T [ fIi+1; : : : ; Irg; ~T n ~Thki[
fpquo(P1; Hi ; xk); Iig; k − 1] j 2  i  r − 1g;
~T ~T n ~Thki [ fpquo(P1; Hr ; xk); Irg:
S2.2.5. Set T T n f0g; ~T ~T n (K n f0g). If T \K 6= ; or 0 2 ~T then go to S2.
S2.3. Set Ψ Ψ [ f[T; ~T]g, with T and ~T ordered as triangular sets.
It is rather easy to see the correctness and termination of SimSys when it is under-
stood. The following explanations are provided to help understand the algorithm, which
employs an elimination process top-down from xn to x1 with splitting. For each xk (in
the for-loop S2.2), there are four major steps:
S2.2.1 producing from Thki 6= ; a single polynomial P2 with lv(P2) = xk;
S2.2.2 making P2 squarefree w.r.t. xk;
S2.2.3 eliminating the polynomials from ~Thki 6= ; by P2;
S2.2.4 producing a single polynomial P1 squarefree w.r.t. xk from ~Thki 6= ;.
Three kinds of splitting are performed:
(i) in steps S2.2.1.1 and S2.2.4.1 according to whether the initial of the considered
polynomial vanishes or not (either the initial is assumed to be non-vanishing or the
polynomial is replaced by its initial and reductum);
(ii) in steps S2.2.1.3 and S2.2.3.2 according to Lemma 2 for basic elimination;
(iii) in steps S2.2.2.2 and S2.2.4.3 according to Lemma 3 for squarefreeness.
Proof of SimSys: Correctness. Let us rst note that the interchange of P1 and P2 in
step S2.2.3.1 when deg(P1; xk) < deg(P2; xk) does not cause any problem. To see this,
we claim that Lemma 1 is still valid when I is set to lc(P1; xk) instead of lc(P2; xk). The
leading coecient I need be considered as shown in the proof because the subresultants
may dier by a factor of I when the coecients of P1 and P2 w.r.t. xk are specialized.
According to Corollary 7.8.2 in Mishra (1993, pp. 264{265), it does not matter which
leading coecient of P1 and P2 is taken as I and assumed to be non-vanishing. Therefore,
(2.4) in Lemma 2 still holds when deg(P1; xk) < deg(P2; xk) and H2; : : : ; Hr is the s.r.s.
of P2 and P1 w.r.t. xk (while I remains unchanged).y
Next we see that in each case of splitting in SimSys, one split system is taken to update
the current system [T; ~T]; this system corresponds to that for i = r in (2.3){(2.6), with
an exception: for i = r − 1 in (2.3) when deg(Hr; xk) = 0. The other split systems are
added to . By (2.3){(2.6) and the evident zero relation for the rst kind of splitting, an





holds all the time, where the union ranges over all the split systems. Eventually the
y It may happen that I2(xfk−1g) =    = Ir(xfk−1g) = 0 for some xfk−1g 2 Zero(;=I) (cf. the
proof of Lemma 2). In this case P1(xfk−1g; xk)  0, so Zero(P2=P1I) = ;. Hence, the case need not be
considered for the splitting.
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decomposition (1.1) is obtained. The computed pairs of ordered polynomial sets in Ψ are
simple systems by denition.
Termination. One rst notes that steps S2.2.1 and S2.2.3 terminate obviously because
in each loop of S2.2.1 two polynomials P1; P2 2 Thki are replaced by one Hr with lv(Hr) =
xk (see S2.2.1.3), and in each loop of S2.2.3 one polynomial P1 2 ~Thki is deleted (see
S2.2.3.2). In any case of splitting, the split polynomial systems are obtained from the
current system either by replacing one or two polynomials with another having a lower
degree in their common leading variable xk (as in most of the cases), or by replacing two
or more polynomials with a single one having the same leading variable xk (as in S2.2.1.3
when r = 2 and in S2.2.4.3 when j~Thkij > 1), sometimes having polynomials of leading
variables  xk added as well. Hence, the while-loop S2 has only nitely many iterations.
2
Remark 1. Steps S2.2.2.1 and S2.2.2.2 in SimSys can be skipped when P2 is any of
the pquo(P2; Hi ; xk) produced in S2.2.2.2 or the pquo(P2; Hi; xk) produced in S2.2.3.2
previously, because in this case P2 is known to be conditionally squarefree w.r.t. xk.
Remark 2. For implementation, some care should be taken to avoid unnecessary com-
putations in the above algorithm. For example, a polynomial system [P;Q] is readily
found to have no zero whenever P contains a non-zero constant or 0 2 Q. Any factor
of a polynomial in P, when it occurs as a factor in some polynomial in Q, may be re-
moved, and so may any such factor of other polynomials in Q. Heuristic reduction and
simplication of some polynomials by the others should be adopted. Polynomials may
be made primitive at a certain stage, or even factorized heuristically to enhance the per-
formance (though the algorithm does not need factorization in theory). The usual g.c.d.
and squarefree decomposition may be used in combination with the conditional g.c.d. and
squarefree computation. Here is a more technical trick: for any [P;Q], when jPh1ij  2,
Zero(P=Q) is likely empty and the emptiness may be tested rst by computing the g.c.d.
of the polynomials in Ph1i.
Remark 3. For any simple system S = [T; ~T] and T 2 T, one can replace every T^ 2
S n fTg by pp(prem(T^ ; T; lv(T )); lv(T^ )) so as to get a reduced primitive simple system
(cf. Thomas, 1937). S can also be normalized to yield simple systems [T; ~T] in which
deg(ini(T^ ); lv(T )) = 0 for any T 2 T and T^ 2 T [ ~T. This kind of reduction may
simplify the simple system sometimes and make the result more canonical, but does
not contribute much to the theoretical development and applications of the method. See
Lazard (1991) for a similar concept of a triangular set.
Remark 4. The algorithm SimSys can be modied in various ways with some of the
requirements in Denition 3 dropped for dierent purposes. For example, the s.r.s. elim-
ination may be performed for the polynomials in T only, with step S2.2.3 substituted
by some other kind of reduction. Squarefree computation may be partially avoided by
skipping step S2.2.4, and steps S2.2.2.1 and S2.2.2.2 when ~Thki = ;. Actually, the al-
gorithm may be modied and rened to compute triangular systems (Wang, 1993) and
regular systems (Kalkbrener, 1993). With algebraic factorization, the computed systems
may be further decomposed into irreducible ones (Wang, 1993) or prime simple systems
(see Thomas, 1937), which leads to another method for irreducible decomposition of al-
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gebraic varieties. These issues are beyond the scope of this paper and will be addressed
elsewhere.
4. Examples and Experiments
The following examples serve to illustrate the algorithm described in the preceding
section. The polynomial systems considered may also be decomposed into triangular
systems by using other algorithms, for instance, those based on resultants, characteristic
sets and Gro¨bner bases. As for computing simple systems, no other algorithm is available
for comparison.
Example 1. Consider P = fP1; P2; P3g and Q = fQg, where
P1 = 2x23 + 2x1x
2





1x2 − 2x21 − 4;
P3 = x2x23 − x1;
Q = x2 − 3x1
and x1  x2  x3.
Most polynomials in what follows are written in factorized form for brevity and read-
ability. Some simplications (indicated with ˆ) are carried out by using direct division
and squarefree decomposition. No factorization is required for the algorithm as mentioned
before.
Step 1. Let [T; ~T] [fP1; P2; P3g; fQg]. Observe that lv(Pi) = x3 and ldeg(Pi) = 2 for
i = 1; 2; 3. Computing the s.r.s. of P1 and P3 w.r.t. x3, we have
H2 = P3; H3 = x2F1 H3; H4 = x2(x32 − x1)2F 21 ;
where
F1 = x1x2 − 2; H3 = 2x22x3 − x32 − x1:
Meanwhile, form a new polynomial system
P1 = [fP1; P2; x2;−x1g; fQg]
by replacing P3 in [T; ~T] with ini(P3) and red(P3), and set ~T ~T [ fini(P3)g = fx2; Qg.
Let I3 = lc(H3; x3) = 2x32F1. According to the above s.r.s., set
~T ~T [ fI3gˆ fx2; Q; F1g; T fH4; H3; P2gˆ fx32 − x1; H3; P2g;
and form another polynomial system
[fH4; I3; P3; P2g; fx2; Qg]ˆ [f(x32 − x1)F1; F1; P3; P2g; fx2; Qg] = P2:
Step 2. Direct division veries that ~T 6= 0 implies ini( H3) 6= 0. The s.r.s. of P2 and H3
w.r.t. x3 is H3; 2x22H
0
3 with








2 − 4x21x22 − 8x22 + x21:
Thus T fx32 − x1; H 03; H3g, where H3 is the only polynomial in Th3i [ ~Th3i and is
squarefree w.r.t. x3.
Step 3. Note that Th2i = fx32 − x1; H 03g, in which the two polynomials have constant
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initials. Their s.r.s. w.r.t. x2 is
H 002 = x
3
2 − x1; H 003 = −2F2(2x22 − x21); H 004 = 8x1F 22F1; H 005 = 8x21(x41 − 8)F 32 ;
where F2 = x21 + 2. Hence [T; ~T] [fH 005 ; H 004 ; H3g; fx2; Q; F1; x1F2g], which has no zero,
and this branch terminates. Two new systems are generated: one can be easily veried
to have no zero and the other is
[fx1(x41 − 8)F2; x1F2; F2; H 002 ; H3g; fx2; Q; F1g] = P3:
Step 4. Take [T; ~T] P3. To make H 002 (the only polynomial in Th2i) squarefree w.r.t.





~T fx1; x2; Q; F1g. Meanwhile a new system, which can be veried to have no zero, is
produced. Compute next the s.r.s. of H 002 with x2, Q, and F1 w.r.t. x2 respectively:
x2; x1; Q; − x1(27x21 − 1); x1F1; x41 − 8:
Hence, H 002 has constant g.c.d. with any of them when x1(27x
2
1−1)(x41−8) 6= 0. Therefore,
with some simplication we have
[T; ~T] [fF2; H 002 ; H3g; fx1; 27x21 − 1; x41 − 8g]:
For the cases in which x1(27x21 − 1)(x41 − 8) = 0, the polynomial systems generated all
have no zeros. Verifying the constant g.c.d. of F2 with the three polynomials in ~T, we
get the rst simple system
[T1; ~T1] = [[F2; H 002 ; H3]; ;]:
Step 5. P1 and P2 remain for consideration. It is easy to see, and to verify by following
the procedure, that Zero(P1) = ;. Now take [T; ~T] P2 and note that ~T 6= 0 implies










Thus, set T fH 002 F1; F1; H 0003 ; P3g. To make the only polynomial P3 in Th3i squarefree
w.r.t. x3, compute the s.r.s. of P3 and its derivative w.r.t. x3, which is 2x2x3;−4x1x22.
Set ~T ~T [ fx1x22gˆ fx1; x2; Qg and form a new system
[fH 002 F1; F1; H 0003 ; x1x22;pquo(P3; 2x2x3; x3)g; fx1; x2; Qg]
which clearly has no zero.
Step 6. Computing the s.r.s. of H 0003 ; F1 and of H
00
2 F1; F1 w.r.t. x2 shows that their
g.c.d. is F1 when x1 6= 0. So T fF1; P3g. With respect to x2, F1 is squarefree, and its
s.r.s. with x2 and Q are
x2; − 2; Q; 3x21 − 2
respectively. Hence, F1 has constant g.c.d. with either of them when x1(3x21 − 2) 6= 0.
As x1 2 ~T, we may assume x1 6= 0. If 3x21 − 2 = 0, then pquo(Q;F1; x2) = 1. So no new
system needs to be produced, and ~T fx1; 3x21 − 2g. Now Th1i = ; and x1(3x21 − 2) is
squarefree (w.r.t. x1). Thus, we obtain the second simple system
[T2; ~T2] = [[F1; P3]; [x1(3x21 − 2)]]:
Step 7. Therefore, the given [P;Q] is decomposed into two simple systems [T1; ~T1] and
[T2; ~T2] such that
Zero(P=Q) = Zero(T1=~T1) [ Zero(T2=~T2): (4.1)
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Pseudo-dividing the third polynomial in T1 by the second, and the second polynomial in
T2 by the rst, both w.r.t. x2, and taking the primitive parts of the obtained remainders,
we get two reduced primitive simple systems below such that (4.1) holds as well
[T1; ~T1] [[x21 + 2; x32 − x1; x22x3 − x1]; ;];
[T2; ~T2] [[x1x2 − 2; 2x23 − x21]; [x1(3x21 − 2)]]:
The algorithm SimSys can be easily implemented. We have made an experimental
implementation of it in the Maple system. Some optimization is still needed to make the
implementation more ecient. With our current version in Maple V.3 running on a SUN
SparcServer 690/51, it takes about 2 CPU seconds to decompose [P;Q] in Example 1
into the two simple systems. The CPU times for decomposing the polynomial sets P in
Examples 2{4 below are about 7, 28 and 1020 seconds, respectively.
Example 2 (Bronstein, 1986). Let P = fP1; P2; P3g with
P1 = x2 + y2 + z2 − r2;
P2 = xy + z2 − 1;
P3 = xyz − x2 − y2 − z + 1
and r  z  x  y. Pmay be decomposed by SimSys into nine simple systems [T1; ~T1]; : : : ;
[T9; ~T9] such that (1.1) holds with Q = ; and e = 9, where
T1 = [T1; T2; T3];
T2 = [r2 − 1; z − 1; x; y];
T3 = [r2 − 1; z; x4 − x2 + 1; xy − 1];
T4 = [r2 − 3; z + 1; x2 − 2; y];
T5 = [r2 − 3; z + 1; x; y2 − 2];
T6 = [r2 − 3; z2 − 2z + 2; T2; T3];
T7 = [27r2 − 31; 9z2 − 3z − 2; 27x4 + (9z − 25)x2 − 13z + 17; 9xy + 3z − 7];
T8 = [T0; (2r6 + 4r4 − 26r2 + 29)z + 5r6 − 19r4 + 44r2 − 39;
− (z2 − r2)x2 + z4 + 2(r2 − 2)z2 − r4 + 2; T3];
T9 = [T0; (34r6 + 155r4 + 482r2 + 292)z2 − (107r6 + 165r4 + 807r2 + 433)z
+ 205r6 − 484r4 + 779r2 + 760; T2; T3];
~T1 = [(r2 − 1)(r2 − 3)(27r2 − 31)T0];
~T2 =    = ~T9 = ;;
T1 = z3 − z2 + r2 − 1;
T2 = x4 + z2x2 − r2x2 + z4 − 2z2 + 1;
T3 = xy + z2 − 1;
T0 = r8 − 6r6 + 71r4 − 62r2 − 67:
In computing the decomposition, we did not make use of polynomial factorization. The
output is somewhat simpler when the occurring polynomials are factorized.
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Example 3 (Noonburg, 1989). The polynomial set P = fP1; P2; P3g with
P1 = z(x2 + y2 − c) + 1;
P2 = y(x2 + z2 − c) + 1;
P3 = x(y2 + z2 − c) + 1
may be decomposed by SimSys under the variable ordering c  z  y  x into 13 simple
systems [T1; ~T1]; : : : ; [T13; ~T13] such that (1.1) holds with Q = ; and e = 13, where
T1 = [2cz4 − 2z3 − c2z2 − 2cz − 1; (cz + 1)y + cz2 − z; 2z2x+ cz + 1];
T2 = [2z4 − 3cz2 + z + c2; zy − z2 + c; x− z];
T3 = [z3 − cz − 1; (z2 − c)y2 + y − cz2 + z + c2; yx− z2 + c];
T4 = [2z4 − 3cz2 + z + c2; (2z3 − 2cz + 2)y − cz2 − z + c2; P3];
T5 = [2z3 − cz + 1; y − z; 2z2x− cx+ 1];
T6 = [c; 2z3 + 1; y − z; 2z2x+ 1];
T7 = [4c3 − 27; 9z + 2c2; 6cy2 − 9y − 4c2; 3yx+ 2c];
T8 = [H1; 36z3 − 8c2z2 − 42cz + 81; H4; P3];
T9 = [H1; 2cz + 3; 2c2y2 − 3cy − 9; 3yx+ 2c];
T10 = [2c3 − 27; 2c2z2 + 3cz − 9; y − z; 2y2x− xc+ 1];
T11 = [H2; H3; H4; P3];
T12 = [H2; H3; zy − z2 + c; x− z];
T13 = [H2; 54(1938466c3 + 138253)z3 − 16c2(440494c3 + 31419)z2
− 9c(4103430c3 + 292663)z − 3(7980362c3 + 569169);
(cz + 1)y + cz2 − z; P3];
~T1 = ~T2 = [cH2]; ~T3 = [H1]; ~T4 = [cH1H2]; ~T5 = [2c3 − 27];
~T6 =    = ~T13 = ;;
H1 = 4c3 − 27;
H2 = 8c6 − 378c3 − 27;
H3 = 36(18c3 + 1)z3 + 8c2(10c3 + 3)z2 − 2c(250c3 + 9)z − 9(290c3 + 21);
H4 = (z3 − cz + 1)y + z4 − 2cz2 + c2:
For acquiring the simple systems, some of the intermediate polynomials were factorized
over the rational number eld.
Example 4 (Wang, 1993). The set P consists of four polynomials
P1 = (x− u)2 + (y − v)2 − 1;
P2 = v2 − u3;
P3 = 2v(x− u) + 3u2(y − v);
P4 = 2wv − 1;
and the variable ordering is x  y  u  v  w.
Applying SimSys to [P; ;], we obtain seven simple systems [T1; ~T1]; : : : ; [T7; ~T7] such
that (1.1) holds with Q = ; and e = 7. Among the simple systems, six have the same
feature: Ti contains ve polynomials and ~Ti = ;, for i = 2; : : : ; 7; whereas T1 contains
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four polynomials of degrees 6; 1; 1; 1 in their respective leading variables y; u; v; w, and
~T1 contains a single univariate polynomial of degree 11 in x.
Although we are able to work with many other non-trivial examples, the computation
of simple systems is expensive in general. Preliminary experiments allow us to observe
some heavy computational steps within the algorithm. One is to eliminate an often large
number of polynomials from ~Thki by the only polynomial in Thki (step S2.2.3), and
another is squarefree computation (the ‘else’ case of S2.2.2 and step S2.2.4). Usually, ~T
expands rapidly due to the adjunction of non-vanishing polynomials during the splitting.
It is not dicult to imagine the cost for squarefreeing the product of all the polynomials
in ~Thki, when Thki = ; and j~Thkij is large for some k. We have to pay for the price
that brings nice properties to simple systems. Nevertheless, the method is not merely
of theoretical interest because in practice one can achieve reasonable performance by
relaxing some of the requirements in the denition of simple systems. As indicated in
Remark 4, in some cases such as solving polynomial equations one does not need to make
all the polynomials squarefree, nor need to eliminate all the inequation polynomials. By
a modied version of the algorithm, the polynomial set in Example 4 can be decomposed
into triangular systems in a few seconds.
5. Properties of Simple Systems
By computing simple systems, one can solve a number of algorithmic problems in
algebra and geometry. The applications are based on the special form and properties
of simple systems. We list some of the properties below which are partially taken from
Thomas (1937). They are stated and proved by using the terminologies introduced in the
previous sections. In this section, ~K denotes an extension eld of K.
Theorem 1. Let S be a simple system in K[x]. Then for any 1 < k  n and
xfk−1g 2 Zero(S(k−1))
there exist xk; : : : ; xl 2 ~K such that xflg 2 Zero(S(l)) for all k  l  n. In particular,
Zero(S) 6= ;.
Proof. Let S = [T; ~T] and S be reordered as a triangular set [T1; : : : ; Tr], with
xpi = lv(Ti); di = ldeg(Ti); Ii = ini(Ti); 1  i  r:
Clearly, for every pair k  l there exist i and s  0 such that
pi−1 < k  pi; pi+s−1 < l  pi+s:
Let
xfk−1g 2 Zero(S(k−1)):
If s = 0 and l < pi, then take arbitrary xk; : : : ; xl 2K. In this case, we have
xflg 2 Zero(S(l))
and the theorem is already proved. Otherwise, take any xk; : : : ; xpi−1 2K. By denition,
Ii(xfpi−1g) 6= 0 and Ti = Ti(xfpi−1g; xpi) is squarefree w.r.t. xpi :
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Thus, Ti has di distinct zeros in ~K for xpi . If Ti 2 T, then take any of the di zeros for
xpi . If Ti 2 ~T, then take an element of K other than the di zeros of Ti for xpi .
If s = 1 and l < pi+1, then take arbitrary xpi+1; : : : ; xl 2K; we have
xflg 2 Zero(S(l)):
Otherwise, take arbitrary xpi+1; : : : ; xpi+1−1 2 K respectively for xpi+1; : : : ; xpi+1−1.
Similarly,
Ii+1(xfpi+1−1g) 6= 0 and Ti+1 = Ti+1(xfpi+1−1g; xpi+1) is squarefree w.r.t. xpi+1 :
Accordingly, Ti+1 is a polynomial of degree di+1 in xpi+1 and has di+1 distinct zeros in
~K for xpi+1 .
Proceeding in this way, we shall construct a zero xflg of S(l), and the theorem is
proved. 2
Theorem 1 points out the non-triviality and the projection property (cf. Wang, 1993
and Wu, 1990) of any simple system in terms of zeros.
Theorem 2. Let P be any polynomial system in K[x] and Ψ the set of simple systems
computed by SimSys from P. Then
(a) Zero(P) = ; if and only if Ψ = ;;
(b) Zero(P) is nite if and only if jTj = n and ~T = ; for every [T; ~T] 2 Ψ.
Proof. (a) follows from (1.1) and Theorem 1.
(b) For any [T; ~T] 2 Ψ, if jTj = n, then ~T = ; and T can be written as [T1; : : : ; Tn]
with lv(Ti) = xi for each i. Let ldeg(Ti) = di; then, T1 has d1 distinct zeros in ~K for x1,
and for any x1 of these d1 zeros T2(x1; x2) has d2 distinct zeros in ~K for x2, and so on.
Therefore, T has a nite set of d1    dn distinct zeros. If jTj < n, then there exists a k
such that Thki = ;. Thus, the scope of xk in Zero(T=~T) is ~K when ~Thki = ;, and is ~K
minus a nite number of elements otherwise. In any case, Zero(T=~T) is innite. By (1.1),
(b) is proved. 2
By this theorem, one can apply SimSys to determine the solvability of any system of
polynomial equations and inequations. In other words, the algorithm gives a solution to
the decision problem in elementary algebra and geometry over algebraically closed elds.
Theorem 3. Let S1 = [T1; ~T1] and S2 = [T2; ~T2] be two simple systems in K[x] with
Zero(S1)  Zero(S2). Then prem(T2;T1) = 0 for every T2 2 T2; and prem(T1;T1) = 0
for every k and T1 2 ~Thki1 which corresponds to a T2 2 ~Thki2 , where T1 = T1[ [T2] ordered
as a triangular set. If Shki1 is empty, then so is S
hki
2 .
Proof. Reorder S1 as a triangular set [ ~T1; : : : ; ~Tr] with lv( ~Ti) = xpi and ldeg( ~Ti) = di
for 1  i  r. Let T2 2 T2 and R = prem(T2;T1). Note that Zero(S(k)1 )  Zero(S(k)2 ) for
each k. And for any
xfpr−1g 2 Zero(S(pr−1)1 );
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Tr = ~Tr(xfpr−1g; xpr ) has dr distinct zeros in ~K for xpr . Thus for arbitrary values
xpr+1; : : : ; xn of xpr+1; : : : ; xn, by the remainder formula (2.1)
R = R(xfpr−1g; xpr ; xpr+1; : : : ; xn)
has dr distinct zeros in ~K for xpr if ~Tr 2 T1; and any xpr 2 ~K other than the dr zeros
of Tr is a zero of R if ~Tr 2 ~T1. As deg(R; xpr ) < dr when ~Tr 2 T1, the coecients of
R, considered as a polynomial in xpr , must be all zero for any x
fpr−1g 2 Zero(S(pr−1)1 ).
Continuing the argument for ~Tr−1; : : : ; ~T1, we shall see that the coecients of R, consid-
ered as a polynomial in xp1 ; : : : ; xpr , are all zero when any set of values is substituted
for the other free variables. This implies that R  0, and the rst half of the theorem is
proved.




a simple system, and any zero of [T(k)1 ; ~T
(k)
1 ] for which T1 6= 0 could be embedded in a




1 )  Zero(T1)
and the second half follows from the proof of the rst. 2
From Theorem 3 and its proof, we have the following.
Theorem 4. For any simple system [T; ~T] and polynomial P in K[x], Zero(T=~T) 
Zero(P ) if and only if prem(P;T) = 0.
This theorem together with the algorithm SimSys provides a solution to the radical ideal
membership problem and thus can be used for automated theorem proving in elementary
geometry (see Wu, 1984).
Theorem 5. Let a polynomial system [P;Q] in K[x] have a zero decomposition of the
form (1.1) with each [Ti; ~Ti] a simple system. Then prem(P;Ti) = 0 and prem(Q;Ti) 6= 0
for every i and any P 2 P; Q 2 Q.
Therefore, the zero decomposition (1.1) holds still when each ~Ti is replaced by fini(T ) j
T 2 Tig[Q (compare with Theorem 2 in Wang, 1993). In the case Q = ;, (1.1) yields an
equidimensional decomposition of the algebraic variety dened by P, with the subvarieties
represented by the triangular sets Ti (cf. Lazard, 1991 and Kalkbrener, 1993). Moreover,
from each Ti and by computing a Gro¨bner basis, one can construct a polynomial set Pi
that denes the corresponding equidimensional subvariety. In detail, we have:
Theorem 6. Let a polynomial set P  K[x] have a zero decomposition of the form
(1.1) with Q = ; and each [Ti; ~Ti] a simple system. Let
Pi = GB(Ti [ fz
Y
T2Ti
ini(T )− 1g) \K[x]
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for each i, where z is a new variable and GB(⁄) denotes the Gro¨bner basis of ⁄ computed





and each Pi denes an equidimensional algebraic variety.
This theorem generalizes the existing result in which each Ti is irreducible.




ini(T ); Ti = Ti [ [zJi − 1]; 1  i  e:
Clearly, each [Ti ; ~Ti] is a simple system w.r.t. the ordering x1      xn  z. By Lemma
6.8 in Buchberger (1985), one knows that Ideal(Pi) = Ideal(Ti ) \K[x]. Let
Ψi = fP 2K[x] j prem(P;Ti) = 0g;
which is an ideal. We want to show that Ideal(Pi) = Ψi, so that Pi is a nite basis of Ψi.
Let P 2 Ideal(Pi); then Zero(Ti =~Ti)  Zero(P ). By Theorem 4,
prem(P;Ti) = prem(P;Ti ) = 0:
Hence P 2 Ψi. On the other hand, let P 2 Ψi. By the remainder formula (2.1), there is
an exponent s  0 such that Jsi P 2 Ideal(Ti). It follows that
(zJi)sP 2 Ideal(Ti ) K[x; z]:
Hence
P = (zJi)sP − [(zJi)s − 1]P = (zJi)sP − (zJi − 1)[(zJi)s−1 +   + 1]P 2 Ideal(Ti ):
Since P 2K[x], P 2 Ideal(Pi). This proves that Ideal(Pi) = Ψi.
It is easy to see that
Zero(Ti=~Ti)  Zero(Pi)  Zero(P);
thus the variety decomposition (5.1) is obtained. With the notions of dimension and
generic points in algebraic geometry, one may see that Zero(Pi) is equidimensional, i.e.,
all the irreducible subvarieties of Zero(Pi) have the same dimension di = n− jTij. 2
Theorem 7. Let [T1; ~T1] and [T2; ~T2] be two simple systems in K[x]. Then
Zero(T1=~T1) = Zero(T2=~T2)
i the polynomials in T1 [ ~T1 and in T2 [ ~T2 can be put in a one-to-one correspondence
such that for any corresponding polynomials T1 and T2 either T1 2 T1 and T2 2 T2, or
T1 2 ~T1 and T2 2 ~T2, and
prem(I2T1 − I1T2;T1) = prem(I2T1 − I1T2;T2) = 0;
y In fact, any compatible ordering in which xi11   xinn  z does. Alternatively, one can re-
place z
Q
T2T i ini(T ) − 1 by z1I1 − 1; : : : ; zrIr − 1 and compute the corresponding Gro¨bner basis in
K [x ; z1; : : : ; zr], where I1; : : : ; Ir are the non-constant initials of the polynomials in T i. Instead of the
initials, one may use the polynomials in ~T i and devise a slightly dierent approach as well.
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where Ii = ini(Ti) for i = 1; 2.
Proof. We only need to prove the necessity. First, the leading variables must be exactly
the same for the two systems [T1; ~T1] and [T2; ~T2], since the scope of a leading variable
in a zero of [T1; ~T1] is a proper subset of ~K, whereas a zero of [T2; ~T2] can be found in
which any free variable is any element of ~K. Therefore, any T1 2 Thki1 [ ~Thki1 corresponds
to a T2 2 Thki2 [ ~Thki2 , and vice versa. Now for any
xfk−1g 2 Zero(T(k−1)1 =~T(k−1)1 ) = Zero(T(k−1)2 =~T(k−1)2 );
T1(xfk−1g; xk) and T2(xfk−1g; xk) are squarefree and have the same set of zeros for xk.
This implies that T1 2 Thki1 i T2 2 Thki2 ; and
I2(xfk−1g)T1(xfk−1g; xk)− I1(xfk−1g)T2(xfk−1g; xk) = 0:
The result is established by Theorem 4. 2
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