Let C be the companion matrix of a monic polynomial p over a field F. We prove that if A is a matrix whose entries are rational functions of the coefficients of p over F and whose characteristic polynomial is p, then A has at least as many nonzero entries as C.
dence degree.
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The companion matrix of a monic polynomial p(x) = x n + a 1 x n−1 + · · · + a n−1 x + a n over a field is defined to be the ring of polynomials in x 1 , . . . , x n over F, and by F (x 1 , . . . , x n ) the field of rational functions in x 1 , . . . , x n over F :
} .
Denote by M n (E) the set of n × n matrices whose entries are elements of a given field E.
Our main result is the following theorem.
Theorem 1.
Let F be a field, a 1 , . . . , a n be distinct indeterminates, and A ∈ M n (F (a 1 , . . . , a n )).
If the characteristic polynomial of A is
then A has at least 2n − 1 nonzero entries.
To prove Theorem 1 we need several lemmas. F (a 1 , . . . , a n ).
Lemma 2. The polynomial in (1) is irreducible over
Now suppose n ≥ 2, and we first show that p(x) has no factors of degree 1. Otherwise
Note that f ̸ = 0. For a nonzero polynomial h ∈ F [a 1 , . . . , a n ] we use deg an h to denote the degree of a n in h. Let deg an f = d and deg an g = e, and let u be the polynomial on the left-hand side of (2) 
contradicting (2) . Thus, p(x) has no factors of degree 1. It follows that the lemma holds also for n = 2 or n = 3.
We use induction on n. Next suppose n ≥ 4 and assume that the lemma holds for the degree n − 1. To the contrary, suppose that p(x) is reducible:
where
. . , a n ) with b 0 = c 0 = 1. Since we have proved that p(x) has no 
. . , a n−1 , 0) ̸ = 0. We distinguish two cases.
Case 1. There is at least one nonnegative integer among t 1 , . . . , t n−k . Let j 0 be the largest subscript such that
Comparing the coefficients of x n−i 0 −j 0 on both sides of (3) we
Note that s i 0 + t j 0 ≥ s i + t j for all i, j with i + j = i 0 + j 0 and equality holds if and only if i = i 0 and j = j 0 . Multiplying both sides of (4) by a s i 0 +t j 0 n and then setting a n = 0 we obtain 0 = f i 0 (a 1 , . . . , a n−1 , 0)g j 0 (a 1 , . . . , a n−1 , 0), a contradiction.
Case 2. t 1 , . . . , t n−k are all negative integers. Comparing the coefficients of x n−i 0 on both sides of (3) we have
Note that s i 0 > s i + t j for all i = 0, 1, . . . , k and j = 1, . . . , n − k. Multiplying both sides of (5) by a
n and then setting a n = 0 we obtain 0 = f i 0 (a 1 , . . . , a n−1 , 0), a contradiction.
Thus we have proved that s 0 , . . . , s k are all non-positive integers. In the same way we can prove that t 0 , . . . , t n−k are all non-positive integers. Consequently, all the b i (a 1 , . . . , a n−1 , 0)
and c j (a 1 , . . . , a n−1 , 0) are well defined and they are elements of F (a 1 , . . . , a n−1 ). Denotẽ
. . , a n−1 , 0). Setting a n = 0 in (3) we have
Considering the constant term we getb kcn−k = 0. Henceb k = 0 orc n−k = 0. In either case (6) shows that x n−1 + a 1 x n−2 + · · · + a n−2 x + a n−1 is reducible over F (a 1 , . . . , a n−1 ), which contradicts the induction hypothesis. This proves that p(x) is irreducible.2
We will use a little graph theory [1, 9] . A branching is an oriented tree having a root 
Proof. Let B be the spanning branching of D(A).
We renumber the vertices of B as follows. 2), (r 2 , 3) , . . . , (r n−1 , n) which satisfy the key condition 1 ≤ r k ≤ k for each k = 1, 2, . . . , n − 1. In particular, r 1 = 1. Moreover, there is a permutation matrix P such
We define n nonzero elements d 1 , . . . , d n successively by setting d 1 = 1, and d 
Results similar to Lemma 4 are known ( [3, p.259] and [8, p.3] ).
We will use a little algebra [6] . Let F ⊆ E be a field extension. We denote by trd(E/F ) the transcendence degree of E over F. Let a 1 , . . . , a n be distinct indeterminates.
Since {a 1 , . . . , a n } is a transcendence basis of F (a 1 , . . . , a n ) over F [6, p.317], we have trd (F (a 1 , . . . , a n )/F ) = n.
Given e 1 , . . . , e k ∈ E, we denote by F (e 1 , . . . , e k ) the subfield of E defined by
It is easy to show that trd(F (e 1 , . . . , e k )/F ) ≤ k.
Proof of Theorem 1. Recall that a square matrix R is said to be reducible if there exists a permutation matrix P such that P RP T is of the form
where R 1 and R 3 are square matrices of order at least 1, i.e., they do appear, and 0 is a (F (a 1 , . . . , a n )) such that F (a 1 , . . . , a n ).
Finally from n = trd (F (a 1 , . . . , a n )/F ) = trd (F (e 1 , . . . , e m−n+1 )/F ) ≤ m − n + 1 we obtain m ≥ 2n − 1. 2
In the proof of Theorem 1 we have used a method in [2] and [3] .
