1. Introduction. It is known [3] that an interval of length greater than 4 must contain infinitely many sets of conjugate algebraic integers, whereas an interval of length less than 4 which are a set of conjugate algebraic integers. Kronecker [1] showed that there are no other algebraic integers which lie with their conjugates in [-2, 2] . By the span of a polynomial f(x) or of an algebraic equation f(x) = 0 having only real roots, we mean the difference between the largest and smallest roots. We consider irreducible equations with integer coefficients and leading coefficient 1, so that the roots are a set of conjugate algebraic integers. Two such equations are considered equivalent if the roots of one can be obtained from the roots of the other by adding an integer, changing signs, or both. From what we have said, it follows that there are infinitely many inequivalent algebraic equations with span less than 4, but, if e > 0, only a finite number with span less than 4 -e.
Thus it appears that algebraic equations with span less than 4 are of particular interest. There are, of course, only a finite number of inequivalent equations of a given degree. We have attempted to make a list of representative equations, one chosen from each class of equivalent equations, with degrees from 2 to 8. The representative may always be chosen in such a way that the average of the roots lies in [0, J], and this restriction was accepted. If the average of the roots is 0 or J, then an ambiguity remains; the equation whose roots are in the shortest possible interval centered at \ was chosen. In §2, we describe the method of computation which was used, and in §3, the results which were obtained.
2. Method of Computation. The computations described below were carried out during the period June-August 1961 on an IBM 704 at the Computer Center of the University of California, Berkeley. Single-precision floating point arithmetic (which corresponds to using 8 significant decimal digits) was used in the body of the computation. We had occasion to solve a great many algebraic equations, but in every case, these were equations all of whose roots were real. Newton's method was used throughout.
The problem is to find polynomials
with integer coefficients, having real roots and span less than 4. It follows that all the derivatives/ (x),f"(x), ■ ■ ■ also have real roots. Also, the span decreases, and hence remains less than 4. Indeed, we can give [4] a better estimate for the span: The span oîf3)(x) for any such polynomial (at least for n ^ 25) is not greater than in the special cases f(x) = (x -2)m(x + 2)m if n -2m, f{x) = (x -2)m+\x + 2)m if n = 2m + 1.
Since we agreed that the average of the roots is to lie in [0, f], we see that -n/2 á ai I 0. We try the values ai = 0,-1, -2, • • • in turn. The general step in the computation consists in deciding what values should be allowed for ak after ai, a2, ■ ■ ■ , ak-i have already been chosen. We assume that these coefficients were chosen so that the roots of f(n~k+1)(x) are real. Notice that fn~k\x) depends only on oti, a2, • ■ • , ak, and that a change in ak changes only the constant term of this polynomial. The values of x which produce relative maxima and minima are the roots of fin~k+1)(x), and are independent of ak ■ Thus to make all the roots of fn~k)(x) real, we need only insist that all of its relative maxima are positive and all of its relative minima are negative.
If & sí 3, this determines a certain interval in which ak can lie so that/ n~k'(x) will have real roots. (If k = 2, we determine only an upper bound for ak.) We can then test in each case whether the span of fn"k)(x) is small enough. Specifically, the procedure chosen is as follows : We start ak at its largest possible value, and store its smallest value. In case k < n, then for each value of ak in turn, if the span of f{n~k)(x) is not too large, we increase k by one unit and repeat the whole procedure.
If k -n, and the span oîf(x) is not too large, then we have succeeded in finding a polynomial of degree n with span less than 4. If this is irreducible, then it should be printed out. There was, however, a problem of what to do with the reducible polynomials. If they were all printed, the output would be too bulky. On the other hand, they would serve a useful purpose: We could look at them and see if all the expected ones were there, which would serve as a check on our work. As a compromise, some but not all of the reducible polynomials were printed. For example, for n = 6 we printed those reducible sextics which are the product of two irreducible cubics.
If the span of fn~~k\x) is too large, we can proceed to the next smaller value of ak without further calculation. After completing the calculation for the minimum possible value of ak, we backtrack. That is, k is reduced one unit, and we proceed to the next case at that level. If k is even, a shortcut is possible. In this case, /(n-*> (x) is a polynomial of even degree k, so that as we decrease a* and therefore the constant term of the polynomial, the span increases. Thus as soon as we obtain too large a span, we can immediately backtrack. In case fc -2, there is no smallest value of a* for which the roots of fn"k)(x) are real, but we can still stop when the span gets too large.
The above procedure was carried out in complete detail for n ^ 6. For degrees 7 and 8, the time for the calculation became prohibitive. It was noticed that for n i£ 6, the spans of /3 (x) which actually occurred were somewhat smaller than the allowed maxima, and the values of the coefficients ak which actually led to solutions were in general rather near to the center of the allowed interval. Some reducible polynomials of degrees 7 and 8 were also examined. From all of these, guesses were made as to restrictions, both on the values of the coefficients and on the spans, which were stronger than those we could prove, but which were felt to be unlikely to exclude solutions. The calculations were carried out for n = 7 and n = 8 using these restrictions.
3. Discussion of the Results. The calculation described in §2 produced a total of 96 inequivalent algebraic equations of degrees from 2 to 8 with span less than 4. These were distributed as follows : However, it should be kept in mind that we are not certain that the list is complete for degrees 7 and 8.
After these 96 equations were found, their roots were recomputed to double precision, and the discriminants of the equations were computed by multiplying the differences of the roots and squaring. In every case, the computed value of the discriminant differed from an integer by less than 0.001.
The results of the computation are summarized in two tables. In Table 1 , a list of the 96 equations is given, showing, in each case, the span, the gap (that is, the minimum distance between two roots), and the largest and smallest roots, all to four decimals, and finally the coefficients and the discriminant, with its factorization into primes. The equations are arranged first according to degree, and then by increasing span. The equations are identified by symbols 2a, 2b, ■ • ■ , 8z, where the number is the degree, and the letter indicates the rank in the list by increasing span. In Table 2 , all of the roots of the equations are given to ten decimals, the equations being identified by their symbols.
Of the 96 equations listed in Table 1 Notice that if we change the sign of the roots of Pm(x), then we double m if m is odd, halve m if m is twice an odd number, and leave m unchanged if m is a multiple of 4. When m = 10, it is also possible to diminish the roots by 1, but this has the same effect as changing the signs. Thus the polynomials Pm(x) not listed in Table   1 , but equivalent to entries there, are those with m = 5, 7, 9, 11, 13, 17, 30, 42.
We should perhaps add that Pm(x) has degree 1 when m = 1, 2, 3, 4, 6, and degree 9 or greater in all cases which have not been mentioned. It is known that the cyclotomic polynomial Qm(t) = i*(m) +••'•, whose roots are the primitive mth roots of 1, has the discriminant p\m for m > 2, where p runs through the prime divisors of m. A proof may be found in E. Lehmer [2] . Since Qm(t) = i*(m,/2Pm(i + 1/i) for m > 2, this result can be used to find the discriminant of Pm(x). Indeed, it is easily seen that the discriminant of Pm(x) for m > 2 is equal to 
V (P > 2),
Here p denotes a prime, and I a positive integer. The computed values agree with those found from this formula. The formula shows that the discriminants of the Kronecker polynomials are very round numbers. A glance at Table 1 shows that most of the other discriminants are not so round ; indeed, many of them are prime.
Another observation is that many of the discriminants occur repeatedly. For example, there are four different quintics with discriminant 24217.
An interesting fact that does not show in Table 1 , but was apparent in the preliminary output, is that there is a strong correlation between the smallness of the gap between the nearest roots of a polynomial, and the reducibility of the poly- with integer coefficients and real roots, for which the span is less than 4 and the gap is less than 0.23, is reducible. Indeed, there are just 17 essentially different irreducible sextics with span less than 4, and the gaps vary from 0.6015 down to 0.2324. On the other hand, there are many reducible sextics with span less than 4 having smaller gaps. Considering just the sextics which are the product of two different irreducible cubics, then our preliminary output showed that there are 19 inequivalent ones. (These could also be found by combining the five inequivalent cubics, and cubics equivalent to them, in all possible ways. ) These reducible sextics fall into two groups: 7 with gaps from 0.5550 down to 0.3111, which look no different from the irreducible sextics in this respect, and 12 with gaps from 0.1430 down to 0.0186, whose gaps are too small for irreducible sextics. It would be interesting to find a general theorem relating the smallness of the gap between the nearest roots of a polynomial to its reducibility.
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