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NEW SOLUTION OF A PROBLEM OF KOLMOGOROV ON
WIDTH ASYMPTOTICS IN HOLOMORPHIC FUNCTION
SPACES
OSCAR F. BANDTLOW† AND STE´PHANIE NIVOCHE††
Abstract. Given a domain D in Cn and K a compact subset of D, the set
ADK of all restrictions of functions holomorphic on D the modulus of which is
bounded by 1 is a compact subset of the Banach space C(K) of continuous
functions on K. The sequence (dm(ADK ))m∈N of Kolmogorov m-widths of
ADK provides a measure of the degree of compactness of the set A
D
K in C(K)
and the study of its asymptotics has a long history, essentially going back to
Kolmogorov’s work on ǫ-entropy of compact sets in the 1950s. In the 1980s
Zakharyuta showed that for suitable D and K the asymptotics
lim
m→∞
− log dm(ADK)
m1/n
= 2π
(
n!
C(K,D)
)
1/n
, (1)
where C(K,D) is the Bedford-Taylor relative capacity of K in D is implied
by a conjecture, now known as Zakharyuta’s Conjecture, concerning the ap-
proximability of the regularised relative extremal function of K and D by
certain pluricomplex Green functions. Zakharyuta’s Conjecture was proved
by Nivoche in 2004 thus settling (1) at the same time.
We shall give a new proof of the asymptotics (1) for D strictly hyperconvex
andK non-pluripolar which does not rely on Zakharyuta’s Conjecture. Instead
we proceed more directly by a two-pronged approach establishing sharp upper
and lower bounds for the Kolmogorov widths. The lower bounds follow from
concentration results of independent interest for the eigenvalues of a certain
family of Toeplitz operators, while the upper bounds follow from an applica-
tion of the Bergman-Weil formula together with an exhaustion procedure by
special holomorphic polyhedra.
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1. Introduction
1.1. Kolmogorov’s problem. In the 1930s approximation theory received a new
impetus, when Kolmogorov [Kol36] introduced the concept of the width (or diam-
eter) of a compact set: given a normed linear space (X, ‖·‖) and C ⊂ X a compact
subset, then, for any m ∈ N, the Kolmogorov m-width of C in X is the quantity
dm(C,X) = inf
dimL<m
sup
x∈C
inf
y∈L
‖x− y‖ ,
where the outermost infimum is taken over subspaces L of X . The sequence
(dm(C,X))m∈N provides a measure of how well the compact subset C can be ap-
proximated by finite-dimensional subspaces of X .
In the 1950s, Kolmogorov returned to approximation theory through his work on
complexity theory, such as his study [Kol58] of Vitushkin’s work on Hilbert’s 13th
problem about the complexity of function spaces, in which he proved that the space
of analytic functions of n variables is “larger” than the space of analytic functions of
m variables when n > m. Drawing inspiration from Shannon’s information theory
[Sha48], Kolmogorov [Kol56] introduced the concept of the ǫ-entropy of a compact
set C in a metric space X . Given any ǫ > 0, there is a covering of C by subsets
of X with diameters not exceeding 2ǫ. Denoting the smallest cardinality of such a
covering by Nǫ(C,X), the ǫ-entropy Hǫ(C,X) of C in X is given by
1
Hǫ(C,X) = logNǫ(C,X) .
The family (Hǫ(C,X))ǫ>0 thus quantifies the degree of compactness of C.
The determination of entropies and widths of classes of functions has several pur-
poses. Firstly, it can produce new invariants making it possible to distinguish and
classify function sets in infinite dimensional spaces. The meaning of the fundamen-
tal concept of “number of variables” often manifests itself in this way. Secondly,
computations of widths and entropies foster the creation of new methods of ap-
proximation. Thirdly, it produces stimuli for computational mathematics by giving
directions for the creation of the most expedient algorithms to solve practical prob-
lems. A more thorough discussion of this circle of ideas can be found in the original
papers [Tik60, KT61, Mit61], in the monograph [Tik90], or in the selected works
of Kolmogorov on Information Theory [Kol93], containing a reprint of [KT61].
For a fixed compact set C in X , the computation of the exact value of Hǫ(C,X)
for each ǫ > 0 is a rather difficult task. The determination of the corresponding
asymptotic order as ǫ tends to zero, however, turns out to be more manageable
even in infinite-dimensional spaces. The first results in this direction are due to
Kolmogorov and Tikhomirov [KT61], who determined the asymptotic order of the
ǫ-entropy of analytic functions of n variables defined on a bounded domain in Rn
extending analytically to some domain in Cn.
More precisely, suppose we are given a domain D in Cn containing a compact set
K. Write H∞(D) for the Banach space of all bounded, holomorphic functions in D
endowed with the sup-norm and C(K) for the space of all continuous functions on
the compact set K equipped with the sup-norm. By Montel’s theorem, the set ADK
of restrictions of functions in the unit ball of H∞(D) is a compact subset of C(K).
Kolmogorov and Tikhomirov [KT61] showed that, under natural assumptions on
D and K, the asymptotic order of Hǫ(ADK) = Hǫ(ADK , C(K)) is log(ǫ−1)n+1, that
is, there is a constant M > 1 such that
M−1 <
Hǫ(ADK)
(log(ǫ−1))
n+1 < M (∀ǫ > 0) .
1Here ‘log’ denotes the natural logarithm, whereas in the original definition the logarithm with
basis 2 was used.
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The existence of the limit
lim
ǫ→0
Hǫ(ADK)
(log(ǫ−1))
n+1 ,
and its precise value, however, remained open.
In the one-dimensional case, the problem of showing the existence of the limit
was raised by Kolmogorov (see [Kol93, p 134]) and solved in the late 1950s, with
various generalisations throughout the 1960s and 1970s. The quantity central to
this quest turned out to be the capacity C(K,D) of the compact set K relative
to the domain D, which we now recall. Suppose that we can solve the Dirichlet
problem on D \K. Let u be the relative extremal function for K in D, that is, the
unique harmonic function in D \K, continuous on the closure of D \K, equal to
0 in ∂D and equal to −1 on ∂K. With Γ denoting a smooth contour separating
K from ∂D, and n the normal to Γ directed from K to ∂D, the relative capacity
C(K,D) is given by
C(K,D) =
∫
Γ
∂u(z)
∂n
|dz| .
The solution of Kolmogorov’s problem in dimension one can now be formulated as
follows (see [Ero58, Bab58, LT68, Wid72]):
Let ∂D have positive logarithmic capacity (that is, ∂D is non-polar) and let C\D
have a countable set of connected components. Then
lim
ǫ→0
Hǫ(ADK)
(log(ǫ−1))2
=
C(K,D)
2π
.
The solution of Kolmogorov’s problem for functions of several variables remained
elusive, although the solution for one variable makes it possible to solve it for several
variables in special cases, for instance when K and D are Cartesian products of
one-dimensional sets (see [Zak85, Zah94]).
In the 1980s, with the development of pluripotential theory, in particular with
the introduction of different types of extremal plurisubharmonic functions with
respect to the complex Monge-Ampe`re operator, the setting of the problem could
be formulated precisely. For this we need to recall some definitions and properties
relating to relative extremal functions and relative capacity.
If D is an open set in Cn and E a subset of D, the relative extremal function for
E in D (see [Zah77, Bed80a, Kli81, Kli82, Sic81, Sad81, BT82]) is defined as
uE,D(z) = sup { v(z) : v is psh on D, v|E ≤ −1, v ≤ 0 } (z ∈ D) .
Here and in the following, we write ‘psh’ for ‘plurisubharmonic’, a notion that
replaces the notion of subharmonicity in one variable. It turns out that the upper
semicontinuous regularisation u∗E,D of uE,D is psh on D. In one variable, u
∗
E,D is
closely related to harmonic measure.
In several variables, the natural context for the study of this function is provided
by hyperconvex domains: a domain D in Cn is said to be hyperconvex if there
exists a continuous plurisubharmonic exhaustion function ̺ : D → (−∞, 0). In
one dimension, a domain D is hyperconvex if and only if we are able to solve
the Dirichlet problem on D. In several variables, every hyperconvex domain is
pseudoconvex (or holomorphically convex) and every pseudoconvex domain is the
union of an increasing sequence of hyperconvex domains. Note that if D is an open
set and E a non-pluripolar relatively compact subset of D, then D is hyperconvex
if and only if for any point w ∈ ∂D we have limz→w uE,D(z) = 0.
For later use, we note that if D is a bounded hyperconvex open set and K ⊂ D is
a compact set, then we say that K is regular in D if u∗K,D is a continuous function.
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In one complex variable, uK,D is harmonic in D \ K and ∆uK,D is a positive
measure supported on K. In several variables, the Laplace operator is replaced by
the complex Monge-Ampe`re operator (ddc)n, defined as the nth exterior power of
ddc = 2i∂∂¯, that is,
(ddc)n = ddc ∧ . . . ∧ ddc︸ ︷︷ ︸
n times
.
Here, d = ∂ + ∂¯ and dc = i(∂¯ − ∂).
In one variable the complex Monge-Ampe`re operator is equal to the Laplace
operator ∆, since ddc = ∆ dx ∧ dy in R2 or C. In several variables, if D is a
hyperconvex domain in Cn containing a compact subset K, then u∗K,D is maximal
on D \ K and (ddcu∗K,D)n = 0 on D \ K. In this case, the complex Monge-
Ampe`re operator (ddcu∗K,D)
n is well defined and turns out to be a positive measure
supported on K [Kli91, Section 4.5].
The relative capacity of K in D (see [Bed80b, BT82]) is defined as
C(K,D) = sup
{∫
K
(ddcu)n : u ∈ PSH(D, (−1, 0))
}
,
where PSH(Ω, I) denotes the set of all psh functions on a domain Ω in Cn with
values in an interval I ⊂ [−∞,+∞).
It turns out that for D a hyperconvex domain in Cn and K a compact subset
of D, the relative extremal function and the relative capacity are related as follows
[Kli91, Section 4.6]:
C(K,D) =
∫
D
(ddcu∗K,D)
n =
∫
K
(ddcu∗K,D)
n .
Note that C(K,D) <∞ by the Chern-Levine-Nirenberg estimate (see, for example,
[Kli91, Proposition 3.4.2]). Note also that the previous definition of C(K,D) in
dimension one coincides with the more general one given above, since∫
Γ
∂u(z)
∂n
|dz| =
∫
K
∆u dxdy
by Green’s formula.
In the 1980s, using the generalisation of the notion of relative capacity to higher
dimensions given above, Zakharyuta [Zak85] formulated a more precise version of
Kolmogorov’s problem.
Kolmogorov’s Problem for the ǫ-entropy. For D a domain in Cn and K a
compact subset of D show that
lim
ǫ→0
Hǫ(ADK)
(log(ǫ−1))n+1
=
2C(K,D)
(2π)n(n+ 1)!
. (2)
In [Zak85] Zakharyuta provided a sketch that Kolmogorov’s problem could be
solved provided that a certain conjecture, now known as Zakharyuta’s Conjecture,
could be established. More detailed accounts of this reduction were provided in
[Zah94, Zak09, Zak11a]. Zakharyuta’s Conjecture concerns the approximability
of the regularised relative extremal function of K and D by pluricomplex Green
functions in D with logarithmic poles in K. The precise setting of this conjecture
as well as the definitions and properties of these functions can be found in [Niv01,
Niv04].
This conjecture was proved in the one-dimensional case by Skiba and Zakharyuta
[SZ76] and in the multi-dimensional case by Nivoche [Niv01, Niv04] under the
hypothesis that the domain D be bounded and hyperconvex and that the compact
set K be regular in D, a rather natural setting, since in this case, the relative
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extremal function and the pluricomplex Green function are continuous psh functions
tending to zero on the boundary of the domain.
As mentioned earlier, there is a close connection between Zakharyuta’s Conjec-
ture and Kolmogorov’s problem. Indeed, in order to solve Kolmogorov’s problem,
it is sufficient to prove that Zakharyuta’s Conjecture is true, as was shown in [SZ76]
for n = 1 and in [Zak85] (see also [Zak09, Zak11a]) for n > 1, provided that K be
regular in D with non-zero Lebesgue measure, and that the domain D be strictly
hyperconvex, a rather natural notion that is defined as follows.
A domain D ∈ Cn is said to be strictly hyperconvex if there exists a bounded
domain Ω and a continuous exhaustion function ̺ ∈ PSH(Ω, (−∞, 1)) such that
D = { z ∈ Ω : ̺(z) < 0 }. Note that any strictly pseudoconvex domain is strictly
hyperconvex.
All in all, it follows from [Zak85] and [Niv04] that Kolmogorov’s Problem for the
ǫ-entropy is solved, for D strictly hyperconvex and K regular in D with positive
Lebesgue measure.
1.2. A new solution of Kolmogorov’s problem. In this paper we will provide
a new self-contained solution of Kolmogorov’s problem, which does not rely on
Zakharyuta’s Conjecture, but instead proceeds more directly, and, at the same
time, makes the required assumptions explicit and transparent.
It turns out that Kolmogorov’s Problem on the asymptotics of Hǫ(ADK) as ǫ
tends to zero is in fact equivalent to the following problem on the asymptotics of
the Kolmogorov widths dm(ADK) = dm(ADK , C(K)) as m tends to infinity.
Kolmogorov’s Problem for m-widths. For D a domain in Cn and K a compact
subset of D show that
lim
m→∞
− log dm(ADK)
m1/n
= 2π
(
n!
C(K,D)
)1/n
. (3)
The two problems of Kolmogorov are equivalent in the sense that if the limit (2)
exists then so does the limit (3) and vice versa. For a complete proof of this fact,
see [Zak11b], which uses ideas from [Mit61] and [LT68].
Our approach to solve Kolmogorov’s Problem for m-widths, and hence for the ǫ-
entropy, will proceed as follows. In Section 2, we will establish sharp lower bounds
for the Kolmogorov widths by studying the eigenvalue distribution of a family
of Toeplitz operators defined on a family of Bergman spaces. Unfortunately this
method does not appear to provide sharp upper bounds. As a result, another
method will be used in Section 3 to establish sharp upper bounds for the Kol-
mogorov widths, first in the special case where D and K are special holomorphic
polyhedra using the Bergman-Weil formula, then in the general case exploiting re-
finements of approximation arguments from [Niv04]. Curiously enough, this method
does not seem to provide sharp lower bounds.
All in all, we shall establish the following result.
Theorem 1.1. Let D be a domain in Cn and K a compact subset of D.
(i) If D is strictly hyperconvex and K is non-pluripolar, then
lim sup
m→∞
− log dm(ADK)
m1/n
≤ 2π
(
n!
C(K,D)
)1/n
.
(ii) If D is bounded hyperconvex, then
lim inf
m→∞
− log dm(ADK)
m1/n
≥ 2π
(
n!
C(K,D)
)1/n
.
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In particular, if D is strictly hyperconvex and K is non-pluripolar, then
lim
m→∞
− log dm(ADK)
m1/n
= 2π
(
n!
C(K,D)
)1/n
.
1.3. Preliminaries and notation. For D an open subset of Cn and K a compact
subset of D we write
O(D) = { f : D → C : f holomorphic on D } ,
O(K) = { f : K → C : f holomorphic on a neighbourhood of K } .
We use H∞(D) for the Banach space of bounded holomorphic functions on D
equipped with the supremum norm on D and A(K) for the completion of O(K) in
the Banach space C(K) of continuous functions on K.
For the derivation of our bounds on the Kolmogorov widths dm(ADK) in Sec-
tions 2 and 3 it will be convenient to introduce the following generalisation of the
Kolmogorov widths to bounded operators on a Banach space.
For T : X → Y a bounded operator with X and Y Banach spaces, we associate
with it the sequence (dm(T ))m∈N of Kolmogorov numbers given by
dm(T ) = inf
dimL<m
sup
‖x‖X≤1
inf
y∈L
‖Tx− y‖Y ,
where the outermost infimum is taken over subspaces L of Y . It turns out that
limm→∞ dm(T ) = 0 if and only if T is compact (see, for example, [CS90, Propo-
sition 2.2.1]), so the sequence (dm(T ))m∈N provides a measure of the degree of
compactness of T .
In order to link the two notions observe that if we define the canonical mapping
J : H∞(D)→ A(K)
Jf = f |K
then ADK is the image under J of the unit ball BH∞(D) in H∞(D) and
dm(J) = dm(J(BH∞(D)), A(K)) = dm(ADK) (∀m ∈ N) ,
so in order to investigate Kolmogorov’s Problem onm-widths it suffices to study the
asymptotics of the Kolmogorov numbers of the canonical mapping J : H∞(D) →
A(K). Note that the canonical mapping is in fact an embedding if D is a domain
and K is a set of uniqueness (which is, for example, the case if K is non-pluripolar).
For later use, we associate two more sequences with the bounded operator T :
X → Y between Banach spaces. The sequence (cm(T ))m∈N of Gelfand numbers
cm(T ) = inf
codimL<m
sup
x∈L
‖x‖X≤1
‖Tx‖Y ,
where the infimum is taken over closed subspaces L of X , which, like the se-
quence of Kolmogorov numbers, also quantifies compactness of T , and the sequence
(am(T ))m∈N of approximation numbers given by
am(T ) = inf { ‖T − F‖X→Y : F : X → Y with rank(F ) < m } ,
which quantifies the degree of approximability of T by operators of finite rank. It
turns out that (see, for example, [CS90, Equation (2.2.12) and Proposition 2.4.6])
dm(T ) ≤ am(T ) ≤
√
2mdm(T ) (∀m ∈ N) , (4)
and that (see, for example, [CS90, Equation (2.3.15) and Proposition 2.3.4])
cm(T ) ≤ am(T ) ≤
√
2mcm(T ) (∀m ∈ N) . (5)
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which implies that the Kolmogorov numbers decay at a certain stretched exponen-
tial speed precisely if the approximation numbers and, in turn, the Gelfand numbers
do, the speeds being the same in all cases.
We also note that all three sequences enjoy the following submultiplicativity
property. If W and Z are Banach spaces and S : W → X and R : Y → Z are
bounded operators, then
sm(RTS) ≤ ‖R‖Y→Zsm(T )‖S‖W→X (∀m ∈ N) , (6)
where ‖R‖Y→Z and ‖S‖W→X denote the operator norms of R and S, respectively,
and where sm(T ) denotes any of the Kolmogorov, Gelfand or approximation num-
bers (see, for example, [Pie87, Theorems 2.3.3, 2.4.3, 2.5.3 ]).
Finally, we note that in the particular case where X and Y are Hilbert spaces,
then the Kolmogorov numbers, Gelfand numbers and approximation numbers co-
incide (see, for example, [Pie87, Theorem 2.11.9]).
2. Lower bound for the Kolmogorov widths
In the original formulation of Kolmogorov’s problem of the asymptotics of the
m-widths dm(ADK), all spaces are equipped with the supremum norm. In the case
where D is a strictly hyperconvex domain containing a holomorphically convex and
regular compact subsetK of positive Lebesgue measure, Zakharyuta [Zak85, Zah94]
(see also [Zak09, Zak11a], for a more recent exposition) and Aytuna [Ayt89] have
developed a rather sophisticated theory which guarantees that the asymptotics of
Kolmogorov widths of natural spaces of holomorphic functions associated with D
andK coincide, including Banach spaces equipped with the supremum norm as well
as Hilbert spaces with a weighted L2-norm, where the weight arises from a bounded
psh function on D. Indeed, in this case, there exist pairs (H0, H1) of Hilbert
spaces which are adherent to the pair (A(K), H∞(D)) with norms weaker than the
supremum norm (see for instance Lemma 4.12 and Corollary 4.13 in [Zak11a]).
In Subsections 2.1, 2.2 and 2.3, we will develop an L2-approach for the asymp-
totics of Kolmogorov m-widths for bounded hyperconvex D and K ⊂ D compact
with positive Lebesgue measure, which relies on studying the eigenvalue asymptotics
of a sequence of compact Toeplitz operators on certain Bergman spaces, which in
turn relies on asymptotic bounds for Bergman kernels. In Subection 2.4, we shall
connect the L2-bounds with the usual supremum norm bounds in the original for-
mulation of Kolmogorov’s problem, under the slightly stronger hypothesis that D
be strictly hyperconvex. We will not rely on the theory developed by Zakharyuta
and Aytuna, preferring instead to use simple bounds for Kolmogorov widths cou-
pled with approximation arguments to obtain sharp lower bounds for the m-widths
dm(ADK). Finally, in Subsection 2.5 we will generalise the result from Subsection 2.4
to allow K to be non-pluripolar.
2.1. Spectral asymptotics of Toeplitz operators. Let D be a domain in Cn
and let L∞(D) denote the Banach space of complex-valued essentially bounded
functions on D equipped with the essential supremum norm ‖·‖∞. For ϕ : D →
R a bounded measurable function, we write L2ϕ(D) for the weighted L
2-space of
Lebesgue measurable functions on D equipped with the norm
‖f‖2L2ϕ(D) =
∫
D
|f |2 e−2ϕ dm =
∫
D
|f |2 dmϕ ,
where m denotes 2n-dimensional Lebesgue measure on Cn, and dmϕ = e
−2ϕ dm.
The corresponding weighted Bergman space will be denoted by H2ϕ(D), that is,
H2ϕ(D) =
{
f ∈ L2ϕ(D) : f holomorphic on D
}
.
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Note that since ϕ is bounded, the weighted Bergman space H2ϕ(D) and the (un-
weighted) standard Bergman space H20 (D), or simply H
2(D), are isomorphic as
Banach spaces. Thus, point-evaluation f 7→ f(z) is continuous on H2ϕ(D) for every
z ∈ D and H2ϕ(D) is a reproducing kernel Hilbert space, the kernel of which we de-
note by BD,ϕ or simply Bϕ if the domain D is understood. Thus, Bϕ : D×D → C
with
f(z) =
∫
D
Bϕ(z, ζ)f(ζ) dmϕ(ζ) (∀f ∈ H2ϕ(D), ∀z ∈ D) .
In particular, for each ζ ∈ D, the function z 7→ Bϕ(z, ζ) is holomorphic and
Bϕ(z, ζ) = Bϕ(ζ, z). Moreover, the reproducing kernel can be written
Bϕ(z, ζ) =
∑
m
em(z)em(ζ) ,
where (em) is an orthonormal basis of H
2
ϕ(D) and the sum converges uniformly on
compact subsets of D ×D.
Using the Bergman kernel Bϕ, the orthogonal projection
Pϕ : L
2
ϕ(D)։ H
2
ϕ(D) ,
known as Bergman projection in this context, can be written
Pϕf(z) =
∫
D
Bϕ(z, ζ)f(ζ) dmϕ(ζ) .
Note that if Jϕ denotes the natural embedding of H
2
ϕ(D) in L
2
ϕ(D) then Pϕ is the
adjoint of Jϕ, that is,
P ∗ϕ = Jϕ .
For χ in L∞(D) we write Mχ for the corresponding multiplication operator on
L2ϕ(D), that is,
Mχ : L
2
ϕ(D)→ L2ϕ(D)
Mχf = χ · f .
Note that Mχ is bounded with operator norm ‖Mχ‖ = ‖χ‖∞ and that Mχ is the
zero operator precisely when the support of χ is a Lebesgue null set. Ultimately,
this is the reason why we require K to have non-zero Lebesgue measure for this
and the following three subsections.
The compression of Mχ to H
2
ϕ(D), denoted by Tχ,ϕ, is known as Toeplitz oper-
ator with symbol χ in this context, that is,
Tχ,ϕ : H
2
ϕ(D)→ H2ϕ(D)
Tχ,ϕ = PϕMχJϕ .
Clearly, we have for f ∈ H2ϕ(D)
Tχ,ϕf(z) =
∫
D
Bϕ(z, ζ)χ(ζ)f(ζ) dmϕ(ζ) .
We shall now collect some properties of Toeplitz operators on H2ϕ(D) which are
fairly standard but difficult to find in the literature in the stated generality. We
start with positivity.
Lemma 2.1. If χ ∈ L∞(D) is real-valued and non-negative then Tχ,ϕ is a bounded,
self-adjoint, positive operator. In particular, the spectrum of Tχ,ϕ is contained in
[0, ‖χ‖∞].
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Proof. Since Mχ is bounded, the operator Tχ,ϕ is also bounded. Moreover, as χ is
real-valued and non-negative, there is a real-valued ψ ∈ L∞(D) with χ = ψ2. Thus
Mψ =M
∗
ψ, and we have
Tχ,ϕ = PϕM
2
ψJϕ = (MψJϕ)
∗MψJϕ .
Hence Tχ,ϕ is self-adjoint and positive, and its spectrum is contained in [0,∞).
Moreover, as ‖Tχ,ϕ‖ ≤ ‖Mχ‖ = ‖χ‖∞ the remaining assertion follows. 
Next we turn to compactness properties of Tχ,ϕ.
Lemma 2.2. If χ ∈ L∞(D) has compact support in the open set D ⊂ Cn, then
there are positive constants c1 and c2, such that
dm(Tχ,ϕ) ≤ c1 exp(−c2m1/n) (∀m ∈ N) . (7)
In particular, Tχ,ϕ is trace class with
Tr(Tχ,ϕ) =
∫
D
Bϕ(z, z)χ(z) dmϕ(z) , (8)
and
Tr(T 2χ,ϕ) =
∫
D
∫
D
|Bϕ(z, ζ)|2 χ(z)χ(ζ) dmϕ(z) dmϕ(ζ) . (9)
Proof. Since χ has compact support we can choose a domain U containing the
support of χ such that the closure of U is a compact subset of D. We can now
write
Tχ,ϕ = PϕMχJϕ = PϕM˜χJUJD,U , (10)
where JD,U : H
2
ϕ(D) → H2ϕ(U) and JU : H2ϕ(U) → L2ϕ(U) denote the canonical
embeddings and M˜χ denotes the operator of multiplication by χ, albeit considered
as an operator from L2ϕ(U) to L
2
ϕ(D). Note that M˜χ is well defined and bounded
since the support of χ is contained in U .
Now, since U is compactly contained in D standard arguments (see, for example,
[BJ08, Theorem 4.7]), show that the Kolmogorov numbers of JD,U enjoy a stretched
exponential bound, that is, there are positive constants c˜1 and c˜2 such that
dm(JD,U ) ≤ c˜1 exp(−c˜2m1/n) (∀m ∈ N) . (11)
Moreover, using the factorisation (10) and the fact that PϕM˜χJU is bounded we
have
dm(Tχ,ϕ) ≤ ‖PϕM˜χJU‖dm(JD,U ) (∀m ∈ N) ,
which, together with (11), yields (7). In particular, the operator Tχ,ϕ is trace class,
since its Kolmogorov numbers, and hence its singular values are summable.
Given an orthonormal basis (em) of H
2
ϕ(D) we then have, using properties of the
reproducing kernel stated earlier,
Tr(Tχ,ϕ) =
∑
m
∫
D
∫
D
Bϕ(z, ζ)χ(ζ)em(ζ)em(z)dmϕ(ζ) dmϕ(z)
=
∫
D
∫
D
Bϕ(z, ζ)χ(ζ)Bϕ(ζ, z) dmϕ(ζ) dmϕ(z)
=
∫
D
Bϕ(ζ, ζ)χ(ζ) dmϕ(ζ) ,
and (8) is proven. For the proof of the second trace formula we observe that we
can also write T 2χ,ϕ as an integral operator
T 2χ,ϕf(z) =
∫
D
Kχ,ϕ(z, ζ)f(ζ) dmϕ(ζ) ,
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with kernel
Kχ,ϕ(z, ζ) =
∫
D
Bϕ(z, ζ
′)χ(ζ′)Bϕ(ζ
′, ζ)χ(ζ) dmϕ(ζ
′) ,
so using the same arguments as before, we have
Tr(T 2χ,ϕ) =
∫
D
∫
D
Bϕ(ζ
′, ζ)χ(ζ)Bϕ(ζ, ζ
′)χ(ζ′) dmϕ(ζ) dmϕ(ζ
′)
and (9) follows by using the symmetry of the reproducing kernel. 
Suppose now that the symbol χ is non negative with compact support in D. By
the preceding two lemmas, the associated Toeplitz operator Tχ,ϕ is positive and
compact. If f is an eigenfunction of Tχ,ϕ with positive eigenvalue λ, then
λ‖f‖2H2ϕ(D) = (Tχ,ϕf, f)H2ϕ(D) = (MχJϕf, Jϕf)L2ϕ(D) =
∫
D
χ |f |2 dmϕ .
Thus, if χ is the characteristic function of a compact subset K of D, the eigenvalue
λ measures the concentration of the mass of the corresponding eigenfunction f to
K.
In order to investigate this further we shall write (λm(Tχ,ϕ))m∈N for the correspond-
ing eigenvalue sequence arranged in non-increasing order, so that
λ1(Tχ,ϕ) ≥ λ2(Tχ,ϕ) ≥ λ3(Tχ,ϕ) ≥ · · · ,
with each eigenvalue repeated according to its algebraic multiplicity.
In the following we shall be interested in the behaviour of the eigenvalue sequence
of Tχ,kϕ when k tends to infinity. Of fundamental importance for this study is the
following result, essentially due to Engliˇs (see [Eng02, Theorem 1]), which gives an
asymptotic expansion for the Bergman kernels Bkϕ as k tends to infinity, provided
that ϕ is smooth and strictly psh.
Theorem 2.3. Let D be a bounded pseudoconvex domain in Cn and ϕ be a strictly
psh and C∞ function on D. Then the following holds.
(i) We have
k−nBkϕ(z, z) dmkϕ(z)
k→∞−−−−→ 1
(2π)nn!
(ddcϕ)n(z) .
pointwise in D, with the left hand side being locally uniformly bounded in
D for every k.
(ii) We have
k−n|Bkϕ(z, ζ)|2 dmkϕ(z) dmkϕ(ζ) k→∞−−−−→ 1
(2π)nn!
(ddcϕ)n|z=ζ
weakly as positive measures on D ×D, that is, for every g ∈ Cc(D ×D)
k−n
∫
D
∫
D
g(z, ζ) |Bkϕ(z, ζ)|2 dmkϕ(z) dmkϕ(ζ)
k→∞−−−−→ 1
(2π)nn!
∫
D
g(z, z) (ddcϕ)n(z) .
Remark 2.4. Assertion (i) is due to Engliˇs. Its proof in [Eng02] is based on
Fefferman’s asymptotic expansion of the Bergman kernel of a Forelli-Rudin domain
over D.
Analogues of assertions (i) and (ii) can be found in the paper [Lin01] of Lindholm
(Theorems 10 and 11) for Toeplitz operators on Fock spaces over Cn. The method
of proving these results is inspired by an approach of Landau [Lan67], based on
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studying functions concentrated on compact sets, and using L2-techniques to ob-
tain precise size estimates of the Bergman kernel both on and off the diagonal.
Lindholm’s proof of the analogue of (ii) in [Lin01, Theorem 11] is easily adapted to
the case of bounded pseudoconvex domains in Cn.
Using the previous theorem we are now able to prove a crucial result concerning
the asymptotics of the number of eigenvalues of Tχ,kϕ greater than a fixed threshold
as k tends to infinity. The proposition and the main idea of its proof are inspired
by an analogous result of Lindholm [Lin01, Theorem 13].
Proposition 2.5. Let D be a bounded pseudoconvex domain in Cn and ϕ be a
strictly psh and C∞ function on D. Let χ ∈ L∞(D) be non-zero, non-negative and
have compact support in D. Then, for any γ ∈ (0, 1), we have
lim
k→∞
♯ {m ∈ N : λm(Tχ,kϕ) > γ‖χ‖∞ } · k−n = 1
(2π)nn!
∫
D
χ
‖χ‖∞ (dd
cϕ)n .
Proof. We start by noting that it suffices to show the result under the additional
assumption that ‖χ‖∞ = 1. The general case then follows by observing that
λm(Tcχ,ϕ) = cλm(Tχ,ϕ) for any c ≥ 0 and any m ∈ N.
Suppose now that ‖χ‖∞ = 1. Fix γ ∈ (0, 1). We need to show that
lim
k→∞
♯ {m ∈ N : λm(Tχ,kϕ) > γ } · k−n = 1
(2π)nn!
∫
D
χ (ddcϕ)n . (12)
This will follow from the remarkable fact that both Tr(Tχ,kϕ) and Tr(T
2
χ,kϕ) have the
same asymptotics as k tends to infinity. More precisely, by combining Theorem 2.3
and Lemma 2.2, we have
lim
k→∞
k−nTr(Tχ,kϕ) =
1
(2π)nn!
∫
D
χ (ddcϕ)n , (13)
lim
k→∞
k−nTr(T 2χ,kϕ) =
1
(2π)nn!
∫
D
χ (ddcϕ)n . (14)
In order to simplify notation we shall use the shorthand
λm(k) = λm(Tχ,kϕ)
so that Tr(Tχ,kϕ) =
∑
m λm(k) and Tr(T
2
χ,kϕ) =
∑
m λ
2
m(k). Before proceeding we
note that by Lemma 2.1 we have λm(k) ≤ ‖χ‖∞ = 1 for all m and k. Moreover we
have
λ1(k) = sup
{
(Tχ,kϕf, f) : ‖f‖H2
kϕ(D)
= 1
}
≥
∫
D
χ · χD dmkϕ∫
D χD dmkϕ
=
∫
D
χdmkϕ
mkϕ(D)
> 0 .
Thus, for all k we have
0 <
∑
m
λ2m(k) ≤
∑
m
λm(k) .
Combining the above with the equality of the limits (13) and (14) we see that for
any δ > 0 there exists kδ ∈ N such that for any k ≥ kδ we have
1− δ ≤
∑
m λ
2
m(k)∑
m λm(k)
≤ 1 . (15)
We shall now establish the following two bounds: for every k ≥ kδ
♯{m : λm(k) > γ} ≥
(
1− δ
1− γ
)∑
m
λm(k) , (16)
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and for every k ≥ kδ and every γ′ ∈ (γ, 1)
♯{m : λm(k) > γ} ≤
(
1
γ′
+
δ
γ(1− γ′)
)∑
m
λm(k) . (17)
In order to see this fix k ≥ kδ and define, for every β ∈ (0, 1),
Sβ =
∑
m:λm≤β
λm(k)∑
m λm(k)
.
It now follows from (15) that
(1− δ)
∑
m
λm(k) ≤
∑
m:λm>γ
λ2m(k) +
∑
m:λm≤γ
λ2m(k)
≤
∑
m:λm>γ
λm(k) + γ ·
∑
m:λm≤γ
λm(k) = (1− Sγ)
∑
m
λm(k) + γSγ
∑
m
λm(k) ,
so Sγ ≤ δ1−γ . Hence
♯{m : λm(k) > γ} ≥
∑
m:λm>γ
λm(k) ≥ (1− δ
1− γ )
∑
m
λm(k) ,
and (16) is proven. For (17) we note that for γ < γ′ < 1 we have
♯{m : λm(k) > γ} = ♯{m : λm(k) > γ′}+ ♯{m : γ′ ≥ λm(k) > γ}
≤ 1
γ′
∑
m:λm>γ′
λm(k) +
1
γ
∑
m:γ′≥λm>γ
λm(k)
≤ 1
γ′
∑
m
λm(k) +
1
γ
Sγ′
∑
m
λm(k)
and (17) follows.
Now, combining (13) and (16) gives, for any δ > 0
lim inf
k→∞
♯{m : λm(k) > γ} · k−n ≥
(
1− δ
1− γ
)
1
(2π)nn!
∫
D
χ(ddcϕ)n ,
which, since δ > 0 was arbitrary, yields
lim inf
k→∞
♯{m : λm(k) > γ} · k−n ≥ 1
(2π)nn!
∫
D
χ(ddcϕ)n . (18)
Similarly, combining (13) and (17) gives, for any δ > 0 and any γ′ ∈ (γ, 1)
lim sup
k→∞
♯{m : λm(k) > γ} · k−n ≤
(
1
γ′
+
δ
γ(1− γ′)
)
1
(2π)nn!
∫
D
χ(ddcϕ)n ;
but since δ > 0 and γ < γ′ < 1 were arbitrary, the above implies
lim sup
k→∞
♯{m : λm(k) > γ} · k−n ≤ 1
(2π)nn!
∫
D
χ(ddcϕ)n . (19)
Combining (18) and (19) the limit (12) follows. 
2.2. Lower bounds for Kolmogorov widths. We shall now use the results of
the previous subsection to study the asymptotics of the Kolmogorov numbers of
certain embedding operators. To be precise, let D be a domain in Cn and let K
be a compact subset of D with positive 2n-dimensional Lebesgue measure m. For
ϕ ∈ L∞(D) we write L2ϕ(K) for the weighted L2-space of Lebesgue measurable
functions on K equipped with the norm
‖f‖2L2ϕ(K) =
∫
K
|f |2 e−2ϕ dm =
∫
K
|f |2 dmϕ .
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Clearly, the natural embedding
Jϕ,K,D : H
2
ϕ(D) →֒ L2ϕ(K)
given by restricting functions in H2ϕ(D) to K is continuous. Moreover, this embed-
ding is closely related to a Toeplitz operator on H2ϕ(D), provided that its symbol
is the indicator function of K, as the following lemma shows.
Lemma 2.6. Let D ⊂ Cn be a domain, K a compact subset of D with positive
Lebesgue measure and ϕ ∈ L∞(D). If χ is the indicator function of K, then
Tχ,ϕ = J
∗
ϕ,K,DJϕ,K,D .
In particular, we have
λm(Tχ,ϕ) = dm(Jϕ,K,D)
2 (∀m ∈ N) .
Proof. Let f, g ∈ H2ϕ(D). Then
(Tχ,ϕf, g)H2ϕ(D) = (PϕMχJϕf, g)H2ϕ(D)
= (MχJϕf, Jϕg)L2ϕ(D) =
∫
D
χfg dmϕ =
∫
K
fg dmϕ
and
(J∗ϕ,K,DJϕ,K,Df, g)H2ϕ(D) = (Jϕ,K,Df, Jϕ,K,Dg)L2ϕ(K) =
∫
K
fg dmϕ ,
so Tχ,ϕ = J
∗
ϕ,K,DJϕ,K,D as claimed.
Recalling that, by definition, the m-th singular value of the compact operator
Jϕ,K,D is equal to λm(J
∗
ϕ,K,DJϕ,K,D)
1/2, the remaining assertion now follows from
the fact that for compact operators on a Hilbert space the singular values and
Kolmogorov numbers coincide (see, for example, [Pie87, Theorem 2.11.9]). 
In order to apply the results of the previous subsection we also require the
following simple relationship between the Kolmogorov numbers of Jkϕ,K,D and
J0,K,D, that is, the natural embedding of the standard, unweighted Bergman space
H2(D) in the unweighted Lebesgue space L2(K).
Lemma 2.7. Let D ⊂ Cn be a domain, K a compact subset of D with m(K) > 0
and ϕ ∈ L∞(D). If ϕ ≤ 0 on D and ϕ ≥ −1 on K, then
dm(Jkϕ,K,D) ≤ ekdm(J0,K,D) (∀k,m ∈ N) .
Proof. Let Ik,K : L
2
0(K) → L2kϕ(K) and Ik,D : H20 (D) → H2kϕ(D) denote the
respective identities. Then
Jkϕ,D,K = Ik,KJ0,K,DI
−1
k,D ,
and so
dm(Jkϕ,D,K) ≤ ‖Ik,K‖dm(J0,K,D)‖I−1k,D‖ .
Note now that ‖Ik,K‖ ≤ ek, since, using ϕ ≥ −1 on K, we have
‖Ik,Kf‖2L2
kϕ
(K) =
∫
K
|f |2 e−2kϕ dm ≤ e2k
∫
K
|f |2 dm = e2k‖f‖2L20(K) .
Furthermore, ‖I−1k,D‖ ≤ 1, since, using ϕ ≤ 0 on D, we have
‖I−1k,Df‖2H20 (D) =
∫
D
|f |2 dm ≤
∫
D
|f |2 e−2kϕ dm = ‖f‖2H2
kϕ
(D) ,
and the assertion follows. 
Combining the previous two lemmas with Proposition 2.5 we obtain the following
result.
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Proposition 2.8. Let D be a bounded pseudoconvex domain in Cn and K a com-
pact subset of D with m(K) > 0. If ϕ is strictly psh and C∞ on D with ϕ ≤ 0 on
D and ϕ ≥ −1 on K, then
lim sup
m→∞
− log dm(J0,K,D)
m1/n
≤ 2π
(
n!∫
K (dd
cϕ)n
)1/n
.
Proof. We start by observing that
∫
K (dd
cϕ)n > 0. Let now χ be the indicator
function of K and fix γ ∈ (0, 1). Using Lemma 2.6 and Lemma 2.7 it follows that
e2kdm(J0,K,D)
2 ≥ dm(Jkϕ,K,D)2 = λm(Tχ,kϕ) (∀k,m ∈ N) ,
hence
♯
{
m ∈ N : dm(J0,K,D) > γe−k
} ≥ ♯{m ∈ N : λm(Tχ,kϕ) > γ2 } .
Applying Proposition 2.5 to the above we see that
lim inf
k→∞
♯
{
m ∈ N : dm(J0,K,D) > γe−k
} · k−n ≥ C , (20)
where
C =
1
(2π)nn!
∫
K
(ddcϕ)n .
Write dm for dm(J0,K,D) and fix C
′ ∈ (0, C). Using (20) it follows that there is
k′ ∈ N such that
♯
{
m ∈ N : dm > γe−k
} ≥ C′kn (∀k ≥ k′) ,
so
d⌊knC′⌋ ≥ γe−k (∀k ≥ k′) , (21)
where ⌊·⌋ denotes the floor function. After possibly enlarging k′ we shall assume
that (k′)nC′ ≥ 1. Now, for any m ≥ ⌊(k′)nC′⌋ choose km ≥ k′ to be the largest
k ∈ N such that
⌊knC′⌋ ≤ m < ⌊(k + 1)nC′⌋ .
Then limm→∞ km =∞ and we have, for every m ≥ ⌊(k′)nC′⌋,
dm ≥ d⌊(km+1)nC′⌋ ≥ γe−(km+1) ,
which follows from (21) together with the observation that km ≥ k′, and
m ≥ ⌊knmC′⌋ > knmC′ − 1 ,
and so
− log dm
m1/n
≤ km + 1− log γ
(knmC
′ − 1)1/n .
This implies
lim sup
m→∞
− log dm
m1/n
≤ 1
(C′)1/n
.
But since C′ < C was arbitrary, the assertion follows. 
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2.3. Sharp lower bounds for Kolmogorov widths with respect to L2-
topologies. The bounds for the Kolmogorov numbers for the natural embedding
H2(D) →֒ L2(K) for a bounded pseudoconvex domain D in Cn and K a compact
subset of D with positive Lebesgue measure were obtained under the additional
assumption that ϕ be strictly psh and smooth on D. In order to make the connec-
tion with the relative capacity C(K,D) we want to choose ϕ in Proposition 2.8 to
be the upper semicontinuous regularisation u∗K,D of the relative extremal function
uK,D. However, even if D is bounded and hyperconvex, and K is regular in D, then
uK,D = u
∗
K,D is, in general, merely continuous on the closure D and not necessarily
smooth there. Nevertheless, using results of Cegrell [Ceg09], we will be able to
approximate u∗K,D by smooth functions with the desired properties.
In order to state these results we need some more notation. Let PSH−(D)
denote the set of non-positive psh functions on D and E0(D) the class of bounded
psh functions ψ such that limz→ξ ψ(z) = 0 for all ξ ∈ ∂D and
∫
D
(ddcψ)n < +∞.
Note that if a function ϕ ∈ E0(D) is continuous in D, then ϕ is actually continuous
up to the boundary.
Theorem 2.9 ([Ceg09]). Let D be a hyperconvex domain in Cn. For every u ∈
PSH−(D), there is a decreasing sequence (ψj)j∈N of functions in E0∩C∞(D) such
that ψj → u as j →∞, pointwise in D.
Corollary 2.10 ([Ceg09]). Let D be a bounded hyperconvex domain in Cn. Then
there is a strictly psh exhaustion function ψ ∈ E0 ∩ C∞(D) for D.
Recall that for any compact subset K in an open set D, the relative capacity
C(K,D) is defined as follows
C(K,D) = sup
{∫
K
(ddcϕ)n : ϕ ∈ PSH(D, (−1, 0))
}
.
Using the previous results we obtain the following characterisation of the relative
capacity C(K,D) in the case where D is a bounded hyperconvex domain.
Corollary 2.11. Let D be a bounded hyperconvex domain in Cn containing a
compact subset K. Then
C(K,D) = sup
{∫
K
(ddcϕ)n : ϕ ∈ SPSH(D, (−1, 0)) ∩ C∞(D)
}
.
Here, SPSH(D, (−1, 0)) denotes the collection of all strictly psh functions on D
with values in (−1, 0).
Proof. First, we approximate u∗K,D by a decreasing sequence (ψj)j∈N of functions
in E0 ∩C∞(D) such that ψj → u∗K,D pointwise on D as j →∞ (see Theorem 2.9).
Since u∗K,D ≥ −1 in D, each function ψj satisfies ψj ≥ −1 in D.
Secondly, let ψ be the function of Corollary 2.10 and replace each function ψj
by the function
ϕj,ǫ =
ψj + ǫψ
1 + ǫM
,
where ǫ > 0 is small and M > 0 is chosen so that −M ≤ ψ ≤ 0 on D, which is
possible since ψ is bounded on D. Each ϕj,ǫ is a strictly psh exhaustion function
in E0 ∩ C∞(D) for D and ϕj,ǫ ≥ −1 in D.
Since, for fixed ǫ, the sequence (ϕj,ǫ)j∈N decreases in D to
u∗K,D+ǫψ
1+ǫM , which is
bounded in D, we have
lim
j→∞
(ddcϕj,ǫ)
n =
(
ddc
(
u∗K,D + ǫψ
1 + ǫM
))n
,
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in the sense of weak convergence of measures, and in particular
lim
j→∞
∫
K
(ddcϕj,ǫ)
n =
∫
K
(
ddc
(
u∗K,D + ǫψ
1 + ǫM
))n
.
Moreover, since
u∗K,D+ǫψ
1+ǫM converges uniformly to u
∗
K,D on D when ǫ → 0, we
have
lim
ǫ→0
∫
K
(
ddc
(
u∗K,D + ǫψ
1 + ǫM
))n
=
∫
K
(ddcu∗K,D)
n = C(K,D) .

Combining the results of this and the previous subsections we now obtain the
following sharp lower bound for the Kolmogorov numbers of the natural embedding
H2(D) →֒ L2(K).
Theorem 2.12. Let D be a bounded hyperconvex domain in Cn containing a com-
pact subset K with positive Lebesgue measure. Then
lim sup
m→∞
− log dm(H2(D) →֒ L2(K))
m1/n
≤ 2π
(
n!
C(K,D)
)1/n
.
Proof. Follows from Proposition 2.8 and Corollary 2.11. 
2.4. From L2 to L∞. So far we have obtained lower bounds for the Kolmogorov
widths of holomorphic functions in spaces carrying L2-topologies. We shall now
consider bounds with respect to spaces arising from supremum norm topologies, as
in the original formulation of Kolmogorov’s problem. We shall achieve this by using
simple bounds for the Kolmogorov numbers coupled with approximation arguments.
We start with the following simple observation which allows us to change the
topology on the target space.
Lemma 2.13. Let D be a domain in Cn and K a compact subset of D with positive
Lebesgue measure. Then
dm(H
2(D) →֒ A(K)) ≥ 1√
m(K)
dm(H
2(D) →֒ L2(K)) (∀m ∈ N) .
Proof. Let
J1 : H
2(D) →֒ A(K) ,
J2 : A(K) →֒ L2(K) ,
J : H2(D) →֒ L2(K) ,
denote the natural embeddings. Then J = J2J1. Clearly, J2 is bounded with
‖J2‖ ≤
√
m(K), so
dm(J) = dm(J2J1) ≤ ‖J2‖dm(J1) (∀m ∈ N) ,
and the assertion follows. 
In order to change the topology on the original space we use a similar argument.
Lemma 2.14. Let D and D′ be domains in Cn with D ⊂⊂ D′ and let K be a
compact subset of D. Then there is a constant C > 0, depending on D and D′
only, and not on m, such that
dm(H
∞(D) →֒ A(K)) ≥ Cdm(H2(D′) →֒ A(K)) (∀m ∈ N) .
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Proof. Let
J1 : H
2(D′) →֒ H∞(D) ,
J2 : H
∞(D) →֒ A(K) ,
J : H2(D′) →֒ A(K) ,
denote the natural embeddings. Then J = J2J1. Now J1 is bounded by a standard
result for Bergman spaces (see, for example, [Kra82, Lemma 1.4.1]) and clearly
non-zero, so
dm(J) = dm(J2J1) ≤ dm(J2)‖J1‖ (∀m ∈ N) ,
and the assertion follows with C = ‖J1‖−1. 
Before stating and proving the main result of this subsection, we require one
more result, a convergence lemma for strictly hyperconvex domains D. For such
domains, using the same notation as in Subection 1.1, it follows that there exists
a bounded domain Ω and an exhaustion function ̺ ∈ PSH(Ω, (−∞, 1)) ∩ C(Ω)
such that D = { z ∈ Ω : ̺(z) < 0 } and for all real numbers c ∈ [0, 1], the open set
{ z ∈ Ω : ̺(z) < c } is connected. Given any integer j ≥ 1, we now define
Dj = { z ∈ Ω : ̺(z) < 1/j } . (22)
This decreasing sequence of bounded hyperconvex domains (Dj)j satisfies the fol-
lowing lemma which is a generalisation of Lemma 2.6 in [Niv04].
Lemma 2.15. Let D be a strictly hyperconvex domain in Cn and let K be a compact
subset of D. If (Dj)j denotes the sequence of bounded hyperconvex domains defined
in (22), then the increasing sequence (u∗K,Dj )j converges quasi-everywhere in D
to u∗K,D and the increasing sequence of capacities (C(K,Dj))j converges to the
capacity C(K,D).
Proof. First we note that since K ⊂ D ⊂ Dj , we have −1 ≤ uK,Dj ≤ uK,D and
u∗K,Dj ≤ u∗K,D ≤ 0 in D as well as C(K,Dj) ≤ C(K,D) (see [BT82] or [Kli91,
p. 120]).
We now collect some simple properties satisfied by the functions uK,Dj and uK,D.
There exists a positive constant c sufficiently large such that c̺ ≤ −1 in K and
c(̺ − 1/j) ≤ uK,Dj in Dj , for any j. The sequence (u∗K,Dj )j is increasing in D,
since the sequence (Dj)j is decreasing. Let v be the function defined on D by
v := lim
j→∞
u∗K,Dj .
Now v∗ is psh in D. Moreover, v and v∗ are equal quasi-everywhere in D (that
is, they are equal except perhaps for a pluripolar set, see [BT82]). As u∗K,Dj ∈
PSH(D, (−1, 0)), so v∗ ∈ PSH(D, (−1, 0)).
Since each u∗K,Dj satisfies u
∗
K,Dj
≤ u∗K,D in D, it follows that v∗ also satisfies
v∗ ≤ u∗K,D in D.
Moreover, the sequence of positive measures ((ddcu∗K,Dj )
n)j converges to the
positive measure (ddcv∗)n in the weak∗-topology (see [BT82] or [Kli91, p. 125]). In
particular, since for any j (ddcu∗K,Dj )
n = 0 in Dj \ K, we have (ddcv∗)n = 0 in
D \K.
Note that v∗(w) converges to 0 when w → z, for any z ∈ ∂D. Indeed, for any j
we have
−c/j ≤ lim inf
w→z
u∗K,Dj (w) ≤ lim infw→z v
∗(w) ≤ lim sup
w→z
v∗(w) ≤ 0 .
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Now recall that C(K,D) =
∫
K(dd
cu∗K,D)
n =
∫
D(dd
cu∗K,D)
n and that the same
equalities are satisfied for C(K,Dj) and u
∗
K,Dj
. Thus, using the Comparison The-
orem of Bedford and Taylor (see [BT82] or [Kli91, p. 126]) we deduce that
C(K,D) =
∫
D
(ddcu∗K,D)
n ≤
∫
D
(ddcv∗)n =
∫
K
(ddcv∗)n
= lim
j→∞
∫
K
(ddcu∗K,Dj )
n = lim
j→∞
C(K,Dj) ≤ C(K,D) ,
and that v∗ is identical to u∗K,D in D. Since v = v
∗ quasi-everywhere in D, the
proof is complete. 
The following is the main result of this subsection, a sharp lower bound for the
asymptotics of the Kolmogorov numbers dm(H
∞(D) →֒ A(K)) under the hypothe-
ses of Theorem 2.12, except that we require a bit more regularity for D, namely
that D be not just bounded and hyperconvex but strictly hyperconvex.
Theorem 2.16. Let D be a strictly hyperconvex domain in Cn containing a compact
subset K with positive Lebesgue measure. Then
lim sup
m→∞
− log dm(H∞(D) →֒ A(K))
m1/n
≤ 2π
(
n!
C(K,D)
)1/n
.
Proof. Combining Lemma 2.13 and Lemma 2.14, applied to K ⊂ D ⊂ Dj with Dj
defined in (22), we obtain for any j
dm(H
∞(D) →֒ A(K)) ≥ Cjdm(H2(Dj) →֒ A(K))
≥ Cj√
m(K)
dm(H
2(Dj) →֒ L2(K)) ,
where Cj = ||JH2(Dj)→֒H∞(D)||−1.
Applying Theorem 2.12 to bound dm(H
2(Dj) →֒ L2(K)) from below, we deduce
for any j
lim sup
m→∞
− log dm(H∞(D) →֒ A(K))
m1/n
≤ 2π
(
n!
C(K,Dj)
)1/n
,
and the assertion now follows from Lemma 2.15. 
2.5. Generalisation to non-pluripolar K. In the previous subsection we have
obtained lower bounds for the Kolmogorov numbers of the embedding J : H∞(D) →֒
A(K) for D strictly hyperconvex and K ⊂ D compact with positive Lebesgue mea-
sure. We shall now explain how to obtain Theorem 2.16 in the more general case
where the compact set K is only assumed to be non-pluripolar, thus finishing the
proof of the first half our main theorem (Theorem 1.1). We shall achieve this by
choosing suitable external approximations of the holomorphically convex hull of K
in D.
We start with the following simple observation. If D is hyperconvex (but not
necessarily bounded) and K is a non-pluripolar compact subset of D, which we do
not assume to be holomorphically convex in D, then the relative extremal function
uK,D is lower semicontinuous on D, see [Kli91, Corollary 4.5.11]. Thus, the upper
level sets { z ∈ D : uK,D(z) > −1 + c } are open in D, for any real number 0 ≤ c <
1. Since, for any w ∈ ∂D, the relative extremal function uK,D(z) tends to 0 as z
tends to w, it follows that, for any real number 0 ≤ c < 1,
Kc = { z ∈ D : uK,D(z) ≤ −1 + c } (23)
is a compact subset of D, which, for 0 < c < 1, has positive Lebesgue measure,
since it contains the open set
{
z ∈ D : u∗K,D < −1 + c
}
.
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We also note that ⋂
0<c<1
Kc = KˆD ,
where KˆD is the holomorphically convex hull of K in the open hyperconvex set D.
Moreover, uK,D = uKˆD,D and C(K,D) = C(KˆD, D).
Lemma 2.17. Let D be a hyperconvex domain in Cn and let K be a non-pluripolar
compact subset of D. Then, for any real number 0 < c < 1, we have
max{u
∗
K,D
1− c ,−1} = u
∗
Kc,D on D
and
C(Kc, D) =
C(K,D)
(1 − c)n ,
where Kc is given by (23).
Proof. We start by observing that the relative extremal function uKc,D for Kc in
D, satisfies
max{uK,D
1 − c ,−1} ≤ uKc,D on D . (24)
Indeed, any psh function w appearing in the definition of uK,D satisfies w ≤ uK,D
on D, so w ≤ −1 + c on Kc. Thus max{ w1−c ,−1} is a negative psh function on D
which is less than or equal to −1 on Kc, from which, using the definition of uKc,D,
we conclude that max{ w1−c ,−1} ≤ uKc,D on D, and (24) follows.
Let vc denote the following psh function on D
vc = max{
u∗K,D
1 − c ,−1} .
Now, vc is a negative psh function on D, which is greater or equal to −1 on D \Kc.
Indeed, on D \ Kc, we have uK,D > −1 + c and thus u∗K,D > −1 + c as well. In
addition, vc tends to 0 as z tends to w, for any w ∈ ∂D.
Since (ddcu∗K,D)
n = 0 on D \ K, we also have (ddcvc)n = 0 on D \ Kc. By
the maximality of the function vc, we deduce that vc ≥ w in D \Kc, for any psh
function w which appears in the definition of uKc,D. Thus vc ≥ uKc,D and even
vc ≥ u∗Kc,D on D \Kc, since vc is psh.
Combining the bounds in the previous two paragraphs we deduce that
vc = u
∗
Kc,D on D \Kc .
Summarising, we have
max{u
∗
K,D
1 − c ,−1} = u
∗
Kc,D on D \Kc
and
max{uK,D
1 − c ,−1} = uKc,D = −1 on Kc .
We know that uK,D = u
∗
K,D and uKc,D = u
∗
Kc,D
except for a pluripolar set in D.
As two psh functions which are equal except for a pluripolar set are in fact equal
everywhere, we finally deduce that
max{u
∗
K,D
1 − c ,−1} = u
∗
Kc,D on D ,
and the proof is complete. 
We are finally able to prove the main result of this section, the first half of our
main theorem.
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Theorem 2.18. Let D be a strictly hyperconvex domain in Cn and K a non-
pluripolar compact subset of D. Then
lim sup
m→∞
− log dm(H∞(D) →֒ A(K))
m1/n
≤ 2π
(
n!
C(K,D)
)1/n
.
Proof. Fix c with 0 < c < 1. Let Kc be as in (23) and define the canonical
embeddings
J : H∞(D) →֒ A(K) ,
Jc : H
∞(D) →֒ A(Kc) .
We start by observing that the Two Constants Theorem (see, for example, [Kli91,
Proposition 4.5.6]) implies that for any f ∈ H∞(D) with ‖f‖H∞(D) ≤ 1 we have
‖f‖A(Kc) ≤ ‖f‖
1−c
A(K) ,
which implies the following relation between the Gelfand numbers of the embed-
dings J and Jc
cm(Jc) ≤ cm(J)1−c (m ∈ N) .
Thus
lim sup
m→∞
− log cm(J)
m1/n
≤ lim sup
m→∞
1
1− c
− log cm(Jc)
m1/n
,
and so, using (4) and (5), it follows that
lim sup
m→∞
− log dm(J)
m1/n
≤ lim sup
m→∞
1
1− c
− log dm(Jc)
m1/n
.
Now, since Kc has positive Lebesgue measure, Theorem 2.16 implies
lim sup
m→∞
1
1− c
− log dm(Jc)
m1/n
≤ 2π
1− c
(
n!
C(Kc, D)
)1/n
,
while Lemma 2.17 gives
2π
1− c
(
n!
C(Kc, D)
)1/n
= 2π
(
n!
C(K,D)
)1/n
.
Thus, all in all, we have
lim sup
m→∞
− log dm(J)
m1/n
≤ 2π
(
n!
C(K,D)
)1/n
,
and the proof is finished. 
3. Upper bound for the Kolmogorov widths
Our strategy for determining sharp upper bounds for the Kolmogorov widths
is based on the Bergman-Weil formula coupled with an approximation argument.
More precisely, we shall start by letting K and D be special holomorphic polyhedra
in Cn (a notion we shall recall below), in which case sharp upper bounds for the
Kolmogorov numbers dn(H
∞(D) →֒ A(K)) can be obtained using the Bergman-
Weil integral formula. Next, for any pair (K,D), where K is a regular compact
subset of a strictly hyperconvex domain D, we will simultaneously approximate
KˆD externally and D internally by two special holomorphic polyhedra defined by
the same holomorphic mapping in such a way that the relative capacity of the
approximations will converge to the relative capacity C(K,D). This will allow us
to deduce a sharp upper bound for the Kolmogorov widths in the case where K is
a regular compact subset in a strictly hyperconvex domain D. From this, we will
deduce an upper bound for the Kolmogorov widths of a general pair (K,D), also
termed a condenser in this section, where K is any compact subset of a bounded
and hyperconvex domain D in Cn.
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3.1. Upper bounds in case K and D are special holomorphic polyhedra.
We start by recalling the notions of holomorphic polyhedron and special holomor-
phic polyhedron. Let Ω be an open subset of Cn and N a positive integer. A
holomorphic polyhedron of type N in Ω is a finite union of relatively compact con-
nected components of the subset of Ω of the form
{ z ∈ Ω : |fj(z)| < 1 for all j ∈ {1, . . . , N} } ,
where each fj : Ω→ C is holomorphic.
Clearly, a holomorphic polyhedron of type N is also of type N + 1, so the
minimal type of a given polyhedron is of particular interest. Note that if Ω is a
holomorphically convex domain in Cn and P a holomorphic polyhedron of type N
in Ω then N ≥ n. Thus, in this case there is a nontrivial lower bound for the type
of a holomorphic polyhedron, and polyhedra of this minimal type play a special
role: a holomorphic polyhedron of type n in a holomorphically convex domain Ω
in Cn is called a special holomorphic polyhedron (see Bishop [Bis61]).
For the rest of this subsection we shall focus on condensers of the form (K,D) =
(Ub,Ua), where both Ua and Ub are special holomorphic polyhedra obtained as
follows.
Let F = (f1, . . . , fn) : Ω→ Cn denote a holomorphic mapping on a pseudocon-
vex open set Ω in Cn. For a ∈ (0,∞)n write
Pa = { z ∈ Ω : |fk(z)| < ak for all k ∈ {1, . . . , n} } ,
and assume that the open set Pa has relatively compact connected components.
We now define the special holomorphic polyhedron Ua to be a finite union of such
components.
Given b ∈ (0,∞)n with bk < ak for k ∈ {1, . . . , n} we define a second special
holomorphic polyhedron Ub as the finite union of connected components of the open
set
Pb = { z ∈ Ω : |fk(z)| < bk for all k ∈ {1, . . . , n} } ,
which belong to Ua.
In this case we shall call the condenser (Ub,Ua) a special holomorphic polyhedral
condenser and F the underlying mapping.
Note that the underlying mapping F is finite and proper from Ua onto the poly-
disc P (O, a) := { z ∈ Cn : |zj| < aj , 1 ≤ j ≤ n }. Moreover, F |Ua is an unramified
covering over the open set P (O, a). We shall refer to the number of sheets of this
covering as the multiplicity of F .
It turns out that for special holomorphic polyhedral condensers there is a simple
formula for the corresponding relative capacity.
Proposition 3.1. Let (Ub,Ua) be a special holomorphic polyhedral condenser with
underlying mapping F = (f1, . . . , fn) in C
n. Then the corresponding relative ex-
tremal function is given explicitly by
uUb,Ua(z) = uP (O,b),P (O,a)(F (z)) = sup
1≤k≤n
log(|fk(z)|/ak)
log(ak/bk)
,
and its relative capacity is
C(Ub,Ua) = (2π)
nm0∏n
k=1 log(ak/bk)
,
where m0 is the multiplicity of F .
Proof. This result is an easy consequence of Proposition 4.5.14 in [Kli91] and
Lemma 4.1 in [Niv04], since the holomorphic mapping F is proper and surjec-
tive from Ua onto the open polydisc P (O, a), and from Ub onto the open polydisc
P (O, b), respectively. 
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3.1.1. A sequence of finite rank operators (Jm) approximating J . Let us recall that
in order to find upper bounds for the Kolmogorov widths dm(ADK), it suffices to
provide upper bounds for the approximation numbers am(J) of the canonical iden-
tification
J : H∞(D) → A(K)
f 7→ Jf = f |K .
As detailed in Subsection 1.3, this follows since
dm(ADK) = dm(J) ≤ am(J) (∀m ∈ N) .
Specialising to the case where (K,D) = (Ub,Ua) is a special holomorphic polyhedral
condenser we shall now construct a sequence of finite rank operators Jm : H
∞(D)→
A(K) which approximate J at a certain stretched exponential speed. The main
tool will be the Bergman-Weil integral formula originally due to Weil [Wei35] and
Bergman [Ber36], which we turn to shortly.
Before doing so, we briefly recall multi-index notation. For z ∈ Cn and ν ∈ Zn
with z = (z1, . . . , zn) and ν = (ν1, . . . , νn) we write z
ν =
∏n
k=1 z
νk
k . We use the
symbol I to mean I = (1, . . . , 1), so that zI =∏nk=1 zk .
Suppose now that F = (f1, . . . , fn) is the underlying mapping of the special
holomorphic polyhedral condenser (Ub,Ua), that is, F : Ω → Cn is a holomorphic
mapping on a pseudoconvex open set Ω in Cn containing Ua and Ub. It turns out
that there is a holomorphic function G : Ω× Ω→ Cn×n such that
F (ζ)− F (z) = G(ζ, z)(ζ − z) (∀ζ, z ∈ Ω) .
The existence of G for pseudoconvex Ω is a non-trivial matter and is originally due
to Hefer [Hef50] (see also [Sha92], Paragraphs 30 and 50).
If ∂∗Ua denotes the distinguished boundary of Ua, that is
∂∗Ua = { z ∈ Ω : |fk(z)| = ak for all k ∈ {1, . . . , n} } ,
considered as an n-dimensional surface with a suitable orientation, then the Bergman-
Weil integral formula on Ua can be stated as follows (see [Sha92, Paragraph 30]):
for any g ∈ H∞(Ua) and any z ∈ Ua we have
g(z) =
1
(2πi)n
∫ ∗
∂∗Ua
g(ζ)
det(G(ζ, z))
(F (ζ) − F (z))I dζ ,
where dζ is the n-form dζ1 ∧ . . . ∧ dζn. Here, the star at the top of the integral
sign indicates that integration is to be taken over any ∂∗Ua′ where a′ ∈ (0,∞)n
with a′k < ak for any k, and a
′ is chosen such that z ∈ Ua′ . It is not difficult to see
that the integral
∫ ∗
∂∗Ua
does not depend on this choice. Note that in the case where
g ∈ A(Ua) then
∫ ∗
∂∗Ua
is in fact the classical integration over ∂∗Ua.
An important property of the Bergman-Weil integral representation is that its
kernel is holomorphic in z. This implies that we can write the canonical identifica-
tion J : H∞(Ua)→ A(Ub) as an infinite series of operators, all of which, as we shall
see later, are finite rank. More precisely, the following holds. For g ∈ H∞(Ua) and
z ∈ Ub, we have
(Jg)(z) = g(z) =
1
(2πi)n
∫ ∗
∂∗Ua
g(ζ)
det(G(ζ, z))
(F (ζ) − F (z))I dζ
=
1
(2πi)n
∫ ∗
∂∗Ua
g(ζ)
det(G(ζ, z))
F (ζ)I
∞∑
l=1
F (z)ν(l)
F (ζ)ν(l)
dζ
=
∞∑
l=1
F (z)ν(l)
1
(2πi)n
∫ ∗
∂∗Ua
g(ζ)
det(G(ζ, z))
F (ζ)I+ν(l)
dζ , (25)
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where ν : N → Nn0 could, in principle, be any bijection, but we shall fix it so
as to facilitate obtaining effective bounds for the approximation numbers of J :
H∞(Ua)→ A(Ub).
In order to achieve this, let α ∈ (0, 1)n be given by αk = bk/ak for k ∈ {1, . . . , n}.
Now choose ν : N→ Nn0 so that m 7→ γm := αν(m) is monotonically decreasing. In
other words, the bijection ν is chosen to provide a non-increasing rearrangement
(γm)m∈N of the set {αν : ν ∈ Nn0}.
As a first step towards bounding the approximation numbers am(J) we need to
bound the rate of decay of (γm)m∈N. For this we require the following auxiliary
result, the short proof of which is adapted from the proof of [BMV82, Lemma 2.4].
Lemma 3.2. Let β ∈ (0,∞)n and let Nβ : [0,∞) → N0 denote the counting
function
Nβ(r) = ♯{ ν ∈ Nn0 :
n∑
k=1
νkβk ≤ r } .
Then
1
n!
rn∏n
k=1 βk
≤ Nβ(r) ≤ 1
n!
(r +
∑n
k=1 βk)
n∏n
k=1 βk
(∀r ≥ 0) . (26)
Proof. Fix r ≥ 0 and define the following sets
Nβ(r) = { ν ∈ Nn0 :
n∑
k=1
νkβk ≤ r } ,
Sβ(r) = { ξ ∈ [0,∞)n :
n∑
k=1
ξkβk ≤ r } ,
Cν = { ξ ∈ Rn : νk ≤ ξk ≤ νk + 1 ∀k ∈ {1, . . . , n} } (ν ∈ Nn0 ) ,
Mβ(r) =
⋃
ν∈Nβ(r)
Cν .
It is not difficult to see that we have the following inclusions
Sβ(r) ⊂Mβ(r) ⊂ Sβ(r +
n∑
k=1
βk) ,
from which the inequalities (26) readily follow, by computing the volume of the
respective sets. 
Remark 3.3. The lemma above implies that
Nβ(r) ∼ 1
n!
rn∏n
k=1 βk
as r →∞.
This asymptotic also follows easily from Karamata’s Tauberian theorem (see, for ex-
ample, Lemma 6.1 in [LQRP19]). The lemma above, however, provides completely
explicit bounds valid for all r ≥ 0.
We now have the following upper bound for (γn)n∈N.
Lemma 3.4. Let α ∈ (0,∞)n and let (γm)m∈N denote a non-increasing rearrange-
ment of the set {αν : ν ∈ Nn0 }. Writing
c = n!
n∏
k=1
logα−1k
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we have
γm ≤ 1∏n
k=1 αk
exp(−(cm)1/n) (∀m ∈ N) ,
∞∑
l=m+1
γl ≤ 1∏n
k=1 αk logα
−1
k
n−1∑
k=0
(cm)k/n
k!
exp(−(cm)1/n) (∀m ∈ N0) .
Proof. We start by observing that
m ≤ ♯{ν ∈ Nn0 : αν ≥ γm} = Nβ(log γ−1m ) (∀m ∈ N) ,
where Nβ is the counting function from Lemma 3.2 with β ∈ (0,+∞)n given by
βk = logα
−1
k for 1 ≤ k ≤ n. The first bound now follows from the upper bound in
Lemma 3.2.
For the second bound we use the first bound together with a majorisation of the
sum by an integral to obtain
∞∑
l=m+1
γl ≤ 1∏n
k=1 αk
∞∑
l=m+1
exp(−(cl)1/n)
≤ 1∏n
k=1 αk
∫ ∞
m
exp(−(ct)1/n) dt
=
1∏n
k=1 αk
[
−n!
c
n−1∑
k=0
(ct)k/n
k!
exp(−(ct)1/n)
]∞
m
=
1∏n
k=1 αk logα
−1
k
n−1∑
k=0
(cm)k/n
k!
exp(−(cm)1/n)
and we are done. 
We are now ready to define the sequence of finite rank operators Jm : H
∞(Ua)→
A(Ub) alluded to earlier. For m ∈ N and ∀z ∈ Ub write
(Jmg)(z) =
m∑
l=1
F (z)ν(l)
1
(2πi)n
∫ ∗
∂∗Ua
g(ζ)
det(G(ζ, z))
F (ζ)I+ν(l)
dζ
=
1
(2πi)n
∫ ∗
∂∗Ua
g(ζ)
det(G(ζ, z))
F (ζ)I
m∑
l=1
F (z)ν(l)
F (ζ)ν(l)
dζ . (27)
Clearly, Jm is a well-defined operator from H
∞(Ua) to A(Ub). Moreover, we have
the following upper bound for the rate at which the sequence (Jm)m∈N approximates
J .
Lemma 3.5. Let (Ub,Ua) be a special holomorphic polyhedral condenser in Cn with
underlying mapping F . Then
‖J − Jm‖H∞(Ua)→A(Ub) ≤ C
(
n−1∑
k=0
(cm)k/n
k!
)
exp(−(cm)1/n) (∀m ∈ N) ,
where
c = n!
n∏
k=1
logα−1k ,
C = [(2π)n
n∏
k=1
αk logα
−1
k ]
−1 sup
z∈Ub
∫
∂∗(Ua)
| det(G(ζ, z))|
|F (ζ)I | |dζ| , (28)
and, as before, αk = bk/ak for 1 ≤ k ≤ n.
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Proof. Fix z ∈ Ub. Recall that the integration
∫ ∗
∂∗Ua
in (27) is in fact an integration
over any ∂∗Ua′ where a′ ∈ (0,∞)n with bk < a′k < ak for any k is chosen so that
z ∈ Ua′ . Thus, for g ∈ H∞(Ua) with ‖g‖H∞(Ua) ≤ 1, we have using the calculation
in (25)
|(Jg − Jmg)(z)| ≤(
1
(2π)n
∫
∂∗(Ua′)
| det(G(ζ, z))|
|F (ζ)I | |dζ|
)
∞∑
l=m+1
(
b1
a′1
)ν1(l)
· · ·
(
bn
a′n
)νn(l)
.
Since there exists δ > 0 such that bk < bk + δ ≤ a′k < ak for any k, the power
series
∑∞
l=m+1
(
b1
a′1
)ν1(l) · · ·( bna′n)νn(l) converges to ∑∞l=m+1 γl when a′ tends to a.
Consequently we obtain
|(Jg − Jmg)(z)| ≤
(
1
(2π)n
∫
∂∗(Ua)
| det(G(ζ, z))|
|F (ζ)I | |dζ|
)
∞∑
l=m+1
γl (∀z ∈ Ub) ,
where we have used the fact that
a′ 7→ 1
(2π)n
∫
∂∗(Ua′ )
| det(G(ζ, z))|
|F (ζ)I | |dζ|
is continuous at a. Thus using Lemma 3.4 we have for any m ∈ N
‖J − Jm‖H∞(Ua)→A(Ub) ≤ C
(
n−1∑
k=0
(cm)k/n
k!
)
exp(−(cm)1/n) , (29)
as claimed. 
3.1.2. Upper bound for the rank of Jm. For (Ub,Ua) a special holomorphic polyhe-
dral condenser with underlying mapping F we want to use the previous Lemma 3.5
to obtain an upper bound for the approximation numbers of J : H∞(Ua)→ A(Ub).
For this we need to impose an extra assumption on F , and hence on the condenser:
we shall call (Ub,Ua) non-degenerate if O is a regular value of the underlying proper
mapping F from Ua onto P (O, a). Since F has finite multiplicity m0 this implies
that F |Ua has exactly m0 distinct zeros.
Note that this is no essential restriction for our purposes, since if O is not a
regular value of F , then we can replace F by F − c, where c is a regular value for
F , which can be chosen arbitrarily small.
Lemma 3.6. Let (Ub,Ua) be a non-degenerate special holomorphic polyhedral con-
denser with underlying mapping F and Jm the operator defined in (27). Then
rank(Jm) ≤ m0m (∀m ∈ N) ,
where m0 is the multiplicity of F .
Proof. Since the condenser is non-degenerate the underlying mapping F has exactly
m0 distinct zeros, call them z
(1), . . . , z(m0). Next choose c = (c1, . . . , cn) where each
cj is a positive real number small enough so that Uc has m0 connected components
Ukc , the closures of which are pairwise disjoint.
Now fix z ∈ Uc and let Uk0c denote the neighbourhood of z(k0) to which z belongs.
For any m ∈ N and any g ∈ H∞(Ua), we have
(Jmg)(z) =
m∑
l=1
F (z)ν(l)
1
(2πi)n
∫ ∗
∂∗Ua
g(ζ)
det(G(ζ, z))
F (ζ)I+ν(l)
dζ
=
m0∑
k=1
m∑
l=1
F (z)ν(l)
1
(2πi)n
∫
∂∗Ukc
g(ζ)
det(G(ζ, z))
F (ζ)I+ν(l)
dζ .
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Each integral
∫
∂∗Ukc
g(ζ)
det(G(ζ, z))
F (ζ)I+ν(l)
dζ is over a small neighbourhood of a zero z(k)
of F . Since z ∈ Uk0c ⊂ Uk0c , which is disjoint from Ukc for any k 6= k0, we have∫
∂∗Ukc
g(ζ)
det(G(ζ, z))
(F (ζ) − F (z))I dζ = 0, (k 6= k0) .
For any 1 ≤ k ≤ m0, the underlying mapping F is a biholomorphism from Ukc , a
neighbourhood of z(k), onto a neighbourhood Vk of the origin. Let πk denote the
corresponding inverse mapping, so that F (ζ) = w implies πk(w) = ζ. Then for any
l ≥ 1 and for any 1 ≤ k ≤ m0, we have
1
(2πi)n
∫
∂∗Ukc
g(ζ)
det(G(ζ, z))
F (ζ)I+ν(l)
dζ
=
1
(2πi)n
∫
∂∗P (O,c)
g(πk(w))
det(G(πk(w), z))
wI+ν(l)
(Jacπk)(w)dw
=
1
ν(l)!
∂ν(l)
∂wν(l)
(g ◦ πk · det(G(πk, z)) · Jacπk) (0) ,
where Jacπk is the complex Jacobian of the holomorphic map πk:
Jacπk = det
(
∂πk,j
∂wj′
)
1≤j,j′≤n
.
Consequently we have for any z ∈ Uc
(Jmg)(z) =
m∑
l=1
m0∑
k=1
1
ν(l)!
∂ν(l)
∂wν(l)
(g ◦ πk · det(G(πk, z)) · Jacπk) (0)F (z)ν(l) .
But since the right-hand side of this equality is a well defined holomorphic function
on all of Ua and since Jmg is in A(Ub), the analytic continuation principle implies
that the equality above holds for every z ∈ Ub.
Using the product rule, it follows that the partial derivative
∂ν(l)
∂wν(l)
(g ◦ πk · det(G(πk , z)) · Jacπk) (0)
involves only partial derivatives of g of the form ∂
µg
∂ζµ (z
(k)), where the multi-indices
satisfy 0 ≤ µ1 ≤ ν1(l), . . . , 0 ≤ µn ≤ νn(l). Due to our choice of ν, this implies that
these multi-indices are of the form ν(l′) with 1 ≤ l′ ≤ m.
As a result, the collection of values
∂ν(l)g
∂ζν(l)
(z(k)) (1 ≤ k ≤ m0, 1 ≤ l ≤ m)
completely determine the function Jm(g) on Ub. Thus, for eachm ∈ N, the operator
Jm has finite rank with its rank bounded above by m0m. 
3.1.3. Upper bound for Kolmogorov widths in the case of special holomorphic poly-
hedra. We are now able to state and prove the main result of this subsection: ex-
plicit and asymptotically sharp upper bounds for the Kolmogorov widths of special
holomorphic polyhedral condensers.
Proposition 3.7. Let (Ub,Ua) be a non-degenerate special holomorphic polyhedral
condenser in Cn and J : H∞(Ua) → A(Ub) the canonical identification. Then for
any m ∈ N with m > m0 we have
dm(J) ≤ am(J) ≤ C
(
n−1∑
k=0
1
k!
(
c
m−m0
m0
)k/n)
exp
(
−
(
c
m−m0
m0
)1/n)
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where
c = n!
n∏
k=1
log(ak/bk) ,
m0 is the multiplicity of the underlying mapping of the condenser, and C is the
explicit constant given in (28). In particular, we have
lim inf
m→∞
−
log dm
(
AUa
Ub
)
m1/n
≥ 2π
(
n!
C(Ub,Ua)
)1/n
. (30)
Proof. The explicit upper bound follows from Lemma 3.5 and Lemma 3.6 together
with the fact the sequence m 7→ am(J) is monotonically decreasing. Moreover,
using Proposition 3.1, which yields
C(Ub, Ua) = (2π)
nm0∏n
k=1 log(ak/bk)
,
the assertion (30) follows. 
Remark 3.8. A stronger version of the asymptotics (30) above, with similar hy-
potheses but with a limit instead of the limit inferior and equality instead of in-
equality can be found, without proof, as Proposition 5.1 in Zakharyuta’s survey
article [Zak11a], where it is credited to [Zah74] in which it appears, again without
proof, as a consequence of [Zah74, Theorem 4.5].
3.2. Exhaustion of D and K by special holomorphic polyhedra. We shall
now extend the sharp asymptotic upper bound obtained at the end of the previous
subsection for special polyhedral condensers to more general condensers (K,D)
where D is strictly hyperconvex and K a regular compact subset of D.
In this setup, we have the following refinement of Theorem 3 in [Niv04], itself
a quantitative version of a lemma of Bishop [Bis61], which provides an external
approximation of KˆD, the holomorphically convex hull of K in D, and an internal
approximation of D by two special holomorphic polyhedra defined simultaneously
by the same holomorphic mapping such that the relative capacities of the approxi-
mations converge to the capacity C(K,D) = C(KˆD, D).
Theorem 3.9. Let D be a strictly hyperconvex domain in Cn and K a regular
compact subset of D. Then, for every j ∈ N, there is a non-degenerate special
holomorphic polyhedral condenser (U1j ,U2j ) with
K ⊂ KˆD ⊂ U1j ⊂ U2j ⊂ D
such that
lim
j→∞
C(U1j ,U2j ) = C(K,D) .
Proof. We start by recalling some notation already used in Subsection 1.1, as well
as in Subsection 2.4, immediately above Lemma 2.15.
Since D is strictly hyperconvex there exists a bounded domain Ω and an exhaus-
tion function ̺ ∈ PSH(Ω, (−∞, 1))∩C(Ω) such that D = { z ∈ Ω : ̺(z) < 0 } and,
for all real numbers c ∈ [0, 1], the open set { z ∈ Ω : ̺(z) < c } is connected.
For any integer j ≥ 1, letDj denote the bounded hyperconvex domain { z ∈ Ω : ̺(z) < 1/j }.
Since K is a regular compact subset of D the relative extremal function uK,D
is continuous in D. Let now u and uj denote the relative extremal functions uK,D
and uK,Dj , respectively.
Lemma 2.6 in [Niv04] then implies the following: K is regular for any Dj with
j ≥ 1, the sequence (uj) converges uniformly onD to u, and the increasing sequence
of capacities (C(K,Dj))j∈N converges to the capacity C(K,D).
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For any r ∈ [−1, 0] write D(r) for the set { z ∈ D : u(z) < r }. As u is contin-
uous on D and an exhaustion function for D, each D(r) is open. Moreover, for
any −1 < r < 0 sufficiently close to 0, the open sets D(r) are connected, since
D is, and provide an internal exhaustion of D. Similarly, for any −1 < r < 0
sufficiently near −1, the open sets D(r) provide an external exhaustion of KˆD =
{ z ∈ D : uK,D(z) = −1 }.
We shall now proceed to the construction of the special holomorphic polyhedra
by a five-step process of definitions and assertions, the first two of which, follow
from [Niv04, Theorem 3].
For any ǫ, ǫ′ > 0 sufficiently small with ǫ′ < ǫ, there exist two integers j ≥ 2 and
p ≥ 2 and there exist n holomorphic functions f1, . . . , fn ∈ O(Dj) such that the
following assertions hold.
(i)
1
p
log |fl(z)| ≤ u2j(z) in D2j, for all 1 ≤ l ≤ n.
(ii) There exist two special holomorphic polyhedra U0 and U2 and a positive con-
stant β(ǫ′) satisfying β(ǫ′) ≤ ǫ′/2, such that
K ⊂ KˆD ⊂ D(−1 + ǫ) ⊂ U0 ⊂ D(−1 + ǫ+ ǫ′)
and D(−ǫ) ⊂ U2 ⊂ D(−ǫ+ ǫ′).
Here, U0 is the finite union of the connected components of the open set{
z ∈ D : sup
1≤l≤n
1
p
log |fl(z)| < −1 + ǫ+ β(ǫ′)
}
that meet D(−1 + ǫ), and U2 is the connected component containing D(−ǫ), of the
open set {
z ∈ D : sup
1≤l≤n
1
p
log |fl(z)| < −ǫ+ β(ǫ′)
}
.
Using the inclusions in assertion (ii), we obtain the next assertion
(iii) C(D(−1 + ǫ), D(−ǫ + ǫ′)) ≤ C(U0,U2) ≤ C(D(−1 + ǫ+ ǫ′), D(−ǫ)) . Indeed,
we have
C(D(−1 + ǫ), D(−ǫ+ ǫ′)) ≤ C(U0, D(−ǫ+ ǫ′)) ≤ C(U0,U2)
and
C(U0,U2) ≤ C(D(−1 + ǫ + ǫ′),U2) ≤ C(D(−1 + ǫ + ǫ′), D(−ǫ)) .
(iv) Denote by U1 the special holomorphic polyhedron defined as the finite union
of all connected components of the open set{
z ∈ D : sup
1≤l≤n
1
p
log |fl(z)| < −1 + ǫ+ β(ǫ′)
}
included in U2.
(v) The holomorphic mapping
F = (f1, ..., fn) : U2 −→ Cn
is proper and surjective from the bounded special holomorphic polyhedron U2 to the
polydisc P (0, r2) and from the bounded special holomorphic polyhedron U1 to the
polydisc P (0, r1), where r2 = exp(p(−ǫ+ β(ǫ′))) and r1 = exp(p(−1 + ǫ+ β(ǫ′)))),
respectively. This follows from [Niv04, Proposition 3.4].
All in all, the above yields, for any ǫ, ǫ′ > 0 sufficiently small with ǫ′ < ǫ, three
special holomorphic polyhedra U0ǫ,ǫ′ , U1ǫ,ǫ′, and U2ǫ,ǫ′ with
K ⊂ KˆD ⊂ U0ǫ,ǫ′ ⊂ U1ǫ,ǫ′ ⊂ U2ǫ,ǫ′ ⊂ D .
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By (iii) we know that C(U0ǫ,ǫ′ ,U2ǫ,ǫ′) converges to C(KˆD, D) = C(K,D) when ǫ and
ǫ′ both tend to 0. Moreover, using an argument similar to the proof of Lemma
5.2 in [Niv04] it follows that C(U1ǫ,ǫ′ ,U2ǫ,ǫ′) also converges to C(K,D) when ǫ and
ǫ′ both tend to 0. This, coupled with assertion (v) yields the desired sequence of
special holomorphic polyhedral condensers, each of which can be chosen to be non-
degenerate, by possibly replacing the underlying mapping Fǫ,ǫ′ with Fǫ,ǫ′− cǫ,ǫ′, for
cǫ,ǫ′ a sufficiently small regular value of Fǫ,ǫ′ . 
Combining the previous theorem with the main result in the previous subsection
we now have the following.
Proposition 3.10. Let D be a strictly hyperconvex domain in Cn and K a regular
compact subset of D. Then we have the asymptotics
lim inf
m→∞
− log dm
(ADK)
m1/n
≥ (2π)
(
n!
C(K,D)
)1/n
.
Proof. Let (U1j ,U2j )j denote the sequence of non-degenerate special holomorphic
polyhedral condensers given in Theorem 3.9. Since
K ⊂ KˆD ⊂ U1j ⊂ U2j ⊂ D ,
we have, for every j ∈ N
H∞(D) →֒ H∞(U2j )→ A(U
1
j)→ A(K) .
Both H∞(D) →֒ H∞(U2j ) and A(U
1
j) → A(K) are easily seen to be continuous
with norm 1, so
dm(ADK) ≤ dm(A
U2j
U
1
j
) (∀m, j ∈ N) ,
and hence
lim inf
m→∞
− log dm
(ADK)
m1/n
≥ lim inf
m→∞
−
log dm
(
AU
2
j
U
1
j
)
m1/n
(∀j ∈ N) .
Using Proposition 3.7 we have
lim inf
m→∞
−
log dm
(
AU2
U
1
)
m1/n
≥ (2π)
(
n!
C(U1j ,U2j )
)1/n
(∀j ∈ N)
and the assertion follows as C(U1j ,U2j ) converges to C(K,D) as j → ∞ by Theo-
rem 3.9. 
The hypothesis in the proposition above can be weakened further using the
following result.
Lemma 3.11. Let D be a bounded hyperconvex domain in Cn containing a com-
pact subset K. Then we can approximate KˆD externally and D internally by two
sequences (Kj) and (Dj) such that:
(i) (Kj) is a decreasing sequence of compact sets and (Dj) is an increasing
sequence of domains with ∩jKj = KˆD, Kj+1 ⊂
◦
Kj, Dj ⊂ Dj+1 and ∪jDj =
D;
(ii) for any j, each compact Kj is holomorphically convex and regular in Dj,
which in turn is strictly hyperconvex;
(iii) the sequence (C(Kj , Dj))j converges to C(K,D).
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Proof. Note that K is not supposed to be regular, that is, u = uK,D is not nec-
essarily continuous in D¯. Now, for any ǫ > 0 sufficiently small, let Kǫ denote the
compact subset of D defined by
Kǫ = { z ∈ D : dist(z, ∂D) ≤ ǫ } .
Using Corollaries 4.5.9, 4.5.11 and Proposition 4.7.1 in [Kli91], we deduce, succes-
sively, the following:
(a) uKǫ,D is continuous in D, that is, K
ǫ is regular for D;
(b) (uKǫ,D)ǫ>0 converges pointwise and monotonically from below to u in D
when ǫ decreases to 0;
(c) uKǫ,D = uK̂ǫD ,D and C(K
ǫ, D) = C(K̂ǫD, D);
(d) K̂ǫD approximates KˆD in the sense that ∩ǫ>0K̂ǫD = KˆD;
(e) limǫ→0 C(K
ǫ, D) = C(K,D).
Now, since uKǫ,D := uǫ is continuous on D and is an exhaustion function for D,
we can construct an internal exhaustion of D by strictly hyperconvex domains as
follows: for any δ > 0 sufficiently small, Dǫ(−δ) = {z ∈ D : uǫ(z) < −δ} is a
strictly hyperconvex domain and ∪δ>0Dǫ(−δ) = D.
We now choose Kj = Dǫj (−1 + δj) and Dj = Dǫj (−δj), where each ǫj, δj > 0 is
sufficiently small with the sequences (ǫj)j and (δj)j strictly decreasing to zero and
δj+1 is chosen such that
sup{ uǫj+1(z) : z ∈ Dǫj (−δj) } < −δj+1 .
In this case the relative extremal function uKj,Dj for Kj and Dj, is easily seen to
be given explicitly by
uKj,Dj (z) = max{
uǫj(z) + δj
1− 2δj , −1} (∀z ∈ Dǫj (−δj)) ,
while the corresponding relative capacity satisfies
C(Kj , Dj) =
C(Kǫj , D)
(1− 2δj)n ,
and the assertions of the lemma follow. 
All in all, we now obtain the main result of this section, furnishing the second
part of our main result, Theorem 1.1.
Theorem 3.12. Let D be a bounded hyperconvex domain in Cn and K a compact
subset of D. Then
lim inf
m→∞
− log dm
(ADK)
m1/n
≥ (2π)
(
n!
C(K,D)
)1/n
.
Proof. Let (Kj) and (Dj) denote the sequences of sets furnished by Lemma 3.11.
Then, for every j, the set Dj is a strictly hyperconvex domain in C
n and Kj a
regular holomorphically convex subset of Dj with
K ⊂ KˆD ⊂ Kj ⊂ Dj ⊂ D .
Thus, we have
H∞(D) →֒ H∞(Dj) →֒ A(Kj)→ A(K) .
Both H∞(D) →֒ H∞(Dj) and A(Kj) → A(K) are easily seen to be continuous
with norm 1, so
dm
(ADK) ≤ dm (ADjKj) (∀m, j ∈ N) ,
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and we deduce
lim inf
m→∞
− log dm
(ADK)
m1/n
≥ lim inf
m→∞
−
log dm
(
ADjKj
)
m1/n
(∀j ∈ N) .
But by Proposition 3.10 we have
lim inf
m→∞
−
log dm
(
ADjKj
)
m1/n
≥ (2π)
(
n!
C(Kj , Dj)
)1/n
,
and since by Lemma 3.11 the relative capacities C(Kj , Dj) converge to C(K,D)
when j tends to infinity, we finally deduce that
lim inf
m→∞
− log dm
(ADK)
m1/n
≥ (2π)
(
n!
C(K,D)
)1/n
,
which concludes the proof. 
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