Cross-sections of option prices embed the risk-neutral probability densities functions (PDFs) for the future values of the underlying asset. Theory suggests that risk-neutral PDFs differ from market expectations due to risk premia. Using a utility function to adjust the risk-neutral PDF to produce subjective PDFs, we can obtain measures of the risk aversion implied in option prices. Using FTSE 100 and S&P 500 options, and both power and exponential utility functions, we show that subjective PDFs accurately forecast the distribution of realizations, while risk-neutral PDFs do not. The estimated coefficients of relative risk aversion are all reasonable. The relative risk aversion estimates are remarkably consistent across utility functions and across markets for given horizons. The degree of relative risk aversion declines with the forecast horizon and is lower during periods of high market volatility.
Introduction
Cross sections of option prices have long been used to estimate implied density functions (PDFs). These PDFs represent a forward-looking forecast of the distribution of the underlying asset. Option-derived distributions have the distinct advantage of (usually) being based on data from a single point in time, rather than data taken from an historical time-series. As a result, these PDFs are theoretically much more responsive to changing market expectations than are density forecasts estimated from historical data using statistical density estimation methods or deriving density forecasts from the parameterized time series models.
Unfortunately, theory also tells us that the PDFs estimated from options prices are risk-neutral PDFs. If the representative investor determining options prices is not risk neutral, these PDFs need not correspond to the representative investor's (i.e. the market's) actual forecast of the future distribution of underlying asset values.
If one assumes that investors are rational the subjective density forecasts should correspond, on average, to the distribution of realizations. Thus, one way to test whether risk-neutral densities reflect market expectations is to test whether they provide accurate density forecasts. If risk-neutral PDFs do not forecast accurately we may infer that the difference between the risk-neutral and an accurate or subjective forecast arises from the risk aversion of the representative agent. We can then use this difference to infer the degree of risk aversion.
A number of papers have examined the density forecast accuracy for different option-derived risk-neutral PDFs.
1 Most of these studies have rejected the hypothesis that option-derived risk-neutral PDFs are accurate forecasts of the distribution of future values of the underlying asset. Thus, evidence suggests that implied PDFs can not reliably be used to infer market expectations concerning the future distribution of the underlying asset. This is not entirely surprising as there is a large literature establishing the existence of risk premia in market prices, particularly equity markets. Nonetheless, numerous other papers have proceeded to interpret risk-neutral PDFs as market expectations.
2 While estimating the representative agent's or market's degree of risk aversion from securities prices has a long history, it is only recently that scholars have begun using options data to do so. The methodology used in previous studies has been to separately estimate the risk-neutral and subjective (or statistical) density functions, use these two separately-derived functions to infer the risk aversion function, and then draw conclusions from the implied risk aversion function. Some of these papers permitted the risk-neutral density function to vary from observation to observation, however all imposed an assumption of stationarity on the statistical density function or underlying stochastic process to facilitate estimating the subjective density function from historical data.
Jackwerth (2000) assumes subjective PDF that constant within a 4-year moving window. The time series of subjective PDFs are then compared to a time series of riskneutral PDFs derived from S&P 500 index options. Ait-Sahalia and Lo (2000) , compare
an 'average' risk-neutral PDF over a year-long sample period with an average subjective PDF for S&P 500 index, to derive an average implied risk aversion function. They use the kernel density method to construct an average subjective PDF. To construct an average risk-neutral PDF, they used a two-dimensional kernel smoothing method to find the implied volatility smile function with respect to exercise price and maturity, and then they derive an average risk-neutral PDF. The disadvantage of this approach is that an 'average' risk-neutral PDF ignores the actual daily movements in the risk-neutral density.
Ait Sahalia, Wang and Yared (2001) test the joint hypothesis of the efficient pricing of options on the S&P500 index and that the index itself follows a one-factor diffusion. They compare an average risk-neutral PDF over the sample period with the risk-adjusted stochastic process of the index. The later is derived by adjusting the drift of the true S&P500 one-factor diffusion process by applying Girsanov's change-of-measure theorem. The disadvantages of this approach is that the stochastic process of the index is restricted to be a one-factor diffusion, and that the risk-neutral density is invariant over the sample period. Coutant (2001) compares a series of risk-neutral densities for CAC40 index with a series of subjective densities derived from using a parameterized model for the underlying stochastic process. As in Ait Sahalia, Wang, and Yared (2001) , the stochastic process of the index is restricted to follow one-factor diffusion. The volatility structure of the diffusion is the same as the risk-neutral densities' volatility structure, in line with
Girsanov's theorem. The mean, which is allowed to vary over time, is different and is estimated by maximum likelihood using historical data of the index. Comparing the series of risk-neutral densities and subjective densities derives a time-series of risk aversion coefficients.
The aforementioned papers produced implied risk-aversion functions under statistical assumptions (stationarity; particular stochastic processes), but imposed no theoretical restrictions on the implied risk-aversion functions. Unfortunately, the derived risk-aversion functions are somewhat inconsistent with theory. Both Ait-Sahalia and Lo (2000) and Jackwerth (2000) estimated U-shaped risk aversion functions. These suggest that investors are more risk averse at both higher and lower levels of wealth, while theory suggests that they should be more risk averse at lower levels of wealth and less risk averse as wealth increases. Jackwerth also estimated risk aversion functions that had the coefficient of absolute risk aversion changing signs across the distribution, with large negative values in the middle of the distribution and large positive values at the tails. This is also inconsistent with theoretical predictions.
The stationarity assumptions and/or stochastic process assumptions made in these same papers are also doubtful. Estimated risk-neutral PDFs are rarely consistent with the simple functional forms implied by simple one-factor diffusion models, nor are changes in PDFs over time consistent with simple shifts in the mean of the stochastic process.
When faced with changing risk-neutral PDFs, the stationarity of the subjective PDF becomes questionable. The assumption made in the previously discussed papers that the true statistical distribution is constant begs the question of why then the risk-neutral distribution is not. A stationary statistical distribution requires either that the risk aversion function is time-varying or that investors are irrational, that is that they do not account for the supposedly stationary distribution of prices, in order to explain the clearly timevarying risk-neutral distributions that we observe. Directly testing the stationarity of the statistical distribution generally requires more data than is usually available, though volatility clustering, spikes and the frequent application of time-varying volatility models and regime-switching models to describe financial time-series points to the strong possibility that true underlying statistical distributions are time-varying. The risk-aversion functions previously estimated by Ait-Sahalia and Lo (2000) and Jackwerth (2000) under the assumption of statistical distribution stationarity are simply too implausible to support such an assumption.
An alternative to assuming statistical-distribution stationarity is to assume riskaversion function stationarity. We can do this by assuming some well-behaved functional form for the underlying utility function, consistent with most papers that have examined the question of market risk aversion. Bartunek and Chowdhury (1997) follow this approach and assume a power utility function with constant relative risk aversion, and a one-factor return generating process with constant mean return and variance for the equity index. The mean return is estimated historically using S&P 500 index historical values. The remaining parameters of the combined model are estimated using the method of simulated moments, and the fitted option prices compared to the actual prices. This method produces theoretically reasonable risk aversion functions by construction, but continues to impose restrictive stationarity assumptions on the statistical distribution.
Rather than imposing stationarity restrictions on the underlying statistical processes to permit estimating the subjective density from a time series of historical prices, we impose an alternative restriction on the risk aversion function and permit the subjective density to time-vary. We assume a parametric form for the risk aversion function, estimate the appropriate risk aversion under the assumption that this value is stationary over the sample period and then using time-varying risk-neutral density functions estimated from options prices to derive the time-varying implied subjective density functions. Our goal is to find implied subjective density functions that are consistent with both utility theory and rational expectations.
We investigate these questions using FTSE 100 and S&P 500 options and two different methods of estimating the subjective PDFs using different utility functions to adjust risk-neutral PDFs. We find, as others have, that risk-neutral PDFs are poor forecasters of the distribution of future values of the underlying indices. We then find the optimal value for the parameters of the utility functions used to construct the subjective PDFs and show that these subjective PDFs are good forecasters of the distribution of future values of the underlying indices. The measures of risk aversion implicit in these adjustments are well behaved, of reasonable magnitude, remarkably consistent across the two markets and the two utility functions considered.
The Methodology section of this paper outlines the theory underlying the comparison of risk-neutral and subjective densities, details how we estimated risk-neutral PDFs, adjust them to get the subjective PDFs, and then test their density forecasts. The section concludes with a description of the data. The empirical results are presented and analyzed in the Results section, and the conclusion follows. The Appendix discusses alternate methods of testing density forecasts, together with the Monte Carlo tests we used to select the method used in this paper.
Methodology
Our approach to studying the risk premium implicit in options prices involves looking at the ability of risk-neutral and risk-adjusted or subjective PDFs to forecast future realizations of the underlying asset. Our assumption is that investors are rational and perhaps risk averse. For instance, if we were interested only in point forecasts this would mean that the degree of bias in the forecast could be interpreted as an indication of the degree of market risk aversion, provided the bias is of the correct sign, rather than an indication that investors are irrational.
In this study we are interested in forecasts of distributions rather than of a single point estimate. We will therefore examine whether the realizations over time are consistent with the PDFs implicit in options prices at some horizon prior to the respective 
where t S is the current value of the underlying asset, K is the option strike price and T-t is the time to expiry. Unfortunately, available option quotes do not provide a continuous call price function. To construct such a function we must fit a smoothing function to the available data.
In this paper we employ a refinement of the smoothed implied volatility smile method developed by Panigirtzoglou and presented in Bliss and Panigirtzoglou (2001) .
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The essence of the Panigirtzoglou and related methods is to smooth implied volatilities rather than option prices and then convert the smoothed implied volatility function into a smoothed price function, which can be numerically differentiated to produce the estimated PDF.
The Black-Scholes formula is used to extract implied volatilities for European options (FTSE 100) and the Barone-Adesi-Whaley formula is used for American options (S&P 500). At the same time strike prices are converted into deltas using the BlackScholes delta and the appropriate at-the-money implied volatility, thus producing a series of transformed raw data points in implied volatility/delta space. It is important to note that the use of the Black-Scholes and Barone-Adesi-Whaley formulae is solely to convert data from one space (price/strike) to another (implied volatility/delta) where smoothing 3 Numerous methods have been developed for extracting PDFs from option prices. Bliss and Panigirtzoglou (2001) provide a review of many of these. The Panigirtzoglou method itself derives from previous work as discussed in Bliss and Panigirtzoglou. The Panigirtzoglou method was selected for this paper because Bliss and Panigirtzoglou found it to be relatively robust and the method permits calibrating the desired smoothness of the extracted PDF.
can be done more efficaciously. Doing so does not presume that either formula correctly prices options.
A weighted natural spline is used to fit a smoothing function to the transformed raw data. The natural spline minimizes the following function:
( ) In our preliminary tests we used values of λ ranging from 0.99 to 0.9999 to check the sensitivity of our results to the degree of smoothness we impose on the estimated PDF.
These tests indicated that forecast results were insensitive to the choice of .
λ We therefore report results based on 0.99. λ = When fitting a PDF it is necessary to extrapolate the spline beyond the range of available data. 4 The natural spline is linear outside the range of available data points and can thus result in negative or implausibly large positive fitted implied volatilities. To prevent this happening we force the spline to extrapolate smoothly in a horizontal manner. We do this by introducing two pseudo-data points spaced three strike intervals 5 above and below the range of strikes in the cross sections and having implied volatilities equal to the implied volatilities of the respective extreme-strike options. These pseudodata points are added to the cross-sections before the above transformations and splinefitting take place.
Once the spline, ( ; g x is fitted, 5,000 points along the function are converted back to price/strike space using the Black-Scholes formula. The delta-to-strike conversion uses the same at-the-money implied volatility used for the earlier strike-todelta conversion, thus preserving the consistency in the initial data transformation and its inverse. The implied volatility-to-call price conversion uses the implied volatility provided by the fitted implied volatility function to produce a fitted European call price function. The 5,000 points are selected to produce equally spaced strikes over the range where the PDF is significantly different from zero. This range varies with each crosssection, primarily as the price level of the underlying changes. Finally, we use the 5,000
call price/strike data points to numerically differentiate the call price function to obtain the estimated PDF for the cross-section.
Testing PDF Forecast Ability
Each option cross-section produces an estimated PDF, ˆ( ), 
The range of the transformed data is guaranteed by the inverse probability transformation itself, but the uniformity need obtain only if the estimated PDF equals the true PDF. Independence must also be established as most distributional tests assume independence and would generate incorrect inferences if this were not the case, though independence is not always verified in practice.
Several non-parametric methods have been proposed for testing the uniformity of the inverse probability transformed data, including the Kolmogorov-Smirnov, Chisquare, and Kupier tests. None of these methods provides a joint test of the assumption that the i y are i.i.d.
Berkowitz (2001) has proposed a parametric methodology for jointly testing uniformity and independence. He first defines a further transformation, , t z of the inverse probability transformation, , t y using the inverse of the standard normal cumulative density function, ( ) :
.
Berkowitz tests the independence and standard normality of the t z by estimating the following model
using maximum likelihood and then testing restrictions on the estimated parameters using a likelihood ratio test. 7 Under the null, the parameters of this model should be:
In practice, it is sometimes necessary to test overlapping forecasts, for example 60-day-ahead forecasts of monthly realizations. In this case, if the above test rejects it is possible that the rejection arises from the overlapping nature of the data, which may induce autocorrelation, rather than from problems with the estimated PDFs. This is also true for non-overlapping, but serially correlated, data. Berkowitz therefore tests the independence assumption separately by examining
which has a 2 distribution under the null. The LR test is uniformly most powerful only in a single-sided hypothesis test.
However, as we show in Appendix A in Monte Carlo simulations the Berkowitz test is more reliable than the Chi-squared and Kupier tests in large and small samples under the null hypothesis, and is additionally superior to the Kolmogorov-Smirnov test in small samples when the data are autocorrelated. We therefore use the Berkowitz test in this paper.
Estimating the Subjective Density Function
To compute and test the forecast ability of a subjective density function it is first necessary to hypothesize a utility function for the representative agent and then,
following Ait-Sahalia and Lo (2000) , use this to convert the estimated risk-neutral density function into a subjective density function. The forecast ability of the resulting subjective density function is then tested in the same manner as the risk-neutral density function.
Ait-Sahalia and Lo (2000) show that, subject to certain conditions such as complete and frictionless markets and a single asset, the risk-neutral density function, 
where λ is a constant. The resulting subjective density function must be normalized to integrate to one. Thus,
In this paper we test subjective density functions derived using two representative agent utility functions: the power utility function, and the exponential utility function. In both cases the utility functions, and thus the resulting subjective density functions, are conditioned on the value of the single parameter, In testing the subjective density functions we first selected the value of to maximize the forecast ability of the resulting subjective PDFs as measured by the Berkowitz LR 3 statistic p-value. Table 1 provides the functional forms of the power and exponential utility functions and the marginal utility function used to transform the risk-neutral density into the corresponding subjective density, together with the measure of relative risk aversion (RRA) for each utility function. The power utility function has constant relative risk aversion, and the measure of RRA is simply equal to the parameter However, the exponential utility function exhibits constant absolute risk aversion, the parameter rather than constant relative risk aversion. For exponential utility, the RRA is dependent on both and the realization , T S which is time varying. Therefore, for exponential utility RRA we report the distribution of the RRA across the sample observations.
Data Description
Two sets of equity options contracts are used in this study-S&P 500 options traded on the Chicago Mercantile Exchange (CME) and FSTE 100 options traded on the London International Financial Futures Exchange (LIFFE)-together with data on the underlying asset and the risk free interest rated needed to price options. 8 The CME S&P 500 options contract is an American option on the CME S&P 500 futures contract. S&P 500 options trade with expiries on the same expiry dates as the futures contracts, which trade out to one year with expiries in March, June, September, and December. In addition, there are monthly serial options contracts out to one quarter. This series was used to compute option realizations for this study.
The risk free rates used in this study are the British Bankers Association's 11 a.m.
fixings of the 3-month EuroDollar and EuroSterling LIBOR rates reported by Bloomberg.
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A target observation date was determined for horizons of 1, 2, 3, 4, 5, 6 weeks, 1, 2, 3, 4, 5, 6, 9 months and one year, by subtracting the appropriate number of days (weekly horizons) or months (monthly and 1-year horizons) from the option expiry date.
If no options traded on the target observation date, the nearest options trading date was determined. If this nearest trading date differed from the target observation date by no more than 3 days for weekly horizons or 4 days for monthly and 1-year horizons, that date was substituted for the original target date. If no sufficiently-close options trading date existed, that expiry was excluded from the sample for that horizon.
9 Duffee (1996) provides evidence that short maturity U.S. Treasury securities exhibit idiosyncratic variations that makes them unsuitable proxies for the U.S. risk free rate. The U.K. does not have a liquid Treasury Bill market. The LIBOR market has the dual advantages of liquidity and approximating the actual market borrowing and lending rates faced by options market participants.
Options quotes for the target dates are then filtered. Because trading in options markets is asymmetrically concentrated in at-and out-of-the-money strikes, and because the spline algorithm will not accommodate duplicate strikes in the data, we discard inthe-money options. Options for which it was impossible to compute an implied volatility (usually far-away-from-the-money options quoted at their intrinsic value) or options with implied volatilities of greater than 100 percent were also discarded. If there were fewer than five remaining usable strikes in a given cross-section the entire cross-section was discarded. Table 2 presents the resulting cross-section counts and the range and mean of the strikes per cross-section of the remaining data. In practice, too few cross-sections leads to insufficient power to conduct meaningful tests. FTSE 100 horizons greater than 6 weeks, and S&P 500 horizons greater than 2 months, were found to have too few usable cross-sections for our study. Furthermore, overlapping data produced serious autocorrelation problems for longer maturities. Our final sample therefore consistent of filtered cross-sections for horizons of between 1 and 6 weeks.
Empirical Results
The analysis of the empirical results consists of three sequential steps. We first examine the risk-neutral PDFs to determine whether there is evidence that they adequately capture the distribution of ex post realizations. We next risk adjust the riskneutral PDFs and then test these subjective PDFs in the same manner. Conditional on the subjective PDFs providing a better forecast of the distributions of future realizations, we examine the measures of RRA implicit in these risk-adjusted PDFs. Table 3 provides the evidence on our first two questions. We cannot reject the hypothesis that the risk-neutral PDFs provide accurate forecasts of the distributions of future realizations for either FTSE 100 or S&P 500 contracts at the 1-week horizon.
Neither can we reject the hypothesis for the S&P 500 contracts at the 2-week horizon.
However, the p-values for the 1-and 2-week S&P 500 options tests are only slightly higher than 10 percent, which is a reasonable threshold given the lack of power in tests of goodness-of-fit and the small number of observations. The 1-week FTSE 100 results give no comfort however to skeptics of using risk-neutral PDFs as forecasts.
However, we are usually interested in forecast horizons beyond one or two weeks.
At the 6-week horizon, risk-neutral PDFs for both FTSE 100 and S&P 500 clearly reject the hypothesis that the PDFs accurately forecast future distributions of the underlying indices; however, the supplementary LR 1 tests also reject the hypothesis that the inverse probability transforms are independent. We therefore can draw no conclusions from the 6-week results. Thus, the failure to reject for the 1-and 2-week horizons and the rejection at the 6-week horizon are ambiguous results that may or may not mean poor density forecast ability, recalling that "failure to reject" should not be interpreted as "accepting."
The These results also demonstrate that the Berkowitz test has sufficient power to reject the good-forecast null, excepting perhaps in the extreme short horizons. This observation becomes important when we examine the forecast ability of the risk-adjusted PDFs and find very different results. Having previously established that our tests are able to reject in the risk-neutral case, we are more secure in interpreting the failure of the same test to reject in the subjective cases as arising from superior performance of the riskadjusted PDFs rather than lack of power in our test methodology.
For the 3-5 week horizons the Berkowitz test failed to reject the hypothesis that the risk-adjusted PDFs provided good forecast of the distribution of the underlying asset values at those horizons. This was equally true for FTSE 100 and S&P 500, and for power-utility-adjusted and exponential-utility-adjusted PDFs. P-values were well above conventional thresholds. The exponential-utility-adjusted PDFs' p-values were consistently higher than those of the power-utility-adjusted PDFs. This result is statistically significant at the 10% level when taken in aggregate, though perhaps not for individual cases. 10 However, we offer this as merely suggestive rather than conclusive, and continue to examine both methods of risk adjustment.
The notable exception to this picture of risk-adjusted PDFs out-performing riskneutral PDFs is the 2-weeks FTSE 100 case. For this sample the risk-neutral and riskadjusted PDFs were rejected as accurate forecasts of the distributions of the forecasts of future values of the value of the FTSE 100 index. The supplementary LR1 test p-values fail to provide evidence that this is associated with rejection of the joint independence assumption. We must therefore conclude that for the 2-week FTSE 100 contracts neither the power utility nor the exponential-utility-adjusted PDFs captured the market risk premia.
Having determined that the 3-5 week risk-adjusted PDFs appear to do a reasonable job of forecasting the distribution of future values of the underlying asset values, while the risk-neutral PDFs do not, we next examine the degree of relative risk aversion reflected in the risk-adjusted PDFs. The top panel of Table 4 presents the "all observations" RRAs corresponding to the results just discussed.
There is close agreement between the power utility RRAs and the mean exponential utility RRAs. Furthermore, the RRAs for FTSE 100 and S&P 500 are nearly identical for matched horizons. 11 This is not an artifact of the methodology as the samples are entirely distinct and we see variation between RRAs for different horizons. The median exponential utility RRAs are slightly lower than the mean, reflecting the positive skew in the distribution of index values. Thus, while the exponential-utility-adjustment appears to produce somewhat superior forecasts of density, the (mean) measured RRAs are broadly consistent between the two risk adjustment functions. However, the range of 10 Monte Carlo was used to determine the probability of observing 8 instances of exponential utility PDFs achieving higher Berkowitz statistics out of 8 cases (3-5 week horizons) or 11 of 14 cases (all 7 horizons), under the assumption that the data were drawn from identically distributed, but cross-horizon correlated data. Paired sets (A and B) of uniformly distributed data were generated having the same correlation structure as the actual inverse probability transforms and with series lengths also matching the data. However, the paired data sets were constructed to have otherwise identical distributions. Pairs of Berkowitz statistics were then computed for each pair of constructed series. The process was repeated 10,000 times and the frequency of Berkowitz(A) > Berkowitz(B) in 8 of 8 cases (6.5% of simulations) and 11 of 14 cases (6.3% of simulations) was noted. 11 This is true for the power utility and mean and median values for the exponential utility. The S&P exponential utility RRA ranges are greater than the corresponding FTSE 100 ranges because of the greater range found in the values of the S&P index, which in turn arises from the longer time-series available for S&P data.
RRAs permitted by the exponential-utility-adjustment, which is quite substantial, coupled with the suggestion of better fit, suggests that the constant relative risk aversion inherent in the power-utility-adjustment may be unduly restrictive, and that constant absolute risk aversion seems to be more consistent with the data.
In all cases the RRAs are consistent with the moderate values found in most other studies shown in Table 5 . There is no evidence in these results of the extreme, "puzzle" values found in Mehra and Prescott (1985) and Cochrane and Hansen (1992) .
The RRAs are generally declining with the forecast horizon. If we focus on the 3-5 week results, which show the clearest contrast between risk-neutral and risk-adjusted forecast performance, the RRAs decline monotonically by a factor of slightly less than 2 over that range of forecast horizons. This strong horizon-dependence in estimated RRAs suggests that investors are more risk averse when investing at shorter horizons.
Our methodology necessarily imposes the assumption that the utility function parameter is constant across the sample. With only one realization per observation it is difficult, if not impossible, to estimate time-varying values for the utility function parameters. However, we can examine the robustness of this constant parameter assumption by dividing the sample into sub-samples and re-estimating the parameters for each sub-sample. Recalling that the data did not reject the full sample risk-adjusted PDFs, allowing sub-sample variation is unlikely to be statistically significantly better on a caseby-case basis using a Wald or similar test. However, the patterns that emerge are consistent and instructive.
Rather than divide the sample by time-period we elected to divide it into two equal-sized sub-samples corresponding to periods of high and low volatility as measured by the implied volatility of at-the-money options. The rationale was the risk aversion is more likely to vary with the degree of risk than in a simple linear time-trend. The middle and lower panels in Table 4 present the RRAs measured over these two sub-samples. The results are marked and consistent. For every horizon, and for both FTSE 100 and S&P 500, the low-volatility RRAs exceed the high-volatility RRAs by a factor of between 3 and 5.
This is consistent with what is observed in equity markets. When market volatility, usually measured by at-the-money option implied volatilities, spikes during crises we do not observe falls in equity prices which would be consistent with the equity risk premium rising in line with volatilities. 12 This is evidence that the risk aversion implied in equity risk premia is inversely related to the level of risk. Our results confirm that this phenomenon is measured in the pricing of options as well. A possible explanation for this inverse relation between equity risk and measures of risk aversion lies in our using equity risk as a proxy for consumption risk. Equity prices and volatility are much more volatile than consumption and consumption uncertainty. Thus, use of equity returns as a proxy for consumption introduces excess volatility, which is reflected in volatility dependence in the derived measures of risk aversion.
Our full-sample results show that, at least for forecast horizons of 3 to 5 weeks, the risk-neutral distributions provide poor forecasts of future densities while the subjectively-adjusted densities provide reasonably good (i.e. not statistically rejectable)
forecasts. An obvious question is how much the risk-neutral and subjective densities differ. One measure of this is to look at the tail percentile points under the risk-neutral and subjective distributions. The estimation of tail-percentile points is of particular importance in risk management where value-at-risk is widely used. Suppose we were to compute the 1-percentile value under the (rejectable) risk-neutral density forecast each period. These values of the underlying will have different percentile values under the (not-rejectable) subjective densities, and the corresponding subjective percentiles of the risk neutral 1-percentile values may vary from observation to observation. Table 6 presents the results of these computations. Thus, at the 2 week horizon the values of the FTSE 100 corresponding to the 1-percentile of the risk-neutral density measured each observation period have subjective cumulative probabilities (percentiles) ranging between 0.2 and 0.8 percent for the power-utility-adjusted densities and between 0.2 and 0.9 percent for the exponential-utility-adjusted densities, with means of 0.6 and 0.7 percent respectively. For all forecast horizons, percentile points, both utility functions and both contract types, the risk-neutral percentile points have lower probabilities under the subjectively-adjusted densities than under the risk-neutral densities. Thus, reliance on risk-neutral densities to estimate and hold capital against a 1 percent value-at-risk would be unduly conservative (and expensive) for long equity positions, and would understate the risk and required capital for short positions. Whether these differences are material depends on the particular application. For instance, differences may be economically unimportant for an unlevered equity portfolio, while for a highly levered or equity derivative portfolios these differences could be critical to the sound management of risk.
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These are, of course, average results. The high-low implied volatility results presented in Table 4 show that the reliance on risk-neutral densities would be less problematical during periods of high volatility and more problematical during period of low volatility.
The difference between the mean of the risk-neutral and the subjective PDFs, normalized by one of the means (we use the risk-neutral PDF mean), is an approximate measure of the equity risk premium. Figure 1 plots the time series of the 1-month forecast horizon risk premia for the S&P 500 contract. The same data is presented in both panels with differing scales for clarity. Until 1997 the exponential-utility-estimated risk premium was less than that estimated using a power-utility adjustment. Since 1997 this relation has been reversed. Changes in the risk premia appear to be correlated across riskadjustment methods, as one would expect. Differences in estimated risk premia can be large. For instance during the 1987 stock market crash the power-utility-adjusted PDF suggested a risk premium nearly three times as large as that estimated using an exponential utility function to adjust PDFs. This spike results from the subjective PDFs having markedly higher variances during the 1987 crash (power: 0.33; exponential: 0.31) than the corresponding risk-neutral PDF (0.27).
14 Figure 2 compares the standard deviations and skewness coefficients implied by the subjective PDFs against those from the risk-neutral PDFs for one contract/horizon 13 The differences between the 2-week horizon mean risk-neutral 1 st percentile point (3975) and the corresponding power and exponential-utility-adjusted 1-percentile points (4010 and 4015) is a small percentage of the mean level of the index. However, when compared to the mean absolute change in the index level over the 2-week horizon (85) the 1-percentile point differences (35/45) are large. Comparisons for other horizons /contracts are similar. 14 Campbell, Lo and MacKinlay (1997) point out that the market risk premium is proportional to the market volatility.
(S&P500; 1-month). Results for other contracts and horizons are similar. Figure 2 shows that for most observations second and third moments do not differ substantially between risk-neutral and subjective PDFs. The exception is the September 16, 1987 observation which shows up as an outlier on the scatter plots. Nonetheless, the differences in the first 3 moments are sufficient to induce a statistically significant difference in the forecast ability of the subjective and risk-neutral PDFs and a time-varying equity risk premium of around 10 percent per annum for most of the 1983 to 2001 period.
Conclusions
Options prices embed market expectations of the distribution of futures values of the underlying asset. This can provide potentially useful information for risk managers and analysts wishing to extract forecasts from security market prices. However, the riskneutral density forecasts that are produced from options prices cannot be taken at their face value. We have shown, consistent with the work of others, that risk-neutral PDFs estimated from S&P 500 and FTSE 100 options do not provide good forecasts of the distribution of future values of the underlying asset, at least at the horizons for which we can obtain unambiguous results.
Theory tells us that if investors are risk averse and rational the subjective density functions they use in forming their expectations will be linked to the risk-neutral density functions used to price options by a risk aversion function. Theory also suggests certain properties this risk aversion function might be expected to have. We have employed two widely used, and theoretically plausible, utility functions to infer the unobservable subjective densities by adjusting the observed risk-neutral densities. Our criterion in making this adjustment is to choose the risk aversion parameter that produces subjective densities that best fit the distributions of realized values. That is, we assume that investors are rational forecasters of the distributions of future outcomes and thus the risk aversion parameter value that best fits the data is most likely to correspond to that of the representative agent.
In applying this methodology we assume that investors risk aversion functions are stationary. This contrasts with the assumption made in previous papers that the statistical distribution was stationary. The subjective density functions derived under this assumption cannot be rejected as good forecasters of the distributions of future outcomes (unlike the unadjusted PDFs), and so this assumption seems validated on a practical level, subject to the caveat that there is some evidence of volatility dependence in risk-aversion estimates.
The coefficient-of-risk-aversion estimates obtained by our methodology are comparable to those obtained in most previous studies. There is little evidence of risk aversions so high as to constitute a puzzle. We have also been able to establish, we believe for the first time, that the risk aversion estimates are surprisingly robust to differences in the specification of the representative investors utility function and to the data set used. We also show that the estimated coefficients of risk aversion decline with the forecast horizon and are higher during periods of low volatility; both results suggestive that theoretical models need to evolve to capture these effects.
Appendix Density Forecast Evaluation
Testing whether a series of estimated time-varying density functions,ˆ( ), The Kupier test sums maximum positive and negative differences between the observed and theoretical cumulative densities:
The significance level for an observed value of K D under the uniformlydistributed null is given by None of these methods provides a test the joint assumption that the i y are i.i.d. Diebold, Gunther, and Tay (1998) suggest testing the independence and uniformity separately using the correlogram for the i y to test for independence and, subject to not rejecting the hypothesis that the data were independent, using a Chi-square test to test the hypothesis that the probability integral transforms are uniformly distributed. However, as they point out, to separate fully the desired properties. They use the Kolmogorov-Smirnov (K-S) and the Chi-square statistics for testing for uniformity but, as they point out, the impact of departures from randomness on the performance of these non-parametric tests is not known.
To test the significance of autocorrelations, Diebold, Gunther, and Tay construct finite-sample confidence intervals that condition on independence but are robust to deviations from uniformity by sampling with replacement from the series of the probability integral transforms and building up the distribution of sample autocorrelations. The drawback of their methodology is that they separate the joint hypothesis test into two different tests. The use of the binomial distribution that they mention in their paper is also controversial since the numbers of observations in each bin
are not independent and actually follow a multinomial distribution. The Chi-square test is the appropriate test for the uniform-distribution null hypothesis in this case.
Berkowitz (2001) • LR 3 is the p-value of the Berkowitz likelihood ratio test for i.i.d. normality of the inverse-normal transformed inverse-probability transforms of the realizations:
is the p-value of the Berkowitz likelihood ratio test for independence of the same transformed data:
Power and Exponential PDFs are constructed by adjusting the risk-neutral PDF using the appropriate utility function. The utility function parameter was selected to maximize the Berkowitz statistic LR3. • High ATM implied volatility observations were those with at-the-money implied volatilities greater than or equal to the median value for ATM implied volatilities across all observations.
• Low ATM implied volatility observations were the remaining observations.
• Relative risk aversions were generated using formulae given in Table 1 .
• Relative risk aversions for exponential utility cases were computed using the minimum, maximum, mean, and median for the value of the realizations for each sample. Table 5 .
• The CRRA value of 12.7 reported in Ait-Sahalia and Lo (200) is an average value, however they informally reject CRRA in favor of a broadly U-shaped relative risk aversion function that between 0 and 60. Data are taken from PDFs generated using S&P 500 options with 1-month to expiry.
