The commercial computational fluid dynamics model FLOW-3D ͑Flow Science, Inc., Santa Fe, N.M.͒ is used to simulate two-dimensional wave transformation and breaking across a naturally barred beach profile. Fine scale pressures and velocities are computed for a 35.5 min period over a two-dimensional beach profile measured during the 1990 Delilah field experiment. The model is driven by observed wave spectra obtained in 8 m water depth, and results compared with a cross-shore array of pressure sensors and current meters extending from near the shoreline to beyond the surf zone and the spatial distribution of wave breaking patterns obtained from video data. In the calculations, wave breaking is a natural consequence of the fluid dynamics and does not require the use of empirical formulations or breaking criteria. Good agreement between modeled and observed wave height transformation, mean crossshore flow, and wave breaking variability suggests that the model can be used as a numerical laboratory to study the wave breaking and dissipation process in detail, and perhaps lead to improved parametrizations for more computationally efficient numerical models.
Introduction
Breaking of ocean surface gravity waves is a highly nonlinear phenomenon that requires gross simplifications to describe analytically. Despite this difficulty, it is important to include breaking in surf zone wave models, and various numerical approaches have been pursued. Early statistical models do not model individual waves, but rather assumed wave height distribution in the open ocean were based on an underlying narrow band Gaussian process, and thus described by the Rayleigh distribution. Inside the surf zone, wave breaking alters the wave height distribution and various approaches were used to limit the highest wave or modify the distribution in a way that largely depended on water depth. Improved models considered the energy flux balance as a means to calculate wave heights ͑Battjes and Jannsen 1978; Thornton and Guza 1983͒ . An example of modeled rms wave height, H RMS , transformation and wave breaking distributions ͑parametrized by the fraction of the number of breaking waves, Q b ͒ based on a modified Thornton and Guza ͑1983͒ model is shown in Fig. 1 ͑Lippmann et al. 1996a͒.
One limitation of this type of modeling is that free parameters must be specified and are usually tuned by comparing with field observations. Although the H RMS transformation is well modeled, the breaking distributions specified a priori do not match observations obtained over barred beach profiles ͑Lippmann et al. 1996b͒. The model clearly does not reproduce the spatial distribution of the breaking patterns. This is significant because the breaking distributions determine the spatial variation in surface shear stress that drives the circulation. In fact, observations of mean alongshore currents have spatial distribution very similar to the observed Q b , and cannot be reproduced from the wave height transformation model alone ͑Church and Lippmann et al. 1996b͒ .
The effect of breaking has been modeled by including heuristic dissipation terms in both time ͑Schaffer et al. 1993͒ and frequency ͑Kaihatu and Kirby 1995͒ domain Boussinesq models. With properly tuned parameters that control the dissipation rate, Boussinesq models predict accurately the wave height decay and shape changes of waves propagating across the surf zone ͑Chen et al. 1997; Kennedy et al. 2000͒ . Additionally, computational fluid dynamics ͑CFD͒ models that solve the unsteady NavierStokes equations are being used to simulate spilling and plunging waves over a sloping bed using various techniques to track free surfaces ͑e.g., Lin and Liu 1998; Bradford 2000͒ . CFD models solve fundamental fluid dynamic equations combined with a fluid tracking method, and require a turbulence closure scheme to properly account for subgrid scale turbulence production, transport, and dissipation during the wave breaking process. Fluid tracking schemes enable CFD models to keep track of complex free surface interfaces. Wave breaking can be interpreted from resulting fluid properties, such as velocity, turbulence, or free surface structures, without having to specify breaking conditions beforehand.
Lin and Liu ͑1998͒ and Bradford ͑2000͒ successfully simulated Ting and Kirby ͑1995, 1996͒ laboratory data using a similar two-dimensional CFD approach. Ting and Kirby studied spilling and plunging in an experimental tank 40 m long, 0.6 m wide, and 1 m deep with a linear beach profile with 1:35 slope and waves driven by a mechanical paddle prescribed to generate Cnoidal waves. Lin and Liu ͑1998͒ compared their CFD model at individual locations with the experimental results and found the model performed well in simulating detailed flow in a single wave breaking event. Bradford ͑2000͒ studied instantaneous as well as ensemble-averaged model results, also with good success. Both models simulated 20 s of data citing computational and numerical limitations. The studies strongly support the possibility that CFD models can be used to simulate wave breaking processes at larger scales.
In this work, we examine how well a commercially available CFD model, FLOW-3D ͑Flow Science, Inc., Santa Fe, N.M.͒, based on the Reynolds-averaged Navier-Stokes ͑RANS͒ equations combined with a turbulence closure model and free surface tracking scheme, can compute cross-shore wave transformation and wave breaking at prototype field scales. In the next section, the governing fluid dynamic equations, turbulence closure schemes, and free surface equation are described. The FLOW-3D model and boundary conditions are described next, followed by a description of the model setup. Model results are compared to field observations of H RMS , Q b , and mean cross-shore flow obtained during the 1990 Delilah field experiment. The space-time evolution of model results is presented, followed by discussion and conclusions.
Governing Equations
Waves in the present problem are assumed to propagate in a shore normal direction and that fluid dynamics are assumed uniform in the alongshore direction; thus, the problem reduces to a twodimensional case, where positive onshore represents the crossshore coordinate and positive upward the vertical coordinate. Two velocity components and pressure are determined from the Reynolds-averaged Navier-Stokes equations
and the continuity equation for an incompressible fluid given by
where u and w = horizontal and vertical velocities; p = pressure; and t = time.
The average shear stresses are defined as
where = molecular viscosity and T = eddy viscosity. Molecular viscosity is an intrinsic property of the fluid property, whereas the eddy viscosity arises from the turbulence dynamics and is given by the expression T = C k 2 / , where k = turbulence kinetic energy; = dissipation rate; and C = empirical constant.
Turbulence transport equations are needed to determine k and ‫ץ‬k ‫ץ‬t
where P ͑a shear production term͒, D k , and D are given by
ͪͪ ͑9͒
There are five free parameters in Eqs. ͑5͒-͑9͒, C 1 , C 2 , , k , and C . In most turbulence closure schemes, parameter values are obtained from the literature ͑e.g., Launder and Sharma 1974͒. For this work we utilize the Renormalized Group ͑RNG͒ extension of the k -model introduced by Yakhot et al. ͑1992͒ and used by Bradford ͑2000͒ and Chopakatla ͑2003͒ . In the RNG model 
Fluid Tracking Scheme
There are three issues associated with numerical representation of free surfaces in a rectangular grid system: numerical description of location and shape of the free surface, advection of the free surface in time, and free surface boundary conditions ͑Hirt and Nichols 1981͒. Methods have been developed to address the first issue such as height functions and line segment methods; however, these schemes are unable to resolve complicated interfaces ͑Hirt and Nichols 1981͒. The marker and cell method ͑Harlow and Welch 1965͒ is a successful approach to describe free surfaces; however, this scheme requires large storage and computational effort and is thus impractical for wave problems.
To overcome the limitations of the marker and cell method, a volume of fluid ͑VOF͒ scheme ͑Hirt and Nichols 1981͒ is utilized that associates each grid cell with a parameter ͑denoted by F͒, whose value ranges between zero and unity, where it is unity if the cell is completely filled with fluid and zero if empty. F represents the fluid fraction of the cell and therefore cells with a fractional F value must contain a free surface. The shape and location of the free surface is a natural consequence from the method because the spatial derivative of F can be used to calculate direction of boundary normal. F is governed by an advection equation in space and time, given by ‫ץ‬F / ‫ץ‬t + ‫ץ‬Fu / ‫ץ‬x + ‫ץ‬Fw / ‫ץ‬z = 0. The VOF method has minimum storage requirements because each cell is associated with just one parameter value, and has proven to be highly robust at representing complex fluid interfaces.
Numerical Solution
In this work, we use the commercial CFD software, FLOW-3D, to solve the fluid dynamic equations. FLOW-3D is used widely in varied commercial and engineering applications. FLOW-3D uses a fixed rectangular grid ͑Eulerian approach͒, and overcomes the problem of incorporating geometry in a structured grid by using the Fractional Area Volume Obstacle Representation method ͑FAVOR; Flow Science Inc. 2002͒. In FAVOR four parameters are recorded for each cell ͑area fractions of three faces and volume fraction of the cell͒ and equations are formulated in terms of these parameters to horizontally block portions of each cell within the obstacle.
Each cell in the flow region is associated with local average values of the dependent variables; scalars are represented at the cell center and vectors at the center of cell faces. Finite-difference approximations to the momentum equations ͑1͒ and ͑2͒, assuming we are at time level n, are discretized as
where i , j , l = indices of cell in the mesh for the x , y , z coordinates and T x and T z are terms involving the spatial gradients,
A standard divergence form ͑donor-cell approximation͒ for the spatial gradient terms involving advection, such as u‫ץ‬u / ‫ץ‬x, tends to be inaccurate for nonuniform meshes; thus a modified donor-cell approximation is employed that is accurate even for a nonuniform mesh ͑Flow Science Inc. 2002͒. Discretization for u‫ץ‬u / ‫ץ‬x in this scheme is given as
where u r = ͑u i+1,j,l + u i,j,l ͒ / 2 and u s = ͑u i,j,l + u i−1,j,l ͒ / 2. The basic idea is to weigh upstream and downstream values with factors ͑1+␣͒ and ͑1−␣͒, respectively. When ␣ = 1, a standard divergence form is recovered and when ␣ = 0, Eq. ͑12͒ takes the form of a second-order, central difference method. In the present problem a value of ␣ = 0.3 is used as recommended by Lin and Liu ͑1998͒ and Bradford ͑2000͒.
The continuity equation ͑3͒ is approximated as
The velocities computed from the momentum equations will not exactly satisfy the continuity equation. Therefore, the model solves the momentum and continuity equations iteratively using a pressure correction scheme involving coupled momentum and continuity equations. In the first step, velocities at new time level are estimated by evaluating Eqs. ͑10͒-͑12͒ using the pressure available from the previous time level. The pressure correction needed to satisfy Eq. ͑13͒ is calculated as ␦p =−S͑‫ץ‬S / ‫ץ‬p͒, where S = left-hand side of Eq. ͑13͒. A new pressure value is determined by p + ␦p, which is then used in Eqs. ͑10͒-͑12͒ to generate new velocities. Convergence of the iteration is achieved when all cells satisfy Eq. ͑13͒ within some tolerance level. Convergence can be accelerated by multiplying ␦p by some overrelaxation factor ⍀ ͑⍀ = 1.4 in this work͒.
Boundary Conditions
Waves are input at the left-hand boundary by specifying surface elevation, , and velocities, u and w, at each grid point along the boundary. These values can be specified either analytically from any suitable wave theory or from field data, as is done herein. Additionally, the still water level and a nonzero, ambient value for k and are specified everywhere in the domain. Along the bottom, the vertical velocity is assumed to go to zero ͑a wall boundary condition with no flow through the bottom͒ and the no-slip condition applies. At the bottom boundary, we set k = u * 2 ͱ C and = ũu * 2 7d, where u * = local shear velocity; ũ = component of the velocity parallel to the wall orientation; and d = normal distance of the computed velocity from the wall.
At the free surface, advective and diffusive fluxes of k and are set to zero ͑Bradford 2000͒. Pressure in the free surface cell is not adjusted by iteration, but set by interpolating ͑or extrapolating͒ the desired pressure at the surface and inside any neighboring cells ͑Hirt and Nichols 1981͒. Flow properties are assumed to be uniform in the alongshore direction, and lateral boundaries are symmetric. The shoreward boundary can be anything because the beach obstacle blocks the flow. The obstacle takes on the bottom boundary condition.
Numerical Methods

Domain Setup
The modeling domain is 850 m horizontally and 12 m vertically with 0.5 m horizontal and 0.1 m vertical cell sizes ͑Fig. 2͒. The bathymetry is defined by an analytical approximation of the sandbar profile observed in the field given by
where tan ␤ 1 = foreshore slope; tan ␤ 2 = offshore slope; x c = location of the bar crest; and the coefficients a 1 and a 2 are determined by fitting the profile to the measured bathymetry ͑Lippmann et al. 1999͒. A comparison of the measured profile and that produced by Eq. ͑14͒ with tan ␤ 1 = 0.0701, tan ␤ 2 = 0.0064, a 1 = 2.93, a 2 = 1.6, and x c = 92 is shown in Fig. 3 .
Sink Term
The slow build up of fluid is a common problem encountered in numerical wave problems. In numerical models fluid surfaces are not continuous but approximated using a discretization scheme that over time may lead to excess mass being input in to the domain. In the present model, this problem is alleviated by an artificial sink term along the deepest one-third of the bottom boundary of the domain ͑Fig. 2͒, so that it does not interfere with fluid dynamics near the surf zone. An estimate for the sink rate, S r , was determined experimentally and given by S r = ͑V f − V i ͒ / t, where V i and V f = volume of fluid in the domain at the start and end of a test simulation, respectively. The sink rate, 300 kg/ s, was found to be so small that it did not have any noticeable effect on the fluid dynamics. In terms of surface height changes, the sink rate corresponds to a decrease in mean water level at a rate of 0.00042 m / s, and thus had negligible impact on the adjacent wall boundary conditions ͑described earlier͒. This empirical sink rate approximately balanced the excess fluid put into the domain at the seaward boundary.
Initial and Boundary Conditions
Initial conditions were that the water level is at 8.19 m ͑based on tidal elevation at the time of data collection͒, water motion is zero, turbulent kinetic energy throughout the interior of the domain is uniformly assumed to be 2.2ϫ 10 −5 m 2 s −2 , and at the inflow boundary k = 2.2ϫ 10 −3 m 2 s −2 and = 4.114ϫ 10 −2 m 2 s −3 following Bradford ͑2000͒. Random waves are prescribed at the inflow boundary by nearbottom pressure data observed in the field. Conversion from bottom pressure to cross-shore and vertical velocities at each depth is accomplished by linear theory approximations ͑Guza and 1980͒. Data at the boundary is input at a frequency of 4 Hz and specified vertically every 0.1 m. Time stepping in FLOW-3D is generally nonuniform and adjusted such that fluid does not cross more than one computational cell over one time step, ⌬t, and is limited by the Courant condition ⌬t Ͻ min͑⌬x / u , ⌬z / w͒, where ⌬x and ⌬z = horizontal and vertical grid sizes, respectively. Time steps generally do not correspond to the input time series and grid locations do not correspond to input spatial data locations; therefore, input data are linearly interpolated to prescribe the flow at specific times and at all spatial locations at the boundary. Using linear theory and linear interpolations to specify wave forced boundary conditions in 8 m water depths is reasonable ͓as shown by Guza and ͑1980͔͒, except, perhaps, near the crests of the waves. Including nonlinear effects near the crests of the waves would slightly modify the boundary conditions impacting the sink rate used to conserve mass in the domain ͑discussed earlier͒, and could result in some change in the fluid response right near the seaward boundary. As our focus is on the larger scale response across the domain, we have ignored this effect ͑assumed to be small͒.
Field Methods
The model is driven by observation of the wave spectrum obtained in 8 m water depth from a bottom mounted pressure sensor. The simulated wave transformation, breaking, and mean cross-shore flow will be compared ͑later͒ with observations obtained from an array of pressure gauges and current meters spanning the width of surf zone ͑Fig. 3͒ and video observations of wave breaking distributions ͑shown in the middle panel of Fig. 1͒ .
The field data examined in this study were obtained on a sandy, barred ocean beach during the Delilah field experiment, held at the Army Corps of Engineers Field Research Facility in Duck, N.C. in the fall of 1990. For details of the experiment see Birkemeier ͑1991͒ and and Kim ͑1993͒. During Delilah, there was a single, persistent longshore sandbar in the surf zone approximately 80 m offshore, with a bar trough relief of about 0.5 m over 50 m. The cross-shore profile from October 11 is shown in Fig. 3 .
Bidirectional velocity and near-bottom pressure measurements were collected at nine locations along a cross-shore transect that spans the surf zone ͑Fig. 3͒. The instruments were sampled at 8 Hz. For comparison to the model, a 35.5 min record beginning at 1000 h EST October 11 was used. Mean wave angle observed in 8 m water depth was approximately 38°CCW from shore normal, with dominant wave period of about 8 s. H RMS ͑shown in the upper panel of Fig. 1͒ and mean cross-shore flow ͑shown later͒ will be compared to the model. Wave breaking observations are obtained by counting the number of breaking waves in the video records following the methods described in Lippmann and Holman ͑1991͒. The spatial distribution of the fraction of wave breaking, Q b , is determined by dividing the number of breaking waves by the total number of waves ͓determined from wave pressure time series; and Guza ͑1983͔͒. The spatial distribution of breaking waves observed at approximately 1000 hrs on Oct 11 is shown in Fig. 1 .
Results
Model Simulations
The model was run for 35.5 min. Model data were sampled at 5 Hz at prescribed locations within the domain, including those where the current meters and pressure sensors were located ͑Fig. 4͒. Inside the surf zone, denser arrays of locations were sampled to better describe the flow. Sea surface elevation time series were used to describe the cross-shore wave transformation and collected every 1 m across the entire domain. Finally, turbulence and dissipation in the top 10 cm of the water column were averaged every 1 m in the cross-shore direction as a means to quantify the spatial and temporal variation in wave breaking patterns. Snapshots of the model, shaded by TKE and dissipation rate, 1,650 s into the run are shown in Fig. 5 . Random waves, entering the domain from the left boundary, propagate to the right of Fig.  5 , and evolve nonlinearly in response to changes in water depth. The waves steepen and pitch forward, and eventually break over the sandbar. Some waves continue to actively break across the trough; others reform in the trough and break again at the shoreline where they are allowed to move up and down the beach face generating a swash zone. Wave breaking is identified in the TKE shaded plot by high turbulent intensities primarily confined to a narrow region along the front face of the wave. Turbulence is advected downward in the water column and on-offshore by currents. Average turbulent intensities along the front face of the wave right near the surface are used to identify breaking waves. Breaking distributions are then compared to field data where breaking is measured optically from land-based video cameras. We use TKE, rather than dissipation, as the model indicator for wave breaking because it is assumed that the field methods detect aeration due to turbulent water motions. George et al. ͑1994͒ measured turbulence intensities below the trough level in the surf zone at Scripps Beach, La Jolla, Calif., using hot film anemometer data. Wave heights ranged from 50 to 120 cm. Our modeled near-surface TKE in breaking waves are about 1.0 m 2 s −2 . These values normalized by ͑gh͒ 1/2 are approximately 0.2, about an order of magnitude higher than reported by George et al. However, below the trough level, our model TKE levels are of the same order as George et al. Similarly, modeled dissipation estimates are comparable to George et al. below the trough where their field measurements were made. Fig. 6 shows time series of , u, and w at a location 250 m from the inflow boundary. There is no visible trend and the constant variance over the run indicates an approximately stationary time series. Low frequency fluctuations are observed in the model time series, but they do not appear to grow in time. The initial calm period results from the time lag for wave disturbances to reach 250 m. Additionally a linear damping filter with 100 s width suppresses transient motions at the start of the run, thus initial wave motions in the time series are small. Some indication of reflected wave energy was observed ͑Cho-pakatla 2003͒. Re-reflection of these incident waves off the seaward boundary did not appear to adversely affect subsequent results, although it should be pointed out that for steeper beach slopes this problem could limit model performance. Troch and De Rouch ͑1999͒ developed methods for reducing the trapping of reflected waves in the domain with active wave absorbing boundary conditions, however their methods were not applied to the present study.
The input wave conditions, taken from field observation, had marked wave groups with periods ranging 50-100 s. The wave groups show strong temporal modulation seaward of the break point, and are largely destroyed by wave breaking inside the surf zone. In nature low frequency ͑infragravity͒ waves are generated by nonlinear wave interactions with time and length scales associated with the wave groups. These motions propagate up-and downcoast as edge waves, or are radiated to deep water as seaward propagating ͑leaky͒ waves. However, the model is run in a two-dimensional domain, and only allows for shore-normally standing infragravity waves, which are not allowed to escape the domain at the seaward boundary. These model-generated long waves are thus trapped artificially within the domain creating seiches at various frequencies. Simulations run over a linear beach profile and smaller domain size indicate that specific seiching frequencies may resonate depending on the domain characteristics ͑Chopakatla 2003͒. These resonant seiches cannot be quantitatively related to the field data, thus our discussion of model performance is limited to incident wave frequencies and mean flows. Model data showed higher infragravity energy than observed ͑Chopakatla 2003͒, but the motions did not appear to grow in time ͑Fig. 6͒ and did not impact the results adversely.
In order to quantify wave breaking in the model simulation and subsequently compare with field observations, the location of wave crests must be identified and then a determination of whether the crest is breaking or not must be made. Identifying individual wave crests is accomplished in the time domain of each cross-shore location following methods of and Guza ͑1983͒. First, the time series of sea surface elevation is filtered to remove both low and high frequency motions using a bandpass filter in the frequency domain such that only wave motions with frequencies in the range 0.05-0.5 Hz are considered. A zero-up crossing method is then used to determine sea surface elevation maxima for each individual wave at each location.
Once the wave crest is identified using the time domain method, the wavelength, crest-trough distance, and maximum slope of the front face of the wave, ⌰, were calculated using the space series at each wave crest location. Spatial domain methods are similar to the time domain methods in that filtered, zero-up crossing methods were applied to find trough elevations just shoreward of the wave crests, and distances to the next shoreward crest. ⌰ is determined between the crest-to-trough excursion. These data are used in conjunction with breaking wave analysis to examine bulk properties of breaking waves.
Once individual wave crests are identified, a method was developed to distinguish those waves that are breaking from those that are not. In general, we assume that wave breaking is characterized by an increase in turbulence at or very near the sea surface. However, the level at which to set a turbulence threshold to identify a breaking wave is not known, primarily owing to the lack of field observational data or theoretical guidance. The procedure adapted here was to average the total amount of turbulent kinetic energy in the upper 10 cm of the water column closest to the sea surface and then find the maximum turbulence kinetic energy, ⌫, between the crest and trough. As the turbulence level can be effected by nonlocally generated turbulence advected and diffused laterally and vertically, we do not know a priori what the turbulence threshold level should be, or if it is spatially or temporally varying. In field experiments, wave breaking is most commonly associated with the entrapment of air bubbles at or near the sea surface. The bubbles ͑and foam͒ produce a visual contrast in the intensity that can be captured photographically. Quantification of wave breaking during the Delilah field experiment was accomplished with video image processing methods ͑Lippmann and Holman 1991͒ without the use of in situ turbulence data to compare with. Thus, for model-data comparisons needed to verify the FLOW-3D model, a turbulence threshold must be determined that makes the breaking distributions consistent with the field observations. In doing so, a range of turbulence thresholds were used to determine the presence of a breaking wave and the threshold that best represents the data chosen ͑discussed later͒.
Model mean flow calculated over the 35.5 min record is shown as vectors in Fig. 7 . As expected the flow pattern shows a strong vertical variation, with onshore flow near the sea surface and a seaward return flow down in the water column. This pattern is qualitatively similar to mean flow measured at various field experiments ͑e.g., Haines and Sallenger 1994; Garcez Faria et al. 2000͒ . Of particular interest is the strong undertow increasing over the shallows of the sand bar. This flow pattern decreases seaward, as expected. To conserve momentum, a circulation must be set up in the domain. The mean vertical flow ͑hence the circulation͒ is weak, although right at the seaward boundary the vertical velocities increase slightly. In smaller scale tests over planar bathymetry, a very strong circulation developed close to the seaward boundary after a short time of about 30 wave periods ͑Chopakatla 2003͒, a result also noted by Bradford ͑2000͒. By increasing the domain size to the prototype scale, this strong circulation is diminished, and does not appear to effect results obtained in our field scale model discussed here.
Model-Field Data Comparisons
To verify the modeled wave transformations, H RMS was computed every meter across the domain for the 35.5 min run and compared with field observations. The results ͑Fig. 8͒ are quite good with RMS error of about 0.041 m, about the same as obtained with previous wave transformation models ͑e.g., Fig. 1 ; and Guza 1983; Lippmann et al. 1996a͒ but without the need to specify wave breaking parameters or criteria a priori. Note that the modeled wave height transformation does not depend on the threshold levels discussed earlier, as those are used only to determine the fraction of waves breaking ͑discussed later͒.
The model-data comparison of mean flow obtained at the location of the in situ sensors is shown in Fig. 9 . The modeled flow is qualitatively similar to the observations, with stronger undertow over the shallows of the sandbar and decreasing flow seaward of the surf zone. The model overpredicts the mean undertow onshore and seaward of the bar, and underpredicts the maximum undertow over the bar. In general, the model does a reasonable job of reproducing the flow field despite the obvious limitations imposed by the two-dimensional domain.
In order to verify wave breaking distributions, Q b were calculated for a number of turbulence thresholds and compared them with observations obtained in the field with video techniques. A threshold value of 0.5 m 2 s −2 gives the best comparison with the field data, well capturing the increase across the sandbar and diminished, but substantial breaking through the bar-trough region ͑Fig. 10͒. The modeled breaking distribution compares well with the observed values from seaward of the sandbar through the surf zone, suggesting that the methods for detecting breakers in the model are similar in character to the optical methods used in the field. Breaking data were not collected in the field right near the shoreline, thus the model results close to shore cannot be verified. Right near the shoreline it would be expected that nearly all waves would be breaking. However, owing to low frequency ͑infragravity͒ oscillations, the distribution of total waves varies depending on the height of the run-up. Thus, the fraction of wave breaking tends to zero as the run-up reaches its maximum extent.
Discussion
In previous models, wave transformation across the surf zone was determined by specifying the wave breaking distribution or criteria ahead of time. These distributions and criteria have been based largely on observation from the field, and in general have performed very well in determining the wave height transformation for both barred and nonbarred bathymetric profiles ͑e.g., and Guza 1983; Lippmann et al. 1996a͒ . However, corresponding calculations of the spatial distribution of mean alongshore currents on barred beach profiles have not been well reproduced when using stress calculations derived from the wave models ͑Church and 1993; Lippmann et al. 1996b͒ . Consequently, numerous approaches have been attempted to improve the spatial distribution of the wave stress, particularly in the trough of the sandbar where longshore currents are often maximum ͑Thornton and Kim 1993͒.
One limitation of the early transformation models is that breaking criteria must be specified at the start of the run. Although this works well for wave height prediction, it does not lead to good representation of the observed spatial wave breaking patterns ͑e.g., Fig. 1͒ . The inclusion of wave rollers in the time and depth-averaged longshore momentum balance can lead to improved fit to the spatial distribution of observed breaking pattern, but requires iterative fit of two free parameters ͑Lippmann et al. 1996b͒.
In CFD models, wave breaking occurs as a consequence of the fluid dynamics, and does not require a priori specification of any free parameters ͑all turbulence parameters are obtained from the literature as accepted values based on theoretical or laboratory observation͒. The model simulations are able to well reproduce the observed wave height transformation ͑Fig. 8͒, the mean undertow ͑Fig. 9͒, and wave breaking distributions ͑Fig. 10͒. This suggests that CFD models can be used to create a numerical laboratory at prototype field scales to study in detail the wave transformation and breaking process.
One limitation of the CFD approach is that the turbulence threshold level was chosen to give the best fit to the observations. In effect, what the model-data comparisons show is that the video observations in the field identify the wave breakers which produce a given amount of turbulence at breaking. The actual value of the chosen breaking threshold could, in fact, be different. This limitation of the CFD models only arises when verification to a separate breaking observation is made; for example, with video data. A better test would be to compare field observations of turbulence kinetic energy or dissipation directly with the model. This work is being pursued as part of ongoing research.
The identification of individual wave crests, breaking wave crests, crest-trough distance, and wavelengths allows for an approximation of the spatial variation of breaking criteria commonly used in other models. Of particular interest is the spatial variation of the maximum slope on the front face of the wave, ⌰, calculated by finding the maximum surface slope between crest and trough. Fig. 10 shows the variation of average surface slope, ⌰ , as a function of cross-shore distance. This parameter is a good general indicator of shape of the wave. In deep water, surface slopes are around 5°for both breaking and nonbreaking waves indicating a very gradually sloping wave. However, wave slopes increase rapidly past 600 m and close to the sandbar, and at location just seaward of maximum breaking, ⌰ attains a maximum value close to 20°. Inside the bar crest, breaking slopes gradually relax to a value of around 12°. 10 . ͑a͒ Average instantaneous wave slope between the crest and trough for both breaking ͑dashed line͒ and nonbreaking waves ͑solid line͒, spatially averaged every 5 m and temporally averaged over postspin off period ͑200-2025 s͒; ͑b͒ breaking fraction averaged over every 2 m spatially ͑TKE threshold= 0.5 m 2 s −2 ͒ and also shows the field observations as closed circles; and ͑c͒ bathymetry for reference Criteria for wave breaking in time-domain Boussinesq models are often determined by the maximum slope on the front face of the wave, ⌰ ͑Deigaard 1989; Schaffer et al. 1993͒. Schaffer et al. used ⌰ values of 20°as breaking criteria. In their model, any wave with a slope above this value is breaking. Our modeled ⌰ ͑Fig. 10͒ show similar breaking slopes, suggesting that the criteria used in Boussinesq models is appropriate. Further, Schaffer et al. ͑1993͒ have reformed waves taking on a terminal slope of 10°, similar to our model values for nonbreaking waves in the surf zone.
Conclusions
In this work, we have adapted the commercial CFD model FLOW-3D to simulate two-dimensional wave transformation and wave breaking across a naturally barred beach profile. The model is driven by observations of near-bottom wave pressure at the seaward boundary, and can simulate pressures, velocities, turbulent kinetic energy, and dissipation at each grid point across the beach profile up to the swash. The model domain spans approximately 800 m across shore from 8 m water depth to the foreshore where wave motions are allowed to run up and down the beach face. Uniform grid cells in the domain are 0.5 m horizontally and 0.1 m vertically.
Wave breaking is a natural consequence of the fluid dynamics and does not require the use of empirical formulations for breaking criteria or probability density functions. Wave dissipation is determined by a coupled turbulence closure scheme based on the turbulent kinetic energy and dissipation transport equations with the RNG extension developed by Yakhot et al. ͑1992͒ .
The model is run over an analytical form ͑Lippmann et al. 1999͒ for the measured bathymetry obtained during the 1990 Delilah Field Experiment ͑Birkemeier 1991͒. The model simulations are verified with observations of pressure and velocity obtained in the field at eight locations spanning the surf zone ͑Thornton and Kim 1993͒, as well as video-based observations of wave breaking distributions ͑Lippmann and Holman 1991͒. Although the model is limited to two-dimensional wave propagation without consideration of nonnormal angle of incidence or alongshore flow, the model is able to well simulate bulk properties of the wave transformation, mean cross-shore flow, and wave breaking distributions. Of particular interest is the spatial distribution of the wave breaking pattern, which is not reproduced with existing ensembleaveraged wave transformation models ͑e.g., Thornton and Guza 1983; Lippmann et al. 1996a͒ . The results suggest that FLOW-3D can thus be used as a numerical laboratory for detailed studies of the nonlinear wave breaking process.
