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Abstract
The structured operators and corresponding operator identities, which appear in inverse problems
for self-adjoint and skew-self-adjoint Dirac systems with rectangular potentials, are studied in detail. In
particular, it is shown that integral operators with kernels close to displacement kernels are included in this
class. A special case of positive and factorizable operators is dealt with separately.
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1. Introduction
An operator S with a scalar difference kernel was used by Krein to solve the inverse
spectral problem for the self-adjoint Dirac-type system in his classical work [24]; see also
[4,5,7,22,28,38] and references therein. This operator is one of the most well-known structured
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operators and satisfies operator identity (1.3), where j is a 2 × 2 diagonal matrix diag{1,−1}
[32–34]. On the basis of the method of operator identities and its applications to inverse spectral
problems for canonical systems, as presented in the review article [34] and the books [35,37],
various other systems were treated in the same way using other operators satisfying somewhat
different operator identities (see, e.g., [11–13,27,29,30,36,37]).
In particular, in this paper we consider operators which are used in [9] to study inverse
problems for a self-adjoint Dirac system:
d
dx
y(x, z) = i (z j + j V (x)) y(x, z), x ≥ 0; j :=

Im1 0
0 −Im2

. (1.1)
Here Imi is the mi ×mi identity matrix, V = {Vi, j }2i, j=1, V11 = 0, V22 = 0, and V12 = V ∗21 = v.
The m1 ×m2 block v(x) of V (x) is called the potential. The skew-self-adjoint analog of system
(1.1) has the form
d
dx
y(x, z) = (iz j + j V (x)) y(x, z), x ≥ 0. (1.2)
We would like to mention that Gohberg co-authored one of the first papers on the Weyl theory of
the skew-self-adjoint Dirac systems [15].
Systems (1.1) and (1.2) are auxiliary linear systems for various important integrable coupled,
multicomponent, and matrix wave equations (see, e.g., [1–3,41] and references therein).
We note that in the formula for j in (1.1) the positive integer m1 is not necessarily equal to m2,
and hence the potential v is not required to be square. Thus, the cases of rectangular potentials
and solutions of nonlinear equations (coupled and multicomponent equations, in particular) are
included. Moreover, the Weyl functions for systems (1.1) and (1.2) are also rectangular.
The direct problem for system (1.1) was discussed in [10], and the existence of the m2 × m1
non-expansive Weyl function was proved. To solve the inverse problem and recover system (1.1)
from its Weyl function (as in [9]), it is necessary to study operators S which satisfy operator
identities of the form
AS − S A∗ = iΠ jΠ ∗, A, S ∈ B

L2m2(0, l)

, A = −i
 x
0
· dt; (1.3)
Π := Φ1 Φ2 ∈ B Cm, L2m2(0, l) , m := m1 + m2, (1.4)
Φi ∈ B

Cmi , L2m2(0, l)

, (Φ1 f ) (x) = Φ1(x) f, Φ2 f = Im2 f ≡ f. (1.5)
Here, C stands for the complex plane, B (H1,H2) denotes the class of bounded linear operators
acting from the space H1 into the space H2, B (H) is the class of bounded linear operators which
map H into itself, and Φ1(x) is an m2 × m1 matrix function.
It could be useful to recall that the procedure applied (in [9]) used to recover v on [0, l] from
the m2 × m1 Weyl matrix function ϕ is the following. First, we recover Φ1 from ϕ using a kind
of Fourier transform. After that S is recovered from the operator identity (1.3). Next, we recover
the upper block row of the fundamental solution u(x, 0) (u(0, 0) = Im) of (1.1) at z = 0 via the
formula
β(x) := Im1 0 u(x, 0) = Im1 0+  x
0

S−1x Φ′1

(t)∗

Φ1(t) Im2

dt. (1.6)
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Here x ∈ (0, l], S−1x is applied to Φ′1 columnwise, Sx := Px S P∗x , S should be strictly positive,
and
Px ∈ B

L2m2(0, l), L
2
m2(0, x)

, (Px f )(r) = f (r) for r < x .
Finally, it is not so difficult to recover v from β. Thus, relation (1.6) is a basic one for the
procedure and is closely connected with the identity (1.3), but many results on S satisfying (1.3)
and all the corresponding proofs were omitted in [9].
The related operator identities which appear in the case of the skew-self-adjoint system (1.2)
have the form (see [12,27] for the case that m1 = m2)
i(AS − S A∗) = ΠΠ ∗, A, S ∈ B

L2m2(0, l)

, A = −i
 x
0
· dt, (1.7)
where Π is given by formulas (1.4) and (1.5).
Structured operators (that satisfy operator identities), as they are often referred to, are also
of interest in their own right. For applications of structured operators to probability theory and
other fields, see [8,18,20,35,39,40] and various references therein. In particular, we show that, for
the case where Φ1(x) is continuously differentiable, the operators S satisfying (1.3) have close
to displacement kernels. Operators with close to displacement kernels were considered in [21]
(see also [17, Section 2.4] and references therein) in connection with slightly non-homogeneous
processes and an algebra generated by Toeplitz operators. We also derive explicit inversion
formulas for our operators. Explicit inversion formulas for convolution integral operators on
a finite interval are presented in [16].
The next part, Section 2, is dedicated to the operator identities for the case of a self-adjoint
Dirac system. Operator identities for skew-self-adjoint Dirac systems are studied in Section 3.
The positivity of operators S is discussed in Section 4. The last part, Section 5, is dedicated to
explicit inversion of structured operators with semi-separable kernels.
Most of our notation is introduced above. We will use I to denote the identity operator. If
the matrix function f is absolutely continuous and sup ∥ f ′∥ < ∞, we say that f is a function
with bounded derivative or (equivalently) that f is boundedly differentiable. We assume (unless
otherwise stated) that Φ1 is boundedly differentiable and we write Φ′1(x) for
d
dx (Φ1(x)).
2. The operator identity: the case of a self-adjoint Dirac system
The following theorem will be proved in this section.
Theorem 2.1. Assume that the entries of the m2 × m1 matrix function Φ1(x) are boundedly
differentiable on the interval 0 ≤ x ≤ l. Then there exists a unique operator S ∈ B L2m2(0, l)
satisfying the identity (1.3), where Π is expressed via formulas (1.4) and (1.5). This operator S
is given by
(S f ) (x) = Im2 − Φ1(0)Φ1(0)∗ f (x)−  l
0
s(x, t) f (t)dt, (2.1)
s(x, t) :=
 min(x,t)
0
Φ′1(x − ζ )Φ′1(t − ζ )∗dζ +

Φ′1(x − t)Φ1(0)∗, x > t;
Φ1(0)Φ′1(t − x)∗, t > x . (2.2)
Furthermore S is self-adjoint.
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As mentioned in the introduction, for the case where Φ1(x) is continuously differentiable, the
kernel s of the form (2.2) is called a “close to displacement” kernel [17,21].
To proceed with the proof of Theorem 2.1 we need the lemma below, which easily follows
from [23, Theorem 1.1] (see also [12, Proposition 3.2]).
Lemma 2.2. Let Φ(x) and Φ(x) be m2 × m1 and m1 × m2 matrix functions, respectively,
and assume that these functions are boundedly differentiable on the interval [0, l] and satisfy
equalities Φ(0) = 0, Φ(0) = 0. Then the operator S, which is given by
(S f ) (x) = −1
2
 l
0
 x+t
|x−t |
Φ′

ξ + x − t
2
Φ′ ξ + t − x
2

dξ f (t)dt, (2.3)
satisfies the operator identity
AS − S A∗ = iΦ(x)
 l
0
Φ(t) · dt. (2.4)
The following useful proposition is a special case of Theorem 3.1 in [31] (and a simple
generalization of a subcase of Theorem 1.3 in [33, Chapter 1], which concerns the scalar case;
see also [32,35]).
Proposition 2.3. Suppose an operator T ∈ B L2m2(0, l) satisfies the operator identity
T A − A∗T = i
 l
0
Q(x, t) · dt, Q(x, t) = Q1(x)Q2(t), (2.5)
where Q, Q1, and Q2 are m2 ×m2, m2 × p, and p×m2 (p > 0) matrix functions, respectively.
Then T has the form
T f = d
dx
 l
0
∂
∂t
Υ(x, t) f (t)dt, (2.6)
where Υ is absolutely continuous in t and
Υ(x, t) := −1
2
 2l−|x−t |
x+t
Q1

ξ + x − t
2

Q2

ξ − x + t
2

dξ. (2.7)
In particular, the identity T A − A∗T = 0 implies T = 0.
Proof of Theorem 2.1. We split the proof into two parts. The first part shows that S given by
(2.1) and (2.2) satisfies (1.3). The second part deals with the uniqueness of S.
Part 1. Rewrite (2.1) as
S =
4
i=1
Si , (S1 f ) (x) =

Im2 − Φ1(0)Φ1(0)∗

f (x), (2.8)
S2 = −
 x
0
Φ′1(x − t)Φ1(0)∗ · dt, S3 = −
 l
x
Φ1(0)Φ′1(t − x)∗ · dt,
S4 = −
 l
0
 min(x,t)
0
Φ′1(x − ζ )Φ′1(t − ζ )∗dζ · dt.
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It is immediately clear that
AS1 − S1 A∗ = i

Φ1(0)Φ1(0)∗ − Im2
  l
0
· dt. (2.9)
By changing the order of integration and integrating by parts, we easily get
AS2 − S2 A∗ = i (Φ1(x)− Φ1(0))Φ1(0)∗
 l
0
· dt, (2.10)
AS3 − S3 A∗ = iΦ1(0)
 l
0
(Φ1(t)− Φ1(0))∗ · dt. (2.11)
Because of (2.8)–(2.10), it remains to show that
AS4 − S4 A∗ = i (Φ1(x)− Φ1(0))
 l
0 (Φ1(t)− Φ1(0))∗ · dt (2.12)
in order to prove (1.3). Finally, after substitution
ξ = x + t − 2ζ, Φ(x) = Φ1(x)− Φ1(0), Φ(t) = (Φ1(t)− Φ1(0))∗ ,
it follows that operator S in Lemma 2.2 equals S4, and formula (2.4) yields (2.12). Thus, (1.3) is
proved.
Part 2. First, let us show that S = 0 is the unique operator from the class B L2m2(0, l),
which satisfies the operator identity AS − S A∗ = 0. We show this by contradiction. Let
S0 ≠ 0

S0 ∈ B

L2m2(0, l)

satisfy the identity AS0 − S0 A∗ = 0. From the definition of A
in (1.3), we have
U AU = A∗, U A∗U = A for (U f ) (x) := f (l − x). (2.13)
It follows directly from the identity AS0 − S0 A∗ = 0 and equality (2.13) that
T0 A − A∗T0 = 0 for T0 := U S0U ≠ 0, (2.14)
where T0 ∈ B

L2m2(0, l)

. Proposition 2.3 and formula (2.14) imply T0 = 0 and we arrive at a
contradiction. Now, the uniqueness of the operator S, which satisfies (1.3), is apparent.
Note that the operator S∗ satisfies (1.3) (or (1.7)) together with S, and so S = S∗ follows
directly from the uniqueness of the solution of the corresponding operator identity. 
3. The operator identity: the case of a skew-self-adjoint Dirac system
Let
S = 2I − Sˇ, ASˇ − Sˇ A∗ = iΠ jΠ ∗. (3.1)
In view of the last equalities in (1.5) and (1.7), we have
i(A − A∗) = Φ2Φ∗2 . (3.2)
Therefore, the first equality in (3.1) yields equivalence between the second equality in (3.1) and
the operator identity in (1.7). Hence, we obtain the result.
Theorem 3.1. Assume that the entries of the m2 × m1 matrix function Φ1(x) are boundedly
differentiable on the interval 0 ≤ x ≤ l. Then there exists a unique operator S ∈ B L2m2(0, l)
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satisfying the operator identity (1.7), where Π = Φ1 Φ2 is expressed via formulas (1.4) and
(1.5). This operator S has the form
(S f ) (x) = Im2 + Φ1(0)Φ1(0)∗ f (x)+  l
0
s(x, t) f (t)dt, (3.3)
where s is given by (2.2). Furthermore, the operator S is strictly positive; in fact, S ≥ I .
Proof. The first statements of the theorem present a reformulation of Theorem 2.1, and this
reformulation easily follows from the considerations at the beginning of the section.
It remains to prove the positivity statements. In order to prove S ≥ I , it suffices to show that
the inequalities Sε ≥ 0, where Sε is given by
(Sε f ) (x) =

ε Im2 + Φ1(0)Φ1(0)∗

f (x)+
 l
0
s(x, t) f (t)dt, (3.4)
hold for all 0 < ε < 1. For this reason, we note that Sε = S− (1− ε)I . Identities (1.7) and (3.2)
thus lead us to the formula
i(ASε − SεA∗) = Φ1Φ∗1 + εΦ2Φ∗2 ≥ 0, (3.5)
or, to put it differently, to the fact that the operator A∗ is Sε-dissipative.
We next use several facts established in [6], where earlier results (results on operators in
the space Π~ from [25,26]) are developed for the case that we are interested in. Because of
[6, statement 9◦] we see that A∗ kerSε ⊆ kerSε. Since the integral part of Sε is a compact
operator, we see that kerSε is finite-dimensional. However, A∗ does not have eigenvectors and
finite-dimensional invariant subspaces. Therefore, we get kerSε = 0, and so Sε admits the
representation
Sε = −K J K , K > 0, J = P1 − P2

Pi , K , K
−1 ∈ B

L2m2(0, l)

, (3.6)
where P1 and P2 are orthoprojectors, and P1+ P2 = I . Furthermore, since ε > 0 and the integral
part of Sε is a compact operator, we see that P1 is a finite-dimensional orthoprojector. In other
words, J determines some space Π~ , where ~ < ∞ is the dimension of Im P1. According to
(3.5) and (3.6) the operator −K A∗K−1 is J -dissipative. From [6, Theorem 1] we see that there
is a ~-dimensional invariant subspace of −K A∗K−1 (i.e., there is a ~-dimensional invariant
subspace of A∗), which leads us to ~ = 0 and J = −I . Now, the inequality Sε ≥ 0 follows
directly from the first relation in (3.6). 
4. Families of positive operators
In this section we consider different values of l simultaneously, and so the operator
S ∈ B L2m2(0, l), which is given by (2.1), will be denoted by Sl with index “l” below
(correspondingly, A will be denoted by Al , and Π by Πl ). We next introduce an orthoprojector
Pr (r ≤ l) from L2m2(0, l) on L2m2(0, r) such that
(Pr f ) (x) = f (x) (0 < x < r), f ∈ L2m2(0, l). (4.1)
Clearly, forl < l, we have
Al = Pl AP∗l , Sl = Pl Sl P∗l . (4.2)
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The case of positive operators Sl which satisfy (1.3) (as well as positive operators S which satisfy
(1.7) and were dealt with in Section 3) is of special interest. Such operators are invertible and
admit the factorization
S−1l = E∗Φ,l EΦ,l , EΦ,l = I +
 x
0
EΦ(x, t) · dt ∈ B

Lm22 (0, l)

. (4.3)
More precisely, the following statements hold.
Proposition 4.1. Let Φ1(x) be an m2×m1 matrix function, which is boundedly differentiable on
the interval [0, l] and satisfies the inequality
Im2 − Φ1(0)Φ1(0)∗

> 0. (4.4)
Furthermore, let Sr be operators of the form (2.1) (with r in place of l), where s is as in (2.2).
If, in addition, the operator Sr is boundedly invertible for each 0 < r ≤ l, then the operators Sr
are strictly positive (i.e., Sr > 0).
Proof. Taking into account that (4.4) holds and the operators Sr are given by (2.1), substituting
r for l, we get Sr > 0 for small values of r . We proceed by negation and suppose that some
operators Sr are not strictly positive. Then there is a value 0 < r0 < l such that Sr > 0 for all
r < r0 and the inequality does not hold for all r > r0. This is impossible, since the inequality
Sr0 ≥ 0 and invertibility of Sr0 yield Sr0 > 0 and, therefore, formula (4.4) implies Sr0+ε > 0 for
small values of ε. 
Theorem 4.2. Let the matrix function Φ1(x) and operators Sl , which are expressed via Φ1
in (2.1), be such that Φ1 is boundedly differentiable on each finite interval [0, l] and satisfies
equality Φ1(0) = 0, while the operators Sl are boundedly invertible for all 0 < l < ∞. Then
the operators S−1l admit factorizations (4.3), where EΦ(x, t) is continuous with respect to x, t
and does not depend on l. Furthermore, all the factorizations (4.3) with continuous EΦ(x, t) are
unique.
Proof. Since Φ1(0) = 0, formula (2.1) takes the form
Sl = I −
 l
0
s(x, t) · dt, s(x, t) =
 min(x,t)
0
Φ′1(x − ζ )Φ′1(t − ζ )∗dζ. (4.5)
Because of (4.5) we see that the kernel s(x, t) of Sl is continuous. Hence, we can apply the
factorization “result 2” from [19, pp. 185–186]. It follows that operators S−1l admit upper–lower
triangular factorizations, where the kernels of the corresponding triangular operators are
continuous. Taking into account the equality Sl = S∗l (i.e., S−1l =

S−1l
∗
), we use formulas
(7.8) and (7.9) from [19, p. 186] to show that the upper triangular factor of S−1l is adjoint to
the lower triangular factor, that is, formula (4.3) holds. Moreover, formulas (7.8) and (7.9) from
[19, p. 186] imply that EΦ(x, t) in (4.3) does not depend on l. The uniqueness of the factorization
(4.3) is an immediate consequence of the uniqueness of the upper–lower triangular factorization
of I which, in turn, easily follows from the relations for kernels of the factors yielded by the
factorization formula for I . 
5. Inversion of semi-separable operators S
The inversion of the structured operators S is necessary in inverse problems and various
other applications of structured operators. In this section we discuss the inversion of S of the
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form (2.1), (2.2), where Φ1(0) = 0 and S is semi-separable, and focus on the case in which
explicit inversion is possible. More precisely, we consider the subcase in which an explicit
solution of the inverse problem for the self-adjoint Dirac system can be found. Note that the
subcase of semi-separable operators corresponding to the skew-self-adjoint Dirac system, where
m1 = m2, was discussed in [12] and similar results are easily derived in the same way for
m1 ≠ m2.
Recall (see, for instance, [14, Chapter IX]) that the operator S = I +  l0 K (x, t) · dt is called
semi-separable when K admits a representation
K (x, t) = F1(x)G1(t) for x > t, K (x, t) = F2(x)G2(t) for x < t, (5.1)
where F1 and F2 are p × p matrix functions and G1 and G2 are p × p matrix functions. When
the operator S is semi-separable and its kernel K is given by (5.1), the kernel of the operator
T = S−1 is expressed in terms of the 2p × 2p solution U of the differential equation
d
dx
U

(x) = H(x)U (x), x ≥ 0, U (0) = I2p, (5.2)
where
H(x) := B(x)C(x),
B(x) :=
−G1(x)
G2(x)

, C(x) := F1(x) F2(x) . (5.3)
Indeed,
T = S−1 = I +
 l
0
T (x, t) · dt, (5.4)
T (x, t) =

C(x)U (x)

I2p − P×U (t)−1 B(t), x > t,
−C(x)U (x)P×U (t)−1 B(t), x < t. (5.5)
Here P× is given in terms of the p × p blocks U21(l) and U22(l) of U (l):
P× =

0 0
U22(l)
−1U21(l) Ip

, (5.6)
and the invertibility of U22(l) is a necessary and sufficient condition for the invertibility of S.
Like in the explicit results in [4,5,12], it is assumed here that Φ′1 has the form
Φ′1(x) = 2ϑ∗2 e2ixθϑ1, Φ1(0) = 0, (5.7)
where θ is an n × n matrix. Unlike in the previous cases (see [4,5,12]), the matrices ϑ1 and ϑ2
are of different order (i.e., ϑi is an n × mi matrix) and the operator S also has a different form.
Because of (2.1), (2.2) and (5.7), the kernel K of S admits the representation (5.1), where
F1(x) = 2ϑ∗2 e2ixθ , G1(t) = −2
 t
0
e−2iξθϑ1ϑ∗1 e2iξθ
∗
dξe−2itθ∗ϑ2, (5.8)
F2(x) = 2ϑ∗2 e2ixθ
 x
0
e−2iξθϑ1ϑ∗1 e2iξθ
∗
dξ, G2(t) = −2e−2itθ∗ϑ2. (5.9)
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Clearly, if there is a solution X of the matrix identity
θX − Xθ∗ = iϑ1ϑ∗1 , (5.10)
then there is also a self-adjoint solution of (5.10). For X satisfying (5.10), we have
d
dξ

e−2iξθ Xe2iξθ∗

= 2e−2iξθϑ1ϑ∗1 e2iξθ
∗
, i.e.,
2
 r
0
e−2iξθϑ1ϑ∗1 e2iξθ
∗
dξ = e−2irθ Xe2irθ∗ − X. (5.11)
In view of (5.11), the matrix function U satisfying (5.2) can be constructed explicitly, and thus,
so can T = S−1.
Theorem 5.1. Let a structured operator S be given by (2.1) and (2.2), where Φ1 has the
form (5.7) and the matrix identity (5.10) admits some solution X. Then S is a semi-separable
operator with kernel K , given by (5.1), (5.8) and (5.9). The matrix functions B, C, and H defined
in (5.3) admit representations
B(x) =

e−2ixθ X − Xe−2ixθ∗
−2e−2ixθ∗

ϑ2, C(x) = ϑ∗2

2e2ixθ Xe2ixθ
∗ − e2ixθ X ,
H(x) = B(x)C(x) = −2Ωe−xA

X
In

ϑ2ϑ
∗
2
−In X exAΩ−1, (5.12)
where
Ω :=

In −X
0 −2In

, A := 2i

θ 0
0 θ∗

. (5.13)
Moreover, the matrix function U satisfying (5.2), where p = n, is given explicitly by the formula
U (x) = Ωe−xAexA×Ω−1, A× := A− 2

X
In

ϑ2ϑ
∗
2
−In X . (5.14)
The operator S is invertible if and only if
det

0 In

el
A  0
In

≠ 0, A :=  2iθ ϑ1ϑ∗1−4ϑ2ϑ∗2 2iθ∗

. (5.15)
If the inequality (5.15) holds, then T = S−1 is given by the formulas (5.4)–(5.6), where U is
explicitly determined in (5.14).
Proof. It was already shown above that S is a semi-separable operator. The representations of B,
C , and H easily follow from (5.3), (5.8) and (5.9). That U of the form (5.14) satisfies the relation
d
dx
U = Ωe−xA A× −A exA×Ω−1 = Ωe−xA A× −A exAΩ−1U (x), (5.16)
can be verified directly. Formulas (5.12), (5.16) and the definitions ofA andA× thus yield (5.2).
It is well-known [14] that the invertibility of S is equivalent to the invertibility of U22(l).
Because of (5.14), it is also equivalent to the invertibility of the right lower block of elA×Ω−1 =
Ω−1elΩA×Ω−1 , which is equivalent to the invertibility of the right lower block of elΩA×Ω−1 .
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According to (5.10), (5.13), (5.14), and the definition of A in (5.15), we have
ΩA×Ω−1 =

2iθ −i(θX − Xθ∗)
−4ϑ2ϑ∗2 2iθ∗

= A. (5.17)
Therefore, the invertibility of S is equivalent to the invertibility of the right lower block of el
A,
that is, to the inequality in (5.15). When S is invertible, T = S−1 is given (as already mentioned
before) by the formulas (5.4)–(5.6) (see [14, Chapter IX]). 
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