It is well-known that every proof net of MNCLL(Multiplicative fragment of Non-Commutative Linear Logic), can be drawll as a plane Dallos-Regnier $\mathrm{g}\mathrm{l}\cdot \mathrm{a}\mathrm{p}\mathrm{h}$ $(\mathrm{d}\mathrm{l}\cdot \mathrm{a}\mathrm{w}\mathrm{i}\mathrm{n}\mathrm{g})$ sat,isfying the switching colldition of Danos-Regnier ([3]). Ill tllis $1$) $\mathrm{a}\mathrm{p}\mathrm{e}\mathrm{r}$ , we sllow the reverse $\mathrm{d}\mathrm{i}\mathrm{l}\cdot \mathrm{e}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{l}\mathrm{l}$ that every plane Danos-Regnier graph (drawing) with one terminal edge satisfying the switching condition $1^{\cdot}\mathrm{e}\mathrm{p}\mathrm{l}\cdot \mathrm{e}\mathrm{s}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{S}$ a ullique MNCLL $\mathrm{P}^{\mathrm{l}\mathrm{o}\mathrm{o}\mathrm{f}}$ net (unique $\iota 1\mathrm{p}$ to the dual mirror images). Ill the course of provillg this, we also give the $\mathrm{c}1_{1\mathrm{a}\mathrm{l}\mathrm{a}}\mathrm{c}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}\mathrm{Z}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{D}$ of the MNCLL proof net,$ \mathrm{s}$ by nleans of the notion of $\mathrm{s}\mathrm{f},1^{\cdot}\mathrm{o}\mathrm{n}\mathrm{g}$ plallity of a Dallos-Regnier graph. as well as the notion of a cert,ain longtrip condition, called the stack-condition. of a Danos-Regnier graph. t,he latter of which is related to Abmci's balanced long-trip condition ([2]). In our full-paper version, we shall also apply our results to hltuitionist,ic Linear Logic, and obtain a cllaracterization theorem for Multiplicative Intuitionistic Non-Conmmtat,ive Linear Logic, in ternus of signed Danos-Regnier graphs. 
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\dagger The second author was $\mathrm{S}\mathrm{u}_{1^{)}\mathrm{p}1}\mathrm{o}\mathrm{r}\mathrm{t}\mathrm{e}\mathrm{C}$ by $\mathrm{G}^{\mathrm{t}}$ rants-in-Aict for Scientific Research of the Ministry of Education, Science and Culture, by Oogata Josei Research Grant of Keio University, and by the Mitsubishi Foundation. A part of this work was done when the second author visited LMD(Marseille) in France as a CNRS-visiting researcher. It is well-known that the proof nets of $\mathrm{M}\mathrm{u}\mathrm{l}\mathrm{t}\mathrm{i}\mathrm{l}$ ) $\mathrm{l}\mathrm{i}\mathrm{C}\mathrm{a}$ tive $(\mathrm{C}_{011\mathrm{l}}\mathrm{n}111\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\backslash \gamma \mathrm{e})$ Linear Logic (MLL) are $\mathrm{c}\mathrm{h}\mathrm{a}\Gamma \mathrm{d}\mathrm{c}\cdot \mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}\mathrm{Z}\mathrm{e}\mathrm{d}$ by a simple and elegant $\mathrm{g}\mathrm{l}\cdot \mathrm{a}\mathrm{p}\mathrm{h}-\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{C}\mathrm{t}\mathrm{i}\mathrm{c}$ . condition, saying that any Danos-Regnier graph is a proof net of $\beta_{\mathrm{v}}\mathrm{t}\mathrm{L}\mathrm{L}$ if an( $1$ onlv if it is a( $\mathrm{y}\mathrm{t}\cdot \mathrm{l}\mathrm{i}\mathrm{c}$ and connected uncler any clloice of $1$) $\mathrm{a}\mathrm{r}$ -link switching ( $\mathrm{c}\cdot \mathrm{f}$ . Danos-Regnier [3] ). This (( $11\mathrm{d}\mathrm{i}\mathrm{f}\mathrm{i}_{0}\mathrm{n}$ is sometinles (alle( $1$ as the (Danos-Regnier) switching condition. This characterization is a $\mathrm{s}\mathrm{i}\mathrm{n}\mathrm{l}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{f}\mathrm{i}\mathrm{e}\mathrm{d}$ $\mathrm{v}\mathrm{e}1^{\cdot}\mathrm{s}\mathrm{i}_{\mathrm{o}\mathrm{n}}$ of a famous result of Girard ([4] ), which is called the $\mathrm{l}\mathrm{o}\mathrm{n}\mathrm{g}-\mathrm{t}\mathrm{l}\cdot \mathrm{i}\mathrm{p}$ condition. It has been well-kllown that any proof net of Multiplicative Non-Commutative Linear Logic can $1)\mathrm{e}\mathrm{d}\mathrm{r}\mathrm{a}\mathrm{W}\mathrm{l}\mathrm{l}$ as a plane $\mathrm{g}\mathrm{r}\mathrm{a}_{1}$) $\mathrm{h}$ . Hence, a $1$) $1^{\cdot}\mathrm{o}\mathrm{o}\mathrm{f}$ net of $\mathrm{M}\mathrm{t}11\mathrm{t}\mathrm{i}1^{)}1\mathrm{i}\mathrm{C}^{\cdot}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}\mathrm{N}\mathrm{o}\mathrm{n}-\mathrm{c}_{\mathrm{o}\mathrm{n}}1111\mathrm{U}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}$ Linear Logic is a Danos-Regnier graph which not only satisfies the Danos-Regnier condition but also is $1$) $\mathrm{l}\mathrm{a}\mathrm{n}\mathrm{a}\mathrm{r}$ . It has been a $1\mathrm{o}\mathrm{n}\mathrm{g}-\mathrm{t}\mathrm{i}_{1}\mathrm{n}\mathrm{e}$ open question if or not the reverse direction is true. The $\mathrm{P}^{\mathrm{u}\mathrm{r}}1^{)\mathrm{O}\mathrm{S}\mathrm{e}}$ of this paper is to answer to this question $\mathrm{a}\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{r}\mathrm{n}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{V}\mathrm{e}\mathrm{l}\mathrm{y}$ ; we show that any plane Danos-Regnier graph drawing with one terlninal edge satisfying the switch-$\mathrm{i}_{1\mathrm{l}}\mathrm{g}$ condition represents a unique proof net of $\mathrm{M}\mathrm{u}\mathrm{l}\mathrm{t}\mathrm{i}_{1}\supset 1\mathrm{i}_{\mathrm{C}}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}\mathrm{N}_{\mathrm{o}\mathrm{n}-}\mathrm{c}_{0}^{1}\mathrm{m}\mathrm{l}\mathrm{n}\mathrm{u}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{V}\mathrm{e}$ Linear Logic $1\mathrm{n}\mathrm{o}\mathrm{d}_{\mathrm{U}\mathrm{l}\mathrm{o}}$ the lllirror illlages (namely, it is interpretable to exactly two different non-(( $1\mathrm{l}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{b}\gamma \mathrm{e}$ proof nets, each of $\mathrm{w}\mathrm{h}\mathrm{i}$ ( $\mathrm{h}$ is the mirror ilnage of the other). We also give a relationship of our purely graph-theoretic $\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{l}\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}_{\mathrm{Z}}\mathrm{a}\mathrm{f}\mathrm{i}\mathrm{o}\mathrm{n}$ of the non-colnmutative proof nets and Abruci's $\mathrm{c}\mathrm{h}\mathrm{a}1^{\cdot}\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}\mathrm{z}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}([\mathit{2}] )$ which uses the notion of a balanced long-trip condition.
In the $\mathrm{c}\cdot 0\iota \mathrm{r}\mathrm{s}\mathrm{e}$ of our characterization proof, we introduce llew notions of strong planity of a $\mathrm{g}\mathrm{r}\mathrm{a}_{1}\mathrm{J}\mathrm{h}$ , and of the stack condition of a long-trip; roughly $\mathrm{s}_{1}\mathrm{J}\mathrm{e}A\mathrm{i}\mathrm{n}\mathrm{g}$ , a marked Danos-Iiegnier graph is strongly plaaiar if it is not only planar but also h..as $\mathrm{a}$ . plane drawing extension to a par-link closure in which the ports of all links are rotated in a same direction (either clock-wisely or $\mathrm{a}11\mathrm{t}\mathrm{i}_{-}\mathrm{c}\mathrm{l}\mathrm{o}\mathrm{c}\mathrm{k}$ -wisely), where a lnarked Danos-Regnier graph is a usual Danos-Regnier graph in which each $\mathrm{p}\mathrm{o}\mathrm{l}\cdot \mathrm{t}\mathrm{S}$ of a link has a port name $\mathrm{L}$ (Left) or $\mathrm{R}$ $(\mathrm{R}\mathrm{i}\mathrm{g}\mathrm{l}_{\mathrm{l}\mathrm{t}})$ or $\mathrm{C}^{1}$ (Conclusion). (See Section 2 for the $\mathrm{f}_{\mathrm{o}Y\ln}\mathrm{a}1$ definition). The stack condition is a $\mathrm{n}\mathrm{l}\mathrm{o}\mathrm{d}\mathrm{i}\mathrm{f}\mathrm{i}\mathrm{c}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ of $\mathrm{A}\mathrm{b}_{\Gamma \mathrm{t}\mathrm{l}\mathrm{c}}\mathrm{i}' \mathrm{s}$ balanced long trip condition ( [2] ); Instead of putting a $\mathrm{n}\mathrm{l}\mathrm{a}\mathrm{r}\mathrm{k}$ at $\mathrm{e}\mathrm{a}\mathrm{c}\cdot \mathrm{h}$ conclusion node during a long-trip in Abruci's long-trip condition ( [2] ), our stack condition uses a stack for $\mathrm{r}\mathrm{e}co1^{\cdot}\mathrm{d}\mathrm{i}_{1\mathrm{l}}\mathrm{g}$ a certain $\mathrm{i}\mathrm{n}\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{l}\mathrm{l}\mathrm{l}\lambda$ tion of a long-trip. (See Section 3 $\mathrm{f}\mathrm{o}1$ the definition.)
In the llext Section (Section 2) we show that any non-colnmutat,ive $1$) $\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}$ net (i.e., a proof net of Multiplicative $\mathrm{N}_{\mathrm{o}\mathrm{n}-}\mathrm{c}\{\mathrm{o}\mathrm{m}\mathrm{l}\mathrm{n}\mathrm{u}\mathrm{t}\mathrm{a}$ tive Linear Logic) is a strongly planar marked Danos-Regnier $\mathrm{g}\mathrm{r}\mathrm{a}_{1}\mathrm{J}\mathrm{h}$ satisfying the switching condition. In Section 3, we show that any $\mathrm{n}\mathrm{o}\mathrm{n}-\mathrm{c}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{u}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\backslash \cdot \mathrm{e}1)\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}$ net is a strongly plallar nlarked Danos-Regnier graph satisfying the switching condition. In Section 4, the $\mathrm{e}\mathrm{q}\mathrm{u}\mathrm{i}\mathrm{V}\mathrm{a}\mathrm{l}\mathrm{e}\mathrm{l}\mathrm{l}\mathrm{c}\cdot \mathrm{e}$ between the $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{c}\cdot \mathrm{k}$ condition and Abruci's $1_{01\mathrm{l}}\mathrm{g}$ -trip condition is established. In Section 5, we show that if a lnarked Danos-Regnier $\mathrm{g}\mathrm{r}\mathrm{a}_{1)}\mathrm{h}$ satisfies the stack condition it is $\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{l}\cdot 1$ ) $\mathrm{r}\mathrm{e}\mathrm{t}\mathrm{a}\mathrm{b}\mathrm{l}\mathrm{e}$ as a $\mathrm{n}\mathrm{o}\mathrm{l}\mathrm{l}-\mathrm{C}^{\cdot}0\mathrm{l}\mathrm{n}\mathrm{m}\mathrm{U}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}$ proof llet uniquely. In Section 6, we $1$) $\mathrm{r}\mathrm{o}\mathrm{v}\mathrm{e}$ that any $\mathrm{S}\mathrm{t}\mathrm{l}\cdot \mathrm{o}\mathrm{n}\mathrm{g}\mathrm{l}\mathrm{y}1$ ) $\mathrm{l}\mathrm{a}\mathrm{n}\mathrm{a}\mathrm{r}$ marked Danos-Regnier $\mathrm{g}1^{\cdot}\mathrm{a}_{1})\mathrm{h}$ satisfying the switching condition also satisfies the $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{c}\cdot \mathrm{k}$ condition, $\mathrm{w}1_{1}\mathrm{i}\mathrm{c}\mathrm{h}$ establishes the equivalence between the $\mathrm{n}\mathrm{o}\mathrm{n}-\mathrm{C}\mathrm{O}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{m}\iota \mathrm{l}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{V}\mathrm{e}_{1^{)\mathrm{r}\mathrm{o}\mathrm{O}}}\mathrm{f}$ nets and the three characterizations above. $\mathrm{S}\mathrm{i}\mathrm{n}(\mathrm{e}$ any plane $\mathrm{n}\mathrm{l}\mathrm{a}1^{\backslash }\mathrm{k}\mathrm{e}\mathrm{d}$ Danos-Regnier $\mathrm{g}\mathrm{r}\mathrm{a}_{1)}\mathrm{h}$ drawing has a unique way to lllal\e' a strongly planar $\mathrm{n}\mathrm{l}\mathrm{a}\mathrm{r}1_{\backslash }\mathrm{e}\mathrm{C}1$ Danos-Regnier $\mathrm{g}1^{\cdot}\mathrm{a}1^{\mathrm{h}}$ ) ( $\iota 11\mathrm{l}\mathrm{i}\mathrm{q}\iota \mathrm{l}\mathrm{e}$ up to the $\mathrm{i}^{\mathrm{c}_{)(\mathrm{m}\mathrm{o}}},' \mathrm{r}_{1^{\mathrm{J}\mathrm{h}}\mathrm{l}}\mathrm{i}\mathrm{C}\mathrm{n}\mathrm{i}\mathrm{r}\mathrm{r}\mathrm{o}\mathrm{l}$ . $\mathrm{i}_{11}1\mathrm{a}\mathrm{g}\mathrm{e}|\mathrm{s}\mathrm{t})$ as a $\mathrm{c}\mathrm{o}\mathrm{l}\cdot \mathrm{o}\mathrm{l}\mathrm{l}\mathrm{a}\Gamma \mathrm{V}\backslash$ of the $\mathrm{a}\mathrm{I}$ ) $\mathrm{O}\backslash ' \mathrm{e}$ , we $\mathrm{e}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{l}$ ) $\mathrm{l}\mathrm{i}\mathrm{s}\mathrm{h}$ the lnaiIl $\mathrm{C}\mathrm{h}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{C}\mathrm{t}\mathrm{e}\mathrm{l}\cdot \mathrm{i}\mathrm{z}\mathrm{d}$ tion $\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\ln$ that ally plane Danos-Regnier $\mathrm{g}\mathrm{r}\mathrm{a}_{1}$ ) $\mathrm{h}$ drawing with one $\mathrm{t}\mathrm{e}\mathrm{l}\cdot \mathrm{n}\mathrm{l}\mathrm{i}\mathrm{n}\mathrm{a}\mathrm{l}$ edge, $|\mathrm{C}^{1\mathrm{a}\{\mathrm{i}\mathrm{s}\mathrm{f}..\mathrm{i}},\backslash^{\gamma}1$ the switching condition, represents a unique non-colnmutative proof net (modulo the isomorphic mirror $\mathrm{i}\mathrm{I}\mathrm{n}\mathrm{a}\mathrm{g}\mathrm{e}\mathrm{s})$ , and vice versa. This $\mathrm{c}\mathrm{h}\mathrm{a}1^{\backslash }\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}\mathrm{z}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ theorem gives the $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\{\mathrm{i}_{0}\mathrm{I}\mathrm{l}\mathrm{S}\mathrm{h}\mathrm{i}\mathrm{p}$ between the notion of $\mathrm{n}\mathrm{o}\mathrm{n}-\mathrm{c}\mathrm{o}\mathrm{n}1\mathrm{m}\mathrm{u}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{V}}\mathrm{i}\mathrm{t}\mathrm{V}$ in logic and the llotion of planity ill $\mathrm{g}\mathrm{r}\mathrm{a}_{1}$ ) $\mathrm{h}$ theory.
The structure of the Sections is as follows. Proof. By induction $011$ the nunlber of nodes. $\square$ Now we introduce a notion of D-R graphs: Definition 2.5 A directed $Dano\mathit{8}-Regn\prime ier$ graph ( $\mathit{0}\uparrow$ . D-R graph) is a directed graph, which consists of axiom-links, cut-links. tensor-links, par-links and conclnsion nodes: An axiom-$l^{l}ink$ has two out-edges; a $cut-lin\lambda$ . has two in-edges; each of a tensor-link and a $par-l\prime ink$ has two in-edge8 and one out-ecfge. Definition 2.6 An edge in a D-R graph connected to a conclusion node is called a $f_{\text{ }}e\uparrow'-$ minal edge.
We will follow Danos and Regnier's convention to denote a $\mathrm{f}_{\mathrm{o}\mathrm{r}\mathrm{n}1}\mathrm{t}\iota 1\mathrm{a}$ by an edge and a logical connective by a link in a D-R graph. The following char.a $\mathrm{C}\uparrow \mathrm{e}\mathrm{l}\cdot \mathrm{i}\mathrm{z}\mathrm{a}\mathrm{f}\mathrm{i}\mathrm{o}\mathrm{n}$ tlleoreln for $1)1^{\cdot}\mathrm{O}\mathrm{o}\mathrm{f}$ nets of MLL is due to Danos and Regnier. Theorem 2.7 (Danos and $Regn\prime ier[\mathit{3}]$ ) A D-R graph is a proof net of $MLL$ , if and only 'if it is always $acyCl\prime iC$ and connected under any choice of $par-s\prime u)^{\prime i\dagger}\text{ }cllings$ (see [3] for the notion of par-switchings).
We call the condition that a D-R graph is always acyclic and collne( $.\mathrm{f}\mathrm{e}\mathrm{c}\mathrm{l}$ under any choice of par-switchings, as the switching condihon.
As we noted earlier, a non-comlnutative proof net is a proof net of MLL, and so it can be drawn as a D-R graph.
3Non-Commutative Proof Net Implies Strong Planity
In this section, we introduce a notion of marked D-R graphs. Thell we give a notion of strong planity, which is later shown to characterize non-conllnutative proof nets in terms of marked D-R graphs. Our main $\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\ln$ in this section is that any non-commutative $1)\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}$ net is strong planar. Fillally we explain the $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{S}\mathrm{h}\mathrm{i}_{1}$ ) between the strong planity of the lnarked D-R graphs alld the planity of the D-R $\mathrm{g}\mathrm{r}\mathrm{a}_{1}\supset \mathrm{h}\mathrm{s}$ .
where each of a $ten\mathit{8}or$ -link and a par-link has two in-edges labeled $L$ (left) and $R$ (right), respectively, and one out-edge labeled $C$ (conclusion). Now we give a few geometric notions of a marked D-R graph necessary to define the strong planity.
Definition 3.2 A marked D-R graph drawing is $\mathit{8}aid$ to be $unif_{ot'\gamma}\prime lly$ directed if the Ledge, $R$ -edge and $C$ -edge for a link is drawn in a fixed cyclic order uniformly for all tenso $7^{\cdot}-link\mathit{8}$ and par-links. or the links of degree 3.
if it is obtained from $C_{7}$ by removing the conclusion nodes from $G$ , and connect'ing free edges by $par-lin\lambda\cdot,s$ , and by adding a conclusion node to the single free edge left at the end.
Definition 3.4 A marked D-R graph $G$ is $\mathit{8}a\prime id$ to be strongly planar, if there exists a $c1_{\text{ }}oSut'\rho y\overline{c7}$ of the graph $G$ , which $lia\mathit{8}$ a plane and uniformly directed dra'wing.
By a mirror image of a marked D-R graph drawing, we mean the reflection of the marked D-R graph drawing in the mirror: Thus any clockwisely directed marked D-R graph drawing has the mirror image, which is counter-clockwisely directed.
As a matter of $\mathrm{s}\mathrm{i}\mathrm{n}\mathrm{l}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{c}\mathrm{i}\mathrm{t}\mathrm{y}$ , for a strongly planar $\mathrm{g}\mathrm{r}\mathrm{a}_{1}$) $\mathrm{h}G$ we always consider its uniformly directed plane graph drawing. Moreover we nlay.assrme that the links in the graph drawing are clockwisely directed, by taking its mirror image if necessary.
Let the in-edges $\mathrm{L}$ (left) and $\mathrm{R}$ (right) of a tensor-link (or a par-link) be labeled with formulas $A$ and $B$ , respectivelv. Then the out-edge $\mathrm{C}^{\mathrm{t}}$ (conclusion) is labeled with the $\mathrm{f}_{0\Gamma 1\mathrm{n}\mathrm{U}}1\mathrm{a}A\otimes B$ (or $A\wp B$ , respectively). Proposition 3.5 Let $(A\wp B)\wp c$ be an edge in a strongly planar marked D-R graph. Then $vle$ can obtain a new strongly planar $g$ raph $w^{r}ith$ an edge $A\wp(B\wp C)$ .
Proof. By relnoving the pars frolll $\mathrm{t}1_{1}\mathrm{e}$ graph $\mathrm{d}\mathrm{r}\mathrm{a}\mathrm{W}^{r}\mathrm{i}1C\tau$ with edge $(-4_{6}oB)\wp c$ , we obtain
We naturally extend the notion of the associative $1$) $\lambda 1$ illstance for $arrow 4_{1},$ $\cdots,$ $A_{n}$ .
Definition 3.7 We define a marked D-R graph with a seqnence $\Sigma$ of $e(lges$ as $foll_{ow}\mathit{8}$ :
ing$ the $par-lin\mathrm{x}_{i}$ connecting $-4$ and $B$ by the L-edge and the $R$ -edge. respectively. Proposition 3.8 $A\mathit{8}S1\iota le$ that a strong planar graph $Gsatisf^{\tau}ie\mathit{8}$ tfic $suf/_{\text{ }}$ tching condition.
Let $\overline{G}$ be a closure of G. which is a $\mathit{8}trongly$ planar graph with $singl_{\text{ }}\theta te?\cdot linal$ edge. Then the $f_{oll_{ou}fi}ng$ are equivalent: (1) The graph $G$ is a strongly planar graph with $A_{1},$ $\cdots A_{n}$ , (2) the graph $\overline{C_{7}}$ is a strongly planar graph with single terminal $edg\rho$ being an $as\mathit{8}ociati_{1e}$ par instance of $A_{1},$ $\cdots$ , $\mathit{1}4_{7?}$ ,
Proof. The equivalence between (1) and (2) follows frolll Definition 3.7. The equivalence between (2) and (3) follows $\mathrm{f}\mathrm{r}\mathrm{o}\ln$ Proposition 3.5. $\square$ Theorem 3.9 If a marked D-R graph satisfying the $s$ rvitching condition is a non-commutati ne proof net, then it is strongly planar. $P\uparrow.\mathit{0}of$ . Let the non-conlmutative proof net $1\mathrm{l}\mathrm{a}\mathrm{v}\mathrm{e}\mathrm{t}\mathrm{e}1^{\backslash }111\mathrm{i}\mathrm{n}\mathrm{a}1$ nodes $\nablaarrow$ . XVe construct by induction on the structure of the $1\mathrm{l}\mathrm{o}\mathrm{n}-(.\mathrm{o}\mathrm{m}\mathrm{l}\mathrm{U}\mathrm{u}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}_{1})1^{\cdot}\mathrm{o}\mathrm{o}\mathrm{f}$ net, a plane clockwisely directed marked D-R graph drawing $C_{7}$ with $\underline{\nabla}$ : Our $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{S}\mathrm{t}\mathrm{r}\mathrm{u}$ ( $\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ preserves $1$) $\mathrm{l}\mathrm{a}\mathrm{n}\mathrm{i}\mathrm{t}\mathrm{y}$ even when the Shift rule is applied.
Axiom. If the $\mathrm{n}\mathrm{o}\mathrm{n}-\mathrm{c}\mathrm{o}111\mathrm{m}\iota 1\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{t}\mathrm{e}}-$ proof net onl.v, $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{i}^{\mathrm{c}}\mathrm{v};\mathrm{t}_{\backslash )}^{\mathrm{c})}$ of an $\mathrm{a}\mathrm{x}\mathrm{i}\mathrm{o}\ln$ -link, then the claim trivially llolds.
Shift. $\mathrm{A}_{\mathrm{S}\mathrm{S}\mathrm{U}1}11\mathrm{e}$ that the last $\mathrm{i}\mathrm{n}\mathrm{f}\mathrm{e}\mathrm{l}\cdot \mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}$ applied to the $\mathrm{n}\mathrm{o}\mathrm{n}-\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{n}\mathrm{l}\mathrm{u}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{Y}^{\cdot}\mathrm{e}_{1}$ ) $\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}$ net is Shift.
Then we bring the edge $\wedge 4_{n}$ over the drawing without intersecting the drawing itself: This is possible since the drawing is a finite figure. Thus we obtained a new plane clockwisely directed marked D-R graph drawing with $A_{n},$ $A_{1A},$ $\cdots,4_{?\iota-1}$ . In this section, we give the notions of the long tril) condition and the stack condition, $\mathrm{a}11 (1$ show the equivalence between the two. The long trip condition was originally given by Abruci, in order to $\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{C}\mathrm{t}\mathrm{e}\mathrm{l}\cdot \mathrm{i}\mathrm{Z}\mathrm{e}$ a multiplicative non-conlmutative Linear Logic MNLL ( [2] ). The systenl MNLL is not equivalent to $\mathrm{M}\mathrm{N}\mathrm{C}^{1}\mathrm{L}\mathrm{L}_{\backslash }$ because $\mathrm{s}\mathfrak{c}$ ) $\mathrm{q}_{1}\mathrm{e}\mathrm{n}\mathrm{t}\vdash A,$ $A^{\perp}$ is not a theorem, while sequent $\vdash A^{\perp},$ $\mathrm{a}4$ is, in MNLL due to the lack of tlle Shift rule.
The long trip condition is defined by a special trip, $\mathrm{w}\mathrm{h}\mathrm{i}\mathrm{c}\cdot 1_{1}$ is a long trip with restrictions.
Because system MNCLL is defined with the Shift rule, the long $\mathrm{t}\mathrm{r}\mathrm{i}_{1}$ )( $.\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{f}\mathrm{i}_{\mathrm{o}\mathrm{n}}$ for MNCLL will $1$ ) $\mathrm{e}\mathrm{c}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{e}$ much simpler than that for MNLL.
The notion of a stack cond,ition is obtained $\mathrm{f}_{\Gamma \mathrm{O}}\mathrm{n}$ ) $\lambda 11$ attenlpt to analyze the $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}\mathrm{s}}\mathrm{h}\mathrm{i}_{1}$ ) between the strong planity and the long trip $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ , we show at tlle end of this $\mathrm{s}\mathrm{e}\mathrm{c}.\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ , the precise correspondence between the long $\mathrm{t}\mathrm{r}\mathrm{i}_{1}$ ) condition in MNCLL and the stack condition.
Let us note that marked D-R graph $C_{7}\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{s}\Phi \mathrm{i}\mathrm{n}\mathrm{g}$ the $\mathrm{s}\mathrm{w}\mathrm{i}\mathrm{t}\mathrm{C}\mathrm{h}\mathrm{i}\mathrm{l}\mathrm{t}\cdot 011(\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ is by Theorenl 2.7, a proof net of MLL. Now we show how t,o adapt the $1_{01\mathrm{l}}\mathrm{g}\mathrm{t}1^{\backslash }\mathrm{i}\mathrm{p}$ condition to MNCLL; and we also call the adaptation silllp as the $1_{01\mathrm{l}}\mathrm{g}\mathrm{t}\Gamma \mathrm{i}_{1}$ ) $\mathrm{c}\cdot \mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ in what follows. The following list of definitions and theorems are due to Abruci ([2] ), unless noted otherwise. Definition 4.1 (Abruci [2] ). For a $gi\mathrm{t}$) $en$ marked D-R graph $G$ with an $edge\wedge 4$ ,
we call a sequence $T_{1},$ $\cdots,$ $T_{n}$ of points of $G$ $a$ one-way special trip from $A\uparrow(orA\downarrow)$ 'in $G$ , iff the sequcnce is porhon of the long trip in $G$ from $T_{1}=A\uparrow toT_{n}=A\downarrow(0\uparrow\cdot$ $T_{1}=A\downarrow to$ $T_{1\iota}=A\uparrow$ , respectively), with the following switching:
Let $G$ be a marked D-R graph $\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{S}}\mathrm{f}.$ ) $r\mathrm{i}1$ the switching condition. By Theorem 2.7, graph $C_{7}$ is a proof net of MLL. We say an edge is a $c\dot{n}t^{J}iCal$ , node (a critical vertex of Abruci [2] ) , if it is a terminal edge or a $\mathrm{R}$ -edge of a par-link.
As mentioned above, in $\mathrm{s}\mathrm{v}\backslash \text{ }$ stem MNLL of Abrtlci [2] , sequent $\vdash\wedge 4^{\perp},$ $\wedge 4$ is a theorem, while sequent $\vdash A,$ $A^{\perp}$ is not. Due to such an $\mathrm{a}\mathrm{s}\}^{r}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{n}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{y},$ $\mathrm{A}\mathrm{b}\mathrm{r}\iota 1(\mathrm{i}' \mathrm{s}$ original long trip condition lnakes a distinction between traversals $A\uparrow,$ $A^{\perp}\downarrow \mathrm{a}\mathrm{n}\mathrm{d}A^{\perp}\uparrow,$ $\lrcorner 4\downarrow \mathrm{o}\mathrm{f}$ an axiomlink by means of the labels $.\gamma;^{C}+a$ ; where $C$ is a (ritical node of a lluarked D-R graph $\mathrm{s}.\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{s}\mathrm{f}.\mathrm{v}$ ing the switching condition, and a $\mathrm{i}_{\mathrm{S}}$ an integer. By contrast, in our system MNCLL, we can start with the following silnplified definition. (1) $\mathcal{L}(\tau_{1})=X^{A}$ . Assume we defined $\mathcal{L}(T_{i})$ for $i<\uparrow\iota$ ; (2) if $T_{i}=B\downarrow$ , and $B$ is a critical node of $G$ (and so $T_{i+1}=B\uparrow$ ), then $\mathcal{L}(T_{i+1})=x^{B},\cdot$ (3) if $T_{i}=B\downarrow andB$ is the first premise of a par-link with $C$ as $sec_{J}ondpremi_{\mathit{8}}e$ , then $\mathcal{L}(T_{i+1})=\mathcal{L}(C\downarrow)$ , if $C\downarrow=T_{j}$ with $j<i$ and $\mathcal{L}(T_{i})=x^{C}$ , or undefined, otherwise, $\cdot$ (4) $\mathcal{L}(\tau i+1)=\mathcal{L}(T_{i})$ , in all the other cases. $\mathrm{W}^{\tau}\mathrm{e}$ say an assignment $\mathcal{L}$ for $C_{7}$ is total, iff $\mathcal{L}$ is a total function. Proposition 4.4 (Proposition 3.2 of Abruci [2] ) Let $G$ be a $mar\lambda\cdot,ed$ D-R graph satisfying the $S'w\prime it_{Ching}$ condition. Let $\mathcal{L}$ be a total $as\mathit{8}ignment$ for G. If $\mathcal{L}'$ is an $a\mathit{8}signment$ for $G$ , then $\mathcal{L}'$ is total, and $\mathcal{L}=\mathcal{L}'$ . Definition 4.5 (Definition 3.3 of Abr2 $\iota ci[\mathit{2}]$ ) $L_{\theta}tC_{7}$ be a $t7$ larked D-R graph $satisf_{lig}/n$ the $\mathit{8}u)itch\prime ing$ condition. (1) $G$ is good, iff $e\iota;e7'' y$ assignment for $G$ is total: By the $p_{7e\iota io}u\mathit{8}$ $p\uparrow\cdot oposition$ . if $C_{7}$ is good. then all the $a\mathit{8}s\prime ign\eta entS$ for $C_{7}$ are equal. (2) If $G$ is good, tfie labeled $speCial$ trip in $C_{7}$ is obtained from a special trip by replacing each point $A4\downarrow$ by $A\mathcal{L}(\wedge 4\downarrow)$ and each point $A4\uparrow$ by $\mathcal{L}(A4\uparrow)\lrcorner 4,$ $wh\rho\uparrow\cdot e\mathcal{L}$ is the rmique assignment for $C_{7}$ . Definition 4.6 (Modification of $Defi_{\text{ }}nition\mathit{3}.7$ of $Ab\uparrow \mathrm{t}ci[\mathit{2}]$ ) (1) Le $f,$ $\mathcal{L}$ be the unique total assignment for $C_{7}$ . We define the binary $relat\prime i_{on}\prec$ (precedes) on the termminal edges of $C_{7}$ : $A\prec B$ iff $\mathcal{L}(arrow 4\downarrow)=\mathcal{L}(\uparrow B)=X^{B}$ . (2) $C_{7}$ induces the linear order of the conclusions. $iff\prec is$ a chain, and every conclusion occurs exactly once in the chain. Definition 4.7 (Definition 3.8 of Abruci [2] 1) Let $G$ be a marked D-R graph satisfying the switching condition, and let $\underline{\nabla}$ be a sequence of th $\rho$ edges in G. Tllen $c7$ $witharrow\nabla satistie_{\text{ }}s$ the long trip condition. iff (1) the $conCluSi_{\mathit{0}}n\mathit{8}$ of $G$ are exactly the formnlas in $\underline{\nabla},$ (2) $G$ 'is good. and (,?) $G$ indt $C\theta S$ th $\rho line(f_{j}rord\theta r$ of the $concl_{1/S}Ji\text{ }onS$ . Lemma 4.8 (Lemma 3.9 of Abruci [2] ) Let $C_{7}$ be a $non-comm\mathrm{t}\iota tatinep\gamma' oof$ net with conclusions $\underline{\nabla}\equiv A_{1},$ $\cdots$ , $A_{n}$ . Then the labeled $\mathit{8}p\theta Cialt\uparrow\dot{\mathrm{v}}p$ in $Gl_{o\mathit{0}}k_{\mathit{8}}$ as: $(.'\iota^{A_{1}})A_{1},$ $\cdots$ , $A_{k}.(x^{A_{1}}),$ $(.l^{A_{k}})_{\wedge}4_{k},$ $\cdots,$ $d4_{2}(x^{A_{3}}),$ $(a A_{2})_{arrow}4\underline{\cdot)},$ $\cdots$ , $A_{1}(x^{A_{2}}),$ $\cdots$ , and no conclusion occurs for every $1\leq i<k$ in th $\rho$ portion between $(.l'\prime 1_{i})_{arrow}4_{i},$ $\cdots$ , $A_{i}(\backslash ?1_{i+1})$ .
Proof. By the property of a special trip in a proof net of MLL. $\square$ In the long $\mathrm{f}_{\downarrow\Gamma}\mathrm{i}\mathrm{p}$ condition, the well-defined special trip gives the labels to edges as it visits, but the labels do not necessarily order all the terminal edges in the $\mathrm{g}\mathrm{r}\mathrm{a}_{1^{)}}\mathrm{h}$ . Thus one needs Definition 4.7 (1) to get a correct notion. In the stack condition, on the other hand, any well-defined $\mathrm{s}\mathrm{p}\mathrm{e}\mathrm{c}\cdot \mathrm{i}\mathrm{a}\mathrm{l}$ trip always order all the $\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{I}\mathrm{I}\dot{\mathrm{u}}\mathrm{n}\mathrm{a}\mathrm{l}$ edges in the $\mathrm{g}1^{\backslash }\mathrm{a}_{1}y\mathrm{h}$ . Definition 4.9 (1) We define a stack $\Sigma\equiv A_{1},$ $\cdots$ , $-4_{\mathrm{t}1}$ as a sequence offormulas. Pop$(S)=$ $A_{1}$ . Let $A$ be a formula. Then Push $(A, s)\equiv A,$ $S$ .
(2) Let $G$ be a marked D-R graph satisfying the $switc,h\prime ing$ condition. $i.e$ . a proof net of $MLL$ . Let $T_{1},$ $\cdots,$ $T_{\mathrm{t}\iota}$ be a special trip on G. We define a stack $stat\rho S_{G}(T_{\dot{\uparrow}})$ at a point $T_{?}$. $b' y$ induction $i\leq??a\mathit{8}$ follows: 1Definition 3.8 in [2] defines Abruci's non-commutative proof net for MNLL: However we call as a non-conzmutative proof net the inductive structure defined ill Section 2 in this $1$) $\mathrm{a}\mathrm{p}\mathrm{e}\mathrm{r}$ . Instead, we call Abruci's non-commutative proof net as a marked D-R $\mathrm{g}\mathrm{r}\mathrm{a}_{1^{)}}\mathrm{h}$ satisfying the switching condition and the long trip condition. (2.5) If $S_{G},(T_{i})$ is undefined, then $s_{c}(T_{j}+1)$ is undefined, $a\mathit{8}$ well. Definition 4.10 Let $C_{7}$ be a marked D-R graph satisfy $ing$ the switching condition, and $T_{1},$ $\cdots,$ $T_{??}$ with $T_{1}=C\downarrow be$ a special trip on $G$ , and $C$ is a terminal edge in G. We say that graph $C_{7}$ with $\nablaarrow$ satisfies the stack condition, if $S_{G}(T_{l}l)\equiv\Sigma$ .
Finally we show the correspondence between the long trip condition and the stack condition.
Lemma 4.11 Let $C_{7}$ be a marked D-R graph being good and $satisf\iota/ing$ the switching condition. Let $Tb\rho$ a point in G. and let $T_{1},$ $\cdots$ , $T_{7},$ be a special trip on $G$ with $T_{1}=C\downarrow$ .
where $C$ is a critical node. For any $1<i\leq??$ , if $B=Pop(s_{G}(T_{i}))$ , then $\mathcal{L}(T_{i})=x^{B}$ .
Proof. We prove it by illcluction on the length of the special trip in $C_{7}$ from $C\downarrow$ . $\mathrm{A}_{\mathrm{S}\mathrm{S}\mathrm{U}}1\mathrm{n}\mathrm{e}$ that the claim holds for $i<?7$ . Since it suffices to show the claim whell the stack changes, we have 2 crucial cases: (1) Let $T_{i+1}=B\uparrow$ and $T_{i}=B\downarrow$ . Then $\mathcal{L}(T_{i+1})=x^{B}$ , and the claim trivially holds. (2) Let $T_{?+1}.=B\wp C\downarrow \mathrm{d}_{}\mathrm{n}\mathrm{d}T_{1}=B\downarrow$ . Assume $S_{G}(\tau_{i+1})\equiv D,$ $\Gamma$ for $\mathrm{s}\mathrm{o}\mathrm{n}\mathrm{l}\mathrm{e}$ sequence $\Gamma$ of critical nodes in $\mathrm{n}\mathrm{l}\mathrm{a}\mathrm{r}\mathrm{k}\mathrm{e}\mathrm{d}$ D-R graph $G$ . Because $S_{C_{\mathrm{I}}}(T_{i1}+)$ is welldefined, $S_{G}(\tau_{i})\equiv C,$ $D,$ $\Gamma$ . $\mathrm{H}\mathrm{e}\mathrm{n}\mathrm{c}\cdot \mathrm{e}$ there is a $C,$ $\mathrm{s}\mathrm{u}\mathrm{c}\cdot 11$ that $S_{G}(C\downarrow)\equiv D,$ $\Gamma$ and $T_{j}=C\downarrow$ for sonle $j<i$ . $\mathcal{L}(C\downarrow)=x^{D}$ alld $\mathcal{L}(B\downarrow)=x^{(\mathrm{j}'}$ . Therefore $\mathcal{L}(B\wp C\downarrow)=xD$ . $\square$ Lemma 4.12 Let $C_{7}$ be a marked D-R graph with X satisfying both $the_{J}S^{r}w' itching$ condition and the long trip condition. Let $B\wp C\downarrow be$ a point in G. If $\mathcal{L}(B\wp C\downarrow)=x^{A}$ , then the last $vi\mathit{8}itedc\downarrow satisfies\mathcal{L}(C\downarrow)=x^{A}$ .
Proof. $\mathrm{S}\mathrm{i}_{11\mathrm{C}}\mathrm{e}C_{\tau}$ is a proof net of MLL and $\mathcal{L}(B\wp c\downarrow)=x^{A}$ , by removing enough par-links frolul $G$ , we obtain a new marked D-R graph $C_{7}'$ with terminal edges $\Gamma,$ $B\wp C,$ $A,$ $\triangle$ . The argument in Theorenl 4.1 (i) in [2] shows that the long trip condition is preserved under the removal of par-links: Hence the graph $C_{7}'$ with $\Gamma,$ $B\wp C,$ $A,$ $\triangle$ satisfles the long trip condition. Again by removing the par-link between $B$ and $C$ , we obtain a new marked D-$\mathrm{R}$ graph with $\Gamma,$ $B,$ $C,$ $A,$ $\triangle$ satisfies the long trip condition. By $\mathrm{L}\mathrm{e}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{n}\mathrm{a}4.8,$ $\mathcal{L}(C\iota)=x^{A}$ . $\square$ Lemma 4.13 Let $C_{7}$ be a $mar\lambda ied$ D-R $graph\prime wif\text{ }ll^{\underline{\nabla}}$ satisfying both the switching condition and the long trip condition. Let $T$ be a point in $C_{7}$ . and let $T_{1},$ $\cdots$ , $T_{t1}$ be a special trip on
We show $|$ )$ \mathrm{y}$ induction on the length of the $\mathrm{s}\mathrm{p}\mathrm{e}\mathrm{c}\mathrm{i}A\uparrow 1^{\cdot}\mathrm{i}\mathrm{p}$ in $C_{7}$ . $\mathrm{A}_{\subset}\mathrm{S}\mathrm{S}^{1}\mathrm{u}\mathrm{n}\mathrm{l}\mathrm{e}$ that the $\mathrm{c}\mathrm{l}\mathrm{a}\mathrm{i}_{1}\mathrm{I}1$ holds for $i<n$ . We have the following two $\mathrm{c}\mathrm{r}\mathrm{u}(\mathrm{i}\mathrm{a}\mathrm{l}$ cases: (1) Let $T_{i+1}=B\uparrow$ , and $B$ is a critical node. Then $T_{i}=B\downarrow$ , and so Pop $(S\zeta_{7}'(T_{j+1}))=B.$ (2) Let $T_{i+1}=B\wp C\downarrow$ , and $\mathcal{L}(T_{+1}?)=.'\iota:^{A}$ . Then $T_{\mathit{7}}=B\downarrow \mathrm{a}11\mathrm{d}\mathcal{L}(B\downarrow)=C,$ sillce $\mathcal{L}(B\wp C\downarrow)$ is defined. Bv Proof. $\mathrm{A}_{\mathrm{S}\mathrm{S}\mathrm{U}}1\mathrm{n}\mathrm{e}G$ with $arrow\nabla$ satisfies the stack conditioll. Clearly $G$ is good, and has terminal edges exactly equal to formulas in S. Let $\Sigma\equiv A_{1,\wedge}\ldots,4_{n}$ . Because of the stack condition of $G,$ $A_{i}$ is a critical node, $S_{G}(A_{i}\downarrow)\equiv\lrcorner 4_{i+1},$ $\cdots$ , $A_{\iota}$ , and $S_{G}(\wedge 4_{i}\uparrow)\equiv.4_{\uparrow},$ $\cdots$ , $A_{n}$ . Therefore $\mathcal{L}(A_{i}\uparrow)=x^{A_{i}}$ and $\mathcal{L}(A_{i}\downarrow)=x^{A_{i+1}}$ follow from Lelnma 4.11. The reverse direction is clear froll] Lelnmas 4.8 and 4.13. $\square$ 5 Stack Condition Implies Non-Commutative Proof Net.
In this section, we show that any marked D-R graph satisfying the stack condition is a non-connnutative proof net.
Definition 5.1 $A_{\mathit{8}eqn}ueceAi+1,$ $\cdots$ , $A_{n},$ $A_{1},$ $\cdots$ , $A_{\mathrm{i}}(i\leq?l)$ is called $a\mathit{8}$ a $\mathit{8}llift$ ofAl, $\cdots$ $,$ $\wedge 4_{\uparrow?}$ . Proposition 5.2 Let $G$ be a marked D-R graph $sati_{S}f\prime ying$ the switching condition, Assume for some terminal edge $C$ in $G$ , the $\mathit{8}pecial$ trip $T_{1},$ $\cdots$ , $T_{n}$ ,with $T_{1}=C\downarrow satisfieS$ $S_{C}.(\tau_{n})=\underline{\nabla}$ . $Tl_{l}en$ for any terminal edge $D$ in $G$ , tfie special trip $T_{1}',$ $\cdots$ , $T_{1\iota}',$ $w\prime ithT'1=D\downarrow$ satisfies $S_{G}(T_{n}',)$ equal to a shift of $\nablaarrow$ . in $\prime whic,hD$ is the rightmost $f_{\mathit{0}7l1}la$ .
Proof. By the property of the $\mathrm{S}\mathrm{l}$) $\mathrm{e}\mathrm{C}\mathrm{i}\mathrm{a}\mathrm{l}$ trips. $\square$ Proposition 5.3 Let $G$ be a marked D-R graph with $\nablaarrow \mathit{8}atisfying$ both the switching condition and the stack condition. Then for $\cdot$ any shift $\nabla'arrow of^{\nabla}\sim,$ $G$ with $\underline{\nabla}'$ satisfies the stack condition.
Proof. By Proposition 5.2. $\square$ Definition 5.4 An edge $d4$ is said to be connected to an edge B. 'if tflere is a path connecting the edges $A$ and $B$ . Theorem 5.5 Let, $C_{7}$ be a mark $\mathrm{e}d$ D-R graph ulith $s(lti_{\mathit{8}}fying$ both the $\mathit{8}'writc,hing$ condition and the $\mathit{8}tack$ condition. Then it is a non-commutatiue proof net $ufif_{\text{ }}ll$ terminal edges $\nablaarrow$ .
Proof. Because the marked D-R graph $G$ satisfies the switching condition, by Theorelll 2.7, $C_{7}$ is a proof net of MLL. Thus we may $\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{U}\mathrm{n}\mathrm{u}\mathrm{e}$ its inductive structure on $G$ .
(Axiom.) Clear.
Assume the marked D-R graph $C_{7}$ with $\nablaarrow$ satisfies the stack $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ . (Par.) Let $\Sigma$ be $\Gamma,$ $A\wp B,$ $\triangle$ . Let $G'$ be a $\mathrm{m}\mathrm{a}1^{\backslash }\mathrm{k}\mathrm{e}\mathrm{d}$ D-R graph obtained by removing the $1)\mathrm{a}\mathrm{r}$ -link between $A$ alld $B$ . We show the stack $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}_{0}11$ on $C_{7}'$ with $\Gamma,$ $A,$ $B,$ $\triangle$ follows. Let $C$ be the rightmost $\mathrm{f}_{\mathrm{o}\mathrm{r}11}1\mathrm{U}\mathrm{l}\mathrm{a}$ in $\triangle$ . By the stack condition of $C_{7}$ , a $\mathrm{s}_{1^{)\mathrm{e}\mathrm{c}\cdot \mathrm{i}1}}\mathrm{a}$ trip $T_{1},$ $\cdots$ , $T_{n}$ on $C_{7}$ starting $T_{1}=C\downarrow$ satisfies $S_{G}(\tau_{n})=\Gamma,$ $\wedge 4\wp B,$ $\triangle$ . We construct a $\mathrm{s}_{1}$ ) $\mathrm{e}\mathrm{C}\mathrm{i}\mathrm{a}1$ trip $T_{1}',$ $\cdots,$ $T_{m}/$ on $C_{7}',$ suc.h that $S_{G}(\tau')m=\Gamma,$ $A,$ $B,$ $\triangle$ . We follow the same trip up to $A\downarrow$ ; let $T_{i}=A\downarrow$ . We define $T_{j}'=T_{j}(j\leq i)$ : Because $T_{i+1}=-4_{\mathrm{A}^{y}}B\downarrow \mathrm{a}11\mathrm{d}T_{i+2}=A\mathfrak{g}' B\uparrow$ , we define the rest of the trip as $T_{j}'=T_{j+-},(i+1\leq j\leq 77)$ . Now we show that $S_{G}(\tau',\gamma\iota)=\Gamma,$ In order to establish the equivalence between the non-colnmutative proof nets and the three characterizations, we finally prove that the strong plallity implies the stack condition. Definition 6.1 An edge $A$ is said to be unilaterally connected to an edge $B$ , if there is a directed path from the edge $A4$ to the edge $B$ . $\square$ Lemma 6.3 If a D-R graph with a sequence X $=arrow 4_{1},$ $\cdots,$ $A_{n}i\mathit{8}$ strongly planar, $\mathit{8}\mathit{0}$ is a D-R graph with a shift of E.
Proof. It suffices to construct a $\mathrm{c}\cdot \mathrm{l}\mathrm{o}\mathrm{c}\mathrm{k}\mathrm{W}\mathrm{i}\mathrm{s}\mathrm{e}\mathrm{l}\mathrm{y}$ directed $\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{l}\supset \mathrm{h}$ drawing with $A_{\iota \mathrm{A}^{\mathit{3}}},(A_{\perp}\mathrm{A}\partial\cdots\wp A_{\iota-1},)$ as a $\mathrm{C}^{\mathrm{I}}\mathrm{i}_{11}|$ ) $\mathrm{g}\mathrm{l}\mathrm{e}$ terlninal edge. By Proposition 3.8, there exists a clockwisely directed $1$) $\mathrm{l}\mathrm{a}\mathrm{n}\mathrm{e}\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{p}1_{1}$ wifll $ (_{\lrcorner}4_{1\mathrm{t}^{j}\wp 1}\ldots \mathrm{r}4,,-) ,$ $A,\}$ . Now we conne( $\mathrm{t}$ by a $\mathrm{p}\mathrm{a}\mathrm{r}-1\mathrm{i}_{1}1\mathrm{k}$ the edges $arrow 4_{1\wp\cdots \mathrm{t}^{\mathrm{J}}}A,,-1$ and $\wedge 4_{n}$ , with $\mathrm{R}$ -edge and $\mathrm{L}$ -edge, $\mathrm{r}\mathrm{e}\mathrm{s}_{1^{)}1\mathrm{y}}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}$ . $\mathrm{S}\mathrm{i}\mathrm{n}(\mathrm{e}$ the $\mathrm{g}\mathrm{r}\mathrm{a}_{1}\mathrm{J}\mathrm{h}$ draw-$\mathrm{i}_{1\mathrm{l}}\mathrm{g}$ is a finite figure, we $01$ ) $\mathrm{t}\mathrm{a}\mathrm{i}\mathrm{l}\mathrm{l}$ a $\mathrm{c}\cdot 1_{\mathrm{o}(}\cdot \mathrm{k}\mathrm{w}\mathrm{i}\mathrm{s}\mathrm{e}\mathrm{l}\mathrm{y}\mathrm{d}\mathrm{i}\mathrm{l}\cdot \mathrm{e}\mathrm{C}^{\cdot}\mathrm{t}()\mathrm{c}\mathrm{l}1^{)}1\mathrm{a}\mathfrak{U}\mathrm{e}$ graph $\mathrm{d}\mathrm{l}\cdot \mathrm{a}$ wiug with the single $\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{l}\mathrm{i}_{11\mathrm{a}}1$ edge $-4_{\}1}\wp(\wedge 4_{1\mathrm{t}\wp_{4}1}, \ldots 4_{n}-)$ .
In tlle lenllna below,a splitting $f_{orm\prime}ula$ in a D-R graph $C_{7}$ satisfying the switching condition is a forlllula $A\otimes B$ foulld ill Splitting Lemlna ([4] ); $\mathrm{s}\mathrm{t}\mathrm{l}\mathrm{C}^{\cdot}\mathrm{h}$ that tlle $1^{\cdot}\mathrm{e}\ln(\mathrm{v}\mathrm{d}\mathrm{l}$ of the tensorlink between $A$ and $B$ splits D-R $\mathrm{g}1^{\backslash }\mathrm{a}_{1}$ ) $\mathrm{h}C_{7}$ into two $\mathrm{s}\mathrm{e}_{1}$ ) $\mathrm{a}1^{\cdot}\mathrm{a}\mathrm{t}\mathrm{e}$ D-R $\mathrm{g}\mathrm{r}\mathrm{a}_{1}$) $\mathrm{h}\mathrm{s}G_{A}$ and $C\tau B$ , whose edges are connected to edges $-4$ and $B$ respectively, both , $\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{S}}\mathrm{f}\backslash^{r}\mathrm{i}1\iota$ the $\mathrm{s}\mathrm{w}\mathrm{i}\mathrm{t}\mathrm{c}\cdot \mathrm{h}\mathrm{i}\mathrm{n}\mathrm{g}$ $(_{-}.\mathrm{O}\mathrm{I}1\mathfrak{c}1\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}11$ . Lemma 6.4 $As\mathit{8}u$ me a $\mathit{8}trongly$ planar D-R graph $C_{7}$ with $A_{1},$ $\cdots$ , $A_{\}\mathrm{t}},$ $A\otimes Bsat\prime isfies$ the switching condition, and that $A\otimes B$ is a splitting $fo7^{\cdot}lula$ , and that D-R graphs $G_{A}$ and $C_{7}B$ are defined as above. Let $A_{i}$ be the edge which belongs to graph $C\tau B$ , and assume that any edge $A_{j}(i<j)$ belongs to $C\tau A$ . Then any edge $\lrcorner 4_{j}(j\leq i)$ belongs $C_{7}B$ .
We note that Splitting LemlIla only guarantees the $\mathrm{c}_{\mathrm{W}\mathrm{i}\mathrm{t}}\downarrow$ ) ( $\mathrm{h}\mathrm{i}\mathrm{n}\mathrm{g}$ condition of D-R graphs $C\tau A$ alld $C_{7}B$ : Their strong planitv will be shown in $\mathrm{L}\mathrm{e}\mathrm{n}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{a}6.5$ .
Proof. By Let us lnake two $\mathrm{r}\mathrm{e}\mathrm{m}\mathrm{a}1^{\backslash }\mathrm{k}\mathrm{s}$ on the figures above. The figure in Case 1 $\mathrm{r}\mathrm{e}_{1^{)\mathrm{r}\mathrm{e}\mathrm{s}}}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{S}$ the case when the single conclusion of a closure of the $\mathrm{g}\mathrm{r}\mathrm{a}_{1}$ ) $\mathrm{h}G$ is located outside of the cycle $C_{\backslash }$ . and the one in Case 2 $\mathrm{r}\mathrm{e}_{1}\mathrm{J}\mathrm{r}\mathrm{e}\mathrm{S}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{s}$ the case otherwise.
We draw the $\mathrm{f}\mathrm{i}\mathrm{g}\mathrm{u}\mathrm{l}\cdot \mathrm{e}\mathrm{S}$ in both cases that edge $A_{i}$ is connected by the link $P$ first, and tllen by the link $P'$ . However the order of the $\mathrm{c}\mathrm{o}\mathrm{n}11\mathrm{e}\mathrm{C}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ is inessential by Proposition 3.8. Thus the $\mathrm{s}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{e}$ argunlent above holds in a $\mathrm{p}\mathrm{i}(.\mathrm{t}\mathrm{u}\mathrm{r}\mathrm{e}$ where the edge $I4_{i}$ is ( $.(\mathrm{n}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{t}.\mathrm{t}\mathrm{e}\mathrm{C}\mathrm{l}$ by $\mathrm{t}1_{1}\mathrm{e}$ link $P'$ first, and then by the link $P$ .
In wllat follows, when we can uniformly argue in a proof independently of the location of the conclusion nodes of a graph, we $\mathrm{s}\mathrm{i}_{111}\mathrm{p}\mathrm{l}\mathrm{y}$ use a ( $..\mathrm{a}\mathrm{n}\mathrm{o}\mathrm{n}\mathrm{i}\mathrm{c}.\mathrm{a}\mathrm{l}\mathrm{f}\mathrm{i}\mathrm{g}\mathrm{U}\mathrm{l}\cdot \mathrm{e}\mathrm{w}\mathrm{h}\mathrm{e}\mathrm{l}\cdot \mathrm{e}$ the conclusion nodes are spread outside of the graph. Lemma 6.5 $As\mathit{8}ume$ that a strongly planar D-R graph $Gwitharrow\nabla^{\mathrm{t}}sat^{J}i\iota \mathrm{s}fieS$ the switching $cond\prime ition$ , and that $A\otimes B$ is a splithng formula. Let $\square$ If the splitting $\mathrm{f}\mathrm{o}\mathrm{l}\cdot \mathrm{m}\mathrm{u}\mathrm{l}\mathrm{a}$ is a cut one, then we have tlle following. Lemma 6.6 Assume a strongly planar D-R graph $C_{7}$ with $D,$ $A_{1},$ $\cdots,$ $A_{n}\mathit{8}ati\mathit{8}fies$ the switching condition, and $that\perp in$ $C_{7}$ is a $\mathit{8}pliuing$ formula, and that $G_{A}$ and $G_{A}\perp$ be a graph obtained from $C_{7}$ by removing the cut-link between $\wedge 4$ and $A4^{\perp}$ , whose edges are connected to edge $A$ and are connected to $edge-4^{\perp}$ , respectively. $Let\wedge 4_{i}$ be the edge which belongs to graph $G_{A},\cdot$ and $assul\rho$ that any edge $A_{j}(i<j)$ belongs to $C\tau A\perp$ . Then any edge $A4_{j}(j\leq i)belong_{\mathit{8}c}A$ .
Proof. Again, we consider a clockwisely directed plane graph drawing $\overline{C_{7}}$ , with a single terminal edge labeled by an associative par instance of $D,$ $A_{1},$ $\cdots$ $,$ $\wedge 4_{n}$ . Let a formula $A_{j_{1}}$ be the edge connected to edge $arrow 4^{1_{\mathrm{S}}},\mathrm{u}\mathrm{C}\mathrm{h}$ that any edge $A_{j}(j<j1)$ belongs to $G_{A}$ . By Lelnma 6.2, for any edge $A_{j}(j<i)$ , in the $\mathrm{g}\mathrm{l}\cdot \mathrm{a}\mathrm{p}\mathrm{h}\mathrm{d}1^{\backslash }\delta \mathrm{w}\mathrm{i}\mathrm{n}\mathrm{g}\overline{G}$ , there exists a par-link $P$ such that the edge $D$ is unilaterally connected to its $\mathrm{L}$ -edge and the edge $\lrcorner 4_{j}$ is unilaterally conlle(tecl to its $\mathrm{R}$ -edge. Again by $\mathrm{L}\mathrm{e}\mathrm{n}\mathrm{l}\mathrm{l}\mathrm{l}$ ) $\mathrm{a}6.2$ , there exists a par-lillk $P$ ' such that the edge $A4_{j}$ is unilaterally conllected to its $\mathrm{L}$ -edge and the $\mathrm{e}\mathrm{e}\mathrm{l}\mathrm{g}\mathrm{e}\wedge 4_{i}$ is unilaterally connected to its $\mathrm{R}$ -edge. Fillally there exists a $\mathrm{P}^{m^{\backslash }}$ lk $P^{\prime/}$ SUCII that the edge $A_{i}$ is unilaterally connected to its $\mathrm{L}_{-\mathrm{e}(}1\mathrm{g}\mathrm{e}$ and the edge $A_{j_{1}}$ is unilaterally connected to its $\mathrm{R}$ -edge by Lemma 6.2.
Hence there lnust be a cycle $C'$ connec.ting $D,$ $A$ and $\wedge 4_{?}.$ . Clearly tlle edges $A_{j}$ and $A^{\perp}$ are not located on the $\mathrm{s}\mathrm{a}\mathrm{n}\mathrm{l}\mathrm{e}$ side of the cyc.le $C'$ . The rest of the proof goes similarly to Lemlna 6.4. Fig. 6 . How edges are $1_{\mathrm{o}\mathrm{C}\mathrm{a}}\mathrm{t}\mathrm{e}\mathrm{d}$ in Lemma 6.6. $\square$ Lemma 6.7 Assume that a strongly planar D-R $g_{7}\cdot aphG\prime with-4_{1},$ $\cdots$ $,$ $arrow 4_{n}sati\mathit{8}fies$ the s'witching cond,ition, and $that\perp in$ $C_{7}$ be a splitting formula. Let $C\tau.4$ and $C\tau A^{\perp}$ be D-$R$ graphs obtained from $C_{7}$ by $7^{\cdot}emoving$ the $c\mathrm{t}\iota t$ -link between $A$ and $A^{\perp}$ , whose $edg\theta S$ are connected to edge $A4$ , and are connected to edge $A^{\perp},$ $\gamma' e_{\text{ }}specti_{1\prime}ely$ . Then th$ere$ are $seq\mathrm{t}\iota enceS$ $\Gamma$ and $\triangle$ of $term\prime inal$ edges in $C_{7}$ , such that (1) the $\theta dges$ in $\Gamma b\theta long$ to $C\tau A$ and $tl_{l}e$ edges $i,n\triangle$ belong to $C_{7}^{\perp}4$ , (2) D-R graphs $C\tau A$ with $\Gamma,$ $A$ and $C_{7}^{\perp}Awith$ $A^{\perp},$ $\triangle$ are strongly planar $\cdot$ .
(3) $\Gamma,$ $\triangle i\mathit{8}$ a shift of $A_{1,-}\ldots,4_{1},$ . $Pr\cdot oof$ . We $\mathrm{a}_{1^{\mathrm{J}}\mathrm{P}^{\mathrm{l}\mathrm{y}}}$ Lellllna 6.6 to $arrow 4_{1},$ $\cdots$ $,$ $-4_{\iota},$ . Let $A_{i}$ be the edge belonging to $C\tau A$ , such that any edge $A_{j}(i<j)$ belongs to $G_{A}\perp$ . Let $A_{j_{1}}|$ ) $\mathrm{e}$ the edge belonging to $C\tau A\perp$ , such that any edge $A_{j}(j<j1)$ belongs to $G_{A}$ . Because of tlle strongly $1$) $\mathrm{l}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y}$ of the graph $C_{7}$ , the terminal edge and the cut-link lnust be on the sanle side of the cycle through edges A and $A_{i}$ . Hence the edge $-4$ and the terminal edge call be connected without crossing the graph $C\tau A$ itself. Let $\Gamma$ be $A_{i},$ $\cdots$ , $A_{\eta'arrow}4_{1},$ $\cdots,$ $A_{j1}-1$ , and $\triangle$ be $A_{j_{1}-1},$ $\cdots$ , $A_{i-1}$ . $\square$ Theorem 6.8 $A_{\mathit{8}Su}me$ that a D-R graph $G$ satisfies the switching condition. If $G$ is strongly planar with $\nablaarrow$ , then $C_{T}$ with $\nablaarrow$ satisfies the stack condition.
Proof. We prove by $\mathrm{i}\mathrm{n}\mathrm{d}\mathrm{u}\mathfrak{c}\cdot \mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ on the inductive $\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{u}\mathrm{c}\cdot \mathrm{f}\mathrm{u}\mathrm{r}\mathrm{e}$ of the proof net. (Axiom.) Clear.
Asssume the graph $C_{7}$ is a $\mathrm{n}\mathrm{o}\mathrm{n}-\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{n}\mathrm{l}\mathrm{U}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}$ proof net with terlllinal $\mathrm{e}\mathrm{d}\mathrm{g}\mathrm{e}|\mathrm{s}$ E. (Par.) Let $\underline{\nabla}$ be $\Gamma,$ $A\wp B,$ $\triangle$ . Then graph $C_{7}$ is strongly $1$) $\mathrm{l}\mathrm{a}\mathrm{n}\mathrm{a}\mathrm{l}\backslash$ with $\Gamma,$ $A\wp B,$ $\triangle$ , iff a graph $G'$ , obtained by removing the $\mathrm{p}\mathrm{a}1^{\backslash }$ -link between $A$ and $B$ , is strongly $1$) $\mathrm{l}\mathrm{a}\mathrm{n}\mathrm{a}\mathrm{r}$ with $\Gamma,$ $A,$ $B,$ $\triangle$ by the definition of strong planity. By induction hypothesis, the $\mathrm{g}\mathrm{r}\mathrm{a}_{1^{)}}\mathrm{h}G'$ with $\Gamma,$ $A,$ $B,$ $\triangle$ satisfies the stack condition. Now we show the stack condition on $C_{7}$ follows. Let $C$ be the $\mathrm{r}\mathrm{i}\mathrm{g}\mathrm{h}\mathrm{t}\mathrm{l}\mathrm{I}\mathrm{l}\mathrm{O}\mathrm{S}\mathrm{t}\mathrm{f}_{\mathrm{o}\mathrm{r}11}1\mathrm{u}\mathrm{l}\mathrm{a}$ in $\triangle$ . By the stack condition of $C_{7}'$ , a special trip $T_{1}',$ $\cdots,$ $T_{m}/$ on $C_{7}'$ with $T_{1}'=C\downarrow \mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{S}}\mathrm{f}\mathrm{i}\mathrm{e}\mathrm{S}S_{C\tau}'(T_{r1}', )=\Gamma,$ $A,$ $B,$ $\triangle$ . We construct a special trip $T_{1},$ $\cdots$ , $T_{n}$ on $G$ such that $S_{G}'(T_{\eta})=\Gamma,$ $A\wp B,$ $\triangle$ . We follow the $\mathrm{s}\mathrm{a}\mathrm{n}\mathrm{l}\mathrm{e}$ trip up to $A\downarrow$ ; let $T_{i}'=A\downarrow$ .
