Geometric recursion by Andersen, Jørgen Ellegaard et al.
Geometric recursion
Jørgen Ellegaard Andersen1, Gaëtan Borot2, Nicolas Orantin3
Abstract
We propose a general theory to construct functorial assignments
Σz→ ΩΣ ∈ E(Σ)
for a large class of functors E from a certain category of bordered surfaces to a suitable target category
of topological vector spaces. The construction proceeds by successive excisions of homotopy classes
of embedded pairs of pants, and thus by induction on the Euler characteristic. We provide sufficient
conditions to guarantee the infinite sums appearing in this construction converge. In particular, we
can generate mapping class group invariant vectors ΩΣ ∈ E(Σ). The initial data for the recursion
encode the cases when Σ is a pair of pants or a torus with one boundary, as well as the “recursion
kernels” used for glueing. We give this construction the name of Geometric Recursion.
As a first application, we demonstrate that our formalism produce a large class of measurable
functions on the moduli space of bordered Riemann surfaces. Under certain conditions, the functions
produced by the geometric recursion can be integrated with respect to the Weil–Petersson measure
on moduli spaces with fixed boundary lengths, and we show that the integrals satisfy a topological
recursion generalizing the one of Eynard and Orantin. We establish a generalization of Mirzakhani–
McShane identities, namely that multiplicative statistics of hyperbolic lengths of multicurves can be
computed by the geometric recursion, and thus their integrals satisfy the topological recursion. As
a corollary, we find an interpretation of the intersection indices of the Chern character of bundles of
conformal blocks in terms of the aforementioned statistics.
The theory has however a wider scope than functions on Teichmüller space, which will be explored
in subsequent papers; one expects that many functorial objects in low-dimensional geometry could be
constructed by variants of our new geometric recursion.
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1 Introduction
This article grew out of the search for an intrinsic geometric meaning of the topological recursion of
[15], inspired by the famous but isolated example of Mirzakhani–McShane identities and Mirzakhani’s
recursion for the Weil–Petersson volume of the moduli spaces of bordered Riemann surfaces [20]. As
an outcome, we devise a general formalism which constructs mapping class group invariant objects
associated to surfaces of arbitrary topology. In order to speak of mapping class group invariant
objects, we need to begin with spaces carrying actions of the mapping class groups. For the purposes
of this article, this takes the form of a functor from a category of topological surfaces to a category
of topological vector spaces. Our construction also demands functorial maps that realise the disjoint
union and glueing of surfaces. The functor together with these maps is, roughly speaking, what we
will call a “target theory”, and geometry provides a wide range of target theories. Given a target
theory, and given initial data which are mapping class group invariant vectors attached to pairs of
pants and tori with one boundary, our construction yields mapping class group invariant vectors for
arbitrary topological surfaces by successive excisions of embedded pairs of pants, i.e. by induction on
the Euler characteristic. In this text, we establish the foundations of this construction and explore its
first applications.
1.1 Main construction
In the interest of keeping the introduction short, yet covering our main results, we provide sketches
of definitions of needed concepts here and refer the reader to the main text for the precise definitions.
We work in the category B1 whose
● objects are stable bordered topological surfaces Σ with exactly one negatively oriented boundary
component per connected component (denoted ∂−), with non-empty boundary if the surface
is non-empty. The stability condition means that the Euler characteristic of each connected
component of Σ must be negative (no disks or cylinders are allowed).
● morphisms are isotopy classes of diffeomorphisms of the surface preserving the orientation of the
surface and the given orientations of the boundaries.
The automorphism group of an object Σ is denoted ΓΣ and the subgroup consisting of mapping classes
which induce the identity permutation on the set of boundary components is denoted Γ∂Σ. We shall
denote ∂−Σ and ∂+Σ the set of boundaries whose orientation (dis)agrees with the one of Σ. We will
consider functors E ∶ B1 → C to the category C = Pro-V of projective systems of objects in the category
V of Hausdorff complete locally convex topological vector spaces over K = R or C (Section 3.1). There
is a particular subspace ♭E(Σ) of the projective limit in which our constructed mapping class group
invariant vectors will be contained (see Equation 5).
In B1 we can take disjoint unions and we have the operations of cutting along primitive multicurves
γ with ordered boundary components γ (see Section 2). We introduce the notion of target theory in
Section 3.2: roughly speaking, it is the data of a functor E ∶ B1 → C together with multilinear
morphisms ⊔ and Θ representing the disjoint union and the cutting operations and a system of
abstract “length functions” on the set of simple closed curves.
For connected Σ, we will be especially interested in sets P∅Σ (resp. PbΣ) of homotopy classes of
embedded pairs of pants [P ↪ Σ] such that ∂P ∩∂Σ is ∂−Σ (resp. ∂−Σ∩b for some positively oriented
boundary component b), see Section 2.3 for their definition. We shall denote ΘP ∶ E(P ) × E(Σ) →
E(Σ−P ) the bilinear morphism that corresponds to cutting along ∂P ∩Σ○ in the given target theory.
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Our main result is the existence of the following construction.
Theorem 1.1 (Definition) Let E ∶ B1 → C be a target theory. Let P (resp. T ) be an object of
B1 with the topology of a pair of pants (resp. a torus with one boundary), and b be the choice of a
positively oriented boundary of P . Assume we are given initial data
AP ∈ E′(P )ΓP , BbP ∈ E(P )Γ∂P , CP ∈ E(P )ΓP , DT ∈ E′(T )ΓT
which are admissible according to Definition 3.7. There exists a unique, well-defined, functorial as-
signment
Σ↦ ΩΣ ∈ E′(Σ)
specified by the formulas
Ω∅ = 1E(∅), ΩP = AP , ΩT =DT , ΩΣ1∪Σ2 = ΩΣ1 ⊔ΩΣ2
and for any connected Σ of Euler characteristic ≤ −2
ΩΣ = ∑
b∈pi0(∂+Σ) ∑[P ]∈PbΣ ΘP (BbP ,ΩΣ−P ) + ∑[P ]∈P∅Σ 12 ΘP (CP ,ΩΣ−P ) (1)
The admissibility assumption of initial data includes decay in B and C with respect to the length
functions provided by the target theory, which permits us to prove that the series (1) are absolutely
convergent with respect to semi-norms provided and finally is contained in a smaller subspace ♭E(Σ).
This implies functoriality, as the action of isotopy classes of diffeomorphisms merely permutes the
terms in (1), in the strong sense below.
Theorem 1.2 (Naturality) Let η ∶ E ⇒ E˜ be a natural transformation between two target theories
E and E˜. Let (A,B,C,D) be an admissible initial data for E, leading by the above construction to
the functorial assignment Ω. Then (η(A), η(B), η(C), η(D)) is an admissible data for E˜, and by the
above construction it leads to a functorial assignment equal to η(Ω).
Notice that an E-valued functorial assignment is nothing but a natural transformation E ⇒ 1 to
the trivial functor 1 ∶ Σ↦ K, so that Theorem 1.2 expresses the compatibility of Ω ∶ E ⇒ 1 with the
pre-composition of natural transformations.
We give the name geometric recursion (GR) to our construction, because many of the target
theories we have in mind come from spaces of geometric structures on surfaces. We refer to the ΩΣ’s
as “GR amplitudes”.
1.2 Functions on Teichmüller spaces
A fundamental example of a target theory, which is developed in Section 8, is the space E(Σ) =
Mes(TΣ) of measurable functions on the Teichmüller space TΣ of the bordered surface Σ. We equip
Mes(TΣ) with the topology of convergence on every compact subset, and this space is seen as the limit
of a projective system (Mes(TεΣ))ε∈(0,1) where TεΣ ⊂ TΣ is the ε-thick part. In this case E′(Σ) is the
subspace of E(Σ) = Mes(TΣ) consisting of measurable functions which are uniformly bounded on each
systole set TεΣ. The cutting morphism relies on the cutting of hyperbolic structures along geodesics,
and the length functions in the target theory are given by hyperbolic lengths `σ for σ ∈ TΣ.
In this context, mapping class group invariant measurable functions are simply just measurable
functions defined on moduli spaces MΣ = TΣ/Γ∂Σ of bordered Riemann surfaces, and Theorem 1.1
specializes to the following result.
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Corollary 1.3 Let (A,B,C) be measurable functions on R3+ and DT be a ΓT -invariant measurable
function on TT . We assume that X(L1, L2, L3) = X(L1, L3, L2) for X ∈ {A,C}, and the existence of
t ≥ 0 and for any s, ε > 0 the existence of Ms,ε > 0 such that for any L1, L2, `, `′ > ε and σ ∈ TεT∣A(L1, L2, L3)∣ ≤Mε,1(1 +L1)t(1 +L2)t(1 +L3)t
∣B(L1, L2, `)∣ ≤ Mε,s(1 +L1)t(1 +L2)t(1 + [` −L1 −L2]+)s
∣C(L1, `, `′)∣ ≤ Mε,s(1 +L1)t(1 + [` + `′ −L1]+)s∣DT (σ)∣ ≤Mε,1 (1 + `σ(∂T ))t
(2)
where [x]+ = max(x,0). We have a well-defined functorial assignment Σ ↦ ΩΣ ∈ Mes(TΣ) given by
the formulas
ΩP (σ) = A(⃗`σ(∂P )), ΩT (σ) =DT (σ), ΩΣ1∪Σ2(σ) = ΩΣ1(σ∣Σ1)ΩΣ2(σ∣Σ2),
and for connected objects Σ of Euler characteristic ≤ −2
ΩΣ(σ) = ∑
b∈pi0(∂+Σ) ∑[P ]∈PbΣB(⃗`σ(∂P ))ΩΣ−P (σ∣Σ−P ) + 12 ∑[P ]∈P∅ΣC(⃗`σ(∂P ))ΩΣ−P (σ∣Σ−P ) (3)
More precisely, the series (3) converges absolutely, uniformly for σ in any compact of TΣ.
If Ω is given by Corollary 1.3 and L ∈ Rn+ , we denote Ωg,n the function it induces on Mg,n(L) ≅
MΣ(L) where Σ is a bordered surface of genus g with n ordered boundary components such that ∂−Σ
is the first. The following result – stated with stronger assumptions than the result we prove in the
text (Theorem 8.8) – provides sufficient conditions for the integrability of GR amplitudes with respect
to the Weil–Petersson measure µWP and computes these integrals
V Ωg,n(L) ∶= ∫
Mg,n(L) Ωg,ndµWP
Theorem 1.4 In the situation of Corollary 1.3, assume that one can choose Ms,ε independently of
ε. Then, for 2g − 2 + n > 0, the functions Ωg,n coming from Corollary 1.3 are integrable on Mg,n(L),
for each L ∈ R+. They satisfy the topological recursion, for 2g − 2 + n ≥ 2
V Ωg,n(L1, . . . , Ln)
= n∑
m=2∫R+ d` `B(L1, Lm, `)V Ωg,n−1(`,L2, . . . , L̂m, . . . , Ln)
+ 1
2
∫R2+ d`d`′``′C(L1, `, `′)(V Ωg−1,n+1(`, `′, L2, . . . , Ln) + ∑J∪J ′={L2,...,Ln}
h+h′=g
V Ωh,1+#J(`, J)V Ωh′,1+#J ′(`′, J ′))
(4)
with the base cases
V Ω0,3(L1, L2, L3) = A(L1, L2, L3), V Ω1,1 ∶= VD(L1) = ∫
MT (L1)DT dµWP
The geometric recursion constructs a large class of functions on the moduli spaces MΣ, namely
those satisfying the “non-local glueing rule” (3) and they are designed such that their integrals against
µWP satisfies topological recursion. One may wonder if independently defined and geometrically
meaningful functions on the moduli spaces belong to this class.
The first example, which in fact was an inspiration for the whole formalism, is the constant function
1 on TΣ, as a result of Mirzakhani’s generalization of McShane identities.
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Theorem 1.5 [20] The geometric recursion for the the initial data AM = 1, DMT = 1
BM(L1, L2, `) = 1 − 1
L1
ln(cosh(L2/2) + cosh[(L1 + `)/2]
cosh(L2/2) + cosh[(L1 − `)/2])
CM(L1, `, `′) = 2
L1
ln( eL1/2 + e(`+`′)/2
e−L1/2 + e(`+`′)/2 )
yields the function ΩΣ = 1 for all Σ.
We establish a generalization of Mirzakhani’s identities by showing that for a twist of the initial
data, the GR amplitudes compute multiplicative statistics of the hyperbolic spectrum of multicurves.
Let M ′Σ be the set of primitive multicurves (including the empty one) in Σ. If c ∈ Σ, we denote Σc
the surface Σ cut along c.
Theorem 1.6 Let (A,B,C,D) satisfy the conditions of Corollary 1.3 and assume that the corre-
sponding GR amplitudes ΩΣ are invariant under braiding of all boundary components of Σ. Let f be
a measurable function on R+ such that sup`>0(1 + `)s∣f(`)∣ < +∞ for any s > 0. Then, the series
ΩΣ[f](σ) ∶= ∑
c∈M ′
Σ
ΩΣc(σ∣Σc) ∏
γ∈pi0(c) f(`σ(γ))
converges absolutely, uniformly for σ in any compact of TΣ, and it coincides with the GR amplitudes
for the initial data
A[f](L1, L2, L3) = A(L1, L2, L3)
B[f](L1, L2, `) = B(L1, L2, `) +A(L1, L2, `) f(`)
C[f](L1, `, `′) = C(L1, `, `′) +B(L1, `, `′)f(`) +B(L1, `′, `)f(`′) +A(L1, `, `′)f(`)f(`′)
DT [f](σ) =DT (σ) + 1
2
∑
γ∈S○
T
A(`σ(∂T ), `σ(γ), `σ(γ)) f(`σ(γ))
where S○T is the set of simple closed curves in T , non homotopic to ∂T .
The integrals of Ωg,n[f] over Mg,n(L) against the Weil–Petersson measure can then be computed
by the topological recursion from Theorem 1.4, or by direct integration as a sum over stable graphs
Gg,n ≅M ′Σ/Γ∂Σ (see Lemma 10.4). After integration, the twisting has some relation with the Givental
group action which we discuss in Section 10.3. We give in Section 10.4 an application of Theorem 1.6
that interpretes the intersection indices of the Chern character of the bundle of conformal blocks of a
2d rational conformal field theories in terms of statistics of multicurves.
In particular, twisting the Mirzakhani initial data from Theorem 1.5 gives access to
ΩM[f](σ) = ∑
c∈M ′
Σ
∏
γ∈pi0(c) f(`σ(γ))
and its integrals. In [3], these results are used to prove that the Masur–Veech volumes of the (top)
stratum of the moduli space of quadratic differentials QMg,n with 4g − 4 + n zeroes and n poles, can
be computed by topological recursion.
1.3 Comments and perspectives
Generality – Our construction has a much wider scope than the applications we have just presented
and calls for the construction of many more target theories in which GR will then take its values. In
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[4], we put a structure of target theory on the space of functions on the combinatorial Teichmüller
space, address their integration against Kontsevich measure, and extend to statistics of combinatorial
lengths of multicurves. To give more examples, one can contemplate putting a structure of target
theory on
(1) the space of smooth functions, of differential forms, (non necessarily even) cohomology classes,
Radon measures, distributions on the Teichmüller space. In those case, the union and glueing
morphisms can be constructed in a natural way via the geometry of the fibrations T=Σc → TΣ
where c ∈ M ′Σ and T=Σc ⊂ TΣ is the locus of hyperbolic metrics on the cut surface Σc assigning
the same hyperbolic lengths to the two boundary components that project to γ ∈ pi0(c) after
glueing along c. The remaining difficulty in doing so consists in describing suitable topologies
for which these morphisms are continuous.
(2) similar spaces over Hitchin components of higher Teichmüller spaces.
(3) similar spaces over the universal Teichmüller space of flat G-connections, where G is a compact
Lie group, in order to study geometric quantization and applications to Chern–Simons theory.
(4) similar spaces over the space of measured foliations.
(5) the space of sections of the bundle of conformal blocks over the Teichmüller space of pointed
bordered surfaces for a given 2d rational conformal field theory. It is then natural to ask if
the conformal blocks themselves can be computed by GR, exploiting the sewing properties in
conformal field theory.
In Proposition 8.7 we describe the behavior of GR functions close to the boundary of the Teichmüller
space and show that for initial data with fast decay, a single term in the GR sum (3) yields an all-
order perturbative expansion near the lowest boundary stratum (corresponding to a degeneration of
hyperbolic surfaces to pair of pants glued along nodes). The role of GR in this case is to produce a
function globally defined on the Teichmüller space which is mapping class group invariant from the
sole knowledge of these boundary contributions. We see these type of results as a tool to study the
possibility of constructing conformal blocks in the context of (5).
Relation to topological recursion – When the action of ΓΣ factors through the action of
the permutation group of (boundary) components of Σ, the GR construction does not make sense as
infinitely many terms in (3) are equal. In this case one can however make a much simpler construction,
which we present in Section 4 under the name of “strict GR”. This construction only involves finite
sums and the considerations of topology on the vector spaces E(Σ) can in principle be avoided. We
explain in Section 6 that the original topological recursion of Eynard–Orantin [15] or Kontsevich–
Soibelman [19] is an example of this construction. In a sense, the strict GR is a functorial setting
generalizing TR so that the vector spaces to which the output of the construction belong can now
depend on the topology of Σ – while for the original TR they only depend on pi0(∂Σ).
Symmetry issues – The boundary component ∂−Σ plays a special role in the construction, and there-
fore the GR amplitudes ΩΣ ∈ E(Σ) are a priori only invariant under the mapping classes preserving
the choice of ∂−Σ. We present in Section 5 sufficient conditions on the initial data that guarantee the
invariance of ΩΣ under the braiding of all boundary components, and call this construction “symmetric
GR”. These conditions lift at the geometric level the conditions of symmetry known in the context
of TR. However, these sufficient conditions are perhaps not optimal and the questions of symmetry
deserve further investigations.
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2 Two-dimensional geometry background
2.1 Categories of surfaces
Definition 2.1 A bordered surface Σ is a smooth, oriented, compact 2-dimensional manifold with
an orientation of its boundary. If Σ is non-empty, we require that each connected component has a
non-empty boundary.
We remark that a bordered surface has a decomposition of its boundary ∂Σ into two subsets ∂+Σ
(resp. ∂−Σ) consisting of those boundary components whose orientation agree (resp. disagree) with
the orientation induced by Σ. The interior of Σ is denoted Σ○. We use the following notation for the
components of Σ
Σ = ⋃
a∈pi0(Σ)Σ(a).
The Euler characteristic is denoted χΣ. We say that Σ is of type (g, n) if it is connected, has genus g
and n boundary components.
Definition 2.2 A bordered surface Σ is stable if Σ = ∅ or for any a ∈ pi0(Σ) we have χΣ(a) < 0. It is
unstable otherwise.
Definition 2.3 Let B be the category whose objects are stable bordered surfaces, and morphisms are
isotopy classes of orientation preserving diffeomorphisms, which also preserve the prescribed orienta-
tion of the boundary.
The mapping class group ΓΣ is the automorphism group (in the category B) of a stable bordered
surface Σ. We denote by Γ∂Σ the pure mapping class group, i.e. the subgroup consisting of the mapping
classes inducing the identity permutation of pi0(∂Σ).
We shall often consider surfaces with a distinguished boundary component in each connected
component. This can be achieved by requiring that the orientation of the distinguished boundary
components disagrees with the orientation of the surface, while the orientation of the other boundary
components agrees.
Definition 2.4 Let B1 be the full subcategory of B consisting of bordered surfaces for which the natural
map pi0(∂−Σ)→ pi0(Σ) is a bijection.
If Σ is a connected object in B1, we often denote by b1 the boundary component with disagreeing
orientation, i.e. ∂−Σ = b1. We remark that for a surface in B1, the mapping classes in ΓΣ must leave
b1 stable.
2.2 Multicurves and cutting
As the notions of homotopy and isotopy are the same for 1-dimensional submanifolds of bordered
surfaces [12], we will not distinguish between them.
Definition 2.5 A multicurve is the homotopy class of a (possibly empty) one-dimensional compact
submanifold c of a bordered surface Σ, with no component null-homotopic or homotopic to a boundary
component of Σ. A multicurve is primitive when we add the requirement that two components of c
cannot be homotopic to each other. A simple closed curve is a primitive multicurve with a single
component.
We denote MΣ the set of multicurves, M ′Σ the set of primitive multicurves, S○Σ the set of simple
closed curves, and SΣ = S○Σ ∪ pi0(∂Σ).
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We have the operation of cutting a stable bordered surface Σ along a primitive multicurve γ,
producing a new stable bordered surface Σγ . If c is a representative of γ, the new boundary components
in the bordered surface Σ ∖ c (where the closure is taken in Σ) receive the orientation induced from the
orientation of the surface. If c′ is another representative of γ, a homotopy between c and c′ determines
a diffeomorphism between Σ ∖ c and Σ ∖ c′, whose isotopy class is independent of the choice of the
homotopy. To be precise, Σγ will stand for any object in B of the form Σ ∖ c previously described and
we note that any two such objects are canonically isomorphic in B.
2.3 Excising a pair of pants
The cutting operation which is particularly relevant for us is the excision of a pair of pants (i.e. a
genus 0 surface with 3 boundary components) from a connected surface Σ in B1 of type (g, n). For
this purpose we assume 2g + n ≥ 0.
Let us fix a connected bordered surface P of genus 0 with 3 ordered boundary components, i.e. a
fixed bijection between pi0(∂P ) and {1,2,3}. We turn it into an object of B1 by declaring that the
orientation on the first boundary component disagrees with the one of P while the orientation of the
second and the third boundary component agrees with the one of P . Equivalently, P is a pair of pants
in B1 together with an ordering of pi0(∂+Σ).
Let f ∶ P Ð→ Σ be an embedding of a pair of pants with ordered boundary components such that
f(∂−P ) = b1 = ∂−Σ and for any β ∈ pi0(∂+P ) either f(β) coincides with a boundary component of Σ or
f(β) is neither null homotopic relative to ∂Σ nor boundary parallel. Let us cut Σ along the boundary
components of f(P ) which are not boundaries of Σ, i.e. along the multicurve γP = f(∂P ) ∩ Σ○.
This multicurve has either one or two components. In the latter case we denote γ1P and γ
2
P the two
components respecting the order in which they appear in pi0(∂+P ). There are finitely many possible
topologies for
Σγ = P ∪ Σ ∖ f(P ).
I (g, n) ≠ (1,1), g ≥ 1, γP has two components and Σ ∖ f(P ) is connected. Then Σ ∖ f(P ) must
have type (g − 1, n + 1).
I’ (g, n) ≠ (0,3), f(P ) has two boundary components in common with Σ, namely b1 and some
b ⊆ ∂+Σ. In this case we require that f is such that b is the second boundary component of
f(P ). Then Σ ∖ f(P ) has type (g, n − 1).
II γP has two components and Σ ∖ f(P ) is not connected. Then Σ ∖ f(P ) must have two ordered
connected components. The ith one has genus gi, contains γiP and a subset Ni ⊆ ∂+Σ of other
boundary components. We must have g1 + g2 = g and N1 ∪N2 = pi0(∂+Σ) such that
∀i ∈ {1,2}, (gi,#Ni) ≠ (0,1), (0,2).
We change the choice of orientation of the boundary components in Σ ∖ f(P ) in the following way.
In case I, we reverse the orientation of γ1P so that it disagrees with the orientation of the surface,
while the orientation of γ2P remains in agreement with the orientation of the surface. In case I’, we
reverse the orientation of γP (which is a simple closed curve). In case II, we reverse the orientation
of γ1P and of γ
2
P . In this way, Σ ∖ f(P ) becomes a surface in B1.
By an argument similar to our description of cutting, if f ′ ∶ P Ð→ Σ belongs to the same homotopy
class of embedding of pairs of pants as f , we have a canonical isomorphism in B1 between Σ ∖ f(P )
and Σ ∖ f ′(P ).
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Definition 2.6 We let PΣ be the set of homotopy classes, relative to the boundary, of embedded pairs
of pants f ∶ P Ð→ Σ as described above. If d ∈ {∅} ∪ pi0(∂+Σ), PdΣ is the subset of [f ∶ P → Σ] ∈ PΣ
such that f(∂+P ) ∩ ∂+Σ = d.
For conciseness, we use the notation [P ] for elements of PΣ. We also write Σ − P for any object in
B1 which is obtained by excision of a representative of the homotopy class [P ] from Σ.
The mapping class group ΓΣ acts on PΣ, with a finite number of orbits partitioned according to
the cases I, I’ and II. In particular, for each b ∈ pi0(∂+Σ) the set PbΣ is itself a Γ∂Σ-orbit.
Alternative description of PΣ
If b is a component in ∂+Σ, the set PbΣ is in bijection with the set of homotopy classes of simple
curves c in Σ from a point in b1 to a point in b. Given such a c, we can indeed consider the free
homotopy class [γ] of a simple closed curve γ obtained by following c, going around b, following c
in the opposite direction and going around b1 (for the two boundary components we here used the
orientation induced by the surface). We can always find a representative γ of this class which is simple.
The component of Σγ which contains b1 is a pair of pants, with its ordered boundary components(b1, b, γ). We therefore obtain an embedding f ∶ P Ð→ Σ such that f(P ) contains c as shown in Fig. 1
and corresponding to case I’. The homotopy class of this embedding is independent of the choice of
representatives of [c], [γ] and P . The reciprocal bijection is obtained by associating to an embedding
f ∶ P Ð→ Σ as in case I’ the homotopy class relative to the boundary of the curve c shown in Figure 1.
Likewise, P∅Σ is in bijection with the set of homotopy class of simple closed oriented curves c in
Σ with one point in b1, which are not homotopic to any composition of the form c˜−1 ⋅ b ⋅ c˜ for some
component b in ∂+Σ and some c˜ in the equivalent description we just gave of PbΣ. Here we use ⋅ for the
composition of curves in the path groupoid of Σ. The data of such a [c] indeed determines two free
homotopy class relative to the boundary of closed curves [γ1] and [γ2], where [γ1] is to the left of c.
After we pick simple representatives γ1 and γ2, we obtain an embedding f ∶ P Ð→ Σ (of the type I
or II) of the component of Σγ
1∪γ2 which contains b1. The curve c appears in the embedded pair of
pants as it is shown in Figures 2 and 3.
3 The geometric recursion and its main properties
Our goal is to construct, by means of sums over pair of pants decompositions, for any surface Σ in B1
an element ΩΣ of a “space” E(Σ) attached to Σ, which is a functorial assignment. First of all we need
to specify what is the space E(Σ) to which ΩΣ will belong. For the construction to be meaningful,
it should incorporate a compatible set of union and glueing maps, and a mechanism making sense of
the countable sums over pair of pants decompositions. This data will be called a target theory. More
precisely, it will be a functor E from B1 to some multicategory C, satisfying a list of axioms specified
in Section 3.1. The definition of ΩΣ will depend on a small amount of initial data, specifying what
happens for a pair of pants, for a torus with one boundary, and a way to inductively increase the
complexity of the surfaces (Section 3.3). We call geometric recursion (valued in the chosen target
theory E) the inductive process leading to ΩΣ from such initial data.
3.1 The category of projective systems of vector spaces
Let K be R or C. We will choose C to be the category Pro -V, where V be the category of Hausdorff,
complete, locally convex topological vector spaces over K. Recall that an object V of V comes with a
(possibly uncountable) family of seminorms (∣ ⋅ ∣α)α∈A which induces the topology of the vector space
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V such that it is Hausdorff and complete as a locally convex topological vector space. We remark that
V admits projective limits [26]. Pro -V is a category defined using projective families of objects in V
which we now explain in detail.
Definition 3.1 An object V of Pro -V is a directed set I and an inverse system over I of objects
(V i, (∣ ⋅ ∣i,α)α∈A i)i∈I
of V, together with an object V of V which is the projective limit of (V i)i∈I .
The base field K can be considered as an object in Pro -V with set of indices I = {1} and A 1 = {1}
with single norm ∣ ⋅ ∣1,1 = ∣ ⋅ ∣. By definition, for any i ∈ I we have a restriction linear map %i ∶ V → V i
which is continuous. Using this map, elements of V can be silently considered as element of V i for
any i ∈ I .
Definition 3.2 A morphism Φ ∶ V1 →V2 in Pro -V is an inverse system of continuous linear maps
Φi,j ∶ V i1 Ð→ V j2
indexed by (i, j) ∈ I1 ×I2 such that i ≥ hj for some hj ∈ I1. This data determine continuous linear
maps Φj ∶= Φi,j ○ %i ∶ V1 → V j2 which do not depend on the choice of i ≥ hj by the very definition of an
inverse system.
The category Pro -V can be considered as a multicategory using the cartesian product of objects
of V and adopting the following definition.
Definition 3.3 Given three objects V1,V2,V3 of Pro -V, a bilinear morphism
Φ ∶ V1 ×V2 Ð→V3
is an inverse system of continuous bilinear maps
Φi,j,k ∶ V i1 × V j2 Ð→ V k3 ,
indexed by (i, j, k) ∈ I1 × I2 × I3 such that (i, j) ≥ hk for some hk ∈ I1 × I2 – where we use the
lexicographic order on I1 ×I2. This data determine continuous bilinear maps Φk = Φi,j,k ○ (%i × %j) ∶
V1 × V2 → V k3 which do not depend on the choice of (i, j) ≥ hk.
Multilinear morphisms are defined in a similar fashion.
We do not consider tensor products of topological vector spaces, which usually turn bilinear maps
into linear ones, since we want to (and we can) avoid discussing completions of the algebraic tensor
product. This makes our setup more flexible.
This multicategory is suited to treat in a uniform way spaces of functions, forms, distributions,
sections of vector bundles on many different topological spaces with various structures associated to
surfaces, such as various moduli spaces of different kinds of structures on surfaces, possibly coupled
to Teichmüller space, etc. It seems to contain the minimal structure needed to make sense of GR.
Applications may justify other choices of categories. For instance, one could use the pro-category of
the category of chain complexes of objects in V.
Hereafter, we set once for all C = Pro -V. To keep lighter notations, we refrain the use of bold
letters for objects and morphisms in C. For instance, an object V = (V i, (∣ ⋅ ∣i,α)α∈A i)i∈I ) will simply
be denoted V , and the context will leave no room for confusion with the letter V also used for the
projective limit of (V i)i∈I .
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3.2 The notion of a target theory
Definition 3.4 A (C-valued) pre-target theory is a functor E from B1 to the category C, together with
functorial extra structures specified by the union and excision axioms below.
Union – For any two surfaces Σ1 and Σ2, we ask for a bilinear morphism in C
⊔ ∶ E(Σ1) ×E(Σ2)Ð→ E(Σ1 ∪Σ2)
compatible with commutativity and associativity of cartesian products and of unions. We require
E(∅) = K and the union map ⊔ ∶ E(∅) ×E(Σ)→ E(Σ) is specified by 1 ⊔ v = v.
Excision – For any connected surface Σ with χΣ ≤ −2 and [P ] ∈ PΣ, we ask for the data of a bilinear
morphism in C
ΘP ∶ E(P ) ×E(Σ − P )Ð→ E(Σ)
From the union axiom, one can define multilinear morphisms corresponding to any finite union of
surfaces. It can be rephrased by saying that E is a multifunctor between the multicategories (B1,∪)
and (C,×). The morphisms ΘP in the excision axiom will be called the glueing morphisms.
Definition 3.5 A target theory is a pre-target theory E together with, for any surface Σ in B1, a
functorial collection of functions on the set of simple closed curves or boundary components
li,α ∶ SΣ Ð→ R≥0
Here i ∈ IΣ and α ∈ A iΣ respectively index the spaces Ei(Σ) and their semi-norms ∣ ⋅ ∣i,α provided by
the pre-target theory. We call li,α length functions and we require that they satisfy the following four
properties.
Polynomial growth – For any i ∈ IΣ, there exists functorial constants Ni, di > 0 such that for any
α ∈ A iΣ and L > 0,
#{γ ∈M ′Σ ∣ li,α(γ) ≤ λ} ≤ Ni (1 +L)di
Here, we extended the definition of li,α to primitive multicurves by setting setting
li,α(γ) = ∑
β∈pi0(γ) li,α(β)
Small pair of pants – For any i ∈ IΣ, there exists a functorial Qi > 0 such that for any α ∈ A iΣ and
b ∈ pi0(∂+Σ)
● the number of [P ] ∈ PbΣ such that li,α(γ) ≤ li,α(b1) + li,α(b) is less than Qi ;● the number of [P ] ∈ P∅Σ such that li,α(γ1) + li,α(γ2) ≤ li,α(b1) is less than Qi;
with the notations introduced in Section 2.3.
The functoriality of the constants di,Di,Qi prosaically means that they only depend on the topol-
ogy of Σ – taking into account that the ordered sets IΣ to which i belongs are canonically isomorphic
for surfaces Σ of the same topology.
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Restriction – We assume that for any k ∈ IΣ, there exists Kk > 0 functorial, such that for any[P ] ∈ PΣ, there exists jk ∈ IΣ−P functorial, such that for any α ∈ A kΣ and j ≥ jk, there exists α′ ∈ A jΣ−P
functorial such that for any γ ∈ SΣ, we have
lj,α′(γ) ≤Kk lk,α(ι∗γ),
where ι ∶ (Σ − P )→ Σ is the natural inclusion.
This axiom means that we can control the lengths of a curve in an excised surface by the lengths
of the same curve in the surface before excision.
We define pseudo-norms in E(Σ), indexed by i ∈ IΣ and ς > 0∣∣v∣∣i,ς = sup
α∈A i
Σ
∣v∣i,α ∏
β∈pi0(∂Σ)(1 + li,α(β))−ς ,
and introduce the (not necessarily closed) subspace of bounded elements
♭E(Σ) ∶= {v ∈ E(Σ) ∣ ∀i ∈ IΣ ∃ςi ≥ 0 ∣∣v∣∣i,ςi < +∞}. (5)
3.3 Initial data
Definition 3.6 Initial data for a given target theory E are functorial assignments● of AP ,CP ∈ E(P )ΓP for any pair of pants P .● of BbP ∈ E(P ) for any pair of pants P in which some b ∈ pi0(∂+P ) has been selected.● of DT ∈ E(T )ΓT for any torus with one boundary T .
It is enough to make such choices (AP ,BbP ,CP ,DT ) for a reference P and T in such a way that
AP ,CP ∈ E(P )ΓP , DT ∈ E(T )ΓT
If P ′ is another pair of pants and X ∈ E(P )ΓP , we can use a morphism f ∶ P → P ′ to transport
X ′ = E(f)(X) ∈ E(P ′)ΓP ′ . As X is invariant under the mapping class group, X ′ is independent of
the choice f . We can define uniquely AP ′ and CP ′ for all pair of pants P ′ in B1. Likewise one defines
unambiguously for any b′ ∈ pi0(∂+Σ)
Bb
′
P ′ = E(f)(Bf−1(b′)P )
The same argument defines DT ′ for all tori T ′ with one boundary in B1.
Definition 3.7 An initial data is called admissible if AP and DT are bounded and BbP and CP satisfy
the decay properties stated below, where for x ∈ R we use the notation [x]+ = max(x,0).
Decay – For any connected surface Σ in B1 and any [P ] ∈ PΣ, we require that for any k ∈ IΣ, there
exist tk ≥ 0 and jk ∈ IΣ−P functorial such that for any s > 0, there exists Mk,s > 0 functorial such that
for any α ∈ A kΣ , any j ≥ jk and any α′ ∈ A jΣ−P , we have for any v ∈ E(Σ − P )ΓΣ−P● if b ∈ pi0(∂+Σ) and [P ] ∈ PbΣ,
∣ΘkP (BbP , v)∣k,α ≤Mk,s ∣v∣j,α′ ∏β∈pi0(∂Σ)∪{γ}(1 + lk,α(β))tk(1 + [lk,α(γ) − lk,α(b) − lk,α(b1)]+)s . (6)
● if [P ] ∈ P∅Σ,
∣ΘkP (CP , v)∣k,α ≤Mk,s ∣v∣j,α′ ∏β∈pi0(∂Σ)∪{γ1,γ2}(1 + lk,α(β))tk(1 + [lk,α(γ1) + lk,α(γ2) − lk,α(b1)]+)s . (7)
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3.4 Definition of the geometric recursion
Let (A,B,C,D) be admissible initial data for a target theory E.
Definition 3.8 We define the GR amplitudes as follows.
● We put Ω∅ ∶= 1 ∈ E(∅) = K.
● If P is a pair of pants in B1, we put ΩP = AP .
● If T is a torus with one boundary in B1, we put ΩT =DT .
● For disconnected surfaces Σ in B1, we declare ΩΣ ∶= ⊔a∈pi0(Σ) ΩΣ(a).● When Σ is a connected surface with χΣ ≤ −2, we seek to inductively define
ΩΣ ∶= ∑
b∈pi0(∂+Σ) ∑[P ]∈PbΣ ΘP (BbP ,ΩΣ−P ) + 12 ∑[P ]∈P∅Σ ΘP (CP ,ΩΣ−P ) (8)
as an element of E(Σ).
γP
b1
b
c
BbP
ΩΣ−P
−
+
+
+
+
−
Figure 1: The B orbits (case I’).
b1
γ1P
c
CP γ
2
P
ΩΣ−P
− +
+
+
+
−
Figure 2: The C orbits (case I).
Theorem 3.9 The assignment Σ ↦ ΩΣ is well-defined for any surface in B1. More precisely, the
series (8) converges absolutely for any of the seminorms ∣ ⋅ ∣i,α to a unique limit. This limit is an
element of ♭E(Σ) which is functorial. In particular, ΩΣ is mapping class group invariant.
Proof. The result holds true in the case χΣ = −1 by the assumptions on initial data. Assume it holds
for all connected surfaces of Euler characteristic strictly smaller than some χ0 ≤ −2. Let Σ be a surface
in B1 with Euler characteristic χ0. For any [P ] ∈ PΣ the induction hypothesis applies to Σ − P . In
particular ΩΣ−P is functorial and belongs to ♭E(Σ − P ).
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b1
γ1P
c
CP γ
2
P
Ω(Σ−P )(1)
Ω(Σ−P )(2)
−
−
−
+
+
+
Figure 3: The C orbits (case II).
Since ΘP , BbP and ΩΣ−P are functorial, the value of ΘP (BbP ,ΩΣ−P ) ∈ E(Σ) is independent of
the embedding f ∶ P → Σ representing a given class [P ] ∈ PbΣ. Likewise, ΘP (CP ,ΩΣ−P ) ∈ E(Σ) is
independent of the embedding f ∶ P → Σ representing a given class [P ] ∈ P∅Σ due to the functoriality
of CP .
Let us consider a Γ∂Σ-orbit O ⊆ PΣ. By functoriality of E and the glueing morphisms we can find● an ordered set IO,1, to which the ordered sets IP for representatives of [P ] ∈ O are canonically
identified.
● an ordered setIO,2, to which the ordered setsIΣ−P for representatives of [P ] ∈ O are canonically
identified.
● an object EO,2 in C, to which the objects E(Σ − P ) for representatives of [P ] ∈ O are (perhaps
non-canonically) isomorphic to. However, the functorial elements ΩΣ−P are all identified with a
unique mapping class group invariant element ΩO ∈ EO,2. We denote A jO,2 the set indexing the
semi-norms in Ej
O,2 for j ∈ IO,2.
We first examine the case of O = PbΣ Let k ∈ IΣ and α ∈ A kΣ and use the decay axiom for Bb. It
ensures the existence of tk and jk ∈ IO,2 such that, for any s > 0 there exists Mk,s > 0 satisfying for
any j ≥ jk, any [P ] ∈ PbΣ and α′ ∈ A jO,2
∣ΘkP (BbP ,ΩΣ−P )∣k,α ≤Mk,s ∣ΩO∣j,α′ (1 + lk,α(γP ))tk(1 + [lk,α(γP ) − lk,α(b) − lk,α(b1)]+)s ∏β∈pi0(∂Σ)(1 + lk,α(β))tk (9)
By the induction hypothesis, ΩO belongs to ♭EO,2, so there exists constants ςO > 0 and WO,j > 0 such
that ∣ΩO∣j,α′ ≤WO,j ∏
β∈pi0(∂(Σ−P ))(1 + lj,α′(β))ςO (10)
We now pick j large enough compared to k and α′ so that the restriction axiom on lengths function
can be used, and deduce there exists a constant K ′k > 0 such that
∣ΩO∣j,α′ ≤WOK ′k (1 + lk,α(γP ))ςO ∏
β∈pi0(∂Σ)
β≠b1,b
(1 + lk,α(β))ςO (11)
where we simply denoted WO = WO,j for the chosen j, and wrote down separately the contribution
of γP and the contribution of the other boundary components of Σ − P to the product in (10). We
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then insert this inequality in (9) and would like to perform the sum over all [P ] ∈ PbΣ. We distinguish
the contribution of small pairs of pants, i.e. those satisfying lk,α(γP ) ≤ lk,α(b1) + lk,α(b) from the
non-small ones.
For small pairs of pants, we can bound
∣ΘkP (BbP ,ΩΣ−P )∣k,α ≤Mk,sWOK ′k ∏
β∈pi0(∂Σ)(1 + lk,α(β))tk+ςO
and the eponymous axiom says there are less than Qk such terms.
The set of non-small [P ] ∈ PbΣ (with respect to lk,α) injects in the set of simple closed curves γ in
the interior of Σ such that lk,α(γP ) ≥ lk,α(b1) + lk,α(b). Setting M ′k,s,O =Mk,sK ′kWO, we deduce that
the sum of ∣ΘkP (BbP ,ΩΣ−P )∣k,α over non-small pairs of pants admits for upper bound
M ′k,s,O( ∑
L∈N+lk,α(b)+lk,α(b1)
(2 +L)tk+ςO #{γ ∈ S○Σ ∣ L < lk,α(γ) ≤ L + 1}(1 + [L − lk,α(b) − lk,α(b1)]+)s ) ∏β∈pi0(∂Σ)
β≠b1,b
(1 + lk,α(β))tk+ςO
≤ NkM ′k,s,O( ∑
L>0
(1 +L + lk,α(b1) + lk,α(b))tk+ςO+dk
Ls
) ∏
β∈pi0(∂Σ)
β≠b1,b
(1 + lk,α(β))tk+ςO ,
where we have used the polynomial growth axiom between the second and third line. We can choose
s = tk + ςO+dk +2 to make the series between the bracket convergent, and there is a constant M ′′k,O > 0
such that the previous expression is bounded by
M ′′k,O ∏
β∈pi0(∂Σ)(1 + lk,α(β))tk+ςO+dk .
Therefore, there exists a constant M ′′′k,O > 0 such that
∑[P ]∈Pb
Σ
∣ΘkP (BbP ,ΩΣ−P )∣k,α ≤M ′′′k,O ∏
β∈pi0(∂Σ)(1 + lk,α(β))tk+ςO+dk . (12)
The other Γ∂Σ-orbits O ⊆ P∅Σ can be treated in a similar fashion, replacing BbP with CP and using the
second part of the small pair of pants axiom and the decay assumption (7). The result is
∑[P ]∈O ∣ΘkP (CP ,ΩΣ−P )∣k,α ≤M ′′′k,O ∏β∈pi0(∂Σ)(1 + lk,α(β))tk+ςO+dk (13)
for some constant M ′′′k,O > 0.
In particular, for any orbit O in PΣ, the series ∑[P ]∈Pb
Σ
ΘkP (XOP ,ΩΣ−P ) (where X is Bb or C
depending on the orbit O), is absolutely convergent in Ek(Σ). Let us denote wkO the limit. Since the
maps we have used are compatible with the restriction morphisms over k ∈ IΣ, there exists a unique
wO ∈ E(Σ) such that wkO = %k(wO). The inequalities (12)-(13) imply that
∥wO∥k,tk+ςO+dk < +∞,
thus wO ∈ ♭E(Σ). Summing over the finitely many Γ∂Σ-orbits we have a well-defined element
ΩΣ = ( ∑
O∈PΣ/Γ∂ΣwO) ∈ ♭E(Σ), (14)
which is by definition the limit of the series in (8).
Let ϕ ∶ Σ→ Σ′ be a morphism in B1. Since the linear map E(ϕ) is continuous, E(ϕ)(ΩΣ) coincides
with the series (8) to which one applies E(ϕ) term by term. For [P ] = [f ∶ P → Σ] ∈ PΣ, ϕ induces
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a morphism ϕ˜ in B1 between P ∪ Σ ∖ f(P ) and P ∪ Σ ∖ ϕ ○ f(P ). We denote [ϕ˜(P )] the class of[ϕ ○ f ∶ P → Σ′] ∈ PΣ′ . The functoriality of the glueing morphisms implies that
E(ϕ)(ΘP (XP ,ΩΣ−P )) = Θϕ˜(P )(E(ϕ˜)(XP ,ΩΣ−P )).
We apply this formula to XP = BbP or CP which are functorially attached to pairs of pants. The
induction hypothesis guarantees that ΩΣ−P is also functorial. Therefore,
E(ϕ)(ΘP (XP ,ΩΣ−P )) = Θϕ˜(P )(Xϕ˜(P ),ΩΣ−ϕ˜(P )) (15)
Note that if X = Bb, by Xϕ˜(P ) we actually mean Bϕ˜(b)ϕ˜(P ) taking into account that the mapping class ϕ
can permute the components in ∂+Σ.
Through (15) we observe a bijection between the terms in E(ϕ)(ΩΣ) and the terms in ΩΣ′ . Thanks
to absolute convergence of the series for each seminorm, we deduce that
E(ϕ)(ΩΣ) = ΩΣ′ ,
and thus we have proved functoriality. In particular, taking Σ′ = Σ gives the property of mapping
class group invariance E(ϕ)(ΩΣ) = ΩΣ. We conclude the proof by induction. ◻
3.5 Natural transformations of target theories
Let 1 ∶ B1 → C be the symmetric monoidal functor which assigns K to any surface in B1. A functorial
assignment in E is equivalent to the data of a natural transformation from the functor 1 to the functor
E. For any admissible data, the GR amplitudes provide such a natural transformation.
More generally, let E and E˜ be two target theories, and η ∶ E Ô⇒ E˜ be a natural transformation
compatible with the union morphisms, the glueing morphisms and the length functions. If
I ∶= (AP ,BbP ,CP ,DT )
is an admissible initial data for E, it is clear that
η(I) ∶= (ηP (AP ), ηP (BbP ), ηP (CP ), ηT (DT ))
are admissible initial data for E˜. Denote ΩI and Ω˜η(I) the E-valued (respectively E˜-valued) outcome
of GR from these two set of initial data.
Proposition 3.10 For any surface Σ in B1, we have Ω˜
η(I)
Σ = ηΣ(ΩIΣ).
Proof. This is directly implied by the fact that ηΣ ∶ E(Σ)Ð→ E˜(Σ) is continuous, linear, and that the
assignment Σz→ ηΣ is compatible with union and glueing morphisms and with the length functions.◻
3.6 Sums over embedded fatgraphs
In this paragraph, we show that the geometric recursion can be repackaged as a finite sum over
fatgraphs of the appropriate topology with no reference to embeddings. The contribution of each
fatgraph also satisfy a recursion under removal of the first vertex, albeit of non local nature. The
similarity but also important differences with the topological recursion of [15] will be spelled out in
Section 4.
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Preliminary: fatgraphs and their doubled surface
In this paragraph we assume 2g − 2 + n > 1. We consider the set Gg,n of connected uni-trivalent
fatgraphs with exactly n univalent vertices and genus g. We denote by Gg,n1 the set of graphs G in
Gg,n equipped with a distinguished univalent vertex, called the root.
We recall the construction of the canonical spanning tree t(G) for any element G ∈ Gg,n1 [2] (see
Figure 4 for an example). We inductively define t(G) by starting at the root in the direction of its
incident edge, traveling on the edges of G respecting the cyclic order of the half-edges at vertices,
adding at each step to t(G) the edge we encounter along the face we are traveling on, whenever it has
not already been added and it does not create a loop. Once we come back to the root, we restart the
same travel until we get to the first edge e, for which the face on the other side of the edge is different
from the one we are traveling on currently. We then jump to this next face and continue the travel
along this component, adding edges to t(G) with the same rules. When we come back to the starting
point of travel for this face next to the edge e, we iterate the process (travel till we can jump to an
unexplored opposite face), until we cannot add more edges without creating a loop. The outcome is
a rooted tree t(G), which spans all the vertices of G.
1
2
3
4 5
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8
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11
12
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14
15
Figure 4: The exploration on a fatgraph G ∈ G2,61 . We start from the root 1, and the numbers
indicate in which order we then meet the (unoriented) edges. The spanning tree t(G) is in black.
Figure 5: Hexagon attached to a trivalent vertex.
To anyG ∈ Gg,n one can associate a bordered surface Σ(G) of genus g with n boundary components,
called the double (Figure 6). Let us briefly recall this construction. For each vertex of v, we take two
copies H+v and H−v of a closed hexagon in which v and its incident half-edges are embedded such that
they end on three (alternating) sides of the hexagon (Figure 5). If there is an edge from a univalent
vertex u to v, we ask that the edge from u to v is embedded in H±v such that u maps to a point in
the interior of a side of the hexagon. We orient H+v (respectively H−v ) so as to agree (respectively
disagree) with the cyclic order of half-edges around v. We then glue together H+v and H−v into a pair
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Figure 6: The double of the graph of Figure 4.
of pants Pv by identifying pairs (s−, s+) of sides with opposite orientation in (H−v ,H+v ) which are not
crossed by edges incident to v. The surface Σ(G) is then obtained by the quotient of ⋃v Pv, where we
for each edge in G, say between the vertices v and v′, identify the boundary components of Pv and
Pv′ corresponding to the edge. In particular, two copies of G are embedded in Σ(G), and the image
Σ+(G) of ⋃vH+v in Σ(G) deformation retracts onto G.
Since two different ways of choosing the topological spaces H±v and the glueing are related by
diffeomorphisms in a unique orientation-preserving isotopy class, Σ(G) can be considered as a single
object in B up to canonical isomorphisms.
If G ∈ Gg,n1 , reversing the orientation of the boundary component of Σ(G) containing the root
gives a object in B1 which is uniquely defined up to canonical isomorphisms. From here on G always
stands for a graph in Gg,n1 and Σ(G) the associated object in B1.
Let M̃G(Σ) be the set of morphisms in B1 from Σ(G) to Σ. We observe that an element of M̃G(Σ)
induces a pair of pants decomposition of Σ, up to ambient isotopy. Thus there is a well-defined
subgroup ΓGΣ associated to each G, which is the subgroup of ΓΣ preserving each pair of pants as well
as each boundary component of a pair of pants in this decomposition. We denote the quotient by
MG(Σ) = M̃G(Σ)/ΓGΣ ,
and we will write
M̃(Σ) = ⋃
G∈Gg,n1 M̃
G(Σ), M(Σ) = ⋃
G∈Gg,n1 M
G(Σ).
GR as a sum over fatgraphs
The spanning tree t(G) of G allows us to determine an ordering on the embedded pair of pants(P1, . . . P2g−2+n) as well as an ordering of the set of boundary component of each Pi. We can therefore
consider each Pi as an object in B1, by declaring the orientation of its first boundary to disagree with
the orientation of the surface. We put Σ(G)1 = Σ(G), and successively excise the pair of pants Pi,
for i = 1,2, . . . to obtain a sequence of surfaces inductively defined by Σ(G)i+1 = Σ(G)i − Pi. When
excising Pi, we can distinguish the following four mutually exclusive cases.
A – ∂Pi ⊆ ∂Σ(G)i.
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B – Exactly two of the boundary components of Pi are boundary components of Σ(G)i.
C – Exactly one of the boundary components of Pi is a boundary component of Σ(G)i, and the two
other boundary components of Pi are disjointly embedded in Σ(G)i.
D – Two of the boundary components of Pi are glued together under the embedding into Σ(G)i. In
this case, by glueing these two boundary components we replace Pi by a torus with one boundary
component (which we keep denoting Pi for convenience).
This defines for us a type map X ∶ J1,2g−2+nKÐ→ {A,C,D}∪⋃b∈pi0(∂Σ){Bb}. In the B situation,
the type also records the second boundary of the corresponding pair of pants with the letter b. We
denote
#Aut(G) = 2X−1(C) (16)
In a given target theory E, we introduce the composed glueing morphism
ΘG = ΘP2g−2+n ○ ⋯ ○ΘP1 ∶ 2g−2+n∏
i=1 E(Pi)Ð→ E(Σ(G)).
For given admissible initial data, we define ωG ∈ E(Σ(G)) by
ωG = ΘG((XPi(i))2g−2+ni=1 ).
For a ϕ˜ ∈ M̃(Σ) we have of course a morphism E(ϕ˜) ∶ E(Σ(G))→ E(Σ). Since the mapping classes in
ΓGΣ leave stable each boundary component of the Pis, ω
G is ΓGΣ -invariant. Therefore E(ϕ˜)(ωG) ∈ E(Σ)
only depends on the projection ϕ ∈M(Σ) of ϕ˜ and can be denoted E(ϕ)(ωG).
Proposition 3.11 For any surface Σ in B1, the GR amplitudes satisfy
ΩΣ = ∑
G∈Gg,n1
ΩGΣ
#Aut(G) , ΩGΣ = ∑ϕ∈MG(Σ)E(ϕ)(ωG).
Proof. Unfolding the recursive definition (8) and thanks to the property of absolute convergence from
Theorem 3.9, we can apply the Fubini theorem and obtain a sum over sequences ([P1], . . . , [Pm]) where[Pi] ∈ PΣ(i) , with Σ(0) = Σ and Σ(i) = Σ(i−1)−Pi. At each step, the excision of a pair of pants produces
the isotopy class of embeddings [Pi] = [fi ∶ Pi → Σ(i−1)] of a pair of pants with ordered boundary
components. What is left, when no more excisions are possible (recall we stop before getting the
empty surface), are connected components which are either pairs of pants (an A factor) or tori with
one boundary component (a D factor). Tracking the ordering of boundary component of the Pi in this
nested structure reveals that this set of sequences is in bijection with M(Σ). For each ϕ ∈M(Σ), we
can then rearrange the nested application of glueing maps into the composite glueing map E(ϕ)○ΘG.
It should be applied to a tuple formed by the factors contributing to each embedded piece Pi, either
an A, B, C or D, depending only on the abstract fatgraph G as specified by the type map. The
automorphism factor (16) takes into account the conventional power of 1/2 attached to each C in
(3.8). ◻
Fatgraph recursion
We can also write a fatgraph recursion, but we stress that the glueing maps will be non local,
i.e. they a priori not only depend on the excision of a trivalent vertex, but on the full structure of
the fatgraph. This makes our recursion quite different from usual fatgraph recursions encountered in
enumerative geometry, as we will comment on in Section 4.
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Let us define EG = E(Σ(G)) and let
ΩG = ΩGΣ(G) = ∑
ϕ∈MG(Σ(G))E(ϕ)(ωG) ∈ EG. (17)
Let t1 ⊂ t(G) be the union of the univalent vertex u, the trivalent vertex v incident to it, and
the half edges attached to these two vertices. G − t1 may or may not be a connected graph. If it is
connected we put E˜G−t1 ∶= EG−t1 . If it is not connected, G−t1 will consist of an ordered (by cyclic order
at v starting with u → v) pair of connected components (G′,G′′), and we define E˜G−t1 ∶= EG′ ×EG′′ .
In both cases, we construct a fatgraph glueing map
ΘG,t1 ∶ Et1 × E˜G−t1 Ð→ EG
as follows. Let P(G, t1) be the set of isotopy classes of all embeddings of the pair of pants Σ(t1)
into Σ(G) preserving the orientation of the surfaces and of their boundary components. For each[p] ∈ P(G, t1) we choose an orientation-preserving identification ϕp of the complement of p with
Σ(G − t1). This way we obtain glueing map Θp ∶ Et1 × E˜G−t1 → EG, which does not depend on the
choice of ϕp, and we define
ΘG,t1 ∶= ∑[p]∈P(G,t1)Θp . (18)
The right-hand side is only defined when evaluated on certain elements of Et1 × E˜G˜ making the series
absolutely convergent.
Proposition 3.12 For any G ∈ Gg,n1 with 2g − 2 + n ≥ 2, we have ΩG = ΘG,t1(Ωt1 ,ΩG−t1).
Proof. As the series (17) is absolutely convergent, it can be repackaged as
ΩG = ∑[p]∈P(G,t1) ∑ϕ∈MG(Σ(G))
ϕ∣t1=p
E(ϕ)(ωG).
By the definition of ΘG,t1 , ΩG−t1 and ΩG, this sum may be rewritten as ΩG = ΘG,t1(Ωt1 ,ΩG−t1). ◻
3.7 Inducing initial data for tori with one boundary
In quantum field theories, defining correlation functions for tori with one boundary by a cutting
procedure often involves a renormalisation procedure to get rid of infinities. We avoid addressing
these potential problems in the construction of target theories since we did not include self-glueings
in our axioms.
Imagine that we are nevertheless given a functorial morphism,
Ξ ∶ E(P )Ð→ E(T ) (19)
where P is a pair of pants seen as an object in B1, and T is the torus with one boundary obtained by
glueing the two boundary components in ∂+P .
If T is now an arbitrary object in B1 which is a torus with one boundary, for any simple closed
curve γ ∈ S○T , we obtain a homotopy class of pairs of pants [Pγ] by cutting T along γ. By definition
of cutting/glueing, this T is obtained by self-glueing on Pγ , and we denote by Ξγ the self-glueing
morphism coming from (19).
Assume that we are given a functorial assignment P ↦ CP ∈ E(P ), in particular CP must be ΓP -
invariant. We remark that, due to the assumed invariance of CP under braiding of the two boundary
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components of ∂+P , and the assumed functoriality of the self-glueing morphism, Ξγ(CPγ ) does not
depend on an ordering of the two last boundary components. We may seek to define
ΩT ∶= ∑
γ∈S○
T
Ξγ(CPγ ) ∈ E(T ).
For this purpose, we introduce an additional axiom for C.
Decay for self-glueing. Assume that we are given a functorial self-glueing morphism for pairs
of pants as above. For any object T in B1 which is a torus with one boundary component, for any
γ ∈ S○T , for any k ∈ IT , there exists tk ≥ 0 and jk ∈ IPγ functorial such that for any s > 0, there exists
Mk,s > 0 functorial such that for any α ∈ A kT , we have
∣Ξkγ(CPγ )∣k,α ≤Mk,s (1 + lk,α(γ))2tk(1 + lk,α(∂T ))tk(1 + [2lk,α(γ) − lk,α(∂T )]+)s . (20)
By an argument of convergence similar to the one detailed in the proof of Theorem 3.9, we find
Lemma 3.13 Assume (A,B,C) satisfy the properties listed in Definition 3.7 and the axiom of decay
for self-glueing. Then
DT = ∑
γ∈S○
T
Ξγ(CPγ ) (21)
is a well-defined, functorial assignment for any object T in B1 which is a torus with one boundary
component, and (A,B,C,D) is an admissible initial data. ∎
Note that the (A,B,C) parts of the initial data are sufficient to define the GR amplitudes ΩΣ for
surfaces Σ of genus 0. The D part is necessary to extend this definition to positive genus. Lemma 3.13
gives a way to induce a D if we have self-glueing morphisms for pairs of pants and if C satisfying the
self-glueing decay axiom. Note that we could replace C by A in the discussion. Note that BP does
not a priori have the invariance under braiding of the two boundary components of ∂+P . If we insist
in using a B to induce a D, we should replace (21) with the formula
∑
γ∈S○,or
T
Ξγ(Bγ+Pγ ) ,
where S○,orT now enumerates oriented simple closed curves and γ+ is the boundary component of Pγ
created to the left of γ when we cut T .
4 The strict geometric recursion
Suppose we have chosen for a single reference object Σg,n for each type (g, n) in B1 or Bs. In the
geometric recursion, the functoriality of Σ↦ ΩΣ allows a non-ambiguous definition of
wg,n ∶= ΩΣg,n (22)
by induction on 2g − 2 + n > 0. Namely, it is possible to work solely with reference surfaces for each g
and n all the way through the recursion. Passing from ΩΣ to wg,n, we have lost the memory of the
structure of B1, and therefore a lot of topological (and interesting) information and naturality of the
construction.
In this section, we want to formalise the type of recursion satisfied by (wg,n)g,n, which we call
strict geometric recursion. The assignment (22) will be a special case of this strict GR. It is a kind
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of generalisation of the topological recursion of [15, 19, 5], and is only based on finitely many glueing
maps (Section 4.1). This construction contains less information than GR, but it can also be induced
from the richer context of GR when the glueing maps are assembled from a converging series of isotopy
class-dependent glueing maps as in (18) (see Section 4.3).
4.1 Definition
We form a category B1 which is a kind of strictification of B1. Its objects are finite (possibly empty)
sequences (gi,Ni)i∈I where gi ∈ N and Ni is a pointed finite set such that 2−2gi −#Ni < 0 for all i ∈ I.
We denote 1i the distinguished element of Ni. Concatenation ∐ of such sequences gives B1 a monoidal
structure, of which we only retain the structure of multicategory. A morphism from (gi,Ni)i∈I to(g′i,N ′i)i∈I′ are tuples (ϕ, (σi)i∈I) where ϕ ∶ I → I ′ is a bijection such that for any i ∈ I, g′ϕ(i) = gi
and σi ∶Ni → N ′ϕ(i) is an isomorphism of pointed sets. We say that an object (gi,Ni)i∈I is connected
if #I = 1; in that case it is simply denoted (g,N), the distinguished element is denoted 1, and an
automorphism is characterized by an element σ ∈SN∖{1}.
Definition 4.1 A strict target theory is a functor e ∶ B1 → C together with functorial extra data
satisfying the union and excision axioms below.
Union axiom. For any objects s and s′, we ask for the data of a continuous bilinear map
⊔ ∶ e(s) × e(s)Ð→ e(s ∐ s′),
compatible with commutativity and associativity of cartesian products. We require that e(∅) = K
and the union morphism ⊔ ∶ e(∅) × e(s)→ e(s) is specified by 1 ⊔ v = v.
To present the excision axiom, we need a few more notations. If (g,N) is a connected object in
B1, we introduce the set K(g,N) contains the following objects of B1:
I (g − 1,N ∪ {∗}), meaning that we added an extra element ∗ to the pointed set N .
I’ for each b ∈ N ∖ {1}, the object (g,N [b]), where N [b] is the set {⋆} ∪N ∖ {1, b} with the new
distinguished element ⋆.
II for each ordered partition J ∪ J ′ = N ∖ {1} and ordered pair (h,h′) such that h + h′ = g with
2− 2h−#J < 0 and 2− 2h′ −#J ′ < 0, the object ((h,{1}⊔J), (h′,{1′}⊔J ′)), where 1 and 1′ are
the new distinguished elements.
Excision axiom. For any connected object (g,N) and κ ∈ Kg,N , we ask for the data of functorial
continuous multilinear morphisms
θκ ∶ e(0,3) × e(κ)Ð→ e(g, n)
Definition 4.2 A strict initial data is a quadruple (A,B,C,D) such that
A,C ∈ e(0,{1,2,3})S{2,3} , B2 ∈ e(0,{1,2,3}), D ∈ e(1,{1}).
Let (A,B,C,D) be strict initial data for a strict target theory e ∶ B1 → C.
Definition 4.3 We define the strict GR amplitudes as follows.
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● We put w∅ ∶= 1. If 3 is a pointed set with 3 elements, we denote w0,3 ∶= A, and w1,{1} ∶=D.
● For disconnected objects, we put w(gi,Ni)i∈I ∶= ⊔i∈I wgi,Ni .● If (g,N) is a connected object, we define inductively for 2g − 2 +#N ≥ 2
w(g,N) ∶= ∑
b∈N∖{1} θg,N [b](Bb,wg,N [b])
+ 1
2
(θg−1,N∪{∗}(C,wg−1,N∪{∗}) + ′∑
h+h′=g
J∪J ′=N∖{1}
θ((h,{1}∪J),(h′,{1′}∪J ′))(C,wh,{1}∪J ⊔wh′,{1′}∪J ′)) ,
(23)
where the ′ in the last sum means we discard terms involving (0,{1}) or (0,{1,2}).
Proposition 4.4 The assignment (gi,Ni)i∈I z→ ⊔i∈I wgi,Ni ∈∏i∈I e(gi,Ni) is well-defined and func-
torial. In particular, wg,J1,nK is invariant under the action of SJ2,nK.
Proof. The proof proceeds by induction and is very easy. Indeed, thanks to the induction hypoth-
esis and the properties required for the glueing morphisms, the automorphism group of (g,N) just
permutes the terms in (23). ◻
4.2 Sums over fatgraphs
We resume the discussion of Section 3.6. Recall that any G ∈ Gg,n1 determines an ordered decomposi-
tions into pairs of pants (P1, . . . , P2g−2+n) of Σ(G), each of them having ordered boundary components
(in particular pi0(∂Pi) is a pointed set), as well as a type map X ∶ J1,2g − 2 + nK → {A,Bj ,C,D}. In
a strict target theory e we have a glueing morphism
θG ∶ 3g−3+n∏
i=1 e(0, pi0(∂Pi))Ð→ e(g, n).
Unfolding the recursive definition (23) as we did in Section 3.6 (without the complications due to the
consideration of isotopy classes) yields
Proposition 4.5 Let (A,B,C,D) be an admissible initial data for a strict target theory e. For any
stable (g, n), the strict GR amplitude takes the form
wg,n = ∑
G∈Gg,n1 θ
G((Xi)3g−3+ni=1 ).
∎
4.3 From GR to strict GR
We can associate to any target theory E a strict target theory e. This is done by choosing, for each(g,N), a reference surface Σg,N in B1 with N ≅ pi0(∂Σg,N) (identifying 1 with ∂−Σg,N ), and letting
for (g,#N) ≠ (0,3)
e(g,N) ∶= E(Σg,N)Γ∂Σg,N .
In the special case #N = 3, we specify below e(0,N) to be a certain subspace of E(Σ0,N). The
action of ΓΣg,N on EΣg,N factors into an action of SN∖{1} on e(g,N). We therefore obtain a functor
e ∶ B1 → C.
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We induce union morphisms for e from the union maps on E in the obvious way. To define glueing
morphisms for e, we assemble the glueing morphisms for E. More precisely, if κ ∈Kg,N , let Σκ denote,
among the associated reference surface. We let Pg,N(κ) ⊆ PΣg,N be the set of homotopy classes [P ]
such that Σ−P is diffeomorphic to Σκ, in such a way that the pointed set pi0(∂(Σ−P )) is isomorphic
to the pointed set pi0(∂Σκ). For each [P ] ∈ Pg,N(κ), we pick two isomorphisms ϕP ∶P → Σ(0,{1,2,3})
and ψP ∶Σκ → Σ − P in B1. Any other choice is related to (ϕP , ψP ) by post-composition with pure
mapping classes on the connected components of Σ(0,{1,2,3}) ∪Σκ.
Then we define
θκ ∶= ∑[P ]∈Pg,N (κ)ΘP ○ (E(ϕP ),E(ψP )) (24)
We choose e(0,{1,2,3}) to be any subspace of E(Σ(0,{1,2,3})) on which this linear map is well-defined
and continuous. We remark that the linear map θκ ∶ e(0,{1,2,3})×e(κ)→ E(Σ(g,N)) does not depend
on the choices of ([P ], ϕP , ψP ) above. And, since all elements in the sum (24) are related by the action
of the pure mapping classes of Σg,N , the morphism θκ actually takes values in e(g,N) = E(Σg,N)ΓΣg,N .
Using (24) we deduce the following result.
Corollary 4.6 Assume E is a target theory, together with admissible initial data (A,B,C,D), and
denote Ω the outcome of GR. Construct a (non-canonical) strict target theory e as above and induce an
e-valued initial data by specialising (A,B,C,D) to the reference surfaces Σ0,3 and D to the reference
Σ1,{1}. Denote w the corresponding outcome of strict GR. Then for any connected object (g,N), we
have wg,N = ΩΣg,N ∎
Observe that by the decay axiom and Theorem 3.9, the GR initial data does induces strict GR
initial data. We note that the above construction is non-canonical as it involves the choice of reference
surfaces Σg,N . However, if the target theory E is such that Γ∂Σ acts trivially on E(Σ), the construction
is independent of these choices and therefore canonical. More generally, we have by an argument
similar to Proposition 3.10 that
Proposition 4.7 Let E be a target theory, e a strict target theory, and η ∶ E Ô⇒ e a natural
transformation which is compatible with the union and glueing morphisms. If I = (A,B,C,D) is an
E-valued admissible initial data, then η(I) is a strict initial data, and we have the relation between
the corresponding GR and strict GR amplitudes
wη(I) = η(ΩI).
∎
5 A symmetric version of the geometric recursion
In the recursive definition (8), the single boundary component in ∂−Σ plays a special role, and this
propagates at each step of the recursion. This is the reason why we have used the category B1 instead
of B. We now describe a version of GR where all boundary components play the same role. We will
propose sufficient conditions on the initial data for this symmetric GR to be well-defined.
Definition 5.1 Let Bs be the full subcategory of B whose objects Σ are such that ∂−Σ = ∅.
In this appendix, it is assumed that all surfaces are objects of Bs, unless stated otherwise. If Σ
is a connected object in Bs and b1 a choice of boundary component, we can form the object Σb1 of
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B1 by reversing the orientation of b1. The sets of homotopy classes of embedded pairs of pants PΣb1
and PdΣb1 for d ∈ {∅} ∪ pi0(∂+Σb1) describing in Section 2.3 the type of excisions from the object Σb1
in B1 are here denoted PΣ,b1 and P
d
Σ,b1
. If [P ] ∈ PΣ,b1 , the surface Σ − P is a priori an object in B1.
We automatically make it an object of Bs by forcing the orientation of each boundary components to
agree with the orientation of the surface.
The notion of symmetric target theory E ∶ Bs → C is defined as in Section 3.1, by replacing B1
with Bs and requiring functorial glueing morphisms denoted ΘP and indexed by b1 ∈ pi0(∂Σ) and[P ] ∈ PΣ,b1 .
5.1 Initial data
Definition 5.2 Initial data for a given symmetric target theory E are functorial assignments
● of AP ∈ E(P ) for any pair of pants P .
● of Bb1,b2P ∈ E(P ) for any pair of pants P for which an ordered pair (b1, b2) of distinct boundary
components has been selected.
● of Cb1P ∈ E(P ) for any pair of pants P for which some b1 ∈ pi0(∂P ) has been selected.● of DT ∈ E(T ) for any torus T with one boundary component.
An initial data is called admissible if it satisfies the decay properties (as in Definition 3.7) and the
four symmetry properties stated below.
In the following relations, X will denote any genus 0 surface with 4 ordered boundary components(bi)4i=1, and any surface with genus 1 with 2 ordered boundary components (b1, b2). If [P ] ∈ PX,b1 ,
we recall that γP is the unique boundary component of P which is interior toX. If (β,β′) is an ordered
pair of boundary components of X or, we denote by σβ,β′ any mapping class that exchanges β and
β′. It is called a braiding of β and β′.
BA relation.
(σb1,b2 − Id)[ ∑[P ]∈Pb2
X,b1
(Id + σb2,b3 + σb2,b4)ΘP (Bb1,b2P ,AX−P )] = 0 . (25)
BB-CA relation.
(σb1,b2 − Id)[ ∑[P ]∈Pb2
X,b1
ΘP (Bb1,b2P ,BγP ,b3X−P ) + ∑[P ]∈Pb3
X,b1
ΘP (Bb1,b3P ,Bb2,γPX−P ) + ∑[P ]∈Pb4
X,b1
ΘP (Cb1P ,AX−P )] = 0 .
(26)
BC relation.
(σb1,b2 − Id)[ ∑[P ]∈Pb2
X,b1
ΘP (Bb1,b2P ,CγPX−P ) + ∑[P ]∈Pb3
X,b1
ΘP (Cb1P ,Bb2,γPX−P ) + ∑[P ]∈Pb4
X,b1
ΘP (Cb1P ,Bb2,γPX−P )] = 0.
(27)
D relation.
(σb1,b2 − Id)[ ∑[P ]∈Pb2
,b1
ΘP (Bb1,b2P ,D−P ) + 12 ∑[P ]∈P∅
,b1
ΘP (Cb1P ,A−P )] = 0. (28)
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We note that, due to the properties of the initial data, the validity of these relations for one choice
of braidings σb1,b2 , σb2,b3 and σb3,b4 imply their validities for all choice of braidings.
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b2
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γPP X − P P
X − P
P
X − P
Figure 7: The three types of terms in the BB-CA relation. The same three types of terms appear in
the BA and BC relations. These relations take an H-I-X form, and provide a geometric incarnation for
the (purely algebraic) H-I-X relations found in quantum Airy structures and the topological recursion,
see Section 6.2.
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Figure 8: The two types of terms in the D-relation.
5.2 Definition
Let (A,B,C,D) be admissible initial data for a symmetric target theory E ∶ Bs → C.
Definition 5.3 We define the symmetric GR amplitudes as follows.
● We put Ω∅ ∶= 1 ∈ E(∅).
● If P is a pair of pants in Bs, we put ΩP = AP .
● If T is a torus with one boundary in Bs, we put ΩT =DT .
● For disconnected surfaces in BS, we declare ΩΣ = ⊔a∈pi0(Σ) ΩΣ(a).● If Σ is a connected surface in Bs with χΣ ≤ −2, let us make a choice of a boundary component
b1. We seek to inductively define as in (8)
ΩΣ = ∑
b∈pi0(∂Σ)∖{b1} ∑[P ]∈PbΣ,b1 ΘP (Bb1,bP ,ΩΣ−P ) + 12 ∑[P ]∈P∅Σ,b1 ΘP (Cb1P ,ΩΣ−P ) (29)
as an element of E(Σ).
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We now have to check that, step by step, this assignment does not depend on the choice of b1.
Theorem 5.4 The assignment Σ ↦ ΩΣ is well-defined for any surface in Bs. More precisely, the
series (29) converges absolutely for any of the semi-norms ∣ ⋅ ∣i,α to a unique limit. This limit is an
element of ♭E(Σ) which is functorial. In particular ΩΣ is invariant under braidings of all boundary
components.
Proof. As the convergence and functoriality under mapping classes that respect b1 can be adressed
as in Theorem 3.9, we focus on the justification – at each step of the induction – of the invariance
under the braiding of b1 with another component. We denote ΩΣ,b1 the right-hand side of (29), to
stress its potential dependence in the choice of the boundary component. As the result for connected
surfaces automatically implies the result for all surfaces, we assume in the rest of the proof that Σ is
connected. The result obviously holds when χΣ = −1.
Step 1. We first study the case of genus 0 with 4 boundaries, that is Σ = X. The functoriality
of the glueing morphisms imply that σb1,b2ΩX,b1 = ΩX,b2 . The BA relation therefore means that
ΩX,b1 = ΩX,b2 . So, ΩX ∶= ΩX,b1 is a well-defined, functorial assignment in E(X).
Step 2. We prove the result likewise for a surface  with genus 1 with 2 boundary components,
which we arbitrarily order (b1, b2). Applying (29) with chosen boundary component b1 yields
Ω,b1 ∶= ∑[P ]∈Pb2
,b1
ΘP (Bb1,b2P ,D−P ) + 12 ∑
c∈P∅
,b1
ΘP (Cb1P ,A−P )
and this is invariant under braidings σb1,b2 according to relation D.
Step 3. So far we have proved the result up to χΣ ≥ −2. Assume it holds for surfaces with Euler
characteristic larger than or equal to a χ0 ≤ −2, and consider Σ of Euler characteristic χ0 − 1.
If Σ has only 1 boundary component, then ΩΣ, defined by (29), does not depend on any choice,
and functoriality from the induction hypothesis, of the initial data and glueing maps imply that ΩΣ is
functorial for such surfaces. If Σ has n ≥ 2 boundary components, we order them arbitrarily (b1, . . . , bn)
and we shall prove invariance of ΩΣ,b1 under the braiding σb1,b2 . Let us compute ΩΣ,b1 from (29), i.e.
excise pair of pants P in all possible classes [P ] ∈ PΣ,b1 . We want to replace the contribution of some
of the connected components of Σ−P with the GR formula unambiguously defined from the previous
induction steps. We distinguish several cases in doing so.● When [P ] ∈ P∅Σ,b1 , (γ1P , γ2P ) are the connected components of the multicurve γP along which we
excised – they are ordered by our definition of excision in § 2.3. We denote by ΣP the connected
component of Σ − P , which contains b2 and Σ′P the other connected component of Σ − P . If
ΣP is a pair of pants bounded by γkP for some k ∈ {1,2}, b2 and another bi for i ≥ 3 we have
that ΩΣP = AΣP , and leave ΩΣ′P as it is. We denote by P∅;bi,kΣ,b1 the set of [P ]s leading to this
situation. We observe that the contributions for k = 1 and 2 from P∅;bi,kΣ,b1 are equal, since Cb1P
is invariant under braidings of its two last boundaries. The subset P∅;0Σ,b1 ⊂ P∅Σ,b1 will consist of
those [P ]s for which ΣP is not a pair of pants. For these we have that ΩΣP is given by the GR
formula (29) with b2 the chosen boundary, i.e. excise Q from Σ−P in all possible ways specified
by [Q] ∈ PΣ−P,b2 . If [Q] ∈ P∅Σ−P,b2 then it gives the contribution Cb2Q and if [Q] ∈ PbjΣ−P,b2 , for bj
a boundary component of Σ − P distinct from b2, we get Bb2,bjQ .● When c ∈ Pb2Σ,b1 , we have that ΩΣ−P is given by the GR formula (29) with γP as the chosen
boundary component. We are therefore excising a second time with all possible [Q] ∈ PΣ−P,γP .
If [Q] ∈ P∅Σ−P,γP , then we get a CγPQ , while if [Q] ∈ PbiΣ−P,γP for some i ≥ 3 we get a BγP ,biQ .
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● When c ∈ PbiΣ,b1 for i ≥ 3, we have that ΩΣ−P is given by the GR formula (29) with b2 the chosen
boundary component, i.e. perform a second excision specified by [Q] ∈ PΣ−P,b2 . If [Q] ∈ P∅Σ−P,b2 ,
we denote (γ1Q, γ2Q) the ordered connected components of the multicurve γQ, and we get a Cb2Q .
For [Q] ∈ PγPΣ−P,b2 , we get Bb2,γPQ . In the remaining cases, [Q] ∈ PbjΣ−P,b2 for some j ≥ 3 with j ≠ i,
we get a Bb2,bjQ .
Keeping in mind the constraint χΣ < −2, this list exhausts all possible situations, in particular this
process will not pull out contributions of a D. We also stress that Σ′ may be empty in some situations,
in which case we use Ω∅ = 1 ∈ K and the union axiom of § 3.1 for the emptyset. The result is
ΩΣ,b1= n∑
i=3 ∑c∈P∅;bi,1
Σ,b1
ΘP (Cb1P ,ASP ,ΩS′P )
+ ∑[P ]∈P∅;0
Σ,b1
∑[Q]∈P∅
Σ−P,b2
1
4
ΘP (Cb1P ,ΘQ(Cb2Q ,ΩΣ−P−Q)) + n∑
i=3 ∑[P ]∈P∅;0
Σ,b1
∑[Q]∈Pbi
Σ−P,b2
1
2
ΘP (Cb1P ,ΘQ(Bb2,biQ ,ΩΣ−P−Q))
+ ∑[P ]∈P∅;0
Σ,b1
{ ∑
[Q]∈Pγ1P
Σ−P,b2
1
2
ΘP (Cb1P ,ΘQ(Bb2,γ1PQ ,ΩΣ−P−Q)) + ∑[Q]∈Pγ2P
Σ−P,b2
1
2
ΘP (Cb1P ,ΘQ(Bb2,γ2PQ ,ΩΣ−P−Q))}
+ ∑[P ]∈Pb2
Σ,b1
{ ∑[Q]∈P∅
Σ−P,γP
1
2
ΘP (Bb1,b2P ,ΘQ(CγPQ ,ΩΣ−P−Q)) + n∑
i=3 ∑[Q]∈Pbi
Σ−P,γP
ΘP (Bb1,b2P ,ΘQ(BγP ,biQ ,ΩΣ−P−Q))}
+ n∑
i=3 ∑[P ]∈Pbi
Σ,b1
{ ∑[Q]∈P∅
Σ−P,b2
1
2
ΘP (Bb1,biP ,ΘQ(Cb2Q ,ΩΣ−P−Q)) + ∑[Q]∈PγP
Σ−P,b2
ΘP (Bb1,biP ,ΘQ(Bb2,γPQ ,ΩΣ−P−Q))
+∑
j≥3
j≠i
∑[Q]∈Pbj
Σ−P,b2
ΘP (Bb1,biP ,ΘQ(Bb2,bjQ ,ΩΣ−P−Q))}.
(30)
We have ten multisums on the right, which we will denote (Si)10i=1 respecting their order of appearance.
First we observe that S2 is a sum over the set of ([P ], [Q]) ∈ P∅Σ,b1 × P∅Σ,b2 , such that there exist
non-intersecting representatives γP and γQ associated to P and Q respectively and cutting along
γP ∪ γQ will not produce a component which is a pair of pants containing as boundaries b2 and some
other bi for some i ≥ 3. This sum is manifestly invariant under σb1,b2 . The same kind of argument
also applies to S10.
Inspection of S3+S8 reveals that the sum of these two terms must be invariant under σb1,b2 , since
we can use composition of glueings on one multicurve at a time.
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Figure 9: Geometric origin of the ten terms (respecting their order) in (30).
We now consider S9 +S7 +S1. First we invoke composition of glueing for the summands in S9
and S7, so as to reduce each summand to one glueing along one multicurve. If we now compare the
summands of S9, S7 and S1 with the three terms in the BB-CA relation, we find they match. We
now reorganise the three multisums of S9, S7 and S1, into a sum over all possible isotopy classes
of embeddings of a surface X of genus 0 and 4 boundary components, where three of its boundary
components go to b1, b2 and bi, for some fixed i ≥ 3, followed by a sum as in the BB-CA relation
locally in each of these embedded surfaces X. For each embedding of X we can now invoke the
BB-CA relation to conclude that all together S9 +S7 +S1 is invariant under σb1,b2 .
Finally, we consider S4+S5+S6. We reorganise these three sums to first be a sum over all isotopy
classes of embeddings of a surface X of genus zero and four boundary components, where two of its
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boundary components goes to b1, b2 and the other two are mapped to the interior of Σ, followed by a
sum as in the BC relation in each of these embedded surfaces X. Examining the summands of S4,S5
and S6 and using associativity of glueings, we observe that for each embedding of X, we can now
invoke the BC relation to conclude all together that S4 +S5 +S6 is invariant under σb1,b2 . ∎
Remark 5.5 It is easy to see that this proof is still valid if the BB-CA relation is replaced by the
relation
(σb1,b2−Id)⎛⎜⎜⎝ ∑[P ]∈Pb2Σ,b1 ΘP (B
b1,b2
P ,B
b3,γP
Σ−P ) + ∑[P ]∈Pb3
Σ,b1
ΘP (Bb1,b3P ,Bb2,γPΣ−P ) + ∑[P ]∈Pb4
Σ,b1
ΘP (Cb1P ,AΣ−P )⎞⎟⎟⎠ = 0
(31)
obtained by replacing BγP ,b3Σ−P by Bb3,γPΣ−P in the BB-CA relation. This correspond to choosing b3 instead
of γP as the reference boundary in the step 3 of the proof when [P ] ∈ Pb2Σ,b1 . By the induction hypothesis,
this choice does not affect the result.
5.3 Main properties
There is a forgetful functor B1 → Bs which reverses the orientation of the − boundary component and
is compatible with union and glueing morphisms. If Es ∶ Bs → C is a symmetric target theory, the
composition of this forgetful functor with Es gives a target theory E. If (A,B,C,D) is an Es-valued
admissible initial data and ΩsΣ the outcome of symmetric GR, then (A,B,C,D) can be considered
as an E-valued convergent initial data in the obvious way. And, for this convergent initial data, GR
generates ΩΣ = ΩsΣ, as the defining formula (8) is identical to (29). This little argument shows that
symmetric GR is a particular case of GR where the initial data satisfies extra relations. Therefore, all
the properties listed in § 3.5-3.6 also hold for symmetric GR.
5.4 Strict symmetric GR
One can also formulate a symmetric version of the strict GR. The category Bs is constructed in the
same way as B1, except that we replace pointed sets by sets. Strict symmetric target theories in this
context are functors e ∶ Bs Ð→ C satisfying axioms parallel to § 4.1.
Definition 5.6 Initial data for strict symmetric GR is a quadruple (A,B,C,D) where
A ∈ e(0,{1,2,3})S3 , B ∈ e(0,{1,2,3}), C ∈ e(0,{1,2,3})S{2,3} , D ∈ e(1,{1}).
We also require that the initial data satisfies the four relations below. The first three ones involve glue-
ing maps in (0,{1,2,3,4}), the last one glueing maps in (2,{1}), and σi,j stands for the transposition
of i and j. In these formulas, ⋆ stands for a distinguished element, a and b for extra elements, all
outside of the original set {1,2,3,4}.
BA relation.
(σ1,2 − Id)(θ(0,{⋆,3,4})(B,A) + θ(0,{⋆,2,4})(B,A) + θ(0,{⋆,2,3})(B,A)) = 0.
BB-AC relation.
(σ1,2 − Id)(θ(0,{⋆,3,4})(B,B) + θ(0,{⋆,2,4})(B,B) + θ(0,{⋆,2,3})(C,A)) = 0.
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BC relation.
(σ1,2 − Id)(θ(0,{⋆,3,4})(B,C) + θ(0,{⋆,2,4})(C,B) + θ(0,{⋆,2,3})(C,B)) = 0.
D relation. (σ1,2 − Id)(θ(1,{1})(B,D) + 12θ(0,{1,a,b})(C,A)) = 0.
Given a strict symmetric target theory and initial data, we define ws ∈ e(s) for any object s in Bs
by the same formulas as in Definition 4.3.
Proposition 5.7 For any stable (g, n), wg,n is a well-defined element of e(g, n)Sn . In other words,(g, n)↦ wg,n is a functorial assignment from Bs.
Proof. The proof uses the same recollection of terms as done in the proof of functoriality of the
symmetric GR in Theorem 5.4, with only (heavily simplifying) difference that the sums over homotopy
class is replaced by one of our (0,3)-glueing maps, as is already apparent in comparing the 4 relations
here to the 4 relations in § 5.1. ◻
As explained for GR/symmetric GR in § 5.3, strict symmetric GR inherits in the obvious way the
properties of strict GR described in Section 4.3, upon replacing everywhere pointed sets with sets.
6 Relation to topological recursion
This section gives examples of strict symmetric GR coming from the topological recursion (TR) and
its many variants. There is nothing really new here, but we include these examples for pedagogical
reasons. The most obvious class of example comes from two-dimensional topological quantum field
theories (TQFTs). We then include in this formalism the Kontsevich-Soibelman approach to topo-
logical recursion (KS-TR) [19, 5] based on algebraic structures called “quantum Airy structures”, and
review its relation with Eynard–Orantin topological recursion of [13] based on the geometry of spectral
curves.
The strict GR can be described in some sense as a (possibly non-symmetric) generalisation of the
TR of [13, 19], in which the complexity of the spaces e(g,{1, . . . , n}) increases when 2g−2+n increases.
This should be compared with Section 6.1-6.2, where these spaces do not depend on g. Adopting this
perspective, we may say in light of Corollary 4.6 that a natural transformation from a target theory to
a strict target theory maps GR to TR. The richer structure which appears in the construction of GR
due to infinite sums over homotopy class and mapping class group considerations is not seen at the
level of the corresponding TR, as everything has been incorporated into finitely many glueing maps
and the action of mapping class groups has been reduced to the action of permutation groups.
We nevertheless stress that target theories are allowed to contain much more information than their
strict counterpart. Indeed, they are functors from the category B1 which reflects (2 + 1)-dimensional
topology (surfaces and their mapping classes) while B1 only reflects the classification of 2-dimensional
compact orientable manifolds and therefore has a simple combinatorial structure. One can find many
examples of E(Σ) having a geometric meaning and carrying naturally non-trivial mapping class group
actions. The gain between GR and strict GR will become clear in Section 8 and onwards, where we
construct and use the first non-trivial examples of target theories based on Teichmüller spaces, and
provide examples of natural transformations from GR to strict GR (in application of Proposition 4.7)
by integration over moduli spaces.
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6.1 Example from 2d TQFTs
We consider 2d TQFTs in the category VectC of finite-dimensional complex vector spaces to illustrate
the idea – which is standard and elementary – but one may try to adapt a similar construction for
more fancy, higher-categorical notions of TQFTs.
A 2d TQFT is equivalent to the data of a unital Frobenius algebra A, i.e. an object in VectC
equipped with a pairing and a commutative associative product which is invariant for the pairing –
see e.g. [7, 1]. Using the pairing, we have canonical identifications between A and A∗, and therefore
distinguished elements
b† ∈ Hom(Sym2(A∗),C), µ ∈ Sym3(A∗),
representing the pairing and the product. The TQFT amplitudes are the element
Fg,n ∈ Hom(A⊗n,C)
defined for any (g, n) as follows. Take a pair of pants decomposition (P1, . . . , P2g−2+n) of a connected
surface of genus g with n boundaries, and form the tensor product
( 2g−2+n⊗
i=1 µ) ∈ (A∗)6g−6+3n.
Then, each time Pi has a common boundary component with Pj , we use the pairing to contract a copy
of A in the i-th factor together with a copy of A in the j-th factor. This makes a total of 3g − 3 + n
pairings, so we are left with an element of (A∗)⊗n = Hom(A⊗n,C) which is by definition Fg,n. The
axioms of a Frobenius algebra implies that the result is independent of the choice of a pair of pants
decomposition, and thus only depends on g and n, and is symmetric under permutation of the n
remaining factors of A.
Strict symmetric target theory. VectC is a rather simple full subcategory of our category C.
For each stable (g, n), we choose e(g, n) = Hom(A⊗n,C). The union map comes from the tensor
product (in this case the functor e is monoidal) and the morphisms are composition of tensors – using
as many times as necessary the canonical identification A ≅ A∗.
Initial data. We take A = B = C = µ representing the product. We also take D = ⟨H, ⋅⟩ where
H ∶= ∑i e2i in terms of an orthogonal basis (ei)i. The four relations characterising symmetric initial
data are satisfied because, in each of them, each of the three terms in the left-hand side are separately
symmetric under the permutation σ1,2 due to the properties of the product.
The amplitudes. With this initial data, it is easy to see that w1,1 = F1,1 =D, and to prove recursively
that, if one writes the wg,n as sum over the set Gg,n of fatgraphs described in Section 3.6, each term
uniquely defines a topological class of a pair of pants decomposition, and the value assigned to each
fatgraph is by construction the TQFT amplitude Fg,n – computed with the help of this pair of pants
decomposition. So, for any 2g − 2 + n > 0, the strict GR amplitudes are
wg,n = #Gg,n1 ⋅ Fg,n.
6.2 Example from quantum Airy structures
A larger class of examples of strict symmetric GR is provided by the approach of Kontsevich-Soibelman
approach to topological recursion [19, 5].
We first outline this theory. Let V be a vector space over C, which we here assume to be finite-
dimensional for simplicity. One can easily handle infinite-dimensionality if equipped with an increasing
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filtration by finite-dimensional subspaces. Let Wh̵V be the Weyl algebra of V , i.e. the unital algebra
generated over C[[h̵]] by T ∗V = V ⊕ V ∗ with relations
∀(v, λ) ∈ V × V ∗, [v, λ] = h̵ λ(v) ∈ C[[h̵]].
Definition 6.1 A quantum Airy structure is the data of a linear map L ∶ V → Wh̵V such that there
exists a basis (xi)i∈I of linear coordinates on V in which L takes the form
Li = h̵∂xi − ∑
a,b∈I ( 12Aia,bxaxb − h̵Bia,bxa∂xb − h̵22 Cia,b∂xa∂xb) − h̵Di ,
and satisfies the Lie algebra relations
∀(i, j) ∈ I2, [Li, Lj] =∑
a∈I h̵ f
a
i,j La (32)
for some scalars Aij,k = Aik,j, Bij,k, Cij,k = Cik,j, Di and fki,j = −fkj,i.
This notion is closely related to the quantization of Lagrangians in T ∗V which are tangent to the
zero section at 0 and defined by quadratic equations. The constraints (32) impose relations on the
coefficients of L.
Lemma 6.2 [5] Equation (32) is equivalent to the system of equations indexed by i, j, k, ` ∈ I
● Aij,k = Aji,k.● fki,j = Bij,k −Bji,k.● ∑a∈I Bij,aAak,` +Bik,aAja,` +Bi`,aAja,k = (i↔ j).● ∑a∈I Bij,aBak,` +Bik,aBja,` +Ci`,aAja,k = (i↔ j).● ∑a∈I Bij,aCak,` +Cik,aBja,` +Ci`,aBja,k = (i↔ j).● ∑a∈I Bij,aDa + 12 ∑a,b∈I Cia,bAja,b = (i↔ j). ∎
The third, fourth and fifth relation have the same index structure, and take the form of H-I-X
relations. This was explained from a Lie algebraic perspective in [5]. The structure of the axioms for
the initial data of the (strict) symmetric GR in Section 5 is modelled on these relations. In the non
strict case, it gives them geometric content as coming from different (homotopy class of) pair of pants
decompositions of a sphere with four boundaries.
We can also assemble the coefficients of a quantum Airy structure into tensors
A ∈ Hom(V ⊗3,C), B ∈ Hom(V ⊗ V,V ), C ∈ Hom(V,V ⊗ V ), D ∈ Hom(V,C),
and the relations in Lemma 6.2 are then tensorial relations, where the sum over intermediate indices
are replaced by composition of linear maps.
To any quantum Airy structure, one may associates amplitudes Fg,n ∈ Hom(V ⊗n,C) in the follow-
ing way.
36
Theorem 6.3 [19, 5] Let L be a quantum Airy structure. There exists a unique F ∈ h̵−1(SymV ∗)[[h̵]]
without constant term, which we can decompose into
F = ∑
g≥0
n≥1
h̵g−1
n!
Fg,n, Fg,n ∈ SymnV ∗ ,
and such that F0,1 = 0, F0,2 = 0 and
∀i ∈ I, Li ⋅ exp(F ) = 0.
In fact, Fg,n is uniquely determined by the initial data F0,3 = A and F1,1 = D, and a recursion on
2g − 2 + n > 0. If we denote (ei)i∈I the basis of V mentioned in Definition 6.1, and
Fg,n[i1, . . . , in] ∶= Fg,n(ei1 ⊗⋯⊗ ein),
this recursion takes the form
Fg,n[i1, . . . , in] = n∑
m=2∑a∈IBi1im,aFg,n−1[a, iJ2,nK∖{m}]
+ ∑
a,b∈I 12 C
i1
a,b(Fg−1,n+1[a, b, iJ2,nK] + ∑
J∪J ′={i2,...,in}
h+h′=g
Fg,1+#J[a, J]Fg′,1+#J ′[b, J ′]) .
(33)∎
Here exp(F ) is sometimes called the partition function or wave function, and this theorem characterises
it as the solution of differential constraints forming a Lie algebra. The only point which may not be
obvious is the existence of F – which amounts to prove symmetry of the Fg,n obtained by the recursion
(33). This theorem is proved by a general argument in [19], and by direct computation from Lemma 6.2
in [5].
Strict symmetric target theory. For any stable (g, n), we put e(g, n) = Hom(V ⊗n,C). The
union map is provided by the tensor product, and the glueing map by the composition of linear maps.
The amplitudes. The constraints on the tensors (A,B,C,D) described in Lemma 6.2 are exactly
the ones characterising symmetric initial data. This is in fact the reason why we have postulated
these relations in Definition 5.6, as well as their non-strict counterpart in Definition 5.2. The proof
of Theorem 5.4 (of which Proposition 5.7 was a direct consequence) follows the same scheme as the
proof of symmetry of Fg,n in [5], except that it incorporates homotopy class considerations (which are
absent in the strict version). Comparison of (33) with Definition 4.3 shows directly that Fg,n = wg,n.
Remark 6.4 The third constraint in Lemma 6.2 motivates the adoption of the BB-CA relation instead
of the relation (31) in the definition of symmetric initial data for GR. Indeed, only the BB-CA relation
implies this third constraint when we apply a natural transformation to a strict target theory.
6.3 Relation to Eynard–Orantin formalism
The original topological recursion of Eynard–Orantin [15] and all its variants formulated in terms of
spectral curves determine quantum Airy structures [19, 5] and therefore provide examples of strict sym-
metric GR. For later use in Section 10.3, we briefly describe this relation. Spectral curves (S,x, y, ω0,2)
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with simple ramification points provide examples of Airy structures on the vector space V = ζA[[ζ2]],
where A = ⊕r∈rC.er and r ⊂ S is the set of ramification points of x. We define a basis of V
ξ∗r,d(ζ) = ζ2d+1(2d + 1)! er, (d, r) ∈ N × r
We have T ∗V = A[ζ−2, ζ2]]dζ and we make it a symplectic vector space with the skew-symmetric
2-form ⟨f1, f2⟩ = Res
ζ=0 (f1∣∫ ζ f2)
A
where (⋅∣⋅)A is the symmetric pairing making (er)r∈r orthonormal. We already have an isotropic
subspace dV ⊂ T ∗V , and the data of ω0,2 specifies another isotropic subspace V ′ such that dV ⊕ V ′ =
T ∗V , as follows. We first define the basis of 1-forms on S indexed by d ≥ 0 and r ∈ r
dξˆr,d(z0) = Res
z=r (2d + 1)! dζ(z)ζ(z)2d+2 ∫ zr ω0,2(⋅, z0) (34)
where we use the local coordinate ζ(z) = √2(x(z) − x(r)) when z is in the neighborhood of r. The
Laurent expansion of dξˆr,d near z → r′ defines an element ξ(r′)r,d ∈ C[ζ−1, ζ1]dζ. We then set
ξr,d(ζ) = ∑
r′∈r
ξ
(r′)
r,d (ζ) − ξ(r′)r,d (−ζ)
2
er′ , V ′ ∶= spanC(ξr,d ∶ (d, r) ∈ N × r)
which indeed gives an isotropic subspace supplement to dV ⊂ T ∗V . The amplitudes Fg,n ∈ A⊗n of The-
orem 6.3 give the decomposition of the Eynard–Orantin multidifferentials ωg,n ∈H0(Sn,KS(∗r)⊠n)Sn
on the basis (34), that is for 2g − 2 + n > 0
ωg,n(z1, . . . , zn) = ∑
d1,...,dn≥0
r1,...,rn
Fg,n(ξ∗r1,d1 ⊗⋯⊗ ξ∗rn,dn)⊗ni=1 ξri,di(zi) (35)
and the sum truncates to d1 +⋯ + dn ≤ 3g − 3 + n.
7 Teichmüller theory background
7.1 Teichmüller spaces
Let Σ be a stable bordered surface. If we consider the space of smooth metrics modulo conformal
equivalence on Σ, we obtain a space of conformal classes of metrics on Σ, which is a Diff0(Σ, ∂Σ) fiber
bundle over Teichmüller space. Here Diff0(Σ, ∂Σ) is the group of diffeomorphisms of Σ, which are
isotopic to the identity relatively to the boundary (see e.g. [11]).
Then, TΣ is in bijection with the set of hyperbolic metrics on Σ, for which the boundaries are
geodesic, modulo diffeomorphisms which are isotopic to the identity relatively to the boundary. We
further recall that when Σ has type (g, n), TΣ is a smooth manifold of dimension 6g − 6 + 3n.
We denote T∂Σ = Rpi0(∂Σ)+ and p∂ ∶ TΣ → T∂Σ the perimeter map. We stress that R+ is the real
positive axis, excluding 0. If L is an assignment of positive real numbers to the boundary components
of Σ, we denote TΣ(L) = p−1∂ (L).
We can of course also describe the Teichmüller space in terms of complex structures on Σ, e.g. TΣ
is also the set of equivalence classes of diffeomorphisms µ from Σ to a bordered Riemann surface S. If
µi ∶ Σ → Si with i = 1,2 are two diffeomorphisms as above, we declare them equivalent if there exists
a biholomorphic map Φ ∶ S1 → S2, such that µ−12 ○Φ ○ µ1 is isotopic to the identity on Σ among such
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diffeomorphisms. When Σ is stable, the pure mapping class group Γ∂Σ acts on the Teichmüller spaces
TΣ and TΣ(L) properly discontinuously, possibly with finite stabilizers: the quotients are the moduli
spaces MΣ and MΣ(L).
7.2 Bounds on the number of multicurves
If σ is a hyperbolic metric on Σ and γ is a simple closed curve, there is a unique shortest geodesic in
the homotopy class of γ, and we denote `σ(γ) its length. The length of a multicurve is by definition
the sum of lengths of its components.
The length spectrum is the sequence (lσ,i)i≥1 of lengths of isotopy classes of simple closed curves
(which are not isotopic to the boundary) in Σ○, in weakly increasing order. The systole sysσ ∶= lσ,1 is
the shortest of these lengths. We will exploit the following result.
Lemma 7.1 Let ε ∈ (0,1). Let σ be a hyperbolic metric on a connected bordered surface Σ with
non-zero boundary lengths. For any t ∈ [0, `σ(∂Σ)) there exists another hyperbolic metric σ˜ on Σ such
that
● t = `σ˜(∂Σ) < `σ(∂Σ).
● lσ˜,i ≤ lσ,i for any i ≥ 1.
● if lσ,i < ε, then lσ˜,i = lσ,i.
● if lσ,i ≥ ε, then lσ˜,i ≥ ε.
Proof. We use a slight modification of the proof of [24, Theorem 3.3], which Hugo Parlier com-
municated to us. By the collar lemma, two simple closed geodesics of length ε ≤ 1 ≤ 2 ln(1 +√2)
cannot intersect. Let σ(0) be a hyperbolic metric on Σ. We introduce the set S0 of γ ∈ S○Σ such that
`σ(0)(γ) ≤ ε, and denote Σ0 ∶= Σ. We denote Σ′0 the surface obtained by cutting Σ0 along each of the
curves which belong to S0. We are going to construct for each t ∈ [0, `σ(∂Σ)] a finite set of simple
closed curves St and hyperbolic metric σ(t) on Σ such that
`σ(t)(∂Σ) = `σ(∂Σ) − t, ∀i ≥ 1, lσ(t),i ≤ lσ(0),i. (36)
In this process we will always denote Σ′t the surface Σt cut along the geodesics that represent the
elements of St. We start to decrease the length as in [24, Theorem 3.3.] on each boundary component
of the connected components of Σ′0 which do not belong to S0, so that the length spectrum of Σ0
decreases continuously. This defines a new hyperbolic metric σ(t) satisfying (36) for t ≥ 0 small
enough and we keep St ∶= S0. If for t ∈ [0, `σ(∂Σ)] all simple closed geodesics which are not in St
have σ(t)-length > ε, the algorithm terminates. Otherwise, there exists a minimal t∗ ∈ (0, `σ(0)(∂Σ))
such that some simple closed geodesic in Σ has σ(t∗)-length ε. We add all of those curves to St
(= S0 if t < t∗) to form an updated set St∗ . We then continue to decrease the length of the boundary
components of Σ′t which are not elements of St, continuously decreasing the σ(t)-length spectrum,
and repeat our update each time we meet simple closed geodesics of σ(t)-length exactly ε. For any
t, the curves collected in St cannot intersect due to the previous observation, and there are at most
3g−3+n non-intersecting simple closed geodesics in the interior of a surface of genus g with n boundary
components. Therefore, #St ≤ 3g − 3 + n for any t, and S can only be updated finitely many times.
The construction makes sure that for all t, the two last requirements hold, while (36) meets the two
first requirements. ◻
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We will need a well-known estimate on the number of multicurves of bounded length, which we
can make uniform in the boundary length using the previous lemma. We also state a similar estimate
for multicurves not intersecting a given one, which will be used in Section 8.2.
Theorem 7.2 Let Σ be a surface of type (g, n) and µ a fixed primitive multicurve in Σ with k
components. For any ε ∈ (0,1), there exists Nε > 0 depending only on (g, n, ε) such that, for any
σ ∈ TΣ and L > 0
#{c ∈MΣ ∣ `σ(c) ≤ L and c ∩ µ = ∅} ≤ NεL6g−6+2(n−k) ∏
γ∈S○Σµ
`σ(γ)≤ε
1
`σ(γ)
In particular, if µ = ∅ and sysσ ≥ ε, the right-hand side is equal to NεL6g−6+2n.
Proof. We first assume µ = ∅. We start from the result of Mirzakhani [22, Proposition 3.6] stating
that, if (Σ, σ˜) only has punctures (i.e. boundaries of length 0), for any ε ∈ (0,1), there exists a constant
N ′ε > 0 depending only on (ε, g, n) such that
#{c ∈MΣ ∣ `σ˜(c) ≤ L} ≤ N ′εL6g−6+2n ∏
γ∈SΣ
`σ˜(γ)≤ε
1
`σ˜(γ) (37)
If σ is a hyperbolic metric on Σ with non-zero boundary lengths, Theorem 7.1 provides us with σ˜
having punctures, such that li,σ˜ ≤ li,σ for any i ≥ 1, and
∏
γ∈S○Σ
`σ˜(γ)≤ε
`σ˜(γ) ≥ ε3g−3+n ∏
γ∈S○Σ
`σ(γ)≤ε
`σ(γ)
The prefactor of ε represent the short curves with respect to σ˜ which were not short for σ: by design
they cannot have length shorter than ε and there cannot be more than 3g − 3 + n of them. Therefore
#{c ∈MΣ ∣ `σ(c) ≤ L} ≤ NεL6g−6+2n ∏
γ∈SΣ
`σ(γ)≤ε
1
`σ(γ)
for another constant Nε depending only on (ε, g, n). When µ ≠ ∅, we apply this result for Σµ to
conclude. ◻
7.3 Bounds on the number of small pairs of pants
Definition 7.3 Given a connected Σ in B1, we say that [P ] ∈ PΣ is (the homotopy class of) a σ-small
pair of pants if
`σ(∂P ∩Σ○) ≤ `σ(∂P ∩ ∂Σ)
In other words, if [P ] ∈ PbΣ for some b ∈ pi0(∂+Σ), this means `σ(γP ) ≤ `σ(b1)+`σ(b), while if [P ] ∈ P∅Σ
this means `σ(γ1P ) + `σ(γ2P ) ≤ `σ(b1).
In this paragraph we prove a finiteness result for small pairs of pants.
Proposition 7.4 For any ε ∈ (0,1) and σ ∈ TΣ such that sysσ ≥ ε, the number of σ-small pairs of
pants in a surface Σ of type (g, n) with respect to σ is upper bounded by a constant Qg,n,ε > 0.
The proof, to which Parlier contributed, relies on the following lemma which provides a uniform
estimate on the number of closed curves, and is a variant of [10, Lemma 6.6.4] proved in [25, Lemma
2.4].
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Lemma 7.5 Let (Σ, σ) be a hyperbolic surface of genus g ≥ 2 without boundaries. The number of
primitive closed geodesics of length smaller than L > 0 is bounded by (g − 1)eL+6. ∎
Proof of Proposition 7.4. Let us fix σ ∈ TΣ. For each [P ] ∈ PΣ, there is a unique representative
of [P ] embedded with geodesic boundaries in Σ of respective lengths L1, L2, L3. This hyperbolic pair
of pants can be obtained by glueing two hyperbolic right-angled hexagons, whose boundary arcs have
successive lengths (L1/2, d1,2, L2/2, d2,3, L3/2, d1,3), with separate identification of the second, fourth
and sixth boundary arcs – which are called “seams”. Then di,j is the distance between the i-th and
j-th boundaries in P .
Fix b ∈ pi0(∂+Σ). For [P ] ∈ PbΣ, the ordering of boundary components of P is such that L1 = `σ(b1),
L2 = `σ(b) and L3 = `σ(γP ). We recall from Section 2.3 that [P ] is uniquely determined by the free
homotopy class (in Σ) of the seam cP between b1 and b (that is, between the first and the second
boundary of P ), which has length d1,2. Hyperbolic trigonometry (see e.g. [10]) gives
cosh(d1,2) = cosh(L3/2) + cosh(L1/2)cosh(L2/2)
sinh(L1/2)sinh(L2/2) (38)
Let us fix ε < 1 and assume L1, L2 ≥ ε. Using the elementary bounds
1
2
ex ≤ cosh(x) ≤ ex x ≥ 0
sinh(x/2) ≥ ε
2
ex/2 x ≥ ε
cotanh(x) ≤ 2
ε
x ≥ ε
we deduce that
ed1,2
2
≤ 1 + e(L3−L2−L1)/2(ε/2)2
For σ-small pairs of pants, we have L3 ≤ L2 +L1 hence
d1,2 ≤ 2 ln(4/ε).
By considering the image of cP in the double of Σ, which is a closed surface of genus gd = 2g + n − 1,
the subset of σ-small pairs of pants in PbΣ injects into the set of primitive closed geodesics of length
bounded by 4 ln(4/ε). Therefore, there are less than (2g−2+n)e6(4/ε)4 σ-small pairs of pants of this
type. This is a fortiori true assuming sysσ ≥ ε.
For [P ] ∈ P∅Σ, the ordering of the boundary is such that L1 = `σ(b1), L2 = `σ(γ1P ) and L3 = `σ(γ2P ).
Likewise, [P ] is uniquely determined by the free homotopy class (in Σ) of the curve cP that starts
from b1, travel in the first hexagon to reach the seam in between γ1P and γ
2
P (the second and third
boundaries in P ) and comes back to b1 through the second hexagon. By hyperbolic trigonometry in
one of the pentagon cut out by cP in the first hexagon, we have
cosh(`σ(cP )/2) = sinh(d1,2)sinh(L2/2)
= √sinh2(L1/2) + cosh2(L3/2) + cosh2(L2/2) + 2 cosh(L1/2)cosh(L2/2)cosh(L3/2)
sinh(L1/2)
With elementary bounds we get under the assumption L1 ≥ ε
e`σ(cP )
4
≤ 1 + eL3−L1 + eL2−L1 + 2 e(L3+L2−L1)/2(ε/2)2
For σ-small pairs of pants, we have L2 +L3 ≤ L1 and a fortiori L3 ≤ L1 and L2 ≤ L1. Since 1 < 4/ε, we
obtain
`σ(cP ) ≤ ln(128/ε2).
Repeating the previous argument we deduce that there are less than (2g − 2 + n)e6(128/ε2)2 σ-small
pairs of pants in P∅Σ whenever `σ(b1) ≥ ε, and a fortiori when sysσ ≥ ε. ◻
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7.4 Comparing different hyperbolic metrics
If Σ does not have boundaries, the Teichmüller distance dT makes TΣ a complete metric space. We
can use dT to compare lengths of curves with respect to different metrics on Σ, due to the following
result of Wolpert.
Theorem 7.6 [28, Lemma 3.1]. Let Σ be a surface without boundaries, and γ a non-null homotopic
simple closed curve. Then for any two hyperbolic metrics σ,σ′ on Σ
e−2dT (σ,σ′) ≤ `σ′(γ)
`σ(γ) ≤ e2dT (σ,σ′) ∎
The result is also true if Σ has boundaries, provided we use the Teichmüller distance on TΣd , where
recall that Σd is the surface without boundary obtained by doubling Σ along ∂Σ.
Remark 7.7 If ϕ ∶ Σ → Σ′ is a morphism between surfaces in B, then ϕ induces a continuous map
TΣ → TΣ′ which is an isometry for the respective Teichmüller distances.
8 Functions on Teichmüller space
The first non-trivial example of target theories comes from spaces of functions on Teichmüller spaces.
If X is a topological space, F (X) denotes either the space RX of all functions, or the space Mes(X)
of all measurable functions, or the space C 0(X) of all continuous functions.
8.1 Target theory and geometric recursion
If ε > 0, we denote
TεΣ = {σ ∈ TΣ ∣ ∀γ ∈ SΣ `σ(γ) ≥ ε}
the ε-thick part of the Teichmüller space. In other words, σ belongs to the ε-thick part if the systole
and the length of each boundary component are bounded below by ε.
Vector spaces and topology – We take IΣ = (0,1) and for any ε ∈ (0,1), we let Eε(Σ) =F (TεΣ).
If σ ∈ TεΣ, we set
Fε,σ = {σ′ ∈ TεΣ ∶ sup
γ∈SΣ ∣ ln `σ′(γ)`σ(γ) ∣ ≤ 2} (39)
By Theorem 7.6, Fε,σ contains the ball of radius 1 centered at σ for the Teichmüller distance. We
equip Eε(Σ) with the semi-norms indexed by A εΣ = TεΣ with∣f ∣ε,σ = sup
σ′∈Fε,σ ∣f(σ′)∣ (40)
This makes Eε(Σ) a locally convex, complete Hausdorff topological vector space which is functorial
in Σ. The projective limit of these spaces is E(Σ) = F (TΣ). Since any compact can be covered by
finitely many balls of radius 1 for the Teichmüller distance, the topology on E(Σ) is the topology of
convergence on any compact, and the map %ε ∶ E(Σ)→ Eε(Σ) consists in restricting the domain of a
function on Teichmüller space to the ε-thick part.
Union morphisms – Using the canonical homeomorphism TΣ1∪Σ2 ≅ TΣ1 × TΣ2 , we define the union
morphism for fi ∈ E(Σi) and (σ1, σ2) ∈ TΣ1∪Σ2 by(f1 ⊔ f2)(σ1, σ2) = f1(σ1)f2(σ2)
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Glueing morphisms – If [P ] ∈ PΣ and σ ∈ TΣ, there is a unique representative f ∶ P → Σ of [P ]
such that f(P ) has geodesic boundaries with respect to σ. We denote σ∣P and σ∣Σ−P the restriction
of the hyperbolic metric σ to f(P ) and Σ ∖ f(P ), which are indeed hyperbolic metrics for which the
boundary components of the two subsurfaces are geodesic. We take as the glueing of f1 ∈ E(Σ) and
f2 ∈ E(Σ − P ) evaluated at σ ∈ TΣ
ΘP (f1, f2)(σ) = f1(σ∣P )f2(σ∣Σ−P )
Lemma 8.1 ⊔ and ΘP are bilinear morphisms in the category Pro-V.
Proof. As the case of ⊔ follows similar steps but is simpler, we only discuss the glueing morphism.
Due to the inclusion SP ∪ SΣ−P ⊆ SΣ, we know that if ε ∈ (0,1) and σ is in the ε-thick part of TΣ,
the restrictions σ∣P and σ∣Σ−P are also in the ε-thick part of their respective Teichmüller spaces. We
can therefore take hε = (ε, ε) in the definition 3.3 of bilinear morphisms and it suffices to check the
continuity of the map
Θε,ε,εP ∶ Eε(P ) ×Eε(Σ − P )→ Eε(Σ).
If σ ∈ A εΣ , we note that that the image of Fε,σ via the restriction maps qP ∶ TΣ → TP and qΣ−P ∶ TΣ →
TΣ−P are respectively included in Fε,σ∣P and Fε,σ∣Σ−P . Therefore∣Θε,ε,εP (f1, f2)∣ε,σ ≤ ∣f1∣ε,σ∣P ∣f2∣ε,σ∣Σ−P
which ensures continuity. ◻
So far, we have obtained a pre-target theory. We use the hyperbolic length to induce length
functions turning it into a target theory.
Length functions – For any ε ∈ (0,1) and σ ∈ A εΣ , we let
lε,σ(γ) = `σ(γ) (41)
As a direct consequence of Theorem 7.2 and Proposition 7.4, we have
Lemma 8.2 The length functions satisfy the polynomial growth, the small pair of pants and the
restriction axioms of Section 3.2, and turn E(Σ) =F (TΣ) into a target theory. ∎
Initial data and admissibility – An initial data for this target theory amounts to a quadruple(A,B,C,D) where A,B,C ∈F (TP ) ≅F (R3+) such that
X(L1, L2, L3) =X(L1, L3, L2), X ∈ {A,C}
and DT ∈F (TT ) is a functorial assignment for tori T with one boundary component. By construction
of our seminorms (39)-(40), the condition of admissibility amounts to requiring, for any ε > 0, the
existence of t ≥ 0 such that for all s ≥ 0, there exists Mε,s > 0 for which, for any L1, L2, L3, `, `′ ≥ ε and
σ ∈ TεT ∣A(L1, L2, L3)∣ ≤Mε,0 (1 +L1)t(1 +L2)t(1 +L3)t
∣B(L1, L2, `)∣ ≤Mε,s ((1 +L1)t(1 +L2)t(1 + [L1 +L2 − `]+)s
∣C(L1, `, `′)∣ ≤Mε,s (1 +L1)t(1 + [L1 − ` − `′]+)s∣DT (σ)∣ ≤Mε,0 (1 + `σ(∂T ))t
(42)
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Geometric recursion – Let us specialize our main result in this context. We seek to define a
functorial assignment Σ ↦ ΩΣ ∈ F (TΣ) for any object Σ in B1. For pairs of pants P and tori with
one boundary component T
ΩP (σ) = A(⃗`σ(∂P )), ΩT =DT
where ⃗`σ(∂P ) is the triple of boundary lengths of P in which ∂−P appears first. For disconnected
surfaces
ΩΣ1∪⋯∪Σk(σ1, . . . , σk) = k∏
i=1 ΩΣi(σi)
For connected surfaces Σ with χΣ ≤ −2
ΩΣ(σ) = ∑
b∈pi0(∂+Σ) ∑[P ]∈PbΣB(⃗`σ(∂P ))ΩΣ−P (σ∣Σ−P ) + 12 ∑[P ]∈P∅ΣC(⃗`σ(∂P ))ΩΣ−P (σ∣Σ−P ) (43)
where ⃗`σ(∂P ) is the ordered triple of boundary lengths of P . Theorem 3.9 specializes to
Corollary 8.3 If (A,B,C,D) is an admissible initial data in the above sense, Σ ↦ ΩΣ is a well-
defined functorial assignment. More precisely, the series (43) converge absolutely and uniformly on
any compact of TΣ, and there exists u ≥ 0 depending only on the topological type of Σ, such that for
any ε > 0, we have a constant Kε > 0 depending only on ε and the topological type of Σ such that
∀σ ∈ TεΣ ∣ΩΣ(σ)∣ ≤Kε ∏
b∈pi0(∂Σ)(1 + `σ(b))u (44)∎
This result can be proved in a slightly simpler way than the general Theorem 3.9. As the strategy
to prove it in fact inspired the general scheme of target theories and Theorem 3.9, it is worth recalling
the main steps. The idea is to first prove absolute convergence of the series pointwise in Teichmüller
space. First, we split off the sum (43) the contribution of the small pairs of pants over small pairs of
pants, which are finitely many due to Proposition 7.4. For the remaining sum we know by Theorem 7.2
there exists O(λd) terms for which the hyperbolic lengths of curves along which we cut is ≤ λ, for
some d > 0. Since B and C decay faster than any power law with respect to the lengths of curves
along which we cut, we have a uniform control for ΩΣ−P by induction hypothesis, we obtain absolute
convergence of the series. As the estimate is uniform for σ in any given compact (to see this we use
Theorem 7.6), we deduce uniform convergence of the GR series on any compact. One can bound the
absolute value of the series by a constant depending only on the systole (due to Theorem 7.2) and
the boundary lengths, and it is important in the proof to make sure that the bound (44) is stable by
induction.
8.2 Strong admissibility and behavior at the boundary
We analyse the behaviour of GR amplitudes ΩΣ(σ) when σ approaches the boundary of TΣ, i.e. when
some curves are pinched. For this we need to assume some uniform control of the initial data over TΣ.
We first show it results in a uniform control of the GR amplitudes over TΣ. If ε ∈ (0,1), we denote
S○,εΣ,σ ∶= {γ ∈ S○Σ ∣ `σ(γ) ≤ ε}
Notice that the curves in this set cannot intersect, in particular this set is finite.
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Definition 8.4 We say that initial data (A,B,C,D) are strongly admissible if there exists t ≥ 0,
η ∈ [0,2) and for any s ≥ 0, there exists Ms > 0 for which for any L1, L2, L3, `, `′ > 0, we have
∣A(L1, L2, L3)∣ ≤M0 (1 +L1)t(1 +L2)t(1 +L3)t
∣B(L1, L2, `)∣ ≤Ms (1 +L1)t(1 +L2)t
`η(1 + [` −L1 −L2]+)s
∣C(L1, `, `′)∣ ≤Ms (1 +L1)t(``′)η(1 + [` + `′ −L1]+)s
(45)
and there exists u1,1 ≥ 0, η′ ∈ [0,2) such that for any ε ∈ (0,1), there exists K1,1,ε > 0 for which for
any L1 > 0, we have ∣DT (σ)∣ ≤K1,1,ε (1 + `σ(∂T ))u1,1∏γ∈S○,ε
T,σ
(`σ(γ))η′ (46)
We notice that either S○,εT,σ is empty or contains a single curve.
Under certain conditions, we can specify D from the data of C.
Lemma 8.5 If C satisfies the relevant condition in (45) with η = 0, then setting
DT (σ) ∶= ∑
γ∈S○
T
C(`σ(∂T ), `σ(γ), `σ(γ)) (47)
yields a well-defined ΓT -invariant function on TT which satisfies (46) with η′ = 1.
Proof. Let L1 = `σ(∂T ). We write for any s > 0
∣DT (σ)∣ ≤M0 (1 +L1)t ⋅#{γ ∈ S○T ∣ `σ(γ) ≤ 2L1}
+Ms ∑
L∈L1/2+N/2
(1 +L1)t ⋅#{γ ∈ S○T ∣ L ≤ `σ(γ) < L + 1/2}(1 + 2L −L1)s (48)
With Theorem 7.2 for µ = ∅, we deduce
∣DT (σ)∣ ≤ Nε (1 +L1)t∏γ∈S○,ε
T,σ
`σ(γ){M0 (1 +L1)t (2L1)2 + ∑L>0Ms (L1 +L)
2
4Ls
} (49)
Choosing s = 4 makes the right-hand side of (49) convergent and we deduce the claimed bound. In
particular, the series (47) is absolutely convergent on any compact of TT . ◻
Later, when we will say that (A,B,C) is a strongly admissible initial data, it will be implicit that
we choose D equal to (47). Lemma 8.5 shows that this choice indeed makes (A,B,C,D) a strongly
admissible initial data in the sense of Definition 8.4.
Lemma 8.6 Let (A,B,C,D) be a strongly admissible initial data with η = 0 and η′ = 1. Then, for
any Σ in B1 and ε ∈ (0,1), there exists u ≥ 0 depending only on the topological type of Σ and Kε > 0
depending only on ε and the topological type of Σ, such that for any σ ∈ TΣ
∣ΩΣ(σ)∣ ≤Kε ∏b∈pi0(∂Σ)(1 + `σ(b))u∏γ∈S○,ε
Σ,σ
`σ(γ)
Proof. It is enough to prove the result for connected Σ. The case of pairs of pants and tori with
one boundary component is clear from the A and D bounds. In general, consider Σ an object of B1
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of type (g, n) with 2g − 2 + n ≥ 2, and assume the result holds for all surfaces of Euler characteristic< 2 − 2g − n. By the GR formula (43), we have for σ ∈ TΣ
∣ΩΣ(σ)∣ ≤ ∑[P ]∈PΣ ∣XP (⃗`σ(∂P ))∣ ∣ΩΣ−P (σ∣Σ−P )∣
for XP which is equal to B or C depending on the type of [P ]. We will analyse separately various
contributions to this sum.
We first remark for any [P ] ∈ PΣ, we can write
∣ΩΣ−P (σ∣Σ−P )∣ ≤K ′ε∏β∈pi0(∂(Σ−P ))(1 + `σ(β))u′∏γ∈S○,ε
Σ−P,σ∣Σ−P `σ(γ) (50)
where we can choose constants u′ ≥ 0 depending only on the topological type of Σ, and K ′ε depending
only on ε ∈ (0,1) and the topological type of Σ.
S○,ε
Σ−P,σ∣Σ−P ⊆ S○,εΣ,σ
If µ is a subset of S○,εΣ,σ and S ⊆ S○Σ, we denote S[µ] the set of γ ∈ S that do not intersect µ. Since
simple curves of length ≤ ε ≤ 1 cannot intersect, we have a disjoint union
S○,εΣ,σ = µ ∪ S○,εΣ,σ[µ] (51)
Likewise, if Q ⊆ PΣ, we denote Q[µ] the set of [P ] ∈ Q such that µ ⊂ (Σ − P ). Since
PΣ = ⋃
µ⊆S○,ε
Σ,σ
PΣ[µ]
where the union may not be disjoint, and #S○,εΣ,σ ≤ 3g − 3 + n, it is enough to control the sums over[P ] ∈ PΣ[µ]. The map [P ] ↦ ∂P ∩ Σ○ sends PΣ[µ] to the set of multicurves that do not intersect
µ and has fibers of cardinality at most 2. We can then use Theorem 7.2 to estimate the number of
such multicurves with bounded length. This will be used several times in the following inequalities,
together with the induction hypothesis (50) and the assumptions on B and C.
If b ∈ pi0(∂+Σ), decomposing the sum over [P ] ∈ PbΣ[µ] into small or non-small pairs of pants, we
obtain for any s > 0
∑[P ]∈Pb
Σ
[µ] ∣B(`σ(b1), `σ(b), `σ(γP ))∣ ∣ΩΣ−P (σ∣Σ−P )∣
≤ 2K ′ε ∏
β∈pi0(∂Σ)
β≠b1,b
(1 + `σ(β))u′ ∏
γ∈µ
1
`σ(γ) ⋅ (1 + `σ(b1))t(1 + `σ(b))t ⋅ Ng,n,ε∏γ∈S○,ε
Σ,σ
[µ] `σ(γ)
⋅Ms{(`σ(b1) + `σ(b))6g−6+2n(1 + `σ(b1) + `σ(b))u′ + ∑
L∈`σ(b1)+`σ(b)+N
(L + 1)6g−6+2n(L + 2)u′(1 + [L − `σ(b1) − `σ(b)]+)s}
(52)
By (51), we recognize the inverse product of `σ(γ) over all γ ∈ S○,εΣ,σ. Choosing a value s >(6g − 6 + 2n + u′) + 1 makes the sum over L convergent and the right-hand side of (52) is bounded by
K ′′ε ∏β∈pi0(∂Σ)(1 + `σ(β))u∏γ∈S○,ε
Σ,σ
`σ(γ) (53)
for u = u′ + t + (6g − 6 + 2n) and some K ′′ε > 0 which only depends on (g, n, ε). A similar argument
leads to bound the sum over [P ] ∈ P∅Σ[µ] by (53) for a perhaps larger constant Kε. Then, summing
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over all subsets µ ⊆ S○,µΣ,σ we get that ∣ΩΣ(σ)∣ is bounded by (53) for a perhaps larger constant Kε.
This completes the proof by induction. ◻
We would like to isolate the dominant contribution of the GR sums when some curves are pinched.
As we mainly want to illustrate the mechanism, we will impose stronger assumptions on the initial
data that facilitate the analysis. First, we will consider that D comes from a C as in (47). If it was
not the case, we could easily extend our analysis by adopting a suitable assumption for D. Let us
introduce a notation for the set of ordered pairs of pants decomposition that appear by unfolding the
GR sum. More precisely, we introduce the functorial assignment Σ z→ QΣ from B1 to the category
of countable sets that is uniquely defined by the following properties
● QP = {P} and QT is the set of oriented simple closed curves in T ○.
● disjoint unions of surfaces are sent to cartesian products of sets.
● if Σ is connected with Euler characteristic ≤ −2, we have
QΣ = ⊔[P ]∈PΣQΣ−P .
Any element Q ∈ QΣ determines
● a decomposition (Q1, . . . ,Q3g−3+n) of Σ into pairs of pants with ordered boundary components.
● a primitive multicurve cQ with ordered components, consisting of the boundary components of
the Qis that are not boundary components of Σ, with their order prescribed by their apparition
in the recursive construction of Q.
● a type map X ∶{1, . . . ,3g − 3 + n}→ {A,B, 1
2
C}.
and the GR formula can be rewritten
ΩΣ(σ) = ∑
Q∈QΣ
3g−3+n∏
i=1 Xi(σ∣Qi). (54)
If µ ∈M ′Σ we denote QΣ[µ] the set of Q ∈ QΣ such that µ does not intersect cQ, which is tantamount
to saying that µ ⊆ cQ.
Proposition 8.7 Let (A,B,C,D) be initial data and ℸ ∶ R≥0 → R+ be a decreasing function such that
ℸ(x + y) ≤ ℸ(x)ℸ(y), ℸ(1) < 1. (55)
We assume there exists t,M ≥ 0 such that, for any L1, L2, L3, `, `′ > 0∣A(L1, L2, L3)∣ ≤M (1 +L1)t(1 +L2)t(1 +L3)t,∣B(L1, L2, `)∣ ≤M (1 +L1)t(1 +L2)t ℸ(`),∣C(L1, `, `′)∣ ≤M (1 +L1)t ℸ(`)ℸ(`′), (56)
and that D is specified by (47). Let Σ be an object of type (g, n) in B1, µ be a primitive multicurve
in Σ and introduce
Ω
[µ]
Σ (σ) = ∑
Q∈QΣ[µ]
3g−3+n∏
i=1 Xi(σ∣Qi).
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Let ε ∈ (0,1). There exists u ≥ 0 depending only on (g, n) and Kε > 0 depending only on (ε, g, n) such
that, for any σ ∈ TΣ such that all simple simple closed curves in Σ○ with length ≤ ε must be components
of µ, we have ∣Ω[µ]Σ (σ)∣ ≤Kε ∏
b∈pi0(∂Σ)(1 + `σ(b))u, (57)
and
∣ΩΣ(σ)−Ω[µ]Σ (σ)∣ ≤Kε ∏
b∈pi0(Σ)(1+`σ(b))u ⋅{ ∑ν⊂µ ∏m∈pi0(µ−ν) ℸ
4( ln(1/`σ(m)))
`σ(m) (1+4 ln(1/`σ(m)))6g−6+2n}.
(58)
Equation (55) in particular implies that ℸ(l) is bounded for l ≥ 0, and if ℸ < e−1/4, then
∀s ≥ 0 lim
l→0
ℸ4( ln(4/ ln(l)))
l
lns(1/l) = 0,
so the error bound in (58) tends to 0 when `σ(µ)→ 0.
When µ has 3g − 3+n components, it determines a pair of pants decomposition and Ω(µ)Σ contains
only finitely many terms of (54), which can only differ by the ordering of the pairs of pants in this
decomposition and the ordering of their boundary components – these orderings are determining the
type (A,B,C) of each factor. In the situation of Proposition 8.7, one can therefore consider that GR
designs a mapping class group invariant function globally defined on TΣ and with prescribed asymp-
totic behavior specified by the functions (A,B,C) when a maximal number of curves are pinched.
Proof of Proposition 8.7. For each Q ∈ QΣ, the corresponding term in (54) is a function of
the lengths of the boundary components of Q1, . . . ,Q3g−3+n, which is bounded by the product of
polynomials factors and ℸ factors. We observe that each component δ of cQ bounds at most two pairs
of pants Qi and Qj for some i, j ∈ {1, . . . ,3g − 3 + n}. If i = j, then the length of δ only appears in a
factor C(`σ(δ′), `σ(δ), `σ(δ)) for some other δ′, and its absolute value is bounded by
M (1 + `σ(δ′))t ℸ(`σ(δ))2 ≤M ℸ(0) (1 + `σ(δ′))t ℸ(`σ(δ)).
If i ≠ j, we can always assume i < j, and `σ(δ) appears only as a variable of Xi resulting into a factor
of ℸ(`σ(δ)) in the upper bound, and as a variable of Xj resulting into a factor (1 + `σ(δ))t in the
upper bound. As a result, we have
∣ 3g−3+n∏
i=1 Xi(σ∣Qi)∣ ≤M ′ ∏b∈pi0(∂Σ)(1 + `σ(b))t ∏δ∈pi0(cQ)(1 + `σ(δ))t ℸ(`σ(δ)) (59)
for some constant M ′ > 0 depending only on g and n.
Let ν ⊆ µ. If Q ∈ QΣ[ν], we consider the multicurve c′Q[ν] = ∑δ∈pi0(cQ∖ν) δ. It must intersect each
component of µ ∖ ν at least twice. More precisely, if δ ∈ pi0(c′Q[ν]) and m ∈ pi0(µ ∖ ν) we denote Iδ,m
the number of intersections of δ and m, and the aforementioned constraint means that
∑
δ∈pi0(c′Q[ν]) Iδ,m ≥ 2. (60)
By the collar lemma we must have for any δ ∈ pi0(c′Q[ν]) the upper bound
`σ(δ) ≥ ∑
m∈pi0(µ−ν) Iδ,mw(`σ(m)), w(l) = 2 arcsinh( 1sinh(l/2)).
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We have w(l) ≥ 2 ln(4/l) for all l > 0. In particular
`σ(δ) ≥ Λσ,δ ∶= ∑
m∈pi0(µ∖ν)2 Iδ,m ln(4/`σ(m)),
and
`σ(c′Q[ν]) ≥ Λσ[ν] ∶= ∑
m∈pi0(µ∖ν)4 ln(4/`σ(m)).
Let k = #pi0(ν) and d′ = 3g − 3 + n − k. We have
∣ ∑
Q∈QΣ[ν]
3g−3+n∏
i=1 Xi(σ∣Qi)∣ ≤M ′ 2kt ∏b∈pi0(∂Σ)(1 + `σ(b))t ∑L1,...,Ld′≥0
δ1,...,δd′
Li≤`σ(δi)−Λσ,δi<Li+1
d′∏
i=1(2 +Λσ,δi +Li)t ℸ(Λσ,δi +Li),
where we sum over multicurves δ with ordered boundary components δ1, . . . , δk which do not intersect
ν. The prefactor 2kt comes from the polynomial factor in (59) and the fact that components of ν ⊆ µ
have length ≤ ε ≤ 1. We then use the sub-exponentiality of ℸ and (60), and Theorem 7.2 to estimate
the number of multicurves of length ≤ ∑d′i=1(1+Li+Λσ[ν]), noticing that the ordering of the multicurve
only contribute to an extra factor that depends only on (g, n). The result is an upper bound of the
form
∣ ∑
Q∈QΣ[ν]
3g−3+n∏
i=1 Xi(σ∣Qi)∣ ≤M ′′Nε ∏b∈pi0(∂Σ)(1 + `σ(b))t ∏m∈pi0(µ∖ν) ℸ
4( ln(4/`σ(m)))
`σ(m)
⋅ { ∑
L1,...,Ld′≥0
d′∏
i=1ℸ(Li)(2 +Li +Λσ[ν])t( d
′∑
i=1(Λσ[ν] + 1 +Li))6g−6+2n}
for some constant M ′′ depending only on (g, n). We observe that, since the subexponentiality and
the condition ℸ(1) < 1 implies that for any s ≥ 0
∑
L>0ℸ(L)Ls ≤ ∑L>0ℸ(1)LLs < +∞.
Hence, using that ℸ is decreasing to replace 4/`σ(m) by 1/`σ(m),
∣ ∑
Q∈QΣ[ν]
3g−3+n∏
i=1 Xi(σ∣Qi)∣ ≤Kε (1 +Λσ[ν])6g−6+2n ∏b∈pi0(∂Σ)(1 + `σ(b))t ∏m∈pi0(µ−ν) ℸ
4( ln(1/`σ(m)))
`σ(m)
for some constant Kε depending only on (g, n, ε). In particular, if ν = µ, since Λσ[µ] = 0 we get the
desired bound (57), and summing over the strict subsets ν ⊂ µ gives the desired error bound (58) after
we use the crude upper bound
(1 + ∑
m∈pi0(µ−ν)4 ln(4/`σ(m)))
6g−6+2n ≤ (1 + 4d′ ln 4)6g−6+2n ∏
m∈pi0(µ∖ν)(1 + ln(1/`σ(m)))6g−6+2n. ◻
8.3 Integration and topological recursion
In this paragraph, we study the integration of GR amplitudes valued in E(Σ) = Mes(TΣ) over the
moduli space of bordered Riemann surfaces with fixed boundary lengths, with respect to the Weil–
Petersson measure µWP. This is the volume form associated with Weil–Petersson symplectic form
ωWP. Our normalization convention is
ωWP =∑
j
dlj ∧ dτj
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in Fenchen–Nielsen coordinates [30]. For convenience of notations, if Σ ↦ ΩΣ is a functorial assign-
ment, we will write Ωg,n for the (uniquely defined) function onMg,n ≅MΣg,n that is induced by ΩΣg,n
where Σg,n is a bordered surface of genus g with n boundary components labeled (∂iΣ)ni=1, which is
an object of B1 for the choice ∂−Σ = ∂1Σ.
Theorem 8.8 Let (A,B,C,D) be measurable, strongly admissible initial data, and consider the cor-
responding GR amplitudes ΩΣ. For any g ≥ 0 and n ≥ 1 such that 2g − 2 + n > 0 and L ∈ Rn+, the
function Ωg,n is integrable on Mg,n(L), and the integrals denoted
V Ωg,n(L) = ∫
Mg,n(L) Ωg,n dµWP.
satisfy the topological recursion
V Ωg,n(L1, . . . , Ln)
= n∑
m=2∫R+ d` `B(L1, Lm, `)V Ωg,n−1(`,L2, . . . , L̂m, . . . , Ln)
+ 1
2
∫R2+ d`d`′ ``′C(L1, `, `′)(V Ωg−1,n+1(`, `′, L2, . . . , Ln) + ∑h+h′=g
J∪J ′={L2,...,Ln}
V Ωh′,1+#J(`, J)V Ωh′,1+#J ′(`′, J ′))
(61)
with initial data
V Ω0,3(L1, L2, L3) = A(L1, L2, L3), V Ω1,1 = VD(L) ∶= ∫
M1,1(L)D dµWP.
This result and its proof has a natural reformulation in light of Section 4. Noting that
e(Σ) = Mes(Rpi0(∂Σ)+ ) is strict target theory in a natural way, Theorem 8.8 can be interpreted by
saying that the integration with respect the Weil–Petersson measure is a (partially defined) natural
transformation between e and the E(Σ) = Mes(TΣ). The fact that the geometric recursion implies
the topological recursion after integration expresses the compatibility with natural transformations
stated in Proposition 4.7.
Proof of Theorem 8.8. The integrability for η = 0 and η′ = 1 follows from the uniform bound
of Lemma 8.6 and the argument of Mirzakhani’s [22, p111–112]. We now sketch the proof for the
stronger result, which is based on similar ideas and a generalization of the integration lemma in
[20]. We first remark that, if we replace (A,B,C,D) with their absolute value, it is easy to prove
by induction on 2g − 2 + n > 0 that, under our assumptions, the formulas (61) produce well-defined,
finite functions that are uniformly bounded by a polynomial in L1, . . . , Ln. This comes from the fact
that the measure of integration is `d`, making a function bounded by `−η integrable near 0 provided
η < 2. Near `→∞ the integrability comes from the decay faster than any power `−s for fixed Li’s. By
Tonelli’s theorem, in order to prove the Theorem in general, it is sufficient to justify that the integrals
of the GR amplitudes for the initial data (∣A∣, ∣B∣, ∣C ∣, ∣D∣) satisfy this recursion – without caring in
the intermediate computations whether the integrals are finite or equal to +∞.
Consider Σ of type (g, n) with 2g − 2 + n ≥ 2, L ∈ Rn+ and let γ be a multicurve in with ordered
components γ1, . . . , γk in Σ. We consider the orbifold
M
γ
Σ(L) = TΣ(L)/ k⋂
i=1 Stab(γi),
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where Stab(γi) is the stabiliser of γi in Γ∂Σ. It is equipped with the Weil–Petersson symplectic
structure, and with an ∏ki=1(R/2−tiZ) action induced by the moment map Lγ(σ) = (`2σ(γi)/2)ki=1,
where
ti = { 1 if γi separates off a torus with one boundary component0 otherwise .
The presence of 2−ti comes from the fact that the half-Dehn twist belongs to Stab(γi) when γi separates
off a torus with one boundary component.
If we include γ into a pair of pants decomposition and consider the associated Fenchel–Nielsen
coordinates (lj , τj)j , the Weil–Petersson symplectic form on TΣ takes the form
ωWP =∑
j
dlj ∧ dτj .
With this description, one can check that for each ` ∈ Rk+, the symplectic quotient (Lγ)−1(`)//U(1)k is
a symplectic orbifold which is symplectomorphic to a moduli space M˜Σγ (L, `, `), which is the cartesian
product of moduli spaces of bordered Riemann surfaces associated with each connected component of
Σγ , where boundary components that were originally in Σ have fixed length L, boundary components
that come from a γi have length `i, and each factor associated with a component of Σγ which is a torus
with one boundary component γi should be the double cover M1,1(`i) instead of the usual moduli
space M1,1(`i) = M˜1,1(`i)/⟨elliptic involution}.
We deduce that if f is a nonnegative measurable function on MγΣ which is invariant under the
torus action, it induces a measurable function f˜ on MΣγ for each ` ∈ Rk+ and we have for any ` ∈ Rk+
∫
M
γ
Σ
f dµWP = ∫Rk+ k∏i=1 d`i `i ∫MΣγ (L,`,`) f˜ dµWP (62)
We use that the fibers of the moment map have volume ∏ki=1 2−ti`i but the factors of 2 disappear
after we replaced the symplectic quotient spaces M˜Σγ (L, `, `) with the usual moduli space of bordered
Riemann surfaces MΣγ (L, `, `).
We apply this discussion to the GR amplitudes associated with (∣A∣, ∣B∣, ∣C ∣, ∣D∣), denoted again
ΩΣ for convenience of the proof. In each Γ∂Σ-orbit O ⊂ PΣ, let us choose arbitrarily a representative[PO] and denote γO the multicurve with ordered components ∂PO ∩Σ○. We have
∫
MΣ(L) ( ∑[P ]∈OXO(⃗`σ(∂P ))ΩΣ−P (σ∣Σ−P ))dµWP(σ)= ∫
M
γO(L)
Σ
XP (⃗`σ(∂PO))ΩΣ−PO(σ∣Σ−PO)dµWP(σ) (63)
where XO is the function B or C depending on the type of O. The integral of the GR amplitude is
obtained by summing the result of integration over all Γ∂Σ-orbits O ⊆ PΣ. Since the function in the
right-hand side of (63) does not depend on the twist along the components of γO, we can apply (62).
For the orbit O = PbΣ with b ∈ pi0(∂+Σ) ≃ {2, . . . , n}, we have XO = B and Σ − PO has type (g, n − 1),
hence
∫
MΣ(L) ( ∑[P ]∈OXO(⃗`σ(∂P ))ΩΣ−P (σ∣Σ−P ))dµWP(σ)
= ∫R+ d` `B(L1, Lb, `)(∫Mg,n−1(`,L2,...,L̂m,...,Ln) Ωg,n−1 dµWP)
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If O ⊆ P∅Σ, γO has two components, XO = 12C and we rather obtain
∫
MΣ(L) ( ∑[P ]∈OXO(⃗`σ(∂P ))ΩΣ−P (σ∣Σ−P ))dµWP(σ)
= 1
2
∫R2+ d`d`′ ``′C(L1, `, `′)(∫MΣ−PO(`,`′,L2,...,Ln) ΩΣ−POdµWP)
with the appropriate labelling of boundary components of Σ − PO. Summing over O reconstructs all
the terms in (61) and justifies the claim. ◻
8.4 (Lack of) symmetry
If ΩΣ is obtained by symmetric GR, then it is invariant under braidings of all boundary components
of Σ and the corresponding functions V Ωg,n(L1, . . . , Ln) are symmetric in their n variables. Other-
wise, the GR amplitudes ΩΣ are not a priori invariant under braidings of ∂−Σ with other boundary
components and V Ωg,n(L1, . . . , Ln) are only invariant under permutation of L2, . . . , Ln. Sufficient
conditions to ensure that V Ωg,n is symmetric in all variables already appear in a slightly different
setting, in Section 5.4. Here they amount to requiring that A is symmetric in its three variables, and
the following four conditions to hold for any L1, L2, L3, L4 > 0
∫R+ d` ` (B(L1, L2, `)A(`,L3, L4) +B(L1, L3, `)A(L2, `,L4) +B(L1, L4, `)A(L2, `,L3)) = (L1 ↔ L2),∫R+ d` ` (B(L1, L2, `)B(`,L3, L4) +B(L1, L3, `)B(L2, `,L4) +C(L1, L4, `)C(L2, `,L3)) = (L1 ↔ L2),∫R+ d` ` (B(L1, L2, `)C(`,L3, L4) +C(L1, L3, `)B(L2, `,L4) +C(L1, L4, `)B(L2, `,L3)) = (L1 ↔ L2),∫R+ d` `B(L1, L2, `) ⋅ VD(`) + 12 ∫R2+ d`d`′C(L1, `, `′)A(L2, `, `′) = (L1 ↔ L2).
(64)
It is possible – see [4] – to have geometrically meaningful GR amplitudes ΩΣ which are not invariant
under all braidings, but for which the integrals V Ωg,n are symmetric functions of all the length
variables.
8.5 Coupling to 2d TQFTs
Let (A, ⋅, ⟨ , ⟩) be a Frobenius algebra, together with an (arbitrary) choice of hermitian norm ∣ ⋅ ∣A.
The previous construction can be adapted to
E(Σ) =F(TΣ,A⊗pi0(∂Σ)) (65)
where the glueing morphisms now incorporate the pairing in A, and the seminorms of these spaces
are provided by the supremum of ∣ ⋅ ∣A. The integration of GR amplitudes ΩΣ then produce functions
V Ωg,n from Rn+ to A⊗n.
Another way to describe (65) is to make the tensor product of the strict target theory based on the
2d TQFT of A, with the aforementioned target theories of functions over Teichmüller spaces. This
tensor product is well-defined because A is a finite-dimensional vector space. When A is semi-simple,
the choice of a canonical basis on A gives a natural choice of hermitian norm on A. This is a basic
example of the fibering procedure described later in Section 9.3.
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9 Revisiting Mirzakhani-McShane identities
This section is a review of well-known results, put in the new perspective of the geometric recursion.
We also draw easy but noteworthy consequences. Here we work with the target theory E(Σ) = C 0(TΣ).
9.1 Mirzakhani identities
Let us consider the following initial data
AM(L1, L2, L3) = 1
BM(L1, L2, `) = 1 − 1
L1
ln
⎛⎝cosh (L22 ) + cosh (L1+`2 )cosh (L2
2
) + cosh (L1−`
2
)⎞⎠
CM(L1, `, `′) = 2
L1
ln
⎛⎝ exp(L12 ) + exp( `+`
′
2
)
exp(−L1
2
) + exp( `+`′
2
)⎞⎠
DMT (σ) = ∑
γ∈S○
T
CM(`σ(∂T ), `σ(γ), `σ(γ))
(66)
The functions BM and CM can equivalently be expressed in terms of F (x) = 2 ln(1 + ex/2) as
BM(L1, L2, `) = 1
2L1
(F (L1 −L2 − `) + F (L1 +L2 − `) − F (−L1 +L2 − `) − F (−L1 −L2 − `))
CM(L1, `, `′) = 1
L1
(F (L1 − ` − `′) − F (−L1 − ` − `′)) (67)
These formula make clear that (A,B,C,D) is strongly admissible. Mirzakhani’s identities can be
reformulated as
Theorem 9.1 [20] For any object Σ in B1, ΩΣ is the constant function 1 on TΣ. ∎
GR does not bring anything new here, except that it stresses that Mirzakhani’s identities should be
seen as a recursion producing the constant function 1 on the Teichmüller space. The way Theorem 9.1
is proved in [20] does not require showing a priori the convergence of the series (43) defining ΩM.
Nevertheless, if one takes for granted Theorem 9.1 for the case of the torus with one boundary i.e.
DT (σ) = 1, Theorem 3.9 justifies the absolute convergence of these series uniformly on any compact.
In [20], Mirzakhani used her identities to obtain a recursive formula for the Weil–Petersson volumes
of the moduli space of bordered surfaces
V ΩMg,n(L) = ∫
Mg,n(L) 1 ⋅ dµWP
and this is a special case of our Theorem 8.8. The initial data for this recursion is
V ΩM0,3(L1, L2, L3) = 1, VDM(L1) = pi212 + L2148 .
Theorem 9.2 [14] This recursion for the Weil–Petersson volumes V ΩMg,n is equivalent to the state-
ment that
ωMg,n(z1, . . . , zn) = (∫Rn+ n∏i=1 dLiLi e−ziLi V ΩMg,n(L1, . . . , Ln))dz1 ⊗⋯⊗ dzn
is computed by Eynard–Orantin’s topological recursion for the initial data
x(z) = z2/2, y(z) = − sin(2piz)
2pi
, ω0,2(z1, z2) = dz1 ⊗ dz2(z1 − z2)2 . (68)
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Remark 9.3 It is an interesting problem to find a mechanism which would explain a priori – without
relying on Mirzakhani’s identity/Theorem 9.1 – that ΩMΣ defined by the inductive formula (43) is
invariant under braiding of all boundary components of Σ. We do not know if Mirzakhani initial
data satisfy the four symmetry constraints of Definition 5.2 – if they hold true, it would give such an
explanation via our Theorem 5.4. On the other hand, one can check – see e.g. [5, 9] – that Mirzakhani’s
initial data (66) satisfy the “averaged” constraints (64), and therefore that the topological recursion
for V ΩMg,n(L1, . . . , Ln) does produce a priori symmetric functions of its n length variables.
Let us review the relation between the Weil–Petersson volumes V ΩMg,n(L) and intersection theory
on Deligne–Mumford compactification of the moduli spaceM g,n of genus g Riemann surfaces S with
n labeled punctures p1, . . . , pn ∈ S. We recall that M g,n is a complex orbifold for which Poincaré
duality holds. Let us denote ψi the first Chern class of the cotangent line bundle T ∗piS at the i-th
puncture. We also denote κd the class of degree 2d obtained by pushforward of ψd+1n+1 via the morphism
M g,n+1 →M g,n forgetting the last puncture. It is well-known that the cohomology class of the Weil–
Petersson symplectic form onMg,n is 2pi2κ1 [29]. By examination of the symplectic reduction on the
space Mg,n with the moment map (L2i /2)ni=1, Mirzakhani proved
Theorem 9.4 [21] For 2g − 2 + n > 0, we have
V ΩMg,n(L1, . . . , Ln) = ∫
Mg,n
exp(2pi2κ1 + n∑
i=1
L2i
2
ψi),
where the exponential is understood by expanding in Taylor series, and keeping only the terms of
cohomology degree 2dg,n = 6g − 6 + 2n. ∎
9.2 Interpolation to Kontsevich’s amplitudes
Let us consider a deformation of Mirzakhani initial data, which consists in rescaling all length variables
by a factor β > 0, namely
Xβ(L1, L2, L3) =XM(βL1, βL2, βL3), X ∈ {A,B,C} (69)
One easily checks that the initial data (Aβ ,Bβ ,Cβ) is strongly admissible with constants that can be
chosen independently of β ≥ 1. We induce Dβ from Cβ , that is
DβT (σ) = ∑
γ∈S○
T
CM(β`σ(∂T ), β`σ(γ), β`σ(γ)).
This deformation of the Mirzakhani initial data is not induced by a flow on the Teichmüller spaces:
except for Σ = P , there is no flow on TΣ which has for effect to rescale the length of all curves by β.
So, Dβ is a priori not equal to the constant function 1 on TT as soon as β ≠ 1. We denote ΩβΣ the
corresponding GR amplitudes.
Notice that limβ→∞ β−1F (βx) = [x]+. and the convergence is uniform for x ∈ R. Therefore,(Aβ ,Bβ ,Cβ) converges uniformly on [ε,+∞)3 for each ε > 0, to a strongly admissible initial data
which we denote (AK,BK,CK). Explicitly
AK(L1, L2, L3) = 1
BK(L1, L2, `) = 1
2L1
([L1 −L2 − `]+ − [−L1 +L2 − `]+ + [L1 +L2 − `]+)
CK(L1, `, `′) = 1
L1
[L1 − ` − `′]+
(70)
We call it the Kontsevich initial data and we denote ΩKΣ the corresponding GR amplitudes.
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Lemma 9.5 For any object Σ in B1, we have
∀σ ∈ TΣ, lim
β→∞ΩβΣ(σ) = ΩKΣ(σ). (71)
and the convergence is uniform for σ in any compact of TΣ. Besides, we have for 2g − 2 + n > 0
V Ωβg,n(L1, . . . , Ln) = β−(6g−6+2n) V ΩMg,n(βL1, . . . , βLn) (72)
and
lim
β→∞V Ωβg,n(L1, . . . , Ln) = V ΩKg,n(L1, . . . , Ln) = ∫Mg,n exp( n∑i=1 L
2
i
2
ψi).
In particular VDK(L1) = L2148 .
Proof. Since the constants appearing in the admissibility bounds (42) for (Aβ ,Bβ ,Cβ) can be chosen
independently of β ∈ [1,+∞], the proof of Theorem 3.9 actually shows that the GR series defining Ωβ
are uniformly convergent for σ in any compact of TΣ and β ∈ [1,+∞]. Therefore, we can take the limit
β → ∞ term by term in the series, which yields (71). Likewise, since the constants appearing in the
strong admissibility bounds (45) can be chosen independently of β ∈ [1,+∞], the proof of Theorem 8.8
shows that we can take the term by term β →∞ limit in the topological recursion (61), which yields
lim
β→∞V Ωβg,n(L1, . . . , Ln) = V ΩKg,n(L1, . . . , Ln).
We prove the equality (72) by induction. The case of (g, n) = (0,3) is clear since Aβ = AK = 1. For(g, n) = (1,1), we compute for L1 > 0
V Dβ(L1) = ∫
MT (L1) ( ∑γ∈S○
T
CM(βL1, β`σ(γ), β`σ(γ)))dµWP = 1
2
∫R+ d` `CM(βL1, β`, β`)
= 1
2β2
∫R+ d˜`˜`CM(βL1, ˜`, ˜`) = VDM(L1)β2
(73)
where to get the second line we used the same tricks as in the proof of Theorem 8.8, and the 1/2 takes
into account the fact that Γ∂T contains the half-Dehn twist along γ ∈ S○T . Assume the claim holds for(g′, n′) such that 2g′ − 2 + n′ < 2g − 2 + n. We examine the terms in the topological recursion formula
(61) for V Ωβg,n. It contains for instance the terms
n∑
m=2∫R+ d` `B(βL1, βLm, β`)V Ωβg,n−1(`,L2, . . . , L̂m, . . . , Ln)= n∑
m=2β−(6g−6+2(n−1)) ⋅ β−2 ∫R+ d˜`˜`B(βL1, βLm, ˜`)V ΩMg,n−1(β ˜`, βL2, . . . , L̂m, . . . , βLn)
(74)
which is β−(6g−6+2n) times the corresponding terms in the recursion for V ΩM(βL1, . . . , βLn). The
C-terms are handled in the same way, and this completes the proof of (72).
Finally, the equality
lim
β→∞β−(6g−6+2n) V ΩMg,n(βL1, . . . , βLn) = ∫Mg,n exp( n∑i=1 L
2
i
2
ψi)
is immediate once we observe in Theorem 9.4 that V ΩMg,n(βL1, . . . , βLn) is a polynomial of degree
6g − 6 + 2n in β: taking the limit β →∞ extracts the top degree coefficient and yields the right-hand
side. ◻
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The Laplace transform of the topological recursion (61) for the Kontsevich initial data (70) was
first computed in [8] and shows that Eynard–Orantin’s topological recursion for the spectral curve
x(z) = z2/2, y(z) = −z, ω0,2(z1, z2) = dz1dz2(z1 − z2)2 .
is computing
ωKg,n(z1, . . . , zn) = (∫Rn+ n∏i=1 dLiLi e−ziLiV ΩKg,n(L1, . . . , Ln))dz1 ⊗⋯⊗ dzn
= ∑
m1,...,mn≥0
m1+⋯+mn=3g−3+n
(∫
Mg,n
n∏
i=1ψ
mi
i ) n⊗
i=1
(2mi + 1)!!dzi
z2mi+2i
(75)
This is one of the many ways to prove the last equality: this statement is equivalent to the Virasoro
constraints conjectured by Witten in [27] and proved by Kontsevich in [18] and it has a long history
into which we do not enter here.
9.3 Fibering over Teichmüller space
Imagine that E˜ is a pre-target theory, i.e. a target theory without the data of length functions. The
typical case we have in mind are functors coming from topological field theories or conformal field
theories. We can still construct a target theory by considering functions from Teichmüller space with
values in E˜,
E(Σ) =F (TΣ, E˜(Σ))
We define the union and glueing morphisms for E by combining those of E˜ and those of Sections 8.1.
We equip E(Σ) with the seminorms indexed by i ∈ I˜ Σ, α ∈ A˜ (i)Σ , ε ∈ (0,1) and σ ∈ TεΣ defined by
∣f ∣(i,ε),(α,σ) = sup
σ′∈Fε;σ ∣f(σ′)∣i,α.
We equip E with the collection of length functions induced by hyperbolic lengths as in (41)
`(i,ε),(α,σ)(γ) = `σ(γ),
which in fact does not depend on i, ε, α.
If (A˜, B˜, C˜, D˜) are initial data for E˜, we can turn it canonically to admissible initial data(A,B,C,D) for E with the formulae
AP (L1, L2, L3) = A˜P
BbP (L1, Lb, `) = BM(L1, L2, `) B˜P
CP (L1, `, `′) = CM(L1, `, `′) C˜P
DT (σ) = D˜T
(76)
If the mapping class groups act trivially on E˜, using the Mirzakhani-McShane identity, we deduce
that the GR amplitudes for E attached to (76) will be constant functions on Teichmüller space. This
constant value in E˜(Σ) can be considered as a definition of the GR amplitude for E˜ with initial data(A˜, B˜, C˜, D˜). An example will appear in Section 10.4.
This trick circumvents the potential absence of length functions in pre-target theories. If the
mapping class group act non-trivially on E˜(Σ), this argument does not apply and the GR amplitudes
attached to (76) could a priori be interesting functions on the Teichmüller space.
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10 Statistics of lengths of multicurves
10.1 Generalization of Mirzakhani–McShane identities
Theorem 10.1 Let (A,B,C,D) be an admissible initial data and assume that the corresponding GR
amplitude ΩΣ is invariant under braiding of all boundary components of Σ. Let f ∈F (R+) such that
for any ε > 0 and s ≥ 0 there exists Fs,ε > 0 such that
sup
`≥ε ∣f(`)∣ `s ≤ Fs,ε (77)
Then, for any object Σ in B1, the series
ΩΣ[f](σ) ∶= ∑
c∈M ′
Σ
ΩΣc(σ∣Σc) ∏
γ∈pi0(c) f(`σ(γ)) (78)
converges absolutely and uniformly for σ in any compact of TΣ, and it coincides with the GR amplitude
associated with the twisted initial data
A[f](L1, L2, L3) = A(L1, L2, L3)
B[f](L1, L2, `) = B(L1, L2, `) +A(L1, L2, `)f(`)
C[f](L1, `, `′) = C(L1, `, `′) +B(L1, `, `′) f(`) +B(L1, `′, `) f(`′) +A(L1, `, `′) f(`)f(`′)
DT [f](σ) =DT (σ) + ∑
γ∈S○
T
A(L1, `σ(γ), `σ(γ)) f(`σ(γ))
(79)
For a surface of type (g, n), primitive multicurves have at most 3g − 3 + n components, so ΩΣ[f]
depends polynomially on f . The term of degree 0 in f corresponds to the empty multicurve belongs
to M ′Σ and is equal to ΩΣ. We recall that Σc is the surface Σ cut along c. Although it is not
an object in B1, choosing arbitrarily a distinguished boundary component in each component of
Σ turn it into an object of B1 so that ΩΣc makes sense independently on the choice made by the
assumption of invariance under braidings of all boundary components. As a consequence, ΩΣ[f] is
also invariant under braidings of all boundary components. We call (A[f],B[f],C[f],D[f]) the
twisting of (A,B,C,D) by f . For instance, the twisting of Mirzakhani initial data (66) gives access
to statistics of the length of multicurves
ΩM[f](σ) = ∑
c∈M ′
Σ
∏
γ∈pi0(c) f(`σ(γ))
The specialization of the proof below to this case amounts to utilizing Mirzakhani–McShane identities
as a partition of unity deduce the recursion for ΩM. We can also see Theorem 10.1 as a generalization of
Mirzakhani–McShane identities, in the sense that the result of GR is identified with an independently
defined function on TΣ.
Proof. One easily checks that the admissibility of (A,B,C,D) implies the admissibility of(A[f],B[f],C[f],D[f]) given the assumption (77). It is enough to prove the result for connected
surfaces, and it holds for pairs of pants and tori with one boundary component, since by definition
ΩP [f] is given by A = A[f] and we defined DT [f] to be equal to ΩT [f]. We now assume that Σ has
Euler characteristic ≤ −2 and fix σ ∈ TΣ. Since all sums we consider are absolutely convergent, we can
apply Fubini’s theorem to cluster or exchange summations.
If c ∈M ′Σ, we have by multiplicativity
ΩΣc(σ) = ∏
S∈pi0(Σc)ΩS(σ∣S), (80)
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Figure 10: The terms in the twisted initial data correspond to either to Σ = P (first picture) or to the
possible configurations of [P ] ∈ PΣc (in orange) with respect to the multicurve c. We have indicated
γ0 = ∂P ∩ c in green.
We denote Σc− the boundary component of Σγ containing ∂−Σ, and recall that (80) is valid for any
choice of distinguished boundary components on each S ≠ Σc−. Since χΣ ≤ −2, Σc− cannot be a torus
with one boundary component. The contribution to (78) of primitive multicurves c such that Σc− is a
pair of pants is equal to
∑
b∈pi0(∂+Σ) ∑[P ]∈PbΣA(l1P , lb, l3P )f(l3P )ΩΣ−P [f](σ∣Σ−P ) + 12 ∑[P ]∈P∅ΣA(l1P , l2P , l3P )f(l2P )f(l3P )ΩΣ−P [f](σ∣Σ−P ).
(81)
To make the formula shorter we denoted liP = `σ(∂iP ). Recall that ∂1P = ∂−Σ in any case and ∂2P = b
when [P ] ∈ PbΣ (see Section 2.3) so that we can also denote lb = l2P . The 1/2 in the last sum takes into
account the fact that boundary components of [P ] ∈ P∅Σ are ordered while components of c are not.
For each c ∈M ′Σ such that Σc− is not a pair of pants, we insert the GR formula
ΩΣc−(σ) = ∑[P ]∈PΣc−XP (⃗`σ(∂P ))ΩΣc−−P (σ∣Σc−−P )
where XP is equal to B or C depending on the type of [P ], inside (80) and then (78). We exchange
the order of the resulting summations over c and [P ], and examine for each [P ] ∈ PΣ which c can
contribute. For a given [P ] ∈ PbΣ for some b ∈ pi0(∂+Σ), we only receive the contributions of c ∈M ′Σ−P
and thus a total contribution
∑
b∈pi0(∂+Σ) ∑[P ]∈PbΣB(⃗`σ(∂P ))ΩΣ−P [f](σ∣Σ−P ) (82)
For a given [P ] ∈ P∅Σ, there are three types of c contributing in (78). When ∂2P is component γ0 of c
but not ∂3P , we get a total contribution
1
2
∑[P ]∈P∅
Σ
B(`σ(l1P , l2P , l3P )f(l2P )ΩΣ−P [f](σ∣Σ−P ). (83)
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by summing over the multicurve c ∖ γ0 ∈M ′Σ−P . From the situations where ∂3P is a component of c
but not ∂2P , we get likewise a total contribution
1
2
∑[P ]∈PP
Σ
∅B(l1P , l3P , l2P )f(l3P )ΩΣ−P [f](σ∣Σ−P ) (84)
From the situations where ∂2P and ∂3P are not components of c, we get a total contribution
1
2
∑[P ]∈P∅
Σ
C(l1P , l2P , l3P )ΩΣ−P [f](σ∣Σ−P ). (85)
by summing over c ∈ M ′Σ−P . Adding up (81) and (82)–(85), we recognize the definition of the GR
amplitudes for the twisted initial data. ◻
10.2 Integration over the moduli space
We keep the notations of Section 8.3 and Theorem 10.1.
Corollary 10.2 Let (A,B,C,D) be measurable, strongly admissible initial data and f ∶R+ → R be a
measurable function for which there exists η ∈ [0,2) and for any s ≥ 0 there exists Ms > 0 such that
for any ` > 0 ∣f(`)∣ ≤ Ms
`η(1 + `)s (86)
Then, the twisted initial data (79) is strongly admissible, and the twisted GR amplitudes induce for
any g ≥ 0 and n ≥ 1 such that 2g − 2 + n > 0 and any L ∈ Rn+ functions Ωg,n[f] on Mg,n(L) which are
integrable with respect to µWP. The integrals
V Ωg,n[f](L) = ∫
Mg,n(L) Ωg,n[f]dµWP
satisfy the topological recursion (61) for twisted initial data, with base cases
V Ω0,3[f](L1, L2, L3) = A(L1, L2, L3)
V Ω1,1[f](L1) ∶= VD[f](L1) = VD(L1) + 1
2
∫R+ d` `A(L1, `, `)f(`)
Proof. We apply Theorem 8.8 and there are only two things left to check. The first one is the strong
admissibility of the twisted initial data, which is clear using the assumption (86). The second one
is the value of the integral V Ω1,1[f](L1), for which we use the technique explained in the proof of
Theorem 8.8 to handle cutting of tori with one boundary components. ◻
It is also possible to compute V Ωg,n[f] by direct integration. For this purpose, we need to introduce
the set Gg,n of stable graphs of type (g, n).
Definition 10.3 A stable graph G of type (g, n) consists of the data of
(VG,HG,ΛG, h, v, i)
with the following properties.
● VG is the set of vertices, equipped with a map h ∶VG → N.
● HG is the set of half-edges, v ∶HG → VG is a map associating to each half-edge the vertex it is
incident to, and i ∶HG → HG is an involution.
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● EG is the set of edges, consisting of the 2-cycles of i in HG (loops at vertices are allowed).
● ΛG is the set of leaves, consisting of the fixed points of i, and is equipped with a bijection to{1, . . . , n}.
● (VG,EG) defines a connected graph, and we have the genus condition g = ∑v∈VG h(v) + b1(G),
where b1(G) is the first Betti number of the graph.
● If v is a vertex, E(v) (resp. Λ(v)) is the set of edges (resp. leaves) incident to v. Denoting
k(v) = ∣E(v) ∪Λ(v)∣ the valency of v, we have the stability condition 2h(v) − 2 + k(v) > 0.
An automorphism of G are permutations in VG and HG which respect h, v and i. We denote Aut(G)
the group of automorphisms of G.
We have a natural bijection Gg,n ≅M ′Σ/Γ∂Σ: for a primitive multicurve c, the edges of the corresponding
stable graphs are the components of c, the vertices are the connected components of the cut surface
Σc and the map h encodes their genera.
Lemma 10.4 Under the assumptions of Theorem 10.2, we have for 2g − 2 + n > 0
V Ωg,n[f](L1, . . . , Ln) = ∑
G∈Gg,n
1
#Aut(G) ∫REG+ ∏e∈EGd`e`e f(`e) ∏v∈VGV Ωh(v),k(v)((`e)e∈E(v), (Lλ)λ∈Λ(v))
Proof. Let Σ be a bordered surface of type (g, n) with boundary components labeled from 1 to n.
We will silently use Fubini’s theorem to rearrange series and integrals, since the series we consider
are absolutely convergent and integrable. Let M
′
Σ be the set of primitive multicurves with ordered
components, and if c ∈M ′Σ we denote G(c) the corresponding stable graph. The fiber of the forgetful
map M
′
Σ →M ′Σ above c ∈M ′Σ has cardinality #Aut(G(c)). From the definition (78), we obtain
V Ωg,n[f](L) = ∫
Mg,n(L) ( ∑c∈M ′
Σ
ΩΣc(σ∣Σc) ∏
γ∈pi0(c) f(`σ(γ)))dµWP(σ)
= ∫
Mg,n(L) ( ∑
c∈M ′Σ
1
#Aut(G(c))ΩΣc(σ∣Σc) ∏γ∈pi0(c) f(`σ(γ)))dµWP(σ)
For each G ∈ Gg,n, we choose arbitrarily a primitive multicurve with ordered components c(G) that
represents G, and denote γGe its component corresponding to e ∈ EG. Then,
V Ωg,n[f](L) = ∑
G∈Gg,n
1
#Aut(G) ∫MΣ(L) ( ∑c˜∈Γ∂
Σ
⋅c(G)ΩΣc˜(σ∣Σc˜) ∏γ∈pi0(c˜) f(`σ(β)))dµWP(σ)
= ∑
G∈Gg,n
1
#Aut(G) ∫Mc(G)
Σ
(L) ΩΣc(G)(σ∣Σc(G)) ∏e∈EG f(`σ(γGe ))dµWP(σ)
The proof is then completed by applying the techniques explained in the proof of Theorem 8.8. ◻
The results of this Section generalize straightforwardly to the target theory E(Σ) = F (TΣ,A ⊗
A∗pi0(∂+Σ)) where A is a Frobenius algebra. In such cases, we can choose f to be a function from
R+ to Sym2(A), and in (78) the factor f(`σ(γ)) ∈ Sym2(A) for each γ ∈ pi0(c) is paired with the
corresponding bivector coming from the two boundary components corresponding to γ in Σc, using
the pairing A⊗A→ C and the corresponding isomorphism A ≅ A∗.
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10.3 Various ways to compute with Corollary 10.2
As it is the most useful for applications, let us comment further the case of Corollary 10.2 when
A ∈ R[L21, L22, L23], VD ∈ R[L21] and the operators
Bˆ[ϕ1](L1, L2) = ∫R+ B(L1, L2, `)ϕ1(`)`d`
Cˆ[ϕ2](L1) = ∫R2+ C(L1, `, `′)ϕ2(`, `′)` `′ d`d`′
send even polynomials to even polynomials (from one variable to two variables for Bˆ, and from two
variables to one variable variable for Cˆ). We then say the initial data is of polynomial type. This occurs
for instance for Mirzakhani initial data (66) – see [21, Section 5] or [9] – and for the Kontsevich initial
data (70). Being of polynomial type is preserved by the twisting operation (79). The nature of this
operation becomes more transparent if we decompose the initial data on a basis of even polynomials.
Namely, if we introduce the scalars Aij,k,B
i
j,k,C
i
j,k and D
i by the formulas
A(L1, L2, L3) = ∑
i,j,k≥0A
i
j,k L
2i
1 L
2j
2 L
2k
3
Bˆ[`2k] = ∑
i,j≥0Bij,k L2i1 L
2j
2
Cˆ[`2j(`′)2k] =∑
i≥0Cij,k L2i1
VD(L1) =∑
i≥0DiL2i1
we then have a similar decomposition
A[f] = Aij,k
B[f] = Bij,k +∑
a≥0Aij,aua,k
C[f]ij,k = Cij,k +∑
a≥0Bia,kua,k +Bij,aua,j + ∑a,b≥0Aia,buj,auk,a
D[f]i = Di + 1
2
∑
a,b≥0A
i
a,bua,b
where u is computed in terms of the odd moments of f
ui,j =m2(i+j)+1[f], mk[f] = ∫R+ d` `k f(`) (87)
Relation to quantum Airy structures – Recall the terminology and notations of Section 6.2.
Let us assume that the coefficients (A,B,C,D) coming from some GR initial data of polynomial type
in the target theory Mes(TΣ,A⊗pi0(∂Σ)), describe the quantum Airy structure coming from a spectral
curve (S,x, y, ω0,2) with Jacobi ring A. Since we have(2d + 1)!
ζ2d+2 = ∫R+ d` ` `2d e−ζ`, (88)
applying the Laplace transform to (35) gives the following relation between Eynard–Orantin multid-
ifferentials and the TR amplitudes V Ωg,n
ωg,n(z1, . . . , zn)
= ∑
r1,...,rn∈r Resz′1=r1⋯ Resz′n=rn [
n∏
i=1 dζ(z′i)∫ z
′
i
ri
ω0,2(⋅, zi)]∫Rn+ n∏i=1 dLiLi e−Liζ(z′i)(V Ωg,n(L) ∣ er1 ⊗⋯⊗ ern)A
(89)
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where we used the pairing in A for each of the n tensor factors.
We recognize by comparing (10.3) to [5, Section 4.1] or [9, Section 1.5] that the twisting by f
corresponds to a certain change of polarization, therefore to a shift of ω0,2; from the precise relation
between the us and the choice of ω0,2 in [5, Section 9], we find from (87) that the twisting amounts
to adding to ω0,2 the symmetric holomorphic bidifferential
(∫R+ d` ` f(`)e−`(ζ1+ζ2))dζ1dζ2 ∈ Sym2(A[[ζ]])
defined locally near r2 ⊂ S2.
Relation with Givental group action – The operation of twisting is in fact known in another
context. Sums over stable graphs describe the action of the R element of the symplectic loop group
on correlation functions of cohomological field theories introduced by Givental [16, 17]. There, one
considers a Frobenius algebra A and a formal series R ∈ End(A)[[t]] such that R(t) = idA +O(t) and
R(t)RT(−t) = Id, and defines4 ua,b ∈ Sym2(A) by
( Id −R(t1)⊗R(t2)
t1 + t2 )[η] = ∑d1,d2≥0(2d1 + 1)!!(2d2 + 1)!!ud1,d2 td11 td22 , (90)
where η ∈ A⊗2 describes the pairing in A. The us coming from an R matrix are not always of the form
(87). However, if we only consider A = C, we can make the following observation.
Lemma 10.5 Assume there exists a measurable test function f ∶ R+ → C and R ∈ C[[t]] such that
ud1,d2 satisfy both (90) and (87) and is not identically 0. Then, there exists a unique H ∈ R+ such
that, up to adding to f a test function whose odd moments vanish, we have
f(`) = −ηΘ(H1/2 − `), R(t) = eHt/2,
Proof. We compute from (87)
∑
d1,d2≥0(2d1 + 1)!!(2d2 + 1)!!ud1,d2 td11 td22 = ∫R+ f(`) e`(t1+t2)/2 `d`.
In particular, this generating series depends only on t1 + t2. Taking into account R(0) = 1, this is only
possible when R(t1)R(t2) = R(t1 + t2), that is R(t) = eHt/2 for some H ∈ C. When this is the case, we
compute with (90)
(2d1 + 1)!!(2d2 + 1)!!ud1,d2 = −η Hd1+d2+12d1+d2+1(d1 + d2 + 1) 1d1!d2! .
Thus
ud1,d2 = − η2(d1 + d2 + 1) Hd1+d2+1(2d1 + 1)!(2d2 + 1)! . (91)
This is satisfied if we choose H ≥ 0 and f(`) = −ηΘ(H1/2 − `) and the case H = 0 gives vanishing u.
If fˆ is another test function that yields (91), then
∀k ≥ 0, ∫R+ (f(`) − fˆ(`)) `2k+1 d` = 0. ◻
4The Givental group action is usually formulated in the basis such that the index d is directly coupled to the insertion
of ψd without prefactor. As one can check by comparing with Theorem 9.4, this basis is `
2d
2dd!
in the `-variable, hence
after Laplace transform (2d+1)!!dζ
ζ2d+2 in the ζ-variable. This explains the (2d + 1)!! factors appearing in (90).
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10.4 Chern character of the bundle of conformal blocks and length statis-
tics
Let Z is a modular functor. We denote Λ its associated label set, † the involution on Λ, A its associated
Frobenius algebra with its natural basis (eλ)λ∈Λ and product µ encoding the Verlinde rules. Using
the pairing to identify A ≅ A∗, we shall consider µ as an element of A⊗3.
For any g, n ≥ 0 such that 2g − 2+n > 0 and λ⃗ ∈ Λn, we have constructed in [6] a bundle Zg,n(λ⃗)→
M g,n and shows that its Chern character defines a semi-simple cohomological field theory wg,n ∶ A⊗n →
H●(M g,n) via the formula
w(eλ1 ⊗ . . .⊗ eλn) = Ch(Zg,n(λ⃗)). (92)
Furthermore, this cohomological theory is identified as the result of the Givental group action for the
R-operator5
R(t) = et(c/24−L0), (93)
where L0 ∈ End(A) is the operator whose eigenvectors are eλ with eigenvalue given by the conformal
dimensions rλ, and c is the central charge. We refer to [6] for details.
Here we find a rather surprising interpretation of the intersection indices of this cohomological field
theories with ψ-classes in terms of integrals (with respect to the Weil–Petersson measure) of statistics
of hyperbolic lengths of multicurves by comparing with Corollary 10.2.
Proposition 10.6 Assume that for any λ ∈ Λ we have c/24 − rλ > 0. Consider the following initial
data for the target theory E(Σ) = Mes(TΣ,A⊗pi0(Σ))
AZ(L1, L2, L3) = µ
BZ(L1, L2, `) = ( 2ipi√
c/12)
2
BM(L1, L2, `)µ
CZ(L1, `, `′) = ( 2ipi√
c/12)
4
CM(L1, `, `′)µ
DZ(σ) = ( 2ipi√
c/12)
2 ∑
λ∈Λ rk(Z1,1(λ)) eλ
(94)
and set
f(`) ∶= −∑
λ∈Λ Θ(Hλ − `) eλ ⊗ eλ† , where Hλ ∶= √2(c/24 − rλ) (95)
We denote ΩZ[f] the GR amplitude for the initial data (94) twisted by f . We have for 2g − 2 + n > 0
and λ⃗ ∈ Λn
(−1)n ∫
Mg,n
Ch[Zg,n(λ⃗)] exp( n∑
i=1
L2i
2
ψi) = (V ΩZg,n[f](√c/122ipi L) ∣ eλ1 ⊗⋯⊗ eλn)
A
(96)
where in the left-hand side, it is understood that the polynomial function V ΩZ[f](L) is specialized to
L′ = √c/12
2ipi
L ∈ Cn.
When the positivity conditions are not satisfied, we can still conclude that the right-hand side of
(96) is the analytic continuation of a function V ΩZg,n[f] in the variables (Hλ)λ∈Λ, which coincide in
the region Hλ > 0 with the integral of statistics of hyperbolic lengths. Notice in any case that (96)
5This formula differs by a sign of rλ compared to [6]. The reason is that in [6] the contribution of L˜p to the Chern
character was mistaken for ψp instead of −ψp, which should be corrected with this sign.
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involves the specialization of Weil–Petersson volumes to purely imaginary lengths. This is sometimes
related to surfaces with conic singularities instead of boundaries, see e.g. [23]. Besides, the operator
L0 − c24 gives the hamiltonian in conformal field theory, while √L0 − (c−1)24 – which would appear in
(95) if one had tensored Zg,n(λ⃗) with a squareroot of the Hodge bundle – is the momentum. It is
therefore tempting to ask for a physical explanation of Proposition 10.6 in the conformal field theory
corresponding to Z on surfaces of genus g with n conic singularities.
Proof of Proposition 10.6. As reviewed in [6], the Frobenius algebra A of a modular functor admits
a basis (ελ)λ∈Λ which is orthogonal for the pairing and such that ελ × εµ = δλ,µ for the product. The
S-matrix of Z gives the change of basis
ελ = ∑
µ∈ΛSλ,µ eµ
and the Verlinde formula holds
rk[Zg,n(λ⃗)] = ∑
µ∈Λ
∏ni=1 S−1λi,µ(S−11,µ)2g−2+n (97)
We consider the Eynard–Orantin multidifferentials ω0g,n for the local spectral curve S = C with
x(ζ) = ζ2/2, y(ζ) = ∑
λ∈Λ−S−11,λ sinh(ζ
√
c/12)√
c/12 , ω0,2(ζ1, ζ2) = ∑λ∈Λ dζ1 ⊗ dζ2(ζ1 − ζ2)2 ελ ⊗ ελ (98)
By comparison with Theorem 9.2, we find
ω0g,n(ζ1, . . . , ζn)
dζ1 ⊗⋯⊗ dζn = ∑λ∈Λ( − (2ipi)
3(c/12)3/2 S−11,λ)
2−2g−n ( 2ipi√
c/12)
n ∫Rn+ n∏i=1 dLiLi e−ζiLi V ΩMg,n(
√
c/12
2ipi
L) ε⊗nλ
Hence, taking scalar products and using (97), we find
(ω0g,n(ζ1, . . . , ζn)
dζ1 ⊗⋯⊗ dζn ∣ eλ1 ⊗⋯⊗ eλn)A
= (−1)n( 2ipi√
c/12)
6−6g−2n
rk[Zg,n(λ⃗)] ∫Rn+ n∏i=1 dLiLi e−ζiLi V ΩMg,n(
√
c/12
2ipi
L) (99)
Using Mirzakhani–McShane identities (Theorem 9.1), Verlinde formula and tracking the powers of
2ipi√
c/12 we also find that the integral of the GR amplitudes for the initial data (94) are given by
(ΩZg,n(σ) ∣ eλ1 ⊗⋯⊗ eλn)A = ( 2ipi√c/12)
6g−6+2n
rk[Zg,n(λ⃗)]ΩMΣ (σ)
and therefore reproduce up to prefactors the right-hand side of (99) after integration onMg,n(L′) and
specialization of the result (which is a polynomial in L′) to the values L′ = √c/12
2ipi
L.
The R-operator (93) is the form considered in Lemma 10.5, so it realizes simultaneously (90) and
(87) for f given by (95). Theorem [6, Theorem 4.5] identifies the Laplace transform of the right-hand
side of (96) with the Eynard–Orantin multidifferentials for the spectral curve obtained from (98) by
twisting via this R-operator. We then use the correspondence (89) and the fact that the Laplace
transform (88) between odd polynomials in ζ−1 and even polynomials in L is an isomorphism to
conclude. ◻
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