Abstract-This paper presents a neural network developed for predicting the path of a remote vehicle using post facto created vehicle-to-vehicle (V2V) data and uses that prediction to determine whether it is safe to change lanes. The data was collected in a 2013 experiment involving various drivers traveling on public roads in Ann Arbor, MI. The trips were on suburban roads, city roads and divided highways over a two day period. The vehicular satellite global positioning system (GPS) data from movement over this period was gathered and post-processed to find vehicle paths within 10 meters of one another. The path traces of the two vehicles were combined to simulate what a V2V network would have provided to properly equipped vehicles if such a network and vehicles existed on real road networks demonstrating natural driving behavior.
I. INTRODUCTION
Path prediction, particularly of the host vehicle has been studied for years. However, a study of autonomous vehicle accident reports to the California Department of Motor Vehicles through March 2018 reveals that 55 of 56 accidents were a result of the remote human driven vehicle's behavior. While the human may not have had a collision with the autonomous vehicle if the autonomous vehicle acted more like a human, this fact demonstrates the continued importance of studying human behavior in vehicles nearby the host vehicle. The study also found 22 of 56 accidents involved a vehicle changing lanes and 41 of 56 accidents occurred at an intersection. Therefore, this paper will select from the metadata set 10 examples of vehicle interaction near intersections and with lane changes.
Continuing to develop an interdisciplinary and multifaceted approach to autonomous vehicle driver systems will be necessary to achieve consumer acceptance of autonomous vehicles. [1] Part of this multidisciplinary approach will be to harness a future vehicle-to-vehicle communication network to enhance situational awareness for all traffic participants. While the primary object avoidance systems for autonomous vehicle will be based on LIDAR, cameras, and radar systems, a vehicleto-vehicle system would add another layer of redundancy and may prove crucial in blind scenarios where line of sight object localization is impeded or impossible, such as blind curves, parked vehicles, and buildings encroaching on intersections. Promise of a future vehicle-to-vehicle network is fueled by the increasing prevalence of in-vehicle navigation systems, integrated vehicle modems, and smartphone connectivity. Audi has introduced a vehicle-to-infrastructure system in Las Vegas with certain 2017 model year vehicles. [2] II. RELATED TECHNOLOGY Hidden Markov Models (HMM) have been a common and useful predictive technique. Streubel and Hoffmann [3] used an HMM to predict driver intent at a four way intersection. HMM is a stochastic model which describes a dynamic process through two random processes (Markov Chains). One process is hidden and represents the state transition of the system. The other process is producing observations during each step. The Markov attribute represents the uncertainty of the process.
Hubmann et al. [4] used a partially observable Markov decision process (POMDP) to continuously manage the longitudinal speed of a simulated vehicle through a simulated intersection. The process was able to update every second to safely and interactively navigate the vehicle through an intersection by incorporating more information as the situation evolves. The process examined many possible trajectories of the vehicles involved and intelligently expanded upon the most promising possibilities.
Wen, Zhang, et al. [5] found that for lane change maneuvers Hidden Conditional Random Fields (HCRF) improved prediction of driver intent versus HMM and support vector machines (SVM). The input features are steering wheel angle, lateral position, and driver's gaze. HCRF is an undirected graph useful for sequence labeling. HCRF assumes that there is a hidden label associated with each labeled sequence. Each label is given a probability function given a sequence. A potential function describes the relationship between the hidden variable and the sequence label. For training, marginal probabilities of hidden variables calculate gradients.
Recurrent neural networks are a more recent phenomenon to predict the paths of vehicles. As Zyner, Worrall, et al. show in [6] , the order dependency of RNNs holds promise for predicting future vehicle trajectories especially through the finite number of trajectories of an intersection. Using a many into one type of RNN, the paper used entire segments of Kalman filter fused with vehicle speed, inertia, and position relative to the intersection. The use of a Long Term Short Term memory allows the retention of data for an arbitrary length of time.
For vehicle path detection within the context of intelligent vehicles, computer vision based technologies have been explored extensively. Deo, Rangsh, and Trivedi [7] show real time processing achieved of Remote vehicles can be achieved using a mobile computer. Their system processed eight camera data from on a California highway at 6 frames per second, which they claim is sufficient for real world applications. The system consists of a Hidden Markov Model based maneuver recognition model, a trajectory prediction module based on the amalgamation of an interacting multiple model and maneuver specific Variational Gaussian Mixture Models, and a vehicle interaction module that considers the global context of Remote vehicles and assigns final predictions by minimizing an energy function based on the outputs of the other modules.
This paper bases its approach and analysis presented in a paper b Murphey, et al. [8] . That paper shows improvement in the prediction of the path of a pedestrian carrying GPS with a trained neural network compared to constant velocity and constant acceleration approaches. This paper offers a unique approach by mining human driver data recorded on real roads with natural driving behavior. It uses the relative position between two vehicles to determine the future path of the remote vehicle relative to the host vehicle, and predicts whether or not it is safe for the host vehicle to change lanes.
III. SYSTEM OVERVIEW

A. Data Source
Data was collected by volunteer drivers over a two day period in 2013. The vehicle GPS location at a rate of 10 Hz was analyzed for trip sequences with high location certainty and continuity of the signal for training data. Relevant vehicle trips were then further post processed to create other vehicle signals like heading, speed, and relative heading and velocity of the two vehicles. From the data set, 100 trips of individual vehicle paths on Ann Arbor roads were chosen with high confidence of accuracy and the following filtering criteria:
Maximum velocity of 21 m/s Trip duration between 600 and 900 seconds Distance travelled between 4 and 15 km District name (Google geo address api) Ann Arbor Figure 1 illustrates the route of one trip on Google maps. To test the trained neural network a further and unique ten sequences were selected in which one vehicle came within 10 meters to another vehicle to create a post facto vehicle to vehicle network. In order to remove the noise prevalent in raw GPS location data, the raw data was processed by applying median and mean filters in order to smooth the data before being used to train the neural network. GPS speed and heading from the vehicles was input into the neural network unfiltered.
The trip data was broken into segments to fill the window of samples prior to the current time step. Each segment's location data was normalized to the first data sample in the segment (see Figure 2) . That is, the first sample is considered the origin of all subsequent data for the segment. In order to provide coordinates which could be converted into normalized segments, the data was converted from degrees of latitude and longitude into the Universal Transverse Mercator (UTM) coordinate system via Matlab program by F. Beauducel. The UTM coordinate system represents the Earth in a 60 zone grid. Each zone covers 6° of longitude and ranges from 80°S to 84°N latitude. The UTM coordinates of a point at time are denoted as and . In order to make the remote vehicle insensitive to the trip starting point, by using the initial segment point and a scaling factor. Therefore, and where .
B. Predictive method
The Matlab neural network tool was used to train the multilayer perceptron neural networks and test their efficacy with 5, 10, 15, or 20 hidden units and 2 output layers. The hidden units feature tan-sigmoid transfer functions and the two output layers of each network use a linear transfer function. The training was conducted with the Levenberg-Marquardt training technique with four-fold cross-validation. The performance was assessed with mean squared error of location in meters. As Figure 3 shows, the output of a neural network location prediction system is noisy. A series of median filters was applied to the output. The median filters had the following equations:
When n is odd, y(k) is the median of x(k-(n-1)/2:k+(n-1)/2). When n is even, y(k) is the median of x(k-n/2:k+(n/2)-1). In this case, medfilt1 sorts the numbers and takes the average of the two middle elements of the sorted list. Figure 4 shows the results that the filters had on relative remote vehicle position and "safe" and "unsafe" classification. Table I shows that the fifth order median filter offered the best overall results with over 80% correct classification and without a non-conservative bias to predict safe when actually unsafe. Another process to smooth the output of the neural network data is a rationalization process derived from the physical realities governing vehicle dynamics. The output of the neural network was limited to an area defined by a dead reckoning calculation of the next vehicle location expanded by a ring determined by maximum acceleration limited by tire grip. Most non-sports cars in automotive skid pad testing exhibit grip less than 9.8 m/s 2 . Most non-emergency vehicle acceleration is less than 4 m/s 2 . As the limit for acceleration decreases, the prediction becomes smoother, more similar to a dead-reckoning approach, and non-conservative. Results from limitations on the location of neural network predictions are given below with limits of acceleration ranging from 0.2 to 0.6 times the acceleration due to gravity on Earth's surface. Table II shows that changing the limit of acceleration had minimal effect on the classification of "safe" and "unsafe" maneuvers. However, the limit on acceleration introduces a bias from "unsafe" to "safe."
C. Design of Experiment
In order to provide a challenging test environment for the classification portion of the system, short segments of up to 30 seconds with portions with a vehicle nearby were cut from the metadata with no overlap between the training set and the experimental set. Segments were chosen due to the presence of a vehicle overtaking maneuver, preferably with at an intersection. The segments featured a mix of samples with the remote vehicle both in a position safe and unsafe for a vehicle lane change maneuver.
A Matlab program was implemented to categorize the predicted results as safe and unsafe and compared them to the known future vehicle positions categorization as safe or unsafe. Figure 5 provides the relative position criteria for classification. In order to make the system more conservative, the predicted classification has an expanded window for unsafe categorization. Figure 6 is an example of the graphical output of the system and a full set of images available upon request.
IV. EXPERIMENTAL RESULTS
The experimentation between predictive lengths and window sizes was conducted with a fifth order median filter. The first set of classifications all have ten hidden units and three second windows but varying predictive lengths. The next experiment compared window sizes from one to three seconds. Every neural network had a one second predictive length and ten hidden units. Figure 8 shows that the best performance measured by predictive mean squared error per window size was at two seconds. However, the one second window had better and more conservative categorization of safe and unsafe as shown in Table IV . Overall, a shorter window seems preferable, which makes sense given that the most recent data is the most indicative of the future remote path. Table V shows that the dead reckoning results were slightly worse but similar to the neural network results. V. CONCLUSIONS Prediction of the remote vehicle is critical for safe travel of an autonomous vehicle. Remote vehicles for the foreseeable future will predominantly be human driven. Having fellow human drivers means that the traffic around autonomous vehicles will be unpredictable and as the California autonomous vehicle accident reports show, remote vehicles driven by human are the predominant cause of autonomous vehicle crashes. In such an uncertain environment, strong, robust predictive abilities of the virtual driver system must assist the autonomous vehicle. This paper provides a unique perspective on the prediction of remote vehicle behavior because it analyzes data created by nearly unsuspecting remote vehicles and simulates a future traffic scheme where vehicles communicate with a vehicle-to-vehicle network.
The results of this paper compares various neural network characteristics to predict remote vehicle behavior. Future improvements will include harnessing recurrent neural networks, which stress the most recent data in the predictive data set. Also, maneuver recognition may be possible if there are sufficient examples of a maneuver type.
The GPS data has discontinuities, which makes it difficult for the neural network to accurately predict the next time stamps. This reveals the importance to have both a good GPS signal and other methods for detecting obstacles.
Furthermore, future study should include consideration for the time to collect, communicate and process the data necessary to make future vehicle position predictions. Also, the data passed from one vehicle to another should include accelerator and brake pedal positions and steering wheel angle to provide more precise predictive signals of future vehicle position.
