Abstract. This paper studies existence and uniqueness results and interlacing properties of nonlinear modifications of small rank of symmetric eigenvalue problems. Approximation properties of the Rayleigh functional are used to design numerical methods the local convergence of which is quadratic or even cubic. Numerical examples demonstrate their efficiency.
1. Introduction. We consider a nonlinear low rank modification of a symmetric eigenvalue problem (A + φ(λ)H) x = λx (1.1)
where A, H ∈ C n×n are Hermitian matrices, H has a low rank k << n, and φ is real valued and continuous. Problem (1.1) generalizes the constant rank-one modification
with c ∈ C n and τ ∈ R or small rank modifications (A + H)x = λx of a symmetric matrix A [2, 8] . Nonlinear modifications of this type emerge for k = 1 from the study of free vibrations of mechanical structures with an attached load [10] or in fiber optics modelling [5, 6, 7] and for k > 1 they govern free vibrations of fluid-solid structures [1, 11] .
In a recent paper Huang, Bai and Su [4] studied nonlinear rank-one modifications of symmetric eigenvalue problems. Under the conditions that φ is of one sign and φ (λ) ≤ 0 they proved the existence of eigenvalues of problem (1.1) and a uniqueness result, and interlacing properties between eigenvalues of (1.1) and the matrix A, and they presented three numerical methods. In this paper we generalize these results in several respects: we relax the requirements for the function φ, we prove corresponding results for k > 1, and we present a method which converges with cubic order of convergence.
Our paper is organized as follows. In Section 2 we prove the existence and uniqueness of eigenvalues of a rank-one modification of a symmetric eigenvalue problem, where we require only φ (λ) c 2 < 1 close to the eigenvalue under consideration. If this condition is satisfied globally the eigenvalues of (1.2) interlace the ones of A. Section 3 generalizes these results to low rank modifications (1.1), and in Section 4 we propose a numerical method for both types of problems, the local convergence of which is quadratic or even cubical. Termination of these methods is based on an error bound which comes for free. The paper concludes with numerical examples in Section 5 demonstrating the efficiency of the methods.
Rank one perturbation.
In the following A ∈ R n×n always denotes a symmetric matrix. Let α 1 ≤ . . . ≤ α n be the eigenvalues of A, and let α 0 := −∞ and α n+1 = ∞.
The following interlacing theorem for constant rank-one modifications of Hermitian matrices is well known (cf. [3] ).
Theorem 2.1. Let B := A + τ cc T , c ∈ R n and τ ∈ R, with eigenvalues β 1 ≤ . . . ≤ β n . Then it holds that α i ≤ β i ≤ α i+1 for τ > 0, i = 1, . . . , n (2.1)
If A is diagonal with distinct diagonal entries α 1 < . . . < α n , and if all components of c are different from zero then (2.1) and (2.2) even hold with strict inequalities. From Theorem 2.1 we immediately obtain the following existence result for the nonlinear rank-one modification B := A + φ(λ)cc T of A.
] be nonnegative. Then the nonlinear eigenvalue problem
then there exists a vector x in the corresponding eigenspace of A such that x T c = 0, and x is an eigenvector of (2.
] it follows from Theorem 2.1 that the kth smallest eigenvalue µ k (λ) of
continuously into itself, and therefore has a fixed pointλ ∈ [α k , α k+1 ], which proves statement (i).
(ii) follows in the same way using (2.2). Theorem 2.3. Assume that the conditions of part (i) of Theorem 2.2 hold and that for some δ > 0 the condition
3) has at most one eigenvalueλ ∈ (α k , α k+1 ). Proof. For α k = α k+1 nothing has to be proved. Let α k < α k+1 and φ(λ) ≥ 0 for
Let λ ∈ (α k , α k+1 ) and let µ k+1 (λ) be the (k + 1)th smallest eigenvalue of (2.4). IfṼ denotes the invariant subspace of A + φ(λ)cc T corresponding to the (k + 1)th smallest eigenvalues, then it holds that
and if µ k−1 (λ) is the (k − 1)th smallest eigenvalue of (2.4) andṽ j is an eigenvector corresponding the jth smallest eigenvalue, then it holds that
Hence, an eigenvalueλ ∈ (α k , α k+1 ) of (2.3) is a fixed point of the mapping λ → µ k (λ). We prove that under the condition (2.5) for every fixed pointλ ∈ (α k , α k+1 ) it holds that
Then it is obvious that there is at most one fixed point in (α k , α k+1 ). Let x(λ) be an eigenvector of (2.4) corresponding to µ k (λ) with x(λ) = 1. Let λ = µ k (λ) ∈ (α k , α k+1 ) be an eigenvalue of (2.3), and assume that λ =λ. Multiplying (2.4) forλ from the left by x(λ) T , multiplying (2.3) for λ from the left by x(λ) T , and subtracting yields
For λ close toλ we may assume that x(λ) T x(λ) > 0, and it follows
For (φ(λ) − φ(λ))/(λ −λ) > 0 we further obtain from (2.5) and the continuous dependence of x(λ) on λ
if λ is sufficiently close toλ. Hence, for (φ(λ) − φ(λ))/(λ −λ) > 0 (2.6) holds and for (φ(λ) − φ(λ))/(λ −λ) ≤ 0 these inequalities are trivial.
With an analogous proof we obtain also a uniqueness result for a nonpositive function φ.
Theorem 2.4. Assume that the conditions of part (ii) of Theorem 2.2 hold and that for some δ > 0 the condition
Some remarks are in order: REMARK 2.5.
(i) Theorems 2.2, 2.3, and 2.4 also hold for a Hermitian matrix A, a complex vector c ∈ C n , and a real valued function φ. (ii) Theorem 2.2 also holds for a rank one modification of a generalized eigenvalue problem
where K, M ∈ C n×n are Hermitian, and M is positive definite. If M = CC H is the Cholesky factorization of M , (2.9) is equivalent to
Hence, condition (2.5) in Theorems 2.3 and 2.4 has to be replaced with
(iii) In the following we consider only the real, symmetric case and the eigenvalue problem (2.3).
(v) Huang, Bai, and Su [4] proved the uniqueness Theorems 2.3 and 2.4 under the more restrictive condition φ (λ) ≤ 0 for every λ ∈ (α k , α k+1 ) and λ ∈ (α k−1 , α k ), respectively. In the proof of Theorem 2.3 we discussed the behavior of the function λ → µ k (λ) in the vicinity of a fixed pointλ under the condition (2.5). Obviously this discussion is independent of the number k of the eigenvalue and the particular interval (α k , α k+1 ). Hence, if φ : R → R is a continuous function of one sign such that (2.5) holds for all λ, µ ∈ R with λ = µ, then for every k ∈ {1, . . . , n} the function λ → µ k (λ) has at most one fixed point, i.e. there is at most one eigenvalue λ k of the nonlinear eigenvalue problem (2.3) which is the kth smallest eigenvalue of the linear eigenvalue problem (A + φ(λ k )cc T )x = µx. On the other hand Theorem 2.2 guarantees the existence of an eigenvalue λ k of (2.3) with this property. Hence, we have proved the following global existence and interlacing result.
Theorem 2.6. Let φ : R → R be a continuous function of one sign such that (2.5) holds for all λ, µ ∈ R with λ = µ. Then the nonlinear eigenvalue problem
The following interlacing properties are satisfied
11)
and
Waiving the sign condition for φ we obtain with the same techniques:
] which is the kth smallest eigenvalue of (A + φ(λ)cc T )x = µx. It has at most one eigenvalueλ ∈ (α k−1 , α k+1 ) with this property if
If φ ∈ C(R) satisfies condition (2.5) in R, then (2.3) has exactly n eigenvalues
3. Small rank perturbations. We now consider a perturbation of a symmetric eigenvalue problem
where A, H ∈ R n×n are symmetric, H has small rank r << n, and τ ∈ R. Again we denote by α 1 ≤ . . . ≤ α n the eigenvalues of A, and we set α j = −∞ for j < 1 and
The following generalization of Theorem 2.1 can be found in the book of Parlett [8] , Corollary 10.3.1, and for positive semidefinite H in Gantmacher [2] .
Theorem 3.1. Let β 1 ≤ . . . ≤ β n denote the eigenvalues of B := A + τ H. Then it holds that
Theorem 3.1 immediately yields the following existence result for the nonlinear modification of A.
Theorem 3.2. For k ∈ {1, . . . , n} let φ ∈ C[α k−ν , α k+π ] be nonnegative. Then the nonlinear eigenvalue problem
has an eigenvalueλ ∈ [α k−ν , α k+π ].λ is the kth smallest eigenvalue of the linear eigenvalue problem
with λ =λ. Proof. If α k−ν = α k+π then the corresponding invariant subspace of A contains a vector x such that Hx = 0. Obviously, x is an eigenvector of (3.4) corresponding to the eigenvalue α k .
For α k−ν < α k+π the kth smallest eigenvalue µ k (λ), of problem (3.5) is contained in [α k−ν , α k+π ]. Hence, the continuous mapping λ → µ k (λ) has a fixed pointλ ∈ [α k−ν , α k+π ] which is an eigenvalue of (3.4).
The uniqueness result obtains the following form: Theorem 3.3. Assume that the conditions of Theorem 3.2 hold and that for some δ > 0 the condition
is satisfied in I := [α k−ν , α k+π ], where H 2 is the spectral norm of H. Then problem (3.4) has at most one eigenvalueλ ∈ (α k−ν , α k+π ) which is the kth smallest eigenvalue of (3.5) with λ =λ.
Proof. The proof follows the same lines as the one of Theorem 2.3. Letλ = µ k (λ) ∈ (α k−ν , α k+π ) be an eigenvalue of (3.4), and let x(λ) be an eigenvector of (3.5) corresponding to µ k (λ) with x(λ) = 1.
We assume that λ =λ. Multiplying (3.4) forλ from the left by x(λ) T , multiplying (3.5) for λ from the left by x(λ)
T , and subtracting yields
For (φ(λ) − φ(λ))/(λ −λ) > 0 we further obtain from (3.6) and the continuous dependence of
if λ is sufficiently close toλ. Hence, for (φ(λ) − φ(λ))/(λ − φ(λ)) > 0 (2.6) holds and for (φ(λ) −λ)/(λ −λ) ≤ 0 these inequalities are trivial.
The following theorem describes the global behavior of the spectrum of the nonlinear eigenproblem (3.1).
Theorem 3.4. Let φ : R → R be a continuous function of one sign such that condition (3.6) holds for all λ, µ ∈ R with λ = µ. Then the nonlinear eigenvalue problem
The interval [α k , α k+1 ] contains at most ν + π + 1 eigenvalues λ j where for nonnegative φ it holds that j ∈ {k − ν, k − ν + 1, . . . , k + π − 1, k + π}, and for nonpositive φ j ∈ {k − π, k − π + 1, . . . , k + ν − 1, k + ν}. For this task Huang, Bai and Su [4] studied three methods for the case φ (λ) ≤ 0: a safe guarded (linearly convergent) Picard iteration, a safeguarded (quadratically convergent) Rayleigh quotient iteration, and the successive linear approximation method which (under the additional condition φ (λ) ≥ 0) is shown to be monotonically increasing and quadratically convergent. Safeguarding was based on the fact that λ → µ k (λ) is montonically decreasing (which does not hold true under condition (2.5)) and on Sylvester's inertia theorem.
An iteration step of our first method is based on the solution of the linear eigenvalue problem
whereλ is the current approximation toλ.
To guarantee the convergence of our method we base a safeguarding on the fact, that for λ ∈ (α k , α k+1 ) it holds that (cf. proof of Theorem 2.3)
Given an interval [λ , λ u ] which containsλ and an approximationλ ∈ (λ , λ u ) toλ, we determine the kth smallest eigenvalue µ k (λ) of (4.2). Depending on the sign of
Moreover, the solution of (4.2) allows for an error bound which comes for free.
, and x(λ) is an eigenvector of (4.2) corresponding to the kth smallest eigenvalue µ k (λ).
If φ (λ) ≤ 0 for λ ∈ I then it holds that 4) and in the general case
where
Proof. Differentiating the defining equation of (µ k (λ), x(λ)) and multiplying by x(λ)
T from the left yields
Hence,
Hence, |λ −λ| ≤ |µ k (λ) −λ|, and in particular (4.4) is shown. If φ (ξ) ≥ 0, then 0 ≤ µ k (ξ) ≤ φ (ξ) c 2 ≤ γ, from which we obtain in caseλ ≤λ
and therefore
To determine a new approximation toλ we take advantage of the approximation properties of the Rayleigh functional which is implicitly defined by the equation Proof. For λ =λ
For (φ(λ) − φ(λ))/(λ −λ) ≤ 0 the statement is obvious. Otherwise we get from (2.5)
If x(λ) is an eigenvector of (4.2) and f (λ , x k (λ))f (λ u , x k (λ)) < 0 then it follows from Lemma 4.2 that f (λ, x k (λ)) = 0 has exactly one root. If so we continue with this root as new approximation toλ, otherwise we use a bisection step and choose 0.5(α + α u ). This results in Algorithm 1. 
end if
else 11:
13:
determine an eigenpair (µ, x) corresponding to the kth smallest eigenvalue of Theorem 4.4. Assume that condition (2.5) holds and that φ is continuously differentiable in a neigborhood ofλ. Let x k (λ) be an eigenvector of (4.2).
Then there exists a neigborhood U ofλ such that for every λ ∈ U the equation f (ν, x k (λ)) = 0 has a unique solution ν = ψ(λ), and ψ (λ) = 0.
Proof. From (2.5) it follows that I − φ (λ)cc T is positive definite. Thus,
and it follows from the implicit function theorem that f (λ, x) = 0 has a unique solution λ = λ(x) close toλ for every x in a neigborhood ofx. In particular by the continuity of x k (λ) it follows that there exists a neigborhood U ofλ and a function ψ : U → R such that f (ψ(λ), x k (λ)) = 0, and differentiation yields
from which we obtain
i.e. ψ (λ) = 0 We can even get cubic convergence if we replace x k (λ) in Algorithm 1 with one step of the successive linear approximation method (cf. [9, 12] ), i.e. with the eigenvector x k (λ) corresponding to kth smallest eigenvalue ν k (λ) of the generalized eigenvalue problem
Obviously, the only fixed point of λ → ν k (λ) in (α k , α k+1 ) isλ. Hence, (4.3) holds again and the safeguarding in Algorithm 1 applies also for this choice of ν k (λ). Lemma 4.5 contains an easily computable error bound generalizing Lemma 4.1.
, and x(λ) is an eigenvalue of (4.9) corresponding to the kth smallest eigenvalue ν k (λ).
Let
with Γ := c 2 max λ∈I |φ (λ)|. Then it holds that
Proof. From (4.9) it follows that
and A + φ(λ)cc T has an eigenvalueμ(λ) such that (cf. [8] , p. 73)
(4.10) yields thatμ(λ) ∈ (α k , α k+1 ), andμ(λ) is the kth smallest eigenvalue of A + φ(λ)cc T . Therefore, Lemma 4.1 yields
For φ (λ) ≤ 0 (4.12) follows from (4.4). The cubic convergence of Algorithm 2 follows Theorem 4.6: Theorem 4.6. Assume that condition (2.5) holds and that φ is twice continuously differentiable in a neigborhood ofλ. Let x k (λ) be an eigenvector of (4.9).
Algorithm 2 This algorithm computes an eigenpair (λ,x) of a rank-1-modification B(λ) := A + φ(λ)cc T of a symmetric eigenvalue problem by a cubically convergent method.λ is the kth smallest eigenvalue of B(λ)
determine an eigenpair (ν, x) corresponding to the kth smallest eigenvalue of
if ν > λ then 
14: end while 15:λ = λ,x := x Then there exists a neigborhood U ofλ such that for every λ ∈ U the equation f (ν, x k (λ)) = 0 has a unique solution ν = ψ(λ), and ψ (λ) = ψ (λ) = 0.
Proof. ψ (λ) = 0 is obtained in an analogous way to the proof of Theorem 4.4. Differentiating
and multiplying with x(λ) T from the left one easily gets ν (λ) = 0 and
With these two facts the second derivative of the defining equation
from which we get ψ (λ) = 0 since φ (λ)cc T − I is negative definit.
Small rank modification.
We now consider numerical methods for computing a kth eigenvalueλ and corresponding eigenvectorx of
i.e. an eigenvalueλ which is the kth smallest eigenvalue of the linear problem
If (π, ν, ζ) denotes the inertia of H and φ is continuous and nonnegative on I k := [α k−ν , α k+π ] then by Theorem 3.1 there exists a kth eigenvalueλ of (4.14) in I k , and if neither α k−π nor α k+π is a kth eigenvalue and if property (3.6) holds, then there exists a uniqueλ ∈ I k := (α k−ν , α k+π ). The proof of Theorem 3.3 demonstrates that for λ ∈ I k it holds that
such that the same safeguarding as in Algorithm 1 applies. The error bound 4.1 receives the following form Lemma 4.7. Assume that φ is differentiable in I := [λ , λ u ],λ,λ ∈ (λ , λ u ), and x(λ) is an eigenvector of (4.15) corresponding to the kth smallest eigenvalue µ k (λ).
If φ (λ) ≤ 0 for λ ∈ I then it holds that
and in the general case
An analogous proof as the one of Lemma 4.2 yields Lemma 4.8. Assume that condition (3.6) holds in an interval I ⊂ R. Let
If f (λ, x) = 0 for someλ ∈ I and x = 0, then it holds that
Hence an approximation toλ can be updated by the solution of f (λ, x) = 0, and the following generalization of Algorithm 1 results. If φ is continuously differentiable in a neigborhood ofλ then the local convergence of Algorithm 3 is quadratic, and the following generalization of Algorithm 2 converges even cubically if φ is twice continuously differentiable.
The error bound in Lemma 4.5 can not be generalized to the case rank(H) > 1 sinceμ(λ) constructed analogously as in the proof of Lemma 4.5 can not be shown to be the kth eigenvalue of (4.15). Since it is very likely thatμ(λ) is the kth eigenvalue of (4.15) (at least ifλ is close toλ) we use the bound analogous to (4.11) as termination criterion in Algorithm 4. Upon completion of the iteration one can make sure by one solve of the eigenvalue problem (4.15) and Lemma 4.7 that the kth eigenvalue of (4.14) has been found. Numerical examples. To demonstrate the efficiency of the theory and methods presented in the previous sections we consider three examples, two rank one and one rank three modification of the symmetric eigenvalue problem
This is a finite element discretization of the eigenvalue problem
with linear elements on a uniform grid. In all three cases we considered h = 0.01 and a problem of dimension 100, and we terminated the iteration if the error of the wanted eigenvalue was less than tol = 10 −8 . The initial approximation of an eigenvalue in [α k−ν , α k+π ] (ν = 0 and π = 1 for rank one modifications) we always chose λ = α k−ν . We never observed that a bisection determine an eigenpair (ν, x) corresponding to the kth smallest eigenvalue of EXAMPLE 5.1. Example 5.1 is identical to Example 2 in the paper of Huang, Bai and Su [4] . It models a string with a load attached to its end by an elastic spring. Here the right boundary condition of (5.3) has to be replaced by −u (1) = φ(λ)u(1) resulting in the rank one modification 
