In this paper we study the meromorphic open-string vertex algebras and their modules over the two-dimensional Riemannian manifolds that are complete, connected, orientable, and of nonzero constant sectional curvature. For the MOSVA and the modules generated by eigenfunctions of the Laplace-Beltrami operator, we explicitly determine the basis vectors and discuss several properties.
Introduction
Vertex algebras are algebraic structures formed by vertex operators satisfying commutativity and associativity. In mathematics, they arose naturally in the study of representations of infinitedimensional Lie algebras and the Monster group (see [B] and [FLM] ). In physics, they are used in the study of two-dimensional conformal field theory (see [BPZ] and [MS] ). The commutativity and associativity allow us to view vertex algebras as analogues to the commutative associative algebras.
Meromorphic open-string vertex algebras (MOSVAs hereafter) are algebraic structures formed by meromorphic vertex operators satisfying only associativity without commutativity. They were introduced by Huang in 2012 (see [H1] ), as special cases of the open-string vertex algebras introduced by Huang and Kong in 2003 (see [HK] ) where all correlation functions are rational functions. Similar to the case of vertex algebras, MOSVAs can be viewed as analogues of associative algebras that are not necessarily commutative.
As a nontrivial example, Huang also introduced the MOSVA associated with a Riemannian manifold in 2012 (see [H2] ), using the parallel sections of the tensor algebra of the affinized tangent bundle. Given a complex-valued smooth function f on an open subset U of the manifold, Huang also constructed the module generated by f , and proved that association of U with the sum of modules generated by all smooth functions over U gives a presheaf of modules for the MOSVA.
Of particular interest are the modules generated by eigenfunctions of the Laplace-Beltrami operator. As such functions can be understood as quantum states in quantum mechanics, the modules they generate can be understood as the string-theoretic excitement to the quantum states. It is Huang's idea that the modules for the MOSVA generated by the eigenfunctions and the yet-to-be-defined intertwining operators among these modules may lead to a mathematical construction of the quantum two-dimensional nonlinear σ-model.
In this paper, using the knowledge of Riemannian geometry, we explicitly determine a basis of the MOSVA over the two-dimensional orientable space forms, i.e., two-dimensional Riemannian manifold M that are complete, connected, orientable, and of nonzero constant curvature K. The graded dimension of the MOSVA turns out to be related to the hypergeometric function 2 F 1 . We also explicitly determine the basis of the modules generated by any local eigenfunction over any open subset. The association of an open subset U of M with the sum of all modules generated by local eigenfunctions over U turns out to be giving a sheaf.
The paper is organized as follows:
In Section 2, we briefly review the previously known results in [H1] and [H2] . The axioms for the MOSVA and modules are slightly modified using the results in [Q] in order to make it easier to verify.
In Section 3, we write down explicitly the parallel sections of related vector bundles. With this information from geometry, we give a basis of the MOSVA associated with M constructed in [H2] and compute its graded dimension. The exposition is improved in the following aspects: we work directly on the associative algebra of parallel sections of the related bundles. The MOSVA is constructed from inducing a certain module generated by the constant function. Replacing the constant function by generic complex-valued smooth functions, we obtain the modules.
In Section 4, using a lemma in higher covariant derivatives, we prove that all the zero-modes in the MOSVA act as a scalar on any local eigenfunction over any open subset. This allows us to give a basis of the module generated by such a function. We also study the graded dimension of the MOSVA and the module, which turns out to be related to the hypergeometric function.
Finally, we note that the presheaf of modules generated by all eigenfunctions is indeed a sheaf.
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Previously known results
2.1. Axioms of the meromorphic open-string vertex algebra and its left module.
Definition 2.1.
A meromorphic open-string vertex algebra (hereafter MOSVA) is a Z-graded vector space V = n∈Z V (n) (graded by weights) equipped with a vertex operator map
and a vacuum 1 ∈ V , satisfying the following axioms:
(1) Axioms for the grading:
(a) Lower bound condition: When n is sufficiently negative, V (n) = 0.
(2) Axioms for the vacuum:
(a) Identity property:
(3) D-derivative property and D-commutator formula: Let D V : V → V be the operator given by
(4) Weak associativity with pole-order condition: For every u 1 , v ∈ V , there exists p ∈ N such that for every u 2 ∈ V ,
Remark 2.2. This definition is slightly more special than the definition given by Huang in [H1] , where p is not necessarily depending only on u 1 and v. This dependence is called pole-order condition and can be used to simplify the verification of axioms. Please see [Q] for a detailed discussion. 
an operator d W of weight 0 and an operator D W of weight 1, satisfying the following axioms:
(a) Lower bound condition: When Re(m) is sufficiently negative, W [m] = 0.
(2) The identity property:
(3) The D-derivative property and the D-commutator formula:
(4) Weak associativity with pole-order condition: For every v 1 ∈ V, w ∈ W , there exists p ∈ N such that for every v 2 ∈ V ,
2.2.
Example: Noncommutative Heisenberg. The first nontrivial example of MOSVA is constructed by Huang in [H1] . We should recall the construction here.
Let h be a finite-dimensional Euclidean space over R. We define a vector spacê
which is the ambient vector space of the Heisenberg Lie algebra. Note that
Let N (ĥ) be the quotient of the tensor algebra T (ĥ) ofĥ modulo the two-sided ideal I generated by
Note that in the quotient, there are no relations between X ⊗ t m and Y ⊗ t n for m, n ∈ Z + and for m, n ∈ Z − . This is the main difference to the usual
is also included in the generators of I, for each a, b ∈ h, m, n ∈ Z ± . Nevertheless, the PBW structure still holds for this quotient:
as vector spaces (see [H1] , Proposition 3.1)
Let C = C1 be a one-dimensional vector space on which h acts by 0. Define the action of k by 1 andĥ + by 0. One can prove that the induced module N (ĥ)⊗ N (ĥ + ⊕ĥ 0 ) C is isomorphic to T (ĥ − ) as a vector space. We regard T (ĥ − ) now as an N (ĥ)-module and denote the action of h ⊗ t j by h(j).
Huang proved the following theorem in [H1] .
Theorem 2.4 ([H1], Theorem 5.1). The left N (ĥ)-module T (ĥ − ) forms a grading-restricted MOSVA with the following vertex operator action:
The normal ordering is defined in the usual sense:
(2) 2.3. MOSVA of a Riemannian manifold. In [H2] , Huang further constructed a MOSVA for any Riemannian manifold M , using the parallel sections of a certain bundle. We recall the construction here.
Let M be a Riemannian manifold. Let p ∈ M . We consider the affinization of tangent bundle
where M × C[t, t −1 ] and M × Ck are trivial bundles over M . The fiber of this bundle at p is nothing but
Analogous to the constructions in the previous subsection, we have
,
Now we look into the tensor algebra bundle T ( T M ). We similarly construct a bundle N ( T M ), whose fiber at each point is obtained by taking the quotient of T (T p M ) versus the two-sided ideal generated by elements in (1 
Huang proved (Theorem 4.1, [H2] ) that the action respects the associative algebra structure
Thus the space of complex-valued smooth functions can be viewed as a module for the associative
, which can be viewed as a subal-
By Theorem 6.5 of [H1] , on the vector space
there is a natural module structure for the MOSVA T ( T p M − ). In particular, it is a module for the
. We can thus consider the Π(T ( T M − ))-submodule generated by elements
Since the Laplace-Beltrami operator is a component of some vertex operator, it would be natural to consider the submodule generated by its eigenfunction. As the Laplace-Beltrami operator plays the role of energy operator in quantum mechanics, the submodule can then be interpreted as string-theoretical excitement of the quantum states.
Basis of the MOSVA and modules
Let M be a two-dimensional Riemannian manifold with constant sectional curvature K. For convenience, we assume M is orientable, connected and complete. We will also focus on the case
In this section, we will identify a vector space V U (l, f ) for an connected open subset U of M , a complex number l and a smooth function f : U → C. In case f = 1, the constant function sending every point of U to 1, V U (l, 1) is a MOSVA. All V U (l, f ) forms a module for this MOSVA.
3.1. Holonomy of the tensor powers of the complexified tangent bundle. Recall that the holonomy group of a bundle E based at a point p ∈ M is the subgroup generated by all the parallel translations along piecewise smooth contractible loops based on p. We will simply denote the holonomy group by Hol(E) since holonomy groups based at different points are isomorphic.
Lemma 3.1. If K = 0, then the holonomy group Hol(T M ) of the tangent bundle T M is
Proof. Since M is orientable, we know that Hol(T M ) ⊂ SO(2, R) (see [P] ). Fix p, q, r ∈ M . Let γ 1 , γ 2 , γ 3 be geodesics connecting pq, qr and rp. Let α p , α q , α r be the angles of geodesic triangle pqr. Let v ∈ T p M be a unit vector. One sees easily that that composition of parallel transport along the concatenation of γ 1 , γ 2 and γ 3 ends up with a unit vector w ∈ T p M that is obtained from rotating v by the angle 3π − (α p + α q + α r ), as shown in the following two figures.
By Gauss-Bonnet theorem (geodesic triangle version, see [D] ),
Now let q, r vary near p, so that the area of the geodesic triangle varies continuously within some interval [0, s]. Then we see that rotations by angles between 2π − Ks and 2π are all included in the holonomy group. These rotations generate all SO(2, R).
We focus on the complexified tangent bundle C⊗ R T M , where C is regarded as a trivial bundle over M .
Notation 3.2. From now on, we shall denote the complexified tangent bundle C ⊗ R T M by E.
We will also omit the ⊗ R symbol when writing the smooth sections in Γ(E). All ⊗ symbol will mean ⊗ C by default unless otherwise stated.
The connection on E is related to that on T M by
Proof. This follows from the observation that the bundle E is essentially the direct sum T M ⊕ √ −1 · T M .
We will also consider the tensor bundle E ⊗k for each k ∈ Z + .
Lemma 3.4. There is a natural surjective homomorphism Hol(E) → Hol(E ⊗k ) of holonomy groups, where g ∈ Hol(E) acts on each fiber E ⊗k p by
Proof. For any piecewise smooth path γ :
the parallel transport along γ on the bundle E; let P k γ(t) : E ⊗k p → E ⊗k γ(1) be the parallel transport along γ with respect to the bundle E ⊗k . Then from the definition of the connection on E ⊗k :
In case γ(t) is a loop based at p, this essentially realizes every element of h ∈ Hol(E ⊗k ) as g ⊗k for g ∈ Hol(E). So the map g → g ⊗k gives a natural surjective homomorphism Hol(E) → Hol(E ⊗k ).
Lemma 3.5. The holonomy group of E ⊗k is determined by
Proof. We analyze the kernel of the homomorphism SO(2,
with eigenvalue e ±iα . The conclusion then follows from
where m = #{j : i j = 1}, n = #{j : i j = −1}. In greater detail, if k is odd then there is no way to make e i(m−n)α = 1 for every choice of i 1 , ..., i k unless α = 0; if k is even, then there is no way to make e i(m−n)α = 1 for every choice of i 1 , ..., i k unless α = 0 or α = π.
3.2. Parallel sections of the tensor powers of the complexified tangent bundle.
Proof. It follows directly from −1 ∈ Hol(E ⊗k ).
To describe the parallel sections of the even tensor powers of E, we introduce the following notations:
Definition 3.7. Fix p ∈ M , let {e 1 , e 2 } be an orthonormal basis of T p M . Then for some neighborhood V of p, we define local sections X 1 , X 2 : V → T V by parallel transporting e 1 , e 2 to every q ∈ V . Finally, we introduce the following local sections of E:
Example 3.8. Let M be the unit sphere M = {(x, y, z) ∈ R 3 : x 2 +y 2 +z 2 = 1}. For p = (1, 0, 0), we take the polar coordinate
Then on the neighborhood V = M \ {(0, 0, ±1)} of p, the metric is of the form ds 2 = dφ 2 + sin 2 φdθ 2 .
We then take
In this case,
Example 3.9. Let M be a complete hyperbolic surface of genus g. From the discussion in [JS] ,
and Γ is a Fuchsian group (with no fixed points on H). For p = (0, 0), let V be the interior of the fundamental region of Γ containing p. In other words, V is the interior of a hyperbolic polygon with 2g sides. Viewed as a coordinate chart of M near p, V can be endowed with a metric of the form
Proposition 3.10. Each element in the following set
be the matrix as in Lemma 3.5, which acts on
With this action, M (α) acts on h + | p , h − | p in the fiber E p by
In other words, (h ± ) p is an eigenvector of M (α) with eigenvalue e ±iα .
To determine the parallel sections Π(E ⊗k ), it suffices to study the fixed point subspace of (E p ) ⊗k under the action of SO(2, R)/{±1}. By the same computation shown in Lemma 3.5, we know that
if and only if the number of + appearing in i 1 , ..., i k coincides with the number of −. Then by simple linear algebra, the set of vectors parallel transport along geodesic paths. Moreover, the parallel section defined by h i 1 | p ⊗· · ·⊗h i k | p coincides with the local section h i 1 ⊗ · · · ⊗ h i k on V , since the latter is also defined via parallel transports. Thus the latter extends to global sections.
3.3. Parallel sections of the tensor algebra of the affinization. Consider the following affinization of E:
We will need to use the tensor algebra bundle
For each p ∈ M , the fiber T ( E) p is simply the tensor algebra of the vector space E p :
Also note that for two smooth sections X, Y ∈ Γ(T ( E)) ,
defines an associative algebra structure on Γ(T ( E)).
We construct the bundles T (Ê ± ), T (E) and T (M ×Ck) similarly. We will rewrite these bundles in the following way:
We will need to use the parallel sections of all these bundles. Note that essentially T ( E ± ) and
T (E) are direct sums of E ⊗n . The following lemma will then apply to determine the parallel section of these bundles. B) . We show the inverse inclusion here. Let X be a parallel section of B. Fix any p ∈ M and piecewise smooth loop γ based on p. Consider X p = i finite
which is a finite sum of components in (B 1 ) p , (B 2 ) p , ... The parallel transport T B γ(1) applied on X amounts to the sum of the action of T B i γ(1) on X i . Since it is a direct sum, we necessarily have
. That is to say, X p is a finite sum of elements in (B i )
. Thus X is a finite sum of parallel sections in B i . So
The lemma thus determines the parallel sections of these bundles:
Proposition 3.12.
Ck n Proof. The structure of Π(T ( E ± )) and Π(T (E)) follows directly from the lemma. The structure of Π(M × Ck) follows from the fact that any smooth function f satisfying ∇γf = 0 for every path γ is constant.
Note that for X ∈ Γ(E), X ⊗ t m is naturally a section for the bundle E ⊗ Ct m . We will consider the associative algebra Γ(T ( E))/I, where I is the two-sided ideal generated by
for X, Y ∈ Γ(E), m ∈ Z + , n ∈ −Z + , k ∈ Z. Note that the inner product (X, Y ) defines a smooth complex-valued function on M . When X, Y ∈ {h + , h − }, the function defined by (X, Y ) is indeed a constant function.
Proposition 3.13. The following spaces
and
of sections embed as a subalgebra of Γ(T ( E))/I.
Proof. Let
in Γ(T ( E)). Consider the two-sided ideal I of Γ(T ( E)) generated by elements in (4). Since for every X, Y ∈ {h + , h − }, (X, Y ) is a constant function, and no sections in E other than h + , h − are involved in space A, we see that A ∩ I ⊆ A. Thus A/I embeds into Γ(T ( E))/I. It remains to
show that A/I as a vector space is
. This is easily seen from noticing that I allows us to rearrange the product of two sections in the desired order.
In the same way, we see that Π(T ( E + )) ⊗ Π(T (E)) ⊗ Π(T (Ck)) embed associative subalgebra.
Construction of MOSVAs and modules. Let
U be an open subset of M . Let f : U → C be a complex-valued smooth function. We define the action of X ∈ Π(T (E)) by
It was shown in [H2] , Theorem 4.1 that for X, Y ∈ Π(T (E)),
We further define the action of Π(T (M × Ck)) by having k act by a scalar multiplication l for some l ∈ C, and the action of Π(T ( E + ) by zero. This way, the space of complex-valued smooth functions becomes a module for the associative algebra Π(T ( E + )) ⊗ Π(T (E)) ⊗ Π(T (Ck)). Any complex-valued smooth function f generates a submodule. Now for a fixed function f , we induce the Π(T ( E + )) ⊗ Π(T (E)) ⊗ Π(T (Ck))-module generated by f to a module for the larger algebra Π(T ( E − ))⊗Π(T ( E + ))⊗Π(T (E))⊗Π(T (Ck)). We denote this module by V U (l, f ). As a vector space,
In case Π(T (E))f = Cf , we will omit the tensor symbol.
Denote by 1 the constant function that sends every point on M to 1. Since all the covariant derivatives vanishes, Π(T (E))1 = C1. We will omit the tensor product sign and simply write
Denote the actions of h ± ⊗ t k by h ± (k). For a formal variable x, let
Then we have the following theorem Theorem 3.14. The vectors h i 1 (−m 1 ) · · · h i k (−m k )1, i 1 , ..., i k ∈ {+, −}, #{j : i j = +} = #{j : i j = −} form a basis for V U (l, 1). Together with the following vertex operator action
Proof. For l = 1 the theorem has been proved in [H2] , Proposition 3.3. The generalization to l ∈ C is a trivial modification of the whole process. For exposition purposes, we will sketch a direct proof using the computational results in [H1] modified by the general central charge.
For convenience, we use V to denote the space V U (l, 1). The grading of V is given by specifying V n to be the span of the vectors h i 1 (−m 1 ) · · · h i k (−m k )1, with i 1 , ..., i k satisfying the conditions in the statement, and m 1 + · · · + m k = n. From Proposition 3.12, n ≥ 0. So the grading is lower bounded.
In fact, the coefficients of each power of x is a sum of elements of the form
For every such p 1 , ..., p k , let σ be the unique element in S k satisfying the condition σ(1) < · · · < σ(α), σ(α + 1) < · · · < σ(β), σ(β) < · · · < σ(k 1 ) p σ(1) , ..., p σ(α) < 0, p(σ α+1 ), ..., p(σ β ) > 0, p(σ β+1 ), ..., p(σ k 1 ) = 0, so that the element can be written as a σ(1) (p σ(1) ) · · · a σ(α) (p σ(α) ))a σ(α+1) (p σ(α+1) ) · · · a σ(β) (p σ(β) )) · a σ(β+1) (0) · · · a σ(k 1 ) (0))b 1 (−n 1 ) · · · b k 2 (−n k 2 )1
From the relations of the algebra, for i, j ∈ {+, −}, n > 0, h i (0) commutes with all h j (−n), while h i (0)1 = 0. Thus if there exists some j such that p j = 0, the element is simply zero, which is
Otherwise, if p 1 , ..., p k 1 = 0, then β = k 1 . The element in question would then be a σ(1) (p σ(1) ) · · · a σ(α) (p σ(α) ))a σ(α+1) (p σ(α+1) ) · · · a σ(β) (p σ(β) ))b 1 (−n 1 ) · · · b k 2 (−n k 2 )1
From the relation of the algebra, for i, j ∈ {+, −}, p, q > 0, the commutator of h i (p) and h j (−n)
is lpδ p,n (h i , h j ). Notice that every time we swap the position of h i (p) and h j (−n), the number of + and − in the commutator term are both lowered by 1. So at the end of the day when all h i (p) with p > 0 are positions before 1, the number of + and − in all the extra commutator terms are still kept the same. This shows that the elements are all in V . Thus we proved that
Now we argue the weak associativity. From Corollary 4.9 in [H1] , for every a 1 , ..., a k 1 , b 1 , ..., b k 2 ∈ {h + , h − }, m 1 , ..., m k 1 , n 1 , ..., n k 2 ∈ Z + ,
where the extra l i factor comes from a trivial generalization of Lemma 4.1 in [H1] .
From Formula (5.29) of [H1] , we see that
where negative powers of x 2 + x 0 are expanded as a formal series in x 2 , x 0 with lower truncated powers of x 0 .
To show the weak associativity, we fix i and p 1 , ..., p i and compute the lower bound of power of x 1 of the series from the action of
on an element v = c 1 (−r 1 ) · · · c k 3 (−r k 3 )1. For each p = p 1 , ..., p i , we compute the singular part of the term with respect to a p (x 1 ), namely,
The term with the lowest power of x 1 will contain no b q (t) with t > 0. Thus all such a p (s p ) would have the priority acting v, resulting in p =p 1 ,...,p i a p (s p )c 1 (−r 1 ) · · · c k 3 (−r k 3 )1 which is zero when p =p 1 ,...,p i s p > r 1 + · · · + r k 3 So the power of x 1 is
The lower bound we obtained at the right-hand-side works for all possible choices of i and p 1 , ..., p i . Moreover, it depends only on the element a 1 (−m 1 ) · · · a k 1 (−m k 1 )1 and c 1 (−r 1 ) · · · c k 3 (−r k 2 )1.
So the pole-order condition is verified.
Other axioms are verified similarly as in [H1] .
for any i 1 , ..., i k ∈ {+, −} with #{j : i j = +} = #{j : i j = −}, any X ∈ Π(T (E)) and any smooth function f : U → C. Then with any lower bounded grading assigned on the vector
Proof. This is proved in [H2] , Theorem 5.1. A direct proof can also be constructed using the computational results in [H1] similarly as the theorem above. We will not repeat it.
Remark 3.16. If we understand h + (−m) and h − (−m) as the creation operators of certain physical objects (particles or strings), the conclusions in this section amounts to say that these physical objects are always created in pairs. There does not exist one-object states in the MOSVA V U (l, 1) and the module V U (l, f ).
Modules generated by eigenfunctions of the Laplace-Beltrami operator
In this section we study the module V U (l, f ) for a smooth function f :
where ∆ is the Laplace-Beltrami operator on U , λ ∈ C. In physics, eigenfunctions correspond to quantum states. So the module V U (l, f ) can be understood as string-theoretic excitements of the quantum state corresponding to f .
4.1.
A lemma on higher order covariant derivatives. In order to study the actions of Π(T (E)) on f , we will use the following lemma:
Lemma 4.1. Let f : U → C be a C-valued smooth function. Then for n ≥ 3, we have (∇ n f )(Z 1 , ..., Z n−1 , Z n ) − (∇ n f )(Z 1 , ..., Z n , Z n−1 ) = 0 And for i = 1, ..., n − 2,
Proof. We prove the first equation by induction on n. For n = 3, we have
Assume the equation holds for n − 1:
(∇ n f )(Z 1 , ..., Z n−1 , Z n ) = (∇ Z 1 (∇ n−1 f ))(Z 2 , ..., Z n−1 , Z n )
So the first equation is proved.
For the second equation, we first consider the case i = 1:
Similarly,
Then in the difference, the second sum in (5) cancels out with the first term in the sum of (11); the first term in the sum of (7) cancels out with the second sum in (9); the second term in the sum of (7), together with second term in the sum of (8), cancel out those in (11) and (12). So the difference is
So the case i = 1 is proved for arbitrary n.
We proceed by induction of i. The base case has been proved above. Now we proceed with the inductive step.
(∇ n f )(Z 1 , ..., Z i , Z i+1 , ..., Z n ) = (∇ Z 1 (∇ n f ))(Z 2 , ..., Z i , Z i+1 , ..., Z n )
We use the induction hypothesis to see that the difference is expressed as
which is equal to the right-hand-side.
4.2.
Zero-mode actions. Now we use the lemma to compute Π(T (E))f . Recall the definition of the sectional curvature
where U, V are any vector fields. Then by our assumption in Definition 3.7 (X 1 , X 1 ) = (X 2 , X 2 ) = 1, (X 1 , X 2 ) = 0
We compute directly that (R(X 1 , X 2 )X 2 , X 1 ) = K, (R(X 1 , X 2 )X 2 , X 2 ) = 0 (R(X 1 , X 2 )X 1 , X 1 ) = 0, (R(X 1 , X 2 )X 1 , X 2 ) = −K In other words,
is a multiple of f , then for every choice of σ 1 , ..., σ n ∈ {+, −}, with equal number of + and −, ∇ n (h σ 1 , ..., h σn )f is also a multiple of f .
Proof. We will use Theorem 4.1 in [H2] : for X and Y are two parallel tensors of degree m and n,
In other words,
We argue by induction. We will compute the action of h + ⊗ · · · ⊗ h + ⊗ h − ⊗ · · · ⊗ h − explicitly.
Other cases are similar.
Using the previous lemma, we write We will again try to move h − one spot ahead. Likewise, the extra terms, by induction hypothesis, will also be multiples of f .
Repeat the process until we arrive at
which, by Theorem 4.1 in [H2] , is equal to
One sees that this is also a multiple of f , as (∇ 2 f )(h + , h − ) is a multiple of f , as well as (∇ n−2 f )(h + , .., h + , h − , ..., h − ). Proof. It suffices to notice that (∇ 2 f )(h + , h − ) = ∆f . Note that ∆f is defined by (∇ 2 f )(X 1 , X 1 )+ (∇ 2 f )(X 2 , X 2 ) where X 1 , X 2 are vector fields in Definition 3.7. Since
The conclusion then follows from (∇ 2 f )(X 1 , X 2 ) = (∇ 2 f )(X 2 , X 1 ).
4.3.
Consequences. From Theorem 4.3, Π(T (E))f is one-dimensional. We use the eigenvalue λ of f for the weight of this subspace in V U (l, f ), thereby making V U (l, f ) a module for V U (l, 1).
Then we conclude the following.
Theorem 4.4. Let f be an eigenfunction for the Laplace-Beltrami operator of eigenvalue λ.
Then the following vectors
form a basis of the module V U (l, f ), where the weight of each basis vector is specified as m 1 + · · · + m k + λ.
Theorem 4.5. V U (l, f ) is irreducible.
Proof. The action of h i k (m k ) · · · h i 1 (m 1 ) on the basis vector h i 1 (−m 1 ) · · · h i i (−m k )f sends it back to a constant multiple of f .
With the knowledge of the basis, we can compute the graded dimension of the modules V U (l, f ).
Corollary 4.6. The graded dimension of the MOSVA V U (l, 1) is 1 + ∞ n=2 2(n − 1) · 2 F 1 1 − n 2 , 3 − n 2 ; 2; 4 q n The graded dimension of V U (l, f ) is q λ + ∞ n=2 2(n − 1) · 2 F 1 1 − n 2 , 3 − n 2 ; 2; 4 q n+λ Proof. It suffices to argue the formula for V U (l, 1). Let n ∈ Z + . We compute dim V (2n) and
dim V (2n+1) separately.
For each fixed k ∈ Z + , the set of ordered k-tuples (m 1 , ..., m k ) of positive numbers such that m 1 + · · · + m k = 2n is well-known to be 2n−1 k−1 . Also within i 1 , ..., i k , the number of + must be the same as the number of −. Thus k must be an even number. Write k = 2p. Then the number of possible assignments of + and − to i 1 , ..., i 2p is simply 2p p . Summing up all possible choices of p, we have dim V (2n) = n p=1 2p p 2n − 1 2p − 1 = n p=1 2(2n − 1)! p!(p − 1)!(2n − 2p)! Recall that in general, 2 F 1 (a, b; c; z) = ∞ q=0 a(a + 1) · · · (a + q − 1)b(b + 1) · · · (b + q − 1) c(c + 1) · · · (c + q − 1) z!
Putting in a = 1 − n, b = 3/2 − n, c = 2, z = 4, we have 2 F 1 (1 − n, (1 − n)(1 − n + 1) · · · (1 − n + q − 1) · ( 3 2 − n)( 3 2 − n + 1) · · · ( 3 2 − n + q − 1) 2(2 + 1) · · · (2 + q − 1) 2! = n−1 q=0 (−1) q (n − 1)(n − 2) · · · (n − q) · (3 − 2n)(3 − 2n + 2) · · · (3 − 2n + 2q − 2) (q + 1)! 2! = n−1 q=0 (2n − 2)(2n − 4) · · · (2n − 2q) · (2n − 3)(2n − 5) · · · (2n − 2q − 1) (q + 1)!q! = n−1 q=0 (2n − 2)! (2n − 2q − 2)!(q + 1)!q! = n p=1 (2n − 2)! (2n − 2p)!p!(p − 1)! Thus dim V (2n) = 2(2n − 1) · 2 F 1 (1 − n, 3 2 − n; 2; 4)
Similarly, we compute that dim V (2n+1) = 2(2n) · n p=1 (2n − 1)! (2n − 2p + 1)!p!(p − 1)! = 2(2n) · 2 F 1 ( 1 2 − n, 1 − n; 2; 4)
The conclusion then follows.
Huang proved that U → V U (1, 1) is indeed a sheaf. Huang considered the sum of modules V U (1, f ) over all smooth f : U → C. He proved that the correspondence of open subset U to this sum of V U (1, f )'s form a presheaf (see details in [H2] , Section 5).
The generalization of these results to V U (l, 1) and V U (l, f ) for l ∈ C is trivial. Moreover, if we consider the module W U = {V U (l, f ) : f : U → C smooth, with ∆f = −λf for some λ ∈ C} Then we have the following proposition.
Proposition 4.7. U → W U forms a sheaf over M .
Proof. In a nutshell, W U is the tensor product of the sheaf U → V U (l, 1) with the sheaf of eigenfunctions over M .
Concluding remarks
We have identified the MOSVA and modules over any two-dimensional complete connected orientable Riemannian manifolds of nonzero sectional curvature. It turns out algebraically they are all isomorphic. The geometric information is carried on the generators of the modules, namely the eigenfunctions of Laplace-Beltrami operator. We expect the yet-to-be-defined intertwining operators between these modules will be reflecting more geometric properties. Indeed, Huang observed that lattice intertwining operator algebras (genus-zero conformal field theories associated with tori) can be constructed using suitable modules for the MOSVA on tori (K = 0) generated by eigenfunctions that is well defined on the tori together with the intertwining operators among them. Huang further conjectured that on the MOSVA V U (l, 1) there exists certain vertex Hopf algebra structure (to be appropriately defined) that allows us to study the tensor categories formed by its modules. These problems will be studied in future work.
