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บทคัดย่อ
จุดมุ่งหมายในการเขียนบทความวิชาการนี้เพื่ออธิบายขั้นตอนการท�างานของวิธีการค้นหาค�าตอบ
ที่ดีที่สุดแบบพาทิเคิลสวอมออปติไมเซชัน หรือ พีเอสโอ โดยการสาธิตผ่านทางตัวอย่างง่ายๆ เพื่อเพิ่ม
เติมความเข้าใจและสามารถน�าพีเอสโอไปประยุกต์ใช้กับปัญหาประเภทต่างๆ ในสายงานท่ีหลากหลายได้ 
บทความวิชาการนี้น�าเสนอการประยุกต์ใช้งานของพีเอสโอในปัญหาสองประเภทใหญ่ๆ ปัญหาประเภทแรก 
คือ ปัญหาการหาผลลัพธ์ที่ดีที่สุดแบบไม่มีเงื่อนไข ซึ่งเป็นปัญหาท่ีจะต้องหาค่าตัวแปรท่ีเป็นจ�านวนจริง 
เพ่ือให้ได้ค�าตอบที่ดีที่สุด และปัญหาประเภทที่สอง คือ ปัญหาการจัดเรียงล�าดับ ปัญหาท้ังสองประเภท 
นับเป็นปัญหาส�าคัญของสายงานการวิจัยด�าเนินงาน
 
ค�ำส�ำคัญ: พีเอสโอ พาทิเคิลสวอมออปติไมเซชัน ปัญหาแบบต่อเนื่อง ปัญหาการจัดเรียง การวิจัยด�าเนินงาน
Abstract
The aim of the writing of this academic paper is to explain the procedure of particle 
swarm optimization or PSO via the demonstration of simple examples. The benefit is to extend 
understanding and to be able to apply PSO on many problems in various fields. This paper 
presents the applications of PSO on two types of problems. The first type of problems is 
the unconstrained optimization problem which needs to find out the values of its real number 
variables and the second type of problems is the combinatorial problem. These two types of the 
problems are important for the operations research field.
 
Keywords: PSO, Particle Swarm Optimization, Unconstrained Optimization Problem, Combinatorial 
 Problem; Operations Research
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บทน�ำ
วิ ธี การหาค� าตอบที่ ดีที่ สุ ดแบบพาทิ เคิ ล 
สวอมออปติ ไ ม เซชั น  (Pa r t i c l e  Swa rm 
Optimization) หรือที่ย่อว่า พีเอสโอ (PSO) 
[1-4] เป็น วิธีการหาค�าตอบแบบสุ่ม (Random 
Search Algorithm) ประเภทหนึ่ง ซึ่งวิธีการ 
ค�าตอบเชิงพันธุกรรม (Genetic Algorithm) [5-7] 
ซึ่งถูกน�ามาประยุกต์ใช้กับปัญหาในเชิงวิศวกรรม 
อย่างหลากหลาย อย่างไรก็ดี วิธีการหาค�าตอบ 
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ตามธรรมชาติของ Gregor Mendel [8] ผู้ได้รับ 
การยกย่ อง เป็นบิ ดาแห่ งพันธุ กรรมศาสต ร์  
โดยไม่ได้ค�านึงถึงเงื่อนไขหรือลักษณะของปัญหา 





ครั้งแรกเมื่อปี ค.ศ. 1995 [1] ซึ่งนักวิจัยส่วนใหญ่ 
เริ่มเปิดใจยอมรับวิธีการค้นหาค�าตอบประเภทนี้
มากแล้ว
วิธีการ พีเอสโอ มีจุดก�าเนิดขึ้นมาจากการ 
ร่วมมือกันของนักวิทยาศาสตร์สองสาขาที่แตกต่างกัน 
คือ James Kennedy [9] ซึ่งเป็นนักจิตวิทยา
สังคม กับ Russell C. Eberhart [10] ซ่ึงเป็น
วิศวกรไฟฟ้า ความร่วมมือกันของทั้งคู่ท�าให้เกิด


















เพื่ อนก�าลั งไปสู่บ ริ เวณท่ีแจ้ ง เพื่ อช่วยกันหา 
ดอกกล้วยไม้ ถ้าบังเอิญเกิดพบดอกกล้วยไม้ที่มีค่า 
มากกว่า สมาชิกคนนั้นก็จะท�าการแจ้งสมาชิก 
คนอื่นๆ ว่าพบดอกกล้วยไม้ที่ดีกว่า ให้เปลี่ยนบริเวณ 





คล้ายๆ กับการค้นหาในแบบ พีเอสโอ ดังนั้นด้วย




ค�าตอบที่ดีที่สุด โดยเฉพาะอย่างยิ่งการใช้ พีเอสโอ 
กับปัญหาการจัดตารางเวลา (Schedu l ing 
Problem) [11-15]
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ค�าศัพท์เฉพาะที่ใช้ในวิธีการพีเอสโอ
Kennedy และ Eberhart [1] ได้พัฒนา
วิธีการ พีเอสโอ ให้เป็นวิธีการค้นหาค�าตอบ 
ที่ดีท่ีสุดส�าหรับปัญหาการหาค่าที่ดีที่สุดแบบไม่มี
เงื่อนไข (Unconstrained Optimization Problem) 
[6-7] ซึ่งต้องการหาค�าตอบที่ท�าให้ค่าของฟังก์ชัน





    (1)
Kennedy และ Eberhart [1] ได้เปรียบ 





จึงอ้างอิงถึงการเคลื่อนที่ของสัตว์ปีก เช่น ความเร็ว 
(Volocity) หรือ ต�าแหน่ง (Position) เป็นต้น
วิธีการ พีเอสโอ จะเริ่มต้นจากการสุ่มกลุ่ม 
ของคู่ค�าตอบกับเวคเตอร์ที่ใช้ปรับปรุงค�าตอบนั้น 
กลุ่มของคู่ค�าตอบกับเวคเตอร์จะมีจ�านวนเท่ากับ 
K โดย พีเอสโอ จะเรียกค�าตอบว่า ต�าแหน่ง 
(Posi t ion) และเรียกเวคเตอร์ที่ ใ ช้ปรับปรุง 
ค�าตอบว่า ความเร็ว (Velocity) คู่ของต�าแหน่ง 
และความเร็วที่จะใช้ในการปรับเปลี่ยนต�าแหน่งนั้นๆ 
จะเรียกว่า พาร์ทิเคิล (Particle) ซึ่งพาร์ทิเคิล 
นี้จะเปรียบเสมือนสัตว์ปีกหนึ่งตัวนั่นเอง อาจกล่าว
ได้ว่า พาร์ทิเคิล หนึ่งตัวจะรู้ต�าแหน่งและความเร็ว
ของตัวมันเอง ดังนั้นกล่าวได้ว่าวิธีการ พีเอสโอ 
มีจ�านวนพาร์ทิเคิลเท่ากับ K ตัว แต่ละตัวมีต�าแหน่ง 
และความเร็วของตัวมันเอง โดยพาร์ทิเคิลทุกตัว
จะมีหมายเลขก�ากับตั้งแต่ พาร์ทิเคิลหมายเลข 
1, พาร์ทิเคิลหมายเลข 2, ไปจนถึง พาร์ทิเคิล
หมายเลข K 
ส�าหรับต�าแหน่งของพาร์ทิเคิลซึ่งหมายถึง 
ค�าตอบๆ หนึ่งของปัญหาจะมีจ�านวนมิติ (Dimension) 
เท่ากับจ�านวนของตัวแปรของปัญหานั้นๆ เช่นถ้า
ใช้ พีเอสโอ ในการหาค�าตอบของปัญหาในสมการ
ท่ี (1) จ�านวนมิติของต�าแหน่งของพาร์ทิเคิล 
จะต้องเท่ากับ 3 ทั้งนี้เพราะปัญหามีตัวแปรทั้งหมด 
3 ตัว ซึ่งค่าในมิติแต่ละมิติของต�าแหน่ง ก็คือ 
ค่าของตัวแปรแต่ละตัวนั่นเอง ส่วนความเร็ว
ของพาร์ทิเคิลซึ่งคือเวคเตอร์ที่ใช้ในการปรับปรุง 
ต� าแหน่ งก็ จะมี จ� านวนมิติ เท่ ากับจ� านวนมิติ  
ของต�าแหน่งเช่นกัน ดังนั้นจึงได้ว่า พาร์ทิเคิลตัวที่ i 
มีต�าแหน่งปัจจุบันอยู่ที่ Xi = (xi1, xi2, ..., xiD) 
แ ล ะ มี ค ว า ม เ ร็ ว ปั จ จุ บั น อ ยู่ ท่ี  
Vi = (vi1, vi2, ..., xiD) โดย D คือจ�านวนมิติ 
หรือก็คือจ�านวนตัวแปรที่ต้องการหาค่า นั่นเอง
ค่าความเร็วของพาร์ ทิเคิลแต่ละตัวมีการ 
ป รับ เปลี่ ย นไป เ รื่ อ ยๆ ตามข้ อมู ลที่ ไ ด้ รั บ 
โดยข้อมูลส�าคัญคือ ต�าแหน่งท่ีดีท่ีสุดท่ีตัวมันเอง
เคยได้ไปมา เรียกว่า ต�าแหน่งท่ีดีท่ีสุดส่วนตัว 
(Persona l Bes t Pos i t i on) ซึ่ งแทนด้วย 
Pi = (pi1, Pi2, ..., piD) และต�าแหน่งที่ดีที่สุด 
ที่ฝูงพาร์ทิเคิลทั้งฝูงเคยพบ เรียกว่า ต�าแหน่ง 
ท่ีดีท่ีสุดสากล (Global Best Position) ซึ่งแทน 
ด้วย Pg = (pg1,  pg2, ..., pgD) นอกจาก
ต�าแหน่งที่ดีที่สุดทั้ง 2 ต�าแหน่งแล้ว พารามิเตอร์
ส� าคัญที่ ใช้ ในการปรับ เปลี่ ยนความเร็ วของ 
พาร์ทิเคิลแต่ละตัว คือ (1) น้�าหนักแรงเฉื่อย (Inertia 






สากล ซึ่งเขียนแทนด้วย gc มีหน้าที่ควบคุมขนาด 
ของเวคเตอร์ของความเร็วท่ีชี้ไปทางต�าแหน่งท่ีดี
ที่สุดสากล





มาตรฐานถูกคิดค้นขึ้นโดย Kennedy และ Eberhart 
[1] และปรับปรุงโดยเพิ่มการใช้น้�าหนักแรงเฉื่อยใน
การปรับความเร็วโดย Shi และ Eberhart [16] 
โดยพาร์ทิเคิลแต่ละตัวจะมีการปรับความเร็วใหม่
ด้วยสมการที่ (2) และจากนั้นท�าการปรับต�าแหน่ง








ขั้นตอนที่ 6: ถ้า เงื่ อนไขการหยุดท�างาน
สมบูรณ์ ให้หยุดการวนซ้�า แต่ถ้าเงื่อนไขการหยุด 
การท�างานไม่สมบูรณ์ ให้ตั้งค่า t = t + 1 
แล้วกลับไปท�างานที่ขั้นตอนที่ 2
ขั้นตอนการท�างานของ พีเอสโอ ที่ให้ไว้ข้างต้น
สามารถแสดงในรูปแบบ Flow chart ได้ดังแสดง 
ในภาพท่ี 1 เพื่อให้เห็นภาพของขั้นตอนการ
ท�างานของ พีเอสโอ มากยิ่งขึ้น ส�าหรับ Pseudo-
code หรือโปรแกรมคอมพิวเตอร์ที่ใช้ในการเขียน
ขั้นตอนการท�างานท้ัง 6 ขั้นตอนนี้ถูกแสดงไว้ 
ใน [2] และ [4]
 
โดย up และ ug คือตัวเลขสุ่มที่มีค่าใน [0, 1]
ข้ันตอนการท�างานของพีเอสโอแบบมาตรฐาน
ถูกแสดงไว้ดังต่อไปนี้ [4]:
ขั้นตอนที่ 1:  ตั้งค่าพารามิเตอร์ ตั้งค่าการ 
วนซ้�าปัจจุบัน t = 1 ก�าหนดต�าแหน่งและความเร็ว 
ของพาร์ทิเคิล K ตัวในฝูง








ตัวพาร์ทิเคิลทุกตัวด้วยสมการที่ (2) และสมการที่ 
(3)





 ตั ว อ ย่ า ง ข อ งปั ญห าก า รห าค่ า ที่ ดี
ที่สุดแบบไม่มีเงื่อนไขที่ให้ไว้ในสมการที่ (1) 
โดยสมการนี้มีชื่อเรียกว่า Sphere [2] ซึ่งรูปแบบทั่วไป
ของ Sphere ถูกแสดงไว้ในสมการ (4) 








งานทั่วๆ ไป เช่น [1], [2] และ [17] อย่างไรก็ดี 
เพ่ือให้ง่ายต่อการค�านวณเป็นตัวอย่าง บทความนี้ 
ขอตั้งค่าพารามิเตอร์ของ พีเอสโอ ดังต่อไปนี้ คือ 









ในมิติที่ 1 แทนค่าตัวแปรตัวที่ 1, ค่าของต�าแหน่ง 
ในมิติท่ี 2 แทนค่าตัวแปรท่ี 2, ค่าของต�าแหน่ง
ในมิติที่ 3 แทนค่าตัวแปรที่ 3 โดยเป็นเช่นที่ได้ 
กล่าวมาข้างต้นว่าจ�านวนของมิติจะต้องเท่ากับ 
จ�านวนของตัวแปรท่ีต้องการหาค่า ในสมการท่ี (1) 
มีจ�านวนตัวแปรท่ีต้องการทราบค่าอยู่ 3 ตัวแปร 





ส�าหรับปัญหาในสมการที่ (1) ตาม 6 ขั้นตอน 
ที่ให้ไว้ตอนต้นได้ดังต่อไปนี้
ขั้นตอนที่ 1: ตั้งค่า w(t) = 0.5, pc = 2.0,
gc  = 2.0, t = 1 และ K = 2 ในที่นี้ขอก�าหนด 
ให้ค่ ามิติ ของต� าแหน่ งและความเร็ วมีค่ าอยู่
ภายใน [-10, 10] จากนั้นท�าการสุ่มค่าต�าแหน่ง 
และความเร็วของพาร์ทิเคิลแต่ละตัวได้ดังต่อไปนี้ 
คือ X1 = (4.5,9.0,-7.5), V1 = (2.0, -0.5,5.5) , 
 X
2





X1 = (4.5,9.0,-7.5) ซึ่งท�าให้ได้ค่า ƒ(X1) 
= 4.52 + 9.02 + (-7.5)2 = 157.5
X
2
 = (-6.5,5.5,-0.5) ซึ่งท�าให้ได้ค่า ƒ(X
2
) 
= (6.5)2 + 5.52 + (-0.5)2 = 72.75 
ขั้นตอนที่ 3: ปรับต�าแหน่งที่ดีที่สุดส่วนตัว
เนื่องจากพาร์ทิเคิลทั้ง 2 ตัว เพิ่งมีต�าแหน่ง
เป็นต�าแหน่งแรก ดังนั้นต�าแหน่งปัจจุบันคือ










gP = 2P  = 2X = (-6.5,5.5,-0.5)
ขั้นตอนที่ 5: ปรับความเร็วและต�าแหน่ง 
ของตั วพาร์ทิ เคิ ลทุ กตั วด้ วยสมการที่  (2) 




พาร์ทิเคิลตัวที่ 2 มีค่าดังต่อไปนี้ 
ขั้นตอนท่ี 6: สมมุติให้เงื่อนไขการหยุด
ท�างานของ พีเอสโอ คือ หยุดเมื่อ t = 2 ดังนั้น
ตอนนี้ t = 1 จึงยังไม่ตรงตามเงื่อนไข จึงก�าหนด 
t = 1 + 1 = 2 และท�าซ้�าตั้งแต่ขั้นตอนที่ 2
ขั้นตอนที่ 2 (รอบที่ 2): แปลงต�าแหน่ง 
ไปเป็นค�าตอบของปัญหา และประเมินค่าค�าตอบ
X1 = (3.3,8.05,-3.35) ซึ่งท�าให้ได้ค่า 
ƒ(X1) = 3.32 + 8.052 + (-3.35)2 = 86.92
X
2
 = (-2,7.75,0.25) ซึ่งท�าให้ได้ค่า 
ƒ(X
2
) = (-2)2 + 7.752 + 0.252 = 64.13
ขั้นตอนที่ 3 (รอบที่ 2): ปรับต�าแหน่งที่ดี
ที่สุดส่วนตัว
ส�าหรับพาร์ทิเคิลตัวที่ 1 ค่า ƒ(X1) ดีกว่าค่า ƒ(P1) 
ดังนั้นต�าแหน่งที่ดีที่สุดส่วนตัวของพาร์ทิเคิลตัวที่ 1 
จึงเปลี่ยนไปเป็น 1P  = (3.3,8.05,-3.35) 
เช่นเดียวกัน พาร์ทิเคิลตัวที่ 2 ค่า ƒ(X
2
) ดีกว่าค่า 
 ƒ(P1) ดังนั้นต�าแหน่งที่ดีที่สุดส่วนตัวของพาร์ทิเคิล 
ตัวที่ 2 จึงเปลี่ยนเป็น 2P  = (-2,7.75,0.25)
ขั้นตอนที่ 4 (รอบที่ 2): ปรับต�าแหน่งที่ดี
ที่สุดสากล
เนื่ อ งจากต� าแหน่ ง ท่ี ดี ท่ี สุ ดส่ วนตั วของ 
พาร์ทิเคิลตัวที่ 2 ดีกว่าต�าแหน่งที่ดีที่สุดสากล ดังนั้น 
ต�าแหน่งท่ีดีท่ีสุดสากลจึงเปลี่ยนเป็น gP = 2P  = 
(-2,7.75,0.25)
ขั้นตอนท่ี 5 (รอบท่ี 2): ปรับความเร็ว 
และต�าแหน่งของตัวพาร์ทิเคิลทุกตัวด้วยสมการท่ี (2) 
และสมการที่ (3) ท�าเช่นเดียวกับขั้นตอนที่ 5 
ในครั้งแรก
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หาพบ ในที่นี้คือ 1x  = -2.0, 2x  = 7.75 














Prob lem) [6-7] มีอยู่ หลากหลายปัญหา 
โดยปัญหาทางวิศวกรรมที่เป็นที่รู้จักกันมากที่สุด 
ที่จัดว่าเป็นปัญหาการจัดเรียงล�าดับ ได้แก่ ปัญหา
เส้นทางเดินของเซลล์แมน (Traveling Salesman 
Problem) [18] และปัญหาการจัดตารางเวลา










มีระยะทางต่�าท่ีสุด ตัวอย่างง่ายๆ คือ สมมุติว่า 
มีเมืองที่เซลล์แมนจะต้องเดินทางอยู่ 4 เมือง 
ได้แก่ เมือง 1, เมือง 2, เมือง 3 และ เมือง 4 
ระยะทางจากเมือง 1 ไป เมือง 2 คือ 20 
กิโลเมตร, ระยะทางจากเมือง 1 ไปเมือง 3 คือ 
15 กิโลเมตร, ระยะทางจากเมือง 1 ไปเมือง 4 
คือ 30 กิโลเมตร, ระยะทางจากเมือง 2 ไปเมือง 3 
คือ 25 กิโลเมตร, ระยะทางจากเมือง 2 ไปเมือง 4 
คือ 10 กิโลเมตร และระยะทางจากเมือง 3 
ไปเมือง 4 คือ 12 กิโลเมตร โดยก�าหนดให้ใน
ทิศทางกลับกันมีระยะทางเท่ากัน เช่น ระยะทาง




ใช้การแปลงต�าแหน่งเป็นค�าตอบ โดยวิธี Random 
Keys Representation [19] โดยการสาธิต 
การแปลงค่าต�าแหน่งของพาร์ทิเคิลเป็นเส้นทางของ
เซลล์แมนแสดงไว้ดังต่อไปนี้ เนื่องจากเมืองมี
ท้ังหมด 4 เมือง ดังนั้นจ�านวนมิติในต�าแหน่งจึง
มีทั้งหมด 4 มิติ โดยสมมุติให้ค่าต�าแหน่ง คือ 




แบบนี้ไปเร่ือยๆ จนครบทุกเมือง ดังนั้นจาก 
X  = (-4.5,7.5,2.5,00) สามารถแปลงเป็น
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เส้นทางดังนี้คือ (1,4,3,2) หรือกล่าวได้ว่า 
เซลล์แมนเดินทางจากเมือง 1 ไป เมือง 4 ไป 
เมือง 3 ไป เมือง 2 แล้วจึงกลับมาที่ เมือง 1 
ซึ่งระยะทางของเส้นทางนี้ คือ 30 + 12 + 25 
+ 20 = 87 กิโลเมตร จะเห็นได้ว่าการประยุกต์ใช้ 
Random Keys Representation กับวิธีการ 




1X  = (-4.5,7.5,2.5,00) กับ 2X  = 
(8.0,9.9,9.0,8.5) เป็นต้น ต�าแหน่งทั้งสอง 




ข้อดีของการใช้ Random Keys Representation 
กับ พีเอสโอ อีกประการหนึ่งคือ การแปลง
ต�าแหน่งแบบนี้สามารถประยุกต์ใช้ได้กับขั้นตอน
ทั้ง 6 ของพีเอสโอ ได้เลยโดยไม่ต้องดัดแปลง 
ขั้นตอนใดๆ
นอกเหนือจากที่กล่าวมา ยังมีการประยุกต์ใช้ 
พีเอสโอ ส�าหรับปัญหาการจัดเรียงล�าดับ โดยการ 




แมนเลย เช่น X = (1,4,3,2) เป็นต้น วิธี 








กั นอย่ า ง แพ ร่หลายในการแก้ ปัญหาต่ า งๆ 
ทางวิศวกรรม บทความนี้ได้น�าเสนอการประยุกต์ใช้ 
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