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Abstract
Aircraft navigation is a well established field which has seen considerable re-
search and development over the last 50 years. Of particular significance is the
evolution of the low-cost, strapdown, Inertial Navigation System (INS), and their
integration with the Global Positioning System (GPS). Combined, the two sys-
tems provide both an accurate and consistent estimate of the aircraft’s position,
attitude and velocity; and for this reason GPS/INS navigation play a significant
role in the development of Unmanned Aerial Vehicles (UAVs).
This thesis describes the investigation of an Aircraft Dynamic Navigation
(ADN) approach, which incorporates an Aircraft Dynamic Model (ADM) directly
into the navigation filter of a fixed-wing aircraft of UAV. The ADM provides the
filter with information on the forces and moments acting on the aircraft as a
result of the control surface actuation, and enables the filter to directly predict
the system’s inertial sensor measurements. The result is a dynamic, model aiding
approach, that offers performance improvements over the standard GPS/INS
solution.
ADMs have been applied to the navigation problem in the past, however
each example presented in the literature has used simplified models and limited
the scope to specific regions of the aircraft’s dynamics. This is acceptable when
the application is a runway approach or autonomous take-off, but neglects the
complex interactions that occur in-between these stable modes and over the
longer term. This research investigates the ADN approach in a broader context
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than has been done in the past, in particular it covers multiple phases of flight
and presents a robust analysis of filtering performance.
The primary contribution of this research is the formulation of a directly
aided, loosely coupled, Unscented Kalman Filter (UKF) which incorporates a
complex, non-linear, laterally and longitudinally coupled, ADM. The use of the
UKF provides an opportunity to integrate the ADM without the need for model
linearisation that would otherwise be required by the Extended Kalman Filter
(EKF). A significant constraint applied was the use of a sensor suite representing
a typical UAV, consisting of a Global Positioning System (GPS) receiver and
Inertial Measurement Unit (IMU), with the addition of an Electronic Compass
(EC), and Air Data (AD) Pitot Static System.
In order to investigate the proposed approach, a detailed Monte-Carlo simu-
lation environment was implemented. This allowed for a large spectrum of the
aircraft’s dynamics to be reviewed in the context of the navigation problem. This
is important as the dynamic model introduces additional sources of error, which
may only become evident during specific modes of flight. 100 random missions
were simulated using this environment each with a one hour duration, totalling
36× 106 data-points against which the ADN approach has been assessed.
The results demonstrated an 80% improvement, i.e. reduction in estimate
error, in the system’s attitude estimate, a 75% improvement in the velocity es-
timate, and a 50% improvement in the angular rate estimate compared to the
standard GPS/INS approach. The bias estimates of the accelerometers and rate
gyros are improved by 30%, and the navigation filter was used to provide direct
estimates of the aircraft’s rotational rates, accelerations and angular accelera-
tions. In addition, the filter was able to maintain an estimate of the background
wind within 1m/s of the true value. This was demonstrated to be 80% bet-
ter than using the aircraft’s cross-track error, and in addition did not need to
perform intentional wind-finding manoeuvres.
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RM Meridonial radius of curvature.
RN Prime vertical radius of curvature.
a Semi-major axes.
b Semi-minor axes.
f Flattening.
e Eccentricity.
ωE Earth rotation rates.
GM Gravitation constant.
O Origin, centre of the earth.
Nomenclature xxix
Earth Gravity
k Gravity Formula Constant.
ge Gravity at the equator.
gp Gravity at the poll.
g0 Gravity at the ellipsoid surface.
g Gravity at the aircraft.
Earth Magnetic Field
F Magnetic field strength.
D Magnetic field declination angle.
I Magnetic field inclination angle.
Air-Data
P Atmospheric pressure.
T Atmospheric temperature.
Q Dynamic Pressure.
R Atmospheric Gas Constant.
λ Lapse Rate.
γ Atmospheric Adiabatic Index.
ρ Atmospheric density.
VT True Airspeed.
β Angle of Side slip.
α Angle of attack.
M Mach number.

Chapter 1
Introduction
1.1 Research Motivation
Unmanned Aerial Vehicles (UAVs) play a critical role in the modern aerospace
industry, providing intelligent, automated flight for applications such as remote
sensing, emergency response, and environmental research. A UAV’s primary
responsibility is to autonomously deliver it’s payload to a specific location of
interest, for either deployment, data collection, or real-time analysis. The vehi-
cle’s lower-level command and control is abstracted through a dedicated Ground
Control Station (GCS), allowing the operator to concentrate on directing the
aircraft’s flight, and the domain expert to monitor the systems’s sensors. The
UAV and GCS have a tightly integrated functionality which combined is referred
to as an Unmanned Aircraft System (UAS)1.
Over the past decade the UAS industry has grown significantly, and although
this growth has been driven primarily by military interests [68, 71–74], consid-
erable investment is also being applied to scientific and commercial applications
[21, 27, 32, 83]. The motivation for developing this technology is the promise
of increased flexibility and efficiency, combined with a reduction in procurement
1The requirement for a dedicated GCS arises from the difficulty in achieving a fully au-
tomated system, and the desire to have real-time data collection and or dissemination. This
thesis uses the term UAV to specifically refer to the platform, and the term UAS in general to
refer to either the UAV, GCS or both.
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and operational costs. There are presently hundreds of systems in production
and development worldwide [79], however the industry still faces a number of
significant challenges that must be overcome before existing systems can be ef-
fectively integrated into the National Airspace System (NAS) [26, 56, 100].
Figure 1.1-1 shows three UAS and an one automated manned aircraft involved
in the ARCAA Smart Skies [20] and ResQu projects. The aircraft are the QUT
Flamingo, CSIRO Helicopter, Insitu ScanEagle, and ARCAA Cesna ASL. The
Smart Skies project concluded in 2010 and focused on supporting the efficient
utilisation of airspace by both manned and unmanned aircraft, and was coordi-
nated by the Australian Research Centre for Aerospace Automation (ARCAA)
and Boeing Research and Technology (BR&T) Australia.
(a) CSIRO Unmanned Helicopter (b) Insitu ScanEagle
(c) QUT Flamingo (d) ARCAA Cesna ASL
Figure 1.1-1: Smart Skies manned and unmanned aircraft
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Performing routine and unconstrained operations outside of military airspace
is a key enabler for the industry, and is the focus of a large amount of present
research. Low platform dependability, insufficient automation, and an uncertain
regulatory environment have been a major inhibitors to the widespread adoption
of UAS as a viable commercial solution. Current systems have struggled to de-
liver the consistency and efficiency required [22, 26, 68–71], which highlights the
significant technical challenge in delivering automated systems with equivalent
performance and reliability to manned aircraft.
One of the key challenges each UAV encounters, is achieving an accurate and
consistent navigation solution when the sensor suite’s performance is inherently
restricted by the platform’s size and weight. For this reason UAV’s typically rely
on the Global Positioning System (GPS), or GPS aided Inertial Navigation Sys-
tems (INS) as their primary source of navigation. The continued advancement,
and improvement of small inertial systems has enabled UAS to develop rapidly,
however there still are a number of opportunities for improving the navigation
solution through advanced filtering algorithms and approaches. Importantly,
improved navigation performance will directly improve UAV flight and sensing
capabilities, enabling more reliable and efficient operations.
This research is motivated by recent advances in sensor technology and nav-
igation filtering techniques, and focuses on improving performance through a
novel dynamic approach to aircraft navigation. This approach is termed Aircraft
Dynamic Navigation (ADN), where an Aircraft Dynamic Model (ADM) is used
to augment the navigation solution with information derived from the known
flight control inputs. Although the work presented is applicable to aircraft in
general, a primary constraint imposed has been the use of a sensor suite rep-
resentative of a typical small-to-medium, fixed-wing UAV. This following two
sections of this chapter explain this approach in more detail, why it was cho-
sen as a potential research project, and the methodology taken to investigate its
performance.
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1.2 Aircraft Dynamic Navigation
ADN is an approach developed throughout this thesis where an aircraft’s navi-
gation system is formulated with an ADM driving the motion equations used in
the prediction step of the navigation filter. By using the known control inputs,
the ADM calculates the platform’s acceleration, and this additional information
is used to provide a state estimate with less uncertainty than the generalised
Inertial Navigation (IN) equations. This research investigates the ADN concept,
focusing on formulating the navigation filter such that it can effectively manage
the errors inherent in the dynamic model, over a broad flight envelope, and still
provide a worthwhile performance improvement.
This candidature began with as an investigation into automatic health moni-
toring systems for UAS. After reviewing existing literature, and a neural network
approach to inertial sensor fault detection was investigated [25] replicating previ-
ous work presented by Napolitano et al. [58]. The primary outcome of this inves-
tigation was an understanding that, whilst neural networks offer a good method
for learning relationships between different sensor outputs, there are some sig-
nificant and obvious relationships which are not easily acquired by the network.
Also, in the event of a failure and subsequent detection, if there is insufficient
information available for the filter to maintain a valid navigation solution (due to
the failed measurements being excluded), then accommodation of the fault was
impossible. This understanding provided inspiration for some initial attempts at
an ADN approach where the navigation solution was proposed along with the
implementation of an Interactive Multiple Model (IMM) for inertial sensor fault
detection [22].
The Unscented Kalman Filter (UKF) played an important role in this work,
as it allowed the ADM to be used without the need to derive a set of linearised
equations which would otherwise be required to implement the Extended Kalman
Filter (EKF). The UKF also offered some potential performance benefits over the
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EKF that are well documented in the literature, and are reviewed in Chapter 2.
For fault detection, the Interactive Multiple Models (IMM) approach provided a
convenient, and mathematically robust, method of incorporating models of each
sensor fault into the filtering solution.
Whilst the IMM was investigated in the early stages of this research it became
evident that the ADN filtering approach could not survive an extended failure
of the inertial sensors. This was especially true when the inertial sensor biases
were being estimated on-line. The difficulty with detecting an inertial sensor
fault is that it exhibits similar behaviour to a change in bias, and therefore
was often incorrectly identified by the IMM. This was complicated by the fact
that ignoring the fault measurements results in an unobservable system, and
generates large navigation errors. This limited the ability to accommodate the
fault without introducing additional sensors. A possible solution would have
been to include an additional set of inertial sensors, however this was out of
scope for this research, and the IMM was abandoned as a viable solution with
the chosen sensor suite.
A key challenge with the ADN approach is the choice, structure and imple-
mentation of the model used to augment the navigation solution. All of the
literature reviewed, including the early work performed as part of this research,
focused on relatively restricted flight envelopes and linearised dynamic models.
Whilst this does not limit any of the existing research’s significance, it still leaves
questions on the ADN applicability to the broader navigation problem. The pri-
mary reason for this, and a key limitation in the ADN approach, is that the ADM
must be configured uniquely for each aircraft, and is not a generic solution.
Developing a robust and accurate ADM is not a trivial task and has in the
past, required significant financial investment. However, with the advent of mod-
ern computer aided design and simulation, high fidelity models are becoming
more accessible and there is an opportunity to apply the ADN approach to a
large number of platforms.
6 Introduction
The research questions addressed in this thesis is,
• Can an Aircraft Dynamic Navigation (ADN) approach be implemented
with a complex and non-linear ADM to augment and improve UAV navi-
gation system performance over a broad flight envelope?
Naturally this raises a number of sub-questions that are addressed in con-
junction with the above,
• What is the level of performance improvement that can be achieved?
• Can the ADN approach be used to reduce the sensing requirements of an
aircraft navigation system?
• Can the ADN approach be used to improve a navigation system’s tolerance
to sensor outages?
This research question requires the development of an new and novel approach
which extends and improves upon existing ADN implementations. To achieve
this a number of technical challenges needed to be overcome. In particular the
ADN formulation was addressed, and aligned with present systems and research.
The following points highlight key components of the ADN approach which are
specifically addressed in the literature review.
• The Sensor Suite determines the level of fidelity and performance that
can be achieved by the navigation system. In general, more information
results in better navigation performance, however there are obvious prac-
tical limitations that need to be observed. The posed research question
specifically restricts the sensor suite to what would commonly be found in
a UAV, effectively defining a GPS/INS based solution. Additional sensors
applicable to aircraft navigation are explored in Section 2.6.
• The Filtering Architecture defines how the ADM and sensor measure-
ments will be integrated into the navigation filter, and specifically what
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errors will be present in the observations. The primary decisions required
are whether the ADM will be used in as an direct or indirect aiding source,
and if the GPS measurements will be used in a tightly or loosely coupled
architecture. An overview of filtering architectures is presented in Section
2.4.
• The Filtering Algorithm is the core component of the filtering archi-
tecture which combines the sensor measurements and ADM calculations
into a coherent navigation solution. The performance of the algorithm is
determined by how well the filter makes use of the available information,
whilst managing various sources of error. The filtering algorithms applica-
ble to aircraft navigation, specifically GPS/INS integration and the ADN
approach, are discussed in Section 2.5.
• The Filter Formulation defines the state vector, process and observa-
tion equations of the filter. This determines the fidelity of the navigation
solution and specifically what sources of error need are considered, and
managed by the filter. The filter formulation for the ADN approach de-
veloped in this thesis is 4.6, and is key in addressing the posed research
question.
1.3 Proposed Methodology
The primary constraint applied to this research has been the use of a typical UAV
sensor suite consisting of a Global Positioning System (GPS) receiver, Inertial
Measurement Unit (IMU), Electronic Compass (EC), and Air Data (AD) Pitot
Static System. This selection reflects current technology and is discussed in more
detail in the Chapter 2. The fidelity of the selected sensors and the specific sensor
models used in this research are presented in Chapter 4.
The ADM used in this work is constructed from the F-16 model developed by
Nguyen et al. [63], and was chosen due to its complex coefficient lookup tables and
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wide aerodynamic envelope. Whilst this model is developed for a large military
aircraft, it represents one of the more complete aerodynamic models available
in the literature. This model has also been developed with fewer assumptions
than most, and allows this research to investigate the non-linear regions of flight
where the aircraft transitions between standard modes of flight such as straight
and level, climbing, descending, and turning. The selection of this model is
discussed in Chapter 2, and the model is detailed in Chapter 3.
The Unscented Kalman Filter (UKF) has been used in order to integrate the
ADM with the navigation solution. The UKF lends itself to making direct use of
the ADM instead of requiring derivative equations as with the Extended Kalman
Filter (EKF). The GPS receiver and IMU are operated in a loosely coupled and
direct aiding structure, where the GPS position and velocity measurements are
used as observations and the full dynamics are propagated through the filter
predictions. In order to present a robust analysis of the ADN approach, three
filter formulations have been investigated. The first two serve as a baseline for
comparing performance of the third ADN approach.
• The Inertial Navigation (IN) formulation is the standard GPS/INS ap-
proach developed as the baseline solution. This formulation uses a direct
aiding approach which estimates the states directly, and differs from the
error-dynamic approach in an indirect aiding solution. This serves as the
fundamental baseline for comparing navigation performance to present sys-
tems.
• The Air-Data Inertial Navigation (AIN) formulation extends the IN
approach to include a model of the local atmosphere and airflow. This
provides a convenient representation for introducing absolute and dynamic
pressure measurements from an Air Data (AD) system. Additionally an
Electronic Compass (EC) is introduced to improve the heading accuracy
of the navigation solution. This formulation serves as an intermediate
step providing a comparison of the performance to both the IN filter as a
1.4 Contributions and Publications 9
result of the additional sensors, and the ADN approach as a result of the
integration of and ADM.
• The Aircraft Dynamic Navigation (ADN) is the final formulation,
and is the primary focus of this research. The proposed solution builds
upon the AIN approach by introducing an ADM to improve filtering per-
formance and robustness. Additional aircraft specific states, such as ac-
tuator position and engine power are introduced to couple the ADM with
the navigation states. The inertial sensor measurements are removed from
the process equations and calculated as observations. Acceleration and an-
gular accelerations are added as kinematic states so that the ADM is not
required in the observation calculations.
In comparison to the research available in the literature, the proposed ADN
approach is unique. Firstly integration of the ADM directly into the process
equations will allow the navigation system to treat the inertial measurements as
an observation as opposed to a model input. In comparison to Bruggemann [12],
the Air-Data measurements will be integrated into the navigation filter through
the observation equations and will be used with the ADM to maintain an estimate
of background wind. Similar to Kim [48] and Vasconcelos et al. [96], this work will
integrate measurements from a barometer and electronic compass respectively.
In addition, the unique structure and sensor suite will be investigated using a
complex nonlinear dynamic model over a broad flight envelope.
1.4 Contributions and Publications
This research focuses on an ADN approach for a UAV, and although the contri-
butions made are principally academic in nature the focus of this research has
been on a practical solution that can have an immediate application in the UAS
industry. The contributions demonstrated in this thesis are,
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• A direct aiding structure was implemented where the inertial sensor mea-
surements were used in the navigation filter as observations. This is in
contrast to other ADN approach’s [12, 15, 49, 51, 97] which implement an
indirect, error based, solution where the INS and ADM are run indepen-
dently, and their solutions combined with an EKF.
• The ADN’s state vector was augmented with aircraft specific states, such
as control surface positions and engine thrust, to achieve tight coupling of
the ADM with the aircraft’s position, attitude and velocity. Direct aiding
was achieved by augmenting the filter with angular and rotational accelera-
tion states, and as described in the previous point allows the inertial sensor
measurements to be formulated as filter observations. This is important as
it removes the need to process the dynamic model when predicting the in-
ertial measurement observations, and it allows the process and observation
uncertainties to remain independent.
• A complex and nonlinear dynamic model was used, which incorporated a
large dataset of tabulated coefficients and covers a wide range of aerody-
namic conditions. This approach had the potential to introduce additional
sources of error into the state predictions and had not been investigated in
the broader literature. The results demonstrated that complex models can
be used to successfully aid aircraft navigation, and highlights the opportu-
nity for the potential improvement gains that can be achieved with a high
fidelity ADM.
• The Unscented Kalman Filter (UKF) was demonstrated as a suitable and
robust filtering solutions that can be easily adapted to the ADN approach
where an existing ADM is available. The UKF was shown capable of main-
taining a consistent state estimate in an application where the state prop-
agation is a complex and non-linear process, and where the error distribu-
tions are likely to skewed and non-Gaussian.
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• A sensitivity analysis was performed, demonstrating the typical variation
in the model’s aerodynamic coefficients, and the effect of modelling error
on the force and moment calculations. This analysis was used to drive the
process uncertainty in the dynamic model and as discussed in the previous
section serves as justification that the achieved filtering results represents
a practical implementation.
• An detailed investigation was carried out on the filtering performance of
the ADN approach. To demonstrate the performance benefit of the ADN
approach, both the standard Inertial Navigation (IN) filter, and an inter-
mediate Air Data Inertial Navigation (ADIN) filter were implemented. The
IN filter serves as a baseline for assessing navigation performance and the
ADIN isolated the performance improvements resulting from introducing
the dynamic model. Importantly the investigation covered a broad flight
envelope and a large number of aerodynamic conditions.
A portion of the work contained in this thesis has already been published in
the peer-reviewed literature and presented at a number conferences and work-
shops [22, 24, 25]. Here is a list of those publications:
• L. Cork and R. Walker. Sensor Fault Detection for UAVs using a Nonlinear
Dynamic Model and the IMM-UKF Algorithm. In Information, Decision
and Control, 2007. IDC ’07, pages 230 –235, February 2007.
• Lennon Cork, Rodney Walker, and Shane Dunn. Fault Detection, Identifi-
cation and Accommodation Techniques for Unmanned Airborne Vehicles.
In Australian International Aerospace Congress Conference, 2005.
Additionally this research resulted the following publications in relation to
UAS in general [23, 99].
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1.5 Dissertation Outline
The remainder of this thesis is outlined as follows.
Chapter 2 reviews the current literature on aircraft navigation systems giv-
ing an overview of GPS and INS technology, and discussing GPS/INS integration
architectures and filtering algorithms. Methods for improving the filtering, i.e
navigation, performance are discussed, focusing on opportunities for incorporat-
ing additional aiding sensors as well as modifying the navigation equations to
incorporate an ADM.
Chapter 3 presents the fundamental theory and equations for a complex,
non-linear ADM. The standard set of reference frames, coordinate systems and
coordinate transforms are introduced and the generic dynamic and kinematic
equation are derived, akin to the standard IN approach. Atmospheric and gravi-
tational equations are presented along with Aerodynamic and Propulsive models
derived from NASA-Langely wind-tunnel tests on a sub-scale model of an F16
aircraft. The ADM is then presented in full for completeness.
Chapter 4 presents the sensor suite and measurement equations, along with
the filter formulations proposed in Section 1.3. The state estimation problem is
formulated for non-linear dynamic systems and the optimal solution is presented
in the form of the Bayesian Filter (BF). The Unscented Kalman Filter (UKF) is
presented as the filtering algorithm of choice in the proposed navigation solutions.
The three sets of process and observation equations proposed are constructed
along with a discussion on practical implementation issues.
Chapter 5 presents the experimental design, filtering results and analysis on
each filter. The filtering performance of the three navigation solutions are com-
pared and a discussed. This analysis covers the standard set of navigation states
as well as the wind states and inertial sensor biases. The coasting performance
of each of these solutions is then investigated in the event of a GPS outages.
Chapter 6 concludes this thesis summarising the results and outcomes of
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this research and making a number of recommendations for future research op-
portunities. Limitations of the presented work is discussed and the resulting
contributions are summarised.
Appendix A presents an analysis of the aircraft’s sensitivity to errors in
the aerodynamic coefficients. This serves as a basis for modelling errors used
in the ADN formulation and also investigates the amount of variation of the
aerodynamic coefficients.
Appendix B presents an extended set of results accompanying those pre-
sented in Chapter 5. Additional figures and tables are presented to indicate the
estimation performance of each state of each filtering approach. This provides
a more in-depth comparison to that presented in Chapter 5 which support the
conclusions drawn.

Chapter 2
Literature Review
2.1 Introduction
An aircraft navigation system’s primary function is to provide an accurate and
consistent solution of the aircraft’s position, attitude and velocity. For UAS this
solution is critical as it is required control and guide the aircraft’s flight. There
are a variety of sensors, approaches, and algorithms suitable for aircraft navi-
gation, however the core functionality is, almost exclusively, provided through
an integrated GPS/INS solution. The complimentary nature of the two systems
provides a robust navigation estimate for a relatively low cost. For this reason
GPS/INS integration has been a significant enabling technology for both aircraft
and UAS [57, 61, 86, 87].
This chapter introduces and discusses current aircraft navigation approaches,
focusing specifically on GPS and INS based solutions suitable for the UAV. Sec-
tions 2.2 and 2.3 present an overview of GPS and INS technology and per-
formance, and provide a justification for perusing an integrated solution. The
filtering architectures capable of achieving GPS/INS integration are discussed in
Section 2.4, and Section 2.5 identifies suitable filtering algorithms paying par-
ticular attention to the Kalman group of filters. Section 2.6 extends the typical
GPS/INS approach with a review on additional sensors that can be used to
augment the navigation system and achieve an improved solution.
A review of vehicle dependent modelling approaches is then presented in
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Section 2.7, which focuses specifically on Aircraft Dynamic Navigation (ADN)
solutions applicable to fixed-wing aircraft. As there are only a handful of ADN
approaches presented in the literature, each is analysed and discussed in detail.
The existing ADN implementations range considerably in their use of sensors
and filtering approach, and each has a number of limitations which are identified.
Section 2.7 forms the primary contribution of this literature review and is subse-
quently used to propose and justify the ADN approach investigated throughout
this research.
The reviewed literature aims to identify key opportunities for furthering air-
craft, and in particular UAV, navigation systems. Specifically this chapter serves
as a justification for the proposed methodology presented previously in Section
1.3. This review is complete in the sense that it sufficiently allows the method-
ology to be developed, however a deliberate attempt has been made to keep
mathematical derivations and workings in their relevant chapters. Where pos-
sible and appropriate the reader is directed to existing literature for additional
detail. Specifically, this relates the development of the ADM which are presented
in Chapter 3, and the sensor measurement models developed along with the state
estimation problem and filtering algorithm presented in Chapter 4.
2.2 Inertial Navigation System (INS)
An Inertial Navigation System (INS) is a Dead Reckoning (DR) system, which
combines accelerometer and gyroscope measurements using a specific set of equa-
tions of motion to generate a complete navigation solution. The finite accuracy
and bandwidth of the system’s inertial sensors results in a continual integration
of measurement error which degrades the navigation solution over time. The
INS consists of an Inertial Measurement Unit (IMU), which is responsible for
acquiring and calibrating the systems accelerometer and gyro measurements,
and a navigation computer which estimates the aircraft’s position, attitude and
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Figure 2.2-1: Inertial Navigation System (INS) architecture
Figure 2.2-1 shows the general structure of an inertial navigation system,
where asIMU and ω
s
IMU are the acceleration and rate measurements made by the
accelerometers and gyroscopes, and aˇbIMU and ωˇ
b
IMU are the measurements cali-
brated by the IMU with any known error sources. The vectors pˆgINS, vˆ
n
INS, and
ϕˆINS are the INS’s estimated position attitude and velocity respectively. The
IMU’s gyroscope and accelerometer performance is typically given in terms of
the random walk, bias stability, scale factor repeatability and misalignment.
The equations used to model the gyroscope and accelerometer measurements
and error sources are well defined [18, 33, 81], and are presented in more detail
in Chapter 4. The error sources present in the inertial measurements are,
• Random walk gives a measure of the sensors’s velocity or orientation error
resulting from an integration, independent of the other error sources, of
the accelerometer and gyro measurement error white noise.
• Bias stability, typically expressed as an Allan variance, gives an indication
of how much the measurement bias of a gyro, or accelerometer, will change
over a specified period of time [38].
• Scale factor repeatability is the sensor’s unaccounted measurement errors
resulting from excitation (temperature and non-linearity), and is defined
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as the ratio of the observed change in the output compared to the change
in the input, or actual value.
• Misalignment is the error of each sensor’s alignment with respect to the
desired orthogonal axis, and results in distortions in the measured angular
rate vector.
The IMU is required to correct the inertial measurements for any known bias,
scale-factor and misalignment errors before transmitting to the navigation com-
puter. Additionally the earth’s rotation rate can be removed from the gyroscope
measurements and the gravity vector can be removed from the accelerometer
measurements using an estimate the aircraft’s attitude. The fidelity of these
corrections is determined by the quality of the sensors and the accuracy of the
present navigation solution. An INS is typically categorised into either Naviga-
tion, Tactical, Industrial or Consumer grade units [18].
Table 2.2-1 presents a basic comparison of Navigation, Tactical and Industrial
grade inertial system performance in terms of the accelerometer and gyroscope
measurement errors. Commercial sensors are not included as their accuracy is
not sufficient to achieve a viable navigation solution. The resulting drift in the
position estimate is derived from the measurement errors, in particular random
walk, and is included to demonstrate the difference in fidelity of each inertial
grade.
The IN computer recursively updates the calcualte position, attitude and
velocity. This is achieved using the equations of motion which are driven by
the IMU’s acceleration and angular rate measurements. There are a variety of
INS sensor types and schemes which can be used to provide an inertial solution,
however this research focuses on a strapdown approach which is common in
tactical applications. The equations of motion for strapdown inertial navigation
are readily available in the literature [7, 34, 47, 87], and are effectively the same
as the aircraft dynamic and kinematic equations presented in Chapter 3.
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Table 2.2-1: Inertial Navigation System (INS) performance [2, 18, 31, 78, 87].
Inertial Sensor Grade
Performance Navigation Tactical Industrial Units
Gyroscope Measurement Performance
Random Walk 0.001 – 0.01 0.1 – 1 1 – 5 ◦/
√
h
Bias Stability 0.0001 – 0.01 0.1 – 10 50 – 100 ◦/h
Scale Factor 5 – 100 100 – 500 500 – 1500 ppm
Misalignment 0.05 – 0.1 0.1 – 1 NA mrad
Accelerometer Measurement Performance
Random Walk 0.002 – 0.01 0.1 – 0.5 1 – 100 mg/
√
h
Bias Stability 0.01 – 0.05 0.1 – 0.5 1 – 3 mg
Scale Factor 10 – 20 200 – 1000 1000 – 2000 ppm
Misalignment 0.05 – 0.1 0.1 – 1 NA mrad
Inertial Navigation Solution Performance
Position 0.5 - 4 5 – 40 50 – 150 km/h
Navigation grade units provide the best navigation solution, are capable of
directly measuring the earth’s rotation rate, and are typically limited to large
commercial and military aircraft systems due to their cost, size and weight.
Advances in inertial sensor technology, and in particular low cost Micro-Electro-
Mechanical Systems (MEMS) base solutions, have been a significant enabling
technology for UAS. These devices are capable of providing a complete solution
in a small, self-contained package which consumes less power than other inertial
sensor technologies. For a detailed review of inertial navigation systems and
solutions the reader is directed to the text by Titterton [87].
Although current MEMS technology is capable of providing tactical grade
inertial sensors [3, 28, 64], the integration errors shown in Table 2.2-1 are still
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considerable. To achieve a suitable navigation solution, an absolute aiding source
such as the Global Positioning System (GPS) is required. Combined the GPS
and INS can achieve an accurate long-term solution, and for this reason GPS/INS
integration has been a consistently active research domain over the past decade
[2, 12, 44, 48, 81, 84].
This research assumes a tactical grade MEMS inertial sensor suite given by
the Atlantic Inertial Systems (AIS) SiIMU02 [3]. Whilst the SiIMU is not a
complete INS, this sensor provides a high quality solution representative of the
inertial systems which would be found in medium-sized UAV [1, 40]. Further-
more, the proposed ADN approach applies a direct aiding solution which does
not require the INS’s computer navigation solution. The SiIMU02’s performance
is detailed in Section 4.2.
2.3 Global Positioning System (GPS)
Global Navigation Satellite Systems (GNSSs) such as the NAVSTAR Global
Positioning System (GPS), GLONASS, COMPASS and Galileo provide absolute
position references through timing and trilateration of signals transmitted from
a known constellation of satellites [42, 101]. GPS is presently the only fully
operational GNSS, with global coverage provided by a constellation consisting of
24 spacecraft distributed among six orbital planes. The accuracy of the position
solution is limited by satellite geometry and visibility relative to the reciever,
and by how precisely a receiver can estimate transmission delay and account for
any signal interferences.
Figure 2.3-2 shows the simplified architecture of a GPS receiver [11], where
IGPS and QGPS are the in-phase (I) and quadrature (Q) samples from receiver
chanels, ρGPS and ρ˙GPS are the pseudorange and range rate measurements, and
pˆgGPS and vˆ
n
GPS are the GPS’s computed position and velocity.
The measurement performance is given by the receivers calculation of range
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Figure 2.3-2: Global Position System (GPS) receiver architecture
from each of the satellites visible at the receiver’s antenna. The range mea-
surements are then combined to determine the three dimensional location of the
receiver as well as the delta in the receiver’s clock. As this is a four dimen-
sional problem, the at least four valid range measurements must be available to
compute a valid solution. Additional measurements further improve the com-
puted position. A GPS receiver achieves it’s range measurement by correlating
the received, satellite specific, pseudorandom noise signal to a replica generated
within the receiver. The PRN correlated time delay multiplied by the speed of
light is used to approximate range. The term pseudorange is used as the range
measurement includes a number of errors, which are typically given by [42, 47]
• Satellite clock error given by noise, bias and drift in the satellite’s atomic
clocks, resulting in a position error typically in the order of ±2 m.
• Ephemeris error caused by error in the receiver’s estimation of the Satel-
lite’s orbit and location, resulting in a position error typically the order of
±2.5 m.
• Ionospheric delay caused by dispersion where the signals are delayed by
free electrons present in the signal path. This delay varies with frequency
and the L1 and L2 signals can be compared to reduce it’s effect. Typically
the position error resulting from ionospheric delay is ±5 m.
• Tropospheric delay caused by the signal refraction in or non-ionised atmo-
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sphere, and results in a position error in the order of ±0.5 m.
• Multipath error cause by path reflections from surrounding terrain, result-
ing in signal delays and inaccuracies of about ±0.3 m.
• Receiver noise caused by hardware limitations including quantisation and
measurement noise, and result in a position error in the order of ±1 m.
• Receiver clock errors caused by an artificial error in delay calculation and
once initially corrected can still result in errors in the order of ±5 m.
The GPS system operates in the L-Band, with the L1 frequency modulated
by the course acquisition C/A code freely available to the public, and the L1/L2
frequencies modulated by the precision P(Y) code only available to authorised
users with cryptographic keys. In addition to the pseudorange the receiver is able
to measure the phase offsets of the L1 and L2 carrier signals. The transmission
frequencies and measurement specifics are readily available in the literature [42,
47], and the equations used to model the GPS measurements are covered in detail
in Chapter 4.
The GPS filter is responsible for combining the pseudorange measurements
from multiple satellites. For commercial systems, the baseline performance is
given by the Single Point (SP) solution generated from the L1 code and carrier
measurements, which can be combined with the L2 frequency code measure-
ments using code-less techniques [42]. Additionaly, the single point solution can
be augmented by either a Satellite Based Augmentation System (SBAS), such
as the Wide Area Augmentation System (WAAS) or European Geostationary
Navigation Overlay Service (EGNOS), or by local differential solutions such as
Differential GPS (DGPS) and Real-Time-Kinematic (RTK) [42, 65].
Table 2.3-2 presents a comparison of GPS solution performance based on the
GPS specifications [90–92] and the NovAtel OEMV-3 receiver implementation
[66], which is a typical representation of GPS performance.
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Table 2.3-2: Global Positioning System (GPS) performance [66, 90–92]
Single Point Augmentation
Performance L1 L2 SBAS DGPS RTK Units
Measurement Performance (RMS)
Code 4.0 8.0 - - - cm
Carrier Phase 0.5 1.0 - - - mm
Solution Performance (RMS)
Position 1.5 1.21 0.60 0.45 0.2 m
Velocity 0.3 0.3 0.3 0.3 0.3 m/s
There is considerable literature on GPS, its general description [42, 89] and its
performance specification [90–92]. Assuming that the receiver is able to track the
minimum four satellites required to solve the GPS problem, then the computed
solution can be used to limit the integration errors of the INS. The approach
taken in integration GPS and INS depends on how the measurements are used
and how the errors between the systems are tracked. This research assumes a
standard commercial GPS receiver given by the NovAtel OEM-V3.
2.4 GPS/INS Integration Architectures
GPS/INS integration provides an accurate and complete navigation solution by
combining the high bandwidth solution of the INS with the absolute, bounded
solution of the GPS. This is achieved by modelling each of the system’s measure-
ments and solutions and applying filtered corrections based on their expected
error statistics. The method taken to achieve GPS/INS integration of the two
systems is given by the aiding and coupling, which can be broadly categorised
1Based on the combined measurements from the L1 and L2 frequencies.
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into either direct or indirect aiding, and tight or loose coupling [77].
There are a large number of variations to the architecture used to achieve
GPS/INS integration. Figure 2.4-4 shows a loosely coupled, direct aiding ap-
proach where the filter tracks the system’s position, velocity and attitude solu-
tion by using the GPS and INS solution or measurements directly in the filter’s
process (state propagation) equations. Figure 2.4-3 shows the equivalent, indi-
rect architecture where the filter first differences the GPS and INS solutions and
tracks the errors between the two solutions.
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Figure 2.4-3: Loosely coupled, direct aiding GPS/INS integration
A tightly coupled integration, or more recently an Ultra-Tight [33] or Deep
Integration [77], provides the most accurate solution at the expense of greater
hardware and software requirements. For a tightly coupled solution the same
architectures as show in in Figures 2.4-4 and 2.4-3 are still applicable, however
the GPS pseudoranges from Figure 2.3-2 are used in place of the calculated
positions and velocities. This requires estimates of the satellite location so that
the pseudorange can be predicted within the filter. Additionally the GPS satellite
tracking can be aided with the latest position updated [77]. The GPS/INS
integration architectures presented in this Section define how the measurements
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Figure 2.4-4: Loosely coupled, indirect aiding GPS/INS integration
are integrated, however the core component of the approach is the GPS/INS
filter which is responsible for combining the outputs from each system.
This research takes a loosely coupled, directly aided approach to ADN. Whilst
the loosely coupled approach is typical in UAS applications, the choice for im-
plementing a directly aiding solution is driven by the integration of ADM into
the navigation solution, and the desire to run the navigation filter at a high rate.
This is discussed in more detail in Section 2.7 where the existing literature on
ADN is reviewed.
2.5 GPS/INS Filtering Algorithms
The primary task of the GPS/INS filter is to successfully integrate and com-
bine the measurements from each system whilst taking into consideration the
various sources of error. GPS/INS filtering is a state estimation problem, and
the Bayesian Filter (BF) [7], presented in Section 4.3.1, provides a generic and
optimal solution where the system’s unknown states are represented by a proba-
bly distribution which is continually estimated by the filter. However, achieving
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a practical implementation requires assumptions on the system’s dynamics or
probability distributions to reduce the complexity of the problem. Depending
on the assumptions made, current filtering techniques can be categorised into
either Kalman filters, Numerical Approximation Filters and Sequential Monte
Carlo Filters [19, 81, 95].
Kalman filtering approaches are formulated by assuming that the systems’s
probability distributions can be completely and adequately modelled by the mean
and covariance of a Gaussian distribution. The Kalman Filter (KF) [46] provides
an optimal solution for Linear Gaussian (LG) systems and generates a Minimum
Mean-Square-Error (MMSE) estimate of the systems states1 [7]. Unfortunately,
as the equations of motion used for aircraft and inertial navigation are non-linear,
extensions are required to the Kalman Filter so that it can be applied GPS/INS
integration.
Non-linear Kalman filtering can be categorised into either Extended or Sigma-
Point (Numerical Approximation) approaches. The Extended Kalman Filter
(EKF) [7, 95] provides a suboptimal solution to the estimation problem by ap-
proximating the system non-linearities with a Taylor series expansion. Alterna-
tively, the Sigma-Point approach [95], or more specifically the Uncented Kalman
Filter (UKF) [43, 44] which is presented in Section 4.3.2, is built on the intu-
ition that it is easier to approximate a probability distribution than an arbitrary
non-linear function or transformation. The UKF represents the system’s distri-
butions by a set of deterministically chosen sigma-points which are propagated
through the non-linear process and observation equations, and used to perform
estimate recursion.
The EKF has a long history of use in GPS/INS integration [7, 87], however
there are a number of well cited issues with EKF implementations. In particular,
there is a potential for EKF to become unstable when the system’s distributions
1The Kalman Filter asymptotically achieves the Cramer-Rao Lower Bound(CRLB), which
is the smallest possible value on the variance of the estimate of a deterministic parameter.
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are non-Gaussian, or when the first order linearisation inadequately captures
a system’s dynamic behaviour. Van der Merwe [95] presented a simple scalar
example where the errors resulting from the EKF linearisation are proportional
to the variance of the random variable under investigation. This supports the
intuition made by Shin [81] that, the larger the state estimate’s covariance, the
less accurate an EKF linearisation will be. A significant spread in state estimate’s
distribution will result in a biased and inconsistent estimate. Similarly it was
shown that the statistical linearisation in the UKF outperforms the EKF for the
same scalar example.
Although the UKF does not guarantee a consistent and stable solution it does
improve the robustness of the filter to modelling errors. Calculation of analytical
derivatives are not required to predict the state estimate covariance, calculate the
Kalman Filter gain, or update the state estimates. This allows complex or black
box models to be used where the analytical derivatives are not readily available2.
The UKF is generally more reliable than the EKF due to it’s implicit statistical
linearisation of the non-linear process and observation equations [43, 44, 95].
The system’s mean and covariance’s are calculated accurately to at least the
second order as opposed to the limited first order accuracy of the EKF. Also,
the UKF has demonstrated comparable computational performance, at least in
term of performing the estimate update, to the EKF [95]. In practice, the overall
computational performance of the UKF depends on the complexity of the process
and observation equations and importantly, as discussed in section 4.6, the size
of the augmented state vector.
Sequential Monte Carlo (SMC) Filtering algorithms, otherwise known as Par-
ticle Filters, take a more general approach to the state estimation problem which
overcome the requirement to represent the states with a Gaussian distribution.
Instead the system’s distributions are represented as point mass approximations,
2This is particularly relevant when investigating the application of complex aircraft dynamic
models to navigation, i.e. the proposed ADN approach.
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which are defined by a set of weighted samples drawn from a proposal distribu-
tion, and are generated from a stochastic grid at points of high likelihood. A
recursive update is achieved using sequential importance sampling and resampling
[19]. Additionally the combination of the sigma-point approach and particle filter
has been investigated by Van der Merwe [95].
Although the use of SMC algorithms in navigation systems is gathering mo-
mentum, Kalman Filtering algorithms are still the most commonly used tech-
nique in GPS/INS integration. There is presently limited evidence in the litera-
ture to suggest that particle filtering outperforms the EKF or UKF when applied
to GPS/INS integration, however it is reasonable to assume that the partial fil-
ter will provide some unique benefits that are worth investigating. In particular
particle filter implementations have potential to accurately initialise a navigation
system with large uncertainties. The application of particle filter algorithms was
out of the scope of this research.
This research implements the UKF as a convenient solution for integrating
an ADM into the navigation solution. Whilst the UKF offers a solution which
is more robust to system non-linearities, the performance benefits over the EKF
is expected to be limited. The magnitude of the sensor noise, and the resulting
uncertainty in the state estimate, is sufficiently small such that the EKF and
UKF implementations are largely indistinguishable. The reason for choosing the
UKF in this work is it’s demonstrated improved robustness when dealing with
large estimate errors which results in an improved prediction performance and
an ability to implement the system process and observation equations directly.
The state estimation problem, BF background, and UKF are detailed in Chapter
4 along with the filter formulations of the three proposed approaches.
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2.6 Additional Aiding Sensors
The performance of an integrated GPS/INS solution can be improved by intro-
ducing additional sensors and measurements, either improving the estimates of
a particular state, or allowing new states to be introduced and estimated. For
aircraft navigation this typically involves introducing one or more of the follow-
ing,
• An Electronic Compass (EC) to help resolve the aircraft’s heading error
which is due to observability issues in the INS yaw channel compared to
roll and pitch. The improvement in the heading estimate also improves the
system’s velocity estimates due to the transformation between the INS’s
body and the GPS’s navigation coordinate systems.
• An Air-Data (AD) system comprising of a barometer to help reduce altitude
error, and a Pitot Static system for estimating air speed. The barometer is
significant the GPS typically has a higher Dilution of Precision (DOP) in
it’s vertical axis due to the relative satellite geometry. Optionally an Angle
Of sideslip (AOSS) and Angle Of Attach (AOA) vane is implemented to
measure the relative airflow around the aircraft [9].
• An ranging system such as laser, radar or vision based solutions capable
of provide relative measurements to local terrain features or measuring
altitude Above Ground Level (AGL) [16, 48]. Laser altimeters are com-
monplace in unmanned helicopters however their limited range often make
them impractical for aircraft.
Vision based approaches are becoming commonplace in the robotics domain,
and are often used for applications such as localization, automatic map con-
struction, autonomous navigation, path following and inspection [10]. For UAS,
visual based navigation has been shown capable of detecting and tracking fea-
tures in a structured environment [76], navigation through an urban canyon [39],
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and augmentation of the navigation solution to estimate the local ground height
[29]. However, in each of these examples the visual measurements were used
directly in the flight control loop of an unmanned helicopter, and used to com-
mand a desired trajectory relative to the surrounding environment. Helicopters
in general provides a unique opportunity for navigation close to infrastructure
and local terrain, which is not easily achieved with an aircraft. The problem of
navigating a fixed wing aircraft in an uncertain environment is not considered as
a significant problem in this research.
Research into vision based approaches for the more general aircraft navigation
problem includes introducing heading estimates extracted from a succession of
downwards pointing images [6], Simultaneous Localisation and Mapping (SLAM)
using landmark detection from an image stream [16, 48], and vision-based at-
titude estimation [30]. Unfortunately such approaches are often restricted to a
number of conditions such as predefined visual targets and location relative to
terrain features, which make it difficult to achieve a global and generic solution.
For this reason, the application of vision based solution have not been considered
in this thesis. For a in-depth review of vision based navigation solutions, and
their application to aircraft and UAS the reader is directed towards the work by
Dusha [30]. In particular the work on GPS/Visual Odometry could be used to
improve attitude estimates and provide measurement redundancy of the inertial
sensor measurements.
The performance benefits of introduction of additional sensors, whether they
be an electronic compass, air data system, active radar, or vision system, is highly
dependant upon the integration and filtering methodology, the configuration of
the sensor suite, and of course the individual performance of each sensor. This
thesis implements an electronic compass and air data system, excluding angle
of attach and sideslip vanes, which consistent with a typical UAS sensor suite
[57, 61, 86].
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2.7 Aircraft Dynamic Navigation
The formulation of the process and observation equations is a key task in the
development of a navigation filter, and plays a critical role in the performance of
the final solution. A typical GPS/INS integration uses the well defined equations
of motion to propagate the inertial acceleration and gyroscope measurements.
The filter then combines this with position and velocity solution from the GPS
receiver using the GPS measurement models. Navigation systems developed
for ground vehicles often make use of the vehicle’s unique dynamic behaviour,
extending the equations of motion to improve the accuracy of the navigation
solution [2, 44, 84]. This enables the use of additional specialised measurements
such as an odometry to improve the navigation solution. The same approach can
be applied to aircraft where an Aircraft Dynamic Model (ADM) is incorporated
to improve the navigation system’s performance.
ADMs have been previously applied to the navigation problem, and have
demonstrated benefits in GPS integrity monitoring, and aiding GPS/INS systems
during GPS outages [12–14]. Model aiding has served as a tool for improving
GPS/INS performance and estimating constant wind components [15, 49], and
helicopter dynamics models have been applied to GPS/INS aiding for smooth,
low velocity manoeuvres [96–98]. In each of these examples a number of sim-
plifying assumptions have been made in either the development of the dynamic
models, and/or the flight scenario (mission) that is investigated. This is accept-
able when the scope of the integration approach is limited to scenarios such as
runway approach [12], autonomous take-off, and coasting during GPS outages
[96], however there are still an opportunity for exploring the application of an
ADM for aircraft navigation in the broader context.
Koifman and Bar-Itzhack [49] first investigated the application of an ADM
as in aiding source for an INS, where a dynamic model was used to generate an
independent set of position, velocity and attitude estimates and combine them
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with the INS’s own navigation solution. This was achieved using an EKF in an
indirect aiding structure where the filter tracked the solution errors in both the
ADM and the INS simultaneously. In addition, the EKF was augmented with
background wind states which were provided as an input into the ADM. Using
GPS as an aiding source was specifically not considered as the primary objective
was to investigate the benefits of using an ADM as an aid to the INS.
The results of this investigation were generated through a simulation of a
single flight at a fixed airspeed and altitude with combinations of straight and
level and slalom-like flight manoeuvres, for a total mission duration of 5 hours.
A constant south-westerly wind of 10m/s magnitude was simulated with a 1m/s
random gust. The aircraft was a Tadiran Mastiff UAV and the paper demon-
strated the feasibility of using an ADM as an aiding source for a low-grade INS.
It was shown that aerodynamic model errors can be tracked by the EKF, at
least when flying within a limited flight envelope, and that the aircraft’s ma-
noeuvring and filter tuning are essential to the achievement of good performance
and robustness.
The primary limitation of the work by Koifman and Bar-Itzhack [49] was
that the flight scenario did not investigate changes in the aircraft’s altitude or
airspeed, or changes larger than 1m/s in the background wind. This paper did
investigate the effect of variability in the ADM’s aerodynamic coefficients (±10%
per coefficient) and it’s effect (i.e. degradation) on the navigation solution. A
constant thrust propulsive model was used which is suitable for the aircraft’s
constant altitude however this is not practical as a generic approach.
Bryson and Sukkarieh [15] investigated the coasting (GPS outage) perfor-
mance of an integrated ADM and INS using two different aiding structures. In
the first instance a similar approach to Koifman and Bar-Itzhack was investi-
gated where the model’s velocity and attitude were used to aid the INS solution.
In the second instance the ADM was used to generate acceleration and rotation
estimates which were combined with the raw inertial sensor measurements before
2.7 Aircraft Dynamic Navigation 33
being applied to the inertial navigation equations. The aircraft was a Brumby
MkIII UAV and the results were generated via Monte Carlo simulation of a single
flight, with the aircraft undergoing small amplitude Dutch roll behaviour. A 60
second mission duration was used to simulate the GPS outage scenario.
This paper demonstrated an improved navigation system performance, with
a reduction in position, velocity and Euler angle errors over an unaided INS, even
in the presence of aerodynamic modelling errors. Some difficulty was shown in
estimating the accelerometer biases using the second configuration, highlighting
the importance of the equations of motion in maintaining an accurate solution,
and demonstrating that the INS also plays a role in containing the errors in
the ADM. The primary limitation of this work was the short mission duration
of 60 seconds, limited dynamic envelope, lack of wind disturbance, and again
simplified thrust/propulsion model.
Lievens et al. [51] presented an approach where the true Euler angles, the
angle of attack, and the angle of sideslip were estimated using only a single GPS
antenna and a aerodynamic model of the aircraft. The GPS aided ADM imple-
mented an Unscented Kalman Filter. The results demonstrated the potential of
an estimating the state of an aircraft only equipped with a single GPS antenna
receiver. The results were validated against flight data recoded from a Cessna
Citation II performing a single turn at a single altitude and with a constant
cruise speed. The ADM implemented a linear aerodynamic model of the Cessna
trimmed for cruise flight of 128m/s.
Whilst the paper showed an ADN approach capable of estimating a large
number of aircraft states from a single set of GPS measurements, the error in the
altitude and air data estimates were large. In addition to the limited flight profile
and the linearised aerodynamic model, a number of restrictive assumptions were
made on the aircraft’s motion. The key recommendations of this work was to
improve the aerodynamic model particularly with respect to incorporating local
airflow effects and achieve better performance in different flight cases.
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During the early stages of this candidature, Cork and Walker [22] investi-
gated the fault-detection capabilities of a loosely coupled, directly aiding ADN
approach. The GPS and INS served as aiding sources for the ADM where the air-
craft’s complete state (position, attitude, velocity, rotation, and acceleration) was
estimated. The solution was applied to the problem of detecting inertial sensor
faults in an Interactive Multiple Model (IMM) architecture, and the results were
generated via Monte Carlo simulation of a flight with randomised commanded
changes in heading altitude and speed over a 1 hour mission duration.
This work demonstrated the feasibility of using an ADM as a filters process
equation and moving the inertial measurements to the filter’s observation equa-
tions. The approach was shown to be able to detect and accommodate single
failures of an accelerometer or gyroscopes in the INS, however like Koifman and
Bar-Itzhack [49] the investigation relied heavily on assumptions about the air-
craft’s dynamics (in particular the propulsion models) and similarly to Bryson
and Sukkarieh [15] no wind disturbances were considered. This initial research
was the primary catalyst for the work presented in this thesis and provided a
number of important outcomes.
Bruggemann [12] implemented an ADM as an Aircraft Based Augmentation
System (ABAS) for a GPS receiver used for an Approach with Vertical Guid-
ance (APV). Three different tightly coupled integration architectures were inves-
tigated GPS/INS, GPS/ADM and GPS/INS/ADM. The final formulation was
achieved with a Multiple-Model-Fusion (MMF) approach to combine the mea-
surements of the GPS/INS and GPS/ADM integration schemes. The results were
generated via simulation of an aircraft descending at a rate of 100m/s− 150m/s
from a Final Approach Fix (FAF) of 450m. Constant crosswinds of 5m/s−10m/s
were simulated with changes in direction (discontinuities), and gusts of 0.5m/s.
This research demonstrated a 50% reduction in GPS protection levels and
earlier detection of a ramp fault on a pseudorange measurement. The GPS/ADM
and GPS/INS architecture provided similar results with the GPS/INS/ADM
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architecture providing the best protection level by a small amount 3 − 6%.
The work by Bruggemann [12] assumes an external air-data sensor suite which
provided measurements of airspeed, angle of attach and and angle of sideslip.
These were used in one configuration as a derived calculation of background wind
for the ADM. Additionally it was assumed that the ADM’s internal atmospheric
model maintained an atmospheric estimate within 5% of the true value.
Vasconcelos et al. [96] investigated two different aiding structures for an un-
manned helicopter. In the first instance a similar approach to Koifman and
Bar-Itzhack [49] was investigated, where the model’s velocity and attitude were
used to aid the INS solution. In the second instance the ADM was combined
directly with the inertial measurements in a similar approach to Bryson and
Sukkarieh [15]. Both architectures included the position solution from the GPS,
magnetic field measurements from and Electronic Compass (EC) and a range
measurement from a laser altimeter.
This research dealt with a single simulation of a take-off trajectory consisting
of an ascending turn, followed by an straight upward path, taking a total duration
of 40s. This research demonstrated that the bias calibration errors were quickly
compensated, that the long-term bias estimates were enhanced, and that the
linear and angular velocity were improved with respect to the classical GPS/INS
configuration. The limitation of this approach is the limited time-frame and,
similar to all of the previously identified literature, the small dynamic envelope
which was investigated.
The primary challenge of integrating an ADM into the navigation solution is
validating the model against the aircraft’s true dynamics. As stated by Vascon-
celos et al. [96] the problem of model uncertainty, aerodynamic coefficient deter-
mination, structural vibration and flexibility, disturbances in the vehicle inputs,
time-delay in the actuation, among others, must be accounted for. Additionally
the use of more complex dynamic models has been restricted by computational
throughput and the requirement to use linearised models which is imposed by the
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EKF [12, 49, 96]. The implementation of the UKF in this work enables complex
and nonlinear aircraft dynamic models to considered as a practical component
of GPS/INS integration.
In the reviewed literature a number of ADN approaches have been presented
each with a different level of performance and capability. In each example a
number of assumptions have been made on the dynamics and motion of the air-
craft which limit the application of the ADN approach to a limited flight profile.
This thesis aims to address part of the problem by extending the ADN concept
to include a complex non-linear dynamic model, and importantly formulate an
approach that is applicable to a broad flight envelope. This literature review
identified a total of 6 publications integrating a dynamic model into the navi-
gation system. This highlights the difficulty in achieving an ADM with enough
accuracy to provide a performance improvement.
One important area of research which should be mentioned here is artificial
intelligence or learning approaches such as neural networks. Whilst these and
other black-box approaches don’t explicitly implement an ADM, they are capa-
ble of learning the aircraft behaviour and in a similar way to the proposed ADN
approach, and use this learning to provide additional information to the navi-
gation filter. This research implements a complete aircraft model without any
learning techniques, however neural networks have demonstrated some ability to
determine the aircraft’s dynamics and aid GPS/INS integration [53, 80].
2.7.1 Model Selection
In order to implement an ADN approach a valid aerodynamic and propulsive
model needs to be selected or developed. A review of the available dynamic
models occurred in the early stages of this research and represents a small selec-
tion of models which is presently available. This should not detract from the work
carried out in this candidature as any improvements in aircraft modelling can
only improve the ADN’s end performance. The following three aircraft dynamic
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implementations were reviewed.
• JSBSIM: Jon S. Berndt. JSBSim An open source, platform-independent,
flight dynamics model in C++, 2011 [8]
• AEROSIM: Aeronautical Simulation Blockset User Gudie. Unmanned
Dynamics, 1.2 edition, 2004 [93]
• F16: Lars Sonneveldt. Nonlinear F-16 Model Description, Version 0.3.
Control & Simulation Division, Faculty of Aerospace Engineering, Delft
University of Technology, June 2006 [82]
JSBSim is an open source ADM that compiles and runs under many operating
systems, including Microsoft Windows, Apple Macintosh, Linux, IRIX, Cygwin
(Unix on Windows), etc. Whilst JSBSim provides a considerable amount of
flexibility in it’s modelling capabilities, it’s early implementation was complex,
and was not considered practical for this research. Integration of JSBSim into
Matlab has developed considerably over the course of this candidature, and could
potentially be used to investigate multiple aircraft models. All of the models
implemented in JSBSim are based are derived from textbooks, freely available
technical reports, or other public data.
The AEROSIM blockset was implemented by Unmanned Dynamics in Simulink,
and included a complex interaction between the various simulation blocks in their
dynamic models. The blockset was used in the early stages of this work how-
ever the Simulink implementation proved challenging when modifications, and
importantly multiple simultaneous calls, were required to the model. The block-
set implemented four aircraft models, namely that of an Aerosonde UAV and a
Cesna 172, 182 and 310. The coefficients for the Cesna aircraft were built from
the JSBSim implementations.
The F16 model implemented by Russel [75] and Sonneveldt [82] was based
on the original work by Nguyen et al. [63] which included high angle of attach
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and angle of sideslip flight dynamics. The model was implemented in Simulink
but contained a set of underlying C code that performed the complex coeffi-
cient lookup. Compared to the linearised coefficient build-up implemented in
AEROSIM and JSBSim, the F16 model’s lookup tables presented a broad flight
envelope against which the model has been verified and can be reference accord-
ingly. For this reason the F16 model was chosen for this research project as it
presented as the most reliable model available at the time.
2.8 Summary
From the reviewed literature it is evident that there has been limited focus ADN
approaches for aircraft and UAS. There have been a few attempts using linear
models [49] and coupled filters [13] however this literature review did not iden-
tify any direct aiding filters implemented into the navigation solution. It is likely
that this is due to the difficulty of developing a globally accurate dynamic model
however it is feasible that current research into online and adaptive system iden-
tification will eventually produce sufficiently accurate dynamics models, which
can then be implemented alongside the navigation system. Additionally ADMs
provide some unique opportunities for investigation model-based fault detection
and accommodation techniques.
Chapter 3
Aircraft Dynamic Modelling
3.1 Introduction
Aircraft are complex dynamic systems, and modelling their behaviour is required
for the development of any aircraft navigation system. Typically a navigation
system is able to achieve a generic, vehicle independent model by combining mea-
surements from a GPS and INS and propagating them through the equations of
motion. This research aims to extend the system by integrating an ADM into the
navigation filter. It is expected that in a similar manner to the examples given
in the literature review, incorporating an ADM will result in an improved state
prediction and an improvement in the performance of the aircraft’s navigation
solution. This chapter brings together well established theory on aircraft dynam-
ics and presents the foundations of a non-linear ADM which will be used in the
formulation of navigation system’s process and observation models in Chapter 4.
The primary challenge of developing an ADM is formulating the complex
aerodynamic equations which model the aircraft’s forces and moments. Devel-
oping an accurate aerodynamic model from first principles is impossible, and
an accurate model generally only be achieved with iterative techniques used in
Computational Fluid Dynamics (CFD) [4, 85]. For structures as complex as an
aircraft CFD cannot presently be performed in real-time. Approximate models
are derived by limiting the scope of the model to prescribed set-points, and con-
structing a build up of independent coefficients through a Taylor series approx-
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imation [50]. Multiple set-point models are achieved through multi-dimensional
lookup tables for each of the aerodynamic coefficients.
Chapter 2 identified a number of previously implemented ADN approaches,
however in each reviewed example the dynamic model used imposed restric-
tions on when a valid solution can be achieved. This research focuses on the
implementation of a verified, complex and non-linear model of the highly ma-
noeuvrable F16 aircraft [63]. The aircraft’s aerodynamic and propulsive model
was developed as part of a research program carried out by NASA to investigate
the aircraft’s flight dynamics during high angle of attack manoeuvrers [63]. This
model is readily available in a variety of software implementations and has been
used in a number of flight control research projects [50, 75, 82] in the past decade.
The complex coefficient build-up and detailed coefficient lookup tables cover the
aircraft’s entire flight profile and are not limited to a single operating condition.
The aircraft’s aerodynamic and propulsive models are very specific and provide
a practical representation of the complexity of an aircraft’s aerodynamics.
Developing a dynamic model involves bringing together equations from mul-
tiple fields, and this chapter is structured as follows. Section 3.2 presents the
reference frames, coordinate systems and coordinate transforms which define the
aircraft’s terrestrial motion. Section 3.3 then derives the dynamic and kinematic
equations describing the motion which results from the forces and moments that
are applied to the aircraft. Section 3.4 presents models for the standard atmo-
sphere and gravitation which are required by the aerodynamic and propulsion
models presented in Section 3.5 which are used to drive the dynamic and kine-
matic equations. The complete ADM is presented at the end of the chapter
combining equations from each section.
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3.2 Reference Frames and Coordinate Systems
This section defines the set of reference frames, coordinate systems and coordi-
nate transforms used to represent the aircraft’s terrestrial motion. A Reference
frame is defined as a fixed and rigid frame used to establish distance and direc-
tion, and a coordinate system is constructed to represent measurements within
a frame. For any given reference frame there may be multiple coordinate sys-
tems, and the relationships between coordinate systems is given by a coordinate
transformation. The reference frames, coordinate systems and coordinate trans-
formations presented in this section form the foundation of the aircraft dynamic
and sensor measurement models.
3.2.1 Reference Ellipsoid (WGS-84)
The reference ellipsoid provides the earth-fixed and navigation coordinate sys-
tems, presented in Sections 3.2.2 and 3.2.4, with a common approximation of the
size and shape of the earth’s surface. The 1984 World Geodetic System (WGS-
84) datum [60] is the standard used in the Global Positioning System (GPS) [88]
and the majority of aircraft navigation systems. The basic parameters of the
WGS-84 ellipsoid, as defined by the National Imagery and Mapping Agency’s
(NIMA) geodetic and geophysical model of the Earth [60], are shown in Figure
3.2-1 and are presented in Table 3.2-1.
The WGS-84 datum has been continually updated since it’s formation, with
the most significant revision occurring with the adoption of the 1996 Earth Grav-
ity Model (EGM-96). The WGS-84 ellipsoid is longitudinally symmetric, and its
radius is a function only of geodetic latitude. The radii of curvature, along with
the ellipsoid parameters in Table 3.2-1 are required in Sections 3.3 and 3.4 to
develop a model the aircraft’s motion and the local gravity.
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Table 3.2-1: World Geodetic System 1984 (WGS-84) ellipsoid parameters [60]
Parameter Value Units
Semi-major axes a 6378137.0 m
Semi-minor axes b 6356752.3142 m
Flattening f 1/289.257223563 -
Eccentricity e 8.1819190842622 × 10−2 -
Rotation Rate ωE 7.2921150 × 10−5 rad/s
The radii of curvature of the ellipsoid are given by,
RM =
a(1− e2)
(1− e2 sin2(φ))3/2 (3.2-1)
RN =
a
(1− e2 sin2(φ))1/2 (3.2-2)
where RM is the meridional radius of curvature, RN is the prime vertical radius
of curvature and φ is the geodetic latitude [50, 60].
Figure 3.2-1 shows the Earth-Fixed and Navigation coordinate systems, their
orientation and their relationship to the earth reference ellipsoid. The Earth-
Centred Inertial (ECI) frame/system is given by xi, yi and zi, the Earth-Centred
Earth Fixed (ECEF) frame/system is given by xe, ye and ze, and the navigation
or North-East-Down (NED) system is given by xn, yn and zn. The ECI and
ECEF frames have their origin 0, located at the centre of the Earth. The ECEF
frame is fixed to the Earth’s ellipsoid and rotating at a constant rate of ωE. The
ellipsoid’s shape and size is given by the parameters defined in Table 3.2-1, and
the navigation systems origin is located at the aircraft’s centre of mass C.
3.2.2 Earth-Centred Inertial (ECI) Frame
The Earth-Centred Inertial (ECI) frame Fi, is a non-accelerating frame with
its coordinate system’s x-axis aligned to the vernal equinox, and the origin at
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Figure 3.2-1: Earth-Fixed and Navigation coordinate systems
the Earth’s centre of mass. The z-axis is coincident with the rotation axis of
the Earth as defined by BIH Conventional Terrestrial Pole (CTP) [60]. The y-
axis completes the orthogonal coordinate system Ci. Newton’s laws of motion
are observed in this frame, and the forces and moments acting on the aircraft
are derived in this frame. The measurements made by the navigation system’s
inertial sensors are referenced in the ECI frame (see Section 4.2).
3.2.3 Earth-Centred Earth-Fixed (ECEF) Frame
The Earth-Centred Earth-Fixed (ECEF) frame Fe, is defined by the WGS-84
datum with its origin fixed to the Earth’s centre of mass and the x-axis prime
meridian aligned to the Bureau International de l’Heure (BIH) orientation of 1984
[60]. Similarly to the ECI frame the z-axis is coincident with the rotational axis
of the Earth and the y-axis completes the right-handed, orthogonal coordinate
system Ce. The ECEF system is related to the ECI system through the constant
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angular rotation rate ωE. Alternatively a point’s position in the ECEF frame
can be represented by a geodetic coordinate system Cg referenced to the WGS-
84 ellipsoid through latitude φ (from the equator), longitude ℓ (from the prime
meridian), and height h (above the ellipsoid).
ECEF and ECI Coordinate Transform
The ECEF and ECI coordinate systems are related through a single rotation
about their z-axes. If the rotation angle between the two systems is µ (i.e. the
time of day), then the Direction Cosine Matrix (DCM) for the ECEF coordinate
system with respect to the ECI coordinate system is given by,
Cie =


cµ sµ 0
−sµ cµ 0
0 0 1


(3.2-3)
where sµ and cµ refer to sin(µ) and cos(µ) respectively [50].
The rotation angle can be calculated from the initial offset in longitude, the
rotation rate, and the elapsed time since the initial condition. When expressed in
ECEF coordinates the relative angular rate between the ECEF and ECI reference
frames is,
ωee/i =
[
0 0 ωE
]T
(3.2-4)
where ωE is the constant rotation rate defined in Table 3.2-1.
By inspecting Equations (3.2-3) and (3.2-4) it can be seen that the Earth’s
rotation rate is equivalent in both the Inertial and Earth-Fixed frames,
ωee/i , C
i
eω
i
e/i = ω
i
e/i (3.2-5)
ECEF and Geodetic Coordinate Transform
The Geodetic coordinate system is a polar coordinate system referenced in the
ECEF frame and is defined normal to the reference ellipsoid. As shown in Fig-
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ure 3.2-1, the geodetic position is given by the latitude, longitude, and height
above the ellipsoid. Given a set of geodetic coordinates, the equivalent ECEF
coordinates are calculated by,
peC/O = C
g
e
(
pgC/O
)
=


(RN + h)cφcℓ
(RN + h)cφsℓ
[RN(1− e2) + h] sφ


(3.2-6)
where RN is the prime vertical radius of curvature calculated from (3.2-2) [50].
Equations (3.2-6) provides a useful conversion between geodetic and ECEF
coordinates, which is not implemented in the ADM derived in this research.
This is a result of the aircraft position being intentionally represented in geode-
tic coordinates. The ECEF coordinates are referenced later in this chapter when
deriving the aircraft’s translational motion, however some simplifying assump-
tions are made negating their use. Calculating the geodetic coordinates from
the ECEF coordinates requires a more complex algorithm involving a quadratic
equation in tan as is described in [84].
3.2.4 Body-Fixed Navigation (NED) Frame
The Body-Fixed Navigation, Transportation or North-East-Down (NED) frame
Fn, is defined as a locally level frame with its origin fixed to the aircraft’s centre
of mass C. The z-axis (or down axis) is defined normal to the Earth’s reference
ellipsoid, the x-axis (or north axis) points toward the ECEF north pole and the
y-axis (or east axis) points east parallel to the surface of the ellipsoid. The Nav-
igation coordinate system is the right-handed, orthogonal coordinate system Ce
aligned with the Navigation frame. This frame is defined differently to the com-
monly used Earth-Fixed Navigation frame who’s origin is given by the projection
of the aircraft’s current position onto the ellipsoidal surface.
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Navigation and ECEF Coordinate Transform
The navigation coordinate system is related to the ECEF coordinate system
through both a coordinate transform and a rotation rate, and is used primarily for
representing the aircraft’s velocity. Transformation of a velocity vector between
the two systems requires the geodetic coordinates to construct the DCM,
Cen =


−sφcℓ −sφsℓ cφ
−sℓ cℓ 0
−cφcℓ −cφsℓ −sφ


(3.2-7)
where sφ and cℓ refer to sin(φ) and cos(ℓ) respectively [50].
The relative angular rate between the two frames is a result of navigation
frame rotating as the aircraft manoeuvres around the earth. The rotation rate
is given by,
ωnn/e =


ℓ˙cφ
−φ˙
−ℓ˙sφ


=


VE/(RN + h)
−VN/(RM + h)
−VEtφ/(RN + h)


(3.2-8)
where VN and VE are the north and east velocities of the aircraft [50].
By inspecting Equation (3.2-8) it can be seen that the rotation rate is primar-
ily a function of the aircraft’s velocity and is only significant for fast travelling
aircraft. A velocity of 150m/s would result in a rotation rate of approximately
2.5e−5rad/s which is less than that the Earth’s rotation rate, and is small com-
pared to the potential bias on the inertial measurements (see Chapter 4). For
this reason, this research assumes the the rotation rate between the Earth and
Navigation frame is negligible. Equation (3.2-8) is included here as it provides a
relationship between the geodetic rates and the NED velocities.
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Navigation and Geodetic Coordinate Transform
Velocity in the navigation coordinate system is related to the rate of change of
geodetic coordinates through the following transform,
vnC/e = C
g
n
(
vgC/e
)
=


(RM + h)φ˙
(RN + h)cφℓ˙
−h˙


(3.2-9)
where vgC/e is the velocity of the aircraft in geodetic coordinates, given by the
latitude, longitude and altitude rates [50].
Equation (3.2-9) is significant as it is used in the aircraft’s dynamic model to
define the differential equation for the aircraft’s position. The equation can be
rearranged to calculate the rate of change of position when given the aircraft’s
velocity.
p˙gC/O = C
n
g
(
vnC/e
)
=


VN/(RM + h)
VE/(RN + h)/cφ
−VD


(3.2-10)
where VD is the the aircraft’s downwards velocity.
3.2.5 Body-Fixed (Body) Frame
The Body-Fixed (body) frame Fb, is defined as a set of three orthogonal axes
with its origin set at the aircraft’s centre of mass C. The x-axis (or roll axis)
points forward with respect to the aircraft, the z-axis (or yaw axis) points down,
and the y-axis (or pitch axis) points out to the right of the aircraft completing
the right-handed coordinate system Cb.
Figure 3.2-2 shows the body axis definition for a typical fixed-wing aircraft
including the relationship to the navigation coordinate system, the relative wind
vector, and the resulting aerodynamic angles. The Body-Fixed system is given
by xb, yb and zb and the Navigation system is given by xn, yn and zn. The
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Figure 3.2-2: Body-Fixed aircraft (fixed-wing) coordinate systems
relative wind vector is given by the true air velocity VT and is given relative to
the aircraft by the aerodynamic angles α and β.
Body and NED Coordinate Transform
The body-fixed coordinate system is related to the navigation coordinate system
through either a Direction Cosine Matrix (DCM), Euler angles, or Quaternions;
all of which are modelled as a differential kinematic equation driven by the
aircraft’s rotation rates. For the Euler angle representation the DCM relating
the navigation and body coordinate systems is given by,
Cnb =


cθcψ cθsψ −sθ
(−cϕsψ + sϕsθcψ) (cϕcψ + sϕsθsψ) sϕcθ
(sϕsψ + cϕsθcψ) (sϕcψ + cϕsθsψ) cϕcθ


(3.2-11)
where ϕ, θ and ψ are the aircraft’s roll, pitch and yaw Euler angles (discussed fur-
ther in Section 3.3) that represent the relative orientation of the two coordinate
systems [50].
Alternatively, using the quaternion representation, the DCM relating the
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navigation and body-fixed coordinate systems is given by,
Cnb =


(q20 + q
2
1 − q22 − q23) 2(q1q2 + q0q3) 2(q1q3 − q0q2)
2(q1q2 − q0q3) (q20 − q21 + q22 − q23) 2(q2q3 + q0q1)
2(q1q3 + q0q2) 2(q2q3 − q0q1) (q20 − q21 − q22 + q23)


(3.2-12)
where q0, q1, q2 and q3 are elements of the quaternion vector representing the
relative orientation of the two coordinate systems [50].
The rotation rate between the body and navigation systems is given by a sum
of rotation rates between the inertial, earth and navigation coordinate systems,
ωbb/n = ω
b
b/i − ωbe/i − ωbn/e (3.2-13)
where ωbb/i is given by Equation (3.3-23), ω
b
e/i = C
e
bω
e
e/i and ω
b
n/e = C
n
bω
n
n/e; and
where ωee/i and ω
n
n/e are given by Equations (3.2-4) and (3.2-8) respectively.
This thesis assumes that the ωe/i and ωn/e are negligible and there is no
difference in the rotation rate between either the ECI, ECEF or Navigation
frames of reference. The magnitude of the earth’s rotation rate and translation
of the navigation frame is comparable to the noise of both the aerodynamic model
accuracy and the inertial sensor measurement quantisation. The full notation is
carried through this chapter for completeness.
Body and Wind Coordinate Transform
The local airflow around the aircraft is defined relative to the aircraft by a velocity
vector with magnitude VT , and the angles of sideslip β and attack α. The body
and wind coordinate systems are related through the DCM,
Cwb =


cαcβ −cαsβ −sα
sβ cβ 0
sαcβ −sαsβ cα


(3.2-14)
where sα and cβ refer to the operations sin(α) and cos(β) respectively [50].
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3.2.6 Sensor-Fixed (Sensor) Reference Frame
The Sensor-Fixed frame Fs, is a sensor’s individual reference frame with the
origin and axes determined by the method in which measurements are made.
The Sensor frame is often collocated and oriented (or assumed as such) with the
aircraft’s body frame. However in situations where the difference between the
sensor and body frame are significant, definition of the sensor frame is required
to accurately compute the measured outputs at the sensors location. This is
often the case when dealing with inertial sensors and GPS receivers. Coordinate
transformations between the sensor frame and the body fame are determined
by the placement of the sensor within the aircraft’s body axis and are discussed
further in Section 4.2, where the sensor measurement models are derived.
3.3 Dynamic and Kinematic Motion
The dynamic and kinematic equations provide a model of the aircraft’s1 terres-
trial motion which result from the forces and moments generated by the aerody-
namics and propulsion. These rotational and translational equations are com-
bined to produce the equations of motion which are commonly found in the
literature on inertial navigation [34, 48, 84, 87]. Unlike the INS equations which
are driven by the IMU’s measurements, the dynamic and kinematic equations
derived for the AADM will be driven by the gravitational, aerodynamic and
propulsive forces and moments derived throughout this chapter.
3.3.1 Rotational Motion
The rotational motion of an aircraft is given by the time-varying orientation of
the aircraft’s body-fixed system with respect to the local navigation system. If
1The aircraft is modelled as a rigid body and as such the dynamic and kinematic equations
provide a generic solution which can be used for many mobile robotics applications
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the orientation between the navigation and body coordinate systems is given by
a DCM, or rotation matrix, then the kinematic equation governing the rotational
motions is,
C˙nb = C
n
b [ω
b
b/n×] (3.3-15)
where C˙nb is the DCM derivative for the body coordinate system with respect to
the navigation system, and [ωbb/n×] is the angular cross product which can be
obtained from the angular rates by,
[ωbb/n×] , Ωbb/n =


0 −rn qn
rn 0 −pn
−qn pn 0


(3.3-16)
where pn, qn and rn are the components of ω
b
b/n given by Equation (3.2-13).
Equation (3.3-15) is known as the strap down equation, and allows the DCM
to be modelled as a differential equation drive by the body’s angular rates. The
DCM provides a convenient linear transformation between the two coordinate
systems. The following Euler angle and Quaternion attitude representations
provide alternatives which offer the benefit of a reduced number of states and an
increase in computational efficiency.
Euler Rotational Kinematics
Euler angles provide the relative orientation of two Cartesian coordinate systems
through unique sets of three successive rotations. For aircraft, the body-fixed co-
ordinate system is typically related to the navigation coordinate system through
the 3-2-1 (or z-y-x) rotation sequence. This results in the Euler angle vector
ϕb/n, with the Euler angles roll ϕ, pitch θ, and yaw ψ. The Euler vector’s
kinematic relationship, is given by
ϕ˙b/n = Eb/nω
b
b/n (3.3-17)
where ϕ˙b/n is the Euler rotational rates given by the rotation sequence, ω
b
b/n is
the angular rates given by Equation (3.2-13), and Eb/n is the Euler Kinematic
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Matrix (EKM) which is given by
Eb/n =


1 sϕsθ/cθ cϕsθ/cθ
0 cϕ −sϕ
0 sϕ/cθ cϕ/cθ


(3.3-18)
The 3-2-1 sequence of Euler angle rotations contains singularities at ϕ =
±π/2 and requires artificial wrapping to avoid integration to values outside the
Euler angle range. This is not normally a problem for controlled aircraft as the
control system directly limits the aircraft’s motion, avoiding this condition. The
DCM can be calculated from the Euler angles by Equation (3.2-11).
Quaternion Rotational Kinematics
A quaternion is defined by a vector with elements q0, q1, q2 and q3. The quater-
nion rotational kinematics equivalent to Equations (3.3-15) and (3.3-17) is given
by,
q˙b/n =
1
2
[
qb/n∗
]
ω¯bb/n =
1
2
[
ω¯bb/n⊛
]
qb/n (3.3-19)
where ∗ and ⊛ are quaternion multiplication operators differentiated due to their
non-commutativity nature and ω¯bb/n is the quaternion form of the angular rates.
The resulting matrix form of [ω¯bb/n⊛] is given by,
[ω¯bb/n⊛] =


0 −pn −qn −rn
pn 0 rn −qn
qn −rn 0 pn
rn qn −pn 0


=

 0 −ω
b
b/n
T
ωbb/n −Ωbb/n

 (3.3-20)
where pn, qn and rn are the components of ω
b
b/n given by equation (3.2-13).
The direction cosine matrix can be calculated from the quaternion vector
using Equation (3.2-12). The relationship between the quaternion coordinate
rotation and the Euler coordinate rotation can be found in Lewis and Stevens [50].
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Equations (3.3-15), (3.3-17) and (3.3-19) all represent the kinematic equations
that provide coordinate transforms for angular motion.
Rotational Dynamics in the ECI frame
Newton’s second law states the sum of moments acting on a body is equal to
the rate of change of the body’s angular momentum. Applying the equation of
Coriolis provides an expression of the rate of momentum in the body-fixed frame;
the moments acting at the aircraft’s centre of mass can be represented by,
mbC/i =
iH˙b = bH˙b + [ωbb/i×]Hb (3.3-21)
whereHb = Jωbb/i is the aircraft’s angular momentum, and J is the inertia matrix
containing the body’s products and cross products of inertia,
J =


Jxx −Jxy −Jxz
−Jxy Jyy −Jyz
−Jxz −Jyz Jzz


(3.3-22)
which due to aircraft maintaining symmetry about their x-z plane, the products
of inertia Jyx and Jyz are assumed zero [50].
The differential equation for rotational motion can be formed by taking the
derivative of Equation (3.3-21), rearranging, and applying a coordinate trans-
form,
bω˙bb/i = (J)
−1
[
mbC/i −
(
Ωbb/iJ+ J˙
)
ωbb/i
]
(3.3-23)
which is the basic form of the differential equation governing the angular rotation
rate of any rigid body relative to the inertial frame of reference.
Rotational Dynamics in the ECEF frame
The rotational dynamics can be derived for the ECEF frame by considering the
relationship for rotation between the body, earth and inertial frames,
bω˙bb/i =
bω˙bb/e +
bω˙be/i (3.3-24)
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where the rotational acceleration bω˙be/i = 0, due to the constant rotation rate of
the earth with respect to the inertial frame.
Substituting Equation (3.3-24) into Equation (3.3-23) and rearranging to
eliminate ωbe/i, results in the rotational dynamics given in the ECEF frame,
bω˙bb/e = (J)
−1
[
mbC/i −
(
Ωbb/eJ +Ω
b
e/iJ+ J˙
) (
ωbb/e +C
e
bω
e
e/i
)]
(3.3-25)
which like Equation (3.3-23) can be solved if the inertia matrix, its derivative, the
moment vector, and additionally the aircraft’s attitude and position are known.
This equation is typically simplified by assuming constant moments of inertia,
symmetry about the aircraft’s y-axis, and neglecting the earth’s rotation rate.
This thesis assumes a constant mass and moment of inertia however this notation
is carried out throughout this chapter for completeness.
3.3.2 Translational Motion
Translational motion is given by the time-varying position of the aircraft relative
to the ECEF reference frame and expressed in geodetic coordinates. Starting
with the velocity of the aircraft referenced in the Inertial frame, vC/i, the velocity
of the aircraft referenced to the ECEF frame, vC/e, is given by,
vbC/e = v
b
C/i −Ceb
(
[ωee/i×]peC/O
)
(3.3-26)
where Ceb is the DCM referencing the body coordinate system from the ECEF
coordinate system, ωee/i is the rotation rate given by Equation (3.2-4), and p
e
C/O
is the aircraft’s position in ECEF coordinates.
The rate of change of geodetic coordinates is calculated by Equation (3.2-9)
and requires the aircraft’s velocity to be expressed in NED coordinates. The
kinematic equation for geodetic coordinates is obtained by,
ep˙gC/e = C
e
g
(
Cnb
TvbC/i −CenΩee/ipeC/O
)
(3.3-27)
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where Ceg is the coordinate transform given by Equation (3.2-9), and C
n
b and C
e
n
are the direction cosine matrices given by Equations (3.2-11) or (3.2-12), and
(3.2-7) respectively.
Translational Dynamics in the ECI frame
Newton’s second law states the sum of forces acting on a body is equal to the
rate of change of the body’s translational momentum. Applying the equation of
Coriolis provides an expression of the rate of momentum in the body-fixed frame,
such that the forces acting at the aircraft centre of mass can be represented by,
f bC/i =
iP˙b = bP˙b + [ωbb/i×]Pb (3.3-28)
where Pb = mvbC/i is the aircraft’s translational momentum and m is the air-
craft’s mass [50].
The differential equation for translational motion can be formed by taking the
derivative of Equation (3.3-28), rearranging and applying a coordinate transform
bv˙bC/i = (m)
−1
[
f bC/i −
(
Ωbb/im+ m˙
)
vbC/i
]
(3.3-29)
which is the basic form of the differential equation governing the translational
rotation rate of the aircraft.
Translational Dynamics in the ECEF frame
The translational dynamics can be derived for the ECEF frame by differentiating
Equation (3.3-26) with respect to the body frame such that,
bv˙bC/e =
bv˙bC/i − [ωbe/i×]
(
vbC/e −Ωbb/eCebpbC/O
)
(3.3-30)
where pbC/0 is the position of the aircraft in the body-fixed coordinate system
which arises due to the centripetal acceleration of the aircraft [50].
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Substituting Equation (3.3-29) into Equation (3.3-30) and rearranging to
eliminate vbC/i results in the translational dynamics in the ECEF frame,
bv˙bC/e = (m)
−1
[
f bC/i −
(
Ωbb/em+ 2Ω
b
e/im+ m˙
)
vbC/e
−
(
(Ωbe/i)
2m+Ωbe/im˙
)
Cebp
b
C/O
] (3.3-31)
which like Equation (3.3-29) can be solved if the mass, its derivative, the force
vector and additionally the aircraft’s attitude, position and velocity are given.
Similarly to the rotational motion, assuming a constant mass and neglecting the
earth’s rotation rate simplifies the translational dynamic equations.
3.4 Atmosphere and Gravitation
An aircraft’s ability to produce lift and overcome the earth’s gravitational force
is determined by the geometry of the aircraft’s lifting surfaces, the properties of
the local atmosphere, and the relative airflow around the aircraft. This section
provides models of the static and dynamic atmosphere local to the aircraft and a
model of the gravitational forces acting on the aircraft. The atmospheric models
presented in this section are generic, and as such contributes a large source of
error to the model which will need to be accounted for in the development of
the navigation filter. Together with the aerodynamic and propulsive models
presented in Section 3.5, the atmospheric and gravity models allow the total
forces and moments acting on the aircraft to be calculated.
3.4.1 Standard Atmosphere (ISA-75)
The static atmosphere is the atmosphere’s pressure, temperature and density,
void of dynamic effects such as wind and turbulence. A common and generic
approach to modelling the static atmosphere is through extrapolation of sparse,
tabulated data, to give standard values of pressure and temperature at various
altitudes. This is referred to as a standard atmosphere model, and is typically
given in the form of a fixed lapse rate defining the rate of change of temperature
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with altitude. The lapse rate is defined within a specific atmospheric layer by a
reference pressure and temperature given for the layer boundaries. The Interna-
tional Standard Atmosphere (ISA-75) [41] models the lapse rates and reference
data as shown in Table 3.4-2.
Table 3.4-2: International Standard Atmosphere 1975 (ISA-75) parameters [41]
Layer Alt. (km) λ (◦C/km) Temp. (◦C) Pressure (Pa)
Troposphere 0 -6.5 15.0 101,325
Tropopause 11 0.0 -56.5 22,632
Stratosphere 20 1.0 -56.5 5,475
Stratosphere 32 2.8 -44.5 868
Reference temperatures and pressures are given for each layer and the rela-
tionship between temperature and altitude is given by the lapse rate λ. Values
of R = 287.0531 and γ ≈ 1.4 are also defined by the standard atmosphere model.
The atmospheric data presented in Table 3.4-2 allows the temperature and
pressure to be calculated at the altitude of the aircraft by,
TISA = T0 + λ(hMSL − h0) (3.4-32)
PISA =


P0e
−g0(hMSL−h0)/(RTISA) for λ = 0
P0
(
TISA
T0
)−g/(Rλ)
for λ 6= 0
(3.4-33)
where hMSL is the altitude above mean sea level, R is the ideal gas constant and
T0, P0, h0 and g are the reference temperature, pressure, altitude and gravity for
a given layer of atmosphere [62].
The altitude above mean sea level differs from the altitude above the ellipsoid
by the Earth’s geoid, and the rate of change of the geoide height is assumed to be
zero. The dynamic relationship for the atmospheric pressure and temperature is
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derived from the hydrostatic equation, and is used to model the aircraft’s local
atmosphere,
ρ˙PT =

P˙
T˙

 =

−Pg/(RT )
λ

 h˙ = Lh˙ (3.4-34)
where the atmosphere’s density and speed of sound are calculated by ρ = P/(RT )
and a =
√
γRT , and are required in the calculation of the aerodynamic coeffi-
cients.
The pressure altitude (i.e. the altitude indicated by the atmospheric pres-
sure) can be calculated through the inverse and combination of the standard
atmosphere equations above,
hMSL =
T0
λ
(
(PISA/P0)
Rλ
gM − T0
) + h0 (3.4-35)
where M = 0.0289644kg/mol is the molecular mass of air, and equation (3.4-35)
is the primary relationship used in an aircraft altimeter.
Although the standard atmosphere model provides a method of calculating
the atmosphere’s pressure and temperature at the location of the aircraft, the
accuracy of the model is not sufficient to allow the ISA to be used by the ADM.
This is because local variations play a significant role in the atmospheric proper-
ties. Fortunately the variation in the atmospheres is a slow moving process (for
a given location) and can be accounted for by estimating the local pressure and
temperature within the navigation model. With the exception of high altitude
aircraft a flight would be contained entirely within the troposphere allowing the
model to be restricted to a fixed lapse rate.
For the purposes of this research the relationship defined in Equation (3.4-34)
is used to model the local atmosphere. The Pressure and temperature is ini-
tialised randomly and modelled with an additional noise term used to apply a
practical level of uncertainty/variation in the atmosphere. This effectively allows
the filter to maintain the bias between the GPS and barometric altitude and is
covered in more detail in Chapter 5.
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3.4.2 Dynamic Atmosphere (Wind and Turbulance)
The dynamic atmosphere refers to the flow of air relative to the Earth, and local
to the aircraft. The dynamic atmosphere is a complex phenomenon and is diffi-
cult to model, however it is generally considered to be comprised of background
and turbulence components. If the airflow is described relative to the local navi-
gation frame then the velocity of the aircraft is given relative to the local airflow
by.
vbC/w = v
b
C/e −CnbvnW/e (3.4-36)
where vbC/w is the relative wind vector, v
b
C/e is the aircraft’s velocity relative to
the earth, and vnW/e is the local wind given in the Navigation coordinate system.
The relative wind velocity is given in terms of its magnitude (true velocity)
and aerodynamic angles,
VT =
√
u2w + v
2
w + w
2
w (3.4-37)
β = sin−1
(
vw
VT
)
(3.4-38)
α = tan−1
(
ww
VT
)
(3.4-39)
where VT is the aircraft’s true velocity, α is the angle of attack, and β is angle
of sideslip as shown in figure 3.2-2. The velocities uw, vw and ww are the body
velocities of the relative wind vector vbC/w [62].
The directions and magnitude of the background wind is often presented by
a wind rose given for a particular location. The wind rose shows the frequency of
winds blowing from various directions over a fixed period (day, year, or decade).
The magnitude of the wind can be categorised empirically by the Beaufort Scale,
which describes wind speed based mainly on observed sea conditions. The Beau-
fort Scale provides a convenient interpretation or wind speed which can be used
to evaluation the work carried out in this thesis.
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Table 3.4-3: Beaufort wind speed scale [67].
Beaufort Mean Wind Wind Limits
Description
Scale knots m/s knots m/s
0 0 0.0 0− 1 0.0− 0.2 Calm
1 2 0.8 1− 3 0.3− 1.5 Light air
2 5 2.4 4− 6 1.6− 3.3 Light breeze
3 9 4.3 7− 10 3.4− 5.4 Gentle breeze
4 13 6.7 11− 16 5.5− 7.9 Moderate breeze
5 19 9.3 17− 21 8.0− 10.7 Fresh breeze
6 24 12.3 22− 27 10.8− 13.8 Strong breeze
7 30 15.5 28− 33 13.9− 17.1 Near gale
8 37 18.9 34− 40 17.2− 20.7 Gale
9 44 22.6 41− 47 20.8− 24.4 Severe gale
10 52 26.4 48− 55 24.5− 28.4 Storm
11 60 30.5 56− 63 28.5− 32.6 Violent storm
12 − − 64+ 32.7+ Hurricane
This research assumes a stochastic wind model given by a gauss-markov pro-
cess, and the practicality of the wind model and is covered in more detail in
Chapter 5. The wind, like the atmospheric pressure and temperature is estimated
by the filter and these estimates are subsequently used by the aerodynamic and
propulsive models. Importantly the wind model drives the AOA and AOSS, and
has a direct influence on the forces and moments acting on the aircraft.
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3.4.3 Gravitation (WGS-84)
The approximated ellipsoid presented in Section 3.2.1 provides a basic reference
for calculating a theoretical value of gravity at the ellipsoid’s surface. This surface
gravity can then be used to approximate the gravitational force acting on the
aircraft at altitude. The basic parameters that define the WGS-84 gravity model
are presented in Table 3.4-4, and are supplemented by the ellipsoid parameters
given in Table 3.2-1. The acceleration due to gravity is given at ellipsoid’s surface
by,
g0 = ge
1 + k sin2(φ)√
1− e2 sin2(φ)
(3.4-40)
where g0 is the gravity given at the ellipsoids surface, ge is the theoretical value
of gravity at the equator (on the ellipsoid), k is the gravity formula constant, φ
is the latitude and e is the eccentricity of the ellipsoid [60].
Table 3.4-4: Earth Gravitational Model 1996) (EGM-84) parameters [60]
Parameter Value Units
Gravity at the Equator ge 9.7803253359 m/s
2
Gravity at the Pole gp 9.8321849378 m/s
2
Mean Value of Gravity g¯ 9.7976432222 m/s2
Gravity Formula Constant k 0.00193185265241 -
Gravitation Constant GM 3986004.418 × 108 m3/s2
ǫ = ω2Ea
2b/GM ǫ 0.00344978650684 -
When the geodetic height is small, below 20,000m [60], the gravity normal to
the ellipsoid and above the ellipsoid surface can be estimated by,
g = g0
[
1− 2
a
(
1 + f + ǫ− 2f sin2(φ)
)
h +
3
a2
h2
]
(3.4-41)
where g is the gravity acting on the aircraft’s centre of mass with a positive
direction downward along the geodetic normal.
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The gravitational force acting on the aircraft’s centre of mass can than be
referenced in the aircraft’s body frame,
f bC/i,grav = C
n
b
[
0 0 mg
]T
(3.4-42)
where m is the aircraft’s mass and there is no moment contribution resulting
from the earth’s gravity. The direction of the force acting on the aircraft varies
with the aircraft’s attitude.
The EGM-96 dataset provides the complete model with over 100, 000 coeffi-
cients however it is used primarily in satellite applications where a very precise
estimate of gravity is required. More importantly the uncertainty in the gravity
model is typically much smaller than the resulting errors in the calculated aero-
dynamic forces and moments. For this reason Equations (3.4-40) and (3.4-41)
provide an sufficient model of the gravitation for the application of an ADM.
3.5 Aerodynamics and Propulsion
Aerodynamic and propulsive models provide the dynamic equations with esti-
mates of the forces and moments generated by the aircraft. These models are
often very complex and considerable effort is involved in their derivation. This
section presents the aerodynamic and propulsive models derived from the NASA-
Langely wind-tunnel tests on a subscale model of an F16 aircraft [63]. This model
provides a verified solution that covers a broad spectrum of possible aerodynamic
behaviour. This particular aerodynamic model and is widely used and cited, with
a number of readily available software implementations [75, 82].
3.5.1 Mass and Inertia
The aircraft’s physical geometry, mass, and mass distribution are critical param-
eters in the aerodynamic model. If the aircraft is modelled as a rigid body with
an assumed constant (or slowly changing) mass, moments of inertia and centre
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of gravity, then the gradient terms in Equations (3.3-23) and (3.3-29) can be
neglected. The centre of gravity is referenced to the aerodynamic centre and a
reference point is given for the nominal location of the centre of gravity which is
defined relative to the leading edge of the wing. Table 3.5-5 shows the mass and
inertia reference data for the F16 aircraft.
Table 3.5-5: F16 mass and inertia reference data [63]
Parameter Value Units
Aircraft Mass m 9259.44 kg
Roll Moment of Inertia Jx 12874.8 kg m
2
Pitch Moment of Inertia Jy 75673.6 kg m
2
Yaw Moment of Inertia Jz 85552.1 kg m
2
Product Moment of Inertia Jxz 1331.4 kg m
2
Product Moment of Inertia Jxy 0.0 kg m
2
Product Moment of Inertia Jyz 0.0 kg m
2
C.G. location xC 0.3c¯ m
C.G. reference xR 0.35c¯ m
Assuming a constant mass and moment of inertia is practical as generally
the only mass change occurs due to fuel usage and payload deployment. These
changes are generally small compared to the total mass of the aircraft and have
a minimal effect in the aircraft’s dynamics. It is possible to model the aircraft’s
change in mass and inertia as a linear interpolation between current and empty
weights [94] however this consideration was beyond the scope of this research.
3.5.2 Actuation
The F16 aircraft is controlled through the elevator, ailerons, rudder, leading edge
flap, and speed break control surfaces. Deflection of the control surfaces change
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the aerodynamics which drive the forces and moments acting on the aircraft.
The control surface deflections are achieved by a set of actuators each with a
dynamic response modelled as a first-order lag and with physical limitations on
deflection and actuation rates. The lag gain values, saturation and rate limits
for each of these actuators as shown in Table 3.5-6.
The differential equation that provides the first order lag model for all of the
F16 control surfaces is given by,
δ˙i =
1
τi
(δi,c − δi) (3.5-43)
where i is the control surface of interest, δi is the control surface’s deflection, τi
is the control surface lag and δi,c is the applied control surface command.
Table 3.5-6: F16 aircraft control surface lag, saturation and rate limits [63]
Control Surface Lag (τ) Min (◦) Max (◦) Rate (◦/s)
Elevator δe 0.0495 -25.0 25.0 ±60
Ailerons δa 0.0495 -21.5 21.5 ±80
Rudder δr 0.0495 -30.0 30.0 ±120
Leading edge flap δlef 0.136 0.0 25.0 ±25
Speed break δsb 0.136 0.0 60.0 ±25
Aerodynamic coefficients are dimensionless and as a result the control surface
deflections need to be normalised. The coefficients require normalized values for
the aileron, rudder, leading edge flap and speed break control surface deflections
given by,
δ¯a ,
δa
20
δ¯r ,
δr
30
δ¯lef ,
δlef
25
δ¯sb ,
δlef
60
(3.5-44)
where these normalising denominators are given by the maximum deflection an-
gles specified in Table 3.5-6.
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The elevator control surfaces on the F16 differ from a typical aircraft config-
uration as they are located on the horizontal tail section and aligned with the
aircraft’s wings. The left and right elevator control surfaces can be deflected
differentially by a small amount to provide additional roll control if required;
however the model in implemented in this thesis only considers symmetric de-
flection. The leading edge flap provides stabilisation for the aircraft at high
angles of attack by allowing the aircraft’s velocity to increase with an increase
in angle of attack. This is the opposite effect to an increase in angle of attack on
conventional aircraft [50]. For this reason the leading edge flap and additionally
the speed break were set at their respective neutral position.
3.5.3 Aerodynamics
Aerodynamic forces and moments are generated from the interaction between the
relative airflow and the physical structure of the aircraft. This highly non-linear
and complex relationship is typically modelled by a “build-up” of dimensionless
aerodynamic coefficients derived from static and dynamic (force oscillation) wind
tunnel tests. The coefficients are referenced to the airflow’s dynamic pressure,
the aircraft’s wing geometry, control surface actuation, and the aircraft’s cur-
rent motion (rotation rates and velocities). This results in a large database of
coefficients, tabulated for a variety of operating conditions. Table 3.5-7 shows
the reference wing geometry of the F16 aicraft which is used to calculate the
aerodynamic forces and moments acting on the aircraft.
The aerodynamic coefficients are derived directly from the simulation model
presented by Nguyen et al. [63]. This model is valid for angles of attack ranging
from -20 to 90 degrees, angles of sideslip ranging from -30 to 30 degrees, and Mach
number ranging from 0.1 to 0.6. A compacted version of this model is presented
by Lewis and Stevens [50] who integrates the effects of the leading edge flap into
the aerodynamic data which results in a complete decoupling between the lateral
and longitudinal dynamics. This compacted model is valid for angles of attack
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Table 3.5-7: F16 wing geometry reference data [63]
Parameter Value Units
Reference Wing Span b 9.144 m
Reference Wing Area S 27.87 m2
Mean Aerodynamic Chord c¯ 3.45 m
ranging from -10 to 45 degrees, angles of sideslip ranging from -30 to 30 degrees,
and Mach number ranging from 0.1 to 0.6 [50].
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Figure 3.5-3: F16 yaw moment coefficient variation
Table 3.5-8 lists the 46 tabulated coefficients aerodynamic coefficients that
make up the F16 aerodynamic model. Figure 3.5-3 shows the yaw moment
coefficient as a function of the aircraft’s angle of attack (α) and angle of sideslip
(β), with a neutral elevator control surface.
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Table 3.5-8: F16 dimensionless force and moment coefficient
X Y Z L N N
CX CY CZ CL CM CN
CXq CYp CZq CLp ηδe CNp
CX,δlef CYr CZ,δlef CLr CMq CNr
∆CXq,δlef CY,δa ∆CZq,δlef CL,δa CM,δlef CN,δa
∆CX,δsb CY,δr ∆CZ,δsb CL,δr ∆CMq,δlef CN,δr
CY,δlef CL,δlef ∆CM,δsb CN,δlef
CY,δa,lef CL,δa,lef ∆CM CN,δa,lef
∆CYp,δlef ∆CLδβ ∆CM,ds ∆CNδβ
∆CYr,δlef ∆CLp,δlef ∆CNp,δlef
∆CLr,δlef ∆CNr,δlef
Aerodynamic Force Coefficients
The aerodynamic forces are calculated from the total force coefficients given in
the aircraft’s body axis and referenced to the wing geometry data from Table
3.5-7. The total force coefficients where derived by Nguyen et al. [63] and are
included here for completeness.
The aircraft’s x-axis total force coefficient is given by,
CX,total = CX (α, β, δe) + ∆CX,δlef
[
1− δ¯lef
]
+∆CX,δsb (α)
[
δ¯sb
]
+
qc¯
2VT
{
CXq (α) + ∆CXq,δlef (α)
[
1− δ¯lef
]} (3.5-45)
where the coefficient ∆CX,δlef is calculated by,
∆CX,δlef = CX,δlef (α, β)− CX (α, β, δe = 0o) (3.5-46)
and the coefficients CX , CXq , CX,δlef , ∆CX,δsb , and ∆CXq,δlef are obtained from
the tabulated data for the aircraft [63].
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The aircraft’s y-axis total force coefficient is given by,
CY,total = CY (α, β) + ∆CY,δlef
[
1− δ¯lef
]
+∆CY,δr
[
δ¯r
]
+
{
∆CY,δa +∆CY,δa,lef
[
1− δ¯lef
]} [
δ¯a
]
+
rb
2VT
{
CYr (α) + ∆CYr,δlef (α)
[
1− δ¯lef
]}
+
pb
2VT
{
CYp (α) + ∆CYp,δlef (α)
[
1− δ¯lef
]}
(3.5-47)
where the coefficients ∆CY,δlef , ∆CY,δa , ∆CY,δa,lef and ∆CY,δr are calculated by,
∆CY,δlef = CY,δlef (α, β)− CY (α, β) (3.5-48)
∆CY,δa = CY,δa (α, β)− CY (α, β) (3.5-49)
∆CY,δa,lef = CY,δa,lef (α, β)− CY,δlef (α, β)−∆CY,δa (3.5-50)
∆CY,δr = CY,δr (α, β)− CY (α, β) (3.5-51)
and the coefficients CY , CYr , CYp, CY,δlef , CY,δa, CY,δa,lef , CY,δr , ∆CYr,δlef and
∆CYp,δlef are obtained from the tabulated data for the aircraft [63].
The aircraft’s z-axis total force coefficient is given by,
CZ,total = CZ (α, β, δe) + ∆CZ,δlef
[
1− δ¯lef
]
+∆CZ,δsb (α)
[
δ¯sb
]
+
qc¯
2VT
{
CZq (α) + ∆CZq,δlef (α)
[
1− δ¯lef
]} (3.5-52)
where the coefficient ∆CZ,δlef is calculated by,
∆CZ,δlef = CZ,δlef (α, β)− CZ (α, β, δe = 0o) (3.5-53)
and the coefficients CZ , CZq , CZ,δlef , ∆CZ,δsb, and ∆CZq,δlef are obtained from
the tabulated data for the aircraft [63].
Aerodynamic Moment Coefficients
The aerodynamic moments are calculated from the total moments coefficients
given in the aircraft’s body axis and referenced to the geometric data from Table
3.5-7. The total moment coefficients where derived by Nguyen et al. [63] and are
included here for completeness.
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The aircraft’s roll-axis total moment coefficient is given by,
CL,total = CL (α, β, δe) + ∆CLδβ (α) [β] + ∆CL,δlef
[
1− δ¯lef
]
+
+
{
∆CL,δa +∆CL,δa,lef
[
1− δ¯lef
]} [
δ¯a
]
+∆CL,δr
[
δ¯r
]
+
rb
2VT
{
CLr (α) + ∆CLr,δlef (α)
[
1− δ¯lef
]}
+
pb
2VT
{
CLp (α) + ∆CLp,δlef (α)
[
1− δ¯lef
]}
(3.5-54)
where the coefficients ∆CL,δlef , ∆CL,δa , ∆CL,δa,lef and ∆CL,δr are calculated by,
∆CL,δlef = CL,δlef (α, β)− CL (α, β, δe = 0o) (3.5-55)
∆CL,δa = CL,δa (α, β)− CL (α, β, δe = 0o) (3.5-56)
∆CL,δalef = CL,δalef (α, β)− CLlef (α, β)−∆CLδa (3.5-57)
∆CL,δr = CL,δr (α, β)− CL (α, β, δe = 0o) (3.5-58)
and the coefficients CL, CLr , CLp, CL,δlef , CL,δa , CL,δa,lef , CL,δr , ∆CLδβ , ∆CLr,δlef
and ∆CLp,δlef are obtained from the tabulated data for the aircraft [63].
The aircraft’s pitch-axis total moment coefficient is given by,
CM,total = CM (α, β, δe) ηδe (δe) + CZ,total [xC,r − xC ]
+ ∆CM,δlef
[
1− δ¯lef
]
+∆CM (α)
+ ∆CM,ds (α, δe) + ∆CM,δsb (α)
[
δ¯sb
]
+
qc¯
2VT
{
CMq (α) + ∆CMq,δlef (α)
[
1− δ¯lef
]}
(3.5-59)
where the coefficient ∆CM,δlef is calculated by,
∆CM,δlef =CM,δlef (α, β)− CM (α, β, δe = 0o) (3.5-60)
and the coefficients CM , ηδe , CMq , CM,δlef , ∆CM,δsb , ∆CM , ∆CM,ds and ∆CMq,δlef
are obtained from the tabulated data for the aircraft [63].
The aircraft’s yaw-axis total moment coefficient is given by,
CN,total = CN (α, β, δe) + CY,total [xCr − xC ] + ∆CNδβ (α) [β]
+ ∆CN,δlef
[
1− δ¯lef
]
+
{
∆CN,δa +∆CN,δa,lef
[
1− δ¯lef
]} [
δ¯a
]
+∆CN,δr δ¯r +
rb
2VT
{
CNr (α) + CNr,δlef (α)
[
1− δ¯lef
]}
+
pb
2VT
{
CNp (α) + CNp,δlef (α)
[
1− δ¯lef
]}
(3.5-61)
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where leading edge flap, aileron and rudder contribution in (3.5-61) is given by,
∆CN,δlef =CN,δlef (α, β)− CN (α, β, δe = 0o) (3.5-62)
∆CN,δa = CN,δa (α, β)− CN (α, β, δe = 0o) (3.5-63)
∆CN,δa,lef = CN,δa,lef (α, β)− CN,δlef (α, β)−∆CN,δa (3.5-64)
∆CN,δr = CN,δr (α, β)− CN (α, β, δe = 0o) (3.5-65)
and the coefficients CN , CNr , CNp, CN,δlef , CN,δa, CN,δa,lef , CN,δr , ∆CNδβ , ∆CNr,δlef
and ∆CNp,δlef are obtained from the tabulated data for the aircraft [63].
Total Aerodynamic Forces and Moments
Equations (3.5-45), (3.5-59) and (3.5-52) show that the aircraft’s angle of at-
tack, elevator, leading edge flap, speed break and the centre of gravity results
in most significant variations to the longitudinal dynamics of the aircraft. Sim-
ilarly Equations (3.5-47), (3.5-54) and (3.5-61) show that the aircraft’s angle of
sideslip, aileron, rudder and leading edge flap result in most significant variations
to the lateral dynamics of the aircraft. Given the aerodynamic total force and
total moment coefficients the resulting aerodynamic forces and moments are cal-
culated using the aircraft’s reference geometry (see Table 3.5-7) and the dynamic
pressure (from the atmospheric model) and is given by
f bC/i,aero = q¯S
[
CX,total CY,total CZ,total
]T
(3.5-66)
mbC/i,aero = q¯S
[
bCL,total c¯CM,total bCN,total
]T
(3.5-67)
where CX,total, CY,total and CZ,total are the total force coefficients in the x, y and
z axis as given by Equations (3.5-45), (3.5-47) and (3.5-52), and CL,total, CM,total
and CN,total are the total moment coefficients in the roll, pitch and yaw axis given
by Equations (3.5-54), (3.5-59) and (3.5-61) respectively.
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3.5.4 Propulsion
The F16 is powered by a Pratt & Whitney F100 afterburning turbofan jet engine
with a power response measured in percentage and modelled by a first order lag
[63]. The power level commanded for the engine is generated from the throttle
gearing command and saturated depending on variation of the commanded and
actual power levels.
The commanded power is given in terms of the throttled power by,
Pc =


Pth Pc ≥ 50, Pa ≥ 50
60 Pc ≥ 50, Pa < 50
40 Pc < 50, Pa ≥ 50
Pth Pc < 50, Pa < 50
(3.5-68)
where Pth is the throttled power related linearly to the throttle gearing command
with a slope change when the military power level of 0.77 is reached.
The throttled power is given by,
Pth =


64.94δth 0 ≤ δth ≤ 0.77
217.38δth − 117.38 0.77 < δth ≤ 1
(3.5-69)
where δth is the the commanded throttle input.
The power response is a first order lag and the power derivative for the actual
power of the engine is given by the difference between the commanded and actual
power levels.
P˙a =
1
τeng
(Pc − Pa) (3.5-70)
where τeng is the power response time-constant for the engine which is dependent
on the variation of the commanded and actual power levels and is given by,
τeng =


0.2 Pc ≥ 50, Pa ≥ 50
τ ∗eng Pc ≥ 50, Pa < 50
0.2 if Pc < 50, Pa ≥ 50
τ ∗eng Pc < 50, Pa < 50
(3.5-71)
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where τ ∗eng is the time-constant calculated from the commanded power error by ,
τ ∗eng =


1.0 (Pc − Pa) ≤ 25
10.0 (Pc − Pa) ≥ 50
(1.9− 0.036(Pc − Pa))−1 25 < (Pc − Pa) < 50
(3.5-72)
The propulsive force provided by the aircraft’s engine is calculated from the
idle, military and maximum trust values given as a function of height and Mach
number. The engine is mounted in the xz-plane with the thrust aligned with the
x-axis and a constant angular momentum. The moments acting on the aircraft as
a result of this constant angular momentum is calculated from Equation (3.3-21).
The propulsive force is given by,
Xprop =


Ti (M,h) + [Tl (M,h)− Ti (M,h)] (Pa/50) Pa < 50
Tl (M,h) + [Tm (M,h)− Tl (M,h)] (Pa/50− 1) Pa ≥ 50
(3.5-73)
where Ti, Tl and Tm are the idle, military and maximum thrust values given
in Nguyen et al. [63] for altitudes ranging from up to 15km and Mach number
ranging from 0.2 to 1.
The thrust values for zero Mach were interpolated by Russel [75] and are
given in the source code for the presented thrust model [82],
f bC/i,prop =
[
Xprop 0 0
]T
(3.5-74)
mbC/i,prop =
[
0 −rHeng qHeng
]T
(3.5-75)
where Heng = 216.9kgm
2/s is the constant angular momentum of the engine.
3.5.5 Combined Forces and Moments
The total forces and moments acting on the aircraft is given by the combination
of the aerodynamic, propulsive and gravitational forces and moments.
f bC/i = f
b
C/i,aero + f
b
C/i,prop +C
n
b f
n
C/i,grav (3.5-76)
mbC/i =m
b
C/i,aero +m
b
C/i,prop (3.5-77)
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where f bC/i,aero, m
b
C/i,aero, f
b
C/i,prop, m
b
C/i,prop and f
n
C/i,grav are calculated by Equa-
tions (3.5-66), (3.5-67), (3.5-74), (3.5-75) and (3.4-42) respectively. Once the
total forces and moments are calculated they can can be used to drive the dy-
namic and kinematic equations of motion given in section 3.3 which completes
the ADM.
3.6 Aircraft Dynamic Model (ADM)
The completed ADM combines equations from the Sections 3.2 through 3.5 and
is presented in the form of a set of ordinary differential equations, each modelling
the time evolution of a specific aircraft state. The model presented in this section
is to provide a simulation model which represents the true state of the aircraft.
This is used as the basis of evaluating the proposed navigation filters presented
in Section 4.
The continuous time dynamic model of the aircraft is given by
x˙ = f (x,u) (3.6-78)
where x and u are the aircraft’s state and input vectors given by,
x =
[
pgC/O ϕb/n v
b
C/e ω
b
b/e δA
]T
(3.6-79)
u =
[
δC v
n
W/e
]T
(3.6-80)
where pgC/O is the geodetic position, ϕb/n is the Euler angle attitude, v
b
C/e is the
body-axis velocity, ωbb/e is the aircraft rotation and δA is the aircraft’s actuator
positions. The inputs δC is the combined throttle and actuator commands and
vnW/e is the background wind.
The wind velocity is assumed known as inputs to the model. Additionally
the atmosphere is derived from the standard atmosphere model. This is revisited
in Chapter 4 as a practical implementation of the navigation solution then the
wind variations need to be modelled/estimated. The states are initialised as
74 Aircraft Dynamic Modelling
desired, generally at a straight and level trimmed condition. The complete state
information in all of the required coordinate systems must be calculated using
the last/initial state. This is achieved by
The first steps in the model requires
• Calculating the cosine matricesCnb ,Cen using Equations (3.2-11) and (3.2-7);
and calculate Ceb by multiplying the two.
• Calculating the rotation rates ωee/i and ωbb/n using Equations (3.2-4) and
(3.2-13); ωbb/e is given by the model’s current value.
• Producing the angular cross product matrices Ωee/i and Ωbb/n and Ωbb/e.
• Calculating the Euler Kinematic Matrix Eb/n using Equation (3.3-17). The
alternative would be to use quaternions using Equation (3.3-19).
• Calculating the position of the aircraft in ECEF coordinates peC/O using
equation (3.2-6). The position in Geodetic coordinates is given by the
model’s current value.
• Calculating the aircraft’s mass and moments of inertial and the actuator’s
time constants are collected from Tables 3.5-5 and 3.5-6 respectively. τ is
given by the time constants of the engine power and actuator response.
• Calculating the forces and moments f bC/i and mbC/i using the tabulated
coefficients and calculations given in Section 3.5.
The state derivatives of the aircraft dynamic model are then given by


p˙gC/O
ϕ˙b/n
v˙bC/e
ω˙bb/e
δ˙A


=


Cng
(
Cbnv
b
C/e
)
Eb/nω
b
b/n
(m)−1 f bC/i −
(
Ωbb/e + 2Ω
b
e/i
)
vbC/e − (Ωbe/i)2CebpeC/O
(J)−1mbC/i − (J)−1
(
Ωbb/e +Ω
b
e/i
)
J
(
ωbb/e + ω
b
e/i
)
diag(τ )(δC − δA)


(3.6-81)
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where the new aircraft states are calculated and integrated using the desired
integration algorithm, in this case the Runge-Kutta integration technique.
Given the continuous time non-linear process equation and the current state
vector then the approximated state vector at the following time step is given by
the 4th order Runge-Kutta solution,
x(k) =
∫ tk
tj
f [tk,x(tj),u(tk))] (3.6-82)
x(k) = x(j) + 1
6
(x˙1 + 2x˙2 + 2x˙3 + x˙4)∆t (3.6-83)
where x˙1, x˙2, x˙3 and x˙4 are given by,
x˙1 = f [tj ,x(j),u(k)] (3.6-84)
x˙2 = f
[
tj ,x(j) +
1
2
x˙1∆t,u(k)
]
(3.6-85)
x˙3 = f
[
tj ,x(j) +
1
2
x˙2∆t,u(k)
]
(3.6-86)
x˙4 = f [tk,x(j) + x˙3∆t,u(k)] (3.6-87)
and ∆t is the sufficiently small time step over which the integration is performed.
Additionally this solution can be applied iteratively, by reducing the time-step
until the change in the derivatives fall below a pre-determined threshold. This
numerical integration is also required for each sigma point propagated through
the system’s process model. An integration time-step of 500Hz has used through-
out this research. The reason for this choice is specifically addressed in Section
4.6.4.
3.7 Summary
This chapter presented a complex non-linear Aircraft Dynamic Model (ADM)
for an F16 aircraft. The reference frames, coordinate systems and coordinate
transforms were defined and the equations of motion were constructed in a sim-
ilar fashion to the strapdown inertial navigation equations (commonly used in
GPS/INS applications). A generic set of atmospheric equations were defined and
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combined with the aerodynamic and propulsive models of the ADM to drive the
equations of motion. This serves as the background for the Chapter 4 which
presents the navigation problem, the filtering technique used to combine the
available sensor measurements, and the formulation which introduces the ADM
into the process and observation equations of the navigation system.
Chapter 4
Aircraft Dynamic Navigation
4.1 Introduction
An aircraft navigation system consists of a number of independent sensors each
providing indirect and inaccurate measurements of the aircraft’s unknown states.
The navigation system is responsible for reconstructing these states by combining
the information contained within each available measurement. This is a state
estimation problem which can be solved by representing the unknown states
as a probably distribution, and then tracking the evolution of this distribution
through the set of process and observation equations which model the aircraft’s
motion and expected measurements.
A typical aircraft navigation system achieves GPS and INS integration by
comparing the solutions of each system and tracking the errors between their
measurements. This chapter formulates the three navigation solutions proposed
in the Section 1.3, focusing on a variation to the standard GPS/INS integration
approach, where the navigation filter is formulated with process equations de-
fined by an ADM. This chapter begins by presenting the measurement models
for the chosen GPS/INS/EC/AD sensor suite. It then defines the state estima-
tion problem and derives the Unscented Kalman Filter (UKF) before presenting
the three sets of process and observation models which will be used for each
formulation.
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4.2 Sensor Measurements
A navigation system’s performance is determined by the accuracy of the system’s
sensors and the method in which the measurements are made. In order to produce
a cohesive state estimate a navigation filter requires accurate models of each
available measurement. This section provides models for an aircraft navigation
system sensor suite comprised of a Global Positioning System (GPS) receiver,
an Inertial Measurement Unit (IMU), an Electronic Compass (EC), and an Air
Data (AD) System. The sensor suite is based on a set of UAS grade sensors, the
rationale for which is given in Section 1.3.
4.2.1 Global Positioning System (GPS)
A GPS receiver provides an absolute position measurement through trilatera-
tion and timing of signals transmitted from a known constellation of satellites.
Velocity measurements are computed by differencing the position solution and
augmenting them with measurements of the signal’s carrier phase change over
time. A navigation system has the option of using either the pseudorange and
carrier phase measurements to achieve a tightly coupled solution, or the receiver’s
computed (least-squares) position and velocity to achieve a loosely coupled so-
lution. A loosely coupled solution was proposed and only the GPS computed
measurement models are presented in this thesis. Measurement equations for
GPS pseudorange are readily available in the literature [7, 12, 18].
In a loosely coupled configuration the GPS receiver provides the navigation
system with a position and velocity measurement referenced in the ECEF frame
and given in geodetic and navigation coordinates respectively. The GPS solution
is given at the location of the receiver’s antenna which introduces a lever-arm
effect on the measurements when the antenna is offset from the aircraft’s centre
of mass. The position error is typically expressed in the navigation frame.
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The position measurements computed by the GPS receiver is given by,
pˆgGPS = p
g
C/O +D
−1
R
(
Cbnr
b
GPS +w
n
p
)
(4.2-1)
where pˆgGPS is the computed position, r
b
GPS is the location of the receiver’s an-
tenna with respect to the aircraft’s centre of mass, wnp is the position solution
uncertainty, and D−1R is the local geodetic coordinate scale factor [44, 48, 81]
which can be derived from Equation (3.2-9) and is given by,
D−1R =


1
RM + h
0 0
0
1
(RN + h)cφ
0
0 0 −1


(4.2-2)
The velocity solution computed by the GPS receiver is described by,
vˆnGPS = v
n
C/e +C
b
nΩ
b
n/br
b
GPS +w
n
v (4.2-3)
where vˆnGPS is the computed velocity, Ω
b
n/b is the cross product matrix of ω
b
n/b
given by (3.3-16), and wnv is the velocity measurement uncertainty given by the
GPS receiver.
The uncertainty in the position and velocity solutions computed by the GPS
depends on the satellite geometry and errors present in each measurement. In
a loosely coupled solution the position and velocity uncertainties are assumed
independent and given by a Gaussian distribution. There are a number of GPS
augmentation approaches that could be taken to improve the GPS’s solution’s
(see section 2.3), however the scope of this research is limited to a single frequency
commercial GPS receiver with no augmentation or differential system.
4.2.2 Inertial Measurement Unit (IMU)
An IMU is the core sensor of an Inertial Navigation System (INS) and is capable
of capturing the aircraft’s full six Degree-Of-Freedom (6DOF) motion indepen-
dently of any other sensor. An IMU itself consists of a triad (tri-axial orientation)
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of accelerometers and rate gyros. The IMU provides the navigation system with
acceleration and angular rate measurements referenced in the ECI frame.
The acceleration measurements made by the IMU can be described by,
asIMU = C
b
sa
b
IMU + ξ
s
a +w
s
a (4.2-4)
where abIMU is the specific force (acceleration plus gravity) of the aircraft, ξ
s
a is
the (additional) measurement errors, and wsa is the measurement uncertainty.
The specific force is the combination of the true acceleration and gravity
vector experienced by the accelerometers,
abIMU = a
b
C/i +C
n
bg
n
C/i +
(
Ωbb/i
)2
rbIMU (4.2-5)
where rbIMU is the location of the IMU with respect to the aircraft’s centre of
mass (the /C notation has been dropped for simplicity) and gnC/i is the local
gravity vector given by Equation (3.4-42).
The additional error term ξsa is given by,
ξsa = C
b
s (Sa +Ma)a
b
IMU + b
s
a (4.2-6)
where Sa is the Scale Factor matrix and Ma is the Misalignment matrix with
three diagonal coefficients and 6 non-diagonal coefficients respectively [81].
The rate gyro measurements made by the IMU can be described by,
ωsIMU = C
b
sω
b
IMU + ξ
s
ω +w
s
ω (4.2-7)
where ωbIMU is the rotation rate and w
s
ω is the measurement error.
The rotation rate experience by the gyroscopes is equal to the aircraft’s true
inertial rotation given by,
ωbIMU = ω
b
b/i = ω
b
b/n +C
n
bω
n
n/e +C
n
bC
e
nω
e
e/i (4.2-8)
where ωnn/e and ω
e
e/i are additional rotation rates that are typically neglected
due to their small magnitude.
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The additional error term ξsω is given by,
ξsω = C
b
s (Sω +Mω)ω
b
IMU + b
s
ω (4.2-9)
where Sω is the Scale Factor matrix and Mω is the Misalignment matrix with
three diagonal coefficients and 6 non-diagonal coefficients.
4.2.3 Electronic Compass (EC)
An electronic compasses is a simple and cost-effective sensor which provides
absolute heading references to the navigation system. An electronic compass
measures the magnetic field in either a 2-axis or 3-axis configuration. Assuming
that the compass is aligned with the aircraft’s body axis; the magnetic field
measurements given by a 3-axis electronic compass can be described by,
hsc = C
b
sC
n
bh
n + ξsh +w
s
h (4.2-10)
where ξsh is the compass error term, w
s
h is the measurement uncertainty of the
sensor and hn is the magnetic field vector given by,
hn =


F cos(D) cos(I)
F sin(D) cos(I)
F sin(I)


(4.2-11)
where F is the magnetic field strength, D is the declination angle that magnetic
north makes with the ECEF’s true north, and I is the inclination angle between
the magnetic field vector and the horizontal plane [54, 55].
The parameters F , D and I are local parameters that vary with the position
of the aircraft. These can be calculated during sensor alignment, or approximated
by the use of a magnetic field model such as the UK/US World Magnetic Model
(WMM) [54, 55]. A practical approach would be to assume a constant set of
local parameters in the filter process and observation equations and update these
parameters externally to the filter using the WMM model at a reasonably long
period (in the order of 10’s of minuets).
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The error term in Equation (4.2-17) is similar to the inertial measurement
error terms except that it arises due to additional magnetic fields, or more com-
monly by distortions resulting from nearby ferrous materials. There are two
kinds of distortions namely hard iron and soft iron. Hard iron effects are caused
by magnetized objects, which are at a fixed position with respect to the com-
pass and Soft iron effects occur due to distortion of the earth’s field by ferrous
materials. The error term for the compass is then,
ξsh = C
b
sC
n
bShh
n + bsh (4.2-12)
where bsh is the bias resulting from hard iron effects and Sh is the Scale Factor
bias resulting from soft iron effects [59].
4.2.4 Air-Data (AD)
The air-data system is a collection of atmospheric instruments used to determine
the aircraft’s airspeed, altitude and climb rate. This is achieved by measuring
the atmosphere’s absolute pressure and temperature as well as the differential
pressure given by a pitot static system. Airspeed is measured by sensing the
difference between the static pressure, and the pressure at a stagnation point
(i.e. a point on the body where the flow comes to rest). This pressure difference
is referred to as the dynamic pressure and is related to the density of the airflow
as well as the velocity of the aircraft.
The dynamic pressure is is given by,
Q =


1
2
ρV 2T for VT . 150m/s
P

(1 + γ − 1
2γRT
V 2T
)γ/(γ−1)
− 1

 for VT & 150m/s
(4.2-13)
where ρ is the local density, VT is the true airspeed, γ is the adiabatic index
and R is the gas constant. The difference in the dynamic pressure results from
compressible properties of air at higher velocities [62].
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The combined measurement vector given by the pitot static system is
qAD = q +wq (4.2-14)
where q =
[
P T Q
]T
is the air data vector comprised of barometric pressure,
temperature and the dynamic pressure given by Equation (4.2-13). For the
proposed formulations the pressure and temperature is given directly by the
filters state vector. The sensor model is simplistic assuming that all error is
accumulated in the measurement noise.
An air-data system optionally implements angle of attack and angle of sideslip
vanes which provide a measurement of the airflow relative to the aircraft. The in-
tegration of these measurements with the proposed navigation systems is straight
forward however it is out of scope for this research. It is commonplace for UAS to
use wind finding manoeuvrers to detect the direction of the wind and it’s affect
on the aircraft’s flight.
4.2.5 Measurement Uncertainty
Measurement uncertainty is inevitable in any sensing system and the magnitude
of the measurement error is dependent on the quality of the sensors used. Table
4.2-1 shows the measurement uncertainty, resolution and sample rate of each of
the sensors in the proposed aircraft navigation system.
The inertial measurements are the only sensor measurements that include
bias and scale factor errors. The scale factor errors play a role in the true
measurements but are small enough relative to the bias and noise errors and will
be neglected in the observation equations.
1The GPS position and velocity solution noise and the EC magnetic field measurement
noise is defined with different horizontal and vertical components.
2∆t is the sample rate of the IMU which in this case is 100Hz.
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Table 4.2-1: Sensor measurement noise properties
Bias Scale
Measurement Noise Stability Factor Units
Novatel (OEMV-3) GPS receiver [66] at 10Hz
Position1 3.0 / 6.0 - - m
Velocity1 0.05 / 0.1 - - m/s
Atlantic Inertial Systems (SiIMU02) 6DOF IMU [3, 5] at 100Hz
Acceleration2 0.5/
√
∆t 5e−3 1500ppm m/s2
Angular Rate2 0.5/
√
∆t 0.167e−3 500ppm ◦/s
Honeywell (HMR2300) Electronic Compass [35] at 20Hz
Magnetic Field1 20.0 / 100.0 - - mg
Honeywell (HPA200) Pressure Transducer [36] at 20Hz
Pressure 20 - - kPa
Temperature 1.0 - - K
Honeywell (PPT0005) Differential Pressure Transducer [37] at 20Hz
Pressure 20 - - kPa
4.2.6 Calibration and Alignment
Calibration is the process of determining the fixed error terms in a sensor’s mea-
surement model. Terms such as the fixed bias, scale factor and misalignment
error in an inertial unit can be treated as deterministic (depending on the grade
of the inertial unit) and can be identified in laboratory tests where the units
measurements are correlated against the known gravity vector and earth rota-
tion rate. Alignment is the process of determining the initial condition of the
states in the navigation filter. This is important as an incorrectly initialised filter
can potentially become unstable. The primary task of sensor alignment is deter-
4.2 Sensor Measurements 85
mining the initial position and orientation of the aircraft. Generally alignment
methods can be categorised into either fine or course alignment, and stationary
or in-motion alignment [81].
The measurement noise of the chosen inertial sensors outweighs the effect of
scale factor and misalignment errors. For the accelerometers and rate gyros, the
measurement noise standard deviation is 0.08m/s2 and 0.08◦s2 respectively while
the effect of the scale factor and misalignment error at an acceleration of 20m/s2
and a rotation rate of 30◦/s is 0.05. The measurement noise effectively masks
the scale factor and misalignment errors for the chosen inertial sensors. If the
sensors are located sufficiently close to the centre of mass, and are aligned with
the aircraft’s body frame, then a set of calibrated measurements to be computed
by,
aˇbIMU ≈ abC/i +CnbgnC/i + bba +wba (4.2-15)
ωˇbIMU ≈ ωbb/i + bbω +wbω (4.2-16)
where the inertial units scale factor and misalignment error terms are assumed to
be determined by the manufacturer, and the appropriate corrections are applied
to the raw inertial measurements before being received by the navigation system
(see Section 2.2).
Similarly to the inertial sensor errors, the electronic compass soft-iron errors
are minimized by the installation, and hard iron effects are determined as part
of a calibration procedure which is vehicle dependent and deterministic. This al-
lows the magnetic field measurement to be calibrated to account for these effects.
Most compass manufacturers provide calibration methods which involve a spec-
ified physical movement of the compass to samples the surrounding distortions
and allows the biases and scale factors to be calculated and saved in the sensors
non-volatile memory. The calibrated compass measurements are then given by,
hbEC ≈ Cnbhnc +wsh (4.2-17)
where the hard and soft iron effects have been removed. The measured magnetic
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field is still dependent on the declination and dip which changes with on the
aircraft’s latitude and longitude.
When the aircraft is stationary and the velocity and inertial accelerations are
zero then the inertial rotation rate is known to be given by the rotation rate
of the earth. The aircraft’s course initial attitude can be determined using the
inertial units acceleration measurements and determining the direction of the
gravity vector. The aircraft’s roll and pitch angle are given by,
θ0 = −sign(z¯) sin−1(x¯/g) (4.2-18)
ϕ0 = sign(z¯)
sin−1(y¯/g)
cos(θ)
(4.2-19)
where θ0 and φ0 are the aircraft’s initialised pitch and roll angles; x¯, y¯ and z¯ are
the averaged/filtered, scale factor and misalignment calibrated, accelerometer
measurements; and g is the local value of gravity. The sign term deals with the
possibility of an inverted navigation system [81]. Similarly a set of inclinometers
can be used to determine the coarse roll and pitch angle of the vehicle [48].
Heading alignment is achieved by first using the GPS position measurements
to calculate the magnetic declination and dip, and then by using the averaged,
scale factor and bias calibrated compass measurements to calculate the true
heading,
Hˆx = H¯x cos θ − H¯y sin(θ) sin(ϕ)− H¯z sin(θ) cos(ϕ) (4.2-20)
Hˆy = H¯y cos(ϕ) + H¯z sin(ϕ) (4.2-21)
ψ0 = tan
−1(Hˆy/Hˆx) (4.2-22)
where H¯x, H¯y and H¯z are the components of the magnetic field measurement
[17]. Similarly a multi-antenna GPS system can be used to determine the initial
heading of the vehicle [48, 66].
Once the initial course attitude has been computed, the accelerometer and
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gyro turn-on biases can be coarsely estimated,
ba = a¯
b
IMU −CnbgnC/i (4.2-23)
bω = ω¯
b
IMU (4.2-24)
where Cnb is the DCM generated from the coarsely aligned orientation and g
n
C/i is
the gravity vector that needs to be removed from the acceleration measurements.
Equations (4.2-18), (4.2-19), (4.2-23) and (4.2-24) are repeated with the up-
dated measurement biases until constant values are reached; and are referred
to as course alignment due to the limited accuracy that can be achieved. Fine
stationary alignment can be achieved by gyro-compassing or by solving the two
vector measurement problem using the gravity and earth rotation rate. How-
ever, due to the low signal-to-noise ratio and large biases, fine alignment of the
proposed inertial unit’s gyroscopes can not be achieved. The gyros simply do
not provide enough resolution to detect the earth’s rotation rate.
4.3 The State Estimation Problem
A navigation filter processes and combines the measurements from the aircraft’s
sensor suite. This is a state estimation problem where the aircraft’s states (po-
sition, velocity and attitude) are estimated using both a model of the state’s
behaviour and a model of the available measurements. This section describes in
general terms the state estimation problem and the Bayesian framework required
in the development of the Unscented Kalman Filter (UKF).
Consider an aircraft represented as a non-linear dynamic system; and de-
scribed by a generic, discrete-time, state space model with stochastic uncertain-
ties. The system’s behaviour is modelled by the evolution of a set of hidden states
which are driven by the model uncertainties and known exogenous inputs. The
system states are observed through a series of indirect and possibly inaccurate
88 Aircraft Dynamic Navigation
measurements, resulting in the model given by the following equations,
x(k) = f [k,x(j),u(k),v(k)] (4.3-25)
y(k) = g [k,x(k),u(k),w(k)] (4.3-26)
where k is the current time step, j is the previous time step (j = k − 1), x is
the hidden state vector, u is the exogenous input vector and y is the observation
vector. The process and observation uncertainties are represented by the vectors
v and w with known probability density functions p(v) and p(w) respectively.
The process and observation functions f [· · · ] and g[· · · ], are arrays of known,
possibly time-varying equations which model the propagation of the hidden states
and the resulting observations.
The state estimation problem involves determining the system’s hidden states
from all of the information available, whilst attempting to minimise the estimate
error with respect to a given optimisation criteria. This is achieved with an
estimation filter with the state estimate is defined as,
xˆ(k|k) , ℓ
(
k, Ik
)
(4.3-27)
where ℓ is the estimation function and Ik is the information set comprising of
both the measurement sequence Y k, and the input sequence Uk given by,
Ik = {Y k, Uk} , {y(1),u(1), . . . ,y(k),u(k)} (4.3-28)
The state estimate resulting from Equation (4.3-27) depends on the specifics
of the estimation function and the optimisation criteria chosen. Typically the
Minimum Mean Square Error (MMSE) is desired for which the optimal state
estimate is given by,
xˆ(k|k) = E
[
xˆ(k)|Ik
]
,
∫
x(k)p
(
x(k)|Ik
)
.dx(k) (4.3-29)
where p
(
x(k)|Ik
)
is the posterior pdf of the system states conditioned on all
of the information available at the current time-step. The estimation error and
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error covariance associated with the MMSE state estimate is defined by
x˜(k|k) , x(k)− xˆ(k|k) (4.3-30)
P x˜x˜(k|k) , E
[
x˜(k|k)x˜(k|k)′|Ik
]
(4.3-31)
which describes the first two error terms representing the estimate distribution.
Regardless of the optimisation criteria chosen, the state’s posterior proba-
bility density in Equation (4.3-29) is required to obtain an optimal estimate.
Calculation of this probability density function however is a difficult task and
has been the focus of a considerable amount of research over the past decade
[19]. The Bayesian Filter (BF) provides the optimal (but impractical) solution
for the MMSE state estimation. The BF is included here as background for the
UKF development.
4.3.1 Bayesian Filter (BF)
The state-space model described by Equations (4.3-25) and (4.3-26) can be in-
terpreted using a Bayesian framework [7, 48, 84, 95] to recursively calculate the
posterior density required in Equation (4.3-29) to make the MMSE estimate.
The Bayesian approach assumes that the state vector has a probability density
p (x) which evolves over time providing a probabilistic model of the system’s hid-
den states and is independent of any observation. Applying this concept to the
process and observation equations of the state space model presented previously
results in the state transition prior and observation likelihood densities given by,
p (x(k)|x(j),u(k)) =
∫
δ (x(k)− f [· · · ]) p (v(k)) dv(k) (4.3-32)
p (y(k)|x(k),u(k)) =
∫
δ (y(k)− g [· · · ]) p (w(k)) dw(k) (4.3-33)
where δ is the Dirac-delta function, and f [· · · ] and g [· · · ] are the process and
observation equations from Equations (4.3-25) and (4.3-26) respectively.
Assuming that the posterior density from the previous time step is available,
its projection forward to the current time step is achieved using the state tran-
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sition prior and the total probability theorem. This results in the prior density
for the systems states and observations given by,
p
(
x(k)|Ij
)
=
∫
p (x(k)|x(j),u(k)) p
(
x(j)|Ij
)
dx(j) (4.3-34)
p
(
y(k)|Ij
)
=
∫
p (y(k)|x(k),u(k)) p
(
x(j)|Ij
)
dx(j) (4.3-35)
where Equation (4.3-34) and (4.3-35) are known as the prediction equations [7].
Conditioning the prior density on the information available is achieved using
Bayes’ theorem. Applying Bayes’ theorem to the prediction equations results in
the posterior density given by,
p
(
x(k)|Ik
)
=
p (y(k)|x(k),u(k)) p (x(k)|Ij)
p (y(k)|Ij) (4.3-36)
where Equation (4.3-36) is referred to as the update equation [7].
This Predict and Update approach is applied recursively, initialised from a
known posterior density, predicted at the sample rate of the system, and updated
with the availability of any new observations. Although this is the optimal
recursive solution, Equations (4.3-32), (4.3-33), (4.3-34) and (4.3-35) all contain
multidimensional integrals, and require the storage of a pdf which cannot be
represented in a closed-form [95]. The optimal solution is usually only practical
for linear Gaussian systems (the Kalman Filter) and approximate solutions are
required to provide practical implementations of the Bayesian filter.
4.3.2 Unscented Kalman Filter (UKF)
The Unscented Kalman Filter (UKF) is an approximate solution to the Bayesian
Filter that allows for practical implementation. The complexity of the estimation
problem is reduced by assuming the system’s distributions are Gaussian and can
be adequately represented by a set of deterministically chosen sigma-points. The
sigma-points are propagated directly through the non-linear state and output
equations and are used to reconstruct the state’s posterior distribution. The UKF
algorithm can be broken into three sequential steps of sigma-point calculation,
estimate prediction, and estimate update.
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Sigma-Point Calculation
The UKF’s assumption of Gaussian distributions allows for the estimate’s mean
and covariance, defined by Equations (4.3-29) and (4.3-31), to accurately and
completely represent the posterior distribution of the system’s states. This com-
bined with the known means and covariances of the process and observation
uncertainties allows an augmented state estimate to be constructed from the last
state estimate and process and observation uncertainty means and captures the
entire uncertainty in the system.
The augmented mean is constructed by,
xˆa(k) =


xˆ(j|j)
v¯(k)
w¯(k)


(4.3-37)
where v¯(k) and w¯(k) are the known means of the process and observation un-
certainties and which are typically assumed to be zero [43–45].
Similarly the augmented estimate covariance is constructed by,
P ax˜x˜(k) =


P x˜x˜(j|j) 0 0
0 Q(k) 0
0 0 R(k)


(4.3-38)
where Q(k) and R(k) are the known covariance’s of the state and observation
uncertainties. It is assumed that the process and observation uncertainties are
independent [43–45] (as indicated by the zero non-diagonal elements).
Given the augmented mean and covariance, a set of sigma points and sigma
point weightings can be generated to represent the system’s Gaussian distribu-
tions. This is achieved using the Scaled Unscented Transform1 (SUT) where the
1The Scaled Unscented Transform (SUT) is an extension of the Unscented Transform (UT),
where the scaling factor κ is replaced with λ and the parameters α and β are included to provide
more flexibility of the expected distributions [45, 95].
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deterministically chosen sigma-points are given by,
X
a
i (k) =


xa(k)
xa(k) +
(√
(na + κ)P
a
x˜x˜(k)
)
i
xa(k)−
(√
(na + κ)P
a
x˜x˜(k)
)
i
i = 0
i = 1, . . . , na
i = na + 1, . . . , 2na
(4.3-39)
and the associated weightings are given by,
W
m,c
i (k) =


λ/ (na + λ)
λ/ (na + λ) + (1− α2 + β)
1/ (2 (na + λ))
(m)
(c)
(m, c)
i = 0
i = 0
i = 1, . . . , 2na
(4.3-40)
where i is the sigma-point index corresponding to a set of row or column values
of the matrix, m and c are the weighting components for calculating mean and
covariance respectively and, na = (nx + nv + nw) is the length of the augmented
state estimate [43–45].
The positive weighting term β is used to incorporate knowledge of the higher
order moments and λ is an intermediate parameter given by,
λ = α2(na + κ)− na (4.3-41)
where the parameters α, β and κ are chosen with restrictions (0 ≤ α ≤ 1), β ≥ 0
and κ ≥ 0; where α is a positive scaling parameter used to control the ‘size’ of
the unscented transform and κ is the unscented transform scaling factor [43, 44].
Reasonable stating points for these parameters are α = 0 and κ = 1, and with
β = 2 the optimal selection for Gaussian distributions [95]. These values are
tuned to give the filter the desired performance.
The sigma-points generated by the transform can be separated into the re-
spective state, process and observation uncertainty components; allowing them
to be propagated through the system’s state space model,
X a(k) =
[
X (j)T V(k)T W(k)T
]T
(4.3-42)
where X (k), V(k) and W(k) are the sigma points that represent to the systems
states and the process observation uncertainties.
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Estimate Prediction
The sigma points generated from the augmented states and covariances are prop-
agated through the process and observation Equations (4.3-25) and (4.3-26).
This results in a new set of sigma-points that represent the prior distribution of
both the system’s states and observations,
X i(k|j) = f [k,X i(j),u(k),V i(k)] i = 1, . . . , 2na (4.3-43)
Y i(k|j) = g [k,X i(k|j),u(k),W i(k)] i = 1, . . . , 2na (4.3-44)
These propagated sigma points are used to construct the prior state and
observation means and covariances required to complete the filter recursion. This
is achieved by a weighed sum of the means and covariances generated from each
sequence of sigma points. The state and observation means are calculated from
the propagated sigma-points by,
xˆ(k|j) =
2na∑
i=0
X i(k|j)Wmi (k) (4.3-45)
yˆ(k|j) =
2na∑
i=0
Y i(k|j)Wmi (k) (4.3-46)
and the prior state and observation covariances are calculated by,
P x˜x˜(k|j) =
2na∑
i=0
{
[X i(k|j)− xˆ(k|j)]
[X i(k|j)− xˆ(k|j)]T
}
W ci(k)
(4.3-47)
P x˜y˜(k|j) =
2na∑
i=0
{
[X i(k|j)− xˆ(k|j)]
[Y i(k|j)− yˆ(k|j)]T
}
W ci(k)
(4.3-48)
P y˜y˜(k|j) =
2na∑
i=0
{
[Y i(k|j)− yˆ(k|j)]
[Y i(k|j)− yˆ(k|j)]T
}
W ci(k)
(4.3-49)
where P y˜y˜(k + 1|k) and P x˜y˜(k + 1|k) are referred to as the innovation and
state-observation covariances respectively [45].
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Estimate Update
The prior mean and covariances are used to calculate the the Kalman filter gain,
which in turn provides a linear relationship between the innovation estimate
errors. The Kalman filter gain is calculated by,
Kxy(k) = P x˜y˜(k|j)P y˜y˜(k|j)−1 (4.3-50)
and is used to update the predicted state estimates [44].
Given the systems prior means and covariance the observation innovation
provides a measure of the error in the state predictions. This error combined with
the Kalman filter gain can be used to condition the state estimate on the available
observations. The observation innovation is the error between the predicted and
measured observations and is given by,
y˜(k|j) = y(k)− yˆ(k|j) (4.3-51)
and the updated state estimate and covariance, representing the posterior dis-
tribution for the current time step is calculated by,
xˆ(k|k) = xˆ(k|j) +Kxy(k)y˜(k|j) (4.3-52)
P x˜x˜(k|k) = P x˜x˜(k|j)−Kxy(k)P y˜y˜(k)Kxy(k)T (4.3-53)
which completes the recursive solution for the Unscented Kalman Filter [44].
4.3.3 Consistency and Tuning
The consistency of a filter refers to how well estimates of the systems state’s and
innovation’s probability density functions match the filter’s state and innovation
estimate errors. Under the Gaussian assumption a filter’s consistency can be
formally tested by calculating the normalised estimate error squared (NEES)
and comparing the average value to a probability threshold.
The normalised state estimate error squared is given by,
ε(k) = x˜(k|k)TPx˜x˜(k|k)−1x˜(k|k) (4.3-54)
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where this normalised error is given by a χ2nx distribution with nx degrees of
freedom [7, 44]. If the Gaussian assumption on the state estimate holds then the
filter can be considered consistent if,
E [ε(k)] = nx (4.3-55)
where calculating the NEES for the systems states is not practical as the state
estimate error is not known and the measurement innovation is generally used to
test the innovations for consistency. Testing consistency can be used to identify
poorly chosen process and observation uncertainties and can be used to tune a
filter implementation such that a consistent estimate is achieved.
4.4 Inertial Navigation (IN)
The Inertial Navigation (IN) model is constructed from the dynamic and kine-
matic equations of motion derived in Section 3.3; and provides a generic naviga-
tion solution for the motion of any rigid body. The performance of this model
is determined primarily by the accuracy of the system’s inertial sensors which
drive the model’s state predictions. This formulation follows the standard in-
ertial navigation solution, is implemented in a direct aiding configuration, and
serves as a baseline for comparison for integrating an ADM into a navigation
filter’s process model. This section presents the process and observation models
used to predict and update state information in an IN-UKF.
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Figure 4.4-1: Inertial Navigation (IN) Filter Implementation
4.4.1 Process Model
The inertial navigation model’s state vector is comprised of the aircraft’s position,
attitude and velocity, combined with the IMU’s acceleration and rate biases.
The model’s inputs are the rotation rate and acceleration measurements from
the IMU. The measurement errors drive the uncertainty in the model’s state
predictions. The state, input and process noise vectors for the inertial navigation
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model are given by,
x =
[
pgC/O ϕb/n v
b
C/e b
b
a b
b
ω
]
(4.4-56)
u =
[
aˇbIMU ωˇ
b
IMU
]
(4.4-57)
v =
[
vba v
b
ω v
b
ba
vb
bω
]
(4.4-58)
where pgC/O is the geodetic position, ϕb/n is the Euler angle attitude, and v
b
C/e is
the body-axis velocity; and bba and b
b
ω are the IMU’s accelerometer and gyroscope
biases which need to be continually estimated.
The inputs aˇbIMU and ωˇ
b
IMU are the calibrated accelerations and angular rates
measurements of the IMU, corrected for any constant bias, scale factor and mis-
alignment errors. The IN model’s process noise vectors vba and v
b
ω are the IMU’s
measurement uncertainty respectively.
The process uncertainty is modelled as a zero mean Gaussian noise with the
covariance defined by the specification of the sensors in the IMU,
Q = diag
([
σ2a σ
2
ω σ
2
ba
σ2
bω
])
(4.4-59)
where σ2a, σ
2
ω, σ
2
ba
and σ2
bω
are the acceleration and gyroscope noise variances
which are tuned to achieve a consistent state estimate.
The process model is collected from the rigid body equations of motion,
Equations (3.3-26), (3.3-17) and (3.3-31) derived in section 3.3 and are combined
with the inertial sensor Equations, (4.2-15) and (4.2-16) derived in Section 4.2.
The differential equations governing the model’s states are given by,


p˙gC/O
ϕ˙b/n
v˙bC/e
b˙ba
b˙bω


=


Cng
(
Cbnv
b
C/e
)
Eb/n
(
ωˇbIMU − bbω − vbω
)
aˇbIMU − bba − vba −CnbgnC/i −Ωbb/evbC/e
−τbabba + vbba
−τbωbbω + vbbω


(4.4-60)
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where the accelerometer and gyroscope biases are modelled as a Gauss-Markov
process with the time constants −τba and −τbω respectively.
The earth’s rotation rate, and gravity and Coriolis accelerations have been
neglected due to the relatively large uncertainty of the IMU’s sensor measure-
ments. The estimated IMU base has been applied to the IMU measurement and
the lever arm effect on the inertial measurements is also neglected assuming that
the IMU is located close to the aircraft’s centre of mass.
The process equations defined in this section differ from the typical error-
dynamics used in an aided INS. The velocity is maintained in the body coordinate
system as opposed to the navigation coordinate system. The process noise is
included in the dynamic model so that it can be used by the UKF to determine
the effect of this uncertainty in the state propagation. The discrete-time process
model equivalent to Equation (4.4-60) is given by the 4th order Runge-Kutta
numerical integration (see Section 3.6).
4.4.2 Observation Model
The observation and uncertainty vectors for the inertial navigation model are
constructed from the GPS position and velocity measurements. The observation
and noise vectors for the inertial navigation model are given by,
y =
[
pˆgGPS vˆ
n
GPS
]
(4.4-61)
w =
[
wgp w
n
v
]
(4.4-62)
where the vectors wgp and w
n
v are the GPS’s position and velocity measurement
uncertainties.
The observation uncertainty is modelled as a zero mean Gaussian noise with
covariance given by the specifications of the GPS receiver,
R = diag
([
σ2p σ
2
v
])
(4.4-63)
where σ2p and σ
2
v are the position and velocity variance estimates from the GPS
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receiver. Although these values are often assumed constant, this research makes
use of the receiver’s estimated position error and the filter applies these values
to the observation uncertainty.
The observation model for the GPS position and velocity measurements are
given by equations (4.2-1) and (4.2-3) respectively,

pˆ
g
GPS
vˆnGPS

 =

p
g
C/O +D
−1
R w
n
p
Cbnv
b
C/e +w
n
v

 (4.4-64)
where the GPS level-arm effect has been assumed small compared to the rela-
tively large uncertainty in the GPS measurements.
4.5 Air-Data Inertial Navigation (AIN)
The Air-Data Inertial Navigation (AIN) Model is an extension of the baseline IN
model which introduces atmospheric pressure and temperature, and background
wind in the navigation states. This allows the air-data measurements to be
incorporated into the observation model and in turn provides an implementation
useful in analysing the benefits of integrating the ADM into the navigation filter.
This section presents the process and observation models used to predict and
update state information in an AIN-UKF.
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Figure 4.5-2: Air-Data Inertial Navigation (AIN) Filter Implementation
4.5.1 Process Model
The IN process model presented in section 4.4.1 can be extended to include states
modelling the atmospheric pressure, temperature and local wind. The input
vector remains the same and the noise vector contains additional components
that model the wind, pressure and temperature as stochastic variations. The
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state, input and process noise vectors for the AIN model are given by,
x =
[
pgC/O ϕb/n v
b
C/e v
n
W/e ρPT b
b
a b
b
ω
]
(4.5-65)
u =
[
aˇbIMU ωˇ
b
IMU
]
(4.5-66)
v =
[
vba v
b
ω v
n
w vρ v
b
ba
vb
bω
]
(4.5-67)
where the state vectors vnW/e and ρPT are the additional local wind and atmo-
spheric states. Similarly the noise vectors vnw and vρ are the wind and atmo-
spheric variations used in the process model.
The process uncertainty is modelled as a zero mean Gaussian noise defined by
the specification of the sensors in the IMU, as well as by the modelled variations
in the wind and atmosphere
Q = diag
([
σ2a σ
2
ω σ
2
w σ
2
ρ σ
2
ba
σ2
bω
])
(4.5-68)
where σ2w and σ
2
ρ are the wind and atmosphere variances which like the inertial
measurement variances are tuned to ensure that the filter achieves a consistent
and stable estimate.
The process model remains the same as the IN model with the additional wind
rates and pressure and temperature difference rates modelled as a gauss-markov
process with a fixed time constant. In this model vnw represents the wind change
due to gusts and change in location of the aircraft, and similarly vρ represents
the change in the atmospheric properties from the standard atmosphere model.
The differential equations governing the AIN’s states are given by,

p˙gC/O
ϕ˙b/n
v˙bC/e
v˙nW/e
ρ˙PT
b˙ba
b˙bω


=


Cng
(
Cbnv
b
C/e
)
Eb/n
(
ωˇbIMU − bbω − vbω
)
aˇbIMU − bba − vba −Cnbgn −Ωbb/evbC/e
−τwvnW/e + vnw
Lh˙ + vρ
−τbabba + vbba
−τbωbbω + vbbω


(4.5-69)
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where L is given by equation (3.4-34) and the wind is modelled as a Gauss-markov
model with a fixed time constant τw.
4.5.2 Observation Model
The observation model presented in Section 4.4.2 is extended to include magnetic
field and atmospheric measurements. The observation and observation noise
vector is given by,
y =
[
pˆgGPS vˆ
n
GPS hˇ
b
EC qˇAD
]
(4.5-70)
w =
[
wgp w
n
v w
b
h wq
]
(4.5-71)
where hˇbc is the electronic compass’s magnetic field measurement vector and qˇAD
is the Air-Data system’s temperature, absolute pressure and differential pressure
measurements.
The observation uncertainty is modelled as a zero mean Gaussian noise with
covariance given by the specifications of the GPS receiver, the electronic compass
and the air-data system,
R = diag
([
σ2p σ
2
v σ
2
h σ
2
q
])
(4.5-72)
where σ2h and σ
2
q are the magnetic field and air-data variances which like the
process uncertainty are tuned to achieve a consistent state estimate.
The observation model is generated from the inertial navigation observation
model (4.4.2) and extended to include Equations (4.2-17) and (4.2-13) which
model the electronic compass and pitot static tube measurements. The observa-
tion model is given by,


pˆgGPS
vˆnGPS
hˇbEC
qˇAD


=


pgC/O +D
−1wnp
Cbnv
n
C/e +w
n
v
Cnbh
n +wbh
q +wq


(4.5-73)
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where compressibility effects have been ignored in the dynamic pressure measure-
ments. As discussed previously hn is assumed constant, defined by the WMM,
and updated with a regular period outside of the normal filter recursion.
4.5.3 Wind Tracking
The AIN wind model formulated previously is limited in that the wind states are
set in the NED coordinate system, and the only measurement in the observation
model is the dynamic pressure sensor. As the pressure sensor is aligned with the
aircraft’s x-axis, the filter will be unable to estimate wind perpendicular to the
aircraft. A common approach to dealing with this is to correct the wind estimate
using the cross-track error. This is determined by comparing the aircraft yaw to
the current heading and ground track.
The relative wind and velocity estimate can be transferred to the local hori-
zontal plain of the aircraft by,
vlC/b = C
n
l C
b
nv
b
C/e (4.5-74)
vlW/e = C
n
l v
n
W/e (4.5-75)
where Cnl is the DCM’s relating the body and navigation coordinate system to
the local horizontal coordinate system. This is given by Equation (3.2-11) and
setting the roll and pitch angle to zero.
The wind estimate can be updated when the roll and pitch angles are suffi-
ciently small (< 1o) by assigning the off-track velocity (v) of the wind estimate
to the off-track velocity of the aircraft. This is achieved by,
vlW/e ≈ vlC/b (4.5-76)
vnW/e = C
n
l v
l
W/e (4.5-77)
where updating the wind estimate can occur outside of the normal filter recursion
(post processing).
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This off-line update has been calculated and is presented in the results as the
AINT formulation when comparing the wind estimates to the ADN implementa-
tion. This removes the possibility of the ADN showing improvements over the
AIN that is simply a result of improvements in the headwind estimate. Refer to
Chapter 5 for more information.
4.6 Aircraft Dynamic Navigation (ADN)
The Aircraft Dynamic Navigation (ADN) model extends the AIN approach such
that the process equations are constructed directly from the Aircraft Dynamic
Model (ADM) presented in Chapter 3. The equations of motion are driven by the
forces and moments calculated using the aircraft’s aerodynamic and propulsive
models. The local atmospheric properties and background wind play an integral
role in the estimate prediction through the aerodynamic equations. The aircraft’s
actuator states are included to model the control surface deflections.
Modelling uncertainty is introduced into the ADM’s force and moment cal-
culations as well as actuator and engine dynamics to account for the permissible
errors in the dynamic model. As with the AIN model, uncertainty is intro-
duced into the atmospheric and wind models to account for the large variation
in conditions that the aircraft is likely to experience. This section presents the
process and observation models used to predict and update state information in
an ADN-UKF.
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Figure 4.6-3: Aircraft Dynamic Navigation (ADN) filter implementation
4.6.1 Process Model
The ADN uses a state vector comprised of the aircraft’s position, attitude, veloc-
ity, rates, accelerations (translational and rotational), atmospheric pressure and
temperature, background wind, engine power and control surface actuation. The
model’s inputs are the aircraft’s throttle, elevator, aileron, rudder, leading edge
flap and speed break commands (which are generated by the control system).
The model uncertainty is defined by errors in the dynamic model (see Appendix
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A) and the expected errors in the atmosphere and wind. The state, input and
noise vectors for the aircraft navigation model are given by,
x =
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(4.6-80)
where δA is the actuation state of the dynamic model comprised of the applied
engine power and the control surface deflections, and δC is the commanded
throttle fraction and control surface deflections.
The accelerations, abC/e and α
b
b/e, are introduced into the process model to
avoid the ADM being used when calculating the acceleration measurements in
the observation equations. Without these states the aerodynamic and propulsive
models would be required to calculate the forces and moments needed to model
the IMU’s acceleration measurements. This would result in a navigation filter
that uses the process noise in the observation equations, and would cause the
observation and process uncertainty to be interdependent. Although this de-
pendence can be modelled in the UKF (in the augmented state uncertainty) the
practical consequence is that the number of function calls to the aerodynamic and
propulsive equations would be increased. This is undesirable as it would impose
additional computation time effectively halving the computational efficiency of
the filter.
The process uncertainty is modelled as a zero mean Gaussian noise with the
covariance defined by the specification of ADM as well as the sensors in the IMU,
Q = diag
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σ2a σ
2
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2
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2
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(4.6-81)
where σ2a and σ
2
α are acceleration variances resulting from the modelling errors
inherent in the ADM.
The process model is taken from the ADM derived in Section 3.3. This is
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considerably different to the inertial navigation models where the inertial mea-
surements are used as a driving sensor for the aircraft’s motion. The process
model includes a differentiation of the aircraft’s acceleration vectors in order to
complete the state space model. This is a non-standard approach that arises
from including acceleration in the state vector. As discussed previously this is
required to maintain independence between the process and observation uncer-
tainty. The accelerations are therefore not affected by their previous value as
they are driven by the aerodynamic and propulsion characteristics of the air-
craft. This has a unique effect of generating a estimate covariance with relative
large non-diagonal components. The differential equations governing the sys-
tem’s state are given by,
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(4.6-82)
where f bC/i andm
b
C/i are the forces and moments calculated by the ADM’s Equa-
tions (3.5-76) and (3.5-77) respectively.
An important consideration here is the observability of the system given these
large non-diagonal components. Whilst the UKF does not explicitly require
observability to complete its recursion there are numerical complexities involved
in the introduction of accelerations into the state vector. This coupled with
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the SUT did cause some minor issues throughout this research. In particular
attempting to initialise the filter with large uncertainties or attempting to use
non-standard SUT parameters would result in INF and/or NAN singularities,
caused by the filter instabilities.
In practice this was avoided by selecting the units of each state to avoid exces-
sively large/small values. Specifically, when represented as radians, the latitude
and longitude elements of the covariance matrix were significantly small com-
pared to the rest of the matrix. This was compensated by represented latitude
and longitude as decimal degrees in the ADN filter. Similarly the atmospheric
pressure was represented as kilo-pascals, as the pascal units resulted in exces-
sively large values.
4.6.2 Observation Model
The observation model for the ADN model differs from the IN approaches in
that the IMU measurements appear as an aiding source and are no longer used
as a direct input into the process model. This provides the process model with
corrections to the acceleration and rotation rates calculated by the filter. The
observation vector for the ADN system is given by,
y =
[
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IMU hˇ
b
EC qˇAD
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(4.6-83)
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where aˇbIMU and ωˇ
b
IMU are the inertial acceleration and rotation rate measure-
ments which were used as inputs to the inertial navigation models.
The observation uncertainty is modelled as a zero mean Gaussian noise,
R = diag
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q
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(4.6-85)
where σ2a and σ
2
ω are the accelerometer and gyroscope variances, which like the
process uncertainty are tuned to achieve a consistent state estimate.
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The observation model is generated from the AIN observation model (4.5.2)
and extended to include equations (4.2-15) and (4.2-16) which model the inertial
measurements. The observation model is given by,
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where the acceleration and rate measurements have now been moved from input
to the process model to outputs of the measurement mode. Like the AIN filter
formulation the GPS level-arm effect has also been neglected and compressibility
effects have been ignored in the dynamic pressure measurements.
4.6.3 Sensor Update
The varying update rate between the ADN sensors poses a challenge when imple-
menting a constant filter update. This was dealt with by implementing a validity
flag for each sensor measurement and then adjusting the size of the observation
vector in real-time to only include valid measurements. The filter was run at the
same update rate as the inertial system, and each update included a measure-
ment vector consisting of at-least the inertial measurements. Every fifth update
corresponded with new measurement from all sensors, and the observation vec-
tor was used in full as described above. Whilst there were no delays specifically
modelled in this work, the filter was implemented with the flexibility to only
consume new and valid measurements.
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4.6.4 Processing Overhead
The introduction of the ADM into the navigation solution creates additional
computational requirements on the filter. The total number of states nx is 35,
the total number of process uncertainties nv is 23, and the total number of
observation uncertainties is nw is 18. This makes for an augmented state vector
(see section 4.3.2) of na equal to 76; and means that in order to compute the
propagated sigma points the ADM is called 2× (nx + nv) + 1 or 117 times each
and every time step. In addition the Runge-Kutta integration requires that the
equations are processed 4 times per update, and at an integration rate of 500Hz,
the navigation filter must process the ADM 234, 000 times per second.
A key point in the ADN formulation has been the introduction of the trans-
lational and rotational acceleration states into the state vector. This means that
the ADM is not used in the observation equations. If these states were not
included than the ADM would be required to calculate the IMU rates and ac-
celerations which would increase the computational requirements of the filter by
2 ∗ (nx − 6 + nw) + 1 or 96 calls to the ADM every time step.
The choice of the 500Hz integration time step resulted from an observation
that a linear integration approach caused missing cross-diagonal elements of the
UKF covariance’s. This is because the ADM generates acceleration terms, and
because the dynamic equations for velocity and position only depend on values
from the previous time step. If a 100Hz linear integration is performed (once
per filter update), then only the acceleration states will have been effected by
the dynamic model the results from the dynamic model. If a 200Hz linear inte-
gration is performed (twice per filter update), then the acceleration and velocity
measurements would have both been effected by the results from the dynamic
model. A Runge-Kutta integration effectively performs four integrations per step
and it may have been possible to use and integration rate of 100Hz or 200Hz.
Instead a cautious decision was made to ensure that the effect of a change in
acceleration resulted in a change in location over the filtered update.
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This highlights one of the drawbacks of the UKF whereby the size of the state
vector can significantly impact the computational requirements. The AIN imple-
mentation which has a augmented state vector with a size of 37, approximately
1/3 the size of the implemented ADN. The efficiency of the ADM calculations
used in the ADN is therefore paramount to achieving a real-time solution.
4.7 Summary
This chapter presented the navigation filter background theory and formulations
which were proposed in Section 1.3. The sensor measurement models were devel-
oped for a typical aircraft and UAS sensor suite and combined with the equations
of motion to formulate the Inertial Navigation (IN) and Air-Data Inertial Nav-
igation (AIN) filter models, and the ADM to formulate the Aircraft Dynamic
Navigation (ADN) filter model. These formulations were developed specifically
for the Unscented Kalman Filter (UKF) for use in a direct aiding, loosely coupled
approach.

Chapter 5
Results and Analysis
5.1 Introduction
An aircraft navigation system is required to provide a consistent and reliable
state estimate during all phases of flight. The forces and moments experienced
when flying straight and level will vary significantly from those experienced when
climbing or turning. As a result any assumptions made about the aircraft’s
motion need to be valid for its entire range of dynamics. In practice, this means
that the ADN’s process and observation covariance’s must be tuned to maintain
a valid estimate in the presence of modelling error. Additionally, the resulting
estimate error must be sufficiently small, such that the filter is not destabilised
by excessive state propagation errors. The ADN’s robustness to these errors will
be key in achieving a valid navigation solution.
This chapter presents the experimental design and resulting filtering perfor-
mance of the three formulations detailed in Chapter 4. It focuses on assessing
the proposed ADN approach compared to the IN and AIN baseline solutions,
and aims to identify any benefits of incorporating an ADM into the navigation
solution. The filtering results are presented in a number of formats showing both
the statistical and instantaneous (time-based) comparisons of each formulation.
Importantly this chapter takes a detailed look at the flight envelope which serves
as a justification for the validity of the results. An extended set of results is
given in Appendix B and can be referred to for additional insight.
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5.2 Experimental Design
A randomised mission was developed to capture the aircraft’s broad range of
dynamics with each flight designed to include straight and level flight, climbing,
turning, and changes in speed. The flight test scenario shown in Figure 5.2-1
represents a single run in the Monte-Carlo simulation environment which was
designed to rigorously evaluate the proposed filter formulations. The aircraft’s
position is given in metres east, north and up of the reference location (initial
position) and is shown alongside the ground track and geoid. The simulation
shown is number 1 of 100, and each simulation is unique in terms of it’s flight
plan and the resulting dynamics.
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Figure 5.2-1: Flight test scenario (Simulation 1 of 100)
The implementation of a simulation environment, as opposed to performing a
flight test campaign, is due to the unavailability of a suitable aircraft system over
the course of this research. Similarly the use of the F16 model is due to the lack
of an accurate aerodynamic and propulsive model of a UAV which is required
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to implement the proposed ADN approach. The model presented in Chapter 3
represents one of the more complete non-linear dynamic models available in the
public domain, and was selected to ensure that the results generated through
simulation reflect a practical implementation. The remainder of this section
discusses the flight envelope, the wind and atmosphere variations achieved, and
details the Monte Carlo simulation environment.
5.2.1 Flight Envelope
The combination of a randomised mission and stochastic variations in the wind
and local atmosphere has enabled a broad assessment of the ADN’s performance.
By inspecting the aerodynamic and propulsive models presented in Chapter 3,
it can be seen that the primary influences on the aircraft’s motion are the local
airflow, the aircraft’s angular rates, and the control surface deflections. Table
5.2-1 presents the variations of these key parameters achieved over the entire
data set, and gives an indication of the flight envelope covered.
The dynamics resulting from the simulations a small in terms of the standard
deviation, compared to what the aerodynamic model is capable of generating.
This is a specific result of the F16’s aerodynamic design, which is different to a
UAS that generally favours stability over manoeuvrability. In practice a UAS’s
control system restricts the aircraft’s rates, attitudes, velocities and control sur-
face deflections, and a typical flight plan would not include the high angle of
attach or military combat manoeuvres that the F16 was designed for. The flight
test envelope in Table 5.2-1 shows that whilst the standard deviation of the
aircraft’s dynamics is small, the total variation (range) is large.
It has been asserted previously [12, 49] that an aerodynamic coefficient varies
by up to 10% over the duration of a typical flight. However the basis of this
assumption, in terms of an analysis of a specific aircraft or model, has not been
detailed in the literature. A detailed analysis of the F16 model’s sensitivity to co-
efficient variations is presented in Appendix A. The flight scenario investigated
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Table 5.2-1: Flight test dynamic range (All Simulations)
Parameter Min Max Mean Std Units
Velocity VT 58.2 266 110 28.8 m/s
β −11.9 13.2 −0.01 0.434 ◦
α −11.3 29.2 8.52 4.66 ◦
Rotation p −170 136 0.013 4.01 ◦/s
q −39.3 42 0.236 1.08 ◦/s
r −23.7 30.1 −0.099 1.13 ◦/s
Control δe −24.6 20.6 −1.47 1.16 ◦
δa −20.7 21 −0.02 0.947 ◦
δr −1.3 1.33 0 0.24 ◦
δlef −0.781 0.754 0 0.145 ◦
δsb −0.818 0.913 0 0.145 ◦
Thrust Pa 3.14 56.7 15.1 9.6 %
throughout this research shows that the standard deviation of the coefficient
variations was up to 30% of the maximum value, which is more significant than
comparing it to it’s present value. An attempt was made to expand the co-
efficients to a more traditional linear model, however this simply pushed the
variations out to the higher order terms.
Similar to the flight envelope, an aerodynamic coefficient’s maximum varia-
tion over a flight was much larger than the standard deviation. This demonstrates
that at least for the F16 model, the coefficient variations are not Gaussian in
nature which leads to the intuition that any model is likely to require significant
process uncertainty to account for potential errors in the model. Obviously, the
more accurate the model, the better the ADN’s performance.
Although the leading edge flap and speed break control surfaces play an
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important role in the F16’s normal operations and flight envelope, their use
does not represent the flight of a typical Fixed-Wing aircraft or UAS. For the
purposes of this research these surfaces were fixed in the neutral position and
did not contribute to the achieved dynamics. Implementing a control system
which takes into consideration these control surfaces was beyond the scope of
this research.
The control system developed was a traditional de-coupled Proportional, In-
tegral, Differential (PID) controller. The aircraft’s lateral motion was controlled
with altitude, velocity and roll channels, and the longitudinal motion with head-
ing and pitch channels. The longitudinal and lateral control systems were driven
by a guidance algorithm that provided heading, altitude and velocity commands,
which were generated from a series of waypoints specified in latitude, longitude,
altitude and desired time of arrival.
The randomised mission was achieved by generating a unique sequence of
waypoints with varying location (relative distance and bearing), and the arrival
times. The waypoint location was constrained within 100km of the starting
location to allow for easier visualisation of the final aircraft track. This resulted
in the flight envelope presented above, and represents a practical level of dynamic
variation which should be sufficient to justify the results presented in this thesis.
5.2.2 Wind and Atmosphere
The local wind affects the aircraft’s dynamics through a variation the aircraft’s
angles of attack, angle of sideslip, and dynamic pressure. This feeds a direct
relationship between the aircraft’s aerodynamics, and the resulting forces and
moments experienced by the aircraft. Winds and in particular wind gusts are
difficult to predict, and requires a significant amount of modelling error be tuned
into the AIN and ADN formulations. Figure 5.2-2 shows the simulated horizontal
wind profile of a single flight test in the form of a wind rose of directions and
intensities.
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Figure 5.2-2: Flight test wind rose (Simulation 1 of 100)
The simulated wind variation is achieved using a gauss-markov model with a 5
minute time constant. The wind magnitude and direction is initialised randomly
at the beginning of each simulation, allowing for a wide range of scenarios to be
covered in the Monte-Carlo analysis. The wind variation achieved is considerable,
with winds ranging from a light breeze to a moderate gale and a constantly
changing direction. The legend shown in Figure 5.2-2 corresponds to the Beaufort
scale presented in Table 3.4-3. The wind variation shown, occurs over the 1 hour
flight test, and would be an extreme scenario for a smaller aircraft or UAS.
However the severity of the wind is comparable to the size and weight of the
aircraft, and the air speed at which the aircraft is travelling.
The atmospheric pressure and temperature variations, compared to the stan-
dard atmosphere model, were simulated and randomly initialised at the begin-
ning of each simulation. Figure 5.2-3 shows the altitude error derived from the
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simulated atmospheric pressure variation, which would normally be experienced
by an aircraft’s altimeter. This gives an indication of the magnitude of the er-
rors applied to each simulation. Each simulation is unique and the altitude error
ranged from ±100m over the entire data set.
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Figure 5.2-3: Pressure altitude error (Simulation 1 of 100)
In a typical GPS/INS integration there is no need to model the wind and
atmosphere variations internally to the filter. The AIN formulation introduces
wind and atmosphere states, however these are only referenced in the air data
measurements and don’t play a direct role in the filters state predictions. The
challenge the ADN formulation faces is that the wind and atmosphere varia-
tions are a significant source of error in the aerodynamic model directly affecting
the angle of attack, angle of sideslip and dynamic pressure. Any errors in the
state estimate will result in additional prediction errors propagated from the air-
craft model. These prediction errors result from the model’s non-linearity and
the reduced validity of the Gaussian assumption (when the state estimates are
significantly spread). If these errors grow large enough then the filter could po-
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tentially fail to provide a stable and consistent state estimate. The advantage of
this approach is that the influence of the wind on the state propagation can in
turn be used to estimate the wind and atmosphere variations directly.
5.2.3 Monte-Carlo Simulations
The randomised flight test scenario was simulated in a Monte-Carlo fashion, each
with an independent set of process and observation noise sequences, and with
each simulation initialised independently. Each flight test was simulated for a
duration of 1 hour, with a total of 100 simulations performed. This resulted in
a simulation set totalling 36 × 106 data-points against which each filter formu-
lation has been assessed. This enables a robust set of results which accounts for
considerable stochastic influences in both the aircraft simulation and the navi-
gation filter implementations. Table 5.2-2 shows the uncertainty for the random
parameters implemented in the simulation.
Table 5.2-2: Simulated mission uncertainties.
Parameter Variance (σ2) Units
Acceleration σ2a
[
5.56e−4 5.56e−4 5.56e−4
]
m/s2
σ2α
[
5.56e−2 5.56e−2 5.56e−2
]
◦/s2
Actuation σ2δ
[
0.1 1.0e−2 1.0e−2 %, ◦
1.0e−2 1.0e−2 1.0e−2
]
◦
Wind σ2w
[
2.5 2.5 0.5
]
m/s
Atmosphere σ2ρ
[
0.5 1.0
]
kPa, ◦C
The uncertainty values presented in Table 5.2-2 contribute significantly to
the final performance of the ADN formulation. In particular the acceleration
uncertainty allows the ADN approach to account for errors in the aerodynamic
5.3 Filtering Performance 121
and propulsive models. As the results are generated through simulation there
is potential for the prediction step of the ADN to be identical to the system
truth, resulting in zero error. This has been avoided by applying the acceleration
uncertainty to the system truth to simulate modelling error.
The magnitude of the modelling error used has been determined by a sen-
sitivity analysis performed on the dynamic model. In particular the aerody-
namic equations were varied by ±10% and the resulting acceleration error was
recorded. In addition the amount of variation that occurred with each coefficient
was recorded over the entire Monte-Carlo data set. These two analysis were used
to generate the acceleration error presented in Table 5.2-2. The analysis and jus-
tification for these values are presented in Appendix A.
The advantage of an analysis through simulation is that it provides informa-
tion on the true (simulated) state of the aircraft. This enables a detailed analysis
of each filter’s performance which would otherwise be based solely on the filter
innovations (observation errors). The disadvantage is that the lack of a prac-
tical implementation has the potential to hide real-world errors and issues. In
order to justify the conclusions drawn from simulated results, the assumptions
and limitations of the environment need to be realistic and dependable. To this
end considerable effort has been made to develop a simulation environment that
represents a practical and realistic scenario.
5.3 Filtering Performance
A filter’s performance is determined by the statistics of the errors present in it’s
state estimates. The following sections evaluate each filter’s navigation, bias and
wind estimate performance of the IN, AIN and ADN filter formulations. The
results are presented as the RMS value of the estimate error calculated over the
entire 100 mission data-set. The RMS value is chosen as it captures both the
error’s mean and it’s variance. Plots of the estimate error are used to complement
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the tabulated results and highlight any differences in performance.
5.3.1 Navigation Estimates
The position, attitude, velocity and rotation states are the most significant for
aircraft navigation as they are required to guide and control the aircraft. Table
5.3-3 presents the RMS estimate error of the navigation states for the IN, AIN and
ADN formulations. The rotation error is included to show the ADN’s estimate
compared to the inertial sensor measurement error.
Table 5.3-3: Navigation estimate error comparison (All Simulations)
Estimate Error (RMS)
Filter State IN AIN ADN Units
Position ℓ 1.14e−1 1.14e−1 1.14e−1 m
φ 1.23e−1 1.23e−1 1.23e−1 m
h 2.31e−1 2.31e−1 2.26e−1 m
Attitude ϕ 2.21e−1 1.46e−1 3.10e−2 ◦
θ 1.59e−1 8.52e−2 2.70e−2 ◦
ψ 4.99e−1 2.53e−1 7.97e−2 ◦
Velocity u 6.80e−2 3.68e−2 1.83e−2 m/s
v 9.99e−1 5.40e−1 1.61e−1 m/s
w 3.20e−1 1.69e−1 5.47e−2 m/s
Rotation p 8.34e−2 8.34e−2 5.53e−2 ◦/s
q 8.34e−2 8.34e−2 3.78e−2 ◦/s
r 8.36e−2 8.35e−2 2.82e−2 ◦/s
Table 5.3-3 shows that the position error remains virtually the same between
all three formulations. This is an expected result as the error is bounded only
by the GPS measurements, which are common to each filter. The ADN does
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not provide any additional information on the aircraft’s position, and the slight
improvement in altitude, of approximately 2%, is a secondary effect of the re-
lationship between altitude and pressure. The amount of improvement of the
altitude estimate is limited by the high levels of uncertainty in the atmospheric
models.
The AIN formulation improves the attitude estimate by 46% compared to
the IN formulation which is primarily due to the introduction of the EC. The
improved attitude estimates combined with the air data system results in an
equivalent velocity improvement of 46%. These improvements are not a unique
result, as AD and EC sensors have a long history of use in aircraft navigation
systems. The rotation error for the IN and AIN models is given by the Gyroscope
measurement error and is the same for the IN and AIN formulations.
The ADN formulation builds upon the AIN formulation by introducing the
ADM. The ADN further improves the attitude estimate by 38%, which is a total
improvement of 84% above the IN solution. Similarly the AIN velocity estimate
is improved by 38%, also totalling 84% above the IN solution. The ADN rotation
estimates are improved by 50% above both the IN and AIN filters, compared to
the inertial sensor measurement noise.
The AIN formulation serves primarily as an intermediate step between the
IN and ADN formulations, and shows the level of improvement that can be
achieved with the additional AD and EC sensors. The ADN has demonstrated
clear benefits over the standard IN approach which what can be considered as
minimal overhead with the introduction of an ADM.
Figures 5.3-4, 5.3-6, 5.3-8 and 5.3-10 show the total estimate errors for po-
sition, attitude, velocity and rotation respectively. The error is presented as
an instantaneous RMS value for a single flight in the data set; and provides a
visual comparison of the performance differences between the formulations. Fig-
ures 5.3-5, 5.3-7, 5.3-9 and 5.3-11 show the RMS error accumulated for each
simulation.
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Figure 5.3-4: Position error comparison (Simulation 1 of 100)
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Figure 5.3-5: Position RMS error comparison (All Simulations)
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Figure 5.3-6: Attitude error comparison (Simulation 1 of 100)
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Figure 5.3-7: Attitude RMS error comparison (All Simulations)
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Figure 5.3-8: Velocity error comparison (Simulation 1 of 100)
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Figure 5.3-9: Velocity RMS error comparison (All Simulations)
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Figure 5.3-10: Rotation error comparison (Simulation 1 of 100)
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Figure 5.3-11: Rotation RMS error comparison (All Simulations)
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5.3.2 Bias Estimates
Estimating the inertial sensor biases is important as any error is directly accu-
mulated into the navigation solution. The ADM provides information on the
aircraft’s acceleration states and assists the filter to separate the inertial sensor
bias from the raw measurement noise. The estimate performance of the biases
will reflect the results presented in Table 5.3-3. Table 5.3-4 compares the inertial
sensor bias estimate performance of the IN, AIN and ADN formulations.
Table 5.3-4: Inertial sensor bias error comparison (All Simulations)
Estimate Error (RMS)
Filter State IN AIN ADN Units
Accelerometer bx 2.63e
−2 1.46e−2 5.62e−3 m/s2
Bias by 3.84e
−2 2.52e−2 7.48e−3 m/s2
bz 1.39e
−2 1.35e−2 1.33e−2 m/s2
Gyroscope bp 3.47e
−3 3.15e−3 2.85e−3 ◦/s2
Bias bq 4.46e
−3 3.99e−3 2.74e−3 ◦/s2
br 6.84e
−3 6.21e−3 3.76e−3 ◦/s2
The results shows that the AIN formulation improves the accelerometer bias
estimates by an average of 34%, and the Gyroscope bias estimates by an average
of 10%. The ADN formulation further improves the accelerometer bias estimates
by 33% and gyroscope bias estimate by 29%, totalling an improvement of 67%
and 39% over the IN formulation. Figures 5.3-12, 5.3-14 show the estimate errors,
and Figures 5.3-13 and 5.3-15 RMS error for the accelerometer and gyroscope
biases respectively.
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Figure 5.3-12: Accelerometer bias error comparison (Simulation 1 of 100)
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Figure 5.3-13: Accelerometer bias RMS error comparison (All Simulations)
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Figure 5.3-14: Gyroscope bias error comparison (Simulation 1 of 100)
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Figure 5.3-15: Gyroscope bias RMS error comparison (All Simulations)
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5.3.3 Wind Estimates
The AIN and ADN filters introduce the ability to estimate the local wind vector
and atmospheric properties. The AINT is a variation on the AIN model where
the cross-track error is used to correct the estimate of wind perpendicular to
the aircraft (see Section 4.5). Table 5.3-5 compares the wind and atmosphere
estimate performance of the AIN, AINT and ADN formulations.
Table 5.3-5: Wind and atmosphere error comparison (All Simulations)
Estimate Error (RMS)
Filter State AIN AINT ADN Units
Wind n 2.45e0 7.76e−1 1.62e−1 m/s
e 3.55e0 9.14e−1 1.86e−1 m/s
d 1.10e0 - 7.96e−2 m/s
Atmosphere P 1.34e−2 - 2.59e−3 kPa
T 1.51e−1 - 6.28e−2 ◦C
The results show that by compensating the wind estimates using the cross
track error the AINT is able to improve the horizontal estimate of the wind
estimate by approximately 70%. Cross track error doesn’t affect the vertical
estimates. This is effectively the result that is to be expected if the aircraft
is intentionally performing wind finding manoeuvrers. The ADN formulation
further improves the horizontal wind estimate by 34% above the AINT solution,
resulting in a total improvement of approximately 94%. In addition the ADN
formulation improves the pressure estimate by 80% and the temperature estimate
by 58% above the AIN formulation. Figure 5.3-16 and 5.3-17 show the estimate
errors for the wind (in the navigation coordinate system).
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Figure 5.3-16: Wind error comparison (Simulation 1 of 100)
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Figure 5.3-17: Wind RMS error comparison (All Simulations)
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5.4 Dynamic Performance
Figure 5.4-18, 5.4-19, and 5.4-20 show the filter variance and estimate error
through a large roll change driven by a required change in heading. These plots
show how each of filter’s estimate error and estimated variance is affected by
the dynamics of the aircraft. This example focuses on aircraft attitude as it is
the lowest order state (resulting from the most integration) and does not have a
direct aiding measurement.
As can be seen in all three figures, the filter’s own estimate of variance is
correlated to the motion of the aircraft. Interestingly a change in motion as
indicated by the roll angle results in a reduction in estimate error. This is due
the aircraft’s motion resulting in excitation of the inertial sensor measurements
improving the overall observability within the filter. However the filter variance
estimates do not grow indefinitely and are bounded due to the forward motion
of the aircraft and availability of the GPS measurements.
The key observation that can be made from these results is that the ADN
formulation maintains it’s estimate performance both in the presence and absence
of aircraft manoeuvrers. The IN and AIN variance estimate both grow when
the aircraft is flying straight and level. This growth in variance is likely due
to the challenge in differentiating inertial sensor bias from the aircraft’s true
motion, particularly when the true accelerations and rotations are close to zero.
The improved performance of the ADN approach is likely a result of it directly
estimating the unbiased motion of the aircraft.
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Figure 5.4-18: Roll dynamic performance (Simulation 1 of 100)
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Figure 5.4-19: Pitch dynamic performance (Simulation 1 of 100)
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Figure 5.4-20: Yaw Dynamic Performance (Simulation 1 of 100)
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5.5 Coasting Performance
A sensor outage is a known condition where a sensor is faulty or unable to provide
a reliable solution. This can occur when a sensor in the navigation system fails
an internal Built In Test (BIT) or fails to provide an new measurement on time.
A temporary loss is a sensor outage is a critical problem in GPS/INS integration.
A navigation system that is aware of the outage is capable of ignoring the faulty
and/or missing data, such that the outage does not directly introduce errors into
the navigation solution. The challenge is then producing an accurate and stable
estimate with this reduced measurement set.
The most common and significant sensor outage occurs when the GPS re-
ceiver is unable to produce a reliable solution. This can occur in environments
where the GPS signal may be jammed or when there is significant multi-path.
The GPS is the primary source of absolute aiding measurements in all of the
filters investigated and therefore is critical in the system’s performance. The
performance of a navigation filter during a GPS outage it referred to as the
coasting performance. Table 5.5-6 compares the maximum position and attitude
estimate errors of the three filter formations for GPS outages of 60, 120 and 300
seconds.
Regardless of the formulation, a GPS outage has a significant negative result
on the final position and attitude estimates. The AIN filter performs consider-
ably better than the IN Filter which can be attributed directly to the absolute
altitude and heading references provided by the Air-Data System and Electronic
Compass. The introduction of the ADM improves the result of the AIN reducing
the growth of the position errors considerably. Although the ADN filter would
not be capable of dealing with a persistent GPS failure the results indicate that
the ADN filter can successfully achieve a dead-reckoning solution for a number
of minutes.
An interesting observation is that even with the barometric pressure mea-
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Table 5.5-6: Coasting error comparison (All Simulations)
Horizontal Vertical
State Outage IN AIN ADN IN AIN ADN
Position (m) 60s 299 165 61 95 51 3
120s 1130 520 287 261 130 4
300s 14300 9930 1890 2470 521 10
Attitude (◦) 60s 3.3 2.4 0.6 9.2 2.8 0.7
120s 2.7 1.8 0.8 4.4 2.4 1.0
300s 7.0 3.9 1.2 7.1 5.6 1.5
surements, the AIN’s accumulated vertical error does not appear to be bounded.
This is a direct result of the implementation of the pressure and temperature
states in the AIN and ADN formulations, and the model used to represent their
propegation. Intuitively, an improved result could be achieved by modelling the
pressure and temperature as error states compared to the ISA model. Using
a gauss-Markov process would provide some restriction on the amount of error
that would exist between the barometric pressure and the ISA model.
5.6 Summary
This chapter presented the experimental design, filtering performance and coast-
ing performance of the three filter formulation presented in Chapter 4. The ADN
demonstrated a number of improvements over the other formulations. The fol-
lowing summarises the results and observations of each filter formulation, and
how they compare the each other.
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5.6.1 Inertial Navigation (IN)
The Inertial Navigation (IN) filter performed with comparable results to those
in the wider literature [2, 12, 18, 48, 52, 81, 84, 95]. The majority of the errors
occurred in the filter’s heading (yaw) estimate with approximately double that
of the roll and pitch estimates. This is a typical result in GPS/INS integra-
tion which arises due to the lack of attitude, particularly yaw, information in
the available sensor measurements. The aircraft’s heading is only observations
through the transformation of the velocity vector from the body coordinate sys-
tem to the navigation coordinate system. The increased heading estimate error
induces an increased error in the velocity estimate along the aircraft’s y-axis (see
Figure B.2-2 in the extended filtering results of Appendix B). The filter’s vertical
position error is larger than the horizontal latitude and longitude errors which
reflects the increased GPS measurement errors in the vertical axis.
The purpose of implementing the IN approach was to provide a baseline
comparing for the AIN and ADN formulations. As discussed in Chapter 4 the
IN formulation presented in this work differs from the common indirect, error
based formulation commonly found in the literature. The direct approach used in
this research has a slight disadvantage of increased complexity in the state and
observation equations. The direct aiding approach was required for the ADN
formulation due to the complexity of the ADM. A comparison of the EKF and
UKF approaches has been well covered in the literature [81, 95], and was out of
scope for this research.
5.6.2 Air-Data Inertial Navigation (AIN)
The Air-Data Inertial Navigation (AIN) filter introduces additional measure-
ments from an Aid-Data system and Electronic Compass, with the aim of achiev-
ing a better altitude and heading estimate than the baseline IN approach. In
particular the magnetic field measurements provide aiding information which di-
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rectly improves the heading estimate by 50%. As a result of the improved heading
estimate the velocity estimate in the y-axis is improved by 45%, and additionally
the roll and pitch estimate are improved by 35% and 45% respectively.
Due to the continual variation in the atmospheric pressure and temperature,
and the change in background wind (resulting from wind gusts and changes
in location), the AIN filter must maintain the relationship between the local
atmosphere and wind, and the other aircraft states. This is achieved in the ob-
servation equations through the relationship of the relative velocity and dynamic
pressure measured from the pitot-static system. The AIN formulation does not
use any direct information on the expected dynamics of the aircraft to predict
the wind components. When flying straight and level the aircraft’s heading will
be disturbed off-track as a result of a cross-wind. The amount of error between
the aircraft’s heading and track gives an indication of the cross-wind acting on
the aircraft. The AINT results were generated by calculating, external to the
navigation filter, the cross-track error and correcting the AIN wind estimate.
The results show that the AIN’s wind estimates are corrupted by large errors
correlated to the aircraft’s heading. This is due to the alignment of the pitot
static tube with the aircraft’s x-axis. The filter sufficiently estimates wind along
the aircraft’s direction of travel, however this is at the expense of estimating wind
perpendicular to the aircraft. A steady aircraft heading gives the filter the op-
portunity to improve the aircraft’s velocity solution as the headwind uncertainty
is reduced. This improvement is limited as the uncertainty in the wind variation
is relatively large compared to the uncertainty in the velocity estimate. Correct-
ing the AIN’s wind estimates with the cross-track error significantly reduces the
estimate error.
5.6.3 Aircraft Dynamic Navigation (ADN)
The Aircraft Dynamic Navigation (ADN) filter maintains the same sensor suite as
the AIN formulation, extending the process model to include additional aircraft
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states and a complex non-linear Aircraft Dynamic Model (ADM). The primary
observation that can be made from these results are that the introduction of the
ADM improves the filter’s ability to estimate the higher order states (accelera-
tions and rotations) and reduces errors in the wind estimates. The improvements
resulting from the additional sensors used are maintained from the AIN.
The attitude and velocity estimate improvements of 29% and 33%, above
the AIN formulation, are a direct result of the additional information that the
ADM provides with respect to the wind’s effect on the aircraft’s motion. The
ADN approach is able to provide improved wind estimate performance in the
order of 80% over the AINT formulation and 94% over the AIN formulation.
This is a significant achievement considering the ADN approach only requires
additional processing to achieve this result. For UAVs this should be relatively
straightforward as the system identification is a requirement for developing a
robust control system and assuming enough fidelity in the model, the ADN
approach could be implemented relatively easily.
The ADN formulation maintains estimates of the aircraft’s actuators and
engine power output without the need to measure the deflections or thrust. The
advantage of this approach is that the system does not require additional sensors
however, the introduction of additional sensors would provide some improvement
to the estimate performance [12]. The first order lag models of the actuators
and engine power additionally introduce a small amount of error in the state
estimates. This can be seen by inspecting the ADN formulation and the method
in which noise is introduced into these states.
The ADM provides acceleration predictions which drive the equations of mo-
tion and results in an improved rate, velocity and attitude estimate over both
the IN and AIN formulations. The improvement provides the aircraft with an
effective estimate of the acceleration states which could potentially be used to
improve the control system’s performance as well as provide fault detection capa-
bilities in the navigation system’s inertial sensors [22, 24]. The position estimates
142 Results and Analysis
are generally unaffected as the GPS aiding measurements are the limiting factor
for the filters performance.
Chapter 6
Conclusion
6.1 Significance
This thesis presented an Aircraft Dynamic Navigation (ADN) approach which
incorporates a complex and nonlinear Aircraft Dynamic Model (ADM) directly
into the navigation equations of an Unscented Kalman Filter (UKF). This ap-
proach is novel and unique, builds on previous model aiding implementations,
and demonstrates the potential for improving an aircraft’s navigation perfor-
mance with the use of an accurate model and some additional processing. The
goal of this work was to progress the ADN concept and develop an approach
that integrates the full suite of navigation sensors common to UAS into a single
navigation filter.
Figure 6.1-1, summaries the results presented in Chapter 5, and gives a high
level comparison of the filtering performance of the AIN and ADN normalised
against the IN formulation. This is used to highlight the benefits of the additional
EC and AD sensors the AIN and ADN approaches use, and the further benefits
that the ADN approach receives from integrating a dynamic model. The results
are presented as a percentage of state estimate estimate error compared to what
was achieved by the IN filter. In this sense a smaller value represents better
estimation performance.
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Figure 6.1-1: AIN/ADN results compared to IN
The ADN approach achieved improved estimates across all states, with the
major advantage being an improved attitude and velocity estimate, combined
with a robust wind estimate. The wind estimate is not shown in Figure 6.1-1
as a direct comparison to the IN approach cannot be made. However, the wind
estimate result is significant as it’s performance is considerably better than what
can be achieved using the aircraft’s cross-track error. The primary advantages
of the ADN approach, as demonstrated and discussed in Chapter 5 are,
• Improved acceleration predictions (both translational and rotational) re-
sulting from the ADM’s force and moment calculations being introduced
into the navigation equations. The process noise implemented provides a
practical level of error in the aerodynamic and propulsive equations, and
has been demonstrated as a viable solution over a wide flight envelope. The
improved state predictions result in improved estimates in all the naviga-
tion states, and accordingly improves the inertial sensor bias estimates.
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• Improved wind and atmosphere predictions resulting from the models re-
lationship between the local airflow and the resulting accelerations. The
process noise implemented in the atmosphere model provides a practical
amount of variation in the wind and atmospheric pressure and temperature.
The results demonstrate the ability of the approach to perform with both
light and heavy wind conditions, and importantly maintain a good wind
estimate without the need to perform any fixed manoeuvrers to capture
the wind estimate.
• Improved coasting performance during GPS outages, resulting from the
improved inertial sensor bias estimates. The outage was treated as a known
failure, such as in a jamming scenario. The ADN formulation demonstrated
that when in the presence of a outage, the navigation filter was able to
maintain a stable estimate with significantly reduced position error over
the AIN and IN formulations.
• Equivalent performance to high grade inertial systems can be achieved
potentially resulting in a reduced total navigation system cost. Whilst
it is difficult to find a direct comparison the work presented by Kim [48]
uses the Inertial Sciences ISIS-IMU, which is comparable to the SiIMU02
and results in similar IN performance. The ADN’s improved attitude and
velocity estimate performance can be compared the tightly coupled Novatel
SPAN ADIS IMU [64], which achieves this result with both a tight coupling
and a higher fidelity inertial unit.
6.2 Justification
The performance of the proposed ADN approach is dependent on the accuracy
of the dynamic model, and more importantly the accuracy of the assumed errors
which drive the navigation filter. In order to ensure that the results generated
through simulation represented a practical implementation (and hence justify
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investment for further research) the following two activities were undertaken
• The aerodynamic model was assessed to determine a practical level of mod-
elling error which could be applied to the aerodynamic model. Appendix
A detailed both the linearised and tabulated coefficient sensitivity and
variation, and importantly defines the level of uncertainty which has been
applied to the dynamic model. This analysis is limited to the F16 model
used in this research but may be useful as a baseline for other projects
looking to achieve ADN for different aircraft or model.
• A randomised simulation environment was developed to capture a wide
range of dynamics and motion to ensure that the generated results repre-
sented a practical implementation and were not isolated to a specific flight
condition. The experimental design is presented in Section 5.2 and covers
the flight envelope, wind and atmosphere variations, and the monte-carlo
simulation parameters.
6.3 Contributions
The results of this work is the development of an approach which achieves greater
performance and utilisation over typical GPS/INS integration, and demonstrates
the potential for using an accurate dynamic model to aid navigation. This con-
cept has been considered in the past, but as discussed in the literature review,
previous implementations have had some significant limitations in their approach
and scope. To this end, the following points highlight the contributions of the
work presented in this thesis,
• A direct aiding structure was implemented where the inertial sensor mea-
surements were used in the navigation filter as observations. This is in
contrast to other ADN approach’s [12, 15, 49, 51, 97] which implement an
indirect, error based, solution where the INS and ADM are run indepen-
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dently, and their solutions combined with an EKF.
• The ADN’s state vector was augmented with aircraft specific states, such
as control surface positions and engine thrust, to achieve tight coupling of
the ADM with the aircraft’s position, attitude and velocity. Direct aiding
was achieved by augmenting the filter with angular and rotational accelera-
tion states, and as described in the previous point allows the inertial sensor
measurements to be formulated as filter observations. This is important as
it removes the need to process the dynamic model when predicting the in-
ertial measurement observations, and it allows the process and observation
uncertainties to remain independent.
• A complex and nonlinear dynamic model was used, which incorporated a
large dataset of tabulated coefficients and covers a wide range of aerody-
namic conditions. This approach had the potential to introduce additional
sources of error into the state predictions and had not been investigated in
the broader literature. The results demonstrated that complex models can
be used to successfully aid aircraft navigation, and highlights the opportu-
nity for the potential improvement gains that can be achieved with a high
fidelity ADM.
• The Unscented Kalman Filter (UKF) was demonstrated as a suitable and
robust filtering solutions that can be easily adapted to the ADN approach
where an existing ADM is available. The UKF was shown capable of main-
taining a consistent state estimate in an application where the state prop-
agation is a complex and non-linear process, and where the error distribu-
tions are likely to skewed and non-Gaussian.
• A sensitivity analysis was performed, demonstrating the typical variation
in the model’s aerodynamic coefficients, and the effect of modelling error
on the force and moment calculations. This analysis was used to drive the
process uncertainty in the dynamic model and as discussed in the previous
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section serves as justification that the achieved filtering results represents
a practical implementation.
• An detailed investigation was carried out on the filtering performance of
the ADN approach. To demonstrate the performance benefit of the ADN
approach, both the standard Inertial Navigation (IN) filter, and an inter-
mediate Air Data Inertial Navigation (ADIN) filter were implemented. The
IN filter serves as a baseline for assessing navigation performance and the
ADIN isolated the performance improvements resulting from introducing
the dynamic model. Importantly the investigation covered a broad flight
envelope and a large number of aerodynamic conditions.
6.4 Limitations
Although considerable effort has been made during this research program to
implement a realistic and practical solution, there are inevitable a number of as-
sumptions and limitations that should be discussed. This is primarily due to the
proposed ADN approach being implemented and assessed through simulation.
The limitations of the ADN approach are summarised as,
• The availability of the aerodynamic and propulsive models required for
the aircraft dynamic model is the main limitation in terms of being able
to implement the ADN approach for any aircraft. It is foreseeable that
with the continued improvements in sensing, processing, and simulation,
that high-fidelity dynamic models will be available for implementation as
a navigation solution. In particular, modern Computational Fluid Dynam-
ics (CFD) analysis could prove useful in achieving accurate and reliable
dynamic models.
• Euler angles were used instead of Quaternions for representing attitude,
which increases computational complexity and potentially introduces errors
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in the UKF’s state propegation. There is a practical limitation as the
Euler angle kinematic equations have singularities at ϕ = ±π/2, however,
the work presented in this thesis dealt with an automatically controlled
aircraft, which avoids this scenario.
• The ADN filter formulation has an additional computational burden over
a typical GPS/INS solution. This is due to the complex process equations,
and is compounded in terms of the UKF predictions, by the formulation’s
additional states. However, this research was able to achieve a better than
real-time solution in a Matlab and C base implementation, albeit on a
relatively capable computer system. The direct aiding approach presented
is likely to require additional computational resources over a typical error
based solution.
• The choice of the F16 model, along with the benefits of complex tabulated
coefficients, limits the practicality of the research due to the model’s unique
formulation. In particular the fast moving aircraft allows for larger back-
ground wind to be simulated, from which the wind estimate performance
could be biased. It is unlikely to reduce the significant of the wind estimate
performance improvement as a slow moving aircraft would impose opera-
tional restriction on experienced wind. Whilst a smaller aircraft is likely
to be affected more by the wind, estimating small numbers can often be
challenging.
6.5 Future Work
Over the course of this research a number of insights and further ideas for im-
provements to the ADN approach were made. The following points summarise
these recommendations and directions for future work,
• Improved Filtering Performance could be achieved through better accom-
modation of the aircraft’s non-linear dynamics and the resulting non Gaus-
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sian distributions in the state predictions. As described by Shin [81], a
distribution with a large spread, propagated through a non-linear model
using the Unscented Tranform (UT), will have more errors then a distri-
bution with a smaller spread. This insight suggests that an new transform
which could generate a larger set of sigma-points for spread distributions
would potentially produce a better estimate of the posterior distribution.
The separation of this larger set of sigma points could be chosen with
enough density to avoid any non-linearities in the processing and observa-
tion equations. This is akin to a Gaussian Particle Filter where the number
of particles varies according to the spread of the distribution. Additional
processing could be performed to maintain an generic filter using Gaus-
sian Sum theory. Van der Merwe [95] presented a similar approach with
Sigma-Point Kalman Filter (SPKF).
• A generic approach could be implemented where coefficient estimation is
also performed by the navigation filter. An approach similar to a Neu-
ral Network or other Artificial Intelligence (AI) technique may be able to
achieve a high degree of accuracy over the aircraft’s entire flight profile.
Any such approach should attempt to tabulate the model to account for
a large number of aerodynamic conditions. This is because an aircraft’s
aerodynamics displays a level of repeatability which could potentially be
learned. This would require a detailed and accurate model to begin with
and validate the estimation performance.
• A tightly coupled architecture could be implemented to improve navigation
performance which would increase the number of observations, and hence
the size of the UKF augmented state vector and covariance matrix. This
would also increase the number of times the aerodynamic model is used in
the UKF calculations. A real-time implementation would have to make the
trade off between performance gain vs computational overhead, however it
is likely that a tightly coupled solution could be achieved with the sensors
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used in this thesis.
• Inertial sensor misalignment and scale factor could be introduced into the
navigation filter. Some initial investigations were carried out in the early
stages of this research, and it was shown that the UKF had difficulty main-
taining a successful estimate of the scale factor and misalignment. This is
likely due to the filter running into observability issues as the magnitude
of the scale factor errors appear similar to errors in other states. Without
additional measurements of the acceleration and rotation, or better sen-
sor accuracy, it is unlikely to be achievable. However, with the continual
development and improvements in inertial technology it would be worth
revisiting in the near future.
• Additional sensors such as AOA and AOSS vanes to improve the wind
estimate performance. In the event that the aircraft is propelled by a
combustion engine with propeller, additional sensors such as RPM and en-
gine temperature, airflow, fuel flow etc, could be used to estimate engine
states. Whilst it may seem like a risky approach to couple engine perfor-
mance with the navigation solution it may prove useful in early detection
of engine performance issues, i.e. when the achieved thrust (and resulting
motion) differs from the modelled thrust.
• A state machine implementation of the navigation system to accommodate
different sensor systems and outages. Discrete states could be implemented
to accommodate system initialisation, calibration, GPS outages, DGPS
availability, Engine stall (with respect to the previous point), and sensor
failures. In practical implementations the controller collecting the sensor
information will often have access to status information that could drive
the state machine. Having dedicated states for each scenario would enable
a robust UKF which is not trying to accommodate measurements which
are presently not valid.
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• Multiple inertial sensors to provide redundancy and potentially highlight
the centre of gravity position of the aircraft. The sensors could intentionally
be placed at the extremes of the aircraft fuselage, such that any rotational
motion would be present in the accelerometer measurements. By knowing
the relative distance between the sensors the CG could be calculated by
estimating the lever arm. In UAVs this could be useful for the control
system gain scheduling, or even coarsely estimating the current fuel level
(if changes present themselves as a small change in the CG position).
• Over the course of this research there has been significant advancement
in the state-of-the-art in inertial sensors and systems. It is now common
to have integrated embedded sensors consisting of all the measurements
used by the ADN approach. This reduces the level of effort that would
be required to implement the proposed ADN approach. In particular the
recent proliferation of the multi-rotor UAS often make use of such sensors.
The biggest challenge with the ADN approach is the development of the
dynamic model, however multi-rotor systems are aerodynamically simpler
and may receive some significant benefit from implementing a model into
the navigation filter. One of the multi-rotor’s biggest challenges is opera-
tion in a windy and gusty environment. It is foreseeable that any ability
to directly estimate the wind in real-time could be used to significantly
improve the stability of the platform.
Appendix A
Sensitivity Analysis
A.1 Introduction
The aerodynamic model presented in Chapter 3 defines the relationship between
a tabulated set of coefficients and the resulting forces and moments acting on
the aircraft. This is a convenient approach which approximates and simplifies a
highly complex aerodynamic behaviour, inevitably introducing modelling error.
The original research which developed the F16’s aerodynamic model does not
provide any error bounds or statistics for the presented coefficients, so a sensi-
tivity analysis was performed as part of this work to assume a practical level of
modelling error for both the system truth and filter implementations detailed in
this thesis.
Existing literature suggests that an aerodynamic coefficient varies by ±10%
over the duration of a flight [12, 49]. This assumption is based on a linearised
model which defined for a singular operating condition, and is likely not to be
the case for the implemented F16 model due to it’s coverage of both varying
angles of attach, angle of sideslip, and altitude. This is due to the method in
which the coefficients were grouped in the model’s development, and the rela-
tively large flight envelope of the F16 compared to a typical commercial aircraft.
This Appendix details the model’s sensitivity to variations in the aerodynamic
coefficients. The result is a direct input in the ADN filter formulation to ensure
that the filter is not overly reliant on the ADM’s force and moment calculations.
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A.2 Coefficient Sensitivity
Coefficient sensitivity is assessed by applying a random ±10% variation to each
coefficient and calculating the change in the aerodynamic forces and moments
compared to their nominal values. The results shown were generated by post
processing the system truth data, as given by the randomised mission (refer to
Chapter 5), and calculating the aircraft’s coefficients for each data point. The
10% variation was applied with a random sign (+/-) to the coefficients and the
new set of forces and moments were calculated. The change from the system
truth was then recorded and analysed.
For the purposes of this analysis, the force coefficients were assumed to not
affect aircraft angular acceleration and the moment coefficients were assumed to
not affect aircraft translational acceleration. Technically this is not the case as
there is some coupling of the forces and moments resulting from the offsets in
centre of gravity from the aerodynamic centre; however their effect is relatively
small and assumed not significant for this analysis. Sensitivity to changes in force
coefficients are presented as the RMS value of the acceleration error as described
by the notations δx, δy and δz. Sensitivity to changes in moment coefficients
are presented as the mean value of the absolute angular acceleration error as
described by the notations δl, δm and δn.
Tables A.2-1 and A.2-2 show the force and moment sensitivity for the tab-
ulated set of coefficients. An overall assessment on the coefficient sensitivity is
made at the end of this appendix, and importantly is linked to the modelling
error implemented in the work presented in this thesis. The modelling error is
applied to both the system truth and then tuned within the ADN filter to achieve
a consistent estimate.
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Table A.2-1: Acceleration sensitivity to ±10% variations in force coefficients.
Cx δx (m/s
2) Cy δy (m/s
2) CZ δz (m/s
2)
CX 1.57e
−04 CY 2.41e
−05 CZ 1.81e
−03
CXq 3.10e
−06 CYp 1.44e
−06 CZq 3.60e
−05
CX,δlef 1.08e
−04 CYr 3.01e
−06 CZ,δlef 2.77e
−04
∆CXq,δlef 2.21e
−06 CY,δa 4.17e
−06 ∆CZq,δlef 2.82e
−06
∆CX,δsb 3.41e
−07 CY,δr 3.04e
−06 ∆CZ,δsb 2.47e
−06
CY,δlef 2.18e
−06
∆CYr,δlef 2.22e
−07
∆CYp,δlef 1.00e
−06
CY,δa,lef 9.40e
−07
Table A.2-2: Sensitivity to ±10% variations in moment coefficients.
CL δl (
◦/s2) CM δm (
◦/s2) CN δn (
◦/s2)
CL 1.42e
−03 CM 4.24e
−03 CN 2.38e
−04
CLp 1.97e
−03 CMq 1.66e
−04 CNp 1.46e
−05
CLr 1.80e
−04 CM,δlef 4.14e
−03 CNr 7.22e
−05
CL,δa 3.55e
−03 ∆CMq,δlef 1.70e
−05 CN,δa 1.15e
−04
CL,δr 1.94e
−04 ∆CM 2.21e
−03 CN,δr 9.34e
−05
CL,δlef 4.26e
−04 ηδe 4.24e
−03 CN,δlef 2.17e
−05
∆CLr,δlef 6.13e
−05 ∆CM,ds 0.00e
0 ∆CNr,δlef 4.56e
−06
∆CLp,δlef 2.17e
−04 ∆CM,δsb 3.58e
−06 ∆CNp,δlef 2.54e
−05
CL,δa,lef 2.90e
−04 CN,δa,lef 2.98e
−05
∆CLδβ 1.89e
−06 ∆CNδβ 1.09e
−07
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A.3 Coefficient Variation
The coefficient variation is assessed by calculating the changes that occur in each
coefficient over the simulated data. In order for the variation to be calculated
the average values of each coefficient has to be determined, and similarly to the
coefficient sensitivity this has been assessed by post processing the system truth
data. As aerodynamic coefficients are dimensionless, the coefficient variation
needs to be represented with respect to something meaningful. For the purposes
of this analysis the variation has been calculated as the percentage that the
standard deviation makes to the maximum value achieved throughout the entire
simulation set (100 hours).
The alternatives approach to this would be to compare the standard deviation
to the mean value, however there were a number of coefficients with a significant
standard deviation and almost zero mean resulting in large percentages which
are difficult to interpret. By comparing the standard deviation to the coefficients
maximum value the percentage is limited to a maximum of 100%. This needs to
be kept in mind when assessing the sensitivity from the previous section, where
the force and moment variation is given with respect to the present, true value.
For this reason, a variation of 10% in this section is not directly comparable to
the sensitivity presented in the previous section.
Tables A.3-3 and A.3-4 show the coefficient variations as a percentage for
the tabulated set of coefficients. It is important that the presented variations
be considered with the understanding that the F16 model has been specifically
developed with tabulated coefficients because significant variations were present.
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Table A.3-3: Variation in force coefficients compared to their maximum.
Cx ∆ (%) Cy ∆ (%) CZ ∆ (%)
CX 28.5 CY 2.8 CZ 18.1
CXq 9.8 CYp 17.7 CZq 2.3
CX,δlef 28.3 CYr 3.7 CZ,δlef 20.7
∆CXq,δlef 10.7 CY,δa 11.5 ∆CZq,δlef 8.3
∆CX,δsb 20.2 CY,δr 1.8 ∆CZ,δsb 10.6
CY,δlef 2.2
∆CYr,δlef 13.2
∆CYp,δlef 28.8
CY,δa,lef 16.5
Table A.3-4: Variation in moment coefficients compared to their maximum.
CL ∆ (%) CM ∆ (%) CN ∆ (%)
CL 3.1 CM 5.6 CN 2.6
CLp 5.6 CMq 5.2 CNp 14.3
CLr 11.8 CM,δlef 10.5 CNr 6.8
CL,δa 4.2 ∆CMq,δlef 12.7 CN,δa 15.6
CL,δr 1.2 ∆CM 13.0 CN,δr 1.3
CL,δlef 1.8 ηδe 0.0 CN,δlef 1.2
∆CLr,δlef 16.6 ∆CM,ds 0.0 ∆CNr,δlef 8.6
∆CLp,δlef 37.4 ∆CM,δsb 19.1 ∆CNp,δlef 23.7
CL,δa,lef 17.3 CN,δa,lef 12.6
∆CLδβ 31.4 ∆CNδβ 7.6
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A.4 Summary
This sensitivity analysis presented in this appendix allows a couple of conclusions
to be drawn about the aerodynamic model used in this thesis.
• The coefficient variation for the F16, and for the missions investigated
in this thesis, range from 0% (constant value) to 30%. Interpreting the
significance of these variations is difficult however the presented variations
suggest that an assumed ±10% error is not necessarily adequate to capture
the true error in the dynamic model for this aircraft. This is important
as it highlights the potential to understate the coefficient variations, which
if implemented as an ADN approach would result in and inconsistent and
possibly unstable filter.
• The aerodynamic model’s sensitivity to variations of ±10% in the coeffi-
cients is in the order of 10−5 m/s2 for acceleration and 10−3 ◦/s2 angular
acceleration. The error which has been applied to the simulation is detailed
in Table 5.2-2 with values of 5.56e−4 m/s2 for acceleration and 5.56e−2 ◦/s2
for angular acceleration on top of the dynamic model. This represents a
significant level of modelling error which is intended to provide the de-
veloped ADN approach with practical results. This level of error is more
significant that the accelerometer and rate gyro measurement error.
It should be noted that the Propulsive model sensitivity has not been assessed,
and in the proposed ADN formulation the implemented the above modelling error
which was also intended to also cover errors in the propulsive model. In addition
to modelling error applied to the force and moment calculations the implemented
ADN approach implements error in the actuator and engine power states.
Appendix B
Extended Results
B.1 Introduction
This appendix presents detailed results for the navigation filters formulated in
Chapter 4 and supports the discussion on the results made in Chapter 5. The
intention is that this additional information will enable researchers interested
in this work to fully understand the approach taken. The filtering results are
presented here in full with tabulated data showing the mean, standard deviation,
and associated error envelope for each of the filtered states. Tables of the tuned
filter variances and Unscented Kalman Filter (UKF) parameters used to generate
the results are given for each filter variation. Figures showing the estimate error
for each of the filtered states and grouped Normalised Estimate Error Squared
(NEES) are presented for a single run in the simulation set.
The results presented in this chapter have been generated through Monte
Carlo simulations as described in Section 5.2.3. The simulations vary in both
the aircraft sates as well as the resulting sensor measurements. The aircraft states
are varied by a process noised introduced into the state propagation, however this
variation is limited by the control system which drives the aircraft to achieve the
mission. The sensor measurements are varied by the measurement noise detailed
in Chapter 4. Simulations are performed in open-loop so that a comparative
baseline can be achieved between the three filter formulations.
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B.2 Inertial Navigation (IN)
This section details results from the Inertial Navigation (IN) filter presented in
Section 4.4. The filter’s process (state propagation) uncertainty is given by the
performance of the inertial sensors, and the observation uncertainty is given by
the performance of the GPS receiver. The results presented can be compared to
a standard GPS aided inertial navigation system with appropriate consideration
given to the filters configuration and the performance of the sensors used to
generate the solution. The results of the inertial navigation solution forms the
basis of comparison for the other formulations investigated in this research.
Table B.2-1 presents the tuned process and observation uncertainty for the
filter, and Table B.2-2 shows the filter’s state estimate error statistics for the
complete set of monre-carlo simulations. Figures B.2-1, B.2-2 and B.2-3 illus-
trates the filter’s position, attitude and velocity state error profiles for a single
flight test mission. Together the tabulated results and figures capture the filters
performance in both the estimate error and the filter consistency.
Table B.2-1: IN tuned process and observation uncertainties
Parameter Variance (σ2) Units
Process Uncertainty
Acceleration σ2a
[
1.39e−2 1.39e−2 1.39e−2
]
m/s2
Rotation σ2ω
[
1.39e−2 1.39e−2 1.39e−2
]
◦/s
Accelerometer Bias σ2
ba
[
2.00e−2 2.00e−2 2.00e−2
]
m/s2
Gyroscope Bias σ2
bω
[
1.54e−3 1.54e−3 1.54e−3
]
◦/s
Observation Uncertainty
Position1 σ2p
[
1.80e1 1.80e1 7.20e1
]
m
Velocity σ2v
[
5.00e−3 5.00e−3 2.00e−2
]
m/s2
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Table B.2-2: IN estimate error statistics (All Simulations)
Filter State Mean Std Max Units
Position ℓ 4.64e−3 1.14e−1 6.65e−1 m
φ 1.35e−3 1.23e−1 8.20e−1 m
h −5.48e−3 2.31e−1 9.13e0 m
Attitude ϕ −3.76e−2 2.17e−1 1.13e0 ◦
θ 3.71e−3 1.59e−1 2.39e0 ◦
ψ 3.36e−2 4.98e−1 7.25e0 ◦
Velocity u −1.06e−2 6.72e−2 5.48e−1 m/s
v −7.64e−2 9.96e−1 1.33e1 m/s
w 1.00e−2 3.20e−1 5.17e0 m/s
Accelerometer bx −3.43e−3 2.61e−2 2.07e−1 m/s2
Bias by −6.73e−3 3.78e−2 1.90e−1 m/s2
bz 2.15e
−4 1.39e−2 1.03e−1 m/s2
Gyroscope bp −2.31e−5 3.47e−3 1.18e−1 ◦/s2
Bias bq −2.75e−4 4.45e−3 1.39e−1 ◦/s2
br −5.28e−4 6.82e−3 5.93e−2 ◦/s2
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Figure B.2-1: IN position estimate errors (Simulation 1 of 100)
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Figure B.2-2: IN attitude estimate errors (Simulation 1 of 100)
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Figure B.2-3: IN velocity estimate errors (Simulation 1 of 100)
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Figure B.2-4: IN accelerometer bias estimate errors (Simulation 1 of 100)
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Figure B.2-5: IN gyroscope bias errors (Simulation 1 of 100)
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B.3 Air-Data Inertial Navigation (AIN)
The Air-Data Inertial Navigation Filter derived in section 4.5 and extends the
Inertial Navigation Filter to include a wind and atmospheric models as well as
measurements from and Electronic Compass and Air-Data system. Table B.3-3
presents the tuned process and observation uncertainty for the filter and Table
B.3-4 shows the filter’s state estimate error statistics and error envelope for the
complete set of monre-carlo simulations. Figures B.3-6, B.3-7 and B.3-8 show
the motion state error profiles for the flight test mission. Figures B.3-9, B.3-10
shows the wind and atmospheric state error profiles for a single mission.
Table B.3-3: AIN tuned process and observation uncertainties
Parameter Variance (σ2) Units
Process Uncertainty
Acceleration σ2a
[
1.39e−2 1.39e−2 1.39e−2
]
m/s2
Rotation σ2α
[
1.39e−2 1.39e−2 1.39e−2
]
◦/s
Wind σ2vW
[
2.00e−2 2.00e−2 1.54e−3
]
m/s
Atmosphere σ2ρ
[
1.54e−3 1.54e−3
]
Pa, ◦
Accelerometer Bias σ2
ba
[
5.00e1 5.00e1 2.00e0
]
m/s2
Gyroscope Bias σ2
bω
[
2.00e6 8.00e0 2.00e−2
]
◦/s
Observation Uncertainty
Position1 σ2p
[
1.80e1 1.80e1 7.20e1
]
m
Velocity σ2v
[
5.00e−3 5.00e−3 2.00e−2
]
m/s2
Magnetic Field σ2h
[
1.28e−4 1.28e−4 1.28e−4
]
gauss
Air Data σ2ρ
[
8.00e2 8.00e2 2.00e0
]
Pa, ◦C
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Table B.3-4: AIN estimate error statistics (All Simulations)
Filter State Mean Std Max Units
Position ℓ 4.40e−3 1.13e−1 6.64e−1 m
φ 1.90e−3 1.23e−1 8.18e−1 m
h −5.49e−3 2.31e−1 8.35e0 m
Attitude ϕ −2.00e−2 1.44e−1 8.93e−1 ◦
θ −5.18e−3 8.51e−2 1.88e0 ◦
ψ 2.94e−2 2.51e−1 3.22e0 ◦
Velocity u −6.46e−4 3.68e−2 6.56e−1 ◦/s
v −6.42e−2 5.36e−1 5.67e0 ◦/s
w −9.74e−3 1.69e−1 3.51e0 ◦/s
Wind n −1.15e−2 2.73e0 1.60e1 m/s
e 1.09e−1 3.40e0 1.91e1 m/s
d 3.07e−1 1.06e0 4.32e0 m/s
Atmosphere P −5.47e−6 1.34e−2 8.77e−1 Pa
T −7.59e−4 1.51e−1 1.05e1 ◦C
Accelerometer bx −1.86e−3 1.45e−2 2.13e−1 m/s2
Bias by −3.58e−3 2.50e−2 1.93e−1 m/s2
bz 4.31e
−4 1.35e−2 1.05e−1 m/s2
Gyroscope bp −9.64e−6 3.15e−3 1.14e−1 ◦/s2
Bias bq −1.90e−4 3.98e−3 1.46e−1 ◦/s2
br −4.55e−4 6.19e−3 8.72e−2 ◦/s2
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Figure B.3-6: AIN position estimate errors (Simulation 1 of 100)
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Figure B.3-7: AIN attitude estimate error (Simulation 1 of 100)
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Figure B.3-8: AIN Velocity estimate errors (Simulation 1 of 100)
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Figure B.3-9: AIN wind velocity estimate errors (Simulation 1 of 100)
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Figure B.3-10: AIN atmosphere estimate errors (Simulation 1 of 100)
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Figure B.3-11: AIN accelerometer bias estimate errors (Simulation 1 of 100)
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Figure B.3-12: AIN Gyroscope bias estimate errors (Simulation 1 of 100)
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B.4 Aircraft Dynamic Navigation (ADN)
The Aircraft Dynamic Navigation Filter is presented in section 4.5 and extends
the Air Data Navigation model presented previously to include the aircraft dy-
namic model presented in Chapter 3. Table B.4-5 presents the tuned process
and observation uncertainty for this filter formulation. Table B.4-6 presents the
estimation results from the filter.
Table B.4-5: ADN tuned process and observation uncertainties
Parameter Variance (σ2) Units
Process Uncertainty
Acceleration σ2a
[
5.56e−4 5.56e−4 5.56e−4
]
m/s2
σ2α
[
5.56e−2 5.56e−2 5.56e−2
]
◦/s
Actuation σ2δ1
[
2.00e−1 1.15e0 1.15e0
]
%, ◦
σ2δ2
[
1.15e0 1.15e0 1.15e0
]
◦
Wind σ2vW
[
5.00e1 5.00e1 2.00e0
]
m/s
Atmosphere σ2ρ
[
5.56e2 2.22e−3
]
Pa, ◦
Accelerometer Bias σ2
ba
[
2.00e−2 2.00e−2 2.00e−2
]
m/s2
Gyroscope Bias σ2
bω
[
1.54e−3 1.54e−3 1.54e−3
]
◦/s
Observation Uncertainty
Position1 σ2p
[
1.80e1 1.80e1 7.20e1
]
m
Velocity σ2v
[
5.00e−3 5.00e−3 2.00e−2
]
m/s2
Acceleration σ2a
[
1.39e−2 1.39e−2 1.39e−2
]
m/s2
Rotation σ2α
[
1.39e−2 1.39e−2 1.39e−2
]
◦/s
Magnetic Field σ2h
[
1.28e−4 1.28e−4 1.28e−4
]
gauss
Air Data σ2ρ
[
8.00e2 8.00e2 2.00e0
]
Pa, ◦C
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Table B.4-6: ADN estimate error statistics (All Simulations)
Filter State Mean Std Max Units
Position ℓ 4.55e−3 1.13e−1 6.65e−1 m
φ 1.83e−3 1.23e−1 8.22e−1 m
h −5.08e−3 2.26e−1 6.86e0 m
Attitude ϕ −1.25e−3 3.09e−2 4.90e−1 ◦
θ −1.11e−2 2.46e−2 5.55e−1 ◦
ψ 1.39e−3 7.97e−2 9.45e−1 ◦
Velocity u 2.61e−3 1.82e−2 2.83e−1 m/s
v −3.30e−3 1.61e−1 1.64e0 m/s
w −2.08e−2 5.05e−2 8.35e−1 m/s
Rotation p 3.70e−5 5.54e−2 3.52e−1 ◦/s
q 1.59e−4 3.80e−2 5.56e−1 ◦/s
r −6.07e−5 2.83e−2 2.97e−1 ◦/s
Acceleration x −1.51e−4 1.78e−2 1.39e−1 m/s2
y 1.36e−4 2.98e−2 1.42e0 m/s2
z −4.61e−5 4.08e−2 1.32e0 m/s2
Angular l 3.04e−3 3.34e0 6.19e1 ◦/s2
Acceleration m 3.34e−3 1.00e0 6.15e1 ◦/s2
n −2.20e−3 4.83e−1 1.30e1 ◦/s2
Power Pa −3.24e−5 2.30e−2 1.12e0 %
Actuators δe 1.80e
−4 2.06e−1 1.32e0 ◦
δa 2.81e
−4 1.94e−1 4.35e0 ◦
δr −2.04e−4 2.32e−1 1.07e1 ◦
δlef 5.88e
−5 1.44e−1 9.11e0 ◦
δsb −6.10e−4 1.68e−1 8.05e−1 ◦
Wind n −1.28e−2 1.65e−1 1.59e1 m/s
continued on next page
178 Extended Results
e −9.94e−3 1.87e−1 7.13e0 m/s
d −8.14e−3 7.71e−2 1.70e0 m/s
Atmosphere P −5.03e−6 2.59e−3 1.01e0 Pa
T −2.12e−3 6.28e−2 1.04e1 ◦C
Accelerometer bx 2.05e
−3 5.24e−3 2.14e−1 m/s2
Bias by −4.03e−4 7.47e−3 1.83e−1 m/s2
bz 1.15e
−3 1.32e−2 1.06e−1 m/s2
Gyroscope bp −3.24e−5 2.85e−3 8.88e−2 ◦/s
Bias bq −2.35e−5 2.74e−3 8.04e−2 ◦/s
br −1.51e−4 3.75e−3 5.28e−2 ◦/s
Figures B.4-13, B.4-14, B.4-15 and B.4-16 show the motion (position, atti-
tude, velocity and rates) state error profiles. Figures B.4-17 and B.4-18 shows
the acceleration and angular acceleration state error profiles. Figures B.4-19 and
B.4-19 show the power and actuator error profiles. Figures B.4-21 and B.4-22
show the wind and atmosphere error profiles.
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Figure B.4-13: ADN position estimate errors (Simulation 1 of 100)
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Figure B.4-14: ADN attitude estimate errors (Simulation 1 of 100)
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Figure B.4-15: ADN velocity estimate errors (Simulation 1 of 100)
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Figure B.4-16: ADN rotation estimate errors (Simulation 1 of 100)
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Figure B.4-17: ADN acceleration estimate errors (Simulation 1 of 100)
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Figure B.4-18: ADN angular acceleration estimate errors (Simulation 1 of 100)
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Figure B.4-19: ADN power and actuator estimate errors (Simulation 1 of 100)
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Figure B.4-20: ADN actuator estimate errors (Simulation 1 of 100)
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Figure B.4-21: ADN wind velocity estimate errors (Simulation 1 of 100)
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Figure B.4-22: ADN atmosphere estimate errors (Simulation 1 of 100)
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Figure B.4-23: ADN accelerometer bias estimate errors (Simulation 1 of 100)
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Figure B.4-24: ADN gyroscope bias estimate errors (Simulation 1 of 100)
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B.5 Summary
This Appendix presented the extended set of filtering results and provides a
detailed view of the filtering performance of the three approaches investigated in
this thesis. The results presented in Chapter 5 are derived from the full set of
simulation data and summarises the tables and figures in this Appendix.
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