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This thesis describes a throughput-based technique for identifying the bottleneck
of a production system using discrete-event simulation. Most literature defines a
bottleneck as being a workstation that has the largest impact on reducing the throughput
of a system. However, when identifying a bottleneck using discrete-event simulation,
throughput is rarely considered as the parameter of interest. Instead, parameters like
percentage utilization and waiting time in an upstream buffer are considered. The
technique suggested in this thesis identifies the bottleneck as being the workstation that
causes the largest drop in throughput if added to a system. The technique is explained and
tested on four different shop-floor arrangements of workstations (serial, job split,
conditional branching, and a feedback/rework production line). This demonstrates that
the throughput-based technique can be used in most any shop-floor arrangement of
workstations and eliminates some of the drawbacks of the other more commonly used
bottleneck identification methods, such as percentage utilization and waiting time in

queue. A major failure of the percentage utilization technique in identifying system
bottlenecks is seen in systems that have static and dynamic resources. However, the
throughput-based technique correctly identifies the bottleneck of such systems.
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CHAPTER I
INTRODUCTION

1.1

Introduction
It is widely known that the bottleneck of a system is a workstation having the

largest impact on slowing down or decreasing the throughput of a system. A workstation
in this case refers to a static resource that performs an operation on a part, but is not used
to move the part from one workstation to the next. In order to improve the throughput of
a system, the throughput of the bottleneck workstation has to be improved [4]. However,
in order to increase throughput, the bottleneck must first be identified, which is not
always trivial [2].
Most literature identifies a bottleneck workstation as being the key determinant of
the system’s production rate. Here are a few statements from the literature that highlight
the role played by bottlenecks in dictating the pace (throughput) of a production line:


Since one of the goals of a system is to process a large number of products in a
specified time, throughput is of significant economic concern. In order to improve
the throughput of a system, the throughput of the bottleneck has to be improved
[2].



A bottleneck in a production system is a workstation that has the largest effect on
slowing

down

or

stopping
1

the

entire

system

[3].
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The bottleneck of a production line is a machine that impedes a system’s
performance in the strongest manner [9].
Clearly, these statements identify throughput as being the parameter most affected

by the presence of a bottleneck in a system. Several techniques have been developed that
help identify bottlenecks in production lines. However, the techniques do not make use of
throughput to identify bottlenecks. Instead, they focus on parameters such as utilization
of resources, waiting time in queue and average active duration. As indicated in [2] and
in Chapter 2, there are several drawbacks to using these parameters to identify
bottlenecks in a system. Therefore, it is the goal of this thesis to present a discrete-event
simulation-based technique for identifying bottlenecks in a system by focusing on the
parameter of direct interest to the system - the throughput.
Another drawback of some of the existing techniques is that they can be applied
only to specific types of systems (eg. Markovian, Bernoulli, flow lines, job shops). As a
result, the analysis of a production system would require that a system first be classified
and then the appropriate technique be applied to identify the bottleneck. This could be
quite a time consuming task for the analyst of a production system, especially if the
analyst has limited knowledge on the various types of production systems. It would be
essential to ensure that the technique the analyst selects for identifying the bottleneck of
the system is the correct one.
For the purpose of identifying bottlenecks, literature has classified production
systems into two broad categories:
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They are Bernoulli lines and Markovian lines. Table 1.1 differentiates between
these two types of production lines based on four primary characteristics:
Table 1.1 Distinction between Bernoulli & Markovian lines
Characteristic
Bernoulli Lines
Markovian Lines
of
workstations
Definition
Consist
of
a
set
of Consist
workstations, such that if a which change their state from
workstation is not blocked and up to down or visa-versa,
not starved during each cycle during an infinitesimal time
with
a
fixed
time, it will produce a part interval
with a fixed probability and probability rate. As a result,
fail to do so with the uptime and downtime are
exponentially distributed
complementary probability
Type of operation
Assembly lines
Fabrication operations
Primary
downtime Quality problems
Mechanical problems
cause
Downtime duration
Quite short and comparable Generally much longer than
with the cycle time
the cycle time
Most techniques are capable of identifying a bottleneck in either a Bernoulli or
Markovian line. It is the goal of this research to present a bottleneck identification
technique that can be applied to either a Markovian or Bernoulli production line.
Another significant drawback of the techniques currently in use is that in a system
with dynamic and static (workstation) resources, it is difficult to compare the utilization
of the static and dynamic resources and identify the bottleneck of the system. The reason
being, there are different states that account for dynamic resource utilization and different
states that account for static resource utilization. The proposed technique in this thesis
aims to alleviate this drawback by calculating a single parameter called the Drop in
Throughput (DIT) which can be used to compare both, static and dynamic resources.

CHAPTER II
LITERATURE REVIEW
In this section four Bottleneck Identification Techniques are described. After a
review of each of the techniques, their strengths and weaknesses are identified.
The techniques include:

2.1



Percentage utilization (ρ)



Waiting time in queue (Wq)



Maximum average active duration [2]



DT-BN Indicator. [9]

Percentage utilization (ρ):
The utilization of a workstation is the fraction of time that it is not idle for a lack

of parts [10]. This factor includes the fraction of time that a workstation is actually
working on a part or is unable to work on a part that is in queue due to a workstation
breakdown, setup, or any other reason. Utilization is given by the formula: [10]
Utilization (ρ) = Arrival rate (λ)/Effective production rate (µ)
where the effective production rate (µ) is the maximum average rate at which a
workstation can produce or work on a part, taking into consideration the effects of setups,
downtimes and all other factors that are relevant over the planning period of interest [10].
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According to Law and Kelton, [1] “The expected utilization of the workstation is
the expected proportion of time during the simulation that the server is busy (i.e. not
idle), and is thus a number between 0 & 1.”
In this technique, data is collected on the percentage utilization of the various
workstations. The utilization data of the various workstations is either obtained by a
steady state analysis of the system or by conducting a discrete-event simulation. The
workstation with the largest percentage utilization is considered the bottleneck
workstation. In the case of simulation, most simulation packages provide this measure as
part of a standard output report.
Disadvantages:
Some of the drawbacks with using percentage utilization as a means for
identifying bottlenecks in a system are:
1. There is an inconsistency in identifying the states of a workstation that go
towards determining its percentage utilization. Most definitions of utilization do
not make any specific mention about workstation blocking. If a workstation is
being blocked by a downstream workstation, should that portion of time be
calculated as utilization? In ProModel for example, percentage utilization
includes operation time, setup time, waiting for a material handling system,
blocking and downtime. From a ProModel perspective, it is clearly seen that
percentage blocking is included in the percentage utilization calculation.
However, not all of the literature considers percentage blocking to be a part of the
percentage utilization of a workstation, as will be seen in the Maximum Average
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Active Duration method where blocking corresponds to the inactive state of a
workstation (see Table 2.1).
2. This method requires the analysis of reams of datasheets before the bottleneck
can be identified. This could be a tedious task as the size of the system being
analyzed increases.
3. Since ProModel considers percentage blocking to be a part of percentage
utilization, it is possible that the wrong workstation could be identified as the
bottleneck just because it is being blocked by a slow downstream workstation.
4. Percentage utilization for workstations and dynamic resources take into
consideration different states and in certain cases do not identify the resource that
causes the largest drop in throughput as is discussed in Chapter 4.

2.2

Waiting time in queue (Wq)
In this method, the waiting time in queue (Wq) for entities at a workstation is

tracked. The workstation with the longest waiting time in queue (Wq) is considered to be
the bottleneck [1]. Just like in the case of percentage utilization, discrete-event simulation
can be used to track this measure for various workstations.
In order to understand how this approach helps in the tracking of a bottleneck, it
would be appropriate to introduce a few parameters. Let Lqmax denote the maximum
number of items that can be held in a queue upstream to a workstation. In most systems
Lqmax would vary from one queue to the next based on the design of the system.
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If Lq denotes the current number of items in queue, then as Lq increases, the
waiting time in queue (Wq) also increases. However, buffers/queues have an Lqmax setting
which Lq cannot exceed. As a result there is an upper limit on Wq.
Disadvantage:
1. As highlighted in [2], the accuracy of this technique for identifying the bottleneck
of a system could be compromised if the buffers/queues are of limited size
(Lqmax). This is explained as follows. In most systems, Lqmax varies from one
queue/buffer to the next. If a system is in the process of being designed, the
designer would not know what value Lqmax should be so as to meet the operational
demands of the system. Thus, it is quite likely that an actual bottleneck
workstation would have its upstream buffer set to a low value of Lqmax. From
Little’s Law it is known that Lq or Lqmax is directly proportional to Wq. A low
value of Lqmax would result in a low value of Wq. Hence, this workstation might
not turn up as the bottleneck. While on the other hand, an upstream workstation
with a larger queue size might have its queue size (Lq) increase due to blocking.
This would cause an increase in the waiting time in queue (Wq). So, even though
this workstation might not be the actual bottleneck, it could be wrongly identified
as one.
2. Another drawback of this method is that in a system with dynamic resources such
as Automated Guided Vehicles (AGV), human workers, which are used to move
items from one workstation to the next it is difficult to actually determine the Lq
for such resources. Hence, the calculation of Wq becomes difficult.
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2.3

Maximum average active duration
This method uses discrete-event simulation to identify the bottleneck of a

production line. In this case, the bottleneck is identified as a workstation with the longest
average uninterrupted active duration [2].
All possible states of a workstation and dynamic resource are classified into two
main groups: active and inactive. An Active state is one in which the activity of a
workstation is aimed at improving the throughput of the system. In an Inactive state, the
workstation or dynamic resource is generally waiting for the arrival of a part or service.
Table 2.1 illustrates active and inactive states for various types of workstations and
dynamic resources.
Table 2.1 Active – inactive states for different resources [2]
Resource
Active
Inactive
Processor (workstation)
Working, in repair,
Waiting for part, waiting for
changing tools, serviced
service, blocked
Waiting, moving to a
Automated Guided Vehicle Moving to a pickup
waiting area
(AGV)
location, moving to a drop
off location, recharging,
being repaired
Human Worker
Working, recovering
Waiting
Supply
Obtaining new item
Blocked
Output
Removing a part from the
Waiting
system
Computer
Calculating
Idle
Phone Operator
Servicing customer
Waiting
In this method, the duration of a workstation being active is measured; i.e., the
duration through which a workstation remains in the active state without being
interrupted by an inactive state. Consecutive active states of a workstation are considered
to be a single active state. For instance if a workstation is working on a part, then goes in

9
for a tool change and then works on another part without interruption by an inactive
period, the three states can be grouped together as a single active state.
In [2] the method is illustrated through the simulation of eight sequential
workstations with three units of buffer between each pair of workstations. The simulation
was performed using the GAROPS simulation software and is interfaced with the
GAROPS ANALYZER to create a report of the simulation performance in MS Excel.
A comparison between the conventional percentage utilization and the maximum
average active duration resulted in the identification of different bottlenecks [2].
Percentage utilization identified two workstations with similar utilization and overlapping
confidence intervals, thus making it difficult to identify the true bottleneck. However,
active duration indicated one of the workstations had an active period that was at least 90
times larger than the other potential bottleneck workstation. The authors concluded that
active duration was able to determine the bottleneck with a sufficiently higher level of
accuracy and confidence than percentage utilization.
Advantages:
1. The concept is easy to understand, if the simulation software supports the
calculation of active duration. ProModel does not provide output in terms of
active duration until its latest release (version 6).
2. Bottlenecks can be identified with a higher level of confidence and accuracy than
with

the

percentage

utilization

measure.
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Disadvantages:
1. If the software package only supports calculation of the percentage utilization, the
task of keeping track of the active duration becomes rather difficult. Additional
code would need to be introduced into the model to track active duration.
2. In order to identify the bottleneck using this method, one would need to go
through reams of log files from the output report that keeps track of the active and
inactive durations of the various machines in the system. This could soon become
a cumbersome task as the size of the system under consideration increases.
3. If the model under analysis also contains dynamic resources (to transport jobs
from one station to another), additional code would need to be written in order to
keep track of the active and inactive duration of the dynamic resources.
Since ProModel does not provide the opportunity to identify the time spent by a
resource in each of its active/inactive states, this technique cannot be used to
verify/compare with the proposed technique in this thesis.

2.4

DT-BN indicator
DT-BN indicator is an analytical bottleneck identification technique and applies

to a serial production line with unreliable (Markovian) workstations and finite buffers.
The bottleneck identification technique is based on the probabilities of workstation
blockages and starvations & focuses on the identification of DT-BNs (Downtime
Bottlenecks).
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Problem Formulation:
The methodology is based on the following definitions of a serial production line
[9]:
1. The system consists of M machines arranged serially, and (M – 1) buffers
separating each pair of machines.
2. Each machine mi has two states: up and down. When up, the machine is capable
of producing with the rate 1 part per unit of time (cycle); when the machine is
down, no production takes place.
3. The uptime and downtime of each machine mi are random variables distributed
exponentially with parameters pi and ri respectively.
4. Each buffer bi is characterized by its capacity Ni < ∞, 1 ≤ i ≤ M – 1.
5. Machine mi is starved at time t if buffer bi–1 is empty and mi-1 fails to put a part
into bi-1 at time t; machine m1 is never starved.
6. Machine mi is blocked at time t if buffer bi is full and mi+1 fails to take a part from
bi at time t; machine mM is never blocked.
Based on the above definitions, production rate (PR) is represented as a function
of all the machine and buffer parameters:
PR = PR(p1, r1, p2, r2, ….pM, rM, N1, ….NM – 1)

(1.0)

The performance measures of interest are the production rate and the probabilities
of starvation and blockage. Starvation and blockage are defined as follows [9]:
msi = Prob ({mi-1 fails to put a part into bi-1 at time t}
∩ {bi-1 is empty at time t} ∩ {mi is up at time t})
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mbi = Prob ({mi is up at time t}
∩ {bi is full at time t} ∩ {mi+1 fails to take part from bi at time t})
The starvation and blockage probabilities are functions of the machine and buffer
parameters.
msi = msi (p1, r1, p2, r2, …….pm, rm, N1,…..NM-1)
mbi = mbi (p1, r1, p2, r2, …….pm, rm, N1,…..NM-1)
DT-BN Identification Tool:
It has been proven in [9] that the machine M2 is the DT-BN of a two-machine line
if
mb1Tup1Tdown1 > ms2Tup2Tdown2
Where:
Tup and Tdown are the average uptime and downtime of the respective machines.
However, this cannot be directly extended to a line with M-machines.
In order to analyze M-machine Markovian lines, the following two parameters are
introduced:
βi = [mbi / (1 - msi/ei)]TupiTdowni

i = 1, ……M – 1

σi = [msi / (1 - mbi/ei)]TupiTdowni

i = 2, ……M.

(1.1)

The above two parameters are used to formulate the DT-BN identification criterion for
serial production lines with M Markovian machines, where M > 2. In this analytical
approach, arrows are used to indicate if the bottleneck is upstream or downstream of the
current location. The arrows are directed from one machine to another based on the
following rule [9].
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Rule: If
βj > σj+1,

j = 1, ……, M-1

the arrow is directed from machine j to machine j + 1. If
βj < σj+1,

j = 1, ……, M-1

the direction of the arrow is reversed.
Also,
S1 = σ2 – β1,
Si = (βi-1 + σi+1) – (βi + σi),

i = 2, ….., M – 1,

SM = βM-1 – σM

(1.2)

Where; Si = Bottleneck severity
DT–Bottleneck indicator: Upon analyses of a serial production line using the
above rule, if it is observed that there exists a single machine with no arrows emanating
from it, then that machine is the DT-BN. If there is more than one machine with no arrow
emanating from it, then the machine with the largest severity Si is the DT-BN.
Disadvantages:
1. The user would need to get acquainted with rather complex equations in order to
be able to use this analytical approach for bottleneck tracking.
2. This technique is applicable only to a system in which the workstations are
arranged in series.
3. The technique involves a recursive procedure that requires a lot of code to be
written so that the bottleneck of the system can be identified.
4. This DT-BN identification tool is applicable to a Markovian system.
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This technique is not used to verify the technique proposed in this thesis. This
technique involves a recursive procedure that requires the writing of rather involved code
for calculating the percentage starvation and blocking in the model.

CHAPTER III
METHODOLOGY
The purpose of this thesis is to develop a new approach for identifying the
bottleneck workstation in a production line. The new technique considers throughput of a
workstation to be the factor of interest in identifying system bottlenecks. The critical
aspect of the technique is its detection of bottlenecks in systems that employ both static
and dynamic resources. As seen in Chapter four, the percentage utilization technique fails
to correctly identify a dynamic resource as being the bottleneck of a system.

3.1

Need for a new bottleneck identification approach
Failure of the tried and tested percentage utilization technique to correctly identify

bottlenecks in systems employing static and dynamic resources, and the drawbacks of
other bottleneck identification techniques as highlighted in Chapter two provide the
motivation for a new approach that would overcome these shortcomings.
The literature identifies throughput as the parameter most affected by the presence
of a bottleneck. However, the literature also indicates that throughput is not used directly
to identify production system bottlenecks. Thus this thesis develops a bottleneck
identification technique that focuses on the throughput of resources in the system. This
technique must be able to capture the effect of both static and dynamic resources using a
single

parameter.

It

also

must

focus
15

on

the

throughput

that

can
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be achieved by the resources while at the same time considering the routing of jobs in the
system and the interaction of the resources.

3.2

Approach in presenting the new bottleneck identification technique
This thesis focuses on the development of a throughput-based bottleneck

identification technique that uses discrete-event simulation as a tool to identify system
bottlenecks. The technique is used to perform a steady-state analysis on various shopfloor arrangements of resources and also on a complex assembly line simulation.
The following defines the approach for developing the new bottleneck
identification technique:


Development of a generalized process for searching for, bottlenecks through the
use of simulation and development of a single new parameter that identifies the
bottleneck of a system. The bottleneck identification technique developed in this
thesis considers the routing of entities and also takes into account the
dependencies between workstations in the system.



Identification of different shop-floor arrangements of workstations and system
drivers – e.g. the arrival process, service process, position of the bottleneck, -that can be varied during the analysis of the bottleneck identification technique.
These arrangements and drivers form the basis of the testing scenarios and helps
test the ability of the technique to identify the correct bottleneck of a system.
Additional explanation of the testing and analysis of the new technique is given in
Section 3.3.
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Develop ways to subdivide and analyze a system based on its particular type of
shop-floor arrangement and how to combine the analysis of the subsystems in
more complex production systems. Section 4.9 illustrates how the developed
technique can be used to analyze a complex system.



Identify a commonly used bottleneck identification technique against which the
new bottleneck identification technique can be compared. In this thesis, the
percentage utilization technique is used for the purpose of comparison with the
proposed technique to check that the proposed technique correctly identifies the
bottleneck of the system. Since there are inconsistencies in identifying the states
of a resource that contribute to its percentage utilization, a consistent formula is
developed in Section 3.4. The formula developed in Section 3.4 is then used for
the validation process.

3.3

Testing and analysis of the new bottleneck identification technique
For the purpose of testing and analysis of the throughput-based bottleneck

identification technique, it is essential to test the technique on models of various shopfloor configurations and also by varying various parameters of the system. It is also
essential that the new technique be validated by using a tried and tested technique.
3.3.1

Configurations of test models
The system configurations used to test the throughput-based technique are

selected to consider a wide variety of shop-floor arrangements of workstations. In
Chapter four, the technique is tested on the Serial, Split/Join, Conditional branching and
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Feedback/Rework configurations. The size of the different system configurations is such
that they possess a sufficient number of workstations/dynamic resources in order to
adequately explain and test how the proposed technique can be used to analyze the
system.
3.3.2

Conditions of test models
In the seven serial production line example cases that are tested in Chapter four,

the operating conditions of the models -- arrival rate, the processing time distributions
and position of the bottleneck in the system -- are varied so as to test the ability of the
throughput-based technique to correctly identify the bottleneck of the system. The
simulation run time is selected such that all random events occur at least once in the
different systems. The selection of the warm-up times is based on the figures shown in
the Appendix for the different systems.
3.3.3

Validation of the throughput-based technique
The ability of the throughput-based technique to correctly identify the bottleneck

of a system is validated using the percentage utilization technique. In the simple models,
the throughput-based technique identifies the same bottlenecks as that identified by the
percentage utilization technique. This helps build confidence in the throughput-based
technique. In the more complex systems (i.e. the systems that have both static and
dynamic resources), the throughput-based technique exposes the deficiency of the
percentage utilization approach. Prior to using the percentage utilization technique, this
chapter develops a consistent formula for percentage utilization.
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Finally, in Chapter five, conclusions and suggestions for future research are
highlighted.

3.4

Resource states that contribute to percentage utilization
It has been shown in chapter two that the percentage utilization technique has

drawbacks in that there is an inconsistency among authors in identifying the states of a
workstation that contribute to its percentage utilization. The most striking failure of the
percentage utilization technique is that in systems that employ both static and dynamic
resources, it can wrongly identify the bottleneck. This drawback is demonstrated in the
case of an analysis performed on a complex model in Section 4.9. It is even evident in a
simple serial production line (Section 4.3.7) with static and dynamic resources. In both
cases, the proposed throughput-based bottleneck identification technique correctly
identifies the bottleneck of the system.
Before using the percentage utilization approach as a validation technique, it is
important to arrive at a consistent definition/formula for percentage utilization.
M. Nakano and others [2] identify the active and inactive states of static and
dynamic resources that should be accounted for while identifying the bottleneck. Based
on their classification of states, percentage utilization for a static resource is the sum of
the percentage operation, percentage setup and percentage down. These states are
considered a part of percentage utilization because they ensure that the system is capable
of sending jobs out of the system. The equation is as follows:
% Utilization (static resource) = % Operation + % Setup + % Down

(3.2)
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It must also be noted that ProModel does not use formula (3.2) while calculating
percentage utilization of static resources for its output report. Instead, ProModel uses
formula (3.3) for its calculation:
%Utilization (static resource) = %Operation + %Setup + %Waiting (i.e. waiting
for a dynamic resource or another job) + %Blocked + %Down

(3.3)

From equation (3.3), ProModel considers %Waiting and %Blocked as
contributors to the percentage utilization of a static resource. However, these two states,
according to [2] are not active states of a workstation, but rather inactive states. Thus
%Blocked and %Waiting should not contribute to the %Utilization of a workstation. In
order to obtain the true percentage utilization of a workstation as indicated in equation
3.2, the value would need to be calculated manually from ProModel’s output report.
Percentage utilization, as defined in equation (3.2), is used throughout this thesis for
calculating the percentage utilization of static resources.
In the case of dynamic resources, ProModel uses the following formula while
calculating percentage utilization:
% Utilization (dynamic resource) = % in use + % travel to use + % down

(3.4)

Table 2.1 identifies the same states as contributing toward the percentage
utilization of dynamic resources. These states are considered part of the percentage
utilization, because they ensure that the system is capable of producing parts.

CHAPTER IV
THROUGHPUT-BASED BOTTLENECK IDENTIFICATION TECHNIQUE
The technique developed in this thesis uses discrete-event simulation to identify
production system bottlenecks. It considers throughput to be the critical measure of
system performance. This method tracks the throughput at every workstation or set of
workstations (if they function in a synchronized manner) and considers the routing of
each job through the system.

4.1

Throughput-based bottleneck identification approach and parameter
The technique developed focuses on the routing of jobs through a production

system. The analysis of the system will follow this overall job routing to analyze one or
multiple resources at a time from the entry of jobs to the system, till they exit. The overall
approach is explained using a system in which the workstations are arranged in series; the
process is outlined in Figure 4.1. The process begins by identifying the target throughput
that is desired by the system. The arrival rate of jobs to the system is a function of the
target throughput and other drivers like the bottleneck processing time, scrap rate of jobs,
etc. The determination of the appropriate arrival rate is an area for future research and is
discussed in Chapter five. Jobs are routed from an entry point in the system to the first
workstation. In the first step, jobs are routed to exit the system after processing at the first
workstation. The simulation model is run for a sufficient number of replication
21
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considering only the first workstation in the line. All downstream workstations are bypassed. The throughput of the first workstation is calculated. This is the true throughput
after the first workstation; i.e., the throughput that is not affected by any blocking that
takes place at workstations downstream from the current one being tested.
After the throughput for the first workstation has been calculated, the second
workstation in the process routing of the job is added to the model and all other
downstream workstations are by-passed (jobs are routed to exit the system). At this point,
the job only passes through the first and second workstation in its routing before exiting
the system. Again the throughput is calculated for this portion of the system (i.e., the
throughput after the first and second workstation) over a sufficient number of
replications.
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Figure 4.1 Bottleneck identification procedure
As shown in Figure 4.1, this procedure is repeated, including successive
downstream workstations in the model, until the entire system has been considered. A log
of the throughput is kept in each case. The bottleneck is identified as the workstation
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whose addition to the system causes the largest drop in throughput. This new parameter is
referred to as the Drop in Throughput (DIT). As shown in equation 3.1, DIT is the
absolute difference in throughput between a workstation and another downstream
workstation.
DIT = Throughput after w/s (i) – Throughput after w/s (i+n)

(3.1)

where (i+n) is a workstation n positions downstream to workstation (i) in a
production line. In most cases, n is 1 (i.e., the next successive workstation to workstation
i). However, n can be greater than 1; e.g., for job splits or conditional branching lines, as
described in 4.4 and 4.5.

4.2

Illustration of the throughput-based bottleneck identification technique
The following sections apply the bottleneck identification technique to a set of

four simple production system model constructs:
1. Serial production line
2. Split/Join production system
3. Conditional branching
4. Feedback/rework
For simplicity, none of the workstations have any downtime associated with them.
After observation of the throughput plot of all example models in each of the four
categories above, it was decided to set warm-up of the models at 120 hours (see
Appendix). The simulation runtime is set at 700 hours and the models are replicated five
times.
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4.3

Application to a Serial Production System
This technique is first used to identify the bottleneck in some example cases of a

serial production line. The example cases have been selected such that the bottleneck
workstation can be identified by simple observation of the processing times for each of
the stations. The serial production line being considered is shown in Figure 4.2. The
following cases show that the proposed technique identifies the correct bottleneck of the
system.

Figure 4.2 Serial Production Line
The cases are selected to illustrate the logic of the proposed bottleneck
identification technique on a serial production line, under varying conditions. The
parameters of the serial line that are considered in the various cases are arrival rate,
workstation processing rates and distributions, presence of dynamic resources and the
location of the bottleneck in the system. The serial production line cases are summarized
in 0. The bottleneck processing rate is the same as the target throughput in jobs/hour.
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Table 4.1 Serial Production Line – Summary of example cases
Avg.
Arrival
System
Processing
Target
distribution
bottleneck
time
Case
throughput
(Arrival rate in
location
distribution
(jobs/hr.)
Jobs per hour)
1A
Constant (30)
Exponential
Workstation 2
12
1B
Constant (30)
Exponential
Workstation 4
12
2A
Constant (60)
Constant
Workstation 1 & 2
58
2B
Constant (60)
Exponential Workstation 1 & 2
58
3
Constant (60)
Exponential
Workstation 2
50
4
Constant (55)
Exponential
Workstation 2
50
5
Constant (16)
Exponential Dynamic resource 17 (approx.)
Case 1A and 1B are chosen to indicate the effect of an improper arrival rate
selection. As seen in 0, the average target throughput that can be achieved by the
production line in both cases is 12jobs/hour. The selection of a very high arrival rate of
30jobs/hour causes the largest drop in throughput to occur after Workstation 1, even
though the bottleneck is placed at Workstation 2 and Workstation 4 in Cases 1A and 1B
respectively. Thus Cases 1A and 1B highlight the importance of a proper arrival rate
selection. This is an area for future research and is explained further in Chapter 5.
Case 2A and 2B are similar in design, except that the processing times in 2A are
deterministic while in 2B the processing times are exponentially distributed. Each case
has two identical bottlenecks (Workstation 1 and 2) in the system. These cases show the
effect of flow variability on the system and how it affects the bottleneck identification
technique. The proposed technique still identifies the correct bottleneck of the system.
In Cases 3 and 4, the processing times are equal and identically distributed at the
different workstations. In both cases, Workstation 2 is the bottleneck. The only difference
is that in Case 3, the arrival rate of jobs to the system is 60jobs/hour, while in Case 4 the
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arrival rate is 55jobs/hour. These cases were selected to show how the Drop in
Throughput (DIT) value is affected by changes in the arrival rate of jobs to the system.
Case 5 introduces dynamic resources to the system. The processing times of the
workstations are exponentially distributed. A dynamic resource operates in the system
and services workstations 2, 3 and 4. This case shows how the proposed technique can be
used when dynamic resources are present in the system. In this case, the bottleneck of the
system is the dynamic resource.
4.3.1

Case 1A
In this case, the arrival rate of jobs to the “Entry” station is at a constant of 30

jobs per hour. The processing times at each of the workstations is given in Table 4.2, e.g.
E(3) means the processing time is exponentially distributed with a mean of three minutes.
The DIT column gives the drop in throughput when the current workstation is added to
the system.
Table 4.2 Serial Production Line – Case 1A
Resource

Processing
Time (min.)

Entry
Workstation 1
Workstation 2
Workstation 3
Workstation 4

E(3)
E(5)
E(2)
E(2)

Average throughput
after processing at
workstation (jobs/hr)
30.000
20.284
12.222
12.008
12.008

DIT
9.716
8.062
0.214
0.000

Based on the processing times in Table 4.2, it is seen that Workstation 2 should be
the bottleneck of the system. However, based on the values of DIT Workstation 1 is
identified as the bottleneck. This is because the arrival rate of jobs is very high when
compared with the target throughput that can be achieved by the system considering the
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processing rate of the slowest workstation. This highlights the need for a technique to
calculate the arrival rate of jobs to a system. This is a topic for future research. The
importance of a technique for calculating the arrival rate of jobs to a system is
strengthened by Case 1B, where the bottleneck is still identified to be the first
workstation, even though the workstation with the slowest processing rate is shifted to the
end of the line.
4.3.2

Case 1B
The arrival rate of jobs to the “Entry” station is the same as in Case 1A. However,

the position of the bottleneck workstation has been shifted so that Workstation 4 is now
the bottleneck of the system. From Table 4.3 it can be seen that the proposed technique
still identifies Workstation 1 to be the bottleneck of the system. This clearly indicates
there is a flaw in the calculation of the arrival rate. Thus the technique identifies that
there is a flaw in the calculation of the arrival rate of jobs to the Entry station.
Table 4.3 Serial Production Line – Case 1B
Resource
Entry
Workstation 1
Workstation 2
Workstation 3
Workstation 4

4.3.3

Processing
Time (min.)
E(3)
E(2)
E(2)
E(5)

Average throughput
after processing at
workstation (jobs/hour)
30.000
20.284
20.282
20.264
12.048

DIT
9.716
0.002
0.018
8.216

Case 2A
In this case, jobs arrive to the system at a constant rate of 60jobs/hr. The

processing times of the workstations are assumed deterministic. From the processing
times in Table 4.4, Workstation 1 and Workstation 2 are the bottleneck workstations. The
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proposed technique correctly identifies Workstation 1 to be the bottleneck of the system.
Workstation 2 is not identified as the bottleneck because the relative DIT between
Workstation 1 and 2 is zero.
Table 4.4 Serial Production Line – Case 2A
Processing
Time (min.)

Resource
Entry
Workstation 1
Workstation 2
Workstation 3
Workstation 4

4.3.4

1.03
1.03
1
1

Average throughput
after processing at
workstation (jobs/hour)
60.000
58.250
58.250
58.250
58.250

DIT
1.750
0.000
0.000
0.000

Case 2B
Case 2B is similar in design to Case 2A, except the processing times are

exponentially distributed as is seen in Table 4.5. The proposed technique identifies
Workstation 2 to be the bottleneck of the system. Workstation 2 has a larger DIT because
of the effects of flow variability in the system. The proposed technique correctly
identifies the bottleneck of the system.
Table 4.5 Serial Production Line – Case 2B
Resource
Entry
Workstation 1
Workstation 2
Workstation 3
Workstation 4

Processing
Time (mins)
E(1.03)
E(1.03)
E(1)
E(1)

Average throughput
after processing at
workstation (jobs/hour)
60.000
58.490
54.996
54.244
53.848

DIT
0.000
1.510
3.494
0.752
0.396
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4.3.5

Case 3
In this case, jobs arrive to the Entry station at a constant rate of 60jobs/hr. The

processing times at the four workstations are indicated in Table 4.6. Based on the
processing times, Workstation 2 should be the bottleneck of the system. As is seen from
the DIT values in Table 4.6, Workstation 2 is identified as the bottleneck by the proposed
technique, thus the proposed technique correctly identifies the bottleneck of the system.
Table 4.6 Serial Production Line – Case 3

4.3.6

Resource

Processing
Time (mins)

Entry
Workstation 1
Workstation 2
Workstation 3
Workstation 4

E(1.03)
E(1.2)
E(1.03)
E(1)

Average throughput
after processing at
workstation (jobs/hour)
60.000
58.490
49.396
49.080
49.038

DIT
1.510
9.094
0.316
0.042

Case 4
In this case jobs arrive to the Entry station at a constant rate of 55 jobs/hr and the

processing times are as shown in Table 4.7. Based on the expected processing times,
Workstation 2 should be the bottleneck of the system. The DIT values obtained by using
the proposed bottleneck identification technique also identify Workstation 2 as the
bottleneck; thus the proposed technique correctly identifies the bottleneck of the system.
Table 4.7 Serial Production Line – Case 4
Resource

Processing
Time (min.)

Entry
Workstation 1
Workstation 2
Workstation 3
Workstation 4

E(1.03)
E(1.2)
E(1.03)
E(1)

Average throughput
after processing at
workstation (jobs/hour)
55.000
54.984
49.440
49.092
48.970

DIT
0.016
5.544
0.348
0.122

31
4.3.7

Serial production line with dynamic resources
As shown in Figure 4.3, four workstations are arranged in series with a buffer

between each pair of workstations. Jobs enter the system at the Entry at a constant arrival
rate of 16jobs/hour and go through a series of operations at Workstation 1, Workstation 2,
Workstation 3 and Workstation 4, before leaving the system. A job being processed at
Workstation 2 picks up a dynamic resource. The same dynamic resource stays with the
job while it is processed at Workstations 2, 3 and 4. After processing at Workstation 4,
the dynamic resource is released and it returns to Workstation 2 to pick up the next job.
There are four units of the dynamic resource in the system. Data relating to the
workstations and buffers in the serial production line are summarized in Table 4.8

Figure 4.3 Serial Production Line – with dynamic resources.
Table 4.8 Serial Production Line – Resource & buffer information
Resource
Capacity
Processing Time (min.)
Entry
Infinite
Workstation 1
1
E(3)
Buffer 1
15
Workstation 2
1
E(3.5)
Buffer 2
15
Workstation 3
1
E(2)
Buffer 3
15
Workstation 4
1
E(2)
The serial production line is analyzed using the proposed bottleneck identification
technique, using the following steps:
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Step 1 - Only the Entry and Workstation 1 are taken into consideration in the
simulation model. The jobs are routed to exit the system after they have completed
processing at Workstation 1. The throughput of this reduced production line is noted. The
Drop in Throughput (DIT) between the Entry and Workstation 1 is noted.
Step 2 - Buffer 1 and Workstation 2 are added to the model logic in Step 1. The
dynamic resource is not picked up by the job at this time. The jobs are routed to exit the
system after processing at Workstation 2. The throughput of this abbreviated production
line is determined, compared to the throughput obtained in Step 1, and the DIT is
calculated.
Step 3 - Buffer 2 and Workstation 3 are added to the existing model in Step 2. The
jobs are routed to exit the system after processing at Workstation 3. The throughput of
this reduced system is noted and compared with that obtained in Step 2. The DIT is
calculated.
Step 4 - Buffer 3 and Workstation 4 are added to the existing model in Step 3. At
this point, the entire system (except the dynamic resource) has now been taken into
consideration. Again the throughput after processing at Workstation 4 is calculated and
compared with that obtained in Step 3. The DIT is calculated.
Step 5 – The four dynamic resources are now added to the system. A dynamic
resource is picked up by a job at Workstation 2 and remains with the job until completion
of processing at Workstation 4. The dynamic resource is then released and returns to
Workstation 2 to pick up the next job. The throughput of this system is determined by
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running the simulation and is compared with that obtained in Step 4. The DIT is
calculated and tabulated in Table 4.9.
Step 6 - The DIT obtained in steps 1, 2, 3, 4 and 5 are compared with each other
and the highest value of DIT is identified.
Table 4.9 Serial Production Line: Throughput Tracking
Average throughput after
Drop in Throughput
processing at the
Resource
(DIT)
workstation (parts/hr)
Entry
16.000
0.014
Workstation 1
15.986
0.018
Workstation 2
15.968
0.000
Workstation 3
15.968
0.004
Workstation 4
15.964
4 dynamic
0.968
14.996
resources
10 dynamic
0.004
15.960
resources
As can be seen in Table 4.9, addition of the four dynamic resources to the system
results in the largest DIT. Thus, it is concluded that the dynamic resource is the
bottleneck of the system.
The proposed technique is now compared with the percentage utilization
technique. ProModel’s output data is used to identify the bottleneck of the system. Since
ProModel considers blocking to be a part of the percentage utilization of a workstation, it
is necessary to calculate the actual utilization of each workstation by taking the sum of
percentage operation, percentage setup and percentage down, as specified in equation 3.2.
In the model being considered, the workstation percentage states as indicated by
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ProModel’s output are shown in Table 4.10. The percentage states of the dynamic
resource are shown in Table 4.11
Table 4.10 Workstation states for serial production line
W/S

%
Operation

%
Setup

% Idle

%
Waiting

%
Blocked

%
Down

1
2
3

74.20
86.95
50.08

0.00
0.00
0.00

0.00
0.01
49.92

0.00
13.03
0.00

25.80
0.00
0.00

0.00
0.00
0.00

4

49.71

0.00

50.29

0.00

0.00

0.00

% Utilization
Eqn.
ProModel
3.2
74.20
100
86.95
99.98
50.08
50.08
49.71
49.71

Table 4.11 Dynamic resource states for serial production line

Resource

% In
Use

%
Travel
to Use

%
Travel
to
Park

%
Idle

%
Down

%
Utilization
(Eqn. 3.3)

%
Utilization
(ProModel)

Dynamic
Resource

65.56

0.42

1.66

32.37

0.00

65.98

65.98

Based on the information in Table 4.10 and Table 4.11 and using equation 3.2, the
bottleneck station of the serial production line is Workstation 2. This is different from
that identified by the proposed bottleneck identification technique, which indicates that
the dynamic resource is the bottleneck of the system.
In order to see if the percentage utilization technique identified the correct
bottleneck, the number of units of the dynamic resource was increased to 10 and the drop
in throughput is checked. As indicated in Table 4.9 the throughput obtained with ten
dynamic resources in the system is 15.960. This results in a DIT value of just 0.004,
which is less than the DIT value with four dynamic resources in the system. This
reinforces the findings of the throughput-based bottleneck identification technique. This
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also draws attention to the fact that the percentage utilization technique may not be as
accurate in finding the bottleneck of a system when both dynamic and static resources are
to be considered.

4.4

Split/Join production system
The serial production line is modified, as shown in Figure 4.4, to include a split or

division of a job into two components. Each component then undergoes processing
through two different parallel routings consisting of different workstations. At the end of
their processing through the different routes, the two components are joined with each
other before leaving the system.

Figure 4.4 Split/Join Production system.
In this model, raw material enters the system and undergoes its first processing
operation at Workstation 1. At Workstation 1, the raw material is separated into two
components (e.g. Part_A and Part_B). Part_A then undergoes processing through the
Workstation 2, Workstation 3, and finally Workstation 6, where it waits to be paired with
a corresponding Part_B. Part_B on the other hand is processed through Workstations 4
and 5 before being sent to Workstation 6. At Workstation 6 it is paired with Part_A and
then sent to Workstation 7. After processing at Workstation 7, Part_A and Part_B are
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together routed to exit the system as a single entity. Data for the workstations and buffers
are summarized in Table 4.12. The arrival rate of jobs to the system is 20jobs/hour.

Resource
Entry
Workstation 1
Buffer 1
Workstation 2
Buffer 2
Workstation 3
Buffer 3
Workstation 4
Buffer 4
Workstation 6
Buffer 5
Workstation 5
Buffer 6
Buffer 7
Workstation 7

Table 4.12 Split/Join Production system
Capacity
Processing Time (min.)
Infinite
1
E(3)
15
1
E(2)
15
1
E(5)
15
1
E(2)
15
1
E(2)
15
1
E(2)
15
15
1
E(2)

The analysis of the Split/Join production line is highlighted in the following steps:
Step 1 - Only the Entry and Workstation 1 are taken into consideration. After
processing at Workstation 1, the job is routed to exit the system. The throughput of this
reduced production line is noted. This gives the throughput of Workstation 1, when not
affected by downstream blocking.
Step 2 - At Workstation 1, the job is split into two components (Part_A and
Part_B). These components travel along different branches of the system, but finally join
back together at the Workstation 6. Instead of testing the throughput at every Workstation
along each branch, a short-cut technique is applied to the bottleneck identification
methodology. It is sufficient to identify the throughput after processing at Workstation 6.
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This gives the drop in throughput across the two branches. Hence, both branches of the
system are taken into consideration and the jobs are routed to exit after processing at
Workstation 6. The throughput of this reduced production line is noted. It is now
compared with the throughput obtained in Step 1. The Drop in Throughput (DIT) is
calculated.
Step 3 - Next, Buffer 7 and Workstation 7 are taken into consideration and after
processing at Workstation 7, the job is routed to exit the system. The throughput after
Workstation 7 is noted and the DIT is calculated. With this, the entire system has been
analyzed in a rough-cut approach for determining the DIT across Workstations, as shown
in Table 4.13.
Table 4.13 Job Split Line: Throughput Tracking (Rough cut)
Average throughput after
Drop in Throughput
processing at the
Resource
(DIT)
Workstation (parts/hr)
Entry
20.00
Workstation 1
19.93
0.07
Workstation 6
12.03
7.90
Workstation 7
12.02
0.01
Step 4 - Since the largest drop in throughput occurs between Workstations 1 and
6, it is necessary to work backwards from Workstation 6 to identify the workstation in
either branch that causes the largest drop in throughput. This is done by first ignoring one
branch and testing the throughput of the other. In this step, the branch for Part_B is
ignored and only the Part_A branch is tested (i.e. the throughput is calculated taking only
Workstation 1, Workstation 2, Workstation 3 and the corresponding buffers into
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consideration). The throughput at the end of Workstation 3 is observed. This throughput
is compared with the throughput after Workstation 1 to calculate the DIT.
Step 5 - In this step, the Part_A branch is ignored and only the Part_B branch is
considered. Thus in this reduced system Workstation 1, Workstation 4, Workstation 5
and corresponding buffers are analyzed. The throughput at the end of Workstation 5 is
observed and compared with the throughput after Workstation 1 to calculate the DIT. The
DIT values obtained from steps 4 and 5 are shown in Table 4.14
Table 4.14 Split/Join Line: Throughput Tracking
Drop in Throughput
Average throughput after
compared with
processing at the
Resource
Workstation 1 (DIT)
Workstation (parts/hr)
Workstation 3
12.01
7.92
Workstation 5
19.67
0.26
Workstation 2
19.93
0.00
As is seen in Table 4.14, the drop in throughput is larger across the Part_A branch
(i.e., the comparison between Workstations 3 and 1). Thus it is concluded that the
bottleneck station must be on the Part_A branch of the system. Hence further throughput
analysis is performed on this branch, working backwards until such time as the bottleneck
in the line has been identified.
Step 6 - Moving backwards in the identification process, from Workstation 3
towards Workstation 1, the next workstation to be analyzed is Workstation 2.
Considering only the Part_A branch, the entities are routed to exit the system after
processing at Workstation 2. At this point, Workstation 1, Buffer 1 and Workstation 2 are
considered. The throughput obtained at the exit of Workstation 2 is 19.93parts/hour.
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When compared to the throughput at the end of Workstation 1, the DIT is 0.00 parts/hour
(refer to Table 4.14). This leads to the conclusion that the maximum drop in throughput
occurs when Workstation 3 is added to the system, thus Workstation 3 is identified as the
bottleneck station.
For the Split/Join model, the workstation state percentages from ProModel’s
output report are shown in Table 4.15. It is seen from the output and based on equation
(3.2) that Workstation 3 is the bottleneck station. This is the same as that identified by the
proposed bottleneck identification technique.
Table 4.15 Workstation states for Job split model

4.5

W/S

%
Operation

1
2
3
4
5
6
7

59.73
40.13
99.96
39.70
40.20
40.16
40.17

%
% Idle
Setup
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
27.95
0.04
1.52
0.24
59.68
59.83

%
Waiting

%
Blocked

%
Down

0.00
0.00
0.00
0.00
0.00
0.14
0.00

40.27
31.92
0.00
58.79
59.56
0.02
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00

%
Utilization
Eqn. 3.2
59.73
40.13
99.96
39.70
40.20
40.16
40.17

Conditional branching production system:
As shown in Figure 4.5, a job that has finished processing at Workstation 1 is

routed to a separate line based on a probabilistic rule. In this case, after processing at
Workstation 1, 90% of the jobs are sent to Workstation 2 for processing, while 10% are
sent to Workstation 4. Data relating to the workstations and buffers in the conditional
branching production system are summarized in Table 4.16. The arrival rate of jobs to the
system is 20jobs/hour.
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Figure 4.5 Conditional Branching Production System
Table 4.16 Conditional Branching Production System
Resource
Capacity
Processing Time (min.)
Entry
Infinite
Workstation 1
1
E(3)
Buffer 1
15
Workstation 2
1
E(2)
Buffer 2
15
Workstation 3
1
E(5)
Buffer 3
15
Workstation 4
1
E(2)
Buffer 4
15
Workstation 6
1
E(2)
Buffer 5
15
Workstation 5
1
E(2)
Buffer 6
15
Buffer 7
15
Workstation 7
1
E(2)
The steps followed during the analysis of the conditional branching system are as
follows:
Step 1 - To begin the analysis, only the Entry and Workstation 1 are taken into
consideration. After processing at Workstation 1, the jobs are routed to exit the system.
The throughput of this reduced production line is noted. This gives the throughput of
Workstation 1, when not affected by downstream blocking.
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Step 2 - After tracking the throughput in Step 1, the processing is modified so that
both branches of the system are taken into consideration. Thus the model in Step 1 is
expanded to include the two parallel routes. The throughput after processing at
Workstation 6 is monitored and compared to the throughput obtained in Step 1; the DIT
is calculated.
Step 3 - Buffer 7 and Workstation 7 are added to the system in Step 3. The
throughput after processing at Workstation 7 is observed. This gives the throughput of the
entire system. It is now compared with the throughput obtained in Step 2. The DIT is
calculated; their values are tabulated in Table 4.17
Table 4.17 Conditional Branching Production system: Rough-cut throughput tracking
Average throughput
Drop in Throughput
after processing at the
Resource
(DIT)
Workstation (parts/hr)
Entry
20.00
Workstation 1
19.93
0.07
Workstation 6
13.30
6.63
Workstation 7
13.30
0.00
Step 4 - The largest drop in throughput is between Workstation 1 and 6.
Therefore, it is necessary to work backwards from Workstation 6 to identify the
workstation in either branch that causes the largest drop in throughput. This is done by
routing jobs to exit the system after processing at Workstation 5 and Workstation 3,
respectively. In this Step only the branch consisting of Workstations 2 and 3 is taken into
service. Jobs going to the branch consisting of Workstations 4 and 5, are routed to exit
the system after processing at Workstation 1. In the branch consisting of Workstations 2
and 3, once a job has finished processing at Workstation 3, it is routed to exit the system.
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The throughput of Workstation 3 is monitored. For a Conditional Branching Production
system, each branch needs to be compared with the expected throughput based on the
percentage of parts that are expected to be sent down that route. Since 90% of the jobs
finishing processing at Workstation 1 are sent to Workstation 2, the expected throughput
of the branch consisting of the Workstations 2 and 3 should be 20x0.90 = 18. It is seen
that the throughput at the end of Workstation 3 is 12jobs/hour. This results in a DIT of
6jobs/hr in the branch.
Step 5: In this step, only the branch consisting of Workstations 4 and 5 is taken
into service. Jobs going to the branch consisting of Workstations 2 and 3 are routed to
exit after processing at Workstation 1. In this case, since 10% of the jobs are sent to the
branch consisting of Workstations 4 and 5, the expected throughput of this branch is
20x0.1 = 2. The throughput at the end of Workstation 5 is observed. The throughput of
this branch is noted in Table 4.18 to be 1.98jobs/hour. This results in a DIT of
0.02jobs/hour in this branch.
Table 4.18 Conditional Branching Production system: throughput tracking
Drop in Throughput
Expected
Average throughput
compared with the
after processing at the Throughput
Resource
ET of the branch
(ET)
Workstation (parts/hr)
Workstation 3
12.00
20x0.9 = 18
6.00
Workstation 5
1.98
20x0.1 = 2
0.02
Step 6 - From Table 4.18, the largest drop in throughput, when compared to
expected throughput in the branch, occurs between Workstations 1 and 3. Thus, it is
concluded that the branch consisting of Workstations 2 and 3 need to be investigated
further.
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Step 7 - The route consisting of Workstations 4 and 5 is ignored. After processing
at Workstation 1, the jobs are routed to Workstation 2 and after processing at
Workstation 2 they are routed to exit the system. This gives the unrestricted throughput
of Workstation 2. The throughput is noted and it is compared with the expected
throughput of the branch, which is 20x0.9 = 18. After running the simulation for this
reduced system, the throughput at the end of Workstation 2 was found to be
17.95jobs/hour. Thus there is a 0.05 DIT after processing at Workstation 2. This indicates
that the largest DIT occurs when Workstation 3 is added to this branch and this also
results in the largest overall DIT in the system. It is thus concluded that workstation 3 is
the bottleneck of the system.
The output report from ProModel is summarized in Table 4.19 for the seven
workstations.
Table 4.19 Workstation states for Conditional Branching model
W/S
1
2
3
4
5
6
7

%
%
Operation Setup
66.35
40.13
100.00
4.35
4.45
44.72
44.52

0.00
0.00
0.00
0.00
0.00
0.00
0.00

%
Idle

%
Waiting

%
Blocked

0.00
0.25
0.00
95.65
95.55
55.16
55.48

0.00
0.00
0.00
0.00
0.00
0.00
0.00

33.65
59.63
0.00
0.00
0.00
0.12
0.00

%
%
Utilization
Down
(Eqn. 3.2)
0.00
66.35
0.00
40.13
0.00
100.00
0.00
4.35
0.00
4.45
0.00
44.72
0.00
44.52

Based on the results in Table 4.19 and equation (3.2), it is seen that Workstation 3
is the bottleneck. The proposed technique also identifies Workstation 3 as the bottleneck
of the system.
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4.6

Rework/Feedback Production System:
As shown in Figure 4.6, the workstations in this example model are arranged in

series.
However, at workstation 5, 90% of jobs exit the system and the remaining 10%
jobs are sent back to Buffer 3 and then to Workstation 4 for rework. Data relating to the
workstations and buffers are summarized in Table 4.20. The arrival rate of jobs to the
system is 20jobs/hour.

Figure 4.6 Rework/Feedback Production System
Table 4.20 Rework/Feedback Production System
Resource
Capacity
Processing Time (min.)
Entry
Infinite
Workstation1
1
E(3)
Buffer 1
15
Workstation 2
1
E(2)
Buffer 2
15
Workstation 3
1
E(5)
Buffer 3
15
Workstation 4
1
E(2)
Buffer 4
15
Workstation 5
1
E(2)
The steps followed in the analysis of the Rework/Feedback production system
are:
Step 1 - The Entry and Workstation 1 are taken into consideration. After
processing at Workstation 1, the jobs are routed to exit the system and the throughput of
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this reduced production line is noted. This gives the throughput of Workstation 1 when
not affected by downstream blocking.
Step 2 - After tracking the throughput in Step 1, the processing is modified so as
to include Buffer 1 and Workstation 2. The jobs are routed to exit the system after
processing at Workstation 2. The throughput of this reduced production line is noted and
compared to the throughput obtained in Step 1; the Drop in Throughput (DIT) is
calculated.
Step 3 - Buffer 2 and Workstation 3 are now considered. Jobs are routed to exit
the system after processing at Workstation 3. The throughput of the system up to this
point is noted by running the simulation. This throughput is compared with that obtained
in Step 2 and the Drop in Throughput (DIT) is calculated.
Step 4 - Buffer 3 and Workstation 4 are taken into consideration. Jobs are routed
to exit the system after processing at Workstation 4. The throughput of the system up to
this point is noted. This throughput is then compared with that obtained in Step 3. The
Drop in Throughput (DIT) is calculated.
Step 5 - Buffer 4 and Workstation 5 are added. Jobs are routed to exit the system
after processing at workstation 5. The throughput of the system up to this point is noted.
This throughput is compared with that obtained in Step 4. The Drop in Throughput (DIT)
is calculated. Since workstation 5 is the last workstation in the model, no further stations
need be added in order to track the bottleneck. All the DIT values have been tabulated in
Table 4.21.
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Table 4.21 Rework system bottleneck tracking
Average throughput after
Drop in Throughput
processing at the
Resource
(DIT)
Workstation (parts/hr)
Entry
20.000
Workstation 1
19.930
0.070
Workstation 2
19.928
0.002
Workstation 3
12.012
7.916
Workstation 4
12.008
0.004
Workstation 5
12.006
0.002
Step6 - The DIT values are compared with each other. From Table 4.21, the
largest Drop in Throughput is when Workstation 3 is added to the system; thus it can be
concluded that Workstation 3 is the bottleneck of the system.
The output report from ProModel is summarized for the five workstations in
Table 4.22
Table 4.22 Workstation states for rework system
W/S

%
Operation

%
Setup

%
Idle

%
Waiting

%
Blocked

%
Down

1
2
3

59.71
40.13
100.00

0.00
0.00
0.00

0.00
0.00
0.00

40.29
59.84
0.00

0.00
0.00
0.00

4

44.13

0.00

0.00

0.08

0.00

5

44.82

0.00

0.00
0.03
0.00
55.7
9
55.1
8

0.00

0.00

0.00

%
Utilization
(Eqn. 3.2)
59.71
40.13
100.00
44.13
44.82

Based on the results in Table 4.22 and equation (3.2), it is seen that workstation 3
is the bottleneck. The proposed bottleneck tracking technique also identifies workstation
3 as the bottleneck of the system.

47
4.7

Process for applying the throughput-based bottleneck identification
procedure
This section summarizes the processes for applying the bottleneck identification

technique developed in this thesis. These are the processes followed in the examples in
the previous and subsequent sections.
4.7.1

Serial production line
1. Workstations are added one at a time to the simulation model, beginning
with the first workstation and ending with the last workstation in the
system.
2. Throughput and DIT values are determined after the addition of each
downstream workstation to the line.

4.7.2

Split/Join production lines
1. Workstations are added one at a time to the simulation model, as in the
case of the serial line, up to and including the workstation at which the
split takes place. Throughput and DIT values are determined after the
addition of each workstation up to and including the workstation at which
the split takes place.
2. All branches between the Split and Join workstations are added to the
simulation model simultaneously (in a single step); i.e., the next
workstation at which throughput is calculated is the workstation at which
the join operation takes place.
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3. Workstations downstream of the Join workstation are added to the
simulation model one at a time and throughput and DIT values are
determined at each step, until all workstations have been included in the
model.
4. The throughput of the workstations between the Split and Join
workstations are calculated only if the largest DIT value occurs between
the Split and Join workstations.
a. The analysis of the branches begins by identifying the branch
that causes the largest drop in throughput. This requires that
branches be added to the model one at a time. Jobs going to
other branches are routed to exit the system.
b. For the branch that is kept in service, jobs are routed to exit
the system after processing at the workstation immediately
upstream to the Join workstation. The DIT between the Split
and this workstation is calculated.
c. Similarly, the next branch is taken into service while the others
are removed. The analysis is performed identically to step (b).
The procedure is continued until all branches have been
analyzed.
d. The branch with the largest DIT value is identified. It is
analyzed further to identify the workstation that causes the
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largest drop in throughput, by using the same rules as in the
Serial case.
4.7.3

Conditional branching production lines with merge
For a system possessing conditional branching with a subsequent merge, the

production system can be analyzed using the same rules as in the “Split/Join line”. The
only difference in this case from the Split/Join case is that, if each branch needs to be
tested, the DIT would be calculated by comparing the actual throughput (.i.e. the
throughput at the end of the line) of that branch against the target throughput set out by
the split condition at the Split workstation. This target may for example be set by a
condition at the Split workstation which says that 90% of the jobs are to be routed down
one branch while 10% are to be routed down the other branch.
4.7.4

Conditional branching production lines without merge
1. The production line is analyzed using the same rules as in the Serial or
Split/Join line, up to and including the workstation at which the
conditional branching occurs.
2. After processing at the branching workstation, only one entire branch is
kept in service. Jobs going to other branches are routed to exit the system.
All workstations in this active branch are taken into service in one step.
The DIT between the Conditional Branching workstation and the last
workstation in this active branch is determined in a single step.

50
3. Similarly, the next entire branch is taken into service, and jobs going to
other branches are routed to exit instead. The DIT across this entire active
branch is calculated. The procedure is repeated until the DIT values of all
the branches have been analyzed.
4. The branch with the largest DIT value is analyzed further to identify the
workstation causing the largest drop in throughput.
4.7.5

Rework production lines
1. The rules applicable for the rework line are the same as those in the serial
line.
2. If a split/join or conditional branching with merge occurs in the line, then
the split/join or conditional branching with merge rules apply for that
portion of the line.
3. If a conditional branching without merge occurs in the line, then the
conditional branching without merge rules apply to the line.

4.7.6

Dynamic resources in a production system
1. Remove all dynamic resources.
2. Follow the appropriate process described above until all workstations
served by the dynamic resource are in the model.
3. Add dynamic resource.
4. Continue above process until all dynamic resources are considered.
An example of this case is seen in Sections 4.3.7 and 4.9.
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4.8

Description of the complex assembly-line model
The approach is applied to a complex model - an assembly line of an automobile

manufacturing plant; the layout of the assembly-line is shown in Figure
4.7.
NET 1

F 2.2

F 2.1

NET 4 & 5

Workstation 2
F 1.2

Workstation 1

F 7.4.2

F 1.1

Workstation 3

F 7.3.2

Workstation 4
ENTRY
F 7.4.1

Operational Capacity = 25

F 7.3.1

Workstation 5

Workstation 7 (13 stages)
Workstation 6 (13 stages)

NET 2
Operational Capacity = 87
Workstation 8 (15 stages)

NET 3

Operational Capacity = 115

Workstation 9

F 10.11

F 10.9

Repair

F 10.7

F 10.5

F 10.3

F 10.1

F 10.4

F 10.2

Workstation 10

F 10.12

F 10.10

F 10.8

F 10.6

Exit

Figure 4.7 Layout of complex assembly-line model.
Jobs enter the system at the Entry, in the Net 1 box in the upper section of the
figure. Jobs are then transferred to Workstation 1, which has two feeder lines (F1.1 and
F1.2). Either F1.1 or F1.2 will send a component to Workstation 1 depending on the type
of job currently being processed at Workstation 1. The component is attached to the part
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at Workstation 1 and one unit of a Net 1 carrier is utilized to transfer parts to Workstation
2 on a conveyor.
At Workstation 2, there are two feeder lines (F2.1 and F2.2); either F2.1 or F2.2
sends a component to Workstation 2 depending on the type of part being processed at
Workstation 2. After completion of the processing at Workstation 2, the same Net 1
carrier transfers the assembly to Workstation 3 on a conveyor.
At Workstation 3, either F3.1 or F3.2 sends a component to Workstation 3 based
on the type of job being processed. Upon completion of processing at Workstation 3, the
same carrier transfers the assembly to Workstation 4.
At Workstation 4, the Net 1 carrier is freed and the assembly is transferred to a
unit of a Net 2 carrier. The freed Net 1 carrier returns to Workstation 1 to pick-up the
next job, while the assembly which was transferred to the Net 2 carrier is now moved to
Workstation 5 on a conveyor.
There are a maximum number of empty carriers that can be accommodated on the
return segment between Workstation 4 and Workstation 1. If the capacity of this return
segment is reached, then the empty Net 1 carriers will cause Workstation 4 to become
blocked. This in turn will result in the line upstream of Workstation 4 to be blocked.
After processing at Workstation 5, the same unit of the Net 2 carrier transfers the
assembly to Workstation 6 on a conveyor. Workstation 6 has thirteen stages. All thirteen
stages have the same cycle-time. After the specified cycle-time, each assembly is
transferred downstream one stage. All the stages also have the same downtime
distribution. Failure of a single stage causes the entire Workstation 6 to fail.
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After processing through the thirteen stages of Workstation 6, the same unit of
Net 2 carrier transfers the assembly to Workstation 7 on a conveyor. Workstation 7 has
thirteen stages. All thirteen stages have the same cycle time. Workstation 7 operates in a
similar fashion to Workstation 6. All the stages of Workstation 7 have the same
downtime distribution. Failure of a single stage causes the entire Workstation 7 to fail. In
addition, stage 3 of Workstation 7 has two feeder lines (F7.3.1 and F7.3.2). A component
is sent from one of the feeder lines based on the type of assembly being processed at
stage 3 of Workstation 7. Also, stage 4 has two feeders (F7.4.1 and F7.4.2). A component
is sent from one of the feeder lines based on the type of assembly being processed at
stage 4 of Workstation 7.
After processing through the thirteen stages of Workstation 7, the same unit of
carrier transfers the assembly to Workstation 8. Workstation 8 consists of fifteen stages.
All fifteen stages have the same cycle-time. Workstation 8 operates similar to
Workstations 6 and 7. All the stages of Workstation 8 have the same downtime
distribution. Failure of a single stage causes the entire Workstation 8 to fail.
After processing though the fifteen stages of Workstation 8, the same unit of Net
2 carrier transfers the assembly to Workstation 9. At Workstation 9, the Net 2 carrier is
released and the assembly is transferred onto a unit of Net 3 carrier. The freed unit of Net
2 carrier returns to Workstation 5 to pickup the next assembly. The Net 3 carrier
transports the assembly it received at Workstation 9 on a conveyor to Workstation 10.
As the assembly moves on the conveyor representing Workstation 10, there are
different feeder lines which send parts to Workstation 10 based on the type of assembly
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being processed at Workstation 10. After completion of processing at Workstation 10, the
assembly either exits the system or if necessary, goes to a repair booth. For the
assemblies that go to the repair booth, once the necessary repair has been performed, they
exit the system.
Additional information relating to the processing times and downtime
distributions of the various workstations are provided as Appendix.

4.9

Analysis of complex assembly-line model
The complex assembly-line model (described above and illustrated in Figure 4.7)

is analyzed using the proposed bottleneck identification technique. In each step of the
analysis process, the simulation is run for a warm-up time of 400 hours and a simulation
runtime of 1000 hours (Refer Appendix). Ten replications are performed in each step.
Analysis of the complex assembly-line is explained below, and the DIT values are
tabulated in Table 4.23
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Table 4.23 Complex assembly-line DIT (Drop in Throughput) analysis
Average throughput after
Drop in
processing at the
Step
Resource
Throughput (DIT)
Workstation (parts/hr)
Entry
52.00
1
Workstation 1
51.931
0.069
2
Workstation 2
51.929
0.002
3
Workstation 3
51.929
0.000
4
Workstation 4
51.928
0.001
5
With Net 1 pallets
51.928
0.000
6
Workstation 5
51.925
0.003
7
Workstation 6
51.924
0.001
8
Workstation 7
51.796
0.128
9
Workstation 8
51.098
0.698
10
Workstation 9
51.097
0.001
11
With Net 2 pallets
49.758
1.339
12
Workstation 10
49.757
0.001
13
With Net 3 pallets
49.757
0.000
Full Model (Without
14
51.085
Net 2 pallets)
Step 1 - The analysis begins by considering only the Entry and Workstation 1.
The Net 1 carriers are not used; they will be taken into consideration only after all
workstations in Net 1 are taken into service. Jobs are routed to exit the system after
processing at Workstation 1. The throughput of this reduced production line is noted.
This gives the throughput after Workstation 1, when not affected by downstream
blocking. The DIT between the Entry and Workstation 1 is calculated and noted in Table
4.23.
Step 2 – Next Workstation 2 is taken into consideration. At this point the reduced
system consists of the Entry, Workstation 1 and Workstation 2. After processing at
Workstation 2, the jobs are routed to exit the system. The simulation is run for this
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reduced system and the throughput is noted. The DIT between Workstation 1 and
Workstation 2 is calculated and noted in Table 4.23.
Step 3 – The model in Step 2 is modified so that Workstation 3 is taken into
consideration. Jobs are now routed to exit the system after processing at Workstation 3.
The throughput of this reduced system is noted. The DIT between Workstation 2 and
Workstation 3 is calculated and noted in Table 4.23.
Step 4 – The model in Step 3 is modified so that Workstation 4 is taken into
consideration. Jobs are now routed to exit the system after processing at Workstation 4.
The throughput of this reduced system is noted. The DIT between Workstation 3 and
Workstation 4 is calculated and noted in Table 4.23.
Step 5 – The model in Step 4 is now modified so that Net 1 carriers are taken into
consideration. Each job entering the system picks up a Net 1 carrier at Workstation 1 and
travels with the carrier through to Workstation 4. At Workstation 4, the carrier is released
and it returns to Workstation 1 to pick-up the next job. The simulation is run for the
specified number of replications and the throughput is noted. The DIT over the
throughput value calculated in Step 4 is noted and tabulated in Table 4.23.
Step 6 - The model in Step 5 is modified so that Workstation 5 is also taken into
consideration. Jobs are now routed to exit the system after processing at Workstation 5.
The throughput of this reduced system is noted. The DIT over the throughput value
calculated in Step 5 is noted and tabulated in Table 4.23.
Step 7 - The model in Step 6 is modified so that Workstation 6 is taken into
consideration. Workstation 6 consists of thirteen stages. Jobs are now routed to exit the
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system after processing at the thirteenth stage of Workstation 6. The throughput of this
reduced system is noted. The DIT over the throughput value calculated in Step 6 is noted
and tabulated in Table 4.23.
Step 8 - The model in Step 7 is modified so that Workstation 7 is taken into
consideration. Workstation 7 consists of thirteen stages and also two sub-feeder lines.
Jobs are now routed to exit the system after processing at the thirteenth stage of
Workstation 7. The throughput of this reduced system is noted. The DIT over the
throughput value calculated in Step 6 is noted and tabulated in Table 4.23.
Step 9 – The model in Step 8 is modified so that Workstation 8 is taken into
consideration. Workstation 8 consists of fifteen stages. Jobs are routed to exit the system
after processing at the fifteenth stage of Workstation 8. The throughput of this reduced
system is noted. The DIT over the throughput value calculated in Step 8 is noted and
tabulated in Table 4.23.
Step 10 – The model in Step 9 is modified so that Workstation 9 is taken into
consideration. Jobs are routed to exit the system after processing at Workstation 9. The
throughput of this reduced system is noted. The DIT over the throughput value calculated
in Step 9 is noted and tabulated in Table 4.23.
Step 11 – The model in Step 10 is modified so that Net 2 carriers are taken into
consideration. A job picks up a Net 2 carrier at Workstation 5. The pallet transports the
job from one workstation to the next, through to Workstation 9. At Workstation 9, the
carrier is released to return to Workstation 5 and pick the next job. Jobs are routed to exit
the system after processing and releasing the Net 2 carrier at Workstation 9. The
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throughput of this reduced system is noted. The DIT over the throughput value calculated
in Step 10 is noted and tabulated in Table 4.23.
Step 12 – The model in Step 11 is modified so that Workstation 10 is taken into
consideration. Jobs do not pickup the Net 3 carriers at Workstation 9 until Workstation
10 has been analyzed without the carriers. Jobs are routed to exit the system after
processing at Workstation 10. The throughput of this reduced system is noted. The DIT
over the throughput value calculated in Step 11 is noted and tabulated in Table 4.23.
Step 13 – The model in Step 12 is modified so that Net 3 carriers are taken into
consideration. A job picks up a Net 3 carrier at Workstation 9. The carrier transports the
job to Workstation 10. After processing at Workstation 10, the carrier is released to return
to Workstation 9 and pick the next job. Jobs are routed to exit the system after processing
and releasing the Net 3 carrier at the Exit station. The throughput of this system is noted.
The DIT over the throughput value calculated in Step 12 is noted and tabulated in Table
4.23.
Based on the data in Table 4.23, since the largest DIT occurs when the Net 2
carriers are taken into consideration, Net 2 carriers are the bottleneck of the system.
For verification, the system was modeled with the Net 2 carriers removed; this
resulted in an increase in throughput of 1.328jobs/hr. This is close to the DIT value for
Step 11 in Table 4.23 which reinforces the fact that the Net 2 carriers are causing a major
drop in the throughput of the system. This drop in throughput could be due to logical
operations of the carriers, such as blocking on the empty return loop.
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If the percentage utilization technique is applied as derived from ProModel output
and summarized in Table 4.24 and Table 4.25, Net 1 carriers would be considered the
bottleneck of the system. However, these do not cause a drastic drop in throughput when
added to the system.
The bottleneck identification technique developed in this thesis identifies the
static or dynamic resource which has the largest effect on slowing down the pace of a
production line. As seen in the complex model, this is not always easy to identify using
the percentage utilization technique.

Resource
Net 1 carriers
Net 2 carriers
Net 3 carriers

Table 4.24 Carrier States by Percentage
%
%
%
%
% In
Travel
Travel
Idle
Down
Use
To Use To Park
85.54
1.49
6.86
6.11
0.00
82.92
0.22
8.69
8.17
0.00
19.22
0.00
2.10
78.68
0.00

% Utilization
(Eqn. 3.4)
87.03
83.14
19.22

Table 4.25 Workstation States by Percentage
Workstation

%
Operation

%
Setup

6
7
8

67.88
68.04
67.89

0.00
0.00
0.00

%
%
%
%
Utilization
Waiting Blocked Down
(Eqn. 3.2)
13.69
0.00
14.74
3.68
71.56
5.18
9.22
1.71
15.85
83.89
19.30
0.00
0.80
12.02
79.91
%
Idle

CHAPTER V
CONCLUSIONS AND FUTURE RESEARCH

The analyses performed in previous chapters on the proposed bottleneck
identification technique prove that the technique functions very well at identifying the
bottleneck of a system. The following sections conclude this thesis by presenting the
advantages of the proposed technique and also identifying its less favorable aspects. Later
in this chapter, a section on topics for future research is also presented.

5.1

Conclusions
As part of the conclusions to this research, the advantages and less favorable

aspects of the proposed technique are presented in the following sub-sections.
5.1.1

Advantages of throughput-based bottleneck identification technique
The advantages of using the throughput-based technique for identifying the

bottleneck in a production system are as follows:


The most significant advantage of the proposed technique is its ability to
identify the bottleneck in systems that have both static and dynamic
resources. The percentage utilization technique clearly fails to correctly
identify the bottleneck in a system consisting of static and dynamic
resources

as

shown

in
60

sections

4.3.7

and

4.9.
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This technique eliminates the inconsistency in the definition of percentage
utilization of a workstation. As seen in the literature, there is an
inconsistency in defining the states of a workstation that contribute to its
percentage utilization. Very often, the “blocked” state of a workstation is
considered a part of its utilization.



Since most of the literature indicates that the parameter most affected by
the presence of a bottleneck in the system is its throughput, it is better if a
close watch is kept on the throughput of workstations in the system. The
proposed bottleneck identification technique does exactly that by keeping
track of the throughput of every workstation in the system. The throughput
of a workstation directly reflects on the capability of the workstation to
meet market demand. Responsiveness to market demand is the primary
objective in a manufacturing environment.



The throughput-based bottleneck tracking technique requires less
programming skill when compared with the techniques highlighted in [2]
and [9].



Bottleneck identification techniques like the DT-BN indicator can be used
to identify bottlenecks only in serial production lines with unreliable
(Markovian) workstations. However, the proposed technique can be used
to identify bottlenecks in most any type of production system, with
Markovian or Bernoulli workstations.
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The Average Active Duration technique can be used only if the simulation
package being used to analyze the system actually keeps track of the
duration of time that the workstations spend in various states. ProModel
however keeps track of the percentage of time the workstations spend in
various states. The bottleneck tracking technique developed in this thesis
tracks the throughput at the different locations and hence can be used with
almost any simulation package after writing a few statements of code for
throughput calculation.

5.1.2

Drawbacks of the throughput-based bottleneck identification technique
Some of the drawbacks of the throughput based bottleneck identification

technique are:


It is an intrusive technique. To calculate the throughput of each
workstation in the system, the user would need to modify the routing of
the system, so as to ensure that the workstation being tested is not blocked
by a slower downstream workstation. This can be overcome by
automation of the technique. An automation approach is presented in
Section 5.2.4.



The analyst can use a rough-cut analysis to reduce the number of
experiments that need to be performed. Examples of the rough-cut
approach are seen in the split/join and conditional branching lines.
However, there is no standard approach for the rough-cut analysis.
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In conclusion, this technique may be very tedious to use for identifying
bottlenecks of simple systems. The technique however performs very well and is highly
recommended for use in more complex systems. It is proved in this thesis that in systems
consisting of static and dynamic resources, there is a major problem in comparing the
percentage utilization of static and dynamic resources. In the two example models
consisting of static and dynamic resources, the percentage utilization approach failed to
identify the dynamic resource as being the bottleneck of the system. It is highly
recommended that the technique proposed in this thesis be used for the purpose of
identifying bottlenecks in systems that possess static and dynamic resources.

5.2

Future Research
The following sections identify areas that could be explored for future research as

a result of the research performed in this thesis.
5.2.1

Effects of variability on identifying system bottlenecks
Processing time distributions, downtime distributions, setups, etc induce

variability in a system. Understanding the effect variability has on identifying production
system bottlenecks is an interesting area for future research.
In this section a preliminary test is performed on the same serial production line
used in section 4.3.6, with the exception that the processing times of the workstations are
normally distributed in this test case. It is desired to highlight the effect that variability
has on bottleneck identification, when variability is induced in the system by the
processing time distribution. The analysis is performed on two cases, with coefficient of
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variation (cv) levels of 50% and 10%. In these cases the means are the same as in Section
4.3.6, but the standard deviations are adjusted to reflect the appropriate coefficient of
variation. The system being analyzed is a serial production line shown in Figure 5.1. The
warm-up time for the models is set at 120 hours and simulation runtime of 700 hours.
Five replications are performed in each case. The arrival rate of jobs to the entry station is
55jobs/hour.

Figure 5.1 Serial production line (normally distributed processing times)
5.2.1.1

Case 1: Normally distributed, Coefficient of variation of 50%
The processing times at each workstation, average throughput and DIT values are

provided in Table 5.1. Based on the expected processing times, Workstation 2 should be
the bottleneck of the system; the DIT confirms this. Thus the proposed technique
correctly identifies the bottleneck of the system.
Table 5.1 Serial line – Normally distributed processing time (cv = 50%)
Resource

Processing
Time (min.)

Entry
Workstation 1
Workstation 2
Workstation 3
Workstation 4

N(1.03, 0.515)
N(1.2, 0.6)
N(1.03, 0.515)
N(1, 0.5)

Average throughput
after processing at
workstation (jobs/hour)
55.000
54.986
49.756
49.750
49.750

DIT
0.000
0.014
5.230
0.006
0.000
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5.2.1.2

Case 2: Normally distributed, Coefficient of variation of 10%
The processing times at each workstation, average throughput and DIT are

provided in Table 5.2. Based on the expected processing times, Workstation 2 should be
the bottleneck of the system; the DIT confirms this. Thus the proposed technique
correctly identifies the bottleneck of the system.
Table 5.2 Serial line – Normally distributed processing time (cv = 10%)
Resource

Processing
Time (min.)

Entry
Workstation 1
Workstation 2
Workstation 3
Workstation 4

N(1.03, 0.103)
N(1.2, 0.12)
N(1.03, 0.103)
N(1, 0.10)

Average throughput
after processing at
workstation (jobs/hour)
55.000
54.990
50.002
50.000
49.998

DIT
0.000
0.010
4.988
0.002
0.002

A limited analysis and comparison of average throughput and DIT values in Table
4.7, Table 5.1 and Table 5.2 leads to the following conclusions:
1. Systems with higher variability result in lower throughput. Thus the
system in Section 4.3.6 has the lower of the three throughputs, because the
processing times are exponentially distributed (cv = 100%). The system
with normally distributed processing times and cv of 10% has the higher
of the three system throughputs.
2. Systems with higher variability result in higher DIT values. Thus the
system in Section 4.3.6 has the higher of the DIT values among the three
systems. The system with normally distributed processing times and cv of
10% has the lower of the DIT values among the three systems.
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5.2.2

Multiple entities with different flows
Application and testing of the throughput-based technique to systems that have

multiple entities with different flows is an area for future research. If the system consists
of multiple entities flowing through some sections that are shared by all or some of them
and then branch into separate lines, then the conditional branching approach could be
used for the analysis. However, additional research needs to be done if the throughputbased technique is to be applied to job-shop type systems in which the flow pattern of the
different entity types is rather complicated.
5.2.3

Determining the arrival rate of jobs to a system
Determining the arrival rate of jobs to a system is a key factor in production line

design. It is important that the arrival rate of jobs is properly determined in order for the
system to perform well and also meet the desired target throughput. If the arrival rate of
jobs is too high, it results in increased work in process. If the arrival rate is too low, then
workstations could be starved; as a result, the system would not be able to achieve its
target throughput.
Research in this area would need to identify the parameters that affect selection of
an optimum arrival rate to a system. The optimum arrival rate may be a function of the
bottleneck processing time, line over-speed, scrap rate, etc. The research would need to
focus on how these parameters interact and arrive at standard procedures or formulae to
calculate the optimum arrival rate.
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5.2.4

Automation of the throughput-based bottleneck identification technique
Another area for future research is in the automation of the throughput-based

bottleneck identification technique. Automation of the process would greatly simplify the
process.
It is not within the scope of this thesis to develop an automated process for the
proposed bottleneck identification technique. However, this section highlights a possible
approach that could be used. The automation approach is explained specific to ProModel,
using ProModel’s Macro feature.
The Macro feature permits users to modify certain parameters in a simulation
model through a Run-Time Interface. These parameters that the user wishes to change
can be given a specific range within which they can be changed. This automation
approach is explained with reference to a simple serial production line shown in Figure
5.2. The workstation processing times are given in Table 5.3. Arrival rate of jobs to the
Entry is 20jobs/hour.

Figure 5.2 Serial production line – Automation of technique
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Table 5.3 Serial production line – Automation of technique
Workstation/Buffer
Capacity
Processing Time (min.)
Entry
Infinite
Workstation 1
1
E(3)
Buffer 1
15
Workstation 2
1
E(3.5)
Buffer 2
15
Workstation 3
1
E(2)
Buffer 3
15
Workstation 4
1
E(2)
The approach for automation of the above example model would require that the
capacities of the three buffers be setup as Macros. This would require the capacity of
each buffer to be replaced by a Macro ID name. The Macro ID name and the
corresponding range are shown in Table 5.4. The range indicates the range of values that
the corresponding Macro can possibly assume.
Table 5.4 Serial production line - Macros
Macro ID
Range
Capacity_Buffer1
0 to 9999
Capacity_Buffer2
0 to 9999
Capacity_Buffer3
0 to 9999
Thus the capacity of the buffers in Table 5.3 can be replaced by the Macro ID
name as shown in Table 5.5.
Table 5.5 Serial production line – Buffer capacity
Buffer
Capacity
Buffer 1
Capacity_Buffer1
Buffer 2
Capacity_Buffer2
Buffer 3
Capacity_Buffer3
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Setting up the above Macros for the buffer capacities enables the user to create
scenarios for operation of the production system. The scenarios are designed such that
they operate similar to the throughput-based bottleneck identification technique. In the
throughput-based technique, jobs are routed to exit after a workstation is added to the
system. This is done so as to obtain the true throughput of the workstation, when not
affected by downstream blocking. Using this approach on the serial production line, four
scenarios are defined as shown in Table 5.6 and explained below.


Scenario 1: Since the first step in the throughput-based technique routes the
jobs to exit the system after processing at Workstation 1, Scenario 1 has the
Buffer 1 capacity set to a very high value of 999999. This is done so as to
obtain the true throughput of Workstation 1. As a result of the very high
Buffer 1 capacity, Workstation 1 will not be affected by downstream
blocking. Buffers 2 and 3 are maintained at their base capacities of 15 units.



Scenario 2: Scenario 2 should be set such that it captures the drop in
throughput when Workstation 2 is added to the system. To achieve this, it is
necessary to ensure that Workstation 2 is not affected by downstream
blocking. This is achieved by setting the capacity of Buffer 2 to a very high
value of 999999. Buffer 1 is brought back to its base value of 15 units. Buffer
3 is also at its base capacity of 15 units.
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Table 5.6 Serial production line - Scenarios
Scenario
Buffer 1
Buffer 2
Buffer 3
1
999999
15
15
2
15
999999
15
3
15
15
999999
4
15
15
15.


Scenario 3: This scenario determines the true throughput of Workstation 3.
This is achieved by setting the capacity of Buffer 3 to a very high value of
999999. The capacity of Buffers 1 and 2 are returned to their base levels.



Scenario 4: This scenario captures the true throughput of Workstation 4 when
not affected by downstream blocking. Since jobs exit the system after
processing at Workstation 4, the true throughput is obtained by returning the
buffer capacities of Buffers 1, 2 and 3 to their base conditions.

Each scenario is run for a warm-up period of 120 hours and a simulation runtime
of 700 hours.
The DIT values obtained from the scenario analysis of the serial production line
are shown in Table 5.7. In Table 5.7, the “Scenario” column identifies the scenario under
consideration. The “Throughput of” column identifies which workstation’s throughput is
under consideration. The “Throughput” column, gives the throughput of the workstation
under consideration, whiles the “DIT” column shows the DIT when the concerned
workstation is added to the system.
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Table 5.7 Serial production line – automated DIT values
Scenario
Throughput of
Throughput
DIT
1
Workstation 1
19.930
0.070
2
Workstation 2
17.018
2.912
3
Workstation 3
17.018
0.000
4
Workstation 4
17.016
0.002
From the above analysis, Scenarios 1, 2, 3 and 4 provide the DIT values of
Workstations 1, 2, 3 and 4 respectively. The scenarios can be run directly from ProModel
via a single command. The user would not need to modify the process routing after the
addition of each workstation to the system.
The same experiments are performed manually (i.e. by modifying the processing
after the addition of each workstation). The DIT values obtained as such are shown in
Table 5.8.
Table 5.8 Serial production line – manual analysis
Workstation
Entry
1
2
3
4

Average throughput
after processing at
workstation (jobs/hour)
20.000

0.000

19.930
17.018
17.018
17.016

0.070
2.912
0.000
0.002

DIT

It is seen that the DIT values in Table 5.7 and Table 5.8 are identical, indicating
that the automated approach using Macros is a valid substitute to the manual approach
which involves the modification of the process routing in the model after the addition of
each workstation to the system. Thus the approach using ProModel’s Macro feature
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serves as a good means for automating the proposed bottleneck identification procedure.
Future research should test this automation approach on other system configurations.
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APPENDIX

Complex model warm-up selection
At the outset it is important to identify the warm-up time for the complex model.
The warm-up time is identified by observing the plot of the throughput parameter. In the
case of the complex model the throughput parameter that is observed is JPH_BNT. The
simulation model is run for a run time of 1000 hours. Figure A.1 shows the plot of the
JPH_BNT. Based on the plot of the parameter it is decided to select 400 hours as the
warm-up duration.

Figure A.1 Complex model – Warm-up plot
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Case 1A warm-up selection
Based on the output plot in Figure A.2 the warm-up time selected for Case 1A is
120 hours.

Figure A.2 Case 1A warm-up plot
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Case 1B warm-up selection
Based on the output plot in Figure A.3 the warm-up time selected for Case 1B is
120 hours.

Figure A.3 Case 1B warm-up plot
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Case 2A warm-up selection
Based on the output plot in Figure A.4 a warm-up time of 120 hours would be
more than necessary for Case 2A.

Figure A.4 Case 2A warm-up selection
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Case 2B warm-up selection
Based on the output plot in Figure A.5 a warm-up time of 120 hours is sufficient
for Case 2B.

Figure A.5 Case 2B warm-up selection
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Case 3 warm-up selection
Based on the output plot in Figure A.6 a warm-up time of 120 hours is sufficient
for Case 3.

Figure A.6 Case 3 warm-up selection
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Case 4 warm-up selection
Based on the output plot in Figure A.7 a warm-up time of 120 hours is sufficient
for Case 4.

Figure A.7 Case 4 warm-up selection
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Case 5 (serial line with dynamic resources) warm-up selection
Based on the output plot in Figure A.8 a warm-up time of 120 hours is sufficient
for Case 5.

Figure A.8 Case 5 warm-up selection
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Split/Join warm-up selection
Based on the output plot in Figure A.9 a warm-up time of 120 hours is sufficient
for the Split/Join case.

Figure A.9 Split/Join warm-up selection
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Conditional Branching warm-up selection
Based on the output plot in Figure A.10 a warm-up time of 120 hours is sufficient
for the Conditional Branching case.

Figure A.10 Conditional Branching warm-up selection

85
Rework warm-up selection
Based on the output plot in Figure A.11 a warm-up time of 120 hours is sufficient for the
Rework case.

Figure A.11 Rework warm-up selection

