The penetration of a shaped charge jet with non-uniform density distribution was studied. The virtual origin model, which assumes a constant jet density, was modified to include the situation where the jet density deficit/reduction of an un-sintered copper-tungsten powder jet causes a non-uniform jet density distribution. A relation between the relative density ratio and the normalised jet velocity is proposed, based on which an analytical solution of the modified virtual origin model is obtained. The validity of the modified virtual origin model was demonstrated by its largely improved prediction in comparison with experimental and numerical results. It showed that the density reduction term reduces the penetration depth by 16.58% for an un-sintered copper-tungsten powder jet.
Introduction
Shaped charge jets have an excellent penetration capability into various targets. Thus, it has been successfully used in both military and civilian applications. In these applications, it is necessary to predict the depth of penetration of the shaped charge, which is an important parameter for the assessment of the effect of a shaped charge on a target.
Since a shaped charge jet travels at hypervelocity, the jet-target interaction ,
where V j is the impinging velocity of the jet onto the target (observed at the jet/target interface); U is the velocity of the jet-target interface or penetration velocity; ρ j and ρ T are the jet density and target density around the jet-target interface, respectively. When the distributions of the jet density and velocity are uniform, the consumption of the jet is controlled by:
where l is the current length of the jet. The penetration depth, P, of the jet into the target is determined by:
where t = 0 is the time when the jet starts to hit the target. The maximum penetration depth is reached when the jet is completely consumed at t = t f , or l(t f ) = 0. For a jet with an original length of l 0 , the maximum penetration depth is determined by Equations 1-3, i.e.:
.
Equation 4 is also applicable to a solid rod penetrator. For a particulated jet, the Bernoulli equation cannot be used directly because the internal pressure cannot be supported when the jet is particulated [1] . Since this paper will only consider continuous jets, the interested reader is referred to [2] for the penetration models of particulated jets.
Since the early days of the jet penetration study, it has been realised that the spatial distribution of the jet velocity is not uniform [1] . Birkhoff et al. [1] extended the hydrodynamic penetration model (Equation 4) to a jet with non-uniform velocity distribution. However, this model introduced several
Penetration Analytical Model
In this paper, we will focus on the jet penetration before breakup. Figure 1 is a schematic drawing that defines the penetration parameters of a shaped charge jet penetrating into an incompressible target. Z 0 is the standoff distance from the virtual origin point to the target surface, t is the penetration time, P(t) is the penetration depth at time t and V j is the impinging velocity of the jet onto the target (observed at the jet/target interface), which is equal to the velocity of the jet element that impacts the target at the same moment in time t. Therefore, the penetration depth P(t) at a given time t is determined by:
The depth of penetration increases monotonically with time, which requires the following condition to be satisfied:
when the hydrodynamic Bernoulli equation (Equation 1) is applied, thus:
where The following Equation 8 can be obtained from Equations 3, 5 and 7:
When the jet density is a constant, the solution of Equation 8 predicts the jet velocity V j (t) as: (9) where V 0 is the jet tip velocity and t 0 is the time when the jet tip reaches the target surface (i.e.
Therefore, the penetration depth at time t can be obtained from Equation 
The maximum penetration is achieved at time when the cut-off jet element (i.e. the last jet element that has hydrodynamic penetration capability) hits the target at the cut-off velocity (V c ). Therefore, the maximum penetration depth is:
Equation 12 is called the DSM model (Dipersio, Simon and Merendino), which can also be used to obtain the exit velocity V P of a continuous jet after perforating a finite thickness (Ti) [2] and takes the form: (13) where V jex and V jin are the exit and the input jet tip velocities, respectively; and Copyright © 2016 Institute of Industrial Organic Chemistry, Poland T is the finite target thickness layer to be perforated. Equations 5-13 are well known as the extended hydrodynamic theory of a jet with non-uniform velocity distribution. Detailed discussions about this theory and its derivations can be found in [4] [5] [6] [7] .
In the currently proposed model, it is assumed that the density of each jet element will remain constant during its movement between the virtual origin and the target. However, since different jet elements have different jet formation processes, their densities are different. Therefore, the spatial distribution of the jet density is non-uniform. At the jet-target interface, the observed jet density should be a function of time, i.e. ρ j = ρ j (t). If we let the original density of the liner material be represented by ρ j0 and the density of the target ρ T to be a constant, then and . Thus:
Based on the jet formation analysis presented later in Section 5.1, it was found that the normalised jet density is directly related to the normalised jet velocity in a linear relationship, as shown in Figure 2 . According to Figure 2 , the density deficit/reduction at the jet tip is larger than that at the jet rear. The maximum density reduction in the simulated example was around 20.3% for a copper-tungsten un-sintered liner (at the jet tip). This values agrees with experimental observations [8] . Details of the numerical simulation will be presented in Sections 4 and 5.1.
The linear relationship between and can be described by: (14) where a and b are constants to be determined from data fitting of numerical results and analytical considerations, which will be given at the end of this section. When t = t c , V j (t) = V c , the maximum penetration is achieved by the last penetrating element at a cut-off velocity of V c ; t c can be determined by Equation 15 , i.e.: (16) w h e r e a n d according to Equation 14 , in which ρ jc and ρ jt are the densities of the last penetrating element and the tip element of the jet, respectively.
From Equation 15 , the impact velocity of the jet is determined by an algebraic equation:
Equation 17 The penetration depth at time t is determined by Equation 5 when t is substituted from Equation 15 ,
which can be reduced to Equation 11 for a constant jet density, when a = 0 and b = 1. The solution of Equation 18 is needed to give an explicit expression of P(t) in Equation 17 . Therefore, the maximum penetration depth is given by:
When Figure 2 , which is shown in Table 1 .
It was further found that parameter a is correlated with the density of the liner material (ρ j0 ), the standoff distance (V o -V c ) t, (t is the time taken by the jet tip element from jet formation until it reaches the target surface), the total mass of the jet (m jet ) obtained from a standard jetting analysis and the average radius of the jet (r) from a jet formation Autodyn simulation or flash X-ray experiment. A non-dimensional formula can be recommended for the calculation of parameter a, i.e.:
The value of a is calculated using Equation 20 for the copper-tungsten liner material and found to be 0.186, but from the curve fitting in Figure 2 , it was found to be 0.1458. According to Table 1 , the value of b can be approximated to unity for the liner material. 
Experimental
Three un-sintered copper-tungsten powder liners have been used in this study. The liner had a small base diameter of 33 mm, a cone apex angle of 46° and a variable liner wall thickness, as shown in Figure 3 . The composition of the powder mixture ingredients are listed in Table 2 . This has been tested before and exhibited a good penetration capability, especially at short stand-off distances [13] [14] [15] [16] . The powder metallurgy (PM) technique was used to manufacture these liners. A small average grain size with irregular particle shape were chosen for the liner ingredients. The powders were mixed together in the designated mass ratio until a homogeneous mixture blend was obtained, after which they were pressed using an Instron uni-axial hydraulic press. The applied pressure was 100 MPa using the hydraulic press at a low rate (i.e. 1 MPa per second) to avoid trapping air voids inside the liner material. The product was a brittle material in the pre-sintering state and was called "the green product", which was tested in this state without sintering as shown in Figure 4 . The charge casings were steel with an average wall thickness of 4.5 mm. Regarding the literature, several types of plastic explosives can be used for filling the charge cases, such as the French plastic explosive named Formex P1 [17] and the American plastic explosive Composition C4 [18] [19] . Selection of the plastic explosive was based on performance and sensitivity to different stimuli [20] [21] [22] . The main explosive charges for the three charges were PE4 with a total average mass of 24.5 g and a standard deviation of 0.8 g. The British explosive PE4 is a powerful RDX-based plastic explosive (88% RDX plasticized by 9% paraffin oil, 2% lithium stearate and 1% pentaerythritol diolate) [23] . It has a detonation velocity of 8027 m/s at 1.59 g/cm 3 density [24] and 8200 m/s at 1.6 g/cm 3 density [25] . The explosive charge was filled into the steel casing first. Then, the liner was pressed slowly against the steel casing containing the explosive to avoid forming air gaps inside the explosive. The charge was attached to the RHA (Rolled Homogeneous Armour) target and positioned 33 mm away (i.e. 1D SOD). 
Numerical Model Algorithms
Autodyn hydrocode was used in this paper through three algorithms, the Shell jetting analysis, the Euler jet formation and the Lagrange-Lagrange jet penetration model [26] .
The jetting analysis was based on the analytically unsteady PER model [27] , which is solved numerically using the finite difference technique to calculate the jet and slug velocities, the masses and the collapse and deflection angles of the jet elements. The jetting analysis was validated by comparing the jetting analysis results of a 90 mm shaped charge with actual experimental results [28] . The jet formation modelling was performed using the Euler method based on continuum mechanics to obtain the jet profiles at different times. In this scheme, the explosive, the charge casing and the liner materials are filled into the global Euler multi-material part [29, 30] . This solver is suitable in the early jet formation stages where large distortions are caused by an extremely high strainrate (i.e. 10 7 s
−1
). The evolved jet was allowed to move on the Euler grids up to the moment when the first jet element starts to impact the target. At this point, the formed jet is remapped as a Lagrangian mass having non-uniform velocity and density distributions. It was then exported to the Lagrange jet penetration model for penetration analysis, where both the jet and RHA target are described in the Lagrange method [30] . The mesh sensitivity of the jet characteristics will not be discussed in this paper. However, general uniform 0.50 mm square meshes of the Euler grids were used. A fixed gauge point located at 1 D (one times calibre; i.e. 33 mm) was used to record the velocity and density-time histories for the fixed gauge point, as shown in Figure 5 . The density of the jet material was found to gradually increase from the tip to the tail due to the existence of a velocity gradient, which clarifies the inverse relation between the jet density and its velocity as shown in Figure 6 .
Results

Jet density distribution
The density of the jet along its length was calculated from the jet formation model for the copper-tungsten liner, where a Mie-Gruneisen EOS based on the shock Hugoniot was used. The density of the collapsed liner material is directly related to the liner compressibility and the pressure generated from the explosive load. Distributions of both density and velocity over the entire jet length are depicted in Figure 7 for the copper-tungsten jet. This figure shows that the jet density decreases from slug to tip along the jet. In addition, the density contours also show a radial density distribution on the circular cross-section of the jet (i.e. the density at the tip extremity is 9% larger than that at its centreline). Figure 8 shows the velocity and the density histories of the copper-tungsten jet recorded at the fixed gauge point shown in Figure 5 . 
The penetration depth calculations
The projected effective jet length for the Cu-W shaped charge liner was calculated by back projection of the time-effective jet length fan plot at the moment when the jet reaches the RHA target as shown in Figure 9 . The time was determined from the numerical shaped charge jet formation model and was confirmed by calculation using the distance from the virtual origin point to the target front surface; it was found to be at 8.06 µs, which is relevant to the standoff distance of 1D (i.e. 33 mm) as illustrated in Figure 5 . The relevant effective jet length Z 0 was found to be 4.65 cm. Equation 19 , together with Figure 9 , was used to predict the penetration depth of a shaped charge jet into an RHA target when the non-uniform density distribution of the jet is considered. The jet tip and cutoff velocities were obtained from the jetting analysis. Samples of the jetting analysis output are shown in Figure 10 and summarized in Table 3 . Figure 10 shows the location of the V.O. point, the initial axial position of the jet elements together and the initial liner position. Back projection of the jet tip and the cut-off elements obtained from the Autodyn standard jet formation algorithm were used further to locate the virtual origin point that is considered the datum point source used to measure the effective jet length from the V.O. point to the target surface as explained in Section 1. Table 4 presents the penetration depth calculated using various methods, including the modified virtual origin model (Equation 19 ) from Section 2, the classic V.O. model, the numerical simulation and the experimental depth of penetration, as well as the penetration reduction due to the density gradient (deficit/reduction). The calculated penetration depth and the percentage reduction in penetration due to the density gradient along the jet length, indicate that the reduction term has a considerable influence on the predicted penetration depth of a shaped charge powder jet. The data in Table 4 are presented in Figure 11 . This clearly shows that the modified virtual origin model largely improves predictions of the penetration depth by the virtual origin model for the tested liner type. Figure 11 . Comparison of the experimental result, the numerical simulation and the virtual origin models' predictions for the penetration of a Cu-W jet.
Conclusions
The density deficit/reduction of a shaped charge jet develops during jet formation has been demonstrated experimentally and numerically in this paper. This leads to the non-uniform distribution of the jet density and consequently the original virtual origin penetration model is incapable of dealing with such a jet with nonuniform density distribution. A correlation between the jet density reduction and the jet velocity is proposed in this paper, based on which an analytical solution of the modified virtual origin model was obtained.
The modified virtual origin model shows the penetration depth to be higher than the experimentally measured value by only 1.8%, while the calculation performed by a numerical simulation is lower than the experimentally measured value by 4.7%. The validity of the modified virtual origin model was demonstrated by its largely improved predictions in comparison with the experimental and numerical results.
