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Abstract
We consider two models for biopolymers, the ∇ interaction and the ∆ one,
both with the Gaussian potential in the random environment. A random field
ϕ : {0, 1, ..., N} → Rd represents the position of the polymer path. The law of
the field is given by exp(−∑i |∇ϕi|22 ) where ∇ is the discrete gradient, and by
exp(−∑i |∆ϕi|22 ) where ∆ is the discrete Laplacian. For every Gaussian poten-
tial |·|
2
2 , a random charge is added as a factor: (1+βωi)
|·|2
2 with P(ωi = ±1) = 12
or exp(βωi)
|·|2
2 with ωi obeys a normal distribution. The interaction with the
origin in the random field space is considered. Each time the field touches
the origin, a reward ǫ ≥ 0 is given. Although these models are quite different
from the pinning models studied in [6], the result about the gap between the
annealed critical point and the quenched critical point stays the same.
1. Introduction
1.1 The gradient model. The (1+d)-dimensional polymer with δ-pinning is a
polymer chain with attraction to the origin. The Hamiltonian HN(ϕ) := H0,N(ϕ) is
defined as
HM,N(ϕ) :=
1
2
N−1∑
n=M
|ϕn+1 − ϕn|2.
where | · | is the Euclidean norm of Rd. We consider a random Hamiltonian:
HM,N,ω(ϕ) :=
1
2
N−1∑
n=M
(1 + βωn)|ϕn+1 − ϕn|2.
0 ≤ β < 1 and ω = {ωn}n≥0 is a sequence of i.i.d. random variables with P(ω0 =
1) = P(ω0 = −1) = 12 . Based on the setting, the polymer measure is given by
P β,ǫN,ω(dϕ1, . . . , dϕN−1) :=
e−HN,ω(ϕ)
Zβ,ǫN,ω
N−1∏
i=1
(ǫδ0(dϕi) + dϕi)
1
with boundary conditions ϕ(0) = ϕ(N) = 0. The partition function ZN,ω is as follows:
Zβ,ǫN,ω :=
∫
RN−1
e−HN,ω(ϕ)
N−1∏
i=1
(ǫδ0(dϕi) + dϕi).
We redefine the partition function by adjusting the constant part, that is,
Zβ,ǫN,ω =
∫
RN−1
1√
2π
Nd
exp(−
N−1∑
n=0
(1 + βωn)
|ϕn+1 − ϕn|2
2
)
N−1∏
i=1
(ǫδ0(dϕi) + dϕi).
We also consider the free case:
P β,ǫ,fN,ω (dϕ1, . . . , dϕN) :=
e−HN,ω(ϕ)
Zβ,ǫ,fN,ω
N∏
i=1
(ǫδ0(dϕi) + dϕi)
with boundary condition ϕ(0) = 0. The partition function ZfN,ω is as follows:
Zβ,ǫ,fN,ω :=
∫
RN
1√
2π
Nd
e−HN,ω(ϕ)
N∏
i=1
(ǫδ0(dϕi) + dϕi).
We introduce the quench free energy
f(β, ǫ) := lim
N→∞
fN(β, ǫ); fN(β, ǫ) :=
1
N
logZβ,ǫN,ω,
and the annealed free energy
fa(β, ǫ) := lim
N→∞
faN (β, ǫ); f
a
N (β, ǫ) :=
1
N
logEZβ,ǫN,ω.
It’s easy to see that, since we perturb every potential, f and fa are different when
the randomness occur, namely, β > 0. Thus, it is not interesting to consider the
difference between the annealed and quenched critical points. So we introduce the
”adjusted” quenched free energy
F (β, ǫ) := lim
N→∞
FN(β, ǫ); FN(β, ǫ) :=
1
N
log
Zβ,ǫN,ω
Zβ,0N,ω
,
and the ”adjusted” annealed free energy
F a(β, ǫ) := lim
N→∞
F aN (β, ǫ); F
a
N (β, ǫ) :=
1
N
logE
Zβ,ǫN,ω
Zβ,0N,ω
.
The existence of the free energy will be proved in section 2.1. The case when the
randomness is absent was discussed in [1]. If d = 1, 2, the critical point is 0, and
if d ≥ 3, the critical phenomenon is the same as the pinning model discussed in [6]
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Chapter 2 with the exponent d
2
− 1 as the rate of polynomial decay of the renewal
distribution. Here is the first main result of this paper.
Proposition 1.1. Consider the ”adjusted” free energy. For d = 1, 2, the anneal
critical point and quenched critical point are both equal to 0. For d ≥ 3, there is a
positive number β1(d) such that for all 0 ≤ β < β1(d), the anneal critical point is
strictly less than the quenched critical point.
The proof of the first part is given in Section 2.1.4, and the proof of the second
part is given in Section 2.2.1.
1.2 The (1+1)-dimensional pinning model with ∆-interaction. The Hamiltonian
is defined as
H∆M,N(ϕ) :=
N−1∑
n=M
V (∆ϕn), ∆ϕn := (ϕn+1 − ϕn) + (ϕn−1 − ϕn),
with boundary conditions ϕ(M − 1) = ϕ(M) = ϕ(N − 1) = ϕ(N) = 0, where V (x)
is called the potential with
∫
R
exp(−V (x)) dx = 1. In this model, we consider the
Gaussian potential and the random factor exp(βωn) for each potential, where {ωn}n
is a sequence of i.i.d. standard normal random variables, namely, the Hamiltonian is
defined by
H∆M,N(ϕ) :=
N−1∑
n=M
eβωn
( |∆ϕn|2
2
− log(
√
2π)
)
and the polymer measure is given by
P β,ǫ,∆N,ω (dϕ1, . . . , dϕN−1) :=
e−H
∆
N,ω(ϕ)
Zβ,ǫ,∆N,ω
N−1∏
i=1
(ǫδ0(dϕi) + dϕi)
The partition function Zβ,ǫ,∆N,ω is defined as the normalizing constant.
The non-random case was discussed in [2] and [3] for the general potential V (x).
Let f∆(ǫ) denote the free energy for the non-random case,
f∆(ǫ) := lim
N→∞
fN(ǫ); f
∆
N (ǫ) :=
1
N
logZǫ,∆N .
In [2], they proved that the phase transition for the pinning model is exactly of
second order. We modify their proof and get
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Proposition 1.2. There exist a constant c1 such that
f∆(ǫce
δ)
δց0∼ c1δ− log δ .
Corollary 1.3. The phase transition is exactly of second order.
The proof is given in Section 3.1. It is the case the rate of polynomial decay of
the renewal distribution has the exponent 2.
Again, we introduce the ”adjusted” free energy
F∆(β, ǫ) := lim
N→∞
F∆N (β, ǫ); F
∆
N (β, ǫ) :=
1
N
log
Zβ,ǫ,∆N,ω
Zβ,0,∆N,ω
.
The existence of the free energy will be proved in Section 3.2. We will drop the
notation ∆ in the whole Section 3.
The following result is analogous to Proposition 1.1.
Proposition 1.4. Consider the ”adjusted” free energy. There is a positive number
β2 such that for all 0 ≤ β < β2, the anneal critical point is strictly less than the
quenched critical point.
2. The Gradient model
2.1 Free energy
2.1.1 ǫ = 0. When d = 1,
Zβ,0N,ω =
∫
RN−1
1√
2π
N
exp(−1
2
〈ϕ,Gωϕ〉)
N−1∏
i=1
dϕi =
1√
2π ·√det(Gω) ,
where Gω is a symmetric (N−1)×(N−1) matrix. The upper triangle part is defined
as following:
Gωnm =


(1 + βωn−1) + (1 + βωn), n = m
−(1 + βωn), n = m− 1
0, n ≤ m− 2.
For the det(Gω), we have the following lemma, which is proved by induction.
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Lemma 2.1. det(Gω) =
∏N−1
n=0 (1 + βωn) ·
(∑N−1
n=0 (1 + βωn)
−1
)
.
The proof is given in the Appendix. Thus, for each d,
Zβ,0N,ω =
(
1√
2π ·√det(Gω)
)d
=

 1√
2π ·
√∏N−1
n=0 (1 + βωn) · (
∑N−1
n=0 (1 + βωn)
−1)


d
.
By Strong Law of Large numbers, we have limN→∞ 1N logZ
β,0
N,ω = −d4 log(1 − β2)
almost surely. Also, one can prove that Zβ,0,fN,ω =
(
1√∏N−1
n=0 (1+βωn)
)d
by the row oper-
ations. Moreover, limN→∞ 1N logZ
β,0,f
N,ω = limN→∞
1
N
logZβ,0N,ω a.s..
2.1.2 ǫ > 0, the super-additivity. From Lemma 2.1, we can give an expression and
an upper bound for the partition function.
Zβ,ǫN,ω =
N∑
l=1
∑
0=i0<i1<···<il=N
ǫl−1
l∏
j=1
Zβ,0ij−1,ij ,ω
=
N∑
l=1
∑
0=i0<i1<···<il=N
ǫl−1√
2π
dl
l∏
j=1
[∏ij−1
n=ij−1
(1 + βωn) ·
(∑ij−1
n=ij−1
(1 + βωn)
−1
)]− d
2
=
∏N−1
n=0 (1 + βωn)
− d
2
(
N∑
l=1
∑
0=i0<i1<···<il=N
ǫl−1√
2π
dl
l∏
j=1
[∑ij−1
n=ij−1
(1 + βωn)
−1
]− d
2
)
≤ ∏N−1n=0 (1 + βωn)− d2
·
(
N∑
l=1
∑
0=i0<i1<···<il=N
ǫl−1√
2π
dl
l∏
j=1
(ij − ij−1)− d2
∏ij−1
n=ij−1
(1 + βωn)
d
2(ij−ij−1)
)
For 0 < M < N , and we restrict the path on ϕM = 0, we get
Zβ,ǫN,ω ≥ Zβ,ǫM,ω · ǫ · Zβ,ǫM,N,θMω.
Notice that ZM,ω is independent of ZM,N,ω. Furthermore, letX
β,ǫ
M,N := logZ
β,ǫ
M,N,θMω
+
log ǫ. Xβ,ǫM,N satisfies the super-additivity, that is, X
β,ǫ
0,N ≥ Xβ,ǫ0,M + Xβ,ǫM,N . Moreover,
EXβ,ǫ0,N ’s have the following upper bound.
EXβ,ǫ0,N ≤ log ǫ− d2NE log(1 + βω0)
+ log
(
N∑
l=1
∑
0=i0<i1<···<il=N
ǫl−1√
2π
dl
l∏
j=1
(ij − ij−1)− d2
[
E(1 + βω0)
d
2(ij−ij−1)
]ij−ij−1)
≤ log ǫ− d
4
N log(1− β2) + logZ0,ǫE(1+βω0)
d
2
N + logE(1 + βω0)
d
2 .
By Liggett’s version of subadditive ergodic theorem (cf p358 [4]), we have limN→∞ 1N logZ
β,ǫ
N,ω
exists a.s. and in L1. Moreover,
lim
N→∞
1
N
logZβ,ǫN,ω = lim
N→∞
1
N
E logZβ,ǫN,ω.
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Define
f(β, ǫ) := lim
N→∞
fN(β, ǫ); fN (β, ǫ) :=
1
N
E logZβ,ǫN,ω.
Notice that if ǫ > 0 and we take h = log ǫ, fN (β, e
h) is convex in β and h, respectively.
So f(β, eh) is also convex in β and h, which implies f(β, ǫ) is continuous in β, and
ǫ > 0, respectively. Moreover, f is non-decreasing in β and ǫ.
The free case is not much different from the fixed end case by the following
proposition.
Proposition 2.2. limN→∞ 1N logZ
β,ǫ,f
N,ω = limN→∞
1
N
logZβ,ǫN,ω.
Proof.
Zβ,ǫ,fN,ω = Z
β,0,f
N,ω + ǫ
N−1∑
m=1
Zβ,ǫm,ωZ
β,0,f
m,N,ω + ǫZ
β,ǫ
N,ω
= 1√∏N−1
n=0 (1+βωn)
d + ǫ
N−1∑
m=1
Zβ,ǫm,ω
1√∏N−1
n=m(1+βωn)
d + ǫZ
β,ǫ
N,ω
= Zβ,0N,ω ·
√
2π
∑N−1
n=0 (1 + βωn)
−1
d
+ǫ
N−1∑
m=1
Zβ,ǫm,ωZ
β,0
m,N,ω ·
√
2π
∑N−1
n=m(1 + βωn)
−1
d
+ ǫZβ,ǫN,ω
≤ (
√
2π
∑N−1
n=0 (1 + βωn)
−1
d
+ ǫ)Zβ,ǫN,ω.
2.1.3 The ”adjusted” free energy F (β, ǫ).. Since f(β, ǫ) ≥ f(β, 0) = −d
4
log(1−β2),
we would like to know when the inequality is strict. We define the ”adjusted” partition
function
Zβ,ǫN,ω :=
Zβ,ǫN,ω
Zβ,0N,ω
=
[
2π
∑N−1
n=0 (1 + βωn)
−1
] d
2
·
(
N∑
l=1
∑
0=i0<i1<···<il=N
ǫl−1√
2π
dl
l∏
j=1
[∑ij−1
n=ij−1
(1 + βωn)
−1
]− d
2
)
.
Since the term in the first bracket is growing linearly, we redefine ZN as
Zβ,ǫN,ω :=
N∑
l=1
∑
0=i0<i1<···<il=N
ǫl−1√
2π
dl
l∏
j=1

 ij−1∑
n=ij−1
(1 + βωn)
−1


− d
2
.
So F (β, ǫ) = limN→∞ 1N logZβ,ǫN,ω = f(β, ǫ)− f(β, 0) ≥ 0. F (β, ǫ) is continuous in
β, and ǫ > 0, respectively. However, F (·, ǫ) is a difference of two convex functions,
it’s not convex in β anymore. The non-decreasing property of F (·, ǫ) is missing.
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The delocalized region and localized region are defined as follows:
D = {(β, ǫ) : F (β, ǫ) = 0} and L = {(β, ǫ) : F (β, ǫ) > 0}.
The quenched critical point is well-defined by
ǫc(β) := inf{ǫ : F (β, ǫ) > 0}.
Similarly, we set the annealed critical point as
ǫac (β) := inf{ǫ : F a(β, ǫ) > 0}.
As in [1], we use the renewal equation to compute the anneal critical point. First,
Zβ,ǫ1 = 1√
2π(1+βω0)−1
d . For N ≥ 2,
Zβ,ǫN = Zβ,0N +
∑N−1
m=1 Zβ,ǫm · ǫ · Zβ,0m,N
= 1√
2π
∑N−1
n=0 (1+βωn)
−1
d +
N−1∑
m=1
ǫ√
2π
∑N−1
n=m(1+βωn)
−1
d · Zβ,ǫm
Now, EZN satisfies the recursive relation:
EZN = E
(
1√
2π
∑N−1
i=0 (1+βωi)
−1
d
)
+
N−1∑
m=1
E
(
ǫ√
2π
∑m−1
i=0 (1+βωi)
−1
d
)
· EZN−m
Notice that 1
n
∑n−1
i=0 (1 + βωi)
−1 → 1
1−β2 a.s.. Let an = E
(
ǫ√
2π
∑n−1
i=0 (1+βωi)
−1
d
)
,
which is an decreasing sequence and an ∼ ǫ
√
1−β2d
√
2πn
d . From the equation
∞∑
n=1
anx
n = ǫ
∞∑
n=1
E
(
2π
n−1∑
i=0
(1 + βωi)
−1
)−d/2
xn = 1,
we get ǫac (β) = 0 for d = 1, 2, and for d ≥ 3
ǫac (β) =
√
2π
d

 ∞∑
n=1
E
(
n−1∑
i=0
(1 + βωi)
−1
)−d/2
−1
Particularly,
F a(β, ǫ)
ǫց0∼ 1− β
2
2
ǫ2
for d = 1, and
F a(β, ǫ)
ǫց0∼ exp
( −2π
ǫ(1− β2)
)
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for d = 2. Also note that for d ≥ 3, 0 < ǫac (β) ≤ ǫc(β). When the random-
ness is not present, the two critical points agree with ǫc(0) =
√
2π
d
ζ(d/2)−1, where
ζ(s) =
∑∞
n=1 n
−s.
2.1.4 ǫc(β) = 0 when d = 1, 2. Since the randomness is bounded, we have
Zβ,ǫN,ω ≥ YN :=
N∑
l=1
∑
0=i0<i1<···<il=N
ǫl−1√
2π
dl
l∏
j=1
[
(ij−1 − ij−1)(1− β)−1
]− d
2 .
Again, let an =
ǫ√
2πn(1−β)−1d
, and
∞∑
n=1
anx
n = ǫ
∞∑
n=1
xn√
2πn(1− β)−1d
= 1.
We have limN→∞ 1N log YN ∼ 12(1−β)ǫ2 for d = 1, and limN→∞ 1N log YN ∼ exp( −2πǫ(1−β))
for d = 2.
As a result, for d = 1, F (β, ǫ) ∼ cǫ2, where 1−β
2
≤ c ≤ 1−β2
2
. Therefore, ǫc(β) = 0,
and the transition is exactly of second order. For d = 2, ǫc(β) = 0, and the transition
is of infinite order.
2.2 Strong disorder regime for d ≥ 3.
In this section, we first introduce the renewal sequence for the gradient pinning
model with the parameter d
2
−1 as the exponent of the rate of the polynomial decay of
the renewal distribution. This gives connections to the general pining model and the
copolymer model which are discussed in [6] and [7]. The ”weak disordered regime”,
that is, the gap between the annealed and quenched critical points is positive only
when the disorder is large enough. In contrast, the term ”strong disordered regime”
means that the gap between the annealed and quenched critical points is positive
even the disorder is small. In this section, we prove the strong disorder regime for
d ≥ 5 based on the strategy mentioned in [7] Chapter 6, which is called the ”iterated
fractional moment method”, and the procedure of the proof works the same for the
case for d = 3, 4. The reasoning of this method is that for each β, finding a positive
value ∆ such that F (β, ǫ) = 0, where ǫ = ǫac (β)e
∆. One observation is that
F (β, ǫ) = lim
N→∞
1
N
E logZN = lim
N→∞
1
γN
E logZγN ≤ lim
N→∞
1
γN
logEZγN
for any γ > 0. Since the annealed quantity EZγN is more tractable, we will choose
γ and ∆, such that EZγN is bounded by a constant. Thus, F (β, ǫ) = 0, and
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log ǫc(β)− log ǫac (β) ≥ ∆.
2.2.1 The renewal sequence. From now on, we consider d ≥ 3 and only focus on
ǫ ≥ ǫac (β). Recall that ǫac (β) is always positive, so it’s harmless to replace l − 1 by l
for the power of ǫ. Here, we introduce the renewal sequence structure. The renewal
distribution function is
K(n) := P (τ1 = n) =
ζ(d/2)−1
nd/2
.
Denote ω¯[j, k) := 1
k−j
∑k−1
n=j ωn. We rewrite the partition function
ZN,ω =
N∑
l=1
∑
0=i0<i1<···<il=N
(
ǫ
√
1−β2d
√
2π
d
)l l∏
j=1
[∑ij−1
n=ij−1
(1− βωn)
]− d
2
=
N∑
l=1
∑
0=i0<i1<···<il=N
(
ǫ
√
1−β2d
√
2π
d
)l l∏
j=1
(ij − ij−1)− d2 [1− βω¯[ij−1, ij)]−
d
2
= E
[(
ǫ
√
1−β2d
ǫc(0)
)LN (τ)
· exp(∑LN (τ)j=1 ψ(βω¯[τj−1, τj))) · 1N∈τ
]
where ψ(x) := −d
2
log(1 − x), and LN (τ) is the number of the renewal sequences
up to N .
Let Z0,ω = 1, we also consider the free end case,
ZfN,ω := E
[(
ǫ
√
1−β2d
ǫc(0)
)LN (τ)
· exp(∑LN (τ)j=1 ψ(βω¯[τj−1, τj)))
]
= ZN,ω +
N∑
n=1
ZN−n,ω
∑
m>n
K(m)
Since
∑
m>nK(m) ∼ nd/2−1K(n), there exists a constant c such that
∑
m>nK(m) ≤
cnK(n) ≤ cNK(n). Therefore,
ZfN,ω ≤ ZN,ω
+cN(
√
1 + β
d
)
(
ǫ
√
1−β2d
ǫc(0)
)−1( N∑
n=1
ZN−n,ω exp(ψ(βω¯[N − n,N)))K(n) ǫ
√
1−β2d
ǫc(0)
)
= (1 + cN ǫc(0)
ǫ
√
1−βd )ZN,ω.
Thus,
lim
N→∞
1
N
logZfN,ω = lim
N→∞
1
N
logZN,ω,
and
lim
N→∞
1
N
logEZfN,ω = lim
N→∞
1
N
logEZN,ω.
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2.2.2 Iterated fractional moment estimates for d ≥ 5.
Denote Rn(β) := Ee
ψ(βω¯[0,n)), R(β) := ERτ1(β) =
∑
nRn(β)K(n). We first
rewrite the annealed critical point
ǫac (β) =
ǫc(0)√
1− β2d
R(β)−1.
Given a positive number ∆, let ǫ = ǫac (β)e
∆, we have
Zβ,ǫN,ω = E
[(
e∆R(β)−1
)LN (τ) · e∑LN (τ)j=1 ψ(βω¯[τj−1,τj))1N∈τ]
Moreover,
EZβ,ǫN,ω = E
[∏LN (τ)
j=1 e
∆R(β)−1Eeψ(βω¯[0,τj−τj−1))1N∈τ
]
= E¯β
[
e∆LN (τ¯
β)1N∈τ¯β
]
= exp(F¯ β(∆)N)P (N ∈ τ¯β,∆)
where K¯β(n) := Rn(β)
R(β)
K(n) and notice that
∑
n K¯
β(n) = 1. τ¯β,∆ is a renewal sequence
with distribution exp(−nF¯ β(∆) + ∆)K¯β(n). From [7] Chapter 2, we know
F¯ β(∆)
∆ց0∼ C(β)∆
and C(β) = 1/
∑
n nK¯
β(n).
On the other hand, fix k ∈ N, and for N > k we have the renewal equation
ZN,ω = e∆R(β)−1
N∑
n=k+1
ZN−n,ω
k∑
s=0
K(n− s)eψ(βω¯[N−n,N−s))ZN−s,N,ω
The following classical result helps the fractional moment estimate.
Lemma 2.3 ([8] Chapter 2.1) Let 0 < γ < 1 and {an}n is a positive sequence. Then
(a1 + · · ·+ an)γ < aγ1 + · · ·+ aγn.
Denote AN := EZγN,ω. By Lemma 2.3, we have
AN ≤ (e∆R(β)−1)γ
N∑
n=k+1
AN−n
k∑
s=0
K(n− s)γEeγψ(βω¯[0,n−s))As
If for given β and ∆ we can find a fixed number k and γ ∈ (0, 1) such that
ρ := (e∆R(β)−1)γ
∞∑
n=k+1
k∑
s=0
K(n− s)γEeγψ(βω¯[0,n−s))As ≤ 1,
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then we have
AN ≤ ρmax{A0, ..., AN−k−1}
for N > k, which implies that AN ≤ max{A0, ..., Ak} and hence F (β, ǫac(β)e∆) = 0,
that is, log ǫc(β)− log ǫac (β) ≥ ∆.
The proof of the following proposition is based on [7].
Proposition 2.4. For d ≥ 5 There is a positive number β1(d) such that for all
0 ≤ β < β1(d), there exists c(β) > 0 and log ǫc(β)− log ǫac (β) ≥ c(β)β2.
Proof. The goal is to make ρ small. First, as suggested in [7],
γ :=
2 + d/2
d
,
so γ d
2
> 2. Secondly, eγψ(βω¯[0,n−s)) ≤ (1 − β)γ d2 , so (e∆R(β)−1)γEeγψ(βω¯[0,n−s)) is
bounded when β is bounded. Third,
∑∞
n=k+1
1
(n−s)γd/2 ≤ c1(k−s+1)1−γ
d
2 . It remains
to make
k∑
s=0
As
(k − s + 1)γ d2−1
small. Notice that we can bound As for s ≤ k by
As ≤ (EZj)γ = exp(γF¯ β(∆)s)P (N ∈ τ¯β,∆)γ ≤ exp(γF¯ β(∆)k)
Let
∆ := cβ2 and k = k(β, c) := ⌊ 1
F¯ β(cβ2)
⌋.
As is bounded by exp(γ) with the choice of k. However, it is not enough, we need
more analysis for the following two estimates
k−R∑
s=0
As
(k − s+ 1)γ d2−1
≤ exp(γ)
∑
j>R
j−(γ
d
2
−1) ≤ η
2
k∑
s=k−R+1
As
(k − s+ 1)γ d2−1
≤ η
2
where k > R and R will be chosen large (independent of c) to make the first one
small. For k − R < s ≤ k, we introduce the ”tilting measure” P˜ := P˜n,λ for n ∈ N,
λ ∈ R and
dP˜n,λ
dP
(ω) :=
1
M(−λ)n exp(−λ
n−1∑
i=0
ωi).
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In this d ≥ 5 case, we choose c ≤ 1 so that λ :=
√
cβ2 ≤ β. Now, we use the Ho¨lder’s
inequality
As = E˜
[
(Zs)
γ dP
dP˜
]
≤
(
E˜
[
dP
dP˜
]1/(1−γ))1−γ (
E˜Zs
)γ
For the first term, we have(
E˜
[
dP
dP˜
]1/(1−γ))1−γ
= exp
(
γs logM(−λ) + (1− γ)s logM
(
λ
γ
1− γ
))
≤ exp
(
γCM(cβ
2k) + (1− γ)CM(cβ2k)
(
γ
1− γ
)2)
≤ exp
(
CM
C(β)
γ
1− γ
)
where 2CM := max|t|≤1(logM(t))′′ and provided the arguments of M are less than 1
by choosing c small. For the second term, we reuse the notation Rn, for Rn(x, y) :=
E(eψ(xω¯[0,n))+y
∑n−1
i=0 ωi).
E˜Zs,ω = E
(
E
[(
ecβ
2
R(β)−1
)Ls(τ)
e
∑Ls(τ)
j=1 ψ(βω¯[τj−1,τj))
]
1
M(−λ)s e
−λ∑s−1i=0 ωi1s∈τ
)
= E
[∏Ls(τ)
j=1 e
cβ2R(β)−1
R(τj−τj−1)(β,−λ)
R(τj−τj−1)(0,−λ)
1s∈τ
]
= E¯β,λ
[∏Ls(τ)
j=1 e
cβ2R(β)−1E
(
Rτ1 (β,−λ)
Rτ1 (0,−λ)
)
1s∈τ
]
where
K¯β,λ(n) =
Rn(β,−λ)
Rn(0,−λ)
E
(
Rτ1 (β,−λ)
Rτ1 (0,−λ)
)K(n).
One essential estimate is that
logR(β)−1E
[
Rτ1 (β,−λ)
Rτ1 (0,−λ)
]
= − logERτ1(β, 0) + logE
[
Rτ1 (β,−λ)
Rτ1 (β,0)
]
= − logE
[
exp
(∫ β
0
dx ∂
∂x
logRτ1(x, 0)
)]
+ logE
[
exp
(∫ β
0
dx ∂
∂x
logRτ1(x,−λ)
)]
= − ∫ 0−λ dy ∂∂y logE [exp(∫ β0 dx ∂∂x logRτ1(x, y))]
= − ∫ 0−λ dyE
[
exp(
∫ β
0 dx
∂
∂x
logRτ1 (x,y)) ·
(∫ β
0 dx
∂2
∂x∂y
logRτ1 (x,y)
)]
E[exp(
∫ β
0
dx ∂
∂x
logRτ1 (x,y))]
= − ∫ 0−λ dy ∫ β0 dxE
[
Rτ1 (β,y)
Rτ1 (0,y)
· ∂2
∂x∂y
logRτ1 (x,y)
]
E
[
Rτ1 (β,y)
Rτ1 (0,y)
]
Notice that ∂
2
∂x∂y
logRn(0, 0) =
d
2
, evaluate the integrand at (0, 0), we get d
2
. Thus,
there is a small positive number β1 such that for 0 ≤ x ≤ β1, 0 ≤ y ≤ λ ≤ β1, the
integrand is greater than C˜(β1), and C˜(β1) > 0. So we have
logR(β)−1E
[
Rτ1(β,−λ)
Rτ1(β, 0)
]
≤ −C˜(β1)βλ.
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Therefore,
E˜Zs,ω ≤ E¯β,λ
[
exp{(cβ2 −√cβ2C˜)Ls(τ)}1s∈τ
]
= E¯β,λ
[
exp{−
(
C˜√
c
− 1
) (
s
k
)
(cβ2k)
(
Ls(τ)
s
)
}1s∈τ
]
Choose c(β) small such that
k(β, c) ≥ 2R and cβ2k ≥ 2
3
∑
n
nK¯β(n).
So that s
k
≥ 1
2
and cβ2k ≥ 2
3
. Also, we use that
Ls(τ)
s
→ 1
E¯β,cβ2(τ1)
≥ 1
sup0≤c≤1 E¯β,eβ
2(τ1)
> 0.
The proof is complete.
2.3 An upper bound for ǫc(β).
Here is an upper bound for ǫc(β).
Proposition 2.5. ǫc(β) <
ǫc(0)√
1−β2d
, ∀0 < β < 1.
Proof. The proof follows the idea in [6], we prove this proposition for d ≥ 5 to
elaborate the idea. First, define mK :=
∑∞
n=1 nK(n) =
ζ(d/2−1)
ζ(d/2)
< ∞. Then by
Jensen’s inequality,
1
N
E logZ
β, ǫc(0)√
1−β2
d ,f
N,ω =
1
N
E logE
[
exp(
∑LN (τ)
j=1 ψ(βω¯[τj−1, τj)))
]
≥ 1
N
E
[∑LN (τ)
j=1 Eψ(βω¯[0, τj − τj−1))
]
→ 1
mK
E [Eψ(βω¯[0, τ1))]
On the other hand,
Eψ(βω¯[0, n)) ≥ d
2
E(βω¯[0, n) + 1
2
(βω¯[0, n))2 + 1
3
(βω¯[0, n))3) = d
4n
β2,
since |βω¯| ≤ β < 1 and ψ(x) ≥ d
2
(x+ x
2
2
+ x
3
3
).
Therefore,
F (β, ǫc(0)√
1−β2d
) ≥ 1
mK
∑∞
n=1 Eψ(βω¯[0, n))K(n)
≥ 1
mK
∑∞
n=1
d
4n
β2 ζ(d/2)
−1
nd/2
= dζ(d/2+1)
4ζ(d/2−1)β
2
This completes the proof.
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3. The Laplacian model.
3.1 Proof of Proposition 1.3. In this section, we consider the non-random case,
which is discussed in [2] and drop the notation ∆ in the entire Section 3. Denote
Zˇn := Zn(no double returns), n ≥ 3; set Zˇǫ0,1 = Zǫ0,1 = 1√2π , Zˇǫ0,2 = 0, Zǫ0,2 = 12π . For
n ≥ 3,
Zǫ0,n = Zˇ
ǫ
0,n + Zˇ
ǫ
0,1ǫZ
ǫ
1,n +
n−2∑
χ=3
Zˇǫ0,χǫ
2Zǫχ,n + Zˇ
ǫ
0,n−1ǫZ
ǫ
n−1,n.
Define
u1 =
Zǫ0,1
ǫ
x; un = Z
ǫ
0,nx
n, n = 2, 3, ...
a1 = ǫZˇ
ǫ
0,1x; an = ǫ
2Zˇǫ0,nx
n, n = 2, 3, ...
bn = Zˇ
ǫ
0,nx
n, n = 1, 2, 3, ...
Thus,
un = bn +
n−1∑
i=1
aiun−i.
Suppose x is the solution of ∑
n≥1
an = 1,
then by [5] section XIII.4,
lim
n→∞
un =
∑
n≥1 bn∑
n≥1 nan
.
We have
f(ǫ) = − ln xǫ.
Now, we choose ǫ as ǫc + δ. Thanks to [2] Proposition 7.1,
Zˇǫ0,n ∼
Cǫ
ǫ2n2
as n→∞.
From the equation,
(1− x)Zˇ0,1 +
∞∑
n=3
(
ǫcZˇ
ǫc
0,n − ǫZˇǫ0,nxn
)
=
1
ǫc
− 1
ǫ
(1− x)
[
Zˇ0,1 +
∑
n≥3
ǫZˇǫ0,n(1 + · · ·+ xn−1)
]
+
∞∑
n=3
(
ǫcZˇ
ǫc
0,n − ǫZˇǫ0,n
)
=
ǫ− ǫc
ǫcǫ
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(1−x)
[
Zˇ0,1 − ǫZˇ0,1 + ǫ
∞∑
j=0
( ∞∑
n=j+1
Zˇǫ0,n
)
xj
]
= (ǫ−ǫc)
[
1
ǫcǫ
+
(∑∞
n=3 ǫZˇ
ǫ
0,n −
∑∞
n=3 ǫcZˇ
ǫc
0,n
ǫ− ǫc
)]
We have
∞∑
j=0
( ∞∑
n=j+1
Zˇǫ0,n
)
xj ∼ −Cǫc
ǫ2c
log(1− x) as x→ 1
and ∑∞
n=3 ǫZˇ
ǫ
0,n −
∑∞
n=3 ǫcZˇ
ǫc
0,n
ǫ− ǫc →
d
dǫ
( ∞∑
n=3
ǫZˇǫ0,n
)
|ǫ=ǫc+ := c0(ǫc),
since
∑N
n=3 ǫZˇ
ǫ
0,n is a convex polynomial in ǫ, and converges pointwisely, so
∑∞
n=3 ǫZˇ
ǫ
0,n
is convex in ǫ, thus, the right-hand derivative exists. Therefore, we have that
f(ǫc + δ)
δց0∼ c1
ǫc
· δ− log δ ,
where
c1 =
1 + ǫ2cc0(ǫc)
Cǫc
.
Or equivalently,
f(ǫce
δ)
δց0∼ c1δ− log δ .
3.2 Free energy for the random case
3.2.1 ǫ = 0. When ǫ = 0, Zβ,0N =
∫
RN−1
1√
2π
N exp(−12〈ϕ, Lωϕ〉)
N−1∏
i=1
dϕi, where L
ω is
a symmetric (N−1)×(N−1) matrix. The upper triangle part is defined as following:
lωij =


exp(βωi−1) + 4 exp(βωi) + exp(βωi+1), i = j
−2 exp(βωi)− 2 exp(βωi+1), i = j − 1
exp(βωi+1), i ≤ j − 2
0, i ≤ j − 3.
For the det(Lω), we have the following lemma, which is inspired by the gradient model.
Lemma 3.1.
det(Lω) =
N∏
i=0
exp(βωi) ·
[
N∑
k=1
N−k∑
i=0
k2 exp(−βωi) exp(−βωi+k)
]
.
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The proof is left in the appendix. Note that when β = 0, det(Lω)= 1
12
N(N+1)2(N+2).
Thus,
Zβ,0N =
1√
2π
·
N∏
i=0
exp(−β
2
ωi) ·
[
N∑
k=1
N−k∑
i=0
k2 exp(−βωi) exp(−βωi+k)
]−1/2
Let TN =
∑
0≤i<j≤N exp(−βωi) exp(−βωj). The term in the bracket is bounded by
TN andN
2TN . Since limN→∞(N+1)−2TN = 12M(−β)2 a.s., we have limN→∞ 1N logZβ,0,∆N =
0 almost surely.
3.2.2 ǫ > 0, the super-additivity. For 0 ≤ M < N , logZ0,N ≥ logZN({ϕM−1 =
ϕM = 0}) = logZ0,M + 2 log ǫ + logZM,N,θMω. Therefore, {logZ0,N + 2 log ǫ}N∈N
satisfies the ”super-additivity”. The growth condition for E logZ0,N is given by the
control of partition function. Let l := #{n : ϕn = 0, 1 ≤ n ≤ N − 1}. Let
p ∈ {0, 1}N+1. According to Lemma A.1, the determinant for each path can be
written as ∑
|p|=N−1−l
cp
N∏
i=0
exp(βωi)
pi
where {cp} is a sequence of nonnegative integers. Notice that if β = 0, the sum of {cp}
is equal to the determinant in the nonrandom case. Let Lϕ(Lϕ,ω) be the matrix in
the nonrandom(random) case. We have a equivalent expression and an upper bound
for the partition function.
∏N
i=0 exp(
β
2
ωi)Z
β,ǫ
N,ω
=
∑N−1
l=0 ǫ
l(
√
2π)−(l+1)
∏N
i=0 exp(
β
2
ωi) [det(L
ϕ,ω)]−1/2
=
∑N−1
l=0 ǫ
l(
√
2π)−l
[ ∑
|p|=l+2
cϕp
∏N
i=0 exp(−piβωi)
]−1/2
=
∑N−1
l=0 ǫ
l(
√
2π)−l [det(Lϕ)]−1/2
[ ∑
|p|=l+2
cϕp
det(Lϕ)
∏N
i=0 exp(−piβωi)
]−1/2
≤ ∑N−1l=0 ǫl(√2π)−l [det(Lϕ)]−1/2
[ ∑
|p|=l+2
cϕp
det(Lϕ)
∏N
i=0 exp(pi
β
2
ωi)
]
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Thus,
1
N
E logZβ,ǫN,ω
≤ 1
N
E log
(∑N−1
l=0 ǫ
l(
√
2π)−l [det(Lϕ)]−1/2
[ ∑
|p|=l+2
cϕp
det(Lϕ)
∏N
i=0 exp(pi
β
2
ωi)
])
≤ 1
N
log
(∑N−1
l=0 ǫ
l(
√
2π)−l [det(Lϕ)]−1/2
[ ∑
|p|=l+2
cϕp
det(Lϕ)
E
∏N
i=0 exp(pi
β
2
ωi)
])
= 1
N
logZ
0,ǫM(β
2
)
N +
1
N
log(M(β
2
))2
Based on the last , 1
N
logZ0,N converges a.s. and
1
N
E logZ0,N converges.
Again, we define the adjusted free energy for Laplacian model:
FN (β, ǫ) :=
1
N
E logZβ,ǫN,ω, F (β, ǫ) := lim
N→∞
FN(β, ǫ),
where
Zβ,ǫN,ω :=
N∏
i=0
exp(
β
2
ωi)Z
β,ǫ
N,ω
Remark. In the gradient model, we use the random factor 1 + βωi instead of
exp(βωi). Readers can see the relationship between the two types from the following
observation. First, let 2fo(x) := log(1 + x) − log(1 − x) and 2fe(x) := log(1 + x) +
log(1− x), and 1+ βωi = exp(log(1 + βωi)) = exp(fo(β)ωi+ fe(β)). So the partition
function of the first kind of random factors is equal to
N−1∑
l=0
ǫl(
√
2π)−l

 ∑
|p|=l+2
cϕp
N∏
i=0
exp(−pi[fo(β)ωi + fe(β)])


−1/2
N∏
i=0
exp(−1
2
[fo(β)ωi+fe(β)])
= Z(fo(β), ǫ exp(
1
2
fe(β)), N, ω) exp(−(N − 1
2
)fe(β)).
3.2.3 The annealed free energy. Let e−Vβ(x) = E
(
exp(β
2
ω0)√
2π
e−(exp(βω0))x
2/2
)
. Thus,
F a(β, ǫ) = F Vβ(ǫ). Therefore, ǫac (β) = ǫ
Vβ
c > 0. We claim that F (ǫM(−β)− 12 ) ≤
F a(β, ǫ) ≤ F (ǫM(β
2
))). Therefore,
1
M(β
2
)
≤ ǫ
a
c (β)
ǫc(0)
≤
√
M(−β)
The annealed partition function has upper bound
EZβ,ǫN,ω ≤ Z
0,ǫM(β
2
)
N (M(
β
2
))2
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and lower bound
EZβ,ǫN,ω = E

∑N−1
l=0 ǫ
l(
√
2π)−l
[ ∑
|p|=l+2
cϕp
∏N
i=0 exp(−piβωi)
]−1/2
≥ ∑N−1l=0 ǫl(√2π)−l
[ ∑
|p|=l+2
cϕp
∏N
i=0 E exp(−piβωi)
]−1/2
=
∑N−1
l=0 ǫ
l(
√
2π)−l
[ ∑
|p|=l+2
cϕp M(−β)l+2
]−1/2
=
∑N−1
l=0 M(−β)−1
(
ǫM(−β)− 12
)l
(
√
2π)−l
[ ∑
|p|=l+2
cϕp
]−1/2
= M(−β)−1
(∑N−1
l=0 (ǫM(−β)−
1
2 )l(
√
2π)−l[det(Lϕ)]−1/2
)
= M(−β)
−1
(2π)−1/2
Z
0,ǫM(−β)− 12 ,∆
N
This proves the claim.
3.3 Strong disordered regime. From Zˇǫ0,n ∼ Cǫǫ2n2 , we know this is close to the case
α = 1 in [7]. The proof is delicate in this case. Here, we sketch the proof, one can
see details in [7] Chapter 6. Denote AN := EZγN,ω. By using Lemma 2.3, we have for
N > k
AN ≤ ǫ2γ
∑N
n=k+1AN−n
∑k
s=0 EZˇ
γ
n−s As
≤ ǫ2γ∑Nn=k+1AN−n∑ks=0(EZˇn−s)γ As
≤ ǫ2γ∑Nn=k+1AN−n∑ks=0( Cβ(n−s+1)2 )γ As
For given β and ∆ we try to find k and γ ∈ (0, 1) such that
ρ := ǫ2γ
∞∑
n=k+1
k∑
s=0
(
Cβ
(n− s+ 1)2
)γ
As
is small.
Proof of Proposition 1.4. First, γ = γ(k) = 1 − (1/ log k). As suggested in [7] we
choose
∆ :=
cβ2
(log(1 + 1
β
))2
, k := ⌊
(log(1 + 1
β
))2
cβ2
⌋ and λ :=
√
cβ
(log(1 + 1
β
))2
Notice that
As ≤ (EZs)γ =
[
exp(sF Vβ(∆))P∆(s+ 1 ∈ χ)
ǫac (β)
2 exp(2∆)
]γ
≤
[
exp(kF Vβ(cβ2/ log2(1 + 1/β)))
ǫac (β)
2
]γ
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is bounded for s ≤ k. We estimate
E˜Zs = E(Zs
exp(−λ∑si=0 ωi)
M(−λ)s+1 )
= Z(s, ǫac (β) exp(−βλ/2) exp(∆), Vβ) · exp(−βλ)
= Es,ǫac (β)
(
eLs(∆−βλ/2)
) · Z(s, ǫac(β), Vβ) · exp(−βλ)
= Es,ǫac(β)
(
eLs(∆−βλ/2)|s+ 1 ∈ χ) · Pǫac (β)(s+1∈χ)
ǫac (β)
2 · exp(−βλ)
= Es,ǫac(β)
(
eLs(∆−βλ/2)1{s+1∈χ}
) · 1
ǫac (β)
2 · exp(−βλ)
The second equality is due to the property of Gaussian variables. The quantity Ls
is the cardinality of {0 < n ≤ s : ϕn = 0}, and is is the cardinality of {0 < n ≤ s :
ϕn−1 = ϕn = 0}, thus, Ls ≥ ıs. [2] proved that the double-return sequence {χk}k≥0
is a genuine renewal process with renewal distribution
K(n) ∼ C(ǫ
a
c (β))
n2
.
Based on the value of ∆ and λ we choose, ∆− βλ/2 < 0
E˜Zs ≤ Es,ǫac (β)
(
eıs(∆−βλ/2)
) · 1
ǫac (β)
2
The rest of proof goes the same as Giacomin’s, we get E˜Zs arbitrarily small if c
is small.
Remark. For general charges, the estimate of the tilted partition function would
be
E˜Zs = E(Zs
exp(−λ∑si=0 ωi)
M(−λ)s+1 )
= Z(s, ǫac(β) exp(∆), Vβ,−λ)
= Es,ǫac(β,−λ)
((
ǫac (β) exp(∆)
ǫac (β,−λ)
)Ls) · Z(s, ǫac (β,−λ), Vβ,−λ)
= Es,ǫac(β,−λ)
((
ǫac (β) exp(∆)
ǫac (β,−λ)
)Ls |s+ 1 ∈ χ) · Pǫac (β,−λ)(s+1∈χ)
ǫac (β,−λ)2
≤ Es,ǫac(β,−λ)
((
ǫac (β) exp(∆)
ǫac (β,−λ)
)Ls) · 1
ǫac (β,−λ)2
Based on the fact ǫac (β) ≤ ǫac (β,−λ), we get
E˜Zs ≤ Es,ǫac(β,−λ)
((
ǫac (β) exp(∆)
ǫac (β,−λ)
)Ls)
· 1
ǫac (β)
2
However, it’s not obvoius that there exists a constant C, such that
log
ǫac (β)
ǫac (β,−λ)
≤ −Cβλ.
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Appendix
A.1 Special Determinants
Proof of Lemma 2.1.
We prove the lemma for a more general case. Given a positive sequence (a0, ..., an−1),
An−1×n−1 is a symmetric matrix and its upper triangle part is defined as following:
Aij =


ai−1 + ai, i = j
−ai, i = j − 1
0, i ≤ j − 2
For example,
A3×3 =


a0 + a1 −a1 0
−a1 a1 + a2 −a2
0 −a2 a2 + a3


We are going to prove
det(An−1×n−1) =
n−1∏
i=0
ai · (
n−1∑
i=0
a−1i ).
For the base case, det(A1×1)=a0+a1 = a0a1(a−11 +a
−1
0 ) and det(A2×2)=a0a1+a0a2+
a1a2 = a0a1a2(a
−1
2 + a
−1
1 + a
−1
0 ). For n ≥ 3,
det(An×n)
= (an−1 + an)det(An−1×n−1)− (−an−1)2det(An−2×n−2)
= a2n−1
∏n−2
i=0 ai · (
∑n−1
i=0 a
−1
i ) +
∏n
i=0 ai · (
∑n−1
i=0 a
−1
i )− a2n−1
∏n−2
i=0 ai · (
∑n−2
i=0 a
−1
i )
= a2n−1
∏n−2
i=0 ai · (a−1n−1) +
∏n
i=0 ai · (
∑n−1
i=0 a
−1
i )
=
∏n
i=0 ai · (
∑n
i=0 a
−1
i ).
Note that {an} can be any sequence if we expand the expression.
Proof of Lemma 3.1.
Given a positive sequence (b0, ..., bn), Bn−1×n−1 is a symmetric matrix and its upper
triangle part is defined as following:
Bij =


bi−1 + 4bi + bi+1, i = j
−2bi − 2bi+1, i = j − 1
bi+1, i = j − 2
0, i ≤ j − 3.
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For example,
B5×5 =


b0 + 4b1 + b2 −2b1 − 2b2 b2 0 0
−2b1 − 2b2 b1 + 4b2 + b3 −2b2 − 2b3 b3 0
b2 −2b2 − 2b3 b2 + 4b3 + b4 −2b3 − 2b4 b4
0 b3 −2b3 − 2b4 b3 + 4b4 + b5 −2b4 − 2b5
0 0 b4 −2b4 − 2b5 b4 + 4b5 + b6


Bn−1×n−1 is positive-definite, for ϕtBϕ =
∑n
m=0 bm(∆ϕm)
2 ≥ 0. Let D(n − 1) :=∑n
k=1
∑n−k
i=0 k
2b−1i b
−1
i+k. We claim that the determinant of Bn−1 is
∏n
i=0 bi ·D(n− 1).
The proof is given by row operations and the mathematical induction. We use B5 to
elaborate the ideas. First, let new rows be r′i =
∑i
j=1(i − j + 1)rj i = 1, ..., 5. For
the new matrix, add twice of the second column to the first one. Then we have a
matrix having the same determinant as B5:

b0 − 3b2 −2b1 − 2b2 b2 0 0
2b0 + 2b3 −3b1 + b3 −2b3 b3 0
3b0 −4b1 b4 −2b4 b4
4b0 −5b1 0 b5 −2b5
5b0 −6b1 0 0 b6


Grab the common factor b0 and b1 from colume 1 and colume 2, respectively. Also,
grab the common factor bi+1 from the ith row. It suffices to show that the deteminant
of
B′ =


b−12 − 3b−10 −2b−12 − 2b−11 1 0 0
2b−13 + 2b
−1
0 −3b−13 + b−11 −2 1 0
3b−14 −4b−14 1 −2 1
4b−15 −5b−15 0 1 −2
5b−16 −6b−16 0 0 1


is equal to D(5), which is D(4) + b−16 (
∑5
j=0(6 − j)2b−1j ). Now, we expand the deter-
minant by the last row, and notice that the determinant of the principle 4×4 matrix
is D(4). So it remains to show that
(−1)4 ·5
∣∣∣∣∣∣∣∣∣∣
−2b−12 − 2b−11 1 0 0
−3b−13 + b−11 −2 1 0
−4b−14 1 −2 1
−5b−15 0 1 −2
∣∣∣∣∣∣∣∣∣∣
+(−1)5 · (−6)
∣∣∣∣∣∣∣∣∣∣
b−12 − 3b−10 1 0 0
2b−13 + 2b
−1
0 −2 1 0
3b−14 1 −2 1
4b−15 0 1 −2
∣∣∣∣∣∣∣∣∣∣
is equal to
∑5
j=0(6− j)2b−1j . For Bn−1, after we follow the same procedure, it suffices
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to show that
∑n−1
j=0 (n− j)2b−1j equals the determinant of a (n− 2)× (n− 2) matrix
(−1)n−2
∣∣∣∣∣∣∣∣∣∣∣∣∣
−3nb−10 − 2(n− 1)b−11 − (n− 2)b−12 1 0 0 · · · 0 0
2nb−10 + (n− 1)b−11 − (n− 3)b−13 −2 1 0 · · · 0 0
−(n− 4)b−14 1 −2 1 · · · 0 0
...
−b−1n−1 0 0 0 · · · 1 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣
which is the same as∣∣∣∣∣∣∣∣∣∣∣∣∣
3nb−10 + 2(n− 1)b−11 + (n− 2)b−12 −1 0 0 · · ·0 0
−2nb−10 − (n− 1)b−11 + (n− 3)b−13 2 −1 0 · · ·0 0
(n− 4)b−14 −1 2 −1 · · · 0 0
...
b−1n−1 0 0 0 · · · − 1 2
∣∣∣∣∣∣∣∣∣∣∣∣∣
Notice that the right bottom is the matrix A(n−3)×(n−3) with ai = 1 ∀i. The proof
is completed by expanding the determinant by the first column. Again, notice that
every term in the det(Bn−1) is of degree (n− 1) and has no multiplicity.
For general cases, if the path {ϕn}n≤N+1 hits 0 between 0 and N, we still can
compute the corresponding determinant by deleting the mth column and mth row if
ϕm = 0. For example, if N = 6 and only ϕ4 = 0, the underlying matrix is

b0 + 4b1 + b2 −2b1 − 2b2 b2 0
−2b1 − 2b2 b1 + 4b2 + b3 −2b2 − 2b3 0
b2 −2b2 − 2b3 b2 + 4b3 + b4 b4
0 0 b4 b4 + 4b5 + b6


It’s natural to guess that every term in the determinant is of degree 4 and has no
multiplicity.
Lemma A.1. Given a path {ϕn}n≤N+1 and r = #{n : ϕn = 0, 1 ≤ n ≤ N − 1} ≥ 1.
Every term in the corresponding determinant is of degree (N − 1 − r) and has no
multiplicity.
Proof. We prove it by induction. Given a path {ϕn}n≤N+2, we need to show that the
degree is (N − r). Let m = sup{n : ϕn = 0, 1 ≤ n ≤ N}. If m = 1, by the previous
lemma, every term in the determinant is of degree (N − 1). Note that r = 1 since
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m = 1. If m = N , by the induction hypothesis, every term in the determinant is of
degree (N − 1− (r− 1)). If 2 ≤ m ≤ N − 1 and ϕm−1 = 0, the corresponding matrix
becomes [
A 0
0 C
]
where A is a [(m−2)−(r−2)]×[(m−2)−(r−2)] matrix, and C is a (N−m)×(N−m)
matrix. Thus, the determinant is det(A)det(C). By the induction hypothesis and
previous lemma, every term in det(A) is of degree m− r, and every term in det(c) is
of degree N −m. On the other hand, if ϕm−1 6= 0, the corresponding matrix is still
positive-definite and can be written as[
A E
E∗ C
]
where A is a [(m−1)−(r−1)]×[(m−1)−(r−1)] matrix, and C is a (N−m)×(N−m)
matrix. Clearly, the only nonzero term in E is em−r,m−r+1 = bm. Set X = −A−1E,
the determinant is equal to
det
[
I 0
X∗ I
][
A E
E∗ C
][
I X
0 I
]
= det
[
A 0
0 C − E∗A−1E
]
Let A−1 be the matrix deleting the last column and row from A, and C−1 be the
matrix deleting the first column and row from C. (If A is of dimension 1, let A−1 = I,
so is C−1). Let A′ = A|bm=0 and C ′ = C|bm=0. We have
det(A) = det(A′) + bmdet(A−1),
det(C −E∗A−1E) = det(C ′) + [bm − det(A−1)
det(A)
b2m]det(C−1).
So the underlying determinant is equal to
det(A)det(C − E∗A−1E) = det(A)det(C ′)
+[det(A′) + bmdet(A−1)][bm − det(A−1)det(A) b
2
m]det(C−1)
= det(A)det(C ′)
+[det(A′)bm + b2mdet(A−1)− det(A−1)b2m]det(C−1)
= det(A)det(C ′) + det(A′)bmdet(C−1)
The degree in the first term is (m− r) + (N −m), and the degree in the second term
is (m− r)+1+(N −m−1). It’s easy to see that there is no multiplicity, which ends
the proof.
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