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Abstract
We construct and investigate a consistent kernel-type nonparametric estimator of the
intensity function of a cyclic Poisson process when the period is unknown. We do not assume
any particular parametric form for the intensity function, nor do we even assume that it is
continuous. Moreover, we consider the situation when only a single realization of the Poisson
process is available, and only in a bounded window. We prove, in particular, that the proposed
estimator is consistent when the size of the window indeﬁnitely expands. We also obtain
complete convergence of the estimator.
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1. Assumptions and the estimator
Let X be a Poisson point process on the real line R having (unknown) cyclic
intensity function l with
unknown period t40: ð1:1Þ
Let W1; W2;?CR be a sequence of ﬁnite ‘‘time’’ intervals, or ‘‘windows,’’ such that
jWnj-N ð1:2Þ
when n-N; where jWnj is the length of Wn: Suppose that only a single realization of
X is available in the window Wn: We want to estimate the intensity function l at a
given point
sAWn: ð1:3Þ
This problem arises frequently is many diverse areas including
* Communications (cf., e.g., [3,18,21,32,33]).
* Hydrology and meteorology (cf., e.g., [2,13,14,17,19,25,28,45,47,52–54]).
* Insurance and reliability (cf., e.g., [4,15]).
* Medical sciences (cf., e.g., [7,29,30,43,44,46]).
* Seismology (cf., e.g., [35–38,48,50,51]).
Some of these can also be found in the monographs by Lewis [31], Cox and Lewis [7],
Cox and Isham [6], Diggle [11], Karr [23], Daley and Vere-Jones [9], Cressie [8],
Kingman [24], Reiss [42], Snyder and Miller [46], Kutoyants [27], and others.
It should be noted that some of the references above deal with periodic (Poisson)
point processes where the period t is known, which is not the case in the present
paper. Certainly, the case of known period can be viewed as a special case of
‘‘unknown’’ period if, by deﬁnition, the estimator equals t identically. We shall
discuss this case in detail below when relating our results to those obtained by
various authors under the assumption that many independent realizations of X are
available.
When l is given in a parametric form, then we can construct an estimator for lðsÞ
by ﬁrst constructing estimators for the unknown parameters of l: There have been
several methods proposed in the literature to tackle the problem. Kutoyants [27]
obtains a number of results and also gives literature reviews concerning the
maximum likelihood, Bayesian, and the minimum distance estimators of the
parameters of Poisson intensity functions. Ogata [37] concentrates on discussing
and reviewing results concerning the maximum likelihood estimators of the Poisson
and more general point processes. We also refer to Krickeberg [26] and Rathbun and
Cressie [41] for important results in the area.
It has been noted in the literature (cf., e.g., [28,29,37]) that the maximum
likelihood method is sometimes difﬁcult to use and, when it works, has to be
implemented carefully. For this reason, in [20] we depart from the maximum
likelihood method and propose an alternative one that allows us to construct
estimators for lðsÞ without ﬁrst estimating the individual parameters. In [20] we still,
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however, need to have the parametric form of l for the sake of knowing its shape
well.
In the present paper we do not assume any (parametric) form of l except that it is
periodic. That is, we assume that the equality
lðs þ ktÞ ¼ lðsÞ ð1:4Þ
holds for all sAR and all kAZ; where t was introduced in (1.1). This information is
sufﬁcient to decide how and from where to collect data so that the construction of a
consistent estimator of lðsÞ would be feasible. Indeed, using the periodicity of l; we
collect data about lðsÞ from certain neighbourhoods of those points s þ kt; kAZ;
that are inside the window Wn: Since the length of the window Wn increases (cf.
assumption (1.2) above), we therefore obtain an increasing number of neighbour-
hoods and, consequently, enable ourselves to construct a consistent estimator of lðsÞ
in exactly the same way as if we had an increasing number of independent
realizations of X : Indeed, the construction of estimator (1.10) below relies on this
idea, and we shall elaborate on it in the following paragraph. Now we only note that
the idea closely resembles that of Helmers and Zitikis [20] where, under the presence
of only one realization of X ; we construct consistent estimators for a class of
intensity functions l having unknown polynomial and known periodic trends.
Let hn be a sequence of positive real numbers such that
hnk0 ð1:5Þ
when n-N: (From now on, we suppress ‘‘n-N’’ whenever confusion is unlikely.)
Furthermore, let Nn :¼ #fk: s þ ktAWng and BhðxÞ :¼ ½x 	 h; x þ h
: With these
notations, the following (approximate) equations become clear,
lðsÞ ¼ 1
Nn
XN
k¼	N
lðs þ ktÞIfs þ ktAWng
E
1
Nn
XN
k¼	N
1
jBhnðs þ ktÞj
Z
Bhn ðsþktÞ-Wn
lðxÞ dx
E
1
Nn
XN
k¼	N
1
2hn
XðBhnðs þ ktÞ-WnÞ
E
t
jWnj
XN
k¼	N
1
2hn
X ðBhnðs þ ktÞ-WnÞ
¼ tjWnj
XN
k¼	N
1
hn
Z
Wn
1
2
I½	1;1
ðBhnðs þ ktÞÞXðdxÞ
¼ tjWnj
XN
k¼	N
1
hn
Z
Wn
K1
x 	 ðs þ ktÞ
hn
 
XðdxÞ; ð1:6Þ
where
K1 :¼ 12 I½	1;1
:
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Note that the ﬁrst E in (1.6) holds under assumption (1.5) provided that
s is a Lebesgue point of l; ð1:7Þ
an assumption that we impose throughout the paper unless explicitly stated
otherwise. Assumption (1.7) is deﬁnitely a mild one since, due to the local
integrability of l; the set of all Lebesgue points of l is dense in R. (Despite the latter
observation, however, right after Theorem 2.2 we discuss possible results without
assuming (1.7).) By construction, the right-hand side of (1.6) is an estimator of lðsÞ:
This estimator could further be generalized by considering general kernel functions
K : R-½0;NÞ; instead of just the ‘‘uniform’’ kernel K1: Namely, let
ln;KðsÞ :¼ tjWnj
XN
k¼	N
1
hn
Z
Wn
K
x 	 ðs þ ktÞ
hn
 
XðdxÞ; ð1:8Þ
where K
(K.1) is a probability density function,
(K.2) is bounded, and
(K.3) has support in ½	1; 1
:
(Obviously, K1 is a member of the class.) We note in passing that for a reason to be
discussed in Appendix, when proving the main results of Section 2 we shall also
make the fourth, very mild assumption (K.4) (cf. also ðK:4nÞ).
The just introduced ln;KðsÞ is an estimator of lðsÞ provided that the period t is
known, which is generally not the case in this paper. Before modifying ln;KðsÞ so that
it would work in the case of unknown periods t (cf. deﬁnition (1.10)), we want to
discuss the relationship between (1.8) and some closely related and well-known
estimators constructed under the presence of increasing number of realizations of X :
When the period t40 is known, then, starting at the left-hand end of the window
Wn; we ﬁt into it as many disjoint intervals S1; S2;y; STCWn of length t as possible,
say T : Since jWnj-N; we then clearly have T-N: In this way we obtain an
increasing number of independent Poisson point processes X1; X2;y; XT ; where Xi
is the restriction of X to the interval Si: The case of increasingly many independent
copies of a (Poisson) point process has been thoroughly investigated by many
authors using different approaches and techniques. We shall mention here just a few
contributions which, in our opinion, will guide the interested reader through the
area. We start with the note that, by developing some ideas by Aalen [1] and
Ramlau-Hansen [40], Pons [39] constructs a kernel-type estimator for the intensity
function of a general point process, proves its consistency under some risk functions
and also investigates rates of consistency. Diggle and Marron [12] discuss the
selection of the bandwidth in the context of kernel-type estimation of Poisson
intensity functions. Dia [10] constructs a kernel-type estimator in the case of a
general point process and proves its asymptotic unbiasedness, pointwise and uniform
consistency, and also the central limit theorem. Ellis [16] considers spatial point
processes and constructs kernel-type and nearest-neighbour estimators proving their
consistency and asymptotic normality. In the case of Poisson point process, Cowling
et al. [5] consider the construction of conﬁdence regions using several resampling
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(bootstrap) schemes. Kutoyants [27], Chapter 6.2 considers the estimation of Poisson
intensity functions uniformly over some subsets of their domains of deﬁnition and
under various loss functions. Kutoyants [27, p. 263] also gives a review of related
results.
We are now in the position to modify estimator (1.8) so that it would be applicable
in the case of unknown period t: For this reason, let #tn be a consistent estimator of t;
that is,
#tn-
p
t: ð1:9Þ
For example, we may use the ‘‘periodogram’’ estimator proposed and investigated
by Vere-Jones [49] or the ‘‘non-parametric’’ estimator of Mangku [34]. The general
estimator of lðsÞ is now deﬁned by modifying ln;KðsÞ as follows:
#ln;KðsÞ :¼ #tnjWnj
XN
k¼	N
1
hn
Z
Wn
K
x 	 ðs þ k#tnÞ
hn
 
X ðdxÞ: ð1:10Þ
Naturally, the performance of the estimator #ln;KðsÞ depends largely on the
performance of #tn: This relationship is rigorously considered in Theorems 2.1 and
2.2, which are the main contributions of this paper.
2. Main results
We start the section by stating the fourth additional assumption on the kernel K
that we mentioned earlier:
(K.4) K has only a ﬁnite number of discontinuities.
We shall demonstrate in Theorems 2.1 and 2.2 that, given the assumptions of
Section 1, assumption (K.4) is sufﬁcient for the consistency of #ln;KðsÞ: At the
very outset we note, however, that assumption (K.4) is not the weakest possible one,
but it is deﬁnitely very clear and must therefore be easily veriﬁable in practical
situations. Its weaker version, assumption ðK:4nÞ below, is more cumbersome but
covers a larger class of functions K ; though we have to stay that all the functions K
satisfying ðK:4nÞ but not (K.4) seem to be of mathematical interest mainly. We shall
leave a more detailed discussion concerning this topic until the second half
of the present section, formulating now the two main results of the paper,
Theorems 2.1 and 2.2.
Theorem 2.1. Let the intensity function l be periodic, and let the kernel K satisfy
assumptions (K.1)–(K.4). Furthermore, let the bandwidth hn be such that (1.5) holds
and
hn jWnj-N: ð2:1Þ
If
jWnj j#tn 	 tj=hn-p 0; ð2:2Þ
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then
#ln;KðsÞ-p lðsÞ; ð2:3Þ
provided that s is a Lebesgue point of l:
In Theorem 2.2 we consider complete convergence of the estimator #ln;KðsÞ; which
implies a rate of consistency of #ln;KðsÞ: Naturally, some assumptions of Theorem 2.2
will be stronger than the corresponding ones of Theorem 2.1. We use-
c
to denote
complete convergence.
Theorem 2.2. Let the intensity function l be periodic, and let the kernel K satisfy
assumptions (K.1)–(K.4). Furthermore, let the bandwidth hn be such that (1.5) holds andXN
n¼1
exp 	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jWnjhn
pn o
oN ð2:4Þ
for any e40: If
jWnj j#tn 	 tj=hn-c 0; ð2:5Þ
then
#ln;KðsÞ-c lðsÞ; ð2:6Þ
provided that s is a Lebesgue point of l:
We shall now describe the limit of the estimator #ln;KðsÞ when s is not necessarily a
Lebesgue point of l: Namely, a careful inspection of the proofs of Section 3 shows
that under the assumption (note that, in general, periodic functions may not
necessarily be bounded)
1
h
Z h
	h
lðs þ xÞ dx ¼ Oð1Þ; h-0;
the estimator #ln;KðsÞ converges to
lnðsÞ :¼ lim
h-0
Z 1
	1
KðxÞlðs þ xhÞ dx; ð2:7Þ
provided that the limit in (2.7) exists. From the latter fact we derive, for example,
that if the left- and right-hand limits lðs	Þ and lðsþÞ of l at the point s exist, then
lnðsÞ ¼ lðs	Þ
Z 0
	1
KðxÞ dx þ lðsþÞ
Z 1
0
KðxÞ dx:
Consequently, assuming that the function K is symmetric around 0, and using the
fact that K is a probability density function, we obtain the representation
lnðsÞ ¼ 1
2
flðs	Þ þ lðsþÞg:
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Obviously, if s is a continuity point of l; then the latter representation implies the
equality lnðsÞ ¼ lðsÞ; as expected.
We shall now discuss assumption (K.4) and explain a possible way to weaken it.
Indeed, in Section 3 we prove Theorems 2.1 and 2.2 (in fact, Theorem 3.1 that
implies both aforementioned ones at a stroke) under the following assumption:
ðK:4nÞ For any a40; there exists a ﬁnite collection of disjoint compact intervals
B1;y; BMa and a continuous function Ka : R-R such that the Lebesgue measure of
the set ½	1; 1
\SMai¼1 Bi does not exceed a; and jKðuÞ 	 KaðuÞjpa for all uASMai¼1 Bi:
We continue the discussion with the construction (suggested by an anonymous
reviewer of this paper) of a function that satisﬁes assumption ðK:4nÞ but not (K.4).
Namely, let N denote the set fn	1: nANg; and let
K2 :¼ 12 I½	1;1
\N;
where IA denotes the indicator function of a set A: Obviously, the function K2
satisﬁes assumptions (K.1)–(K.3), as well as ðK:4nÞ: However, assumption (K.4) is
not satisﬁed since the function K2 has an inﬁnite number of discontinuity points. In
other words, we have just demonstrated that assumption ðK:4nÞ is, indeed, weaker
than (K.4). Assumption ðK:4nÞ; however, is stronger than the mere measurability of
K ; which is implicitly assumed in (K.1). To see this, let
K3 :¼ 12 I½	1;1
\Q;
where Q stands for the set of all rational numbers. The kernel K3 is measurable,
satisﬁes assumptions (K.1)–(K.3), but obviously fails to satisfy ðK:4nÞ: Despite this
fact, assumption ðK:4nÞ is only slightly stronger than the measurability of K : To
explain why this is so, we start with the Lusin Theorem (cf., e.g., [22]) which says that
if K is measurable, then the following is true:
(L) For any a40; there exists a compact set Aa and a continuous function
Ka : R-R such that the Lebesgue measure of the set ½	1; 1
\Aa does not exceed a;
and jKðuÞ 	 KaðuÞjpa for all uAAa:
By comparing ðK:4nÞ and (L) we see that the two assumptions are not far away
from each other, though ðK:4nÞ is stronger than (L), as can easily be seen by taking
Aa ¼
SMa
i¼1 Bi: This discussion also suggests the following easy recipe for verifying
assumption ðK:4nÞ: Namely, ðK:4nÞ is satisﬁed by those functions K whose set of
discontinuity points can, for any a40; be covered by a ﬁnite collection of open
intervals of total length not exceeding a: Note also that the latter remark clearly
explains why the earlier introduced kernel K2 satisﬁes assumption ðK:4nÞ:
We conclude this section with the note that the necessity of excluding functions
such as K3 from the current paper is explained in Appendix.
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3. Proofs of Theorems 2.1 and 2.2
The proofs will be seen to be somewhat involved, mainly because our goal in this
paper is to demonstrate that #ln;KðsÞ is a consistent estimator of lðsÞ under essentially
the same assumptions as those needed for the consistency of ln;KðsÞ when the period
t is known. We note, however, that instead of proving Theorems 2.1 and 2.2, we now
formulate and prove the following more general Theorem 3.1. (Both Theorems 2.1
and 2.2 are easy consequences of Theorem 3.1.)
Theorem 3.1. Let the intensity function l be periodic, and let the kernel K satisfy
assumptions (K.1)–(K.3) and ðK:4nÞ: Furthermore, let the bandwidth hn be such that
(1.5) holds. Then there exists a constant c such that for every e40 there exist a (small)
b :¼ bðeÞ40 and a (large) nðeÞ such that the bound
Pfj#ln;KðsÞ 	 lðsÞjXegpc expf	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jWnjhn
p
g þ PfjWnj j#tn 	 tjXbhng ð3:1Þ
holds for all nXnðeÞ; provided that s is a Lebesgue point of l:
We shall devote the remaining of this section to proving Theorem 3.1. The proof is
subdivided into three main parts, Lemmas 3.1–3.3. We shall now brieﬂy outline the
contents of the three lemmas. In Lemma 3.1 we demonstrate that lðsÞ can be
approximated by the (deterministic) quantity
O0n;KðsÞ :¼
1
Nn
XN
k¼	N
1
hn
Z
Wn
K
x 	 ðs þ ktÞ
hn
 
lðxÞ dx:
In Lemma 3.2 we prove that, in probability, the quantity O0n;KðsÞ is asymptotically
close to the following (random) one:
O00n;KðsÞ :¼
1
Nn
XN
k¼	N
1
hn
Z
Wn
K
x 	 ðs þ ktÞ
hn
 
X ðdxÞ:
In Lemma 3.3, which is the most technically involved among the three lemmas, we
demonstrate that O00n;KðsÞ is asymptotically close to
O000n;KðsÞ :¼
1
Nn
XN
k¼	N
1
hn
Z
Wn
K
x 	 ðs þ k#tnÞ
hn
 
X ðdxÞ:
Before proceeding further, we note in passing that it is in the proof of Lemma 3.3
that the necessity of assumptions such as (K.4) and ðK:4nÞ emerges (cf. Remark 3.1
for some details). In more detail, the statements of Lemmas 3.1–3.3 actually imply
that for every e40 there exist a (small) b :¼ bðeÞ40 and a (large) nðeÞAN such that
the bound
PfjO000n;KðsÞ 	 lðsÞjXegpc expf	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jWnjhn
p
g þ PfjWnj j#tn 	 tjXbhng ð3:2Þ
holds for all nXnðeÞ: With this observation, the proof of Theorem 3.1 now
comes within easy reach. To demonstrate this, we start with the following
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elementary bound:
j#ln;KðsÞ 	 lðsÞjp #tnNnjWnj 	 1









fjO000n;KðsÞ 	 lðsÞj þ lðsÞg þ jO000n;KðsÞ 	 lðsÞj: ð3:3Þ
Furthermore, we easily check that
#tnNn
jWnj 	 1









p j#tn 	 tjt tNnjWnj 	 1









þ j#tn 	 tjt þ tNnjWnj 	 1










p j#tn 	 tj
t
t
jWnj þ 1
 
þ tjWnj; ð3:4Þ
where we used jtNn 	 jWnjjpt to obtain the second bound of (3.4). Since jWnj
increases indeﬁnitely, we can therefore make the right-hand side of (3.4) as small as
we want, provided that jWnj j#tn 	 tjpbhn: Consequently, from (3.3) we derive the
bound
Pfj#ln;KðsÞ 	 lðsÞjXegpP jO000n;KðsÞ 	 lðsÞjX
e
2
n o
þ PfjWnj j#tn 	 tjXbhng ð3:5Þ
for all sufﬁciently large n: An application of (3.2) on the right-hand side of (3.5)
implies the statement of Theorem 3.1.
Lemma 3.1. Let the intensity function l be periodic, and let the kernel K satisfy
assumptions (K.1)–(K.3). Furthermore, let the bandwidth hn be such that (1.5) holds.
Then
O0n;KðsÞ-lðsÞ; ð3:6Þ
provided that s is a Lebesgue point of l:
Proof. We have the following equalities:
O0n;KðsÞ ¼
1
Nn
XN
k¼	N
1
hn
Z
R
K
x 	 ðs þ ktÞ
hn
 
lðxÞIðxAWnÞ dx
¼ 1
Nnhn
Z
R
K
x
hn
  XN
k¼	N
lðx þ s þ ktÞIðx þ s þ ktAWnÞ dx: ð3:7Þ
Since l is periodic with period t; we have lðx þ s þ ktÞ ¼ lðx þ sÞ: Furthermore, it is
obvious that
XN
k¼	N
Iðx þ s þ ktAWnÞA½Nn 	 1; Nn þ 1
: ð3:8Þ
Consequently, the right-hand side of (3.7) converges to lðsÞ provided that
1
hn
Z
R
K
x
hn
 
lðx þ sÞ dx-lðsÞ: ð3:9Þ
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Note that
1
hn
Z
R
K
x
hn
 
lðsÞ dx ¼ lðsÞ
Z
R
KðxÞ dx ¼ lðsÞ; ð3:10Þ
where we used the assumption that K is a probability density function.
Consequently, statement (3.9) follows if
1
hn
Z
R
K
x
hn
 
flðx þ sÞ 	 lðsÞg dx-0: ð3:11Þ
Statement (3.11) holds true since K is bounded, has support in ½	1; 1
; and s is a
Lebesgue point of l: This completes the proof of Lemma 3.1. &
Lemma 3.2. Let the intensity function l be periodic, and let the kernel K satisfy the
assumptions (K.1)–(K.3). Furthermore, let the bandwidth hn be such that (1.5) holds.
Then there is a (large) constant n1 such that for any constant c140 there exists another
one c240 such that
PfjO00n;KðsÞ 	 O0n;KðsÞjXc1egpc2 expf	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jWnjhn
p
g; ð3:12Þ
for every e40 and all nXn1; provided that s is a Lebesgue point of l:
Proof. Since we work with the difference O00n;KðsÞ 	 O0n;KðsÞ throughout the proof, it
is convenient to denote it shortly by Dn: We now proceed with the following easy
bound stating that, for every t40;
PfjDnjXc1egpexpf	c1etgðE expftDng þ E expf	tDngÞ: ð3:13Þ
To make further considerations more transparent, we denote
xk :¼
Z
Wn
K
x 	 ðs þ ktÞ
hn
 
X ðdxÞ
and rewrite Dn as follows:
Dn ¼ 1
Nn
XN
k¼	N
1
hn
fxk 	 Exkg:
Since hnk0; the random variables x1; x2;y are independent for all sufﬁciently large n
(depending on the period t). Thus, for sufﬁciently large n; we obtain
E expf7tDng ¼
YN
k¼	N
E exp 7
t
Nnhn
ðxk 	 ExkÞ
 
: ð3:14Þ
Using the well-known formula for the Laplace transform of the Poisson process, we
obtain that
E exp 7
t
Nnhn
xk
 
¼ exp
Z
Wn
ðeKnðxÞ 	 1ÞlðxÞ dx
 
;
R. Helmers et al. / Journal of Multivariate Analysis 84 (2003) 19–3928
where we used the notation
KnðxÞ :¼7 t
Nnhn
K
x 	 ðs þ ktÞ
hn
 
:
Consequently, for every factor on the right-hand side of (3.14) we have the formula
E exp 7
t
Nnhn
fxk 	 Exkg
 
¼ exp
Z
Wn
ðeKnðxÞ 	 1	 KnðxÞÞlðxÞ dx
 
: ð3:15Þ
Since jexpfxg 	 1	 xj does not exceed x2 expfjxjg; we obtain from (3.15) that
E exp 7
t
Nnhn
fxk 	 Exkg
 
pexp
Z
Wn
jKnðxÞj2ejKnðxÞjlðxÞ dx
 
: ð3:16Þ
We now make the following choice:
t :¼ 1
c1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Nnhn
p
: ð3:17Þ
Using the assumption that K is bounded and has support in the interval ½	1; 1
; we
obtain from (3.16) with (3.17) that
E exp 7
t
Nnhn
fxk 	 Exkg
 
pexp c 1
Nnhn
Z
Bhn ðsþktÞ-Wn
lðxÞ dx
( )
ð3:18Þ
for a constant c that does not depend on n: Applying bound (3.18) on the right-hand
side of (3.14), we obtain
E expf7tDngpexp c 1
Nn
XN
k¼	N
1
hn
Z
Bhn ðsþktÞ-Wn
lðxÞ dx
( )
: ð3:19Þ
Furthermore, we have the following obvious equality:Z
Bhn ðsþktÞ-Wn
lðxÞ dx ¼
Z
Bhn ð0Þ
lðs þ ktþ xÞIðs þ ktþ xAWnÞ dx:
Consequently, using the periodicity of l and (3.8) on the right-hand side of (3.19), we
obtain that
E expf7tDngpexp c 1
hn
Z
Bhn ð0Þ
lðs þ xÞ dx
( )
: ð3:20Þ
Since s is a Lebesgue point of l;
1
2hn
Z
Bhn ð0Þ
lðs þ xÞ dx-lðsÞ:
Thus,
lim
n-N
E expf7tDngpcoN: ð3:21Þ
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Bound (3.21), when applied on the right-hand side of (3.13), implies that
PfjDnjXegpexpf	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Nnhn
p
g; ð3:22Þ
due to our choice of t in (3.17). Lemma 3.2 is therefore proved. &
Lemma 3.3. Let the intensity function l be periodic, and let the kernel K satisfy
assumptions (K.1)–(K.3) and ðK:4nÞ: Furthermore, let the bandwidth hn be such that
(1.5) holds. Then, for every e40; there exist a (small) b :¼ bðeÞ40 and a (large)
nðeÞAN such that the bound
PfjO000n;KðsÞ 	 O00n;KðsÞjXegpc expf	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jWnjhn
p
g þ PfjWnj j#tn 	 tjXbhng ð3:23Þ
holds for all nXnðeÞ; provided s is a Lebesgue point of l:
Proof. Fix any a40 and denote
Aa :¼
[Ma
i¼1
BiC½	1; 1
;
where B1;y; BMa are compact disjoint intervals deﬁned in assumption ðK:4nÞ:
Furthermore, using the (continuous) function Ka of assumption ðK:4nÞ and the
Weierstrass Approximation Theorem (cf., e.g., [22]), we get that there exists a
Lipschitz function La such that jKðuÞ 	 LaðuÞjpa for all uAAa: Now, we decompose
K into the following sum of three functions:
KðuÞ ¼ fKðuÞ 	 LaðuÞgIAcaðuÞ þ fKðuÞ 	 LaðuÞgIAaðuÞ þ LaðuÞ: ð3:24Þ
Using decomposition (3.24), we rewrite the difference
Ln :¼ O000n;KðsÞ 	 O00n;KðsÞ
as the sum of three quantities to be deﬁned in (3.25), (3.26), and (3.28) below. In
what follows, but up to and including the deﬁnition of Ln;7 in (3.29), we shall reduce
the estimation of the three quantities mentioned above to that of the seven simpler
quantities Ln;1;y;Ln;7 (cf. bound (3.30) below for detail).
Since K and La are bounded, we easily see that the quantity
1
Nn
XN
k¼	N
1
hn
Z
Wn
ðK 	 LaÞ x 	 ðs þ ktÞ
hn
 
IAca
x 	 ðs þ ktÞ
hn
 
X ðdxÞ






	 1
Nn
XN
k¼	N
1
hn
Z
Wn
ðK 	 LaÞ x 	 ðs þ k#tnÞ
hn
 
IAca
x 	 ðs þ k#tnÞ
hn
 
X ðdxÞ






ð3:25Þ
does not exceed the sum of the two quantities
Ln;1 :¼ cðK ; LaÞ 1
Nn
XN
k¼	N
1
hn
X ðfs þ ktþ hnAcag-WnÞ;
Ln;2 :¼ cðK ; LaÞ 1
Nn
XN
k¼	N
1
hn
X ðfs þ k#tn þ hnAcag-WnÞ;
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where cðK ; LaÞ denotes a constant depending only on supfjKðuÞj: uA½	1; 1
g and
supfjLaðuÞj: uA½	1; 1
g: The quantity
1
Nn
XN
k¼	N
1
hn
Z
Wn
ðK 	 LaÞ x 	 ðs þ ktÞ
hn
 
IAa
x 	 ðs þ ktÞ
hn
 
X ðdxÞ






	 1
Nn
XN
k¼	N
1
hn
Z
Wn
ðK 	 LaÞ x 	 ðs þ k#tnÞ
hn
 
IAa
x 	 ðs þ k#tnÞ
hn
 
X ðdxÞ






ð3:26Þ
does not exceed the sum of the two quantities
Ln;3 :¼ a 1
Nn
XN
k¼	N
1
hn
Xðfs þ ktþ hn½	1; 1
g-WnÞ;
Ln;4 :¼ a 1
Nn
XN
k¼	N
1
hn
Xðfs þ k#tn þ hn½	1; 1
g-WnÞ:
Next, without loss of generality we assume that the support of the Lipschitz function
La is in the interval ½	1; 1
: Using this, we obtain that
jLaðuÞ 	 LaðvÞjpcðLaÞju 	 vjðIfuA½	1; 1
g þ IfvA½	1; 1
gÞ ð3:27Þ
for all u; vA½	1; 1
: Let I0 ¼ ð	N;	1Þ; I1 ¼ ½	1; 1
; and I2 ¼ ð1;NÞ: Conse-
quently, the quantity
1
Nn
XN
k¼	N
1
hn
Z
Wn
La
x 	 ðs þ ktÞ
hn
 
X ðdxÞ






	 1
Nn
XN
k¼	N
1
hn
Z
Wn
La
x 	 ðs þ k#tnÞ
hn
 
X ðdxÞ





 ð3:28Þ
does not exceed the sum of the three quantities
Ln;5 :¼ cðLaÞ 1
Nn
XN
k¼	N
kð#tn 	 tÞ
hn









 1hn Xðfs þ ktþ hn½	1; 1
g-WnÞ;
Ln;6 :¼ cðLaÞ 1
Nn
XN
k¼	N
kð#tn 	 tÞ
hn









 1hn Xðfs þ k#tn þ hn½	1; 1
g-WnÞ;
%Ln;7 :¼ cðLaÞ 1
Nn
X
0piajp2
XN
k¼	N
1
hn
Xðfs þ k#tn þ hnIig-fs þ ktþ hnIjg-WnÞ:
Note that the upper bounds Ln;5 and Ln;6 correspond to the case where both points
ðx 	 ðs þ k#tnÞÞ=hn and ðx 	 ðs þ ktÞÞ=hn are in the same interval ½	1; 1
; which is
equivalent to the case xAfs þ k#tn þ hn½	1; 1
g-fs þ ktþ hn½	1; 1
g; so that we can
apply (3.27). The upper bound %Ln;7 corresponds to the other cases. Before
proceeding further, we estimate %Ln;7: We can easily see that if, for example, i ¼ 0
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and j ¼ 1; then
XN
k¼	N
Xðfs þ k#tn þ hnIig-fs þ ktþ hnIjg-WnÞ
¼
XN
k¼	N
X ðfs þ ktþ kð#tn 	 tÞ þ hnð	N;	1Þg-fs þ ktþ hn½	1; 1
g-WnÞ
p
XN
k¼	N
Xð½s þ kt	 hn; s þ kt	 hn þ jkð#tn 	 tÞj
-WnÞ:
Similar estimates are valid for the other three cases: i ¼ 1 and j ¼ 0; i ¼ 1 and j ¼ 2;
and i ¼ 2 and j ¼ 1: These bounds show that %Ln;7 does not exceed
Ln;7 :¼ cðLaÞ
Nn
X2
i¼1
XN
k¼	N
1
hn
X s þ ktþ aihnfð
þ hn 	 kð#tn 	 tÞ
hn









; kð#tn 	 tÞhn










 
-Wn

; ð3:29Þ
where a1 :¼ 	1 and a2 :¼ 1:
The obtained results above show, in particular, that the probability of the event
jLnjXe does not exceed the probability of the event Ln;1 þ?þ Ln;7Xe: Thus, for
any b40;
PfjLnjXegpPfLn;1 þ?þ Ln;7Xe; jWnj j#tn 	 tjpbhng
þ PfjWnj j#tn 	 tjXbhng: ð3:30Þ
We shall now estimate Ln;1;y;Ln;7 under the restriction jWnj j#tn 	 tjpbhn: We start
with the observation that even though Ln;1;y;Ln;7 are inﬁnite sums they are
actually sums of only ﬁnite numbers of non-zero summands. Indeed, due to the
assumptions hn-0 and jWnj-N; we have that, for all sufﬁciently large n; the
summands of Ln;1;y;Ln;7 are equal to 0 for all indices k such that
jkjX2
t
jWnj: ð3:31Þ
Consequently, when estimating Ln;1;y;Ln;7 we can restrict ourselves to the
summands with indices k such that jkjp2t	1jWnj: This immediately implies the
bounds
Ln;1;Ln;2pcðK ; LaÞLnn;1;
Ln;3;Ln;4paLnnn ;
Ln;5;Ln;6p
2b
t
cðLaÞLnnn ;
Ln;7pcðLaÞLnn;2; ð3:32Þ
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where we have denoted
Lnn;1 :¼
1
Nn
XN
k¼	N
1
hn
X s þ ktþ hn 	2bt ;
2b
t
 
þ hnAca
 
-Wn
 
;
Lnnn :¼
1
Nn
XN
k¼	N
1
hn
X s þ ktþ hn 	1	 2bt ; 1þ
2b
t
  
-Wn
 
;
Lnn;2 :¼
1
Nn
X2
i¼1
XN
k¼	N
1
hn
X s þ ktþ aihn þ hn 	2bt ;
2b
t
  
-Wn
 
:
We now see that if the set Aca in L
n
n;1 is replaced by f	1g,f1g; then Lnn;1 reduces to
Lnn;2: To combine these upper bounds, we argue as follows. Deﬁne %A
c
a ¼
Aca,f	1g,f1g; and let Lnn denote Lnn;1; with Aca now replaced by %Aca: Note that
the size of %Aca is the same as that of A
c
a; which does not exceed a: Then we have the
bound
cðK ; LaÞLnn;1 þ cðLaÞLnn;2pfcðK ; LaÞ þ cðLaÞgLnn :
Consequently, we have proved the following bound
PfjLnjXegpPffcðK ; LaÞ þ cðLaÞgLnn þ faþ 2bt	1cðLaÞgLnnn Xeg
þ PfjWnj j#tn 	 tjXbhng:
The latter bound shows that the proof of Lemma 3.3 is completed if we demonstrate
that
PffcðK ; LaÞ þ cðLaÞgLnn þ faþ bcðLaÞgLnnn Xegpc expf	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jWnjhn
p
g: ð3:33Þ
The left-hand side of bound (3.33) does not exceed
PffcðK ; LaÞ þ cðLaÞgjLnn 	 ELnn j þ faþ bcðLaÞgjLnnn 	 ELnnn jXceg; ð3:34Þ
where
ce :¼ e	 fcðK ; LaÞ þ cðLaÞgELnn 	 faþ bcðLaÞgELnnn :
We now want to show that the parameters a and b can be chosen in such a way that,
for example,
ceX
e
2
; ð3:35Þ
when n is sufﬁciently large. To start with, we note that ELnnn can be rewritten
2 1þ 2b
t
 
1
Nn
XN
k¼	N
1
hnn
Z
Wn
1
2
I½	1;1

x 	 ðs þ ktÞ
hnn
 
lðxÞ dx; ð3:36Þ
where hnn :¼ ð1þ 2b=tÞhn: Using Lemma 3.1 with K ¼ 2	1I½	1;1
; we immediately
obtain that the quantity of (3.36) converges to 2ð1þ 2b=tÞlðsÞ when n-N; and so
does ELnnn : This implies that by choosing a40 and b40 sufﬁciently small, we can
make the quantity faþ bcðLaÞgELnnn smaller than e=4 for all sufﬁciently large n:
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In view of this fact, we obtain the desired bound (3.35), provided that
fcðK ; LaÞ þ cðLaÞgELnnp
e
4
ð3:37Þ
for all sufﬁciently large n: We now prove (3.37). Denote
U :¼ 	2b
t
;
2b
t
 
þ %Aca
for notational simplicity. Then
ELnn ¼
1
Nn
XN
k¼	N
1
hn
EXðfs þ ktþ hnUg-WnÞ
¼ 1
Nn
XN
k¼	N
1
hn
Z
hnU
lðx þ s þ ktÞIWnðx þ s þ ktÞ dx
¼ 1
Nnhn
Z
hnU
lðx þ sÞ
XN
k¼	N
IWnðx þ s þ ktÞ dx
p 2
hn
Z
hnU
lðx þ sÞ dx
p 2
hn
Z
hnU
flðx þ sÞ 	 lðsÞg dx









þ 2lðsÞjUj: ð3:38Þ
Note that the ﬁrst summand on the right-hand side of (3.38) converges to 0, due to
the assumption that s is a Lebesgue point of l: Thus, in order to achieve the desired
bound (3.37) we have to demonstrate that by choosing sufﬁciently small parameters
a40 and b40 we can make the quantity jUj as small as we want. Here, and only
here, we need to employ assumption ðK:4nÞ: Before doing so, we give a remark on
the assumption.
Remark 3.1. If we do not assume ðK:4nÞ; then we only have (L). In this case, the set
Aca can be so scattered over the interval ½	1; 1
 that the set ½	b; b
 þ Aca may ﬁll
almost all interval ½	1; 1
 and thus the Lebesgue measure of ½	b; b
 þ Aca may be
close, for example, to that of ½	1; 1
—the case which we deﬁnitely want to avoid by
assuming ðK:4nÞ:
We now continue with the proof of Lemma 3.3. By choosing the parameter b40
sufﬁciently small, we can achieve the situation where U is a union of disjoint sets
½	2b=t; 2b=t
 þ Bi and f	1g,f1g; i ¼ 1;y; Ma: Consequently,
jUj ¼
XMa
i¼1
	2b
t
;
2b
t
 
þ Bi









 ¼X
Ma
i¼1
jBij þ 2Ma 2bt ¼ jA
c
aj þ 2Ma
2b
t
p aþ 2Ma 2bt : ð3:39Þ
R. Helmers et al. / Journal of Multivariate Analysis 84 (2003) 19–3934
Obviously, the right-hand side of (3.39) can be made as small as we want by choosing
a40 and b40 sufﬁciently small. Thus, the desired bound (3.37) can indeed be
achieved for all sufﬁciently large n: This, in turn, implies that, for all sufﬁciently large
n; the quantity of (3.34) does not exceed
P fcðK ; LaÞ þ cðLaÞgjLnn 	 ELnn j þ faþ bcðLaÞgjLnnn 	 ELnnn jX
e
2
n o
:
The latter quantity does not exceed the sum of PfjLnn 	 ELnnjXcn1eg and PfjLnnn 	
ELnnn jXcnn1 eg; where cn140 and cnn1 40 are some constants. Using Lemma 3.2 with
the kernel K :¼ jUj	1IU we obtain the bound
PfjLnn 	 ELnnjXcn1egpcn2 expf	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jWnjhn
p
g;
Furthermore, an application of Lemma 3.2 with the kernel K :¼ jBj	1IB; where
B :¼ 	1	 2b
t
; 1þ 2b
t
 
;
implies
PfjLnnn 	 ELnnn jXcnn1 egpcnn2 expf	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jWnjhn
p
g:
Thus, the quantity of (3.34) does not exceed c expf	e ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjWnjhnp g; which completes the
proof of bound (3.33) and, in turn, of Lemma 3.3. &
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Appendix
Discussion concerning ðK:4Þ and ðK:4nÞ
We shall now discuss the role of assumption ðK:4nÞ and the necessity of excluding
kernels such as K3 from the current paper. Decompose K3 as the difference
K3 ¼ K1 	 K4
of the kernel K1 deﬁned right after (1.6) and
K4 :¼ 12 I½	1;1
-Q:
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Consequently, we have the difference
#ln;K3ðsÞ ¼ #ln;K1ðsÞ 	 #ln;K4ðsÞ: ðA:1Þ
Note that the kernel K1 satisﬁes all four assumptions (K.1)–(K.3), ðK:4nÞ: Thus, by
Theorem 3.1, we have the bound
Pfj#ln;K1ðsÞ 	 lðsÞjXegpc expf	e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jWnjhn
p
g þ PfjWnj j#tn 	 tjXbhng;
with the same parameters as in Theorem 3.1. We now easily see that if hnjWnj-N
and jWnjj#tn 	 tj=hn-p 0; then #ln;K1ðsÞ is a consistent estimator of lðsÞ: In view of this
fact and decomposition (A.1), the random variable #ln;K3ðsÞ can be a consistent
estimator of lðsÞ if and only if
#ln;K4ðsÞ-
p
0: ðA:2Þ
We now look at #ln;K4ðsÞ more closely. By deﬁnition, #ln;K4ðsÞ is of the form
#ln;K4ðsÞ ¼
#tn
jWnj
XN
k¼	N
1
2hn
Xðfs þ k#tn þ hnQg-WnÞ:
If #tn were identically equal to t; the expectation of the random variable
X ðfs þ k#tn þ hnQg-WnÞ ½¼ Xðfs þ ktþ hnQg-WnÞ

would obviously be equal to 0, which, in turn, would be strong evidence that
statement (A.2) holds true (in fact, one can easily verify that this is so under the
assumption #tn  tÞ: However, if #tn is a truly random estimator of t; then the validity
of statement (A.2) becomes highly questionable, provided that no additional
information about #tn is available except that jWnj j#tn 	 tj=hn-p 0: To give a more
rigorous justiﬁcation of the latter claim, we note that statement (A.2) can be reduced
to showing that, for any e40 and b40;
Pf#ln;K4ðsÞXe; jWnj j#tn 	 tjpbhng-0: ðA:3Þ
The ‘‘restriction’’ jWnj j#tn 	 tjpbhn in (A.3) actually says that what we really know
about the estimator #tn is only the conﬁdence interval
#tnAtþ bjWnj hn½	1; 1
: ðA:4Þ
With the notation of (A.4), we rewrite (A.3) in a more explicit way as
P
#tn
jWnj
XN
k¼	N
1
2hn
Xðfs þ k#tn þ hnQg-WnÞXe; #tnAtþ bjWnj hn½	1; 1

( )
-0:ðA:5Þ
If we now use the only available information given in (A.4) to estimate the random
variable Xðfs þ k#tn þ hnQg-WnÞ in (A.5), we shall inevitably end up with the
necessity of proving that
Pf#lnn;K4ðsÞXeg-0; ðA:6Þ
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where
#lnn;K4ðsÞ :¼
#tn
jWnj
XN
k¼	N
1
2hn
X s þ ktþ k bjWnj hn½	1; 1
 þ hnQ
 
-Wn
 
:
But statement (A.6) appears to be impossible if lðsÞ40: Indeed, since the interval
bjWnj	1hn½	1; 1
 has a positive Lebesgue measure (and it does not matter how small
it is), we have that the set kbjWnj	1hn½	1; 1
 þ hnQ completely covers the interval
hn½	1; 1
: This observation immediately implies that
#lnn;K4ðsÞX#ln;K1ðsÞ:
But we have already noted above that #ln;K1ðsÞ is a consistent estimator of lðsÞ: Thus,
#lnn;K4ðsÞ cannot converge in probability to 0 if lðsÞ40:
The above discussion indicates that without additional information about the
relationship between X and #tn in the expression
X ðfs þ k#tn þ hnQg-WnÞ;
it may be impossible to prove statements like (A.3) or (A.2). And we emphasize that,
by not considering any speciﬁc estimator #tn in the present paper, we do not have
more information about #tn except that #tn is a consistent estimator of t and, possibly,
a rate of consistency like jWnj j#tn 	 tj=hn-p 0: However, it is important to call
attention to the fact that no matter how attractive the problem of including the
kernel K3 into Theorem 2.1 could be from the mathematical point of view, this does
not seem to be relevant from the statistical point of view. Indeed, as far as we
understand, all the kernels K of statistical relevance satisfy assumptions (K.1)–(K.4),
and are thus covered by Theorem 2.1.
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