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In this paper we derive the relativistic two-component formulation of time-dependent
current-density-functional theory. To arrive at a two-component current-density formulation we
apply a Foldy-Wouthuysen-type transformation to the time-dependent four-component
Dirac-Kohn-Sham equations of relativistic density-functional theory. The two-component
Hamiltonian is obtained as a regular expansion which is gauge invariant at each order of
approximation, and to zeroth order it represents the time-dependent version of the relativistic zeroth
order regular Hamiltonian obtained by van Lenthe et al., for the ground state J. Chem. Phys. 99,
4597 1993. The corresponding zeroth order regular expression for the density is unchanged,
whereas the current-density operator now comprises a paramagnetic, a diamagnetic, and a spin
contribution, similar to the Gordon decomposition of the Dirac four current. The zeroth order
current density is directly related to the mean velocity corresponding to the zeroth order
Hamiltonian. These density and current density operators satisfy the continuity equation. This zeroth
order approximation is therefore consistent and physically realistic. By combining this formalism
with the formulation of the linear response of solids within time-dependent current-density
functional theory Romaniello and de Boeij, Phys. Rev. B 71, 155108 2005, we derive a method
that can treat orbital and spin contributions to the response in a unified way. The effect of spin-orbit
coupling can now be taken into account. As first test we apply the method to calculate the relativistic
effects in the linear response of several metals and nonmetals to a macroscopic electric field.
Treatment of spin-orbit coupling yields visible changes in the spectra: a smooth onset of the
interband transitions in the absorption spectrum of Au, a sharp onset with peak at about 0.46 eV in
the absorption spectrum of W, and a low-frequency doublet structure in the absorption spectra of
ZnTe, CdTe, and HgTe in agreement with experimental results. © 2007 American Institute of
Physics. DOI: 10.1063/1.2780146
I. INTRODUCTION
The growing interest in the new field of spintronics1 has
stimulated impressive progress in the experimental study of
spin and charge dynamics as, for example, spin-charge cou-
pling through spin-orbit interaction, nonequilibrium spin
population, spin currents, and interaction between the spin of
charge carriers and the magnetic properties of materials.
Time-dependent current-density-functional theory TD-
CDFT offers a convenient possibility to treat in a unified
way charge and spin dynamics. In order to obtain this a fully
relativistic treatment is required that includes spin-orbit in-
teraction. This is possible within quantum electrodynamics,
where a relativistic density functional theory can be
formulated.2–4 This leads to the four-component Dirac-Kohn-
Sham DKS equations.5,6 These equations can describe both
electrons and positrons. However, fully relativistic calcula-
tions based on a four-component Hamiltonian are not needed
in order to describe the coupled charge and spin dynamics.
Furthermore, four-component approaches are, in general,
more demanding. Therefore, several two-component formal-
isms have been developed using the Foldy-Wouthuysen
transformation,7 as, for example, the well-known Pauli ex-
pansion. One of the more elegant approaches is based on the
regular approximation.8,9 The regularized two-component
relativistic Hamiltonian arises from a perturbation expansion
for a Foldy-Wouthuysen-type transformation that remains
regular, unlike the Pauli expansion see, e.g., Ref. 10, even
for singular attractive Coulomb potentials. The regularization
can be obtained by introducing a general unitary transforma-
tion similar to the one introduced by Foldy and Wouthuysen,
which is then represented as a series expansion, but now
using a different expansion parameter. The regularization
amounts to a resummation of the original Foldy-Wouthuysen
expansion, which is formally equivalent to the original one
provided that both expansions converge. In this article we
will therefore refer to any unitary transformation of the Dirac
Hamiltonian that decouples the electron- and positronlike so-
lutions as a Foldy-Wouthuysen transformation. Next to beingaElectronic mail: p.l.de.boeij@rug.nl
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regular, the regularized expansion for the Hamiltoninan con-
tains the most important relativistic effects, including spin-
orbit coupling, already in the leading order term. These ef-
fects are normally introduced only at first order in the Pauli
expansion. The regular zeroth order Hamiltonian turns out to
be identical to the Hamiltonian derived earlier by Chang et
al.12 and Heully et al.11 Recently, Wang et al. and Peng et al.
proposed a time-dependent density-functional formalism
which makes use of the two-component zeroth order regular
approximation and a noncollinear exchange-correlation func-
tional to calculate the excitation energies in molecules.13–16
They showed that this relativistic time-dependent density-
functional theory TDDFT formalism has the correct non-
relativistic limit, reproduces the correct threefold degeneracy
of the triplet excitations, and yields excitation energies with
errors comparable to nonrelativitic TDDFT calculations on
light elements. However, at the best of our knowledge, a
derivation of the time-dependent zeroth order regular formu-
lation has not been given. In this work we derive the time-
dependent relativistic two-component current-density func-
tional formulation in analogy to the derivation for the ground
state given by van Lenthe et al.8 We obtain a method that can
treat in a unified way the orbital and spin contributions to the
response of a system to an electromagnetic field. A similar
formalism that treats scalar relativistic effects only has pre-
viously been combined with the time-dependent current-
density functional formulation of the linear response of sol-
ids to a macroscopic electric field.17–19 Although the scalar
relativistic effects account for the most important relativistic
contributions in the spectra,19,20 some characteristic features
were still missing due to the neglect of spin-orbit coupling.
For example, in the group VB and VIB bcc transition metals
the treatment of spin-orbit coupling is expected to yield a
finite gap in the interband contribution to the absorption
spectra, while in the scalar relativistic calculations the ab-
sorption remains finite even down to =0 eV.20 Other ex-
amples are the widely studied II-VI semiconductors ZnTe
and CdTe and semimetal HgTe in the zinc-blende
structure.21–30 Here the appearance of a low-frequency dou-
blet structure in the optical spectra is ascribed to spin-orbit
coupling.22–24 To test our method we calculate the dielectric
functions of Au, W, ZnTe, CdTe, and HgTe, and we show
that spin-orbit coupling, which has a considerable impact on
the electronic structure of these systems, becomes visible in
the optical spectra, in particular, for HgTe. The outline of this
paper is as follows. In Sec. II we derive the time-dependent
relativistic two-component Kohn-Sham Hamiltonian and the
corresponding density and current-density operators, and we
show their gauge invariance order by order. Next we con-
sider the zeroth order approximation of these expressions,
and we combine them with the formulation of the linear
response of solids within TDCDFT.31–33 In Sec. III we com-
pare our results with available experimental
data.23–25,28,29,34,35
II. THEORY
Relativistic density functional theory RDFT has been
formulated for the ground state within the framework of
quantum electrodynamics, where the renormalization proce-
dure provides a minimum principle, which makes possible
the relativistic extension of the Hohenberg-Kohn theorem.2
Recent reviews of the quantum electrodynamical basis of
RDFT have been given by Engel and Driezler3 and Engel.4
Before proceeding we introduce the following notations: the
four-vector event x= ct ,r, the ordinary four-vector de-
rivatives =  /x= 1/c /t ,, the four-vector current
j= c , j, and the four-vector external potential A
=  ,A= −v ,A. Throughout the paper we will indicate
four-component vectors with the notation a, where 
=0,1 ,2 ,3 if not indicated otherwise. Furthermore, for a gen-
eral four-vector a, we will use the notation a to indi-
cate a four-vector with a0=a0 and ai=−ai i=1,2 ,3. Using
the renormalized ground-state energy E0 and the renormal-
ized ground-state four-current jr, one can prove that
there exists a one-to-one correspondence between the set of
four-component external potentials Ar, just differing
by gauge transformations A→A−, the associated set
of nondegenerate ground-state wave functions 0, just
differing in phase 0→0e−i/c, and the ground-state four-
current jr of the system.3,4 This means that the ground-
state wave function is, apart from the gauge freedom, a
unique and universal functional of the ground-state four
current. As consequence, the ground-state energy of the sys-
tem is a universal functional of the ground-state current. The




jr = 0. 1
In order to derive the relativistic Kohn-Sham equations,5,6
one has to assume the possibility to reproduce the exact
ground-state four current of the interacting system in an aux-
iliary system of noninteracting particles in effective poten-
tials As
r. We expect that statements analogous to the
nonrelativistic case also hold in the relativistic description.
Within the relativistic Kohn-Sham scheme, the ground-state
four current can be represented in terms of auxiliary single-
particle four spinors i, which are solution of the following
Dirac-Kohn-Sham equation:3,4
c ·  + c2 + vsrir = 	iir , 2
where =p+Asr /c and  is the four-by-four matrix,
 =  I 00 − I 	 , 3
with I the two-by-two identity matrix. We also define the
four-component velocity operator 
= 
0 , with 
0 the
four-by-four identity matrix and
 =  0 
 0 	 . 4
Here  is the vector of two-by-two Pauli matrices,
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x = 0 11 0 	, y = 0 − ii 0 	, z = 1 00 − 1 	 . 5
This single-particle description, in general, also includes
vacuum polarization contributions.3,4 However, for most
RDFT applications these electrodynamical effects can be ne-
glected the so-called no-pair approximation, which we will
do in the sequel. The renormalized ground-state four current
can then be expressed as





where 	F is the Fermi level of the auxiliary system and the
summation is over the occupied electronic states. The Kohn-
Sham four potential As
r= −vsr ,Asr consists of the
external, the Hartree, and the exchange-correlation four po-
tentials, respectively,
vsr = vextr +
 dr rr − r + vxcr , 7




 dr jTrr − r + Axcr , 8
where jTr is the transverse current density.36 Here the
exchange-correlation four potential Axc
 r= −vxcr ,
Axcr is defined by the relation
lim
→0




for any j such that j+j belongs to the set of real
currents on which Excj is defined. Here Axc,r is deter-
mined up to a gauge transformation Axc,r→Axc,r
+xcr as

 xcrjrdr = −
 xcrjrdr = 0, 10
where we have used condition 1. Solution of Eq. 2 leads
to four-component wave functions or spinors. The Dirac
equation admits both positive energy solutions, associated
with electrons, and negative energy solutions, associated
with positrons. Normally one is interested in the electronic
states only. If the rest mass energy for positive energy states
is subtracted by a change of gauge, then the solutions of
interest of the Dirac equation are those in which the upper
two-component spinor of the wave function is predominant.
This component is called large component, while the lower
two-component spinor is called small component. The elec-
tron and positron states can be completely decoupled by
means of unitary transformations, as, for example, the Foldy-
Wouthuysen transformation.7 The electronic states are then
described by a two-component spinor and Hamiltonian. We
will not show this here for the ground state, but we will
demonstrate it for the time-dependent case, which is the sub-
ject of the next section.
A. Time-dependent relativistic two-component
formalism
For our derivation of a time-dependent relativistic two-
component formalism, we will start from the extension of
Eq. 2 to the time domain,37
c
 ·  + c2 + vsr,tir,t = itir,t , 11
with =p+Asr , t /c and where we have used the notation
t= /t. The four-component current jr , t is now time






where the summation is over states which represent the evo-
lution of the initial occupied electronic states of Eq. 2. The
scalar component of the four current is the density,










The density r , t and the current density jr , t satisfy the
continuity equation and uniquely determine the external po-
tentials vsr , t and Asr , t as result of the relativistic exten-
sion of the Runge-Gross theorem.37
1. Time-dependent relativistic two-component
Hamiltonian
Several two-component formalisms have been devel-
oped to treat electronic states only. One of the simplest and
most elegant approaches is the method of the regular ap-
proximation of the Foldy-Wouthuysen transformation. The
two-component regular Hamiltonian has already been de-
rived by van Lenthe et al. for the stationary case.8,9 By fol-
lowing this formulation we will derive here the time-
dependent two-component equations by starting from the
time-dependent single-particle Dirac-Kohn-Sham equation.






can be rewritten in terms of the large and small components
L and S, respectively,
vsL + c · S = itL, 16
c · L + vs − 2c2S = itS. 17
Similar to the stationary case, a time-dependent two-
component relativistic Hamiltonian for electronic states can
be generated by finding a unitary transformation U, with
U−1=U†, that reduces the time-dependent Dirac Hamiltonian
to block diagonal form. In general, U will depend on time.
Foldy and Wouthuysen introduced a systematic method for
progressively decoupling large and small components.7 The
transformed Dirac equation is then given by
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UHˆ DU−1 − Uit,U−1UDr,t = itUDr,t ,
18
where Hˆ D is the Dirac Hamiltonian defined in Eqs. 16 and
17. This defines the Schrödinger picture where the trans-
formed Hamiltonian Hˆ S is given by
Hˆ S = UHˆ DU−1 − Uit,U−1 , 19
and the corresponding wave function by S=UD. For elec-
tronic states S can be written as
S = 0 	 = Ue−ic2tLS 	 . 20
The unitary matrix U can be given in terms of an operator Xˆ
as
11
U =  1/1 + X†X 1/1 + X†XX†
− 1/1 + XX†X 1/1 + XX† 	eic2t, 21
so that,
 = 1 + Xˆ †Xˆ −1/2L + Xˆ †S , 22
0 = 1 + Xˆ Xˆ †−1/2XˆL − S . 23
Here the operator Xˆ is implicitly time dependent. The last
equation is an identity if the operator Xˆ satisfies the relation
S = XˆL, 24
for all electronlike states. It then follows that
 = 1 + Xˆ †XˆL. 25
In the following we will indicate as Schrödinger wave func-
tion and Hamiltonian the two-component wave function 
and the upper-left part hˆS of the transformed Dirac Hamil-
tonian, respectively. We can now formulate equations of
motion for  and for Xˆ . We start by eliminating S: inserting
Eq. 24 in Eqs. 16 and 17 gives the intermediate
relations
vs + c · Xˆ L = itL, 26
c ·  + vs − 2c2Xˆ L = it,Xˆ L + iXˆ tL. 27
From Eqs. 25 and 26 one readily derives the equation of
motion for the two-component wave function ,
hˆS = it , 28
in which the two-component time-dependent Hamiltonian hˆS
is given by the upper-left part of the transformed Hamil-
tonian Hˆ S,
hˆS = vs + c · Xˆ + it − vs − c · Xˆ ,1 + Xˆ †Xˆ 

1
1 + Xˆ †Xˆ
. 29
By combining Eqs. 26 and 27, we obtain the following
relation:
c ·  + vs − it,Xˆ  − 2c2Xˆ − Xˆ c · Xˆ L = 0, 30
which should hold for all electronlike states L, and therefore
it represents an equation of motion for Xˆ . For the stationary
case various approaches to solve this operator equation have
been developed and they have recently been analyzed and
reviewed by Kutzelnigg and Liu.38 To solve this equation in
the time-dependent case we isolate a part v0−	2c2, with
for the moment v0 an arbitrary function of r and t and 	 an
arbitrary function of t, so that we can rewrite
Xˆ = 2c2 − v0 + 	−1c ·  +Xˆ  , 31
where we introduce the operator  as function of Xˆ ,
Xˆ  = vs − v0 + 	 − it,Xˆ  − Xˆ v0 − 	 + c · Xˆ  . 32
We can choose v0−	 in such a way that the result of Xˆ 
acting on L is small for electronlike states, which becomes
clear from the relation
Xˆ L = vs − v0 + 	 − itS. 33
The latter relation follows immediately from Eqs. 26 and
32. For example, we can choose v0 such that vs−v0 is
always small everywhere and 	 is close to the orbital ener-
gies of the relevant states. In this way Eq. 31 can be solved
by iteration where Xˆ =limn→ Xˆ n, with
Xˆ n = 2c2 − v0 + 	−1c ·  +Xˆ n−1 , 34
and an approximate initial choice X
−1. We must observe that
to obtain Eq. 33 we used the relation XˆL=S, where L
and S are assumed to be the known exact solutions of the
Dirac equation. This relation is, in general, not valid for an
approximate solution Xˆ of Eq. 31. Therefore solving Eq.
31 by iteration is not guaranteed to converge for any given
initial trial value of Xˆ
−1. Moreover, the justification of this
expansion may become questionable when Xˆ is acting on
electronlike states with high-energy orbital components or if
one considers the region near the nuclei, where the small
component of the Dirac wave function is not necessarily
small. However, this does not rule out that a well-behaved
solution for Xˆ does exist, and that it is well approximated by
the few lowest orders of the expansion. We will apply our
expansion only at zeroth order, and we do not proceed to
higher orders in the present work. It is important to note that,
if converging, the term Xˆ =Xˆ  does not depend on the par-
ticular choice of v0−	. Moreover, from Eq. 24 it follows
that Xˆ should be gauge invariant as L and S refer to solu-
tions of the Dirac equation, which is itself gauge invariant.
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For gauge invariance of an operator Oˆ As
, which depends
on the four-potential As

, is meant that
eir,tOˆ As
r,t − r,te−ir,t = Oˆ As
 , 35
where r , t is an arbitrary scalar function of space and
time. As examples the operators c · and vs− it are
gauge invariant, and Xˆ  is gauge invariant if Xˆ and
v0−	 are. Thus the iteration retains the gauge invariance of
the operator Xˆ , i.e., Xˆ n is gauge invariant if the initial value
Xˆ 0 and v0−	 are gauge invariant. If we start the iteration by
taking Xˆ
−1=0, then Xˆ 0 is similar to the operator used in the
stationary case,
Xˆ 0 = 2c2 − v0 + 	−1c ·  , 36
with the main difference being that v0, 	, and  may depend
on time. If the solution for the operator Xˆ is truncated at a
finite number of iterations, then the results will depend on
the particular choice of v0−	. In practical applications one
can demand the potential in the ground state, when calcu-
lated in the Coulomb gauge, to vanish at infinity.9 In this
case, to keep contact with the ground-state zeroth order regu-
lar approximation ZORA formulation, one can choose
v0r stationary and equal to this ground-state potential, and
	=0. This fixes v0−	, but leaves the gauge of As
r , t un-
specified. This choice will facilitate the discussion of the
linear response of solids. The operator Xˆ 0 as given in Eq.
36 then takes the form of the operator in the zeroth order
approximation used in the stationary case.
Using the solution of the equation of motion for Xˆ , we
can now obtain the Hamiltonian in the Schrödinger picture.
For this we need to evaluate the commutator in Eq. 29.
We express the square root 1+Xˆ †Xˆ as a Taylor series
expansion n=0
 anXˆ †Xˆ n, where a0=1, a1=1/2, and an
= −1n−12n−3!! / 2nn! for n1. Using A ,Bn
=m=0
n−1 Bn−m−1A ,BBm for n0, and
it − vs − c · Xˆ ,Xˆ †Xˆ  = Xˆ †c ·  − c · Xˆ 1 + Xˆ †Xˆ  ,
37
which follows from the equation of motion for Xˆ , Eq. 30,
we can express the time-dependent two-component
Schrödinger Hamiltonian Eq. 29 as
hˆS = vs +
1
2 c · Xˆ + Xˆ
†c ·  + Yˆ Xˆ  , 38
where the operator Yˆ can be expressed as
Yˆ Xˆ  = 
p,q
cpqXˆ †Xˆ pXˆ †c ·  − c · Xˆ Xˆ †Xˆ q.
In Appendix A we show that cpq=−cqp, and thus Yˆ is Her-
mitian and, as c00=0, of first order in Xˆ †Xˆ . Furthermore Yˆ ,
and thus also the Hamiltonian Eq. 38, inherits the gauge
invariance of Xˆ order by order in Xˆ †Xˆ . This allows for
physical acceptable approximations by truncating the expan-
sion of Yˆ to some order in n= p+q. Note that we make use of
two series expansions, one for Xˆ and one for Yˆ . Each of them
can be truncated without affecting the hermiticity or the
gauge invariance. However, when the expansion for Xˆ is
truncated at finite order, a dependence on the particular
choice for v0−	 remains.
2. Relativistic density and current-density operators
The unitary transformation that is used to reduce the
four-component Dirac equation to an effective two-
component description represents a picture change: we pass
from the Dirac picture to a new picture, which is appropri-
ately called Schrödinger picture. This picture change requires
that not only the wave function but also the operators are
transformed in order to keep the physics unaltered. For ex-
ample, the position operator rˆ represents in the new picture a
new physical observable which is called the mean position or
mass position rˆmass of the electron,
7,39
while the transformed
operator UrˆU−1 represents the original position in the new
picture. For a generic operator with representation Oˆ D in the




	D = − iOˆ D,Hˆ D − it . 39
Then for the representation Oˆ S of the same operator in the






= − iUOˆ DU−1,UHˆ DU−1 − iUtU−1 40
=− iOˆ S,Hˆ S − it . 41
Neglecting the picture change results in an error, which is
usually small but, for instance, visible for core states.40 The
single-particle four-current operator is defined in the Dirac
picture as
jˆ,Dr = cr − r
, 42
where the scalar component gives the single-particle density
operator ˆDr=r−r
0 and the vector component the
single-particle current operator jˆDr=cr−r. If we
transform ˆDr, the two-component Schrödinger density
operator ˆSr , t becomes given by
ˆSr,t =
1
1 + Xˆ †Xˆ
r − r + Xˆ †r − rXˆ 
1
1 + Xˆ †Xˆ
.
43
For the transformed current operator we proceed in a similar
way, and the two-component Schrödinger current operator
jˆS r , t is given by
jˆS r,t =
1
1 + Xˆ †Xˆ
cr − rXˆ
+ cXˆ †r − r
1
1 + Xˆ †Xˆ
. 44
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B. Zeroth order regular approximation
We define our zeroth order approximation for the opera-
tor Xˆ by neglecting the term Xˆ  in expression 31. Then
Xˆ =Xˆ 0 as given in Eq. 36. It immediately follows from the
hermiticity of  ·Xˆ 0 that Yˆ reduces to zero for this choice
of Xˆ . Using this approximation in Eq. 38 we obtain the
time-dependent ZORA Hamiltonian,
hˆZORAr,t = vsr,t +  · r,t
c2
2c2 − v0r
 · r,t ,
45
in which we made the particular choice v0r stationary and
equal to the ground-state potential calculated in the Coulomb
gauge and vanishing at infinity, and 	=0. In a similar way we
can obtain the zeroth order expressions for the density and
current-density operators. If we take the operator Xˆ to be the
ZORA operator Xˆ 0 and we neglect in addition terms of the
order of Xˆ †Xˆ and higher in Eq. 43, the approximate one-
electron ZORA density operator is simply
ˆZORAr = r − r . 46
This amounts to neglecting the picture change for the density
operator, in line with van Lenthe et al.,9 who showed that the
approximate ZORA density reproduces very well the Dirac
density, in particular, for the valence region.
Neglecting terms of the order of Xˆ †Xˆ and higher and
inserting Xˆ =Xˆ 0 in Eq. 44, we arrive at the one-electron
ZORA current operator,
jˆZORAr,t = r − rKr2  · 
+  · 
Kr
2
r − r	 , 47
where Kr= 1−v0r /2c2−1. By exploiting the property of
the Pauli matrices, =+ i	, this expression
can be rearranged as
jˆZORAr,t = jˆpZORAr,t + jˆdZORAr,t + jˆsZORAr,t ,
48
where the paramagnetic, diamagnetic, and spin contributions
to the current, jˆpZORAr , t, jˆdZORAr , t, and jˆsZORAr , t, re-








Krr − rAsr,t , 50
jˆsZORAr = Kr sˆr , 51
with
sˆr = 12r − r . 52
It now becomes clear that the composition of the ZORA
current density is similar to the one obtained in the Gordon
decomposition of the Dirac current,2–4,41 except for an addi-
tional scaling factor Kr. Note that one arrives at the same
expression Eq. 48 for the ZORA current operator by start-
ing from the following anticommutator:
jˆZORAr = 12 vˆZORA,r − r , 53
with the zeroth order approximation of the mean velocity
operator given as
vˆZORA = − irˆ,hˆZORA . 54
This relation guarantees the validity of the Thomas-Reiche-
Kuhn f-sum rule, which is used in the form of the approxi-
mate conductivity sum rule in our response calculations.33 In
a similar way one can show that the ZORA expressions for
the density and current-density operators, Eqs. 46 and 48,
satisfy the continuity equation,
dˆdt 	
ZORA
r,t = −  · jˆZORAr,t . 55
C. Linear response formulation
As immediate application we can study relativistic ef-
fects in the time-dependent current-density formulation of
the linear response of solids.31–33 Here we will use the for-
malism in the zeroth order approximation. We consider a









ZORAr is the one-electron ground-state ZORA
Hamiltonian,
hˆ0
ZORAr = vs,0r +  · p
c2
2c2 − v0r
 · p . 57
We study the response of the system to small perturbing
potentials vsr , t and Asr , t.31,33 The one-electron time-
dependent ZORA Hamiltonian Eq. 45 can then be written
as
hˆZORAr,t = hˆ0
ZORAr + hˆZORAt , 58
where the perturbation hˆZORAt is given by
hˆZORAt =
 ˆZORArvsr,t + 1
c
jˆpZORAr






Note that the term involving jˆsZORAr on the right-hand side
of Eq. 59 contains the perturbation due to a magnetic field
Bsr , t=Asr , t,
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 Krsˆrr · Bsr,tdr. 60
We will not treat response to magnetic fields in this work,
thus Bsr , t=0. Furthermore in Appendix B we show that
for Coulomb-type potentials the remaining term in expres-
sion 60 gives a very small contribution to the perturbation
Eq. 59.
It now becomes clear how we can solve the linear re-
sponse for a Kohn-Sham system within the ZORA approxi-
mation. We first solve the time-independent ZORA equation
Eq. 56 to obtain the ground-state orbitals and orbital en-
ergies. Given the perturbation Eq. 59, in which we retain
only terms linear in the field, we can then evaluate the vari-
ous response functions and solve self-consistently the equa-
tions describing the induced density and induced current
density. In Appendix C we show that these two quantities can
be expressed in an analogous way as in the nonrelativistic
case
33 in terms of q-dependent Kohn-Sham response func-
tions, which only involve the ground-state orbitals, orbital












	ik − 	ak+q +  + i
+ c.c.− q,−  , 61
where the summation is over the partially occupied bands i,
with occupation number f ik=1, and the unoccupied bands a,
with occupation number f ik=0. The operators aˆqr and
bˆqr can be either





ˆqrKr  − †Krˆqr
+ e−iq·rKr sˆr . 63
The Bloch orbitals ikr are now two-component spinors
and are solutions of the ground-state ZORA equation
Eq. 57. From the macroscopic induced current one can
calculate the macroscopic dielectric function, which at a
wave vector q=0 and in the adiabatic local density approxi-
mation can be defined as33





Here the term in bracket on the right-hand side represents the
interband contribution to the dielectric function, while the
other term is the intraband contribution. The former is due to
transitions between occupied and unoccupied bands, while
the latter is due to transitions within the same partially occu-
pied bands. Clearly, these last transitions are not possible in
nonmetallic systems, which are characterized by bands that
are either fully occupied or fully unoccupied.
III. APPLICATIONS
To test our method we calculate the dielectric functions
of the metals Au and W, the semiconductors ZnTe and CdTe,
and the semimetal HgTe in the spectral range of 0–10 eV. In
these systems spin-orbit effects are expected to be important:
degeneracies at the Fermi level are lifted in W,20 and the top
valence bands are split in Au Ref. 19 and in the zinc-
blende-type nonmetals.25,26
A. Computational details
We use the experimental lattice constants of 4.08 Å for
Au in a fcc lattice, 3.16 Å for W in a bcc lattice, 6.09 Å for
ZnTe, 6.48 Å for CdTe, and 6.48 Å for HgTe in a zinc-
blende lattice. All calculations are performed using a modi-
fied version of the ADF-BAND program.31–33,42–44 We use a
Slater-type orbital triple-zeta basis set augmented with two
polarization functions. Cores are kept frozen up to 3p for Zn,
4p for Cd and Te, and 4f for Hg, Au, and W. We find con-
verged results for the dielectric functions using 175 sample
points in the irreducible wedge of the Brillouin zone, except
in the relativistic calculations for W, for which we find con-
verged results in the frequency range of 0–3 eV using 1771
sample points, and for CdTe and HgTe, where we use 1105
sample points. The static dielectric values are obtained for all
systems by using 1105 sample points. For the semimetal
FIG. 1. Real upper graph and imaginary lower graph parts of the dielec-
tric function of Au. The relativistic ZORA calculations bold solid lines are
compared with experimental results dotted-dashed lines taken from
Ref. 34.
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HgTe we extrapolated this value from the linear relation
found in the frequency range of 0.01–0.1 eV for the real part
of the dielectric function versus 2. In all our ground-state
calculations we use the Vosko-Wilk-Nusair parametrization45
of the local density approximation LDA exchange-
correlation potential, which is also used to derive the adia-
batic local density approximation of the exchange-
correlation kernel for the response calculations. Additional
computational details can be found in previous
publications.19,20,33
B. Metals: Au and W
We analyzed in detail the electronic band structures and
optical properties of Au and W in previous works.19,20 In
particular, we discussed the effect of the scalar relativistic
corrections in the linear response of the two metals. Some
deviations from experiments were attributed to the neglect of
the spin-orbit coupling in the calculations. Based on the ef-
fect of spin-orbit coupling on the band structure, we argued
that an improvement of the low-frequency onset of the inter-
band transitions in the absorption of Au could be expected.
Similarly in W a peaked onset around 0.60 eV could be ex-
pected, rather than a gapless interband absorption. The di-
electric functions of Au and W calculated by including scalar
and spin-orbit effects both in the ground state and response
calculations are presented in Figs. 1 and 2. Treatment of spin
orbit does not correct the overestimation of the height of the
first peak and the redshift of the onset of the interband tran-
sitions that are obtained in the scalar relativistic calculations
for Au.19 However, a small shoulder near the onset appears in
the spectrum, which is also present in the experimental spec-
trum. Spin-orbit coupling introduces a small finite gap in the
interband absorption spectrum of W, which otherwise shows
interband absorption approaching a constant value for fre-
quencies below 0.5 eV.20 To show the experimental onset
of the interband absorption and the peak at 0.42 eV, we have
reported in Fig. 2 the experimental interband absorption of
W. This spectrum has been extrapolated by Weaver et al. by
assuming a Drude behavior of the absorption in the infrared
below 0.15 eV.35 The rest of the theoretical spectrum re-
mains similar to that one calculated by taking into account
only scalar relativistic effects.20 Both in Au and W the fea-
tures in the absorption spectrum have a higher intensity in
the calculations than what is observed experimentally. For
these systems, treatment of spin-orbit coupling has signifi-
cant effect on the spectra yielding extra features in agree-
ment with experiments.
FIG. 3. Theoretical LDA ground-state band structures of HgTe. The thin
lines refer to nonrelativistic calculations; the dashed lines refer to scalar
relativistic ZORA calculations.
FIG. 4. ZORA relativistic LDA ground-state band structures of HgTe.
FIG. 2. Real upper graph and imaginary lower graph parts of the dielec-
tric function of W. The relativistic ZORA calculations bold solid lines are
compared with experimental results dotted-dashed lines taken from Ref.
35. To show the peak at 0.42 eV in the experimental absorption, we have
reported only the interband contribution to the absorption, as extrapolated
from experiments in Ref. 35.
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C. Nonmetals: II-VI zinc-blende-type ZnTe, CdTe, HgTe
As expected, scalar relativistic effects shift the band en-
ergies with respect to the nonrelativistic results. In ZnTe and
CdTe the dispersion of the valence and conduction bands is
similar both in nonrelativistic and scalar relativistic band
structures, thus nonrelativistic and scalar relativistic optical
spectra can be expected to differ only in the energy position
of the main spectral features. In contrast with these, in HgTe
relativistic effects induce drastic changes in the electronic
structure and, thus, in the optical properties: already the in-
clusion of scalar relativistic effects changes the character of
this compound from semiconductor, as it appears to be in
nonrelativistic calculations, to semimetal with an inverted
band order. Indeed, as shown in Figs. 3 and 4, the s-like 6s
Hg states at 1 6 in the double group representation are
stabilized more than the p-like 5p Te states at 15 8 in the
double group representation, resulting in a vanishing band
gap and an inversion of the typical band order.27 The inclu-
sion of spin-orbit coupling leads, in particular, to a splitting
of several states in the three zinc-blende-type systems: L3 in
the single group representation splits into L6 and L4,5 in the
double group representations, 15 becomes 7 and 8, and
X5 becomes X6 and X7. Some of these splittings are well
visible in the optical spectra as we will shortly show. In
Table I we compare the nonrelativistic, scalar relativistic
ZORA, and relativistic ZORA band gaps and spin-orbit split-
tings at 15 and L3 with the observed values collected in Ref.
25 for ZnTe, CdTe, and HgTe. Inspection of this table reveals
the well-known underestimation of the band gap in semicon-
ductors by using the local density approximation. The inclu-
sion of relativity decreases even more the band gap, with the
relativistic band gaps being about 1.4–1.7 eV smaller than
the experimental values. In HgTe relativity is essential to
describe the negative band gap, which is, however, overesti-
mated in the calculations with respect to the observed value.
The main splittings that are visible in the spectra are well
reproduced in our calculations. In Figs. 5–7 we have reported
the calculated and measured23,28 real and imaginary parts of
the dielectric functions for the three compounds. The fea-
tures obtained in the nonrelativistic calculations of ZnTe and
CdTe also appear in the scalar relativistic ZORA and relativ-
istic ZORA calculations, but now at lower energies. In addi-
tion a doublet structure becomes visible in the relativistic
ZORA calculations for ZnTe at about 2.7 eV and for CdTe at
about 2.5 eV, which are also present in the experimental
spectra but not in the scalar relativistic ZORA and in the
nonrelativistic calculations. This is in line with the assign-
ment of the doublet structure to the splittings at L3 and along
the 15-L3 line.
22–24 The calculated spectra are, however, uni-
formly redshifted by about 0.6–0.9 eV with respect to the
experimental curves. In particular, the relativistic ZORA
spectra of CdTe show a low-frequency peak, which is too
TABLE I. Calculated energy gaps 8−6 in the double-group representa-
tion eV and spin-orbit splittings eV of valence bands at  7−8 and
L L8−L4,5 for ZnTe, CdTe, and HgTe. The experiments are taken from Ref.
25.
NR SR SR+SO Expt.a
ZnTe 8−6 2.03 0.99 0.71 2.39
7−8 0.93 0.91
L8−L4,5 0.54 0.53
CdTe 8−6 1.62 0.45 0.18 1.59
7−8 0.89 0.90
L8−L4,5 0.54 0.54
HgTe 8−6 1.52 −0.88 −0.81 −0.30
7−8 1.12 1.08
L8−L4,5 0.57 0.62
aData taken from Ref. 25.
FIG. 5. Real upper graph and imagi-
nary lower graph parts of the dielec-
tric function of ZnTe. In the left panel
we compare nonrelativistic calcula-
tions thin lines, scalar relativistic
ZORA calculations dashed lines, and
relativistic ZORA calculations bold
lines. To facilitate the comparison we
have rigidly shifted upwards nonrela-
tivistic 	+10 and scalar relativis-
tic ZORA 	+5 curves. In the
right panel we compare the relativistic
ZORA calculations with the experi-
ments dotted-dashed lines from
Ref. 28.
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high as result of the too low frequency at which it occurs.
Note that this redshift is compatible but smaller than the
error in the calculated band gaps, in line with previous
findings.17,32 Our results indicate that for ZnTe and CdTe the
relative position of the s-like conduction band with respect to
the p-like top valence band is too low, whereas the disper-
sion of the bands is well described. The spectra of HgTe
reflect the strong impact of relativity on the electronic struc-
ture: in particular, the relativistic absorption spectra show the
onset at =0 eV, while the nonrelativistic one shows the
onset at a finite frequency and is quite different from the
experiments. In the relativistic ZORA spectra all the main
spectral features are present and reasonably well described in
intensity, although they are redshifted with respect to the
experimental curves by 1 eV. An analogous redshift is also
present in the scalar relativistic ZORA spectra. The calcu-
lated and measured29,30 static dielectric functions are re-
ported in Table II. We find that in the two semiconductors the
nonrelativistic results are in better agreement with the experi-
ments than the relativistic ones. Scalar relativistic ZORA and
relativistic ZORA calculations overestimate the dielectric
constants, as direct consequence of the strong underestima-
tion of the corresponding band gaps. For HgTe, instead, both
nonrelativistic and relativistic results are quite different from
FIG. 6. Real upper graph and imagi-
nary lower graph parts of the dielec-
tric function of CdTe. In the left panel
we compare nonrelativistic calcula-
tions thin lines, scalar relativistic
ZORA calculations dashed lines, and
relativistic ZORA calculations bold
lines. To facilitate the comparison we
have rigidly shifted upwards nonrela-
tivistic 	+10 and scalar relativis-
tic ZORA 	+5 curves. In the
right panel we compare the relativistic
ZORA calculations with the experi-
ments dotted-dashed lines from
Ref. 28.
FIG. 7. Real upper graph and imagi-
nary lower graph parts of the dielec-
tric function of HgTe. In the left panel
we compare nonrelativistic calcula-
tions thin lines, scalar relativistic
ZORA calculations dashed lines, and
relativistic ZORA calculations bold
lines. To facilitate the comparison we
have rigidly shifted upwards nonrela-
tivistic 	+10 and scalar relativis-
tic ZORA 	+5 curves. In the
right panel we compare the relativistic
ZORA calculations with the experi-
ments dotted-dashed lines from
Ref. 23.
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the experimental value at 300 K. However, our relativistic
results are not necessarily in contradiction with the experi-
ments, as the experimental value depends strongly on the
temperature and should increase at lower temperatures.30
IV. CONCLUSIONS
In this paper we derived a relativistic two-component
formulation of time-dependent current-density-functional
theory following the formulation for the ground state pro-
posed by van Lenthe et al.8,9 In order to achieve this we
applied a Foldy-Wouthuysen transformation to the time-
dependent Dirac-Kohn-Sham equations of relativistic density
functional theory. In the derivation three series expansions
are involved: an expansion for the Foldy-Wouthuysen trans-
formation, one for the two-component Hamiltonian, and one
for the two-component operators. The two-component
Hamiltonian is Hermitian and gauge invariant at each order
of approximation with respect to the gauge of the electro-
magnetic field. This allows for physical acceptable approxi-
mations at arbitrary order. We showed that to zeroth order in
the expansion of the Foldy-Wouthuysen transformation, the
series expansion of the Hamiltonian, truncates at zeroth order
exactly. This result allows us to truncate the expansion for
the density and current-density operators at lowest order
while retaining the validity of the continuity equation. To
zeroth order the density operator has the same expression as
in the nonrelativistic case, whereas the current-density opera-
tor has a paramagnetic, a diamagnetic, and a spin contribu-
tion, similar to the Gordon decomposition of the Dirac cur-
rent operator. By combining the time-dependent zeroth order
formalism with the TDCDFT formulation of the linear re-
sponse of extended systems, we obtained a method which
can treat in a unified way the orbital and spin contributions to
the response to an electromagnetic field. As immediate ap-
plication of the method we treated relativistic effects, includ-
ing spin-orbit coupling, in the linear response of several met-
als and nonmetals. We showed that the main splittings in the
band structures and in the optical spectra that are due to
spin-orbit coupling are well described. However, band gaps
remain underestimated and spectra redshifted with respect to
the experimental results. These deviations are the result of an
incorrect relative position of the valence and conduction
bands, which is a shortcoming of LDA used in the ground-
state description.
APPENDIX A: HERMITICITY OF THE TIME-
DEPENDENT RELATIVISTIC TWO-COMPONENT
HAMILTONIAN
We prove that the time-dependent two-component
Schrödinger Hamiltonian Eq. 38 is Hermitian. To do this
we show that the remainder Yˆ is Hermitian, where Yˆ is given
by








Xˆ †Xˆ n−m−1c · Xˆ − Xˆ †c · 
 Xˆ †Xˆ m  1 + Xˆ †Xˆ . A1






Xˆ †Xˆ n−m−1Xˆ †c · 
− c · Xˆ Xˆ †Xˆ m+k.







ap+m+1aq−m − 12p0q0Xˆ †Xˆ pXˆ †c · 
− c · Xˆ Xˆ †Xˆ q,







We will now investigate some properties of these coeffi-
cients. Consider therefore the relation
1 + Xˆ †Xˆ 2 = 
n,m
anamXˆ †Xˆ n+m = 1 + Xˆ †Xˆ , A3




ak−nan = k0 + k1. A4







where m=q−m. We can now use relation A4 in which p
+q+1 has the minimum value of one for p=q=0, and hence











ap−maq+1+m = − cqp,
where m=m−q−1. We can then conclude that Yˆ †=Yˆ .
TABLE II. Nonrelativistic, scalar relativistic ZORA, and relativistic ZORA
dielectric constants eV calculated for ZnTe, CdTe, and HgTe. The experi-
ments are taken from Refs. 29 and 30.
ZnTe CdTe HgTe
NR 7.72 6.63 6.90
SR 9.22 9.56 24.00
SR+SO 9.70 13.07 28.71
Expt.a 7.28 7.21 14.0 3b
aDielectric constants taken from Refs. 29 and 30.
bThis value is taken from Ref. 30 as the sum 	+	inter at room temperature.
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Moreover, all diagonal elements cpp=0 and, in particular,
c00=0. As result Yˆ is of first order in Xˆ †Xˆ .
APPENDIX B: THE TERM K„r…
For a Coulomb-type potential e.g., v0r=−Z /r it fol-
lows that Kr1 and v0r2c2 everywhere except close
to the nucleus. The term Kr=K2rv0r / 2c2 is thus
smaller than 1 everywhere, except close to the nucleus. How-
ever, although there Kr can be quite large 2c2 /Z, the
volume  where this happens is so small that the integrals
where the term Kr appears are still of the order of Z2 /c4.
This becomes clear if we consider only contributions to the















Here we have assumed that the function FrF0 in the
small volume .
APPENDIX C: SYMMETRY OF THE RESPONSE
FUNCTIONS IN THE PRESENCE OF SPIN
In Appendix A of Ref. 33 the equations describing the
induced density and current density are derived by using
time-reversal symmetry for the ground state. In the presence
of magnetic fields the time-reversal symmetry is broken. In
our case no magnetic fields are present in the ground state.
For the spinless case the time-reversal operator K0 is the





In the presence of spin the time-reversal operator becomes
K=UK0, with U= iy unitary. Thus two-component spinors




and observables Bˆ transform according to
KBˆ K−1 = UBˆ *U†. C3
In particular, for the density and the current-density operators
ˆq and jˆq given in Eqs. 62 and 63, we have
Kqˆ K−1 = ˆ−q C4
KjˆqK−1 = − jˆ−q. C5
By using these relations one can derive the equations for the
induced density and current density in the presence of spin in
an analogous way as in the spinless case Eqs. 18 and 28
in Ref. 33.
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