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INTRODUCTION 
Traditionally, real-time x-ray inspection systems have used standard video camera 
technology in conjunction with an image intensifier or phosphor screen [1]. Less often, 
image processing and image analysis capabilities are provided in expensive, turnkey 
systems. Such systems typically allow for real-time contrast modification, frame shift, 
smoothing, and edge sharpening. Previously, we have shown that these types of techniques 
can be implemented using commercially available low-cost image processing hardware that 
uses arithmetic logic units, hardware multipliers, and a pipelined data flow [2]. 
Unfortunately, there are several drawbacks of implementing these techniques with low-cost 
hardware. These include the fundamental limitations of 8-bit DI A and AID converters in the 
digitization and display process, the low dynamic range of cheap CCD video cameras, and 
low spatial resolution. Standard, low-cost CCD cameras typically have SIN figures near 54 
dB, however, with on-chip integration and custom cooling techniques, this figure can be 
pushed higher (over 70 dB). Hence, it is obvious that 8-bit digitizers, with a theoretical 
SIN limitation of approximately 50 dB, cannot capture the entire video dynamic range 
without sacrificing sensitivity. This limitation can be overcome by segmenting the 
digitization process under control of the gain and offset parameters of the AID converters 
[3]. While this technique allows us to approach the full SIN as limited by the camera, the 
inherent photon counting noise in real-time x-ray systems typically dominates the noise in 
the system. The most widespread technique for reducing this noise component is temporal, 
or ensemble averaging. This has the dual advantage of reducing the readout noise and 
electronic noise in the video camera, thereby effectively improving the SIN of the camera 
and digitization portion of the imaging system. 
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A crucial step in successfully using averaging to reduce noise and improve sensitivity, is 
to retain the precision in the data after the averaging is completed. It is common to use 
integer arithmetic and divide by N after the image capture, but quantization noise is 
introduced that will limit the sensitivity. Ultimately, the sensitivity of the digitization system 
will be limited by the greater of the quantization noise and the camera noise. In this paper, 
we present analysis of these noise components from a 16-bit and an 8-bit point of view. 
We also demonstrate the use of two 16-bit calibration techniques that are designed to 
improve the measurement sensitivity using low-cost hardware. Finally, we present 
preliminary results of the use of low-cost imaging hardware with a new scintillating glass 
detector. 
NOISE ANALYSIS OF A YERAGING AND INTEGRA nON 
It is of interest to determine the SIN components of the different noise processes in the 
camera and digitization portion of the imaging system to arrive at a figure for the best 
achievable SIN and dynamic range, independent of the noise on the input signal. We first 
consider the noise process in the camera itself. A typical CCD video camera might have a 
SIN figure of 54 dB with a 1 volt peak-to-peak video signal. We define signal-to-noise as 
~=1010g[V~m\ l' (1) 
N cr~ 
where cr ~ = noise variance on the video signal with a deterministic input. Thus, for the 
above figures of 54 dB and 1 Yp_p, the noise variance is cr~ = 5.0 X 10-7 y2. In a digitization 
operation, the quantization noise is defined by 
(2) 
where s is the quantizer step size [4]. For an 8-bit quantizer (256 levels) and a 1 Yp_p input 
signal, the quantization noise variance iscr~ = 1.3 xlO-6 y2 (49.9 dB). Notice that for this 
camera and digitization specification, the quantization noise is the dominant noise process. 
In other words, if we improve the camera performance through cooling or on-chip 
integration, the quantization noise component for this digitizer will always limit us to less 
than 50 dB SNR. 
Ensemble averaging of successive digitized frames is commonly used to reduce the 
photon counting noise associated with the x-ray detection process. When floating point 
precision or sufficient word size is used in this process, it also has the benefit of improving 
the noise performance of the digitizer. Assuming a stochastic input signal with variation 
significantly above the quantizing step size, we can expect that averaging or integrating 100 
successive frames will reduce the quantization noise variance in Eq. 2 to 
Using this reduced quantization noise variance in Eq. 2, we find that the equivalent 
quantizer step size is 
872 
s' = ~12(crn' = 0.39 mY. 
For the 1 V p-p input signal, this yields 2562 quantizer levels, or 12 bits. The 
corresponding improved quantization SIN is 70 dB. If we were capable of performing an 
integration or average of the analog camera signal, its SIN would also improve by a factor 
of 100, or 20 dB, giving an improved SIN = 54 + 20 = 74 dB. So again, the dominant 
noise component in the image acquisition process, even after frame averaging is 
quantization noise, albeit the increase in resolution to 12 bits. This figure gives us the 
upper limit of the intensity resolution of the imaging equipment without consideration of 
the noise component on the signal incident on the camera or the dynamic range of the 
image intensifier. 
IMAGE CALIBRATION TECHNIQUES 
Several factors, independent of noise, can limit the sensitivity of a real-time x-ray 
inspection system. Among the most important are the spatial variation in the response of 
the image intensifier tube and the CCD video camera. In particular, the variation in 
radiometric sensitivity of the individual CCD pixels can easily mask a low contrast flaw 
indication. These responses can be largely corrected using a calibration image and 
subtracting the calibration image in real-time from the incoming measurements [2] . There 
are two problems with this technique. First, the calibration is performed using 8-bit 
images, and hence the quantization noise is a problem. Second, the response being 
corrected is signal dependent, and therefore, a single calibration image is not truly 
representative of the distortions in a complicated image with wide dynamic range. One of 
the difficulties of solving the problem with 8-bit calibration is that more expensive imaging 
hardware would be required, which would include at least three 16-bit accumulation 
buffers to perform the subtraction. We have adopted the approach of using a single 16-bit 
accumulation buffer to contain both the measurement signal as well as the corrected signal. 
We first integrate N frames ofthe measurement into a 16-bit buffer as shown in Fig. 1 with 
the arithmetic logic unit set to (A+B). Next, a calibration field is established, which is 
used to decrement the existing accumulation buffer with N frames by setting the ALU 
function to (A-B), as shown in Fig. 1. The resultant image can then be viewed using 
hardware divide and offset circuitry for the appropriate scaling to the image display. Note 
that for this type of calibration to work optimally, both calibration and measurement fields 
must be relatively flat. In the case where the measurement field varies significantly, 
division by the calibration field works better but is much more difficult to implement under 
these hardware constraints. An example of the improvement gained by 16-bit calibration 
over the 8-bit method using a 1 % thickness penetrameter is shown in Fig. 2. Notice that 
the 4T and 2T holes are readily detected in the 16-bit image while the 4T hole is barely 
detected in the 8-bit image. Figure 3 shows another penetrameter image at the 0.6% 
thickness sensitivity level. In this case, both the 4T and 2T holes are detected. Figure 4 
shows an example of detecting casting porosity using this technique. These examples 
illustrate that this type of calibration, when 16-bit precision is used, can dramatically 
improve the sensitivity limitations of conventional real-time x-ray inspection systems. 
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Figure 1. Block Diagram of measurement integration and calibration circuit 
As mentioned previously, one limitation of the single image calibration method is that it 
does not account for the signal-dependent nature of the degradation processes [3]. This 
can be seen by examining Fig. 5 where the gray-scale response or several image pixels is 
plotted as a function of x-ray generator current. Because the slopes are not identical, the 
systematic variation in pixel-to-pixel response is signal dependent. This is not a problem in 
cases where the image is somewhat uniform, but in cases where there is a wide variation in 
gray-scale output, the single image correction method will be degraded. A method of 
calibration which takes into account this signal dependence, is to characterize each pixel's 
response as a function of the signal level. Each pixel response is roughly linear, as seen in 
Fig. 4, and therefore, can be described by two parameter slope and intercept. Thus, the 
modeled response is 
g;,j (I;) = a;,j ~ + b;,j (3) 
where ~ is an independent controllable brightness parameter such as generator current. 
The calibration procedure requires the equalization of the response across the image with 
uniform illumination. We arbitrarily pick the equalized pixel response to be described by 
the mean parameters, a;,j and b;,j in Eq. 2. The equalized response is given by 
g' . . (J:) = p~ +q 
'.J ":J 
where 
1 M N 
p= MN~ ~a;,j and 1 M N q = --L L b;,j , M,N = image size, MN ;=1 ;=1 
(4) 
The calibration is performed by measuring the gray-scale, g;,j , solving for the brightness 
variable using 
~ = g;,j - b;,j , 
a;,j 
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Figure 2 (a) Illustration of l6-Bit calibration on a 1 % thickness penetrameter, 
(b) Illustration of 8-Bit calibration on a 1 % thickness penetrameter 
Figure 3. Calibrated penetrameter image at 0.6% thickness 
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Figure 4 (a) Real-time radiograph of casting porosity before calibration, 
(b) Radiograph after 16-bit calibration 
and finally, computing the corrected gray scale, g';,j in Eq. 4. Figure 6 shows the result of 
this technique using a 2% thickness penetrameter on an aluminum bar. Both the 4T and 2T 
penetrameter holes are readily detected in the processed image after the calibration and 
contrast enhancement. While this technique is more general than the subtraction method, 
it does not perform as well in cases of uniform backgrounds. It does, however, perform 
better in cases of complicated geometry and wide dynamic range and can detect thickness 
variations on the order of approximately 1 %. 
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Figure 5. Calibration characteristic for several pixel locations 
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Figure 6. (a) Real-time radiograph of2% penetrameter, (b) Radiograph after model-based 
calibration 
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One of the drawbacks of this model-based calibration techniques is that it is more 
computationally and memory intensive due to the requirement of coefficient storage for 
each pixel and the floating point arithmetic. This can be moderated, however, through the 
use of piggyback DSP boards which are readily available at low cost. 
APPLICATIONS USING SCINTllLATING GLASS DETECTOR 
Among the main limitations of conventional real-time radiographic systems are the 
spatial resolution and dynamic range of the image intensifier. Image intensifier tubes 
typically have a spatial frequency limitation of about 2-5Ip/mm. We are presently 
investigating the use of a new compact scintillating glass material with better resolution 
and potentially better contrast sensitivity for use in real-time x-ray inspection [5]. One of 
the properties of the scintillating glass is that the light output at moderate dosages is 
extremely low. For this reason, most applications to date have involved the use of cooled, 
low-noise CCD cameras which can integrate long enough to achieve a usable image. 
These types of cameras are typically very expensive and can offset the savings provided by 
this low-cost detector. In keeping with the desire to have a low-cost imaging system, we 
are working on techniques which will allow the use of low-cost imaging cameras with this 
detector. In particular, the use of 16-bit integration with 8-bit AID converters, the 
availability of new low-cost integrating CCD video cameras, and the adjustment of AID 
converter gain have allowed us to obtain usable images. Figure 7 shows an acquired 
image of a resolution gauge from the scintillating glass using a low-cost Cohu CCD video 
camera. Figure 8 illustrates the spatial resolution obtainable from this detector by focusing 
on a smaller area of the detector. 
CONCLUSIONS 
While many of the techniques presented in this paper are currently available in expensive 
turnkey imaging systems, we have demonstrated that these techniques can be implemented 
using low-cost, off the shelf imaging hardware to dramatically improve the performance of 
real-time x-ray inspection systems. Among the techniques are AID converter integration 
which not only reduces the photon process counting noise, but significantly lowers the 
quantization noise typically associated with 8-bit averaging. This reduction in quantization 
noise has allowed the sensitivity performance to be improved to approximately 0.5% 
thickness variation without significant cost. A more generalized calibration procedure has 
also been presented which accounts for the signal dependent variation in imaging system 
response when inspecting complicated geometries. While this technique does not 
outperform the subtraction method in uniform geometries, it does work better for 
complicated geometries and is more general. Finally, preliminary investigations have been 
made into the use of low-cost imaging hardware with a new scintillating glass detector. 
These investigations indicate promise for obtaining usable real-time images with low-cost 
cameras and suitable image processing. Future study will refine the techniques and yield 
quantitative figures for the performance in contrast with more expensive scientific grade 
CCD imagers. 
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Figure 7. Resolution gauge image obtained from the scintillating glass detector using a 
low-cost CCD camera 
Figure 8. Illustration of spatial resolution capability of the detector using low-cost camera 
and zoom lens (10 lp/mm and 20 lp/mm markings shown). 
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