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Benchmarking Automotive LiDAR Performance in Arctic Conditions
Matti Kutila1, Pasi Pyykönen1, Maria Jokela1, Tobias Gruber2,3, Mario Bijelic2,3, Werner Ritter2
Abstract— This work shows and analyzes the LiDAR per-
formance in real-world heavy winter conditions captured in
Northern Europe. We review how low temperatures, salted
roads and turbulent snow in front of a passenger car influence
LiDAR systems developed for automated driving functions. Two
test cars were driven in the north of Finland and Sweden for 1.5
weeks to gather a large amount of point cloud data in different
urban and rural scenarios. We show that the benchmarked
LiDAR sensors have surprising performance differences in
winter. Some of the sensors got mechanically frozen whereas
others went out of the measurement range and were completely
blind. Especially the latest multi-layer sensors showed signif-
icant problems. We propose countermeasures such as heating
and protecting in order to improve the performance and suggest
how the software can take the performance degradation into
account.
I. INTRODUCTION
The EU-project aDverse wEather eNvironment Sensing
systEm (DENSE) aims to develop better sensing systems
for automated driving under adverse weather conditions. The
first new sensor prototypes are ready and benchmarking
against state-of-the-art sensors has started. In particular,
this paper focuses on light detecting and ranging (LiDAR)
measurements conducted in Northern Europe. The aim of
this test drive was to gather experimental data, benchmark
the latest sensors, define challenges in these conditions, and
analyze countermeasures for improving existing sensors.
Cameras, radar and LiDAR systems have been investi-
gated for many years by the automotive industry for the
development of advanced driver assistance system (ADAS)
functions [1]. However, until recently, all commercial ADAS
systems such as autonomous emergency braking (AEB),
electronic stability control (ESC) and lane departure warning
(LDW) are based on radars and cameras because of in-
credulity of mechanical components in the available LiDAR
sensors. For automated driving, significantly better sensors
are needed compared to ADAS functions [2]. The resolution
requirements are much higher since automated driving needs
pattern recognition capability. Instead of just detecting ob-
stacles, classification (pedestrian, bicycle, car, truck, etc.) is
inevitable for safe autonomous driving. Therefore, LiDAR
systems together with high-resolution radars and traditional
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Fig. 1: The instrumented test and development vehicle Martii
with the sensors installed on the roof.
camera technology are needed to complement the weak-
nesses of each other sensor system. Recently, the LiDAR
systems have been even considered as the main stream in
high resolution range measurement for automated vehicles
[3]. Although current LiDAR systems show impressive 3D
perception performance, they severely fail in adverse weather
situations [4]. The illumination laser beam of LiDAR systems
is backscattered or absorbed by the water particles in the
atmosphere, which degrades the range of all LiDAR sensors.
The severity of the degradation depends on the droplet
size and many other physical factors [4], [5]. Nevertheless,
the measurement principle of the utilized LiDAR system
has impact on the laser power in a single point and thus
for the robustness in inclement weather. Although LiDAR
benchmarks in controlled laboratory environments exists [6],
[7], [4], there is a lack of comparisons of state-of-the art
LiDAR systems in real-world adverse weather conditions
that validate these experiments. This article provides a very
detailed insight into a testing campaign where we have
collected a huge amount of LiDAR data and experiences
under bad weather influence.
II. RELATED WORK
A. LiDAR systems
Most state-of-the-art LiDAR systems are based on spin-
ning mirrors for mechanical beam steering [8]. The laser
beam is collimated with optical arrangements for acquir-
ing maximal laser power back to the imager. Scanning
LiDAR systems are currently the most mature technology
and provide the ranges up to 100 m, which makes them
a reasonable perception system when driving more than
80 km/h. However, moving components are always vulner-
able to mechanical damage especially in cold temperatures
and in a vibrating environment. Therefore, LiDAR suppliers
are focusing their research and development effort to bring
solid-state LiDAR systems on the market where all moving
components are replaced by micro-mirrors or other beam-
steering technologies. There exists a variety of solid-state
LiDAR technologies. A flash LiDAR illuminates the whole
scene in one shot and does not need any scanning [9], [10].
Micro-electro-mechanical system (MEMS)-LiDAR systems
scan the area by actively steering the beam with MEMS
mirrors [11], [12], [13], [14]. Optical phase array LiDAR
systems can steer the light beam by controlling the optical
properties in a phase array [15], [16], [17], [18]. A detailed
overview of state-of-the-art automotive LiDAR systems is
given in [19].
These technical solutions have their benefits and draw-
backs depending on their planned operation design domains
(ODDs). Solid-state or non-spinning LiDAR systems do not
have wearing components which are in shaking automotive
environment always vulnerable for mechanical damages. On
the other hand, flash LiDARs or ToF! (ToF!) cameras are
free of mechanical components but due to that, resolution is
poor since steering laser beams becomes challenging when
keeping output energy below the eye safety tolerance. There
are also differences between LiDARs how band-pass filtering
has been implemented. Low band means less noise which is
benefit but in cold weather laser wavelengths are drifting and
sometimes cause illumination band shifting to cut-off region
and leading to performance drop down.
B. LiDAR in adverse weather
A first performance decrease of LiDAR systems due to
environment influences was experienced by Peynot et al.
where dust particles in the air hide obstacles behind the
dust cloud [20]. Trickey et al. investigated, the penetration
performance of LiDAR systems in dust, fog, snow white-
outs and snow is investigated [6]. Rasshofer and Gresser
[1] derived a theoretical model how optical laser sensor
performs in various weather conditions. However, the model
is theoretical and ignores many of the real world incidences.
The behavior in foggy conditions has been investigated by
Kutila et al. [21] where the main conclusion is that typical
905 nm LiDAR performance may degrade even 25 % due
to absorption caused by water droplets in fog. Thus, the
weather usually have serious impact on resolution, reliability
and range of the LiDAR sensor. Wojtanowski et al. [7] have
investigated the perfomrnace of the two primary wavelengths
of LiDAR systems, i.e. 905 m and 1550 nm, in different
conditions by calculating the impact of water. Zang et al. [22]
observed problems with radars and LiDAR due to heavy rain
caused by absorption. Hasirlioglu et al. [23] show the effect
of exhaust gases at low temperatures on LiDAR systems.
Jokela et al. [24] has performed the study concerning 905 nm
LiDAR performance in foggy conditions and also pre-studies
in specific conditions in winter. Automotive LiDAR behavior
in turbulent snow is a field that has been less experimented
on, except in some studies conducted by the space industry
[25]. In those experiments the target range is different and
even snowflakes are not similar to the arctic powder snow
TABLE I: Details on all six different LiDAR sensors that
have been tested in this experiment.
Sensor Type Wavelength Resolution
Velodyne PUCK Rotating 905 nm 16 layers
Robosense Rotating 905 nm 32 layers
Cepton HR80T Flash 905 nm 80 px × 80 px
Cepton HR80W Flash 905 nm 160 px × 64 px
Ouster OS-1 Rotating 850 nm 64 layers
Ibeo LUX Rotating 905 nm 4 layers
Fig. 2: Mounting positions of the different LiDAR sensors
in the "Martti" car.
on the roads of Northern Europe or North America. They
have shown that the turbulent snow has significant impact on
the LiDAR performance due to degraded visibility. However,
their work is based on specific trials in test fields and not in
real driving for long duration and various conditions.
Even though that there are theoretical and also short term
investigations of the behavior of LiDAR sensors in adverse
weather conditions, there is a lack of measurements and
evaluations of real driving in order to understand adverse
weather conditions. In particular, heavy winter conditions
are challenging, which is a mixture of cold, turbulence of
snow, strong reflections and wet and dirty snow. In this
work, we have recorded a huge amount of LiDAR recordings
in heavy winter conditions with different LiDAR sensors.
We show a qualitative and quantitative evaluation. With
our experiences we want to pave the way to meet safety
standards of environment perception systems even under
adverse weather conditions.
III. TEST SETUP
A. VTT - Martti
The test vehicle Martti as shwon in Fig. 1 is an automated
passenger car with a variety of environment perception
sensors. It was equipped with modern LiDAR and radar
sensor technologies during the winter testing, see Fig. 2.
Six different types of LiDAR from different suppliers were
integrated. An overview is given in Table I. All LiDAR
systems consist of at least 8 and up to 64 vertical layers. The
LiDAR systems can be classified into flash LiDARs (Cepton
HR80T and Cepton HR80W) and rotating LiDAR systems
(Velodyne PUCK, Robosense, Ouster OS-1, Ibeo LUX). All
Fig. 3: The measurement platform of Daimler in winter test
sessions.
Fig. 4: The time synchronisation platform of the Daimler
experiment car. While gray arrows visualize data streams,
red arrows describe an explicit time synchronization by
PPS signal and GPRMC messages. Gray sensors cannote be
triggered and are freerunning, but temporally synchronized
according to their arrival timestamp.
except the Ouster OS-1 operate in the 905 nm wavelength,
which is the dominating operating band today. We have also
integrated a prototype radar and time-of-flight cameras but in
this work we focus on the performance of LiDAR systems.
The computers for running global positioning system (GPS)
time synchronization were installed in the trunk of the car.
The data gathering was supervised with laptops and displays
in the car cockpit. The point clouds dedicated to automated
driving functions were recorded to hard drives (10 TB) and
are further analyzed in the laboratory. The data was recorded
in a proprietary format to ensure that the third party players
did not filter any important data and that the different sensors
were well synchronized.
B. Daimler - instrumented car
Fig. 3 illustrates the second experimental car for gathering
LiDAR data for the purpose of training intelligent algorithms
The aim is to establish training algorithms that improve
winter driving scenarios and minimize the influence of winter
conditions compared to clear weather. A car was setup with
a large variety of sensors for perception with the focus on
sensor fusion. We equipped the car with:
• Stereo camera (Aptina AR0230) with a resolution of
1920× 1080 and a framerate of 30 Hz
Fig. 5: The winter test session route in the north of Finland
and Sweden on December 2018.
• Gated camera (BrightWay Vision BrightEye) with a
resolution of 1280× 720 and a framerate of 120 Hz that
is split up into different gated slices
• FIR camera (Axis Q1922) with a resolution of
640× 480 and a framerate 30 Hz
• LiDAR with 64 lines (Velodyne HDL64-S3) at a fram-
erate of 10 Hz
In addition to these important perception sensors, a road
friction sensor and a weather station record the current
weather and facilitate data selection and labeling. The pre-
cise movement of the car is recorded with an automotive
dynamic motion analyzer (ADMA) that fuses GPS position
information with very accurate acceleration sensors. A pow-
erful computer (Asus X99-E-10G WS, Intel Core i7-6900K,
Nvidia Titan Xp, 64 GB RAM) in the trunk records the huge
amount of sensor data (∼700 MB/s). The whole sensor setup
is set up with robot operating system (ROS) that allows easy
and fast integration of all sensors in a common framework
[26]. For sensor fusion, time synchronization is inevitable.
Therefore, we use the GPS timestamp from the ADMA
for timestamping LiDAR point clouds and synchronizing
the computer time. As Fig. 4 shows, both stereo camera
and gated camera are freerunning but can be synchronized
according to their timestamps by the ROS Approximate-
TimeSynchronizer1. During this test drive, we recorded more
than 40 TB of data that will help to develop intelligent and
robust fusion algorithms and enable driving in all weather
conditions.
IV. TESTING ARRANGEMENTS
Time and route of data gathering was optimized to capture
data from various arctic and driving scenarios. The typical
weather conditions that exist in winter are:
1wiki.ros.org/message_filters/ApproximateTime
Fig. 6: Powdered snow test sections in the north of Finland.
Fig. 7: Salted road test sections.
• powder snow: This snow makes the sensors blind espe-
cially on highways when following a big car or truck
• wet snow on the road: The wet snow covers the sensor
lenses when the temperature is close to zero or less than
5 °C above.
• salted highway: Salt and dirt makes the sensor windows
blind and absorb the light beams
• low temperature: For very cold temperatures, mechan-
ical problems with spinning elements arise and slight
variations in wavelength decrease the performance,
because many of the state-of-the-art high-resolution
LiDAR sensors are designed for operation at temper-
atures above -10 °C
Fig. 5 shows the test route, which took 1.5 weeks of traveling
and planning ad-hoc different scenarios for data gathering.
The route includes different temperatures and road types.
Changing population density in different locations and the
amounts of powdered snow required quick reactions and well
designed measurement tools, which were self-programmed.
Fig. 6 and 7 show how the scenarios on roads were planned
to record multiple different scenarios with the same measure-
ment setups. The planning was important since changing pa-
rameters in the measurement section or cleaning the devices
Fig. 8: The pictures of the different test scenarios in winter.
would make the measurements non-repeatable and therefore,
useless for future automated parameter adaptation.
The important trial scenario is to benchmark the sensors
in conditions where the turbulent snow in front of the
sensors degrades signal-to-noise ratio. This disturbance is
typical when on-coming heavy good vehicles raise snow
from the road surface (see Fig. 8). Also, driving behind other
passenger cars causes powdered snow walls, which limit
the range of the sensors. The impact on LiDAR systems
depends on filtering algorithms and the sensitivity of the
sensor. During the snow test, the temperature was around -8
to -15 °C and the atmosphere was dry, i.e. optimal conditions
for having strong snow turbulence. The road sections were
selected for having slushy snow on salted roads to assess
the influence and speed of salted roads for the environment
perception capability of the car. The main questions were
whether a slushy road causes additional absorption of the
LiDAR signal and whether there are differences in between
sensors due to the dirt in the LiDAR window. During the
salted road tests the temperature was between -3 and +4 °C
and snow was melting on the road surface due to liquid salt
on the road sections. Fig. 9 shows how the visual range of
optical devices drops in salted road areas.
Fig. 9: The visual view of different scenarios where
salted/wet road feasibility studies were carried out.
V. EXPERIMENTAL RESULTS
The tests have been focused on assessing different type of
LiDAR systems (spinning vs. flash and 905 nm vs. 1550 nm)
in winter conditions. The aim was to evaluate how environ-
mental factors influence the LiDAR performance in terms
of measurement range. The used LiDARs were the ones
which do not exist in serial production cars but have the
technologies which could potentially improve performance
and will be introduced in within 3 - 10 years time span.
All the studied LiDAR sensors are spinning types except
the one which bases on frictionless micro movements of
optical components. However, the different spinning LiDARs
depend on their construction and band-pass filtering how they
are impacted by snow or being robust against large outdoor
temperature variations. Fig. 10 shows the testing principle
between the LiDAR and target. The LiDAR beam is reflected
at the target with having two parameters: (1) intensity and
(2) distance value. Distance is calculated according to the
time the light needs to travel from the emitter and return
to the receiver. The intensity value is higher for close
reflective targets compared to dark targets in far distance.
The intensity of the back-scatter light is typically higher for
Fig. 10: LiDAR performance can be made comparable by
using the maximum measurement range that is influenced
by the transmitted number of pulses, the reflectivity of the
target and the medium in front of the target.
Fig. 11: Qualitative test results of the Velodyne HDL64-S3
when driving in frozen weather. The temperature is less than
-10°C. The missing sector on the left is due to other sensors
next to the LiDAR.
the objects near the sensor receiver. Therefore, in Figures 16
and 17, dark correlates with higher intensity. The ranges
of the sensor are very short (< 20 m) compared to typical
LiDAR ranges (50-100 m). The main reason are the high
snow banks in the road section. In these measurements, the
aim is to assess the maximum range of different weather
conditions. Assuming that there are enough objects around
the car sampling the distance range, this metric can be
considered approximately scene-independent. The following
sub-sections are discussing LiDAR performance in adverse
weather conditions, (a) cold weather, (b) powder snow, and
(c) salted/wet road. The challenges in these different North-
ern European conditions are quite unique compared to foggy
and rainy conditions which are the main automated driving
obstacles in middle of Europe. For understanding influence
of LiDAR performance, validation has been measured in
terms of variation in received laser echoes and whether
amplitude variation remains large. In normal conditions,
variation should be in reasonable level since scene around
the vehicle is changing in reality.
A. Experiences in frozen weather
Fig. 11 shows the Velodyne (64-layer) LiDAR point clouds
when driving in frozen weather when the temperature is
about -15 °C, which is outside of the operating range of
many LiDAR on the market today. Nevertheless, the LiDAR
produces stable point cloud data. Fig. 12 and 13 show the
problem arising with some of the mechanical LiDARs when
the window gets frozen. In these conditions the interior parts
of the sensor may also suffer from additional friction or
could even get stuck without external heating. Moreover, the
wavelength bands in lasers may slightly shift being out of the
Fig. 12: Frozen weather causes both mechanical problem for
spinning LiDARs but also reflections from frost in the sensor
window.
Fig. 13: Frozen LiDAR sensor causes disturbance to the
measurements and blocks the laser beam.
bandpass ranges, which makes the sensor completely blind.
When the temperature rises, the sensor usually starts working
perfectly again, but sometimes a software reboot is required.
B. Results in powdered snow
Fig. 16 shows the performance in powdered snow accord-
ing to the maximum measurement range. The flash LiDARs
Cepton HR80W was in trouble when there was turbulent
snow in front. We assume that in addition to backscatter
the cold temperature caused false measurements. Ouster
OS-1 kept its performance well even though snow was in
front of the sensor. The Ibeo Lux and Velodyne sensors
were also quite stable but Robosense’s technique suffered
from snowflakes in front of the vehicle as seen from the
increased maximum measurement range. Fig. 14 shows how
powdered snow causes a lot of noise to the point cloud and
makes sensor distance limited. The distance of reasonable
pattern recognition drops from 70 m to 25 m ahead of the
vehicle and, furthermore, an intelligent data filtering process
is needed to handle such situations.
C. Performance on salted roads
Fig. 17 shows the maximum measurement range of differ-
ent LiDAR systems when driving on salted roads. The main
Fig. 14: Powedered snow causes strong noise to the point
cloud.
Fig. 15: Salted road in an urban area. The sensor gets partly
blind due to dirt but also due to absorption of the light signal.
problem is caused by the fact that the sensor becomes blind
due to dirt in the cover of the sensor box. However, that
is not the only challenge as the moisture in the atmosphere
also absorbs the laser beam. All sensors were affected due to
dirty water, which contains a lot of salt. However, the Ibeo
Lux sensor, which has already been on the market for years,
did not suffer as much as the newer sensors. The benefit
of the Lux sensor is that it can record three echoes [27]
making it more robust against media between the transmitter
and receiver, evidenced in the less than 5 % decrease in the
maximum measurement range after the sensor becomes dirty.
Fig. 15 shows the LiDAR sensor signal degradation when
the road is heavily salted and the sensor becomes blind. The
main reason is dirt in front of the vehicle but also absorption
caused by the liquid water. Practically, the phenomenon is
visible at a close distance from the LiDAR sensor where the
red point cloud is shown.
VI. CONCLUSIONS
This article provides an overview of the sensors used in a
winter testing campaign in the north of Finland and Sweden.
We saw that the traditional LiDAR suppliers, having been
in the market for years, have taken the restrictions caused
by arctic weather conditions for optical components better
into account. The newer suppliers, who have improved the
vertical resolution, suffer when visibility becomes limited
due to powdered snow or slush. The range of the multi-
layer sensors can drop from 100 m down to 20 m even in
the case of light snow. The objectives of this study were to
analyze what kind of algorithms are needed to process the
data and how the benefits of different sensors can be utilized
in order to minimize the impact of signal degradation.
Some of the sensors need heating which improves their
operating performance in cold temperatures. On the other
hand turbulent snow in front of the sensor is like noise
and many times the patterns are still available if noise is
more strongly filtered out compared to a normal situation.
Reference Powdered snow Clear road Light powdered snow
Fig. 16: The measurement results of different LiDAR systems when driving in powdered snow road sections. The color
correlates with the intensity of the backscattered beam (light → low intensity, dark → high intensity).
Reference Intersection Motorway Driving behind a car
Fig. 17: The measurement results of different LiDAR systems when driving on salted road sections. The color correlates
with the intensity of the backscattered beam (light → low intensity, dark → high intensity).
The other important aspect is to keep the sensor clean. The
front bumper is not the optimal mounting position for optical
sensors due to dirt and slush. It is better to install sensors
at a higher position (e.g. roof of the vehicle) and ensure
that freezing water or salted water is not directly sprayed
on the front coverage. From a software point of view, we
need algorithms that analyze when the coverage is too dirty
and assess what the right speed for the vehicle is and when
cleaning is needed. Of course, software algorithms can partly
handle outliers and artifacts but this article is focusing on
understanding signal quality of the future automotive sensors.
This is crucial since without feasible signal quality, software
tricks cannot compensate information lost in the sensor.
The target of the DENSE project is to develop technologies
which enables 24/7 automated driving in all weather condi-
tions. Fog and heavy rain are the main concerns in for level
5 autonomous driving. However, arctic conditions remain
one of the bottlenecks which requires different technological
approach to keep sensor signal confidence sufficient for
highly automated driving. There are basic things like me-
chanical robustness against coldness but also more complex
things like wavelength bandwidth drifting which correlates
with temperature. The different LiDAR techniques (flash,
spinning, etc.) have their benefits and drawbacks. The main
future work is to further develop confidence of the optical
sensor devices step by step. With sensor data fusion, the
optimal sensors can be selected according to the weather
which then extends the automated driving range even if the
weather conditions change during the trip.
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