Introduction
[1], computer file processing [2] , order picking in warehouses [3] , process planning for rotational parts [4] , and the routing of clients through welfare agencies [5] . Furthermore, many other combinatorial optimization problems can be reduced to the GTSP problem [1] .
TSP is NP-Hard and hence the GTSP is NP-hard because if the set N of nodes is partitioned into N subsets with each containing one node, it results in a TSP.
Regarding the literature for the GTSP, it was first addressed in [2, 5, 6] . Exact algorithms can be found in Laporte et al. [7, 8] , Laporte & Nobert [9] , Fischetti et al. [10, 11] , and others in [12, 13] . On the other hand, several worthy heuristic approaches are applied to the GTSP. Noon [3] presented several heuristics for the GTSP among which the most promising one is an adaptation of the well-known nearest-neighbor heuristic for the TSP. Similar adaptations of the farthest-insertion, nearest-insertion, and cheapest-insertion heuristics are proposed in Fischetti et al. [11] . GI3 (Generalized Initilialization, Insertion, and Improvement) is one of the most sophisticated heuristics, which is developed by Renaud & Boctor [14] . GI3 is a generalization of the I3 heuristic presented in Renaud et al. [15] . The application of the metaheuristic algorithms specifically to the GTSP is very rare in the litearture. A random Travelling Salesman Problem 98 key genetic algorithm (RKGA) is proposed by Snyder & Daskin [16] , which ignited the metaheuristic research on the GTSP. In the RKGA, random key representation is used and solutions generated by the RKGA are improved by using two local search heuristics namely, 2-opt and "swap" procedures. Note that their "swap" procedure provides a speedup method in the search process. It is basically concerned with removing a node j from a tour, and inserting all possible nodes k's from the corresponding cluster in an edge ( ) v u, in a tour (i.e., between the node u and the node v ) with a modified nearest-neighbor criterion. They have been separately implemented by embedding them in the level-I improvement and level-II improvement procedures. For each individual in the population, they store the original (pre-improvement) cost and the final cost after improvements have been made. When a new individual is created, they compare its pre-improvement cost to the pre-improvement cost of the individual at position N p × in the previous (sorted) population, where [ ]
is a parameter of the algorithm and 05 . 0 = p in Snyder & Daskin [16] . These two improvement procedures are implemented as follows: 1. If the new solution is worse than the pre-improvement cost of this individual, the level-I improvement i s u s e d b y a p p l y i n g o n e 2 -o p t exchange and one "swap" procedure (assuming a profitable one can be found) and store the resulting individual. 2. On the other hand, if the new solution is better, the level-II improvement is used by applying 2-opt until no profitable 2-opt can be found, then applying "swap" procedures until no profitable swaps can be found, and repeat until no improvements have been made in a given pass. The RKGA focuses on designing the local search to spend more time on improving solutions that seem promising in comparison to previous solutions and to spend less time on the others. In both level-I and level-II improvement, a ''first-improving'' strategy is employed where the first move of a given type improving the objective value is implemented, rather than searching for the best such move before choosing one. Thereafter, Tasgetiren et al. [17, 18, 19] presented a discrete particle swarm optimization algorithm a genetic algorithm (GA) and an iterated greedy algorithm, respectively whereas Silberholz & Golden proposed another genetic algorithm in [20] which is denoted as mrOXGA. The GSTP may deal with either symmetric where the distance from node j to node k is the same as the distance from k to j or asymmetric distances where the distance from node j to node k is not the same as the distance from k to j. In this paper, meta-heuristics are presented to solve the GTSP on a standard set of benchmark instances with symmetric distances. Particle swarm Optimization (PSO) is one of the most recent evolutionary meta-heuristic methods, which receives growing interest from the researchers. It is based on the metaphor of social interaction and communication such as bird flocking and fish schooling. PSO was first introduced to optimize various continuous nonlinear functions by Eberhart & Kennedy [21] . Distinctly different from other evolutionary-type methods such as GA and ES, PSO algorithms maintain the members of the entire population through the search procedure. In a PSO algorithm, each individual is called a particle, and each particle moves around in the multi-dimensional search space with a velocity constantly updated by the particle's own experience, the experience of the particle's neighbors, or the experience of the whole swarm. That is, the search information is socially shared among particles to direct the population towards the best position in the search space. The comprehensive surveys of the PSO algorithms and applications can be found in Kennedy et al. [22] and Clerc [23] . 
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In this paper, a DPSO algorithm is presented to solve the GTSP on a standard set of benchmark instances with symmetric distances. Furthermore, the DPSO algorithm is hybridized with local search improvement heuristics to intensify the search process; hence to further improve the solution quality. The remaining chapter is organized as follows. Section 2 introduces the DPSO algorithm and its basic components. Section 3 presents the computational results on benchmark problems. Finally, Section 4 summarizes the concluding remarks.
Discrete particle swarm optimization algorithm
In the standard PSO algorithm, all particles have their position, velocity, and fitness values. Particles fly through the m-dimensional space by learning from the historical information emerged from the swarm population. For this reason, particles are inclined to fly towards better search area over the course of evolution. Let NP denote the swarm size represented as
,..., , 2 1 = . Then each particle in the swarm population has the following attributes: 
Assuming that the function f is to be minimized, the current velocity of the jth dimension of the ith particle is updated as follows.
where k w is the inertia weight which is a parameter to control the impact of the previous velocities on the current velocity; c 1 and c 2 are acceleration coefficients and r 1 and r 2 are uniform random numbers between [0,1]. The current position of the jth dimension of the ith particle at the generation k is updated using the previous position and current velocity of the particle as follows:
The personal best position of each particle is updated using
Finally, the global best position found so far in the swarm population is obtained for
Standard PSO equations cannot be used to generate binary/discrete values since positions are real-valued. Pan et al. [24, 25, 26] have presented a DPSO optimization algorithm to tackle the binary/discrete spaces, where particles are updated as follows:
The update equation (5) consists of three components: The first component is
, which represents the velocity of the particle. In the component
F represents the mutation or perturbation operator with the mutation strength of ρ and the mutation probability of w . In other words, a uniform random number r is generated between 0 and 1. If r is less than w then the mutation operator is applied to generate a perturbed particle by
. In addition, the mutation strength d is the degree of perturbation, i.e., single insert move or double insert move or some constructive heuristics generating distinct solutions and so on. In this paper, we employ the destruction and construction (DC) procedure of the IG algorithm in the mutation phase.
The second component is
p will be the first and second parents for the crossover operator, respectively. It results either in
depending on the choice of a uniform random number.
The third component is ( )
, which is the "social" part of the particle representing the collaboration among particles. In the component ( )
CR represents the crossover operator with the probability of 2 c . Note that The basic idea behind the DPSO algorithm is to provide information exchange amongst the population members, personal best solutions and the global best solution. However, combining the particle with both personal best and then global best solution through crossover operator may cause a particle losing some genetic information. Instead, we propose a modification to our DPSO algorithm in this paper utilizing either the "social" or "cognitive" genetic information during the particle update process. It is achieved as follows:
In other words, after mutation operator, the particle is updated by recombining the temporary mutated individual with either the personal best or global best solution depending on a search directing probability of 1 c . For the DPSO algorithm, the gbest (global neighborhood) model of Kennedy et al. [22] was followed. The pseudo code of the DPSO algorithm with the local search is given in Fig. 1 . 
Solution representation
We employ a path representation for the GTSP in this paper. In the path representation, each consecutive node is listed in order. An advantage of this representation is due to its simplicity in objective function evaluation since the total cost of a path can easily be calculated by summing the costs (distances) of each pair of adjacent nodes. However, a distadvantge of this representation is due to the fact that there is no quarantee that a randomly selected solution will be a valid GTSP tour because there is no quarantee that each cluster is represented exactly once in the path without some repair procedures. In order to handle the decision of which node should be chosen from a given cluster in the GTSP solution, we include both cluster and tour information in solutions. In other words, a GTSP solution consists of both an array of permutation of clusters ( j n ) and an array of nodes ( j π )
to be visited in m dimensions/clusters. In this way, each solution is guaranteed to be a GTSP solution. The solution representation together with the necessary distance information for calculating the objective function value ( ) x F of the solution x is illustrated in Table 1 where
shows the distance from node j π to node 1 + j π . The initial solution is constructed in such a way that first a permutation of clusters is determined randomly, then since each cluster contains one or more nodes, a tour is established by randomly choosing a single node from each corresponding cluster. By including cluster information in solution representation, which node must be visited in a tour can be determined easily with either a random selection or a systematic way. For example, in the pair ( )
, j n stands for the cluster in the j th dimension whereas j π represents the node to be visited from cluster j n . Table 2 . GTSP Solution for Instance 11EIL51
As to the construction of the initial random solution as mentioned before, first a random permutation of clusters is established; then a corresponding node is randomly chosen from each cluster to establish the tour. To be more specific, for example, in Table 2 , 5 2 = n refers to the cluster 5 N , and the corresponding node 51 2 = π refers to the node 51 chosen randomly from the cluster 5 N .
NEH heuristic
Due to the availability of the insertion methods that we have already proposed in [17, 18, 19] , it is possible to apply the NEH heuristic of Nawaz et al. [28] to the GTSP. Without considering cluster information for simplicity, the NEH heuristic for the GTSP can be summarized as follows: 1. Determine an initial tour of nodes. Let this tour be x . 2. The first two nodes (that is, 1 π and 2 π ) are chosen and two possible partial tours of these two nodes are evaluated. Note that since a tour must be Hamiltanion cycle, partial tours will be evaluated with the first node being the last node, too. As an example, partial tours, ( ) . Assume that the first partial tour has a better objective function value than the second one. So the current partial tour will be { } 3,1 .
Insertions:
• Insert node 4 into three possible positions of the current partial tour as follows:
, { } . So the final complete tour will be 
Destruction and construction procedure

Insertion methods
The following insertion methods are proposed by the authors in [19] . These greedy speedup methods are based on the insertion of the pair ( ) is removed from the solution in Table 1 ; perturbed with node 27 from the same cluster 5 N . So the current partial solution after removal and the pair to be reinserted are given in Tables 3A and 3B 
It is important to note that above insertion methods, especially insertion to the first and the last nodes, make the NEH heuristic applicable in the destruction and construction procedure to establish a final complete solution. For this reason, the insertion methods given above are neccessary for an IG algorithm to solve the GTSP.
Hybridization with local search
The hybridization of DPSO algorithm with local search heuristics is trivial. It can be achieved through the improvement of each solution generated in the construction phase by some local search methods. As improvement heuristics, a simple local search (LS) method and the 2-opt heuristic [31] were separately applied to the reconstructed solution. Note that the 2-opt heuristic is employed with the first improvement strategy in this study. Regarding the LS heuristic, we choose a simple one that is again based on the DC procedure. In other words, the destruction and construction procedures with the destruction size and the perturbation strength equal to one (i.e., 1 = = d ρ ) are used in the LS procedure whereas the LS size is fixed at 5 × = ncluster w in order to intensify the search on the local minima. We will denote the hybrid DPSO algorithm with both local search improvement heuristics as mDPSO from now on. The pseudo code of the LS procedure is given in Fig. 2 whereas the proposed mDPSO algorithm is given in Fig. 3. ( ) 
Crossover operator
In this paper, the traditional two-cut crossover operator is used in the mDPSO algorithm. The two-cut crossover operator is is illustrated in Table 4 . Table 4 . Two-Cut Crossover Operator.
Insert mutation operator
The insert mutation operator is basically related to first determining a cluster randomly, then removing the corresponding node from the tour of the individual, and replacing that particular node with another node from the same cluster randomly. As shown in Table 5 , the cluster 5 2 = n is randomly chosen and its corresponding node 51 2 = π is replaced by the node 27 2 = π from the same cluster 5 2 = n using the GTSP instance of 11EIL51. 
Computational results
We consider RKGA and mrOXGA for comparison in this paper since they produced some of the best heuristic results for the GTSP. The first benchmark set contains between 51 (11) and 442 (89) nodes (clusters) and the optimal objective function value for each of the problems is available. The second benchmark set contains between 493 (99) and 1084 (217) nodes. Since optimal solutions are not available for larger instances, we compare our results to Silberholz & Golden [20] . The DPSO algorithm was coded in Visual C++ and run on an Intel P IV 3.20GHz with 512MB memory. The population size was fixed at 30. The initial population is constructed randomly and then the NEH heuristic was applied to each random solution. Destruction size and perturbation strength were taken as 5 and 3, respectively. The traditional two-cut crossover is employed where the search direction and mutation probabilities are taken as 5 . 0 1 = c and 9 . 0 = w , respectively. The DPSO algorithm was terminated when the best so far solution was not improved after 50 consecutive generations. Five runs were carried out for each problem instance to report the statistics based on the relative percent deviations ( Δ ) from optimal solutions. For the computational effort consideration, avg t denotes average CPU time in seconds to reach the best solution found so far during the run, i.e., the point of time that the best so far solution does not improve thereafter. opt n stands for the number of optimal solutions found by each algorithm whereas avg f represents the average objective function values out of five runs.
We compare the mDPSO algorithm to two genetic algorithms, namely, RKGA by Snyder & Daskin [16] and mrOXGA by Silberholz & Golden [20] where RKGA is re-implemented under the same machine environment. Table 6 summarizes the solution quality in terms of relative percent deviations from the optimal values and CPU time requirements for all three algorithms. Note that our machine has a similar speed as Silberholz & Golden [20] . A twosided paired t-test which compares the results on Table 6 with a null hypothesis that the algorithms were identical generated p-values of 0.167 and 0.009 for mDPSO vs. mrOXGA and mDPSO vs. RKGA, suggesting near-identical results between mDPSO and mrOXGA.
On the other hand, the paired t-test confirms that the differences between mDPSO and RKGA were significant on the behalf of mDPSO subject to the fact that RKGA was computationally less expensive than both mDPSO and mrOXGA when solely the optimal instances are considered. Silberholz & Golden [20] . As seen in Table 7 , mDPSO generated consistently better results than both RKGA and mrOXGA in terms of solution quality even if the larger instances are considered. In particular, 4 out 9 larger instances are further improved by mDPSO.
The paired t-test on the objective function values on Table 7 confirms that the differences between mDPSO and RKGA were significant since p-value was 0.030 (null hypothesis is rejected) whereas mDPSO was equivalent to mrOXGA since p-value was 0.979. In terms of CPU times, the paired t-test on the CPU times confirms that the differences between mDPSO and mrOXGA were significant since the p-values was 0.040 whereas it was failed to reject the null hypothesis of being equal difference between mDPSO and RKGA since the p-value was 0.700. The paired t-test indicates that mDPSO was able to generate lower objective function values with less CPU times than mrOXGA. On the other hand, mDPSO yielded much better objective function values with identical CPU times than RKGA. Finally, the detailed statistics accumulated for the mDPSO algorithm during the runs are given in Table 8 . Briefly, the statistics about the objective function values, CPU times, number of generations, average number of 2-opts, and average number of DC, respectively.
Conclusions
The mDPSO algorithm proposed employs the destruction and construction procedure of the iterated greedy algorithm (IG) in its mutation phase. Its performance is enhanced by employing a population initialization scheme based on an NEH constructive heuristic for which some speed-up methods previously developed by authors are used for greedy node insertions. Furthermore, the mDPSO algorithm is hybridized with local search heuristics to achieve further improvements in the solution quality. To evaluate its performance, the mDPSO algorithm is tested on a set of benchmark instances with symmetric Euclidean distances ranging from 51 (11) to 1084 (217) nodes (clusters) from the literature. Furthermore, the mDPSO algorithm was able to find optimal solutions for a large percentage of problem instances from a set of test problems in the literature. It was also able to further improve 4 out of 9 larger instances from the literature. Both solution quality and computation times are competitive to or even better than the best performing algorithms from the literature.
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