With the rapid development of P2P (peer-to-peer) online lending industry, how to effectively evaluate the borrowers' credit risk in the platform has drawn more and more attention. In this paper, we propose a borrower credit risk assessment index system that includes basic information, work information, credit information, asset information, loan information and audit certification information, and come up with a credit risk assessment model that combines Gradient Boosting Decision Trees (GBDT) and support vector machine (SVM). Then, we select the data of P2P lending platform to carry out the empirical analysis of the credit risk assessment, and compare with the common four kinds of single prediction models such as logic regression (LR), artificial neural network (ANN), SVM and clustering algorithm. The results show that the increase of audit certification information helps to improve the forecasting effect of the model, and the credit risk assessment model of P2P lending platform based on GBDT and SVM has higher prediction accuracy and stability.
P2P lending platform in the rapid development also come up with some problems. According to the "P2P Lending Industry Report of the Whole Country in First Half Year 2016" published by Diyiwangdai platform, there were 2077 platforms that stopped operating, cash withdrawal difficulties, runways and other issues, with an increase of 559 over 2015. This will undoubtedly make investors and institutions face huge risks and will gradually reduce people's trust in P2P lending, which will hinder the development of P2P lending industry. It can be concluded from the above facts, that to find out how to accurately evaluate the credit risk of P2P borrowers is particularly important.
In recent years, some researches on credit risk assessment of P2P borrowers have been achieved initial results. Guo Zhongjin and Lin Haixia [1] studied the impact of P2P lending platform verification and authentication mechanism on the credit risk of P2P borrowers. The research shows that the certification of academic qualifications and household can reduce the bad loan rate of the P2P lending platform. Freedman and Jin [2] studied the impact of social networks on lending status in P2P lending. The study found that borrowers who provide social relationships are more likely to loan money and have lower interest rates.
Chen and Han [3] classified credit information as "hard information" and "soft information" and compared Chinese and American investors. The results show that compared with the United States, Chinese investors pay more attention to "soft information". The artificial intelligence method is also gradually applied to the field of credit risk assessment. Malekipirbazari and Aksakalli [4] applied stochastic forest models to credit risk assessment and proved that stochastic forest classifiers who was discriminated with high reputation have a better effect than traditional FICO credit scores models. Harris [5] proposed a new credit risk assessment method-Cluster Support Vector Machine (CSVM), after comparing it with the original nonlinear support vector machine, and found CSVM has a better classification performance. Danenas and Garsva [6] successfully applied the particle swarm optimization algorithm to the traditional SVM, and applied the optimized model to the credit evaluation. At the same time, after comparing with the logistic regression and the neural network model, the results
show that the optimization model increased classification accuracy significantly, but the stability of the model needs to be improved. Fang [7] and his colleagues used Lasso-logistic model to evaluate personal credit level. Compared with Logistic model and stepwise regression Logistic model, Lasso-logistic model can better extract the characteristic factors that affect credit risk, and improve the prediction accuracy greatly. Zhang et al. [8] introduced a hybrid model based on Logitsic regression model and SVM model. The model not only includes the advantages of a single model, but also analyzes the linear and non-linear features that affect the customer's credit risk. Wu Chong et al. [9] introduced the neural network into the field of credit risk assessment. Based on the fuzzy neural network, the credit risk of the borrower was evaluated, and the smaller network forecast error was obtained. Based on the current researches, artificial intelligence methods have achieved some results in the field of personal credit risk assessment. However, the existing researches mainly focus on how to construct the evaluation model to evaluate the credit of individuals, but there is a lack of research on how to extract effective feature combinations, especially the lack of credit risk assessment of P2P borrowers. Credit data has the characteristics of complex distribution and various features, usually including discrete and continuous features [10] . And with the development of Internet technology, the portrayal of the credit level of P2P borrowers has also deepened and expanded. The characterization features of borrowers' credit will be more and more showing up. The selection of feature combination will be directly related to the credit risk assessment model for prediction accuracy and generalization ability [11] .
Based on the existing researches both in China and oversea, this paper aims at the characteristics of complex distribution and various features of P2P borrowers' credit data and builds a P2P borrowers' credit evaluation index system, which is based on commonly used basic information, asset information, work information, credit information and loan information, with additional audit certification information to more objectively and truly reflect the borrower's credit level. Then, a credit risk assessment model for borrowers based on GBDT-SVM is constructed. By using GBDT model, the features of the original data of the borrower are extracted and a new feature combination is obtained, and then the SVM credit evaluation model is constructed based on the new feature combination. The model combines the advantages of a single model, not only to better capture the characteristics of the borrower credit, but also to simplify the structure of the forecasting model and improve the prediction accuracy and generalization ability of the model. It also reduces the labor and time costs of feature extraction. Finally, we collect the data of borrowers in RenRendai platform to conduct empirical research and compare with common prediction models such as Logistic Regression (LR), Neural Network (NN) and Support Vector Machine (SVM).
P2P Borrowers Credit Risk Index System
At present, the existing literature mainly focuses on five parts of information including personal basic information, work information, asset information, credit information and loan information when constructing P2P borrowers credit evaluation index system [12] [13] [14] . To enhance the authenticity and credibility of the borrower's information and reduce the fraud and default behavior, this article adds audit information on each borrower's conditions, including credit report certification, job certification and income certification. Audit process is completed by the P2P lending platform, and published in a timely manner on each loan page. Based on the credit evaluation index of borrowers in P2P lending platforms such as Renrendai and the commonly used credit evaluation indicators in the existing literature, this dissertation builds 6 first-level indicators and 47 second-level indicators. The indicator system is shown in Table 1 . Gender (x 2 )  1 for men, 2 for women.
Marriage status (x 3 )  1 for married, 2 for single, 3 for divorce.
Education (x 4 )  1 -4 for master, postgraduate, high school, and below education.
Work information (X 2 )
Company size (x 5 )  1 -4 for below 10, 10 -100, 100 -500, above 500.
Industry (x 6 )  1 -19 for 19 different industries, including manufacturing, architecture, IT, real estate and so on.
Working years (x 7 )  1 for less than 1 year, 2 for 1 -3 years, 3 for 3 -5 years, 4 for above 5 years.
Assets information (X 3 )
Revenue (x 8 )

1 for monthly income less than 1000 RMB, 2 for monthly income between 1000 RMB to 2000 RMB, 3 for monthly income between 2000 RMB to 5000 RMB, 4 for monthly income between 5000 RMB to 10,000 RMB, 5 for monthly income between 10,000 RMB to 20,000 RMB, 6 for monthly income between 20,000 RMB to 50,000 RMB, 7 for monthly income more than 50,000 RMB.  This is the platform for the borrower to provide information on the audit certification. 1 for pass, otherwise 0.
Credit Risk Assessment Model Based on GBDT-SVM

Related Introduction of Theoretical Models
The Gradient Boosting Decision Trees (GBDT), first proposed by Friedman [15] in 2001, is a common artificial intelligence model. It makes use of the boosting thought in integrated learning [16] , and iteratively reduces the training residuals Z. Li Open Journal of Business and Management in the training process. Each iteration generates a decision tree. This idea enables GBDT capable of quickly capturing differentiated features combination. The decision tree structure is simple, the algorithm process is easy to understand, and with natural interpretability. It directly reflects the characteristics of the data and helps to understand the feature combination extracted by the model, which is not available in other algorithms [17] . Support Vector Machine (SVM) is a machine learning method proposed by Vapnik [18] and other researchers in the early 1990s. It is based on the principle of minimizing structural risk and ensures that the model can obtain smaller errors in both training and test sets [19] . In the dichotomous problem, we assume that the sample set 
GBDT Constructs a New Feature Combination
GBDT is a combination model of decision trees. Using GBDT to construct feature combinations means that each leaf node in GBDT is regarded as a new feature. Therefore, the number of features in the new feature combination is the same as that of all leaf nodes in GBDT. And Each feature in the new feature combination has a value of 0 or 1. If the sample traverses a decision tree and falls on a leaf node, the value of the leaf node is 1, and the remaining leaf nodes of the tree take 0. Because in Section 2, this paper constructs 47 second-level credit rating indicators, the original input sample is { } , , ,
mension binary vector, n refers to the sum of decision trees in GBDT model, m refers to the number of leaf nodes in the decision tree, and X is responsive to P.
Therefore, a schematic diagram of a new feature combination of GBDT construction can be obtained as follows (Figure 1 ).
GBDT-SVM Credit Evaluation Model Construction
Based on the new feature combination extracted by GBDT, this paper builds the credit risk assessment model of P2P borrowers by using SVM model. Therefore, GBDT-SVM composite model from the original SVM model (3) 
Empirical Analysis
Data Sources and Evaluation Criteria
Renrendai platform has anti-crawler restrictions on borrowers' credit data since 2015, so we can only crawl the borrower's data from 2011 to 2014 by web crawlers, including the credit information of 17,092 P2P borrowers. For the P2P lending platform, the biggest credit risk is default, so we use the default to measure the borrower's credit risk. In the sample data, there are 2205 default users and 14,887 non-default users. Default users are those who can not repay on time.
Their credit will be affected and the next loan will be harder. Non-default users are those who repay on time. Their credit levels will rise, and the next loan will be easier. To facilitate the assessment of the predictive ability of the model, the default sample is marked as 1, regarded as a positive sample; non-default sample labeled as 0, as a negative sample. Correspondingly, the following definition is given:
TP: The number of borrowers who is actual default and also predicted to default FP: The number of borrowers that are actually not in default and that are pre- 
Data Preprocessing and Model Solving
Before the training of the model, the original data needs to be normalized to eliminate the influence of different dimension between different characteristic data so that the data can be compared. The standardization formula is as follows:
To ensure the accuracy of the model prediction, this paper uses a randomized experiment for empirical analysis. The original data set is divided into training set and test set by 7:3 and conduct a total of 20 tests. The average date is set as the final prediction results, while using the standard deviations evaluate of the stability of the model. One common feature of P2P borrowers credit data is data imbalance. The sample of default used in this paper comparing to non-default is close to 7:1. According to the existing research [20] , after the data is preprocessed by oversampling, the positive and negative samples in the training set are balanced, and then used in the training of the model. In the meantime, in order to show the advantages of the model, we compared it with Logistic Regression (LR) [7] , Artificial Neural Network [9] , Support Vector Machine (SVM) [6] and Clustering Algorithm [21] .
Results Analysis
By comparing the general evaluation index of the prediction model, the prediction effect of the GBDT-SVM model is examined as shown in Table 2 . Accuracy and F1-Measure are comprehensive indicators of the evaluation model and should be given to priority. The comparison shows that the comprehensive prediction results of LR, ANN and GBDT-SVM models are relatively good, while the prediction results of clustering and SVM are poor. And GBDT-SVM combination model performs the best in these two aspects, especially with respect to SVM which has been greatly improved. LR and SVM per- and the second type of error rate (Error 2), as shown in Table 3 Columns 1 and 2 in Table 3 
Conclusion
This article focuses on the assessment of the borrowers' credit risk on P2P For example, based on the information provided by the borrower, if the GBDT-SVM credit evaluation model determines that the person is more likely to default, the platform will not lend to the person. If the GBDT-SVM credit evaluation model judges that the person is less likely to default, the person is allowed to borrow. This will reduce the borrower's default ratio and effectively control the borrower's credit risk.
