We use machine learning to estimate sparse principal components (PCs) for 120 monthly macro variables spanning 1960:02 to 2018:06 from the FRED-MD database. For comparison, we also extract the first ten conventional PCs from the macro variables. Each of the conventional PCs is a linear combination of all the underlying macro variables, making them difficult to interpret. In contrast, each of the sparse PCs is a sparse linear combination, whose active weights allow for intuitive economic interpretations of the sparse PCs. The first ten sparse PCs can be interpreted as yields, inflation, production, housing, employment, yield spreads, wages, optimism, money, and credit. Innovations to the conventional (sparse) PCs constitute a set of conventional (sparse) macro factors. Robust tests indicate that only one of the conventional macro factors earns a significant risk premium. In contrast, three of sparse macro factors-corresponding to yields, housing, and optimism-earn significant risk premia. Compared to leading risk factors from the literature, mimicking portfolios for the yields, housing, and optimism factors deliver sizable Sharpe ratios. A four-factor model comprised of the market factor and mimicking portfolio returns for the yields, housing, and optimism factors performs on par with or better than leading multifactor models from the literature in accounting for numerous anomalies in cross-sectional stock returns.
Introduction
Modern finance theory posits that securities' expected returns are proportional to risk premia, which represent compensation for exposure to systematic risk factors in the macroeconomy. In addition to the return on the market portfolio, the intertemporal capital asset pricing model (ICAPM, Merton 1973) predicts that innovations to state variables that affect the "investment opportunity set" command risk premia for their exposure of investors to reinvestment risk. Because investors hold jobs and own houses and small businesses, risk premia can also originate from shocks to state variables that reflect labor and housing market conditions, as well as the prospects for small businesses (Cochrane 2005, p. 712) . In general, innovations to any state variable that affects an investor's marginal utility of consumption potentially constitute a systematic risk factor that requires a risk premium.
While theory admits numerous plausible state variables, the identification of relevant systematic risk factors in security markets is ultimately an empirical issue. In their seminal study, Chen et al. (1986) use the Fama and MacBeth (1973) two-pass regression procedure to test whether a set of common macro state variables earn risk premia. With 20 size-sorted equity portfolios serving as test assets, they find evidence of significant risk premia associated with industrial production, default and term spreads, and inflation. A number of subsequent studies report that a variety of theoretically motivated state variables derived from individual macro series generate significant risk premia in cross-sectional equity returns (e.g., Cochrane 1996; Jagannathan and Wang 1996; Lettau and Ludvigson 2001; Vassalou 2003; Lustig and Nieurwerburgh 2005; Parker and Julliard 2005; Yogo 2006; Malloy et al. 2009 ). However, the evidence that existing "macro factors" generate significant risk premia does not appear very robust, especially after accounting for potential model misspecification (e.g., Shanken and Weinstein 2006; Kan et al. 2013; 1 Giglio and Xiu 2018) . As the literature now stands, there is still substantial uncertainty surrounding what macro factors are the most relevant for asset pricing.
In this paper, we utilize advances in machine learning to compute sparse macro factors from a large macroeconomic database ("big data"). Each of the existing macro factors from the literature is typically constructed using only one or two macro variables. However, a larger number of variables are likely relevant for measuring something like labor or housing market conditions, so that reliance on one or two individual variables potentially ignores pertinent information. To incorporate information from numerous macro variables in diverse categories, we use monthly data for 120 macro variables from the extensive FRED-MD database (McCracken and Ng 2016) . The categories for the 120 macro variables include output and income; the labor market; housing; consumption, orders, and inventories; money and credit; yields and exchange rates; and inflation. The 120 variables represent manifold measures of a broad array of potentially relevant risks in the macroeconomy. Employing machine learning tools, we compute sparse principal components (Jolliffe et al. 2003; Zou et al. 2006; d'Aspremont et al. 2008; Shen and Huang 2008; Sigg and Buhmann 2008; Johnstone and Lu 2009; Witten et al. 2009; Journée et al. 2010; Berthet and Rigollet 2013) to capture the systematic risks represented by the entire set of macro variables.
Conventional principal component analysis (PCA) owes its popularity to its ability to parsimoniously capture much of the information in a large number of variables. However, this comes at the cost of interpretability, as conventional principal components (PCs) are typically linear combinations of all the underlying variables. Sparse PCA restricts the cardinality of the weight vectors for the PCs, so that the PCs are sparse linear combinations of the underlying variables. By setting many weights to zero, sparse PCA facilitates interpretation of the PCs. The aim of sparse PCA is to improve interpretability via sparsity without unduly sacrificing explanatory ability.
For comparison, we begin by computing the first ten conventional PCs for the 120 macro variables. Each conventional PC is a linear combination of all 120 macro variables, which makes the individual PCs difficult to interpret. We then use the approach of Sigg and Buhmann (2008) to extract the first ten sparse PCs for the macro variables. We impose substantive sparsity in the weight vectors for the sparse PCs: each vector is only allowed to have at most twelve nonzero (or "active") elements. The high degree of sparsity facilitates economic interpretation of the sparse PCs; specifically, we intepret the individual sparse PCs as yields, inflation, production, housing, employment, yield spreads, wages, optimism, money, and credit. Fortunately, the high degree of sparsity comes at relatively little cost: the sparse PCs explain 51% of the total variation in the macro variables, compared to 59% for the conventional PCs. Based on vector autoregressions fitted to the conventional and sparse PCs (in turn), we compute innovations to the conventional and sparse PCs. Innovations to the conventional (sparse) PCs constitute a set of conventional (sparse) macro factors.
We estimate risk premia for each of the conventional and sparse macro factors using the robust three-pass methodology of Giglio and Xiu (2018) , which accounts for the omission of relevant risk factors and measurement error. In addition, we use the same set of test assets as Giglio and Xiu (2018) , which is comprised of 202 equity portfolios from Kenneth French's Data Library formed on a variety of firm characteristics. Based on conventional PCA, only one of the macro factors earns a significant risk premium. However, based on sparse PCA, three of macro factors-corresponding to yields, housing, and optimism-earn significant risk premia. The Giglio and Xiu (2018) three-pass methodology can also be used to compute mimicking portfolio returns for the sparse macro factors.
Mimicking portfolios corresponding to the yields, housing, and optimism factors deliver sizable Sharpe ratios compared to leading risk factors from the literature. A four-factor model comprised of the market factor and mimicking portfolio returns for the yields, housing, and optimism factors also performs on par with or better than leading multifac-tor models from the literature in explaining 63 anomalies, as well as industry portfolio returns. Given that the sparse macro four-factor model has a straightforward economic interpretation, it represents a valuable benchmark model for asset pricing tests.
Our results indicate that sparse PCA is a valuable machine learning tool for extracting the relevant asset pricing information from a large set of macro variables. In our application, compared to conventional PCA, sparse PCA provides substantial gains in term of economic interpretation and has relatively little cost in terms of explaining the total variation in the macro variables. Moreover, sparse PCA provides important gains with respect to asset pricing: while only one of the conventional macro factors earns a significant risk premium in the cross section of equity returns, three of the sparse macro factors generate statistically and economically significant risk premia, even though the sparse PCs do not directly incorporate information from cross-sectional returns in their construction. In sum, sparse PCA appears better able than conventional PCA to filter the noise in macro variables to more reliably identify the relevant asset pricing signals in macro variables.
The rest of the paper is organized as follows. Section 2 describes sparse PCA and reports the results of conventional and sparse PCA applied to the 120 macro variables from FRED-MD. Section 3 reports risk premia estimates based on the Giglio and Xiu (2018) three-pass methodology. Section 4 compares a four-factor model comprised of the market factor and mimicking portfolio returns for the yields, housing, and optimism factors to leading multifactor models from the literature. Section 5 concludes.
Sparse PCA
Conventional PCA is a popular dimension-reduction technique. 1 Suppose that we are interested in reducing the dimension of the T × P data matrix X, whose columns contain observations for P variables over T periods. We assume that the variables in X are 1 See Hastie et al. (2015) for a textbook treatment of conventional and sparse PCA. 4 standardized, so that each column of X has zero mean and unit variance. Consider the Tdimensional column vector Xw 1 , where w 1 is a P-dimensional column vector of weights.
The first PC can be computed in the context of the following optimization problem, which entails maximizing the variance of Xw 1 subject to a unit-norm constraint: arg max w 1 w 1Ĉ w 1 subject to w 1 2 = 1, (2.1) whereĈ = X X/T and · 2 is the 2 norm. The first PC is given byẑ 1 = Xŵ 1 , whereŵ 1 is the solution to Equation (2.1).
The weight vectorŵ 2 for second PC is found by maximizing the variance of Xw 2 subject to w 2 2 = 1 and w 2 orthogonal to w 1 , while the second PC itself given byẑ 2 = Xŵ 2 . Continuing in this manner, the firstp P PCs are given byẑ p = Xŵ p for p = 1, . . . ,p, where ŵ p 2 = 1 for p = 1, . . . ,p andŵ jŵ k = 0 for j = k. The PCs themselves are also uncorrelated with each other. Intuitively, PCA uses the firstp "dominant" PCs to reduce the dimension of the data from P top, while still capturing much of the variation in the data.
Because the elements ofŵ p for p = 1, . . . ,p are all typically nonzero, the individual PCs can be difficult to interpret. 2 Sparse PCA harnesses machine learning tools to induce sparsity in the weight vectors. The aim is to facilitate the interpretability of the PCs without unduly sacrificing the ability of the PCs to capture the variation in the data.
We implement sparse PCA via the approach of Sigg and Buhmann (2008) , which induces sparsity by directly imposing the cardinality restriction w p 0 ≤ K on each weight vector. Sigg and Buhmann (2008) develop a version of the expectation-maximization (EM) algorithm (Dempster et al. 1977 For comparison, we also conduct conventional PCA for the 120 macro variables. Table 2 reports weights for the first ten conventional PCs, while Figure 1 depicts the PCs themselves. 6 The first ten conventional PCs collectively explain 59% of the total variation in the macro variables. The weights in Table 2 illustrate the difficulty in interpreting conventionalPCs. All of the weights in Table 2 are nonzero, and the weights for individual PCs are often sizable for variables across a variety of categories; for example, the first PC evinces relatively large weights (in magnitude) for variables relating to employment, housing, yields, yield spreads, and prices. Similarly, the conventional PCs in Figure 1 reflect influences from an amalgam of variables. In sum, conventional PCs extracted from the 120 macro variables are difficult to interpret economically. Of course, conventional PCA maximizes the total variation in the underlying variables that is explained by the PCs, so that it is not designed to facilitate economic interpretation. Table 3 and Figure 2 report sparse weights and PCs, respectively, computed using the Sigg and Buhmann (2008) EM algorithm. 7 We set K = 12, so that each weight vector only contains up to 10% of the 120 macro variables. The substantive sparsity in each weight vector enables us to intuitively interpret the ten sparse PCs as follows:
1. Yields. The second column of Table 3 shows that the first sparse PC is predominantly a linear combination of the nominal interest rates included in FRED-MD, so that we interpret the first sparse PC as "yields." In accord with this interpretation, Panel A of Figure 2 shows that the first sparse PC follows well-known fluctuations in nominal interest rates over the postwar era.
2. Inflation. From the third column of Table 3 , we see that the second sparse PC is essentially a linear combination of various producer and consumer price indices and personal consumption expenditure deflators. We thus label the second sparse PC as 10. Credit. The final sparse PC has relatively large loadings on credit variables from FRED-MD, including commercial and industrial loans, total nonrevolving credit, the credit-to-income ratio, consumer motor vehicle loans outstanding, and total consumer loans and leases outstanding (see the eleventh column of Table 3 ). As shown in Panel J of Figure 2 , the tenth sparse PC tends to fall during recessions.
Comparing the results in Tables 2 and 3 and Figures 1 and 2 , the substantive sparsity imposed on the weight vectors greatly facilitates economic interpretation of the sparse vis-à-vis the conventional PCs. Fortunately, the increased interpretability of the sparse PCs comes at relatively little cost in terms of explanatory ability: despite the high degree of sparsity, the first ten sparse PCs still explain 51% of the total variation in the 120 macro variables (compared to 59% for the first ten conventional PCs).
Risk Premia
As a first step in estimating risk premia, we fit first-order vector autoregressions to the set of conventional and sparse PCs (in turn), and we use the fitted processes to compute innovations to the conventional and sparse PCs. The innovations to the conventional (sparse) PCs constitute our set of conventional (sparse) macro factors. Table 4 We estimate risk premia for the macro factors using the recently developed three-pass methodology of Giglio and Xiu (2018) . Their methodology has a number of attractive features. Importantly, it can recover the risk premium for any observable factor, regardless of whether the model includes all of the relevant risk factors. The methodology is also robust to measurement error. Furthermore, Giglio and Xiu (2018) show that their methodology has an "ideal" mimicking portfolio interpretation. Indeed, as a byproduct of their methodology, we can readily compute a mimicking portfolio return series for any nontradable factor.
The first step of the three-pass methodology applies conventional PCA to the sample covariance matrix for the test asset excess returns. We use the 202 portfolios from Giglio The second step of the three-pass procedure estimates risk premia for the PCs from the first step via a cross-sectional regression that relates the average excess returns for the test assets to the loadings for the PCs from the first step. The R 2 f statistic of 67.72% in Table 5 indicates that the loadings for the first ten PCs account for much of the cross-sectional variation in expected excess returns for the test assets.
The final step of the three-pass methodology entails the estimation of a time-series regression that relates an observed factor to the set of PCs estimated in the first step.
The risk premium for the observed factor is then estimated as the sum of the product of each of the estimated slope coefficients in the third-step time-series regression and their corresponding estimated risk premia in the second-step cross-sectional regression.
In addition, the fitted values for the time-series regression in the third step provide a mimicking portfolio return series for the observed factor. Giglio and Xiu (2018) supply expressions for the asymptotic variance of the estimated risk premium for the observed factor. Simulations in Giglio and Xiu (2018) indicate that their three-pass methodology makes reliable inferences in finite samples of sizes similar to ours.
The first five columns of Table 5 report three-pass regression results for the conventional macro factors. The R 2 g statistic in the fourth column is the goodness-of-fit measure for the time-series regression in the third step, while the fifth column reports the annualized Sharpe ratio for the factor mimicking portfolio. According to the t-statistics in the third column of Table 5 , only one of the conventional macro factors, corresponding to the eighth conventional PC, earns a significant risk premium at the 5% level. Based on the ninth column of Table 2 and Panel H of Figure 1 , it is difficult to provide a straightforward economic interpretation of this factor.
Three-pass regression results for the sparse macro factors are reported in the last five columns of Table 5 . There is more widespread evidence of statistically and economically significant risk premia for the sparse macro factors. Specifically, the risk premia for the yields and housing factors are significant at the 1% level in Table 5 , while that for the optimism factor is significant at the 5% level. 11 The yields, housing, and optimism factors deliver annualized Sharpe ratios ranging in magnitude from 0.53 to 1.02. These Sharpe ratios are sizable relative to those for popular risk factors from the literature (e.g., market, size, value, and momentum factors).
It is economically sensible that the yields, housing, and optimism factors earn significant risk premia in Table 5 . Merton (1973) identifies the interest rate as a candidate for a state variable in the ICAPM, as changes in the interest rate affect the investment opportunity set. The significant risk premium earned by the yields factor in our analysis accords with Merton (1973) and further indicates that common fluctuations in multiple interest rates are relevant for asset pricing. Because housing is the primary form of wealth for many households, the significant risk premium earned by the housing factor in Table 5 is highly plausible. The optimism factor, which includes consumption growth, likely captures key components of an investor's marginal utility of consumption, so that its significant risk premium in Table 5 is economically reasonable.
In sum, sparse PCA offers two key advantages over conventional PCA in our application. First, by imposing substantive sparsity in the weight vectors, sparse PCA facilitates the economic interpretation of the macro factors. Second, sparse PCA better captures the information in macro variables that is relevant to investors. We find it interesting that 11 The risk premium for the yield spreads factor is significant at the 10% level.
sparse PCA proves superior to conventional PCA for identifying systematic risk factors in the macroeconomy, as the construction of the sparse weight vectors does not directly incorporate information from cross-sectional equity returns. Our results indicate that sparsity is a powerful machine learning tool for identifying the relevant asset pricing signals in macro variables.
Comparisons with Leading Multifactor Models
In this section, we analyze the performance of a sparse macro four-factor model comprised of the market factor and mimicking portfolio returns for the yields, housing, and optimism factors. Similarly to Hou et al. (2015) , we examine the ability of the sparse macro four-factor model to account for a plethora of anomalies in cross-section equity returns relative to leading multifactor models from the literature. The three models from the literature are the Carhart (1997) four-factor, Fama and French (2015) five-factor, and Hou et al. (2015) q-factor models. The first model augments the market, size, and value factors from Fama and French (1993) with a momentum factor (Jegadeesh and Titman 1993) , while the second model adds operating profitability and investment factors to the three Fama and French (1993) factors. Finally, the q-factor model includes market, size, investment, and profitability factors. 12 We estimate pricing errors for each multifactor model for two sets of test assets using the Gibbons et al. (1989) framework.
The first set of test assets is comprised of 63 spread portfolio returns for 1974:01 to 2016:12 from Huang et al. (2018) that represent numerous anomalies from the literature.
For each of the multifactor models, Panel A of Table 6 reports the average of the absolute values of the alphas across the 63 portfolios, as well as the Gibbons et al. (1989) W u statistics for testing the null hypothesis that the alphas are jointly zero. The average magnitude of the alphas is largest for the Carhart (1997) four-factor model (0.37%), followed 12 Factor data for the Carhart (1997) four-factor and Fama and French (2015) five-factor models are from Kenneth French's Data Library. We thank Kewei Hou for providing data for the Hou et al. (2015) (2015) five-factor models produce average alpha magnitudes of 0.20% and 0.24%, respectively. As in Panel A, the W u statistic is significant at the 1% level for all four models. The test statistic takes the smallest value for the Hou et al. (2015) q-factor model, followed by the sparse macro four-factor and Carhart (1997) four-factor models.
Overall, the sparse macro four-factor models performs on par with or better than leading multifactor models from the literature with respect to explaining challenging aspects of cross-sectional equity returns. The sparse macro four-factor model has the added benefit that its factors have a straightforward economic interpretation, so that the model constitutes an informative benchmark for asset pricing tests.
Conclusion
In this paper, we extract macro risk factors from a comprehensive data set of 120 monthly macro variables covering 1960:02 to 2018:06 from the FRED-MD database. We apply, for 13 The sample period is based on data availability for the q factors. the first time in finance, sparse PCA to obtain macro factors as sparse linear combinations of the underlying macro variables. Sparse PCA has two advantages relative to conventional PCA. First, it allows for natural economic interpretation of the factors. Second, it reduces the noise in irrelevant variables. Using a set of 202 portfolios formed from a variety of firm characteristics as test assets, we find three major macro risk factorscorresponding to yields, housing, and optimism-in the cross section of US stock returns. The macro factors earn significant risk premia based the state-of-the-art three-pass methodology of Giglio and Xiu (2018) . Mimicking portfolios for the three macro factors deliver large annualized Sharpe ratios (in magnitude). In addition, a four-factor model comprised of the market factor and mimicking portfolio returns for the yields, housing, and optimism factors generally performs as well as or better than leading multifactor models from the literature in accounting for anomalies in cross-sectional equity returns.
With respect to future research, sparse PCA can be applied-potentially as widely as conventional PCA-to assess macro risk factors not only for stocks, but also for bonds, currencies, and other assets. In addition, the impact of other types of economic variables, such as investor sentiment and news, can be analyzed using sparse PCA. Indeed, the information in any type of "big data" in finance can be conveniently summarized by sparse PCA. Our results suggest that sparse PCA is promising strategy for identifying the most relevant information for investors in large data sets. 
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The table reports three-pass regression results for innovations to conventional and sparse principal components extracted from 120 macro variables (listed in Table 1 ) from the FRED-MD database. The names in the sixth column provide descriptions of the sparse principal components based on the active elements of their weight vectors. The risk premium estimates are computed via the three-pass methodology using 202 equity portfolios as test assets. The first step estimates ten principal components for the excess return observations for the test assets. The second step estimates risk premia for the ten principal components from the first step via a cross-sectional regression that relates the betas for the ten principal components to the average excess returns of the test assets; R 2 f is the R 2 for the cross-sectional regression. The third step estimates time-series regressions relating each innovation to the ten principal components from the first step; R 2 g is the goodness-of-fit measure for the time-series regression.γ g is the estimated risk premium for the innovation, which is based on the estimated cross-sectional and time-series slope coefficients in the second and third steps, respectively; t-statistics are computed using Newey and West (1987) standard errors; * and * * indicate significance at the 5% and 1% levels, respectively. "Sharpe" is the annualized Sharpe ratio for the Giglio and Xiu (2018) factor mimicking portfolio for the innovation. The figure depicts the first ten conventional principal components extracted from 120 macro variables (listed in Table 1 ) from the FRED-MD database. Each principal component is standardized to have zero mean and unit variance. Vertical bars delineate recessions as dated by the National Bureau of Economic Research.
