Abstract. In this paper, we prove that if the area functional of a surface Σ 2 in a symplectic manifold (M 2n ,ω) has a critical point or has a compatible stable point in the same cohomology class, then it must be J-holomorphic. Inspired by a classical result of Lawson-Simons, we show how various restrictions of the stability assumption to variations of metrics in the space "projectively induced" metrics are enough to give the desired conclusion.
Introduction
By a well-known extension of Wirtinger's inequality we know that complex submanifolds of Kähler manifolds minimize volume in their homology class. A classical problem is to determine to which extent the converse holds. For example, Lawson-Simons ( [12] ) proved that any stable minimal surface in CP n is holomorphic. Siu-Yau proved the same result when the ambient manifold has a metric of positive holomorphic bisectional curvature ( [20] ). Micallef ([14] ) studied complete stable minimal surfaces in R 4 , and proved that, under some further assumptions, stable minimal surfaces must be holomorphic with respect to some complex structure on R 4 . He also proved the analogue result for compact surfaces in flat 4-tori ( [15] ). Since then a series of examples of stable symplectic minimal surfaces (representing (1, 1)-classes in homology) which are not holomorphic w.r.t. any complex structure have been found under different curvature assumptions of the ambient metric (see e.g. [3] for higher dimensional flat tori, [4] for higher dimensional euclidean spaces, [2] for Kähler-Einstein surfaces of negative curvature, [16] for K3 surfaces and [5] for Kähler-Einstein manifolds of dimensions greater than 4 and positive curvature). In this paper we consider immersions of surfaces into symplectic manifolds endowed with a compatible almost complex structure which are critical and stable w.r.t. variations of the ambient metric. This seems a very natural extension of the classical situation since we are using the metric just as a tool to detect J-holomorphicity of a submanifold but we are not really interested in any of its riemannian properties. Allowing arbitrary deformations of the metric on the ambient space give rise to a badly defined concept of critical point, as explained in the Appendix A. Instead, as we have a symplectic form ω on M , we restrict ourselves to variations of the metric induced via the (tamed almost) complex structure J by special variations of the symplectic form in the same cohomology class asω.
Let us first recall some notations. For a compact symplectic manifold (M 2n ,ω), it is known that (Corollary 12.7 of [7] ) there always exists an almost complex structure J that is tamed and compatible withω. Namely,ω(X, JX) > 0 for 0 = X ∈ T M andω(JX, JY ) =ω(X, Y ). Thus we can define the associated Riemannian metric by Let Σ be a closed real surface and F : Σ → M be an immersion. We can then define (4) A(ρ) = Area(F (Σ),
where dµ ρ is the volume form of the induced metric g ρ := F * (ḡ ρ ). Clearly the functional A depends only on the metricḡ ρ (which, by (3) depends in turn onω ρ ) and not on the choice of refence metricω and the potential ρ. For this reason we will often think of A as a functional on the "tamed" subset of [ω] . Definition 1.1. Given an immersion F : Σ 2 → (M,ω, J,ḡ), we say that the area functional A has a critical point ρ ∈ H if for any φ(t) ∈ H with φ(0) = ρ
It is a simple consequence of Stokes' Theorem that if Σ is J-holomorphic (even in the more general tamed situation), the functional A is constant on H. The first result in this paper shows that the existence of a critical point of A is enough to guarantee the J-holomorphicity:
Theorem 2.5: Let (M 2n ,ω, J) be a compact symplectic manifold with compatible almost complex structure J and F : Σ 2 → M be an immersion. If the area functional A has a critical point in H, then the immersion is J-holomorphic.
In light of our knowledge about the relationship between stable minimal surfaces and holomorphic curves, it is natural to look at special properties of the second variation of the functional A: Definition 1.2. Given an immersion F : Σ 2 → (M,ω, J,ḡ), we say that ρ ∈ H is a stable point for the area functional A if
for any φ(t) ∈ H, φ(0) = ρ. Furthermore, if J is compatible withω ρ , then we say ρ is a compatible stable point.
Note that the definition of A-stability (as well as all the other stability notions we are going to study) does not require ρ to be a critical point of the area functional. Our next result shows that the existence of a compatible stable point is also enough to guarantee the J-holomorphicity:
,ω, J) be a compact symplectic manifold with compatible almost complex structure J and F : Σ 2 → M be an immersion. If the area functional A has a compatible stable point ρ ∈ H, then the immersion is J-holomorphic.
As above, the converse is also true even without assuming that J is compatible withω.
Checking the proof of the above theorem carefully, we see that the result is also true in the complete noncompact case. In particular, this applies to minimal submanifold in R 2n . In this case, we need the test function to have compact support. Theorem 3.4: Let (M 2n ,ω, J) be a complete noncompact symplectic manifold with compatible almost complex structure J and F : Σ 2 → M be an immersion. If the area functional A has a compatible stable point ρ ∈ H, then the immersion is J-holomorphic.
The above Theorems show an intriguing analogy with of a classical picture discovered by SacksUhlenbeck [18] and Schoen-Yau [19] to construct minimal surfaces, which, as they proved, can be generated by first fixing a metric on the domain surface and finding an energy minimizing map, and then letting the metric on the base vary. In our case minimizing w.r.t. the metric on the target plays the corresponding role which not surprisingly encodes a similar strategy since of course for what the area can detect the immersion is not an independent parameter compared to the ambient metric.
It is clear that, while very simple to state, the induced existence problem is very difficult to attack, since we introduced a parameter (the target metric) which varies freely in an infinite dimensional noncompact space (the "Kähler potentials" H). We then try to identify some geometrically meaningful finite dimensional subspaces or submanifolds of metrics which are enough to detect holomorphicity. When M is an algebraic manifold we can embed it into some complex projective space CP N holomorphically. Lawson-Simons' result ( [12] ) tells us that a submanifold is holomorphic if the second variation of the area functional (built with the metric induced by the projective space) is nonnegative under the holomorphic deformation of M in CP N . The latter means that the target metric varies in some finitely dimensional submanifold of metrics representing the original Käher class. Their result is true for submanifolds of any even dimension but only for projectively induced Kähler metrics (in particular representing a rational class).
We first consider the same case as Lawson-Simons' under a slightly different stability assumption. We call the area functional has a linearly projectively stable point if the variation of the metric on the target is linear in time along the directions induced by holomorphic deformations of the complex projective space (Lawson-Simons' assumption can be stated as to require the variations of the metric to live in this subspace for all time). Theorem 4.1: Let (M,ω, J,ḡ) be an algebraic manifold with all structures induced by the projective space as above and F : Σ 2 → M be an immersion. If the area functional has a linearly projectively stable point, then the immersion must be holomorphic with respect to the complex structure J.
This can be seen as a mild modification of Lawson-Simons' result in the surface case, yet our proof differs significantly from theirs in that we explicitly identify in the nonholomorphic case a Killing field which induces an area-decreasing variation, while they had to work on the whole space of Killing fields and using heavily the homogeneous space structure of the projective space to average the variations of area.
The advantage of our proof of Theorem 5.1 is that it generalizes to any symplectic manifold with rational symplectic class and to any complex projective manifold with any Kähler form. Indeed, let (M,ω, J) be a symplectic manifold with rational symplectic class and compatible almost complex structure. It is known that ( [6] ), there exists an approximately J-holomorphic embedding of M in to some complex projective space CP N k . In the symplectic case, using as above the holomorphic deformations of CP N k , we can extend the notion of linearly projectively stable point to that of compatible linearly A k -stable point, which again means that the target symplectic form varies (still linearly) in the direction of projectively induced forms.
Theorem 5.1: Let (M 2n ,ω, J M ,ḡ) be a symplectic manifold as above and F : Σ 2 → M be an immersion. There exists an integer K 1 , such that if the area functional has a compatible linearly A k -stable point for some k ≥ K 1 , then the immersion must be J M -holomorphic.
Using our second variation formula, we can show that for surface case, we can obtain similar result for algebraic manifolds but whose Kähler form represents any real class. We can define the notion of k-linearly projectively stable point, which means that the second variation of the area functional is nonnegative when the potential of the target metric varies along the directions in the finitely dimensional linear subspace of the space of potentials determined by the Killing vector fields of CP N k , where this projective space is the ambient of a diagonal approximating sequence of rational forms converging to the original class and the above approximation described in the symplectic case (which in this case relies on a famous Theorem by Tian [21] ). 
There exists an integer K 2 , such that if if the area functional has a k-linearly projectively stable point for some k ≥ K 2 , then the immersion must be holomorphic with respect to the complex structure J.
We finally underline that most of our arguments and results are likely to carry over to higher dimensional submanifolds, and in fact to more general, less regular, objects. This will be clarified in a forthcoming paper.
The following sections are organized as follows: in Section 2 and Section 3 we compute the first and second variation formulas for the area functional under deformation of target metrics and prove the first two results; in Section 4, we study the case of an ambient algebraic manifold with induced structures and linearly projectively stable point; in Section 5 and 6, we prove the symplectic case with rational classes and the Kähler case with any real Kähler class.
Critical points of A and J-holomorphicity
With the setup given in the introduction, we now compute the first variation of the area functional A and prove the first theorem.
Let {x 1 , x 2 } be local coordinates on Σ andḡ ρ (t) a variation ofḡ ρ coming from a 1-parameter deformation of ρ in H. . Then
Then ν ρ (t) is well-defined independent of the choice of coordinate system. Furthermore,
and therefore
Therefore the first variation formula is given by (10) A
For our later use, let's recall the following simple facts:
Lemma 2.1.
(1) For any smooth function ψ on M , we have
(2) For any smooth function ψ on M and any tangent vector fields X, Y on M , we have
Here, ·, · is any Riemannian metric on M and ∇ is its Levi-Civita connection.
Now we turn to J-holomorphic curves.
Definition 2.1. Let (M 2n , J) be an almost complex manifold and Σ be a surface. We call an immersion
Stokes' theorem immediately gives the following
is both a critical point and a stable point for the area functional A.
Proof: By the definition of J-holomorphic immersion, we can easily see that the almost complex structure J on M can induce an almost complex structure j on Σ, such that the immersion
Given any curveω(t) =ω + dβ(t) which is tamed by J, where β(t) is a family of smooth 1-forms on M , we define the associated Riemannian metricḡ(t) by (3) . It suffices to show that
for each t. In order to show this, for fixed t, at a given point x, we take local coordinates {x 1 , x 2 } on Σ such that {∂ x1 , ∂ x2 } is g(t)-orthonormal. Then by the above computation, we get that
By the choice of the local frame, it is easy to see that at the given point, j∂ x1 = ±∂ x2 . Without loss of generality, we assume that j∂ x1 = ∂ x2 , j∂ x2 = −∂ x1 . By (13), we have
Therefore, at this point,
which is a globally defined exact 2-form on Σ. As Σ is closed, by Stokes' theorem, we see that A ′ (t) = 0. This proves the theorem.
Our interest is in whether (and in which sense) the converse holds.
Let (M 2n ,ω, J,ḡ) be a symplectic manifold with symplectic formω, compatible almost complex structure J and associated Riemannian metricḡ. Recall that the Kähler angle α of a surface Σ
where dµ Σ is the induced volume form on Σ. The following fact is well known:
,ω, J,ḡ) be a symplectic manifold with compatible almost complex structure J. Then F : Σ → M is J-holomorphic if and only if sin α ≡ 0.
Our main result in this section is as follows:
,ω, J) be a compact symplectic manifold with compatible almost complex structure J and F : Σ 2 → M be an immersion. If the area functional A has a critical point in H, then the immersion is J-holomorphic.
Proof: By definition, there exists a smooth function
and
We will first express the first variation formula (10) in terms of Kähler angle. Note that in general, J does not need be compatible withω ρ . We denote α the Kähler angle define by (ω, J,ḡ).
Fix a point x ∈ Σ, it is easy to see that we can choose aḡ-orthonormal frame {e 1 , e 2 , · · · , e 2n } of T x M , such that {e 1 , e 2 } spans the tangent space of Σ, {e 3 , · · · , e 2n } spans the normal space of Σ, and the almost complex structure takes the form
,
, then by (10), we have
Plugging (15) into (17) and using (12), we finally get that
Here, ·, · =ḡ and ∇ is its Levi-Civita connection. By Proposition 2.3, it suffices to show that sin α ≡ 0 on Σ. We prove this by taking special ψ in the first variation formula (18) . We identify Σ with its image in M . Denote d the distance function of M from Σ with respect to the metric g. Namely, for
The following result is known for M = R 2n (Theorem 3.1 of [1] ), and it is easy to prove using computations in [13] . Proposition 2.5. Let Σ be a C ∞ regular submanifold of a C ∞ Riemannian manifold M , then for any x 0 ∈ S, the hessian Hess(η)(x 0 ) = 1 2 Hess(d 2 )(x 0 ) represents the orthogonal projection on the normal space to S at x 0 . Namely, for each X, Y ∈ T x0 M , we have
where
Now we can finish the proof of Theorem 2.4.
Proof of Theorem 2.4 (continued):
We take ψ to be a smooth function on M such that ψ = η in a neighborhood of Σ in M . Then we have that ∇ψ vanishes restricting on Σ. By the choice of the frame and Proposition 2.5, forω ρ (t) =ω ρ + dd c ϕ(t) with ϕ ′ (0) = ψ as above, we have from (18)
By our assumption, we must have A ′ (0) = 0 for any ψ. In particular, for this special choice of ψ, it implies that sin α ≡ 0. This proves the theorem.
Q.E.D.
Compatible stable point and J-holomorphicity
In this section, we will compute the second variation formula for the functional A (not necessarily at a critical point). Using this formula, we show that if A has a compatible stable point, then the immersion is J-holomorphic.
Letω ρ (t) be a variation ofω ρ as in (14) . By (7), we have
where ν(t) is defined by (6) . To evaluate
at a given point x, we choose the coordinate system g ρ -orthonormal at x. Thus, we have
By (9), we have
By (5), we have
By (24), we have
Combining (20), (22), (23), (25) and (26) together, we have
By direct computation, we have
Plugging this into (27) we get
In particular, whenω ρ (t) is given by (14) , defining
Then the second variation formula reads
Remark 3.1. When M is a complete noncompact symplectic manifold and Σ is a complete submanifold, we can follow the same way to compute the first variation and second variation formulas and give similar definitions as in Definition 1.1 and Definition 1.2. In this case, we need the test function for the variations of the target metric ψ and η to have compact support on M .
Our main result in this section is: 
with ϕ(0) = 0. As in the previous section, we need to express the second variation formula in terms of the Kähler angle of Σ in M . As J is compatible withω ρ by our assumption, we can define Kähler angle α ρ using (ω ρ , J,ḡ ρ ). At a fixed point x on Σ, we can take aḡ ρ -orthonormal frame {e 1 , e 2 , · · · , e 2n } of T M such that the almost complex structure takes the form (15) (with α replaced by α ρ ). By direct computation, we have 
where ·, · ρ =ḡ ρ and ∇ ρ is its Levi-Civita connection. Here, we used (12) again. We will prove Theorem 3.2 by taking special choices of the test function ψ. Indeed, we will take the normal extension of some function on Σ, which we will recall in the following. (For more details, see, for example, Chapter XIV of S. Lang's book [11] .) Let M be a 2n-dimensional Riemannian manifold and Σ be a p-dimensional submanifold of M with the induced metric. Locally, we can find a function r > 0 on Σ such that if N r Σ denotes the vectors w with norm ||w|| < r(x) for w ∈ N x Σ, then the exponential map
gives an isomorphism of N r Σ with an open neighborhood of Σ in M . Given a function f on Σ, we may extend f to this tubular neighborhood by making f constant in the normal directions, that is, we define
This extension will be called the normal extension of f to a tubular neighborhood of Σ.
In the following, we list some properties of f M without proof. Some proofs of them and more properties can be found in the book [11] .
(c) Let ν be a normal vector field on Σ and ξ be a tangent vector field on Σ, then
(d) Let ξ be a tangent vector field on Σ, then
Now we can prove Theorem 3.2.
Proof of Theorem 3.2 (continued)
Therefore, we must have
for any ψ ∈ C ∞ (M, R). Fix any q ∈ Σ, we will prove that sin α(q) = 0 by taking special ψ on M . At q, we choose anḡ ρ -orthonormal frame {e 1 , e 2 , · · · , e 2n } of T q M such that J takes the form (15) . Set
Then by (31),
Taking any f ∈ C ∞ (Σ, R), we have the normal extension f M of f over a neighborhood of Σ in M . Let ψ ∈ C ∞ (M, R) such that ψ = f M in a neighborhood of Σ. We will compute the restrictions of A(ψ), B(ψ) and C(ψ) to Σ using Lemma 3.3. By (a) and (b) of Lemma 3.3, we see that on Σ 
We define a function f around q on Σ by
where the exponential mapẽ xp is defined using the induced metric g ρ on Σ, and then extend f to be a smooth function on the whole Σ. By definition, we can easily obtain that
For the second derivative, we have (Page 344 of [11] )
Taking values on both sides of (33) at q and using (32), we have sin α ρ (q) = 0. As q is arbitrary, we know that sin α ρ ≡ 0 on Σ. Therefore, the immersion is J-holomorphic.
The proof of the above theorem relies just on local arguments. In fact the same proof works also in the noncompact case (see Remark 3.1):
,ω, J) be a complete noncompact symplectic manifold with compatible almost complex structure J and F : Σ 2 → M be an immersion. If the area functional A has a compatible stable point in [ω], then the immersion is J-holomorphic.
The algebraic case: linear projective stability
Let us now assume that the target manifold is an algebraic manifold that embeds into some complex projective space CP N holomorphically and isometrically, namely that there is an embedding
Denote by H N and K N the space of holomorphic vector fields and Killing vector fields on CP N . Then it is well-known that H N = K N ⊕ JK N . Given any W ∈ JK N , it will generate a one parameter family of diffeomorphisms Φ t of CP N . It is known that there exists a family of smooth functions φ(t) on CP N , such thatω(t) = Φ * t ω
, we call the area functional A has a linearly projectively stable point at ρ ∈ H ifω ρ is projectively induced and
for anyω ρ (t) =ω ρ + tdd cφ , where ϕ(t) is defined withω replaced byω ρ as above.
Theorem 4.1. Let (M,ω, J,ḡ) be an algebraic manifold with all structures induced by the projective space as above and F : Σ 2 → M be an immersion. If the area functional has a linearly projectively stable point, then the immersion must be holomorphic with respect to the complex structure J.
Proof: As J is compatible with any Kähler metric in [ω], without loss of generality, we assume that ρ ≡ 0 so thatω ρ =ω. We denote by α andα the Kähler angle of F : Σ 2 → (M,ω, J,ḡ) and ι • F : Σ 2 → (CP N , ω N F S , J F S , g N F S ), respectively. As the embedding is holomorphic and satisfies (35), we see that α =α. Set ψ =φ, then by (29), the second variation formula for ω(t) =ω + tdd c ψ is given by
where By our assumption, we must have
Setψ =φ and define
Here, {ẽ 1 , · · · ,ẽ 2N } is an orthonormal frame of CP N so thatẽ σ = ι * e σ for 1 ≤ σ ≤ 4. It is easy to see that for this choice of frame, the complex structure J N F S also takes the form (15) . (Recall thatα = α.) We can have another expression forD 2 (W ).
By direct computation, we can obtain that
Here, ∇ N is the Levi-Civita connection on (CP N , g N F S ). Suppose W = JV for V ∈ K N , then using the fact that ∇
In order to proceed further, we need the following key lemma: Lemma 4.2. For each point q ∈ Σ ⊂ CP N , there exists a Killing vector field V q ∈ K N , such that
In fact, we can take the value of (42) to be any real number by choosing appropriate Killing vector V q . 
Set z j = x j + √ −1y j . We also assume that the homogeneous coordinate is chosen so that the Fubini-Study metric at q is identity. Namely,
In the homogeneous coordinate, the vector field
is a holomorphic vector field on C N +1 , where a AB ∈ C. It is known that
is a holomorphic vector field on CP N , and its real part or imaginary part is a Killing vector field on CP N . By direct computation, we obtain that
We suppose V 1 is a Killing vector field. (The case for V 2 is similar.) Suppose a AB = u AB + √ −1v AB , then it is easy to obtain that
As CP N is a symmetric space, we know that for any Killing vector field V and tangent vector field U , we have
Define four vector fields
. By direct computation, using the definitions of V 1 , ξ 1 , ξ 2 , and recalling that z j (q) = 0, we can obtain that
Our goal is to choose an appropriate matrix O (which determines the Killing vector field V 1 and in turn the holomorphic vector field X) such that ∇ (44) and (45), we see that
It is more convenient to write (46) in complex notation. Setũ
. By direct computation, using (45), we get that
We also have thatẽ
We will takeÕ as follows:
In particular, we have
By direct computation and using (48), we have
. By the definition ofẽ σ , it is easy to see that
By the choice of complex structure (15), we see that
For the covariant derivative of V 1 , we note that, by the definition of V 1 and the fact that z j (q) = 0, we have
Therefore, by (53), we see that
The proof of the lemma is completed for V q = V 1 by replacingÕ by 2 1+cos 2 α(q)Õ . From the proof, we can also see that, by multiplying a constant toÕ, we can take a Killing vector field V q such that (42) takes any real number.
The proof of the theorem is by combining Lemma 4.2 with the following observation:
Proof of Lemma 4.3: By (37) and (39), it suffices to prove that
Here, {e 1 , e 2 } is an any orthonormal frame of F * (T q Σ) ⊂ T F (q) M , and {e 3 , e 4 } is chosen so that the complex structures J takes the form (15) . Furthermore,ẽ σ = ι * e σ for 1 ≤ σ ≤ 4. On the other hand, from ϕ(t) = φ(t) • ι, we see that ψ =ψ • ι. Also note that, as ι is holomorphic and
= (dd c ψ)(e 1 , e 3 ) + (dd c ψ)(e 2 , e 4 ).
Q.E.D.
Now we can complete the proof of Theorem 4.1. By Lemma 4.2, for each point q ∈ Σ ⊂ CP n , there is a Killing vector field V q ∈ K, such that (42) holds. Combining this with (41) and Lemma 4.3, we see that D 2 (JV q )(q) =D 2 (JV q )(q) = −2 sin α(q). By (38), we must have sin α(q) = 0. As q arbitrary, we know that sin α ≡ 0 on Σ. Therefore, the immersion is holomorphic. Q.E.D.
Symplectic Manifolds with rational symplectic forms
In this section, we extend the results in the previous section to the case that the target manifold M is a symplectic manifold with rational symplectic class. Using the approximately J M -holomorphic embedding of M into some complex projective space, we can define the notion of linearly A kstable point and prove that if p = 2, then the existence of linearly A k -stable pair point implies J M -holomorphicity. Let (M 2n ,ω,ḡ, J M ) be a compact symplectic manifold with symplectic formω, compatible almost complex structure J M and associated Riemannian metricḡ, such that for any X, Y ∈ T M ,
Sinceω defines a rational cohomology class, then by a Theorem of Borthwick and Uribe (Theorem 1.1 of [6] ), we known that there exists a sequence of embeddings
for some constants C 1 and C 2 and large integer k 0 . Recall the definition of Kähler angle:
k . By (60) and the fact that dµ 1
k dµ g k → dµ g and combining with (59), we see that (61) cos α k → cos α, sin α k → sin α unif ormly on Σ.
Set K k the space of Killing vector fields on CP N k . Given any holomorphic vector field W ∈ J k F S K k , let Φ t be the one-parameter family of diffeomorphisms generated by W . Set ω Note that 1 kω k andω are in the same cohomology class. Thus, there exists a smooth one form γ k on M , such thatω = 1 kω k + dγ k . We consider a family of projectively induced symplectic forms on M given bȳ
is a family of smooth 1-forms on M . We can then extend the definitions of the associated metrics by (3) and the area functional A(t) by (4).
, we call the area functional A has a compatible linearly A k -stable point at ρ ∈ H ifω ρ is compatible with J and
for anyω(t) =ω + tdβ k , where β k (t) is defined withω replaced byω ρ in the above construction.
The main result in this section is Theorem 5.1. Let (M 2n ,ω, J M ,ḡ) be a symplectic manifold as above and F : Σ 2 → M be an immersion. There exists an integer K 1 , such that if the area functional has a compatible linearly A k -stable point for some k ≥ K 1 , then the immersion must be J M -holomorphic.
Proof: Asω ρ is compatible with J by assumption we may assume, without loss of generality,
∂t | t=0 = θ k so thatω(t) =ω + tdθ k . Then by (28), we see that
Then we have Here, at a fixed point q on Σ, we take the orthonormal frame {e 1 , · · · , e 2n } such that the almost complex structure J M takes the form (15) .
It is easy to see that we can choose an orthonormal frame {e
takes the form (15). Then we have two expressions forD 2 . On the one hand, for W = JV with V ∈ K k , we have (see (41))
Here ∇ k is the covariant differential of (CP N k , g We will prove the theorem by contradiction. Suppose F : Σ 2 → (M 2n ,ω,ḡ, J M ) is not J Mholomorphic, then there exists a point q ∈ Σ ⊂ M , such that sin α(q) = 0. Without loss of generality, we assume that sin α(q) = a > 0. Since sin α k → sin α, we know that sin α k (q) > a 2 > 0, for k ≥ N 0 for some integer N 0 .
Next, we will examine the relation between D 2 (W ) andD 2 (W ). Note that by the definition of
By the choice of the local frame, we know that {e 1 , e 2 } is an any orthonormal frame of F * (T q Σ) ⊂ T F (q) M , and {e
By (15), we see that at q (67) e 3 = J M e 1 − cos α(q)e 2 sin α(q) , e 4 = − J M e 2 + cos α(q)e 1 sin α(q) ,
We now fix e 1 and e 2 and take
Therefore, it is easy to see that
On the other hand, by Proposition 4.4 of [6] , we know that
Combining all the above together, we see that
We can now finish the proof. Comparing (64) and (65) and using Lemma 4.2, we see that we can take a Killing vector field V k ∈ K k , such that for 
In the last inequality, we used Lemma 4.2 again. Hence, we have
By (62), we see that for β k associated to such W k , we have A ′′ ω (dθ k ) < 0. This contradicts our assumption and the proof of the Theorem is completed.
Kähler Manifolds with possibly non rational Kähler class
We now assume that (M, J) is an algebraic manifold, that is, a submanifold of some complex projective space. When [ω] is a rational class andḡ is the metric induced by the Fubini-Study metric Lawson-Simons (Corollary 9 of [12] ) proved that a submanifold of M is holomorphic if the second variation of the area is nonnegative with respect to holomorphic deformation of M in CP N . In Sections 5, we showed in this case that, existence of linearly projectively stable point also implies holomorphicity. In this section we allow [ω] to be any real Kähler class andḡ any J-induced metric. Take any Kähler metricω on M with
. Letḡ be the Riemannian metric associated toω and J.
As (M, J) is an algebraic manifold it is easy to see that there exists a sequence of Kähler forms
with ε k → 0 as k → ∞. Here, the C 2 norm is taken with respect to the metricω. Since [τ k ] is rational, there exists, for every k ∈ N, a holomorphic line bundle ( Here the C 2 norm is taken with respect to the metric τ k and the constant C depends on τ k . Because of (71), we can assume that the constant is uniformly bounded with respect to k. Although the Bergman metric Denote by H N k,m(k) the space of holomorphic vector fields on CP N k,m(k) .
Definition 6.1. Given an immersion F : Σ 2 → (M,ω, J,ḡ), we say that the area functional A has a k-linearly projectively stable point at ρ ∈ H if there exists a smooth function ρ on M , such thatω ρ ∈ Ka(M ) and A ′′ (0) ≥ 0 for anyω(t) =ω + tdd cφ , where ϕ(t) is given with σ(0) = id andω replaced byω ρ in the above construction.
The main result in this section is as follows:
Theorem 6.1. Let (M, J) be an algebraic manifold,ω be any Kähler metric and F : Σ 2 → M be an immersion. Then there exists an integer K 2 , such that if if the area functional has a k-linearly projectively stable point at ρ ∈ H for some k ≥ K 2 , then the immersion is J-holomorphic.
Proof: As J is compatible with any Kähler metric in [ω] we assume, without loss of generality, that ρ ≡ 0 so thatω ρ =ω. By (28), forω(t) =ω + tdd cφ , the second variation formula is given by Then following the same argument as in the proof of Theorem 5.1, the proof is complete. Q.E.D.
