Abstract. In this paper, we study the existence and regularity of very weak solutions to the fast diffusion equations with integrable data with respect to the distance to the boundary.
Introduction and statement of the main results
This paper deals with the following problem (P )
where Ω is a bounded open subset of R N (N ≥ 2) with smooth boundary ∂Ω and T > 0, Q = Ω×(0, T ), Σ denotes the lateral surface of Q, f ∈ L 1 (Q, δ), u 0 ∈ L 1 (Ω, δ), δ(x) = distance(x, ∂Ω), 1 − 2 N +1 < m < 1. If m < 1, the above problem is called the fast diffusion problem; if m > 1, it is called the porous media problem. There are systematic survey books about the porous media equations written by Vázquez (see [29, 30] ). Lukkari has discussed the fast diffusion equation and the porous media equation with measure data (see [22, 23] ).
Recently, Díaz and Rakotoson [11] have studied the very weak solutions to linear elliptic equations with right-hand side integrable data with respect to the distance to the boundary and answered the question of the integrablity of the generalized derivative raised in the unpublished manuscript by Brezis (see also [9] ). Lately, they have extended these results to semilinear elliptic equations and linear parabolic equations (see [12] and [25] ).
My main goal in this paper is to study the existence and regularity of very weak solutions to the fast diffusion equations with integrable data with respect to the distance to the boundary in the framework of weighted spaces by using a different method to that of [11] and [25] .
We recall the weighted Lebesgue space and weighted Sobolev space as follows (see [1, 7, 14, 18] ): For 1 ≤ p < +∞, 1 ≤ q < +∞, L p (Ω, δ) = u : Ω → R is Lebesgue measurable,ˆΩ |u| p δ(x) dx < +∞ which is equipped with the norm
p (Q, δ) = {u : Q → R is Lebesgue measurable,ˆQ |u| p δ(x) dx dt < +∞}, which is equipped with the norm
which is equipped with the norm
We define the space W 1,p 0 (Ω, δ) as the completion of C ∞ 0 (Ω) with respect to the above norm. We can also define similarly the weighted Sobolev space L q (0, T ; W 1,p 0 (Ω, δ)). These weighted spaces equipped with the above norms are Banach spaces. Replacing δ(x) by δ(x) α , we can define
Definition 1.1. A measurable function u will be called a very weak solution to the problem (P ) if u ∈ L ∞ (0, T ; L 1 (Ω, δ)), |u| m ∈ L 1 (Q) and it satisfies −ˆQ uϕ t dx dt −ˆQ |u| m−1 u∆ϕ dx dt =ˆQ f ϕ dx dt +ˆΩ u 0 (x)ϕ(x, 0) dx, ∀ϕ ∈ C ∞ (Q), ϕ = 0 on Σ, ϕ(x, T ) = 0.
(1.6)
Now we state the main results of this paper.
, then there exists a very weak solution u to problem (P ) such that u ∈ L ∞ (0, T ; L 1 (Ω, δ)), |u| m ∈ L q (0, T ; W (1.9)
where C is a positive constant depending only on q,q and q 0 ,
which only depends on q,q, m and N.
are replaced by f ∈ M(Q, δ) and u 0 ∈ M(Ω, δ), respectively, being the weighted Radon measure space (see also [12] ) in Theorem 1.1, the same conclusion holds. Remark 1.2. By a weighted L 1 contraction estimate for the problem (P ) in Theorem 6.15 in [30] , we can deduce that the very weak solution u to problem (P ) is unique in Theorem 1.1, and also get the estimate (1.8) to hold without the measure of Ω on the right hand side. Remark 1.3. In this paper, the lower bound 1 − 2 N +1 for m is due to the fact |u| m ∈ Lq(Q, δ), mq ≥ 1, in Theorem 1.1.
then there exists a very weak solution u to the problem
Furthermore, |u| m ∈ Lq(0, T ; W 1,q 0 (Ω)) with
2, the same conclusion holds.
Remark 1.5. The upper bound forq in Theorem 1.2 shows that the fact that α must be strictly smaller than
4m implies that α < 1. Theorem 1.3. Let u be the very weak solution of the problem (P ) given in
is the Orlicz space generated by the function |s| log(1 + |s|) with weighted function
Remark 1.6. Theorem 1.3 shows that a limit regularity is achieved if one improves the regularity of the right term f and initial value. Theorem 1.4. Let u be the very weak solution of the problem (P ) given in Theorem 1.1, f ∈ L p (Q, δ) with
.
Remark 1.7. The lower bound for p in Theorem 1.4 is due to the fact that q must not be smaller than 1. The upper bound for p implies q < 2. Theorem 1.5. Let u be the very weak solution of the problem (P ) given in
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Theorem 1.6. Let u be the very weak solution of the problem (P ) given in
Theorem 1.7. Let u be the very weak solution of the problem (P ) given in This paper is organized as follows. In Section 2, some preliminary results and the existence of approximate solutions will be given; In Section 3, we will give a priori estimates about the approximate solutions; the proofs of the main results of this paper will be finished in Section 4.
Some preliminary results and existence of approximate solutions
Before we prove Theorems 1.1-1.7, we need some preliminary results. Firstly, let us recall the weighted Orlicz spaces (see [1, 18] ). Definition 2.1. Assume that Φ is a N-function and ρ is an integrable and almost everywhere positive function in Ω. The weighted Orlicz class L Φ (Ω, ρ) (resp. the weighted Orlicz space L Φ (Ω, ρ)) is defined as the set of (equivalence class of) measur-
Remark 2.1. In this paper, we take Φ(s) = |s| log(1 + |s|) and ρ(x) = δ(x).
We also recall a weighted Sobolev space imbedding theorem.
Lemma 2.1. [17, Theorem 8.7 and Theorem 8.9] Let 1 ≤ q ≤ r < +∞, β and γ are two real numbers. If
If the inequalities in (2.2) and (2.3) are strict, then W
To obtain a priori estimates of solutions, we need also the following lemmas. From Lemma A.2. in [4] and Lemma 2.4 in [5] , we have the following result.
Lemma 2.2. Let 1 ≤ q <q < +∞. Suppose that there exists a positive constants M independent of k such that
Proof. Given λ > 0, we havê
However, by using Hardy-Littlewood inequality, we havê
Minimization of the right-hand side of the above inequality in λ and setting λ = ()
The following lemma is a revised version of Proposition 3.1 in [13] .
and there exists a postive constant C depending only on r, q, α and ∂Ω such that
,
, 0 < θ < 1. By using (2.2) and (2.3) in Lemma 2.1, for a.e. t ∈ (0, T ) we have
where C is a postive constant independent of t. Hölder's inequality implies that
. Thus we obtain
(ii) As α = q − 1, by using (2.2) and (2.3) in Lemma 2.1, for a.e.
. Processing the proof of (i), we only take θ =
(Ω) and λ 1 > 0 for all p ∈ (1, +∞) satisfying
and there are two positive constants c 1 and c 2 such that
For any given n > 0, let
In order to discuss problem (P ), we need consider the approximate problem
in Ω,
Lemma 2.5. For any given n > 0, the approximate problem (P n ) has a unique weak solution
0 (Ω)) and satisfies
in Ω.
Proof. To prove the existence and uniqueness of a weak solution to the approximate problem (P n ), we consider first the following approximate problem (P nk ):
where k > 1, T k can be seen in (2.10).
Applying the results in [21] , for every k we find that the problem (P nk ) has a unique weak solution
. By the regularity theory in [20] , we also deduce that u nk ∈ L ∞ (Q).
Firstly, we will obtain an estimate to u nk L ∞ (Q) . Let v nk = e −t u nk . Then the problem (P nk ) can be written as
, and we havê
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By calculating it, we obtain
Now (2.11), (2.12) and (2.13) imply that
Adding −´Q k 0 (v nk − k 0 ) + dx dt to the both sides of (2.13) we get
Thus we can deduce
Replacing v nk by −v nk in the above proof, we can get
Hence we have
Thus we get
Taking k > e T k 0 + 1 in problem (P nk ), then problem (P nk ) can be written as
However,
Hence,ˆQ
Inequality (2.24) and the first equation of (P
where C is a positive constant depending only on u 0n
Thus there exists a subsequence (still denoted by {u nk }) and a function
Using (2.27), (2.28) and the compactness arguments in [25] , we have
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The fact (2.29) yields (2.32) u nk −→ u n a.e. in Q, and (2.31) yields
Hence we can deduce that
Let k go to infinity in the problem (P nk ) and by using (2.27)-(2.29), (2.31) and (2.34), we can obtain the existence of a solution to the problem (P n ). The uniqueness of a solution to the problem (P n ) is easily proved. Thus Lemma 2.5 is completed.
3.
A priori estimates about the approximate problem (P n )
In this section, by using the techniques introduced in [7] and [8] (see also [3] ), we obtain a priori estimates on u n as follows.
where C is a positive constant depending only on q,q and
, q,q, q 0 and q 1 are seen in (1.7) and (1.11), respectively.
Proof. Let ψ(s) = min{|s|, 1} sgn s, ∀s ∈ R. Then we get
if |s| > 1,
and integrating it over (0, τ ), τ ∈ (0, T ), where ϕ 1 denotes the first eigenfunction associated to the Laplacian operator which is defined in Lemma 2.4, we have
In the following we will estimate every term in (3.4):
(3.10)
By using integration by parts for the third term on the left side of (3.10) and Lemma 2.4, we havê
We also getˆQ
From (3.10)-(3.12) it follows that ess sup
13)
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where C is a positive constant independent of k. By using Lemma 2.
), we obtain
Thus we can deduce that
From (3.16) and (3.18) it follows that
Minimizing (3.19) in k and setting k = (
By using Lemma 2.2 (here
, where q <
, (3.15) shows that we can choose q 1 , which only depends on q,q, m and N, such that q < 
, γ = 0, β = 1 in Lemma 2.1, and by using (3.23) we have
(3.24)
For any given
Using the same argument as that of (3.13), we get ess sup
where C is a positive constant independent of k and n. Thus the proof of Lemma 3.1 is completed.
. Then every weak solution u n of the problem
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, q,q andq are seen in (1.12) and (1.13).
Proof. The proof of this lemma is similar to that of Lemma 3.1, here we only simply revise the proof of Lemma 3.1. In the process of the proof of Lemma 3.1, we only need to replace ϕ 1 by ϕ α 1 , δ by δ α . Since
then as α < 1 (3.7) and (3.11) are replaced by the following inequalities:
Now (3.9), (3.13), (3.22) and (2.23) are changed into 
For a given λ > 0, set
and integrating it over (0, T ), we obtain
For all 1 <q < 2, using Hölder's inequality we obtain
Taking r =q 
From (3.34) and (3.38) it follows that ˆQ |Dw n |q dx dt
and (3.40) yield
To ensure 1 ≤q, this needs 0 < α <
. Thus the proof Lemma 3.2 is completed.
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. Then for the unique weak solution u n of the problem (P n ), there exists a positive constant C independent of n such that
where q,q and q 0 can be seen in (1.17).
Proof. Let λ = 1 in (3.35). Then
Taking v = ψ(w n )ϕ 1 in (P ′ ) and integrating it over (0, T ), similarly to (3.37), we obtainˆQ
(3.45)
By using the inequality ab ≤ a ln(1 + a) + e b , ∀a, b > 0, we get
, by using of the estimates (3.1) and (3.2) in Lemma 3.1, we havê
, the constant C depending only on f L 1 (Q,δ) , u 0 L 1 (Ω,δ) and meas δ Ω, meas δ Q.
Thus it follows from (3.45)-(3.47) that
, Hölder's inequality and (3.49) imply that
(3.50)
By using Lemma 2.
=q) and (3.1), (3.48) and (3.50), we obtain
Then we get From (3.50)-(3.52) and Young's inequality, it follows (3.54)ˆQ |w n |qδdxdt ≤ C,
Combining it to (3.48) (r = q), we obtain
Taking r = q 0 , γ = 0, β = 1 in Lemma 2.1, (2.2) and (2.3) yield
This implies that q 0 admits the maximum and
By using (2.5) in Lemma 2.1, (3.56) implies
Thus Lemma 3.3 is proved.
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and u 0 = 0. Then for the unique weak solution u n of the problem (P n ), there exists a positive constant C independent of n such that (1.19) .
Proof. Similarly to the proof of (3.13) and (3.14), we have ess sup
Now (3.62) and (3.63) yield
Young's inequality implies that
By using the same proceeding as (3.16) and (3.17), we get (3.66)ˆQ |w n |q 1 δ dx dt ≤ C,
Let v = ψ(w n )ϕ 1 in (P ′ ) and integrating it over (0, T ), by the same process as that of (3.37) and using Hölder's inequality, we obtain ess sup
}, Hölder's inequality and (3.68) imply that
By using Lemma 2.3(i) (here α = 1, v = w n , r = 1−λ+
From (3.66) (here letq 1 = q) and (3.68) it follows that
. We can deduce
, we have
Hence, by using Young's inequality, we obtain (3.73)ˆQ |w n |qδ dx dt ≤ C,ˆQ |Dw n | q δ dx dt ≤ C.
The above estimate yields
Taking r = q 0 , γ = 0, β = 1 in Lemma 2.1, (2.2) and (2.3) yield (3.75 )
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From this, it follows . Now (2.5) in Lemma 2.1 and (3.74) imply that
Thus we can get (3.60) by using (3.73), (3.74) and (3.77).
Then for the unique weak solution u n of the problem (P n ), there exists a positive constant C independent of n such that
≤ C, whereq and q 0 are defined in (1.22) .
Integrating it over (0, T ), similarly to (3.13), we obtain ess sup
=q. Then we can get
, thus we can deduce that 2(q 1 −1) q 1 p ′ < 1 and chooseq such thatq ≥ p ′ . By using (3.79), (3.80) and Young's inequality, we obtainˆQ
Using Lemma 2.1 (here r = q 0 , q = 2, γ = 0, β = 1) again, (2.2) and (2.4) yield (3.84 )
From this, it follows (3.85)
By using (2.6) and (3.83), we get
From (3.82), (3.83) and (3.86), it is easy to get (3.78).
and u 0 ∈ L ∞ (Ω). Then for the unique weak solution u n of the problem (P n ), there exists a positive constant C independent of n such that
Proof. By Lemma 3.5, we obtain a priori estimate about
By calculating, we obtain ess sup
(3.89)
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where
, due to q 1 ≥ 2, then we have l > 1.
implies that we can choose 2 ≤ q 1 <
Hölder's inequality, Young's inequality and the term on the right-hand side of (3.89) imply that
. Then we have
Thus, for every h > k > 0, we can deduce that
By using Lemma 4.1 in [28] , there exists a positive constant h 0 depending only on f L p (Q,δ) , u 0 Ω and meas δ Ω such that
Thus we finish the proof of Lemma 3.6.
and u 0 ∈ L ∞ (Q). Then for the unique weak solution u n of the problem (P n ), there exists a positive constant C independent of n such that
Proof. Firstly, we obtain a priori estimate about |u n | m L 2 (0,T ;W 1,2 0 (Ω,δ)) by Lemma 3.5. In the following we will obtain a priori estimate about
Similarly to (3.13), we can deduce ess sup
99)
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, we can choose q 1 such that s > 
By virtue of
2(q 1 −1) q 1 p ′ < 1, then by using Young's inequality, we get (3.101)ˆQ |w n )| (θ+1)s δ(x) dx ≤ C.
Thus from (3.98) and (3.101) it follows that (3.102)ˆQ |D(|w n | θ w n )| 2 δ + ||w n | θ w n | 2 δ dx dt ≤ C.
Doing the same work as that of (3.86) we obtain . Setq = (θ + 1)s, q 0 = (θ + 1)q 3 . Due to θ is an arbitrary nonegative real number, thenq and q 0 are two arbitrary nonegative finite real numbers. Thus Lemma 3.7 is proved.
Proofs of the main results
In this section, we will finish the proofs of Theorems 1.1-1.7. Because the proofs of Theorems 1.2-1.7 are similar to that of Theorem 1.1, here we only give the proof of Theorem 1.1.
Proof of Theorem 1.1. To establish the compactness in the weighted L 1 space, we need the following truncated function If we multiply the approximate equation of the problem (P n ) by h k (u n ), we get in the sense of distributions
(4.5)
By Lemma 3.1 and (4.1)-(4.5), for fixed k > 0, we deduce mh k (u n )|u n | m−1 Du n is bounded in L 2 (Q, δ), and m|u n | m−1 |Du n | 2 h
0 (Ω, δ)). Hence a compactness result (see Corollary 4 in [26] ) allows to conclude that H k (u n ) is compact in L 1 (Q, δ). Thus there exists a subsequence of {H k (u n )} (still be denoted by {H k (u n )}) such that it also converges in measure and almost everywhere in Q.
For all σ > 0 and ε > 0, we have meas δ {|u n − u m | > σ} ≤ meas δ {|u n | > k} + meas δ {|u m | > k} 
