We suggest and analyze a residual iterative method for solving absolute value equations Ax − |x| b where A ∈ R n×n , b ∈ R n are given and x ∈ R n is unknown, using the projection technique. We also discuss the convergence of the proposed method. Several examples are given to illustrate the implementation and efficiency of the method. Comparison with other methods is also given. Results proved in this paper may stimulate further research in this fascinating field.
Introduction
The residual methods were proposed for solving large sparse systems of linear equations Ax b,
where A ∈ R n×n is a positive definite matrix and x, b ∈ R n . Paige and Saunders 1 minimized the residual norm over the Krylov subspace and proposed an algorithm for solving indefinite systems. Saad and Schultz 2 used Arnoldi process and suggested generalized minimal residual method which minimize norm of the residual at each step. The residual methods have been studied extensively 3-5 . We show that the Petrov-Galerkin process can be extended for solving absolute value equations of the form:
where A ∈ R n×n , b ∈ R n . Here |x| is the vector in R n with absolute values of the components of x and x ∈ R n , is unknown. The absolute value equations 1.1 were investigated extensively in 6 . It was Managasarian 7, 8 , who proved that the absolute value equations 1.2 are equivalent to the linear complementarity problems. This equivalent formulation was used by Managasarian 7, 8 to solve the absolute value equations. We would like to remark that the complementarity problems are also equivalent to the variational inequalities. Thus, we conclude that the absolute value equations are equivalent to the variational inequalities. There are several methods for solving the variational inequalities; see Noor 9-11 , Noor et al. 12, 13 and the references therein. To the best our knowledge, this alternative equivalent formulation has not exploited up to now. This is another direction for future direction. We hope that this interlink among these fields may lead to discover novel and innovative techniques for solving the absolute value equations and related optimization problems. Noor et al. 14, 15 have suggested some iterative methods for solving absolute value equation 1.2 using minimization technique with symmetric positive definite matrix. For more details, see 3, 4, 6-12, 14-19 . In this paper, we suggest and analyse residual iterative method for solving absolute value equations 1.2 using projection technique. Our method is easy to implement. We discuss the convergence of the residual method for nonsymmetric positive definite matrices.
We denote by K and L the search subspace and the constraints subspace, respectively, and let m be their dimension and x 0 ∈ R n an initial guess. A projection method onto the subspace K and orthogonal to L is a process to find an approximate solution x ∈ R n to 1.2 by imposing the Petrov-Galerkin conditions that x belong to affine space x 0 K such that the new residual vector orthogonal to L, that is,
where D x is diagonal matrix corresponding to sign x . For different choices of the subspace L, we have different iterative methods. Here we use the constraint space L A−D x K. The residual method approximates the solution of 1.2 by the vector x ∈ x 0 K that minimizes the norm of residual.
The inner product is denoted by ·, · in the n-dimensional Euclidean space R n . For x ∈ R n , sign x will denote a vector with components equal to 1, 0, −1 depending on whether the corresponding component of x is positive, zero, or negative. The diagonal matrix D x corresponding to sign x is defined as
where ∂|x| represent the generalized Jacobean of |x| based on a subgradient 20, 21 . We denote the following by
1.5
Abstract and Applied Analysis 3 where 0 / v 1 , v 2 ∈ R n , and C A − D x k . We consider A such that C is a positive definite matrix. We remark that D x k x k |x k |.
Residual Iterative Method
Consider the iterative scheme of the type:
These vectors can be chosen by different ways. To derive residual method for solving absolute value equations in the first step, we choose the subspace
For D x k 1 D x k , we write the residual in the following form:
2.3
From 1.3 and 2.3 , we calculate
that is, we find the approximate solution by the iterative scheme
Now, we rewrite 2.4 in the inner product as
from the above discussion, we have
from which we have α p 1 a .
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The next step is to choose the subspace
and to find the approximate solution x k 1 such that
where
2.11
Rewriting 2.10 in terms of the inner product, we have
Thus, we have where
Proof. Using 2.1 , we obtain
2.16
Now consider 
2.20
This means that the sequence r k 2 is decreasing and bounded. Thus the above sequence is convergent which implies that the left-hand side tends to zero. Hence r k 2 tends to zero, and the proof is complete.
Numerical Results
To illustrate the implementation and efficiency of the proposed method, we consider the following examples. All the experiments are performed with Intel R Core TM 2 × 2.1 GHz, 1 GB RAM, and the codes are written in Mat lab 7.
Example 3.1. Consider the ordinary differential equation:
We discredited the above equation using finite difference method to obtain the system of absolute value equations of the type:
where the system matrix A of size n 10 is given by
121, for
otherwise. The exact solution is
3.4
In Figure 1 , we compare residual method with Noor et al. Example 3.2 see 17 . We first chose a random A from a uniform distribution on −10, 10 , then we chose a random x from a uniform distribution on −1, 1 . Finally we computed b Ax − |x|. We ensured that the singular values of each A exceeded 1 by actually computing the minimum singular value and rescaling A by dividing it by the minimum singular value multiplied by a random number in the interval 0, 1 . The computational results are given in Table 1 .
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with random initial guess. The comparison between the residual iterative method and the Yong method 23 is presented in Table 2 .
In Table 2 TOC denotes time taken by CPU. Note that for large problem sizes the residual iterative method converges faster than the Yong method 23 .
Conclusions
In this paper, we have used the projection technique to suggest an iterative method for solving the absolute value equations. The convergence analysis of the proposed method is also discussed. Some examples are given to illustrate the efficiency and implementation of the new iterative method. The extension of the proposed iterative method for solving the general absolute value equation of the form Ax B|x| b for suitable matrices is an open problem. We have remarked that the variational inequalities are also equivalent to the absolute value equations. This equivalent formulation can be used to suggest and analyze some iterative methods for solving the absolute value equations. It is an interesting and challenging problem to consider the variational inequalities for solving the absolute value equations.
