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ABSTRACT

Author: Lindun, He. M.S.
Institution: Purdue University
Degree Received: May 2018
Title: Brain Atlas and Neuronal Connectivity Visualization and Interaction in Virtual Reality.
Committee Chair: Tim McGraw
Brain atlases can provide a lot of information about the anatomy of the human brain. However,
understanding the shapes of regions and the overall hierarchical structure of a brain atlas can be
difficult. Brain atlases contain hundreds of regions with shapes which are hard to distinguish. The
transformations of those shapes make them very difficult to visualize because the brain regions are
usually packed tightly together and occlude each other. This thesis presents a visualization system
based on virtual reality interactions. It enables interactive exploration of brain atlases and an
underlying medical image by creating exploded views using VR technology to enhance the
visualization of the brain medical atlas. It also integrates a neuronal connectivity visualization
approach to show the relations among atlas regions.
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INTRODUCTION

The term ’medical atlas’ is historically associated with a set of dissections or histological slice
images that have been labeled by experts. These labels usually contain tissue classes or anatomical
structures. A medical atlas is often used for reference while diagnosing patients or teaching
anatomy and radiology. With the advent of computer technology, Medical atlas also refers to
digital images created from a collection of datasets which are aimed at describing the most typical
subject. Researchers use multiple images of the same modality, such as CT or MRI, to generate
these types of atlases. The images need to be registered into the same coordinate system before
statistical analysis. Then the researchers manually label sections in the generated image to
complete the digital medical atlas. The medical atlas can be used for surgical planning, education,
and medical image analysis.

Figure 1.1 Typical atlas display with underlying MRI
A general approach to visualize an atlas is to color the labeled regions and overlay them on
the template or another registered medical image, as shown in Figure 1.1. Other approaches include
extracting and rendering surface meshes of separate regions. These surfaces can also be rendered
with multi-planar images or volume data for context.
This thesis proposes an approach that will permit the user to explore the brain atlas using the
latest virtual reality technology and gain an improved understanding of the spatial structures of a
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brain. Interactive exploded views, and hybrid rendering methods will be used to explore the 3D
structure of the brain atlas at a full range of scales - global, local and voxel. The medical atlas data
can be presented in the context of anatomical cross-sectional shape and broader structure of the
brain atlas.

1.1

Significance

An important application of the techniques developed in this thesis is an interactive tool for
anatomy and radiology education. Many studies support that interactive and dynamic
visualizations can positively influence learning and spatial reasoning. In a meta-analysis of 26
studies, Hoffler and Leutner (2007) found that dynamic visualizations were superior to static
visualizations for receiving knowledge and improving problem-solving ability. Hoffler (2010) also
found dynamic visualizations can improve spatial reasoning ability. Sitzmann (2011) proved that
interactive simulation is more effective than other methods.

1.2

Research Question

Medical image atlases are a source of information about the anatomy of organisms, but
understanding the shapes of regions and the overall structure of a brain atlas is difficult. With the
new motion-tracked VR techniques, can we have a more interactive atlas visualization system to
let people learn and know brain atlas better?
The main goals of my research are to develop the following:
1.

An interaction technique which enables the user to create exploded views of the atlas. This
allows users to understand the hierarchical and spatial relations between regions in the atlas.

2.

An efficient rendering method in VR for rendering exploded meshes and visualizing anatomy
and neuronal connectivity. This permits medical image data to be displayed while maintaining
the shape of the mesh for visual context.

3.

A demonstration of these techniques on the AAL brain atlas.

1.3

Assumptions

This research is performed and conclusions drawn using the following assumptions:
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1.

Tracking data from VR devices is stable and accurate enough for interacting with multiple
meshes.

2.

Our brain atlas data is reasonably representative of normal human brain data.

3.

Dynamic visualizations in VR can affect users' spatial reasoning ability.

4.

The MRI analysis software, such as DSI Studio, can provide us an anatomical connectivity
dataset which has accurate transformation information.

1.4

Limitations

This research is limited by the following:
1.

The rendering process must maintain high frame rates for displaying in VR device. Timeconsuming rendering techniques, such as ray casting and OpenVR, will bring massive
challenges for optimization.

2.

OpenVR and OpenGL cannot provide enough support for creating GUI tools in VR

3.

The physical distance between two VR controllers may limit user's interacting range.

1.5

Delimitations

This research is performed acknowledging the following delimitations:
1.

This study cannot use game engines to visualize the brain atlas because it's hard to implement
ray casting technique in commercial game engines' render pipeline.

2.

This study cannot analyze individual's MRI data and visualize unsegmented data.

3.

This study is not a room-scale VR application.

1.6

Summary

This chapter has provided an overview of the background and significance of the research to
be performed as well as an outline of the research’s focus. The next chapter will examine the
relevant research that has been done on scientific visualization techniques and virtual reality.
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LITERATURE REVIEW

2.1

Introduction

This research is closely related to prior work focused on illustrative visualization and
techniques concerned with simultaneously preserving focus and context. This literature review
section will review some of the relevant approaches. These approaches enable users who are
interacting with a large dataset to focus on specific details and give the user a sense of the largescale structure of the data.

2.2

Clipping Planes

Researchers use clipping planes to resolve the occlusion problem in visualization by not
displaying data on one side of a plane. Weiskopf, Engel, and Ertl (2010) explored the use of
clipping surfaces. They presented several clipping approaches to explore complex clipping
geometry. These approaches are based on volume rendering and inner texture. The rendering
process fully utilizes the GPU hardware and programmable fragment processors to display the
clipping surface. It achieves high framerates due to GPU performance. So, the visualization system
can run in real-time and support exploration through user interactions. The clipping geometry and
clipping surface are rendered by using the depth buffer. Also, the authors tested the system on
high-quality medical images, and results showed robust performance.
A disadvantage of clipping is that it affects all voxels within the clipping volume equally,
which can remove valuable contextual information. Even with general surfaces, it is difficult to
configure the clipping geometry to remove the unwanted features while keeping the desired
features. Diaz et al. (2012) solved some of the problems by clipping only selected tissue classes to
create adaptive cross-sections. Compared to other approaches that mainly use clipping plane to
create clipping geometry, Diaz's method produces more visual context by extruding structures
from a cross-section. In their system, the first step is manipulating cutting planes and performing
volume rendering. In next stage, the application reads the position of user's mouse input and
computes the ID of the clicked structure. Then expanded slabs of this structure are formed on the
desired surface. At the same time, the application computes the new expanded region and updates
its selection helper for the future user interactions. Figure 2.2 shows how the user interacts with
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the clipping surfaces and extrudes desired structures. The authors tested this system using several
different models. In most situations, the system performs in real-time.

Figure 2.1 Depth-based clipping based on CT dataset
(Weiskopf, Engel & Ertl, 2010)

Figure 2.2 Extruded structures from clipping planes (Diaz et al., 2012)

2.3

Exploded Views

Exploded views can improve the visibility of the structural relations among objects by
changing the spatial layout of a scene. Li et al. (2008) implemented a system for interactively
generating and observing exploded views. Their system is capable of showing 3D models that
consist of very many parts. To build exploded views, illustrators compute each elements' moving
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directions and moving offsets based on blocking constraints, visibility, compactness, canonical
explosion directions and part hierarchy. They implemented an automatic process for decomposing
objects into explored groups. The application can dynamically generate exploded views of target
sections selected by users.
They generated views of several 3D models from multiple datasets. For each 3D model, they
considered the models’ number and then compared the time efficiency of computing contact, mesh
blocking, and exploded views. They found that computing contact and mesh blocking required the
most computational effort. The results show that their method can interactively create exploded
views in real-time, and it's suitable for many situations.

Figure 2.2 Exploded view of a human arm model (Li et al., 2008)

2.4

Volume Splitting

The term volume splitting is sometimes used to describe exploded views of volume data.
Researchers apply spatial transformations to selected subregions of a volume to solve the occlusion
problem. McGuffin et al. (2003) described several widget-based techniques for deforming the
various semantic layers of a volume dataset. After they considered many deformation strategies,
they developed some methods based on different metaphors such as Hinge Spreader, Sphere
Expander, Box Spreader, Leafer (Figure 2.3), and Peeler. Their interaction techniques use pop-up
and 3D user interfaces to decrease distraction and awkwardness with traditional user interfaces.
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The user study shows that their techniques are valuable for showing sections that suffer from the
occlusion problem caused by surrounding data.

Figure 2.3 The Leafer tool to deform volume dataset (McGuffin et al., 2003)
Grimm et al. (2004) developed a method of rendering scenes with multiple overlapping
volumes, which they called V-Objects, using volume splitting. Their research shows a volume
rendering approach based on a brick-wise traversal method. It's suitable for visualizing scenes that
consist of a lot of intersecting V-Objects. To get high performance, the authors defined monovolume areas, then processed a brick-wise traversal. The advantage of their method is that it can
visualize several intersecting volumetric objects efficiently. The authors also performed three user
studies on browsing, time-varying data, and multi-modal imaging. The results show that users can
explore and investigate data better with the concept of V-Objects. And the multi-volume rendering
technique is advantageous to visualize medical volume data.
Correa et al. (2007) developed a method for deforming volumes that exposed predefined
areas of interest. There are several challenges in visualization using illustrative deformation
including generalization, geometric integrity, and interactivity. They presented a system that
manipulates volume data and performs different types of transformations, such as geometric
transformations, optical transformation and viewing transformations. Their user interaction
includes clipping, creating exploded views and deformation. This approach supports both discrete
data and continuous data. Correa et al. also explored that this method can be used for many kinds
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of applications efficiently, such as flow visualization, fiber tractography, scatter plots and 3D
graphs.

2.5

Focus and Context

Focus and context techniques sometimes are used to show specific features of interest while
maintaining the contextual information provided by surrounding objects. McInerney et al. (2010)
developed a surface mesh visualization technique that uses cutaways to reduce occlusion but leaves
“ribbons” of the original surface to provide context. Their tool, which they called RibbonView,
simulates the effect of drawing on a smooth mesh surface using a paint roller. The ribbon view
tool gives a clear view of the inner region and its context. The transparency and soft shadows allow
users to easily recognize and reconstruct the outer surface. The authors' user study compares solid
slices, transparent surfaces, and ribbon views (Figure 2.4). The user study required users to vote
the preferred visualization approach that shows them a clear interrelationship between blocked
object surfaces. The authors invited 40 participants and showed them several sets of images. For
each image set, they were shown four images that visualize a system of anatomical structures using
different methods in their paper. The tested methods include ribbon view, slice view, and volume
rendering. Their results show that ribbon view and slice view images got a voting rate of 80 percent
among all the participants.

Figure 2.4 Knee visualization using tools like extruding, ribbon view and slice view. (McInerney
et al., 2010)
Li et al. (2007) generated cutaway views of anatomical and CAD models to show layered
structures while emulating the visual style of technical illustrations. Their method is based on two
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main principles. The first one is that the clipping process doesn't perform deformation, which
means it doesn't change the geometry shape. The second principle is that the users can interactively
explore the cutaway visualization. In their work, the application applies some assistant parameters
to models to define structural cutaways. Then it provides user interfaces that allow users to perform
model rigging and explore rigged models. For example, the users can select a group of desired
structures, then the application creates cutaway illustrations and provides the users a view interface
to explore the structures. This technique provides simple and natural ways for the users to interact
with complex models with little effort. The authors tested the system on different kinds of CAD
models and medical datasets. Their approach shows that providing interactive interfaces and
automatically generating cutaway illustrations make visualization process more efficient when
dealing with objects with complex structures.
Sigg et al. (2012) developed a system for clipping away parts of a volume dataset to reveal
specific areas of interest. The cutaway methods which we've talked about previously allow the
user to manually manipulate cutaways or automate the process using the camera view-vector. They
used a degree-of-interest (DOI) function to measure the visibility of desired areas. The system and
user define DOI while analyzing the cutaway objects. They proved that computing the
transformation of cutaway boxes using the boxes' amount is an NP-hard problem. Thus, they use
another method to get the results. In order to enlarge the visibility of the desired areas, A "viewdependent objective function" is defined to compute the positions of the cutaway objects. For
further optimization, the authors integrated Monte Carlo optimization with temporal coherence
when dealing with a large number of objects. Their optimization approach works well with their
rendering process and exhibits solid performance.
Auzinger et al. (2013) developed a method to dynamically construct a cutting surface through
a volume which follows vessel centerlines in the context of the surrounding anatomy. In their paper,
they described Curved Surface Reformation (CSR). It's a technique that computes the 3D vessel
lumen. Because of partial displaying of the cut surface, it doesn't provide users an effective
visualization. To improve the effect, they added a context visualization layer to the CSR
application. It's a focus and context approach based on integrating the focus, such as the vessel
lumen, into the context such as a volume rendering. They implemented this feature by using a ray
to hit the volume data and also the cut surface pixel outside the volume, then made the cut surface
fully transparent. They built a context region with cutting surfaces that are set outside the volume
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data. If the users were doing some interactions like rotation, the context visualization became
apparent. The benefit of this focus and context technique is that it gives better spatial perception
to users, and shows the occlusion-free cutting surface at the same time.

2.6

Nonlinear Deformations

In general, nonlinear deformations are most often used in surgical simulation applications.
Asteasu (2013) tried to show users a physically simulated deformation model for multiple tissue
classes to train surgeons for educational purposes, or to plan for a future procedure on a patient.
The author developed a prototype of a neurosurgery simulator for the patient. The simulator
visualizes patient's volume data. It also implements physical interaction with the models. This
paper gives us a clear view about how to achieve high-quality visualization in this kind of medical
simulator. To get a realistic interactive response, the user's operations trigger the physical model's
feedback while using the simulator. Soft-tissue, such as the brain, deform in a nonlinear manner
and their deformations are usually large. An imprecise approximation of physical deformations is
not enough. For that reason, the simulator integrates a feature called Finite Element Method (FEM)
simulation. It's good at dealing with deformation visualization tasks such as illustrative
visualization and exposes volume data.
Although these systems can explore anatomical data, realistic physical deformations are
expensive to simulate and can result in extreme deformations of surfaces. Qing-hong Zhu, Yan
Chen, and Arie Kaufman (1998) described a deformation method that can simultaneously apply
rigid deformations to some structures and nonrigid deformations to others without expensive
physical simulation. Individual patient CT/MRI volume data was used to reconstruct muscle
meshes. Because the hierarchical structure can be used in both FEM application and volume
rendering, a voxel mesh with a hierarchical structure is used to approximate the muscle data using
multi-0resolution volume data. The authors assumed that the muscle meshes behave like a softtissue. So, they simulate a muscle model with an 3D brick element. Each element is the same as
the voxel structures in volume rendering. Their approach also provides a way to animate muscle
deformation in real-time using wireframe, polygons, and volume rendering techniques.
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2.7

Hybrid Rendering

Hybrid rendering methods exploit the beneficial aspects of different surface representations
and rendering techniques. Hybrid terrain rendering using rasterization and ray-casting was
proposed by Ammann et al. (2010) for displaying dynamic terrains. They presented a new hybrid
approach designed to render heightfield data sets with a stable relation between speed, quality, and
flexibility, the latter allowing for terrains to be dynamic. They integrated two separate rendering
approaches: a mesh rendering and a ray-casting algorithm using different levels-of-precision. To
combine these methods, they proposed a heuristic that modulates the rendering precision according
to the distance, viewing angle and relief features to achieve high rendering performance without
trading off visual quality. This heuristic also takes into account a user-given quality factor to
balance between triangle projections where no error is committed and ray-based intersections.
Their rendering process requires neither complex pre-processing steps nor sophisticated
accelerating data structures. It directly uses raw heightfield data. This allowed them to edit terrains
and to update the whole dataset to simulation an erosion simulation process or a simple wave
simulation, both in real-time. Compared to other terrain rendering techniques, their method is
simple to use and easily allows dynamic heightfield data sets. The rendering quality is good
compared to standard terrain rendering methods, such as geometry clipmaps, since the approach
uses meshes and high precision ray-casting for the most salient relief features. Crest lines and small
features of the relief at the horizon are also well preserved. However, as previous research has
already shown, ray-casting remains globally slower than adaptive mesh based rendering, which
hinders one to obtain high frame rates. This can be considered as the main counterpart of improved
flexibility and rendering quality. But flexibility and quality of the rendering are important for some
kinds of applications like scientific data visualization or geometric applications. Finally, their
method provides better results than standard methods to render relief details with high frequencies
maintaining a real-time frame rate. The cell division of the terrain and the independence between
the cells provide a high degree of flexibility. As a consequence, the method allows users to easily
select parts of the terrains which should be rendered or not. This might prove useful for
applications which render different parts of the object using different algorithms.
A similar approach has previously been used in the family of graphics techniques based on
relief mapping (Policarpo, Oliveira, & Comba, 2005). These methods use raycasting in tangent
space to add per-pixel displacement detail from a heightfield to polygonal meshes. Their approach
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efficiently renders surface details utilizing modern programmable rendering pipeline on arbitrary
polygonal surfaces. In this work, the authors presented a method that computes ray intersection
based on the binary search algorithm. In the fragment shader, the algorithm searches for the
intersecting point along view direction from texture coordinates to the depth value of 1.0. The
authors also implemented a shadowing process using a similar ray-casting method that computes
the intersection points from height-field surface point to the light source. This approach is an
efficient method to compute intersections for ray-casting.

Figure 2.5 Relief texture applied to a teapot (Policarpo, Oliveira, & Comba, 2005)
2.8

Virtual Reality in Scientific Visualization

Many commercial VR systems perform low-latency, accurate motion-tracking of interaction
devices including VR headsets and controllers. Other VR/AR technologies like Magic Leap system
also relies on controllers to interact with virtual environments. Donalek et al. (2014) explored the
utilization of commercial VR platforms in the scientific visualization field. They performed several
experiments using virtual environments on Second Life (SL) and OpenSimulator (OpenSim)
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platforms. Figure 2.6 shows one of their data visualization experiments in vCaltech, a OpenSimbased platform. Donalek et al. (2014) wrote about their experiments:
“These preliminary studies served multiple goals: (1) they gave us the first insights into the
potential of immersive VR as a scientific data visualization platform; (2) they provided us
with the first experiences in a collaborative, immersive data visualization, where scientists
embedded in a data space can interact both with the data and with their colleagues; and (3)
they represent technical proofs of concept, with practical data visualization tools that can
be used for a much more detailed and systematic study currently under way, with the results
to be reported in a future publication.”

Figure 2.6 Data visualization experiment in a OpenSim-based platform (Donalek et al., 2014)
Theart et al. (2017) developed a VR microscopy volume rendering system and found that
hand tracking outperformed gamepad interaction on most tasks. Instead of using hand tracking
devices, the authors implement the interaction process using a traditional gamepad. The user uses
the gamepad to manipulate a 3D cursor in the virtual reality environment to interact with the scene.
In the authors' experiment, the user was asked to select the region of interest (ROI) in a volume
rendering visualization environment. The authors also provided interactions tools for selecting
ROI, as shown in Figure 2.7. The result of this work shows that the fully immersive environment
made users more productive, and the users were delighted about the immersive experience. The
authors also claimed that more research on 3D user interfaces was needed for future virtual reality
interactions.

14

Figure 2.7 Tools for ROI selection (Theart et al., 2017)
2.9

Summary

This chapter examines the potential of using virtual reality in scientific visualization area. It
also shows several scientific visualization techniques for solving “focus and context” problems.
Most of these methods focus on creating exploded views to solve the problem of visual occlusion.
The next chapter will describe how to build the thesis’s visualization system and virtual reality
interaction.
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METHODOLOGY

3.1

Introduction

In this section, I present a system that visualizes the brain atlas and provides interaction
methods for users to explore the inner 3D medical image and neuronal connectivity. The brain
atlas dataset has a hierarchical structure. The system displays the segmented atlas regions, which
are shaded into different colors, regarding the chosen hierarchical level. Several interaction tools
are provided to users to fully explore the brain atlas. VR technology was used for natural and
effective user interaction. The users can cut single mesh into pieces and observe the 3D MRI image
on the cutting surfaces. The users can also choose the display mode to visualize the neural
connectivity that displays the white matter connectivity between different segmented regions. This
work was also described at the Immersive Analytics workshop in 2017 (He, Guayaquil-Sosa,
McGraw, 2017). In this chapter, we will look into the system's features, such as the rendering and
visualization techniques, the hierarchical atlas structures and the VR user interactions.

3.2

Virtual Reality Application Framework and GUI

OpenGL is a common Graphics API used in scientific visualization fields. Its flexibility
allows developers to build rendering pipelines and implement special rendering techniques. It is
capable of fulfilling the requirements of this work's visualization process. Considering this, the
system was developed on the Windows operating system and OpenGL 4.0 API. For virtual reality
interaction, I used OpenVR SDK, which provides support to SteamVR and OpenGL.
I use HTC Vive as the VR hardware system. As shown in Figure 3.1, the Vive system consists
of a head-mounted headset and two hand-held controllers. These devices are motion-tracked by
two lighthouses that use infrared light.
OpenVR is a layer of interfaces between applications and SteamVR. It provides the interfaces
to monitor controller's button events and get each devices' position and orientation information.
For example, applications can detect pressing buttons by users and call corresponding functions.
The most important feature of OpenVR for this project is the ability to control the rendering
process in virtual reality. The OpenVR exposes the headset and controllers' transformation
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matrices to developers. It also provides perspective matrix and view matrix for each eye for
rendering. The base rendering framework uses the given eyes' matrices to render the scene to two
textures, one for the left eye and one for the right eye. Then OpenVR will perform distortion
correction and other preparation work for displaying on VR hardware. The benefit of this
framework is that developers can implement the OpenGL rendering part as usual without
considering the details of rendering in virtual reality. However, the cost of rendering for both eyes
doubles the rendering cost compared to the non-VR OpenGL application. Though this is also a
problem for most VR applications' development, I still need to consider the rendering cost and do
optimizations when there are expensive rendering techniques like ray-casting.

Figure 3.1 HTC Vive Hardware
Although the Vive controller has several buttons for interaction, the user inputs and user
interactions still are not enough for many complex scientific visualization projects. In some cases
it is useful to have a graphical user interface (GUI) in the virtual reality application. For OpenGL
application, there are many open source GUI libraries to render 2D menus and text. In the virtual
reality environment, we use ImguiVR (McGraw, 2017), which is an open source software using
Imgui for developing 3D user interfaces for VR. The base library Imgui is a very popular and
powerful 2D GUI library developed by Omar Cornut (2014). It allows developers to create menus
and many elaborate tools in applications, as shown in Figure 3.2. ImguiVR adds a layer above
Imgui. It renders Imgui menus to textures. Those textures can then be applied to any geometry in
the scene. For a simple debug menu we use a cube. The menu cube is attached to one controller,
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and the user uses the other controller as a mouse to interact with the Imgui menu. The user swipes
on the controller's touchpad to rotate the menu cube. Figure 3.3 shows a 3D GUI using ImguiVR.

Figure 3.2 2D GUI using Imgui

Figure 3.3 3D GUI using ImguiVR
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3.3

Hierarchical Brain Atlas Structures

The brain atlas my system visualizes has a hierarchical structure. All the rendering techniques
and interactions need to be based on that structure. The system deals with multiple datasets, such
as surface data, 3D medical image, and neuronal connectivity data. The atlas hierarchical structure
is extracted and built from the surface dataset.
The surface data is from the AAL brain atlas (Tzourio-Mazoyer et al., 2002). Medical experts
manually segmented this human brain atlas and labeled 116 gray matter regions. Figure 1.1 shows
a 2D slice of the AAL brain atlas image. Each region in the AAL atlas has a numerical id and a
name. These ids and names are stored in a single .txt file. My system extracts the regions’
information and groups them into four hierarchical levels: brain level, hemisphere level, lobe level
and region level. Brain level is the highest and root level that consists of all regions. Region level
is the lowest level that distinguishes each entity by using region ids. Hemisphere level and lobe
level are grouped according to regions’ names. The region names can be split into a prefix and a
postfix by underscore character, e.g., Precentral_R. The prefix indicates the lobe to which the
region belongs, as shown in Figure. The postfix indicates the left or right hemisphere. Those names
that don’t have hemisphere indicators are assigned to the bilateral node. After grouping the regions
to different levels, we have the hierarchical structure shown in Figure 3.4. There are many software
packages that can help us segment atlas images and generate surface meshes. For my system, the
ITK-SNAP application(Yushkevich et al., 2006) was used to generate brain surface meshes.

Figure 3.4 Hierarchical brain atlas structure
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The system stores the pose data of every surface mesh. For further interaction with these
meshes, the basic idea is to let users to manipulate the poses. However, one challenge occurs here,
the system needs effective methods for users to interact. A wide variety of solutions are used in
animation or game industry to solve this kind of problem. In animation, the motion of a 3D
character model driven by a skeleton which has a similar hierarchical structures as our brain atlas
model. Animation and modeling software, such as Autodesk Maya, utilizes inverse kinematics
algorithms to make animations based on additional constraint and relation information. However,
the AAL atlas doesn’t provide similar relation data and it’s time consuming and user-unfriendly
for users to provide such information. By using VR controllers, my system allows users to interact
with hierarchical model in a flexible way. The details will be discussed in the next section.

Table 3.1 Names of regions (right column) and the lobes they are grouped into (left)
Temporal Lobe

Posterior Fossa
Insula and Cingulate Gyri
Frontal Lobe

Occipital Lobe

Parietal Lobe

Central Structures

Hippocampus, Parahippocampus,
Amygdata, Fusiform gyrus, Heschl gyrus,
Superior temporal gyrus, Temporal pole:
superior temporal gyrus, Middle temporal
gyrus, Temporal pole: middle temporal
gyrus, Inferior temporal gyrus
Cerebellum, Vermis, Medulla, Midbrain,
Pons
Insula, Cingulate gyrus (ant, mid, post)
Precentral gyrus, Superior frontal gyrus,
Middle frontal gyrus, Interior frontal gyrus,
Rolandic operculum, Supplementary motor
area, Olfactory cortex, Gyrus rectus,
Paracentral lobule
Calcarine fissure and surrounding cortex,
Cuneus, Lingual gyrus, Occipital lobe (sup.,
mid. And inf.)
Postcentral gyrus, Superior parietal gyrus,
Inferior partietal gyrus, Supramarginal
gyrus, Angular gyrus, Precuneus
Caudate nucleus, Putamen, Pallidum,
Thalamus

The main idea of the thesis is generating exploded views using two hand-held VR controllers.
CAD and CAM software often use static exploded views to showin model and assembly details.
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This system defines and creates dynamic exploded views based on the generated hierarchical
structures and user input.

3.4

Exploded Views Generation in VR

The popular consumer virtual reality devices nowadays, such as Oculus Rift and HTC Vive,
provide an immersive virtual environment and rich interactive systems. Although the device
tracking solutions are different, these VR systems all have a head-mounted HMD device and two
hand-held tracked controllers. In my work, the system uses HTC Vive as the VR system hardware.
On each controller, there is a touchpad and several buttons which we can assign interaction
functions in the software layer. Compared to the traditional PC input devices, such as mouse and
keyboard, the VR devices give developers much more input data for interaction. The application
can recognize gestures of controllers and sketches on the touchpad. These types of interactions are
widely used in applications for entertainment. Academic researchers also realized the power of
new AR/VR technologies, which can provide fully-immersion and spatial cognition to study
participants while they are performing experimental tasks. Commercial VR hardware and VR
development software and SDKs, such as OpenVR, Unreal Engine and Unity game engine, help
developers to implement their applications in a fast, efficient way. These systems and development
toolkits also bring researchers great convenience to integrate their works with VR environments.
The VR system provides improved 3D shape understanding and spatial navigation using
motion sensing controllers and head-mounted display. It’s natural to design interactions that map
users’ body motions to objects’ visual representation. In this work, the objects for exploring are
attached to the controllers. So the users can move and place objects just using hand-held controllers,
while the VR headset controls users' views. Although the Vive controllers provide several buttons
and touchpads for interactions, the basic interactions, such as scaling or rotating objects, are
designed to utilize the spatial relations of two controllers. This design and implementation makes
user interaction more straightforward and natural, so users will not need to learn unnatural user
interfaces.
As we discussed previously, requiring the users to individually position and rotate each atlas
object when generating exploded views can be time consuming and error-prone. This section will
show details of using VR controllers to generate parametric curves which are paths of exploded
views. The parametric curves the system generates are 3D Hermite splines (Farin, 2014). The
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parameters for creating Hermite splines are the positions and tangent vectors of the endpoints. In
VR systems, the application can get pose information from the two controllers which can be
processed to extract controllers’ position data and tangent vector data. Thus, the user creates and
manipulates the exploded views by just controlling two hand-held controllers. Different
combinations of gestures can create different explosion effects, such as linear explosions, leafing
explosions and fanning explosions.
3.4.1

Hand-held Motion Tracked Controllers

The OpenVR framework has functions which permit developers to get the pose matrices of
two VR controllers. We define M L and M R to represent the pose matrix for left controller and
right controller. The vector z is used for computing the position vector and r is used for
computing the tangent vector. In world coordinates, position vector p and tangent m for each
endpoint of Hermite spline can be computed:

z = [0, 0, 0,1]T ,
r = [1, 0, 0, 0]T ,
pleft = M left z ,
pright = M right z ,
mleft = M left r ,
mright = M right r.
In the HTC Vive system, multiple buttons and a touchpad on both controller can be utilized
for interaction. The trigger button is the most frequently used button usually for selecting and
confirming choices. To control and reparametrize the Hermite cubic curve, the system uses the
controller touchpad. It’s touch-sensitive and able to recognize clicking and gestures. The next
section will discuss the Hermite spline and how to reparametrize it.

22

Figure 3.5 HTC Vive controller and buttons

3.4.2

Hermite Cubic Curve

The Hermite spline (Farin, 2014) consists of two control points. It interpolates the curve
between two neighbor points. For two controllers’ endpoints and an interpolation parameter
u ∈ [0,1] , the equation s (u ) is given,

H 0 (u ) = 2u 3 − 3u 2 + 1,
H1 (u ) =u 3 − 2u 2 + u ,
H 2 (u ) =
−2u 3 + 3u 2 ,
) u3 − u 2 ,
H 3 (u=
s (u ) = pleft H 0 (u ) + mleft H1 (u ) + mright H 2 (u ) + pright H 3 (u ).
The s (u ) is the value of of the interpolated point in the curve, which is used to controll the
location of exploded object meshes. After that, we need to define the rotation matrices of the
meshes. But the current method is not capable of computing rotations well. The following parts
will describe how we define rotation matrices which orient meshes along the explosion curve.
3.4.3

Frenet Frame

Farin (2014) presented the Frenet frame, which is an orthogonal collection of basis vectors.
These basis vectors change positions along the spline while the interpolation parameter varies.
Farin’s approach computes the binormal vector B and the normal vector N using S(u) and unit
tangent T to the spline. The equations are given by,
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s '(u ) × s ''(u )
|| s '(u ) × s ''(u ) ||
N= B × T .

B=

But the normal vector and binormal vector do not behave in expected ways when the spline
becomes straight, and the magnitude of B decreases (Figure 3.6). Due to this problem, more
sophisticated techniques are needed for more stable results.

Figure 3.6 Hermite spline and basis vectors computed using the Frenet normal. The normal
vector may rotate when the spline is straight.

3.4.4

Quaternion Slerp Frame

One approach to solving the problem above is interpolating the rotations of two controllers.
The system can get the orientation information by converting the controllers’ transformation
matrices M left , M right to quaternions qleft , qright . The function Slerp (q0 , q1 , u ) is used to spherical
linear interpolate quaternions, the equation is given,

q0 sin((1 − u )θ ) + q1 sin(uθ )
sin(θ )
θ = arccos(q0 , q1 )

Slerp (q0 , q1 , u ) =

From the interpolation function, the application can get a rotation matrix using the value of
u. This matrix is defined as M. So, the final basis vector b is given by,
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b0 = T
, n [0,1, 0, 0]T
=
b1 Mn
=
b1 ' =b1 − (b1 ⋅ b0 )b0
b= b0 × b1 '
Unfortunately, another problem occurs when the endpoints' relative rotation angle is larger
than 180 degrees. The quaternion method computes the shortest path between controllers rotations.
As a result, there are sudden flips as the rotations pass through a 180-degree rotation. Figure 3.7
shows this behavior.

Figure 3.7 Spline and basis vectors computed with quaternion Slerp.

3.4.5

Rotation Minimizing Frame

To solve the unexpected problems that we discussed in Frenet and quaternion Slerp methods,
our system applies the rotation minimizing frame (Wang et al., 2008) to the Hermite spline. After
we have computed a rotation minimizing frame, the system can compute rotation matrices for
meshes on the curve. The rotation minimizing frame is broadly applied for path planning in
computer graphics related areas, such as animation, CAD/CAM, and robotics. In these areas, the
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drawbacks of the Frenet and quaternion methods would cause similar problems to those described
previously.
Wang et al. (2008) introduced the “double reflection” approach. For a discretized spline, it
builds a rotation minimizing normal vector iteratively. In this work, a continuous frame is
computed by linearly interpolating between adjacent discrete values. Computing the rotation
minimizing frame from one controller to the other will bring us a problem since the endpoint
controller orientation is not used during the computation. As Wang et al. suggest, the algorithm
computes the relative rotation angle between controllers first, then applies it when rotation
minimizing normal vectors are computed. Figure 3.8 shows us the curve and normal vectors
computed using this approach.
Compared to the initial quaternion approach, the rotation minimizing frame method solves
the problem of the curve vectors suddenly rotating 180 degrees. The rotation is between 0 degree
and 360 degrees. For the case that one controller keeps rotating and the curve is twisted, the system
stores how many full rotations the controllers have rotated relatively, then computes the total
rotation value. As a result, the rotation does not jump after 360 degrees. Figure 3.9 shows a twisted
curve, and its basis vector' rotation is computed correctly.

Figure 3.8 Generated curves using rotation minimizing frame and endpoint interpolation
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Figure 3.9 Rotation is interpolated correctly using the rotation minimizing frame

3.4.6

Curve Reparameterization

The system uses equation s (u ) to calculate the interpolated points’ data. In order to interact
with the curve points, we use a function v(u ) to compute spline parameters dynamically. Thus,
the new parameter of the cubic spline equation becomes,

v(u ) = w0 H1 (u ) + w1 H 2 (u ) + H 3 (u ).
The reparameterization process doesn’t modify the structure of curve. It adds one more layer
to compute the curve parameter. When =
w0 1,=
w1 1 , we can get that v(u ) = u . In this situation,
the curve will not be reparametrized. Value changing of w0 , w1 influences the mapping of
reparameterization. As shown in Figure 3.11, when w increases, the parametrization speed speeds
up. As the results, the meshes on the curve spread more apart.
In this work, the Vive controller touchpad is utilized to change the parameters of w0 , w1 .
Swiping gestures can be recognized to increase/decrease the speed of parameterization. The
reparameterization of the path curve would drive the meshes compact tightly at two endpoints, and
then spread out when parameters are changed. The reparameterization processing is visualized
using the basis vectors in Figure 3.10.
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Figure 3.10 Path curve and reparametrized basis vectors
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Figure 3.11 Some reparameterization functions when w0 , w1 ∈ [0,3]
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3.5

Brain Atlas Visualization

The brain atlas visualization in this system is based on OpenGL. The goal is to visualize the
multiple datasets efficiently and accurately. In this work, hybrid rendering solved the problems of
dealing with various datasets, and volume rendering technique can display the 3D volume image
on the exploded surface. The system is designed to render the surface meshes first. When the
meshes are exploded, the 3D medical image displays on the cutting surfaces using the ray-casting
technique. In the ray-casting technique, a concept called constructive solid geometry (CSG) is used
for rendering complex shapes using simple shapes and Boolean operations. This system uses the
same idea to render exploded slabs dynamically, and treat these slabs as CSG objects. Although
the ray-casting and creating lots of CSG shapes are expensive, in the later experiments, we found
that it can keep high real-time framerates for VR headsets using a high-performance workstation.
The ray-casting process of rendering CSG objects is similar to the volume rendering, which means
we can combine the two rendering techniques in the fragment shader. It brings us high efficiency
and flexible methods to deal with two different types of datasets (meshes and 3D images).
A single surface mesh can be exploded into several slabs. The way to explode the mesh is
like making a sliced bread. Two parallel infinite planes bound the surface mesh. Then the system
computes the fragments on the planes. For rendering multiple slices, the system draws several
meshes and using planes with different offsets to bound each slice. In OpenGL, we can use
instanced rendering technique to draw multiple copies of a single object by using a single draw
call - glDrawElementsInstanced(). To distinguish the slab and compute the plane offset, we can
use the built-in variable gl_InstanceID in the vertex shader. As shown in Figure 3.12, each instance
has its integer id from 0 to n-1, where n is the number of instances assigned to
glDrawElementsInstanced() function.

Figure 3.12 Multiple instances of a single mesh model
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Engel et al. (2004) introduced several conventional approaches to volume rendering. In this
work, a multiple rendering pass technique is used. For the meshes that we are rendering, the
process consists of two main passes.
In the first rendering pass, the shader renders the back-face of the mesh; it calculates the ray
endpoint's distance and stores the distance in a texture buffer. To ensure a correct ray-casting
process the first pass must get correct results. However, there is one problem that the instances of
one mesh may intersect each other. In order to avoid this complication, in this work we use layered
rendering. The main idea is to store the instances' individual results in layers of a layered texture
buffer. Besides this intersection problem, there is also another situation which needs to be
considered. Some shapes are concave, so the computed endpoints may not be the real back-face
endpoints. To solve this problem, the system sets depth comparison mode to "greater" to make
sure the updated endpoint is the farthest point.
In second rendering pass, the system renders the surface primitives using ray-casting in the
fragment shader. The fragment shader generates a ray from the front-face surface point to the backface endpoint. The back-face endpoint is computed in the first rendering pass and stored in a
layered texture. There are three typical situations of ray intersecting, as shown in Figure 3.13.

Figure 3.13 Three typical intersection cases in ray-casting process

In Figure 3.13, there are three situations when the shader computes the fragments. Ray A
doesn't intersect the slab, so the shader discards the fragment. Ray B intersects the planes. The
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shader gets fragment color from the 3D texture of MRI image, then updates the depth buffer. Ray
C intersects the surface mesh, and the intersection point is between two parallel planes. Thus, the
shader computes the surface fragment color using current lighting formulas. The Figure 3.14 shows
us the progress of instanced rendering and ray-casting results.

Figure 3.14 A gyrus surface mesh (left), the instances for later ray-casting process (center), the
final ray-casting results (right).
While doing the ray-casting to render CSG objects, we can also add some simple shapes
like cylinders to get effects of the focus and context approaches, as shown in Figure 3.15.

Figure 3.15 Using cylinders to replace the odd slabs to get a RibbonView effect.
The rendering approaches of this system are based on OpenGL, and can be easily be
implemented using other graphics APIs, such as D3D and Vulkan. Figure 3.16 and Figure 3.17
show the pseudocode of initialization process and rendering process.
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Figure 3.16 Pseudocode of initialization process

Figure 3.17 Pseudocode of initialization process
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3.6

Object Picking in Virtual Reality

One of this system's essential interactions is picking objects in virtual reality. It natural to
shoot a ray and point to the object that we want to pick. It is also the approach that most VR
applications develop. There are two challenges of designing picking process in this system. Firstly,
the results must be accurate because the atlas meshes have irregular shapes and an inaccurate
computing algorithm would bring us an unpleasant user experience. Secondly, the picking process
must be light-weight. The ray-casting rendering in virtual reality is already expensive. Considering
the performance, I need to keep the picking process as efficient as possible.
The solution in this work is to utilize one more rendering pass and a texture buffer. The
application initiates a texture buffer before the rendering. Instead of using the size of screen
viewport, the application uses small width and height number of 10 to create this tiny texture. Then
in the main rendering loop, the client sends the PV matrix from the cursor controller's point of
view to shaders. The fragment shader computes the color using region's ID. The atlas has 116
regions, so the application just uses the red color channel to map to IDs. When the user pulls the
controller's trigger and picks one object, the application reads the value of the central pixel in the
picking texture and computes the ID.

3.7

Neuronal Connectivity Visualization

The image data this work used for computing neuronal connectivity is from the
Neuroimaging Informatics Tools and Resources Clearinghouse (NITRC). It includes diffusionweighted MRI images for neuroimaging research. Using the method presented by Weldeselassie
et al. (2012), we can compute tensors representing the distribution of fiber directions. After that,
about 1,000,000 simulated fiber tracts were generated. Because this system segments the brain
atlas into 116 regions, it creates a connectivity matrix size of 116*116. Each value in this matrix
indicates the number of fibers connecting two regions.
After we get the connectivity matrix, our initial approach is using Hermite spline and line
rendering to show connectivity data from the matrix. The application also generates connectivity
matrices for different hierarchical levels. In the main rendering loop, the application goes through
the current hierarchical structure, then renders a Hermite curve when there is connectivity between
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two brain areas. The initial approach draws line primitives. Figure 3.18 shows this approach to
visualize the brain connectivity using line primitives.

Figure 3.18 Connectivity visualization using line primitives
The problem of this initial approach is that we cannot change single line's width to show the
value of connectivity, which means connectivity of value 1 and value 10000 draw the same curve.
To solve this problem, I used a 3D tube to represent fiber tracts instead of using lines. Figure 3.19
shows a single tube with 64 vertices and 96 triangles.
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Figure 3.19 A single tube object for drawing connectivity curve
The main advantage of using tube object is that the application can control the curve's radius,
transparency according to the connectivity value. Also, the normal vectors of the tube object make
it possible to render the curves with lighting applied.
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RESULTS

The whole system was implemented in C++, OpenGL and OpenVR. The HTC Vive is the
virtual reality hardware system. The application has been tested on two desktops that have different
hardware and performance. The first desktop has an Intel i7-3770 CPU and a Nvidia GTX 970
graphics card. It performs well when it renders the mesh surface meshes and connectivity. When
the application adds the ray-casting process, the framerates are lower than 60; users can notice the
lagging in VR. The bottleneck is the performance of the GTX 970 card. When I executed the
application on the second desktop which has a Nvidia GTX Titan X graphics card, it kept a high
framerate during the whole testing procedure.
The following sections will present the implemented application from the visualization and
interaction perspectives. Then we will discuss a simple user study based on this system.

4.1

Brain Atlas Visualization

The surface meshes are segmented from the AAL images. The system generated a total of
575460 triangles for all surface meshes. And a low-resolution version of meshes was also made
for low-performance machines. Utilizing the hierarchical structures built at the beginning of the
execution, the application colors the meshes depend on the current selected hierarchical level, as
shown in Figure 4.1.

Figure 4.1 Visualization of AAL atlas surface meshes in hemisphere level(left), lobe
level(center) and region level(right)
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In Figure 4.2, the application explodes left hemisphere and translates one slab so that we can
see the interior surface of the brain. In the different hierarchical level, users can select their wanted
regions and explode into slabs.

Figure 4.2 Brain meshes, and one slab exploded from left hemisphere
Figure 4.3 shows the horizontally exploded right hemisphere while two selected lobes are not
exploded into slabs. This effect can show the regions in the context of 3D MRI images.

Figure 4.3 Two selected unexploded lobes in the context of surrounding medical images
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One concern when using the hybrid rendering approachis the rendering efficiency. To avoid
virtual reality sickness, the application must keep high framerates (Zielinski et al, 2015). The
refresh rate of HTC Vive is 90 Hz. Thus, it’s better if the application can keep a high framerate
near or above 90 FPS. For some low-performance VR-ready machines, the application can also
choose to render the low-resolution meshes with a total of 77248 triangles. Figure 4.4 shows the
comparison of high-resolution meshes and low-resolution meshes.

Figure 4.4 High-resolution (right) and low resolution (left) meshes
The application has been tested on two machines. A brain and a selected exploded mesh were
rendered in the virtual reality environment. The rendering efficiency test results are shown in table
4.1. The two machines have been tested by executing the application:


Machine A: Intel i7-6800K CPU, Nvidia GTX Titan X 12GB GPU, 16GB RAM.



Machine B: Intel i7-3770 CPU, Nvidia GTX 970 4GB GPU, 8GB RAM.

Table 4.1 Render efficiency test results

0 exploded meshes
1 exploded region
1 exploded lobe
1 exploded hemisphere

Machine A
(high resolution)
1.82
4.62
5.74
11.0

Delta time per frame (ms)
Machine B
Machine B
(high resolution)
(low resolution)
2.46
1.52
3.81
1.81
10.37
5.24
28.67
14.76

39
4.2

Virtual Reality Application Interfaces

The interaction process mainly uses two VR controllers. Thus, the user interfaces were
designed for controllers and virtual reality environment. In this work, the user interfaces have three
parts. A 3D GUI, a group of static meshes for object selection, and a group of exploded meshes
above the controllers. Figure 4.5 shows common user interfaces from user's perspective.

Figure 4.5 Main user interface
A critical feature of this work is picking objects in natural and intuitive ways. A whole static
brain is placed in the scene for picking and unpicking. As shown in Figure 4.6, when the user uses
the right controller to point to a mesh, this pointed mesh scales up and down repeatedly in the
vertex shader. It helps the user to distinguish which mesh he/she is looking. Then pulling the
controller trigger performs the picking/unpicking actions. All the picked meshes are exploded
along the exploded views above controllers.
For virtual reality interactions, a set of 3D GUIs is necessary and helpful. It provides complex
menus and rich text and image information for interactions and debugging. In this work, this 3D
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GUI cube consists of four menus for different functionalities, such as debugging, views selection
(Axial, Sagittal or Coronal), exploding slabs, and modes selection.

Figure 4.6 The brain meshes for picking

Figure 4.7 3D GUI based on ImguiVR
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4.3

Virtual Reality Interaction

The former section introduced the interfaces of my virtual reality application. The interfaces
provide users tools, such as virtual reality GUI and controllers' buttons, to interact with meshes.
Moreover, users can generate and manipulate exploded views utilizing two controllers in very
short times. With the changing of controllers' poses, users can create many kinds of explosion
effects.
When the user keeps both controllers horizontally and separate them apart, the application
generates a linear exploded view (Figure 4.8). Sliding on the touchpad reparametrizes the curve,
the user can make meshes spread apart between two controllers, as shown in Figure 4.9.

Figure 4.8 Linear exploded view interaction
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Figure 4.9 Linear explosion of lobes
When the user tilts the controllers and makes the up direction of each controller points to the
outside of the user's body (Figure 4.10), the exploded path is an arc curve. It creates a leafing effect
that a group of meshes moves like pages of a book (Figure 4.11). The user also can explode meshes
into slabs, then leaf slabs like book pages (Figure 4.12).

Figure 4.10 Leafing interaction
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Figure 4.11 Leafing meshes on an arc explosion path

Figure 4.12 Leafing exploded slabs on the explosion curve
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The user also can leaf the hemispheres and bilateral horizontally by making two controllers
point toward each other, as shown in Figure 4.13.

Figure 4.13 Leafing hemispheres and bilateral
When the user separates controllers and rotates the controllers in different directions (Figure
4.14), it twists the exploded curve and creates a fanning effect. This interaction is like spreading
and holding a deck of cards using a single hand, as shown in Figure 4.15. It lets the user observe
the slabs in different rotation angles.
To give the user a clear view of each exploded slab, the application supports a popping out
mode. This mode pops out the slab which is closest to the middle point on the curve and rotates it
to get a billboarding effect, as shown in Figure 4.16.
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Figure 4.14 Fanning interaction

Figure 4.15 Fanning the exploded slabs
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Figure 4.16 Popping out a slab

4.4

Neuronal Connectivity Visualization

The visualization of brain atlas and creating exploded views are the foundations of this
system. Based on these foundations, I also integrated connectivity visualization to show the
relations of sections. I used a tube object as the base element to draw connectivity curves.
Each curve consists of 10 tube objects. For each curve, the application interpolates the source
region color and destination region color along the curve. As Figure 4.17 shown, the tube's color
changes progressively from blue to pink along the curve. This feature makes the user distinguish
the source and destination of a single connectivity curve.
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Figure 4.17 Connectivity curves on hemisphere level

Figure 4.18 Connectivity visualization on lobe level (left), for selected meshes (right).
Figure 4.18 and Figure 4.19 show several cases of my neuronal connectivity visualization
approach. The user can explore the connectivity on different hierarchical levels. The user also can
pick several brain areas then display the neuronal connectivity.
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Figure 4.19 Connectivity visualization on region level

Figure 4.20 Visualize all the connectivity data (left), visualize connectivity larger than 300
(right)
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The system maintains a user-controlled parameter to control the curve number. This
parameter represents the lower bound of valid neuronal connectivity value. The user can set a high
value and see major neuronal connectivity. The application also lets the user scale the radius of
curves as they want, because sometimes the curves are too thin to distinguish.
When we generate exploded views without connectivity visualization, the controller twisting
is not a pleasant feature. However, the twisted exploded views help us create graphs when we
integrate connectivity curves. Figure 4.21 shows a connectivity graph when meshes are exploded
along a twisted curve path.

Figure 4.21 Connectivity graph
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4.5

User Study

In this work, I also performed a simple user study to evaluate the interactions in virtual reality.
During the experiment, 20 participants with no neuroanatomy background from Purdue University
were asked to learn the brain lobes in different ways. The subjects were classified into two testing
groups. The control group was given a paper material with the instructions and images of brain
lobes. The test group used a particular tutorial version of this application to learn the brain lobes,
as shown in Figure 4.23. Both groups took a pre-survey and a post-survey of identifying the brain
lobes. The participants were also asked to rate their certainty on a 4-point scale, from “very unsure”
to “very sure”. Figure 4.22 shows a box plot of the gain of scores.
We can find that the VR application had a positive impact on test scores. Based on a onesample t-test of learning gain score
( µ 47%,
=
=
σ 57% ) we reject the null hypothesis that the VR
mode did not affect the gain score. A similar result can be drawn from the t-test on certainty. We
can get that VR tutorial increases certainty in test responses.

Figure 4.22 Box plot of score gain
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Figure 4.23 User interfaces of tutorial mode
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CONCLUSION AND FUTURE WORK

5.1

Conclusion

In this work, I present a brain atlas and neuronal connectivity visualization system with
virtual reality interactions. It visualizes brain meshes generated from the AAL atlas dataset and
displays 3D MRI medical data after exploding the surface mesh into slabs. The system also
provides an option to visualize the neuronal connectivity data to show the relations among the atlas
regions. Then it creates exploded views using Hermite Splines and virtual reality controllers. This
work visualizes multiple medical datasets very well using several rendering techniques. The virtual
reality interactions improve the user experience and let the user explore the brain atlas and medical
datasets in intuitive and productive ways.

5.2

Future Work

Firstly, it could be interesting to apply larger datasets than the brain atlas to this system. For
example, full body atlases may be well visualized and exploded using the rendering methods, and
virtual reality interaction approaches.
Secondly, there are additional optimizations needed for future development. The current
application doesn't suffer from significant performance problems. However, there could be issues
when we apply larger datasets or use multiple medical datasets. It's better to optimize the rendering
process for ray-casting and volume rendering.
Finally, future work could improve the user interface and user interaction. We cannot notice
a significant learning score improvement when users use VR version. More research must be done
to develop an application suitable for educational purposes.
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