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Abstract—Grid supportive (GS) modes integrated within dis-
tributed energy resources (DERs) can improve the frequency
response. However, synthesis of GS modes for guaranteed perfor-
mance is challenging. Moreover, a tool is needed to handle sophis-
ticated specifications from grid codes and protection relays. This
paper proposes a model predictive control (MPC)-based mode
synthesis methodology, which can accommodate the temporal
logic specifications (TLSs). The TLSs allow richer descriptions
of control specifications addressing both magnitude and time at
the same time. The proposed controller will compute a series of
Boolean control signals to synthesize the GS mode of DERs by
solving the MPC problem under the normal condition, where the
frequency response predicted by a reduced-order model satisfies
the defined specifications. Once a sizable disturbance is detected,
the pre-calculated signals are applied to the DERs. The proposed
synthesis methodology is verified on the full nonlinear model in
Simulink. A robust factor is imposed on the specifications to
compensate the response mismatch between the reduce-order
model and nonlinear model so that the nonlinear response
satisfies the required TLS.
I. INTRODUCTION
Microgrids have become an ideal solution for powering
remote locations [1]. Such microgrids are usually fed by
mixed sources of diesel generators (DGs) and distributed
energy resources (DERs) to reduce the cost [1]. Most DERs
are converter-interfaced and do not respond to frequency
excursions in the grid. Such characteristics of DERs can
severely degrade the performance of frequency response with
increasing penetration, leading to larger rate of change of
frequency and frequency excursion during the transient period
[2]. This could lead to a potential trip of any rotating machine
connected to the network, or possibly trigger unnecessary
frequency relays, in which case the system has adequate
capacity to attain a stable steady-state [3]. Currently, lots of
grid supportive (GS) modes have been integrated into the
converter active power control loops. Among all converter-
interfaced DERs, the wind turbine generators (WTGs) are
This manuscript has been authored by UT-Battelle, LLC, under contract
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preferred to be integrated with supportive functions due to
the large amount of available kinetic energy.
On the one hand, synthesis of such hybrid controllers to
achieve certain system performance specifications is a chal-
lenging task since most GS modes are feeding with only local
information and lack of grid dynamics awareness capacity.
This issue are tackled from two aspects. Refs. [3]–[6] employ
certain simplified models to estimate the frequency dynam-
ics, based on which the control are designed. Alternatively,
certain pre-event simulations are carried out to determine the
commitment of GS modes in [7], [8].
On the other hand, performance specifications in most
literature are only state-dependent. But the protection replays
of power system in real industry are designed based on states
and dwell time simultaneously. Most of the grid codes also
allow states to enter certain restricted regions, but the dwell
time should not be larger than a specified value. So, it is natural
to seek a tool that can specify time and region requirements
in control designs. The temporal logic specifications (TLSs)
allow richer descriptions of specifications including set, logic
and time-related properties. For example, to guarantee the
proper operation of microgrids, the speed deviation of the
synchronous generator should not exceed ±1.5 Hz for 0.1
second [9]. The pioneering work in [10] introduces the TLSs
for controller synthesis of energy storage systems, where the
frequency is requried to restore back to 60± 0.2 Hz within 2
seconds.
In this paper, inspired by both [4] and [7] and motived by the
introduction of TLSs [10], a model predictive control (MPC)-
based control synthesis methodology is proposed, which can
accommodate the TLSs. The controller is configured into
two levels including the scheduling level and the triggering
level. In the scheduling level, a series of Boolean control
signals are computed by solving the MPC problem, where
the frequency response predicted by a reduced-order model
satisfies the defined specifications under a given worse-case
contingency. In addition, the scheduling level will constantly
re-schedule the signal based on the operating condition and
varying specifications. The triggering level will measure the
frequency and detect whether a severe contingency close to
the worst case is happening. Once such a contingency is
detected, the scheduled signals are applied to the WTGs. The
performance will be guaranteed by the scheduling level if the
analytical model can precisely estimate the system behavior.
The overall configuration is analogous to the adaptive remedial
action scheme in [6].
The reminder of the paper is organized as follows. Section
II introduces preliminary knowledge about TLSs. Section III
introduces the models of microgrids with DGs and WTGs,
where the analytical models are derived. Section IV introduces
the MPC-based control synthesis methodology, including the
overall configuration, MPC formulation for the scheduling
level, and the results with nonlinear simulation verifications.
Conclusions and future works are discussed in Section V.
II. PRELIMINARIES ON TEMPORAL LOGIC SPECIFICATION
A temporal logic specification is built by combining the
atomic propositions (APs) using logical and temporal opera-
tors. An AP is a statement on the system variables that is either
true or false for some given value of the systems variables
[11]. For example, the statement “the grid frequency deviation
should never exceed 0.5 Hz” is an AP. The commonly used
logical operators are conjunction (∧), disjunction (∨), negation
(¬), implication (→), and equivalence (↔). The temporal
operators include eventually (♦), always (), and until (U ).
The TLSs can be categorized into two groups, that is, discrete-
time and continuous-time TLSs. For a discrete-time TLS,
timing intervals cannot be added with the temporal operators.
For example, ♦p for p = (y < 5) states the output y will be
eventually less than five without specifying when the condition
will be fulfilled. As a supplementary, a continuous-time TLS
can add the timing intervals like ♦[2,+]p for p = (y < 5),
which states the output y will be eventually less than five
after two seconds. In this paper, the continuous-time TLSs are
employed.
Considerable efforts have been devoted to control synthesis
for continuous-time TLSs. On the one hand, in [10], [12], the
temporal logic constraints are substituted into the optimization
objectives, leading to a unconstrained problem that can be
solved by some functional gradient descent algorithms. On
the other hand, the authors in [13] introduce an approach
using mixed-integer convex optimization to encode the TLSs
as constraints. First, the safe or unsafe sets are represented as
polyhedrons (by finite many hyperplanes). An AP like x ∈ P
can be formulated as a linear program. Second, some integer
variables are introduced to indicate whether the condition
holds or not. The if and else condition can be formulated in the
linear program using the big-M technique. Finally, the overall
problem becomes a mix-integer linear program (MILP). The
encoding procedure has been implemented in the toolbox
BluSTL [14], which is employed for problem conversion here.
The detailed procedure of encoding TLSs into MILP is out of
scope of this paper.
Fig. 1. Studied microgrid consisting of one DG and two WTGs.
III. MICROGRID MODELING WITH DGS AND WTGS
In this paper, a microgrid consisting of one DG and two
WTGs illustrated in Fig. 1 is considered. The modules of
DG and WTG are shown in Fig. 2 (a) and (b), respectively,
and implemented in Simulink. The main objective of this
section is to derive the augmented frequency response (AFR)
model illustrated in Fig. 2 (c), which describes the microgrid
frequency dynamics (considered equivalent to the speed of
DG) subjected to both disturbances and supports. Such models
have been shown to be crucial for frequency studies [15],
especially the input-output relation of WTGs from the GS
signal to the virtual angle [16] and active power variation
[17]. In this paper, the analytical model of AFR derived in
[17] is employed. For clear illustration, the derivations are
briefly repeated in this section with necessary modifications.
Definitions of well-known variables can be referred to [17]
and will be omitted here due to space limitations.
A. Diesel Generator and Its Analytical Model
A diesel generator (DG) is a combustion engine driven
synchronous generator. A complete model consisting of a two-
axis synchronous machine, combustion engine, governor, and
exciter shown in Fig. 2 (a) is implemented in Simulink for
simulation verification in Section IV-C. The governor, engine,
and swing dynamics shown in (1) are extracted to describe
the frequency characteristics of the diesel generator, which
has proved to be precise in many power system applications
[18]
2Hd∆ω˙d = f(∆Pm −∆Pe)
τd∆P˙m = −∆Pm +∆Pv
τg∆P˙v = −∆Pv −∆ωd/(fRD)
(1)
where wd, Pm, Pv are rotating speed, mechanical power, and
valve position, respectively.
B. Double Fed Induction Generator (DFIG)-Based WTG and
Its Analytical Model
The full nonlinear model of DFIG-based WTG is illustrated
in Fig. 2 (b). To derive its analytical model, two steps are
needed. First, the relevant modules within the WTG are
selected and their mathematical models are derived. Second,
the selective modal analysis (SMA)-based model reduction
method is applied to obtain a first-oder model [19], expressing
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Fig. 2. (a) Modules and their interactions of diesel generation. (b) Modules and their interactions of wind turbine generator. (c) Augmented frequency
response model.
the input-output relation from the GS signal to the active power
variation.
In the time scale of dynamic frequency response, the most
relevant modules in a WTG are the induction machine and its
speed regulator, that is, the rotor-side converter (RSC) control.
The dynamics of grid-side converter (GSC) are usually ten
times faster than that of RSC current loop for stability reasons
[20], and thus the GSC and corresponding controller can be
omitted.
The complete RSC controller is illustrated in Fig. 3, where
the output of each integrator is defined as a state of the
system. Then, the most relevant modules with respect to
frequency control in a WTG are defined by the following set
of differential-algebraic equations
ψ˙qs = ω(vqs −Rsiqs − ωsψds) (2)
ψ˙ds = ω(vds −Rsids + ωsψqs) (3)
ψ˙qr = ω[vqr −Rriqr − (ωs − ωr)ψdr] (4)
ψ˙dr = ω[vdr −Rridr + (ωs − ωr)ψqr ] (5)
ω˙r = 1/(2HT )(Tm − Te) (6)
ω˙∗f = ωc(ω
∗
r − ω
∗
f ) (7)
x˙1 = K
T
I (ω
∗
f − ωr + uie) (8)
x˙2 = K
Q
I (Q
∗
g −Qg) (9)
x˙3 = K
C
I (i
∗
qr − iqr) (10)
x˙4 = K
C
I (i
∗
dr − idr) (11)
0 = −ψqs + Lsiqs + Lmiqr (12)
0 = −ψds + Lsids + Lmidr (13)
0 = −ψqr + Lriqr + Lmiqs (14)
0 = −ψdr + Lridr + Lmids (15)
0 = Pg + (vqsiqs + vqsiqs) + (vqriqr + vqriqr) (16)
0 = Qg + (vqsids − vdsiqs) + (vqridr − vdriqr) (17)
0 = −vqr + x3 +K
C
P (i
∗
qr − iqr)
+ (ωs − ωr)(σLridr +
ΨsLm
Ls
)
(18)
0 = −vdr + x4 +K
C
P (i
∗
dr − idr)
− (ωs − ωr)σLriqr
(19)
Eq. (2)-(6) are the dynamics of the induction machine
in the synchronous dq reference frame [21], where Tm is
the mechanical torque in per unit and can be calculated
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Fig. 3. Field-oriented rotor-side converter control to regulate the rotor speed
of the DFIG-based WTG.
according to the widely-used wind turbine model in [19]. The
electromagnetic torque reads
Te =
Lm
Ls
(ψqsidr − ψdsiqr) (20)
The algebraic relations of flux linkages and electric power
are expressed in (12)-(17), where Ls = Lls + Lm and Lr =
Llr +Lm. All values are in per unit. The rotor-side variables
have been appropriately transferred to the stator side.
The dynamic model of the RSC control is given in (7)-(11).
The optimal speed is obtained from the maximum power point
curve approximated by the following polynomial [22]
ω∗r = −0.67× (ηPg)
2 + 1.42× (ηPg) + 0.51 (21)
for ωr ∈ [0.8, 1.2]. The variable η is the ratio between the base
of the induction machine and wind turbine. Other intermediate
variables are given as
i∗qr =
−LsT
∗
e
LmΨs
=
−Ls
LmΨs
[x1 +K
T
P (ω
∗
f − ωr + uie)]
i∗dr = x2 +K
Q
P (Q
∗
g −Qg)
(22)
The time scale of converter regulation compared to the fre-
quency response is small enough to be neglected such that
vqr = v
∗
qr and vdr = v
∗
dr. Then, the loop is closed by the
algebraic relations in (18)-(19), where σLr = Lr− (L
2
m)/Ls.
The variables uie and Q
∗
g are control inputs while vds and vqs
are terminal conditions.
To reach the AFR in Fig. 2 (c), the derivation of the selective
modal analysis (SMA)-based model reduction in [4], [17], [19]
is expressed. Define the state vector as
xw =
[
ψqs, ψds, ψqr , ψdr, ωr, ω
∗
f , x1, x2, x3, x4
]T
(23)
Linearizing Eqs. (2)-(19) about the equilibrium point given in
Section IV-C yields the state-space model as follows
∆x˙w = Asys∆xw +Bsysus
∆Pg = Csys∆xw +Dsysus
(24)
where ∆Pg is the active power variation of a WTG due to the
GS signal us. The dynamics of the WTG rotor speed ∆ωr is
considered as the most relevant state, while the other states
denoted as z(t) are less relevant. The most relevant dynamic
is described by [19]
∆ω˙r = A11∆ωr +A12z +Brus (25)
while the less relevant dynamics are
z˙ = A22z +A21∆ωr +Bzus (26)
and the output is
∆Pg = Cr∆ωr + Czz +Dsysus (27)
The solution of (26) can be represented as
z(t) = eA22(t−t0)z(t0) +
∫ t
t0
eA22(t−τ)A21∆ωr(τ)dτ
+
∫ t
t0
eA22(t−τ)Bzus(τ)dτ
(28)
The mode where ∆ωr has the highest participation is the most
relevant mode denoted by λr, and∆ωr(τ) can be expressed as
∆ωr(τ) = crvre
λrτ where vr is the corresponding eigenvector
and cr is an arbitrary constant [19]. Since the electrical
dynamics related to A22 are faster than the electro-mechanical
ones, the largest eigenvalue of A22 is much smaller than λr.
Thus, the natural response can be omitted. So, the first two
terms in (28) can be approximately calculated as [19]
eA22(t−t0)z(t0) +
∫ t
t0
eA22(t−τ)A21∆ωr(τ)dτ
≈ (λrI −A22)
−1A21∆ωr
(29)
Since a Boolean control is considered, us is constant. The
second integral in (28) can be computed as
∫ t
t0
eA22(t−τ)Bzusdτ = (−A22)
−1Bzus (30)
The response of the less relevant dynamics are expressed as
z ≈ (λrI −A22)
−1A21∆ωr + (−A22)
−1Bzus (31)
Substituting (31) into (25) and (27) yields the following
reduced first-order model
∆ω˙r = Ard∆ωr +Brdus
∆Pg = Crd∆ωr +Drdus
(32)
where
Ard = A11 +A12(λrI −A22)
−1A21
Crd = Cr + Cz(λrI −A22)
−1A21
Brd = Br +A12(−A22)
−1Bz
Drd = Dsys + Cz(−A22)
−1Bz
C. Augmented Frequency Response Model
Then, the AFR associated with the network in Fig. 1 can
be expressed as follows
2Hd∆ω˙d = f(∆Pm − kd∆Pd + kdw1∆Pg1 + kdw2∆Pg2)
τd∆P˙m = −∆Pm +∆Pv
τg∆P˙v = −∆Pv −∆ωd/(fRD)
∆ω˙r1 = Ard1∆ωr1 +Brd1us1
∆ω˙r2 = Ard2∆ωr2 +Brd2us2
(33)
where
∆Pg1 = Crd1∆ωr1 +Drd1us1
∆Pg2 = Crd2∆ωr2 +Drd2us2
(34)
Let Sd, Sw1 and Sw2 be the base of DG and WTG 1 and 2,
respectively. Then, kd = 1/Sd, kdw1 = Sw1/Sd, and kdw2 =
Sw2/Sd. The term ∆Pd is the worst-case contingency.
IV. MPC-BASED CONTROL SYNTHESIS WITH TEMPORAL
LOGIC SPECIFICATIONS
A. Overall Configuration
The overall configuration of the proposed control is illus-
trated in Fig. 4. The controller is configured into two levels,
that is, the scheduling level and the triggering level. In the
scheduling level, the grid operating status is acquired to update
the parameters of the AFR model. The required performance
specifications and up-to-date models are sent to the MPC-
based signal scheduling program. The signals are Boolean
with pre-specified magnitude. The signal scheduling problem
is formulated as a MILP. Then, the supportive signals for
WTGs can be pre-calculated under a worst-credit contingency.
The scheduled signals are sent to the triggering level, where
the frequency is measured and compared to a pre-defined
threshold to detect whether a severe contingency close to the
worst-case one is happening. Once the supportive function is
determined to be activated, a local clock is activated so that
the scheduled signals are synchronized with the real time. And
the synchronized signals are applied to the supplementary loop
of the WTGs. It is worth mentioning that the initial condition
in the MPC scheduling should be aligned with the threshold
setting.
B. MPC Formulation for Scheduling Level
Define the state and input vectors as
x = [∆ωd,∆Pm,∆Pv,∆ωr1,∆ωr2]
T
u = [us1, us2]
T
(35)
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Fig. 4. Overall configuration of synthesizing performance guaranteed
controller.
Then, the analytical model in (33) is discretized at a sample
time of ts and expressed compactly as follows
x(k + 1) = Adx(k) +Bd1u(k) +Bd2kd∆Pd (36)
Let the scheduling horizon be denoted as k ∈ T = [1, · · · , T ].
First, the frequency deviation should not exceed a certain limit
in any time, that is,
|x1(k)| ≤ ∆fd,lim ∀k ∈ T (37)
Since the kinetic energy of WTGs will be transferred to active
power to support the grid, the speed of WTGs will decrease
from nominal values. This deviation is also desired to be
limited for both WTGs
|xi(k)| ≤ ∆fw,lim ∀k ∈ T , i = 4, 5 (38)
The Boolean control signals for both WTGs can be presented
using the following constraints
usi(k) = bi(k)uC ∀k ∈ T , i = 1, 2 (39)
where bi is a binary variable indicating the status of the GS
mode of WTG i, and uC is the fixed magnitude of the inputs.
Finally, the frequency is required to satisfy the following TLS
ϕ to enhance the performance
x1(k)  ϕ ∀k ∈ T (40)
where
ϕ = [(|x1(k)| ≥ ∆fc)→ ♦[0,ta](|x1(k)| ≤ ∆fc)] (41)
The above TLS states that whenever the frequency deviation
is larger than ∆fc, then it should become less than ∆fc within
ta seconds.
The first objective is to minimize the control efforts. The
total control effort can be represented as the summation of all
binary variables as
CU =
2∑
i=1
T∑
k=1
bi(k) (42)
In addition, the switching between on and off of the supportive
modes should not be too frequent. Thus, a start-up cost is
added as follows
CSU =
2∑
i=1
T−1∑
k=2
bi(k)[1− bi(k − 1)] (43)
This nonlinear objective can be converted into a linear objec-
tive with constraints by introducing slack binary variable z as
follows
C′SU =
2∑
i=1
T−1∑
k=2
(bi(k)− zi(k)) (44)
and
zi(k) ≤ bi(k), zi(k) ≤ bi(k − 1)
zi(k) ≥ bi(k) + bi(k − 1)− 1 ∀k ∈ T , i = 1, 2
(45)
The scheduling problem can be summarized as follows
min w1CU + w2C
′
SU
s.t. ∀k ∈ T
x(k + 1) = Adx(k) +Bd1u(k) +Bd2kd∆Pd
|x1(k)| ≤ ∆fd,lim
|xi(k)| ≤ ∆fw,lim i = 4, 5
ui(k) = bi(k)uC i = 1, 2
zi(k) ≤ bi(k), zi(k) ≤ bi(k − 1) i = 1, 2
zi(k) ≥ bi(k) + bi(k − 1)− 1 i = 1, 2
x1(k)  ϕ
ϕ = [(|x1(k)| ≥ ∆fc)→ ♦[0,ta](|x1(k)| ≤ ∆fc)]
(46)
where w1 and w2 are positive weighing factors. The TLS can
be encoded into a MILP using the toolbox BluSTL [14]. Then,
the overall problem is converted into a MILP, written in the
format of Yalmip [23] and solved by efficient solvers Mosek
[24] and Gurobi.
C. Results and Simulation Verification
The rated powers of DG and WTG are assumed to be 2
MW and 1 MW, respectively. The operating conditions of the
WTGs and their corresponding first-order model are given as
follows
vwind = 10 [m/s], Pgi = 0.8, Qgi = 0, vdsi = 0, vqsi = 1
Ardi = −0.2771, Brdi = 2.5741, Crdi = 0.2550, Drdi = −2.3343
for i = 1, 2. The parameters associated with the DG are given
as follows
Hd = 4, τd = 0.1, τg = 0.5
The base and scaling factors are
Sd = 5 [MVA], Sw = 1.11 [MVA], kd = 0.2, kwd = 0.22
The parameters in the MILP are given as follows
ts = 0.02 [s], T = 4 [s], Pd = 0.7 [MW], w1 = 1, w2 = 10
∆fd,lim = 0.5 [Hz],∆fw,lim = 2 [Hz], uC = −0.05
fc = 0.45 + ε [Hz], ta = 1 [s]
Based on the given parameters, it is required that the frequency
deviation to be limited within 0.5 Hz. Moreover, whenever
the frequency deviation is larger than 0.45 Hz, it should be
restored back to 0.45 Hz within one second. Since there exists
certain mismatches between the AFR and the full nonlinear
model, the term ε is introduced to tighten the specification
such that the nonlinear response can satisfy the original
specification as well.
Three cases are considered. In the first case, the TLS is
removed. In the second case, the TLS is considered with the
compensating factor ε = 0. In the third case, the compensating
factor ε is set to be −0.015 Hz. The scheduled inputs of these
three cases are plotted in Fig. 5. The DG frequencies under
these cases from the AFR are shown in Fig. 6. As shown, with
more constraints, the WTGs are required to operate at the GS
mode for larger time durations. The responses from the AFR
model strictly satisfy all control specifications with minimum
control efforts required.
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Fig. 5. Scheduled control signals for WTGs. (a) Without TLS. (b) With
TLS. (c) With TLS and a robust margin.
The scheduled inputs of Case 2 and 3 are applied to the
nonlinear model. The corresponding frequencies of DG are
shown in Fig. 7. The DG frequency in Case 2 does not
satisfy the TLS. This is because of the error induced by
the model reduction of WTGs. The active power variations
associated with the support signals in Case 3 are shown
in Fig. 8. As shown, although the first-order models have
successfully captured the active power dynamics with good
accuracy, there are still mismatches in the response. These
tiny mismatches, however, falsify the TLS, the satisfaction
of which requires higher level precision. Thus, the response
mismatches need to be compensated. The most convenient
approach is to impose more strict specifications, that is, the
introduction of the robust factor ε, such that the output could
satisfy the original specifications at the cost of introducing
certain levels of conservatism. The red dash plot in Fig. 7
Fig. 6. Frequencies of DG under different cases simulated using the AFR
model.
indicates that this robust factor could generate a stronger
control effort so that the specifications are satisfied. It is also
worth mentioning that in the nonlinear verification, the TLS is
a bit conservative because the AFR model is not able to capture
the weak inertial responses from the DFIG-based WTGs.
Fig. 7. Frequencies of DG under different cases simulated using the full
nonlinear model in Simulink.
V. CONCLUSIONS AND FUTURE WORKS
In this paper, a MPC-based control synthesis methodology
is proposed that enables the realization of the TLSs. The
controller schedules ahead a series of Boolean control signals
to synthesize the GS mode of WTGs by solving the MPC
problem, where the frequency response predicted by the AFR
model satisfies the defined specifications under a worst-case
contingency. The proposed control is verified on the full
nonlinear model in Simulink. A robust factor is introduced to
compensate the model reduction error such that the nonlinear
response satisfies the TLS. The future work will be devoted to
the development of a hierarchical configuration for larger-scale
systems. Meanwhile, a systematic approach will be studied
to attain a good trade-off between error compensation and
conservatism.
-0.05
0
0.05
0.1
0.15
0.2
Ac
tiv
e 
Po
w
er
 V
ar
ia
tio
n 
(M
W
)
(a)
First-order model
Full nonlinear model
1 1.5 2 2.5 3 3.5 4
Time (s)
-0.05
0
0.05
0.1
0.15
0.2
Ac
tiv
e 
Po
w
er
 V
ar
ia
tio
n 
(M
W
)
(b)
First-order model
Full nonlinear model
Fig. 8. Active power variations from the first-order and full nonlinear
model. (a) WTG 1. (b) WTG 2.
VI. ACKNOWLEDGMENT
Research sponsored by the Laboratory Directed Research
and Development Program of Oak Ridge National Laboratory
(ORNL), managed by UT-Battelle, LLC for the U.S. Depart-
ment of Energy under Contract No. DE-AC05-00OR22725.
The United States Government retains and the publisher, by
accepting the article for publication, acknowledges that the
United States Government retains a non-exclusive, paidup,
irrevocable, world-wide license to publish or reproduce the
published form of this manuscript, or allow others to do so,
for United States Government purposes. The Department of
Energy will provide public access to these results of federally
sponsored research in accordance with the DOE Public Access
Plan (http://energy.gov/downloads/doe-public-access-plan).
REFERENCES
[1] R. Allen, D. Brutkoski, D. Farnsworth, and P. Larsen, “Sustainable en-
ergy solutions for rural alaska,” Lawrence Berkeley Nat. Lab., Berkeley,
CA, USA, Tech. Rep. LBNL-1005097, 2016.
[2] H. Pulgar-Painemal, Y. Wang, and H. Silva-Saravia, “On inertia dis-
tribution, inter-area oscillations and location of electronically-interfaced
resources,” IEEE Trans. Power Syst., vol. 33, no. 1, pp. 995–1003, 2018.
[3] S. Pulendran and J. E. Tate, “Energy storage system control for pre-
vention of transient under-frequency load shedding,” IEEE Trans. Smart
Grid, vol. 8, no. 2, pp. 927–936, 2017.
[4] Y. Zhang, K. Tomsovic, S. Djouadi, and H. Pulgar-Painemal, “Hybrid
controller for wind turbine generators to ensure adequate frequency
response in power networks,” IEEE J. Emerg. Sel. Topics Circuits Syst.,
vol. 7, no. 3, pp. 359–370, 2017.
[5] F. M. Uriarte, C. Smith, S. VanBroekhoven, and R. E. Hebner, “Micro-
grid ramp rates and the inertial stability margin,” IEEE Trans. Power
Syst., vol. 30, no. 6, pp. 3209–3216, 2015.
[6] M. D. Maram and N. Amjady, “Event-based remedial action scheme
against super-component contingencies to avert frequency and voltage
instabilities,” IET Gener. Transm. Distrib., vol. 8, no. 9, pp. 1591–1603,
2014.
[7] R. Bhana and T. J. Overbye, “The commitment of interruptible load
to ensure adequate system primary frequency response,” IEEE Trans.
Power Syst., vol. 31, no. 3, pp. 2055–2063, 2016.
[8] S. Wang and K. Tomsovic, “Quantitative control approach for wind
turbine generators to provide fast frequency response with guarantee
of rotor security,” in Proc. IEEE Power Energy Soc. Gen. Meet. (PES
GM), Washington D.C., USA, Aug. 2018, pp. 1–5.
[9] I. Xyngi and M. Popov, “Smart protection in dutch medium voltage
distributed generation systems,” in Proc. IEEE Power Energy Soc. Innov.
Smart Grid Technol. Conf. Europe (ISGT Europe), Gothenberg, Sweden,
2010, pp. 1–8.
[10] Z. Xu, A. Julius, and J. H. Chow, “Energy storage controller synthesis
for power systems with temporal logic specifications,” IEEE Syst. J.,
2017, early access.
[11] S. Karaman, R. G. Sanfelice, and E. Frazzoli, “Optimal control of mixed
logical dynamical systems with linear temporal logic specifications,” in
Proc. IEEE Conf. Decis. Control, Cancun, Mexico, 2008, pp. 2117–
2122.
[12] A. Winn and A. A. Julius, “Safety controller synthesis using human
generated trajectories,” IEEE Trans. Autom. Control, vol. 60, no. 6, pp.
1597–1610, 2015.
[13] V. Raman, A. Donze, M. Maasoumy, R. M. Murray, A. Sangiovanni-
Vincentelli, and S. A. Seshia, “Model predictive control with signal
temporal logic specifications,” in Proc. IEEE Conf. Decis. Control, Los
Angeles, USA, 2014, pp. 81–87.
[14] A. Donze´, V. Raman, G. Frehse, and M. Althoff, “Blustl: Controller syn-
thesis from signal temporal logic specifications.” in ARCH@ CPSWeek,
2015, pp. 160–168.
[15] Q. Shi, F. F. Li, and H. Cui, “Analytical method to aggregate multi-
machine SFR model with applications in power system dynamic stud-
ies,” IEEE Trans. Power Syst., 2018, early access.
[16] J. Hu, L. Sun, X. Yuan, S. Wang, and Y. Chi, “Modeling of type 3 wind
turbines with df/dt inertia control for system frequency response study,”
IEEE Trans. Power Syst., vol. 32, no. 4, pp. 2799–2809, 2017.
[17] Y. Zhang, A. Melin, S. M. Djouadi, M. M. Olama, and K. Tomsovic,
“Provision for guaranteed inertial response in diesel-wind systems via
model reference control,” IEEE Trans. Power Syst., 2018, early access.
[18] P. M. Anderson and M. Mirheydar, “A low-order system frequency
response model,” IEEE Trans. Power Syst., vol. 5, no. 3, pp. 720–729,
1990.
[19] H. A. Pulgar-Painemal, “Wind farm model for power system stability
analysis,” Ph.D. dissertation, Univ. of Illinois at Urbana-Champaign,
Champaign, IL, 2010.
[20] J. Ying, X. Yuan, J. Hu, and W. He, “Impact of inertia control of
DFIG-based WT on electromechanical oscillation damping of SG,” IEEE
Trans. Power Syst., 2018, early access.
[21] P. Krause, O. Wasynczuk, S. D. Sudhoff, and S. Pekarek, Analysis of
electric machinery and drive systems. Hoboken, New Jersey, USA:
John Wiley & Sons, 2013.
[22] F. Wilches-Bernal, J. H. Chow, and J. J. Sanchez-Gasca, “A fundamental
study of applying wind turbines for power system frequency control,”
IEEE Trans. Power Syst., vol. 31, no. 2, pp. 1496–1505, 2016.
[23] J. Lo¨fberg, “YALMIP: A toolbox for modeling and optimization in
MATLAB,” in Proc. IEEE CCA/ISIC/CACSD Conf., Taipei, Taiwan,
2004. [Online]. Available: http://users.isy.liu.se/johanl/yalmip/
[24] The MOSEK optimization toolbox for MATLAB manual. Version
7.1 (Revision 28), MOSEK ApS, 2015. [Online]. Available:
http://docs.mosek.com/7.1/toolbox/index.html
