The machining of complex parts typically involves a sequence of n operations on m machine tools. Conventional tolerance control specifies a fixed set point for each such operation and permissible variation about this set point to insure compliance with tolerance specifications. However, this approach may be inadequate for complex, low-volume, highvalue added parts. This paper introduces the concept of Sequential Tolerance Control (STC), an approach that uses real-time measurement information at the completion of a stage to exploit available space inside a dynamic feasible zone and reposition the set point for subsequent operations so as to optimize the production of an acceptable part. It is also demonstrated that the measurement information acquired during STC can be used to compensate for systematic variation such as tool wear. STC is then used in the context of an implicit enumeration approach to select an optimal subset of technological processes required to execute a process plan. Finally, a probabilistic approach to the problem of optimal selection of technological processes under conventional tolerance control is presented and the First Order Second Moment Method (FOSMM) is used to estimate yield.
Introduction: Interchangeability in mechanical assemblies and satisfactory functional aptitude of parts and products are only possible when component dimensions and other geometric features are produced inside prescribed tolerance zones. The drawing or print of a part translates the above requirement into a sketch of exact part geometry augmented by dimensional and geometric tolerance information; tolerance information specifies permissible deviations from perfect geometry. In machining, final specifications of a mechanical part are arrived at via a logical, chronological sequence of material removal operations. This sequence may involve several machine tools with each machine tool performing one or more material removal operations, under one or more distinct set-ups. During the processing of a complex part, design specification datums and manufacturing operations datums do not always coincide. This leads to the commonly encountered situation where, even under the best of manufacturing plans, a large subset of part specifications are satisfied by the combination of two or more manufactured dimensions. Knowing that the output of each manufacturing operation (dimension produced) x j will fall within a certain tolerance range is the set of design constraints (dimensions) and S i the subset of manufacturing operations which combine to produce constraint c i , the stack up problem can be formulated as follows. The problem of selecting the precision required of technological processes under a conventional tolerance control strategy is commonly known as the tolerance chart allocation problem. The problem has been treated in a number of publications ( [1] - [16] ). It remains the main tool used by process planners in industry to determine permissible variation, i.e., for the output x j of each manufacturing operation in the process plan so that design specifications c i are satisfied. The longevity of this tool is proof of its usefulness in the mass production of relatively low cost parts where a small percentage of defects can be tolerated. An example of this production strategy is depicted in Figure 1 (a). Variability limits around a fixed set point are determined for each manufacturing operation prior to the production run. At the completion of operation j, one of two outcomes is possible: The important characteristic of this strategy is that machine tool settings for operation j + 1 are the same for all parts which have satisfied operation j.
While this strategy is appropriate for the mass, batch or automated transfer line production of relatively low cycle time, low value-added workpieces, it presents serious problems for the machining of complex, low volume, high value-added parts. Typical workpieces include aircraft structural frames, aircraft engine components and housings, large combat vehicle parts, or high precision precious metal parts in jewelry or medical applications. A helicopter gear housing or gear, or a self-propelled gun turret part require large numbers of machining operations executed over several days. The primary objective in these instances is to maximize the quality and chance of producing a good part. A scrapped part towards the end of the manufacturing plan represents a large economic loss and delay. Conventional tolerance chart analysis in this case tries to satisfy the objective by specifying overly conservative bounds on the variability of each manufacturing operation relative to the initial fixed set point. Conservative bounds on variability, in turn, require more accuracy and precision from manufacturing equipment and greater control over every environmental or machine tool/tool/fixture related component of the error budget. This invariably leads to more financial expenditures, higher manufacturing costs and higher penalties in case of defects.
Figure 1. (a) Conventional Tolerance Control, (b) Sequential Tolerance Control
This paper outlines the development and technological implementation of an alternative approach to conventional tolerance control in these cases. It is based on the concept of Sequential Tolerance Control (STC) as the part moves through a sequence of n operations prescribed in the process plan. Its objective is to sequentially and selectively adjust the target point of machining operations to maximize final output quality.
This paper begins by using a simple example to illustrate the concept of STC. We then provide the details of the general methodology, the implementation for a specific test part, and some simulation results. Next, a methodology of STC with tool-wear correction is provided. Several tool-wear compensation strategies are then examined, and a practical implementation on a part and simulation results are presented. This is followed by an implicit enumeration procedure that incorporates the idea of STC.
This procedure is designed to solve the tolerance allocation problem by selecting a set of processes that results in an acceptable yield rate at minimum cost. The discussion includes numerical examples illustrating the implicit enumeration process. The implicit enumeration framework is also applicable when using conventional tolerance control, and the results obtained from STC are contrasted with those from conventional tolerance control.
Finally, an implicit enumeration procedure using conventional tolerance control and the First Order Second Moment Method (FOSMM) for system yield computation is presented. The procedure solves the tolerance allocation problem by selecting a set of processes that satisfy a yield constraint and minimize cost. The procedure is then applied to two tolerance chart allocation problems and yield computations using FOSMM are validated using Monte Carlo simulation.
Sequential Tolerance Control -Concept and Example: STC in machining was introduced by Fraticelli et al [17] while a related approach was studied by Duret [18] . The development presented here is due to Fraticelli et al [17] . It is predicated on the ability to obtain accurate measurements after one or more manufacturing operations have been carried out, and act to conserve or modify the set points or target values of the next operation(s) in order to maximize the probability of producing a good part. With the wide availability of contact coordinate measuring machines (CMMs), optical CMMs, machine-tool-mounted touchtrigger probes and other precision measurement equipment, the ability to acquire measurements on or off the shop floor has grown tremendously. For complex, high valueadded workpieces, frequent pauses for measurements at intermediate steps of the process plan are already a reality and do not constitute an additional constraint. What is proposed then is to make far better use of these measurements to effect the outcome of subsequent operation(s) and maximize the chance of success. The concept of adaptive control of tolerances over the set of machining operations prescribed in the process plan is illustrated in Figure 1 (b). The important characteristic of this approach is that after a measurement is acquired at the end of manufacturing operation j, an examination of the resulting feasible region for manufacturing operations j + 1, j + 2,…, n is carried out. A new set point is then computed for operations j + 1, j + 2,…, n so as to maximize the chance of success. The new set point is passed on to operation j + 1 which is then executed; measurement of the output of j + 1 is acquired and the process repeated until all operations are exhausted and manufacturing is complete. A simple example will illustrate the mechanics of this approach. 
. Manufacturing operations X 1 , X 2 , and X 3 are executed sequentially to satisfy these constraints. Each operation is shown as a vector between two parallel faces; the origin of the vector represents the surface used for location and the extremity of the vector indicates the surface generated by the operation. Note that the manufacturing plan is not very realistic and is used strictly to illustrate the concept. The relationship between dimensions for x 1 , x 2 , x 3 produced by the operations and the constraints c 1 , c 2 , and c 3 are given by the following system of equations: The proposed STC scheme would start with the same set point, but uses the result of operation j to find a new set point for operation j + 1. Figures 3-6 show several instances of the resulting feasible zone (plotted in a coordinate system where the origin is the first set point (2.250, 1.750, 1.250) t ) after execution of operation x 1 . Sequential Tolerance Control -Generalization and Solution: This section generalizes the adjustment procedure introduced in the previous section to address the process plan of a complex part. A complex part can be thought of as incorporating n design and process planning constraints n i c c c
along a particular direction, satisfied by the selective combination of n manufacturing operations producing manufactured dimensions. In general, the solution domain will be represented by the set of linear inequalities, The above formulation represents a feasible region enclosed by a convex polyhedral set. Since each constraint is bounded by an upper and lower bound, each constraint gives rise to a pair of parallel hyperplanes separated by a distance equal to the tolerance range of the constraint. In addition, the vast majority of coefficients ij a will be such that
thus, the feasible region is some sort of "skewed" hypercube delineated by hyperplanes that are parallel to or at 45 degrees to the coordinate axes. Prior to machining, the target point of all machining operations is set at the center of this original feasible region. This point represents the location inside the feasible region that will allow the greatest degree of variability of planned machining operations. After the first operation X 1 is executed, the dimension produced by this operation is inspected and its value 1 1x x = can be substituted into constraint set (2) . This is equivalent to slicing the original feasible region by a plane orthogonal to direction X 1 at the realized value. If the intersection is not empty, it will represent the new feasible region for the n − 1 remaining operations. As illustrated in the previous examples, the original set point is not necessarily the best location for the n − 1 remaining operations. The task of finding a new target point that maximizes the chance of success is the first problem to be solved. One possible approach is to fit the largest possible (n − 1)-dimensional sphere inside the new feasible region. By fitting the largest sphere into the feasible region, each subsequent machining operation is guaranteed a tolerance range at least as wide as the diameter of the sphere. Toward this end, suppose that we want to find the largest sphere that can be inscribed in a polyhedral set defined by c Ax ≤ . Let the ith constraint of this system be i i c ≤ x a and note that this constraint forms part of the boundary of the feasible region as in Figure 7 . The point on the boundary of the inscribed circle that is closest to the ith constraint can be defined in terms of the gradient of the constraint i a , the circle center Let r max be the optimal objective value associated with this problem. In cases where the sphere of maximum radius occurs at a unique location, the target value of the next machining operation will be associated with the center of the sphere. However, in many feasible regions, the largest sphere can be fitted into one of many possible locations. This indicates that the maximum allocation of future tolerances can be achieved by several different target values. In these cases, it may be desirable to aim for the midpoint of the extreme target values. This maximizes the probability of producing an actual cut that falls within the region of maximum tolerances.
To determine the extreme target values for a particular coordinate direction, say x j , we simply minimize and maximize the corresponding component y j of the center while maintaining r = r max in formulation (3) (See Figure 8 ). This can be done in a straightforward manner by solving two linear programming problems: Let us now summarize the proposed adaptive method of sequentially calculating target values for n successive machining operations. The process begins by initially setting operation X 1 at its nominal value. After the first cut is made, the variable corresponding to the first machining operation is set equal to the value that was actually produced, that is . Then the target value of the kth operation is found as follows.
First, find the radius of the largest sphere that can be inscribed in the feasible region, which has now been reduce to n − k + 1 dimensions. This is done by solving the linear programming problem: Sequential Tolerance Control -Implementation: The previously described strategy was coded in FORTRAN and embedded in a larger simulation module designed to run conventional and sequential tolerance control approaches side by side. The manufacturing operations prescribed in the process plan are executed in the chronological order given by the plan. To execute a given manufacturing operation, the simulation module starts by generating a random deviate from a given density function. The random deviate is applied to the fixed target of the conventional tolerance control procedure to simulate variability of the executed operation; the same random deviate is applied to the adjusted set point of the sequential strategy for the same purpose. For each processed part, and for each tolerance control procedure, the simulation module keeps track of all constraints which are violated for a direct evaluation of the ability of STC to exploit available space inside a dynamic feasible zone and maximize the chance of success.
A cast steel drive hub (Eary and Johnson [2] ) was chosen as a test part. This part and its process plan are shown in Figure 9 and Table 1 , respectively. The tolerance control procedures are applied to the seven (7) axial design constraints shown on the drawing (five of these constraints link the six parallel surfaces of the part; two additional constraints result from the hardening requirement of 010 . 0 015 . 0 ± at each end). This part presents several interesting characteristics for tolerance control. It involves three distinct machining processes (turning, milling, and grinding) with six distinct set-ups or datum surfaces. While machine tools create real surfaces, the heat treating operation produces an imaginary surface representing the depth of the hardened case. These operations combine in such a manner that five out of the seven axial design constraints are satisfied by subsets of two or three operations and their corresponding tolerance stack up. Incoming raw material shape has an overall length of 010 . 0 000 . 2 ± and the process plan calls for removal of 0.030 at each end by facing operations, leaving 0.010 at each end again for removal by grinding operations. Other manufacturing operations cut directly into the stock. Figure 10 shows a convenient graphical representation of constraints and manufacturing operations used to satisfy these constraints. The system of equations controlling compliance with the constraints is easily derived by inspection of the constraint and manufacturing graphs. The constraint graph shows explicit process planning and design constraints between pairs of parallel surfaces for easy visualization of objectives to be satisfied. The manufacturing graph shows the chronological execution of manufacturing operations 10 ,...,
, where each operation x i is represented by a vector. The origin of the vector represents the datum or locating surface and the tip of the vector points to the surface generated by the tool. As an example, the subset of operations combining to satisfy constraint c 3-4 which controls hardened depth on the left hand side are determined as follows: first, locate surfaces 3 and 4 on the manufacturing graph; next find the shortest path, riding manufacturing operation vectors, which relates surface 3 to surface 4; by inspection, this path goes right along x 9 to node 11, then left along x 2 to node 2 and finally right along x 7 to node 4; keeping track of the directions traveled allows the pair of planes generated by constraint c [3] [4] to be written as 
The comparative evaluation of the two strategies by way of simulation was implemented as follows: (a) The initial simulation run was carried out using the original set point solution to the conventional tolerance control problem. The reader will easily verify that set point 10 ,..., 1 , = i x i and permissible variability 10 ,..., 1 , = δ i x i given by the vector below constitute a feasible (and optimal in this case) solution to the conventional tolerance control problem. With the target points for each operation given by the values above, and variability of each executed operation confined to permissible variation
given above, both control strategies should produce no defective parts and the sequential control strategy need not make any set point adjustments. This initial run at the above conditions is then a good check on the validity of the simulation code. Random deviates for this and subsequent simulation runs were sampled from uniform distributions with range equal to
. This choice is appropriate in the absence of factual information regarding the distribution of each x i . Each run simulated the production of 50 parts.
(b) Subsequent simulation runs were designed to test the ability of STC to exploit available space inside the feasible zone and optimize production of good parts. This ability was evaluated by systematically increasing the ranges i x δ ± by 10%, 20%, 30%, 40% and 50% above initial values in (a) which guarantee 0% defects. These increments would force conventional tolerance control to produce more and more defects and test the ability of STC to absorb and compensate for this increased lack of precision. Note that constraints c 3-10 and c [5] [6] are satisfied directly by operations x 10 and x 5 , respectively, with no stack up. So x 10 and x 5 were not candidates for increased variability in the test since they are already using their full tolerance range and STC would have no means of compensating for additional increase in the ranges of these two operations.
Sequential Tolerance Control -Simulation Results: Figure 11 shows a plot of simulation results. The graph shows the number of defects under conventional and sequential control as the tolerance ranges of seven of the ten operations are incrementally made worse. The graph clearly shows the ability of STC to absorb some of the deterioration in precision of the process. As the variability range of operations increases by 30% above initial conventional values, STC performs five times better than conventional control; when the range of permissible variability deteriorates to 50% above initial values, sequential control still manages to perform three times better than conventional control. Where STC could not compensate, the amount by which the specification was violated was invariably smaller than the corresponding conventional control case. This is due to the dynamic set point centering at the basis of the procedure. Note also that sampling from uniform distributions constitutes, in effect, worst case conditions for the evaluation. The number of defects generated by both methods would be expected to be less had we sampled from distributions with decreasing probabilities for extreme values at the tails.
Figure 11. Simulation Results
The previous evaluation solved the "mechanics" problem of the procedure and clearly demonstrated its potential. It proceeded on the basis of measurements and set point adjustments after each chronological operation of the process plan. In general, measurement and set point adjustment after each distinct operation in the process plan would probably not be necessary and run the risk of being too disruptive of the manufacturing sequence. Any process plan must take advantage of associations of operations when they are compatible with a single set up, machine tool kinematics and tool holding capacity. Some associations under the same set-up are imposed by the nature and tightness of tolerances, and any break in the set-up would seriously compromise the ability to satisfy these tolerances due to fixturing uncertainty. Every process plan, however, has "natural" breaks in the sequence when a new datum system is called for or when the part moves to the next machine tool or process. These natural breaks in the process are certainly good candidates for evaluation of the resultant feasible zone and new set point adjustment. They must, however, be considered together with the magnitude of the tolerance zone for each constraint, the coefficients of each constraint, the chronological order in which constraints are satisfied, the degree to which the constraint set can be decomposed into disjoint blocks as well as the relative cost of each additional measurement break and set point adjustment.
Tool-Wear Compensation Using STC: Random variation, however, is not the only disturbance that affects a process. Cutting tools do wear with time and the gradual loss of cutting tool material introduces a systematic error component in the output of a machining operation. This systematic variation is often assumed to be a linear function of time. (See, for example, [19] - [26] ). Our own experiments (See Figures 12 and 13) , with simple facing and plunge cuts on steel workpieces using a steel cutting grade of carbide, clearly show a linear temporal drift of the manufactured dimensions. It is thus assumed that variation caused by non-repeatable (random) errors and tool wear can be adequately modeled by a momentary density function with constant variance and a mean that drifts linearly with time (or number of workpieces). Since STC is predicated on the ability to acquire information on the output of prior operations to adjust the set point of subsequent operations, Fraticelli et al [27] proposed using the acquired information to compensate for both random and systematic (tool wear) variation where appropriate. Compensation for drift due to tool wear would require no additional measurements or adjustments, and the additional computational time would be insignificant. The development presented here is based on Fraticelli et al [27] .
The concept of STC with tool-wear correction is illustrated in Figure 14 . The basic procedure of deriving a set point based upon actual process outputs is the STC procedure previously outlined. That is, given that operation j has been completed and measured, the adjusted set point, o 2 , for operation j + 1 is computed using formulations (4) and (5) . At this point, however, the deviations for operation j + 1 in the previously produced parts are examined for a systematic trend. If it is inferred that a trend exists, a correction factor, equal to the projected deviation for operation j +1 in the current part, is calculated. A corrected set point, o 2 ′, which reflects the anticipated effect of tool wear, is obtained by subtracting the correction factor from o 2 . In summary, set point o 2 remains the most desirable point in the feasible region, but the effect of tool wear will likely move the realized value away from this point. In order to move the realized value to location o 2 , set point o 2 ′ is the new target. If the effect of tool wear is close to its anticipated value, the mean process output will occur near o 2 . This concept can best be understood with a simple example. Consider again the hypothetical part in Figure 2 in which the relationship between dimensions x 1 , x 2 , x 3 and the constraints c 1 , c 2 , and c 3 is given in (1) . As noted earlier, the conventional approach would select the fixed set point (x 1 3 . Suppose, however, that it was inferred that the effect of tool wear would cause a deviation in the negative direction of 0.0011 from the target value of operation 2. Then, setting the target to o 2 would most likely move the mean value to d, which is close to the border of the feasible space. Therefore, in order to move the produced mean to the value of o 2 , the target value would probably be set equal to o 2 ′. If the actual effect of tool wear is close to the anticipated value, then the actual set point would be fairly well-centered in the feasible region, so that it could best compensate for the random deviation in operations 2 and 3. . Note that during the production of the first several parts, random deviations could occur in such a way that inferences about the actual effect of tool wear are unclear or even inaccurate. For this reason, although information about process outputs is stored for the first several parts, correction factors are not immediately applied. The number of parts to produce before applying the correction factor should be determined by the process planner.
Although the values of dev ij give an accurate representation of the deviation from the target value for the parts that are produced before a correction factor is applied, they do not reveal any systematic variations from the target value once a correction factor has been applied. Consider, for example, that the effect of tool wear has caused the output of operation i to be systematically larger than its target value for the first j -1 parts produced without applying a correction factor. If an accurate correction factor is used for operation i on part j, the correction factor, ∆ ij , will infer and compensate for the systematic deviation due to tool wear. If ∆ ij completely compensates for the effect of tool wear, then dev ij will be equal to the random deviation only. If this value, dev ij , were used to infer a tool-wear trend for future parts, it would appear that no effect of tool wear was present. In effect, the accuracy of the correction factors, ∆ ij , would actually prevent accurate corrections in future parts. In order to avoid this problem, the value dev ij + ∆ ij is recorded as the deviation to be analyzed for a toolwear trend. This value is equal to the deviation that would have occurred if no correction factor had been applied. It is precisely this deviation that reflects the true effect of tool wear.
The first proposed correction strategy calculates the least-squares linear regression line for the deviations for operation i for all previous parts. The correction factor is determined by extrapolating the linear regression line to the next part and noting the forecasted deviation. This forecasted deviation is used as the correction factor when a Type I error associated with the regression line is smaller than a prescribed value, p. If the Type I error is larger than p, the correction factor is set equal to zero. That is, only when the slope of the regression line is found to be significantly different from zero is the correction factor applied. This prevents unnecessary corrections for tool wear if a trend in previous deviations is not clear. Given the slope, β i1 , and the intercept, β i0 , of the regression line calculated based on the deviations of the first l -1 parts, the tool-wear correction factor for operation i on the current part number, l, is given by.
The second strategy, known as the slope approximation strategy, is a simplification of the regression concept. The tool-wear regression line should theoretically have an intercept of zero, since the tool is assumed to be new at the start of production, indicating no effect due to tool wear. In addition, it can be assumed that the effect of tool wear would produce the average deviation value halfway through the production. Therefore, in the slope approximation approach, the intercept of the regression line is set equal to zero, and the slope is set equal to the average deviation divided by half of the number of parts produced to that time. Using the same notation as in the linear regression model, the intercept, β i0 , is set equal to zero. The slope, β i1 , is equal to In order to contrast these correction methods, a simple illustration is provided. Given that a total of nine parts have been produced, with part number 10 ready to start operation i. The deviations, dev ij , for operation i with j = 1,2,...,9 are displayed graphically in Figure 16 . Note that these deviations are purely illustrative and are not to scale. The linear regression method would use the method of least-squares to determine a line with slope of 1.25 and an intercept of -1.36 units, indicating that the effect of tool wear for part 10 would be 11.14 units. The slope approximation method gives a slope of 1.086, indicating that the anticipated effect of tool wear for part 10 would be 10.86 units. 
Implementation of Tool-Wear Compensation:
In order to evaluate the performance of the two correction methods, each of the correction factors was simulated on the production of a cast steel drive hub. The simulation module, coded in FORTRAN, included a section that performed STC by solving the linear programming formulations (4) and (5), and another section simulated the effect of tool wear and storage of the process deviations. In addition, a section was added to compute and apply correction factors provided by each alternative. The manufacturing operations prescribed in the process plan were executed in the chronological order given by the plan. To execute a given manufacturing operation, the simulation module generates a random deviate from a uniform density function with a mean that drifts over time by a preset amount. Note that the selection of the uniform density function constitutes, in effect, a worst case scenario for the random deviates. The module computes the effect of tool wear as an incremental increase for each part produced. The same random deviate and tool wear component are then applied to the corresponding part produced by each of the studied correction methods. For each operation of each processed part, the simulation module tracked all constraints that are violated, and the total number of rejected parts was calculated for each of the correction factors.
The cast steel drive hub (Eary and Johnson [2] ) shown in Figure 9 was again chosen as a test part. Recall that the constraints defining the problem are given in (6) and (7). These constraints were read into the simulation module from an input file.
It should be noted that the random variation of the simulated processes is smaller than the ideal variability that guarantees 100% acceptance in the non-tool-wear problem. In the simulation, the relationship between these quantities is represented by γ, the ratio between the simulated and ideal variability ranges. Additionally, over the entire length of production, the process mean is set to drift by a set multiple, D t , of the range of the random deviations. That is, the mean value of the deviation was centered at zero for the first part, indicating that tool wear has not affected the output. For each part after that, however, the mean deviation shifted linearly until the mean for the last part is located at D t times the range of random deviations. The combined effect of tool wear and random variation is simulated by shifting the process mean linearly over time and by then applying a random component to the deviation. This concept is illustrated in Figure 17 . In the figure, the value of γ is equal 0.375, indicating that the range of the random deviations is equal to three-eighths of the ideal variability range used in the non-tool-wear problem. When the process begins, the range of deviations is centered at zero, but by the end of production, the effect of tool wear has caused this range to shift. Note that the drift is most significant when D t is equal to 2 and 1.5, since there is no possibility that the same total process deviation can be generated at the start and end of production. As D t decreases below 1, however, it is possible to have the same total deviations throughout production, indicating that the effect of tool wear is much less pronounced.
Figure 17. Ranges of Random Deviations
A summary of trial conditions is given in Table 2 . Note that for each method, each of the four values of D t is simulated with each of the seven values of γ, for a total of 28 runs. For each of these runs, a total of five trials were performed, where each trial simulated the production of 50 parts. After these trials were evaluated, a subsequent run was performed in which the best correction factor was applied to the traditional tolerance control method for comparative purposes. Table 3 , which shows the average number of rejects (out of 50 parts produced) for each of the 28 combinations of D t and γ. Uncorrected STC performs dramatically worse than any of the corrected methods. The large number of defects for the uncorrected method demonstrates the inability of STC alone to compensate for drift. It is believed that the addition of a deterministic component of variation reduces the ability of the sequential method to re-center the process mean to a central portion of the feasible region, since re-centering can be nullified by the effect of tool wear. The adjusted set point may even prove worse than the traditional set point, if the adjustment combines with tool wear in an undesirable direction.
Since a correction factor for tool wear is clearly warranted, the focus now turns to which of the correction factors performs best. When γ is less than or equal to 0.5, the three methods completely correct for the effect of drift, producing no defective parts in any trial. For γ = 0.625 and γ = 0.75, the slope approximation method produces the smallest number of defective parts for each of the D t values. The only case in which the slope approximation method does not consistently out-perform the two linear regression methods is when γ = 1.0.
In this case, the three methods provide very similar results, with slope approximation producing the fewest defectives for three of the four D t . values. In summary, slope approximation produces the smallest number of rejected parts in 27 of the 28 simulation runs. For this reason, it appears that a correction factor for tool wear is most appropriately determined by the slope approximation method.
A simulation was then performed to evaluate how this correction factor worked in conjunction with traditional tolerance control. These results are also displayed in Table 3 . The slope approximation correction factor also performs well on the traditional method. For cases where γ is less than one, the traditional and sequential methods produce an equal number of defective parts. When the value of γ is increased to one, however, the sequential method out-performs the traditional method. With D t equal to 2, 1.5, 1, and 0.5, the sequential method reduces the number of defective parts by 34.3%, 29.0%, 33.3%, and 35.8%, respectively, from the number produced by the traditional method. This trend is not surprising, though, since the correction factor deals with the deterministic variation. If this deterministic variation could be totally eliminated, the random deviation of the process would always be centered at zero, indicating that neither traditional nor sequential tolerance control should produce defective parts when γ is less than one. When systematic variation combines with less precise processes, however, the advantage of STC becomes clear. It therefore seems clear that when the effect of tool wear is present, the optimal policy is to employ STC with slope approximation correction factors.
Implicit Enumeration Approach to Tolerance Allocation in STC:
One of the main activities performed by process planning in discrete parts manufacturing involves the development of a logical and chronological sequence of metal removal operations. These operations are designed to transform a raw material shape into a finished material shape compatible with the specified design dimensioning and tolerancing scheme. Execution of this sequence of operations results in the simultaneous or sequential creation of surfaces with associated measurable manufactured dimensions and tolerances. Each design dimensioning and tolerancing constraint is ultimately satisfied at a level dependent on the accuracy and precision of a particular subset of measurable manufactured dimensions. The accuracy and precision of a manufactured dimension is in turn dependent to a large extent on the accuracy and precision of the technological means or processes selected for its execution. A technological process in this context includes the machine tool, cutting tool, fixture, and all other human and environmental conditions prevailing during execution of the operation. It is not unusual for process planners to have available several competing technological processes for execution of each manufacturing operation specified in the process plan. Each candidate process offers a particular level of precision (tolerance range) and associated cost. Selection of an appropriate subset of technological processes to execute the set of manufacturing operations prescribed in a process plan is an important process planning activity. This selection is often constrained by considerations of process cost and yield subject to the generally accepted notion that as the precision of the technological process improves, the associated cost and yield of the operation increase. This paper presents an implicit enumeration approach to the selection of an optimum subset of technological processes required to execute a process plan under a sequential (or adaptive) tolerance control strategy.
As mentioned earlier, selection of the precision required of technological processes under a conventional tolerance control strategy is commonly known as the tolerance chart allocation problem ([1] - [16] ). The tolerance allocation (synthesis) problem in design has also been treated extensively in the literature both deterministically and stochastically ([28] - [50] ). Of particular interest is the paper by Lee and Woo [48] that develops an implicit enumeration approach to the allocation of discrete tolerances for a design problem. The formulation is a nonlinear 0-1 integer programming problem which seeks to minimize cost subject to constraints on the individual yield of each functional requirement. This formulation avoids the difficult task of computing the true yield in the presence of non-independent functional requirements and the algorithm returns an optimum solution with the knowledge that each individual functional requirement is independently satisfied with at least a given probability.
A similar difficulty is encountered in our attempt to treat tolerance allocation under STC. Whereas conventional tolerance control uses the nominal value from design specifications as the target value for each operation, STC uses measurement information acquired at the completion of operation j to selectively adjust the set point of the remaining (n -j) operations in the sequence. Wheeler et al [51] developed an implicit enumeration optimization strategy that uses simulation to compute the yield of the overall sequence given stochastic and dynamic adjustment conditions prevailing under STC. The methodology presented here is due to Wheeler et al [51] .
Consider the problem of selecting an optimal set of processes when several candidate processes are available for each required operation of the process plan. An explicit enumeration of all possible combinations is an obvious way to proceed. However, for a typical part with 9 operations and 4 candidate processes per operation, yield computations will require 4 9 = 262,144 possible process combinations to be simulated. A more efficient method than total enumeration is therefore desirable, and such a method is described below.
The mechanics of such a search will be demonstrated by considering the processing of a small part. Suppose that 3 operations are required to produce the part, and each operation has 4 processes from which to choose. The processes for each operation are numbered from 0 to 3. Process 0 will be the most precise and therefore the most expensive process while process 3 will be the least precise and least expensive process. Let the triplet (i j k) indicate that process i is used for operation 1, process j for operation 2, and process k for operation 3.
The search for the optimal process combination is made more efficient by organizing process combinations into a tree that exploits the monotone decreasing operating cost as the process precision deteriorates. In addition, the monotone decreasing probability of producing an acceptable part as a function of deteriorating process precision can also be exploited. The tree for this example is shown in Figure 18 .
Note that the tree has the same number of levels as there are operations to perform. Each node in the tree will be designated by a triplet using the notation described above. Nodes for the first level are obtained by fixing the most precise process for operations 2 and 3 while increasing the process choice for operation 1. There will be 4 level-1 nodes, one node for each process for operation 1. The children of a level-1 node can be obtained by fixing processes for operations 1 and 3 from the parent while assigning a process for operation 2 to each child. Each node at the first level will have 4 children since operation 2 has four processes to choose from. Each level-2 node will also have 4 children. To obtain level-3 nodes, fix the processes for operations 1 and 2 and assign a process for operation 3 to each child. Figure 18 . Explicit Enumeration of the Node Tree Generated by the 3-Operation Part and the Trace of the Implicit Enumeration Algorithm Level-3 nodes represent all possible process combinations for the part. In general, if there are n operations, level-n will contain all possible combinations. For this reason it will be sufficient to search the bottom level of the tree to determine the optimal process combination. The cost of each node is readily determined by summing the individual process costs. The probability of an acceptable part is determined via Monte Carlo simulation that generates a vector of random deviates using appropriate density functions and then checks the location of the vector relative to the feasible space. Explicit enumeration of the 64 process combinations for this example would not be overly time consuming. However, since each examined node requires a simulation to estimate yield, explicit enumeration of the tree representing more complex parts can be prohibitive.
The triplet that designates a node in this example is a base 4 number since the highest digit used in any triplet is 3. In general, nodes will be designated by a number in base b, where b is the maximum number of processes available to any operation. The idea of thinking of a triplet as a base b number will be used as a search index since level-3 nodes are an ordered sequence of these triplets. Node designations are converted into decimal numbers in order to implement the search on a computer.
Another useful characteristic of the process combination tree is that level-3 nodes can be further distinguished by the level in which they first appear. For example, node (100) appears first in level 1, however it also is present in levels 2 and 3. Node (100) will be referred to as a level-1 node. Node (010) first appears in level 2 and will thus be referred to as a level-2 node. The number of trailing zeros in a node designation will indicate the level of that node. If n operations are required and the node has k trailing zeros then that node will be from level
It is useful to note that, in this example, if node designations are converted into decimal numbers, then all level-1 nodes are divisible by 4 2 = 16. In addition, all level-2 nodes are divisible by 4. In general, if n operations are required and there are at most b processes for each operation, then level-1 nodes (after converting to decimal) will be divisible by b n-1 . Level-2 nodes will be divisible by b n-2 , level-3 nodes will be divisible by b n-3 , and level-q nodes will be divisible by b n-q . In addition, a level-q node will have b n-q descendants. These observations constitute the key ideas used to fathom the tree when searching for the optimal process combination. The two-part fathoming procedure will now be described in more detail.
The probability of producing an acceptable part is a function of the precision of the processes used to produce that part. As the precision of any process deteriorates while all other processes are held constant, the probability of producing an acceptable part is nonincreasing. This is demonstrated on the process combination tree. Consider node (231) on the tree. As the precision of the process used to perform operation 3 deteriorates [i.e. moving from node (231) to (232) to (233)] the probability of producing an acceptable part decreases from 79% to 77% to 75%. This function is guaranteed to decrease only until a node from a higher level is encountered. In this case, when we move from (233) to (300) [(300) is a level-1 node since it first appears in level 1] the probability of producing an acceptable part increases from 75% to 89%. Therefore, if it is determined that the probability of producing an acceptable part is below the minimum level, then it is not necessary to consider any subsequent process combinations until a combination which appears at a higher level is encountered. This basic idea is formalized as the following proposition.
Proposition 1: If a combination is infeasible then that combinations siblings and their descendants that
have not yet been examined will also be infeasible and can be fathomed from the tree. That is, if process combination p 1 p 2 … p k-1 p k p k+1 … p n is infeasible (i.e. it does not produce an acceptable percentage of good parts), then all combinations p 1 p 2 … p k-1 t p k+1 … p n for t > p k , can be fathomed from the tree.
This follows from the fact that increasing the precision of one process while holding all other processes constant cannot cause a decrease in the proportion of acceptable parts. When an infeasible node is encountered, the algorithm should skip all nodes until a node from a higher level is encountered. The method of determining the number of nodes that need not be considered is presented next.
If a node is determined to be infeasible then the search should skip to the next higher-level node. That is, skip all of the current node's siblings that have not yet been considered and their descendants. To determine the number of nodes to skip simply multiply the number of remaining siblings, including the current node, by the number of descendants of each node at this level.
As an example, consider a 9-operation part with 4 processes available to each operation and an infeasible level-6 node (233122000). Node (233122000) has 1 sibling (233123000) and each level-6 node has b n-6 = 4 9-6 = 64 descendants. The algorithm will skip the current node's descendants as well as its sibling's descendants. That is, the next 128 nodes need not be considered for simulation. In general, if a level-q node (p 1 p 2 … p q-1 t 0 …) is determined to be infeasible with process t used for operation q then (b − t) b n-q nodes should be skipped, where (b − t) is the number of remaining siblings plus the current node.
The implicit enumeration algorithm can be made more efficient by further exploiting Proposition 1. If any level-1 node is determined to be infeasible after simulation, then from Proposition 1 all remaining process combinations can be fathomed. If a level-2 node is infeasible then all nodes can be fathomed until a level-1 node is encountered. Therefore complex parts allow for many nodes to be fathomed if a level-1 or level-2 node is determined to be infeasible. However, a process combination will be simulated only if its associated cost is less than or equal to the incumbent (or current best) cost. Let a check node be a node that will be simulated regardless of its associated cost in order to maximize the number of fathomed process combinations. The set of nodes designated as check nodes will vary with the number of operations required to produce the part. Consider, for example, the 9-operation part described above. It may be determined that all level-4 nodes will be check nodes. It would be inefficient to designate lower level nodes (i.e. level 5, level 6,...) as check nodes because the additional simulation of nodes regardless of cost would be greater than the savings realized from fathoming due to infeasibility. The concept of a check node will be further discussed in the context of the examples, which will be presented subsequently.
The second method of fathoming the tree will be based on the cost associated with a process combination. As we move across the bottom level of the tree, many nodes will not be simulated due to the fathoming described above. If it is determined that a node should not be skipped, then the cost of the current node will be compared with the incumbent cost associated with an acceptable node. If the cost of the current node is lower than the incumbent cost then the process combination will be simulated. Otherwise the search will move to the next node in the sequence. Fathoming due to cost consideration can be stated as follows Proposition 2: If the cost of process combination p 1 p 2 … p k-1 p k p k+1 … p n is greater than the incumbent cost, then this node should only be simulated if it is a check node. Otherwise the next combination to be considered will be combination p 1 p 2 … p k-1 p k p k+1 … p n +1. That is, consider the next node in the sequence.
Yield estimation for the implicit enumeration algorithm was carried out by simulation of the sequential and chronological execution of each prescribed operation. Starting with the first operation, a random deviate is generated from an appropriate probability density function having a range equal to the precision capability of the process selected for execution of that particular operation. The appropriate density function should be extracted from historical data. If historical data is not available, a rectangular distribution can be used to model the worst case conditions. The constraint set of the problem is then modified by inserting the actual value of the operation just executed. If the feasible zone is not empty, the linear programming problems [(4) and (5) ] are solved to determine the new set point for the next operation. The sampling process, constraint update, and the set point adjustment are repeated until all operations are executed. A part is defective if the feasible zone becomes empty at any stage of the execution. Yield estimates were based on sample sizes of 1000 parts. This implicit enumeration algorithm allows for alternative optimal solutions. This will occur if two or more sets of processes satisfy the minimum proportion of good parts while minimizing manufacturing costs. The knowledge that there exist multiple optimal process combinations can be utilized to allow for flexibility in scheduling the processes. The algorithm used in the implicit enumeration method is described in the flowchart shown in Figure 19 . Figure 2 will now be presented. As previously noted, the relationship between the dimensions x 1 , x 2 , x 3 produced by manufacturing operations X 1 , X 2 , and X 3 and the constraints c 1 , c 2 , c 3 are given by the system of equations provided in (1) . The capability and cost of each process for the three operations are described in Table 4 . Figure 18 depicts an explicit enumeration of all 64 possible process combinations along with their associated costs and proportion of acceptable parts. For the purpose of illustration the minimum proportion of acceptable parts for this example is set at 90%. All level-1 nodes will be check nodes. The utility of the check nodes is clearly demonstrated in this example. If node (300) had not been a check node, the algorithm would not have simulated the combination since the associated cost of $17 is greater than the incumbent cost. However, since it is a check node, it was simulated and was determined to be infeasible. Therefore 25% of the process combinations were fathomed resulting in a substantial savings in time.
As can be seen from the solution, there are 2 process combinations that yield an acceptable proportion of good parts at minimum cost. The fact that there exist alternative optimal process combinations will be useful for process scheduling purposes. Depending on the availability of processes, either combination (213) or (221) could be used. Note, however, that there is a substantial difference in the proportion of good parts. Combination (213) yields 98% good parts as compared to 90% from combination (221). Even though both exceed the minimum level, this difference may be a consideration in the scheduling process if the cost of additional defects is significant.
Solution of a 10-Operation Problem:
In order to demonstrate the efficiency of this algorithm, the tolerance allocation problem associated with the part in Figure 9 was solved. The part requires 9 operations (Note that x 7 = x 8 .) with 4 processes available for each operation. Table  5 shows the precision capability of each process along with its associated cost factor. The dimension produced by each operation is also indicated. That is, dimension x 10 is produced using the process choice specified in operation 1. The assignment of a dimension to an operation was done arbitrarily for this problem. The assignment of a dimension to an operation simply specifies where in the looping process the process choice is varied. The algorithm changes the process for operation 9 the most rapidly whereas the process for operation 1 is changed the slowest. That is, the algorithm is a 9-level nested loop with the process for operation 1 specified by the outermost loop. The process for operation 9 is specified by the innermost loop. Further research is being conducted to determine the most efficient ordering of the dimensions. The structure of the design and process planning constraints will be examined to determine the optimal ordering of dimensions needed to fathom the tree most efficiently. The optimal process combination was determined using a range of values for the minimum acceptable proportion of good parts. One thousand parts were simulated in order to determine the proportion of good parts corresponding to a process combination.
As can be seen from Table 6 , STC enables the part to be produced at a substantially lower cost than can be realized with conventional tolerance control. This reflects the ability of STC to utilize the results of previous operations to compute new set points for subsequent operations such that the probability of producing a good part is maximized. The simulation of parts within STC utilizes a vector of random deviates to model actual operations. The random deviates were drawn from a uniform distribution with a range corresponding to the precision capability of the process. Use of a uniform distribution will lead to a higher proportion of rejected parts since in reality manufactured dimensions will in general exhibit density functions with decreasing tail probabilities. Tolerance Allocation and Yield Computation using FOSMM: Most approaches to the probabilistic tolerance chart allocation problem found in the literature suffer from the inability to compute the total yield for the system of interrelated tolerance chains that describe the problem. The development presented here is due to Wheeler et al [53] , who overcame this limitation by using the First Order Second Moment Method (FOSMM) (See [43] , [44] , [45] , [48] , [53] , [54] ) to compute system yield.
The formulation of the conventional tolerance chart problem is based on the representation of p design and process planning constraints as a linear constraint set ] , [
..,p along a particular direction. This constraint set is to be satisfied by a combination of n manufacturing operations x j , j = 1,...,n which combine in p linear subsets to satisfy the constraint set. In general, the solution domain is a convex set represented by a set of linear inequalities, 
where x = (x 1 , x 2 , ...,x n ) t is the vector of manufacturing operations. In the probabilistic approach to the problem, x is now a vector of stochastic variables with known density functions and the task is to fix the permissible variability of each stochastic variable to satisfy a given objective function. A fairly common objective is to decide on an allocation that minimizes cost and meets a prescribed yield or acceptable fraction (AF) of good parts. A good part in this context is one that meets all design and process planning constraints. FOSMM is used to enable computation of the yield or AF associated with the set of interrelated tolerance chains described by (8) .
Let each of the p linear constraints given by (8) ... Pr Pr Pr Pr (9) When m is large, evaluation of (9) is impractical and a conservative estimate due to Ditlevsen Pr max Pr 1 (10) Note that the last summation term of equation (10) is clearly dependent on the ordering of design requirements. Some researchers have proposed heuristic rules (Ditlevsen [56] , Madsen et al [57] ) while others have examined all m! permutations (Parkinson [58] ). While the method in its most general form can accommodate nonlinear functional requirements and non-normal random variables, the stochastic tolerance chart allocation problem treated in this paper will be limited to the case where the output of manufacturing operations is adequately approximated by normal random variables.
Consider a functional requirement 0 ) ( 
where Φ is the cumulative distribution function of the standard normal variable.
Using a similar approach, the probability associated with the intersection of failure events F i and F j is derived by considering corresponding safety margins M i and M j so that
Since M i and M j are, in general, correlated normal random variables, the probability given by (11) can be written as ..,m in descending order. Upon computing the summation term using each of the three ordering methods, the maximum value is retained for use.
The above described method was coded as a self contained program and implemented within the implicit enumeration algorithm to compute the probability of producing an acceptable part associated with a particular process combination.
Implicit Enumeration using FOSMM to Compute Yield: The implicit enumeration approach described earlier (see Figure 19 ) was used to determine the optimal tolerance allocation in the context of conventional tolerance control. However, in this case, the yield was computed using the FOSMM approach described in the previous section. Recall that it was necessary to estimate the yield via simulation in the STC approach.
The tolerance allocation problem corresponding to the part depicted in Figure 9 was solved in order to investigate the efficiency of the implicit enumeration algorithm. It was assumed that there are 4 process technologies available for each of the 9 required operations resulting in 4 9 =262,144 possible process combinations that need to be implicitly considered by this algorithm. The capability and cost of each process for the 9 operations are described in Table  5 . FOSMM requires that each dimension be produced by an operation that follows a normal distribution. Therefore, it is assumed that the mean of the distribution corresponds to the nominal value of the dimension while the precision for each machine in Table 5 is related to the standard deviation of the distribution.
Due to the fathoming procedure described previously and the use of check nodes it was necessary to calculate the process yield for only 220 or .08% of the possible process combinations. The minimum acceptable process yield was set at 99% for the solution of this part. Alternative optimal solutions were identified by the implicit enumeration procedure. Either combination (030101233) with an associated yield of 99.07% or combination (030102133) with an associated yield of 99.10% could be used to produce the part for a minimum cost of 51.
In order to verify the accuracy of FOSMM the 10-operation part was also solved using a Monte Carlo simulation to determine the process yield. The results of this comparison are discussed in the next section.
Verification of FOSMM for Calculating Process Yields:
The process yield can be determined via FOSMM as well as a Monte Carlo simulation. In order to demonstrate that FOSMM provides accurate yield calculations, the implicit enumeration algorithm was applied using both simulation and FOSMM. Recall that FOSMM is a conservative approximation of the true process yield. Therefore, it would be expected that process yields calculated via FOSMM would be slightly less than the yield obtained by simulation. It was determined that FOSMM computed a yield which was approximately .2% lower that the yield calculated via simulation. In order to obtain this degree of agreement between the two methods it was necessary to simulate 100,000 parts. The simulation of parts within conventional tolerance control utilizes a vector of random deviates to model actual operations. The random deviates were drawn from a normal distribution with a standard deviation corresponding to the precision capability of the process. The mean of the distribution corresponds to the process plan set point. As a result it is possible that FOSMM may obtain an optimal solution which has a higher associated cost. This would be the case if the optimal process combination obtained via simulation was slightly less than or equal to the minimal acceptable fraction of acceptable parts, while the optimal solution from FOSMM was slightly greater than the minimum acceptable fraction. This in fact was the case when the 10-operation part was solved. The minimum fraction of acceptable parts is set at 99.0%. Consider node (021101233) with a cost of 50. Both methods computed the yield of this combination. The simulation produced a feasible yield of 99.0% while FOSMM calculated the yield to be 98.7%. This combination turned out to be the optimal solution for the simulation method. FOSMM's conservative approximation determined the combination to be infeasible and continued to search for an improvement to the incumbent solution. The optimal solution was determined to be combination (030101233) with an associated cost of 51.
Conclusion:
A new approach to the tolerance control problem in machining of discrete parts has been developed and presented. The approach makes effective use of measurements acquired at the end of operation j to dynamically adjust the set point of operations j + 1 to n. It is suitable for the production of low volume, high value added components. A comparative evaluation that compares this new approach [sequential tolerance control (STC)] and the conventional tolerance control approach shows that STC enables significantly better yields out of the precision of existing equipment. The frequency and location of break points for measurements and set point adjustment needs to be investigated for minimal intrusion on the process plan and objective evaluation of economic implications.
Variability in the manufactured dimensions of a part may be the result of both systematic variation such as tool wear and non-repeatable (random) variation in the manufacturing processes. A method was presented for using the techniques of STC to address the problem of tool-wear correction. In particular, based on the assumption of linearity, a slope approximation method was developed to predict and compensate for tool wear in the framework of STC. Simulation results demonstrate the viability of the methodology in reducing the number of defective parts.
An implicit enumeration approach to tolerance allocation using STC was also presented. The monotone structure of the probability of producing a good part as a function of process precision and cost was exploited in fathoming the search tree. An efficient algorithm was developed to determine process combinations that minimize manufacturing cost while maintaining an acceptable proportion of good parts. In addition it was demonstrated that the use of STC would result in substantial savings in manufacturing cost as compared to conventional tolerance control. Issues regarding more efficient fathoming of the process combination tree are currently being investigated.
Finally, An implicit enumeration approach to tolerance allocation using conventional tolerance control was developed in which process yield was calculated using FOSMM. In addition, the accuracy of FOSMM was verified through a comparison to results obtained via simulation.
