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The magnetization reversal process and chirality controlling in patterned single 
and multilayer nanomagnets fabricated by deep ultra violet lithography and lift-off 
technique, has been systematically studied, as a function of various geometrical 
parameters, using a combination of magnetic force microscopy (MFM) and 
simulation tools (micromagnetic simulation, magnetic energy theory, and dipole 
approximation).  
Firstly, magnetization reversal process of patterned single ferromagnetic 
structure, Co square rings, and exchange-biased structure, which is two layers 
Co/IrMn rings, is investigated. And the inter-ring spacing is varied to investigate the 
collective effect. It is relatively hard to reverse Co/IrMn nanorings due to the pinning 
effect of the anti-ferromagnetic material IrMn. For widely-spaced and closely-packed 
Co nanorings, and widely-spaced Co/IrMn nanorings, collective effect is not 
observable. For closely-packed Co/IrMn nanorings, collective effect is apparent. This 
is modeled by dipole approximation that the inter-ring spacing and starting positions 
of domain walls are important in determining the collective effect.  
Secondly, the vortex chirality on a large scale of arrays of Co and Co/IrMn rings 
is investigated, based on the technique that individual rings can be selected and 
observed by scanning the patterns at the corner. The chirality of the vortex states of 
Co and Co/IrMn can be controlled by altering the direction of applied field. For Co 
patterns, the clockwise (CW) chirality appears when the angle from major axis to 
 vi
direction of field is negative; and the counterclockwise (CCW) is for the positive 
angle. For Co/IrMn patterns, the transition angle of CW/CCW is near the angle of 
exchange field, due to the exchange bias effect. The results are confirmed by the 
magnetic energy theory. 
Thirdly, interaction between ferromagnetic nanostructures is investigated by 
examining the magnetization reversal process of units which are made up of a pair of 
circular Co rings. Small, closely spaced groups of rings may show collective magnetic 
configurations that are stabilised by magnetostatic interactions. For 25nm-thick 
patterns, the ring size is unchanged, but the inter-ring spacing is varied in order to 
investigate the effect of magnetostatic interactions on the collective behavior of the 
ring pair. The different micromagnetic configurations have been explored as a 
function of the applied field and edge-to-edge spacing. The switching field between 
different magnetic states is described for ring pairs of different spacing and for fields 
applied along both in-plane directions. It gives evidence that the stray field from one 
onion state is 1/r3 decay with the distance which is consistent with the dipole 
approximation. The stable range of vortex/vortex state increases as the inter-ring 
spacing increases. The results are compared with a micromagnetic model. 
Finally, the magnetization reversal process of pairs of Co thin-film circular rings 
with different thickness has been explored. For thin patterns (15nm thick), nano ring 
pairs show various metastable states which is hard to be analyzed; for thick patterns 
(40nm thick), it is hard to get the whole magnetization reverse process since the 
coercivity is large. The results are compared with a micromagnetc simulations. 
 vii
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Chapter 1                                                 
Introduction 
1.1 Background 
In the last few years, there has been growing interest in the magnetic nanostructure 
due to advances in nanofabrication methods, and characterization techniques. Aided 
with the improved processing abilities of computers, the micromagnetics of 
nanomagnets are now solvable, thus allowing for direct comparison with experimental 
results. Sub-micron to nanoscale magnets draw a lot of attention both from a 
fundamental and application perspective. 
 
Fundamentally, novel properties emerge as the lateral dimensions of the magnets 
becomes comparable to or smaller than certain characteristic length scales, such as 
spin diffusion length, domain wall width and carrier mean free path. Due to energy 
minimization, the magnetization state of a bulk magnetic material is usually 
magnetically divided into domains and the exact domain configuration is 
unpredictable. However, when the magnetic material is patterned down to the nano 
scale, the number, size and orientation of the domain becomes walls well defined and 
predictable. On this length scale it becomes energetically favorable for a magnet to 
behave like a ‘giant’ dipole [1]. The lateral confinement results in both novel 
magnetization reversal behaviors and also new transport properties in the structures. 
With an ensemble of such elements, the interaction among them could lead to new 
collective magnetic properties, which is different from the isolated elements. Arrays 




From an application viewpoint, nano magnets are the fundamental building blocks for 
various spintronics devices. In data storage applications, as the conventional recording 
media are rapidly approaching the superparamagnetic limit, data storage is unstable 
due to thermal fluctuations. Patterned media consisting of arrays of nanomagnets have 
been viewed as a candidate for ultra-high density storage of at least 1 Terabit/in2 
[2-4]. 
 
The spin-dependent transport properties of nanomagnets have also attracted a lot of 
attention due to the new idea to use the ‘spin’ angular momentum of electron. 
Magnetic random access memory (MRAM) is one such device that makes use of the 
‘spin’ of electron, to store information [5-20]. Normally, MRAM element consists of 
two magnetic layers with different switching field, and a layer separating the two 
magnetic layers. The states are determined by gauging the resistance of the element. 
Typically if the two layers have the same polarity this is considered as state "0", while 
if the two layers are of opposite polarity the resistance will be higher and is state "1". 
The nonvolatile characteristics of the MRAM are attractive not only to military and 
space applications, but also to the commercial world when it can be made dense, 
reliable, fast, and cost effective. MRAM is able to replace not only DRAM and 
SRAM, but also able to replace disk drives. It could truly be the technology enabling 
the entire memory system of computer to be made on a single chip. 
 
In addition to data storage, magnetic nanostructures could interact to perform some 
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kind of computation, resulting in a completely magnetic computer. Networks of 
interacting nanomagnets have been used to perform logic operations and propagate 
information [21-24]. These kinds of systems are under further research.  
 
1.2 Why Magnetic Rings 
In MRAM, the non-repeatable of the switching associated with the ends of the linear 
elements, have long been a problem in MRAM design [9]. Such problem is eliminated, 
if the magnetization orientation in a memory element is circular, and the 
magnetization flux forms a closure in the circular mode. To form a circular 
magnetization mode, the memory element can be either a ring or a disk. However, for 
the disk shaped memory element, the center of the disk element provides a dominant 
contribution of the exchange energy. And the circular magnetization configuration 
can only be maintained when the disk diameter is sufficiently large. When the disk 
diameter becomes smaller, the exchange energy in the element becomes increasingly 
comparable to the magneto-static energy, and the circular magnetization mode can no 
longer be maintained. 
 
After removing the inner core, the ring shaped element results in significantly lower 
exchange energy than that of the disk with the same outer diameter. Thus, the ring 
shaped element narrows switching distribution. The reason is that, once it has been 
formed, the energy cost of moving a vortex is very small, so the vortex tends to seek 
out the best (most energetically favorable) path out of the particle. This searching 
process causes a broadening in the switching field distribution. The introduction of 
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the inner edge reinforces the circular magnetization configuration. 
 
Furthermore, rings also have potential for use in MRAM drives [16, 17], as shown in 
Fig. 1.1. To simultaneously improve the power consumption and the thermal stability 
for developing the MRAM, it is desirable to fabricate ring-shaped magnetic tunneling 
junctions (MTJs) whose magnetization directions can be directly controlled by the 
spin-polarized current and spin transfer torque effect [18]. With a ring-shaped 
magnetic monolayer and multilayers, it can offer a significant improvement in terms 
of eliminating the stray field and enhancing the thermal stability since the 
magnetization will form a vortex structure free of magnetic poles [19, 20]. 
   
                     (a)                          (b) 
Fig. 1.1 (a) A designed sandwich-type nano-ring MTJ structure. Free layer is a ferromagnetic 
layer; reference layer, generally, consists of a ferromagnetic/anti-ferromagnetic double layer, 
which shows exchange bias effect. Three stable magnetization patterns of vortex, symmetric onion, 
or asymmetric onion states (magnetic states will be introduced in chapter 2) can be respected to 
exist in each ring-shaped free layer at zero magnetic field. (b) A prototype 2×2 MRAM demo 
device based on one NR-MTJ and one transistor structure. Here the word line, also as the gate line, 
plays the role of addressing each bit together with the cross bit line. Adopted from ref. [13] 
 
Among ferromagnetic nanorings, circular rings are generally used. Square rings have 
shape anisotropy, thus the domain wall can be pinned at the corners after 





1.3 Aim of the thesis 
Despite the extensive research on ring-shaped nanomagnets, a direct mapping of the 
spin configuration during the reversal process is still lacking. In addition, the effect of 
magnetostatic interaction in densely packed arrays of rings, which is vital in MRAM 
designs, is still not well understood. In this thesis, a systematic study of the spin state 
evolution in single and bilayer ring-shaped nanomagnets has been carried out using 
magnetic force microscopy (MFM) measurement.   
 
The main objectives of this thesis are listed as follows:  
(a) Investigation of the magnetostatic interaction in nano-ring pairs as a function of 
different geometrical parameters  
(b) Direct observation of the exchange bias effect in bilayer FM/AFM rings 
(c) Controlling the chirality of ring-shaped nanomagnets  
 
1.4 Organization of the thesis 
In chapter 2 and chapter 3, related theoretical and experimental background of our 
research is presented; in chapter 4, patterned single-layer and exchange-biased 
ferromagnetic nanostructures are investigated. The magnetic states evolution of the 
patterns and individual rings are presented. A method to control the vortex chirality 
with both experimental and theoretical study is introduced; in chapter 5, periodic 
arrays of pairs of rings are presented, with the special periodic configuration of pairs 
other than arrays of rings and isolated rings, the units show different properties; in 
chapter 6, conclusions are presented and possible future work is postulated. 
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This thesis focuses on submicron patterned ferromagnetic ring structure. In the 
research, magnetic energies, micro-magnetic simulation and some classic magnetic 
theories such as dipole approximation are used. In the following parts, magnetic 
energies and domains theory are presented; then, one important concept which will be 
used in the following chapters, the magnetic states in mesoscopic rings are introduced; 
finally, other useful concepts such as micro-magnetic simulation and dipole 
interaction are introduced.  
 
2.2 Magnetic Energies 
Micro-magnetism deals with the interactions between magnetic moments on 
sub-micrometer length scales. These are governed by several competing energy terms. 
The magnetic system adopts configurations that minimize the total energy. Generally, 
the energy density can be described as: 
ex k D H sE E E E E E= + + + +          (2.1) 
The last energy term is often neglected due to their small contributions. Where Eex is 
the exchange energy; Ek is the magnetocrystalline anisotropy energy; ED is the 
magnetostatic energy; EH is the Zeeman energy; and Es is the magnetostriction energy 
(also known as magnetoelastic energy). The total free energy F is given as: 
( )3 ex k D HF d r E E E E= + + +∫              (2.2) 
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Exchange energy aligns the magnetic moments in the immediate surrounding space 
parallel to one another (if the material is ferromagnetic) or antiparallel to one another 
(if antiferromagnetic). Anisotropy energy is the favorability for moments to align 
along a particular crystal direction. Magnetostatic energy is essentially the energy 
associated with sources of internal or external fields, which causes magnets to align 
north to south pole. Zeeman energy is resulting from an externally applied field, 
which is at its lowest when magnetic moments lie parallel to an external magnetic 
field. 
 
(a) Exchange Energy 
The exchange interaction describes the force between two electrons, which depends 
only on their relative spin orientations [1]: 
( )2 cosex ex i jE J S S φ= −         (2.3) 
where Si and Sj are the spin angular moment of the atoms, φ  is the angle between 
spins and Jex is the exchange integral. The condition for ferromagnetism is that Jex > 0. 





Fig. 2.1 Illustration for the exchange interactions between two neighboring spins. Daggers are 
spins; wave denotes the exchange interaction. 
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It follows from Eq. 2.3 that if the exchange energy is to be negative (that is, for 
ferromagnetism to be energetically favorable), the ( )cos φ  term must be positive. 
That implies that the electron spins must be parallel rather than antiparallel for 
ferromagnetism to occur. A more rigorous treatment of the exchange interaction can 
be found in [2]. 
 
(b) Magnetostatic Energy 
The magnetostatic energy, also called the stray field energy, is the energy of the 
magnetic field produced by the particle itself originated from the classical dipolar 
interaction. It is given by: 
1
2
dME M H dv= − ⋅∫ ∫ ∫ JJG JJG            (2.4) 
Where M
JJG
 is the local magnetization and dH
JJG
is the demagnetizing field generated 
by the sample. The effect of magnetostatic energy is to minimize the surface magnetic 
charges, which are responsible for the subdivision of magnetic materials into domains, 
as illustrated in fig. 2.2. 
 
Fig. 2.2 Schematic illustration of the break up of magnetisation from single domain into closure 
domains. The reason to form closure domain is to minimize magnetostatic energy. 
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(c) Crystalline Anisotropy Energy 
Crystalline anisotropy energy arises from the orientation of individual spins relative to 
the crystal lattice, and to neighboring spins. The origin of anisotropy energy is 
spin-orbit coupling.  
 
(d) Zeeman Energy 
Zeeman energy arises from applying an external magnetic field on a magnetic sample. 
The Zeeman energy density is 
( ) ( )extHE M H r m r= − ⋅JJG G JG G              (2.5) 
where M is the sample magnetization, ( )extH rJJG G is the external field applied at point 
r
G
and ( )m rJG G is the normalized magnetization of the element of volume containing rG . 
 
2.3 Domain Wall Configurations 
Magnetic domains in ferromagnetic materials are a result of the minimization of the 
energy in Eq. 2.1. The exchange energy is minimized if the spins are aligned parallel. 
However, the magnetostatic energy is minimized by orienting spins in an anti-parallel 
configuration. The compromise is the formation of domains. The spins rotate from 
one direction to another to minimize the magnetostatic energy, but they do so 
gradually, to keep the energy cost (from the increase in exchange energy), as small as 
possible. This region of gradual transition is known as a domain wall. The width of a 
domain wall in the absence of an external field is given by [3] 
( )12 2 20 12JS K aω π=             (2.6) 
where J is the exchange constant between adjacent spins, K1 is the anisotropy constant 
 12
and a is the unit cell dimension of the sample. Domain wall widths are usually of the 
order of hundreds of nanometers [4, 5], but this width is dependent on the anisotropy 
energy of the sample. The two most common types of domain walls are Bloch walls 
and Neel walls, which are illustrated in Figure 2.3. In a Bloch wall the magnetization 
rotates out of the plane occupied by the initial and final domain magnetizations. 
Conversely, the magnetization in a Neel wall in the plane is occupied by the initial 
and final domain magnetizations. Neel walls are found only in very thin films, where 
the thickness of the film is much less than the domain wall width [4], and occasionally 





Fig. 2.3 Illustration showing (a) a Bloch wall and (b) Neel wall. In a Bloch wall the magnetization 
rotates out of plane, and in a Neel wall the magnetization rotates in-plane. 
 
2.4 Magnetization States in Ferromagnetic Meso-scopic rings 
Brown's fundamental theorem [7] states that if a ferromagnetic particle has 
dimensions of the order of domain wall width, the energy cost of incorporating a 
domain wall will be too large, and the particle will adopt a single domain 
configuration. This condition is highly dependent on particle shape and composition, 
but this size is generally between several tens to a few hundred nanometers. In this 
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arrangement all dipoles in the particle are pointed in the same direction, effectively 
creating a single spin comprised of many thousands of atoms. If the anisotropy is 
uniaxial, these particles are binary: the atomic spins can either align all in the ‘up’ 
configuration or all in the ‘down’ configuration, and can therefore be used to store 
one bit (binary digit) of information. 
 
In a ring-shaped ferromagnetic mesostructure, due to the confinement of the boundary, 
the domain wall will just move along the direction of the tangent of the ring. In the 
process of the moving of wall(s), there are different combinations of the positions of 
walls. Thus, different magnetic states form.  
 
Circular and square rings are for our research. Here, the hysteresis loop of nanorings 
which follows a two-step switching process is presented [8], as shown in Fig. 2.4. 
From right to left, the insets show the corresponding states which are onion, vortex 
and reverse onion. 
 
Fig. 2.4 Demonstration of hysteresis loop of the magnetic ring array, and the corresponding 
magnetic states.  
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Two step switching is not necessarily the only mechanism in the magnetization 
reversal process. In an ideal circular ring, the pinning effect is negligible. Thus, only 
one transition was observed [9], namely, directly from onion to reverse onion state 
without going through vortex state, which is called single switching. In this case, two 
walls begin to move simultaneously, thus, the two walls keep their distance 
unchanged. However, if the asymmetries are introduced in the rings, one wall is 
pinned less strongly than the other, so it moves at a lower field than the other. In this 
case, there is some metastable state such as twisted state, as shown in Fig. 2.5.  
 
 
Fig. 2.5 Typical transition from onion to vortex state. Black circles are the boundaries of rings; 
blue lines are the transverse domain wall; red arrows indicate the direction of magnetization. 
 
Studies were conducted to investigate the phase diagram between the double 
switching and single switching regime. Only for very thin rings, vortex state is 
suppressed; and it is pervasive over a large range of geometrical parameters [10-15]. 
The onion to vortex switching field depends strongly on the ring width, but less so on 
the ring diameter and thickness. In some wide rings, a triple step magnetization 




Besides the width and thickness, the switching process can also be engineered by 
modifying and controlling other intrinsic factors such as shape [20, 21]. Domain wall 
pinning and controlled magnetic switching can be achieved in narrow ferromagnetic 
ring structures with defects such as notches [22] and intrusions [20]. Furthermore, 
in-plane anisotropy can also be introduced by creating decentered [23], elliptical [24] 
and square ring [25] structures. 
 
Interring Spacing can be another important factor to influence the switching behavior. 
The dipole interaction will be strong if the spacing is small while it will be weak if the 
spacing is large. The interaction will change switching field and switching process 
[25]. 
 
Nanorings need to be characterized to determine what dimensions will yield single 
domain rings and at what applied fields the single domain rings will switch 
configurations. Micromagnetic simulations were used to predict sample behavior. 
 
2.5 Micromagnetic Simulation 
All micromagnetic simulations were performed using the Object Oriented 
MicroMagnetic Framework (OOMMF) code from the National Institute of Standards 
and Technology [26]. OOMMF is portable, extensible and is in the public domain. 
The Tcl/Tk scripting language is required to execute OOMMF.  
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OOMMF runs simulations according to a sequence, as illustrated in Figure 2.6. The 
simulation as a whole is run in large increments called stages. Individual stages are 
run in small increments called iterations or steps. 
 
Fig. 2.6 A schematic flowchart of the OOMMF program. The inner path is the function performed 
by iterations, and the outer path is the function performed by stages, from [27]. 
 
Iterations are run by evolvers, which update the magnetic state of the sample from one 
step to the next. The evolvers, in turn, are controlled by drivers. Stages are run by 
drivers, which coordinate how the simulation evolves. New conditions (the magnitude 
of an applied magnetic field, for example) are introduced at the beginning of stages. 
The evolvers then update magnetization of the sample. The length of a stage is 
controlled by the user, who defines stopping criteria in the driver. Once the stopping 
criteria have been met, a new stage begins. Depending on the stopping criteria, a stage 
can have from as few as one iteration to as many as hundreds of thousands of 
iterations. Therefore, choices for stopping criteria are critical. 
 17
 
For a certain driver to be used its corresponding evolver must be used in conjunction. 
There are two types of driver-evolver pairs. The first type is the minimization 
driver-evolvers. These locate local energy minima through direct minimization 
techniques. For this study the minimization approach was inadequate since the global 
minimum was sought rather than local minima. That is, the simulated particle often 
evolved into metastable states or unstable equilibria. 
 
The second pair is the time driver-evolver. These track the time evolution of the 
magnetization according to the Landau-Lifshitz-Gilbert (LLG) equation: 
( )eff eff
s
d M M H M M H
dt M
γαγ= − × − × ×
JJG JJG JJG JJG JJG JJG
         (2.7) 
where M
JJG
is the magnetization, effH
JJG
is the effective field, γ is the Landau-Lifshitz 
gyromagnetic ratio, and α is the damping constant. 
 
The LLG equation describes the general behavior of individual dipoles in an applied 
magnetic field. See Figure 2.7. Use of the right hand rule shows the first term in the 
LLG equation describes the precession of the magnetization vector around the applied 
field vector. The second term tends to align the magnetization vector with the applied 





Fig. 2.7 A graphic representation of the Landau-Lifshitz-Gilbert equation. The magnetization 
vector M precesses around the effective applied field, H, and it also tends to align itself with H. 
The damping coefficient, α, determines how quickly the magnetization lines up with the effective 
applied field. 
 
The damping coefficient α determines how quickly the magnetization vector aligns 
itself with the applied field. It differs between materials and must be user defined. 
When the sample thickness become small this value becomes dependent on the 
thickness; as sample thicknesses decrease the damping parameter tends to increase 
[28]. The default value for α set by OOMMF is 0.5, which is much larger than real 
values. A large damping coefficient decreases computation times since individual 
dipoles align themselves with the applied field quickly.  
 
It needs to be emphasized that Micromagnetic modeling is only a computational 
method based on a phenomenological LLG equation. 'Micromagnetism' (LLG 
computer model) is different from the 'physics of magnetism'. 
 
2.6 Dipole Interaction 
Under an external magnetic field, ferromagnetic material will be magnetized. The 
magnetized material can be considered as a dipole [29]. 
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In a magnetic medium of the relative permeability μf, when the direction of magnetic 
dipole is parallel to the direction of line which connects the center of the two dipole 
( r l
GG & , r is the distance between the two centers of dipoles, l is the length of a 





Fig. 2.8 Scheme of the situation that dipole is parallel to the line which connects the two centers of 
dipole. 
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Where μ0 is the permeability of vacuum, magnetic dipole moment m mP q l=
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, where qm 
is magnetic charge. 
Under the field B
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So, the force of magnetic dipole (which can be considered as a pair of opposite 
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when the direction of magnetic dipole is perpendicular to the direction of line which 
connects the center of the two dipole ( r l⊥ GG ), as shown in fig. 2.9. 
 
Fig. 2.9 Scheme of the situation that dipole is perpendicular to the line which connects the two 
centers of dipole. 
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This chapter describes the fabrication and characterization techniques for the ring 
structures presented in this thesis. KrF deep ultraviolet (UV) lithography has been 
adopted for the patterning process. The deposition of the materials was realized by 
e-beam evaporation method, followed by lift-off process. Magnetic properties of the 
ring structure were probed using magnetic force microscopy (MFM). A special 
mechanical structure consisting of electromagnets was devised to facilitate the MFM 
measurements. 
 
3.2 Fabrication methods 
The fabrication process presented in this thesis is a top-down method, which is based 
on the idea of patterning on a large scale and reducing the lateral dimensions using 
lithography techniques. It can be divided into five steps, i.e. wafer cleaning, resist 
coating, KrF Deep UV Lithography and resist development, deposition, and lift-off.  
 
3.2.1 KrF lithography process 
The resolution limit of the conventional UV lithographic techniques is limited by the 
diffraction limit of the wave length and the size of the numerical aperture, and their 
relation is given by formula: 
1W k NA
λ=         (3.1) 
where λ and NA are the exposure wavelength and numerical aperture of the optical 
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lithography tool, and k1 is a constant for a specific lithographic process. For the 
advanced Argon fluoride (ArF) system, λ is 193 nm; NA is 1.93; and k1 is 0.3. Thus, 
the resolution is about 60 nm. 
 
To create patterns in resist, the substrate was coated with 60 nm thick anti-reflective 
layer, which was used to reduce substrate reflectivity, and helps to eliminate both 
standing waves and swing curves (the periodic variations of dose-to-clear, reflection 
and critical dimension with resist thickness). This was followed by 480nm-thick 
positive DUV photoresist, which is 4 to 5 times thicker than those used in electron 
beam lithography (EBL). This allows for the fabrication of patterns with high aspect 
ratio and makes the lift-off process easier. A Nikon lithographic scanner with KrF 
excimer laser radiation at a wavelength of 248 nm was for exposing the resist. 
 
During exposure, an alternating phase shift mask was used. The phase shift mask is 
designed to sharpen the resist profile, which allows smaller features to be patterned. 
The mask consists of alternate areas of Cr and π-shifted quartz to form features on the 
wafer, as shown in Fig. 3.1 Cr areas on the mask are bordered on one side by quartz 
of phase zero, and on the other side by quartz of phase π. As the electric field swings 
from positive to negative, it passes through zero. The intensity, which is proportional 
to the square of the electric field, also goes through zero, and results very sharp 


















Fig. 3.1 Working of alternating phase shift mask. 
 
In the KrF photolithography process, two consecutive exposures were conducted to 
enhance pattern uniformity, using opposite foci [1]. The double exposure method was 
employed to compensate the phase imbalance between opposite phase and improve 
the roughness on the sidewalls [2]. The deep UV technique presented in this thesis has 
been developed by Singh et al. [1]. 
 
3.2.2 Deposition and lift-off 
This section introduces the deposition technique used in this thesis. The two main 
deposition methods that were routinely used during the experiments are: evaporation 
and sputtering. To ensure the quality of the deposition, a custom-made sample holder 
was designed to improve the uniformity of the film and the lift-off process [3]. 
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For the evaporation process, materials were deposited on patterned wafers in an EV 
2000 evaporator system from Korean Vacuum Technology as illustrated in Fig. 3.2. 
The system comes with a two-boat thermal evaporation and a six-pocket e-beam 
evaporation component, and is capable of evaporating numerous materials without 
breaking the vacuum condition. Target materials are kept at the bottom of the vacuum 
chamber; while the samples are placed on three self-rotating holders, which in turn are 
mounted on the ceiling of the vacuum vessel. The self-rotating holders also orbit 








Fig. 3.2 Schematic diagram for the evaporator systems. 
 
The base pressure for evaporation was 10-7 to 10-8 Torr, and was achieved by a turbo 
pump and a rotary pre-pump. Two evaporation modes were employed for various 
materials. Materials with lower melting point were heated up by large alternating 
current. Materials with higher melting point (e.g. Co used in this thesis), were melted 
by a focused e-beam. The materials were vaporized at sufficiently high temperatures 
and then cooled down on the wafer to form a thin film. During evaporation, the wafer 
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holder was rotated at 50 rad/min to attain spatially uniform deposition. The deposition 
rate was monitored through the quartz crystal microbalance measurement. 
 
For the sputtering process, materials were deposited on patterned wafers in a 
custom-designed UHV sputter deposition system (Prof. Ross’ group, MIT) from 
Superior Vacuum Technology as illustrated in Fig. 3.3. Inert-gas ions are generated in 
a glow-discharge plasma. The ions are accelerated into a ‘target’ consisting of the 
material to be sputtered. Sputtered atoms start to move to and grow on the substrate 
which is opposite the target. 
 
Fig. 3.3 Schematic diagram for the ion beam sputtering systems. 
 
The major difference between triode magnetron sputtering and the ion beam 
sputtering is that, the former incorporates a crosswise magnetic field over the cathode. 
The cathode traps the beam electrons in orbits in that location and thus greatly 




The deposition was followed by a lift-off process to remove the excessive material on 
top of the resist layer. The wafer was soaked in a resist soluble solvent. As the resist is 
moved, the excess material loses the adhesion to the substrate and is also removed. 
The patterned wafers were lifted off in OK73 resist thinner and rinsed in DI water 
[5-7]. 
 
3.3 Characterization tools 
This section describes the various advanced characterization tools used in this thesis 
to probe the properties of the magnetic nanorings. 
 
To image the uniformity and lift-of completion of our nanorings, SEM is used. An 
extremely useful tool for tracking the magnetic state of such small particles is 
Magnetic Force Microscope (MFM). MFM is a specific type of Atomic Force 
Microscope (AFM), which was invented in the 1980s, soon after the Scanning 
Tunneling Microscope was developed. This family of microscopes, known as 
Scanning Probe Microscopes (SPMs), provides information about surface topography, 
electronic structure, friction, and more. 
 
In the case of the MFM, magnetic properties of micron and submicron samples have 
been investigated for over 20 years [8, 9]. Because of its high resolution, low cost to 
implement, ease in use and ability to function in an external magnetic field, it is 
particularly well-suited to investigate a magnetic-based system.  
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3.3.1 Scanning Electron Microscopy 
SEM can be used to analyze samples over a wide range of scales. Due to the 
extremely small wavelength of the electrons, SEM can resolve feature size down to 
nanometer scale. Basically, SEM works by illuminating a specimen using a focused 
electron beam. Particles carrying the information of the specimen will thus be emitted 














Fig. 3.4 Schematic diagram of the electron and sample interaction. 
 
JSM 6700F SEM was used to study the microstructure of fabricated samples through 
the detection of secondary electrons. The incident e-beam was generated by a 
field-emission gun, where a voltage of several thousand volts was applied between 
extraction electrode and a sharp W tip. To circumvent the ion bombardment on the 
electron gun and minimize the electron scattering in the atmosphere, the working 
pressure was strictly controlled below 10-4 Pa. The e-beam was bent by two magnetic 
lenses to form an electron probe. During measurement, the electron probe scanned the 
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samples, controlled by a scanning coil. To attain the topography information, a 
detector was used to detect the secondary electrons emitted from the sample surface. 
 
3.3.2 Atomic Force Microscope 
Invented by Binnig, Quate, and Gerber in 1986 [10], AFM demonstrates resolution 
1000 times more than the optical diffraction limit. In fact, for MFM, the information 
is collected with a mechanical feeler rather than optical means which is implied by 
‘microscopy’ [11]. As the name indicates, AFM utilizes atomic force between the tip 





     
Fig. 3.5 Inter-molecular force as a function of the separation.  
 
The basic mechanism, as illustrated in Fig. 3.6. The tip is mounted on a flexible 
cantilever, allowing the tip to follow the surface profile. The information of surface is 
enlarged by the laser and picked by the detector. 
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Fig. 3.6 A scheme of AFM with the major components (some components such as data pick-up 
components and servo components are not shown here). Cantilever is typically silicon (for tapping 
mode) or silicon nitride (for contact mode). Tip radius curvature is on the order of nanometer. In 
some AFM equipment, the 3D piezoelectric scanner is in contact with cantilever [11], not the 
sample stage. 
  
Before scanning, the laser beam is calibrated so that it is received at the center of the 
detector. During scanning, the cantilever vibrates and is deflected by the force 
between the tip and the sample surface’s asperity. The reflected laser beam is 
deflected from the center of detector, and is analyzed as the surface asperity. 
 
Classified by the movement types of the cantilever, the primary operation mode 
includes static mode and dynamic mode. The difference between ‘dynamic’ and 
‘static’ is whether the tip is vibrating or not in the scanning process. In dynamic mode, 
the cantilever is externally oscillated at or near the resonance frequency. Normally, 
AFM is classified into three types of measurements, namely contact, tapping and 
non-contact mode, based on the contact conditions [12]. The instrument used in this 
thesis is a Digital Instruments Dimension 3100 AFM, which is capable of both contact 
and tapping mode  
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The good aspects of AFM imaging are as follows. First, AFM can provide a 3-D 
image. Secondly, no extra sample treatment or vacuum conditions are needed. Hence, 
it is possible to use AFM in molecular or living organism study [13, 14]. Thirdly, 
AFM has a high resolution, and the resolution is often comparable to that of scanning 
tunneling microscopy and transmission electron microscopy. But AFM also has a 
small image size. Another disadvantage is that the choice of tip should be careful 
when different materials are tested [15].  
 
3.3.3 Magnetic Force Microscope 
MFM is a type of SPM which can map the spatial distribution of magnetism by 
testing the magnetization interaction between a tip and a sample. It is developed to 
fulfill the need to image the magnetism of the magnetic structures. MFM topography 
image is usually based on the tapping mode. The components of MFM are quite 
similar to that of AFM which is shown earlier. Unlike AFM, magnetic materials are 
used for the tip and sample, thus both the atomic force and magnetic interaction are 
measured during imaging [15].  
 
The coating materials of cantilever include: Co, CoCr, CoPtCr, NiFe, Fe, NiCo, etc. 
Etched silicon sputter-coated with ferromagnetic material (e.g., CoCr) is always used 
for tip, as shown in Fig. 3.7. The tip is magnetized along the z-axis. The stray field 
from tips decreases as the thickness of coating decreases and distance increases. 
Maximum fields in the range 30-100 Oe (coating is 30-170 nm) are found at a 
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distance known to be about 100 nm from the tip contact surface [16]. The thickness of 
coating of low moment tip used in this thesis is about 10nm (from the parameters 
provided from VeecoTM). From dipole approximation (introduced in chapter 2), the 
field is about 1/30 of those values. 
   
Fig. 3.7 Left: the procedure of fabricating the tip. Right: SEM images of the tip during the 
fabrication, from [15]. 
 
To generate a magnetic image, MFM can be operated in a constant frequency shift 
mode, a tapping/lift mode, or a constant height mode. Here, we introduce the 
tapping/lift mode which is used in this thesis. 
 
Tapping/lift mode is developed by Digital Instruments (MultiMode). In this mode, the 
topography and the magnetic contrast can be separated nicely. The topography is 
scanned by the tapping mode, and the magnetic contrast is obtained by the lift mode, 
as shown in Fig. 3.8. And it is also called two-pass method. During the first pass, the 
tip is in contact or semi-contact with the sample, which gives a topography image. 
During the second image, the tip lifted (20-200nm, usually) so that the short-range 
Van der Waals force is negligible comparing to the long-range magnetic force. Both 
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Fig. 3.8 Two-pass method of MFM. Tapping scan is used to get the topography, which is indicated 
as first pass. While the lift scan follows the topography with a lift height zΔ , and that generates 
the magnetic contrast. 
 
In the second pass, i.e. the lift mode, two methods are available. DC-MFM mode 
detects the deflection of the stiff non-vibrating cantilever. The magnetic force 
between the sample and tip is,  
( ) ( )2 2' ' ' '
V
HF m r r r dV
z
∂= +∂∫ G G G G          (3.2) 
Where m
G
 is the magnetic moment of tip and H
G
is the magnetic stray field of the 
sample. This dc mode is seldom used because of the noise, such as vibrations and 1/f 
electronic noise. 
 
AC-MFM mode detects the resonance oscillation of the cantilever, thus gives higher 
sensitivity. In this mode, MFM detects the derivative of force, i.e., the second 
derivative stray field of sample which will be shown later. Similar to that in AFM, 
two kinds of signals can be recorded in AC-MFM. The first is the amplitude of 
cantilever oscillation. The second is the phase shift between vibrations of the 
cantilever and the piezoelectric actuator. 
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In AC mode, the cantilever beam can be treated as a one dimensional damped driven 
harmonic oscillator with a resonance frequency of ( )1 20 2cbf k m π∗= , where kcb is 
the spring constant of cantilever, m* is the effective mass of the cantilever. For long 
range forces (magnetic force) and for small oscillation amplitudes (compared to the 
decay length of the magnetic interaction), the tip-sample interaction can be treated as 
a spring in series with the cantilever. This causes the cantilever to oscillate at a new 
resonant frequency ( )( )1 2' '0 2cb nf k F m π∗= + , as indicated in Fig. 3.9, where 'nF  is 







Fig. 3.9 AC detection techniques, amplitude of cantilever oscillation. Cantilever is driven by a 
fixed frequency 1ϖ , a cantilever resonance frequency shift causes the cantilever oscillation 
amplitude and phase to change. The amplitude or phase change can be interpreted as a magnetic 
signal. 
 







δ =                     (3.3)  
If short-range forces such as spin-spin interaction are involved, the cantilever 
oscillation is usually much larger than the decay of the force, and nonlinear effects 
need to be considered. 
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Because of the small feature size of tip, it can be considered as a point dipole moment. 







Fig. 3.10 Scheme of the interaction between sample and tip. 
 
The derivative of dipole approximation can be written as (for an infinite small 
element of tip): 
( )'F n n F= ⋅∇ ⋅G GG G                               (3.4) 
nG  is the unit vector normal to the cantilever plane, if the cantilever is parallel to the 





HH HF m m m
z z z
∂∂ ∂= + +∂ ∂ ∂            (3.5) 
We need to integrate through all the volume of the tip to get the whole effect. 
( ) ( )2 2' ' ' '
V
HF m r r r dV
z
∂= +∂∫ G G G G                  (3.6) 
where V is the magnetic coating volume. We neglect the dependence of magnetic 
moment of tip on the magnetic stray field of the sample. 
 
DC-MFM is always used when the stray field is high enough, and AC-MFM is more 
sensitive. Determined by whether the magnetic field is presented during imaging, 
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there are in-situ and ex-situ measurements. 
 
MFM is found to be useful in a number of applications for imaging the surface of 
magnetic recording media which could have been virtually impossible to do in a 
conventional AFM. It also exhibits a very high resolution typically around ~50nm. 
Since no sample preparation is needed, MFM has been widely used to detect the 
domain structure of the magnetic samples. As the storage media continues to push to 
high densities, and the new type magnetic storage media emerge, MFM will continue 
to play an important role in analyzing the surfaces of magnetic materials. 
 
3.4 Field generation structure 
To investigate the magnetic reversal process, we generally apply a reverse field to the 
sample. Thus, a field generation structure is utilized to facilitate the research (made by 
an undergraduate who was in our group), as shown in Fig. 3.11. 
 
Fig. 3.11 Field generation structure 
 
A power supply is connected to the two wires (red and black) to provide electrical 
current. The magnetic field is generated from the electromagnets (the two circular 
parts). The relationship between current in the electromagnets and the magnetic field 
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is obtained using a gaussmeter. The sample is loaded at the center bar. The entire 
structure is put in the SPM chamber and the sample is placed under the tip.  
 
3.5 Summary 
We have introduced the fabrication process and characterization techniques used in 
this thesis. For the fabrication process, KrF DUV photolithography was utilized. 
Characterization tools, such as SEM and SPM, were used to probe the properties of 
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Chapter 4                                 
Patterned Single-layer and Exchange-biased  
Ferromagnetic Nanostructures  
4.1 Introduction 
Patterned ferromagnetic nanostructure has been intensively investigated in recent 
years. The single layer ferromagnetic nanostructure can be potentially used in new 
hard-disk media. And the multi layer ones can be used in magnetic random access 
memory (MRAM) [1-12] or new type of hard-disk head. We investigated patterned 
single ferromagnetic structure, Co square rings, and exchange-biased structure, which 
is Co/IrMn rings, using Magnetic Force Microscopy (MFM). The magnitude of 
applied magnetic field is varied to investigate the magnetization reversal process. And 
the inter-ring spacing is varied to investigate the collective effect. By scanning the 
patterns at the corner, we can observe the individual ring in-situ. Also, it is rare to 
investigate the vortex chirality on a large scale of arrays of rings though it has been 
presented as a promising solution to store data [1]. Here, the chirality (clockwise and 
counter-clockwise) of domain wall movement is controlled by changing the direction 
of applied field. The experimental result can be confirmed by simulation. 
 
In the following sections of this chapter, we are going to show how arrays of square 
rings (Co and Co/IrMn) are fabricated. Magnetic states evolution is examined. The 
evolution of a single ring is observed. Under this ground, vortex chirality can be 
determined, and related simulation results are shown to justify the experiment results. 
Each experiment is repeated more than once, and the repeatability is confirmed. 
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4.2 Experimental techniques 
 
The sample includes Co (hard ferromagnetic) patterns and Co/IrMn (ferromagnetic/ 
anti-ferromagnetic, exchange bias) double layers patterns. The topography of sample 
is imaged by scanning electron microscope (SEM), as shown in Fig. 4.1. Arrays of 
square rings with a length of 1.3μm and a width of 900 nm were fabricated using KrF 
deep ultraviolet lithography and lift-off processing. The width of the center hole is 
200nm and the length of it is 500nm. Single-layer rings were made from 
polycrystalline Co (10nm thick) films with a Ta (2nm) seed layer and Cu (2nm) 
capping layer and exchange-biased rings from Co(10nm)/IrMn(5nm) bilayer 
structures, with a Ta (2nm) seed layer and Cu (3nm) capping layer. Co films were 
deposited by ion beam sputtering. The other materials were grown by dc triode 
magnetron sputtering. An in situ magnetic field was applied during the growth of 
exchange bias structures in order to induce a bias on the FM layer parallel to the field 
direction. We intentionally apply the field along the diagonal direction of the single 
ring, thus, the domain walls are pinning uniformly at the diagonal direction of rings. 




    
(a)                                       (b) 
    
                 (c)                                        (d) 
Fig. 4.1 The SEM images of the patterns. (a) closely-packed Co patterns; (b) widely-spaced Co 
patterns; (c) closely packed Co/IrMn patterns; (d) closely packed Co/IrMn patterns. Edge-to edge 
spacing for closely packed rings is 50nm both along minor and major axis; while for 
widely-spaced ones, it is 500nm along minor axis and 350nm along major axis.               
 
The magnetic states of the rings were characterized using a Digital Instruments MFM 
with a low-moment tip. The scan height is 30nm for Co and 50nm for Co/IrMn. From 
chapter 3, the tip exert a field of about 30 Oe on Co rings and 10 Oe on Co/IrMn rings 
along the vertical direction, and the stray in-plane field will be even smaller. The rings 





4.3 Magnetic States Evolution under Different Reverse Field Magnitude 
Exchange bias phenomenon has been extensively investigated [13-15]. Difference of 
hysteresis loop between single-layer and exchange bias materials is shown in Fig. 4.2. 
 
Fig. 4.2 Hysteresis loop of single layer and exchange bias films. 
 
When the rings are under different magnitude of in-plane magnetic field, their 
magnetizations will change [16]. Magnetizations are represented by different 
magnetic states. The evolution of these magnetic states can be represented by domain 
walls motion. And the domain walls can be observed by MFM. We first conducted a 
series of experiments to observe the evolution of magnetic states under the reverse 
magnetic fields by MFM. First the sample is saturated under a large field of +3000 Oe 
along the major axis, and the MFM image of this saturation is taken at remanence, i.e. 
no external magnetic field is presented during imaging. Low moment tip is used to 
minimize the influence on the sample. Then, we applied the reversed field at a 
sequence of increasing magnitude. The field magnitude are 100, 200, 300, 400, 500 
Oe, along major axis. After each step, the magnetic images are taken at remanence. 
 
4.3.1 Magnetic States Evolution of widely-spaced patterns 
We first take MFM images of the widely-separated Co rings, as can be seen in Fig. 4.3. 
Corresponding MFM images of Co/IrMn rings are shown in Fig. 4.4. MFM images 
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are used to compare the difference of magnetic reversal processes between Co and 
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          (d)                        (e)                         (f) 
Fig. 4.3 Magnetic states evolution of widely-spaced Co ring arrays. From (a) to (e), field of 0, 100, 
200, 300, 400, 500 Oe were applied before the image is taken; under each Image, it is the sketch 
of the majority state for corresponding image. The caption of sketch is the description of the state. 
The arrows in sketch indicate the magnetization direction in the pattern. Transverse line in the 
pattern indicated the transverse domain wall. Arrow outside of pattern indicates the direction of 
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              (d)                         (e)                          (f) 
Fig. 4.4 Magnetic states evolution of widely-spaced Co/IrMn ring arrays. From (a) to (f), field of 0, 
100, 200, 300, 400, 500 Oe were applied before the image is taken; under each Image, it is the 
sketch of the majority state for corresponding image.  
 
Fig. 4.3 (a) and 4.4 (a) are the magnetic states at remanence after saturation. Though 
both Co and Co/IrMn rings exhibit onion state in this case, we can still see the 
difference. For Co/IrMn, due to the pinning effect between the AFM and FM layers, it 
is much uniform for the domain wall locations of the different patterns (the ‘black’ 
domain wall is at the lower left and the ‘white’ domain wall is at the upper right.). Fig. 
4.3 (b) and 4.4 (b) are the magnetic states after a reversal field of 100 Oe. In Co 
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pattern, after applied reverse field, one domain wall begins to move towards the other. 
In further process, the vortex state is formed (two domain walls annihilate), or 
horseshoe state is formed (no annihilation happens) [17]. In Co/IrMn rings, since the 
pinning effect is too strong, moving of the domain wall only happens in a small 
portion of patterns. The majority of the magnetic state is vortex. Fig. 4.3 (c) and 4.4 (c) 
are the Magnetic states after a reversal field of 200 Oe. With the increasing of the 
reversed field, for Co, the magnetic states are mainly reverse onion or reverse 
horseshoe onion. For Co/IrMn, the patterns mainly exhibit horseshoe state. From the 
later cases, we speculate that the horseshoe state lasts over a large magnetic range due 
to the pinning effect. Fig. 4.3 (d) (e) (f) and 4.4 (d) (e) (f) are the magnetic states after 
a reversal field of 300, 400 and 500 Oe. There is no much difference between these 
cases and last one. For Co, Only the percentage of reverse onion or reverse horseshoe 
onion state increases. For Co/IrMn, rings still show the horseshoe state. The 
percentage of rings which show reverse onion state increases. 
 
After counting the numbers of different states in MFM images, the state percentage as 




                  (a)                                    (b) 
Fig. 4.5 State Percentage of widely-spaced (a) Co ring arrays and (b) Co/IrMn ring arrays as a 
function of field.  
 
From Fig. 4.5 (a), for widely-spaced Co ring arrays, as the field increases, percentage 
of onion state in widely-spaced rings decreases; while that of reverse onion state 
increases. Percentages of twisted (include some horseshoe state) and vortex state 
reaches maximum at some medium field. From Fig. 4.5 (b), for widely-spaced 
Co/IrMn ring arrays, as the field increases, percentage of onion state in widely-spaced 
rings decreases; while that of reverse onion state increases, but not to a hundred 
percent. And also, Percentages of horseshoe (twisted state are hard to be observed) 
and vortex state reaches maximum at some medium field. 
 
4.3.2 Magnetic States Evolution of closely-packed patterns 
MFM images of the closely-packed Co and Co/IrMn rings are taken, as shown in Fig. 
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Fig. 4.6 Magnetic states evolution of closely-packed Co ring arrays. All the images, sketches, 
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            (d)                       (e)                         (f) 
Fig. 4.7 magnetic states evolution of closely-packed Co ring arrays. All the images, sketches, 
icons are similar to Fig. 4.4. 
 
The direction of applied magnetic field is the same of the previous case. After 
comparison, the Co/IrMn rings are hard to turn to the reverse onion state. After 
counting the numbers of different states in MFM images, the percentage versus field 
plot relation can be plotted, as shown in Fig. 4.8. 
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(a)                                 (b) 
Fig. 4.8 State Percentage of closely-packed (a) Co ring arrays and (b) Co/IrMn ring arrays as a 
function of field.  
 
From Fig. 4.8 (a), for closely-packed Co ring arrays, as the field increases, percentage 
of onion state in widely-spaced rings decreases; while that of reverse onion state 
increases. Percentages of twisted (include some horseshoe state) and vortex state 
reaches maximum at some medium field. From Fig. 4.8 (b), for closely-packed 
Co/IrMn ring arrays, as the field increases, percentage of onion state in widely-spaced 
rings decreases; while that of horseshoe state increases.  
 
Compared with the previous work [18], where the ferromagnetic NiFe rings show 
collective transition, our patterns do not. The width of rings here is wider (900nm vs. 
700nm in ref. [18]) and length/width ratio is smaller (1.3μm/900 nm=1.44 vs. 
1.15μm/700 nm=1.64 in ref. [18]). If the rings of onion states are considered as 
dipoles, and the direction of dipole is from the black to white domain wall. Thus the 
directions of dipole are randomly distributed after saturation in our Co Arrays. And 
there is no strong interaction.  
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From Fig. 4.5 and 4.8 (b), widely-spaced and closely-packed Co/IrMn rings behave 
differently. Widely-spaced rings show horseshoe and reverse onion state; while 
closely-packed rings show horseshoe and onion state. This is a sign that interaction 
between the adjacent rings enhances the pinning effect, because the directions of 
dipoles are all the same. Compared this with widely-spaced elliptical rings [19], 
which shows onion and vortex state at remamence, square rings behave differently 
due to the different shape anisotropy.  
 
A model is set up to estimate the pinning effect of the cases. The model is shown 
below as Fig. 4.9. For the convenience of our discussion, we use a square ring with 
one-fourth circular arcs at the corners to model the shape of the rings and reserve the 
main shape information. We suppose the size of the outer ring is not changed, and the 
inner square is 650 nm in length and 200 nm in width, so the width of ring is 325 nm. 
The straight line at the width is 200nm and at the length is 650nm (the geometry 
parameters will also be shown in the chirality section of this chapter).  
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Fig. 4.9 Model for the interaction of the domain walls in Co rings. In a ring with onion state, the 
two domain walls are located at position 1 or 2 and 3 or 4. Each domain wall can be treated as a 
dipole. Daggers denote the direction of the dipole. 
 











⋅⎡ ⎤= −⎢ ⎥⎣ ⎦
G GG G G
 
Where μ0 is the permeability of vacuum, μf is the relative permeability, mp
G  is 
magnetic dipole moment. Here, μf is one for the air. Suppose mp  equals to MsV, 
where Ms is the saturate magnetization and V is the volume of the domain wall. The 
domain wall is considered as a cylinder, where the diameter of circle is 325 nm, and 
the height is 10nm as stated before.  
 
Since the field drops at a function of the cube of spacing, only the nearest domain 
walls need to be considered. The domain wall 3 in ring A feels a field from domain 
wall 2 in ring B. The magnitude of the field along the long axis is about 16 Oe. For 
the real situation (from MFM images), the dimension of the domain wall is about 
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square root two times of this value, thus, the field is larger than 32 Oe. This is 
comparable to the switching field, and the pinning effect can not be ignored. However, 
if the domain wall is locate at position 4 in ring A, the field drops dramatically and the 
pinning effect can be ignored. We stated before that the domain walls locate randomly 
after saturation (observed from MFM images). Thus, for ring A, suppose there is one 
wall located at position 3 and pinned by the lower ring. The other wall in ring A may 
not be pinned (it can only be pinned if it has an adjacent domain wall located right 
above it. But this is not the case since the domains walls are randomly distributed.). 
The other wall can move freely at a reverse field, and the ring will evolve to twisted 
or vortex state to diminish or eliminate the pinning effect. Thus, in a macro view, 
there is no observable pinning effect for our arrays of rings.  
 
For the exchange biased rings, the case is different. The starting positions of domain 
walls are uniformly distributed at position 2 and 4. The model is shown in Fig. 4.10. 
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Fig. 4.10 Model for the interaction of the domain walls in Co/IrMn rings. In a ring with onion 
state, the two domain walls are located at 2 and 4. Each domain wall can be treated as a dipole. 
Daggers denote the direction of the dipole. In ring A, solid dagger means the direction of domain 
wall movement, the dot dagger at position 3 is dipole after the movement. 
 
First, take domain wall 4 in ring B for consideration. Domain wall 2 in ring C is the 
nearest domain wall, and it will exert a field larger than 18 Oe on wall 4 in ring B 
along the dipole direction. Thus, the pinning effect from this field can not be ignored. 
At a reverse field, take domain wall 2 in ring A for consideration. Suppose domain 
wall 2 moves to position 3 and tend to move to position 4 (it will move clockwise 
based on our argument in chirality section.). At position 3, wall 2 in ring C and wall 4 
in ring B are the nearest walls. They both exert fields large than 32 Oe to prevent the 
further movement. Thus, wall 3 in ring A is pinned. That is the reason there is a large 
percentage of horseshoe state and there is no further evolution to twisted and vortex 
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state. Overall, closely-packed exchange biased rings show a large pinning effect 
which is not observed in Co rings. 
 
From our analysis, the pinning effect is not only related to the edge to edge spacing, 
but also related to the starting positions of domain walls. This is consistent with the 
previous work [18]. 
 
4.4 In-situ Observation of Magnetic States Evolution of Individual Ring 
The previous MFM images about the wafer-based magnetic sample are taken ex-situ, 
i.e. the individual ring can not be identified. So we just can speculate the overall 
magnetic states statistically. Here, we developed a technique to take MFM image 
in-situ. It is called ‘scan-at-the-corner’. By positioning the MFM tip at the corner of 
each array, we can differentiate each ring. Then we can observe the rings in-situ. 
Since the closely-packed rings behave similar to widely-spaced rings, thus, we use the 
widely-spaced rings to make the images clearer. The samples were saturated first, and 
were taken MFM images at remanence. We applied the reversal field at a sequence of 
increasing intensity. The field intensity are 100, 200, 300, 400, 500 Oe. Then, the 
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            (d)                         (e)                        (f) 
Fig. 4.11 Magnetic states evolution of widely-spaced Co/IrMn ring arrays at the corner. From (a) 
to (f), field of 0, 100, 200, 300, 400, 500 Oe were applied before the image is taken. Under each 
Image, it is the sketch of the majority state for corresponding image. The caption of sketch is the 
description of the state. The arrows in sketch indicate the magnetization direction in the pattern. 
Transverse line in the pattern indicated the transverse domain wall. Arrow outside of pattern 
indicates the direction of external magnetic field. 
 
The purpose is to test the evolution of the magnetic states under different field. We 
can decrease the scanning area to get the clearer image about the magnetic state. 




To fully show the capability of this in-situ technique, we choose some individual 
patterns to analyze. First, we define the top right pattern as row 1, column 1, and 
indicate as 1-1. From top to bottom, from right to left, the number of row and column 
increases. We cut the individual pattern and zoom in it to see the evolution of 
magnetic state. For pattern 1-1, the magnetic reversal process is shown as Fig. 4.12.   
 
SATU 100 Oe 200 Oe 300 Oe 400 Oe 500 Oe
 
Fig. 4.12 Magnetic states evolution of ring 1-1of widely-spaced exchange biased ring arrays. The 
image is cut from Fig. 4.11. 
 
Ring 1-1 evolves from onion to horseshoe, and finally reverse onion. If ring 1-4 is 
investigated, its magnetic state evolution is shown in Fig. 4.13.  
SATU 100 Oe 200 Oe 300 Oe 400 Oe 500 Oe
 
Fig. 4.13 Magnetic states evolution of ring 1-4 of widely-spaced exchange biased ring arrays. The 
image is cut from Fig. 4.11. 
 
We can see that ring 1-4 evolves from onion to reverse onion; there is no horseshoe 
states compare to the last case. 
 
4.5 Vortex Chirality Controlling by Changing In-plane Field Direction 
Recently, a novel phenomenon has been investigated by our colleagues in MIT [20]. 
Instead of changing the magnitude of reverse field, the direction of applied field has 
been changed. The purpose was to find the chirality of the vortex state. Chirality can 
be clockwise (CW) and counter-clockwise (CCW). Vortex chirality can be used to 
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store data. In the perfect circular ring, no preferential rotation will be observed by 
changing the direction of magnetic field. But for the shape anisotropy rings, such as 
elliptical rings or square rings, the shape anisotropy will result in the preferential 
rotation. By placing the probe at the corners of patterns; we can observe the magnetic 
state evolution of individual rings. 
 
4.5.1 Vortex Chirality Controlling of Co nanorings 










(c)                          (d) 
Fig. 4.14 Chirality controlling of Co pattern. The MFM images are taken (a) after saturation, (b) 
after -30o reverse field of 100 Oe, (c) after saturation, (d) after +30o reverse field of 100 Oe. 
 
First, the sample is saturated under the magnitude of 3000 Oe along the long axis of 
the patterns. Then we took the images at remanence. Then, we applied reverse field 
-30 degree regard the long axis (the negative angle is defined when it is 
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counter-clockwise from major axis to direction of field.); we then take the images at 
remanence. After that, the previous experiment is repeated again; the only difference 
is that the reverse field is +30o. 
 
Some rings are chosen to be analyzed, as shown in Fig. 4.15. And these are just the 
representatives. Other rings in the whole image showed the same chirality as that 










Fig. 4.15 After cutting and zooming from in Fig. 4.14. Angle alpha is from major axis to applied 
field H. After applying reverse field at an angle of -30o, the chirality is clockwise; while after 
applying +30o, the chirality is CCW.  
 
In this case, we get the modeling ring as shown in Fig. 4.16. 
 
(a)CW                       (b)CCW 
Fig. 4.16 Models for the two chirality cases in Co rings.  
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We use y as our independent variable. The exchange energy is given by 2 s aV M H dV⋅∫ G G . 
Region 1 is for the initial movement of domain wall. After domain wall passed region 
1 and enters in region 2, there is no energy difference between the CW and CCW. So 
we focus region 1 for the chirality consideration. For the movement of domain wall 
(a), the unit vector of circular arc 1 is ( )2 21 ˆ ˆr y j yir − − , where r is the radius of the 
dashed arc, which is 162.5 nm. iˆ and jˆ  are the unit vector of x and y axes. When 
the applied field is －30o （the angle refer to the major axis of the patterns, the angle 
in the following parts are all refer to the major axis.） , the unit vector is 
( ) ( )ˆ ˆ75 75Sin j Cos i° °−  (in our coordinates). The dv is proportional to the area of 
sector, which is 21
2




θ = − . For domain wall (b), the applied field 
unit vector becomes ( ) ( )ˆ ˆ75 75Cos j Sin i° °− + ; while others are unchanged. If we 
combine those together and do the integration, we will get the analytical result, as 




Fig. 4.17 Zeeman energy versus y, when the applied field is -30o. The solid curve is for domain 
wall 1; the dashed curve is for domain wall 2. After directed observation, domain 1 to rotate CW is 
the most energy favorable, which is observed in the first two cases of Fig. 4.13.  
 
From Fig. 4.15, we know that the domain wall favors to move CW under a certain 
angle direction. For Co patterns, the CW chirality appears when the angle from major 
axis to direction of field is negative. We can get the similar result that the domain wall 
moves CCW when the applied field angle is 30o. 
 
4.5.2 Vortex Chirality Controlling of Co/IrMn nanorings 
















(e)                           (f) 
Fig. 4.18 Chirality controlling of Co pattern. The MFM images are taken (a) after saturation, (b) 
after -30o reverse field of 100 Oe, (c) after saturation, (d) after +30o reverse field of 100 Oe, (e) 
after saturation, (f) after +60o reverse field of 100 Oe. 
 
We first saturated the sample under the magnitude of 3000 Gauss along the long axis 
of the patterns. Then we took the images at remanence. Then, we applied a reverse 
field of 100 Oe at -30 degree regard the long axis (the negative angle is defined when 
it is counter-clockwise from major axis to direction of field.); we then take the images 
at remanence. After that, we repeated the previous experiment; the only difference is 
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that the reverse field is +30 degree. But we did not see much difference between –30o 
case and +30o case. Under +30 degree, the twisted state patterns show clockwise 
chirality. After we applied the field to +60o, the chirality becomes CCW, as shown in 








Fig. 4.19 Exchange-biased ring, after cutting and zooming in from the previous images, angle beta 
is from major axis to exchange bias direction.  
 
The reason lying behind is due to exchange bias effect. For the exchange biased rings, 
we should count the effect of exchange field. We add the inner product of exchange 
field and the magnetization to the energy term. To eliminate the effect of magnitude, 
we set the magnitude of reverse field as that of the exchange field, which is 75 Oe. 
This value is determined from the unpatterned exchange bias film, and also from the 
previous work [6]. The direction of exchange field is determined when the field is 
added during deposition, for our geometry, it is about 300 referred to the major axis. 





Fig. 4.20 Zeeman energy VS. y-axis displacement for Co/IrMn elliptical ring.  
 
From Fig. 4.18, for Co/IrMn patterns, when the applied field is -30o, the charality is 
CW. When the applied field changed to 30o, the chariality is also CW, but the energy 
difference between rotate CW and CCW is decreasing. When the applied angle is 
about 60o, the chirality is CCW. From this trend, the critical angle is a little bit larger 
than 30o which near the absolute value of the angle of exchange field. The critical 
field angle is a function of the direction and amplitude of exchange field. It will 
decrease if we increase the angle or decrease the amplitude of exchange field. 
 
The advantage of the square ring over the previous elliptical ring is the domain wall 
position is more predictable thus the analysis is much easier. Domain walls generally 
locate at two of the four corners of the rings. And for the exchange bias rings, they 
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even locate uniformly at the diagonal line of the rings by controlling the direction of 




Arrays of Co and Co/IrMn nanorings were fabricated and investigated. It is relatively 
hard to reverse Co/IrMn nanorings due to the pinning effect of the anti-ferromagnetic 
material IrMn. For widely-spaced and closely-packed Co nanorings, and 
widely-spaced Co/IrMn nanorings, collective effect is not observable. For 
closely-packed Co/IrMn nanorings, collective effect is apparent. This is modeled by 
dipole approximation that the inter-ring spacing and starting positions of domain 
walls are important in determining the collective effect. Individual rings can be 
selected and observed. This provides a good technique for extensive further studies. 
The chirality of the vortex states of Co and Co/IrMn can be controlled by altering the 
direction of the applied field and can be used to store information. The results are 
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Magnetic reversal of Co nanoring pairs 
 
5.1 Introduction 
Interaction between ferromagnetic nanostructures is important in applications such as 
nonvolatile magnetic random access memory (MRAM) [1], magnetic quantum 
cellular automata (MQCA) [2, 3], and magnetic biosensors [4]. Ferromagnetic 
nanorings have been studied extensively because they exhibit several stable magnetic 
configurations (flux-closed vortex states, and bidomain or onion states containing two 
domain walls) which may be useful in such applications. However, the majority of 
previous work has concentrated on either isolated rings [5-12] or arrays of rings [13, 
14]. Small, closely spaced groups of rings may show collective magnetic 
configurations that are stabilised by magnetostatic interactions. In this chapter, the 
behaviors of units which are made up of a pair of circular rings are investigated. The 
ring size is unchanged, but the inter-ring spacing and thickness are varied in order to 
investigate the effect of magnetostatic interactions on the collective behavior of the 
ring pair.  
 
5.2 Experimental Procedures 
The periodic arrays of nano pairs were fabricated using deep ultra violet lithography 
at 248nm wavelength. An alternating phase shift mask with low partial coherence of 
0.31 was used to create arrays of uniform rings. After the pattern definition, 25 nm Co 
and a 3 nm Cu capping layer were deposited using electron beam evaporation. Lift-off 
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was carried out by soaking the patterned film in OK73 resist thinner. Successful 
lift-off was determined by the color change of the patterned film and confirmed by 
examination under a scanning electron microscope (SEM). Fig. 5.1 shows SEM 
images of pairs of rings after fabrication. The ring outer diameter is 560 nm, inner 
diameter is 120 nm, and the spacing between neighboring pairs is larger than 1100 nm. 
Due to the large spacing, interaction among pairs can be ignored, thus each pair can 
be considered isolated. In our experiment, only the inter-ring spacing between two 







Fig. 5.1 SEM images of ring pairs. The inter-ring spacing is (a) 75nm, (b) 125 nm, and (c) 600 nm. 
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To directly observe the magnetic states, we use magnetic force microscopy (MFM) 
with low-moment tips scanning at a height of 50-60 nm. From chapter 3, the tip exerts 
a field of about 10 Oe on rings along the vertical direction, and the stray in-plane field 
will be even smaller. The rings mainly respond to the in-plane field, thus, the field 
generated from the tips is ignorable. The images are taken at ambient conditions at 
remanence after saturating then applying different reverse fields. A sequence of MFM 
images indicates the magnetization evolution. We will show how the inter-ring 
spacing affects the magnetic states of the ring pairs and the transition fields. 
 
Micromagnetic modeling was performed using the two-dimensional Object Oriented 
Micromagnetic Framework (OOMMF) code from NIST [15]. Circular ring shapes 
with equivalent dimensions to those of the experimental structures were discretized 
into 5 nm×5 nm square elements. The mask was extracted directly from SEM images 
to attempt to capture the edge roughness and geometry non-uniformity of the 
structures. The model used parameters appropriate for hcp Co (saturation moment 
MS=1400 emu cm-3, exchange constant A=3×10-6 erg cm-1, magnetocrystalline 
anisotropy K1 =5.2×106 erg cm-3), and a damping coefficient of 0.5.  
 
5.3 Magnetic reversal of 25nm-thick Co nanoring pairs 
This section describes the detailed evolution of magnetization states observed from 
the MFM measurements for 25nm-thick Co pairs with varied spacing. The series of 
MFM measurements were performed in the following way. The sample was first 
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saturated at 3000 Oe, and then it was under reverse field at an elevated magnitude 
sequence. The images are taken at remanence after each time the field was removed. 
By identifying the majority state(s) under each reverse field. We can get a phase 
diagram and do the following analysis.  
 
5.3.1 Magnetic reversal process under field along major axis 
The reversal of an isolated ring proceeds from the onion state to the reverse onion 
state, as shown in Fig. 5.2 (a)-(d). In the onion to vortex transition, metastable states 
may be formed. Fig. 5.2 (b) is similar to the twisted state, but doesn’t seem to have a 
clear 360 wall. Fig. 5.2 (c) has an actual magnetic vortex within right side of it. The 
reason is that the rings are quite wide so allow all these non-uniform structures to 
form in the simulation. In the following discussion, we may approximate the 
non-uniform state to the closest uniform state based on the magnetization vectors and 
magnetization magnitude. Fig. 5.2 (e)-(i) show MFM images and sketches of five 
states seen during the reversal of a ring pair. For simplicity, we denote the onion state 
of each ring as ‘O’, the twisted and vortex as ‘V’ (the twisted state can be considered 
similar to vortex in that it has zero remanence), and the reverse onion as ‘R’. The ring 
pair combinations include OO, OV (or VO), OR (or RO), VV, VR (or RV), and VV. 




                 (a)            (b)           (c)             (d) 
(e) (f) (g) (h) (i)
 
 
Fig. 5.2 (a) to (d) are OOMMF simulation of the signle ring which have the same geometry as our 
rings in units, under a reverse field of 0, 400, 600 and 1400 Oe respectively; From left to right, the 
upper images of (e) to (i) are OO, OV, VV, VR, and RR states imaged by magnetic force 
microscopy, in 75nm-spacing pairs. The sketches correspond to the upper images. Black lines are 
the boundary of the ring; blue lines indicate the traverse domain walls (the domain wall is traverse 
after OOMMF simulation, which will be shown later.), and red dashed arrows show the 
magnetization direction. 
 
We first observe how OO states evolve. The sample was saturated at a field of 3000 
Oe along the major axis, and then we select the pairs that show clear OO states at 
remanence, and apply an in-plane reverse field along the major axis, parallel to the 
line joining the ring centers. All the images are taken at remanence. The corners of the 
patterns were located and imaged to ensure that the same pairs were examined in all 
the MFM images. From each image (examples are given in Fig. 5.3), we identify the 
















Fig. 5.3 MFM images of 125nm-spacing units taken at remanence after applying fields of (a) 100 
Oe and (b) 493 Oe. The arrow indicates the applied field direction before taken the MFM image. 




The dominant magnetic state for each ring spacing was determined as a function of 
reverse field, and is shown in Fig. 5.4 (a). Fig. 5.4 (b) shows a simulated hysteresis 





Fig. 5.4 (a) Phase diagram of the dominant states seen in ring pairs as a function of ring spacing 
and reverse field. (b) The simulated M-H values under reverse field. 
 
The interactions between rings result primarily from the stray fields of the domain 
walls in the onion states, whereas the vortex state is stray-field-free at remanence [16]. 
These interactions stabilize OO and RR states, and it is clear from Fig. 5.4 that these 
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combinations are stable over a wider field range for more closely-spaced rings. As a 
result, more closely spaced rings have a smaller stability range of VV, for example 
~150 Oe for 75 nm spacing, compared to ~350 Oe for 600 nm spacing. Fig. 5.5(a) 
plots the average OO to OV switching field as a function of spacing. Fig. 5.4 (b) also 
shows a 5-steps transition of the magnetization under the reverse field, which is 
different from the 3-steps transition of arrays of rings [12, 13]. 
 
5.3.2 Transition field from OO state to OV state 
The final magnetic state is determined by the competition of applied reverse field and 
the magnetostatic interaction. If a unit changes its state at a higher field, it means the 
magnetostatic interaction is also stronger. So the applied field can be considered to be 
linearly proportional to magnetostatic field to the first order, in the field range (122.5 
Oe to 243 Oe). The experimental switching field for 600nm pair is consistent with 
isolated rings [15]. While the smaller spacing will result in a large switching field, this 
trend is consistent with the ring arrays [13]. Each of the domain walls in an onion ring 
can be considered as one dipole. The magnetostatic field is to prevent the other ring 
from undergoing magnetic reversal process. From dipole approximation [17], only 
considering the interaction between close dipoles, the relationship between field and 
distance is that 31H r∝ , where r is the edge-to-edge spacing. The result is shown in 
Fig. 5.5 (a). We also get the fitting result of the 1/r fit [18], where the stray field is 
calculated by superposing all the stray fields of arrays of poles. It’s clear that the 
31 r gives a better consistency with the experimental result, especially at smaller 
spacing. 
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(a) 
  
(b)              (c) 
Fig. 5.5 (a) 1/r fitting of the transition field from OO to OV state versus spacing. (b)OOMMF 
simulation result of 75nm unit after saturation and applied a reverse field of 243 Oe. The upper 
ring shows a twisted state and the lower ring shows an onion state. As we declared, it is an OV 
state, which is corresponding to the first data point in (a). (c) 600nm unit under a reverse field of 
122.5 Oe, it is also an OV state which corresponding to the last data point in (a).  
 
 80
The transition field can be confirmed by micromagnetic simulation. We first saturated 
the units under 3 kOe, and then applied a reverse field of corresponding transition 
field. We can get a simulated magnetization state, as shown in Fig. 5.5 (b) and (c). Fig. 
5.5 (b) and (c) shows an OV state, which is consistent with the experiment result. The 
twisted state is observed in the MFM images for some rings. It shows that the units 
are really undergoing a transition from OO to OV state under this transition field. Also, 
from the simulation result Fig. 5.4 (b), we can see that transition field of 75nm unit is 
larger field than that of 600nm unit. The difference of the transition field between 
experiment and simulation is understandable by considering the thermal effect and 
non-uniformity of the units, and also, our statistical method is not quite the reflection 
of M-H values as we described. 
 
5.3.3 Stable range of VV state 
Between the transition fields of OV and VR states, the field range can be considered 
as the stability range of the VV state. Generally, the switching field increases as the 
spacing increases as shown in Fig. 5.6. Smaller spacing gives sharper transition. This 
is confirmed by other work [13] and OOMMF simulation, showed in Fig. 5.4 (b). 
 81
 
Fig. 5.6 A plot of the switching field as a function of inter-ring spacing.  
 
5.3.4 Magnetization reversal process under field along minor axis 
We performed the similar MFM scanning process with the field along the minor axis. 
The 75nm pairs are investigated first, as shown in Fig. 5.7 (a). At remanence, edge 
roughness and geometry non-uniformity play an important role in the determination 
of final state. Due to the strong interaction between the rings, the OO State is not 
stable at remanence for 75nm unit. So, it is not good for further observation of 
magnetic reversal process. For 600 nm unit, each ring can be considered as isolated, 
thus, it behaves like the widely-spaced rings, as shown in Fig. 5.7 (b). This is quite 
understandable by OOMMF simulation. We applied a field of 3 kOe to saturate the 
sample, and then decrease the field to zero to get the state at remanence. From Fig. 5.7 
(c), lower ring of 75nm pair is similar to an onion state (the area of the vectors from 
right to left in the upper section is close to that in the lower section), while the upper 
ring shows an intermediate state close to twisted state (the area of the vectors from 
right to left in the upper section is much smaller than that in the lower section). This is 
consistent with the experimental work that the pairs do not show OO state at 
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remamence. As shown in Fig. 5.7 (d), 600nm pair shows an state close to OO state (in 
both rings, the area of the vectors from right to left in the upper section is close to that 







(a)                                  (b) 
 
(c)            (d) 
Fig. 5.7 (a) MFM image of 75nm and (b) 600nm units after saturation at 3 kOe. Daggers are the 
direction of applied field before taken MFM images. From (a), there is almost no unit show OO 
state along short axis. For (b), it is just can be treated as isolated rings arrays. (c) OOMMF 
simulation result of 75nm and (d) 600nm.  
 
Periodical units of rings are fabricated and the magnetic reversal process is 
characterized by directly observing the magnetic states. From the phase diagram 
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composed by the MFM images, we clearly find the stray field of a single magnetic 
ring decreases when the spacing increases. And the transition field increases as the 
spacing increases. If we apply the reverse field along minor axis instead of major axis, 
we find OO state of the units with smaller spacing is unstable. While for units with 
larger spacing, they behave like isolated rings. This is different from the previous 
arrays of rings and isolated rings. All the experimental works are consistent with the 
simulation, theory and previous works. The result can be potentially used in many 
applications. 
 
The units of rings show a 5-steps transition rather than 3-steps of the arrays of rings. 
In application of the patterned ferromagnetic materials, the understanding of the 
interaction is important especially for the densely packed rings. Units of rings give 
steeper magnetostatic field decay than that of array of rings. This may help to 
fabricate the magnetic storage to avoid the interaction among adjacent storage unit. 
And also, this understand of the interaction mechanism may be useful for MQCA. 
Pairs of nanorings provide a new way to tailor magnetic properties. 
 
5.4 Magnetization reversal process of 15nm-thick Co nanoring pairs 
As described in the previous section, the magnetic reversal process of individual pairs 
can be determined by the MFM images, if the images are scanned at the corner. All 
the applied fields are in-plane fields along the long axis of the pairs. 15nm-thick pairs 
are investigated to study the thickness effect. As shown later, pairs with such a 
thickness are at a critical point that a lot of intermediate states are shown for 75nm 
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spacing nano pairs. This section focuses on individual pairs. 
 
5.4.1 Magnetization reversal process of 75nm nanoring pairs 
Magnetic reversal process of the 75nm spacing is investigated. The evolution of pair 1 
is shown below as Fig. 5.8. 
SATU 70 Oe 173 Oe 279 Oe 290 Oe
H H
300 Oe 313 Oe 327 Oe 340 Oe 401 Oe389 Oe
 
Fig. 5.8 Magnetization reversal process of 75nm spacing, pair 1. Arrow in MFM images is the 
direction of applied magnetic field before taking the MFM images at remanence. From second 
image, all the direction of field is the same. Number in MFM images are the magnitude of field in 
Oe. Black lines are the boundary of the ring; blue line is the domain wall; red line is the 
magnetization direction. 
 
From Fig. 5.8, the magnetic state does not change till 279 Oe. At a reverse field of 
290 Oe, the lower ring changes its state from onion to single vortex. So, for this unit, 
no significant interaction observed. The two domain walls are not at symmetric 
positions of the long-axis of the unit. It can be explained by the imperfection of the 
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lower ring. From the topography on the right picture at 290 Oe, there is a protrusion at 
the lower right part. It makes a preferred wall site. At 327 Oe, the upper ring changes 
its state from vortex to reverse onion. From 401 Oe, the magnetic state of the lower 
ring changes from single vortex to reverse onion. 
 
The evolution of pair 1 is shown below as Fig. 5.9. 
SATU 70 Oe 173 Oe 243 Oe 252 Oe 290 Oe
H H
 
300 Oe 313 Oe 352 Oe 363 Oe 376 Oe 401 Oe
 
Fig. 5.9 Magnetization reversal process of 75nm spacing, pair 2. 
 
From Fig. 5.9, till 217 Oe, the pair remains OO state. Comparing 203 Oe and 217 Oe, 
the ‘dark’ domain wall rotates counterclockwise a little bit. From 252 Oe, the two 
rings in this pair begin to change their states from onion to single vortex [19] 
simultaneously. This is a signal of the strong interaction between the two rings, since 
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this is rarely shown in other larger-spacing pairs. The same chirality of the two vortex 
directions may be a result to minimize the magnetization energy. At 290 Oe, the upper 
ring changes from single vortex to twisted, the domain walls of the lower ring rotated 
clockwise a little. It can be considered as a meta-stable state. The state may result 
from the non-uniformity of the two rings, which can be show in consequent images. 
At 300 Oe, the lower ring changed to an intermediate state which is in between of 
twisted state and multivortex state. At 313 Oe, the upper ring changes from twisted to 
multivortex state. From 363 Oe, the upper ring changes to reverse onion state. From 
376 Oe, the pair is OO state. 
 








SATU 70 Oe 130 Oe 203 Oe 300 Oe252 Oe
H H
 
313 Oe 327 Oe 363 Oe 389 Oe 401 Oe 412 Oe
 
Fig. 5.10 Magnetization reversal process of 75nm spacing, pair 3. 
 
From Fig. 5.10, due to the non-uniformity of this pair, the lower ring does no show 
onion state after saturation. The two domain walls are not opposite, so it is easier to 
form vortex state (less than 130 Oe) comparing to the previous two pairs. Magnetic 
states do not change for the two rings till 290 Oe. From 327 Oe, the two rings change 
to reverse onion state. But the upper ring is just in a metastable state with two distinct 
white dots in the MFM image [20]. From 412 Oe, the metastable reverse onion state 
change to normal onion state. And the anisotropy of the two rings can be told by 
comparing the previous images. The dark and white regions just exchanged their 
positions by comparing with the image after saturation. 
 
OOMMF is used to simulate the magnetization evolution, as shown in Fig. 5. 11. 
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Fig. 5.11 Micromagnetic simulation of nano pairs in this section. Black square dots show 
magnetizations of the circular rings pair. Red circular dots show magnetizations of the elongated 
rings pair (along the major axis, the outer diameter is 562.5nm rather than 560nm). Insets are the 
simulated magnetic state under the indicated field. 
 
From the simulation result, it is obvious that tiny changes of the geometry result big 
changes in magnetic reversal process. If the ring in pairs are elongated 2.5nm, the 
transition behavior and transition field are changed. As shown in the insets, under the 
same field of 640 Oe, 560nm pair shows vortex wall in the lower ring, while 562.5nm 
pair does not.  
 
Even the pairs show close magnetization, the states are quite different. At 660 Oe, the 
magnetizations of the two pairs are almost the same, but the states are different, as 
shown in Fig. 5.12. 
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(a)                      (b) 
Fig. 5.12 Simulated states of the two pairs under 660 Oe. 
 
The 560 nm rings show vortex walls, while the 562.5 Oe rings do not. From the 
previous results, it is safe to conclude that the pairs with such geometry are at a 
critical point. A little change will result in big difference in the magnetic reversal 
behavior.  
 
5.4.2 Magnetization reversal process of 125nm nanoring pairs 
Magnetic reversal process of the 125nm spacing is investigated. The evolution of pair 




SATU 70 Oe 130 Oe 173 Oe 203 Oe 217 Oe
H H
 
SATU 70 Oe 130 Oe 173 Oe 203 Oe 217 Oe
H H
 
Fig. 5.13 Magnetization reversal process of 125nm spacing, pair 1. 
 
After saturation, two rings show twisted states. Upper ring change its state easily at a 
low field of 115 Oe. At 313 Oe, lower ring shows vortex state; at 340 Oe, upper ring 
shows reverse onion state; at 363 Oe, lower ring shows twisted state. 
 
The evolution of pair 2 is shown below as Fig. 5.14. 
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SATU 70 Oe 130 Oe 173 Oe 203 Oe 217 Oe
H H
 
290 Oe252 Oe 313 Oe 340 Oe 412 Oe389 Oe
 
Fig. 5.14 Magnetization reversal process of 125nm spacing, pair 2. 
 
At 173 Oe, the lower ring shows twisted state. At 252 Oe, the upper ring shows 
reverse onion state and the lower ring shows vortex state. At 313 Oe, lower ring 
shows reverse onion state. 
 
The evolution of pair 3 is shown below as Fig. 5.15. 
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SATU 70 Oe 115 Oe 173 Oe 203 Oe 217 Oe
H H
 
290 Oe252 Oe 313 Oe 363 Oe 412 Oe389 Oe
 
Fig. 5.15 Magnetization reversal process of 125nm spacing, pair 3. 
 
At 70 Oe, the upper ring shows vortex state. At 115 Oe, the lower ring shows vortex 
state. At 363 Oe, upper ring shows reverse onion state, lower ring shows twisted state. 
 
After comparing the pairs with different spacing (75nm and 125 nm), we found that 
smaller spaced pairs show abundant metastable intermediate states. This results 
directly from interaction between two rings. 
 
5.4.3 Magnetization reversal process of 600nm nanoring pairs 
Magnetic reversal process of the 600nm spacing is investigated. The evolution of pair 
1 is shown below as Fig. 5.16. 
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SATU 70 Oe 130 Oe 173 Oe 217 Oe203 Oe
H H
 
290 Oe252 Oe 327 Oe 340 Oe 363 Oe 389 Oe
 
Fig. 5.16 Magnetization reversal process of 600nm spacing, pair 1. 
 
At 130 Oe, lower ring shows twisted state. At 173 Oe, upper ring shows twisted state. 
At 203 Oe, the ‘black’ domain wall of lower ring has rotated. At 217 Oe, lower ring 
shows reverse onion state. From 340 Oe, upper ring shows reverse onion state.  
 
The evolution of pair 2 is shown below as Fig. 5.17. 
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SATU 70 Oe 115 Oe 173 Oe 217 Oe203 Oe
H H
290 Oe252 Oe 327 Oe 363 Oe 516 Oe389 Oe
 
Fig. 5.17 Magnetization reversal process of 600nm spacing, pair 2. 
 
At 130 Oe, lower ring shows twisted state. At 173 Oe, upper ring shows twisted state. 
At 203 Oe, lower ring shows reverse onion state. At 290 Oe, lower ring shows 
multi-vortex state. At 363 Oe, lower ring shows vortex state. At 516 Oe, lower ring 
shows reverse onion state. 
 
The evolution of pair 3 is shown below as Fig. 5.18. 
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SATU 70 Oe 115 Oe 130 Oe 217 Oe203 Oe
H H
 
290 Oe252 Oe 327 Oe 363 Oe 516 Oe389 Oe
 
Fig. 5.18 Magnetization reversal process of 600nm spacing, pair 3. 
 
At 130 Oe, lower ring shows twisted state. At 173 Oe, upper ring shows twisted state. 
At 203 Oe, lower ring shows reverse onion state. At 290 Oe, upper ring shows reverse 
onion state. 
 
Since the interaction between two rings is negligible, the easy axis is more random 
distributed due to the shape non-uniformity, and is not along the long axis of each 
pair. 
 
Thickness of these pairs is 15nm, which is relatively small. For 75nm spacing pairs, 
they show various metastable states. The reason is that, the thickness is at a critical 
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point, and the shape non-uniformity plays an important role and results the 
tremendous difference in the magnetic reversal process. At this thickness, it is difficult 
to analyze either experimentally (get the major behavior statistically) or theoretically 
(model the magnetic state evolution by using OOMMF. 
 
5.5 Magnetization reversal process of 40nm-thick Co nanoring pairs 
40nm-thick pairs are investigated to study the thickness effect. Magnetic reversal 
process of the 75nm spacing is investigated. The evolution of three pairs is shown 


















Fig. 5.19 Magnetization reversal process of 40nm-thick 75nm spacing pairs. The scale bar is only 
shown in first picture, and is the same for the rest. Arrow in MFM images is the direction of 
applied magnetic field before taking the MFM images at remanence. From second image, all the 
direction of field is the same. 
 
From left to right, the three pairs are denoted as 1, 2 and 3. Pair 1 transits from OO to 
VV at very low reverse field (at 130 Oe), and the VV state last a fairly long range till 
the largest field we can get from our electromagnets (516 Oe). This indicates a long 
range of stable VV state. After saturation, magnetization of upper ring of pair 2 is not 
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along the long axis, thus, the upper ring is easily turn to V state (at 115 Oe). After that, 
there is no stray field from upper ting, thus, the lower ring transit like an isolated ring. 
After applying a large reverse field of 1000 Oe which is not from our electromagnets, 
we see the RR states. 
 
Compared to the 15nm pattern, this pattern shows fewer states. For a single ring, we 
only observe onion, vortex, and reverse onion. There is a long range for VV state (the 
range which magnetization is close to zero). Coercivity is large for thick patterns. The 
pairs turn to RR state (the magnetization is close to -1) at a large field which is out of 
the range of our electromagnets. This will result inconvenience in the further 
investigation of magnetic reversal process of this pattern. Based on our simulation, 
those experimental results are confirmed, as shown in Fig. 5.20. 
 
Fig. 5.20 Comparison of magnetization vs. field among 15nm, 25nm, and 40nm thick pairs. For 




The magnetization reversal process of pairs of Co thin-film circular rings has been 
explored. For thin patterns (15nm thick), nano ring pairs show various metastable 
states which is hard to be analyzed; for thick patterns (40nm thick), it is hard to get 
the whole magnetization reverse process since the coercivity is large. For 25nm-thick 
patterns, the different micromagnetic configurations have been explored as a function 
of the applied field and edge-to-edge spacing. The switching field between different 
magnetic states is described for ring pairs of different spacing and for fields applied 
along both in-plane directions. The results are compared with a micromagnetic model. 
The magnetostatic interaction and the stable range of VV state as a function of 
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Chapter 6  
Conclusion and Outlook 
 
In the course of this study, a comprehensive investigation of the effect of various 
geometrical parameters on the magnetization reversal process in patterned single and 
multilayer magnetic nanorings have been performed. The effect of geometrical 
parameters such as film thickness and edge-to-edge spacing were systematically 
studied. The spin configurations of the nanomagnets were imaged using magnetic 
force microscopy. To substantiate the experimental results, micromagnetic simulations 
and theoretical modeling were performed. 
 
Firstly, the evolution in the magnetization reversal process in Co and Co/IrMn square 
nanorings has been studied. The question of how the exchange bias effect affects the 
reversal process was addressed. From the ex-situ field MFM measurements, we found 
that for Co/IrMn ring array, the transitions from the vortex to reverse onion states 
occur at a much higher field due to exchange bias pinning as compared with Co rings. 
 
Secondly, the vortex chirality of square Co and Co/IrMn rings was studied by MFM. 
Typically, domain walls of rings will locate at two of the four corners when the Co 
rings show an onion state. For Co/IrMn rings, the domain walls will locate even 
uniformly at the diagonally position due to the pinning effect. These are convenient 
for further controlling of the vortex chirality. By altering the direction of in-plane 
magnetic field, the vortex chirality is either clockwise or counterclockwise. The 
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experimental results have been further verified by the magnetic energy modeling, 
which show good agreement with the experimental data.  
 
Thirdly, the evolution in the magnetization reversal process in Co circular nanoring 
pairs has been studied. A phase diagram of the magnetic states as a function of the 
edge-to-edge spacing and reverse field has been constructed based on the MFM 
images. From it, we observed that the transitions from OO (onion/onion) state to OV 
(onion/vortex) state and OR (vortex/reverse onion) state to RR (reverse onion/reverse 
onion) state are strongly dependent on the ring edge-to-edge spacing due to dipolar 
interaction. The observation of distinctive magnetization states has been further 
verified by the micromagnetic simulations, which show good agreement with the 
MFM images. As the field orientation is changed from along the major axis to minor 
axis, the pairs with small spacing do not show OO state due to the interaction; while 
the pairs with large spacing behaves like isolated rings. Those experimental results are 
verified by micromagnetic simulations and related theories.  
 
Finally, we performed the MFM measurements of magnetization reversal process on 
the Co nanoring pairs with the same lateral dimension of ring but with different film 
thickness (t=15nm and t=40nm). The reversal process is found to be strongly 
influenced by the thickness of the Co ring. It was observed that the detailed 
magnetization state of the rings can be markedly modified by the film thickness due to 
the change in the in-plane demagnetizing energy and magnetic field orientation due to 
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shape anisotropy.  
 
It has been shown in this thesis that exchange bias effect affects the magnetization 
reversal process and the controlling of vortex chirality significantly. And, the 
magnetic states in nanoring pairs are strongly affected by the film thickness and 
inter-ring spacing. The results also show that for the design of magnetic random 
access memory cells based on ferromagnetic rings, magnetostatic interaction between 
neighboring rings is very important. 
 
Future work 
Numerous novel findings in large area nanorings have been reported in this thesis. 
There are several promising roads which can be further explored in the study of 
nanorings arrays.  
 
Geometry of ring in arrays can be varied to investigate the geometry effect. For 
example, the thickness of the antiferromagnetic material in exchange bias structure 
can be altered to study the pinning effect. Combined with the quantitative tool, such 
as Vibrating Sample Magnetometer (VSM) or Alternating Gradient force 
Magnetometer (AGM), the geometry effect can be investigated further. 
 
The study of the magnetic reversal process in nanomagnets has been a dramatic 
growth in recent years. It is already demonstrated that the MFM can be used in the 
study of magnetostatic interaction. The interaction is quite important in the further 
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research of magnetic quantum cellular automata (MQCA) [1, 2]. Different pattern of 
ring pairs already demonstrated in this logic states research [2]. One possible future 
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