Abstract: Density estimation is one of the most important problems in statistical inference and machine learning. A common approach to the problem is to use histograms, i.e., piecewise constant densities. Histograms are flexible and can adapt to any density given enough bins. However, due to the simplicity of histograms, a large number of parameters and a large sample size might be needed for learning an accurate density, especially in more complex problem instances. In this paper, we extend the histogram density estimation framework by introducing a model called clustgram, which uses arbitrary density functions as components of the density rather than just uniform components. The new model is based on finding a clustering of the sample points and determining the type of the density function for each cluster. We regard the problem of learning clustgrams as a model selection problem and use the theoretically appealing minimum description length principle for solving the task.
Introduction
One of the central problems in statistical inference and machine learning is density estimation. Given a sample of observations = ( 1 2 ) ∈ R , the goal of histogram density estimation is to learn a piecewise constant density that describes the data best according to some predetermined criterion. Although histograms are conceptually simple densities, they are very flexible and can in many cases model complex properties like multi-modality with a relatively small number of parameters. Furthermore, one does not need to assume any specific form for the underlying density function: given enough bins and data, a histogram estimator adapts to any kind of density. The most general histogram density (or model) is so-called irregular histogram, where the bin width is not assumed to be constant. Irregular histograms have been successfully used for density estimation in the literature [2, 5] . In these works, the estimation problem is considered as a model selection task with all the potential cut point sets as models.
There are, however, some obvious problems with the histogram model. Since the density is assumed to be constant inside each bin, the histogram estimator can sometimes produce rough densities. Consequently, a large number of bins and large sample size is needed for accurate estimation. For that reason, we propose an extension to the histogram model called the clustgram. The goal of the clustgram estimation process is to find a clustering of the given data sequence and to determine the type of the density inside each cluster. In the histogram case, the only considered density type is the uniform density. The clustgram model extends this framework by allowing arbitrary densities. Our approach to clustgram estimation is based on the information theory, more specifically on the minimum description length (MDL) principle [1, 10] that we describe in the next section. The MDL principle shares some characteristics with the minimum message length (MML) principle [12] . For discussion about the differences and similarities of MDL and MML, see [1, pp. 555-562] , and for MML clustering, see [13] According to the MDL principle, learning can be equated with finding regularities in data. Consequently, we can say that the more we are able to compress the data, the more we have learned about it. Model selection with the MDL principle is done by minimizing the combined code length of the model and the data. In this paper, we show how to calculate this code length in the case of clustgrams. This paper is structured as follows. In Section 2 we discuss the MDL principle on a general level. In Section 3 we define the clustgram model and the corresponding code lengths. Section 4 describes the principles for encoding the data in the clusters, and in Section 5 we derive the actual code lengths for cluster data according to five different types of model classes with continuous distributions. Section 6 describes some simulation tests.
Minimum description length principle
The information-theoretic minimum description length principle [1, 10] was first introduced in [6] and then developed e.g. in [8, 9] . Informally, the idea is to find a single probability measure that enables the most effective encoding according to a model class. By a model class we mean a set of parametric probability distributions. It is only a technical means for encoding, in particular we do not assume that a probabilistic source actually exists. We illustrate some aspects of encoding with an example. The interested reader will find in-depth discussion about the properties of different codes in [1] . Let M = {P(·; θ) | θ ∈ Θ} be a model class with probability mass functions of the exponential family, and letθ( ) denote the maximum likelihood (ML) parameter estimate for a data sequence ∈ D.
Assume for simplicity that Θ is a countable set and that {θ( ) | ∈ D} ⊂ Θ. The shortest code for a fixed according to any member of M is achieved by using the ML parameter estimates, and its length is − log P( ;θ( )). But the maximum likelihood function ML ( ) = P( ;θ( )) is a not probability measure (unless the case is trivial), which makes its use in coding impossible. A possible solution is to construct a distribution
where Q : Θ → [0 1] is a prior distribution for the parameter vector. Probability mass function P 0 corresponds to a two-part code, since we can first encodeθ( ) using − log Q(θ( )) bits, and then with − log P( ;θ( ) bits. How to select Q for P 0 , and how a continuous parameter space should be quantized are central problems in the design of this type of codes. Note that the code lengths according to P 0 can be shortened using the mixture P 1 ( ) = θ∈Θ Q(θ)P( ; θ), which does not allow for a two-part code interpretation. Another form of two-part encoding uses the probability
= Q(θ( ))
which produces shorter codes than P 0 by exploiting the fact thatθ( ) carries information about . We give next the main criterion with which the quality of a coding is determined in the MDL literature. We call the difference REG(P M ) = − logP( ) − (− log P( ;θ( ))) between a code length according to the distributionP and the idealized ML code length regret. The MDL principle is based on minimizing the worst-case regret, i.e. finding the distributionP that minimizes max ∈D REG(P M ).
If the problem of minimizing the regret is well-defined, the unique solution is the normalized maximum likelihood (NML) distribution, which has the probability mass function
Its regret − log ∈D P( ;θ( )) is called the parametric complexity. The worst-case optimality of the NML distribution is a direct consequence of the NML regret being a constant. NML code length also comes closest to the unreachable optimum, the ML code length, in the probabilistic sense when the mean is taken with respect to the worst possible data generating distribution. A NML distribution can be rewritten in a form that corresponds to two-part encoding. Let Φ = {θ( ) | ∈ D}, and
be the probability mass function ofθ(X ) when X is distributed according to P(·; θ 0 ). The denominator in (3) can be written as
and we have thus
The form above corresponds to our example in (2) with a prior Q minimizing the worst-case regret. On the other hand, we can turn (1) into a NML distribution by choosing a prior Q(θ( )) = 1/C only in the special case when the number of different ML parameter values is C and it holds for all ∈ D that P( ; θ) = 0 if θ =θ( ). Otherwise, we could use a mixture probability and make the optimal regret even smaller. In case of a continuous probability distribution over a set U, the NML distribution according to a certain model class is
Letting log denote the base-2-logarithm throughout this paper, we call − log NML ( ) the code length of . It is not a code length in the concrete sense, but this common slight abuse of terminology can be justified by the fact that in model selection comparing negative logarithms of densities is equivalent to comparing true code lengths in the limit when the coding precision approaches infinity. The normalizing integral in (4) unfortunately diverges in many interesting cases, including those that are relevant for our data encoding. The NML with an infinite complexity is a problematic subject, because there is no simple way to define the best possible code in that case [1, pp. 295-334] . In our approach, we first derive a NML code length for the case when the ML parameter estimators of the possible data sequences belong to a bounded set A, and then replace A by other, more general parameters. We describe this procedure in Section 4.
The clustgram model
In this section, we define the clustgram model and the clustgram density, and show how to calculate the code lengths corresponding to the model. The following Sections 4 and 5 are dedicated to the details of data encoding inside the clusters. 1 2 from , and estimating the parameters of every component density from the data points that belong to the corresponding cluster. The result has the mixture form ( ) = =1 ( ; θ ) where = 1 and (·; θ ) is the component density number .
Definition

Code length calculations for the clustgram model
The criterion for selecting the optimal clustgram ( ) is the code length of the quartet ( ). In other words, we try to find the clustering and the types of clusters that minimize the total code length of the clustering, cluster types and data. We define the density ( ) = P( )P( | )P( | ) ( | ) and call the negative logarithms of the density's values code lengths. We start by setting P( ) = 1/ . Using a uniform distribution means that we have no preference for any possible number of clusters. Generally, treating very simple (one cluster) and very complex model classes ( clusters) on equal footing may be problematic [1, pp. 422-425] . In the clustgram case, however, we are usually only interested in clusterings with ∈ {1 2 K } where K is a relatively small constant.
The clustering is a sequence of integers that indicate the cluster memberships of the points in the data sequence . We assume that the integers are used only as labels and that they carry no information about the data sequence. For example, (2 1 2 3) and (1 3 1 2) represent the same clustering. In order to have a unique representation, we assume that 1 = 1 and that = if the point belongs to a different cluster than any of the points 
), where is the number of occurrences of the label in . Clusterings with empty clusters can be simplified by reducing the number of clusters, so we assume > 0 for all ∈ {1 2 }. According to the multinomial model class, the maximum likelihood of the clustering represented by is
where we have added together the maximum likelihoods of all sequences in {1 2 } corresponding to this clustering.
We normalize (5) by the sum
where we have defined 0 0 ≡ 1 and the summation goes over all sequences in {1 2 } . The calculation of ( ) can be done in ( ) time [3] . There is also a useful approximation formula [11, Theorem 8.32 ]. The resulting NML distribution is P( | ) = Q ML (n( ) | ) / ( ). Let T be the number of different types (uniform, normal etc.) of clusters. We assume that the elements of the type sequence are independently and uniformly distributed in the set of types, which yields the probability P( | ) = 1/T . This probability has the intuitively appealing feature that we can determine the optimal type of a cluster in the clustgram model independently of other clusters. What is left, is to derive the conditional density of the data ( | ). We assume that the conditional densities of the individual clusters are independent. Therefore, it suffices to determine the density ( | ) for every cluster type ∈ {1 2 T } and size of the cluster ∈ {1 2 }, which we do in the following two sections.
Encoding of the cluster data subsequences
When , and are given, the lengths of the cluster subsequences and the corresponding cluster types are known. In this section, we derive the density functions that are used for encoding the cluster data subsequences. The density ( | ) is then the product of the conditional densities of the individual clusters. We start by describing the method for deriving the code lengths in a general setting. Then in Section 5, we shall consider model classes with uniform, shifted exponential, Laplace, normal, and shifted half-normal distributions. From now on, the symbol refers to a cluster data subsequence, not to the complete data sequence as before.
General scheme of determining the code length
All our model classes that we use for encoding the data in the clusters belong to the location-scale family of distributions.
In other words, they can be parameterized by a location parameter α ∈ R and a scale parameter β > 0. It is important for the code length calculations that the model classes have simple closed form ML parameter estimatesα( ) andβ( ). In the general case, when the domain of the data is R , all our model classes have an infinite parametric complexity. Considering a model class with the maximum likelihood ( ;α( ) β ( )), this means that there exists no density of the form C −1 ( ;α( ) β ( )), where C is independent of . Instead of trying to redefine the problem so that there would be a NML solution, we discuss directly what kind of solution we are ready to accept. This approach is called luckiness NML by Grünwald [1, pp. 308-316] . Let > 0, and let˜ be the density that we use for coding. We mean by regret the difference − log˜ ( ) − (− log ( ;α( ) β ( ))) between the achieved code length and the idealized ML code length. The NML codes have constant regrets, which can be seen directly from (4). We require that our solution˜ should fulfil the following conditions:
1. for all ∈ R it holds that˜ ( ) > 0
2.˜ is a continuous density function ofβ( ) and |α( )| only 3. on the conditionβ( )
, the regret is a constant 4. on the conditionβ( ) ≥ , the regret is a slowly increasing function of |α( )|. It is difficult to find a satisfactory definition for a "slowly" increasing function in requirement 4. We understand this primarily in the asymptotic sense. We concentrate on the most general case when there is no prior knowledge about the data. Then requirement 1 is needed so that all possible data sequences can be encoded. Since the maximum likelihoods we shall deal with are all proportional toβ( ) − (see Section 5), it is inevitable that the regret of˜ grows unbounded asβ( ) → 0 from above. Even if we condition onβ( ) ≥ , a constant regret cannot be achieved everywhere. In our opinion, a reasonable compromise in that situation is to guarantee a constant regret ifα( ) lies near the origin, and let the regret grow slowly as a function of |α( )| farther apart from the origin, as it is defined in the requirements 3 and 4. For all model classes that we use, the maximum likelihood value is a function of the estimated scale parameter: ML :
. Our solutions are of the form
where is a density function. In Subsection 4.2 we design so that all the four conditions that we set for˜ earlier can be fulfilled. After that, our task is to find the constant for each model class. Next, we describe a method for deriving the NML densities for restricted data sequences. We model the data sequence by means of the model class M = { (·; θ) | θ ∈ Θ} where every ∈ M is bounded almost everywhere. Letθ( ) be the ML parameter vector estimate for . Let E(θ) = { ∈ R |θ( ) = θ}, and let A = ∪ θ∈Θ E(θ) where Θ is bounded. Assuming that ∈ A, we are able to derive the normalizing constant for the NML density as follows:
where θ (·; θ) is the density function ofθ(X ) when X has the density (·; θ) with the parameters θ. Using a technique suggested in [4] , we extend the NML corresponding to the set A to a density˜ that is positive for all ∈ R . A detailed example of this procedure is given in Subsection 5.1 in connection with the derivation of the code length for a cluster with a uniform distribution. The ML parameter estimates are given continuous priors, which should be seen rather as technical means than as an expression of prior belief. The density of the scale parameter is strictly speaking not even necessary for deriving the result. Then, a mixture density of conditional NML densities is formed. The final mixture is a limit where the volumes of the sets we are conditioning on approach 0. By choosing appropriate priors, all the requirements that were set to˜ earlier are fulfilled.
In deriving the densities in the following subsections, we assume that ∈ {2 3 } and = ( 1 2 ) ∈ R where min( ) < max( ). But the final densities corresponding to the code lengths are also defined for sequences having min( ) = max( ). If = 1, clusters are best encoded using the density that will be given in (11) , regardless of the type of the cluster.
Density function for the location parameter
In this subsection we design the density function so that the code lengths derived in Section 5 fulfill the four conditions listed in Subsection 4.1. Because the solutions will be of the form (7), has to be constant within an interval around the origin. We choose a density that also diminishes asymptotically very slowly so that the regret grows as slowly as possible when the ML estimate of the scale parameter grows. Density is a straightforward modification of the density that Rissanen gives in [7] . For typographical reasons, we write as ↑ , where ↑ is a right-associative operator. Let ↑↑ 0 = 1 and let
Rissanen's density can be parameterized by shifting the origin [4] . Let = 2 ↑↑ ( − 1 δ) where ∈ {1 2 } and δ ∈ [1 2[. For ∈ R + , we have then the density and the final density
If one knows before looking at the data that ∈ R + , one should naturally use the density → 2 ( ; ) for ≥ 0. In summary, is a parameter that determines the width of the constant density interval. With a fixed , the larger is, the more probability mass lies outside the interval [− ].
Code lengths for the model classes
In this section, we derive the code length functions for the uniform, shifted exponential, Laplace, normal, and shifted half-normal distributions. All these distributions have simple closed form maximum likelihood parameter estimators that make straightforward code length calculations possible. However, the clustgram model itself does not restrict the choice of possible model classes as long we are able to derive the corresponding code lengths.
Code length for a cluster with a uniform distribution
Using the location-scale parameterization, we denote the univariate uniform distribution in the interval [ − + ] as Uniform( ). Let ∈ {2 3 } and let = ( 1 2 ) where min( ) < max( ). A sequence of independent Uniform( ) random variables has the density
The maximum likelihood parameters areˆ ( ) = (min( ) + max( ))/2 and
It is easier to calculate the NML inside the set A directly rather than using the distribution of the ML parameter estimates as in (8) . The integral is taken over all pairs of points that determine the ML parameter estimates, and the resulting normalizing constant is Next we derive a mixture density of conditional NML densities. In particular we are interested in a limit where the volumes of the sets we are conditioning over approach zero. Let δ > 0. We replace the constants 1 
where is a continuous density of C 1 . The integral is over all such thatˆ ( ) ∈ [ + δ]. Analogously, we replace the coefficient ( 1 2 )/( 2 − 1 ) in (12) with the limit of the mixture
where R 1 is a continuous density of R 1 . Let > 0. Because the final density should be of the form (7) after the replacements, we see that (13) and (14) in (12), the resulting density is
where = 2/ 2 and = (·; ) is as defined in (11).
Code length for a cluster with a shifted exponential distribution
We denote the univariate shifted exponential distribution with minimum α and mean β as Exp + (α β). A sequence of independent Exp + (α β) random variables has the density function
if ≥ α for all ∈ {1 2 }. Its maximum likelihood parameters areα( ) = min( ) andβ( ) = (1/ ) =1 ( − α( )). The maximum likelihood of is ML EXP+ (β( )) = ( β ( ))
−
. We define also a mirrored variant of the shifted exponential distribution at the end of this subsection.
First we calculate the NML for the case when the data belongs to the set
We can write the density of the random variable (α(X ) β (X )) in the form α β ( ; α β) = α ( ; α β) β ( ; α β |α(X ) = ). The density α is simply the density of min(X ). Consider the cumulative density function of min(X ), which is
. By differentiation we get α ( ; α β) = ( /β) exp(− ( − α)/β), and thus
On the conditionα(X ) = α, the sum S = =1 (X −α(X )) is distributed equally as the sum of − 1 independent exponential random variables with mean β, or a Gamma( − 1 β) random variable. We get the density ofβ(X ) using the transformation S → S/ . That yields
where
) is the density function of the Gamma( − 1 β) distribution. Using (8), (15) and (16), the normalizing integral in the NML density becomes
and the NML density is thus
if ∈ A. Here we have equivalent coefficients with the parameters α 1 α 2 β 1 β 2 as in (12) . Proceeding along similar steps as in Subsection 5.1, yields the result˜ EXP+ (·; ) that has the same form as (7) with the constant = ( − 1)!/ +1 . The mirrored shifted exponential distribution has the density EXP− ( ;
}. The ML parameters areα( ) = max( ) andβ( ) = (1/ ) =1 (α( ) − ), otherwise deriving the code length is similar as in the case of the shifted exponential distribution.
Code length for a cluster with a Laplace distribution
Next, we derive the code length according to Laplace distributions. A sequence of independent univariate Laplace(µ β) random variables has the density
) be the elements of in an ascending ordering. If is odd, the maximum likelihood estimate for the location parameter isμ( ) = where = ( + 1)/2. If is even, any value in the interval [ /2 ( /2)+1 ] maximizes the likelihood. For simplicity, we let alwaysμ( ) = where = /2 . The ML estimate for the β parameter iŝ
which is the density of the event that some X equals to µ and that there are − 1 elements smaller and − elements larger than µ. The distances |X − µ| are distributed equally as independent exponential random variables with the mean β. Therefore, given thatμ(X ) = µ, the sum =1 |X −μ(X )| is distributed as Gamma( − 1 β). We get directly from (16) that
Then the normalizing constant in the NML density is
Replacing the parameters µ 1 µ 2 β 1 β 2 in the NML density function with appropriate densities as in Subsection 5.1, yields˜ LAPL (·; ) that has the same form as (7) 
Code length for a cluster with a normal distribution
A sequence of independent univariate (µ σ 2 ) random variables has the density
The ML parameter estimates areμ
The maximum likelihood of is ML (σ ( )) = (2π σ 2 ( ))
The sum S = =1 (X −μ(X )) 2 is distributed equally as σ 2 χ 2 ( − 1) where χ 2 ( − 1) is a chi-square random variable with − 1 degrees of freedom. We get the required density after two simple transformations
is the density function of a chi-square distribution with − 1 degrees of freedom.
The normalizing integral for the NML density is
Proceeding as in Subsection 5.1 yields the density˜ (·; ) that has the same form as (7) with the constant
The ML scale parameter estimate is hereσ ( ) = σ 2 ( ).
Code length for a cluster with a shifted half-normal distribution
We denote the univariate shifted half-normal distribution with location parameter µ and scale parameter σ as + (µ σ 2 ). A sequence of independent + (µ σ 2 ) random variables has the density function
The maximum likelihood estimates for the parameters of the distribution areμ( ) = min( ) andσ 2
The maximum likelihood of is
At the end of this subsection, we define also a mirrored version of the shifted half-normal distribution.
The cumulative density function ofμ(X ) is
where Φ + (·; µ σ 2 ) is the cumulative density function of + (µ σ 2 ). Thus
where + (·; µ σ 2 ) is the density of the + (µ σ 2 ) distribution. For deriving the conditional density ofσ 2 (X ), note that 2 where
the required density is ), which has the same form as (7) with the constant
The ML scale parameter estimate is hereσ ( ) = σ 2 ( ). The mirrored shifted half-normal distribution has the density
if ≤ µ for all ∈ {1 2 }. Its ML parameter estimates areμ( ) = max( ) andσ 2 ( ) = (1/ ) =1 ( −μ( )) 2 , otherwise the code calculations are similar with the shifted half-normal distribution.
Simulation tests
For illustrative purposes, we made experiments with simulated data (Figure 1 , Table 1 ). The first data source was a mixture of a Laplace, a uniform, a normal and a shifted exponential distribution with well-separated components. The second and third sources were respectively mixtures of 5 and 8 significantly overlapping normal distributions. Our clustgram model is based on the assumption that the cluster subsequences are independent. Consequently, overlapping clusters are possible in the model: if ( 1 1 ) and ( 2 2 ) are the minimum-maximum pairs of two different cluster subsequences, it is possible that 1 ≤ 2 and 1 ≥ 2 . Finding the optimal clustgram in the general case is a hard problem. But if we assume that the clusters do not overlap, the optimal solution can be found in polynomial time with dynamic programming. We used a method that is similar to the one described in connection with irregular histograms in [2] . The only difference is that the types of the optimal one-cluster solutions for subsequences have to be determined.
The MDL of a clustgram depends on three parameters: , and . The parameter determines the smallest possible effective value for the ML estimate of the scale parameter, see (7) . Making smaller adds a constant penalty for every cluster and enables effective encoding of dense clusters at the same time. The latter property might sometimes be undesirable, especially when the data are an inaccurate representation of real values. In that case, a too small could favour very dense clusters with only a few points in an unintuitive way. Therefore, parameter should be chosen according to the precision of the data. The parameters and affect the behaviour of the prior for the location parameter, see (11) . Shifting a cluster by adding a constant to every element of does not change the code length as long as the ML estimate of the location parameter is within the interval [− ] . But if we know beforehand that the data will be strongly concentrated around the origin, we should not choose an extremely large , since that only increases the penalty for every cluster, potentially favouring clusterings with too few clusters. With we can control how fast the code length increases when the points of a cluster are shifted far away from the origin. Making larger reduces the negative effects of having chosen a too small , but it again increases the penalty of adding more clusters to the solution. We compared clustgrams that used only uniform types as components (irregular histograms) with clustgrams that exploited all the component types represented in Section 5. The MDL optimal solutions with ∈ {1 2 30} non-overlapping clusters were calculated. We repeated the tests using three different parameter settings for the MDL score ( Table 2) . Setting 1 represents reasonable defaults when one knows that the data will be quite origin-centred, and settings 2 and 3 are chosen so that they differ significantly from each other. 100 random samples were generated for each sample size ∈ {50 100 200 400 800 1600 3200}. As a quality measure between the original and estimated density we used the relative entropy (Kullback-Leibler divergence). In order to make the comparison to densities with a finite support, e.g. to histograms, sensible, we added a component with the weight 1/( + 1) and the density (·; 0 4) defined in (11) to every estimated mixture. The estimated weights of other components were scaled accordingly with the factor /( + 1). The results of the tests are represented in Figure 2 . The MDL parameter settings 1, 2 and 3 have a relatively small impact on the results. With the first and second data source, the clustgram outperforms the histogram with a clear margin most of the time. One of the reasons is presumably the finite support of the histogram model mentioned above. With the third data source, the clustgram and the histogram produce very similar results. This is understandable, because the search method was not able to find the strongly overlapping mixture structure, and the estimated clustgram densities contained therefore typically many uniform components. 
Conclusion
In this paper we have presented a natural extension to the histogram model called clustgram. In addition to uniform components, the clustgram model allows using, for example, shifted exponential, Laplace, normal, and shifted half-normal components. We showed how the MDL score can be calculated for clustgrams. In the future, we want to perform an extensive set of empirical tests, where we compare the performance of clustgram to other density estimators.
