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ON REPRESENTATION AND REGULARITY OF
VISCOSITY SOLUTIONS TO DEGENERATE ISAACS
EQUATIONS AND CERTAIN NONCONVEX HESSIAN
EQUATIONS
WEI ZHOU
Abstract. We study the smoothness of the upper and lower value
functions of stochastic differential games in the framework of time-
homogeneous (possibly degenerate) diffusion processes in a domain, un-
der the assumption that the diffusion, drift and discount coefficients are
all independent of the spatial variables. Under suitable conditions (see
Assumptions 2.1 and 2.2), we obtain the optimal local Lipschitz con-
tinuity of the value functions, provided that the running and terminal
payoffs are globally Lipschitz. As applications, we obtain the stochastic
representation and optimal interior C0,1-regularity of the unique viscos-
ity solution to the Dirichlet problem for certain degenerate elliptic, non-
convex Hessian equations in suitable domains, with Lipschitz boundary
data.
1. Introduction
1.1. Background. The point of this paper is to study the smoothness of
the upper and lower value functions of stochastic differential games and its
applications to the regularity theory of fully nonlinear, nonconvex elliptic
equations.
To be more specific, on the game theory aspect, we consider the zero-
sum, two-player, stochastic differential games in the framework of time-
homogeneous, possibly degenerate, controlled diffusion processes driven up
to the first exit time from a smooth bounded domain, and study the smooth-
ness of the corresponding upper and lower value functions. On the PDE
theory aspect, we are concerned with the regularity of viscosity solutions to
the Dirichlet problem for Isaacs equations, which are fully nonlinear, second
order, possibly degenerate, nonconvex elliptic equations.
For the general background of mathematically rigorous theory of differ-
ential games, we refer to the historical remarks in Section XI.10 in [FS06].
As far as the smoothness of value functions of stochastic differential games
are concerned, in our settings, the diffusion processes are considered up to
the first exit time of a bounded domain, so our game is of random time
horizon, with non-vanishing terminal payoff. We refer to [Kov09, Kry13b]
for previous work on the smoothness of the value function in this situation.
The relation between weak solutions to fully nonlinear, nonconvex elliptic
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equations and value functions in stochastic differential games are studied on
various aspects in [FS89, Kov09, Kry13c, Kry13d, LS88, Nis88, S´wi96].
For the fully nonlinear elliptic equations
F (D2u,Du, u, x) = f
without convexity assumptions on F , the regularity theory is not so well-
investigated, compared with convex ones. With the assumption of non-
degeneracy, under various conditions on F , the C1,α-regularity has been
obtained in [Caf89, Tru88, Tru89, S´wi97], and recently in [Kry13a] (cf. the
Introduction Section in [Kry13a] for the comparison on the C1,α-regularity
results in the above mentioned papers.) Without the assumption of non-
degeneracy on F , when F is positively homogeneous with degree one, several
Lipschitz continuity results has been established by probabilistic approach.
In [Kov09], Kovats showed that the value function, which is a viscosity
solution of the associated Isaacs equations, is (globally) Lipschitz under the
assumptions that the terminal payoff (i.e. the boundary data) is in the
class of C2 and the lower bound of the discount factors (i.e. zero-order
coefficients) is large compared to the Lipschitz constant for the diffusion
and drift coefficients (i.e. second and first order coefficients). In [Kry13b],
in a variety of settings, Krylov obtained Lipschitz continuity and estimates
of the Lipschitz constant of value functions, one of which is independent of
the constant of non-degeneracy.
It is also worth mentioning that for uniformly nondegenerate, nonconvex
elliptic equations, the optimal regularity of viscosity solutions is C1,α, where
α can be very small. See [NV13] for the example establishing the optimality
due to Nadirashvili and Vla˘dut¸ (for dimension d ≥ 5). Therefore in the
author’s opinion, a plausible conjecture is that for degenerate nonconvex
elliptic equations, in general, the best regularity of viscosity solutions is the
C0,1-regularity, even if the boundary data is smooth.
Another motivation of this work comes from our interest in the representa-
tion and regularity theory for degenerate Hessian equations in intermediate
elliptic branches (i.e. the elliptic branches neither convex nor concave). Re-
call that the so-called Hessian equations (in the simplest case) with Dirichlet
boundary condition are defined as
(1.1)
{
F (Hess u) = 0 in D
u = ϕ on ∂D,
where F depends only on the eigenvalues of the Hessian of u. The partial dif-
ferential equation in (1.1) is a fully-nonlinear, pure second-order, constant-
coefficient equation which is stable under the action of the orthogonal group
by conjugation, and under appropriate conditions, it has multiple elliptic
branches due to the nonlinearity, see [Kry95]. The two outermost branches
are convex or concave, but all intermediate ones are neither convex nor
concave. Unfortunately, none of the aforementioned regularity results is ap-
plicable here, if we focus on degenerate elliptic, intermediate branches. In
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[HL09], Harvey and Lawson obtained that under a general condition on the
geometry of the domain, if the boundary data ϕ ∈ C(∂D), then the Dirich-
let problem (1.1) in each elliptic branch has a unique viscosity solution in
the class of C(D¯). (Actually their theorem covers much more general equa-
tions.) It seems to the author that in degenerate intermediate branches, on
the regularity of the viscosity solution, nothing more is known besides the
continuity.
Now we are in a position to discuss our setups and results. Our goal is to
establish the local Lipschitz continuity of viscosity solutions to the Dirichlet
problem for degenerate Isaacs equations with Lipschitz boundary data. Our
approach is probabilistic by investigating the smoothness of stochastic rep-
resentations of viscosity solutions, i.e. value functions of the corresponding
stochastic differential games. Since currently we are not able to tackle the
most general cases, we wish that, at least, our results should be applicable
to the nonconvex degenerate Hessian equations.
To this end, for the diffusion processes in our stochastic differential games,
we do not assume non-degeneracy on diffusion coefficients or strict positivity
on discount coefficients. Instead, we require that the diffusion, drift and
discount coefficients are all independent of the spatial variables. Under a
natural condition on the geometry of the domain (i.e. Assumption 2.1)
and an invariance property of the coefficients (i.e. Assumption 2.2), we
first obtain the local Lipschitz continuity of the value functions, when the
running and terminal payoffs are both (globally) Lipschitz. These value
functions are the viscosity solution to their associated dynamic programming
equations, i.e. Isaacs equations, with Dirichlet boundary condition. Note
that under our global C0,1-regularity assumption on the terminal payoff
(i.e. boundary data), the interior C0,1-regularity of the value function (i.e.
viscosity solution to its associated degenerate Isaacs equation) is optimal.
As examples of application, we then obtain the stochastic representation
and optimal interior C0,1-regularity of the unique viscosity solution to the
Dirichlet problem for certain nonconvex degenerate Hessian equations in
strictly convex domains, with Lipschitz boundary data.
1.2. Outline of the paper. This paper is organized as follows. In Section
2 we introduce our setup and state our main theorems. Four auxiliary
lemmas are given in Section 3. In Section 4 we prove our main theorems,
and in Section 5 we discuss applications to nonconvex degenerate Hessian
equations, which is followed by Section ?? about further directions.
1.3. Basic notation. Throughout the paper, the summation convention
for repeated indices is assumed, even when both repeated indices appear
in the superscript. We usually put the indices in the superscript, since the
subscript is for the temporal variable of stochastic processes. We use the
following notation.
Denote by Rd the d-dimensional Euclidean space with points x = (x1, · · · , xd),
xi ∈ R (real numbers); x·y = (x, y) = xiyi is the inner product for x, y ∈ Rd,
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and |x|2 := (x, x). Denote by Mm×n = Mm×n(R) the space of m × n-size
matrices with real entries, with element σ = (σij)m×n. σ
∗ represents the
transpose of σ. ‖σ‖2 := tr(σσ∗). Denote by Sd, Sd+, Sd+, Od the sets of sym-
metric, nonnegative symmetric, positive symmetric, orthogonal matrices,
respectively.
For any s, t ∈ R, let s ∧ t = max{s, t} and s ∨ t = min{s, t}.
For any sufficiently smooth function from Rd to R, ux = (ux1 , · · · , uxd)
is the gradient of u and uxx = (uxixj)d×d is the Hessian matrix of second
derivatives uxixj , i, j = 1, · · · d. Set
u(y) = uxiy
i, u2(y) = (u(y))
2.
For each nonnegative integer k or k = ∞, Ck(D) = Ckloc(D) is the set of
functions having all partial derivatives of order ≤ k continuous in D. Ck(D¯)
is the set of functions in Ck(D) all of whose partial derivatives of order ≤ k
have continuous extension to D¯.
‖u‖C0(D¯) = |u|0,D := sup
x∈D
|u(x)|,
‖u‖C1(D¯) = |u|1,D := |u|0,D + |ux|0,D, etc..
The Ho¨lder spaces Ck,γ(D) = Ck,γloc (D) (resp. C
k,γ(D¯)) are the subspaces
of Ck(D) (resp. Ck(D¯)) consisting of functions whose k-th order partial
derivatives are locally Ho¨lder continuous (resp. globally Ho¨lder continuous)
with exponent γ in D, where 0 < γ ≤ 1. In particular, when k = 0, γ = 1,
we have C0,1(D) = C0,1loc (D) (resp. C
0,1(D)), the space of locally Lipschitz
functions (resp. globally Lipschitz functions) in D, with
‖u‖C0,1(D¯) = |u|0,1,D := |u|0,D + sup
x,y∈D
x 6=y
|u(x)− u(y)|
|x− y| .
2. Main theorems
2.1. Settings. The setup of our two-player, zero-sum stochastic differential
game is the following. Let d and d1 be integers, and A and B be separable
metric spaces. Assume that the following continuous and bounded functions
on A×B are given:
• Md×d1-valued function σαβ = (σαβ1 , · · · , σαβd1 ),
• Rd-valued function bαβ ,
• R-valued non-negative function cαβ .
Assume also that σαβ , bαβ , cαβ are continuous with respect α (resp. β)
uniformly with respect to β (resp. α).
Let (Ω,F , P ) be a complete probability space, {Ft; t ≥ 0} be an increasing
filtration of σ-algebras Ft ⊂ F which are complete with respect to (F , P ),
and (wt,Ft; t ≥ 0) be a d1-dimensional Wiener process on (Ω,F , P ).
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Denote by A (resp.,B) the set of progressively measurable A-valued (resp.
B-valued) processes αt = αt(ω) (resp. βt = βt(ω)). In our game, A and B
are the sets of policies.
Then we proceed by introducing the sets of stratagies. Denote by M the
set of A-valued functions µ(β.) on B such that, for any T ∈ (0,∞) and
β1· , β
2
· ∈B satisfying
P
(
β1t = β
2
t for almost all t ≤ T
)
= 1,
we have
P
(
(µ(β1· ))t = (µ(β
2
· ))t for almost all t ≤ T
)
= 1.
Similarly, denote by N the set of B-valued functions ν(α.) on A satisfying
an analogous condition.
Let D be a smooth bounded domain in Rd described by a smooth function
ψ which is non-singular on ∂D, i.e.
(2.1) D := {x ∈ Rd : ψ(x) > 0}, |ψx| ≥ 1 on ∂D.
We say that the function ψ is global barrier of the domain D.
For the sake of definiteness, we suppose that
|ψ|3,D, ‖σ‖0,A×B , |b|0,A×B , |c|0,A×B ≤ K0,
where K0 ∈ [1,∞) is constant.
On ∂D, a (globally) Lipschitz function g is given. On the set A×B×D,
a real-valued function f = fαβ(x) is defined, which is bounded and Borel
measurable on A× B ×D. Also, assume that for each (α, β) ∈ A× B, the
function fαβ(·) is (globally) Lipschitz in D¯, and
sup
(α,β)∈A×B
∣∣fαβ∣∣
0,1,D
, |g|0,1,∂D ≤ K0.
Now we consider the time-homogeneous stochastic differential game in
the framework of diffusion processes in which D is the domain, A and B
are the control sets of the two players, respectively, A and B are the sets of
policies, M and N are the sets of strategies, σαβ , bαβ , cαβ are the diffusion,
drift and discount coefficients, and fαβ(x) and g(x) are the running payoff
and terminal payoff, respectively.
More precisely, for each (α., β.) ∈ A×B and x ∈ D, the (possibly degen-
erate) diffusion process with the initial point x, under the policies α. and β.
is given by
(2.2) xα.β.,xt = x+
∫ t
0
σαsβsdws +
∫ t
0
bαsβsds.
If we set
(2.3) φα.β.t =
∫ t
0
cαsβsds,
and let τα.β.,x be the first exit time of xα.β.,xt from D, namely,
τα.β.,x = inf{t ≥ 0 : xα.β.,xt /∈ D},
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then the payoff of the stochastic differential game with the initial point
x ∈ D, under the policies α. ∈ A and β. ∈B is defined as
vα.β.(x) = E
[ ∫ τα.β.,x
0
fαtβt
(
xα.β.,xt
)
e−φ
α.β.
t dt+ g
(
xα.β.,x
τα.β.,x
)
e
−φα.β.
τα.β.,x
]
.
To make the expression shorter, we use abbreviated notation which is widely-
adopted in stochastic control and game theory, according to which we put
the superscripts α., β. and x beside the expectation sign instead of explicitly
exhibiting them inside the expectation sign for every objects that can carry
all or part of them. As a result, we write
(2.4) vα.β.(x) = Eα.β.x
[ ∫ τ
0
fαtβt
(
xt
)
e−φtdt+ g
(
xτ
)
e−φτ
]
.
There are two players I and II in the game. Player I chooses α. ∈ A and
wishes to maximize the payoff vα.β.(x) over all policies in B, while player
II chooses β. ∈ B and wishes minimize vα.β.(x) over all policies in A. In
the upper game, player I is allowed to know β. before choosing α., while in
the lower game, player II is allowed to know α. before choosing β.. This is
how the strategies µ(β.) ∈ M and ν(α.) ∈ N come into the picture. The
upper value (function of x) of the game, corresponding to the upper game,
is known as
(2.5) v+(x) = sup
µ∈M
inf
β.∈B
vµ(β.)β.(x),
while the lower value (function of x) of the game, corresponding to the lower
game, is known as
(2.6) v−(x) = inf
ν∈N
sup
α.∈A
vα.ν(α.)(x).
In the theory of fully nonlinear elliptic partial differential equations, it is
well-known that the associated dynamic programming equation of v+ and
v− are the (possibly degenerate) upper and lower Isaacs equations with
Dirichlet boundary conditions:
(I+)
{
H+(uxx, ux, u, x) = 0 in D
u = g on ∂D,
(I−)
{
H−(uxx, ux, u, x) = 0 in D
u = g on ∂D,
respectively, where
H+(uxx, ux, u, x) = inf
β∈B
sup
α∈A
Hαβ(uxx, ux, u, x),
H−(uxx, ux, u, x) = sup
α∈A
inf
β∈B
Hαβ(uxx, ux, u, x),
with
Hαβ : Γ→ R; (γ, p, z, x) 7→ tr(aαβγ) + bαβ · p− cαβz + fαβ(x),
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Γ = Sd × Rd × R×D,
aαβ = (1/2)σαβ(σαβ)∗.
The readers understand that the opposite of the upper value function is a
lower value function of the game with opposite running and terminal payoffs,
because
−v+(x) = − sup
µ∈M
inf
β.∈B
vµ(β.)β.(x) = inf
µ∈M
sup
β.∈B
[
− vµ(β.)β.(x)
]
.
For the same reason, the Dirichlet problems (I+) and (I−) are convertible
from one to the other.
2.2. Smoothness of value functions. We are now in a position to state
our main assumptions and theorems. We only consider the upper value
function v+ and its associated upper Isaacs equation H+ = 0. The reader
should be able to obtain analogous results on the lower value function v−
and its associated lower Isaacs equation H− = 0.
Assumption 2.1. (Geometry of the domain) For each x ∈ D and (α, β) ∈
A×B, we have
(2.7) Lαβψ := (aαβ)ijψxixj + (b
αβ)iψxi ≤ −1.
Remark 2.1. Assumption 2.1 ensures that the upper value function given
by (2.5) is bounded and continuous.
Assumption 2.2. (Invariance property of the coefficients) If for each q ∈
Od, we define
(2.8) Hαβq(γ, p, z, x) = tr(qaαβq∗γ) + bαβ · p− cαβz + fαβ(x),
then for all (γ, p, z, x) ∈ Γ, either
(2.9) inf
(β,q)∈B×Od
sup
α∈A
Hαβq(γ, p, z, x) = inf
β∈B
sup
α∈A
Hαβ(γ, p, z, x),
or
(2.10) inf
β∈B
sup
(α,q)∈A×Od
Hαβq(γ, p, z, x) = inf
β∈B
sup
α∈A
Hαβ(γ, p, z, x).
holds.
Remark 2.2. Notice that
tr(qaαβq∗γ) = tr(aαβq∗γq),
so when
(2.11) H+(q∗γq, p, z, x) = H+(γ, p, z, x), ∀q ∈ Od,
Condition (2.9) holds. This means, in particular, Assumption 2.2 is satisfied
in the case of Hessian equations, i.e., when H+ depends on γ only with
respect to its eigenvalues.
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Theorem 2.1. If Assumptions 2.1 and 2.2 hold, then the upper value func-
tion v+ given by (2.5) is in the class of C0,1(D)∩C(D¯), and for a.e. x ∈ D,
(2.12)
∣∣(v+)(ξ)∣∣ ≤ N(|ξ|+ |ψ(ξ)|ψ−1/2), ∀ξ ∈ Rd,
where the constant N = N(K0, d, d1). Moreover, v
+ is the viscosity solution
to the Dirichlet problem for the upper Isaacs equation (I+).
3. Auxiliary results
We prove four auxiliary lemmas in this section.
3.1. Uniform boundedness of expectation of first exit time of the
diffusion processes. The following lemma will be used to prove that the
upper value function given by (2.5) is bounded and continuous.
Lemma 3.1. If Assumption 2.1 holds, then for each x ∈ D,
sup
α.∈A
sup
β.∈B
Eα.β.x τ
n ≤ n!|ψ|n−10,D ψ(x), ∀n ∈ N.(3.1)
Proof. It suffices to prove the inequality for any α. ∈ A, β. ∈ B and notice
that
Eα.β.x τ ≤− Eα.β.x
∫ τ
0
Lψdt = ψ(x)− Eα.β.x ψ(xτ ) = ψ(x),
Eα.β.x τ
n =nEα.β.x
∫ ∞
0
(τ − t)n−11τ>tdt
=nEα.β.x
∫ ∞
0
1τ>tE
α.β.
x (τ
α.β.,xt)n−1dt
≤n sup
y∈D
Eα.β.y τ
n−1 · Eα.β.x τ
≤n sup
y∈D
Eα.β.y τ
n−1 · ψ(x).

3.2. Approximating value functions and their regularity. For all 0 <
δ < 1, define
(3.2) xα.β.,xt (δ) = x+
∫ t
0
σαsβsdws +
∫ t
0
δIdw˜s +
∫ t
0
bαsβsds,
where w˜t is a d-dimensional Wiener process independent of wt and I is
the identity matrix of size d × d. Let τα.β.,x(δ) be the first exit time of
xα.β.,xt (δ) fromD. Also, let g
(δ) and (fαβ)(δ) be real-valued C∞(D¯)-functions
satisfying
|g(δ)|1,D ≤ 2|g|0,1,D, |(fαβ)(δ)|1,D ≤ 2|fαβ|0,1,D, ∀δ ∈ (0, 1),
lim
δ↓0
|g(δ) − g|0,D = lim
δ↓0
sup
(α,β)∈A×B
|(fαβ)(δ) − f |0,D = 0.
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Such regularization of g and fαβ can be obtained by first extending them
to some domain D′ ⊃ D and then convoluting them with some mollifier.
Consider the upper value function v+ given by (2.4) and (2.5) in which
xα.β.,xt and g are replaced with x
α.β.,x
t (δ) and g
(δ), respectively, i.e.
(3.3) v(δ)(x) = sup
µ∈M
inf
β.∈B
(vµ(β.)β.)(δ)(x),
with
(3.4)
(vα.β.)(δ)(x) = Eα.β.x
[ ∫ τ(δ)
0
(fαtβt)(δ)
(
xt(δ)
)
e−φtdt+ g(δ)
(
xτ(δ)(δ)
)
e−φτ(δ)
]
.
Lemma 3.2. For each δ ∈ (0, 1), v(δ) is in the class of C1,γ(D¯) for some
positive constant γ depending only on d, K0 and δ, and we have
(3.5) lim
δ↓0
|v(δ) − v+|0,D = 0.
Proof. For the controlled diffusion process given by (3.2), its diffusion term
is of size d × (d + d1) in the form of (σαβ)(δ) = (σαβ |δI). As a result, the
associated Dirichlet problem for the Isaacs equation of v(δ) is
(Iδ){
inf
β∈B
sup
α∈A
[
tr
(
(aαβ)(δ)uxx
)
+ (bαβ) · ux − cαβu+ (fαβ)(δ)
]
= 0 in D
u = g(δ) on ∂D,
where (aαβ)(δ) = aαβ + (δ2/2)I, which is nondegenerate for each δ > 0. By
Theorem 4.3 in [Kov09], v(δ) ∈ C0(D¯) is a viscosity solution to (Iδ). Then
by Theorem 2.3 in [Tru89], v(δ) ∈ C1,γ(D¯) for some positive constant γ
depending only on d, K0, δ.
We next prove the convergence result (3.5). Notice that g(δ)(·) and e−x
are globally Lipschitz inD and R+, respectly, (fαβ)(δ)(·) is globally Lipschitz
in D, uniformly with respect to (α, β) ∈ A×B, and
|v(δ) − v+|0,D ≤ sup
x∈D
sup
µ∈M
sup
β.∈B
|(vµ(β.)β.)(δ)(x)− vµ(β.)β.(x)|
≤ sup
x∈D
sup
α.∈A
sup
β.∈B
|(vα.β.)(δ)(x)− vα.β.(x)|.
Therefore, to show (3.5), it suffices to prove that
lim
δ↓0
sup
x∈D
sup
α.∈A
sup
β.∈B
Eα.β.x sup
t≤τ(δ)∧τ
|xt(δ) − xt| = 0,(3.6)
lim
δ↓0
sup
x∈D
sup
α.∈A
sup
β.∈B
Eα.β.x |τ(δ) ∨ τ − τ(δ) ∧ τ | = 0.(3.7)
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To prove (3.6), we notice that, for any constant T ∈ [1,∞),
Eα.β.x sup
t≤τ(δ)∧τ
|xt(ǫ)− xt|
≤ Eα.β.x sup
t≤τ(δ)∧τ∧T
|xt(δ) − xt|+KPα.β.x (τ > T )
= δEα.β.x sup
t≤τ(δ)∧τ∧T
|w˜t|+ K
T
Eα.β.x τ
≤ 3δT + K
T
|ψ|0,D.
By taking the supremum with respect to x, α. and β. on the left side and
letting first δ ↓ 0 and then T ↑ ∞, we obtain (3.6).
To prove (3.6), we notice that
Eα.β.x |τ(δ) ∨ τ − τ(δ) ∧ τ | = Eα.β.x (τ − τ(δ))1τ≥τ(δ) +Eα.β.x (τ(δ)− τ)1τ<τ(δ).
Then we estimate both terms. We have
Eα.β.x (τ − τ(δ))1τ>τ(δ)
≤ −Eα.β.x
∫ τ
τ(δ)∧τ
Lψ(xt)dt
= Eα.β.x ψ(xτ(δ))1τ(δ)<τ
= Eα.β.x
(
ψ(xτ(δ))− ψ(xτ(δ)(δ))
)
1τ(δ)<τ
≤ Eα.β.x
(
ψ(xτ(δ))− ψ(xτ(δ)(δ))
)
1τ(δ)<τ≤T + 2|ψ|0,DPα.β.x (τ > T )
≤ |ψ|0,1,DEα.β.x sup
t≤τ(δ)∧τ∧T
|xt − xt(δ)| + K
T
Eα.β.x τ.
Similarly, by notice that for sufficiently small δ,
(3.8) (Lαβ)(δ)ψ := Lαβψ +
δ2
2
∆ψ ≤ −1/2,
we have
Eα.β.x (τ(δ) − τ)1τ<τ(δ)
≤ −2Eα.β.x
∫ τ(δ)
τ(δ)∧τ
L(δ)ψ(xt(δ))dt
= 2Eα.β.x
(
ψ(xτ (δ)) − ψ(xτ )
)
1τ<τ(δ)
≤ 2|ψ|0,1,DEα.β.x sup
t≤τ(δ)∧τ∧T
|xt − xt(δ)| + K
T
Eα.β.x τ.
It turns out that
Eα.β.x |τ(δ) ∨ τ − τ(δ) ∧ τ | ≤ δKT +
K
T
.
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Again, by taking the supremum overD, A,B on the left side of the inequality
and letting first δ ↓ 0 and then T ↑ ∞, we obtain (3.7). 
Remark 3.1. Due to Lemma 3.2, to prove that the upper value function
v+ is locally Lipschitz in D, it suffices to obtain first derivative estimates on
v(δ) which are independent of δ. See more details in the proof of Theorem
2.1.
3.3. Quasiderivatives and their properties. In this subsection, we de-
fine the quasiderivatives and supermartingales.
We start from introducing auxiliary functions. For constants κ and λ
satisfying 0 < κ < λ2 < λ < 1, let
Dκ ={x ∈ D : κ < ψ(x)},
Dλ ={x ∈ D : ψ(x) < λ},
Dλκ ={x ∈ D : κ < ψ(x) < λ}.
Note that λ is constant throughout this article, and κ is an arbitrary constant
in the interval (0, λ2) in this subsection, which will approach zero in the
proof of Theorems 2.1. The boundary auxiliary functions B1(x, ξ), r1(x, ξ)
and P1(x, ξ) are defined from D
λ×Rd to R+, R and Skew(d,R), respectively,
where Skew(d,R) denotes the set of all d× d-size skew-symmetric matrices,
and παβ1 (x, ξ) is from A × B × Dλ × Rd to Rd1 . The interior auxiliary
functions B2(x, ξ), r2(x, ξ) and P2(x, ξ) are defined from Dλ2 × Rd to R+,
R, Skew(d,R), respectively, and παβ2 (x, ξ) is from A×B×Dλ2 ×Rd to Rd1 .
Precisely:
• In Dλ × Rd, we define
B1(x, ξ) = γ2
[
γ1|ξ|2 +
ψ2(ξ)
ψ
]
,
r1(x, ξ) = − 1|ψx|2
d∑
k=1
ψxk(ψxk)(ξ) +
ψ(ξ)
ψ
,
P jk1 (x, ξ) =
(ψxj )(ξ)ψxk − (ψxk)(ξ)ψxj
|ψx|2 ,
(παβ1 )
k(x, ξ) =
1
2γ2
(
1− ψ
2λ
)[ψ(ξ)
ψ
ψ
(σαβ
k
)
+ γ1(ξ, σ
αβ
k )
]
,
with
γ1 = 1 +
1
8λ
ψ
(
1− 1
4λ
ψ
)
, γ2 = λ
2 + ψ
(
1− 1
4λ
ψ
)
.
• In Dλ2 × Rd, we define
B2(x, ξ) = λ
3θψ1−2θ
[
K1|ξ|2 +
ψ2(ξ)
ψ
]
,
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r2(x, ξ) = θ
ψ(ξ)
ψ
,
P jk2 (x, ξ) = 0,
(παβ2 )
k(x, ξ) =
θ(1− 2θ)2
2(1− 3θ)ψ2
[
K1ψ(ξ, σ
αβ
k ) + ψ(ξ)ψ(σαβ
k
)
]
,
where θ ∈ (0, 1/3) and K1 ∈ [1,∞) are constants depending on K0,
d, d1, D.
• In D × Rd, for convenience of notation, we define
B(x, ξ) = 1x∈DλB1(x, ξ) + 1x∈D¯λ2
B2(x, ξ),
B(x, ξ) =


B1(x, ξ) in D
λ2
B1(x, ξ) ∧ B2(x, ξ) in D¯λλ2
B2(x, ξ) in Dλ.
The idea of introducing the auxiliary function r(x, ξ) and παβ(x, ξ) are
due to changing the random time and probability space, respectively, from
probability theory. The reason of introducing P (x, ξ) is to make use of the
invariance property in Assumption 2.2. The auxiliary functions B1(x, ξ)
and B2(x, ξ) will play the roles of boundary barrier and interior barrier,
respectively, since based on our definition of the state process xα.β.,xt and its
quasiderivative ξα.β.,ξt (cf. Equation (3.10)), the processes B1(x
α.β.,x
t , ξ
α.β,ξ
t )
(resp. B2(x
α.β.,x
t , ξ
α.β,ξ
t )) is a local supermartingales when the state process
xα.,β.,xt is in D
λ
κ (resp. Dλ2).
Now we construct the (first order) quasiderivatives ξα.β.,ξt with the help
of the auxiliary functions r, P, π. Recall that for each x ∈ D, α. ∈ A,
β. ∈ B, the controlled diffusion process xα.β.,xt is defined by (3.9). Define
the following stopping times of xα.β.,xt :
τα.β.,xκ = inf{t ≥ 0 : xα.β.,xt /∈ Dκ},
τα.β.,x−1 =0,
τα.β.,x0 = inf{t ≥ 0 : ψ(xα.β.,xt ) ≤ λ2},
τα.β.,x1 =τ
α.β.,x
κ ∧ inf{t ≥ τα.β.,x0 : ψ(xα.β.,xt ) ≥ λ},
and recursively, for each n ∈ N,
τα.β.,x2n =τ
α.β.,x
κ ∧ inf{t ≥ τα.β.,x2n−1 : ψ(xα.β.,xt ) ≤ λ2},
τα.β.,x2n+1 =τ
α.β.,x
κ ∧ inf{t ≥ τα.β.,x2n : ψ(xα.β.,xt ) ≥ λ}.
For each ǫ ∈ [0, 1], (α., β.) ∈ A ×B, x, y ∈ Dκ, ξ ∈ Rd, we consider the
following (3d+1)-dimensional system of stochastic differential equations on
[0, τα.β.,xκ ):
xα.β.,xt =x+
∫ t
0
σαsβsdws +
∫ t
0
bαsβsds,(3.9)
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ξα.β.,ξt =ξ +
∫ t
0
[
rα.β.s σ
αsβs + Pα.β.s σ
αsβs
]
dws(3.10)
+
∫ t
0
[
2rα.β.s b
αsβs − σαsβsπα.β.s
]
ds,
ζα.β.,ζt =ζ +
∫ t
0
πα.β.s dws,(3.11)
yα.β.,yt (ǫ) =y +
∫ t
0
√
θα.β.s (ǫ)Q
α.β.
s (ǫ)σ
αsβsdws(3.12)
+
∫ t
0
[
θα.β.s (ǫ)b
αsβs −
√
θα.β.s (ǫ)Q
α.β.
s (ǫ)σ
αsβsǫπα.β.s
]
ds,
where for each α. ∈ A, β. ∈B and s ∈ [0, τα.β.,xκ ),
(rα.β.s , P
α.β.
s , π
α.β.
s )
=
{
(r1, P1, π
αsβs
1 )(x
α.β.,x
s , ξ
α.β.,ξ
s ) when s ∈ [τα.β.,x2n−2 , τα.β.,x2n−1 )
(r2, P2, π
αsβs
2 )(x
α.β.,x
s , ξ
α.β.,ξ
s ) when s ∈ [τα.β.,x2n−1 , τα.β.,x2n ),
and
θα.β.s (ǫ) = 1 +
1
π
arctan
(
π2ǫrα.β.s
)
,(3.13)
Qα.β.s (ǫ) = exp(ǫP
α.β.
s ).(3.14)
It is worth pointing out that among (3.9) - (3.12), only (3.10) is a system of
stochastic differential equations, the other three are not.
Due to the definition of the auxiliary functions r(x, ξ), P (x, ξ), παβ(x, ξ),
the system of stochastic differential equations (3.9) - (3.12) is uniquely solv-
able (cf. Lemma 6.1 in [Zho13]). Notice that yα.β.,yt (0) = x
α.β.,y
t , so y
α.β.,y
t (ǫ)
can be regarded as a perturbation of xα.β.,xt . The process ξ
α.β.,ξ
t is called a
first quasiderivative of xα.β.,xt at x in the direction ξ because (3.10) can be
obtained by formally differentiate yα.β.,x+ǫξt (ǫ) with respect to ǫ at ǫ = 0.
And ζα.β.,ζt is called an adjoint process of ξ
α.β.,ξ
t .
In the following lemma, we collect some properties of the first quasideriva-
tives ξα.β.,ξt , all of which can be found in Lemma 7.4 in [Zho13], by replacing
supα.∈A with sup(α.,β.)∈A×B.
Lemma 3.3. Fix any x ∈ Dκ and ξ ∈ Rd. We have the following estimates.
(a1) sup
α.∈A
sup
β.∈B
Eα.β.x,ξ sup
t≤τκ
|ξt|2 ≤ NB(x, ξ);
(a2) sup
α.∈A
sup
β.∈B
Eα.β.x,ξ,0 sup
t≤τκ
|ζt|2 ≤ NB(x, ξ);
(a3) sup
α.∈A
sup
β.∈B
Eα.β.x,ξ
∫ τκ
0
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt ≤ NB(x, ξ);
(a4) sup
α.∈A
sup
β.∈B
Eα.β.x,ξ B(xγ , ξγ) ≤ 2B(x, ξ), ∀γα.β.,x ≤ τα.β.,xκ ;
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where N is a constant depending only on K0, d, d1 and λ.
For any constants T ∈ [1,∞) and p ∈ (0,∞), we have
(b1) sup
α.∈A
sup
β.∈B
Eα.β.x,ξ sup
t≤τκ∧T
|ξt|p <∞.
Furthermore, introduce constants q ∈ [0, p) and ǫ0 ∈ (0, 1] satisfying {y :
|y − x| ≤ ǫ0|ξ|} ⊂ Dκ. For each ǫ ∈ (0, ǫ0], define
τ¯α.β.,x+ǫξκ = inf{t ≥ 0 : yα.β.,x+ǫξt /∈ Dκ},
ια.β.,x,ξκ (ǫ) =τ
α.β.,x
κ ∧ τ¯α.β.,x+ǫξκ .
Let h : A × B × D¯κ → R; (α, β, x) 7→ hαβ(x) be a Borel function which is
(globally) Lipschitz with respect x in D¯κ, uniformly with respect to (α, β),
i.e. sup(α,β)∈A×B |hαβ(·)|0,1,Dκ < ∞. We have the following convergence
results.
(c1) lim
ǫ↓0
sup
α.∈A
sup
β.∈B
Eα.β.x,ξ sup
t≤ικ(ǫ)∧T
|yα.β.,x+ǫξt (ǫ)− xα.β.,xt |p
ǫq
= 0;
(c2) lim
ǫ↓0
sup
α.∈A
sup
β.∈B
Eα.β.x,ξ sup
t≤ικ(ǫ)∧T
∣∣∣yα.β.,x+ǫξt (ǫ)− xα.β.,xt
ǫ
− ξα.β.,ξt
∣∣∣p = 0;
(c3) lim
ǫ↓0
sup
α.∈A
sup
β.∈B
Eα.β.x,ξ sup
t≤ικ(ǫ)∧T
|hαtβt(yt(ǫ)) − hαtβt(xt)|p
ǫq
= 0;
(c4) lim
ǫ↓0
sup
α.∈A
sup
β.∈B
Eα.β.x,ξ sup
t≤ικ(ǫ)∧T
∣∣∣∣hαtβt(yt(ǫ))− hαtβt(xt)ǫ − hαtβt(ξt) (xt)
∣∣∣∣
p
=
0, if furthermore, for all (α, β) ∈ (A × B), hαβ(·) ∈ C1(D¯κ), and
hαβx (·) are continuous in x, uniformly with respect to (α, β);
Proof. It suffices to go through Sections 6 and 7 in [Zho13] by replacing A
with A×B. 
3.4. Stochastic representations and dynamic programming princi-
ple. In this subsection, ǫ is fixed.
Lemma 3.4. Recall that v+ is defined by (2.4) and (2.5). Also assume that
there is a constant δ ∈ (0, 1] such that for all α ∈ A, β ∈ B, η ∈ Rd, we
have
δ|η|2 ≤ aαβij ηiηj ,
i.e. the diffusion matrices are uniformly non-degenerate.
(i) Let κα.β.,x be an {Ft}-stopping time defined for each α. ∈ A, β ∈ B,
x ∈ D, such that κα.β.,x ≤ τα.β.,x. Then the dynamic programming
principle with random stopping times holds, i.e. for any x ∈ D,
(3.15) v+(x) = sup
µ∈M
inf
β.∈B
Eµ(β.)β.x
[
v+(xκ)e
−φκ +
∫
κ
0
fαtβt(xt)e
−φtdt
]
.
ISAACS EQUATIONS AND NONCONVEX HESSIAN EQUATIONS 15
(ii) Let Q be the set of all progressively-measurable processes qt with value
in Od for all t ≥ 0, and for each z ∈ D, α. ∈ A, β. ∈ B, q. ∈ Q,
define
zα.β.q.,zt (ǫ) =z +
∫ t
0
√
θα.β.s (ǫ)qsσ
αsβsdws(3.16)
+
∫ t
0
[
θα.β.s (ǫ)b
αsβs −
√
θα.β.s (ǫ)qsσ
αsβsǫπα.β.s
]
ds,
and
τˆα.β.q.,z(ǫ) = inf{t ≥ 0 : zα.β.q.,zt /∈ D}.
Let γα.β.q.,z be an {Ft}-stopping time defined for each α. ∈ A,
β ∈ B, q. ∈ Q, z ∈ D, such that γα.β.q.,z ≤ τˆα.β.q.,z(ǫ).
If Assumption 2.2 holds by satisfying Condition (2.9), then for all
z ∈ D,
v+(z) = sup
ρ∈P
inf
(β.,q.)∈B×Q
Eρ(β.,q.)β.q.z
[
v+(zγ(ǫ))pγ(ǫ)e
−φγ (ǫ)(3.17)
+
∫ γ
0
θt(ǫ)f
αtβt(zt(ǫ))pt(ǫ)e
−φt(ǫ)dt
]
,
where
φα.β.t (ǫ) =
∫ t
0
θα.β.s (ǫ)c
αsβsds,(3.18)
pα.β.t (ǫ) = exp
(∫ t
0
ǫπα.β.s dws −
1
2
∫ t
0
|ǫπα.β.s |2ds
)
.(3.19)
If Assumption 2.2 holds by satisfying Condition (2.10), we have an
equation analogous to (3.17).
Proof. Equation (3.15) is essentially the same as Equation (2.6) in [Kry13d]
for λα.β.,xt ≡ 0. Therefore to prove (i), it suffices to observe that our As-
sumption 2.1 implies Assumption 2.2 in [Kry13d]. Consequently, Theorem
2.1 in [Kry13d] is applicable in our situation.
In the proof of (ii), we first make use of the invariance property, i.e.
Assumption 2.2, to involve qs in the original stochastic representation of v
+.
Then we apply Theorems 2.3 in [Kry13d] to deal with θα.β.t coming from
random time change. We last apply Girsanov’s Theorem to add πα.β.t into
the picture.
First, due to the uniform non-degeneracy assumption in this lemma, v+
is the unique viscosity solution of H+(uxx, ux, u, x) = 0, so by Condition
(2.9) in Assumption 2.2, it is also the unique viscosity solution of
(3.20) inf
(β,q)∈B×Od
sup
α∈A
Hαβq(uxx, ux, u, x) = 0.
On the other hand, since the elliptic equation (3.20) is still uniform non-
degenerate, we know that its unique viscosity solution (under the same
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boundary condition) has the stochastic representation
v+(x) = sup
ρ∈P
inf
(β.,q.)∈B×Q
Eρ(β.,q.)β.q.z
[ ∫ τ˜
0
fαtβt(x˜t)e
−φtdt+ g(x˜τ˜ )e
−φτ˜
]
,
where
x˜α.β.q.,xt = x+
∫ t
0
qsσ
αsβsdws +
∫ t
0
bαsβsds.
We proceed by considering the set
{(θ, x) : θ ∈ R+, x ∈ D)},
where θ will play the role of p in [Kry13d]. Following the setup after Theorem
2.2 in [Kry13d], we define
σˇαβq(θ, x) =
√
θ(qσαβ),
aˇαβq(θ, x) = (1/2)σˇαβq(θ, x)(σˇαβq(θ, x))∗,
(bˇαβq, cˇαβq, fˇαβq)(θ, x) = θ(bαβ, cαβ , fαβ(x)),
rˇαβq(θ, x) = θ, θ¯ = 1,
where (β, q) ∈ B×Od here plays the role of β ∈ B in [Kry13d]. Notice that
(aˇαβq, bˇαβq, cˇαβq, fˇαβq)(θ, x) = θ(qaαβq∗, bαβ , cαβ , fαβ(x)).
By applying Theorem 2.3 in [Kry13d] for λα.β.t ≡ 0, Π = id, Ft = t and
ψ ≡ 1, we obtain that
v+(z) = sup
ρ∈P
inf
(β.,q.)∈B×Q
Eρ(β.,q.)β.q.z
[
v+(xˇγˇ(ǫ))e
−φγˇ (ǫ)
+
∫ γˇ
0
θt(ǫ)f
αtβt(xˇt(ǫ))e
−φt(ǫ)dt
]
,
with
xˇα.β.q.,xˇt (ǫ) = xˇ+
∫ t
0
√
θα.β.s (ǫ)qsσ
αsβsdws +
∫ t
0
θα.β.s (ǫ)b
αsβsds,(3.21)
which is exactly (3.17) when πα.β.t ≡ 0.
Last, by Remark 2.4 in [Kry13d], the function v+(·) is uniquely defined
once the functions σ, b, c, f, g are given, so it does not depend on the prob-
ability space and the Wiener process. Therefore by Lemma 2.1 in [Kry81]
with minor modifications we obtain (3.17). More precisely, let
uα.β.q.(z; γ) =Eα.β.q.z
[
v+(xˇγ(ǫ))e
−φγ (ǫ) +
∫ γ
0
θt(ǫ)f
αtβt(xˇt(ǫ))e
−φt(ǫ)dt
]
,
(3.22)
wα.β.q.(z; γ) =Eα.β.q.z
[
v+(zγ(ǫ))pγ(ǫ)e
−φγ(ǫ) +
∫ γ
0
θt(ǫ)f
αtβt(zt(ǫ))pt(ǫ)e
−φt(ǫ)dt
]
.
(3.23)
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By Girsanov’s Theorem, for each (α., β., q.) ∈ A ×B × Q, γ = γα.β.q.,z ≤
τˆα.β.q.,z(ǫ), wα.β.q.(z; γ) can be represented as uα.β.q.(z; γ), if in the definition
of uα.β.q.(z; γ), (3.22), xˇα.β.q.,xˇt (ǫ) is replaced by z
α.β.q.,z
t (ǫ), with the Wiener
process w¯t and the probability space P¯ , where
P¯ (dω) = pα.β.γ (ǫ)P (dω),
w¯t = wt − ǫ
∫ t∧γ
0
πα.β.s ds.
By Theorem 2.3 in [Kry13d] for λα.β.t ≡ 0, Π = id, Ft = t and ψ ≡ 1,
sup
ρ∈P
inf
(β.,q.)∈B×Q
uρ(β.,q.)β.q.(z; γρ(β.,q.)β.q.)
does not depend on the probability space or the Wiener process. As a result,
there exists a ρ0 ∈ P, such that for any ǫ > 0, (β., q.) ∈ B×Q, we have
v+(z) = sup
ρ∈P
inf
(β.,q.)∈B×Q
uρ(β.,q.)β.q.(z; γρ(β.,q.)β.q.)
≤ inf
(β.,q.)∈B×Q
uρ0(β.,q.)β.q.(z; γρ0(β.,q.)β.q.) + ǫ
≤ inf
(β.,q.)∈B×Q
wρ0(β.,q.)β.q.(z; γρ0(β.,q.)β.q.) + ǫ
≤ sup
ρ∈P
inf
(β.,q.)∈B×Q
wρ(β.,q.)β.q.(z; γρ(β.,q.)β.q.) + ǫ.
Therefore, the left-hand side of (3.17) doesn’t exceed the right-hand side.
In order to prove the reverse inequality, we add one more equation to the
system (3.16):
yα.β.q.,yt (ǫ) = y + ǫ
∫ t
0
πα.β.s y
α.β.q.,y
s (ǫ)ds.
If we define
wα.β.q.(z, y; γ)
=Eα.β.q.z,y
[
v+(zγ(ǫ))yγ(ǫ)e
−φγ (ǫ) +
∫ γ
0
θt(ǫ)f
αtβt(zt(ǫ))yt(ǫ)e
−φt(ǫ)dt
]
,
then
wα.β.q.(z; γ) = wα.β.q.(z, 1; γ).
By Girsanov’s Theorem, for each (α., β., q.) ∈ A ×B × Q, γ = γα.β.q.,z ≤
τˆα.β.q.,z(ǫ), we have
uα.β.q.(z; γ) = wα.β.q.(z, 1; γ),(3.24)
if wα.β.q.(z, 1; γ) is constructed on the probability space P¯ with Wiener pro-
cess w¯t where
P¯ (dω) = exp
(
−
∫ γ
0
ǫπα.β.s dws −
1
2
∫ γ
0
|ǫπα.β.s |2ds
)
P (dω),
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w¯t = wt + ǫ
∫ t∧γ
0
πα.β.s ds.
Since by Theorem 2.3 in [Kry13d],
sup
ρ∈P
inf
(β.,q.)∈B×Q
wρ(β.,q.)β.q.(z, 1; γρ(β.,q.)β.q.)
does not depend on the probability space or the Wiener process, based on
(3.24), we have, there exists a ρ0 ∈ P, such that for any ǫ > 0, (β., q.) ∈
B×Q,
v+(z) = sup
ρ∈P
inf
(β.,q.)∈B×Q
uρ(β.,q.)β.q.(z; γρ(β.,q.)β.q.)
≥ inf
(β.,q.)∈B×Q
uρ0(β.,q.)β.q.(z; γρ0(β.,q.)β.q.)
≥ inf
(β.,q.)∈B×Q
wρ0(β.,q.)β.q.(z, 1; γρ0(β.,q.)β.q.)
≥ sup
ρ∈P
inf
(β.,q.)∈B×Q
wρ(β.,q.)β.q.(z, 1; γρ(β.,q.)β.q.)− ǫ
= sup
ρ∈P
inf
(β.,q.)∈B×Q
wρ(β.,q.)β.q.(z; γρ(β.,q.)β.q.)− ǫ.
The lemma is proved.

4. Proof of Theorem 2.1
Proof of (2.1). As discussed in Remark 3.1, by Lemma 3.2, to prove that
the upper value function v+(·) is locally Lipschitz in D, it suffices to obtain
first derivative estimates in all directions on v(δ) which are independent of
δ. From here to the end of the proof, we abbreviate v(δ), (fαβ)(δ), g(δ) to
v, fαβ, g, respectively. Also, keep in mind that all estimates in the proof
should be, and actually are, independent of δ, i.e. the uniform lower bound
of the smallest eigenvalue of aαβ .
We first fix the small positive κ and pick x ∈ Dκ and ξ ∈ Rd. Choose a
sufficiently small positive ǫ0, such that B(x, ǫ0|ξ|) := {y : |y − x| ≤ ǫ0|ξ|} ⊂
Dκ. For any ǫ ∈ (0, ǫ0), by Lemma 3.4,
v(x+ ǫξ) = sup
ρ∈P
inf
(β.,q.)∈B×Q
E
ρ(β.,q.)β.q.
x+ǫξ
[
v(zγ(ǫ))pγ(ǫ)e
−φγ (ǫ)
+
∫ γ
0
θt(ǫ)f
αtβt(zt(ǫ))pt(ǫ)e
−φt(ǫ)dt
]
,
where zα.β.q.,x+ǫξt is defined by (3.16). We claim that for all γ
α.β.,x+ǫξ ≤
τ¯α.β.,x+ǫξκ (ǫ) ∧ τˆα.β.q.,x+ǫξκ (ǫ),
v(x+ ǫξ) ≤ sup
µ∈M
inf
β.∈B
E
µ(β.)β.
x+ǫξ
[
v(yγ(ǫ))pγ(ǫ)e
−φγ (ǫ)(4.1)
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+
∫ γ
0
θt(ǫ)f
αtβt(yt(ǫ))pt(ǫ)e
−φt(ǫ)dt
]
.
Indeed, notice that for all α. ∈ A and β. ∈ B, the process Qα.β.s (ǫ) defined
by (3.14) is an element of Q. Recall that Q is defined in the statement of
Lemma 3.4. It turns out that
{yα.β.,x+ǫξ
t∧γα.β.,x+ǫξ
(ǫ) : α. ∈ A, β. ∈ B}
⊂ {zα.β.q.,x+ǫξ
t∧γα.β.,x+ǫξ
(ǫ) : α. ∈ A, β. ∈B, q. ∈ Q},
which implies that for each α. ∈ A,
inf
(β.,q.)∈B×Q
Eα.β.q.x+ǫξ
[
v(zγ(ǫ))pγ(ǫ)e
−φγ (ǫ) +
∫ γ
0
θt(ǫ)f
αtβt(zt(ǫ))pt(ǫ)e
−φt(ǫ)dt
]
≤ inf
β.∈B
Eα.β.x+ǫξ
[
v(yγ(ǫ))pγ(ǫ)e
−φγ (ǫ) +
∫ γ
0
θt(ǫ)f
αtβt(yt(ǫ))pt(ǫ)e
−φt(ǫ)dt
]
.
Then we notice that each strategy in P is also a strategy inM, which implies
that from the above inequality, we have
sup
ρ∈P
(LHS) ≤ sup
ρ∈P
(RHS) ≤ sup
µ∈M
(RHS).
Therefore (4.1) is true.
To make the expression shorter, for any x¯ = (x, xd+1, xd+2, xd+3) ∈ D¯ ×
[0,∞)× [0,∞) × R, we introduce
(4.2) V (x¯) = v(x) exp(−xd+1)xd+2 + xd+3.
We also define
y¯α.β.,yt (ǫ) =
(
yα.β.,yt (ǫ), φ
α.β.
t (ǫ), p
α.β.
t (ǫ), F
α.β.,y
t (ǫ)
)
,
x¯α.β.,xt =y¯
α.β.,x
t (0),
where φα.β.t (ǫ) and p
α.β.
t (ǫ) are given by (3.18) and (3.19), and
(4.3) Fα.β.,yt (ǫ) =
∫ t
0
θα.β.s (ǫ)f
αsβs(yα.β.,ys (ǫ))p
α.β.
s (ǫ)e
−φα.β.s (ǫ)ds.
Then for the stopping times
γα.β. := τ¯α.β.,x+ǫξκ (ǫ) ∧ τα.β,xκ ∧ T ∧ ϑα.β.,ξn ,
where T ∈ [1,∞) is constant and
ϑα.β.,ξn = τ
α.β.,x
κ ∧ inf{t ≥ 0 : |ξα.β.,ξt | ≥ n},
from (4.1) and (3.15), we have
v(x+ ǫξ) ≤ sup
µ∈M
inf
β.∈B
E
µ(β.)β.
x+ǫξ V (y¯γ(ǫ)),
v(x) = sup
µ∈M
inf
β.∈B
Eµ(β.)β.x V (x¯γ),
respectively.
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By noticing that
sup
µ∈M
inf
β.∈B
E
µ(β.)β.
x+ǫξ V (y¯γ(ǫ)) − sup
µ∈M
inf
β.∈B
Eµ(β.)β.x V (x¯γ)
≤ sup
µ∈M
(
inf
β.∈B
E
µ(β.)β.
x+ǫξ V (y¯γ(ǫ))− infβ.∈BE
µ(β.)β.
x V (x¯γ)
)
≤ sup
µ∈M
sup
β.∈B
(
Eµ(β.)β.x V (x¯γ)−Eµ(β.)β.x+ǫξ V (y¯γ(ǫ))
)
≤ sup
α.∈A
sup
β.∈B
(
Eα.β.x V (x¯γ)− Eα.β.x+ǫξV (y¯γ(ǫ))
)
,
we have
v(x+ ǫξ)− v(x)
ǫ
≤ sup
α.∈A
sup
β.∈B
E
∣∣∣∣V (y¯
α.β.,x+ǫξ
γα.β.
(ǫ))− V (x¯α.β.,x
γα.β.
)
ǫ
∣∣∣∣
≤I1(ǫ, T, n) + I2(ǫ, T, n).(4.4)
Here
I1(ǫ, T, n) = sup
α.∈A
sup
β.∈B
E
∣∣∣∣V (y¯
α.β.,x+ǫξ
γα.β.
(ǫ))− V (x¯α.β.,x
γα.β.
)
ǫ
− V
(ξ¯α.β.,ξ
γα.β.
)
(x¯α.β.,x
γα.β.
)
∣∣∣∣,
I2(ǫ, T, n) = sup
α.∈A
sup
β.∈B
E|V
(ξ¯α.β.,ξ
γα.β.
)
(x¯α.β.,x
γα.β.
)|,
where
(4.5) ξ¯α.β.,ξt = (ξ
α.β.,ξ
t , ξ
d+1,α.β.
t , ξ
d+2,α.β.
t , ξ
d+3,α.β.
t ),
with ξα.β.,ξt the solution to the stochastic differential equation (3.10) and
ξd+1,α.β.t =
∫ t
0
2rα.β.s c
αsβsds,(4.6)
ξd+2,α.β.t =
∫ t
0
πα.β.s dws
(
= ζα.β.,0t
)
,(4.7)
ξd+3,α.β.t =
∫ t
0
e−φ
α.β.
s
[
fαsβs
(ξα.β.,ξs )
(xα.β.,xs )(4.8)
+
(
2rα.β.s − ξd+1,α.β.s + ξd+2,α.β.s
)
fαsβs(xα.β.,xs )
]
ds.
We claim that
(4.9) lim
ǫ↓0
I1(ǫ, T, n) = 0.
Since V (x¯) is globally C1,γ-continuous, to apply (c4) of Lemma 3.3, it suffices
to prove that
(4.10) lim
ǫ↓0
(
sup
α.∈A
sup
β.∈B
E sup
t≤γ
∣∣∣ y¯α.β.,x+ǫξt (ǫ)− x¯α.β.,xt
ǫ
− ξ¯α.β.,ξt
∣∣∣) = 0.
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In other words, we just need to show
lim
ǫ↓0
(
sup
α.∈A
sup
β.∈B
E sup
t≤γ
∣∣∣yα.β.,x+ǫξt (ǫ)− xα.β.,xt
ǫ
− ξα.β.,ξt
∣∣∣) = 0,(4.11)
lim
ǫ↓0
(
sup
α.∈A
sup
β.∈B
E sup
t≤γ
∣∣∣φα.β.t (ǫ)− φα.β.t
ǫ
− ξd+1,α.β.t
∣∣∣) = 0,(4.12)
lim
ǫ↓0
(
sup
α.∈A
sup
β.∈B
E sup
t≤γ
∣∣∣pα.β.t (ǫ)− 1
ǫ
− ξd+2,α.β.t
∣∣∣) = 0,(4.13)
lim
ǫ↓0
(
sup
α.∈A
sup
β.∈B
E sup
t≤γ
∣∣∣Fα.β.,x+ǫξt (ǫ)− Fα.β.,xt
ǫ
− ξd+3,α.β.t
∣∣∣) = 0.(4.14)
Equation (4.11) is true via (c2) in Lemma 3.3.
Equation (4.12) is true because∣∣∣∣φ
α.β.,x+ǫξ
t (ǫ)− φα.β.,xt
ǫ
− ξd+1,α.β.t
∣∣∣∣ ≤ ǫT |cαβ |0,A×B4π(rα.β.t )2
via Taylor’s theorem.
To prove Equation (4.13), we notice that
pα.β.t (ǫ)− 1
ǫ
− ξd+1,α.β.t =
∫ t
0
(
pα.β.s (ǫ)− 1
)
πα.β.s dws.
Recall that the stopping time γα.β. is bounded by T ∧ ϑα.β.,ξn . It follows by
Davis inequality that
Eα.β. sup
t≤γ∧γm
∣∣∣pt(ǫ)− 1
ǫ
− ξd+2t
∣∣∣
= Eα.β. sup
t≤γ∧γm
∣∣∣ ∫ t
0
(
ps(ǫ)− 1
)
πsdws
∣∣∣
≤ 3Eα.β.
(∫ γ∧γm
0
(
pt(ǫ)− 1
)2|πt|2dt)1/2
≤ 3ǫEα.β.
[
sup
t≤γ∧γm
∣∣∣pt(ǫ)− 1
ǫ
∣∣∣( ∫ γ∧γm
0
|πt|2dt
)1/2]
≤ 3ǫ
√
TnNκ−1Eα.β. sup
t≤γ∧γm
∣∣∣pt(ǫ)− 1
ǫ
∣∣∣
≤ 3ǫ
√
TnNκ−1Eα.β. sup
t≤γ∧γm
(∣∣∣pt(ǫ)− 1
ǫ
− ξd+2t
∣∣∣+ |ξd+2t |
)
.
where γm is a localizing sequence of stopping times such that the left hand
side of the inequalities is finite for each m. Collecting similar terms to
the left side of the inequality and then letting m → ∞, by the monotone
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convergence theorem, we obtain(
1− 3ǫ
√
TnNκ−1
)
Eα.β. sup
t≤γ
∣∣∣pt(ǫ)− 1
ǫ
− ξd+2t
∣∣∣
≤ 3ǫ
√
TnNκ−1Eα.β.
(∫ γ
0
|πt|2dt
)1/2
.
Then Equation (4.13) is obtained by first taking the supremum over A×B
and then letting ǫ ↓ 0.
To prove Equation (4.14), for each (α, β) ∈ A × B, we introduce the
function:
(4.15) Gαβ : D¯ × [0,∞)× [0,∞) × R→ R; x¯ 7→ fαβ(x) exp(−xd+1)xd+2.
From (4.3) and (4.8) we have
Fα.β.,x+ǫξt (ǫ)− Fα.β.,xt
ǫ
− ξd+3,α.β.t
=
∫ t
0
[
Gαsβs(y¯α.β.,x+ǫξs (ǫ))−Gαsβs(x¯α.β.,xs )
ǫ
−Gαsβs
(ξ¯α.β.,ξs )
(x¯α.β.,xs )
+
arctan(π2ǫrα.β.s )
ǫπ
Gαsβs(y¯α.β.,x+ǫξs (ǫ)) − 2rα.β.s Gα.β.(x¯α.β.,xs )
]
ds
: =
∫ t
0
[
(H1)
α.β.
s + (H2)
α.β.
s
]
ds
To prove (4.14) it suffices to show that
lim
ǫ↓0
(
sup
α∈A
sup
β.∈B
E sup
t≤γ
∣∣(H1)α.β.t ∣∣
)
= lim
ǫ↓0
(
sup
α∈A
sup
β.∈B
E sup
t≤γ
∣∣(H2)α.β.t ∣∣
)
= 0,
which are valid due to (4.11) - (4.13), (c3) and (c4) in Lemma 3.3 and∣∣∣θα.β.t (ǫ)− 1
ǫ
− 2rα.β.t
∣∣∣ ≤ 4ǫπ(rα.β.t )2.
Therefore (4.14) is proved, and we obtain (4.9).
Next, we estimate I2(ǫ, T, n).
From (4.2) we have
V(ξ¯)(x¯) = v(ξ)(x)e
−xd+1xd+2 + v(x)e−x
d+1
(ξd+2 − xd+2ξd+1) + ξd+3.
As a result,
V
(ξ¯α.β.,ξt )
(x¯α.β.,xt ) = e
−φα.β.,xt v
(ξα.β.,ξt )
(xα.β.,xt ) +X
α.β.,x,ξ
t ,
where
Xα.β.,x,ξt =e
−φα.β.,xt (ξd+2,α.β.t − ξd+1,α.β.t )v(xα.β.,xt ) + ξd+3,α.β.t .
It follows that
I2(ǫ, T, n) = sup
α.∈A
sup
β.∈B
Eα.β.x,ξ |V(ξ¯γ )(x¯γ)|
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≤ sup
α.∈A
sup
β.∈B
Eα.β.x,ξ |v(ξγ )(xγ)|+ sup
α.∈A
sup
β.∈B
Eα.β.x,ξ |Xγ |.
We first claim that
(4.16) sup
α.∈A
sup
β.∈B
Eα.β.x,ξ |Xγ | ≤ NB
1/2
(x, ξ),
where N is independent of ǫ, T , n. Indeed, from the definition of Xt,
|Xγ | ≤|v|0,D
(|ξd+1γ |+ |ξd+2γ |)
+ |f |1,D
[ ∫ γ
0
e−φt
(
|ξt|+ |ξd+1t |+ |ξd+2t |+ 2|rt|
)
dt
]
.
Notice that we have the following estimates:
|v|0,D ≤ |g|0,D + |ψ|0,D sup
(α,β)∈A×B
|fαβ|0,D,
sup
α.∈A
sup
β.∈B
Eα.β.|ξd+1γ |
≤ K sup
α.∈A
sup
β.∈B
Eα.β.
∫ γ
0
(
|ξt|+
|ψ(ξt)|
ψ
)
dt
≤ NB1/2(x, ξ),
sup
α.∈A
sup
β.∈B
Eα.β.|ξd+2γ |
≤ 3 sup
α.∈A
sup
β.∈B
Eα.β.〈ξd+2〉1/2γ
≤ K sup
α.∈A
sup
β.∈B
Eα.β.
(∫ γ
0
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt
)1/2
≤ NB1/2(x, ξ),
sup
α.∈A
sup
β.∈B
Eα.β.
∫ γ
0
(|ξt|+ |rt|)dt
≤ K sup
α.∈A
sup
β.∈B
Eα.β.
∫ γ
0
(
|ξt|+
|ψ(ξt)|
ψ
)
dt
≤ NB1/2(x, ξ),
sup
α.∈A
sup
β.∈B
Eα.β.
∫ γ
0
e−φt |ξd+1t |dt
≤ sup
α.∈A
sup
β.∈B
Eα.β.
∫ γ
0
2|rt|dt
∫ γ
0
e−ctcdt
≤ K sup
α.∈A
sup
β.∈B
Eα.β.
∫ γ
0
(
|ξt|+
|ψ(ξt)|
ψ
)
dt
≤ NB1/2(x, ξ),
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sup
α.∈A
sup
β.∈B
Eα.β.
∫ γ
0
|ξd+2t |dt
≤ sup
α.∈A
sup
β.∈B
Eα.β.γ sup
t≤γ
|ξd+2t |
≤ sup
α.∈A
sup
β.∈B
(
Eα.β.γ2
)1/2(
Eα.β. sup
t≤γ
|ξd+2t |2
)1/2
≤ 4|ψ|0,D sup
α.∈A
sup
β.∈B
(
Eα.β.〈ξd+2〉γ
)1/2
≤ NB1/2(x, ξ).
Applying the estimates above, (4.16) is proved.
We also claim that
lim
n↑∞
lim
T↑∞
lim
ǫ↓0
sup
α.∈A
sup
β.∈B
Eα.βx,ξ |v(ξγ)(xγ)|(4.17)
≤
(
sup
y∈{ψ=κ}
η∈Rd\{0}
|v(η)(y)|√
B1(y, η)
+ 2
)√
2B(x, ξ).
Indeed, we notice that
sup
α.∈A
sup
β.∈B
Eα.β.x,ξ |v(ξγ )(xγ)| = sup
α.∈A
sup
β.∈B
Eα.β.x,ξ
|v(ξγ)(xγ)|√
B(xγ , ξγ)
·
√
B(xγ , ξγ)
≤J1(ǫ, T, n) + J2(ǫ, T, n),
where
J1(ǫ, T, n) = sup
α.∈A
sup
β.∈B
Eα.β.x,ξ
( |v(ξγ )(xγ)|√
B(xγ , ξγ)
− |v(ξγ )(xτκ)|√
B(xτκ , ξγ)
)√
B(xγ , ξγ),
J2(ǫ, T, n) = sup
α.∈A
sup
β.∈B
Eα.β.x,ξ
|v(ξγ )(xτκ)|√
B(xτκ , ξγ)
√
B(xγ , ξγ).
Note that
v(ξ)(x)/
√
B(x, ξ) = v(ξ/|ξ|)(x)/
√
B(x, ξ/|ξ|)
is a continuous function from D¯κ × S1 to R, where S1 is the unit sphere
in Rd. By Weierstrass approximation theorem, there exists a polynomial
W (x, ξ) : D¯κ × S1 → R, such that
sup
x∈Dκ,ξ∈S1
∣∣∣ v(ξ)(x)√
B(x, ξ)
−W (x, ξ)
∣∣∣ ≤ 1.
It follows that
J1(ǫ, T, n) ≤ sup
α.∈A
sup
β.∈B
Eα.β.x,ξ
∣∣W (xγ , ξγ/|ξγ |)−W (xτκ , ξγ/|ξγ |)∣∣√B(xγ , ξγ)
+ 2 sup
α.∈A
sup
β.∈B
Eα.β.x,ξ
√
B(xγ , ξγ)
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≤(Nκ−1) sup
α.∈A
sup
β.∈B
Eα.β.x,ξ |xγ − xτκ ||ξγ |(1τκ≤ϑn + 1τκ>ϑn)
+ 2
√
2B(x, ξ)
≤(Nnκ−1) sup
α.∈A
sup
β.∈B
Eα.β.x
[
(τκ − γ) +
√
τκ − γ
]
+ (Nκ−1) sup
α.∈A
sup
β.∈B
Eα.β.x,ξ |ξγ |1τκ>ϑn + 2
√
2B(x, ξ).
Notice that
Eα.β.x (τκ − γ)
≤ E(τα.β.,xκ − τα.β.,xκ ∧ τα.β.,x+ǫξκ ) + E(τα.β.,xκ − τα.β.,xκ ∧ T ),
Eα.β.ξ |ξγ |1τκ>ϑn
≤
√
Eα.β.x,ξ |ξγ |2
√
Pα.β.x,ξ
(
sup
t≤τκ
|ξt| ≥ n
)
≤ 1
n
Eα.β.ξ sup
t≤τκ
|ξt|2.
Thus by (d1), (d2) and (a1) in Lemma 3.3,
lim
n↑∞
lim
T↑∞
lim
ǫ↓0
J1(ǫ, T, n) ≤ 2
√
2B(x, ξ).
Also, notice that
J2(ǫ, T, n) ≤ sup
y∈{ψ=κ}
η∈Rd\{0}
|v(η)(y)|√
B1(y, η)
·
√
2B(x, ξ).
Thus (4.17) is proved.
Combining (4.16) and (4.17), we obtain
(4.18) lim
n↑∞
lim
T↑∞
lim
ǫ↓0
I2(ǫ, T, n) ≤
(
sup
y∈{ψ=κ}
η∈Rd\{0}
|v(η)(y)|√
B1(y, η)
+N
)√
B(x, ξ).
It remains to let κ ↓ 0 and compute
lim
κ↓0
(
sup
x∈{ψ=κ}
ξ∈Rd\{0}
|v(ξ)(x)|√
B1(x, ξ)
)
.
Due to the compactness of (∂Dκ) × S1, for each κ, there exist x(κ) ∈ ∂Dκ
and ξ(κ) ∈ S1, such that
sup
x∈{ψ=κ}
ξ∈Rd\{0}
|v(ξ)(x)|√
B1(x, ξ)
=
|v(ξ(κ))(x(κ))|√
B1(x(κ), ξ(κ))
.
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A subsequence of (x(κ), ξ(κ)) converges to some (y, η), where y ∈ ∂D and
|η| = 1.
If ψ(η)(y) 6= 0, then B1(x(κ), ξ(κ)) ր∞ as κց 0. In this case,
lim
κ↓0
(
sup
x∈{ψ=κ}
ξ∈Rd\{0}
|v(ξ)(x)|√
B1(x, ξ)
)
= lim
κ↓0
|v(ξ(κ))(x(κ))|√
B1(x(κ), ξ(κ))
= 0.
If ψ(η)(y) = 0, then η is tangent to ∂D at y. In this case,
lim
κ↓0
(
sup
x∈{ψ=κ}
ξ∈Rd\{0}
|v(ξ)(x)|√
B1(x, ξ)
)
= lim
κ↓0
|v(ξ(κ))(x(κ))|√
B1(x(κ), ξ(κ))
=
|g(η)(y)|
λ
.
Therefore for all x ∈ D and ξ ∈ Rd, we have
v(ξ)(x) ≤ N
√
1x∈Dλκ
B1(x, ξ) + 1x∈Dλ2B2(x, ξ)
≤ N(|ξ|+ |ψ(ξ)|ψ−1/2).
Replacing ξ with −ξ in the inequality above, we obtain the first derivative
estimate.

5. Applications to the Dirichlet problem for nonconvex
degenerate elliptic Hessian equations
As an example of application, we study the Dirichlet problem for certain
nonconvex degenerate elliptic Hessian equations.
Let d be the dimension of the spatial space and D be a smooth bounded,
strictly convex domain. For 1 ≤ i ≤ d, let λk(γ) be the i-th smallest
eigenvalue of the matrix γ ∈ Sd.
5.1. Example 1. Consider the Dirichlet problem
(5.1)
{
H(uxx) = f in D
u = g on ∂D,
with
(5.2) H(uxx) =
k1∑
i=1
λi(uxx) +
d∑
i=d−k2+1
λi(uxx), 1 ≤ k1, k2 ≤ d.
If k1 + k2 = d, then H is the Laplacian.
If k1+k2 > d, then H is nonconvex, uniformly non-degenerate elliptic, so
the well-known C1,α-regularity result can be applied to this case.
If k1+k2 < d, thenH is nonconvex degenerate elliptic. We apply Theorem
2.1 to study this case.
Notice that
k1∑
i=1
λi(uxx) = inf
α∈Pk1
[
tr(αuxx)
]
,
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d∑
i=d−k2+1
λi(uxx) = sup
α∈Pk2
[
tr(αuxx)
]
,
where
Pk ={α ∈Md×d : α2 = α,α∗ = α, rank(α) = k}.(5.3)
Therefore the Hessian equation in the Dirichlet problem (5.1) can be
rewritten as the Isaacs equation
inf
β∈Pk1
sup
α∈Pk2
{
tr
[
(α+ β)uxx
]− f} = 0.
Since the domain D is bounded smooth and strictly convex, there exists
a C∞ global barrier ψ satisfying
• D = {x ∈ Rd : ψ > 0};
• |ψx| ≥ 1 on ∂D;
• tr(aψxx) ≤ −1 in D¯,∀a ∈ {Sd+ : tr(a) = 1}.
Therefore, we have
sup
β∈Pk1
sup
α∈Pk2
{
tr
[
(α+ β)ψxx
]} ≤ −1 in D¯, ∀1 ≤ k ≤ d,
which means that Assumption 2.1 holds.
We also observe that for any q ∈ Od, we have qPkq∗ = Pk,∀1 ≤ k ≤ d,
which implies that Assumption 2.2 holds.
Therefore, Theorem 2.1 are applicable to the Dirichlet problem (5.1).
Under the settings in Section 2, here we particularly let,
A = Pk2 , B = Pk1 ,(5.4)
and ∀α ∈ A, β ∈ B,x ∈ D,
(5.5) aαβ = α+ β, σαβ =
√
2aαβ , bαβ = cαβ = 0, fαβ(x) = f(x).
We also define A, B, M and N accordingly.
Theorem 5.1. Consider the upper value function of the stochastic differ-
ential game described by (5.4) and (5.5), i.e.,
v(x) = sup
µ∈M
inf
β.∈B
Eµ(β.)β.x
[ ∫ τ
0
f(xt)dt+ g(xτ )
]
,
with
xα.β.,xt = x+
∫ t
0
√
2(αs + βs)dws.
For any f ∈ C0,1(D¯) and g ∈ C0,1(∂D), the value function v is in the class
of C0,1loc (D) ∩ C(D¯), and it is the unique viscosity solution to the Dirichlet
problem (5.1). Moreover, for a.e. x ∈ D,∣∣v(ξ)∣∣ ≤ N(|ξ|+ |ψ(ξ)|ψ−1/2), ∀ξ ∈ Rd,
where ψ is a global barrier of the domain D, and the constant N depends
only on |f |0,1,D,|g|0,1,∂D,|ψ|3,D and d.
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Remark 5.1. If in (5.7), one of the summation disappears, and k1, k2 <
d, then H is convex/concave degenerate elliptic. Applying Theorem 2.3 in
[Zho13], we know that for f ∈ C1,1(D¯), g ∈ C1,1(∂D), the Dirichlet problem
(5.1) is unique solvable in the class of C1,1loc (D) ∩ C(D¯).
5.2. Example 2. Consider the Dirichlet problem
(5.6)
{
H(uxx) = f in D
u = g on ∂D,
with
(5.7) H(uxx) =
k+j∑
i=k+1
λi(uxx), 0 < k < k + j < d.
Here, H is still nonconvex, degenerate elliptic.
Observe that
k+j∑
i=k+1
λi(uxx) = inf
β∈Pk+j
sup
α∈Pj
[
tr(βαβ∗uxx)
]
,
where Pk+j and Pj are defined by (5.3).
Notice that if k + 2j > d, then rank(βα) ≥ 1. Consequently, Assumption
2.1 are satisfied with the same global barrier in the previous example. Also,
for all q ∈ Od, qPkq∗ = Pk, so Assumption 2.2 holds with the satisfaction of
Condition (2.9).
Therefore, Theorem 2.1 are applicable to the Dirichlet problem (5.6) when
k + 2j > d. Under the settings in Section 2, here we let, in particular,
A = Pj , B = Pk+j ,(5.8)
and ∀α ∈ A, β ∈ B,x ∈ D,
(5.9) aαβ = βαβ∗, σαβ =
√
2aαβ , bαβ = cαβ = 0, fαβ(x) = f(x).
We also define A, B, M and N accordingly.
Theorem 5.2. Assume k + 2j > d. Consider the upper value function of
the stochastic differential game described by (5.8) and (5.9), i.e.,
v(x) = sup
µ∈M
inf
β.∈B
Eµ(β.)β.x
[ ∫ τ
0
f(xt)dt+ g(xτ )
]
,
with
xα.β.,xt = x+
∫ t
0
√
2βαβ∗dws.
For any f ∈ C0,1(D¯) and g ∈ C0,1(∂D), the value function v is in the class
of C0,1loc (D) ∩ C(D¯), and it is the unique viscosity solution to the Dirichlet
problem (5.6). Moreover, for a.e. x ∈ D,∣∣v(ξ)∣∣ ≤ N(|ξ|+ |ψ(ξ)|ψ−1/2), ∀ξ ∈ Rd,
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where ψ is a global barrier of the domain D, and the constant N depends
on on |f |0,1,D,|g|0,1,∂D,|ψ|3,D and d.
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