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Résumé
Les fractures sont omniprésentes dans la croûte terrestre. Sur une échelle de quelques cm à
plusieurs km, les fractures peuvent servir de conduits ou de barrières aux écoulements des
fluides et jouent un rôle majeur dans divers processus et applications comme l’extraction
des eaux souterraines, la migration des contaminants dans les roches fracturées, le stockage
souterrain des déchets nucléaires mais aussi la séquestration du dioxyde de carbone et le
stockage géothermique. Les propriétés géométriques d’une fracture telles que les variations
d’ouverture sur son plan influencent l’écoulement et le transport du fluide. Au sein d’une
fracture, la caractérisation statistique des ouvertures est délicate puisque celles-ci présentent
souvent une auto-affinitude ; une propriété qui implique des motifs similaires à plusieurs
échelles spatiales. Les expériences hydrologiques classiques par leur caractère discret sur
le terrain ne fournissent pas d’informations directes sur les variations d’ouvertures. Cette
limitation peut en partie être surmontée par l’hydrogéophysique qui combine des méthodes
géophysiques avec des expériences hydrologiques. Dans cette étude, nous présentons des
avancées expérimentales et théoriques dédiées à l’utilisation du géoradar (GPR) seul et aussi
combinées avec des essais push-pull afin de caractériser plus précisément l’ouverture des
fractures. Sur le plan théorique, nous avons utilisé des solutions analytiques et développé un
cadre de modélisation pour simuler les réflexions GPR dans le milieu fracturé. Les fractures
qui le composent sont caracterisées par des ouvertures hétérogènes mais sont intégrées
dans une matrice de roche uniforme. En présence de cette hétérogénéité, nous avons dé-
montré que les approches classiques qui reposent sur une ouverture de fracture uniforme,
conduisent à des estimations fortement biaisées de l’ouverture moyenne. Ce cadre de mo-
délisation est important pour l’utilisation du GPR dans un aquifèr fracturé mais convient
également à d’autres applications, telles que l’imagerie des fractures dans le béton. Sur le
plan expérimental, nous avons réalisé les premières expériences permettant la visualisation
de la migration d’un traceur salin lors d’un test push-pull. Les données GPR obtenues ont
permis de mesurer la dynamique du panache du traceur et de décrire la nature des fractures.
De plus, elles ont mis en évidence des effets de densité qui sont délétères pour les inférences
de la dynamique et des processus naturels d’écoulement, comme l’écoulement ambiant.
Pour remédier à ces effets, des mesures ont été réalisées en ajoutant de l’éthanol au traceur
salin afin d’obtenir une flottabilité neutre tout en conservant la conductivité électrique. La
comparaison des résultats pour les deux types de traceurs montrent que l’ajout d’éthanol
permet d’éliminer les effets de densité. C’est pourquoi nous suggérons que des traceurs de
densité neutre soient utilisés pour les expériences hydrogéophysiques. Enfin, nous introdui-
sons un modèle simultané qui peut simuler les expériences push-pull et GPR. Ce modèle
pourrait permettre d’inférer les propriétés d’une fracture par les données réels, ce qui serait
pertinent en utilisant des méthodes Markov-chain Monte-Carlo.
Mots clefs : Hydrogéophysique, GPR, push-pull, fractures, densité.
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Abstract
Fractures are ubiquitous in the Earth’s crust. From the scale of a few cm to several km,
fractures can act as conduits or barriers to fluid flow and play a major role in several processes
and applications, including groundwater extraction, contaminant migration in fractured rock,
underground storage of disposed nuclear waste and sequestration of carbon dioxide, as well
as geothermal heat migration. A fracture’s geometrical properties such as aperture variations
along its plane influence fluid flow and transport within. Nevertheless, it is a challenging
task to statistically characterize aperture variations of a single fracture because these are
often self-affine; a property that implies similar patterns over several spatial scales. Classical
hydrological tests are spatially sparse and do not provide direct information about aperture
variations. This limitation can partly be overcome by hydrogeophysics, which combines
geophysical methods with hydrological experiments. Here, we present experimental and
theoretical advances on the use of ground penetrating radar (GPR) alone and also combined
with push-pull tests for improved fracture aperture characterization. On the theoretical
aspect we used analytical solutions to develop a modeling framework that simulates GPR
reflections from fractures with heterogeneous aperture distributions, embedded in a uniform
rock matrix. In the presence of aperture heterogeneity in a single fracture, we demonstrate
that classical aperture-inference approaches that rely on uniform fracture properties lead
to biased estimates of mean aperture. The modeling framework is suitable for GPR use in
fractured rock but is also suitable for other applications such as fracture imaging in concrete.
On the experimental side, we present the first experiments in which the migration of a
saline tracer is imaged during a push-pull test. The GPR data are informative about the
dynamics of the tracer plume and the fractures involved in the experiment, but also highlight
density effects that decrease our ability to infer natural flow dynamics and processes, such as
ambient flow. We address the density issue by introducing a neutrally-buoyant, yet electrically
conductive tracer, which consists of ethanol mixed with a saline tracer. A comparison of
results from the two types of tracer tests demonstrates that the addition of ethanol diminishes
the density effect; we therefore suggest that neutrally buoyant tracers should be used in
hydrogeophysics. Finally, we introduce a simultaneous modeling approach that can simulate
the combined experiments. The coupled model can be applied within a Markov-chain Monte-
Carlo inversion of the data from the combined experiment to infer a fracture’s geometric
properties.
Key words: Hydrogeophysics, GPR, push-pull, fractures, density effects.
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Chapter 1
Introduction
The shallow subsurface is a source of freshwater and energy, it hosts ecosystems that sup-
port much of life on Earth and all agricultural activity, and also serves as a repository for
anthropogenic wastes. For example, one of the sustainable development goals set by the
World Health Organization (WHO), to be met by 2030, is to “Ensure the availability and
sustainable management of water and sanitation for all” (WHO, 2017). Water safety plans
were first introduced by WHO in 2004 and have since been implemented in 48 countries.
These guidelines often concern small-scale water supply providers that are independently
surveyed and exploit regional groundwater; that is, the water contained in the subsurface.
Groundwater is often preferred as a source of drinking-water (Schmoll, 2006), particularly,
the Swiss Federal Office for the Environment states that “more than 80% of the drinking
and process water supply comes from the predominantly locally used groundwater sources”
(FOEN, 2009). Therefore, characterizing the hydrogeology of a groundwater site is essential
for risk assessment and safe drinking water management.
The sharp population increase, accompanied with a world wide shift to a more resource-
demanding lifestyle is leading to a growing demand for energy (UN, 2017). In an increasing
effort to reduce fossil fuel emissions, geothermal energy alternatives have been in the spot-
light for several decades (Stauffer et al., 2013). Efficient geothermal heat extraction requires
that the shallow ground and groundwater conditions are locally assessed. Formations with
low permeability (e.g., crystalline rock) are usually preferred in order to prevent groundwa-
ter pollution from leakage of working fluids (Watanabe and Takahashi, 1995). A thorough
understanding of the local conditions at the field-scale is necessary for assessing both the
risk and potential of geothermal energy reservoirs. Nuclear energy provides another viable
solution, but the issue of safe storage of spent nuclear fuel remains (Tsang et al., 2015).
Planned subsurface repositories for nuclear waste are situated deep in geologic formations
with low permeability, such as crystalline rock, and are designed to host the nuclear waste for
thousands of years. Clearly, exhaustive planning must be made to decide on safe locations
for such facilities and it is preferable to enable continuous monitoring (e.g., risk of leakage
into groundwater).
Growing population and associated lifestyle changes do not only concern energy. The in-
creasing demand for agriculture, particularly intended for meat production (Tilman and
Clark, 2014), coupled with the projected growth in industrial activity (e.g., USDoE, 2016, Ch.
1
9) are leading to an accumulation of carbon dioxide (CO2) in the atmosphere. One proposed
way of reducing CO2 emissions is geologic carbon sequestration; that is, the underground
storage of CO2 in stable geologic formations, such as depleted oil and gas reservoirs. Proper
identification of a potential CO2 storage site as well as site monitoring during and after CO2
injection are critical for safe long-term storage.
Among these and other applications, such as hydrocarbon exploration or mining, the im-
portance of improving our understanding of the properties and processes that take place
in the shallow subsurface is evident. Yet, the subsurface is invisible to the eye and thus
suitable disciplines have been developed to study its processes and properties. One such
discipline is hydrogeophysics that involves the use of geophysical methods – techniques and
instruments that map physical properties to measurable responses of the subsurface – for
hydrogeologic investigations – the study of water, or more generally fluid flow and transport
through geological formations – in order to better understand, characterize and even predict
subsurface processes (Rubin and Hubbard, 2005).
A hydrogeophysical survey can provide quantitative information about subsurface properties
and processes, which can be useful for forecasting. Fig. 1.1 presents a flow chart with the
main steps involved in designing a hydrogeophysical analysis, from the onset of creating a
general understanding of how subsurface processes might function, that is, from building
the conceptual model (sec. 1.3) to creating a forward model (sec. 1.4). Data, observations
and forward models are combined in a hydrogeophysical inversion framework. This process
may be repeated until an adequate final model is decided upon, that can be used to predict
the (site-specific) subsurface response. For example, a model that well describes the flow
and transport properties of a fractured rock aquifer can also be effectively used to predict the
spatial migration of a contaminant over time. While the model may be designed on initial
assumptions and data from hydrology, geophysics can offer complementary information to
further refine the model through joint or coupled inversion (e.g., Moorkamp et al., 2016, Ch.
7), to reject the model (Linde, 2014), or even select the most appropriate model through an
ensemble of possibilities (Brunetti et al., 2017). Other alternatives to the work flow described
in Fig. 1.1 can be found, for example, in NRC (1996, Fig. 6.1) or Ferré et al. (2009).
1.1. GPR in fractured rock hydrogeophysics
One of the central challenges in groundwater hydrology is to accurately characterize fractured
rock heterogeneity (NRC, 1996; Faybishenko et al., 2005). Flow and transport in fractured rock
can be very unpredictable, partly because of the highly anisotropic, multicomponent and
multi-scale behavior of fractured rocks (Neuman, 2005). Obtaining sufficient information to
characterize fractured rock heterogeneity through hydrological tests alone is difficult, partly
because hydrological data is often spatially sparse as it is measured along boreholes. For
example, artificial tracer tests involve the injection of a volume of tracer in the fractured
system and its (partial) recovery, either at another location during a dipole test or at the
injection location during a push-pull test (e.g., Leibundgut et al., 2011, Ch. 4). The measured
tracer concentration during the recovery phase is called the breakthrough curve (BTC). Het-
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Conceptual model 
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Figure 1.1 – Flow chart identifying the steps involved in the hydrogeophysical model devel-
opment process. The first step is to construct a conceptual model that is a generalization of
the natural system of interest, and based on that, create a forward model. Field observations
and measurements are then combined with the forward model in an inversion framework to
create a final model that can adequately describe the subsurface properties and processes of
interest. Using the final model, predictions can be made.
erogeneities in the geometrical properties of fractures often manifest as low concentrations
of tracer arriving at later times and a resulting BTC that is skewed (e.g., Moreno et al., 1990;
Keller et al., 1999; Becker and Shapiro, 2000, 2003). Flow and transport modeling can be used
to fit the shape of the BTC and to implicitly characterize heterogeneity (e.g., Berkowitz, 2002).
Nevertheless, tracer data lack direct information, at least, about (1) the contact area between
the tracer and the fracture walls (i.e., number and size of fractures involved), (2) the dynamics
of the tracer away from the borehole location and (3) ambient flow in the system. Accord-
ingly, hydrogeophysical investigations have met success since they can partially provide such
complementary information through geophysical techniques (Binley et al., 2015).
The use of geophysics for hydrologic investigations has been growing over the last two decades
as the potential of geophysical methods has been increasingly accepted by the hydrologic
community (Ferré et al., 2009; Binley et al., 2015; Lane et al., 2016). Geophysical investigations
are suitable for accompanying hydrological studies over several spatial scales, ranging from
the laboratory (∼ 10−3 ↔ 101 m), to the local (∼ 10−1 ↔ 102 m) and regional (∼ 101 ↔ 105 m)
scales (Rubin and Hubbard, 2005). Additionally, geophysical methods are often performed
in a time-lapse manner (i.e., repeated measurements over time) and thus provide valuable
information about dynamic changes in a hydrogeologic system.
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Ground penetrating radar (GPR) has been widely used in geophysics to detect and char-
acterize fractures. A GPR system emits a high-frequency electromagnetic (EM) wave that
propagates and is scattered at interfaces of differing electrical properties (e.g., Jol, 2008).
Low-loss dielectric media, such as crystalline rock permit for significant penetration depths
(tenths of meters) of the GPR signal. In fractured media, the strength of the scattered signal
arising from fractures depends on the fracture geometrical properties, including the orien-
tation, size and aperture variations of the fracture as well as the electrical properties of the
fracture filling. In general, fractures oriented parallel to the survey direction will provide the
strongest signal but fractures oriented perpendicularly can also be detected (Tsoflias et al.,
2004; Tsoflias and Hoch, 2006). Applications that utilize GPR for fracture detection vary from
assessing sites for storing spent nuclear fuel (Olsson et al., 1992), quarry management (e.g.,
Grasmueck, 1996; Grandjean and Gourry, 1996), efficient mining (e.g., Porsani et al., 2006),
assessing rock fall hazard (e.g., Jeannin et al., 2006), assessing deterioration of buildings (e.g.,
Leucci et al., 2007; Sambuelli and Calzoni, 2010) as well as aquifer characterization (Dorn
et al., 2012).
In hydrogeophysics, time-lapse GPR is used to map dynamic changes in hydrogeological
systems (e.g., Rubin and Hubbard, 2005, Ch. 7). For example, Tsoflias et al. (2001) present
time-lapse changes in the reflected GPR signal caused by a pumping test in a fractured
aquifer. Hydrogeophysical tracer tests that utilize electromagnetic methods usually use a
saline (hence more electrically conductive) tracer to obtain a time-lapse response. Ramirez
and Lytle (1986) document one of the first GPR time-lapse imaging of a saline tracer test in
fractured granite. Saline tracer migration has since been imaged with cross-hole tomography
(Day-Lewis et al., 2003), surface reflection (Talley et al., 2005; Tsoflias and Becker, 2008;
Becker and Tsoflias, 2010) and single-hole reflection (Dorn et al., 2011) GPR, all during dipole
pumping tests. Recently, saline tracer migration and associated tracer density effects were
also imaged during push-pull tests (Shakas et al., 2016) and compared with similar tests
performed with a neutrally buoyant saline tracer (Shakas et al., 2017).
1.2. Some properties of rock fractures
The geologic setting that we examine in this thesis is fractured rock, although some method-
ologies introduced (e.g., the novel neutrally buoyant tracer introduced in Chapter 5) are also
applicable to other geological settings.
Fractures are discontinuities in the material properties of rocks that form primarily as a
response to mechanical stress (NRC, 1996). In the simplified schematic of Fig.1.2, fracture
generation is displayed as the vertical and horizontal displacement of two rough surfaces.
These are often called mode I (vertical displacement) and mode II (horizontal displacement)
fracturing, and mode II fractures are also called faults. The separation forms a void space
that can be further altered by chemical, hydraulic or thermal processes and the fracture void
can be gas filled, fluid filled, can include gouge (unconsolidated rock) or a combination of all
three (NRC, 1996). During this separation, some areas of the fracture may remain in contact
and form impermeable regions along the fracture plane. More importantly, mineralization
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(a) An initial crack in the rock is generated as a result of mechanical stress.
(b) A void space is generated by vertical displacement.
(c) Horizontal displacement generates further complexity in the void space between the two
rough walls.
Figure 1.2 – Simplistic schematic of fracture generation. The scale is omitted in this figure to
highlight the scale-invariance of this process.
can form in the later stage of fracture development and can increase the total fracture surface
that is impermeable considerably (NRC, 1996). Therefore, the connectivity of open void
spaces along a fracture (Tsang and Tsang, 1987; Tsang et al., 1988; Tsang and Tsang, 1989;
Tsang and Neretnieks, 1998; de Dreuzy et al., 2012) as well as their global connectivity in a
network of fractures (de Dreuzy et al., 2001a,b, 2002) will greatly impact fluid flow within the
rock.
1.2.1. Fractal geometry
The geometrical properties of fractures, such as surface roughness, aperture and length, often
display similar variations across several spatial scales (Bonnet et al., 2001). For example,
laboratory, field and regional measurements suggest that fracture length (e.g., Velde et al.,
1991; Leary, 1991; Odling, 1997; Bour et al., 2002) can be well described by a power-law
distribution, suggesting self-affinity. In a similar manner, fracture surface roughness can be
described by statistically self-affine patterns over several scales (e.g., Poon et al., 1992; Odling,
1994; Schmittbuhl et al., 1995). Laboratory measurements of fracture aperture also suggest
statistical similarity (Belfield, 1994; Lanaro, 2000), although such studies are less frequent
because of the inherent difficulty in directly measuring fracture aperture.
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Most naturally occurring patterns are best described by fractal geometry, a field of mathe-
matics first introduced by Mandelbrot (1975) to describe irregular and fragmented shapes. A
central notion of fractal geometry is self-similarity; that is, the exact or statistically approxi-
mate repetition of a geometrical pattern across several scales (Fisher et al., 2012, Ch. 1). This
concept does not arise in traditional Euclidean geometry where shapes have a characteristic
scale (e.g., radius of a circle, r ), can be described by mathematical formulas (e.g., circle area,
A = pir 2) and are usually smooth (i.e., differentiable) when sufficiently magnified. In an
ideal case, a self-similar fractal is scale-invariant meaning that it exactly repeats itself at all
spatial scales. Natural patterns, such as fracture aperture or length, have upper and lower
bounds that may result from a physical origin or may appear because of limited measurement
resolution (mostly lower bound) or limited sample size (mostly upper bound). This means
that many natural patterns may appear fractal within a limited bandwidth (Bonnet et al.,
2001).
A less restrictive notion than self-similarity that can be used to characterize fracture properties
is self-affinity (Mandelbrot, 1985, 1989). Self-affinity in the aperture field can be explained
as follows: considering a planar fracture in the horizontal (x− y) dimensions, and assuming
the magnitude of the aperture is indicated by the vertical (z) dimension, an increase in the
scale of the x and y axes by a factor r must be followed by a factor r H in the z axis so that the
aperture remains statistically identical (Fisher et al., 2012, Ch. 1). The x and y dimensions
in this case refer to the fracture length and width. The factor H is called the Hurst exponent
(Hurst, 1951), it varies between 0 and 1 and it is related to the fractal dimension (F D) for
2D shapes by F D = 3−H . Self-affine aperture variations along a fracture plane imply that
measurements will reveal similar patterns in laboratory, field and regional investigations,
by the appropriate scaling factor H . A decreasing H will increase the fractal nature of the
aperture field and an increasing H will produce smoother aperture variations at larger scales.
A synthetic example showing the effect of H on fracture aperture is shown in Fig. 1.3. The
aperture field is created following the formulation by Adler et al. (2012, sec. 2.2.2), described
in more detail in sec. 1.4.1 and 3.3.3.
1.2.2. Fluid flow and transport in fractured media
Subsurface fluid flow and transport results from various processes at different scales (e.g.,
Hubbert, 1940). Nevertheless, it is sometimes possible to define a representative elementary
volume (REV) below which the properties of a system may be approximated by an average
(homogeneous) medium (e.g., Bear, 1972). Therefore, physical theories that use a REV rely on
the notion of a continuous medium.
The concept of a REV cannot be easily applied to fractured media partly because of their
fractal nature (Snow, 1969; Long et al., 1982). The latter implies heterogeneous properties
over a large range of scales and results in flow and transport that deviates from idealized test-
cases (e.g., Berkowitz, 2002; Faybishenko et al., 2005). For instance, heterogeneous apertures
along the fracture plane can create a tortuous path that may lead to flow channeling (e.g.,
Moreno et al., 1990; Tsang and Neretnieks, 1998; Keller et al., 1999; Fiori and Becker, 2015;
Ishibashi et al., 2015). The connectivity of fractures (primarily) along with flow channeling,
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(a) (b) (c)
Figure 1.3 – Synthetic fracture aperture (α) along a rectangular fracture plane as a function of
the Hurst exponent (H). The Hurst exponent is (a) H = 1, (b) H = 0.5 and (c) H = 0.25. Larger
apertures are shown in lighter color than smaller apertures, and zero apertures (contact
regions) are transparent. Below each fracture plane, a cross section of the aperture variation
along the middle cross section of each fracture (solid red line) is plotted. No units are given
along the axes to highlight the self-affine property of fracture aperture.
as well as other effects such as matrix diffusion or hydrodynamic dispersion, can lead to
non-Fickian transport; that is, the deviation of transport behavior from the linear diffusion
over time predicted by Fick’s law (e.g., Moreno et al., 1988; Thompson and Brown, 1991;
Bodin et al., 2003; Le Borgne et al., 2006; Gouze et al., 2008; Le Borgne and Gouze, 2008).
Tracer tests conducted in fractured rock reveal strong non-Fickian transport characteristics
that manifests as a long “tail” in the BTC (e.g., Becker and Shapiro, 2000; Kang et al., 2015).
While many mechanisms have been suggested and used to reproduce the observed tailing
(e.g., Berkowitz, 2002, and references therein) recent studies have shown that heterogeneous
aperture (hence heterogeneous velocity fields) within a fracture can also account for the late
time behavior (e.g., Wang and Cardenas, 2014; Fiori and Becker, 2015).
1.3. The conceptual model
Conceptual models are an essential building block and often the departure point of the scien-
tific process (NRC, 1996). A conceptual model aims to identify and describe the main features
of a system and serves as a premise on which further theories, often described by geometrical,
physical and/or mathematical relations, are constructed. To create a conceptual model
we must make some simplifications/generalizations about the complexity of the natural
system. These are often derived from expert knowledge, field observations or experimental
measurements and can be further refined when more knowledge is available, often following
data collection or forward/inverse modeling (Fig. 1.1). For instance, a conceptual model will
determine how processes (e.g., fluid flow) are affected by subsurface properties (e.g., fracture
aperture).
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In this thesis we seek accurate and efficient simulations of EM wave interaction with a single
fracture. The fracture has heterogeneous properties (aperture and filling) along its plane
and is embedded in a low-permeability rock matrix. As simplifying assumptions for the
conceptual model we consider at least the following for the rock matrix:
1. Negligible permeability. The experiments we present herein were performed in frac-
tured crystalline rock that is characterized by low porosity (Le Borgne et al., 2006; Ru-
elleu et al., 2010). In general, the permeability of crystalline rock varies from 10−18 m2
m to 10−13 m2 (e.g., Brace, 1984). Assuming fluid flow within the fracture can be approx-
imated with the parallel plate model (more on this in sec. 1.4.3) with an aperture of 1
mm, the computed permeability of the fracture is 10−8 m2.
2. Homogeneous electrical properties. This claim is supported by Dorn et al. (2012) who
performed a cross-hole tomography study and showed that the GPR velocity is practi-
cally constant at the depth where the experiments are performed. This assumption may
also be valid for several other rock settings, particularly when a limited EM frequency
range is considered (e.g., Parkhomenko, 2012).
With these simplifications in mind, we can assume (1) no fluid flow in the rock matrix and (2)
constant attenuation and dispersion of the GPR signal within a homogeneous rock matrix. In
the following, we discuss a conceptual model that is suitable for our purpose.
Discrete Fracture Network Fractured rock can be conceptualized in various ways, with the
two end-members of the spectrum being (1) a completely uniform and isotropic continuum
and (2) a highly heterogeneous, anisotropic medium with multi-scale behavior (Lee and
Farmer, 1993; Neuman, 2005). One conceptual model used to describe the latter case is the
notion of a Discrete Fracture Network (DFN) (Long et al., 1982).
A DFN considers fractures as the main conduits for flow and transport and the properties
of the network are computed as a function of fracture aperture, length, density, orientation
as well as fracture connectivity and filling material (Singhal and Gupta, 2010). Initially the
use of DFN’s was limited to fractures with homogeneous aperture and filling (e.g., Long
et al., 1982; Dverstorp and Andersson, 1989). More advanced models account for tortuous
flow paths through individual fractures (Cacas et al., 1990; Dverstorp et al., 1992) as well
as transport (Cacas et al., 1990; Nordqvist et al., 1992) or retention of tracers (Cvetkovic´
et al., 2004; Cvetkovic´ and Frampton, 2012). The properties of DFN networks as a function
of fracture length and permeability have also been extensively studied (de Dreuzy et al.,
2001a,b, 2002). Current DFN modeling frameworks can account for fracture and network
scale heterogeneities to accurately simulate flow and transport (Erhel et al., 2009; Ishibashi
et al., 2012; Hyman et al., 2015). Fig. 1.4, adapted from Fig. 1 in de Dreuzy et al. (2012), shows
a schematic description of 3D DFN models with the same connectivity (percolation ratio)
but with decreasing (average) fracture length.
DFN’s have been especially appealing for hydrogeological purposes but their use in hydro-
geophysical studies has been limited. Nevertheless, geophysical techniques such as GPR hold
a promising potential for imaging 3D fracture networks (e.g., Liu, 2006; Dorn et al., 2013).
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Figure 1.4 – Examples of discrete fracture networks, modified from de Dreuzy et al. (2012).
The three networks have the same connectivity (percolation ratio, see reference from more
details) but the average length of the fractures, here indicated with different colors, decreases
from left to right.
In this thesis we adopt the DFN conceptual model for characterizing fractured rock but we
focus the analysis on a single fracture within the network.
1.4. Forward modeling
Forward modeling refers here to numerical solutions that represent the response of a natural
process or system. Based on either physical or empirical mathematical formulations, forward
models take as input the parameters that describe a system and the experimental design
(e.g., source/receiver properties). The parameters may relate directly to a physical property
or indirectly on another (e.g., petrophysical) relation (Tarantola, 2005, sec. 1.3).
In an ideal scenario a forward model would precisely reproduce all the attributes in the
observed data. Practically, one can never construct an exact representation of reality and
therefore all forward models make approximations and assumptions that result in errors in
the predicted response. In numerical implementations of forward models, additional sources
of error occur such as numerical dispersion (e.g., Taflove and Hagness, 2005, Ch. 4). Addi-
tional deviations from the modeled and observed response occur because of uncertainties in
the measurement process (data errors).
In this section we introduce two forward models but in the bulk of this work we focus on the
latter; one for simulating flow and transport in a single fracture and another for simulating
GPR reflections from fractures with heterogeneous properties. While the latter is capable
of simulating the reflections arising from several fractures, the former forward model only
assumes one fracture. Thus, in the following we address the properties of a single fracture.
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(a) Approximation of the local aperture from Fig. 1.2c as a collection of parallel plates (solid
red lines).
(b) Enlarged view of the middle parallel plate from (a). The separation between the plates
corresponds to the averaged local aperture app over a length Lpp. The roughness of the top
and bottom segments of the segment are indicated by σupp (dotted blue lines) and σ
d
pp (dotted
green lines) respectively.
Figure 1.5 – Discretization of a rough fracture with the parallel plate model.
1.4.1. Fracture properties
Fracture aperture
Local aperture can be defined as the point-wise variation in aperture along a fracture and it
can be computed in several ways (Oron and Berkowitz, 1998). If the aperture variation of a
real fracture could be measured and plotted on a graph of aperture size on the horizontal
axis against frequency of occurrence on the vertical axis, this would provide the aperture
distribution. A complete representation of the aperture distribution is practically impossible
as it necessitates measurements at all spatial scales. Instead, aperture is usually measured
over a truncated range and fitted with an appropriate distribution function, such as normal
(Oron and Berkowitz, 1998), log-normal (Renshaw, 1995), gamma (Tsang and Tsang, 1987) or
power-law (Belfield, 1994; Lanaro, 2000).
Variations in aperture can not be accounted for at all spatial scales in numerical forward
models and therefore assumptions are made when simulating processes that depend on
aperture variations. Here, we replace segments of a fracture with two smooth parallel plates
having a fixed separation. This is shown in Fig. 1.5a for a simplified 1D fracture. In Fig. 1.5b,
an enlarged view of the middle parallel plate from Fig. 1.5a is shown. Recently, we used
this approach to model EM interaction with rough fractures (Shakas and Linde, 2015, 2017).
Throughout this thesis we assume that a rough fracture can be approximated as a collection
of parallel plates.
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Fracture aperture can be spatially correlated along the fracture plane (Brown et al., 1986;
Wang et al., 1988; Lee and Farmer, 1993). Spatial correlation suggests that aperture variations
are similar over distances given by the correlation length. Mathematically, spatial correlation
can be imposed on the aperture field with a correlation function such as the following:
Ch(u, v)=σ2h exp
[
−
{(
u
lc1
)2
+
(
v
lc2
)2}H]
, (1.1)
that can be found, for example, in Adler et al. (2012, sec. 2.3.2). The variance of the aperture
field is given by σ2h , H is the Hurst exponent and {u, v} denote the lag in the two spatial
dimensions along the fracture plane. Two cutoff length scales are used, lc1 and lc2 that define
a threshold above which spatial correlation disappears. The use of two length scales allows
for anisotropic surface creation.
Real fractures have contact regions where the aperture is zero (NRC, 1996; Singhal and Gupta,
2010). Contact regions determine the spatial distribution of interconnected channels within
the fracture and therefore influence channeling (e.g., Tsang and Neretnieks, 1998) and fluid
percolation; the flow of fluid all the way through the fracture’s boundaries (Broadbent and
Hammersley, 1957). To allow for contact regions along the fracture plane we apply the
following algorithm:
1. Create two fields, using Eq. 1.1, with zero mean.
2. Align them horizontally and shift one of them vertically by a constant value correspond-
ing to the mean aperture.
3. Set any intersecting regions (negative values) to zero (contact regions).
Fig. 1.6 shows the aperture field of a synthetic fracture created with this algorithm for three
different mean apertures.
Fracture filling
The void space between the two fracture walls hosts the fracture filling. In this thesis we use a
uniform discretization for the fracture plane so all parallel plates in a fracture have the same
surface area. The product of this area with the plate’s aperture gives the volume of the void
space which we assume to be fluid filled. We define the following fluid properties for each
parallel plate:
• Tracer concentration (normalized by the maximum concentration).
• Density (ρ) in kg ·m−3.
• Dynamic viscosity (µ) in kg · s−1 ·m−1.
• Electrical conductivity σ (sec. 1.4.2).
• Relative electrical permittivity ε (sec. 1.4.2).
The tracer concentration will determine the fluid density , dynamic viscosity and electrical
properties of each cell. In addition to the electrical properties of the fracture filling, the
electrical properties of the rock matrix also need to be defined for the GPR forward model.
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(a) (b) (c)
Figure 1.6 – Two self-affine 2D fields are created using the algorithm described in sec. 1.4.1,
consisting of 100 × 100 cells, with a Hurst exponent H = 0.8 and correlation length of lc = 25
cells in both horizontal dimensions. Three separations are applied between the fields which
correspond to mean apertures of (a) 1 mm, (b) 0.5 mm and (c) 0.25 mm, and the resulting
field corresponds to the fracture aperture field. Any intersecting cells are set to zero (contact
regions and are made transparent in the figure, whereas larger apertures are shown in lighter
color than smaller apertures. Note that there is no physical premise linking the mean aperture
and contact regions in the creation of these aperture fields. Below each aperture field, the
corresponding aperture distribution is shown.
Fracture size, orientation and position
The other geometrical properties of interest are the position, size and orientation of the
fracture. We assume rectangular fractures with a variable length and width. Given the
midpoint (center of the rectangle) of the fracture, we define the orientation using two angles:
the dip and the azimuth. The dip (θ) corresponds to the declination from the vertical (zˆ− yˆ)
plane and the azimuth, or dip direction, (φ) corresponds to rotations along the horizontal
(xˆ− yˆ) plane. For example, a fracture with θ = 0◦ andφ= 0◦ is oriented along the vertical plane
|y | = |z|, with x = 0. Increasing the dip to θ = 90◦ will orient the fracture along horizontal the
|x| = |y | plane with z = 0. If instead the azimuth is increased to φ= 90◦, the fracture will be
oriented along the vertical |x| = |z| plane with y = 0.
1.4.2. Ground penetrating radar
The analysis of EM wave propagation and scattering begins with the Maxwell equations (e.g.,
Jackson and Fox, 1999):
(a)∇·E= ψ
ε0
, (b)∇·B= 0,
(c)∇×E=−∂B
∂t
, (d)∇×B=µ0ε0∂E
∂t
+µ0σE,
(1.2)
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where E is the electric field (V ·m−1), B is the magnetic field (N ·A−1 ·m−1), ε is the electric
permittivity (F ·m−1), µ is the magnetic permeability (N ·A−2), σ is the electric conductivity
(S ·m−1) and ψ is the electric charge density (C ·m−3).
In the macroscopic treatment of Eqns. 1.2(a-d) the following constitutive relations are in-
voked: D= ε0εr E, J= σE and B= µ0µr H. These describe the interaction of EM fields with
matter (e.g., Nabighian, 1991). The electric displacement field D (C ·m−2) replaces the electric
field within a dielectric material of relative electric permittivity εr = εε0 and the electric current
density J (A ·m−2) replaces the electric field within a conductive material of electric conductiv-
ity σ (S ·m−1). The magnetic field strength is related to the magnetic flux B (N ·m−1 ·A−1) by
the relative magnetic permeability µr = µµ0 . The constant values for the electric permittivity
and magnetic permeability of free space are ε0 ≡ 8.854...×10−12 F ·m−1 and µ0 ≡ 4pi−7 N ·A−2
respectively. The former is defined by the latter in combination with the exact definition of
the speed of light in vacuum, c ≡ 1p
ε0µ0
≡ 299792458 m · s−1.
Stated in this manner, the constitutive relations are understood as homogenized spatial
averages (Russakoff, 1970). A more intuitive and fundamental way of describing EM inter-
action and scattering with matter is the microscopic approach (e.g., Purcell, 2011, Ch. 11).
The microscopic approach treats matter as discontinuous and composed of elements that
are polarized from the incoming field and oscillate as dipoles at first approximation. The
propagation of EM fields through electric and magnetic media is thus seen as the interaction
of the vacuum fields with dipoles. Once polarized, the dipoles radiate a secondary field. The
interference of the secondary (retarded) field with the primary (vacuum) field exactly reduces
to the macroscopic fields D and B. This approach of modeling EM interaction and scattering
from very irregular objects was first proposed in the astrophysics community (Purcell and
Pennypacker, 1973). A very informative overview of its use in astrophysics can be found in
Yurkin and Hoekstra (2007) and a detailed description of the derivation and implementation
of the approach in Kahnert (2003).
We recently adopted the microscopic approach with a further modification in order to model
EM wave interaction and reflection from fractures with heterogeneous properties (Shakas
and Linde, 2015, 2017). Our approach, that we call effective-dipoles, is described in detail in
Chapter 2 and further expanded in Chapter 3. Using the effective-dipoles methodology, the
fracture is discretized into dipole elements that correspond to parallel plates with varying
aperture and electrical properties. The rock matrix is treated as homogeneous and we use
analytic solutions for EM propagation within the rock and its interaction with each parallel
plate. The formulation does not suffer from discretization errors due to numerical dispersion
and discretization in Cartesian space, as do most classical numerical methods such as Finite-
Difference Time-Domain (FDTD) formulations (Taflove and Hagness, 2005). Furthermore, is
does not apply any boundaries in the domain and therefore does not introduce any artificial
boundary reflections. When compared to FDTD schemes, the effective-dipoles approach is
several orders of magnitude faster (Shakas and Linde, 2015).
Alternatively to numerical models, the thin-bed model can be used to simulate the reflected
and transmitted GPR field from fractured media (e.g., Bradford and Deeds, 2006; Tsoflias
and Hoch, 2006; Deparis and Garambois, 2008; Tsoflias and Becker, 2008; Sassen and Everett,
2009). The thin-bed model is analytically derived from the Maxwell equations and assumes
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(a) (b)
(c) (d)
Figure 1.7 – Simulations showing the GPR reflections (c,d) from three fractures with homo-
geneous (a) and heterogeneous (b) aperture distributions (contact regions are transparent).
For perspective purposes, the horizontal projection of each fracture is shown in (a). The
fractures in (a) have the same position, orientation and mean aperture as in (b). The fracture
aperture distributions in (b) are the same as the ones in Fig. 1.6, with fractures A, B and
C corresponding to 1.6(a), 1.6(b) and 1.6(c) respectively. GPR reflections in (c) and (d) are
computed using the methodology from Shakas and Linde (2015) at 5 cm intervals and are
normalized to the maximum amplitude from (c). The color scale in (c) and (d) is adjusted to
highlight the reflections from the upper fracture in (d) that are otherwise faintly visible.
that (1) fractures are homogeneous layers of infinite extent and (2) that the incoming GPR
signal strikes a fracture at constant phase and amplitude. In Chapter 3 we show that even if
the latter assumption is numerically valid, small scale aperture heterogeneities render the
thin-bed model incapable of providing a good estimate of the mean fracture aperture.
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In Fig. 1.7 we show simulated GPR reflection data from two domains; one where fractures
have a homogeneous (constant) aperture and another where fractures are constituted by
a heterogeneous aperture field with the same mean aperture as the homogeneous case.
The reflections are computed with the effective-dipoles model using a vertically-oriented
100 MHz dipole source with a 1 m source-receiver separation. All fractures have constant
electrical properties with εr = 81 and σ = 0.1 S ·m−1. The rock medium electrical properties
are εr = 81 andσ = 0.001 S ·m−1. This electrical properties are close to realistic values for water
filled fracture in granitic rock. The labels A, B and C in Fig. 1.7(a) and Fig. 1.7(c) provide a link
between the fractures and their corresponding reflections. In general, the homogeneous case
is characterized by coherent reflections while the heterogeneous case results in reflections
that are more irregular and scattered. In both cases, fracture B gives a weak reflection because
it of its sub-horizontal orientation (Olsson et al., 1992).
1.4.3. Flow and transport modeling
In the following we give the necessary equations to describe viscous, incompressible lam-
inar flow within a parallel plate. The equations are stated and not derived but a thorough
derivation is available in several of the references found in the bibliography, such as Lee and
Farmer (1993); Zimmerman and Bodvarsson (1996); Zimmerman and Yeo (2000); Brush and
Thomson (2003). Furthermore, extensions to the parallel plate model that account for more
complicated geometries can be found in Oron and Berkowitz (1998); Lee et al. (2014); Wang
et al. (2015). Additionally, we state the equations for describing solute transport through the
advection-dispersion model. A derivation of the latter can be found in Cacas et al. (1990);
Berkowitz (2002); Bodin et al. (2003); Faybishenko et al. (2005); Künze and Lunati (2012b).
Fluid flow through parallel plates
From a mathematical viewpoint, fluid flow is addressed by the Navier-Stokes equations that
simplify, for a single-phase, incompressible fluid at steady state, to
ρ(u ·∇)u=−∇P +µ∇2u, (1.3)
where u is the vector of fluid velocity, ∇P is the reduced pressure (P = p−ρgζ, with pressure
p and gravitational acceleration g in the direction ζ) and µ is the dynamic viscosity (e.g.,
Zimmerman and Yeo, 2000). Mass conservation is implied by fluid incompressibility, namely,
∂ρ
∂t
+∇· (ρu)= 0 → ∇u= 0 ∀ ρ = const ant , (1.4)
and if advective acceleration forces
(
ρ(u ·∇)u
)
are small compared to viscous forces (µ∇2u),
Eq. 1.3 can be reduced to the Stokes equations,
∇P =µ∇2u. (1.5)
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The Stokes equations (Eq. 1.5) correspond to three equations, one for each dimension in
space, that link the pressure gradient to the mean flow rate.
Exact solutions for the Stokes equations are obtained by assuming laminar flow between
parallel plates and applying no-flow and no-slip boundary conditions (Lee and Farmer, 1993;
Zimmerman and Yeo, 2000; Brush and Thomson, 2003). The solution gives the velocity profile
of a fluid under a constant pressure gradient ∇P along the direction perpendicular to the
plates. For plates oriented along xˆ− yˆ and aperture app along the zˆ direction, the velocity
profile,
u(z)= |∇P |
2µ
(
z2−
(app
2
)2)
, (1.6)
has the familiar parabolic form with the maximum velocity in the middle of the two plates.
Integrating Eq. 1.6 along the zˆ direction and multiplying by the width (wpp)of the plate gives
the volumetric flux through the parallel plates,
Q =
−|∇P |wppa3pp
12µ
≡ −k A|∇P |
µ
. (1.7)
To the right side of Eq.1.7 is the equivalent volumetric flow derived from Darcy’s Law. Darcy’s
law in 1D states that the horizontal flow of a liquid with dynamic viscosity µ, through a
porous medium with permeability k and cross sectional area A, is directly proportional to
the pressure gradient |∇P |. The applicability of Darcy’s law to the parallel plate model allows
for the analogy between permeability and aperture. Namely, by replacing the area in Eq. 1.7
with A =wppapp we get the relation k = a
2
pp
12 . Moreover, the product of permeability and area
gives the well known “cubic law” relation:
k A =
wppa3pp
12
. (1.8)
An analogous result to Eq. 1.8 can be obtained by solving the Reynolds equation from
lubrication theory (Brown, 1987). Both approaches assume that (1) flow is laminar and (2)
that the pressure gradient is uniform along the flow direction. Oron and Berkowitz (1998)
use dimensional analysis of the Navier-Stokes equations to derive the conditions for which
a rough aperture channel can be adequately approximated as a smooth parallel-plate. The
authors conclude with the following three conditions (refer to Fig. 1.5b):
σ{u,d}pp
app
<< 1,
(
app
2Lpp
)2
<< 1, and Re ·max
(
σ
app
,
app
2Lpp
)
<< 1. (1.9)
The third condition in 1.9 introduces the Reynolds number, defined as Re ∼= ρUapp2µ where
U [ ms ] is the characteristic velocity of the fluid flowing through the parallel plate.
A clarification must be made about the use of the cubic law (Eq. 1.8) in this thesis. There
exists a vast amount of theoretical and experimental studies that examine the applicability of
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the cubic law (e.g., Witherspoon et al., 1980; Brown, 1987; Pyrak-Nolte et al., 1988; Ge, 1997;
Zimmerman and Yeo, 2000) in predicting flow through a fracture with rough walls. Initially,
the cubic law was applied to the whole fracture in order to compute one equivalent aperture
(Tsang, 1992). This approach has been gradually replaced by the point-to-point application
of the cubic law, often termed as the “local cubic law” (LCL) (e.g., Oron and Berkowitz, 1998;
Brush and Thomson, 2003; Konzuk and Kueper, 2004; Qian et al., 2011; Lee et al., 2014; Wang
et al., 2015). In this thesis, we use the LCL model that allows us to directly link the fracture
discretization used for flow and transport to the one used for modeling GPR reflections.
Solute transport
Transport of a solute through a rough fracture has also received considerable attention
(e.g., Tang et al., 1981; Novakowski et al., 1985; Moreno et al., 1990; Nordqvist et al., 1992;
Bodin et al., 2003). Once the fluid velocity has been determined along each parallel plate
cell in the fracture plane, it can be used to compute the transport of a solute through the
advection-diffusion equation (given for an incompressible fluid and ∇·u= 0):
∂
∂t
(c)+∇· [cu−Dm∇c]= 0. (1.10)
The concentration of the solute in Eq. 1.10 is denoted by c that can either have units (e.g.,
kg ·m−3) or represent a unit-less concentration by normalizing it with the maximum concen-
tration. The fluid velocity is given by u in [m · s−1], Dm is the molecular diffusion coefficient
of the solute in [m2 · s−1]. This formulation does not account for any interaction of the solute
with the rock matrix.
Tracer flow and transport in MaFloT-2D
For modeling flow and transport of a tracer in a single fracture we modified an existing
forward code (MaFloT-2D) that was developed by Künze and Lunati (2012b). MaFloT-2D
is based on a Finite Volume algorithm and simulates density-driven flow, hydrodynamic
dispersion, diffusion and advection in a 2D cross section of a porous medium by assigning the
porosity (ratio of void volume to total volume) and permeability of each cell in the 2D section.
The mass balance equation for a single incompressible fluid completely saturating a porous
matrix is then solved to obtain the pressure distribution. Using the pressure solution, the
Darcy velocity of the fluid within the plane is computed and used for transport. By discretizing
the advection-diffusion equation in both time and space, the concentration at each time step
is computed. More information about MaFloT-2D can be found in www.maflot.com.
Our modifications to MaFloT-2D are the following:
1. Assign the permeability of each cell using the permeability-aperture relation, k = a212 .
2. Assign the porosity of each cell (φc )as the void space between the parallel plates,
φc = a×L2c , where Lc is the side-length of each cell (cells are square).
3. Scale diffusion to occur across the minimum cell interface area; MaFloT-2D originally
simulates porous media, thus allowing the porosity between cells to change while the
interface area remains the same. On the contrary, when fracture aperture changes
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(a) (b) (c)
Figure 1.8 – Simulation of a tracer experiment using the modified version of MaFloT-2D
(Künze and Lunati, 2012b). The simulation is computed for the fractures shown in Fig. 1.6,
namely, (a) corresponds to Fig. 1.6a, (b) to 1.6b and (c) to 1.6c. Each figure shows the
(normalized) distribution of the tracer after a 50 L injection in the middle of the domain
(indicated by a red dot). Only the parallel plates that percolate with the injection location are
used and the spatial dimensions of the domain are set to 20 × 20 m.
along the plane, we take the minimum area between two cells to compute diffusion
and dispersion.
4. Introduce contact cells (zero aperture) as no-flow zones.
Furthermore, we assign Dirichlet (zero-pressure) boundary conditions at the outer bound-
aries of fractures, thus allowing for pressure changes to equalize during the simulation of a
tracer injection. Nevertheless, we create large enough fractures so that the tracer remains
within the fracture volume during the simulation. To simulate the injection and withdrawal
of a tracer during a push-pull test, we assign dynamic inflow and outflow boundary con-
ditions at the injection location. Tailing in the breakthrough curve is possible through the
heterogeneity of the aperture field (e.g., Fiori and Becker, 2015).
1.4.4. Simultaneous modeling
Here, we introduce the simultaneous model with an example where we simulate the injection
and chasing of an electrically conductive tracer and the resulting GPR reflections. This
particular model is chosen because it described the type of experiments that we present in
sec. 1.5.2. The GPR reflections are computed in a time-lapse manner and are thus affected by
the dynamic distribution of tracer in the fracture. The responses of both models are affected
by the fracture’s geometrical properties.
On the left column of Fig. 1.9 we show the distribution of tracer in fracture A of Fig. 1.7(b), at
the onset of injection, end of injection and end of chasing phases of a push-pull test. On the
right column we show the corresponding GPR reflection data that is computed taking into
account the dynamic redistribution of tracer during the GPR monitoring along a borehole
(e.g., 1.5.2. For this example we use the following parameters:
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Figure 1.9 – A simultaneous simulation. (a) and (c) show the onset and end of a tracer
injection and (e) shows the end of the chasing period. The color scale indicates regions of
maximum (yellow) and no (blue) tracer. GPR reflection (difference) data are computed along
the (solid black) vertical line in (a), (c), (e) and plotted in (b), (d), (f) respectively. The color
scale indicates maximum positive (red) and maximum negative (blue) amplitudes of the
vertical electric field. More detail can be found in sec. 1.4.4.
1. Tracer: V = 50 L, µ= 2mPa · s, ρ = 103kg ·m−3, σ= 35mS ·cm−1, εr = 81.
2. Chaser: V = 50 L, µ= 1mPa · s, ρ = 103kg ·m−3, σ= 0.7mS ·cm−1, εr = 81.
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3. Pumping rate = 3 L ·min−1.
4. GPR dominant frequency: 100 MHz.
5. Antenna separation: 1 m.
6. Rock matrix: σ= 10−3 mS ·cm−1, εr = 9.
The tracer concentration can be converted to electrical conductivity, and vice versa using the
relation proposed by Sen and Goode (1992). For molecular diffusion we apply the coefficient
Dm = 2 ·10−9 m2 ·s−1 in Eq. 1.10. The properties of the background fluid and the chasing fluid
are identical.
1.5. Experiments
All experiments presented in this thesis took place at the Stang-er-Brune test site, just outside
the town of Ploemeur in Brittany, France. Ploemeur is a town of 20,000 inhabitants that is
located nearby an aquifer composed of fractured crystalline granite (Ruelleu et al., 2010). The
aquifer is monitored by a dense network of∼ 50 boreholes, ranging from 30 to 150 m in depth
(French National Observatory, H+, hplus.ore.fr/en). In this section, single-hole and single-
well refer to experiments performed in one borehole while cross-hole and multiple-well refer
to experiments performed in two or several boreholes. We only present experiments that
were performed in a single borehole, that is, one borehole for the push-pull test and one
borehole for the GPR monitoring. The experiments are discussed in more detail in Chapters
4 and 5.
Previous hydrologic tests on this site include single-hole and cross-hole flow meter exper-
iments and hydraulic pumping tests (Le Borgne et al., 2004, 2006, 2007), thermal sensing
experiments (Read et al., 2013; Klepikova et al., 2014; Read et al., 2014), atmospheric tracer
tests (Marçais et al., 2015), and several convergent and push-pull tracer tests (Boisson et al.,
2013; Kang et al., 2015). Geophysical techniques used include gravity measurements (Boy
et al., 2009), seismic experiments (Pasquet et al., 2015) and single-hole and cross-hole GPR
(Dorn et al., 2012). Hydrogeophysical monitoring experiments include single-hole GPR imag-
ing of convergent tracer tests (Dorn et al., 2011, 2012) and single-hole monitoring of push-pull
tests (Shakas et al., 2016, 2017). The combined single-hole GPR and push-pull experiments
are discussed in more detail in chapters 4 and 5. Here, we introduce the methodology and
discuss some aspects of our combined experiments.
1.5.1. Push-pull tracer tests
Push-pull tracer tests, also called single-well injection-withdrawal tests, involve the subse-
quent injection and extraction of a tracer in an isolated interval of one borehole well. An area
of interest, for example an interval of the well intersected by an open fracture, is isolated with
a double packer within which injection (push) and extraction (pull) takes place. The injection
of the tracer can be followed by a chasing period, during which ambient water is injected
to effectively clean the borehole interval and push the tracer further out into the formation.
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In the extraction phase the pump is reversed and the concentration of inflowing tracer is
measured over time to give the BTC. A detailed explanation of push-pull tests can be found in
Istok (2012) or Neretnieks (2007).
Push-pull tests require one borehole and are often preferred from multiple-well tests because
of their reduced cost and logistics. Nevertheless, the main advantage of push-pull is that the
flow-reversal introduced during the pulling period minimizes the effect of heterogeneous
advection on the tracer BTC. Heterogeneous advection is the separation of the tracer into
different flow channels within a single fracture or a fracture network that occurs due to the
strong disparity in aperture (e.g., Fiori and Becker, 2015). In a convergent tracer test the
tracer is injected in one location and recovered in another so heterogeneous advection may
introduce skewness in the BTC. In an ideal push-pull test the tracer is assumed to travel
through the same pathways during the injection and withdrawal phases, so the effect of
heterogeneous advection is often assumed negligible. If flow reversibility can be assumed,
time irreversible processes such as diffusion will have a stronger effect on the BTC shape
(more on this in sec. 1.5.1). An additional waiting period between pushing and pulling can
help study irreversible processes (Istok, 2012; Neretnieks, 2007).
The main weakness of push-pull tests is that they provide data at only one spatial location and
do not give any insight on the tracer flow field or the spatial heterogeneity of the system (e.g.,
Lessoff and Konikow, 1997). In fact, BTC’s from a push-pull test are completely uninformative
of the spatial extent of the tracer test (Hansen et al., 2016). A schematic of the measured tracer
concentration as a function of an ideal push-pull test is shown in Fig. 1.10. In theory, the total
initial mass of tracer is recovered in the BTC during a push-pull test. In the absence of other
irreversible processes only molecular diffusion acts to change the shape of the injected tracer
pulse.
Factors affecting the push-pull BTC
As indicated in Fig. 1.10, the ideal push-pull test will result in a slightly positively skewed BTC
since later arrivals are subject to longer time for molecular diffusion. Molecular diffusion is a
microscopic process that happens spontaneously, in which particles within a fluid move from
regions of high concentration to regions of lower concentration. There exist several factors
that cause deviations in measured data from the ideal push-pull BTC (Istok, 2012; Neretnieks,
2007; Hansen et al., 2016). Here, we only state the different flow related processes without
a detailed theoretical analysis of each one. The effect of gravity-induced flow is discussed
in chapters 4 and 5. Chemical processes such as adsorption of reactive transport are not
discussed.
1. Natural hydraulic gradient: The existence of natural flow at a push-pull test site will
introduce ambiguity in the BTC since the two flow phases will not have an equal effect
on the tracer. One method of assessing the strength of natural flow on the BTC is to
perform several tests with different waiting times, in conjunction with geophysical
monitoring (e.g., Shakas et al., 2016, 2017).
2. Matrix diffusion: The flow of tracer into the rock matrix is called matrix diffusion (e.g.,
Lessoff and Konikow, 1997). Matrix diffusion will cause a slow down in the migration of
tracer and a decrease in the peak of the BTC. Diffusion rates will vary depending on the
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Figure 1.10 – Schematic of the measured tracer concentration vs. experiment time in an ideal
push-pull test. Tracer injection is followed by a chasing period in which ambient water is
injected to clear out the packed interval and push the tracer further into the formation. The
flow is reversed during the withdrawal period and the measured tracer concentration in the
packed interval constitutes the breakthrough curve (BTC). An additional waiting time can
be introduced between chasing and flow reversal. The ideal BTC is only (slightly) positively
skewed because of molecular diffusion. Note that no time units are displayed as the time
scale of such experiments can vary from minuted to days. For the experiments presented in
this thesis, the pushing and chasing period were approximately 30 min each and the pulling
period was several hours (overnight).
type of tracer used and on the permeability of the rock matrix. In many cases this effect
can be deemed negligible (e.g., Becker and Shapiro, 2000, 2003).
3. Dispersion-enhanced mixing: The heterogeneous velocity field that results from aper-
ture differences within a fracture will lead to local mixing of the tracer, that is termed
hydrodynamic dispersion. Local mixing may occur for a variety of reasons including
contact of the tracer with water that is in dead-end fractures, or Taylor dispersion
caused from shear flow within the fracture (Novakowski et al., 1985).
In addition to the factors listed above, estimating the mean aperture of a fracture from push-
pull tracer tests poses additional problems. Namely, Tsang (1992) discusses three equivalent
aperture estimates that can be derived from hydraulic and tracer tests by assuming different
geometries and flow processes:
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1. The mass balance aperture: The area of the fracture is assumed known and the volu-
metric flow rate along with the mean residence time are used to compute an equivalent
aperture.
2. The frictional loss aperture: A transport velocity is derived from pressure drop hy-
draulic measurements and Darcy’s law is applied for a parallel plate fracture. The flow
path length and the mean residence time of the tracer are then used to compute an
equivalent aperture.
3. The cubic law aperture: Darcy flow is assumed between two parallel plates and pres-
sure drop measurements, flow rates and fracture geometry are used to compute an
equivalent aperture.
Tracers in hydrogeophysics
The design of a push-pull tracer test involves the choice of (1) tracer type, volume and
concentration, (2) flow rate during the injection, chasing and withdrawal, (3) volume of
chaser and an (4) optional waiting time. In order to monitor a tracer test with a geophysical
method the tracer must have a measurable ’geophysical’ signature. Geophysical techniques
used for this purpose are electric or EM methods and the contrast in properties imposed by
the tracer is typically a change in the electrical conductivity.
The most common method of creating an electrically conductive tracer is to add salt, usually
table salt (NaCl), to freshwater (e.g., Day-Lewis et al., 2003; Kemna et al., 2002; Singha and
Gorelick, 2005; Tsoflias and Becker, 2008; Dorn et al., 2011; Doetsch et al., 2012; Rosas-Carbajal
et al., 2015; Shakas et al., 2016). Saline tracers are easy to prepare and handle and allow for
continuous (and low cost) monitoring through electrical conductivity probes. However,
high salt concentrations are often necessary to obtain a saline tracer that is detectable by
geophysical techniques. This poses the potential problem of polluting a freshwater aquifer
and at the same time introduces a strong density contrast of the saline tracer compared to
the background water.
The density of a saline tracer, even when at low concentrations (e.g., Istok and Humphrey,
1995; Beinhorn et al., 2005; Kemna et al., 2002), poses a considerable concern for the re-
versibility of a push-pull test. Very few hydrogeophysical studies have addressed the density
effect (e.g., Doetsch et al., 2012; Shakas et al., 2016; Haaken et al., 2017; Shakas et al., 2017),
and when doing so have shown that density driven flow was not negligible. In Chapter 5 we
introduce a new tracer that we call wethanalt. Wethanalt is a mixture of saline water and
ethanol and allows us to create a neutrally-buoyant and electrically conductive tracer. We
compare push-pull experiments with the neutrally-buoyant tracer to previous experiments
with a saline tracer (presented in Chapter 4) and show that much higher salt mass is recov-
ered in the former case, and the shape of the BTC is very different. These findings are also
supported by single-hole GPR reflection images, that also give an insight to natural flow in
the system when the neutrally-buoyant tracer is used.
Even though wethanalt is a promising tracer for use in hydrogeophysics, it will result in a
tracer that is more viscous than water. Fig. 1.11 shows the change in density and dynamic
viscosity of ethanol-water mixtures at different concentrations (plotted from tabulated data in
(Hammond, 2016)). The two fluids are fully miscible and the density decreases almost linearly
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Figure 1.11 – Laboratory measurements of the density (blue diamond marker) and dynamic
viscosity (red circle marker) of ethanol-water mixtures, reproduced from tabulated data in
Hammond (2016). The density follows a relatively linear trend with slight changes in slope.
The viscosity profile is non-linear and reaches a maximum at an ethanol percentage of∼ 45%.
The two fluids are fully miscible.
when ethanol is mixed with water. The dynamic viscosity changes non-linearly and reaches
a maximum value at an ethanol percentage of ∼ 45%, but can be assumed approximately
linear from 0% to ∼ 30% of ethanol. The latter range is perhaps the most useful for wethanalt
tracers. Experimental studies and theoretical arguments support that when a less viscous
(µ1) fluid displaces a more viscous (µ2) fluid, mixing instabilities evolve at the fluid interface
that gradually stabilize through molecular diffusion. Chui et al. (2015) present instabilities
for a viscosity ratio of 10, i.e., a fluid with low viscosity displacing a fluid that is 10 times more
viscous. By performing experiments in the viscosity ratio range of 1 to 25, they conclude that
molecular diffusion stabilizes the process with time as t µ2µ1 . Nevertheless, the crossover time
between unstable and stable displacement also depends on the flow rate of the displacing
fluid; that is, faster flow rates induce faster stability. When designing a wethanalt tracer
experiment, even though the viscosity ratios are bound to be small (maximum ∼ 2.84) care
must be taken to avoid instabilities. This can be achieved by adjusting the injection, chasing
and withdrawal flow rates accordingly (see Chui et al. (2015) for more details) but for the
viscosity ratio used in the experiments presented here, fingering instabilities have not been
observed in the laboratory experiment.
1.5.2. Ground penetrating radar imaging
GPR is a high-resolution, non-destructive imaging technique used for various geophysical
applications ranging from mapping fractures in the subsurface (e.g., Olsson et al., 1992;
Grasmueck, 1996; Jeannin et al., 2006) to mapping fractures in marble blocks (e.g., Sambuelli
and Calzoni, 2010; Patriarca et al., 2011), hydrocarbon detection in fractured rock (e.g., Lane
et al., 2000; Babcock and Bradford, 2015) and hydrogeophysical imaging of tracer flow (Tsoflias
et al., 2001; Tsoflias and Becker, 2008; Dorn et al., 2011; Tsoflias et al., 2015; Shakas et al., 2016,
2017). A recent overview of GPR developments is given by Slob et al. (2010).
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(a) (b)
Figure 1.12 – (a) Image of the 100 MHz MALÅ GPR receiver and transmitter antennas used for
data acquisition, fitted with custom-made centralizers (white). (b) Image of the transmitter
antenna in the GPR monitoring borehole that was fitted with a flexible liner (yellow).
GPR is based on transmitting and receiving high-frequency EM waves that are scattered
from discontinuities in the electrical properties of matter. One of the basic principles of
GPR is that EM waves are propagating. This implies that the propagating medium must
be a low-loss dielectric and as a rule of thumb, less electrically conductive media will allow
for larger investigation volumes. At the same time, discontinuities in electrical properties
must be strong enough (usually more electrically conductive) compared to the background
medium in order to be detectable.
The spatial scale of GPR investigations is also determined by the choice of antenna operating
frequency that typically ranges between 10 - 1000 MHz (Jol, 2008). A GPR antenna creates
a pulse of waves that propagate at several frequencies, but is usually centered around a
dominant frequency. The dominant frequency is partly determined by the antenna manu-
facturer characteristics, such as the electrical circuit components and size, but also by the
surrounding medium in the antenna’s vicinity (e.g., Ernst et al., 2006).
Single-hole time-lapse monitoring
For all the experiments we used a MALÅ slim-hole antenna system with a dominant frequency
of 100 MHz (Fig. 1.12a). The system consists of a transmitter and receiver antenna that are
independently triggered and it is thus possible to perform surveys with changing transmitter-
receiver separation, or with the transmitter and receiver in different boreholes (e.g., Dorn
et al., 2012).
When a strong contrast in electrical conductivity exists, such as when a saline tracer is present
in a fracture, most of the energy in the GPR signal is reflected rather than transmitted (e.g.,
Tsoflias and Becker, 2008). In this case GPR data will be more informative if collected in
reflection mode, as in the single-hole setup. Nevertheless, one known ambiguity of single-
hole GPR reflection data is that they lack azimuth information about the fracture locations
(Olsson et al., 1992). This effect can be clearly seen in Fig. 1.7(b) where reflections from
fractures around the borehole (Fig. 1.7(c)) overlap in the modeled GPR response. Azimuth
ambiguity can be partly overcome when using a directional antenna (Slob et al., 2010).
To accurately detect time-lapse changes in the GPR signal, the position of the antenna system
in the borehole must be the same when a measurements is repeated. To assure that the GPR
system was centered along the borehole we attached custom-made flexible centralizers to
the top and bottom of each antenna (Fig. 1.12a). Additionally, to (1) avoid that electrically
conductive tracer entered the GPR monitoring borehole, (2) allow for smooth movement of
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the antennas along the borehole and (3) minimize pressure disturbances from the moving
antennas affecting the push-pull test, we installed a flexible liner (http://www.flut.com/) in
the GPR borehole (see Fig. 1.12b and sec. 4.3). Once a time-lapse survey was successfully
completed, we focused our analysis of GPR data on difference imaging; the subtraction of
the background GPR trace obtained before the onset of the push-pull test, from later traces
obtained during the push-pull test. We provide a detailed description of difference imaging
and the processing steps performed on the GPR data in sections 4.4 and 5.3.4.
Dynamics of the combined experiments
Here we make a remark about the dynamics of the combined experiments described in
Chapters 4 and 5: The speed at which the tracer migrates within the fractures (v ∼ 3×
10−3 m · s−1, see sec. 4.6.2) is minute compared to the speed at which EM waves propagate in
granite (v ∼ 108 m · s−1). During the acquisition of one GPR trace, the tracer distribution can
be consequently assumed stationary. Furthermore, the speed at which the antennas move
in the borehole during data acquisition (v ∼ 10−1 m · s−1), while closer in magnitude to the
tracer migration speed, is still large enough to approximate each GPR section as a ’snapshot’
of the experiment. Nevertheless, the coupled model takes into account the dynamics of the
tracer between the computation of each trace.
1.6. Objectives
One of the primary objectives of this thesis is to establish a forward modeling framework
for computing GPR propagation and scattering in heterogeneous fractured rock (Chapter 2).
The forward model must take into account fracture heterogeneity and also be fast enough
for being used in probabilistic inversion framework (Tarantola, 2005). Another objective
is to investigate the assumption of homogeneity in fracture properties that is often made
when the thin-bed model is invoked. The thin-bed model can be analytically derived from
Maxwell’s equations by assuming that fracture properties are homogeneous, that the fracture
is of infinite extend and that the incoming GPR wave arrives as a plane wave over the whole
fracture plane. These assumptions are further examined and the validity of the thin-bed
model is tested in the presence of heterogeneous fracture aperture distributions (Chapter 3).
On the experimental side, the primary objective is to show that push-pull tests can be com-
plemented with single-hole GPR time-lapse imaging to obtain quantitative information that
is otherwise unavailable. In Chapter 4 GPR reflection data are shown to provide information
about (1) the spatial extent of the tracer test, (2) the number and the orientation of the frac-
tures involved, (3) the importance of density-driven flow, (4) the strength of ambient flow
and even (4) estimates of the tracer velocity. Another experimental objective is to examine
the possibility of using neutrally buoyant tracers that can be detected by electrical and EM
geophysical methods. One such tracer is deionized water, that is electrically resistive and
usually has negligible density difference to the surrounding formation water in a freshwater
aquifer. In both experimental campaigns described in Chapters 4 and 5 we injected deionized
water during a push-pull test (100 and 1000 L respectively) but did not obtain a strong enough
26
signature in the GPR reflection data. Instead, in Chapter 5 we introduce a different approach
to obtain a neutrally-buoyant and electrically conductive tracer for by mixing a saline tracer
with ethanol.
A final objective is to develop a simultaneous model that simulates tracer flow and transport
in a single fracture and simulates the time-lapse GPR signature associated with the dynamics
of the tracer experiment. The simultaneous model, presented in sec. 1.4.4, is currently used in
a Markov-Chain Monte-Carlo inversion framework to statistically infer the geometrical prop-
erties of a single fracture, from both synthetic and field data. The results are not presented in
this thesis.
1.7. Outline
In the next four chapters we present work that has been published in peer-reviewed journals
and herein slightly modified to fit the theme of this work. Namely,
• In Chapter 2 we develop the theoretical framework for our proposed effective-dipoles
model. We first validate the model with an existing numerical code and further used it
reproduce (laboratory) GPR reflection data from Grégoire and Hollender (2004).
• In Chapter 3 we examine the effect of aperture heterogeneity when a fracture is as-
sumed to have homogeneous properties - an assumption commonly made when
invoking the thin-bed model. We begin by verifying the suitability of the effective-
dipoles method to simulate GPR reflection data resulting from heterogeneous fractures.
We then verify the applicability of the thin-bed model in inferring the true aperture
from noise-contaminated synthetic data, created using the effective-dipoles method, a
constant aperture fracture model and a suitable modeling domain. Finally, we investi-
gate the aperture estimates obtained with the thin-bed model when the GPR reflection
data is created from a fracture with a heterogeneous aperture distribution. The latter is
assigned using a geostatistical model and noise-contaminated data are created using
the effective-dipoles model.
• In Chapter 4 we present results from the first combined push-pull and GPR single-
hole monitoring experiments. The experimental methodology is explained and the
theory of GPR difference imaging is briefly described, as well as the processing steps
applied to the GPR data. Results from push-pull tests, with and without a waiting time
between the injection and withdrawal phase are analyzed. Also, results from a static
GPR antenna experiment are shown and the dynamics of the BTC are compared to the
corresponding GPR signal.
• In Chapter 5 we present results from the first hydrogeophysical experiment where a
neutrally buoyant tracer is imaged. We propose a new type of tracer that is a combina-
tion of a saline tracer with pure ethanol, which we call wethanalt. Wethanalt is suitable
for any hydrogeophysical application where electric or EM methods are used to image
a tracer experiment. GPR reflection data and BTC’s from the wethanalt experiments are
compared to similar experiments performed with the (classical) saline tracer presented
in Chapter 4 and the effect of density is assessed.
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Chapter 6 concludes with a summary of this work, some remarks on current limitations and
an outlook. In appendix A we provide the effective-dipoles formulation with an example in
MATLAB code format.
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Chapter 2
Effective modeling of ground penetrating
radar in fractured media using analytic so-
lutions for propagation, thin-bed interac-
tion and dipolar scattering
Alexis Shakas and Niklas Linde.
Published1 in Journal of Applied Geophysics and herein slightly adapted for this thesis
1Shakas, A. and N. Linde (2015). Effective modeling of ground penetrating radar in fractured media using
analytic solutions for propagation, thin-bed interaction and dipolar scattering. Journal of Applied Geophysics,
116 206-214, doi:10.1016/j.jappgeo.2015.03.018
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2.1. Abstract
We propose a new approach to model ground penetrating radar signals that propagate
through a homogeneous and isotropic medium, and are scattered at thin planar fractures
of arbitrary dip, azimuth, thickness and material filling. We use analytical expressions for
the Maxwell equations in a homogeneous space to describe the propagation of the signal in
the rock matrix, and account for frequency-dependent dispersion and attenuation through
the empirical Jonscher formulation. We discretize fractures into elements that are linearly
polarized by the incoming electric field that arrives from the source to each element, locally, as
a plane wave. To model the effective source wavelet we use a generalized Gamma distribution
to define the antenna dipole moment. We combine microscopic and macroscopic Maxwell’s
equations to derive an analytic expression for the response of each element, which describe
the full electric dipole radiation patterns along with effective reflection coefficients of thin
layers. Our results compare favorably with finite-difference time-domain modeling in the
case of constant electrical parameters of the rock-matrix and fracture filling. Compared
with traditional finite-difference time-domain modeling, the proposed approach is faster
and more flexible in terms of fracture orientations. A comparison with published laboratory
results suggests that the modeling approach can reproduce the main characteristics of the
reflected wavelet.
2.2. Introduction
Identification and characterization of permeable fractures within rock formations is a central
research topic in hydrology (NRC, 1996). The flow and transport behavior in fractured media
can be very complex and difficult to infer from traditional hydrological experiments (Neuman,
2005). A promising approach is to combine hydrologic measurements with ground penetrat-
ing radar (GPR) data (e.g., Olsson et al., 1992). Both surface reflection and cross-borehole
tomographic monitoring studies have been used to infer the spatial distribution of tracer
plumes and to dynamically image tracer transport through preferential flow paths (Birken
and Versteeg, 2000; Tsoflias et al., 2001; Day-Lewis et al., 2003; Talley et al., 2005; Becker and
Tsoflias, 2010; Dorn et al., 2011, 2012). Furthermore, the ability of GPR to provide informa-
tion about mm-thick fractures has been demonstrated theoretically (Hollender and Tillard,
1998; Bradford and Deeds, 2006; Tsoflias and Hoch, 2006), through controlled experiments
(Grégoire and Hollender, 2004; Tsoflias et al., 2004; Sambuelli and Calzoni, 2010) and by
field-based investigations (Tsoflias and Hoch, 2006; Sassen and Everett, 2009; Dorn et al.,
2011, 2012). In the complex environment found in most fractured rock systems, efficient and
effective interpretation of GPR measurements must rely on forward models that accurately
simulate the experiments.
When an electromagnetic wave impinges on a thin layer, a series of complex interference
phenomena occur that alter both the phase and amplitude of the reflected and transmitted
waves. Such phenomena have been studied extensively in optics and exact solutions are avail-
able by applying the macroscopic Maxwell’s equations and associated boundary conditions
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on the sides of a dielectric slab (e.g., a fluid filled fracture). These solutions have been used in
geophysics to describe how the GPR signal reflected from fractures varies as a function of
material properties, fracture thickness (aperture) and orientation (Tsoflias and Hoch, 2006;
Tsoflias and Becker, 2008).
Numerical GPR forward modeling schemes do not incorporate the analytic nature of the
effective reflection coefficients since space discretization and medium parameterization
implicitly account for boundaries, across which the macroscopic Maxwell’s equations are
solved. As spatial discretization becomes finer, the macroscopic numerical solutions ap-
proach the analytically derived Fresnel reflection and transmission coefficients. However,
the finite spatial discretization gives rise to errors, especially when modeling irregular ge-
ometries or fine-scale structures. Sub-discretization schemes have been recently proposed
(e.g., Diamanti and Giannopoulos, 2009) but the computational demand still remains for
3D implementations. Moreover, irregular geometries still pose a problem since FDTD codes
usually implement a Cartesian grid and tilted planar surfaces are not discretized exactly;
a known problem that is often referred to as “staircasing”. In numerical solvers based in
the time domain, insufficient temporal sampling can also give rise to numerical dispersion
(Bergmann et al., 1998). Ray-tracing algorithms can include effective reflection coefficients,
but they rely on the plane wave assumption being valid everywhere along an interface and
only consider the far-field region of electromagnetic radiation. Furthermore, ray-tracing
workflows are often based on algorithms developed for seismic processing (Dorn et al., 2012)
and ignore the polarized response of GPR sources and reflections.
A more general approach is to consider a fracture as a polarizable dielectric and conductive
anomaly, in which many infinitesimal dipoles are induced and oscillate in response to the
incident field. This approach is exactly described by the microscopic Maxwell’s equations
(e.g., Purcell, 2011, Ch.11), in which matter is seen as a collection of polarizable particles. The
macroscopic boundary conditions can then be derived as limiting cases of the microscopic
approach through the Ewald-Oseen extinction theorem (Fearn et al., 1996). The macroscopic
approach is thus an averaged version of the microscopic formulation, the latter not only
being correct in the quantum regime but also more intuitive (Feynman et al., 1964, Ch.10-11).
A numerical modeling application of the microscopic Maxwell’s equations has been used
extensively by the astrophysical community to describe light scattering from dielectric objects
— see Yurkin and Hoekstra (2007) for an overview — but we are not aware of applications to
GPR scattering.
We propose a forward modeling approach that uses analytic solutions to simulate the prop-
agation of electromagnetic waves within homogeneous media and the scattering of the
waves from fractures. The fractures are seen as dielectric and conductive anomalies that
are polarized by the incident EM field and are defined as rectangular planes with a given
midpoint, azimuth, dip, thickness and material filling. Each fracture plane is discretized
into polarizable elements, a formulation which enables simulating heterogeneous tracer
concentrations in the fractures by varying the electrical properties of each element over
time, and also accounts for the change in direction and magnitude of the incident electric
field along the fracture plane. The elements are modeled as infinitesimal dipoles that are
polarized linearly and in parallel to the incident electric field. The main difference from the
astrophysical formulation are that we only assign effective dipoles along the plane of the
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fracture. To account for the effect of the dipoles along the direction normal to the fracture
plane we apply the Ewald-Oseen extinction theorem and scale the dipoles by the effective
reflection coefficients of a thin layer. Another difference is that we only consider the incident
field caused by the external source and do not account for interactions between elements.
We use analytical expressions of the Maxwell equations in a homogeneous space to describe
the propagation of the EM field to and from each element and allow for frequency-dependent
attenuation and dispersion through the Jonscher constitutive formulation (Jonscher, 1999).
The resulting forward modeling scheme is free from boundary effects related to the modeled
domain size and also from discretization errors. We begin by describing the theory before
proceeding with how we discretize a fracture, and, finally, we compare our forward modeling
scheme to simulations based on a well-established numerical code and to laboratory data.
2.3. Theory
The electromagnetic properties of matter that characterize the velocity, attenuation and
dispersion of electromagnetic (EM) energy in dielectric media are the magnetic permeability
µ (N ·A−2), the electric permittivity ε (F ·m−1) and the conductivity σ (S ·m−1), or equivalently
the resistivity, ρ (Ω ·m), with ρ = 1
σ
. These parameters are in general complex-valued and
frequency dependent, while for many practical geophysical purposes it is safe to assume the
magnetic permeability to be constant and equal to the value in vacuum, µ0 = 4pi−7N ·A−2.
Reflections and transmissions arise at the boundary between contrasting media and are a
form of energy scattering. For geophysical purposes it is customary to use the macroscopic
Maxwell equations as the governing physical principles to describe such systems (Nabighian,
1991). and the link between the propagating field to a given medium is made through the
constitutive relations, D= εE and J=σE, where E (V ·m−1) is the incident electric field arising
from a distant source, J (A ·m−2) is the resulting current density and D (C ·m−2) is the electric
displacement field.
There is a theoretical distinction between permittivity and conductivity because the first
describes polarization effects resulting from bound charge and the second conduction effects
resulting from free charge. In practice, these two parameters can be combined since one
can only measure the in-phase and out-of-phase components of the current (Hollender
and Tillard, 1998). It is thus convenient to define the effective permittivity εe (F ·m−1) with
real and imaginary parts that characterize the propagation properties of the material: wave
velocity, attenuation and dispersion.
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2.3.1. The microscopic viewpoint
While the electric displacement field D was introduced by Maxwell and is proportional to
the “bound” charge density within a dielectric (Purcell, 2011), it is only an approximation
resulting from spatial averaging of a microscopic process that involves interaction between
fields and particles that make up matter. The microscopic description was introduced by
Lorentz (1909) and considers a dielectric as a collection of particles that undergo electronic
polarization from an externally applied electric field. The applied field exists independently
of the dielectric medium and travels through the dielectric medium at the speed of light
in vacuum, that is, in the free space between the particles of the dielectric. As it travels
through the medium it polarizes the particles that make up the dielectric, inducing moments
of charge distribution in each particle. For neutral dielectrics it is only the electric dipole
moment that needs to be considered and polarization can be seen as the result of an induced
charge separation that generates an electric dipole moment for separation dL (m) between
two opposite charges of equal magnitude q (C) and orientation. The electric field produced
by such a dipole moment can be accurately calculated for an observation distance r (m)
much larger than the charge separation dL producing the dipole moment and becomes exact
in the limiting case, dLr → 0, in which the induced dipole is often called a point dipole. The
dipole p= q ·dL pˆ is oriented along pˆ, which is the vector pointing between the two charges
q , from the negative to the positive charge. The electric field of the point dipole is given by:
Ed(r,p)=
1
4piε0
(
k2(rˆ×p)× rˆ+ (3rˆ(rˆ ·p)−p)
( 1
r 2
− i k
r
))e i kr
r
, (2.1)
where rˆ is a unit vector pointing from the point dipole to the point of observation r= r rˆ, r [m]
is the magnitude of r, ε0 ≡ 8.854...×10−12 F ·n−1 is the electric permittivity in vacuum and
k (rad ·m−1) is the wavenumber in vacuum. The implicit time dependence (e−iωt ) has not
been included in eq. 2.1. The vacuum wavenumber is given by k =ωc−1, where ω (rad · s−1) is
the angular frequency and c ≡ 299792458m · s−1 is the speed of light in vacuum. Equation
(2.1) includes the near, intermediate and far-fields generated by a dipole p located at the
origin of the coordinate system. We use the subscript d in the electric field (Ed) to denote that
it corresponds to a point dipole. A generalized expression for the electric field at an arbitrary
location r generated from a dipole located at r′ is easily obtained through the substitution
r→ r−r′. A detailed derivation of Eq. (2.1) can be found in classical electrodynamics textbooks
(e.g., Jackson and Fox, 1999, Ch. 9).
Each particle in a dielectric medium is polarized by a superposition of the applied field
generated by a source far away and the fields generated by all the other particles present in
the dielectric. For a uniform distribution of polarizable particles and at large observation
distances compared to the inter-particle spacing, one can define the average electric dipole
moment 〈p〉 (C ·m) per unit volume V (m3) as the polarization density P= 〈p〉V (C ·m−2). The
average dipole moment of a homogeneous and isotropic region that is polarized by an
incident plane wave gives the same polarization response as one would get by summing the
fields of the individual particles. The polarization density P links the microscopic approach
to the macroscopic description through the process of spatial averaging of the dipoles. The
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electric displacement field can be written explicitly as D = ε0E+P, highlighting that the
macroscopic description implicitly includes the contribution from all the polarized particles
in the electric displacement field, D, through spatial averaging (Russakoff, 1970).
2.3.2. From a microscopic to a macroscopic description
The equivalence between the microscopic and macroscopic formulations has been rigorously
proven through the Ewald-Oseen extinction theorem (Born and Wolf, 1999). This theorem
states that for homogeneous and isotropic media that are linearly polarized by an externally
applied field, the interaction between all the induced dipoles exactly cancels out parts of the
applied field such that the resulting field propagates exactly as the electric displacement field
D predicted by the macroscopic Maxwell’s equations. This reduces the macroscopic theory
to a special case of the microscopic approach, which is in its nature a more fundamental and
intuitive description (Feynman et al., 1964).
Numerical implementations of the microscopic interactions between polarized dipoles and
light have been long used by the astrophysical community. The discrete dipole approximation
(DDA), or coupled-dipole approximation as introduced by Purcell and Pennypacker (1973)
replaces a dielectric object with electric dipoles that are polarized by the local electric field.
The local electric field takes into account the field radiated and induced by all the dipoles
present, as well as the incoming field. This makes the DDA highly suitable for descriptions of
irregular objects and the results compare well with exact theories, such as Mie and Rayleigh
scattering (Yurkin and Hoekstra, 2007). Another important benefit of the DDA formulation
compared to other numerical methods is that it does not require a bounded model domain;
see Kahnert (2003) for an overview of numerical methods in EM scattering theory.
2.3.3. Reflection and transmission from scattering
The Ewald-Oseen extinction theorem applied to two semi-infinite regions of differing dielec-
tric materials can be used to derive reflection and transmission coefficients (Fearn et al., 1996)
that are identical to the Fresnel coefficients obtained by solving the macroscopic Maxwell’s
equations and matching boundary conditions across an interface. In the microscopic regime,
the fields scattered from each particle superimpose exactly to give a resulting reflection and
transmission that effectively occurs at the “boundary” between the two materials. It is worth-
while to note that the extinction of the applied field actually takes place throughout the whole
volume of the dielectric, and not at the boundary as the macroscopic approach suggests.
Moreover, the microscopic approach can account for conduction currents (Ballenegger and
Weber, 1999).
In the case of a plane wave obliquely incident on a homogeneous dielectric layer of finite
thickness (i.e. a planar fracture), the microscopic formulation successfully reduces to the
effective Transverse Electric (TE) and Transverse Magnetic (TM) reflection coefficients that
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are identical to those derived in optics (Lai et al., 2002):
Re, {TE,TM} =
R{TE,TM}(1−e−2i ktd )
1−R2{TE,TM}e−2i ktd
, (2.2)
where the effective reflection coefficient for each mode can be readily computed by replacing
the interface reflection coefficients, for TE or TM modes, in Eq. (2.2). The interface reflection
coefficients depend on the incidence angle θ of the incoming wave, and are given by the
following two equations:
RTE =
µt kb cosθ−µb
√
k2t −k2b sin2θ
µt kb cosθ+µb
√
k2t −k2b sin2θ
(2.3)
RTM =
µt kb
√
k2t −k2bsin2θ−µb k2t cosθ
µt kb
√
k2t −k2bsin2θ+µb k2t cosθ
(2.4)
To compute the wavenumber kn , where the subscript n is used to denote a medium with
effective permittivity εe,n and magnetic permeability µn , one can use the following relation:
kn =ωpεe,nµn . In Eqns. (2.2 - 2.4) above, and in equations to follow, we use the subscript
b to index the homogeneous matrix and t to index the dielectric and conductive thin-layer
of thickness d . Frequency dependence of the reflection coefficient arises both through the
explicit presence of the angular frequency in the wavenumber formula and the implicit
frequency-dependence of the electric permittivity. These effective reflection coefficients have
been successfully used in geophysical applications to describe GPR reflections from thin
layers (Grégoire and Hollender, 2004; Tsoflias et al., 2004; Bradford and Deeds, 2006; Deparis
and Garambois, 2008; Sassen and Everett, 2009).
2.3.4. Fractures seen as dipole scatterers
Reflections from a fracture with a homogeneous material filling would be accurately described
by the effective reflection coefficient, Eq. (2.2), if the incoming electromagnetic field is a plane
wave over the whole extent of the fracture. Since the wavelengths are often comparable in
scale to the extent of the fractures, one can hardly expect the incoming field to strike with the
same angle throughout. Therefore, energy exchanges across a fracture are often inadequately
recovered by the Fresnel coefficients. We propose to circumvent this problem by discretizing
fractures into regions along which the plane wave assumption is approximately valid. We can
then treat the discretized regions from a microscopic perspective and describe the reflected
energy using a combination of effective reflection coefficients and scattering from polarized
dipoles.
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We consider fractures embedded within a homogeneous and isotropic background dielectric
medium with effective electric permittivity εe,b and magnetic permeability µb (e.g. fractures
in a uniform rock matrix). We account for the interaction of the electric field with this medium
by replacing the vacuum wavenumber k in Eq. (2.1) by the wavenumber calculated in the
background medium, kb =ωpεe,bµb. We thus replace the dipole-generated electric field (Ed)
with the electric displacement field (Dd) by making the following substitution to Eq. (2.1):
k → kb =⇒ Ed(x, y, z,p)→Dd(x, y, z,p) (2.5)
We proceed by discretizing each fracture into regions of constant thickness and length with
homogeneous and isotropic electrical properties, which we refer to as elements. The homo-
geneity of each element allows us to assume a continuous distribution of dipoles within its
volume with a response that can be described by the polarization density P. Furthermore, by
imposing the length of each element to be small compared to the wavelength of the incom-
ing electric field, we can approximate the incoming wave to be plane over the extent of an
element.
The electric displacement field (Dm) scattered from an element indexed m is the superposi-
tion (summation) of the fields generated by all the dipoles within the element:
Dm(x, y, z)=
N∑
n=1
Dmd (x, y, z,〈pmn 〉)=Dmd
(
x, y, z,
Õ
Pm(x ′, y ′, z ′)dx′dy′dz′
)
. (2.6)
The summation in Eq. (2.6) is taken over the individual dipoles of a homogeneous element,
but for observation distances that are large compared to the inter-dipole spacing we can
replace this summation with a volume integral of the polarization density P. We use primed
coordinates to integrate over the volume of the element and unprimed coordinates to denote
a different coordinate system outside the element that we call the experimental coordinate
system, in which the observed field is measured. The element coordinate system is related to
the experimental coordinate system by a dip and azimuth and the components of the electric
field, when moving from one coordinate system to the other, can be calculated without loss
of accuracy.
The Ewald-Oseen extinction theorem can be applied to reduce the dipole interaction along
the direction normal to the element, z ′, to a process that is effective at the first intercept-
ing boundary of the element with the incoming field. We denote the location of the first
intercepting boundary by zc. The reduction is achieved by the following substitution:
Ñ
x ′,y ′,z ′
Pm(x ′, y ′, z ′)dx′dy′dz′→
Ï
x ′,y ′
Rme P
m
(x ′, y ′, zc)dx′dy′, (2.7)
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where the polarization density P is replaced by a surface polarization density, P (C ·m−1). We
use a line over vector quantities to indicate that they are surface variables that are evaluated
over the first intersecting boundary of an element. The effective reflection coefficient Rme is
applied locally for each element.
Furthermore, by allowing only elements with side length much smaller than the wavelength
of the incoming wave, we can assume the incoming wave to be plane over the extent of
an element. We use this assumption to reduce the surface integral over the intersecting
boundary of the element to a simple multiplication by the boundary’s area (Am). Since the
incoming wave is assumed to be a plane over the extent of an element, we only need to
compute the polarization strength at one location along the first intercepting boundary and
choose the center of the boundary, which we denote by (xc, yc, zc). The surface integral of Eq.
(2.6) then becomes:
Ï
x ′,y ′
Rme P
m
(x ′, y ′, zc)dx′dy′ = Am Rme P
m
(xc, yc, zc) (2.8)
The right hand side term of Eq. (2.7) has the units of a dipole moment, but accounts for the
total dipolar strength of an element. We call this term an “effective dipole” and denote it with
the symbol pme (C ·m) for an element indexed m.
The effective dipole is proportional to the incoming electric field arriving from the antenna
source, that we model as a dipole pa (C ·m) fixed at an arbitrary position (xa, ya, za) in the
experimental coordinate system (more on this in section 2.4.2). We denote the electric
displacement field arriving from the antenna source by D
m
(C ·m−1) to indicate that this field
is computed along the first intersecting boundary of an element. The effective dipole is then
given by:
pme = Am Rme P
m
(xc, yc, zc)= Am Rme Dd(xc, yc, zc,pa(xa, ya, za)). (2.9)
The field Dd in Eq. (2.9) can be decomposed into a TE and TM mode and the corresponding
effective reflection coefficients, Eqs. (2.2-2.4), can be used.
In summary, we use a microscopic approach up-scaled to the size of a dipole element that
acts as an effective dipole, polarized by the source dipole (antenna), modulated by its effective
reflection coefficient and scaled by its area of intersection with the incoming field. For a
collection of many elements, the total scattered field is a superposition of the fields from
every effective dipole. For M dipole elements, the total measured field D is:
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D(x, y, z)=
M∑
m=1
Dm(x, y, z)=
M∑
m=1
Dmd
(
x, y, z,pme
)
=
M∑
m=1
Dmd
(
x, y, z, Am Rme Dd(xc, yc, zc,pa(xa, ya, za))
)
. (2.10)
The recursive use of Eq. (2.1) in Eq. (2.10) arises from the representation of the antenna
source and the fracture element as dipoles and highlights the similarity of our approach to
the discrete dipole approximation used in astrophysics. A schematic of this interaction is
shown in Fig. 2.1.
Figure 2.1 – Schematic of an element. The direction of the incident plane wave is shown by
the (red) arrow pointing from the source dipole pa to the induced effective dipole pe. The
secondary field (green) generated by the element is measured at the receiver location (x,y,z).
The smaller (black) arrows are the "individual" dipoles within the dielectric.
2.4. Implementation
We now propose a strategy to implement the aforementioned effective-dipole forward mod-
eling scheme. We begin by stating the underlying assumptions, we then proceed to give an
effective description of the emitted GPR signals, proceed to generalize the method so that
frequency-dependent properties can be assigned to the materials, and finally examine how
to effectively discretize a fracture for a given survey configuration.
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2.4.1. Assumptions about subsurface properties
The validity of the presented forward modeling scheme is limited by the following assump-
tions about the subsurface:
1. The rock matrix is a homogeneous and isotropic dielectric medium. This assump-
tion is reasonable for many applications in fractured rock, for which the dominant
heterogeneities are related to the fractures;
2. The fracture is a planar rectangular surface (other geometries could easily be consid-
ered);
3. The fracture filling is isotropic and polarizes linearly by the incoming field. The linear
response is valid since the emitted signal is weak and well within the linear limits of
dielectric Earth materials;
4. Magnetic effects are not taken into account and the magnetic permeability is set equal
to µ0 everywhere;
The forward problem is solved in the frequency domain.
2.4.2. Source signal generation
In a resistively loaded dipole antenna, a short pulse of current is exponentially damped
along the antenna length and produces a dominant dipole moment that induces an electric
field. The resulting electric field has a complicated structure arising from asymmetries in
the antenna design, antenna coupling with the surrounding medium, noise in the system
and other (often unknown) sources of error. We partly account for such uncertainties by
modeling the antenna dipole moment with a generalized Gamma distribution (Stacy, 1962),
thus allowing much more flexibility in the resulting shape of the dipole moment compared
with a Gaussian distribution. The frequency-dependent response of the antenna dipole
moment is given by:
pa(ω,α,β,γ,µ) = K (ω−µ)αγ−1 Exp
[
−
(ω−µ
β
)γ]
rˆ ; ω>µ (2.11)
where α, β and γ are positive parameters that control the shape of the dipole moment
distribution, rˆ is the orientation of the antenna, µ is a location parameter below which
the distribution is zero-valued and K (C ·m) is a normalization constant. Equation (2.11)
reduces to a Gaussian distribution for α = 0.5, γ = 2, µ = 0 and with standard deviation β.
Our approach to model an effective antenna source is similar, but not equivalent, to the
newly-established full-waveform inversion method (Ernst et al., 2007). The latter approach
has been successfully used in several studies to invert GPR data where the source wavelet is
unknown (e.g., Klotzsche et al., 2013).
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2.4.3. Frequency-dependent polarization
The polarization described until now is a form of electronic polarization, in which the bound
charge distribution of a particle is instantaneously “reshaped” by the incoming field. The
amount of reshaping is quantified by the electric susceptibility, χr = εr − 1, where εr =
εe
ε0
and is in general frequency-dependent. The restoration time accompanied with the
bound charge moving back in place causes an out-of-phase response that leads to energy
loss. The overall effect of electromagnetic waves propagating through dielectric matter is to
generate both polarization and conduction currents, a process often referred to as dielectric
relaxation (Jonscher, 1999). For low-loss dielectric media, the Jonscher ‘universal dielectric
response’ effectively describes the effects of polarization and static conduction for typical
GPR frequencies (Hollender and Tillard, 1998). It can be reduced to three material-specific
parameters; the real-valued high-frequency limit of the permittivity ε∞ (F ·m−1), the static
conduction loss σdc (S ·m−1) and the (unit-less) electric susceptibility χr. The frequency-
dependent effective permittivity εe(ω) is given by:
εe(ω) = ε∞ + ε0χr
(
ω
ωr
)(
1 − cot
(npi
2
))
− iσdc
ω
(2.12)
where ωr is an arbitrary frequency best chosen as the dominant frequency of the emitted
antenna signal and n is a dimensionless empirical parameter that ranges from 0 to 1 and
characterizes the magnitude of dielectric loss.
2.4.4. Dipole discretization
To ensure that the electric field generated by the source arrives approximately as a plane wave
over each element, it is necessary to use an element discretization that is much smaller than
the dominant wavelength of the emitted signal. Note that only the first intercepting plane
of a fracture needs to be discretized so the discretization is 2D. To determine appropriate
discretization criteria, we perform a synthetic Monte-Carlo simulation in which we generate
100 fracture realizations of random thickness, orientation, and length (fractures are square),
filled with water of conductivity 0.1 S ·m−1. The thicknesses were allowed to vary log-normally
in the range of 0.1 mm to 10 cm while the orientation angles (0◦ to 60◦ in both dip and
azimuth) and the fracture length (1 m to 10 m) were varied following a uniform distribution.
The location of the midpoint of a fracture was randomly assigned to a maximum of 20 m
away from the source location. The source and receiver were placed 3 m apart and we used
a Gaussian distribution to generate the source dipole moment with a characteristic pulse
corresponding to a dominant wavelength of 1 m, typical of a 100 MHz GPR antenna employed
in crystalline rock.
To compare the gain in accuracy as a function of dipole discretization, we define a max-
imum discretization of 16 dipoles per (dominant) wavelength. This corresponds here to
a dipole spacing of 6.67 cm in both tangential dimensions of a fracture. We compute the
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Table 2.1 – Statistics of a Monte Carlo experiment with 100 fracture realizations. The measure
used is the normalized root-mean-square difference in the (reflected) frequency response, at
500 frequencies spaced linearly from 1 MHz to 1 GHz, between the maximum (16 dipoles per
wavelength) and coarser fracture discretizations.
Dipole Density Maximum 75 %
quartile
Mean 25 %
quartile
1 0.43 0.29 0.22 0.15
2 0.34 0.24 0.15 0.09
4 0.15 0.06 0.04 0.02
8 0.02 0.01 0.01 0.01
forward model response at the receiver location with the fine discretization and for successive
coarsening using 8, 4, 2 and 1 dipoles per wavelength. For a given coarsening (index c), we
compute the deviation between the finest discretization (index t ), that we assume to be the
true response, to the coarser discretization, as the Root Mean Square (RMS) difference of N
complex frequency amplitudes A˜i
{t ,c}
in the reflected response, given by:
RMSc =
√√√√ 1
N
N∑
1=1
|A˜i t − A˜i c |2
|A˜i t |2
(2.13)
We compute the RMS deviation at 500 linearly spaced frequencies, from 1 MHz to 1 GHz,
and tabulate the maximum, mean, 25% and 75% quartiles for each coarsening level in Table
2.1. The statistics show that the error is very small for 8 dipoles per wavelength, while the
value of 4 dipoles per wavelength appears also satisfactory with one outlier which gives a
15% deviation and a mean error of 4%. The outlier corresponds to a large fracture (8 m
side length) with a small thickness (0.1 mm), large dip (37◦) and azimuth (29◦), and a center
that is located only 3 m away from the antenna midpoint. It is often the case in practical
applications that the energy close to the GPR system (early arrivals) is dominated by the direct
wave and the experimental accuracy is not sufficient to infer information from reflections in
the near-borehole region. A discretization of 4 dipoles per wavelength appears thus sufficient
for most practical applications.
A possible limitation of the current implementation of our forward-modeling approach is
that we do not consider secondary reflections from neighboring fracture elements. With a
discretization of 4 dipoles per wavelength (which amounts to dipoles placed ∼33 cm apart in
this analysis) the magnitude of the antenna-emitted electric field arriving at the center of each
element is several orders of magnitude higher than the field arriving from the other elements.
Therefore, using only the antenna source for polarizing each element has a negligible effect
on the scattered response of a collection of elements.
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2.5. Results
In this section, we compare the results of our effective-dipole (ED) forward modeling scheme
with a FDTD code and to data from a laboratory experiment described by Grégoire and
Hollender (2004).
2.5.1. Experimental set-up of the synthetic experiment
The synthetic study offers a comparison of our effective-dipole forward modeling scheme
with numerical simulations based on GPRMax3D, a 3D FDTD code that has been used
extensively for modeling GPR responses Giannopoulos (2005). The experimental layout is
shown in Fig. 2.2. The background matrix material is homogeneous with Re{εe} = 5ε0 and
σdc = 0.001S ·m−1, where σdc = iωIm{εe}. The reflector is a conductive water-filled fracture
oriented in the yˆ − zˆ plane with material properties Re{εe} = 81ε0 σdc = 0.1S ·m−1. The
fracture (reflector) is square with a 2 m side length and 30 cm thickness. The thickness is
chosen large enough to allow effective discretization with the FDTD code (2 cm node spacing
in all 3 directions resulting in 15 nodes along the fracture thickness), but still within the
thin-layer regime (d = 0.3λ) that is given by Bradford and Deeds (2006) as layer thicknesses
less than 0.75λ. For the FDTD code we used a spatial modeling domain consisting of a cube
with an 8 m side length with absorbing boundaries (see bounding box in Fig. 2.2) to avoid
boundary reflections.
Figure 2.2 – Schematic of the synthetic experiment used to study propagation and reflection.
The experiment coordinate system is shown with the axes in the bottom, receivers (red) are
labeled R and the source (green) is labeled S. The square reflector is shown on the right (blue)
with marks (white) indicating the dipole locations.
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2.5.2. Comparison of propagation results without fracture
To compare propagation modeling results we use the horizontally placed receivers shown in
Fig. 2.2. For the FDTD computation, we define a Ricker wavelet with central frequency of
100 MHz. The FDTD code implements a ‘soft-source’ by defining the current density over
time at a given location in the grid to obtain a propagating Ricker wavelet. For our effective
dipole computation we optimize the parameters of the source dipole moment distribution
(described in section 2.4.2), starting with a Gaussian and using a local search algorithm
to obtain a wavelet arriving at the first receiver, R1, that is similar, within 1% difference in
amplitude and phase to the one obtained by the FDTD code. All subsequent results are
normalized by the maximum amplitude of the propagating wavelet in R1, shown in Fig. 2.3a,
and the same source parameters are used throughout section 2.5.3. The propagation results
at each receiver location, R1, R2 and R3, are shown in Figs. 2.3a, 2.3b and 2.3c respectively.
The results indicate that the two approaches produce very similar wavelets at all three receiver
locations.
Figure 2.3 – Comparison of propagation from our effective-dipole (ED) and FDTD forward
models, for the three horizontal receiver locations R1, R2 and R3 in Fig. 2.2.
43
2.5.3. Comparison of reflection results
To compare the differences in the reflected signal between our method and FDTD, we use
both the horizontally placed receivers (R1, R2 and R3) and the vertically placed receivers (R4,
R5 and R6) in Fig. 2.2. The results are presented in Figs. 2.4 and 2.5 respectively. The source
pulse is generated using the same parameters and normalization as in the previous section.
For all reflections, we see very good agreement between the early arriving energy, in both
amplitude and phase, while the later arriving energy shows minor mismatches between the
two methods.
Figure 2.4 – Comparison of reflections from our effective-dipole (ED) and FDTD forward
models, for the three horizontal receiver locations R1, R2 and R3 in Fig. 2.2.
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Figure 2.5 – Comparison of reflections from our effective-dipole (ED) and FDTD forward
models, for the three vertical receiver locations R4, R5 and R6 in Fig. 2.2.
2.5.4. Comparison to laboratory results
In this section, we compare the results of our effective-dipole forward modeling scheme to
the laboratory results presented by Grégoire and Hollender (2004). In these experiments (see
Fig. 2.6), two granitic blocks are held apart by 5 and 2.5 mm, while the separation between
the blocks is filled with materials of varying properties. The electric properties of the filling
materials are measured in the laboratory using a dielectric probe kit, and a 900 MHz bi-static
GPR antenna is used to measure the reflection arising from the thin layer. It was not possible
to simulate this experiment with the FDTD code because of memory limitations in defining a
sub-millimeter discretization in a meter-scale 3D domain.
As a first comparison between our effective-dipole simulation and the laboratory data, we
use a Gaussian pulse with a central frequency around 900 MHz. We allow for frequency-
dependent attenuation and dispersion using the Jonscher parametrization given in Eq. (2.12).
Grégoire and Hollender (2004) give a set of reduced parameters that they use in an alternative
formulation of the Jonscher parametrization. From these parameters it is possible to derive
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Figure 2.6 – Schematic of the laboratory setup by Grégoire and Hollender (2004). The rectan-
gular (blue) sheet indicates the location of the reflective clay layer and the (red) cone indicates
the location of the GPR antenna while the bounding cuboid (gray) represents the two granite
blocks surrounding the clay layer.
Table 2.2 – Jonscher parameters used, to account for frequency dependent attenuation and
dispersion, in simulating the laboratory results of Grégoire and Hollender (2004). The first
three parameters are unit-less.
Material (Units) n χ ε∞/ε0 ωc/2pi (MHz) σdc (S ·m−1)
Granite 0.93 0.7 5.3 800 0.003
Saturated Clay 0.69 14 47 800 0.68
the original Jonscher parameters (see Table 2.2). Following Grégoire and Hollender (2004), we
present the laboratory and simulated data (Fig. 2.7) normalized to the reflection from the 5
mm clay layer. The observed amplitude difference between the 5 mm and 2.5 mm saturated
clay layer is reproduced well, but the wavelet shape and duration is poorly reproduced by
using the Gaussian antenna-pulse. Figure 2.8 shows a comparison between the laboratory-
measured and simulated (reflected) frequency amplitudes from the 5 mm layer.
We now investigate to what extent the agreement between the forward simulations and the
laboratory data can be improved by allowing the shape of the antenna pulse to vary according
to Eq. (2.11). For the 5 mm experiment, we search for the pulse that gives the smallest RMS,
as defined in Eq. (2.13), between the laboratory-measured and modeled reflected energy
spectrum, at 10 linearly spaced frequencies. We use a local search algorithm to compute the
optimal pulse and converge to a solution with 7% RMS error, compared to the initial RMS
of 30% that was obtained by using the Gaussian pulse as a source. In Fig. 2.8 we show the
reflected frequency spectrum, obtained by applying the optimal pulse through Eq. (2.11),
along with the frequencies used for the optimization. The optimal antenna pulse generates a
signal with a significantly lower frequency content than the purely Gaussian pulse.
Our simulation results (Fig. 2.7) show that optimizing a generalized Gamma distribution
to model the antenna-pulse shape can help to reproduce the pulse width and location
of maxima and minima, as well as complex patterns in the signal such as the wide peak
appearing after 3 ns. The amplitude and phase in the reflected signals seem to coincide, for
the most part, except for the initial and final peaks that are not exactly reproduced in our
simulations. Here, we do not seek to exactly reproduce each aspect of the reflected wave
46
Figure 2.7 – Comparison of the reflected electric field acquired from laboratory data of
Grégoire and Hollender (2004) and computed using the effective-dipole forward model with
a Gaussian pulse and an optimized pulse as the antenna-source. Results are shown for (a)
a 5 mm layer and (b) a 2.5 mm layer. The time origin for this plot is set as the onset of the
reflection seen in the laboratory data, and the modeled reflections are time-shifted to match
this onset time.
(that may also be affected by phenomena that we do not model, such as antenna ringing, but
instead we aim to adequately reproduce the phase and amplitude of the dominant peaks.
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Figure 2.8 – Comparison between the reflected frequency spectra of the Grégoire and Hol-
lender (2004) laboratory experiment (5 mm layer) using a Gaussian pulse, centered around
900 MHz, and an optimized pulse. The frequencies used for the optimization of the pulse are
shown with markers on the plots and the parameters used to generate the optimal antenna
pulse in Eq. (2.11) are α = 4; β = 0.05; γ = 0.79; µ = 0.38.
2.6. Discussion
The comparison between our effective-dipole method and FDTD simulations provides many
illuminating results. Primarily, propagation of the electric field (Fig. 2.3) compares very
well both in terms of attenuation and dispersion of the wavelet. Additional tests (not shown
here) demonstrate significant numerical grid dispersion (e.g., when using a slightly coarser
discretization of 3 cm) in the FDTD results, which is not a problem in our approach as analytic
closed-form solutions are used in all calculations.
The reflected wavelets (Figs. 2.4 and 2.5) show some subtle differences between the two
methods. For both horizontally and vertically placed receivers the results agree well between
the FDTD and our effective-dipole formulation in both amplitude and phase. At closer
inspection, one can see minor discrepancies in the later arrivals of the reflected energy. We
have performed tests with higher conductivities of the water-filled fracture where the later
arrivals are not visible, and instead only the first four peaks are prominent and agree well (as
shown here) between the two methods. We postulate that these later arrivals are a result of
the infinite internal reflections within the fracture, which are calculated in fundamentally
different ways for the two methods. In our effective-dipole formulation we use analytical
solutions from optics to account for the internal reflections while the FDTD code accounts
for these iteratively. The latter would only approach the exact limit in the case of infinitely
fine temporal sampling.
While numerical dispersion can be counteracted using finer discretizations, and boundary
reflections can be minimized using a larger domain and/or more effective boundary con-
ditions, it is often computationally demanding to apply efficient discretization schemes in
an effective manner. This is especially evident when studying fractures with thicknesses
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at the millimeter scale in a domain of several meters, let alone tenths of meters as in most
field applications. Recent FDTD work has been focused on using sub-grid discretizations
to model the interaction of EM waves with very small layers (Diamanti and Giannopoulos,
2009), but the problem of efficiently discretizing irregular geometries (e.g., highly dipping
fractures) remains and the computational constraints are still high for 3D implementations.
Our approach does not suffer from these drawbacks, and layers of arbitrarily small thickness
can be considered at any distance from the source. Furthermore, there are no boundary
effects in our formulation.
The comparison to the laboratory data, shown in Fig. 2.7, suggests that the effective-dipole
forward model is physically sound, since the phase delays and, especially, the amplitudes of
the measured and modeled wavelets match well. Furthermore, using the generalized Gamma
distribution to define the dipole moment of the source allows us to model an effective signal
that accounts for uncertainties in the emitted signal in a satisfactory manner. The optimized
pulse generates a signal with significantly lower frequency content than the equivalent
Gaussian pulse with a peak at the antenna dominant frequency, as is expected in practice for
GPR applications.
For our effective-dipole model, the forward model has to be run individually for each source-
receiver combination, but the approach is fully parallelizable and can be easily implemented
using parallel computing. Computationally, the effective-dipole model provides a faster
alternative to traditional numerical approaches and can decrease computation times by
several orders of magnitude. In the synthetic experiment, the FDTD simulations takes
approximately two hours while the effective-dipole model takes only 30 seconds to compute
the response for each source-receiver pair, totaling 3 minutes for the whole experiment
(2.9 GHz CPU with 7.5 GB RAM PC running Ubuntu). Typical discretizations for practical
applications may be on the order of 1000 dipoles, for which one frequency component can
be computed in approximately 0.5 second on a standard PC.
2.7. Conclusions
We present a forward model that describes the propagation of electromagnetic waves through
a dense homogeneous dielectric medium and scattering at thin planar layers. We discretize
the layers into elements that respond as polarized dipoles, modulated by the effective reflec-
tion coefficients of thin layers. We account for frequency-dependent electrical properties
of the media through the Jonscher formulation, and model uncertainties in the emitted
signal by using a generalized Gamma distribution as a current source. Our model compares
well with finite-difference time-domain (FDTD) computations and does not suffer from
numerical inaccuracies or boundary effects. Compared to FDTD, we are able to introduce
reflectors of arbitrary size, thickness, material filling and orientation without compromising
accuracy. We are also able to simulate laboratory data that we are not able to simulate with the
FDTD approach. Optimizing the pulse shape through the generalized Gamma distribution
further improved the agreement with the laboratory data. Computation times are orders
of magnitudes smaller than FDTD and the approach is easily parallelizable. This forward
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modeling approach will soon be coupled with flow and transport simulations in discrete
fracture networks to infer transport behavior at experimental hydrological field sites.
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Chapter 3
Apparent apertures from ground penetrat-
ing radar data and their relation to hetero-
geneous aperture fields
Alexis Shakas and Niklas Linde.
Published1 in Geophysical Journal International and herein slightly adapted for this thesis.
1Shakas, A. and N. Linde (2017). Apparent apertures from ground penetrating radar data and their relation to
heterogeneous aperture fields. Geophysical Journal International, 209(3) 1418–1430, doi:10.1093/gji/ggx100
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3.1. Abstract
Considering fractures with heterogeneous aperture distributions, we explore the reliability of
constant-aperture estimates derived from ground penetrating radar (GPR) reflection data.
We generate geostatistical fracture aperture realizations that are characterized by the same
mean-aperture and variance, but with different Hurst exponents and cutoff lengths. For
each of the 16 classes of heterogeneity considered, we generate 1000 fracture realizations
from which we compute GPR reflection data using our recent effective-dipole forward model.
We then use each (noise-contaminated) dataset individually to invert for a single ’apparent’
aperture, i.e., we assume that the fracture aperture is homogeneous. We find that the inferred
’apparent’ apertures are only reliable when fracture heterogeneity is non-fractal (the Hurst
exponent is close to 1) and the scale of the dominant aperture heterogeneities is larger than
the first Fresnel zone. These results are a direct consequence of the non-linear character of
the thin-bed reflection coefficients. As fracture heterogeneity is ubiquitous and often fractal,
our results suggest that robust field-based inference of fracture aperture can only be achieved
by accounting for the non-linear response of fracture heterogeneity on GPR data.
3.2. Introduction
Rock fractures play an important role in many hydrogeological and geotechnical processes
(e.g. NRC, 1996). For instance, fractures can act as conduits (or barriers) for fluid flow in
petroleum and groundwater reservoirs. Hydraulically significant fractures play a determinant
role in the transport of chemicals and their properties need to be known in order to determine
suitable safety measures, such as in the design of a nuclear waste repository (Tsang et al.,
2015). Moreover, fracture detection is important for rock-fall hazard assessment (e.g., Jeannin,
Garambois, Grégoire, and Jongmans, 2006), safety inspection of buildings (e.g., Patriarca,
Lambot, Mahmoudzadeh, Minet, and Slob, 2011) and can even aid as a precursor for volcanic
eruptions (Kilburn and Voight, 1998). Therefore, the identification and characterization of
rock fractures is arguably a fundamental problem in groundwater hydrology and applied
geophysics. Nonetheless, this remains very challenging in practice as fracture properties often
need to be deduced from indirect geophysical data or through hydrogeological experiments,
such as tracer tests.
Rock fractures often have a material filling with highly contrasting electrical properties to the
host rock, such as water–filled fractures in granite. Such a setting is ideal for ground penetrat-
ing radar (GPR) imaging since the strong property contrast - often both in terms of electrical
permittivity and conductivity - makes it possible to detect, at high resolution, fractures with
apertures that are several orders of magnitude smaller than the dominant wavelength of
the source wavelet (e.g., Grasmueck, 1996). In the latter case, the interference of the source
wavelet with the fracture walls results in a superposition of reflections (transmissions), such
that no distinction can be made between the individual reflections (transmissions) arising
from the two interfaces of the fracture. Below this limit, derived by Bradford and Deeds (2006)
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as 34 of the dominant GPR signal-wavelength, fracture aperture has been classically estimated
by invoking the thin-bed approximation.
The ability of GPR to image fractures has been studied both theoretically (Bradford and Deeds,
2006; Deparis and Garambois, 2008) and in controlled experiments (Grégoire and Hollender,
2004; Tsoflias and Hoch, 2006). Field studies have successfully imaged fractures in reflection
(Dorn et al., 2012) and transmission (Tsoflias et al., 2004; Sassen and Everett, 2009) mode.
Furthermore, time-lapse imaging experiments have demonstrated the potential of GPR to
dynamically image transport of electrically conductive tracers (Day-Lewis et al., 2003; Talley
et al., 2005; Tsoflias et al., 2001; Tsoflias and Becker, 2008; Dorn et al., 2011; Shakas et al.,
2016). A recent study by Tsoflias et al. (2015) suggests that multipolarization GPR data can
better constrain flow chanelling, however, it is not always possible to obtain all components
of the GPR signal (e.g., for conventional borehole GPR systems). Nevertheless, the challenge
remains on how to effectively interpret the information content in the GPR signal to make
reliable aperture estimates in the presence of fractures with heterogeneous properties (i.e.,
any fracture found in a natural system). To date, virtually all GPR studies have relied on the
implicit assumption of constant aperture and material properties over the first Fresnel zone.
The impracticality of fully-numerical models, such as finite-difference time-domain (FDTD),
to adequately simulate very thin and heterogeneous fractures is mainly related to discretiza-
tion. Using the traditional FDTD approach, one would need to discretize a fracture with at
least 10 nodes (e.g. 0.1 mm node spacing for a 1 mm aperture) to accurately capture the GPR
source-wavelet interaction with the fracture filling. Assuming a 100 MHz dominant source-
wavelength and a granitic host rock in a typical modeling domain (e.g. a cube that spans at
least 10 meters in each dimension) the FDTD model would require Maxwell’s equations to be
solved on 1014 nodes. Such a problem is extremely challenging (often impossible) to model
numerically. Additionally, inadequate discretization, the introduction of slanted surfaces in
the often-used Cartesian grid and the artificial imposition of boundaries in the modeling
domain lead to unwanted numerical artifacts. These disadvantages can be overcome with
alternative modeling tools, such as the Finite Element method (e.g., Mukherjee and Everett,
2011), that can efficiently model fractures with the use of thin elements and mesh refinement,
but has not been widely used in the GPR community.
An alternative approach to simulate GPR reflection and transmission in fractured rock is to
use analytic solutions for thin-layer interference. Widess (1973) was the first to relate the effect
of thin-bed (or thin-layer, as it was originally introduced) properties on geophysical data.
In his classic article, Widess examined the reflective properties of a geological layer whose
thickness is small compared to the incoming seismic wavelength. In the electromagnetic (EM)
counterpart, the same response arises from solving Maxwell’s equations on the boundaries of
a thin-bed. This leads to the well-known optics phenomenon called ’thin-film interference’
(e.g., Orfanidis, 2002, Ch. 5). The resulting equations can be separated into transverse electric
(TE) and transverse magnetic (TM) modes.
Several studies use the EM thin-bed reflection coefficients to model the GPR response. For
example, Grégoire and Hollender (2004) invert for the electrical properties of a filling between
two granitic blocks using GPR reflection data from a laboratory experiment, Deparis and
Garambois (2008) use common offset GPR reflection data to invert for electrical properties
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and aperture of a single fracture, Tsoflias and Becker (2008) use multifrequency GPR to inves-
tigate the relationship between fracture aperture and fluid electrical conductivity, Sambuelli
and Calzoni (2010) successfully model GPR reflections from a mm-thin fracture in a mar-
ble block and compare them with a controlled experiment and Sassen and Everett (2009)
use polarimetric GPR transmission data to determine electrical properties and aperture of
a single fracture. More recently, Babcock and Bradford (2015) use GPR reflection data to
quantify electrical properties and thickness of thin and ultra-thin nonaqueous-phase liquid
layers and Grobbe and Slob (2016) couple the thin-bed reflection coefficients to simulate the
seismo-electric effect. In all these studies, the analogy between a fracture and a thin-bed is
made.
The validity of the EM thin-bed solution depends on two conditions: (1) that the incoming
field arrives as a plane wave over the whole thin-bed interface and (2) that the thin-bed
extends infinitely along the plane of incidence. Both assumptions are violated to varying
extent in practice. Another basic disadvantage of the thin-bed approach is that the aperture
(thickness) and electrical properties of the bed are constant. In reality, fracture aperture
variations within a fracture span several orders of magnitude (e.g., Bonnet, Bour, Odling,
Davy, Main, Cowie, and Berkowitz, 2001). Moreover, studies that utilize GPR to detect the
presence of an electrically conductive tracer in a fractured system are confronted with highly
heterogeneous tracer distributions, and consequently electrical conductivity, in the involved
fractures, that can lead to signal depolarization (Tsoflias et al., 2015).
Another way to solve the thin-bed interference problem relies on an analogy to the micro-
scopic treatment of electromagnetic wave propagation in dielectric media. The analysis
begins with the realization that optical phenomena, such as thin-bed interference, are in fact
based on macroscopic (bulk) representations of the dielectric properties of a material that can
be derived as space-time averages of a more fundamental microscopic treatment (Russakoff,
1970). Microscopically, a dielectric is treated as a collection of discrete elements (electrons at
the smallest scale) that can be polarized by the incoming field. For the typical frequencies
used in GPR applications (MHz to GHz range), the dominant mechanism is molecular polar-
ization in which polar molecules (such as water) rotate in response to the incoming field and
then release energy during relaxation (e.g., Jol, 2008, sec. 2.3). The collective sum of responses
from all the polarizable elements exactly reproduces the (retarded) electromagnetic wave
that one observes in dielectric media, which precisely reduces to the Fresnel equations on
dielectric boundaries (Fearn et al., 1996) and accurately explains thin-bed interference (Lai
et al., 2002).
We have recently presented how this analogy to the microscopic viewpoint can be used to
efficiently simulate the electromagnetic response of a fracture of arbitrary properties, em-
bedded within a homogeneous dielectric medium (Shakas and Linde, 2015). Our approach,
that we refer to as the effective-dipole method, consists of discretizing the fracture into a
large collection of dipole elements. Each element radiates as an electric dipole that is modu-
lated by the thin-bed reflection coefficients. Discretizing the fracture into elements provides
two advantages: (1) we can account for the variation of the incoming field (intensity and
orientation) along the fracture for a given antenna radiation pattern and (2) we can account
for variations in electric and geometric properties of a finite-sized fracture (i.e., allow for
heterogeneity in the fracture filling and aperture). Moreover, the effective-dipole method
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offers computation times that are several orders of magnitude smaller than FDTD simula-
tions. A similar approach has been used by Michalski and Zheng (1990) to model radiation
and scattering from perfectly conducting objects and later extended to magnetic dipoles in
order to model underground unexploded ordnance by Shubitidze et al. (2002).
It is presently unclear if aperture estimation based on fully analytic forward models that rely
on the thin-bed reflection coefficients is reliable in the presence of heterogeneous fracture
properties. This question is addressed here by using our effective-dipole method, that offers
the first opportunity to simulate realistic GPR responses from heterogeneous fractures. Ini-
tially, we confirm that the thin-bed forward model is reliable when considering a large enough
and homogeneous fracture. Considering fractures with constant apertures, we demonstrate
that aperture can be reliably estimated using a simple over-determined inversion scheme. We
proceed by assigning heterogeneous fracture properties using the power spectrum method
(a Fourier transform technique). We then demonstrate the ability of our effective-dipole
method to reproduce 3D FDTD simulations for a fracture with a heterogeneous conductivity
distribution. After this, we use the effective-dipole method to simulate noise-contaminated
GPR reflection data from fractures with highly heterogeneous aperture distributions. To
accomplish this, we create 16 classes of geostatistical models that all share the same mean
aperture and variance, but exhibit different Hurst exponents and cutoff lengths. The Hurst
exponent and cutoff-length define the trade-off between the fractal nature (equal aperture
heterogeneity present at all scales) and size of the largest aperture heterogeneity, respectively.
Within each class, we evaluate 1000 fracture realizations. From the resulting dataset, we infer
the apparent constant-aperture of a homogeneous fracture whose GPR response, using the
thin-bed forward model, best reproduces the data. These apertures are compared with spatial
averaging weights derived from the sensitivity of the effective-dipole forward model for the
given geometrical setup and a constant aperture fracture. Using these weights we obtain a
weighted (mean) aperture, for each fracture realization, that we compare to the correspond-
ing inferred (apparent) aperture. Based on this comparison, we present the conditions under
which aperture heterogeneity leads to aperture estimates that are widely different from a
linear average of the fracture aperture field.
3.3. Methodology and theoretical background
In this section, we first introduce the thin-bed forward model. We proceed by defining the
modeling domain considered, with a single fracture present in a homogeneous rock matrix.
We then describe the technique used to simulate heterogeneous fracture properties and use
both FDTD and our effective-dipole method to simulate the GPR response for a fracture with a
highly heterogeneous conductivity distribution. For all simulations, we use the same relative
electric permittivity (εr = 9) and electric conductivity (σ = 0.001 S/m) for the background
matrix.
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3.3.1. The thin-bed forward model
The thin-bed reflection coefficients can be derived from the macroscopic Maxwell’s equa-
tions by considering an electromagnetic field impinging a layer with contrasting electrical
properties to a background material (e.g., Orfanidis, 2002, sec. 4.4). The same solutions are
obtained by modeling the contrasting layers as a collection of dipoles and summing up their
contribution (Lai et al., 2002). Both derivations rely on two basic assumptions: (1) that the
incoming field strikes the layer with a constant (or periodic) angle, phase and amplitude
everywhere and (2) that the layer has homogeneous properties and extends infinitely.
When these assumptions hold, the thin-bed reflection coefficients can be used to simulate
GPR reflections resulting from a fracture with aperture a, through the following forward
model:
Er (xs ,xr ,kb ,ka ,θ)=Es(xs ,kb)Re (kb ,ka ,θ)F(∗)
e−i kb xr
xr
, (3.1)
where kb (ka) is the complex wavenumber k = ωc
√
εr + iσω in the background matrix (thin-
bed) that depends on the angular frequency ω, relative electric permittivity εr and electric
conductivity σ. Both materials are assumed to be non-magnetic and the speed of light in
vacuum is c ≡ 299792458m · s−1, Er is the electric field measured at the receiver location and
Es is the electric field from an infinitesimal electric dipole source p,
Es(xs ,kb)=
c2
4piε0
(
k2b(xˆs ×p)× xˆs + (3xˆs(xˆs ·p)−p)
( 1
x2s
− i kb
xs
))e i kb xs
xs
, (3.2)
where xˆs is the unit vector and xs = ||xs ||2 is the Euclidean distance. The dipole source p is
described by a gamma distribution (Shakas and Linde, 2015) to allow for variations in the
radiated electric field, Es . The 3D cartesian vectors xs and xr point from the source to the
thin-bed center and from the thin-bed center to the receiver, respectively (see Fig. 3.1). The
thin-bed reflection coefficients, Re , are given by (Orfanidis, 2002, sec. 7.2):
Re (kb ,ka ,θ)=
R(1−e−2i aka cosθ)
1−R2e−2i aka cosθ , (3.3)
where R may represent the transverse-electric (TE) or transverse-magnetic (TM) Fresnel
reflection coefficient and the incidence angle θ is determined by the orientation of the
vectors xs and xr . Eq. (3.3) is not restricted to modeling a thin-layer but also reduces to
the Fresnel reflection coefficients as the aperture increases (Lai et al., 2002), making the
exponential term negligible.
Uncertainties in the forward modeling process, such as the coupling of the source and/or
receiver, are often treated separately (e.g., Grégoire and Hollender, 2004; Deparis and Garam-
bois, 2008). Here, we use F(∗) to indicate source and receiver related modeling uncertainties,
making our forward model analogous to the ones used by other authors. For the model-
ing exercises to follow, we set F(∗)= 1, since we use the same (known) source for both the
effective-dipole and thin-bed forward models. Finally, the last term on the right hand side of
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eq. (3.1) accounts for the dispersion, attenuation and spherical spreading of the reflected
electric field propagating from the thin-bed to the receiver.
R
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Figure 3.1 – Schematic of the fracture model and the acquisition geometry. The source (S)
and receiver (R), offset by a distance D, are separated by the fracture by a distance S. The
fracture midpoint is C and has a side length L. For the thin-bed forward model, the source
propagates to the fracture midpoint and back to the receiver, shown by the vectors xs and xr
respectively.
3.3.2. GPR response from a homogeneous fracture
In order to make a valid comparison between the thin-bed and effective-dipole forward
responses, we must define an appropriate modeling domain such that the fracture is large
enough to avoid that its edges contribute significantly to the reflected response. To accom-
plish this, we consider a square fracture with side length L and center C that is separated from
both source and receiver by S. The source-receiver offset is given by D and the normal to the
fracture plane at C runs through the source-receiver midpoint. A schematic of this model is
shown in Fig. 3.1.
The fracture side length L must be large compared to the maximum source-receiver offset
so that the boundaries do not affect the actual GPR response. The minimum side length
necessary is expected to be inversely related to the maximum source-receiver offset (Dmax).
To compute this length, we set Dmax = 2 m and create fractures with side length L = {5, 8, 10,
20, 30, 40, 50, 60} m. We then simulate the GPR reflection data from these fractures, using
the effective-dipole method, for different fracture apertures and conductivities a = { 0.1, 1,
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10} mm and σ = {0.01, 0.1, 1} S/m, respectively, and a constant relative electric permittivity,
εr = 81. In Fig. 3.2 we present the simulated reflected traces for L = {5, 8, 10} m, a = 5 mm and
σ = 0.1 S/m. The effect of the fracture boundaries (also verified with FDTD simulations that
are not shown here) manifests as a secondary reflection that diminishes and arrives later with
increasing L (e.g., Pearce and Mittleman, 2002). For L≥ 20 m, we find that the difference in
simulated amplitudes to the L = 60 m response is less than 0.01%. This is very small compared
with typical error levels and we set L = 20 m in the following simulations.
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Figure 3.2 – Simulated reflected traces for fractures with a = 5 mm and L equal to (A) 5 m, (B)
8 m and (C) 10 m. Acquisition parameters are S = 5 m and D = 2 m (see Fig. 3.1). Results are
presented for the thin-bed (solid) and effective-dipole (dashed) forward models. For each
model type, the response is normalized such that the maximum amplitude is 1.
3.3.3. Fractures with heterogeneous properties
Natural fractures barely resemble thin-beds. Rock fractures are often the result of normal and
shear stresses that create void space between two rough surfaces (NRC, 1996). The point-wise
separation between the two surfaces is termed local aperture (Oron and Berkowitz, 1998).
For the effective-dipole method, we assume that a fracture is composed of a collection of
parallel plates. Each parallel plate has a unique aperture a and represents one dipole element
on which the thin-bed reflection coefficients, eq. (3.3), apply locally. Since eq. (3.3) is also
valid for apertures above the thin-bed criterion, it can be used to model reflections from a
fracture with apertures both above and below 3λ4 . Furthermore, changes in the polarity of
the incoming electric field (e.g., due to the varying separation from the source or due to the
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antenna radiation pattern) imply that reflections from apertures above and below 3λ4 may
interfere both constructively and destructively. In practice, however, the fracture aperture is
almost always well below the thin-bed criterion (typically by one or two orders of magnitude).
R
S
Figure 3.3 – Schematic of the effective-dipole forward modeling framework. A fracture is
discretized into elements, and each element receives energy (green) directly from the source
(S) and radiates (red) back to the receiver (R).
Self-affine aperture distributions
Local aperture variations are typically strong (e.g., Adler and Thovert, 1999, Ch. 4) and often
exhibit statistically similar patterns over several scales (Bonnet et al., 2001). Such patterns
can be reproduced mathematically by self-affine functions (Mandelbrot, 1982) and can be
numerically computed using the power spectrum approach, that is based on taking the
Fourier transform of a 2D Gaussian random field. In the following we use the algorithm by
Adler and Thovert (1999) to generate a correlated random field (see their sec. 2.3.2 for details)
using the following autocorrelation function:
Ch(u)=σ2h exp
[
−
(
u
lc
)2H]
, (3.4)
with input parameters being the variance σh , the cutoff length lc and the Hurst exponent
H. The cutoff length is the characteristic length over which correlations disappear and the
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Hurst exponent, that varies over the range 0≤H≤ 1, is related to the fractal dimension (FD)
through FD= 3−H (Shepard et al., 1995).
Dipole coupling
Our effective-dipole forward model (Shakas and Linde, 2015) is based on an analogy to the
microscopic analysis of Maxwell’s equations (e.g., Purcell, 2011, Ch. 10). From a microscopic
viewpoint, the polarization of dielectrics is a result of the cumulative contribution of many
discrete polarizable elements. These elements (electrons at the smallest scale) are primarily
polarized by the incoming electromagnetic field from an external source. In Shakas and Linde
(2015), we upscaled the microscopic treatment to model propagation and scattering of GPR
from fractures. We accomplished this by discretizing a fracture into dipole elements, where
each element acts as a secondary source that is polarized by the GPR source (see Fig. 3.3).
Apart from energy from the source, each dipole element also receives energy from all the
other elements (dipole coupling). When a fracture is planar (no topography), all dipole
elements have the same orientation. This implies that the electric field always propagates
perpendicularly between elements of the same fracture. A close look at eq. (3.3) reveals that
when θ = pi2 (i.e., perpendicular propagation), the exponential term reduces to unity and the
thin-bed reflection coefficient reduces to zero. Therefore, for a planar fracture there is no
contribution from dipole coupling. When fracture topography and/or multiple fractures are
present, dipole coupling must be taken into account and this increases the computation
time of our effective-dipole method. In this study, we consider only individual and planar
fractures.
GPR response of a fracture with a heterogeneous conductivity distribution
In hydrogeophysical applications, GPR has been used to monitor electrically conductive
tracer tests in fractured rock (e.g., Lane, Buursink, Haeni, and Versteeg, 2000; Tsoflias, Halihan,
and Sharp, 2001; Talley, Baker, Becker, and Beyrle, 2005; Tsoflias and Becker, 2008; Dorn,
Linde, Le Borgne, Bour, and Baron, 2011; Shakas, Linde, Baron, Bochet, Bour, and Le Borgne,
2016). Due to the non-linear nature of flow and transport in fractures, the resulting tracer
distribution will be highly heterogeneous. On this basis, we create a test-case to ensure
that the simulations based on our effective-dipole method are in agreement with FDTD
simulations (gprMax3D, Warren, Giannopoulos, and Giannakis, 2015).
In a realistic fracture, an increase in aperture would directly (by an increase in the overall
conductance) and indirectly (by governing the transport of the electrically conductive tracer)
affect the GPR response. However, in order to adequately capture the effect of aperture
variations, the discretization in FDTD simulations must be several times smaller than the
smallest fracture aperture. This makes it difficult to accurately model aperture variations
with FDTD and instead, we choose to keep the aperture constant and only vary the electrical
conductivity.
We define a 10 m × 10 m × 10 m modeling domain with a discretization step of 1 cm. Within
this domain, we define an 8 m × 8 m square fracture with an aperture of 10 cm, to allow for
FDTD simulations with at least 10 nodes within the fracture. Along the fracture plane we
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assign the electrical conductivity distribution using the autocorrelation function in eq. (3.4)
with σh = 0.025, lc = 1 and H = 0.5. The mean conductivity is σ = 0.05 S/m (schematic in Fig.
3.4(A) and the relative electric permittivity εr = 21, which results in a dominant wavelength
of 65 cm within the fracture, thus making the fracture a thin-bed. As a source, we use a Ricker
wavelet centered at 100 MHz that is emitted by a vertically-oriented infinitesimal dipole. To
obtain a comparable source wavelet to the one in gprMax3D, we model the propagation to
the first receiver (from S to R1) and run a local optimization search to find the best fitting
source parameters.
We present the effective-dipole and gprMax3D simulation results in Fig. 3.4(B). Note that
gprMax3D works in the time-domain and the effective-dipole method in the frequency
domain. Therefore, Inverse Fourier-transformed traces are shown in the latter case. The
excellent agreement between the two different approaches confirms that the heterogeneous
fracture is modeled well with the effective-dipole method and it confirms that dipole coupling
does not contribute to the response for planar and individual fractures.
3.4. Estimation of fracture aperture
Except for an unknown fracture aperture, we consider an idealized case for which all other
fracture parameters are known, namely, the exact form of the source wavelet, the electric
properties of both the rock matrix and the fracture filling as well as the orientation and
position of the fracture. In this case it is straightforward to estimate an effective apparent
aperture using GPR measurements for at least two source-receiver offsets.
3.4.1. Synthetic data creation
In both the homogeneous and heterogeneous fracture simulations that follow, the synthetic
GPR data are created using the effective-dipole method. Since both the effective-dipole and
thin-bed forward models are formulated in the frequency domain, we choose to treat the
data, for inversion purposes, also in the frequency domain. For each fracture realization, the
data consists of two traces that correspond to source-receiver offsets of D = 0 m and D = 2
m and with a constant separation between the fracture and antennas set to S = 5 m. The
same vertically oriented source is used in all simulations. The source spectrum consists of
a Ricker wavelet that is peaked at 100 MHz and we compute the reflected response in the
range of 0< fn ≤ 300 MHz at a sampling rate of 1 MHz. Each resulting trace consists of 300
complex-valued numbers representing the returning electric field.
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Figure 3.4 – (A) The model used to compare the effective-dipole modeling results with those
obtained from 3D FDTD modeling for the case of a heterogeneous conductivity distribution.
The source (S) is placed 5 m away from an 8 m × 8 m fracture with strong conductivity
variations. The 6 receiver locations are also shown. (B) The simulation results from the model
in (A) based on 3D FDTD (gprMax) and the effective-dipole method agree very well.
3.4.2. Amplitude scaling and noise-contamination
The thin-bed forward model computes the source-fracture-receiver interaction for a single
path of the electromagnetic field, while the effective-dipole forward model computes it as an
integral of many interactions on the finite fracture plane (compare Figs. 3.1 and 3.3). This
leads to an amplitude discrepancy between the returning electric fields that are computed
from the two methods. In practice, this limitation of the thin-bed approach can be avoided by
taking GPR measurements with varying source-receiver offsets and considering the amplitude
and phase variations as a function of offset. Therefore, with a minimum of two offsets we
can compute relative amplitude-phase variations. In all the computations that follow, we
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compute the largest (absolute value) amplitude of the D = 0 reflection, max(|Ez(ω)|), and
use it to scale the response for each offset and each frequency component individually. This
gives, for both the thin-bed and effective-dipole forward models, responses for which the
D = 2 m response is scaled relative to the D = 0 m response. We then contaminate each
frequency component using Gaussian noise with standard deviation of 0.035 (3.5%) that we
add separately to the real and imaginary parts. This amounts to 5% noise in the time-domain
data and is representative of the noise level in high-quality field data (e.g., Shakas, Linde,
Baron, Bochet, Bour, and Le Borgne, 2016, fixed antenna experiment).
3.4.3. Data inversion
In deterministic geophysical inversion of GPR data, the aim is often to minimize a data misfit
function in order to derive the best-fitting fracture parameters that reproduce the observed
data using the forward model (e.g., Grégoire and Hollender, 2004; Bradford and Deeds, 2006;
Deparis and Garambois, 2008; Sassen and Everett, 2009). The test case we are considering
(i.e., all parameters known except the aperture) is idealized and serves as a best-case scenario.
This implies that any problems that appear in this setting will certainly be present in actual
field situations.
The misfit function space can be complex, especially when the forward model is non-linear.
In order to invert the noise-contaminated data for the best-fitting aperture, we use the golden
search algorithm (Kiefer, 1953) with the weighted root mean square error (WRMSE) as misfit
function:
WRMSE(d si mi ,d
obs
i , sd)=
√√√√ 1
2N
N∑
i
ℜ{d si mi −d obsi }2+ℑ{d si mi −d obsi }2
sd 2
(3.5)
where d si mi is the simulated data and d
obs
i is the observed data with added independent and
identically distributed (iid) Gaussian noise of standard deviation sd . The WRMSE is 1 when
the average misfit between simulated and observed data corresponds to the predefined noise
level. Our convergence criteria for the inversion are that (1) the WRMSE≤ 1 or (2) the forward
model is run more than 1500 times.
3.4.4. Fractures with a constant aperture
We use the golden-section search algorithm to find the best-fitting aperture given noise-
contaminated data generated from the GPR response of a homogeneous fracture. Using
the effective-dipole code, we create 40 datasets for fractures with constant aperture that
varies logarithmically in the range 0.1 mm ≤ a≤ 10 mm. Then, using both the thin-bed and
effective-dipole forward models we run the inversion algorithm until one of the two criteria is
met. In Fig. 3.5 we show the best-fit aperture along with the WRMSE for both forward models.
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Figure 3.5 – Inversion results, along with corresponding WRMSE, for the best-fit aperture
describing a homogeneous fracture. The inversions use noise-contaminated (observed) data
generated using the effective-dipole model, and (simulated) forward responses from either
the thin-bed (◦) or the effective-dipole (×) models. Three fracture conductivities (σ) are
considered for 40 fracture apertures in the logarithmically-spaced interval 0.1≤ a≤ 10 mm.
Considering three different fracture conductivities, we find that inversion results based on
the thin-bed or effective-dipole forward models produce excellent aperture estimates, down
to apertures of 0.3 mm.
3.4.5. Fractures with heterogeneous aperture variations
In nature, fractures exhibit variations in local aperture that will cause GPR reflections to differ
from the theoretical thin-bed reflection of a homogeneous fracture. These apertures are
often assumed to follow specific spatial patterns along the fracture plane. Here, we asses the
impact of local aperture heterogeneity on the inferred thin-bed aperture.
Using the geostatistical algorithm by Adler and Thovert (1999), presented in section 3.3.3, we
consider 16 classes of heterogeneity models describing local aperture. Each class is defined
by a unique pair of the cutoff length and Hurst exponent, namely H = {0.25, 0.5, 0.75, 1}
and lc = {0.5, 1, 2, 4} m, and for each class we generate 1000 fracture realizations. Each
fracture realization shares the same statistical properties, within each class, but is otherwise
independent of other realizations within the class. We discretize the heterogeneous fractures
using 10 elements per dominant wavelength, resulting in a spatial element discretization of
10 cm × 10 cm. All fractures share the same (arithmetic) mean aperture of 5 mm, variance
of 1 mm and electrical conductivity σ = 0.1 S/m. One representative realization for each
geostatistical class is shown in Fig. 3.6.
For each fracture realization we use the effective-dipole forward model to create noise-
contaminated GPR (observed) data. Using the thin-bed forward model and the golden search
inversion algorithm, we infer the best-fitting constant-aperture fracture that can reproduce
the observed data. The histograms of the inferred apertures for each {H, lc } pair are plotted
in Fig. 3.9 together with the marginal probability density function (pdf) of aperture for the
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geostatistical models considered. The corresponding mean and variance of the WRMSE, for
each geostatistical class, are shown in Table 3.1. For comparison purposes, we also tabulate
the mean and variance of the WRMSE between the observed data and simulated data from a
fracture with constant aperture of 5 mm (equivalent to the mean aperture of the 16 classes of
geostatistical models).
Figure 3.6 – Representative aperture (α) realizations for each of the 16 considered geostatisti-
cal heterogeneity classes. Each class is characterized by a different pair of Hurst exponent
(H) and cutoff length (lc ). The mean aperture is 5 mm, the variance is 1 mm and the fracture
size is 20 m × 20 m. Below each realization, the aperture profile along the horizontal line
dissecting the middle of each fracture is shown.
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Table 3.1 – {Mean, variance} of the WRMSE between simulated data, computed using the
thin-bed forward model and assuming a homogeneous fracture with either (A) the best-fitting
inferred aperture (see Fig. 3.9) or (B) a 5 mm aperture, and observed data computed using
the effective-dipole forward model and considering a fracture with a heterogeneous aperture
field (with arithmetic mean of 5 mm). In total, 16 classes of heterogeneity are generated by
varying the Hurst exponent H and cutoff-length lc .
lc = 0.5 m lc = 1 m lc = 2 m lc = 4 m
(A) Homogeneous fracture with best-fitting aperture
H = 0.25 {1.103, 0.005} {1.093, 0.004} {1.080, 0.003} {1.067, 0.003}
H = 0.5 {1.157, 0.010} {1.109, 0.006} {1.069, 0.003} {1.045, 0.002}
H = 0.75 {1.189, 0.016} {1.090, 0.005} {1.043, 0.002} {1.025, 0.001}
H = 1 {1.210, 0.024} {1.064, 0.004} {1.025, 0.001} {1.016, 0.001}
(B) Homogeneous fracture with 5 mm aperture
H = 0.25 {1.923, 0.123} {1.917, 0.120} {1.905, 0.108} {1.893, 0.095}
H = 0.5 {1.981, 0.227} {1.949, 0.210} {1.912, 0.139} {1.883, 0.084}
H = 0.75 {2.013, 0.285} {1.958, 0.296} {1.899, 0.120} {1.865, 0.047}
H = 1 {2.033, 0.313} {1.957, 0.370} {1.889, 0.076} {1.856, 0.018}
3.4.6. GPR resolution and weighted apertures
Considering the same source-receiver and fracture geometry as in Fig. 3.3, we can define (1)
the radial resolution as the smallest aperture and (2) the lateral resolution as the smallest
feature along the fracture plane that can be reliably inferred by the GPR data (e.g., Jol, 2008,
sec. 1.3.4).
In a water-saturated fractured rock system it is possible to obtain very high radial resolution
because of the strong contrast between electrical parameters in the rock matrix and fracture
filling. For example, our inversion results for the homogeneous fracture (Fig. 3.5) suggest
that we can reliably infer apertures down to roughly 0.3 mm with a signal whose dominant
wavelength is 1 m.
Lateral resolution of GPR data is often discussed in terms of the Fresnel zone (Pearce and
Mittleman, 2002) and it is used to approximate the smallest detectable target for a given
acquisition geometry and signal bandwidth. The Fresnel zone is derived by considering a
wave with normal incidence to a reflecting surface. Moving away from this point of incidence,
the first Fresnel zone radius is constructed by computing the separation at which another in-
cident wave (from the same source) is reflected with a phase shift ∆φ≤pi. For the acquisition
geometry we consider here, and a signal with dominant wavelength of 1 m in the background
matrix, the resulting Fresnel zone radius is 1.6 m. However, this does not provide information
about the relative contribution to the measured signal within this radius.
Instead of using the Fresnel zone, we describe here the lateral resolution by considering
the individual response of each discretized element for a homogeneous fracture. Using the
same source and acquisition geometry as above, we generate a fracture discretized by 10 cm
× 10 cm elements with σ = 0.1 S/m and a = 5 mm. We then compute, for each of the two
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source-receiver pairs, the returning (vertical) electric field from each element. This amounts
to a complex-valued contribution, for each sampled frequency, that represents the amplitude
and phase of the electric field from each element. Next, we sum the complex-valued response
over all frequencies. We do this for each element and source-receiver offset separately. This
provides two complex-valued numbers for each element (one for each source-receiver offset).
We then take the absolute value of the pair above and sum the two values. The result is a
real-valued number per element that provides us a distribution of weights along the fracture
plane. Finally, we scale the weight distribution such that it integrates to 1. The final weights
are shown in Fig. 3.10 along with the first Fresnel zone.
These weights allow us to compute a mean aperture for each fracture realization over a spatial
scale that corresponds well to the first Fresnel zone. As an example, in Fig. 3.7 we show the
application of the weights to the fracture realization presented in Fig. 3.6. However, this
averaging is built on the assumption that the apertures influence the GPR data linearly and
does not always correspond to the best-fitting inferred aperture. In Fig. 3.8 we show, for each
{H, lc } combination, a scatter plot of the inferred versus weighted aperture pairs. In most
cases, the agreement is very poor.
3.5. Discussion
The thin-bed forward model can serve as a reliable simulator of the GPR response from a
homogeneous fracture that is large enough to be considered ’infinite’. The inversion results
(Fig. 3.5) suggest that the thin-bed and effective-dipole forward models work equally well in
retrieving the (constant) aperture. Reliable estimates are obtained over a wide aperture range,
down to apertures that are more than three orders of magnitude smaller than the dominant
wavelength of the GPR source.
Natural fractures result from complex processes and are (most probably) never homogeneous.
The primary objective of this study was to understand the influence of small-scale aperture
heterogeneity on the inferred thin-bed aperture. We accomplish this by defining 16 classes
of geostatistical models, and creating 1000 fracture realizations within each class. We then
use our effective-dipole forward model to create noise-contaminated datasets, and use the
thin-bed forward model to infer a corresponding homogeneous fracture that best fits each
dataset. If the GPR response would only be a linear average of the actual apertures over
the Fresnel zone, then the inferred apertures should show significantly less variability than
the marginal pdf of the geostatistical models. Our results suggest that this is not the case
(see Fig. 3.9) and only when the cutoff length lc is large (i.e., as aperture patterns become
larger) does the histogram of inferred apertures approach the marginal pdf of the actual
local apertures. This convergence is intuitive because as the size of patterns increase, the
realizations approach the case of a homogeneous-aperture fracture. Furthermore, the Hurst
exponent H also plays an important role. Small H suggests more fractal behavior, resulting in
similar aperture patterns appearing at all spatial scales. The inferred aperture distributions
for small H (first row in Fig. 3.9) show a very similar pattern, regardless of changes in lc .
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Figure 3.7 – The averaging process implied by the linear weights in Fig. 3.10 is illustrated
for the same fracture realizations as in Fig. 3.6. The opacity is complete for elements with
negligible weight and the opacity is decreased linearly to zero for the elements with the
highest sensitivity. The first Fresnel zone is shown by a red solid line. For better visualization,
only the central 8 m × 8 m section of the full 20 m × 20 m fractures is shown.
The fact that the inferred apertures are much wider than the marginal pdf of the actual
(geometric) apertures for cases when lc and/or H are small, suggests that the inferred GPR
aperture is not a good proxy of the geometric aperture. In fact, the inferred GPR aperture
should be considered as an apparent aperture. The situation is similar in other branches of
geophysics. For example, in electrical resistivity tomography it is possible to obtain negative
apparent resistivities, even if electrical resistivity can never be negative. These effects are
manifestations of non-linearity and imply that apparent properties might be difficult to
translate into actual properties. Table 1 also highlights that the derived apparent apertures
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Figure 3.8 – For each of the 16 classes of geostatistical models, scatter plots of the inferred
(apparent) versus the weighted (mean) aperture for 1000 fracture realizations. The linear
trend is plotted with a diagonal line and the Hurst exponent H, cutoff-length lc and correlation
coefficient ρ is given for each plot.
explain the data well (WRMSE slightly higher than 1) while simulations based on the constant
aperture of 5 mm fit the data poorly (WRMSE around 2).
To better understand to what extent the data can be seen as a linear spatial averaging process,
we derive weights based on the complex-valued returning electric field from each fracture
element (local aperture). This is done for a fracture with a constant aperture that equals
the mean aperture of the geostatistical models. The resulting weights (see Fig. 3.10) are
significant within the first Fresnel zone. We use these weights to compute a weighted aperture
for each fracture realization (Fig. 3.7). In contrast, the apparent aperture is obtained from the
homogeneous fracture that can best reproduce the data through the thin-bed forward model.
The comparison between the derived weighted aperture and the apparent aperture (Fig. 3.8)
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Figure 3.9 – Probability density histograms of the best-fitting homogeneous fracture aper-
tures (1000 realizations for each class). For each class of heterogeneity model, the marginal
probability density function of aperture is the same (solid red line). The corresponding mean
and standard deviation of the WRMSE, for each class, is shown in Table 3.1.
suggests that when the cutoff length is small, the apparent aperture does not correspond well
to the weighted aperture (first column). While the apparent aperture prediction approaches
the linear estimate as the cutoff length is increased, good correspondence of the two apertures
is only obtained when both lc and H are large, as in the pair {H, lc } = {1, 4 m}.
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Figure 3.10 – Weights derived from the sensitivity of the effective-dipole forward model, for
a homogeneous fracture. Fracture aperture is a = 5 mm and conductivity is σ = 0.1 S/m,
respectively. Acquisition parameters are S = 5 m, D = 0 m and D = 2 m and L = 20 m (see Fig.
3.1). The first Fresnel zone is indicated by a red solid line.
3.6. Conclusions
For an idealized experimental set-up, we have used the GPR thin-bed forward model to infer
an apparent fracture aperture. When data are generated from a homogeneous (constant-
aperture) fracture model, the apparent aperture corresponds well with the actual fracture
aperture, However, when aperture heterogeneities are present, the apparent aperture that is
derived under the assumption of a homogeneous fracture does not always provide satisfying
results. Namely, when a small cutoff length (aperture heterogeneity patterns are small) and
Hurst exponent (heterogeneity present at all scales) is used to generate aperture fields, the
apparent aperture can be very different from the mean aperture averaged over the first Fresnel
zone. When aperture variations are non-fractal (H = 1) and the aperture patterns are large (lc
= 4 m) compared to the signal dominant wavelength (1 m), the apparent aperture can be a
good estimate of the Fresnel-based linear average of fracture aperture.
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Our results suggest that GPR-derived estimates of fracture aperture, that are based on the
common assumption of constant aperture, should be treated with caution, especially when
strong aperture heterogeneity is present. Under the homogeneous assumption, inferred aper-
tures serve as an apparent estimate that has a complex and non-linear relation to the actual
geometrical fracture aperture. To reliably interpret GPR data generated by a heterogeneous
fracture, a more encompassing modeling framework must be considered, that explicitly
accounts for aperture heterogeneity. In future work, we plan to use model selection tools
to determine the geostatistical model that best corresponds to GPR reflection data from
heterogeneous fractures.
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Chapter 4
Hydrogeophysical characterization of trans-
port processes in fractured rock by combin-
ing push-pull and single-hole ground pen-
etrating radar experiments
Alexis Shakas, Niklas Linde, Ludovic Baron, Olivier Bochet, Olivier Bour and Tanguy Le
Borgne.
Published1 in Water Resources Research and herein slightly adapted for this thesis.
1Shakas A., N. Linde, L. Baron, O. Bochet, O. Bour and T. Le Borgne (2016). Hydrogeophysical characterization
of transport processes in fractured rock by combining push-pull and single-hole ground penetrating radar
experiments. Water Resources Research, 52 (2), doi: 10.1002/2015WR017837
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4.1. Abstract
The in situ characterization of transport processes in fractured media is particularly challeng-
ing due to the considerable spatial uncertainty on tracer pathways and dominant controlling
processes, such as dispersion, channeling, trapping, matrix diffusion, ambient and density
driven flows. We attempted to reduce this uncertainty by coupling push-pull tracer experi-
ments with single-hole ground penetrating radar (GPR) time-lapse imaging. The experiments
involved different injection fractures, chaser volumes and resting times, and were performed
at the fractured rock research site of Ploemeur in France (H+) network, hplus.ore.fr/en). For
the GPR acquisitions we used both fixed and moving antenna setups in a borehole that was
isolated with a flexible liner. During the fixed-antenna experiment, time-varying GPR reflec-
tions allowed us to track the spatial and temporal dynamics of the tracer during the push-pull
experiment. During the moving antenna experiments, we clearly imaged the dominant frac-
tures in which tracer transport took place, fractures in which the tracer was trapped for longer
time periods and the spatial extent of the tracer distribution (up to 8 meters) at different
times. This demonstrated the existence of strongly channelized flow in the first few meters
and radial flow at greater distances. By varying the resting time of a given experiment, we
identified regions affected by density-driven and ambient flow. These experiments open up
new perspectives for coupled hydrogeophysical inversion aimed at understanding transport
phenomena in fractured rock formations.
4.2. Introduction
Characterization of flow and transport in fractured rock formations has been a central focus
of hydrogeological research for several decades (e.g., NRC, 1996). The interest arises from
a multitude of applications, ranging from environmental remediation (e.g., Andric˘evic´ and
Cvetkovic´, 1996) to safe disposal of nuclear waste (e.g., Cvetkovic´ et al., 2004). Experimental
studies over several scales is essential to constrain site-specific conceptual models (Le Borgne
et al., 2006) that can be used for numerical simulations of flow and transport for purposes of
predictions, risk-assessment and decision making (Berkowitz, 2002).
Fractured geological media are often assumed to be scale-invariant and power-law distri-
butions have been successfully used to statistically describe scaling properties in terms of
length or aperture (Bonnet et al., 2001). The resulting flow heterogeneity is characterized
by strong channeling at both fracture and network scales, which implies that advection oc-
curs mainly through preferential paths. This directly affects transport processes that display
strongly non-Fickian dispersion behavior, including early tracer breakthrough and late time
tailing, as observed in tracer test experiments (Haggerty et al., 2000; Becker and Shapiro, 2003;
Berkowitz, 2002). The physical interpretation of these observations is often ambiguous as
different physical processes, for example, diffusive trapping into a low velocity zone or advec-
tion into variable velocity channels, may cause similar tailing behavior in tracer breakthrough
curves (Kang et al., 2015). This motivates the development of geophysical approaches that
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enable observing the motion and spatial distribution of tracers in situ. This is the focus of the
present study.
The complexity of tracer pathways in fractured systems implies that tracer recovery, in
classical cross-borehole tests, decays fast as the distance between injection and observation
wells is increased. On the other hand, push-pull experiments (Istok, 2012)—also called
single-well injection withdrawal experiments—with their higher tracer retrieval offer a time
and cost-effective method for obtaining information about transport properties of fractured
rock formations (Nordqvist and Gustafsson, 2002). Push-pull experiments are carried out
by packing-off a fractured section of the borehole using a dual-packer system and injecting
(pushing) a tracer (or multiple tracers) into the fractured system through the packed-off
interval (injection interval). After pushing the tracer into the system, a chaser fluid is used
to clean the injection chamber and to push the tracer further out into the formation. The
chaser fluid is usually water at ambient aquifer conditions and the volume of chaser injected
varies depending on the scale of investigation. During the pulling period the flow is reversed
to produce a tracer breakthrough curve.
The expected reversibility of advective transport in push-pull experiments implies that the
recorded tracer breakthrough curve is only weakly sensitive to the transmissivity distribution
of the fractured rock formation, and that the mean arrival time of the tracer breakthrough
curve is uninformative (Becker and Shapiro, 2003). Indeed, push-pull experiments are mainly
sensitive to irreversible time-dependent processes (Nordqvist and Gustafsson, 2002; Kang
et al., 2015) such as sorption and diffusion. It is possible to increase the sensitivity of push-
pull experiments to these processes by introducing a resting time between the pushing and
pulling phases (Berkowitz, 2002). Multiple push-pull tests with varying pushing and/or
chasing volumes make it possible to engage different volumes of the system and gain scale-
dependent information (Gouze et al., 2008). The results can be compared to analytical or
numerical solutions, thus allowing inference about flow and transport properties of the
system (Becker and Shapiro, 2003; Le Borgne and Gouze, 2008).
Geophysics offers high resolution and high spatial coverage data that complement the in-
formation obtained by hydrological experiments (e.g., Hubbard and Linde, 2011, Ch.2.15).
For instance, ground penetrating radar (GPR) reflection imaging makes it possible to image
dynamic processes and associated length scales of hydrogeological experiments in fractured
rock formations, particularly when tracers with sufficient contrast in electrical conductiv-
ity are used, such as saline tracers (Tsoflias and Becker, 2008). The unique ability of GPR
reflection imaging to remotely detect fractures of millimeter-thin aperture has been rigor-
ously investigated in both laboratory (e.g., Grégoire and Hollender, 2004) and field-based
conditions (e.g., Dorn et al., 2012). Recently, surface (Becker and Tsoflias, 2010), cross-well
(Day-Lewis et al., 2003) and single-well (Dorn et al., 2012) GPR have been used in conjunction
with dipole saline tracer experiments, not only to dynamically image the migration of tracer
movement between boreholes but also to condition discrete fracture network (DFN) models
(Dorn et al., 2013).
DFN models are conceptual models used to describe fractured rock formations, where flow
and transport only occurs inside fractures (e.g., de Dreuzy et al., 2012). This approximation is
particularly suitable for crystalline rock formations (e.g., Nordqvist and Gustafsson, 2002). To
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adequately condition DFN models it is necessary to describe the physical properties of the
fractures at both the single fracture and the fracture network scales (de Dreuzy et al., 2012).
For a single fracture this description can include the mean aperture, fracture orientation
and fracture length. It is practically impossible to gain independent information on these
properties through push-pull tests alone since the length scale over which the tracer is
transported is unknown and fracture orientation is only known at the borehole location.
Moreover, the effect of ambient flow and the buoyancy effect of tracers with a significant
density contrast with respect to the formation water, are usually ignored when interpreting
push-pull data.
To address the inherent ambiguity in interpreting push-pull tests alone, we conducted a
series of combined push-pull and single-hole GPR experiments in a crystalline aquifer. We
performed repeated push-pull experiments with varying resting times and chasing volumes
and monitored the GPR response with both fixed and moving antenna configurations. In
this contribution we investigate how GPR monitoring of push-pull experiments can provide
constrains on flow and transport characteristics of the fractured system.
4.3. Field Site and Experimental Setup
The experiments were carried out between the 19th and 26th of June 2014 at the Ploemeur frac-
ture rock experimental site in Brittany, France (H+ network of experimental sites). Previously
acquired data at this well-studied site, such as optical, acoustic and geological logs can be
found in the H+ observatory database (http://hplus.ore.fr/en). The aquifer supplies drinking
water to the town of Ploemeur (20,000 inhabitants) and it is mainly composed of granite
and mica schists (Ruelleu et al., 2010). At the borehole scale, only a few fractures dominate
the hydraulic behavior of this highly transmissive aquifer (the average transmissivity at site
scale is around T= 10−3m2/s (Le Borgne et al., 2004, 2006). Borehole GPR data have been
previously acquired at the experimental site named Stang-Er-Brune that is located 3 km west
of the water supply wells (Le Borgne et al., 2007; Dorn et al., 2011, 2012; Kang et al., 2015). To
the best of our knowledge, this is the first time that push-pull tests and single-hole GPR are
combined in a field experiment.
A series of cross-borehole and push pull tracer tests were previously performed with flu-
orescent dyes on this site (Kang et al., 2015). Breakthrough curve tailing was found to be
characterized by power law behaviors, c(t) ∼ t1−b at late times, with b ranging from 0.75
to 1. The tailing exponents were systematically larger (which implies that tailing was less
significant) under push pull conditions than under cross-borehole conditions. This implies
that matrix diffusion is not expected to be significant in this low permeability granite and
that the dispersion behavior measured from the fluorescent dye experiments was mostly
controlled by dispersion in fracture planes, as observed in the similar geological setup at the
Mirror Lake site (Becker and Shapiro, 2003).
The injection (B1) and monitoring (B2) boreholes are separated on average by 6 m. We
conducted push-pull experiments in B1 while we performed single-hole GPR monitoring in
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Table 4.1 – Experimental parameters for: (a) push-pull and (b) push-wait-pull with wethanalt,
(c) push-pull and (d) push-wait-pull with a saline tracer and (e) the fluorescein-based push-
pull experiment by Kang et al. (2015).
Experiment I II III IV V
Injection depth [m] 78.7 78.7 50.9 78.7 78.7
Monitoring depth [m] 75.1 50-90 30-60 50-90 50-90
GPR Antennas Fixed Moving Moving Moving Moving
Tracer density [kg ·m−3] 1044 1044 1044 1042 1041
Salinity [g ·kg−1] 44 44 44 42 41
Tracer volume [L] 100 100 100 100 100
Chaser volume [L] 90 90 100 90 710
Resting time [hh:mm] 00:00 00:00 04:45 03:47 00:00
Pumping rate[L ·min−1] 3.2 3.2 3.3 3.3 3.3
Mass recovery (%) 55 51 79 40 27
B2. In contrast to previous single-hole GPR acquisitions (e.g., Dorn et al., 2012) we used a
flexible liner (blank flexible liner by FLUTe) to seal-off the GPR monitoring borehole from the
aquifer. The liner was filled with formation water, extended to the bottom of the borehole
and allowed smooth movement of the GPR antennas while preventing conductive tracer from
entering the borehole and thereby affecting the effective GPR antenna signal (see Dorn et al.
(2011, 2012)). This also minimized the propagation of pressure variations arising from the
antenna movement to the surroundings. A schematic description of the experimental setup
is shown in 4.1.
We present five push-pull tests with injections at either 50.9 m or 78.7 m (see Table 4.1). We
focus the analysis on experiments I, II and III; experiments IV and V are only used herein
assess the repeatability of our results. Previous studies by Le Borgne et al. (2007) and Dorn
et al. (2012, 2013) concluded that the fracture at 50.9 m in B1 connects to low-permeable,
sub-horizontal fractures while the fracture at 78.7 m connects to transmissive, sub-vertically
oriented fractures. These fractures were interpreted to be of the order of ∼10 m in length
and to have apertures in the millimeter to sub-millimeter range. We used a custom-made
double-packer in B1 to seal off the injection interval during the push-pull experiments (Figure
4.1). The double-packer consisted of two inflatable packers separated by 0.6 m, which were
inflated to firmly adhere on the borehole wall. We monitored and manually controlled the
pumping rate with a flowmeter and pump (MP1 by Grundfos) installed above the double
packer, while we measured the electrical conductivity, temperature and pressure in the
injection interval using a CTD diver by Schlumberger. Halfway through each saline tracer
injection we injected an additional fluorescent conservative tracer that had the same salinity
as the formation water. In the present study we focus on the joint analysis of GPR and saline
tracer breakthrough curve data.
For the GPR acquisitions we used the RAMAC 100 MHz system with slim-hole borehole
antennas, manufactured by MALÅ. In all experiments we used a fixed separation of 4 m
between the midpoints of the transmitter and receiver antennas. We centered the antennas
in the borehole by using custom-made flexible centralizers that we attached to the top
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Figure 4.1 – Schematic description of the combined push-pull experiment in borehole B1
and single-hole GPR monitoring in borehole B2 (not to scale). In B1, a section of the borehole
is isolated using two inflatable packers (1) while a pump (2) and a flowmeter (3) are used to
control the pushing and pulling of saline tracer in the injection interval (4). A CTD diver (5)
measures the electrical conductivity, temperature and hydraulic pressure in the chamber. In
B2, GPR monitoring takes place with the transmitter (6) and receiver (7) antennas, which have
a fixed separation with midpoint M and are centered in the borehole using custom-made
centralizers (8). B2 is hydraulically isolated from the surroundings by a flexible borehole liner
(9).
and bottom of each antenna (Figure 4.1). The use of centralizers and a flexible liner made
the GPR acquisition very smooth and the estimated positioning errors during the moving
antenna experiments were minor (standard deviation of 8 mm). During the moving antenna
experiments we acquired data with a spatial sampling rate of 5 cm along the borehole. For
the moving antenna experiment, we sampled at 1148 MHz for a time-window of 450 ns,
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and used 64 stacks per trace to increase the signal-to-noise ratio. For the fixed antenna
experiment, we used a sampling rate of 4278 MHz and 128 stacks per trace. While GPR
reflections contain information about the fracture aperture at the mm scale (Dorn et al.,
2011), the spatial resolution along the fracture plane (based on the Fresnel zone) is roughly
1 m for the 100 MHz antennas we used and the distances we investigate (e.g., Jol, 2008, sec.
1.3.4). After the processing of the moving antenna experiments, the resolution is refined
to roughly a quarter of the wavelength (i.e., 0.25 mm). Both types of acquisition (fixed and
moving antenna) resulted in data with very high signal-to-noise ratios that required minimal
processing.
4.4. GPR Data Processing Steps
In this section, we describe the processing steps that were applied to the raw single-hole
GPR data. We begin with the basic concept of single-hole GPR and continue to analyze each
processing step (see Jol (2008) for a more detailed description of GPR theory and processing).
4.4.1. Basic concepts of borehole GPR
A dipole GPR transmitter antenna, as the one we used, generates an alternating high-frequency
electric field. This field propagates symmetrically around the antenna axis but is the strongest
in the plane that is perpendicular to the antenna and intersects the antenna midpoint (e.g.,
Jol, 2008, sec. 1.4).
The propagating field is attenuated and dispersed as it travels through the rock matrix and
water-filled fractures. Reflections occur at rock-fracture interfaces due to the high contrast
in electrical properties between the rock matrix and water. The strength of the reflections
depends on fracture properties such as orientation, aperture and roughness. Within the
water-filled fracture the electric field experiences strong attenuation and dispersion, which
results in a decreased amplitude and a phase shift of the electric field. When the electrical
properties of the fracture filling change, such as the change in electrical conductivity induced
by the presence of a saline tracer, the magnitude and phase of the reflected electric field also
change (Bradford and Deeds, 2006; Tsoflias and Becker, 2008).
The receiver antenna measures a voltage as a function of time (a GPR trace) that is propor-
tional to the amplitude of the reflected electric field. If the GPR antennas are kept fixed at a
specific depth along the borehole, changes in the reflected traces over time are indicative of
salinity variations in the vicinity of the transmitter-receiver pair. These changes reflect the
(averaged) temporal dynamics of the saline tracer in the region surrounding the transmitter-
receiver midpoint. If the GPR antenna pair is moved along the borehole during a push-pull
experiment—using saline or any other tracer with electrically contrasting properties to the
ambient fluid—then the changes in the GPR traces recorded along the borehole can be
directly linked to the spatio-temporal migration of the tracer.
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4.4.2. Time corrections, filtering and normalization
The initiation time (time-zero) of the receiver and transmitter antennas varies slightly every
time the system is turned on and it may drift over time. To account for this, we applied a
time-zero correction following Peterson (2001). After the time-zero correction we applied a
digital bandpass filter (a Kaiser Window with edges at 10-40-150-200 MHz) to concentrate on
frequencies around the dominant frequency that is indicated by the antenna manufacturer
as 100 MHz.
In single-hole GPR acquisition, part of the electric field is refracted at the GPR borehole
wall Dorn et al. (e.g., 2011). These refractions (termed borehole refractions in the following)
of high amplitude are measured earlier in time than the reflections from the tracer-filled
fractures that are located further away. By sealing the GPR borehole with the flexible liner we
ensured that the borehole conditions remained constant during acquisition, which implies
that the amplitude and phase of the borehole refractions were constant over time at each
depth along the borehole.
After the initial time-zero correction, subtle time shifts (with a mean of 0.4 ns and a standard
deviation of 0.25 ns) were observed in the borehole refractions when repeating the measure-
ments at the same locations in the borehole. We attribute these time shifts to small variations
in the initiation time of each pulse and to cm-scale vertical and/or horizontal shifts in the
location of the antennas within the borehole. To correct for these time shifts we compared
collocated traces to a reference trace that was measured at each depth before the initiation of
the push-pull experiment. Since these time shifts were smaller than the sampling rate, we
upsampled each trace at 5 times the original sampling rate by performing a Fourier transform
on the data and padding the Fourier spectrum with zeros. We then shifted the upsampled
traces so that the borehole refractions coincided with the ones of the reference trace. We
subsequently performed an inverse Fourier transform and downsampled the data to the
original sampling rate to obtain the resulting phase-shifted traces.
4.4.3. Time-lapse changes and migration
Before each push-pull experiment, the measured GPR data were indicative of the ambient
conditions (e.g., water-filled fractures with formation water, the presence of boreholes and
double-packer system). After the initiation of the push-pull experiment, the saline tracer
started filling the fractures that are connected to the injection interval. The electromagnetic
field that is reflected by the tracer-filled fractures becomes amplitude and phase shifted.
These changes are subtle and are best appreciated by subtracting the later traces from the
reference trace. To minimize the errors in the subtraction process, it is important to precisely
locate the traces along the borehole and to align the traces with the reference (see section
4.4.2).
Figure 4.2 displays the reference trace and a trace recorded during a push-pull experiment.
We also show the difference of the later trace with respect to the reference trace (difference
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trace). The difference trace has clear peaks that accentuate the changes that result from the
presence of the saline tracer.
Figure 4.2 – GPR data from experiment I. The reference trace (solid blue line) and a trace
measured after pushing (dotted blue line) are shown together with the difference of the two
traces (dashed red line). The difference is plotted on a different scale to the right of the figure,
that is 6 factors smaller than the initial traces.
To partly account for attenuation of the signal (e.g., Jol, 2008, sec. 1.6.2), we applied a gain
to scale the later times in the difference traces with respect to the earlier times. We choose
to linearly scale each GPR difference trace with time, with appropriate scaling so that the
resulting amplitudes are normalized to 1.
As a final step, we performed migration that refers to the summation of energy along certain
paths to account for spherical spreading. A collection of traces along the borehole forms a
section. We refer to sections from which the reference is subtracted as difference sections. We
migrate the difference sections using a Kirchoff-migration algorithm developed for seismic
data from the CREWES Matlab toolbox (http://www.crewes.org/) under the assumption of
a constant GPR velocity of 0.12 m ·ns−1. Dorn et al. (2012) showed through extensive cross-
hole travel time tomography that the radar velocity in the granite is practically constant and
isotropic.
Figure 4.3a illustrates a synthetic 3D-model with the electric field at a given instant in time and
the resulting saline tracer distribution (at the end of the injection period) within a rectangular,
tilted fracture of uniform (0.5 mm) aperture. For this model, we calculate the GPR forward
response using a newly developed algorithm (Shakas and Linde, 2015) to simulate the section
prior to (Figure 4.3b) and at the end of the tracer injection (Figure 4.3c). The finite emission
time (some 20 ns in this example) of the alternating source manifests itself as positive and
negative signal amplitudes in the GPR traces. This effect is visible in the difference section
(Figure 4.3d) and the migrated difference section (Figure 4.3e). The finite emission time also
implies that the actual fracture location coincides with the shortest distance at which the
absolute amplitude of the migrated difference section is above zero (see Figure 4.3e). Indeed,
the fracture has an aperture of 0.5 mm, but the corresponding reflection in the migrated
difference section shows an imprint of the source over a width of approximately 2 m.
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Figure 4.3 – (a) A synthetic 3D model with the electric field and the tracer concentration
in a fracture at a given time. (b) The simulated GPR section with formation water, (c) the
same section with the tracer distribution (shown in (a)), (d) their difference and the migrated
difference section, along with the fracture location and injection point (e). The GPR simula-
tions were performed with a newly developed algorithm (Shakas and Linde, 2015) and the
flow-and-transport simulation was done with MaFloT 2D.
4.5. Results
4.5.1. Fixed antenna acquisition
For the fixed antenna acquisition (experiment I in Table 4.1) we kept the midpoint between
the transmitter and receiver antennas at 75.1 mdepth while the injection depth was 78.7
m. We chose this location based on results from a previously acquired moving antenna
experiment that suggested an upward tracer migration.
First, we computed the Root Mean Square (RMS) of each GPR difference trace and plotted
the evolution of the RMS curve over time along with the measured electrical conductivity in
the injection interval (Figure 4.4). This measure is representative of the change in the total
(measured) reflected electric field and is, therefore, indicative of the volume and electrical
conductivity of the saline tracer within the antenna range. In the following, we refer to this
type of curve as the GPR breakthrough curve.
Before the push-pull experiment started (reference acquisition) the GPR breakthrough was
close to zero and dominated by noise. The saline tracer reached the injection interval at t
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Figure 4.4 – GPR and push-pull data for experiment I (fixed-antenna). The measured con-
ductivity in the injection interval is shown (solid blue line) along with the normalized GPR
breakthrough curve (dashed red line).
= 0 min and the magnitude of the GPR breakthrough increased considerably about 5 min
later. One reason for this delay is that the antenna system was located above the injection
depth and the tracer needed to travel some distance upwards before it was detected. Also,
a sufficient volume of tracer must be injected to allow measurable changes in the reflected
GPR signal.
At t = 10 min after the saline tracer reached the injection interval, we temporarily paused the
saline tracer injection and started to inject a second tracer of ambient conductivity during
3 minutes at 0.33 L ·min−1, that is, at a 10 times lower rate than during the saline tracer
injection. This period is indicated in Figure 4.4 as ’slow pumping’. Note that the second
tracer was injected at the surface and it took about 3 min to reach the injection interval (seen
as a decrease in the measured conductivity at t = 15 min). The GPR breakthrough curve
responded to the lower injection rate by a sharp decrease of its amplitude that only starts to
increase after the previous flow rate and saline tracer injection was resumed.
The peak in the tracer breakthrough curve was reached at t = 25 min and the GPR break-
through curve shows a clear maximum at t =38 min. After the peak was reached in the GPR
breakthrough curve, the amplitudes start decreasing as the tracer was diluted by the addition
of the chaser fluid and migrated away from the antenna location.
During the pulling phase, another peak was observed in the GPR breakthrough curve at t =52
min that is smaller in amplitude and duration. The peak in the pulling phase was reached
later in the tracer breakthrough than in the GPR breakthrough because the tracer first passed
by the static antenna setup before migrating further down towards the injection interval, at
78.7 m, before it reached the CTD diver in the injection interval. At times later than t =70
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min, the GPR breakthrough curve showed noisy behavior at an amplitude that was more than
twice the one measured before the tracer injection.
4.5.2. Moving antenna acquisition
During the moving antenna acquisitions – see experiments II to V in Table 4.1 – we monitored
over a depth range that was wide enough to capture all expected changes induced by the
saline tracer. Here we present experiment II that had the same experimental parameters as
experiment I, apart from the moving antenna setup. The difference sections after migration
are shown for this experiment, along with the acquisition times, in Figure 4.5. Note that
we only present the part of the depth section where temporal changes are visible. The
migration of the saline tracer from the injection location through an upward trajectory of
roughly 8 m is clearly seen. The maximum extent of the tracer is found in Figure 4.5h,
which corresponds to a difference section acquired at the end of the chaser injection. The
sharp change in the distribution of tracer between pushing and pulling is most evident by
comparing the difference sections obtained right before (Figure 4.5h) and right after (Figure
4.5i) the initiation of the pulling phase. There are little indications of significant amounts of
remaining tracer at the end of the experiment (Figure 4.5j). Throughout the experiment, a
fraction of the tracer remained close to the injection location.
In Figure 4.6 we plot the tracer breakthrough curve along with the GPR breakthrough curves
at three depths that are indicated in Figure 4.5j. The three depths were chosen such that
one is close to the injection depth, one is the same as the depth during the fixed antenna
acquisition (see section 4.5.1) and one is close to the furthest extent of the tracer imaged by
the GPR. In the moving antenna configuration, GPR measurements at a given depth were
repeated every ∼5 min. As expected, the noise levels in the GPR breakthrough curves were
noticeably higher than for the fixed antenna acquisition—around 0.3 normalized units for
the moving acquisition compared to 0.05 normalized units for the fixed acquisition—but a
clear signal related to tracer transport was still evident.
Near the injection location at 76.8 m depth we measured strong difference signals towards
the end of the saline tracer injection that decreased during the chasing period but prevailed
until the end of the pulling period, suggesting that saline tracer was still present at this depth.
The GPR breakthrough curve was considerably above the noise level from t = 5 min to t = 68
min. At the depth of 75.1 m (same as the fixed antenna experiment) we measured a peak with
smaller amplitude that extended from t = 15 min to t = 55 min. Finally, the GPR breakthrough
curve measured at 71.5 m reached a well-defined peak at t = 56 min. The saline tracer did not
remain for a long time at this depth, but a considerable volume must have reached this depth
interval to account for the strong changes in reflectivity (also seen in the surrounding traces
in Figure 4.5h).
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Figure 4.5 – Migrated difference sections from experiment II. The black dot indicates the
injection location and the acquisition times for each section (in min) are shown at the top
of the sub-figures along with the phase of the push-pull experiment indicated by the index
(p:pushing, c:chasing, r:pulling). The dashed red lines in 4.5j are analyzed in Figure 4.6.
4.5.3. Imaging ambient transport processes during the resting
time
We now present the results of experiment III that was performed with the saline injection
at 50.9 m (see Table 4.1), a moving antenna acquisition and a resting time (4:35h) between
pushing and pulling. This experiment highlights density related effects. As before, we only
show the depth interval where strong temporal changes occurred. We have no GPR data
between t = 180 min and t = 270 min as we charged the antenna batteries during this time
period.
We present the difference sections from this experiment in Figure 4.7 and focus on two
regions: an upper region found above the injection depth and a lower region found below the
injection depth (shown in Figure 4.7a). The migrated difference sections show that changes
during the pushing period arise mainly in the upper region and in the vicinity of the injection
location (Figs. 4.7b and 4.7c). During the chasing period, from t = 30 min to t = 50 min, some
of the tracer migrated to the upper region from 51 m to 47 m depth and some to the lower
region from 52 m to 54 m depth (seen in Figs. 4.7d and 4.7e). At the beginning of the resting
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Figure 4.6 – Plot of the measured conductivity in the injection interval (solid blue line)
along with the GPR breakthrough curves (dashed red lines) during experiment II. The GPR
breakthrough curves are shown for three depths (see Figure 4.5j). The letters at the top of the
figure refer to the times at which the GPR profiles were taken (see the difference sections in
Figure 4.5).
period, some tracer remained in the vicinity of the injection location (3 m radial distance and
51 m depth in Figure 4.7f). During the pulling phase (Figure 4.7i), the tracer from the upper
region is recovered very quickly while the tracer in the lower region takes more time to be
recovered. The tracer breakthrough curve is shown in Figure 4.7k.
The two regions of interest showed considerably different responses. The upper region shows
amplitude differences at early times that were strongly attenuated during the resting time,
and almost disappeared once the pulling begun. The lower region showed considerable
amplitude differences that arise at the end of the pushing period (Figs. 4.7d to 4.7i). The
saline tracer that caused this change exhibits a strong downward migration during the resting
time, from 55 m (Figure 4.7f) to 59 m (Figure 4.7h).
In Figure 4.8 we plot the GPR breakthrough curves for the complete depth range at which
changes were visible during the experiment. The injection depth and the two areas of interest
(upper and lower region) are indicated. As was evident in the migrated sections of Figure
4.7, we can see the upward and downward migration of the tracer from the injection depth.
In this figure, the downward migration of the tracer during the resting time is evident from
t = 60 min and t = 330 min. During the resting time and after we charged the batteries, we
measured weaker GPR differences in the top than in the lower region (see Figure 4.8 between
t = 270 min and t = 330 min). During the pulling phase, the GPR breakthrough curves in the
upper region were quickly attenuated while the ones in the lower region showed considerably
high values throughout the acquisition period.
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Figure 4.7 – Figures (a) to (j) show the migrated difference sections from experiment III.
The black dot indicates the injection location and the acquisition times for each section (in
min) are shown at the top of the sub-figures and also indicated along with the measured
conductivity in the injection interval (k).
4.6. Interpretation
In this section, we discuss how the coupling of push-pull tracer tests and GPR imaging
provides a means of estimating transport length scales, transport velocities, ambient flow
and density effects.
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Figure 4.8 – Plot of the GPR breakthrough curves computed for experiment III. The injection
depth at 50.9 m is shown with the solid (red) line. The dashed and dotted rectangles corre-
spond to the regions shown in Figure 4.7a. The GPR antenna batteries were charged between
t = 175 and t = 270 min.
4.6.1. Transport length scales
One major advantage of coupling push-pull experiments with GPR difference imaging is that
the representative length scale of the experiment can be quantified, that is, how far did the
saline tracer flow into the formation. For example, during the pushing and chasing phase of
experiment II (Figure 4.5) with injection at 78.7 m, the saline tracer migrated approximately 8
m upwards from the injection location in a clearly defined trajectory. This is in contrast to
the same phases of experiment III (Figure 4.7) with injection at 50.9 m, in which the saline
tracer was seen to migrate less than 4 m from the injection location, but in several separate
trajectories. Furthermore, different transport length scales are also highlighted within a
single experiment when some of the tracer remains relatively close to the injection, while
the rest of the tracer migrates further away. This information is crucial to assess the volume
investigated by the tracer tests, as well as the characteristic fracture surface that is seen by the
tracers, especially when considering reactive transport. It also helps to define the appropriate
conceptual model for fracture flow and transport.
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4.6.2. Transport velocities and associated scale effects
Another important advantage of single-hole GPR difference imaging is that inference about
the tracer mean velocity can be made, since the tracer is mapped in both space and time.
To demonstrate this, we consider the GPR breakthrough curves during the pushing and
chasing period of experiments II, IV and V. These experiments were conducted at the same
location and apart from minor changes in the experimental parameters (injection rate,
tracer concentration and volume) they can be considered otherwise identical. We used
the corresponding GPR breakthrough curves at each depth interval to compute a mean
arrival time of the tracer that we defined as the time at which each curve crosses a noise
threshold , set as 30% of the maximum value seen in the difference images. In Figure 4.9, we
plot the travel distance as a function of the mean arrival time of the tracer along its complete
trajectory after chasing (see Figure 4.5h for the complete trajectory), hence, the slope of this
plot can be thought of as the mean velocity of the tracer. The overall agreement of the mean
arrival times for the different experiments not only indicates that the push-pull experiments
and the GPR monitoring results were repeatable, but also that calculating GPR breakthrough
curves is a sound approach.
Experiment time (min)
0 10 20 30 40 50
D
is
ta
n
ce
 f
ro
m
 i
n
je
ct
io
n
 (
m
)
0
2
4
6
8
Experiment II
Experiment IV
Experiment V
1D flow
2D flow
Figure 4.9 – Travel distance versus time of the saline tracer for experiments II, IV and V,
computed using the GPR breakthrough curves. The analytic solutions for 1D (channelized)
and 2D (planar) flow are also shown, assuming the saline tracer travels a total distance of 8 m
in 45 min.
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From this plot we can identify two flow regimes; for the first 3 meters the tracer velocity
appears to be constant (at 0.18 m ·min−1 min-1, expected for channelized flow) and for the
next 4 meters the velocity is decreasing with a rate as expected for radial flow along a plane.
For comparison, we plot the analytical solutions of advective transport within a 1D pipe and
within a 2D fracture plane. We assume that the tracer reaches a distance of x = 8 m within t
= 45 min and compute the curves x = ( 845 )t for the 1D solution and x = ( 845
1/2
t 1/2 for the 2D
solution.
4.6.3. Geometric properties of transport flowpaths
Another type of information that is lacking in classical push-pull experiments is information
about the complexity of the pathways that the tracer follows, such as the number of fractures
involved as well as their orientations and sizes. For example, borehole optical logs of B1
(Belghoul, 2007) along with prior push-pull and flowmeter tests suggest the presence of
an open fracture with a dip angle of 15° at 78.7 m and another with a dip angle of 37° at
50.9 m (Le Borgne et al., 2007). From the difference sections obtained in experiment II
(Figure 4.5), we see changes that originate from the injection at 78.7 m and extend vertically
upwards at an angle steeper than 70°. This suggests that the sub-horizontal fracture that
intersects the borehole is connected to a major sub-vertical fracture that is dominating
the flow behavior during the experiment. Similarly, the difference sections for experiment
III (Figure 4.5) suggests that the flow originating from the injection location at 50.9 m is
dominated by two sub-vertical fractures on either side of the injection location. Since these
fractures do not intersect the injection interval, a sub-horizontal fracture (not clearly visible
in the difference sections) may have provided the necessary pathway for the tracer. The
presence of a sub-horizontal fracture in this injection interval is in agreement with Dorn et al.
(2011, 2013).
4.6.4. Observation of density effects and ambient flow
It is important to assess the effect of density on the tracer distribution as we use a tracer
with a high salinity contrast. In experiment I (Figure 4.4) we measured a decrease in the
GPR breakthrough curve when the pumping rate is lowered (by a factor of 10) to inject
the second tracer, and the curve only continued to increase when the previous pumping
rate was resumed. Since the antennas were located 3.6 m above the injection interval, this
decrease may have occurred because the lower pumping rate was not sufficient to push the
tracer upwards, but instead a downward (density-driven) migration of the tracer occurred.
Immediately after the previous pumping rate resumed, the tracer continued its upward
migration and the GPR breakthrough curve peaks during the chasing period. A smaller peak
is seen when the flow is reversed that results from the downward migration of the tracer
towards the injection interval.
In experiment II (Figure 4.5) we saw an upward migration of the tracer during the pushing and
chasing, followed by a sharp decrease in GPR difference amplitudes in the upper region (71
to 75 m) as soon as pulling begun (compare Figs. 4.5h and 4.5i). As already suggested in the
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previous paragraph, the sharp decrease partly occurs due to the fast downward migration of
the tracer. However, some of the visible tracer may have been dispersed into sub-horizontal
fractures to which our GPR data are largely insensitive. Ambient flow in these fractures may
have led to the low mass recovery for this experiment (Table 4.1).
In experiment III (Figs. 4.7 and 4.8) we see different behavior of the tracer in the upper
(45 to 51 m depth) and lower (51 to 59 m depth) regions relative to the injection interval.
While the upper region shows strong amplitude changes early on, the amplitudes are quickly
diminished during the resting time, possibly due to ambient flow in this location that causes
the tracer to be quickly dispersed. As soon as pulling started, the GPR breakthrough curves
from this region are quickly attenuated to the background level. On the contrary, the lower
region exhibits persistent amplitude differences with respect to the reference throughout the
whole experiment, indicating that this fracture is perhaps not strongly affected by ambient
flow. The same analysis performed on experiment IV showed that the tracer persists during
the resting time in the bottom part of the fracture (from the injection depth to 76 m depth
in Figure 4.5) while in the top part (from 76 m to 71 m in Figure 4.5) the tracer is quickly
dispersed.
Another effect that is visible in both the difference sections (Figure 4.7) and in the GPR
breakthrough curves (Figure 4.8) is the vertical spreading of the saline tracer, mainly during
the resting time, in the fracture found in the lower region. This is most likely due to density
effects since the saline tracers used have strong density contrasts to the surrounding fluid.
Note that saline tracers are needed to image tracer transport with GPR difference methods
but the salinity could be reduced to minimize density effects, while still conserving sufficient
contrasts in the GPR images.
4.6.5. Physical meaning of early tracer breakthrough
To investigate the effect of density on the push-pull results we simulated experiment II,
using the measured flow rates and converted the electrical conductivity into salinity (Sen
and Goode, 1992) using the reference temperature of 25◦C used by the CTD diver. For the
simulation, we modified a finite volume solver for flow-and-transport in 2D porous media
(Künze and Lunati, 2012b). The solver allows for density effects by incorporating the force of
gravity into the solution of the flow velocity. We adjusted the permeability to account for the
transmissivity of a parallel plate fracture through the cubic law (e.g., Lunati et al., 2003) and
scaled the porosity by the aperture to account for the volume occupied by the tracer. To allow
for inclinations of the fracture we multiply the gravity term by a component that is equal
to the sine of the dip angle. Flow in a fracture with zero dip angle is therefore not affected
by gravity. Guided by the changes shown in the GPR sections of experiment II (Figure 4.5),
we defined as a modeling domain a fracture with no-flow boundaries on the bottom and
sides and with an open boundary on the top so that tracer movement would be primarily
upwards. To avoid any tracer reaching the open boundary we kept the total volume of the
fracture two times larger than the volume of injected fluid in the domain. We then performed
a local optimization search (using the golden search algorithm) to match the peak arrival in
the data with a uniform aperture. Note that this simplified model that ignores dispersion,
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fracture heterogeneity, and ambient flow only serves to highlight the impact of density and
fracture dip on the peak arrival time, and that no emphasis has been placed on fitting the tail
of the tracer breakthrough curve and honoring the recovered mass.
Figure 4.10 – (a)Plot of the misfit (left axis) between the simulated and measured peak arrival
time of the saline tracer in experiment II (see subfigure for the modeling setup). Injection
was performed at the bottom of a uniform fracture (yellow circle) with no-flow boundaries
(red solid lines) on the bottom and two sides. The distance between the two sides (double
arrow) was adjusted so that the tracer would reach a length of 8 m at the end of the chasing
period while the open boundary at the top (dashed green line) was kept far from the tracer.
The simulations were performed for 10 dip angles (inclined arrow), between 0° and 90°, and
each simulation was optimized to obtain the best fitting mean aperture (right axis). The
(normalized) best fitting simulation for 0° and 70°, along with the measured concentration
for experiment II are shown in (b).
Using this simplified model we attempted to reproduce the early arrival of the tracer seen
in the tracer breakthrough curve (Figure 4.6). We allowed the fracture dip to vary between
0° (no density effect) and 90° (maximum density effect) in increments of 10°. The width of
the fracture, for a given aperture, was chosen such that the volume of tracer at the end of the
chasing phase would occupy a length of 8 m along the fracture. This constraint was motivated
by the GPR difference sections (Figure 4.5h). In Figure 4.10a, we plot the optimal aperture for
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each dip angle along with the misfit in peak arrival time between the simulations and the
experiment. It is evident that high dip angles are required to fit the early arrival times obtained
in the experiment, with an optimal effective aperture of roughly 5 mm. The simulations not
only indicate that the effect of density should be modeled when using highly saline tracers,
but more importantly that the constraints on the tracer trajectory obtained from the GPR
difference images are necessary to obtain realistic estimates. We also plot (Figure 4.10b) the
measured and (optimal) simulated curves for fractures with 0 and 70 degrees dip angle. Note
that we use a normalized concentration for comparison purposes, since our modeling does
not account for processes that would reproduce the lower mass recovery seen in the field
data.
4.6.6. Breakthrough curve tailing
As discussed in section 4.3, previous fluorescent dye experiments measured power law
breakthrough curve tailing, such as c(t) ∼ t 1−b at late time, with b ranging from 0.75 to
1, and concluded to a limited role of matrix diffusion in this low porosity granite (Kang et al.,
2015). The tailing behavior measured here is more pronounced, showing a behavior close to
c(t) ∼ t−1. This strong tailing is thus likely induced by density effects affecting the transport
of the saline tracer used in these experiments.
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Figure 4.11 – Measured tracer breakthrough curves for experiments I, II and III presented in
Table 4.1 along with plots for arrival times with exponents -1 and -0.5.
Our results (Figs 4.4, 4.6 and 4.8) suggest a strong link between the tracer and GPR break-
through curves. In Figure 4.11 we plot the tracer breakthrough curves for experiments I, II
and III. The repeatability of the push-pull experiments is evident in the tracer breakthrough
curves for experiments I and II (same experimental parameters), while the tracer break-
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through curve for experiment III (a different injection location) indicates an early arrival time
and a longer tail compared to the other two experiments. During the later part of the pulling
period (between t = 100 and t = 200 min) the concentration of recovered tracer is higher in
experiment III than in the other two experiments. This agrees well with the GPR difference
sections (Figure 4.7) and the GPR breakthrough curves (Figure 4.8), which show persistent
reflections arising from the lower region. The tailing in the tracer breakthrough curve, in light
of the GPR results, can thus be attributed to tracer that has migrated downwards during the
resting time.
4.7. Conclusions and Outlook
Combined push-pull tracer tests and single-hole GPR monitoring experiments with a saline
tracer provides important insights into a range of transport phenomena that can be observed
in situ in fractured rocks. This includes characteristic length scales of transport, scale effects
in transport velocities, ambient flow and density driven migration, and trapping effects. The
information contained in the single-hole GPR reflections helps to gain physical understanding
of the processes that are responsible for the observed tracer breakthrough curves.
During a fixed antenna experiment we measured a GPR breakthrough curve that was con-
sistent with the tracer breakthrough curve and provided a means to investigate the rise and
decay of tracer concentrations at different distances along the main fracture flow paths. This
relationship was used to deduce a mean velocity of the saline tracer during the moving an-
tenna experiments. During the push phase we observed a scale effect in tracer displacement,
with a transition from linear to radial flows. This suggests that a significant flow channeling
controls transport until a characteristic scale of about 3 meters, above which it follows a
radial behavior. Our results demonstrate that GPR monitoring combined with push-pull
saline tracer tests is useful to image flow channeling in fractured rocks, at least in the near
field around boreholes.
We used a 2D flow and transport solver, modified to simulate flow in a parallel plate fracture,
to show that, when density effects are significant, the peak tracer breakthrough time is highly
sensitive to the fracture dip. Our modeling results suggest that a large dip is necessary to
reproduce the early tracer arrival measured in the field and this is in agreement with the large
dip seen in the GPR difference sections.
These experimental results offer new perspectives for combined hydrogeophysical modeling
of fractured rock formations. In particular, the new insights obtained may be very useful for
interpreting reactive tracer tests, often performed in push-pull configuration (Istok, 2012)
since reaction rates are expected to depend on the spatial tracer distribution and its surface
of exposure to the rock. To obtain quantitative information on tracer mass distribution in
situ, we plan to couple flow-and-transport modeling with a recently developed approach to
simulate GPR reflections from saline-occupied fractures of arbitrary orientation and aperture
(Shakas and Linde, 2015).
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Chapter 5
Neutrally-buoyant tracers in hydrogeophysics:
Field demonstration in fractured rock
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5.1. Abstract
Electrical and electromagnetic methods are extensively used to map electrically conductive
tracers within hydrogeologic systems. Often, the tracers used consist of dissolved salt in
water, leading to a denser mixture than the ambient formation water. Density effects are often
ignored and rarely modeled, but can dramatically affect transport behavior and introduce
dynamics that are unrepresentative of the response obtained with classical tracers (e.g.,
uranine). We introduce a neutrally-buoyant tracer consisting of a mixture of salt, water and
ethanol, and monitor its movement during push-pull experiments in a fractured rock aquifer
using ground penetrating radar. Our results indicate a largely reversible transport process
and agree with uranine-based push-pull experiments at the site, which is in contrast to results
obtained using dense saline tracers. We argue that a shift towards neutrally-buoyant tracers
in both porous and fractured media would advance hydrogeophysical research and enhance
its utility in hydrogeology.
5.2. Introduction
Geophysics enables remote monitoring and imaging of subsurface mass transfer at scales
ranging from decimeters (e.g., Garré et al., 2011; Beff et al., 2013), meters (e.g., Slater and Sand-
berg, 2000; Singha and Gorelick, 2005), kilometers (e.g., Falgàs et al., 2009; Rosas-Carbajal
et al., 2015) and beyond (e.g., Zhdanov et al., 2011). The need for methodological devel-
opments that ensure appropriate integration of geophysical data in subsurface hydrology
have given rise to the research field of hydrogeophysics (Hubbard and Linde, 2011; Binley
et al., 2015), which has had an impact on hydrology over the last decade (NRC, 1996). In
hydrogeophysics, geophysical experiments are made to support hydrological research and
applications. This implies that geophysical data should not only be informative of the pro-
cesses being studied, but also that its acquisition should not perturb hydrological data or
significantly affect the design of hydrological experiments.
In order to image tracer (or contaminant plumes) with geophysics, there must exist a naturally
occurring or imposed contrast in physical properties between the tracer (contaminant) and
the surrounding formation water. When such a contrast is present, geophysical imaging can
provide insight into the transport processes that take place in the hydrogeological system.
In situ imaging of transport processes with geophysics may thus help to unravel complex
processes, such as anomalous transport, dual-domain mass transfer or reversible/irreversible
dispersion, that are often difficult to infer from breakthrough curve analysis alone (Swanson
et al., 2012, 2015). In groundwater geophysics, the contrast agent for tracer tests is often
dissolved table-salt (NaCl) (Day-Lewis et al., 2003; Singha and Gorelick, 2005; Doetsch et al.,
2012; Shakas et al., 2016).
Salt increases the electrical conductivity and enables tracking of tracer plumes using electri-
cal (Kemna et al., 2002; Singha and Gorelick, 2005), induction-based electromagnetic (e.g.,
Falgàs et al., 2009; Rosas-Carbajal et al., 2015) or high-frequency electromagnetic (Day-Lewis
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et al., 2003; Tsoflias and Becker, 2008) methods. Note that the studies mentioned above have
been conducted in both fractured and porous-media systems. The salinity contrast needed
for reliable geophysical imaging implies that the saline solution is significantly denser than
the surrounding water, which results in buoyancy-induced tracer movement; this has been
verified in both laboratory experiments (e.g., Istok and Humphrey, 1995) and numerical tests
(e.g., Beinhorn et al., 2005; Kemna et al., 2002). Doetsch et al. (2012) provide a field demon-
stration of density effects using time-lapse electrical resistivity tomography. In accordance
with numerical modeling, they found that a tracer injected in a gravel aquifer rapidly plunged
to the underlying clay aquitard. Previous field experiments with lower salinity contrasts (and
less density effects) at the site did not enable reliable time-lapse inversion results.
In the hydrogeophysics literature, it is rare to find field-based studies in which density effects
are assessed or accounted for (e.g., Doetsch et al., 2012; Shakas et al., 2016; Haaken et al.,
2017). Even if density effects are considered in the modeling and associated inversion, the
ubiquitous use of dense saline tracers in hydrogeophysics is problematic as they change
the system dynamics (Tenchine and Gouze, 2005). That is, the use of geophysics imposes
constraints on experimental design that might be unacceptable for field hydrogeologists.
This implies that (1) hydrogeologists might be reluctant to consider geophysics in their work
if they feel that hydrological experiments will be compromised by using dense tracers, (2)
that comparisons between hydrogeophysical results and hydrogeological experiments using
non-salt tracers are difficult and (3) that the inferred system properties and hydrological
processes might have low predictive capacity in describing natural flow dynamics.
In this work, we introduce a neutrally-buoyant tracer based on a water-salt-ethanol mixture
that we refer to as wethanalt. Ethanol is fully miscible and has a similar viscosity as water. It is
less dense than water and can be used to ensure that the resulting tracer solution is neutrally
buoyant, while it maintains a high electrical conductivity with respect to the formation water.
Furthermore, ethanol has the distinct advantage of being non-toxic (Thakker, 1998) and
biodegradable (Schaefer et al., 2010).
We present two field experiments in which we demonstrate the value of using neutrally
buoyant and electrically conductive tracers for imaging transport processes. We consider
push-pull experiments at a well-characterized fractured rock site with geophysical monitoring
using single-hole ground penetrating radar (Dorn et al., 2011, 2012). Our results are compared
with previous experiments at the site that were carried out using dense saline solutions
(Shakas et al., 2016) and a traditional push-pull experiment using a fluorescein tracer, without
geophysical monitoring (Kang et al., 2015).
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5.3. Methodology
The properties of ethanol-water and salt-water mixtures have been tabulated (Hammond,
2016). To the best of our knowledge, such a laboratory study does not exist for wethanalt
(ethanol-water-salt mixtures). Here, we present a practical method for obtaining a neutrally
buoyant wethanalt mixture by utilizing the existing tables as a guide and further fine-tuning
the density in the field. In the following section, where not otherwise noted, the material
properties of ethanol, water and salt are taken from Hammond (2016).
5.3.1. Wethanalt Properties
Ethanol (C2H6O) has a density of 0.789 g ·cm−3, relative electrical permittivity of 25.3 (zero-
frequency limit) and dynamic viscosity of 1.203 mPa · s at 20◦C. At the same temperature,
demineralized water (H2O) has a density of 1 g ·cm−3, relative electrical permittivity of 81 and
dynamic viscosity of 1.004 mPa · s. Both liquids are electrically resistive and it is the addition
of salt to the mixture that will determine the electrical conductivity. The most common
choice of salt in hydrogeophysical applications is sodium chloride (NaCl), that dissociates
into Na+ and Cl− ions when dissolved in water.
Ethanol and water are miscible in all proportions and their mixing results in an exothermic
reaction (Peeters and Huyskens, 1993) which leads to an increase in temperature when the
mixture is prepared. Another property of ethanol-water mixtures is that the dynamic viscosity
of the mixture is increased compared with the constituents. The maximum viscosity of the
mixture is 2.85 mPa · s (20◦C) when the mass proportion of ethanol to water is 0.42:0.58.
Ethanol does not pose any health risks when diluted with water (Thakker, 1998) and is bio-
degradable (Schaefer et al., 2010), which implies that it may increase microbial activity when
used as a tracer.
5.3.2. Wethanalt Preparation
The preparation of a neutrally-buoyant wethanalt solution is complicated by the facts that (1)
the density of an ethanol-water mixture does not average arithmetically when adding salt and
(2) that the necessary precision in density needs to be sufficiently low (for instance, Istok and
Humphrey (1995) perform a laboratory study and report density effects for density variations
(∆ρ) in the range 0.0075% ≤ ∆ρ ≤ 0.15%). To achieve this, our preferred field procedure
is to first rely on tabulated values in Hammond (2016) to obtain a desired density of an
initial ethanol-water mixture and then assume arithmetic averaging to predict the necessary
amount of salt to add, in order for the density to be equal to that of the formation water. We
then prepare a wethanalt mixture with 5% less salt than predicted with this simple model. For
our experiments we first mixed 85 L of demineralized water with 25 L of (99.98%) ethanol; this
resulted in an increase in temperature of 8◦C. The viscosity of the mixture was 2.26 mPa · s
according to Hammond (2016). We then pumped formation water through a plastic tube
that was coiled in the ethanol-water container, in order to reduce the temperature of the
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mixture to the ambient water temperature. Using this approach, we successfully reduced the
temperature of the tracer mixture in all wethanalt experiments from ∼ 24◦C to ∼ 18◦C, while
the ambient water temperature is 16◦C.
To achieve a neutrally buoyant solution, we relied on Archimedes’ principle, namely, that
“Any object, wholly or partially immersed in a fluid, is buoyed up by a force equal to the weight
of the fluid displaced by the object” (Archimedes, 1987). To do so, we used two containers;
the first filled with the wethanalt mixture and the second containing formation water. In
the second container, we submerged a balloon that we carefully filled with formation water
and allowed for any air bubbles to escape. The balloon weighted 3.5 kg and was slightly
positively buoyant, so we further adjusted its weight with plastic O-rings (3 g each with a
density of 1.1 g · cm−3, resulting in a net submerged-weight of 0.3 g per O-ring) until we
reached neutral buoyancy (i.e., not observing any vertical movement of the balloon when
suspended in the middle of the water-filled container). The weight adjustments were made
to a precision below 0.1 g ·kg−1. We then transferred the balloon with the attached O-rings
to the wethanalt container, in which we had mixed an initial amount (4 kg) of salt in the
ethanol-water mixture, well below the amount (4.22 kg) predicted from arithmetic averaging.
We then proceeded to add salt in increments between 20-80 g, until the balloon was neutrally
buoyant in the wethanalt mixture. In the final stage, a total of 4.44 kg of salt was added and the
mixture was stirred with a mixing propeller to ensure well mixed conditions. This procedure
allows us to obtain a wethanalt solution that is at most 0.01 % different in density than the
formation water. While ethanol is biodegradable (Schaefer et al., 2010), it also does not pose
any substantial health risks after sufficient dilution (Thakker, 1998).
5.3.3. Setup of the Field Experiment
We performed the wethanalt push-pull experiments in a well-characterized fractured granitic
aquifer located in Brittany, France (http://hplus.ore.fr/en). Previous studies indicate that
flow at the site is dominated by a few, highly transmissive fractures (Le Borgne et al., 2007;
Dorn et al., 2011). All the experiments were performed in two adjacent boreholes, B1 and
B2, that are separated by ∼ 6 m. A double packer system isolated a fracture intersecting the
B1 borehole at 77.8 m, in which we injected the tracer followed by an almost equal volume
of formation water (chaser). We then reversed the flow in order to retrieve the tracer, either
immediately (push-pull) or after a waiting period (push-wait-pull) during which the pumps
were off.
GPR monitoring took place at 5 cm intervals between 60 m and 85 m depth along borehole
B2, that was isolated with a borehole liner (Shakas et al., 2016). In an effort to further separate
the direct wave from the reflections of interest, we reduced the transmitter-receiver offset
from 4 m by Shakas et al. (2016) to 3.2 m. The final images account for this offset during
migration.
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5.3.4. Data Processing
Tracer Breakthrough Curves
We transformed electrical conductivity values, measured using a conductivity-temperature-
depth (CTD) diver located at the outlet of the pump used for pulling, into salt concentration
(Sen and Goode, 1992). We then removed the background concentration and normalized the
data to the injected tracer concentration, also with the background concentration removed.
We also shifted the breakthrough data to account for the time it takes for the water to flow
through the tubing from the packer to the outflow location. The experiments using the dense
saline tracer published by Shakas et al. (2016) were performed in 2014 and the wethanalt
experiments in 2016. For both field campaigns, we performed a series of tracer experiments.
This implies that any unrecovered salt may lead to an increasing background concentration
over time. To account for this, we present the uncertainty in the breakthrough curves (BTCs)
with a thickness (see Figures 5.1i, 5.2i, 5.3) obtained by varying the considered background
concentration between a minimum (ambient concentration at the beginning of the field
campaign) and a maximum (initial concentration at the beginning of each experiment).
In order to compare experiments with different tracer/chaser volumes and flow-rates, we
normalize the time of each experiment with the theoretical peak arrival time. In an ideal
push-pull experiment (Neretnieks, 2007), the theoretical peak arrival time (tpeak) measured
from the onset of pulling depends on the duration of both injection (tinjection) and chasing
(tchasing) and is given by tpeak = tinjection/2+ tchasing. The same formula applies to push-wait-
pull experiments in the absence of ambient flow.
Migrated GPR Difference Sections
The processing of the GPR data is described in Shakas et al. (2016). To each GPR trace, we
apply a bandpass filter with a frequency window between 20 and 200 MHz (the emitted signal
is centered at 100 MHz) followed by minor time shifts to align collocated traces. Compared
with Shakas et al. (2016), the only difference in the processing was the use of Singular Value
Decomposition (SVD) to remove the direct wave. We accomplish this by decomposing each
GPR section that we then reconstruct without the first singular value, which corresponds
mainly to the direct wave. We then take the difference of each section and the reference
(taken before the initiation of the push-pull experiment), apply a time gain and finally use
a Kirchhoff migration algorithm with a constant velocity model of v= 0.12 mns . This results
in migrated GPR difference sections where the presence of the conductive tracer manifests
itself as alternating (green-orange) stripes, whose horizontal extent is caused by the finite
size of the source wavelet (Shakas et al., 2016). For visualization purposes, we suppress any
reflections that are below the estimated noise level of our GPR dataset (computed as 15% of
the maximum amplitude).
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Figure 5.1 – Results from two separate push-pull experiments using either wethanalt or
a dense saline tracer (experiments a and c in Table 5.1, respectively). The migrated GPR
difference sections for (a-d) wethanalt and (e-h) dense saline tracers are presented at similar
normalized acquisition times (τ), where the black circle corresponds to the tracer-injection
location. The corresponding breakthrough curves are plotted in logarithmic scale (i) as a
function of normalized time and normalized concentration (c). The resulting uncertainty
due to the background salt concentration is indicated by the thickness of each curve.
5.4. Results
We now compare the BTCs and the migrated GPR difference sections obtained from the
combined experiments with a saline tracer and wethanalt. Here, we consider both push-pull
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Table 5.1 – Experimental parameters for: (a) push-pull and (b) push-wait-pull with wethanalt,
(c) push-pull and (d) push-wait-pull with a saline tracer and (e) the fluorescein-based push-
pull experiment by Kang et al. (2015).
ID Tracer
volume [L]
Tracer
salinity [g kg−1]
Ethanol [%] Tracer
density [kg m−3]
a 106 40 22.73 1000
b 106 40 22.73 1000
c 100 44 0 1044
d 100 42 0 1042
e 1 0 0 1000
ID Chaser
volume [L]
Waiting
time [min]
Pumping
rate [L min−1]
Mass
recovery [%]
a 113 0 2.9 92 ± 3
b 108 120 2.9 78 ± 3
c 90 0 3.3 71 ± 9
d 90 227 3.3 50 ± 10
e 400 0 5 87
and push-wait-pull setups. For the BTCs, we use a normalized time, τ = t/tpeak, where t
corresponds to the time after the onset of pulling and tpeak is the theoretical peak arrival
time. We also use a normalized concentration, c=C /C0 that corresponds to the measured
concentration (C ) divided by the initial tracer concentration (C0), after removing the back-
ground concentration from both. It takes about 3 minutes to acquire GPR data over the
considered depth range, so each GPR section is indicated by an approximate time. The main
experimental parameters are listed in Table 5.1.
A comparison between the push-pull experiments is made in Figure 5.1, where all time
references are made (in normalized time) to the onset of the pulling phase. Figure 5.1 displays
representative migrated GPR difference sections for the wethanalt (Figures 5.1a to 5.1d) and
saline (Figures 5.1e to 5.1h) push-pull experiments, and the BTCs are plotted in Figure 5.1i.
At the onset of pulling, the wethanalt tracer (Figure 5.1a) is localized within a depth range of
67 m to 72 m, while the saline tracer (Figure 5.1e) is found within 69 m to 76 m. At τ close to
0.25, the wethanalt tracer (Figure 5.1b) is found over the same depth range while the dense
saline tracer (Figure 5.1f) has quickly migrated down towards the injection location. These
results are in accordance with the peaks of the BTCs that occur with τ = 0.9 and c = 0.45
for wethanalt, while τ= 0.27 and c= 0.23 for the dense saline tracer. This indicates that the
measured peak arrival is close to the theoretical peak when using wethanalt, while it is much
smaller when using a dense saline tracer. Shakas et al. (2016) demonstrated through modeling
that this early peak arrival of the dense saline tracer was a consequence of density effects and
the geometry of the fracture network. Reflections from the wethanalt tracer remain visible,
from 67 m to 77 m, at much later times (Figure 5.1d) than the peak arrival measured in the
borehole.
The push-wait-pull experiments are presented in Figure 5.2. All migrated GPR difference sec-
tions shown were acquired during the waiting time, so their acquisition times are referenced
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Figure 5.2 – Results from two separate push-wait-pull experiments using either wethanalt
or a dense saline tracer (experiments b and d in Table 5.1, respectively). The migrated
GPR difference sections for (a-d) wethanalt and (e-h) dense saline tracers are presented at
similar acquisition times referenced from the waiting phase (twait), where the black circle
corresponds to the tracer-injection location. The corresponding breakthrough curves are
plotted in logarithmic scale (i) as a function of normalized concentration (c) and normalized
time (τ) since the initiation of pulling. The resulting uncertainty due to the background salt
concentration is indicated by the thickness of each curve.
in minutes from the onset of waiting (twait). After the pushing phase (Figures 5.2a and 5.2e),
the distribution of both tracers is similar to the push-pull experiment (c.f., Figures 5.1a and
5.1e), thereby indicating a strong reproducibility of the experiments. After 17 minutes, the
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saline tracer has sunk considerably (Figure 5.2f) due to its high density and is thereafter hardly
detectable (Figures 5.2g and 5.2h). On the contrary, the migrated GPR difference sections
for the wethanalt tracer remain almost identical during the whole waiting time (Figures 5.2a
to 5.2d). Once more, the peak arrivals of the BTCs support these observations with τ= 0.83
and c= 0.35 for wethanalt, while τ= 0.008 and c= 0.05 for the dense saline tracer. Again, the
peak arrival of the dense tracer occurs much earlier than predicted from the theoretical peak
arrival time. Later GPR difference sections (not shown) confirm that the wethanalt tracer is
still visible in the migrated GPR difference sections at times twice as long as the theoretical
peak arrival.
5.5. Discussion
The migrated GPR difference sections of the two push-pull experiments (Figure 5.1) suggest
that different spatial regions of the fractured system are probed when using a neutrally
buoyant or a dense saline tracer. The saline tracer remains closer to the injection location and
is not pushed much further by chasing. This is expected since we are trying to displace a dense
tracer with lighter formation water. Moreover, it is also in accordance with flow and transport
simulations (Shakas et al., 2016; Haaken et al., 2017). When wethanalt is used as a tracer, the
chaser effectively pushes the tracer away from the injection location (Figure 5.1a) and into
upper regions of the fractured system. By doing so, the migrated GPR difference sections
from the wethanalt tracer probe an additional fracture that appears above 70 m depth and
beyond 5 m radius (Figures 5.1a to 5.1d). This fracture is not present in the migrated GPR
difference sections acquired with the dense saline tracer (Figures 5.1e to 5.1h).
In the push-wait-pull experiments (Figure 5.2), the impact of density is even more evident.
While the tracer distribution after pushing is similar to their push-pull counterparts (compare
Figures 5.1a with 5.2a and 5.1e with 5.2e), the dense saline tracer quickly migrates towards
the injection location during the waiting period (Figures 5.2f to 5.2h). On the contrary, the
wethanalt tracer provides consistent, high-amplitude reflections throughout the waiting
period (Figures 5.2a to 5.2d), suggesting that the tracer distribution remains the same during
this time. This indicates that the sinking observed when using a dense saline tracer is
primarily due to density effects and not to ambient flow, as the ambient flow should also
affect the wethanalt tracer. This finding is further supported by the similar peak arrival
times of the wethanalt tracer in the push-pull and push-wait-pull configurations (τ = 0.9
and τ= 0.83 respectively). Nevertheless, the waiting period allows for more diffusion of the
wethanalt tracer and possibly some ambient flow effects, that manifest as a decrease of the
peak concentration in the BTC between the push-pull (c= 0.45) and push-wait-pull (c= 0.35)
configurations.
To further assess the suitability of wethanalt as a neutrally-buoyant tracer, we compare our
BTCs with the push-pull BTC by Kang et al. (2015), performed at the same fracture location
but with an almost instantaneous injection of a neutrally-buoyant fluorescein tracer (see
Table 5.1 for parameters). To remove the imprint of the injection period from the wethanalt
BTCs, we model the push-pull experiment as the convolution of a linear, time-invariant
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Figure 5.3 – Inferred impulse-response breakthrough curves for the wethanalt experiments
(experiments a and b in Table 5.1) obtained by deconvolution. The uncertainty associated
with the unknown background salinity is represented by the thickening of the lines at late
times. For comparison purposes, we also plot the breakthrough curve from the push-pull
experiment by Kang et al. (2015) described in Table 5.1.
source operator with the impulse response of the system. We infer the impulse-response
using an iterative least-squares inversion (Menke, 2012) with smoothness and positivity
constraints (Cirpka et al., 2007). Convergence is reached when the positivity constraints stop
changing. In order to compare the late-time slope of the BTCs, we normalize concentration
to the peak concentration and time to the peak arrival time, and plot the BTCs in Figure 5.3.
The push-pull experiment shows a late-time tailing comparable to the BTC from Kang et al.
(2015), while the push-wait-pull experiment indicates a smaller slope. This indicates that
the wethanalt BTCs are consistent with the fluorescein BTCs, in particular regarding the late
time concentration decay, which is important for investigating anomalous transport and dual
domain mass transfer processes.
5.6. Conclusions
Our results suggest that wethanalt, a mixture of saline water and ethanol, is a suitable tracer
for conducting geophysical monitoring using electrical or electromagnetic methods, when
density effects are undesirable. Tracer test experiments conducted in push-pull and push-
wait-pull configurations, in conjunction with single-hole GPR monitoring, confirm that
wethanalt provides a strong GPR signal and does not exhibit the density-driven downward
flow observed in our past experiments with dense saline tracers (Shakas et al., 2016). There-
fore, wethanalt may significantly improve our ability to monitor flow and transport processes
in-situ with hydrogeophysical methods, without the complications of density-driven flow and
instabilities. Indeed, our results suggest that if a dense saline tracer is used, it is possible that
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observations (and inferences) made about the hydrogeological system are unrepresentative
of the ambient conditions and may differ significantly if a neutrally buoyant tracer is used
instead. We also propose a practical way to prepare a wethanalt mixture with a high electrical
conductivity at ambient density for any freshwater hydrogeological application. Additionally,
wethanalt is bio-degradable, comparatively cheap to produce and does not pose any health
risks. We anticipate that wethanalt or other neutrally-buoyant saline tracers will play an
important role in advancing hydrogeophysics and in-situ monitoring of transport processes.
Moreover, since the buoyancy of wethanalt can be adjusted, wethanalt mixtures open a new
window on the use of buoyant and non-buoyant tracers for studying density effects.
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Chapter 6
Conclusions
Characterizing rock fractures is a challenging, yet important task to assess and even predict
subsurface processes in fractured media. The aperture heterogeneity of a fracture will largely
determine its ability to act as a conduit for fluid flow and transport; still, measuring aperture
heterogeneity in the field is an issue that is largely unresolved. Ground penetrating radar
(GPR) is a geophysical tool that can be used to remotely image fractures at high resolution.
However, the majority of GPR modeling studies do not address aperture heterogeneity mainly
due to the inability of existing forward models to adequately simulate realistic fractures
with varying aperture. Hydrological tracer tests are common in fractured media but provide
spatially sparse data with limited information away from borehole wells. Combined hydro-
geophysical experiments where a saline tracer test is imaged with GPR, or other electrical or
electromagnetic (EM) methods offer a promising alternative. Nevertheless, the density effect
associated with using a saline tracer for hydrogeophysics is rarely addressed. In this thesis we
presented theoretical advances pertinent to modeling GPR in fractured rock where fractures
have heterogeneous properties. We also presented experimental advances on the use of
GPR to monitor push-pull tests and introduced a methodology for creating an electrically
conductive but neutrally buoyant tracer. The latter is applicable for any hydrogeophysical
application that uses EM and electric techniques to image a saline tracer.
6.1. Limitations and outlook
In Chapter 2 we introduced a forward model that can simulate the propagation of high-
frequency EM waves in homogeneous media and their scattering from heterogeneous thin
layers (e.g., fractures). The model, that we call effective-dipoles, utilizes analytic solutions
for propagation and scattering but allows for arbitrary heterogeneous fracture properties
by discretizing along the fracture plane. We reproduce results from a 3D numerical model
and also laboratory GPR data from Grégoire and Hollender (2004) using the effective-dipoles
models and a parametrized GPR source. Three current limitations of the effective-dipoles
method are that (1) the rock matrix is homogeneous, (2) the fracture is fluid filled and (3) the
fractures are planar (i.e., have no topography). The first limitation can be partly overcome if
the rock matrix is mildly heterogeneous but isotropic, since the electric properties can be in
this case taken as averages. Moreover, it can be argued that rock matrix heterogeneity plays
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a limited role in time-lapse difference imaging since its effects are party suppressed during
the differencing process. Alternatively, in the case of strong heterogeneity, EM time-reversal
offers an alternative for target (i.e., fracture) detection (e.g., Liu et al., 2005). In the case where
matrix diffusion is not negligible a trivial extension of the effective-dipoles model is to assume
thin-bed properties where the volume of the rock matrix affected by diffusion together
with the fracture filling are considered as an effective homogeneous medium. Another
option is to use the (analytic) multi-layer equations to model the fracture as a three layer
entity in a homogeneous matrix, where the two external layers correspond to the volume
of the rock matrix affected by diffusion. The third limitation can be resolved by using an
unstructured mesh for the fracture plane; in this case, the effective-dipoles formulation must
be extended to account for the irregular geometry (e.g., the changing area of each cell). For an
unstructured mesh to be theoretically valid with the current formulation, the discretization
must be small enough so that constant fracture properties and an incoming plane wave
can be assumed for each cell. Additionally, if fracture topography is modeled or if multiple
fractures are considered, the importance of secondary reflections must be assessed by dipole
coupling. Dipole coupling increases computation time but since the model is formulated in
the frequency domain, it can be easily solved in parallel on multiple processors.
In Chapter 3 we used the analytic thin-bed model to infer the mean aperture of a fracture
from synthetic GPR reflection data. The latter were computed with the effective-dipoles
model and noise-contaminated while the fracture was characterized by a heterogeneous
aperture distribution of varying Hurst exponent and cutoff-length. Using inverse modeling
we showed that the thin-bed model, which assumes homogeneous fracture properties, will
give meaningless results for the mean fracture aperture when aperture heterogeneity is
fractal-like or occurs at small integral scales. Thin-bed inferred apertures are meaningful
when the Hurst exponent is close to 1 and aperture changes occur over distances comparable
to the Fresnel zone of the GPR signal. Laboratory and field evidence however suggests that
fracture aperture is best described by small Hurst exponents and small scale heterogeneity.
Aperture estimates inferred through inverse modeling with the thin-bed model must be
therefore treated with caution and more robust estimates can be obtained by modeling
fracture heterogeneity explicitly. Moreover, this study triggered interesting questions about
the lower limit of GPR resolution, defined here as the smallest scatterer that can be accurately
detected from reflection data. Resolution can be separated in the direction perpendicular
(lateral) and parallel (range) to the propagating wave. GPR textbooks use wave interference
principles to derive the lateral and range resolutions as fractions of the GPR signal dominant
wavelength. However, fractures with apertures that are several orders of magnitude smaller
than the dominant signal wavelength can still be visible in GPR data, as long as the contrast
in electrical properties is strong enough to create a considerable reflection. In the latter case
reflections from the two fracture surfaces may visually overlap but they are still informative
of the aperture. Inferred aperture estimates can be quite reliable as long as a physical model,
such as the thin bed model, can offer a valid approximation. As for the lateral resolution,
the Fresnel zone does not account for the fact that GPR reflection data may contain higher-
resolution information about lateral heterogeneities such as aperture channeling along the
fracture plane. This happens because the analysis of lateral resolution using the Fresnel
zone assumes a fracture as a homogeneous reflector. GPR reflection data resulting from a
heterogeneous fracture may thus allow for lateral resolution below the Fresnel zone.
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In Chapter 4 we presented the first-time imaging of a push-pull test with geophysical methods,
namely time-lapse GPR difference imaging. In hydrology, push-pull tests are sometimes
preferred because they offer insight on time-dependent processes such as matrix diffusion.
Push-pull data are limited because they do not provide direct information about the spatial
dynamics of the tracer, the scale of the experiment and ambient flow away from the borehole.
Using a static GPR antenna setup we established a clear link between the push-pull BTC and
the reflected electrical energy measured by the GPR system. With a moving antenna setup
we successfully imaged the plume’s position (hence the length scale of the experiment) and
computed a mean plume velocity. We also showed, through experiments at different fractures
and with different push-push setups, that the GPR reflections inform us about the number
and orientation of the fractures occupied by the tracer, as well as density effects resulting from
using a saline tracer. Conventional GPR systems are not sensitive to the angle of incidence of
the reflected wave and only map fractures in two dimensions: the depth along the borehole
and the travel distance of the emitted signal. When imaging a tracer test the tracer injection
location is usually known and azimuthal ambiguity is reduced. Directional borehole GPR
antenna systems offer a promising technological advancement but are not commercially
available. Alternatively, if multiple boreholes are available and positioned favorably, single-
hole measurements in several boreholes can increase the accuracy in resolving fracture
orientation.
In Chapter 5 we presented a methodology for preparing a neutrally buoyant and electrically
conductive tracer that we call wethanalt. Wethanalt is a mixture of saline water and ethanol
which are fully miscible together, easy to prepare and calibrate in the field, relatively cheap,
bio-degradable and non-toxic. Wethanalt can be used for any hydrogeophysical application
that uses electrical and EM imaging techniques. We compared similar experiments performed
with wethanalt and with (classical) saline tracers and showed that density effects are not
negligible. In the former case, the BTC for wethanalt showed a later peak, different tailing
behavior and resulted in larger mass recovery. GPR reflection data revealed very different
dynamics between the saline tracer and wethanalt. With the latter we gained further insights
into the strength of ambient flow and the presence of fractures that were not seen with the
saline tracer experiments even though the push-pull test parameters were almost identical.
However, the additional Ca molecules present in ethanol suggest that biological activity may
be stimulated when wethanalt is used. Additionally, ethanol increases the viscosity of the
tracer – in our experiments the viscosity approximately doubled when a tracer with 22.7% of
ethanol was prepared. An increase in viscosity (and decrease in pumping rate) can lead to
instabilities in the mixing front between wethanalt and water. The instabilities stabilize with
time through molecular diffusion. When designing a wethanalt experiment an equilibrium
between tracer viscosity and the experiment flow rates will ensure stable mixing. On the
contrary, the enhanced biological activity and viscosity contrast may be desired in some cases.
For example, bio-stimulation is a technique where nutrients are supplied to bacteria in the
vadose zone in order to enhance their activity, and further enhance the bio-degradation of a
contaminant (Höhener and Ponsin, 2014). Here, the increased viscosity is favorable because
it will cause instabilities that enhance mixing and therefore speed up the bio-degradation
process. Geophysical imaging can provide invaluable information about the spatial and
temporal dynamics of such a process (McGlashan et al., 2012).
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6.2. Perspectives
In this last short section, I deviate shortly from the use of ’we’ and briefly state a few personal
perspectives that I consider important for the continuing advancement of hydrogeophysics.
1. Survey design: The design of hydrogeophysical surveys is often based on expert knowl-
edge and experience. However, fast and reliable models can be used to define optimal
surveys in a deterministic (Maurer et al., 2010) or probabilistic (Chaloner and Verdinelli,
1995) manner. Currently, optimal survey design in geophysics is rarely applied and
even when it is applied, the purpose is to increase the benefit (e.g., model parameter
resolution) over the cost (e.g., number of measurements) of a survey. Another underuti-
lized technique in geophysics is model selection; that is, using a dataset to discriminate
between multiple conceptual models of the subsurface. Survey design can be used to
complement model selection by defining the optimal survey that favors one conceptual
model over another, and vice versa. Thus, experiments can be performed not in a
generally optimal manner, but geared towards model selection.
2. Decision making: The majority of hydrogeophysical case studies are aimed for the
scientific community, usually as proof-of-concept; for example to show that forward or
inverse modeling provide sound results (Binley et al., 2015). The specialized and techni-
cal nature of published work makes it uninteresting or even impossible for the general
public to comprehend. For example, the importance and impact of hydrogeophysics
can be made more accessible to the general public through visual simulations. This will
enable a wider application of hydrogeophysics for decision making, such as drilling
groundwater wells by small scale water providers or on-site remediation of hazardous
waste, the latter usually performed by government divisions. Moreover, approaches to
decision making must account for uncertainty, as for example through the information
gap decision theory (e.g., O’Malley and Vesselinov, 2014).
3. Multiple scales: Recent advances in multi-scale physics models (e.g., Jenny et al., 2003;
Künze and Lunati, 2012a) enable simulations that simultaneously take into account
varying properties and processes across several scales. Geophysical techniques are ideal
to inform multi-scale physics models as different techniques can resolve properties
at different scales (Rubin and Hubbard, 2005). For example, fracture properties can
be inferred from borehole rock samples using X-ray tomography and from single-hole
GPR imaging in the field. Natural properties often vary inherently across several scales
and therefore fractal geometry can be used to establish the link between geophysical
measurements and pave the way towards multi-scale geophysical modeling.
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Appendix A
Appendix A: The Effective-Dipoles MATLAB
code
In this appendix, we include a MATLAB code which implements the effective-dipoles mod-
eling framework for a planar and rectangular fracture with homogeneous properties. The
procedure to assign heterogeneous properties to the fracture is also explained but no code is
included to create heterogeneity. When using this code, please cite Shakas and Linde (2015).
The effective-dipoles code can be implemented in three simple steps:
1. Create a dipole grid using the function Dipole_Grid.m
2. Create a source signature using the function Source.m
3. Run the forward model using the function Effective_Dipoles.m
The Dipole_Grid(1,2,3,4,5,6,7,8,9,10) takes the following 10 arguments:
1. Horizontal displacement of the fracture midpoint from the origin (cm)
2. Vertical displacement of the fracture midpoint from the origin (cm)
3. Fracture length (cm)
4. Fracture width (cm)
5. Fracture dip (rad)
6. Fracture azimuth (rad)
7. Fracture thickness (cm)
8. Relative electrical permittivity of fracture filling (-)
9. Electrical conductivity of fracture filling (S ·m−1)
10. the side length of each dipole element (cm)
All arguments are real-valued positive (single) numbers. The 10th argument denotes the
discretization density, and it is suggested (see sec. 2.4.4) to use at least 4 dipoles per signal
dominant wavelength in the rock matrix (e.g., for a 100 MHz antenna, the wavelength in
granite is ∼ 100 cm (with εr = 9) so a discretization of 25 cm per dipole element should
be used. The output of this function is an m×9 matrix, where m is the number of dipole
elements that constitute the fracture. A fracture with dip = 0◦ and azimuth = 0◦ is oriented
along the yˆ − zˆ plane, and increments in the horizontal displacement move the fracture
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along the positive xˆ-axis, while vertical displacements move the fracture midpoint along the
positive zˆ-axis.
The Source(1,2,3,4,5) takes the following 5 arguments:
1. α parameter of the gamma distribution
2. β parameter of the gamma distribution
3. γ parameter of the gamma distribution
4. φ parameter of the gamma distribution
5. vector consisting of frequency values (GHz) at which the response is computed
The first four arguments are real-valued positive (single) numbers while the fifth argument is
an n-valued vector, consisting of the frequencies at which the response is computed. The
output of this function is also an n-complex valued vector, consisting of the source phase and
amplitude at each frequency. For a description of how the source is computed, see sec. 2.4.2.
The Effective_Dipoles(1,2,3,4,5,6,7,8,9) takes the following 9 arguments:
1. vector consisting of frequency values (GHz) at which the response is computed
2. Relative electrical permittivity of rock matrix (-)
3. Electrical conductivity of rock matrix (S ·m−1)
4. source vector computed by Source.m
5. source (x, y, z) location (cm)
6. source (xˆ, yˆ , zˆ) orientation (unitless, relative values from 0 to 1)
7. receiver (x, y, z) location (cm)
8. receiver (xˆ, yˆ , zˆ) orientation (unitless, relative values from 0 to 1)
9. matrix with element properties computed from Dipole_Grid.m
In the last page of this appendix we include an example that simulates the GPR reflection
along an 5m×5m fracture, with dip = 0◦, azimuth = 0◦, aperture = 1 mm, that is water filled
with electrical properties εr = 81 and σ = 0.1 S ·m−1. In this example, a GPR source with a
dominant wavelenth of 100 MHz is created and oriented along the zˆ axis. The source-receiver
separation is set to 1 m and the rock matrix properties are chosen to represent a low-loss
granitic formation (εr = 9 and σ = 0.001 S ·m−1). The response is computed at 500 linearly-
spaced frequencies, from 0 to 300 MHz, and at 50 linearly-spaced heights along the z-axis
(−5m≤ z ≤ 5m). Finally, the frequency response is zero-padded (upsampling) and the Fourier
Transform is computed to give the response in the time domain, that is then normalized and
plotted as a GPR setion. Fig. A.1 shows the (a) modeling domain, (b) the GPR reflection data
along all transmitter-receiver pairs and (c) the middle trace from (b). The code to create these
figures is also included.
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%% Dipole grid creation
function [d_grid] = Dipole_Grid(r,h,L,W,dip,azimuth,thck,perm,sigma,dL)
% Compute the bounds ot the dipole grid, grid spacing and element area
Lb = (L/2)*(1-dL/L);
Wb = (W/2)*(1-dL/W);
dW = dL;
A = dL*dW; % element area
% Create initial midpoints for each element
z_locations = -Lb:dL:Lb;
y_locations = -Wb:dW:Wb;
x = zeros(numel(z_locations),numel(y_locations));
y = repmat(y_locations,[numel(z_locations), 1]);
z = repmat(z_locations,[1, numel(y_locations)]);
% Create a rotation matrix
CM = Rotation(dip, azimuth);
% Find new locations of dipoles
d_loc = CM*[ x(:) y(:) z(:) ]’;
% Translate the rotated dipoles along x (radius) and z (height)
d_trans = d_loc’ + repmat([r 0 h],[numel(x) 1]);
% Create the final dipole matrix
% Each row corresponds to one dipole element,
% and each column to the following element properties (9 columns)
% d_grid [(1) X [cm], (2) Y [cm], (3) Z [cm], (4) Dip [rad],
% (5) Azimuth [rad], (6) Area[cmˆ2], (7) Aperture [cm],
% (8) El. Permittivity [-], (9) El. Conductivity] S/m]
d_grid = [d_trans, repmat([dip azimuth A thck perm sigma],[size(d_trans,1),1])];
end
%% Source creation
function [source] = Source(a, b, g, ph, f)
% This function generates a dipole moment that is used for the antenna
% source. The dipole moment is a generalized gamma distribution that is
% generated using three shape parameters (a, b, g) and a complex phase
% (ph). Generate the spectrum based on eq. 11 of the referenced paper
c = 29.9792458; % cm/ns
source_spectrum = (f.ˆ(a*g-1)).*exp(-(f/b).ˆg)*exp(1i*ph);
C = (10ˆ12)/(4*pi*cˆ2);
source = source_spectrum*C;
source(isnan(source)) = 0;
source(isinf(source)) = 0;
end
%% Run the effective-dipoles code
function [F] = Effective_Dipoles(f, beps, bsig,...
source, s_loc, s_or, r_loc, r_or, dipoles)
% Multiply the source vector (nx1) with the source orientation (1x3)
source = bsxfun(@times, source(:), s_or(:)’);
Ndipoles = size(dipoles,1); % Number of dipoles
d_rsp = nan(length(f), 3, Ndipoles); % Initialize matrix
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% Compute the dipole response of the source
parfor d = 1 : Ndipoles
d_rsp(:,:,d) = Dipole_Response(f, beps, bsig, source,...
s_loc, dipoles(d,:));
end
% Initialize coupled dipole and receiver matrices to save responses
cd_rsp = d_rsp;
receiver = nan(length(f), 3, Ndipoles);
parfor d = 1 : Ndipoles
% Propagation back to the receiver
receiver(:,:,d) = Propagation(cd_rsp(:,:,d),...
dipoles(d,1:3), r_loc, f, beps, bsig);
end
% Remove potential nans before summation
receiver(isnan(receiver)) = 0;
% Sum up the contributions from all the dipoles
Fv = squeeze(sum(receiver,3));
% Calculate component along receiver axis
F = r_or*Fv’;
end
%% Dipolar scattering
function [F] = Dipole_Response(f, epsilon, sigma, source, s_loc, dipole)
% Rotation(dip, azimuth) for each dipole
d_c = Rotation(dipole(4), dipole(5));
% propagation from source to dipole
p_d = Propagation(source, s_loc, dipole(1:3), f, epsilon, sigma);
% Polarization response of each dipole element
d_p = Polarization(f, epsilon, sigma, dipole(6), dipole(7), ...
dipole(8), dipole(9));
% Component of source on dipole and polarization effect
F = d_p.*(d_c*p_d’)’;
end
%% Dipole polarization
function [pol] = Polarization(f,eps,sig,e_area,e_thck,e_perm,e_cond)
% Wavenumer in rock matrix and in dipole element
k1 = Wavenumber(f, eps, sig);
k2 = Wavenumber(f, e_perm, e_cond);
% Fresnel reflection coefficients with zero incident angle
rcTE = (k1-k2)./(k1+k2);
rcTM = (k1./k2).*rcTE;
% exponential term within thin-bed
exponential = exp(-2i*e_thck*k2);
% Thin bed reflection coefficients
tbrTE = rcTE.*(1 - exponential)./(1-(rcTE.ˆ2).*exponential);
tbrTM = rcTM.*(1 - exponential)./(1-(rcTM.ˆ2).*exponential);
% Polarization vector
pol = bsxfun(@rdivide,1i*e_area*[tbrTM(:) tbrTE(:) tbrTE(:)],pi*f(:));
130
end
%% Propagation in the background dielectric (dipole radiation pattern)
function [F] = Propagation(source, source_location, ...
observation_location, f, epsilon, sig)
r = (observation_location-source_location);% source to receiver vector
nr = sqrt(sum(r.ˆ2)); % distance
rh = r/nr; % direction
k = Wavenumber(f, epsilon, sig);
k2 = k.ˆ2; % squared wavenumber
dot_prod = bsxfun(@times,rh,source*rh(:)); % dot product in equation
F = bsxfun(@times,(bsxfun(@times,1i*k + 1/nr, ...
3*dot_prod - source)/nrˆ2 + ...
bsxfun(@times, k2, (rh*rh’)*source - dot_prod)/nr), exp(-1i*k*nr));
end
%% Dipole component on fracture plane
function [CM] = Rotation(dip, azi)
cd = cos(dip);
sd = sin(dip);
ca = cos(azi);
sa = sin(azi);
% component matrix => A*D
CM = [ ca*cd sa -ca*sd;
-sa*cd ca sd*sa;
sd 0 cd ];
end
%% Complex wavenumber computation
function [F] = Wavenumber(f, eps, sig)
% variables are frequency (fr - GHz) relative permittivity (unitless)
% and conductivity (sig - S mˆ-1). Speed of light c = 29.9792458 cm/ns
F = sqrt(eps)*2*pi*f(:).*(sqrt(sqrt(0.25 +...
(9*sig./(f(:)*eps)).ˆ2) + 0.5) -...
1i*sqrt(sqrt(0.25 + (9*sig./(f(:)*eps)).ˆ2) - 0.5))/29.9792458;
end
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%% Example simulation
%% Create frequency vector (GHz) and source
f = linspace(0,0.3,500);
GPR_source = Source(3, 0.05, 2, 0, f);
%% Create source and receiver positions and orientations
midpoint = -500 : 50 : 500; traces = numel(midpoint);
Tx_pos = [zeros(traces,2), (midpoint(:)-50)]; % source position, 50 cm below midpoint
Rx_pos = [zeros(traces,2), (midpoint(:)+50)]; % receiver position, 50 cm above midpoint
Tx_or = repmat([0 0 1], [traces,1]);
Rx_or = repmat([0 0 1], [traces,1]);
%% Create the dipole grid
[d_grid] = Dipole_Grid(600, 0, 500, 500, 0, 0, 0.1, 81, 0.1, 25);
%% Run the forward simulation for every midpoint location (can run in parallel)
data = zeros(numel(f),traces); % allocate memory
for k = 1:traces
data(:,k) = Effective_Dipoles(f, 9, 0.001, GPR_source,...
Tx_pos(k,:), Tx_or(k,:), Rx_pos(k,:), Rx_or(k,:), d_grid);
end
%% Upsample and normalize data in the time domain
dtime = real(fft(padarray(data,5*numel(f),’post’)));
dtime = dtime/max(dtime(:));
time_axis = linspace(0,1/min(abs(diff(f))),size(dtime,1));
%% Plotting
% The first figure shows the modeling setup. The center of each element
% is plotted with an asterisk, the transmitter locations with a square
% and the receiver locations with a solid circle.
figure()
scatter3(d_grid(:,1),d_grid(:,2),d_grid(:,3),30,[1,0,0],’*’)
hold on
axis equal
set(gca,’XLim’,[0,1000],’YLim’,[-500,500],’ZLim’,[-500,500])
scatter3(Tx_pos(:,1),Tx_pos(:,2),Tx_pos(:,3),60,[0,0,1],’s’)
scatter3(Rx_pos(:,1),Rx_pos(:,2),Rx_pos(:,3),20,[0,0,0],’filled’)
xlabel(’x (cm)’); ylabel(’y (cm)’); zlabel(’z (cm)’)
view([1,1,0.6])
hold off
% Here we plot the GPR section computed from the model above
figure()
hold on
set(gcf,’Position’,[0,0,600,600])
imagesc(time_axis,midpoint/100,dtime’)
axis tight
set(gca,’XLim’,[80,180])
caxis(max(abs(dtime(:)))*[-1,1])
colormap(’jet’)
ylabel(’Midpoint height (m)’)
xlabel(’Time (ns)’)
% This figure is the middle trace from the section above
figure()
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set(gcf,’Position’,[0,0,600,300])
hold on
plot(time_axis,dtime(:,round(traces/2)))
set(gca,’XLim’,[80,180])
ylabel(’Norm. Electric Field (-)’)
xlabel(’Time (ns)’)
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Figure A.1 – The three figures produced from the example given above. (a) The model on
which the simulation is performed showing the fracture dipole locations (red asterisks), the
transmitter (blue squares) and receiver (filled black circles) locations. (b) The GPR reflection
data computed along the transmitter-receiver pairs. (c) The middle trace from (b).
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while I practiced French over bottles of wine.
Every visit back home was a boost of energy for me, and for this I thank my close family; Kanaris
for teaching me the anarchist way since early childhood, Angelos for his irony (that I still believe
deep inside is a cry for love) and his whole family for the wonderful feasts they organize every time
I return, Alexandros for his constant spark of energy, Giorgos, among other things, for Janis (who
was a real pain), Nikolas for his support in rough times, Angeliki for making our lives brighter day by
day and all my Hadjiloizou family for their support and delicious olive pies. Also, special thanks to
my Finnish family, Katri, Miranda, Kuisma, Gérard and the Pidgeon man, with which every minute
spent is precious.
However, there are a few people that deserve special consideration... I thank my mother Angela aka
amma for remaining positive despite the circumstances and for responding to my criticism with love,
my sister Natalie for being strong as a granite (no fractures here) and giving all-or-nothing and Giulia
for always putting others first, of which I was lucky enough to be one. Finally, to my partner Anna: you
have helped me mature in ways that no reading could ever do. Thank you for your guidance, patience
and love.
To end, a quote that I don’t always adhere to but that I find nevertheless ingenious:
A mind is like a parachute.
It doesn’t work if its not open.
— Frank Zappa
Lausanne, 13 November 2017 A. S.
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