Abstract Given a directed graph G = (V , A) with a non-negative weight (length) function on its arcs w : A → R + and two terminals s, t ∈ V , our goal is to destroy all short directed paths from s to t in G by eliminating some arcs of A. This is known as the short paths interdiction problem. We consider several versions of it, and in each case analyze two subcases: total limited interdiction, when a fixed number k of arcs can be removed, and node-wise limited interdiction, when for each node v ∈ V a fixed number k(v) of out-going arcs can be removed. Our results indicate that the latter subcase is always easier than the former one. In particular, we show that the short paths node-wise interdiction problem can be efficiently solved by an extension of Dijkstra's algorithm. In contrast, the short paths total interdiction problem is known to be NPhard. We strengthen this hardness result by deriving the following inapproximability bounds: Given k, it is NP-hard to approximate within a factor c < 2 the maximum s-t distance d(s, t) obtainable by removing (at most) k arcs from G. Furthermore, given d, it is NP-hard to approximate within a factor c < 10 √ 5 − 21 ≈ 1.36 the minimum number of arcs which has to be removed to guarantee d(s, t) ≥ d. Finally, we also show that the same inapproximability bounds hold for undirected graphs and/or node elimination.
Introduction

Node-Wise Limited Interdiction
Let G = (V , A) be a directed graph (digraph) with given arc-weights w(e), e ∈ A. For each vertex v ∈ V , we are allowed to delete (remove, block, interdict) a subset X(v) of the arcs A(v) = {e ∈ A | e = (v, u)} leaving v. We assume that these arc-sets X(v) ⊆ A(v) are selected for all vertices v ∈ V independently, and we call the collection B(v) of all admissible arc-sets X(v) a blocking system at v. We also assume that for each v, the family B(v) forms an independence system, i.e., if X(v) ∈ B(v) is an admissible arc-set at v, then so is any subset of X(v). Hence, we could replace B (v) by the collection of all inclusion-wise maximal admissible arc-sets. In general, we will only assume that the blocking system B(v) is given by a membership oracle O:
(B 0 ) Given a list X(v) of out-going arcs for some vertex v, the oracle can determine whether or not the set of arcs in the list belong to B(v) and hence can be simultaneously deleted.
A similar formalization of blocking sets via membership oracles is used by Pisaruk [33] . We will also consider two special types of blocking systems:
(B 1 ) The blocking system is given by a function k(v) : V → Z + , where k(v) ≤ |A(v)| = out-deg(v). For each vertex v, we can delete any collection of (at most) k(v) arcs leaving v. The numbers k(v) define digraphs with prohibitions considered by Karzanov and Lebedev [27] . (B 2 ) There are two types of vertices: control vertices, where we can select any outgoing arc e ∈ A(v) and block all the remaining arcs in A(v), and regular vertices, where we can block no arc. This case, considered in [6, 20] , is a special case of B 1 : k(v) = |A(v)| − 1 for control vertices, and k(v) = 0 otherwise.
We call a digraph G = (V , A ) admissible for G = (V , A) if A ⊆ A is obtained by deleting an admissible subset X(v) ∈ B(v)
of outgoing arcs for each vertex v ∈ V .
Interdiction of Directed Cycles
We proceed with an obvious observation. Let G = (V , A) be a directed graph (digraph) and our goal is to destroy all directed cycles in G. In this case the total limited interdiction problem is stated as follows. Is it possible to destroy all directed cycles of G by eliminating (at most) k arcs of A, or in other words, whether G has a feedback arc set of size (at most) k? In 1972 Karp [25] proved that this decision problem is NP-hard. Node-wise limited cycle interdiction problem of type B 1 can be stated as follows. Is it possible to destroy all directed cycles in G by deleting for each node v ∈ V (at most) k(v) arcs going from v? This problem is trivial. Indeed, if k(v) < out-deg(v) for each v ∈ V then the answer is negative, since for each v ∈ V at least one outgoing arc will remain and they will form a directed cycle, since G is finite. If k(v) ≥ out-deg(v) for a vertex v ∈ V then obviously all out-going arcs from v should be removed, since after this we can delete the node v itself together with all in-going arcs. Repeating this simple procedure recursively we get a linear time algorithm for the node-wise limited directed cycle interdiction problem. The above algorithm can obviously be generalized for the interdiction of type B 0 .
Interdiction of Negative Directed Cycles and Mean Payoff Games
Now let us assume that weights may be negative and consider the negative cycle interdiction problem. Clearly, the total limited version of it is NP-hard, since if all weights are negative then all directed cycles are negative too, and we obtain the previous NP-hard problem as a special case.
In contrast, the node-wise limited negative directed cycles interdiction is equivalent to a famous open problem, solving mean payoff games, [10, 11, 20, 30, 31] , that is very unlikely NP-hard, since it is known to be in NP ∩ co-NP, [27] , and there is a sub-exponential algorithm for it, [6] and [23] .
A mean payoff game is a zero-sum game played by two players on a finite arcweighted digraph G all vertices of which have positive out-degrees, in other words, there are no dead-ends in G. The vertices of G (positions) are partitioned into two sets controlled by two players, who move a chip along the arcs of the digraph, starting from a given vertex s ∈ V (the initial position). A positional strategy of a player is a mapping which assigns an out-going arc to each of his positions. If both players select positional strategies then the sequence of moves (the play) starts in s and settles on a simple directed cycle of G whose average arc-weight is called the effective payoff corresponding to the selected strategies.
Ehrenfeucht and Mycielski [10, 11] and Moulin [30, 31] introduced mean payoff games on bipartite digraphs and proved the existence of the value for such games in positional strategies. Gurvich, Karzanov, and Khachiyan [20] extended this result to arbitrary digraphs and suggested a potential-reduction algorithm to compute the value and optimal positional strategies of the players. In many respects this algorithm for mean payoff games is similar to the simplex method for linear programming.
Let us assume that the vertices assigned to the maximizing (respectively, to the minimizing) player are controlled (respectively, regular) vertices for B 2 . Then the determination of an optimal positional strategy for the maximizing player reduces to computing a B 2 -admissible digraph G = (V , A ) that maximizes the minimum average arc-cost for the cycles reachable from the initial position s. Beffara and Vorobyov [4] report on computational experiments with the potential-reduction algorithm [20] in which it was used to solve very large instances of mean payoff games. However, for some special instances with exponentially large arc-weights, this algorithm may require exponentially many steps [5, 20] . Interestingly, computational experiments [5] seem to indicate that such hard instances become easily solvable if the game is modified into an equivalent one by a random potential transformation.
Karzanov and Lebedev [27] extended the potential-reduction algorithm [20] to socalled mean payoff games with prohibitions, that is to interdiction of type B 1 . Pisaruk [33] further extended these results to interdiction of type B 0 defined by an arbitrary membership oracle, and showed that in this general setting, the potential-reduction algorithm [20] is pseudo-polynomial. Zwick and Paterson [40] gave another pseudopolynomial algorithm for interdiction of type B 2 .
As mentioned above, mean payoff games can be reduced to the node-wise limited negative directed cycles interdiction. Indeed, if we fix a start vertex s, then determining whether the value of a mean payoff game on G = (V , A) exceeds some threshold ξ is equivalent to the following decision problem:
(ξ ) Is there an admissible digraph G such that the average arc-weight of each cycle reachable from s in G is at least ξ ?
After the substitution w(e) → w(e) − ξ , for all e ∈ A, we may assume without loss of generality that ξ = 0. This completes the reduction. Björklund, Sandberg and Vorobyov [6] recently showed that mean payoff games can be solved in expected sub-exponential time. A deterministic sub-exponential algorithm, for solving an important special case, the so-called parity games, was proposed by Jurdzinski, Paterson, and Zwick [23] . However, the question as to whether this class of games can be solved in polynomial time remains open, even though the decision problem (ξ ) is in NP ∩ co-NP [27, 40] .
Finally, let us consider a special case when digraph G contains only one negative arc, w(t, s) = −d, where d is a positive threshold. Let us also assume that, except (t, s), there is no other arc going from t and that B(t) = ∅, or in other words, that (t, s) cannot be deleted. It is easy to see that in this case negative directed cycles of G are in one-to-one correspondence with directed paths from s to t that are shorter than d. So we will destroy these paths rather than negative cycles. Since the arc (t, s) becomes irrelevant, we can delete it and get a network with non-negative weights. Thus, we come to the short paths interdiction problem that is studied in the rest of the paper. As usual, we consider two cases: total limited and node-wise limited interdiction.
Node-Wise Limited Short Paths Interdiction
Given a digraph G = (V , A) with a non-negative weight function w : A → R + , and a blocking system B, find an admissible digraph G that maximizes the distance from a given start vertex s to a given terminal vertex t:
We will see from what follows that, for any fixed terminal vertex t ∈ V , we can select an optimal admissible digraph that simultaneously maximizes the distances from all start vertices s. In other words, there exists an admissible digraph G o such that for all vertices v ∈ V \ {t}, we have
For this reason, it is convenient to consider the single-destination version of the above problem:
MASPNLAI (Maximizing all shortest paths to a given terminal by node-wise limited arc interdiction) Given an arc-weighted digraph G = (V , A), a non-negative weight function w, a terminal vertex t ∈ V , and a blocking system B, find an optimal admissible digraph G o that maximizes the distances from all vertices v ∈ V \ {t} to t.
Let us remark however, that if we fix a start vertex s, instead of t, then distinct terminal vertices may require distinct optimal admissible digraphs. For example, consider a graph with three vertices s, t 1 , t 2 and two arcs, from s to both t 1 and t 2 . Assume further, that B allows to delete exactly one arc (going out form s). Clearly, to maximize the distance s-t 1 (respectively, s-t 2 ) one has to delete the arc (s, t 1 ) (respectively, (s, t 2 )). The same happens if we consider in-going rather than out-going arcs.
In Sect. 2 we show that MASPNLAI can be solved in strongly polynomial time by a natural extension of Dijkstra's algorithm. We show parts (ii) and (iii) of the theorem by using an extension of Dijkstra's algorithm and breadth-first search, respectively. As mentioned in the theorem, both of these algorithms employ monotonically increasing membership queries and never de-block a previously blocked arc. This is not the case with the variant of Dijkstra's algorithm used in the proof of part (i). Note also that for blocks of type B 1 and B 2 , the above bounds include the blocking tests overhead, and that the bound stated in (i) for B 2 is as good as the running time of the fastest currently known strongly-polynomial algorithm by Fredman and Tarjan [12] for the standard shortest path problem, without interdiction.
Let us also mention that by Theorem 1, problem MASPNLAI can be solved in strongly polynomial time for any digraph G = (V , A) that has no directed cycles of negative total arc-weight. Indeed, Gallai [14] proved that if G has no negative cycles then all input arc-weights w(v, u) can be made non-negative by a potential transformation w(v, u) → w(v, u) + ε(v) − ε(u), where ε : V → R are some vertex weights (potentials); see [1, 35] . Clearly, the total weights of all directed cycles remain unchanged and the total weight of a directed path p from s to t is transformed as follows:
Hence, the sets of optimal arc blocks for MASPNLAI remain unchanged, too. Karp [26] showed that such a potential transformation can be found in O(|A||V |) time.
We proceed with a negative observation. It is well known that the standard shortest path problem is in NC, that is it can be efficiently solved in parallel. In contrast, problem MASPNLAI is P-complete already for blocking systems of type B 2 and acyclic digraphs G = (V , A) of out-degree 2. This is because determining whether the blocking distance between a pair of vertices s, t is finite: d(s, t) < +∞ includes, as a special case, the well-known monotone circuit value problem [18, 19] .
Total Limited Short Paths Interdiction and Similar Problems
Given a digraph G = (V , A), terminals s, t ∈ V , a non-negative weight function w : A → R + , and two thresholds k ∈ Z + and d ∈ R + , is it possible to remove k arcs from A so that d(s, t) ≥ d in the remaining digraph? For any constant k this clearly can be accomplished in polynomial time (see e.g., Corley and Shaw [8] ), however, in general the problem is NP-hard, as it was shown by Bar-Noy, Khuller, and Schieber in [3] . In this paper we strengthen this result by deriving inapproximability bounds. For a given k let us denote by A (G, s, t, k) the maximum of d(s, t) over all digraphs obtainable from G by deleting (at most) k arcs. [9] for the Minimum Vertex Cover Problem in graphs improving the previous bound 7/6 ≈ 1.17 given by Håstad [21] . In our proof we reduce the problem from the Minimum Vertex Cover Problem.
We prove also that the same bounds 2 and 10 √ 5 − 21 ≈ 1.36 hold for undirected graphs and/or vertex interdiction.
Clearly, the functions A and b A establish an inverse connection between the distance d(s, t) and the number of deleted arcs k: the more arcs we delete, the higher the distance between s and t. In some situations we might be interested to know the tradeoff between the number of deleted arcs and the distance achieved. We can however show that even this tradeoff cannot be approximated arbitrarily well, unless P = NP.
Let us say that it is NP-hard to distinguish two disjoint subsets of (di)graphs, A and B, if no polynomial time algorithm can accept all graphs G ∈ A and reject all graphs G ∈ B, unless P = NP. 
Theorem 4 For every fixed > 0 it is NP-hard to distinguish graphs having d(s, t) ≥ d after the removal of some k arcs from those having d(s, t) ≤
Multiple Cuts
Let us next recall that similar sounding problems about multiple cuts can be solved in polynomial time.
Given a directed graph G(V , A), two terminals s, t ∈ V , a subset A ⊆ A of the arcs is called an -cut, if any s-t directed path contains at least arcs from A . Then, the following problem can be solved in polynomial time:
M Given a digraph G = (V , A) with two distinguished vertices s, t ∈ V and positive integers k and , determine whether there exists an -cut A ⊆ A consisting of (at most) k arcs.
Suppose without loss of generality that t is reachable from s in G, and let A be an arbitrary -cut, that is, |A ∩ P | ≥ for any s-t path P ⊆ A. Then, denoting by V i the set of vertices that can be reached from s by using at most i arcs from A , we conclude that A contains disjoint s-t cuts
Conversely, the union of any arc-disjoint s-t cuts is an -cut separating t from s. Hence problem M can be equivalently stated as follows:
M Given a digraph G = (V , A), two distinguished vertices s, t ∈ V , and positive integers k and , determine whether there exist arc-disjoint s-t-cuts C 1 , . . . , C such that
The latter problem is polynomial. Moreover, Wagner [37] showed that its weighted optimization version can be solved in strongly polynomial time.
M w Given a digraph G = (V , A) with two distinguished vertices s, t ∈ V , a weight function w : A → R + , and a positive integer , find arc-disjoint s, t-cuts C 1 , . . . , C of minimum total weight w(C 1 ) + · · · + w(C ).
Network Interdiction and Its Applications
Problem MASPNLAI is a special (polynomially solvable) case of the so-called network interdiction problem. Interdiction (or inhibition) is an attack on arcs to destroy them, or increase their effective lengths, or decrease their capacities. The goal of the interdiction is to utilize a given budget most efficiently, that is to maximize the shortest path or minimize the maximum flow between two given terminals. These problems were originally motivated by military applications, McMasters and Mustin [29] , Ghare, Montgomery, and Turner [16] . Later analogous models of pollution and drug interdiction were developed by Wood and Washburn [38, 39] . The problem of minimizing the maximum flow was considered by Phillips [32] , while the maximization of the shortest path was first studied by Fulkerson and Harding [13] and also by Golden [17] (see Israeli and Wood [22] for a short survey). An important special case of the latter problem is the so-called k-most-vital-arcs problem [2, 3, 8, 28] in which it is allowed to destroy exactly k arcs. All the above mentioned problems are known to be NP-hard, in general. Problem MASPNLAI is the short paths interdiction problem under the assumption that the budget is node-wise limited. This problem is polynomially solvable.
To illustrate possible applications of this polynomially solvable case, suppose that for each arc e = (u, v) we are given a probability p(e) that some undesirable transition (for example, contraband smuggling) from u to v can be carried out undetected. Then, assuming independence and letting w(e) = − log p(e) ≥ 0, we can interpret problem MASPNLAI as the uniform maximization of interception capabilities for a given target t under limited inspection resources distributed over the nodes of G.
Proof of Theorem 1
We first describe an extension of Dijkstra's algorithm for problem MASPNLAI that uses blocking queues and may temporarily block and then de-block some arcs. This extension, presented in Sect. 2.2, is used to show part (i) of Theorem 1. Then in Sect. 2.4 we present another implementation of the extended algorithm to prove part (ii) of the theorem. Part (iii) is shown in Sect. 2.5.
Blocking Queues
Let B be a blocking (i.e. independence) system on a finite set A, for example on the set A(v) of arcs leaving a given vertex v of G. Given a mapping p : A → R, and a set Y ⊆ A, let
where, as usual, it is assumed that the minimum over the empty set is +∞. 
Considering the image {p(e), e ∈ Y } as a set of keys, we define a B-queue as a data structure for maintaining a dynamic set of keys under the following operations: (1) for the current key set. Note that when the independence system is trivial, B = {∅}, we obtain the customary definition of a minimum priority queue (modulo the operation delete-min which is not needed in our application).
When B is a blocking system of type B 1 , that is, X ∈ B whenever |X| ≤ k for some given integer k ≤ |A|, then
Hence, by maintaining a regular maximum priority queue of at most k + 1 elements of A,
For general blocking systems B, each B-queue operation can be performed in O(log |Y |) time and O(log |Y |) oracle queries. This can be done by using a balanced binary search tree on the set of keys in Y . Specifically, inserting a new key into Y takes O(log |Y |) time and no oracle queries, while computing the value of p B (Y ) can be done by searching for the largest key p in the tree for which the oracle can block the set of all keys smaller than p. Note that each query to the blocking oracle can be specified by a list of keys if we additionally maintain a sorted list of all keys in Y along with pointers from the search tree to the list.
We close this subsection by defining, for each set Y ⊆ A of keys, a (unique) inclusion-wise minimal blocking setX(Y ) ∈ B such that 
For an unsorted list of keys {p(e), e ∈ Y }, the lazy blockX(Y ) can be computed in O(|Y |) time and O(log |Y |) oracle queries by recursively splitting the keys around the median. For blocking systems B 1 this computation takes O(|Y |) time.
Extended Dijkstra's Algorithm for MASPNLAI Given a digraph G = (V , A), a non-negative weight function w(v) :
A → R + , a vertex t ∈ V , and a blocking system B, we wish to find an admissible graph G o that maximizes the distance from each start vertex v ∈ V to t. In the statement of extended Dijkstra's algorithm below we assume without loss of generality that the outdegree of the terminal vertex t is 0, and the input arc-weights w(e) are all finite. By definition, we let (t, t) = 0. Similarly to the regular Dijkstra's algorithm, the extended version maintains, for each vertex v ∈ V , an upper bound ρ(v) on the blocking v-t distance:
Initially, we let ρ(t) = 0 and ρ(v) = +∞ for all vertices v ∈ V \ {t}. As the regular Dijkstra's algorithm, the extended version runs in at most |V | − 1 iterations and (implicitly) partitions V into two subsets S and
We iteratively grow the initial set T = ∅ by removing, at each iteration, the vertex u with the smallest value of ρ(v) from S and adding it to T . For this reason, the values of ρ(v), v ∈ S are stored in a minimum priority queue, e.g., in a Fibonacci heap. Once we remove the minimum-key vertex u from S (and thus implicitly declare that ρ(u) = (u, t)), we update ρ(v) for all those vertices v ∈ S that are connected to u by an arc in G. Recall that the regular version of Dijkstra's algorithm uses updates of the form
The updates performed by the extended version use blocking queues Y (v) maintained at all vertices v ∈ V \ {t}. Initially, all these B(v)-queues are empty, and when the value of ρ(v) needs to be updated for some vertex v ∈ S such that e = (v, u) ∈ A, we first insert arc e with the key value p(e) = w(v, u) + ρ(u) into Y (v), and then
In particular, for the standard shortest path problem, we obtain the regular updates.
Finally, as the regular Dijkstra's algorithm, the extended version terminates as soon as ρ(u) = min{ρ(v), v ∈ S} = +∞ or |S| = 1. To complete the proof of part (i) it remains to show that the extended algorithm is correct.
Bounds on Running Time for Blocks of Type
Correctness of Extended Dijkstra's Algorithm
Let us show that upon the termination of the extended Dijkstra's algorithm, 
Clearly, we have w 0 (e) = +∞ ≥ w 1 (e) ≥ · · · ≥ w n (e) ≥ w(e). Let
The correctness of the algorithm will follow from the following two invariants: for all i = 0, 1, . . . , n,
t), v ∈ T i } and for each vertex v ∈ T i there exists a shortest v-t path in G o
i which lies entirely in T i . Note that by I T i , the algorithm removes vertices from S and determines their blocking distances in non-decreasing order.
Proof of invariants I S
i and I T i is similar to that for the regular Dijkstra's algorithm. Since T 0 = ∅, invariant I T 0 holds trivially. I S 0 follows from the initialization steps of the algorithm: for S 0 = V we have w 0 (e) ≡ +∞, and hence ρ 0 (t) = 0 (t, t) = 0 and ρ 0 (v) = 0 (v, t) = +∞ for all vertices v ∈ V \ {t}.
In order to prove by induction that I S i+1 and I T i+1 follow from I S i and I T i , let us first suppose that the ith iteration loop breaks due to the stopping criterion in line 6: min{ρ i (v), v ∈ S i } = +∞. Then i = n − 1 and S n−1 = S n , which means that n (v, t) ≡ n−1 (v, t) and ρ n (v) ≡ ρ n−1 (v) . Consequently, the statements of I S n and I T n become identical to I S n−1 and I T n−1 , and we have nothing to prove. Moreover, as all vertices of S n are disconnected from t in G o = G o n , invariant I T n also shows that the algorithm correctly computes the blocking distances and the optimal blocking digraph G o for all vertices.
We may assume henceforth that n = |V | − 1 and |S n | = 1. Consider the vertex u that moves from S i to T i+1 at iteration i:
To show that ρ i (u) = (u, t), observe that by
. In other words, ρ i (u) is an upper bound on the w-cost of reaching t from u, regardless of any admissible blocks selected by the adversary. So we will have ρ i (u) = (u, t) if we can find an admissible digraph G such that
Let G = G o i be the admissible digraph defined in I T i . Then (4) follows from I T i , the non-negativity of the input arc-weights, and the fact that ρ i (u) = p(e * ) = w(e * ) + ρ i (v) , where e * = (u, v) ∈ A is the arc with the smallest key value in the (S i , T i )-cut of G .
After u gets into T i+1 , the value of ρ(u) never changes. Hence ρ i+1 (u) = (u, t), as stated in I T i+1 . Note that (3) and invariant I T i also tell us that min{ρ i (v), v ∈ S i } = (u, t) ≥ max{ (v, t), v ∈ T i }. Let us now show that after the algorithm updates ρ(v) on S i+1 , we still have
again as stated in I T i+1 .
Suppose to the contrary, that ρ i+1 (v) < (u, t) = ρ i (u) for some vertex v ∈ S i+1 . Then from (3) it would follow that e = (v, u) is an arc of G = (V , A) and consequently Y i+1 (v) = Y i (v) ∪ {e}. Moreover, we must have e ∈X(Y i+1 (v)), for otherwise the value of ρ i+1 (v) = p B (Y i+1 (v)) could not have dropped below the minimum of ρ i (v) and p(e) = w(v, u) + (u, t), which is at least (u, t). But if e ∈X(Y i+1 (v)) then again p B (Y i+1 (v)) ≥ p(e), contradiction.
To complete the proof of I T i+1 , it remains to show that G o i+1 is an optimal admissible digraph for each vertex v ∈ T i+1 , and that some shortest v-t path in G o i+1 lies in T i+1 . This readily follows from (5) Since we could assume in the above proof that n = |V | − 1 and |S n | = 1, the correctness of the algorithm readily follows from I S n and I T n . When S n is a singleton s ∈ V , then w n (e) ≡ w(e), see (2) . Hence n (v, t) ≡ (v, t), and I S n yields ρ n (s) = n (s, t) = (s, t). By I T n , we also have ρ n (v) = (v, t) for the remaining vertices v ∈ T n = V \ {s}. Invariant I T n also guarantees that G o = G o n is an optimal admissible digraph for all vertices v ∈ V .
Modified Dijkstra's Algorithm
In this section we prove part (ii) of Theorem 1 by modifying the algorithm stated in Sect. 2.2.
The modified algorithm keeps all arcs across the current (S, T )-cut in a minimum priority queue A, implemented as a binary heap. As in the previous algorithm, each arc e = (v, v ) across the cut is assigned the key value p(e) = w(e) + ρ(v ), where ρ(v ) = (v , t) for all vertices v ∈ T . In addition to the arcs in the current cut, A may also contain some arcs e = (v, v ) for which both endpoints v, v are in T . In order to compute the vertex u to be moved from S to T , we repeatedly extract the minimum-key arc e from A, and check whether e = (v, v ) belongs to the current cut and can be blocked along with the arcs that have already been blocked at v. The first arc e = (v, v ) in the cut that cannot be blocked defines the vertex u = v. We then move u to T , insert all arcs e = (v, u) ∈ A for which v ∈ S into A, and iterate.
The outputs of the modified algorithm and the extended Dijkstra's algorithm presented in Sect. 2.2 are identical. It is also easy to see that the running time and the number of membership tests required by the modified algorithm satisfy the bounds stated in part (ii) of Theorem 1.
Unit Arc-Weights
When w(e) = 1 for all e ∈ A, and the blocking systems B(v) are all empty, the singledestination shortest path problem can be solved in linear time by breadth-first search. The extended Dijkstra's algorithm for problem MASPNLAI can be similarly simplified to prove part (iii) of Theorem 1.
The above algorithm runs in at most |A| iterations. It follows by induction on (v, t) that it correctly computes the blocking distances and that the admissible digraph
Inapproximability Bounds
In the rest of the paper we prove the inapproximability results for total limited short paths interdiction stated in the introduction, and a few analogous claims for vertex interdiction and/or undirected graphs. Let us first give precise formulations for these results.
Problems and Results
We consider a graph (or digraph) G = (V , E) with a nonnegative length associated with every edge (or arc), two distinct vertices s and t, and a threshold d ∈ Z + , and denote this input by (G, s, t, d).
A
vertex blocker of (G, s, t, d) is a set of vertices different from s and t whose removal increases the s-t distance to at least d. We define the Minimum Vertex Blocker to Short Paths Problem (MVBP) as follows:
Theorem 5 It is NP-hard to approximate the size of the smallest vertex blocker within a factor smaller than 10
√ 5 − 21 ≈ 1.36, even for bipartite graphs.
An edge blocker of (G, s, t, d) is a set of edges (arcs) whose removal increases the s-t distance to at least d. We define the Minimum Edge Blocker to Short Paths Problem (MEBP) as follows:
The next statement is similar to Theorem 5 above and it is a reformulation of Theorem 3 stated in the introduction: 
Restricted Problems
In this section we define restricted versions of the above problems by introducing the assumption that some vertices (edges) cannot be removed. We call these vertices (edges) fixed. The remaining vertices (edges) are called removable. We obtain restricted-MVBP and restricted-MVVP from MVBP and MVVP, respectively, by fixing some vertices (in addition to s and t). Similarly we obtain restricted-MEBP and restricted-MVEP from MEBP and MVEP, respectively, by fixing some edges.
For a graph G, two vertices s, t, a set of fixed vertices V (or a set of fixed edges E ) and thresholds d and k, let b V (G, s, t, V , d), b E (G, s, t, E , d), V (G, s, t, V , k)
and E (G, s, t, E , k) denote the solutions to restricted-MVBP, restricted-MEBP, restricted-MVVP and restricted-MVEP, respectively. (G, s, t, V , d ) of restricted-MVBP we assume that all removable vertices form a vertex blocker. Similarly given an instance (G, s, t, E , k) of restricted-MEBP we assume that all removable edges form an edge blocker.
Given an instance
Inapproximability of Minimum Vertex Cover
In this section we recall previously known results on which the proofs of our results are based. A vertex cover of an undirected graph G is a subset of vertices incident to every edge. Let τ (G) denote the size of the smallest vertex cover of G.
Deciding if G has a vertex cover of size at most k is NP-hard [15] , even for tripartite graphs [34] . However, τ (G) can be easily approximated within a factor 2, since the vertex cover consisting of both vertices of edges belonging to a maximal matching has size at most 2τ (G). Improving this simple 2-approximation algorithm has been a major open problem. The best known approximation algorithm has a factor of 2 − (
where n is the number of vertices [24] . On the other hand, in 1997 Håstad [21] proved that it is NP-hard to approximate τ (G) within a factor smaller than 7 6 ≈ 1.17. Recently Dinur and Safra [9] obtained the better inapproximability factor of 10 √ 5 − 21 ≈ 1.36. For tripartite graphs it is NP-hard to approximate τ (G) within a factor smaller than 34 33 ≈ 1.03 [7] .
Proof of Theorem 5
In this section we prove Theorem 5 by reducing the minimum vertex cover problem to restricted-MVBP. As will be shown in Sects. 7 and 7.1, for each instance of restricted-MVBP, we can construct an instance of MVBP with the same optimal value and a bipartite input graph. Therefore Theorem 9 below implies Theorem 5.
Theorem 9 It is NP-hard to approximate b V within a factor smaller than
Proof Let G be an undirected graph with vertices v 1 , . . . , v n (see Fig. 1 ). We construct an instance of restricted-MVBP. We obtain an undirected graph H from G by adding to it a path su 1 u 2 . . . u n t and connecting v i to u i for i = 1, . . . , n (see Fig. 2 ). Let W denote the vertex set of H . We assign length 1 to edges {u 1 , u 2 }, {u 2 , u 3 }, . . . , {u n−1 , u n } and 0 to all other edges. Let V = {u 1 , . . . , u n } be the set of Recall that τ (G) denotes the size of the smallest vertex cover of G.
Claim 1 τ (G) = b V (H, s, t, V , n − 1).
Proof Let U ⊆ {v 1 , . . . , v n } be a set of removable vertices. We show that U is a vertex cover of G if and only if U is a vertex blocker of (H, s, t, n − 1). Suppose U is a vertex cover of G. Since V U is an independent set of G, there is only one s-t path, su 1 u 2 . . . u n t, in H [W U ] and the length of this path is n − 1 (see Fig. 3 ).
Conversely, suppose U is a vertex blocker of (H, s, t, n − 1 Since it is NP-hard to approximate the minimum vertex cover within a factor smaller than 10 √ 5 − 21 ≈ 1.36 [9] , Theorem 9 follows. We can similarly reduce the minimum vertex cover problem to restricted-MVBP for directed graphs. Let H be a digraph obtained from G by replacing every edge {v i , v j }, i < j, of G by an arc (v i , v j ), adding to it a dipath su 1 u 2 . . . u n t and connecting v i to u i with two arcs (v i , u i ) and (u i , v i ) for i = 1, . . . , n (see Fig. 4 ).
As before we assign length 1 to arcs u 3 ) , . . . , (u n−1 , u n ) and 0 to all other arcs, vertices u 1 , . . . , u n are fixed and the threshold is n − 1. The proof that τ (G) = b V (H, s, t, V , n − 1) is analogous.
Proof of Theorem 6
In this section we prove Theorem 6 similarly to the proof of Theorem 5. We reduce the minimum vertex cover problem to restricted-MEBP. As will be shown in Sects. 7 and 7.2, for each instance of restricted-MEBP we can construct an instance of MEBP with the same optimal value and a bipartite input graph. Therefore Theorem 10 below implies Theorem 6.
In the proof of Theorem 10, we use a gadget similar to the one used in [3] to prove NP-hardness of the Most Vital Edges Problem.
Theorem 10 It is NP-hard to approximate b E within a factor smaller than 10
Proof Let G be an undirected graph with vertices v 1 , . . . , v n (see Fig. 1 ). We construct an instance of restricted-MEBP. We obtain an undirected graph H from G by 5 ).
All edges except {v 1 , v 1 }, . . . , {v n , v n } are fixed. We denote the set of fixed edges by E . The threshold is 5n. Note that the set of all removable edges forms an edge blocker. Let W and E denote the vertex and edge sets of H , respectively. Let x ∈ {u i , u i }, y ∈ {u j , u j }, where i = j . We call the subpath of P from x to y an x-y line. An x-y detour is an x-y path D in H , where no vertices of D, apart from the first and the last, belong to P . An i-j shortcut is the path v i v i v j v j (see Fig. 6 ).
Let length(Q) denote the length of a path Q.
Claim 2 If x-y detour D contains no shortcuts then length(D) ≥ length(x-y line).
Proof For integers i, j, r ≥ 1, with i < j, let us denote by Q r (v i , v j ) a path
. . , r − 1. Note that Q r (i, j ) does not contain a shortcut, and
Let us next consider a path in H , consisting of the concatenation of k ≥ 0 of such paths
, and note by (6) and telescoping that
Note that for k = 1 and r 1 = 1, P k (v j 0 , v j k ) is just the edge {v j 0 , v j k } and hence (7) is tight in this case. Furthermore, assuming that P k (v j 0 , v j k ) does not contain a shortcut, we must have r i ≥ 2 for i = 2, . . . , k − 1. In particular, and for k ≥ 3, we have length(
Similarly, for k = 2 and r 1 + r 2 ≥ 3, we have length( (8), while for k = 1 and r 1 ≥ 2, we have length(
. Thus, except for the cases k = 2, r 1 = r 2 = 1 and k = 1, r 1 = 1, we have length(
and generally we have length(P
There are six possible kinds of x-y detours containing no shortcuts: 
Case 5:
Thus all six kinds of x-y detours are at least as long as the corresponding x-y line. 6 ). Since no x-y detour is shorter than the x-y line, we have length(Q) ≥ length(P ) = 5n.
Claim 3 Let Q be an s-t path in
Recall that τ (G) denotes the size of the smallest vertex cover of G.
Claim 4 τ (G) = b E (H, s, t, E , 5n).
Proof Let F be a subset of removable edges. We show that {v i | {v i , v i } ∈ F } is a vertex cover of G if and only if F is an edge blocker of (H, s, t, E , 5n).
Suppose {v i | {v i , v i } ∈ F } is a vertex cover of G. Thus there is no shortcut in the graph (W, E F ). By Claim 2 all x-y detours are longer than x-y lines, which by Claim 3 implies that every s-t path has length at least 5n.
Conversely, suppose F is an edge blocker of (H, s, t, E , 5n) and suppose that {v i , v i }, {v j , v j } / ∈ F , for some edge v i v j of G. Then F does not block the path consisting of the s-u i line, the u i -u j detour u i v i v i v j v j u j and the u j -t line which has a total length 5n − 1, a contradiction.
Since it is NP-hard to approximate the minimum vertex cover within a factor smaller than 10 √ 5 − 21 ≈ 1.36 [9] , Theorem 10 follows. Note that we can similarly reduce the Minimum Vertex Cover Problem to restricted-MEBP for directed graphs. Let H be a digraph obtained from G by As before, all arcs except (v 1 , v 1 ) , . . . , (v n , v n ) are fixed, we denote the set of fixed arcs by E and the threshold is n − 1.
Analogously to proof of Claim 1 we can show that τ (G) = b E (H, s, t, E , n − 1), implying the theorem.
Proof of Theorem 7
In this section we prove Theorem 7 by reducing the problem of deciding whether a tripartite graph has a vertex cover of size at most k, which is known to be NPhard [34] , to restricted-MVVP. As shown in Sects. 7 and 7.3, for each instance of restricted-MVVP we can construct an instance of MVVP with the same optimal value and a bipartite input graph. Therefore Theorem 11 below implies Theorem 7.
Theorem 11 It is NP-hard to approximate l V within a factor smaller than 2.
Proof We will show that a (2 − )-approximation algorithm, where > 0, can decide whether a tripartite graph has a vertex cover of size k in polynomial time.
Let G be a tripartite graph with vertex set V = V 1 ∪ V 2 ∪ V 3 , where V 1 , V 2 and V 3 are independent sets (see Fig. 8 ). We construct an instance of restricted-MVVP. We obtain an undirected graph H from G by adding to it a path su 1 u 2 u 3 t and connecting every v ∈ V i to u i , for i = 1, 2, 3 (see Fig. 9 ). Let W denote the vertex set of H . We assign length 1 to edges {u 1 , u 2 }, {u 2 , u 3 } and 0 to all other edges. Vertices u 1 , u 2 , u 3 are fixed.
Claim 5 (i) If G has a vertex cover of size at most k then
(ii) If G does not have a vertex cover of size at most k then V (H, s, t, V , k) ≤ 1. (ii) Since G has no vertex cover of size k, for every k-element subset U of removable vertices, V U is not independent in G. Thus there is an edge {x, y} in H [W U ] with x and y belonging to different parts of G. There are three cases:
Case 1: x ∈ V 1 , y ∈ V 2 . Then su 1 xyu 2 u 3 t is an s-t path of length 1. Case 2: x ∈ V 1 , y ∈ V 3 . Then su 1 xyu 3 t is an s-t path of length 0. Case 3: x ∈ V 2 , y ∈ V 3 . Then su 1 u 2 xyu 3 t is an s-t path of length 1. Thus the s-t distance in H [W U ] is 0 or 1 for every k-element set U of removable vertices.
Since a (2 − )-approximation algorithm, when run on H , must produce a solution less than or equal to 1 when V (H, s, t, V , k) ∈ {0, 1} and a solution strictly greater than 1 (and hence is exactly 2) when l V (H, s, t, V , k) = 2, such an algorithm could distinguish graphs that have a vertex cover of size k from graphs that do not.
We can similarly reduce the Most Vital Vertices Problem to restricted-MVVP for directed graphs. We obtain a directed graph H from G by replacing every edge {v, w}, where v ∈ V i , w ∈ V j , i < j, of G by an arc (v, w), adding to it a dipath su 1 u 2 u 3 t and two arcs (v, u i ) and (u i , v) for every v ∈ V i , for i = 1, 2, 3 (see Fig. 10 ). We assign length 1 to arcs (u 1 , u 2 ), (u 2 , u 3 ) and 0 to all other arcs. Vertices u 1 , u 2 , u 3 are fixed. The proof of Claim 5 is essentially the same as in the undirected case. 
Reduction from Restricted to Original Problems
In this section for each instance of a restricted problem we construct in polynomial time an instance of the original problem with the same optimal value.
For an undirected graph we define the operation of splitting a vertex x into n copies as follows: we replace x by vertices x 1 , . . . , x n and each edge {x, y} of length l by edges {x 1 , y}, . . . , {x n , y} of length l (see Fig. 11 ). We call vertices x 1 , . . . , x n split vertices of x.
Analogously, for a directed graph we define the operation of splitting a vertex x into n copies as follows: we replace x by vertices x 1 , . . . , x n , each arc (x, y) of (y, x 1 ) , . . . , (y, x n ) of length l (see Fig. 12 ).
For a graph (digraph) we define the operation of splitting an edge (arc) {x, y} into n copies as follows: we add vertices z 1 , . . . , z n , then replace the edge (arc) {x, y} of length l by edges (arcs) {x, z 1 }, . . . , {x, z n } of length l and edges (arcs) {z 1 , y}, . . . , {z n , y} of length 0 (see Fig. 13 ). We call vertices z 1 , . . . , z n division vertices of {x, y}.
Reduction from Restricted-MVBP to MVBP
For each instance of restricted-MVBP we construct in polynomial time an instance of MVBP with the same size of the minimum vertex blocker.
Let (G, s, t, V , d) be an instance of restricted-MVBP. Recall that we assume that all removable vertices form a vertex blocker. Let n be the number of vertices of G. We obtain a graph H from G by consecutively splitting every fixed vertex x ∈ V into n copies. Let W denote the vertex set of H .
Observation 1 Let U be a subset of removable vertices. Then U is a vertex blocker of (H, s, t, d) if and only if U is a vertex blocker of (G, s, t, V , d).
Claim 6 Let U be a minimum vertex blocker of (H, s, t, d). If U contains a split vertex y of some fixed vertex x, then U contains all split vertices of x.
Proof Since y ∈ U , there is an s-t path in H [(W U)∪y] through y which is shorter than d. Suppose there is a split vertex z of x such that z / ∈ U . Since the neighborhoods of y and z are the same we can replace y by z in this path and obtain a path of the same length in H [(W U)], a contradiction with U being a vertex blocker. Thus all split vertices of x belong to U . (G, s, t, V , d) = b V (H, s, t, d ).
Proposition 1 b V
Proof By Observation 1 every vertex blocker of (G, s, t, V , d ) is a vertex blocker of (H, s, t, d) .
Let U be a minimum vertex blocker of (H, s, t, d ). Since by our assumption all removable vertices form a vertex blocker of (G, s, t, V , d), we have |U | < n. Thus by Claim 6 U cannot contain split vertices. By Observation 1 U is a vertex blocker of (G, s, t, V , d), a contradiction.
Reduction from Restricted-MEBP to MEBP
For each instance of restricted-MEBP we construct in polynomial time an instance of MEBP with the same size of the minimum edge blocker.
Let (G, s, t, E , k) be an instance of restricted-MEBP. Recall that we assume that all removable edges (arcs) form an edge blocker. Let m be the number of edges (arcs) of G. We obtain a graph H from G by consecutively splitting every fixed edge (arc) {x, y} ∈ E into m copies.
Similarly to Proposition 1 we can show that the minimum edge blockers of (G, s, t, E , d) and (H, s, t, d) have the same size.
Proposition 2 b E (G, s, t, E , d) = b V (H, s, t, d).
Reduction from Restricted-MVVP to MVVP
For each instance of restricted-MVVP we construct in polynomial time an instance of MVVP with the same optimal value.
Let (G, s, t, V , k) be an instance of restricted-MVVP. We construct an instance (H, s, t, k) as in Sect. 7.1 (where we split each fixed vertex now into k copies). Similarly to Proposition 1 we can show that the maximum of s-t distances in all graphs obtained from G by removing k vertices and the maximum of s-t distances in all graphs obtained from H by removing k vertices are equal.
Proposition 3 V (G, s, t, V , k) = V (H, s, t, k).
Reduction from Restricted-MVEP to MVEP
For each instance of restricted-MVEP we construct in polynomial time an instance of MVEP with the same optimal value. Let (G, s, t, V , k) be an instance of restricted-MVEP. We construct an instance (H, s, t, k) as in Sect. 7.2. Similarly to Proposition 1 we can show that the maximum of s-t distances in all graphs obtained from G by removing k edges and the maximum of s-t distances in all graphs obtained from H by removing k edges are equal. (G, s, t, E , k) = E (H, s, t, k) .
Proposition 4 E
Reduction to Bipartite Graphs
In this section for each instance of an original problem we construct in polynomial time an instance with a bipartite input graph and the same optimal value.
Let G = (V , E) be a graph (digraph). We construct a graph (digraph) H by splitting every edge of G into 1 copy, where the operation of edge splitting was defined in Sect. 7. Let W be the set of newly added division vertices. Note that the graph H is bipartite, since every edge of H has one endpoint in V and the other in W .
Analogously to Proposition 1, we can prove that b E (G, s, t, d) = b E (H, s, t, d) and
E (G, s, t, k) = E (H, s, t, k).
We next obtain a graph (digraph) H from H by splitting every vertex of W into |V | copies, where the operation of vertex splitting was defined in Sect. 6. Note that H is still bipartite, and we can prove that b V 
(G, s, t, d) = b V (H , s, t, d) and
V (G, s, t, k) = V (H , s, t, k).
Decision Problems
Using the well known connection between optimization and decision problems (see Chap. 29 Note that Theorem 4 is the strengthening of Proposition 6. Similarly it can be viewed as a two-sided generalization of Proposition 5, although the corresponding factor is worse.
Proof of Theorem 4
As shown in [7] , it is NP-hard to approximate the size of the smallest vertex cover in tripartite graphs within a factor smaller than 34 33 . This can be restated as follows: for every fixed > 0 it is NP-hard to distinguish tripartite graphs having a vertex cover of size k from those having all vertex covers of size greater than ( 34 33 − )k, where k is a part of the input.
The claim below immediately follows from Claims 5 and 6. Theorem 4 follows from Claim 7 and the inapproximability result stated in the beginning of this section.
Claim 7 Let
