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???????????????OSCAR ????? [?? 90, KHM+92, ?? 03]
????????????????????????????????????
????????????????????????????????????







































????Flow-Sensitive[EGH94, WL95, Kah08, HL09], Context-Sensitive[EGH94,










































































??? RP2[IHY+08] ? 8????????????????????????
??????????????? 4?????????5??????????
????????????????????????????????????








































































Parallelizable C???????? SPEC2006 hmmer?????Element-Sensitive
????????????????????????????????????
?? 8????? IBM p5 550Q???????????????????8??







????????????????????????? SPEC2000 art, equake?
???????????SPEC2006 lbm? 1.8%?hmmer? 0.03%???????
?????????????Parallelizable C ????? 6??????????
???OSCAR ?????????????????????????????
?????????????????????????????2 ??????
??????? IBM Power5+ ? 4????? 8 ??????????? IBM p5
550Q ?????? 5.54 ??4 ????????????? Intel Core i7 920 ?
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1.2. ??????
?????????PC ?????? 2.43 ??SH-4A ????????????











???????????? SPEC2000 ? art ? 13.06%?equake ? 3.99%????
????AAC?????? 3.84%?MPEG2????? 9.01%?????????
8 ?????????????????????????????? AAC ??


















































































???????????????? BPA[?? 03]?DO ???????????
????????????????????????? RB[?? 03]??????
????? SB[?? 03] ? 3????????? (?????? MT[?? 03]) ?




















all system 1st layer 2nd layer 3rd layer






















































































????? [?? 94] ???????????????????????????
???????????????????????????DLG???????
????????????? 2.3??????????????????????









????????????????????????? PE[?? 03] ????




































?2.4???????????????????????? 1?? (??1st layer)
?? 8??PE? 4PE???PG0?PG1? 2PG???????????????
?????????????????????????????????????





????????????????MT1 3(SB)?????2?? (??2nd layer)








PE???????? PE4?? PE6??????????? 2????????
????????????PE???????????????????????
???????????????????
??????????????MT1 4(RB)?????? 3?? (?? 3rd layer)
????????????????????????????????????













P E 0 P E 1 P E 2 P E 3
P rocessor 
group0 (P G 0)
MT 1_1
S Y NC  S E ND
MT 1_2
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OSCAR Multigrain Parallelizing Compiler
Parallel C Program with OSCAR API
(parallel execution, synchronization, memory, 



















Coarse Grain Task Scheduling
Low Power Control
… 





















??? SUIF ????? [HAA+96] ?? unimodular transformation ? a±ne par-








































































a = (int **)malloc(n * sizeof(int *))
LOOP2:
for (i = 0; i < n; i++) {




for (i = 0; i < n; i++) {
LOOP3_1:
for (j = 0; j < m; j++) {



































Sensitive[EGH94, WL95, Kah08, HL09], Context-Sensitive[EGH94, WL95, WL04,


































a = &b; a b
ac bc = &a;
Program Points-to set













?????????????????????? (lattice) L?????? (meet)
??? ^????? (transfer function) F ?????????????????













OUTk = Fk(INk) (3.2)
????????? Fk???????????





















































































genes = calc element alias(genfs; IN) (3.4)
?????genfs? IN???????element alias????? calc element alias
?????????????????element alias?????????????
??? calc element alias?? 3.4????
element alias?????????? calc element alias????????????
?????Flow-Sensitive???????Points-to?? gen?Points-to?? IN
??????element alias????????Points-to??gen??????????
calc element alias???gen??????????????? (lh ptr ! rh object)
???????????????????? lh ptr?????lh ptr???????
??????? lh ptr? element alias????????lh ptr?????????
?????????????????????????????????????
?????kill???????????????????????????? lh ptr
?????????????? IN????? lh ptr???????rh objects IN
??gen???????? lh ptr??????? rh objects gen????????
????lh ptr??????????????????? rh objects IN????
?????????????????????????? rh objects gen???
?????????????????????????????????????
???gen???? lh ptr? element alias???????????rh objects gen
? rh objects IN ????????????????????????????
???? lh ptr????????????????????????????gen
???? lh ptr? element alias???????????
53
? 3? ??????
function calc element alias (Points to set gen, Points to set IN)
return : Points to set
begin
for each lh ptr 2 flh ptr j 9rh object (lh ptr ! rh object) 2 geng
if lh ptr is array of pointer then
rh objects IN = frh object j (lh ptr ! rh object) 2 INg;
rh objects gen = frh object j (lh ptr ! rh object) 2 geng;
if rh objects IN \ rh objects gen 6= Á then






? 3.4: gen???? element alias??????????
3.3.3 ??? (meet)???^








































?????????? gen????????????????IN ? h1????
?????????????????? h1????? IN ? gen???????
????OUT ? h1 ? h2????h1? element alias?????????????
??????????? 2???????????h1? h2?????????
?? gen???????????????????? IN?????h1? h2??
???????????????IN ? gen???? h1???????????
????gen???? h1? element alias????????OUT ? h1? h2??
??h1? element alias????????3????????? 2????????
??????????OUT ? 2?????????OUT ?????????h1
































????????????????????? h1????? IN ? gen????




??????????????????????????IN ???? h1? h2?
OLD???????????????? gen???? 1???????????
? h1? h2?NEW????????????????h1????? IN ?? h2
? OLD?gen?? h2? NEW???????????????? h1? element




















































































System IBM p5 550Q
CPU
Power5+
(1.5GHz £ 2 £ 4)
L1 D-Cache 32KB for 1 core
L1 I-Cache 64KB for 1 core
L2 cache 1.9MB for 2 cores











?????????8????? SMP?????? IBM p5 550Q?????
?????????????????? 4.2????
??????????? equake?? IBM XL C/C++???????????
??-O4??????????OSCAR????????????OpenMP??



























































































































































































































































































































































SPEC2000 art 1270 N/A 0 0 0%
SPEC2000 equake 1513 N/A 0 0 0%
SPEC2006 lbm 1155 ???????????????? -7 +7 1.8%
??????????? -10 + 14
SPEC2006 hmmer 35992 ????????? -9 +8 0.03%
Mediabench mpeg2encode 3750 ????????? -640 +864 23.5%
4.4 Parallelizable C???????????











































for( t = 1; t <= param.nTimeSteps; t++ ) {
?
LBM_performStreamCollide( *srcGrid, *dstGrid ); /* ????? */





for( t = 1; t <= param.nTimeSteps; t++ ) {
?
if (flg % 2)
LBM_performStreamCollide( *dstGrid, *srcGrid ); /* ????? */
else








???????? [?? 01]?????????????????? [?? 03]??
?????????????????????????????????????








? 4? Parallelizable C
static void main_serial_loop() {
mx = CreatePlan7Matrix(1, hmm->M, 25, 0); /* P7Viterbi() ??????????? malloc */
for (idx = 0; idx < nsample; idx++)
{
...





static float P7Viterbi(char *dsq, int L, struct plan7_s *hmm, struct dpmatrix_s *mx) {
ResizePlan7Matrix(mx, ...); /* ????? realloc ??????? */




static void main_serial_loop() {
for (idx = 0; idx < nsample; idx++)
{
...




static float P7Viterbi(char *dsq, int L, struct plan7_s *hmm) {
struct dpmatrix_s *mx;
mx = AllocPlan7Matrix(...); /* ??????????????? malloc */
... /* score ??? */
FreePlan7Matrix(mx); /* ??????????????? free */
return score;
}




























????? 4.2????IBM p5 550Q???1???????? 2???????
Simultanemous Multi-Threading(SMT)???????????? SMT????





? 4? Parallelizable C
? 4.2: ????
System IBM p5 550Q Intel Core i7 920 Renesas/Hitachi/Waseda RP2
CPU
Power5+





L1 D-Cache 32KB for 1 core 32KB for 1 core 16KB for 1 core
L1 I-Cache 64KB for 1 core 32KB for 1 core 16KB for 1 core
L2 cache 1.9MB for 2 cores 256KB for 1 core











































????? art? 1.51??equake? 1.15??mpeg2encode ? 1.81??????
??????????????Parallelizable C???????????????








????? art? 2.53??equake? 1.33??mpeg2encode ? 1.61??????
??????????????Parallelizable C???????????????
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? 4.4: Intel Core i7 920????OSCAR???????????????





























































? 4.5: ????????????????????? RP2????OSCAR?
??????????????
4.6.5 OSCAR???????????????





IBM p5 550Q???? 8?????? 4.96??????????????art ?







? 4? Parallelizable C
SPEC2000 equake















? IBM p5 550Q? 8?????? 5.36????????????

































? 4? Parallelizable C





dsq = DigitizeSequence(seq, ...);
??? ????????? ??
score = P7Viterbi(dsq, ..);
??? ????????? ??
AddToHistogram(score, ...);







































































































?? Parallelizable C??????Prallelizable C??????????????
????????????????????????????????????
????????????????????????2????????????
? IBM Power5+ ? 4????? 8??????????? IBM p5 550Q???
????????????? 5.54??4????????????? Intel Core i7
920 ?????????? PC?????? 2.43??SH-4A?????????
















??? [Wol96, HAA+96, EHP98]??????????????????????
????????????????????????????????????
????????????????????????????????????
??????? [ABD+03, WJMC04, LMH04] ???????????????
??????? [HK03, ?? 06]?????????




































?BPA???????????????RB????????????? SB ? 3









































?? time ?????????????????????? 1?????????
???????MT ???????????????????MTG ?????
?? TMTG?????????????????????MTi ?????
Ti : MTi ?????
Tstarti : MTi ???????
Tendi : MTi ???????
???????????MTG ?????? 0 ????? 5.1????????
99
? 5? ????????




Tendi = Tstarti + Ti = Ti
???????????MTi ????????PG ?????????????
??MTj?MTi ???????????????? fMTk;MTl; :::g ?????
???MTi ???????????????????
Tstarti = max(Tendj ; Tendk ; Tendl ; :::)
?????????
Tendi = Tstarti + Ti
????? 5.1 ?????????MT2?MT3 ?MT1 ???????????
?????????
Tstart2 = Tstart3 = Tend1 = T1 ?????????
Tend2 = Tstart2 + T2 = T1 + T2?
Tend3 = Tstart3 + T3 = T1 + T3 ???????MT6 ?MT2 ?MT3 ?????
?????????????
Tstart6 = max(Tend2 ; Tend3) ???
Tstart6 = max(T2; T3) + T1
???????????????????MT8 ??????
Tend8 = T1+T8+max(T2+ T5; T6+max(T2; T3); T7+max(T3; T4)) ??????
?????????????????MTexit??????
Tendexit = Tm + Tn + :::+max1(:::) +max2(:::) + :::
???????????????????? 0 ???????? Tendexit ???




MTG ?????????????????? TMTG deadline??MT ????
???????????????? TMTG fast ??????TMTG fast ? TMTG ?
????????????????????2 ????????????????
?????????
² ???????: TMTG = TMTG fast
² ???????????: TMTG·TMTG deadline
????????????????????????????????????
??MT ??????????? [?? 06]?
??????????????
? 5.2????????MT???????????????????????






























































² ?? PG: ??????? PG ???
² ? PG: ?????????
? 5.3?????????????????????????????????
??????????PG3?PG2?PG1??????????????????




















MTG ???????? Twait ?????????????????MT????











² Twait · TOH clock: ????
² TOH clock < Twait · TOH power: ??????























#pragma oscar get_fvstatus(pe_no, module_id, fv_state)
#pragma oscar fvcontrol(pe_no, (module_id, fv_state))
#pragma oscar get_current_time(current_time, timer_no)
? 5.5: ???????OSCAR API
5.4.1 ????????????????????
????OSCAR API????? 5.5??? 3??API??????????
?????RP2?????????????





?????????module id?????????????????? fv state ?
?????????????????????????? get current time???



























??? ????????????? ??????????? ???? [W]
FULL(600MHz, 1.404V) ?? ?? 5.29
MID(300MHz, 1.196V) ?? ?? 2.44
LOW(150MHz, 1.004V) ?? ?? 1.22
VERYLOW(75MHz, 1.004V) ?? ?? 0.99
Light Sleep(1.004V) CPU ?? 1.096
Normal Sleep(1.004V) CPU, cache, ILRAM, OLRAM ?? 0.743
Resume Standby(1.004V) URAM CPU, cache, ILRAM, 0.566
OLRAM, DTU












































????????????? 352? 240????????? 30[fps]???????
? 5000[kbps]????????AAC???????????16bit???????
















art???? 13.05% ?1795.32[J]?? 1560.92[J]??equake? 3.99% ?3071.64[J]
?? 2949.07[J]??AAC?????? 3.84% ?3.03[J]?? 2.91[J]??MPEG2?





















































? 0.64[W]??8?????? 87.9%?5.40[W]?? 0.65[W]?????MPEG2?































































































































































































??? ??? ??? 
234%$50*33%06*3'7%48*$9'?:;<=',$*<<>#$='(%<"='?@3A='%40BC'

















































































































$OMP PARALEL SECTIONS 
SECTION SECTION 

























































































? 6.4(a)??????????????????????????? [?? 94]
??????????????????????????? 6.4(b)??????
????????????????????????????????????
???????????????? doall1 1? doall1 2? doall1 2? doall1 3??
?????????????????????????????????????
?????????????????????????????????????
?? (Write after Write)?????????????loop3 1? doall2 2????
??doall2 2?????????????? loop3 1??????????????
?????????? (Write after Read)??????????????loop3 2



























????????? ????????? ????????? 




????????? ????????? ????????? 
????????????????? ????????????????? ????????????????? 
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?????????????????? (Read after Write)??????? (Write
after Write)???????? 6.7?????????????????????




















































² cache writeback: ???????????????????????
² cache sel¯nvalidate: ????????????????






























































































!$ *$ ($ %$ !$ *$ ($ %$ !$ *$ ($ %$ !$ *$ ($ %$






























² NCC (software coherence) : ?????????????????????
?????
² NCC (hardware coherence enabled): ?????????????????
??????????????????????????????????
?????? (1)???????

















???????????????? art? 4?????? 13.0%?equake? 4??
??? 4.2%???????
????AAC??????MPEG2???????????stale data handling



















'$ ($ )$ #$ '$ ($ )$ #$ '$ ($ )$ #$ '$ ($ )$ #$
































































































equake?????????? Parallelizable C???????? SPEC2006
hmmer ?????Element-Sensitive?????????????????
????????????????????? 8????? IBM p5 550Q
???????????????????8??????????????








???????????????????? SPEC2000 art, equake???
?????????SPEC2006 lbm? 1.8%?hmmer? 0.03%??????
??????????????Parallelizable C ????? 6???????
??????OSCAR ????????????????????????
??????????????????????????????????
2 ????????????? IBM Power5+ ? 4????? 8 ?????
?????? IBM p5 550Q ?????? 5.54 ??4 ?????????
???? Intel Core i7 920 ??????????PC ?????? 2.43 ??











????????????????? SPEC2000 ? art ? 13.06%?equake
? 3.99%????????AAC ?????? 3.84%?MPEG2 ?????
9.01%?????????8??????????????????????
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