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In certain cases, one can get optimal results even if the frequencies are not fully sorted, in other cases the code might not be optimal, but very closely so. On the other hand, relaxing the requirement of keeping the frequencies in order may yield time savings, as the generation of the code, if the frequencies are already given in order, or if their order can be ignored, takes only O(n) steps. This will often have only a marginal effect, but can be significant when the ratio between the sizes of the text and the code is not very large or when several Huffman codes are used, for example, when the text is considered as being generated by a first order Markov process.
The loss of optimality caused by moving to not fully sorted frequencies can be acceptable in certain applications, for example when based on estimations rather than on actual counts. In a dynamic encoding of a sequence of text blocks B 1 , B 2 , . . ., block B t is often encoded on the basis of the character frequencies in B 1 , . . . , B t−1 , so that decoding is possible without transmitting the code itself. The accuracy, however, of these estimates is based on the assumption that block t is similar to the preceding ones as to the distribution of its characters. If this assumption does not hold, the code may be non-optimal anyway, so an additional effort of producing an optimal code for a set of underlying frequencies that are not reliable, may be an overkill.
Interestingly, in our tests run on large English and French texts, using character bigrams as the basic alphabet, all the approximate schemes using only a partial sort performed actually better than the method which uses a full reordering. This was expected as to the savings in processing time, but might be surprising for the compression efficiency. The explanation is in the variability of the contents of the different blocks. In the scenario we try to simulate, a block is not encoded according to its own statistics, but rather according to the distributions observed in the preceding blocks. If the characteristics change, the generated code might not be well adapted to the new block, so a more moderate change relative to the distributions of the most recently read block might be advantageous.
