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Abstract
In this paper we construct new simple and composed B-splines on the uniform four directional mesh of the
plane, in order to improve the approximation order of B-splines studied in Sablonni2ere (in: Program on Spline
Functions and the Theory of Wavelets, Proceedings and Lecture Notes, Vol. 17, University of Montreal, 1998,
pp. 67–78). If  is such a simple B-spline, we <rst determine the space P() of polynomials with maximal
total degree included in S() = {∑∈Z2 c()(: − ); c()∈R}, and we prove some results concerning the
linear independence of the family B()={(:−); ∈Z2}. Next, we show that the cardinal interpolation with
 is correct and we study in S() a Lagrange interpolation problem. Finally, we de<ne composed B-splines
by repeated convolution of  with the characteristic functions of a square or a lozenge, and we give some of
their properties.
c© 2003 Published by Elsevier B.V.
PACS: 41A05; 41A15; 65D05; 65D07
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Let 
 be the uniform triangulation of R2, whose set of vertices is Z2∪{Z+ 12}2, and whose edges
are parallel to the four directions e1 = (1; 0), e2 = (0; 1), e3 = (1; 1) and e4 = (−1; 1). Let Pn be the
space of bivariate polynomials of total degree at most n, and let Pkn(
) be the space of piecewise
polynomial functions of degree n and class Ck de<ned on 
.
The new families of composed B-splines, de<ned and studied by Sablonni2ere [9], are obtained by
repeated convolution of simple B-splines with the characteristic function  (resp. ) of the unit square
(resp. unit lozenge), see Fig. 1. Simple B-splines have simple supports for which there is a variety of
possible shapes. The ones which we will use throughout this paper are those with supports consisting
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of one square 1 decomposed into four triangles by its diagonals and one lozenge 	1 decomposed
into eight triangles. They are called respectively 1 and 	1-splines. The results concerning their
existence and unicity have been proved in [8] by Sablonni2ere, and generalized recently by Nouisser
et al., see [6,7].
The integer translates of the splines k and k of class Ck; k¿ 0, supported respectively on 1
and 	1 do not form a partition of unity. In order to satisfy this property, we construct in this paper
new B-splines based on k and k of minimal degree. Although we have not yet proved any general
result for all k¿ 0 concerning the existence of these B-splines, the case k = 1 is enough studied.
We prove in particular that there exist two new B-splines ’ and  satisfying P(’) = P( ) = P1.
Therefore, the approximation order in S(’) and S( ) is equal to two. These B-splines allows us to
solve some interpolation problems and can also be used for the construction of the composed ones.
The paper is organized as follows. In Section 2, we recall some results about 1 and 	1-splines
and their associated composed B-splines. In Section 3, we construct new B-splines and give some
of their properties. We also study the linear independence or dependence of their integer translates.
In Section 4, we prove that the cardinal interpolation problem with one of these new B-splines is
correct and we solve a Lagrange interpolation problem on a rectangular domain. Section 5 is devoted
to the construction of composed B-splines by repeated convolution of ’ or  with the characteristic
functions  or .
1. Preliminaries
In this section, we recall some results concerning the existence and unicity of 1 and 	1-spline
of minimal degree, given in [8] by Sablonni2ere and generalized recently by Nouisser and Sbibih [7].
For the sake of simplicity, the authors have assumed the invariance of these B-splines with respect
to the symmetries of their supports. Otherwise it would be much more diIcult to obtain satisfying
results of existence and uniqueness.
Theorem 1. For k¿ 0, there exists a unique, up to a multiplicative constant, 1 (resp. 	1)-spline
k (resp. k) of class Ck and of minimal degree nk = 2k + 1 (resp. nk = 2k + 2) for k even (resp.
for k odd).
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Remark 2. (1) For k=−1, −1 (resp. −1) is the characteristic function of the square 1 (resp. the
lozenge 	1).
(2) The family of integer translates B(k) (resp. B(k)) does not form a partition of unity, i.e.,∑
j∈Z2
k(:− j) = 1 and
∑
j∈Z2
k(:− j) = 1:
A detailed study of the existence and unicity of the B-splines which satisfy this property is given
in [6]. Such B-splines are called complete 1 and 	1-splines and they have a larger minimal degree
of course.
Starting from 1 and 	1-splines, Sablonni2ere [9] has constructed the following composed
B-splines obtained by convolution of one of the previous B-splines with the characteristic func-
tions  or 
k ∗ ; k ∗ ; k ∗  and k ∗ :
If  is such a B-spline, by using classical properties of convolution and the Strang–Fix theory [10],
we can easily prove the following properties:
(i)  is of class Ck+1 and degree 2k + 3 (resp. 2k + 4) if k is even (resp. if k is odd).
(ii) P() = P0, i.e., B() form a partition of unity.
2. Construction of new B-splines and properties
In this section, we want to construct new B-splines based on the k and k of minimal degree in
order to improve the approximation order of the previous composed B-splines.
2.1. New B-splines
We denote by S(k ∗; k ∗) (resp. S(k ∗; k ∗)) the space generated by the integer translates
of k ∗  and k ∗  (resp. k ∗  and k ∗ ) and by Ii; 16 i6 4, the integral operators de<ned by
Iif =
∫ 1
0
f(:− tei) dt:
Theorem 3. The approximation order in the spaces S(1 ∗ ; 1 ∗ ) and S(1 ∗ ; 1 ∗ ) is equal
to 2.
Proof. Using the local representation of polynomial pieces in Bernstein–BJezier bases on triangles, we
prove that the linear combination of 54(I11 + I11),
5
4 (I21 + I21),
5
12 I31 +
5
3 I31 and
5
12 I41 +
5
3 I41,
realizes an order of approximation equal to 1 (see Fig. 2).
On the other hand, by making a rotation of =2 in the counterclockwise direction, we deduce all
the B-coeIcients of I11 and I11 (resp. I41 and I41) from those of I21 and I21 (resp. I31 and
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I31). Consequently, by using the Strang–Fix conditions [10], we prove that the linear combination
of 54(1 ∗  + 1 ∗ ) and 5121 ∗  + 531 ∗  realizes an approximation order equal to 2. Hence,
according to [3], we deduce the result.
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Remark 4. (1) We have tried to increase the approximation order to three by adding other B-splines,
but this was not successful. For example, the approximation order in the spaces S(1∗; 1∗; 1∗),
S(1 ∗; 1 ∗ ; 1 ∗ ), S(1 ∗; 1 ∗; 1 ∗ ), S(1 ∗ ; 1 ∗ ; 1 ∗) and S(1 ∗; 1 ∗; 1 ∗ ; 1 ∗ )
is also equal to 2.
(2) In general, for k¿ 2, the approximation order in the spaces S(k ∗; k ∗) and S(k ∗; k ∗)
does not increase.
In the rest of the paper, we denote
’= 54(1 + 1) ∗  and  = 512(1 ∗ ) + 53(1 ∗ ):
They satisfy the two following properties.
Proposition 5. (i) ’ and  are in P26(
):
(ii) P(’) = P( ) = P1 and we have
1 =
∑
j∈Z2
’(x − j) =
∑
j∈Z2
 (x − j)
x1 =
∑
j∈Z2
(
j1 +
2
3
)
’(x − j) =
∑
j∈Z2
(
j1 +
1
18
)
 (x − j)
x2 =
∑
j∈Z2
(
j2 +
2
3
)
’(x − j) =
∑
j∈Z2
(
j2 +
1
18
)
 (x − j);
where x = (x1; x2) and j = (j1; j2).
Proof. It follows from the properties of convolution and the fact that ’ and  realize an order of
approximation equal to 2.
2.2. Linear independence or dependence
2.2.1. Global linear independence
De"nition 6. The family B() is globally linearly independent (GLI) if and only if∑
j∈Z2 c()(: − ) = 0 implies c() = 0 for all ∈Z2. Else, B() is said to be globally linearly
dependent (GLD).
Theorem 7. (i) The family B() is GLI.
(ii) The family B( ) is GLD and its dependence relation is given by∑
∈Z2
(−1)|| (:− ) = 0:
Proof. (i) Assume that f(x) =
∑
∈Z2 c()’(x − ) = 0 for all x∈R2. The equation f() = 0, for
∈Z2, gives (see Fig. 3)
w1c() + w2[c( + e1) + c( + e2)] + w3[c( − e1) + c( − e2)] + w4c( − e3) = 0: (1)
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Fig. 3. w1 = 3248 , w2 =
1
48 , w3 =
5
48 et w4 =
4
48 .
Following [1], since the symbol of the equation f() = 0 (see Section 4 below) does not vanish,
we deduce that the unique solution of equation (1) is c() = 0 for all ∈Z2.
(ii) According to [9], the families B(1 ∗ ) and B(1 ∗ ) satisfy∑
∈Z2
(−1)||1 ∗ (:− ) = 0 and
∑
∈Z2
(−1)||1 ∗ (:− ) = 0:
Consequently,∑
∈Z2
(−1)|| (:− ) = 0:
Then, B( ) is GLD.
2.2.2. Local linear independence
De"nition 8. (i) The family B() is said to be locally linearly independent (LLI) if and only if
for any bounded K ⊂ R2, ∑∈Z2 c()(: − ) = 0 on K implies c() = 0 for all ∈ J , where
J = {∈Z2 : supp((:− )) ∩ K = ∅}.
(ii) The family B() is said to be T-linearly independent (TLI) if and only if for all T ∈ 
,∑
∈Z2 c()(:−)=0 on T implies c()=0 for all ∈ I , where I ={∈Z2 : supp((:−))∩T =
∅}.
Remark 9. B() LLI implies B() TLI implies B() GLI.
Theorem 10. (i) The family B() is TLI.
(ii) The family B( ) is TLD, i.e., linearly dependent on each triangle T of 
. The dependence
relation is given in Theorem 3.2.
Proof. (i) We assume that supp(’) is centered at the origin (see Fig. 3).
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Let T be the triangle of 
 with vertices
{
0; 12e3;
1
2e4
}
and let {’j; j = 1; : : : ; 8} be the integer
translates of ’ whose supports satisfy supp(’(: − )) ∩ T = ∅. Now, suppose that we have f =∑
j cj’j = 0 on T . By computing the values of f, Dxf, Dyf and using the values of ’ at the
vertices of T , we obtain the following equations:
f(0) = 5c1 + 4c2 + c3 + 32c4 + 5c5 + c7 = 0;
f
(
1
2e3
)
= c3 + 3c4 + c6 + c7 = 0;
f
(
1
2e4
)
= c4 + 3c5 + c7 + c8 = 0;
Dxf
(
1
2e3
)
= c3 − c4 + c6 − c7 = 0;
Dxf
(
1
2e4
)
= c4 − c5 + c7 − c8 = 0;
Dyf
(
1
2e3
)
=−c3 − c4 + c6 + c7 = 0;
Dyf
(
1
2e4
)
=−c4 − c5 + c7 + c8 = 0:
These equations lead to c3 = c4 = c5 = c6 = c7 = c8 = 0. On the other hand, we have
Dxf(0) = Dx’(e2)c1 + Dx’(e3)c2 = 0;
and as Dx’(e2) =−Dx’(e3) = 0, we deduce that c1 = c2 = 0: The proof is similar for the triangles
with vertices
{
0; 12e3;
−1
2 e4
}
;
{
0; −12 e3;
−1
2 e4
}
and
{
0; −12 e3;
1
2e4
}
.
(ii) Since B( ) is GLD, it is automatically TLD and the same dependence relation given in
Theorem 3.2 holds.
Remark 11. Since the linear independence is a necessary condition for the interpolation problems,
we only consider, in the remainder of this paper, the B-spline ’ for the study of these problems.
3. Interpolation problems
In this section, we prove that the cardinal interpolation problem with ’ is correct. Next, we solve
in S(’) a Lagrange interpolation problem on a rectangular domain of the plane. We prove the
existence and the uniqueness of the solution of this problem with an interpolation error of order 2.
3.1. Cardinal interpolation
A cardinal interpolant in S() is a function of type I =
∑
∈Z2 c()(: − ) which matches a
function f on Z2, i.e., the coeIcients c() satisfy the following equation∑
∈Z2
c()( − ) = f() ∀∈Z2: (2)
We say that the cardinal interpolation with  is correct if and only if for any bounded function f
there exists a unique bounded solution of (2). Otherwise, we say that the cardinal interpolation with
 is singular.
294 O. Nouisser, D. Sbibih / Journal of Computational and Applied Mathematics 162 (2004) 287–298
We denote
˜(y) =
∑
j∈Z2
(j) exp(−ijy)
the symbol of . According to [1], the cardinal interpolation with  is correct if and only if the
symbol ˜ does not vanish on R2.
Theorem 12. The cardinal interpolation with ’ is correct.
Proof. Following the notations of Fig. 3, the symbol of ’ is given by
’˜(y) =
∑
j∈Z2
’(j) exp(−ijy)
=’(0) + ’(e2) exp(−iy2) + ’(e1) exp(−iy1) + ’(e3) exp(−i(y1 + y2))
+’(−e1) exp(iy1) + ’(−e2)exp(iy2)
=w1 + w2(exp(iy1) + exp(iy2)) + w3(exp(−iy1) + exp(−iy2)) + w4exp(−i(y1 + y2)):
Since w3 = w2 + w4, we get
’˜(y) =w1 + w2(exp(iy1) + exp(−iy1) + exp(iy2) + exp(−iy2))
+w4(exp(−iy1)) + exp(−iy2) + exp(−i(y1 + y2))
=w1 + 2w2(cos(y1) + cos(y2)) + w4(cos(y1) + cos(y2) + cos(y1 + y2))
−iw4(sin(y1) + sin(y2) + sin(y1 + y2)):
Since w1 ¿ 4w2 + 3w4, we deduce that ’˜ does not vanish on R2.
3.2. A Lagrange interpolation problem
We will study a Lagrange interpolation problem on a rectangular domain of the plane equipped
with the triangulation 
, where the data are given at the integer nodes. This study is an extension
of the one given by Guillet in [2].
Let D=[0; m]× [0; n]; (m; n)∈Z2+, be a rectangular bounded domain of R2. We denote A=D∩Z2
and B= {∈Z2; mes(supp(’(:− )) ∩ D)¿ 0}. See Fig. 4.
The Lagrange interpolation problem consists in constructing a unique spline
∑
∈B c()’(:− ) in
S(’) which matches a function f on A, i.e.,∑
∈B
c()’( − ) = f() ∀∈A: (3)
It is easy to see that B=[−1; m+1]×[−1; n+1]\{(m+1;−1); (−1; n+1); (m+1; n+1)}. Therefore
the number of unknowns in (3) is equal to card(B) = (m+ 3)(n+ 3)− 3, as much as the number
of interpolation conditions, which is equal to card(A) = (m + 1)(n + 1). Consequently, to have a
square linear system of order (m+1)(n+1), it is necessary to <x the coeIcients c(); ∈B \ A. If
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Fig. 4. D and some integer translates of ’.
we denote Lf the spline which satis<es (3) and E = B \ A, we have
Lf =
∑
∈A
c()’(:− ) +
∑
∈E
c()’(:− );
where the unknowns are the coeIcients {c(); ∈A}, the coeIcients {c(); ∈E} being <xed.
3.2.1. Existence and unicity of Lf
Using the notations of Fig. 3, the system of Eqs. (3) takes the following form:
w1c() + w2(c( + e1) + c( + e2)) + w3(c( − e1) + c( − e2)) + w4c( − e3)
=f(); ∀∈A: (4)
The matrix M of system (4) is block-tridiagonal of the form:
M =


C D 0 · · · 0
F C D
. . .
...
0
. . . . . . . . . 0
...
. . . F C D
0 · · · 0 F C


;
where the matrices C, D and F are given explicitly by
C =


w1 w2 0 · · · 0
w3 w1 w2
. . .
...
0
. . . . . . . . . 0
...
. . . w3 w1 w2
0 · · · 0 w3 w1


; D =


w2 0 · · · 0
0
. . . . . .
...
...
. . . . . . 0
0 · · · 0 w2


and
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F =


w3 0 · · · · · · 0
w4 w3
. . .
...
0
. . . . . . . . .
...
...
. . . w4 w3 0
0 · · · 0 w4 w3


:
Theorem 13.
(i) The matrix M is strictly diagonally dominant.
(ii) The Lagrange interpolation problem has a unique solution.
Proof. Since w1 ¿ 2(w2 + w3) + w4, we deduce that M is strictly diagonally dominant, hence in-
vertible. Consequently, the Lagrange interpolation problem has a unique solution. In addition, by
Gershgorin’s theorem we have ‖M−1‖∞6 1w1−2w2−2w3−w4 .
3.2.2. Interpolation error
In order to evaluate the interpolation error, we consider the Lagrange interpolation on the domain
Dh = [0; mh] × [0; nh]; (m; n)∈Z2+. Given a function f, the interpolation operator which matches f
on points h; ∈A, is given by
Lhf =
∑
∈B
c()’
( :
h
− 
)
:
To state the next result, we need the following proposition.
Proposition 14. Let Qh be the quasi-interpolant de>ned by
Qhf =
∑
j∈Z2
1f(hj)’
( :
h
− j
)
;
where 1f(hj) = 712f(hj + he3) +
5
12f(hj − he3). Then for a smooth function f, we have
‖Qhf − f‖∞ =©(h2):
If we denote by ‖f‖∞;D, the in<nite norm of f over D, then we have
Theorem 15. If c() is such that c()− 1f(h) =©(h2), ∀∈E, then
‖Lhf − f‖∞;D =©(h2) for all f∈C2(D):
Proof.
‖Lhf − f‖∞;D6 ‖Lhf − Qhf‖∞;D + ‖Qhf − f‖∞;D:
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From Proposition 4.1, we have ‖Qhf − f‖∞ =©(h2). On the other hand, for x∈D, we have
(Lhf − Qhf)(x) =
∑
∈B
c()’
(x
h
− 
)
−
∑
j∈Z2
1f(hj)’
(x
h
− j
)
:
Since for x∈D, ’(x=h− j) = 0 only if j∈B, we obtain
(Lhf − Qhf)(x) =
∑
∈B
(c()− 1f(h))’
(x
h
− 
)
=
∑
∈A
(c()− 1f(h))’
(x
h
− 
)
+
∑
∈E
(c()− 1f(h))’
(x
h
− 
)
:
As ’ is positive and B(’) form a partition of unity, we get
|(Lhf − Qhf)(x)|6
∑
∈A
|c()− 1f(h)|’
(x
h
− 
)
+
∑
∈E
|c()− 1f(h)|’
(x
h
− 
)
6max(max
∈A
|c()− 1f(h)|;max
∈E |c()− 1f(h)|):
If we put e()= c()−1f(h), so for ∈A, e() is a solution of the following linear system whose
matrix is M :
w1e() + w2(e(+ e1) + e(+ e2)) + w3(e(− e1) + e(− e2)) + w4e(− e3) = 10f(h);
where
10f(h) =f(h)− w11f(h)− w2(1f(h+ he1) + 1f(h+ he2))
−w3(1f(h− he1) + 1f(h− he2))− w41f(h− he3):
By using Taylor’s expansions, we prove that 10f(h) is ©(h2). Since the norm of the inverse of
M is uniformly bounded, we deduce that |e()|=©(h2) for ∈A. Consequently, according to the
assumption given in the theorem, we obtain
‖Lhf − Qhf‖∞;D =©(h2):
This completes the proof.
4. Composed B-splines
Starting from the previous B-splines, we construct the composed B-splines by repeated convolution
of ’ and  with the characteristic functions  or , which have better approximation properties. For
sake of simplicity we denote
wm;0 = m =  ∗ · · · ∗  (m times);
w0; n = n =  ∗ · · · ∗  (n times);
wm;n = m ∗ n:
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Then, the composed B-splines that we consider are de<ned as follows:
’0;0 = ’;
 0;0 =  
and for (m; n) = (0; 0):
’m;n = ’ ∗ wm;n;
 m;n =  ∗ wm;n:
Theorem 16 (properties of composed B-splines):
(i) ’m;n and  m;n are positive B-splines, of degree 2(m+n+3) and of class 2(m+n+1)−max(m; n).
(ii) P(’m;n) = P( m;n) = P2(m+n)−max(m;n)+1:
Proof. Property (i) follows from classical properties of convolution and the fact that ’ and  are
positive. On the other hand, as P(’) = P( ) = P1, we easily prove (ii) by using the Strang–Fix
conditions [10].
Remark 17. (1) The Bernstein–BJezier coeIcients of the previous composed B-splines can be com-
puted by standard convolution algorithms (similar to those proposed e.g. by Lai in [4]) in terms of
those of ’ and  (see [5]).
(2) The composed B-splines de<ned above, have better orders of approximation comparatively
with those constructed by Sablonni2ere [9].
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