We present deep spectroscopic (3 600 -24 700Å ) X-shooter observations of the bright Herbig-Haro object HH 1, one of the best laboratories to study the chemical and physical modifications caused by protostellar shocks on the natal cloud. We observe atomic fine structure lines, H I and He I recombination lines and H 2 ro-vibrational lines (more than 500 detections in total). Line emission was analyzed by means of Non Local Thermal Equilibiurm codes to derive the electron temperature and density, and, for the first time, we are able to accurately probe different physical regimes behind a dissociative shock. We find a temperature stratification in the range 4 000 K ÷ 80 000 K, and a significant correlation between temperature and ionization energy. Two density regimes are identified for the ionized gas, a more tenuous, spatially broad component (density ∼ 10 3 cm −3 ), and a more compact component (density ≥ 10 5 cm −3 ) likely associated with the hottest gas. A further neutral component is also evidenced, having temperature 10 000 K and density > 10 4 cm −3 . The gas fractional ionization was estimated solving the ionization equilibrium equations of atoms detected in different ionization stages. We find that neutral and fully ionized regions co-exist inside the shock. Also, indications in favor of at least partially dissociative shock as the main mechanism for molecular excitation are derived.
Introduction
A fundamental aspect of the star formation is the evolution of the physical and chemical properties induced by the new born star(s) in the circumstellar matter. Such interaction quite often occurs through a variety of mass ejection phenomena in the form of supersonic stellar winds and jets, which generate shock waves in the medium. These phenomena, together with the acceleration, compression, and heating of the surrounding environment, are often accompanied by the injection of ionizing UV photons and by the total or partial disruption of the dust. As a consequence, substantial modifications of the chemical structure (abundances and ionization degree) and physical conditions (temperature, density) of the natal cloud can be induced. These processes, in turn, may affect the formation of the subsequent generations of stars and can possibly lead to the dispersal of the cloud itself.
From an observational point of view, shock waves in protostellar flows are recognizable as bright collimated knots and giant bow-shocks, where part of the kinetic energy is turned into thermal motion, and the gas is partially ionized and heated up to 10 5 K (e.g. Hollenbach & McKee 1989) . A number of forbidden lines are thus produced, whose intensities and intensity ratios are commonly used to infer on the physical conditions in the shocked gas (e.g. Giannini et al. 2008 , 2013 , Maurri et al. 2014 , Mesa-Delgado et al. 2009 , Nisini et al. 2005 , Pesenti et al. 2003 , Podio et al. 2006 , Hartigan et al. 1994 , Hartigan & Morse 2007 . Typical tracers observable from the ground are bright lines of abundant ionic species (such S, O, N) in the UV/optical range, and H 2 lines in the near-infrared. Such lines are excited under different conditions of temperature and density, which span from a few thousands to more than 10 5 Kelvin and from 10 2 cm −3 to 10 7 cm −3 , respectively.
Observationally, a detailed mapping of the excitation conditions requires the detection of a quite large number of lines and therefore to obtain deep spectra in an extended wavelength 1 Based on observations collected at the European Southern Observatory, (92.C-0058) -4 -range. Unfortunately, these requirements are rarely achieved simultaneously, and therefore the shocked regions are often described assuming oversimplified temperature and density conditions. Moreover, diagnostic tools based on ratios between lines of different species rely on assumptions about the relative abundances, which can be significantly different from the solar values (e.g. Podio et al. 2006 and references therein). Indeed, there are many observational evidences that solar abundances may not be representative of the local ISM 4.6 Gyr ago, when the Sun was formed (Wilson & Rood 1994) . On the other hand, although several observational studies have been dedicated to estimate the chemical composition in environments different from the solar neighborhood (Grevesse & Sauval 1998 , Esteban et al. 2004 , Asplund et al. 2005 , we are still far from a complete view of the chemistry of shock environments, especially as far as the less abundant elements are concerned.
Another fundamental issue to investigate is the chemical modifications induced in the local dust due to the passage of shock waves. Both observations and theoretical models
show that in the unperturbed medium atoms like Iron (Fe), Titanium (Ti), Magnesium (Mg), Silicon (Si), and Calcium (Ca) are considerably depleted on the dust grains, and their gas-phase abundances are 10 2 -10 4 times lower than the solar abundances (e.g. Savage & Sembach 1996 , May et al. 2000 , Mouri & Taniguchi 2000 . However, in the high energy gas-grain and grain-grain collisions occurring behind the shock front, grain surfaces can be eroded (sputtering) and/or vaporised (Draine 2003 , Jones 2000 , Jones et al. 1994 , Guillet et al. 2009 and references therein), and the gas-phase abundances of the refractory elements are considerably enhanced. While some studies have been dedicated to the estimate of the depletion degree of Iron in protostellar jets (Beck-Winchatz et al. 1994 , Nisini et al. 2002 , Agra-Amboage et al. 2011 , very little is known about the reprocessing of other species (Nisini et al. 2005 , Garcia Lopez et al. 2008 Podio et al. 2009 .
In this paper we exploit the high sensitivity and the large spectral range covered by -5 -the X-shooter spectrograph at ESO-VLT to obtain an atlas as complete as possible of the ionic species involved in the chemistry of a remarkably bright protostellar bow-shock, namely the Herbig-Haro object HH 1. Being one of the brightest Herbig-Haro objects in the sky, it represents a reference frame for all the studies of HH objects (for a review of the observational and theoretical studies see Raga et al. 2011) . Together with HH 2, it was the first discovered Herbig-Haro object (Herbig 1951 , Haro 1952 . It is a bow-shock at the NW edge of a giant bipolar outflow almost 3 arcminutes long, corresponding to a projected length of 0.35 pc at the distance of ∼ 414 pc of the Orion Nebula Cluster where the object is located. It is powered by the VLA-1 source (discovered by Pravdo 1985) , a protostar roughly positioned at the center of the bipolar outflow. Spectroscopy of the HH 1/HH 2 system was performed in almost the entire spectral range, with detection from the UV (Ortolani & D'Odorico 1980 , Böhm et al. 1993 ) and X-rays (Pravdo et al. 2001 ) to the optical (Solf et al. 1988) , infrared (Gredel 1996 , Eislöffel et al 2000 , Nisini et al. 2005 and radio continuum (Rodriguez et al. 2000) . High-angular resolution observations were obtained in the optical with the Hubble Space Telescope images (e.g. Hartigan et al. 2011 , Raga et al. 2015 .
We presented the X-shooter observations of HH 1 in a previous paper (Giannini et al. 2015 , hereafter Paper I), where we have analyzed some very bright [Fe II] lines in order to derive empirically their Einstein A-coefficient ratios. In this paper we present the complete UV, optical, and near-infrared spectrum aiming at: 1) providing the most complete atlas of the chemical elements detected in a protostellar shock; 2) obtaining a complete picture of the gas physical conditions, to be used as a benchmark for shock models in subsequent studies; 3) estimating the chemical abundance of the detected species and inferring on the ability of shocks in destroying dust.
The paper is organized as follows. In Section 2 we describe the observations and data -6 -reduction and present the HH 1 X-shooter spectrum. In Section 3 we describe the diagnostic tools used to derive the gas physical conditions. These latter, along with the elemental abundances of the detected species, are presented in Section 4. General comments and final remarks are then given in Section 5. In Appendix A we give the complete list of the detected lines.
Observations and data reduction
A summary of the observations of HH 1 was already given in Paper I. For reader's convenience, we repeat here the most important pieces of information. We collected 7 X-shooter (Vernet et al. 2011) Figure 1 . To properly subtract the sky emission we acquired off-source exposures at 15 ′′ from the target, integrated for the same time as on-source. The slit, aligned with the direction of the bow-shock (position angle of 129 • ), was set to achieve a resolving power of 9 900, 18 200 and 7 780 for the UVB (3 600 -5 900Å), and NIR arm (9 900-24 700Å), using slit widths of 0. ′′ 5, 0. ′′ 4, and 0. ′′ 6, in the three spectrograph arms respectively. The pixel scale is 0. ′′ 16 for the UVB and VIS arms, and 0. ′′ 21 for the NIR arm.
The data reduction was accomplished independently for each arm using the X-shooter pipeline v.2.2.0 (Modigliani et al. 2010) , which provides 2-dimensional spectra, both flux and wavelength calibrated. Each of the seven exposures was analyzed separately by means of post-pipeline procedures available within the IRAF package to subtract the sky-exposure (that presents only telluric lines) and to correct for the relative motions between the Earth and the target at the time of the observation. Each NIR image was divided by the spectrum of a telluric standard star taken immediately after the observation, once corrected for both -7 -the stellar continuum shape and the intrinsic absorption features (hydrogen recombination lines). Finally, we combined the seven observations applying a median filter to get the final 2-D image. To extract the spectrum, we analyzed the spatial profile of the brightest lines, some of which are shown in Figure 2 . The emission of all the lines extend over the entire slit length, with a major emission peak of the atomic lines at a distance of about 2 ′′ -3 ′′ from the bow-shock edge. Differences among the spatial profiles will be commented further on (Section 4.1), here we just note that most of the emission is found between 1. ′′ 5 and 8. ′′ 8 from the bow-edge, as evidenced with red lines in Figure 2 . Since our primary goal is to detect lines from low-abundant species, we integrated the emission over all this zone. The final, 1-dimensional spectrum is shown in Figures 3-5 . This latter lacks a detectable continuum emission (with the exception of a faint emission at the UV wavelengths), and therefore we could not check directly the goodness of the flux inter-calibration between adjacent arms.
Rather, we compared fluxes of lines present in the overlapping portions of the spectral segments. While fluxes of lines in both UVB and VIS segments agree within few percent, the flux of the unique bright line in common between the VIS and NIR arm (H I λ10048Å ) differs of 40 %. To re-align the spectrum we took as a reference the VIS segment: this potentially introduces an uncertainty in the absolute fluxes, which was taken into account in the few cases when flux ratios of UVB/VIS lines with NIR lines are considered in the analysis.
Detected lines
In total, we detect more than 500 lines, being the spectrum particularly rich in [Fe II] and H 2 lines. In a deeper detail, we detect fine structure ionic lines from atoms with Z and NIR arm, respectively). The flux was derived by means of a Gaussian fit to the line profile, while the associated uncertainty was estimated by multiplying the spectral noise (rms) at line base times the FWHM. At the adopted spectral resolution, some lines are blended each-other and were not used in the subsequent analysis. Finally, we note that a few, bright lines present a second, fainter and redder component, whose flux was eventually added to that of the principal component to get the total line flux. Since the detailed study of the shock kinematics and geometry is far from our scientific scopes, the analysis of these individual (possibly resolved) line components is not considered further on in the paper.
Diagnostic tools
The analysis of the HH 1 spectrum consists of the following steps: 1) estimate of the local extinction; 2) determination of the gas temperature and density; 3) determination of the gas fractional ionization. The tools adopted to derive the above quantities are described in the following sections.
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Extinction
The method adopted to derive the local extinction (A V ) is described in Paper I. We just recall here that we estimate A V using pairs of lines coming from the same upper level, whose difference between the observed and theoretical flux ratios is a function only of the local reddening (see e.g. Gredel 1994 ). We considered flux ratios between H I lines of Balmer and Paschen series and Paschen and Brackett series, along with flux ratios of visible and infrared H 2 and atomic fine structure lines. Taking into account all the uncertainties and a total-to-selective extinction (R V ) between 3 and 5, we get 0.0 mag ≤ A V ≤ 0.8 mag.
We adopted A V = 0.4 mag to correct the observed fluxes, by applying the reddening law of Cardelli et al. (1989) . Also, the flux uncertainty due to the A V estimate (0.4 mag) was statistically added to the ∆Flux of Tables 5 -7 and taken into account in the line ratios used to derive the gas physical conditions.
The excitation model
The physical conditions of each ionic species were derived by comparing the line ratios of its brightest lines with the predictions of an excitation model, which adopts the Non Local Thermal Equilibrium (NLTE) approximation for line excitation. The equations of the statistical equilibrium are solved considering as processes for levels population the electronic collisional excitation/de-excitation and the radiative spontaneous decay.
Possible influence on line emissivity due to photo-excitation and stimulated emission are discarded at this step of the analysis, but they are considered a posteriori examining line ratios particularly sensitive to such processes (Section 4.1.1). The free parameters of the excitation model are the electron temperature T e and the electron density n e , which are derived from the measured flux ratios once corrected for the estimated A V . In order to reveal possible temperature and density gradients inside the shock we estimated T e and -10 -n e for each species separately. In particular, the excitation model was developed for all the ionic species for which collisional and radiative rates are available in the literature (all ions but Na I and Co II). Air frequencies and radiative rates are taken from 'The atomic line list' 2 and from the 'NIST' database 3 , with the exception of the radiative rates of Cr II which were taken from Quinet 1997. In Table 1 we summarize the details of each model. In particular, in the second column we report the average IP ave =(
between the ionization potentials of the ionic stage i-1 and i, to have an idea of the energy range corresponding to the ionization stage i of the considered species. We also give the number of levels considered in the model (column 3), the literature reference for collisional rates with electrons (column 4) and the temperature range in which these rates have been computed, which, roughly speaking, covers higher temperatures for species with higher IP ave (column 5). In agreement with this occurrence, we have constructed a grid of model solutions in the range: 3000 K ≤ T e ≤ 20 000 K (δT e = 1000 K), 5000 K ≤ T e ≤ 30 000 K (δT e = 1000 K), and 10 000 K ≤ T e ≤ 80 000 K (δT e = 5000 K) for ions having IP ave less than 20 eV, between 20 and 30 eV, and higher than 30 eV, respectively. All the grids cover the range 10 3 cm −3 ≤ n e ≤ 10 7 cm −3 (in steps of log 10 (δn e /cm −3 ) = 0.1). We make available these grids, containing the emissivities of selected lines, at the website:
http://www.oa-roma.inaf.it/irgroup/line grids/Atomic line grids/Home.html.
We were able to derive an estimate of T e and n e from line ratios of most of the observed species with the exceptions of Cl II , P II and Ti II. Indeed, Cl II and P II lines come from the same upper level and therefore their ratio is independent from the gas physical conditions, while lines of Ti II have a too low signal-to-noise ratio to provide meaningful determinations. Models for these species were however constructed to compute the intrinsic -11 -line emissivities once assumed the physical parameters, since these predictions are needed to derive the chemical abundances (see Section 4.4).
The ionization model
To derive the fractional ionization x e = n e /n H (where n H =n H 0 +n H + ) and the relative abundances X i /X i+1 of the atomic species in different ionization stages, we developed a ionization code that takes into account the following processes: collisional ionization, radiative and dielectronic recombination, and direct and inverse charge-exchange with
Hydrogen. Ionization, radiative and dielectronic recombination rates are taken from Landini & Monsignori-Fossi (1990) with the exception of the Iron data (Arnaud & Raymond 1992) . Charge-exchange data are from Kingdon & Ferland (1996) apart from Carbon data (Stancil et al. 1998) . Dielectronic recombination coefficients at low temperatures have been considered in O, N, and C models (Nussbaumer & Storey 1983) . Notably, while the ionization and recombination processes are function only of the electron temperature, direct and inverse charge-exchange depend also on the fractional ionization x e . Out of the species detected in different ionization stages, charge-exchange rates are relevant for the processes
Since different ionic stages are found in different regimes of temperature and density (Section 4.1), we have fitted x e (0 ≤ x e ≤ 1 in steps δx e = 0.05) in the range of T e and n e in which adjacent ionization stages are expected to co-exist in significant percentages. The fit results and their implications are discussed in Section 4.2.
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Results and Discussion

Density and temperature stratification
Most of the observed lines come from the first 5 fine structure levels of the ground state.
For these species 5-level models have been considered, and T e and n e have been derived from diagnostic diagrams involving the brightest lines. Examples are given in Figure 6 . For complex atomic systems, e.g. Fe II, Fe III, and Ni II, we have constructed more complicated models, and derived the physical parameters following the best-fitting method proposed by Hartigan & Morse (2007) , which consists in iteratively changing the line used for the normalization to minimize the χ 2 value of the fit. The best fits are shown in Figure 7 .
Temperature and density fitted by the excitation model in each ion are reported in Table 1 (columns 6 and 7). For the large majority of the ions, the derived T e falls inside the range of validity of the model (column 5). A remarkable exception is O II whose temperature was derived by extrapolating the collisional rates from their maximum value.
With reference to Figure 6 we note that while for some ions we are able to precisely derive both T e and n e (e.g. N I, O II, S II), for others we can significantly constrain only one of the two parameters (e.g. C I, O III). However, for the highly ionized species, the information derived from the line ratios can be integrated with others constraints. This is, for example, the case of Ar IV shown in the bottom-left panel of Figure 6 . Indeed, while the ratio 4740Å/4711Å is a good indicator of the density, it is almost independent from the local temperature. However, this latter can be evaluated adding as a constraint the Argon abundance X(Ar) derived from the [Ar III] lines (X(Ar) = 1.1 10 −5 ÷ 1.7 10 −5 X(H), see Section 4.4). Taking this range, we get that the observed fluxes of the Ar IV lines are fitted by the excitation model only if T e (Ar IV) is in the range 75 000 K ÷ 85 000 K. For example,
if T e (Ar IV) were 60 000 K, X(Ar) should exceed the solar value by an order of magnitude.
Similarly, we find that to reproduce the observed lines of Ne III at temperatures lower -13 -than ∼ 50 000 K, X(Ne) should exceed the solar abundance by about a factor of 5. More reasonably, imposing that X(Ne) X(Ne) ⊙ , we put a lower limit of 60 000 K to the Ne III temperature.
From Table 1 it can be noted that higher T e are found for ions with higher IP ave . This is better shown in Figure 8 , where we plot IP ave versus T e finding a significant correlation The electron density is well constrained by a few line ratios. Roughly speaking, we can identify two density regimes: a more tenuous gas component with n e between 1.0 10 ∼ 0). Since the lower limit to n e is 10 3 cm −3 for both O I and C I (Table 1) , we derive n H > 10 4 cm −3 for this neutral region.
Role of fluorescence
In Section 3.2 the observed line ratios have been analyzed under the assumption that line excitation is due only to collisional processes. Here we explore whether a further contribution from fluorescence excitation may be significant, also considering that a continuum emission, although faint, is present in the very blue part of the HH 1 spectrum.
As shown by Lucy (1995) , Bautista et al. (1996) and Bautista & Pradhan (1998) Table 2 the observed, de-reddened ratios (column 2), are compared with the theoretical predictions for purely collisional excitation (column 3) and for both collisional and fluorescent excitation (column 4). The theoretical values are reported for T e = 10 000 K and for 10 3 cm −3 ≤ n e ≤ 10 5 cm −3 . The very good agreement between the observations and the ratios expected for purely collisional excitation led us to conclude that fluorescence has (if any) a very marginal role in line excitation. As we will show in Section 4.3, this result is also confirmed by the analysis of the H 2 emission.
Similarly, radiative processes are not at the origin of the faint continuum observed roughly between 3 500Å and 6 000Å . Indeed, the fit through the blue part of the spectrum gives F λ ∝ λ −n , with n ≅ 3, as expected for two-photon emission processes caused by collisions of hydrogen-like and helium-like ions with free electrons (Dopita et al. 1982; Brugel et al. 1981) . Notably, two-photon continuum processes are expected to become -15 -important if n e < 7 10 3 cm −3 (Mewe et al. 1986) , as probed by a number of atomic species (Table 1) .
Ionization fraction
The results of the ionization model are presented in Figure 9 , where we plot the flux ratios of lines from adjacent ionization stages as a function of x e for the three atoms comes from a region with T e < 10 4 K (see Table 1 ), only a fraction of the observed [N I]5198
A line can be attributed to the same gas emitting the [N II]6585Å line. In this sense, the observed ratio has to be regarded as an upper limit, with a consequent shift of x e towards higher values. In the two bottom panels of Figure 9 we show the results of the Fe +1 -Fe +2 equilibrium code, which has been solved by assuming the density range derived from [Fe III] lines (note that the dependence between fractional ionization and electron density is very shallow Figure 9 , top-right panels, the gas component emitting O III lines is practically fully ionized.
In Figure 8 the red points represent x e vs. IP i , while in Table 3 we summarize the results of the ionization equilibrium model. The first column lists the element for which the code was solved, while the second column contains the ionization stages taken into consideration. In the third column we report the values of x e derived from the above analysis. For the atomic species for which we could not directly derive x e , we assume the value estimated from the element (among Nitrogen, Oxygen and Iron) with IP ave similar to that of the element under consideration.
The ionization equilibrium code allows one also to derive the relative abundance of adjacent ionization stages, as a function of x e and T e . We give these quantities in the last column of Table 3 , computed at the temperatures given in the fourth column (that roughly coincide with the average T e derived from the excitation model) and for the x e values of the third column. When a range of x e is given, X i /X i+1 is computed accordingly. In particular, we note that the equilibrium ionization of He indicates that a relevant percentage of He
+1
is found only if the gas temperature exceeds ∼ 30 000 K (in agreement with the relation of Figure 5 , being IP ave (He) = 39.5 eV). This result, as well as the relative abundances, will be used in the following to derive the atomic abundances (Section 4.4).
Physical conditions of the molecular component
As anticipated in Section 2.1, the spectrum of HH 1 is extremely rich in H 2 line emission, observed both in the VIS and NIR segments. Figure 10 , top panel. To minimize the uncertainties we have also discarded lines close in wavelengths to the atmospheric holes or affected by artifacts (e.g. sky residuals or bad pixels, mainly present in the NIR part of the spectrum). The best fit was obtained optimizing at the same time both the A V value and the gas temperature. We get A V =0.5 mag, which has been applied to all lines. The temperature is found as the reciprocal of the slope of the straight line through the data points. If all the lines are considered (solid line) we get an average temperature over the whole H 2 region of ∼ 5 500 K. However, columns of low-excited lines (typically lines with v up =1 and E (v,J) ≤ 15 000 K) are severely underestimated by this fit. Rather, the overall emission is better reproduced considering two temperature components, at ∼ 2 500 K and ∼ 6 300 K (dashed lines). We note that the first temperature component is in quite good agreement with the determination of 2750 K obtained by Gredel (1996) on the base of the NIR spectrum only.
The analysis of the H 2 emission suggests some considerations. First, the fact that the data points are fitted under LTE conditions, indicates that the gas density must be higher than the critical densities of the levels from which the lines originate (to have an indication, n crit 10 4 cm −3 at T = 3 000 K for most of the levels). Therefore, as derived for the neutral gas component, also the molecular emission should arise from a region with -18 -density exceeding 10 4 cm −3 .
Second, we note that a the fitted temperatures the H 2 gas is expected to have reached equilibrium between the ortho and para form, corresponding to o/p = 3. We have verified this circumstance, since in the opposite case the data points on the Boltzmann diagram would anymore align onto a straight line, but rather would follow a well defined zig-zag distribution (e.g. Nisini et al. 2010 ).
Third, both the high temperature fitted and the detection of lines with high excitation energy (up to E (v,J) /k ∼ 50 000 K) may indicate that the H 2 emission is at least partially influenced by ultraviolet pumping. Indeed, the strong ultraviolet continuous emission detected in the range 1 400Å ≤ λ 1 600Å by Böhm et al. (1993) was likely attributed to a fluorescent H 2 continuum. We compared our data with the model by Sternberg & Dalgarno (1989) who have predicted the fluxes of bright H 2 lines for increasing electron density and for a local radiation field a factor of one hundred higher than the interstellar field (χ parameter). We plot in Figure 10 , second to bottom panel, the ratios of the observed lines over their theoretical values for 10 3 cm −3 ≤ n ≤ 10 6 cm −3 , being n = n H 2 + n H . A marginal agreement with the theoretical predictions is found only for high-density values, at which, however, collisional excitation is expected to have a major role. Therefore, we can conclude that fluorescence is fairly negligible in H 2 line excitation (at least as far as the observed wavelength range is concerned), thus confirming what found also for the atomic emission in Section 4.1.1.
Finally, if we consider the gas as purely collisionally excited, we can derive some hints on the nature of the shock from the rotational diagram, giving the fact that the level populations are sensitive to the shock parameters (pre-shock density, shock velocity and age, and strength of the magnetic field). In particular, the presence of a magnetic field acts to dampen and broaden the shock wave; therefore, an increased magnetic field strength enhances the departure from LTE (e.g. Flower et al. 2003) . Conversely, a J-type shock is associated to a narrow shock wave, more easily thermalized and with higher column densities of the levels with larger vibrational numbers. In a very qualitative way, this second scenario appears therefore to be more suitable in representing the observed H 2 emission.
Chemical abundances
Chemical abundances of the atomic species have been obtained by comparing fluxes of bright lines with the flux of the Hβ line. Indeed, the atomic abundance is a direct function of the observed flux ratio according to the relationship:
where X/H is the abundance of the X atomic species relative to Hydrogen, F line /F Hβ is the observed (de-reddened) flux ratio between a line of the X i ion and Hβ, ǫ line (T e , n e ) and ǫ Hβ (T e , n e ) are the line and Hβ emissivities computed at the physical conditions derived in Table 1 , X i /X is the percentage of the atom X in the X i ionization stage, and H/H + is the reciprocal of x e .
We selected the brightest lines observed in each species and applied the above formula to derive X/H. While ǫ line (T e , n e ) is an output of our excitation model, ǫ Hβ (T e , n e ) is tabulated by Storey & Hummer (1995) under case B approximation, whose validity has been demonstrated in Paper I. As shown in the same paper, the bulk of Hydrogen line emission comes from gas at temperatures not exceeding ∼ 20 000-25 000 K, so that the above formula cannot be applied to the highest ionized atoms (i.e. S +2 , Ar +2 , O +2 ) which are excited at much higher temperatures. To compute the abundance of these species we have therefore taken as a reference the He II 4-3 line, which is expected to be excited at T e ≥ 30 000 -40 000 K (see Table 3 ). and whose emissivity as a function of T e and n e is taken from Storey & Hummer (1995) . Abundance with respect to Hydrogen is then derived by assuming X(He)/X(H)=0.0995, measured by Esteban et al. (2004) In columns 3-4 we compare the abundances derived in HH 1 with the solar values.
First, we note that most of our determinations are below the solar abundances. This is indeed a not surprising result, since abundances below the solar ones are found in different environments of our Galaxy (like diffuse clouds, H II regions, surroundings of B-type stars, see Wilson & Rood 1994 and Savage & Sembach 1996) , and, in particular, in the atmospheres of young stars in the Gould's Belt (Spina et al. 2014 , Biazzo et al. 2012 ).
Non-refractory species are, on average, ∼ 0.15 dex under-abundant, while species commonly bound on dust grains present an average deviation of ∼ 0.5 dex, being Magnesium and Calcium the most depleted species. Such result proves the presence of dust inside the shock. Several studies have been done to evaluate the degree of depletion of the refractory species. In particular, sparse Iron depletion factors have been estimated in shock regions, going from around 80% (Mouri & Taniguchi 2000 . Podio et al. 2006 , to intermediate values between 40% and 70 % (Nisini et al. 2002 , 2013 up to negligible -21 -percentages (Böhm & Matt 2001 , Pesenti et al. 2003 . In this respect, the depletion factor of ∼ 40% found in HH 1, represents an intermediate case.
An interesting comparison of the found abundances is in principle with the determinations obtained inside the Orion nebula, since the possible differences with this latter would directly reflect the effect of the shock passage through the surrounding medium.
However, the differences we find with the determinations by Esteban et al. (2004. columns 5-6) , mainly for C, Ar and O, are likely more due to a different computational approach than to intrinsic abundance fluctuations. For example, X(C) was computed by Esteban et al. by means of recombination lines, which, as shown by the same authors, always give larger estimates than the forbidden lines. Also, the high, over-solar, X(Ar) measured in that paper, likely arises to the low temperature, not exceeding ∼ 10 000 K, estimated for the emitting gas. The only species for which the abundance difference between HH 1 and the Orion nebula is really significant is represented by X(Fe). In the Esteban et al. work, X(Fe) is computed under different hypotheses on Iron fractional ionization, but in any case X(Fe)
is a factor ∼ 5÷ 25 lower than in HH 1. Such a major difference likely indicates that Iron is highly depleted inside the nebula while partially released in gas-phase inside the shock.
More in detail, our result can be compared with specific studies done on HH 1 in previous works. Beck-Winchatz et al. (1994 ≃ 500). Notably, in the bow-shock the Iron depletion factor is roughly the same as the external knots, but the above line ratio is ≃ 500. In a very simple view, these observational evidences can only be explained with an 'over-abundance' of the gas-phase Titanium with respect to Iron inside the jet, while in the bow-shock the two species are depleted in similar percentages.
Final remarks
We have presented the 3 600 -24 700Å deep X-shooter spectrum of the HH 1 bow-shock, one of the brightest known Herbig-Haro objects. Our main aims are to provide an atlas of the chemical species involved in a protostellar shock along with a detailed picture of the gas physical conditions to be used as a benchmark for shock models. Our analysis and main results can be summarized as follows:
1. The spectrum is extremely rich in line emission, with more than 500 detected lines coming from atomic species with Z up to 28, Hydrogen and Helium recombination lines, and H 2 ro-vibrational lines with v up ≤ 9.
2. The atomic emission was analyzed with an excitation code under NLTE approximation.
We are able to precisely determine both the temperature and density of the emitting gas for a large number of species, obtaining a detailed view of the regions where the lines of the ion in question arise. We find a well defined correlation between the -23 -electron temperature and the increasing ionization energy (IP ave ), going from less than 10 4 K up to ∼ 8 10 4 K for 4 eV IP ave 60 eV. In this range we fit Log T e = 0.02 IP ave + 3.8. The high temperatures found are expected by theoretical models of fully dissociative shocks, which predict the lines to form in the recombination region behind the shock front. In this view, collisions are at the origin of line formation, as we have proven also examining flux ratios of lines particularly sensitive to UV-pumping.
While the temperature progressively increases with the ionization energy, two distinct density regimes are individuated for the ionized gas: a more tenuous and spatially broader component (n e ∼ 10 3 cm −3 ) roughly associated with the gas at T e 30 000 K, and a denser, compact component (n e 10 5 cm −3 ) associated with the gas at T e 30 000 K, likely located in the compression zone close to the edge of the shock front. A further neutral component is also evidenced, at temperature 10 000 K and density > 10 4 cm −3 .
3. H 2 lines were analyzed by means of the Boltzmann diagram, which reveals the presence of two different molecular components, fairly thermalized at temperatures ∼ 2 500 K and ∼ 6 300 K. The brightest lines were compared with the expectations of a fluorescence model, substantially finding inconsistence with this excitation mechanism.
Rather, a qualitative analysis suggests the H 2 emission, as the atomic one, to arise in the molecular recombination zone of a (at least partially) dissociative shock.
4. The gas fractional ionization was measured by solving the ionization equilibrium equations for adjacent ionization stages of each atomic species. As found for the temperature, also the fractional ionization rapidly increases with the ionization energy. In particular, for IP ave ∼ 30 eV, the gas is fully ionized. Cyan box represents the X-shooter slit while red box indicates the spatial region where the spectrum has been extracted. Table 1 .
The hatched areas are the de-reddened flux ratios measured on HH 1, considering as errors the ∆flux given in Table 1 and the uncertainty on A V .
-39 - comparison between the observations and the fluorescence model by Stenberg & Dalgarno (1989) . The comparison is done by assuming the density in the range 10 3 cm −3 ≤ n ≤ 10 6 cm −3 (n = n H 2 + n H ) and a radiation field strength (χ) a factor of 100 higher than of the interstellar field.
-40 - e Minimum T e corresponds to maximum n e and viceversa.
d Minimum T e corresponds to minimum n e and viceversa.
-42 - Bautista et al. (1996) .
b Theoretical predictions taken from Bautista & Pradhan (1998) .
-43 - -45 -
A. Appendix
We give here the list of the detected lines. Table 5 : atomic forbidden lines, Table 6 :
Hydrogen and Helium recombination lines, Table 7 : H 2 ro-vibrational lines.
-46 - Note. - Table 5 is published in its entirety in the electronic edition of the Astrophysical Journal.
A portion is shown here for guidance regarding its form and content.
-48 - Note. - Table 6 is published in its entirety in the electronic edition of the Astrophysical Journal. A portion is shown here for guidance regarding its form and content.
-49 - Note. - Table 7 is published in its entirety in the electronic edition of the Astrophysical Journal. A portion is shown here for guidance regarding its form and content.
