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Abstract
Asymptotic couplings by reflection are constructed for a class of non-linear mono-
tone SPDES (stochastic partial differential equations). As applications, the gradi-
ent/Ho¨lder estimates as well as the exponential convergence are derived for the asso-
ciated Markov semigroup. The main results are illustrated by stochastic generalized
porous media equations, stochastic p-Laplacian equations, and stochastic generalized
fast-diffusion equations. We emphasize that the gradient estimate is studied at the
first time for these equations.
AMS subject Classification: 60H155, 60B10.
Keywords: Gradient estimate, Ho¨lder continuity, exponential convergence, asymptotic cou-
plings by reflection, stochastic partial differential equation.
1 Introduction
The study of non-linear monotone SPDES (stochastic partial differential equations) goes
back to the pioneering work of Pardoux [16, 17], see [10] for an extensive literature on the
existence and uniqueness of solutions as well as Itoˆ’s formula for the norm of solutions. This
type SPDES cover a number of important models including the stochastic generalized porous
media/fast-diffusion equations and the stochastic p-Laplacian equations, which have been
∗Supported in part by NNSFC(11131003) and Lab. Math. Com. Sys.
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intensively investigated in recent years. Among many other references on this topic we would
like to mention [8, 19, 13, 14] for the existence and uniqueness of strong solutions, [2, 7] for
weak solutions, [21, 15, 12, 23] for the Harnack inequalities and exponential ergodicity, and
[3, 5, 9] for the extinction properties. However, so far there is no any gradient estimates for
the associated Markov semigroup. Below we briefly recall a general formulation of the model
and explain the difficulty for the study of gradient estimates.
Let V ⊂ H ⊂ V∗ be a Gelfand triple, i.e. (H, 〈·, ·〉, ‖ · ‖) is a separable Hilbert space,
V is a reflexive Banach space continuously and densely embedded into H, and V∗ is the
duality of V with respect to H. Let V∗〈·, ·〉V be the dualization between V and V∗. We
have V∗〈u, v〉V = 〈u, v〉H for u ∈ H and v ∈ V. Let LHS(H) denote the space of all Hilbert-
Schmidt operators on H. Let W = (Wt)t≥0 be a cylindrical Brownian motion on H, i.e.
Wt :=
∑∞
i=1B
i
tei for an orthonormal basis {ei}i≥1 of H and a sequence of independent one-
dimensional Brownian motions {Bit}i≥1. Consider the following stochastic equation:
dXt = A(t, Xt)dt+B(t, Xt)dWt,
where A : [0,∞) × V → V∗ and B : [0,∞) × V → LHS(H) are measurable. Under some
assumptions (see e.g. [13]), this equation has a unique solution for any initial point in H. Let
(Ps,t)s≤t be the associated Markov semigroup. Below we explain the difficulty for deriving
gradient estimates on Ps,t for t > s:
(i) Since A takes value in the much larger space V∗ than the state space H, the drift term
is highly singular on H, so that the Malliavin calculus does not apply.
(ii) Since B is Hilbert-Schmidt, the noise part is too weak to imply gradient estimates as
in the semi-linear SPDE case where QQ∗ ≥ λI for some constant λ > 0 (see [20, 24]).
The purpose of this paper is to investigate gradient estimates on Ps,t using the coupling
by reflection. This coupling was introduced by Lindvall and Rogers [11] and further devel-
oped in [6] and many other papers, and is optimal (i.e. the coupling time is minimal) for
finite-dimensional Brownian motions. To investigate gradient estimates for finite-dimensional
SDES with multiplicative noise, this coupling was modified in [18] such that the reflection
only occurs to an additive noise part, and the argument has been further developed in [24]
for semi-linear SPDES. However, due to the above two points (i) and (ii), this argument does
not apply to the present non-linear monotone SPDES. Indeed, since B is Hilbert-Schmidt,
the stochastic equation associated to the coupling by reflection is not solvable in the litera-
ture (see Section 2 for details). To overcome this difficulty, we will construct a sequence of
couplings to approximate the desired “coupling by reflection”, and we call them asymptotic
couplings by reflection. Although we can not prove the convergence of these couplings (i.e.
the coupling by reflection is not yet well constructed for the present model), the asymp-
totic couplings by reflection are already enough to imply gradient/Ho¨lder estimates on the
associated Markov semigroup, see Theorem 2.1 and Theorem 2.3 below for details.
In the spirit of [18, 24], we will split the noise into a multiplicative part and an additive
part, and only construct the coupling by reflection for the additive part. To this end, we
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consider the equation
(1.1) dXt = A(t, Xt)dt +B(t, Xt)dW
(1)
t +QdW
(2)
t , t ∈ [0, T ],
where T > 0 is a fixed constant, Q ∈ LHS(H),
A : [0, T ]× V→ V∗, B : [0, T ]× V→ LHS(H)
are measurable, and (W
(1)
t )t∈[0,T ] and (W
(2)
t )t∈[0,T ] are two independent cylindrical Brownian
motions on H. To construct the asymptotic couplings by reflection, we need the following
assumptions for a fixed constant r > 0:
(A1) (Monotonicity) There exists a constant K ≥ 0 such that for any t ∈ [0, T ], v1, v2 ∈ V,
V∗〈A(t, v1)− A(t, v2), v1 − v2〉V + 1
2
‖B(t, v1)− B(t, v2)‖2HS ≤ K1‖v1 − v2‖2.
(A2) (Hemicontinuity) For any t ∈ [0, T ] and v1, v2, v ∈ V, R ∋ s 7→ V∗〈A(t, v1 + sv2), v〉V is
continuous.
(A3) (Coercivity) There exist constants C, θ > 0 such that
V∗〈A(t, v), v〉V + 1
2
‖B(t, v)‖2HS ≤ C(1 + ‖v‖2)− θ‖v‖r+1V , t ∈ [0, T ], v ∈ V.
(A4) (Growth) There exists a constant c > 0 such that
|V∗〈A(t, v), u〉V| ≤ c
(
1 + ‖v‖r+1
V
+ ‖u‖r+1
V
+ ‖u‖2 + ‖v‖2), t ∈ [0, T ], u, v ∈ V.
Then (1.1) has a unique solution with X0 = x for any initial point x ∈ H, and we denote the
solution by (Xt(x))t∈[0,T ] (see e.g. [13]). Recall that a continuous H-valued adapted process
X := (Xt)t∈[0,T ] is called a solution to (1.1), if
E
∫ T
0
(‖Xt‖2 + ‖Xt‖r+1V ) dt <∞, T > 0,
and P-a.s.
Xt = X(0) +
∫ t
0
A(s,Xs) ds+
∫ t
0
B(s,Xs)dW
(1)
s +QW
(2)
t , t ∈ [0, T ],
where the Bochner integral
∫ t
0
A(s,Xs) ds is defined on V
∗ but it takes values in H for all
t ∈ [0, T ], and in this integral as well as in the stochastic integral ∫ t
0
B(x,Xs)dW
(1)
s we have
identified X and its proper modification X¯ ∈ L2([0, T ] × Ω → H) ∩ L1+r([0, T ] × Ω → V)
used in [13].
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Let (Ps,t)T≥t≥s≥0 be the associated Markov semigroup, i.e.
Ps,tf(x) := Ef(Xs,t(x)), f ∈ Bb(H), T ≥ t ≥ s ≥ 0, x ∈ H,
where (Xs,t(x))t∈[s,T ] solves the equation (1.1) from time s with Xs,s(x) = x. By the unique-
ness of solutions, we have the semigroup property
Ps,t = Ps,t′Pt′,t, T ≥ t ≥ t′ ≥ s ≥ 0.
We simply denote Pt = P0,t, t ∈ [0, T ].
To derive gradient estimates on Ps,t, we also need the intrinsic norm induced by Q:
‖u‖Q = ‖(QQ∗)− 12u‖ := inf
{‖x‖ : x ∈ H, (QQ∗) 12x = u}, u ∈ H,
where we set inf ∅ =∞ by convention.
The remainder of the paper is organized as follows. In Section 2, we introduce the
main results of the paper and compare them with some known ones. In Section 3, we
construct the asymptotic couplings by reflection and use them to estimate |Ptf(x)−Ptf(y)|
for f ∈ Bb(H), t > 0 and x, y ∈ H. In Sections 4 and 5, we prove our main results using
asymptotic couplings by reflections for r ≥ 1 and r ∈ (0, 1) respectively. Finally, in Section
6, some specific examples are presented to illustrate the main results.
2 Main results
According to [12, 15, 21, 22] where the Harnack inequalities for monotone SPDES are studied,
we shall need the following stronger versions of (A1) for r ≥ 1 and r ∈ (0, 1) respectively,
which are easy to check in applications (see Section 6 for details).
(A1′) r ≥ 1, and there exist constants K, θ > 0 and κ > r − 1 such that
V∗〈A(t, v1)− A(t, v2), v1 − v2〉V + 1
2
‖B(t, v1)− B(t, v2)‖2HS
≤ K|v1 − v2‖2 − θ‖v1 − v2‖r+1−κ‖v1 − v2‖κQ, t ∈ [0, T ], v1, v2 ∈ V.
(A1′′) r ∈ (0, 1), and there exist constants K, θ, κ > 0 such that
V∗〈A(t, v1)−A(t, v2), v1 − v2〉V + 1
2
‖B(t, v1)−B(t, v2)‖2HS
≤ K‖v1 − v2‖2 − θ
‖v1 − v2‖2−κ‖v1 − v2‖κQ
(‖v1‖V ∨ ‖v2‖V)1−r , t ∈ [0, T ], v1, v2 ∈ V.
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2.1 For r ≥ 1
Theorem 2.1. Assume (A1′) and (A2)-(A4).
(1) If κ > 2r, then there exists a constant C > 0 such that for any 0 ≤ s < t ≤ T and
f ∈ Bb(H),
‖∇Ps,tf‖(x) := lim sup
y→x
|Ps,tf(x)− Ps,tf(y)|
‖x− y‖ ≤
C‖f‖∞
{(t− s) ∧ 1} κ+22κ+2−2r
, x ∈ H.
(2) If κ = 2r, then there exists a constant C > 0 such that for any 0 ≤ s < t ≤ T and
f ∈ Bb(H),
|Ps,tf(x)− Ps,tf(y)| ≤ C‖f‖∞
(t− s) ∧ 1‖x− y‖
{
log(‖x− y‖−1 + e)} rr+1 , x, y ∈ H.
(3) If κ ∈ (r − 1, 2r), then there exists a constant C > 0 such that for any 0 ≤ s < t ≤ T
and f ∈ Bb(H),
|Ps,tf(x)− Ps,tf(y)| ≤ C‖f‖∞‖x− y‖
2(κ+1−r)
κ+2
(t− s) ∧ 1 , x, y ∈ H.
Remark 2.1. (1) When H = Rd is finite-dimensional, Pt becomes an elliptic diffusion
semigroup. In this case it is well known that the sharp short time behavior of |∇Pt| is of
order 1√
t
. Since in this case (A1′) holds for any κ > r− 1, the gradient estimate in Theorem
2.1(1) is sharp for short time when κ→∞.
(2) Using coupling by change of measures constructed in [21], it is shown in [22, Theorem
2.2.1] that (A1′) and (A2)-(A4) with κ ∈ (r−1,∞)∩ [2,∞) imply the log-Harnack inequality
Pt log f(y) ≤ logPtf(y) + C‖x− y‖
2(κ+1−r)
κ
(t ∧ 1)κ+2κ
for all positive f ∈ Bb(H), t ∈ (0, T ] and x, y ∈ H. According to [1, Proposition 2.3], this
implies
|Ptf(x)− Ptf(y)| ≤ C‖f‖∞‖x− y‖
κ+1−r
κ
(t ∧ 1)κ+22κ , x, y ∈ H.
Since when κ > 2 we have κ+1−r
κ
< 2(κ+1−r)
κ+2
, this Ho¨lder continuity is worse than that in
Theorem 2.1(3). Moreover, when κ ≥ 2r, results in Theorem 2.1(1)-(2) are much stronger
than the Ho¨lder continuity.
As an application of Theorem 2.1, we have the following result on the exponential con-
vergence of Pt. When B = 0 and A(t, v) does not depend on t, this property has been
investigated in [12, 23].
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Theorem 2.2. Assume (A1′) and (A2)-(A4) for all T > 0.
(1) If r > 1, then there exists constants C, λ > 0 such that
(2.1) sup
x,y∈H
|Ptf(x)− Ptf(y)| ≤ C‖f‖∞e−λt, t ≥ 0, f ∈ Bb(H).
(2) If r = 1 and there exists a constant K > 0 such that
V∗〈A(t, v1)− A(t, v2), v1 − v2〉V + 1
2
‖B(t, v1)− B(t, v2)‖2HS
≤ −K‖v1 − v2‖2, t ≥ 0, v1, v2 ∈ V,
(2.2)
then there exists a constant C > 0 such that
(2.3)
|Ptf(x)− Ptf(y)|
C‖f‖∞ ≤


‖x− y‖e−Kt, if κ > 2,
‖x− y‖e−Kt
√
log(e + e
Kt
‖x−y‖), if κ = 2,
‖x− y‖ 2κκ+2 e− 2Kκtκ+2 , if κ ∈ (0, 2)
holds for all x, y ∈ H, t ≥ 0 and 0 6= f ∈ Bb(H).
Remark 2.2. Let Pt(x, ·) be the distribution of Xt(x). Then (2.1) is equivalent to
sup
x,y∈H
‖Pt(x, ·)− Pt(y, ·)‖var ≤ Ce−λt, t ≥ 0,
where ‖ · ‖var is the total variational norm. If A(t, v) and B(t, v) are independent of t, then
in the situation of Theorem 2.2(1), Pt has a unique invariant probability µ such that
sup
x∈H
‖Pt(x, ·)− µ‖var ≤ Ce−λt, t ≥ 0,
which is known as the strong ergodicity. Moreover, (A3) implies µ(‖ · ‖2) <∞, so that when
r = 1 Theorem 2.2(2) implies
µ
(
(Ptf − µ(f))2
) ≤ C‖f‖2∞(1 + t1{κ=2}) exp
[
− 2Kt
1 ∨ 2+κ
2κ
]
, t ≥ 0, f ∈ Bb(H).
Therefore, Theorem 2.2 generalizes, and improves when r = 1, assertions in [12, Theorem
1.5] where B = 0 and A(t, v) = A(v) is considered.
2.2 For r ∈ (0, 1)
We call B bounded, if
‖B‖∞ := sup{‖B(t, x)z‖ : t ∈ [0, T ], x ∈ V, z ∈ H, ‖z‖ ≤ 1} <∞.
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Theorem 2.3. Assume (A1′′) and (A2)-(A4).
(1) If κ > 2, then for any p > 0 there exists a constant Cp > 0 such that
|Ps,tf(x)− Ps,tf(y)| ≤ Cp‖f‖∞‖x− y‖
2pκ
2pκ+κ+2 (1 + ‖x‖2 + ‖y‖2) 2p(1−r)(1+r)(2pκ+κ+2)
{(t− s) ∧ 1} p(4+κ+κr)(r+1)(2pκ+κ+2)
holds for for any 0 ≤ s < t ≤ T, f ∈ Bb(H) and x, y ∈ H. If moreover B is bounded,
then there exists a constant C > 0 such that
|Ps,tf(x)− Ps,tf(y)| ≤ C‖f‖∞‖x− y‖{1 + ‖x‖
2 + ‖y‖2 + log(e + ‖x− y‖−1)} 1−rκ(1+r)
{(t− s) ∧ 1} 4+κ+κr2κ(r+1)
holds for for any 0 ≤ s < t ≤ T, f ∈ Bb(H) and x, y ∈ H.
(2) If κ = 2, then for any p > 0 there exists a constant Cp > 0 such that
|Ps,tf(x)− Ps,tf(y)|
≤ Cp‖f‖∞
{‖x− y‖2 log(e + ‖x− y‖−1)} p2(p+1) (1 + ‖x‖2 + ‖y‖2) p(1−r)2(p+1)(1+r)
{(t− s) ∧ 1} p(3+r)2(p+1)(1+r)
holds for for any 0 ≤ s < t ≤ T, f ∈ Bb(H) and x, y ∈ H. If moreover B is bounded,
then there exists a constant C > 0 such that
|Ps,tf(x)− Ps,tf(y)|
≤ C‖f‖∞‖x− y‖
√
log(e + ‖x− y‖−1){1 + ‖x‖2 + ‖y‖2 + log(e + ‖x− y‖−1)} 1−r2(1+r)
{(t− s) ∧ 1} 3+r2(r+1)
holds for for any 0 ≤ s < t ≤ T, f ∈ Bb(H) and x, y ∈ H.
(3) If κ ∈ (0, 2), then for any p > 0 there exists a constant Cp > 0 such that for any
0 ≤ s < t ≤ T and f ∈ Bb(H),
|Ps,tf(x)−Ps,tf(y)| ≤ Cp‖f‖∞‖x− y‖
2pκ
(p+1)(κ+2) (1 + ‖x‖2 + ‖y‖2) 2p(1−r)(1+r)(2pκ+κ+2)
{(t− s) ∧ 1} p(4+κ+κr)(r+1)(2pκ+κ+2)
, x, y ∈ H.
If moreover B is bounded, then there exists a constant C > 0 such that for any 0 ≤
s < t ≤ T and f ∈ Bb(H),
|Ps,tf(x)−Ps,tf(y)| ≤ C‖f‖∞‖x− y‖
2κ
κ+2{1 + ‖x‖2 + ‖y‖2 + log(e + ‖x− y‖−1)} 1−rκ(1+r)
{(t− s) ∧ 1} 4+κ+κr2κ(r+1)
holds for all x, y ∈ H.
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If the constant Cp in Theorem 2.3(1) is bounded as p → ∞, then ny letting p → ∞ we
obtain the gradient estimate
‖∇Ps,tf‖(x) ≤ C‖f‖∞(1 + ‖x‖
2)
(1−r)
κ(1+r)
{(t− s) ∧ 1} 4+κ(r+1)2κ(r+1)
, f ∈ Bb(H), x ∈ H
for some constant C > 0. However, in this paper we can not prove the boundedness of
(Cp)p>0. Nevertheless, the following result implies this gradient estimate when B = 0 and
κ ≥ 4
r+1
. The proof of this result is due to the log-Harnack inequality presented in [22,
Theorem 2.3.1]. But the gradient estimate for non-constant B or κ < 4
r+1
is still unknown.
Proposition 2.4. Assume (A1′′) and (A2)-(A4). If B = 0 and κ ≥ 4
r+1
, then
(2.4) ‖∇Ps,tf‖2(x) ≤ C(Ps,tf
2(x))(1 + ‖x‖2) 2(1−r)κ(1+r)
{(t− s) ∧ 1} 4+κ(r+1)κ(r+1)
, f ∈ Bb(H), x ∈ H
holds for some constant C > 0.
Proof. According to [22, Theorem 2.3.1], (A1′′) and (A2)-(A4) for B = 0 and κ ≥ 4
r+1
imply
the log-Harnack inequality
Pt log f(y) ≤ logPtf(x) + C‖x− y‖
2(1 + ‖x‖2 + ‖y‖2) 2(1−r)κ(1+r)
(t ∧ 1)κ(1+r)+4κ(1+r)
, t ∈ (0, T ], x, y ∈ H
for some constant C > 0 and all positive f ∈ Bb(H). Using the argument in the proof of [1,
Proposition 2.3], it is easy to see that this implies the desired gradient estimate (2.4).
3 Asymptotic couplings by reflection
Throughout this section, we assume (A1)-(A4) and let Q be symmetric with Q ≥ 0 and
Ker(Q) = {0}. According to [18, 24], we shall construct the coupling by reflection for the
additive noise part. To this end, let
σ(u, v) =
{Q−1(u− v)} ⊗ {Q−1(u− v)}
‖u− v‖2Q
, u, v ∈ Q(H).
Then the stochastic equation for the coupling process (Xt, Yt) is formulated as follows:

dXt = A(t, Xt)dt+B(t, Xt)dW
(1)
t +QdW
(2)
t ,
dYt = A(t, Yt)dt+B(t, Yt)dW
(1)
t +Q
(
I − 2σ(Xt, Yt)
)
dW
(2)
t ,
where in the second equation W
(2)
t is reflected along the direction Q
−1(Xt − Yt).
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However, since Q is Hilbert-Schmidt, Qσ(·) : H2 → LHS(H) is not a well-defined contin-
uous map, so that existing results on the existence and uniqueness of solutions for monotone
SPDES do not apply, see [13, 14, 19]. To overcome this difficulty, we use (Q + 1
n
I)−1 to
replace Q−1: for any n ≥ 1, let
σn(u, v) =
{(Q + 1
n
I)−1(u− v)} ⊗ {(Q+ 1
n
I)−1(u− v)}
‖(Q+ 1
n
I)−1(u− v)‖2 , t ∈ [0, T ], u, v ∈ H.
Since Q is non-negative definite, for any n ≥ 1 the norm ‖(Q + 1
n
I)−1x‖ is equivalent to
‖x‖. Moreover, to manage the singularity of σn(u, v) on the diagonal {(u, u) : u ∈ H}, we
introduce a cut-off function
(3.1) h(s) =


0, s ∈ [0, 1
2
],
1− exp[−(r − 1
2
)/(r − 1)], s ∈ (1
2
, 1),
1, s ≥ 1.
Obviously, h,
√
1− h2 ∈ C1b ([0,∞)).
Now, for any n ≥ 1, consider the coupling stochastic equation
(3.2)


dXnt = A(t, X
n
t )dt+B(t, X
n
t )dW
(1)
t +Q
√
1− h(n‖Xnt − Y nt ‖)2 dW (2)t
+Qh(n‖Xnt − Y nt ‖)dW (3)t ,
dY nt = A(t, Y
n
t )dt+B(t, Y
n
t )dW
(1)
t +Q
√
1− h(n‖Xnt − Y nt ‖)2 dW (2)t
+Qh(n‖Xnt − Y nt ‖)
(
I − 2σn(Xt, Yt)
)
dW
(3)
t ,
where W
(1)
t ,W
(2)
t and W
(3)
t are independent cylindrical Brownian motions on H. Since
h(ns) = 0 for s ≤ 1
2n
, the reflection occurs only when ‖Xnt − Y nt ‖ > 12n . To see that this
equation has a unique solution for any initial point in H2, for any (u, v) ∈ V2, (v1, v2, v3) ∈ H3
and t ∈ [0, T ], we let
A¯(t, (u, v)) = (A(t, u), A(t, v)),
B¯(t, (u, v))(v1, v2, v3) =
(
B(t, u)v1 + h(n‖u− v‖)Qv2 +
√
1− h(n‖u− v‖)2Qv3,
B(t, v)v1 + h(n‖u− v‖)Q
(
I − 2σn(u, v)
)
v2 +
√
1− h(n‖u− v‖)2Qv3
)
.
Moreover, let W¯t = (W
(1)
t ,W
(2)
t ,W
(3)
t ) which is a cylindrical Brownian motion on H
3. Then
(3.2) can be reformulated as the following equation on H¯ := H2:
dX¯t = A¯(t, X¯t)dt+ B¯(t, X¯t)dW¯t.
Let V¯ = V2, V¯∗ = (V∗)2. Then V¯ ⊂ H¯ ⊂ V¯∗ is a Gelfand triple. Moreover, it is easy to see
from (A1)-(A4) and the construction of σn that A¯ and B¯ satisfy the following conditions for
some constants K, θ > 0 depending on n, and all t ∈ [0, T ], v¯, v¯1, v¯2 ∈ V¯ :
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(a) (Hemicontinuity) R ∋ s 7→ V¯∗〈A¯(t, v¯1 + sv¯2), v〉V¯ is continuous.
(b) (Monotonicity) V¯∗〈A¯(t, v¯1) − A¯(t, v¯2), v¯1 − v¯2〉V¯ + 12‖B¯(t, v¯1) − B¯(t, v¯2)‖2LHS(H3→H¯) ≤
K‖v¯1 − v¯2‖2H¯.
(c) (Coercivity) V¯∗〈A¯(t, v¯), v¯〉V¯ + 12‖B¯(t, v¯)‖2LHS(H3→H¯) ≤ K(1 + ‖v¯‖2H¯)− θ‖v‖
r+1
V¯
.
(d) (Growth) |V¯∗〈A¯(t, v¯1), v¯2〉V¯| ≤ K
(
1 + ‖v¯1‖r+1V¯ + ‖v¯2‖r+1V¯ + ‖v¯1‖2H¯ + ‖v¯2‖2H¯
)
.
Therefore, for any initial point (x, y) ∈ H2, the equation (3.2) has a unique solution
(Xnt (x, y), Y
n
t (x, y)) staring at (x, y), see e.g. [19, Theorem 2.1]. Below we prove that the
solution is a coupling of Xt(x) and Xt(y), i.e. the law of (X
n
t (x, y))t∈[0,T ] coincides with that
of (Xt(x))t∈[0,T ], and the same is true for (Y nt (x, y))t∈[0,T ] and (Xt(y))t∈[0,T ]. Moreover, when
n→∞, these couplings provide an upper bound estimate of |Ptf(x)− Ptf(y)|.
Proposition 3.1. Assume (A1)-(A4). Let Q ≥ 0 be symmetric.
(1) (Xnt (x, y), Y
n
t (x, y))t∈[0,T ] is a coupling of (Xt(x))t∈[0,T ] and (Xt(y))t∈[0,T ].
(2) Let T x,yn = inf{t ∈ [0, T ] : Xnt (x, y) = Y nt (x, y)} be the coupling time, where inf ∅ =∞
by convention. Then Xnt (x, y) = Y
n
t (x, y) holds for t ∈ [T x,yn , T ].
(3) Let τx,yn = inf{t ∈ [0, T ] : ‖Xnt (x, y)− Y nt (x, y)‖ ≤ 1n}. Then
|Ptf(x)− Ptf(y)| ≤ osc(f) lim inf
n→∞
P(τx,yn > t), t ∈ (0, T ], f ∈ Bb(H), x, y ∈ H,
where osc(f) := sup f − inf f.
Proof. We simply denote (Xnt , Y
n
t ) = (X
n
t (x, y), Y
n
t (x, y)), X = (Xt)t∈[0,T ] for a process Xt
on H, Tn = T
x,y
n and τn = τ
x,y
n .
(1) It is easy to see that
W˜
(2)
t :=
∫ t
0
{√
1− h(n‖Xns − Y ns ‖)2 dW (2)s + h(n‖Xns − Y ns ‖)dW (3)s
}
is a cylindrical Brownian motion on H, which is independent of W (1) since, for any u, v ∈ H,
the processes 〈u,W (1)t 〉 and 〈v, W˜ (2)t 〉 have zero covariation. By (3.2) we have
dXnt = A(t, X
n
t )dt+B(t, X
n
t )dW
(1)
t +QdW˜
(2)
t , X
n
0 = X0 = x.
So, the uniqueness of the weak solutions to (1.1) implies that X(x) and Xn have a common
distribution.
Similarly, since σn is symmetric with (I − 2σn)2 = I, the above argument also applies to
Y n and X(y) so that they have a common distribution as well.
(2) Let T ′n = inf
{
t ∈ [Tn, T ] : ‖Xnt − Y nt ‖ ≥ 12n
}
. Since h(ns) = 0 for s ∈ [0, 1
2n
], (3.2)
yields
d(Xnt − Y nt ) = (A(t, Xnt )− A(t, Y nt ))dt + (B(t, Xnt )− B(t, Y nt ))dW (1)t , t ∈ [Tn, T ′n ∧ T ].
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By (A1) and Itoˆ’s formula (see e.g. [19, Theorem A.2]), there exists a constant c > 0 such
that
d‖Xnt − Y nt ‖2 ≤ c‖Xnt − Y nt ‖2dt+ 2〈(B(t, Xnt )−B(t, Y nt ))dW (1)t , Xnt − Y nt 〉
holds for t ∈ [Tn, T ′n ∧ T ]. Thus,
1{Tn≤T}E
(‖Xn(Tn+t)∧T ′n∧T − Y n(Tn+t)∧T ′n∧T‖2e−c((Tn+t)∧T ′n∧T )∣∣FTn∧T )
≤ 1{Tn≤T}E
(‖XTn − YTn‖2e−cTn∣∣FTn∧T ) = 0, t ∈ [0, T ].
This implies T ′n =∞ and Xnt = Y nt for t ∈ [Tn, T ].
(3) Without loss of generality, we may and do assume that f is Lipschitz continuous. Let
Qn = Q +
1
n
I. By (3.2) we have
d(Xnt − Y nt ) = (A(t, Xnt )−A(t, Y nt ))dt+ (B(t, Xnt )−B(t, Y nt ))dW (1)t
+ 2h(n‖Xnt − Y nt ‖)Qσn(Xnt , Y nt )dW (3)t , t ∈ [0, T ].
By Itoˆ’s formula (see e.g. [19, Theorem A.2]), this implies
d‖Xnt − Y nt ‖2 =
{
2V∗〈A(t, Xnt )−A(t, Y nt ), Xnt − Y nt 〉+ ‖B(t, Xt)− B(t, Yt)‖2HS
}
dt
+
4h(n‖Xnt − Y nt ‖)2‖QQ−1n (Xnt − Y nt )‖2
‖Q−1n (Xnt − Y nt )‖2
dt
+ 2
〈
(B(t, Xnt )− B(t, Y nt ))dW (1)t , Xnt − Y nt
〉
+
4h(n‖Xnt − Y nt ‖)〈QQ−1n (Xnt − Y nt ), Xnt − Y nt 〉
‖Q−1n (Xnt − Y nt )‖2
〈
Q−1n (X
n
t − Y nt ), dW (3)t
〉
(3.3)
for t ∈ [0, T ]. So, by (A1), there exists a constant K > 0 such that
(3.4) d‖Xnt − Y nt ‖ ≤
{
K‖Xnt − Y nt ‖+ In(Xnt − Y nt )
}
dt+ dMnt , t < Tn ∧ T,
where
dMnt =
〈
(B(t, Xnt )− B(t, Y nt ))dW (1)t ,
Xnt − Y nt
‖Xnt − Y nt ‖
〉
+
2h(n‖Xnt − Y nt ‖)〈QQ−1n (Xnt − Y nt ), Xnt − Y nt 〉
‖Q−1n (Xnt − Y nt )‖ · ‖Xnt − Y nt ‖
〈 Q−1n (Xnt − Y nt )
‖Q−1n (Xnt − Y nt )‖
, dW
(3)
t
〉
,
(3.5)
and
In(v) =
2h(n‖v‖)2
‖v‖ · ‖Q−1n v‖2
(
‖QQ−1n v‖2 −
〈QQ−1n v, v〉2
‖v‖2
)
, 0 6= v ∈ H.
Since Qn = Q +
1
n
I, we have
‖QQ−1n v‖2 −
〈QQ−1n v, v〉2
‖v‖2 =
∥∥∥v − 1
n
Q−1n v
∥∥∥2 − (‖v‖2 − 1n〈Q−1n v, v〉)2‖v‖2
=
1
n2
(
‖Q−1n v‖2 −
〈Q−1n v, v〉2
‖v‖2
)
≤ 1
n2
‖Q−1n v‖2.
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So,
In(X
n
t − Y nt ) ≤
2h(n‖Xnt − Y nt ‖)2
n2‖Xnt − Y nt ‖
≤ 2‖h′‖2∞‖Xnt − Y nt ‖, t < Tn ∧ T.
Combining this with (3.4), we obtain
(3.6) d‖Xnt − Y nt ‖ ≤ K ′‖Xnt − Y nt ‖dt+ dMnt , t < Tn ∧ T
for some constants K ′ > 0. Since by (2) we have Xnt = Y
n
t for t ∈ [Tn, T ], this implies that
(‖Xnt − Y nt ‖e−K ′t)t∈[0,T ] is a supermartingale, so that
(3.7) E
(
e−K
′t‖Xnt − Y nt ‖1{t≥τn}
) ≤ E(‖Xnτn − Y nτn‖1{t≥τn}) ≤ 1n, t ∈ [0, T ].
Combining this with (1) we conclude that for any Lipschitz function f on H with Lipschitz
constant L(f),
|Ptf(x)− Ptf(y)| = |E(f(Xnt )− f(Y nt ))|
≤ E∣∣(f(Xnt )− f(Y nt ))1{τn>t}∣∣+ L(f)eK ′tE(e−K ′t‖Xnt − Y nt ‖1{t≥τn})
≤ osc(f)P(τn > t) + L(f)e
K ′t
n
, n ≥ 1.
Letting n→∞ we prove (3).
4 Proof of Theorem 2.1 and Theorem 2.2
Since dW˜
(2)
t := (QQ
∗)−
1
2QdW
(2)
t gives rise to a cylindrical Brownian motion on H indepen-
dent of dW
(1)
t , and since QdW
(2)
t =
√
QQ∗ dW˜ (2)t , in (1.1) we may and do assume that Q is
symmetric with Q ≥ 0.
Let x, y ∈ H with x 6= y. We simply denote (Xnt , Y nt ) the solution to (3.2) for (Xn0 , Y n0 ) =
(x, y), and let τn = τ
x,y
n . Then, according to Proposition 3.1(3), the key point for the proof
of Theorem 2.1 is to estimate P(τn > t), for which we follow the line of [6]. For any δ > 0,
let
τn,δ = inf{t ∈ [0, T ] : ‖Xnt − Y nt ‖ ≥ δ}.
We have τn,δ = 0 if δ ≤ ‖x− y‖. According to [6], we need to estimate E(τn ∧ τn,δ ∧ t) and
P(τn ∧ t ≥ τn,δ) respectively.
Lemma 4.1. Assume (A1)-(A4) and let K ′ be in (3.6). Then
P(τn ∧ t ≥ τn,δ) ≤ ‖x− y‖e
K ′t
δ
, t ∈ [0, T ], n ≥ 1, x, y ∈ H.
Proof. It suffices to prove for δ > ‖x − y‖. By (3.6), e−K ′t‖Xnt − Y nt ‖ is a supermartingale.
So,
δe−K
′t
P(τn ∧ t ≥ τn,δ) ≤ E
(
e−K
′(t∧τn∧τn,δ)‖Xnt∧τn∧τn,δ − Y nt∧τn∧τn,δ‖
) ≤ ‖x− y‖.
This completes the proof.
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Next, we go to estimate E(τn ∧ τn,δ ∧ t). By using (A1′) to replace (A1) in the proof of
(3.4), we obtain
d‖Xnt − Y nt ‖ ≤
(
K‖Xnt − Y nt ‖ −
θ‖Xnt − Y nt ‖κQ
‖Xnt − Y nt ‖κ−r
+ In(X
n
t − Y nt )
)
dt + dMnt .
Thus, instead of (3.6), we have
(4.1) d‖Xnt − Y nt ‖ ≤
(
K ′‖Xnt − Y nt ‖ −
θ‖Xnt − Y nt ‖κQ
‖Xnt − Y nt ‖κ−r
)
dt + dMnt , t < Tn ∧ T.
So, for any g ∈ C2([0, δ]) with g′ ≥ 0 and g′′ ≤ 0,
dg(‖Xnt − Y nt ‖) ≤g′(‖Xnt − Y nt ‖)
(
K ′‖Xnt − Y nt ‖ − θ‖Xnt − Y nt ‖κQ‖Xnt − Y nt ‖r−κ
)
dt
+
1
2
g′′(‖Xnt − Y nt ‖)d〈Mn〉t + g′(‖Xnt − Y nt ‖)dMnt , t ≤ T ∧ τn ∧ τn,δ.
Since for t ≤ τn ∧ T we have ‖Xnt − Y nt ‖ ≥ 1n such that h(n‖Xnt − Y nt ‖) = 1, (3.5) implies
d〈Mn〉t ≥ 4〈QQ
−1
n (X
n
t − Y nt ), Xnt − Y nt 〉2
‖Xnt − Y nt ‖2 · ‖Q−1n (Xnt − Y nt )‖2
dt
=
4(‖Xnt − Y nt ‖2 − 1n〈Q−1n (Xnt − Y nt ), Xnt − Y nt 〉)2
‖Xnt − Y nt ‖2 · ‖Q−1n (Xnt − Y nt )‖2
dt
≥ 4(
1
2
‖Xnt − Y nt ‖4 − 1n2‖Q−1n (Xnt − Y nt )‖2 · ‖Xnt − Y nt ‖2)
‖Xnt − Y nt ‖2 · ‖Q−1n (Xnt − Y nt )‖2
dt
≥
(2‖Xnt − Y nt ‖2
‖Xnt − Y nt ‖2Q
− 4
n2
)
dt, t ≤ τn ∧ T
(4.2)
for some constant c1 > 0. Since g
′′ ≤ 0, we arrive at
dg(‖Xnt − Y nt ‖)
≤
{
g′(‖Xnt − Y nt ‖)
(
K ′‖Xnt − Y nt ‖ − θ‖Xnt − Y nt ‖κQ‖Xnt − Y nt ‖r−κ
)
+ g′′(‖Xnt − Y nt ‖)
(‖Xnt − Y nt ‖2
‖Xnt − Yt‖2Q
− 2
n2
)}
dt
+ g′(‖Xnt − Y nt ‖)dMnt , t ≤ T ∧ τn ∧ τn,δ.
(4.3)
By applying (4.3) with proper choices of g, we will prove assertions (1)-(3) of Theorem 2.1
respectively as follows.
Proof of Theorem 2.1. Without loss of generality, we only need to prove for s = 0. Moreover,
by the Markov property, it suffices to prove for t ∈ [0, T ∧ 1]. Below we prove assertions
(1)-(3) respectively for s = 0 and t ∈ (0, T ∧ 1].
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(1) Let κ > 2r. We have ε := κ−2r
κ
∈ (0, 1). For any δ > 0, take
g(s) = s− s
1+ε
4δε
, s ∈ [0, δ].
Then
(4.4) 1 ≥ g′(s) = 1− (1 + ε)s
ε
4δε
≥ 1
2
, g′′(s) = −ε(1 + ε)
4δεs1−ε
< 0, s ∈ (0, δ].
So, for any v ∈ V with ‖v‖ ∈ [ 1
n
, δ],
Gn(v) := g
′(‖v‖)
(
K ′‖v‖ − θ‖v‖κQ‖v‖r−κ
)
+ g′′(‖v‖)
( ‖v‖2
‖v‖2Q
− 2
n2
)
≤ K ′g(‖v‖)− θ
2
‖v‖κQ‖v‖r−κ −
ε(ε+ 1)‖v‖1+ε
4δε‖v‖2Q
+
ε(ε+ 1)
2δεn1+ε
.
(4.5)
Noting that
‖v‖κQ
‖v‖κ−r =
( ‖v‖2Q
‖v‖ε+1
)κ
2 , we obtain
Gn(v) ≤ K ′g(‖v‖) + 1
δεn1+ε
− c1
{( ‖v‖2Q
‖v‖ε+1
)κ
2
+
‖v‖1+ε
δε‖v‖2Q
}
≤ K ′g(‖v‖) + 1
δεn1+ε
− c1 inf
a>0
{
a−
κ
2 + aδ−ε
}
= K ′g(‖v‖) + 1
δεn1+ε
− c2δ− εκκ+2 , ‖v‖ ∈ [n−1, δ]
for some constants c1, c2 > 0. Combining this with (4.3), we arrive at
E(t ∧ τn ∧ τn,δ) ≤ c3δ εκκ+2g(‖x− y‖) + c3
δ
2ε
κ+2n1+ε
, t ∈ [0, T ∧ 1]
for some constant c3 > 0. This, together with Lemma 4.1, yields
lim sup
n→∞
P(τn > t) ≤ lim sup
n→∞
{
P(τn ∧ τn,δ ∧ t ≥ t) + P(τn ∧ t ≥ τn,δ)
}
≤ c3δ
εκ
κ+2‖x− y‖
t
+
‖x− y‖eK ′
δ
, t ∈ [0, T ∧ 1].
(4.6)
Therefore, it follows from Proposition 3.1(3) that
‖∇Ptf‖∞ ≤ osc(f) inf
δ>0
(c3δ εκκ+2
t
+
eK
′
δ
)
≤ C‖f‖∞
t
κ+2
2(κ+1−r)
holds for some constant C > 0 and all t ∈ (0, T ].
(2) Let κ = 2r. Take g(s) =
∫ s
0
{
log(e + z−1)
} r
1+rdz, s ≥ 0. We have
g′(s) = {log(e + s−1)} r1+r > 0, g′′(s) = −r{log(e + s
−1)}− 11+r
(1 + r)(s+ es2)
< 0, s > 0.
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Let Gn be in (4.5) and simply take δ = 1. Then
Gn(v) ≤
(
K ′‖v‖ − θ‖v‖
2r
Q
‖v‖r
){
log(e + ‖v‖−1)} r1+r − r{log(e + ‖v‖−1)}− 11+r
(1 + r)(‖v‖+ e‖v‖2)
( ‖v‖2
‖v‖2Q
− 2
n2
)
≤ K ′g(‖v‖)− θ‖v‖
2r
Q {log(e + ‖v‖−1)}
r
1+r
‖v‖r −
r‖v‖{log(e + ‖v‖−1)}− 11+r
(1 + r)(1 + e)‖v‖2Q
+
2
n
≤ K ′g(‖v‖) + 2
n
− inf
a>0
(
θa−r +
ra
(r + 1)(1 + e)
)
= K ′g(‖v‖) + 2
n
− c1, ‖v‖ ∈ [n−1, 1]
for some constant c1 > 0. Combining this with (4.3) we arrive at
lim sup
n→∞
E(τn ∧ τn,1 ∧ t) ≤ g(‖x− y‖)
c2
, ‖x− y‖ ∈ (0, 1), t ≤ T ∧ 1
for some constant c2 > 0. Therefore, the first inequality in (4.6) and Lemma 4.1 yield
lim sup
n→∞
P(τn > t) ≤ c3
t
g(‖x− y‖), ‖x− y‖ ∈ (0, 1], t ∈ (0, T ∧ 1]
for some constant c3 > 0. Then the proof of (2) is completed by Proposition 3.1(3).
(3) Let κ ∈ (r− 1, 2r). We have ε := 2(κ+1−r)
κ+2
∈ (0, 1). Take g(s) = sε, s ≥ 0. Then (4.5)
implies
Gn(v) ≤ εK ′‖v‖ε −
εθ‖v‖κQ
‖v‖κ−r+1−ε −
2ε(1− ε)‖v‖ε
‖v‖2Q
+
2ε(1− ε)
nε
, ‖v‖ ∈ [n−1, 1].
Since
‖v‖κQ
‖v‖κ−r+1−ε =
(‖v‖2Q
‖v‖ε
)κ
2
,
we obtain
Gn(v) ≤ K ′g(‖v‖) + 1
nε
− inf
a>0
(
εθa−
κ
2 + 2ε(1− ε)a) = K ′g(‖v‖) + 1
nε
− c1, ‖v‖ ∈ [n−1, 1]
for some constants c1 > 0. So, (4.3) yields
lim sup
n→∞
E(τn ∧ τn,1 ∧ t) ≤ g(‖x− y‖)
c2
=
‖x− y‖ε
c2
, ‖x− y‖ ∈ (0, 1]
for some constant c2 > 0. Combining this and Lemma 4.1 with the first inequality in (4.6),
we obtain
lim sup
n→∞
P(τn > t) ≤ c3
t
g(‖x− y‖), x, y ∈ H, t ∈ (0, T ∧ 1]
for some constant c3 > 0. Then the proof is finished by Proposition 3.1(3).
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Proof of Theorem 2.2. (1) Let r > 1. Since (A1′) is weaker for smaller κ, we assume κ ∈
(r − 1, 2(r − 1)) such that ε := 2(κ+1−r)
κ
∈ (0, 1). Obviously,
(4.7) ε =
2(1 + r − ε)
κ+ 2
− 2(1− ε).
Take
g(s) = 1− e−λsε + γsε, s ≥ 0,
where λ > 1, γ > 0 will be determined latter on. Noting that for any s > 0,
g′(s) = λεsε−1e−λs
ε
+ γεsε−1 > 0, g′′(s) ≤ −λ2ε2s2(ε−1)e−λsε < 0,
and θ‖ · ‖κQ ≥ θ′‖ · ‖κ holds for some constant θ′ > 0, we have, for ‖v‖ ≥ 1n ,
θg′(‖v‖)‖v‖κQ
‖v‖κ−r −
( ‖v‖2
‖v‖2Q
− 2
n2
)+
g′′(‖v‖)
≥ λεθ‖v‖r+ε−1e−λ‖v‖ε
(‖v‖2Q
‖v‖2
)κ
2
+ θ′γε‖v‖ε+r−1 +
( ‖v‖2
‖v‖2Q
− 2
n2
)
λ2ε2‖v‖2(ε−1)e−λ‖v‖ε
≥ θ′γε‖v‖ε+r−1 − 2λ
2ε2‖v‖εe−λ‖v‖ε
nε
+ e−λ‖v‖
ε
inf
a>0
(
λεθ‖v‖r+ε−1aκ2 + λ
2ε2
a‖v‖2(1−ε)
)
= θ′γε‖v‖ε+r−1 − 2λ
2ε2‖v‖εe−λ‖v‖ε
nε
+ c2λ
2(κ+1)
κ+2 ‖v‖ 2(1+r−ε)κ+2 −2(1−ε)e−λ‖v‖ε
= θ′γε‖v‖ε+r−1 − 2λ
2ε2‖v‖εe−λ‖v‖ε
nε
+ c2λ
2(κ+1)
κ+2 ‖v‖εe−λ‖v‖ε
for some constant c2 > 0, where the last step is due to (4.7). Therefore,
Gn(v) := g
′(‖v‖)
(
K ′‖v‖ − θ‖ · ‖
κ
Q
‖v‖κ−r
)
+
(c1‖v‖2
‖v‖2Q
− 2
n2
)
g′′(‖v‖)
≤ K ′γε‖v‖ε − θ′γε‖v‖ε+r−1 −
(
c2λ
2(κ+1)
κ+2 −K ′λε− 2λ
2ε2
nε
)
‖v‖εe−λ‖v‖ε
holds for ‖v‖ ≥ 1
n
. Obviously, there exist λ, n0 ≥ 1 such that
c2λ
2(κ+1)
κ+2 −K ′λε− 2λ
2ε2
nε0
≥ c2
2
λ
2(κ+1)
κ+2 =: c3 > 0.
Moreover, take
γ =
c3 exp[−λ(2K ′θ′ )
ε
r−1 ]
2K ′ε
such that
2K ′γε‖v‖ε ≤
{
θ′γε‖v‖r+ε−1, if ‖v‖ ≥ (2K ′
θ′
)
1
r−1 ,
c3‖v‖εe−λ‖v‖ε , if ‖v‖ < (2K ′θ′ )
1
r−1 .
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Therefore, there exists a constant c4 > 0 such that
Gn(v) ≤ −γK ′ε‖v‖ε ≤ −c4g(‖v‖), n ≥ n0, ‖v‖ ≥ 1
n
.
Combining this with (4.3) we obtain
ec4tE
(
g(‖Xnt − Y nt ‖)1{t≤τn}
) ≤ E{ec4(t∧τn)g(‖Xnt∧τn − Y nt∧τn‖)} ≤ g(‖x− y‖).
So, there exists a constant c5 > 0 such that
E
(‖Xnt − Y nt ‖ε1{t≤τn}) ≤ c5‖x− y‖εe−c4t.
On the other hand, by Theorem 2.1, there exists p ≥ 1 such that
|Pt,t+1f(x)− Pt,t+1f(y)|p ≤ c‖f‖p∞(‖x− y‖ε ∧ 1), x, y ∈ H, t ≥ 0, f ∈ Bb(H)
holds for some constant c > 0. Thus, for ‖f‖∞ ≤ 1,
|Pt+1f(x)− Pt+1f(y)|p = |E{Pt,t+1f(Xnt )− Pt,t+1f(Y nt )}|p
≤ E|Pt,t+1f(Xnt )− Pt,t+1f(Y nt )|p ≤ cE(1 ∧ ‖Xnt − Y nt ‖ε)
≤ cc5‖x− y‖εe−c4t + c
{
E(‖Xnt − Y nt ‖1{t>τn})
}ε
≤ cc5‖x− y‖εe−c4t + c
(eK ′t
n
)ε
,
where the last step is due to (3.7). Letting n→∞, we get
|Pt+1f(x)− Pt+1f(y)|p ≤ cc5‖x− y‖εe−c4t, t ≥ 0, x, y ∈ H.
Considering the equation (1.1) from time s rather than 0, this inequality becomes
|Ps,s+t+1f(x)− Ps,s+t+1f(y)|p ≤ cc5‖x− y‖εe−c4t, t ≥ 0, x, y ∈ H.
Thus, as explained above, we have
|Pt+2f(x)− Pt+2f(y)|p =
∣∣E[(P1,t+2f)(X1(x))− (P1,t+2f)(X1(y))]∣∣p
≤ cc5e−c4tE‖X1(x)−X1(y)‖ε, t ≥ 0, x, y ∈ H.
(4.8)
By (A1′) and Itoˆ’s formula,
d‖Xs(x)−Xs(y)‖2 ≤
{
c6 − k‖Xs(x)−Xs(y)‖1+r
}
ds+ dMs, s ≥ 0
holds for some constants c6, k > 0 and some martingale Ms. Since r > 1, this implies
sup
x,y∈H
E‖X1(x)−X1(y)‖2 <∞.
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Therefore, (4.8) implies
|Pt+2f(x)− Pt+2f(y)|p ≤ Ce−c4t, t ≥ 0, ‖f‖∞ ≤ 1
for some constant C > 0, so that the proof of (1) is finished.
(2) Let r = 1. It suffices to prove for large t > 0. By Itoˆ’s formula and (2.2), we have
E‖Xt(x)−Xt(y)‖2 ≤ ‖x− y‖2e−2Kt.
Therefore, for any p ∈ (0, 2],
E‖Xt(x)−Xt(y)‖p ≤ ‖x− y‖pe−pKt,
and, since 0 ≤ s 7→ ∫ s
0
√
log(e + z−1)dz is concave,
E
∫ ‖Xt(x)−Xt(y)‖
0
√
log
(
e + z−1
)
dz ≤
∫ ‖x−y‖e−Kt
0
√
log
(
e + z−1
)
dz
≤ c‖x− y‖e−Kt
√
log
(
e + ‖x− y‖−1eKt)
for some constant c > 0. Combining these with Theorem 2.1 and noting that
|Pt+1f(x)− Pt+1f(y)| ≤ E|Pt,t+1f(Xt(x))− Pt,t+1f(Xt(y))|,
we prove (2).
5 Proof of Theorem 2.3
According to condition (A1′′), we will need to estimate moments on ‖Xt‖V. To this end, we
first introduce the following lemma which is implied by (A3) and Itoˆ’s formula for ‖Xs‖2,
see [12, 22] for B = 0. To save space, we omit the proof.
Lemma 5.1. Assume (A1)-(A4). Then for any p > 0 there exists a constant c(p) > 0 such
that
E
(∫ t
0
‖Xs(x)‖1+rV ds
)p
≤ c(p)(1 + ‖x‖2)p, x ∈ H, t ∈ [0, T ∧ 1].
If moreover B is bounded, then there exist two constants λ, c > 0 such that
Eeλ
∫ t
0 ‖Xs(x)‖1+rV ds ≤ ec(1+‖x‖2), x ∈ H, t ∈ [0, T ∧ 1].
Similarly to the proof of (4.1) using (A1′), it is easy to see that (A1′′) implies
d‖Xnt − Y nt ‖ ≤
(
K ′‖Xnt − Y nt ‖ −
θ‖Xnt − Y nt ‖κQ
‖Xnt − Y nt ‖κ−1h1−rt
)
dt+ dMnt , t < Tn ∧ T
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for some constant K ′ > 0, Mnt in (3.5), and
ht := ‖Xnt ‖V ∨ ‖Y nt ‖V.
So, for any δ > 0 and g ∈ C2([0, δ]) with g′ ≥ 0 and g′′ ≤ 0, we have
dg(‖Xnt − Y nt ‖) ≤ Ht(Xnt − Y nt )dt+ g′(‖Xnt − Y nt ‖)dMnt , t < Tn ∧ T,
Ht(v) := g
′(‖v‖)
(
K ′‖v‖ − θ‖v‖
κ
Q
‖v‖κ−1h1−rt
)
+
g′′(‖v‖)
2
( ‖v‖2
‖v‖2Q
− 2
n2
)
, 0 6= v ∈ V.(5.1)
Proof of Theorem 2.3. As explained in the proof of Theorem 2.1 that we only prove this
theorem for s = 0 and t ≤ T ∧ 1. Below we prove assertions (1)-(3) respectively by (5.1)
with different choices of g.
(a) Let κ > 2. We have ε := κ−2
κ
∈ (0, 1). For any δ > 0, take
g(s) = s− s
1+ε
4δε
, s ∈ [0, δ].
Obviously,
(5.2)
s
2
≤ g(s) ≤ s, 1
2
≤ g′(s) ≤ 1, g′′(s) = −ε(1 + ε)s
ε−1
4δε
, s ∈ (0, δ].
Then letting
As =
‖Xns − Y ns ‖1+ε
‖Xns − Y ns ‖2Q
, Bs =
‖Xns − Y ns ‖κQ
‖Xns − Y ns ‖κ−1
,
we obtain
Ht(X
n
s − Y ns ) ≤ 2K ′g(‖Xns − Y ns ‖) +
1
δεn1+ε
− c1
(
Bsh
r−1
s + δ
−εAs
)
, s ≤ T ∧ τn ∧ τn,δ
for some constant c1 > 0. Thus, it follows from (5.1) that
(5.3) E
∫ t∧τn∧τn,δ
0
(
Bsh
r−1
s + δ
−εAs
)
ds ≤ c2
(
‖x− y‖+ 1
δεn1+ε
)
, t ≤ T ∧ 1, δ > 0
holds for some constant c2 > 0. It is easy to see that Bs = A
−κ
2
s . So,
Bsh
r−1
s + δ
−εAs ≥ inf
a>0
{a−κ2 hr−1s + δ−εa} = c3δ
2−κ
2+κh
− 2(1−r)
2+κ
s
holds for some constant c3 > 0. Combining this with (5.3), we obtain
(5.4) lim sup
n→∞
E
∫ t∧τn∧τn,δ
0
h
− 2(1−r)
2+κ
s ds ≤ c4‖x− y‖δ
κ−2
2+κ
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for some constant c4 > 0. Then for any R > 0,
lim sup
n→∞
P(τn ∧ τn,δ ≥ t) ≤ lim sup
n→∞
P
(∫ t∧τn∧τn,δ
0
h
− 2(1−r)
2+κ
s ds ≥
∫ t
0
h
− 2(1−r)
2+κ
s ds
)
≤ lim sup
n→∞
P
(∫ t∧τn∧τn,δ
0
h
− 2(1−r)
2+κ
s ds ≥ t
4+κ+κr
(2+κ)(r+1)
(
∫ t
0
h1+rs ds)
2(1−r)
(2+κ)(1+r)
)
≤ lim sup
n→∞
{
P
(∫ t∧τn∧τn,δ
0
h
− 2(1−r)
2+κ
s ds ≥ t
4+κ+κr
(2+κ)(r+1)
R
)
+ P
(∫ t
0
h1+rs ds > R
(2+κ)(1+r)
2(1−r)
)}
≤ c4‖x− y‖δ
κ−2
κ+2R
t
4+κ+κr
(2+κ)(r+1)
+ lim sup
n→∞
P
(∫ t
0
h1+rs ds > R
(2+κ)(1+r)
2(1−r)
)
.
(5.5)
By Proposition 3.1(1) and Lemma 5.1, for any p > 0 there exists a constant c(p) > 0 such
that
(5.6) P
(∫ t
0
h1+rs ds > R
(2+κ)(1+r)
2(1−r)
)
≤ c(p)(1 + ‖x‖
2 + ‖y‖2) 2p(1−r)(2+κ)(r+1)
Rp
,
and when B is bounded there exists a constant c > 0 such that
(5.7) P
(∫ t
0
h1+rs ds > R
(2+κ)(1+r)
2(1−r)
)
≤ exp
[
c(1 + ‖x‖2 + ‖y‖2)− λR (2+κ)(1+r)2(1−r)
]
.
Now, for any p > 0 it follows from (5.5) and (5.6) that
lim sup
n→∞
P(τn ∧ τn,δ ≥ t) ≤ inf
R>0
{
c4‖x− y‖δ
κ−2
κ+2R
t
4+κ+κr
(2+κ)(r+1)
+
c(p)(1 + ‖x‖2 + ‖y‖2) 2p(1−r)(2+κ)(r+1)
Rp
}
=
c5(1 + ‖x‖2 + ‖y‖2)
2p(1−r)
(p+1)(2+κ)(r+1)‖x− y‖ pp+1 δ p(κ−2)(p+1)(κ+2)
t
p(4+κ+κr)
(p+1)(2+κ)(r+1)
for some constant c5 > 0. Combining this with Lemma 4.1, we obtain
lim sup
n→∞
P(τn ≥ t) ≤ lim sup
n→∞
{
P(τn ∧ τn,δ ≥ t) + P(τn ∧ t ≥ τn,δ)
}
≤ c6
(‖x− y‖
δ
+
(1 + ‖x‖2 + ‖y‖2) 2p(1−r)(p+1)(2+κ)(r+1)‖x− y‖ pp+1 δ p(κ−2)(p+1)(κ+2)
t
p(4+κ+κr)
(p+1)(2+κ)(r+1)
)
, δ > 0
for some constant c6 > 0. Minimizing the upper bound in δ > 0, we arrive at
lim sup
n→∞
P(τn ≥ t) ≤ c7(1 + ‖x‖2 + ‖y‖2)
2p(1−r)
(2pκ+κ+2)(r+1)‖x− y‖ 2pκ2pκ+κ+2 t− p(4+κ+κr)(2pκ+κ+2)(r+1)
for some constant c7 > 0. According to Proposition 3.1(1), this implies the first assertion in
(1).
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When B is bounded, by (5.5) and (5.7) we have
lim sup
n→∞
P(τn ∧ τn,δ ≥ t) ≤ c4‖x− y‖δ
κ−2
κ+2R
t
4+κ+κr
(2+κ)(r+1)
+ exp
[
c(1 + ‖x‖2 + ‖y‖2)− λR (1+r)(2+κ)2(1−r)
]
for any R > 0. Taking
R =
{1
λ
(
c(1 + ‖x‖2 + ‖y‖2) + log(e + ‖x− y‖−1))} 2(1−r)(1+r)(2+κ) ,
we arrive at
lim sup
n→∞
P(τn ∧ τn,δ ≥ t) ≤ c8δ κ−2κ+2‖x− y‖
(
1 + ‖x‖2 + ‖y‖2 + log(e + ‖x− y‖−1)) 2(1−r)(1+r)(2+κ)
for some constant c8 > 0. Combining this with Lemma 4.1 and Proposition 3.1(3), we prove
the second assertion in (1).
(b) Let κ = 2. Take
g(s) =
∫ s
0
√
log(e + z−1) dz, s ≥ 0.
By (5.1) we have
Ht(v) ≤ K ′g(‖v‖) + 1
n
− θ‖v‖
2
Q
√
log(e + ‖v‖−1)
‖v‖h1−rt
− ‖v‖
4(e + 1)‖v‖2Q
√
log(e + ‖v‖−1)
for ‖v‖ ∈ [n−1, 1]. So, according to (5.1),
(5.8) E
∫ t∧τn∧τn,1
0
(
A−1s h
r−1
s + As
)
ds ≤ c1
(
g(‖x− y‖) + 1
n
)
, t ∈ [0, T ∧ 1]
holds for some constant c1 > 0 and
As :=
‖Xns − Y ns ‖
‖Xns − Y ns ‖2Q
√
log(e + ‖Xns − Y ns ‖−1)
.
Since A−1s h
r−1
s + As ≥ 2h
r−1
2
s , this implies
E
∫ t∧τn∧τn,1
0
h
r−1
2
s ds ≤ c1
2
{
g(‖x− y‖) + n−1}.
Similarly to (5.5) with δ = 1 and κ = 2, this implies
lim sup
n→∞
P(τn ∧ τn,1 ≥ t) ≤ c2g(‖x− y‖)R
t
3+r
1−r
+ P
(∫ t
0
h1+rs ds ≥ R
2(1+r)
1−r
)
, R > 0
21
for some constant c2 > 0. Combining this with (5.6) and (5.7), we conclude that for any
p > 0 there exists a constant c(p) > 0 such that
(5.9) lim sup
n→∞
P(τn ∧ τn,1 ≥ t) ≤ c(p)(1 + ‖x‖
2 + ‖y‖2) p(1−r)2(1+p)(1+r) g(‖x− y‖) pp+1
t
p(3+r)
2(1+p)(1+r)
holds, and when B is bounded
(5.10) lim sup
n→∞
P(τn ∧ τn,1 ≥ t) ≤ cg(‖x− y‖)
(
1 + ‖x‖2 + ‖y‖2 + log(e + ‖x− y‖−1)) 1−r2(1+r)
holds for some constant c > 0. Therefore, the assertions in (2) follow from Lemma 4.1 with
δ = 1 and Proposition 3.1(3).
(c) Let κ ∈ (0, 2). We have ε := 2κ
κ+2
∈ (0, 1). Take g(s) = sε. By (5.1) we have
Ht(v) ≤ c1
(
g(‖v‖) + 1
nε
)
− c2
( ‖v‖κQ
‖v‖κ−εh1−rt
+
‖v‖ε
‖v‖2Q
)
, v 6= 0
for some constants c1, c2 > 0. Let
As =
‖Xns − Y ns ‖ε
‖Xns − Y ns ‖2Q
.
By the choice of ε we have
‖Xns − Y ns ‖κQ
‖Xns − Y ns ‖κ−ε
= A
−κ
2
s ,
so that (5.1) yields
(5.11) E
∫ t∧τn∧τn,1
0
(
A
−κ
2
s h
r−1
s + As
)
ds ≤ c3
(
g(‖x− y‖) + 1
nε
)
, t ≤ T ∧ 1
for some constant c3 > 0. As explained in (b), this implies (5.9), and also (5.10) when B is
bounded, for g(‖x−y‖) = ‖x−y‖ 2κκ+2 . Therefore, the assertions in (3) from Lemma 4.1 with
δ = 1 and Proposition 3.1(3).
6 Applications to specific models
In this section we apply Theorems 2.1 and 2.2 to the stochastic generalized porous me-
dia equations and the stochastic p-Laplace equations, and apply Theorem 2.3 as well as
Proposition 2.4 to the stochastic generalized fast-diffusion equations.
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6.1 Stochastic generalized porous media equations
Let (E,B,m) be a separable probability space and (L,D(L)) a negative definite self-adjoint
linear operator on L2(m) having discrete spectrum. Let
(0 <)λ1 ≤ λ2 ≤ · · ·
be all eigenvalues of −L including multiplicities with unit eigenfunctions {ei}i≥1. Let H be
the dual space of the D((−L) 12 ) with respect to L2(m); i.e. H is the completion of L2(m)
under the inner product
〈x, y〉 :=
∞∑
i=1
1
λi
m(xei)m(yei),
where m(x) :=
∫
E
xdm for x ∈ L1(m). Let
Ψ,Φ : [0,∞)× R→ R
be measurable, and be continuous in the second variable. We consider the equation
(6.1) dXt =
{
LΨ(t, Xt) + Φ(t, Xt)
}
dt +B(t, Xt)dW
(1)
t +QdW
(2)
t ,
where W
(1)
t and W
(2)
t are independent cylindrical Brownian motions on H, Q ∈ LHS(H) and
B : [0,∞)×H → LHS(H) is measurable.
To verify conditions (A1′) and (A2)-(A4) for A(t, v) := LΨ(t, Xt) + Φ(t, Xt), we assume
that for a fixed constant r ≥ 1,
|Ψ(t, s)|+ |Φ(t, s)| ≤ c(1 + |s|r), s ∈ R, t ≥ 0,
1
2
‖B(t, x)− B(t, y)‖2HS −m
(
(Ψ(t, x)−Ψ(t, y))(x− y))
+m
(
(Φ(t, x)− Φ(t, y))(−L)−1(x− y)) ≤ K‖x− y‖2 − θ‖x− y‖r+1r+1, t ≥ 0
(6.2)
holds for some constants c,K, θ > 0 and all x, y ∈ Lr+1(m), where ‖ · ‖r+1 is the norm in
L1+r(m). Obviously, this condition is satisfied provided
(6.3) ‖B(t, x)− B(t, y)‖HS ≤ c0‖x− y‖, x, y ∈ H
holds for some constant c0 > 0, Ψ(t, s) = h(t)s
r and Φ(t, s) = g(t)s with 0 < inf h ≤ sup h <
∞ and ‖g‖∞ <∞, where sr := |s|r−1s for s ∈ R.
Now, let V = L1+r(m) and let V∗ be the dual space of V with respect to H. Then it is
easy to see that (6.2) implies (A2)-(A4) for
A(t, v) := LΨ(t, v) + Φ(t, v).
Therefore, to apply Theorems 2.1 and 2.2, it remains to verify (A1′).
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Proposition 6.1. Assume (6.2). Let Qei = qiei, i ≥ 1, where {qi}i≥1 ⊂ R satisfy
∑∞
i=1 q
2
i <
∞. If for some κ ≥ 1 + r
(6.4) sup
i≥1
λ−1i q
− 2κ
1+r
i <∞,
then assertions in Theorems 2.1 and 2.2 hold.
Proof. Note that
∑∞
i=1 q
2
i <∞ ensures Q ∈ LHS(H). By the second inequality in (6.2),
V∗〈A(t, v1)− A(t, v2), v1 − v2〉V + 1
2
‖B(t, v1)− B(t, v2)‖2HS
≤ K1|v1 − v2‖2 − θ1‖v1 − v2‖r+1V , t ≥ 0, v1, v2 ∈ V := L1+r(m)
(6.5)
holds for some constants K1, θ1 > 0. On the other hand, (6.4) implies
‖x‖2Q :=
∑
i≥1
q−2i λ
−1
i m(eix)
2 ≤
(∑
i≥1
λ−1i m(eix)
2
)κ−r−1
κ
(∑
i≥1
q
− 2κ
1+r
i λ
−1
i m(eix)
2
) 1+r
κ
≤ C‖x‖ 2(κ−1−r)κ ‖x‖
2(1+r)
κ
2 ≤ C‖x‖
2(κ−1−r)
κ ‖x‖
2(1+r)
κ
V
for some constant C > 0. Combining this with (6.5), we prove (A1′).
Below, we present a simple example to illustrate this result.
Example 4.1. Let r > 1 and ∆ be the Dirichlet Laplacian on a bounded domain D ⊂ Rd.
Let L = −(−∆)γ for some constant γ > 0. Let m be the normalized Lebesgue measure on
D. Take
Φ(s) = cs, Ψ(t, s) = sr := s|s|r−1, Qei = cii−δei, i ≥ 1
for some constants c ∈ R, δ > 1
2
and {ci}i≥1 with 0 < inf |ci| ≤ sup |ci| < ∞. Moreover, let
If γ ≥ δd, then assertions in Theorem 2.1 and Theorem 2.2(1) hold for κ := γ(1+r)
δd
≥ 1 + r.
Proof. Obviously, for the specific functions Φ and Ψ, (6.3) implies (6.2). Let qi := cii
−δ. It
is easy to see that
∑
i≥1 q
2
i <∞ and (6.2) holds. Next, we have
λi ≥ ci
2γ
d , i ≥ 1
for some constant c > 0. Then (6.4) holds for κ := γ(1+r)
δd
. So, the conclusion follows from
Proposition 6.1.
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6.2 Stochastic p-Laplacian equations
Let D ⊂ Rd be an open domain, let m be the normalized volume measure on D, and let
p ≥ 2 be a constant. Let H1,p0 (D) be the closure of C∞0 (D) with respect to the norm
‖f‖1,p := ‖f‖p + ‖∇f‖p,
where ‖ · ‖p is the norm in Lp(m). Let H = L2(m) and V = H1,p0 (D). By the Lp-Poincare´
inequality, there exists a constant C > 0 such that ‖f‖1,p ≤ C‖∇f‖Lp(m). Consider the
SPDE
dXt = div
(|∇Xt|p−2∇Xt)dt +B(t, Xt)dW (1)t +QdW (2)t ,
where W
(1)
t and W
(2)
t are independent cylindrical Brownian motions on H, Q ∈ LHS(H) and
B : [0,∞) × H → LHS(H) is measurable such that (6.3) holds for some constant c0 > 0.
Then (A2)-(A4) hold for (see [12, Example 3.3])
A(t, v) := div(|∇v|p−2∇v).
Moreover, by [12, Lemma 3.1] and (6.3), (6.5) holds for some constants K1, θ1 > 0.
To verify (A1′), we simply consider d = 1 and D = (0, 1). Let ∆ be the Dirichlet
Laplacian on (0, 1), then {(pii)2}i≥1 are all eigenvalues of −∆ with unit eigenfunctions
ei(x) :=
√
2 sin(ipix).
Proposition 6.2. Let D = (0, 1) ⊂ R and B satisfy (6.3). Let Qei = qiei, i ≥ 1, where
{qi}i≥1 ⊂ R satisfy
∑∞
i=1 q
2
i <∞. If there exists κ ≥ p such that
(6.6) sup
i≥1
q−1i i
− p
κ <∞,
then assertions in Theorem 2.1 and Theorem 2.2(1) hold for r := p − 1. When p = 2 (i.e.
r := p− 1 = 1) and K := pi2 − 1
2
c20 > 0, Theorem 2.2(2) holds.
Proof. Let r = p− 1. Obviously, (6.6) and Schwartz’s inequality imply
‖x‖2Q =
∑
i≥1
q−2i m(xei)
2 ≤
(∑
i≥1
m(xei)
2
)κ−p
κ
(∑
i≥1
q
− 2κ
p
i m(xei)
2
) p
κ
≤ ‖x‖
2(κ−p)
κ
2
(∑
i≥1
(pii)2m(xei)
2
) p
κ
sup
i≥1
q−2i (pii)
− 2p
κ
≤ C‖x‖ 2(κ−p)κ m(|∇x|2) pκ ≤ C‖x‖ 2(κ−1−r)κ ‖x‖
2(1+r)
κ
V
for some constant C > 0. Then (A1′) follows from (6.5), which is implied by (6.3) and [12,
Lemma 3.1]. It remains to show that when r = 1 (i.e. p = 2), the condition (2.2) in Theorem
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2.2(2) holds. Indeed, when p = 2, the integration by parts formula, the Poincare´ inequality
and (6.3) yield
V∗〈A(t, v1)− A(t, v2), v1 − v2〉V + 1
2
‖B(t, v1)− B(t, v2)‖2HS
= −m(|∇(v1 − v2)|2) + 1
2
‖B(t, v1)−B(t, v2)‖2HS
≤ −m(|∇(v1 − v2)|2) + c
2
0
2
‖v1 − v2‖2
≤ −
(
pi2 − c
2
0
2
)
‖v1 − v2‖2, v1, v2 ∈ V.
Example 4.2. In the situation of Proposition 6.2, take qi = cii
−δ for some constants
δ ∈ (1
2
, 1] and {ci}i≥1 with 0 < inf |ci| ≤ sup |ci| < ∞. Then (6.6) holds for κ := pδ ≥ p, so
that assertions in Theorem 2.1 and Theorem 2.2(1) hold for r = p − 1. When p = 2 (i.e.
r := p− 1 = 1) and K := pi2 − 1
2
c20 > 0, Theorem 2.2(2) holds.
6.3 Stochastic generalized fast-diffusion equations
Let (E,B,m), (L,D(L)),H and W
(1)
t ,W
(2)
t be in §6.1. Let Q ∈ LHS(H) and B : [0,∞)×
V→ LHS(H) be measurable such that (6.3) holds for some constant c0 > 0.
Next, let r ∈ (0, 1), and Ψ : [0,∞) × R → R be measurable, continuous in the second
variable, such that for some constant ξ > 0,
2
(
Ψ(t, s1)−Ψ(t, s2)
)
(s1 − s2) ≥ ξ|s1 − s2|
2
(|s1| ∨ |s2|)1−r , s1, s2 ∈ R, t ≥ 0,(6.7)
sΨ(t, s) ≥ ξ|s|r+1, sup
t∈[0,T ],s≥0
|Ψ(t, s)|
1 + |s|r <∞, s ∈ R, t ≥ 0,(6.8)
where |s1−s2|
2
(|s1|∨|s2|)1−r := 0 for s1 = s2 = 0. By the mean-valued theorem and r ∈ (0, 1), one has
(s1 − s2)(sr1 − sr2) ≥ r|s1 − s2|2(|s1| ∨ |s2|)r−1, s1, s2 ∈ R,
where sr := |s|rsgn(s). So, a simple example of Ψ for (6.7) and (6.8) to hold is Ψ(t, s) = csr
for some constant c > 0.
We consider the equation
(6.9) dX(t) =
{
LΨ(t, X(t)) + β(t)X(t)
}
dt +B(t, Xt)dW
(1)(t) +QdW
(2)
t ,
where β ∈ C([0,∞)). Let V = Lr+1(m) ∩ H with ‖v‖V := ‖v‖1+r + ‖v‖. Then (A1)-(A4)
hold for (see [19, Theorem 3.9] for a more general result)
A(t, v) := LΨ(t, v) + β(t)v, v ∈ V.
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Proposition 6.3. Assume (6.3), (6.7) and (6.8). If there exist constants κ > 0 and η > 0
such that
(6.10) ‖u‖2r+1‖u‖κ−2 ≥ η‖u‖κQ, u ∈ Lr+1(m), t ≥ 0,
then the assertions in Theorem 2.3 hold. If moreover B = 0 and κ ≥ 4
1+r
, then (2.4) holds.
Proof. It suffices to prove (A1′′). By (6.7) and (6.3), there exists constants K1, θ1 > 0 such
that
V∗〈A(t, u)− A(t, v), u− v〉V + 1
2
‖B(t, u)−B(t, v)‖2HS
≤ K1‖u− v‖2 − θ1m
(|u− v|2(|u| ∨ |v|)r−1), u, v ∈ V.(6.11)
On the other hand, by Ho¨lder’s inequality, we have
‖u− v‖r+1r+1 =m(|u− v|r+1) ≤m
(|u− v|2(|u| ∨ |v|)r−1) r+12 m((|u| ∨ |v|)r+1) 1−r2
≤ 2 1−r2 m(|u− v|2(|u| ∨ |v|)r−1) r+12 (‖u‖1+r ∨ ‖v‖1+r) 1−r22 .
Combining this with (6.11) and (6.10), we prove (A1′′).
Below we consider the stochastic fast-diffusion equation where Ψ(t, s) = sr := |s|rsgn(s).
Corollary 6.4. Let (6.3) hold. Consider (6.9) for Ψ(t, s) = sr := |s|rsgn(s). Let (−L,D(L))
be a nonnegative definite self-adjoint operator on L2(m) with discrete spectrum (0 <)λ1 ≤
λ2 · · · ≤ λn ↑ ∞ counting multiplicities. Let {en}n≥1 be the corresponding eigenvectors which
consist of an orthonormal basis of L2(m). Assume that −(−L) 1n is a Dirichlet operator for
some n ∈ N and the Nash inequality
(6.12) ‖f‖2+
4
m
L2(m) ≤ −C2m(fLf), f ∈ D(L),m(|f |) = 1
holds for some constants C > 0 and m ∈ (0, 2(1+r)
1−r ). Let
Qei = qiei, i ≥ 1
for some constants {qi}i≥1 satisfying
(6.13) ‖Q‖2HS =
∞∑
i=1
q2i <∞.
If there exist constants κ ≥ 2 and ε ∈ (0, (1−r)m
2(1+r)
) such that
(6.14) sup
i≥1
|qi|−1λ
ε−1
κ
i <∞,
then the assertions in Theorem 2.3 hold. If moreover B = 0 and κ ≥ 4
1+r
, then (2.4) holds.
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Proof. Obviously, (6.7) and (6.8) hold for Ψ(t, s) = sr. To apply Theorem 2.1, it remains to
verify (6.10). By (6.14) and Schwartz’s inequality we have
‖x‖κQ =
(∑
i≥1
m(xei)
2
q2i λi
)κ
2 ≤
(∑
i≥1
m(xei)
2
|qi|κλi
)(∑
i≥1
m(xei)
2
λi
)κ−2
2
≤ c1
(∑
i≥1
m(xei)
2
λεi
)
|x|κ−2
for some constant c1 > 0. According to the proof of Corollary 3.2 in [15], (6.12) for some
m ∈ (0, 2ε(r+1)
1−r ) implies
‖x‖2r+1 ≥ c
∑
i≥1
m(xei)
2
λεi
for some constant c > 0. Therefore, (6.10) holds for constant η > 0. Then the proof is
finished by Proposition 6.3
Example 6.3. Let (6.3) hold, Ψ(t, s) = sr for some r ∈ (0, 1), L = −(−∆)γ for some
constant γ > 0, and the Dirichlet Laplacian ∆ on a bounded domain in Rd, and let m be the
normalized Lebesgue measure on the domain. Let Qei = cii
−δei, i ≥ 1, for some constants
δ ∈ (1
2
, 1+3r
2(1+r)
) and {ci}i≥1 ⊂ R such that 0 < inf i≥1 |ci| ≤ supi≥1 |ci| < ∞. Then for any
κ ∈ (2γ(1+r)−d(1−r)
dδ(1+r)
, 2γ
dδ
) ∩ [2,∞), assertions in Theorem 2.3 hold. If moreover B = 0 and
κ ≥ 4
1+r
, then (2.4) holds.
Proof. We have λi ≥ ci 2γd , i ≥ 1 for some constant c > 0. Since δ > 12 and qi = O(i−δ),
(6.13) holds. Moreover, since κ < 2γ
dδ
, we have ε := 1 − κdδ
2γ
∈ (0, 1) and (6.14) follows
from λi ≥ ci 2γd . Finally, by the classical Nash inequality on Rd and [4, Theorem 1.3], (6.12)
holds for m := d
γ
. Since κ > 2γ(1+r)−d(1−r)
dδ(1+r)
, we have ε := 2γ−κdδ
2γ
∈ (0, (1−r)m
2(1+r)
) as required by
Corollary 6.4. Then the proof is finished.
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