I. INTRODUCTION
In recent years, as a typical application of pervasive computing ideas, wireless sensor network (WSN) combines the logical information world with the objective physical one to address the data sources through pouring more data into the information world. The key challenge is to minimize energy consumption and handling of missing data to extend the network lifetime and improve network reliability.
With the development of wireless sensor technology and the continuous generation of large quantities of data, the uncertainty prevalently exists since the external environment, characteristics and sources of data, etc, are more diverse. So the inevitability of data uncertainty brings invisible barriers to the wide range of WSN applications. In main data collection and applications, the problems of loss of data has been much concerned and how to best deal with missing data has become a current focus of research, hence the best way is to accurately estimate the missing data.
From the current technologies, the data uncertainty can be broken down as the uncertainty of tuples and their attribute values [1] , therefore, in this paper, for the uncertainty brought about by non-existing tuples, the missing data can be estimated by taking advantage of historical data stored in WSN nodes to improve the reliability of the wireless network.
The causes of the missing data are more complex, which are probably due to inaccurate raw data or the adopting coarse-grained data collection, or arise in dealing with missing values and the data integration process in order to meet specific application purposes.
(1) The original data is not accurate. This is the most direct factor of generating uncertain data. Firstly, the instrument's accuracy constraints the accuracy of the data collected by the physical instruments. Secondly, in the process (especially wireless network transmission) of the network transmission, the accuracy of the data is subject to factors such as bandwidth, transmission delay, energy. In addition, in the sensor network and the RFID applications, the surrounding environment will also affect the accuracy of the original data.
(2) Usage of coarse-grained data collection. Obviously, the conversion process from the data collection of the coarse-grained to fine-grained will introduce uncertainty. For example, supposing that a population distribution database records nationwide population with township-based units, a certain application needs an inquiry with the village-based units, the query should result in uncertainty.
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(3) Meeting specific application purposes. For privacy and other special purposes, some applications can only be able to get the conversion inaccurate data other than the original precise data.
(4) Dealing with missing values. A lot of causes such as equipment failures, unable to obtain information, inconsistent with other fields, historical reasons can produce the missing values. A typical processing method is the interpolation and the data can be seen as to obey specific probability distribution after interpolation. In addition, one can also delete all records with missing values, however, this operation also vary to some extent the distribution characteristics of the original data.
(5)Data integration. Information of different sources may be inconsistent and it will introduce uncertainty in the data integration process. For example, Web contains a lot of information; however, the content of many pages is not consistent due to factors such as page updates.
With the widespread applications of WSN networks and the increasing amount of data, a variety of applications query algorithms have been also proposed [2] , [3] , [4] , [5] . By detecting outliers of local sensor networks, Yozo Hida improved fault-tolerant ability of the data set query to error reading of nodes or node failures. Nevertheless, there are a few researches focusing on estimation of missing data in WSN by present.
M. Halatchev [6] once proposed a WARM (Window Association Rule Mining) algorithm dealing with data of associated nodes as estimates of the missing values with data mining techniques. However, this algorithm can only deal with discrete data instead of continuously changing data. Y. Li minimized energy consumption at the cost of estimation accuracy of the missing values to reach an aim, with which data evaluation model was established with the minimum data as possible [7] . In addition, Pan [8] employed methods of piecewise low-order interpolation and multiple linear regressions to estimate the missing values. From this point, we put up a new algorithm model to smoothen the curve by derivation, with which a good stability and relatively high estimation accuracy can be achieved to better meet the industrial requirements.
In this paper, section II describes the related works and presents a new estimation algorithm of missing data based on different assumptions. Section III discusses the principle of missing data estimating and gives the models and algorithms. Section IV discusses the simulation and experimental results, section V discusses the field study and the last part gives a summary of this paper. 
II. RELATED WORK
In WSN, the node itself is fine small and has functions of storage, communications; when the network is unstable or the node energy is low, data loss or damage may occur resulting in incomplete data. Because the uncertainties of data tuples are dependent on two factors of time and space, the Hermite mathematical model was firstly adopted to consider the estimation algorithm of missing data associated with time [9] . Since the monitoring is usually continuous, i.e. it is time-correlated; this model can reach stationary estimation of missing data so that the smoothness of function curves is better.
In recent years, the fault-tolerant of region detection gradually become a hot topic in wireless sensor networks. Among them, Krishnamachari B [10] firstly proposed a distributed local algorithm for event region detection, Bayesian Fault Recognition Algorithms (BFRA). In this BFRA, the event is assumed to be space-related yet the error is irrelevant with space and the probability of error of each sensor is the same. The sensor reading is 0 or 1 and when the output is 1, it is determined that an event or an error has occurred.
As a local algorithm, BFRA only needs each sensor exchanging reading with their neighbors (the neighbor is defined as all the sensors located in the radius of radio communication of the specific sensor) to obtain the statistical probability of detected events of all neighbors. BFRA takes advantage of this statistical probability to describe the spatial correlation of the events, to judge conditional probability of an event together with sensor error probability. Finally, based on the sensor readings and Bayesian analysis, the final decision on whether the error or event can be deduced.
Based on the works of Krishnamachari B, Chen Q. [11] corrected some errors in theoretic analysis and Luo X. [12] improved the algorithm with consideration of the error due to sensor errors and errors caused by the event determination and considered how to choose the number of neighbors in order to achieve the purpose of fault tolerance while reducing data exchange.
All the above methods are based on probability analysis need to assume that the error probabilities of each sensor are the same and need sensors to complex computing. Chen J.
proposed a relatively simple non-probability detection algorithm through two rounds of voting and the subordination of the minority to the majority rule (majority-voting) to determine whether an error or event occurs or not.
Wireless sensor networks are self-organized with coordination skills and provide the endusers with intelligent and good understanding of the environment [6] . Literature [7] further elaborated intelligent wireless sensor network system and devoted to collaborative Similarly, the uncertain data appear widely in many application fields such as sensor networks. Chen et al. also believed that the uncertainty exists in the changing of sensoring data [11] and gave a frame to describe the uncertainty of the sensing data, with which different levels of uncertainty qualitatively and quantitatively represented data query were assessed and the balance among the data uncertainty, query accuracy and computational cost was discussed. In fact, the uncertainty and certainty can transform into each other to some extent, a certain level of uncertainty may be higher levels of certainty and these uncertainties may hide certain regularity [1] .
On the basis of the related researches, for the data management of Wireless sensor networks especially the validity strategies of uncertainty treatment, people should not only focus on the uncertainty of many dispersed, incomplete, inconsistent or unreliable sensor data with noise but the different forms of uncertainty from the perspective of a higher level.
By exploring the inherent relationship, the combined effects and layering and hierarchical coordination of different types of uncertainty implied in an uncertain situation, it is needed to expand the potential and space of uncertainty intelligent processing studies of WSN, MAS and RST by cross-integration and seek the certainty from uncertain sensoring data and the coordination and unity from conflicts and discords so that new models and methods can be established by acquiring effective decision-making information achieved by data fusion from the local to the global. This article focuses on the fault-tolerant algorithm of how to estimate the missing data in the area, That is, by considering the sensors how to consume as small as possible resources (computing and communications), we can achieve the detection of the area when the portions of the sensor error occurs. As described above, the existing related works are based on the assumption that the event is the spatial correlation however the error is space-irrelevant and the fault tolerance is carried out with the information redundancy in the space of a sensor network, but it requires frequent exchange between the sensor readings.
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However, in reality, the event is not only a spatial correlation but correlation with time. In other words, the event will continue for some time and its characteristics have some statistical characteristics variation over time. Therefore, the property of data characteristic varying over time can be described with a random process the exchange of data between the sensors can be reduced by using the information redundancy in the time of the data collected by the sensors for fault tolerance [13] .
In addition, all the previous works assumed that the probability of error in each sensor was the same. But in reality, there are many factors causing the sensor error probability not the same:
(1) The error probability of different batches or different factory-made sensors is often different;
(2) In the sensor network deployment process, the sensors may be affected by the environment related damage, leading to different sensor error probability. For example, different sensors in the sensor network dispensed by aircraft, different ground conditions will produce different degrees of damage.
(3) The error probability of sensors may be affected by the environmental changes. Among them, some factors will lead to the probability of sensor error occurs before the actual deployment, which cannot be informed [14] .
Except for strong time correlation, the collected data also has spatial correlation, thus DESM (Data Estimation using Statistical Model) model [3] against spatial correlation was secondly taken to estimate the real-time data together with the historical data from nodes having missing data between neighboring nodes. 
Where Expn (t) is the expectation function of the readings of the correct sensor in the normal area. In a relatively stable environment (such as temperature in the natural environment), Expn (t) is a constant. Expe(t) is the expectation function of the readings of the correct sensor in the event area and t is the sampling time of the sensor. Because the characteristics of the event can only be perceived after the event, and the event characteristics variation is dependent on the time interval from the moment of the event other than the specific time when the error occurred, therefore, if an event occurs at time t0 and the event (features) can last at least Tth time, the expectation and variance functions meet the Expe(t) = Expe(t-t0) = Expe(τ), Vare(t)=Vare(t-t0)=Vare(τ), 0≤τ=t-t0≤Tth. Expe(0) is defined as the characteristics of expectations when the event just occurs and Rth (0) as a threshold value to determine whether an event occurs. Under normal circumstances, the greater the Tth is, the more accurate of the event judgment.
When the periodic readings of the sensors seen as a sequence {r(t)} arranged according to the temporal order, the sequence essentially is sample values of the event process. Therefore, the theoretical study of the sequence is based on the corresponding random process. Although the finite dimensional distribution function family can completely characterize the statistical properties of the random process, it is often very difficult to determine the family of finite dimensional distribution of the random process in practical problems. Therefore, the researchers often turn to study some important digital features of the random process, such as expectation and variance functions.
Taking into account that the sensors only have limited computing and storage capacity, therefore only the square root of the expectation and variance function values numbered by m=Tth/ΔT can be saved within the Tth time on the sensors. For simple calculation, it is assumed that ΔT can be divisible by Tth and the error process is a second-order moment, that is, expectation and variance functions exist in the event procedure. Sensor networks are commonly used to detect specific errors, so we can assume that the expectation function Expe(t) and the square root of variance function VarSRe(t) can be stored in the sensor memory before deployment or the Expe(t) and VarSRe(t) can be distributed to various sensors through the meeting points (sink node) by message after deployment [17] [18] [19] [20] [21] [22] [23] .
The detection principle of missing data based on statistical hypothesis testing is as follows:
How to identify events: sensor detection of missing data is based on statistical hypothesis testing. If the sensor reading sequence {r(tj)} is over the threshold Rth(0) of the event occurring and the numbers of {R(tj)} satisfying the Equation (2) exceeds C (the threshold of statistical hypothesis testing method) in the after Tth time, then {r(tj)} satisfy the hypothesis testing conditions. Equation (2) gives the degree of correlation between the statistical characteristics of the event process and the sequence of sensor readings, which is called hypothesis testing conditions. After the Tth time, if the majority of all the neighboring sensors also detects that the event occurs (because the event is spatial correlation), then it is considered that event occurs. It can be seen from the following theoretical analysis that the selection of δ and C can have effects on the algorithm. 
As polynomial interpolation, cubic interpolation has been high enough and the Runge phenomenon, poor approximation results in minor intervals generated by high order interpolation within equidistant nodes may occur if the number is higher. Therefore, when the number of nodes is large and the convergence and stability of high-order interpolation polynomials cannot be guaranteed, it is needed to employ the piecewise interpolation method. 
Then the piecewise cubic function Hh(x) is expressed as:
Where interpolation basic functions ( ) ( ) (0 1 ,n) kk xx 、 、 ， ，… do not zero in the sub-interval
x , x ] and zero in the other intervals.
DESM model estimates the indetermination by examining the collected data of adjacent sensoring nodes. We assume that the data of node xi is lost and this node has n neighboring INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 6, NO. 3, JUNE 2013 nodes so that the spatial correlation of the node m and its perception nodes is the strongest for the layout of different positions.
The estimation value of this model is:
Where ( 1) ( 1) Analysis of the above models shows that when the collected data is missing or unavailable, the data can be estimated through space-time correlation. For the intermittent loss of data, it can be estimated using Hermite model. When the lost data is more, we can use DESM model to estimate to meet the practical applications. However, the changes of data within a certain period of time cannot be predicted in practice, therefore it cannot be determined which model is more accurate.
By considering the time and space correlation, we propose HD algorithm, the main idea of which is that the default value of node xi at time k can be estimated by weighted calling the values estimated with Hermite and DESM models. So the HD algorithm can be defined as:
ˆˆ (1 ) ( ) 
In the above formula, ˆH y and ˆD y are the two estimation values of the same node at the same time by Hermite and DESM models respectively. Taking into account the different physical environment, HD algorithm combines the results of the two models and can change the proportion of the estimation values of two models by adjusting the weights to improve the accuracy of the data estimation. [15] . Generally speaking, the more samples, the results are more precise; so 10 samples are selected with the rules of thumb in this algorithm. Since the actual data cannot be perceived, sensoring the time correlation of data shows that the data will change not much within a short period so that the 10 samples have been obtained from a recent historical data.
e. Algorithm processing
The algorithm is divided into the following steps:
(1) To define the closest node with the enumeration method to determine the historical data involving calculation. Assuming the events occur within the region in the (17, 5) to (27, 15) 11a × 11a. In simulation tests, if the final state of the sensor located in the event area is "Event", it is considered that the sensor detects the event. To define the detection probability as the ratio between the number of sensors detected and the total number of the sensors located in the event area, with which it can be estimated whether an algorithm is optimal or not.
As can be seen from figure 3 , the detection probability of the event area approximatively decreases linearly with the growth of error probability of the sensors. When the sensor error probability is less than 10%, the best result can be achieved that the sensor network can detect 93% of the events in the event area.
As can be seen from figure 4, when the error probability of the sensors increases, the recognition error rate maintains at around 90% because the algorithm can recognize the errors by taking advantage of the time-correlation of the sensor readings. Therefore, even if the In order to reduce energy consumption in the WSN, the time interval is usually not too short. Figure 5 gives the actual data curve of a temperature sensor Sensor1 in a period of time and the curve of calculations resulting from Hermite model.
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Hermite model estimates numbers of uncertainty depending on the node's own historical data, with the temporal correlations. From figure 5 , it can be seen that the data curve estimated with this model is smooth, which reveals better estimate results.
Since more sensor nodes are laid out in the actual work environment, the uncertainty can be also estimated with the spatial correlation, namely the sensory data from neighbor nodes by making full use of the surrounding resources. When executing the corresponding numerical estimating.
DESM model chiefly takes advantage of the spatial correlations. In this section, we deploy a real outdoor system to verify that method can be reliably applied to surveillance networks. We deploy 80 sensor nodes in a 75m ×20m forest. As illustrated in Figure 8 , we put the nodes in a 5 ×16 manner, which enables us to easily locate the nodes and compute the links' length. Nodes' transmission power is set as 15 which guarantee each node has 10 neighbors on average [24] [25] [26] .
a. Basic Observations
First we observe the distribution of faulty links. Due to hidden terminal and receiving queue overflow, a node with more neighbors is more likely to lose packets, thus degrades its links'
performance. In this field study, the nodes are divided into 4 groups according to the number For those nodes which have less than 9 neighbors, each of them has 1.2 asymmetric links on average. For those nodes which have more than 12 neighbors, however, they averagely have 3.2 asymmetric links. In fault report, we set the prior knowledge about asymmetric link ratio is 20%, which means the inference program expects that around 20% links in the network are asymmetric. As we can see, our program has a better accuracy for the nodes with less neighbors, and it deduces that there exist average 1.3 and 3.7 asymmetric links respectively for the nodes with less than 9 neighbors and those with more than 12 neighbors.
b. Performance Evaluation
We also evaluate this method in terms of false negative rate and false positive rate. We try to add the basic observations into our inference model, to help the program specify different ratios of asymmetric links for different groups of nodes. Figure 10 (a) compares the false negative rate before and after the learning. As we can see, for those nodes with less than 9
INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 6, NO. 3, JUNE 2013 neighbors, the false negative rates are both 8.9%. In contrast, this method improves its accuracy for those nodes with more than 12 neighbors, i.e., detect the links of those nodes more accurately. Before learning, this method has a false negative rate as 17%, while it achieves to 15.4% after we modifying the program according to figure 9(b), i.e., adjust the prior knowledge about the number of asymmetric links for different group of nodes.
We observe similar improvement of false positive rate in figure 10(b) . The evaluations before and after learning stay the same for the nodes with less than 9 neighbors, i.e., both are 7.4%.
In contrast, the links of nodes which have more than 12 neighbors are more accurately detected. Learning decreases the false positive rate from 15.5% to 13.2%. To explain the benefit generated by learning, we compare the faulty links in the fault reports of two inference models. We find that the parts related to the links of nodes with less than 9 nodes are totally the same. Figure 9 (b) shows that the average number of asymmetric links of nodes which have less than 9 neighbors in ground truth is 1.2, while 1.3 in report, which means that tiny difference of knowledge about the number of asymmetric links couldn't change the detection significantly.
In contrast, for those nodes with more than 12 neighbors, the numbers are respectively 3.2 and 3.7, thus the learning process improves the evaluation by adjusting the corresponding knowledge in the inference model. data uncertainty making data loss and its accurate estimation is of more special concern and interests.
In summary, most of the existing researches are based on spatial correlation of events to achieve fault tolerance with data exchange between adjacent sensors. However, this method will increase the amount of sensor network communication. In this paper, in order to extend the life of the sensor networks, it is considered that the sensor readings are not only spacecorrelated but time-correlated and the sensors may achieve fault-tolerance by making use of the time-correlation between local readings.
In this paper, an HD algorithm rising from time and space correlation of the data was put up and developed based on analyzing the mathematical Hermite and DESM models. This algorithm accurately estimated the missing data from the historical data of nodes with the most adjacent data in physical environment and the simulation results showed that a high estimating accuracy could be achieved for given testing data sets. Nevertheless, the HD algorithm achieves a high accuracy at the cost of computing time, how to enhance the efficiency needs to be gradually improved in future.
