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Abstract
We study the inverse braid monoid IBn introduced by Easdown and Lavers in 2004. We completely
describe the factorizable structure of IBn and use this to give a new proof of the Easdown–Lavers pre-
sentation; we also derive several new presentations, each of which gives rise to a new presentation of the
symmetric inverse monoid. We then define and study the pure inverse braid monoid IPn which is related
to IBn in the same way that the pure braid group is related to the braid group.
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1. Introduction
The inverse braid monoid IBn, introduced by Easdown and Lavers in [10], is the monoid
of all partial braids with at most n strings. The motivation for studying IBn comes from sev-
eral different directions. First, IBn is a braid analogue of the symmetric inverse monoid In in
the sense that there is an epimorphism IBn → In which is a natural extension of the canonical
projection from the braid group Bn to the symmetric group Sn. (Braid analogues of other trans-
formation semigroups have been studied in [11,14,15,18].) Secondly, geometric questions such
as “Given two braids β and γ , is it possible to remove a string from β and γ in order to produce
equivalent (sub)braids?” may be resolved algebraically, using a solution to the word problem
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J. East / Advances in Mathematics 213 (2007) 440–461 441in IBn; see [9,13]. Finally, it has recently been discovered [17] that IBn arises naturally as the
endomorphism monoid of an object in a certain “partialized category.”
The authors of [10] showed that IBn is an inverse monoid with semilattice of idempotents
isomorphic to the power set of {1, . . . , n} considered as a semilattice under intersection. They
also gave a presentation of IBn which extends Artin’s presentation [1] of Bn, and then used this
to deduce Popova’s presentation [27] of In. See also [16] where some of the results of [10] are
reproduced using an entirely different approach. It was shown in [16] that IBn is factorizable,
a fact which is also implicit in certain calculations in [10]. A factorizable inverse monoid may
be completely described by the following data: a semilattice E, a group G, an (anti-)action of G
on E, and a collection Ge (e ∈ E) of subgroups of G; see [12,19]. In this article, we explore the
factorizable structure of IBn, explicitly describing the data alluded to in the previous sentence.
A crucial step is finding generating sets for the subgroups Ge . Using this structure, and a result
from [12], we obtain a presentation of IBn, which will then be used to derive a number of al-
ternative presentations including the original presentation [10], as well as several new and more
symmetric presentations. We will also show how each presentation of IBn gives rise to a pre-
sentation of In. Two of these presentations include Moore’s presentation [24] of the symmetric
group along with a single extra generator and five additional relations, thus solving a problem
posed in [28]. We then introduce the pure inverse braid monoid IPn which is related to IBn in
the same way that the pure braid group Pn is related to Bn. We conclude by giving a presentation
of IPn which includes Artin’s presentation [2] of Pn.
1.1. Presentations
Let X be a set, and denote by X∗ the free monoid on X. Let R ⊆ X∗ ×X∗ and write R for the
congruence on X∗ generated by R. We say that a monoid M has (monoid) presentation 〈X | R〉
if M ∼= X∗/R or, equivalently, if there is an epimorphism X∗ → M with kernel R. If ϕ is such
an epimorphism, then we say that M has presentation 〈X | R〉 via ϕ. Elements of X are called
generators, and an element (w1,w2) ∈ R is called a relation and will generally be displayed as
an equation: w1 = w2. All presentations we consider will be monoid presentations.
1.2. Factorizable inverse monoids
Recall that an inverse monoid M is factorizable if M = EMGM(= GMEM) where EM
and GM denote the semilattice of idempotents and group of units of M respectively. See [7]
for details regarding factorizable inverse monoids. We fix a factorizable inverse monoid M for
the remainder of this section, and we write E = EM and G = GM . For e ∈ E and g ∈ G define
eg = geg−1. For e ∈ E put
Ge = {g ∈ G | eg = e} = {g ∈ G | ge = e},
and choose a subset Se ⊆ Ge such that Ge is generated (as a subgroup) by Se. Suppose now
that E and G have presentations 〈XE | RE〉 and 〈XG | RG〉 via λ :X∗E → E and μ :X∗G → G re-
spectively. We also assume that XE and XG are disjoint, and that λ and μ are injective when
restricted to XE and XG respectively. We also choose sets of words {eˆ | e ∈ E} ⊆ X∗E and{gˆ | g ∈ G} ⊆ X∗ such that eˆλ = e and gˆμ = g for all e ∈ E and g ∈ G. We make these choicesG
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so that x̂λ = x and ŷμ = y for all x ∈ XE and y ∈ XG. Now put XM = XG ∪ XE and let
RM ⊆ X∗M × X∗M denote the set of relations RG ∪ RE ∪ R ∪ R∼ where
R =
{(
xy, ŷλxμx
) ∣∣ x ∈ XG, y ∈ XE} and R∼ = {(eˆgˆ, eˆ) ∣∣ e ∈ E, g ∈ Se}.
Theorem 1. (Easdown et al. [12]) With the notation of this section, the factorizable inverse
monoid M has presentation 〈XM | RM 〉 via
X∗M → M :x 
→
{
xλ if x ∈ XE,
xμ if x ∈ XG.
Remark 2. In [12] it was assumed that each Ge is generated as a submonoid by Se, but the proof
may be modified trivially to give the result as stated here.
1.3. Braid groups
For the remainder of this article we fix a positive integer n, and we write n = {1, . . . , n}.
The braid group B = Bn is the group of homotopy classes of braids on n strings [1]; for more
information see [4] or [25]. Without causing confusion, we will always identify a braid with its
homotopy class. For 1 i  n−1 we denote by ςi and ς−1i the (homotopy classes of the) braids
pictured in Fig. 1.
Let XB = {σ±11 , . . . , σ±1n−1} and denote by RB the set of relations
σ±1i σ
∓1
i = 1 for all i, (F)
σiσj = σjσi if |i − j | > 1, (B1)
σiσjσi = σjσiσj if |i − j | = 1. (B2)
Theorem 3. (Artin [1]) The braid group B = Bn has presentation 〈XB | RB〉 via
ϕB :X
∗
B → B :σ±1i 
→ ς±1i .
For 1  i < j  n we define braids ςij = (ς−1j−1 · · ·ς−1i+1)ςi(ςi+1 · · ·ςj−1) and αij = ς2ij .
These braids are pictured in Fig. 2. Notice in particular that ςi = ςi,i+1 and ς2i = αi,i+1 for
all i.
Let S = Sn be the symmetric group on n. For β ∈ B we denote by β¯ ∈ S the permutation
induced by β so that the map β 
→ β¯ is the natural epimorphism B → S. The kernel of this map
is the pure braid group P = Pn = {β ∈ B | β¯ = 1}. Referring to the diagram on the right-hand
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side of Fig. 2, it is easy to see that αij ∈ P for all 1 i < j  n. Put XP = {a±1ij | 1 i < j  n}
and let RP denote the set of relations
a±1ij a
∓1
ij = 1 for all i, j , (F)
a−1rs aij ars = aij if i < r or i > s, (P1)
a−1rs asj ars = (asj arj )asj
(
a−1rj a
−1
sj
)
, (P2)
a−1rs arj ars = asj arj a−1sj , (P3)
a−1rs aij ars =
(
asj arj a
−1
sj a
−1
rj
)
aij
(
arj asj a
−1
rj a
−1
sj
)
if r < i < s, (P4)
where in each of relations (P1)–(P4) we have s < j . There should be no confusion caused by
choosing the label (F) to represent the free group relations in both RB and RP .
Theorem 4. (Artin [2]) The pure braid group P =Pn has presentation 〈XP | RP 〉 via
ϕP :X
∗
P → P :a±1ij 
→ α±1ij .
For 2 j  n let Uj be the subgroup of P generated by {α1j , . . . , αj−1,j }.
Theorem 5. (Artin [2]) We have the semidirect product decomposition
Pn = Un 
(Un−1  (· · · (U3  U2) · · ·)).
Although the previous two results are usually attributed to Artin [2], proofs may also be found
in the papers [6] and [21] (respectively), which actually pre-date Artin’s paper.
1.4. The symmetric inverse monoid
The symmetric inverse monoid In is the factorizable inverse monoid of all partial permuta-
tions on n; for more information see [20] or [23]. We have
GIn = Sn and EIn = {idC | C ⊆ n}.
Since idC ◦ idD = idC∩D for all C,D ⊆ n it is easy to see that EIn is isomorphic to the power set
E = P(n) = {C | C ⊆ n} considered as a semilattice under intersection. Put XE = {ε1, . . . , εn}
and denote by RE the set of relations
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εiεj = εj εi for all i, j . (E2)
It is well known that E is a free semilattice on n generators (see for example [22]) and so we
have the following. (Here and elsewhere, for A ⊆ n, we write Ac = n \ A.)
Theorem 6. The powerset E = (P (n),∩) has presentation 〈XE | RE〉 via
ϕE :X
∗
E → E : εi 
→ {i}c.
2. The inverse braid monoid
A partial braid on n strings may be thought of as a (full) n-string braid with a number of
strings removed. The inverse braid monoid IBn is the monoid of all homotopy classes of partial
braids on n strings [10]. Again, we will not distinguish between a partial braid and its homotopy
class. The multiplication in IBn is similar to that in the braid group B = Bn; two partial braids
are concatenated, and then any string fragments which do not connect the upper plane to the
lower plane are removed. See Fig. 3 for an example.
A partial braid β ∈ IBn induces a partial permutation β¯ of n in a natural way. For example,
the partial permutation associated to the partial braid in the top left diagram in Fig. 3 has the
(partial) action 2 
→ 1, 3 
→ 4, 5 
→ 2. It is clear that the map
¯ :IBn → In :β 
→ β¯
is a well-defined epimorphism whose restriction to B is the map ¯ :B → S = Sn discussed in
Section 1.3.
Let β ∈ B and A ⊆ n. The restriction of β to A is the partial braid βA ∈ IBn obtained by
removing all strings from β whose initial point is not indexed by an element of A.
Theorem 7. The inverse braid monoid IBn is a factorizable inverse monoid with
EIBn = {1A | A ⊆ n} ∼= E =
(
P(n),∩) and GIBn = B = Bn.
Fig. 3. Calculating a product in IB5.
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ment concerning EIBn was proved in [10]. The fact that GIBn = B is clear in light of the
fact that, writing |β| for the number of strings in a partial braid β , we have |βγ |  |β| for
all β,γ ∈ IBn. 
In order to utilize the factorizable structure of IBn, our next task is to describe the subgroups
B1A = {β ∈ B | 1Aβ = 1A} = {β ∈ B | βA = 1A}
which, for simplicity, we will denote by BA. We first find a generating set for BA ∩ P . (Recall
that P =Pn denotes the pure braid group.)
Lemma 8. If A ⊆ n, then BA ∩ P is generated by the set{
β−1ς2i β
∣∣ iβ¯ ∈ Ac or (i + 1)β¯ ∈ Ac}.
Proof. Denote by X the set in the statement of the lemma. Clearly X ⊆ P . To see that X ⊆ BA,
we must show that xA = 1A for any x ∈ X. With this in mind, let x = β−1ς2i β where either
k = iβ¯ ∈ Ac or l = (i + 1)β¯ ∈ Ac . Replacing β by ςiβ , if necessary, we may assume that k < l.
Let h denote k if k ∈ Ac , or l otherwise. Referring to Fig. 4, it is clear that removing string h
from x leaves (a partial braid which is homotopic to) 1{h}c , and it follows that xA = 1A. Thus
〈X〉 ⊆ BA ∩ P .
To show the reverse inclusion, suppose that β ∈ BA ∩ P . We first consider the case in which
A = r = {1, . . . , r} for some 0 r  n. By Theorem 5 we have β = un · · ·u2 for (unique) braids
uj ∈ Uj . Since βA = 1A we see that ur = · · · = u2 = 1. Thus β = un · · ·ur+1 is a product of
terms of the form α±1ij with j ∈ {r + 1, . . . , n} = Ac . These elements are certainly in X ∪ X−1,
showing that β ∈ 〈X〉.
Fig. 4. The braid β−1ς2
i
β in the case iβ¯ = k < l = (i + 1)β¯ .
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that Aγ = {i ∈ n | iγ¯ ∈ A} = r for some 0  r  n. Now since βA = 1A we must have
(γβγ−1)r = 1r, so that γβγ−1 ∈ Br ∩ P . By the previous paragraph, γβγ−1 is a product of
terms of the form α±1ij with j ∈ rc = (Aγ )c , from which it follows that β is a product of terms
of the form γ−1α±1ij γ with j ∈ (Aγ )c . Since (Aγ )c = (Ac)γ , we see that each of these terms is
in X ∪ X−1, and the lemma is proved. 
For the proof of the following result we denote by tij = ς¯ij ∈ S the transposition which inter-
changes the (distinct) elements i, j ∈ n.
Corollary 9. If A ⊆ n, then BA is generated by the set{
ςij
∣∣ i, j ∈ Ac}∪ {β−1ς2i β ∣∣ iβ¯ ∈ Ac or (i + 1)β¯ ∈ Ac}.
Proof. Denote by Y the set in the statement of the corollary. Referring to the diagram on the
left in Fig. 2 it is easy to see that ςij ∈ BA if i, j ∈ Ac . Together with the first paragraph of the
previous proof we see that 〈Y 〉 ⊆ BA.
To show the reverse inclusion suppose that β ∈ BA. Since βA = 1A we see that iβ¯ = i for
all i ∈ A. Thus we may write β¯ = ti1j1 · · · tikjk for some 1  is < js  n with is , js ∈ Ac for
each s. Put γ = ςi1j1 · · ·ςikjk ∈ 〈Y 〉. Then β = (βγ−1)γ and we are done by the previous lemma
since βγ−1 ∈ BA ∩ P . 
3. Presentations of IBn
In this section we obtain several presentations of the inverse braid monoid IBn, each of which
extends Artin’s presentation [1] of the braid group B = Bn. Since IBn is a factorizable inverse
monoid, we may apply Theorem 1 in order to obtain an initial presentation. We then remove
many superfluous generators and relations to obtain the presentation discovered by Easdown
and Lavers [10], and reproved in [16] using the theory of groupoids. This presentation may
then be further simplified yielding a presentation which includes Artin’s presentation of B along
with a single extra generator and seven additional relations. We then explore a number of new
presentations which involve larger sets of generators and relations, but display more of the natural
symmetry possessed by IBn.
We first establish the notation which, in addition to that of Section 1, will be used throughout
this section. Write ∼B = RB and choose a set of words {βˆ | β ∈ B} ⊆ X∗B such that βˆϕB = β for
all β ∈ B . We make these choices so that ςˆi = σi for all i, and
ςˆij =
(
σ−1j−1 · · ·σ−1i+1
)
σi(σi+1 · · ·σj−1) and αˆij =
(
σ−1j−1 · · ·σ−1i+1
)
σ 2i (σi+1 · · ·σj−1)
for all 1  i < j  n. If w = σ±1i1 · · ·σ±1ik ∈ X∗B , we write w−1 = σ∓1ik · · ·σ∓1i1 , noting that
ww−1 ∼B w−1w ∼B 1. We will also assume that β̂−1 = βˆ−1 for all β ∈ B . We also define a
homomorphism X∗B → S = Sn by w 
→ w = wϕB .
For i ∈ n write ξi = 1{i}c ∈ IBn for the partial braid obtained by removing the ith string from
the identity braid. See Fig. 5 for an illustration. Note that if A ⊆ n and Ac = {i1, . . . , ik}, then we
have 1A = ξi1 · · · ξik .
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By Theorems 6 and 7, we see that EIBn has presentation 〈XE | RE〉 via
X∗E → EIBn : εi 
→ ξi .
Without causing confusion, and since we will no longer refer to the map X∗E → (P (n),∩) defined
in Theorem 6, we will denote this new map X∗E → EIBn by ϕE . We write ∼E = RE , and choose
a set of words {1ˆA | A ⊆ n} ⊆ X∗E such that 1ˆAϕE = 1A for all A ⊆ n. In particular, we have
1ˆAεi ∼E 1ˆA whenever A ⊆ n and i ∈ Ac.
3.1. An initial presentation
We now gather the remaining information needed in order to apply Theorem 1. For all i, r we
have
ξ
ς±1r
i = ς±1r ξiς∓1r =
{
ξi−1 if r = i − 1,
ξi+1 if r = i,
ξi otherwise.
Alternatively, writing sr = tr,r+1 ∈ S for the simple transposition which interchanges r and r +1,
we see that ξς
±1
r
i = ξisr for all i, r . Thus we may take R to be the set of relations
σ±1r εi = εisr σ±1r for all i, r . ()
Let R∼ be the set of relations
1ˆAςˆij = 1ˆA for all A ⊆ n and i, j ∈ Ac, (∼ 1)
1ˆAβˆ−1σ 2i βˆ = 1ˆA for all A ⊆ n and β ∈ B with iβ¯ ∈ Ac or (i + 1)β¯ ∈ Ac. (∼ 2)
Then by Theorem 1 and Corollary 9 we have the following.
Corollary 10. The inverse braid monoid IBn has presentation
〈XB ∪ XE | RB ∪ RE ∪ R ∪ R∼〉
via
σ±1r 
→ ς±1r , εi 
→ ξi .
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Our task in this section is to reduce the number of generators and relations in the presentation
of IBn from Corollary 10 and thereby deduce (Theorem 21) the presentation originally discov-
ered by Easdown and Lavers [10] (see also [16]). This presentation may then be simplified further
(see Remark 23). We conclude the section by deriving a second presentation (see Theorem 24
and Remarks 25 and 26) which is similar in flavor to the Easdown–Lavers presentation.
Beginning with the presentation in Corollary 10, we rename ε1 = e. Then by R and (F) we
see that the relations
εi = σi−1 · · ·σ1eσ−11 · · ·σ−1i−1 for all i (∗)
are in (RB ∪RE ∪R ∪R∼). Thus we may remove all generators εi with i = 1, replacing their
every occurrence in the relations by the word on the right-hand side of (∗), which we denote
by ei . (Note in particular that e1 = e.) We denote the resulting relations by (E1)′, (E2)′, ()′,
(∼1)′, and (∼2)′. The entire sets of relations which have been modified in this way will be
denoted by R′E , R′, and R′∼. Let XIB = XB ∪ {e}.
Corollary 11. The inverse braid monoid IBn has presentation
〈XIB | RB ∪ R′E ∪ R′ ∪ R′∼〉
via
σ±1i 
→ ς±1i , e 
→ ξ1.
For the duration of Section 3.2, we will write ≈ = (RB ∪ R′E ∪ R′ ∪ R′∼).
Lemma 12. The following relations are in ≈:
e2 = e, (IB1)
eσi = σie if i = 1, (IB2)
eσ1eσ1 = σ1eσ1e = eσ1e, (IB3)
eσ 21 = σ 21 e = e. (IB4)
Proof. Now relation (IB1) is part of (E1)′, and (IB2) is part of ()′. For (IB3) and (IB4) it suffices,
by Corollary 11, to show that the equations ξςξς = ςξςξ = ξςξ and ξς2 = ς2ξ = ξ hold in
IBn where ς = ς1 and ξ = ξ1. Figure 6 shows that the first equation holds. The second equation
may be checked analogously. 
Let RIB denote the set of relations (F), (B1)–(B2), and (IB1)–(IB4), and denote by ∼∼ the
congruence RIB. By Lemma 12 we see that ≈ = (RIB ∪ R′E ∪ R′ ∪ R′∼). Our aim is to show
that R′E ∪ R′ ∪ R′∼ ⊆ ∼∼ so that ≈ = ∼∼ and IBn has presentation 〈XIB | RIB〉.
Lemma 13. If w ∈ X∗ and wϕB ∈ P =Pn then we ∼∼ ew.B
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Proof. First note that for any 1 i < j  n, we have αˆ±1ij e ∼∼ eαˆ±1ij by (IB2), (IB4), and (F). The
result now follows since w ∼B αˆ±1i1j1 · · · αˆ±1ikjk for some is , js . 
For i ∈ n put wi = σi−1 · · ·σ1, so that ei = wiew−1i by definition.
Corollary 14. If w ∈ X∗B , wϕB ∈ P , and i ∈ n, then wei ∼∼ eiw.
Proof. Now (w−1i wwi)ϕB = (wiϕB)−1(wϕB)(wiϕB) ∈ P and so, by (F) and Lemma 13, we
have
wei ∼∼ wi
(
w−1i wwi
)
ew−1i ∼∼ wie
(
w−1i wwi
)
w−1i ∼∼ eiw,
completing the proof. 
Recall that sr ∈ S = Sn denotes the simple transposition which interchanges r and r + 1.
Lemma 15. If 1 r  n − 1, i ∈ n, and  ∈ {±1}, then σr eiσ−r ∼∼ eisr .
Proof. First note that we have σreiσ−1r ∼∼ σ−1r σ 2r eiσ−2r σr ∼∼ σ−1r eiσr by Corollary 14 and (F).
Thus it suffices to prove the lemma for any choice of .
We consider the cases r > i, r = i, r = i − 1, and r < i − 1 separately. If r > i then by (B1)
we have σrwi ∼B wiσr from which it follows, by (IB2) and (F), that σreiσ−1r ∼∼ ei . If r = i then
σiwi = wi+1 and so σieiσ−1i = ei+1. If r = i −1 then σ−1i−1wi ∼B wi−1 by (F) and it follows that
σ−1i−1eiσi−1 ∼∼ ei−1. If r < i − 1 then σrwi ∼∼ wiσr+1, as may easily be checked using the braid
relations, so that σreiσ−1r ∼∼ ei by (IB2) and (F). 
This shows that R′

⊆ ∼∼. The next result follows from Lemma 15 and a simple induction,
noting that sr = σ±1r for all r .
Corollary 16. If i ∈ n and w ∈ X∗B , then w−1eiw ∼∼ eiw .
Lemma 17. If i ∈ n, then e2i ∼∼ ei .
Proof. This follows immediately from (IB1) and (F). 
Lemma 18. If i, j ∈ n, then eiej ∼∼ ej ei .
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and (IB4) we have
e1e2 = eσ1eσ−11 ∼∼ eσ1eσ1σ−21 ∼∼ σ1eσ1eσ−21 ∼∼ σ1eσ1σ−21 e ∼∼ σ1eσ−11 e = e2e1.
Now choose a word w ∈ X∗B such that i = 1w and j = 2w. Then by Corollary 16, (F), and the
previous calculation, we have
eiej = e1we2w ∼∼ w−1e1ww−1e2w ∼∼ w−1e1e2w ∼∼ w−1e2e1w ∼∼ e2we1w = ej ei,
and the proof is complete. 
Lemmas 17 and 18 show that R′E ⊆ ∼∼.
Lemma 19. If A ⊆ n and i, j ∈ Ac with i < j , then 1ˆAςˆij ∼∼ 1ˆA.
Proof. Observe first that by (F) and (IB3) we have
e1e2σ1 = eσ1eσ−11 σ1 ∼∼ eσ1eσ1σ−11 ∼∼ eσ1eσ−11 = e1e2.
Now put u = (σ2 · · ·σj−1)(σ1 · · ·σi−1) ∈ X∗B . It is easy to check diagrammatically that
ςˆij ∼B u−1σ1u. Using this, together with the fact that 1u¯ = i and 2u¯ = j , we see that
1ˆAςˆij ∼∼ 1ˆAeiej ςˆij by Lemmas 17 and 18
∼∼ 1ˆA
(
u−1e1u
)(
u−1e2u
)(
u−1σ1u
)
by Corollary 16
∼∼ 1ˆAu−1e1e2σ1u by (F)
∼∼ 1ˆAu−1e1e2u by the observation
∼∼ 1ˆAeiej by (F) and Corollary 16
∼∼ 1ˆA by Lemmas 17 and 18,
and the proof is complete. 
Lemma 20. If A ⊆ n, 1  i  n − 1, and w ∈ X∗B with either iw ∈ Ac or (i + 1)w ∈ Ac , then
1ˆAw−1σ 2i w ∼∼ 1ˆA.
Proof. Put v = (σ2 · · ·σi)(σ1 · · ·σi−1) ∈ X∗B . As in the previous proof (putting j = i + 1 in the
word u), we have σi = ςˆi,i+1 ∼B v−1σ1v. Using this, together with the fact that 1v¯ = i and 2v¯ =
i + 1, we see that
eiσ
2
i
∼∼
(
v−1e1v
)(
v−1σ 21 v
)
by Corollary 16
∼∼ v−1e1σ 21 v by (F)
∼∼ v−1e1v by (IB4)
∼ e by Corollary 16,∼ i
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ei+1σ 2i ∼∼
(
v−1e2v
)(
v−1σ 21 v
)
by Corollary 16
∼∼ v−1e2σ 21 v by (F)
= v−1σ1eσ−11 σ 21 v
∼∼ v−1σ1eσ−11 v by (F) and (IB4)
= v−1e2v
∼∼ ei+1 by Corollary 16.
Now let h denote i if iw ∈ Ac, or i + 1 otherwise. We then have
1ˆAw−1σ 2i w ∼∼ 1ˆAehww−1σ 2i w by Lemmas 17 and 18
∼∼ 1ˆAw−1ehww−1σ 2i w by Corollary 16
∼∼ 1ˆAw−1ehσ 2i w by (F)
∼∼ 1ˆAw−1ehw by the previous two calculations
∼∼ 1ˆAehw by Corollary 16
∼∼ 1ˆA by Lemmas 17 and 18.
This completes the proof. 
Lemmas 19 and 20 show that R′∼ ⊆ ∼∼. Together with the comments after the proofs of Lem-
mas 15 and 18, we see that ≈ = ∼∼ and we have proved the following.
Theorem 21. (Easdown and Lavers [10]) The inverse braid monoid IBn has presentation
〈XIB | RIB〉 via
σ±1i 
→ ς±1i , e 
→ ξ1.
Remark 22. This presentation differs slightly from that given by the authors of [10]. There they
map the generator e (called ε in [10]) to the partial braid ξn. Their relations may be obtained
from ours (or ours from theirs) by changing each generator σi in (IB2)–(IB4) to σn−i .
Remark 23. Relation (IB2) is equivalent to the assertion that the generator e commutes (in the
quotient X∗IB/R

IB) with every word over {σ2, . . . , σn−1}. Let w = σn−1 · · ·σ3. It is easy to see
diagrammatically that σi ∼B (wσ2)−(i−2)σ2(wσ2)i−2 for all 2  i  n − 1; see also [1,8]. We
see then that relation (IB2) may be replaced by the relations
eσ2 = σ2e and eσn−1 · · ·σ3 = σn−1 · · ·σ3e.
The resulting presentation of IBn contains Artin’s (monoid) presentation of B along with the
additional generator e and seven extra relations.
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sentation of B and a single extra generator. We begin with the presentation 〈XIB | RIB〉 of
Theorem 21, and introduce a new generator f along with the relation
f = eσ1.
Now by (IB4) we have (eσ1)σ1 ∼∼ e and it follows that we may remove e as a generator, replacing
its every occurrence in the relations by f σ1. The modified relations are thus (F), (B1)–(B2), and
f σ1f σ1 = f σ1,
f σ1σi = σif σ1 if i = 1,
f σ1σ1f σ1σ1 = σ1f σ1σ1f σ1 = f σ1σ1f σ1,
f σ1σ
2
1 = σ 21 f σ1 = f σ1.
Using (F) we see that the first of these relations is equivalent to
f σ1f = f (IB1)′
and, using (B1) and (F), that the second line of relations is equivalent to
f σ1σ2 = σ2f σ1, (IB2)′
f σi = σif if i  3. (IB3)′
Then, using (F), we see that the fourth line of relations is equivalent to
f σ 21 = σ 21 f = f (IB5)′
and, using (F) and (IB5)′, that the third line of relations is equivalent to
f 2σ1 = σ1f 2 = f 2. (IB4)′
Let X′IB = XB ∪{f }, and let R′IB be the set of relations (F), (B1)–(B2), and (IB1)–(IB5)′. We have
shown the following.
Theorem 24. The inverse braid monoid IBn has presentation 〈X′IB | R′IB〉 via
σ±1i 
→ ς±1i , f 
→ (ς1){1}c .
Remark 25. If we made the substitution g = σ1e instead of f = eσ1 then we obtain a presen-
tation of IBn with generators XB ∪ {g}. The relations in this presentation are precisely those
obtained by changing f to g in relations (IB1)′ and (IB3)–(IB5)′, and replacing relation (IB2)′ by
σ2σ1g = σ1gσ2.
In this presentation, the generator g is sent to the partial braid (ς1){2}c . The partial braids (ς1){1}c
and (ς1){2}c are pictured in Fig. 7.
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Remark 26. As we have already stated, relations (IB2)′ and (IB3)′ are equivalent to
f σ1σi = σif σ1 if i = 1.
These relations are then equivalent to the assertion that f σ1 commutes (in the quotient
(X′IB)∗/(R′IB)) with every word over {σ2, . . . , σn−1}. Thus, as in Remark 23, we may replace
relations (IB2)′ and (IB3)′ by the two relations
f σ1σ2 = σ2f σ1 and f σ1σn−1 · · ·σ3 = σn−1 · · ·σ3f σ1,
resulting in a presentation which contains Artin’s presentation of B along with one additional
generator, f , and seven extra relations. Using (B1) and (F),we see that the longer of the above
two relations may be replaced by
f σn−1 · · ·σ3 = σn−1 · · ·σ3f.
3.3. More symmetric presentations
We now return to the presentation of IBn given in Theorem 24. We will introduce a larger
set of generators and relations in order to find a presentation which displays more of the sym-
metry possessed by IBn. With this in mind, we rename f = f1 and introduce new generators
f2, . . . , fn−1 along with the relations
fi =
(
σ−1i−1 · · ·σ−11
)(
σ−1i · · ·σ−12
)
f1(σ2 · · ·σi)(σ1 · · ·σi−1) (D)
which define them in terms of the original generators. We will denote by Fi the word on the
right-hand side of relation (D). For 1  i  n − 1, let θi = (ςi){i}c so that θi is the image
of Fi under the map in the statement of Theorem 24. See Fig. 8 for an illustration. Now put
X′′IB = XB ∪{f1, . . . , fn−1}, and denote by ≈ the congruence on (X′′IB)∗ generated by R′IB and (D).
Lemma 27. The following relations are in ≈:
fiσifi = fi for all i, (IB1)′′
σifi = fi+1σi+1 for all i  n − 2, (IB2)′′
σifj = fjσi if |i − j | > 1, (IB3)′′
σiσjfi = fjσiσj if |i − j | = 1, (IB4)′′
σif
2
i = f 2i = f 2i σi for all i, (IB5)′′
σ 2i fi = fi = fiσ 2i for all i. (IB6)′′
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Fig. 9. Relation (IB1)′′: θiςiθi = θi for all i.
Fig. 10. Relation (IB2)′′: ςiθi = θi+1ςi+1 for all i  n − 2.
Proof. By Theorem 24 it suffices to show that the relations hold as equations in IBn when the
generators σi and fi are replaced by ςi and θi respectively. We do this for relations (IB1)′′ and
(IB2)′′ in Figs. 9 and 10. The other relations may be checked analogously. 
By Lemma 27 we may add relations (IB1)′′–(IB6)′′ to the presentation. We may clearly re-
move relations (IB1)′ and (IB3)–(IB5)′ since these relations are contained in various parts of
(IB1)′′–(IB6)′′. Let R′′IB denote the set of relations (F), (B1)–(B2), and (IB1)′′–(IB6)′′.
Theorem 28. The inverse braid monoid IBn has presentation 〈X′′IB | R′′IB〉 via
σ±1i 
→ ς±1i , fi 
→ θi .
Proof. For the duration of this proof we will denote by ∼∼ the congruence (R′′IB). It remains only
to show that relations (IB2)′ and (D) are in ∼∼. For (IB2)′ we have
f1σ1σ2 ∼∼ f1σ1σ2σ1σ−11 by (F)
∼∼ f1σ2σ1σ2σ−11 by (B2)
∼∼ σ2σ1f2σ2σ−11 by (IB4)′′
∼∼ σ2σ1σ1f1σ−11 by (IB2)′′
∼∼ σ2f1σ1σ1σ−11 by (IB6)′′
∼ σ f σ by (F).∼ 2 1 1
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vi = (σ2 · · ·σi)(σ1 · · ·σi−1). Now if i = 1 then there is nothing to prove since v1 = 1, so we
assume that 2 i  n − 1. By (B1) we have vi ∼B vi−1σiσi−1. Using this, we have
v−1i f1vi ∼∼ σ−1i−1σ−1i v−1i−1f1vi−1σiσi−1
∼∼ σ−1i−1σ−1i fi−1σiσi−1 by an inductive hypothesis
∼∼ σ−1i−1σ−1i σiσi−1fi by (IB4)′′
∼∼ fi by (F),
completing the proof of the theorem. 
Remark 29.
Relations (IB3)′′ and (IB4)′′ form part of the singular braid relations (see [3] and [5]). It is
natural then to ask whether the remaining singular braid relations
σifi = fiσi for all i,
fifj = fjfi if |i − j | > 1
follow from relations R′′IB. In fact it is easy to check diagrammatically that the first of the missing
singular braid relations does not hold, while the second does.
Remark 30. If instead we start with the presentation described in Remark 25, and introduce
generators g1 = g and g2, . . . , gn−1 where gi = v−1i g1vi for each i, then we obtain the presenta-
tion 〈X′′′IB | R′′′IB〉, where X′′′IB = XB ∪ {g1, . . . , gn−1} and R′′′IB is the set of relations obtained from
R′′IB by changing each fi to gi in (IB1)′′ and (IB3)′′–(IB6)′′ and replacing (IB2)′′ by
giσi = σi+1gi+1 for all i  n − 2.
In this presentation the generator gi is mapped to the partial braid (ςi){i+1}c .
4. Presentations of the symmetric inverse monoid
In [10] it was shown that a presentation of the symmetric inverse monoid In could be obtained
from the presentation 〈XIB | RIB〉 by removing the generators σ−11 , . . . , σ−1n−1 and replacing rela-
tion (F) by
σ 2i = 1 for all i.
The presentation which results (after simplifying the relations) is attributed to Popova [27]; see
[12,20,26] for a number of different proofs of Popova’s presentation. In this section we show that
all the presentations of the previous section yield presentations of In.
To make the following result easier to state, we first establish some notation. Let X be any
alphabet disjoint from XB , and write X+B = {σ1, . . . , σn−1}. We say that a word w ∈ (X+B ∪ X)∗
is square-free if w contains no subword from the set {σ 21 , . . . , σ 2n−1}. Let w ∈ (XB ∪ X)∗. We
define a square free word w˜ ∈ (X+ ∪ X)∗ inductively as follows. Let w0 be the word obtainedB
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If w is not square-free, let w˜ = w˜1 where w1 ∈ (X+B ∪ X)∗ is the word obtained from w0 by
deleting the left-most occurrence of a subword from {σ 21 , . . . , σ 2n−1}.
Proposition 31. Suppose that X is a set which is disjoint from XB , and that the inverse braid
monoid IBn has presentation 〈XB ∪ X | RB ∪ R 〉 via a map φ : (XB ∪X)∗ → IBn under which
σ±1i φ = ς±1i for each i. Denote by RO the set of relations
σ 2i = 1 for each i, (O)
and let R˜ be the set of relations obtained from R by replacing every relation (w1,w2)
by (w˜1, w˜2), and deleting any such relation if w˜1 and w˜2 are identical words. Then the sym-
metric inverse monoid In has presentation 〈X+B ∪ X | R+B ∪ RO ∪ R˜〉 via
x 
→ xφ,
where R+B is the set of relations (B1)–(B2).
Proof. We first show that In has presentation 〈XB ∪ X | RB ∪ R ∪ RO〉 via
φ′ : (XB ∪ X)∗ → In :x 
→ xφ.
Put ≈ = (RB ∪R) and ∼∼ = (RB ∪R ∪RO). Now φ′ is an epimorphism since both φ and ¯ are
epimorphisms. Since s2i = 1 for each i, we see that ∼∼ ⊆ kerφ′. It remains to show the reverse
inclusion, so suppose that (w1,w2) ∈ kerφ′, and put β1 = w1φ and β2 = w2φ. Then
β¯1 = w1φ′ = w2φ′ = β¯2.
Let A = dom(β¯1). We then have
β1 = (γ1)A = 1Aγ1 and β2 = (γ2)A = 1Aγ2
for some γ1, γ2 ∈ B = Bn = GIBn . Choose u1, u2 ∈ X∗B such that
u1φ = γ1 and u2φ = γ2,
and choose wA ∈ (XB ∪ X)∗ such that wAφ = 1A. We then have
w1 ≈ wAu1 and w2 ≈ wAu2
by assumption. Put π = (u1u−12 )φ′ ∈ S = Sn. Now for any i ∈ A we have
i(u1φ
′) = i(w1φ′) = i(w2φ′) = i(u2φ′).
Thus iπ = i, whence iπ−1 = i, for each i ∈ A. Thus we may write
π−1 = tp1q1 · · · tpkqk
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1A = 1Aςp1q1 · · ·ςpkqk
in IBn. Thus, by hypothesis, we have
wA ≈ wAςˆp1q1 · · · ςˆpkqk .
Now (ςˆp1q1 · · · ςˆpkqk )φ′ = π−1 = ((u1u−12 )φ′)−1 and so (ςˆp1q1 · · · ςˆpkqku1u−12 )ϕB ∈ P = Pn.
Thus
ςˆp1q1 · · · ςˆpkqku1u−12 ∼B αˆ±1u1v1 · · · αˆ±1uv
for some uj , vj . By (O) and (F) we have
αˆ±1ij =
(
σ−1j−1 · · ·σ−1i+1
)
σ±2i (σi+1 · · ·σj−1) ∼∼ 1
for all 1 i < j  n, so that
w1 ∼∼ wAu1 ∼∼ (wAu1u−12 )u2 ∼∼
(
wAςˆp1q1 · · · ςˆpkqku1u−12
)
u2
∼∼
(
wAαˆ
±1
u1v1 · · · αˆ±1uv
)
u2 ∼∼ wAu2 ∼∼ w2.
This completes the proof that In has presentation 〈XB ∪ X | RB ∪ R ∪ RO〉 via φ′.
It now suffices to show that the presentation we have arrived at is equivalent to the presentation
in the statement of the proposition. Now by (F) and (O) we have
σi ∼∼ σiσiσ−1i ∼∼ σ−1i
for all i. Thus we may remove all generators σ−1i , replacing their every occurrence in the re-
maining relations by σi . Relations (F) become duplicates of (O) and, as such, may be removed.
Finally, observe that we may use relations (O) to transform any word w ∈ (X+B ∪ X)∗ into w˜,
thus allowing us to replace R by R˜. This completes the proof. 
As our first application of Proposition 31, we derive Popova’s presentation [27] of In.
Put XI = {σ1, . . . , σn−1, e} = X+B ∪ {e}, and let RI be the set of relations (B1)–(B2), (O), and
(IB1)–(IB3). By Theorem 21 and Proposition 31 we have the following.
Theorem 32. (Popova [27]) The symmetric inverse monoid In has presentation 〈XI | RI 〉 via
σi 
→ si, e 
→ id{1}c .
Remark 33. Again, this presentation differs from that proved in [10]; there the generator e was
mapped to the partial permutation id{n}c , and the relations were slightly different.
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by a simple manipulation of the resulting relations, yields a presentation of In with genera-
tors X+B ∪ {e} and relations (B1)–(B2), (O), and
e2 = e = σ2eσ2 = σ3 · · ·σn−1eσn−1 · · ·σ3 and eσ1eσ1 = σ1eσ1e = eσ1e.
This solves one half of Open Problem 4 of [28]. The other half of the problem asks “given the
generators σ1, . . . , σn−1, e, what is the minimum number of relations which may be added to
(B1)–(B2) and (O) to yield a presentation of In?” The author believes that the answer is five.
We may also use Proposition 31 to derive a presentation of In similar to the presentation
of IBn in Theorem 24. Let X′I = {σ1, . . . , σn−1, f } = X+B ∪{f }, and let R′I be the set of relations
(B1)–(B2), (O), and (IB1)′–(IB4)′.
Theorem 35. The symmetric inverse monoid In has presentation 〈X′I | R′I 〉 via
σi 
→ si , f 
→ s1|{1}c .
Now put X′′I = X+B ∪ {f1, . . . , fn−1} let R′′I denote the set of relations (B1)–(B2), (O), and
(IB1)′′–(IB5)′′. The next result follows from Theorem 28 and Proposition 31.
Theorem 36. The symmetric inverse monoid In has presentation 〈X′′I | R′′I 〉 via
σi 
→ si , fi 
→ si |{i}c .
Remark 37. We may also deduce presentations of In from Remarks 25 and 30.
5. The pure inverse braid monoid
In this final section we introduce and study the pure inverse braid monoid. This monoid,
denoted IPn, is related to the inverse braid monoid IBn in exactly the same way that the pure
braid group P =Pn is related to the braid group B = Bn.
Analogously to the notion of pure braids, we say that a partial braid β ∈ IBn is pure if iβ¯ = i
for all i ∈ dom(β¯). The set of all pure partial braids is clearly a submonoid of IBn, being the
preimage of EIn under the map ¯ :IBn → In. We denote this submonoid, the pure inverse braid
monoid, by IPn.
Let A ⊆ n and put
IPAn =
{
β ∈ IPn
∣∣ dom(β¯) = A}= {γA | γ ∈ P }.
Since IPAn is the preimage of the idempotent idA under the ¯ map, it is therefore a subsemigroup
of IPn. In fact, it is easy to check that IPAn is a subgroup of IPn and is isomorphic to Pk , the
pure braid group on k = |A| strings. It is also clear that we have the disjoint union
IPn =
⊔
IPAn
A⊆n
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result is routine.
Theorem 38. The pure inverse braid monoid IPn is a factorizable inverse monoid with
EIPn = EIBn = {1A | A ⊆ n} ∼=
(
P(n),∩) and GIPn = P =Pn.
Further, 1Aβ = β1A for all A ⊆ n and β ∈ P , so that IPn is a semilattice of (pure braid)
groups.
We now work towards the derivation of a presentation of IPn. We first obtain an auxiliary
result (Corollary 40) concerning the subgroups BA defined in Section 2. In the statement of the
next result, which was proved in [15], we use the symmetric notation αji = αij .
Lemma 39. If 1 i < j  n and β ∈ B , then there exists δ ∈ P such that
β−1αijβ = δ−1αiβ¯,j β¯δ.
The next result follows immediately from Lemmas 8 and 39, noting that ς2i = αi,i+1 for all i.
Corollary 40. If A ⊆ n, then BA ∩ P is generated by the set{
β−1αijβ
∣∣ β ∈ P and i ∈ Ac or j ∈ Ac}.
Recall, by Theorems 4 and 6, that P and EIPn = EIBn have presentations 〈XP | RP 〉
and 〈XE | RE〉 via ϕP and ϕE respectively. We choose sets of words {βˆ | β ∈ P } ⊆ X∗P
and {1ˆA | A ⊆ n} ⊆ X∗E such that βˆϕP = β and 1ˆAϕE = 1A for all β ∈ P and A ⊆ n. It is
important to note that our definition of βˆ here (as a word over XP ) does not coincide with our
earlier definition (as a word over XB ).
Now put XIP = XP ∪ XE , and let RIP denote the set of relations RP ∪ RE together with
εiars = arsεi for all i, r, s, (IP1)
εiaij = εi for all i, j , (IP2)
εj aij = εj for all i, j . (IP3)
Theorem 41. The pure inverse braid monoid IPn has presentation 〈XIP | RIP〉 via
ars 
→ αrs, εi 
→ ξi .
Proof. Let ϕ denote the map in the statement of the theorem, and write ≈ = RIP. To show
that ϕ is surjective, suppose that β ∈ IPn. Then β = γA for some A ⊆ n and γ ∈ P . But then
β = 1Aγ = (1ˆAγˆ )ϕ. Next, it is easy to check diagrammatically that RIP ⊆ ker(ϕ). It remains
only to show that ker(ϕ) ⊆ ≈, so suppose that (w1,w2) ∈ ker(ϕ). Now by (IP1) and RP ∪ RE
we have
w1 ≈ 1ˆA1 βˆ1 and w2 ≈ 1ˆA2 βˆ2
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(β1)A1 = 1A1β1 = w1ϕ = w2ϕ = 1A2β2 = (β2)A2 ,
from which it follows that A1 = A2 and β1β−12 ∈ BA1 . By Corollary 40, we have
β1β
−1
2 =
(
γ−11 α
±1
i1j1
γ1
) · · · (γ−1s α±1is js γs)
for some γ1, . . . , γs ∈ P and i1, . . . , is , j1, . . . , js ∈ n with it ∈ Ac1 or jt ∈ Ac1 for each t . For
each t , let ht denote it if it ∈ Ac1, or jt otherwise. We then have
w1 ≈ 1ˆA1 βˆ1
≈ 1ˆA1 βˆ1βˆ−12 βˆ2 by (F)
≈ 1ˆA1εh1 · · · εhs
(
γˆ−11 a
±1
i1j1
γˆ1
) · · · (γˆ−1s a±1is js γˆs)βˆ2 by RE ∪ RP
≈ 1ˆA1
(
γˆ−11 εh1a
±1
i1j1
γˆ1
) · · · (γˆ−1s εhs a±1is js γˆs)βˆ2 by (IP1) and (F)
≈ 1ˆA1
(
γˆ−11 εh1 γˆ1
) · · · (γˆ−1s εhs γˆs)βˆ2 by (IP2), (IP3), and (F)
≈ 1ˆA1εh1 · · · εhs βˆ2 by (IP1) and (F)
≈ 1ˆA1 βˆ2 by RE
= 1ˆA2 βˆ2
≈ w2,
and the proof is complete. 
Remark 42. The previous theorem may be proved in a similar fashion to Theorem 21; that is, by
applying Theorems 1 and 38 and Corollary 40 to obtain an initial presentation which may then
be simplified. However, the direct proof above is to be preferred since it is certainly quicker and
more straightforward.
Remark 43. Unlike the situation with IBn, since the action of a pure braid on ξi is trivial, there
is no hope of removing any of the generators εi in the above presentation of IPn.
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