This paper deals with ecient ratio type estimators for estimatingnite population mean under simple random sampling scheme by using the knowledge of known median of a study and an auxiliary variable. Expressions for the bias and mean squared error of the proposed ratio type estimators are derived up to rst order of approximation. It is found that our proposed estimators perform better as compared to the traditional ratio estimator, regression estimator, Subramani and Kumarapandiyan [23] , Subramani and Prabavathy [24] and Yadav et al.
Introduction
To use the additional information provided by an auxiliary or subsidiary variables enhances the precision of the ratio, product and regression estimators. When correlation between study variable and auxiliary variable is positively (high) then ratio estimator proposed by Cochran [5] is used. On the other hand, product estimator suggested by Robson [15] and rediscovered by Murthy [13] is preferably used when correlation is negatively (high). A lot of work has been done in the area of survey sample for the estimation of nite population mean using information on an auxiliary variable. Several authors including Sisodia and Dwivedi [22] , Prasad [14] , Upadhyaya and Singh [25] , Singh and Tailor [19] , Kadilar and Cingi [6] and [7] , Singh et al. [20] and [21] , Koyuncu and Kadilar [8] and [9] , Yan and Tian [29] , Singh and Solanki [17] and [18] , Yadav and Kadilar [27] , Kumar [10] , Abid et al. [1] , [2] and [3] have developed various estimators or classes of estimators for improved estimation of population mean using an auxiliary information under dierent sampling schemes. Further, Subramani and Kumarapandiyan [23] , Subramani and Prabavathy [24] and Yadav et al. [28] proposed ratio estimators to estimate population mean using linear combination of population mean and median of an auxiliary variable. Consider a sample of size "n" drawn by simple random sampling without replacement (SRSWOR) from a population of size N with n < N . Let the values of Y and X for the ith unit denote the observations on the study variable and auxiliary variable, respectively. The notations used in this paper can be described as follows: The population mean of the study variable and auxiliary variable are denoted byȲ =
xi respectively, where,ȳ = n
xi be the sample mean of the study variable and auxiliary variable respectively, Y0.5 is the population median of the study variable,Ŷ0.5 is the sample median of the study variable, X0.5 is the population median of the auxiliary variable,X0.5 is the sample median of the auxiliary variable, S 2 y = (N − 1)
2 is the population variance of the study variable,
2 is the population variance of the auxiliary
y is the square of coecient of variation of y, C
x is the square of coecient of variation of x, ρyx = (SySx) −1 Syx is the correlation coecient between y and x, f = n N is the sampling fraction, R =Ȳ Y0.5 is the ratio of population mean to population median and η = (
) denote the nite population correction factor. In order to nd the bias and mean square error (MSE) of the existing and proposed estimators, we dene the following relative error terms and their expectations.
where E(.) represents the mathematical expectation.
Cov(ȳ,Ŷ0.5) Y Y0. 5 and
Mean squared error or variance of the usual unbiased estimatorŶ in simple random sampling without replacement (SRSWOR) is given as:
The usual ratio estimator proposed by Cochran [5] to estimate population meanȲ of the study variable Y is dened by:
The bias and MSE of the ratio estimator,ŶR, to rst order of approximation, are given by
, where R =Ȳ X The linear regression estimator suggested by Watson [26] to estimate the population meanȲ of the study variable Y using one auxiliary variable is dened as,
is the sample regression coecient (assumed to be known) of Y on X.
The MSE of the estimatorŶReg is given as,
Subramani and Kumarapandiyan [23] suggested modied ratio estimator for the estimation of population mean using the known value of median of an auxiliary variable as, (1.7)ŶSK =ȳ X + X0.5
x + X0.5
The bias and MSE of the Subramani and Kumarapandiyan [23] estimator are given below,
x − 2θρyxCyCx where θ =X X + X0.5 Subramani and Prabavathy [24] are proposed following modied ratio estimators to estimate the population mean using the linear combination of population mean and median of an auxiliary variable,
The bias and MSE of the estimatorsŶSP 1 andŶSP 2 are given as,
The remaining part of the paper is organized as follows: In section 2, the proposed ratio type estimators for estimating nite population mean using the known value of the median of a study variable and an auxiliary variable are dened. The conditions in which the proposed estimators perform better than the existing estimators are presented in section 3. In section 4, an empirical study is carried out to evaluate the performance of the proposed estimators. Finally, we close with summary conclusion in the last section.
Proposed Ratio Type Estimators
Motivated by the work of Subramani and Prabavathy [24] and Yadav et al. [28] , we proposed the following ratio type estimators for estimating the population mean using the known value of the median of a study variable and an auxiliary variable.
.., 9 and (ti, i = 1, 2, 3, ..., 9) are the unknown constants to be determined later. where
, δ8 = Y0.5 Y0.5 +XX0.5 and δ9 = Y0.5 Y0.5 +X After writing the proposed ratio type estimators Ŷ P i, i = 1, 2, 3, 4, 5 and 6 in terms of ζ i s, we have obtained the following terms,
Expanding the right hand side of the equation (2.11) to the rst degree of approximation and also subtractingȲ from both sides of equation (2.11), we get:
The bias of the proposed estimators, Ŷ P i, i = 1, 2, 3, 4, 5 and 6 are dened as,
The MSE of the proposed estimators, Ŷ P i, i = 1, 2, 3, 4, 5 and 6 are dened as,
To get the optimum value of ti, we dierentiate equation (2.14) with respect to ti and equating it equal to zero, we get,
After putting the value of ti in equation (2.14), we get,
The minimum MSE of the proposed ratio type estimators is given as,
2C2i where i = 1, 2, 3, 4, 5 and 6
Now, for the rest of the proposed ratio type estimators Ŷ P i, i = 7, 8 and 9 , can be written in terms of ζ i s, as followŝ
where b = Cov(ȳ,Ŷ0.5) V (Ŷ0.5) SubtractingȲ from both sides of equation (2.17) and solve this term to rst degree of approximation, we obtain,
The bias of the proposed estimators, Ŷ P i, i = 7, 8 and 9 , are dened as,
The MSE of the proposed estimators can be written as,
Dierentiating equation (2.20) with respect to ti and then equating this equation equal to zero, we get values of ti as,
After substituting the value of ti in equation (2.20), we get,
Thus, the minimum MSE of the proposed ratio type estimators is given as,
2C4i where i = 7, 8 and 9
Eciency comparison of proposed estimators with existing estimators
In this section, the conditions for which the proposed ratio type estimators based on the known value of the median will have minimum mean square error as compared to usual ratio estimator, the regression estimator, Subramani and Kumarapandiyan [23] estimator, Subramani and Prabavathy [24] estimators and Yadav et al. [28] estimators for estimating the nite population mean have been derived algebraically.
3.1. The usual unbiased estimator. We compare MSE of usual unbiased estimator with the MSE of the proposed ratio type estimators by using the expressions of (1.1) and (2.16) as follows,
2C2i > 1 where i = 1, 2, 3, 4, 5 and 6
and By (1.1) and (2.22)
2Ȳ 2 C4i > 1 where i = 7, 8 and 9
If the conditions given in equations (3.1) and (3.2) are satised, then the proposed ratio type estimators are more ecient than the usual unbiased estimator.
3.2. The usual ratio estimator. We compare MSE of usual ratio estimator with MSE of proposed ratio type estimators using expressions of (1.4) and (2.16) as
2C2i > 1 where i = 1, 2, 3, 4, 5 and 6 and By (1.4) and (2.22)
If the above conditions are satised, then our proposed ratio type estimators perform more eciently than the usual ratio estimator.
3.3. The linear regression estimator. We compare MSE of linear regression estimator with MSE of proposed ratio type estimators by using expressions of (1.6) and (2.16) as follows:
and By (1.6) and (2.22)
The proposed estimators are more superior than the linear regression estimator, when the conditions given in equation (3.5) and (3.6) are satised.
3.4. Subramani and Kumarapandiyan [23] proposed estimator. We compare MSE value of the Subramani and Kumarapandiyan [23] proposed estimator with MSE value of the proposed ratio type estimators using expressions of (1.9) and (2.16) as follows:
where θ =X X + X0.5 and By (1.9) and (2.22)
2C4i −Ȳ 2 > 0 where i = 7, 8 and 9
where θ =X X + X0.5 Our proposed estimators perform better as compared to the estimator proposed by Subramani and Kumarapandiyan [23] , if the conditions given in equations (3.7) and (3.8) are fullled. 3 .5. Subramani and Prabavathy [24] suggested estimators. We compare MSE of the Subramani and Prabavathy [24] estimators with MSE of proposed ratio type estimators by using the expressions of (1.13) and (2.16) as:
where θ 1 = X0.5Y0.5 X0.5Y0.5 +X and θ 2 =X Y0.5 XY0.5 + X0. 5 for j = 1, 2
2C2i > 1 where i = 1, 2, 3, . . . , 6
and By(1.13) and (2.22)
If the above two conditions are fullled, then the proposed ratio type estimators are more ecient as compared to the estimators suggested by Subramani and Prabavathy [24] .
3.6. Yadav et al. [28] proposed estimators. We compare MSE of the Yadav et al. [28] estimators with MSE of proposed ratio type estimators using expressions of (1.18) and (2.16) as follows:
Bi > 0 where i = 1, 2, 3, 4, 5 and 6
and By(1.18) and (2.22)
Bi > 0 where i = 7, 8 and 9
If the conditions mentioned in equations (3.11) and (3.12) are fullled, then our suggested estimators perform better as compared to the estimators proposed by Yadav et al. [28] .
In general, we can say that, our proposed ratio type estimators are more ecient as compared to the existing estimators consider in this study when all the derived conditions are satised.
Numerical Illustration
In this section, the performance of the proposed ratio type estimators and the existing ratio estimators is evaluated by using two natural populations. The population 1 and 2 are taken from Mukhopadhyay [11] . The characteristics of the two populations are given below in Tables 1 and 2 , respectively. In Table 3 , the values of MSEs of the existing and Table 1 proposed estimators are computed by using the MSE formulas which are given in section 1 and 2, respectively. From an analysis of Table 3 , several interesting observations can be made:
•: The existing modied ratio estimators proposed by Subramani and Kumarapandiyan [23] , Subramani and Prabavathy [24] and Yadav et al. [28] have the smaller MSE values as compared to usual unbiased estimator, the usual ratio estimator and the linear regression estimator.
•: It can be seen that the proposed estimators have smaller values of MSE as compared to the usual unbiased estimator, the ratio estimator, the linear regression estimator, Subramani and Kumarapandiyan [23] estimator, Subramani and Prabavathy [24] estimators and Yadav et al. [28] estimators which indicates that the proposed estimators are more ecient as compared to the existing estimators consider in this study.
•: It is observed that the proposed ratio type estimator,ŶP 8 has a smaller MSE value i.e. (2.8571 and 1.0154) as compared to all the proposed ratio type estimators and existing estimator for two real populations consider in this study.
•: It is to be also noted that the rst two proposed estimators i,e.ŶP 1 andŶP 2 produce similar results as compared to the Yadav et al. [28] estimators when the value of δi = 1. where i =1 and 2. and are given in Tables 4 and 5.  From Tables 4 and 5 , it can be observed that PREs of the proposed ratio type estimators with regards to the existing estimators consider in this study are much higher, which shows that they are more ecient for population 1 and 2. To get more insight in this study, we have also nd the relative root mean square error (RRMSE) which is a very [12] and Alvarez et al. [4] ). The RRMSEs of the existing ratio estimators and the proposed ratio type estimators are calculated by using the following formula. Table 6 . From Table 6 , it is observed that the proposed estimators perform more eciently as to the all the existing estimators consider in this study.
Conclusions
In sample survey, the availability of auxiliary information enhances the eciency of the estimators. In this study, we have proposed several ratio type estimators using known value of population median by using the information on the study variable and the auxiliary variable. It is observed that the mean squared errors of the suggested estimators based on the knowledge of the median are smaller than those for the existing ratio estimators consider in this study for the two known populations considered for the numerical study. Also, it is observed that the proposed estimators are more ecient than the existing estimators in terms of percentage relative eciencies and relative root mean square error. Hence, we strongly recommend the use of our proposed ratio type estimators over the existing ratio estimators consider in this study for the practical consideration.
