Abstract-Interference pre-cancellation as in the "writing onto dirty paper" channel crucially depends on the transmitter having exact knowledge of the way in which input and channel state combine to produce the channel output. The presence of even a small amount of uncertainty in such knowledge, gravely hampers the ability of the encoder to pre-code its transmissions against the channel state. This is particularly disappointing as it implies that interference pre-coding in practical systems is effective only when the channel estimates have very high precision, a condition which is generally unattainable in wireless environments. In this paper we show that state decoding, instead of state pre-cancellation, can be approximately optimal for a channel with discrete states when only partial channel knowledge is available. More specifically, we consider a variation of the "writing onto dirty paper" channel in which a discrete-valued state sequence is multiplied by a fast fading process and derive conditions on the fading distribution for which state decoding closely approaches capacity. This channel model is a special case of the Gelf'and-Pinsker channel and our results show an instance of this problem in which state decoding is approximately optimal.
INTRODUCTION
Although interference pre-cancellation is well understood in information theoretical settings, practical implementations of this coding strategy have yet to find widespread adoption in practical communication systems. Currently, interference pre-coding can be found only in a few communication standards, usually in its incarnation as Tomlinson-Harashima precoding. The performance of these implementations is rather low, as compared to the very elegant solutions using LDPC codes and trellis-coded quantization [1] . One is then bound to wonder why high-performing interference pre-cancellation strategies have yet to have a significant impact on practical communication systems. An answer to this question possibly lays in the intrinsic fragility of this coding technique which relies on the specific way in which the channel input combines with the interference and is thus heavily affected by channel uncertainty. Many communication systems, instead of interference pre-cancellation, utilize interference decoding, which is intuitively a more robust interference management strategy when lacking adequate channel knowledge. This technique also takes full advantage of the inherent structure of the interference signal, which is often drawn from a finite-rate codebook, as investigated in [2] , and/or transmitted using a discrete constellation. In this correspondence we focus on the latter case and derive sufficient conditions under which interference decoding is provably close to optimal in the presence of fading and partial channel knowledge. Literature Review: The Gel'fand-Pinsker (GP) channel [3] is a very inclusive model which, generally speaking, can accommodate for variations of the "Writing on Dirty Paper" (WDP) channel to include channel uncertainty and partial sideinformation. Unfortunately the capacity of the GP channel is expressed as a non-convex maximization and closed-form expressions of the optimal solution are available only for a handful of models. For this reason, determining the capacity of variations of Costa's original setup is a challenging task. In [4] , the authors study the WDP channel in which the input and the state sequences are multiplied by the same fading sequence. Here it is shown that the rate loss from full state precancellation is vanishing, since state and input still combine in a predictable manner. For WDP channel in which only the channel state is affected by fading, the performance of jointly Gaussian coding strategies is investigated in [5] and performance of lattice coding strategies in [6] .
In [7] , we derived the approximate capacity for the WDP channel in which the state is multiplied by binary equiprobable fading by further developing bounding techniques originally developed in [8] . The results in [7] are further extended in [9] to include more general fading distributions, although restricted to the case of discrete support. Contributions: We investigate the capacity of the "Writing onto Fast Fading Dirt" (WFFD) channel, a variation of the WDP channel in which the state sequence is multiplied by a fast fading process. We consider the case in which the state sequence is obtained through iid draws from a discrete distribution and the receiver can thus attempt to decode both the state and the input realization. Our main contribution is in deriving sufficient conditions on the support of the state and fading distributions under which state decoding is close to optimal. We consider both the case of No Channel Side Information (NCSI), in which fading is not known at either the transmitter or the receiver, and the case of Receiver Channel Side Information (RCSI), in which fading is known only at the receiver. For both models we derive conditions under which the Gelf'and-Pinsker capacity is to within a finite distance from the state decoding inner bound. The remainder of the paper is organized as follows: Sec. I introduces the channel model while Sec. II presents relevant results available in the literature. Sec. III studies the WFFD-NCSI channel while Sec. IV focuses on WFFD-RCSI channel. Finally, Sec. V concludes the paper.
Only sketches of the proofs are provided here: an extended version of the proofs is provided in [10] .
I. CHANNEL MODEL
The "Writing onto Fast Fading Dirt" (WFFD) channel is defined as the model for which the input/output relationship is
for c ≥ 0 and where the Random Variables (RVs) S N , A N and Z N are obtained through iid draws from the distribution P S , P A and N (0, 1) with support S, A and R respectively. The channel input X N is subject to the second moment constraint
N represents the channel state and is provided non-causally to the encoder. The sequence A N corresponds to a fast fading sequence which affects the channel state: according to the availability of this sequence to the decoder, we further classify the WFFD channel into two sub-models:
• WFFD with No Channel Side-Information (WFFD-NCSI) channel in which the fading sequence A N is not known at either the transmitter or the receiver, and • WFFD with Receiver Channel Side-Information (WFFD-RCSI) channel in which the fading sequence A N in known at only at the receiver.
Note that the WFFD-RCSI channel is obtained from the WFFD-NCSI channel by providing the sequence
. A graphical representation of these two channel models is provided in Fig. 1 : the switch on the noiseless channel between A N and the receiver indicates whether the fading side-information is available to the decoder or not. The dotted line between S N and the transmitter represents the noncausal state knowledge at the transmitter. Standard definitions of code, probability of error, achievable rate, capacity and approximate capacity are assumed. Without loss of generality we can assume c positive in (1), similarly we also assume that Var[A] = Var[S] = 1 and μ S = 0 so that the variance of the fading-times-state term
A . In the following we consider the case in which S is a discrete set: a recurring example is the case in which S is an M -PAM constellation, that is
for Δ m = 3/(m 2 − 1), which guarantees that Var[S] = 1 and μ S = 0 as by assumption. Since we are interested in determining the capacity to within a small gap, we assume P, c > 1. Capacity for 0 ≤ c ≤ 1 can be attained to within 1 bits-per-channel use (bpcu) by treating the fading-times-state term as noise and the capacity for P < 1 is necessarily less than 1 bpcu.
II. RELATED RESULTS
• The GP channel: The capacity of the GP channel [3] is a classic result and is expressed as
The capacity of the WFFD-NCSI channel and the capacity of the WFFD-RCSI channel are a special case of the result in (3): unfortunately the maximization in (3) is convex in P X|S,U for a fixed P U |S but neither convex nor concave in P U |S for a fixed P X|S,U . Consequently the solution cannot be easily obtained in a closed-form or numerically approximated.
• The WDP channel: The WDP channel is obtained from the model in (1) by letting A N be the all-one sequence: Costa [11] showed that the capacity of the WDP channel is the same as that of the channel without state. For this model assume that, given the imperfect channel knowledge at the transmitter, the encoder believes the state sequence to be ckS N instead of cS N for some k close to one. In Fig. 2 we evaluate the rate loss in Costa's Dirty Paper Coding (DPC) due to the imperfect channel estimation for the case in which S is an M -PAM sequence as in (2) and for the case in which S is an iid Gaussian sequence. The largest rate loss corresponds to the case in which S is Gaussian distributed, in which case
while the rate loss is increasing with M when S is an equiprobable M -PAM.
• The GP channel with State Amplification (SA): The GP channel in which the receiver is required to decode both the transmitted message and the channel state is known as GP with "State Amplification" [12] . When S has discrete support, the largest transmission rate R that can be attained in this model is and corresponds to the expression in (3) for the choice U = [X S]. In Fig. 3 we plot the expression in (5) for the case in which S is again an M -PAM sequence as in (2), together with the capacity of the WDP channel without state amplification. 
III. WFFD-NCSI CHANNEL
In the WFFD-NCSI channel neither the transmitter nor the receiver have knowledge of the exact way in which the channel input combine with the fading-times-state term cA N S N . For this reason, pre-coding as in the WDP channel is effective only when the overall variance of the term cA N S N is small, in which case the users still incur in a loss similar to that of (4) . When the state is discrete-valued, an alternative strategy is for the receiver to decode both the state realization and the transmitted message. A sufficient condition for state decoding to be approximately optimal can be obtained by noting that, given the input power constraint, the channel input values must be mostly concentrated in the interval [− √ P , + √ P ]. Consequently the state sequence can be decoded from the channel output when different values of the fading-times-state are separated of more then 2 √ P , so that the input value cannot hinder the decoding of the state from the channel output. This is conceptually represented in Fig. 4 : the random effect of A is to "spread" the value cAS in an interval around the value cμ A S. When the possible values of cAS for each S are spaced apart of more than 2 √ P then, for most input values, the support of X + cAS is composed of non-overlapping sets for different values of S, regardless of the realization of A and X. By increasing the distance between these sets to 2 √ P + 2, both X and S can be decoded from Y with high probability despite of the presence of the additive noise Z.
Theorem III.1. Outer bound and approximate capacity. Fig. 1 
Consider the WFFD-NCSI channel in
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and the exact capacity is to within 16 bpcu from the outer bound in (7).
The outer bound in (7) is to within a finite distance from the state amplification in (5) and thus the condition in (6) is a sufficient condition under which state decoding is approximately optimal. The main challenge in proving Th. III.1 is in bounding the expression in (3) with the expression in (7): given the Markov chain U − SX − Y and the fact that X is a function of U and S, we have
I(U ; Y ) − I(U ; S) = I(X, S; Y ) − H(S) + H(S|Y, U ),
so that the state amplification lower bound in (5) is close to capacity when H(S|Y, U ) is close to zero. Determining the approximate optimality of state decoding therefore entails showing that the entropy of H(S|Y, U ) is small for the optimal choice of P XU|S in (3) when the condition in (6) holds. To prove this we build upon an outer bounding technique originally introduced in [13] which itself stems from the earlier work of [14] on the deterministic approximation of AWGN multi-terminal channels.
As an example of the result in Th. III.1 consider the case in which the support of S is a M -PAM constellation (with M even for simplicity) while A is a continuous uniform distribution with support
. In this case the minimum in the LHS of (6) 
IV. WFFD-RCSI CHANNEL
In the WFFD-RCSI channel the receiver fading knowledge reduces the uncertainty on the way in which the input and state combine to produce the channel output. Despite of this, no distributed pre-coding strategy is known which can successfully code against the channel state. On the other hand, when the state is drawn from a discrete support, state decoding remains a natural transmission strategy to be considered. In the WFFD-RCSI channel, given the additional fading knowledge with respect to the WFFD-NCSI channel, the receiver knows which linear combination of the input and state it observes in the channel output, although both these terms remain unknown. This is conceptually represented in presented in Fig. 5 : as for the WFFD-NCSI channel, the effect of fading is to spread the value cμ A S in the interval cAS. While the transmitter has no knowledge of this random effect, the receiver knows which linear combination of input and state is present in the output. When the input takes values in [− √ P , + √ P ], the state can be decoded with high probability whenever the support of X +aS is composed of sufficiently separated elements for all values of A = a and any the sufficient condition for the approximate optimality of state decoding between the WFFD-NCSI channel and the WFFD-RCSI channel can be visualized by comparing Fig. 4 and Fig. 5 . Since the receiver in the WFFD-RCSI channel has knowledge of A, it does not need to account for the random "spread" of the value cAS but instead has to know that the possible state values are distinguishable from X +caS for any possible realizations A = a.
Theorem IV.1. Outer bound and approximate capacity.
Consider the WFFD-RCSI channel in Fig. 1 
then capacity C is upper bounded as
and the exact capacity is to within 16 bpcu from the outer bound in (10) .
The derivation of Th. IV.1 resembles the derivation in Th. III.1 in that it involves a bounding of the WFFD-RCSI channel capacity in (3) with an expression approximately matching the state decoding inner bound (5) . The difference in the conditions in (9) and that of (6) reflects the difference between Fig. 5 and Fig. 4 : since the receiver knows the realization of A, the elements in the support of X + cAS must be separated for all a ∈ A and any random value of X, instead for any random value of A and X.
Consider the WFFD-RCSI channel without transmitter state knowledge: under condition (9) state decoding is still an efficient transmission strategy and thus one wonders how is the capacity affected by the state knowledge at the transmitter. In the WFFD-RCSI channel, the state knowledge allows the encoder to employ an adaptive transmission strategy which facilitates the decoding of both the state and the input at the decoder. As an example, consider the case in which the state is an equiprobable 2-PAM sequence, A only take positive values and the input be restricted to an M -PAM constellation. The latter restriction on the channel input is not present in the original model and is introduced here only for illustrative purposes: at high SNR, the mutual information maximization coincides with the maximization of the minimum distance which is more easily visualized. This scenario is presented in Fig. 6 . When the transmitter does not posses state knowledge (blue lines), it transmits as in a point-to-point channel so that the channel input and the state sum with equal sign half of the time and with opposite sign for the remaining half of the time. When the transmitter has state knowledge (red line), instead, it can transmit positive constellation points when the state is positive and negative constellation points when the state is negative. This guarantees that the input and the state sum coherently over the channel which, in turns, increases the distance between the points in the support of X + caS. Note that, in this adaptive transmission strategy, the encoder sends a total of eight possible channel inputs: given the constraint on the overall power, this implies that the constellation points have a smaller minimum distance with respect to the case without channel knowledge. Despite of this, the average minimum distance of the points in the support of X + cAS is larger when state knowledge is available at the transmitter and thus attains better performance.
V. CONCLUSIONS
In this paper we show that interference decoding aided by an interference cognitive transmitter, a common occurrence in practical systems, is close to capacity in a number of scenarios which also include fading. More specifically, we study the capacity of the "writing onto fast fading dirt" channel, a variation of the classical "writing onto dirty paper" channel in which the channel state is multiplied by a fast fading sequence. The channel state is also assumed to have a discrete support, modelling an interference signal from a constrained constellation. We consider two scenarios: (i) the case in which neither the transmitter nor the receiver have fading knowledge and (ii) the case in which only the receiver has knowledge of the fading process. In both cases we derive sufficient conditions on the fading and state distributions under which interference decoding is to within few bits from capacity. These conditions intuitively relate to the ability of the decoder to distinguish both the channel input and the state from the channel output, regardless of their realization. Both these models are a special case of the Gelfand-Pinsker channel for which capacity is given in terms of an auxiliary variable and expressed as the solution of a non-convex optimization problem. For this reason, our approximate capacity results entail a careful bounding of the Gelfand-Pinsker capacity expression to yield an outer bound close to the interference decoding inner bound.
