Tangible Reduction of Sample Complexity with Large Classical Samples and
  Small Quantum System by Song, Wooyeong et al.
ar
X
iv
:1
90
5.
05
75
1v
1 
 [q
ua
nt-
ph
]  
14
 M
ay
 20
19
A classical-quantum hybrid oracle architecture for Boolean oracle identification in the
noisy intermediate-scale quantum era
Wooyeong Song,1 Marcin Wies´niak,2, 3 Nana Liu,4 Marcin Paw lowski,3
Jinhyoung Lee,1, ∗ Jaewan Kim,5, † and Jeongho Bang5, ‡
1Department of Physics, Hanyang University, Seoul 04763, Korea
2Insitute of Theoretical Physics and Astrophysics, Faculty of Mathematics,
Physics and Informatics, University of Gdan´sk, 80-308 Gdan´sk, Poland
3International Centre for Theory of Quantum Technologies, University of Gdan´sk, 80-308 Gdan´sk, Poland
4John Hopcroft Center for Computer Science, Shanghai Jiao Tong University, Shanghai 200240, China
5School of Computational Sciences, Korea Institute for Advanced Study, Seoul 02455, Korea
(Received May 15, 2019)
Quantum algorithms have the potential to be very powerful. However, to exploit quantum paral-
lelism, some quantum algorithms require an embedding of large classical data into quantum states.
This embedding can cost a lot of resources, for instance by implementing quantum random-access
memory (QRAM). An important instance of this is in quantum-enhanced machine learning algo-
rithms. We propose a new way of circumventing this requirement by using a classical-quantum
hybrid architecture where the input data can remain classical, which differs from other hybrid mod-
els. We apply this to a fundamental computational problem called Boolean oracle identification,
which offers a useful primitive for quantum machine learning algorithms. Its aim is to identify an
unknown oracle amongst a list of candidates while minimising the number of queries to the oracle.
In our scheme, we replace the classical oracle with our hybrid oracle. We demonstrate both theo-
retically and numerically that the success rates of the oracle query can be improved in the presence
of noise and also enables us to explore a larger search space. This also makes the model suitable for
realisation in the current era of noisy intermediate-scale quantum (NISQ) devices. Furthermore, we
can show our scheme can lead to a reduction in the learning sample complexity. This means that
for certain sizes of learning samples, our classical-quantum hybrid learner can complete the learning
task faithfully whereas a classical learner cannot.
PACS numbers: 03.67.Ac, 07.05.Mh
Introduction.—Quantum computation promises quan-
tum speed-ups with many well-studied quantum algo-
rithms [1–3]. However, many of these appear difficult
to achieve in near-term quantum devices in the “noisy
intermediate-scale quantum (NISQ)” era, which run on
only a few hundred noisy qubits [4]. Apart from compu-
tational resources, some of these algorithms also demand
very high costs in initializing ‘big’ classical data into
quantum states [5]. An important instance of this is the
use of quantum random-access memory (QRAM) [6, 7].
Herein, we touch on an important question: if it is possi-
ble to achieve a NISQ era quantum advantage in compu-
tation by also avoiding large resource costs in preparation
of input quantum states that embed classical data.
One approach is to introduce a classical-quantum hy-
brid strategy. Studies exploring the useful interplay be-
tween “classical” and “quantum” have recently received
increasing attention, offering the possibility for near-term
quantum realization [8–13]. Consistent with this trend,
we also consider a classical-quantum hybrid architecture,
in which (i) the large input data remains classical and (ii)
achieving the quantum advantage is enabled by small-
scale quantum devices, which is realizable in NISQ era
without, or by minimizing, the use of QRAM [14–16].
We apply our framework to the “Boolean oracle iden-
tification” problem, which aims to identify the correct
oracle amongst a list of candidates [17]. To solve this
problem, we employ a classical-quantum hybrid oracle
design satisfying (i) and (ii). Here, we assume that this
hybrid oracle generates incorrect outputs with errors aris-
ing from noisy (internal) quantum devices. This is of-
ten casted in realistic models, referred to as noisy query
model [16, 18, 19]. In this setting, we demonstrate, both
analytically and numerically, that our hybrid oracle can
exhibit higher success rates of query if the amount and
variance in the errors are not too large. It thus enhances
our ability to explore a much larger candidate-solution
space and enables us to deal with larger problems.
The oracle identification problem also offers a useful
primitive for quantum machine learning (QML) stud-
ies [20, 21], Here we also establish the link to a quantum
advantage in QML. More specifically, the quantum ad-
vantage in Boolean oracle identification leads to a reduc-
tion in the sample complexity bound in the “probably-
approximately-correct (PAC)” learning model [22, 23].
This result is also applicable to other related problems,
e.g., learning-with-error (LWE) [24].
Boolean oracle identification.—This is a fundamental
computational problem and is defined as follows [17, 25]:
Given a Boolean oracle h⋆ which maps an n-bit binary
string x = x1x2 . . . xn (xj ∈ {0, 1} ∀j = 1, . . . , n) to a
binary value h⋆(x) ∈ {0, 1}, the task is to identify h⋆,
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FIG. 1: (a) A schematic picture of our hybrid oracle. The
oracle consists of two different “input/output (I/O)” chan-
nel types: input classical data x = x1x2 · · ·xn (xj ∈ {0, 1}
∀j = 1, . . . , n), where n can be very large, and a single ancilla
qubit to produce the query-output states |h⋆(x)〉 ∈ {0, 1}. (b)
Circuit realization of oracle. This oracle applies 2n unitary
gates aˆk ∈ {σˆz, iσˆy} (k = 0, 1, . . . , 2
n − 1) onto the ancilla
qubit, conditioned on the values of the classical bits xj in x.
In a fully classical case, these gates are either the identity or
logical-not.
while minimizing the number of queries to the oracle. In
classical computation, the input data x is classical. The
query complexity of the problem is O(|H|), where H is the
set of candidate h⋆ and |H| ≤ 22n . On the other hand,
the corresponding quantum algorithm usually begins by
changing these classical inputs to corresponding form of
quantum states, e.g., x→ |x〉, in order to exploit super-
positions in the quantum state. Thus, a (fully-)quantum
oracle maps |x, α〉 to |x, α⊕ h⋆(x)〉 for α ∈ {0, 1}. In the
absence of noise, the computation power of the classical
query carries over to the quantum cases [26–28].
A classical-quantum hybrid oracle.—In our scheme, we
consider a hybrid oracle Ox, with n-bit classical “in-
put/output (I/O)” channels. We allow 2n classical data
signals and a single qubit [See Fig. 1(a)]. Then the oracle
operation implements (x, |α〉) Ox−−→ (x, |ψout(x)〉). Here,
the query-output state |ψout(x)〉 is defined, without loss
of generality, as
|ψout(x)〉 =
√
P (x) |h⋆(x)〉 +
√
1− P (x) |h⋆(x) ⊕ 1〉 (1)
where P (x) is the probability of getting the correct
query output [16, 19]. A measurement is performed on
|ψout(x)〉 to identify the oracle’s answer. Note here that
the classical input x remains unaltered during and after
the oracle operation.
This oracle can be realized by a circuit illustrated in
Fig. 1(b). The circuit contains 2n gates acting on the
ancilla qubit: the single-qubit gate aˆ0 and 2
n−1 of gates
aˆk (k = 1, 2, . . . , 2
n−1) conditioned on the classical bit
values x1, x2, . . . , xn in x. Here the gates aˆk are
aˆk ∈ {σˆz, iσˆy} , for all k = 0, 1, . . . , 2n − 1, (2)
where σˆx, σˆy , and σˆz are the Pauli operators. This cir-
cuit realization of the oracle is inspired by the binary-
classification formula [29]
h⋆(x) = a0 ⊕ a1x1 ⊕ a2x2 ⊕ a3x1x2
⊕ · · · ⊕ a2nx1x2 . . . xn, (3)
where ak ∈ {0, 1} (k = 0, 1, . . . , 2n− 1) are known as the
Reed-Muller coefficients. Each ak has a corresponding
gate operation aˆk, where ak = 0 means that aˆk leaves
the bit-signal unchanged (identity) and ak = 1 means
that aˆk flips the bit-signal (logical-not) [30]. Thus, the
oracle is characterized by a fixed set of aˆk operators for
a given h⋆. The circuit in Fig. 1(b) is universal since the
form of Eq. (3) realizes all possible 22
n
Boolean functions.
Note that since the oracle is treated as a black-box, the
gates aˆk are predetermined [35].
Now we can consider systematic error that can occur
in the circuit, which arises from errors in the aˆk gates and
no errors are present for the classical signal x. These er-
rors in aˆk gates can eventually cause the failure of the
query with probability 1−P (x)—which is often referred
to as “classification error model” [24]. In a fully-classical
model, these errors are usually modeled in the following
way: the bit-signal is flipped (i.e., 0⇋ 1) with a certain
probability ηk ≥ 12 before or after applying k-th gate aˆk.
Then the corresponding quantum error can be described
by |ψk(x)〉 → |ψ′k(x)〉 = ǫˆk |ψk(x)〉, where |ψk(x)〉 is the
state passing through the gate aˆk. Here ǫˆk is a bit-flip
operation defined by ǫˆk =
√
1− ηk1ˆ ± i√ηkσˆx. Such
an error model is realistic, for instance, in ion-trap and
super-conducting qubits, where the above systematic er-
rors are caused by imperfect control pulses on primitive
gates like σˆz, iσˆy [31].
Analysis.—We now analyze the query-success proba-
bility PC,Q, defined in Eq. (1). Here, the subscripts “Q”
and “C” refer to when the ancilla state in our oracle is
respectively quantum or classical. First, let us define a
set Ωx = {0, l1, l2, . . . , lκ−1} whose elements are taken to
be the indices of the gates aˆk which are ‘activated’ (i.e.,
when the corresponding classical control bit xk = 1). The
number of these activating gates is given by κ = 2ω(x),
where the factor ω(x) denotes the Hamming-weight of
x = x1x2 · · ·xn, i.e., the number of xj ’s satisfying xj = 1
for j ∈ [1, n]. Then, PC,Q can be written in terms of ω.
When the ancilla state is classical, PC(ω) can be esti-
mated as
PC(ω) ≃
κ/2∑
j
(
κ
2j
)
(1− η)2j ηκ−2j ≃ 1
2
(
1 + e−
2
ω
c
)
, (4)
3where η is defined as the average error probability; i.e.,
η =
∑
k∈Ωx
ηk. The variance of the error probability
∆2η =
∑
k∈Ωx
η2k − η, is assumed to be small. Here the
factor c, which we call the “characteristic constant”, is
defined as
c = − 1
ln (1− 2η) ≃ (2η)
−1, (5)
where it is assumed that O(η2) → 0. From Eq. (4),
the interpretation of the characteristic constant c is the
characteristic number of steps of the gate operations, i.e.,
κ here, allowed before the oracle gives completely random
outputs.
When the ancilla state is quantum however, the corre-
sponding success probability PQ(ω) is
PQ(ω) =
∣∣〈h⋆(x)| ǫˆlκ−1 aˆlκ−1 · · · ǫˆl1 aˆl1 ǫˆ0aˆ0 |α〉∣∣2 . (6)
Using
{σˆx, aˆk}+ = σˆxaˆk + aˆkσˆx = 0, (7)
we can show that PQ(ω) becomes unity in the limit of
∆η → 0. Thus, so long as the gate errors are regular
ηk = η (∀k ∈ Ωx) [19], our hybrid oracle makes no mis-
takes. We can see that our gates aˆk in Eq. (2) clearly
satisfies the anti-commutation relation in Eq. (7). This
anticommutation relation enables the amplitudes associ-
ated with gate errors to be ‘canceled out’ by destructive
interference. For the detailed analysis, see Sec. S1 of the
Supplementary Information.
However, it is impractical to achieve such a perfect er-
rorlessness, since in a realistic situation ∆η > 0. Further-
more, we should also consider another type of quantum
error, phase-flip. This is also crucial to study in gen-
erating a successful query output since the amplitudes
changed by the errors would interfere in a disorderely
way due to the phase-flip [36]. Consequently, PQ(ω) has
a form analogous to that in Eq. (4). Here the characteris-
tic constant c is replaced with an ‘effective’ characteristic
constant ceff ≃ (2ηeff)−1 where again O(η2) → 0. Here
ηeff is defined in terms of an effective average error that
aˆk’s experience. ηeff is much smaller than η, because ηeff
comes from remaining errors only after destructive inter-
ference. Interesting, this feature
ηeff ≤ η, or equivalently, ceff ≥ c. (8)
does not depends on η, but rather on the variance ∆η.
From this feature we can show a quantum advantage
with our scheme. We begin with the average Ham-
ming weight ω = n2 for a given number n of input-bit
strings. Then, on average, our hybrid oracle is useful up
to the length n = 2 log2 ceff of input-bit strings, whereas
n = 2 log2 c is the upper limit in the purely classical case.
So if ceff ≥ c our hybrid oracle can be useful for larger
bit-string inputs. It also implies expansion of the search
space which can be explored by the given noisy oracle, ap-
proximately fromO(e(2η)
−2 ln 2) toO(eγ
2(2η)−2 ln 2), where
the factor γ = ceffc ≥ 1. In addition to our theoreti-
cal analysis, we include accompanying numerical simu-
lations, in which PC,Q(ω) are evaluated by counting a
large number (≃ 105) of queries for each given number of
ω(x) and they are averaged over the trials (≃ 103) again.
To simulate a more realistic scenario, it is assumed that
ηk’s are drawn from a normal distribution N (η,∆η). We
assume further that the ancilla qubit also suffers from
the phase-flip on each gate aˆk with probability χk ≤ 12 ,
drawn from N (χ,∆χ). Indeed, the obtained simulation
results confirm our theoretical analysis, allowing us to
identify ceff and γ for a given noise level. For example,
when η = 10−3 with ∆η = 5% of η, our hybrid oracle
would be applicable up to n ≃ 27.23 even in the pres-
ence of χ = 10−2 of phase-flip, whereas n ≃ 17.93 would
be the limit of the purely classical case. Equivalently,
the hybrid oracle can cover up to size ≃ e1.09×108 of the
candidate space, which is much larger than ≃ e1.73×105
allowed in the classical case. The identified ceff and γ are
listed in Table S3. For details on the methods and results
of the numerical analysis see Sec. S2 in the Supplemen-
tary Information.
A quantum machine learning advantage.—The quan-
tum advantage described above can also be applied
to quantum machine learning. It leads to a reduc-
tion in the sample complexity bound in the probably-
approximately-correct (PAC) learning model [22, 23].
To see this, consider a learning algorithm with ac-
cess to our hybrid oracle. Then the bound of the
learning sample complexity can be found as follows.
First, let us sample a sequence of the training data
{(x1,m1), (x2,m2), . . . , (xM ,mM )} of a binary classifi-
cation problem, where mi ∈ {h⋆(xi), h⋆(xi)⊕ 1} denotes
an outcome of the measurement performed on |ψout(xi)〉.
Here, if the sampling is carried out with
M ≥ 2AQ ln
(
2 |H|
δ
) 1
ǫ2
, (9)
we can define a legitimate learner—a so-called (ǫ, δ)-PAC
learner—that finds h⋆ in the hypothesis space H. Here ǫ
and δ are defined as the inaccuracy and learning-failure
probability, respectively.
χ ceff (c.f., c = 0.5× 10
3) γ = ceff
c
no phase-flip 0.5× 106.23 103.23
10−4 0.5× 106.01 103.01
10−3 0.5× 105.34 102.34
10−2 0.5× 104.40 101.40
TABLE I: The identified values of ceff and γ are listed for
several cases: i.e., χ = 0, 10−4, 10−3, and 10−2. Here, η is
assumed to be 10−3 and ∆η = 0.05η.
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FIG. 2: Numerical plot of P¯C,Q (left) and AC,Q (right)
against n. Here we use η = 10−3 with ∆η = 0.05η and
χ = 10−2. The theoretical values are also presented for com-
parison. Please refer to the main text for detailed description.
Here, it is nontrivial to evaluate AQ, particularly when
the oracle is erroneous. By comparison to previous stud-
ies [32], AQ can be found in our case where
AQ =
(
2PQ(n)− 1
)−2
. (10)
Here PQ(n) is the average query-success probability,
given by PQ(n) =
1
2n
∑n
ω=0
(
n
ω
)
PQ(ω). Using a purely
classical oracle on the other hand, the classical counter-
part to AQ is AC , which has the same form as AQ ex-
cept it is defined using PC(n) =
1
2n
∑n
ω=0
(
n
ω
)
PC(ω) in-
stead of PQ(n). Since AC is characterized by c instead of
γc = ceff, we can show the reduction of the sample com-
plexity AQ ≤ AC where we previously derived ceff ≥ c.
We can rewrite AQ to a more useful form
AQ =

 ∞∑
j=0
(−1)j
j!
(
1
γc
)j (
2j + 1
2
)n
−2
. (11)
From this, we see in the regime of small n, there is only
a small increment of the sample complexity bound. For
large enough n however, this increases abruptly. There-
fore, for large n our hybrid oracle allows to define a (ǫ,
δ)-PAC learner, whereas one cannot be defined with a
fully-classical oracle. However, it should be noted that
if n is too large (roughly, when n ≫ 2 log2 γc), it is also
impractical to define a legitimate PAC learner even with
the quantum learning advantage. This result is compa-
rable with the recent QML study in Ref. [19, 33]. How-
ever, what is more remarkable in our case is that the
quantum learning advantage is achieved with classical in-
put data directly without need of embedding the classical
data into quantum states at all. This differs from most
other quantum-enhanced machine learning algorithms.
To see this feature clearly, numerical simulations are car-
ried out, where PC,Q(n) are evaluated by repeating trials
for randomly sampled inputs [37]. Here we look at the
range of n = 8 to n = 35. In these simulations, we as-
sume η = 10−3 with ∆η = 0.05η and χ = 10
−2 with
∆χ = 0.1χ. In Fig. 2, we plot the dependence of PC,Q
and AC,Q on n. This agrees well with our theoretical pre-
dictions. See Sec. S3 of the Supplementary Information
for more detailed method and analysis.
Summary.—We have studied how a quantum advan-
tage might be achieved on devices in the NISQ era by
employing a classical-quantum hybrid architecture. For
solving the Boolean oracle identification problem, the key
feature in our proposal is that the input data can re-
main completely classical and does not need to be em-
bedded into a quantum state before quantum process-
ing. In fact, our protocol can be achieved with only a
single qubit. We show that not only can this new hybrid
framework reduce the query complexity of the problem,
exploring much larger search space, but it also effective
in the presence of realistic noise. Furthermore, we can
establish a link to the speed-up of QML, where we gen-
eralize the quantum advantage in oracle identification to
a reduction of the learning sample complexity in a quan-
tum learning problem. These results can also be applied
to several other tasks. For example, our result are highly
suggestive of a possible connection with post-quantum
cryptography, exhibiting a similar conclusion to Ref. [33],
particularly with classical samples. The quantum advan-
tage presented here is also believed to be possible exper-
imentally [15]. Our new classical-quantum hybrid frame-
work is therefore both timely and significant, facilitating
present-day and near-future quantum technologies .
Acknowledgements.—This research was implemented
as a research project on developing quantum ma-
chine learning and quantum algorithm (No. 2018-104)
by the ETRI affiliated research institute. MW was
supported by NCN grants 2015/19/B/ST2/01999 and
2017/26/E/ST2/01008. MP was supported under FNP
grant First Team/2016-1/5.
∗ Electronic address: hyoung@hanyang.ac.kr
† Electronic address: jaewan@kias.re.kr
‡ Electronic address: jbang@kias.re.kr
[1] P. W. Shor, SIAM J. comput. 26, 1484 (1997).
[2] L. K. Grover, Phys. Rev. Lett. 79, 325 (1997).
[3] A. W. Harrow, A. Hassidim, and S. Lloyd, Physical review
letters 103, 150502 (2009).
[4] J. Preskill, Quantum 2, 79 (2018).
[5] S. Aaronson, Nature Physics 11, 291 (2015).
[6] V. Giovannetti, S. Lloyd, and L. Maccone, Phys. Rev.
Lett. 100, 160501 (2008).
[7] V. Giovannetti, S. Lloyd, and L. Maccone, Phys. Rev. A
78, 052310 (2008).
[8] J. Bang, J. Ryu, S. Yoo, M. Paw lowski, and J. Lee, New
Journal of Physics 16, 073017 (2014).
[9] J. R. McClean, J. Romero, R. Babbush, and A. Aspuru-
Guzik, New Journal of Physics 18, 023023 (2016).
5[10] K. Mitarai, M. Negoro, M. Kitagawa, and K. Fujii, Phys-
ical Review A 98, 032309 (2018).
[11] A. McCaskey, E. Dumitrescu, D. Liakh, and T. Humble,
arXiv preprint arXiv:1805.09279 (2018).
[12] I. Sohn, J. Bang, and J. Heo, Scientific reports 9, 3302
(2019).
[13] T. Peng, A. Harrow, M. Ozols, and X. Wu, arXiv preprint
arXiv:1904.00102 (2016).
[14] S. Yoo, J. Bang, C. Lee, and J. Lee, New Journal of
Physics 16, 103014 (2014).
[15] J.-S. Lee, J. Bang, S. Hong, C. Lee, K. H. Seol, J. Lee,
and K.-G. Lee, Phys. Rev. A 99, 012313 (2019).
[16] J. Bang, A. Dutta, S.-W. Lee, and J. Kim, Physical Re-
view A 99, 012326 (2019).
[17] A. Ambainis, K. Iwama, A. Kawachi, H. Masuda, R. H.
Putra, and S. Yamashita, in Annual Symposium on Theo-
retical Aspects of Computer Science (Springer, 2004), pp.
105–116.
[18] H. Buhrman, I. Newman, H. Rohrig, and R. de Wolf,
Theory of Computing Systems 40, 379 (2007).
[19] A. W. Cross, G. Smith, and J. A. Smolin, Physical Re-
view A 92, 012327 (2015).
[20] M. Schuld, I. Sinayskiy, and F. Petruccione, Contempo-
rary Physics 56, 172 (2015).
[21] J. Biamonte, P. Wittek, N. Pancotti, P. Rebentrost,
N. Wiebe, and S. Lloyd, Nature 549, 195 (2017).
[22] L. G. Valiant, Communications of the ACM 27, 1134
(1984).
[23] P. Langley, Elements of machine learning (Morgan Kauf-
mann, 1995).
[24] O. Regev, Journal of the ACM (JACM) 56, 34 (2009).
[25] A. M. Childs, R. Kothari, M. Ozols, and M. Roetteler, in
8th Conference on the Theory of Quantum Computation,
Communication and Cryptography (TQC 2013) (Schloss
Dagstuhl–Leibniz-Zentrum fuer Informatik, Dagstuhl,
Germany, 2013), vol. 22 of Leibniz International Proceed-
ings in Informatics (LIPIcs), pp. 50–79.
[26] R. Kothari, in 31st International Symposium on Theoret-
ical Aspects of Computer Science (STACS 2014) (Schloss
Dagstuhl–Leibniz-Zentrum fuer Informatik, 2014), vol. 25
of Leibniz International Proceedings in Informatics
(LIPIcs), pp. 482–493, ISBN 978-3-939897-65-1, ISSN
1868-8969.
[27] S. Arunachalam and R. de Wolf, arXiv preprint
arXiv:1607.00932 (2016).
[28] C. Ciliberto, M. Herbster, A. D. Ialongo, M. Pontil,
A. Rocchetto, S. Severini, and L. Wossnig, Proc. R. Soc.
A 474, 20170551 (2018).
[29] P. Gupta, A. Agrawal, and N. K. Jha, IEEE Transac-
tions on Computer-Aided Design of Integrated Circuits
and Systems 25, 2317 (2006).
[30] T. Toffoli, in International Colloquium on Automata,
Languages, and Programming (Springer, 1980), pp. 632–
644.
[31] S. Debnath, N. M. Linke, C. Figgatt, K. A. Landsman,
K. Wright, and C. Monroe, Nature 536, 63 (2016).
[32] D. Angluin and D. K. Slonim, Machine Learning 14, 7
(1994).
[33] A. B. Grilo, I. Kerenidis, and T. Zijlstra, Physical Review
A 99, 032314 (2019).
[34] H. Eleuch, M. Hilke, and R. MacKenzie, Physical Review
A 95, 062114 (2017).
[35] The oracle is assumed to be already given, so the com-
plexity associated with a realization of the circuit will not
be considered here.
[36] Such a feature is very often encountered in many physics
models, for example when dealing with the localization
problems [34].
[37] In other words, each bit xj (j ∈ [1, n]) in x = x1x2 · · ·xn
are to be either 0 or 1 with probability 1
2
.
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S1. DETAILED CALCULATIONS OF PQ(ω)
Here, we present the procedure to calculate PQ(ω) in Eq. (6) of the main manuscript. We start by analyzing the
simple case, i.e., of ω = 1. In particular, we consider an input x = x1x2 · · ·xn satisfying xl1 = 1 for arbitrary l1 ∈ [1, n]
and xj = 0 for all j 6= l1. Subsequently, only two gates aˆ0 and aˆl1 are activated with Ωx = {0, l1}. In a purely classical
query, PC(ω = 1) is given as
PC(ω = 1) = (1− ηl1) (1− η0) + ηl1η0, (S12)
where ηk is the probability that a bit-flip error will occur at aˆk (k ∈ {0, l1}). Meanwhile, PQ(ω = 1) is calculated as
below:
PQ(ω = 1) = |〈h⋆(x)| ǫˆl1 aˆl1 ǫˆ0aˆ0 |α〉|2 ,
=
∣∣∣〈h⋆(x)| (√1− ηl1 1ˆ ± i√ηl1 σˆx) aˆl1 (√1− η01ˆ ± i√η0σˆx) aˆ0 |α〉∣∣∣2 ,
=
∣∣∣√1− ηl1√1− η0 〈h⋆(x)| aˆl1 aˆ0 |α〉 ± i√1− ηl1√η0 〈h⋆(x)| aˆl1 σˆxaˆ0 |α〉
±i√ηl1
√
1− η0 〈h⋆(x)| σˆxaˆl1 aˆ0 |α〉 −
√
ηl1
√
η0 〈h⋆(x)| σˆxaˆl1 σˆxaˆ0 |α〉
∣∣∣2 , (S13)
where ǫˆk =
√
1− ηk1ˆ ± i√ηkσˆx is the error operation, defined in the main manuscript. Using the properties in Eq. (7)
of the main manuscript, i.e., σˆxaˆk = −aˆkσˆx and 〈h⋆(x)| aˆl1 aˆ0 |α〉 = 1, we can evaluate the following:

〈h⋆(x)| aˆl1 σˆxaˆ0 |α〉 = −〈h⋆(x)| aˆl1 aˆ0σˆx |α〉 = 0,
〈h⋆(x)| σˆxaˆl1 aˆ0 |α〉 = 〈h⋆(x)| aˆl1 aˆ0σˆx |α〉 = 0,
〈h⋆(x)| σˆxaˆl1 σˆxaˆ0 |α〉 = −〈h⋆(x)| aˆl1 aˆ0 |α〉 = −1.
(S14)
Subsequently, using Eq. (S14), we can obtain
PQ(ω = 1)− PC(ω = 1) = Γ0,l1 , (S15)
where
Γ0,l1 = 2
√
1− ηl1
√
1− η0√ηl1
√
η0 ≥ 0. (S16)
This factor Γ0,l1 is from quantum superposition and clearly indicates the enhancement of the success probability with
the condition Γ0,l1 ≥ 0. In Fig. S3, we depict the graphs of PC,Q with respect to η0 and ηl1 . It is noteworthy that
our hybrid oracle always yields correct results, i.e., PQ = 1, provided that ηl1 = η0, even though ηl1 and η0 are large.
This is the most remarkable feature in our classical–quantum hybrid query.
Subsequently, we consider the case of ω = 2, where a set of four gates, aˆ0, aˆl1 , aˆl2 , and aˆl3 , are to be activated with
Ωx = {0, l1, l2, l3}. We subsequently calculate PQ(ω = 2) as follows:
PQ(ω = 2) = |〈h⋆(x)| ǫˆl3 aˆl3 ǫˆl2 aˆl2 ǫˆl1 aˆl1 ǫˆ0aˆ0 |α〉|2 . (S17)
7To proceed with the calculation, we introduce an identity 1ˆ β,β⊥ = |β〉 〈β|+
∣∣β⊥〉 〈β⊥∣∣, where the state |β〉 (β ∈ {0, 1})
is defined with the following properties:
|〈h⋆(x)| aˆl3 aˆl2 |β〉|2 = 1 and |〈β| aˆl1 aˆ0 |α〉|2 = 1. (S18)
Using a mathematical method of substituting the identity 1ˆ β,β⊥ between ǫˆl3 aˆl3 ǫˆl2 aˆl2 and ǫˆl1 aˆl1 ǫˆ0aˆ0 in Eq. (S17), we
can obtain
PQ(ω = 2) =
∣∣∣(√1− ηl3√1− ηl2 +√ηl3√ηl2)(√1− ηl1√1− η0 +√ηl1√η0)
−
(√
1− ηl3
√
ηl2 −
√
ηl3
√
1− ηl2
)(√
1− ηl1
√
η0 −√ηl1
√
1− η0
)∣∣∣2 (S19)
Furthermore, after some algebraic simplifications, we can arrive at
PQ(ω = 2)− PC(ω = 2) = Γl1,0 (1− 2ηl2) (1− 2ηl3) + Γl2,l1 (1− 2ηl3) (1− 2η0)
+Γl3,l2 (1− 2ηl1) (1− 2η0) + Γ0,l3 (1− 2ηl2) (1− 2ηl1)
−Γl2,0 (1− 2ηl3) (1− 2ηl1)− Γl3,l1 (1− 2ηl2) (1− 2η0)
+2Γl3,l2Γl1,0, (S20)
where
PC(ω = 2) = (1− ηl3) (1− ηl2) (1− ηl1) (1− η0)
+ (1− ηl3) (1− ηl2) ηl1η0 + (1− ηl3) ηl2 (1− ηl1) η0 + ηl3 (1− ηl2) (1− ηl1) η0
+(1− ηl3) ηl2ηl1 (1− η0) + ηl3 (1− ηl2) ηl1 (1− η0) + ηl3ηl2 (1− ηl1) (1− η0)
+ηl3ηl2ηl1η0. (S21)
Here, Γa,b is defined as Γa,b = 2
√
1− ηa√1− ηb√ηa√ηb for a 6= b ∈ Ωx = {0, l1, l2, l3}, similarly to Eq. (S16).
Subsequently, using Eq. (S19) and Eq. (S20), we demonstrate that the quantum advantage can be achieved with
the positive factors Γa,b [5]. Consistent with the case of ω = 1, we observed that PQ(ω = 2) becomes unity when
ηl3 = ηl2 = ηl1 = η0.
By observing the two cases above, we can infer that the same method, i.e., of introducing the identities, can be used
to calculate PQ(ω) for arbitrary higher Hamming-weight inputs. The most remarkable construction, i.e., having unity
query-success probability with equal error probabilities, can be generalized as well. Therefore, it can be sufficiently
concluded that the enhancement in the query-success probability can be achieved for an arbitrary Hamming-weight
in our hybrid query.
S2. NUMERICAL ANALYSES WITH REALISTIC CONDITIONS
As mentioned in the main manuscript, in a more realistic situation, the amplitudes related to the errors are not
completely canceled out owing to a nonzero ∆η, and PQ(ω) exhibits an analogous form to PC(ω) in Eq. (4) of the
main manuscript, with an effective” characteristic constant ceff ≃ (2ηeff)−1. Here, the effective average error ηeff is
expected to be much smaller than c. This feature results in the quantum advantage that does not depend on the
degree of η but only on ∆η, i.e., how varying” they are.
To corroborate and extend our theoretical predictions, we perform a numerical analysis. It starts with an input
x of ω(x). We subsequently evaluate PC,Q(x) by counting the number of “h
⋆(x)” (e.g.,, “success”) and “h⋆(x) ⊕ 1”
(e.g.,, “failure”), such that PC,Q(x) = NS/ (NS +NF ), where NS and NF denote the numbers of success and failure,
respectively, and NS +NF = 10
5. Here, we use the Monte-Carlo approach to mimic quantum measurement statistics.
∆η ηeff (c.f., η = 10
−3) ceff (c.f., c = 0.5× 10
3)
1% of η ≃ 10−7.63 ≃ 0.5× 107.63
5% of η ≃ 10−6.23 ≃ 0.5× 106.23
10% of η ≃ 10−5.60 ≃ 0.5× 105.60
TABLE S2: Detailed values of ηeff and ceff for each ∆η.
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∆η = 5% of η
∆η = 10% of η
η = 10
−3
Fully-Classical
∆η = 1% of η
∆η = 5% of η
∆η = 10% of η
ω
P
C
,Q
FIG. S4: We plot the graphs of PC,Q versus ω. The simulation is performed for randomly chosen inputs x and h
⋆. In each
simulation, PC,Q is evaluated by counting success and failure events over 10
5 queries. One single data point of PC,Q is obtained
by averaging ≃ 103 trials of the simulation. (a) First, we present the simulation data of PC,Q evaluated for η = 10
−4, 10−3,
and 10−2 with ∆η = 0. The results show that PC rapidly approaches
1
2
with increasing ω, indicating good agreement with
Eq. (4) of our main manuscript (see red, blue, and green solid lines). Meanwhile, PQ remains unity for all the cases of η, as
predicted. (b) Next, we consider the realistic situation, assuming a normal distribution N (η,∆η). Here, we set η = 10
−3 with
∆η = 1%, 5%, and 10% of η. The data of PC,Q are shown to decay, but PQ is much slower. In such cases, the data PQ are well
fitted by Eq. (4) of the main manuscript with ceff, indicating that the data agrees well with our theoretical predictions.
χ = 10
−2
χ = 10
−3
χ = 10
−4
∆χ = 1% of χ
χ = 10
−2
χ = 10
−3
χ = 10
−4
∆χ = 10% of χ
η = 10
−3
∆η = 5% of η
ω
P
Q
FIG. S5: Graphs of PQ with respect to ω for χ = 10
−4, 10−3, and 10−2. Each data point is obtained by averaging over 103
simulations. The data fitted well to Eq. (4) in the main manuscript, together with the parameter ceff. The result shows that
the quantum advantage becomes less pronounced as χ is increased; however, it is still highly durable. It is noteworthy that
the data obtained for ∆χ = 1% of χ (filled square, circle, and triangle points) and ∆χ = 10% of χ (empty square, circle, and
triangle points) are almost identical (up to the order of 10−2); namely, PQ is not affected significantly by ∆χ. The identified
η
eff
and ceff are listed in Tab. S2.
This simulation is repeated for different values of ηk (for k ∈ Ωx) satisfying c = (2η)−1 [6]. First, as an extreme but
illustrative example, we consider the case of ∆η = 0, i.e., by assuming ηk = η for all possible k = 1, 2, . . . , 2
n. As
results, we present the graphs of PC,Q versus ω as dots in Fig. S4(a) for η = 10
−4, 10−3, and 10−2, where each data
point of PC,Q is obtained by averaging over ≃ 103 trials. Here, it is observed that PC decays fast to 12 , indicating
good agreement with Eq. (4) of the main manuscript. The data of PQ are, meanwhile, shown to be unity without
depending on the degree of η, as predicted. Next, we consider a realistic situation, assuming that ηk is drawn from a
normal distribution N (η,∆η) for all k = 1, 2, . . . , 2n (and hence for k ∈ Ωx). Here, we set η = 10−3 with ∆η = 1%,
5%, and 10% of η. The simulation results are shown in Fig. S4(b). For all cases of ∆η, both PC and PQ decay to
1
2 ;
however, PQ is much slower. It is also observed that the data of PQ matched well with Eq. (4) of the main manuscript,
thus allowing us to identify the effective characteristic constant ceff. The identified values of ceff and ηeff are listed in
Tab. S2; they manifest the predicted condition in Eq. (8) of the main manuscript.
For a more realistic condition, we consider another type of error, i.e., phase-flip in the assistant qubit that would
be crucial for maintaining a higher success rate of the query. In particular, we assume that the phase-flip errors
primarily occur when the qubit travels between aˆk and aˆk+1 with a certain probability χk ≤ 12 . First, when ∆η = 0
(or equivalently, ηk = η) for all k, the phase-flip errors do not affect the query process and PQ becomes unity. In
the realistic case, namely of ∆η 6= 0, however, it is predicted that the amplitudes of the bit-flip errors would interfere
9disorderly owing to the phase-flip, and eventually the quantum advantage becomes smaller, as described in our main
manuscript. Thus, we perform the simulations and present the data of PQ in Fig. S5. Here, χk is assumed to be
drawn from N (χ,∆χ) for all k = 1, 2, . . . , 2n. The simulation data are generated for χ = 10−4, 10−3 and 10−2.
Here, we set η = 10−3 with ∆η = 5% of η. The data are well fitted by Eq. (4) of our main manuscript, and ceff are
well estimated from the data (see Tab. S3). As expected, the quantum advantage becomes less pronounced as χ is
increased; however, it can still exhibit a higher success rate of the query. It is noteworthy that the data obtained for
both ∆χ = 1% and 10% of χ are almost identical (up to the second digit of a decimal).
S3. REDUCTION IN LEARNING SAMPLE COMPLEXITY IN THE FRAMEWORK OF
PROBABLY-APPROXIMATELY-CORRECT (PAC) LEARNING
In a probably-approximately-correct (PAC) learning model [1], a learner (or equivalently, a learning algorithm)
samples a finite set of training data {(xi, h⋆(xi))} (i = 1, 2, . . . ,M) by accessing an oracle, aiming at obtaining the
best hypothesis h close to h⋆ for a given set, e.g., H, of the hypothesis h. Here, xi is typically assumed to be drawn
uniformly. Subsequently, a learning algorithm is a (ǫ, δ)-PAC learner (under uniform distribution), if the algorithm
obtains an ǫ-approximated correct h with probability 1− δ; more specifically, satisfying
P [E(h, h⋆) ≤ ǫ] ≥ 1− δ, (S22)
where E(h, h⋆) denotes the error. Here, if h identified by the algorithm agrees with
M ≥ 1
ǫ
ln
|H|
δ
(S23)
of samples constructed from the oracle, then Eq. (S22) holds. Here, |H| ≤ 22n denotes the cardinality of H. Eq. (S23)
is known as the bound of the sample complexity [1, 2], i.e., it yields the minimum number of training samples to
successfully learn h ∈ H satisfying Eq. (S22). Such a sample complexity bound derived from the previous studies can
directly be carried over to our scenario; in our classical–quantum hybrid query scheme, the same sample complexity
bound exists, because xi and h
⋆(xi) identified by the measurement on |ψout(xi)〉 are classical.
However, in the case where the oracle is not perfect, the bound of sample complexity in Eq. (S23) is modified
as follows: First, we draw a sequence of the training data {(x1,m1), (x2,m2), . . . , (xM ,mM )} sampled from our
classical–quantum hybrid oracle, where mi ∈ {h⋆(xi), h⋆(xi)⊕1} denotes the outcome of the measurement performed
on |ψout(xi)〉. Subsequently, if the sampling is performed with
M ≥ 2AQ ln
(
2 |H|
δ
) 1
ǫ2
, (S24)
we can verify that Eq. (S22) holds for the algorithm that obtains h maximizing PQ. In fact, it has been proven that
the additional factor AQ is given as [3]
AQ =
1(
2PQ(n)− 1
)2 . (S25)
It is noteworthy that in the purely classical case, the corresponding factor, e.g., AC , is given with PC instead of PQ.
Thus, we can derive the reduction in the sample complexity with the condition AQ ≤ AC from PQ ≥ PC . To view
this explicitly, we rewrite AQ in Eq. (S25) to a more useful form:
AQ =
[
1
2n
n∑
ω=0
(
n
ω
)
e−
2
ω
γc
]−2
=

 ∞∑
j=0
(−1)j
j!
(
1
γc
)j (
2j + 1
2
)n
−2
(S26)
χ η
eff
(c.f., η = 10−3) ceff (c.f., c = 0.5× 10
3)
no phase-flip ≃ 10−6.23 ≃ 0.5× 106.23
10−4 ≃ 10−6.01 ≃ 0.5× 106.01
10−3 ≃ 10−5.34 ≃ 0.5× 105.34
10−2 ≃ 10−4.40 ≃ 0.5× 104.40
TABLE S3: Detailed values of ηeff and ceff for each χ.
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This implies that a small increment in the sample complexity bound when n is small increases abruptly from near
n ≃ 2 log2 γc. As AC is characterized by c without γ, we can interpret γ as a quantum learning advantage in the
PAC learning framework; i.e., for any large n, we can define a (ǫ, δ)-PAC learner with our hybrid oracle, unlike with
a fully classical one. It is noteworthy that if n is excessively large, i.e., when n≫ 2 log2 γc, it is impractical to define
a legitimate PAC learner even with our hybrid oracle. This result is consistent with the recent theoretical study in
Ref. [4]; however, in our case, such a quantum learning advantage is achieved with classical data.
To corroborate and extend our analysis, numerical simulations are performed: For a given n, we prepare a set of
inputs {x1,x2, . . . ,xM} that is sampled randomly. For the given ω(xi) (i = 1, 2, . . . ,M), we evaluate PC,Q(ω) by
counting 105 queries and identify their average value, i.e., 1105
∑105
i=1 PC,Q(ω(xi)). This process is repeated ≃ 103 times
for different input sets to analyze PC,Q(n) statistically. The data are generated from n = 8 to n = 35, assuming that
ηk and χk (∀k) are drawn from N (η,∆η) and N (χ,∆χ), respectively. Here, we consider η = 10−3 with ∆η = 0.05η
and χ = 10−2 with ∆χ = 0.1χ. In each simulation, M is fixed to 100. The obtained data agree well with our
theoretical predictions (see Figs. 2(a) and 2(b) in the main manuscript).
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