In this paper we propose a joint estimation of the parameters and hyperparameters (the parameters of the prior law) when a Bayesian approach with Maximum Entropy (ME) priors is used to solve the inverse problems which arise in signal and image reconstruction and restoration problems. In particular we propose two methods: one based on the Expectation Maximization (EM) algorithm who aims to find the Marginalized MAP (MMAP) estimate and the second based on a joint MAP estimation (JMAP). We discuss and compare these methods and give some simulation results in image restoration to show the relative performances of the proposed methods.
INTRODUCTION
In many signal and image reconstruction and restoration problems, the observed data g ( s n ) are related to the quantities of the direct physical interest f ( r ) by a linear transformation:
where h m ( r ) is the instrument function which we assume t o be known. When this integral equation is discretized, we have t o solve a linear system of equations:
where H is a matrix whose components depend on h, .
H has, in general, very large dimensions and is very ill-conditionned. f is a vector whose components represents the unknown parameters to estimate (for example the pixel values of an image). g is a vector whose components are the observed data, and b is a vector whose components represents both the measurement noise and any other unmodeled error.
The objective of an inversio; procedure is to obtain an unique and stable solution f t o this all-posed problem. This can be achieved by introducing prior knowledge on f and on b by adopting a Bayesian approach
which consists i n tran&ting oiir prior knowledge on f and b by the probability Iriw\ p(fl6) and p ( g l f , p ) and using the Baye'b rule to ol)t,iiii p ( f l g , P , O ) . The final step then is to choose a decision rule (for example Maximum a posteriori MAP) to determine a solution
One of the difficulties in this Iiayesian approach is t o assign the prior law p ( f l @ ) 111 a way to reflect our prior knowledge about the \olutioii f. In cases where the prior knowledge is in the forin of expectations then maximum entropy principle (MEP) can give us the solution. However, in general, no matter how p ( f l @ ) is assigned, it may depend on soiiie iiiiknown parameters 8, called hyperparameters, so that. i n the inversion procedure we want to estimate also lhem from the data. To be more specific, let 115 dehcribe a method that we developed in preceeding worlcs [ I , 2 , 31 which can be resumed as follows.
Information about noise b I\ the covariance matrix IV = 0'1 = ( 2 / P ) I . So that, using this only information with MEP we obtain t o the problem.
(3) 0 Information about f is assumed to be in the form :
Using this information with MEP we obtain :
A scale invariance argument [3% 4 limits the set of pos- 
JOINT ESTIMATION PROBLEM
In this paper we considered the following problem :
Given H , g and 13 estimate f and t,he hyperparameters 8 = [e,, 021.
Two main approaches studied and compared here are :
The main idea behind this approach is to consider the hyperparameters 8 on the same level that the other parameters f arid try to estimate them by
Note that, we caii choose either an improper or an uniform prior for p ( 8 ) . This optimization problem can be implemented by successiveky maximizing with respect t u 8 and to f : 
COMPARISON OF JMAP AND EM-MMAP
Now, let us go a little frirt,her iiivicle these t,wo methods by assuiniiig p ( B ) is chosen to be uiiiforine. Not,ing back 8 = (6'1,6'2) and replacing p ( f l 8 ) from (4) and p(glf) from (3) in the eqimtioiis (13) ancl (16) .
-(k)
This means that the expectations of R;(f,) are replaced by the average values of them calculated during all the past iterations of the algorithm. Doing this, the two methods will have the same structure, i.e; to obtain new values for the (81,82) a t each iteration we have to resolve the following system of equations:
/ N for JMAP (23) A final and very important remarque is that we have to insure that the criteria to be maximized admit at least a local maximum. This question may arises more specifically when dealing with JMAP, but it may also arises in the case of the EM-MMAP. This difficulty is indepent of the algorithm used to find the optimum. To explain more this let us have a look on the expression to optimize in JMAP (eq. 11) which can be written as (3,6) = arg inin { -l n p ( f , elg)},
tf k4 However, when we h a w taken the necessary cautions, in practical situations the two algorithms will
give satisfactory results. This has been shown at least in our simulations as we will we below.
SIMULATION RESULTS
In this sectmion, we present some simulation result,s which show the relative performances of the the two proposed methods in image restoration problems. For this, we have first created two synthetic (64 by 64) images ( 0 1 and 0 2 ) (Fig. 1) . According to the histograms of the images, we assigned In a next, st8ep, we created degraded images by blurring them with a (9 by 9) Gaussian point spread function (PSF) and added a Gaussian noise with a given variance so that the signal to noise ratio was fixed to 20dB. Fig. 2 shows the clegraclecl images. In the final step, using, the JMAP and the EM-MMAP methods we rest>ored these images and siinultaneously estimated the liyperparanieters (41 , 82). Fig. 3 and Fig 4 show Ann. Statist., vol. 11, no. 1, pp. 95-103, 1983 . 
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Technische Universitat Hamburg-Harburg Technische Informatik I 21071 Hamburg, Germany siggelkow lgrigat @tu-harburg.d400.de ABSTRACT This paper presents an algorithm for segmentation of image sequences where especially aspects for object oriented coding are taken into account. A fundamental requirement of such applications is the temporal stability of the segmentation. This is improved in this article compared to other existing approaches by including motion estimation into the segmentation process. Additionally a hierarchical approach enables an efficient predictive coding on one hand and a semantic data access on the other hand. As a direct result from using full colour information for the segmentation process, coding of the chrominance information can be done with extremely high compression ratios. Thus there is nearly no extra coding effort for colour images compared to greyscale images.
INTRODUCTION
The demonstrated work is part of a project for the development of an object oriented coding system as discussed for MPEG-4. The widespread coding techniques like MPEG-1 and 2 work on rectangular blocks resulting in visual remarkable effects at high compression ratios (e.g. blocking). Therefore second generation coding techniques work on basis of objects instead of blocks. The image segmentation is done with respect to the human visual system reducing visual artifacts. Furthermore an object based data access is supported. The temporal stability of the segmentation is of major importance both for an efficient predictive coding of objects and for object tracking combined with content dependent data access. E.g. the speaker of a scene might be transmitted in good quality whereas the background may be coded lossy.
SEGMENTATION
The segmentation relies on a region growing process combined with edge detection in order to achieve global stability and high local correctness. It has been optimized regarding 0 the characteristics of the human visual system, 0 the subjective image partitioning and the temporal stability for object based data access and for predictive coding. The last requirement is difficult to achieve when segmentation is done for each image separately. So processing of an image takes into account the segmentation of the preceding image if no scene change has been detected. The segmentation works in two different modes: intraframe segmentation and interframe segmentation. Processing in intraframe mode is done purely 2D whereas in interframe mode the segmentation is done also on basis of the segmentation of the preceding image.
For taking advantage of the characteristics of the human visual system not only the luminance information but also the chrominance information is used for the segmentation process which is often neglected in the literature [I].
A hierarchical approach enables effective predictive coding and object based data access.
Intraframe Segmentation
The intraframe segmentation is based on a combination of centroid linkage region growing [2] and DRF edge detection [3]. Let f(x) = ( Y ( x ) , U ( x ) , v (~) )~ be the colour of the image at position x. The region growing process combines adjacent pixels with similar colour to regions R. For simplicity this is done by comparing the mean colour of a region with the colour of the pixel that should be added by a metric with o representing the direct product. For weighting luminance ( Y ) and chrominance ( U , V ) there is a factor Icy in it, e.g. a Icy >> 1 means that segmentation is mainly based on luminance information (segmentation of a greyscale image). Pixels that cannot be added to a neighbouring region as d is too big, establish new regions. Because of this automatic generation of new regions the image is strongly oversegmented (see figure 1, left side) . Therefore similar regions and regions with weak boundaries are merged. With respect t o the coding efficiency small regions are also eliminated (see figure 1 , right side).
