Land surface phenology (LSP) is the spatiotemporal development of the vegetated land surface as revealed by synoptic sensors. Modeling LSP across northern Eurasia reveals the magnitude, significance, and spatial pattern of the influence of the northern annular mode. Here the authors fit simple LSP models to two normalized difference vegetation index (NDVI) datasets and calculate the Spearman rank correlations to link the start of the observed growing season (SOS) and the timing of the peak NDVI with the North Atlantic Oscillation (NAO) and Arctic Oscillation (AO) indices. The relationships between the northern annular mode and weather station data, accumulated precipitation derived from the Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP) dataset, accumulated growing degreedays (AGDDs) derived from the NCEP-Department of Energy Atmospheric Model Intercomparison Project (AMIP-II) reanalysis, and the number of snow days from the National Snow and Ice Data Center are investigated.
Introduction
A significant global surface warming trend has been observed over the last 100 years with especially increased warming over the last 50 years (Trenberth et al. 2007) . It is estimated that almost half the pronounced recent trend in winter temperature since 1935 (north of 20°N) is due to atmospheric circulation changes (Hurrell 1996; Serreze et al. 2000) . In addition, the upward trend in the North Atlantic Oscillation over the last 30 years accounts for a large portion of the increase in surface winter temperature in Europe and Asia (north of 40°N) (Hurrell 1996; Hurrell and van Loon 1997; Thompson et al. 2000; Hurrell et al. 2003) . A mode of climate variability with extensive effects in the Northern Hemisphere, is the northern annular mode (NAM) (Thompson and Wallace 2001) , which also goes by the name of the North Atlantic Oscillation (NAO) (Hurrell 1995) or the Arctic Oscillation (AO) (Thompson and Wallace 1998) . Thompson and Wallace (2001) describe the northern annular mode as "a planetary-scale pattern of climate variability characterized by an out-ofphase relation or seesaw in the strength of the zonal flow along ϳ55°and 35°N and accompanied by displacements of atmospheric mass between the Arctic basin and the mid-latitudes centers ϳ45°N." While there is controversy about the appropriate paradigm within which to analyze the phenomenon (Wallace 2000) , there has been a profusion of papers on climate impacts that use simple indices to explore the linkage between intensity and polarity of a climate mode and changes in local and regional weather. This paper uses two simple sea level pressure indices to explore the effects of NAM: the NAO index (Hurrell 1995) and the AO index (Thompson and Wallace 1998) . Although highly positively correlated, these indices are distinct, especially outside of the winter (Rogers and McHugh 2002) . While both indices exert their strongest influence during the cold season, weaker influences have been observed during the warm season as well (Serreze et al. 2000) .
High values of the NAO and AO are associated with warmer and wetter winters, especially in north and central Europe. The NAO index has been shown to resolve more than 30% of the winter temperature variance in the Northern Hemisphere above 20°N (Hurrell 1996; Hurrell and van Loon 1997; Cook et al. 2005) . Since the mid-1960s there has been a positive trend in the NAO values that is linked to winter warming over Europe (Cook et al. 2005 ). In addition, both NAO and AO have been shown to strongly influence the recent warming over Eurasia (Thompson and Wallace 1998) . Atmospheric circulation also plays an important role in snow cover variability. For example, it has been shown that the NAO has strong influences on Eurasian winter snow cover (Ogi et al. 2004; Hall et al. 2004) . Snow cover and vegetation represent complementary integrated responses of temperature and precipitation in the winter (snow cover) and the remaining part of the year (vegetation) .
In addition to forcing meteorological variables such as temperature and precipitation, the NAO (AO) has also been linked with interannual vegetation variability as observed by the NDVI magnitude (Buermann et al. 2003; Gong and Shi 2003) and start of season as observed by the normalized difference vegetation index (NDVI) (Stöckli and Vidale 2004) . Buermann et al. (2003) demonstrated that the Arctic Oscillation is the main driver for interannual variability in the Northern Hemisphere greenness and that, under high AO, warmer and greener spring conditions prevail in Europe and Asian Russia. Gong and Shi (2003) reported that the nine most important climate indices (including NAO and AO) explain more than half of the interannual variability in NDVI magnitude. Stöckli and Vidale (2004) linked NAO to phenological measurements of averaged regions around Europe and western Russia. They found strong correlations between winter weather (temperature/precipitation) anomalies and NAO, but only fairly weak correlations (r 2 ϭ 0.46) between NAO and start of season. The NAO (AO) has also been linked with the variability in onset of spring as observed by phenological ground observations in England (D'Odorico et al. 2002) , northern Europe (Ottersen et al. 2001; Cook et al. 2005) , as well as central and eastern Europe (Chmielewski and Rotzer 2001; Aasa et al. 2004; Menzel et al. 2005) . The NAO (AO) has also been shown to affect other ecological patterns and processes in both marine and terrestrial ecosystems (Stenseth et al. 2002) .
Under the umbrella of a Northern Eurasian Earth Science Partnership Initiative (NEESPI) project, we investigate the effect of these planetary-scale atmospheric oscillations on land surface phenologies across northern Eurasia. This study differs from previous studies in a number of ways: 1) it investigates the correlation between NAO/AO and land surface phenology timings (as opposed to NDVI magnitude), 2) it focuses on the patterns based on a pixel-by-pixel approach, and 3) it focuses on northern Eurasia as a whole rather than only on the western part of the region. Large-scale atmospheric oscillations combine temporal and spatial features of several weather components. As a result, it has been shown that indices such as NAO can better explain ecological variability than one particular (local) weather component (such as temperature) by itself (Stenseth and Mysterud 2005) . Similarly, land surface phenology (LSP) is often influenced by a combined seasonal pattern of temperature and precipitation and sometimes also by land use and management practices. Thus, when analyzing the spatial correlation patterns between NAO (or AO) and LSP, we do not expect these patterns to be strictly similar to the spatial correlation patterns arising between the NAM indices and temperature or precipitation fields. High spatial heterogeneity in the response of terrestrial ecosystems to largescale oscillation patterns has been reported (Hebblewhite 2005) . Image time series from synoptic sensors [e.g., Advanced Very High Resolution Radiometer (AVHRR) and Moderate Resolution Imaging Spectroradiometer (MODIS)] are especially capable of assessing land surface heterogeneity at finer spatial resolutions than are available for modeled or assimilated fields of temperature and precipitation.
Here we examine the magnitude, significance, and spatial pattern of the influences of the NAM on LSPs across northern Eurasia through analysis of the NAO and AO indices (Fig. 2) . Based on the new technique of moving-window quadratic models, we determine two characteristics of LSPs: 1) timing of the start of the observed growing season as measured in days of the year and 2) timing of the peak of the growing season as measured in accumulated growing degree-days (AGDD).
We use Spearman rank correlations to link the fields of LSP model parameter estimates with the NAO and AO indices.
Data
We used four sources of weather data: 1) station data to establish the long-term (Ͼ45 yr) correlation between NAM and the weather in northern Eurasia where we expect hot spots of correlation between LSP and NAO (or AO); 2) AGDD data calculated from the daily reanalysis data to describe the correlation between NAO (or AO) and growing degree-days; 3) Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP) data to describe the correlation between NAO (or AO) and precipitation; and 4) Northern Hemisphere (Equal-Area Scalable Earth) EASE-grid weekly snow cover data to describe the correlation between NAO (or AO) and the timing of snow cover.
a. Station data
Station data for the former Soviet Union came from the All-Russian Research Institute of Hydrometeorological Information (more information available online at http://meteo.ru/english/). We extracted and averaged the minimum monthly temperature for December, January, and February between 1951 and 1995 for 47 weather stations.
b. NCEP-DOE reanalysis 2 surface air temperature data
We used the surface temperature variable from the National Centers for Environmental PredictionDepartment of Energy (NCEP-DOE) Atmospheric Model Intercomparison Project (AMIP-II) reanalysis (R-2) (Kanamitsu et al. 2002) to calculate AGDD. The data have a spatial resolution of 1.875°by 1.91°result-ing in 192 by 92 grid cells for the world. While the spatial resolution of this data is coarse relative to imagery from synoptic sensors, the data have a very high temporal resolution (6 h). Reanalysis data is classified into three classes according to their reliability. Analysis variables in class A are strongly influenced by the observed data and are therefore most reliable. Analysis variables in class B are influenced by observational data, but the model has strong input as well. Analysis variables in class C are completely modeled and not directly influenced by any observational data and are, thus, the least reliable. The temperature data used in this study is classified in class B (Kalnay et al. 1996; Kistler et al. 2001) . We have previously shown that these data are of sufficient quality to be used successfully for the modeling of land surface phenologies in temperate climates (de Beurs and Henebry 2004a, 2005) .
The NCEP reanalysis minimum and maximum temperature data are measured in kelvin. We calculated daily growing degree-days (GDDs) using a base of 0°C (ϭ273.15 K) as follows:
We accumulated daily GDD by simple summation commencing each 1 January when GDD exceeded the base 0°C:
where GDD t is the daily increment of growing degreedays at day t and AGDD t is the growing degree-days accumulated from the beginning of the year until day t.
The final accumulated growing degree-days are summarized into 10 or 15 day composites to correspond with image compositing periods. We chose a base of 0°C for the AGDD calculations since this threshold is an often used value in modeling for high-latitude annual crops, such as spring wheat, and for perennial grasslands. In this work, we assume that this measure works comparably well for other cold region vegetation types.
c. CMAP data
To analyze the correlation between precipitation and the NAO index, we used 5-day CMAP precipitation data (Xie and Arkin 1997) . This dataset is based on rain gauge observations and data from infrared and microwave sensors. The data are available from 1979 to 2002 and have a spatial resolution of 2.5°ϫ 2.5°latitude-longitude. Precipitation over land is primarily based on rain gauge observations, while precipitation over sea is based on retrievals from microwave data. There are two versions of this dataset. The first is based on gauge observations and a variety of satellite observations. The second is "filled in" with forecasts of precipitation from the NCEP-National Center for Atmospheric Research (NCAR) reanalysis dataset. In our case, we chose to work with the first dataset, which has missing values closer to the Poles. The producers of this dataset caution that the data are of lesser quality north of 60°N owing to flaws in the satellite data and a significant diminishing of the number of available rain gauges per cell. In addition, they advise that the absolute values of the data are less valuable than the relative changes, resulting in a diminished ability to perform precipitation trend analysis (Xie and Arkin 1997) . Despite the shortcomings of the dataset and reduced confidence in the absolute value, the authors indicate that the precipitation variability is characterized relatively well. As a result, we believe we can use these data with relative confidence when analyzing the correlation between large-scale atmospheric oscillations and precipitation.
Downscaling climate data is a much debated topic; there is a wealth of literature describing the advantages and disadvantages of various techniques. In this study we downscaled the precipitation data using cubic convolution simply to allow for the presentation of the correlation result at a similar scale to the image data. We are well aware that local terrain can have significant orographic effects on the precipitation and that the localized error can be much higher for the downscaled data. However, we do not interpret the absolute precipitation values and we do not use the higherresolution precipitation data other than for correlation analysis based on ranks, which further attenuates the problem.
To downscale the AGDD data calculated from the NCEP-DOE AMIP-II R-2 dataset, we also applied cubic convolution. In this case, we are not only interested in the correlation between AGDD and climate modes, we also use the AGDD to drive the land surface phenology models. We are well aware that the error can be very high, especially due to local terrain variation. However, the much finer spatial resolution NDVI observations are the main response variable in the phenology models. As we are investigating the interannual variability of the peak position, we believe that negative effects of downscaling are minimized in our analysis.
d. Northern Hemisphere EASE-Grid weekly snow cover
To determine the correlation between the number of snow days and the last snow day and the NAO index we used the Northern Hemisphere EASE-Grid weekly snow cover data. This dataset is available at weekly intervals from 23 October 1978 through 5 June 2005. The data is provided in the Northern Hemisphere 25-km equal-area grid and is based on the NOAA/ NESDIS weekly Northern Hemisphere snow charts, which are based on AVHRR and Geostationary Operational Environmental Satellite (GOES) satellite data (Armstrong and Brodzik 2005) . Based on the snow data we first counted for each year the number of snow days starting in the previous fall and the last day of snow for 1982-2000. We then correlated this data with the AO and NAO indices.
e. NDVI data
Two versions of the normalized difference vegetation index (NDVI) image time series from the AVHRR sensors are used in this study. NDVI is the normalized ratio between the difference of near-infrared and red insolation: (NIRϪRed)/(NIRϩRed). Since green leaves reflect much more NIR than red reflectance, NDVI provides a means of monitoring the density and vigor of green vegetation. Vegetation NDVI generally ranges between 0.1 and ϳ0.8 with higher values associated with greater greenness of the canopy, though the relationship is not linear and saturates for greater greenness, which limits the utility of simple inversion. Spatial and temporal inconsistencies in AVHRR data are a result of uncertainties in satellite navigation, satellite drift leading to variation in the solar zenith angle (SZA), a lack of onboard sensor calibration to track sensor degradation, and thus a lack of intersensor calibration, onboard resampling of the data, and the everpresent issues of obscuring clouds and a changeable, radiatively active atmosphere. To overcome the problems associated with the stability of measurements from the AVHRR sensors over time, a large set of corrections have been developed and applied. Among the most widely known datasets are the NASA/NOAA Pathfinder AVHRR Land (PAL) NDVI dataset (James and Kalluri 1994) and the data from the NASA Global Inventory Monitoring and Modeling Systems (GIMMS) group at the Laboratory for Terrestrial Physics (Tucker et al. 2005) .
In this paper we apply our methods to both the PAL and GIMMS NDVI datasets. Each dataset has a nominal spatial resolution of 8 km. The compositing period to minimize cloud effect is 10 days for the PAL data and 15 days for GIMMS. A postprocessing satellite drift correction has been applied to the GIMMS dataset to further remove artifacts due to orbital drift and changes in the sun-target-sensor geometry provides subpixel cloud contamination removal. The GIMMS operational dataset incorporates data from sensors aboard NOAA-7-14 with the data from the AVHRR on NOAA-16 and -17 using Systeme Probatoire d'Observation de la Terre (SPOT) Vegetation (VEG) data as a bridge for a by-pixel intercalibration (Brown et al. 2004; Tucker et al. 2005) .
For both datasets we selected all composites from the years 1982-88 and 1995-99, thereby restricting our analysis to data from NOAA-7, NOAA-9, and NOAA-14. Previously, we established that these three satellite periods in the PAL data are comparable (de Beurs and Henebry 2004b) and here we assume that the GIMMS data have received even better corrections for noise and artifacts (Brown et al. 2004; Tucker et al. 2005 ). We do not analyze the data from NOAA-11 because we have shown significant sensor artifact for this time period in the PAL data (de Beurs and Henebry 2004b) and have demonstrated that there are problems for the GIMMS data as well (de Beurs et al. 2005) .
f. Climate mode indices
The NAO index is defined as the sea level pressure difference between Iceland and the Azores (Hurrell 1995) . The AO index is defined as the mean deviation from the average sea level pressure measured throughout the Northern Hemisphere at longitudes north of 20°N (Thompson and Wallace 1998) . There are myriad oscillation indices available for scrutiny. We have chosen to work with the indices provided by the NOAA CPC for NAO (see online at www.cdc.noaa.gov/ correlation/nao.data) and AO (see online at www.cdc. noaa.gov/correlation/ao.data). These time series are provided with a monthly time step. For our analysis we calculated seasonal indices by averaging the indices for December-February (DJF), March-May (MAM), June-August (JJA), and September-November (SON).
g. World Wild-life Fund ecoregions
In preparation for analysis, we spatially partitioned the study region according to the global ecoregions of the World Wildlife Fund (Olson et al. 2001) . We selected the 32 largest ecoregions together covering a total of more than 18 million km 2 , about 75% of the total study area (Fig. 11) . The ecoregions were divided over six biomes (tundra, boreal forests/taiga, temperate conifer forests, temperate broadleaf forests, temperate grasslands, and deserts; see Table 1 ). For each ecoregion we determined the percentage of significant pixels in the correlation results as well as the degree of spatial homogeneity across the ecoregion by calculating Moran's I (Piegorsch and Bailer 2005 ; see a further description in section 3c).
Methods

a. Land surface phenology analysis
Vegetation phenology studies the relation between climate and the timing of specific biological events such as budburst, leaf out, and plant flowering. Phenology varies by species and is influenced by many factors such as soil temperature, air temperature, solar illumination, day length, and soil moisture, all of which can vary depending on location and time. We have previously defined land surface phenology as the spatiotemporal development of the vegetated land surface as revealed by synoptic sensors (de Beurs and Henebry 2004a). Owing to the coarse spatial resolution of synoptic sensors, LSP deals with mixtures of land covers and, thus, is distinct from the traditional notion of a speciescentric phenology (Friedl et al. 2006) .
Land surface phenology metrics are primarily based on image time series of vegetation indices (VIs) from optical sensors. The phenological metrics aim to retrieve onset of greening, senescence, timing of the maximum of the growing season, and growing season length based on analysis of the vegetation index (VI) curve (Reed et al. 1994 Zhang et al. 2003 Zhang et al. , 2004 . Model fitting is a frequently applied method for the description of land surface phenology based on satellite imagery. To allow for the variable nature of the NDVI curves, several authors have developed flexible models that can easily be adjusted to the available data (Badhwar 1984; Tucker et al. 2001; Jönsson and Eklundh 2002; Zhang et al. 2004) . While all of the models are based on different theory, they have several aspects in common: 1) they are very general and can be easily adapted to a wide range of situations; 2) they are driven by time as the independent variable; 3) they require up to eight parameters to be estimated, and 4) these parameter estimates are not readily interpreted in ecological terms. High model complexity often inhibits straightforward interpretation of the parameter estimates. In addition, while the large number of variables in models might increase the coefficient of determination (r 2 ), fitting many variables to sparse data can substantially reduce the statistical power of the resulting model.
We have previously shown that linking NDVI to accumulated growing degree-days using a quadratic function can provide a parsimonious well-fitting model for the land surface phenologies encountered in temperate climates where surface vegetation is predominately herbaceous (de Beurs and Henebry 2004a). These quadratic regression models have only three parameters to estimate, which yield straightforward ecological interpretations. Furthermore, these models can be applied directly to the data without the need of applying filters to remove noisy data. The basic quadratic regression model is in this form:
where AGDD are the accumulated growing degreedays in degress Celsius. The intercept (␣) gives NDVI at the start of the observed growing season. The slope parameter (␤) and the quadratic parameter (␥) together determine the green-up period, defined as the amount of AGDD (in degrees Celsius) necessary to reach the peak NDVI as follows:
AGDD to NDVI peak ϭ Ϫ␤ր2␥. ͑4͒
The height of the peak NDVI can be determined by applying the observed model parameters toward the AGDD at the peak position and calculating the corresponding NDVI value. Figure 1 gives an example of the quadratic model. In this study we applied the quadratic model with an adjusted modeling strategy to account for the large climatic variability in northern Eurasia. We developed an exhaustive searching algorithm that fits candidate quadratic models at multiple seasonal windows of differing length and starting period. Thus, we fit the quadratic model multiple times for every pixel time series while varying the number of sequential composites included and the timing of the selected composites. growing season dynamic is taken into account, thus excluding preceding composites that exhibit low VI values with little change through time. The models are thus able to detect the start of the growing season (SOS) by searching for the best-fitting model. We determine SOS as the first composite of the best-fitting model selected for each pixel independently. In addition, we determine the peak height in NDVI and the peak position both as AGDD and as day of the year.
In certain cases, the algorithm selects only a short portion of the growing season as fitting very well. To prevent this case of "underfitting," we require that the selected model meet five criteria: First, we allow only the selection of convex (peaked) curves, for which the peak positions lie within the growing season period. Second, the value of the NDVI peak must fall within 20% of the maximum observed NDVI. Third, the value of the NDVI at the second composite after the start of the season must be at least 10% larger than the NDVI at the start of the season. Fourth, the intercept cannot be larger than 0.5 and, fifth, the peak height must fall between 0.1 and 1.0.
We fit LSP models for each of the 12 selected years separately (1982-88 and 1995-99 ). The LSP model yields estimates of a number of different growing season characteristics: onset of growing season (SOS) in calendar time and in AGDD, NDVI at SOS, peak position of the growing season in calendar time and in AGDD, the peak height in NDVI, and the seasonal dynamic range (NDVI at peak minus NDVI at SOS). Here we focus on the timing of the growing season and thus we restrict our attention to the SOS in calendar time and the peak position in AGDD (degrees Celsius).
b. Simple correlation analysis
We calculate the nonparametric Spearman correlation coefficient between SOS and peak position, on the one hand, and the NAO and AO, on the other. The Spearman rank correlation coefficient is a measure of the strength of the association between two variables (Lehmann and D'Abrera 1998) .
The Spearman correlation coefficient is based on ranked values of the variables, rather than the values themselves as in the common Pearson correlation coefficient. The Spearman rank correlation measure makes no assumptions about the frequency distribution of the variables and it does not presume the two variables to be linearly related. These are important considerations as we are unable to assume normality for the phenological parameters, and theoretical studies show that interaction between atmosphere and vegetation is nonlinear (e.g., Bonan 2002) . Were the relationship between land surface phenology and climate modes indeed to be nonlinear, the Pearson correlation coefficient could either underestimate or overestimate the strength and significance of that relationship.
To provide consistency in our analysis, we also calculated the Spearman rank correlation coefficients for the relations between the climate mode indices and weather station data, the accumulated precipitation, AGDD measures, and snow days.
c. Moran's I
Global spatial statistics look for an overall pattern between proximity and the similarity of pixel values. Moran's I (Moran 1950 ) is a well-known measure that describes the spatial autocorrelation of a dataset as a whole (Piegorsch and Bailer 2005) . The I index compares the differences between neighboring pixels and the mean to provide a measure of local homogeneity (Moran 1950; Piegorsch and Bailer 2005) : values range between ϩ1 and Ϫ1, where ϩ1 ϭ strong positive spatial autocorrelation, 0 ϭ spatially uncorrelated data, and Ϫ1 ϭ strong negative spatial autocorrelation. Positive spatial autocorrelation indicates global spatial clustering. Since the number of pixels in each ecoregion is large, the sampling distribution of I approaches the normal distribution and I can be used to create a standard normal z statistic as
where E[I ] is the mean and V[I ] is the variance. In this case we investigate the z values for each ecoregion as a measure of significance for spatial correlation: Z values above 4 are considered significant at the 0.000 01 confidence level.
Results
To understand the relation between climate variability as expressed as the NAO and AO indices and LSP, we first focus our attention on the relation between climate variability and local weather.
a. Influence of NAO and AO on weather
1) WEATHER STATIONS
We analyzed the relation between the NAO and the minimum winter temperature and accumulated spring precipitation between 1951 and 1995 at 47 stations between LSP and climate modes. Figure 2 gives the correlations between winter NAO and minimum winter temperature, and accumulated precipitation in March, respectively. We found especially high and significant correlations between the winter temperature and NAO in western Russia and the Baltic countries. The correlation tapers off in strength and changes direction toward eastern Russia, with negative but nonsignificant correlations in the Far East. The correlation between the accumulated precipitation and the winter NAO index was weaker with more spatial variability.
2) NCEP REANALYSIS AGDD
We quantified the strength and the direction of the relation between the climate modes and AGDD from the last composite in April through the last composite in September. Vegetation is generally better related to the integrated measure of AGDD than to the temperature during specific compositing periods, as the latter exhibits higher temporal variability. Thus, we investigated the relationship between AGDD and the climate modes. Figure 3 reveals high variability in the timing of the maximum correlation between AGDD and NAO DJF across northern Eurasia (Fig. 3, top) . There are three main regions where the correlation is strongest toward the end of the growing season: eastern Europe, east of the Ural Mountains, and the far eastern part of Russia. Southwestern Russia reveals a cluster with strongest correlation in the beginning of the growing season (yellow). The correlation map (Fig. 3, middle) reveals a strong positive correlation between AGDD and NAO in the western part of our study region with a hot spot in the Baltic States and the middle of Finland. The correlation tapers off and turns negative just There are a few negative correlations in southern Russia, close to the Ukraine. There are also a couple of weather stations with significant negative correlations in the Far East. In total there were 47 weather stations tested. For temperature there were 38 stations with a positive correlation above 0.25, there were no stations with a negative significant correlation. The remaining 9 stations did not have a significant correlation. For precipitation there were 10 stations with a positive correlation above 0.25 and 6 stations with a negative correlation above 0.25, the remaining precipitation stations were nonsignificant.
east of the center of our study region with a cluster of significant negative correlations in northern China and Amur and Chita oblasts in southeastern Russia. In the far northeastern region of Russia there is another hot spot of significant positive correlation. The p-value map (Fig. 3, bottom) clearly shows the clusters of significant correlations in the western part of the study region as well as the eastern part of the study region. There is another cluster of significant (but negative) correlation in northern China. We also correlated the spring NAO index and winter and spring AO index to AGDD. The spatial patterns were similar for these three indices, but weaker than the patterns shown in Fig. 3. 3) CMAP PRECIPITATION We were interested in the correlation between climate modes and precipitation during our satellite record to understand the location of precipitation deficits during high NAO years. Figure 4 gives the results for the correlations of winter NAO with the accumulated precipitation in April and August. Western Europe and the United Kingdom in particular reveal a cluster of significant positive correlation in April, indicating wetter spring conditions for positive NAO phases. There are two clusters with negative correlation, one in northern Kazakhstan and just north of Ka- zakhstan in Russia and one in the far east of Russia, indicating drier conditions associated with higher values of the NAO index. In August the majority of the significant correlations were negative. There is a cluster of significant negative correlation in western Europe with a hot spot just off the Dutch coast. The clusters with negative correlations that appeared in April in Kazakhstan and far-eastern Russia are also significant for the overall accumulated precipitation in August. Thus, for positive NAO modes there appear to be wetter springs in western Europe, but drier overall conditions for the growing season through August. On the other hand there are extended drier overall conditions for the regions just north of Kazakhstan and in far-eastern Russia.
4) NUMBER OF SNOW DAYS AND LAST SNOW DAY
We were interested in the correlation between climate modes and snow period measured as the number of days with snow cover and the last day of annual snow cover during our satellite record (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) to understand the interaction of precipitation and temperature during high and low NAO years. Figure 5 gives the results of the Spearman rank correlation coefficients and their p values for the number of days with snow cover (left panel) and the last day with snow cover (right panel). The results show that there is a strong negative correlation between both snow variables and the NAO index, with less snow cover for high NAO years in Europe. There is also a smaller region with significant negative correlation in eastern Russia. The remainder of northern Eurasia shows a scatter of less significant correlations. For high NAO, the combined results of the AGDD, precipitation, and snow data reveal that in eastern Europe there is an increase in temperature (Fig. 3) combined with a small increase in precipitation (mostly not significant, Fig. 4 ) leading to a strong decrease in the snow period. In eastern Russia, there is a strong increase in temperature, combined with a strong decrease in precipitation leading to a decrease in the snow period and an earlier last snow date.
b. Influence of NAO and AO on land surface phenology
1) START OF THE GROWING SEASON
The correlation fields between the estimated SOS based on the LSP models and NAO or AO are displayed in Fig. 6 for the GIMMS data and in Fig. 7 for the PAL data. The spatial resolution of the satellite data is much finer than the spatial resolution of the weather data, resulting in smaller significant clusters and more spatial variability. Both PAL and GIMMS show correlation fields that are somewhat similar for NAO and AO, with more significant correlations apparent for the NAO index. GIMMS reveals significant negative correlation clusters in the far-eastern part of Russia and weaker positive correlation clusters in western Russia. For positive NAO (and AO) phases the start of season appears sooner across the northeastern tier of Russia, but later in some isolated patches in western Russia.
The correlation fields for the PAL data are comparable for NAO and AO, with stronger correlations again evident for NAO. There are some patches of significant negative correlations in far eastern Russia. There are very strong and widespread negative correlations across western Russia and in the north of Kazakhstan. These negative correlations are significant for both climate modes, but stronger for NAO. There is a hot spot of negative correlations over Belarus and the Baltic States, while for the remainder of Europe, the SOS is not significantly correlated with either winter index of the NAM.
2) GROWING SEASON PEAK POSITION IN AGDD
The growing season peak position provides an integrated measure of the early to middle phases of land surface phenologies in temperate climates. The correlation fields linking peak position as measured in AGDD with NAO and AO are provided for GIMMS in level at 0.10 and apply a statistical test 1000 times, we could expect to find about 100 rejections of the null hypothesis of no correlation. Here we analyze the correlation results by ecoregions and biomes. By setting our ␣ level at 0.10, we argue that ecoregions with more than the expected 10% significant pixels are considered to have revealed significant correlation. In addition, we assess the level of clustering of the results within the ecoregions. Figure 10 shows significant clustering (as opposed to randomness) for every ecoregion; all z values are far greater than 4. The results from NAO DJF against GIMMS SOS correlation analysis show that the most significant ecoregions are in the tundra and boreal forest biomes and the least significant ecoregions are in the deserts (Fig. 10 , top-left panel). Results from NAO DJF against GIMMS peak position correlation analysis show that the most significant ecoregions are in the tundra biome. There are also significant ecoregions in the boreal forests and broadleaf forests. One ecoregion in the grasslands biome is significant as well. The deserts show the lowest amount of significant pixels as well as the lowest (but still significant) clustering (Fig. 10, top-right panel) . Results from NAO DJF against PAL SOS correlation analysis show that the ecoregions with the most significant pixels are located in the temperate broadleaf forests while the ecoregions with the largest clustering are located in the boreal forests (Fig. 10, bottom-left panel) . The deserts reveal the least significant pixels and are the most spatially heterogeneous. While the temperate FIG. 7 . As in Fig. 6 but for the PAL SOS.
grasslands were not above the 0.10 line for the GIMMS data, they do reveal a significant amount of significant pixels in the PAL data. Results from NAO DJF against PAL peak position correlation analysis show that again the most significant ecoregions are in the tundra and boreal forests (Fig. 10, bottom-right panel) . However, there are also significant results for the broadleaf forests and grasslands. The tundra ecoregions reveal the greatest number of significant pixels, while the ecoregions in the boreal forests reveal greater spatial homogeneity. Again, the desert ecoregions reveal the least significant pixels with significant correlations (far below the 0.10 cutoff) and the lowest spatial homogeneity.
Discussion
In Europe there is a wealth of ground observations of phenology both spatially extensive and temporally deep (Menzel 2003; Aasa et al. 2004; Cook et al. 2005; Menzel et al. 2005) . Even though not all GIMMS pixels are significant, our GIMMS results show a substantial pattern of correspondence with the phenological field observations that indicate earlier SOS for high NAO in eastern Europe (Chmielewski and Rotzer 2001; Aasa et al. 2004; Menzel et al. 2005) . This correspondence in SOS is absent in the PAL data. The interannual variability is especially high in the beginning of the growing season for the PAL data due to known data quality issues (Gutman 1999; de Beurs and Henebry 2004b) . The model fits are thus worse in the PAL data than in the GIMMS data, which results in residuals that are larger in the beginning of the year, thereby influencing the SOS estimates. This stark regional discrepancy between the two datasets suggests an anthropogenic source, perhaps differential atmospheric optical thickness due to lower levels of fossil fuel combustion during the warmer springs associated with high NAM.
The correlation patterns are much more stable for the peak of the growing season; however, ground observations focus only on SOS. This discrepancy among field and spaceborne observations is not surprising as growing season initiation as evidenced by budburst or leaf out is much easier to observe in the field than a peak position, which must be recognized retrospectively.
We discovered a hot spot of significant correlations in remote regions of northern Russia. We have found no reports of phenological ground observations in these regions, but there are several reports of other natural phenomena that appear to be modulated by the northern annular mode. For example, the discharge of Eurasian rivers appears to be highly correlated with the NAO (Peterson et al. 2002) .
a. NAO and AO effects evaluated at the level of pixels
The positive correlations between AGDD and NAO in the northeastern and northwestern corners of the FIG. 9 . As in Fig. 6 but for the PAL peak position. study area confirms that higher NAO is associated with higher growing season AGDD (Fig. 3) , and thus higher overall temperature available for plant growth in this light and temperature limited portion of the planet (Running et al. 2004 ). The station temperature data confirms the general pattern of AGDD correlation; however, the station data did not reveal the far eastern cluster of positive correlation (Fig. 2) . While it is unclear why the station data does not confirm the AGDD pattern, this observation is supported in another study that investigates the comparability of snow water equivalent from the NCEP-DOE AMIP-II reanalysis data and station data (Khan et al. 2007 ). Khan et al. found that there is especially low agreement in Asian Russia while the agreement in European Russia is satisfactory. They also noted that the agreement is higher for the comparable 40-yr ECMWF Re-Analysis (ERA-40) dataset. In addition, discrepancies between the reanalysis data and the station data appeared larger in the early 1990s (Khan et al. 2007) . We suspect that the socioeconomic turbulence associated with the collapse of the Soviet Union resulted in diminished station data quality control during this time.
Figure 4 reveals higher spring precipitation for positive NAO in Europe and lower spring precipitation in eastern Russia. Thus, the spring is warmer and wetter in Europe, but warmer and drier in eastern Russia. Our analyses confirm the strong relationship between the temporal behavior of temperature and precipitation and large-scale climatic variability in Eurasia as demonstrated by others (Ottersen et al. 2001; D'Odorico et al. 2002; Aasa et al. 2004; Cook et al. 2005) . We also found significant negative correlations between both spring and summer accumulated precipitation and NAO (AO) in eastern Siberia. This result partly agrees with the results of others who found a significant in- Results from NAO DJF against PAL peak position rank correlation analysis. When the proportion of significant pixels within an ecoregion exceeds 10% (indicated by vertical dotted line in graphs) and the z score exceeds 4, then there is an inference that the pixels' significance is not due to random chance. crease in precipitation in the winter and spring months in the Lena River basin, but a significant decrease in precipitation in August . Yang et al. (2002) mention that the annual precipitation decreases in this region, due to an extreme decrease in August precipitation: 15 mm (ϳ23%) between 1935 and 1999. Our snow timing results correspond with the temperature and precipitation correlation results and results of others (Ogi et al. 2004; Groisman et al. 2006 ). Instead of concentrating on weather patterns alone, we have applied a functional filter to the NDVI and AGDD data to link land surface phenology with the northern annular mode.
The figures for the land surface phenology results appear to demonstrate a fairly low proportion of significant pixels (Figs. 6-9) . Nevertheless, we argue that these results are important because the significant pixels show strong spatial clustering, as opposed to the expected spatially random pattern were the pixels just false positives. In addition, Fig. 10 illustrates that there is strong spatial clustering of the correlation results within the ecoregions and biomes.
In general, wetter and warmer weather is associated with earlier SOS, which is in agreement with what the GIMMS correlation pattern revealed in Europe even though the GIMMS results are not statistically significant. Field observations of the start of season have been shown to be negatively correlated with NAO in the Baltic States (Aasa et al. 2004) . A reversed response for observations near the Ural Mountains (Kuznetsk station) has been reported by the same authors, which corresponds with the area of positive correlation that the GIMMS data reveals just northwest of Kazakhstan (Fig. 6 ). There is a substantial regional discrepancy over western Russia between SOS fields based on PAL data and those based on GIMMS data. The PAL SOS data exhibit higher variability early in the year, which can be attributed to data quality issues, and results in poorer model fits. The localization of the discrepancy points to an anthropogenic source, perhaps air pollution affecting atmospheric optical thickness that is corrected more effectively in the GIMMS data. However, even though the PAL model fits are lower (average r 2 for all pixels and all years ϭ 0.83) than the GIMMS model fits (average r 2 for all pixels and all years ϭ 0.92), the models still perform well enough for peak position estimation.
The satellite observations of the peak position, measured in AGDD are positively correlated with NAO and AO; thus, years with higher NAO have peaks occurring at more AGDD. In contrast to the SOS patterns, AO has a stronger effect on the peak position than NAO. This might correspond with the stronger correlation of AO with Eurasian temperature than NAO (Thompson and Wallace 1998) . A comparison of GIMMS and PAL peak position results (Figs. 8 and 9 ) reveals a far greater similarity for the results based on the two NDVI datasets than for the correlations with SOS (Figs. 6 and 7) . For high NAO we found significantly higher AGDD for the peak in northern Siberia, around the Lena River delta, and in eastern Siberia. It appears that there is a significant correlation between NAO and the snow cover in June in eastern Siberia with lower snow cover for high NAO, which corresponds to higher overall temperatures (Ogi et al. 2004) . Groisman et al. (2006) found a 9-day increase in the annual and a 3-day increase in the summer number of days with unfrozen ground in the far east of Siberia (north of 55°N). Previously, we have also found a significant increase in peak NDVI in the taiga and tundra regions of the International Geosphere-Biosphere Programme (IGBP) far-east Siberian transect, as well as significantly earlier peak positions (ranging from 4 to 8 days) for taiga and mixed forests in this transect (de Beurs and Henebry 2005) .
Vegetation in northern Siberia is both heat and light limited. As a result, there are strong constraints on the growing season length and timing. The earlier start of the growing season combined with peaks for higher AGDD might indicate that, while there is a change in the timing of growing season, the increase in temperature is not completely absorbed by a time change. In other words, were we to determine the temperature throughout the growing season during high NAO, we would find a shift in the timing of certain events in the vegetated land surface (e.g., SOS, peak position) in addition to an increase of temperature at those events. If the start of the growing season would be solely based on temperature (and not also on the amount of solar radiation or day length), then we should be able to find growing season peaks that are even earlier with respect to day of year. This observation may be important as it suggests that the growing season shift is not without limits and that, in fact, the limits might already have been met at higher latitudes.
b. NAO and AO effects evaluated at the level of ecoregions
Certain ecoregions are more influenced by the NAM than others. The winter NAO and AO indices are associated with significant influence on LSP model peak position in 22 and 26 ecoregions, respectively. Figure 11 provides a synopsis of this differential influence using four categories: 1) those ecoregions exhibiting no significant rank correlation in either dataset; 2) those ex-hibiting a significant correlation in only one dataset; 3) those exhibiting significant correlations in both datasets and agreeing in sign; and 4) those exhibiting significant correlations in both datasets and opposing in sign. The general pattern is that more northerly colder ecoregions exhibit significant effects (categories 3 or 4) while more southerly warmer ecoregions rarely manifest effects. Only one ecoregion is in category 4 for both the NAO and AO-the Scandinavian and Russian taiga. This unique response suggests that the ecoregion is too distended; it sprawls from the Urals westward around the Gulf of Finland and down the Scandinavian peninsula. (Appendixes A and B provide a detailed breakdown by ecoregion of the association of NAO and AO with the peak position of the land surface phenology models fit for GIMMS and PAL datasets.)
c. NAO and AO effects evaluated at the level of biomes
The most prevalent biome is boreal forest/taiga, constituting nearly 48% of the 1822 Mha of the vast northern Eurasia study region (Table 1) . Tundra, temperate broadleaf forests, and temperate grasslands biomes each constitute between 200-300 Mha (or 12%-16%) of the study region. At 152 Mha, deserts cover just more than 8% and the rarest biome, temperate conifer forests, registers less than 2.5% at 48 Mha. Significant effects of the AO on LSP peak position are found in 14%-15% of the area of northern Eurasia with the most impacted biomes being boreal forest/taiga in area (128) (129) (130) (131) (132) (133) (134) (135) (136) and tundra in proportion (22%-23%). The results for NAO are comparable though more variable: boreal forest/taiga (87-152 Mha) and tundra (24%-28%). Temperate broadleaf forests also have a high proportion of biome area impacted by the NAM (12%-17%). Temperate grasslands, deserts, and temperate conifer forests all exhibit more widely significant impacts in association with the AO than the NAO (Table 1 ). In total, between 220 and 295 Mha of northern Eurasia shows significant linkages between LSP peak position and the winter NAO index; whereas, the winter AO index is significantly correlated with LSP peak position across 257-267 Mha. Table 1 and appendixes A and B show that there is more agreement in the general pattern of LSP peak position results between datasets than disagreement. Uncertainities arise in part from the datasets' different schemes to correct for sources of noise and artifacts. However, for LSP investigations it is significant that the GIMMS and PAL datasets provide composites at different tempos. The PAL composites occur every 10 days, while at 15 days the GIMMS composites have 50% lower temporal resolution. As a result, the interannual variability for PAL can be much higher than for GIMMS. Spring green-up can occur very rapidly, especially in the higher latitudes. As a result, finer temporal resolution, such as the PAL data provides, might be the key to accurately monitor the SOS. However, the drawback of the higher temporal resolution is that the PAL data are also noisier than the GIMMS data; thus, there is an increased chance of selecting models with a "false" start of season.
d. Effects of data choice
Although the SOS correlation pattern for the two datasets appears dramatically different in east-central Europe and western Russia, the correlation patterns are much more similar in the far northeastern part of Russia. This similarity might be result of the shorter growing season of the taiga and tundra regions in the north. The length of the growing season in this region is so short that the interannual variability of start of season is diminished in the PAL data. An inspection of the interannual variability of the start of season in the PAL data reveals that SOS in eastern Russia (SOS interannual variability in days: 23.8) is only half the interannual variability of western and east-central Europe (SOS interannual variability in days: 47.0).
Conclusions
In this paper we have shown how land surface phenologies across northern Eurasia are modulated by the northern annular mode. We used fields of Spearman rank correlations and their significances to reveal the connections of two indices of the NAM with several sources of weather data and fields of parameter estimates from parsimonious yet optimal models of land surface phenology. We used two different but related NDVI image time series to estimate the LSP models.
To understand the effects of climate change and variability due to planetary-scale dynamical modes, it is important to look at interannual and seasonal changes in surface vegetation. Feedbacks between the vegetated land surface and processes in the lower troposphere are nontrivial and have the potential to aggravate or attenuate regional and global climate change (Betts et al. 2007; Pielke et al. 2007) .
Our study shows the following:
• There is widespread influence of the NAM on the land surface phenologies across northern Eurasia affecting 200-300 Mha, especially in the tundra ecore- 
