Abstract: Prognostic and health management (PHM) can ensure that a lithium-ion battery is working safely and reliably. The main approach of PHM evaluation of the battery is to determine the State of Health (SoH) and the Remaining Useful Life (RUL) of the battery. The advancements of computational tools and big data algorithms have led to a new era of data-driven predictive analysis approaches, using machine learning algorithms. This paper presents the preliminary development of the data-driven prognostic, using a Deep Neural Networks (DNN) approach to predict the SoH and the RUL of the lithium-ion battery. The effectiveness of the proposed approach was implemented in a case study with a battery dataset obtained from the NASA Ames Prognostics Center of Excellence (PCoE) database. The proposed DNN algorithm was compared against other machine learning algorithms, namely, Support Vector Machine (SVM), k-Nearest Neighbors (k-NN), Artificial Neural Networks (ANN), and Linear Regression (LR). The experimental results reveal that the performance of the DNN algorithm could either match or outweigh other machine learning algorithms. Further, the presented results could serve as a benchmark of SoH and RUL prediction using machine learning approaches specifically for lithium-ion batteries application.
Introduction
In the past, nickel-cadmium batteries were generally the only electrical power source for various portable equipment, until nickel metal hybrid and lithium-ion batteries were developed in the 1990s [1] . In the present-day, lithium-ion battery technology is rapidly growing, and it is the most reliable electrical power source for numerous appliances. Lithium-ion batteries are extensively equipped in both high-power applications and low-power electronics products, such as hybrid-motor engines, electric cars, smartphones, tablet, laptops, etc. To date, lithium-ion technology is considered to be a standard power source, and its performance continues to improve. There is currently no any other technology that has proven to perform better than the lithium-ion battery. Therefore, there will be no other battery technologies that lithium-ion anytime soon, and the main focus of the ongoing technology is still aimed at improving the lithium-ion system in term of both its performance and reliability. The following are the main advantages of lithium-ion batteries: (1) high energy density (up to 23-70 Wh/kg), (2) high efficiency (close to 90%), and (3) long life cycle (provides 80% capacity at 3000 cycles) [2] .
To ensure that the lithium-ion battery system performing reliably, there must be a method that helps to track and to determine the state of health (SoH) of the battery system, along with its remaining
Overview of Data-Driven Prognostics
The PHM of the battery has to be included as part of the condition-based maintenance (CBM) plan of the system. The CBM plan is considered as a preventive strategy, which means that maintenance tasks will be performed only when need arises. This need can be determined by continuously evaluating health status of a particular system's components, or the health state of the system as a whole [11] . CBM has included two major tasks: diagnostics and prognostics. Diagnostics is the process of the identification of faults and part of the current health status of the system, which is described as an SoH, whereas prognostics is the process of forecasting the time to failure. The time left before observing a failure is described as the remaining useful life (RUL) of such a system [12] . To avoid severe negative consequences when systems run until failure, the maintenances must be performed when the system is still up and running. These type of maintenance require early plans and preparation [13] . Thus, CBM must properly be included as part of the system's operation, especially for the critical systems. The prognostic of the system is a crucial factor in CBM.
The prognostic process additionally involves two phases. The first phase of prognostics aims to assess the current health status or state of health (SoH). Terms that are usually used to describe this phase in most of the literature are severity detection and degradation detection, which can also be considered under diagnostics. Classification or clustering techniques can be utilized to perform tasks such as pattern recognition in this phase. The second phase aims to predict the failure time by forecasting the degradation trend, and by identifying the remaining useful life (RUL). Trend projection, tracking techniques, or time series analysis are included in this phase. Most of the academic articles regarding prognostics analysis only consider the first phase [14] . This paper aims to construct and analyze both SoH and RUL, in which focus is made on both the first and second phases of prognostics for the battery system.
Generally, there are two existing major approaches for prognostics evaluation; the data-driven model, and physics-based models. Data-driven methods require adequate data or samples from systems that were run until failure, while physics-based methods evaluate the system's failures via the physics of failure progression. Both the data-driven and physics-based model also have different requirements and use cases, and both also have different advantages and drawback as well. Table 1 summarizes the information on the differences and advantages of each model. Table 1 . Difference between data-driven and physics-based models for diagnostics and prognostics. [15] Physics-Based Model [16, 17] Based on The empirical lifetime data and the use of previous data of the operation of the system Physical understanding of the physical rules of the system, the exact formulas that represent the system
Data-Driven Model

Advantages
The real behavior of the complex physical system is not required.
Higher accuracy because the model is based on an actual (or near-actual) physical system Models are less complex, easier to employ into a real application
The model represents a real system, the model can be observed and judged in a more realistic manner
Drawbacks
Needs a large amount of empirical data in order to construct a high accuracy model
Highly complex, requires extensive computational time/resources, which may not be very suitable for employment in real-world applications The models do not represent the actual system, it requires more effort to understand the real system behavior based on the collected data Limitations in modeling, especially in cases of large and complex systems with non-measurable variables One of the data-driven model approaches for prognostics and diagnostics mentioned earlier are machine learning approaches, which will be the main discussion topic of this paper.
Prognostics of the Lithium-ion Battery
The lithium-ion battery data employed in the prognostics analysis of this work was retrieved from the NASA Ames Prognostics Center of Excellence (PCoE) data repository [18] . This dataset contains the test results of commercially available lithium-ion 1850-sized rechargeable batteries, and the experiment has been performed under controlled conditions in the NASA prognostics testbed [19] .
Experimental data were obtained from three different lithium-ion battery-operational test conditions: charge, discharge, and impedance. All experiments were performed at room temperature. The charge was performed at a constant current of 1.5 A until the voltage reached 4.2 V, and then it continued charging at a constant voltage until the charge current dropped to 20 µA. The discharge was also performed at a constant current of 2 A until the voltage dropped to 2.7 V, 2.5 V, 2.2 V, and 2.5 V. These same tests were performed for batteries No. 05, No. 06, No. 07, and No. 18. The impedance test was done by using EIS (Electrochemical Impedance Spectroscopy) frequency adjustment from 0.1 kHz to 5 kHz. By repeatedly performing charge and discharge tests in multiple cycles, this accelerated the aging characteristics of the batteries. This aging effects of the lithium-ion battery can be explained by using the physics-based model established in [20] . The tests were stopped when the batteries reached the end of life criteria, which was defined as a 30% fade from the rated capacity. Figure 1 is the schematic diagram of the tested battery. The parameters of the schematic diagram included the Warburg impedance (R W ) and the electrolyte resistance (R E ), the charge transfer resistance (R CT ), and the double-layer capacitance (C DL ). The two parameters R W and C DL showed a negligible change over the aging process of the battery, and these might be excluded from further analysis [21] . Based on the schematic diagram of the tested battery, below is the characteristic profile of battery No. 05, which will be used as a training data set. Figure 2 shows some details of the current and voltage behaviors during the charging and discharging cycles of battery No. 05. Figure 1 is the schematic diagram of the tested battery. The parameters of the schematic diagram included the Warburg impedance (R W ) and the electrolyte resistance (R E ), the charge transfer resistance (R CT ), and the double-layer capacitance (C DL ). The two parameters RW and C DL showed a negligible change over the aging process of the battery, and these might be excluded from further analysis [21] . Based on the schematic diagram of the tested battery, below is the characteristic profile of battery No. 05, which will be used as a training data set. Figure 2 shows some details of the current and voltage behaviors during the charging and discharging cycles of battery No. 05.
In order to evaluate the prognostics of the battery, the SoH of the battery must be defined. The prognostics of the battery data are often based on the identification of the SoH of the battery. Therefore, it is important to understand the clear definition of SoH, as the SoH will be the main prediction attribute of the proposed data-driven model, along with RUL. It is also important to note that in this work, all attributes from the test data will be used as training attributes. Some of the attributes (or parameters), and the definition of State of charge (SoC) and SoH in the battery dataset for the prognostics analysis of the battery will be discussed in the following paragraphs.
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In order to evaluate the prognostics of the battery, the SoH of the battery must be defined. The prognostics of the battery data are often based on the identification of the SoH of the battery. Therefore, it is important to understand the clear definition of SoH, as the SoH will be the main prediction attribute of the proposed data-driven model, along with RUL. It is also important to note that in this work, all attributes from the test data will be used as training attributes. Some of the attributes (or parameters), and the definition of State of charge (SoC) and SoH in the battery dataset for the prognostics analysis of the battery will be discussed in the following paragraphs. The SoC of the battery indicates the reliability of the battery system. In the literature, the ratio between the available amount of charge and the maximum amount of charge is commonly referred to as the SoC [6] . In some cases, the available amount of charge can also be replaced by the rated capacity (or nominal capacity) provided by battery manufacturers. The SoC can be mathematically expressed as:
where represents the available amount of charge and represents the rated capacity from battery manufacturers.
The SoC definition from Equation (1) seemed to be a straightforward and easy to employ the formula. However, there are some problems using SoC as battery health measurement. First, the only way to derive the rated capacity of a battery is through experiments under a constant discharge rate within a controlled experimental environment. This reason explains the difficulty in using a rated capacity as a reference point in real-world applications [22] . Second, SoC is not considered to have a strong correlation with battery capacity. This is a vital point for making a long-term estimation of the battery's health, since the capacity is the main indication of the battery's health, which will fade over time.
Many alternative SoC equations are defined in several studies to address the aforementioned issues. One interesting definition is practical state-of-charge, or SoCN [23] . This definition uses the maximum practical operational capacity, instead of the manufactured rated capacity, as the maximum amount of charge. SoCN can be expressed as: The SoC of the battery indicates the reliability of the battery system. In the literature, the ratio between the available amount of charge and the maximum amount of charge is commonly referred to as the SoC [6] . In some cases, the available amount of charge can also be replaced by the rated capacity (or nominal capacity) provided by battery manufacturers. The SoC can be mathematically expressed as:
where Q available represents the available amount of charge and C N represents the rated capacity from battery manufacturers. The SoC definition from Equation (1) seemed to be a straightforward and easy to employ the formula. However, there are some problems using SoC as battery health measurement. First, the only way to derive the rated capacity of a battery is through experiments under a constant discharge rate within a controlled experimental environment. This reason explains the difficulty in using a rated capacity as a reference point in real-world applications [22] . Second, SoC is not considered to have a strong correlation with battery capacity. This is a vital point for making a long-term estimation of the battery's health, since the capacity is the main indication of the battery's health, which will fade over time.
Many alternative SoC equations are defined in several studies to address the aforementioned issues. One interesting definition is practical state-of-charge, or SoCN [23] . This definition uses the maximum practical operational capacity, instead of the manufactured rated capacity, as the maximum amount of charge. SoCN can be expressed as:
where C max,p represents the maximum practical capacity as measured from the operating battery at the current time. C max,p may fade over time, due to the effect of battery aging. Apart from the different ways of quantifying SoC, SoH is another important parameter for battery health management. SoH is the direct indication of the health condition of the battery system. SoH can be generally defined as:
One of the most important tasks in prognostics health management of a battery is to accurately estimate the C max,p , as C max,p is required in both Equations (2) and (3) for SoC and SoH estimations, respectively. Our tested battery dataset contained all the aging information of the battery, and the battery SoH was calculated from cycle 0 to cycle 168. As shown in Figure 3 , the estimated SoH of battery No. 05 exponentially degraded as the cycle number increased. The acceptable predicted results must be within the 95% confidence bound [24] . The regression model for SoC and SoH estimation, which aimed to perform similar tasks, was also proposed in [25] . This work introduced a new variable to directly indicate the voltage drop of the battery cell as the prediction variable. This work delivered very interesting results. However, it is not within the scope of our deep learning approach. Our work aimed to use only existing test variables to train and generate the deep learning model for the SoH and RUL estimation of lithium-ion batteries.
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where n is the number of prediction datasets, x i is the real value of testing and monitoring the battery capacity, and x i is the prediction value. RMSE and E RUL are used as the key performance measures of the performance of all traditional machine learning approaches and the proposed deep learning algorithm. RMSE and ERUL will be calculated within the testing phase of the modeling framework, which will be discussed in the next section.
Data-Driven Prognostic Analysis and Modeling
The reason that the machine learning approach works well with the prognostic data, in general, is due to the condition monitoring system, where it collects massive data from equipment. This large amount of data benefits data-driven PHM models, which requires large empirical data in order to create a high accuracy model of the systems. The traditional machine learning methods, called shallow learning models employed in this paper, include: Linear Regression (LR) [26] with the Akaike Information Criterion (AIC) [27, 28] , k-NN [29] , SVM [30, 31] , and ANN [32] [33] [34] [35] [36] . Although there are multiple machine learning algorithms implemented in this work, the main focus is the concept of deep learning, which will be extensively discussed in this section. The rest of the algorithms are well-documented, and will not be further discussed in this paper. Interested readers are encouraged to refer to the associated references for further information. As the deep learning concept was developed based on the ANN, the first discussion in this section will be an initial description of ANN, then the deep learning algorithm and its applications to prognostics assessments will be discussed accordingly.
Artificial Neural Networks
An ANN, usually called a neural network, is a mathematical model or computational model that is inspired by the structural and functional aspects of biological neural networks [32] . A single neural network call, or a perceptron, has an interconnected group of artificial neurons, which process computational information by using a connectionist approach from node to node. An ANN is considered to be an adaptive system, which means that it is able to change its shape based on the different structure of information flow gains for the learning phase. Basically, there are two configuration modes in ANN. First are the feed-forward, and second is the back-propagation ANNs. For the feed-forward network, the connections between the units or nodes do not form a completed back-and-forth cycle. Instead, the information in the network moves only one way forward from the input units, through the hidden units, to the output units. Meanwhile, back-propagation moves the information backward, in order to update weights in the network.
Back-propagation is a supervised learning method that has two phases, the propagation phase and the weight update phase [33] . These two phases are repeated until the performance of the network is satisfied. In back-propagation algorithms, the output values from the network are compared with the actual or correct value, through the calculation of the error-function value. This error-function value is fed back through the network as a reference, to make an appropriate adjustment of the weights of each connection. The goal is to reduce the value of the error-function by selecting the proper weights. This process is repeatedly performed in the training cycle until the condition is satisfied. Usually, the network will converge to a certain state where the error of the calculations is small. This scenario can be considered as if the network has the capability to learn a certain target function.
A Multi-Layer Perceptron (MLP) is a feed-forward ANN model that maps multiple sets of input data onto a set of appropriate output. An MLP consists of multiple layers of nodes, with each layer being connected to the next one, except for the input nodes. Each node in MLP is an artificial neuron apply with a nonlinear activation function. MLP employs back-propagation to train the network, while multiple network layers consist of many computational units that are interconnected in a feed-forward fashion. Many applications apply a sigmoid function as an activation function.
There are multiple activation functions that can be implemented in ANN, for example, linear or identity functions, binary step functions, hyperbolic tangent function, and sigmoid function. In this paper, the sigmoid activation function of the hidden layer used in the implementation (Section 4) is a Gaussian spheroid function, expressed as follows:
The output of the hidden neuron gives a measure of distance between the input vector x and the centroid c of the data cluster. The parameter σ represents the radius of the hypersphere, which is generally determined by using an iterative process of selecting an optimum width. In addition to the activation function of the neural network, another condition that needs to be considered in order to construct the classification model is the learning or training algorithm of the neural network. A learning algorithm is a systematic step-by-step procedure through which the connection weights among the neurons are adjusted to minimize the difference between the predicted and the actual values of an output variable [34] . This adjustment was performed in this study by using the most popular method of training, as mentioned earlier, which is known as the back-propagation learning algorithm. In addition to its broad employments in various applications, the back-propagation learning algorithm has been shown to be more efficient than other learning algorithms for solving most regression problems [35] .
There are three main reasons that are impacted by the efficiency of the back-propagation learning algorithm. First, this learning algorithm is simple to perform. Second, the back-propagation learning algorithm is able to provide reasonably accurate results for complicated applications in which the input and output relationships are nonlinear [36] . Finally, and most importantly, the back-propagation learning algorithm has revealed an acceptable level of generalization ability. The performance of the MLP networks trained by the back-propagation learning algorithm is usually controlled by the learning rate and momentum. Varying in a range between 0 and 1, the learning rate is a parameter that affects how the connection weights within a network are updated. These updates also include a portion of the last weight change, to accelerate the training convergence, and to improve the training precision. This portion is defined by the momentum, which, like the learning rate, varies over a range of 0-1. Similar to the number of hidden neurons, a specific rule that determines the best values for the learning rate and momentum has not yet been proposed in the literature. As a result, this determination was performed in this study by examining different values from 0-0.9, with a constant step size of 0.1.
Overview of the Deep Learning Concept
The deep learning concept was first suggested by Geoffrey Hinton in 2006, and it has become well-known in both academia and industry [37] . Deep learning is an improvement of a Multi-Layer Perceptron with a better power of learning representation, which holds the potential to overcome the deficiencies in traditional machine learning methods [38] . The notable advantage of deep learning is that it is able to capture the representation of information from raw data through multiple complex non-linear transformations and approximations. In order to accurately evaluate the state of systems, to decide whether or not the equipment in the systems need to be maintained or not as part of CBM, fault diagnosis and prognostics may benefit from the utilization of deep learning.
The main algorithms of deep learning include the Deep Neural Network, the Convolutional Neural Network (CNN), the Recurrent Neural Network (RNN), and the expansion of CNN and RNN, such as the Long short-term memory network (LSTM). There are also hybrid networks that combine different types of stacked layers. The following are the characteristics of each deep learning algorithm.
The Deep Neural Network (DNN) is generally a stack of multiple hidden layers instead of only one hidden layer in the standard ANN architecture [39] . The DNN hidden layers are the multiple feed-forward layers that are trained with a back-propagation stochastic gradient descent. The hidden layers consist of neurons nodes with tanh, rectifier (ReLU), and maxout activation functions. DNN has features such as an adaptive learning rate, rate annealing, momentum training, dropout, and regularization. These features are believed to enable a higher predictive accuracy compared to the regular ANN.
The Convolutional Neural Network (CNN) is basically composed of layers of convolutions consisting of neurons, with tanh, ReLU being applied to the results. CNN uses convolutions over the input layer to compute the output. An individual layer of CNN applies different types of filters. The edges of the layers capture the shape of the data, and then they use these shapes to determine higher-level features. The last layer classifies the output by using these high-level features.
The Recurrent Neural Network (RNN) makes use of sequential information. The RNN defines the inputs and outputs as a dependent variable based on a time sequence. RNN performs the same task for every element of a sequence. The output at the last time step of RNN is dependent on the previous computations. RNN may be considered to have a "memory", as it can capture information about calculations in past sequences. However, RNN has a limitation in capturing the length of the data. This leads to the development of the LSTM network, which can capture longer sequences of information [40, 41] .
Employment of Deep Learning to Prognostic Data
In the diagnostics and prognostics fields, the developing trend of employing the deep learning approach has evolved from fault detection and failure diagnosis to degradation pattern recognition and time series predictive analysis. The modeling methods have grown from using only a single algorithm such as DNN, CNN, and RNN, to the Hybrid model, or a combination of multiple layer types and traditional algorithms. The application range of using deep learning has also been expanding continually over the years, from machinery, electrical, and electronics systems, to wind-power and high-end aerospace equipment [38] .
In this paper, only DNN was employed to model the SoH and RUL of the battery data against other traditional machine learning algorithms. Each of these deep learning algorithms have their own advantages and disadvantages. It has apparently been discovered that ANN and DNN are more suitable for tackling one-dimensional data. CNN is better handling multidimensional data, as it has adopted types of convolutional techniques. RNN is suitable for applications that deal with time series or dependent input data, and DNN is usually employed for extracting global features from fault data, which will be suitable for the lithium-ion battery data. Additionally, as aforementioned, the layers of CNN and RNN are far more complex than those of DNN. Therefore, CNN and RNN take more time for training the model, which is their major drawback. These reasons make DNN more suitable for employment in real applications for the most case.
The Deep Neural Network Framework and Model for Prognostic Data
Currently, deep neural network (DNN) has become a well-employed approach in machine learning, due to its promising performance and advantages. DNN employs a multi-layered feed-forward neural network that is similar to the vanilla artificial neural network, but with densely stacked or fully-connected hidden layers instead of one hidden layer. In order to develop a DNN framework for prognostic data, the similar practice of developing the ANN framework has been used.
In this work, the DNN framework for prognostic data was developed based on a Cross-industry standard process for data mining (CRISP-DM) [42] , and this is illustrated in Figure 4 . This can be considered as the general framework of fault prognostics by using a deep learning algorithm. The framework is generally divided into five phases: the definition states phase, the pre-processing phase, the training phase, testing phase, and evaluating phase. The details of each phase are as follows:
1.
Definition states phase. This phase specifically focuses on defining the failure of the system, identifying the prognostic problem, and evaluating system health states.
2.
Pre-processing phase. In this phase, sensory data are collected according to the predefined health state, in order to build a raw dataset for the experiment. The raw datasets are preprocessed and normalized, and then divided into a training and a testing dataset. 3.
Training phase. In this phase, initial parameters are developed, and the classification model is trained by the training dataset, based on deep learning theory. It is particularly important to fine-tune the classification model through misclassification errors (such as RSME).
4.
Testing phase. In this phase, the testing dataset is put into the trained classification model to identify prognostic predictions or projection results.
5.
Evaluating phase. This phase mainly finishes with computing the accuracy, reporting on, and evaluating the diagnosis results from the final model. The prognostic model of the battery data using DNN was developed based on the aforementioned framework. The experiment with the data was constructed by varying the number of dense layers in DNN. In this experiment, the hidden layer was varied to analyze the SoH of battery data until it delivered the best RMSE results. In addition, the dropout layer was also applied as the last layer before the output layer, to prevent the overfitting problem. The dropout layer applied to the last layer of DNN, to randomly drop neurons during the model training, as shown in Figure 5 . Each neuron is retained with a fixed probability, p which is independent of other neurons. The neural network after being sampled, the so-called "thinned" network, will contain only the surviving neurons (Figure 5b ).
By training a neural network with some dropouts, the whole network can be trained more often than training regular networks without dropout, because the network is thinned so that it can be trained at less frequency. The network then becomes less sensitive to some specific weights. This results in the network being better at generalization. In this work, a p-value of 0.25 is applied to the network, as suggested, to be the optimal dropout rate for the network to avoid overfitting, but to still maintain the best prediction accuracy [43] . The prognostic model of the battery data using DNN was developed based on the aforementioned framework. The experiment with the data was constructed by varying the number of dense layers in DNN. In this experiment, the hidden layer was varied to analyze the SoH of battery data until it delivered the best RMSE results. In addition, the dropout layer was also applied as the last layer before the output layer, to prevent the overfitting problem. The dropout layer applied to the last layer of DNN, to randomly drop neurons during the model training, as shown in Figure 5 . Each neuron is retained with a fixed probability, p which is independent of other neurons. The neural network after being sampled, the so-called "thinned" network, will contain only the surviving neurons (Figure 5b ).
By training a neural network with some dropouts, the whole network can be trained more often than training regular networks without dropout, because the network is thinned so that it can be trained at less frequency. The network then becomes less sensitive to some specific weights. This results in the network being better at generalization. In this work, a p-value of 0.25 is applied to the network, as suggested, to be the optimal dropout rate for the network to avoid overfitting, but to still maintain the best prediction accuracy [43] . By varying the hidden layers of DNN from two layers to four layers, the RMSE results from Table 2 show that the best formation of DNN consists of three stacked dense or fully-connected hidden layers, with the ReLU activation function (see Appendix A for the explanation of the ReLU function), as described in Figure 6 . It might also be worthwhile to note that there are some predictions of fluctuation in the DNN model that are implemented by using the Keras library, which is the open source neural network library that is employed in this experiment. Therefore, each DNN experiment was performed with 10 trials. The RMSE results of the final model (three dense layers) are as shown in Table 3 . The best result from the trials was chosen to be the final model. From this section, the preliminary model of deep learning was developed, based on the deep neural network. The objective of this paper was to prove that the deep learning algorithm outperformed other traditional machine learning algorithms, and ultimately, to provide a complete benchmark of SoH and RUL prediction for the lithium-ion battery. In the next section, the prognostic of the lithium-ion battery data mentioned in Section 2 will be tested by using the machine learning approach, and a deep learning model that has been mentioned previously.
Case Study
In this section, an analysis of battery No. 06, No. 07, and No. 18 degradation datasets obtained from NASA Ames Prognostics Center of Excellence (PCoE) database [18] was conducted to validate the effectiveness of the developed DNN approach. The dataset of battery No. 05 was used as a training dataset for all algorithms. A detailed description of the experimental data has been provided in Sections 2 and 3, along with the validation method for SoH and RUL. The SoH experimental results from tradition machine learning algorithms and the developed DNN will be presented in Section 4.1. The RUL results from the tradition machine learning algorithms and the developed DNN will be shown in Section 4.2, and all results for both the SoH and RUL estimations from all algorithms will be discussed in Section 4.3. By varying the hidden layers of DNN from two layers to four layers, the RMSE results from Table 2 show that the best formation of DNN consists of three stacked dense or fully-connected hidden layers, with the ReLU activation function (see Appendix A for the explanation of the ReLU function), as described in Figure 6 . It might also be worthwhile to note that there are some predictions of fluctuation in the DNN model that are implemented by using the Keras library, which is the open source neural network library that is employed in this experiment. Therefore, each DNN experiment was performed with 10 trials. The RMSE results of the final model (three dense layers) are as shown in Table 3 . The best result from the trials was chosen to be the final model. From this section, the preliminary model of deep learning was developed, based on the deep neural network. The objective of this paper was to prove that the deep learning algorithm outperformed other traditional machine learning algorithms, and ultimately, to provide a complete benchmark of SoH and RUL prediction for the lithium-ion battery. In the next section, the prognostic of the lithium-ion battery data mentioned in Section 2 will be tested by using the machine learning approach, and a deep learning model that has been mentioned previously.
In this section, an analysis of battery No. 06, No. 07, and No. 18 degradation datasets obtained from NASA Ames Prognostics Center of Excellence (PCoE) database [18] was conducted to validate the effectiveness of the developed DNN approach. The dataset of battery No. 05 was used as a training dataset for all algorithms. A detailed description of the experimental data has been provided in Sections 2 and 3, along with the validation method for SoH and RUL. The SoH experimental results from tradition machine learning algorithms and the developed DNN will be presented in Section 4.1. The RUL results from the tradition machine learning algorithms and the developed DNN will be shown in Section 4.2, and all results for both the SoH and RUL estimations from all algorithms will be discussed in Section 4.3. 
Results for SoH Estimation
In this experiment, the discharge data for all 164 cycles and 11,345 sample points from battery No. 05 were employed. The SoH was calculated from the initial capacity as being 1.9 AHr. The result is considered to be a long-term SoH estimation of the battery. Figure 7a -c show the SoH estimation performance for batteries No. 06, 07, and 18, using k-NN, LR, SVM, ANN, and DNN respectively. The x-axis represents the cycles, and the y-axis represents the SoH. The triangle marked with a light blue line curve shows the true SoH, and the rest of the curves show the predicted SoH by the k-NN, LR, SVM, ANN, and the developed DNN. The SoH estimators will be employed in each discharge cycle for the SoH estimation.
It might also be worthwhile to mention that the SVM formulation employed in this work was based on the radial basis kernel function, with a regularization parameter of 200, and tolerance-ofloss function of 0.1. LR employed the greedy algorithm with 0.1 minimum tolerance parameters. Additionally, k-NN employed the Euclidean distance measurement to evaluate distances among the neighbor data points.
It is clearly shown in the figures that due to the accurate curve fitting of the trained DNN model with batteries No. 06, 07, and 18, the RMSEs of the SoH estimated by the proposed model are much less than the ones estimated by k-NN, LR, SVM, and ANN. In addition, after the batteries aged from the first cycle to the 164th cycle, it is obvious that the proposed DNN approach could capture the degradation pattern far better than the other algorithms. The input capacity in the developed DNN model could provide sufficient information for the stability of the SoH estimation when the batteries were aged. On the other hand, the lack of the knowledge of other approaches resulted in an increasing error for the SoH estimation in the aged cycles. Furthermore, the performance of the capacity convergence by the proposed DNN approach was better, since the knowledge of capacity fade could be captured better by using the DNN model. Considering the result illustrated in Figure 7 , it is also important to note that the results from battery No. 06 performed slightly worse when compared to battery No. 07 and 18. This could be due to the aging pattern of battery No. 06 being slightly different 
It might also be worthwhile to mention that the SVM formulation employed in this work was based on the radial basis kernel function, with a regularization parameter of 200, and tolerance-of-loss function of 0.1. LR employed the greedy algorithm with 0.1 minimum tolerance parameters. Additionally, k-NN employed the Euclidean distance measurement to evaluate distances among the neighbor data points.
It is clearly shown in the figures that due to the accurate curve fitting of the trained DNN model with batteries No. 06, 07, and 18, the RMSEs of the SoH estimated by the proposed model are much less than the ones estimated by k-NN, LR, SVM, and ANN. In addition, after the batteries aged from the first cycle to the 164th cycle, it is obvious that the proposed DNN approach could capture the degradation pattern far better than the other algorithms. The input capacity in the developed DNN model could provide sufficient information for the stability of the SoH estimation when the batteries were aged. On the other hand, the lack of the knowledge of other approaches resulted in an increasing error for the SoH estimation in the aged cycles. Furthermore, the performance of the capacity convergence by the proposed DNN approach was better, since the knowledge of capacity fade could be captured better by using the DNN model. Considering the result illustrated in Figure 7 , it is also important to note that the results from battery No. 06 performed slightly worse when compared to battery No. 07 and 18. This could be due to the aging pattern of battery No. 06 being slightly different from the training dataset. Additionally, there was a greater distribution of the data of battery No. 06, compared to the other batteries. The RMSE results between traditional machine learning, k-NN, LR, SVM, and ANN, along with the developed DNN, are shown in Figure 7 and Table 4 . SVM has some drawbacks in terms of capturing the patterns of data; yet, it still outperformed other algorithms based on RMSE. When comparing other algorithms against DNN, DNN was shown to perform the best among the four The RMSE results between traditional machine learning, k-NN, LR, SVM, and ANN, along with the developed DNN, are shown in Figure 7 and Table 4 . SVM has some drawbacks in terms of capturing the patterns of data; yet, it still outperformed other algorithms based on RMSE. When comparing other algorithms against DNN, DNN was shown to perform the best among the four approaches in terms of capturing both data patterns and RMSE. Additionally, the models constructed from each algorithm could also be observed in detail, from Table 5 . 
Results for RUL Estimation
In addition to the SoH prediction of the batteries from the previous section, another aspect of the prognostic analysis of the battery data was to predict the RUL of the batteries. RUL prediction focuses on projecting the degradation results from a certain cycle until the EoL of the batteries, which is different from that of the SoH prediction, which focuses on detecting the pattern of degradation. In this experiment, the goal was to compare the RUL prediction result by using k-NN, LR, SVM, and ANN against the proposed DNN algorithm.
The RUL predictions experiments were performed from three different starting points, which were at the 40th cycle, 80th cycle, and the 120th cycle of battery No. 05. The threshold of the EoL of the battery data was set to be at 30% remaining capacity, or at the 164th cycle. This was deemed to be the rule of thumb of the EoL threshold, for the battery to remain active. There are some other aspects of the DNN that should also be considered further, which are the optimizer of the network, and the loss function. DNN in this work was performed by employing "Adam" or Adaptive Moment Estimation, as an optimizer (see Appendix B for more details). Additionally, based on the nature of the battery dataset in this work, the absolute error function was employed as the loss function [44] . Absolute errors measured the mean absolute value of the difference between the elementwise inputs. The absolute error formula used as the loss function can be expressed by the following equation:
where y i and y i are, respectively, the predicted data and the input data of each iteration or epoch i, and k is the number of iterations or epochs. In this work, the total number of iterations or epochs was set to be equal to 1024, as suggested in reference [45] .
The RUL predictions experiments were performed from three different starting points, which were at the 40th cycle, 80th cycle, and the 120th cycle of battery No. 05. The threshold of the EoL of the battery data was set to be at 30% remaining capacity, or at the 164th cycle. This was deemed to be the rule of thumb of the EoL threshold, for the battery to remain active. The data before the starting cycle was used as a training dataset to make the prediction from each starting cycle, and the error of RUL (Equation (5)) was calculated to compare the accuracy of each machine learning algorithm. The accumulated errors of the RUL results are as shown in Table 6 , and the projection results of RUL are as shown in Figure 8 . Note that the RUL results focus on making a projection, not to recognize the data's pattern. Table 6 . The error of RUL estimation by using DNN and traditional machine learning algorithms. 40th cycle  24  19  12  6  5  80th cycle  17  12  10  3  2  120th cycle  19  9  4  1  1 The results from Table 6 and Figure 8 show that, overall, the proposed DNN algorithm outperformed all other machine learning algorithms. The prediction result at the 120th cycle of DNN and ANN are the same. However, DNN still performed better than ANN in term of accuracy while having a smaller set of training data. As shown by the result, DNN provided a slightly better result when starting at the 40th cycle and the 80th cycle. Additionally, the trend of the result also showed that having more training data improves the prediction result for every algorithm in this experiment. 
Error of RUL
Starting Points k-NN LR SVM ANN DNN
Discussion and Future Work
From the experimental results in Section 4.1 and 4.2, it is obvious that the proposed DNN algorithm can outperform k-NN, LR, SVM, and ANN in these specific lithium-ion battery datasets. However, there are two points that need to be addressed here. First, the DNN proposed in this work can outstandingly capture the degradation pattern based on the prediction of the SoH result in Section 4.1. In contrast, in terms of predicting the projection of the RUL (Section 4.2), the performance of DNN is only comparable to ANN. This is suspected to be due to the fundamentals of DNN being based on ANN. The second point is in the case of having smaller training dataset, the DNN performed better overall. This can be observed from the RUL prediction results. DNN provided better results when started from the smaller amount of training data at the 40th and 80th cycles, compared to the typical neural network.
The results obtained from this work also prove that the deep learning algorithm is effective and suitable for employment for prognostic and diagnostic data modeling, particularly in the prognostics of the battery data set. The prognostic results will eventually aid in condition-based monitoring of maintenance activities, to obtain the best time to replace the batteries without causing a long downtime in the main systems. Based on this experiment, the downsides of using a deep learning algorithm include: (1) a higher computational time and (2) more resources are required by DNN than for the other two algorithms. These drawbacks are also true for other deep learning algorithms as well. This conclusion is that deep learning is more suitable for studies that require a higher accuracy, but which may not be the most suitable for works that need real-time processing. In the battery PHM application, real-time processing is not very crucial, since the prediction should be prior to the endof-life of the batteries. In addition, with the advancement of the computational tools, the real-time processing concern could be minimized, and the computational time will be improved. In the future, real-time processing might no longer be an issue for implementing deep learning in most PHM cases.
The deep learning model in this paper was only developed based on the Deep Neural Network algorithm (DNN). As mentioned in Section 3.4, there are other more complex deep learning algorithms that have been developed over the years, such as the Convolutional neural network (CNN), the Recurrent neural network (RNN), and the Long short-term memory network (LSTM). These deep learning algorithms will be explored in the field of prognostics analysis in the future. It is also worth noting that some researchers have started to employ the LSTM network for similar battery prognostic data, to predict the remaining useful life (RUL) of the battery [46] . Although this has already been done, it is incomparable to the experiments in this work based on the fact that the experiment on LSTM in the literature implemented a different dataset, and more importantly, the experiment only focused on testing the LSTM network in the model, and did not provide a complete comparison to other models that use traditional machine learning algorithms. This leaves gaps to be explored in the future, particularly with benchmarking all deep learning algorithms. 
From the experimental results in Sections 4.1 and 4.2, it is obvious that the proposed DNN algorithm can outperform k-NN, LR, SVM, and ANN in these specific lithium-ion battery datasets. However, there are two points that need to be addressed here. First, the DNN proposed in this work can outstandingly capture the degradation pattern based on the prediction of the SoH result in Section 4.1. In contrast, in terms of predicting the projection of the RUL (Section 4.2), the performance of DNN is only comparable to ANN. This is suspected to be due to the fundamentals of DNN being based on ANN. The second point is in the case of having smaller training dataset, the DNN performed better overall. This can be observed from the RUL prediction results. DNN provided better results when started from the smaller amount of training data at the 40th and 80th cycles, compared to the typical neural network.
The results obtained from this work also prove that the deep learning algorithm is effective and suitable for employment for prognostic and diagnostic data modeling, particularly in the prognostics of the battery data set. The prognostic results will eventually aid in condition-based monitoring of maintenance activities, to obtain the best time to replace the batteries without causing a long downtime in the main systems. Based on this experiment, the downsides of using a deep learning algorithm include: (1) a higher computational time and (2) more resources are required by DNN than for the other two algorithms. These drawbacks are also true for other deep learning algorithms as well. This conclusion is that deep learning is more suitable for studies that require a higher accuracy, but which may not be the most suitable for works that need real-time processing. In the battery PHM application, real-time processing is not very crucial, since the prediction should be prior to the end-of-life of the batteries. In addition, with the advancement of the computational tools, the real-time processing concern could be minimized, and the computational time will be improved. In the future, real-time processing might no longer be an issue for implementing deep learning in most PHM cases.
The deep learning model in this paper was only developed based on the Deep Neural Network algorithm (DNN). As mentioned in Section 3.4, there are other more complex deep learning algorithms that have been developed over the years, such as the Convolutional neural network (CNN), the Recurrent neural network (RNN), and the Long short-term memory network (LSTM). These deep learning algorithms will be explored in the field of prognostics analysis in the future. It is also worth noting that some researchers have started to employ the LSTM network for similar battery prognostic data, to predict the remaining useful life (RUL) of the battery [46] . Although this has already been done, it is incomparable to the experiments in this work based on the fact that the experiment on LSTM in the literature implemented a different dataset, and more importantly, the experiment only focused on testing the LSTM network in the model, and did not provide a complete comparison to other models that use traditional machine learning algorithms. This leaves gaps to be explored in the future, particularly with benchmarking all deep learning algorithms.
In addition to benchmarking deep learning approaches with other machine learning algorithms, in the future, physical experiments will be explored, to bridge the gap between data-driven models and physics-based models for PHM applications. Data-driven models will be employed to help in easing the modeling complexity in physics-based models of lithium-ion batteries. Thus, an accurate battery models that mimics models in real-world applications could be obtained without the need for extensive outputs of time and resources. The advancements in artificial intelligence and machine learning algorithms play an important role in defining future approaches in PHM for lithium-ion batteries, as well as many other engineering applications.
Conclusions
This work aims to accomplish two tasks. First, a complete benchmarking of the data-driven model by using a machine learning algorithm with the battery prognostic data is made. Second, a preliminary data-driven model is developed by using a deep learning algorithm for the prognostic data. This paper has achieved its goal to aid, as a benchmark, the prognostic data-driven model for battery data using machine learning algorithms, and based on the results from the case studies, it shows that the deep learning algorithm provides a promising outcome for predicting and modeling the prognostic data, especially in the battery prognostic and health management applications. Based on the accuracy archived, we also believe that the traditional physics-based model may be replaced by data-driven models in the near future, in various fields and applications. The reliable data-driven model has many advantages over a traditional physics-based model. The first major advantage is that it overcomes the complexity of the physics-based model. This attribute of less complexity in a data-driven model helps to reduce the involvement of the domain experts in particular fields. In the future, the predictive model might be able to be generated and constructed without any opinion or knowledge from experts at all. The second advantage is that data-driven models can be employed in real-time situations, due to the shorter computational time needed, when compared to physics-based models in general. The last point is that the data-driven model is more cost-effective to construct and to employ in real applications.
As an example, a data-driven model can be generated and monitored by using only regular personal computing devices, without the need for exclusive and excessive resources. This future trend of data-driven models is in line with the recent achievement of deep learning algorithms and artificial intelligence. These methodologies are believed to be the main approaches in the further development of data-driven models. However, the accuracy of prediction and the higher performance of using deep learning algorithms also comes with the drawback of higher computational time. With rapid advancements in technology, the computational time could be substantially reduced. The future direction of this work will focus on developing a hybrid-deep learning model that could be universally applicable to multiple types of prognostic data. Funding: This research received no external funding.
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Appendix A
Rectified Linear Units (ReLU) is an activation function of neural networks, defined as:
where x is the input to a neuron, and + represents the positive part of its arguments. ReLU has been demonstrated to achieve better training for deeper networks [47] [48] [49] compared to other activation functions such as the logistic sigmoid and the hyperbolic tangent [50, 51] .
