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Abstract: Time-optimal trajectories describe the minimum execution time motion along a given
geometric path while taking system dynamics and constraints into account. By using a model of
the real plant, inputs are provided that ought to yield minimal execution time and good tracking
performance. In practice however, due to an imperfect model, the computed inputs might be
suboptimal, result in poor tracking or even be infeasible in that they exceed given limits. This
paper therefore presents a novel two-step iterative learning approach for industrial robots to
find time-optimal, yet feasible trajectories and improve the tracking performance by repeatedly
updating the nonlinear robot model and solving a time-optimal path tracking problem. The
proposed learning algorithm is experimentally validated on a serial robotic manipulator, which
shows that the developed approach results in reduced execution time and increased accuracy.
Keywords: Learning control, Iterative improvement, Time-optimal control, Robotic
manipulators, Parameter estimation
1. INTRODUCTION
Iterative learning control (ILC) has been intensely re-
searched to improve the performance of repetitive pro-
cesses for over 30 years with a first mentioning in the
English speaking community in Arimoto et al. (1984).
Executing the same task repeatedly, the output error of
one execution is used to update the input of the next run
by implicitly performing a model correction and a model
inversion. As summarized in Bristow et al. (2006), wafer
stages, batch processes in chemical plants and robotic
applications are amongst the mentionable applications. Al-
though there are approaches for applying ILC to nonlinear
systems with specific structures, see Xu (2011), the major-
ity of algorithms requires a linear model of the considered
system. A generic approach for nonlinear systems was
first presented in Volckaert et al. (2010) and elaborated
in Volckaert et al. (2011) and Volckaert et al. (2013). It
is shown that norm-optimal ILC can be interpreted as
a two-step procedure: First computing an explicit model
correction and subsequently inverting the corrected system
dynamics. Within this framework, both steps are formu-
lated as optimization problems and are efficiently solved.
The research on optimal path tracking for robotic ma-
nipulators can be traced back to the early 1970s, such
as the contribution of Kahn and Roth (1971). Given a
geometrically defined path, the main aim is to find a
feasible trajectory that is optimal w.r.t. a desired objec-
tive, e.g. minimal execution time or energy. A feasible
solution thereby has to meet defined constraints, e.g. on
the inputs or outputs, and describes a mapping of the
geometric path to a time-dependent trajectory. Various
approaches to find such an optimal solution for complex
system dynamics have been proposed, reaching from bang-
bang acceleration profiles as presented in Bobrow et al.
(1985), to specific path-parametrizations and subsequent
optimization as in Verscheure et al. (2008). Considering
robotic manipulators, it was shown in Debrouwere et al.
(2013) that a number of characteristics can be exploited
that yield efficient convex-concave optimization problems.
Although both topics attracted wide attention in the
past, their combination is rare due to their unlike nature.
While optimal path tracking operates in time domain,
ILC concerns the so-called iteration domain and assumes
identical execution time for every iteration. The spatial-
based ILC algorithm introduced in Moore et al. (2007)
can be considered the first attempt of combination but
restricts the inputs to be either on or off and requires a
bang-bang velocity reference. Therefore, no other system
limitations or objectives such as the input effort can be
taken into account. In Janssens et al. (2013) a more
extensive approach including the solution of an optimal
path tracking problem is proposed. Due to the simplicity
of the studied application, the algorithm needs further
elaboration to be used for a robotic manipulator. A recent
contribution of Milosavljevic et al. (2016) investigates a
different approach where the time-optimal trajectory is
fixed while the ILC converges and shows simulation results
for a robotic application.
In this paper we propose a novel two-step iterative learning
approach for a path tracking problem applied to a robotic
manipulator that directly combines ILC and optimal path
tracking. We implement an explicit model correction that
represents the first step of an ILC algorithm and substi-
tute the second step by a state-of-the-art optimal path
tracking algorithm to obtain not only a feasible but also
time-optimal trajectory. As a result, the inputs for this
trajectory, given the latest model estimate, are obtained
in every iteration.
Fig. 1. Configuration of the closed-loop and scheme of the
iterative learning algorithm.
The remainder of this paper is organized as follows.
Section II introduces the nomenclature and terms that
are used. Section III details the algorithm by outlining
the proposed procedure and describing the separate steps
of model correction and optimal path tracking. Results of
an experimental validation are given together with details
of the considered setup in Section IV, and Section V
concludes this paper.
2. PRELIMINARIES
We consider a serial robotic manipulator with n degrees of
freedom and define its joint angles as minimal coordinates
q ∈ Rn. Following Siciliano et al. (2010), one can derive
the manipulator’s equations of motion
τ = M(q)q¨+C(q, q˙)q˙+ fv(q)q˙+ fc(q˙) + g(q), (1)
by utilizing the Euler-Lagrange formalism, where τ ∈ Rn
are the joint torques, M ∈ Rn×n is the positive definite
inertia matrix, C ∈ Rn×n is the matrix of Coriolis and
centrifugal forces, fv ∈ Rn and fc ∈ Rn are vectors
of viscous and Coulomb friction forces, respectively, and
g ∈ Rn is a vector of gravitational forces. Furthermore, we
introduce an abbreviated form as
τ = T (q, q˙, q¨) (2)
and assume that a – potentially bad – initial estimate of
the model parameters appearing in the matrices of (1) is
known, e.g. from data sheet values. Finally, a controller
C(xc,qr,q) = τ c (3)
is introduced with the controller’s states xc, its output τ c
and the joint angle reference qr that represents the closed-
loop input. Considering additional feed-forward torques
τff, we write the manipulator’s input as
τ = τff + τ c (4)
and close the loop as shown in Fig. 1.
3. ALGORITHM
This section introduces the overall structure of the pro-
posed algorithm and subsequently explains the two sep-
arate steps, namely nonparametric model correction and
optimal path tracking. Further details on matters specific
to the implementation are given in the corresponding sub-
sections.
3.1 Procedure
Consider the current iteration i, corresponding values
denoted with subscript i and measured values denoted
with subscript m. After applying the reference qr,i and
possibly feed-forward torques τff,i, every cycle of the
algorithm consists of the following two steps:
(1) Nonparametric model correction
Using the measured input τm,i and output qm,i, the
inverse dynamics of the manipulator (1) are updated by
nonparametric correction terms αi to yield the improved
model
τ = T (q, q˙, q¨) + αi. (5)
(2) Optimal path tracking
Taking this correction into account, an optimal path track-
ing problem is solved to obtain a time-optimal and feasible
trajectory. The resulting trajectory in joint space and the
corresponding torques represent the next iteration’s pair
of inputs qr,i+1 and τff,i+1, respectively.
Note: Prior to the first full ILC iteration denoted by i = 1,
one iteration using the uncorrected model, i.e. α0 = 0, is
executed to yield the initial trajectory qr,1 and τff,1.
3.2 Iterative Model Correction
Through numerical differentiation of the measured joint
angles qm,i, estimates of the joint velocities q˙m,i and
accelerations q¨m,i are obtained, and used to define the
model mismatch:
∆τ i = τm,i − T (qm,i, q˙m,i, q¨m,i). (6)
Although – given this iteration’s measurements – this
would be the ideal model correction, it is in general not an
advisable choice due to various error sources. Therefore,
the task of finding a nonparametric model correction is
cast into a rather simple optimization problem that also
allows additional regularization terms:
minimize
αi
‖∆τ i −αi‖2 + γ1‖αi‖2 +
+ γ2‖∆iα‖2 + γ3‖∆kα‖2
subject to ∆iα = αi −αi−1,
∆kα = αi(k + 1)−αi(k),
for k ∈ {0, . . . , Ni − 1} ,
(7)
where Ni is the number of samples of the current itera-
tion’s measurements. While the first term of the objective
seeks the solution of the bare model correction problem,
the appended regularizations ensure robust convergence
in time and iteration domain. Choosing γ1 > 0 penal-
izes the total model correction and can therefore be used
to prevent the correction terms from getting too big.
The term weighted by γ2 ≥ 0 regularizes the change
of model correction in iteration domain and increases
the robustness of the learning by disregarding iteration-
varying disturbances. The last term, weighted by γ3 ≥ 0,
regularizes the change of model correction in time domain
and therefore increases the robustness in consideration
of noise on the measured signals. Remark that, although
these regularizations and the thereby increased robustness
sounds appealing, there is an inevitable trade-off between
robustness and convergence speed. The proper choice of
the weights therefore depends on the particular setup and
the application’s requirements. Once an optimal solution
αi of (7) is found, it is passed on to the optimal path
tracking problem.
3.3 Optimal Path Tracking
This section details the formulation of the optimal path
tracking task as a convex-concave problem and its imple-
mentation.
Problem Formulation Using a path coordinate s(t), a
desired trajectory qd(t) can be reformulated as a desired
path qd(s) that defines the spatial geometry and the
mapping of s(t) that determines the trajectory. Note the
difference between the desired trajectory and an iteration’s
reference qr,i, as shown in Fig. 1. Assume that the desired
trajectory starts at t = 0 and ends at t = Tend, then the
relations s(0) = 0 ≤ s(t) ≤ 1 = s(Tend) and s˙(t) ≥ 0
must hold. Generally speaking, the aim of optimal path
tracking is to determine a mapping s(t) that yields an
optimal result for a given objective and constraints. The
proposed method aims for a time-optimal and feasible
trajectory, such that the optimization problem can be
stated as follows:
minimize
T,s(·),τ (·)
T (8a)
subject to s(0) = 0, s(T ) = 1, (8b)
s˙(0) = 0, s˙(T ) = 0, (8c)
s˙(t) ≥ 0, (8d)
τ (t) = T (qd(s(t)), q˙d(s(t)), q¨d(s(t))) + αi(t)
(8e)
τ ≤ τ (t) ≤ τ , (8f)
for t ∈ [0, T ].
While the objective (8a) seeks a minimum trajectory ex-
ecution time, the constraints (8b)-(8d) ensure that the
requirements stated above are met. The manipulator’s
inverse dynamics, augmented by the nonparametric model
correction, are included by (8e) and subsequently con-
strained to lie within the actuators’ bounds by (8f). Note
that αi(t) in (8e) has only theoretical meaning, since
the model correction will always be obtained at discrete
time instances. The practical realization of its inclusion is
discussed in the following paragraph.
Projection of Dynamics Verscheure et al. (2008) show
that this nonlinear optimization problem can be reformu-
lated into a convex problem which ensures efficient solution
to the global optimum. Following the proposed approach,
the time derivatives of the trajectory are split
q˙d(s(t)) = q
′
d(s) s˙(t),
q¨d(s(t)) = q
′
d(s) s¨(t) + q
′′
d(s) s˙
2(t),
(9)
with q′d(s) =
∂q(s)
∂s and q
′′
d(s) =
∂2q(s)
∂s2 . This allows to
project the inverse dynamics onto the path
T (s, s˙, s¨) = m(s)s¨+ c(s)s˙2 + fv(s)s˙+ g(s), (10)
where
m(s) = M(q(s))q′(s),
c(s) = M(q(s))q′′(s) +C(q(s),q′(s))q′(s),
fv(s) = fv(q(s))q
′(s),
g(s) = fc(q
′(s)) + g(q(s)).
(11)
Additionally, the model correction is projected onto the
path to obtain αi(s) by interpolating in time domain
and subsequently using the last iteration’s result for s(t).
This mapping is always available, since the first ILC
iteration is run without a model correction and thus does
not need this projection. Remark that the nonparametric
model correction depends on the trajectory and hence on
how the task is executed. As a result, the usage of this
model correction in the optimal path tracking algorithm
must be considered an approximation, but shows desirable
convergence behaviour in practice.
By introducing new optimization variables a(s) = s¨(t),
b(s) = s˙2(t), the constraint b′(s) = 2 a(s), and the
objective, depending on these variables,
T =
∫ T
0
1 dt =
∫ s(T )
s(0)
1
s˙(t)
ds =
∫ 1
0
1√
b(s)
ds, (12)
we state the reformulated problem as:
minimize
a(·),b(·),τ (·)
∫ 1
0
1√
b(s)
ds (13a)
subject to b(0) = 0, b(1) = 0, (13b)
b′(s) = 2 a(s), (13c)
b(s) ≥ 0, (13d)
τ (s) = m(s)a(s) + c(s)b(s)
+ g(s) + fv(s)
√
b(s) + αi(s), (13e)
τ ≤ τ (s) ≤ τ . (13f)
Implementation Contrary to Verscheure et al. (2008)
and Janssens et al. (2013), the considered model (1) in-
cludes viscous friction. The respective terms are linear
in the joint velocities and therefore introduce a concave
term in (13e) by
√
b(s) . While this concave part re-
sults in convex lower bound torque constraints, the upper
bound constraints are now convex-concave. As proposed
in Debrouwere et al. (2013), we can write the equations of
motion by defining two convex functions
u(s) = m(s)a(s) + c(s)b(s) + g(s),
v(s) = −fv(s)
√
b(s),
(14)
as a difference of convex functions
T (s) = u(s)− v(s), (15)
which allows an efficient solution by utilizing a sequential
convex programming (SCP) algorithm. The main idea of
the algorithm is to iteratively linearize the concave part
of the convex-concave inequality constraints to transform
the problem into a convex optimization problem. The
following paragraph details the implementation of the SCP
algorithm and discusses aspects that are of importance for
our application.
First we introduce a shorthand notation for the optimiza-
tion variables
x(s) = [a(s), b(s), τ (s)ᵀ]ᵀ (16)
and denote the result of an SCP iteration k as xk. In
the first ILC iteration, the initial guess x0 is obtained by
assuming a conservative mapping s(t) and computing its
derivatives, while after that the previous ILC iteration’s
results are used. Subsequently, each SCP iteration solves
the following problem:
minimize
a(·),b(·),τ (·)
∫ 1
0
(
1√
b(s)
+ κ1‖τ
′(s)
τ
‖22
)
ds
+
β
2
‖x− xk‖22 (17a)
subject to b(0) = 0, b(1) = 0, b(s) ≥ 0, (17b)
b′(s) = 2 a(s), (17c)
τ (s) = u(x)− v(x), (17d)
u(x)− v(xk)−∇xv(xk) (x− xk)
+ αi(s)− τ ≤ 0, (17e)
τ − τ (s)−αi(s) ≤ 0, (17f)
(q′(s))2 b(s) ≤ q˙2. (17g)
Compared to (13), the function describing the upper
bound (17e) is now convex due to the linearization of
the concave part, which makes (17) a convex problem. To
ensure a downhill search direction when iterating, the ob-
jective is augmented with a regularization term weighted
by β > 0. Additionally, a regularization term regarding
the normalized rate of change of the torques is added to
the objective, preserving the convexity of the objective as
shown in Verscheure et al. (2009). Note that, although
the rate of change of the torques weighted by κ1 might
yield a higher execution time, this term is essential to
avoid bumpy feed-forward torques and is subject to tuning
in practice. Furthermore, the regularization term assumes
symmetric torque bounds and therefore only considers
the upper bound for normalization. Finally, joint velocity
constraints (17g) are included, ensuring that theoretical
speed limits are met while preserving convexity of the op-
timization problem. Further extensions, e.g. constraining
the acceleration, jerk or Cartesian quantities, are detailed
in Debrouwere et al. (2013) but of minor importance for
our application.
A stopping criterion w.r.t. the step size
‖xk − xk−1‖ ≤  (18)
with  > 0 is used to decide whether the algorithm
has sufficiently converged. Since the derived optimization
problem comprises an infinite number of variables and
constraints, it is discretized prior to implementation as
shown in Verscheure et al. (2008) by a direct transcription
method on an equidistant grid to yield a finite dimensional
problem.
Once a solution a(s), b(s), τ (s) depending on the path
coordinate is obtained, the mapping
t(s) =
∫ s
0
1√
b(σ)
dσ (19)
is computed and subsequently yields the solution of the
joint angles and torques in time domain by interpolating
the inverse relation of (19) on an equidistant time grid.
Finally, these results are used as the next iteration’s inputs
qr,i+1 and τff,i+1, while the optimization result s(t) is used
in the optimal path tracking step of the next iteration in
order to project the computed model correction onto the
path.
Remark that the solution of a convex-concave problem
could be avoided by excluding viscous friction from the
inverse dynamics model (1). This however would in general
result in a significant underestimation of the joint torques
in early iterations until the contribution of viscous friction
is sufficiently learned. Due to the naturally high velocities
of time-optimal trajectories, including viscous friction in
the model and solving (13) is highly recommended.
4. EXPERIMENTAL VALIDATION
This section first describes the experimental setup and the
considered task, and subsequently presents results for the
proposed approach.
4.1 Setup and Task Specification
The proposed algorithm is experimentally validated on an
ABB IRB120 with n = 6 degrees of freedom, driven by
a PID-type controller. A custom firmware on the control
unit allows real-time communication with a PC to read
the measured values and write the desired inputs at a
rate of fs = 250 Hz. The ILC algorithm is run oﬄine and
implemented in Python using CasADi for the formulation
of the optimization problems, see Andersson (2013). One
ILC iteration typically takes around 5 s, depending on a
number of tuning parameters, such as β in (17a) or  in
(18).
The desired path is a circle in Cartesian space with a
radius of 300 mm. For safety reasons, 90% of the theo-
retical torque limits and 75% of the speed limits were
implemented.
4.2 Results
The main result of the proposed algorithm is illustrated
in Fig. 2, showing the evolution of the summed joint angle
error norm of all six joints and the trajectory execution
time for progressing iterations. It is obvious that both, the
joint angle error norm and the trajectory execution time,
converge. While the error norm converges in six iterations
due to the applied regularization of the model correction,
the execution time remains almost unchanged after only
three iterations. This indicates that only initial, compar-
atively large model corrections have a significant impact
on the optimal path tracking result. Further improvement
of the model and therefore of the applied feed-forward
torques reduces the joint angle error to a lower limit that
is given by the used feedback controller. The converged
trajectory execution time of approximately 2.124 s yields
a reduction of 11% compared to the initial result.
As a comparison to classical ILC Fig. 3 shows the joint
space tracking error in time domain for a number of iter-
ations on the joints 2, 3 and 5. These are the primarily
affected joints due to the acceleration profile of the circu-
lar path - the remaining joints show similar convergence
behaviour. The figure shows that the tracking error is
decreased on each axis individually, which is due to the in-
creased accuracy of the feed-forward torques. The remain-
ing error is mainly determined by the feedback controller’s
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Fig. 2. Evolution of the summed tracking error norm of all
axes (top) and the trajectory execution time (bottom)
over iterations.
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Fig. 4. Comparison of the feed-forward torque and the
measured torque of the third joint for the first and
the tenth iteration.
limited bandwidth and the trade-off between robustness
and convergence speed in the model correction step. While
this is inevitable to avoid fitting measurement noise and
risking unstable behaviour of the overall ILC algorithm, it
clearly shows that high frequency error components cannot
be compensated. Other potential error sources originate
from the implementation of the algorithm, such as the
unavoidable interpolation of the nonparametric model cor-
rection in time domain or the discretization of the path
coordinate to solve the optimal path tracking problem.
The effects of the converging model correction can also be
observed by comparing the computed and the measured
torques as depicted in Fig. 4. While there is a significant
difference in the first iteration, the tenth iteration yields
a very accurate torque prediction. One also sees that the
predicted torques stick to the implemented lower bound
that is only slightly exceeded by the additional feedback
controller action.
Depending on the provided model of the inverse dynamics,
the initial torque estimates are an over- or underestimation
of the applied torques. Note that, if the initial model
underestimates the torques, e.g. by assuming low values
of friction parameters, masses or inertias, torque or speed
limits may be exceeded in early iterations, resulting in
an increasing execution time while gradually adapting to
these limits. In such a case, however, this is intended
behaviour, since we seek not only a minimum time but
more importantly a feasible trajectory. If the joint speeds
or overall applied torques are limited in software, this will
initially result in significant deviations from the desired
path that are reduced as the algorithm converges.
Using the manipulator’s forward kinematics as described
in Siciliano et al. (2010), one can also observe the impact of
the proposed algorithm on the position of the end effector
in Cartesian space. Fig. 5 shows the end effector’s error
magnified by a factor 15 in the XY-plane, while the devi-
ations in the third dimension are an order of magnitude
lower. The initial maximum deviation of approximately
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Fig. 5. Tracking error, magnified by a factor 15, in plane
of Cartesian space.
3.4 mm is reduced to around 2.1 mm, which is a conse-
quence of the reduced joint position error on all axes.
5. CONCLUSION
This paper presents a novel two-step iterative learning
approach to improve the performance of a robotic ma-
nipulator’s time-optimal trajectory. Contrary to classical
iterative learning control algorithms that aim to reduce
the tracking error, the proposed method iteratively learns
a time-optimal, yet feasible trajectory. Meeting the ma-
nipulator’s constraints due to updated model estimates,
the tracking performance along the geometric path is in-
creased, while guaranteeing minimal execution time. To
show the performance of the proposed algorithm it is
experimentally validated on a standard industrial robot
with six degrees of freedom. The results confirm the the-
oretic concept and demonstrate the benefits of combining
iterative learning control and optimal path tracking. With
advancing iterations, both the tracking error and the exe-
cution time can be decreased and show robust convergence.
Future work will include learning a parametric correction
and successfully reusing this knowledge when facing a dif-
ferent task. Additionally, we intend to make a step towards
classical ILC by taking the tracking error into account and
therefore improve tracking performance even further.
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