Abstract. Let k be a eld, and let M be a commutative, seminormal, nitely generated monoid, which is torsionfree, cancellative, and has no nontrivial units. J. Gubeladze proved that nitely generated projective modules over kM are free. This paper contains an algorithm for nding a free basis for a nitely generated projective module over kM . As applications one obtains alternative algorithms for the Quillen-Suslin Theorem for polynomial rings and Laurent polynomial rings, based on Quillen's proof.
I. Introduction
In 1955, J.-P. Serre remarked in Se, p. 243] that it was not known whether there exist nitely generated projective modules over k x 1 ; : : : ; x n ], k a eld, which are not free. This remark turned into the \Serre Conjecture", stating that indeed there were no such modules. Proven independently in 1976 by D. Quillen Qu] and by A. A. Suslin Su] , it became subsequently known as the Quillen-Suslin Theorem (QS) .
In 1978, D. F. Anderson An] conjectured that QS holds for a ne normal subrings of polynomial rings generated by monomials, that is, all nitely generated projective modules over such rings are free. In 1988, J. Gubeladze Gu] proved this conjecture, and showed that QS holds exactly for monoid rings of seminormal monoids. For normal monoids, this says in geometric language that algebraic vector bundles over a ne toric varieties are trivial (see Fu, p. 31] ).
Several algorithms have been given for QS over polynomial rings LS, F, FG] . Given a nitely generated projective module over k x 1 ; : : : ; x n ], k a eld, presented, for instance, as the cokernel of a matrix with polynomial entries, these algorithms produce a free basis for the module. They are all based on Suslin's proof and proceed by rst reducing the problem to considering a unimodular row. See YP] for applications of these algorithms to problems in signal processing. This paper contains an algorithm for QS over seminormal monoid rings, which we will call the QS-Algorithm. One way to interpret this algorithm in a special case is that if A is a polynomial d n-matrix whose entries are \sparse" polynomials, in the sense that the (d d)-minors of A span the unit ideal, then the QS-algorithm produces n ? d polynomial vectors with the same \monomial sparsity pattern" which freely span the cokernel of A. As a corollary we obtain a QS-algorithm for Laurent polynomial rings (Corollary 8.2) . Such an algorithm was rst given by H. Park Pa] . We also obtain an alternative version of the QS-algorithm for polynomial rings (Corollary 5.8) . It di ers from the existing algorithms in that it relies on Quillen's proof. All essential ingredients of the algorithm are implicitly (and, in some cases, explicitly) contained in Gu] and R. Swan's exposition S2] of Gubeladze's result. All rings which appear are either subrings of polynomial rings over a eld, or quotients of polynomial rings, or localizations thereof. Thus, all required computations can be carried out using the theory of Gr obner bases, as described in AL], CLO] , Lo] . Since the study of projective modules is properly part of algebraic K-theory, the present paper may be considered a contribution to the computational side of this subject.
Following is a precise statement of the result.
Theorem 1.1. Let k be a eld, and let M be a nitely generated, commutative, torsionfree, seminormal, cancellative monoid without nontrivial units. If P is a nitely generated projective kM-module, given as the cokernel of a matrix with entries in kM, then there is an algorithm to compute a free basis for P.
We will call such monoids toric, since, if M is normal, then their monoid rings kM are the coordinate rings of a ne toric varieties. The contents of the paper are as follows. Section 2 contains a summary of de nitions and results Gu, S2] pertaining to toric monoids that will be needed subsequently. In Section 3 we describe algorithms to carry out \Milnor patching" for certain kinds of pullback squares. Precisely, given a commutative square of rings R ????! R 1 ? ? y ? ? y R 2 ????! R such that R = f(r 1 ; r 2 ) 2 R 1 R 2 j r 1 = r 2 in Rg; then, with certain extra hypotheses, projective modules over R can be obtained by \patching together" pairs of projective modules over R 1 and R 2 .
In Section 4, we reduce the problem for normal toric monoids M to nding an algorithm for the \interior" submonoid M of M. In Section 7, we construct a sequence of monoids M = M 0 ; M 1 ; : : : ; M k = F; ending in a free monoid F. In Sections 5 and 6 we construct subalgorithms to show that this sequence has the property that projective modules over kM i are obtained from projective modules over kM i+1 by restriction or extension of scalars. Since kF is just a polynomial ring, we can use the Logar-Sturmfels algorithm for the ordinary QS.
In Section 8, we summarize the di erent steps of the algorithm in their natural order. As an application we give an algorithm for QS for Laurent polynomial rings, rst proven by Swan S1] . The QS-algorithm proceeds by induction on the rank of the monoid M. If rk(M) = 1, then kM is simply a polynomial ring in one variable over k, so the desired algorithm is just the Smith normal form algorithm. Thus, we will from now on assume the following: Induction Hypothesis 1.2. There is a QS-algorithm for all elds and all toric monoids of rank less than the rank of M.
II. Toric Monoids
All monoids in this paper are assumed to be commutative and cancellative. For each monoid M, there exists an abelian group gp(M) which contains M (or at least an isomorphic copy of M), and which is the smallest such group, called the group completion of M. Furthermore, gp (M) is unique up to isomorphism. The rank of M, denoted rk(M), will be de ned to be the rank of gp (M) . We write hg 1 ; : : : ; g t i to denote the monoid generated by the elements g 1 ; : : : ; g t . Generally, we will write monoids multiplicatively, except in the examples, which are all submonoids of N d . De nition. A monoid is said to be torsionfree if x = y whenever x n = y n for some integer n > 0. It is cancellative if ax = ay implies x = y.
De nition. A monoid M is seminormal if x 2 gp(M) and x 2 ; x 3 2 M imply x 2 M, and normal if x 2 gp(M) and x n 2 M for some n > 0 imply x 2 M. The normalization of a torsionfree monoid M in a group G is f M = fx 2 G j x n 2 M for some n > 0g:
Example. An example of a monoid which is seminormal but not normal is M = h(2; 3); (3; 5); (3; 6); (1; 1); (2; 1)i N 2 :
The normalization of M is f M = h(1; 2); (1; 1); (2; 1)i. De nition. We will call a monoid M toric if M is nitely generated, torsionfree, cancellative, seminormal, and has no nontrivial units.
Since 
represented as in the input for the Patching Algorithm 3.1.
Output: A nitely generated projective kN -module Q and an isomorphism from Q to P over kM . Since kM is a domain, there is a short exact sequence of kM -modules
where the rst map is the inclusion and L is the quotient. Restriction of the quotient map gives an exact sequence of kN -modules
It is shown in Gu, Lemma 2.6] that the module Q is a nitely generated projective kN -module which extends to P. We now compute a set of generators of Q and an explicit isomorphism from Q to P over kM . Let A be an m n-matrix with entries in kM whose cokernel is P. Let U be an invertible m m-matrix with entries in kM M such that U A = I 0 0 0 ; which exists by hypothesis. Thus, we have a short exact sequence
Let f be a common denominator of the entries in U. Then P becomes free over kM f . We obtain a short exact sequence
which becomes sequence (3.2) upon extension of scalars to kM M . The kernel K of the projection (kM f ) t ? ! L 0 is generated as a kM -module by the projection of the columns of U onto the last t coordinates. De ne Q 0 = K \ (kN f ) t . In order to compute generators for Q 0 as a kN -module, observe that the elements of K all have denominator f. Thus, Q 0 is the intersection of K with the kN -submodule of (kN f ) t generated by the elements ( we obtain an explicit kN -monomorphism from Q to P, which becomes an isomorphism upon extending scalars to kM .
IV. Reduction to M . In this section, let M be a normal toric monoid. We assume the Induction Hypothesis 1.2, that we can carry out the QS-algorithm for all elds and all toric monoids of rank less than the rank of M.
We now use Milnor patching on a sequence of Milnor squares to reduce the problem to that for monoids of the form M . Roughly speaking, we obtain M from M by successively deleting extremal submonoids from M, rst all those of rank one, then the interiors of those of rank two, etc. Each such deletion is accomplished via a Milnor square in which the right-hand vertical map is a split surjection, so that we can use the Milnor patching algorithm from the previous section.
Lemma 4.1. Let E M be an extremal submonoid. Then the ideal I of kM generated by M n E is a prime ideal, and the canonical projection kM ? ! kM=I is a split epimorphism.
Proof. That I is a prime ideal follows directly from the de nition of an extremal submonoid.
Note that there is a canonical isomorphism kM=I = kE, so the inclusion kE ? ! kM provides a splitting for the projection.
Interior Algorithm 4.2. Input: A normal toric monoid M and a nitely generated projective kM-module P.
Output: A nitely generated projective kM -module Q and an isomorphism from Q to P over kM. The algorithm proceeds by induction on the rank of M. As before, if rk(M) = 1, then M = M , and there is nothing to be done. So assume that rk(M) > 1.
Step 1 Step 2: Construct a sequence of Milnor squares as follows. Let I 11 be the ideal of kM generated by the set M n M 11 , and let K 11 be the submonoid (M n M 11 Note that by the above lemma kM=I 11 = kM 11 , and that therefore the right-hand vertical map is a split surjection. Furthermore, rk (M 11 ) < rk (M) , so that the Induction Hypothesis 1.2 applies to M 11 . Use it to nd an isomorphism from the image P of P to a free kM=I 11 -module. Now use the Patching Algorithm 3.1 to construct a projective kK 11 -module P 11 , and an isomorphism to P over kM. We have constructed a projective kM -module Q = P d?1;n d ?1 and an isomorphism to P over kM.
V. The Induction Step
This section contains the key result needed for the induction step of the QSalgorithm. Several subalgorithms are needed. The rst one concerns a special case of the Quillen Patching Theorem S2, Theorem 3.1]. The algorithm for its proof is a variant of the algorithm in LS], incorporating part of the algorithm in PW].
Proposition 5.1. Let M be a normal toric monoid, and let R = kM x] be the polynomial ring in one variable over kM. Let P be a nitely generated projective Rmodule. Suppose that P M is free for all maximal ideals M of kM, and furthermore that there is a QS-algorithm for nitely generated projective kM-modules. Then P is free, and there is an algorithm to nd a free basis for P. Proof (0) is a matrix over kM, so that the projective module it represents is free, and we can nd an explicit isomorphism by hypothesis. This completes the proof.
This algorithm is needed as a subroutine in the next result, which represents the induction step in our main algorithm. 
(The last isomorphism follows from the fact that k is a eld.) Therefore it is su cient to give an algorithm for the following result.
Proposition 5.3. Let P be a nitely generated projective kM x; x ?1 ]-module. If P k(x ?1 ) is free, then P is free.
To begin the proof, let U be a matrix with entries in k(x ?1 )M which represents an isomorphism between P k(x ?1 ) and a free k(x ?1 )M-module, which can be found by hypothesis. Let f 2 k x ?1 ] be a common denominator for the entries of U. Then P f is free over kM x; x ?1 ] f , with the same matrix U representing an isomorphism to a free module. Let f = x ?n g with g 2 kM x] and g (0) Theorem 5.6. Gu, Theorem 2.3] Let (R; M) be a local ring, and A an R-algebra.
Let P be a nitely generated A-module, and S a multiplicative set of A which is regular on A and P. Let n be a nonnegative integer. Suppose further that (1) for every f 2 S, A=fA is a nitely generated R-module; is surjective, since k 0 (y) is a eld, so SL t (k 0 (y)) = E t (k 0 (y)), the subgroup generated by all elementary matrices, and the right vertical map is surjective. Since A S is a local ring with quotient eld k 0 (y), the corresponding map on unit groups is surjective. Thus, Condition (2) of Roberts' Theorem is satis ed, and so is (1). Since (P M ) S = (P S ) M (subsequently denoted by P S ), we obtain an isomorphism to a free module by hypothesis, given by the commutative diagram form of the image of the presentation matrix C for P, obtaining a matrix V 2 GL m ( A) such that V C = I 0 0 0 : Let u 1 ; : : : ; u t be the A S -basis of P S that maps to the canonical basis of A t S under the isomorphism induced by U, that is, the image in P S of the last t columns of U ?1 . Similarly, let v 1 ; : : : ; v t in P form the A-basis for P which maps to the canonical basis of A t under the isomorphism induced by V . Lift the v i 2 P to v 1 ; : : : ; v t in P, using Gr obner basis theory. Thus we obtain two free bases f u i g and f v i g for P S = P S . Compute a base change matrix W 2 GL t ( A S ) which maps f v i g to f u i g. The product of the rst two factors is in SL t ( A S ), hence lifts to a matrix SL t (A S ). Likewise, the third factor lifts to an invertible matrix, since units lift. Thus, W lifts to an invertible matrix W 2 GL t (A S ). Now replace the basis u 1 ; : : : ; u t of P S by the basis W ?1 u 1 ; : : : ; W ?1 u t . Then for this new basis of P S we have that u i = v i for all i.
Let P 0 = P A u i be the A-submodule of P S generated by the u i . Since fu i g is a free A S -basis of P S , it follows that it forms a free A-basis for P 0 . Furthermore, the modules P and P 0 have the same image in P S , since u i = v i . We will now construct an explicit isomorphism between P and the free A-module P 0 .
Given Step 2: Construct a projective module Q over kM x] by Milnor Patching applied to the generalized Karoubi square (5.1), as described after Lemma 5.4.
Step 3: Use the Quillen Patching Theorem algorithm (Prop. 5.1) to nd a free basis for Q, with Algorithm 5.7 as the local loop to compute free bases for Q over the localizations at the various maximal ideals produced by the Patching Algorithm. Let V be the invertible matrix a ecting the base change in the presentation of Q over kM x]. Then the desired U is obtained from V by extension of scalars.
Corollary 5.9. The algorithm for Lemma 5.5 applied to free monoids provides a QS-algorithm for polynomial rings.
VI. Pyramidal extensions and projective modules
De nition. A pyramidal extension is an extension of monoids N M such that
(1) M is a normal toric monoid.
(2) There is a homomorphism : M ! Z with N = fx 2 M j (x) 0g. Let N M be a nondegenerate pyramidal extension of toric monoids, and let P be a projective module over kM . The nal, and most complicated, ingredient in the QS-Algorithm is to construct a projective module over kN which extends to P under extension of scalars. This construction will then be applied to the admissible sequence constructed in Section 7, in order to complete the QS-Algorithm. where M is the maximal ideal of kN generated by N n f1g, after showing that all projective modules over the lower right-hand ring are free. Thus, we need to prove Proposition 6.1. Let N M be a nondegenerate pyramidal extension of normal toric monoids, and let M be the maximal ideal of kN generated by N n f1g.
If P is a nitely generated projective kM -module, then one can nd an explicit isomorphism from P M to a free kM M -module. The proof will proceed by induction on the rank of M. If rk(M) = 1, then kM = kM is a polynomial ring in one variable over k, and P itself has a free basis, computed by the Smith normal form algorithm. So assume that rk(M) > 1.
Let N M be a nondegenerate pyramidal extension of toric monoids, and P a nitely generated projective kM -module, with the free presentation (N (m) ). Since P M is obtained by extension of scalars from Q M 0, it is su cient to nd an isomorphism from Q M 0 to a free kM (m) -module. That is, we need to prove the following: Proposition 6.2. Let N M be a nondegenerate pyramidal extension, and M the maximal ideal of kN generated by N nf1g. If P is a nitely generated projective kM-module, then one can nd an isomorphism from P M to a free kM M -module.
Proof and Algorithm. Let v 2 M be as in (3) be a presentation for P. First we nd isomorphisms from P S and P to free modules.
First of all, since v 2 S and there exists an isomorphism from P v to a free A vmodule, we obtain an isomorphism from P S to a free A S -module by extension of scalars. Lifting U red to A via the splitting, we obtain an invertible matrix U over A such that U C = I 0 0 0 :
(Recall that if a module Q is free modulo a nilpotent ideal, then it is free.) Thus, P is free. Furthermore, P and P S have the same rank since A is a domain. As in Roberts' Theorem, we now proceed to construct a free module F over A from the free modules P and P S , and an isomorphism from P to F. Let x 1 ; : : : ; x t be a free basis for P S , for instance the inverse image of the canonical basis of A t S under the isomorphism constructed above. Furthermore, let y 1 ; : : : ; y t 2 P be elements such that y 1 ; : : : ; y t is a free basis for P. We rst modify the basis for P S so that x i = y i in P S .
Both, f x i g and f y i g are free bases for P S over A S . Let V be the invertible base change matrix which transforms the basis f x i g to the basis f y i g, with a = det(V ). Lemma 6.5. There exist units b 2 A and c 2 A S such that a = b c in A S .
Proof and Algorithm. Write a = f s with s 2 S and f 2 A. It is su cient to show that f is a product of a unit in A and an element of S, which is done in the lemma below.
Observe that A has a graded structure, To compute N observe that this union is actually nite, since (J h?1 : v k ) (J h?1 : v k+1 ), so that we obtain an increasing sequence of ideals, and A is noetherian. Now observe that N is a graded ideal of A, and multiplication by v induces an
Therefore, the same is true for A=N. Furthermore, A=N is a module over A=J h?1 and N is a module over A=J. By induction the conclusion applies to N and to A=N. So we can write z = f q + r in A=N. Now lift back to A to obtain z = fq + r + w;
with w 2 N. Write w = fq 0 + r 0 , so that z = f(q + q 0 ) + r + r 0 .
Now apply this lemma to M = A and z = v n . We obtain v n = fq + r. Modulo the nilradical, f has the form v n + a nd?1 + + a 0 . Substitution gives that q = 0 in A=nil(A), so that q = 1 + with nilpotent. Therefore q is a unit, with inverse 1 + . This completes the proof of Lemma 6.6.
Returning to the proof of Proposition 6.3, we have now factored a = det ( for an element x in a local ring, x or 1 ? x is a unit to see that the rst column must contain a unit. Now carry out Gauss-Jordan elimination by induction. This shows that we can lift the base change matrix V to an invertible matrixṼ over A S . Now change the basis fx i g by the matrixṼ ?1 . The resulting basis has the property that x i = y i in A S for all i = 1; : : : ; t. We now proceed as in the proof of Lemma 5.5. Let P 0 = P i A x i be the free A-submodule of P S generated by the x i . We will construct an isomorphism between P and P 0 . Let a = We proceed by induction on the rank of M. If rk(M) = 1, then kM = kM is a polynomial ring in one variable and one can nd a free basis for P by computing the Smith normal form of the presenting matrix A. So we may assume that rk(M) > 1.
Step 1: Compute homothetic submonoids N (m) M (m) so that the entries of A are contained in M (m) . Hence P can be viewed as a module over kM (m) . Replace M by M (m) , similarly for N.
Step 2: In this step we compute a free basis for the kM M -module P (Prop. 6.2).
Let v be a vertex of the extension N M. View P as a module over kM v ?1 ].
Step 2 Step 2.2: Now use the algorithm of Proposition 6.3 to compute a free basis for P over kM M , with resulting base change matrix U.
Step 3: Extending scalars to the original monoid ring kM , we obtain the desired base change matrix U. Step 1: View P as a module over kM M by extension of scalars. Now use the Local Algorithm to compute a free basis for P over this ring.
Step 2: Use the Patching Algorithm 3.2 to construct a projective module Q over kN which extends to P. A sequence will be called weakly admissible if we do not require the pyramidal extensions to be nondegenerate. The objective of this section, Algorithm 7.5, is to construct an admissible sequence of submonoids starting with a normal toric monoid M and ending with a free monoid F contained in M with gp(F) = gp (M) . The construction will proceed by induction on the rank of M. Before describing the details, we give an overview.
To begin, we nd a free monoid F contained inside M with gp(F) = gp(M) with which the admissible sequence will end, by using Lemma 2.3. Then, applying Proposition 7.1, which uses the extremal submonoids of M, we nd an admissible sequence Step 1: Compute the proper extremal submonoids E 1 ; : : : ; E p of M using Lemma 2.1.
Step 2: Set i := i + 1 and E := E i . Since rk(E) rk (M) , by the Induction Hypothesis 1.2, there is an admissible sequence E = E 0 ; E 1 ; : : : ; E n = F; with F free. Extend the sequence to the weakly admissible sequence (*) E; E 1 ; : : : ; E n = F = hx 1 ; : : : ; x s i; E n+1 = hx 2 ; : : : ; x s i; : : : ; E m = f1g:
Step 3: We now use (*) to form an admissible sequence for M. Notice that at each stage of (*), either E i E i+1 is a pyramidal extension or E i E i+1 . Initialize j := 0.
Step 3.1: If E j E j+1 is a pyramidal extension, we can construct a submonoid M j+1 such that M j M j+1 is a nondegenerate pyramidal extension.
If the pyramidal extension E j E j+1 is nondegenerate, it follows from the de nition of nondegenerate pyramidal extension that E j+1 contains an extremal submonoid F such that F \Int(E j ) 6 = ;. Compute If the pyramidal extension E j E j+1 is degenerate, it follows from the de nition of pyramidal extension that E j+1 is an extremal submonoid of E j . Use Lemma 2.1 to nd generators for E j+1 and determine a hyperplane Step 3.2: If E j E j+1 , put M j+1 equal to the normalization of hM j ; E j+1 i.
Generators for M j+1 can be found using Lemma 2.2.
Step 3.3: Set j := j + 1. If j = m, proceed to Step 4. If j < m and E j E j+1 is a pyramidal extension, go to Step 3.1. If j < m and E j E j+1 , go to Step 3.2.
Step 4: If i < p, return to Step 2. Once i = p, we have the desired admissible sequence. Example. We demonstrate Proposition 7.1 applied to the two-dimensional monoid M = f(x; y) 2 N 2 j (x; y) ?4 2 1 ?3 (0; 0)g = h(3; 2); (1; 1); (1; 2); (1; 3); (1; 4)i:
The proper extremal submonoids of M are E 1 = h(3; 2)i and E 2 = h(1; 4)i. So, E 1 ; f(0; 0)g and E 2 ; f(0; 0)g are weakly admissible sequences. Step 2: Set m := m + 1. Using Lemma 2.5, compute generators for M (m) 
; M
1 ; M
2 ; (M (22) ) 2 ; (M (22) 1 ) 2 ; (M (22) 2 ) 2 ; : : : ; (M (22) where F M is a free monoid with gp(F) = gp(M).
Step 1: Using Lemma 2.3, nd a free monoid F M with gp(F) = gp(M).
Step 2: Apply Proposition 7.1 to form an admissible sequence M = M 0 ; M 1 ; : : : ; M k with M k M .
Step 3: Construct a homothetic submonoid M (m) with center z 2 Int (F) such that M k ( M (m) ( M by using Lemma 7.2.
Step 4 Step 5: By direct calculation, nd a p 0 such that z p g i 2 Int(F) for i = 1; : : : ; t. In this section we summarize the algorithm with the steps in their natural order.
QS-ALGORITHM 8.1. Input:
(1) A toric monoid M, described in terms of generators and relations. The monoid ring kM can then be described as the quotient of a polynomial ring over k modulo the binomial ideal of de ning relations Gi, Theorem 7.11]; (2) a nitely generated projective kM-module P, presented as the cokernel of a matrix A: (kM) where I denotes an identity matrix of size t t, equal to the rank t of P, which in turn is equal to the rank of A. The last t rows of U ?1 form a free basis for P.
The algorithm proceeds by induction on the rank of M. If rk(M) = 1, then kM is a polynomial ring in one variable, so we can nd U by computing the Smith normal form of A.
Step 1: Compute the normalizationM of M. SinceM = M S2, Lemma 6.6], we can replace M byM and assume from now on that M is normal.
