In this paper, a lower bound of quantum conditional mutual information is obtained by 
Introduction
To begin with, we fix some notations that will be used in this context. Let H be a finite dimensional complex Hilbert space. A quantum state ρ on H is a positive semi-definite operator of trace one, in particular, for each unit vector |ψ ∈ H, the operator ρ = |ψ ψ| is said to be a pure state.
The set of all quantum states on H is denoted by D (H). is a very powerful tool in quantum information theory. Recently, the operator extension of SSA is obtained by Kim in [2] . Following the line of Kim, Ruskai gives a family of new operator inequalities in [3] .
Conditional mutual information, measuring the correlations of two quantum systems relative to a third, is defined as follows: Given a tripartite state ρ ABC , it is defined as
Clearly conditional mutual information is nonnegative by SSA.
Ruskai is the first one to discuss the equality condition of SSA. By analyzing the equality condition of Golden-Thompson inequality, she obtained the following characterization [4] :
Later on, using the relative modular approach established by Araki, Petz gave another characterization of the equality condition of SSA [5] : 4) where i = √ −1 is the imaginary unit.
Hayden et al. in [6] showed that I(A : C|B) ρ = 0 if and only if the following conditions hold:
index k; and {p k } is a probability distribution.
In order to get rid of the above-known difficult computation such as logarithm and complex exponential power of states, Zhang [7] gave another new characterization of vanishing conditional mutual information. Specifically, denote
Then the following conditions are equivalent: where
Based on this result, they cracked a long-standing open problem in quantum information theory.
That is, the squashed entanglement is faithful. Later, Li and Winter in [9] gave another approach to study the same problem and improved the lower bound for I(A : C|B) ρ :
Along with the above line, Ibinson et al. in [10] studied the robustness of quantum Markov chains, i.e. the perturbation of states of vanishing conditional mutual information. In studying it, They employed the following famous characterization of saturation of monotonicity inequality
where [11, 12] . In this paper, a different approach is taken to obtain a lower bound. That is, Peierls-Bobogliubov inequality (see Proposition 3.1) and Golden Thompson inequalit (see Proposition 3.2) are used in the proof of this lower bound. My ideas towards the proof of these results in this paper originates from the observations made by Carlen in [13] .
Main results
In this section, the first one of our main results is proved.
Theorem 2.1. For an arbitrary tripartite state ρ ABC , we have that
I(A : C|B) ρ √ ρ ABC − exp(log ρ AB − log ρ B + log ρ BC ) 2 2 . (2.1)
In particular, the conditional mutual information I(A : C|B) ρ is vanished if and only if
Thus Tr e H = 1 and 
which implies that
It is known that for any positive semi-definite matrices X, Y,
From the above formula, we have
For any positive definite matrices R, S, T, we have [14] Tr (exp (log R − log S + log T)) Tr
This fact indicates that Tr (exp (log ρ AB + log ρ BC − log ρ B )) 1. Hence
. Now since − log(1 − t) t for t 1, it follows that
Therefore the desired inequality is obtained.
Now if the conditional mutual information is vanished, then
, which is equivalent to the following:
By taking logarithm over both sides, it is seen that log ρ ABC = log ρ AB + log ρ BC − log ρ B , a wellknown equality condition of strong subadditivity obtained by Ruskai in [4] . This completes the proof.
Corollary 2.2. It holds that
Proof. It holds that
implying the first inequality. The second one is the famous Powers-Störmer's inequality [15] . LOCC measurement-based. Moreover they are independent of system B, in view of this, they gave a lower bound of squashed entanglement, defined by the following [8] : 
Now let ρ ABC = ∑ i,j,k p ijk |ijk ijk| with {p ijk } being an arbitrary joint probability distribution. 
Along with the above line, all tripartite states can be classified into three categories:
where
It is remarked here that for any tripartite state ρ ABC , a transformation can be defined as follows:
Apparently M is a quantum channel since M = Φ * σ • Φ with Φ = Tr A and σ = ρ AB ⊗ ρ C . In general, the output state of M is not a Markov chain state (i.e. the so-called state with vanishing quantum conditional mutual information) unless ρ ABC is a Markov chain state. Another analogous transformation can be defined
We can connect the total amount of conditional mutual information contained in the tripartite state ρ ABC with the trace-norm of the commutator M, M † as follows: if the above conjecture holds, then we have In fact, by using Wasin-so Identity (see Proposition. 3.3) several times, it follows that 
Once this inequality is proved, a weaker one would be true:
The following is the second one of main results:
Theorem 2.4. For two density matrices ρ, σ ∈ D (H) and a quantum channel Φ over H, we have
Proof. Since
it follows from Golden-Thompson inequality that
which implies the desired inequality.
Remark 2.5. If one can show that
then it would be true that
By similar reasoning in the previous part, it is believed that
And 
for non-singular density matrices ρ, σ. Therefore, it is obtained that for non-singular density matrices ρ, σ ∈ D (H), 
