Abstract. By means of a special type of wavelet unitary transform we construct an orientation score from a grey-value image. This orientation score is a complex-valued function on the 2D Euclidean motion group SE(2) and gives us explicit information on the presence of local orientations in an image. As the transform between image and orientation score is unitary we can relate operators on images to operators on orientation scores in a robust manner. Here we consider nonlinear adaptive diffusion equations on these invertible orientation scores. These nonlinear diffusion equations lead to clear improvements of the celebrated standard "coherence enhancing diffusion" equations on images as they can enhance images with crossing contours. Here we employ differential geometry on SE(2) to align the diffusion with optimized local coordinate systems attached to an orientation score, allowing us to include local features such as adaptive curvature in our diffusions.
Abstract. By means of a special type of wavelet unitary transform we construct an orientation score from a grey-value image. This orientation score is a complex-valued function on the 2D Euclidean motion group SE (2) and gives us explicit information on the presence of local orientations in an image. As the transform between image and orientation score is unitary we can relate operators on images to operators on orientation scores in a robust manner. Here we consider nonlinear adaptive diffusion equations on these invertible orientation scores. These nonlinear diffusion equations lead to clear improvements of the celebrated standard "coherence enhancing diffusion" equations on images as they can enhance images with crossing contours. Here we employ differential geometry on SE (2) to align the diffusion with optimized local coordinate systems attached to an orientation score, allowing us to include local features such as adaptive curvature in our diffusions.
Introduction.
In many noisy medical images, elongated structures occur that cross each other. Therefore in the previous part, cf. [17] , we proposed to enhance these elongated structures using linear diffusions on the Euclidean motion group SE (2) . In this 294 REMCO DUITS AND ERIK FRANKEN part we go one step further and consider nonlinear diffusion on SE (2) . The advantage of the nonlinear approach is that we can adapt the diffusion process depending on the orientation confidence of local elongated structures. Just as in the previous part, we will process the image via diffusions on invertible orientation scores, which we will briefly explain next.
Image analysis usually starts with the sampling of a square integrable grey-value image f :
. To probe an image at every location x ∈ R 2 and in every direction e iθ ∈ T one translates and rotates an anisotropic wavelet ψ by means of a representation g → U g of the 2D Euclidean motion group SE (2) given by
θ (y − x)), g = (x, e iθ ) ∈ SE (2) .
The result of such an image sampling is a function W ψ f : SE(2) → C on the Euclidean motion group manifold SE(2) = R 2 T, which is given by
θ (y − x))f (y) dy, with g = (x, e iθ ), (1.2) and where R θ = cos θ − sin θ sin θ cos θ ∈ SO (2) . Throughout this article we refer to this function (x, e iθ ) → W ψ f (x, e iθ ) as the orientation score W ψ f of the grey-value image f . As we have shown in [13] , [11, ch:4.4 
(1.
3)
The generation of orientation scores and the reconstruction of images thereof has been the subject of previous publications, [11, 12, 14, 25] , and in part I [17] , we have derived the essential equality in the Fourier domain (of the spatial part only): 
(1.5)
The transformation between images and orientation scores preserves the L 2 -norm iff
It can be shown that for kernels ψ ∈ L 2 (R 2 ) ∩ L 1 (R 2 ) the function M ψ is a continuous function vanishing at infinity. This means that for such kernels the wavelet transform W ψ cannot be an isometry from L 2 (R 2 ) into L 2 (SE (2) on an orientation score to a transformation on an image Υ ψ = (W * ψ ) • P ψ • Φ • W ψ , Here P ψ denotes the orthogonal projection onto C
SE(2) K
given by P ψ U (g) = SE (2) K(g, h)U (h) dh, using the reproducing kernel (1.3).
Alternatively, one may restrict the transform W ψ to the space of images f ∈ L 2 (R 2 ), the so-called "disc-limited" images, whose Fourier transform has support within a given disc with radius > 0 as motivated in Part I. If we now choose ψ ∈ L 2 (R 2 ) such that M ψ = 1 B 0, , where B 0, = {ω ∈ R 2 | ω < ρ}, then the unitary operator W ψ :
between the space of disc-limited images and the space of orientation scores preserves the L 2 -norm.
These two approaches lead to two different classes of proper wavelets, as explained in [12, ch: 4.3 and ch: 4.4], [11] . In both approaches the engineering rationale behind M ψ = 1 is that the auto-correlations of all rotated kernels R e iθ ψ together fill up the Fourier-spectrum. Note that M ψ (ω) = F( 2π 0 R e iθ ψ * R e iθψ dθ)(ω), withψ(x) = ψ(−x). As a result for appropriate choice of ψ (say M ψ = 1) a small perturbation on an image f corresponds to a small perturbation on its orientation score W ψ f and vice versa, and consequently operators Φ on the space of orientation scores are bijectively related to operators on images Υ ψ in a stable manner by
(1.7)
see Figure 1 . This bijection is manifest if Φ maps the space of orientation scores C
into itself. With the operators Φ we consider in this article this is usually not the case.
Recall from part I [17] that this does not cause any problems if we naturally extend the adjoint, recall [17, eq. 4.4] , to the space L 2 (SE(2)). However one should keep in mind that the effective operator from the space of orientation scores into itself is given by P ψ • Φ; see Figure 1 . Furthermore, in part I we have explained that Φ must be a nonlinear left-invariant operator. Therefore we considered collision distributions obtained from a forward linear diffusion resolvent and a backward linear diffusion resolvent; that is, in part I [17, eqs. 4.1 and 4.2] and [15] , [13] , [12] , we considered the case where the operator Φ : C , R D,a α take care of constant diffusion and convection. In the approach presented in this article it is possible to incorporate curvature into contour completion and enhancement, as first reported (for contour completion) by August and Zucker [5] .
In this part we go one step further: we propose Φ t : (2)) as nonlinear adaptive diffusion equations on invertible orientation scores, with stopping time t > 0. Here we will not consider products of linear resolvent equations, but we will consider nonlinear evolutions, without convection, given by 9) where the conductivity D(U ) depends on the local differential structure of (g, t) → U (g, t).
Here we use locally optimal exponential curve fits to the absolute value of an orientation score. These optimal exponential curve fits provide a gauge frame attached to (the graph of) an orientation score at each position g ∈ SE(2) in the 2D Euclidean motion group and will be used to locally align the diffusion on orientation scores. This locally adaptive alignment of diffusion is a common procedure in image processing, [30] , [10] , [39] , but so far it has always been considered for diffusions directly on images.
The advantage of the more elaborate nonlinear, adaptive diffusions on invertible orientation scores is that the domain of orientation scores is the 2D Euclidean motion group SE (2) , which has a much richer structure than the domain of images, R 2 , allowing us to deal with (multiple) crossing curves in images.
1.1. Organization of Part II. Section 2 gives a quick review of locally adaptive diffusions in image processing. We finish this section with the so-called coherence-enhancing diffusions proposed in [39] , where both the norm and the direction of the image gradient are used to steer the diffusion on the image. The basic idea is to diffuse tangent to edges/lines, not orthogonal to edges/lines, in images. The drawback of this approach is that at locations of crossing lines the direction of the gradient is ill-defined, resulting in ill-defined orientations and thereby artificial curvatures within the diffusion process. In NONLINEAR DIFFUSIONS ON SE (2) 297 the orientation score this typical crossing problem is automatically tackled as crossing line structures are torn apart by multiple convolutions with rotated versions of the oriented wavelet. Now in contrast to the differential structure in an image, the direction of each disentangled elongated structure in an orientation score is well-defined. Therefore, in Section 4 we consider coherence-enhancing diffusion on invertible orientation scores, meaning that we set Φ to be equal to a nonlinear left-invariant diffusion operator with a certain stopping time. Before we can provide these nonlinear diffusions we need some prerequisites from differential geometry on the Euclidean Motion group. This differential geometry will be explained in Section 3 and will be used to properly include orientation score adaptive features such as local curvature and deviation from horizontality in our nonlinear diffusion schemes.
Section 3 is organized as follows. In Subsection 3.1 we reformulate the coherenceenhancing diffusion schemes to stress the role of an invariant metric in an adaptive nonlinear diffusion scheme. Then in Subsection 3.2 we consider the design of an invariant metric on SE (2) , where by Theorem 3.1 we must choose between bi-invariance and nondegeneracy. Although bi-invariance is a common requirement in both the fields of mathematics (on symmetric Riemannian spaces, [24] ) and computer vision [2] , [3] , [33] , we show why we do not need it. As we explain in Lemma 3.3 and Corollary 3.4, operators Φ on orientation scores should be left-invariant and not right-invariant.
This brings us to a nondegenerate first fundamental form G β (inducing a metric) on SE(2), depending on a parameter β with physical dimension 1/[Length]. The induced metric does not coincide with the usual degenerate bi-invariant Cartan metric on SE (2) . Within this first fundamental form the parameter β > 0 sets a balance between penalization of length and penalization of curvature of projections of curves to the spatial plane. As β tends to zero this left-invariant inner product tends to the bi-invariant degenerate Cartan metric on SE (2) . For β > 0 this first fundamental form is related to the nondegenerate Cartan metric on SO(3) which can be embedded in SE (2) , as we will explain in Theorem 3.2. Furthermore in Subsection 3.2 we apply the Maurer-Cartan form and the thereby induced Cartan connection on SE (2) . This yields the covariant derivatives of vector fields on SE(2), which we explain in Theorem 3.8. Then in Theorem 3.9 we show that our nonlinear diffusions on orientation scores can be expressed in these covariant derivatives and thereby the diffusions take place along the covariantly constant (i.e., auto-parallel) curves, which coincide with the exponential curves on SE (2) . The Cartan connection has constant curvature and torsion and so have the auto-parallel curves, which are indeed circular spirals.
Then in Subsection 3.3 we consider the definition and relevance of horizontal curves in SE (2) . To every C 1 -curve s → (x(s), y(s)) one can associate a unique horizontal curve in SE (2) by s → (x(s), y(s), θ(s) = arg(x (s) + i y (s))). This is relevant, since at regions Ω ⊂ SE(2) with strongly oriented responses |W ψ f (g)|, g ∈ Ω, in the orientation score g → W ψ f (g) one would like to diffuse mainly along such horizontal curves. We will show that this requires a principal fiber bundle structure P Y on the domain of an orientation score, constructed from the unique subgroup Y = {(0, y, 0) | y ∈ R} ⊂ SE(2) with the property that constant right action on a horizontal curve again yields a horizontal curve. On this principal fiber bundle P Y = (SE(2), SE(2)/Y, π, R), with Y = {(0, y, 0) | y ∈ R} and 298 REMCO DUITS AND ERIK FRANKEN π(g) = gY and R h g = gh we impose a Cartan-Ehresmann connection form. By definition, the kernel of this Cartan-Ehresmann connection form equals the horizontal part of each tangent space T g (SE(2)) and coincides with the tangent space of all horizontal curves through g. This is explained in Theorem 3.13, where we also equip P Y with the following left-invariant form dθ⊗dθ+β 2 (cos θdx+sin θdy)⊗(cos θdx+sin θdy), again parameterized by β, yielding a suitable left-invariant metric on SE (2) . This parameter is similar to the natural parameter in elastica curves, [29] . Although there is a difference between the geodesics in P Y and elastica curves on SE(2), we note that there is also a strong analogy between these curves; for more details, see [16] . Here we will not make a detailed comparison between elastica curves in R 2 and geodesics in P Y . We will only derive the geodesics in P Y in Appendix A. In contrast to well-known formulas for elastica curves, [29] our exact formula for the geodesics does not involve special functions.
In Subsection 3.4 we explain how one can obtain a best (horizontal) exponential curve fit to the orientation score data, locally at each g ∈ SE (2) . Later on in Subsection 4.1 we use the tangent vector of these optimal exponential curves to introduce a gaugecoordinate frame of left-invariant vector fields {∂ a , ∂ b , ∂ c }, where ∂ b is aligned with the best fitting (horizontal) exponential curve and ∂ a and ∂ c are tangent vectors orthogonal to ∂ b with respect to the first fundamental form G β of Section 3.2.
Finally, in Section 4 we use the theoretical results of the previous section in our solution to a number of medical image analysis problems that require enhancement of (multiple) crossing elongated structures in noisy images. For details on the algorithmic side and medical image analysis applications, see our applied companion paper [20] .
Previous work in the field of image analysis on locally adaptive diffusion.
A scale space representation u f : 
is a function which takes care of adaptive conductivity; that is, C(u f (·, s))(x) models the conductivity depending on the local differential structure at (x, s, u f (x, s)). If C = 1 the solution is given by convolu-
with scale s = 1 2 σ 2 > 0. As pointed out by Perona and Malik [31] , nonlinear image adaptive isotropic diffusion is achieved by replacing C = 1 by
is some smooth strictly decaying positive function vanishing at infinity. This is based on the idea that if (locally) the gradient is large you do not want to diffuse too much. By restricting ourselves to positively valued c > 0 one ensures that the diffusion is always forward, and thereby ill-posed backward diffusion is avoided. The common choices are 
is important, since if φ (t) > 0, then the magnitude φ(t), t = ∇u f , of the flux 
with
A further improvement of the Perona and Malik scheme is introduced by Weickert [39] , who also uses the direction of the gradient ∇ x u f of u f , which is not used in the algorithms of Perona and Malik type. He proposed "coherence-enhancing diffusion" (CED), where the diffusion constant c is replaced by a diffusion matrix: (2.5) where α ∈ (0, 1), c > 0, σ > 0 are parameters and where the so-called "structure tensor" S, with eigenvalues {λ i (S(u f (·, s))(x))} i=1,2 is used to get a measure for local anisotropy s) )(x))) 2 together with an orientation estimate e 2 (S(u f (·, s))(x)), which is the eigenvector of the structure tensor with smallest eigenvalue. In order to get robust orientation estimates it is essential to apply a componentwise smoothing on the so-called "structure-tensor field" ∇u f ⊗ ∇u f . The amount of averaging of the structure tensor field is determined by σ > 0. The CED method leads to useful and visually appealing diffusions of, for example, the famous Van Gogh paintings and fingerprint images; see Figure 2 .
Nevertheless, this method fails in image analysis applications with crossing curves as it starts to create strong artificial curvatures at crossing locations where the direction of the gradient is ill-defined. As this is a major drawback in many imaging applications we are going to solve this problem by considering similar nonlinear adaptive evolution equations on invertible orientation scores. This coherence-enhancing diffusion via invertible orientation scores has two advantages over coherence-enhancing diffusion on images:
(1) In the domain SE(2) = R 2 T of an (invertible) orientation score W ψ f : SE(2) → R, crossing curves visible in an image f : R 2 → R are torn apart by convolution with an oriented wavelet at multiple angles (1.2). Along the separated curves .1)) and coherence-enhancing diffusion (CED) given by (2.5) in Weickert, [39] .
Original +Noise CED-OSt = 10 ED t = 10 C Fig. 3 . Illustration of the typical different behavior of coherenceenhancing diffusion on images (CED) and coherence-enhancing diffusion via invertible orientation scores (CED-OS). Both methods are applied to the second image with noise and both evolutions are stopped at comparable stopping time t = 10. Clearly, CED-OS preserves crossings of curves much better than CED (which creates artistic van Gogh-type patterns at crossings).
the direction of the gradient of an orientation score is well-defined. This allows us to diffuse coherently along the separate curves after which the inverse wavelet transformation will automatically merge the separate curves visible in a diffused orientation score Φ(W ψ f ) into properly smoothed crossings visible in the final enhanced image Υ ψ (f ). (2) In an orientation score (x, y, e iθ ) → W ψ (f )(x, y, e iθ ) we have explicit information on local directions and we can easily measure curvature in a robust manner as we will explain in Subsection 3.4. This enables us to align the left-invariant diffusion W ψ f → Φ t (W ψ f ) on the orientation scores adaptively to the local differential structure in an evolving orientation score Φ t (W ψ f ). See Figure 3 .
Before we can translate these conceptual advantages into working image-processing algorithms, of which Fig. 3 shows an example result, we need to discuss some prerequisites from differential geometry, which will be the subject of the next section.
Differential geometry on SE(2).

First fundamental forms underlying nonlinear diffusion schemes.
In order to generalize the CED (coherence-enhancing diffusion) schemes to orientation scores we simply have to replace the left-invariant vector fields {∂ x , ∂ y } on the additive group (R 2 , +), by the left-invariant vector fields on SE (2) . To this end we formulate the standard coherence-enhancing diffusion equations on images (with conductivity (2.5)) as
(3.1)
Here we expressed the diffusion equations in both the global standard basis = {e x , e y } := {(1, 0), (0, 1)} ↔ {∂ x , ∂ y } and in the locally adapted basis of eigenvectors of an auxiliary matrix S(u f (·, s))(x) (in image analysis known as the "structure tensor", recall (2.5)):
The corresponding orthogonal basis transform which maps the standard basis vectors to the eigenvectors {e 1 , e 2 } is denoted by S = (e 1 | e 2 ) and we have (∂ a ∂ b ) = (∂ x ∂ y ) · S. At isotropic areas λ 1 → λ 2 and thereby the conductivity matrix becomes a multiple of the identity yielding isotropic diffusion only at isotropic areas, which is desirable for noise-removal.
In principle, one can consider linear diffusion equations by making the conductivity only adaptive to f = u f (·, ·, 0). In such a case the mapping f → u f is still nonlinear, but the diffusion equation itself is linear. In a numerical finite difference scheme this means that the conductivity need not be updated as it is not dependent on time. Moreover, in this case the diffusion system will have a unique smooth solution, which is to our knowledge not a priori guaranteed in the case of nonlinear diffusions.
The diffusion/conductivity matrix in (3.1) is intuitively diagonalized along the local gauge-coordinate frame
By equipping the space R 2 with the usual metric where each tangent space T x (R 2 ) is identified with T 0 (R 2 ) by standard parallel transport on R 2 , the basis-transformation between the fixed coordinates and the gauge coordinates is unitary, so that S T = S −1 and thereby the diffusion is steered along a normalized, orthogonal, local gauge-coordinate frame {∂ a , ∂ b }.
Instead of adapting the conductivity one can also intrinsically replace the standard first fundamental form on the image domain by a first fundamental form on the graph 302 REMCO DUITS AND ERIK FRANKEN of an image in order to consider Laplace-Beltrami flow, as proposed by Sochen [33] :
where we applied short notation
Now note that the right-hand side in the PDE in (3.1) can be rewritten as
i,j=1 denotes the inverse of the first fundamental form matrix
i,j=1 equals the symmetric positive definite conductivity matrix C(u f (·, ·, s))(x, y), recall (2.5), evaluated at position (x, y) ∈ R 2 at time s > 0. By the product rule for differentiation, the Laplace-Beltrami flow can be obtained by adding the following terms to the right-hand side of the PDE in (3.1):
For numerical reasons, however, we will not add these terms within this paper. Now in order to generalize the coherence-enhancing diffusion schemes on images to coherence-enhancing diffusion schemes on orientation scores we must replace the leftinvariant vector fields on R 2 by the left-invariant vector fields on SE(2), as in (1.9), and in order to keep track of orthogonality and parallel transport in our diffusions we need an invariant first fundamental form G on SE (2) , rather than the trivial, bi-invariant, first fundamental form on (R 2 , T (R 2 )), where each tangent space
Design of the metric on SE(2):
Bi-invariance versus nondegeneracy. In both the field of image analysis [2] and in mathematics (symmetric spaces) [24] it is very common to use bi-invariant metrics on groups. Here arises the first complication: as in SE (2) no such bi-invariant, nondegenerate, first fundamental form (inducing a metric in the usual way) exists; see Theorem 3.1. Therefore we must choose between bi-invariance and nondegeneracy for the underlying metric in our nonlinear diffusion schemes. In this section we explain why we use a left-invariant, nondegenerate metric on SE(2) as the underlying metric for our nonlinear diffusions on orientation scores. Furthermore, we will consider some differential geometry on SE (2) , which serves as an essential prerequisite for the full understanding and design of our diffusions on orientation scores later on. 
where the dual basis {dA (2)) of left-invariant vector fields spanned by
obtained by applying the derivative dR of the right-regular representation R to the standard basis in the Lie algebra (2)), is given by
The only (up to scalar multiplication) bi-invariant fundamental form on SE (2) is degenerate and given by G ≡ dθ ⊗ dθ.
Proof. Recall from part I [17, ch:3] that dR yields the fundamental isomorphism between the Lie algebras T e (SE(2)) and L(SE(2)), so
For the cases where G is bi-invariant we note that reflections around the unity element given by
G is both left and inversion-invariant ⇔ G is both left and right-invariant ⇔ G is both left and reflection-invariant ⇔ G is both left and Ad-invariant.
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This brings us
2 to the left-invariant Cartan form induced by the Killing-form K (which is invariant under all Lie algebra automorphisms, [24, p.266] , and in particular Ad):
where c k ij are the structure constants of the Lie algebra and ad
A direct computation of this Killing form yields G = dθ ⊗ dθ. It is not difficult to see that the metric given in (3.5) is the only both left-and Ad-invariant metric, since by left-invariance it can be written as (3.2) and by
Ad (x,y,e iθ ) (∂ y ) = ∂ y , the adjoint orbits are planes with fixed ∂ θ component on which the quadratic form is constant, so g ij = 0 if (i, j) = (1, 1).
Summarizing, we must choose between bi-invariance and invertibility. On the one hand, in Lie group theory it is common to maintain bi-invariance, and therefore we embed SE (2) into SO (3), on which the bi-invariant metric is nondegenerate. In Theorem 3.2 we present a parameterized class of compact groups {(SE (2))
. Each member of this class admits a bi-invariant metric which is nondegenerate iff β > 0. We use this class to derive covariant derivatives and Riemannian curvature on (SE (2)) β and by taking the limit β ↓ 0 we obtain covariant derivatives and sectional curvatures on SE (2) . On the other hand, by Lemma 3.3 and Corollary 3.4, operators on orientation scores should be left-invariant, not right-invariant, so we do not need right-invariance. 
. The latter isomorphism (for a geometrical explanation, see Figure 4 ) is given by
where the well-known Euler angle parametrization of SO (3) is given by R ez ,γ R e y ,β R ez ,α . The left-invariant vector fields on (SE(2)) β are given by
These vector fields form a 3D Lie algebra: (3)) β induced by the Killing form (as in (3.5) ) is given by
As a result the groups (SE(2)) β are compact symmetric 5 Riemannian spaces iff β > 0. The Riemann curvature tensor on these symmetric Riemannian spaces equals:
Proof. The tangent space at the unity element e = (0, 0, 0) of all groups {(SE (2)) β } is the same for all β ≥ 0 and it is spanned by 
by means of a ↔ (x → a × x), and by direct computation of (3.5) we indeed find g β=1 ij = δ ij and (3.8). Moreover (3.9) follows by Cartan's formula [1] for the Riemannian curvature tensor components on compact, semisimple Lie groups: R (2)) β is compact iff β > 0. However, Cartan's formula also applies to the case β = 0 as we show in Appendix B.
Lemma 3.3. Let Φ be a mapping on the space of orientation scores Φ :
and L 2 (SE(2), given by, respectively, (1.1) and Proof. Recall from Figure 1 that every operator Φ on (and in) the space of orientation scores (associated to kernel ψ) is 1-to-1 related to an operator Υ ψ = W * ψ • Φ • W ψ on the space of images. Now it is easily verified by conjugation that the following relations hold:
where we used ( (2) . Now the result (3.11) directly follows from (3.12). Therefore we consider the Maurer-Cartan form on SE(2), see Theorem 3.8, and impose the following left-invariant, first fundamental form
where
Here the parameter β (physical dimension equals 1/ [Length]) should be considered as a fundamental parameter which relates distance on the tori {(x, e iθ ) | θ ∈ [0, 2π)} to distances in the spatial planes {(x, e iθ ) | x ∈ R 2 }. We return to this explanation of β later when we put an explicit relation to certain geodesics in SE(2) and elastica curves in R 2 (where β 2 determines the typical energy ratio of bending and stretching of an elastic rod).
Remarkably, the left-invariant metric (induced by) G β on SE (2), which serves as the major ingredient in our diffusion schemes on orientation scores in Section 4, is clearly related to the bi-invariant metric (induced by) G β on the compact group (SE(2)) β , (3.8). In order to be able to understand the full meaning of the next two theorems we need some basic definitions from differential geometry.
Definition 3.5. Let M be a smooth manifold, G be a Lie group. A principal fiber bundle P G := (P, M, π, R) above a manifold M with structure group G is a tuple (P, M, π, R) such that P is a smooth manifold, π : P → M is a smooth projection map with π(P ) = M , R a smooth right action
Finally it should satisfy the "local triviality" condition, [34, pp. 346-347] .
Definition 3.6. It is common to equip a principal fiber bundle P G = (P, M, π, R) with a Cartan-Ehresmann connection form ω. This is by definition a Lie algebra T e (G)-
ω(A) for all vector fields A and all h ∈ G . (3.14)
It is also common practice to relate principal fiber bundles to vector bundles. Here one uses an external representation ρ : G → F into a finite-dimensional vector space F of the structure group to put an appropriate vector space structure on the fibers {π −1 (m) | m ∈ M } in the principal fiber bundles.
Definition 3.7. Let P be a principal fiber bundle with finite-dimensional structure group G. Let ρ : G → F be a representation in a finite-dimensional vector space F . Then the associated vector bundle is denoted by P × ρ F and equals the orbit space under the right action
for all g ∈ G, X ∈ F and u ∈ P .
For details on the associated fiber bundle, see [32, pp. 123-148] , where at the end the author provides a clarifying table of correspondences between P and P × ρ F . 
is given by (3.4) and A i = A i | e ; recall (3.3). It is a Cartan-Ehresmann connection form on the principal fiber bundle P = (SE(2), e, SE (2) , L(SE(2))), where π(g) = e, R g u = ug, u, g ∈ SE (2) . Let Ad denote the adjoint action of SE(2) on its own Lie algebra T e (SE(2)), i.e. Ad(g) = (R g −1 L g ) * , i.e. the push-forward of conjugation. 
This adjoint representation gives rise to the associated vector bundle SE(2)× Ad L(SE(2)).
The corresponding connection form on this vector bundle is given bỹ
Thenω yields the following 3 × 3-matrix-valued 1-form: (2))) given by the covariant derivatives 
for all tangent vectors X| γ(t) =γ i (t) A i | γ(t) along a curve t → γ(t) ∈ SE(2) and all sections μ(γ(t)) =
This formula arises from (3.9) by taking the limit β ↓ 0. So the curvature on SE (2) is constant, the sectional curvature of the planes spanned, respectively, by {∂ θ , ∂ ξ } and by {∂ θ , ∂ η } is 1 (so constant) and the sectional curvature of the plane spanned by {∂ ξ , ∂ η } vanishes.
Proof. For the proof, see Appendix B. The next theorem relates the previous results on Cartan connections and covariant derivatives to our nonlinear diffusion schemes on SE(2).
Theorem 3.9. The covariant derivative of a co-vector field a on the manifold ((SE (2)) β , G β ) is a (0,2)-tensor field with components:
whereas the covariant derivative of a vector field v on (SE(2))
β is a (1,1)-tensor field with components
Here the Christoffel symbols equal minus the structure constants of 6 Following the definitions in [34] , it is formally not right to call this the Cartan connection. It is the Koszul connection, [34, p.242 ], corresponding to the Cartan connection, [34, p.353 ], i.e. the associated differential operator corresponding to a Cartan connection. For a complete overview on Koszul connections, Ehresmann connections (the most general ones), Cartan connections and classical connections, see [34, pp. 386-387] . From now on we avoid all these technicalities and just use "Cartan connection" (a Koszul connection in [34] ) and "Cartan-Ehresmann connection form" (Ehresmann connection in [34] ). (2)) β . The Christoffel symbols are anti-symmetric as the underlying Cartan connection 7 D has constant curvature and constant torsion. The left-invariant evolution equations (1.9) can be rewritten in covariant derivatives:
(3.21) Both convection and diffusion in the left-invariant evolution equations (1.9) take place along the exponential curves in SE (2) which are the covariantly constant curves with respect to the Cartan connection. These curves are circular spirals in R 2 × [0, 2π): Proof. The first part of the proof is a straightforward generalization of Theorem 3.8, where β = 0. Here we note that by Theorem 3.2 covariant differentiation takes place on a symmetric Riemannian manifold ((SE(2)) β ), G β iff β > 0. We know by Theorem 3.2 that the curvature of the Cartan connection D on (SE(2)) β is constant. Now the torsion tensor
Finally, the covariant constant curves γ (or "auto-parallel" curves) are by definition given by Dγγ = 0 on the tangent bundle (SE(2), T (SE(2))): (3.24) so these curves γ(t) coincide with the exponential curves in SE (2) , derived in [15] , [11] . Now the connection D is a Koszul connection, [34, p.241] , and therefore (2)) and all smooth φ ∈ C ∞ (SE (2) (2), T (SE(2))) with respect to the Cartan connection with constant curvature and torsion iff the principal axis of the cylinder containing the spiral lies in the θ-direction.
3.3. Horizontal curves and principal fiber bundles. There exists a natural relation between curves in the plane R 2 and curves in SE (2) . For every C 1 -curve s → (x(s), y(s)) one can construct a unique corresponding curve in SE(2) by s → (x(s), y(s), θ(s) = arg(x (s) + i y (s))). We will call such curves in SE(2) horizontal curves. (2)) is called horizontal if it is the tangent vector to some horizontal curve through g. A vector field X is called horizontal if X g is horizontal for all g ∈ SE (2) .
We want to diffuse on orientation scores mainly along horizontal exponential curves; for a practical motivation, see [20] . To get the right intuition: Recall [17, Fig.1] , where typically the mass of an orientation score is concentrated around a horizontal curve.
A smooth horizontal curve γ = (x, e iθ ) in SE(2), given by s → (x(s), e iθ (s)), can be parameterized by the arc-length s > 0 of its projection x = P R 2 γ on the spatial plane. Using this spatial arc-length parametrization it is clear from Definition 3.11 that along a horizontal curve γ = (x, e iθ ) : Here we denote tangent vectors as e θ (s) = e θ , e ξ (s) = cos θ(s)e x + sin θ(s)e y , e η (s) = − sin θ(s)e x + cos θ(s)e y as they are considered as tangent vectors to (classes of) curves, rather than considering tangent vectors as differential operators {∂ θ , ∂ ξ , ∂ η } on locally defined smooth functions, although by the isomorphisms described in [4] it boils down to the same thing; recall [17, Fig.4 ]. By equality (3.26) and Definition 3.11 it follows that the horizontal part 
In fact Y is the only subgroup of SE (2) that has this property, whereas left multiplication of a horizontal curve with any fixed element from SE(2) always yields a horizontal curve again. For an overview of all (length-preserving) perturbations of horizontal curves into horizontal curves, see [16, app. C] . Let us return to our goal of diffusing on orientation scores along horizontal exponential curves; for a practical motivation, see [20] . Now by (3.26) this simply means that in the diffusion generator (1.8) of our nonlinear diffusion system on orientation scores (3.21), all ∂ η derivatives should be removed (or equivalently set a 3 
Recall from [17] that this removal does not cause singular behavior (like it would on
, because of the noncommutativity of SE(2) and Hörmander's condition, [23] . We stress that diffusion does not take place on an integrable 2D submanifold of SE(2) (not even locally !), due to the nonintegrability of the {dA 1 , dA 2 } = {dθ, cos θdx + sin θdy}-foliation, nor does the horizontal diffusion take place on the quotient SE(2)/Y , as horizontal curves can have an η-component in (3.27) .
Summarizing, we need a better mathematical grip on the removal of the third direction in the tangent space. Now technically speaking this means that diffusion takes place along the contact manifold {SE (2) , dA 3 }, [7, p.9] . Here we note that ddθ = 0 and 
It is well known in the theory on contact manifolds [7] that the only integrable submanifolds are one-dimensional and they are usually called Legendre submanifolds, which in our case simply coincide with horizontal curves on SE (2) . Contact manifold theory, [6] , is highly useful for optimization of Lagrangians along horizontal curves, [7, ch:1.2] , as can be seen in Appendix A. But it is mainly based on Pfaffian forms (elements in the dual tangent space) and we rather 312 REMCO DUITS AND ERIK FRANKEN need a fiber structure in the manifold SE (2) . Therefore we will use the Pfaffian form dA 3 of the contact manifold in an Ehresmann connection of a principal fiber bundle on SE (2) . So we consider the domain of the (evolving) orientation score as the following principal fiber bundle:
For more details on principal fiber bundles in general, see [26] , [34] , [32] .
Here we stress that coordinate-free differential geometry on principal fiber bundles starts with horizontal lifts as defined below. These horizontal lifts define parallel transport (which turns out to be independent of the choice of horizontal lift), [34, 
It can be shown [34, Prop. 7, p.363 ] that for every curve in γ :
In fact horizontal lifts are uniquely determined by right multiplication and since Y is the unique subgroup satisfying (3.30), we are able to relate our basic definition of horizontal vector fields, Definition 3.11, to the standard definition of horizontal vector fields on the principal fiber bundle P Y ; see Theorem 3.13.
On P Y one can still impose a left-invariant metric, as is done in Theorem 3.13, again parameterized by the same β > 0, by removing the left-invariant direction A 3 from each tangent space. The geodesics on this principal fiber bundle are closely related to elastica curves and are derived in Appendix A. Our formula for these geodesics is much more tangible than the well-known formula for the corresponding elastica curves, [29] , [6] . For a comparison between elastica and corresponding geodesics, see [16, Ch: 7,  Fig.13 ].
Theorem 3.13. The set P Y = (SE(2), SE(2)/Y, π, R) with subgroup Y = {(0, y, e i0 ) | y ∈ R}, projection π(g) = gY and right-multiplication R h g = gh, h ∈ Y , is a principal fiber bundle (with structure group Y ) on which ω = (L 0,−y,0 ) * is a Cartan-Ehresmann connection form and, in the moving frame of reference
The horizontal part H g of each tangent space T g (SE(2)), g ∈ SE (2) , is by definition
and it coincides with the vector space of tangent vectors along all possible horizontal curves passing through g ∈ SE(2); recall Definition 3.11. The connection formω on the
The horizontal auto-parallels of the connection (3.36) are the horizontal exponential curves, given by (3.22) with c 3 = 0; see Figure 5 . Finally, we equip P Y with the following left-invariant form:
which yields a left-invariant metric on SE (2)
38) where s > 0 denotes the spatial arc-length parameter of the projected curve x = P R 2 γ, with curvature κ(s) = ẍ(s) in R 2 and whereγ
The explicit curves that minimize (3.38) are explicitly derived in Appendix A. In contrast to previous belief, [9] , they do not exactly coincide with elastica curves, [29] , [6] .
Proof. The first part of the proof is analogous to the proof of Theorem 3.8 in Appendix B. The big difference, though, is that instead of a principal fiber bundle P with structure group SE(2) we now have fiber bundle P Y with structure group Y . In particular the base manifold {e} ≡ SE(2)/SE(2) is now replaced by SE(2)/Y . In Theorem 3.8 every tangent vector is vertical, whereas in this theorem we are rather interested in the horizontal part H g of the tangent space T (SE (2) . Note that by (3.26) the differential geometrical definition of horizontality H g := ker{ω g } coincides with the horizontality condition, Definition 3.11, required in the application ! The connection form ω g is indeed a CartanEhresmann connection form on P Y : The first condition in Definition 3.6 is satisfied since ω • dR(A 3 ) = ω(A 3 ) = A 3 , and the second condition follows by (3.14) (special case g ∈ Y ).
Again the Cartan connection D is obtained via the connection formω. This is the corresponding connection form on the associated vector bundle
Here we note that direct computation yields ω(a
auto-parallel curves satisfy: ∇γγ = 0 ⇔γ 2 = −γ 1γ3 andγ 1 =γ 3 = 0, so in particular if they are horizontal we findγ 2 =γ 1 =γ 3 = 0. As a result all auto-parallel curves in the fiber bundle are horizontal exponential curves (3.22) with constants c 1 =γ 1 , c 2 =γ 2 , c 3 = 0. Now (3.37) follows from (3.13) by omitting the vertical direction A 3 and in (3.38) we stress that the Lagrangian is parameter independent, so we may as well choose the spatial arc-length parameter s > 0 of the projection of the horizontal curve on the spatial plane with length L, in which case we have κ(s) =θ(s). The metric (3.37) coincides with the metric in [9] (where this metric is called an "elastica functional") and is related to the well-known elastica functional The left image shows that these curves correspond to circular arcs if projected onto the spatial plane. These curves coincide with the auto-parallels, see (3.22) , in the principal fiber bundle P Y .
in R 2 . The important difference though is the square root! This square root ensures that the functional is parameter independent in SE (2) , whereas the elastica functional is only parameter independent on R 2 . In a standard Riemannian manifold it does not matter if one applies a monotonic transformation on the integrand of the metric (this monotonic transformation can be taken into account by a reparametrization of the same curve). However this argument does not apply here since only for the spatial arc-length parametrization of a horizontal curve do we have κ(s) =θ(s).
Finally we note with respect to the fundamental parameter β 2 , which in the case of elastica denotes the typical fraction of bending and stretching energy, that there exist two fundamentally different approaches to relate minimal energy curves to direct products of Green's functions of stochastic processes on SE(2) with linear forward Kolmogorov equations, parameterized by constants α > 0, [D ij ] ≥ 0 as considered in part I [17] . If one follows the approach by Mumford, [29] , to relate elastica curves to the direction process (a contour-completion process), then one must set β 2 = 4αD 11 ; if one follows Brownian bridge theory, [16, app.B] , to relate geodesics to a contour-enhancement process with D ij = 0 ⇔ (i = j = 1 or i = j = 2), then one takes the limit α −1 → 0 and sets
Extraction of spatial curvature from orientation scores. Let U : SE(2) → R + be some positive smooth function on SE (2) . This could for example be the absolute value 2 of a (processed) orientation score of an image, which is positive and phase invariant; see part I [17, Fig.3 ]. Then the exponential curves through g 0 with direction c i A i U | g 0 form "tangent spirals" (where we naturally embed
In particular, the horizontal exponential curves are given by (3.22) . See Figure 5 .
In this section we will provide fast algorithms for curvature estimation at each g 0 ∈ SE (2) in the domain of U , by finding the exponential curve through g 0 that fits U locally in an optimal way. Remark 3.14. Sometimes we restrict ourselves to horizontal exponential curve fits; however, orientation scores W ψ f and their absolute value U = |W ψ f | in general do not satisfy ∂ η U = 0. So from a strict point of view this restriction is not entirely appropriate. Nevertheless, the density U = |W ψ f | is typically concentrated around horizontal curves. Recall, for example, Figure 1 in Part I of this article.
For the exact definition of such an optimally fitting (horizontal) tangent spiral we first need a few preliminaries. First we apply the left-invariant first fundamental form (3.13) on T (SE(2)) × T (SE (2)). Then the norm of a left-invariant vector field c i A i equals 
The norm of a co-vector field (such as the gradient dU ) is given by
If we differentiate a smooth function U :
After these preliminaries we return to our goal of finding the optimal tangent spiral at position g 0 ∈ SE(2) given U : SE(2) → R + . Definition 3.15. Consider the solution of the following minimization problem:
Then we call the covariantly constant curve t → g 0 exp(t
By means of (3.40) and the chain rule, the energy in (3.41) can be rewritten as
where ∇U := (∂ θ U, ∂ ξ U, ∂ η U ) and where the noncovariant Hessian HU does not coincide with the covariant Hessian form consisting of covariant derivatives of the Cartan connection, which we provided in Theorem 3.9. The covariant Hessian form equals For numerical experiments on the proposed curvature estimation (comparing the two methods above and the approach by van Ginkel [37] ) on orientation scores of noisy example images, see [20] , [19] , [16] .
4. Coherence-enhancing diffusion on orientation scores. In order to obtain adaptive diffusion on orientation scores we will use the following basic nonlinear leftinvariant evolution equation on SE(2) as a starting point: 
These functions D kk , k = 1, 2, 3 should be chosen dependent on the local Hessian HU(·, t) of U (·, t) such that, at strong orientations, D 33 should be small so that we have anisotropic diffusion in the spatial plane along the preferred direction ∂ ξ , while, at weak orientations, D 33 and D 22 should be relatively large and isotropic
Example. In the nonlinear diffusion system (4.1) we propose to set
, where c > 0 is a standard nonlinear diffusion parameter and where the orientation confidence s(U )(g, t) is given by
With respect to the numerics of (4.1) (and later (4.4)), we implemented a forward finite difference scheme using central differences along the moving frame {ξ, η, θ}, where we used second-order B-spline interpolation, [36] , to get the equidistant samples on the {ξ, η, θ}-grid from the given samples on the {x, y, θ}-grid; see Figure 6 . Our method is second-order accurate on SE(2) and only first-order accurate in time. With this respect we note that a Crank-Nicholson scheme for time integration is second-order in time and Bottom row: Result of (CED-OS) and (CED) on medical images of collagen fibers of the heart. All these applications clearly show that coherence-enhancing diffusion on orientation scores (CED-OS) properly enhances crossing fibers whereas (CED) fails at crossings.
Note that the gauge vector is along the best exponential curve-fit direction, i.e. The gauge directions in spherical coordinates read on a noisy test image f in the final result of the CED-OS method, [20] , [16] , of Υ ψ f = W * ψ ΦW ψ f , where ψ is the kernel illustrated in Fig. 3(e,f) , t) ) ≥ 0 on a noisy test image f in the final result Υ ψ f = W * ψ ΦW ψ f , where ψ is the kernel illustrated in Fig. 3 (e,f) of part I of this article and where the operator Φ is the nonlinear diffusion (4.4) stopped at time t = 24 using only 4 equidistant samples on the circle. At t = 24 the result without deviation from horizontality (using curvature estimation (3.48)) clearly shows that the lines bias towards the sampled angles 0,π/4, π/2 and 3π/4. If we include deviation from horizontality (using curvature estimation (3.46)) this problem does not occur, and even with only four samples on the torus we are able to handle these crossings correctly.
where the Euler angles read, where we recall (3.46), (g, t) ) represents the "deviation from horizontality", i.e. it indicates how much the tangent vector of the optimally fitting exponential curve (tangent spiral) points out of the horizontal plane, [20] , [19] ; see Figure 11 .
Remark 4.1. In some cases (for example if the image f has many identical parallel curves) it is better to use the horizontal curvature estimates (3.48) rather than the curvature estimates (3.46), [20] . In these cases one must set d H = 0. . Now the Maurer-Cartan form does the reverse; it "connects" each tangent space T g (SE(2)) to T e (SE (2)). To this end we note that
for all g ∈ SE(2) and all smooth φ : Ω g → R. Therefore we have
So by linearity and dA i , A j = δ ij it is now clear that the coordinate-dependent definition of the Cartan-Maurer form (B.1) indeed yields (3.15) in explicit coordinates. Now we show that the Maurer-Cartan form indeed forms a Cartan-Ehresmann connection form, recall Definition 3.6, on the principal fiber bundle and, recall Definition 3.5, P = (SE(2), e, SE (2) , L(SE (2))). The first requirement in Definition 3.6 has been shown above, so let us verify the second requirement. Indeed a brief computation yields
(B.
3) Then we must show that equality (3.16) holds. This equality follows from the fact that left multiplication L g and right multiplication R g commute, since this implies that
from which we indeed deduce that Ad(g) = dR • Ad(g) • ω. The adjoint representation Ad : SE(2) → GL(T e (SE(2))) coincides with the derivative of the conjugation automorphism h → conj(g)(h) = ghg −1 evaluated at e, i.e. Ad(g) = D e conj(g) = (R g −1 L g ) * .
Remark B.1. Here GL(T e (SE(2))) stands for all linear operators on the Lie algebra T e (SE(2)). Note that each linear operator Q ∈ GL(T e (SE(2)) on T e (SE(2))) is 1-to-1 related to a bilinear form Q on (T e (SE(2))) * × T e (SE(2)) by means of B, QA = Q(B, A), for all B ∈ (T e (SE(2))) * , A ∈ T e (SE(2)) and
So a basis for GL(T e (SE(2))) is given by {dA i ⊗ A j | i, j = 1, 2, 3}. In this article, we omit the overline and again write dA i ⊗ A j as it is clear from the context whether we mean the bilinear form or the linear mapping.
Recall Definition 3.7 of an associated vector bundle and set
where L(SE (2) ) denotes the Lie algebra of left-invariant vector fields on SE (2) and Ad the adjoint representation of SE (2) into GL(L(SE(2))) given by
L(SE(2)), g ∈ SE(2). (B.5)
A connection ω on a principal fiber bundle P is 1-to-1 related to a connectionω on the vector bundle P × ρ F by means of 
