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RESUMEN. Este libro presenta en detalle los resultados de un estudio histórico y matemáti-
co sobre la primera parte de los Fundamenta Nova de Jacobi, titulada De Transformatione
Functionum Ellipticarum. Si bien el título no lo señala explicitamente, se debe entender que
aquí se examinan no solamente las transformaciones de las funciones elípticas, sino también las
transformaciones de las integrales elípticas. Se trata de un asunto delicado que suele evitarse en
los textos sobre la materia ya que, a la luz de lo que se sabe hoy, conviene más tomar sus resul-
tados como sus definiciones que demostrarlos. Además, este libro cubre las funciones elípticas
de Jacobi, sus importantísimas fórmulas de adición y su tratamiento en la variable compleja.
Se presupone que el lector tiene cierta familiaridad con el tema, por lo menos con los resulta-
dos básicos de las integrales elípticas (en particular, sus propiedades aditivas). También se debe
advertir que lo que se trata aquí podría no ser de interés para el investigador contemporáneo
en el campo de las funciones elípticas, aunque sí podría serlo para quien quiera entender la
emergencia histórica de estas funciones. En verdad, el libro va dirigido principalmente al his-
toriador de las matemáticas, que quiere saber de primera mano lo que dijo Jacobi sobre estas
funciones. Por cierto, no se conocen traducciones a lenguas modernas de la obra mencionada.
¿Por qué vale la pena estudiar estas transformaciones elípticas? Desde hace más de doscientos
años, la investigación parece revelar que la teoría de estas transformaciones es el marco teórico
natural para la resolución de algunos problemas matemáticos importantes. A manera de ejem-
plos ingenuos, citemos solamente las cuasirrectificaciones eulerianas y la constructibilidad de
la división de la lemniscata.
Con esto se avanza, además, en el estudio de la emergencia de las funciones elípticas durante
el siglo XIX, tema de interés para la investigación en historia de las matemáticas dentro del
Grupo Mat de la Universidad del Tolima y el Grupo SUMMA de la Universidad de Medellín.
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Prefacio
Esta obra aborda un tema que ha sido dejado de lado a menudo en la literatura debido a su
dureza analítica y algebraica. Para el autor de este libro, todo comenzó hace más de diez años
con la master’s thesis de Judith L. Nowalsky sobre la curva elástica. Este trabajo consistió en
estudiar un artículo de Euler (1786) sobre el tema. Además de la mencionada tesis, el esfuerzo
resultó en un artículo de Moll, Solanilla et al. (2000). Este primer paso dio pie a otro artículo
de Moll, Solanilla et al. (2002) sobre las curvas de Bernoulli. Ese mismo año también se publicó
otra nota sobre la transformación de Landen (Moll, Nowalsky y Solanilla, 2002). Un rumbo
diferente tomaron los estudios dentro del Seminario sobre la historia de las integrales elípticas,
siglos XVII y XVIII, llevado a cabo en el Departamento de Matemáticas de la Universidad de
Antioquia entre 2003 y 2005. Allí comenzó el estudio de la historia de las integrales y funciones
elípticas. Amén de los protocolos del Seminario, se logró culminar el trabajo de grado de Tama-
yo (2005), laureado en la Maestría en Educación con énfasis en la Enseñanza de la Matemática
por la Facultad de Educación de la Universidad de Antioquia. Dos años más tarde, se retomó
el estudio de las grandes contribuciones de Euler y Lagrange a las integrales elípticas. Esta vez,
la investigación se realizó a través del proyecto La ecuación diferencial dx/
√
X + dz/
√
Z = 0
y las integrales elípticas en el siglo XIX, financiado por la Vicerrectoría de Investigaciones de
la Universidad de Medellín y la Facultad de Ciencias de la Universidad del Tolima. La parte
central se realizó nuevamente con la metodología de seminario, del cual quedan sus protoco-
los (2008-2010). En el artículo de Solanilla y Tamayo (2007), fruto de este trabajo, se discute
la cuasirrectificación de Euler para las secciones cónicas centrales. Del mismo ímpetu, resultó
otro artículo de Pareja, Solanilla y Tamayo (2009), en el que cierta interpretación esférica de
Lagrange para las integrales elípticas se presenta como una computadora analógica. Los resul-
tados centrales de esta investigación han visto la luz en el libro Integrales elípticas con notas
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históricas, de Pareja, Solanilla y Tamayo (2010). A todo esto se suma el trabajo de grado laurea-
do de Hernández y Palacio (2009) en el Programa de Matemáticas con énfasis en Estadística de
la Universidad del Tolima. Este trabajo produjo además dos publicaciones de Solanilla, Her-
nández y Palacio en 2010 sobre el teorema de Abel para la lemniscata y su recíproco. Hoy día
se desarrolla el proyecto de investigación La emergencia de las funciones elípticas en la primera
mitad del siglo XIX, que cuenta con la cofinanciación de la Vicerrectoría de Investigaciones
de la Universidad de Medellín y el Comité Central de Investigaciones de la Universidad del
Tolima. En él se estudian las contribuciones de Legendre (1825), Abel (1827) y Jacobi (1829)
a la moderna teoría de las funciones elípticas. Las relaciones entre este proyecto y el presente
libro saltan a la vista.
Según un orden cronológico anclado en los estudios mencionados, aquí se enfrenta uno de los
problemas fundamentales y más intrincados de la historia de las funciones elípticas: las trans-
formaciones de las integrales y funciones elípticas. La cuestión fue decisiva durante el siglo
XVIII cuando los matemáticos buscaban sin cesar la forma más conveniente de escribir las
integrales elípticas. El asunto sigue siendo indispensable hoy en día cuando el adjetivo “modu-
lar” aparece una y otra vez en la reformulación contemporánea de las funciones elípticas. En
concreto, los capítulos que siguen intentan dejar en claro lo que quiso decir Jacobi en el aparte
titulado De transformatione functionum ellipticarum de sus célebres Fundamenta nova theoriae
functionum ellipticarum.
El capítulo 1 está dedicado al que es, quizás, el primer intento sistemático por clarificar las
transformaciones integrales. Nos referimos a la materia de los cinco primeros capítulos del
famoso Traité des fonctions elliptiques et des intégrales Eulériennes, v. Legendre (1825). Allí se
explican las tres formas canónicas o especies de integrales elípticas, las cuales se suelen asumir
hoy gratuitamente, sin mediación de explicación alguna. Al respecto, presentamos las ideas
principales detrás de tal taxonomía y los argumentos que las producen. El capítulo 2 trata
la reelaboración jacobiana de este gran logro de Legendre. Sin embargo, el tema es mucho
más limitado porque solamente cubre las integrales de la primera especie. Asimismo, las trans-
formaciones de las integrales elípticas son mucho más precisas: son funciones racionales que
satisfacen ciertas propiedades. El uso de tales funciones permite obtener un algoritmo para
determinar las transformaciones posibles asociadas a una integral, o lo que es lo mismo, a
un “módulo” dado. La aplicación del algoritmo se ilustra en detalle para las transformacio-
nes de tercer y quinto orden. Con esto se agota el tema de las transformaciones integrales.
En el capítulo 3 se muestra la forma como Jacobi construye las funciones elípticas y deduce
sus principales propiedades. Las importantísimas fórmulas de adición de las funciones elípticas
de Jacobi producen muchas identidades elípticas. Echando mano de un cambio ingenioso de
variable, Jacobi es capaz de extender estas funciones a todo el plano complejo. Las funciones
complejas resultantes poseen dos periodos independientes, hecho fundamental para los desa-
rrollos posteriores. Las transformaciones elípticas se retoman en el capítulo 4. Esta vez, sin
embargo, se trata de transformaciones de las funciones elípticas. Con ayuda de las funciones,
no solamente es posible escribir con precisión las transformaciones, sino, a la vez, disponer de
una herramienta para estudiarlas. Con la nueva herramienta, se dan mejores demostraciones
de los teoremas centrales de la teoría de las transformaciones. Pero además se obtienen nuevos
resultados, como la determinación del número de transformaciones elípticas de un orden da-
do. También se prueba la existencia de las transformaciones complementarias, es decir, toda
transformación modular k → λ tiene asociada otra entre los módulos conjugados k′ → λ′. El
capítulo 5 continúa con el desciframiento de algunos aspectos de la estructura de las transfor-
maciones elípticas. En primer lugar, se hallan las transformaciones inversas, o suplementarias,
como las llama Jacobi. Así, siempre que se tenga k → λ, también se tiene λ → k. Este es
un hecho de asombrosa simetría que conduce naturalmente a los resultados abelianos sobre la
división de longitudes de arco elípticas. Las tres secciones restantes se dedican a las ecuacio-
nes modulares, en particular, a sus interesantes propiedades de invarianza. Al final del libro se
recogen algunas conclusiones que pretenden responder a algunos interrogantes planteados al
inicio de este trabajo.
Las traducciones y la bibliografía sobre los Fundamenta nova son escasos, tal como lo revelan
las variadas preguntas de muchos jóvenes estudiosos en diversos portales de internet. A pesar
de no ser una traducción, este libro aspira a dejarse leer como una reelaboración de todas las
ideas principales en la primera parte de esta gran obra. Asimismo, se ha intentado respetar las
notaciones y las ideas originales de Jacobi, hasta donde ha sido posible. Por todo ello, guar-
damos la esperanza de lanzar una ayuda adicional a todos aquellos interesados en profundizar
sobre este apasionante episodio de la historia de las funciones elípticas. Jacobi se ha ganado
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sobre este apasionante episodio de la historia de las funciones elípticas. Jacobi se ha ganado
injustamente la fama de ser oscuro, tal vez porque escribió en latín en una época en la que ya
no era tan frecuente hacerlo, tal vez por su estilo vertiginoso para develar la verdad. Sin em-
bargo, una vez se vencen estas murallas, su pensamiento prístino se deja ver en toda su belleza
y generalidad. A la manera del Licenciado Vidriera, hemos de conceder a Jacobi la dignidad de
christus meus.
Leonardo Solanilla C.
Ibagué, 26 de abril 2014
CAPÍTULO 1
Especies de Legendre
Adrien-Marie Legendre (1752-1833) ya era miembro de la Academia de Ciencias durante el
Antiguo Régimen. A pesar de simpatizar con la revolución, tuvo que esconderse durante el
Terror. Así, sus mayores contribuciones a las matemáticas vieron la luz en las postrimerías del
siglo XVIII y los primeros años del XIX. Reconocido geómetra de primera linea, sus aportes
al estudio de las integrales y funciones elípticas son innegables. Abel y Jacobi se sintieron en
deuda con él y tomaron como definiciones sus especies de integrales. Abel no quiso entrar en
detalles o dar mayores explicaciones, Jacobi creyó necesario poner algo de orden en la teoría
de Legendre. Las funciones elípticas de hoy han olvidado muchos de los grandes aportes de
Legendre (1811) —publicados en versión más extensa en Legengre (1825)— quizá porque el
pensamiento abeliano es más caro a las matemáticas contemporáneas. En este capítulo tratare-
mos tales aportes en un lenguaje moderno, haciendo algo de trampa, puesto que ya conocemos
la suerte de las integrales elípticas.
1.1. Términos transcendentes elípticos
Muchas cosas se habían dicho ya sobre las integrales elípticas antes de que Legendre se aplicara
a su estudio. El lector interesado en aquella época heroica puede referirse al detallado recuento
de Bellachi (1894) o a la tesis de maestría de Tamayo (2005). Sin embargo, es Legendre quien,
por primera vez, se atreve a proponer formas canónicas para esta rica clase de integrales.
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Una integral indefinida es elíptica si tiene la forma∫ r(x)
R(x) dx,
donde r(x) es una función racional y R(x) denota la raíz cuadrada de un polinomio de cuarto
grado, digamos
R(x) =
√
a+ bx+ cx2 + dx3 + ex4.
Cuando queramos que la integral sea definida, x será una variable real definida en un intervalo
con extremo inferior en x = 0. Ya el integrando es continuo en dicho intervalo, ya la conver-
gencia de la integral en el extremo superior del intervalo está garantizada cuando el polinomio
R2(x) se anule. Este polinomio no es negativo en ningún punto. En consecuencia, a > 0.
Con el fin de dejar en claro nuestro interés en la parte transcendente de las integrales elípticas,
diremos que ∫ r(x)
R(x) dx ∼
∫
f(x) dx⇔
∫ r(x)
R(x) dx−
∫
f(x) dx es algebraica,
o sea, la diferencia de la derecha es una expresión algebraica de x para cierta función (continua)
f(x). Recordemos que una expresión es algebraica si es válida y obtenible por un procedimien-
to finito de operaciones de campo y extracción de raíces.
Nos interesa inicialmente encontrar representantes simples en la clase de equivalencia de una
integral elíptica.
TEOREMA 1. Sean r(x) y R(x) como se viene de decir. Entonces, existen constantes A,B,C,Dj,
Ej ∈ C tales que∫ r(x)
R(x) dx ∼
∫ A+Bx+ Cx2
R(x) dx+
∑
j
Dj
∫ dx
(1− Ejx)R(x) .
DEMOSTRACIóN. Procedamos por casos en un orden creciente de complejidad. Cuando la
función racional es una potencia, o sea, r(x) = xk, k ≥ 3, tenemos que
d
dx
xk−3R(x) = (k − 3)xk−4R
2
R
+ x
k−3
2R (b+ 2cx+ 3dx
2 + 4ex3)
= a(k − 3)x
k−4
R
+ b
(
k − 52
)
xk−3
R
+ c(k − 2)x
k−2
R
+ d
(
k − 32
)
xk−1
R
+ e(k − 1)x
k
R
.
Luego de integrar a ambos lados de esta igualdad y de notar que la expresión de la izquierda es
algebraica, se obtiene la fórmula de reducción∫ xk
R(x) dx ∼
∫ p(x)
R(x) dx,
donde p(x) es un polinomio de grado k− 1. Si 0 ≤ k ≤ 3, el resultado es inmediato. Los casos
k > 3 se siguen por inducción.
Si la función racional es un polinomio r(x) = anxn + · · ·+ a1x+ a0,∫ r(x)
R(x) dx = an
∫ xn
R(x) dx+ · · · a1
∫ x
R(x) dx+ a0
∫ dx
R(x) .
La aplicación, reiterada si es el caso, de la fórmula de reducción a las primitivas de la derecha
arroja el resultado buscado para los polinomios.
Para el caso en que la potencia está en el denominador (es decir, cuando el integrando tiene la
forma 1/(xkR(x)), k ≥ 1) la fórmula (1.1) sigue siendo válida. Integrando y sacando en limpio
las veces necesarias el término de potencia más negativa, se tiene∫ dx
xkR(x) ∼
∫ (D
x
+ A+Bx+ Cx2
)
dx
R(x) .
Las mayúsculas indican constantes. Cuando la potencia en el denominador es de la forma
(x− α)k, α ∈ C, el cambio de variable ξ = x− α produce
R2(x) = a+ b(ξ + α) + c(ξ + α)2 + d(ξ + α)3 + e(ξ + α)4
= a′ + b′ξ + c′ξ2 + d′ξ3 + e′ξ4 = R2(ξ).
Por lo que acabamos de decir,∫ dx
(x− α)kR(x) =
∫ dξ
ξkR(ξ)
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En el caso más general posible R(x) se descompone por división en un polinomio más una
función racional propia. Ya sabemos cómo tratar al polinomio. En la fracción propia, el de-
nominador se factoriza totalmente en C. Luego, dicha fracción se desarrolla en fracciones
parciales de la forma
Fk
(x− αk)k , k ≥ 1.
Pero la integral del producto de estas fracciones por 1/R(x) ya está resuelto. Por último, se
escriben los factores lineales en la forma (1− Ejx). 
1.2. Eliminación de las potencias impares
También es útil para nuestro propósito dejar de lado ciertos términos trascendentes conocidos,
a saber: los arcos de circunferencia y los logaritmos. Dicho de otro modo, no vamos a incluir
el caso conocido en el que una integral elíptica se degenera en una de integrando racional o en
una con la raíz cuadrada de un polinomio de segundo grado en el denominador.
Factorizemos R2(x) = (p + 2qx + rx2)(u + 2vx + wx2) sobre el campo de los reales. Como
a = pu > 0, p, u = 0 y podemos considerar simplemente R2(x) = (1 + 2qx+ rx2)(1 + 2vx+
wx2). Una integral elíptica (1.1) no es degenerada si los vectores (q, r) y (v, w) son linealmente
independientes sobre R. En vista de que R2(x) > 0, ponemos
(1.1) 1 + 2qx+ rx2 = (1 + 2vx+ wx2)y2,
para cierta función y = y(x) que no puede ser constante (si lo fuese, estaríamos en el caso
degenerado). De esto se desprende que, por la fórmula cuadrática,
x = q − vy
2 ±R(y)
wy2 − r ,
donde R(y) =
√
(vy2 − q)2 − (wy2 − r)(y2 − 1). Por otro lado, si derivamos implícitamente
la relación (1.1), encontramos que
dy
dx
= q + rx− (v + wx)y
2
y(1 + 2vx+ wx2) = ∓
R(y)
R(x) .
Ya que el polinomio enR(y) no contiene potencias impares, se ve que basta considerar la clase
de polinomios de grado cuarto con potencias pares solamente. Sin embargo, la transformación
integral (1.1) es muy complicada. Por ello, vale la pena probar suerte con otra más sencilla.
TEOREMA 2. Toda primitiva no degenerada
∫ r(x)
R(x) dx se puede transformar en una de la misma
forma con denominador
R(y) =
√
(S + Ty2)(U + V y2), S, T, U, V ∈ R.
La transformación que produce esta simplificación es una función racional del tipo
x = P +Qy1 + y , P,Q ∈ R \ {0}.
DEMOSTRACIóN. Usamos la factorización de R2(x) del comienzo de la sección. Para que
el numerador de
1 + 2qx+ rx2 = (1 + y)
2
(1 + y)2 + 2q
P +Qy
1 + y ×
1 + y
1 + y + r
(
P +Qy
1 + y
)2
no tenga potencias impares, es preciso que 1 + q(P + Q) + rPQ = 0. De manera similar, se
debe tener 1+v(P +Q)+wPQ = 0. La solución única P +Q, PQ del sistema lineal formado
por estas dos ecuaciones está garantizado porque las integrales no son degeneradas. Además
P +Q,PQ = 0 y así, en particular, P,Q = 0. Como queremos que P yQ sean reales debemos
garantizar que (P +Q)2 − 4PQ = (P −Q)2 > 0.
Vamos a demostrar que esto se verifica en todos los casos posibles. Si los ceros de uno de los
factores de R2(x), digamos 1 + 2vx + wx2, no tienen parte imaginaria nula es debido a que
v2 − w < 0. Pero, entonces,
(P −Q)2 =
(1 + wPQ
v
)2
− 4PQ
=
(1 + wPQ
v
)2
− 2(1 + wPQ)
v
2 v
w
+ 4 v
2
w2
− 4 v
2
w2
+ 4
w
=
(1 + wPQ
v
− 2 v
w
)2
− 4v
2 − w
w2
> 0.
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En el caso restante todos los ceros de R2 son reales y nuestros dos factores se factorizan, a su
vez, como (x−α)(x−β) y (x−γ)(x−δ), salvo tal vez por constantes que no son importantes
en nuestro argumento. Siguiendo el mismo camino de antes se encuentra el sistema lineal
αβ − 12(α+ β)(P +Q) + PQ = 0
γδ − 12(γ + δ)(P +Q) + PQ = 0.
Por lo tanto,
P +Q
2 =
αβ − γδ
α+ β − γ − δ(
P −Q
2
)2
= (α− γ)(α− δ)(β − γ)(β − δ)(α+ β − γ − δ)2 .
Para obtener soluciones válidas basta reordenar de mayor a menor, si fuese necesario, las raíces
α, β, γ, δ. El caso en que todas ellas son iguales no está permitido porque hemos excluido a las
integrales degeneradas. El último caso α + β = γ + δ = 0 se evita con una permutación de las
raíces o se soluciona mediante una sustitución lineal. En verdad, los factores x2−(α+β)x+αβ
y x2 − (γ + δ)x+ γδ se convierten a la forma buscada mediante y = x− (α+ β)/2. 
Este resultado es fundamental para el estudio de las transformaciones de Jacobi en el próximo
capítulo. Teniendo en mente la exclusión de las integrales degeneradas, podemos hacer una
simplificación más en el teorema 1.
COROLARIO 3. El término lineal de un integrando elíptico no degenerado está cubierto por un
caso conocido de integración y se puede omitir. O sea,
∫ r(x)
R(x) dx 
∫ A+Bx2
R(x) dx+
∑
j
Dj
∫ dx
(1− Ejx)R(x) .
En esta equivalencia, el residuo es una expresión algebraica sumada quizás a un término transcen-
dente conocido, es decir, logarítmico o de arco circular.
DEMOSTRACIóN. Por medio de la sustitución y = x2, el término∫ x
R(x) dx
se reduce al caso de la raíz cuadrada de un polinomio cuadrático en el denominador del inte-
grando. 
1.3. Especies fundamentales
Sin pérdida de generalidad, nos quedamos con el caso no degenerado y asumimos que el deno-
minador del integrando es de la forma R(x) =
√
(1− l2x2)(1− k2x2). Finalmente, el cambio
y = lx nos conduce a la forma más simple
(1.2) R(x) =
√
(1− x2)(1− k2x2).
La constate compleja k debe tener módulo menor o igual a la unidad para evitar problemas en
el caso puramente real.
En virtud del corolario 3, los tipos de términos transcendentes que nos interesan son, pues,∫ dx
R(x) ,
∫ x2
R(x) dx y
∫ dx
(1− Ex)R(x) ,
donde α ∈ C. De la mano de Legendre, en este punto debemos llamar la atención sobre∫ x2
R(x) dx = −
1
k2
∫ 1− k2x2
R(x) dx+
1
k2
∫ dx
R(x)
= − 1
k2
∫ √1− k2x2√
1− x2 dx+
1
k2
∫ dx
R(x) .
Así pues, el segundo de los tipos se puede intercambiar por∫ √1− k2x2√
1− x2 dx.
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minador del integrando es de la forma R(x) =
√
(1− l2x2)(1− k2x2). Finalmente, el cambio
y = lx nos conduce a la forma más simple
(1.2) R(x) =
√
(1− x2)(1− k2x2).
La constate compleja k debe tener módulo menor o igual a la unidad para evitar problemas en
el caso puramente real.
En virtud del corolario 3, los tipos de términos transcendentes que nos interesan son, pues,∫ dx
R(x) ,
∫ x2
R(x) dx y
∫ dx
(1− Ex)R(x) ,
donde α ∈ C. De la mano de Legendre, en este punto debemos llamar la atención sobre∫ x2
R(x) dx = −
1
k2
∫ 1− k2x2
R(x) dx+
1
k2
∫ dx
R(x)
= − 1
k2
∫ √1− k2x2√
1− x2 dx+
1
k2
∫ dx
R(x) .
Así pues, el segundo de los tipos se puede intercambiar por∫ √1− k2x2√
1− x2 dx.
Además, el tercer tipo de transcendente admite∫ dx
(1− Ex)R(x) =
∫ dx
(1− E2x2)R(x) + E
∫ x
(1− E2x2)R(x) dx.
Como el segundo sumando de la derecha se reduce al segundo grado por y = x2, nuestro tercer
tipo se puede reemplazar por ∫ dx
(1 + νx2)R(x) .
Con ello, los tres tipos son integrales de funciones pares.
DEFINICIóN 4. Las integrales elípticas∫ dx
R(x) ,
∫ √1− k2x2√
1− x2 dx y
∫ dx
(1 + νx2)R(x) , ν ∈ C,
constituyen respectivamente la primera, segunda y tercera especie de Legendre (para los términos
transcendentes elípticos no degenerados). El denominador R(x) está dado por (1.2).
1.4. Amplitud y módulo
La anterior clasificación sugiere la sustitución x = senφ. Ella se ajusta con propiedad a lo
dicho más arriba y simplifica las especies. Usando la abreviatura clásica
∆ = ∆(k) =
√
1− k2 sen2 φ,
las especies de Legendre se reducen a∫ dφ
∆ ,
∫
∆ dφ y
∫ dφ
(1 + ν sen2 φ)∆ .
El ángulo φ ∈ [0, pi/2] se llama amplitud y la constante k ∈ C módulo. Ya que |k| ≤ 1, a veces
se utiliza el ángulo θ del módulo. Dicho ángulo es el que produce k = sen θ.
También es común denotar respectivamente estas primitivas mediante F,E y Π(ν). En con-
cordancia, se pueden definir las funciones integrales elípticas F,E,Π para ϕ ∈ [0, pi/2] por
F (ϕ) =
∫ ϕ
0
dφ
∆ , E(ϕ) =
∫ ϕ
0
∆ dφ y Π(ϕ, ν) =
∫ ϕ
0
dφ
(1 + ν sen2 φ)∆ ,
para valores fijos de k y ν. Los valores de estas funciones en ϕ = pi/2 son las integrales elípticas
completas de la primera, segunda y tercer especie, respectivamente.
1.5. Fórmulas de adición
La taxonomía de Legendre que acabamos de explicar hace más fácil la comprensión de los
importantes resultados sobre integrales elípticas que Euler (1761) y Lagrange (1766-69) estable-
cieron durante el siglo XVIII. Ciertamente, el trabajo de estos dos grandes analistas de la edad
heroica conduce a la propiedad más importante de las mentadas integrales, a saber:
Las funciones inversas de las funciones integrales elípticas, llamadas simplemente
funciones elípticas, se pueden extender a toda la recta real de tal forma que las
funciones resultantes son diferenciables y periódicas.
Este procedimiento se realiza en virtud de las importantísimas fórmulas de adición que consti-
tuyen la materia del teorema siguiente. La similitud con la construcción analítica de la función
seno circular es evidente.
TEOREMA 5. Sea k un módulo fijo. Las identidades elípticas aditivas
F (ϕ) + F (ψ)− F (µ) = 0,
E(ϕ) + E(ψ)− E(µ) = k2 senµ senϕ senψ
junto con Π(ϕ, ν) + Π(ψ, ν)− Π(µ, ν) =
n senµ×

1√
δ
(
ln
∣∣∣2Ct+B−√δ2Ct+B+√δ
∣∣∣∣− ln ∣∣∣B−√δB+√δ
∣∣∣∣) si δ > 0
2
(
−1
2Ct+B +
1
B
)
si δ = 0
2√−δ
(
arctan
(
2Ct+B√−δ
)
− arctan
(
B√−δ
))
si δ < 0
(definida para ciertas constantesA,B,C tales que δ = B2−4CA = −(8ν2+4ν(ν+1)k2) sen2 µ)
tienen lugar si y solamente si se cumple la identidad de Lagrange
cosµ = cosϕ cosψ − senϕ senψ∆µ.
La demostración de este teorema se basa en la solución de la ecuación diferencial fundamental
de las integrales elípticas. Al lector interesado en ella se le remite al texto de Pareja, Solanilla
y Tamayo (2010). Allí también se presentan importantes ejemplos y problemas relativos a las
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tienen lugar si y solamente si se cumple la identidad de Lagrange
cosµ = cosϕ cosψ − senϕ senψ∆µ.
La demostración de este teorema se basa en la solución de la ecuación diferencial fundamental
de las integrales elípticas. Al lector interesado en ella se le remite al texto de Pareja, Solanilla
y Tamayo (2010). Allí también se presentan importantes ejemplos y problemas relativos a las
longitudes de arco de la elipse, la lemniscata y la hipérbola, amén de una manera de obtener la
diferenciabilidad y periodicidad de las funciones elípticas.
En el capítulo 3 estudiaremos otra forma, debida a Jacobi, de construir las funciones elípticas.
Por ello, en este momento no damos mayores detalles al respecto.
CAPÍTULO 2
Transformaciones integrales de Jacobi
Carl Gustav Jacob Jacobi (1804-1851) nació en el seno de una familia de ricos banqueros judíos.
Recibió una educación privilegiada en su casa, en el Victoria-Gymnasium de Postdam y en la
Universidad de Berlín, que pasaba por uno de los mejores momentos de su historia. Vivió y
murió por las matemáticas. Como buen niño prodigio, Jacobi presupone siempre que su lector
es muy inteligente. Por ello hay que leerlo con toda la calma del mundo.
Entre otras muchas tareas, se propuso refundar la teoría de las funciones elípticas sobre nuevas
y sólidas bases. El estilo de sus Fundamenta nova (1829) no se deja encajonar en definiciones, le-
mas, teoremas y corolarios. Se trata de una investigación en vivo y en directo. Las herramientas
para establecer los resultados y los resultados mismos brotan de un solo esfuerzo. Esperamos
que este remolino de pensamiento, que en cada paso se hace más concreto, no cause vértigos
en el lector matemático de hoy. Por el contrario, ojalá le resulte natural. Muy probablemente
tienen razón los que han defendido que Jacobi fue el mejor maestro de su generación.
2.1. Problema y estrategia general
Jacobi leyó juiciosamente a Legendre. Pero, para él, las equivalencias del capítulo anterior no
merecen ni siquiera un comentario. En su lugar, emplea el signo de igualdad para relacionar
las formas diferenciales que aparecen en las primitivas elípticas.
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Jacobi leyó juiciosamente a Legendre. Pero, para él, las equivalencias del capítulo anterior no
merecen ni siquiera un comentario. En su lugar, emplea el signo de igualdad para relacionar
las formas diferenciales que aparecen en las primitivas elípticas.
La presentación que sigue está organizada en problemas y estrategias para resolverlos. Una es-
trategia no es una demostración propiamente dicha, sino un esbozo de la prueba. Al comienzo
del capítulo, los esbozos son muy vagos. El lector no debe preocuparse por esto, ya que el
asunto se vuelve concreto poco a poco y, al final, se logra una demostración rigurosa. Tal es el
proceder investigativo de Jacobi.
Antes que nada, hay que dejar en claro la cuestión fundamental detrás del problema de las
transformaciones.
PROBLEMA 6. Encontrar una función racional y, de la variable independiente x, tal que
(2.1)
dy√
a′ + b′y + c′y2 + d′y3 + e′y4
= dx
w
√
a+ bx+ cx2 + dx3 + ex4
.
El significado de w se aclara enseguida.
ESTRATEGIA. Para n ∈ Z+, buscamos una función racional y(x) = u(x)/v(x) tal que el
máximo de los grados de los polinomios u y v sea n y tal que
dy√
a′ + b′y + c′y2 + d′y3 + e′y4
= dx
w
√
a+ bx+ cx2 + dx3 + ex4
.
En la expresión de la derecha, w = w(x) denota una función racional de x. La idea es genera-
lizar a conveniencia el procedimiento empleado en la demostración del teorema 2. Debemos
tener
dy√
a′ + b′y + c′y2 + d′y3 + e′y4
= vdu− udv√
a′v4 + b′v3u+ c′v2u2 + d′vu3 + e′u4
.
Uno de los polinomios tiene grado n, el otro grado m ≤ n. Por lo tanto, la expresión bajo el
radical en el denominador de la derecha tiene grado 4n. Ya que se quiere dejar un polinomio
de grado cuatro, el número total de ecuaciones resultante es 4n − 4. Se puede hacer que las
raíces restantes sean dobles y, así, el número de ecuaciones es, en verdad, 2n − 2. Con ellas
se deben determinar n +m + 2 coeficientes de los polinomios u y v. Pero como uno de tales
coeficientes se puede hacer igual a la unidad, las incógnitas son solo n + m + 1. Ahora bien,
n + m + 1 ≥ 2n − 2, o sea, m ≥ n − 3. Pero también, m ≤ n. Los posibles valores de
m son, pues, n − 3, n − 2, n − 1 y n. Así, el número de indeterminadas es respectivamente
2n − 2, 2n − 1, 2n y 2n + 1. En los dos primeros casos x se sustituye por α + βx para que la
solución dependa de dos cantidades arbitrarias. En los dos últimos casos x se reemplaza por
α+βx
1+γx para que dependa de tres cantidades arbitrarias. ♦
Sin embargo, disponiendo bien las cosas, la función racional w(x) resulta ser una constante.
ESTRATEGIA. Para n ∈ Z+, se busca una función racional y(x) = u(x)/v(x) que satisfaga
(2.1). Continuamos a partir del punto en el que dejamos la estrategia anterior. El polinomio
bajo la raíz cuadrada de la derecha tiene la forma
(a+ bx+ cx2 + dx3 + ex4)t2,
donde t es un polinomio de grado 2n− 2 y
w = tv
2
v du
dx
− u dv
dx
.
Supongamos también que u y v no tienen factores en común. El polinomio bajo el radical de
la izquierda se puede factorizar como
a′ + b′y + c′y2 + d′y3 + e′y4 = a′(1− α′y)(1− β′y)(1− γ′y)(1− δ′y).
En consecuencia, el de la derecha se escribe
a′(v − α′u)(v − β′u)(v − γ′u)(v − δ′u)/v4.
Por nuestras hipótesis sobre u y v, el cuadrado de cualquier factor lineal que aparezca en t debe
dividir a uno solo de los cuatro términos (v − ′u), ′ ∈ {α′, β′, γ′, δ′}. Ya que dicho factor
aparece al cuadrado y
(v − ′u)× du
dx
− d
dx
(v − ′u)× u = vdu
dx
− dv
dx
u,
también debe dividir a v du
dx
− dv
dx
u. Así pues, w es una constante. ♦
En este momento inicial de la investigación jacobiana debemos llamar la atención sobre la
carencia de detalles y la correspondiente densidad de las “pruebas”.
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En este momento inicial de la investigación jacobiana debemos llamar la atención sobre la
carencia de detalles y la correspondiente densidad de las “pruebas”.
2.2. Reducción a la forma canónica de Legendre
Con muchos más detalles, se enfrenta ahora el asunto que encierra el título de esta sección.
PROBLEMA 7. Transformar la forma diferencial
dy√
a+ by + cy2 + dy3 + ey4
a la más simple de Legendre
dx
w
√
(1− x2)(1− k2x2)
para cierta constante k, empleando la estrategia anterior.
ESTRATEGIA. Queremos que el polinomio esté factorizado en términos lineales, o sea,
dy√
(y − α)(y − β)(y − γ)(y − δ)
.
Poniendo y = u/v, donde u y v son polinomios cuadráticos, se debería tener (u − αv)(u −
βv)(u − γv)(u − δv) = K(1 − x2)(1 − k2x2)(1 + µx)2(1 + νx)2, para cierta constante K. Si
tomamos u− γv = C(1 + µx)2 y u− δv = D(1 + νx)2, entonces, o bien u− αv = A(1− x2)
y u− βv = B(1− k2x2), o bien u− αv = A(1− x)(1− kx) y u− βv = B(1 + x)(1 + kx).
A,B,C yD denotan constantes. La primera de las dos posibilidades se descarta por imposible.
Así pues, la segunda es la que se cumple.
Haciendo x = 1 o x = 1/k en u−αv = A(1−x)(1−kx), se obtiene u = αv. De esta manera,
si se reemplaza x = 1 en
u− γv
u− βv =
C(1 + µx)2
B(1 + x)(1 + kx) ,
se halla la relación
α− γ
α− β =
C(1 + µ)2
B 2(1 + k) .
Con x = 1/k,
α− γ
α− β =
C(1 + µ
k
)2
B 2(1 + 1
k
) .
De aquí,
(1 + µ)2 = k
(
1 + µ
k
)2
.
De forma similar,
(1 + ν)2 = k
(
1 + ν
k
)2
.
Por lo tanto, µ =
√
k y ν = −√k, ya que no pueden ser iguales (en tal caso, y sería constante).
Ahora bien, en
u− γv
u− δv =
y − γ
y − δ =
C
D
(1 +√kx
1−√kx
)2
,
con x = 1, se encuentra
α− γ
α− δ =
C
D
(1 +√k
1−√k
)2
.
Con x = −1,
β − γ
β − δ =
C
D
(1−√k
1 +
√
k
)2
.
Con el propósito de determinar las constantes A,B,C y D, podemos tomar, pues,
C =
√
(α− γ)(β − γ) y D =
√
(α− δ)(β − δ).
También,
1−√k
1 +
√
k
= 4
√√√√(α− γ)(β − δ)
(α− δ)(β − γ) .
De aquí se sigue que
√
k =
4
√
(α− γ)(β − δ)− 4
√
(α− δ)(β − γ)
4
√
(α− γ)(β − δ)− 4
√
(α+ δ)(β − γ)
.
Al hacer x = 1/
√
k en u− δv = D(1 + νx)2, u = δv,
δ − α
δ − γ =
A
(
1− 1√
k
)
(1−√k)
C(1−√k)2 y
δ − α
δ − γ =
B
(
1 + 1√
k
)
(1 +
√
k)
C(1−√k)2 .
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a la más simple de Legendre
dx
w
√
(1− x2)(1− k2x2)
para cierta constante k, empleando la estrategia anterior.
ESTRATEGIA. Queremos que el polinomio esté factorizado en términos lineales, o sea,
dy√
(y − α)(y − β)(y − γ)(y − δ)
.
Poniendo y = u/v, donde u y v son polinomios cuadráticos, se debería tener (u − αv)(u −
βv)(u − γv)(u − δv) = K(1 − x2)(1 − k2x2)(1 + µx)2(1 + νx)2, para cierta constante K. Si
tomamos u− γv = C(1 + µx)2 y u− δv = D(1 + νx)2, entonces, o bien u− αv = A(1− x2)
y u− βv = B(1− k2x2), o bien u− αv = A(1− x)(1− kx) y u− βv = B(1 + x)(1 + kx).
A,B,C yD denotan constantes. La primera de las dos posibilidades se descarta por imposible.
Así pues, la segunda es la que se cumple.
Haciendo x = 1 o x = 1/k en u−αv = A(1−x)(1−kx), se obtiene u = αv. De esta manera,
si se reemplaza x = 1 en
u− γv
u− βv =
C(1 + µx)2
B(1 + x)(1 + kx) ,
se halla la relación
α− γ
α− β =
C(1 + µ)2
B 2(1 + k) .
Con x = 1/k,
α− γ
α− β =
C(1 + µ
k
)2
B 2(1 + 1
k
) .
De aquí,
(1 + µ)2 = k
(
1 + µ
k
)2
.
De forma similar,
(1 + ν)2 = k
(
1 + ν
k
)2
.
Por lo tanto, µ =
√
k y ν = −√k, ya que no pueden ser iguales (en tal caso, y sería constante).
Ahora bien, en
u− γv
u− δv =
y − γ
y − δ =
C
D
(1 +√kx
1−√kx
)2
,
con x = 1, se encuentra
α− γ
α− δ =
C
D
(1 +√k
1−√k
)2
.
Con x = −1,
β − γ
β − δ =
C
D
(1−√k
1 +
√
k
)2
.
Con el propósito de determinar las constantes A,B,C y D, podemos tomar, pues,
C =
√
(α− γ)(β − γ) y D =
√
(α− δ)(β − δ).
También,
1−√k
1 +
√
k
= 4
√√√√(α− γ)(β − δ)
(α− δ)(β − γ) .
De aquí se sigue que
√
k =
4
√
(α− γ)(β − δ)− 4
√
(α− δ)(β − γ)
4
√
(α− γ)(β − δ)− 4
√
(α+ δ)(β − γ)
.
Al hacer x = 1/
√
k en u− δv = D(1 + νx)2, u = δv,
δ − α
δ − γ =
A
(
1− 1√
k
)
(1−√k)
C(1−√k)2 y
δ − α
δ − γ =
B
(
1 + 1√
k
)
(1 +
√
k)
C(1−√k)2 .
Así pues, A =
−
√
(α− γ)(α− δ)
γ − δ ×
(√
(α− γ)(β − δ)−
√
(α− δ)(β − γ)
)
y B =
−
√
(β − γ)(β − δ)
γ − δ ×
(√
(α− γ)(β − δ)−
√
(α− δ)(β − γ)
)
.
Hace falta comprobar que el término v du
dx
− dv
dx
u tiene la forma esperada. Después de un simple
cómputo,
(γ − δ)
(
u
dv
dx
− vdu
dx
)
= (u− γv) d
dx
(u− δv)− (u− δv) d
dx
(u− γv).
Ya obtuvimos que u− γv = C(1 +√kx)2 y u− δv = D(1−√kx)2. Así que
d
dx
(u− δv) = 2C(1 +
√
kx)
√
k y
d
dx
(u− δv) = −2D(1−
√
kx)
√
k.
De donde
(γ − δ)
(
u
dv
dx
− vdu
dx
)
= 4CD
√
k(1 +
√
kx)(1−
√
kx).
Esto comprueba que la expresión w, que sale de la raíz, es una constante. ♦
Jacobi es consciente de que sus transformaciones son soluciones de ecuaciones diferenciales y,
en el caso de existir, pueden hacerlo solamente en un pequeño intervalo. Por esto, se aplica a
considerar algunas combinaciones posibles de las cantidades α, β, γ y δ del resultado anterior.
En particular, aborda el caso ya estudiado por Legendre en el que estas raíces son reales y
α > β > γ > δ. No vamos a tomar esta vía porque nos aleja del camino trazado.
Ya se habrá notado que Jacobi se ocupa únicamente de transformaciones racionales. El orden
de una transformación o sustitución y = u/v es el máximo del grado de los polinomios u y v
que la definen.
2.3. Cambio de módulo, iteraciones
De particular interés para el maestro alemán y para el resto del libro son las transformacio-
nes que alteran el módulo k de la forma diferencial canónica. Ciertamente, ellas son las que
importan puesto que toda forma diferencial elíptica se puede reducir a la forma de Legendre.
PROBLEMA 8. ¿Es posible convertir la forma
dy√
(1− y2)(1− λ2y2)
a la forma
dx
w
√
(1− x2)(1− k2x2)
mediante una sustitución racional de orden par, respectivamente, mediante una sustitución racional
de orden impar?
ESTRATEGIA. Se propone primero la transformación racional de orden par
y = (a1 + a3x
2 + a5x4 · · ·+ a2m−1x2m−2)x
1 + b2x2 + b4x4 + · · ·+ b2mx2m =
u
v
, m ∈ Z+.
Para obtener lo que se quiere, se exige
v + u = (1 + x)(1 + kx)A2
v − u = (1− x)(1− kx)B2
v + λu = C2
v − λu = D2,
donde A,B,C y D son polinomios. Notemos que el cambio x → −x convierte la primera
y la tercera de estas igualdades en la segunda y la cuarta. Cuando se cumplan la primera y la
tercera, v + λu debe tener m pares de factores lineales repetidos y v + u debe tener m − 1 de
ellos. Por esto, el número total de ecuaciones esm+ (m− 1) + 1 = 2m. Pero este es el mismo
número de las incógnitas a1, . . . , a2m−1, b2, . . . , b2m.
Así pues, A =
−
√
(α− γ)(α− δ)
γ − δ ×
(√
(α− γ)(β − δ)−
√
(α− δ)(β − γ)
)
y B =
−
√
(β − γ)(β − δ)
γ − δ ×
(√
(α− γ)(β − δ)−
√
(α− δ)(β − γ)
)
.
Hace falta comprobar que el término v du
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dx
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cómputo,
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)
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dx
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dx
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d
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kx)
√
k y
d
dx
(u− δv) = −2D(1−
√
kx)
√
k.
De donde
(γ − δ)
(
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dv
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− vdu
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)
= 4CD
√
k(1 +
√
kx)(1−
√
kx).
Esto comprueba que la expresión w, que sale de la raíz, es una constante. ♦
Jacobi es consciente de que sus transformaciones son soluciones de ecuaciones diferenciales y,
en el caso de existir, pueden hacerlo solamente en un pequeño intervalo. Por esto, se aplica a
considerar algunas combinaciones posibles de las cantidades α, β, γ y δ del resultado anterior.
En particular, aborda el caso ya estudiado por Legendre en el que estas raíces son reales y
α > β > γ > δ. No vamos a tomar esta vía porque nos aleja del camino trazado.
Ya se habrá notado que Jacobi se ocupa únicamente de transformaciones racionales. El orden
de una transformación o sustitución y = u/v es el máximo del grado de los polinomios u y v
que la definen.
2.3. Cambio de módulo, iteraciones
De particular interés para el maestro alemán y para el resto del libro son las transformacio-
nes que alteran el módulo k de la forma diferencial canónica. Ciertamente, ellas son las que
importan puesto que toda forma diferencial elíptica se puede reducir a la forma de Legendre.
PROBLEMA 8. ¿Es posible convertir la forma
dy√
(1− y2)(1− λ2y2)
a la forma
dx
w
√
(1− x2)(1− k2x2)
mediante una sustitución racional de orden par, respectivamente, mediante una sustitución racional
de orden impar?
ESTRATEGIA. Se propone primero la transformación racional de orden par
y = (a1 + a3x
2 + a5x4 · · ·+ a2m−1x2m−2)x
1 + b2x2 + b4x4 + · · ·+ b2mx2m =
u
v
, m ∈ Z+.
Para obtener lo que se quiere, se exige
v + u = (1 + x)(1 + kx)A2
v − u = (1− x)(1− kx)B2
v + λu = C2
v − λu = D2,
donde A,B,C y D son polinomios. Notemos que el cambio x → −x convierte la primera
y la tercera de estas igualdades en la segunda y la cuarta. Cuando se cumplan la primera y la
tercera, v + λu debe tener m pares de factores lineales repetidos y v + u debe tener m − 1 de
ellos. Por esto, el número total de ecuaciones esm+ (m− 1) + 1 = 2m. Pero este es el mismo
número de las incógnitas a1, . . . , a2m−1, b2, . . . , b2m.
Para el caso impar, se propone
y = (a1 + a3x
2 + a5x4 · · ·+ a2m−1x2m)x
1 + b2x2 + b4x4 + · · ·+ b2mx2m =
u
v
.
Esta vez,
v + u = (1 + x)A2
v − u = (1− x)B2
v + λu = (1 + kx)C2
v − λu = (1− kx)D2.
De nuevo, de la primera y la tercera se obtienen las restantes mediante el cambio del signo de
x. El número de ecuaciones y el número de coeficientes que se deben hallar es igual a 2m. ♦
Estas transformaciones se pueden componer o iterar. Sea, por ejemplo, z = u1(y)/v1(y) de
orden n1 tal que
dz√
(1− z2)(1− µ2z2)
= dy
w1
√
(1− y2)(1− λ2y2)
.
Sea también y = u2(x)/v2(x) la transformación de orden n2 de este tipo que produce
dy√
(1− y2)(1− λ2y2)
= dx
w2
√
(1− x2)(1− k2x2)
.
Entonces, la sustitución y ◦ z es de orden n1 × n2 y conlleva
dz√
(1− z2)(1− µ2z2)
= dx
w1w2
√
(1− x2)(1− k2x2)
.
Este procedimiento se puede realizar sin problemas para la composición de cualquier número
finito de transformaciones (del tipo considerado). En consecuencia, una transformación de or-
den cualquiera n ∈ Z+ se puede realizar mediante la descomposición de n en factores primos.
El problema queda reducido así a estudiar sustituciones de orden primo. Ya que la transforma-
ción de orden 2 no ofrece dificultad, Jacobi se interesa solamente por los demás primos, que
son impares. El procedimiento, finalmente, toma la forma concreta de un algoritmo.
PROBLEMA 9. Determinar un polinomio u(x) de grado impar 2m + 1 y un polinomio v(x) de
grado par 2m tales que y = u/v,
(2.2) v + u = (1 + x)A2, v + λu = (1 + kx)C2
y tales que las sustituciones x → 1
kx
, y → 1
λy
permitan obtener cada una de las igualdades (2.2) a
partir de la otra.
ESTRATEGIA. Pongamos v(x) = G(x2) y u(x) = xF (x2) para que y = xF (x2)/G(x2). Al
reemplazar x por 1/kx,
F ( 1
k2x2 )
kx×G( 1
k2x2 )
=
x2mF ( 1
k2x2 )
kx× x2m ×G( 1
k2x2 )
,
donde el numerador y el denominador son polinomios. Si se iguala esta expresión a
1
λy
= v
λu
= G(x
2)
λxF (x2) ,
se debe tener
G(x2) = p× x2mF
( 1
k2x2
)
y λF (x2) = p× kx2mG
( 1
k2x2
)
,
para cierta constante p. Al sustituir de nuevo x por 1/kx,
G
( 1
k2x2
)
= p
k2mx2m
F (x2) y λF
( 1
k2x2
)
= pk
k2mx2m
G(x2).
De la primera de estas y la última de aquellas, p/k2m = λ/pk, o sea, p =
√
λk2m−1. Así pues,
G(x2) =
√
λk2m−1 × x2mF
( 1
k2x2
)
y F (x2) =
√
k2m+1
λ
× x2mG
( 1
k2x2
)
.
Ahora bien, si
v + u
1 + x =
G(x2) + xF (x2)
1 + x
es el cuadrado de un polinomio A, entonces
Para el caso impar, se propone
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.
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dz√
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= dx
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√
(1− x2)(1− k2x2)
.
Este procedimiento se puede realizar sin problemas para la composición de cualquier número
finito de transformaciones (del tipo considerado). En consecuencia, una transformación de or-
den cualquiera n ∈ Z+ se puede realizar mediante la descomposición de n en factores primos.
El problema queda reducido así a estudiar sustituciones de orden primo. Ya que la transforma-
ción de orden 2 no ofrece dificultad, Jacobi se interesa solamente por los demás primos, que
son impares. El procedimiento, finalmente, toma la forma concreta de un algoritmo.
PROBLEMA 9. Determinar un polinomio u(x) de grado impar 2m + 1 y un polinomio v(x) de
grado par 2m tales que y = u/v,
(2.2) v + u = (1 + x)A2, v + λu = (1 + kx)C2
y tales que las sustituciones x → 1
kx
, y → 1
λy
permitan obtener cada una de las igualdades (2.2) a
partir de la otra.
ESTRATEGIA. Pongamos v(x) = G(x2) y u(x) = xF (x2) para que y = xF (x2)/G(x2). Al
reemplazar x por 1/kx,
F ( 1
k2x2 )
kx×G( 1
k2x2 )
=
x2mF ( 1
k2x2 )
kx× x2m ×G( 1
k2x2 )
,
donde el numerador y el denominador son polinomios. Si se iguala esta expresión a
1
λy
= v
λu
= G(x
2)
λxF (x2) ,
se debe tener
G(x2) = p× x2mF
( 1
k2x2
)
y λF (x2) = p× kx2mG
( 1
k2x2
)
,
para cierta constante p. Al sustituir de nuevo x por 1/kx,
G
( 1
k2x2
)
= p
k2mx2m
F (x2) y λF
( 1
k2x2
)
= pk
k2mx2m
G(x2).
De la primera de estas y la última de aquellas, p/k2m = λ/pk, o sea, p =
√
λk2m−1. Así pues,
G(x2) =
√
λk2m−1 × x2mF
( 1
k2x2
)
y F (x2) =
√
k2m+1
λ
× x2mG
( 1
k2x2
)
.
Ahora bien, si
v + u
1 + x =
G(x2) + xF (x2)
1 + x
es el cuadrado de un polinomio A, entonces
√
λk2m−1 x2m ×
G
(
1
k2x2
)
+ 1
kx
F
(
1
k2x2
)
1 + 1
kx
=
√
λk2m−1 x2m F
(
1
k2x2
)
+
√
λk2m+1 x2m+1 G
(
1
k2x2
)
1 + kx =
G(x2) + λxF (x2)
1 + kx
= v + λu1 + kx
es el cuadrado de cierto polinomio C.
Dado que
u(x) = xF (x2) =
√
k2m+1
λ
x2m+1 G
( 1
k2x2
)
,
los coeficientes de los dos polinomios se relacionan como sigue. Si v(x) = G(x2) = 1+ b2x2+
b4x
4+ · · · b2mx2m, los coeficientes de u(x) = xF (x2) = x(a1+ a3x2+ a5x4+ · · ·+ a2m+1x2m)
están dados por
aj =
√
k
λ
× b2m+1−j
km+1−j
, j ∈ {1, 3, · · · , 2m− 1}.
Observemos que b0 = 1. ♦
2.4. Sustitución de tercer orden
Continuamos examinando las ideas anteriores. En el caso más sencillo,m = 1, u(x) = x(a1+
a3x
2) y v(x) = 1+b2x2. El polinomioA = 1+αx y así,A2 = 1+2αx+α2x2. En consecuencia,
v + u = (1 + x)A2 = 1 + (1 + 2α)x+ (2 + α)αx2 + α2x3.
Pero, entonces b2 = (2+α)α, a1 = 1+2α y a3 = α2. Por los resultados de la sección anterior,
debe tenerse
1 + 2α = (2 + α)α√
kλ
, α2 =
√
k3
λ
.
La de la izquierda, mediante r = 4
√
k y s = 4
√
λ toma la forma
s+ 2r3
s
= r(2s+ r
3)
s4
.
En otras palabras, se debe verificar la siguiente relación entre los módulos
(2.3) r4 − s4 + 2rs(1− r2s2) = 0.
En términos de las nuevas constantes r y s, se puede probar que la transformación
y = (s+ 2r
3)sx+ r6x3
s2 + s3r2(s+ 2r3)x2
produce
dy√
(1− y)(1− s8y2)
= s+ 2r
3
s
× dx√
(1− x)(1− r8x2)
.
2.5. Sustitución de quinto orden
Cuando m = 2, u(x) = x(a1 + a3x2 + a5x4) y v(x) = 1 + b2x2 + b4x4. Poniendo además
A = 1 + αx+ βx2 en u+ v = (1 + x)A2, se obtienen los coeficientes
b2 = 2α+ 2β + α2, b4 = (2α+ β)β, a1 = 1 + 2α,
a3 = α2 + 2αβ + 2β y a5 = β2. Dadas las relaciones entre los coeficientes y las notaciones
r4 = k, s4 = λ, se llega, después de ciertos cómputos fáciles pero demorados, a la relación de
los módulos
(2.4) r6 − s6 + 5r2s2(r2 − s2) + 4rs(1− r4s4) = 0.
Por el mismo camino conocido, se encuentra que la transformación
u = s(s− r
5)x+ r3(r2 + s2)(s− r5)x3 + r10(1− rs3)x5
s2(1− rs3) + rs2(r2 + s2)(s− r5)x2 + r6s3(s− r5)x4
conlleva
dy√
(1− y)(1− s8y2)
= s− r
5
s(1− rs3) ×
dx√
(1− x)(1− r8x2)
.
√
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Pero, entonces b2 = (2+α)α, a1 = 1+2α y a3 = α2. Por los resultados de la sección anterior,
debe tenerse
1 + 2α = (2 + α)α√
kλ
, α2 =
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λ
.
La de la izquierda, mediante r = 4
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k y s = 4
√
λ toma la forma
s+ 2r3
s
= r(2s+ r
3)
s4
.
En otras palabras, se debe verificar la siguiente relación entre los módulos
(2.3) r4 − s4 + 2rs(1− r2s2) = 0.
En términos de las nuevas constantes r y s, se puede probar que la transformación
y = (s+ 2r
3)sx+ r6x3
s2 + s3r2(s+ 2r3)x2
produce
dy√
(1− y)(1− s8y2)
= s+ 2r
3
s
× dx√
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.
2.5. Sustitución de quinto orden
Cuando m = 2, u(x) = x(a1 + a3x2 + a5x4) y v(x) = 1 + b2x2 + b4x4. Poniendo además
A = 1 + αx+ βx2 en u+ v = (1 + x)A2, se obtienen los coeficientes
b2 = 2α+ 2β + α2, b4 = (2α+ β)β, a1 = 1 + 2α,
a3 = α2 + 2αβ + 2β y a5 = β2. Dadas las relaciones entre los coeficientes y las notaciones
r4 = k, s4 = λ, se llega, después de ciertos cómputos fáciles pero demorados, a la relación de
los módulos
(2.4) r6 − s6 + 5r2s2(r2 − s2) + 4rs(1− r4s4) = 0.
Por el mismo camino conocido, se encuentra que la transformación
u = s(s− r
5)x+ r3(r2 + s2)(s− r5)x3 + r10(1− rs3)x5
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En este punto, Jacobi aclara que estos resultados fueron comunicados oportunamente a Nova
astronomica, v. Jacobi (1827). Allí, sin embargo, usó otro método. Por demás, defiende la
originalidad de sus resultados esgrimiendo su estrecha colaboración con Legendre.
Por cierto, Jacobi emplea los resultados de las dos últimas secciones de este capítulo para dividir
las formas diferenciales elípticas en tres y cinco partes iguales. Recordemos que los primeros
resultados sobre tales divisiones fueron dados por el Conde de Fagnano (hacia 1715). También
Euler (1761) y Lagrange (1766-1769) conocían ya soluciones a estos problemas. Los detalles de
esta parte de la historia se pueden consultar igualmente en Pareja, Solanilla y Tamayo (2010) o
en Bellachi (1894).
Una síntesis de este capítulo junto con más detalles sobre los desarrollos algebraicos de las tres
últimas secciones se puede ver también en Pareja, Solanilla y Tamayo (2011).
CAPÍTULO 3
Funciones elípticas jacobianas
Este capítulo, que encierra el más importante turning point del libro, muestra las contribucio-
nes más conocidas de Jacobi al estudio de las funciones elípticas. En verdad, como él mismo lo
reconoce, se trata simplemente de una nueva notación que resulta ser muy poderosa. Ella au-
tomatiza el trabajo con las funciones elípticas, tanto para la teoría como para las aplicaciones.
Quizá por suponer que estos temas ya habían sido tratados de otra manera por Abel, quizá por
la carencia de una teoría apropiada para la variable compleja en su época, Jacobi (1829) no se
detiene mucho en las demostraciones. Nuestra presentación trata de poner algunos detalles que
faltan en el original, sobre todo en lo referente a las fórmulas de adición y la diferenciabilidad
de las funciones.
3.1. De nova notatione
Jacobi llama u a la función integral elíptica de la primera especie F : [−pi/2, pi/2]→ [−K,K],
K = F (pi/2). En forma trigonométrica,
u = u(ϕ) =
∫ ϕ
0
dφ√
1− k2 sen2 φ.
Recordemos que el ángulo ϕ es la amplitud de la función u. Este hecho se abrevia escribiendo
ϕ = am u. Debido a la biyectividad de la función u, este valor es único. La variable del
polinomio de grado cuarto bajo el radical del denominador es, pues, x = senφ = sen am u.
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Recordemos que el ángulo ϕ es la amplitud de la función u. Este hecho se abrevia escribiendo
ϕ = am u. Debido a la biyectividad de la función u, este valor es único. La variable del
polinomio de grado cuarto bajo el radical del denominador es, pues, x = senφ = sen am u.
K − u es el complemento de u y la amplitud del complemento se suele llamar coamplitud:
coam u = am (K − u).
Dado que u es diferenciable, la conocida regla sobre la derivada de la inversa arroja
∆ am u =
√
1− k2 sen2 am u = d
du
am u.
El complemento de un módulo k ∈ [0, 1] es el módulo k′ tal que k2 + k′2 = 1. Aprovechando
la notación, escribimos
K ′ =
∫ pi/2
0
dφ√
1− k′2 sen2 φ.
A menos que se diga lo contrario, el módulo de la integral será siempre fijo e igual a k.
Para Jacobi, las funciones elípticas resultan al evaluar las funciones trigonométricas o circulares
y ∆ en am u y coam u. Las funciones elípticas de Jacobi son, en concordancia,
sen amu, cos amu, ∆amu, tan amu, sec amu, etc.
La primera determina a todas las demás. El argumento de estas funciones es u y no ϕ. Así
por ejemplo, si x = sen am u, se escribe u = arg x (claro está, si queremos que este valor sea
único, debemos estar en un intervalo donde la función sea biyectiva). Lo importante en este
momento es reconocer que el punto de partida de Jacobi (y de Abel) es la inversa de la función
integral elíptica de la primera especie.
Las funciones elípticas de Jacobi se deben agregar a la lista de funciones trascendentes del cálculo
infinitesimal.
3.2. Fórmulas de adición
Estas fórmulas permiten extender las funciones elípticas a toda la recta real. Más aún, ellas
constituyen la propiedad más importante de las funciones elípticas. Formalmente, son una
consecuencia directa del teorema 5 del capítulo 1. Si ponemos u = F (ϕ), v = F (ψ), u + v =
F (µ) y u− v = F (ν), la identidad de Lagrange toma la forma jacobiana
cos am(u± v) = (cos amu)(cos amv)∓ (sen amu)(sen amv)(∆am(u± v)).
Debemos notar que todas las funciones que aparecen en esta expresión son funciones elípticas
de Jacobi.
En particular, se desprenden fórmulas sencillas para las funciones elípticas evaluadas en la
coamplitud. Al tomar ϕ = amu = pi/2, se obtiene cos am(K−v) = (sen amv)×(∆am(K−v)).
Ahora, sustituyendo u = K − v, se halla que
sen coamu = cos amu∆amu .
También,
∆coamu =
√
1− k2 × 1∆amu =
k′
∆amu.
Por lo tanto,
cos coamu = k′ sen amu∆amu .
Con más generalidad, después de resolver a conveniencia, se hallan las fórmulas de adición
propiamente dichas.
sen am(u± v) = senϕ cosψ∆ψ ± senψ cosϕ∆ϕ1− k2 sen2 ϕ sen2 ψ ,
cos am(u± v) = cosϕ cosψ ∓ senϕ senψ∆ϕ∆ψ1− k2 sen2 ϕ sen2 ψ ,
∆am(u± v) = ∆ϕ∆ψ ∓ k
2 senϕ senψ cosϕ cosψ
1− k2 sen2 ϕ sen2 ψ .
De estas importantes relaciones se siguen hechos fundamentales:
sen am(2K) = sen am(4K) = 0,
sen am(u±K) = ±cosϕ∆φ = ± sen coam(u),
sen am(u± 2K) = ± sen am(u),
sen am(u± 4K) = sen am(u).
La función sinus amplitudinis real de Jacobi es, así, periódica con periodo 4K.
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La función sinus amplitudinis real de Jacobi es, así, periódica con periodo 4K.
3.3. Identidades elípticas
Si se tiene presente que las funciones elípticas generalizan las funciones circulares, no se sor-
prende uno al encontrar que las funciones elípticas de Jacobi también satisfacen muchísimas
identidades. Baste aquí citar las tres siguientes, que se emplean muy a menudo.
senµ+ sen ν = 2 senϕ cosψ∆ψ1− k2 sen2 ϕ sen2 ψ,
cosµ+ cos ν = 2 cosϕ cosψ1− k2 sen2 ϕ sen2 ψ,
∆µ+∆ν = 2∆ϕ∆ψ1− k2 sen2 ϕ sen2 ψ.
De las identidades presentadas hasta ahora se derivan muchas otras que son de gran utilidad
para el estudio de las funciones y sus muchas aplicaciones. V. Jacobi (1829), páginas 83, 84
y 85. Para hacer la presentación amena, en lugar de presentarlas ahora mismo, preferimos
introducirlas a medida que vayan revelando su utilidad.
3.4. Extensión al plano complejo
No utiliza Jacobi el mismo procedimiento que había usado Abel (1827, 1828) para extender
el dominio de las funciones elípticas a los complejos. En lugar de determinar directamente los
valores de las funciones en el eje imaginario, opta por una ingeniosa sustitución de funcio-
nes trigonométricas complejas. Ella le permite encontrar expresiones sencillas, que dependen
solamente de las funciones elípticas del módulo conjugado. Veamos.
Sea ψ tal que senφ = i tanψ, donde i denota la unidad imaginaria. Entonces,
cosφ =
√
1− sen2 φ =
√
1 + tan2 ψ = secψ.
Por ello mismo,
cosφdφ = i sec2 ψ dψ o sea, dφ = i secψdψ.
De este modo se obtiene que
dφ√
1− k2 sen2 φ =
i dψ√
cos2 ψ + k2 sen2 ψ
= i dψ√
1− k′2 sen2 ψ.
Principium duplicis periodi
Si escribimos, entonces, el módulo como un argumento más de las funciones elípticas, las
funciones elípticas se pueden definir convenientemente en el eje imaginario mediante
sen am(iu, k) = i tan am(u, k′),
cos am(iu, k) = sec am(u, k′),
∆am(iu, k) = ∆am(u, k
′)
cos am(iu, k′) =
1
sen coam(u, k′) .
Notamos también que esto presupone una integración compleja a lo largo del mencionado
eje. En resumidas cuentas, los valores de las funciones elípticas del módulo k en un punto
imaginario iy se reducen a ciertas expresiones que involucran constantes complejas y valores
de las funciones elípticas del módulo k′ =
√
1− k2 en el punto real y.
Las funciones elípticas de Jacobi de argumento complejo x+ iy se calculan por las fórmulas de
adición. En particular
sen am(K ′i) =∞, vel si placet, ± i∞.
sen am(2K ′i) = 0,
sen am(u±K ′i) = ± 1
k sen am(u) ,
sen am(u± 2K ′i) = sen am(u).
Es decir, sinus amplitudinis posee también el periodo imaginario independiente 2K ′i.
Las funciones circulares, las lemniscáticas y las hiperbólicas se pueden estudiar como ejemplos
particulares de las elípticas. Al respecto, el lector podría encontrar interesante la teoría del seno
generalizado que se desarrolla en el hermoso libro de Markushevich (1984).
3.5. Principium duplicis periodi
Por lo anterior, el seno de la amplitud tiene dos periodos linealmente independientes: uno real,
4K, y otro imaginario, 2K ′i. Por lo tanto, su comportamiento queda determinado por sus
valores en una región fundamental que tiene forma de paralelogramo. Entre varias elecciones
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particulares de las elípticas. Al respecto, el lector podría encontrar interesante la teoría del seno
generalizado que se desarrolla en el hermoso libro de Markushevich (1984).
3.5. Principium duplicis periodi
Por lo anterior, el seno de la amplitud tiene dos periodos linealmente independientes: uno real,
4K, y otro imaginario, 2K ′i. Por lo tanto, su comportamiento queda determinado por sus
valores en una región fundamental que tiene forma de paralelogramo. Entre varias elecciones
posibles, mencionamos la región fundamental{
x+ iy : 0 ≤ x ≤ 4K, 0 ≤ y ≤ K
′
2K x
}
∪
{
x+ iy : 4K < x ≤ 8K, −2K ′ + K
′
2K x < y < 2K
′}.
Como elegante alternativa, se puede hacer que el dominio sea un toro.
Por fortuna, el sinus amplitudinis tiene un polo en K ′i. Si no fuese así, esta función sería
acotada y holomorfa en (la región fundamental y, por ende, en todo) el plano. El teorema de
Liouville implicaría entonces que es constante. De hecho, se debe resaltar que la construcción
de Jacobi garantiza que las funciones resultantes son tan holomorfas como es posible, sin que
se vuelvan triviales. Con más corrección, hoy en día decimos que ellas son meroformas en su
región fundamental1.
Entre lo que Jacobi dejó de lado a la hora de demostrar hay una afirmación que se constituyó
sin demora en una tarea urgente para los matemáticos de la época. Con gran atrevimiento,
profirió sin probar que
b) functiones ellipticas duplici gaudere periodo, altera reali, altera imaginaria, si-
quidem modulus k est realis. Utraque fit imaginaria, ubi modulus et ipse est ima-
ginarius. Quod principium duplicis periodi nuncupabimus.
El asunto yace en las bases mismas de la teoría de la funciones elípticas de hoy. Aquí nos
interesa solamente abrir la posibilidad a los periodos complejos y traducir la afirmación como
un teorema.
TEOREMA 10 (Principio de los dos periodos). Si el módulo k es real, las funciones elípticas tienen
dos periodos: uno real y uno imaginario. Cuando el módulo, de otro lado, es complejo, los dos
periodos son complejos.
La primera parte ya la tenemos, la restante demanda más trabajo.
1El estudio sistemático de los polos de las funciones doblemente periódicas es posterior (1840-1850) y se debe
a Liouville. Sus resultados escapan al propósito de este libro a la vez que sugieren nuevos temas históricos de
investigación.
Principium duplicis periodi
Vale la pena comparar la construcción de las funciones elípticas de Jacobi (1829), que acabamos
de estudiar, con la de Abel (1827), que se realiza en coordenadas cartesianas, sin componer las
funciones con las trigonométricas. En el trabajo de Murcia y Saldaña (2011) se puede encontrar
una exposición moderna y abreviada de las funciones elípticas abelianas.
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CAPÍTULO 4
Transformaciones funcionales elípticas
Con el tiempo, las ideas de Jacobi han sido reformuladas en términos de retículos en el plano
complejo, curvas elípticas, grupo modular, función modular, ecuación modular, entre otros
conceptos. El adjetivo modular evoca en la memoria el nombre de la cantidad que, para él y
sus contemporáneos, servía para identificar a una función elíptica en forma canónica.
En este capítulo comenzamos el estudio de otro de los grandes legados que Jacobi dejó a su
posteridad. Ya vimos que las funciones elípticas revelan una doble periodicidad que las integra-
les no dejaban ver. Sin embargo, aquellas son las inversas de estas y así es posible aún formular
y desarrollar una teoría de las transformaciones. Ya no se hablará, pues, de transformaciones
de las integrales, sino de transformaciones de las funciones elípticas.
Demos, junto a Jacobi, los primeros pasos del arduo camino que conduce a descifrar la estruc-
tura de tales transformaciones.
4.1. Transformación de funciones
Comencemos por recordar la solución de orden impar al problema 8 del capítulo 2. SiA,B,C,
D, u y v son ciertos polinomios tales que v+u = (1+x)A2, v−u = (1−x)B2, v+λu = (1+kx)C2
y v − λu = (1− kx)D2, entonces la transformación de orden impar y = u/v produce
dy√
(1− y2)(1− λ2y2)
= dx
w
√
(1− x2)(1− k2x2)
,
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En este capítulo comenzamos el estudio de otro de los grandes legados que Jacobi dejó a su
posteridad. Ya vimos que las funciones elípticas revelan una doble periodicidad que las integra-
les no dejaban ver. Sin embargo, aquellas son las inversas de estas y así es posible aún formular
y desarrollar una teoría de las transformaciones. Ya no se hablará, pues, de transformaciones
de las integrales, sino de transformaciones de las funciones elípticas.
Demos, junto a Jacobi, los primeros pasos del arduo camino que conduce a descifrar la estruc-
tura de tales transformaciones.
4.1. Transformación de funciones
Comencemos por recordar la solución de orden impar al problema 8 del capítulo 2. SiA,B,C,
D, u y v son ciertos polinomios tales que v+u = (1+x)A2, v−u = (1−x)B2, v+λu = (1+kx)C2
y v − λu = (1− kx)D2, entonces la transformación de orden impar y = u/v produce
dy√
(1− y2)(1− λ2y2)
= dx
w
√
(1− x2)(1− k2x2)
,
para cierta constante w.
En aquel capítulo se trataba de sustituciones integrales. En el nuevo contexto de las funciones
elípticas, este teorema se abre a una nueva interpretación: la función x = sen am(u, k) se
transforma en y = sen am(u/w, λ).
Para lo que sigue es provechoso tener a la mano un nuevo armamento de identidades elípticas.
sen am(u+ a) sen am(u− a) = sen
2 amu− sen2 ama
1− k2 sen2 amu sen2 ama,
(1± sen am(u+ a))(1± sen am(u− a))
cos2 ama =
(
1± sen amusen coama
)2
1− k2 sen2 amu sen2 ama,
(1± k sen am(u+ a))(1± k sen am(u− a))
∆2ama =
(1± ksen amusen coama)2
1− k2 sen2 amu sen2 ama .
Poniendo x = sen amu, ellas toman la forma siguiente, que se ajusta mejor a nuestros propósi-
tos.
1− x2sen2 ama
1− k2x2 sen2 ama = −
sen am(u+ a) sen am(u− a)
sen2 ama ,(
1± xsen coama
)2
1− k2x2 sen2 ama =
(1± sen am(u+ a))(1± sen am(u− a))
cos2 ama ,
(1± kxsen coama)2
1− k2x2 sen2 ama =
(1± k sen am(u+ a))(1± k sen am(u− a))
∆2ama .
4.2. Determinación de los polinomios
Ya habíamos encontrado transformaciones elípticas de orden tres y cinco en el capítulo 2.
Ahora, con la ayuda de las funciones elípticas, podemos finalmente hallar expresiones exactas
para los polinomios buscados y, con ello, las transformaciones de cualquier orden impar. No
olvidemos que, para Jacobi, la solución se logra sacando provecho de las sustituciones x →
−x, y → −y y x → 1/kx, y → 1/λy.
TEOREMA 11. Sea n = 2l + 1 un número impar cualquiera y sean m,m′ enteros que no tienen
factores comunes y cuyo valor absoluto es menor de n. Pongamos ω = (mK +m′K ′i)/n, entonces,
el problema de la transformación de orden n queda resuelto por medio de los polinomios
u = x
w
l∏
j=l
(
1− x
2
sen2 am 4jω
)
, v =
l∏
j=1
(
1− k2x2 sen2 am 4jω
)
,
A =
l∏
j=1
(
1 + xsen coam 4jω
)
, B =
l∏
j=1
(
1− xsen coam 4jω
)
,
C =
l∏
j=1
(
1 + kx sen coam 4jω
)
, D =
l∏
j=1
(
1− kx sen coam 4jω
)
,
λ = kn
l∏
j=1
(sen coam 4jω)4, w =(−1)l
l∏
j=1
(sen coam 4jω
sen am 4jω
)2
.
DEMOSTRACIóN. En el caso de que la tesis fuese válida, deberíamos tener 1 − y = (1 −
x)B2/v, o sea,
1− y = (1− x)
∏l
j=1
(
1− xsen coam 4jω
)2
∏l
j=1
(
1− k2x2 sen2 am 4jω
)
=
∏2l
j=0(1− sen am(u+ 4jω))∏l
j=1 cos2 am4jω
.(4.1)
En el último paso hemos recurrido a las identidades de la sección anterior y a la periodicidad
elíptica. Queremos probar inicialmente que (4.1) produce las expresiones buscadas de u, A,C
y D junto con las expresiones correspondientes para λ y w.
Observemos primero que el valor de (4.1) no cambia bajo la transformación u → u+4ω. Con
más generalidad, no cambia bajo las transformaciones u → 4pω, p ∈ Z. Haciendo u = 0 y
y = 0 se logra ∏2l
j=1(1− sen am(4jω))∏l
j=1 cos2 am4jω
= 1.
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j=1(1− sen am(4jω))∏l
j=1 cos2 am4jω
= 1.
Por la invarianza mencionada, esto sucede cuando, en particular,
u ∈ {0, 4ω, 8ω, · · · , 4 · 2lω}.
Por lo tanto, en términos de x = sen amu, y se anula en
{0,± sen am4ω, · · · ,± sen am2 · 2lω}.
Por las fórmulas de adición, y se anula también si y solo si
x ∈ {0,± sen am2ω, · · · ,± sen am2lω}.
Estos valores de x son todos distintos. Como en la relación supuesta (4.1) hemos tomado
v =
l∏
j=1
(
1− k2x2 sen2 am 4jω
)
=
l∏
j=1
(
1− k2x2 sen2 am 2jω
)
y y = u/v, u debe ser un polinomio de grado n. Además, para que se anule con y en los puntos
mencionados, u debe tener la forma
u = x
w
l∏
j=1
(
1− x
2
sen2 am 2jω
)
= x
w
l∏
j=1
(
1− x
2
sen2 am 4jω
)
,
para cierta constante w. Cuando se pone x = 1, 1 − y = 0, o sea, y = 1 = u/v. De aquí se
encuentra, por medio de identidades, que
w = (−1)l
l∏
j=1
(sen coam 4jω
sen am 4jω
)2
.
Ahora bien, la sustitución x → 1/kx convierte a u en
(−1)l v
wxnkn
l∏
j=1
1
sen am2 2jω .
La misma sustitución aplicada a v acarrea
(−1)l u
xn
w
l∏
j=1
sen am2 2jω.
Por lo tanto, esta sustitución cambia a y = u/v en
v
u
1
w2kn
l∏
j=1
1
sen am4 2jω .
Es decir, esto equivale a la sustitución y → 1/λy con
λ = kn
l∏
j=1
(sen coam 4jω)4.
Ahora, si en la ecuación de partida (4.1), hacemos los cambios x → 1/kx y y → 1/λy,
tendremos
1
λy
− 1 = 1− kx
λu
l∏
j=1
(1− kx sen coam 4jω)2
o mejor
(4.2) 1− λy = 1− kx
v
l∏
j=1
(1− kx sen coam 4jω)2.
De este modo, para obtener 1 + y y 1 + λy basta cambiar y por −y y x por −x en (4.1) y
(4.2) respectivamente. Con ello, las expresiones de los polinomios A,B,C yD se siguen de las
relaciones
v + u = v(1 + y) = (1 + x)A2,
v − u = v(1− y) = (1− x)B2,
v + λu = v(1 + λy) = (1 + kx)C2,
v − λu = v(1− λy) = (1− kx)D2.
En particular, la segunda de estas igualdades cierra el círculo de implicaciones. Observamos
que con todo esto garantizamos nuestra transformación
dy√
(1− y2)(1− λ2y2)
= dx
w
√
(1− x2)(1− k2x2)
.
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4.3. Estrategia general, otra vez
Los hallazgos de la sección anterior permiten dar rigurosa demostración al resultado funda-
mental anunciado en la estrategia general del capítulo 2. Recordemos que ella constituye el
paso crucial que sustenta las transformaciones jacobianas. La idea de esta demostración es de
Legendre, a quien Jacobi agradece y alaba como “la instancia más alta de la doctrina” (de las
funciones elípticas).
TEOREMA 12. Los polinomios del teorema anterior satisfacen la relación
v
du
dx
− udv
dx
= ABCD
w
= t
w
.
DEMOSTRACIóN. Ya que los polinomios están expresados como productos, ayuda mucho
reescribir el resultado buscado en términos de la derivada logarítmica:
d
dx
log u− d
dx
log v = 1
u
du
dx
− 1
v
dv
dx
= ABCD
uvw
= t
uvw
.
Un sencillo cálculo a partir de las expresiones conocidas de u y v arroja
d
dx
log u− d
dx
log v = 1
x
+
l∑
j=1
( −2x
sen2 am 2jω − x2 +
2k2x sen2 am 2jω
1− k2x2 sen2 am 2jω
)
,
donde, como antes, l = (n− 1)/2. Por otro lado,
ABCD
uvw
=
x
∏l
j=1
(
1− x2sen2 coam 2jω
)
(1− k2x2 sen2 coam 2jω)
x2
∏l
j=1
(
1− x2sen2 am 2jω
)
(1− k2x2 sen2 am 2jω) .
Esta expresión se puede descomponer en fracciones parciales de tal forma que
ABCD
uvw
= 1
x
+
l∑
j=1
(
ajx
sen2 am 2jω − x2 +
bjx
1− k2x2 sen2 am 2jω
)
.
Todo se reduce, pues, a establecer que aj = −2 y bj = 2k2 sen2 am 2jω, j = 1, 2, . . . , l. De la
teoría de las fracciones simples, sabemos que
aj =(1− k2 sen2 am 2jω sen2 coam 2jω)×
∏l
ν=1
1− sen2 am 2jωsen2 coam 2νω
1−k2 sen2 am 2jω sen2 am 2νω∏l
ν=1
ν =j
1− sen2 am 2jωsen2 am 2νω
1−k2 sen2 am 2jω sen2 coam 2νω
.
Por medio de identidades elípticas y propiedades de los productos, esta expresión se puede
reducir a
aj = −(1− k
2 sen2 am 2jω sen2 coam 2jω) cos coam 4jω
cos am 2jω cos coam 2jω .
Ahora bien, la fórmula de adición del coseno de la amplitud implica que
cos coam 4jω = 2 cos am 2jω cos coam 2jω1− k2 sen2 am 2jω sen2 coam 2jω .
Así pues, aj = −2. Los bj se pueden encontrar de manera similar. Sin embargo, hay otra forma
de hallarlos usando el hecho de que la expresión∏l
j=1
(
1− x2sen2 coam 2jω
)
(1− k2x2 sen2 coam 2jω)∏l
j=1
(
1− x2sen2 am 2jω
)
(1− k2x2 sen2 am 2jω)
no cambia por la transformación x → 1/kx. Como ella se deja escribir como
1 +
l∑
j=1
( −2x2
sen2 am 2jω − x2 +
bjx
2
1− k2x2 sen2 am 2jω
)
,
una vez se aplica el cambio x → 1/kx se debe tener
l∑
j=1
(
2− bj
k2 sen2 am 2jω
)
= 0.
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4.4. Diversas transformaciones de un mismo orden
4.4.1. Cuentas. El número impar n es el orden de la transformación, y dado un n, exis-
ten varias posibilidades para
ω = mK +m
′K ′i
n
,
donde m y m′ no tienen factores comunes con n. Dado que en las transformaciones siempre
aparece 4ω, la doble periodicidad de las funciones elípticas implica que hay que tener cuidado
en el momento de contar el número de transformaciones. Si q es primo relativo con n, la lista
qmK + qm′K ′i
n
no agrega ningún elemento nuevo a la lista original (automorfismos de Zn, decimos hoy).
En el caso en que n es primo, existen n+ 1 valores posibles de ω. Una de las posibles listas de
estos valores es
K
n
,
K ′i
n
,
K +K ′i
n
,
2K +K ′i
n
, . . . ,
(n− 1)K +K ′i
n
.
Aunque también
K
n
,
K ′i
n
,
K +K ′i
n
,
K + 2K ′i
n
, . . . ,
K + (n− 1)K ′i
n
;
K
n
,
K ′i
n
,
K ±K ′i
n
,
2K ±K ′i
n
, . . . ,
(n− 1)K/2±K ′i
n
;
K
n
,
K ′i
n
,
K ±K ′i
n
,
K ± 2K ′i
n
, . . . ,
K ± (n− 1)K ′i/2
n
son listas válidas. Recordemos que las aequationes modulares (2.3) y (2.4), para los órdenes 3 y
5, son de grado cuarto y sexto, respectivamente.
Cuando n no es primo (i.e. compositus), el número de posibilidades aumenta grandemente. Se
deben incluir los casos en que bien m, o bien m′, o bien cada uno de ellos tienen un factor
común (diferente) con n1.
1Jacobi afirma que, en general, se cumple que
“numerum substitutionum nti ordinis inter se diversarum, quarum ope transformare liceat fun-
ctiones ellipticas, aequare summam factorum ipsius n, qui tamen numerus, quoties n per quadra-
tum dividitur, et substitutiones amplectitur ex transformatione et multiplicatione mixtas, adeoque,
quoties n ipsum est quadratum, ipsam multiplicationem.” [El número de sustituciones distintas de
orden n, que resultan en transformaciones válidas de funciones elípticas, es igual a la suma de los
factores de n más las sustituciones mixtas que comprenden todas las multiplicaciones de los factores
4.4.2. Transformaciones reales. En virtud de las fórmulas de adición, todas las posibi-
lidades de las transformaciones se pueden obtener a partir de los casos en que n es primo.
Por esto, basta considerar las transformaciones que Jacobi llama reales, a saber: aquellas pro-
ducidas por ω = K
n
(transformatio prima) y ω′ = K′i
n
(transformatio secunda), definidas para n
primo. Además, para estudiar la estructura de las transformaciones en general, vale el esfuerzo
de estudiar las más sencillas, o sea, estas dos. Es importante exhibir las formas explícitas de
las transformaciones reales, pues ellas se usan muy a menudo en lo que sigue. Ellas aparecen
completas en las páginas 102 a 109 de los Fundamenta nova. Como se trata de simples reempla-
zos, aquí solamente mencionamos lo fundamental. Partimos siempre de una función elíptica
de módulo k.
La aplicación de la primera transformación real, es decir, la correspondiente a ω = K/n,
n = 2l + 1 primo, convierte el módulo k en el módulo
λ = kn
l∏
j=1
(
sen coam2jK
n
)4
.
Las fórmulas anteriores determinan su complemento
λ′ =
√
1− λ2 = kn
l∏
j=1
(
∆am2jK
n
)−4
,
la constante
w = (−1)l
∏l
j=1
(
sen coam2jK
n
)2
∏l
j=1
(
sen am2jK
n
)2 ,
por los factores a potencias pares convenientes, cuando tomamos lo que queda de n después de divi-
dirlo entre un cuadrado. En el caso restante, cuando n es un cuadrado, es igual a la multiplicación
entre esa suma y el producto de los factores a potencias impares convenientes.]
Es una de las pocas ocasiones en que Jacobi usa la palabra teorema. No profundizamos en este punto ya que
no es crucial para lo que sigue.
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que Jacobi llama M , y las funciones transformadas
sen am(u/w, λ) = (−1)l
√
kn
λ
2l∏
j=0
sen am
(
u+ 4jK
n
)
,
cos am(u/w, λ) =
√
knλ′
k′nλ
2l∏
j=0
cos am
(
u+ 4jK
n
)
.
La segunda transformación real, ω′ = K ′i/n, cambia el módulo k en
λ1 = kn
l∏
j=1
(
sen coam2jK
′i
n
)4
.
Asimismo,
λ′1 =
√
1− λ21 = k′n
l∏
j=1
(
∆am2jK
′i
n
)−4
,
w1 = (−1)l
∏l
j=1
(
sen coam2jK′i
n
)2
∏l
j=1
(
sen am2jK′i
n
)2 ,
sen am(u/w1, λ1) = (−1)n−12
√
kn
λ1
2l∏
j=0
sen am
(
u+ 4jK
′i
n
)
,
cos am(u/w1, λ1) =
√
knλ′1
k′nλ1
2l∏
j=0
cos am
(
u+ 4jK
′i
n
)
.
Esta transformación tiene la especificación sub forma imaginaria debido a que en ella aparece
la unidad imaginaria i. Jacobi también presenta la siguiente expresión sub forma reali:
λ1 = kn
l∏
j=1
(
∆am
(2jK ′
n
, k′
))−4
,
donde la función elíptica ∆am, elevada a la −4, se evalúa con el módulo complemento k′ =√
1− k2.
Los argumentos integrales que producen amplitud igual a pi/2 se denotan con la letra Λ (lamb-
da) correspondiente, según el módulo que se use. En concreto, estas cantidades se definen por
las relaciones
am(Λ, λ) = am(Λ1, λ1) = am(Λ′, λ′) = am(Λ′1, λ′1) =
pi
2 .
Λ,Λ1,Λ′ y Λ′1 son, en otras palabras, las integrales elípticas completas de Legendre para los
módulos considerados. De la primera transformación real se deduce que
am(jK/(nw), λ) = jpi/2, j ∈ {0} ∪ Z+.
En particular,
Λ = K/(nw).
De la segunda, am(jK/w1, λ1) = jpi/2, j ∈ {0} ∪ Z+. En particular, Λ1 = K/w1.
Además, de las fórmulas para los módulos, se observa que
l´ım
n→∞λ = l´ımn→∞λ
′
1 = 0 y l´ımn→∞λ1 = l´ımn→∞λ
′ = 1.
Debido a esto, Jacobi dice que la primera transformación real va de mayor a menor (maioris
in minorem), mientras que la segunda va de menor a mayor (minoris in maiorem).
4.5. Transformaciones complementarias
En esta sección, presentamos un teorema antiguo con una notación moderna. Para ello, consi-
deremos de momento las transformaciones elípticas generales. Sea p una transformación cual-
quiera que realiza k → λ y c a la transformación que asigna a cada módulo su complemento
k → k′, λ → λ′. Jacobi notó que es posible resolver el problema
k
p
> λ
k′
c∨
?
> λ′
c∨
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deremos de momento las transformaciones elípticas generales. Sea p una transformación cual-
quiera que realiza k → λ y c a la transformación que asigna a cada módulo su complemento
k → k′, λ → λ′. Jacobi notó que es posible resolver el problema
k
p
> λ
k′
c∨
?
> λ′
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4.5.1. Existencia.
TEOREMA 13. Siempre es posible hacer que el diagrama de arriba sea conmutativo. Es decir, existe
una transformación p′ tal que c ◦ p = p′ ◦ c.
DEMOSTRACIóN. Luego de aplicar p, podemos hallar la expresión siguiente para la tangen-
te de la amplitud.
(4.3) tan am(u/w, λ) =
√
(k′)n
λ′
2l∏
j=0
tan am(u+ 4jω, k),
donde ω = (mK + m′K ′i)/n. Pongamos u = u′i y ω = ω′i. De este modo, ω′ = (m′K ′ −
imK)/n. Usemos ahora la forma jacobiana de pasar al eje imaginario que, por cierto, nos
permite pasar al mismo tiempo a los módulos conjugados:
tan am(u′i, k) = i sen am(u′, k′),
tan am(u′i, λ) = i sen am(u′, λ′).
Al reemplazar lo propio en (4.3), se obtiene
sen am(u′/w, λ′) = (−1)l
√
(k′)n
λ′
2l∏
j=0
sen am(u′ + 4jω′, k′).
Más aún, las fórmulas
λ′ = (k
′)n∏l
j=1(∆am(jω, k))4
, w = (−1)l
∏l
j=1(sen coam(2jω, k))2∏l
j=1(sen am(2jω, k))2
se convierten, por medio de identidades elípticas, en
λ′ = (k′)n
l∏
j=1
(sen coam (2jω′, k′)4
y
w =
∏l
j=1(sen coam(2jω′, k′))2∏l
j=1(sen am(2jω′, k′))2
.
En otras palabras, p′ es la transformación asociada a ω′ = ω/i. 
DEFINICIóN 14. Las transformación que realiza k′ → λ′, cuya existencia garantiza el teorema
anterior, se llama complementaria (a k → λ).
4.5.2. Algunas consecuencias. De vuelta a las transformaciones reales, es claro que la
transformación complementaria de una transformación real de módulo k es de módulo k′. Si
la transformación de partida tiene módulo k y es del primer tipo, su complementaria es de
módulo k′ y es del segundo tipo. Si la original es del segundo tipo con módulo k, su comple-
mentaria es del primer tipo con módulo k′. En concreto, si en el teorema anterior tenemos
respectivamente ω = ±K/n,±K ′i/n, de módulo k, entonces las transformaciones comple-
mentarias se corresponden respectivamente con ω′ = ∓Ki/n,±K ′/n, módulo k′. Asimismo,
si la transformación original va de mayor a menor, entonces su complementaria va de menor
en mayor, y viceversa. La situación se puede resumir en el diagrama
λ1 <
p1
k
p
> λ
λ′1
c∨
<
p′1
k′
c∨
p′
> λ′.
c∨
Esto nos hace concebir transformaciones que preservan el sentido del crecimiento como λ →
λ′1 y λ1 → λ′. Estas consideraciones conducen además a la demostración de importantísimos
teoremas sobre las integrales elípticas completas. Ciertamente, ya hemos visto que
Λ = K
nw
y Λ1 =
K
w1
.
Como también
Λ′ = K
′
w
y Λ′1 =
K ′
nw1
,
debemos tener
Λ′
Λ = n
K ′
K
y
Λ′1
Λ1
= 1
n
K ′
K
.
Estas fórmulas revelan la verdadera naturaleza de las transformaciones consideradas y dejan ver
que cada transformación depende del entero positivo n. En el caso en que n es el producto de
dos primos n′, n′′ se obtiene (de las raíces reales de las ecuaciones modulares o de los módulos
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Estas fórmulas revelan la verdadera naturaleza de las transformaciones consideradas y dejan ver
que cada transformación depende del entero positivo n. En el caso en que n es el producto de
dos primos n′, n′′ se obtiene (de las raíces reales de las ecuaciones modulares o de los módulos
reales, por medio de la cual es lícito transformar a k con una sustitución de orden n) ecuaciones
del tipo
Λ′
Λ =
n′
n′′
K ′
K
.
Así que, si dicho número compuesto n es un cuadrado, se tiene
Λ′
Λ =
K ′
K
.
De donde, k = λ. Este ejemplo enseña que, en el caso en que n es un cuadrado, entre el número
de sustituciones hay una, que provee esta transformación.
CAPÍTULO 5
Más sobre las transformaciones
Si quedaba todavía alguna duda sobre la importancia y utilidad matemáticas de la teoría de las
transformaciones elípticas que venimos desarrollando, en lo que sigue se verá que nada justifica
tal falta de fe. De manera magistral, Jacobi ha descubierto que todas sus transformaciones
elípticas tienen una transformación inversa. Como consecuencia de este hecho algebraico, se
sigue toda la teoría abeliana sobre la división de arcos elípticos en partes iguales ¿Se puede pedir
más?
Además de estos asombrosos desarrollos, en este capítulo se retoman las ecuaciones modulares
y se estudian algunas de sus importantes propiedades.
5.1. Transformaciones suplementarias (inversas)
Traigamos las consideraciones del final del capítulo anterior sobre la transformaciones reales
en la forma
Λ′
Λ = n
K ′
K
y
K ′
K
= nΛ
′
1
Λ1
.
Es decir, λ depende de k del mismo modo que k depende de λ1, o también, k depende de λ
del mismo modo que λ1 depende de k. De esta manera, la primera transformación k → λ (de
mayor a menor) también realiza λ1 → k y la segunda transformación k → λ1 (menor a mayor)
también realiza λ → k. Por lo tanto, si se aplica la segunda después de la primera, o si se aplica
reales, por medio de la cual es lícito transformar a k con una sustitución de orden n) ecuaciones
del tipo
Λ′
Λ =
n′
n′′
K ′
K
.
Así que, si dicho número compuesto n es un cuadrado, se tiene
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.
Es decir, λ depende de k del mismo modo que k depende de λ1, o también, k depende de λ
del mismo modo que λ1 depende de k. De esta manera, la primera transformación k → λ (de
mayor a menor) también realiza λ1 → k y la segunda transformación k → λ1 (menor a mayor)
también realiza λ → k. Por lo tanto, si se aplica la segunda después de la primera, o si se aplica
la primera después de la segunda, se reencuentra el módulo k. En otras palabras, la aplicación
de las transformaciones primera y segunda, en cualquier orden, no afecta al módulo.
Sea w, como antes, el factor que aparece en la transformación k → λ. Sea w′ el factor de λ → k.
Es decir,
dy√
(1− y2)(1− λ2y2)
= dx
w
√
(1− x2)(1− k2x2)
,
dz√
(1− z2)(1− k2z2)
= dy
w′
√
(1− y2)(1− λ2y2)
.
De estas expresiones se deduce
dz√
(1− z2)(1− k2z2)
= dx
ww′
√
(1− x2)(1− k2x2)
,
z = sen am(u/ww′, k). De lo dicho más arriba, la relación Λ1 = K/w1 se transforma por
k → λ, λ1 → k en K = Λ/w′. Como Λ = K/nw, se encuentra que
1
ww′
= n.
De modo similar, la transformación k → λ1, λ → k convierte Λ = K/nw en K = Λ1/nw′1, y
usando Λ1 = K/w1 se halla 1/(w1w′1) = n.
Dada una transformación k → λ, se llama transformación suplementaria a aquella que realiza
la inversión λ → k. A manera de ejemplo, se presentan en seguida los detalles de la primera
transformación suplementaria real, es decir, la inversa de la primera transformación real de
Jacobi, que hemos explicado antes. Ella ha de coincidir con la segunda transformación real de
λ y por lo tanto se puede expresar en forma imaginaria y real. En verdad, se obtiene fácilmente
de k → λ1 poniendo λ en el lugar de k, k en el lugar de λ1, u/w en el lugar de u, w′ = 1/nw
en el lugar de w1, y por lo tanto u/ww′ = nu en vez de u/w1:
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.
Jacobi (1829) se ve en la necesidad de aclarar que estas fórmulas ya las había descubierto a
comienzos de agosto de 1827 y que también es posible hallar fórmulas similares para la trans-
formación suplementaria de la segunda real. De hecho, en las cuatro páginas siguientes (116 a
119) de sus Fundamenta nova, presenta a modo de resumen todas las expresiones encontradas
hasta el momento para las transformaciones elípticas. En ellas ocupan un lugar importante las
fórmulas para las transformaciones complementarias y suplementarias.
Todas las transformaciones complejas consideradas tienen una transformación suplementaria.
Supongamos que los números m,m′ ∈ Z que definen una transformación no tienen factores
comunes, tal como se ha supuesto. Entonces, mµ′ −m′µ = 1, para ciertos enteros µ, µ′. Para
obtener la suplementaria basta usar ω = µK+µ′K′i
nw
e intercambiar los papeles de k y λ. En el
caso particular en el que m = 1,m′ = 0, tenemos µ = 0, µ′ = 1 y
ω = µK + µ
′K ′i
nw
= iK
′
nw
= iΛ
′
n
,
es decir, la suplementaria que ya habíamos determinado.
5.2. Fórmula general para el múltiplo del argumento
Con ayuda de la primera transformación real y su inversa o suplementaria es posible encontrar
una expresión útil para sen am(nu, k), que sea equivalente a la usada por Abel (1827) en sus
célebres Recherches. Este punto es indispensable para dejar en claro que la teoría de Jacobi es,
al menos, tan buena como la de Abel. La mentada expresión es útil porque permite demostrar
que sen am(u, k) es construible por radicales a partir de la expresión racional de sen am(nu, k).
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una expresión útil para sen am(nu, k), que sea equivalente a la usada por Abel (1827) en sus
célebres Recherches. Este punto es indispensable para dejar en claro que la teoría de Jacobi es,
al menos, tan buena como la de Abel. La mentada expresión es útil porque permite demostrar
que sen am(u, k) es construible por radicales a partir de la expresión racional de sen am(nu, k).
En el feliz caso en que bien n = 2, o bien u es la longitud de arco de la lemniscata o la
circunferencia, la construcción se puede hacer con regla y compás.
Partimos de la expresión
sen am
(
u
w
, λ
)
= (−1)l
√
kn
λ
2l∏
j=0
sen am
(
u+ 4jK
n
, k
)
rescrita en la forma
(−1)l sen am
(
u
w
, λ
)
=
√
kn
λ
l∏
j=−l
sen am
(
u+ 2jK
n
, k
)
.
La sustitución u → u+ 2j′iK ′/n produce u/w → u/w + 2j′Λ′i/n:
(−1)l sen am
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)
=
√
kn
λ
l∏
j=−l
sen am
(
u+ 2jK
n
+ 2j
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)
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Por otro lado, en la sección anterior hemos visto que
sen am(nu, k) =
√
λn
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+ 4jΛ
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Combinando esto con lo hallado más arriba,
sen am(nu, k) = (−1)l
√
knn−1
l∏
j=−l
l∏
j′=−l
sen am
(
u+ 2jK + 2j
′K ′i
n
, k
)
.
Esta expresión es importantísima en la teoría a Abel porque manifiesta la existencia de una
cantidad invariante bajo la acción de un grupo que actúa sobre las raíces de una ecuación racio-
nal. Es el paso central de la demostración de Abel (1827), que dicho sea de paso no encuentra
la expresión exacta, sino que se limita a asegurar su existencia como consecuencia del teorema
fundamental de las funciones simétricas. También,
l∏
j=0
l∏
j′=1
sen am2
(2jK + 2j′K ′i
n
, k
)
= (−1)
ln
k
nn−1
2
.
La función racional a la que nos estamos refiriendo es sen am(nu, k) =
n sen am(u, k)
l∏
j=0
l∏
j′=1
1− sen am2(u,k)
sen am2
(
2jK+2j′K′i
n
,k
)
1− k2 sen am2
(
2jK+2j′K′i
n
, k
)
sen am2(u, k)
.
Un tratamiento similar se les puede dar a las funciones cos am y∆am. Jacobi defiende que estas
expresiones son más simples que las que ya había propuesto Abel (1827). Tal vez no sean más
simples o breves, lo que sí es verdad es que Jacobi encuentra una manera más rápida, elegante
y automática de llegar a ellas y que dicha manera se deriva naturalmente de una teoría general
de las transformaciones elípticas.
5.3. Ecuaciones modulares
5.3.1. λ depende de k de la misma manera que k depende de λ1 y λ′1 depende de k′
como k′ de λ′. De este modo, se forman escaleras que muestran las maneras de transformar el
módulo k y su complemento k′:
· · · , λ, k, λ1, · · ·
· · · , λ′1, k′, λ′, · · · .
Jacobi reconoce que estos hechos ya habían sido observados y calculados por Legendre para las
transformaciones de orden dos y tres. Recordemos que, por los métodos del final del capítulo 2,
es siempre posible establecer una relación entre el módulo original k y el módulo transformado
λ. Dicha relación tiene la forma de una ecuación algebraica que Jacobi llama ecuación modular.
Se afirma que, en general, dichas ecuaciones modulares no cambian si se permuta k ↔ λ o si
se realiza k → k′, λ → λ′. A continuación se efectúan las demostraciones de estos hechos para
las transformaciones de tercer y quinto orden.
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como k′ de λ′. De este modo, se forman escaleras que muestran las maneras de transformar el
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· · · , λ′1, k′, λ′, · · · .
Jacobi reconoce que estos hechos ya habían sido observados y calculados por Legendre para las
transformaciones de orden dos y tres. Recordemos que, por los métodos del final del capítulo 2,
es siempre posible establecer una relación entre el módulo original k y el módulo transformado
λ. Dicha relación tiene la forma de una ecuación algebraica que Jacobi llama ecuación modular.
Se afirma que, en general, dichas ecuaciones modulares no cambian si se permuta k ↔ λ o si
se realiza k → k′, λ → λ′. A continuación se efectúan las demostraciones de estos hechos para
las transformaciones de tercer y quinto orden.
5.3.2. Ya sabemos que ellas son (en términos de r = 4
√
k y s = 4
√
λ) respectivamente
1. r4 − s4 + 2rs(1− r2s2) = 0,
2. r6 − s6 + 5r2s2(r2 − s2) + 4rs(1− r4s4) = 0.
La primera afirmación (k ↔ λ) es inmediata y se deja entender por la teoría de las transfor-
maciones suplementarias. Para la segunda afirmación (k → k′, λ → λ′), se necesita trabajar un
poco. Primero, las ecuaciones se rescriben en términos de r8 = k2 y s8 = λ2:
1. (k2 − λ2)4 = 128(1− k2)(1− λ2)(2− k2 − λ2 + 2k2λ2),
2. (k2 − λ2)6 = 512(1− k2)(1− λ2)(L− L′k2 + L′′k4 − L′′′k6),
donde
L = 128− 192λ2 + 78λ4 − 7λ6,
L′ = 192 + 252λ2 − 423λ4 − 78λ6,
L′′ = 78 + 423λ2 − 252λ4 − 192λ6,
L′′′ = 7− 78λ2 + 192λ4 − 128λ6.
Por medio de la sustitución q = 1 − 2k2, t = 1 − λ2, las ecuaciones toman la forma más
conveniente
1. (q − t)4 = 64(1− q2)(1− t2)(3− qt),
2. (q − t)6 = 256(1− q2)(1− t2)(16qt+ 9(45− qt)(q − t)2).
Como los cambios k → k′, λ → λ′ producen q → −q, t → −t, estas ecuaciones no cambian, y
así se prueba lo que se quería.
5.3.3. Sin demostración, presenta Jacobi el desarrollo de las cantidades K y K ′ en tér-
minos de estas nuevas variables q y t:
K = I
(
1 + q
2
2 · 4 +
5 · 5 · q4
2 · 4 · 6 · 8 +
5 · 5 · 9 · 9 · q6
2 · 4 · 6 · 8 · 10 · 12 + · · ·
)
− pi2I
(
q
2 +
3 · 3 · q3
2 · 4 · 6 +
3 · 3 · 7 · 7 · q5
2 · 4 · 6 · 8 · 10 + · · ·
)
,
K ′ = I
(
1 + q
2
2 · 4 +
5 · 5 · q4
2 · 4 · 6 · 8 +
5 · 5 · 9 · 9 · q6
2 · 4 · 6 · 8 · 10 · 12 + · · ·
)
+ pi2I
(
q
2 +
3 · 3 · q3
2 · 4 · 6 +
3 · 3 · 7 · 7 · q5
2 · 4 · 6 · 8 · 10 + · · ·
)
,
donde
I =
∫ pi/2
0
dφ√
1− 12 sen2 φ
.
5.3.4. Es posible obtener una relación entre los módulos y sus complementos para la
transformación de tercer orden. Partiendo de ella misma,
(1− r4)(1 + s4) = 1− r4s4 + 2rs(1− r2s2) = (1− r2s2)(1 + rs)2,
(1 + r4)(1− s4) = 1− r4s4 − 2rs(1− r2s2) = (1− r2s2)(1− rs)2.
Así pues,
(1− r8)(1− s8) = (1− r2s2)4.
Sean
1− r8 = k′k′ = r′8 y 1− s8 = λ′λ′ = s′8.
Extrayendo la raíz cuarta inmediatamente arriba,
r2s2 + r′2s′2 =
√
kλ+
√
k′λ′ = 1.
Este hecho, ya conocido por Legendre, se puede demostrar por el método de Jacobi. Para
n = 3,
λ = k3 sen coam4(4ω) = r′8 y λ′ = k
′3
∆am4(4ω) .
De donde
√
kλ = k2 sen coam2(4ω) = k
2 cos am2(4ω)
∆am2(4ω) ,
√
k′λ′ = k
′2
∆am2(4ω) .
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5.3.4. Es posible obtener una relación entre los módulos y sus complementos para la
transformación de tercer orden. Partiendo de ella misma,
(1− r4)(1 + s4) = 1− r4s4 + 2rs(1− r2s2) = (1− r2s2)(1 + rs)2,
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Así pues,
(1− r8)(1− s8) = (1− r2s2)4.
Sean
1− r8 = k′k′ = r′8 y 1− s8 = λ′λ′ = s′8.
Extrayendo la raíz cuarta inmediatamente arriba,
r2s2 + r′2s′2 =
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k′λ′ = 1.
Este hecho, ya conocido por Legendre, se puede demostrar por el método de Jacobi. Para
n = 3,
λ = k3 sen coam4(4ω) = r′8 y λ′ = k
′3
∆am4(4ω) .
De donde
√
kλ = k2 sen coam2(4ω) = k
2 cos am2(4ω)
∆am2(4ω) ,
√
k′λ′ = k
′2
∆am2(4ω) .
Ya que
k′2 + k2 cos coam2(4ω) = 1− k2 sen coam2(4ω) = ∆am2(4ω),
se obtiene de nuevo
√
kλ+
√
k′λ′ = 1.
5.3.5. Algo similar se puede hacer para la transformación de quinto orden. Si se escribe
la ecuación modular en la forma
(r2 − s2)(r4 + 6r2s2 + s4) + 4rs(1− r4s4) = 0,
se pueden obtener fácilmente las siguientes
(r2 − s2)(r + s)4 = −4rs(1− r4)(1 + s4),
(r2 − s2)(r − s)4 = −4rs(1 + r4)(1− s4).
De estas, se obtiene, a su vez,
(r2 − s2)6 = 16r2s2(1− r8)(1− s8) = 16r2s2r′8s′8.
En vista de lo que se probó más arriba, r, s se pueden cambiar por r′, s′, respectivamente, para
obtener
(s′2 − r′2)6 = 16r′2s′2(1− r′8)(1− s′8) = 16r′2s′2r8s8.
Hecha la división y extraída la raíz sexta, rs(r2 − s2) = r′s′(s′2 − r′2), es decir,
4√
kλ(
√
k −
√
λ) = 4
√
k′λ′(
√
λ′ −
√
k′).
5.4. Otra invarianza de las ecuaciones modulares
Si y = kx, entonces∫ Y
0
dy√
(1− y2) (1− y2/k2)
= k
∫ X
0
dx√
(1− x2) (1− k2x2)
.
Llamemos ku a esta integral, escrita como se quiera. De este modo, x = sen am(u, k) y y =
sen am(ku, 1/k). De estos hechos provienen las identidades
sen am(ku, 1/k) = k sen am(u, k),
cos am(ku, 1/k) = ∆am(u, k),
∆am(ku, 1/k) = cos am(u, k),
tan am(ku, 1/k) = k
k′
cos coam(u, k).
Con ellas se pueden encontrar otras más para las demás funciones elípticas de Jacobi. Además,
el cambio de módulo complementario 1/k → ik′/k produce, en virtud de lo sabido con
respecto al paso al eje imaginario,
i sen am(ku, ik′/k) = tan am(iku, 1/k)
= k
k′
cos coam(iu, k) = i cos coam(u, k′).
Así pues,
sen am(ku, ik′/k) = cos coam(u, k′),
cos am(ku, ik′/k) = sen coam(u, k′),
∆am(ku, ik′/k) = 1∆am(u, k′) ,
tan am(ku, ik′/k) = cot coam(u, k′), etc.
Ahora consideremos la manera como cambian
K = arg am(pi/2, k) y K ′ = arg am(pi/2, k′)
bajo la sustitución k → 1/k. En concreto, consideramos las expresiones
arg am(pi/2, 1/k) y arg am(pi/2, k′i/k).
En primer lugar, arg am(pi/2, 1/k) =∫ 1
0
dy√
(1− y2)
(
1− y2k2
) = ∫ k
0
dy√
(1− y2)
(
1− y2k2
) + ∫ 1
k
dy√
(1− y2)
(
1− y2k2
) .
La primera integral de la derecha, mediante la sustitución y = kx se reduce a kK; la segunda,
por medio de y =
√
1− k′2x2, se reduce a −ikK ′. Es decir,
arg am(pi/2, 1/k) = k
(
arg am(pi/2, k)− iarg am(pi/2, k′)) = k(K − iK ′).
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√
kλ+
√
k′λ′ = 1.
5.3.5. Algo similar se puede hacer para la transformación de quinto orden. Si se escribe
la ecuación modular en la forma
(r2 − s2)(r4 + 6r2s2 + s4) + 4rs(1− r4s4) = 0,
se pueden obtener fácilmente las siguientes
(r2 − s2)(r + s)4 = −4rs(1− r4)(1 + s4),
(r2 − s2)(r − s)4 = −4rs(1 + r4)(1− s4).
De estas, se obtiene, a su vez,
(r2 − s2)6 = 16r2s2(1− r8)(1− s8) = 16r2s2r′8s′8.
En vista de lo que se probó más arriba, r, s se pueden cambiar por r′, s′, respectivamente, para
obtener
(s′2 − r′2)6 = 16r′2s′2(1− r′8)(1− s′8) = 16r′2s′2r8s8.
Hecha la división y extraída la raíz sexta, rs(r2 − s2) = r′s′(s′2 − r′2), es decir,
4√
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√
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√
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√
k′λ′(
√
λ′ −
√
k′).
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La primera integral de la derecha, mediante la sustitución y = kx se reduce a kK; la segunda,
por medio de y =
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1− k′2x2, se reduce a −ikK ′. Es decir,
arg am(pi/2, 1/k) = k
(
arg am(pi/2, k)− iarg am(pi/2, k′)) = k(K − iK ′).
Por otro lado, la sustitución y = cosφ produce∫ 1
0
dy√
(1− y2) (1− k′2k2 y2) = k
∫ pi/2
0
dφ√
1− k′2 sen2 φ = kK
′.
O sea,
arg am(pi/2, ik′/k) = k arg am(pi/2, k′) = kK ′.
Por lo tanto, en general, k → 1/k transforma mK + m′iK ′ en k(mK + (m′ − m)iK ′). De
aquí, la función sen coam(p(mK +m′iK ′)/n, k) se convierte en
sen coam
(
kp(mK + (m′ −m)iK ′)
n
,
1
k
)
.
Por las identidades del comienzo de la sección, esta última es igual a
1
sen coam
(
p(mK+(m′−m)iK′)
n
, k
) .
En consecuencia, si ponemos
ω = mK +m
′iK ′
n
y ω1 =
mK + (m′ −m)iK ′
n
,
el módulo
λ = kn
l∏
j=1
sen4 coam(2jω, k),
bajo la sustitución k → 1/k, se convierte en
1
µ
= 1
kn
∏l
j=1 sen4 coam(2jω1, k)
.
La cantidad µ es una raíz de la ecuación modular, es decir, uno de aquellos módulos en los
cuales la transformación de orden n transforma el módulo inicial k. De hecho, ω1 es uno de
los valores que producen los módulos transformados a partir de ω. Con esto se establece el
siguiente resultado.
PROPOSICIóN 15. Las sustituciones k → 1/k, λ → 1/λ no producen ningún cambio en las
ecuaciones modulares.
Advierte Jacobi que esta proposición es un caso particular de otra mucho más general: las
ecuación modular no cambia bajo los cambios k → f(k), λ → f(λ) que se realizan mediante
una función f que representa una transformación que cumple con las misma propiedades. A
manera de ejemplo, trae de nuevo uno de Legendre. La ecuación
√
kλ+
√
k′λ′ = 1 no cambia
cuando
k → 1− k
′
1 + k′ , λ →
1− λ′
1 + λ′ .
Naturalmente, luego de un simple cálculo,
k′ → 2
√
k′
1 + k′ , λ
′ → 2
√
λ′
1 + λ′ .
En verdad, otro ejercicio simple demuestra que la ecuación no se altera bajo estos cambios.
5.5. Ecuación diferencial de tercer orden
Para Jacobi (1829), la propiedad más importante de las ecuaciones modulares es que satisfacen
una ecuación diferencial de tercer orden.
En este punto, se sigue el famoso Traité de Legendre.
5.5.1. Partiendo de aK + bK ′ = Q, para constantes arbitrarias a, b, se sigue que
k(1− k2)d
2Q
dk2
+ (1− 3k2)dQ
dk
− kQ = 0.
De forma similar, a′K + b′K ′ = Q′ produce
k(1− k2)d
2Q′
dk2
+ (1− 3k2)dQ
′
dk
− kQ′ = 0.
Estas dos ecuaciones diferenciales se pueden combinar para obtener
k(1− k2)
(
Q
d2Q′
dk2
−Q′d
2Q
dk2
)
+ (1− 3k2)
(
Q
dQ′
dk
−Q′dQ
dk
)
= 0.
Luego de integrar,
k(1− k2)
(
Q
dQ′
dk
−Q′dQ
dk
)
= (ab′ − a′b)k(1− k2)
(
K
dK ′
dk
−K ′dK
dk
)
= (ab′ − a′b)C.
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En verdad, otro ejercicio simple demuestra que la ecuación no se altera bajo estos cambios.
5.5. Ecuación diferencial de tercer orden
Para Jacobi (1829), la propiedad más importante de las ecuaciones modulares es que satisfacen
una ecuación diferencial de tercer orden.
En este punto, se sigue el famoso Traité de Legendre.
5.5.1. Partiendo de aK + bK ′ = Q, para constantes arbitrarias a, b, se sigue que
k(1− k2)d
2Q
dk2
+ (1− 3k2)dQ
dk
− kQ = 0.
De forma similar, a′K + b′K ′ = Q′ produce
k(1− k2)d
2Q′
dk2
+ (1− 3k2)dQ
′
dk
− kQ′ = 0.
Estas dos ecuaciones diferenciales se pueden combinar para obtener
k(1− k2)
(
Q
d2Q′
dk2
−Q′d
2Q
dk2
)
+ (1− 3k2)
(
Q
dQ′
dk
−Q′dQ
dk
)
= 0.
Luego de integrar,
k(1− k2)
(
Q
dQ′
dk
−Q′dQ
dk
)
= (ab′ − a′b)k(1− k2)
(
K
dK ′
dk
−K ′dK
dk
)
= (ab′ − a′b)C.
Tomando con Legendre C = −pi/2,
d
Q′
Q
= −pi2
(ab′ − a′b)
k(1− k2)Q2 dk.
El mismo procedimiento, para αΛ + βΛ′ = L y α′Λ + β′Λ′ = L, arroja
d
L′
L
= −pi2
(αβ′ − α′β)
λ(1− λ2)L2 dλ.
Sea k → λ la primera transformación de orden n y Q = K, Q′ = K ′, L = Λ, L′ = Λ′.
Entonces
L′
L
= Λ
′
Λ =
nK ′
K
= nQ
′
Q
.
Así pues,
n dk
k(1− k2)K2 =
dλ
λ(1− λ2)Λ2 .
Ya que para esta transformación Λ = K/nw,
w2 = 1
n
λ(1− λ2)dk
k(1− k2)dλ.
Para la segunda transformación hemos visto que
Λ′1
Λ1
= 1
n
K ′
K
y Λ1 =
K
w1
.
Por lo tanto,
dk
k(1− k2)K2 =
ndλ1
λ1(1− λ21)Λ21
.
Así,
w21 =
1
n
λ1(1− λ21)dk
k(1− k2)dλ1 .
En general, para la transformación k → λ de módulos complejos se tiene
(5.1) w2 = 1
n
λ(1− λ2)dk
k(1− k2)dλ.
Veamos cómo esto se verifica en un caso particular. Si
αΛ + iβΛ′ = aK + ibK
′
nw
y α′Λ′ + iβ′Λ = a
′K ′ + ib′K
nw
,
donde a, a′, α, α′ son impares y b, b′, β, β′ son pares, positivos o negativos, tales que aa′+ bb′ =
n, αα′ + ββ′ = 11. Al poner, pues,
aK + ibK ′ = Q, αΛ + iβΛ′ = L, a′K + ib′K ′ = Q′, α′Λ + iβ′Λ′ = L′,
se logra por las hipótesis,
d
Q′
Q
= −12
npidk
k(1− k2)Q2 , d
L′
L
= −12
pidλ
λ(1− λ2)L2 .
Ya que
Q′
Q
= L
′
L
y L = Q
nw
,
se logra (5.1). Notamos que esta misma ecuación (5.1) corrobora los resultados encontrados
para las transformaciones complementarias y suplementarias. En primer lugar,
w2 = 1
n
λ(1− λ2)dk
k(1− k2)dλ =
1
n
λ′(1− λ′2)dk′
k′(1− k′2)dλ′
muestra que w2 no se altera cuando los módulos se cambian por sus complementarios. En
segundo lugar,
1
n
k(1− k2)dλ
λ(1− λ2)dk =
1
n2w2
indica que w se convierte en 1/nw bajo la transformación suplementaria.
1Traducimos la justificación de Jacobi: “Una determinación más cuidadosa de los números a, b, a′, b′, etc. para
cada una de las transformaciones de un mismo orden presenta graves dificultades que no vale la pena tomarse. Au
contraire, si no nos equivocamos considerablemente, esta determinación depende mucho de los límites entre los
cuales se ubica el módulo k. Es así como, para distintos límites, se asumen distintos valores. El experto sabe lo
intrincada que se torna la cuestión”. En resumidas cuentas, el hecho se toma como verdadero sin una demostración
válida para todos los casos posibles.
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1
n
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1
n
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1
n2w2
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intrincada que se torna la cuestión”. En resumidas cuentas, el hecho se toma como verdadero sin una demostración
válida para todos los casos posibles.
5.5.2. Dadas Q = aK + ibK ′ y L = αΛ + iβΛ′, es siempre posible encontrar a, b, α, β
tales que Q = wL. Observemos en seguida que las ecuaciones
(k − k3)d
2Q
dk2
+ (1− 3k2)dQ
dk
− kQ = 0, (λ− λ3)d
2L
dλ2
+ (1− 3λ2)dL
dλ
− λL = 0
pueden rescribirse en la forma
d
dk
(
(k − k3)dQ
dk
)
− kQ = 0, d
dλ
(
(λ− λ3)dL
dλ
)
− λL = 0.
Cuando sustituimos en la primera de ellas Q = wL, se obtiene
L
(
(k − k3)d
2w
dk2
+ (1− 3k2)dw
dk
− kw
)
+ dL
dk
(
2(k − k3)dw
dk
+ (1− 3k2)w
)
+ (k − k3)wd
2L
dk2
= 0.
Multiplicando por w,
Lw
(
(k − k3)d
2w
dk2
+ (1− 3k2)dw
dk
− kw
)
+ d
dk
(
(k − k3)w2dL
dk
)
= 0.
Ahora bien, de (5.1) se desprende que
(k − k3)w2dL
dk
= (λ− λ
3)
n
dL
dλ
.
Pero también tenemos que
d
(
(λ− λ3)dL
dλ
)
= λLdλ.
De esta manera, al dividir entre L,
w
(
(k − k3)d
2w
dk2
+ (1− 3k2)dw
dk
− kw
)
+ λ
n
dλ
dk
= 0.
Usando de nuevo (5.1), se llega después de un largo cálculo a
3d
2λ2
dk4
− 2dλ
dk
d3λ
dk3
+ dλ
2
dk2
(1 + k2
k − k3
)2
−
(
1 + λ2
λ− λ3
)2
dλ2
dk2
 = 0.
En esta ecuación, con Jacobi, vamos a tomar dk constante. Así pues,
d2λ
dk2
= d
2λ
dk2
− dλ
dk3
d2k,
d3λ
dk3
= d
3λ
dk3
− 3d
2λ
dk4
d2k − dλ
dk4
d3k + 3 dλ
dk5
d2k2.
De aquí,
3d
2λ2
dk4
− 2dλ
dk
d3λ
dk3
= 3d
2λ2
dk4
− 3dλ
2
dk6
d2k2 + 2dλ
2
dk5
d3k − 2 dλ
dk4
d3λ.
Multiplicando por dk6,
3
(
dk2d2λ2 − dλ2d2k2
)
− 2dkdλ
(
dkd3λ− dλd3k
)
+ dk2dλ2
(1 + k2
k − k3
)2
dk2 −
(
1 + λ2
λ− λ3
)2
dλ2
 = 0.
Aquí se nota que la ecuación no cambia cuando se permutan k y λ, tal como se ha demostrado
más arriba.
5.5.3. Hay otro método que es muy útil para investigar la ecuación diferencial de tercer
orden. Se trata de introducir la variable auxiliar s = (k − k3)Q2. De esta manera,
ds
dk
= (1− 3k2)Q2 + 2(k − k3)QdQ
dk
,
d2s
dk2
= −6kQ2 + 4(1− 3k2)QdQ
dk
+ 2(k − k3)
(
dQ
dk
)2
+ 2(k − k3)Qd
2Q
dk2
.
Luego de usar
(k − k3)d
2Q
dk2
= kQ− (1− 3k2)dQ
dk
,
se obtiene
d2s
dk2
= −4kQ2 + 2(1− 3k2)QdQ
dk
+ 2(k − k3)
(
dQ
dk
)2
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3d
2λ2
dk4
− 2dλ
dk
d3λ
dk3
= 3d
2λ2
dk4
− 3dλ
2
dk6
d2k2 + 2dλ
2
dk5
d3k − 2 dλ
dk4
d3λ.
Multiplicando por dk6,
3
(
dk2d2λ2 − dλ2d2k2
)
− 2dkdλ
(
dkd3λ− dλd3k
)
+ dk2dλ2
(1 + k2
k − k3
)2
dk2 −
(
1 + λ2
λ− λ3
)2
dλ2
 = 0.
Aquí se nota que la ecuación no cambia cuando se permutan k y λ, tal como se ha demostrado
más arriba.
5.5.3. Hay otro método que es muy útil para investigar la ecuación diferencial de tercer
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dk
,
d2s
dk2
= −6kQ2 + 4(1− 3k2)QdQ
dk
+ 2(k − k3)
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− 8k2(1− k2)Q4.
Notemos ahora de la primera derivada de s con respecto a k que
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Por lo tanto,
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− (1 + k2)2Q4.
Es decir, se verifica la ecuación diferencial
2s d
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dk2
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dk
)2
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1 + k2
k − k3
)2
s2 = 0.
Para proceder como antes, ponemos Q′ = a′K + b′K ′ y Q′/Q = t. Hemos visto que
dt
dk
= m
s
,
donde m es una constante. Así, s = mdk/dt. Es posible transformar la ecuación diferencial
anterior en otra, que tenga dt constante. En verdad,
ds
dk
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2k
dtdk
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= md
3k
dtdk2
producen
2 d
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k − k3
)2
dk2
dt2
= 0.
O sea,
2d3kdk − 3d2k2 +
(
1 + k2
k − k3
)2
dk4 = 0,
donde las derivadas se toman con respecto a t. De manera similar, para
ω = α
′Λ + β′Λ′
αΛ + βΛ′ = t,
donde α, β, α′, β′ son constantes, se tiene
2d3λdλ− 3d2λ2 +
(
1 + λ2
λ− λ3
)2
dλ4 = 0.
En este caso, la diferenciación se realiza con respecto a ω. Luego de multiplicar la ecuación de
k por dλ2 y la ecuación de λ por dk2 y restar, se halla que
2dkdλ(dλd3k−dkd3λ)− 3(dλ2d2k2 − dk2d2λ2)
+ dk2dλ2
(1 + k2
k − k3
)2
dk2 −
(
1 + λ2
λ− λ3
)2
dλ2
 = 0.
Esta ecuación concuerda con la encontrada más arriba, la cual vale para cualquier diferencial,
desde que pueda considerarse constante. En este último caso, dicha diferencial es dt = dω. Por
lo tanto, la ecuación diferencial de tercer orden posee muchísimas soluciones algebraicas par-
ticulares, entre las cuales se deben contar las ecuaciones modulares. Pero la integral completa
depende de las funciones elípticas, de hecho de t = ω, o sea,
a′K + b′K ′
aK + bK ′ =
α′Λ + β′Λ′
αΛ + βΛ′ .
Esta última se puede rescribir como
mKΛ +m′K ′Λ′ +m′′KΛ′ +m′′′K ′Λ = 0,
donde m,m′,m′′,m′′′ denotan constantes arbitrarias.
5.5.4. Es posible preguntarse, en verdad, por las ecuaciones modulares para las transfor-
maciones de tercer y quinto orden, las cuales deben satisfacer la ecuación diferencial de tercer
orden. Ciertamente, con muchos y largos cómputos se muestra que, al igual que para la trans-
formación de segundo orden, es suficiente demostrar el hecho para λ = (1 − k′)/(1 + k′).
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Derivando con respecto a k′,
λ = 1− k
′
1 + k′ = −1 +
2
1 + k′ ,
dλ
dk′
= − 2(1 + k′)2 ,
d2λ
dk′2
= 4(1 + k′)3 ,
d3λ
dk′3
= − 12(1 + k′)4 .
También, de k2 + k′2 = 1, se obtiene
dk
dk′
= −k
′
k
,
d2k
dk′2
= − 1
k3
,
d3k
dk′3
= −3k
′
k5
.
De este modo,
dk2d2λ2 − dλ2d2k2
dk′6
= 16k
′2
k2(1 + k′)6 −
4
k6(1 + k′)4 = 4
4k′2(1− k′)2 − 1
k6(1 + k′)4 .
De modo similar se calcula
dkdλ
dkd3λ− dλd3k
dk′6
= 12k
′2(2(1− k′)2 − 1)
k6(1 + k′)4 .
También,
dk2dλ2
dk′4
(1 + k2
k − k3
)2
dk2
dk′2
−
(
1 + λ2
λ− λ3
)2
dλ2
dk′2
 = 12 1− 2k′2
k6(1 + k′)4 .
Poniendo todo junto, se obtiene finalmente
3 (dk2d2λ2 − dλ2d2k2)− 2dkdλ (dkd3λ− dλd3k)
dk′6
+ dk
2dλ2
dk′4
(1 + k2
k − k3
)2
dk2
dk′2
−
(
1 + λ2
λ− λ3
)2
dλ2
dk′2

= 12 2k
′2 − 1
k6(1 + k′)4 + 12
1− 2k′2
k6(1 + k′)4 = 0.
De este método es manifiesto que, si la ecuación diferencial tiene soluciones algebraicas, de ella
podemos obtener las ecuaciones modulares. Jacobi sostiene que, excepto por Condorcet, no
sabe de ningún otro analista que haya tocado este tipo de cuestiones.
5.5.5. Ya hemos visto la importancia de la relación (5.1):
w2 = 1
n
λ(1− λ2)dk
k(1− k2)dλ.
Ella es piedra angular para encontrar la ecuación diferencial de tercer orden que relaciona los
módulos. A continuación, veremos cómo ella también concuerda con las ecuaciones modulares
de tercer y quinto orden.
Sabemos que la ecuación de tercer orden
r4 − s4 + 2rs(1− r2s2) = 0,
con r = 4
√
k y s = 4
√
λ, puede escribirse en la forma(
s+ 2r3
s
)(
r − 2s3
r
)
= −3.
También hemos visto que
w = s
s+ 2r3 =
2s3 − r
3r .
Ahora, al diferenciar la ecuación modular obtenemos
dr
ds
= 2s
3 − r + 3r3s2
2r3 + s− 3r2s3 .
Si en el lugar de 3 ponemos su equivalente en términos de r y s,
dr
ds
= 2s
3 − r
2r3 + s ×
1 + r2s2 + 2r5s
1 + r2s2 − 2rs5 .
Además, de la ecuación modular se sigue que
1− r8 = (1− r2s2)(1 + r2s2 + 2r5s),
1− s8 = (1− r2s2)(1 + r2s2 − 2rs5),
1− s8
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1− s8 = (1− r2s2)(1 + r2s2 − 2rs5),
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1− r8 =
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Finalmente, si usamos la ecuación modular en la forma
1
3 ×
s
r
= s
2
(2r3 + s)(2s3 − r) ,
encontramos que
1
3
λ(1− λ2)dk
k(1− k2)dλ =
1
3
s(1− s8)dr
r(1− r8)ds =
(
s
s+ 2r3
)2
= w2.
Para la ecuación de quinto orden, hay un proceso similar que se puede consultar en la página
final, que lleva el número 138, de la primera parte de los Fundamenta nova (1829).
Conclusiones
Esta parte final está dedicada a revisar las hipótesis de trabajo de este libro y a cubrir algunos
de sus propósitos iniciales, que no se han cubierto en los capítulos anteriores2. Se ha dejado su
presentación para el final porque no abarcan aspectos propiamente matemáticos sino que, más
bien, son reflexiones sobre la emergencia histórica de las funciones elípticas.
La principal sorpresa de la lectura y el análisis de los Fundamenta nova (y, digámoslo de paso,
de las Recherches de Abel) ha sido el descubrimiento del exiguo papel desempeñado por la varia-
ble compleja en la emergencia de las funciones elípticas. Al emprender el trabajo, se presumía
erradamente que el cálculo de la funciones complejas de una variable compleja había sido un
ingrediente esencial para dicha emergencia. Esta hipótesis de trabajo es atribuible a la refor-
mulación contemporánea de la teoría de las funciones elípticas. Basta con echar una mirada a
los textos de hoy, como a Lang (1987) o a Akhiezer (1990), para caer en la cuenta de que el
enfoque a través de la variable compleja es contemporáneo nuestro, pero no de Abel y Jacobi.
Este descubrimiento abre el camino a nuevas investigaciones históricas sobre los teoremas de
Liouville en torno a los periodos de una función analítica y los correspondientes aportes de
Weierstrass a las funciones elípticas.
Más concretamente, el tratamiento diferencial de las funciones elípticas por parte de Jacobi (y
Abel) es una mezcla no muy pulida, pero exitosa de todos modos, entre los métodos analíticos
de la variable real y las fórmulas elípticas de adición. No había en 1829 (ni por lo tanto en
1827) una teoría de las funciones meromorfas tal como la conocemos hoy. Existía, muy proba-
blemente, un conjunto de resultados, más o menos ordenados, más o menos desorganizados,
2En el proyecto del libro, ellos corresponden a algunos objetivos.
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sobre la diferencialidad de las funciones de una variable compleja. El procedimiento de Jacobi
(y también el de Abel) para extender al plano complejo una función elíptica ya definida sobre
el eje real se compone de dos momentos:
1. Definir la función sobre el eje imaginario.
2. Definir la función elíptica en todo el plano mediante su fórmula de adición.
En el primer momento, Jacobi (1929) utiliza la sustitución que hemos visto, es decir, senφ =
i tanψ3. Notemos, de paso, que este cambio de variable es, esencialmente, el mismo proceso
usado comunmente en la integración de las funciones reales desde su emergencia en la segunda
mitad del siglo XVII.
Otra cuestión muy distinta es la disposición de los asuntos algebraicos. Ellos se explican con
lujo de detalles. Pero no se trata ya del álgebra renacentista, sino de aquella que se había gestado
y crecido fuerte y lentamente durante el siglo XVIII, la cual había conocido nuevos esplendores
con Lagrange y estaba destinada a florecer en manos de Galois y del mismo Abel. Si el lector
revisa algunas de las demostraciones de Jacobi que hemos esbozado en los capítulos anteriores4,
entreverá ciertas acciones de grupos. En particular, en el teorema 11 (capítulo 4) que constituye
un auténtico tour de force para nuestro autor alemán, la prueba se apoya en la invarianza de las
cantidades involucradas bajo el grupo evidente de sustituciones u → u+4ω. Un ejemplo, quizá
más interesante, puede verse en Abel (1827) y en la reintrepretación contenida en el trabajo de
Murcia y Saldaña (2011). Las muchísimas identidades elípticas son también un lugar común en
Jacobi y Abel, lo que constituye una evidencia adicional sobre sus predilecciones algebraicas.
Con el fin de presentar en detalle estas reflexiones, Pareja, Solanilla y Tamayo (2011) han
realizado el pequeño escrito titulado “El papel preponderante del álgebra en la emergencia de
las funciones elípticas”.
Es preciso hablar también un poco sobre el estilo de los Fundamenta nova. No crea el lector
que se trata de un tratado erudito en el cual todos los asuntos se demuestran hasta el más
mínimo detalle. Más bien, la profundidad de las demostraciones varía bastante de un lugar a
3Abel, por el contrario, no se complica y repite el mismo proceso del eje real sobre el eje imaginario. Al fin
y al cabo, el eje imaginario es un espacio con las mismas propiedades topológicas y algebraicas que el eje real.
4Y las que conciernen a la división del argumento en las Recherches de Abel.
otro. Dicha profundidad es mayor en aquellas proposiciones que se derivan directamente de
las fórmulas de adición y sus consecuencias. Por otro lado, algunos asuntos delicados (y más
analíticos) suelen dejarse de lado, a veces con una indicación, a veces sin mayor justificación.
Esto puede ser el indicio de que el propósito de la obra es presentar juntos todos los resultados
conocidos e investigados por Jacobi sobre las funciones elípticas, antes que hacer una presen-
tación pormenorizada de ellos. En efecto, en muchas partes, el discurso tiene el sabor de un
fascicule de résultats. Al respecto, debemos decir que, en la última etapa de la redacción de este
libro, se ha tenido noticia de otros trabajos de Jacobi en los que se demuestra completamente
algunos de los teoremas que aquí no se tratan a cabalidad.
Para finalizar, presentamos una mapa conceptual que quiere describir grosso modo las cons-
trucciones hechas por Jacobi y Abel para las funciones elípticas. Esperamos que sean de ayuda
para quienes quieran estudiarlas. Comencemos por examinar los propósitos que iluminaron
los desarrollos de Abel (1827) y a Jacobi (1829). La investigación de Abel está, en gran me-
dida, motivada por la famosa afirmación de Gauss en la sección séptima de sus Disquisitiones
arithmeticae (1801):
Los principios de la teoría que vamos a explicar de hecho se extienden mucho más
de lo que indicaremos. Por ello, pueden ser aplicados no solamente a las funciones
circulares sino también a otras funciones transcendentales, e. g., a aquellas que de-
penden de la integral
∫ dx√
1−x4 y también a varios tipos de congruencias. Ya que, sin
embargo, estamos preparando un gran trabajo sobre estas funciones transcendenta-
les y puesto que trataremos congruencias extensamente en la continuación de estas
Disquisitiones, hemos decidido considerar aquí solamente funciones circulares.
Au contraire, la teoría de Jacobi quiere ser mucho más general. De hecho, quiere brindar un
marco teórico para cualquier investigación sobre las funciones elípticas. Dentro de tal pano-
rama general, el interés de Abel por la división de las curvas (cuyas longitudes de arco son
elípticas) abarca una sola de las muchas cuestiones que se pueden indagar. A la generalidad a
la que aspira Jacobi debe sumarse la revisión de la taxonomía de Legendre. Ciertamente, Abel
se limita a tomar las integrales de la primera especie como hipótesis de partida, sin dar ma-
yores detalles. En cuanto a la construcción de las funciones, en cambio, no creemos que haya
sobre la diferencialidad de las funciones de una variable compleja. El procedimiento de Jacobi
(y también el de Abel) para extender al plano complejo una función elíptica ya definida sobre
el eje real se compone de dos momentos:
1. Definir la función sobre el eje imaginario.
2. Definir la función elíptica en todo el plano mediante su fórmula de adición.
En el primer momento, Jacobi (1929) utiliza la sustitución que hemos visto, es decir, senφ =
i tanψ3. Notemos, de paso, que este cambio de variable es, esencialmente, el mismo proceso
usado comunmente en la integración de las funciones reales desde su emergencia en la segunda
mitad del siglo XVII.
Otra cuestión muy distinta es la disposición de los asuntos algebraicos. Ellos se explican con
lujo de detalles. Pero no se trata ya del álgebra renacentista, sino de aquella que se había gestado
y crecido fuerte y lentamente durante el siglo XVIII, la cual había conocido nuevos esplendores
con Lagrange y estaba destinada a florecer en manos de Galois y del mismo Abel. Si el lector
revisa algunas de las demostraciones de Jacobi que hemos esbozado en los capítulos anteriores4,
entreverá ciertas acciones de grupos. En particular, en el teorema 11 (capítulo 4) que constituye
un auténtico tour de force para nuestro autor alemán, la prueba se apoya en la invarianza de las
cantidades involucradas bajo el grupo evidente de sustituciones u → u+4ω. Un ejemplo, quizá
más interesante, puede verse en Abel (1827) y en la reintrepretación contenida en el trabajo de
Murcia y Saldaña (2011). Las muchísimas identidades elípticas son también un lugar común en
Jacobi y Abel, lo que constituye una evidencia adicional sobre sus predilecciones algebraicas.
Con el fin de presentar en detalle estas reflexiones, Pareja, Solanilla y Tamayo (2011) han
realizado el pequeño escrito titulado “El papel preponderante del álgebra en la emergencia de
las funciones elípticas”.
Es preciso hablar también un poco sobre el estilo de los Fundamenta nova. No crea el lector
que se trata de un tratado erudito en el cual todos los asuntos se demuestran hasta el más
mínimo detalle. Más bien, la profundidad de las demostraciones varía bastante de un lugar a
3Abel, por el contrario, no se complica y repite el mismo proceso del eje real sobre el eje imaginario. Al fin
y al cabo, el eje imaginario es un espacio con las mismas propiedades topológicas y algebraicas que el eje real.
4Y las que conciernen a la división del argumento en las Recherches de Abel.
otro. Dicha profundidad es mayor en aquellas proposiciones que se derivan directamente de
las fórmulas de adición y sus consecuencias. Por otro lado, algunos asuntos delicados (y más
analíticos) suelen dejarse de lado, a veces con una indicación, a veces sin mayor justificación.
Esto puede ser el indicio de que el propósito de la obra es presentar juntos todos los resultados
conocidos e investigados por Jacobi sobre las funciones elípticas, antes que hacer una presen-
tación pormenorizada de ellos. En efecto, en muchas partes, el discurso tiene el sabor de un
fascicule de résultats. Al respecto, debemos decir que, en la última etapa de la redacción de este
libro, se ha tenido noticia de otros trabajos de Jacobi en los que se demuestra completamente
algunos de los teoremas que aquí no se tratan a cabalidad.
Para finalizar, presentamos una mapa conceptual que quiere describir grosso modo las cons-
trucciones hechas por Jacobi y Abel para las funciones elípticas. Esperamos que sean de ayuda
para quienes quieran estudiarlas. Comencemos por examinar los propósitos que iluminaron
los desarrollos de Abel (1827) y a Jacobi (1829). La investigación de Abel está, en gran me-
dida, motivada por la famosa afirmación de Gauss en la sección séptima de sus Disquisitiones
arithmeticae (1801):
Los principios de la teoría que vamos a explicar de hecho se extienden mucho más
de lo que indicaremos. Por ello, pueden ser aplicados no solamente a las funciones
circulares sino también a otras funciones transcendentales, e. g., a aquellas que de-
penden de la integral
∫ dx√
1−x4 y también a varios tipos de congruencias. Ya que, sin
embargo, estamos preparando un gran trabajo sobre estas funciones transcendenta-
les y puesto que trataremos congruencias extensamente en la continuación de estas
Disquisitiones, hemos decidido considerar aquí solamente funciones circulares.
Au contraire, la teoría de Jacobi quiere ser mucho más general. De hecho, quiere brindar un
marco teórico para cualquier investigación sobre las funciones elípticas. Dentro de tal pano-
rama general, el interés de Abel por la división de las curvas (cuyas longitudes de arco son
elípticas) abarca una sola de las muchas cuestiones que se pueden indagar. A la generalidad a
la que aspira Jacobi debe sumarse la revisión de la taxonomía de Legendre. Ciertamente, Abel
se limita a tomar las integrales de la primera especie como hipótesis de partida, sin dar ma-
yores detalles. En cuanto a la construcción de las funciones, en cambio, no creemos que haya
diferencia significativa, tal como lo dijimos más arriba. Se puede alegar que Abel repite una
misma construcción sobre los ejes real e imaginario, mientras que Jacobi usa la citada susti-
tución trigonométrica. Sin embargo, este hecho no es crucial y los dos autores extienden la
función resulante a todo el plano de Argand mediante las consabidas fórmulas de adición.
La diferencia esencial entre los trabajos de Abel y Jacobi yace en el estudio que este último
realiza sobre las transformaciones de las funciones elípticas. Y también en el hecho de funda-
mentar todo su aparato teórico sobre dichas transformaciones. En una primera lectura de los
Fundamenta nova la teoría jacobiana deja traslucir solo su belleza; sin embargo, pronto uno
se da cuenta de su vasta utilidad. Así, la revelación de la existencia de las transformaciones
suplementarias (inversas) es, antes que todo, un acontecimiento de inusitada simetría. Pero las
cosas no se quedan ahí: muy pronto se nos muestra que estas transformaciones inversas son el
fundamento de los logros de Abel sobre la división de las curvas.
Con del fin de dejar en claro el mencionado mapa de conceptos, se presenta la tabla siguiente.
Ella resume gran parte de lo que hemos tratado de decir en estas conclusiones junto con algunos
detalles adicionales.
Asunto Recherches (1a parte) Fundamenta nova (1a parte)
Propósito Una teoría de la división Una teoría general de las
de las longitudes de arco funciones elípticas
elípticas
Taxonomía Se usa la primera especie Se revisa la teoría de las
de Legendre como punto de partida transformaciones integrales
racionales de la primera
especie
Construcción Se repite la construcción Se usa un cambio de
de las real en el eje imaginario variable trigonométrico
funciones y se aplica adición para el eje imaginario
elípticas y se aplica adición
Asunto Recherches (1a parte) Fundamenta nova (1a parte)
Doble Sirve para demostrar la Lleva a las varias
periodicidad constructibilidad por transformaciones funcio-
radicales de la división nales elípticas de un
de los arcos y el teo- orden dado
rema de la lemniscata
Estructura — Transformaciones com-
de las trans- plementarias y suple-
formaciones mentarias, estas explican
elípticas los hallazgos de Abel
Ecuaciones — Propiedades de invarianza,
modulares ecuación diferencial
de tercer orden
Mucho más allá de todo esto, Jacobi (1829) deja una tarea pendiente, a saber: dilucidar la
estructura de las transformaciones elípticas. Esta tarea guarda una esperanza: tal estructura
debería contener la explicación de todas las verdades y la solución de todos los problemas
elípticos.
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