has been studied in a number of papers. Y. Dupain and V. T. Sós [6] proved that inf ν ν * ( √ 2) where B denotes the set of numbers of bounded density. J. Schoißen-geier [11] expressed ν * (α) in terms of the continued fraction expansion of α. Employing these results C. Baxa [1] , [2] proved the following: It is the purpose of the present paper to present analogous results for the map ν, more precisely we prove the following Hlawka's textbook [7] but it seems that there is no published proof. However, the inequality ν(
supports the rule of thumb that bigger partial quotients lead to bigger discrepancies, which is an interesting contrast to the fact that ν *
Proof of part (1).
Our starting point is the following Theorem 1. Let α be a number of bounded density. Then
where s ij := q min(i,j) (q max(i,j) α − p max(i,j) ) and
for i, j ≥ 0. P r o o f. This is a slight modification of Theorem 2.1 in [3] where we used the fact that lim m→∞ log q m+1 /log q m = 1 holds for numbers of bounded density.
Remarks. (1) From now on we will assume without loss of generality that α ∈ (0, 1)\Q.
(2) We will repeatedly use the continuants
(Furthermore, it is convenient to define K 0 := 1 and K −1 := 0.) They are connected to continued fractions by the fact that
Their basic property is the equation
This is a more convenient way to write O. Perron's "Fundamentalformeln" [8] and turns into the recursion relation for the denominators of convergents if n = m + 1. We will drop the index and write K(a 1 , . . . , a n ), which should not lead to confusion.
with an absolute implied constant.
with an absolute implied constant. P r o o f. Analogously to the above
and 
Since
the assertion follows from (1) and (2) using
and the assertion follows from (1) and (3).
with an implied constant that depends on a.
Remark. We use a λ as a shorthand notation for a block a, . . . , a of length λ, e.g. 2 3 = 2, 2, 2.
P r o o f (of Lemma 5). The assertion is trivial if 2 | a. From now on let 2 a. Then
Using
It can be proved analogously that
and therefore
with implied constants that depend on a and b.
we get
For our next step we introduce the shorthand notations
. Lemmata 2 and 3 imply
Employing Lemmata 4 and 5 we find that for 1 ≤ ≤ k,
Altogether this gives
which completes the proof of Lemma 6.
(1) If
P r o o f. This can be proved in the same way as Corollary 6 in [2] . The modification made in part (1) is necessary to make possible the inclusion of a = 1. 
Proof of part (2).
We mimic the proof of Y. Dupain and V. T. Sós [6] of inf ν * (B) = ν * ( √ 2). The idea is to partition the sequence (a n ) n≥1 of partial quotients into blocks a k j +1 , . . . , a k j+1 and to prove
for each kind of block. The assertion follows from Theorem 1 by addition of these inequalities. We will use the following types of blocks: Remarks.
(1) The labelling of blocks is chosen to stress the analogy with the proof of Y. Dupain and V. T. Sós. In fact first the blocks of type 5 and 6 should be determined and then the blocks of type 3 and 4 among the remaining partial quotients.
(2) For types 4-6 the case b = 2 deserves more careful estimations than the case b ≥ 4. We will normally present the calculations for b ≥ 4 and briefly indicate the necessary changes for b = 2.
(3) Let
We want to show that
To this end we estimate S m from below and q k j+1 /q k j from above using Lemmata 9 and 10 below. (4) Since ν(α) = ν(α ) if α and α are equivalent [9] , [3] we may assume m ≥ 2 for blocks of type 3-6. If [0, a m , . . . , a 1 ] ≥ c and [0, a m+2 , a m+3 
Lemma 10. In this lemma b denotes an arbitrary positive integer.
for all k, l ≥ 0. This also holds for k ≥ 1 and
and for k ≥ 2 we use the induction step
(2) First let a m ≥ b + 2. If l = 0 or (k, l) = (0, 1) this follows from (1). We now check the assertion for k = l = 1:
The last inequality is true if b = 1. If b ≥ 2 it can be checked as follows:
If l = 1 and k ≥ 2 then
Note that this calculation remains valid if k = 2 since in this case
The assertion is now proved for k ≥ 0 and l ∈ {0, 1}. For l ≥ 2 the proof is finished by the induction step K(a 1 , . . . , a m , b, 
where the last inequality is checked as in the case a m ≥ b + 2. Consider the case (k, l) = (2, 1). Then
The proof is then finished as in the case a m ≥ b + 2. 
and the proof is completed as in (2). 
We check this by considering
Therefore, f b is strictly increasing and it suffices to check that f b (b + 2) > 0. This is true if b = 2. For b ≥ 4 we estimate
The right hand side is positive if b = 4 and
for all even b > 0 it suffices to check that f b (b + 3) > 0. This is true if b = 2 and
The right hand side is positive if b = 4 and it can be checked as above that
Blocks of type 3. Using Lemma 10(1) we get
Blocks of type 4. First let k ≥ 2 and b ≥ 4. Lemma 9 yields 
As
We estimate
This is positive if b = 4. If b ≥ 6 we use log([b+1, b+1]) = log b+log(1+b
As the right hand side is increasing and positive if b = 6 it suffices to check f b (2) ≥ 0. This is true if b = 4. If b ≥ 6 we estimate
As the right hand side is positive for b = 6 and increasing we have proved the assertion for k ≥ 2 and b ≥ 4. If b = 2 the above estimates are too weak for small k. This case can be dealt with by replacing Lemma 10(1) by the better estimate
which can be proved in the same way as Lemma 10(1). It then remains to check that the resulting function f 2 has the properties f 2 > 0 and f 2 (2) > 0. Now let k = 1. Then
where
for all real x > 0 and it suffices to check
This is increasing and positive if b = 6, which completes the proof for blocks of type 4. Blocks of type 5. First let l ≥ 2 and b ≥ 4. Due to Lemma 9,
where the rational functions on the right hand side are monotone. Therefore, Lemma 10(2) yields
Checking f 4 (2) > 0 and estimating 
