Abstract. Let M • be a complete noncompact manifold and g an asymptotically conic Riemaniann metric on M • , in the sense that M • compactifies to a manifold with boundary M in such a way that g becomes a scattering metric on M . Let ∆ be the positive Laplacian associated to g, and P = ∆ + V , where V is a potential function obeying certain conditions. We analyze the asymptotics of the spectral measure
Introduction
This paper continues the investigations carried out in [17] , [18] , [19] , [13] and [14] concerning the Schwartz kernel of the boundary values of the resolvent (P − (λ ± i0)
2 ) −1 , where P is the (positive) Laplacian ∆ g on an asymptotically conic manifold (M • , g), or more generally a Schrödinger operator P = ∆ g + V where V is a suitable potential function. This was done for a fixed real λ in [17] and [18] (and valid uniformly for λ in a compact interval of (0, ∞)), for λ → ∞ in [19] and for λ = ik, with k real and tending to zero, that is, inside the resolvent set but approaching the bottom of the spectrum, 0, in [13] (and also in [14] , where zero eigenvalues and zero-resonances were treated). Here we treat the case λ real and tending to zero.
One of the main reasons for doing this is to obtain results about the spectral measure, which can be expressed in terms of the difference between the outgoing and incoming resolvents R(λ±i0), where R(σ) = (P −σ 2 ) −1 . Very complete results about the singularity structure of the spectral measure are known from [17] , [18] and [19] for λ ∈ [λ 0 , ∞) for any λ 0 > 0. To complete the picture we derive the asymptotics as λ → 0 here. We can then, at least in principle, analyze the Schwartz kernel of any function of P by integrating over the spectral measure. In the present paper we use our result on the low-energy asymptotics of the spectral measure to deduce long-time asymptotics of the wave and Schrödinger propagators determined by P . In future articles, we will treat two aspects of functional calculus for Laplacetype operators on an asymptotically conic manifold: (i) restriction estimates, that is L p → L p ′ estimates on the spectral measure, and L p → L p estimates for fairly general functions of the Laplacian, and (ii) long-time dispersion and Strichartz estimates for solutions of the Schrödinger equation on nontrapping asymptotically conic manifolds.
1.1. Geometric setting. The geometric setting for our analysis is the same as in [13] , which we now recall. Let (M • , g) be a complete noncompact Riemannian manifold of dimension n ≥ 2 with one end, diffeomorphic to S × (0, ∞) where S is a smooth compact connected manifold without boundary. (The assumption that S is connected is for simplicity of exposition; see Remark 7.2.) We assume that M
• admits a compactification M to a smooth compact manifold with boundary, with ∂M = S, such that the metric g becomes a scattering metric or asymptotically conic metric on M . That means that there is a boundary defining function x for ∂M (i.e. ∂M = {x = 0} and dx does not vanish on ∂M ) such that in a collar neighbourhood [0, ǫ) x × ∂M near ∂M , g takes the form where h(x) is a smooth family of metrics on S. We then call M • an asymptotically conic manifold, or a scattering manifold. Notice that if h(x) = h is independent of x for small x < x 0 , then setting r = 1/x the metric reads dr 2 + r 2 h(0), r > x
0 , which is a conic metric; in this sense, the metric g is asymptotically conic. For a general scattering metric taking the form (1.1), we view r = 1/x as a generalized 'radial coordinate', as the distance to any fixed point of M is given by r + O(1) as r → ∞. A metric cone itself is not an example of an asymptotically conic manifold, since cone points are not allowed, except in the case of Euclidean space, where the cone point is a removable singularity. In spite of this, the methods of this paper apply to metric cones, and in fact we analyze the resolvent kernel on a metric cone as an ingredient of our analysis on asymptotically conic manifolds.
We let V be a real potential function on M such that (1.2) V ∈ C ∞ (M ), V (x, y) = O(x 2 ) as x → 0, with ∆ ∂M + (n − 2)
Here, ∆ ∂M is the (positive) Laplacian with respect to the metric h(0), we let (ν + V 0 and the condition in (1.2) is that the lowest eigenvalue ν 2 0 is strictly positive. Notice that V 0 ≡ 0 is not allowed if n = 2, but is allowed for n ≥ 3, and indeed then V 0 could be somewhat negative: for example, any negative constant greater than (n/2−1)
2 . We shall further assume that (1.3) ∆ g + V has no zero eigenvalue or zero-resonance.
(Recall that a zero-resonance of P is a solution u to P u = 0 where u / ∈ L 2 (M ), but u → 0 at infinity. Zero-resonances do not exist when V ≥ 0.) Let P = ∆ g + V . Then P , with domain H 2 (M, dg), is self-adjoint on L 2 (M, dg) and a consequence of (1.2) and (1.3) is that its spectrum is the union of absolutely continuous spectrum on [0, ∞) together with possibly a finite number of negative eigenvalues. It is known that, for λ > 0, the limits R(λ ± i0) := lim
exist as bounded operators from x 1/2+ǫ L 2 (M, dg) to x −(1/2+ǫ) L 2 (M, dg), for any ǫ > 0 [36] . The Schwartz kernels of these operators determines that of the spectral measure of P 1/2 + , where P + = 1l (0,∞) (P )•P denotes the positive part of P , according to Stone's formula (1.4) dE P+ (λ) = λ πi R(λ + i0) − R(λ − i0) dλ, λ ≥ 0.
1.2. Asymptotics. We just mentioned above that, for any positive λ, the boundary values R(λ±i0) of the resolvent exist as bounded operators from x 1/2+ǫ L 2 (M, dg) to x −(1/2+ǫ) L 2 (M, dg), for any ǫ > 0. However, this is not true uniformly down to λ = 0 [4] . Indeed, the limit λ → 0 of the resolvent kernel is a singular limit, which can be seen e.g. from explicit formulae for the resolvent kernel on flat Euclidean space. The outgoing resolvent kernel on R n has (modulo constant factors) asymptotics for λ → 0 and z, z ′ fixed (provided n ≥ 3). These asymptotics do not match, and there is a transitional asymptotic regime in which we send λ → 0 while holding λ|z − z ′ | fixed. In the special case of R n the resolvent kernel is given by
where Ha 1 (n−2)/2 is the Hankel function of the first kind and order (n − 2)/2. Thus in this case we can see explicitly the transitional asymptotic regime, interpolating between the oscillatory behaviour of the kernel for positive λ and the polyhomogeneous behaviour at λ = 0.
In this paper, following [13] and more generally Melrose's program [24] , we analyze the different asymptotic regimes of the resolvent kernel by working on a compactified and blown-up version, denoted 1 M 2 k,sc , of the space (1.5)
which is the natural domain of definition of the kernel R(λ±i0) for 0 < λ ≤ λ 0 . The idea is to realize asymptotic regimes geometrically so that each regime corresponds to a boundary hypersurface, and we consider the space (1.5) to be "sufficiently blown up" when the resolvent kernel lifts to be conormal at the lifted diagonal and either Legendrian, or polyhomogeneous conormal, at each boundary hypersurface. That means, in particular, that there is nothing "hidden" at any of the corners, or in other words that if we have two intersecting hypersurfaces H 1 and H 2 , that the expansion at H 1 ∩H 2 can be obtained by taking the expansion at H 1 and restricting the coefficients, which are functions on H 1 , to H 1 ∩ H 2 , or conversely by taking the expansion at H 2 and restricting the coefficients to H 2 ∩ H 1 . In the example above, the expansions for λ → 0 for fixed z, z ′ and at |z − z ′ | → ∞ for fixed λ do not match, and this requires (in our approach) that the corner in between be blown up, to create a hypersurface on which the transitional asymptotics take place.
1.3.
Main results and relation to previous literature. Expansions of the resolvent as λ → 0 were first considered by Jensen-Kato [21] for Schrödinger operators on R 3 and generalized by Murata [29] to general dimension and general constant coefficient operators. More recently, there have been several studies by Wang [35] , Bouclet [6, 7] , Bony-Häfner [3, 4] and Vasy-Wunsch [34] on resolvent estimates (based on commutator estimates and Mourre theory) at low energy, for asymptotically Euclidean or asymptotically conic metrics. Wang's paper [35] is particularly close in spirit to the current paper, and we discuss it further in Remark 1.7.
To describe previous results from [17] , [18] and [13] , we refer to figures 1 and 2 which are illustrations of the manifolds M In [17] , [18] the boundary value of the resolvent, R(λ ± i0), for fixed λ > 0, was shown to be the sum of a pseudodifferential operator (in the scattering calculus of Melrose [26] ) and a Legendre distribution of a certain specific type, with respect to several Legendre submanifolds associated to the diagonal and to the geodesic flow on M , or more precisely to a limiting flow at 'infinity'. In terms of the picture in Figure 2 this means that, on a fixed λ > 0 slice, the kernel is oscillatory at the boundaries bf, lb, rb and can be written as an oscillatory function or oscillatory integral with respect to phase functions determined by geodesic flow on M .
On the other hand, in [13] the resolvent (P +k 2 ) −1 was analyzed for real k → 0 on the space M 2 k,sc . Because k is in the resolvent set whenever 0 < k < k 1 where −k 2 1 is the largest negative eigenvalue of P , the kernel of the resolvent has exponential decay away from the diagonal, and hence vanishes exponentially at the faces bf, lb and rb. However, the rate of exponential decay vanishes as k → 0 and, consequently, the kernel has nontrivial expansions at lb 0 , rb 0 as well of course at zf and bf 0 (which meet the diagonal), and the focus of [13] was the precise analysis of these (polyhomogeneous) expansions.
The point of the current paper is to unify the two constructions. A precise statement of the result is given in Theorem 3.9, after definitions of Legendre distributions on the space M 2 k,b have been given. For now, let us say that a kernel is conormal-Legendrian on the space M 2 k,b if it lies in the calculus of Legendre distributions given in Section 3; roughly this means that it is oscillatory at the faces bf, lb, rb and polyhomogeneous conormal at the other faces, on which λ = 0. We determine the structure of the spectral measure by subtracting the incoming from the outgoing resolvent. There are two different cancellations that occur when we do this. First the singularity along the diagonal disappears (not surprisingly, since the spectral measure solves an elliptic equation) and secondly there is cancellation in the asymptotic expansion for fixed z, z ′ ∈ M • × M • as λ goes to zero. The second cancellation is quite important in applications, such as in understanding the decay of the heat kernel or propagator for long time. is the lowest eigenvalue of the operator (1.2). In particular, if V = 0 (or even if just V 0 = 0), the spectral projection vanishes to order n − 1 as λ → 0 with z, z ′ ∈ M • fixed. More precisely, there is a nontrivial solution w to P w = 0, with w = O(x n/2−1−ν0 ) as x → 0, such that the expansion at λ = 0 is given by
where ν
is the second eigenvalue of the operator (1.2). Moreover, if V is identically zero, then w is constant.
for the wave equation, localized to low energy, satisfy as t → ∞ (1.6) 1l (0,∞) (P )χ(P ) sin(t P + )
Notice that the coefficient cos(π(ν 0 + 1)) vanishes when 2(ν 0 + 1) is an odd integer.
In particular if ∂M = S n−1 and V 0 = 0, then waves decay to order t −(n−1) if n is even and O(t −n ) is n is odd. The implied constant in the remainders are uniform on compact subsets of
) is nontrapping, then we can remove the energy cutoff χ(P ): the Schwartz kernels of 1l (0,∞) (P ) sin(t P + )/ P + and 1l (0,∞) (P ) cos(t P + ) are given by the right hand side of (1.6).
Remark 1.4. This result is closely related to Price's law, which is the statement that waves on a Schwarzschild spacetime, starting with localized initial data, decay to order t −3 (outside the event horizon) as t → ∞. This t −3 decay was predicted in [30, 31] and has been proved recently by Donninger-Schlag-Soffer [12, 11] for exact Schwarzschild using separation of variables and by Tataru [33] for more general settings. Although our result does not apply directly to the Schwarzschild case, it does apply to asymptotically flat manifolds which are isometric to Schwarzschild near infinity, or more generally to asymptotically conic manifolds with a 'gravitational' type metric at infinity, that is, of the form near x = 0
The case M = 0 requires a minor extension to the analysis of Section 6 given in [18, Section 5].
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The corresponding result for the Schrödinger propagator e itP+ is as follows:
Corollary 1.5. The Schwartz kernel of the propagator e itP+ , localized to low energy, satisfies
for some C = 0. The implied constant in the remainder term is uniform on compact subsets of
) is nontrapping, then we can remove the energy cutoff χ(P ): the Schwartz kernel of 1l (0,∞) (P )e itP+ is given by the right hand side of (1.8).
Remark 1.6. Indeed, using results of [19] , if the metric g is nontrapping, then the propagator localized away from low energy satisfies
Intuitively this is because when z, z ′ are fixed and t → ∞, then no signal starting at z can end at z ′ when there is a lower bound on the velocity. The same is true with e itP+ replaced by either of the wave solution operators. We also remark that, instead of localizing the variables (z, z ′ ) in compact sets, we could work instead in appropriately weighted Sobolev spaces. Remark 1.7. X. P. Wang's paper [35] is quite close in spirit to the present paper. He also studies manifolds with (exactly) conical ends, and derives low energy asymptotics for the resolvent, as well as large time expansions for the propagator similar to the Corollaries above. In fact, his results are more general than ours in some respects, as he treats higher order asymptotic terms, and also allows zero modes and zero resonances. On the other hand, our results are more complete in that we consider expansions at all boundary hypersurfaces of M 2 k,sc , while Wang only considers (in our terminology) expansions at the zf boundary hypersurface. Our expansions are also more explicit: for example, it does not seem easy to see from [35] that the leading asymptotic for the propagator is a rank one operator (under our assumptions), as in (1.8).
Corollaries 1.3 and 1.5 only use the expansion of the spectral measure at the zf face of M 2 k,b . In the sequel, [15] , to this paper we shall prove the following consequences of Theorem 1.2 that exploit the full regularity of the spectral measure, in particular its Legendrian nature at the "positive λ" boundary hypersurfaces:
• For any λ 0 > 0 there exists a constant C such that the generalized spectral projections dE(λ) for √ ∆ satisfy
) is nontrapping, then there exists C such that (1.9) holds for all λ > 0 and the same range of p.
• Assume that F ∈ C c (0, T ) and that for some s > max{n(1/p − 1/2), 1/2}
where H s is a Sobolev space of order s. Then there exists C depending only on T , p and s such that
Moreover, if (M, g) is nontrapping, then (1.10) can be improved to [25] and heavily used in [13] . For the convenience of the reader we recall quickly its definition but we refer to Section 2.2 in [13] for a detailed description of this manifold. We denote by [X; Y 1 , . . . , Y N ] the iterated real blowup of X around N submanifolds Y i if Y 1 is a p-submanifold, the lift of Y 2 to [X; Y 1 ] is a p-submanifold, and so on. We shall denote by ρ H an arbitrary boundary defining function for a boundary hypersurface H of X. We now define the space M 
Geometric Preliminaries
We consider first the blow-up
We have 7 faces on M 2 k,b , the right, left, and zero faces
the 'b-face' (so-called because of its use in the b-calculus) bf := closβ
, and the three faces corresponding to bf, rb, lb at zero energy:
The arrows show the direction in which the indicated function increases from 0 to ∞.
the face bf in a p-submanifold denoted ∂ bf ∆ k,b . We then define the final blow-up
, and denote the new boundary hypersurface created by this blowup sc, for 'scattering face'.
2.2.
Polyhomogeneous conormal functions and index sets. Below we use spaces of polyhomogeneous conormal functions. These are defined on any manifold with corners X. Let F denote its set of boundary hypersurfaces. An index family E consists of a subset E H of C × N (an index set ) for each H in the set F of boundary hypersurfaces of X, satisfying two conditions: (a) for each K ∈ R, the number of points (β, j) ∈ E H with Re β ≤ K is finite and (b) if (β, j) ∈ E H then (β +1, j) ∈ E H and if j > 0 then also (β, j−1) ∈ E H . Then the space of polyhomogeneous conormal functions with index family E, denoted A E (X), is the space of functions f that are 
where ρ H is a boundary defining function for the boundary hypersurface H. See [13] or [27] for a precise definition. Condition (a) on the index set ensures that the sum on the left hand side is finite, and condition (b) ensures that the form of the sum is independent of the choice of local coordinates. Let us recall from [27] the operations of addition and extended union on two index sets E 1 and E 2 , denoted E 1 + E 2 and E 1 ∪E 2 respectively: (2.2)
We write q for the index set
for any q ∈ R; note that in this notation, 0 denotes the C ∞ index set N = {(0, 0), (1, 0), (2, 0), . . . }. For any index set E and q ∈ R, we write E ≥ q if Re β ≥ q for all (β, j) ∈ E and if (β, j) ∈ E and Re β = q implies j = 0. We write E > q if there exists ǫ > 0 so that E ≥ q + ǫ. We shall say that E is integral if (β, j) ∈ E implies that β ∈ Z, and one-step if E is such that E = E ′ + (α, 0) for some α ∈ C and some integral index set E ′ . We write
We say that E ′ is a logarithmic extension of E if E ⊂ E ′ and if (β, j) ∈ E ′ implies that (β, 0) ∈ E.
2.3. Compressed cotangent bundle. We define a 'compressed tangent bundle' and a 'compressed cotangent bundle' on M 
with the corner ∂M × {0} blown up. (We always ignore the boundary at λ = λ 0 .) We denote the boundary hypersurfaces of M k,b by bf, the 'b-face', the lift of ∂M × [0, λ 0 ]; zf, the 'zero face', the lift of M × {0}, and ff, the 'front face', created by the blowup.
Recall that the space of scattering vector fields on M , denoted V sc (M ), are those of the form xW , where x is a boundary defining function for ∂M and W is tangent to the boundary (i.e. is a b-vector field, W ∈ V b (M )). Let ρ ff denote a boundary defining function for ff ⊂ M k,b . We define the space (and Lie algebra) V k,b (M k,b ) to be those smooth vector fields generated by ρ We observe some geometric properties of M k,b and k,b T M k,b :
• To see why these vector fields are chosen, note that both H and λ 2 vanish to second order at ff, in terms of k,b T M k,b . It is natural, then, to divide the operator by a factor of ρ 2 ff ; we find that ρ −2
2 ), which we can take to be λ −2 H − 1 near bf and
, which shows that the resolvent and spectral measure are (in the Euclidean case) homogeneous with respect to this vector field.
• A scattering metric (1.1) on M blows up at ff to second order. If we multiply by λ 2 and restrict to ff, then it is easy to check that we get the exact conic metric
Thus a scattering metric on M induces an exact conic structure on ff.
• At zf, we have the Lie algebra of b-vector fields on M , but for a fixed positive λ, the vector fields tangent to M × {λ} are the scattering vector fields. Thus this Lie algebra interpolates between the b-calculus at λ = 0 and the scattering calculus for positive λ. This Lie Algebra was 'microlocalized' to a calculus of operators in [13] , with kernels defined on M k,b to be that vector bundle generated over
It is straightforward to check that the C ∞ (M 2 k,b )-span of these vector fields is closed under Lie bracket. We denote this Lie Algebra by
. Near bf and bf 0 , but away from zf, a basis of sections is given by singular one-forms of the form
where primed variables are coordinates on the right factor of M , and unprimed variables on the left factor of M (lifted to M 2 k,b ); near bf 0 and zf, but away from bf, a basis is given by
and near zf, and away from other boundary hypersurfaces,
where z = (z 1 , . . . , z n ) are local coordinates on the interior of M . Therefore, any point in
in the first region,
Remark 2.1. Here the coordinates µ, ν, µ ′ , ν ′ have a different meaning to that used in [18] , due to the scaling in λ, since for example here µ i is dual to λdy i /x rather than dy i /x. It is similar to how in the semiclassical calculus, the variable η is dual to dy/h = λdy rather than dy, so the frequency corresponding to η scales as λ. However, here we have the opposite situation in that λ → 0, rather than infinity, so in a sense we are giving a meaning to the 'semiclassical calculus with h → ∞' ! 2.4. Densities. We define the compressed density bundle Ω k,b (M 
where dg, resp. dg ′ denotes the Riemannian density with respect to g, lifted to M 2 k,b by the left, resp. right projection; near zf, a smooth nonzero section takes the form
where dg b is the Riemannian density with respect to the b-metric
on M ; near lb ∩ lb 0 , a smooth nonzero section takes the form (2.14)
and so on.
Remark 2.2. This differs from the density bundle used in [13] . The density bundle defined here is more convenient; for example, it absorbs the ρ n/2 sc factors put in 'by hand' in Definition 2.7 of [13] . k,b ) to • is transitive. These fibrations are trivial (and therefore unimportant) on bf 0 , lb 0 , rb 0 and zf, i.e. the Lie algebra is transitive on these faces. We now describe the fibration at the remaining boundary hypersurfaces, namely bf, lb and rb.
At bf, the Lie Algebra restricted to this face is given by multiples of λ∂ λ , and therefore, the fibration is given by projection off the λ factor. That is, in local coordinates (y, y ′ , σ, λ) on this face, where 4 σ = x/x ′ , the fibration takes the form
Thus Z bf is the base of this fibration, i.e. Z bf is the lift of the corner (∂M )
(which can be identified with bf ∩ bf 0 in Figure 1 ). At lb, the Lie algebra restricts to the span of vector fields λ∂ λ , ∂ z ′ . Hence the fibration takes the form (y, z ′ , λ) → y.
Similarly at rb the fibration takes the form
We let Z lb = Z rb = ∂M denote the base of these fibrations. In the interior of M 2 k,b , the compressed cotangent bundle is canonically isomorphic to the usual cotangent bundle, and hence the canonical symplectic form on
In turn, ω induces a contact structure at each boundary hypersurface •, where • = bf, lb, or rb. In fact, the contact structure lives on a bundle over Z • , denoted sΦ N * Z • defined in [17] , which we recall here. Here and below we use • to denote one of bf, lb or rb. 
Here the F stands for 'fibre'. The quotient bundle,
, turns out to be the lift of a bundle sΦ N * Z • over Z • to • [19] . For example, at • = bf, the vector fields vanishing as an element of T p M 2 k,b , p ∈ bf, are spanned by all but the last vector field in (2.7), the annihilator subbundle is spanned by dλ/λ, and the quotient bundle is spanned by the remaining elements of (2.8). Thus, local coordinates on sc N * Z bf are (y, y ′ , σ; ν, µ, ν ′ , µ ′ ). Similarly, for • = lb, the annihilator subbundle is spanned by λdz ′ i and dλ/λ, and the fibres of sc N * Z lb are spanned by dρ ρ 2 ,
showing that (y, ν, µ) furnish local coordinates on sc N * Z lb . Note that Z bf is a manifold with boundary; we denote its two boundary hypersurfaces by ∂ lb Z bf and ∂ rb Z bf . Similarly, sΦ N * Z bf is a manifold with boundary, with boundary hypersurfaces ∂ lb sΦ N * Z bf and ∂ rb sΦ N * Z bf . There is a fibration φ bf,lb from ∂ lb Z bf to Z lb given in local coordinates by (y,
There are of course analogous fibrations at the right boundary rb.
Next we show how ω induces a contact structure on sΦ N * Z • . Contracting ω with ρ that is well-defined up to scalar multiples. It can be checked that it induces a form on sΦ N * Z • that is nondegenerate in the sense of contact geometry (at least in the interior of sΦ N * Z • ), and therefore determines a well-defined contact structure on sΦ N * Z • . In the case • = bf, we compute that ω is given by (2.15)
We can use ρ∂ ρ + ρ ′ ∂ ρ ′ (where these are lifted from the left and right factors respectively) as a b-normal vector field at bf, and then using ρ as a boundary defining function we obtain
as the contact 1-form on sΦ N * Z bf . This is precisely the same contact form that one gets from the manifold M 2 k,b at a fixed energy level, as was done in [18] . This contact 1-form degenerates at ∂ lb sΦ N * Z bf : the contact form becomes degenerate in the fibre directions ofφ bf,• but remains nondegerate in the 'base' directions. In fact, over ∂ lb sΦ N * Z bf , the contact 1-form is the lift of the contact 1-form on sΦ N * Z lb (given in local coordinates by µ i dy i − dν) with respect to this fibration. Moreover, the fibres ofφ bf,lb have a natural contact structure given in local coordinates by µ
Of course, similar statements are true at the intersection with rb. This is all explained in more detail in [17] and [19] . 3.1. Legendre submanifolds. We recall from [17] definitions concerning Legendre submanifolds of sΦ N * Z bf . Let n = dim M , so that dim sΦ N * Z bf = 4n − 1. We define a Legendre submanifold Λ of sΦ N * Z bf to be a smooth submanifold of dimension 2n − 1 such that
• the contact form vanishes on Λ.
• Λ is transversal to ∂ lb sΦ N * Z bf and ∂ rb sΦ N * Z bf , and therefore is a smooth manifold with boundary. The boundary hypersurfaces Λ ∩ ∂ lb sΦ N * Z bf and Λ ∩ ∂ rb sΦ N * Z bf will be denoted ∂ lb Λ, respectively ∂ rb Λ.
Remark 3.1. As shown in [19, Section 4] , this definition is equivalent to the more elaborate definition given in [17] , [18] .
We also recall two definitions concerning two Legendre submanifolds that intersect. The first applies away from lb and rb. Suppose that Λ 0 and Λ are two smooth Legendre submanifolds that intersect cleanly in a submanifold of dimension 2n − 2 (disjoint from ∂ lb sΦ N * Z bf and ∂ rb sΦ N * Z bf ). In that case, each submanifold divides the other into two parts. Let Λ + and Λ − denote the two pieces of Λ 1 . Then both (Λ 0 , Λ + ) and (Λ 0 , Λ − ) are said to form an intersecting pair of Legendre submanifolds.
The second definition concerns two Legendre submanifolds Λ ♯ and Λ where Λ ♯ is smooth, and Λ is smooth except at Λ ♯ where it has a conic singularity. We say that (Λ, Λ ♯ ) form an intersecting pair of Legendre submanifolds with conic points if
• Λ ♯ projects diffeomorphically to the base bf and does not meet the zero section of sΦ N * Z bf (so that span Λ ♯ = {tq | q ∈ Λ ♯ , t ∈ R} is a submanifold of dimension 2n);
• the liftΛ of Λ to the blown-up manifold (3.1) sΦ N * Z bf ; span Λ ♯ is a smooth submanifold that meets the boundary hypersurfaces of (3.1) (in particular, the lift of span Λ ♯ ) transversally.
All this is explained in more detail in [17] and [19] . In subsequent sections of this paper there are three Legendre submanifolds of particular interest: the boundary (at bf) of the conormal bundle to the diagonal Diag b , which following [17] , [18] we denote sc N * Diag b ; the 'propagating Legendrian' L bf ; and the incoming/outgoing Legendrian L ♯ ± . We now define and describe these three submanifolds.
The conormal to the diagonal sc N * Diag b is easy to describe: it is the Legendre submanifold of sΦ N * Z bf given in local coordinates (σ, y, y 
It is clear that this projects diffeomorphically to the base Z bf . Analytically this corresponds to pure incoming/outgoing oscillations a(y, y
′ . We write
bf is more interesting and geometrically intricate. It is related to the limit at ∂M of geodesic flow on M or, what is the same thing, the Hamilton flow of the symbol of P − λ 2 at bf. Since this occurs purely at x = x ′ = 0 (where the potential vanishes) and the metric g is asymptotically conic, it is related to geodesic flow on an exact conic metric. One way to describe L bf is to start with the intersection of sc N * Diag b and the characteristic variety of P − λ 2 , which is the submanifold {σ = 1, y = y
, and take the flowout by the (rescaled) Hamilton vector field associated to the operator P − λ 2 acting on either the left or the right variables. The Hamilton vector field for this operator vanishes to first order at k,b T * bf M 2 k,b ; after dividing by ρ, we obtain a nonzero vector field on k,b T * bf M 2 k,b that descends to a contact vector field on sΦ N * Z bf . In local coordinates, the symbol of P − λ 2 acting on the left is
and the left Hamilton vector field takes the form (after dividing by ρ)
while the symbol of P − λ 2 acting on the right is
and the right Hamilton vector field takes the form (after dividing by ρ ′ )
Let L bf ± denote the flowout in the positive, resp. negative directions by the vector field V l from sc N * Diag b ∩ {σ l (P − λ 2 ) = 0}. In [17] it was proved
forms a pair of intersecting Legendre submanifolds with conic points.
A second way to describe L bf is directly in terms of geodesic flow on the metric cone with cross section (∂M, h). Let g conic be the conic metric
Write Y = ∂M . Then geodesic flow on (C(Y ), g conic ), the cone over (Y, h), can be written explicitly in terms of geodesic flow on (Y, h) as follows: Let (y(s), η(s)), where s ∈ [0, π] is an arc-length parameter (so that |η(s)| h(y(s)) = 1), be a geodesic in T * Y . Then every geodesic γ for the exact conic metric dr 2 + r 2 h, not hitting the cone tip, is of the form y = y(s), µ = η(s) sin s, r = r 0 csc s, ν = − cos s, s ∈ (0, π), where r 0 > 0 is the minimum distance to the cone tip and − cot s/r 0 ∈ (−∞, ∞) is arc length on C(Y ). We define γ 2 to be the submanifold
Then L bf is the union of the γ 2 over all geodesics of length π in T * (∂M ). The vector fields V l and V r are tangent to each leaf γ 2 , and are given in terms of the coordinates s and s ′ by V l = sin s∂ s and V r = sin s ′ ∂ s ′ . Also, the intersection of this leaf with sc N * Diag b is {s = s ′ }, and the conic singularity is at the two off-diagonal corners s = 0, s ′ = π and s = π, s ′ = 0, which corresponds to the two different ends of the geodesic. The blowup of the span of L ♯ that desingularizes these conic singularities corresponds on the leaf γ 2 to blowing up these two corners.
Legendre distributions on
b be a Legendre submanifold. We define a space of (half-density) functions on M , depending conormally on λ as λ → 0 with respect to the given family. Away from bf ∪ lb ∪ rb it is polyhomogeneous conormal with respect to the given index family.
We remark that the parametrizations of Λ given in the definition below are defined in [17] and [18] . sc ) with symbol depending smoothly on λ;
• u 1 is supported close to bf 0 ∩ bf and away from lb ∪ rb, and is given by a finite sum of expressions
where σ = x/x ′ , Ψ locally parametrizes Λ in the sense of [17] , [18] and a is polyhomogeneous conormal in λ, with respect to the index set B bf0 , at λ = 0 and is smooth in all other variables; • u 2 is supported close to bf 0 ∩ bf ∩ lb, and is given by a finite sum of expressions
; where Ψ 0 +σΨ 1 locally parametrizes Λ and a is polyhomogeneous conormal in λ, with respect to the index set B bf 0 , at λ = 0 and is smooth in all other variables; • u 3 is supported close to bf 0 ∩ bf ∩ rb, and is given by a similar expression to u 2 with (x, y) and (x ′ , y ′ ) interchanged, and r lb replaced by r rb ; • u 4 is supported close to lb ∩ bf 0 and away from bf, and is given by a finite sum of expressions of the form
where Ψ 0 locally parametrizes Λ lb and a is polyhomogeneous conormal in (x ′ , 1/ρ ′ ), with respect to the index sets (B bf 0 , B lb 0 ) and is smooth in all other variables; • u 5 is supported close to rb ∩ bf 0 and away from bf, and is given by a similar expression to u 4 with (x, y) and (x ′ , y ′ ) interchanged, r lb replaced by r rb , and B lb 0 replaced by B rb 0 ; • u 6 is supported away from bf ∪ lb ∪ rb and is of the form aτ where τ is a smooth nonvanishing section of Ω
1/2
k,b and a is polyhomogeneous with index family B at bf 0 , lb 0 , rb 0 , zf. k,b is given by λ n |dgdg ′ dλ/λ| 1/2 ; this accounts for the factors of λ n in (3.7), (3.8) and (3.9).
Remark 3.5. We have chosen here a different order convention from that used in [19] . Our convention here has the advantage that if u ∈ I m,r lb ,r rb ;B (M sc ) (tensored with dλ/λ| 1/2 ); i.e., the orders do not change. Our orders m, r lb , r rb here corresponds to orders m + 1/4, r lb + 1/4, r rb + 1/4 in [19] .
In an analogous way, we can define intersecting Legendrian distributions and distributions associated to intersecting pairs of Legendre submanifolds with conic points on M 
k,b that can be written as a finite sum of terms u = 3 j=0 u j , where
• u 0 is supported in {λ ≥ ǫ} for some ǫ > 0, and u ⊗ |dλ/λ| −1/2 is a family
sc ) with symbol depending smoothly on λ;
• u 3 is supported close to bf 0 ∩ bf and away from lb ∪ rb, and is given by a finite sum of expressions (3.10)
where Ψ locally parametrizes (Λ 0 , Λ + ) in the sense of [17] , [18] and a is polyhomogeneous conormal in λ, with respect to the index set B bf 0 , at λ = 0 and is smooth in all other variables. sc ) with symbol depending smoothly on λ;
• u 3 is supported close to bf 0 ∩ bf, and away from lb ∪ rb, and is given by a finite sum of expressions
where Ψ locally parametrizes (Λ, Λ ♯ ) in the sense of [17] , [18] and a is polyhomogeneous conormal in λ, with respect to the index set B bf 0 , at λ = 0 and is smooth in all other variables; • u 4 is supported close to bf 0 ∩bf∩lb and is given by a finite sum of expressions
where Ψ locally parametrizes (Λ, Λ ♯ ) in the sense of [17] , [18] and a is polyhomogeneous conormal in λ, with respect to the index set B bf 0 , at λ = 0 and is smooth in all other variables; • u 5 is supported close to bf 0 ∩ bf ∩ rb and is given by a finite sum of expressions analogous to (3.12), with (x, y) and (x ′ , y ′ ) interchanged, and r lb replaced by r rb . by the form ω, which, as in Section 2.5, induces a contact structure on b,k T * bf∩bf0 bf 0 , i.e. when we restrict to the boundary hypersurface bf 0 ∩ bf. This restricted bundle is isomorphic (as a bundle and as a contact manifold) to sΦ N * Z bf . Therefore, we can define Legendre submanifolds, Legendre distributions, etc, for bf 0 . However, this is nothing new -this precisely reproduces the structure described in [17] and [18] 
is a pseudodifferential operator of order −2 in the calculus of operators defined in [13] ; 1, 2ν 1 ) . Consequently, the spectral measure (1.4) of P
Notice that e i/ρ = e iλr is the usual outgoing oscillation at infinity 0) ; in particular, the spectral measure vanishes to order 2ν 0 + 1 for fixed z, z ′ ∈ M • . The leading asymptotic of the spectral measure at zf is given by (7.7).
Symbol calculus for Legendre distributions
The symbol calculus follows in a straightforward way from that given for Legendrian distributions on M 2 b given in [18] .
The principal symbol map is defined on the space I m,r lb ,r rb ;B (M [m] (Λ), pulled back to Λ (which we continue to denote S
[m] (Λ)), defined in [18] or [19] :
(where M (Λ) is the Maslov bundle, and the other bundles are defined in [18] or [19] ). Let C denote the index family for the boundary hypersurfaces of Λ × [0, λ 0 ) that assigns B bf 0 at Λ × {0}, the one-step index set r lb − m at ∂ lb Λ × [0, λ 0 ) and the one-step index set r rb − m at ∂ rb Λ × [0, λ 0 ). Thus C depends on the data (B, m, r lb , r rb ). Then the principal symbol
It is defined by continuity from the symbol map given in [18] .
The following propositions follow straightforwardly from the corresponding results in Section 3 of [18] . Proposition 4.1. There is an exact sequence
The symbol of order m + 1 of (P − λ 2 )u in this case is given by
where V l is the vector field (3.3) and p sub is the boundary subprincipal symbol of P − λ 2 .
Remark 4.2. The boundary subprincipal symbol p sub is defined in [18, Section 2.1].
Here it is sufficient to note that it is a smooth function on sΦ N * Z bf which vanishes on L ♯ .
In the next proposition,Λ = (Λ 0 , Λ 1 ) is a pair of intersecting Legendre submanifolds as in Proposition 3.2 of [18] . We are assume that they do not meet 
Moreover, if we consider just the symbol map to Λ 1 , there is an exact sequence
Thus, if the symbol of P − λ 2 vanishes on
In the last of these propositions,Λ is an intersecting pair of Legendre submanifolds (Λ, Λ ♯ ) with conic points, as defined above. NowΛ is a manifold with codimension 2 corners since the blowup (3.1) creates a new boundary hypersurface at the intersection with Λ ♯ , which we denote ∂ ♯Λ . SoΛ × [0, λ 0 ] has codimension 3 corners. We define the index family C ′ forΛ × [0, λ 0 ] to be that which assigns B bf 0 atΛ × {0}, the one-step index set r lb − m at ∂ lbΛ × [0, λ 0 ), the one-step index set r rb − m at ∂ rbΛ × [0, λ 0 ), and the one-step index set p − m at ∂ ♯Λ . 
If the symbol of P −λ 2 vanishes on Λ,
). The symbol of order m + 1 of (P − λ 2 )u in this case is given by (4.2).
We next consider the operation of restricting to bf 0 . We are mainly interested in this in a neighbourhood of bf, so for simplicity we assume that the index family B is such that the index sets at lb 0 , rb 0 and zf are empty, i.e. the half-densities vanish rapidly at these faces. We also assume for simplicity that the index set B bf 0 satisfies
with B 
The resolvent for a metric cone
Let (Y, h) be a closed Riemannian manifold of dimension n − 1, and let C(Y ) denote the metric cone over Y ; that is, the manifold (0, ∞) × Y with Riemannian metric g conic = dr 2 + r 2 h. This metric is singular at r = 0, except in the special case that (Y, h) is S n−1 with its canonical metric, in which case C(Y ) is Euclidean space minus one point, with its standard metric (expressed 'in polar coordinates ') .
In this section we analyze the operator P conic = ∆ conic + V 0 r −2 on C(Y ), where V 0 is a smooth function of y ∈ Y satisfying
as in (1.2). As is evident from (5.4), under this condition P conic is a positive operator. Acting initally with domain C ∞ c ((0, ∞) × Y ), it is essentially self-adjoint in dimensions n ≥ 4; for n = 3 we use the Friedrichs extension of the corresponding quadratic form. We construct the resolvent kernel (P conic − (1 + i0)) −1 . This problem has been considered previously, e.g. in [9] , [8] and [10] ; here we use an essentially microlocal approach based on the theory of Legendre distributions.
The operator P conic on C(Y ) as a differential operator has the form (5.2)
In terms of the variable x = 1/r, this reads
and is an elliptic scattering differential operator near x = 0. In the remainder of this section we regard this operator as acting on half-densities, using the flat connection on half-densities that annihilates the Riemannian half-density. Now let (5.3) P b,conic = r P conic r and compute
from which we deduce that, using the connection on the half-density bundle which annihilates the cylindrical half-density
Hence, after pre-and post-multiplying by r, our operator is equivalent to an elliptic b-differential operator P b,conic endowed with the flat connection that annihilates |dg cyl | 1/2 . It follows from this formula for P b,conic that we can separate the r and y variables and express the resolvent kernel (P b,conic + k 2 r 2 ) −1 , for k > 0, as an infinite sum (5.5)
where I ν , K ν are modified Bessel functions (see [13, Section 4] ) and H is the Heaviside function. This formula analytically continues to the imaginary axis; setting k = −i, and using the formulae
we see that the kernel of (
where Π Ej is projection on the jth eigenspace E j of the operator ∆ Y +V 0 +(n/2−1) 2 (on half-densities) on Y and ν 2 j is the corresponding eigenvalue; also J ν , Ha
ν are standard Bessel and Hankel functions. This expression converges only distributionally, and is of very little help in revealing the asymptotic behaviour of the kernel, say as both r and r ′ tend to ∞. For the purposes of this paper, we need very precise information on the kernel in this region. Therefore we give a different construction, based on the construction for scattering metrics in [18] and [13] together with the construction for b-metrics in [23] . First we define compactifications of C(Y ) and C(Y ) 2 , on which the construction takes place.
Compactifications of C(Y ) and C(Y ) 2 . We begin by defining compactifications of C(Y ) and C(Y )
2 . These constructions are parallel to those in Section 2.
Let us compactify C(Y ) to Z = [0, ∞] r × Y , where we use [0, ∞] r to denote the one-point compactification of [0, ∞) r with boundary defining function x = 1/r at r = ∞. As we have seen, Z is the same as the boundary hypersurface ff of M k,b . We denote the boundary hypersurfaces of Z at r = 0 and r = ∞ by ∂ 0 Z and ∂ ∞ Z, respectively. To define the double space, we start from Z 2 and perform a 'b-blowup'; that is, we blow up the codimension 2 corners of Z 2 that meet the diagonal, yielding the b-double product Z 2 b :
Let Diag b (Z) denote the lift of the diagonal submanifold to Z 2 b . We then perform a 'scattering blowup' near r = ∞. Specifically, we blow up the boundary ∂ ∞ Diag b (Z) of Diag b (Z) lying over r = r ′ = ∞, obtaining a space we call Z 2 b,sc : 6 This is not a typo; it is really the case that lb 0 corresponds to r ′ = 0 and rb 0 corresponds to r = 0; see figure. 
) is a Legendre distribution associated to the intersecting pair of Legendre submanifolds with conic points (L + , L ♯ ), with p = (n − 2)/2, r lb = r rb = (n − 1)/2, supported near bf; and • R 4 is supported away from bf and is such that e −ir e −ir ′ R 4 is polyhomogeneous conormal on Z 2 b vanishing to order 2 at zf, n/2 at lb 0 and rb 0 , and (n − 1)/2 at lb and rb.
The proof of this theorem will occupy the rest of this section.
Parametrix construction.
To construct the kernel of (∆ + V 0 r −2 − (1 + i0)) −1 , we follow the method of [18] : we first define a parametrixG on the space Z 2 b,sc and show that it gives a good approximation in the sense that (∆ + V 0 r −2 − 1)G = Id +Ẽ withẼ relatively 'small'. We then correctG by a finite rank term to obtain a new parametrix G such that Id +E = (∆ conic + V 0 r −2 − 1)G is invertible, to obtain
. This is all done in a calculus of operators that gives us very good control over the behaviour of the kernel at the boundary of the space Z To constructG, we use the construction near sc and bf from [18] , which applies verbatim, as this construction is all local near infinity. Let us recall that this construction is made in four stages. First, we take an interior parametrix, i.e. a distribution G 1 conormal to and supported close to Diag b,sc (Z) ⊂ Z 
b,sc ), associated to the conormal bundle of the boundary of ∆ b (Z) and to the outgoing half of the 'propagating Legendrian' L + described in the previous section. This gives us a parametrix G 2 with error te! rm E 2 that is Legendrian with respect to L + and microsupported away from ∂ ∞ sc N * Diag b (see Section 4.2 of [18] ). In the third stage, the error E 3 is solved away using a Legendrian conic pair associated to (L, L ♯ ), giving a parametrix G 3 with error term E 3 Legendrian with respect to L ♯ only; thus, at this stage, the errors at L have been solved away completely (see Sections 4.3 and 4.4 of [18] ). In the fourth stage, the error term E 3 is solved away to infinite order at bf and at lb (we recall that we can solve away to infinite order at lb but not rb since we apply the operator ∆ conic + V 0 r −2 − 1 in the left variables, so we obtain a Taylor series calculation which is easily solved order by order at lb, while at rb we are left with a global problem which we cannot hope to solve). This yields a parametrix G 4 with error term E rapidly vanishing at the boundary of Z ]). We take the kernelG to be equal to G 4 in a neighbourhood of sc∪bf ∪Diag b,sc of Z 2 b,sc , and supported away from lb 0 and rb 0 . We now need to specify the parametrix near the boundary hypersurfaces zf, lb 0 , rb 0 .
At zf, where r = r ′ = 0, we use the b-calculus. Any b-pseudodifferential operator on half-densities has a 'normal operator', that is, the restriction of the kernel of the operator to the 'front face' (here the face zf), which has a natural interpretation as a dilation-invariant operator on a half-cylinder (here ∂M × (0, ∞) σ , where σ = r ′ /r). In the present case, we write ∆ conic + V 0 r −2 − 1 = r −1 P b,conic − r 2 r −1 , so the b-operator of interest is P b,conic − r 2 , and its normal operator is precisely P b,conic , given by (5.4), which is manifestly dilation-invariant. In the b-calculus, the normal operator of the inverse of a b-elliptic operator is the inverse of the normal operator [23] . We therefore specify thatG vanishes to second order at zf, and the restriction of (rr ′ ) −1G to zf is equal to P b,conic −1 . (We remark that this inverse exists due to assumption (5.1).) This has a distributional expansion in terms of the eigenfunctions on ∂M as with ν j as in (5.6); in particular, min B lb 0 = min B rb 0 = ν 0 + 1. We also observe that this specification ofG near zf is compatible with the interior parametrix. This follows from the fact that the full singularity (modulo C ∞ ) at the diagonal, both for the interior parametrix and for (5.9), is uniquely determined by the full symbol of the operator. Explicitly, we can construct a kernel near zf as follows: we take our interior parametrix, which is supported close to the diagonal, and let E zf denote the difference between this parametrix (restricted to zf) and (5.9). As explained above, the difference is C ∞ . We extend this C ∞ half-density function in some smooth manner from zf to C(Y ), and add this to our interior parametrix. The result agrees with our specifications both at the diagonal and at zf.
Next we specify what happens at lb 0 and rb 0 . To do this, we note that in the expansion (5.6), the terms are vanishing more and more rapidly at lb 0 and at rb 0 as j → ∞, since J ν (z) = O(z ν ) as z → 0. Therefore, we can form a Borel sum at these boundary hypersurfaces. To do this, choose boundary defining functions ρ lb 0 , ρ rb 0 for these boundary hypersurfaces (for example we could take ρ lb 0 = r ′ r /r, and ρ lb 0 = r r ′ /r ′ ). Then we specify thatG is equal to
near lb 0 , for some ϕ ∈ C ∞ c [0, ∞) equal to 1 near 0, and some sequence ǫ j tending to zero sufficiently fast, and
. (We remark that in these formulae the Π Ej (y, y ′ ) terms contain halfdensity factors in the (y, y ′ ) variables.) To check that this is compatible with the behaviour specified at zf, we take the leading behaviour of these expressions at zf. To do this we need the leading behaviour of Bessel and Hankel functions at r = 0, given by [1] (5.13)
Ha
(1)
This implies that at the leading behaviour of (5.11) at zf is
which is equal to (5.6) modulo O(ρ ∞ lb0 ), and the leading behaviour of (5.12) at zf is
which is equal to (5.6) modulo O(ρ ∞ rb0 ). This proves that all our specifications at zf, lb 0 , rb 0 are compatible.
We next observe that the asymptotic formulae for Hankel functions for large argument, namely
where h ν (r) is a classical symbol of order zero, i.e. with an expansion as r → ∞ in nonpositive integral powers of r, implies that, near lb 0 ∩ lb, (5.11) is of the form r −(n−1)/2 e ir |dg conic dg • a conic Legendre pair supported near bf; and • a kernel which is supported away from bf and is e ir e ir ′ times a polyhomogeneous conormal half-density, with index sets B lb0 = B rb0 at lb 0 , rb 0 , and one-step index sets 2 at zf, (n − 1)/2 at lb, rb.
In particular, our parametrixG satisfies the conditions of Theorem 5.1. It remains to find the correction term and show that it also satisfies the conditions of Theorem 5.1.
Correction term and true resolvent. DefineẼ = (∆
ThenẼ is e ir times a kernel that is conormal on Z 2 b and vanishes to order 1 at zf, ∞ at rb 0 , lb 0 , lb and bf and to order (n − 1)/2 at rb. Thus,Ẽ is a compact operator acting on r −l L 2 (Z) for any l > 1/2. It is not necessarily the case that Id +Ẽ is invertible on any of these spaces, however. To arrange this, for some (and then, it turns out, every) l, we add, following [18] , a finite rank term toG, of the form
Here N is the common value of the dimension of the kernel and cokernel of Id +Ẽ on r −l L 2 (Z) (where l is a fixed real number > 1/2). We choose ψ i to span the null space of Id +Ẽ and φ i to span a subspace supplementary to the range of Id +Ẽ. Note that, due to the rapid vanishing of the kernel ofẼ as r → ∞, if ψ = −Ẽψ, then ψ vanishes rapidly at r → ∞. Also, sinceẼ vanishes to first order at r = 0, ψ must vanish to infinite order at r = 0 also. Hence each ψ i ∈Ċ ∞ (Z). To choose the φ i , we prove an analogue of Lemma 6.1 in [18] : Lemma 5.3. Let l > 1/2, and letĊ ∞ (Z) denote smooth functions on Z vanishing to infinite order at the boundary. Then the image of P conic − 1 onĊ
Proof. This is proved in a similar way as Lemma 6.1 in [18] . Let M be the subspace spanned by (P conic −1)(Ċ ∞ (Z) and (P conic −1)(G(Ċ ∞ (Z))), and let f be a function in r −l L 2 (Z) orthogonal (in the inner product on r −l L 2 (Z)) to M. We shall prove that f = 0.
With ·, · denoting the inner product on L 2 , we have
which implies, setting h = r 2l f , that (P conic − 1)h = 0. Now we apply the same argument setting this time u =Gv, where v ∈Ċ ∞ (Z), and the operator identity (P conic − 1)G = Id +Ẽ, to deduce that (Id −Ẽ * )h = 0, or equivalently h =Ẽ * h. ButẼ * vanishes to order 1 at zf and to infinite order at lb 0 , rb 0 , which shows that h(r, y) vanishes to infinite order at r = 0. Similarly,Ẽ * maps r 2l L 2 (Z) to r −(n−1)/2 e −ir C ∞ (Z) for r ≥ 1, so we deduce that h has this behaviour for r → ∞. Let h = r −(n−1)/2 e −ir h 0 (y) + O(r −(n+1)/2 ). Then applying Green's identity to h and its complex conjugate, we find that
This shows that h 0 = 0. This implies that actually h = O(r −(n+1)/2 ) as r → ∞, so h ∈ L 2 (Z). But P conic + V 0 r −2 has a dilation symmetry, so it has no point spectrum. Therefore h = 0, which finishes the proof.
Having established this density result, it follows that we can find φ i , i = 1 . . . N , spanning a space supplementary to the range of Id +Ẽ, each of which is the sum of a function inĊ ∞ (Z) and one inG(Ċ ∞ (Z)). By the mapping properties ofG, such functions are smooth in (0, ∞) and having the form r −(n−1)/2 e ir C ∞ (Z) as r → ∞, while polyhomogeneous with index set B lb 0 as r → 0. Thus, when we add this finite rank term toG, it does not change any of properties ofG as listed in Remark 5.2. Let the resulting kernel be denoted G. We then have (P conic − 1)G ′ = Id +E, with E having the same structure as above and with Id +E invertible on r −l L 2 . Notice that the same G works for all l > 1/2.
Let (Id +E) −1 = Id +S. Then, since E is Hilbert-Schmidt on r −l L 2 , and we can write
To analyze finer properties of S, we introduce the following spaces of operators: 1, 2 , . . . , be the algebra of operators (acting on halfdensities) whose kernels are smooth on Z 2 b,sc , vanishing to order j at zf and vanishing to infinite order at all other boundary hypersurfaces; thus, we can think of these operators as b-pseudodifferential operators of order −∞, vanishing to order j at zf. Also, let Ψ ∞ be the algebra of operators (acting on half-densities) whose kernels are smooth on C(Y ), and on Z It is straightforward to check the composition properties (the first following from composition properties of the b-calculus)
In terms of these algebras, we can write E ∈ Ψ 0 1 + Ψ ∞ . Iterating the identity
we obtain (5.16)
Applying (5.15) iteratively, we see that
Lemma 5.5. The operator E 2N SE 2N has a kernel of the form
as a multiple of the half-density |dg conic dg
denotes the space of functions on Z × Z with N continuous derivatives.
Proof. In this proof, all kernels are understood to be multiples of the Riemannian half-density |dg conic dg ′ conic | 1/2 . First, we know that S is Hilbert-Schmidt on the space r −l L 2 (Z), l > 1/2, so its kernel is in the space
However, rearranging the identity (Id +E)(Id +S) = Id, we find that S = −(E + ES). Since the kernel of E vanishes to infinite order as r → ∞, we find that this is true for S as well. In particular, we see that
If we differentiate this kernel N times, it still vanishes to order N at zf, and to infinite order as r → ∞. Therefore we can say that E 2N has a kernel which is of the form
that is, it is C N in the first variable, vanishing to order N as r → 0 and infinite order as r → ∞, as a L 2 function (weighted by r ′ l ) in the second variable. (The prime on Z ′ in the formula above indicates the right factor; lack of prime indicates the left factor.) Equally, we can describe E 2N as being in the space
that is, a C N function of the second variable, vanishing to order N as r ′ → 0 and order (n − 1)/2 as r ′ → ∞, with values in L 2 (weighted by r −l ) in the first variable.
The composition E 2N SE 2N is therefore, using the descriptions above and applying the Cauchy-Schwartz inequality, in the space (5.17).
It follows from the Lemma and (5.16) that S lies in the sum of the spaces Ψ ∞ . The exact outgoing resolvent kernel on Z is G ′ + G ′ S. We need to determine the nature of the correction term G ′ S. Recall that G ′ is the sum of a pseudodifferential operator G 1 and a distribution G − G 1 that is Legendrian at bf, lb, rb and polyhomogeneous at the remaining boundaries. It is not hard to check that
The composition of G − G 1 with S can be analyzed using Melrose's Pushforward Theorem [27] . To do this, we view the composition as the result of lifting the kernels of G − G 1 and S to the b-'triple space'
in which all of the boundary hypersurfaces of codimension 2 and 3 that meet the diagonal are blown up; see for example [26, Section 23] . This space has three stretched projections π L , π C , π R to M right variable, respectively. The product of kernels A and B on M 2 b can be represented as
Let A = e −ir (G − G 1 ) and B = Se The places where A is Legendrian is at bf and rb, which is where the right variable of A goes to infinity, but since the kernel of B is rapidly decreasing when the left variable of B goes to infinity, the Legendrian behaviour is killed when these kernels are multiplied on Z 
Low energy resolvent construction
We now construct the low energy asymptotics of the outgoing resolvent R(λ + i0) = (P − (λ + i0)
2 ) −1 of P = ∆ + V , for an asymptotically conic manifold (M, g), with g as in (1.1) and with potential function V as in (1.2), (1.3) .
It is convenient to split this construction into two parts, the 'b'-part and the 'scattering' part. To do this we choose a cutoff function χ such that χ(t) = 1 for t ≤ 1 and χ(t) = 0 for t ≥ 2. We then look for two kernels G sc and G b , solving the equations
where the functions on the right hand side act as multiplication operators. We shall continue to use the notation ρ = x/λ, ρ
6.1. Construction of G b . We start with G b , which is an approximation to R(λ + i0)(1 − χ(ρ ′ )). This is supported away from bf and rb, see figure 4. Our ansatz is that e −i/ρ G b is conormal at the diagonal Diag b and polyhomogeneous conormal at the remaining faces. We specify G b by giving a certain number of compatible models for e −i/ρ G b at each of these faces. We use the boundary defining function λ for (the interior of) zf, lb 0 , rb 0 , bf 0 and write (G b ) k
• for the coefficient of λ k in the expansion of G b at these faces. For the leading order coefficient we have
note that the operation of restriction of a half-density has the effect of cancelling a factor of dλ/λ).
6.1.1. Terms at zf. Similarly to the previous section, and following [13] , we write ∆ + V = xP b x for some b-elliptic operator in the sense of [23] 
.) The theory of b-elliptic operators given by Melrose [23, Sec. 5.26 ] (see also the discussion in [13] ) shows that there is a generalized inverse Q b , which is a b-pseudodifferential operator of order −2, for the operator 
are a logarithmic extension of the index set
6.1.2. Term at bf 0 . As noted above, the face bf 0 of M 
This matches with G 0 zf at zf ∩ bf 0 , since, as shown in the previous section, the operator P conic − 1 can be written as ρ P b,conic ρ where P b,conic is as in (5.4) , and the normal operator of P b,conic (in the sense of the b-calculus) agrees with the normal operator N (P b ) of P b defined at zf. We have seen that both the normal operators of
bf0 ρ −1 are the inverse of N (P b ), which is precisely the matching conditions for these two models.
6.1.3. Terms at rb 0 and lb 0 . We take as the leading terms at rb 0 and lb 0 , the models given in [13, Section 4.5] with k replaced by iλ, which amounts to replacing the modified Bessel function K νj in [13] by the Hankel function Ha (1) νj . We also have to multiply by 1 − χ(ρ ′ ) (which only affects rb 0 ). Therefore we take, for all ν j ≤ 1,
where v j (z, y ′ ) is the unique function on M × ∂M such that
The existence and uniqueness of v j , and the matching of terms (6.3) with the leading models at zf and bf 0 is shown in [13] .
6.1.4. Terms at lb. Let τ be the half-density in (2.14). Near lb, we choose G such that e −i/ρ G is polyhomogeneous. More precisely, we choose G of the form ae i/ρ ρ (n−1)/2 |τ | 1/2 where a is polyhomogeneous, with index sets
at bf 0 , lb 0 and with the C ∞ index set 0 at lb, and with leading behaviour at bf 0 and at lb 0 chosen to match the models already specified at those boundary hypersurfaces. This is possible since the models at adjacent faces bf 0 and lb 0 are both of the form e i/ρ times a polyhomogeneous half-density; for bf 0 this follows from the Legendrian description of the kernel in Section 5, while for lb 0 it follows from standard asymptotics of Hankel functions as their argument tends to infinity, as observed above Remark 5.2.
A standard computation in scattering theory (see [18, (4.30) -(4.31)] for example) shows that if we apply (P − λ 2 ) to a kernel of the form
withã polyhomogeneous and with index set 0 at lb, the result is a kernel of the form
where b | lb = −2ika | lb . Using this iteratively, we can solve away the error term at lb to infinite order. In fact, applying this with k = 0 shows that the result of applying P − λ 2 to
with a is as above vanishes to 3 orders better at lb 0 and bf 0 , and 2 orders better at lb. (We gain three orders at lb 0 and bf 0 since the operator itself vanishes to second order, and the leading models at these faces are killed by the corresponding induced operator, which leads to a gain of an additional order.) This error term c! an be solved away iteratively at lb with terms of the form
and whereã vanishes 1 order better at bf 0 and one order better at lb 0 compared to a, i.e. the correction terms do not affect the leading models at bf 0 and lb 0 at all. In this way we can remove the error term at lb completely, i.e. so that it vanishes to infinite order there. We conclude that we can construct a kernel G b such that
such that min E zf = 1, min E bf 0 = 1, min E lb 0 = ν 0 + 2, min E rb 0 = ν 0 , E lb = ∅, and vanishing in a neighbourhood of bf, rb.
6.2. Construction of G sc . This is supported away from lb 0 ∪ zf. Initially, we work in a smaller region, which is supported close to bf -say in the region where ρ, ρ ′ < ǫ. In these coordinates, the metric can be written
Our operator P − λ 2 can be written in the (ρ, y) coordinates as
in the ρ coordinates, where ∆ λ is the Laplacian with respect to the metric g λ . Thus, our equation (P − λ 2 )G = Id is equivalent to
Since this operator has coefficients depending smoothly on λ down to λ = 0 in this region, we can perform the first part of the parametrix construction in [18] (that part in Section 4) uniformly in λ, obtaining a Legendre distribution polyhomogeneous in λ with index set −2 at bf 0 . We give just a sketch of this construction here, referring to [18] for full details.
6.2.1. Pseudodifferential term. We begin by choosing a pseudodifferential operator G k,b ), in the calculus defined in [13] , that solves away the singularity along the diagonal, in the equation
See Section 4.1 of [18] 
, with m = −1/2, p = (n − 2)/2, r lb = r rb = (n − 1)/2, associated to the conic pair of Legendre submanifolds (L bf , L ♯ ) (using Proposition 4.4 in place of Proposition 3.5 from [18] ). We then obtain a parametrix G Correction at bf 0 . Now we make a step that is absent from the argument in [18] ; we correct the leading behaviour at bf 0 to the exact conic resolvent. We observe that the pseudodifferential singularities of the parametrix constructed above as well as those at sΦ N * Diag b and at the propagating Legendrian L bf + are uniquely determined. By contrast, the singularities at L ♯ are not uniquely determined (although the singularities of the symbol on L ♯ where L ♯ meets L bf + are determined -this subtle point is explained in [28] ). Thus, the difference
is Legendre with respect to L ♯ only. (To clarify the notation in this expression, the superscripts −2 are the coefficients of λ −2 at bf 0 , while the superscript −1 is a power.) By Proposition 4.5, this is the boundary value of a term F ∈ I p;r lb ,r rb ; 
, and E bf = E lb = ∅. If we express this in terms of a half-density of the form |dg b dg ′ b dλ/λ| 1/2 , which lifts to M 2 k,b to be a smooth nonvanishing b-half-density, then the orders of vanishing are as above except at rb, where it changes to −1/2. (Note: by changing to a b-half-density the order of vanishing is reduced by n/2 at lb and rb, and by n at bf; however, because we already have infinite order vanishing at lb and bf, only the change at rb is visible.) Since b-half-densities are square-integrable precisely when the order of vanishing is positive, it follows that the error term E is HilbertSchmidt on x l L 2 (M ) for every l > 1/2 and each λ > 0, with the Hilbert-Schmidt norm tending to zero as λ → 0. In particular, it is compact, and invertible for sufficiently small λ. Consequently the true resolvent R(λ) = (P − (λ + i0)
2 ) −1 is given by G(Id +E)
−1 . We next analyze the structure of the correction term. Define S (for sufficiently small λ) by (6.5) (Id +E) −1 = Id +S; then the correction term is GS. Let us define E phg to be the kernel E conjugated by e i/ρ : E phg = e i/ρ Ee
By the results of [13] , E j phg is polyhomogeneous conormal with index family E (j)
where index family E (j+1) is given at bf 0 , lb 0 , rb 0 , zf inductively by
rb0 + E lb 0 ) at zf. From (6.6) it is straightforward to prove by induction that
It follows that the index family E defined by
• is well-defined. We show Lemma 6.1. The kernel S phg is polyhomogeneous on M 2 k,b with index family E. Proof. Let Q N be the differential operator
where χ(ρ ′ ) is a smooth function equal to 1 for ρ ′ ≤ 1 and 0 for ρ ′ ≥ 2. This operator has the property that it maps a function of ρ ′ of the form ρ
into a function of the form ρ
, that is, it kills the first N terms of the expansion of a function in ρ
Using the definition of polyhomogeneous conormality given in [27] , it is enough to show, for every positive integer N , that S phg can be written as a sum S phg,N,1 + S phg,N,2 , where
k,b ), and Q N S phg,N,2 is conormal (as opposed to polyhomogeneous conormal) on M 2 k,b with respect to a multiweight r = r N , all of whose entries tend to infinity with N .
To do this, we write
Clearly, S phg,N,1 is polyhomogeneous conormal with respect to the index set E. We claim that Q N S phg,N,2 is conormal with respect to multiweights 8 r lb 0 = r rb 0 = r bf 0 = r zf = r lb = r rb = N , r bf = 2N . 9 We can take r lb 0 r rb 0 r bf 0 r zf r lb r rb
Note that the rate of decay of E N phg S phg E N phg is N +O(1) at all boundary hypersurfaces except for rb, as N → ∞, so the purpose of Q N is to force an improvement of the rate of decay at rb. 9 It would actually be true with r lb 0 = ν 0 + N + 2, r rb 0 = ν 0 + N , r bf 0 = 1 + N , r zf = N , r bf = r lb = ∞, r rb = (n − 1)/2 + N but it is sufficient, and easier, to show the weaker claim.
To show the conormality of Q N S phg,N,2 with respect to these multiweights, we consider m vector fields W 1 , . . . , W m on M 2 k,b , tangent to the boundary, where m ∈ N is arbitrary. We must show that (6.9) W 1 . . . W m Q N S phg,N,2 ∈ r lb 0 r rb 0 r bf 0 r zf r lb r rb
We next observe that vector fields on M k,b by either the left or the right projection, and by λ∂ λ . So it is sufficient to prove (6.9) when the W i are generating vector fields as just described. Notice that, writing S phg,N,2 = E N phg S phg E N phg , the W i lifted from M by the left, resp. right, factor act on the left, resp. right, factor of E N phg . Notice also that the operator Q N acts only on the right factor of E N phg and increases the order of vanishing at rb to order (n − 1)/2 + N . However, the vector field λ∂ λ acts on all three factors of S phg,N,2 , including the middle factor S phg .
We have already seen that S phg is, for each fixed λ > 0, a Hilbert-Schmidt operator on x l L 2 (M ), l > 1/2, with uniformly bounded Hilbert-Schmidt norm. The same is true for (λ∂ λ ) j S phg for every j. In fact, using the identity
we compute
from which it follows (using the polyhomogeneity of E phg ) that λ∂ λ S phg is HilbertSchmidt on x l L 2 (M ), l > 1/2, with uniformly bounded Hilbert-Schmidt norm. Proceeding inductively we can deduce this for (λ∂ λ ) j S phg for every j. Now we write z, z ′ , w, w ′ for points in M , with x(z), x(w), etc, denoting the corresponding boundary defining functions, and express the kernel of Q N S phg,N,2 as
We then apply the vector fields W i (assumed without loss of generality to be either b-vector fields on M lifted from the left or right factors, or the vector field λ∂ λ ) to this expression, and multiply by the factors
from (6.9). Using Cauchy-Schwarz (taking advantage of the Hilbert-Schmidt property of kernels x(w) −l x(w ′ ) l S phg (λ, w, w ′ ), etc), and using the conormality of E N phg to absorb the factors from (6.10), we see that (6.9) is satisfied. Now we analyze GS. We have
Note that e −i/ρ Ge −i/ρ is not polyhomogeneous at bf (that is, as both ρ and ρ ′ tend to zero), but is at all other boundary hypersurfaces. However, after composing with S phg , this non-polyhomogeneity is killed by the rapid decrease of the kernel of S phg at bf and lb, i.e. as its left ρ variable tends to zero (just as in the discussion in the last paragraph of Section 5). Hence we can apply [13, Proposition 2.10] to the composition (6.11). We find that e −i/ρ GSe −i/ρ ′ is polyhomogeneous and vanishes to order (at least) 1 at zf and bf 0 , order ν 0 + 1 at lb 0 and rb 0 , (n − 1)/2 at lb and rb and n − 1 at bf. In particular, this correction term vanishes to one order higher than G at bf 0 , zf, lb 0 , rb 0 . Therefore, writing R k • for the coefficient of λ k in the expansion of the resolvent at •, we have, with v 0 given by (6.4), (6.12)
Spectral measure
In this section we study the spectral measure dE P 1/2 + (λ) of the operator P 1/2 + and prove Theorem 3.10. The spectral measure is related to the resolvents R(λ ± i0) by
, and the formal adjoint of R(λ + i0) is R(λ − i0), i.e.
It follows that the spectral measure can be expressed
We now discuss cancellations that occur when the two resolvent kernels are subtracted.
7.1. Behaviour at diagonal. The diagonal singularity of the resolvent kernel is completely determined by the full symbol of P . Consequently, the diagonal singularity cancels in the expression (7.1), and the spectral measure is smooth across the diagonal. Another way to see this is that the spectral measure satisfies an elliptic equation (P − λ 2 )dE(λ) = 0, so it cannot have any local singularities. Moreover, the difference between the outgoing "R 2 " piece and the incoming "R 2 " piece (in the terminology of Theorem 3.9), which are intersecting Legendre distributions associated to ( sΦ N * Diag b , L 7.2. Leading asymptotics at bf 0 , lb 0 , rb 0 . We start by giving the leading asymptotics of the spectral measure at the boundary hypersurfaces bf 0 , lb 0 , rb 0 . At bf 0 (and also at lb 0 , rb 0 ) we have already determined the leading asymptotic of the outgoing resolvent -see (6.12) . Since the imaginary part of i Ha (1) ν (r) is J ν (r), we see from (7. 2) that the leading asymptotic of the spectral measure dE P .
Similarly, at lb 0 , 2/π times the imaginary part of the resolvent kernel yields, as the leading asymptotic of the spectral measure at lb 0 , , where v 0 is as in (6.4). The rb 0 leading asymptotic has the same form by symmetry of the resolvent kernel.
7.3. Expansion at zf. We will show that the expansion of the resolvent kernel at zf is real up to the term at order λ 2ν0 . An immediate consequence is a determination of the rate of vanishing of the spectral measure at zf: Proposition 7.1. The spectral measure dE P 1/2 + (λ) for the operator P 1/2 + vanishes to order 2ν 0 + 1 at zf. More particularly, it has expansion at zf of the form
where w is a solution of P w = 0, and w ∼ x n/2−1−ν0 W (y) as x → 0 for some smooth function W on ∂M .
Proof. We first show that we may choose the parametrix G so that its expansion at zf up to order λ 2ν0 is real. This is certainly true for the pseudodifferential part of G; indeed, the real part of any pseudodifferential parametrix is also a pseudodifferential parametrix, since P has real coefficients. Now consider the expansion of Im(G −2 bf0 ) at the face zf. We see from the expansion of modified Bessel functions J ν (z) at z = 0 and (7.3) that the imaginary part of G −2 bf0 has index set Z at zf of the form Z = ∪ νj ≤ν0+1/2 (2ν j + 2) ∪ Z ′ where Z ′ ≥ 2ν 0 + 3 and has no log terms; in particular if ∂M = S n−1 and V 0 = 0, one has Z = n + N 0 . Similarly, we see from (7.5) and (7.4) that G ν0−1 lb0 and G ν0−1 rb0 have a real expansion at zf up to order ν 0 + 1 and their imaginary part has index set at zf of the form Y = ∪ νj ≤ν0+1 (ν j + 1) ∪ Y ′ where Y ′ ≥ ν 0 + 2 is an index set with no log terms and Y = n/2 + N 0 if ∂M = S n−1 and V 0 = 0. Also, G 0 zf is real, and the higher order terms G α zf , for α > 0, can be chosen arbitrarily provided that they are compatible with terms specified at bf 0 , lb 0 , rb 0 . It follows that we may choose G so that the expansion at zf is real up to order λ 2ν0 (in the sense that λ 2ν0 is the first non-real term occurring), actually with imaginary part having index set at zf of the form X = ∪ νj ≤ν0+1/2 2ν 0 ∪ X ′ where X ′ ≥ 2ν 0 + 1 has no log terms and X = n − 2 + N 0 if ∂M = S n−1 and V 0 = 0. We will choose G so that its imaginary part has expansion at zf (7.6) Im(G) = λ 2ν0 A(z, z ′ ) + O(λ min(2ν0+2,2ν1) ) for some smooth kernel A on zf satisfying P A = 0, which can be done as long as the expansion matches with the imaginary parts of G and from the expansion of (7.3), (7.5), (7.4) at zf, we see that the expansion of λ 2ν0 A(z, z ′ ) matches with the asymptotic of (7.3), (7.5), (7.4) at zf. Moreover, if ν 1 ≥ ν 0 + 1, the expansion of (7.3), (7.5), (7.4) at zf involve no power of λ between λ 2ν0 and λ min(2ν0+2,2ν1) , therefore G can be chosen so that Im(G) satisfies (7.6). Since P has real coefficients, the error term E = (P − λ 2 )G − Id has the same property as G, i.e. it has a real expansion at zf in powers of λ up to λ 2ν0 , and since P A = 0, the expansion at zf of (P − λ 2 )Im(G) = Im(E) is actually of order min(2ν 0 + 2, 2ν 1 ).
We next claim that the same is true for the powers E j . To see this, we use (6.6) to show inductively that the expansion at zf is real to order min(2ν 0 + 2, 2ν 1 ), since the terms at lb 0 and rb 0 do not affect the expansion at zf until order 2ν 0 + 2.
Since S in (6.5) is given by a finite sum of the form 2N j=1 (−1) j E j up to a term that vanishes to high order ∼ N at zf, the same property holds true for S. By the same arguments, GE j has a real kernel up to order min(2ν 0 + 1, 2ν 1 ). Finally we show, using exactly the same method as for the powers E j , that the composition GS has a real expansion at zf in powers of λ up to λ 2ν0 , and since GS ∼ G j≥1 (−1) j E j (as an expansion at zf), we see that the resolvent R(λ) itself has the property that it has a real expansion at zf up to order 2ν 0 with the leading term of dE P Proof of Theorem 3.10. Theorem 3.10 follows directly from Theorem 3.9 and the cancellations proved in Section 7.1 and Proposition 7.1.
Proof of Corollaries 1.3 and 1.5. Using the spectral measure, we write (7.8) 1l (0,∞) (P )χ(P )F t (
with F t (λ) = e itλ 2 , cos(tλ) or sin(tλ)/λ. Then the leading asymptotic of the kernel χ(P )F t ( √ P )(z, z ′ ) as t → ∞ for z, z ′ ∈ M 0 is straightforward by using Theorem 1.2: the leading term λ 2ν0+1 w(z)w(z ′ ) of dE P 1/2 + (λ) at λ = 0 produces the leading term in (1.6) or (1.8) as t → ∞, while the error O(λ min(2ν0+2,2ν1+1) )) contributes at most an error term in (1.6) or (1.8) as t → ∞, by using the fact that dE P is smooth in z, z ′ and polyhomogeneous conormal at λ = 0. Moreover, putting F t (λ) = e −iλt , and using [20, Example 7.1.17], we find that ∞ 0 χ(λ)e ±itλ λ 2ν0+1 dλ = Γ(2ν 0 + 2)e ±iπ(ν0+1) t −2(ν0+1) + O(t −∞ ), t → ∞, which gives the constants in (1.6).
Remark 7.2. If we do not assume that the boundary ∂M is connected, then our analysis works much as above. However, if ∂M has more than one component, the lowest eigenvalue ν 0 of the operator ∆ ∂M + V 0 + (n/2 − 1) 2 need not be simple, and 
