Abstract. We develop a novel approach, named the global geometrical optics method, for the numerical solution to wave equations in the high-frequency regime. The initial Cauchy data is assumed to be in the WKB form. We first study the Schrödinger equation, and then extend relevant results to the general scalar wave equations. The basic idea of this approach is to reformulate the governing equation in a moving frame, and to derive a WKB-type function merely defined on the Lagrangian manifold induced by the Hamiltonian flow. From this WKB-type function, the wave solution can be retrieved to within first order accuracy by a coherent state integral. The merit of the proposed approach is manyfold. Firstly, compared with the thawed Gaussian beam approaches, it presents an approximate wave solution with first order asymptotic accuracy pointwise, even around caustics. Secondly, compared with the canonical operator method, this approach does not require any a priori knowledge about the structure of the Lagrangian manifold. Thirdly, compared with the frozen Gaussian beam approaches such as the Herman-Kluk semi-classical propagator method, the proposed approach involves an integral on a manifold of much lower dimension. We report numerical tests on both Schrödinger and Helmholtz equations.
Introduction
Wave propagation is a fundamental issue of study in various disciplines. The main ingredients of this study include the identification of wave patterns, the mechanism of wave interactions, the simulation of wave phenomena, and so on. Though for a long time much attention has been attracted to the nonlinear wave behaviors, the study of linear waves still remains a hot research subject, especially when the medium is heterogeneous and the wave oscillates on a rather small length scale. In the latter case, we say the wave propagation bears a high-frequency characteristic.
The high-frequency characteristic presents a great challenge to the scientists in any related research area. The difficulty is obvious from the computational point of view, since generally one cannot afford to numerically resolve the highly oscillatory wave field with grid points. This situation becomes much worse, and even hopeless in many dimensions. Therefore, efficient numerical methods and approximate models based on high-frequency asymptotics are significantly motivated.
The geometrical optics method is a classical approach to handle the highfrequency characteristic. This method attempts to seek a wave solution u in the so-called WKB (Wentzel-Kramers-Brillouin; see [22] ) form:
Here ǫ is the reference small wavelength, S is a smooth real function called the phase, and the A j are smooth functions (generally complex-valued) called amplitudes. By inserting (1.1) into the governing wave equation (scalar case), say, H(x,−iǫ∇,−iǫ)u = 0, x ∈ R n , ( 2) and equating the different powers of ǫ, one derives -a Hamilton-Jacobi equation for the phase S:
H(x,∇S(x),0) = 0; (1.3)
-a sequence of transport equations for the amplitudes A j , which can be solved successively after the phase S is uniquely determined. The solution (if it exists) of the Hamilton-Jacobi equation (1.3) , which is compatible with prescribed boundary data, can be computed by the method of characteristics. However, this solution is not ensured to be valid in a sufficiently large domain which encloses the region of physical interest; caustics, where some rays intersect, will generally come into being. In this case, the classical geometrical optics method fails to present a global asymptotic approximation.
Actually, the caustic problem stems from the rigid choice of position representation for the wave solution. While projected to the real space, the Lagrangian manifold displaced by the Hamiltonian flow becomes multi-valued around the caustic points. It is known that the phase function admits a natural continuation to the Lagrangian manifold by performing suitable line integral along trajectories. When singularities appear while projecting the local Lagrangian manifold to the real space, one can still derive a single-valued phase function by choosing another suitable representation. This observation motivated Maslov [28] to develop the canonical operator method. The basic idea consists of three steps. First, the whole Lagrangian manifold is decomposed into a union of small pieces, such that each piece admits at lease one singlevalued mixed position-momentum representation. Second, a local formal asymptotic approximation is derived by the classical geometrical optics method. In the end, all local asymptotic approximations are patched together to form a global approximation with the aid of Morse-Maslov index.
Maslov's theory is mathematically beautiful, but it does not end the story of linear high-frequency waves. A practical but inevitable issue in Maslov's approach is how to set up a specific partition of unity which fulfills the underlying requirements. This is of course case-dependent, and to solve it one needs to understand in advance the structure of the associated Lagrangian manifold. However, this task is by no means a trivial matter in many dimensions. From the computational point of view, a method blind to the Lagrangian manifold is much more preferable.
Along this line, the Gaussian beam approach is a successful semi-classical approximation method which directly resolves the high-frequency wave field. This approach was initiated in the 1960s (see [1] ), and later applied to the study of singularity propagation by Hörmander [14] and Ralston [31] . Historically, this approach is divided into two subclasses-thawed-type (see [12] ) and frozen-type (see [13] )-depending on whether the beam width is tunable or not during the time evolution. A common point shared by these two subclasses is that the central curve of each Gaussian beam is exactly a specific classical ray obeying the Hamiltonian system. The difference lies in their methodology of function approximation. In the thawed-type approach, each individual beam is an asymptotic solution of the governing wave equation. This renders the beam summation a suitable asymptotic solution in a large domain. Comparatively, in the frozen-type approach, each individual beam is not an asymptotic solution. The accuracy of the beam summation is realized by a delicate choice of prefactor which balances the contribution of each single beam. The Gaussian beam approach is easy to implement, straightforward to obtain higher accuracy [33, 21] , and elegant from the methodological point of view. In recent years, many papers have addressed the accuracy analysis of this method; see [29, 25, 26, 27] . The Gaussian beam approach has also been applied to boundary value problems of high-frequency waves [4, 34] .
If one is not interested in the solution behavior around caustics, there are some other choices, especially more efficient in lower dimensions, to retrieve the multiphased wave information. It has been shown by Gerard et al [9] that the Wigner transform of the high-frequency waves converges weakly to the measure-valued solution of the Liouville equation. The moment closure method based on this fact was first introduced by Brenier and Corrias [3] for multi-branch entropy solutions of scalar conservation laws. Later it was used by Engquist and Runborg [7] for the computation of multi-phased solutions to the wave equation, and by Gosse [10] for the onedimensional Schrödinger equation. Jin and his collaborators [11, 16] systematically developed this method for the semi-classical Schrödinger equation and some related problems. The moment method offers great efficiency compared with the phase space computation since it leads to an Eulerian method merely formulated in the physical space. However, this method becomes much more complicated (see [15] ) if there exist many phase branches or in high dimensions.
A more elegant way to retrieve the multi-phased information is the level set method, pioneered by Osher and his collaborators. In [6] Cheng, Liu, and Osher applied it for the semi-classical Schrödinger equations. Jin and Osher [18] presented the general framework of the level set method for computing multi-phased solutions to quasi-linear hyperbolic PDEs and the Hamilton-Jacobi equation. Liu, Cheng, and Osher studied the general framework for any first order PDE in [23] . It was realized in [17, 24] that the level set method can resolve not only the phase information, but also physical observables. Recently, Jin and Yang [20] improved this method by taking into account the phase shift based on the a priori information about the Lagrangian manifold.
In this paper, we are concerned with the solution to the general scalar wave equation
Here ǫ is a small parameter and H is quantized by Weyl's method. We suppose H is sufficiently smooth, and the Hamiltonian flow associated with H exists globally. The initial Cauchy data is assumed in the WKB form. We will propose a new semiclassical approximation to the wave solution within first order accuracy simply by the method of characteristics. As will be seen, the new approach also resorts to the WKB analysis, just as the classical geometrical optics method does. Moreover, our method is completely blind to the structure of the associated Lagrangian manifold: the location and strength of caustics will automatically manifest after the wave field is constructed through a coherent state integral. Besides, there is no locality constraint on the availability of the new approach. Considering these points, we name the new approach the global geometrical optics method. The key ingredient to make these nice properties available is a proper application of a moving frame technique. The rest of this paper is organized as follows. In Section 2 we collect and derive some fundamental materials necessary for the later analysis. The book [8] by Folland is heavily consulted. The most subtle point in this part is a single-valued unitary representation of the maximum compact symplectic subgroup Sp(N ) ∩ O(2N ), which is equivalent to the unitary matrix group U (N ). It is this unitary representation which makes the global semi-classical approximation available.
In Section 3, we show that there exists a natural connection between the WKB functions expressed in the position coordinate and the WKB-type functions defined on the Lagrangian manifold. Loosely speaking, any WKB function in the position coordinate corresponds to a WKB-type function on the associated Lagrangian manifold. On the other hand, if the phase of WKB-type function satisfies some compatibility condition with the underlying Lagrangian manifold, a WKB function with the same Lagrangian manifold can be formed through a coherent state integral. This connection suggests that it would be more natural to understand (or continue) the WKB function with some WKB-type function on the Lagrangian manifold, since it is the Lagrangian manifold which is the most fundamental object for a specific Cauchy problem.
In Section 4, we study the global asymptotic approximation for the Schrödinger equation, which is a specific example of (1.4) if we combine the spatial and temporal variables together. We deduce an equation satisfied by the wave function expressed in a moving frame. The most remarkable gain with this change of representation is that the new equation admits a global WKB approximation if the initial Lagrangian sub-manifold is sufficiently simple (the exact meaning of this simpleness will be clear to the readers after Section 2). Besides, the phase and the amplitude at the specific spatial point x = 0 are determined by two ODEs. Changing the moving frame, we derive a WKB-type function on the entire Lagrangian manifold. A first order asymptotic approximation is then derived through a coherent state integral on the simple Lagrangian manifold. In the general case, we employ the idea of partition of unity. A global first order approximation is finally obtained by simply replacing the integrating Lagrangian manifold. A key point here is that this global approximation actually does not rely on the specific choice of partition of unity. Compared with Maslov's method, this implies that the proposed approach is blind to the structure of Lagrangian manifold.
In Section 5, we extend the results of Section 4 to the general scalar wave equations. We build a quantization operator, an analogy to Maslov's canonical operator, as a coherent state integral on the Lagrangian manifold. If the amplitude is determined by a suitable form of ODE, this quantization operator presents a global first order asymptotic approximation to the exact wave solution. Some numerical tests will be reported in Section 6, and Section 7 concludes this paper.
Preliminaries
We indicate I as the identity mapping in a vector space. We do not distinguish the column and row forms for any k-tuple x = (x 1 ,··· ,x k ) of numbers, functions or operators. We denote by xy the first order contraction for any two tensor objects with appropriate dimensions. For example, if A denotes a linear mapping and x, y are two vector objects, we define
As usual, (·) † indicates the transpose operator. When confusion may occur, we use the first order contraction operator (·) explicitly. The second and third order contraction operators are denoted by (:) and (∴) respectively. We use the notation (⊗) to indicate the tensor product of two vector objects. In particular, we set . Of course, there exist many representations for a specific D-plane: if C is one of the choices, then CV represents the same D-plane for any nonsingular matrix V ∈ R D×D . We say CV is an equivalent representation of C. Any D-plane C has an orthogonal representation, i.e., a representation with orthogonal matrix. Let C = QP be the polar decomposition, where P = (C * C) 
Any Lagrangian N -plane C admits a representation by a unitary matrix. Let
On the other hand, for any unitary matrix U = U R + iU I , the N -plane U R U I is Lagrangian. Therefore, we can represent all Lagrangian N -planes with U (N ), the unitary transformation group in C N . Again, this representation is not unique, since U and U Q represent the same Lagrangian plane for any real orthogonal matrix Q ∈ R N ×N . A Lagrangian manifold Λ in the phase space R 2N is a smooth manifold such that the differential 2-form dq ∧ dp vanishes on Λ (see page 8 of [28] ). An equivalent description is such that the tangent plane at each point of Λ is Lagrangian. Given a WKB function ϕ(x) = A(x)exp
, it is easy to show that the manifold Λ = {(q,∇S(q))|q ∈ suppA} is Lagrangian. Here supp(A) denotes the smallest closed simply-connected domain which encloses all non-zero points of A. We say Λ is the Lagrangian manifold associated with the WKB function ϕ. For each phase point
, thus it has a unitary matrix representation of the form To clarify the concept of simple, let us consider an arc Λ = {(cosθ,sinθ)|θ ∈ [0,θ m ]} in R 2 . Here, θ m ∈ (0,2π). The tangent plane of each point on Λ is actually a straight line. If θ m < π/2, different points on Λ have different projections onto an arbitrary tangent line. Therefore, the manifold Λ with θ m < π/2 is simple according to our definition. However, if θ m > π/2, the manifold Λ is not simple, since the points with angle π/2 ± δ have the same projection onto the tangent line of point (1, 0) . Here, δ is chosen such that δ ∈ (0,π/2) and π/2 + δ ≤ θ m .
Throughout this paper, we assume that the Hamiltonian flow exists globally, i.e., g t is well-defined for any t ∈ R. Suppose Λ is the Lagrangian manifold associated with
. By a simple compactness argument, we know that given an arbitrary but finite T > 0, there exists a constant σ T > 0 such that for any partition of unity {e j (x)} of R N with suppe j contained in a sphere of radius σ T , the windowed WKB function e j (x)ϕ(x) is simple up to time T .
Heisenberg group and Weyl quantization.
The Heisenberg Lie group H N is R 2N +1 equipped with the group law
where z,z ′ ∈ R 2N , s,s ′ ∈ R, and
For ǫ > 0, we define the unitary Schrödinger representation of H N bỹ
where W = (X,ǫD), and D and X are two operators on distributions defined by
This implies that, geometrically, ρ ǫ (z) shifts the origin of phase space R 2N to z = (q,p). If z = z(t) depicts a smooth curve in the phase space, then a direct computation shows that
whereĤ ǫ is the ǫ-scaled symplectic Fourier transform of H defined bŷ
For any phase point z ′ , by considering
it is easy to verify that
The Bargmann transform B ǫ is an isometry from L 2 (R N ) into the Fock space
For any U ∈ U (N ), the unitary transformation group in C N , let us define
Since T gives a unitary representation of U (N ) on the Fock space
The following lemma reveals that the coherent state function
is a common fixed point of µ ǫ (U ). Lemma 2.2. For any unitary matrix U , it holds that µ ǫ (U )φ = φ, where φ is defined by (2.4).
Proof. A direct computation shows that
Thus,
Restricted to some subgroups of U (N ), the unitary representation µ ǫ (U ) can be made more explicit.
Lemma 2.3. For any real orthogonal matrix
Proof. By the definition of µ ǫ we have
This ends the proof.
where
The last equality is derived by making the change of variable ς → e
Lemma 2.4 implies that µ ǫ (e −iα ) is actually the composition of a series of fractional Fourier transformations [5] on each pair of conjugate coordinates. For any U ∈ U (N ), there exist two orthogonal matrices Q 1 ,Q 2 ∈ R N ×N and a real diagonal matrix α such that U = Q * 1 e iα Q 2 ; see Theorem 2.1 and Section 5 in [30] .
This means that, geometrically, µ ǫ (U * ) performs an orthogonal and symplectic transform in the phase space. In particular, it maps the Lagrangian plane U to the coordinate x-plane.
, and a unitary matrix U ∈ U (N ), the (z,U ) representation of f is defined as the function
We call (z,U ) a frame centered at z and directed along the Lagrangian plane U .
, where T R and T I are the real and imaginary parts of T respectively. Then
Proof. It is straightforward to verify that
where X and D are defined as in (2.1) by
and
we have
The last equality holds since T R is anti-symmetric and T I is symmetric.
Lemma 2.7. For any U ∈ U (N ) and z ∈ R 2N , it holds that
5)
where U = U R + iU I and
Proof. For any w = r + is ∈ C N , we define
This implies that for any F ∈ F N , we have
which leads to
Let z = (q,p). We then have
Proof. Applying Lemma 2.7 we have
The proof thus ends.
Representation of simple WKB functions
, let Λ be the associated Lagrangian manifold. By tangent frame we mean a frame centered at some phase point z ∈ Λ and directed along the tangent plane at z. Theorem 3.1. Assume that we are given a simple WKB function
Denote by Λ the Lagrangian manifold associated with ϕ. For any z = (q,p) ∈ Λ, let U be any unitary matrix representation of the tangent plane at z. Then there exist an amplitude functionÃ(x;z) and a real phase functionS(x;z) on the (z,U )-plane such that, pointwise,
Moreover,S(·;z) satisfies the vanishing-derivatives property (VDP), i.e.,
∇ xS (0;z) = 0, ∇ 2 xS (0;z) = 0.
Furthermore, it holds that
Proof. The tangent plane at z is
) is a unitary matrix representation of this tangent plane. Since ∇ 2 S(q) is real and symmetric, there exist a real orthogonal matrix Q and a diagonal matrix α, with each entry valued in − π 2 , π 2 , such that
For any g ∈ L 2 (R N ), by Lemma 2.3 and Lemma 2.4 we have
The above expression involves an oscillatory integral. Recalling Lemma 2.4, setting
and V (y) = S(Qy + q), we have
Note that ∇V (0) = Q * p and ∇ 2 V (0) = tanα. Due to the assumption of simpleness, for any x with Qx ∈ Π z,US Λ (the projection on the (z,U S ) plane), there exists a unique non-degenerate stationary point y x . By applying the stationary phase theorem [28] , there exist a smooth amplitude functionÂ(x;z) and a smooth real phase function S(x;z) such that
Furthermore, since
when x is small it holds that
Taylor expansion shows that
For any unitary matrix representation U of the tangent plane at z, there exists a real orthogonal matrixQ such that U = U SQ . Put
By Lemma 2.3 and equation (3.2), we have
According to (3.3) and (3.4),Ã andS satisfy the properties specified in the theorem.
Remark 3.1. The geometrical meaning of VDP is obvious: the Lagrangian manifold associated with a WKB function is tangent to the coordinate x-plane at the origin of phase space. Theorem 3.1 reveals that the tangent frame representation of a simple WKB function ϕ satisfies three properties which are independent of the specific unitary matrix representation U : -it is in the WKB form; -the vanishing-derivatives property holds; -the amplitude and the phase at x = 0 are locally determined. Note that evaluating (3.1) at x = 0 gives a function of WKB-type on Λ:
Its phase function is a generating function of differential 1-form pdq − 
Then the following holds pointwise:
Here φ(x) is the coherent state function defined by (2.4).
Proof. It is straightforward to check that
Besides, for any integer m ≥ 2, there exists a universal constant c m,N > 0 such that
By (3.8) we have
Furthermore, it holds that
By (3.9) this implies that
The proof thus finishes.
Given a simple WKB function ϕ, according to (3.5) , it holds that
By Theorem 3.2 we have
Since ρ ǫ (−z)φ expresses a coherent state with momentum p = ∇S(q) and centered at the spatial point q, the expression (3.10) reveals that with accuracy to O(ǫ), one can decode a simple WKB function ϕ from the WKB-type function [ν ǫ (z,U )ϕ](0) by a coherent state integral on Λ. The formulae (3.5) and (3.10) together imply that a simple WKB function can be represented with a WKB-type function on the associated Lagrangian manifold. Different from the WKB function in the specific position representation, a WKB-type function on the Lagrangian manifold is representation independent. Moreover, the latter can be naturally generalized to Lagrangian manifolds which do not admit a single-valued projection onto the position q-plane, as shown in the following lemma. 
, is a WKB function of VDP whose associated Lagrangian manifold is Λ. In addition,
Proof. If Λ is diffeomorphically projected to the q-plane, then q is a coordinate of Λ. Since S is a generating function of pdq −
is a generating function of pdq. This means ∇S(q) = p. Set
The Lagrangian manifold ofφ is Λ, and by (3.5), it holds that
Applying (3.10) givesφ
which means that ϕ is a WKB function with Lagrangian manifold Λ. The first assertion is proved. In the general case, let us set
A direct computation shows that
Since z = (q,p) → Z = (Q,P ) is a canonical transformation, Z(Λ) is Lagrangian in the Z coordinate. It is straightforward to verify that
Since S is a generating function of pdq −
is a generating function of P dQ −
on Z(Λ) in the Z coordinate. By the first assertion, ν ǫ (z f ,U f )ϕ is a WKB function whose Lagrangian manifold is Z(Λ). Since Z(Λ) is tangent to the Q-plane at Z = 0, i.e., z = z f , we have
Global asymptotic solution for the Schrödinger equation
In this section, we consider the Schrödinger equation of the form
First let us assume that the initial WKB data (4.2) is simple up to time T > 0.
WKB analysis in the moving frame.
Given an initial phase point z I , the flow induced by the Hamiltonian H(z,t) renders a path z(t) which obeys the Hamiltonian systemż = J∇H(z,t), z(0) = z I .
Besides, given a Lagrangian N -plane C I ∈ R 2N ×N , the flow also renders a continuous set of Lagrangian N -planes C(t) which solveṡ
Let C = QP be the polar decomposition. Then the orthogonal matrix Q represents the same Lagrangian N -plane as C does. Partitioning Q as Q 1 Q 2 , we know that
is a unitary matrix representation of C. We call (z,U ) a moving frame associated with the Hamiltonian H. It should be pointed out that the time dependence has been made implicit, mainly for the sake of notation. Now we attempt to express the Schrödinger equation (4.1) in this moving frame. More precisely, by setting
we want to derive an equation satisfied by f . Since u = ρ ǫ (−z)µ ǫ (U )f , a direct computation shows that
By Lemma 2.6, Lemma 2.7, and formulae (2.3) and (2.2), we have
Substituting the above into (4.3) we arrive at
Let us introducẽ
Equation (4.4) can be rewritten into an abbreviated form:
Now we make a standard WKB analysis for (4.5). Suppose f has the asymptotic expansion
Besides, we havẽ
where R j are linear differential operators of order j. In particular,
Here ∇ k denotes the derivative with respect to the k-th placeholder variable, and the functionH is evaluated at (x,∇S,t,0). Thus, Adding up (4.7) and (4.10) gives
where 2 0 = ϕ 0 ∂ t S +H(x,∇S,t,0) ,
If S solves the phase equation
and the ϕ j solve the transport equations
we then derive a solution (4.6) to equation (4.5) in the asymptotic series form.
4.2.
WKB solution in a specific moving frame. Let Λ I be the Lagrangian manifold associated with the WKB initial data u I ; see (4.2). Suppose the moving frame initiates from a specific frame (z I ,U I ) with z I ∈ Λ I and U I being an equivalent unitary matrix representation for the tangent plane C I = I ∇ 2 S I (q I ) . By Theorem 3.1, there exist an amplitude function A(x,0;z I ) and a phase function S(x,0;z I ) of VDP, such that
The function f (x,0) is in the WKB form, and we can apply the WKB analysis in the last subsection to seek a solution of (4.5) with the ansatz
Here S and A solve the following equations:
(4.13)
Let g t denote the displacement operator associated with the Hamiltonian H, and set Λ(t) = g t Λ I . Since g t is canonical, Λ(t) is Lagrangian. Set
Then ξ → w is a linear canonical transformation for any t ∈ [0,T ].
Theorem 4.1. Suppose the initial WKB data (4.2) is simple up to time T > 0, and the moving frame (z,U ) is determined bẏ
Then the following holds:
1. the solution S(x,t;z I ) of (4.12) exists on the domain Π z,U Λ of the (z,U )-plane for any t ∈ [0,T ]; 
the Lagrangian manifold associated with S(x,t;z I ) on (z,U )-plane is Λ;

the vanishing-derivatives property holds, i.e.,
A(0,t;z I ) solves the ODE
Proof. The Hamiltonian system corresponding to (4.12) iṡ
a direct computation shows that
Changing to the ξ-coordinate with
which is the Hamiltonian system with the Hamiltonian H. Since ξ(0) is valued on Λ I , we know the Lagrangian manifold of w is simply Λ(t). Thus S(x,t;z I ) is singlevalued on Π z,U Λ for any t ∈ [0,T ], since we have assumed Λ I is simple up to T . The Lagrangian manifold Λ is tangent to the (z,U )-plane at x = 0, which implies the third assertion. Finally, evaluating (4.12) at x = 0 gives the ODE satisfied by S(0,t;z I ). Next let us consider equation (4.13) . Evaluating it at x = 0 and applying the vanishing-derivatives property of S(x,t;z I ), we have
Since R U = (Q,−JQ), we have
Since T R is anti-symmetric, it holds that
to prove the last assertion it suffices to show that
and C = QP , we have
Multiplying both sides with −Q * J gives
Considering that Q * JQ = 0 due to the symplectic property, we then have
it holds that
Considering that T I is symmetric, we have
Combining (4.15) and (4.16) yields (4.14). 
Global asymptotic solution.
The last subsection has shown that if we express the Schrödinger equation in a specific moving frame started with (z I ,U I ), a WKB solution is available for any t ∈ [0,T ]. Besides, the phase and the amplitude at x = 0 can be determined by simple ODEs. Now let us change z I and take z I as an argument in the initial Lagrangian manifold Λ I . For any z = g t z I ∈ Λ(t) = g t Λ I , by Theorem 4.1 we have
which expresses a WKB function living only on the Lagrangian manifold Λ. Besides, A and S are determined bẏ
Note that for the sake of brevity, we have rewritten A(0,t;z I ) into A(t;z I ), and S(0,t;z I ) into S(t;z I ). The WKB-type function (4.17) encodes the solution u of (4.1)-(4.2) through a continuous set of representations parameterized by the Lagrangian manifold Λ. In the following, we show that u can be decoded from (4.17) with accuracy to O(ǫ).
According to the WKB analysis in the last subsection, for a specific moving frame (z f ,U f ), the function [ν ǫ (z f ,U f )u](x) is a WKB function on the (z f ,U f )-plane for any t ∈ [0,T ]. Besides, the associated Lagrangian manifold is simply Λ. Set
Applying (3.10) and Lemma 2.7, we have (with accuracy to O(ǫ))
where φ is the coherent state function defined by (2.4). Then, by Lemma 2.2 and Lemma 2.7, it holds that
Furthermore, by the group property of ρ ǫ we have
Substituting (4.17) into the above formula yields
The formula (4.20) gives an intrinsic coherent state approximation to the wave field u with accuracy to O(ǫ). Though we derive it based on a fixed moving frame (z f ,U f ), the final result does not rely on this choice. In case the initial WKB data (4.2) is not simple, we can find a partition of unity {e j (x)} of R N such that each WKB wave function u j I (x) = e j (x)u I (x) is simple up to time T . The Lagrangian manifold Λ is then decomposed into a union of sub-manifolds Λ j . Solving the Schrödinger equation (4.1) with the initial WKB data u j I by the proposed method, we derive a first order approximation of the wave field u j by replacing Λ with Λ j in (4.20) . Due to the linearity property of the Schrödinger equation, a first order approximation of the total wave field u is then derived by summing up u j together. The final output is expressed exactly in the same form as (4.20) . For ease of reference, we reformulate the ODEs satisfied by A and S, together with the Hamiltonian system and the equation for the tangent plane, into the following system:
5. Cauchy problem of general scalar wave equation
In this section, we consider the scalar wave equation of the form
We should require that the Hamiltonian flow associated with H does not admit any finite motion. This means that for any bounded domain in R N , any ray curve will remain outside of this bounded domain after a finite evolution time. A typical example of the equation (5.1), apart from the Schrödinger equation considered in the last section, is the Helmholtz equation in a heterogeneous medium:
In this case, we have ǫ = 1/k and H(x,ξ) = ξ 2 − n(x).
Specifying the Cauchy data.
The Cauchy data is prescribed on a smooth orientable manifold Ω of dimension (N − 1) in R N as
Here A I and S I are smooth functions merely on Ω. Some requirement of uniform regularity may also be needed, which will be assumed to hold whenever necessary. Let us first try to seek a local WKB solution of (5.1) with the Cauchy data (5.2) in a small neighborhood of Ω as
By the WKB analysis, the phase function S should satisfy the eikonal equation
Restricted to Ω, we have
Here ∇ Ω denotes the covariant derivative and ∇ ⊥ Ω is the normal derivative. Since Ω is of co-dimension 1, in principle ∇ ⊥ Ω S(q I ) can be determined by solving the algebraic equation (5.4) . However, ∇ ⊥ Ω S(q I ) might be multi-valued which typically relates to different wave directions. Therefore, in general we need also to specify p I = ∇S(q I ) such that with respect to q I , p I is smooth and single-valued in Ω. With this been done, the Cauchy data (5.2) renders a smooth Lagrangian manifold of dimension N − 1 as 
evaluating (5.6) at q = q I we have
The invertibility of the matrix in the above expression is ensured by the transversality assumption. The Lagrangian plane C I is then set as
Along each trajectory, the Hamiltonian flow induces a smooth transformation of the tangent plane C asĊ = J∇ 2 H(z)C.
Let C = QP with Q = Q 1 Q 2 being the polar decomposition. Then U = Q 1 + iQ 2 is a unitary matrix representation of tangent plane C.
Formal derivation of the global asymptotic solution.
Suppose z = z(t) is a path started with z I ∈ Λ I , and C = C(t) is the Lagrangian plane started with C I . For any suitable function u ∈ S ′ (R N x ), let us introduce
The function f can be taken as an R-copied version of u in the moving frame (z,U ). Analogous to the derivation of (4.4), we have
where T R + iT I =U * U . If u is a solution of (5.1), namely,
Adding up (5.8) and (5.9) gives
Apart from the explicit time dependence getting involved in the Hamiltonian function, the equation (5.10) is the same as (4.4). Suppose the Lagrangian manifold Λ is simple and u is a global WKB solution compatible with the Cauchy initial data. Then for any t ∈ R, f (x,t) is a WKB function by Theorem 3.1. Of course, these WKB functions are intimately related, considering they are the different representations of a same function u. Actually, since
applying Theorem 4.1 we have
where A and S solve the following ODEs:
The term H(z) has been removed from (5.11) since H(z) ≡ 0 when z ∈ Λ. By Theorem 3.2 and formula (3.10), a coherent state integral approximation is then obtained as
where φ is defined by (2.4). One might immediately point out shortcomings and even mistakes in the above derivation. The simpleness assumption on Λ is too restrictive and actually meaningless. More seriously, it is impossible for the global solution to have a compact support since the wave information will definitely propagate to infinity. However, the formula (5.13) itself is obviously well-defined, no matter how the Lagrangian manifold Λ is located in the phase space. Is it possible that based on a wrong reasoning, we have arrived at a correct solution? This is indeed the case, as shown in the next subsection.
Justification of the global asymptotic solution.
Let us introduce an operator K, analogous to the Maslov's canonical operator [28] , as
where S is determined by (5.11) and φ is defined by (2.4).
Theorem 5.1. For any A ∈ C ∞ (Λ), we have
The derivative is taken with respect to the variable t.
Proof. We first prove this theorem in the case that suppA is simple. Suppose z = z(t) is a trajectory on suppA. Set
By (5.8), it holds that
This is a WKB function of VDP, since f is by Theorem 3.3. Considering that S solves (5.11), by Remark 4.1 and Lemma 3.3 we have
In the general case, suppose {e j } is a partition of unity of Λ such that suppe j is simple. Then
The above theorem implies that if we determine A by (5.12), then
which means that KA is a global asymptotic solution with accuracy to O(ǫ). The formula (5.13) gives a first order global asymptotic solution of the wave equation (5.1), where A and S are determined by the following ODE system:
14)
The initial data ∇ 2 S(q I ) is determined by (5.7).
Numerical tests
In this section, we report some numerical tests on Schrödinger and Helmholtz equations. The ODE systems (4.21)-(4.24) and (5.14)-(5.17) are integrated out with the "DIVPRK" subroutine in the IMSL library, which uses the Runge-Kutta-Verner fifth-order and sixth-order methods. The tolerance for error control is set as 10 −14 , thus the computed quantities can be considered exact from the numerical point of view, if the evolution time is not too large. It should be pointed out that for long time evolutions, the symplectic integrator or spectral integrator would be more appropriate. However, we will not pursue this point in this paper.
We need also to approximate the continuous integrals in The coordinate (y,t) is then discretized with the trapezoidal rule. Our numerical tests showed that in both cases, it suffices for the integration step size to be of order O( √ ǫ)
in each direction to guarantee a first order approximation to the continuous integrals.
A numerical analysis will be reported in a forthcoming paper. In the general case when no global coordinate is available, we first resort to the partition of unity to decompose the initial Lagrangian manifold into a finite union of small patches, such that each patch admits a global coordinate. After deriving the wave solution for each patch, we sum up the wave fields together to form a global first order approximation. In the following numerical tests, we indicate u CS as the semi-classical approximate solution by the global geometrical optics method, and u either the exact or reference solution of the governing wave equation.
One-D Schrödinger equation.
In this part, we consider the onedimensional Schrödinger equation
As a first numerical example, we set
For any time t ≥ 0, the displaced Lagrangian manifold associated with the initial WKB function is
which is actually a curve in the two-dimensional phase space. Caustics will form at t = 0.5. At t = 1.0, there are two caustic points x = ±0.285121···. Figure 6 .1 shows the Lagrangian manifold at different times. The reference wave solution u is computed by the Fourier transform method. The computational domain is truncated into [−10,10] , and 2
18 grid points are used. Figure 6 .2 compares the Gaussian coherent state approximation with the reference solution at t = 1.0 when ǫ = 2 −8 is only moderately small. Even around caustics, they match very well. Figure 6 .3 depicts the relative errors at t = 0.2 and t = 1.0. A first order asymptotic convergence rate can be observed not only for the L 2 -error, but for the L ∞ -error also. Figure 6 .4 shows the magnitude of error functions. The maximum error actually appears around caustics. It is not halved when ǫ goes from 2 −15 to 2 −16 . However, since the amplitude of wave solution increases at caustics, the relative error is indeed halved, as shown in figure 6.3.
Next we consider the Schrödinger equation with a variable potential. The initial data and the potential are set as This numerical setting has been applied in [19] to analyze the accuracy of the Lagrangian Gaussian beam approach. We compute the reference solution with the timesplitting spectral method [2] by truncating the computational domain into [−2,2] and using 2 18 grid points. The time step is set as 10 −4 . There are two caustic points with significant energy when t = 0.5. In the left of figure 6.5 we compare the coherent state approximation with the reference solution, and in the right we depict the relative errors. A first order convergence rate is observed in both the L 2 norm and the L ∞ norm. For this example, the maximum error is attained around caustics only after ǫ becomes sufficiently small; see figure 6.6.
Two-D Schrödinger equation.
We consider the two-dimensional free Schrödinger equation
This numerical example has been used in [20] to demonstrate the performance of the level set method with phase shift correction. At T = 0.5, zigzag-type caustics will develop in both the x 1 -and x 2 -directions; see the illustrations in [20] . The left plot of figure 6.7 shows the wave amplitude of the reference solution derived by the Fourier transform method, while the right illustrates the approximate wave field by the coherent state approximation. Their difference is shown in the left of figure 6.8, and the relative maximum errors are shown in the right. A first order asymptotic convergence rate is clearly observed.
One-D Helmholtz equation.
In this part, we consider the onedimensional Helmholtz equation
Here erf is the error function, as shown in the left of figure 6.9. The Hamiltonian function is H(x,ξ) = ξ 2 + erf(x). Note that for this example, the governing equation is only of hyperbolic-type on the negative real axis. Suppose the incident wave is right-going, i.e., The Lagrangian curve associated with this right-going wave is illustrated in the right of figure 6.9. The reference solution is derived by solving the truncated domain problem −ǫ 2 u xx + erf(x)u = 0, x ∈ (x l ,x r ),
In the numerical experiment, we set [x l ,x r ] = [−5,1] and employ the finite element method with sufficiently refined meshes. As illustrated in the right of figure 6.9, there exists one caustic point x = 0. The typical solution behavior is shown in the left of figure 6 .10, and the relative maximum errors are plotted in the right. Again a first order asymptotic rate is observed. 
Two-D Helmholtz equation.
In this subsection we consider the twodimensional Helmholtz equation ∆u + k 2 u = 0.
The Hamiltonian function is
H(x,ξ) = ξ 2 − 1. The Cauchy data is specified on the unit circle as u I = 1, and we assume the wave propagates into the interior of this unit circle. It is straightforward to check that the incident wave field is actually
0 (kr) H .
The left of figure 6.11 shows the wave amplitude when k = 100. A focal point forms at the origin. The right of figure 6.11 plots the relative maximum errors. A first order asymptotic rate is obviously observed. The plane wave u I (x) = exp(ikx 1 ) travels from left to right. We illustrate the ray curves in the left of figure 6.12, from which a cusp caustic can be observed. The right of figure 6.12 illustrates the wave amplitude of the solution with k = 1000, which is obtained by the proposed method. 
Conclusion
In this paper, we developed a new approach called the global geometrical optics method for the scalar linear wave equations in the high-frequency regime. We first considered the Schrödinger equations. The basic idea of the proposed method is to express the governing wave equation under a moving frame determined by the underlying Hamiltonian flow. The benefit of this treatment is such that a global in time WKB-ansatz solution is valid for an arbitrary but fixed evolution time, if the initial WKB data is simple enough. In addition, the phase and the amplitude at the origin x = 0 can be determined merely through two simple ODEs. By varying the starting point of the moving frame, we form a WKB-type function only defined on the Lagrangian manifold, from which the wave field can be retrieved with accuracy to first order. For more general initial WKB data, we employed the idea of partition of unity. However, the final semi-classical approximation does not rely on the specific choice of partition of unity. We also extended the global geometrical optics method to the general scalar wave equation with Cauchy data. We define an analogy of Maslov's canonical operator, from which a globally valid semi-classical approximation with Gaussian coherent states was proposed.
We would like to make a comparison between the proposed method and the Gaussian beam approach. A common point shared by these two methods is that the approximation is formulated as some sort of stationary path integral in the phase space, and the numerical implementation can be realized by the method of characteristics. Besides, both methods can solve the caustic problem to some extent suffered by the classical geometrical optics method. However, the accuracy of thawed-type Gaussian beam approximation deteriorates around caustics, as exposed in [19] . The frozen-type Gaussian beam approach such as the Herman-Kluk approximation [13, 21] is formulated as an integral in much higher dimensions. In d dimensions, the HermanKluk approximation is defined on a 3d manifold, though some improved version [32] reduces the integrating space to 2d dimensions. Comparatively, our approach (see (4.20) or (5.13)) presents a uniform first order approximation, and is only defined on a d-dimensional manifold. We should be frank, however, that the proposed method is restricted to the initial data in the WKB form (or a finite sum of them), while other approximations are applicable to much more general initial data. In addition, it is not clear for the moment whether or not the semi-classical approximation (4.20) can be straightforwardly derived from either the Herman-Kluk approximation or some of its analogues by a proper stationary phase analysis.
