Abstract-Planning with kinodynamic constraints is often required for mobile robots operating in cluttered, complex environments. A common approach is to use a two-dimensional (2-D) global planner for long range planning, and a short range higher dimensional planner or controller capable of satisfying all of the constraints on motion. However, this approach is incomplete and can result in oscillations and the inability to find a path to the goal. In this paper we present an approach to solving this problem by combining the global and local path planning problem into a single search using a combined 2-D and higher dimensional state-space.
I. INTRODUCTION
Mobile robots often have to operate in large complex environments. As such, path planning for these systems needs to account for the various kinodynamic constraints of the platform and the environment potentially resulting in a high dimensional state-space. Unfortunately, this high dimensionality often leads to a dramatic increase in the time and memory required to find a path as the environment size increases. For a sufficiently large outdoor environment it can become computationally intractable for the robot's onboard processing capability. Planning only in two dimensions (2-D), such as planar position (x, y), does not suffice as the resulting path may not be feasible due to motion constraints or asymmetric platform shapes. As a result, planning in a high dimensional (high-D) state-space is often necessary in order to guarantee executable paths. For example the 2-D (x, y) path shown in Fig. 1(a) is difficult for a nonholonomic robot to follow due to the instantaneous change in the orientation of the robot. On the contrary the 3-D (x, y, θ) path shown in Fig. 1(b) is relatively easy to execute.
Current approaches to full-dimensional planning for navigation are either suboptimal [1] , [2] or are limited in the size of the area they can handle [3] . For very large environments, a common alternative is to perform a global plan in 2-D and have a separate local controller or local planner perform a higher dimensional plan on a small local region around the robot [4] , [5] , [6] . While effectively ignoring a subset of the dimensions for the global plan can make these large environments tractable and improve planning times, they are incomplete in that the robot may get stuck and never reach the goal even though there is a feasible path. The main reason for this is the inconsistency between the assumptions that local and global planners make.
As an example, Fig. 2 depicts a scenario that many planners are incapable of successfully dealing with. In this scenario, a short path to the goal is available but due to the sharp turn initially being located outside of the range of the local high dimensional planner, it is infeasible unbeknownst to the robot. As the robot approaches the impassable area, the sharp turn enters the range of the local controller. At this point the system recognizes that the current path is no longer executable, replans, and produces a path that goes down the right hand route. However, once the robot leaves the vicinity of the obstruction such that the problem area is no longer within the planning area of the local planner, any replan by the global planner will once again attempt to route the robot down the left hand side. For some environments numerous such routes may exist resulting in a multi-state oscillation where the robot in turn tries each of them without ever producing a plan through the one correct route. A similar situation may occur in outdoor environments where states may be feasible but have high cost depending on which G R Fig. 2 : Example of environment that could be incomplete for systems with separate local and global planners. Robot R is at the start location in the upper left. The local planner operates within the grey circle surrounding the robot. The global planner initially generates red dashed path to the goal G. However the robots size prevents it from making the turn marked by the green "+". At this point the global planner returns the green dotted path. Once the robot returns to the vicinity of the start location, any replan by the global planner would return a path similar to the red dashed path, potentially resulting in the robot oscillating between the two points. direction the robot is oriented. An example would be a steep slope. While traversing along the side of the slope the cost would be relatively low, however going straight up or down would be considerably more expensive. The naïve approach to solving these problems by blocking off the offending path also results in an incomplete planning solution as the robot may need to partially enter the area in order to maneuver for the correct path, or in the slope example, may be required to pass through a position with a certain orientation.
In this paper we show how to extend the concept of the local and global planners to a single graph in such a way that we can guarantee completeness while being efficient enough for use as an online planner. Using ideas from adaptive dimensionality reduction [7] we can iteratively combine the 2-D global graph along with one or more higher dimensional areas. By selecting the areas in the vicinity of the robot and at key points in the environment for inclusion as high-dimensional areas we can improve upon the separate global and local planner paradigm. This approach relies on the notion that only certain areas need or even benefit from the higher dimensional planning while the vast majority of states only need to be searched in the lower dimension. This results in substantial speedups and lower memory requirements while preventing oscillations. We show that the algorithm is complete with respect to the state-space discretization and can provably guarantee to find a solution, if one exists, provided its actions are reversible (e.g. no one way streets). We also demonstrate the efficiency of the algorithm in simulation and applied to a real-world significantly asymmetric differential drive robot.
II. ALGORITHM

A. Description
The algorithm functions by forming a graph of the search space with a mix of 2-D and high-D states. It starts out by planning in high-D around the robot and everywhere else in 2-D (just as a standard combination of global and local planning). Then as the robot starts executing the trajectory, every time it encounters a situation where the re-planning finds a path that differs from the previous path or it recognizes the potential for oscillations to occur, the planner leaves a permanent high-D region at the current location. For our purposes we use 2-D synonymously with the low dimensional component of our algorithm, specifically using it to represent the planar position (x, y). The high-D state-space is typically translation and orientation (x, y, z, θ) although velocity v or other dimensions could be used as well.
B. Notations and Assumptions
We assume that the planning problem is represented as searching a directed graph G = (S d , E d ) where S d is a discretized finite state-space with dimensionality d, consisting of vertices s = (x 1 , x 2 , . . . , x d ) and E d is the set of directed edges in the graph. The transition between vertices e(s i , s j ) is associated with a cost c(s i , s j ). The objective of the search is to find a least-cost path in G from start state s start to goal state s goal . We use the notation π(s i , s j ) to denote a path in graph G from state s i to state s j and π (s i , s j ) to denote the least-cost path.
We define two auxiliary statespaces that we use to construct our search state-space, a high dimensional state-space S H with dimensionality h and a low dimensional state-space S L with dimensionality l such that h > l.
Definition 2 (λ(·)): Function returning the projection of a state into a lower-dimensional subspace. There also exists the inverse λ −1 which maps from a lower to a higherdimensional space:
Notice that λ is a many to one mapping and λ −1 is a one to many mapping. Also note that the left-hand side of (4) results in a set of states not the single state provided as input.
Definition 3 (Q c , Q 1 ): Q c is the queue that stores the position of all high dimensional regions that have been introduced by the algorithm. Each high-D region can be represented by a single state. For example, a high-D sphere where the center state is stored in Q c . Q 1 is a queue that stores potential centers of high-D regions and their corresponding lower bounds on cost-to-goal (g low ).
Definition 4 (Priority): For every high-dimensional state s, the priority of s according to the i th replan is:
The i th plan returned from COM-PUTEPATH. It consists of the ordered list of states {s We assume COMPUTEPATH executes a backward A search or one of its variants and as such it computes g-values which are the costto-goal for some states in the state-space. It is guaranteed to have been computed for all states on the returned path. The search is performed from the goal to the start state so
is a planner specific test for inserting high-D regions into the hybrid graph. For our implementation we use a change in homotopic class (Def. 7) to signal this condition. Our planner is guaranteed to be complete independent of what "Condition 1" stipulates or even if it is absent.
Definition 7 (Homotopic Class): Two paths connecting the same start and goal coordinate are in the same homotopy class if they can be smoothly deformed into one another without intersecting any obstacle in the environment, otherwise they are in different homotopy class. The homotopic class of a path is dependent on which obstacles it went around and in which direction. In this way paths that take fundamentally different routes to the goal can be identified 1 (see [8] for in-depth mathematical treatment).
Assumption 1: The cost of transition between different high dimensional states is at least the cost of transition between the corresponding low dimensional states. For every pair of high-dimensional state s i and s j , it will hold that c(s i , s j ) ≥ c * (λ(s i ), λ(s j )). We further stipulate that all transitions are dynamically feasible. By only using feasible edges, the resulting trajectory through the graph is guaranteed to be executable without additional smoothing or postprocessing. For 3-D navigation typical motion primitive sets a.
b. c. The map only changes a finite number of times. This assumption is required for completeness, as a map could be modified in an adversarial way to ensure no plan ever successfully reaches the goal state.
Assumption 3: ∀s : e(s curr , s) ∈ E HL =⇒ s ∈ S H . To maintain the completeness property we assume that the high-D region around the robot is larger than the length of the longest high-D motion primitive. This ensures that the immediate successor of a robot state, s curr , is a high-D state. For the sake of efficiency in execution we assume that the cost of turning through an angle of α is no greater than the cost to drive along an arc of length rα, where r is the radius of the high-D circle.
C. Search Graph Construction
We construct a hybrid dimensional state space S HL as our search state-space by combining the high dimensional state-space S H and low dimensional state-space S L . The high dimensional state space in S HL consists of 1 . . . N small circular regions R n , centered at key points (x n , y n ) with one of these points always being the current robot position. For each high dimensional region, S HL is modified by removing all low dimensional states s l inside the high dimensional region R n , replacing them with the set of high dimensional projections λ −1 (s l ). Thus, S HL contains both low dimensional and high dimensional states. Also, by construction a high dimensional state s h and its corresponding low dimensional projection λ(s h ) are never simultaneously members of S HL although one of them always is.
In order to transition between the high dimensional regions and the low dimensional regions, the hybrid transition set E HL is defined for S HL . The hybrid transition set is constructed as the union of the following edges:
Notice that the above definition of E HL allows for transitions between states of different dimensionalities. Fig. 4 illustrates the set of transitions in the G HL graph in the case of 3D (x, y, θ) path planning and Algorithm 2 in Section II-D below details the pseudo-code.
update map with sensor data 4 :
if C1 is satisfied then 7: insert s curr in Q c 8: 
18: end while
D. Graph Search
The variable dimensional search algorithm is detailed in Algorithm 1. The variables specific to this algorithm are initialized on line 1 prior to the first search. COMPUTEPATH on line 5 takes the current position and goal along with the set of all high dimensional regions and runs backward A or one of its variants on the hybrid graph to determine the optimal path to the goal. It returns this path, as well as updated g-values 2 for all states on the returned path. The third return value is a variable used to denote whether the trajectory returned meets the conditions of "Condition 1" (Def. 6). Note that the current position is always passed into COMPUTEPATH as a location for a high-D region.
The hybrid graph consisting of the hybrid vertex and edge elements, S HL and E HL is constructed as detailed in Section II-C and shown in Algorithm 2 and passed into the COMPUTEPATH function (line 5 of Algorithm 1). It initially sets the hybrid state-space to be equal to the low dimensional state-space. For each of the high-D regions it adds the appropriate high-D states and corresponding edges to the graph (lines 5-7). The REGION function on line 5 is also responsible for removing the corresponding low dimensional states from S HL . The ADDEDGES function generates E HL as described in section Section II-C above.
In the event that "Condition 1" is satisfied (as detected by line 6 in Algorithm 1) then the current location is added to the set of high-D states. This is done because "Condition 1" should signal when new information, such as the inclusion of the higher dimensions in the search, has shown the current trajectory to not be optimal. By placing the current Algorithm 2 CONSTRUCT(G, Q) location into the list of high-D states, that information will be "remembered" during future planning cycles.
States that had previously been priority 1 and are on the current trajectory to the goal and now have a lower g-value than the g low stored for that state are also added to the list of high-D states (lines 9-11). This is done in order to prevent oscillations as a drop in a g-value indicates a fundamental change in the path taken from that location to the goal, even if "Condition 1" was not true. As an example, consider a long, narrow hallway with a robot incapable of turning in place, a high penalty for traveling backwards and a goal state behind the robot. If the robot cannot sense the end of the hallway, it may choose to travel forward to the unseen area and turn around there. However, once reaching the end of the hallway, the robot will determine that it is unable to turn-around, and will travel in reverse back to the goal state. As it does this, it is undesirable for the robot to return to the end of the hallway once it leaves the sensor range. However, we can detect this phenomenon by the lowering of the g-values during the back-tracking portion and place high-D regions along the hallway. In this way, the robot is guaranteed to not oscillate.
The check on line 12 is to flag potential oscillation points along the path. As these points are elevated to priority 1, they become eligible for inclusion in the high-D areas as described in the above paragraph. This check is true when the g-value of the current robot pose is higher than the previously computed g-value of its previous pose. Since the search is made outwards from the goal, the values should be monotonically decreasing, thus any increase signals a potential oscillatory region.
Finally the plan is passed to the drive control subsystem to conduct the actual move. After a (possibly zero) delay, the position is updated and the loop repeats (line 17).
E. Theoretical Analysis
The algorithm holds several theoretical properties due to the construction of the search graph. In the following we assume N is the number of high-D states in the original search graph, G H .
Theorem 1: At the conclusion of every iteration i of lines 5-15 for i > 1, one of the following conditions holds prior to the execution of line 16:
• case ii ∃ high-dimensional state s such that P i−1 (s) < P i (s) Proof sketch: Assume case i does not hold then
, by lines 12-15, s curr will be moved to Q 1 . As a result, P i (s curr ) = 1 > P i−1 (s curr ) and case ii will hold. If P i−1 (s curr ) = 1, it indicates s curr has been the start state at least once before since only start states are inserted into Q 1 (line 14). Let j be the most recent iteration that started from s curr and let g j (s curr ) be the corresponding g-value. By line 13 g low (s curr ) ≥ g j (s curr ). Between the j th and i th plan, one of two cases must be true: ∃ s i such that s i is inserted in Q c or not.
• If s i is inserted in Q c , case iii will hold since the algorithm never removes a state from Q c .
• If s i inserted in Q c the hybrid graph did not change and
In which case line 9 will be true (prior to g low being updated on line 13) and s curr will be moved from Q 1 to Q c which is a contradiction to assuming s i inserted in Q c . If 
, which contradicts the assumption that case i does not hold.
Lemma 1: On a finite graph, case i can only occur a maximum O(N ) times before case ii or case iii happen.
Proof sketch: Since the g-values are finite, and, without loss of generality, decrease by integral amounts along the path, this leaves a limited number of moves before the robot reaches its goal or case ii or case iii happen.
Lemma 2: On a finite graph, case ii can only occur a maximum O(2N ) times Proof sketch: When case ii occurs at least one state whose priority is increasing. Since each state can increase its priority twice and the priority never decreases, case ii can only occur at most O(2N ) times.
Lemma 3: On a finite graph, case iii can only occur a maximum O(N ) times Proof sketch: When case iii occurs at least one state has been added to Q c which can happen N times.
Theorem 2: On a finite graph, the robot is guaranteed to reach its goal if any state reachable from the start pose has a feasible path to the goal pose. Proof sketch: Since for every iteration one of case i , case ii , case iii will occur, there is a bounded number of times case i may occur prior to either case ii or case iii occurring and case ii and case iii are both themselves bounded in their number of occurrences, then the algorithm will terminate on a finite graph with a solution if one exists. Therefore, the algorithm is complete on finite graphs.
III. EXPERIMENTAL RESULTS
We initially tested our algorithm using a simulation environment similar to that shown in a very simplified form in Fig. 6 . The robot model was a differentially driven robot with a significantly asymmetric footprint (Fig. 5b) . The map was provided to the robot at the start of the simulation, and the robot planned in 3-D (x, y, θ) for the high dimensional statespace. 50 maps of three different sizes and two types were randomly generated. The indoor maps consisted of many narrow hallways with the occasional larger room. In addition there were several thousand single point obstacles randomly placed (Fig. 7) . The other type of map was more open with many rectangular obstacles and single point obstacles placed randomly (Fig. 8) . For both map types, the start and goal states were placed in diagonally opposite corners with a heading of 0
• . Our algorithm and planning on a uniform 3-D state-space (both using optimal A were run on each of the maps and the results are presented in Table I and Table II . Since the maps were randomly generated, there were a few maps in each category that had no feasible solution, so the number of maps actually completed is presented and all statistics are based on only those maps.
As can be seen our algorithm had comparable path costs to the optimal search (< 110% of the optimal cost on average for each map size and type), with significantly lower planning times (42-67 times faster on average for each map size and type). In the outdoor environments with their "more convex" obstacles and less dead-ends the algorithm put very few high-D regions into the search graph in comparison with the more complex indoor maps.
After verifying that the algorithm performed satisfactorily in the simulation environment, we ran it on our differential drive robot. In order to make it a fair comparison with full 3-D A type searches we added a long boom on the robot so that its orientation played a key roll in whether a particular area of the map was traversable as shown in Fig. 5a . We ran a series of test runs an example of which is shown in Fig. 9 . During each of the test runs the robot replans every meter of distance traveled and used a five meter radius for the 3-D circles. For this particular example (the full motion video is included in the accompanying video submission 3 ), the robot was attempting to go around the corner near some obstacles in the middle of the hallway. The spacing of the obstacles was enough for the robot to fit through, if the robot did not have the boom attached, it would have been able to make the corner. Once the 3-D circle encompasses the obstacles, the planner finds a better path going around the central core of the map. A 3-D circle was placed at this point due to the homotopic class changing so that as the robot replanned it retained the knowledge that the upper right corner was not traversable. 
