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We consider multisets and present another proof that the set of primitive multisets is
not algebraic. We also present a large class of word languages with semilinear Parikh im-
age, containing the language COPY. Finally, we show that the class of multiset languages
fulfilling the iteration lemmata for rational multisets has the cardinality of the continuum.
Rewords:Multisets, primitive multisets, iteration lemmata.
1 Introduction
The conjecture from 1991 ( of Domosi, Horvath, Ito [2] ) that for every $k\geq 2,$ the set $Q_{k}$ of
primitive words over some $k$-letter alphabet is not context-free, is still unsettled. However, the
related languages $L_{k}$ , for each $k\geq 2,$ consisting only of those primitive words all permutations of
which are also primitive, has been shown not to be context-free [21]. That result also implies that
the sets $mQ_{k}$ of primitive multisets over some $k$-letter alphabet is not semilinear. Semilinear sets
correspond to algebraic ( context-free ) languages of multisets. Since the underlying operation
$+$ is commutative in contrast to catenation . the classes of rational, linear and algebraic multiset
languages coincide, and are also identical with the corresponding classes of Parikh sets of regular,
linear and context-free word languages.
Using the iteration lemma for rational multiset languages we present another proof that $mQ_{k}$
is not algebraic ( semilinear ) for $k\geq 2.$ But $mQ_{k}$ is in PsDCS, the class of Parikh images of
deterministic context-sensitive languages.
We also introduce a large class of word languages with semilinear Parikh image, closed under
homomorphism and containing the language COPY, but not the languages $L_{k}$ .
Finally, we show that the class of multiset languages fulfilling the iteration lemma for rational
multiset languages has the cardinality of the continuum. This implies and gives an alternative
proof of the fact that the class of word languages fulfilling the iteration lemma for regular
languages also has the cardinality of the continuum [1],




In the sequel, a multiset is defined just as an element $\alpha=$ (ai, $\cdots,$ $a_{k}$ ) $\in B\mathrm{V}^{k}$ . Operations on
multisets are defined by
surn ; $\alpha+\beta=(a_{1}+b_{1}, \cdots, a_{k}+b_{k})$
order : $\alpha\subseteq\beta\Leftrightarrow a_{j}\leq b_{j}$ $(1\leq j\leq k)$
difference : $\beta-\alpha=$ $(b_{1}-a_{1}, \cdots, b_{k}-a_{k})$ if a $\subseteq\beta$
The norm of a multiset $\alpha=$ (ai, $\cdots,$ $a_{k}$ ) $\in B\mathrm{V}^{k}$ is defined by $|$a$|=Ei_{=1}a_{i}$ .
If $\Sigma=\{s_{1}, \cdots, s_{k}\}$ is an alphabet then a multiset $\alpha=$ (ai, $\cdots,$ $a_{k}$ ) $\in B\mathrm{V}^{k}$ represents the
multiplicities of symbols $s_{i}$ in a word $w\in$ $\mathrm{C}’$ , especially the word $\mathrm{i}/(\mathrm{a})=s_{1}^{a_{1}}\cdots s_{k}^{a_{k}}$ . Let $\Sigma^{\oplus}$
denote the set of all multisets on carier I. $\Sigma^{\oplus}$ can be identified with $B\mathrm{V}^{k}$ .
A multiset grammar is a quadruple $G=$ (Vw, $V_{T},$ $A,$ $P$), where $V_{N}$ , $V_{T}$ are disjoint alphabets,
the nonterminal and the terminal one, respectively, $A\subseteq V^{\oplus}$ is a finite set of multisets ( its
elements are called aioms ), and $P$ is a finite set of multiset rewriting rules or productions (in
short, rules) of the form $\mu_{1}arrow\mu_{2}$ , where $\mu_{1}$ , $\mu_{2}$ are multisets over $V=V_{N}\cup$ $A_{T}$ and $|\mu 1|V_{N}$ $\geq 1.$
For two multisets $\mathrm{a}\mathrm{i}$ , $\alpha_{2}$ over $V$ , we write $\alpha_{1}\Leftrightarrow\alpha_{2}$ for some $r:\mu_{1}arrow\mu_{2}\in P$ if $\mu_{1}\subseteq\alpha_{1}$ and
$\alpha_{2}=$ $(\alpha_{1}- \# 1)$ $+\mu_{2}$ . If $r$ is understood, then we write $\Rightarrow$ instead of $=\cong*$ . We denote by $\Rightarrow$ the
reflexive and transitive closure of the relation $\Rightarrow$ . The set of multisets ( language ) generated
by $G$ is defined by
$\mathrm{M}\{\mathrm{G}$) $=$ { $\beta\in V_{T}^{\oplus}|\alpha\ovalbox{\tt\small REJECT}$ , for some $\alpha\in A$ }.
We classify such grammars in a Chomsky-like way as follows [19]:
1. Grammars $G$ as above are said to be arbitrary.
2. If $|\mu_{1}$ $|\leq|\mu_{2}|$ for all rules $\mu_{1}arrow\mu_{2}$ in $P$ , then $G$ is said to be monotone.
3. If $|\mu_{1}|=1$ for all rules $\mu_{1}arrow\mu_{2}$ in $P$ , then $G$ is said to be context-free.
4. If $|\mu_{1}$ $|=1$ and $|\mathrm{x}-\mathrm{e}_{2}|V_{N}$ $\leq 1$ for all rules $\mu_{1}arrow\mu_{2}$ in $P$ , then $G$ is said to be linear.
5. If $|\mu_{1}|=1$ , $|\mu_{2}|\leq 2,$ and $|\mu_{2}|V_{N}\mathrm{S}$ $1$ for all rules $\mu_{1}arrow\mu_{2}$ in $P$ , then $G$ is said to be
regular.
We denote by mARB, mMON, $\mathrm{m}\mathrm{C}\mathrm{F}$ , mLIN, mREG the families of multiset languages
generated by arbitrary, monotone, context-free, linear, and regular multiset grammars, respec-
tively. By FIN, REG, LIN, $\mathrm{C}\mathrm{F}$ , $\mathrm{C}\mathrm{S}$ , RE we denote the families of finite, regular, linear,
context-free, context-sensitive, and recursively enumerable languages, respectively. For a family
$\mathrm{F}$ of languages we denote by $\mathrm{P}\mathrm{s}\mathrm{F}$ the family of Parikh sets of vectors associated with languages
in F. The family of all semilinear languages is denoted by SLin.
3 Primitive Multisets
We first cite
Proposition 3.1 : ( [19])
mREG $=\mathrm{m}\mathrm{C}\mathrm{F}=\mathrm{P}\mathrm{s}\mathrm{R}\mathrm{E}\mathrm{G}=\mathrm{P}\mathrm{s}\mathrm{C}\mathrm{F}=$ SLin.
Definition 3.1 : ( Primitive multiset )
A multiset $\alpha\in B\mathrm{V}^{k}$ with at 70 is called primitive iff there is no $m\in B\mathrm{V}$ with $m>1$ and no
$\beta\in N^{k}$ such that $\alpha=m\cdot\beta$, where $0=(0, \cdots, 0)$ .
Let $mQ_{k}$ denote the set of all primitive wvultisets over $B\mathrm{V}^{k}$ . $\square$
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Let $\Sigma=$ {si, $\cdots,$ $s_{k}$ }. For any $w\in$ I let $\mathrm{T}(\mathrm{a})=\{u|\psi(u)=\psi(w)\}$ , i.e. $\pi(w)$ is the set of
all permutations of $w$ , where $\psi(w)$ denotes the Parikh vector of $w$ .
To $mQ_{k}$ are associated two word languages :
$L_{k}=$ {$w|w\in$ iL’, $\mathrm{T}(\mathrm{a})\subseteq Q_{k}$ }, and $L_{k}’=$ v{mQk).
Trivially, $L_{k}= \bigcup_{w\in\Sigma^{+},\pi(\cdot w)\subseteq Q_{k\backslash }}\pi(w)$ .
Note that $n(abbaba)\not\in$ $Q_{k}$ since ababab $\in$ n(abbaba) but ababab $\not\in Q_{k}$ .
Clearly, $\psi(L_{k})=\psi(L_{k}’)=mQk$
Note that $\psi(Q_{k})=B\mathrm{V}^{k}s$ $( \bigcup_{i=1}^{k}\{n_{i}| e_{i}|n_{i}>1\}\cup\{0\})$ is semilinear, with unit vectors
$e_{i}=$ $(0, \cdots 0, 1, 0, \cdots, 0)$ . Thus $\mathrm{i}\mathrm{p}(\mathrm{Q}\mathrm{k})\in \mathrm{P}\mathrm{s}\mathrm{C}\mathrm{F}=$ SLin.
In contrast to the word case in which the set $Q_{k}$ of primitive words fulfills all known iteration
lemmata for CF and the conjecture is that $Q_{k}$ \not\in CF, we shall show that $mQ_{k}$ does not fulfill
the iteration lemma for PsCF, giving another proof that $mQ_{k}\not\in \mathrm{P}\mathrm{s}\mathrm{C}\mathrm{F}$ ( [21] ).
For $\alpha=(a_{1}, \cdots, a_{k})\in IN^{k}$ let $\mathrm{r}(\mathrm{a})=gcd(a)\cdots,$ $a_{k})$ if $E\mathit{3}_{=1}a_{j}\neq 0$ and $\mathrm{r}(\mathrm{a})=0$ if
$\sum_{j=1}^{k}a_{j}=0$ ( i.e. if $\alpha=0\Leftrightarrow$ gcd(a) $=0$ ).
Note that $gcd(0,3,5)=1$ , $\mathrm{g}\mathrm{c}\mathrm{d}(0,0,0)=2$ but $\mathrm{g}\mathrm{c}\mathrm{d}(\mathrm{a})$ $0,0)=0.$
Lemma 3.1 :
$\alpha\in mQ_{k}\Leftrightarrow\Gamma(\alpha)=1$
Proof : $\alpha=m\cdot\beta$ implies $\mathrm{T}(\mathrm{a})\geq m>1$ . $\mathrm{r}(\mathrm{a})=d>1$ implies $\alpha=d\cdot\beta$ .
Proposition 3.2 : ( Iteration lemma )[18]
For any multiset language $M\in \mathrm{P}\mathrm{s}\mathrm{C}\mathrm{F}$ there exists a $N=N(M)\in J\mathrm{V}$ with $N>0$ such that
for any $\alpha\in M$ with $|()|>N$ there exists $\beta\in B\mathrm{V}^{k}$ with $|\#|\leq N$ and $lm$ $\geq-1$ : $\alpha+m$ . $\beta\in$ $M.\text{ }$
Theorem 3.1 :
$mQ_{k}$ does not fulfill the iteration lemma for algebraic multiset languages PsCF.
Proof : It suffices to prove this for the case $k=2$ since for $h$. $>\mathit{2}$ we can consider the subset
$mQ_{k}$
”
$C_{2}\subseteq mQ_{k}$ with $C_{2}=$ $\{(a_{1},a_{2},0, \cdots, 0)|a_{1}, a_{2}\in \mathrm{R}’\}$ .
We have to show that for arbitrary $N\in B\mathrm{V}$ with $N>0$ there exists $(p, q)\mathrm{E}$ $mQ_{2}$ with
$p+q>N$ such that for all $(\#, /)$ $\in B\mathrm{V}^{2}$ with $0<x+y<N+1$ there exists an $r\in B\mathrm{V}$ $\cup\{-1\}$
such that $\Gamma(p+rx, q+ry)=gcd(p+rx, q+ry)>1.$
Actually, we shall show that there exist infinitely many such $r$ .
Let $N>0$ , $p=(N+1)!$ , and $q=t\cdot(N+1)!+1$ with $t>N.$
$(p, q)\in mQ_{2}$ since $gcd((N+1)!, t\cdot(N+1)!+1)=gcd(a)+1)$ !, $1$ ) $=1.$
Case 1 : $0<x$ $<N$ $+1$ , ) $=0.$
Since $p=hx$ it follows that $p+rx=(h+r)a$ for all $r>0.$ If $q=de$ with $d>1$
(e.g. $d=q$ ) then for infinitely many $r>0$ we have $h+r=sd,$ and therefore it follows
thatgcd(p $+rx$ , $q$) $=gcd(sdx, \ )$ $\geq d>1$ for infinitely many $r>0.$
Case 2: $x=0,0<y<N+1.$
Then $0<y<N+$ 1. From this follows that $1<y+1\leq N+$ 1, and therefore also
$q+y=t(N+1)!+1+y\mathrm{J}(y+1)$ , as well as $p=h(y+1)$ . hence $gcd(p, q+y)\geq y+1>1.$
With $r=g(y+1)+1$ and $g>0$ follows that $q+ry=q+g(y+1)+1=(f+g)(y+1)$ ,
hence $gcd(p, q+ry)\geq y+1>1$ for infinitely many $r>0.$
Case 3 : $0<x$ , $0<y$ , $x+y<N+1.$
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$0<x<N+1$ implies $p=hx$ , $h<(N+1)!$ , and $y<N.$ Therefore $y\leq N$ – 1 and
$hy<(N-1)(N+1)!$ . Now let $A=q-hy.$ Since $t>N-$ 1, thus $t\geq N,$ it follows that
$A=t(N+1)!+1-hy>N(N+1)!-(N-1)(N+1)!=(N+1)!$ .
Assume $A=de$ with $d>$ $1$ (e.g. $d=A$ ). Then, for any $r>0,$ we have the fact that
$(p+rx, q+ry)=$ (($h+$ r $\mathrm{x},$ $A+(h+$ r)y). Now, for infinitely many $r>0$ we have $h+r=$ e.g.
and therefore also $gcd(p+rx, q+ry)=gcd$(($h+$ r $\mathrm{x},$ $A+(h+$ r)y) $\geq d>1.$
Thus, $mQ_{2}$ does not fulfill the iteration lemma for algebraic multiset languages. $\square$
Immediate consequences are
Corollary 3.1 :
$mQ_{2}\not\in$ PsCF, $mQ_{k}\not\in$ PsCF.
and
Corollary 3.2 :
$L_{2}$ ( $\mathrm{C}\mathrm{F}$ , $L_{k}$ ( $\mathrm{C}\mathrm{F}$ , and $L_{2}$’ ( $\mathrm{C}\mathrm{F}$ , $L_{k}’\not\in$ CF
Theorem 3.2 :
$mQ_{k}\in \mathrm{P}\mathrm{s}\mathrm{D}\mathrm{C}\mathrm{S}=$ PsDLBA.
Proof : Consider $\nu(mQ_{k})$ . A DLBA $A$ with input $w=s_{1}^{a_{1}}\cdots s_{k}^{a_{k}}=\nu(a_{1}, \cdots, a_{k})$ can check
whether $gcd(a_{1}, \cdots, a_{k})=1.$ If so, $A$ accepts $w$ , otherwise $A$ rejects $w$ . Thus, $A$ accepts exactly
$\mathrm{v}$(rnQk). Therefore, $mQ_{k}\in \mathrm{P}\mathrm{s}\mathrm{D}\mathrm{C}\mathrm{S}\subseteq$ Ps $\mathrm{C}\mathrm{S}$ . $\square$
The next theorem is analogous to an earlier result of ours concerning the sets $Q_{k}$ of primitive
words [11].
Theorem 3.3 :
$\uparrow nQ_{k}$ is indecomposable, $i.e$ . $mQ_{k}=A+B$ implies either $A=\{0\}$ and $B=mQk$ or
$B=\{0\}$ and $A=mQ_{k}$ .
Proof : We shall use induction on the length of multisets.
$A\cap B=\emptyset$ . Since $0+0=0\not\in mQ_{k}$ it follows that $\mathrm{O}\not\in A\cap B.$ Assume $\alpha\in A\cap B.$ Then
$az+\alpha\in$ mQfc, a contradiction.
Now $e_{i}\in mQ_{k}$ . Then $e_{i}\in A$ or $e_{i}\in B.$ Assume $e_{i}\in A.$ This implies 06 $B$ , and furthermore
$e_{j}\in A$ for all $1\leq j\leq k.$
Thus for all $\alpha\in mQ_{k}$ with $|\mathrm{C}\mathrm{h}|--1$ holds $\alpha\in A$ and $B$ contains no multiset $\beta$ with $|\#|=1.$
Now assume that for all $\alpha\in mQ_{k}$ with $|\alpha|\leq n$ holds $\alpha\in A$ and $B$ contains no 4 with
$0<|$ $\mathrm{f}1|\leq n.$
Let $\alpha\in mQ_{k}$ with $|\alpha$: $|=n+1$ . Then $\alpha=\gamma+\delta$ with $0<|\delta|\leq n.$ By the induction hypothesis
follows that $\mathit{6}\not\in B.$ Therefore $\delta=0$ and $\alpha=\gamma\in A.$
For $\beta jf$ $mQ_{k}$ with $|\beta|=n+1$ follows $\beta=s\cdot\gamma$ for some $s>1$ and $7\in mQ_{k}$ . But then,
by the induction hypothesis, $\mathrm{y}\in A$ and therefore $(s+1)\cdot\gamma\in mQ_{k}$ , a contradiction. Thus $B$
contains no $\beta$ with $0<|\beta|\leq n+1.$
The case $A=\{0\}$ and $B=mQ_{k}$ is symmetric. $\square$
In the following we introduce a large class of word languages with semilinear Parikh image,
containing e.g. COPY, and being closed under word homomorphism.
Let $\hat{\mathrm{H}}_{\mathrm{r}}\mathrm{X}$ denote the following class of languages :
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Xr(L) $=\{\mathrm{h}\mathrm{i}(\mathrm{w})\cdots h_{r}(u’)|w\in L\}$ with $L\in \mathrm{X}$ where
$h_{j}$ $(j=1, \cdots, r)$ are word homomorphisms. The corresponding class with non-erasing
homomorphisms is denoted by $\mathrm{H}_{\mathrm{r}}\mathrm{X}$ . Define also $\mathrm{H}_{\mathrm{r}}’\mathrm{X}=\bigcup_{s=1}^{r}\mathrm{H}_{\mathrm{s}}\mathrm{X}$ .






Note that $COPY\in$ H2REG, since $COPY=$ $\{ww|w\in \Sigma’\}$ .
Clearly,
$\mathrm{H}_{*}\mathrm{X}=\cup \mathrm{H}_{\mathrm{r}}’\mathrm{X}=r=1\infty$ rlgm $\mathrm{H}_{\mathrm{r}}’\mathrm{X}$
and REG $=\mathrm{H}\mathrm{R}\mathrm{E}\mathrm{G}\subset$ H’2REG.
The following lemmata state some closure properties.
Lemma 3.2 :
$\hat{\mathrm{H}}_{r}\mathrm{X}$ is closed under word homomorphisms.
Proof : Consider $\chi_{r}(L)\in \mathrm{H}_{\mathrm{r}}\mathrm{X}$, and let $h$ be a word homomorphism. Then
$\{\mathrm{h}\mathrm{i}(\mathrm{w})\cdots \mathrm{h}\mathrm{r}(\mathrm{w}))=\mathrm{h}(\mathrm{h}\mathrm{i}(\mathrm{w}))\cdots \mathrm{h}(\mathrm{h}\mathrm{i}(\mathrm{w}))$
$=h_{1}’(w)$ .. . $h_{r}’(w)$
with $h_{j}’=hh_{j}$ .
Therefore $h(\chi_{r}(L))=\{h_{1}’(w)\cdots h_{r}’(w)|w\in L\}\in\hat{\mathrm{H}}_{\mathrm{r}}$X.
Lemma 3.3 :
$\mathrm{H}_{\mathrm{r}}\mathrm{X}$ and $\mathrm{H}:\mathrm{X}$ are closed under nonerasing word homomorphism.
Proof: As in the previous lemma.
An immediate consequence is
Corollary 3.3 :
$\hat{\mathrm{H}}_{*}\mathrm{X}$ is closed under word homornorphisrn.
$\mathrm{H}_{*}\mathrm{X}$ is closed under nonerasing word homomor phism.
The following iteration lemma holds :
Lemma 3.4 :( Iteration lemma )
For any $L’\in \mathrm{H}_{\mathrm{r}}\mathrm{R}\mathrm{E}\mathrm{G}$ there eists a $\mathrm{N}(\mathrm{L}’)$ such that for any $z\in L’$ there $e$ xist words
$u_{j},v_{j}$ , $w_{j}$ $(1\leq j\leq r)$ such that
1. $2=$ $12111w_{j}\cdots u_{r}v_{r}w_{r}$
2. $|\mathrm{t}\mathrm{t}_{\mathrm{j}}v_{j}|$ $\leq N(L’)$ for all $1\leq j\leq r$
3. $|v_{j}|$ $>0$ for all $1\leq j\leq r$
4. $u_{1}v_{1}^{i}w_{j}\cdots u_{r}v_{r}^{i}w_{r}\in L’$ for all $i\geq 0.$
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Proof : Let $N(L)$ be the constant for the iteration lemma for REG. Define the constants
$m= \min\{h_{j}(s)|s\in\Sigma, 1\leq 7\leq r\}$ , $NI= \max\{h_{j}(s)|s\in \Sigma, 1\leq j\leq r\}$ . Then we have
$m|w|\leq|h_{1}(w)$ $\cdots h_{r}(w)|\leq M|w|$ . Choose $\mathrm{N}\{\mathrm{L}’)=M\mathrm{N}(\mathrm{L})$ .
Now, if $z$ $\in L’$ with $|z|>N(L’)$ , and since $z$ $=h_{1}(t)\cdots h_{\mathrm{r}}(t)$ for some $t\in L,$ it follows that
$M|t|\geq|z|>$ $N(L)$ , and therefore $|t|>$ N(L).
Thus, there exist $u$ , $v$ , $w$ with $t=uvw$ ) $|uvw$) $|\leq$ N(L), $|v|>0,$ and $uv^{i}w\in L$ for all $i\geq 0.$
Now define $u_{j}=h_{j}(u)$ , $v_{j}=h_{j}(v)$ , and $w_{j}=h_{j}(w)$ for $1\leq j\leq r.$
Since $m>0$ it follows that $|v_{j}|>0$ for all $1\leq 7\leq r.$
Trivially, $n_{1}$ )$lwJ_{j}$ $\ldots u_{r}v_{r}^{i}w_{\Gamma}\in L’$ for all $i\geq 0.$ $\square$
Prom this follows the proper hierarchy
Lemma 3.5 :
REG $=$ HREG $\subset$ H’2REG $\subset\cdots\subset$ HREG $\subset \mathrm{H}_{\mathrm{r}+1}’$REG $\subset\cdots\subset$ H*REG.
Proof : Consider the languages $L_{r}=\{(wc)^{r}|w\in\{a, b\}^{*}\}$ $(r>0)$ . It is easy to see that
$\tilde{L}_{r+1}\in \mathrm{H}_{\mathrm{r}+1}$REG, but $\tilde{L}_{r+1}$ $;l$ $\mathrm{H}$ REG for $s\leq r.$
To see this assume that $\tilde{L}_{r+1}\in$ HREG with $s\leq r.$ But the iteration lemma ( Lemma 3.4 )
allows only $s$ parts of a word $(wc)^{r+1}$ to be iterated, yielding a word not in $\tilde{L}_{r+1}$ , a contradiction.
Another iteration lemma is :
Lemma 3.6 : ( Iteration lemma )
For any $L’\in$ HrCF there exists a $\mathrm{N}(\mathrm{L}\mathrm{f})$ such that for any 2 6 $L’$ there exist words
$u_{j}$ , $v_{j}$ , $w_{j}$ , $x_{j}$ , $jj_{j}$ (l $\leq j\leq r$ ) such that
1. $z$ $=$ ulvlwjxjyj $\cdots u_{r}v_{r}w_{r}x_{r}y_{r}$
2. $|\mathrm{t}_{\mathrm{j}}^{\mathrm{j}}\mathrm{T}\mathrm{J}$ $jx_{j}|$ $\leq N(L’)$ for all $1\leq j\leq r$
3, $|v_{j}x_{j}|$ $>0$ for all $1\leq j\leq r$
4. $u_{1}v_{1}^{i}UJ_{j}x_{j}^{i}y_{j}$ $\ldots$ $u_{r}v_{r}^{i}w_{r}x_{r}^{i}y_{r}\in L’$ for all $i\geq 0.$
Proof :Let $N(L)$ be the constant for the iteration lemma for $L\in$ CF. Define constants
$m= \min\{h_{j}(s)|s\in\Sigma, 1\leq j\leq r\}$ , $M= \max\{h_{j}(s)|s\in\Sigma, 1\leq j\leq r\}$ . Then we have
$?n|w|\leq|h_{1}(w)$ $\cdots h_{r}(w)|\leq M|w|$ . Choose $N(L’)=$ $N(L)$ .
Now, if $z\in L’$ with $|z|>N(L’)$ , and since $z=h_{1}(t)\cdots h_{f}(t)$ for some $t\in L,$ it follows that
$M|t|\geq|z|>$ $N(L)$ , and therefore $|t|>$ $\mathrm{N}(\mathrm{L})$ .
Thus, there exist $u$ , $v$ , $w$ , $x$ , $y$ with $t=$ uvwxy, $|$ tivw $|\leq$ N(L), $|vx|>0,$ and $uv^{:}wx^{i}y\in L$ for
all $i\geq 0.$
Now define $u_{j}=h_{j}(u)$ , $v_{j}=h_{j}(v)$ , $w_{j}=$ hj(u), $x_{j}=h_{j}(x)$ , and $y_{j}=h_{j}(y)$ for $1\leq j\leq r.$
Since $m>0$ it follows that $|v_{j}x_{j}|$ $>0$ for all $1\leq j\leq r.$
Trivially, $u_{1}v_{1}^{i}w_{j}x_{j}^{i}y_{j}\cdots u_{r}v_{r}^{i}w_{r}x_{r}^{i}y_{r}\in L’$ for all $\prime i$ $\geq 0.$ $\square$
In a similar way we get the hierachy
Lemma 3.7 :
CF $=$ HCF $\subset \mathrm{H}_{2}’$CF $\subset\cdots\subset$ HrCF $\subset \mathrm{H}_{\mathrm{r}+1}’$ CF $\subset\cdots\subset$ H*CF.




Proof : Consider $Xr\{L$ ) $=\{\mathrm{h}\mathrm{i}(\mathrm{w})\cdots hr(w)|w\in L\}\in$ HrCF with $L\subset\Sigma^{*}$ .
Let $\Sigma_{i}$ $(1\leq i\leq r)$ be disjoint alphabets. Define letter to letter homomorphisms $f_{i}$ by
$f_{i}(s)=s_{i}$ for $s\in$ C. Then, trivially $L’=\{\mathrm{h}\mathrm{i}(\mathrm{w})\cdots hr(w)|w\in L\}\in$ CS.
Now define a homomorphism $h$ on $\bigcup_{i=1}^{k}\Sigma_{i}$ by $h(f_{i}(s))=h_{i}(s)$ for $s\in$ C. This gives
$Xr(L)$ $=h(L’)$ . Since CS is closed under homomorphism, it follows that Xr(L) $\in$ CS, and
therefore $\mathrm{H}\mathrm{r}\mathrm{C}\mathrm{F}\subseteq \mathrm{C}\mathrm{S}$ .
$\mathrm{H}\mathrm{r}\mathrm{C}\mathrm{F}\subset$ CS follows from the fact that CS contains word languages not being semilinear.





Proof : $\{\mathrm{h}\mathrm{i}(\mathrm{w})\cdots \mathrm{h}\mathrm{r}(\mathrm{w}))=\psi(h_{1}(w))+\cdots+$ $\psi(h_{r}(\mathrm{r}\mathrm{p}))$
$=g_{1}(\psi(w))+\cdots+g_{r}(\psi(w))$
$=g(\psi(w))$
where $g=g_{1}+\cdots+g_{r}$ is a multiset homomorphism.
Therefore, $\psi(\chi_{r}(L))=$ g(${L) $)$ for any $L\in\hat{\mathrm{H}}_{\mathrm{r}}\mathrm{C}\mathrm{F}$ .
Since PsREG $=\mathrm{P}\mathrm{s}\mathrm{L}\mathrm{I}\mathrm{N}=\mathrm{P}\mathrm{s}\mathrm{C}\mathrm{F}=$ SLin, and SLin is closed under multiset homomor-
phism [20], it follows that $\mathrm{P}\mathrm{s}\hat{\mathrm{H}}_{\mathrm{r}}\mathrm{C}\mathrm{F}\subseteq$ SLin.
Trivially, SLin $=\mathrm{P}\mathrm{s}\mathrm{R}\mathrm{E}\mathrm{G}=\mathrm{P}\mathrm{s}\mathrm{H}\mathrm{R}\mathrm{E}\mathrm{G}\subseteq \mathrm{P}\mathrm{s}\hat{\mathrm{H}}_{\mathrm{r}}$ CF.
Therefore, $\mathrm{P}\mathrm{s}\hat{\mathrm{H}}_{\mathrm{r}}\mathrm{R}\mathrm{E}\mathrm{G}$ $=\mathrm{P}\mathrm{s}\hat{\mathrm{H}}_{\mathrm{r}}$LIN $=\mathrm{P}\mathrm{s}\hat{\mathrm{H}}_{\mathrm{r}}$CF $=$ SLin. $\square$
An immediate consequence is that all the families of Parikh sets of such languages are
identical, and that they don’t contain $L_{k}$ .
Corollary 3.5 :
$\mathrm{P}\mathrm{s}\hat{\mathrm{H}}_{*}$ REG $=\mathrm{P}\mathrm{s}\hat{\mathrm{H}}_{*}$LIN $=\mathrm{P}\mathrm{s}\hat{\mathrm{H}}_{*}$CF $=$ SLin.
and
Corollary 3.6 :
$L_{2}\not\in\hat{\mathrm{H}}_{2}\mathrm{C}\mathrm{F}$ , $L_{k}$ ( $\hat{\mathrm{H}}_{\mathrm{r}}\mathrm{C}\mathrm{F}_{f}$ and $L_{2}$ ( $\hat{\mathrm{H}}_{*}\mathrm{C}\mathrm{F}$ , $L_{k}\not\in\hat{\mathrm{H}}_{*}$CF
4 Multiset Languages Fulfilling the Iteration Lemma
Theorem 4.1 :
The cardinality of the set ofmultiset languages filfilling the iteration lemma is the cardinality
of the continuum, $2^{\aleph_{0}}$ .
Proof :Let $P=\{p_{1}, \cdots,p_{k}\}\subseteq B\mathrm{V}^{k}$ be a set of linearly independent vectors, i.e. we have
$\mathrm{C}6_{=1}m_{j}\cdot p_{j}=\sum_{j=1}^{k}n_{j}\cdot p_{j}$ implies $m_{j}=n_{j}$ for $1\leq j\leq k.$
Let $H\subseteq B\mathrm{V}$ be any infinite, also not recursively enumerable, subset of $N$. Define the multiset
language
$M_{H}=\{n_{1}. p_{1}+SZ\mathit{7}_{=2}n_{j}\cdot p_{j}|n_{1}\in H,n_{j}\in B\mathrm{V}, (2\leq 7\leq k)\}$
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$)$ $\{n_{1}\cdot p_{1}|n_{1}\in J\vee \mathrm{z} H\}$ .
$M_{H}$ fulfills the iteration lemma for algebraic multiset languages. To show this assume $|x|>0$
for $x\in M_{H}$ where $N> \max\{|p_{j}||1\leq j\leq k\}$ . Then there exists a $j$ with $n_{j}>0.$ Trivially,
$x+m\cdot lp_{j}e$ $M_{H}$ for all $m\geq-1$ .
$H\neq H’$ implies $M_{H}\neq M_{H’}$ .
To show this assume $M_{H}=M_{H’}$ . Consider $x$ $=n_{1}$ , $p_{1}+n_{2}\cdot p_{2}\in M_{H}$ with $n_{1}\in H.$ It
follows that $x=n_{1}\cdot p_{1}+$ $n_{2}\cdot p_{2}=n_{1}’\cdot p_{1}+E)_{=2}n_{j}’\cdot p_{j}\in M_{H’}$ implies, because of the linear
indepence, $n_{1}’=n_{1}$ $\in H’$ , $n_{2}’=n_{2}$ , $n_{j}’=0$ for $j>2.$ Hence $H\subseteq H’$ . By symmetry also follows
$H’\subseteq H.$ Therefore $H=H’$ , a contradiction.
Thus $|\{\mathrm{A}\mathrm{f}_{H} |H\subseteq B\mathrm{V}\}|=2^{|N|}=2^{\aleph_{0}}$ .
Note that also $2^{|N^{k}|}=2^{\aleph_{0}}$ . $\square$
Remark
By similar arguments we can prove also in the case of various iteration lemmata for word
languages that each of the corresponding language classes fulfilling them has the cardinality of
the continuum. E.g., in the case of the iteration lemma for regular languages, we get a completely
different, alternative proof of the following result [1].
Theorem 4.2 :
The cardinality of the set of word languages fulfilling the iteration lemma for REG is the
cardinality of the continuum, $2^{\mathrm{N}_{0}}$ . $\square$
All these results with detailed proofs will be presented in a forthcoming paper.
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