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Chapter 1
Introduction
Along the history, people has always been wondering what is the world made of. What are the
constituents of all the things that we can see in nature and what are the laws that govern their
behaviour. This is precisely the goal of elementary particle physics: identify the fundamental
building blocks of our world and describe their interactions.
The Standard Model (SM) is currently the most comprehensive theoretical framework that de-
scribes the physics related to the elementary particles. The model describes three of the four fun-
damental forces (gravity is not included) between particles: electromagnetism, weak and strong.
All these forces are mediated by carrier particles which obey Bose-Einstein statistics and are
called gauge bosons. The model also encloses the matter constituents of the universe which are
particles called fermions which follow Fermi-Dirac statistics. There are two fundamentally differ-
ent types of fermions: quarks and leptons. They both interact via the electroweak force but only
the quarks feel the strong force. There are six type of quarks and six type of leptons and they are
all arranged in three groups or families with certain properties. In addition, all the fundamental
particles which constitute matter have a partner with opposite charge that form the antimatter.
The model is built on the basis of different symmetries observed in nature. Until now, no
deviation has been found between the experimental measurements and the SM predictions to an
astonishing level of precision. Nevertheless, the SM cannot be the ultimate theory since it includes
a rather large number of free parameters and suffers from severe theoretical difficulties at higher
energies.
Supersymmetry (SUSY) is broadly considered as one of the most probable extensions of
the SM. SUSY introduces a new symmetry which relates masses and couplings of bosons and
fermions via spin-1/2 charges. In this way, for every existing boson in the SM it must exist a
fermionic super-partner (named with a suffix “ino”), and likewise, for every fermion a bosonic
super-partner (named with a prefix “s”) must also exist. Moreover, another symmetry called R-
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parity is introduced to prevent baryon and lepton number violating interactions. If R-parity is
conserved, super-particles can only be pair-produced and they cannot decay completely in SM
particles. This implies the existence of a lightest SUSY particle (LSP) which would provide a
candidate for cold dark matter in our universe, as it is strongly suggested by recent astrophysical
data.
SUSY particles have not been found yet, hence supersymmetry must be a broken symmetry.
Nevertheless, there are some hints which indicate that if there exist super-partners of the SM par-
ticles, they must be at the TeV energy frontier. In Run I at the Tevatron at Fermilab, protons and
anti-protons collided at 1.8 TeV. This opened the possibility to find some of these new particles,
confirming the theory. These particles were not found but some limits to its existence were estab-
lished providing more constraints to future studies. In Run II, the Tevatron and the CDF detector
were upgraded and, among other important things, the center-of-mass energy was increased to
1.96 TeV. The good performance of the accelerator and the detector translates into larger data
samples that open the possibility of finding new physics.
Since these new particles are very massive, they decay into cascades of high transverse mo-
mentum jets. If R-parity is conserved, a large missing transverse energy signal is observed due to
the presence of two LSPs that leave the detector undetected.
In this PhD thesis, the existence of the gluon and quarks super-partners (gluino and squarks,
respectively) will be investigated using CDF Run II samples of events with large missing trans-
verse energy and multi-jets in the final state. Chapter 2 is devoted to present the theoretical frame-
work in which SUSY is introduced, together with the motivations and the particular characteristics
of the symmetry breaking. Chapter 3 describes the accelerator and detector characteristics and
chapter 4 is the one describing in detail the analysis performed and the results obtained. Finally,
a discussion of the results and some ideas for future analyses are stated in chapter 5.
Chapter 2
Introduction to Supersymmetry
2.1 The Standard Model Framework
The SM is the most compelling and precise model to understand particles and their interactions
that we currently have. A complete discussion of the SM is broadly available in the literature [1].
Briefly, the SM is a quantum field theory which describes the unification of electromagnetic and
weak interactions into an electroweak sector, and contains a Quantum Chromodynamics (QCD)
sector for the description of the strong interactions. However, as it will become clear later, the SM
cannot be the ultimate theory to describe particles and their interactions in nature because some
aspects remain obscure.
2.1.1 The SM content
The fermionic sector of the SM consists of quarks and leptons and it is organised in three families
(generations) with identical properties except for the mass, as it is shown in Tab. 2.1. In addition,
Tab. 2.2 shows the different gauge bosons available within the SM framework, which are respon-
sible of three of the four main forces present in nature. Gravity is the force not included in the
SM and this is one of the main motivations for searches of theories beyond.
The SM is based on the symmetry group SU(3)C⊗SU(2)L⊗U(1)Y , where C denotes colour,
L chirality and Y hypercharge. Every group has a coupling constant associated with: gS (related
with αs) for the strong interactions; g (related with the Fermi constant GF ) for the weak interac-
tions and g′ (related with the electron charge e) for the electromagnetic interactions.
In the following sections, the different theories that conform the basis of the SM formulation
are briefly presented.
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SM Fermions 1st Generation 2nd Generation 3rd Generation
QUARKS
Up (u) Charm (c) Top (t)
1.5−3.0 MeV/c2 1.25±0.09 GeV/c2 172.5±1.3±1.9 GeV/c2
Down (d) Strange (s) Bottom (b)
3−7 MeV/c2 95±25 MeV/c2 4.20±0.07 GeV/c2
LEPTONS
Electron neutrino1(νe) Muon neutrino1 (νµ) Tau neutrino1 (ντ)
< 2 eV/c2 < 0.19 MeV/c2 < 18.2 MeV/c2
Electron (e) Muon (µ) Tau (τ)
0.511 MeV/c2 105.66 MeV/c2 1776.99+0.29−0.26 GeV/c2
Tab. 2.1: Fermionic sector of the SM. Masses are taken from the Particle Data Group (PDG) [2]. Top mass quoted is
the current best estimate for the “pole” mass.
Particle Mass Interaction
Gluon (g) 0 strong/colour SU(3)C
Photon (γ) 0 electromagnetic U(1)em
Z 91.188±0.002 GeV/c2 weak neutral
W± 80.403±0.029 GeV/c2 weak charged
Tab. 2.2: Standard Model gauge bosons and the corresponding interactions. Masses are taken from the Particle Data
Group (PDG) [2].
2.1.2 Quantum Electrodynamics
Quantum Electrodynamics (QED) was developed in the late 1940s and early 1950s chiefly by
Feynman, Schwinger and Tomonaga, to describe the electromagnetic interactions of electrons and
photons. This is a quantum relativistic renormalisable theory which is invariant under a change
of phase or gauge, θ:
ψ→ ψ′ = eiQθψ , (2.1)
where Q represents the charge and ψ is the Dirac field (spin 1/2).
In order to promote the global symmetry under U(1) transformations, responsible for the con-
1These limits are approximations since the fact that in the mixing matrix there exist two large mixing angles
prevents from assuming a “dominant eigenstate” approximation as in the case of the CKM matrix. For details see [2].
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servation of the charge, to a local one (θ = θ(x)), the covariant derivative needs to be introduced:
Dµ ≡ ∂µ− ieQAµ , (2.2)
where Aµ is a field that satisfies:
Aµ → A′µ ≡ Aµ +
1
e
∂µθ . (2.3)
Therefore, the lagrangian describing the theory becomes:
L = ψ¯(iγµDµ−m)ψ = ψ¯(iγµ∂µ−m)ψ+L I (2.4)
where the last term corresponds to the interaction with the new field, Aµ:
L I = eQAµ(ψ¯γµψ) (2.5)
In addition, the kinetic energy of the new field needs to be introduced. From Maxwell’s equations,
the kinetic term must be of the form:
LK =−14FµνF
µν (2.6)
where Fµν ≡ ∂µAν−∂νAµ.
Thus, in this theory the electromagnetic interaction is described by two quantum fields: one
for the charged particles and one for the photon. The strength of the interaction is usually de-
scribed by the coupling constant αem whose value depends on the momentum transfer q2 in an
interaction. At q2 → 0 (or low energies) the coupling constant value is that of the fine structure
constant, αem = e
2
4pi/hc =
1
137 . At the scale of the Z-boson (short distances), its value increases:
αem(mZ)≈ 1128 .
2.1.3 Electroweak theory
The weak theory was proposed by Enrico Fermi in 1934 in order to explain the proton β-decay.
In this theory four fermions directly interacted with one another in such a way that a neutron
(or a down-quark) could be directly splitted into an electron, an antineutrino and a proton (an
up-quark). The strength of the Fermi’s interaction was given by the Fermi constant, GF .
Feynman diagrams described the interaction remarkably well at tree level but loop diagrams
could not be calculated reliably because Fermi’s interaction was not renormalisable. The solu-
tion came in 1967 when the electromagnetic and weak interactions were successfully unified by
Glashow, Salam and Weinberg [3]. This unification constituted the Standard Electroweak Model
which is the core of the SM. The idea of the unification is to combine both interactions into one
single theoretical framework in which they would appear as two manifestations of the same funda-
mental interaction. These interactions are unified under the group SU(2)L⊗U(1)Y. The first part
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of the group has dimension three and therefore, three generators are needed: ti = σi2 (i = 1,2,3)
where σi are the Pauli matrices. These generators, due to the global gauge invariance under SU(2),
introduce a new quantum number called the weak isospin (T ). This number is associated to the
different spin-like multiplets. Since weak force only interacts with left-handed particles (right-
handed antiparticles), the left-handed fermions transform as doublets while the right handed ones
transform as singlets:
f iL =
(
νiL
liL
)
,
(
uiL
diL
)
(2.7)
f iR = liR,uiR,diR (2.8)
where i = 1,2,3 corresponds to the family index. Hence, the weak interaction is divided into a
“charged part” (that is, exchanging the components of the doublet) and a “neutral part” (that is,
leaving the doublets as they are). Since SU(2) is a non-Abelian group, it allows self-interactions
of these gauge fields.
Since the group U(1)Y has only one dimension, its structure is more simple having only
one generator called the hypercharge ˆY . Once the SU(2)L ⊗U(1)Y group is defined, the SM
electroweak lagrangian is obtained by requiring invariance under local gauge transformations to
obtain an interacting field theory, following the analogy with QED. This is achieved by replacing
the derivatives of the fields by the corresponding covariant derivative, which now has the form:
Dµ ≡ ∂µ− ig~T~Wµ− ig′Y2 Bµ , (2.9)
where g and g’ are the coupling constants corresponding to SU(2)L and U(1)Y , respectively.
Then, the electroweak lagrangian can be written as:
LSM = L f +LG +LSSB +LYW . (2.10)
The first term corresponds to the fermion lagrangian:
L f = ∑
f=l,q
¯f i/D f . (2.11)
The second term is the contribution from the gauge fields:
LG =−14W
i
µνW
µν
i −
1
4
BµνBµν +LGF +LFP , (2.12)
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where W iµν (with i = 1,2,3) and Bµν are, respectively, the field strength tensors for SU(2)L and
U(1)Y defined as:
W iµν ≡ ∂µW iν−∂νW iµ +gεi jkW jµ W kν (2.13)
Bµν ≡ ∂µBν−∂νBµ (2.14)
and LGF and LFP are the gauge fixing and Faddeev Popov lagrangians that are needed in any
theory [4].
The last two terms of the electroweak lagrangian Eq. (2.10) are the symmetry breaking sector
and the Yukawa lagrangian, respectively, which will be described in next subsection.
The gauge fields presented at Eq. (2.13) can be rewritten as:
W±µ =
1√
2
(W 1µ ∓ iW 2µ )
Zµ = cosθWW 3µ − sinθW Bµ
Aµ = sinθWW 3µ + cosθW Bµ
(2.15)
where, again, Aµ represents the photon field and cos θW = g√g′2+g2 is the weak mixing angle,
which relates both couplings by the simple relation tanθW = g′/g. In addition, W±µ and Zµ fields
are associated to the physical W± and Z0 boson particles. In this framework, the electron charge
and the Fermi constant can be written in terms of the couplings through the following relations:
e = gsin θW
GF =
√
2
8
g2
m2W
.
(2.16)
The electric charge ˆQ, the third component of the weak isospin ˆT3, and the weak-hypercharge
ˆY are linearly related by the Gell-Mann Nishijima formula:
ˆQ = ˆT3 + ˆY/2 . (2.17)
Hence, the global and local conservation of weak-isospin and hypercharge naturally implies
charge conservation, as required by QED, and the electromagnetic and weak interactions are
unified under the same theoretical framework.
2.1.4 The Higgs mechanism
As shown, the Standard Model formalism allows the unification of electromagnetic and weak in-
teractions through the exploitation of a local gauge symmetry. Nevertheless, this gauge symmetry
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requires massless W± and Z bosons. This requirement is in contradiction with the observation and
one needs to introduce a mechanism for generating non-zero masses while preserving the renor-
malisability of the theory. In the SM, the Higgs mechanism of Spontaneous Symmetry Breaking
(SSB) is proposed.
In the SSB, one introduces a new field, the Higgs field, such as:
Φ≡
(
φ+
φ0
)
. (2.18)
The correspondent kinetic and potential term in the lagrangian have the form:
LΦ = (DµΦ)†DµΦ−V (Φ) , (2.19)
where
V (Φ) = µ2Φ†Φ+λ(Φ†Φ)2 . (2.20)
If λ > 0 and µ2 < 0 the potential V (Φ) has a minimum for:
Φ†Φ =− µ
2
2λ ≡
v2
2
. (2.21)
Thus, the field Φ has a non-zero vacuum expectation value (VEV): (< 0|Φ|0 >= v√2 6= 0).
Choosing one of a set of degenerate states of minimum energy breaks the gauge symmetry.
As stated by the Goldstone theorem, fields that acquire a VEV will have an associated mass-
less Goldstone boson which will disappear transformed into the longitudinal component of a
massive gauge boson. Since the photon is known to be massless, the symmetry is chosen to be
broken so that only the fields with zero electric charge (the ones that cannot couple to the elec-
tromagnetic interaction) acquire a VEV. In such a way, the symmetry of the photon-associated
operator, ˆQ is preserved:
Φ0 ≡< 0|Φ|0 >≡
(
0
v
)
(2.22)
ˆQΦ0 = 0 . (2.23)
Expanding around the true minimum of the theory, the complex field φ becomes:
Φ(x) = ei
~τ
2
~ξ(x) 1√
2
(
0
v+H(x)
)
. (2.24)
where the three parameters~ξ(x) correspond to the motion through the degenerated minima in the
SU(2) space. Since the lagrangian is locally gauge invariant, one can choose ~ξ(x) = 0. Hence,
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introducing this expansion into the SM lagrangian Eq. (2.10), one obtains tree level predictions for
massive fermions (coming from the LYW part), massive gauge bosons (coming from the kinetic
part of LSSB and a new Higgs boson. These relations are:
MW =
vg
2
; MZ = v
√
g2 +g′2
2
(2.25)
MH =
√
−2µ2 =
√
2λv (2.26)
m f = λ f
v√
2
(2.27)
m2γ = 0 (2.28)
where f stands for the fermions in the theory. These relations can also be expressed in function
of the weak mixing angle,
Mz =
1
2vg
cosθW
, (2.29)
which leads to the SM prediction
M2W
M2Z
= cos2θW . (2.30)
This prediction was tested once the W± and Z vector bosons where discovered in 1983 by UA1
and UA2 collaborations at the CERN SPS [5].
The ten independent fields before SSB (three massless gauge bosons (W±, Z), with two po-
larisation states each, and one SU(2) doublet of complex scalars) are now represented by three
massive bosons, which account for nine degrees of freedom, and a new physical scalar particle
called the Higgs boson, which accounts for the last one.
This new particle, which is the missing piece to confirm the Higgs mechanism, has the cou-
plings completely defined by the theory:
λHHH = 3
M2H
M2Z
; λHVV = 2
√
2GF M2V ; λH f f = 2
√
2GFm f , (2.31)
where V = W,Z and GF is the Fermi constant. The vacuum expectation value v is determined
experimentally from the partial width Γ(µ→ νµ ¯νee) at low energies (q2 << M2W ):
GF√
2
=
g2
8M2W
=
1
2v2
, (2.32)
where, substituting experimental values:
v = (
√
2GF)−
1
2 = 246 GeV , (2.33)
10 Introduction to Supersymmetry
which sets the electroweak symmetry breaking scale.
This new particle allows Yukawa-like terms in the lagrangian:
g f [( ¯fLφ) fR +h.c.] , (2.34)
which can be written in terms of the VEV:√
1
2
g f v( ¯fL fR + ¯fR fL) . (2.35)
Therefore, not only the bosons acquire mass through the Higgs mechanism but also the
fermions with m f = g f v/
√
2. Noticeably, the strength of the coupling is proportional to the
masses. However, masses are not predicted unless g f is determined.
2.1.5 Quantum Chromodynamics
Quantum Chromodynamics (QCD) [6] was developed in 1973 to describe the behaviour of quarks
being held together by the strong force carried by gluons. Again, quantum field theory is the
framework in which QCD is developed. In this case, the “colour” group SU(3)C is the starting
global symmetry. This new quantum number (colour) is introduced to refer the three possible
states of the quarks and it constitutes an exact symmetry (the particular colour of the quarks is not
affecting the dynamics of a process). In order to promote the global symmetry to a local one, the
covariant derivatives of the fields take the form:
Dµq≡
(
∂µ− igs(λα2 )A
α
µ
)
q (2.36)
where gs is the strong coupling constant, although this name is usually reserved for references
to αs since there is a direct relation between them: gs ≡ 4piαs. In addition, λα2 are the SU(3)
generators (with α = 1,2, · · · ,8), Aαµ are the gluon fields and q is a vector of three components
corresponding to the different colours.
The QCD lagrangian is written in terms of the quarks, their covariant derivatives and the
kinetic term for the gluons fields:
LQCD = ∑
q
q¯(x)(i/D−mq)q(x)− 14F
α
µν(x)F
µν
α (x) , (2.37)
where Fαµν(x) is the gluon field strength, which unlike the QED case, is given by,
Fαµν(x) = ∂µAαν(x)−∂νAαµ (x)+gS f αβγAαµβAανγ , (2.38)
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where f αβγ are the structure constants of the SU(3)C group.
Similarly to QED, the gauge interactions among the quarks and gluons are contained in the
q¯i/Dq term,
q¯gs
λα
2
Aαµ γµq . (2.39)
However, there is an important difference with the QED case. The gluon kinetic term FαµνFµνα
contains a three and a four gluon term, which are precisely the self-interaction gluon vertices
characteristic of a non-abelian theory. These cubic and quartic terms are the responsible for the
true nature of the strong force. When a pair of quarks begin to separate from each other, the
exchanged gluons interact with each other and the strong coupling constant, αs, increase. This
increasing force either binds the quarks together at low-energy scale (large distances) or it breaks
when the energy density of the colour field between the quarks is great enough to create a quark-
antiquark pair, resulting in two separate hadrons2. This situation is called quark confinement. On
the opposite side, at high energies (small distances), the strong interaction proceeds via colour
fields of reduced strength and the quarks and gluons behave as essentially free. This situation is
called asymptotic freedom. The amplitude of a strong interaction process at a given momentum
scale, q2, can be parameterised in terms of the running coupling constant αs(q). A conventional
definition of αs, at leading order (LO), is given by [7]:
αs(q) =
4pi
(11nc−2n f ) ln(q2/Λ2) (2.40)
where nc (n f ) is the number of colours (flavours) of the quarks with mass less than the energy
scale q and Λ is the QCD scale, which is the only adjustable parameter of QCD and depends
on the momentum scale of the interaction. It marks the energy scale at which αs becomes large
and the perturbative approach is no longer valid. For most processes, the measured value of
ΛQCD is consistent with 200 MeV/c. The running strong coupling presented in Eq. (2.40) shows
that for large q2 (small distances), the coupling becomes small (asymptotic freedom) but at low
q2, the coupling approaches to unity. Hence, high-q2 processes can be described by perturbative
calculations but low-q2 interactions need to rely on phenomenological model, as will be described
in section 2.1.9. The value of αs at the Z pole mass is: αs(q = mZ) = 0.1176±20 [2].
2.1.6 QCD description of the hadrons
Hadrons are not elementary particles but constituted by quarks and gluons, usually referred by the
generic name “partons”. In the description of the parton kinematics inside hadrons two variables
are usually used, originally defined in the context of deep inelastic scattering (DIS) experiments:
2The top quark constitutes an exception in the sense that due to its huge mass, it decays before it can hadronise.
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Q2 ≡ (k− k′)2 and x≡ Q
2
2(p.q)
, (2.41)
where k (k′) is the 4-momentum of the ingoing (outgoing) electron and p is the 4-momentum of
the incoming proton. Therefore Q2 is the energy scale of the interaction and x, named the Bjorken
variable, can be interpreted as the fraction of the proton 4-momentum carried by the struck quark.
The probability of finding a certain parton within the hadron carrying a particular fraction
x of the hadron momentum is given by a parton distribution function (PDF), which presents a
logarithmic dependence on Q2.
The factorisation theorem allows to separate long-distance and short-distance processes. A
cross section for a hard scattering process initiated by two hadrons with four-momenta P1 and P2
can be written as:
σ(P1,P2) = ∑
i, j
Z
dx1dx2 fi(x1,µ2F ) f j(x2,µ2F)σˆi j(p1, p2,αs(µ2F),Q2/µ2F) , (2.42)
where the momenta of the partons which participate in the hard interaction are p1 = x1P1 and
p2 = x2P2. The σˆi j is the parton-parton cross section and fi(x1,µ2F) is the PDF defined at a
factorisation scale µF , which is used to separate the soft and the hard processes. Therefore, any
parton emitted with small transverse momentum, less than µF , is considered part of the hadron
structure and is absorbed into the parton distribution. By doing that, the PDFs are independent of
the hard process, which ensures their universality.
Although the perturbative QCD (pQCD) is not able to predict the values of the PDF at a given
x, it is able to describe the evolution of the PDFs as a function of Q2. The processes that generate
the parton interactions to first order in αs are gluon radiation (q → qg), gluon splitting (g → gg)
and quark pair production (g → qq¯). Each of these processes have associated a splitting function
Pp′p(x/z) which represents the probability that a parton of type p converts into a parton of type
p′, carrying a fraction x/z of the momentum of the original parton p.
The particular expressions of the splitting functions can be calculated in pQCD and the evo-
lution of the parton densities in Q2 can be written in terms of these splitting functions:
dqi(x,Q2)
d log(Q2) =
αs
2pi
Z 1
x
(
qi(z,Q2)Pqq
(
x
z
)
+g(z,Q2)Pqg
(
x
z
))
dz
z
, (2.43)
dg(x,Q2)
d log(Q2) =
αs
2pi
Z 1
x
(
∑
i
qi(z,Q2)Pgq
(
x
z
)
+g(z,Q2)Pgg
(
x
z
))
dz
z
, (2.44)
where the first equation describes the change of the quark densities with Q2 due to gluon ra-
diation and gluon splitting and the second equation describes the change of the gluon density
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with Q2 due to gluon radiation off quarks and gluons. These equations are called the DGLAP
(Dokshitzer, Grobov, Livatov, Altarelli and Paris) equations [8]. The equations assume massless
partons. Hence, they are only valid for gluons and the light quarks (u, d and s).
pQCD is not able to predict the x dependence of the PDFs. Hence, data from different ex-
periments is used to parameterise the PDFs at a starting scale Q20. Then, the predictions for each
parton density at a higher scale Q2 are obtained using the DGLAP evolution equations.
2.1.7 PDF parameterisations
The understanding of the PDFs plays a fundamental role on interpreting the data at hadron collid-
ers in terms of the SM predictions and possible deviations. The parameterisation of the PDFs at a
certain scale Q20 is carried out through a χ2 minimisation over data from different processes such
as deep-inelastic e, µ or ν scattering, Drell-Yan production, W -asymmetry in pp¯ collisions and
prompt photon production pN → γX . Different groups perform such parameterisations. In the
work presented here, the parameterisations done by the ’Coordinated Theoretical-Experimental
Project on QCD’ (CTEQ Collaboration) are the ones used. The CTEQ collaboration has modified
the functional forms for quarks and gluon distributions to accommodate latest results from the
Tevatron Run I. The most recent set from CTEQ collaboration is the CTEQ6 where the following
form has been chosen [9]:
x f (x,Q20) = A0 · xA1(1− x)A2eA3x(1+ eA4 x)A5 , (2.45)
where Ai are the parameters to be fitted and f are the quarks and gluon distribution functions.
An example of these PDF’s can be seen in Fig. 2.1 at two different scales (Q = 2 GeV and
Q = 100 GeV).
2.1.8 PDF uncertainties
To evaluate the uncertainties on the fit, a Hessian method based on the up and down variation
of the parameters in the PDFs fits has been developed. Some details are given in Section 4.6
when this method is applied to determine the PDF uncertainties on the analysis. In any case, this
method determines the behaviour of the χ2 in the neighbourhood of the minimum. Variations on
the set of PDF parameters lead to new fits with certain χ2. A parameter called tolerance, T , is
defined and the new fits are considered acceptable if χ2−χ20 < T 2, where χ20 is the best fit to the
global data set. CTEQ choses T 2 ∼ 100 which is interpreted to be a 90% C.L. uncertainty.
In Fig. 2.2 the uncertainties on gluon and u-quark distributions are shown at a scale Q2 = 10
GeV2. The u-quark distribution is tightly constrained for x ≤ 0.8. The gluon uncertainty is of
order ±15% for x≤ 0.3 and then it increases rapidly for large x. These uncertainties also increase
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Fig. 2.1: CTEQ6 parton distribution functions at Q = 2 GeV and Q = 100 GeV.
at higher energy scales when applying the DGLAP evolution equations. This will constitute one
of the main systematic uncertainties in the analysis presented here.
Fig. 2.2: Uncertainty bands for the u-quark (left) or gluon (right) distribution functions at Q2 = 10 GeV2. The other
lines are from different type of parameterisations not discussed here.
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2.1.9 pp¯ collisions
In a typical high energy proton-antiproton collision, several physics processes play an important
role. The knowledge of the different aspects of the collision is crucial for a proper understanding
of the resulting event. Although QCD does not allow to strictly separate the different processes,
the following steps implemented in Monte Carlo (MC) models, also shown in Fig. 2.3, provide a
useful approach to understand what happens in such collisions:
• Initially two beam particles are coming in towards each other. Each particle is characterised
by a set of parton distributions, which defines the partonic substructure in terms of flavour
composition and energy sharing.
• One shower initiator parton from each beam starts off a sequence of gluon radiation, such
as q→ qg, which build up an initial-state shower (ISR).
• One incoming parton from each of the two showers is involved in the hard scattering pro-
cess, a 2-to-2 process, that can be calculated by a perturbative approach to first-order.
• The outgoing partons radiate gluons, just like the incoming did, to build up final-state show-
ers (FSR).
• Further semihard interactions may occur between the other partons of the two incoming
hadrons.
• The remnants have internal structure and a net colour charge that relates them to the rest of
the final state.
• The QCD confinement mechanism ensures that the outgoing quarks and gluons are not
observable, but fragment to colour neutral hadrons.
• Many of the produced hadrons are unstable and decay further.
Different Monte Carlo tools have been developed to address some of the processes occuring
during a pp¯ collision which cannot be calculated completely through pQCD. The parton shower
approach and the hadronisation models are presented in the following sections.
2.1.10 Initial- and Final-State Radiation (ISR/FSR)
Higher-order QCD processes are approximately implemented in the MC via initial- and final-state
parton showers [10]. To describe them, both processes are set to be independent. In a hard process
with virtuality Q2, initial-state radiation is modelled by a sequence of emissions that, starting from
the hadrons, increase the virtuality in each emission until it matches the Q2 of the hard process.
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Fig. 2.3: An example of the different processes occurring at a pp¯ collision.
Similarly, the final-state radiation is constituted by a sequence of emissions that decreases the
virtuality of the partons until a Q20 ∼ Λ2QCD is reached.
The parton shower is characterised by a strong angular ordering of the different emissions,
dominated by the colinear component. Although the first branch in the parton shower is ap-
proximately performed according to the matrix elements, the collinear approximation will fail in
reproducing the hardness of subsequent emissions. For example, PYTHIA 2-to-2 processes will
describe the production of a third jet but will produce a too soft fourth jet in the final state.
2.1.11 Hadronisation
After the parton shower has finished, the final state consists of a set of partons with virtualities
of the order of the cutoff scale Q20 ∼ Λ2QCD. QCD becomes strongly interacting at long distances
(low momentum-transfer) and non-perturbative effects cannot be neglected. In this confinement
regime, the coloured partons are transformed into colourless hadrons in a process called hadro-
nisation or fragmentation. Since this process is still not understood from first principles, some
phenomenological models have been constructed to describe it.
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String Fragmentation Model
The string fragmentation model [11] assumes a linear confinement, i.e. the energy stored in the
colour dipole field between a q and a q¯ is assumed to increase linearly with the separation between
charges. This is a characteristic of QCD interactions due to the presence of a triple-gluon vertex.
The physical picture is that of a colour flux vortex line being stretched between a q and a q¯ which
are moving apart from their common vertex. The transverse dimensions of the tube are of typical
hadronic sizes (∼ 1 fm) and the tube is assumed to be uniform along its length. This automatically
leads to a confinement picture with a linearly rising potential.
As the q and q¯ move apart, the potential energy stored in the string increases and may break
producing a new q′q¯′ pair. Hence the system is splitted in two colour-singlet systems qq¯′ and
q′q¯ from which, depending on their invariant mass, new breaking can occur. In the Lund string
model, the string break-up proceeds until only on-mass-shell hadrons remain, each hadron corre-
sponding to a small piece of string. Charm and heavier quarks are not expected to be produced in
soft fragmentation, but only in perturbative parton-shower branchings g → qq¯. If more than two
partons are moving apart the string structure becomes more complicated. For a qq¯g event, a string
is stretched from the q end via the gluon (g) to the q¯ end. To first approximation, there are two
fragmenting string pieces holded by the gluon. But additional string regions may appear during
the time evolution of the system and complicate the process. Fig. 2.4 shows a schematic diagram
of string fragmentation.
Cluster Fragmentation Model
The cluster fragmentation model [12] is based on an important property of the branching processes
which is the colour preconfinement [13]. This property relies on the fact that the separation of the
colour charges forming a singlet are inhibited. After the perturbative parton branching process,
remaining gluons are splitted into light qq¯ pairs. Then, neighbouring quarks and antiquarks can be
combined into colour singlets. These singlets have masses distribution and spatial size which peak
at low values and are asymptotically independent of the hard subprocess scale. Most clusters have
masses of up to few GeV and it is reasonable to consider them as superpositions of resonances.
Clusters decay into hadrons according to two-body phase space. Fig. 2.4 shows a schematic
diagram of cluster fragmentation.
2.2 The limitations of the Standard Model
The SM description of the different processes involving electroweak or strong interactions is
extremely accurate. At the present time, no experiment has been able to find any clear deviation
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Fig. 2.4: A representation of the string (left) and cluster (right) fragmentation models.
from the SM predictions. Nevertheless, physicists are still pushing to find such tiny deviations.
The main reason is that the SM has serious theoretically motivated problems, starting from the
fact that gravity is not accommodated in the theory, that prevent it from being the ultimate theory,
the Theory of Everything (TOE), that would describe nature in a comprehensive manner.
Even accepting the peculiar set of group representations and hypercharges required by the
model, the SM contains at least 19 free parameters, such as couplings, masses and mixings, which
cannot be predicted but must be measured by the experiment. In addition, more parameters would
be needed if one wants to accomodate non-accelerator observations such as the cosmological
baryon asymmetry, neutrino masses and mixings or the problematic cosmological constant.
The SM also leaves several questions unanswered such as why are there three generations,
spatial dimensions or colours, how do we understand neutrino oscillations and massive neutrinos,
why are the electric charge of the proton and the electron exactly opposite or whether the Higgs
mechanism is really the process through which the electroweak symmetry breaking occurs and lay
beneath the origin of masses. In addition, the model cannot explain which are the mechanisms to
produce the matter-antimatter asymmetry observed in the universe or what is the relation between
the strong and electroweak forces.
Perhaps the most surprising feature of the SM is the accurate description of the interactions
between particles with masses 17 orders of magnitude smaller than the Planck mass and the
difficulty to accommodate gravity within this framework [14]. This feature may be an indication
that the SM is an effective theory, that is a “low energy” limit of a more fundamental one. But this
assumption automatically leads to the question of up to which energy scale will the SM be valid.
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2.2.1 The hierarchy problem
As explained in section 2.1.4, the Higgs mechanism predicts the existence of a scalar particle in
the SM physical spectrum, hSM. Direct searches of the Higgs at LEP [15] led to the conclusion
that it must be heavier than 114.4 GeV/c2 at 95% C.L. Furthermore, from precision electroweak
measurements [16], the Higgs mass is expected to be lower than MhSM ≤ 246 GeV/c2 at 95%
C.L.3. In any case, from unitary conditions [17] and the experimental value of the vacuum expec-
tation value v, one can extract an strong upper limit to the Higgs mass of MhSM ≤ 860 GeV/c2.
However, spin zero fields are radically different from fermions and gauge bosons. The latter
are protected from large radiative corrections to their masses thanks to chiral and gauge symme-
tries, respectively. In the SM there is no mechanism to prevent scalar particles from acquiring
large masses through radiative corrections. Therefore, m2H receives enormous quantum correc-
tions from the virtual effects of every particle which couples to the Higgs field (see one-loop
diagrams in Fig. 2.5).
Fig. 2.5: One-loop quantum corrections to m2hSM .
Due to these corrections, the Higgs mass would be
m2hSM = (m
2
h)0 +∆M2H (2.46)
where (m2h)0 is the bare Higgs mass and ∆M2H is the correction given by
∆M2H =−
λ2f
16pi2
[
2Λ2 +O
(
m2f ln
(
Λ
m f
))]
(2.47)
where λ f is the Yukawa coupling of the fermion f and Λ is an energy cutoff which is interpreted
as the energy scale at which new physics enters and changes the high-energy behaviour of the
theory. If the SM needs to describe nature until the Planck scale, then the quantum correction
∆M2H is about 30 orders of magnitude larger than the bare Higgs mass square. A cancellation
of these corrections at all orders would call for an incredible “fine tunning” which seems very
unlikely [18]. This problem is present even if there is no direct coupling between the Standard
model Higgs boson and the unknown heavy particles [19].
3Although last measurements from the top mass from CDF II can slightly change this value.
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In a model with spontaneous electroweak symmetry breaking, the problem affects not only
to the Higgs mass but also its expectation value and the masses of other particles that get their
masses through this mechanism such as the W , Z, quarks and charged leptons. This situation has
also an analogy with the self-energy corrections on the electron, which is solved by the presence
of the positron [20]. Hence, it is unnatural to have all the SM particles masses at the electroweak
scale unless the model is somehow cut off and embedded in a richer structure at energies no bigger
than the TeV scale.
2.3 The Supersymmetric extension of the Standard Model
2.3.1 Supersymmetry
Supersymmetry (SUSY) [7][19] is a symmetry which relates masses and couplings of bosons and
fermions via spin-12 charges. In SUSY, particles are combined into superfields and an operator Q
generates the transformation of converting fermions to bosons and vice versa:
Q|Boson >= |Fermion > Q|Fermion >= |Boson > (2.48)
Therefore Q is a complex anticommuting spinor and its hermitian conjugate, Q†, is also a
symmetry generator. Both of them are fermionic in nature (S = 1/2) and form a Lie algebra [21],
together with the four-momentum and the Lorentz transformation generators. In fact, SUSY is
a generalisation of the space-time symmetries of quantum field theory and seems to be the last
possible extension of the Lorentz group [22].
In this situation, each chiral fermion fL,R has a scalar partner ˜fL,R and for each massless gauge
boson Aµ, with helicity states±1, there is a massless spin 1/2 gaugino partner, with helicity states
± 12 .
2.3.2 Supersymmetry and the hierarchy problem
The SM hierarchy problem presented in section 2.2.1 is very elegantly solved when considering
the supersymmetric theory [23]. The reason is that every fermion f has a scalar SUSY partner S
that couples to the Higgs as well and contributes with a mass correction term of the form:
∆M2H =
λ2S
16pi2
[
2Λ2 +O
(
m2S ln
(
Λ
mS
))]
(2.49)
Since now λ f = λS and Fermi statistics implies an opposite sign with respect to the con-
tribution stated in Eq. (2.47), all the terms have a counter-term that naturally cancel the huge
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corrections. The terms that do not cancel are of the form:
∆M2H =
λ2
16pi2
∣∣m2S−m2f ∣∣ (2.50)
where some smaller contributions have been omitted. This result leads us to the following “nat-
uralness” argument [24]: since these corrections must not be greater than mhSM in order to avoid
too much fine tuning, then ∣∣m2S−m2f ∣∣. 1TeV2 . (2.51)
Hence, one associates Λ ∼ 1 TeV as the scale where the SM is no longer valid and must be
substituted by its supersymmetric extension. As a benefit, this new theory would be valid all the
way up to the Planck scale. In any case, this is only a qualitative argument and does not help
predicting exactly whether new particles should appear at 900 GeV or 2 TeV.
2.3.3 Other benefits from the introduction of SUSY
Besides making a small Higgs mass natural, SUSY has other interesting consequences. One of
them is that when SUSY is locally realised it contains among its gauge fields the gravitino. Thus
SUSY seems to be a good candidate for a theory of all interactions, or at least to play an impor-
tant role in any such theory. In addition, Great Unifications Theories (GUT) also provide good
motivation for the existence of supersymmetry. One can use the running of the three couplings
of the SM, measured at the electroweak scale, and find that, at a certain GUT scale of 1015 GeV,
the couplings almost become the same value [25]. But if one considers SUSY then the couplings
are modified in such a way that they become precisely the same value at the GUT scale. This
is a strong theoretical motivation for the need of SUSY. However, some people claim that there
is nothing special on that [26] provided that other models could do it if they introduce as many
parameters as SUSY does.
In addition to gauge coupling unification, SUSY is also a key ingredient for GUT. These the-
ories have interesting predictions such as a small neutrino mass of the order of mν ≈m2W/mGUT ≈
10−2 eV/c2 and it can lead to the understanding of the different quark and lepton quantum num-
bers. But without SUSY the lifetime of the proton would be too small and the prediction for
sin2 θW would differ from the experiment [27]. In addition, SUSY has been of greatest interest
in string theories since it is the mechanism which provides a coherent and complete framework
which avoids negative square masses in some vibrational modes (tachyons) [28].
Furthermore, some SUSY models predict the presence of a lightest supersymmetric particle,
which is a candidate for dark matter in the universe, provided that it is neutral, weakly interacting
and stable.
As a final remark, recent fits on the electroweak precision observables, such as the effective
leptonic weak mixing angle, sin2 θe f f , seem to favour supersymmetric models in front of the SM
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alone [29]. This can be seen in Fig. 2.6, where the SM predictions for the MW as a function of mt is
being compared with the predictions from the unconstrained Minimal Supersymmetric Standard
Model (MSSM), which will be described in the next subsection. The predictions within the two
models give rise to two bands with only a relatively small overlap region. The allowed parameter
region in the SM arises from varying the only free parameter of the model, the mass of the SM
Higgs boson from MhSM = 114 GeV/c2 (upper edge of the band) to 400 GeV/c2 (lower edge
of the band). For the MSSM area, SUSY masses close to their experimental limit are assumed
for the upper edge, while the MSSM with large masses yields the lower edge of the blue area
(dark-shaded). The 68% C.L. experimental results slightly favours the MSSM over the SM4.
Fig. 2.6: MW as a function of mt as predicted by the SM in red (medium-shaded) and blue (dark-shaded) bands and
with the MSSM prediction in green (light-shaded) and blue (dark-shaded) bands. The perspectives for the present and
future generation colliders, are also stated.
2.3.4 The Minimal Supersymmetric Standard Model
Similarly to the SM construction, that was conceived to be the minimal group viable to explain
the electroweak sector, the MSSM [31] is the minimal viable supersymmetric extension of the
4Last top mass measurements from the Tevatron [30] indicate even a lower mass for the top: mt = 171.4±
1.2(stat)±1.8(syst) GeV/c2.
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SM. The MSSM obeys the same SU(3)C ⊗ SU(2)L⊗U(1)Y gauge symmetries of the Standard
Model but doubles the spectrum of new particles since for every particle in the SM, a superpartner
is postulated which differs by half a unit of spin. The superpartners are conveniently described
by a notation with close correspondance to the SM notation for bosons and fermions. Hence,
the superpartners are written with the same letter of their partner but with a tilde over it and the
superfields are written with a “hat” superscript. In addition, the bosonic partners of the fermions
are denoted starting with an extra “s” (e.g. selectron is the superpartner of the electron) and the
fermionic partners of the bosons finish with the suffix “ino” (e.g. gluino is the superpartner of the
gluon).
For simplicity and to avoid unnecessary repetitions, consider the case of one generation of
quarks, leptons and their superpartners. One can define ˆQ as the superfield containing an SU(2)L
doublet of quarks:
Q =
(
uL
dL
)
(2.52)
and their scalar partners which are also in an SU(2)L doublet,
˜Q =
(
u˜L
˜dL
)
(2.53)
In an analogous form, the superfield ˆU c ( ˆDc) contains the right-handed up (down) anti-quark,
u¯R ( ¯dR), and its scalar partner, u˜∗R ( ˜d∗R). Following the same pattern, leptons are contained in the
SU(2)L doublet superfield ˆL which contains the left-handed fermions,
L =
(
νL
eL
)
(2.54)
and their scalar partners,
˜L =
(
ν˜L
e˜L
)
. (2.55)
Finally, the superfield ˆEc contains the right-handed anti-electron, e¯R, and its scalar partner,
e˜∗R.
Similarly, for every gauge boson it exist a Majorana fermion (gaugino). ˆGa is defined as a
superfield that contains all the gluons, ga, and their fermion partners the gluinos, g˜a; ˆWi contains
the SU(2)L gauge bosons, Wi, and their fermion partners, ω˜i (winos); and ˜B contains the U(1)
gauge field, B, and its fermion partner, ˜b (bino).
In addition, in the MSSM the Higgs sector is enlarged to avoid triangle gauge anomalies [32].
Gauge theories cannot have anomalies and this is simply achieved by requiring that the sum of all
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Names 2HDM particle SUSY partner SU(3)C , SU(2)L, U(1)Y
squarks, quarks
(x 3 families)
ˆQ (uL dL) 12 (u˜L ˜dL) 0 (3,2, 13)
ˆU u†R 12 u˜
∗
R 0 (¯3,1,− 43 )
ˆD d†R 12 ˜d
∗
R 0 (¯3,1, 23)
sleptons, leptons
(x 3 families)
ˆL (ν eL) 12 (ν˜ e˜L) 0 (1,2,−1)
ˆE e†R
1
2 e˜
∗
R 0 (1,1,2)
Electroweak bosons
ˆW W 1 W 2 W 3 1 ˜W 1 ˜W 2 ˜W 3 12 (1, 3, 0)
ˆB B 1 ˜B 12 (1, 1, 0)
Strong bosons ˆGa ga 1 g˜a 12 (8, 1, 0)
Higgs, higgsinos
ˆHu (H+u H0u ) 0 ( ˜H+u ˜H0u ) 12 (1,2,1)
ˆHd (H0d H
−
d ) 0 ( ˜H0d ˜H
−
d )
1
2 (1,2,−1)
Tab. 2.3: Superfields and particle content of the MSSM. Symbols for each of the chiral supermultiplets as a whole
are indicated in the second column.
fermion charges vanishes. The Higgs scalar doublet acquires a SUSY partner which is an SU(2)L
doublet of Majorana fermion fields, ˜h1 (Higgsinos), which will contribute to the triangle SU(2)L
and U(1)Y gauge anomalies. Since fermions in SM have exactly the right quantum numbers to
cancel these anomalies, it follows that the contribution from the fermionic partner of the Higgs
doublet remains uncancelled. The easiest solution is to require a second Higgs doublet with
precisely the opposite U(1)Y quantum number than the first Higgs doublet. Furthermore, in the
SM the Higgs doublet (the complex conjugate of the doublet) can couple to the T3 =+ 12 (T3 =− 12)
fermions and give mass to all the spectrum of fermions. But, in a supersymmetric theory, any
doublet can give mass either to a T3 =+ 12 or a T3 =− 12 fermion but not to both. Thus, two Higgs
doublets are needed in order to generate both up-like and down-like quark masses. As result, one
could think of the SM becoming a two Higgs doublet model (2HDM) [33] prior to introduce the
supersymmetric sector. In Tab. 2.3 the spectrum of the MSSM fields is summarised.
With two SU(2) doublets, the theory has eight real scalar fields and three massless gauge
bosons, which accounts for fourteen degrees of freedom. After SUSY breaking, the three gauge
bosons acquire masses (nine degrees of freedom), which means that there should exist five spin-
zero Higgs fields in the spectrum: three neutral scalars (h, H , A) and two charged pairs (H+,
H−).
The parameters of the supersymmetry-conserving sector consist of:
• Gauge couplings: gs, g and g′, corresponding to the Standard Model gauge group SU(3)C⊗
SU(2)L⊗U(1)Y, respectively.
• Higgs mass parameter, µ.
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• Higgs-fermion Yukawa coupling constants: λu, λd , and λe, corresponding to the coupling
of quarks or leptons and their superpartners to the Higgs bosons and higgsinos.
The supersymmetry-breaking sector contains the following set of parameters:
• Gaugino Majorana masses M3, M2 and M1, associated with the SU(3)C, SU(2)L and U(1)Y
subgroups, respectively. These masses may be connected in some cases as will be seen later.
• Five scalar squared-mass parameters for the squarks and sleptons: M2
˜Q, M
2
˜U , M
2
˜D, M
2
˜L and
M2
˜E , corresponding to the five electroweak gauge multiplets.
• Trilinear interaction terms of the form Higgs-squark-squark and Higgs-slepton-slepton,
with coefficients Au, Ad and Ae.
• Three scalar Higgs squared-mass parameters, two of which (m21 and m22) contribute to the
diagonal Higgs squared-masses and a third which corresponds to the off-diagonal terms
m212 ≡ µB. These three parameters can be re-expressed in terms of the two Higgs vacuum
expectation values (vd =< H0d > and vu =
〈
H0u
〉)5, usually taken through the ratio
tanβ≡ vu
vd
, (2.56)
and one physical Higgs mass6.
The gluino is the color octet Majorana (there is no distinct antigluon) fermion partner of the
gluon. It has 16 degrees of freedom since there are 8 massless gluons (2 spin degrees of freedom,
each). The supersymmetric partners of the electroweak gauge and Higgs bosons (gauginos and
higgsinos) can mix. As a result, the physical mass eigenstates are model-dependent linear com-
binations of these states, called charginos and neutralinos, which are obtained by diagonalising
the corresponding mass matrices. There are two charginos (χ˜±i ) and four neutralinos (χ˜0i ), which
are by convention ordered in masses (χ˜±1 is the lowest chargino and χ˜01 is the lowest neutralino).
Depending whether the chargino or neutralino eigenstate approximates a particular gaugino or
higgsino state, they can become more photino-like, bino-like... and result in strinkingly different
phenomenology.
The supersymmetric partners of the quarks and leptons are spin-zero bosons and the resulting
squarks and sleptons can also mix their left- and right-handed components yielding the mass
eigenstates (denoted by the indices 1,2 instead of L,R). This mixing is proportional to the mass
of the SM partner quark or lepton and to tanβ. Thus, the mixing can lead to an important splitting
5Notation vu (vd) is used to distinguish vacuum expectation values of the Higgs field which couples exclusively to
up-type (down-type) quarks.
6Note that v2d + v
2
u = 4M2W /g2 = (246 GeV/c2)2 is fixed by the W mass and the gauge coupling, but tanβ is a free
parameter of the model.
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2HDM particle spin SUSY particle spin
quarks: q 12 squarks: q˜1, q˜2 0
leptons: l 12 sleptons: ˜l1, ˜l2 0
gluons: ga 1 gluinos: g˜a 12
gauge bosons: W±, Z0, γ 1 neutralinos: ˜χ01, ˜χ02, ˜χ03, ˜χ04 12
Higgs bosons: h0, H0, A0, H± 0 charginos: ˜χ±1 , ˜χ±2 12
Tab. 2.4: The particle content of the MSSM.
in the mass spectrum of heavy squarks, specially at large tanβ. In contrast, the first two families
can be considered degenerate in mass. All physical particles of the MSSM are given in Tab. 2.4.
2.3.4.1 MSSM lagrangian and R-parity
The MSSM lagrangian is constructed using the already defined particle content and following
an analogy with the LSM. Following a similar notation as in the SM, the kinetic term of the
lagrangian can be written as:
LKE = ∑
i
{
(DµSi)†(DµSi)+
i
2
ψ¯iγµDµψi
}
+∑
A
{
−1
4
FAµνF
µνA +
i
2
¯λADλA
}
.
(2.57)
Here, Si (ψi) is the scalar (fermion) component of the ith chiral superfield, D is the SU(3)×
SU(2)L×U(1) gauge invariant derivative, FAµν is the Yang-Mills gauge field and λA is the gaugino
superpartner of the corresponding gauge boson. It is worth noticing that the ∑i is a sum over all
fermion fields of the SM, the scalar partners and the 2 Higgs doublets with their fermion partners.
On the other hand, ∑A is over the SU(3)c, SU(2)L and U(1)Y gauge fields with their fermion
partners, the gauginos.
The interactions between bosons and fermions are described by:
L int =−
√
2∑
i,A
gA
[
S∗i T Aψ¯iLλA +h.c.
]
− 1
2 ∑A
(
∑
i
gAS∗i T ASi
)2
,
(2.58)
where ψL ≡ 12 (1− γ5)ψ, T A is the matrix of the group generators and gA the gauge coupling
constants. It can be seen that there are no adjustable parameter, hence, all interaction strengths
are completely fixed in terms of SM coupling constants.
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Once the superfields and the gauge symmetries are chosen, the only freedom in constructing
LMSSM is contained in a function called superpotential, W . This is an analytic form of the chiral
superfields, ˆS, that has the form:
W = εi jµ ˆH iu ˆH
j
d + εi j
[
λL ˆH id ¯ˆL j ¯ˆE +λD ˆH id ˆQ ¯ˆD+λU ˆH ju ˆQi ¯ˆU
]
+WRP (2.59)
where i and j are SU(2)L doublet indices and εi j = −ε ji (with ε12 = 1) contracts the SU(2)L
doublet fields. No derivative interactions are allowed in order that W be an analytical function.
The term µ ˆH iu ˆH
j
d gives mass terms for the Higgs bosons and so µ is often called the Higgs mass
parameter. The terms in the square brackets proportional to λL, λD and λU give the usual Yukawa
interactions of the fermions with the Higgs bosons. Hence, unlike the SM case, these coefficients
are determined in terms of the fermion masses and the vacuum expectation values of the neutral
members of the scalar components, and are not arbitrary couplings.
In the most general superpotential one can add more terms which are grouped under WRP in
Eq. (2.59). These terms are of the form:
WRP = λαβγ ˆLα ˆLβ ¯ˆEγ +λ′αβγ ˆLα ˆQβ ¯ˆDγ +λ′′αβγ ¯ˆUα ¯ˆDβ ¯ˆDγ +µ′ ˆL ˆH (2.60)
where the indices α, β and γ label the 3 generations of quarks and leptons. These terms constitute
a problem in the sense that the first two contribute to lepton number violation interactions and
the third one to baryon number violation interactions7 . The combination of lepton and baryon
violation terms can contribute to the proton decay at tree level through the exchange of the scalar
partner of the down quark. Since this process is experimentally restricted [35][36] it put into
question the validity of the model. One solution is to assume that the parameters are small enough
to avoid experimental limits. Even this is certainly allowed experimentally, this would imply the
introduction of an artificial tuning. The other solution is to introduce a new symmetry called
R-parity [37]. R-parity (Rp) is a multiplicative quantum number defined as:
R = (−1)3(B−L)+2s , (2.61)
where B and L are the baryon and lepton quantum numbers and s is the spin of the particle. Thus,
all SM particles have Rp =+1 while their SUSY partners have Rp =−1.
The assumption of such a symmetry prevents lepton and baryon number violating terms but
has also dramatic phenomenological consequences: there can be no mixing between the sparticles
and the RP = 1 particles, SUSY particles can only be pair-produced in the collisions of SM parti-
cles and a SUSY particle would undergo a chain of decays until the lightest SUSY particle (LSP)
is produced. Then, this LSP cannot decay further and constitutes a cold dark matter candidate8 .
7The fourth term can be ignored since one can implement a rotation in the lepton field ˆL such that this term
vanishes [34].
8Due to cosmological constraints, a cold dark matter candidate need to be stable and neutral [38][39].
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2.3.4.2 SUSY breaking
At this point, the MSSM lagrangian does not provide mass terms for all the particles (fermions,
scalars, gauge fields). If supersymmetry was an exact symmetry, squarks and quarks would have
equal masses and gluinos would be massless. Since this is not the case in nature, at low en-
ergies supersymmetry must be a broken symmetry and new SUSY-breaking terms need to be
introduced in the lagrangian. To prevent dangerous quadratic divergences, only a certain subset
of supersymmetry-breaking terms are present in the theory and their couplings are denoted as soft
parameters. Then, the so-called soft lagrangian which breaks SUSY is (first generation only):
−L so f t = 12
[
M3gˆgˆ+M2 ˆW ˆW +M1 ˆB ˆB
]
+ εαβ
[
−bHαd Hβu −Hαu ˆQβi ˆAui j ¯ˆU j +Hαd ˆQβi ˆAdi j ¯ˆD j +Hαd ˆLβi ˆAei j ¯ˆE j +h.c.
]
+m2Hd |Hd|2 +m2Hu |Hu|2 + ˆQαi m2Qi j ˆQα∗j
+ ˆLαi m
2
Li j
ˆLα∗j +
¯
ˆU∗i m2Ui j
¯
ˆU j + ¯ˆD∗i m2Di j
¯
ˆD j + ¯ˆE∗i m
2
Ei j
¯
ˆE j ,
(2.62)
where i and j are the SU(2)L doublet indices. This Lagrangian has arbitrary masses for the scalars
and gauginos and also arbitrary bi-linear and tri-linear mixing terms. The scalar and gaugino mass
terms have the desired effect of breaking the mass degeneracy between the particles and their
SUSY partners. The tri-linear A terms affect primarily the particles of the third generation. The
µB term mixes the scalar components of the two Higgs doublets. In the most general case, all of
the mass and interaction terms of Eq. (2.62) are matrices involving all three generators. However,
the origin of all these terms is left unspecified. How supersymmetry breaking is transmitted to the
superpartners is encoded in the parameters of L so f t . All of the quantities in L so f t receive radiative
corrections and thus are scale-dependent, satisfying known Renormalisation Group Equations
(RGEs).
For phenomenological purposes, the MSSM lagrangian is simply a low energy effective la-
grangian with a number of input parameters. The fact that except for the assumption of the pres-
ence of supersymmetric particles, Rp, and gauge and Poincare´ invariance, nothing else has been
assumed, makes from the MSSM a very simple framework but one needs to introduce plenty of
free input parameters. MSSM includes at least 105 new parameters that added to the 19 parame-
ters of the SM, the model has 124 parameters to be determined9. While often only subsets of these
parameters are relevant for particular experimental processes and there exist some phenomeno-
logical constraints in these parameters, the number is too large for practical purposes to carry out
phenomenological analyses in full generality.
However, unlike in the SM case, now there is the possibility to stablish a top-down approach
by which the MSSM parameters are predicted within the context of an underlying theory, often
9For this particular reason, sometimes it is referred to as MSSM-124.
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as functions of fewer basic parameters. The basic question to be addressed is how to understand
the explicit soft supersymmetry breaking encoded in the L so f t parameters as the result of sponta-
neous supersymmetry breaking in a more fundamental theory. Since this is not known, different
models have been constructed as an attempt to find an answer for this question. Since TeV scale
supersymmetry breaking models have reported negative results [40], other models which assume
that the theory can be splitted into at least two sectors have been considered. These two sectors
have no direct renormalizable couplings between them and they are divided into observable or
visible sector, which contains the SM fields and their superpartners, and the hidden sector, in
which supersymmetry is spontaneously broken by a dynamical mechanism.
Within this framework, SUSY breaking is communicated from the hidden sector where it
originates to the observable sector via suppressed interactions involving a third set of fields: the
mediator or messenger fields. This hidden sector implies that the fundamental scale of supersym-
metry breaking µs is hierarchically larger than the TeV scale. Depending on the model this µs
can be postulated to be at the GUT scale, Majorana neutrino mass scale or in extra-dimensional
braneworlds. Therefore, different models account for specific mechanisms on how supersymme-
try breaking is mediated between the hidden and observable sectors and involve specific energy
scales at which the soft terms are generated. These values are then used to compute the corre-
sponding values at observable energy scales, all predicted at the TeV scale by the models, using
the scale dependence of the L so f t parameters as dictated by their RGEs.
2.3.5 Constraining the MSSM: mSUGRA model
The observation that the measured coupling constants tend to meet at a point when evolved to high
energy scales inspired many SUSY GUT models. In these models, the value of the couplings at
the GUT scale MX ∼ 1016 GeV/c2 plays a central role [34]:√
5
3g1(MX) = g2(MX) = gs(MX)≡ g
∗ . (2.63)
Since gravitational interactions are shared by all the particles, it is quite natural to imagine
gravity to be the only interaction shared by both the hidden and the observable sector. Further-
more, at some point gravity must be present in particle field theory if a comprehensive description
of nature is desired. Here, supergravity would be the responsible of promoting global supersym-
metry to local supersymmetry. This is what inspired the mSUGRA model [41].
In this model, along with the coupling constants, the following set of assumptions emerges:
1. Common gaugino mass m1/2: the gaugino mass terms, Mi, are assumed to unify:
Mi(MX)≡ m1/2 , (2.64)
30 Introduction to Supersymmetry
2. Common scalar mass m0. The soft SUSY-breaking scalar mass terms contributing to the
squark, slepton and Higgs boson masses are equal to m0 at MX :
m
ˆQ2(MX) = m
2
¯uˆ
(MX) = · · ·
= m2Hd (MX) = m
2
Hu(MX)≡ m20 .
(2.65)
3. Common trilinear scalar coupling A0. The soft trilinear SUSY-breaking terms are all equal
to A0 at MX ,
At(MX) = Ab(MX) = Aτ(MX) = · · · ≡ A0 . (2.66)
Through RGE’s the gaugino masses in Eq. (2.64) scale in the same way as the corresponding
coupling constants:
Mi(MW ) = m1/2
g2i (MW )
g∗2
, (2.67)
yielding,
M2 =
g2
g2s
M3 ≈ 0.3mg˜
M1 =
5
3
g′2
g2
M2 =
5
3 tan
2 θW M2 ≈ 0.5M2 ,
(2.68)
where every term is evaluated at MW scale and mg˜ is the gluino mass.
The gluino mass is therefore always the heaviest of the gaugino masses. Assuming the re-
lations Eq. (2.64) and Eq. (2.65) in conjunction with SUSY and the gauge structure, leads to
the following expressions for the masses of the sfermions (except for the third generation) at the
electroweak scale [42]:
m2
˜fL,R = m
2
f +m
2
0 +b ˜fL,Rm
2
1/2
±m2Z cos2β
[
T
˜fL,R
3 −Q ˜fL,R sin2 θW
]
,
(2.69)
where ˜fL,R is the corresponding left (right) sfermion, T
˜fL,R
3 and Q ˜fL,R are the third component of
the weak isospin and the electric charge of the corresponding fermion f , and the coefficients b are
derived from the RGE’s and can take different values. In particular, b≈ 6 for squarks, ≈ 0.5 for
left sleptons and ≈ 0.15 for right sleptons. Thus, the squarks are heavier than the sleptons, which
is not surprising provided that the squarks have strong interactions in addition to electroweak.
More concretely, the mass parameters of the first two generations are roughly degenerate while
for the third generation masses are typically reduced by a factor of 1−3. However, the concrete
spectrum can vary depending on the tanβ value [43]. An approximate view of the mass spectra
obtained via the RGEs can be seen in Fig. 2.7.
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Fig. 2.7: The running of the sparticle masses from the GUT scale to the electroweak scale, for a sample set of input
parameters. The bold lines represent the three soft gaugino masses mg˜, M2 (labeled ˜W ) and M1 (labeled ˜B). The light
solid lines are the squark (q˜L,q˜R,t˜L,t˜R) and the slepton (˜lL, ˜lR) soft masses. Finally the dashed lines represent the soft
Higgs boson masses labeled by Hd and Hu.
Since the supersymmetry is broken via gravitational interaction, a new massless Goldstone
particle (the Goldstino) need to be present. This new particle will be eaten by the gravitino (the
spin 3/2 partner of the spin 2 graviton), such that it becomes massive, determining the SUSY
breaking scale, µS:
m
˜G ∼
µ2S
MPl
. (2.70)
Therefore, in mSUGRA model the hidden sector is postulated at the Planck mass and, in order
to obtain the new SUSY masses at the desired TeV scale to prevent Higgs mass divergence and
to obtain coupling unification at the GUT scale, the SUSY breaking scale (following Eq. (2.70))
should be around 1011−1012 GeV. The fact that the gravitino mass is of the order of the TeV is
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a prediction from the mSUGRA model10.
With the assumptions Eq. (2.64) - 2.66, the SUSY sector in mSUGRA is completely described
by 5 input parameters at the GUT scale [46]: m0, m1/2, A0, µ and B, where µ is the Higgs mass pa-
rameter and B the Higgs mixing parameter. The requirement that the Z boson obtain its measured
value when the parameters are evaluated at low energy can be used to restrict |µB|, leaving the
sign of µ as a free parameter. In addition one can also change the B parameter for tan β, leaving
the usual parameters of the model:
m0, m1/2, A0, tanβ, sign(µ) . (2.71)
This model is a simplistic scenario that serves as a good benchmark model since it is extremely
predictive as the entire low energy spectrum is predicted in terms of few input parameters. Of
course, one needs to bear in mind that changing the input parameters at MX (for example assuming
non-universal scalar masses) changes the phenomenology at the weak scale. Therefore one should
always perform experimental analyses in view of taking the model as a reference and focus as
much as possible on model independent approaches.
2.4 Squarks and Gluinos
From all variety of particles that the new MSSM framework introduces, two types of them are of
special relevance for this study: squarks and gluinos.
Squarks are the spin-0 boson superpartners of the left- and right-handed quarks. These par-
ticles are part of the Supersymmetric QCD (SUSY-QCD) framework, which is based on the
coloured particles of the MSSM. The massive states are a mixture of the chiral states, with differ-
ent contributions defined by the set of RGEs that run in the mSUGRA framework. This mixture
is not particularly significant in the first two generations, which can be considered degenerate in
mass. However, this is not the case for the stop (due to large top mass) and the sbottom at large
tanβ.
In RGEs, squark mass parameters have a stronger dependence on the common gaugino mass
M1/2 because of colour. For the squarks first and second generation, the left- and right-handed
soft SUSY-breaking parameters at electroweak scale are given approximately by:
m2
˜Q1,2 ≈m
2
0 +6.3m21/2 ; m
2
¯u˜1,2
≈ m2
¯
˜d1,2
≈ m20 +5.8m21/2 . (2.72)
10The CMSSM (Constrained MSSM) [45] is a model very similar to mSUGRA but that allows for slightly more
flexibility like allowing the Higgs sector to be independent of the sfermion sector (while still requiring unification for
m0 and m1/2 for the rest of the spectrum). In fact, mSUGRA is the case where SUSY breaking is gravity-mediated in a
minimal supergravity scenario. In particular, the relation between the gravitino mass and m0 is not necessarily fulfilled
in the CMSSM.
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In general, squarks are heavier than the sleptons and the lightest neutralino and chargino. A
detailed analysis of the SUSY mass spectra at the weak scale can be found in Reference [47] and
references therein.
The gluino is the colour octet fermion and it cannot mix with any other particle in the MSSM.
In mSUGRA the gluino mass parameter M3 is related to the bino and wino masses as shown in
the previous chapter:
M3 : M2 : M1 ≈ 3.3 : 1 : 0.5 . (2.73)
Therefore, the gluino should be much heavier than the lightest neutralino or chargino. Radiative
corrections to the gluino mass can be rather large due to the strong interaction with all squark-
quark pairs and its colour octet nature.
A general prediction for mSUGRA is that
m
˜Q ≥ 0.85mg˜ , (2.74)
which holds for the five lightest squarks and small or moderate tanβ.
2.5 Squark and Gluino Production Processes
The hadroproduction of squarks and gluinos at the Tevatron in an Rp conserving scenario proceeds
through the following partonic reactions:
q˜ ¯q˜ production: qi+q¯ j−→ q˜k+ ¯q˜l (2.75)
g +g −→ q˜i + ¯q˜i (2.76)
q˜q˜ production: qi+q j−→ q˜i +q˜ j and c.c. (2.77)
g˜g˜ production: qi+q¯i −→ g˜ +g˜ (2.78)
g +g −→ g˜ +g˜ (2.79)
q˜g˜ production: qi+g −→ q˜i +g˜ and c.c. (2.80)
Here, the chiralities of the squarks are not noted explicitly, q˜ = (q˜L, q˜R) and the indices i− l
indicate the flavours of the quarks and squarks involved. Charge-conjugate processes (c.c.) are
understood for q˜q˜ and q˜g˜ production. The corresponding Feynman diagrams are displayed in
Fig. 2.8.
The relative yields of q˜¯q˜, q˜q˜, g˜g˜ and q˜g˜ final states at the Tevatron are shown for a set of mass
parameters in Fig. 2.9. They depend strongly on the relative mass difference between the squarks
and gluinos. If squarks are lighter than gluinos, the valence partons give the dominant yield of
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squark-antisquark or squark-squark pairs. If the gluinos are the lightest of the two species, their
production is the most copious11 .
The cross sections for the production of squarks and gluinos in hadron collisions were calcu-
lated at the Born level in 1992 [49]. In order to reduce the dependence of the cross section on
spurious parameters, the predictions were improved to next-to-leading order (NLO) [50]. These
predictions increase the production cross sections by a factor of two, approximately, and have a
renormalisation scale dependence of 40%-50%.
2.6 Squark and Gluino Decays
In a mSUGRA scenario with Rp conservation, signatures produced by sparticles in the detector
are typically related to ET/ due to the presence of the LSP (the lightest neutralino, χ˜01) usually
produced after a chain of successive decays of different complexity. The preferred decay modes
for squarks are:
q˜→ qg˜ q˜→ qχ˜0i q˜→ q′χ˜±i . (2.81)
The preference for one decay or the other depend on the available phase space. In the case of
the gluino, since it has only strong interactions, its decay proceeds through on-shell or virtual
squarks:
g˜→ q¯q˜L,R (g˜→ q ¯q˜L,R) g˜→ qq′χ˜0i g˜→ qq′χ˜±i . (2.82)
The decay of charginos and neutralinos is quite complex since there are several possibilities and
the final-state branching fractions are small and quite sensitive to the model. But for an inclusive
search, one can expect at least one (two) jets and missing transverse energy for every squark
(gluino) produced. In addition, extra jets from initial and final state radiation can be present as
well as some leptons coming from chargino/neutralino decays.
2.7 Experimental constraints: Run I limits
There are several direct and indirect experimental constraints to different SUSY processes ex-
plained elsewhere [7]. In particular, CDF and DØ collaborations have searched inclusively for
squark-gluino processes during Run I data taking period. The studies [51] searched with 84 pb−1
of data for large missing transverse energy caused by escaping neutralinos and several jets with
high transverse energies. The derived 95% C.L. excluded region is shown on the mq˜−mg˜ plane
in Fig. 2.10. In this figure, previous results from UA1 [52] and UA2 [53] together with the ex-
clusion limits obtained at LEP, are shown. The search excludes gluino mass below 195 GeV/c2,
independent of the squark mass, and for the case mg˜ ≈mq˜, masses below 300 GeV/c2.
11In the next chapter, the different contributions for the particular points generated will be shown
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Fig. 2.8: Feynman diagrams for the production of squarks and gluinos in lowest order. The diagrams in (c) and
the last diagram in (d) are result of the Majorana nature of gluinos. Some of the above diagrams contribute only for
specific flavours and chiralities of the squarks.
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Fig. 2.9: The relative yields of squarks and gluinos in the final states at the Tevatron. The mass ratio mq˜/mg˜ is chosen
to be (a) 0.8 and (b) 1.6. Also shown are the leading parton contributions for (c) q˜ ¯q˜ and (d) g˜g˜ final states.
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Chapter 3
Experimental Setup
Until the completion of the Large Hadron Collider (LHC) at CERN, the Tevatron provides the
world’s highest energy collisions. In this chapter, the Tevatron accelerator [54] and the Collider
Detector at Fermilab (CDF) [55] in Run II, which provided the data used in this analysis, are
described.
3.1 The Tevatron in Run II
The Tevatron is the proton antiproton superconducting collider at the Fermi National Accelerator
Laboratory (FNAL) in Batavia, Illinois. It currently collides 36 proton on 36 antiproton bunches at
a center-of-mass energy of
√
s = 1.96 TeV with a bunch spacing of 396 ns. With a circumference
of about 6 km, it is the world’s first superconducting synchrotron and it hosts the experiments
CDF and DØ in the two collision points. The Tevatron became operational in 1983 and during
the Run I period (August 1991-February 1996) it delivered around 180 pb−1 of data collected at√
s = 1.8 TeV. The most important result from this period was the discovery of the top quark
in 1995 [56]. Starting in 1996, both the accelerator and the experiments underwent significant
upgrades in view of the Run II data-taking period, which began in 2001.
The acceleration of beams to 0.98 TeV occurs in different stages at the Fermilab accelerator
complex, as shown in Fig. 3.1. The different processes for protons and anti-protons are described
below.
Protons
The acceleration cycle starts with negative hydrogen ions, H−, which are accelerated to 750 keV
by a Cockroft-Walton electrostatic accelerator. The H− ions enter a 150 m long Linear Acceler-
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Fig. 3.1: Layout of the Fermilab accelerator complex.
ator (Linac) where they are accelerated by radio frequency (RF) accelerator cavities, running at
800 MHz to an energy of 400 MeV. The accelerated H− pass through a carbon foil which strips
their electrons off and enter into the Booster. The Booster is the first synchrotron of the accel-
erator chain at Fermilab and it has a 75 m radius. The bare protons are merged into 84 bunches
and accelerated to an energy of 8 GeV prior to entering the Main Injector, which is another syn-
chrotron with a circumference of 3 km. In the Main Injector, the proton bunches are accelerated
further to an energy of 150 GeV and several bunches are merged into a single one (coalescing)
to achieve high density prior to injection into the Tevatron. In the Tevatron there are 36 proton
bunches which are accelerated to an energy of 980 GeV.
Antiprotons
From a technical point of view, a pp¯ collider has the advantage that beams can circulate in oppo-
site directions sharing the same magnet and vacuum system but the disadvantage that the produc-
tion of an antiproton beam is significantly more complicated. The cycle starts with the extraction
of a 120 GeV proton beam from the main Injector onto a stainless steel target. This process pro-
duces antiprotons, among a variety of different particles, with an efficiency of 2 · 10−5/proton.
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The antiprotons are separated from the other by-products of the proton-nickel scattering using a
bending magnet and they are collected and focused through a lithium lens. The system has a wide
acceptance around p¯ energies of 8 GeV. The resulting antiprotons are bunched preserving the
structure of the initial protons. Since they have a large momentum spread, in both longitudinal
and transverse directions, they need to go through an stochastic cooling process. This task is
performed in two steps inside the Antiproton Source, which is a rounded triangular-shaped syn-
chrotron facility consisting of a Debuncher and an Accumulator. The Debuncher is a synchrotron
with a mean radius of 90 m which transforms the entering p¯ into a continuous beam and cooled
both transversely and longitudinally using RF manipulation. The resulting antiproton beam passes
to the Accumulator, with a mean radius of 75 m, where it is rebunched and accumulated. At this
point, the antiprotons are still 8 GeV and are sent to the Recycler. The Recycler is installed in
the ceiling of the Main Injection ring and it is also used as an accumulator but with improved
mechanisms to cool down the antiprotons and store them at a constant kinetic energy. Next step
is to inject the antiprotons into the Main Injector for further acceleration to 150 GeV from where
they can enter to the Tevatron ring for the final acceleration to energies of 980 GeV.
Final Stage
Both protons and antiprotons circulate in opposite directions along the 6 km Tevatron ring. They
circulate in three trains of twelve bunches. The trains are separated with 2.6 µs abort gaps and
the bunches have a 396 ns separation. The low beta quads control the squeeze and the separators
control the collisions at the CDF and DØ interaction points. The transverse profile of the inter-
action region can be approximately described by a circular Gaussian distribution with a typical
RMS width of 30 µm. The longitudinal profile is also approximately gaussian with a typical RMS
of 30 cm.
The Tevatron performance has been improving along the years thanks to the different up-
grades, specially in the antiproton chain. The improvements to the Debuncher and Accumulator
stochastic cooling systems and the increase in the number of protons per pulse from the Main
Injector contributed to decrease the time for antiproton accumulation from nearly a day at the
beginning to the current two or three hours. In addition, the implementation of the electron cool-
ing system in the Recycler, by which the antiproton beam is put in contact with a cooler electron
beam, improved further the luminosity since it pushed the Accumulator to work at higher effi-
ciency. According to the design, Tevatron is expected to have delivered more than 8 fb−1 by
2009.
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3.2 The Collider Detector at Fermilab
3.2.1 General Characteristics
The Collider Detector at Fermilab (CDF II) [57] shown in Fig. 3.2 is a multipurpose experiment
with azimuthal and forward-backward symmetry, designed to study high energy pp¯ collisions. It
combines precision charged particle tracking with fast projective calorimetry together with fine
grained muon detection. The tracking system is contained inside a superconducting solenoid of
4.8 m length and 1.5 m radius which generates a 1.4 T magnetic field parallel to the beam axis.
The muon and calorimetry systems are located outside the solenoid. The solenoid is made of
an Al-stabilized NbTi superconductor and operated at liquid helium temperature which is able to
carry currents of up to 5 kA. The magnetic field is uniform with an accuracy of 0.1% throughout
the entire tracking volume.
Fig. 3.2: Isometric view of the CDF Run II detector.
In the following sections, the different detector subsystems are briefly described in the se-
quence that an hypothetical particle coming from the interaction point would follow. At the end,
the data acquisition system and the device to measure the luminosity are also presented.
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3.2.2 Standard Definitions at CDF
CDF II detector uses a cylindrical coordinate system (r,φ,z) with origin at the center of the detec-
tor. As shown in the diagram Fig. 3.3, the z-axis lays along the nominal direction of the proton
beam and the y-axis points upwards. Since in hadron colliders, the distribution of the energy and
longitudinal momentum of the partons inside the hadrons are unknown, only transverse quanti-
ties, such as the transverse energy (ET = E sinθ) or the transverse momentum (pT = psin θ) are
useful.
Fig. 3.3: The CDF coordinate system.
The rapidity, y, of a particle is given by y ≡ 12 ln[E+pzE−pz ] and it is invariant under a Lorentz
boost transformation. The pseudo-rapidity, η, defined as η ≡ − ln tan[θ2 ] equals the rapidity y
in the massless approximation (limit E  mc2) and it is extensively used because it has a di-
rect geometric interpretation. Fig. 3.4 shows the different η coverage for some of the individual
components of the CDF detector. If η is measured from the detector center instead of from the
interaction point, then this quantity is denoted as ηd .
3.2.3 The Silicon detector
The silicon detector [58] constitutes the innermost part of the CDF tracking systems (shown in
Fig. 3.4) and provides an extension for tracking down to 2.8 in pseudorapidity. It consists of
three subdetectors, each using different silicon sensor designs and layouts. All the CDF II silicon
tracking detectors are implemented as microstrip detectors. The typical distance between two
strips is about 60 µm and the charge deposition from a single particle is read out by one or more
strips. There are two types of microstrip detectors: single and double-sided. The latter, have both
sides of the p-n junction segmented into strips and present the benefit that one (p) side has strips
parallel to the z direction, providing r− φ position measurements, while the other (n) side has
strips at an angle (stereo angle) with respect to the z direction and provides z position information.
The silicon system is divided in three main subsystems: Layer 00 (L00), Silicon Vertex De-
tector (SVX) and Intermediate Silicon Layers (ISL). The L00 serves to improve the track impact
parameter resolution and it is distributed around the beam vacuum pipe at a minimum radius of
1.35 cm. The SVX is used to obtain precise position measurements of the path of a charged
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Fig. 3.4: Longitudinal view of the CDF Run II tracking system.
particle (z0 resolution of 70 µm). It is constituted by three long cylindrical barrels, subdivided
in wedges and layers, which can combine r− φ measurements with information from stereo an-
gles for three-dimensional track reconstruction. Finally, the ISL consists of three separate silicon
layers and serves as a link between the inner silicon tracking region and the outer wire tracker.
3.2.4 The Central Outer Tracker
The Central Outer Tracker (COT) [59] is a multiwire, open cell cylindrical drift chamber using a
read out that can record multiple hits from each sense wire. Due to the hadron collider characteris-
tics, the COT is designed to provide more accurate measurements from the r−φ plane (transverse
momentum) than from the r− z plane. The COT is located just above the ISL, with an inner
radius of 43.3 cm and an outer radius of 132.3 cm. It is 310 cm long, covering a pseudorapidity
range |ηd | < 1. The COT is radially divided into 8 “superlayers” (SL). Each SL is azimuthally
divided into a number of “supercells”. These supercells have a maximum drift distance that is
approximately the same for all superlayers. Therefore, the number of supercells in a given SL
scales approximately with the radius.
As shown in Fig. 3.5, each of the supercells is limited by two 10 µm gold-coated mylar
grounded field sheets and contains a set of 40 µm gold-plated tungsten wires, alternating 13
potential wires with twelve sense wires. The entire COT contains 30,240 sense wires, each of
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them connected to the readout electronics to collect the charge left by the ionisation of the incident
charged particle. The field wires have lower voltages and shape the electric field to achieve
maximum uniformity within the cell, allowing for a constant drift field. The nominal spacing
between sense and potential wires is determined by simulation to be around 0.36 cm. The eight
superlayers of the COT alternate between stereo and axial. In an axial layer, the wires and field
sheets are parallel to the z axis, providing only r−φ information. In stereo layers, the wires and
field sheets are arranged with a stereo angle of ±2o and provide additional z information.
Fig. 3.5: Wire layout in a COT supercell of SL2.
Due to the magnetic field in which the COT is immersed, electrons drift at a Lorentz angle
of ∼ 35o. Thus, each supercell is tilted by this angle with respect to the radial direction to com-
pensate for this effect and minimise the time window in which the drifting electrons arrive to the
sense wires. In addition, in the middle of each wire along the z direction, there is a mechan-
ical spacer made of polyester/fiber glass to limit the stepping of wires out of the plane due to
electrostatic forces.
As shown in Fig. 3.6, particles originating from the interaction point which have |η| < 1.3
pass through four or more superlayers. Particles with |η|< 1 pass through all 8 superlayers. The
COT has a maximum acceptance of |η|< 2.
The proportional drift chamber is filled with Ar:C2H6 (50:50) mixture with a small admixture
of isopropyl alcohol and oxygen to prevent aging. This mixture is chosen to achieve a uniform
gain (≈ 2 ·104) and drift field with relatively high velocities (≈ 100 µm/ns) for all the sense wire
drift cells. The maximum drift distance in a cell is 0.88 cm which allows for a maximum drift
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Fig. 3.6: Schematic r− z view of the η coverage of the inner and outer tracker (SVX II, ISL and COT).
time of 100 ns, well enough inside the bunch crossing time window of 396 ns. The COT single-hit
resolution has been measured in situ using Z boson decays into muon pairs, Z → µµ, to be about
140 µm. The momentum resolution has been measured to be σpT /p2T ≈ 1.5× 10−3[ GeV/c]−1
using muon cosmic rays.
3.2.5 The Time of Flight
The Time Of Flight (TOF) detector [60] is used to distinguish low momentum pions, kaons and
protons by measuring the time they take to travel from the primary vertex to the system. The
TOF lays outside the tracking system, still inside the superconducting magnetic coil. This system
consists of 216 scintillating bars arranged into a barrel around the COT cylinder. Each bar has
a photomultiplier tube attached at both ends in order to detect the light coming from the energy
deposition of the particles. The readout electronics perform both time and amplitude digitisation
of the signal. The timing resolution of the TOF system is currently about 110 ps for particles
crossing the bar exactly in front of one of the phototmultiplier tubes. Since light attenuates while
travelling through the scintillator material, particles passing near the photomultiplier tube have
better timing resolution than those which are farther away.
3.2.6 The Calorimeters
The primary purpose of the CDF calorimeters is to measure the energy of charged and neutral
particles. A schematic view is shown in Fig. 3.7. The CDF calorimeters instrument two regions:
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central (|ηdet|< 1) and forward (1.1 < |ηdet|< 3.6).
Fig. 3.7: Elevation view of one half of the CDF detector displaying the different components of the CDF calorimeter.
Central Calorimeter
The central calorimeter is subdivided into an inner detector, called the central electromagnetic
calorimeter (CEM) [61], which is designed to absorb the electromagnetic particles as well as pi-
ons, and two outer detectors, called the central hadronic and endwall calorimeters (CHA, WHA) [62],
which are designed to stop the strong interacting particles.
These scintillator-based sampling calorimeters are set outside the solenoid and they are ar-
ranged in the form of projective towers pointing to the center of the detector. Each tower is a
set of plastic scintillator tiles interleaved with lead (steel) sampling material in the case of CEM
(CHA-WHA). Every tower covers approximately 0.1 unit in pseudorapidity and 15o in azimuthal
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angle. Thus, the central calorimeters are divided in 24 azimuthal slices. As shown in Fig. 3.7,
in each of these slices there exist 12 towers completely in the CHA calorimeter, 6 towers at the
WHA calorimeters and 6 towers are shared between both subsystems. Towers in CEM match
those of the hadron calorimeters.
The CEM thickness is 18 radiation lengths1 (X0) and the CHA-WHA thickness is 4.7 inter-
action lenghts2 (λI). The light produced in response to the energy deposited is collected using
wave-length-shifting fibers and derived to the photomultipliers tubes (PMTs) to produce around
40 photoelectrons per GeV. The light guide mapping for CHA is sketched in Fig. 3.8.
The energy resolution for each section was measured in the testbeam and can be parameterised
as (σ
E
)2
=
(
σ1√
E
)2
+(σ2)
2 , (3.1)
where the first term comes from sampling fluctuations and the photostatistics of PMTs and the
second term comes from the non-uniform response of the calorimeter. In the CEM, the energy
resolution for high energy electrons and photons at normal incidence is σET =
13.5%√
ET
⊕2%, where
the energy is expressed in GeV. In CHA and WHA detectors, charged pions were used to obtain
the energy resolution and it was found to be σET =
50%√
ET
⊕ 3% and σET = 75%√ET ⊕ 4%, respectively.
In addition, the overall calorimeter has an important role for muon identification. The average
energy loss per Minimum Ionising Particle (MIP) in the calorimeter is around 0.5 (1.6) GeV for
electromagnetic (hadronic) parts.
Plug Calorimeter
The forward or “plug” calorimeters [63] are also divided in electromagnetic (PEM) and hadronic
(PHA) parts. The plug calorimeters are completely new from Run II upgrade, contributing to a
more hermetic detector and replacing Run I gas calorimeters.
These calorimeters are also arranged in the form of projective towers pointing to the center of
the detector. Each tower is a set of plastic scintillator tiles interleaved with lead (iron) sampling
material in the case of PEM (PHA). The η coverage of the towers vary depending on the pseudo-
rapidity region3 from 0.1 to 0.6 and the φ coverage vary from 7.5o in the region 1.1 < |η|< 2.1 to
15o in the region 2.1 < |η| < 3.6. There exist 48 azimuthal modules. Towers in the PEM match
those of the PHA (except for the lowest η PEM tower which does not have a corresponding PHA
tower).
1The radiation length X0 describes the characteristic amount of matter traversed for high energy electrons in order
to lose all but 1/e of its energy by bremsstrahlung.
2An interaction length is the average distance a particle will travel before interacting with a nucleus.
3The segmentations optimise e± identification in b/¯b jets (b→ e+X processes) [57].
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Fig. 3.8: Central hadronic calorimeter module. The light scheme is sketched.
The PEM thickness is 23X0 and the PHA thickness is 6.8λI . The light produced in response
to the energy deposited is collected using wave-length-shifting fibers and derived to the photo-
multipliers tubes (PMTs) to produce around 300 photoelectrons per GeV. The energy resolution
for the plugs was determined in the test beam to be σE =
16%√
E ⊕ 1% for PEM and
σ
E =
80%√
E ⊕ 5%
for PHA where the resolution is given as a function of the total energy.
Table 3.1 shows in detail some of the most important characteristics of the CDF calorimetry.
As a final remark, mention that there are two main uninstrumented regions. One is in the CEM
where there is one azimuthal wedge module that it is notched to allow a “chimney” for access to
the CDF superconducting solenoid. The other is the cracks at η = 0 and |η| = 1.1 which allow
the junction between the two symmetrical central modules and between the WHA and the PHA,
respectively.
Calorimeter CEM CHA WHA PEM PHA
Absorber Lead Steel Steel Lead Iron
Segmentation
0.1×15o 0.1×15o 0.1×15o (0.1−0.6)× (0.1−0.6)×(η×φ) (7.5o−15o) (7.5o−15o)
Num. Towers (η×φ) 20×24 9×24 6×24 12×24(48) 11×24(48)
Thickness 18X0, 1λI 4.7λI 4.7λI 23X0, 1λI 6.8λI
Resolution (%) 14/√ET⊕2 50/
√
ET⊕3 75/
√
ET⊕4 16/
√
E⊕1 80/√E⊕5
Tab. 3.1: CDF II calorimetry summary.
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The Showermax and Pre-Radiator detectors
The central and forward parts of the calorimeter have their own shower profile detector positioned
at the expected maximum of the lateral shower profile (approximately at 6X0). These Central
Electromagnetic Showermax (CES) [64] or Plug Electromagnetic Showermax (PES) [65] are
designed to measure the position of electron and photon showers and to help on separating single
electrons and photons from the photons produced in pi0 → γγ decays.
The Central Pre-Radiator (CPR) [66] is located at the inner face of the central calorimeter and
consists of several multiwire proportional chambers which sample the electromagnetic shower
that begin in the solenoid magnetic material (approximately 1X0) in front of them. The Plug Pre-
Radiator (PPR) [67] serves a similar purpose but it is located in front of the plug calorimeters.
3.2.7 The Muon System
The CDF II muon system [68] consists of four subsystems, which are all functionally similar, that
cover the region of |η| < 2 and 2pi in azimuthal: the central muon chambers (CMU), the central
muon upgrade chambers (CMP), the central muon extension (CMX) and the intermediate muon
system (IMU). These units are located outside the calorimeter systems, as shown in Fig. 3.2, and
use the calorimeter steel and the magnet return yoke as absorbers for showering particles. The
systems consists on drift cells and scintillation counters which are used to reconstruct the tracks
from minimum ionising particles. These tracks are matched using dedicated algorithms with the
COT information in order to reconstruct the full trajectory of the muons.
3.2.8 The Trigger System
The collision rate at the Tevatron is much higher than the rate at which data can be stored on
tape. The role of the trigger is to efficiently extract the most interesting physics events from the
large number of pp¯ collisions. The CDF trigger system has a three level architecture as shown in
Fig. 3.9. Each level provides a rate reduction sufficient to allow for processing in the next level
with minimal deadtime.
Level 1 (L1) uses designed hardware to make decisions based on simple physics quantities
within events using a subset of the detector information. As shown in Fig. 3.10, three different
streams of information allow L1 to make a decision: calorimeter objects that may be further
reconstructed into electrons, photons or jets; track segments in the muon detector and tracking
data to identify tracks which can be linked to objects in the calorimeter or muon detector. The
L1 trigger decision takes place 5.5 µs after a collision and it works in parallel through a pipeline
that can store up to 14 bunch crossings. This buffered data is needed in order to accommodate
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Fig. 3.9: The CDF Run II Trigger and Data Acquisition System.
the average input rate of 1.7 MHz, determined by the Tevatron bunch configuration. After L1, the
event rate is reduced to less than 50 kHz.
The level 2 (L2) is a combination of hardware and software trigger that perform limited event
reconstruction using programmable processors. These events are stored in one of four asyn-
chronous buffers and the decision whether they are accepted or not is based on cluster algorithms,
shower information from Showermax detectors and combined tracking information from L1 and
from SVX II, which is crucial in order to trigger on different tracking features like the impact
parameter. This level of decision takes approximately 25 µs and further reduces the event rate to
approximately 300 Hz.
The level 3 (L3) consists of two components: an “event builder” and a Linux PC farm. As
shown in Fig. 3.11 the detector readout from the L2 buffers is received via an Asynchronous
Transfer Mode (ATM) switch and distributed to 16 PC nodes. The main task of these nodes is to
assemble all the pieces of the same event as they are delivered from different subdetector systems
through the ATM switch. The event is then passed to a processor node consisting on a separate
dual-processor PC. There are about 150 processor nodes and each of the two CPUs processes a
single event at a time. The L3 decision is based on a near-final quality reconstruction which, if it
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Fig. 3.10: Block diagram of the CDF Run II Trigger System.
passes certain criteria, it is sent to the Consumer Server / Data Logger (CS/DL) system for storage
first on disk and then on tape. This level of decision reduces the event rate to approximately 75 Hz.
3.2.9 CLC and luminosity measurement
The luminosity (L ) at CDF is determined from the rate of inelastic pp¯ interactions in the Cherenkov
Luminosity Counters (CLC) [69] detector. The CLC occupy the conical holes (3.75 < |η|< 4.75)
between the plug calorimeters and the beampipe as shown in Fig. 3.12. It is composed of 48 thin,
long, gas-filled, Cherenkov counters. They are arranged around the beam pipe in three concentric
layers, with 16 counters each, and pointing to the center of the interaction region. The coun-
ters are mounted inside a thin pressure vessel made of aluminium and filled with isobutane. The
Cherenkov angle is 3.1o and the momentum threshold for light emission is 9.3 MeV/c for elec-
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Fig. 3.11: Event Builder and L3 filtering. Data from the front end crates pass through ATM switches to the converter
nodes. Here, the events are assembled and passed to the processor nodes. The accepted events are passed to output
nodes which send them to the Consumer Server and Data Logging systems (CS/DL).
trons and 2.6 GeV/c for pions.
Fig. 3.12: Schematic view of the luminosity monitor inside a quadrant of CDF. It is located at |θ|< 3o.
The CLC is designed to measure the average number of inelastic interactions per bunch cross-
ing, µ, within a few percent, up to the high luminosity regimes expected for the Tevatron. Then,
the luminosity is extracted using:
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µ · fBC = σi ·L , (3.2)
where σi is the inelastic proton-antiproton scattering cross section4 and fBC is the frequency of
bunch crossing, which is on average 1.7 MHz for 36×36 bunch operations.
Since the number of interactions n per bunch crossing follows Poisson statistics with mean µ,
one can have a good estimator for µ measuring the probability of empty bunch crossings n = 0:
P (0) = e−µ . (3.3)
An empty bunch crossing is observed when there are less than two tubes with signals above
threshold in either module of the CLC. The measured fraction of empty bunch crossings is cor-
rected for the CLC acceptance and the value of µ is calculated. The total systematic uncertainty
on the luminosity [70] is about 6%, which originates from uncertainties in the acceptance (4.4%)
and from the inelastic cross section normalisation (4%).
3.2.10 Data Quality Monitoring and Validation
Part of the events from the collisions undertake some quality controls to ensure the different
subdetector systems were in good conditions during data-taking. This series of controls involve
statistical tests of different levels of complexity for some of the most sensitive variables. These
tests are implemented online, to resolve possible problems in short time, and offline, when a
careful reconstruction of the whole event is performed with the final calibrations.
Data is validated in “runs”. Several lists (“GoodRunList”), specifying which of the runs
pass certain quality criteria to be used for different kind of analysis, are made available. See
Appendix A for more information about this system.
4The proton-antiproton inelastic cross section at the Tevatron is σi = 59.3 mb.
Chapter 4
Analysis Method
4.1 Data Pre-selection
This work is based on 371 pb−1 of Run II data collected before the beginning of 2005. The
run number is in the 138809 - 186598 range. Some basic filters for data quality were enforced
to ensure the data were collected with tracking and calorimeter systems working properly (see
Appendix A). There are roughly ten million events in this sample.
4.1.1 Trigger Path
The three-level trigger logic that was employed to collect the event sample requires the presence
of at least two jets in the final state together with large ET/ . This trigger is called “MET35”. At L1
and L3 different ET/ thresholds are required whereas the criteria to pass L2 is the presence of two
calorimeter clusters of at least 10 GeV.
Trigger Level requirement Prescale
L1 MET 25 1
L2 TWO-JET10 .and. L1-MET25 1
L3 MET 35 1
Tab. 4.1: Summary of the MET35 trigger logic used in collecting the data.
The stability of the trigger cross section versus time was studied. Fig. 4.1 shows the effective
cross section of the MET35 trigger versus run number. After some pre-selection cuts described in
Section 4.1.2, no significant dependence of the measured cross section with the run number was
observed.
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Fig. 4.1: Cross section vs run number for the MET35 trigger. The plot includes a number of cuts to pre-select the
data.
4.1.2 Pre-selection Cuts
Events were pre-selected using the following basic criteria:
• The presence of a reconstructed primary vertex with z-component, Vz, in the region |Vz| <
60 cm. Events where no vertex is found are excluded.
• At least three jets with transverse energy, E jetT , above 25 GeV and pseudorapidity in the
range |η jet| < 2.0. Jets are reconstructed using the CDF JETCLU algorithm with a radius
R=0.7 and energies corrected for the detector effects and multiple interaction contributions.
These corrections change the jet transverse energies between 10% and 30% depending on
the pseudorapidity. The resolution is∼ 15% and improves with the ET of the jet. Systematic
uncertainties associated are of the order of 2%−3%.
• At least one of the three leading jets is required to be central with a pseudorapidity in the
region |η jet|< 1.1.
• ET/ > 70 GeV, where ET/ is computed from the energy depositions in the calorimeter tow-
ers and the threshold is dictated by the trigger (see Appendix B). Mathematically the ET/
is calculated from the vectorial sum of the transverse energies deposited in the different
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calorimeter towers:
~ET/
raw
=−∑
i
(Ei sinθi)~ni , (4.1)
where ~ni is the normalised vector that points to the tower from the position of the primary
vertex found.
The ET/ , as measured in the calorimeter, is re-computed using average-corrected jet trans-
verse energies for all the jets in the event. This is expressed with the following formula:
ET/ = ET/ raw−
Njets
∑
i=1
EuncorrTi +
Njets
∑
i=1
EcorrTi . (4.2)
The following requirements were also added in order to remove contributions from beam-halo,
beam-gas and cosmic rays. These cuts remove events with insufficient electromagnetic energy
deposition in the calorimeter or insufficient tracking activity, inconsistent with jets of hadrons
coming from the interaction point (see Appendix C).
• Averaged electromagnetic fraction of jets, defined as EEMF = ∑jets E
jet
T · f jetemf
∑jets E jetT
, greater than
0.15, where the sum runs over the three leading jets in the event.
• Averaged jet charge fraction, ECHF ≥ 0.15. The quantity ECHF is defined for central jets
(|ηjet| < 1.1) as the averaged ratio between the momentum of the jet, as computed using
tracks, and the jet transverse energy:
ECHF = 1
N jets ∑jets
∑tracks P trackT
E jetT
, (4.3)
where only tracks in a cone of radius 0.4 around the jet’s direction, and passing the follow-
ing quality cuts are considered:
– |z− z0|< 2 cm,
– 0.3 < pT < 500 GeV/c,
– |η|< 1.5,
– d0 < 2 cm,
– Number of axial + stereo hits > 20.
Above, |z− z0| is the difference in the z-direction between the track and the vertex, and d0
is the impact parameter of the track. These cuts are defined after a track validation analysis,
using Z → µµ, presented in Appendix D.
After applying these pre-selection (or basic) cuts, the data sample is cleaner and the ET/ spec-
trum changed significantly as shown in Fig. 4.2.
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Fig. 4.2: ET/ spectrum before and after applying the pre-selection (or basic) cuts.
4.2 Signal Generation and Normalisation
In this thesis, the different production channels considered are grouped in four main processes
denoted as: gg for g˜g˜ production; sg for q˜g˜ (and c.c.) production; ss for q˜q˜ (and c.c.) production;
and sb for q˜¯q˜ production.
The signal generation and simulation for different squark and gluino masses translate into
a substantial amount of CPU time. This analysis was limited to the mSUGRA scenario with
the following parameters: A0 = 0, sign(µ)=-1 and tanβ = 5. This set of parameters was chosen
coherently with other SUSY analyses in CDF and to facilitate the comparison of Run I and Run II
results.
PROSPINO [73] was used to calculate the next-to-leading order (NLO) cross sections for
squark and gluino production at the Tevatron. In this program, the theoretical calculations are
performed using five flavours, assumed to be almost degenerate in mass. In this analysis, pro-
cesses involving sbottom and/or stop production in the 2-to-2 hard process were excluded, since
sbottom and stop masses are significantly smaller than the rest of the squarks, strongly dependent
on the mixing, and would dominate the final-state topologies.
The gluino-squark mass plane is then scanned via variations of m0 and m1/2 parameters. Two
different leading-order Monte Carlo programs, ISAJET [71] and PYTHIA [72], were initially
considered to generate the mSUGRA points. Both matrix elements in ISAJET and PYTHIA give
the same prediction for masses and cross sections and PYTHIA Monte Carlo was finally chosen
since the initial- and final-state gluon radiation in ISAJET is poorly modelled (see Appendix E).
The generation also used CTEQ5L PDFs, initial-state gluon radiation and underlying event set-
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tings as determined by Tune A, and ΛQCD = 146 MeV 1.
As it can be seen in Fig. 4.3, more than 100 different points were generated in a grid with
different squark and gluino masses. This grid of points was chosen to overlap Run I limits and
to expand up to approximately 500 GeV/c2 (see also Fig. 4.4). Additional PYTHIA samples
were generated with enhanced and reduced initial- and final-state gluon radiation to determine
the systematic uncertainty due to the parton shower modeling in the Monte Carlo.
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Fig. 4.3: mSUGRA points generated with PYTHIA. The y-axis is the average mass of the 8 squarks of the first two
generations. The x-axis corresponds to the mass of the gluino. 15,000 events were generated for each point. The plot
is divided into the three zones obtained from the optimisation study.
Using PROSPINO, the cross section for each of the subprocesses σiNLO with i = gg,sg,ss, and
sb is calculated. Then, with the condition:
σNLO = ∑
i
σiNLO , (4.4)
the value of the relative cross sections (ki ≡ σiNLO/σNLO) is used to obtain the correspondent rel-
ative values on the number of events. If the efficiency for each subprocess after a certain number
of cuts is εi ≡ Ni/N0i , where Ni is the number of signal events for the subprocess i surviving the
cuts and N0i is the initial number of events for the same subprocess, then the total efficiency for
one of the points in the grid is:
ε = ∑
i
εi · ki , i = gg,sg,ss,sb . (4.5)
Following this procedure, the number of expected events for a particular signal point can
be calculated using NLO estimations. The default value of the NLO renormalisation scale is
1This follows the standards suggested by the CDF Top and Higgs Working Groups.
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Fig. 4.4: mSUGRA points generated with PYTHIA in the context of the limits found by previous analyses. The
y-axis is the average mass of the 8 squarks of the first two generations and the x-axis corresponds to the mass of the
gluino.
set to µ = Mg˜ for gluino-gluino (gg) production processes; µ = 0.5[Mg˜ + Mq˜] for squark-gluino
(sg) production processes; µ = Mq˜ for squark-squark (ss) or antisquark-antisquark production
processes and µ = Mq˜ for squark-antisquark (sb) production processes. Here, Mq˜ is the average
of all eight squark masses (two first generations) considered.
4.3 Background Processes
The SM background in this analysis is dominated by QCD multijet processes where the observed
ET/ comes from an inadequate determination of the jet transverse energies. In addition, there
are contributions from Z and W production in association with jets, top production and dibo-
son production. In particular, the contribution from Z + 3 jets production, where the Z decays
into neutrinos, constitutes an irreducible background to the mSUGRA signal. A list of the most
relevant background processes is given in Tab. 4.2.
The different boson + jets and diboson samples were normalised using LO-to-NLO k-factors
determined by MCFM2 [74]. The default value of the renormalisation scale in MCFM was set
to µ = MW (µ = MZ) in the case of W (Z) processes. To normalise the t ¯t production, the NLO
2MCFM provides k-factor upto two partons in the final state. However, as shown by separate measurements at DØ,
the use of k-factors for three partons is a reasonable approximation.
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Sample Sample Lumi (pb-1) k-factor (NLO/LO)
Z → νν+3 jets 1.66×103 1.13
Z/γ∗→ ee+2 jets 1.16×104 1.18
Z/γ∗→ µµ+2 jets 7.76×103 1.18
Z/γ∗→ ττ+2 jets 7.93×103 1.18
W → eν+3 jets 2.62×103 1.09
W → µν+3 jets 3.21×103 1.09
W → τν+2 jets 7.61×102 1.09
t ¯t (all decays) 3.45×104 NLO theory σ
WW (all decays) 4.17×103 1.41
QCD 60 < pˆT < 90 GeV 4.36×101 from data
QCD 90 < pˆT < 120 GeV 7.64×102 from data
QCD 120 < pˆT < 150 GeV 9.58×102 from data
QCD 150 < pˆT < 200 GeV 1.54×103 from data
QCD 200 < pˆT < 300 GeV 7.03×103 from data
QCD 300 < pˆT < 400 GeV 1.65×105 from data
QCD 400 < pˆT < 500 GeV 3.07×106 from data
QCD pˆT > 500 GeV 5.76×107 from data
Tab. 4.2: List of the SM background processes considered for this analysis and the normalisation to NLO (k-factor).
theoretical cross section was used [75]. Dedicated studies were carried out to determine the
normalisation of the QCD samples from the data and the minimum pˆT that contributes to the ET/
trigger data, since it is virtually impossible to generate sufficient Monte Carlo statistics for an
arbitrarily low pˆT threshold. Both studies are described in Appendix F. It was found that the
ratio data/MC indicates that no k-factor different than 1.0 is necessary and that the minimum pˆT
necessary is 90 GeV/c.
4.4 Selection Cuts
In addition to the pre-selection criteria described in Section 4.1.2, a number of selection cuts are
applied to significantly reduce the different SM backgrounds.
4.4.1 Multijet Background (QCD) Rejection
The production of multiple jet events coming from QCD processes has a huge cross section. A
priori, these events should not be characterised for having much ET/ . However, large missing
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energy may arise from the mismeasurement of the jet energy due to cracks and/or other detector
effects. When a jet is partially reconstructed in the detector, it is expected that the azimuthal
direction of the resulting ET/ be aligned to the jet in the transverse plane. Fig. 4.5 shows the
azimuthal angle between the ET/ and each of the three leading jets. As expected, a peak at ∆φ = 0
is observed. For comparison, Fig. 4.6 shows a similar plot for three representative mSUGRA
signal points where no peak is observed.
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Fig. 4.5: ∆φ(ET/ , jets) distributions for the three leading jets of the QCD multijet sample. The peak at zero comes
from events in which one of the jets is mismeasured resulting in a ET/ aligned with the jet. The arrow indicates the
value of the cut.
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Fig. 4.6: ∆φ(ET/ , jets) distributions for the three leading jets of the representative mSUGRA point: s35 (top), s56
(middle), s80 (bottom). The ET/ in signal events points in a direction away from the jets. The arrow indicates the value
of the cut.
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Therefore, to remove the contribution from multijet QCD background we require the az-
imuthal distance between ET/ and the direction of each of the three leading jets to be larger than
the cone size of the jet.
∆φ(ET/ , jet)> 0.7 (4.6)
4.4.2 Electron Rejection
W and Z bosons decay into electrons a fraction of the time. These electrons can be misidentified as
jets. To reject this contribution, the electromagnetic fraction (EMF), defined as the ratio between
the transverse electromagnetic energy of the jet to the total transverse energy of the jet, measured
by the calorimeter, is required to be less than 0.9.
EMFjets < 0.9 (4.7)
Fig. 4.7 shows the EMF distributions of the three leading jets for representative mSUGRA
points. Similarly, Fig. 4.8 shows the EMF distribution for W → eν. The peak at one is due to
electrons. In the case of the mSUGRA samples, some electrons may also come from semileptonic
decays in the development of the gluino and squark cascades.
4.4.3 Muon Rejection
W and Z bosons can also decay into muons. These muons, if not detected, can produce large
ET/ in the event becoming a significant background in the analysis. Muons can be identified in
the COT as isolated tracks. We define isolation for those tracks with pT > 10 GeV/c. A track is
considered isolated if the scalar pT sum of all additional tracks in a cone of radius, R = 0.4, is less
than 2 GeV/c, where only tracks as defined in section 4.1.2 are considered.
With the above definitions two different cuts are implemented to reject these specific back-
grounds:
• Z/γ∗→ µµ: events are rejected if the invariant mass of the two highest isolated tracks falls in
the 76 <Minv < 106 mass window. The invariant mass distribution for the mSUGRA points
is shown on the left column of Fig. 4.9. As it can be seen, there are very few signal events
which have two or more isolated tracks. Fig. 4.10 shows the distribution for Z/γ∗→ µµ and
W → µν events. Most of the events from the first one are rejected by this cut.
• W → µν: events are rejected if the azimuthal angle between the highest isolated track and
the ET/ is below 0.7. This cut is analogous to the cut for QCD rejection as it eliminates
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Fig. 4.7: EMF distributions for the three leading jets of the representative mSUGRA points: s35 (top), s56 (middle),
s80 (bottom). The arrow indicates the value of the cut.
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Fig. 4.8: EMF distribution for the leading jets of the W → eν sample. A large fraction of the jets have an EMF close
to one. These jets are most likely electrons. The arrow indicates the value of the cut.
events where the ET/ is caused by an undetected muon. Fig. 4.11 shows the azimuthal
angle distribution between the ET/ and the isolated track for Z/γ∗→ µµ and W → µν. Both
distributions peak at zero due to events in which the ET/ is aligned with an isolated track.
The right column of Fig. 4.9 shows a similar distribution for the mSUGRA signal points.
This cut removes a large fraction of the backgrounds while keeping most of the signal.
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Fig. 4.9: The left column shows the distribution of the invariant mass of the two highest isolated tracks. The right
column shows the distribution of the azimuthal angle between the ET/ and the highest isolated track. Plots are shown
for s35 (top), s56 (middle), and s80 (bottom). The arrows show where the different cuts are placed.
4.4.4 Further Rejection: Signal vs Background Optimisation
The previous cuts were introduced to reduce specific background processes. However, the back-
ground contribution in general can be further reduced using the fact that squarks and gluinos
produce large ET/ and have large masses. It is expected that the mSUGRA signal events be char-
acterised by isotropic (spherical) final-state topologies with large amounts of transverse energy
measured in the calorimeter. The variables that help on discriminating signal from background at
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Fig. 4.10: Invariant mass distribution of the two highest isolated tracks in the event. The plot on the left corresponds
to Z/γ∗→ µµ, while the plot on the right corresponds to W → µν. This cut does little to reduce the W → µν background
since not many of the events have two or more isolated tracks. However, it rejects most of the Z/γ∗→ µµ background.
The arrows show were the invariant mass window cut is placed.
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Fig. 4.11: ∆φ(track,ET/ ) distribution for Z/γ∗→ µµ events (left) and W → µν events (right). This cut rejects events
in which the direction of the ET/ is aligned with that of an isolated track. A significant fraction of the backgrounds is
rejected by the cut placed where the arrow indicates.
this point are the following:
• E jet 1T : transverse energy of the leading jet.
• E jet 2T : transverse energy of the second leading jet.
• E jet 3T : transverse energy of the third leading jet.
• HT: total transverse energy defined as the sum of the transverse energies of the three leading
jets (HT = ∑3jets E jetT ).
• ET/ : missing transverse energy corrected as explained in Section 4.1.2.
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A careful MC study was performed to set the optimal values for these variables and maximise
their ability to separate the mSUGRA signal from the background. This ability is quantified by
S/
√
B, where S denotes the expected number of signal events and
√
B is the statistical uncertainty
on the Standard Model background. Due to the complexity of optimising 103 points of signal with
five variables that are correlated, a step-by-step procedure was considered:
• First, the number of points in Fig. 4.3 was reduced and only the points with similar squark
mass and increasing gluino mass (row points 31-91) together with a set of points with
Mq˜ ≈ Mg˜ (diagonal points 23-91) were selected in this study. It is noticeable that the
difference between points belonging to the same column, or same gluino mass, is less
significant. At the bottom of a column, squarks and gluinos have similar masses, and
therefore they tend to be produced with similar probability. As the mass of the squark
increases (moving up in the column), the squark cross section becomes smaller. Thus, at
the top of the column most of the events tend to come from gluinos, whose mass has not
changed.
All optimisation plots were done with these limited set of mSUGRA points, with the aim
to determine the different cuts defining the minimum number of zones into which the
mSUGRA mass plane can be divided.
• Fig. 4.12 and Fig. 4.13 show the S/√B distributions for the points with Mq˜ ≈Mg˜ (diagonal),
and the points with similar squark masses (row), respectively. Each triangle in each of the
plots corresponds to a different cut on HT. From these plots, three different regions are
defined. In region A, the HT cut is set to 255 GeV. Region B has a HT cut of 330 GeV.
Finally, region C has a cut of 355 GeV. All of these cuts are directly extracted from the
maximum of the S/
√
B distributions.
Fig. 4.14 and Fig. 4.15 show the HT distributions for the points with Mq˜ ≈Mg˜ (diagonal),
and similar squark mass (row), respectively. When comparing the distributions, the dif-
ference between two points with similar gluino mass and different squark masses (points
23-31, 35-42, 46-52, etc) is negligible compared to the difference between two points with
similar squark masses and different gluino masses.
• The HT cut is applied and now a similar study is performed with the ET/ variable. Fig. 4.16
and Fig. 4.17 show the S/
√
B distribution for the points along the diagonal and the row.
From these plots, a ET/ cut of 75 GeV for region A is assigned. The cuts for regions B and
C are chosen to be 100 GeV and 130 GeV, respectively. Fig. 4.18 shows the ET/ distribution
for the points along the diagonal. Similarly, Fig. 4.19 shows the ET/ distribution for the
points along the row.
• After applying the HT and ET/ cuts, the ET of the jets have less discriminating power. As
an example, Fig. 4.20 shows the S/
√
B distribution of the leading jet for points along the
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diagonal. The distribution is flat until it starts to drop, which implies that signal and back-
ground have the same shape. Therefore, the cut on this variables is chosen so that the signal
acceptance remains high and the low-end tails of the jet’s ET distributions are removed.
This can be seen in Fig. 4.21 through Fig. 4.23, where the arrows show the placement of
the cut for the different regions. The only cut applied to the third jet transverse energy is
the one from the pre-selection (25 GeV).
Fig. 4.12: S/
√
B distribution for HT of the mSUGRA points along the diagonal.
Different ordering for the applied cuts was also studied and the one which maximised the S/
√
B
was chosen.
In conclusion, the entire generated mSUGRA plane was finally divided into three distinct
regions as a function of the gluino mass, as seen in Fig. 4.3. The value of the different thresh-
olds which defined the three different signal regions is shown in Tab. 4.3 and the efficiencies for
each of the cuts applied in the analysis (pre-selection and optimised cuts) for three representative
mSUGRA points, together with the number of expected events after all cuts, are given in Tab. 4.4.
Only statistical uncertainties are considered at this point.
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Fig. 4.13: S/√B distributions for HT of the mSUGRA points along the row.
ET/ (GeV) HT (GeV) E jet 1T (GeV) E jet 2T (GeV) E jet 3T (GeV)
Region A 75 230 95 55 25
Region B 90 280 120 70 25
Region C 120 330 140 100 25
Tab. 4.3: Cut thresholds for the three different regions in which the signal plane is divided.
4.5 Signal Studies
In order to better understand the signal behaviour as a function of the different gluino and squark
masses, the variation of different quantities such as efficiencies, significances and relative contri-
butions to the production subprocesses, were studied along columns (constant Mg˜), along rows
(constant Mq˜) and along the diagonal (Mg˜ ≈Mq˜) in the signal plane. The relative contributions for
the different production subprocesses, gluino-gluino (gg), squark-gluino (sg) and squark-squark
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Fig. 4.14: HT distributions for all the points in the diagonal (Mq˜ ≈ Mg˜). The arrow shows where the cut is placed
for each different zone. The first two plots correspond to zone A (points s23, and s35), the next four plots correspond
to zone B (points s46, s56, and s65), and the last three plots correspond to zone C (points s73, s80, s86, and s91).
(or with anti-squarks) (ss)3 were studied before any cut and after all the analysis cuts. The results
and their interpretation follows:
• Study along column s1 (Mg˜ ≈ 185 GeV/c2) In Fig. 4.24 the relative contributions of
the different production subprocesses is shown together with their efficiencies and sig-
nificances. Before the cuts, the gg contribution is steadily increasing as long as the ss
3In this section, for simplicity, the (ss) refers to the sum of the squarks and anti-squarks production processes.
4.5 Signal Studies 71
 (GeV)H
100 200 300 400 500 600 700 800 900
Ex
pe
ct
ed
 e
ve
nt
s
-210
-110
1
10
210
s31
Backgrounds
Sig + Bkg
 
3T
 +E
2T
 +E
1T
 E≡TH
 (GeV)H
100 200 300 400 500 600 700 800 900
Ex
pe
ct
ed
 e
ve
nt
s
-210
-110
1
10
210
s42
Backgrounds
Sig + Bkg
 
3T
 +E
2T
 +E
1T
 E≡TH
 (GeV)H
100 200 300 400 500 600 700 800 900
Ex
pe
ct
ed
 e
ve
nt
s
-210
-110
1
10
210
s52
Backgrounds
Sig + Bkg
 
3T
 +E
2T
 +E
1T
 E≡TH
 (GeV)H
100 200 300 400 500 600 700 800 900
Ex
pe
ct
ed
 e
ve
nt
s
-210
-110
1
10
210
s61
Backgrounds
Sig + Bkg
 
3T
 +E
2T
 +E
1T
 E≡TH
 (GeV)H
100 200 300 400 500 600 700 800 900
Ex
pe
ct
ed
 e
ve
nt
s
-210
-110
1
10
210
s69
Backgrounds
Sig + Bkg
 
3T
 +E
2T
 +E
1T
 E≡TH
 (GeV)H
100 200 300 400 500 600 700 800 900
Ex
pe
ct
ed
 e
ve
nt
s
-210
-110
1
10
210
s76
Backgrounds
Sig + Bkg
 
3T
 +E
2T
 +E
1T
 E≡TH
 (GeV)H
100 200 300 400 500 600 700 800 900
Ex
pe
ct
ed
 e
ve
nt
s
-210
-110
1
10
210
s82
Backgrounds
Sig + Bkg
 
3T
 +E
2T
 +E
1T
 E≡TH
 (GeV)H
100 200 300 400 500 600 700 800 900
Ex
pe
ct
ed
 e
ve
nt
s
-210
-110
1
10
210
s87
Backgrounds
Sig + Bkg
 
3T
 +E
2T
 +E
1T
 E≡TH
 (GeV)H
100 200 300 400 500 600 700 800 900
Ex
pe
ct
ed
 e
ve
nt
s
-210
-110
1
10
210
s91
Backgrounds
Sig + Bkg
 
3T
 +E
2T
 +E
1T
 E≡TH
Fig. 4.15: HT distributions for all the points in the chosen row (gluino mass increases as the point number increases).
The arrow shows where the cut is placed for each different zone. The first two plots correspond to zone A (points s31,
and s42), the next four histograms correspond to zone B (points s52, s61, and s69), and the last three plots correspond
to zone C (points s76, s82, s87, and s91).
contribution is being suppressed due to the increasing squark mass. After the cuts, the gg
contribution is slightly reduced. The most probable explanation for this effect is the fact
that the jets coming from the gluino tend to be softer than a single jet produced from a
squark of a similar mass. Therefore, it is the minimum threshold condition of the first and
the second jet (in zone A: E jet 1T ≥ 95 GeV and E jet 1T ≥ 55 GeV) which are reducing the gg
contribution.
• Study along diagonal s34 (Mg˜ ≈ Mq˜) Same quantities as in the previous case are shown
in Fig. 4.25, but now along the diagonal where the mass of the squark is comparable to
the gluino mass. The two vertical lines separate the three optimised regions. As expected,
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Fig. 4.16: S/√B distribution for ET/ of the mSUGRA points along the diagonal.
the three different signal production processes keep their relative contribution along the
diagonal, even after the analysis cuts. The efficiencies increase along the diagonal and the
significances drop with the increasing mass, as expected, but the different optimisations per
each region helps on reducing the falling rates.
• Study along row s6 (Mq˜ ≈ 355 GeV/c2) Same quantities as in the previous case are shown
in Fig. 4.26. The drop at high gluino masses can be explained by the fact that it is a region
where squark production dominates and topologies with only two jets in the final state are
favoured.
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Fig. 4.17: S/
√
B distributions for ET/ of the mSUGRA points along the row.
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Fig. 4.18: ET/ distributions for all the points in the diagonal (Mq˜ ≈Mg˜). The arrow shows where the cut is placed for
each different zone. The first two histograms correspond to zone A (points s23, and s35), the next four plots correspond
to zone B (points s46, s56, and s65), and the last three plots correspond to zone C (points s73, s80, s86, and s91).
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Fig. 4.19: ET/ distributions for all the points in the chosen row (gluino mass increases as the point number increases).
The arrow shows where the cut is placed for each different zone. The first two plots correspond to zone A (points s31,
and s42), the next four plots correspond to zone B (points s52, s61, and s69), and the last three plots correspond to
zone C (points s76, s82, s87, and s91).
76 Analysis Method
Fig. 4.20: S/
√
B distribution for E jet 1T of the mSUGRA points along the diagonal (Mq˜ ≈Mg˜). After applying the HT
and ET/ , the signal and background distributions have the same shape. Therefore, the S/
√
B becomes flat until it starts
to drop.
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Fig. 4.21: E jet 1T distributions for points s35, s56, and s80 on the left, and points s42, s61, and s82 on the right (each
pair of histograms corresponds to points belonging to the same column (same gluino mass) in Fig. 4.3). The cut is
chosen to remove the low-end tails of the signal distributions.
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Fig. 4.22: E jet 2T distributions for points s35, s56, and s80 on the left, and points s42, s61, and s82 on the right (each
pair of histograms corresponds to points belonging to the same column (same gluino mass) in Fig. 4.3). The cut is
chosen to remove the low-end tails of the signal distributions.
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Fig. 4.23: E jet 3T distributions for points s35, s56, and s80 on the left, and points s42, s61, and s82 on the right (each
pair of histograms corresponds to points belonging to the same column (same gluino mass) in Fig. 4.3). We do not
apply a cut to the energy of the third jet except for the pre-selection cut of 25 GeV.
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Cuts mSUGRA s35 mSUGRA s56 mSUGRA s80
Initial Exp. # of Events 2149 561 83
Vertex: |Vz|< 60 cm 96.6 ± 0.2 % 96.7 ± 0.1 % 96.7 ± 0.1 %
≥ 3 jets (ET > 25 GeV and |η|< 2.0) 75.3 ± 0.4 % 75.3 ± 0.4 % 75.6 ± 0.4 %
1 Central jet (η < 1.1) 75.2 ± 0.4 % 74.9 ± 0.4 % 75.3± 0.4 %
ET/ > 70 GeV 47.0 ± 0.4 % 55.0 ± 0.4 % 61.7 ± 0.4 %
EEMF > 0.15 47.0 ± 0.4 % 55.0 ± 0.4 % 61.7 ± 0.4 %
ECHF > 0.15 46.6 ± 0.4 % 54.7 ± 0.4 % 61.1 ± 0.4 %
∆φ (ET/ , jets) 24.7 ± 0.4 % 30.3 ± 0.4 % 34.4 ± 0.4 %
EMF of the jets 23.2 ± 0.3 % 28.3 ± 0.4 % 32.0 ± 0.4 %
Minv < 76 or Minv > 106 GeV/c2 23.2 ± 0.3 % 28.3 ± 0.4 % 32.0 ± 0.4 %
∆φ (ET/ , max iso track) 22.5 ± 0.3 % 27.8 ± 0.4 % 31.3 ± 0.4 %
ET of the jets 16.9 ± 0.3 % 17.3 ± 0.3 % 15.9 ± 0.3 %
ET/ 16.0 ± 0.3 % 14.7 ± 0.3 % 11.3 ± 0.3 %
HT 14.5 ± 0.2 % 12.8 ± 0.2 % 10.6 ± 0.2 %
Nexp Events (371 pb−1) 310.8 ± 3.8 71.6 ± 0.9 8.9 ± 0.1
Tab. 4.4: Efficiencies for mSUGRA events in regions A, B, and C. The points shown are representative for each
region.
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Fig. 4.24: Different relative contributions of the signal production processes before the cuts (top-left), after the
analysis cuts (top-right), the signal efficiencies (bottom-left) and significances (bottom-right) along a column (Mg˜ ≈
185 GeV/c2).
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Fig. 4.25: Different relative contributions of the signal production processes before the cuts (top-left), after the
analysis cuts (top-right), the signal efficiencies (bottom-left) and significances (bottom-right) along the diagonal (Mg˜ ≈
Mq˜).
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Fig. 4.26: Different relative contributions of the signal production processes before the cuts (top-left), after the
analysis cuts (top-right), the signal efficiencies (bottom-left) and significances (bottom-right) along a row (Mq˜ ≈
355 GeV/c2).
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4.6 Systematic Uncertainties
A complete study of systematic uncertainties on the estimation of signal and background expected
events was carried out. The resulting systematic uncertainties for signal and background are
collected in Tab. 4.5-4.8.
• Energy scale: Considered the uncertainties on the jet energy corrections and allowed ±1σ
variation. The corresponding shift in the ET/ was also included.
• Luminosity: The uncertainty on the total integrated luminosity at CDF is of 6% [70].
• ISR/FSR: To estimate the systematic uncertainty on the expected signal events related to
the modeling of the initial and final state radiation in the Monte Carlo, for each point in the
mSUGRA mass plane additional samples were generated with modified ΛQCD values.
In addition, the following two sources of theoretical uncertainty, related to renormalisation and
factorisation scales, and PDFs, affect in particular the calculation of the NLO cross sections.
4.6.1 Renormalisation Scale
• PROSPINO Calculation: The default value of the renormalisation scale in PROSPINO is
set as explained in Section 4.2. To investigate the effects of the renormalisation scale on
the PROSPINO cross section the value of µ was shifted to µ ∗ 2 and µ/2. The systematic
uncertainty associated with the renormalisation scale is then given by half the difference
of the cross sections obtained from the previous two scenarios. The uncertainty due to the
renormalisation scale on the signal cross section is shown in Fig. 4.42 and Fig. 4.43. The
first plot shows the evolution of the cross section values along two columns (points with
constant gluino mass). Likewise, the second plot shows the cross section when Mq˜ ≈ Mg˜
(diagonal). As it can be seen, this uncertainty is of the order of 20%. Also shown in the
plots is the combined uncertainty from the renormalisation scale and the PDF uncertainties
(see below).
• MCFM Calculation: A similar strategy is used for the background processes whose NLO
cross section is calculated using MCFM. However, for Z/W + jets only the uncertainty
returned by setting the renormalisation to 2 ∗ µ is used. This is due to the fact that for
µ/2 the renormalisation scale is in a region where the NLO cross section calculation is
unstable [76].
• QCD Multijet Background: The uncertainty on the multijet background due to the renor-
malisation scale is 10%, taken from [77].
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4.6.2 PDF uncertainty
• Top Production: The top PDF uncertainty is taken directly from the theoretical calculation
by Cacciari et al. [75]. For this analysis, a top mass of 175 GeV is assumed.
• PROSPINO and MCFM Calculations: The Hessian method [78] was applied to calculate
the uncertainty due to the choice of the PDF (CTEQ6L1 (LO) and CTEQ6.1M (NLO)).
PROSPINO and MCFM were run using each of the 40 PDFs and the uncertainty associated
was computed following the next recipe:
– For each eigenvalue, if the +1 σ and -1 σ PDFs produce a positive and a negative shift,
respectively, then the positive and negative systematic uncertainties are given by the
following formula: dX2± = ∑20i (X i±−XCTEQ6.1M)2. Here, X , is the quantity for which
one is considering the variations (e.g. the cross-section).
– If the +1 σ and -1 σ PDFs for a given eigenvalue result on just a positive shift with
respect to the nominal value, only the largest uncertainty contributes to dX+. There is
no contribution to dX− from this eigenvalue.
– If the +1 σ and -1 σ PDFs for a given eigenvalue result on just a negative shift with
respect to the nominal value, only the largest uncertainty contributes to dX−. There is
no contribution to dX+ from this eigenvalue.
In the case of the signal, the uncertainty on the PDF produces dramatic consequences
as shown in Fig. 4.27-4.29. The plots correspond to the cross section for each of the
PROSPINO subprocesses for mSUGRA point 23, 56, and 80. The largest source of un-
certainty in the plots comes from eigenvalue 15, which is associated with the high-x gluon
content in the PDF4. The overall effect of the PDF uncertainty on the signal cross section
is about 30% (Fig. 4.42 and Fig. 4.43). However, the uncertainty introduced by the PDFs
on the signal cross section does not translate into a large effect on the signal efficiency (see
Tab. 4.5). Fig. 4.30-4.32 show the distribution of the cross section for W + 2 jets, Z + 2 jets,
and WW , respectively. Here, the uncertainty on the PDF has little effect on the calculation
of the k-factor. It makes sense since the above background processes are dominated by
contributions with qq¯ in the initial state.
• QCD Multijet Background: A 20% uncertainty on the QCD mutijet background is as-
sumed based on the PDF studies on inclusive jet production at CDF [77].
In Fig. 4.33 the different contributions of the systematic uncertainties to the signal efficiency
are shown for the three representative points close to the diagonal (mSUGRA s35, mSUGRA
4Note that each eigenvalue has an up and down contribution (PDF) associated. This is the reason why the eigenvalue
15 appears to be at 30 in the plot.
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s56 and mSUGRA s80). The most important contribution is the Jet Energy Scale, followed by
ISR/FSR and the PDF uncertainties.
Region Samples JES L Renorm. PDF ISR/FSR Total
A
mSUGRA s35 ± 1.05 % ± 0.87 % ± 0.02 % ± 0.24 % ± 0.70 % ± 1.55 %
(w.r.t nominal eff.) 7.2% 6.0% 0.1% 1.7% 4.8% 10.7%
B
mSUGRA s56 ± 1.04 % ± 0.77 % ± 0.02 % ± 0.34 % ± 0.67 % ± 1.50 %
(w.r.t nominal eff.) 8.1% 6.0% 0.2% 2.7% 5.2% 11.7%
C
mSUGRA s80 ± 1.12 % ± 0.64 % ± 0.02 % ± 0.47 % ± 0.42 % ± 1.43 %
(w.r.t nominal eff.) 10.6 % 6.0% 0.2% 4.4% 4.0% 13.5%
Tab. 4.5: Systematic uncertainties on the selection efficiency for some representative mSUGRA signal points. The
upper numbers are the different uncertainties on the efficiencies and the lower numbers the uncertainties relative to the
nominal efficiencies, quoted in Tab. 4.4.
Region JES L Renorm. PDF Total
Region A ± 30.66 ± 12.66 ± 15.48 ± 23.78 ± 44.03
(w.r.t. Exp. Bkg.) 14% 6% 7% 11% 21%
Region B ± 11.91 ± 3.34 ± 4.02 ± 5.66 ± 14.26
(w.r.t. Exp. Bkg.) 21% 6% 7% 10% 26%
Region C ± 2.33 ± 0.49 ± 0.57 ± 0.85 ± 2.60
(w.r.t. Exp. Bkg.) 28% 6% 7% 10% 32%
Tab. 4.6: Systematic uncertainties on the background expected number of events (in number of events and with
respect to the total background expectations, quoted in Tab. 4.10) for the different regions considered in the analysis.
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Background Region A Region B Region C
QCD ± 7.11 ± 1.48 ± 0.22
WW ± 0.07 ± 0.02 ± 0.00
W → eν ± 1.93 ± 0.53 ± 0.10
W → µν ± 0.07 ± 0.48 ± 0.12
W → τν ± 1.93 ± 0.60 ± 0.04
Z/γ∗→ ee ± 0.07 ± 0.00 ± 0.00
Z/γ∗→ µµ ± 1.93 ± 0.02 ± 0.01
Z/γ∗→ ττ ± 0.07 ± 0.03 ± 0.00
Z → νν ± 1.93 ± 0.85 ± 0.07
Tab. 4.7: Systematic uncertainty on the background expected number of events due to the uncertainty on the renor-
malisation scale.
Background Region A Region B Region C
QCD ± 14.2 ± 2.97 ± 0.45
t ¯t ± 5.78 ± 1.55 ± 0.25
WW ± 0.07 ± 0.02 ± 0.00
W → eν ± 0.86 ± 0.24 ± 0.05
W → µν ± 0.75 ± 0.21 ± 0.05
W → τν ± 0.78 ± 0.27 ± 0.02
Z/γ∗→ ee ± 0.00 ± 0.00 ± 0.00
Z/γ∗→ µµ ± 0.02 ± 0.01 ± 0.00
Z/γ∗→ ττ ± 0.04 ± 0.01 ± 0.00
Z → νν ± 1.23 ± 0.39 ± 0.03
Tab. 4.8: Systematic uncertainty on the background expected number of events due to the uncertainty on the PDFs.
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Fig. 4.27: σgg, σsg, σss, and σsb distributions for the 40 different PDFs (points) and the nominal PDF (line) for
mSUGRA point 35. Each eigenvalue has its plus and minus deviation represented in successive points. The largest
deviation corresponds to eigenvalue 15 (in the points 29 and 30 of the plot) which is associated with the high-x gluon
content. The σsb plot does not show such deviation as it is dominated by qq¯ annihilation.
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Fig. 4.28: σgg, σsg, σss, and σsb distributions for the 40 different PDFs (points) and the nominal PDF (line) for
mSUGRA point 56. Each eigenvalue has its plus and minus deviation represented in successive points. The largest
deviation corresponds to eigenvalue 15 (in the points 29 and 30 of the plot) which is associated with the high-x gluon
content. The σsb plot does not show such deviation as it is dominated by qq¯ annihilation.
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Fig. 4.29: σgg, σsg, σss, and σsb distributions for the 40 different PDFs (points) and the nominal PDF (line) for
mSUGRA point 80. Each eigenvalue has its plus and minus deviation represented in successive points. The largest
deviation corresponds to eigenvalue 15 (in the points 29 and 30 of the plot) which is associated with the high-x gluon
content. The σsb plot does not show such deviation as it is dominated by qq¯ annihilation.
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Fig. 4.30: k-factors for the 40 different PDFs (points) and the nominal PDF (line) for W + 2 jets
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Fig. 4.31: k-factors for the 40 different PDFs (points) and the nominal PDF (line) for Z + 2 jets.
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Fig. 4.32: k-factors for the 40 different PDFs (points) and the nominal PDF (line) for WW production.
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Fig. 4.33: Systematic uncertainties relative to the signal efficiencies for the three representative mSUGRA points
s35, s56 and s80.
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4.7 Results
In this section the number of observed events, and expected background are presented for a total
luminosity of 371 pb−1. Tab. 4.9 gives the number of data events observed in each region de-
fined in the analysis. Tab. 4.10 shows the total number of background expected events for each
of the regions. A breakdown of the different backgrounds in each of the regions is included in
Tab. 4.11-Tab. 4.13. Fig. 4.34 shows the different relative contributions to the overall background
after all the cuts have been applied and Fig. 4.35-4.40 show the HT and ET/ distributions for the
final results. In these plots, all cuts have been applied except the one on the variable that is rep-
resented. The arrows in the figures indicate the position where the cuts on this variable is placed.
Each figure shows the data together with the Monte Carlo predictions for the SM background
and a representative mSUGRA signal mass point from the correspondent optimised region. The
background Monte Carlo predictions provide a reasonable description of the data in all regions
and no excess with respect to the SM predictions is observed. In addition, the ∆φ(jet,ET/ ) and
the EMF requirements were reversed to enhance the QCD and boson+jets electromagnetic back-
grounds separately, and test that the Monte Carlo properly describes each different background
contribution. The muon contribution has also been studied reversing the muon cuts (asking for at
least one isolated track). All these distributions are shown in Appendix G.
Cuts Bkg. Region A Bkg. Region B Bkg. Region C
GoodRun List 9.93 ×106
Trigger (MET35 + 2 jets) 3.10 ×106
Vertex: |Vz|< 60 cm 2.32 ×106
≥ 3 jets (ET > 25 GeV and η < 2.0) 356713
1 Central jet (η < 1.1) 345771
ET/ > 70 GeV 15414
EEMF > 0.15 14090
ECHF > 0.15 13127
∆φ (ET/ , jets) 2301
EMF of the jets 1425
Minv < 76 or Minv > 106 GeV/c2 1410
∆φ (ET/ , max iso track) 1204
ET of the jets 296 141 39
ET/ 250 62 4
HT 185±14 40±6 2+2.6−1.3
Tab. 4.9: Observed number of data events for regions A, B, and C. The optimisation procedure for the final three
cuts is explained in the previous section. These numbers are to be compared with the ones given in Tab. 4.10.
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Cuts Bkg. Region A Bkg. Region B Bkg. Region C
Initial Exp. # of Events 9.83 ×106
Vertex: |Vz|< 60 cm (2.878±0.001)×106
≥ 3 jets (ET > 25 GeV and η < 2.0) (8.898±0.007)×105
1 Central jet (η < 1.1) (8.707±0.007)×105
ET/ > 70 GeV 12645 ± 61
EEMF > 0.15 12642 ± 61
ECHF > 0.15 12518 ± 60
∆φ (ET/ , jets) 2527.8 ± 22.6
EMF of the jets 1606.4 ± 19.1
Minv < 76 or Minv > 106 GeV/c2 1587.5 ± 19.1
∆φ (ET/ , max iso track) 1291.2 ± 18.0
ET of the jets 325.3 ± 8.6 145.0 ± 5.6 58.1 ± 3.5
ET/ 276.8 ± 7.9 76.3 ± 3.9 11.0 ± 1.4
HT 211.0 ± 6.9 55.7 ± 3.4 8.2 ± 1.2
Total Expected with Systematics 211.0 ± 6.9 ± 44.0 55.7 ± 3.4 ± 14.3 8.2 ± 1.2 ± 2.6
Tab. 4.10: Expected number of background events for regions A, B, and C. Recall that the last three cuts are
optimised differently for each of the regions.
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Cuts W → eν+3 jets W → µν+3 jets W → τν+2 jets
Initial Exp. # of Events 36214 36214 99710
Vertex: |Vz|< 60 cm 34910± 13.1 34898± 12.6 96154± 40.9
≥ 3 jets (ET > 25 GeV and η < 2.0) 6974± 27.7 1840 ± 14.7 4783 ± 47.1
1 Central jet (η < 1.1) 6758± 27.4 1784 ± 14.5 4632 ± 46.4
ET/ > 70 GeV 1041± 11.7 505 ± 7.9 585 ± 16.8
EEMF > 0.15 1041± 11.7 505 ± 7.9 585 ± 16.8
ECHF > 0.15 1027± 11.7 501 ± 7.8 575 ± 16.7
∆φ (ET/ , jets) 820 ± 10.5 387 ± 6.9 375 ± 13.5
EMF of the jets 191 ± 5.1 346 ± 6.5 295 ± 12.0
Minv < 76 or Minv > 106 GeV/c2 191 ± 5.1 345 ± 6.5 295 ± 12.0
∆φ (ET/ , max iso track) 182 ± 5.0 190 ± 4.8 272 ± 11.5
Region A
EjetsT > 95, 55, and 25 GeV 36.2 ± 2.2 33.2 ± 2.0 36.6 ± 4.2
ET/ > 75 GeV 31.5 ± 2.1 29.8 ± 1.9 31.2 ± 3.9
HT > 230 GeV 23.3 ± 1.8 20.5 ± 1.6 21.5 ± 3.2
Region B
EjetsT > 120, 70, and 25 GeV 17.3 ± 1.5 13.4 ± 1.3 14.1 ± 2.6
ET/ > 90 GeV 8.9 ± 1.1 9.0 ± 1.1 7.8 ± 2.0
HT > 280 GeV 6.4 ± 0.9 5.8 ± 0.9 7.3 ± 1.9
Region C
EjetsT > 140, 100, and 25 GeV 8.3 ± 1.1 4.5 ± 0.7 4.9 ± 1.5
ET/ > 120 GeV 1.5 ± 0.5 2.2 ± 0.5 1.0 ± 0.7
HT > 330 GeV 1.2 ± 0.4 1.5 ± 0.4 0.5 ± 0.5
Tab. 4.11: Expected number of background events from Standard Model W production processes. Only statistical
uncertainties are shown.
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Cuts Z → νν+3 jets Z/γ∗ → ee+2 jets Z/γ∗ → µµ+2 jets Z/γ∗ → ττ+2 jets
Initial Exp. # of Events 21800 32441 32441 32441
Vertex: |Vz|< 60 cm 21080 ± 12.0 31276 ± 8.4 31282 ± 8.7 31287 ± 8.3
3 jets 1039 ± 14.9 4243 ± 11.5 424 ± 5.1 1887 ± 8.8
1 Central jet (η < 1.1) 1004 ± 14.6 4081 ± 11.3 408 ± 5.0 1816 ± 8.6
ET/ > 70 GeV 320 ± 8.4 31 ± 0.9 65 ± 1.7 67 ± 1.6
EEMF > 0.15 320 ± 8.4 31 ± 0.9 65 ± 1.7 67 ± 1.6
ECHF > 0.15 317 ± 8.3 30 ± 0.9 64 ± 1.7 66 ± 1.6
∆φ (ET/ , jets) 240 ± 7.3 7.4 ± 0.4 48 ± 1.5 29 ± 1.0
EMF of the jets 214 ± 6.9 1.1 ± 0.2 43 ± 1.4 22 ± 0.9
Minv window 214 ± 6.9 0.9 ± 0.2 27 ± 1.2 22 ± 0.9
∆φ (ET/ , max iso track) 214 ± 6.9 0.2 ± 0.1 9.2 ± 0.7 11 ± 0.7
Region A
EjetsT > 95, 55, and 25 GeV 43.5 ± 3.11 0.03 ± 0.10 1.5 ± 0.30 2.4 ± 0.31
ET/ > 75 GeV 38.8 ± 2.94 0.02 ± 0.10 1.3 ± 0.28 1.8 ± 0.26
HT > 230 GeV 27.9 ± 2.49 0.02 ± 0.10 0.51 ± 0.15 1.4 ± 0.23
Region B
EjetsT > 120, 70, and 25 GeV 19.4 ± 2.08 0.00 ± 0.10 0.36 ± 0.14 1.1 ± 0.21
ET/ > 90 GeV 14.1 ± 1.77 0.00 ± 0.10 0.22 ± 0.13 0.47 ± 0.13
HT > 280 GeV 8.7 ± 1.39 0.00 ± 0.10 0.22 ± 0.13 0.29 ± 0.11
Region C
EjetsT > 140, 100, and 25 GeV 4.5 ± 1.00 0.00 ± 0.10 0.11 ± 0.11 0.39 ± 0.13
ET/ > 120 GeV 1.3 ± 0.55 0.00 ± 0.10 0.07 ± 0.11 0.01 ± 0.09
HT 330 GeV 0.67 ± 0.39 0.00 ± 0.10 0.07 ± 0.11 0.00 ± 0.09
Tab. 4.12: Expected number of background events from Standard Model Z production processes. Only statistical
uncertainties are shown.
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Cuts t ¯t WW QCD
Initial Exp. # of Events 2484 4653 9.53 × 106
Vertex: |Vz|< 60 cm 2390 ± 1.0 4509 ± 3.5 2.59×106 ± 1364
≥ 3 jets (ET > 25 GeV and η < 2.0) 2130 ± 1.8 1765 ± 9.9 864755± 661
1 Central jet (η < 1.1) 2119 ± 1.8 1709 ± 9.8 846405± 652
ET/ > 70 GeV 429 ± 2.0 86 ± 2.7 9517 ± 55.8
EEMF > 0.15 429 ± 2.0 86 ± 2.7 9514 ± 55.8
ECHF > 0.15 427 ± 1.9 85 ± 2.7 9425 ± 55.6
∆φ (ET/ , jets) 295 ± 1.7 64 ± 2.4 261 ± 10.2
EMF of the jets 222 ± 1.5 29 ± 1.6 242 ± 9.8
Minv < 76 or Minv > 106 GeV/c2 221 ± 1.5 29 ± 1.6 242 ± 9.8
∆φ (ET/ , max iso track) 156 ± 1.3 23 ± 1.4 234 ± 9.7
Region A
EjetsT > 95, 55, and 25 GeV 63.3 ± 0.8 3.2 ± 0.5 105.3± 6.0
ET/ > 75 GeV 56.2 ± 0.8 2.9 ± 0.5 83.1 ± 5.4
HT > 230 GeV 43.0 ± 0.7 1.7 ± 0.4 71.1 ± 4.9
Region B
EjetsT > 120, 70, and 25 GeV 25.5 ± 0.5 1.1 ± 0.3 52.7 ± 4.0
ET/ > 90 GeV 15.9 ± 0.4 0.7 ± 0.3 19.4 ± 2.4
HT > 280 GeV 11.5 ± 0.4 0.5 ± 0.2 14.8 ± 2.0
Region C
EjetsT > 140, 100, and 25 GeV 8.8 ± 0.3 0.27 ± 0.15 26.4 ± 2.6
ET/ > 120 GeV 2.3 ± 0.2 0.09 ± 0.09 2.5 ± 0.9
HT > 330 GeV 1.9 ± 0.1 0.09 ± 0.09 2.2 ± 0.8
Tab. 4.13: Expected number of background events for t ¯t, WW and QCD multijet processes. Only statistical uncer-
tainties are shown.
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Fig. 4.34: Individual backgrounds relative contributions to the total one after all the cuts have been applied for Zone
A (top), Zone B (middle), Zone C (low).
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Fig. 4.35: HT distribution for the expected number of mSUGRA signal events, and background events in region A. The
points correspond to the data events which pass the cuts for the region. Distributions have passed all the cuts except the
HT one.
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Fig. 4.36: ET/ distribution for the expected number of mSUGRA signal events, and background events in region A. The
points correspond to the data events which pass the cuts for the region. Distributions have passed all the cuts except the
ET/ one.
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Fig. 4.37: HT distribution for the expected number of mSUGRA signal events, and background events in region B. The
points correspond to the data events which pass the cuts for the region. Distributions have passed all the cuts except the
HT one.
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Fig. 4.38: ET/ distribution for the expected number of mSUGRA signal events, and background events in region B. The
points correspond to the data events which pass the cuts for the region. Distributions have passed all the cuts except the
ET/ one.
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Fig. 4.39: HT distribution for the expected number of mSUGRA signal events, and background events in region C. The
points correspond to the data events which pass the cuts for the region. Distributions have passed all the cuts except the
HT one.
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Fig. 4.40: ET/ distribution for the expected number of mSUGRA signal events, and background events in region C. The
points correspond to the data events which pass the cuts for the region. Distributions have passed all the cuts except the
ET/ one.
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4.7.1 Highest energetic event
From the two events found in Zone C, the most energetic one is shown in Fig. 4.41. The upper
plot is the r− φ view where the tracking system is clearly seen. The energy deposited in the
calorimeter is shown in pink bars (electromagnetic) or blue bars (hadronic). The muon chambers
are the outer part of the figure. To complement the view, the bottom figure shows a lego plot from
an η−φ perspective of the deposited energy in the calorimeter. Here, the tower clustering of the
different jets can be observed. The colours of the jets are defined to relate the jets from one plot
to the other. The arrow on the upper plot represents the ET/ direction.
This particular event contains three jets of energies above 25 GeV (E1stT = 236 GeV, E2ndT =
150 GeV, E3rdT = 84 GeV), with HT = 470 GeV and ET/ = 196 GeV.
4.8 Limit Calculation
Since no excess with respect to the Standard Model predictions was observed in the data, as can be
seen from Tab. 4.9 and Tab. 4.10, as well as from Fig. 4.35 through Fig. 4.40, exclusion limits on
gluino and squark production were stablished. Applying a Bayesian technique one can exclude a
range of squark and gluino masses and production cross-sections to a 95% confidence level (C.L).
The Poisson probability of obtaining the observed result is:
e−(sε+b)(sε+b)n
n! , (4.8)
where n is the number of observed events, s is the cross section for our mSUGRA samples, b is
the number of expected background and ε is the product of the acceptance times luminosity, and
has units of inverse cross section.
In the Bayesian approach, a prior function need to be defined. Assuming a flat function
pi(s) = 1 for s≥ 0 and pi(s) = 0 for s < 0, the upper limit su at confidence level β is computed, in
a finite Bayesian prior-ensemble approximation, by solving:
I(su) = (1−β)I(0) , (4.9)
where I(s0) is the integral:
I(0) = 1
M
M
∑
i=1
[Z
∞
s0
e−(sε+b)(sε+b)n
n! ds
]
, (4.10)
with M being the number of random pairs of ε and b events in this finite approach.
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Fig. 4.41: CDF central tracking chamber and calorimeter (r− φ view) (top) and Calorimeter “Lego” plot (bot-
tom) for the event with the highest ET/ and HT. This event has three jets above 25 GeV (E1stT = 236 GeV, E2ndT =
150 GeV, E3rdT = 84 GeV, with HT = 470 GeV and ET/ = 196 GeV.
This procedure and the program that implements it is described thoroughly in the note [79].
This program allows the use of correlated and uncorrelated uncertainties into the limit calculation
process as well as a choice from different random generators. Due to the fact that the theoretical
uncertainties on the cross-section can be close to 30% as shown in Tab. 4.5, a gamma function was
chosen as a random generator in order to avoid non-converging integrals. The statistical and the
ISR/FSR uncertainties are considered uncorrelated. The rest of the systematics (renormalisation
scale, PDF, jet energy scale and luminosity) are considered correlated. The PDF and the renor-
malisation scale uncertainties that affect the signal cross-section are properly translated into signal
acceptance uncertainties and introduced into the limit calculation. All systematic contributions
are quoted as 1 sigma uncertainties except for the PDF which corresponds to 1.64 sigmas [80].
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A poissonian fluctuation is used to calculate the expected cross section using the following
formula:
σexp = ∑P(niobs|nexp)∗σiobs , (4.11)
where σobs is the cross section upper limit with the number of observed events, nobs, P(niobs|nexp)
is the poisson probability of observing nobs events when the mean value is the number of expected
background events, nexp, and the sum is over all the possible values that give a significant con-
tribution to this poisson fluctuation. In any case, for numbers larger or similar to 10, it is a good
approximation to use nobs = nexp, instead.
Since three set of cuts were defined, three different expected limits can be stablished for each
point. Thus, each point is associated to a single set of cuts which is the one that gives the highest
expected limits. Afterwards, the observed limits are calculated with this criteria unchanged.
1.5 million (ε,b) pairs of random events were generated to evaluate the integrals and estimate
the maximum cross section for each of the points in the mSUGRA plane. The results in terms
of cross sections are shown in Fig. 4.42 and Fig. 4.43. Since the theoretical uncertainties are
properly taken into account inside the limit calculation, the crossing between the 95% C.L. cross
section with the nominal cross section gives an upper estimation for the squarks/gluino masses
along the first column of points generated (Mg˜ ∼ 185 GeV/c2) or along the diagonal (Mq˜ ∼Mg˜),
respectively.
The result of this procedure is a set of points which are either excluded or not. In order to
determine the excluded region independently from our generation set, a smooth line is linearly
interpolated between any pair of points on the boundary regions. For each of these points, the
ratio r = σ95/σ was computed so that excluded points have r < 1 and not excluded points r > 1,
being r∗ ≡ r = 1 the point that lies on the exclusion line. Then, between every pair of excluded
(E) and not excluded (NE) points, the corresponding squark/gluino masses of the intermediate
point (m∗) are extracted by solving equations of type:
r∗ = rE +
rNE − rE
mNE −mE · (m
∗−mE) = 1 , (4.12)
where mE and mNE are the masses of the excluded and not excluded points, respectively.
In Fig. 4.44, the previous exclusion regions determined by other experiments are also pre-
sented. Since in this analysis the observed events are less than the expectation, the observed
excluded area is bigger than the expected one. Topologies involving three jets in the final state
are specially important close to the diagonal, where the production of one squark and one gluino
dominates, and it is where higher masses are excluded with this 3-jets analysis. The drop be-
low the diagonal is mainly due to the fact that squark pair-production dominates and hence, 2-
4.8 Limit Calculation 105
jets final states dominate this portion of the plane. The region of low gluino masses and high
squark masses is very sensitive to the systematic effects provided that the crossing between the
observed/expected lines with the nominal cross-sections is very shallow, as shown in Fig. 4.42.
In the region where Mg˜ ≈ Mq˜, masses up to 380 GeV/c2 at 95% C.L are excluded. In any
case, the limit Mg˜ > 220 GeV/c2 holds.
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Fig. 4.42: Cross section as a function of squark mass for two Mg˜ values (columns). The observed and expected
limits at 95% C.L. are also shown. The yellow band shows the total effect of the PDFs and the renormalisation scale
uncertainties.
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Chapter 5
Conclusions and Future Prospects
In this thesis, the results of the search for squarks and gluinos in multiple jets plus missing trans-
verse energy final states have been presented. No evidence of these new particles have been found
in 371 pb−1 of CDF Run II data. New limits have been set which exclude gluino masses below
220 GeV and, in the region where Mg˜ ≈ Mq˜, masses below 380 GeV/c2 are excluded. These
limits are valid in a mSUGRA scenario with tanβ = 5, A = 0 and µ < 0 assuming the lightest four
squark flavours degenerate in mass.
To obtain these results a careful study of the beam conditions and their contribution to events
with ET/ final states has been performed. Special attention has been taken in studying the different
SM backgrounds and their normalisations at NLO. Dedicated cuts have been introduced to remove
the background processes and main discriminating variables have been optimised for different
signal regions. The different systematic uncertainties have also been considered.
This is the first time that this search is performed at CDF Run II and the results presented here
show significant improvements with respect to the constraints from previous experiments. Thus,
this analysis has established the procedure to continue searching for squarks and gluinos with
the new data samples that CDF is collecting from Tevatron. Some improvements may also be
implemented by considering other hadron final states with different jet multiplicities. This could
help extending the sensitivity of the analysis to regions where gluino and squark masses are not
similar.
At the forthcoming LHC, the search for squarks and gluinos in this inclusive channel consti-
tutes one of the first analyses to be performed. The ET/ and multiple jets final states are present in
multiple decay modes of many models beyond the SM. The experience from Tevatron in working
on an hadron collider environment will be useful for these kind of studies aiming to discover the
presence of supersymmetric processes.
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Appendix A
Data Quality Monitoring
A.1 Introduction
The Data Quality Monitoring (DQM) system performs checks while data are being taken and
serves as an “early warning system”. In addition, further statistical tests are performed offline,
after the data have been processed. Therefore, each run in the data-taking has a set of binary
decisions associated with the results from the online and offline checks of the different subdetec-
tors. The information is provided to each subsystem expert for a final validation. Since physics
analyses may be only interested in the behaviour of given subdetectors, specialised lists, called
“GoodRunLists”, are provided to the different physics groups.
In the following sections, the discussion is focused on the offline part of the system, for which
I made major contributions.
A.2 The offline DQM system
In the offline DQM system, a number of observables are chosen to monitor the behaviour of
the different detector subsystems: tracking, calorimeter and muon chambers. In addition, some
histograms related to higher level objects (electrons, photon, jets, impact parameter, J/Ψ, primary
vertex) are used to check the offline reconstruction itself. Tests are performed after data are fully
processed with final calibration constants and beam-lines. For long runs, the histograms are also
visually inspected by an “offline shifter”.
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A.2.1 Tracking
The hit residuals spread for each of the eight super-layers are the relevant distributions for COT
monitoring since deviations can be associated to noise in the COT or problems in the tracking
fitter. These distributions for first and last super-layers are shown in Fig. A.1. As monitoring
criteria, a mean value not significantly (6σ) greater than 20 µm and a RMS not significantly
greater than 190 µm are required. Some distributions on the measured dE/dx for the different
COT hits are also used.
Fig. A.1: Hit residual distributions for SL1 (left) and SL8 (right) for a particular run.
These checks are performed using a specific set of data processed with the highest priority
(just after the beamlines are available). In this way, first checks on data can be performed within
a week after data-taking. Once all final calibrations are available, analogous tests are performed
using other type of data sets, like minimum bias samples.
Beam-lines are monitored using the correlation between the average impact parameter and the
azimuthal direction, as extracted from tracks, since a mistake in the beam-lines would translate
into a clear φ modulation. In addition, tracking efficiency distributions are also checked for Silicon
monitoring.
A.2.2 Calorimeter
The calorimeter performance is monitored using the tower occupancies. As shown in Fig. A.2
there are two distributions for each type of calorimeter (electromagnetic and hadronic). Each
distribution have a low (500 MeV) and a high (1 GeV) transverse energy threshold to study
possible towers abnormally cold or hot, respectively.
The values from all the towers of a certain η value are averaged, assuming the response is
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Fig. A.2: Occupancy of electromagnetic (left) and hadronic (right) towers for low (up) and high (down) energy
thresholds for a particular run.
independent of φ. From these occupancy distributions, with mean value µ, one can expect to have
an RMS ruled by two main contributions: a poissonian fluctuation √µ coming from the minimum
bias occupancies and a gaussian effect coming from the calorimeter residual non-uniformities
after the tower by tower relative calibrations are applied. These two effects can be parameterised
as:
RMS =
√
µ+αµ2 (A.1)
From this relation, the parameter α is determined to be 4% for the electromagnetic calorimeter
and 3% for the hadronic calorimeter.
In general, the tagging is performed as follows: using the mean occupancy from each η ring
(removing the coldest and hottest towers to avoid biases), towers are tagged cold (hot) if they have
an occupancy 6σ away from the mean value µ minus (plus) 3αµ. This term αµ accounts for the
residual non uniformities uncertainties and a 3 sigma fluctuation is assumed.
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A.2.3 Muons
The muon system is more complex to monitor since it is divided in four subsystems: CMU, CMP,
CMX and IMU. Different distributions are chosen to study the behaviour of each of them. One
of the most powerful objects to monitor are the stubs, which are track segments in the muon
chambers, since significant deviation from their expected number, when normalised by the cor-
responding luminosity, are a sign that the system may have been compromised. In addition, the
average number of hits per stub, which control possible contributions from electronic noise, the
deviations from the COT track extrapolation to the muon chamber, the deviations from expected
muon energies distributions deposited in the electromagnetic and hadronic calorimeters and the
di-muon invariant mass are extensively used for monitoring purposes.
Appendix B
Trigger Studies
The ET/ trigger efficiency was studied in order to place the ET/ pre-selection cut well above the
trigger efficiency turn-on curve. The ET/ trigger that is being used (see Tab. 4.1) is a combined
trigger in the sense that is requiring ET/ > 25 GeV at Level 1 (L1) and two jets of ET > 10 GeV
at Level 2 (L2). This trigger has been intensively studied by other analyses at CDF and here the
discussion is limited to show that no effects from the trigger are present in the final distributions
given the selection criteria employed.
Level 1: ET/ > 25 GeV (L1 MET35)
To estimate the trigger efficiency, a high pT muon sample, named bhmu0d, and a Jet20 data
sample, named gjt10d, was used. The efficiency is defined as
ε(ET/ ) =
N
NT
, (B.1)
where N is the number of events from the unbiased trigger that passed the L1 MET35 requirement
and NT is the total number of events. Fig. B.1 show the turn-on curves. A 50 GeV value for the
uncorrected offline ET/ is already in the plateau. This translates into a corrected ET/ value of 56
GeV, well below the final cut that was applied.
Level 2: Two jets of ET > 10 GeV (L2 MET35)
To study the L2 trigger efficiency, the pre-scaled trigger (PSMET25) for ET/ was used. This trigger
path is only asking for ET/ > 25 GeV at L1 and then it is pre-scaled at the other levels but no further
requirement is implemented. Therefore,
ε(E2jetT ) =
N
NT
, (B.2)
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Fig. B.1: L1 trigger efficiency curve with respect to the offline ET/ using high pT muon sample (left) and Jet20
(right).
where N is the number of events from the PSMET25 trigger that passed the L2 MET35 require-
ment and NT is the total number of events that are present in the PSMET25 trigger path.
The turn-on curve for L2 with the ET of the second and the third jets can be seen in Fig. B.2.
From the figures, the trigger achieves a 95% efficiency at 40 GeV for the second jet and at 25 GeV
for the third. Tab. B.1 compare events from MET35 and PSMET25 trigger after each pre-selection
cut used in the analysis. As shown in this table, after all the pre-selection cuts the number of events
passing both trigger paths is the same. This implies that no loss of efficiency is expected at the
L2.
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Fig. B.2: L2 trigger efficiency curve with respect to the transverse energy of the second jet (left) or the third jet
(right). Both distributions are implemented using the pre-scaled missing transverse energy trigger.
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Cut Applied L1 MET25 + L2 TWO-JET10
+ Vertex Cut 631723 249504
+ 3 jet Cut 25409 25251
+ Central jet 24561 24408
+ ET/ > 70 GeV 117 116
All Pre-sel. Cuts 99 99
Tab. B.1: The center column is the number events passing the L1-MET25 trigger path along with any cut shown on
the left column. The right column shows the number of events in the center column including the L2 TWO-JET10
trigger requirement. The numbers shown are not prescaled.
Level 3: ET/ > 35 GeV (L3 MET35)
To study the L3 trigger the high pT muon sample was used. The efficiency is defined as in
Eq. (B.1) but now N is the number of events from the CMUP18 trigger that passed the complete
MET35 trigger path and NT is the number of events that passed the L1 and L2 requirements of
the MET35 path. Fig. B.3 shows the turn-on curve with respect to the offline ET/ . This figure has
been used to decide the minimum ET/ cut to avoid trigger effects in the data used for this analysis.
Being 50 GeV the value at 95% efficiency, 60 GeV was considered as the desirable threshold
which takes into account the resolution of the energy correction. This value becomes 67 GeV
after applying the corrections to the ET/ . Offline, a cut on 70 GeV was finally considered.
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Fig. B.3: L3 trigger efficiency curve with respect to the offline ET/ using high pT muon sample.
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Appendix C
Beam Backgrounds and Cosmic Rays
Beam backgrounds and cosmic rays are not directly related to the pp¯ collision and can produce
large ET/ signatures when there is an overlapping with a pp¯ collision. In addition, the presence
of these kind of backgrounds is also responsible for the non-flat ET/ φ distribution, as it should
be from the azimuthal symmetry of the experiment. As shown in Fig. C.1, the raw distribution
shows a multiple-peak structure convoluted with a sinusoidal shape that will be explained below.
Fig. C.1: ET/ φ distribution without applying any cut. The peaks at different regions can be explained from the
presence of other type of backgrounds not coming from the pp¯ collision.
The beam halo background is constituted by a number of particles (usually muons) that have
been deviated from the main trajectory. When these particles, which travel parallel to the beam
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line, traverse the detector at the region of the calorimeter, as shown in Fig. C.2, they begin to
shower and can deposit significant amount of energy. As shown in Fig. C.3 these halo muons usu-
ally pass through the central calorimeter at an azimuthal angle φ∼ 0, the plane of the accelerator.
Thus, in the φ distribution of the ET/ a peak at φ∼ pi is observed.
Fig. C.2: Beam halo particles trajectory through the CDF calorimetry.
Fig. C.3: Example of beam halo energy deposition.
On the other hand, losses from the proton and anti-proton beams occuring near the detector,
typically populate the plug calorimetric towers closest to the beam line. In Fig. C.4 the average
transverse energy deposited in these towers is presented. As it is shown, the energy depositions
tend to be aligned along the y axis. The reason is that there exist a ∼ 4 cm gap between the two
halves of the intermediate shielding walls. This gap was only partially covered and it still allows
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some of the losses to pass through. This kind of background explains the two peaks around pi/2
and 3pi/2 in Fig. C.1.
Fig. C.4: X and Y components of the transverse energy deposited in the closest towers to the beam line for the east
plug.
Finally, cosmic muons can traverse the calorimeter and deposit a significant amount of energy
in one side of the central calorimeter, resulting in a large imbalance of the measured energy.
C.1 Cuts to remove beam-related backgrounds
Different type of cuts were proposed to remove these backgrounds:
• A missing transverse energy cut (ET/ > 45 GeV).
• At least one vertex (VZ < 60 cm).
• At least 2 jets (ET/ > 10 GeV)1.
These cuts are softer than the ones applied in the analysis (see Section 4.1.2) but the purpose here
was to study their effects on the ET/ φ distribution. The effect of the cuts is shown in Fig. C.5
1Here, the energies of the jets are not corrected for the detector effects and multiple interactions contributions.
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where the ET/ cut helps removing the background from beam losses but leaves the peak due to the
beam halo background untouched. In contrast, by requiring two jets and one vertex within 60 cm
of the collision point, the beam halo background is clearly reduced.
Fig. C.5: ET/ spectrum in φ of a subset of the data after applying the ET/ > 45 GeV (left) or the vertex and two jets
requirements (right).
Fig. C.6 shows the effect of the combination of both cuts. As expected, the statistics of the
sample is much reduced but the distribution is essentially flat.
Fig. C.6: ET/ spectrum in φ of a subset of the data after applying the ET/ > 45 GeV cut and the requirements of one
vertex (VZ < 60 cm) and at least two jets.
C.1.1 ECHF and EEMF variables
In addition to the previous cuts, some specific variables were introduced to reduce the contribution
from cosmic rays and the beam-related backgrounds in the case where they are overlapped with a
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real hard scattering collision. Two variables were used for these purposes: EEMF and ECHF.
EEMF
This variable is defined as:
EEMF =
∑jets E jetT · f jetemf
∑jets E jetT
(C.1)
where f jetemf is the fraction of the transverse electromagnetic energy of the jet, and the sum is
performed over the three leading jets of the event.
It is expected that particles coming from the beam halo will deposit energy mainly in the
hadronic calorimeter giving an EEMF close to zero. This situation can be seen in Fig. C.7 where
this quantity is shown for data and MC. The major part of this background is removed by intro-
ducing a cut on EEMF > 0.15.
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Fig. C.7: EEMF for data and all the SM backgrounds (MC simulated). The plot includes the pre-selection cuts
except the cuts on EEMF and ECHF.
ECHF
Another characteristic of the beam background events is that tracks do not point to the region
where the particle has deposited energy in the calorimeter. The quantity ECHF is defined for
130 Beam Backgrounds and Cosmic Rays
central jets (|ηjets| < 1.1) as the averaged ratio between the momentum of the jet, as computed
using tracks, and the jet transverse energy:
ECHF = 1
N jets ∑jets
∑tracks P trackT
E jetT
, (C.2)
where only tracks in a cone of radius 0.4 around the jet’s direction are considered. These tracks
are required to pass the quality cuts described in Section 4.1.2.
Fig. C.8 shows the ECHF distribution for data and MC. The shift seen in the data distribution
with respect to the Monte Carlo is due to beam backgrounds in the sample. A cut on ECHF> 0.15
is implemented to remove these backgrounds.
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Fig. C.8: ECHF for data and MC. The plot includes the pre-selection cuts except the cuts for EEMF and ECHF.
C.2 Study of the beam losses in the plug
A dedicated study to understand the origin of the sinusoidal modulation observed in the ET/ distri-
bution in φ was performed. This study only used a small subgroup of data ∼ 4 pb−1 and consisted
in observing the effect of removing the highest η towers from the ET/ calculation. Fig. C.9 show
the ET/ distribution in φ considering the whole calorimeter (left), only considering towers with
|η| < 1.93 (middle) and without considering the plugs (|η| < 1.1) (right). Appart from the cen-
tral peak in the distributions, which corresponds to beam halo energy depositions, the sinusoidal
behaviour of the ET/ is becoming flatter when removing the towers of both (east and west) plugs.
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Since this behaviour was not reproduced when removing exclusively eastern or western tow-
ers, each plug was divided in sections of 60 degrees in φ starting from φ = 0. This segmentation
allowed the study of the energy distribution in φ for each of the plugs. Fig. C.10 show the mean
transverse energy deposited in the east and west electromagnetic and hadronic plugs. It is notice-
able the similar behaviour of the distributions. Since the mean energy is approximately higher for
similar regions of both east and west plugs, the conclusion was that the beam was slightly out of
the center. This explains the mentioned effect of the beam losses in the plugs and why removing
exclusively the east or the west plugs did not remove completely the oscillation in φ.
Fig. C.9: ET/ spectrum in φ, with the characteristic peaks already presented, with the whole calorimeter (left), with
only considering |η|< 1.93 towers (middle) and without the plugs (|η|< 1.1) (right).
Fig. C.10: Mean transverse energy deposited in the east (left) or west (right) plugs in different φ regions. The φ
regions cover 60o and are numbered from 1 to 6, starting from φ = 0.
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Appendix D
Track Validation
A dedicated study to validate the track definition given in Section 4.1.2 was performed using the
inclusive high pT muon sample (bhmu0d). The integrated luminosity for the sample is 236 pb−1,
and the trigger path requires a CMUP track of 18 GeV/c.
The Z mass peak was reconstructed using the two highest isolated tracks in the event. To
ensure that all the events correspond to Z → µµ a tight mass constraint of 86 < Miso < 96 GeV/c2
was applied. In addition, at least one central track with |η| < 0.5 was required and a cosmic ray
cut implemented. Fig. D.1 shows the reconstructed mass for data and MC samples. The broader
data distribution is understood since not all the corrections have been applied. Nonetheless, the
normalisation is fairly good: data account for 24 events and Monte Carlo for 28 events in this
region. This was considered enough to ensure a good definition for tracks in the selection criteria.
As a final check, the number of isolated tracks in the data sample used in the analysis was com-
pared with the one predicted by the MC just after the pre-selection cuts. The agreement is shown
in Fig. D.2.
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Fig. D.1: Invariant mass of the two highest isolated tracks for bhmu0d data and Z → µµ Monte Carlo.
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Fig. D.2: Number of isolated tracks just after the pre-selection cuts using the emet0d data sample.
Appendix E
PYTHIA vs ISAJET
The predicted squark and gluino masses by ISAJET and PYTHIA agree well with differences
smaller than 1%, see Fig. E.1. The observed differences are negligible for this study and can
be attributed to the different numerical methods employed in solving the renormalisation group
equations that determine the running masses.
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Fig. E.1: Mass differences between PYTHIA and ISAJET for gluino (left) and squarks (right)
The comparison between ISAJET and PYTHIA hadronic final states (see Fig. E.2) indi-
cates that, for fixed squark and gluino masses, ISAJET produces much harder distributions than
PYTHIA, which translates into a significantly larger signal selection efficiencies and better exclu-
sion limits when ISAJET is used instead of PYTHIA. This is attributed to the limited (non-proper)
initial- and final-state gluon radiation in ISAJET, compared to that implemented in PYTHIA,
which makes ISAJET not suitable for this analysis.
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Fig. E.2: Difference on sˆ between ISAJET and PYTHIA (left). Difference on the transverse energy of the leading jet
at the hadron level (right).
Appendix F
QCD Studies
QCD Normalisation Study
The cross section for QCD processes can be eight orders of magnitude above the signal cross
section. These processes are very sensitive to the presence of partially instrumented regions in
the calorimeter and differences in the jet energies which can lead to transverse energy imbalances.
QCD is generated using PYTHIA MC with the Tune A parameterisation. A dedicated mea-
surement of the QCD multijet cross section was performed with the aim to extract the QCD MC
normalisation directly from the data. This study used the Jet 20 trigger, which requires a jet with
a single tower of ET > 5 GeV at Level 1 (L1); a jet with ET > 15 GeV with the L2 jet reconstruc-
tion algorithms; and finally, a jet with ET > 20 GeV at L3. Due to the large cross sections of the
processes the trigger is prescaled at L1 and L2, meaning that only part of the data that follows the
correspondent requirements is stored. The trigger has a turn-on which reach a plateau at corrected
jet energies of around 30 GeV. The measurement was compared to PYTHIA MC predictions.
In order to avoid biases from potential signal regions, the following selection criteria were
applied to select multijet events in a region with moderate ET/ and total transverse energy:
• |VZ |< 60 cm
• At least three jets with E jetT > 25 GeV and |ηjet|< 2.0
• E jet1T > 90 GeV and E jet2T > 60 GeV.
• At least one central jet.
• ET/ /
√
ET < 3.5 GeV−1/2
• ET/ < 70 GeV and E jet1T +E jet2T +ET/ < 100 GeV.
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These requirements are intended to select QCD events with no significant ET/ and with low
HT in order not to bias the normalisation in the region where the signal is expected.
Fig. F.1 to Fig. F.5 show comparisons between the data and the PYTHIA predictions for the
jet multiplicity, the transverse energies of the three leading jets and the ET/ . Fig. F.6 shows the
ratio between data and MC for the ET/ distribution. A k-factor of the order of 1.0 was obtained.
The study was repeated in four separate region in ET/ and E jet1T +E
jet2
T +ET/ to test the validity
of the measured k-factor for different event tolopogies (see Fig. F.7 to Fig. F.11). There is no
indication that a different k-factor was necessary in the different regions.
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Fig. F.1: Distribution of number of jets in the QCD control region.
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Fig. F.2: Distribution of the E jet1T inside the QCD control region.
Fig. F.3: Distribution of the E jet2T inside the QCD control region.
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Fig. F.4: Distribution of the E jet3T inside the QCD control region.
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Fig. F.5: Distribution of ET/ inside the QCD control region.
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Fig. F.6: Ratio between data and MC for the ET/ distribution inside the QCD control region.
Fig. F.7: Definition of zones in ET/ vs HT plane inside the QCD control region.
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Fig. F.8: Distribution of ET/ inside the QCD control region (zone 1).
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Fig. F.9: Distribution of ET/ inside the QCD control region (zone 2).
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Fig. F.10: Distribution of ET/ inside the QCD control region (zone 3).
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Fig. F.11: Distribution of ET/ inside the QCD control region (zone 4).
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pˆT Study
Since QCD cross sections vary dramatically depending on the transverse momentum involved in
the process, the generation is performed in different pˆT bins1. Thus, it is important to determine
the minimum pˆT that contributes to the ET/ trigger data, since it is virtually impossible to generate
sufficient Monte Carlo statistics for an arbitrarily low pˆT threshold. Hence, a minimum pˆT thresh-
old has been established by comparing the MC and data distributions as a function of decreasing
pˆT thresholds. Events are required to pass all the pre-selection cuts described in Section 4.1.2.
The events that pass those cuts are completely dominated by the QCD multijet background.
Fig. F.12 shows Monte Carlo distributions of HT, defined as HT = Ejet1T +E
jet2
T +E
jet3
T , for
different pˆT cuts: 60, 70, 80, 90, 95, 100, 110, 120, and 130 GeV, compared to the data. Fig. F.14
shows similar plots for Ejet2T . The ratios data/MC are shown in Fig. F.13 and Fig. F.15, respectively.
From these plots one can see that the data favours a minimum pˆT cut.
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Fig. F.12: HT distributions for different minimum pˆT cuts.
Thus, a χ2 fit is performed comparing the nine HT distributions to the data. The results are
1The pˆT is the transverse momentum of the outgoing parton from the 2-to-2 process computed as in the center-of-
mass.
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Fig. F.13: Ratio between the HT distributions of data and MC for three different pˆT cuts: 60, 95, and 130 GeV
respectively. The black line corresponds to the fit of the distribution.
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Fig. F.14: ET distribution of the second leading jet for different minimum pˆT cuts.
shown in Fig. F.16. A similar study is done for the ET of the second leading jet distributions,
Fig. F.17. Both fits suggest that the data is ”best” reproduced with a pˆT around 95-100 GeV.
Therefore, only QCD samples with pˆT & 90 GeV are considered in the analysis. A significant
effort was made to generate multijet QCD samples with an integrated luminosity significantly
larger than the data.
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Fig. F.15: Ratio between the second leading jet’s ET distributions of data and MC for three different pˆT cuts: 60, 95,
and 130 GeV, respectively. The black line corresponds to the fit of the distribution.
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Fig. F.16: χ2/d.o.f results from fitting the HT distributions to the data. The results suggest a minimum pˆT cut around
95 GeV.
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Fig. F.17: χ2/d.o.f results from fitting the E2T distributions to the data. The results above suggest a minimum pˆT cut
around 100 GeV. This is consistent with the HT results shown in Fig. F.16
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Appendix G
Data vs MC Studies
As discussed in Appendix F, a good agreement is observed between QCD multijet data and the
Monte Carlo predictions. Therefore, it was concluded that no additional k-factor is needed to nor-
malise the Monte Carlo predictions to the data. In that study, QCD multijet events were selected
applying a necessary cut on the ET/ significance that removed beam-related backgrounds in the
data, and allowed a clean and well defined comparison with the Monte Carlo. As a consequence,
most of QCD events with significant ET/ were removed. However, the QCD events that constitute
background to the mSUGRA analysis are characterised by the presence of large ET/ . A significant
contribution comes from events with jets going into calorimeter cracks or close to the chimney
region, where only a fraction of the jet energy is reconstructed.
Different quantities were compared between data and Monte Carlo to test the validity of the
Monte Carlo description of the data for events with large ET/ after the pre-selection cuts as well
as the electron and muon removal cuts were applied (see Fig. G.1-G.3). The ∆φ distribution
between the ET/ and each of the three leading jets in the event indicates, as expected, a dominant
component for which the ET/ is produced along the direction of the jets. A number of additional
studies were carried out to further understand the origin of the small discrepancies shown in
the distributions. Detailed comparisons were performed between data and Monte Carlo for jets
reconstructed around the cracks, and the chimney regions. From them, it was concluded that
the observed differences could be partially attributed to small defects on the simulation of the
calorimeter response. After a cut on ∆φ(jet,ET/ )> 0.7 is applied (see Fig. G.4 through Fig. G.6),
most of the QCD multijet background is removed and the discrepancies are within systematics.
The rather conservative systematic uncertainties on the QCD Monte Carlo normalisation ac-
count for the remaining differences between data and Monte Carlo which, in addition to the
energy scale, includes a 20% uncertainty from PDFs and a 10% uncertainty from hard scale de-
pendencies. Fig. G.7 shows the ET/ and the HT distributions after the pre-selection cuts. Fig. G.8
shows the ET/ and HT distributions with all the systematics and after all other cuts are applied.
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The agreement between data and MC is good in all the zones.
In addition, the ∆φ(jet,ET/ ) and the EMF requirements were reversed to enhance the QCD
and boson+jets electromagnetic backgrounds separately, and test that the Monte Carlo properly
describes each different background contribution (see Fig. G.9 to Fig. G.10). In addition, the
muon contribution has been studied reversing the muon cuts (asking for at least one isolated
track) as shown in Fig. G.11. All the distributions show a reasonable agreement between data and
Monte Carlo.
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Fig. G.1: Azimuthal distance between ET/ and ET of the three leading jets for data and MC after pre-selection,
electron and muon removal cuts have been applied.
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Fig. G.2: Detector η of the three leading jets for data and MC after pre-selection, electron and muon removal cuts
have been applied.
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Fig. G.3: ET of the three leading jets for data and MC after pre-selection, electron and muon removal cuts have been
applied. There are 10551 data events and 9.87+1.35−2.33 ·103 Monte Carlo events in the plots.
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Fig. G.4: Azimuthal distance between ET/ and ET of the three leading jets for data and MC after the ∆φ(ET/ , jets) >
0.7 cuts. Pre-selection, electron and muon removals cuts have also been applied. There are 1204 data events and
1.29+0.14−0.17 ·103 MC events in the plots.
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Fig. G.5: Detector η of the three leading jets for data and MC after the ∆φ(ET/ , jets) > 0.7 cuts. Pre-selection,
electron and muon removals cuts have also been applied.
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Fig. G.6: ET of the three leading jets for data and MC after the ∆φ(ET/ , jets) > 0.7 cuts. Pre-selection, electron and
muon removals cuts have also been applied.
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Fig. G.7: ET/ and HT just after the pre-selection cuts.
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Fig. G.8: ET/ and HT after all cuts in the analysis except the ET/ and HT cuts respectively, but reversing the
∆φ(ET/ , jets)> 0.7 cut by asking at least one of the three jets to fail the condition. All three zones are shown.
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Fig. G.9: ET/ and HT after all cuts in the analysis except the ET/ and HT cuts respectively, but reversing the
∆φ(ET/ , jets)> 0.7 cut by asking at least one of the three jets to fail the condition. All three zones are shown.
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Fig. G.10: ET/ and HT after all cuts in the analysis except the ET/ and HT cuts respectively, but reversing the EMF
> 0.9 cuts by asking at least one of the three jets to fail the condition. All three zones are shown.
Data vs MC Studies 161
 [GeV]TE
50 100 150 200 250 300
Ev
en
ts
 / 
30
 G
eV
-210
-110
1
10
210
)-1Data   (L = 371 pb
SM Background
Non-QCD Backgr.
Stat. + Syst. Uncert.
mSUGRA
)2 ~ 252 GeV/cs~ ~ Mg~(M
CDF Run II Preliminary
 > 230 GeVTH
At least one iso. track
 [GeV]TH
200 300 400 500 600 700
Ev
en
ts
 / 
60
 G
eV
-210
-110
1
10
210 )-1Data   (L = 371 pb
SM Backgr.
Non-QCD Backgr.
Stat. + Syst. Uncert.
mSUGRA
)2 ~ 252 GeV/cs~ ~ Mg~(M
CDF Run II Preliminary
 > 75 GeVTE
At least one iso.track
 [GeV]TE
50 100 150 200 250 300
Ev
en
ts
 / 
30
 G
eV
-110
1
10
210 )-1Data   (L = 371 pb
SM Backgr.
Non-QCD Backgr.
Stat. + Syst. Uncert.
mSUGRA
)2 ~ 295 GeV/cs~ ~ Mg~(M
CDF Run II Preliminary
 > 280 GeVTH
At least one iso. track
 [GeV]TH
200 300 400 500 600 700
Ev
en
ts
 / 
60
 G
eV
-110
1
10
)-1Data   (L = 371 pb
SM Backgr.
Non-QCD Backgr.
Stat. + Syst. Uncert.
mSUGRA
)2 ~ 295 GeV/cs~ ~ Mg~(M
CDF Run II Preliminary
 > 90 GeVTE
At least one iso.track
 [GeV]TE
50 100 150 200 250 300
Ev
en
ts
 / 
40
 G
eV
-110
1
10
)-1Data   (L = 371 pb
SM Backgr.
Non-QCD Backgr.
Stat. + Syst. Uncert.
mSUGRA
)2 ~ 363 GeV/cs~ ~ Mg~(M
CDF Run II Preliminary
 > 330 GeVTH
At least one iso. track
 [GeV]TH
200 300 400 500 600 700
Ev
en
ts
 / 
80
 G
eV
-110
1
10
)-1Data   (L = 371 pb
SM Backgr.
Non-QCD Backgr.
Stat. + Syst. Uncert.
mSUGRA
)2 ~ 363 GeV/cs~ ~ Mg~(M
CDF Run II Preliminary
 > 120 GeVTE
At least one iso.track
Fig. G.11: ET/ and HT after all cuts in the analysis except the ET/ and HT cuts respectively, but enhancing the muon
contribution by requiring at least one isolated track. All three zones are shown.

