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Abstract: In massive gravity and bigravity, spin-2 interactions are defined in terms of a
square root matrix that involves two metrics. In this work, the interactions are constructed
using a congruence matrix between the metrics. It is established that the primary square
root matrix function is the only power series solution to the equations of motion for the
congruence. Moreover, the shift vector redefinition that is used in the bimetric ghost-free
proofs follows from the N + 1 form of the equations of motion. The analysis also gives an
insight into the vielbein formulation of spin-2 interactions since the bimetric formulation in
terms of a congruence is algebraically equivalent to the unconstrained vielbein formulation.
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1 Introduction
General relativity is the classical theory of nonlinear self-interactions for a massless spin-2
field governed by the Einstein–Hilbert action. The context of this paper are its extensions:
de Rham–Gabadadze–Tolley (dRGT) massive gravity [1–3] and the Hassan–Rosen (HR)
bimetric theory or bigravity [4–6]. Massive gravity is a nonlinear theory of a single massive
spin-2 field, while bigravity is a nonlinear theory of two interacting spin-2 fields having
both massless and massive modes. These theories have been studied extensively over the
past years; for reviews, see [7–9].
Massive gravity and bigravity are classically consistent theories, free of instabilities
such as the Boulware–Deser ghost [10]. This is not a coincidence, but due to the particular
structure of the bimetric scalar potential proposed in [1] with a compact general form [3],
Sint(g, f) =
d∑
n=0
βn
ˆ
ddx
√−g en
(√
g−1f
)
. (1.1)
The potential involves two metric fields g and f ; it is specifically constructed in terms
of the square root matrix (g−1f)1/2 using the elementary symmetric polynomials en [11],
where the interaction is parametrized by constants βn. In massive gravity, the metric g
carries dynamics while f is a reference nondynamical field. In bigravity, both g and f are
dynamical, each having its own Einstein–Hilbert term.
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The vielbein formulation of spin-2 interactions was constructed in [12]. The vielbein
based potential has the following expression (given in [12], cf. [13]),
Sint(g, f) =
d∑
n=0
βn
n!(d−n)!
ˆ
A1A2···AdL
A1 ∧ · · · ∧ LAn ∧ EAn+1 ∧ · · · ∧ EAd . (1.2)
Here,  denotes the Levi–Civita symbol, and the vielbeins are represented by one-forms
EA = EAµdxµ and LA = LAµdxµ. The associated metrics are,
g = gµνdxµdxν = ηABEAEB, f = fµνdxµdxν = ηABLALB, (1.3)
where η = diag(−,+, · · · ,+) is the metric of the local Lorentz frame. In the constrained
version, h = ηABLAEB is symmetric, which is equivalent to having a real square root
(g−1f)1/2 = E−1L in matrix notation [14]. Consequently, the constrained vielbein for-
mulation is equivalent to the metric formulation since (1.1) and (1.2) become equal. The
metric formulation of the multivielbein theory was treated in [15].
Purpose of this work. We address several issues related to bimetric interactions. First,
the question if there exists a more general bimetric formulation of the potential (1.1) yet
equivalent to the vielbein formulation that is based the symmetric polynomials; then, if it
exists, what governs the selection of the square root in the constrained case? Namely, the
square root matrix (g−1f)1/2 must represent a well-defined tensor field. Notwithstanding,
it may have multiple branches, and besides not being real, it can be solved ad hoc from the
matrix equation g−1f = S2 which may have an infinite number of solutions (an example
of such g−1f is shown in figure 1b). In the vielbein formulation, the square root selection
is concealed inside the symmetrization condition giving no definite choice for S [14].
Another issue concerns the initial value problem for the unconstrained vielbein for-
mulation. The ghost-free proof in [12] assumes the simultaneous N +1 decomposition with
arbitrarily boosted vielbeins. This is in general not possible since one cannot ensure that
an arbitrary vielbein L can simultaneously be triangularized with E already being in the
triangular form. A typical example is shown in figure 1a, where the null cones of the two
metrics doubly intersect; in this case the simultaneous N +1 decomposition of g & f , and
the simultaneous triangularization of E & L, are not possible.
(a) (b)
Figure 1. Null cones for the metric configurations which do not allow a boosted N +1 decomposition
wherein both vielbeins are in the triangular form. Configuration (a) does not have a real square
root, and (b) has an infinite number of nonprimary real square roots that are not tensor fields (for
more details about possible metric configurations see [16]).
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Summary of results. An overview of the paper with the key results is shown in figure 2.
In section 2, we construct bimetric interactions in terms of a general congruence f = STgS
between the metric fields g and f . This congruence based metric formulation is algebraically
equivalent to the unconstrained vielbein formulation [12]. We solve the equation of motion
for the congruence, which necessarily gives the primary square root S = (g−1f)1/2 as the
congruence field. In section 3, the equations are solved using the N +1 decomposition.
The obtained solution is the symmetrization of the spatial metrics together with the shift
vector redefinition that was used in the bimetric ghost-free proofs [3, 4]. The rest of the
introduction is devoted to a mathematical background on metric congruences.
Potential V =∑n βnen(S)
in terms of the congruence f = STgS
(where g = ETηE, f = LTηL, and ES = L)
Orthogonal transformation X of g,
g = XTgX, such that S = XS0
(where S0 depends on the same degrees
of freedom as g and f)
Orthogonal transformation Λ of η,
η = ΛTηΛ, such that S = E−1ΛL0
(where E and L0 depends on the same
degrees of freedom as g and f)
Cayley transform X(ω)
based on the skew-symmetric ω
Polar decomposition Λ(p)R(r) of Λ
into boosts Λ(p) and rotations R(r)
EoM: ∂V/∂ω = 0 EoM: ∂V/∂p = 0, ∂V/∂r = 0
Solution: a self-adjoint congruence,
the primary square root S = (g−1f)1/2
Solution: the shift redefinition &
the symmetrization of the spatial parts
Section 2
Covariant form
Section 3
N + 1 decomposition
Equivalent solutions for S
Figure 2. Summary of results and paper structure. The starting point is the bimetric potential
whose algebraic structure is based on the elementary symmetric polynomials en(S) dependent on
a general congruence S between the metrics f = STgS. The on-shell conditions for S are obtained
in two alternative ways: covariantly in section 2, and using the N+1 decomposition in section 3.
Both approaches give the congruence S = (g−1f)1/2. The derivation in section 2 is more formal
than in section 3, and it shows that the square root is necessarily a primary matrix function.
Notation. The metric signature is mostly positive (−,+, · · · ,+). The spacetime dimen-
sion is d. In the space-plus-time decomposition, d = N +1, hats over spacetime objects
denote their spatial restrictions. The equations are mostly written in matrix notation.
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Hence, the expressions are preferably stated using (1,1)-tensors with the default down-up
contractions. Matrices do not naturally represent metrics and require transposes on the
left side of the metric symbol in matrix notation. Examples of how to restore the indices
are given in appendix A. Spacetime (world) indices are denoted by µ, ν, . . . and their spa-
tial restrictions by i, j, . . ., while Lorentz (local frame) indices are denoted by A,B, . . . and
their spatial restrictions by a, b, . . ..
1.1 Metric congruences
Here we review some basic properties of symmetric bilinear forms (metrics) and their
isometries (congruent transformations or congruences); for more details see [17–19]. Two
examples of congruences are orthogonal transformations and moving frames (vielbeins).
Let g be a nondegenerate symmetric bilinear form on a finite-dimensional real vector
space V . The pair (V, g) is called a real symmetric bilinear space. Two symmetric bilinear
spaces (V, g) and (V˜ , f) are isometric iff there exists an invertible linear transformation
S : V˜ → V such that,
f(v, w) = g
(
S(v), S(w)
)
, for all v, w ∈ V˜ . (1.4)
That is, f is a precomposition of g with the map S (or the pullback of g by S). This
corresponds to the matrix congruence f = STgS in some basis. In linear algebra, the
linear transformation S is usually referred to as an isometry. To avoid possible confusion
with the Killing symmetries of the metric fields, we adopt another frequently used name
“congruence” or “congruent transformation.” By Sylvester’s law of inertia, the congruent
transformations preserve the signature of the symmetric bilinear forms. They form a group
of automorphisms on the same vector space V˜ = V .
The point-wise notion of a congruence can be lifted from linear algebra to differential
geometry (i.e., from a tensor to a tensor field). A possible obstruction is that the congruence
field might not be defined as a global section of the fiber bundle. A typical example is a
vielbein, which globally exists iff the manifold is parallelizable [20]. Nevertheless, one can
always assume the local existence of sections, which we employ here.
Adjoint maps. Two linear transformations A and A′ are adjoint with respect to g, iff
g
(
A(v), w
)
= g
(
v,A′(w)
)
, for all v, w ∈ V. (1.5)
In matrix notation we have A′ = g−1ATg. This relation can be used to define the adjoint
of A (having a regular g). A self-adjoint transformation A is such that A′ ≡ A. An example
of self-adjoint transformations with respect to g are the matrix functions of g−1f .
Orthogonal group. An orthogonal transformation is a congruence X whose adjoint is
equal its inverse, X ′ ≡ X−1. Beware that “adjointness” is always stated with respect to
some symmetric bilinear form (here g). The orthogonal group O(V, g) comprise all the
automorphisms which preserve g, that is, g = XTgX. Note that a congruence between
(V˜ , f) and (V, g) always contains excessive degrees of freedom because it can only be
determined up to a residual orthogonal transformation of either g or f .
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1.2 Parametrization of orthogonal transformations
A special orthogonal transformation X can be parametrized by a skew-symmetric bilinear
form ω = −ωT using the Cayley transform [21],
X := (g + ω)−1(g − ω). (1.6)
It is straightforward to verify that g = XTgX = gT since,
ω = XTωX = −ωT, g + ω = XT(g + ω)X. (1.7)
The parametrization (1.6) is special since detX = 1. In d-dimensions, X contains d(d−1)/2
degrees of freedom in the components of ω. Any X can be factored as a noncommutative
product of orthogonal transformations X = X1X2 · · · where each Xi contains partial de-
grees of freedom in the corresponding skew-symmetric ωi.
The N+1 parametrization of boosts and rotations. Here we present a recursive
definition of the orthogonal transformation, which is useful to triangularize vielbeins in their
entire form. The same procedure is implicitly employed in the Cholesky decomposition
to factor positive definite matrices into the product of a lower triangular matrix and its
transpose [21]; see also the Cholesky–Banachiewicz and Cholesky–Crout algorithms [22].
Let η be a d-dimensional metric of either Lorentzian or Euclidean signature, where δˆ
is its (d−1)-dimensional restriction,
η = diag(σ, 1, ..., 1), σ = ±1, δˆ = diag(1, ..., 1). (1.8)
The orthogonal transformation η = XTηX can be parametrized [19],
X :=
(
εx εσξ′
ξ Xˆ
)(
1 0
0 Rˆ
)
, x :=
√
1− σξ′ξ, Xˆ :=
√
Iˆ − σξξ′, ξ′ := ξTδˆ, (1.9)
where ξ is a (d−1)-dimensional vector, δˆ = RˆTδˆRˆ is an orthogonal transformation of the
Euclidean restriction, Iˆ is the identity map, and ε = ±1 denotes an optional reflection
(ignored in the following). The parameter space is confined to σξ′ξ ≤ 1, which is satisfied
for any ξ in the Lorentzian case σ = −1.
The factorization (1.9) is recursive. For d = 4 and σ = −1, we have X = X1X2X3
where X1 comprises three-parameter boosts of the 4×4 Minkowski metric, X2 contains
two-parameter rotations of the 3×3 Euclidean metric, and X3 is a one-parameter rotation
of the 2×2 Euclidean metric. This effectively gives a polar decomposition of the orthogonal
transformation X where the Lorentz boosts X1 are parametrized by an arbitrary spatial
Lorentz vector p (see Proposition 1.13 in [19]),
X1 = Λ =
(
λ p′
p Λˆ
)
, λ :=
√
1 + p′p, Λˆ :=
√
Iˆ + pp′, p′ := pTδˆ. (1.10)
The nonvanishing components of ω in the corresponding Cayley parametrization (1.6) are
ω0a = pbδba/(λ+ 1). Also note that,
Λˆ =
√
Iˆ + pp′ = Iˆ + 1
λ+ 1pp
′, Λˆ−1 = Iˆ − 1
λ(λ+ 1)pp
′. (1.11)
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The boosts can be reparametrized through v := p/λ where,
p = Λˆv = λv, p′ = vTΛˆTδˆ = λvTδˆ, vTδˆv < 1. (1.12)
Similar expressions hold for rotations. For instance, X3 reads,
X3 =
(√
1− %2 −%
%
√
1− %2
)
, %2 ≤ 1. (1.13)
2 Congruence based bimetric scalar potential
We consider the scalar potential based on the elementary symmetric polynomials en,
Sint(g, f) =
ˆ
ddx
√−g V(S), V(S) :=
d∑
n=0
βnen(S), (2.1)
where S is an arbitrary congruence between the metric fields g and f ,1
f = STgS, fµν = SρµSσνgρσ. (2.2)
The congruence S is determined up to a local orthogonal transformation X of g,
g = XTgX, (2.3)
such that S = XS0, where S0 possibly depends on the degrees of freedom in g and f , but
not on X. The additional components of the congruence are removed by on-shell conditions
for X. All the fields are assumed to be regular since any singularity punctures the manifold.
The orthogonal transformation X can be parametrized by a skew-symmetric tensor
field ω using the Cayley transform (1.6). The Einstein–Hilbert term which involves g is
not affected by X. Hence, the equations of motion for S are obtained by varying the
potential V, which we summarize in the following.2 The full derivation is in appendix B.
The variation of V with respect to X reads,
δV =
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S) Tr
(
X−1SkδX
)
, (2.4)
where the further variation of X with respect to ω gives,
δX = −2(g + ω)−1δω (g + ω)−1g. (2.5)
1 Note that (2.2) is not the most general congruence between g and f since the metrics can be on different
manifolds. Then, to write (2.2), we need a diffeomorphism between the manifolds (with the pullback of one
of the metrics), which in turn introduces a diagonal group of common diffeomorphisms. This generalization,
however, does not affect the presented analysis (see appendix C for more details).
2 A similar variation was done in [15]; therein, however, S was a priori assumed to be the square root.
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Substituting δX into δV yields,
δV = −2
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S) Tr
[
(g − ω)−1gSk(g + ω)−1δω
]
, (2.6)
For the skew-symmetric ω, we have δωT = −δω and it holds,
∂ Tr(Cω)/∂ω = (C − CT)/2, (2.7)
where C is an arbitrary (2,0)-tensor. Hence (see appendix B),
∂V
∂ω
= −
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S)
{
(g − ω)−1
[
gSk − (gSk)T
]
(g + ω)−1
}
. (2.8)
Having the nonsingular g (and g ± ω), the equations of motion ∂V/∂ω = 0 become,
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S)
[
Sk − (g−1STg)k
]
= 0. (2.9)
The self-adjoint S = g−1STg trivially solves (2.9), and since the β-parameters are arbitrary,
this choice is unique for the independent g and f . When combined with f = STgS, the self-
adjoint S yields the equation S2 = g−1f , which is solved by a matrix function S =
√
g−1f .
In the following we shall investigate in more detail the structure of all possible solutions
to (2.9), showing that the primary square root is indeed the unique choice for the congruence
field. Let us express (2.9) in terms of,
A := g−1f. (2.10)
Since f = STgS implies g−1STg = AS−1, we have,
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S)
[
Sk − (AS−1)k
]
= 0. (2.11)
This is a nonlinear matrix equation with respect to S, depending only on the nonsingular A.
Beside the powers of S, the equation contains the elementary symmetric polynomials of S.
The elementary symmetric polynomials are the principal scalar invariants, which are part
of the Cayley–Hamilton theorem. Subsequently, any analytic (power series) solution to
the equation (2.11) is always a point-wise polynomial. Therefore, (2.11) possibly has three
kinds of solutions:
(i) S = F (A) as a primary matrix function of A,
(ii) S = F (A) as a nonprimary matrix function of A,
(iii) S is an isolated (incident) solution that is not a function of A.
In the first two cases, the solution is a matrix function. The matrix functions can be defined
in many equivalent ways: by Jordan canonical form, polynomial interpolation, and Cauchy
integral theorem [23]. All these definitions produce primary matrix functions.
– 7 –
a possible
nonprimary
square root
Figure 3. The field of primary square roots where one point (or maybe some region) admits an
infinite number of nonprimary solutions in addition to the primary ones. A well-defined interaction
requires that different paths always agree on the chosen branch of the square root at the crossings.
A nonprimary matrix function is an “equation solving function” which cannot be
expressed as a primary matrix function [23, 24]. An example of a nonprimary function is
the square root of a matrix having the same eigenvalue a in different Jordan blocks where
the chosen signs are not the same in ±√a . Only if F is a primary function, F (A) is a
polynomial in A for all A. Nonprimary matrix functions do not allow perturbations [25].
Now, for any symmetric and nonsingular g and f , Corollary 1.34 from [24] asserts that
g F (g−1f) and f F (g−1f) are also symmetric. This holds regardless of F being primary or
nonprimary. Therefore, we necessarily have gS = STg and,
A = g−1f = S2, F (A) =
√
A. (2.12)
However, S is a well-defined tensor field only if F (A) is a primary function (S can only
then be expressed as a polynomial in A). This governs an unambiguous definition of the
bimetric theory given in [16], which warrants the existence of a spacetime interpretation
by singling out the principal square root whose eigenvalues lie in the open right complex
half-plane, in which case the square root is unique.
An example of how a nonprimary solution can be encountered in the field of primary
square roots is shown in figure 3. This happens whenever g−1f has the same eigenvalue
in different Jordan blocks. A peculiar metric configuration that only has nonprimary real
square roots (with no real primary roots) is shown in figure 1b.
As earlier noted, the orthogonal transformation X can be factored into several pieces
by splitting the degrees of freedom, X(ω) = X(ω1)X(ω2) · · ·X(ωn). This will result in the
equations of motion that form a coupled system for the parameters ω1, ω2, ..., ωn. Such a
case emerges in the following section where we employ the N +1 decomposition.
The presented analysis is covariant; no particular space-plus-time decomposition was
used or assumed. Nevertheless, the on-shell congruence S (the real primary square root of
g−1f) enables the foliation of spacetime with common spacelike hypersurfaces [16]. The
proper N +1 spacetime foliation is a prerequisite for the ghost-free proofs that are based
on the canonical formalism in the metric [3–6] and the vielbein formulation [12].
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3 Congruences in the N+1 formalism
In this section we derive the equations of motion for the congruence-based potential in the
N +1 formalism. We shall see that the variation of this kind of potential gives the shift
redefinition from [3, 4]. The results are also applicable to the equations of motion for the
boost parameter p of the vielbein based potential from [12] when given in the N +1 form.
3.1 The N+1 decomposition
We first recall how the space-plus-time split [26–28] works for metrics and vielbeins. One
can always find a coordinate patch where one of the metrics is properly N +1 decomposed,
for instance g,
g =
(
−N2 + νTgˆν νTgˆ
gˆν gˆ
)
. (3.1)
Here, N is the lapse function, ν is the shift vector, and gˆ is the spatial projection of g.
The lapse and the shift are already parts of the timelike vector in a vielbein. The spatial
metric can further be factored gˆ = eTδˆe, which fully defines g in terms of the vielbein E,3
g = ETηE, E =
(
N 0
e ν e
)
, E−1 =
(
1/N 0
−ν/N e−1
)
. (3.2)
On the other hand, the simultaneous N +1 split of f is not possible in general. Nevertheless,
f can always be decomposed in an arbitrary non-null chart into the time restriction f00
of f−1, the nonsingular space restriction fˆ of f (not necessarily positive definite), and the
remaining shear µ (an apparent “shift” vector),
f =
(
(f00)−1 + µTfˆµ µTfˆ
fˆµ fˆ
)
, f−1 =
(
f00 −f00µT
−f00µ fˆ−1 + f00µµT
)
. (3.3)
The sign of f00 is arbitrary and depends on the chosen spacetime foliation, where f00 is
negative if and only if fˆ is positive definite. In the same chart, f can be given in terms of
a general vielbein L,
f = LTηL, L =
(
u0 + uTq uT
Lˆq Lˆ
)
, (3.4)
where Lˆ, q, u, and u0 are arbitrary, and Lˆ is nonsingular. Equating (3.4) and (3.3) yields,
fˆ = −uuT + LˆTδˆLˆ, µ = q − u0fˆ−1u. (3.5)
Only in the case of the proper space-plus-time foliation, we have a real lapse function M ,
M2 = −(f00)−1 > 0, (3.6)
and the vielbein L can be put into a triangular form.
3 If we do not decompose gˆ, we end up with the D and Q variables introduced in [3]; this favors one
metric (more precise, the metric f), and the expressions become “asymmetric.” Consequently, the duality
between the metrics on the exchange g ↔ f and βn ↔ βd−n would not be explicit.
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Boosted vielbeins. The formal claim is that a general vielbein can be triangularized
by a local Lorentz transformation of the form (1.10) if and only if the apparent lapse of
the associated metric is real in a given chart [29]. In other words, the condition on the
coordinate system to be able to extract a real M from (3.3) is the same as to put L into
the triangular form L0 by Λ−1 so the triangular L0 is boosted to L = ΛL0,
Λ =
(
λ vTδˆΛˆ
Λˆv Λˆ
)
, L0 =
(
M 0
mµ m
)
, L =
(
λ−1M + Λˆm (Mm−1v + µ) vTδˆΛˆm
Λˆm (Mm−1v + µ) Λˆm
)
.
(3.7)
Comparing (3.7) and (3.4), one concludes that only those general vielbeins that satisfy,
uT(LˆTδˆLˆ)−1u < 1, (3.8)
can be triangularized by a Lorentz transformation since the boosts are restricted to an
open ball vTδˆv < 1. This is the same condition as for f00 < 0, that is, fˆ to be positive
definite fˆ > 0 which follows from (3.5). For more details see Lemma 2 in [29].
3.2 Variation of the N+1 form of the potential
We again start from the bimetric potential (2.1) given in terms of a congruence f = STgS,
where S is now related to the vielbeins (3.2) and (3.4) by S = E−1L. This form of the
potential is algebraically equivalent to the unconstrained vielbein formulation [12].
The N +1 form of the potential reads (see appendix B for the derivation),
Nen(S) = Nen(Bˆ) + u0en−1(Bˆ) +
n∑
k=1
(−1)k−1en−k(Bˆ)uTBˆk−1(q − ν), (3.9)
where Bˆ := e−1Lˆ and en(Bˆ) = 0 for n > d− 1. The potential is manifestly linear in N , ν,
u0, and q. Note that Bˆ is a congruence,
BˆTgˆBˆ = LˆTδˆLˆ = fˆ + uuT. (3.10)
Let us consider a coordinate patch where both f and g admit the proper N +1 decompo-
sition, that is, a patch where both E and L can be simultaneously triangularized. In this
case, we have from (3.7) and (3.4),
u0 = λ−1M, boosted lapse, (3.11a)
q = Mm−1v + µ, geometric mean shift, (3.11b)
uT = vTδˆΛˆm = vTδˆLˆ, space/time boost, (3.11c)
Lˆ = Λˆm, boosted spatial vielbein. (3.11d)
Hence, Bˆ = e−1Λˆm and,
Nen(S) = Nen(Bˆ) + λ−1Men−1(Bˆ) +
+
n∑
k=1
(−1)k−1en−k(Bˆ) vTδˆLˆBˆk−1(Mm−1v + µ− ν). (3.12)
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This equation is linear in N , ν, M , and µ, which is a necessary condition for the ghost-free
proofs [3–6, 12]. Note, however, that we still do not have a square root at this point; the
velocity vector v and the residual spatial rotation of either e or m are not constrained.
To vary (3.12) with respect to v, the potential must be rewritten so the elementary
symmetric polynomials conveniently depend only on the spatial vielbeins e and m. The
derivation is lengthy and relegated to an ancillary Mathematica notebook (wherein the
calculations are also verified). A final form that is suitable for variation reads,
N en(S) = N
{
en(me−1) +
n∑
k=1
(−1)k−1en−k(me−1)pTδˆ (me−1)k e
[ 1
λ+ 1e
−1p−N−1ν
]}
+M
{
ed−n(em−1) +
d−n∑
k=1
(−1)k−1ed−n−k(em−1)pTδˆ (em−1)km
[ 1
λ+ 1m
−1p+M−1µ
]}
.
(3.13)
Introducing the derivatives of the elementary symmetric polynomials,
Yn(X) :=
n∑
k=0
(−1)n+kek(X)Xn−k = ∂en+1(X)/∂XT, (3.14)
the equation (3.13) can be written,
Nen(S) = Nen
(
me−1
)
+Men−1
(
me−1
)
+ pTδˆ Yn−1
(
me−1
)
m
[ 1
λ+ 1(Ne
−1 +Mm−1) p+ µ− ν
]
. (3.15)
Variation of the potential with respect to p gives (see appendix B),
N∂en(S)/∂p = δˆ Yn−1
(
me−1
)
m
[
(Ne−1 +Mm−1) v + µ− ν
]
+ 1
λ+ 1
[
ΛˆTδˆ Yn−1(me−1)m (Ne−1 +Mm−1) Λˆ−1
]T
v
− 1
λ+ 1
[
δˆ Yn−1
(
me−1
)
m (Ne−1 +Mm−1)
]
v. (3.16)
Now, we need to address the residual spatial rotations Rˆ of m (or e) because, together
with ∂V/∂p, we have to vary V with respect to Rˆ. This can be done by parametrizing Rˆ
similarly to Λ, then varying with respect to the parameters of Rˆ. For instance, consider
the 2×2 dimensional Euclidean metrics,
g˜ =
(
N˜
2 + e˜2ν˜2 e˜2ν˜
e˜2ν˜ e˜2
)
, E˜ =
(
N˜ 0
e˜ ν˜ e˜
)
, (3.17a)
f˜ =
(
M˜
2 + m˜2µ˜2 m˜2µ˜
m˜2µ˜ m˜2
)
, L˜0 =
(
M˜ 0
m˜µ˜ m˜
)
. (3.17b)
Let R˜ be the rotation of the triangular zweibein L˜0 such that L˜ = R˜L˜0, where from (1.9),
R˜(%) =
(√
1− %2 −%
%
√
1− %2
)
. (3.18)
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The variation of e1(L˜E˜
−1) with respect to % gives the equation of motion,
ν˜ − µ˜ = (M˜m˜−1 +Ne˜−1)r, r =
√
1− %2/% ∈ R. (3.19)
This is a “shift difference” condition which is similar to (3.23a) below. The solution to (3.19)
symmetrizes the zweibeins from (3.17), which gives the square root (g˜−1f˜)1/2 = R˜L˜0E˜
−1.
A similar derivation, this time for the full rotations, yields the shift difference conditions
for the symmetrization of the spatial part eTδˆΛˆm.
The symmetric eTδˆΛˆm implies the symmetric ΛˆTδˆYn(me−1), so (3.16) becomes,
N∂en(S)/∂v = δˆ Yn−1(me−1)m
[
(Ne−1 +Mm−1)v + µ− ν
]
. (3.20)
Hence, the equations of motion with respect to both p and Rˆ are solved by,
∆n := (Ne−1 +Mm−1)v + µ− ν = 0, (3.21)
together with δˆΛˆme−1 = (δˆΛˆme−1)T. These two conditions are equivalent to the sym-
metrization condition,
ETηL = (ETηL)T, (3.22)
which gives the real square root S = (g−1f)1/2. Namely, a congruence S is self-adjoint
gS = (gS)T (it is a square root), if and only if [29, 30],
ν − µ = (Ne−1 +Mm−1)v, (3.23a)
eTδˆΛˆm = (eTδˆΛˆm)T. (3.23b)
In terms of the variables D and Q from [3, 4], the spatial symmetrization (3.23b) reads
fˆD = (fˆD)T where DQD = gˆ−1fˆ , DQ = Bˆ, and Q = m−1Λˆ2m.
Finally, the coupled system (3.23) is equivalent to the condition on metrics to have
intersecting null cones with a common timelike direction and a common spacelike hyper-
surface element [16]. The first equation controls the separation between the null cones, and
the second ensures that the spatial shapes of the null cones properly intersect.
4 Discussion
The analysis in [3, 4] starts from the square root in the bimetric potential, which gives the
required redefinition of the shift variable that is essential for the ghost-free proof in the
N +1 formalism. We have shown that this shift redefinition and the spatial symmetrization
come out from the equation of motion for a general congruence between the metrics. The
primary square root naturally emerges as the on-shell condition in the covariant form,
which further clarifies the square root branch and type selection in [16].
In earlier versions of [12], the authors proposed a method for dealing with the local
spatial rotation invariance using constrained spatial vielbeins. This method is omitted
in the most recent version of the paper. The authors justify the removal in a footnote,
pointing out that it is not clear that such a method works since solving the constraint may
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introduce dependence on the lapse or shift into the vielbeins. As shown in sec. 3, variation
with respect to both p and the spatial rotation resolves this issue. In fact, it produces the
square root S = (g−1f)1/2, which is compatible with the result from appendix C in [12].
Multiple spin-2 fields interactions in [12] and [31] rely on the vielbein formulation. In
this work, we only treat bimetric interactions. An extension to multimetric congruences is
possible using the generalized symmetric polynomials introduced in [12]. A similar remark
holds for interactions of multiple spin-2 fields beyond pairwise couplings [31]. For a singled
out metric gI , the interaction given in [31] can be formulated as
√−gI det
(∑N
J=1 β
JSIJ
)
in terms of the congruences gJ = STIJgISIJ (note the transitivity SIJ = SIKSKJ).
Even though the vielbein formulation seems more fundamental, when it comes to
partial differential equations and the causal propagation of the matter fields, one still
needs the metric inverses and contracted covariant derivatives to write down the wave
equation. This also holds for the fermionic fields. In general, a well-posed system of partial
differential equations for arbitrary tensorial spacetimes carrying predictive, interpretable,
and quantizable matter requires a bi-hyperbolic principal symbol [32–34]. For bimetric
theory, the principal symbol is the totally symmetrized product g(µνfρσ), which is bi-
hyperbolic if and only if the real square root of gµρfρν exists. A similar property still lacks
for the multivielbein/multimetric formulation of spin-2 interactions.
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Appendix A Recovering indices
Below is the list of geometrical objects with their indices attached,
Sµν , (ST)νµ, (S−1)νµ, (S−1,T)µν , ωµν , Xµν ,
gµν , gˆij , νi, fµν , fˆ ij , µi,
EAµ, (ET)µA, (E−1)µA, LAµ, (LT)µA, (L−1)µA,
eai, (eT)ia, (e−1)ia, mai, (mT)ia, (m−1)ia,
Bµν , Bˆij , Lˆai, qi, ui,
ηAB, δˆab, pa, (pT)a, va, (vT)a,
(η−1)AB, (δˆ−1)ab, Iˆab, Λˆab.
For example: uTq ↔ uiqi, uuT ↔ uiuj , Bˆ = e−1Lˆ ↔ Bˆij = (e−1)iaLˆaj , and,
(Ne−1 +Mm−1) v + µ− ν ↔
[
N(e−1)ia +M(m−1)ia
]
va + µi − νi. (A.1)
The adjoint of any A with respect to g reads (A′)µν = (g−1)µρ(AT)ρσgσν . The functions Tr
and en contract the first with the last index; hence, their argument must be a (1,1)-tensor.
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Appendix B Detailed derivations
Detailed derivations for section 2
We start from (2.1) where S is not uniquely determined by g, f : we have additional degrees
of freedom in an orthogonal transformation X of g, where g = XTgX, such that,
f = STgS = ST0XTgXS0, S = XS0, (B.1)
where S0 is a function only of g, f which does not depend on X.
We parametrize X using the Cayley transformation where,
X = (g + ω)−1(g − ω), X(ω)−1 = X(−ω), XT = (g + ω)(g − ω)−1, (B.2)
together with,
2(g + ω)−1g = I +X, 2(g + ω)−1ω = I −X. (B.3)
The variation of X in terms of ω is,
(g + ω)X = g − ω, (B.4)
(δω)X + (g + ω)δX = −δω, (B.5)
δX = −(g + ω)−1δω (I +X) = −2(g + ω)−1δω (g + ω)−1g. (B.6)
On the other hand, the variation of potential in terms of X is,
δV (S) = δ
(
d∑
n=0
βnen(S)
)
= δ
(
d∑
n=0
βn
n
n∑
k=1
(−1)ken−k(S) Tr(Sk)
)
(B.7)
=
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S) Tr(Sk−1δS) (B.8)
=
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S) Tr(X−1SkδX), (B.9)
where in the last two steps we used δS = δ(XS0) = (δX)S0 = δX X−1XS0 = δX X−1S
together with the cyclic property of the trace.
After substituting XT = and δX into δV (S), we get,
δV (S) = −2
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S) Tr(Sk(g + ω)−1δω (g + ω)−1gX−1) (B.10)
= −2
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S) Tr(Sk(g + ω)−1δω (g + ω)−1XTg) (B.11)
= −2
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S) Tr(Sk(g + ω)−1δω (g − ω)−1g) (B.12)
= −2
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S) Tr((g − ω)−1 gSk(g + ω)−1δω). (B.13)
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Since p is skew-symmetric, we have δωT = −δω and,
δTr(Cω) = Tr(C δω) = Tr(δωTCT) = −Tr(CTδω), (B.14)
that is [35],
δTr(Cω) = 12 Tr [(C − C
T)δω] , → ∂ Tr(Cω)/∂ω = 12(C − C
T). (B.15)
Hence,
∂V (S)/∂ω = −
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S)×
×
[(
(g − ω)−1gSk(g + ω)−1 −
(
(g − ω)−1gSk(g + ω)−1
)T)]
(B.16)
= −
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S)
[
(g − ω)−1
(
gSk − (gSk)T
)
(g + ω)−1
]
. (B.17)
The equations of motion for ω are ∂V/∂ω = 0, i.e., having a nonsingular g (and g ± ω),
d∑
n=1
βn
n∑
k=1
(−1)ken−k(S)
[
Sk −
(
g−1STg
)k]
= 0. (B.18)
Detailed derivations for section 3, part 1
Let us introduce the relation en== which indicates that the two expressions are equal after
en is applied to both sides of the equation. Using the cyclic property of en, we obtain,
S
en== 1
N
(
u0 + uT(q − ν)
e−1Lˆ(q − ν)
)(
1
0
)T
+
(
0 uT
0 e−1Lˆ
)
= 1
N
UW T +B, (B.19)
where,
U :=
(
u0
0
)
+B
(
0
q − ν
)
, W :=
(
1
0
)
, B :=
(
0 uT
0 Bˆ
)
, Bˆ := e−1Lˆ. (B.20)
Then,
S
en==
[
1
N
(
1
−ν
)(
1
0
)T
+
(
0 0
0 e−1
)](
u0 + uTq uT
Lˆq Lˆ
)
(B.21)
en==
(
0 0
0 e−1
)(
u0 + uTq uT
Lˆq Lˆ
)[
1
N
(
1
−ν
)(
1
0
)T
+
(
0 0
0 Iˆ
)]
(B.22)
=
(
u0 + uTq uT
e−1Lˆq e−1Lˆ
)[
1
N
(
1
−ν
)(
1
0
)T
+
(
0 0
0 Iˆ
)]
. (B.23)
Using the following identity (which holds for arbitrary B and vectors u,w),
en(B + uwT) = en(B) +
n∑
k=1
(−1)k−1en−k(B)wTBk−1u, (B.24)
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we immediately have,
en(S) = en(B) +
1
N
n∑
k=1
(−1)k−1en−k(B)W TBk−1U. (B.25)
Note that en(B) = en(Bˆ) and W TU = u0; thus,
N en(S) = N en(Bˆ) + u0en−1(Bˆ) +
n∑
k=1
(−1)k−1en−k(Bˆ)
(
1
0
)T
Bk
(
0
q − ν
)
. (B.26)
Then from,
Bk =
(
0 uTBˆk−1
0 Bˆk
)
, (B.27)
it follows,
N en(S) = N en(Bˆ) + u0 en−1(Bˆ) +
n∑
k=1
(−1)k−1en−k(Bˆ)uTBˆk−1(q − ν) . (B.28)
where en(Bˆ) = 0 for n > d− 1.
Assuming that we are in a frame where both f and g admit proper decomposition
(both E and L can be triangularized), we get,
N en(S) = N en(Bˆ) + λ−1M en−1(Bˆ) +
+
n∑
k=1
(−1)k−1en−k(Bˆ)uTBˆk−1(Mm−1v + µ− ν). (B.29)
Note that Bˆ = e−1Lˆ corresponds to the congruence,
BˆTgˆBˆ = LˆTδˆLˆ = fˆ + uuT = fˆ(Iˆ + fˆ−1uuT) = fˆQ = QTfˆ , Q := m−1Λˆ2m. (B.30)
Note on derivations for section 3, part 2
For the calculation of (3.13), see the derivation tracks 6 and 7 in the ancillary Mathematica
notebook. The variation ∂V/∂p in (3.16) is done using the following identities (for more
details see Part 3 in the Mathematica notebook),
∂(pTA)/∂p = AT, (B.31)
and,
∂(A p
λ+ 1)/∂p =
1
λ+ 1AΛˆ
−1, (B.32)
where A is an arbitrary matrix that does not depend on p and,
Λˆ−1 = Iˆ − 1
λ(λ+ 1)pp
Tδˆ. (B.33)
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Appendix C Bimetric actions with a scalar potential
Here we highlight GR-type actions where the interaction between metrics is given through
a scalar potential. Consider the metric fields g and f where the dynamics of each metric is
governed by the Einstein–Hilbert term. Each diffeomorphism group Diff(g) and Diff(f) acts
separately on its own metric. In the interacting case where the interaction is given through
a scalar potential V(g, f), the symmetry of the full action (φ1, φ2) ∈ Diff(g) × Diff(f)
must be reduced to the diagonal group of common diffeomorphisms where φ1 = φ2 by the
theorem in [36, 37]. This demands that the interaction term depends only on the scalars
one can make with two metrics [38]. More precisely, the common diffeomorphism invariance
restricts the scalar potential to depend only on the invariants of the (1,1) tensor field g−1f˜
where ϕ is an overall diffeomorphism φ1 = ϕ ◦ φ2 and f˜ = ϕ∗f is the pullback of f by ϕ,
f˜µν = ∂µϕα¯∂νϕβ¯f α¯β¯. (C.1)
The map ϕ is part of the local trivialization of the tangent bundles. It gives rise to
Stu¨ckelberg fields ϕα¯ that do not introduce new dynamics into the theory; hence, ϕ can be
fixed to be the identity map in the unitary gauge where ∂µϕα¯ = δα¯µ , sloppily setting f˜ = f .
The analysis in section 2 would not change if we had f˜ = S˜TgS˜ and ϕ∗f˜ = STgS,
g−1STg = g−1STg SS−1 = g−1ϕ∗f˜ S−1 = g−1f S−1 = AS−1, (C.2)
since ϕ∗f˜ = ΦTS˜TgS˜Φ with S = S˜Φ, that is, Sµν = S˜µα¯∂νϕα¯ where Φα¯µ = ∂µϕα¯, and,
A = g−1f = g−1ΦTf˜Φ. (C.3)
Stu¨ckelberg trick. A congruence in the most general form reads,
f α¯β¯ = S
µ
α¯S
ν
β¯gµν . (C.4)
where Sµα¯ = ∂α¯ϕγXµρS0ργ and ϕ is a diffeomorphism such that ∂α¯ϕγ is the pullback
(differential map) that is “moving” f to the same tangent bundle where g lives (f˜ = ϕ∗f).
To be able to write down en(S), we must use Sµν = Sµα¯∂νϕα¯. The redundant gauge degrees
of freedom in ϕ do not introduce new dynamics into the theory. The Einstein–Hlibert term
is “blind” to both ∂α¯ϕγ and Xµρ. Also,
δ
δϕα¯
V(g, f) = 0. (C.5)
This equation will not give rise to any new dynamics since it is implied by the Bianchi
constraint (for instance, see [9]),
∇µVµν(g, f) = 0, where Vµν(g, f) := −2√−g
δ
δgµν
[√−g V(g, f)] . (C.6)
Indeed, a gauge transformation under the diagonal group of diffeomorphisms gives,
∇µVµν(g, f) = δV
δϕα¯
∂νϕ
α¯, (C.7)
where ∂νϕα¯ is nonsingular.
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