The dynamic response of structures in contact with soil is receiving increasing interest and there is a growing need for more accurate models capable of simulating the behaviour of these systems. This is particularly important in the field of offshore wind turbines, where accurate estimates of system frequency are needed to avoid resonance, and in the structural health monitoring fields, where accurate reference damage models are used. Previous work has shown that there is significant uncertainty in how to specify mobilised soil stiffness for dynamic soil-pile interaction modelling. Moreover, the contribution of soil mass in dynamic motion is often ignored. This paper applies a finite-element iterative model updating approach previously developed by the authors to two experimental piles to ascertain the mobilised soil stiffness and mass profiles from impact test data. The method works by obtaining a frequency response function (FRF) from an impact test performed on a test pile, developing a numerical model of this system, applying initial estimates of soil mass and stiffness, and updating these properties to match the experimental FRF with that generated in the numerical model. A range of elements are investigated including multiple runs of the approach to test repeatability, the influence of different starting estimates for stiffness, the effect of variability in experimental test data, and the influence of the pile length over which masses are distributed. Moreover, potential sources of error are discussed. The method provides reasonably consistent estimates of the soil stiffness and mass acting in the lateral dynamic motion of a given pile tested in this paper. The approach may be useful in the continued improvement of Soil-Structure Interaction (SSI) modelling for dynamic applications.
Introduction
There is increasing interest in the dynamic response of structures incorporating soil-structure interaction, particularly in the fields of Earthquake [1, 2] and Offshore Engineering [3] [4] [5] [6] among others. For offshore wind turbines, accurate knowledge of the soil-structure interaction behaviour is paramount to the safe operation of these structures due to the potential for resonance from waves and the spinning rotor, which can exacerbate fatigue. In recent times, the field of vibrationbased Structural Health Monitoring (SHM), which traditionally focussed on detecting damage in super-structural components such as bridge beams [7] [8] [9] , has begun to focus on damage detection of foundations [10] [11] [12] [13] [14] . These recent developments have led to an urgency relating to the need for accurate models capable of encapsulating the behaviour of soil-structure interaction systems.
The development of numerical models for structural simulations has been the recourse for design engineers for many years, since it is not possible to experimentally trial every load-case a structure may incur. It is unusual for a developed numerical model of a given structural system to perfectly model the behaviour at the first trial, therefore the field of Finite-Element (FE) model updating has focussed on utilising information from the actual structural response to modify the parameters of the numerical model in order to minimise the differences in behaviour between the model and the real system. This is particularly important in the field of structural damage detection where reference numerical models of assets such as bridges are required to benchmark normal operating behaviour. In dynamic modelling fields, model updating approaches have received much attention in recent years [15] [16] [17] [18] [19] [20] [21] [22] [23] . Imregun et al. [15] T beam. Experimental noise posed an issue to the accuracy of the method. Nalitolela et al. [16] demonstrated a FRF-based approach using experimental and simulated data, which was based on the addition of artificial stiffness to the structure. A sensitivity procedure was used to update the model parameters. Esfandiari et al. [20] developed a model updating approach to identify the presence of damage by updating the stiffness and mass of the structure using a FRF-based method applied to a truss model. A similar study by Hwang and Kim [18] focussed on estimating damage severity and location using FRFs for a cantilever beam and a helicopter rotor blade model. Wu et al. [23] presented a FRF-based approach to estimate the mass and stiffness of soil contributing to the lateral dynamic motion of simulated foundation piles, and demonstrated the method using numerically simulated data for typical pile geometries and soil spring stiffness. This paper is an advancement on work presented by Prendergast and Gavin [6] and Wu et al. [23] . Prendergast and Gavin [6] investigated the variation in modelled dynamic response of soil-pile systems through the implementation of different formulations of soil spring stiffness. The various formulations, termed coefficients of subgrade reaction (in static case), require the specification of pile structural and geometric parameters such as Young's modulus (E), second moment of area (I), pile diameter (D) and soil properties including small-strain stiffness (E 0 ) and Poisson's ratio (v s ). These expressions, originally derived for static applications under specified operational strain, led to significantly varied dynamic responses in the study conducted in Ref. [6] , both in predicted acceleration magnitude and frequency. This study highlighted the significant uncertainty that persists in the selection of an appropriate subgrade reaction model to transform identical soil and pile properties, as significantly different responses were predicted. The present study applies the FRF-based model updating approach developed by Wu et al. [23] to the experimental case study data of two piles in Ref. [6] , with a view to estimating the soil mass and stiffness mobilised in the dynamic motion. The FRF of a given pile is derived using the input force time-history and the output acceleration-time history from experimental testing, and this is used as the target in the updating method. A numerical beam-Winkler model is developed with an initial soil stiffness profile, estimated using a variety of subgrade reaction formulations and available geotechnical data [6] . This stiffness is applied in the numerical model and the soil mass is initially guessed. The method then updates the stiffness and mass at the soil-structure interface in the beam-Winkler model until the experimental FRF and the numerical FRF generated in the model match within a defined tolerance. The approach aims to reduce the uncertainty in the selection of a soil stiffness profile by enabling a simple model updating approach using a single FRF from the target structure.
Numerical modelling of piles
In this section, the methods adopted to formulate numerical FE models of piles to model their dynamic responses are described.
Mathematical formulation
Numerical beam-Winkler models are developed to simulate the behaviour of real test piles, described in Section 4. A FE model from which to obtain the dynamic response of a pile to a lateral impact is modelled in this paper using Euler-Bernoulli beam elements [24] to model the pile, and Winkler spring elements [25, 26] to model the soil. Soil mass is incorporated by adding lumped masses to the nodes connecting Winkler spring elements to the pile elements. The global dynamic response is governed by Eq. (1) .
where M G , C G and K G are the (N × N) global mass, damping and stiffness matrices for the pile-soil system; N is the total number of degrees of freedom (DOF) and
where X t ( ), X ṫ ( ) and X ẗ ( ) are the displacement, velocity and acceleration of each DOF in the model, for each time step. Damping is modelled using Cauchy damping, employing a two-term Rayleigh formulation [27] . The damping ratio used is measured from the experimental signals, see Section 4. The dynamic response is obtained by solving Eq. (1) using the Wilson-θ integration scheme [28, 29] . The natural frequencies and mode shapes of the soil-pile system may be calculated by solving the Eigenproblem [27] of the system matrix
Further details on the numerical modelling employed are available in Wu et al. [23] . In this paper, the mass and stiffness matrices for the pile model are derived using the material and geometrical properties of the test piles, described in Section 4. The force vector P t ( ) is populated using the force time-history from a modal hammer impact, described in Section 4.
Soil stiffness using subgrade reaction approach
The present paper is an evolution of work presented by Prendergast and Gavin [6] which assessed the performance of five particular formulations of subgrade reaction in modelling the small-strain dynamic response of laterally vibrating piles. These models were developed by Biot [30] , see Eq. (2), Vesic [31, 32] , see Eq. (3), Meyerhof and Baike [33, 34] , see Eq. (4), Klopple and Glock [33] [34] [35] , see Eq. (5) and Selvadurai [34, 35] , see Eq. (6) . The research in Ref. [6] concluded that for the given field conditions and pile parameters considered, the Vesic model (Eq. (3)) provided the closest approximation to the frequency response of two experimental piles, with deviations of 16.6% and 3.9% respectively. However, the analysis highlighted the significant disparity in predicted response depending on which formulation was implemented, and moreover the analysis assumed no soil mass contributed to the dynamic behaviour of the pile-soil system. In this paper, these subgrade reaction models are used to specify the initial stiffness guess in the model-updating approach. 
where E 0 is the small-strain Young's modulus of soil (N/m 2 ), D is the pile diameter (m), v s is the Poisson ratio, E is the Young's modulus of the pile material (N/m 2 ) and I is the cross-sectional moment of inertia (m 4 ). The E 0 profile for a given site can be estimated using shear wave velocity measurements [36, 37] , or from correlations to other geotechnical site investigation tests such as Cone Penetration Test (CPT) data [3, [38] [39] [40] . The method for converting the moduli of subgrade reaction to individual spring moduli is detailed in Prendergast et al. [13] .
Soil mass and stiffness iterative updating method
A graphical representation of the model updating approach developed by Wu et al. [23] to estimate the soil mass and stiffness acting along a pile is shown in Fig. 1 and an overview of the procedure is summarised herein. An experimental FRF is obtained from an impact test on the pile for which the soil stiffness and mass are sought, using Eq. (7) [6, 41, 42] .
where P ω (¯) is the Fourier transform of the input force time-history p(t) from a modal hammer and X ω (¯) is the Fourier transform of the output acceleration time-history x ẗ ( ) from an accelerometer. The amplitude of the complex-valued FRF in Eq. (7) is denoted by
. It is assumed that the material and geometry of this pile are known to the user so that a reference beam-Winkler numerical model of the system can be created using the approach in Section 2.1. Using site investigation data such as shear wave measurements and employing a subgrade reaction model such as in Eqs. (2)-(6), soil spring stiffnesses can be applied in the numerical model as the initial educated guess as to the acting soil stiffness in the system. A stiffness weighting, w k is initially assumed as 1 times this profile. An initial guess of soil mass is postulated from a uniform distribution of mass weightings, w m between 0 and 30, to be multiplied by the known pile mass, m p and distributed among the sprung pile nodes in the reference numerical model. The information is used to assemble mass, M G and stiffness, K G matrices using the approach in Section 2.1. The numerical model also requires an estimate of the damping of the real system and, as a Rayleigh formulation is adopted in the modelling, the damping ratio of the first mode ξ 1 is required. This can be estimated from the experimental time-domain response using the logarithmic decrement technique [43] or through fitting exponential decay functions [44] . This can also be estimated in the frequency domain using the half-power bandwidth method [43] . The damping matrix C G is then formulated as a linear combination of M G and K G , using this specified damping ratio [27] . Once a numerical model employing an initial guess of the soil properties of the real system is developed, one can generate a first estimate numerical FRF by applying the force time-history from the experimental test to a node in the numerical model close to the point of application on the real system, and the acceleration response of the system may be calculated by solving Eq. (1). The output acceleration from the node closest to the accelerometer on the real system is used in the FRF specification. After the first run of the numerical model, one now has a FRF from the experimental test, and a FRF from the numerical model. A mass ratio is defined as r m = F a,EXPT /F a,NUM where F a,EXPT is the peak amplitude of the experimental acceleration FRF and F a,NUM is the peak amplitude of the calculated numerical FRF. A frequency ratio is defined as r ω = f NUM /f EXPT where f NUM is the frequency associated with F a,NUM and f EXPT is the frequency associated with F a,EXPT . The peak information (amplitude and frequency) from both FRFs can be used to obtain r m , r ω and subsequently to calculate = × r r r ( ) k m ω 2 . These values are stored for use later in the linear projection. Two convergence criteria are defined; ε ω is the frequency convergence tolerance and ε m is mass convergence tolerance. For all experimental trials in this paper, the convergence criteria are set to 1%.
For the second run of the iterative method, the soil mass estimate is either increased or decreased depending on the magnitude of r m from the initial run. If r m (0) < 1, the mass should increase as this was underestimated in the numerical model in the first run. If r m (0) > 1, the mass weighting should decrease. The mass weighting is increased or decreased by an arbitrary value of 10 for the second guess, with a minimum mass of zero applied (no negative mass). The value '10' is not important, as the actual mass weighting is calculated in later iterations using the two starting estimates from iteration (0) and iteration (1) . For the stiffness weighting, the second guess is chosen from a uniform distribution of values between 0.7 and 1.3, to be multiplied by the initial soil stiffness profile. Once again, the actual value is unimportant, as two starting estimates are required in the iterative approach to allow the system minimise the difference in the FRF peak information and converge on mobilised weightings to be applied to the stiffness and mass estimates. Once the second run stiffness and mass weightings are specified (and stored), the system checks if the results of the initial first run are within the defined tolerance, i.e. less than 1% difference in FRF peak amplitudes and frequencies between experimental and numerical FRFs. If they are not, the second guess weightings are applied to the profiles in the numerical model. New M G , K G and C G matrices are assembled, the force time-history is applied, the output acceleration is calculated, and a new FRF is generated. There now exists two estimates of the FRF of the system, iteration (0) and iteration (1) . Both of these estimates are used to initiate the linear projection method to calculate further weightings for stiffness and mass towards convergence. These further weightings are updated using the mass ratio, r m , and the frequency ratio, r ω , from the current and previous iterations, and the stiffness ratio defined by = × r r r ( ) k m ω 2 . The linear projection aims to minimise the difference in FRF peak value and frequency between the generated numerical FRF and the target experimental FRF. Once the calculated weightings lead to the generation of a numerical FRF that converges on the experimental FRF, the method terminates and outputs the converged soil stiffness profile and added soil mass.
Due to the tendency for error propagation in automated optimisation processes, some inadmissibility checks and boundary conditions are implemented in the procedure. It is possible for the linear projection method to postulate a negative weighting for stiffness or mass. If this happens, the linear projection method automatically re-calculates the new weighting using the jth and (j-2) th , jth and (j-3) th … jth and (j-i) th iterations until admissible weightings are produced. Should the (j-i) th iteration reach the first iteration of the method without an admissible weighting being obtained, the new weighting is calculated by multiplying the value of the jth iteration by a random value between 0.9 and 1.1 (i.e. the current weighting is varied by ± 10%), then the method continues as normal. Additionally, if convergence is not achieved within (an arbitrary) 15 iterations, the system resets and re-initialises all of the parameters.
Experimental pile tests
Data from a field test conducted in Prendergast and Gavin [6] is used to test the iterative updating approach developed in Wu et al. [23] . A summary of the field test and information relating to the new analysis is described herein. Lateral vibration tests were conducted on two 0.34 m diameter open-ended steel piles driven into dense, over-consolidated sand at a quarry in Blessington, southwest of Dublin, Ireland. Prior to testing, both piles were excavated by different amounts to give L/D ratios of 13 and 9 for Pile 1 and 2, respectively, see Fig. 6 (a). The test quarry has been characterised in detail [45] and used to investigate the performance of a number of model, prototype and full scale foundation concepts over the last number of years [46] [47] [48] [49] . A full description of the geotechnical properties of the site can be obtained in Refs. [37, 45, 46, 50] . The small-strain stiffness properties of the site, measured using Multi-Channel Analysis of Surface Waves (MASW), see Ref. [36] , are required for the approach in this paper. The shear wave velocity profile, Fig. 2(a) is used to derive the small-strain Young's modulus profile, Fig. 2(b) by first calculating the small-strain shear modulus (G 0 ) using = G ρv s
, where ρ is the soil density (kg/m 3 ) and v is the small-strain Poisson ratio, taken as 0.1.
Each pile was fitted with three accelerometers distributed along the exposed portion of the pile shaft, see Fig. 6 (a), and these accelerometers were programmed to scan at 1000 Hz. Note, only the top accelerometer is used in the procedure while the remaining two accelerometers are used to ensure consistency in the data. The test procedure (for a given pile) involved impacting the pile laterally with a PCB Piezotronics 086D50 model sledgehammer-type modal hammer [51] (tip mass = 5.5 kg) and measuring the resulting acceleration signal from the accelerometers, see Fig. 3 . A number of hammer impacts were undertaken on each pile to investigate repeatability. Each acceleration signal was low-pass filtered with a cut-off at 60 Hz to reduce the contribution of higher modes and noise, and a FRF is then generated, which is used as the target data in the numerical analysis to estimate the stiffness and mass contribution of the soil.
The damping ratio is estimated for each impact test by fitting an exponential curve to the peaks of the filtered acceleration signal in the time-domain, see Refs. [6, 44] , and validated using a logarithmic decrement technique [43] .
FRFs of velocity and displacement are derived from the acceleration FRF using Eqs. (8) and (9) . These FRFs are used to test the convergence of the iterative approach in the sense that if the converged soil mass and stiffness estimates provide a match in F a , F v and F d , this acts as an additional check to mitigate false positives. Note, F v and F d are not used directly in the iterative updating approach (see Fig. 1 ), but only used as a check in the converged model. Note also that these are derived from F a because the pile velocity and displacement are not measured in the experiment.
where ω is the variable of excitation. The FRFs for five impact tests conducted on Pile 1 and 2 respectively are shown in Fig. 4 and the data is presented in Table 1 . Damping data specified is from the curve fitting approach. Fig. 4(a) shows the frequency content of the force time-histories for the five impacts applied to Pile 1. Fig. 4(b) shows the acceleration FRFs for these five impacts on Pile 1. Fig. 4(c) shows the frequency content of the force time-histories for the five impacts applied to Pile 2. Fig. 4(d) shows the acceleration FRFs for these five impacts on Pile 2. The frequency content of the force-time histories is relatively uniform in the range of interest in this paper. Using Eqs. (8) and (9), F a can be converted to F v and F d . Fig. 5 shows the derived F v and F d from the first impact test conducted on both Pile 1 and Pile 2. These are used as a means to check the converged mass and stiffness weightings at the end of applying the method.
Analysis

Numerical modelling of field data
Two field piles were experimentally tested, as described in Section 4. Two reference numerical models were developed, shown in Fig. 6 (b) and (c) for Pile 1 and 2 respectively, using the procedure described in Section 2.1. Pile 1 contains 72 Euler-Bernoulli beam elements, each of length 0.1 m, and 46 Winkler spring elements to model the soil. Since Pile 1 was initially excavated from an embedment of 7 m-4.5 m, there still exists soil within the pile (as it is an open-ended tube). The level of internal soil (plug) was approximately 2 m below the original ground level. This was incorporated in the numerical model as an extra mass, assuming a (packed) density for the internal soil at 2000 kg/m 3 . External soil (added) masses are initially set to zero except for the top quarter of the springs, in line with the procedure in Ref. [23] , due to the fact that an embedded pile impacted laterally at the head will have little modal displacement at depth (Section 5.6 investigates apportioning masses over increasing portions of the piles). The external impact force is applied at a distance of 1 m below the pile head, close to the point of application on the real system. Pile 2 is modelled similarly to Pile 1, except that 32 Winkler springs are used to model the lesser embedded depth. The soil plug is taken the same as for Pile 1, as an added mass to a depth of 2 m below the original embedded length (i.e. a soil plug 5 m long from the pile tip). The impulse force is applied to a node in the model at a distance of 2 m below the pile head, in accordance to the real situation.
Example of applying the iterative updating method
An example of running the model is demonstrated in this section and the Pile 1 model with an initial starting soil stiffness estimate using the Biot approach (Eq. (2)) is shown. The results are presented in Fig. 7 for the first run of the model (with the random starting estimates for mass weighting), and the final converged values of F a , since it is the acceleration FRF that is solely used in the procedure, see Section 3. To show that the method accurately calculates the operating parameters, F v and F d are also shown as calculated in the model overlain on the derived FRFs from the experimental data. Fig. 7(a) shows the experimental F a and the first estimate of the numerical F a . Fig. 7(b) and (c) show the same information for F v and F d respectively. Fig. 7(d) shows the experimental F a and the converged numerical F a . Fig. 7 (e) and (f) show the same information for F v and F d . A plot of the initial estimate and final converged acceleration signal, used to develop the numerical F a is shown in Fig. 8. Fig. 8(a) shows the predicted acceleration for the first iteration overlain on the experimental signal and corresponds to the FRFs shown in Fig. 7(a) . Fig. 8(b) shows the final converged numerical acceleration overlain on the experimental signal and corresponds to the FRFs shown in Fig. 7(d) . This figure demonstrates how the approach matches the real-measured response in the time-domain. The method takes 21 iterations to converge (1 global loop of 15 iterations followed by resetting and 6 further iterations). The values of the parameters of interest (mass and stiffness weightings, ratios and tolerances) for all 21 iterations are reported in Table 2 . The method stops when all three tolerances (mass, frequency and inferred stiffness, see Fig. 1 ) are less than 0.01 (1%). The method estimates that the Biot profile applied to the numerical model should be multiplied by 0.95 and soil mass equating to 6 times the pile mass should be distributed to the top quarter of the pile springs in order to match the experimental FRF.
Converged results for different starting stiffness profiles
In this section, the results of applying each of the five subgrade models (Eqs. (2)-(6)) as the initial starting estimate are trialled for Pile 1 and Pile 2. Each model is run one time, and the results of the converged mass and stiffness weightings for each stiffness profile and both piles are shown in Table 3 . It is important to note that the converged stiffness weighting should be different for each model, as this is multiplied by the initial profile (Biot, Vesic, etc.) to obtain the converged soil stiffness profile. The mass weighting should be relatively consistent between runs, since this is multiplied by the constant that is the pile mass (for a given pile). In Table 3 , it can be seen that for Pile 1, a relatively consistent estimate of the mass weighting is obtained from each model. The converged mass weighting for Pile 2 is a little more variable, though still reasonably consistent.
As mentioned above, it is expected the converged stiffness weightings be different for each model, as this is multiplied by the specified soil stiffness profile to obtain the converged stiffness profile. This is best demonstrated as in Fig. 9 , which shows the starting and converged stiffness profiles with depth for each of the five subgrade reaction models for Pile 1. The stiffness is shown in terms of spring stiffness units (N/m). Fig. 9(a) shows the initial spring stiffness profiles (the markers show the individual springs) as derived from the site data in Fig. 2(b ) using each subgrade model (Eqs. (2)-(6)). Fig. 9(b) shows the results of multiplying each of these profiles by the associated converged stiffness weighting for Pile 1 in Table 3 . This plot demonstrates visually how the profiles converge toward one another to establish the acting soil stiffness for Pile 1.
Multiple runs for a given stiffness profile
The previous section presents the results of running each model once until convergence is achieved. However, since each run begins with effectively random starting estimates (between 0 and 30 for the mass weighting for the first run, and between 0.7 and 1.3 for the stiffness weighting for the second run), it is of interest to assess repeatability between multiple runs of a given model. Pile 1 with an initial stiffness profile defined by the Biot model (Eq. (2)) is run five times until converged mass and stiffness weightings are obtained. Fig. 10 shows the path of each weighting toward convergence for each run, Fig. 10(a) for the mass weightings and Fig. 10(b) for the stiffness weightings. Each run (R1-R5) takes a different number of iterations to converge. R1 takes 20 iteration to converge and ends with w m = 5.63 and w k = 0.87. R2 takes only 4 iterations to converge and ends with w m = 5.99 and w k = 0.94. R3 converges after 6 iterations with w m = 5.89 and w k = 0.93. R4 takes 5 iterations and converges with w m = 6.02 and w k = 0.94. Finally, R5 converges after 36 iterations with w m = 6.14 and w k = 0.98. Note also that the system resets if convergence is not achieved in 15 iterations, where all the parameters are reinitialised and the procedure starts over, see Fig. 1 . The converged mass and stiffness weightings do vary a little between runs however in the context of obtaining stiffness information for geotechnical applications, they are reasonably consistent. Some of the reasons for the difference in the converged values is discussed in Section 5.7.
The results for the same analysis on Pile 2 is summarised in Table 4 . The mass and stiffness weightings are reasonably consistent between runs for this pile with the Biot model. 
Consistency between different experimental impact tests
Until now, only one set of experimental data from each pile, namely F a from 1 impact test (P1 T1 and P2 T1 Table 1 ) has been considered. In this section, the ability for the method to calculate consistent mobilised stiffness and mass weightings from a number of impact tests conducted on both Piles 1 and 2 is evaluated. The target FRFs for five impact tests are shown in Fig. 4 . The method is run one time for each of the starting soil stiffness models (Eqs. (2)-(6)), for each of the five impact tests conducted on both piles (Table 1) , resulting in a total of 50 runs. Table 5 shows the values of the converged stiffness and mass weightings from each run for Pile 1 and Table 6 shows the results for Pile 2. Observing Tables 5 and 6 , the data from different impact tests lead to slightly different estimates of converged mass weightings in each case, for both piles. It is noteworthy that for a given impact test, the converged mass weightings for each of the soil stiffness models are relatively consistent for a given pile. There are two potential reasons for this, (i) the mass weighting is very sensitive to the quality of F a and any variations in this strongly affect the converged mass weighting, or (ii) depending on the magnitude of the impact applied in each case, different amounts of mass may have been mobilised in the soil surrounding the pile. Converged stiffness weightings for a given soil profile also vary somewhat between impact tests. Further potential reasons for these differences are discussed in Section 5.7. 
Influence of changing the active length over which masses are apportioned
All previous analyses consider the added soil masses apportioned to the top quarter of the springs in each model, as an approximate estimate for the mobilised mass of soil contributing to the first mode of vibration of each system. In reality, there will be some depth over which the soil mass will be effectively mobilised, due to the nature of the pile head bending when impacted. The active length, or effective depth of a pile, is the length beyond which further increases in pile length do not have any additional influence on pile head displacements, or rotations (or frequency) [52] . Quantifying the active length is an area of much uncertainty and previous studies have suggested several formulations for this parameter, which vary depending on the constraints applied to the pile head, the pile rigidity, and the nature of applied loading [53] [54] [55] [56] [57] [58] . In this section, the influence of distributing masses over different lengths of a pile on the converged stiffness and mass weightings is studied. Active lengths equating to 25%, 50%, 75% and 100% of the embedded pile length are considered. Pile 1 impact test 1 (P1 T1, Table 1 ) is used as the test case and a Biot soil profile is adopted as the initial soil stiffness estimate. Each model is run five times for a given mass length distribution, and the results are presented in Table 7 as the average ± standard deviation of converged mass and stiffness weightings, for each mass distribution case.
Increasing the length over which masses are apportioned has limited influence on the converged stiffness weighting, with these values remaining sufficiently consistent for each case, considering the nominal errors present due to the natural variability in the algorithm convergence process. However, the converged mass weighting increases proportionally to the increase in mass distribution length, changing from w m = 5.83 for masses distributed over 25% of the pile embedment to w m = 23.90 for masses distributed along the entire embedded depth. In the procedure to add point masses to the pile, the mass weighting is multiplied by a fixed 'added mass', which is the pile mass, and this is then divided equally among the 'active spring nodes', namely the nodes with non-zero added masses. So, for the first case, a weighting of 5.83 is multiplied by the pile mass and divided among 12 springs (a quarter of the 46 springs), giving ≈ 0.5 times the pile mass added to each spring. For the last case, a weighting of 23.90 is multiplied by the pile mass and divided among all 46 springs, again giving ≈0.5 times the pile mass added to each spring. Therefore, when one normalises the converged weighting to the number of springs with non-zero added masses, the added point mass at each spring is approximately the same. This finding highlights that no matter how many springs are specified to attach masses, the added point mass at each spring will be approximately the same. This result may seem counterintuitive as the global mass added increases with the number of active springs, and suggests that the approach is therefore very sensitive to the specified active length by the user. However, this result may be understood by observing the influence of added point masses on the F a peak height for the first mode of the pile. Herein, the model for Pile 1 with a Biot stiffness profile subjected to an impact test is shown for the case where fixed point masses are added sequentially to the springs starting from ground level. The first run contains no added soil mass, the second run has one added mass, etc., until all the springs contain the same added point mass. With the increasing number of added masses, the FRF F a peak height (F a,max ) decreases logarithmically, see Fig. 11 . It is noteworthy that the peak heights, F a,max for the cases with masses added to 12 springs (L/L p = 0.25) and masses added to 46 springs (L/L p = 1) do not vary significantly, which explains why the result appears insensitive to the length over which masses are added. Note, to further investigate this influence would require observing higher modes of vibration, which would be influenced strongly by a given mass distribution. However, this is beyond the scope of the present study. It is recommended that potential users of the method specify an active length using the most applicable approach available.
Sources of error in the method
The iterative model updating approach presented in Ref. [23] was developed and validated using numerically simulated data of piles. Application of the approach to real experimental data has unearthed some issues. Variability and noise in experimental data inevitably affects the quality of results. One of the key issues may relate to the timelength of the signals available for the experimental analysis. The impact tests conducted on both piles contained 3 s of acceleration data. The impact of this is investigated in Figs. 12 and 13. Fig. 12(a) shows how the FRF F a peak amplitude varies for different mass and stiffness weightings applied to the numerical model of Pile 1 with a Biot soil stiffness profile. The surface plot in Fig. 12 (a) is generated using time signals of length T = 200s, the same as the analyses conducted throughout this paper. Also shown as a horizontal plane in grey is the peak amplitude of the experimental F a as measured in the first impact test on Pile 1. An immediately obvious trait is that the numerical F a peak amplitude is affected by changes in both mass and stiffness weighting, which deviates significantly from the theory of how singledegree-of-freedom (SDOF) models should behave, see Ref. [23] . The curve along which both the experimental and numerical planes intersect provides the solution combinations {w m , w k }, which lead to the same F a peak amplitude in the numerical model as in the experimental data. It is important to note that the other criterion of matching the frequency is required in the iterative procedure, but not shown in these plots. This explains why the procedure always converges on broadly similar values for a given situation, and not a large range, as would be the case if the F a peak alone were sought. Fig. 12(b) shows the same information as Fig. 12 (a) but this time for the FRF F d peak amplitude. The experimental data (horizontal grey plane) is the F d peak amplitude derived from the experimental F a using Eq. (9) . Once again there is an intersection curve of {w m , w k } combinations that enables the numerical model have the same F d as the experiment. The influence of time on signal quality is investigated in Fig. 12 (c) and (d), where an acceleration time series of length T = 3s is used for each run. The difference between the surface plots in (a) and (b) to those in (c) and (d) is best Fig. 11 . Influence of increasing the number of added masses along the pile on the F a peak value. leads to a more jagged contour plot, denoted by the dashed lines in (e) and (f). This roughness in the peak F a amplitude infers that for convergence to be achieved between the 'rough' experimental F a and the 'smooth' numerical F a some errors are introduced. For Pile 1 with a Biot stiffness profile, this is quite minor, however Fig. 13 shows the same information for Pile 2, which is significantly affected by signal length issues. Fig. 13 shows the results for Pile 2 with a Biot soil stiffness profile. Fig. 13(a) shows a surface plot of the F a peak amplitude and how it varies with mass and stiffness weightings. Fig. 13(b) shows this information for the F d peak amplitude. Also shown as a horizontal grey plane is the experimental F a peak amplitude in (a) and derived F d peak amplitude in (b) from the first impact test on Pile 2. The smooth surface plots in (a) and (b) are derived from analysis of signals that are T = 200s long. Fig. 13(c) and (d) show the same information as (a) and (b) respectively, but are generated from time signals that are T = 3s long. For this case there is a substantial decrease in the smoothness of each plot, which highlights the potential errors that are introduced by the use of short time signals in the experimental data analysis. The results from the four surface plots in Fig. 13 (a)-(d) are shown as contour plots in (e) and (f), where the solid contours are generated from T = 200s signals and the jagged contours from T = 3s. This highlights that use of the short experimental signals is a potential source of model error, which may be significant. This may account for some of the difference in calculated stiffness weightings between Pile 1 and 2. Note, all of the analyses in the previous sections used T = 200s for the numerical modelling while the experimental signals contained only 3 s of data.
While the short time-length of the processed signals may be the largest source of error, an additional source of error arises from the experimental impact testing. Each pile is an open-ended steel cylinder and, when subjected to impacts from a modal hammer, this induces an in-plane excitation in the pile annulus. This in-plane excitation manifests as a high-frequency pollution in the bending signal. Prior to transforming the time-signal to a FRF, the signal is low-pass filtered to remove the contribution of this noise [6, 41] . This process will have some influence on the quality and nature of the FRF.
Further sources of error might arise due to the stepped nature of the available soil stiffness (E) data from the multi-channel analysis of surface waves. Any errors here may be exacerbated in the procedure, which uses a single stiffness weighting for the entire profile depth. Moreover, since Pile 2 has less embedded depth than Pile 1, any errors in this profile will be exacerbated further. It should be noted that the same E profile is used for both piles, as this is in effect an average profile for the test site, so some errors can be expected as to the actual acting magnitudes at each depth. In terms of the reference numerical models developed, there is some question over the mass density of the internal plugged soil in each pile, which had to be estimated for the purposes of this paper. Additionally, the numerical method involves simplifying the pile to a 1D beam-Winkler system, which may deviate in behaviour from the real continuous pile system. Due to numerical constraints in iterative analyses of this nature, it is infeasible to use a full 3D model as it would be computationally too expensive.
Conclusion
In this paper, the application of a finite-element model updating approach to estimating the mobilised soil stiffness and mass in laterally impacted piles is studied. The reason behind the development of this method is due to the ongoing uncertainty surrounding the specification of soil-structure interaction stiffness in pile-soil interaction. Moreover, any contribution of soil mass is typically ignored. The method, which was previously derived and applied to simulated data, is demonstrated using experimental pile data in this paper.
Impact tests are performed on two piles with varying L/D ratios to derive frequency response functions, which are used as the target in an algorithm to estimate the mobilised soil stiffness and mass. Five subgrade reaction formulations are used to specify the initial starting stiffness. The analysis updates the soil stiffness and mass in a numerical model of the pile to converge on the experimental FRF. For the case where each of the five subgrade reaction models are used, the method converges on broadly similar added mass weightings and the converged stiffness profiles are relatively similar. This is better for Pile 1 than for Pile 2, which exhibits more variability (less embedded depth leads to more errors potentially). For a given impact test, the effect of running the model multiple times is studied to ascertain if significant variability exists between different runs. The results do vary a little, due to the random nature of the starting estimates for mass in the first iteration and stiffness in the second iteration, though the converged values are broadly similar for each trial. More variability is evident when different Fig. 13 . Influence of signal length on FRF peak height for different mass and stiffness weightings for Pile 2 -Biot model. (a) Variation of peak amplitude of F a with w m and w k compared to experimental F a Impact Test 1 -T = 200s, (b) variation of peak amplitude of F d with w m and w k compared to experimental F d (derived) Impact Test 1 -T = 200s, (c) variation of peak amplitude of F a with w m and w k compared to experimental F a Impact Test 1 -T = 3s, (b) variation of peak amplitude of F d with w m and w k compared to experimental F d (derived) Impact Test 1 -T = 3s, (e) contour plot of peak amplitude of F a with w m and w k for both T = 200s and T = 3s runs, (d) contour plot of peak amplitude of F d with w m and w k for both T = 200s and T = 3s runs.
impact tests are used as the target FRF for each case. In general, for a given impact test, the converged mass weighting for each subgrade reaction model is relatively similar for a given pile. However, the difference between the converged weightings for the different impact tests warrants some discussion. Experimental errors in the FRF peak height is most likely the reason for this variation, though there is potentially some influence from the amount of mobilised mass surrounding the pile as a result of the intensity of a given impact from the modal hammer. Additionally, the influence of the active depth over which masses are distributed is also investigated and it is shown for the conditions tested that masses distributed over a length beyond 20% of the embedment have limited further influence on the first mode of vibration. However, the effect on higher modes was not evaluated and would require further study. Finally, the sources of error due to time-length of signals is studied with a view to shedding some light on the importance of accurate experimental data. It is recommended that future studies use longer time signals for the experimental data than those available in the present study to mitigate against these signal-processing related issues. Short time signals lead to poorly spaced frequency vectors in the FRF, which may strongly influence the converged results.
Aside from some issues, the method was applied with relative success in this paper, and shows that a simple impact test may be useful to obtain better estimates of the mobilised soil-structure interaction stiffnesses and masses acting in the small-strain dynamic soil-pile behaviour. The research may be useful for the development of more accurate damage quantification models for SSI applications or in the growing offshore monopile fields.
Future work will investigate extension of the approach to use of multiple vibration modes to provide further insight into the behaviour and, to potentially enable depth-dependant weightings be obtained. The latter may be more useful for cases where large-strain deformations are experienced at pile heads relative to at-depth, thereby enabling calculation of the mobilised strain-dependant stiffness at the pile head. Furthermore, expansion of the approach to different types of foundation structures such as shallow pads or suction caissons should form part of future work. It should be noted that the approach in this paper uses an impact from a modal hammer to excite a structure; therefore there are some limitations of this approach. Large-diameter monopiles may not be sufficiently excited by impact from a modal hammer in order to obtain reliable FRFs. Moreover, highly damped systems suffer the same issues. Expansion of the approach to these types of systems may require investigation of different excitation sources to generate FRFs.
