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Chapter 1 
INTRODUCTION 
There exists to-day (1987) an unprecedented ability to efficiently create, store and 
manipulate information at ever-increasing rates. The growth of this processing power 
combined with mankind's incessant desire to exchange information has resulted in a 
plethora of both national and international communication networks. The continuing, 
widespread advances in processing power provides the impetus to create ever-more pro-
fitable and effective networks. To this end there is a continuous investigation into 
novel materials, mediums and communication techniques. Parallel to this investigation 
is a thorough re-evaluation of existing networks in the context of current demands and 
technologies. It is not surprising that this re-evaluation has recently focused on the 
untapped potential of the particularly extensive and established telephone network [1]. 
Indeed, it has become clear that the Public Switched Telephone Network (PSTN) may 
be exploited as a medium for high speed digital data transmission [2]. It is this concept 
and in particular, a major problem involved in its implementation which has motivated 
the work described in this thesis. 
This chapter examines the reasoning behind using the telephone network as a medium 
for digital data transmission. After a discussion of the internationally defined stan-
dards required of such a transmission system, attention is focused on the formidable 
implementation problems associated with digital transmission on the telephone net-
work. This discussion leads to a proposed optimum transmission system. A key ele-
ment in this system is a device known as an echo canceller which is a method of allow-
ing simultaneous transmission both to and from the subscriber on a single copper wire 
[3]. The main purpose of this thesis is to present a particularly suitable echo cancelling 
structure. This work has been undertaken in association with the British Telecom 
(BT) local network transmission group (LNTG). 
1.1 The telephone network 
The telephone consists basically of an electrical transmitter and receiver which can be 
used to achieve voice communication with another telephone through electrical cables. 
It was invented over a century ago (1876) as a result of experiments on a device 
intended to send multiple telegraph signals over a single wire [1]. In the early days 
pairs of telephones were connected directly together to enable communication, however 
as the number of telephones grew it became desirable for any telephone to be able to 
communicate with any other telephone. It was, of course, impracticable to wire up 
every possible connection, therefore switching centres were rapidly established. These 
provided a common link enabling telephone customers or subscribers to reach any 
other subscriber connected to the same switching centre. Eventually these switching 
centres were themselves inter-connected both nationally and internationally. This con-
cept of communication over wire cables has grown worldwide to such an extent that for 
example, one entity (the American Telegraph and Telephone Company (AT&T)) was, 
until its recent divestiture, the largest company on Earth, providing over one hundred 
million telephone sets, making a profit of several billion dollars per annum and 
employing over one million people [1]. Similar enormous telephone companies exist in 
most industrialised countries. 
A modern telephone network, shown schematically in Figure 1.1, connects each sub-
scriber to a local exchange by means of a pair of twisted metallic cables. This is 
known as the local network and is used primarily for voice communication. The use 
of two wires, instead of four, for both transmission and reception results in consider-
able saving of wire as well as local switching equipment. Two wire circuits are quite 
satisfactory for local telephone calls which are set up quite simply by connecting the 
two subscribers at the local exchange. The local exchanges communicate by means of 
a trunk network and contain switching and signalling equipment along with the neces-
sary power supplies to operate each subscriber telephone set. The send and return sig-
nals are separated on the trunk network to allow amplification and multiplexing for 
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for high speed digital data transmission, a number of factors have to be considered. 
These include: 
• 	The optimum conventional medium for data transmission is optical fibre, however 
there is an enormous worldwide investment in the metallic cables of the existing 
local telephone network [4]. In the United Kingdom (UK), for example, there 
are over 21 million pair cables representing many billions of pounds sterling in 
copper alone [5]. This would make any extensive re-cabling of the network, with 
e.g. optical fibre, extremely costly. 
• 	The metallic pair cables forming the local network are capable of supporting sig- 
nals with a much greater bandwidth than are currently transmitted (3.4kHz). 
• 	The existing analogue transmission equipment on the less extensive long distance 
trunk network is rapidly being replaced with digital transmission equipment. 
These digital transmitters are planned to operate over optical fibre to create tele-
phone channels still aimed primarily at telephony, but capable of supporting high 
speed data transmission. 
• 	Digital switching within the local exchanges is slowly being introduced throughout 
the world. This offers considerable savings in implementation and maintenance 
costs as well as a greater range of services for subscribers [6]. 
• 	The enormous worldwide penetration of the ubiquitous telephone provides a 
widely used service for millions of people in hundreds of countries. These people 
form potential customers for a data transmission service. 
• 	The well-known problems associated with the implementation of digital transmis- 
sion on the telephone network can be overcome to an increasingly satisfactory 
degree by the application of modern techniques and technologies. 
These factors have led to a surge of interest in exploiting the existing local telephone 
network as a medium for high speed digital data transmission 
[7],[8],[9],[1O],[11],[12],[13]. 
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1.2 The Integrated Services Digital Network 
This interest has resulted in numerous operating companies worldwide trying to offer 
data communications through their own local switched network. The need, therefore, 
for equipment, configuration, service and interface standards is obvious. The various 
organisations involved in such standards include the American National Standards 
Institute (ANSI), the Exchange Carriers Standards Association (ECSA) and the Euro-
pean Conference on Posts and Telecommunications (CEPT). A key role, however, in 
establishing international standards is being played by the International Telegraph and 
Telephone Consultative Committee (CCITT) . This organisation is part of the Interna-
tional Telecommunications Union (ITU), a specialised treaty agency of the United 
Nations (UN) and is in the midst of defining frameworks and standards based on the 
concept of the Integrated Services Digital Network (ISDN) [14]. This concept is 
defined as an end-to-end digital network that supports a wide range of services 
accessed by a limited set of multi-purpose user-network interfaces. Indeed the whole 
movement behind ISDN is to provide a degree of flexibility, user-control, responsive-
ness and compatibility far beyond that provided in traditional networks. 
In addition to formulating a detailed set of recommendations for ISDN the CCITT has 
selected the fundamental digital rate building block of 64 kilobits per second (kb/s) 
[15]. Furthermore the committee has defined two major interfaces: the Basic Rate 
Interface (BRI) and the Primary Rate Interface (PRI). The former is intended to 
serve information sources or sinks of relatively small capacity such as terminals. The 
latter is intended for large capacity vehicles such as private branch exchanges (PBX's). 
Both have a similar structure - one D channel and a number of B channels. The basic 
rate arrangement is 2B + D. The primary rate arrangement has also been agreed for 
North America, Japan and Europe [16]. The B channels are 64 kb/s each in both the 
primary and basic rates and are intended for the transfer of user information. The D 
channel is 64 kb/s for the primary and 16 kb/s for the basic rate. This channel is nom-
inally dedicated to signalling, however may be further partitioned in the BRI into 8 
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kb/s of user channel (referred to as the B' channel) and 8 kb/s of signalling informa-
tion. These recommendations lead to a required CCITT transmission rate of 144 kb/s 
(2B + D) for local (BRI) network transmission. 
There are also several CCITT defined interlaces that provide the ISDN basic access. 
The two most important of these are the S-interlace for transmission within the 
customer's premises and the U-interface for connection of the local exchange to the 
customer premises. The U-interlace describes the full-duplex data signal on the two 
wire subscriber loop between the local exchange Line Termination (LT) and the custo-
mer premise Network Termination (NT). The S-interlace uses a separate wire pair for 
the two directions of transmission between the NT and the customer Terminal Equip-
ment (TE). The U-interlace is much more challenging to implement due to the prob-
lem of separating the two directions of transmission and the often difficult environmen-
tal conditions [17]. This Thesis is concerned only with design aspects of the ISDN U-
interlacet. 
In general, as previously discussed, 15DM will evolve primarily from the telephony net-
work as the network implements digital switching and connectivity. Some of the 
shortcomings of today's communications networks and the services they provide will be 
rectified by the fundamental concepts ISDN introduces. Today's services are character-
ised by dedicated access to separate network services such as voice, packet data, digital 
data, etc. ISDM uses a single user-network interlace and attempts to integrate voice, 
data and image in this interface. Consequently ISDN provides integrated access to all 
services. By necessity the access interface is digital to allow end-to-end digital connec-
tivity. Thus as long as the user has this integrated network access, the network itself 
can be implemented in a variety of ways, all of which can be invisible to the user. 
1.3 The telephone network as an ISDN 
t Many more recommendations have been proposed by the CCITF regarding the network protocols, services, archi-
tecture and interfaces etc. These are contained in [14]. 
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Founding an ISDN upon a network optimised for the transmission of analogue 
telephony is fraught with problems. This has become clear from the numerous investi-
gations into the transmission characteristics of the local network [18]. The relevance of 
the various problems can only be understood in the context of the most important 
ISDN design objectives to arise from the offices of the CCITT and the other interested 
parties [19]: 
• 	Operation must take place over existing local line plant. 
• 	Full-duplex transmission must be provided ie. transmission both to and from the 
subscriber and the local exchange. 
• 	The system must be line powered from the local exchange in order to provide an 
emergency telephone service. 
• 	The transmission rate and reach must be within the CCITT recommendations. 
• 	In the face of high density traffic, the transmission system must be tolerant to 
crosstalk and noise over the longest connections. 
• 	The system cost must be minimised. 
• 	Generally a monolithic realisation for the transceiver unit is required. This must 
not require external precision components or trimming to improve component 
accuracy. 
The feasibility of these design objectives can only be verified by an investigation into 
the transmission characteristics of the local network. Unfortunately a detailed discus-
sion of these characteristics is beyond the scope of this chapter. However an overview 
of the most significant problems and relevance with regard to the above design objec-
tives is presented below [20]. 
A single loop from exchange to subscriber consists of a twisted metallic pair cable. 
The distributed parallel capacitance and series inductance of this line has a filtering 
action similar to a low pass filter, causing the attenuation of high frequencies. This 
leads to the well known distortion effect Inter-Symbol Interference (ISI), wherein part 
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of the data symbol is delayed with respect to the rest of that symbol to such an extent 
that it arrives in the time slot reserved for another symbol, causing additive distortion. 
This distortion is frequently compensated for by a technique known as equalisation 
[21],[2]. 
In the UK loops emanate from the local exchange in cables containing up to 800 pairs, 
as shown in Figure 1.2. Needless to say, this results in crosstalk coupling between the 
pairs. As the network radiates outward from the exchange the number of pairs within 
the cables reduces at each distribution point. Crosstalk from a local transmitter into a 
local receiver is known as Near-End crosstalk (NEXT). The other fundamental type 
of crosstalk is from a local transmitter into a remote receiver and is known as Far-End 
crosstalk (FEXT). This type of crosstalk varies considerably between pairs in the same 
cable, and with frequency [20]. Where present NEXT will dominate FEXT because 
FEXT suffers the loss of the full length of the cable (in addition to crosstalk coupling 
loss) whereas NEXT does not. Both NEXT and FEXT experience less attenuation as 
frequency increases, hence it is an advantage to minimise the bandwidth required for 
transmission in a crosstalk limited environment [20]. 
Subscriber loops also suffer from noise and crosstalk from a variety of other sources: 
thermal effects in analogue circuitry will introduce Gaussian noise; switching transients 
from electric traction systems; power lines and electrical storms may also be coupled 
onto the lines causing impulsive noise; impulsive noise can also be introduced by dial-
pulse signalling in the same local exchange. 
The transmission characteristics of the local loop are further aggravated by the presence 
of various cable gauges which may be present in any one connection [19]. In the UK 
these vary from 0.32mm copper for high density cable to 0.62mm copper for lower 
density cable. Additionally the lengths between cables may vary from several metres to 
several kilometers. The transmission characteristics of the local loop can therefore vary 
widely. Also some telephone administrations allow open circuited cable pairs to be 
bridged onto the main cable pair [20]. The inclusion of these bridged taps (of 
CM 
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unknown length and in unknown amounts) further complicates matters. 
Telephone networks also suffer from a phenomenon known as echoes. These echoes 
can originate both within the trunk network and within the subscriber equipment itself, 
as shown in Figure 1.3. Within the trunk network hybrid transformers are used to 
separate the go and return paths of the four wire circuit and should ideally produce 
infinite attenuation. In practice the attenuation is finite, allowing signals to circulate 
round the four wire loop, creating echoes. Those appearing back at the transmitting 
equipment are called talker echoes and those appearing at the receiving equipment are 
called listener echoes. Echoes can also originate within the subscriber equipment. A 
four-wire to two-wire hybrid is used to couple the transmitter and receiver onto the two 
wire local loop. In theory all the energy from the local transmitter should be coupled 
onto the local loop . However, in practice, any impedance mismatch between the 
local loop and the hybrid balancing impedance will allow some of the energy to leak 
through from the transmitter to the receiver. This leakage is often referred to as echo 
or near-end echo. Any further impedance mismatch within the network can be a 
further source of echoes. 
Unfortunately transmission on the local network is further hindered by the presence of 
non-linear components within the transmission system [22]. Although non-linearity 
arises from many sources eg. pulse asymmetry, non-linear analogue to digital conver-
sion (ADC), line driver characteristics, transformer saturation etc, the most important 
source is the tolerancing of analogue components in the transmitter digital to analogue 
converter (DAC). 
1.4 The transmission system 
A detailed examination of the above impairments and other characteristics of the local 
loop such as frequency and phase response and insertion loss has led to a number of 
proposals and designs regarding the optimum data transmission system 






avoid the noise sensitive, drifting, non-ideal performance of analogue circuit elements, 
but also to benefit from recent advances in Large-Scale Integrated (LSI) circuit tech-
nology [27] ,[28]. These advances allow the implementation of the required complex 
systems at low cost. 
Additionally a number of proposed designs use line codes [29]. The line code specifies 
the mapping between the transmitted data stream and the actual pulses transmitted on 
the line. This is a critical aspect of design with important performance and implemen-
tation ramifications [30]. Examples include biphase and wal2 line codes which place 
the signal spectrum in the region where there is little ISI [31],[32]. Thus a minimum, 
if any, of equalisation is required. However, this results in high signal attenuation and 
severe crosstalk in all but sparsely filled cables. Indeed the reach of these systems is 
found to be limited by crosstalk. However, in places where subscribers are close to 
their local exchange eg. in cities, this may not be too great a problem. To obtain 
longer reach lower bandwidth codes must be used. Consequently signals will experi-
ence severe ISI as a result of the changing line characteristics at low frequencies, neces-
sitating the use of equalisation. Additionally most designs involve the use of multi-
level line codes, since it has been shown that, for transmission over long cables at a 
fixed bit rate, a better tolerance to noise and crosstalk is obtained by using multi-level 
line codes with reduced signalling rates [20]. The reason for this is that reduced noise 
bandwidth and lower cable loss outweigh the reduced distance between code levels 
under a constant transmit power constraintt. 
In order to achieve full duplex transmission in the presence of the echoes described 
earlier three well-known techniques have been developed: frequency division duplex 
(FDD); time division duplex (TDD) and hybrid balancing or echo cancellation (EC) 
[33]. In FDD the signals for the two directions of transmission occupy disjoint fre-
quency bands and are separated by appropriate filters [34]. Although this technique is 
t Recent work has indicated that in a NEXT limited environment five levels is optimum and four levels is almost as 
good [20]. 
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very simple and provides good tolerance to NEXT, the upper frequency channel suffers 
more from attenuation and therefore its tolerance to noise and FEXT is degraded. In 
addition, very high performance band-separation filters are required. These drawbacks 
make FDD an unattractive choice for local network transmission. TDD, also known as 
burst-mode or ping-pong, separates the two channels by transmitting and receiving in 
two different time slots [35],[36]. This requires a bit rate during a burst to be more 
than twice the required Continuous rate. This prerequisite reduces tolerance to 
crosstalk and noise and makes the method only favourable for shorter connections. 
The final technique, echo cancellation, involves using a filter to form a replica of the 
corrupting echo signal arriving at the local receiver and subtracting it from the input to 
that receiver [3],[37]. As the desired echo replica will vary accordingto the local line 
used, the filter must also be variable or adaptive. Therefore, echo cancellation is a 
form of adaptive filtering which is a powerful and versatile signal processing technique 
used where precise a priori filter design is impractical [38],[39]. Adaptive filtering is 
closely related to a major aspect of system theory known as system identification [40]. 
These concepts are discussed in more detail in §1.6 and §1.5 respectively. The 
method of echo cancellation allows signals to be sent continuously in each direction 
whilst occupying the same frequency band, allowing baseband transmission of high effi-
ciency which minimises interference problems with other services in the network. 
Baseband transmission occupies the lowest frequency band and therefore gives echo 
cancellation the longest reach of all the techniques [38]. The disadvantages of FDD 
and TDD are therefore avoided. However, in order to achieve an acceptable signal to 
echo interference ratio, the undesirable echo signal is required to be substantially 
attenuated. This in turn necessitates a complex hardware implementation of an adap-
tive echo canceller. Fortunately modern LSI technology enables this complexity to be 
implemented at an acceptable cost, such that echo cancellation is now recognised as the 
most favourable technique for full duplex transmission on subscriber loopst. 
t Note that many techniques combine two of the three approaches. For example [41] discusses the Japanese combi-
nation of EC and TDD. 
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The use of a linear digital echo canceller requires that the level of non-linear distortion 
introduced must be well below the desired level of echo cancellation. This prerequisite 
introduces difficult analogue tolerance constraints within the DAC which are 
uneconomical, effectively ruling out the use of a linear echo canceller. Fortunately 
there are known methods of non-linear echo cancellation which allow effective can-
celler structures to be constructed at an acceptable cost [22], [42]. Again this non-linear 
echo cancellation is a form of adaptive filtering which offers an enhanced performance 
when the filtering characteristics are not fixed ie. variable. Additionally the type of 
structure proposed capitalises on the continuing advances in semiconductor memory 
technology, whilst retaining excellent performance in terms of cost, power consumption 
and speed of operation. 
1.5 System identification 
The construction and interpretation of models forms a large part of scientific research 
[43]. To understand a phenomenon, models that relate the various quantities associ-
ated with the phenomenon under study are developed. Often a mathematical expres-
sion relating the observed measurable quantities of the phenomenon can be obtained. 
A physical interpretation for the mathematical expression is then sought. This 
mathematical expression is referred to as the mathematical model and the physical 
interpretation is referred to as the physical model of the phenomenon under study. 
The mathematical model serves not only to guide the development of the physical 
model, but also serves as a calculating device from which an experimenter can compute 
answers to questions regarding the relationship between the observed quantities of the 
phenomenon. The determination of mathematical models, known as system identifica-
tion, is consequently a major aspect of systems theory [40]. 
1.6 Adaptive filters 
Any device or system that processes signals eg. removes unwanted signal components 
or predicts the next input signal from moment to moment is performing a filtering 
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operation and is therefore often termed a filtert. Conventional filters operate in a 
open loop fashion wherein the same signal processing action is carried out at each 
moment regardless of the performance of the filter. Adaptive filters, on the other 
hand, operate in a closed loop or feedback arrangement wherein the filter adjusts its 
behaviour until it operates in accordance with some desired criterion 
[38],[39],[44],[45],[46]. This is usually achieved by comparing the output of the filter 
at each moment or sampling instant with the desired output or training signal. The 
difference between these two signals produces an error term which is used in some 
adaptation algorithm to iteratively update or change the internal settings or coefficients 
of the filter in such a way as to progressively minimise subsequent error terms ie. the 
filter output more closely approximates the desired output. It can be seen that this pro-
cess is a form of algorithm controlled automatic system identification [47]. When the 
filter is delivering the optimal performance within the constraints imposed by the adap-
tive algorithm, the signal degradation and the adaptive processor, the coefficients of 
the filter are said to be optimum. A formula for calculating the optimum coefficients 
(in a least squares sense) of a linear filter was derived in 1942 by Norbert Wiener [48]. 
Subsequently in 1960 Papert proposed an iterative algorithm for a machine to calculate 
the optimum coefficients itself [49]. The following year in 1961 Gabor constructed a 
machine capable of adjusting its coefficients using a similar algorithm [50]. It was 
against the background of this and other relevant work that Sondhi and Presti pro-
posed the echo canceller [51],[52]. This straightforward application of an adaptive sys-
tem was readily recognised and resulted in a worldwide interest in constructing practi-
cal analogue and eventually digital echo cancellers for a variety of specific applications. 
Most of these applications involved speech transmission over satellite links [53]. The 
interest in full-duplex data communications over the local network soon led to the 
development of data echo cancellers [33] and subsequently, out of necessity, non-linear 
echo cancellers. 
t The physical realisation of a filter is termed the structure of the filter. 
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1.7 The British Telecom local network transmission system 
In the UK interest in ISDN prompted BT to investigate CCITT compatible long reach 
full-duplex digital transmission systems. The work contained in this thesis has been 
undertaken in direct association with the Local Network Transmission Group (LNTG) 
of BT. This research group designed a 144 kb/s local network transmission system in 
line with the design philosophy presented in previous sections of this chapter. 
Presently the LNTG are in the final stages of implementing the required digital signal 
processing on a single 3.i.m Complementary Metal-On-Silicon (CMOS) LSI integrated 
circuit. A multi-level baseband line code is employed in conjunction with echo cancel-
lation and Decision Feedback Equalisation (DFE) [21]. The work described in this 
thesis was part of the investigation into efficient non-linear echo cancelling structures 
suitable for integration on the CMOS processor. 
An extremely important element within the ISDN transmission unit is the Analogue-
to-Digital Converter (ADC) which operates on the incoming line signal [54]. The per-
formance of this device, in particular its linearity is crucial to the operation of the 
whole transmission system. Indeed the problem of non-linear analogue-to-digital 
conversion is becoming increasingly familiar across the whole spectrum of signal pro-
cessing applications. Chapter Six of this thesis is devoted to addressing this problem 
and presents some methods of combating the deleterious effects of non-linear ADCs. 
1.8 Summary 
The local telephone network is capable of providing a medium for digital data 
transmission. Although the introduction of optical fibre technology will eventually 
provoke major changes in the capabilities and organisation of the local network, the 
existing metallic pair cable network is capable of providing for all but very wide 
bandwidth requirements. This may be achieved within an acceptable set of interna-
tionally defined standards based on the concept of an ISDN. The numerous problems 
associated with digital transmission over a network optimised for analogue telephony 
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may be overcome by the judicious use of current signal processing techniques and tech-
nologies. In the UK British Telecom have developed this concept in the form of a 
digital baseband multi-level transmission system, requiring the use of a digital non-
linear echo canceller. 
The purpose of this thesis is to present what is shown to be particularly attractive forms 
of non-linear echo cancellation. This work unites both adaptive filtering and non-
linear system identification techniques in the form of novel digital filtering structures. 
The theory behind these devices and the design of a hardware realisation are also 
presentedt. 
1.9 Layout of Thesis 
Chapter Two discusses the origin of echoes in greater detail and conventional methods 
of minimising their deleterious effects. The exposed limitations of these methods point 
the way to novel echo cancelling structures developed and explained in Chapter Three. 
The design of a hardware realisation of a non-linear echo canceller is also presented in 
Chapter Three. These structures are shown to combine both classical methods of sys-
tem identification and novel digital filter architectures. The theoretical analysis of 
these devices is discussed in Chapter Four, where classical analysis techniques are 
shown to provide an insufficient description of the filters' behaviour. A novel analysis 
technique is then introduced which is shown to provide a complete description of the 
filters' behaviour. Chapter Five addresses the problem of non-linear ADCs and 
presents some potential methods of improving their transfer characteristics. Finally 
conclusions and proposals for further work are presented in Chapter Six. 
t Extensive use is made throughout of computer simulations employing Monte Carlo techniques to investigate the 
performance of various algorithms and filter structures [55]. 
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Chapter 2 
LINEAR ECHO CANCELLATION 
Echo is not a new phenomenon on the telephone network and in speech transmission it 
can lead to subjective impairment in the quality of reception [56]. As speech 
transmission has long preceded data transmission on the telephone network, it is not 
surprising that the techniques developed to cope with echoes in speech transmission 
form the foundation for echo cancelling techniques used in data transmission. This 
chapter examines the source of echoes in the telephone network and shows how data 
echo cancellers arose from the echo cancellers required for speech transmission. The 
requirements, structure and performance of these data echo cancellers are analysed and 
shown to expose limitations which point the way to novel echo cancelling structures 
developed and explained in subsequent chapters. 
2.1 Echoes in the telephone network 
At any point within a telephone network where a signal from a transmitter encounters 
a mis-match in impedance, a portion of the signal is reflected as an echo. The 
deleterious effects of such echoes depends on their magnitude, spectral distortion and 
delay [38]. As discussed in §1.3 echoes usually occur at places in the network where 
devices known as hybrids (sometimes called hybrid transformers or differential 
transformers) are employed. 
A hybrid is basically a bridge circuit where ideally the two transformers are identical 
and the balancing impedance is exactly equal to the impedance of the two wire circuit 
at all frequencies, as shown in Figure 2.1. Under these ideal conditions any signal 
originating on the IN side of the four wire circuit is coupled onto the two wire circuit, 
but produces no response from the OUT side of the four wire circuit. A signal 
originating in the two wire circuit couples to both parts of the four wire circuit, 
however it has no effect on the IN side since the amplifiers located there are one-way 






if the balancing impedance is not equal to the impedance of the cable, the IN side is 
coupled to the OUT side of the hybrid giving rise to an echo. This echo is not just an 
attenuated, but a filtered version of the input signal. The only way to prevent such an 
echo is to make the balancing impedance equal to the impedance of the two wire 
circuit. This is extremely difficult as the balancing impedance is a complex function of 
frequency [22]. 
There are two main hybrids to consider, as shown in Figure 2.2, the one combining 
input and output within the subscriber equipment and the one separating the input and 
output for transmission on the trunk network. The subscriber and trunk network may 
be connected by any one of a large number of different two wire loops, each with a 
different input impedance. As the balancing impedance at the hybrid is a fixed 
quantity, a compromise value is chosen eg. in the USA the standard is a 9000 resistor 
in series with a 2F capacitor, giving an average attenuationt of approximately 11dB 
with a standard deviation of 3dB [20]. Similarly in the the UK, the trans-hybrid echo 
can be as low as 8dB relative to the transmitted signal power [38]. 
The two aforementioned hybrids in the telephone network thus give rise to two types 
of echo: 1) near-end echo, where energy from the local transmitter is coupled into the 
local receiver by the subscriber hybrid and 2) far-end echo ( also known as network 
echo ) where the transmitted signal, having been filtered, delayed and attenuated is 
circulated around the four wire loop, eventually returning to the local and distant 
receivers, as shown in Figure 1.3. Those echoes appearing back at the local receiver 
are called talker echoes while those arriving at the distant receiver are called listener 
echoes. Listener echoes cause ripples in the frequency response of the channel, the 
amplitude of of the ripples being proportional to the echo delay [38]. 
Far-end echo is usually smaller than trans-hybrid or near-end echo and can have a 
delay from a few milliseconds to hundreds of milliseconds [3]. Also because the four- 
t Sometimes termed the Echo Return Ls (ERL). 
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wire circuit is nominally zero loss, there is only a weak correlation between echo 
amplitude and delay. A further problem is that these so-called network echoes may be 
offset in frequency due to modulation and de-modulation taking place in the four-wire 
carrier systems. Although the offsets are usually quite small ( eg. < 1Hz ) the 
resulting echo response varies with time. 
The subjective impairment in the quality of reception has been highlighted by 
numerous investigations and customer surveys, therefore the importance of dealing 
with echoes has been recognised since the early days of long distance telephony [56]. 
Both near and far-end echo bring their own particular problems and the importance of 
these is dependent on the nature of the transmitted signal Ic. whether it is a speech or 
data signal. 
2.2 Echoes in speech transmission 
In speech transmission near-end echo arrives with negligible delay and at levels 
comparable to those normally received by the transmitter. This presents no problems 
as it merely allows the talker to hear himself. Indeed it is normally called sidetone and 
is essential to prevent the circuit from sounding "dull" or 'dead." It is only echoes with 
long delays ( eg. > 35mS ) which produce annoyance for the talker which generally 
increases with increasing echo delay and echo level [3]. It is therefore only far-end 
echo which poses problems in speech transmission. 
2.2.1 Echo suppression and Via-Net Loss 
On short circuits far-end echo can be dealt with satisfactorily by a technique called 
Via-Net Loss (VNL). In this procedure a loss of L dB is inserted in each direction of 
transmission. This attenuates the echo by L dB while at the same time attenuating the 
circulating echo by 2L dB. Thus the signal to echo ratio is improved by L dB. 
However, this procedure cannot be used for circuits exceeding approximately 2000 
miles as it results in unacceptably low signal levels at the receiver [3]. 
For circuits exceeding the requirements for VNL the conventional method of 
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combating echoes is the echo suppressor [57]. Basically this device consists of a pair of 
voice operated switches whose action may be understood by considering Figure 2.3. 
The path L 2  is intended to transmit talker B's speech to A. It will also carry any echo 
of A's speech produced at the hybrid B. For the most part A and B speak alternately 
and the echo can be prevented from returning to A by simply breaking the the path L 2 
during the intervals when A is talking. The speech detector controlling the switch is 
designed to achieve this. However, interruption is an important facet of a 
conversation. In fact, there is a 20% probability that one talker will interrupt the other 
[38],[3]. To allow such interruptions, the switch is prevented from opening whenever a 
comparator decides that the signal in L, is mostly B's speech. The design of the speech 
detector and comparator will therefore critically affect the performance of the echo 
suppressor. The decisions controlling the switches cannot be made with perfect 
accuracy and even in the most sophisticated echo suppressors some amount of chopping 
of the initial portion of the interrupter's speech is unavoidable. Nonetheless, echo 
suppressors have been used successfully for over 50 years on circuits with a round trip 
delay up to about lOOmS. This delay is seldom exceeded on terrestrial circuits. 
The advent of commercial satellites in 1965, however, vastly increased the round trip 
delay in phone conversations relayed by satellite [53]. This is easily understood by 
considering that a synchronous satellite is in an orbit 23000 miles above the Earth's 
surface. This leads to a one way travel time between the ground stations and the 
satellite of >240mS. With the terrestial portions of the trip included the round trip 
delay can be as long as 600mS. If, as is possible, two satellite relays are used for a call 
the delay can be twice this value. When a conversation is conducted over a path with 
such long delays the interruption rate increases as does the sensitivity to improper 
operation of the echo control devices. This degrades the performance of echo 
suppressors on such circuits. Since the early 1960's, therefore, a number of new 
approaches to suppressing echoes on circuits with long delays have been proposed [58]. 
The major impact of this work has been to refine circuit operating levels and timing, 
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with the intent of minimising mutilation of the interrupter's speech [59]. 
2.2.2 Echo cancellation 
The methods of echo control discussed so far tamper with the path carrying the echo 
and therefore under adverse conditions mutilate the interrupter's speech. This is 
avoided in the method of echo control known as echo cancellation [3] ,[60] ,[37] ,[61]. 
The basic idea of echo cancellation is illustrated in Figure 2.4, which is similar to 
Figure 2.3 with the suppressor replaced by a canceller. Instead of breaking the path L 2 
a synthetic echo is generated from A's speech and subtracted from the signal going out 
on L 2 . If the synthetic echo is an exact replica of the actual echo, no echo is returned 
to A, yet the path L 2 is available for transmitting B's speech to A even during 
interruptions. In other words the echo has been cancelledt. As the line used for 
transmission may vary from call to call, the canceller is necessarily adaptive in order to 
be capable of synthesising a filter to match the transfer characteristics of the echo path 
it happens to be operating on. Furthermore, it is capable of tracking variations in the 
echo path during the course of a conversation. The descriptions of two such adaptive 
devices were first given in 1966 in two publications: one by Sondhi and Presti [5]; the 
other by Becker and Rudin [62]. These devices were designed to cancel far-end echoes 
and were generally called network echo cancellers. A full exposition of the principles 
of adaptive echo cancellation was given by Sondhi [52]. 
2.2.3 Echo cancelling structures 
An adaptive echo canceller is required to produce a replica of the echo created by 
trans-hybrid leakage. The echo to be cancelled is a function of the current transmitted 
data, past data and the electrical characteristics of the transmitter, cable and line 
interface. It was realised that the echo impulse decays with time and therefore the 
adaptive network could be constrained to model a finite duration channel only, 
ignoring any insignificant residual echo. A particularly convenient filter which can be 
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used to match any echo path by a suitable choice of parameters is a Finite-Impulse-
Response (FIR) discrete-time filter [63],[64]. Although many other filter types are 
possible, they are of less practical importance due to the dominance of the FIR filter 
[38]. This is a testimony to the popular simplicity and generality of the FIR filter. Of 
the many filter structures capable of realising the FIR filter, the transversal filter is by 
far the most commonly used. As shown in Figure 2.5, the output y(t) of a transversal 
FIR filter is given by [65]: 
y(t) = M T (t)S(t) 
	
(2.1) 
where j!LT(t) = [w1(0,w2(0,..,wN(0] is the tap weightt coefficient vector and 
ST = [s(t),s(t —1),..,s(t —N + 1)] is the input signal vector. N is the number of tap 
weights in the filter ie. N-i is the order of the filter. Having defined its structure and 
purpose, the simplest way to use such a filter would apparently be as follows: 
After the call has been established apply a test pulse to the input of the filter. 
Measure the response from the output of the filter. 
Set up the tap weights of the transversal filter proportional to the samples of the 
measured impulse response. 
Generate the synthetic echo by filtering the input from A through the filter. 
Early echo cancellers followed this very procedure [3]. However, for such an open 
loop procedure to work in practice it would be necessary to make frequent 
measurements of the echo path during a conversation. This is because a single 
measurement is not reliable and, more importantly, because the echo path is not 
completely constant for the duration of the call: there are slow changes in gain and 
other fluctuations of the echo path. The transmission of test pulses required for such 
adjustments is therefore quite undesirable. These difficulties can be avoided in the 
self-adaptive FIR echo canceller. 
T The term tap or tap weight refers to the filter coefficient(s) at any particular delay stage of the filter 
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As discussed in §1.5 this type of filter operates in a closed-loop or feedback 
arrangement wherein the filter adjusts its behaviour in accordance with some desired 
criterion. In this case the filter is required to match the echo impulse response. This 
is achieved by sending a signal from the local transmitter both through the hybrid onto 
the local line and through the filter. The output d(t) from the hybrid is then compared 
at each moment or sampling instant with the output y(t) from the filter. The 
difference between these two signals produces an error term e(t) which is used in some 
adaptation algorithm to iteratively update the coefficients of the filter in such a way as 
to progressively minimise subsequent error terms. When the filter is delivering the 
optimal performance within the constraints imposed by the adaptive algorithm, the 
signal degradation and the adaptive processor, the coefficients are said to be optimum. 
Progressively obtaining the optimum coefficients for an echo canceller is a system 
identification problem well-known in adaptive filtering theory [39]. An enormous 
variety of algorithms exist which can achieve this, however, just as a particularly simple 
and appropriate structure arose, a particular algorithm arose which has since 
dominated the adaptive techniques for telecommunication applications since the early 
1960'st. This algorithm, developed by Widrow in 1967, is known as the stochastic 
gradient (SG) or least-mean squares (LMS) adaptive algorithm [67],[68],[46],[69]. 
Except where stated otherwise, the stochastic gradient LMS algorithm is the only 
algorithm used in the work reported in this thesis. The theory underlying this 
algorithm is treated in detail in Chapter Four. For the moment it suffices to say that 
the coefficients of the FIR transversal filter are updated or adapted according to the 
following recursion: 
W(t+1) = I1(t) + 2 ie(t)J3(t) 	 (2.2) 
where p- is a constant controlling the rate of adaptation and is known as the 
convergence factortt. Although this algorithm has certain deficiences, its robust 
t The tradeoffs between adaptation speed, final accuracy of solution, memory and computational demands etc, 
which led to the dominance of the LMS algorithm are excellently discussed in [661,[451,139]. 
tt The simple linear relationship between the transfer function and the parameters or coefficients of the FIR filter 
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simplicity and ease of implementation make it attractive for many applications where 
the computational requirements need to be minimised. 
2.2.4 Echo cancellation requirements 
To ensure correct operation a circuit requires two network cancellers which will 
probably not be co-located, as the nearer the ends of the four-wire circuit they are, the 
shorter the delay of echoes to be cancelled. Numerous national and international 
surveys have taken place to examine the echo delay and duration in order to design 
effective cancellers. In the UK national network echoes can have delays as long as 
20mS and very long oscillatory tails with significant energy up to 30mS beyond the 
start of the qcho [18],[38}. Most echoes, however, have shorter delays and the amount 
of the tail that has to be cancelled is dependent on the amount of cancellation 
required. The design of network echo cancellers is not an easy task requiring large 
filters (>128 taps) of sufficient accuracy to account for the wide dynamic range of 
telephony speech. Additionally echo cancellers have to perform a large number of 
complicated multiply operations and to store long word length values. Correlation in 
speech syllables and varying signal power and spectrum can also cause severe problems. 
Nevertheless, a number of experimental network echo cancellers have been built and as 
the cost of implementation falls the commercial exploitation of such designs is 
beginning to take place [38]. 
2.3 Echoes in data transmission 
Network echo cancellers dealt exclusively with far-end echo. Cancelling this echo was 
of prime importance in allowing voice communication of adequate quality. However, 
in data transmission any insufficiently suppressed echo (near or far-end) could impair 
error free transmission. This leads to the requirement that all echoes are sufficiently 
cancelled. 
simplifies the analysis which leads to the LMS algorithm. This analytic simplicity is another reason for the enduring 
popularity of the transversal FIR structure. 
In 1973 Koll and Weinstein proposed the use of echo cancellers to combat near-end 
echo, in order to allow full-duplex data transmission on the two wire local loop instead 
of on the specially leased 4-wire lines used up until that time [33]. Earlier it was stated 
that the trans-hybrid loss could be as low as 8db; as the near-end hybrid echo is the 
dominant one, this gives a maximum echo level of -8dB relative to the transmit level. 
The maximum loss over a full switched network connection is approximately 48dB 
[38]. Typically a received signal to echo ratio of better than 20dB is required to 
support nearly error free transmission using a four level digital transmission code [17]. 
This means that the echo must be suppressed by at least 60dB. Together with the fact 
that the echo canceller may have hundreds of taps, achieving this performance requires 
a digital implementation as far as possible: an analogue implementation would 
introduce too much spurious noise. 
Although basically the canceller in this application is similar to the network echo 
cancellers described in §2.2.3 (a transversal filter with its tap weights being updated by 
some iterative adaptive algorithm) there are several significant differences. The first of 
these is in the placement of the canceller. Unlike voice cancellers which are envisaged 
as part of the telephone network, a data echo canceller would be located at the data 
transmitter as part of the equipment on the customer premises. This is necessary in 
order to be able to cancel near-end echoes, as shown in Figure 2.6. 
The necessity of placing the canceller at the data set gives rise to the second major 
difference between voice and data cancellers. The span of time over which the echoes 
arrive is much larger for the latter. This is because the long-delayed part of the echo 
arrives after the round trip delay in the four-wire circuit ,ie as much a 600mS for a 
satellite circuit. This problem can be dealt with by splitting the filter into two 
adjustable transversal filters separated by a bulk delay. This bulk delay is measured by 
an interrogating pulse during the start-up procedure [3]. 
There is also a considerable difference in the properties of the signals used in the two 
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very broad terms eg. their bandwidth, the range of the fundamental frequencies that 
might be encountered etc. Data signals on the other hand have much simpler 
statistical properties. Indeed sequences of data symbols may quite accurately be 
assumed to be sequences of independent and identically distributed variables. 
Furthermore, the transmitted analogue signal corresponding to such sequences can be 
generated in a precisely defined manner. 
2.3.1 The British Telecom local network transmission system 
Having discussed echo cancellers in broad terms it is now appropriate to discuss the 
specific structure considered in this thesis. As discussed in §1.7, BT designed a digital 
transmission system to be considered for the UK local network [19]. This is a 
simplification of the complete system, as timing rate adaptation, decision feedback 
equalisation etc, do not concern us here. As shown in Figure 2.7, the only elements 
retained are those pertinent to the problem in hand ie. cancelling the echoes created by 
the hybrid impedance mis-match. The signal supplied by the local transmitter is a 
scrambled binary data stream at rate B bits/sec which is encoded K bits at a time into a 
multi-level analogue signal with L levels where L = 2" . This type of signal has the 
necessary statistical properties to ensure correct operation of the echo canceller. The 
echo canceller is required to model the non-linear transfer function of the DAC 
followed by the, assumed linear, response of the hybrid in order to produce an 
accurate replica of the echo which is then subtracted from the received signal. 
The system to be modelled may then be viewed as a memoryless non-linearity followed 
by a linear dispersion. The transfer function of the DAC illustrated in Figure 2.8 may 
be written as: 
f_ + 2x + + Kx VK I X D (2.3) 1+tol 1 —tol 1 —tolV0j(V1,V2,..,Vto1) =  
where V0 ,(.) is the output of the DAC, V 1 , V 2 and V are the the 1st, 2nd and Kth 
inputs to the DAC respectively and tol is the resistor tolerance expressed as a fraction 
—33- 
- 









- 	 fl 	E 
of unity eg. 10% tolerance implies tol=0.1. The +1- signs preceding tol are chosen to 
maximise non-linearity, giving a worst case non-linear transfer function. D and E are 
constants used for appropriate linear scaling prior to transmission on the local loop. 
Unless stated otherwise, all simulations used in this paper are for a four level 
transmission system with D=2 and E=3. Therefore V0 ,(.) is a function of three 
variables and is written V0 (V 1 ,V 2 ,tol) . Ideally this gives a zero mean input signal 
with the set of values { -3.0, -1.0, 1.0, 3.0 }. This non-linear transfer function (2.3) is 
of great importance in the development of subsequent adaptive models. It may be 
viewed as a linear transfer function followed by an (unknown) error or offset term 
error (V 1 .V 2 .to1) which is directly determined by the input to the DAC. This is 
illustrated in Figure 2.9 This error term is the difference between the ideal linear 
output from the DAC and the actual output from the DAC for any particular input 
and tolerance. Mathematically this is written as: 
error(V1,V2,tol) = V0 ( V1,V2,0.0 ) - V0 ( V1,V2,to1 ) 	(2.4) 
This expression (2.4) is useful in explaining some of the features of echo canceller 
behaviour introduced later. The Linear Time-Invariant (LTI) impulse response of the 
hybrid may be approximately modelled by the following one pole transfer function 
[64]: 
11(Z) = 	1 	0<1<1 	 (2.5) 1 +'9Z -1 
This gives a response 11(t) = [h (t),h (t —1),..,h (t —N + i)]T  with an exponential 
decay. This expression effectively determines the relative contribution of previous 
inputs to the present value of the output. In this sense the impulse response represents 
the memory of a LTI system. All work in this thesis assume a value 1 = 0.4. Thus 
the memoryless non-linear transfer function of (2.1) followed by the linear dispersion 








2.3.2 Performance of a linear echo canceller 
Figure 2.10 shows the simulated performance of a 20 tap linear transversal FIR filter 
with an (optimum) convergence factor of l.L = -0.005 adapting to the channel 
described by (2.1) followed by the linear dispersion (2.3) for various resistor 
tolerances, tol. The length of the channel is chosen to be equal to the length of the 
filter to ensure that there is no residual uncancelled error. This is, of course, never the 
case in practice, however it simplifies all subsequentanalysist. It can be seen that the 
linear canceller can only provide attenuation down to a noise floor which is directly 
related to the resistor tolerance. This noise floor or cancellation depth CdB  (to!) is 
given by [70]: 
C 8 (wi) = 1010g10 { 
	
error (V 1 , V 2 ,tol )2 I 	(2.6) V 1 0 
It can be seen that in order to achieve the required 60dB cancellation, the resistor 
tolerance has to be greater than 0.1%. Although feasible, this requires expensive 
manufacturing techniques which are extremely undesirable in view of the potentially 
large number of subscriber units to be produced. Therefore the presence of a non-
linear DAC (tol>0.1%) precludes the use of a linear FIR adaptive filter as an echo 
canceller in a local network transmission system. This is a widely recognised fact 
which has prompted the investigation into economical methods of non-linear echo 
cancellation. 
t All model time spans or orders are assumed to be equal to the time span or order of the channel to be modelled. 
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Chapter 3 
NON-LINEAR ECHO CANCELLATION 
This chapter discusses the non-linear echo cancelling structures which were developed 
to overcome the limitations of linear transversal FIR adaptive filters operating in the 
presence of non-linear transmission elements. The foundation of these structures is dis-
cussed initially and shown to include both classical methods of non-linear system iden-
tification and novel methods of digital filter architecture. A variety of competing tech-
niques are examined, ending with a detailed analysis of the actual structure employed 
in the BT local network transmission system. 
3.1 Classical non-linear system modelling 
The recourse to non-linear system modelling techniques is becoming an increasingly 
familiar requirement in modern signal processing procedures. Indeed, either by design 
or due to its physical nature every system must be regarded as non-linear. Historically, 
the mathematical complexities generated by such systems have lead to a concentration 
on the analysis of linear approximate models to yield results valid in the vicinity of a 
known operating condition and psuedo-linear approximation techniques valid for sys-
tems with linear dynamic elements and static non-linearities of a number of general 
forms. The simplicity in design, implementation and applicability of linear systems for 
both single/input, single/output and multi/input, multi/output configurations has led to 
a proliferation of now well established design techniques. These design techniques are 
well understood and have been extensively studied over the last few decades. How -
ever, the continuing drive to-wards improved system performance, necessitates an 
increased effort to resolve the implications of the specifically non-linear character of 
most design problems. Unfortunately, the wide range of non-linear characteristics 
tends to preclude the construction of a unified theory of non-linear analysis and design. 
This, of course, can be attributed to the inherent complexity of non-linear systems and 
the difficulty in deriving identification algorithms which can be applied to a reasonably 
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large class of non-linear systems. Different non-linearities present different technical 
problems whose solution often dictates the use of distinct analytic toolst. However, 
the foundation of non-linear system modelling theory has developed mostly within the 
discipline of control theory and evolves around the study of the functional series of 
Wiener and Volterraft. 
3.2 Functional series methods 
The study of non-linear functionals: 
y(t) = F[ s(t') ; t't ] 	 (3.1) 
where F[.] represents a functional operation, began in 1887 when Vito Volterra investi-
gated generalisations of the familiar Taylor series expansion for Non-linear Time-
Invariant (NTI) systems and introduced the representation [72]: 
00 
y(t) = a0 + f a1(T1)s(t -71)ST 1 + 	 (3.2) 
—00 
00 00 
ff a2(Tl,T2)s(t —Tl)s(t —T2)6T1 6T2 + 
00 —00 
which has become widely known as the Volterra series [73]. The functionals 
a(T1 ,T2 ,..,T) in (3.2) above are referred to as the Volterra kernels. Just as an LTI 
system is completely characterised by its unit impulse response, so a non-linear system, 
which can be represented by a Volterra series, is completely characterised by its Vol-
terra kernels. Therefore identification of non-linear systems based on the Volterra 
representation requires the measurement of the Volterra kernels. Convergence of the 
Volterra series has been studied for both deterministic and stochastic inputs [74]. 
3.2.1 The Volterra series 
The most common method of expressing (3.2) is: 
t An excellent survey of the available methods of non-linear system identification can be found in [71]. 
tt A discussion on the works of these authors and others is given in a broad historical context by Sandberg [431. 
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y(t) = ao+lli[s(t)J+112[s(t)]+ll[s(t)]+ 	 (3.3) 
where the symbol H [.] is called an n 1h Volterra operator and: 
00 00 	00 
ll[s(t)]f 	.... 	 ,T)s(t—T1)s(r—T2) .... s(t —T)T16T2 .... 
The Volterra series as expressed by (3.3) above is a functional series where for a given 
input s(t), the integration for a particular time t of each term results in a number. 
From the operator point of view, on the other hand, every IL [.] produces a function: 
Y. (t) = ff[s(t)] 
	
(3.5) 
from the input function s(t). In other words, attention is focused on the complete out-
put function, instead of the output at any particular instant of time. 
From the above discussion, it can be seen that the Volterra series is a power series with 
memory. This can be shown by multiplying the input by a gain factor c, so that the 
new input is cs(t). Therefore the output becomes: 
y(t) = a 0 + IL i[cs(t)1 	 (3.6) ,, 	 1 
This can be shown to give [71]: 
y(t) = a 0  + 	c" Lt. [s(t)] 	 (3.7) 
which is a power series in the amplitude factor c. It is a series with memory since the 
integrals for L1  [s (t)] are convolutions. 
As a consequence of its power series character, there are some limitations with the 
application of the Volterra series to non-linear problems [75],[76]. For example, it has 
been shown that many types of common non-linear systems, such as those that include 
saturating elements, cannot be characterised by Volterra series [71]. Furthermore, the 
measurement of the system Volterra kernels is only possible if the contribution from 
each Volterra operator can be separated from the total system response. Unfortunately 
this can prove to be extremely difficult. However, Volterra series modelling of finite 
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order systems has a long history of popularity in theoretical studies, although relatively 
few researchers have attempted to apply the technique to practical problems. The 
major problem is the formidable complexity associated with the design of Volterra 
filters. For example many works utilise a linearisation technique which results in a 
huge matrix problem, where the number of operations required to solve the problem 
increases exponentially with the highest order term of the Volterra filter [77]. More 
recent attempts incorporate simplifications in both the design and implementation of 
Volterra filters [78]. Particularly relevant is the filtering structure of Koh and Powers 
[79]. The computational complexity involved with this second order structure is N 2 in 
comparison with N for a purely linear system. In general a Volterra filter of this type 
of order M will have a computational complexity of order NM. 
3.2.2 The Wiener model 
The ideas of Volterra were first applied to the analysis of non-linear engineering sys-
tems by Norbert Wiener in 1949 [80],[81],[82],[83]. Wiener avoided the problems of 
Volterra kernel measurement and convergence by. forming an orthogonal set of func-
tionals from the Volterra functionals [84]. These functionals were termed G-
functionals, since they are orthogonal for a white Gaussian input. Furthermore, he 
suggested that the first few terms of the Volterra series expansion may be sufficient to 
represent the output of a non-linear system if the non-linearity is not to violent. As an 
example of Wiener's approach consider Figure 3.1. It can be shown that any non-
linear system of the Wiener class t can be modelled by this structure. The first com-
ponent is a single-input, multi-output linear system. This set of parallel linear impulse 
responses is a set of orthonormal functions described by Laguerre functions I,, (t )tt. 
The output from this set of impulse responses is written as: 
00 
Up (t 	f1(r)s(t—'r)dr p = 0,1,...n 	 (3.8) 
0 
t This is the class of systems which are encompassed by Wiener theory. This class contains all systems with non-
infinite memory and therefore contains a very large number of important physical systems. 
tt One of the few attempts to practically realise the Laguerre function as a filter is described by Simpson [85]. 
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The second component is a multi-input, multi-output non-linear no-memory system 
with outputs f q  [U1(r),U2(t) ...... U,, (t)]. In the Wiener model, the functions f q  [.] are 
multidimensional Hermite polynomials. The outputs from this Hermite expansion are 
orthogonal for a white Gaussian input. The final component of this model is a multi-
input, single output amplification and summation system in which the amplifier gains 
are numerically equal to the values of the coefficients in the expansion of the Weiner 
kernels of the system being modelled. It has been shown that the class of systems 
representable by a Volterra series is a subset of the Wiener class [82]. Using the model 
of Figure 3.1, the first two stages comprising the Laguerre network and the Hermite 
polynomials are totally general for any situation. For a given model only the coeffi-
cients in the latter section of the model need be calculated. These are determined by 
computing various time averages, as disussed in detail by Schetzen [82]. This treat-
ment briefly illustrates some of the mathematical ideas related to non-linear system 
modelling, however, it in no way does justice to the pioneering ideas of Norbert 
Wienert. 
Although elegant theoretically, Wiener's formulation is however impracticable and dif-
ficult to apply because of the large number of coefficients required. It is estimated that 
even modelling a simple system containing a 2nd order non-linearity requires the 
evaluation of typically 1010 coefficients [82]. This is clearly unacceptable in a practi-
cally realisable system. Thus with even a linear system characterised in a very cumber-
some way, along with difficulties in incorporating a priori information and the prob-
lems of using the complex identified model for prediction, very few applications of 
Wiener's techniques exist. 
3.2.3 Simplifications of the Volterra series 
The general Wiener model can be simplified in ways which provide savings in compu- 
tational complexity. Generally this is done by either using a priori knowledge of the 
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system or making approximations which ignore (hopefully) higher order non-linear 
effects. The most commonly used simplification of the Wiener representation for a 
non-linear system is the aforementioned Volterra series of §3.2.1. However, other 
responses to the problem take this type of truncated Volterra series and produce 
further simplifications in ways which directly relate to the particular problems to be 
countered. These degradations progressively lead to the situation where the system is 
considered to be a memoryless non-linearity represented by the familiar Taylor series 
expansion: 




where 0-1 is the order of this type of model and a n  is an arbitrary constant. Many 
signal processing problems can be reduced to this form by isolating a known non-linear 
component and compensating for its non-linearity by using a finite number of terms in 
(3.9). An example of a system of this type deals with a non-linear Travelling Wave 
Tube (TWT) in a satellite transmission system [88]. 
3.2.4 Distributed arithmetic models 
A non-linear system modelling technique suited to situations where the input signal is 
represented by quantised digital data is the so-called distributed arithmetic or table 
look-up technique [89],[90],[91]. This technique is particularly interesting in that it is 
not just another rearrangement of multipliers, adders, registers etc, but a new descrip-
tion wherein the fundamental operations of convolution and multiplication are mixed 
giving the name distributed arithmetic. The evolution of this technique is well docu-
mented by Burrus [90]. Although a number of different structures and formats have 
been defined, a conceptually simple distributed arithmetic structure is shown in Figure 
3.2, where the output signal y(t) is a completely general function of the past inputs: 
y(r) = F[s(t),s(t —1),...,s (t —N +1)] 	 (3.10) 
This type of structure has been implemented directly in the form of a look-up table 
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which contains 218 values of y(t) [92]. This technique is very simple and allows the 
definition of saturation and clipping which may not be represented by the finite Vol-
terra expansions. Unfortunately the memory size increases as L' which makes the 
structure only practical for small filter lengths. This increase in the number of coeffi-
cients is directly related to the convergence rate with which an adaptive form of such a 
structure can model the echo impulse response. 
A number of techniques which originate from Volterra theory and use a distributed 
arithmetic approach have been specifically developed with the problem of echo cancel-
lation in mind. A technique proposed by Agazzi et al, uses a Volterra type expansion 
of the quantised input levels to define the filter format [22]. This technique is a hybrid 
combination of linear identification techniques and the completely general table look-
up algorithms mentioned above. The non-linearity is corrected using extra filter taps, 
where the number of extra taps increases in direct relation to the required degree of 
non-linearity it is required to track. However, in order to make effective use of this 
technique precise a priori knowledge must be available about the system non-linearity 
in order to appropriately select which taps in the filter to implement. It can be shown 
that in the limiting case for very strong non-linearity 21 taps are required, in which 
case it becomes equivalent to the table look-up approach. 
Other recent work based on truncated Volterra series deals with the problem of deriv-
ing efficient hardware realisations suited to modern Very Large Scale Integration 
(VLSI) technology [93],[94],[95],[78]. Although symmetry considerations and trade-
offs between memory and hardware are used to reduce complexity these structures still 
suffer from severe memory constraints. 
3.3 System modelling using block processing 
The modelling or identification of non-linear systems is required in many areas of sci- 
ence. The theory reviewed thus far originates primarily from control systems theory. 
In this area the objective is often to parameterise a system in order to extract coeffi- 
cients which may be mathematically related to the behaviour of the system [96]. How-
ever, for the application approached in this thesis and indeed in the signal processing 
environment generally, the end objective is somewhat different. Specifically it is sim-
ply required to produce an output which minimises the required cost function, in this 
case a least mean square error criterion. In other words the numerical coefficients 
associated with the process are of no interest. This relaxation in the requirements of 
the system has a profound impact on the allowable means of system implementation, 
since techniques may be applied which allow a greater degree of freedom in the defini-
tion of the non-linearity, but which make it much more difficult to actually identify the 
parameter sets in the process. It will be seen in the following theoretical development 
how table look-up techniques may be applied to non-linear systems modelled via a 
block structure. Additionally these block orientated non-linear models will be shown 
to be particularly useful when applied to the echo cancelling requirements of the BT 
transmission system. 
3.3.1 The 2-block model 
For the initial analysis a system is considered which is represented by a simple 2-block 
model, as shown in Figure 3.3 [97],[98]. This model consists of a no-memory non-
linearity followed by a linear dispersive system. If the binary input signal S (r) is quan-
tised into K bits, or L levels where L =2 K,  S (t) can be represented by: 
X&) 
X2(t) 
£(t) = K(r) = 	. 	 (3.11) 
x 2K (t) 
where X a(t) represents the presence or absence of a signal of level a at time tt. Using 
this form of the input signal, the no-memory non-linearity produces an output z(t) of 
the form: 
t This proves to be the most useful way of representing a quantised signal for the analysis developed in this section. 
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S(t) 	(Memory) 	y(t) 
z(t) = 	 (3.12) 
where A= [a1 ,a 2 , 	a,, IT  The coefficients a a represent an arbitrary non-linearity, 
in the form of an amplitude dependent gain term, which acts on the quantised signal 
level X a(t). When the output of the non-linearity is convolved with the linear disper-
sion, the final output is given by: 
	
y(t) = LL T (t)Z(t) 	 (3.13) 
where: 
ZT(t) = [ T (t),X T (t-1), . . . ,X T (r —N+1).4, 1 	(3.14) 
This may be re-arranged as: 
xi(t) 	x2(t) . . 	xL(t) 	1 all 
x1(t 'a2 
y(t) = IIT(t) 	 ' 	(3.15) 
x 1 (t—N+1) 	. 	. . XL(t_N+1)J aL 
The physical model of Figure 3.4, which illustrates the above steps, forms the product 
XT(t)d first. However, it is more useful to form the LLT(t)K(t) product first, thus 
allowing the aa  terms to be incorporated into the linear dispersion coefficients on each 
channel. This may be shown by partially multiplying the expression of (3.16): 
L - Columns 
h(t)x 1 (r) 	. . . 	/z(t)xL(t) 	1 	a1 
+ h(t-1)x1 (t-1) 	. . . +h(t-1)XL (t_1) 	a2 
y(t)= 	
+ 	 . . . 	 . 	 (3.16) 
+ h(t—N+1)x 1 (t—N+1) . . . +h(t —N+1)XL (g_N+1)I [aL ] 
This gives: 
y(t) = a lh (t)xl(t)+alh(t_1)xl(t_ 1 )+..+ai/z(tN+1)x(t_N+1)+ (3.17) 
a2h(t)x 2(t)-f-.. 
aLh(t)xL(t)+...+aL h(t_N+1)xL (r_N+1) 





h (r —13 + 1). As the latter two terms are both scalars, each X a (t -13 + 1) may be Said to 
be associated with one value h a (t), which is equal to a ah (t —13+1). In other words: 
y (t)=h 11x 1 (t)+h12(t)x 1 (t —1)+.. 	 (3.18) 
+h lN (r)x l(t—N+l)+..+h,(t)xL (t—N.+1) 
This merging of unknown variables considerably simplifies matters by allowing the 
structure of Figure 3.5 to be employed. From this it can be seen that each weight in 
the filter model is a memory look-up. Each X a (t —f3 +1) accesses a location which con-
tains aah (t -13 + 1) if the channel is modelled correctly. In an adaptive model 
ah(t-13+1) or h a (t) is unknown and must be computed by some adaptation algo-
rithm. This structure is in fact the transpose form of the distributed arithmetic filter 
discussed by Burrus [90]. This type of structure shall be referred to here as a first 
order model. 
It is important to realise that the non-linear 2-block model has been carefully broken 
down into a set of L linear filters. These filters are identified by the input signal level. 
In other words, each signal level is associated with a different impulse response. The 
output of this newly derived filter structure is given by: 
Y (t) = Xi(t)IIA(t) 	 (3.18) 
where: 
XI(t) 	 h 11 (t) 
X2(t) h 21 (t) 
XL (t) 	 hLl(t) 
XA(t) = 	-- and IIA(r) = 	-- 	 (3.19) 
x 1 (t-1) 	 h 12 (t) 
XL (t -N+1) 	 hLN 
.1 

















For the particular application of echo cancellation, it will be shown that the coefficients 
of this structure can be easily iteratively computed in such a way as to completely 
model the output of the echo channel. This generality is possible through utilising the 
block process philosophy introduced in §3.3, namely the model is a memoryless non-
linearity followed by a linear dispersion. In addition to being representative of many 
communication problems, this is exactly the type of non-linearity introduced by the 
DAC-hybrid combination. Looking at this another way, it could be said that a priori 
information about the nature of the non-linear transfer function has been utilised in 
order to optimise the cancelling structure. Co-incidentally this approach was deemed 
essential by Agazzi et al when considering the limitations of their echo cancelling struc-
ture proposed in 1980 [22]. 
3.3.2 The 3-block model 
As discussed in §1.4, many transmission systems include dispersion or coding prior to 
the Digital-to-Analogue Converter (DAC) [29]. Examples of this include wal2 and 
multiple response coding. Inclusion of this often necessary technique results in compli-
cations regarding the design of the system echo canceller. It is therefore appropriate 
that the 2-block analysis introduced above should be extended to a more general 3-
block model, as shown in Figure 3.6. This model contains a linear dispersion both 
before and after the non-linearity, and may be physically represented as shown in Fig-
ure 3.7, for the instance when the dispersion before the non-linearity is of order M-1. 
If a first order coding filter is used, the output of the general 3-block model is given 
by: 
y(t) = h (t )F [h'(t)s(t)+h'(t —i)s (t —1)] 	 (3.20) 
+ h (t —1 )F [h(t)s (t —l)+h(t —i)s (t —2)] +.... 
+ h (t —N + 1)F [h (t )s (t —N + i)+ Ii (t —1)s (t —N)] 
where 	F[.] 	represents 	an 	arbitrary 	non-linearity 	and 



















coefficients. When the input signal is quantised into a K bit word or L levels where 
L=2" each term [h'(t)s(t—N+l)±h'(t—l)s(t—N)] produces one of a finite number 
of output levels. When the order of the coding filter is M-1, the number of possible 
output levels from the said filter is LM t. The values of the output levels are dependent 
on all the terms in [h (t )s (t —N + 1) + h (t )s (t —N)]. However, given a fixed coding 
filter, the actual output level selected is dependent only on s (t —a) and s (t —a —1). 
Therefore, these latter two signals effectively form an address which determines the 
output level of the coding filter as shown in Figure 3.8. This address may be 
represented by s(t — 13 ,t — 13-1) and is simply generated by taking s(t-13) and 
together, which gives: 
x1(t —13) 
x 2(t — 13) 
(3.21) 
x22,(; — 13) 
Therefore, if the non-linearity is again represented by an arbitrary amplitude depen-
dent gain constant a. acting on the input signal level Xa(t), the output z ( t) of the 
non-linearity for the 3-block general model may be written as: 
Z(t) = XT(t)4. 	 (3.22) 
The output z(t) of this non-linearity is followed by a linear dispersion 11(r). This is 
therefore identical to the situation reached in 2-block analysis except for the deriva-
tion of X (t —13), which is obtained from s (t — 13) and s (t —13-1) instead of s (r — 13) as 
is the case for 2-block analysis. As (3.22) holds for 3-block analysis, it follows that the 
subsequent arguments in §3.3.1 for incorporating a a into the linear 11(t) vectors also 
hold true. This leads to the table look-up structure of Figure 3.9, where the output 
y(t) is given by: 
t These outputs are not necessarily unique: the same output might be produced by a number of different inputs 
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y(t) = 	 (3.23) 
where the augmented vectors 	(t) and hA (t) are as previously defined. This type of 
structure shall be referred to here as a second order model. In general the order of the 
model is determined by the number of seperate signals s (r — 13 ),s (t — 13  —1),etc used to 
generate the address of a filter coefficient at any particular delay stage of the filter. 
3.3.3 Performance of transpose distributed arithmetic adaptive filters 
The key point in the previous analysis is that the non-linear models have been broken 
down into a set of parallel linear filters, as illustrated in Figure 3.10. This allows this 
set of linear filters to be adapted using standard linear adaptation algorithms. Using 
the general filter equation: 
Y  = L'(t)hjA (t) 	 (3.24) 
for the description of the input signal and filter coefficients, it is shown in Chapter 
Four that a particularly suitable identification algorithm is the Stochastic Gradient 
(SG) Least Mean Squares (LMS) search algorithm [99]. Using this algorithm it is 
easily shown that the following relation is obtained: 
LEA (t+1) = LEA (t) + 2e(t) A (t) 	 (3.25) 
The update product in (3.25) above is formed automatically by the tap weight address 
procedure since for any given values of t and k only one of the x (r —k) values can be 
non-zero. The value of x 1 (t —k) is arbitrarily taken to be unity and therefore the 
weight vector to be updated is the one currently addressed by the input vector & ( t). 
The update is simply achieved by adding a scaled portion of e(t) to the currently 
accessed memory contents. This procedure is straightforward and easily implemented 
in hardware. 
As shown above the non-linear filter may be viewed as a multi-dimensional linear 
filter. Although the convergence behaviour of this filter will be shown not to agree 
with the extrapolation of linear theory, it is still possible using the said theory to calcu-
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FL = 2NLP 	 (3.26) 
where P is the mean-squared power into the individual coefficients within each tap 
weight, and N-i is the order of the filter .ie the number of delay stages. The total 
number of coefficients in the filter is NL. As the signal accessing the coefficients is 




Figure 3.11 shows the convergence characteristic of a 20 tap 1st order non-linear filter 
with an optimum FL = —0.025. This filter is adapting to the channel of (2.1) and 
(2.3) with to! = 0.01. This trace is an average ensemble of 20 convergence traces. 
The filter converges to the optimum weight vectort in a non-linear fashion: an initial 
fast convergence rate is followed by a slower convergence rate. This feature disappears 
gradually through the use of lower order filters and smaller values of convergence fac-
tor. Figure 3.12 shows the convergence trace of an 8 tap non-linear filter with 
= —0.0625. All other details are as before. It can be seen that the dual slope con-
vergence anomaly, although still present, is much less severe. In terms of convergence 
rates these results are a vast improvement on the pure table look-up approach, 
although they are still considerably poorer than the use of linear FIR adaptive filter. 
This drawback is tackled in Chapter Four. 
Figure 3.13 shows the even poorer (non-linear) convergence rate of a 2nd order 20 tap 
non-linear filter with a 2 sample dispersion prior to the DAC. This dispersion is in the 
form of 1 -1 multiple response coding. The convergence factor is given by (3.11) 
where L=16, thus the optimum convergence factor is FL=0.025 . The tolerance of the 
DAC resistors is 1%. This trace is an ensemble average of of 20 convergence curves. 
This slow convergence rate is again in evidence in Figure 3.14, where a 2nd order 8 
tap filter with FL= 0 . 0625 is used. All other details are as before. The slower 
t Interesting problems arise when considering exactly what the optimum weight vector will be. This topic is further 
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convergence rate is due to the increased memory size. Methods of tackling this con-
vergence rate problem for a first order filter are presented in Chapter Four. 
3.4 A hardware non-linear echo canceller 
One of the main advantages of the non-linear echo cancelling structure proposed in 
this thesis is its ease of implementation within the current (1987) technological con-
straints. This chapter demonstrates this facet of transpose distributed arithmetic adap-
tive filters by presenting the design of a first order non-linear echo canceller. This 
hardware canceller was originally intended to be available for use in the BT ISDN test 
and development assembly. It was therefore designed to be compliant with the BT 
specified design criteria. This objective was later relaxed in view of the subsequent 
availability of a suitable in-house design. 
Although this part of the project was only partially completed, it is still instructive to 
consider an overview of the design of a first order non-linear echo canceller. The fol-
lowing sections are intended to illustrate the simplicity of designing with transpose dis-
tributed arithmetic adaptive filters, without including pages of detailed control 
diagrams and hardware circuitry [101]. 
3.4.1 System overview 
The canceller described here was designed according to the following objectives: 
A digital implementation was used throughout. 
The filter order was chosen to be seven and the number of levels was four. 
The technology used was Large-Scale Integrated (LSI) Transistor-Transistor Logic 
(TTL) [102]. 
A variable runlength was required. 
A variable convergence factor was required. 
A channel model of order seven was included in order to test the adaptive filter's 
performance. 
mmm 
The channel model was designed with a 10 bit wordlength. 
The adaptive filter was designed with a 24 bit wordlength. 
The channel model was also a transpose distributed arithmetic adaptive filter 
whose coefficients were fixed to represent a particular local network non-linear 
impulse response. 
An external power supply and clock was to be employed. 
The entire hardware was to be controlled by signals supplied from an Eraseable 
Programmable Read Only Memory (EPROM). 
A block diagram of the main elements in the design is is shown in Figure 3.15. This 
classical adaptive filter implementation produces a desired response d(t) and a filter 
output y(t) from the input signal s(t). The difference between these two signals pro-
duces an error term e(t) which is used in the following recursion to iteratively compute 
the coefficients of the adaptive filter: 
LEA (t+1) = IIA(t) + 2pA(t)e(t) 	 (3.28) 
The operation of this algorithm, the Stochastic Gradient (SG) Least-Mean Squares 
(LMS) algorithm, is fully explained in Chapter Four. This design can be further sub- 
divided for implementation purposes into the structure shown in Figure 3.16. This 
* 
structure follows a control sequence illustrated in Figure 3.17. This control sequence is 
in the form of control signals which are supplied from an EPROM. The address of the 
EPROM is is supplied from a counter which is continuously clocked. This is a stan-
dard digital design procedure. This control circuit is central to the operation of all the 
hardware and is discussed in more detail below. 
3.4.2 The control circuit 
A block diagram of the control circuitry is shown in Figure 3.18. After power-up the 
following sequence of events occur: 
(1) The initiallise/run switch is set to INIT by the operator to clear the EPROM 
* The top right hand portion of this figure shows a counter driving an 
EPROM which contains the microcode instructions used to control the 
adaptive fitter and the channel model hardware. 
** Moving from Left to right in Figure 3.17 indicates progression in time. 
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counter after the next falling edge of the external asynchronous clock. * 
After the counter is zeroed, the EPROM location corresponding to address zero 
is accessed. After the initiallise/run switch is set to RUN, the counter is free to 
respond to the clock (CLK) and each subsequent clock pulse increments the 
counter and thus steps through the EPROM locations. 
The first few memory locations of the EPROM produce control signals which 
clear the Algorithm Iteration (AT) counter, which counts the number of iterations 
of the adaptive process. These control signals form a clock signal (AICLK) and a 
clear signal for the AT counter respectively, as shown in Figure 3.18. 
The EPROM is then continuously accessed to produce the control signals neces-
sary to zero the RAM coefficients of the adaptive filter. This operation is 
explained in detail in §3.4.5. At the same time a starting value is loaded into the 
PRBS generator. 
The control signals required to produce a single iteration of the adaptive filter are 
then accessed. A single iteration comprises the calculation of y(t), d(t) and e(t) 
along with the LMS update of the adaptive filter coefficients. This operation is 
explained more fully in §3.4.4. 
After this iteration the Al counter is incremented and its output compared with 
the user specified runlength. If the Al counter output and the runlength are not 
equal, step (5) is repeated. This is achieved by re-starting or re-setting the 
EPROM counter to the address corresponding to the start of step (5). This reset 
address is loaded from latch (TL3) into the EPROM counter through the use of 
some simple logic gates and the appropriate control signals from the EPROM. If 
the output of the Al counter is equal to user specified runlength then the 
requisite number of adaptations (step (2)-(5)) have been performed and the adap-
tation process is complete. 
Immediately following step (6), the whole adaptive process, from zeroing the RAM 
* This section gives an overview of the operation of the adaptive 
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coefficients (step (2)) to adaptation of the filter (step (6)), is repeated. This is per -
formed in order to produce a continuous error signal suitable for monitoring on an 
oscilloscope. Repetition of the process is easily achieved through the combination of 
logic gates at the output of the Al counter and the use of control signals from the 
EPROM to reset the EPROM counter to the address corresponding to the start of 
step(4). Again this reset address is loaded from TL4. 
3.4.3 The input signal 
The input signal is required to have four levels and a rectangular probability distribu-
tion ie. each level should occur with equal probability. The easiest way of producing 
this signal is by using a Psuedo Random Binary Sequence Generator (PRBS) [101]. 
This type of signal generator uses a clocked shift register of length m bits. An 
exclusive-or gate generates a serial input signal from the exclusive-or combination of 
the th  bit and the last m l bit of the shift register. This circuit goes through a set of 
states which are defined by the set of bits in the register after each clock pulse. This 
set of states eventually repeats itself after (a maximum) of 2" clock pulsest. If m and 
n are chosen correctly, a maximum length shift register sequence can be generated. 
For this application two binary taps are required from the PRBS to create a four level 
signal. A combination of 4 shift registers, each with 8 taps, was chosen. This gives a 
maximum sequence of 2 147 483 647 states, when m=31 and n=28 and is shown in 
Figure 3.19. To avoid locking the PRBS, a starting value is loaded into the first shift 
register, as explained in §3.4.2 step(4). 
3.4.4 A single iteration 
This step comprises the calculation of y(t), d(t) and e(t) along with the LMS update of 
the adaptive filter coefficients. 
As the channel model and the adaptive filter are very similar, both y(t) and d(t) can 
t Notice that the state of all '0's would not change, since the exclusive-or would generate a 0 at the input. Thus the 
actual maximum length sequence is 2" 1 
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be calculated simultaneously. This can be explained with reference to Figure 3.20, 
where the following sequence of events occur: 
The Tap Weight (TW) counter is zeroed and its output fed through Transparent 
Latch 2 (TL2) to the Random Access Memory (RAM). This addresses the first 
tap weight h1(t) of the adaptive filtert. The particular coefficient within that tap 
weight is addressed by routing the input signal x (t) in such a way as to form the 
lower two bits of the memory address. This is achieved by using the TW counter 
to select the appropriate output of the Tapped Delay line Shift Register (TDSR) 
via a multiplexer. The output from the multiplexer is fed through TL1 to the 
RAM address. TL3 is at high impedance. Thus the output from the latches TL1 
and TL2 form the address of the first coefficient in the adaptive filter. This por-
tion of the hardware shall be referred to here as the Address Select Circuitry 
(ASC). 
The output of the RAM, which is in read mode, is clocked across latch Li to 
form one of the inputs of the ALU. The other input is supplied from latch L2, 
which has binary zero on its output. These inputs are then summed and the 
result h1(t) placed at the input of L2 and L3. Latch L2 is then clocked to hold 
h1(t). The output of L3 is at high impedance. (All latches are tn-state devices). 
The Tap Weight counter is then incremented. This output, when passed across 
latch TL2, addresses the second tap weight. This output is also used to multiplex 
the output from the TDSR to select the second coefficient x , (t —1). With the 
RAM in read mode, the second coefficient h2(t) is accessed and then clocked 
across Li to form one of the inputs to the ALU. The other input h 1 (r) is at the 
output of latch L2. These two numbers are summed to form /z 1 (t) + h2(t), 
which is then at the input of L2 and U. The output of L3 remains at high 
impedance. 
t The first tap weight is designated h1(t) as it could be h ji (t),h 21 (t),/z 31 (t)or h 41 (t) depending on 
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By repeatedly incrementing the tapped delay line counter the various output sig-
nals x (t —2) to x (t —7) are used to access the RAM coefficients h3(r) to h8(t) 
respectively. These are continuously summed until y(t) is formed. 
The similarity of both the channel model and the adaptive filter allows the calculation 
of d(t) to take place in exactly the same manner as the above steps (1) to (4). Indeed 
the same Address Select Circuitry is used for both circuits. The only difference is that 
the RAM of the adaptive filter is replaced by EPROM of the channel model, as shown 
in Figure 3.21. Thus the desired response d(t) can be calculated at the same time as 
y(t). 
After y(t) and d(t) have been calculated, y(t) is latched across L2 to form one of 
the inputs to the ALU. The desired response is latched across L4 to form the 
other input to the Arithmetic Logic Unit (ALU). The control signals to the 
ALU are then changed to enable subtraction. The desired response d(t) is then 
subtracted from the adaptive filter output y(t) to form e(t). 
In order to implement the LMS adaptive algorithm, the product 2p.e(t) must first 
be formed. This is achieved by loading e(t), which is at the output of L2, into a 
Parallel-input/Parallel-output (PIPO) shift register. Shifting the value stored in 
the PIPO from the Most Significant Bit (MSB) to the Least Significant Bit (LSB) 
is equivalent to dividing by 2. This is a commonly used technique in digital cir-
cuit design. Shifting in this manner limits 2i. to be multiples of 112m where m is 
the number of binary places shifted. The clocking signal which shifts the PIPO is 
supplied from the control EPROM. In order to provide a variable i. value, as 
specified in §3.4, four different clocking signals are provided. These correspond 
to m= 1/32 1/64 1/16 1/128t. The control line used is determined by a 4-1 multi-
plexer. A set of manual switches is used to address the multiplexer, and deter -
mine which clocking signal (or i. ) is used. Before the PIPO is shifted, the latch 




L2 is driven to a high impedance state. At this point the error may be analysed 
by examining EV control line which provides an Error Valid signal, correspond-
ing to the time when the error is in the PIPO, but not yet shifted. 
(7) After forming 2ii.e(t), the Tap Weight counter is cleared to zero. This automati-
cally places the address of the first memory location at the inputs of the tran-
sparent latches TL1 and TL2. When these latches are clocked the RAM is read 
and Li is clocked, placing the first coefficient h 1 (t) at one of the inputs of the 
ALU. The value 2p.e(t) is at the other input. The control signals of the ALU 
are the adjusted to allow these values to be added together. The RAM is then 
changed to write mode and the value h (r) ± 2.i.e(t) is clocked across L3 into 
the memory location addressed by TL1 and TL2. Thus the first coefficient has 
been updated according to the LMS algorithm. This procedure is repeated for 
every coefficient by successively incrementing the Tap Weight counter, accessing 
the RAM, summing the addressed coefficient with 2.e(t) and finally writing this 
summation back into the RAM. After this process is completed, one iteration of 
the adaptive filter has been performed. As indicated in §3.4.2 this iterative pro-
cedure is repeated a number of times equal to the runlength specified by the 
operator. 
3.4.5 Initiallising the RAM coefficients 
From the discussion of the adaptive procedure above, it can be seen that the Address 
Select Circuitry can, with suitable control signals, be used to access coefficients within 
the adaptive filter. This same circuitry can be used to successively address each coeffi-
cient within the RAM in order to initiallise it with a value zero. One major difference 
is that the input signal x, (t) to x (t —7) in the adaptive process is used to access a 
specific coefficient within a tap weight where c is a random variable, as supplied from 
a PRBS generator. This signal cannot be used in the zeroing process, as every coeffi-
cient within each tap weight must be individually accessed and zeroed. To facilitate 
this, other outputs of the tapped delay line counter are utilised in the manner described 
below: 
Latch TL1 is driven into a high impedance state. This effectively decouples the 
input signal supplied from the PRBS from being used as an address to the RAM. 
The TW counter is then zeroed and used to address (via TL2) the first tap weight 
of the adaptive filter. The upper two bits of the counter are then used (via TL3) 
to access the first coefficient h 11(t) within that tap weight. 
The ALU is configured to output zero. This output is latched across L3 and will 
be used as the input to the RAM. 
The RAM is in read mode and the output from L3 is written into the address 
h 11(t) accessed by TL1 and TL3. 
The Tap Weight counter is incremented, thus accessing the first coefficient lz 12 (r) 
within the second tap weight. 
The output from L3 (binary zero) is again written into the RAM. 
This process is repeated (Lx N) times until all the coefficients within the RAM have 
been accessed and zeroed. 
3.4.6 Summary 
This section presented an overview of the design of a hardware 1st order transpose dis-
tributed arithmetic adaptive echo canceller. This canceller was intended to be con-
structed by the author at the Department of Electrical Engineering at the University of 
Edinburgh. The echo canceller was also intended to be capable of independent opera-
tion or of being used in the LNTG Test and Development assembly. However, at the 
same time, BT pursued a parallel design course and rapidly produced a suitably com-
pliant in-house echo canceller. This fact coupled with the importance of the 
unresolved theoretical problems associated with the distributed arithmetic adaptive 
filters, effectively ensured that the Edinburgh design was taken no further than indi-
cated in §3.4. 
Chapter 4 
THEORY AND ALGORITHMS FOR IMPROVED CONVERGENCE 
This chapter presents the theoretical basis for the adaptive algorithms used throughout 
this thesis. Attention is paid to understanding the performance, in particular the 
transient response, of the distributed arithmetic adaptive filters introduced in Chapter 
Threet. Classical analysis techniques are discussed and shown to provide an 
insufficient description of the said filters' performance. To overcome these limitations, 
a novel analysis technique is introduced which is shown to provide a complete 
description of the filters' behaviour. Building on this work, a number of methods for 
improving the performance of the distributed arithmetic filters are also  Presented. 
4.1 Introductory mathematical concepts 
Consider the adaptive Finite Impulse Response (FIR) filter shown in Figure 2.5. The 
output y(t) at time t of this filter can be written as: 
y(t) = j T (t)(t) = S T (t)W(t) 	 (4.1) 
where N-i is the number of delay stages in the filter and the rth  set of input signals and 
tap weights are designated respectively by the vectors: 
= [s(t),s(t—i),..,s(t—N+l) J 	 (4.2) 
yT(t) = [wl(t),w2(t),..,wN(t) ] 	 (4.3) 
If d(t) is the desired response at time t, the error at time t is given by: 
e(t) = d(t) — y(t) = d(t) - JET (t)5(t) 	 (4.4) 
The square of this error is: 
e 2(t) = d2(t) - 2d(t)S T (t)W(t) + 3 T (t)5(t) T (t)(t) 	(4.5) 
If the following three important assumptions are made, an expression for the expected 
t The transient response is of particular interest since it is generally required to optimise the convergence rate of any 
adaptive structure, without excessively compromising the computational demands. An understanding of the conver-
gence behaviour augers well for the development of improved algorithms. 
squared error can be obtained. 
Assumption# 1 
The individual input vectors come from a mutually independent sequence ie. 5(r) 
and 5 (t —1) are uncorrelated. 
Assumption#2 
The covariance or independence between 5(t) and 11 (t) is zero. 
Assumption#3 
The elements of the input signal vector £ (t) have a zero mean. 
These are common assumptions in adaptive filtering theory [103]. Assumption #2 is 
particularly valid when the the gross temporal variation in E (t) far slower than that of 
5(t), which is generally assured when the convergence factor is small. Also although 
5(t) and 5(t —1) are correlated, since they are partly time shifted versions of each 
other due to the operation of the tapped delay line, Assumption #1 is commonly 
employed in filtering theory, in order to simplify subsequent mathematical analysis 
[104],[105]. However, using these assumptions, the expected value of the squared 
error is: 
E[e2(t)] = d2(r) - 2cI5(t) - M T (r)I,j(t) 	 (4.6) 
where E[.] represents an expected value and 	and Ct 	are the cross and 
autocorrelation matrices given respectively by: 
s(t)d(t) 
s (t —1)d (t) 
Osd = E 	.. 	= E[5(t)d(t)] 	 (4.7) 
s(r—N+1)d(t) 
and: 
s (t )s (t) 	5 (t )s (t —1) 	. . I 
	
s (t —1)s (t) s (t —1)s (t —1) . . 	I =E[s (t)5T(r)14.8) 
s(t—N+1)s(t_N+1) •J 
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Equation (4.6) represents the familiar case in adaptive filtering theory where the mean 
square error performance is a second order function of the weights. The minimum of 
this parabolic multi-dimensional error surface is attained when the FIR filter 
successfully models the unknown dynamic system. This assumes that the error surface 
is constant ie. that the input data vector and the desired response are stationary. In 
the non-stationary case, the minimum of the error surface may be moving, along with 
its orientation and curvature. 
4.1.1 The method of steepest descent 
An adaptive process known as the method of steepest descent can be used to find the 
minimum of the error performance surface. This method uses the gradient of the 
Mean Square Error (MSE) function of (4.6). The gradient is obtained by 
differentiating with respect to the weight vector: 
V[E[e 2(t)]] = —2I, + 2W(t) 	 (4.9) 
The uniquet minimum of the quadratic performance surface is obtained when the 
gradient is equal to zero. In other words, when: 
Om = OM(t) 	 (4.10) 
This leads to the expression: 
opt = 	 (4.11) 
The weight vector BL°" that produces the Least Mean Square error (LMS) or 
Minimum Mean Square Error (MMSE) is called the optimum weight vector. 
Equation (4.11) is known as the Wiener-Hopf equation in matrix form [46]. 
The method of steepest descent progressively changes or adapts the weight vector until 
the optimum weight vector is obtained. This is known as adaptation and the filter is 
said to be converging to the optimum weight vector. In this method each change is 
made proportional to the gradient vector and can thus be described by the following 
t Unique as long as P,  in non-singular 
relation: 
M(t+1) = W(t) + i.V[E[e 2(t)]] 	 (4.12) 
where ji is known as the convergence factor and controls the rate of adaptation and 
V[E [e 2(t )]] is the gradient of the expected error-squared function when the weight 
vector is W(r). Substituting (4.9) in (4.12) gives: 
= lt) + 21iI33W(r) - 	 (4.13) 
This expression describes the behaviour of the weight vector il (r) when the method of 
steepest descent is applied. Noting that: 
p 4 = Efopt (Ps, 	 (4.14) 
gives: 
M(t+1) = 	(t) + 233[W(t)_j0Pu] 	 (4.15) 
It can be seen from (4.15) that the behaviour of each component of the weight vector 
will be independent if and only if the autocorrelation matrix cI is a purely diagonal 
matrix. However, mutually correlated data, vectors will lead to finite off-diagonal 
elements in ,. As a result, the transient response of the filter contains cross coupling 
from one element (or more) of the weight vector to the next. This severly complicates 
any subsequent analysis of the transient phenomenont. Fortunately a diagonallisarion 
procedure exists wherein the the transient response is described in terms of the 
(exponential) convergence of a set of orthogonal natural modes. The time constants of 
these modes being inversely proportional to the eigenvalues of the autocorrelation 
matrix cI. Using this procedure, it has been shown that W (t) converges to J3OP!  as 
long as [46]: 
kmax 
	 (4.16) 
where X m represents the largest eigenvalue of the autocorrelation matrix t. Also, 
t Remembering that an analysis of the transient or convergence behaviour is a primary aim. 
the convergence factor which produces the fastest convergence is given by: 
1 
opt
= 	 (4.17) 
where N' is the total number of coefficients in the filter. The number of coefficients in 
a transpose distributed filter is NL, therefore (4.17) implies: 




Using (4.11) or (4.13) explicitly would require a theoretically infinite statistical sample 
size to perfectly estimate the elements of the correlation matrices. To avoid this 
difficulty a simplified algorithm based on the method of steepest descent is used. This 
algorithm is commonly known as the Least Mean Squares (LMS) algorithm and 
operates by changing the weight vector along the direction of the estimated gradient 
[106],[107]: 
W(t+1) = 1(t) + f1[E[e2(t)]J 	 (4.19) 
where 'c'[E [e 2(t 
)]] is the estimated gradient of the expected error-squared function 
when the weight vector is M(t). The LMS algorithm may thus be viewed as a 
stochastic analogue of a deterministic gradient descent on the MSE surface. For this 
reason it is more correctly called the stochastic gradient (SG) Least Mean Square 




= 2E [e (t )V[e (r 
)]} 	 (4.20) 
From (4.4): 
V[e (t)] = V[d (r) - J!L T  (r ) (r  )} = —is: (t) 	 (4.21) 
Therefore: 
V[E[e 2 (t)] = — 2E [e (t)S (t)] 	 (4.22) 
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This expression identifies the gradient of the MSE. The LMS algorithm operates by 
ignoring the expectation operation on the right hand side of (4.22). The latter 
quantity, while random, has an expected value equal to the desired gradientt. The 
final form of the stochastic gradient LMS algorithm is therefore: 
fl(t+1) = j(t) - 2p..e(t)S(t) 	 (4.23) 
Notice that this algorithm does not require explicit calculation of the correlation 
matrices, nor does it require the horrors of matrix inversion, which would be needed if 
(4.11) was implemented directly. This directly usable stochastic variant on the method 
of steepest descent was first introduced by Bernard Widrow in 1967 [68]. 
In the context of the work presented in this Thesis, the most important result from the 
many extensive studies of the LMS algorithm is that convergence of the weight vector 
is guaranteed under the same conditions as expressed by (4.16). Although this is only 
true when the earlier assumptions #1 #2 and #3 hold, it has been shown that the 
performance of the algorithm does not degrade significantly in the presence of highly 
correlated input data. This is reassuring given the number of results based on an 
uncorrelated input data stream. 
4.1.3 Illustrating the convergence behaviour of adaptive algorithms 
The most common method of illustrating the convergence of an adaptive process is to 
plot its so-called learning curve. Here the performance criterion is plotted at each stage 
of the learning or adaptation process as a function of the number of iterations or 
adaptive cycles. As the adaptation of the weights is of an exponential nature and the 
MSE is a quadratic function of the weights, the transient response of the MSE error 
must also be exponential in nature. Therefore, plotting the error directly tends to 
compress a lot of detail into a small area of the graph, as is common with exponential 
plots. However a (more useful) linear response can be obtained when the MSE is 
plotted on a log scale. Also, as the LMS algorithm uses an inherently noisy estimate of 
t This also ensures an unbiased estimate. 
:: 
the MSE error gradient, an individual learning curve is correspondingly noisy. For 
this reason, an ensemble average of learning curves is plotted to give greater clarity. 
This is the justification for the type of convergence plots used throughout this Thesis. 
4.2 Theoretical analysis of transpose distributed arithmetic adaptive filters 
The foregoing analysis can be applied directly to the distributed arithmetic structures 
introduced in Chapter Three. When the assumptions #1 #2 and #3 of §4.1 are 
applied, the following expression is obtained: 
E [HA (t+l)] = E [LEA (t)] + 2pE[A(t)(t)] - 2p..E[ A (t)d(t)] 	(4.25) 
Substituting an expression for the optimum weight vector: 
= {E[KA(t)Xi(r)]} 1  E[XA(t)d(r)] 	 (4.26) 
which implies: 
E [XA  (r)d (t)} = HA° 'E [KA (t )KI(t)] 	 (4.27) 
gives: 
E[IIA (t)]= E[IIA (t)] - 2p.E [XA (t )XI(t)}E [ILA (t)_fj0Pt] 	(4.28) 
Thus if E[XA(t)Ki(t)]  and LEOPI are calculated, (4.28) can be used directly to predict 
the convergence behaviour of the distributed arithmetic adaptive filter. 
4.2.1 Calculation of the optimum weight vector 
Consider the situation represented in Figure 4.1. The top portion of the figure 
portrays a real system with a DAC and a shortened version of a typical impulse 
response of a real channel. The middle set of tap weights contain an optimum weight 
vector of the adaptive system. The lower set of tap weights contain another optimum 
weight vector for the same system. It can be seen that any instantaneous output of the 
to 
adaptive filter is equal the output of the real system for any given input data vector. 
The reason for this lies in the fact that the adaptive filter is overspecified and is 








Impu 1 se 
Respon s e 
3.1 
Values of 	 1.2 
coefficients 	 -i.i 
in the RAMs -3.0 













Offsets 	 +1 
a /-' 	 / 7V9 
This non-uniqueness or degeneracy property can be quantified in the following way: 
there is a particular (unique) weight vector LL,P ,  whose outputs at delay stage 1 and 
delay stage 2 are exactly equal to the outputs of the real system at delay stage 1 and 
delay stage 2 respectively (as depicted by the middle set of tap weights). As well as 
this there is another.  (theoretically infinite) set of weight vectors whose coefficients are 
related to ll" by the addition of offset values. A single offset value is associated with 
the coefficients at any particular delay stage. The only boundary condition on these 
offsets is empirically found to be: 
(offset s ) = 0 
where offset s  is the offset associated with the coefficients at delay stage i. ie. 
h ai (t) {1aL}. As the number of delay stages increases the problem of offsets 
becomes aggravated ie, they are found to lose any simple symmetricity. Thus the 
problem exists of trying to establish what tap weight values the filter will finally attain 
upon convergence at t=. This is of fundamental importance when using (4.28) as a 
performance indicator. Intuitively it might seem that the final value of the weight 
vector would be random (data driven) selection of the theoretically infinite 
possibilities. However experimentally, the final value is found to be entirely dependent 
on the initial weight vector IIX (t), ie. the weight vector present at time t= 0. More 
precisely the (mathematically unproven) relationship between II,Pt and the starting 
vector IIX(t)  is: 





W(t) + LL"t 
	
(4.30) 




L X L scalar elements 
and: 
N—i N—i N—i N—i 
N—i N—i N—i N—i 
N—i = N—i N—i N—i N—i (4.32) 
N—i N—i N—i N—i 
Thus using (4.30) allows a ready calculation of the optimum weight vector for any 
particular starting vector ll(t). However, all optimum weight vectors in this thesis 
use 1i" as the optimum weight vector. 
4.2.2 Classical analysis of convergence behaviour 
Having specified the calculation of the optimum weight vector, it is now possible, using 
a probabilistic analysis, to evaluate the elements of the autocorrelation matrix and thus 
obtain an expression for the convergence behaviour of distributed arithmetic adaptive 
filters [108],[109]. 
To aid understanding the autocorrelation of the input signal 
A (t) is represented in 
block matrix form. Accordingly: 
[ 	
(t)XT X (t)X T (t — i) 	 . 	 1 
E[XA(t)Xj(t)]=E[K(t(t) K(t—i)T(t—i) 
 
(t_N+i)K T (t_N+1)I 
where: 	
I 
XT(t_k) = [xl(t — k),x2(t —k),..,XL(t_k)] 05k:SN-1 	(4.34) 
Consider first the subset 'I' of diagonal block correlation matrices where: 
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'I' E {E[(t)X T (t)],E[&(t —1)& T (t —1)],..,E[&(t —N + 1)X T (t —N + 1)]} (4.35) 
Investigating the first element of 'I' gives: 
x 1 (t)x 1(t) x 2(t)x 1 (t) 
.x 2(t)x 1(t) x 2(0x 2(0 
E[(t)XT(t)J = E 	 (4.36) 
XL(t)XL(t) 
The task is now reduced to the calculation of the expected values of scalar elements. 
To do this we first note that when an individual address line x (t) (level u) is activated 
at time t, x (r) = 1. Alternatively when the individual address line is not activated, 
x (r) = 0. Assuming a stochastic ergodic signal source with a uniform (rectangular) 
probability density function t, each address line is activated with the same relative 
frequency f = ilL. For example, a 2 bit 4-level signal activates each address line on 
average once in every four clock cycles. The a priori probability that x (t ) = 1 , is 
given by P (x (t)= 1) = ilL = 0.25, and P (x (t)=0) = 1 - i/L = 0.75, where 
P(x(t)=i) is the probability that x(r)=i at time t. Analysing the individual 
correlative elements in (4.36) 
11 
E[x(t)x(t)} = 	EP(x(t)=i,x(t)_— j)x(x(t) — i)x(x(t)—f) 	(4.37) 
i =0j =0 
where P (x (t ) = i ,x (t ) = j) is the probability that x (t) takes the value i at time t and 
x (r) takes the value j at time t. As this is ensemble averaging the summation is over 
all the states which can theoretically occur, ie. i E {0,1} and j E {0,1}. 
There are two cases of specific interest: 
1) u = v 
E[x(t)x(t)} = P(x(t)=0,x(t)=0)x(x(t)=o)x(x(t)o) 	(4.38) 
+P (x,, (t)=0,x (t)=i)x (x (t)=0)x (x (t) 1) 
+P(x (t)=i,x (t)0)X(x (t)= 1)x (x(r)=0) 
+P(X(t)=i,X(t)=i)X(X(t)1)X(x(t)1) 
t This is the type of scrambled input signal used in a distributed arithmetic adaptive echo canceller 
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Although all the joint probabilities can be readily calculated, this is unnecessary owing 
to the frequent occurrence of zero as a multiplying factor. Thus the only probability of 




E[x(t)x(t)] = 0+ 0 + 0 + 	= 	 (4.40) 
2) u 0 v 
E[x(t)x(t)] = P(x(t)=0,x(t)=0)x(x(t)=O)x(x(t)=o) 
+P (x (t)=O,x(t)= 1)x (x (t)=0)x (x(t)= 1) 
+P(x (t)=1,x (t)0)x (x(t)1)X (x(t)0) 
+P(x(t)=1,x(t)—_1)x(x(t)=1)x(x(t)-1) (4.41) 
Noting that: 
P(x(t)1,x(t)=1) = 0 	 (4.42) 
due to the fact that two different signal levels cannot occur at the same instant of time, 
gives: 
	
E[x(t)x(t)] = 0 	 (4.43) 
Thus the leading internal block correlation matrix of E [KA (t )KX(t)} is: 
fi ci . o] 
1 	 . E[(t)KT(t)} 	
,0 1 	Oj 
 = Z I. . .1 	 (4.44) 
I0  0 . 1] 
If the signal vector is wide sense stationary all associated probabilities are time-
invariant thus: 
E[(t)XT(t)] = E[&(t — 1)X T (t —1)] = E[X(: — k)K T (t —k)J 0:sk N —1 (4.45) 
Thus (4.43) and (4.44) define all the diagonal block matrices of the autocorrelation 
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matrix. Through the use of the analysis technique employed above it may be shown 
that all the remaining block matrices are identical and are given by: 
11.1 
(0kN-1 
E[(t—r)KT(t—k)] = .2- 	t0rN_1J 	(4.46) L 2 • • 	kr 
11.1 
The two expressions (4.45), (4.44) and (4.43) therefore define all the elements within 
the autocorrelation matrix E[A(t)Xi(t)]. As discussed in §4.1, the normal method 
of investigating the validity and accuracy of the preceding probabilistic analysis would 
be to diagonalise the autocorrelation matrix derived above and express the convergence 
transients in terms of the asymptotic behaviour of the natural modes of the system. 
However, given the fixed form of the autocorrelation matrix, this is unnecessarily 
complicated. It is simpler to use the theoretically predicted form of E [XA (t )XI(t)] and 
the known optimum weight vector, directly in (4.28) to compare the theoretical 
performance of the filter with the performance a real adaptive filter. The simplest 
method of doing this is to use the relative tap weight norm as a performance indicator. 
The relative tap weight norm is a measure of the difference between the optimum 
weight vector and the actual weight vector and is defined as [110]: 
	
r (t) = 101og10 [h' - h
11 (t)] 2 + [h' - h 21 (t)]2 + .. + [h 	- hLv  e 	
[h']2  + [hqt] 2 + .. + [h1']2 r .47)  
) 
where h are elements of the optimum weight vector. A comparison between the 
theoretical convergence and actual convergence of a 4 tap filter adapting to the channel 
01(2.1) and (2.3) with p = -0.125 is shown in Figure 4.2. This trace is an ensemble 
average of 20 convergence traces. The disparity between the two traces can be clearly 
seen. This disparity is the subject of the following sub-section. 
4.2.3 The error sources in classical analysis 
The reasons for the disparity between the theoretical and actual performance of the 
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assumption #1 is not valid as successive input vectors are correlated due to the fact 
that a tapped-delay line filter is being used: each input vector consists partly of a time 
shifted version of the previous input vector. Also it is easily seen that the mean signal 
applied to each coefficient within any tap is not a zero mean signal. For example, in a 
- four level system the set of possible input signals to any particular location is {0,0,0,1}. 
As these signals are equiprobable, the mean signal is 0.25. Fortunately it is possible to 
remove the effects introduced by assumptions #1 and #3 in order to analyse their 
relative contribution to the disparity between the theoretical and actual performance of 
the filter. This is done for 1) Removal of the correlation between successive input 
vectors and 2) Removal of the non-zero mean input signal. 
The input vector in the hypothetical system in Figure 4.3 is supplied from N 
independent signal sources instead of a tapped delay line. This ensures zero 
correlation between successive input vectors. Of course, this is never the case in 
practice and is merely used to illustrate the marginal improvement between the 
predicted and actual performance of the filter when there is no correlation between 
successive input vectors. Figure 4.4 shows this improvement for the case of a 4 tap 
filter with i = -0.125 adapting to the channel of (2.1) and (2.3) with tol= 0.01. This 
trace is ensemble average of 20 convergence curves. 
A zero mean input signal is easily arranged through the use of the following set of 
possible input signals to any coefficient { -1,0,0,1 }. As these signals are equiprobable 
the mean signal is indeed zero. The use of this signal set is fully discussed in §4.3.2, 
where it is used as a method of improving the filter's convergence rate. It should be 
noted that this new signal set changes the theoretical autocorrelation matrix. However 
even when this new autocorrelation matrix is used in (4.28) there is still a disparity 
between the theoretical and actual performance of the adaptive system, as shown in 
Figure 4.5 for the case of a 4 tap filter with i = -0.125. All other details are as 
before. As a final test it is possible to arrange both zero correlation between input 
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introduced above. Figure 4.6 shows the result of simultaneously removing the effects of 
assumptions #1 and #3 for the case of a 4 tap filter with = -0.125. The disparity 
between the theoretical and actual convergence rates remains. 
From the above discussion in 1) and 2) above it is clear that correlation exists between 
X (t) and hA  (t) and this correlation contributes substantially to the error in the 
preceding classical analysis. 
4.2.4 State variable analysis of convergence behaviour 
A solution to the shortcomings of the preceding analysis can be obtained by re-
considering (4.28) [108]. Initially, to ease notational requirements, note that: 
[(1k (t + 1 ) —Jj')}=[((jA (t) —W ')]+2 i.&A (t)Ki(t)[hjA (t) —U,'] 	(4.48) 
Letting: 
liA(t) = HA (t _H OP' 	 (4.49) 
gives: 
IIA (t+1) = 1(r) + 2p..KA(t)2Ci(t)&A(t) 	 (4.50) 
Taking expected values: 
E[hjA (r+1)] = E[hjA(t)] + 2iE[&A (t)i(t)LjA (t)] 	 (4.51) 
The important step is the use of: 
E [XA (t )I(t )&A (t)] 	 (4.52) 
rather than: 
E[KA(r)i(t)] x E[IIA(t)] 	 (4.53) 
This step is equivalent to calculating every state through which the filter can pass. A 
state being one of a number of weight vectors which can be attained on going from 
one iteration to the next. In other words: 
one 
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The actual weight vector attained is dependent on the input data vector XA (t), since 
this vector determines the error e(t) and the coefficients to be updated, thus directly 
determining the final weight vector. Therefore, knowing the starting vector and the 
optimum weight vector, it is possible to calculate all possible weight vectors which may 
be attained on going from one iteration to the next. This is simply achieved by 
inserting all possible values of XA  (t) into the following expression: 
LiAj 	d(t) + 	 j=0,1,2,...,LN 	(4.55) 
where 1i°(t) is the initial or starting weight vector and & ( t + 1) is one of j possible 
resultant vectors. Xj is one of the j possible input data vectors. A example of is 
shown in Figure 4.7 for a 2 tap filter. Knowing the set of attainable weight vectors at 
time t+1 allows a ready calculation of an average weight vector which indicates the 
average performance of the adaptive filter at time t+ 1. 
The starting vector for the next iteration at time t+2 is one of the vectors ll (t + 1), 
calculated previously. In order to calculate a true performance indicator at time t+2, 
every possible weight vector is calculated by inserting each & (t +1) as the starring 
vector in (4.54) above. This results in j sets of vectors each containing j vectors 
(j= 1,2,..., LN ). Each vector from any set is a potential weight vector at time t+2. 
By operating on all the vectors in all j sets, it is possible to again calculate an average 
performance indicator for time t+2. This simple process of an expanding set of 
possible weight vectors can be expressed mathematically in a number of ways, none of 
which contribute in the slightest to gaining an understanding of the process. However, 
perhaps the simplest expression is: 
	
(0),a (1) .....a (m ))(t 0 + m) = 	(a (0),o (1) .....a (m 1"(t 0 + m —1) 	(4.56) 
+ 2p.[ K(m){x. (m)}T ]&(a(0).0(1) .....a(m '(t +m —1) 
where: 







Ideal analogue input signal 	—3 	 1 
Corresponding binary input signal 	0 0 1 0 
Corresponding quantised signal 0001 	0100 
This leads to an input signal vector X J where: 
O 	 This is only one of j possible 
0 input signals, where j = 2N and 
0 	 N is the number of taps in the 




This relation (4.55) says that the output set of possible weight vectors is identified by 
(a(0),a(1),...,a(m)) at time t 0 +m where t0 is the starting time and m is the iteration 
number (0sm :Soo). These vectors are calculated from the previous set of weight 
vectors identified by (a(0),a(1),...,a(m —1)) at time t 0 +m —1 and by the set of all 
possible input vectors data vectors defined by X(m).  The output vectors are calculated 
by inserting all different values of a (k) (Vk sm) into (4.55) above. By operating on 
the total set ( of sets ) of possible weight vectors, an average performance indicator at 
time t 0 +m +1 can be obtained. This is illustrated graphically in Figure 4.8. 
The introduction of coding prior to Digital to Analogue conversion only requires the 
use of a  different _-_€  	___yI  	ffi1___  	1_L_1 uin t fl  SL   of  Input   vectors 	.   A   IIUS   state   variable   dfldiysls   cdli   L)C   USCU   LU 
predict the behaviour of any order of memory based adaptive filter. It should also be 
noted that when crosscorrelation between successive input vectors is introduced ie. by 
considering a tapped-delay line, this effectively reduces the number of states which can 
be attained by the filter in moving from one iteration to the next. This is because each 
input data vector consists partly of data elements from the previous data vector. The 
only degree of freedom is the latest data element KA (0). The only analytical difference 
this makes is the imposition of a (known) constraint on the set of of input data vectors. 
This simplifies state variable analysis, since fewer data vectors are possible at each 
iteration. These two points indicate that state variable analysis is completely general in 
nature and completely describes the behaviour of FIR transpose distributed arithmetic 
adaptive filters. 
The major drawback of this analysis technique is the enormous growth in the number 
of elements in the set of possible weight vectors with increasing iteration number. 
These vectors increase as (L)m,  where m is the iteration numbert. The possible 
weight vectors are required to calculate an average performance indicator of the 
adaptive filter at each iteration. Although still analytically sound, this rapidly makes 
t This is for the worst case, where there is no successive vector correlation. 
—15- 
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explicit calculation impracticable, if not impossible. 
Fortunately it is possible to circumvent this problem by linearly extrapolating from the 
first few (easily calculated) performance values. Figure 4.9 shows the excellent 
agreement between theoretical and actual convergence for a 4 tap 4-level filter, with i. 
= -0.125 adapting to the channel described by (2.1) and (2.3) using the relative tap 
weight norm as a performance indicator. Again this trace is an ensemble average - of 20 
convergence curves. 
4.3 Algorithms for improved convergence 
It is important to ensure that the local network data transmission system is capable of 
transmitting as soon as possible after the initial subscriber request. This prerequisite 
makes the relatively slow convergence rate of memory based structures a major 
potential disadvantage. A number of techniques are therefore presented which offer a 
significant improvement in convergence rates for this type of structure. These 
techniques are based on the principle of separating the linear and non-linear 
components of the echo impulse response. Usually most of the energy of the echo is 
produced by the linear impulse response of the hybrid. The remaining energy arises 
from the non-linear DAC. The principle of these techniques is to initially ignore the 
non-linear contribution and to use a simple, fast converging method of linear system 
identification [70]. This produces a convergence down to a noise floor directly related 
to the unidentified non-linearjtjes. After this noise floor has been reached a full non-
linear echo canceller is utilised which uses information from the linear canceller and 
allows subsequent convergence from the linear noise floor to the desired cancellation 
depth. It should be noted that the simulations shown here have no additive channel 
noise which would fundamentally limit the converged error in any canceller. 
4.3.1 The combined filter structure 
A literal interpretation of the above ideas is shown in Figure 4.10 [111]. This structure 
consists of a linear transversal FIR filter in parallel with a transpose distributed 
-1@7- 
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arithmetic filter of the type described in §3.1. The output of this filter is given by: 
y(t) = ST(t) W(t) + '(t) LLA (t) (4.58) 
where S (t) and W (r) are the signal vector and the weight vector in the linear 
multiplicative part of the combined structure respectively and A  (t) and 11A  (t) are the 
augmented vectors representing the input signal and the set of weight vectors in the 
table look-up part of the combined structure, remembering that A  (t) is the address 
vector accessing the RAMs and £ (r) is the signal vector itself. Noting that: 
e2(r) = (d(r) - (ST(t) j(r) + A(t) IIA (t))) 2 (459) 
where d(t) is the received signal and e(t) is the error signal. We may apply a gradient 
search algorithm of the type 
j1(t+1) = 31(r) + 2 d[e2(r)] 
d31(t) 	
(4.60) 
which for the stochastic gradient form gives the adaptive algorithm: 
31(t+1) = 31(t) + 2ie(r)5(t) 	 (4.61) 
The above expression (4.60) only holds if: 
4fj4(r) 
- 0 
d31(t) - (4.62) 
In other words initially only the vector 31(t) is adapted until the noise floor 
corresponding to the DAC resistor tolerance is reached. Further adaptation of 31(t) 
produces no improvement in the error performance. At this point adaptation of 31(t) 
is halted and a gradient search algorithm of the type: 
liA(t+1) = IIA(t) + 2 4[e2(t)] 
dllA(t) 	
(4.63) 
is applied which in the stochastic gradient form gives: 
LEA (t+1) = LEA  (t) + 2pe(t)2[A (t) 	 (4.64) 





The overall response of this type of adaptive filter is shown in Figure 4.11, where the 
DAC resistor tolerance is 1% and the following procedure was used: 
• 	The 8 linear taps were adjusted using a convergence factor of -0.0125. 
• 	The linear taps were then frozen ie. stopped adapting after 75 iterations which is 
approximately the time taken for the canceller to reach the predicted cancellation 
depth. 
• 	With the (linear) taps frozen the table look-up taps (for non-linear correction) 
were adapted using a convergence factor of -0.0625. 
The overall improvement of the combined structure adapting to the channel of (2.1) 
and (2.3) as opposed to the convergence rate of the structure of Figure 3.5. can be 
clearly seen when Figure 4.11 is compared to Figure 3.12. 
A minor variation of this scheme would be to load each coefficient of the tap weights 
with appropriately weighted versions of the linear weights after convergence is 
completed. For the case of a four level system. this would be done as follows: 
F h 1 (t)1 	 V". ' (0,0,0.0) 1 h 2 (0 V0. ' (0,1,0.0) I h3(t) = w(t)x 1V0,(1,0,0.0) 	13N 	 (4.66) V01 (1,1,0.0)1 
where w (r) is an element of 11(t). After this transformation the adaptation could 
continue using only the memory look-up section of the filter, as the starting point 
information is built into the filter coefficients and need not be supplied continuously 
from the linear multipliers. 
4.3.2 Alternative addressing 
An alternative procedure for improving the convergence rates is to recognise that the 
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signal. This is reflected in the values of the coefficients in each tap after convergence, 
as shown in Figure 4.12. In a linear four level system (tol=0): 
h 1 (t=cc)= —h41 (t=cs) and h 2 (t=cG)= —h3 (t=cc) ljsN 	(4.67) 
Implying a redundancy of 50% in the number of coefficientst. If linearity is assumed 
initially we need only adapt half the number of coefficients in some way. The filter 
will therefore adapt until the non-linearities present in the real system prevent further 
adaptation. When the linear noise floor is reached the algorithm of (4.63) is used for 
full non-linear system identification. 
There are numerous ways of achieving this in practice, however probably the easiest is 
to transform the input signal A  (t) and use this transformed signal T[KA (t)] in the 
adaptation algorithm (3.28). This transformation is performed as follows: the first 
matrix element of XA  (r) is K(r) = [x 1 (t),x 2(t),..,x 4(t)] and can be one of four 
possibilities for a four level system: 
1 	0 	0 	0 
or or or (4.68)
0 0 	0 	0 	1 
depending on the data present at time t. A different transformation is used for each of 
these possible matrices, as shown below: 
1 	 1 
8 becomes 	 (4.69) 
0 	—1 
0 	0 
becomes 	 (4.70) 
0 	0 
10101 becomes 8 	 (4.71) 
I_i 	1 
0 	0 
becomes -ji 	 (4.72) 
0 	0 
t In reaiityh i (t = co) = 3h31 (r = oo) for a4-Ievel system with tol=O. Ibis impliesa redundancy of 75%. 
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This simple transformation is derived from (4.63) and is applied to each matrix 
element of L (t) and the transformed augmented vector T [X4 (t)] is then used in the 
stochastic gradient algorithm as follows: 
HA(r+1) = LLA(t) + 2Le(t){T[X A (0]} 	 (4.73) 
The improved performance of this algorithm is shown in Figure 4.13. This is for an 8 
tap filter with tol= 0.01 and an optimum convergence factor of -0.0625. This trace is 
an ensemble average of 20 convergence curves. After the linear noise floor is reached, 
approximately at the 75th iteration, the full non-linear table look-up method using 
(3.28) is employed to achieve  the desired cancellation. 
—115- 
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NON-LINEAR ANALOGUE TO DIGITAL CONVERSION 
This chapter addresses the problem of non-linear Analogue-to-Digital conversion. The 
importance of data conversion and the fundamental problems associated with it are dis-
cussed, along with a number of techniques which can alleviate the deleterious effects 
arising from the non-linear response of Analogue to Digital Converters (ADCs). 
5.1 Overview of data conversion 
Data aquisition and conversion systems interface between the real world of continuous 
physical parameters which are analogue and the electrical world of digital computation 
and control. The fact that the physical origin of many important information bearing 
signals is intrinsically analogue in nature coupled with the current emphasis on digital 
systems makes the interfacing function an important one. Very often the quality of the 
data conversion is the critical limiting factor in the overall system performance. Digital 
systems are used widely because complex digital circuits are low cost, accurate and 
relatively simple to implement. Additionally, there is a rapid growth in the use of 
computers to perform difficult digital control, computation and measurement functions. 
The devices which perform the interfacing function between the analogue and digital 
worlds are known as Analogue-to-Digital (ADC) and Digital-to-Analogue (DAC) con-
verters, which together are known as data converters [112],[113],[54]. 
5.2 An ideal Analogue-to-Digital Converter 
From the functional viewpoint, a linear ADC is a device that accepts at its input a vol-
tage potential and which yields at its output a set of electronic signals representing a 
numeric code whose magnitude is in proportion to an internal or external reference sig-
nal and the input voltage potential. Ideally, for a noise free device, the transition from 
one output code to another would occur for an infinitesimal change in the input poten-
tial. Furthermore, the output code representing the input level would appear instan-
taneously. Finally, the transfer characteristic of an ideal converter would be invariant 
_117- 
to changes in time, temperature and power supply and would also be insensitive to 
interfering electronic and magnetic fields and power supply noise. Of course, in prac-
tice, none of the above conditions apply. The key feature in a real device is that each 
output value is one of a finite set of real numbers. This is a basic principle known as 
quantisation [114]t. 
5.3 A typical data conversion system 
Data converters are used in an enormous variety of tasks in many different industries. 
These tasks include data telemetry systems, Pulse Code Modulated (PCM) communica-
tions, automatic test systems, computer display systems, video signal processing sys-
tems, data logging systems and many other industrial and military systems. However, 
it is important to realise that the data converter is just one element in a signal process-
ing chain. Besides ADCs and DACs, data aquisition and distribution systems may 




• 	Non-linear analogue function 
• 	Analogue multiplexer 
• Sample and Hold 
The interconnection of the above elements is shown in Figure 5.1. This represents a 
very common configuration, however a large number of variations are possible. The 
variations can include extra elements or simply be subsets of the basic configuration. 
The input to the system is a physical parameter such as temperature, pressure, flow, 
acceleration or position. This parameter is first converted into an electrical signal by 
means of a transducer; once in electrical form, all further processing is done by elec- 
t An excellent discussion of the origins, architecture, limitations and applications of ADCs is given in [1151 
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tronic circuitry. Next an amplifier boosts the output of the transducer output signal to 
a useful level for further processing. The amplifier also buffers the output of the trans-
ducer, which may only be able to drive small loads. The amplifier is frequently fol-
lowed by an active filter which can reduce high frequency signal components, 
unwanted electrical interference or electronic noise from the signal. The amplifier is 
sometimes followed by a special non-linear operation on the high level signal. Such 
operations can include squaring, multiplication, division, log conversion and linearisa-
tion etc. 
The processed analogue signal next goes into an analogue multiplexer which sequen-
tially switches between a number of different analogue input channels. Each input is 
in turn connected to the output of the multiplexer for a specified period of time by the 
multiplexer switch. During this connection time a sample/hold circuit acquires the sig-
nal voltage and then holds its value while an ADC converts the value into digital form. 
The resultant digital word goes on a computer data bus or to the input of a digital cir-
cuit. Thus the analogue multiplexer, together with the sample/hold (S/H), time-shares 
the ADC with a number of different analogue input channels. The timing and control 
of the complete data aquisition system is performed by a digital circuit called a pro-
grammable sequencer, which is in turn under control of a computer. In some cases the 
computer may control the entire data aquisition system. 
In view of this complex chain of events, the design engineer has to consider all com-
ponents accuracies and stabilities, amplifier gain and offset problems, noise pickup, sig-
nal loop interference, power supply variations, switching component variations, thermal 
and time response errors etc,etc. However, when these problems have been satisfac-
torily accounted for, it is often still problems relating to the ADC which represent the 
limiting factor in the system design. 
The transfer characteristic of an ideal, linear ADC is shown in Figure 5.2. There are 
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involving the design of a data conversion systemt. These include: 
• 	Limited dynamic range 
• 	Quantisation errors 
• 	Aliasing 
• 	Sampling errors 
• 	Linearisation errors 
• 	Offsets 
• 	Gain errors 
• 	Drift errors 
• 	Limited conversion time 
• 	Missing codes (non-monotonicity) 
A detailed account of the exact meaning and relative importance of these error sources 
is beyond the scope of this chapter, however is explained in sufficient detail in [112]. 
This chapter is concerned primarily with the problem of non-linearity. Whilst there 
are techniques designed to minimise the other problems, non-linearity is a manufactur-
ing process error and is often the limiting factor in any designt. 
5.5 Definitions of non-linearity and other related terms 
Given the diversity of application, manufacturers and the rapidly evolving nature of 
the components, it is not surprising that specification parameters for data converters 
are sometimes confusing and far from standardised. Different applications have dif-
ferent performance requirements and data sheets range from the excellent to the abo-
minable. Packaging ranges from modules and printed circuit boards to standard Dual-
in-Line (DIL) packages and contents range from complete functions to various "bits 
t It is not the purpose of this chapter to analyse the various techniques and basic principles of Analogue-to-Digital 
conversion. Many standard textbooks contain excellent tutorial introductions to the subject [101]. 
t Non-linearity can arise from a mis-match in the ratio of resistors, which in turn can arise from uncertainties in 
photolithographic edge definition and from production process variations. This type of error is analysed by Kuboki 
[1161. 
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and pieces" that require the addition of other components entailing perhaps, more 
importantly, the consideration of additional error sources. 
In an attempt to clarify the various terminology associated with the ideas presented in 
this thesis, a brief description of this terminology is presented below. These definitions 
are based upon the work of Tewksbury et al [117], which is, in turn, based upon the 
recommendations of a 1975 Subcommittee of the Institute of Electrical and Electronic 
Engineers (IEEE) networks and standards committee charied by C. F. Furth. 
Initially, the terms linearity and non-linearity are rather imprecise and should be more 
carefully defined. Linearity is a qualitative term describing the extent to which the 
actual static input/output characteristic follows a straight line. Non-linearity is a quali-
tative term describing the deviation of the actual static input/output characteristic from 
a straight line. Other definitions include: 
The threshold level associated with a given output code word transition is a suitably 
to 
defined input level corresponding that output transition. The threshold uncertainty is 
a suitably defined range of input levels causing the output level transition. 
The threshold region corresponding to particular output level 0 is the difference 
between the threshold levels for 0 and 0 +1. 
The quantisation levels are then defined as the amplitude levels midway between adja-
cent threshold levels. 
Integral linearity is a measure of how close the threshold voltages are to a straight line 
drawn through the end points. This is usually expressed in fractions of an LSB (eg. ± 
%LSB , ± ½LSB etc) or as a percentage of the Full Scale Range (%FSR) or parts per 
million (ppm) of the FSR. 
Adjacent threshold levels are ideally 1LSB apart. Differential linearity error is a meas-
ure of the maximum difference between the ideal threshold separation and the actual 
seperation. 
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Strictly the term monotonicity is applied to DACs and means that as the digital input 
to the converter increases over its FSR, the analogue output never exhibits a decrease 
between one conversion step and the next. 
The phenomenon of missing codes can occur in an ADC when one or more of the 
output codes are skipped or missed in response to a changing input. 
An ADC has a continuous input/discrete output characteristic, with output levels 
defined by the threshold levels. In this sense, the ADC characteristic is completely 
defined by the measured threshold levels and the characteristic related performance 
defined by the difference between the actual and ideal threshold levels. 
The most difficult problem when considering the non-linear response of ADCs is the 
systematic manufacturing errors introduced in the definition of the ADC threshold lev-
els. The exact form of the non-linearity is highly dependent on the conversion method 
employed, however a typical non-linear response is shown in Figure 5.3(a). This 
chapter addresses the problem of alleviating this type of systematic error. 
5.6 Alleviating the effects of non-linearity 
It was stated earlier that the static transfer function of an ADC is characterised by its 
threshold levels. Looking at this another way, with a knowledge of an ADC's thres-
hold levels it is possible to infer the transfer characteristic of that device. Knowing this 
transfer characteristic, it may be possible to compensate for its non-linear behaviour. 
This approach is adopted in the work described in subsequent sections [117]. 
5.6.1 Measuring the ADC transfer characteristic 
The threshold levels of an ADC may be measured as follows. Given an input signal to 
the ADC which has uniform probability density function, any particular output level 0 
should occur a number of times N (q)  where: 
N(0) = pNT (T +I—T) 
where NT is the total number of signals applied to the ADC and T is the threshold 


















.1 	.2 	.3 	.4 	.5 	.8 	.7 	.8 	.9 
Analogue input signal 
words, each output level should occur with a probability which is directly proportional 
to the width of its threshold region. Therefore, each output level should occur with 
equal probability for an ideal ADC. However, a non-linear ADC will produce output 
levels which occur with a non-uniform probability. Therefore by measuring the proba-
bility of occurrence for a particular output level, it is possible to infer the width of the 
threshold region for that levelt. By assuming a zero offset at the origin of the transfer 
characteristic, it is possible to calculate the absolute threshold values of an ADC 
transfer function. Figure 5.3 (b), (c), (d) and (e) shows examples of the measured 
transfer function of a 6-bit ADC compared with its real transfer function for various 
sample sizes. It can be seen that the accuracy of the result is directly related to the 
number of samples taken to calculate the measured characteristic. However, it can be 
seen that after a sufficient number of samples an accurate calculation of the ADC 
transfer characteristic can be obtainedtt. The real ADC transfer function is given by 
F[x] which defines the threshold levels of the ADC This is represented by a typical 
non-linear function: 
F[x] = ax3 + bx2 + cx + d 	 (5.2) 
where a b c and d are given in Figure 5.3 (a). 
5.6.2 Memory mapping 
Having obtained an accurate knowledge of the ADC transfer characteristic it is desired 
to compensate for its non-linear response in such a way as to produce a new transfer 
function F[.] which has better linearity properties than the original F []. This may be 
achieved through the use of technique referred to here as memory mapping. This is a 
purely digital post-processing approach as opposed to an analogue pre-processingttt. 
In this method, illustrated in Figure 5.4, the output of the ADC is used as an address 
to memory. The contents of the memory can be calculated according to the principles 
t With a priori knowledge of the statistics of the process 
ttmis is only a qualitative observation 
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illustrated in the following example. Consider Figure 5.5. It can be seen that the sys-
tematic non-linearity of the ADC causes F[.] to drift away from the ideal transfer func-
tion. At the point X on the Figure F[.] is more than 1LSB away from the ideal 
transfer function. At this point it would be more accurate to output state 001010 
instead of state 001001 whenever state 001001 is at the output of the ADC. This is 
easily arranged through the use of a memory map. In other words, the output of the 
ADC fed into a look-up table and the location addressed by 001001 will contain the 
value 001010. It is possible to do this for the other locations and obtain a complete 
memory map for all the outputs of the ADC. This memory mapping is calculated from 
the measured transfer function and the known ideal transfer function. 
This works well for mappings where the real levels and the ideal levels are separated by 
more than 1 LSB, however, real systematic non-linearity introduces the separation 
from ideal gradually. As shown in Figure 5.6, the real output levels can be very close 
to the ideal. The question arises: at what point should a mapping be implemented? It 
is clear from Figure 5.6 that when state 000011 is output it corresponds, for an ideal 
converter, to either state 000011 or 000100. It is not possible to determine which from 
just the output data. However, given an equiprobable input signal, it is more likely 
that, state 000100 would be output by an ideal converter. In other words, more than 
50% of the time when state 000011 occurs it would correspond to state 000100 in the 
ideal world. This implies a mapping from state 000011 to state 000100 would be desir-
able. This argument identifies a logical procedure for determining whether a mapping 
from one state to another is required. 
IF 	 (5.3) 
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where T' is the ideal threshold level. It should be noted that the mapping computa-
tion also requires a certain book-keeping overhead, eg. if -. + 1 then all states> 
also require mapping up one level. Figure 5.7 shows an linear and a memory compen-
sated transfer function for a 6-bit ADC. It can be seen that apart from the introduc-
tion of missing codes at the mapping points, the memory compensated transfer function 
has a greater degree of linearity than the original function described by (5.2). Again 
this is a qualitative observation. The improvement in linearity is directly related to the 
number of samples used. This improvement simply reflects the better knowledge of the 
transfer function F[.] to be had by a larger statistical sample size. However, there 
reaches a point when the memory mapping is optimum and any further knowledge of 
F[.] is unnecessary. The optimum memory mapping is the mapping which would be 
obtained given a perfect knowledge of F[.]. 
The main advantage of this technique is its relative simplicity. Unfortunately however, 
the memory requirements increase as 21  where m is the wordlength of the ADC. The 
required sample size also increases dramatically with increasing wordlength. Another 
major problem is that memory mapping produces missing codes at its output. Unfor-
tunately many systems find missing codes even more troublesome than the original 
non-linearityt. 
5.6.3 Memory mapping with reduced memory requirements 
It is possible to minimise the memory requirements of memory mapping by calculating 
the threshold regions for only a limited subset of output levels. The remaining thres-
hold levels can be estimated by extrapolating between the calculated levels. For exam-
ple, in Figure 5.8, the calculated threshold level for 000000 is 1.1 units this implies a 
threshold offset of T0ff  (000000) = 0.1 units. Also the calculated value for 000111 is 
1.4 units. This implies a threshold offset of T0ff  (000111) = 0.4 units. By assuming a 
t This algorithm is the best in a series of algorithms devised by the author. These other so-called frequency match-
ing algorithms produced wholly inadequate results and are discussed in [118]. Interestingly, this approach could be 
referred to as a first order transpose distributed filter, where the linear dispersion is of order zero and the number of 
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linear increase in threshold offsets from level 000000 to level 000111, the offset for 
each intermediary level can be calculated. These are given by: 
[T., (000111) —T0ff (000000)1 
T0ff (çb) = 
111000 - 000000 
Using the above offsets it is possible to infer the absolute threshold levels for all the 
intermediate output states between the two explicitly calculated states 000000 and 
000111. The remaining threshold levels can be calculated by examining a further sub-
set of output levels and performing the above extrapolation proceduret. Figure 5.9 
shows the result of this technique as applied to a 6-bit ADC with a transfer function 
described by (6.2) where every eighth output level is analysed. The threshold regions 
for the levels between the calculated levels is calculated using the technique described 
above. It can be seen that Figure 5.9 is virtually identical to Figure 5.7. This is sim-
ply a reflection of the fact that F[.] can be well approximated by a set of straight lines. 
Note that the memory requirements have been reduced by a factor of eight. Again the 
main disadvantage of this technique is the missing codes or non-monotonicity intro-
duced. 
It can be seen that memory mapping has fundamental limitations in that the optimum 
memory mapping does not correspond to a linear response, as the variation in thres-
hold region sizes remains. This is in addition to heavy memory requirements and a 
transfer function with missing codes. However, these problems notwithstanding, this 
method of post-processing has interesting possibilities regarding its use in a practical 
non-linear compensation scheme. 
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Chapter 6 
CONCLUSIONS AND PROPOSALS FOR FURTHER WORK 
The sporadic evolution of communication networks throughout the world has resulted 
in a proliferation of networks dedicated to a specific communication service. Examples 
of such dedicated networks include the telephone network, the telex network, the cir-
cuit switched network and the packet switched network etc. Clearly, the expense 
involved in developing, operating and maintaining numerous dedicated networks has 
economic and technical drawbacks from both the user and network provider's point of 
view. Until very recently, the many attempts to integrate emerging new services into 
the existing networks have only achieved ad hoc solutions with a modicum of success. 
However, in the early 1960's, the first PCM transmission systems proved the economic 
and technical potential of digital technologyt. Indeed, it soon became evident that 
digital techniques would extend into all aspects of switching, signalling and user inter-
faces etc. In other words, the existing analogue networks would eventually become 
digital networks. This realisation led to the 1972 CCITT Recommendation G.702 
[16]: 
Integrated services digital network: An integrated digital network in which the same 
digital switches and digital paths are used to establish different services, for example 
telephony, data. 
Thereafter a burgeoning field of ideas, proposals, experiments and recommendations 
developed, which in turn led to questions regarding the global strategy for ISDN. The 
most important response to this question was the adoption of the principle that ISDN 
would evolve from the digital telephone network. Therefore while the Study Groups, 
Working Parties and Expert Groups of the CCITT continued (and still continue) to act 
as a catalyst for resolving conflicting and contradictory opinions, attention was firmly 
focused on founding an ISDN upon a network optimised for the transmission of 
t The CCITF recognised this very early and created special Study Groups entrusted with the coordination and stan-
dardisation of the work going on in the digital field. 
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analogue telephonyt. 
6.1 The Integrated Services Digital Network 
As indicated in §1.3, trying to use the local telephone network as a medium for high 
speed digital data communication is not an easy task. However, over the last few 
years, proposals regarding the optimum subscriber loop interlace have filled many 
technical journals throughout the world. What is very clear from these proposals is 
that it now appears possible, with careful design, to accommodate the CCITT require-
ments for the vast majority of existing subscriber loops. 
In common with the major telecommunication networks throughout the world, BT is 
implementing a multi-purpose Integrated Digital Network (IDN), which forms the link 
between digital telephone exchanges. It is intended to extend this JDN to the customer 
by providing CCITT inspired Integrated Digital Access (IDA), thus creating an ISDN. 
With this in mind, BT produced CCITT compliant specifications for a standard 144 
kb/s transmission system, which would operate over the normal ranges found in the BT 
local distribution network reaching at least 98% of customers. Using these specifica-
tions, invitations to tender for the development and supply of equipment were issued in 
May 1985. In anticipation of this Request For Proposal (RFP), the LNTG at British 
Telecom Research Laboratories (BTRL) developed the transmission system outlined in 
Chapter One. The work performed in this thesis was in association with the LNTG 
development program. 
6.2 Echo cancellers 
One of the major problems in using the local telephone network for data transmission 
is the existence of echoes. It was shown that in order to remove the deleterious effect 
of these data corrupting echoes, a device known as an echo canceller can be employed. 
Usually this device is a clever utilisation of a transversal FIR filter controlled by the 
familiar LMS algorithm. Although this type of echo canceller, conceived for 
t For example, a particularly divisive issue appears to be the (perennial) argument between the relative merits of 
simple low cost/low quality line codes and the more sophisticated, better performing (more expensive) line codes. 
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voiceband transmission, has a long and interesting history, it enjoyed few applications 
until the development of practical and economic enabling technologies [119],[120]. 
Unfortunately, as was shown in Chapter Two, the use of classic FIR adaptive filters for 
echo cancelling purposes is precluded for economic reasons. Namely, the use of a 
linear digital echo canceller requires that the level of non-linear distortion introduced 
in the transmission system must be well below the desired level of echo cancellation. 
This requirement introduces difficult analogue tolerance constraints for the transmis-
sion DAC. Although these constraints may be overcome, with eg. laser trimming, this 
would introduce an expensive manufacturing loop in the production process. Market-
place penetration of 98% implies a very large number of local network transmission 
units. Commonsense therefore dictates that economic considerations must play a large 
part in the construction of the ISDN subscriber loop interfaces. This prerequisite effec-
tively excludes the use of a linear FIR adaptive filter as the system echo canceller. 
In recognition of this fact, numerous investigations have examined potential non-linear 
data echo cancellers. Most of these proposals combine basic classical non-linear system 
identification techniques, in the form of Volterra filtering, with novel digital filter 
architectures, primarily distributed arithmetic structures. Whilst these techniques per-
form the required function, they suffer from a number of drawbacks which include: 
The inability of a truncated Volterra series to completely represent a given non-
linearity. 
A purely distributed arithmetic approach has excessive memory requirements. 
Slow convergence rates with no apparent method of speed-up. 
In the face of these problems, Chapter Three presents a particularly elegant filtering 
structure suitable for echo cancellation. This approach uses what is essentially a priori 
information in order to optimise the filter structure. This a priori information is both 
the known form of the non-linearity and the fact that the input signal is known to be 
quantised. Representing the input signal appropriately was shown to reveal a first 
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order non-linear transpose distributed arithmetic filter structure. 
The convergence behaviour of this type of filter when controlled by the LMS adapta-
tion algorithm was studied and shown to be quite unusual, in that convergence pro-
ceeded in a regular but non - linear manner: an initial period of fast convergence fol-
lowed by a period of slower convergence. Although this effect was more obvious in 
higher order filters (N::- 20 
), it was still apparent on lower order filters (N~ 8). These 
problems were addressed in Chapter Four. 
The inclusion of coding techniques which make more effective use of the available 
transmission bandwidth were shown to increase the complexity of the (transpose distri-
buted arithmetic) echo cancellers. This complexity revealed itself in the increased 
number of coefficients along with a corresponding decrease in the convergence rate. 
The convergence properties of this type of higher order canceller were also studied and 
seen to be of a non - linear form, although without the obvious fast/slow periods. 
The great advantage of the transpose distributed arithmetic approach is that a non-
linear system identification problem is broken down into a linear (albeit multidimen-
sional) system identification problem, thus allowing the use of standard linear algo-
rithms. This advantage is only compromised by greater memory requirements and 
slower convergence rates. 
The final sections of Chapter Three contained the design of a hardware first order 
non-linear echo canceller. These sections were included to illustrate the simplicity of 
designing transpose distributed arithmetic adaptive filters. 
6.3 The theory 
Chapter Four attempted to analyse the behaviour of the novel filtering structures intro-
duced in Chapter Three. Initially a classical approach was adopted, wherein an 
attempt was made to evaluate the elements of the input signal autocorrelation matrix. 
The known a priori statistics of the input signal made this a relatively straightforward 
task [122]. Under certain conditions, the autocorrelation matrix holds the key to the 
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behaviour of the Least Mean Squares (LMS) algorithm. Unfortunately it was shown 
that this form of classical analysis does not provide an accurate description of the 
filters' behaviour. In general the filters converge slower than predicted and in a non-
linear fashion, which was also not predictedt. 
As part of the classical analysis, a derivation of the optimum weight vector was 
attempted. This vector was calculated by an empirically observed formula. Although 
useful at the time, this simplicity disguises an interesting problem. Namely, subsequent 
analysis has shown that an NL-1 dimensional MSE surface is present in the adaptive 
process. The minima (as opposed to the minimum) of this surface are located on an 
NL4 dimensional plane. As the shape of this MSE surface and the movement of vec-
tors upon it form the foundation of the LMS adaptive algorithm, this work is worthy 
of the attention it is currently receiving. 
In response to the failings of classical analysis a novel analysis technique was intro-
duced, which was shown to provide a complete description of the filters' behaviour. 
This was achieved by avoiding the assumptions introduced in classical analysis. This 
approach, referred to here as State Variable Analysis produced a workable general solu-
tion, which was valid for any optimum weight vector and for the case where correla-
tion exists between successive input vectors. Unfortunately, this method has excessive 
computational demands when used to calculate the behaviour of the filter after the first 
few iterations. This problem may be circumvented by linearly extrapolating from the 
first few (easily calculated) performance predictions. Another drawback of State Vari-
able Analysis is that although the behaviour of the filter is being accurately predicted, 
the analysis does not give an intuitive understanding as to why the filter behaves as it 
does. No reasoning was developed to explain why the convergence rate generally 
decreases as the filter adapts. Nor is the relationship between filter size and conver-
gence rate understood. Finally the effects of finite word length and stability were not 
t The author acknowledges that no attempt was made to to justify the importance of having a zero-mean input sig- 
nal. Although commonly used as a basis assumption, the significance of this type of signal has not been deeply con-
sidered. 
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addressed. These uncertainties clearly illuminate areas for future research. 
6.4 Fast start-up algorithms 
The final section of Chapter Four presented several methods of improving the conver-
gence rates of first order transpose distributed arithmetic adaptive filters. These 
methods are based on the principle of effectively separating the linear and non-linear 
response of the echo impulse response. 
The combined filter structure achieves this by using a linear transversal FIR filter to 
adapt to the echo channel and provide cancellation down to some noise floor deter-
mined by the DAC resistor tolerance. Subsequent cancellation is provided by a full 
first order non-linear canceller. This can be achieved either by operating the linear 
and non-linear filters in parallel or by transferring the starting vector information from 
the linear filter into the non-linear filter and subsequently using only the non-linear 
canceller. 
The other method of fast start-up is referred to here as alternative addressing and takes 
advantage of a priori information about the ideal values (after adaptation with tol= 0) 
of the coefficients within each tap weight of the filter. If one coefficient has an ideal 
value X and another has an ideal value -X, then whenever the location which would 
store X is updated by + cx, the other location which would store -x is also updated, but 
by -a and vice versa. Ideally this method would cut adaptation time by half. Again 
when the noise floor is reached, full non-linear cancellation is employed. 
Both these methods provide significant improvements in terms of convergence rates. 
Indeed, the combined filter structure was used in the LNTG transmission unit and was 
the subject of a patent specification [111]. 
6.5 Analogue-to-Digital Conversion 
Chapter Five addressed methods of alleviating the problem of non-linear Analogue-to-
Digital Conversion. This form of non-linearity was shown to be a very important 
manufacturing induced error, which was a potential problem for all users of ADCs. 
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This error was tackled from a systems viewpoint by using a digital post-processor which 
operated on the output of the ADCt. 
The transfer characteristic of the ADC was explored by using an input signal with a 
known a priori probability distribution. (This avoids the use of explicit ramp test sig-
nals etc. [121]) By comparing the output probability distribution with the input proba-
bility distribution, the transfer characteristic of the ADC could be inferred. Knowing 
the transfer characteristic of the ADC, it was shown possible to compensate for its 
non-linear response by a technique known as memory mapping. 
In this technique, the undesirable non-linear transfer characteristic of the ADC is 
effectively substituted for (or mapped onto) a (hopefully) more linear transfer charac-
teristic. Although theoretically attractive, this technique suffers from a catalogue of 
potential problems. These include: 
• 	The theoretical simulations used throughout Chapter Five were precisely con- 
trolled and monitored. However, real input signals can suffer from noise, drift, 
interference, offsets and a non-ideal probability distribution. Great care would 
have to be taken therefore to maintain a shielded, spuriae-free input signal. This 
is not an easy task given the low levels of signals which may be at the input of the 
ADC. 
• 	Even if the transfer characteristic of the ADC could be measured, it may change 
with temperature and time. Periodic recalibration may be required, therefore. 
This problem was not addressed. 
• 	Only qualitative statements were used to justify the number of samples necessary 
to produce an accurate picture of the ADC transfer characteristic. A detailed 
analytical error analysis is required. 
• 	No consistent quantative measure of non-linearity was used. This has to be 
t Although this method has similarities to histogram equalisation, it is unlike any other method presented in the 
literature [1221. 
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obtained in order to verify the improvement (?) in any proposed linearisation 
scheme. 
• 	The importance of missing codes at the output of the ADC needs further atten- 
tion, as missing codes are a fundamental consequence of memory mapping. 
• 	The nature or form of the non-linearity likely to be encountered needs to be con- 
siderably clarified. This clarification has to be based not only on simulations, but 
also through contacts with manufacturers and users. This is simply because prob-
lems with analogue devices often defy simple generalisations, making a "try it and 
see" approach essential for rigorous verification. 
• 	In the author's opinion, some form of analogue preprocessing could be extremely 
advantageous in a linearisation scheme. However, any problems with additive 
noise, interference etc, must be well understood before any attempt is made to 
justify this opinion. 
Non-linear Analogue-to-Digital Conversion is an extremely interesting and difficult 
bottleneck in the processing of electronic signals. However, in the author's opinion, 
the approaches presented in Chapter Five represent the principles of a powerful tech-
nique which could be used in a practical system to alleviate the deleterious effects of 
non-linear Analogue-to-Digital Conversion. 
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