Complex networks are used for the representation of complex systems such as social networks. Graph analysis comprises various tools such as community detection algorithms to uncover hidden data. Community detection aims to detect similar subgroups of networks that have tight interconnections with each other while, there is a sparse connection among different subgroups. In this paper, a greedy and agglomerative approach is proposed to detect communities. The proposed method is fast and often detects high-quality communities. The suggested method has several steps. In the first step, each node is assigned to a separated community. In the second step, a vertex is selected randomly and then its neighbors are determined. Then the selected node and its best neighbor will be merged if their merging brings positive gain. The merging of the selected vertex and its best neighbor has more gain than other neighbors. Whenever the merging occurs, the graph will be updated and this process will be continued until all the vertexes are assessed. Furthermore, the computational complexity of the proposed method is O(nm) , where n and m refer to the total number of vertexes and edges, respectively. In addition, our proposed method is compared with the Girvan-Newman algorithm and the fast divisive method for community detection. Results show that the proposed method is much faster than them and can detect high-quality communities. Finally, the accuracy of the proposed method is evaluated by using four different measures of purity, F-measure, NMI, and ARI.
communities can be used to recommend some special products to a group of people [8] . In social networks, community detection is used for link prediction and the determination of users with similar behaviors [9] . In addition, users with malicious activities can be detected in security systems by using community detection [10] .
Finally, information cascade is another important topic in complex network analysis. Information cascade can specify the spreading of diseases, rumors, marketing campaigns, or memes that originally start from a node or set of nodes in a complex network [11] .
Furthermore, communities can be hierarchical, having some smaller communities in their structure [12] .
For instance, the engineering faculty in a university can be considered as a community that contains some smaller communities such as a computer, mechanical, and electrical engineering communities in its structure.
Therefore, community detection aims to detect the groups of a complex network and its hierarchy [12] .
Although there is not a special definition for communities, visually the nodes of a community have a dense connection with each other and there are sparse interconnection edges among different communities [6, 13] . Formally, if G(V, E) is supposed as a graph, then G is a dense graph if E ≫ V .
For the sake of community detection, various methods such as spectral, hierarchical, and partitioning methods are specified. In this paper, we have introduced a quick agglomerative approach to the discovery of communities. The proposed method often detects high-quality communities and the detected communities do not overlap with each other.
In the rest of this paper, Section 2 introduces the related work. Some important modularity functions are explained in Section 3. The proposed algorithm is highlighted in Section 4. Section 5 analyzes the proposed method. Finally, the paper is concluded in Section 6.
Related work
This section will overview the current research in the field of community detection. From one point of view, community detection algorithms can discover overlapped communities, while some others are just able to find nonoverlapped communities [14] . In overlapped communities, each node might belong to more than one community at the same time [15] . From the other point of view, community detection algorithms can be classified into two categories, which are agglomerative and divisive approaches [16] . In the agglomerative methods (also called bottom-up), each node is assigned to a community and then according to their similarities they may join each other and form larger communities. In the divisive methods (also called top-down), a graph is considered as a community and it will break down into some smaller ones during a repetitive process [17] .
Kernighan-Lin is a preliminary partitioning algorithm which was introduced by Kernighan and Lin in 1970 [18] . This algorithm is quite fast and its complexity is O(n 2 logn) [12] . This algorithm was first introduced to partition a graph into two parts. In 1980 Kernighan-Lin was extended by Suaris and Kedem to partition a graph into more than one cluster [19] . Runtime and needed storage space will be increased by the augmentation of community numbers. Using predefined knowledge such as the number of communities is necessary for this algorithm [12] . In addition, using hierarchical clustering is the other approach for community detection. The definition of a good distance or similarity function such as Euclidean distance is the starting point of this approach [12] .
Girvan-Newman (GN) is an important divisive algorithm introduced in 2002 [20, 21] . This method is based on edge centrality and has four important steps, which are as follows [22] : 1) evaluation of edge centralities, which denotes their importance; 2) removal of the most central nodes; 3) reevaluation of the centrality of all remaining edges; 4) repeating steps 2 and 3 while better communities can be detected. Centrality denotes the intermediation of a vertex in the communication of any pair of vertexes [23] . For unweighted graphs, the complexity of this algorithm is O(m 3 ) [12, 15] . Although the GN algorithm is popular, it is not scalable enough [12, 24] . In addition, [15] introduced a new fast divisive approach for community detection based on edge degree centrality, which is faster than the GN method. The complexity of this algorithm is O(n 2 ) Moreover, Radicchi et al. in 2004 introduced the edge clustering coefficient ( C g ij ), for the evaluation of edge centralities [6] . According to this measure, a smaller number of clustering coefficients denotes a higher edge centrality. In this method, the idea is based on the number of cycles in a graph. It is expected that cycles in a dense cluster are more than in a nondense cluster. In this method, an edge such as ij is considered and then the cycles with a length of g upon the considered edge will be counted ( Z g ij ). Then the number of possible cycles based on the considered edge and its neighbor edges is computed ( S g ij ) [6] . Finally, the edge clustering coefficient is calculated according to Eq. (1). In this method, usually cycles with a length of 3 or 4 are considered.
Furthermore, some algorithms such as the Louvain algorithm are agglomerative [7] . The Louvain algorithm aims to puts similar vertexes into the same community to create a larger community with high modularity.
In this method, modularity gain is used to assess the gain of moving a vertex from a community to another one [7] . The complexity of this algorithm is O(m) [12] . Furthermore, Newman proposed another agglomerative method where each vertex is assigned to a separate community. Then these communities alliteratively merge together and form some larger ones. The complexity of this method is O(n 2 ) [25] .
Spectral clustering is another method for community detection [17] . In this method, objects are mapped to a set of points in space and they will be clustered according to eigenvectors of matrices. Afterwards, these points can be clustered by any clustering method, such as k-means [12] . Donath and Hoffmann in 1973 first used eigenvectors of matrices for clustering. In 1973 Fiedler used the second smallest eigenvectors of a Laplacian matrix to compute a bipartite graph [26] . The complexity of this method is O(n 3 ) [12] .
Modularity-based clustering is another type of community detection algorithm. In this method, a modularity evaluation function such as the GN quality function is considered and then any community detection algorithm is applied to increase the value of the modularity function [8] . Greedy techniques such as simulated annealing (SA) are methods used for the optimization problem. This method first was used by Guimera et al. in 2004 for modularity optimization [27] . The implementation consists of two moves, which are the local move and global move. In the local move, a vertex moves randomly from a community to the other ones in order to increase the modularity. The global move consists of a merge and split. The split is employed to separate a graph into more than one subgraph and increase the modularity, while in the merge two subgraphs connect to each other to form a bigger community [12] . In order to escape the local optima, Massen and Doye in 2005 suggested that, instead of swapping the worst vertexes among communities, a vertex from a group of bad vertexes is chosen randomly for swapping between the communities [28] . Since this algorithm depends on some parameters such as the initial temperature, the definition of the exact complexity is not easy [12] .
Extremal optimization (EO) is another optimization method that was used by Duch and Arenas in 2005
for modularity optimization [29] . This method is similar to the Kernigan-Lin algorithm, while in this one, it is not necessary to define the number of communities beforehand. In this method, a graph splits into two smaller subgraphs, and in a repetitive process, each subgraph can be split into more than one subgraph again. During the process of the algorithm, each vertex can move from a community to another one in order to increase the modularity. This approach depends on the initialization step and its complexity is O(n 2 logn) [12] .
On the other hand, some other communities have an intersection with each other. The aforementioned methods cannot find overlapped communities. In overlapped communities each vertex can belong to more than one community. The clique percolation method (CPM) is an algorithm introduced by Palla et al. [30] . They used the concept of k-clique to find overlapped communities. According to the definition, two k-cliques are adjacent if they have at least one vertex in common. The union of adjacent k-cliques is called a chained kclique. The k-clique community is the largest connected subgraph obtained from the union of k-cliques. The k-clique communities can share some vertexes and they can be overlapped. In addition, iterative scan (IS) and rank removal (RaRe) are two other methods for overlapped community detection and their computational
In recent years, metaheuristic algorithms such as evolutionary algorithms have been used for community detection. Evolutionary algorithms consist of some heuristics used for optimization problems. For instance, Tasgin et al. used the genetic algorithm (GA) for community detection [3] . The complexity of their suggested approach is O(e) , where e denotes the whole number of edges. Each solution is a vector with length of N that is known as a chromosome and N is the number of vertexes in a graph. In each chromosome, the index of a gene indicates the label of a vertex in a graph and the value of a gene indicates the community of the corresponding vertex. Mutation and cross-over are the two main operators in the GA. In their suggested crossover method, first, two chromosomes are selected and then some of their peer-to-peer genes values are exchanged. In mutation, a chromosome is selected and then the value of a gene is changed to another value (this value should be in the range of the numbers of communities). In this paper, community variance for each node (CV (i)) is used as a clean-up function to improve the quality of detected communities. For a vertex such as i, community variance indicates the number of vertexes outside of the community of vertex i that are connected to i . In good communities, for each vertex CV should have a small value. In their proposed method, the GN modularity function is used as a fitness function.
Shang et al. used the GA for community detection [31] . In order to increase the accuracy of community detection, they used default information such as the number of communities, and also the GN modularity function is used as the fitness function. Solutions are coded into some chromosomes and special mutation and crossover operators are used. By the mutations, some genes of a chromosome are changed randomly to another number. By the crossover, two chromosomes are selected and then two-way crossover is performed. Afterwards, SA is executed to look for the optimal points.
Gong et al. introduced multiobjective discrete particle swarm optimization for community detection [32] .
In this paper, kernel K-means and ratio cut are used as two objectives and the goal of optimization is their minimization. In this paper, the GN modularity function is used as the fitness function. In their proposed method, each solution is coded into a vector with a length of n , where n is the number of vertexes. Finally, MOPSO is used for optimization. The complexity of the algorithm is O(n 2 ) .
Some other papers have proposed evolutionary algorithms for community detection. For example, Pizzuti used single-objective genetic algorithms for community detection [33] . The memetic algorithm was used by Gong et al. for clustering [34] . MOGA-net [35] , MOCD [36] , and MOEA/D-net [37] are some other approaches that use multiobjective optimization for community detection.
Modularity functions
The quality evaluation of a detected community is the next important task in community detection algorithms. This process can be done by quality functions, which are also called modularity evaluation functions. In this section, some of the important ones will be introduced.
Performance is a quality function that evaluates the correctness of an edge assignment between any nodes of communities. Eq. (2) shows the performance, which is represented by P (C) [12] . In this equation, n denotes the whole number of vertexes in a complex network and the value of performance is 0 ⩽ P (C) ⩽ 1 .
Coverage is another quality function, which is the ratio of the intracluster edges over the whole number of edges in the graph [12] . If the communities are fully disjointed from each other, the coverage will be equal to 1. Eq. (3) shows the coverage, where E is the total number of edges in a graph and E in C is the number of intracluster edges. In this equation the value of coverage is 0 ⩽ C(C) ⩽ 1 .
The GN modularity evaluation function is another important quality function, which is defined as in Eq.
(4) [8] [12] :
In Eq. 4, m denotes the whole number of edges in the graph, and v and w indicate two vertexes in a graph where d v and d w show their degrees. A vw clarifies whether v and w are connected or not. If they are connected, the value of A vw will be set to 1; otherwise, it will be set to 0. If v and w are in the same community then σ(C i , C j ) will be set to 1 and otherwise it will be set to 0. According to Eq. (4), Q will be a large number if the graph has dense communities.
Separability is the other measure to assess the goodness of detected communities. According to this measure, a good community is well separated from the rest of the network [38] . This measure is calculated according to Eq. (5), which is the ratio between the number of internal and external edges of a community.
Density is the next measure for the quality evaluation of detected communities, which is the ratio between the intracommunity edges and all possible edges of the supposed community [38] . This measure is computed by Eq. (6) . In this equation, n c refers to the total possible edges of a cluster.
Furthermore, Blondel et al. [7] introduced a modularity gain function to assess removing a vertex such as i from its community and placing it in another community such as j . The modularity gain function is calculated by Eq. (7) .
In this equation, ∑ in refers to the total weights of the edges inside cluster C . In addition, ∑ tot indicates the total weights of the edges incident to the nodes of cluster C . k i is the degree of node i and k i,in shows the sum of the weights of links from node i to the nodes of cluster C . In this equation, m denotes the total weights of the network's links.
This section introduces some modularity functions used to assess the goodness of detected communities. In this paper, we have used the GN modularity function, which is one of the most popular ones.
Proposed method
In this paper, we have introduced a new quick agglomerative approach to detect communities. In the proposed method, at the beginning of the algorithm, each node is assigned to a separated community. In the next steps of the algorithm, the communities might join each other and form some larger communities. The steps of the proposed method can be summarized as follows:
1. Each node is assigned to a separated community.
2.
A node is selected randomly. The selected node is called the target node.
3. All neighbors of the target node are determined.
4.
For each neighbor of a target community, the modularity gain of the target node and its neighbor is computed to assess their merging gain. In this paper, we have used the modularity gain function of Blondel et al., which is as in Eq. (7) [7] .
5.
The target node will be merged with its best neighbor if the value of the modularity gain is more than zero. Moreover, merging the target node and its best neighbor has higher modularity gain than merging the target node with its other neighbors.
6. If the target node and its best neighbor are merged and form a larger community, then the network will be updated in this step. By the updating process, the target community and neighbor community will be merged into a unique community and the neighbors of the neighbor node will be the neighbors of the target node in the new network.
7. This process will be continued while the remaining communities cannot merge anymore.
Furthermore, the proposed method for community detection has some important features, which are:
• It is a greedy and agglomerative method for community detection.
• It can detect nonoverlapped communities.
• It is a fast method and its computational complexity is O(nm) , where n and m are the numbers of the network's vertexes and edges, respectively.
The pseudocode of the proposed method is as follows:
Algorithm 1: The pseudocode of the proposed method. 
Evaluation
This section will assess the quality, accuracy, and required time of the proposed algorithm. For this, the proposed method will be compared with the GN algorithm [20] and the fast divisive method for community detection [15] .
Quality and time
The proposed method is fast and often detects high-quality communities. The neighbors of a vertex in a complex network are limited to a constant number such as c. Hence, as is obvious from the pseudocode, the complexity of the proposed method is O(n(c + m)), where n and m denote the number of vertexes and edges in a network, respectively. The algorithm is repeated n times and each iteration updating process is repeated m times. Since c is a constant number, the computational complexity of the proposed algorithm is equal to O(nm) (the graph is implemented with the edge list as its data structure).
In addition, at each step, a vertex is selected randomly and might be merged with its best neighbor (if their merging is beneficial and increases the modularity). Therefore, at the end of the algorithm, similar vertexes will be merged into the same communities and all possible communities will be detected. Moreover, the final output of the proposed algorithm completely depends on the order of nodes selection. In order to assess the quality of detected communities and the speed of the algorithm, some datasets are used, which are summarized in Table 1 .
The output of the proposed algorithms depends on the order of nodes visiting. By consideration of this fact, the proposed method is compared with two other algorithms, which are the GN algorithm [20] , and the fast divisive method for community detection [15] . Table 2 compares the quality and speed of the detected communities by our proposed method, the GN, and the fast divisive method. In addition, Figure 1 shows • In addition, WQ, MQ, and BQ indicate worst quality, middle quality, and best quality of detected communities.
• Moreover, the values of time are represented in seconds (s).
the quality of detected communities by our proposed method, the GN, and the fast divisive method. This figure shows that our proposed method on average and in some cases detects better communities than the other methods while it is much faster than them. In this figure, the quality of detected communities by each algorithm on some datasets and their required times in seconds are highlighted. Moreover, high speed is the main feature of the proposed method that makes it useful for large-scale network analysis.
Accuracy
In Section 5.1, the quality of communities detected by three different algorithms and their required times are compared with each other. The results show that the proposed algorithm is faster than the two other methods. In addition, in some cases, the proposed algorithm detects good communities. In this section, the accuracy of the proposed algorithm will be assessed. For the accuracy assessment, the output of an algorithm is compared with the expected results. For this purpose, various measures such as normalized mutual information (NMI), purity, F-measure, and adjusted Rand index (ARI) were introduced [38, 39] . In this section, the accuracy of the proposed method will be compared with the accuracy of the GN and the fast divisive method for community detection. For the accuracy assessment, we have used purity, F-measure, NMI, and ARI, which are given in Eqs. (8), (9), (10), and (11), respectively.
• Purity: This is the simplest method for accuracy assessment and it is computed by Eq. (8) . 
• F-measure: This method evaluates the goodness of detected clusters and is as in Eq. (9) .
F − measure = 2.P urity(Ω, C).P urity(C, Ω) P urity(Ω, C) + P urity(C, Ω)
• Normalized mutual information (NMI): According to this measure, two clusters are compared based on information theory (entropy). Eq. (10) is used for the computation of NMI.
• Adjusted Rand index (ARI): This is another measure to evaluate the dependencies between two clusters (expected cluster and discovered cluster), according to Eq. (11) .
Finally, considering the Zachary karate club database, we have compared the accuracy of the proposed method with the accuracy of the GN algorithm and the fast divisive method for community detection. Results show that the proposed method has higher accuracy than the other ones. Figure 2 shows the comparison of accuracy between the GN, fast divisive, and proposed methods by measures of purity, F-measure, NMI, and ARI. 
Conclusion
Many complex systems such as social networks, human societies, and airlines can be represented by complex networks. Complex networks have useful hidden information, which can be discovered by graph analysis methods such as community detection. Community detection aims to discover similar subgroups of nodes in complex networks that have a tight connection with each other, whereas there is a light interconnection between different subgroups. In this paper, a new fast agglomerative community detection algorithm is introduced, which can detect high-quality communities. The proposed methods have several steps. In the first step, all vertexes are assigned to separate communities. In the next step, a node is selected randomly, which is called the target node, and then all neighbors of the target node are determined. Afterwards, the merging gain of the target node and its neighbors are evaluated separately. Then the target node will be merged with its best neighbor if its modularity gain is more than zero. Afterwards, all the changes will be applied to the considered network. This process will be iterated while all the nodes are evaluated. This algorithm is fast and its computational complexity is O(nm) , where n and m refer to the total number of vertexes and edges of a network. Afterwards, the proposed method is evaluated by the consideration of its quality, accuracy, and required time for community detection. Results show that the proposed method is much faster than the GN and fast divisive methods for community detection and it can detect good communities. Finally, the accuracy of the proposed method is evaluated by using four measures of purity, F-measure, NMI, and ARI.
