We apply the exponential weight algorithm,
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where 
We refer to g(~, p) as the gap functton. s
We now move on to show that the suggested exponential weights algorithm does indeed achieve a very strong bound on the worst-case regret for the log loss and for the square loss on the class of biased coins.
Log-loss
The loss function in this case is J&((, z), p) = -log(lIz -pi), the optimal parameters are c = l/q = 1, and the optimal value of p for a given sequence is j =~.
It is easy to check that in this case the prediction rule
satisfies Equation (14) for the log loss. Note also that this rule is equivalent to the Bayes optimal prediction rule using the prior distribution ,U1.
The gap function h in this case is (minus) the KLdivergence.
The second derivative of h is the Fisher information:
[Sg(xp)lp=,(z,= p('-p'
So the optimal prior is
This prior is the Jeffrey's prior for this model class, thus the algorithm suggested in this case is the Bayes algorithm using Jeffrey's prior (BJ ).
To bound the worst-case regret we calculate the integral of Equation (18) So the optimal prior is the uniform distribution
To bound the worst-case regret we calculate the integral of Equation (18) which, in this case, is equal to
) dp (details in [13] [4]
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