Meromorphic interpolation in several variables  by Popescu, Gelu
Linear Algebra and its Applications 357 (2002) 173–196
www.elsevier.com/locate/laa
Meromorphic interpolation in several variables
Gelu Popescu1
Department of Mathematics, The University of Texas at San Antonio, San Antonio, TX 78249, USA
Received 19 November 2001; accepted 2 April 2002
Submitted by L. Rodman
Abstract
We obtain a multivariable Nudel’man type interpolation theorem for meromorphic opera-
tors on Fock spaces and for operator-valued meromorphic functions on the open unit ball of
Cn (n  1). As consequences, we provide new Carathéodory–Fejér, Nevanlinna–Pick type in-
terpolation results, and Rosenblum–Rovnyak type restriction theorem for meromorphic oper-
ators. In the particular case when n = 1, our indefinite generalization of Nudel’man’s theorem
provides new interpolation results for meromorphic functions having a finite number of poles
in the open unit disc.
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1. Introduction
The noncommutative analytic Toeplitz algebra F∞n is the weakly closed algebra
generated by the left creation operators S1, . . . , Sn on the full Fock space F 2(Hn)
on n generators, and the identity. This algebra and its norm-closed version (the non-
commutative disc algebra An) were introduced by the author in [24] in connection
with a noncommutative von Neumann inequality. When n = 1, F∞1 can be identified
with H∞(D), the algebra of bounded analytic functions on the open unit disc. We
established a strong connection between the algebra F∞n and the function theory
on the open unit ball Bn of Cn through our von Neumann inequality [24] (see also
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[26,28,30,31]). In particular, we proved that there is a weakly continuous, completely
contractive homomorphism
	 : F∞n → H∞(Bn), [	(f )](λ1, . . . , λn) = f (λ1, . . . , λn),
where f = f (S1, . . . , Sn) ∈ F∞n and (λ1, . . . , λn) ∈ Bn. Due to this connection, the
interpolation problems for F∞n provide also interpolation results for H∞(Bn), the
Hardy space of bounded analytic functions in Bn. The range of 	 is the multiplier
algebra of the reproducing kernel Hilbert space with reproducing kernel Kn : Bn ×
Bn → C defined by
Kn(z,w) := 11 − 〈z,w〉Cn
(see [8]). We mention that interpolation problems for noncommutative analytic Toep-
litz algebras were considered in [5,6,14,27,29,31–35]. Recently, interpolation results
for the multiplier algebra 	(F∞n ) were also considered in [1,12].
This paper is a continuation of [35], where a multivariable Nehari problem and
applications to meromorphic interpolation in several variables were considered. Let
X be a complex linear space and let L(X) be the space of all linear operators on X.
We denote byB(L,H) the set of all bounded linear operators, whereL,H are Hil-
bert spaces. In this paper we will study the following Nudel’man type interpolation
problem [19] in several variables:
Given a nonnegative integer k, some operators A1, . . . , An ∈ L(X), and x, y ∈
X, find conditions for the existence of
(i) an element f ∈ F∞n ⊗¯B(L,H) with ‖f ‖∞  1 and
(ii) an inner element ψ ∈ F∞n ⊗¯B(L,H) with dimψ[(F 2(Hn)⊗L)]⊥  k
such that
f (A1, . . . , An)x = ψ(A1, . . . , An)y
or
f (A1, . . . , An)
∗x = ψ(A1, . . . , An)∗y.
We remark that if n = 1 andH =L = C, then f,ψ ∈ H∞(D) and ψ is a finite
Blaschke product of order at most k. It is necessary to give meaning to the above
equalities. We will see that in some cases one can choose the F∞n -functional calculus
for n-tuples of operators [26]. In other cases we can give a precise meaning to the
vector equations in a weak sense, without defining f (A1, . . . , An). Our approach is
based on noncommutative dilation theory [20–22], the noncommutative almost com-
mutant lifting theorem [35], and the characterization of the commutant of S1, . . . , Sn
from [27].
After a few preliminaries concerning noncommutative dilation theory, multi-
analytic operators, and meromorphic operators on Fock spaces, we present, in Section
2, an improved version of the noncommutative almost commutant lifting theorem
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obtained in [35]. As a first consequence of this result, we consider a Sarason type
interpolation theorem [39] for meromorphic operators.
In Section 3, we obtain the main result of this paper, that is, a noncommutative
Nudel’man type interpolation theorem for meromorphic operators on Fock spaces
and a commutative version for operator-valued meromorphic functions on the open
unit ball of Cn. Our result is an indefinite generalization of the definite Nudel’man
type theorems from [19,38] (if n = 1), and [29] (if n  2).
As consequences, we provide, in the next sections, new Carathéodory–Fejér
and Nevanlinna–Pick type interpolation results for meromorphic operators on Fock
spaces (resp. operator-valued meromorphic functions on the unit ball of Cn), as well
as a meromorphic analogue in several variables of the operatorial analytic version
of the Rosenblum–Rovnyak restriction theorem (see [36–38] if n = 1, and [29] if
n  2). Our indefinite noncommutative Nudel’man type theorem can also be used to
obtain boundary interpolation problems of Loewner type for the multiplier algebra
	(F∞n ) (for the definite case k = 0, see [38] if n = 1, and [29] if n  2). We leave
this task to the reader. We remark that all the results of this paper are true if n = ∞,
in a slightly adapted version.
After this paper was submitted for publication, we received from Rovnyak a re-
cent preprint [4] which has significant overlap with our paper in the particular case
n = 1.
2. Noncommutative almost commutant lifting theorem
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1,
e2, . . . , en, where n ∈ {1, 2, . . .} or n = ∞. We consider the full Fock space of Hn
defined by
F 2(Hn) :=
⊕
k0
H⊗kn ,
where H⊗0n :=C1 and H⊗kn is the (Hilbert) tensor product of k copies of Hn. Define
the left creation operators Si : F 2(Hn)→ F 2(Hn), i = 1, . . . , n, by
Siψ :=ei ⊗ ψ, ψ ∈ F 2(Hn).
Let F+n be the unital free semigroup on n generators g1, . . . , gn, and the identity
g0. The length of α ∈ F+n is defined by |α| :=k, if α = gi1gi2 · · · gik , and |α| :=0,
if α = g0. The reverse of α is defined by α˜ :=gik · · · gi2gi1 . We also define eα :=
ei1 ⊗ ei2 ⊗ · · · ⊗ eik and eg0 = 1. It is clear that {eα : α ∈ F+n } is an orthonormal
basis of F 2(Hn). If T1, . . . , Tn ∈ B(H) (the algebra of all bounded linear opera-
tors on the Hilbert space H), define Tα :=Ti1Ti2 · · · Tik , if α = gi1gi2 · · · gik and
Tg0 :=IH.
Let us recall from [20–22] a few results concerning the noncommutative dilation
theory for sequences of operators (see [40] for the classical case n = 1). A sequence
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of operators T :=[T1, . . . , Tn], Ti ∈ B(H), i = 1, . . . , n, is called row contraction
if T1T ∗1 + · · · + TnT ∗n  IH.
We say that a sequence of isometriesV :=[V1, . . . , Vn]on a Hilbert spaceK ⊇H
is a minimal isometric dilation (m.i.d.) ofT if the following properties are satisfied:
(i) V ∗i Vj = 0 for all i /= j , i, j = 1, . . . , n;
(ii) V ∗j |H = T ∗j for all j = 1, . . . , n;
(iii) K =∨α∈F+n VαH.
If V satisfies only the condition (i) and PHVi = TiPH, i = 1, . . . , n, then V is
called isometric lifting of T. The minimal isometric dilation of T is an isometric
lifting and is uniquely determined up to an isomorphism [21].
We need to recall from [22–24,26,27] a few facts concerning multi-analytic op-
erators on Fock spaces. The noncommutative analytic Toeplitz algebra F∞n was in-
troduced in [24] as the algebra of left multipliers of the full Fock space F 2(Hn).
This algebra can be identified with the weakly closed algebra generated by the left
creation operators S1, . . . , Sn on the full Fock space F 2(Hn), and the identity.
We say that a bounded linear operator A ∈ B(F 2(Hn)⊗K, F 2(Hn)⊗K′) is
multi-analytic (or S-analytic) if
A(Si ⊗ IK) = (Si ⊗ IK′)A for any i = 1, . . . , n. (2.1)
Notice that A is uniquely determined by the operator θ :K→ F 2(Hn)⊗K′,
which is defined by θk :=A(1 ⊗ k), k ∈K, and is called the symbol of A. We
denote A = Aθ . Moreover, Aθ is uniquely determined by the “coefficients” θ(α) ∈
B(K,K′), which are given by〈
θ(α)k, k
′〉 := 〈θk, eα ⊗ k′〉 = 〈Aθ(1 ⊗ k), eα ⊗ k′〉 , k ∈K, k′ ∈K′, α ∈ F+n .
Notice that
∑
α∈F+n θ
∗
(α)θ(α)  ‖Aθ‖2IK. We can associate with Aθ a unique for-
mal Fourier expansion
Aθ ∼
∑
α∈F+n
Rα ⊗ θ(α), (2.2)
where Ri :=U∗SiU , i = 1, . . . , n, are the right creation operators on F 2(Hn) and
U is the (flipping) unitary operator on F 2(Hn) mapping ei1 ⊗ ei2 ⊗ · · · ⊗ eik into
eik ⊗ · · · ⊗ ei2 ⊗ ei1 . Since Aθ acts like its Fourier representation on “polynomials”,
we will identify them for simplicity. The set of multi-analytic operators inB(F 2(Hn)⊗
K, F 2(Hn)⊗K′) coincides with R∞n ⊗¯B(K,K′), the weakly closed operator
space generated by the spatial tensor product, whereR∞n = U∗F∞n U is the commutant
of the noncommutative analytic Toeplitz algebra F∞n (see [27,34]). As in [26], using
the noncommutative von Neumann inequality, one can show that if 0 < r < 1, then
Aθ = SOT − lim
r↗1
∞∑
k=1
∑
|α|=k
r |α|Rα ⊗ θ(α),
where the series converges in the uniform norm for each r ∈ (0, 1), and the limit
is taken in the strong-operator topology (SOT). A multi-analytic operator Aθ (resp.
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its symbol θ) is called inner if Aθ is an isometry. Let us remark that one can ob-
tain similar results for R-analytic operators just replacing the left creation operators
S :={S1, . . . , Sn} by R :={R1, . . . , Rn}.
Let X :=[X1, . . . , Xn], Xi ∈ B(Y) and T :=[T1, . . . , Tn], Ti ∈ B(H), be two
sequences of bounded linear operators (n = 1, 2, . . . , or n = ∞) on Hilbert spaces.
Suppose H+ is an invariant subspace under each Ti, i = 1, . . . , n, and let H =
H− ⊕H+ be the corresponding orthogonal decomposition. Denote by P− and P+
the orthogonal projections of H onto H− and H+, respectively. A generalized
Hankel operator is defined as a bounded linear operator  : Y→H− satisfying the
following relations:
Xi = P−Ti for any i = 1, . . . , n. (2.3)
A bounded operator A : Y→H is called generalized multiplier with respect to X
and T if AXi = TiA, i = 1, . . . , n.
Let B ∈ B(Y) be a self-adjoint operator on a Hilbert space Y and let P−,P+ be
the orthogonal projections onto the spectral subspaces corresponding to (−∞, 0) and
[0,∞), respectively. Consider the subspaces Y− :=P−Y, Y+ :=P+Y, and their
signatures κ−(B) := dimY− and κ+(B) := dimY+, respectively. We recall that if
κ−(B) <∞, then it coincides with the number of negative eigenvalues ofB, counted
with their multiplicities.
The following result is an improved version of the noncommutative almost com-
mutant lifting theorem which was obtained in [35] as consequence of a multivariable
generalization of the Adamian–Arov–Krein theorem [3].
Theorem 2.1. Let T :=[T1, . . . , Tn], Ti ∈ B(H), be a row contraction and V :=
[V1, . . . , Vn], Vi ∈ B(K), be an isometric lifting ofT on a Hilbert spaceK ⊃H.
LetW :=[W1, . . . ,Wn], Wi ∈ B(E), be an expanding dilation ofZ :=[Z1, . . . , Zn],
Zi ∈ B(G), on E ⊃ G, i.e.,W ∗i (G) ⊂ G, PGWi |G = Zi, and
‖W1x1 + · · · +Wnxn‖2  ‖x1‖2 + · · · + ‖xn‖2, xi ∈ E.
Let C : G→H be a bounded operator such that CZi = TiC, i = 1, . . . , n, and
κ−(I − C∗C) <∞. Then κ−(I − C∗C)  k, where k is a nonnegative integer, if
and only if there exists a contraction Cˆ : E0 →K such that
(i) CˆWi |E0 = ViCˆ, i = 1, . . . , n,
(ii) PHCˆ = CPG|E0,
where E0 ⊂ E is an invariant subspace under each Wi, i = 1, . . . , n, and
codimE0  k.
Moreover, if κ−(I − C∗C) = k, then one can choose the subspace E0 such that
codimE0 = k.
Proof. The first part of the theorem was proved in [35]. We shall prove the second
part. Let C : G→H be a bounded operator such that CZi = TiC, i = 1, . . . , n,
and κ−(I − C∗C) = k. Notice that  :=CPG ∈ B(E,H) is a generalized Hankel
operator with respect to W and V, i.e.,
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Wi = PHVi, i = 1, . . . , n.
Let B :=I − ∗ ∈ B(E) and notice that B = (I − C∗C)PG + (I − PG) and
κ−(B) = κ−(I − C∗C) = k.
Using the hypothesis, we infer that
[W ∗i BWj ]ni,j=1 − [δijB]ni,j=1  [δij∗]ni,j=1 − [W ∗i ∗Wj ]ni,j=1
= [δij∗]ni,j=1 − [∗T ∗i TjWj ]ni,j=1
= [δij∗]ni,j=1(I −T∗T)[δij]ni,j=1  0.
Hence we infer that
W1K
+
B + · · · +WnK+B ⊂K+B,
where
K+B :={y ∈ E : 〈By, y〉  0}
is the cone of all B-nonnegative vectors. Now notice that dimE− = κ−(B) = k.
Applying Theorem 5.2 from [35] to the operators B ∈ B(E) and Xi :=Wi , i =
1, . . . , n, we find a maximal subspace E0 of K+B invariant under each Wi, i =
1, . . . , n. The maximality of E0 implies codimE0 = dimE− = k. On the other hand,
since E0 is a B-nonnegative subspace, we have
〈h,h〉H = 〈(I − B)h, h〉E  〈h, h〉E .
Therefore, |E0 : E0 →H is a contraction. Moreover |E0 is generalized Hankel
operator with respect to W|E0 and V, i.e.,
(|E0)(Wi |E0) = PHVi(|E0), i = 1, . . . , n.
Applying Theorem 4.1 from [35] to |E0, we find a generalized multiplier Cˆ :
E0 →H, i.e.,
Cˆ(Wi |E0) = ViCˆ, i = 1, . . . , n,
such that ‖|E0‖ = ‖Cˆ‖ and |E0 = PHCˆ. Hence, Cˆ is a contraction satisfying
(i) and (ii), where E0 is an invariant subspace under each Wi , i = 1, . . . , n, and
codimE0 = k. The proof is complete. 
The particular case when n = 1 was considered in [7,9,13,41]. Notice that if k =
0 we obtain the noncommutative commutant lifting theorem [21,25]. Moreover, if
k = 0 and n = 1, we obtain the classical commutant lifting theorem [15,40].
In this paper, we consider applications of Theorem 2.1 to meromorphic interpo-
lation on Fock spaces. Let E be a subspace of F 2(Hn)⊗H. A bounded operator
M : E→ F 2(Hn)⊗K is called meromorphic if E is an invariant subspace under
each Si ⊗ IH, i = 1, . . . , n, and
M(Si ⊗ IH)|E = (Si ⊗ IK)M, i = 1, . . . , n.
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Using Theorem 2.1 from [22] and the characterization of the commutant of S1, . . . , Sn
[27], one can prove that M is meromorphic if and only if there exist a Hilbert space
L and some multi-analytic operators F ∈ R∞n ⊗¯B(L,K),  ∈ R∞n ⊗¯B(L,H)
satisfying the following properties:
(i)  is inner;
(ii) E = (F 2(Hn)⊗L);
(iii) M = F .
Notice that M is uniquely determined (up to unitary equivalence) by the above con-
ditions. We say that M has order k if codimE = k. The following result is a mero-
morphic version in several variables of Sarason’s theorem [39].
Corollary 2.2. Let G ⊂ F 2(Hn)⊗H be an invariant subspace under each Si ⊗
IH, i = 1, . . . , n. Let C ∈ B(G⊥) be such that
[PG⊥(Si ⊗ IH)|G⊥]C = C[PG⊥(Si ⊗ IH)|G⊥], i = 1, . . . , n,
and κ−(I − C∗C) <∞. Then κ−(I − C∗C)  k, where k is a nonnegative integer,
if and only if there exist a Hilbert spaceM, some operators F, ∈ R∞n ⊗¯B(M,H),
satisfying the following properties:
(i) ‖F‖  1;
(ii)  is inner with dim[(F 2(Hn)⊗M)]⊥  k;
(iii) PG⊥F = CPG⊥.
Moreover, if κ−(I − C∗C) = k, then one can choose the multi-analytic operator 
such that dim[(F 2(Hn)⊗M)]⊥ = k.
Proof. For each i = 1, . . . , n, define
Ti = Zi :=PG⊥(Si ⊗ IH)|G⊥ and Wi = Vi :=Si ⊗ IH.
According to Theorem 2.1, we have κ−(I − C∗C)  k, where k is a nonnegative
integer, if and only if there exists a contraction Cˆ : E0 → F 2(Hn)⊗H such that
(1) Cˆ(Si ⊗ IH)|E0 = (Si ⊗ IH)Cˆ, i = 1, . . . , n;
(2) PG⊥Cˆ = CPG⊥|E0;
(3) E0 ⊂ F 2(Hn)⊗H is an invariant subspace under each operator Si ⊗ IH, i =
1, . . . , n, and codimE0  k.
Therefore, E0 = (F 2(Hn)⊗M) for some inner operator  ∈ R∞n ⊗¯B(M,H).
Notice that (1) is equivalent to
Cˆ(Si ⊗ IM) = (Si ⊗ IH)Cˆ, i = 1, . . . , n.
Hence, Cˆ = F for someF ∈ R∞n ⊗¯B(M,H). Now, the equality (2) is equivalent to
PG⊥F = CPG⊥.
The proof is complete. 
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Let us remark that in the particular case when n = 1, H = C, and G⊥ = H 2  
θH 2, where θ ∈H∞ is inner, conditions (i)–(iii) of Corollary 2.2 are equivalent to
(i′) F ∈ H∞ and ‖F‖  1;
(ii′)  ∈ H∞ is a Blaschke product of order at most k;
(iii′) F(T ) = C(T ),
where T :=PG⊥S|G⊥, S is the unilateral shift on H 2, and F(T ), (T ) are defined
using the H∞-functional calculus [40]. Moreover, if κ−(I − C∗C) = k, then one
can choose  to be a Blaschke product of order k.
3. Nudel’man problem for meromorphic operators on Fock spaces
A kernel K : D×D→ C is called Hermitian if K(D,D′) = K(D′,D). We say
that K has k negative squares if every matrix [K(Dj ,Di)]mi,j=1, Di ∈ D, m ∈ N, has
at most k negative eigenvalues and at least one such a matrix has exactly k negative
eigenvalues (when counting multiplicities).
Let X,Y be complex linear spaces and let L(X,Y) be the space of all linear op-
erators from X to Y. For each A ∈ L(X) and each complex linear space Y, let RA :
L(X,Y)→ L(X,Y) be the right multiplication operator by A, that is, RAX :=XA
for any X ∈ L(X,Y).
The main result of this paper is the following indefinite, noncommutative gener-
alization of Nudel’man problem [19].
Theorem 3.1. LetX be a complex linear space and letH be a Hilbert space. Given
A1, . . . , An in L(X) and x, y ∈ X, letD be a linear subspace of L(X,H) such that
RAiD ⊂ D for any i = 1, . . . , n, and, for each D ∈ D, there is MD > 0 such that∑
α∈F+n
‖DAαy‖2H  MD
∑
α∈F+n
‖DAαx‖2H <∞. (3.1)
If k is a nonnegative integer, then the following statements are equivalent:
(i) There exists a Hilbert space L, an operator F =∑α∈F+n Rα ⊗ F(α) in R∞n ⊗¯
B(L,H) with ‖F‖  1, and an inner operator  = ∑α∈F+n Rα ⊗ (α) in
R∞n ⊗¯B(L,H) such that dim[(F 2(Hn)⊗L)]⊥  k, and∑
α∈F+n
F ∗(α)DAα˜x =
∑
α∈F+n
∗(α)DAα˜y for any D ∈ D, (3.2)
where the series converge in the weak topology and α˜ denotes the reverse of α.
(ii) The kernel K : D×D→ C defined by
K(X, Y ) :=
∑
α∈F+n
[〈XAαx, YAαx〉H − 〈XAαy, YAαy〉H] , X, Y ∈ D,
(3.3)
has at most k negative squares.
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Moreover, if the kernel K has k negative squares, then one can choose the multi-
analytic operator  such that dim[(F 2(Hn)⊗L)]⊥ = k.
Proof. Assume that (ii) holds, i.e., the kernel K has m  k negative squares. Ac-
cording to relation (3.1), the element
∑
α∈F+n eα ⊗DAαx is in F 2(Hn)⊗H for
each D ∈ D, and, using the fact that RAiD ⊂ D for any i = 1, . . . , n, we infer
(S∗i ⊗ IH)

∑
α∈F+n
eα ⊗DAαx

=(S∗i ⊗ IH )

∑
β∈F+n
egiβ ⊗DAgiβx


=
∑
β∈F+n
eβ ⊗DAgiAβx =
∑
β∈F+n
eβ ⊗D′Aβx,
for some D′ ∈ D. Hence, it follows that (S∗i ⊗ IH)K0 ⊂K0, i = 1, . . . , n, where
K0 :=

hD :=
∑
α∈F+n
eα ⊗DAαx : D ∈ D

 ⊂ F 2(Hn)⊗H.
Condition (3.1) shows that the linear operator X∗ :K0 → F 2(Hn)⊗H is well-
defined by setting
X∗

∑
α∈F+n
eα ⊗DAαx

 := ∑
α∈F+n
eα ⊗DAαy, D ∈ D. (3.4)
Since 〈hD, hD′ 〉0 :=K(D,D′) is an inner product on K0 (not necessarily positive
definite) and K has m negative squares, it is well known that there is an m-dimen-
sional subspace M ⊂K0 such 〈hD, hD〉0  0 for any hD ∈M, with equality only
if hD = 0, and there is no subspace K0 of bigger dimension with this property.
Setting
M⊥ :={k ∈K0 : 〈k, h〉0 = 0, h ∈M},
it is easy to see that K0 =M+M⊥ and M ∩M⊥ = {0}. Notice that if hD :=∑
α∈F+n eα ⊗DAαx is in M⊥, then
0  〈hD, hD〉0 = ‖hD‖2F 2(Hn)⊗H − ‖X∗hD‖2F 2(Hn)⊗H.
Hence, ‖X∗|M⊥‖F 2(Hn)⊗H  1. Since X∗|M has rank at most m, it is clear that
X∗ :K0 → F 2(Hn)⊗H is bounded with respect to the norm in F 2(Hn)⊗H.
Denote the closure of K0 in F 2(Hn)⊗H by K and let X∗ :K→ F 2(Hn)⊗H
be the continuous extension of X∗ to K. Notice that κ−(I −X∗X) = m. On the
other hand, for each D ∈ D, we have
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X∗(S∗i ⊗ IH)

∑
α∈F+n
eα ⊗DAαx


= X∗

∑
β∈F+n
eβ ⊗D′Aβx


=
∑
β∈F+n
eβ ⊗D′Aβy
= (S∗i ⊗ IH)

∑
α∈F+n
eα ⊗DAαy


= (S∗i ⊗ IH)X∗

∑
α∈F+n
eα ⊗DAαx

 , (3.5)
where D′ :=RAiD ∈ D. Therefore,
X∗T ∗i = B∗i X∗ for any i = 1, . . . , n, (3.6)
where T ∗i := (S∗i ⊗ IH)|K0 andB∗i :=S∗i ⊗ IH. Notice that [S1 ⊗ IH, . . . , Sn ⊗ IH]
is an isometric dilation of [T1, . . . , Tn]. Consider the particular case of Theorem
2.1 when Zi :=Si ⊗ IH, Ti :=PK(Si ⊗ IH)|K, the dilations Wi = Vi :=Si ⊗ IH
are acting on F 2(Hn)⊗H, and C :=X : F 2(Hn)⊗H→K. Relation (3.6) is
equivalent to CZi = TiC for any i = 1, . . . , n. On the other hand, we have
κ−(I − C∗C) = κ−(I − CC∗) = κ−(I −X∗X) = m.
According to Theorem 2.1, there is a subspace E0 ⊂ F 2(Hn)⊗H invariant
under each Si ⊗ IH, i = 1, . . . , n, with codimE0 = m, and a contraction Cˆ : E0 →
F 2(Hn)⊗H with the properties:
(1) Cˆ(Si ⊗ IH)|E0 = (Si ⊗ IH)Cˆ, i = 1, . . . , n;
(2) PKCˆ = X|E0.
Hence, using the characterization of the commutant of {S1, . . . , Sn} from [27], and
the Beurling type theorem concerning the invariant subspaces of {S1, . . . , Sn} [22],
we infer that there exist a Hilbert space L and multi-analytic operators F, ∈
R∞n ⊗¯B(L,H) satisfying the following properties:
(a) ‖F‖  1,  is inner;
(b) E0 = (F 2(Hn)⊗L);
(c) Cˆ = F .
Let F =∑α∈F+n Rα ⊗ F(α) and  =∑α∈F+n Rα ⊗(α) be the correspond-
ing Fourier representations. Using the above-mentioned relations and (3.4), we
have
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∑
α∈F+n
〈F ∗(α)DAα˜x, l〉 =
〈∑
α∈F+n
eα ⊗DAαy,
∑
α∈F+n
eα˜ ⊗ F(α)l
〉
=
〈∑
α∈F+n
eα ⊗DAαy, F (1 ⊗ l)
〉
=
〈∑
α∈F+n
eα ⊗DAαy, PKCˆ(1 ⊗ l)
〉
=
〈
X∗

∑
α∈F+n
eα ⊗DAαx

 ,(1 ⊗ l)
〉
=
〈∑
α∈F+n
eα ⊗DAαy,
∑
α∈F+n
eα˜ ⊗(α)l
〉
=
∑
α∈F+n
〈
∗(α)DAα˜x, l
〉
for any D ∈ D and l ∈L. Therefore, relation (3.2) holds for any D ∈ D, where the
series converge in the weak topology.
Conversely, assume (i) holds. Relation (3.2) can be written as〈∑
α∈F+n
eα ⊗DAαx, F (1 ⊗ l)
〉
=
〈∑
α∈F+n
eα ⊗DAαy,(1 ⊗ l)
〉
. (3.7)
Now, for each D ∈ D, β ∈ F+n , and l ∈L, we have〈∑
α∈F+n
eα ⊗DAαx, (Sβ ⊗ IH)F (1 ⊗ l)
〉
=
〈∑
γ∈F+n
eγ ⊗DAβγ x, F (1 ⊗ l)
〉
=
〈∑
γ∈F+n
eγ ⊗D′Aγ x, F (1 ⊗ l)
〉
,
where D′ :=DAβ is inD due to the relation RAiD ⊂ D, i = 1, . . . , n. Similarly, we
have 〈∑
α∈F+n
eα ⊗DAαy, (Sβ ⊗ IH)(1 ⊗ l)
〉
=
〈∑
γ∈F+n
eγ ⊗D′Aγ y,(1 ⊗ l)
〉
.
Therefore, we obtain
〈hD, (Sβ ⊗ IH)F (1 ⊗ l)〉 = 〈X∗hD, (Sβ ⊗ IH)(1 ⊗ l)〉 (3.8)
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for any β ∈ F+n , l ∈L. Since Sβ ⊗ IH commutes with F and , we infer that
〈hD, Ff 〉 = 〈X∗hD,f 〉 (3.9)
for any f ∈ F 2(Hn)⊗L. Now, since  is inner and using (3.9), we obtain
|〈PE0X∗hD,f 〉|  ‖hD‖‖F‖‖f ‖,
where E0 = (F 2(Hn)⊗L). Hence, PE0X∗ :K0 → F 2(Hn)⊗H is bounded.
On the other hand, since P⊥E0X∗ has finite rank, we infer that X∗ is bounded. Let
X∗ :K→ F 2(Hn)⊗H be its extension by continuity. According to (3.9), we have
〈hD, PKFf 〉 = 〈hD,Xf 〉
for any f ∈ F 2(Hn)⊗L and D ∈ D. Since X = PKF and ‖F‖  1, we infer
that X|E0 is a contraction. On the other hand, since
I −XX∗ = I −XPE0X∗ −XP⊥E0X∗,
I −XPE0X∗  0, and the operator −XP⊥E0X∗ has rank at most k, we have
κ−(I −XX∗)  k. Taking into account that
K(D,D′) = 〈hD, hD′ 〉F 2(Hn)⊗H −
〈
X∗hD,X∗hD
〉
F 2(Hn)⊗H
for any D,D′ ∈ D, we deduce that K has at most k negative squares. This completes
the proof. 
Corollary 3.2. Let x, y be in a Hilbert spaceX and let T1, . . . , Tn ∈ B(X) be such
that for each h ∈ X there is Mh > 0 such that∑
α∈F+n
|〈T ∗α y, h〉|2  Mh
∑
α∈F+n
|〈T ∗α x, h〉|2 <∞. (3.10)
Then there exists a Hilbert spaceL, some multi-analytic operatorsF =∑α∈F+n Rα ⊗
F(α) and =∑α∈F+n Rα ⊗(α) in R∞n ⊗¯B(L,C) with the properties:(1) ‖F‖  1;
(2)  is inner and dim[(F 2(Hn)⊗L)]⊥  k;
(3) ∑α∈F+n F ∗(α)〈T ∗α x, h〉 =∑α∈F+n ∗(α)〈T ∗α y, h〉 for any h ∈ X,
if and only if the kernel K : X×X→ C defined by
K(h, k) :=
∑
α∈F+n
[〈T ∗α x, h〉〈T ∗α x, k〉 − 〈T ∗α y, h〉〈T ∗α y, k〉], h, k ∈ X,
(3.11)
has at most k negative squares.
Moreover, if the kernel K has k negative squares, then one can choose the multi-
analytic operator  to be inner and dim[(F 2(Hn)⊗L)]⊥ = k.
Proof. In Theorem 3.1, take Ai :=T ∗i , H :=C and D :={Dh ∈L(X,C) : h ∈
X}, where Dh(k) :=〈k, h〉 for any k ∈ X. The result follows. 
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Corollary 3.3. If n = 1 and K has k negative squares, then F, ∈ H∞ and  is
a Blaschke product of order k.
We recall from [21] that T :=[T1, . . . , Tn] is called C0-row contraction if T is a
contraction and
SOT- lim
k→∞
∑
α∈F+n ,|α|=k
TαT
∗
α = 0.
For example, if
∑n
i=1 TiT ∗i  rIH for some 0 < r < 1, then [T1, . . . , Tn] is a C0-
contraction. Since any C0-contraction is completely non-coisometric, we can talk
about the F∞n -functional calculus associated with C0-row contractions (see [26]). In
this setting condition (3.10) is equivalent to the following:
If h ∈ X and 〈T ∗α x, h〉 = 0 for any α ∈ F+n , then 〈T ∗α y, h〉 = 0 for any α ∈ F+n .
On the other hand, equality (3) in Corollary 3.2 is equivalent to
F(T1, . . . , Tn)
∗x = (T1, . . . , Tn)∗y,
where we are using the F∞n -functional calculus associated to the row contraction
[T1, . . . , Tn]. If, in addition, (T1, . . . , Tn) is an n-tuple of commuting operators, then,
according to Corollary 3.2, there exist a Hilbert spaceL and operator-valued bounded
analytic functions f,ψ ∈ H∞(Bn)⊗¯B(L,C) with the properties:
(1) ‖f ‖  1, ‖ψ‖  1;
(2) f (T1, . . . , Tn)∗x = ψ(T1, . . . , Tn)∗y.
4. Nevanlinna–Pick interpolation for meromorphic operators
In what follows we present a tangential interpolation problem of Nevanlinna–Pick
type with operatorial argument for meromorphic operators on Fock spaces.
As in [20], the spectral radius associated with a sequence of operators Z :=
[Z1, . . . , Zn], Zi ∈ B(Y), is given by
r(Z) := lim
k→∞
∥∥∥∥∥∥
∑
|α|=k
ZαZ
∗
α
∥∥∥∥∥∥
1/2k
= inf
k→∞
∥∥∥∥∥∥
∑
|α|=k
ZαZ
∗
α
∥∥∥∥∥∥
1/2k
.
Notice that if Z1Z∗1 + · · · + ZnZ∗n < rIY with 0 < r < 1, then r(Z) < 1. Any ele-
ment f in F∞n ⊗¯B(H,Y) has a unique Fourier representation
f ∼
∑
α∈F+n
Sα ⊗ A(α)
for some operatorsA(α) ∈ B(H,Y) such that∑α∈F+n A∗(α)A(α)  ‖f ‖2I . If r(Z) <
1, it makes sense to define the evaluation of f at (Z1, . . . , Zn) by setting
f (Z1, . . . , Zn) :=
∞∑
k=0
∑
|α|=k
ZαA(α). (4.1)
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Notice that the series converges in norm. Indeed, it is enough to observe that
∥∥∥∥∥∥
∑
|α|=k
ZαA(α)
∥∥∥∥∥∥
∥∥∥∥∥∥
∑
|α|=k
ZαZ
∗
α
∥∥∥∥∥∥
1/2 ∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
‖f ‖
∥∥∥∥∥∥
∑
|α|=k
ZαZ
∗
α
∥∥∥∥∥∥
1/2
.
Now, using the fact that the spectral radius of Z is strictly less than 1, the norm
convergence of the series (4.1) follows.
Let H and Kj , j = 1, . . . , m, be Hilbert spaces and consider the bounded op-
erators
Bj :H→Kj , Cj :H→Kj , j = 1, . . . , m,
Zj :=[Zj1, . . . , Zjn] :⊕ni=1Kj →Kj , j = 1, . . . , m, (4.2)
such that r(Zj ) < 1 for any j = 1, . . . , m, where ⊕ni=1Kj denotes the direct
sum of n copies of Kj . The left tangential Nevanlinna–Pick interpolation problem
with operatorial argument for meromorphic operators on Fock spaces is to find F
in F∞n ⊗¯B(L,H) with ‖F‖  1, and an inner operator  =
∑
α∈F+n Sα ⊗(α) in
F∞n ⊗¯B(L,H) such that
dim[(F 2(Hn)⊗L)]⊥  k (4.3)
and
[(IY ⊗ Cj )F ](Zj ) = [(IY ⊗ Bj )](Zj ), j = 1, . . . , m. (4.4)
Theorem 4.1. LetZj :=[Zj1, . . . , Zjn] :⊕ni=1Kj →Kj be such that r(Zj ) <
1 for any j = 1, . . . , m, and let Bj , Cj ∈ B(H,Kj ) be such that if kj ∈Kj , and∑m
j=1 C∗j Z∗jαkj = 0 for any α ∈ F+n , then
∑m
j=1 B∗j Z∗jαkj = 0 for any α ∈ F+n .
Then the left tangential Nevanlinna–Pick interpolation problem with data Zj ,
Bj , Cj , j = 1, . . . , m, and a nonnegative integer k has a solution if and only if the
operator matrix
 ∞∑
p=0
∑
|α|=p
Ziα[CiC∗j − BiB∗j ]Z∗jα


m
i,j=1
(4.5)
has at most k negative squares. Moreover, if the operator matrix (4.5) has k negative
squares, then the inner operator  can be chosen such that the equality holds in
(4.3).
G. Popescu / Linear Algebra and its Applications 357 (2002) 173–196 187
Proof. Define the linear spaceX :={[T1, . . . , Tm]t : Tj ∈ B(Kj ,H)}, where [T1,
. . . , Tm]t stands for matrix


T1
...
Tm

. Define the linear operators Ai ∈ L(X), i = 1, 2,
. . . , n, by
Ai[T1, . . . , Tm]t :=[T1Z∗1i , . . . , TmZ∗mi]t.
For each
⊕m
j=1 kj with kj ∈Kj , let D⊕mj=1 kj ∈ L(X,H) be defined by
D⊕m
j=1 kj [T1, . . . , Tm]t =
m∑
j=1
Tjkj .
Since RAiD⊕mj=1 kj = D⊕mj=1 Z∗ji kj , the subspace D :={D⊕mj=1 kj :
⊕m
j=1 kj , kj ∈
Kj } is invariant under eachRAi , i = 1, 2, . . . , n. On the other hand, since r(Zj ) <
1 for any j = 1, . . . , m, we have
∑
α∈F+n
∥∥∥D⊕m
j=1 kj Aα˜[T1, . . . , Tm]t
∥∥∥2
=
∑
α∈F+n
∥∥∥∥∥∥
m∑
j=1
TjZ
∗
jαkj
∥∥∥∥∥∥
2

∑
α∈F+n
∥∥∥∥∥∥
m∑
j=1
TjT
∗
j
∥∥∥∥∥∥
2
m∑
j=1
‖Z∗jαkj‖2

∥∥∥∥∥∥
m∑
j=1
TjT
∗
j
∥∥∥∥∥∥
2
m∑
j=1

 ∞∑
p=1
∥∥∥∥∥∥
∑
|α|=p
ZjαZ
∗
jα
∥∥∥∥∥∥ ‖kj‖2

 <∞.
Let x :=[C∗1 , . . . , C∗m]t and y :=[B∗1 , . . . , B∗m]t and notice that inequality (3.1) of
Theorem 3.1 is equivalent to
∑
α∈F+n
∥∥∥∥∥∥
m∑
j=1
B∗j Z∗jαkj
∥∥∥∥∥∥
2
 M
∑
α∈F+n
∥∥∥∥∥∥
m∑
j=1
C∗j Z∗jαkj
∥∥∥∥∥∥
2
<∞ for some M > 0.
According to the hypotheses, this inequality is satisfied. Now, notice that condi-
tion (3.1) of Theorem 3.1 is equivalent to
∑
α∈F+n
F ∗(α)

 m∑
j=1
C∗j Z∗jαkj

 = ∑
α∈F+n
∗(α)

 m∑
j=1
B∗j Z∗jαkj


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for any kj ∈Kj , j = 1, . . . , m. Hence, we infer that∑
α∈F+n
F ∗(α)C
∗
j Z
∗
jα =
∑
α∈F+n
∗(α)B
∗
j Z
∗
jα (4.6)
for j = 1, . . . , m, which is equivalent to (4.4). On the other hand, if ⊕mj=1 kj ∈⊕m
j=1Kj and
⊕m
j=1 k′j ∈
⊕m
j=1Kj , then we have
K(D⊕m
j=1 kj ,D
⊕m
j=1 k′j )
=
∑
α∈F+n

〈 m∑
j=1
C∗j Z∗jαkj ,
m∑
j=1
C∗j Z∗jαk′j
〉
−
〈
m∑
j=1
B∗j Z∗jαkj ,
m∑
j=1
B∗j Z∗jαk′j
〉
=
∑
α∈F+n
〈
m∑
i,j=1
Ziα(CiC
∗
j − BiB∗j )Z∗jαkj , k′i
〉
=
〈[ ∞∑
p=0
∑
|α|=p
Ziα[CiC∗j − BiB∗j ]Z∗jα
]m
i,j=1

 m⊕
j=1
kj

 , m⊕
j=1
k′j
〉
.
Now we can complete the proof by applying Theorem 3.1. 
Corollary 4.2. If n = 1, H = C, and the operator matrix (4.5) has k negative
squares, then  can be chosen to be a Blaschke product of order k.
We should mention that the particular case when k = 0 was considered in [16]
(see also [17]) if n = 1, and [35] if n  2.
Let us recall that if 	(S1, . . . , Sn) ∈ F∞n ⊗¯B(L,H), then λ "→ 	(λ) is a
B(L,H)-valued bounded analytic function on Bn.
Theorem 4.3. Let λ1, . . . , λm bem distinct points in Bn and letBj , Cj ∈ B(H,K)
such that kerC∗j ⊂ kerB∗j , j = 1, . . . , m, where H,K are Hilbert spaces. Then
there exist a Hilbert spaceL, an operator F =∑α∈F+n Sα ⊗ F(α) in F∞n ⊗¯B(L,H)
with ‖F‖  1, and an inner operator  =∑α∈F+n Sα ⊗(α) in F∞n ⊗¯B(L,H)
such that
dim[(F 2(Hn)⊗L)]⊥  k (4.7)
and
CjF(λj ) = Bj(λj ), j = 1, 2, . . . , m,
G. Popescu / Linear Algebra and its Applications 357 (2002) 173–196 189
if and only if the operator matrix[
CiC
∗
j − BiB∗j
1 − 〈λi, λj 〉
]m
i,j=1
(4.8)
has at most k negative squares.
Moreover, if the operator matrix (4.8) has k negative squares, then one can
choose  such that the equality holds in (4.7).
Proof. Let Zj :=[λj1IKj , . . . , λjnIKj ], where λj = (λj1, . . . , λjn) ∈ Bn for any
j = 1, . . . , m. Then relation (4.6) is equivalent to CjF(λj ) = Bj(λj ), j = 1,
2, . . . , m. On the other hand, the operator matrix (4.5) becomes
∞∑
p=0
∑
|α|=p
λiαλ¯jα(CiC
∗
j − BiB∗j ) =
CiC
∗
j − BiB∗j
1 − 〈λi, λj 〉Cn .
It is easy to see that, in our particular case, the condition in the hypotheses of The-
orem 4.1 is equivalent to kerC∗j ⊂ kerB∗j , j = 1, . . . , m. Now, using Theorem 4.1,
we complete the proof. 
We should mention that the case n = 1 was considered by Ball [10] and by Ball–
Gohberg–Rodman in their book [11]. On the other hand, in the particular case when
k = 0,H =K, andCj = IH, j = 1, 2, . . . , m, we find again the result from [6,14].
Theorem 4.4. Let {λj }j∈J be distinct elements in Bn and let Bj , Cj ∈ B(H,K),
j ∈ J, such that kerC∗j ⊂ kerB∗j , j ∈ J, where H,K are Hilbert spaces. Then
there exist a Hilbert spaceL, an operator F =∑α∈F+n Sα ⊗ F(α) in F∞n ⊗¯B(L,H)
with ‖F‖  1, and an inner operator  =∑α∈F+n Sα ⊗(α) in F∞n ⊗¯B(L,H)
such that
dim[(F 2(Hn)⊗L)]⊥  k
and
CjF(λj ) = Bj(λj ), j ∈ J,
if and only if the kernel
K({hj }j∈J , {h′j }j∈J ) :=
∑
i,j∈J
〈
CiC
∗
j − BiB∗j
1 − 〈λi, λj 〉 hj , h
′
i
〉
for any {hj }j∈J , {h′j }j∈J inH such that {j : hj /= 0} is finite, has at most k negative
eigenvalues.
Proof. Mimic the proof of Theorem 4.1, using for X the space of all families
{Tj }j∈J , where Tj ∈ B(K,H) and {j : Tj /= 0} is finite, and Ai({Tj }j∈J ) :=
{λjiTj }j∈J , i = 1, . . . , n, where λj = (λj1, . . . , λjn) ∈ Bn, j ∈ J . 
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5. Carathéodory–Fejér interpolation for meromorphic operators
Let p :=∑|α|m Sα ⊗ B(α) and q :=∑|α|m Sα ⊗ C(α) be polynomials in F∞n ⊗¯
B(H) of degree m. Notice that if F :=∑α∈F+n Sα ⊗ F(α) and  :=∑α∈F+n Sα ⊗
(α) are in F∞n ⊗¯B(L,H), then qF and p have the same Fourier coeficients of
order α, |α|  m, if and only if∑
γ,β∈F+n
βγ=α
B(β)(γ ) =
∑
γ,β∈F+n
βγ=α
C(β)F(γ ) for any α ∈ F+n , |α|  m. (5.1)
We denote by PPm the orthogonal projection on Pm := span{eα : |α|  m} ⊂
F 2(Hn).
Theorem 5.1. Let k be a nonnegative integer and let p, q be polynomials in F∞n ⊗¯
B(H) of degree m such that if q∗h = 0 for some h ∈ Pm ⊗H, then p∗h = 0. Then
there exist a Hilbert spaceL, some operators F and in F∞n ⊗¯B(L,H) such that:
(i) ‖F‖  1;
(ii)  is inner with dim[(F 2(Hn)⊗L)]⊥  k;
(ii) qF and p have the same Fourier coeficients of order α, |α|  m, if and only
if the number of negative eigenvalues of the operator
(PPm ⊗ I )(qq∗ − pp∗)|Pm ⊗H (5.2)
does not exceed k. Moreover, if the operator (5.2) has k negative eigenvalues,
then one can choose  such that dim[(F 2(Hn)⊗L)]⊥ = k.
Proof. Let X :=Pm ⊗ B(H). For each g ∈ Pm ⊗H, g :=∑|α|m eα ⊗ hα , de-
fine Dg ∈L(X,H) by setting
Dg(eβ ⊗ Y ) :=
∑
|α|m
〈eα, eβ〉Yhβ
for any Y ∈ B(H) and β ∈ F+n , |β|  m. Define the linear space
D :={Dg : g ∈ Pm ⊗H}.
Let Ai ∈ L(X) be defined by Ai :=PPmRi |Pm ⊗ IB(H). An easy computation
shows that, if |β|  m, then
RAiDg(eβ ⊗ Y )=Dg(PPmRieβ ⊗ Y )
=
∑
|α|m
〈eα, eβgi 〉Yhα
=
∑
|γ |m−1
〈eγ , eβ〉Yhγgi
=D(R∗i ⊗I )g(eβ ⊗ Y ).
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Since Pm ⊗H is invariant to each R∗i ⊗ I , i = 1, . . . , n, we have RAiD ⊂ D,
i = 1, . . . , n. Let x, y ∈ Pm ⊗ B(H) be defined by x :=∑|α|m eα ⊗ C∗(α) and
y :=∑|α|m eα ⊗ B∗(α). Condition (i) of Theorem 3.1 means that there exist F =∑
α∈F+n Sα ⊗ F(α) and  =
∑
α∈F+n Sα ⊗(α) in F∞n ⊗¯B(L,H) with ‖F‖  1,
such that, for any g :=∑|α|m eα ⊗ hα ∈ Pm ⊗H,∑
α∈F+n
∗(α)DgAα˜y =
∑
α∈F+n
F ∗(α)DgAα˜x. (5.3)
Since Dg(eβ ⊗ Y ) = 0 if |β| > m, a simple calculation shows that
∑
γ∈F+n
F ∗(γ )DgAγ˜ x=
∑
γ∈F+n|γ |m
F ∗(γ )Dg

 ∑
β∈F+n|βγ |m
eβγ ⊗ C∗(β)


=
∑
γ∈F+n|γ |m
F ∗(γ )

 ∑
β∈F+n|βγ |m
C∗(β)hβγ


=
∑
|α|m

 ∑
γ,β∈F+n
βγ=α
F ∗(γ )C
∗
(β)

 hα.
Therefore, relation (5.3) is equivalent to
∑
|α|m

 ∑
γ,β∈F+n
βγ=α
∗(γ )B
∗
(β)

 hα = ∑
|α|m

 ∑
γ,β∈F+n
βγ=α
F ∗(γ )C
∗
(β)

hα (5.4)
for any {hα}|α|m ⊂H. Now it is clear that (5.4) is equivalent to (5.1). For any Dg
in D, g :=∑|α|m eα ⊗ hα ∈ Pm ⊗H , we infer that
∑
|α|m
‖DgAα˜y‖2H=
∑
|α|m
∥∥∥∥∥∥∥∥
Dg
∑
β∈F+n|βα|m
eβα ⊗ B∗(β)
∥∥∥∥∥∥∥∥
2
H
=
∑
|α|m
∥∥∥∥∥∥∥∥
∑
β∈F+n|βα|m
B∗(β)hβα
∥∥∥∥∥∥∥∥
2
H
.
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On the other hand, we have
∥∥∥∥∥∥p∗

∑
|β|m
eβ ⊗ hβ


∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥
∑
|α|m
(S∗α ⊗ B∗(α))

 ∑
γ∈F+n|αγ |m
eαγ ⊗ hαγ


∥∥∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥
∑
|γ |m
eγ ⊗

 ∑
α∈F+n|αγ |m
B∗(α)hαγ


∥∥∥∥∥∥∥∥
2
=
∑
|γ |m
∥∥∥∥∥∥∥∥
∑
α∈F+n|αγ |m
B∗(α)hαγ
∥∥∥∥∥∥∥∥
2
.
Therefore, (3.1) is equivalent to
∥∥∥∥∥∥p∗

∑
|β|m
eβ ⊗ hβ


∥∥∥∥∥∥  M
∥∥∥∥∥∥q∗

∑
|β|m
eβ ⊗ hβ


∥∥∥∥∥∥
for some M > 0, which is equivalent to the fact that if q∗h = 0 for some h ∈ Pm ⊗
H, then p∗h = 0. Let g :=∑|α|m eα ⊗ hα and f :=∑|α|m eα ⊗ kα be in Pm ⊗
H. We have
K(Dg,Df )=
∑
|α|m


〈 ∑
β∈F+n|βα|m
C∗(β)hβα,
∑
β∈F+n|βα|m
C∗(β)kβα
〉
−
〈 ∑
β∈F+n|βα|m
B∗(β)hβα,
∑
β∈F+n|βα|m
B∗(β)kβα
〉
=
〈
(qq∗ − pp∗)
( ∑
β∈F+n|β|m
e(β) ⊗ hβ
)
,
∑
β∈F+n|β|m
e(β) ⊗ kβ
〉
= 〈(qq∗ − pp∗)g, f 〉 .
Now, using Theorem 3.1 we can complete the proof. 
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Let E be a left initial segment in F+n , i.e., whenever α = βγ ∈ E, then β ∈ E. An
extension of Theorem 5.1 can be obtained if we replace Pm by span{eα : α ∈ E}.
Notice that the later space is invariant under Ri, i = 1, . . . , n. The proof is exactly
the same.
Corollary 5.2. If n = 1, H = C, and the operator (5.2) has k negative eigen-
values, then one can choose  ∈ H∞ to be a Blaschke product of order k.
Let us remark that the case n = 1, q = I was considered by Krein and Langer in
[18], and by Adamian–Arov–Krein [2]. If k = 0 and q = I we find again Theorem
4.1 from [27]. If, in addition, n = 1 we find Theorem 3.4 from [36]. The case when
k = 0, n = 1, and q = I corresponds to the classical operator-valued Carathéodory–
Fejér theorem.
6. Rosenblum–Rovnyak restriction theorem for meromorphic operators
An element ϕ ∈ F∞n is called inner if ϕ is an isometry. A family of inner elements
{ϕj : j ∈ J } is called orthogonal if ϕi ⊗ F 2(Hn) is orthogonal to ϕj ⊗ F 2(Hn)when-
ever i #= j . A complete description of the invariant subspace structure of F∞n was
obtained in [22] (even in a more general setting). Consequently, a subspace M of
F 2(Hn) is invariant under S1, . . . , Sn if and only if M =⊕j∈J U∗ϕjU(F 2(Hn))
for some family {ϕj : j ∈ J } of orthogonal inner elements.
In what follows we obtain a meromorphic version in several variables of the ope-
ratorial Rosenblum–Rovnyak restriction theorem [36]. Let 9 ⊂ F 2(Hn) be an in-
variant subspace under S∗i , i = 1, . . . , n, and let B,C ∈ B(9) be such that for any
h1, . . . , hm ∈ 9, a1, . . . , am ∈ C, and m ∈ N, there exits M > 0 such that
∑
α∈F+n
∣∣∣∣∣
m∑
i=1
ai〈S∗αhi, Bhi〉
∣∣∣∣∣
2
 M
∑
α∈F+n
∣∣∣∣∣
m∑
i=1
ai〈S∗αhi, Chi〉
∣∣∣∣∣
2
<∞. (6.1)
Define the linear space
X := {B∗p(S1, . . . , Sn)∗|9 + C∗q(S1, . . . , Sn)∗|9 : p, q ∈ P} .
Let D be the linear subspace of L(X,C) generated by {Dh,k : h, k ∈ 9}, where
Dh,kX :=〈Xh, k〉. According to the polarization identity, we deduce that D =
span{Dh,h : h ∈ 9}.
Let D :=∑mj=1 ajDhj ,hj and D′ :=∑pj=1 bjDkj ,kj be arbitrary elements in D.
Define the kernel K : D×D→ C by setting
K(D,D′) :=
∑
α∈F+n
m∑
i=1
p∑
j=1
ai b¯j
×
[
〈hi, SαChi〉
〈
kj , SαCkj
〉− 〈hi, SαBhi〉 〈kj , SαBkj 〉] . (6.2)
194 G. Popescu / Linear Algebra and its Applications 357 (2002) 173–196
Theorem 6.1. Let k be a nonnegative integer, 9 ⊂ F 2(Hn) be an invariant sub-
space under each S∗i , i = 1, . . . , n, and let B,C ∈ B(9) be such that (6.1) holds.
Then there exist a Hilbert spaceL, some operators F and in F∞n ⊗¯B(L,C) such
that:
(i) ‖F‖  1;
(ii)  is inner with dim[(F 2(Hn)⊗L)]⊥  k;
(iii) P9F(C ⊗ IL) = P9(B ⊗ IL)
if and only if the kernel K defined by (6.2) has at most k negative squares. Moreover,
if the kernel defined by (6.2) has k negative squares, then one can choose  such
that dim[(F 2(Hn)⊗L)]⊥ = k.
Proof. LetAi ∈ L(X), i = 1, . . . , n, be defined byAiX :=XS∗i |9, X ∈ X. A sim-
ple computation shows that
RAiDh,kX = Dh,kXS∗i |9 = 〈XS∗i h, k〉 = DS∗i h,kX.
Since 9 is invariant under each S∗i , i = 1, . . . , n, we infer that RAiD ⊂ D. Let
x :=C∗, y :=B∗, and notice that condition (3.1) of Theorem 3.1 is equivalent to
(6.1).
On the other hand, condition (i) of Theorem 3.1 shows that there exist F =∑
α∈F+n Sα ⊗ F(α) and  =
∑
α∈F+n Sα ⊗(α) in F∞n ⊗ B(L,C) such that, for any
h, k ∈ 9, we have∑
α∈F+n
F ∗(α)Dh,kAα˜C
∗ =
∑
α∈F+n
∗(α)Dh,kAα˜B
∗. (6.3)
Now, notice that, for each l ∈L,∑
α∈F+n
〈
F ∗(α)Dh,kAα˜C
∗, l
〉
=
∑
α∈F+n
〈C∗S∗αh, k〉
〈
F ∗(α)(1), l
〉
=
∑
α∈F+n
〈(C∗S∗α ⊗ F ∗(α))(h⊗ 1), k ⊗ l〉
=
∑
α∈F+n
〈(C∗ ⊗ IL)(S∗α ⊗ F ∗(α))(h⊗ 1), k ⊗ l〉
=〈h⊗ 1, F (C ⊗ IL)(k ⊗ l)〉.
Since a similar equality holds for, equality (6.3) implies P9F(C ⊗ IL) = P9×
(B ⊗ IL) and the proof is complete. 
Corollary 6.2. When n = 1 and the kernel defined by (6.2) has k negative squares,
then F, ∈ H∞,  is a Blaschke product of order k, and P9FC = P9B.
Remark 6.3. Theorem 6.1 holds true if we replace S1, . . . , Sn ∈ B(F 2(Hn)) with
B1, . . . , Bn ∈ B(K) (K is a Hilbert space) in (6.1), (6.2) and 9 ⊂K is an invari-
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ant subspace under each B∗i , i = 1, . . . , n. In this case, the relation corresponding
to (iii) holds in the weak operator topology.
Let us mention that Theorem 6.1 was obtained by Rosenblum and Rovnyak [36]
in the particular case when k = 0, n = 1, and by the author [29] when k = 0, n  2.
We remark that our indefinite noncommutative Nudel’man type theorem can also be
used to obtain boundary interpolation problems of Loewner type for the multiplier
algebra 	(F∞n ) (for the definite case k = 0, see [38] if n = 1, and [29] if n  2).
We leave this task to the reader.
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