Clustering is a common natural phenomenon. In microcosms, the nucleus is formed by the aggregation of nuclear particles through strong interactions, which can be illustrated by Yukawa potential. Inspired by this clustering phenomenon, we propose a novel dynamic clustering algorithm based on Yukawa potential (Yupc). Each data object is regarded as a particle following the basic rules of movements in the Yukawa potential field. After several time intervals, similar objects gradually aggregate together and form clear clusters. Yupc neither relies on any assumption of data distribution, nor prescribes any specific number of clusters. Natural clusters of different shapes, densities, sizes, numbers and distributions can be detected by Yupc, reflecting the intrinsic structure of the original data set. In addition, we propose a framework to automatically find appropriate parameters for Yupc. Experiments performed on synthetic and real-world data show that this approach outperforms existing algorithms, especially in data sets with arbitrary kinds of clusters.
Introduction
Clustering is an important task in data mining. It groups data objects so that every object within a group is similar to one another and different from the objects in other groups [1] . Over the past few decades, multiple models and algorithms have been proposed in this area, e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 11] . One of the popular approaches is to assume that the data set can be organized into groups, and search for clusters based on specific property assumptions(e.g.,Gaussian or uniform). Algorithms based on this approach yield good results when the underlying clusters follow the same approximate distribution as assumed. However, the lack of a-priori knowledge problems usually exist in real-world scenarios, and there are usually many aspects that characterize the targets of a clustering task. Thus it is difficult for a single clustering solution to capture all aspects of a given clustering problem due to the algorithmic peculiarities.
In this paper, we consider the task of designing an algorithm capable of detecting clusters of different shapes, densities, sizes, numbers and distributions, and even with outliers within a single data set. We observed that objects in nature can form natural clusters by following some basic laws no matter how different they are initially. Inspired by the adaptability of natural clustering phenomena, we propose a new clustering method Yupc to make use of universality of natural clustering behaviors.
The basic idea is to regard data objects as particles with the same mass. At the initial time, every data object stays in its original position. The dynamic interaction begins when the Yukawa potential field is aroused. Then at each time step, similar objects attract each other intensely and change their positions accordingly. When a group of aggregated objects cease to interact with outside objects, a natural cluster has been formed. After a period of time, the whole data set can be grouped into several distinct natural clusters that truly reflect the intrinsic structure of the data set. Outliers can be identified at the very beginning of the dynamic approach because they hardly interact with other objects. Figure 1 shows a 2-dimentional example of the dynamic process of Yupc over time. Figure 1 (a) shows an early time step. Figure 1 (b) shows a latter one. Consider three objects 1 , 2 , and 3 in Figure 1 (a). 1 and 2 are members of a cluster while 3 is an outlier. For objects at the boundary of the cluster such as 1 , it can be noted that all of its neighbors within the effective range of Yukawa potential (the circle) are in the direction of the cluster center. 1 will then tend to move towards the center of the cluster. For objects near the center of the cluster, such as 2 , the attractive interactions are partly balanced by those of nearby objects. Objects close to each other have stronger attractive interactions. Thus, similar objects will aggregate and form natural clusters. For outliers, such as 3 , there is no neighbor within the effective boundary.
3 , then, maintains its position and does not interact with other objects at any time step. Figure 1 (b) shows a stable cluster (red points).
The main contributions of this paper are as follows: 1) We propose a novel dynamical clustering algorithm, Yupc, based on Yukawa potential. Natural clusters of various shapes, densities, sizes, and distributions can be found by Yupc, which truly reflects the intrinsic structure of the data set.
2) Yupc is robust against outliers. Due to differences 3) A framework for automatically finding proper parameters for Yupc is also proposed. Experimental results demonstrate the effectiveness and adaptability of Yupc.
The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 defines the basic ideas and formulations of Yupc. Section 4 presents the processes of Yupc in detail. Section 5 presents experimental results. Section 6 presents the conclusions.
Related Work
In the past several decades, numerous clustering algorithms based on various theories have been proposed. Here, we present a brief survey on some major directions of clustering algorithms most relevant to our research. We also briefly introduce related works on the Yukawa Model and statistical thermodynamics used in our research.
K-means-like clustering: K-means [2] is a well-known clustering algorithm and has many variations. K-means is suitable to detect spherically Gaussian clusters and the number of clusters must be predefined by the user. X-means [12] improves K-means by automatically defining the number of clusters. G-means [13] based on a statistical test for the hypothesis that a subset of data follows a Gaussian distribution, and can deals with non-spherical Gaussian clusters.
Density-based clustering: Density-based clustering locates regions of high density separated from one another by regions of low density [1] . DBSCAN [4] uses the neighborhood and minimum number of points(MinPts) within to detect high-density regions. It is relatively resistant to noise and can handle clusters of arbitrary shapes and sizes. As it uses a global density threshold, DBSCAN can not detect all the clusters with various densities. OPTICS [8] creates an augmented ordering of the database representing its densitybased clustering structure and is not limited to one global parameter setting. DENCLUE [10] is based on kernel density estimation. Clusters detected by DENCLUE are defined by a local maximum of the estimated density function.
Natural-law-based clustering:
Natural-law-based clustering is a kind of clustering model inspired by dynamic interactions in the natural world. The similarity measures of these methods are usually based on various natural models, such as the gravitational model [14, 15, 16, 17, 18, 19] , synchronous model [20, 21] , and swarm intelligence model [22, 23, 24, 25] . The idea of exploiting natural interactions in clustering was first proposed by W. E. Wright [14] , who introduced gravitational clustering. Gravity-based algorithms may deliver favorable clustering qualities as the optimal parameter settings are not sensitive to the data distribution. However, they are faced with the "black hole" problem [17] . When there is a cluster of extremely high density within a data set, all points attracted and form only one, reminiscent of a black hole. Oyang et al. [15] introduced the air resistance to the gravity model to deal with the black hole problem. Based on synchronization, Sync [21] can detect clusters of arbitrary shape and number. Sync restricts the interactions within the -neighborhood of each object to avoid global synchronization, similar to the black hole problem. According to the synchronization model, the larger the distance between an object and its neighbors, the stronger is the interaction imposed. That is, the attraction increases as the distance between objects increases, and becomes zero when the distance is more than . Thus, the value of is essential to clustering. The minimum description length principle is introduced to identify the best value for and achieve automatic clustering for Sync. However, under some circumstances, when the size of the clusters differ greatly, it can be difficult to identify an optimal value for . This method is similar to our own work in that both models define a neighborhood and clustering using dynamic movement. However, the models differ in two ways. First, our approach assumes that attraction declines with increased distance, while Sync assumes that it increases. Second, our method invites probability transition to simulate the movement of particles and reduce the negative impacts of interferential points. These two differences allow our approach to provide better results than Sync when the size of clusters differs greatly. Li et. al. [26] proposed a dynamic clustering approach (MDA) based on molecular kinetic theory. In MDA, the attractive and repulsive forces both decline as the distance between data objects increases. In the process of detecting clusters, MDA merge points into unions by the global threshold of average 1 and forms clusters by comparing SSE [1] measures between unions. The parameters of MDA are difficult to set. M. Omran et al. [22] proposed a dynamic clustering approach(DCPSO) based on particle swarm optimization(PSO). DCPSO partitions the data set to a large number of small clusters, and then applies K-means on small clusters to get final results. A. Abraham et al. [23] propose a multi-elitist strategy for searching the global best of the PSO for clustering. Y. Yang et al. [24] proposed a clustering en-semble model using ant colony algorithm with validity index and ART network, which can find a appropriate number of clusters and reduce outliers.
Yukawa model and Statistical thermodynamics: Hideki Yukawa [27] proposed the famous meson theory and Yukawa potential to describe the interactions and potential field of particles within nucleus. Within a certain influential distance, particles interact intensely with each other and produce potential fields. The existence of Yukawa potential attract particles together to form stable nucleus. Statistical thermodynamics [28] is a branch of physics that applies probability theory to study the behavior of a large number of particles in microcosm. It provides a framework for relating the probability distribution of individual particles to the energy of their states. Following natural laws, particles tend to gather in places with relatively lower energy. Inspired by natural clustering, we propose a novel clustering model by simulating microcosm interactions under the Yukawa potential field.
Clustering based on Yukawa Potential
In microcosms, particles within the effective range of each other's Yukawa potential will be attracted to each other by strong forces, and change their positions accordingly. After a period of time, similar particles are grouped together and form all kinds of distinct clusters. Inspired by this phenomenon, we explore clustering by simulating particle interaction behaviors under Yukawa potential field conditions. In this section, we introduce the Yukawa potential model and define the basic notions and formulations of the dynamic clustering model based on Yukawa potential.
Yukawa Model
The Yukawa model [27] describes the attractive interactions between particles within a nucleus, also called strong interactions. It is the strongest of the four fundamental natural interactions that bind particles together to form stable nucleons. The Yukawa potential is defined as follows:
where is the coupling strength, > 0. stands for the effective range, and is the distance between particles. The value of Yukawa potential is always negative, denoting that the force between particles is attractive. According to equation 3.1, the attractive interaction between objects decreases with distance and becomes 0 when the distance is greater than the effective range. It is analogous to the similarity of clustering: the closer the objects, the higher the similarity. The similarity decreases with the distance and can be ignored when the distance is great enough.
The properties of the Yukawa model explain the status of the nucleus: particles within the same nucleus are intensely attracted by strong interaction; particles in different nuclei have no interaction because the distance is more than the effective range. The existence of the effective range can avoid the "black hole" [17] problem. A dense area (analogous to "black hole") has a limited range of interactions and can not cause all the objects to aggregate. Let be the effective range of Yukawa potential, be the data set, and be a data object in . Objects within the effective range of can be denoted as -neighbors:
Theneighbors of an object ∈ , denoted by ( ) , is defined as follows:
. To apply Yukawa potential to the data space, each data object is regarded as a particle with the same mass. is a constant and simply set to 1. In the physical world, ( , ) > 0 because every object has its own volume. To simplify the simulation, let be the minimum value of 1-nearest neighbor (1-NN) distances (above zero) of all the objects in the original data set. The pair-wise potential function in the data space is defined as follows:
( ), the pair-wise potential of and is defined as
The resultant potential of an object is the summation of all the pair-wise potentials of its neighbors.
DEFINITION 3.3. ( -potential): The -potential of an object
∈ is the sum of all the pair-wise potentials within its effective range ,denoted as follows:
For an object within a dense area, the -potential is relatively lower according to Definition 3.3. A place with a lower potential is likely to attract nearby objects to form a clear natural cluster. By applying Yukawa potential in original data space, the relationship of local data distributions can be well represented. As time passes, each object interacts with its neighbors and tend to transit to a position with lower potential. Figure 2 shows an example of the Yukawa potential field. For simplicity, a 2-dimensional data set is considered. = 0.5, = 0.11. Let 1 denoting a neighbor relatively far away from other neighbors 2 , ..., . Figure 2 
Dynamic Transition
The dynamical interaction begins by arousing the Yukawa potential field in the data space. At each time step, similar objects attract each other and move to new positions.
A naive method to simulate the continuous movements of these objects is introduced in algorithms [15, 18, 19] . First, the resultant force must be calculated and a period of time (Δ ) must be chosen. Then at each time step, objects move to new positions following Newton's laws of Motion. However, it is difficult to determine Δ because the longer Δ becomes, the worse the accuracy of calculation and the shorter Δ becomes, the longer the calculation time takes [18] . In addition, objects can collide with each other, complicating the simulation.
We observed another way to describe movements in nature: transition by probability. According to thermodynamics [28] , objects have a higher probability of appearing positions with lower energy. A position with lower energy is more stable, and objects have a greater chances of aggregating in a stable position. Transition by probability is simple to simulate because it does not require continuous time. In this model, we introduce a dynamic transition model to simulate the movement of objects in a Yukawa potential field.
Let be the time step of this evolvement ( ≥ 0). At the initial time ( = 0), an object has an initial position according to the original data set denoted by (0). At each time step , the object will change its position. We propose a sampling method to generate the candidate-set of new positions that represent the local distribution of an object . 
After sampling times, the candidate-set of the object is the union of its own position and all of the , denoted by
Each position in is representative of a set of objects attracting in the potential field. As objects tend to have a higher probability of appearing in a position with lower energy, Yukawa potential can be a good way to evaluate the importance of each candidate. For itself, the Yukawa potential is calculated by Eq. 3.4. For other position in , the potential value is the resultant potential of ( ) at the position of , provided as follows: 
A candidate with a lower potential will have a higher probability of being chosen. It is dovetailed with the minimum energy principle [28] . According to this principle, a position is more stable than other positions if its energy is lower. That is, objects in positions with relatively low potentials will have higher probabilities of staying where they are.
3.3 Building Natural Clusters As time evolves, objects gradually aggregate in positions with relatively lower potentials. A natural cluster can be regarded as a relatively independent system that objects inside the system interact with each other but do not interact with objects from outside. That is, the objects within a group be similar to one another and different from the objects in other groups.
To measure how close(similar) a group of objects are, we use the minimum pair-wise distance of the original data set as a threshold. First we define the pair-wise closeness: A cluster can be regarded as an independent system, that does not interact with outside objects. Once a cluster has been found, we remove it from the data set and continue the clustering with the remaining objects. Outliers are objects that do not interact with (are not similar to) any other objects. They can be found at the beginning of the clustering process.
Handling Interferential Points
Interferential points are the points that happen to be in the -neighborhood of an object but are dissimilar to the majority of objects in that neighborhood. In some circumstances, when the effective range is too big, the -neighbors of an object may include a few objects from other natural clusters. This situation occurs frequently, especially when clusters of different sizes are close to each other. In order to test the chaining effect, some interferential points are often deliberately added to data sets to connect two clusters that should be separated.
The existence of interferential points will reduce the accuracy of a clustering algorithm. Yupc can greatly diminish the negative influence of interferential points. First, applying a sampling method to generate candidate sets ensures the existence of some representative points not influenced by interferential points. Second, the Yukawa potential of a point tends to be lower if it represent a local dense area well. A good representative point will have a bigger weight during transition. Thus, the process of candidate generation and Yukawa potential render Yupc robust against interferential points, and ensure a wide range for the optimal value of .
Let denote the number of interferential points in ( ) of an object ∈ ( ≪ | ( )|). At each time, sampling | | objects one by one without replacement from ( ). After times of sampling, we get samples.
The probability that all of the objects in are normal is
, while the probability that contains some interferential points is = 1 − . 
denote the number of samples that contain interferential points.
follows the binomial distribu-
Using the Chernoff bound [29] , for all 0 < ≤ 1,
As the number of interferential points ≪ | ( )|, so 0 < < 1 2 , we set = 1 and [ ] = ⋅ into inequality 3.9 to obtain (3.10)
Theorem 3.1 is proven. The upper bound of the probability that all of the samples contain interferential points will be smaller if we increase . That is, the probability that there are some candidates that are not influenced by interferential points will be greater. Chernoff bound describes the tail distribution of the random variables, and bounds the probability that the random variable deviates far from its expectation. Let denote this probability. Then 1 − describes the accuracy of the samples, and 1− describes the confidence of the samples. From inequality 3.8 we find
By increasing , the confidence of the samples can be improved, which means the samples well represent the entire population.
Using sampling techniques to generate candidate positions with a relatively high can represent a population well. The probability that there exist some candidates uninfluenced by interferential points can also be increased. For candidates in dense areas, the Yukawa potential will be lower. Therefore a candidate that is not influenced by interferential points may have a greater probability to be chosen.
The Yupc Algorithm
In this section, we formally present the Yupc algorithm.
The Process of Yupc
The basic idea behind Yupc is that each data object is regarded as a natural particle . As time passes, similar objects naturally cluster together under Yukawa potential field. The Yupc algorithm involves the following steps 1. At the beginning(t=0), each object remains in the position denoted in the original data set.
2. At each time step, objects interact with each other under the Yukawa potential field and transit to candidate positions of lower potential by probability. As time passes, objects with similar attributes gradually aggregate together and form natural clusters from the intrinsic structure of their distribution.
3. The algorithm terminates when each object in the data set is either a member of a cluster or an outlier.
The Pseudocode of the Yupc algorithm is shown in Algorithm 1.
Automatic Parameter Settings
There are three input parameters in Yupc: the effective range , the sampling ratio , and the sampling time . Parameters and are only associated with the sampling process in candidate generation and have minor impacts on Yupc performance. Low value for and (e.g. = 0.1, = 1) increase the stochastic volatility. We recommend choosing relatively large and values. = 0.8, = 10 were used in all experiments.
One key parameter that greatly influences the accuracy of Yupc is the effective range . A small may break natural clusters into several parts, while a large may incorrectly merge different natural clusters. Let increase step by step until all objects form a single cluster. The number of clusters found by Yupc will decrease. If there exists a clustering evaluation that can identify the first step of an incorrect merger of natural clusters, the value in the previous iteration will be a good value for . One framework (AutoF) that automatically finds good values for involves the following steps:
1. Let equal to a small value Δ in a data set. 2. In each iteration, let = + Δ , and run Yupc. 3. Apply an unsupervised clustering evaluation method to evaluate the results of Yupc and search for the moment of an incorrect merger of natural clusters.
Algorithm 1 Yupc( , , , )
Input: : the original dataset; : the effective range; : the sampling ratio; : the sampling times. Output: cluster set and outlier set .
1: Set to be the minimum pair-wise distance above zero of the original data set ; 2: while | | > 0 do 3: for each object ∈ do 4: =CandSet( ( ), , )
Compute the probability-set using Eq. 3. 4. If an incorrect merger is found, then = − Δ is a good value for Yupc. If not, go back to step 2 and continue iteration until all objects form a single cluster.
The number of natural clusters in a data set can be found by identifying the number of clusters for which there is a knee, peak, or dip in the plot of the evaluation measure [1] . One of the unsupervised methods for clustering evaluation is SSE [1] . In determining , the first clear knee in the SSE plot can be an incorrect merger. There are many ways to identify knees in SSE plot. A simple way is to search for the first point on the plot of ∑ 1 when the slop multiplied times( is the number of clusters). The appropriate values for Δ and are independent of data sets. In all experiments, we set Δ = average 4-nearest neighbor distance(4NN) − 3-nearest neighbor distance(3NN)of the original data set and = 5 on experiences. By applying SSE to the AutoF framework above, automatic clustering can be achieved. However, when clusters are intertwined or nested, the knees in the SSE curve are not very clear. We can search for other evaluation models that are suitable to certain data sets to take the place of SSE and achieve automatic clustering.
Runtime Complexity
The runtime complexity of the Yupc algorithm is ( 2 ⋅ ), where is the total number of objects in original data set, and is the number of time steps. In most cases, is small (2 ≤ ≤ 20) . Combined with the automatic parameter settings framework, the total runtime complexity is ( 2 ⋅ ⋅ ) where is the iteration number when automatically search for appropriate parameters.
Experiments
In this section, we compare the performance of Yupc with five methods, including two nature-law based algorithms Sync [21] , MDA [26] and three other well-known algorithms, X-means [12] , DBSCAN [4] , EM [3] on synthetic and real-world data. We implemented Yupc and MDA in java and obtained Sync source code from the authors. EM, X-means, and DBSCAN were implemented in WEKA(http://www.cs.waikato.ac.nz/ml/weka). We also applied the AutoF framework for automatic parameter settings and compared the clustering results of Yupc(Auto) to those of other algorithms. All experiments were run on a personal computer with 2.0GB RAM and 2.69GHz CPU. In this section, each dimension of data sets have been normalized to [0, 1] . The Euclidean distance measure is used in all experiments.
We evaluate the clustering results by three popular measures: normalized mutual information (NMI), Jaccard Coefficient (J), and F1 measure [30, 1] . For these measures, higher values represent better results. Based on informationtheoretic, NMI measures how closely the clustering algorithm could reconstruct the underlying label distribution in the data. It takes the value of 1 when the two clustering results are identical and 0 when the two clustering results are independent, i.e. share no information about each other. Let Ω denote the cluster assignments, be the number of clusters, denote the underlying class labels, be the number of classes, and be the total number of objects. The NMI [30] measure is
, where
The second measure is Jaccard Coefficient =
01+ 10+ 11
, where 11 is the number of objects belonging to the same cluster as the underlying class labels, 01 and 10 are the number of objects belonging to clusters different from the underlying class labels. The third one is 1 measure:
,where represents the Recall and represents the Precision.
Synthetic Data

Comparison to State-of-the-art Clustering
We generated two 2-dimentional data sets: "Mix" and "MixD" presented in Figure 3 . The Mix data set contains seven clusters with arbitrary shapes. The red cluster in the bottom-right follows the Gaussian distribution while the other clusters are generated by uniform distribution. Ten interferential points were added between two spherical clusters in the top-left of the data set to test whether the algorithm would connect two spherical clusters through the chaining-effect. Ten outliers were distributed around the whole data set. The Mix data set is to test whether an algorithm can detect arbitrary shaped clusters in a noisy data set.
The MixD data set contains five clusters that differ greatly in densities and sizes, including a huge cluster on the left generated by Gamma distribution, which has relatively low density, and four small clusters on the right respectively generated by normal distribution, Gaussian distribution, and chi-square distribution with relatively high density. The volume of the largest cluster is ten times greater than the volume of the minimum cluster. The MixD data set is generated to test whether an algorithm can handle data set with clusters of arbitrary sizes and distributions. Figure 4 shows the clustering results on the Mix data set. All of the seven clusters were correctly detected by our approach, as presented in Figure 4(a)(b) . Yupc does not suffer from the chaining-effect and separated the two spherical clusters at the top-left of the data set. Figure 4 (c) shows the result of Sync combined with MDL(minimum description length) which performed clustering automatically with no input parameters. Four clusters were found by Sync(auto), some of which were the combinations of naturally separated clusters. This is because the value of neighborhood chosen by MDL is too large for this task. By changing the value of , better results can achieved as shown in Figure 4 (d). We tried a wide range of parameter settings for MDA. The best results are shown in Figure 4 (g). Natural clusters, roughly, were found by MDA. However, many objects belonging to clusters remain separated as small unions of points or as outliers, represented by black points. The reason for this lies in the fact that the combination of small unions only occurs when the SSE values can be reduced after combination. It is very strict and will easily separate big clusters. The best DBSCAN results,with = 0.03 and = 6, are presented in Figure 4 (f) . Two spherical clusters are combined by DBSCAN, and some members of the Gaussian cluster are detected as outliers. Figure 4 (g) shows X-means clustering results. X-means found four clusters, some of them the combination of unconnected natural clusters. The EM algorithm divides the data set into dozens of small clusters and can be considered unsuitable for this clustering task (Figure 4(h) ) .
The evaluations of natural law based clustering algorithms on Mix data set are presented in Table 1 . From this table we can see that Yupc achieve better performance than Sync when automatically determine parameters. We iteratively change the parameters and present the results with the highest F1 values of three algorithms. Yupc and Sync both perform very well when manually set parameters. Figure 5 shows the clustering results on the MixD data set. Five clusters were successfully deteced by Yupc. All the members of the four dense clusters on the right have been correctly detected with the = 1. For the biggest cluster with relatively low density on the left, most objects were detected as part of a single cluster while a few are attracted to other high density clusters. Sync does not work well on MixD, as it is showed in Figure 5 (c). The biggest cluster on the left has been broken into small clusters. If we increase to detect most members of the biggest cluster, two small clusters on the right become merged together, as shown in Figure 5(d) . The reason for this is that, in Sync, the larger the distance between an object and its neighbors, the stronger the interaction. That is, the attraction increases as the distance between objects increases. A large , then, will combine all the small clusters within the radius. So it becomes difficult to choose a proper value for if the size of clusters differs greatly. Figure 5 (e) presents the clustering results of MDA. The biggest cluster, on the left, was detected as small unions of objects and outliers. Figure  5 (g) shows the result of X-means. Small clusters on the left were merged and the big cluster on the right was separated. We obtain better results from DBSCAN when = 0.055 and = 6. Six clusters were found by DBSCAN. Fortyfive objects from the biggest cluster were detected as outliers. The results of EM( Figure 5 (h)) were not good. Many natural clusters were broken into small pieces. Table 2 shows the performances of natural-law based clustering algorithms on MixD data. Yupc archived the best performance of all of these algorithms. first cluster has 459 objects including 438 objects from Benign class and the second cluster has 222 objects including 216 objects from Malignant class. The average precision= 0.9608, recall= 0.9575, and F1 = 0.9592. As it shown in Table 3, the YupC and Sync algorithms both achieved the best results on Wisconsin data when was manually set. MDA did not work well with Wisconsin data. Assume the ground truth is unknown , we can use automatic algorithms. Automatic clustering results of Yupc and Sync are also presented in this table. The F1 value of automatic Yupc is much better than the F1 value of automatic Sync. We tried a wide range of parameter setting for DBSCAN, and obtain the highest F1 value when = 0.51 and = 4. For EM, we set the number of clusters = 2. All the evaluation results are presented in Table 3 .
Wine Data
The wine data set are the results of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. The analysis determined the quantities of 13 constituents found in each of the three types of wine. There are 178 instances in total, with 59 instances from class 1, 71 instances from class 2, and 48 instances from class 3. The number of attributes is 13. We use F1 evaluation to procure the best parameter settings and present the results in the Table 4 . The number of clusters is set to 3 for EM. EM achieved the best results, We use F1 evaluation to procure the best parameter settings and present the results in Table 5 . Yupc achieved the best results and found 5 clusters: cp(recall=0.9790, precision=0.9524), im(recall=0.8442, precision=0.6566), om(recall=0.75, precision=1.0), omL(recall=0.8, precision=1.0), and pp(recall=0.8846, precision=0.9020). Class imL(2 instances) was detected as outliers and class imS(2 instances) and imU(35 instances) were attracted by other clusters. The average recall is 0.8036, precision is 0.7698, F1 is 0.7863. The detailed performances of EM(the number of clusters is set to 4), DBSCAN ( = 0.22 , = 11) and XMEANS are presented in Table 5 . Automatic Yupc and Sync did not work well with Ecoli data. Figure 6 shows the run time of Yupc, Sync, MDA, EM, DBSCAN, XMEANS algorithms on three real data sets. The parameter settings are the same with that in table 3, 4,and 5. 
Chaining-Effect and Outlier Handling
The performance of Yupc does not degrade when data sets contain outliers or noise points, e.g. Figure 1 (a) and (b), or with more noise, as displayed in Figure 7 (a). In Figure 7 (a), 100 points are randomly generated as noises (12.5% of the total points), and the clustering result remains stable. These points were detected as outliers and are removed from the original data set at the very beginning of the algorithm. In the case that there are a great number of noises of uniform distribution with a significant density, these points will interact with each other within their effective ranges. As we do not exclude detecting sparse clusters with uniform distribution, they are regarded as clusters with relatively low density instead of outliers.
Some clustering methods may suffer from the problem of chaining effect, e.g. Figure 1 (c), (f) and (g). In Figure 7 (b), we present a data set consists of one big cluster and 10 small clusters connected with each other by 13 links. Yupc successfully found 11 clusters. As these links are regarded as interferential points in Yupc, the process of candidate generation and Yukawa potential render Yupc robust against the chaining-effect. 
Parameter Sensitivity
We propose the AutoF framework for automatic finding good values for the neighborhood , which is the key parameter in Yupc. On the data sets from previous experiments (synthetic data set "Mix" and real data set "Wisconsin"), we varied the effective range and calculate F1 values accordingly. As depicted in Figure 9 , the optimal ranges are wide for evaluation methods such as SSE or F1 to find a good value for s. For Mix data set, the 1 > 0. is relevant to the number of transition candidates. The probability that the random variable deviates far from its expectation will be smaller by increasing . Increasing can also reduce the volatility of random processes and make the clustering result more stable. Figure 10 is the F1 values of = 1 and = 10. The volatility of the red line ( = 10) is smaller than that of the blue line ( = 10). In this paper, we propose a novel dynamic clustering algorithm, Yupc, based on Yukawa potential.Yupc does not rely on any data distribution, and detects clusters by simulating the interaction behaviors of particles under potential field.
Yupc can detect natural clusters of different shapes, sizes, densities, and distributions that reflect the intrinsic structure of the data set. Compared to many well-known algorithms, Yupc shows better performance for most data sets.
A framework for automatic parameter settings is also introduced. Combined with SSE measurement, automatic Yupc can also achieve good results in many synthetic and real-world data sets. There is space for further improvement to scale to large high dimensional data sets.
