We study the problem of universal decoding for unknown discrete memoryless channels in the presence of erasure/list option at the decoder, in the random coding regime. Specifically, we harness a universal version of Forney's classical erasure/list decoder developed in earlier studies, which is based on the competitive minimax methodology, and guarantees universal achievability of a certain fraction of the optimum random coding error exponents. In this paper, we derive an exact single-letter expression for the maximum achievable fraction. Examples are given in which the maximal achievable fraction is strictly less than unity, which imply that, in general, there is no universal erasure/list decoder which achieves the same random coding error exponents as the optimal decoder for a known channel. This is in contrast to the situation in ordinary decoding (without the erasure/list option), where optimum exponents are universally achievable, as is well known. It is also demonstrated that previous lower bounds derived for the maximal achievable fraction are not tight in general.
I. INTRODUCTION
In many situations encountered in coded communication systems, the channel over which transmission takes place is unknown to the receiver. Typically, the optimal maximum likelihood (ML) decoder depends on the channel statistics, and therefore its usage is precluded. In such cases, universal decoders are sought which do not require knowledge of the actual channel, but still preform well just as if the channel was known to the decoder. The design of such universal decoders was extensively addressed for ordinary decoding (without the erasure/list option), see, e.g., [1] [2] [3] , and references therein. For example, for unknown discrete memoryless channels (DMCs), the maximum mutual information (MMI) decoder [1] is asymptotically optimal for ordinary decoding, in the sense that it achieves the same random coding error exponents as the ML decoder. However, for decoders with an erasure/list option, only partial results exist. Notice that for unknown channels the erasure option is attractive in rateless coding methodology, see, for example [4, 5] , in which at every time instant the decoder either makes a decision or decides on erasures and requests additional symbol using feedback.
In this paper, we focus on universal erasure/list decoders proposed and analyzed by Forney for known channels [6] . Previously, Csiszár and Körner [2, Chapter 10, Theorem 10.11] proposed a family of universal erasure decoders and analyzed the resulting error exponents. While this family is in the spirit of the MMI decoder, it does not achieve the same exponents as Forney's optimal erasure/list decoder.
More recently, in [7] , Moulin has generalized this family of decoders and identified few cases in which his universal decoder achieves the same error exponents as if the channel was known. In [8] , Merhav and Feder studied the problem in a more systematic manner. Specifically, they considered the problem of universal decoding with an erasure/list option for the class of DMCs indexed by an unknown parameter θ. They invoked the competitive minimax methodology proposed in [9] , in order to derive a universal version of Forney's classical erasure/list decoder. Recall that for a given DMC with parameter θ, a given coding rate R, and a given threshold parameter T (all to be formally defined later), Forney's erasure/list decoder optimally trades off between the exponent E 1 (R, T, θ) of the probability of total error event, E 1 , and the exponent, E 2 (R, T, θ) = E 1 (R, T, θ) + T , of the probability of undetected error event, E 2 , for erasure decoder (or, average list size for list decoder), in the random coding regime. The universal erasure/list decoder of [8] guarantees achievability of an exponent,Ê 1 (R, T, θ), which is at least as large as ξ · E 1 (R, T, θ) for all θ, for some constant ξ ∈ (0, 1] that is independent of θ (but does depend on R and T ), and at the same time, an undetected error exponent for erasure decoder (or, average list size for list decoder) E 2 (R, T, θ) ≥ ξ ·Ê 1 (R, T, θ) + T for all θ. At the very least this guarantees that whenever the probabilities of E 1 and E 2 decay exponentially for a known channel, so they do even when the channel is unknown, using the proposed universal decoder. It should be remarked, that the benchmark exponents in [8] were the classical lower bounds on E 1 (R, T, θ) and E 2 (R, T, θ) derived by Forney [6] .
Clearly, to maximize the guaranteed exponents obtained by the universal decoder of [8] , the maximal 0 ≤ ξ ≤ 1 such that the above holds is of interest. This maximal fraction is the central quantity of this paper and will be denoted henceforth by ξ * (R, T ). If, for example, ξ * (R, T ) is strictly less than unity, then it means that there is a major difference between universal ordinary decoding and universal erasure/list decoding: while for the former, it is well known that optimum random coding error exponents are universally achievable (at least for some classes of channels and certain random coding distributions), in the latter, when the erasure/list options are available, this may no longer be the case. In [8] , Merhav and Feder invoked Gallager's bounding techniques to analyze the exponential behavior of upper bounds on the probabilities E 1 and E 2 . Accordingly, a single-letter expression for a lower bound to ξ * (R, T ) was obtained, which we denote henceforth by ξ L (R, T ). Since ξ L (R, T ) was merely a lower bound, the question of achievability of Forney's erasure/list exponents was not fully settled in [8] .
As was previously mentioned, even for a known channel, only lower bounds for the exponents were obtained by Forney [6] . More recently, inspired by a statistical-mechanical point of view on random code ensembles, Somekh-Baruch and Merhav [10] have found exact expressions for the exponents of the optimal erasure/list decoder, by assessing the moments of certain type class enumerators. In this paper, we tackle again the problem of erasure/list channel decoding using similar methods, and derive an exact expression for ξ * (R, T ) with respect to the exact erasure/list exponents of a known channels found in [10] . This exact expression leads to the following conclusions: First, in general, ξ * (R, T ) is strictly less than 1. Therefore, the known channel exponents in erasure/list decoding cannot be achieved by any universal decoder. In this sense, channel knowledge is crucial for asymptotically optimum erasure/list decoding. This is in sharp contrast to the situation in ordinary decoding (without the erasure/list option), where, as said, optimum exponents are universally achievable, e.g., by the MMI decoder. Second, in general, ξ L (R, T ) is strictly less than ξ * (R, T ). Therefore, the Gallager-style analysis technique in [8] is not always powerful enough to obtain ξ * (R, T ). All the proofs along with more details and examples can be found in [11] .
II. MODEL FORMULATION AND SHORT BACKGROUND

A. Notation Conventions
Throughout this paper, scalar random variables (RVs) will be denoted by capital letters, their sample values will be denoted by the respective lower case letters, and their alphabets will be denoted by the respective calligraphic letters, e.g. X, x, and X , respectively. A similar convention will apply to random vectors of dimension n and their sample values, which will be denoted with the same symbols in the boldface font. The set of all n-vectors with components taking values in a certain finite alphabet, will be denoted as the same alphabet superscripted by n, e.g., X n . Generic channels will be usually denoted by the letters P , Q, or W . We shall mainly consider joint distributions of two RVs (X, Y ) over the Cartesian product of two finite alphabets X and Y. For brevity, we will denote any joint distribution, e.g. Q XY , simply by Q, the marginals will be denoted by Q X and Q Y , and the conditional distributions will be denoted by Q X|Y and Q Y |X . The joint distribution induced by Q X and Q Y |X will be denoted by Q X × Q Y |X , and a similar notation will be used when the roles of X and Y are switched. The expectation operator will be denoted by E {·}, and when we wish to make the dependence on the underlying distribution Q clear, we denote it by E Q {·}. The entropy of X and the conditional entropy of X given Y , will be denoted H X (Q), H X|Y (Q), respectively, where Q is the underlying probability distribution. The mutual information of the joint distribution Q will be denoted by I(Q). The divergence between two probability measures Q and P will be denoted by D(Q||P ). The cardinality of a finite set A will be denoted by |A|, and its complement by A c . The probability of an event E will be denoted by Pr {E}. The indicator function of an event E will be denoted by I {E}.
Finally, for a real number x, we let |x|
B. Known Channel
Consider a DMC with a finite input alphabet X , finite output alphabet Y, and a matrix of single-letter transition probabilities {W (y|x) , x ∈ X , y ∈ Y}. A rate-R codebook consists of M = ⌈ e nR ⌉ length-n codewords x m ∈ X n , m = 1, 2, . . . , M , representing the M messages. It will be assumed that all messages are a-priori equiprobable. We assume the ensemble of fixed composition random codes of blocklength n, where each codeword is selected at random, uniformly within a type class T (P X ) for some given random coding distribution P X over the alphabet X .
In the following, we give a short description on the operation of the erasure decoder and then the list decoder. A decoder with an erasure option is a partition of the observation
. An erasure decoder works as follows: If y ∈ Y n falls into the mth region, R m , for m = 1, 2, . . . , M , then a decision is made in favor of message number m. If y ∈ R 0 , then no decision is made and an erasure is declared. Accordingly, we shall refer to y ∈ R 0 as an erasure event. Given a code C {x 1 , . . . , x M } and a decoder R (R 0 , . . . , R M ), we define two error events. The event E 1 is the event of deciding on erroneous codeword or making an erasure, and the event E 2 which is the undetected error event, namely, the event of deciding on erroneous codeword. It is evident that E 1 is the disjoint union of the erasure event and E 2 . The probabilities of all the aforementioned events are given by:
Pr
and
A list decoder is a mapping from the space of received vectors Y n into a collection of the subsets of {1, . . . , M }. Alternatively, a list decoder is uniquely defined by a set of
Given a received vector y, the mth codeword belongs to the output list if y ∈ R m , and if y does not belong to any of the regions R m then y ∈ R 0 , and an erasure is declared. The average error probability of a list decoder and a codebook C is the probability that the actual transmitted codeword does not belong to the output list, and it is defined similarly to (1) . The average list size is the expected (with respect to (w.r.t.) the output of the channel) number of erroneous codewords in the output list, and defined similarly to (2) .
Since the error events for the erasure and list decoders are defined in the same way, they can be treated on the same footing. Nonetheless, for descriptive purposes, we will refer to the erasure decoder, but we emphasize that all the following analysis and results are true also for the list decoder. When knowledge on the specific DMC is available at the decoder, Forney has shown [6] , using Neyman-Pearson methodology, that the optimal tradeoff between Pr {E 1 } and Pr {E 2 } is attained by the decision regions R * (R * 0 , . . . , R * M ):
for m = 1, . . . M , and R *
a parameter, referred as the threshold, which controls the balance between the probabilities of E 1 and E 2 . When T ≥ 0 the decoder operates in the erasure mode, and when it is in the list mode then T < 0. No other decision rule gives both a lower Pr {E 1 } and a lower Pr {E 2 } than the above choice. Finally, we let E i (R, T ) , i = 1, 2, be the exponents of the average probabilities of errors Pr {E i } (associated with the optimal decoder R * ), where the average is taken w.r.t. a given ensemble of the randomly selected codes, i.e.,
An important observation is that Forney's decision rule for known DMCs can also be obtained by formulating the following optimization problem: Find a decoder R that minimizes
for a given codebook C and a given threshold T . Indeed, noting that (5) can be rewritten as
it is evident that for each m, the bracketed expression is minimized by R * m as defined above. By taking the ensemble average, we have
In [10] , it was stated (without a proof) that, in the exponential scale, there is a balance between the two terms at the right hand side of (7), namely, the exponent of Pr {E 2 } equals to the exponent of e −nT Pr {E 1 }, for the optimal decoder R * . We rigorously assert this property in the following lemma.
Lemma 1 For all R and T , the optimal decoder R * satisfies
The significance of Lemma 1 is attributed to the fact that now we only need to assess the exponential behavior of either 
where
whereQ is a probability distribution on X × Y, and
C. Unknown Channel
We now move on to the case of an unknown channel.
Consider a family of DMCs
with a finite input alphabet X , a finite output alphabet Y, and a matrix of single-letter transition probabilities {W θ (y|x)}, where θ is a parameter, or the index of the channel in the class, taking values in some set Θ, which may be countable or uncountable. For example, θ may be represent the set of all |X | · (|Y| − 1) single-letter transition probabilities that define the DMC with the given input and output alphabets. In our problem, the channel is unknown to the receiver designer, and the designer only knows that the channel belongs to the family of channels W Θ , that is, θ itself is unknown. In this case, guaranteeing the existence of a single (deterministic) code, requires it to be simultaneously good for all the channels in the family, which is too optimistic. Thus, as in Subsection II-B, we assume the ensemble of fixed composition random codes, for some given random coding distribution P X . When the channel is unknown, the competitive minimax methodology, proposed and developed in [8] , proves useful. Specifically, let Γ θ (C, R) in (5) designate the above defined Lagrangian, where we now emphasize the dependence on the index of the channel, θ. Similarly, henceforth we shall denote the error exponents in (4) by E 1 (R, T, θ) and E 2 (R, T, θ) . Also, letΓ * θ E {min R Γ θ (C, R)}, which is the ensemble average of the minimum of the above Lagrangian (achieved by Forney's optimum decision rule) w.r.t. the channel W θ (y|x), for a given θ. Note that by Lemma 1, the exponential order ofΓ * θ is e −n(E1(R,T,θ)+T ) . A competitive minimax decision rule R is one that achieves
which is asymptotically equivalent to
(17)
However, as discussed in [8] , such a minimax criterion, of competing with the optimum performance, may be too optimistic, and the value of the minimization problem in (17) may diverge to infinity for every R, as n → ∞. A possible remedy for this situation is to compete with only a fraction ξ ∈ [0, 1] of E 1 (R, T, θ) , which we would like to choose as large as possible. To wit, we are interested in the competitive minimax criterion K n (C) = min R K n (R, C) in which
Accordingly, we wish to find the largest value of ξ such that the ensemble averageK n E {K n (C)} would not grow exponentially fast, i.e., lim sup n→∞ 1 n logK n ≤ 0. In [8] , the following universal decoding metric was defined
and a universal erasure/list decoder was proposed which has the following decision regionŝ
The property that makesR (R 0 ,R 1 , . . . ,R M ) interesting is that it was shown in [8] , that it is asymptotically optimal, i.e., for any given ξ, K n (R, C) may only be sub-exponentially larger than K n (C). Thus, the largest ξ such thatK n is sub-exponential is also attained byR. Hence, in order to find the largest achievable ξ, we would like to evaluate exactly the exponential order of E[K n (R, C)]. Again, the above guarantees achievability of exponents,Ê 1 (R, T, θ) andÊ 2 (R, T, θ), which are at least as large as ξ * · E 1 (R, T, θ) andÊ 2 (R, T, θ) ≥ ξ * ·Ê 1 (R, T, θ) + T , respectively, for all θ. Note that in (18), we scale only E 1 (R, T, θ) by ξ, and so, the difference betweenÊ 1 (R, T, θ) andÊ 2 (R, T, θ) is still T , in accordance with Lemma 1.
III. RESULTS
In this section, our results are presented and discussed.
A. Exact formula for the largest achievable fraction
We start with a few definitions. Let
where E 1 (R, T, θ) is given in (8) . Finally, let Theorem 1 Consider the ensemble of fixed composition codes of type T (P X ). Then, ξ * (R, T ) is equal to the largest number ξ that satisfies simultaneously:
In order to find ξ * (R, T ), one can perform a simple line search over the interval [0, 1] using the conditions in Theorem 1. Also, we can readily find a single-letter formula for ξ * (R, T ). The resulting formula is, however, complicated and does not provide much insight, therefore, it is not provided here. Finally, note that the minimization over (Q,Q) in (25)-(26) is not convex.
B. Discussion and Comparison with Previous Results
While in this work we have derived the exact maximal achievable ξ * (R, T ) for fixed composition coding of type P X , in [8, Theorem 2], Merhav and Feder have obtained a lower bound [8, Theorem 2] . Before we continue, we remark that in [8] , Forney's lower bound on E 1 (R, T, θ) was used instead of its exact value as derived in [10] , but for the sake of comparison any exponent can be used, and specifically, the exact exponent. Let
Then, according to [8, Theorem 2] , ξ L (R, T ) is the largest number ξ which satisfies:
(28) On the other hand, ξ * (R, T ) in Theorem 1 is determined by two conditions (25)-(26). In what follows, we shall concentrate on the first condition in (25), as this condition can be compared to (28). Thus, assume, for a moment, that the condition in (26) is more lenient than (25). It can be shown that (25) is equivalent to the non-negativity of
(29) By comparing the condition in (29) to the condition of the lower bound of [8] in (28), the following differences are observed: First, in (28) an additional constraint s ≤ ρ is imposed, and secondly, in (28) a sub-optimal choice of θ ′ = θ is imposed. Accordingly, these differences may cause the value of the minimax in (28) to be lower than the value of the optimization problem in (29), which results in a lower achievable ξ compared to ξ * (R, T ). Next, we provide two examples where in one of which these differences are immaterial and in the other one they do. The former happens when the optimal solution in (29), denoted by (θ * , θ ′′ * , Q * ,Q * , ρ * , s * ), satisfies s * ≤ ρ * , and the maximizer of
is given by θ * . Accordingly, in this case, the value of (29) equals to (28), and therefore ξ * (R, T ) = ξ L (R, T ), due the fact that (26) is more lenient than (25), as we have previously assumed. Thus, in this case, the analysis in [8] is tight.
Example 1: In [8] , a family of BSCs was considered where θ ∈ Θ designates the cross-over probability of the BSC, and Θ = {0, 1/100, 2/100, . . . , 1}. The values of ξ L (R, T ) were computed for various values of R and T . It was assumed that T ≥ 0, which means that the decoder operates in the erasure mode. Numerical calculations of the bound derived in this work (and the exact formula), result in exactly the same values as given in [8, Table 1 ], and so in all these cases, the analysis of [8] was sufficient to provide tight results. For example, for (R, T ) = (0.05, 0.15), and P X = (1/2, 1/2), we obtain ξ L (R, T ) = 0.495. Also, the two worst case channels (i.e., the solutions to (29)) are θ * = 0.18 and θ ′′ * = 0.22 while θ ′ * = θ * and ρ * = 0.36 > s * = 0.185. So, since s * < ρ * and θ ′ * = θ * , the discussion above implies that a tight result is obtained, that is, ξ * (R, T ) = ξ L (R, T ) = 0.495.
Since ξ * (R, T ) < 1 for some R and T , we arrive at the following conclusion: In general, in the random coding regime of erasure/list decoding, there is no universal decoder which achieves the same error exponent as Forney's decoder for every channel in the class. This fact is in contrast to ordinary decoding, in which the MMI decoder achieves the exact same error exponent as the ML decoder. In this sense, channel knowledge is crucial when erasure/list options are allowed.
Nonetheless, in general, we might have that ξ L (R, T ) is strictly less than ξ * (R, T ). Again, assume that the condition in (25) dominates ξ * (R, T ). To provide intuition, notice that in (29) triplets (θ, θ ′ , θ ′′ ) ∈ Θ 3 are optimized, in contrast to (28), where only pairs of channels (θ, θ ′′ ) ∈ Θ 2 are optimized. Thus, for a family of only two channels, namely, |Θ| = 2, typically (but not necessarily) the second difference above, of imposing the constraint θ ′ = θ, is immaterial. Then, the only difference between the conditions in (28) and (29) is the constraint s ≤ ρ. Let us assume that this is indeed the case, and let us notice that s can be thought as a Lagrange multiplier for the constraint
Now, if the constraint, at the optimal solution, is slack, then the optimal Lagrange multiplier is s * = 0. In this case, the constraint s ≤ ρ is immaterial and so (28) and (29) are exactly the same. However, as we shall see in the sequel, it is possible that s * > ρ * in (29), and then the values of the objective in (28) and (29) are different. Observing (30), it is apparent that as T decreases, and especially in the list mode of T < 0, the optimal s * of (29) increases, perhaps beyond the optimal ρ * . Thus, if both s * > ρ * and the condition in (25) dominates ξ * (R, T ), we get that ξ L (R, T ) < ξ * (R, T ).
The following example provides such a simple case. Such a gap was already observed in a Slepian-Wolf list decoding scenario, for a known source [12] . Example 2: Consider a family of two BSC's, where Θ = {0.1, 0.15}, and a type P X = (1/2, 1/2) for the random fixed composition codebook. We take (R, T ) = (0.4, −0.25), and since T < 0, the decoder operates in the list mode. We obtain that ξ L (R, T ) = 0.716 which is strictly less than ξ * (R, T ) = 0.727. In the optimization problem (28), the optimal values are ρ * = s * = 0.231, while if the constraint s ≤ ρ is relaxed, then the optimal values are s = 0.231 > ρ = 0.217. The resulting value of the optimization problem is exactly 0.727, just as ξ * (R, T ). Moreover, for this example, the largest achievable ξ which satisfy condition (25) is the same for condition (26). While the difference between ξ L (R, T ) and ξ * (R, T ) is not very large, it is nevertheless existent and in more intricate scenarios, the differences might be more significant.
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