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ABSTRACT  
 Noninvasive neuromodulation could help treat many neurological disorders, but 
existing techniques have low resolution and weak penetration. Ultrasound (US) shows 
promise for stimulation of smaller areas and subcortical structures. However, the 
mechanism and parameter design are not understood. US can stimulate tail and hindlimb 
movements in rats, but not forelimb, for unknown reasons (Younan et al. 2013). 
Potentially, US could also stimulate peripheral or enteric neurons for control of blood 
glucose.  
To better understand the inconsistent effects across rat motor cortex, US 
modulation of electrically-evoked movements was tested. A stimulation array was 
implanted on the cortical surface and US was applied while measuring changes in the 
evoked forelimb and hindlimb movements. Direct US stimulation of the hindlimb was 
also studied using novel US parameters. To test peripheral effects, rat blood glucose 
levels were measured while applying US near the liver.  
No short-term motor modulation was visible (95% confidence interval: -3.5% to 
+5.1% forelimb, -3.8% to +5.5% hindlimb). There was significant long-term (minutes-
order) suppression (95% confidence interval: -3.7% to -10.8% forelimb, -3.8% to -11.9% 
hindlimb). This suppression may be due to the considerable heating (+1.8°C between 
US/non-US conditions); effects of heat and US were not separable in this experiment. US 
directly evoked hindlimb and scrotum movements in some sessions. This required a long 
interval, at least 3 seconds between US bursts. Movement could be evoked with much 
shorter pulses than used in literature (3 ms). The EMG latency (10 ms) was compatible 
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with activation of corticospinal neurons. The glucose modulation test showed a strong 
increase in a few trials, but across all trials found no significant effect.  
The single motor response and the long refractory period together suggest that 
only the beginning of the US burst had a stimulatory effect. This would explain the lack 
of short-term modulation, and suggests future work with shorter pulses could better 
explore the missing forelimb response. During the refractory period there was no change 
in the electrically-evoked response, which suggests the US stimulation mechanism is 
independent of normal brain activity. These results challenge the literature-standard 
protocols and provide new insights on the unknown mechanism.  
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CHAPTER 1 
INTRODUCTION 
The vast majority of medical conditions are currently treated pharmacologically. 
Over 75% of all treatments involve drug therapy with over 2.6 billion drugs prescribed 
every year in the USA (National Ambulatory Medical Care Survey, 2010).  However, 
many medical conditions may be effectively treated by stimulation of the central and/or 
peripheral nervous system. The advantage to neurostimulation over drugs is specificity. 
Unlike pharmacological therapies, neurostimulation can be targeted and restricted to 
specific regions of the body. Various forms of neuromodulation are currently approved 
for use, across a wide range of patient populations. 
Table 1 
List of neurostimulation therapies in clinical usage or under testing  
Stimulation target Applications Potential applications 
Vagus nerve (VNS) Epilepsy Depression, anxiety 
(Groves and Brown 2005) 
Deep brain (DBS) Movement disorders 
(Collins, Lehmann, and 
Patil 2010) 
Depression, obsessive-compulsive 
disorder (Dowling 2008) 
Motor cortex, 
epidurally (ECS) 
Neuropathic pain 
(Lefaucheur 2009) 
 
Spinal cord (SCS) Pain (Shealy, Mortimer, 
and Reswick 1967) 
 
Peripheral nerves 
(PNS) 
Pain  Obesity, diabetes, and heart disease 
(Famm et al. 2013). 
 
 While many of these treatments are more effective than drugs, they also suffer 
from the disadvantage of requiring the surgical implantation of a stimulator unit, lead 
wire, and electrode. The surgery for DBS and ECS for example involves opening the 
skull, adding risk and expense to the surgery. The difficult implantation also limits the 
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flexibility, since the electrode cannot be easily moved later to adapt to changes in the 
disease state. VNS and SCS implantation is somewhat less invasive, but the nerve 
interface does not allow a fine degree of stimulation targeting. Further, the lead wires can 
induce scarring into the tissue over time and become dysfunctional.  
 To avoid the cost, risk, and inflexibility of these neuromodulation methods, it is 
desirable to stimulate brain and nerves directly from outside the body with no implanted 
device. Noninvasive neurostimulation generally involves delivering electricity through 
the skull into the nervous system. There are currently two standard modes: transcranial 
magnetic stimulation (TMS) and transcranial direct current stimulation (tDCS).  
Transcranial Magnetic Stimulation 
 TMS operates by electromagnetic induction, the same way as a transformer: an 
electromagnet coil is held near the head. A pulse of high current is driven through the 
coil, causing it to create a magnetic field. This changing magnetic field induces electric 
current in the conductive tissue of the brain, which stimulates neurons. A single pulse can 
be sufficient to drive corticospinal neurons to evoke movement (Barker, Jalinous, and 
Freeston 1985). 
 Clinically this stimulation is delivered as a long train of pulses, termed repetitive 
TMS (rTMS). Generally, high-frequency rTMS (5 - 20 Hz) enhances activity, while low-
frequency rTMS (0.2 - 1 Hz) suppresses activity in the stimulated region (Fitzgerald, 
Fountain, and Daskalakis 2006). These results are not entirely consistent, depending on 
the protocol and outcome measurement used. In their review, Fitzgerald et al. note that 
background motor activity and the attention of the subject can be a significant and 
uncontrolled factor in human studies.  
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 rTMS also has aftereffects, whereby the repeated stimulation causes excitability 
changes, through mechanisms related to long-term potentiation (LTP) or long-term 
depression (LTD). Both NMDA and GABA have been shown to relate to the aftereffects 
or rTMS (Demirtas-Tatlidede, Vahabzadeh-Hagh, and Pascual-Leone 2013). These 
effects on neural plasticity make rTMS potentially useful for modulating function in 
disease. rTMS has been successfully applied to depression and is under testing for many 
other disorders (Slotema, Blom, and Hoek 2010; Lefaucheur 2009). 
 More recently, theta-burst stimulation (TBS, three short pulses at 50 - 100 Hz, 
repeated at the theta frequency of 5 Hz), has been shown to alter cortical excitability 
(Demirtas-Tatlidede, Vahabzadeh-Hagh, and Pascual-Leone 2013). This burst was 
designed to mimic protocols for LTP and LTD from ex vivo experiments.  Intermittent 
TBS enhances activity and continuous TBS suppresses. These effects can be stronger and 
last longer than standard rTMS.  
 TMS has proven safe over many human experiments, as long as the pulses are 
kept within guidelines (Rossi et al. 2009). Seizures are a very rare side effect. However, 
TMS has several limitations. First, the magnetic field cannot be strongly focused. This 
limits the target depth: subcortical structures cannot be stimulated directly, without 
overstimulating the cortex above. Second, the resolution is also limited due the field 
divergence and the required coil diameter. Approximately, TMS cannot stimulate deeper 
than 1 cm into cortex or finer than 1 cm2 resolution (Wagner, Valero-Cabre, and Pascual-
Leone 2007).  
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Transcranial Direct Current Stimulation 
 In tDCS, a 1-2 milliamp current is driven through the scalp to alter function in the 
cortical areas under the electrodes (Funke 2013). This excitability change was originally 
shown in humans as an increased or decreased motor response to a TMS pulse (Nitsche 
and Paulus 2000). Unlike TMS, tDCS does not drive action potentials outright. It is 
thought to work by changing the spontaneous activity and excitability of neurons. Anodal 
currents (from the positive electrode) increase excitability, cathodal (negative) decreases 
excitability (Brunoni et al. 2012). These currents then act by polarizing neurons, 
changing the resting membrane potential. Neurons aligned perpendicular to the skull are 
most affected (Funke 2013), particularly the pyramidal neurons of cortex (the neurons 
which are oriented to contribute most to EEG are same neurons most susceptible to 
tDCS). Anodal tDCS hyperpolarizes the apical dendrites, by attracting negative charge to 
the positive electrode. This polarization causes the other end of the neuron - the soma and 
axon - to depolarize, which lowers the threshold. Besides direct effects on the threshold, 
effects over time may result from increased calcium concentrations causing changes in 
synaptic strength (Funke 2013).  
 However, tDCS effects are not always so straightforward. Recent experiments in 
cats and in rats showed that tDCS can also modulate subcortical motor regions, and that 
this modulation can be opposite of the expected polarity effect (Bolzoni, Bączyk, and 
Jankowska 2013). The authors note that the literature does not show a uniform response 
to polarity, depending on the test performed and on the geometry of the particular animal 
model and brain region affected.  
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 tDCS has long aftereffects. In rat subcortical modulation, an effect appears within 
a minute of stimulation and lasts up to 1 hour after (Bolzoni, Bączyk, and Jankowska 
2013). The strength and duration of the aftereffect depends on the intensity and length of 
stimulation (Nitsche and Paulus 2001). These aftereffects are thought to act by an 
NMDA-dependent mechanism. A single sessions of tDCS can show aftereffects for up to 
an hour, and repeated sessions of tDCS can induce effects lasting several weeks 
(Brunoni, Fregni, and Pagano 2011).  
 tDCS is considered safe, at appropriate current levels . It is also convenient - the 
stimulation current source and electrodes are small enough for patients to easily wear 
during other tasks such as rehabilitation (Lindenberg et al. 2010). tDCS is under testing 
for a broad range of psychiatric conditions (Lefaucheur 2009; Demirtas-Tatlidede, 
Vahabzadeh-Hagh, and Pascual-Leone 2013; Schulz, Gerloff, and Hummel 2013).  
 Besides standard tDCS, other forms are under investigation using alternating 
currents or random noise currents (Terney et al. 2008). These operate under the same 
principle of subthreshold modulation of the underlying cortex, though the higher 
frequencies might act more directly on voltage-gated ion channels rather than by an 
overall polarization of the neuron. They have some advantages in spatial resolution, but 
generally suffer the same disadvantage as tDCS due to the current spread when passing 
through the skull. tDCS suffers spatial limitations similar to TMS: the modulation target 
cannot be deeper than approximately 1 cm into cortex or finer than 1 cm resolution 
(Wagner, Valero-Cabre, and Pascual-Leone 2007).  
  6 
Ultrasound Neurostimulation and Modulation 
 Ultrasound (US) may allow a new method for noninvasive brain stimulation or 
modulation, with deeper penetration and sharper focus than TMS or tDCS. US 
interactions with brain and nerves have been studied for many years with mixed results 
(Bystritsky et al. 2011), but recent work has shown unexpectedly strong in vivo responses 
to low frequency US at safe power levels.  
Ultrasound Stimulation 
Table 2 
Recent in vivo studies of US stimulation.   
Animal Effect US 
freq, 
kHz 
Power, 
W/cm2 
SPPA 
Pulse length / 
interval 
Burst 
length 
Reference 
Mouse All limbs and 
tail movement 
500  0.23 0.2 / 0.67 ms 50 ms (Tufail et al. 
2010) 
Mouse All limbs and 
tail movement 
500 3 Continuous 
wave (CW) 
80 ms (King, Brown, 
and Pauly 
2014) 
Mouse All limbs and 
tail movement 
500 or 
2 MHz  
 0.2 / 0.67 ms 60 ms (Mehić et al. 
2014) 
Rabbit Forepaw 
movement 
690 12.6 50 / 100 ms 1 s (Yoo et al. 
2011) 
Rat Tail movement 350 4.5 0.5 / 1 ms 300 ms (Yoo et al. 
2013) 
Rat Tail movement 
and other 
inconsistent 
movements 
320 7.5 0.23 / 0.5 ms 250 ms (Younan et al. 
2013) 
Rat Retina 
stimulation  
500 or 
1 MHz 
0.4 or  
8.5 
~0.1 / 0.6 ms 20 ms (Naor et al. 
2012) 
 
Note: The retina study used EEG to measure a VEP response, all other studies stimulated 
motor cortex and measured a movement response.  
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Recent studies show effective stimulation in mice: short US pulses aimed at motor 
cortex can evoke muscle twitches (Tufail et al. 2010). They used a lower frequency than 
most previous work, 500 kHz. Tufail et al. found a response at an unexpectedly low 
power, only 200 mW/cm2 spatial-peak pulse-average (SPPA). Unexpectedly, the 
electromyogram (EMG) response seemed to decrease with increasing power. They 
verified the location of the response by recording neural spikes and local field potentials 
(LFP) directly from motor cortex, and by showing the response was extinguished by 
application of tetrodotoxin (TTX) to motor cortex.  
 This mouse response was investigated further across a range of frequencies, pulse 
durations, and power levels (King et al. 2012). Unlike Tufail et al., King et al. used 
isoflurane anesthesia. The isoflurane was very light, only 0.02%, to allow motor 
responses. This study found several differences from Tufail et al. The amplitude of the 
response was fairly constant, when a twitch did occur (all-or-nothing). The twitch failure 
rate decreased with increasing power, differently from Tufail et al’s result. King et al. 
also found no increase in efficacy with pulsed US; continuous US seemed to be equally 
effective. Finally, the power required to elicit a response was considerably higher than in 
Tufail et al. Some of these differences, particularly the all-or-nothing response, may 
relate to differences in the brain state under the different anesthetics. Initially, their 
frequency dependence agreed with Tufail et al. - lower frequencies required much less 
power. However, this result was found to be mostly due to an experimental error (Patrick 
Ye, personal communication). Lower frequencies in fact are only marginally better.  
 Motor responses can also be elicited by US in rabbits, though requiring 
considerably higher power (Yoo et al. 2011). This study used fMRI to verify the site of 
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stimulation and found a blood oxygen level dependent (BOLD) signal increase only in 
the targeted motor cortex.  
 Motor responses are seen in rats, most easily in the tail (Yoo et al. 2013). This 
study compared a range of parameters, and found results quite different from those in 
mice under isoflurane (King et al. 2012). Their results agree that lower frequencies are 
more effective, but also found that pulsed US is more effective than continuous. This 
experiment found a consistent response from the tail. However, a group using a similar 
protocol found the rat motor responses to be inconsistent (Younan et al. 2013). This 
group observed responses in the tail and hindlimbs, but also less frequently in the 
forelimb, eye, and whisker. Only 60% of sessions showed a motor response, 40% showed 
no evoked movement at any transducer position. Both groups used ketamine/xylazine 
anesthesia, and the US parameters were quite similar (Table 2).  
 It has also been observed that US aimed at the abducens nerve can cause eye 
movements that are lateralized on the same side as the stimulation (H. Kim et al. 2012). 
This would be unexpected given the failure of other experiments looking for US 
stimulation of nerves (Tsui, Wang, and Huang 2005; Gavrilov and Tsirulnikov 2012). 
The US passes through the brain on the way to the abducens nerve, and it has not been 
conclusively shown that the nerve and not the brain is the site of stimulation.  
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Ultrasound Neuromodulation 
Table 3 
Recent in vivo studies of US neuromodulation.  
Animal Effect US 
freq, 
kHz 
US power 
W/cm2 
SPPA 
Pulse 
length / 
spacing 
Burst 
length 
Reference 
Rabbit Visual evoked 
potential 
(VEP) 
suppression, 
lasting minutes 
690  3 0.5 / 10 
ms 
9 s (Yoo et al. 2011) 
Primate Task 
disruption 
320 4 (past 
skull) 
CW 100 
ms 
(Deffieux, Younan, 
Wattiez, Tanter, 
Pouget, and Aubry 
2013a) 
Human EEG 
modulation 
500 6 (past 
skull) 
0.36 / 1 
ms 
500 
ms 
(Legon et al. 2014) 
Human Pain 
alleviation 
8 
MHz 
Not given, 
FDA safe 
_ _ (Hameroff et al. 
2012) 
Pig Heart rate and 
blood pressure 
increase, via 
hypothalamus 
650 Not given 0.038 / 
0.040 
ms 
90 s (Mulgaonkar et al. 
2012) 
 
Note: except for the rabbit VEP modulation and the human pain modulation, all other 
effects were not reported to last for any significant duration.  
 Indirect measurements of a brain response to ultrasound can be used to show 
longer-lasting effects on the brain. An early study was done in by aiming US at the lateral 
geniculate nucleus in cats, while recording the brain electrical response to flashes of light 
(the visual evoked potential, VEP) (F. J. Fry, Ades, and Fry 1958). Fry et al. found that 
20 to 120 seconds of US suppressed the VEP. The VEP returned within 30 minutes after 
the US. Histology found no damage from this application. A similar VEP suppression 
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study was performed in rabbits (Yoo et al. 2011). The VEP was significantly suppressed 
for 7 minutes after an 18 second burst.  
 A related study on modulation was done in rat motor cortex (Phillips, Larson, and 
Towe 2004). This study used high frequency 11.75 MHz US combined with intracortical 
microstimulation (ICMS). They found that a 50 ms pulse of US would increase the motor 
response, and could cause an otherwise-subthreshold electrical pulse to evoke movement. 
However, the tissue temperature was increased by several degrees C, which may have 
been a factor in this effect. The use of such a high frequency makes this study quite 
different from other recent studies that show stronger effects at lower frequencies. This 
result may be more related to the 43 MHz stimulation observed in retina (Menz et al. 
2013).  
 Recent work has shown an effect of US directly on the human and primate brain. 
An early study in pain patients using an off-the-shelf doppler unit saw a significant 
decrease in reported pain and an improvement in mood (Hameroff et al. 2012). This high-
frequency non-heating protocol would not be expected to have an effect, based on other 
studies. A human study using a more standard US protocol applied to somatosensory 
cortex found small but significant changes in EEG and in a behavioral test (Legon et al. 
2014). US caused a slight change in the evoked potential to median nerve stimulation, 
and increased sensitivity in a two-point discrimination task. Both effects lasted less than 
one second, much shorter than other observations of modulation. Relatedly, a trial in 
primates was able to demonstrate a behavioral disruption by US (Deffieux, Younan, 
Wattiez, Tanter, Pouget, and Aubry 2013b). This study was successful in changing the 
latency of an eye movement task when aimed at the frontal eye field.  
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 These results are encouraging, but the human and primate responses were all 
relatively subtle when compared to the gross motor movements seen in smaller animals. 
The reason for this difference is unknown. The results across animal trials are not 
consistent with other known methods of neuromodulation. Translation of animal results 
into human trials has not been straightforward, due to the unknown mechanism, unknown 
parameter design, and inconsistent effects.  
Effect of Anesthesia 
 In mice, some motor stimulation studies have used ketamine/xylazine anesthesia 
(Tufail et al. 2010; Mehić et al. 2014), and other used very low levels of isoflurane (King 
et al. 2012). In rats, Kim et al. used ketamine/xylazine and found a predictable response 
(H. Kim et al. 2014) while another group using the same anesthesia found varying 
responses (Younan et al. 2013).  
 In all these studies, the anesthesia was very light: generally, the animals were 
responsive to a toe pinch. This is a much lighter anesthesia level than is used in ICMS, 
which shows that the downstream neural circuitry is likely not responsible for the effect 
of anesthesia on US stimulation. The reason for this difference is unknown – it may be 
that US is less effective at stimulating the brain, and therefore not easily able to overcome 
anesthesia. The US stimulation mechanism may be easily saturated, which would be 
suggested by a lack of literature reports of overcoming the anesthesia block by increasing 
the US power.  
Effect of Transducer Position 
 The effects observed so far in humans and primates have been considerably 
subtler than those in small animals, despite comparable power levels. A contributing 
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factor for this difference may be the skull size, for two possible reasons: higher power 
and secondary foci. Secondary foci could stimulate movement via brain regions other 
than the intended motor cortex site.  
 Modeling studies of rat skulls show the focal power may be 2 to 3 times higher 
than expected, due to reverberation (Younan et al. 2013). However, if this were the only 
difference between rodent and human trials, it could be easily compensated for by 
increased power (without exceeding safety limits).  
 Secondary foci are regions of high power other than at the intended focus, created 
by reverberations in the skull. These foci will vary unpredictably in location and strength 
with the exact aim of the transducer. Secondary foci could be important for motor 
stimulation. The strongest evidence in favor of this comes from the animal experiments 
by Younan et al. This group stimulated movement in rats, and observed effects 
inconsistent with a straightforward stimulation of the motor cortex: the strongest motor 
responses were not elicited with the transducer directly over motor cortex, but instead 
near lambda. The motor responses were not consistent. In most trials they observed 
movement of tail or hindlimb, but in some trials they observed movement of the forepaw 
or even a single whisker. However, they also show some evidence against secondary foci: 
the responses did not vary with a several-mm movement of the transducer, and so did not 
show the position and angle sensitivity expected of secondary foci.  
 Most groups contend that US motor stimulation is evoked from the expected 
focus, on motor cortex. Many experiments included a control condition with the 
transducer aimed several cm away from the target (Deffieux, Younan, Wattiez, Tanter, 
Pouget, and Aubry 2013a; Legon et al. 2014; Tufail et al. 2010; Yoo et al. 2011). All 
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these experiments found no effect from the control sites. These groups tested only one or 
two other locations (as compared to Younan et al. who report testing many locations), so 
it is possible that their control locations simply did not happen to evoke an effect, but 
unlikely. 
 In primates and humans, no unexpected effects have been reported so far. All 
effects have been evoked by aiming at the intended area, and control areas which were 
uninvolved in the task under test did not cause modulation of the response (Deffieux, 
Younan, Wattiez, Tanter, Pouget, and Aubry 2013a; Legon et al. 2014). This is consistent 
with the possibility that unexpected effects in rats and mice result from small skull size. 
 Strong evidence for motor cortex as the site of US motor stimulation comes from 
a study in mice (Tufail et al. 2010). They applied tetrodotoxin (TTX) to the motor cortex 
and found it completely abolished the US motor response. It is conceivable that lowered 
spontaneous output from motor cortex affected the activity in another brain region that 
was the true site of the US effect, but the experiment strongly suggests that US directly 
stimulates motor cortex.  
 This study also showed evidence for a localized cortical response by measuring c-
fos activity after a long US stimulation trial. They found increased activity in the cortex 
underneath the US transducer, relative to the same location in the opposite hemisphere. 
They also showed that coronal sections 2 mm rostral and 2 mm caudal of the transducer 
did not show c-fos increase. However, it is notable that in the coronal section with the 
transducer, c-fos was not only increased under the transducer, but was equally increased 
in lateral cortex of both hemispheres. Several other questions might be raised by this 
study: the motor response was bilateral, so it is not clear that the activation should be 
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unilateral. Also, a c-fos increase in cortex does not prove that cortex was the original site 
of action – a movement could also increase the activity in motor cortex indirectly, 
through sensory feedback (however, this also might be expected to show bilateral 
increase given a bilateral movement). 
 Another group attempted to show somatotopic motor cortex activation in mice, by 
testing how movement of the transducer affected the motor response (King, Brown, and 
Pauly 2014). They found that anterior positions favored the forepaw response and 
posterior positions evoked a relatively larger hindlimb response, as expected from 
standard motor cortex maps made by electrical stimulation. However, they also found 
that placing the transducer over either hemisphere evoked an identical bilateral response. 
They suggest this may have to do with the small size of the mouse skull relative to the US 
focus, but the presence of an anterior-posterior effect and lack of a medial-lateral effect is 
not well explained. Comparing to electrical stimulation, it is notable that trains of ICMS 
will usually only evoke contralateral movements, but single-pulse ICMS evokes bilateral 
movements in 20% of trials (Liang, Rouiller, and Wiesendanger 1993). 
 Another group attempted to increase the focality of US motor stimulation in mice 
by using a modulated US pulse, with a center frequency of 2 MHz and a modulation 
frequency of 500 kHz (Mehić et al. 2014). They compared the modulated 2 MHz to a 
simple 500 kHz stimulation. At 500 kHz, they did find some variation in response with 
transducer position – a caudal position on the skull stimulated the hindlimbs, while 
central and rostral positions mostly stimulated forelimbs (positions separated by 3 mm). 
With the modulated 2 MHz US they also found a response which was spatially-specific. 
The modulated 2 MHz (that is, 1.75 MHz and 2.25 MHz) was not shown to stimulate 
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more effectively than 2 MHz alone, which might be explained by the low power of the 
500 kHz component generated by radiation pressure.  
 Studies in rabbits are consistent with a straightforward activation of motor cortex 
(Yoo et al. 2011). Using fMRI to visualize the brain activity during a US-evoked forepaw 
movement, they found increased BOLD activity only in motor cortex at the US focus. As 
a control they tried moving the US transducer 2mm caudally, and saw no movement 
response. This group’s studies in rats are also consistent with motor cortex activation (H. 
Kim et al. 2014). To evoke tail movement, they aim US at the expected area of motor 
cortex (midline, 2mm caudal of bregma). They do not report control experiments at other 
locations. They had a reliable tail response, across rats and across trials.  
 The strongest evidence in the literature against a straightforward activation of 
motor cortex is from rats (Younan et al. 2013). This study showed several unexpected 
results: the optimal aim position for the US transducer to evoke hindlimb/tail movements 
was near lambda, far posterior to motor cortex. No transducer position could reliably 
evoke a forepaw response (Kim et al. (2014) do not explicitly report a lack of forepaw 
response in rats, however, they only do report hindlimb or tail responses). Occasionally, a 
different region would respond: sometimes a forepaw, or even a single whisker. The 
response of a single whisker is unexpected, given the width of the US focus. The 
responses were constant across a several-mm adjustment of the transducer position, 
showing that the inconsistency of the response is not due to high sensitive to the aim. The 
authors suggest this may show that some brain regions happen to be in a more excitable 
state, but the reason this does not occur in other work in unclear.  
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Effect of Heating 
 Previous experiments on US stimulation and modulation have shown that heat is 
not responsible for the effects, but the power levels used in the present study were higher. 
Most measurements of heating used much higher powers than were required for 
stimulation, in order to get a measurable signal. In mice, a 500 kHz continuous (CW) 
pulse of US at 0.7 W/cm2 (0.1 MPa) for 50 ms produced 0.02° C of heating, measured by 
a small thermocouple at the US focus (Tufail et al. 2010). In rabbits, a 670 kHz burst of 
US at 1.15 W/cm2 SPTA (23 W/cm SPPA, pulsed at 0.5 ms every 10 ms) for 27 s 
produced 0.7° C heating, measured by MR thermometry (Yoo et al. 2011).  
 The heating by US can also be estimated, given the power and attenuation 
(O'Brien 2007). Example calculations can be found in other US stimulation literature 
(Tufail et al. 2010; King et al. 2012; H. Kim et al. 2014). This method is only meant to 
estimate the temperature increase from a short US pulse, and does not account for heat 
removal over longer times.  
Ultrasound Stimulation of Peripheral Nerves 
 In the 1990s, experiments were done on the response of frog nerves to combined 
electrical and US stimulation (Mihran, Barnes, and Wachtel 1990). This work found that 
US could alter the electrical threshold of the nerves, in a time-dependent way: the 
compound action potential (CAP) response was either increased or decreased by US, 
depending on the time delay between the US and electrical stimulus. To explore the 
mechanism, they compared this to the threshold change caused by direct mechanical 
stimulation (using a movable rod). They found that the mechanical pressure could 
achieve similar effects as US, when the radiation force of the US was similar to the 
  17 
mechanical force. They concluded the effect was likely due to activation of stretch-
sensitive channels.  
 Other work has been done using higher power US to block nerves (Colucci et al. 
2009). This effect was shown be due to heating, because cooling the nerve increased the 
power required to achieve block. They note that their results differ from Mihran et al.’s, 
and suggest the difference may have been that Mihran et al. did not use degassed water. 
Another group using a similar preparation found that low powers caused a conduction 
velocity increase, while higher powers achieved nerve block (Tsui, Wang, and Huang 
2005). Both Tsui et al. and Colucci et al. applied US at a location between the stimulation 
and recording electrode pairs, while Mihran et al. also tested the application of US at the 
stimulation site.  
 Only one study has shown outright stimulation in peripheral nerve, using an 
excised crab leg nerve (Wright, Rothwell, and Saffari 2015). This study found an 
unexpected result: the first US pulse on a fresh nerve would show a response, but any 
subsequent pulses would not. Even given a 20-minute recovery time, the nerve would not 
respond after the first US pulse. However, if the nerve was moved 5 mm in either 
direction, then it would respond again for a single pulse. Electrical stimulation was used 
to test the viability of the nerve, and showed the nerve was still active after the US pulse. 
In some trials the conduction of the electrical response was partially blocked by each US 
pulse. In this test of viability, the US was aimed at the middle of the nerve, with the 
electrical stimulus at one end and the recording electrodes at the other. This experiment 
concluded that the US stimulation mechanism is self-inhibiting, in a localized manner. 
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The authors interpret this result to suggest bubbles or bubble nuclei might be responsible, 
and are moved or depleted by the US.  
Ultrasound Stimulation of Sensory Receptors 
 A review of US stimulation of sensory receptors by describes the effect of US on 
sensation of heat, cold, pain, and touch in humans, using single 1 ms pulses of US at 
varying frequency and power (Gavrilov and Tsirulnikov 2012). The sensory thresholds 
varied widely depending on frequency, and on the location in the hand and arm. The lack 
of referred sensation (stimulating the arm or wrist never produced a sensation in the 
fingers) adds to evidence that US does not stimulate axons in passing. The US only elicits 
the sensation at the receptor ending. 
 This work has recently been revisited using electroencephalography (EEG) and 
functional magnetic resonance imaging (fMRI) to quantity the responses, in addition to 
verbal reporting by the subject (Legon et al. 2012). US was applied to the fingertips using 
two different waveforms. One waveform was optimized for mechanical sensation, the 
other for thermal (the thermal waveform as also perceived as painful). Mechanical: 350 
kHz, 2 ms every 14 ms, 500 ms train, at 11.8 W/cm2 SPTA. Thermal: 350 kHz for 1 sec, 
54.8 W/cm2 SPTA. The thermal waveform pulsing was reported as 10 ms at 100 Hz, 
which should actually be a continuous wave (CW) stimulus. However, subjects reported a 
“warm buzzing sensation”, which implies that a 100 Hz pulsation was emitted due to the 
properties of the equipment or an error in calculation. The EEG data showed the 
mechanical waveform stimulated low-threshold Aβ fibers, while the thermal waveform 
stimulated Aδ and C fibers.  
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 The US power thresholds seen by Legon at al. were lower than those reported by 
Gavrilov et al., and lower than those seen in another recent study on US tactile sensation 
(Dickey et al. 2011). This is likely due to the frequency and duration of the pulses. 
Dickey et al. used a higher frequency (1.1 MHz) and shorter pulses (0.1 sec). Gavrilov et 
al. performed a pulse frequency and duration sweep, and found that lower frequency 
pulses were detectable at much lower powers – a 480 kHz US pulse was detectable at 8 
W/cm2, while a 1.96 MHz pulse required 80 W/cm2.  
Other Ultrasound Bioeffects 
 US can also cause blood vessels to dilate, shown in a human study using US (29 
kHz, 1.4 W/cm2 SPTA, chopped at 25 Hz, 30% duty cycle), for 5 min applied 
transcutaneously to brachial artery by a large unfocused transducer on the arm (Iida et al. 
2006). Artery diameter continued to increase for 5m after US stopped, up to 6% increase, 
then returned to baseline over 20m.  
 The mechanism is unknown, but they propose shear stress. They suspect it is 
mediated by nitric oxide (NO), because the 20 min time of the dilation matches an in 
vitro study of NO release from human umbilical endothelial cells by 27 kHz CW US 
(Altland et al. 2004).  
 Altland et al. were trying to explain increases in tissue perfusion caused by low-
frequency US. They used endothelial cell in culture, and measured the release of nitric 
oxide (NO), a vasodilator. Human umbilical vein endothelial cells were exposed to US at 
27kHz, and they measured NO directly as well as the activation of NO synthase (NOS).  
US caused NO concentration to nearly double. The effect had a threshold at 75 mW/cm2, 
and, interestingly, had a maximal effect at only 125 mW/cm2. The effect tapered down 
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slowly at higher powers, 500 mW/cm2 caused about half the increase as 125 mW/cm2. 
The effect was visible after 10 s, maximal by 1 min, returned to baseline at 30 min. US 
exposure times greater than 1 min had little additional effect. Other US bioeffects with 
similar times of rise, peak, and recovery may share a mechanism. 
 Unexpectedly, cells responded more strongly to pulsed US than to CW: at 10 Hz, 
10% duty the increase was 50% greater, despite the average power being lower. Altland 
et al. consider this to be evidence against cavitation, because long inter-pulse times allow 
for bubbles to dissipate rather than grow. A non-cavitation effect would be surprising, 
because cavitation is strongest with low US frequencies. 
 The effect occurs quickly, so it does not require protein synthesis. Altland et al. 
suggest the increased NOS activity might be regulated by phosphorylation of NOS or by 
an increase in free intracellular calcium. Endothelial cells are sensitive to shear stress, via 
calcium signals through unidentified mechanoreceptors. These mechanoreceptors might 
respond directly to US, or calcium may enter the cell by other means (Hassan, Campbell, 
and Kondo 2010). The occurrence of this effect on isolated cells in vitro removes the 
possibility of nerve influence.  
Glucose Modulation by Liver Stimulation 
 Besides neurostimulation, stimulation of the peripheral nervous system may be 
useful for a wide array of diseases (Famm et al. 2013). The liver is important in the 
control of glucose metabolism, and therefore is a possible stimulation target for therapy 
to help diabetics control blood glucose levels.  
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Hepatic Electrical Stimulation 
 Chen et al. (2010) inserted pacemaker electrodes directly into the lobes of liver 
tissue, rather than targeting the nerves to the liver. They used two parameters, 
HES-1 (4 mA, 300 µs every 70 ms, repeated for 100 ms every 5 s) and HES-2 (4 mA, 
300 µs every 25 ms, repeated for 2 s every 5 s). 
 HES-1 is based on parameters used in gastric electrical stimulation (GES) to 
reduce nausea and vomiting, possibly by vagal activity. HES-2 is used in GES for 
obesity, possibly by sympathetic activity. They found that one hour of HES-1 increased 
blood glucose and decreased insulin, and HES-2 did the opposite. The mechanism is 
unclear, though it does appear that the insulin change is a response to the glucose change 
rather than vice versa. They suggest the stimulation may alter the rate of glucose storage 
and release from the liver (gylcogenesis and glycogenolysis). 
 The glucose increase from HES-1 occurred within 15 min. They also did several 
longer experiments, delivering HES for several hours over several days. These tests 
showed successful long-term changes in blood glucose.  
Hepatic Nerve Stimulation 
 An experiment stimulated the hepatic nerve with an electrode placed around the 
hepatic artery (Takahashi et al. 1996). Pulse parameters were 20 V, 2 ms every 100 ms, 
for 20 s every 60 s, monophasic bipolar. Besides measuring blood glucose, they directly 
measured glucose released from the liver by microdialysis.  
 They found that 10 minutes of stimulation caused a 50% increase in hepatic 
glucose output. Removal of the pancreas and the adrenal glands did not prevent the 
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response. This showed that hepatic nerve stimulation directly causes glycogenolysis 
(glycogen breakdown and glucose release).  
Skin Mechanical Stimulation 
 A study found that pinching the skin could cause an increase in hepatic glucose 
output, in anesthetized rats (Sugimoto et al. 2002). The response could be elicited by 
pinching the abdomen or the hindlimb. They used several pharmacological blockers to 
separate sympathetic from parasympathetic effects, and a spinal transection to remove 
brain influence.  
 Skin pinching caused up to 20% increase in hepatic glucose output, leading to up 
to 10% increase in plasma glucose concentration. The increase lasted up to 40 minutes 
after 10 minutes of pinching. The response to hindlimb pinching was blocked by spinal 
transection but the response to abdominal pinching remained. This suggests that the 
response to hindlimb pain is mediated by the brain, likely returning via the hepatic vagal 
nerve. Blocking agents showed the abdominal response is mediated by sympathetic 
nerves that increase activity in the liver and in the adrenal glands and pancreas. The 
lifetime of these hormones might contribute to the duration of the response.  
 This group did a similar study using electro-acupuncture stimulation of the 
hindlimb (10 minutes, 10 mA, 20 Hz, 500 μs), which showed a similar response. This 
response was blocked by severing the femoral and sciatic nerves, and diminished by 
severing the adrenal sympathetic nerves, showing that adrenaline partly controls this 
sympathetic response (Shimoju-Kobayashi et al. 2004).  
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Thesis Outline 
 The goal of this dissertation is to further characterize the effects of US on the 
nervous system. One experiment characterized the effects of US on rat motor cortex by 
testing direct US stimulation and by testing US modulation of electrical stimulation. The 
work also searched for US effects in the peripheral nervous system by measuring changes 
in blood glucose levels.  
 Although US shows promise as a new method for neurostimulation and 
modulation, the effects seen in motor cortex are widely variable between different 
studies. US shows unexpected differences from other electrical methods of stimulation: 
hindlimb movements can be evoked in rats, but not forelimb movements. This raises the 
question of whether US has any subthreshold effects on forelimb cortex, and how it 
differs from hindlimb. This dissertation addressed the question using a paired-pulse 
interaction paradigm, looking for US modulation effects on electrically-evoked 
movements of forelimb and hindlimb. The electrical stimulation was applied by an 
epidural array over motor cortex.  
 In addition to the paired-pulse modulation, this experiment also addressed 
questions about the direct US motor response from the hindlimb. The US pulse parameter 
space is large and poorly understood. This experiment measured the effect of the interval 
between US bursts on the response amplitude. In an additional test, stimulation was 
observed using a much shorter US burst than in any previous studies. This allowed a 
more accurate estimation of the response latency, to help identify the neural pathway 
responsible for the movement.  
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 A second experiment was based on the hypothesis that US might stimulate 
neurons in the autonomic nervous system. Inspired by work on electrical stimulation of 
the liver, this question was explored by applying US to the abdomen and measuring 
changes in blood glucose levels.  
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CHAPTER 2 
ULTRASOUND MODULATION OF BLOOD GLUCOSE 
A noninvasive method to control glucose metabolism could be clinically useful to 
reduce hyperglycemia and hypoglycemia from diabetes. In rats, electrical stimulation of 
the liver can modulate plasma glucose concentration, restoring glucose to normal in a 
model of induced diabetes (Chen et al. 2010). Since ultrasound (US) can noninvasively 
stimulate neurons and receptors, the hypothesis is that US applied to the abdomen might 
be able to stimulate receptors, neurons, or organs to affect glucose metabolism. 
 During some trials in rats, US caused the blood glucose to increase dramatically. 
However, the results were not consistent. Across 34 trials at a fixed protocol, there was 
no significant aggregate response. Only four trials showed a significant response when 
considered individually. The response appeared to be highly sensitive to the position of 
the transducer and the rat, but there may be another unknown factor as suggested by some 
results in rat brain stimulation (Younan et al. 2013).  
 Under the pulse parameters and transducer positions tested, US does not appear to 
act directly on liver cells. The occasional response could act through many possible 
pathways. US might release or inhibit release of direct hormones like insulin, glucagon, 
or adrenaline, or of upstream hormones like incretins. Or US might act by stimulating 
sensory receptors or enteric ganglia that control tissue activity or hormone release, 
possibly via pain receptors in the skin (Sugimoto et al. 2002).  
Introduction 
 Diabetes mellitus is a disease causing high blood sugar. Normally, blood sugar is 
regulated by the hormone insulin. Increased blood sugar after a meal is followed by a 
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release of insulin from the pancreas, which causes fat and muscle cells to take up glucose 
and causes the liver to store glucose as glycogen. In diabetics this response does not 
occur, either due to a lack of insulin release (type 1, also called juvenile diabetes) or 
because cells have become insensitive to insulin (type 2, adult onset). 
 The estimated worldwide prevalence of diabetes was 2.8% for the year 2000, this 
is predicted to double by 2030 with increasing obesity, urbanization, and longer lifespan 
(Wild et al. 2004). 90% of cases are type 2. Without treatment, high blood sugar causes 
complications by damaging blood vessels, nerves, kidneys, retinas, and other organs. 
Neuropathy and reduced blood flow can lead to foot ulcers and eventually amputation.  
 Since the isolation of insulin in the 1920’s, diabetes has been treatable. Careful 
use of insulin can maintain near-normal blood sugar. However, too much insulin, or 
taking insulin without eating enough carbohydrates, causes hypoglycemia. Low blood 
sugar directly affects the brain and can cause confusion, unconsciousness, and death in 
extreme cases.  
 In conscious patients, treatment for hypoglycemia is usually simply to eat or drink 
something sugary or starchy. However, if hypoglycemia has caused unconsciousness then 
sugar must be injected (usually an intravenous injection of dextrose), or released 
endogenously. Treatment should be given as soon as possible to avoid brain damage. 
Caretakers can use an injection of glucagon from an emergency kit. The hormone 
glucagon, which acts opposite of insulin, causes release of glucose from the liver. This 
treatment works well, but a noninvasive method to induce glucose release might be 
simpler for the caretaker and safer for the patient. A new method with a different 
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mechanism of action could potentially have other unknown advantages as well, if it is 
found to act more quickly or reliably. 
Potential Mechanisms for Liver Stimulation by US 
 External control of glucose has been shown by direct electrical stimulation of the 
liver (Hepatic Electrical Stimulation, HES), (Chen et al. 2010), and by stimulation of the 
hepatic nerve using invasive electrodes (Takahashi et al. 1996). Noninvasive US can 
stimulate neurons (Bystritsky et al. 2011) and activate sensory receptors (Gavrilov and 
Tsirulnikov 2012). Based on these experiments it was hypothesized that US might be able 
to stimulate the liver, allowing noninvasive control of blood glucose levels. This could 
provide new treatment methods for diabetes.  
 Three possible sites of action are suggested by the literature: autonomic ganglia, 
sensory receptors, and non-neural effects. Ganglion stimulation is suggested by results in 
brain stimulation and modulation. Sensory receptor stimulation is suggested by US-
evoked sensations in the human hand. Non-neural effects are suggested by other 
physiologic effects of US such as vasodilation and bone healing (Claes and Willie 2007), 
and could act in a variety of ways. 
 Some US parameters in some species cause direct activation of the brain, while 
other cause modulation  - enhancement or suppression, depending on the parameters and 
the brain area modulated (Bystritsky et al. 2011). Because US can modulate activity in 
the brain, it may also affect neurons in sympathetic ganglia. The sympathetic nervous 
system regulates many organs. The liver in particular responds to hormones and blood 
chemistry, but it is also controlled by nerve inputs (Gardemann, Püschel, and Jungermann 
1993). A possible site of direct neural action is the celiac ganglion. Many other 
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physiological effects could coincide with possible stimulation of the celiac ganglion: the 
esophagus, stomach, abdominal blood vessels, liver, pancreas, adrenal glands, and 
intestines could all be modulated. Liver and pancreas are both relevant to the glucose 
measurements performed. The adrenal gland is also of interest because release of 
adrenaline would increase heart rate, which could be readily measured. 
 US might also act by causing pain or other sensations in the skin (Gavrilov and 
Tsirulnikov 2012), which could then trigger a response via the sympathetic nervous 
system. Such an effects might be analogous to previously-described glucose increase by 
sympathetic stimulation by skin pinching, which affected liver and adrenal glands 
directly and via the brain (Sugimoto et al. 2002). 
 US can induce vasodilation in humans (Iida et al. 2006). Vasodilation could lead 
to glucose modulation by increasing blood flow in the liver, or the liver might be affected 
directly by a mechanism similar to the nitric oxide synthase (NOS) response that is 
thought to mediate vasodilation.  
 Based on all these potential mechanisms, this experiment was designed to address 
the question of whether US has an effect on blood glucose. This was an exploratory 
study, so the parameter design was unknown, as well as the direction, magnitude, 
duration, and reliability of the potential effect. 
Methods 
Subjects 
 Tests were performed on four adult male Sprague-Dawley rats. The rats were 
housed in standard vivarium conditions, and tested for up to 6 months. The rats were not 
fasted, and most experiments started between 2 and 3 PM.  
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Ultrasound Stimulation 
 The standard US protocol was 200 kHz US, with spatial peak temporal peak 
(SPTP) power of 45 W/cm2 across a 5 mm focal width, pulsed for 1 ms every 100ms (10 
Hz, 1% duty cycle). In early trials at the transducer position was not tightly controlled, 
since the target was thought to be the liver (26 trials). The transducer was placed within 2 
cm of the xiphoid process, facing either straight down or angled 30 degrees toward 
midline. After finding highly variable results in these early trials, in later trials the 
position was more tightly controlled (8 trials, all on separate days). A standard position 
was chosen for repeated testing: 1 cm right of the xiphoid process (rat’s right, 
experimenter’s left), angled 30 degrees toward midline. The standard position was chosen 
to match that of a successful response, and is shown in Figure 2. Some of the later trials 
measured position carefully, but did not use this standard position – in the analysis, these 
trials are grouped with the early trials of unknown position. 
 Additional trials were performed using other US frequencies, powers, pulses, and 
positions, but were not sufficiently repeated for statistical analysis, and so are not 
included in the analysis and results. These trials are listed in the ‘anecdotal observations’ 
section.  
Blood Glucose Measurement 
 The rat was laid with its back on a heating pad, and the legs were shaved to 
expose the skin on the inner hindlimbs (Figure 2). A constriction band was tightened 
several seconds before each blood measurement, then a 23 gauge needle was used to 
puncture the skin and draw a drop of blood. The blood glucose was then measured by a 
glucose reader and test strips (Accu-Chek Aviva Plus). Then the constriction band was 
  30 
released, any continued bleeding was stopped by applying pressure, and any excess blood 
was cleaned off. This blood draw procedure was repeated for each reading.  
 Each experiment began by taking at least three glucose readings as a baseline 
level, and then the US was applied. In some sessions, if the first position did not evoke a 
response, the transducer was moved to another position. At least three readings were 
taken from every position, waiting at least ten minutes. This wait time was chosen based 
on the apparent speed of the effect (see Figure 5). In the statistical analysis, each new 
position is treated as a separate trial.  
 To check if the glucose was simply rising over time, several sham experiments 
were performed (all with no US applied, some with the transducer placed on the abdomen 
but not turned on). Some experiments used additional baseline readings before applying 
US, these are also used as sham data in the analysis.  
 
Figure 1. Setup of experiment. Note the glucose meter on the right, the transducer on the 
rat’s abdomen, the tubing to constrict the hindlimb before drawing blood, and the marks 
on the hindlimb from previous readings. The transducer is in the standard position, 
angled 30 degrees toward midline. 
  31 
 
Figure 2. Placement of transducer in standard position, centered 1 cm left of the xiphoid 
process, between the four marks.  
Statistical Analysis 
 The data used for analysis was taken only from trials using the standard protocol 
(200 kHz, 45 W/cm2, 1/100 ms). Analysis is done on all positions together, and on the 
variable and standardized positions separately. 33 trials were performed with US, over 16 
separate experimental sessions. During 7 of the sessions, if a transducer position did not 
show a response the transducer was moved to other positions - these accounted for 17 of 
the trials. All positions were over or near the liver. In some sessions, readings were 
collected after the end of the US application. These readings are grouped with the 
readings from during the stimulus. 
 In some sessions more than 3 baseline readings were taken. Trials with 5 or more 
pre-US samples are used as shams by considering the first 3 points as baseline and the 
remaining points as sham treatment. When considered as non-sham trials, all pre-US 
samples are used as baseline rather than just the first 3. Including these, 8 sham trials 
were done. Average length of sham trials was 4.8 samples (beyond the 3-sample 
baseline). Average length of US trials was 3.9 samples.  
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 For each of the 33 trials and 8 shams, mean of the baseline data was subtracted (3 
or more samples, before US is applied). Two analyses were performed: one looking for 
an aggregate effect, and one looking for an effect from each trial separately.  
 For the aggregate test, means of the 33 US trials were compared to the means of 
the 9 sham trials, by a 2-sample t-test. By taking the mean rather than the raw data of 
each trial, the analysis avoids having heavily-sampled trials skew the result. This is 
important to avoid bias, since additional samples may have been taken during strong 
responses. 
 For the individual tests, the readings from each trial were compared to all the 
sham values (43 readings), as a 2-sample t-test to see if the means differ. To avoid the 
increased risk of type I error from applying 33 separate t-tests, the Bonferroni-Holm 
correction was used. This method is strictly better than the simple Bonferroni correction 
of dividing the p threshold by the number of tests performed (i.e. divide the threshold p < 
0.05 by 33 to get p < 0.0015), because Holm’s method adjusts the threshold sequentially 
to reduce the type II error. (Holm 1979; Aickin and Gensler 1996; Perneger 1998). More 
powerful statistical methods also exist (Groppe et al. 2011) 
 Four rats were used over the course of these experiments, with at least one day 
rest between sessions. Note that analyzing each trial separately is not entirely valid, since 
the subjects are not independent. The aggregate t-test is also somewhat invalid since the 
same rats were used in several trials. In most experiments the glucose was not sampled 
according to a consistent schedule, which may also introduce some bias into the analysis.  
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Results 
 
Figure 3. Mean response to US, in the sham vs. experimental condition, compared to the 
baseline of each. Rather than plotting the mean and error of the readings directly, the 
mean of each trial was taken separately first. This was done to avoid having trials with 
additional readings be overrepresented. Standard error of the mean (SEM) is shown 
rather than standard deviation for a better representation of the t-test. In the analysis, each 
trial’s mean baseline was subtracted before comparing sham to US.  
 The aggregate statistical analysis did not find a significant response (p > 0.05). 
US did not, on average, have a statistical effect that was measurable by the methods of 
this experiment. The experiment was unable to show the hypothesized US stimulation of 
the liver or of sensory receptors within the liver, since all positions tested had the 
transducer over the liver. Histograms of all US and sham trials are shown in Figure 4.  
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Figure 4. Top: histogram of experimental trials, after subtracting each trial’s baseline 
reading. Bottom: same histogram for sham readings. Both histograms show a slight 
increase over baseline, which demonstrates the need to compare to sham trials rather than 
looking simply for increase over time.  
 The trial-by-trial analysis found 4 of the 33 trials to have a significant response 
(p-values of 0.001, 0.00002, 10-9, and 10-10, after the Bonferroni-Holm adjustment which 
multiplied the raw p-values by 30 or more). This suggests that despite the lack of an 
aggregate result, strong responses do occasionally occur. These four trials are plotted 
below. 
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Figure 5. The four responses of glucose to US that appeared significant when considered 
separately. Gray bars show the duration of the applied US. In plot A the US was turned 
off after the response occurred, and shows a decline back towards baseline. In B the US 
was turned off after only ten minutes, but glucose readings continued to increase 
dramatically. In C three different positions of the US transducer were tested during the 
session. Only the third trial evoked a significant response. D was by far the least 
significant of the four responses, and could be an erroneous response due to not enough 
baseline readings.  
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 The purpose of the standard-position trials was to examine whether the variable 
response was due to variation in position, or due to another uncontrolled factor as seen in 
rat brain (Younan et al. 2013). Neither group showed a significant result when analyzed 
separately (controlled: p = 0.6, variable: p = 0.14). When looking at trials individually, 
the controlled position had a single response (out of 8 trials) and the variable position had 
three (out of 25). The response from the standard position suggests that either aiming was 
not the only uncontrolled factor, or the position control was not sufficiently accurate. 
 
Figure 6. Sham compared to the two experimental conditions. Neither condition showed a 
significant difference from the sham.  
Discussion 
 Addressing the original question of whether US has an effect on blood glucose 
levels, the results of this experiment show no significant aggregate effect. However, a 
few trials appeared to show a strong and significant blood glucose increase when 
considered individually. It remains unknown whether this possible effect could be made 
more reliable by better aim or optimized parameters, or if the variance in the response is 
due to other uncontrolled factors.  
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Discussion of Unproven Effects 
 The strong apparent response from some individual trials suggests there is a 
possible but statistically unproven effect. Several factors could cause the low 
reproducibility of the possible response. The unknown site of action may be small (such 
as a sympathetic ganglion) or reached by reflection, so the US beam cannot be reliably 
aimed by the present methods. Or, some other uncontrolled parameter may determine 
which trials show a response. This may relate to other reports of US causing 
unpredictable and difficult-to-reproduce effects (Younan et al. 2013). It could also be 
both: correct aim might be required in addition to an unknown factor. This possibility 
would make finding the correct position difficult. The apparent responses were related to 
the US itself, given that the changes began when US was applied. The US might act 
through the nervous system, or act directly on non-neural tissue through heat, pressure, or 
other mechanisms. The response can be compared to other experiments on glucose 
modulation by direct stimulation of the liver tissue (Chen et al. 2010), via the hepatic 
nerve (Takahashi et al. 1996), or through skin pain receptors (Sugimoto et al. 2002).  
 In one trial that showed a significant difference from sham (Figure 5B), US was 
only applied for 10 minutes. This response suggests that whatever causes the glucose rise 
may not require continual stimulation to keep working – once triggered, the response may 
be self-sustaining. The glucose rise from the 10 min US application was not notably 
weaker than other responses. If the response is saturated within 10 minutes, that property 
may give some clues as to what neural and hormonal elements could be affected.  The 
glucose increase seen in literature with electrical stimulation occurred within 15 min of 
the stimulation onset (Chen et al. 2010). This timing is comparable to the possible US 
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responses (Figure 5). The similar rate suggests the mechanisms may also be similar: the 
increase may be caused by the direct release of glucose from the liver, with insulin 
responding to the glucose increase but not driving the effect. This non-pancreatic 
pathway hypothesis is compatible with earlier work showing nerve stimulation can 
increase hepatic glucose output within 5 minutes, while the same response to an insulin 
injection has a 30 minute delay (Shimazu 1967).  
Error in Glucose Readings 
 The blood glucose readings obtained by drawing blood and measuring by test 
strips sometimes varied widely, even between readings taken less than a minute apart. 
This error could be due to technique rather than the strips: occasionally, the drawn blood 
is a noticeably different color. This blood gives clearly erroneous glucose readings, either 
because it is mixed with interstitial fluid (lighter-colored) or drawn from a hematoma 
(darker). Some errors were large enough to be obvious and so were removed from the 
analysis, but some readings may be less obviously incorrect. This makes statistical 
analysis less valid - the variance is not the same during for every reading, but depends on 
technique and can be affected by previous blood draws during the experiment.  
US Dosimetry Considerations 
 The peak pulse power of 45 W/ cm2 used in this experiment, the pulses would 
generally evoke a painful response when directed at the bones of the finger. This 
suggested it would be effective for stimulating sensory receptors (I. A. I. Davies, 
Gavrilov, and Tsirulnikov 1996). It is unknown if the pulse would be painful in the rat or 
human liver, but it was not painful on human soft tissue of the arm. As Davies et al. 
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describe, US-induced pain thresholds vary widely across the body. Pain may be relevant 
to the response, since skin pain can cause glucose increase (Sugimoto et al. 2002). 
 A concern with this work (and for therapeutic US in general) is damage from heat 
and from cavitation. The risk of heat damage is quantified by the thermal index (TI), the 
risk of cavitation is quantified by the mechanical index (MI). The TI generally considers 
the time-average power, the MI considers the time-peak power.  
 The standard US protocol was 200 kHz US at 45 W/ cm2, delivered for 1 ms 
every 100ms. This has a peak pressure of 1.2 MPa, giving an MI of 2.7. This exceeds the 
FDA limit of 1.9, but it is likely that the power required to induce the effect is lower than 
the power used so far. Experiments have not yet studied the dependence of the response 
on the US power, since the unreliability of the response would make this impractical.  
 TI is defined such that a beam with TI = 1 would cause 1 degree C of heating. The 
power density limit depends on the frequency and on attenuation in the tissue. 
Particularly, bone heats much faster than soft tissue because the US is attenuated more 
quickly. Because of the wide variance in true heating, direct measurements are more 
useful than calculations. The US protocol is not likely to cause heating, because the low 
frequency is not highly attenuated and because the duty cycle is only 1%. The general 
FDA limit for spatial-peak time-average power (SPTA) is 720 mW/cm2; the SPTA in this 
experiment was 450 mW/cm2.  
Possible Future Experiments 
 The failure to find a significant response might be attributable to an inconsistency 
of the methods. Early in the study, many locations on the abdomen were tested for an 
effect. When the site and mechanism of action are unknown it can be difficult to control 
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the relevant variables. However, many factors could be controlled by a more careful 
study: only four rats were tested, and the tests were carried out over several months on 
each rat, such that rat’s weight changed considerably. A better test would use more rats, 
with matched age.  
 Future experiments should also food restrict the rats to better control the resting 
level of glucose and the amount of glucagon in the liver. Because rats eat little during the 
day, the rats were in a non-controlled but semi-fasted state in the current methods. If an 
effect can be found, then fasting to exhaust the rat’s supply of glucagon could show 
whether glucagonolysis is responsible. Besides reducing possible sources of variation, 
future experiments might test new parameters, better examine the possible sources of 
variability, or look for other related physiological effects.  
Other US Parameters 
 Recent experiments in US brain stimulation found a motor cortex response that 
only occurs at pulse rates slower than 1 Hz. The slowest pulse rates tested for glucose 
effects were 10 Hz. If US acts on blood glucose by a mechanism related to that of brain 
stimulation, US pulses repeated at 0.1 Hz may be more effective than at 10 Hz.  
Continuous Glucose Monitor 
 A difficulty in these experiments has been the variability attributed to the test-
strip method of glucose measurement. A continuous glucose monitor could alleviate this 
problem. The clinically-available monitors consist of a needle electrode sensor that goes 
under the skin, a transponder that attaches to the skin, and a distant receiver and display 
unit. The needle would only need to be implanted once per trial. This would eliminate 
variation from taking blood at different sites for each reading. Lowering variability would 
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make it easier to see small changes, which could occur when the US beam is focused near 
(but not directly at) a site of effect. Continuous monitors do respond more slowly to 
blood glucose changes, but the lower variability would likely be worth the delay. 
Effect of Angle 
 Another source of error may be reverberation of US within the abdominal cavity. 
A recent study of US brain stimulation used computer modeling to show that ultrasound 
reverberations and standing waves likely affect the response (Younan et al. 2013). The 
peak power can be three times higher inside the skull than in water-tank measurements 
with half-skulls, and besides the main focus there can be secondary foci. Reflections are 
more significant at low frequencies because waves are less attenuated over distance.  
 A dependence on angle could result from standing waves increasing power at the 
focus, or US could be hitting an unintended target by reflection off the back of the body. 
Angle was not well controlled in the early experiments, so reflections could help explain 
the inconsistent results. The half-power focal width of the 200 kHz transducer is 5 mm, 
but the response appears more sensitive to placement (or some other unknown factor) 
than would be expected from the focal width. Reflections could explain this sensitivity. 
This could be tested in future experiments by sweeping over a wider range of transducer 
locations.  
Electrical Measurements 
 If US can affect neurons or sensory receptors in the abdomen, it is likely there 
will be other effects besides glucose regulation. An additional way to look for changes in 
abdominal neural activity might be to measure the electrical activity from the enteric 
nerves and muscles (electrograstrogram, EGG). A change in the EGG could show 
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modulation in the enteric nervous system. The EGG could be used as a possibly faster or 
more sensitive response, in the search for glucose regulation. Additionally, abdominal US 
stimulation could have applications beyond glucose. Gastric stimulation is an area of 
active research with applications to obesity; a noninvasive mode of gastric stimulation 
could reduce cost and allow new treatments.  
Blood Analysis 
 To search for other potential effects of US, measurements of blood chemistry may 
be useful. When the pancreas releases insulin, it also releases an equal amount of c-
peptide. Insulin levels are affected not only by pancreas insulin release, but also by 
insulin uptake by many systems in the body (including liver).  C-peptide level is used 
clinically as a more independent indicator of pancreas activity. Measuring the ratio 
between insulin and c-peptide allows clinicians to assess liver and pancreas function 
independently. If a result is found, then bilateral removal of the pancreas could help 
isolate the cause (Takahashi et al. 1996).  
Other Anesthetics 
 For these experiments, the rats are anesthetized to allow for the US transducer to 
sit on the abdomen, and to allow repeated blood draws for glucose measurement. 
Isoflurane also alters the blood glucose level. After induction of anesthesia the blood 
glucose rises for 20-30 min, before leveling off at around double the pre-anesthesia 
concentration. In these measurements, the glucose rose from approximately 100 to 200 
mg/dL. 
 A similar effect is seen in humans, where isoflurane (relative to no anesthesia) 
reduces insulin release and increases the peak blood glucose during a glucose tolerance 
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test (Tanaka, Nabatame, and Tanifuji 2005). The mechanism is not entirely known, but it 
is known that isoflurane directly inhibits release of insulin from isolated rat pancreatic 
islets of Langerhans (Desborough and Jones 1993). If isoflurane can be considered as a 
rough model of diabetes, it would be more similar to type 1 diabetes (lack of insulin 
release) than to type 2 (lack of sensitivity to insulin). However, the mechanism of glucose 
increase by isoflurane may be very different from the mechanism of glucose increase in 
diabetes. 
 Other anesthetics are an option, though other gas anesthetics have a similar effect 
on glucose (Tanaka, Nabatame, and Tanifuji 2005), and Ketamine-Xyalazine also 
roughly doubles blood glucose in rats (Braslasu et al. 2007). Applying US to awake 
restrained rats is not a likely option, since drawing blood would likely distress the rat and 
ruin the restraint training (see (Topchiy et al. 2009; Martin et al. 2002) for examples of 
training rats to calmly accept restraint).  
 Anesthesia is known to be a highly significant factor in studies of US neural 
stimulation (King et al. 2012). Differences in the anesthesia level between sessions may 
be a factor in the varying and difficult-to-reproduce response.   
Anecdotal Observations 
 This section summarizes results of trials that were not performed with repetition, 
and so cannot be considered statistically. These trials are listed only to note that none of 
these conditions produced a strong result.  
 Several experiments were tried with US aimed at the spine, rather than at the 
abdomen. The rat was placed face down, with the ventral side on the heating pad and the 
transducer on the dorsal side. US at 200 kHz has a low attenuation constant, so it would 
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be expected to easily penetrate the thickness of a rat’s torso - whatever structure the US is 
affecting from the ventral side should also be illuminated by US from the dorsal side. 
These experiments were performed to test the hypothesis that US was acting on the spine, 
and therefore would have a more reliable action when applied directly to the spine. This 
does not appear to be the case. 
 US was also tested on rats whose blood glucose had been lowered with insulin, 
down from isoflurane-induced hyperglycemia (around 200 mg/dL) closer the normal 
value (near 100 mg/dL). This test had two purposes: as a pilot test for the use of US to 
reverse insulin-induced hypoglycemia, and to check if insulin made the rat respond more 
reliably to US.  
Table 4 
Other US parameters and conditions tested for glucose modulation 
 
 
US freq 
(kHz) 
Power (W/cm2 
SPPA), amplifier 
supply 
Duration / period (ms) 
standard position 500 45   (200V) 8/40 
  120  (350V) 1/100 
   1/50  
 200 15   (200V) 8/40  
  25   (300V) 5/100  
   1/20  
   1/40  
   4/40  
  35   (350V) 1/20  
with insulin  45   (400V) 1/100  
US on spine  45   (400V) 1/100  
 
 None of these alternate conditions, tested with a low number of trials, showed a 
strong response (Table 4). The lack of response from the 500 kHz, 200 V, 8/40 ms trial 
suggests that heating is not the mechanism, since this trial had much higher average 
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power than the standard protocol. These results cannot be used to test whether these 
condition are more or less effective that the standard parameters, due to the low success 
rate. However, it is apparent that none of these conditions have 100% rate of effect.  
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CHAPTER 3 
ULTRASOUND MODULATION OF RAT MOTOR CORTEX 
Introduction 
  Recent studies have shown US can stimulate movements in mice and rats, which 
is encouraging for the use of US as a neurostimulation or neuromodulation therapy. 
However, these results show considerable differences from electrical stimulation. One 
unexpected limitation is that US cannot evoke reliable movement of rat forelimbs, only 
hindlimbs and tail (H. Kim et al. 2014; Younan et al. 2013). Mice, however, show 
movement of all limbs (King, Brown, and Pauly 2014). 
 Given that US does not cause a motor response in rat forelimb, one question is 
whether it stimulates forelimb at a level below the movement threshold. US can also 
cause suppression (Yoo et al. 2011), and conceivably could have varying effects across 
rat motor cortex. To investigate this we applied electrical pulses to stimulate movement, 
then added US and measured any modulation of the response by paired-pulse interaction. 
The wide US beam was applied over both forelimb and hindlimb cortex. Electrical 
stimulation was delivered by a chronically implanted 16-channel epidural array, under 
light sedation. Because the stimulation array is permanently implanted, the experiment 
does not require surgery and therefore can be performed with lower anesthesia than an 
invasive motor stimulation experiment. A low anesthesia level is known to be necessary 
for US brain stimulation (Tufail et al. 2010; King et al. 2012).  
 In addition to testing modulatory effects of US, the experiment also investigated 
the direct hindlimb stimulation. In mice, the interstimulus interval of the US is known to 
be important. Above a 5 Hz burst rate, the response fails. This is a distinct difference 
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from electrical stimulation. The dependence on interval has not been investigated in rats. 
Another difference from electrical stimulation is that US neurostimulation literature 
generally uses bursts of 80 ms or longer. It is unknown if such a long duration is 
fundamentally required, or can be overcome by increased power. The literature also 
reports a relatively slow latency of the motor response, but it is unclear if this latency is 
due the neural circuitry, or due simply to the need for a long pulse to reach the movement 
threshold. Investigating these questions about the capabilities of US neuromodulation and 
stimulation may help reveal the mechanism and help show which therapeutic applications 
may be possible.  
Epidural Motor Cortex Stimulation  
 Motor cortex can be most accurately probed by intracortical microstimulation 
(ICMS), using a penetrating microelectrode inserted 1.5 mm into layer V of cortex to 
target the neurons projecting to the spine. The cortical stimulation evokes muscle 
responses. The electrode can be repeatedly inserted across a grid to form a map of the 
motor functions controlled by the cortex (Kleim et al. 2003).  
 ICMS is the gold standard for motor mapping, since the highly localized 
stimulation, applied directly to the neural layer with output projections, gives good map 
resolution. However, the procedure is lengthy, invasive, and difficult to repeat. After the 
skull is opened and the dura removed, scar tissue and new blood vessels grow over the 
cortex and make the microelectrode difficult to place. This limits most studies to two 
maps. Mapping multiple times can give insight into the time dynamics of the motor map, 
and how these might differ with experimental treatments. One way to accomplish this is 
by implanting an array of stimulation electrodes.   
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 Chronically implanted microarrays made from silicon or microwires can perform 
precise stimulation and recording, but unfortunately they generally cannot function over 
long periods of time in vivo due to a buildup of glial scar tissue from the brain’s immune 
response (McConnell et al. 2009). By not penetrating the brain’s parenchyma, epidural 
arrays avoid triggering the immune response. Epidural stimulation cannot achieve the 
same resolution as ICMS, but it is sufficient to evoke localized responses.  
 In one group’s preliminary experiment, an epidural micro-electrocorticography 
(µECoG) array (16 contacts, 200 um diameter, platinum) was compared to a penetrating 
Michigan array in rats (Roy Lycke 2014). They found the µECoG array had stable 
performance over five months of implantation, with the electrode impedance and 
stimulation threshold stabilizing after two weeks (sensory threshold measured by a 
behavioral experiment). They suspect that the initial change is due to a buildup of 
collagen fibers on the electrode surface, and not due to an immune response because the 
degradation did not continue to increase over time. Stimulation was a 650 ms train of 200 
µs biphasic pulses (symmetric, cathode first). A skull screw was used as the ground.  
 In another experiment, a 72-contact array (64 active) was tested for motor 
stimulation, and the resulting motor map was compared to standard ICMS (Molina-Luna 
et al. 2007). The contacts were 100 um diameter, spaced ~700 µm apart in 4.5 x 6 mm 
grid. They used a stimulation protocol quite different from other epidural stimulation or 
ICMS studies: 100 pulses at 300 Hz, each pulse only 1 µs wide, 1 to 5 mA. The pulses 
were monopolar biphasic, (leading phase not specified).  
 Molina-Luna et al. found the epidural stimulation maps showed slightly larger 
representations of forelimb and hindlimb compared to ICMS maps. This is expected due 
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to current spreading when passing through the dura, and also due to ECS activating 
superficial neurons with lateral connections rather than directly activating layer V motor 
neurons. The epidural responses also had longer latency than ICMS; this synaptic delay 
further suggests activation of interneurons that then activate motor neurons, whereas 
ICMS activates motor neurons directly.  
Methods 
Ultrasound Transducer 
 All experiments were performed using a 200 kHz focused transducer. This 
frequency was chosen based on several recent papers showing that lower frequencies can 
evoke movement at considerably lower powers, in mice (King et al. 2012) and in rats (H. 
Kim et al. 2012) (the mouse frequency dependence is considerably weaker than initially 
reported - Patrick Ye, personal communication). The construction and testing of the 
transducer is described in the appendix.  
 The US power used in these experiments was 60 W/cm2 SPPA (spatial peak pulse 
average). This is a higher power than is used in the literature. The high power was chosen 
in order to provide the best possible conditions for forelimb movement; future 
experiments could use lower power. This power level can induce a sensation of pain (but 
not heat) in a human finger, at certain positions. This effect of US inducing pain without 
heat is known to occur more easily at low US frequencies (Gavrilov, Tsirulnikov, and 
Davies 1996).  
 FDA safety limits generally restrict the spatial-peak time-average (SPPA) power 
to 720 mW/cm2. The spatial-peak time-peak or spatial-peak pulse-average power (SPTP 
or SPPA, the two are considered equivalent here) is restricted by the mechanical index 
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(MI) limit of 1.9. Higher average powers risk tissue damage by heating, higher peak 
powers risk damage by cavitation. For a US burst at 200 kHz, 60 W/cm2 SPPA, the MI is 
3.1. If the burst is applied for 300 ms every 2 s (on average) and chopped at 50% duty, 
the SPTA power is 4.5 W/cm2 during a US test block. These levels exceed the human 
safety limits, and this may influence the results seen.  
 The focal area is approximately 5 mm in diameter, by FWHM power (full-width 
half-maximum of the power; note that ½ max power is √½ = 71% max amplitude). To 
make the transducer placement more easily repeatable, an acrylic rig was attached to the 
transducer housing. This rig rested on the rails of the stereotax at a measured distance 
from the ear bars, so transducer position was constant across trials relative to the 
interaural line.  
 Due to an error, the power level in some trials was decreased by up to 50% (down 
to 30 W/cm2). This likely caused increased variability in the results, and is addressed 
further in the discussion.  
Stimulation Pulse Timing and Polarity  
 The ECS pulses were chosen to match standard ICMS: 200 µs pulse length, 350 
Hz rate (2.86 ms interval), 40 ms total duration (13 pulses), anodal monopolar. The 
polarity is the only difference from ICMS - with surface stimulation, anodal current is 
better for activating the axons of pyramidal neurons (Nguyen et al. 2011). Using a train 
of pulses rather than a single pulse is better for driving neurons downstream from the 
stimulation site. Using the temporal summation of inputs allows for downstream 
activation with lower stimulation currents, which makes for a more localized map 
(Asanuma, Arnold, and Zarzecki 1976).  
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 In general, surface stimulation activates axons rather than dendrites or cell bodies 
(Nguyen et al. 2011). Anodal and cathodal stimulation have different effects on the 
underlying axons depending on the orientation of the fibers: anodal stimulation 
preferentially activates fibers perpendicular the cortical surface; cathodal stimulation 
activates relatively more fibers parallel to the surface. Stimulating these different axon 
populations can have different effects. In the use of cortical stimulation for treatment of 
neuropathic pain after stroke, studies show cathodal stimulation is more effective. This 
suggests the mechanism of pain relief, at least in its initial site of action, more involves 
lateral cortico-cortical connections than projecting axons. The effects of polarity on 
cortical stimulation for enhancing stoke rehabilitation are less clear, though some studies 
show more benefit with cathodal stimulation (Kleim et al. 2003). For the US modulation 
experiment only a motor output was desired, so anodal stimulation was chosen. 
Preliminary Tests of Stimulation Polarity 
 A series of preliminary tests was performed to check which polarity was suitable 
for this array. These measurements were taken informally with a varying number of 
subjects, all male Sprague-Dawley rats older than 90 days. Anodal monopolar stimulation 
appeared to work as expected, and produced maps similar to ICMS (n = 3) (Figure 7). 
 
Figure 7. Example comparison of intracortical and surface electrode maps.  
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Cathodal stimulation gave an unexpected response: a bilateral shoulder and neck 
movement that was identical at every electrode position (n = 7). The lack of dependence 
on position implied the stimulation was not acting in cortex. The response had some 
dependence on the position of the ground electrode. To explore whether this response is 
due to stimulation in the brain or elsewhere (such as direct stimulation of the spinal cord 
or muscles), the EMG latency was measured (Figure 8).  
 
Figure 8. EMG response to cathodal stimulation, filtered 30 Hz to 3 kHz, averaged over 
100 recordings, and subtracted from an averaged subthreshold recording to reduce 
artifact.  
 The latency was less than 3 ms, which is much shorter than the standard cortical 
stimulation latency of ~10 ms (n = 7). This, along with the non-varying effect across 
cortical sites, showed that the cathodal response did not originate in the brain and anodal 
stimulation should be used instead.  
 Biphasic stimulation with symmetric pulses (equal amplitude anodal and 
cathodal) also evoked the apparently non-cortical cathodal response (n = 1), since this 
response has a lower threshold than the anodal response. Asymmetric biphasic pulses 
(cathodal pulse 10x longer and 1/10 amplitude of anodal) evoked the same movement as 
anodal alone. Bipolar electrodes successfully stimulated cortex, and generally showed a 
similar response as anodal monopolar (n = 1). The cathodal electrode does not evoke the 
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bilateral shoulder response, presumably since without a ground electrode in the back the 
current is not being focused through the spine or muscle. Bipolar electrodes that are 
closely spaced often do not evoke movement (below a 2 mA current limit); this may be 
due to competing action and shunting in the cerebrospinal fluid (CSF).  
 Both other groups using epidural arrays on motor cortex report no difficulty in 
using biphasic stimulation (which included a cathodal component). However, one group 
used drastically different pulses (Molina-Luna et al. 2007), and the other measured a 
different behavioral response (Roy Lycke 2014). Another experiment was done using 
single-channel epidural stimulation, which was successfully able to evoke the expected 
unilateral forelimb response (Boychuk, Adkins, and Kleim 2010).  
 These three groups all placed the ground electrode on the head, as a skull screw. 
Given the dependence of the cathodal response on the ground position, and given that 
other groups did not observe the cathodal stimulation problem, it is likely that the 
problem with cathodal stimulation arises entirely from the ground being on the back 
rather than on the head.  
Epidural Stimulation Array 
 The array used in these experiments has 16 channels in a 4 by 4 grid, with each 
iridium oxide contact 200 µm diameter and 1 mm between each contact center (Figure 9). 
The array is mounted on a polyimide cable with copper wires (Figure 10). The ground 
electrode is a stainless steel plate with surface area greater than 1 cm2, implanted in the 
back between the shoulders. The edges of the ground plate were coated with silicone to 
prevent current from concentrating at the corners.  
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Figure 9. The array from the brain-facing side, showing the dark Iridium Oxide contacts 
and the copper wires visible through the polyimide.  
 
Figure 10. The entire assembly: the connector (left end), percutaneous cable (middle), 
and the array (right end).  
 Early tests with the array used gold contacts. This metal had been chosen when 
cathodal pulses were planned, but with anodal pulses the gold rapidly corroded and 
exposed the copper underneath, so iridium oxide was used instead. Originally, the 
flexible cable was tunneled under the skin to a percutaneous connector on the back, with 
a jacket covering the back connector. Later surgeries were adjusted to mount the 
connector on the skull, for several reasons. The arrays would detach from the skull, 
because the bone glue did not adhere strongly to the polyimide or silicone. The cables 
would break, due to repeated flexing motion of the rat’s neck. The chronic incision for 
  56 
the percutaneous cable in the back was prone to infection and difficult to clean, more so 
than the skull connector - the cable tunneling procedure was similar to that used 
successfully by a group testing cortical stimulation for stroke recovery, but that group 
used a fully-implanted battery-powered stimulator rather than a percutaneous connector 
(Zhou et al. 2010). 
 In early experiments, a silicone flap was glued in place to hold the array down on 
the skull. The silicone would come loose from the skull over several weeks, and the array 
would also detach from the silicone. Using dental cement and skull screws prevented this 
detachment. The dental cement adhered firmly to the screws, and adhered to the array 
cable. The dental cement was mixed at twice the standard liquid-to-powder ratio, to 
increase the fluidity and lengthen the setting time. Any loss in cement strength was not 
noticeable.  
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Figure 11. Craniotomy window for array placement, and the skull crews for anchoring 
the dental cement. The window is slightly wide than the array, to allow for movement 
based on interoperative mapping. The window extends farther caudally than the array, to 
prevent the cable from lifting the array off the brain as the cable lays on the caudal skull 
edge.  
 
Figure 12. The array on the rat brain, being held in place by a stereotax-mounted rod 
while the silicone cures. The contacts are visible from the back, through the silicone.  
Array Placement Surgical Procedure 
 The rat was anesthetized with ketamine (70 mg/kg i.p.) and xylazine (5 mg/kg 
i.p.). Supplemental doses of ketamine (20 mg/kg i.p.) or ketamine and xylazine (2 mg/kg 
i.p.) were given as needed, with the xylazine given less frequently due to longer duration 
of effect.  
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 The skull was exposed through scalp incision and retraction. A craniotomy was 
drilled, from 1 to 5 mm medial of midline and from 4 mm anterior to 2 mm posterior of 
bregma. The craniotomy was slightly larger than the array, to allow for movement based 
on intraoperative mapping. Then, the skull screws were inserted. Four screws are 
arranged around the craniotomy, on all sides except for the inaccessible lateral edge 
(Figure 11). Then, the array was placed onto the dura and held in place by pressing down 
gently with a rod held by the stereotax micromanipulator (Figure 12).  
 A test map of motor cortex was made using the array, to tell if the location was 
correct before cementing in place. If the map did not show an adequate representation of 
forelimb and hindlimb, then the array was moved. After the array placement was 
finalized, the anesthesia was switched to isoflurane (once the ketamine began to wear off) 
since there was no longer a need to see motor responses. This reduces the risk of 
mortality from repeated ketamine injections and allows for quicker waking and recovery 
after surgery. 
 Silicone was applied around the edge of the array, to fill in the extra craniotomy 
space (elastomer A-103, Factor II Inc.). This discourages ingrowth of scar tissue and 
prevents dental cement from leaking underneath the array. Next a layer of dental cement 
was applied to hold the array in place and anchor it to the skull screws. After the first 
layer of cement set, the cable and connector were folded against the skull and cemented 
in place.  
 The connector was placed posterior to the stimulation site, and attached at an 
angle rather than perpendicular to the skull. This allowed the US water cone to sit directly 
above the array over motor cortex. To avoid possible loss of US power, a 5mm hole was 
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left in the dental cement above the stimulation site (Figure 13). The hold was made by 
leaving the stereotax-mounted rod in place pushing down on the array while the dental 
cement was applied. The rod was coated in a thin layer of petroleum jelly to prevent 
adhesion to the dental cement. The polyimide, electrodes, and silicone were found to not 
significantly block US. This was tested in a water tank by interposing the array between 
the US transducer and a power sensor. 
 
Figure 13. Rat held in the stereotax, with epidural array cable and the ground wire 
attached. Rostral to the cable connector, the hole in the dental cement sits directly over 
the array on motor cortex.  
 During the implant procedure and before each US modulation experiment, the 
motor cortex was mapped manually. The rat was anesthetized with ketamine and 
xylazine. An isolated stimulator (AM systems 2100) was connected to one contact of the 
array and to the ground electrode. Stimulation current was increased until a movement 
was visible. The movement and threshold current were noted, and the procedure was 
repeated for each channel (Figure 14, Figure 15).  
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Figure 14. Example of a cortical map created by switching channels manually and 
observing the response, similar to standard ICMS mapping methods (not using the 
automated channel switch and accelerometers). 
 
Figure 15. Example of successive maps from several rats. Some variation is visible 
between rats and over time, but the general features are consistent and stable.  
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Automated Array Channel Switching 
 In order to more easily test the array repeatedly across a range of conditions, a 
circuit was built to switch the array channel by computer control (Figure 16, Figure 17). 
To avoid grounding issues with the stimulation, photocouplers (LiteOn MOC3023, triac 
output) were used to isolate the control circuitry from the pulse generator (AM systems 
2100). Transistors were standard N-channel (Fairchild Semiconductor FQN1N50C). This 
design was based on advice provided by Dr. Susan Leemburg, who used 64-channel 
switcher (Molina-Luna et al. 2007).  
 
Figure 16. Layout of the channel switching circuit, which interprets the digital output 
from the DAQ as controlled by Matlab. Full circuitry for channels 9-16 is not shown; the 
remaining two sections are identical to the first two sections shown.  
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Figure 17. The switching circuit. DAQ at top left, connecting to the two levels of 
transistors. Photocouplers are below the transistors, and the 16-channel output cable to 
the array is at lower left.  
Motor Response Measurement 
 The response to motor cortex stimulation was measured by accelerometers in 
some experiments and by EMG in others. Accelerometers attach to the limb, and were 
used because they allow simple, reliable, noninvasive measurement. EMG was required 
for experiments testing the latency of the response, since it has better time resolution.  
Accelerometers 
 Two accelerometers were attached by Velcro to the forelimb and hindlimb, 
contralateral to the stimulated hemisphere (Analog Devices ADXL337, 3-axis 
accelerometer with ±3 g range) (Figure 18, Figure 19, Figure 20).  Only data from the 
axis aligned with the movement was read, due to constraints in the overall sampling rate. 
  63 
With a faster DAQ, all three channels could be sampled. This would remove the 
dependence on the sensor angle, but the measurement would still be sensitive to the 
sensor position on the limb.  
 
Figure 18. Accelerometers on forelimb and hindlimb, attached by Velcro. The wires are 
attached to the stereotax arm above the rat, to suspend the sensors above the surgical 
drape so the limbs can move unimpeded.   
 
Figure 19. Example data showing the two accelerometer readings (red-forelimb, blue-
hindlimb), and the timing pulse (green) corresponding to the start of the US bursts. The 
US is visible as a high-frequency artifact before the triphasic movement signals. Some 
trials have US and some do not. The electrical stimuli do not make a visible artifact, but 
occur in each trial 400 ms after the timing pulse. Each trial stimulates a different contact. 
Some contacts evoke a response more visible on one accelerometer than on the other, and 
some contacts do not evoke movement.  
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Figure 20. Response from each contact in the array, as measured by each of the two 
accelerometers, averaged across several experiments. These maps agree with the non-
automated maps (Figure 14), showing forelimb and hindlimb activation from the 
expected cortical areas. The forelimb accelerometer shows a broader cortical area, this is 
partially because large movements of the neck or hindlimb can indirectly shake the 
forelimbs.  
Electromyogram (EMG)  
 To measure the EMG, one set of three electrodes was used. Two differential 
electrodes were inserted along the length of the hindlimb muscle, and a ground was 
inserted in nearby non-responsive region (Figure 21). The target muscle was located most 
accurately by feeling the twitch response. Particularly in the hindlimb, visual inspection 
can be misleading when muscles in the upper thigh produce movements most visible in 
the paw.   
 The EMG recording technique was based on a US motor response measurement 
protocol (Tufail 2011). In these experiments copper wire (rather than the standard silver) 
was used for the electrodes, chosen for low cost and adequate performance. The thin 
magnet wire had a polyimide insulation, which was scraped off each end by a razor blade 
leaving 2-3 mm exposed on the inserted end. One end was inserted into the muscle, the 
other was clipped to the amplifier cables. To insert the wire into muscle, it was first 
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threaded into a 20-gauge needle. The end was folded back to make a hook over the tip of 
the needle. The needle was inserted into the muscle and then removed, leaving only the 
wire.  
 As a simpler alternative, in later experiments three 23-gauge stainless steel 
needles were used as the electrodes. Stripped copper wire was wrapped around the base 
of the needle and held in place by hot glue. Stainless steel is an adequate electrode for 
EMG, and the needle is easily removed after the experiment. The connecting wire was 
thin and flexible in order to avoid pulling the needle out of the muscle with movement.  
 The EMG was amplified by an SRS 560 preamplifier (Stanford Research 
Systems) at 1000x to 5000x gain in differential mode, and bandpass filtered from 30 Hz 
to 3 kHz. The signal was then passed to a DAQ (National Instruments 6008) and sampled 
at 2500 samples/s, along with the US control signal. In processing, the edges of the 
control signal were used to synchronize averaging and to measure the latency of the 
response. 
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Figure 21. Experimental setup showing the US transducer above the head, the array 
stimulation cable below the head, and the EMG wires on the upper hindlimb.  
Signal Processing 
 Both EMG and accelerometer data were processed by digital low pass filtering, 
then extracting the peak-to-peak amplitude (see Figure 19 for example data). Amplitude 
is not an ideal measurement, for several reasons. One reason is that high-frequency noise 
in the reading will appear in the amplitude, creating a non-zero baseline in the response. 
This baseline may need to be subtracted to allow comparison between sessions with 
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varying noise levels. Another reason is that different responses might show different 
latencies or waveforms, which might not be easily distinguished by the amplitude alone. 
In future analysis, using a template-matching technique would reduce the problem of 
baseline noise. This analysis might also allow some responses to be separated, such as 
neck and forelimb responses which both appear on the forelimb accelerometer.  
US Modulation of Electrically Evoked Motor Response 
 Different US modulation and stimulation results in the literature suggest different 
timescales to examine for a modulation effect. Direct motor stimulation by US appears to 
be relatively fast, with latencies on the order of 100 ms (Tufail et al. 2010). This is slower 
than electrical stimulation, but much faster than some modulation effects, which can 
require several seconds of US and persist for several minutes (Yoo et al. 2011). However, 
other modulation effects persist for less than one second (Deffieux, Younan, Wattiez, 
Tanter, Pouget, and Aubry 2013a; Legon et al. 2014). It is unclear if the long-lasting 
effects are caused as an aftereffect of the US stimulation (analogous to rTMS), or if the 
modulation is caused by a completely different mechanism. The experiment was designed 
to test for both short-term and long-term modulation effects.  
 Before the US modulation experiment began, a map of the motor cortex response 
to electrical stimulation was made by hand. For each channel, current was applied using 
the ICMS-based protocol. The current was increased incrementally until a movement was 
observed or a predetermined limit was reached. The current was then lowered, to find the 
threshold current evoking a visible response. This procedure was repeated for each 
contact, to produce a map of the motor areas and thresholds under the array. This map 
was useful because the US modulation experiment measures the response only by two 
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accelerometers. Two sensors cannot necessarily tell a forelimb twitch from a neck twitch, 
because contraction of the neck can also move the limbs. The mapping was also useful to 
ensure the rat was at an appropriate anesthesia level and the array was connected and 
functioning properly before adding the automated equipment.  
 During the US modulation test, the US and electrical pulses were computer 
controlled by Matlab, through a National Instruments USB 6008 DAQ (Figure 22). The 
control program switched the channel to stimulate each contact once within a given 
current level, or twice at each current in a block with US. Current was adjusted by hand. 
The experiment consisted of a total of 12 separate blocks, each comprising 3 current 
levels for each of the 16 contacts. The non-US blocks had 48 pulses: each contact 1-16 
was stimulated, then the current was adjusted, then contacts 1-16 were tested again 
(Figure 23). The blocks that included US had 96 trains - 48 with US and 48 without US, 
randomly selected. 
 The three current levels were set based on the thresholds observed in the initial 
mapping. The lowest current was set near the lowest observed threshold. The middle 
current was 200 µA higher, and the high current 400 µA higher. Consistent spacing 
helped allow combined analysis across sessions, while the variable baseline allowed for 
differences in excitability between sessions (depending on anesthesia depth and on 
electrical properties of the array). The spacing was chosen so that the responses were 
noticeably different but the high-current responses did not appear to be so strong as to 
cause damage. The multiple current levels produce a recruitment curve. This gives more 
information over the range of possible effects, since it is conceivable that US could have 
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a modulation effect that is more visible near threshold or more visible at high currents 
when large cortical areas are activated. 
 The entire experiment lasted approximately 30 minutes. The experiment was 
constrained to occur within the time period after the anesthesia was light enough to allow 
motor response, but before the anesthesia was too light to keep the rat sedated. ketamine 
(70 mg/kg i.p.) and xylazine (5 mg/kg i.p.) were used for anesthesia. Most sessions 
required only a single dose; only a few sessions used a second half-dose of ketamine 
given before the start of the modulation experiment. Longer experiments with repeated 
anesthetic dosing were avoided due to increased risk of mortality.  
 Male Sprague-Dawley rats were used. All rats were older than 90 days, and 
housed in standard vivarium conditions. 4 rats were implanted with epidural arrays and 
tested over multiple sessions. Of these, 9 sessions were suitable for the modulation 
analysis and 10 were suitable for the direct stimulation analysis.  
 The rats were food restricted before each experiment. This is considered to help 
give more consistent anesthetic response, since drug metabolism by the liver may depend 
on how recently the rat has eaten. Food was removed at 6pm the night before the 
experiment; if the experiment was planned for the afternoon, then several grams of food 
(1-2 chunks of chow) were left. Rats were given at least one day rest between 
experiments, since food restriction should not be repeated on subsequent days and to 
reduce anesthetic tolerance and reduce mortality from stress.  
 The US was applied at 60 W/cm2 SPPA (spatial peak pulse average), 200 kHz, for 
a 300 ms burst of 500 µs pulses every 1 ms (i.e. 50% duty at a 1 kHz chop rate). The train 
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repetition rate varies randomly, but on average is ½ Hz, giving an SPTA (spatial peak 
time average) power of 4.5 W/cm2.  
 
 
Figure 22. Block diagram showing the equipment arrangement for the US modulation 
test. The computer selects the array contact, triggers the electrical pulses, and triggers US 
bursts before some of the pulses. Accelerometer response data is stored alongside timing 
and contact information.  
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Figure 23. Pulse timing within a non-US testing block (A) and a US block (B).  
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Figure 24. Block diagram of the procedure for the modulation experiment, and the two 
levels of analysis.  
Modulation Processing and Statistics 
 The experiment tested for effects on two timescales, referred to as short-term and 
long-term. The short-term analysis compared the responses within the +US blocks, to 
look for an effect that lasted at least 100 ms, then decayed over several seconds or less. 
The long-term analysis compared the non-US pulses between the +US and non-US 
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blocks, looking for effects that lasted more than one second, and up to several minutes 
(testing for longer-lasting effects would require full sham sessions, which were not 
performed) 
 The test conditions were balanced over time (A-B-A-B-A) to reduce bias from 
drift. Drift may occur due to the repeated stimulation and due to the anesthetic wearing 
off. The first 4 blocks were all non-US, to allow a clear visualization of the variability of 
the response, and to check for changes occurring initially from the repeated stimulation 
itself. The first two blocks could be discarded if needed, with blocks 3 and 4 remaining to 
serve as a baseline of the response after reaching a steady state.  
Long-term Modulation 
 To test for effects on a seconds-to-minutes timescale, the US and non-US blocks 
were compared. During the US blocks, only the non-US electrical pulses were used, to 
avoid any short-term effects confounding the long-term analysis. The blocks were 
compared by an n-way ANOVA (Matlab R2013b, anovan function, constrained (type III) 
sums of squares) with parameters for US, session, current level, contact, and block 
number (converted to time in minutes).  
 The session parameter corresponds to the nine repetitions of the experiment. The 
time parameter is treated as a continuous covariate, so it has only one degree of freedom. 
This appears to be valid from the results showing a constant drift (see Figure 27). The 
non-US blocks were approximately two minutes and the US blocks three minutes, when 
the current adjustment and buffer times are included. The contact parameter refers to each 
of the 16 electrodes. The current parameter corresponds to the three increasing current 
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levels. This could be treated as continuous, but doing so would only reduce the degrees of 
freedom by one (from 2 to 1). 
 Cross interaction terms (such as current*contact) were used for all parameters 
except US, up to the full fourth order interaction (session*current*contact*block). Only 
the first order US effect was tested, to simplify the interpretation. All other terms help to 
reduce the variance ascribed to error. For example, if the current term were not used (if 
all current levels were treated as equivalent samples) then the response variance would 
appear misleadingly wide.   
 A separate n-way ANOVA was run for the forelimb and hindlimb accelerometer 
readings. Therefore, as a Bonferonni correction, the significance threshold should be 
reduced by ½. The purpose of analyzing the accelerometers separately is to see if US 
causes modulation of both forelimb and hindlimb responses.  
Short-term Modulation  
 This tested for a modulation effect that would respond to a single 300 ms US 
burst, would remain effective for at least 100 ms, and would decay significantly within 
one second before the next pulse. This test only analyzed data from the +US blocks 
(5,6,9, and 10). Within these blocks, half the pulses were preceded by a US burst and half 
were not. The ANOVA statistical test was arranged similarly to the long-term test. All the 
same parameters were used, except with the US parameter referring to separate pulses 
rather than separate blocks.    
 To find the confidence interval, the multcompare function of Matlab was used, 
across the US dimension. This function takes its input from the previously described 
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ANOVA results. To convert the confidence interval into percent modulation, the interval 
was divided by the mean across all conditions. 
Sampling Variation 
 The US blocks were meant to be balanced, with a US and a non-US pulse for each 
contact at each current level. Instead, due to an error, the US/non-US parameter was 
randomized. The effect is that during the US blocks, rather than each contact being tested 
with and without US, some contacts would be tested twice with US or twice without. For 
processing, the repeated samples were averaged together and the missing samples were 
left missing (no dummy variables were used).  
 A mixed-effects ANOVA model was chosen for its flexibility in handling missing 
data. The mixed-effect model is robust to missing samples (given that there is no bias in 
the randomization). It is superior to repeated-measures ANOVA, which would require 
excluding conditions with missing data or creating dummy variables.  
 Note that this makes the US blocks have a wider variance than the non-US blocks. 
Non-US blocks test every contact once. US blocks test a randomly selected group of 
contacts, with possible exclusions and repeats (but no more than 2 occurrences of any 
contact). This is relevant to the test for long-term effect, which compares blocks. Because 
the assignment of the US/non-US condition was random, there should be no bias in the 
analysis – the error alters the variance, but should not alter the mean of each condition. 
The large number of data points involved in the long-term analysis (8192 measurements) 
also lessens the violation of assumptions for ANOVA due to unequal variances.  
 Due to an additional error, during four sessions the US blocks had additional US 
bursts. Rather than half the electrical pulses (16 of 32) being preceded by US bursts, a 
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majority of the pulses were (22-26 of 32). These sessions will have a wider variance 
during the US blocks (because only the non-US pulses remaining were used in the long-
term modulation test). Again, this widens the variance but should not bias the mean.  
Motor Response Directly to US  
 In the process of these modulation experiments, an unexpected result occurred: a 
response was seen to the US itself, before the electrical stimulation train (Figure 25). This 
response was inconsistent - it did not occur during every session, and on the sessions 
when it did occur, it was not on every US burst.  
 The fact that these results were found observed accidentally is noted to explain 
some less-than-optimal choices in the protocol. Particularly, the interval between US 
pulses was found to be an important factor. This interval was not swept intentionally, but 
varied as a result of the random order of trials. Therefore the intervals between US bursts 
are distributed with far fewer samples at the longer intervals.   
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Figure 25. Example data from a session with a motor response directly to US. Only half 
the electrical pulses are preceded by a US burst. The US burst starts at 0 ms, and is 
visible as a thicker line due to electrical crosstalk (for this example, the data was left 
unfiltered). The electrical response is seen after 400 ms. Strong US responses are visible 
before the 1st, 6th, and 17th pulses. Note the movement response does not occur when the 
US burst closely follows another burst.  
The motor responses to US were visible in the hindlimbs and in the scrotum. Though the 
scrotum response often began several minutes before the hindlimb (that is, the scrotum 
response appeared less sensitive to the anesthesia), the hindlimb response was chosen for 
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further analysis. The hindlimb is suitable partly because the experiment already uses an 
accelerometer on the hindlimb, and partly because the muscle is large enough to be easily 
read by EMG. The hindlimb response was observed to be generally bilateral, in 
agreement with literature on mice (King, Brown, and Pauly 2014), but the lateralization 
was not formally measured.  
 The data collected from the modulation experiment was reanalyzed to measure 
the response directly to US. Because the US burst was delivered before the electrical 
stimulation train, it can be analyzed alone. Fortunately, accelerometer data was collected 
continuously during the experiment and the US artifact did not overwhelm the signal. 
During the experiment, the US burst power and duration was not varied. The interval 
between US bursts varied because only half the electrical stimulation pulses were 
preceded by US, with an addition ~20 s spacing between each block.  
The refractory period was defined as the interval at which over half the responses 
were greater than a threshold, with the threshold set as the maximum response at the 
shortest interval (1 second). The intervals were grouped as shown in Figure 39, to provide 
sufficient data across the sparsely-sampled intervals. 4 of the 10 sessions reached this 
criterion. 
Motor Response Latency of Electrical vs. US Stimulation 
 After finding the response to US, further experiments were done to help localize 
the area of effect. To determine the neural pathway activated, the EMG latency was 
compared between US stimulation, ECS, and ICMS (Figure 26).   
 As a preliminary experiment, different US burst durations were tested. The motor 
response to US was still visible an unexpectedly short burst length of 3 ms. This short 
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burst stimulation allowed a test of the EMG latency with better time resolution: other 
experiments in US brain stimulation have found much longer latencies, but this might not 
an accurate indicator of the neural pathway because the US bursts are also quite long. 
 The US stimulation burst was applied at the same power as in the modulation 
experiment: 200 kHz at 60 W/cm2 SPPA, but only for 4 pulses. Each pulse was 500 µs, 
at 1 kHz rate. Given the results of the interval test, the bursts were spaced 10 s apart. The 
EMG was filtered 30 Hz to 3 kHz, and stored along with the timing trigger pulse. The 
responses were averaged, to remove noise. US was applied for 2-10 minutes, depending 
on signal quality – noisy signals require more samples for successful averaging.  
 ECS through the array was applied at 1 to 3 mA, significantly above threshold. To 
allow fair comparison of the latency, the pulses were chosen to match the US burst: 4 
pulses, each 200 µs, 1 kHz rate. The electrical stimulation still evoked a response at a 
high rate, so the interval was only 0.5 s. 
 The ICMS latency was measured in a previous experiment, so the protocol was 
not exactly matched. The ICMS trials used widely spaced pulses (20 to 30 ms), and 
measured from the start of each pulse. In the previous experiment, ICMS and ECS were 
compared using a widely spaced protocol for both, so the ECS latency at this protocol can 
be compared to the latency from the 3 ms train.  
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Figure 26. Block diagram showing the two signal paths used to compare the latency of 
the EMG from an electrically evoked response vs. a US evoked response.  
Pulse Timing Considerations for Latency Comparisons 
 When comparing EMG latency between experiments, differences in the pulse 
protocol must be considered. There are several ways latency could be measured, when 
using a pulse train. One method is to measure from the beginning of the train, the other is 
to measure from the beginning of each pulse. Measuring from each pulse requires the 
pulses to be widely spaced – if several pulses occur before the EMG response, it is 
difficult to tell which to measure from.  
 ICMS generally uses a train of pulses, rather than a single pulse, because this 
allows better localization of the response. The reason for this is the need to stimulate 
downstream neurons. When using a single pulse, a low current will be sufficient to 
activate the target neurons, but this single pulse will not be able to stimulate the motor 
neurons in the spinal cord. If constrained to use a single pulse, then the current must be 
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increased to recruit enough additional cortical neurons to stimulate of the downstream 
neurons. However, this causes a wider area of stimulation and therefore a loss of 
resolution. Using a train of pulses allows repeated stimulation of a small group of cortical 
neurons, which then activate spinal neurons by repeated firing. This gives better cortical 
resolution (Asanuma, Arnold, and Zarzecki 1976). 
 A previous study compared epidural cortical stimulation (ECS) by an array, vs. 
ICMS (Molina-Luna et al. 2007). They found ECS had a significantly longer EMG 
latency (20.87 ms, 2.7 ms SD) than ICMS (8.27 ms, 0.88 ms SD). This would be 
expected under the assumption that ECS stimulates interneurons, which then stimulate 
layer V neurons. However, the difference may be exaggerated due to differences between 
their ICMS and ECS protocols. The direct vs. indirect stimulation of layer V neurons may 
also depend on the polarity of the epidural stimulation (Nguyen et al. 2011).  
 Their ICMS protocol was 18 biphasic cathodal-first pulses, each 200 µs, at 57 Hz 
(17 ms interval), at up to 60 µA. This is a slower pulse rate than standard ICMS, but their 
motor cortex maps appear to be valid. The wide pulse spacing may have been chosen to 
better allow measurement of the latency.  
 Their ECS protocol was very different: 100 biphasic pulses, each only 1 µs, at 
300 Hz (3.3 ms interval), at 1 to 5 mA. Because the pulses are so closely spaced, the 
latency would have to be measured from the start of the entire train. This adds an 
ambiguity: the first and second pulses may have only served to prime the spinal neurons, 
while the third pulse was the one to fully evoke the movement. In this example, the 
latency would appear 6.6 ms slower than in an experiment with more widely spaced 
pulses allowing measurement from each pulse separately. The difference between 
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measuring latency from each pulse vs. measuring from the start of the pulse train depends 
on the stimulation intensity. If the stimulus evokes a response on the first pulse, then 
there will be no difference between the two measurements.  
 These considerations are why the ECS vs. US latency experiments here were 
designed to use similar pulse trains for each modality. Latency was measured from the 
beginning of the 4-ms trains for both ECS and US pulses. The disadvantage of this 
approach is that the short train requires higher intensity stimulation, and therefore the 
electrical stimulation spreads across a wider cortical area.  
 Hindlimb and forelimb conduction studies were not separated here, because other 
differences were large enough to ignore the additional distance. Conduction speed in 
motor nerves is on the order of 100 m/s, so an additional 10 cm would add a delay of only 
1 ms between the forelimb and hindlimb latency.  
Temperature Measurement 
 To find the temperature change due to US, measurements were taken with a 
thermocouple inserted into the motor cortex. US was applied over the temperature probe 
using the same timing and power as the modulation experiment.  
 The thermocouple was inserted at a shallow angle (60° from vertical) to reduce 
interference with the US beam. The probe was inserted through a drill hole in the skull. 
The hole was placed 5 mm lateral of bregma (0 mm anterior), at the edge of the flat upper 
surface of the skull. The probe was inserted 3 mm beneath the skull surface. Given the 
angle and the skull thickness, the probe tip was 2.5 mm lateral of bregma and 0.5 mm 
deep in cortex. This is within layer 5 motor cortex. The US transducer was centered over 
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the thermocouple tip. Given the 5 mm width of the beam, the measurement should be 
robust to small variation in transducer aim.  
 The thermocouple used was an type K, made with 30 gage wire coated with teflon 
insulation to shield the probe from CSF (Omega, 5TC-TT-K-30-36). The thermocouple 
was chosen to be small enough to allow quick equilibration to the brain temperature but 
stiff enough to insert easily into the brain. 
To find the thermocouple’s time constant due to thermal inertia, the probe was first 
immersed in a beaker of 22°C water, then quickly plunged into 35°C water. The time 
constant was ~36 ms, as measured by time to reach 63% of the difference between the 
initial and final reading. This was much faster than the brain temperature changes 
observed.  
 Due to an error, the time allowed for the two non-US blocks between the two 
pairs of US blocks (each block being 3 trains of 16 US bursts) was only 2 minutes, rather 
than the correct 4 minutes. Averaged across the entire temperature measurement, this 
caused a 14% increase in SPTA power relative to the modulation experiment. 
Results 
Long-term US Modulation of Electrically Evoked Motor Response 
  The ANOVA test found that US had a significant effect on both forelimb and 
hindlimb movement (p < 0.0001 for both). Most of the other 14 terms in the n-way 
analysis (session, time, current, contact, and cross interaction terms up to 4th order) also 
had p < 0.0001, showing that they served as important blocking factors. Figure 28 plots 
the mean across all sessions and conditions, and the mean of each session. The overall 
mean shows suppression during the US blocks. Both forelimb and hindlimb were 
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suppressed. Within a 95% confidence interval, the forelimb was suppressed by -3.7% to -
10.8%, and the hindlimb was suppressed by -3.8% to -11.9%. The steadily increasing 
response over time may be due to anesthesia wearing off. Note that the variance is wider 
during some US blocks, this is due to the sampling variation described in the methods.  
 
Figure 27. Mean response across the duration of the experiment, with bars showing SEM 
between the sessions.  
 Due to the drift, differences between the individual blocks cannot be compared 
(Figure 27). The ANOVA compared the aggregate US vs. non-US response across the 
entire session, with a blocking term for the drift over time.  
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Figure 28. Mean response, separated for each session.   
 
Figure 29. Response separated by contact positions on the array. 
 Figure 29 plots the modulation for each of the 16 contacts. In the hindlimb, note 
that most of the response (and therefore most of the suppression) is from only a few 
contacts. This is consistent with the map of contact responses in Figure 20.  
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Figure 30. Maps of the US modulation for each contact. Using the same data as the 
previous figure, the mean response from the non-US blocks was subtracted from the 
mean response of the US blocks (to balance across time to exclude drift, blocks 1 and 2 
were excluded).  
 Figure 30 shows the cortical areas that experienced suppression, for each 
accelerometer. The areas that experienced the most suppression appear to be generally 
the areas with the largest responses. The high variance (Figure 29) makes it difficult to 
further interpret any potential spatially-mediated effects.  
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Figure 31. Mean response, separated by the low, medium, and high current stimulation 
(red, green, blue). The suppression appears most drastic in the high-current condition, and 
is only weakly visible in the low-current condition. 
 
Figure 32. Responses, separated by current level, for each time point within the session, 
averaged across 8 sessions. This figure illustrates the difficulty of measuring any time 
variation of the ECS responses within the blocks, due to the high variance from current 
and contact switching.  
The difference during some sessions between the number of samples in the US 
and non-US conditions raised concern about possible bias creating a false effect. To test 
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this, a secondary ANOVA was run which excluded the sessions having an unequal 
number of US and non-US pulses (excluding 4 of the 9 sessions). The US effect remained 
highly significant (forelimb: p = 0.0008, hindlimb: p = 0.0004). The variance was still 
wider during the US blocks, but the number of samples was equal between conditions. 
This re-analysis concluded that sampling imbalance was not the sole cause of the long-
term modulation observed.   
Short-term US Modulation of Electrically Evoked Motor Response 
 This analysis compared responses within the US blocks, between the pulses 
immediately preceded by US and the pulses that were not. Both forelimb and hindlimb 
showed no significant difference between US and non-US preceded pulses in the 
ANOVA test (p > 0.05). With 95% confidence, the results restrict any possible fast 
modulation between a -3.5% to +5.1% change in the average forelimb response, and -
3.8% to +5.5% in the hindlimb. Figure 33 compares the relative amplitudes of the US and 
non-US responses across all conditions. The plot shows no consistent difference at any 
response level, supporting the statistical conclusion.  
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Figure 33. Scatter plot comparing the amplitudes of the motor responses with and without 
a preceding US pulse. The points are paired by session and by all other conditions.  
 A secondary ANOVA was run which included the lowest-order cross terms of US 
to test for a net-zero conditional modulation effect (such as an increased response at low 
current and an equally decreased response at high current). None of the US cross terms 
showed a significant effect.  
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Figure 34. Map across contacts, taking the difference between the mean of all the US and 
non-US pulses within the four US blocks.  
 Figure 34 shows the analysis for short-term modulation split over each of the 16 
contacts. Some enhancement appears visible in the hindlimb map. However, this possible 
spatial effect was not found statistically significant as a US*contact cross term.  
Temperature 
 For the long-term modulation analysis, the average temperature increase between 
all US blocks and all non-US blocks (including baseline) was 1.8 ± 0.6°C (n = 3). The 
average temperature increase of the US blocks relative to the baseline was 3.0 ± 1.1°C. 
Note that the temperature does not fully return to baseline after the US is applied (Figure 
35).  
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Figure 35. Plot of temperature increase over time, relative to baseline, for one of the three 
subjects. The 12 periods of increasing temperature show the blocks of US, with 16 bursts 
over 32 seconds. 
 
Figure 36. Temperature difference averaged within each set of blocks and averaged 
across the 3 subjects. Error bars show standard deviation between subjects.  
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Figure 37. Close up of the first 32-second US train from Figure 35. The breaks in the line 
show the 300 ms US bursts, during this time the thermocouple amplifier was overloaded 
by crosstalk.  
 Averaged across 6 trains each in 2 rats (the 3rd dataset was unsuitable for close-up 
analysis), the mean temperature increase during the 32-second trains was 1.5 ±  0.1 °C (± 
SEM, with N = 12). The mean temperature drop in the first 3 seconds after the end of the 
train was 0.25 ±  0.02 °C.  
For the short-term modulation analysis, the temperature difference within the US 
blocks was estimated. First, the temperature decay time constant was extracted by 
measuring the return to baseline temperature over the first 10 seconds after the first US 
burst. Across the 3 sessions, the time constants for the return to baseline temperature 
were 22, 34, and 106 seconds. Any time constant in the range of 10-100 seconds yields 
same conclusion that the temperature differences in the short-term analysis were much 
smaller than those in the long-term analysis. Even at the shortest time constant of 22 
seconds, the temperature difference between an US test (100 ms after the end of a burst) 
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and a non-US test (1.1 s after) would be only a 5% return to baseline. Assuming the 
average US heating of 3°C (relative to baseline), this would give an average difference of 
0.15°C in the short-term effect analysis. This estimate agrees with the measurement 
showing a relatively small temperature drop during the 1.7 s between the US bursts 
(Figure 37).  
 The temperature decay does not appear to behave exponentially over longer 
timescales. The short-term time constant for one session was calculated as 22 seconds, 
however, the temperature did not return near baseline during the 2.5 minute interval in 
the middle (Figure 35). During this interval it appears that the temperature decays quickly 
at first, then decays more slowly. The first phase may show passive spreading of the 
localized heat into nearby brain tissue, while the second phase may show cooling of the 
wider heated region by blood flow.  
 The temperature measurement can be compared to an extrapolation from a similar 
experiment done in rabbits (Yoo et al. 2011). Note that Yoo et al.’s measurement was 
designed to use much higher power than were required to achieve a modulation or 
stimulation effect in their experiments. The burst times are well-matched to account for 
heat dissipation effects (Yoo et al.: 27 s, present experiment: 32 s), and the duty cycle is 
similar (Yoo et al.: 5%, present experiment: 7.5%). The frequency is higher (670 kHz 
rather than 200 kHz). Lower frequencies have lower attenuation, and therefore cause 
proportionally less tissue heating. The attenuation coefficient is approximately 
proportional to frequency (O'Brien 2007), so for this estimate the heating was scaled 
down by a factor of 200/670 ≈ 0.3. In the rabbit, a US burst of 670 kHz at 1.15 W/cm2 
SPTA for 27 s caused a 0.7° C temperature rise. Extrapolating to a burst of 200 kHz at 
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4.5 W/cm2 SPTA for 32 s, the temperature rise during the US modulation experiment 
would be estimated as 1° C. This is reasonably close to the measured value, given other 
unknown factors such as additional heat dissipation within the larger rabbit brain.  
Direct US Stimulation - Effect of Interval 
 The hindlimb motor response to US, observed in the modulation experiment, was 
found to depend strongly on the interval since the previous US pulse. Previous work in 
mice showed the motor response required US pulse rates lower than 5 Hz (Tufail et al. 
2010). The present study found that in rats the motor response required pulse rates lower 
than 0.3 Hz, with lower rates generally evoking stronger responses. 
 Note that because the direct stimulation was an unintended byproduct of the 
modulation experiment, the US interval was not evenly spaced – most bursts were 
preceded by intervals of 1 to 3 seconds; longer intervals were sampled infrequently. The 
first burst of the session was assigned to have an interval of 1000 s. The next-highest 
interval corresponds to a break between the two US portions of the experiment (during 
blocks 7 and 8), for ~300 s. The other high-interval data shows the pause between 
changes in current level, around 20 s. Below this, the intervals are the result of random 
variation during the session.  
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Figure 38. Peak-to-peak responses from ten sessions, vs. the interval before each US 
burst.  
 Out of 10 sessions, 6 had a motor response to US (Figure 38). One session 
showed a response only to the very first US burst (blue, upper left). The other five 
sessions showed responses that generally increased with the interval (Figure 39). The 
failure to respond in some sessions may be due to variation the anesthesia depth. 
Particularly, note sessions “9-6 A8 1 to 7” and “9-6 A8” (light green and black). The first 
session was cut short after block 7, when the rat became too light to continue the 
experiment. The rat was given a supplementary dose of ketamine, and the experiment 
was restarted and completed. The first experiment showed a response but the second 
experiment did not, with the same rat on the same day in the same position. Further study 
is needed to explore the role of anesthetic depth, but it is known from other studies that 
anesthesia must be very light for a motor response to occur in response to US, much 
lighter than is required for electrical stimulation (Tufail 2011). The failure to respond in 
  96 
some sessions may also relate to the variation in the US power applied, due to an error 
that decreased the US power in some sessions by up to 50% (see discussion).  
 
Figure 39. Average of the responses from the previous plot. Note the x-axis is no longer a 
log scale. The baseline (at 1 s interval) was subtracted from each session due to variation 
in the US artifact levels. Black: mean response, colored: response from each session.  
 Of the 4 sessions that achieved over 50% response rate at any interval, this 
threshold was reached at an interval of 3 ± 0.8 s between US bursts (± standard deviation 
between the 4 sessions). This refractory period is unexpectedly long, compared to 
electrical stimulation. To verify this was not due to behavior of the transducer (e.g. heat 
decreasing the efficiency) or of the amplifier (e.g. power supply droop), the US output 
power was measured with varied spacing between bursts. The US power did not vary 
with the spacing varied from 1 to 10 seconds.  
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Figure 40. Mean response vs. interval for the ECS response, rather than for the US 
response shown in the previous figure.  
As a secondary test of whether the interval effect was due to a general cortical 
suppression over a several-second timescale, the ECS response was plotted against the 
US burst interval. The lack of visible effect here shows that the ECS response is not 
dependence on the interval, and agrees with the lack of significant short-term modulation.  
Direct US Response – Variation over Time 
 An additional analysis was run to measure changes in the direct US response over 
time. Responses were compared across the 32-second sweep at each current level of the 
US blocks (containing 16 US bursts). The first US burst of each sweep would have a 
longer interval than the rest, so these were discarded to avoid a bias in favor of the early 
bursts.  
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Figure 41. Change in US response amplitude over time. N = 3 sessions (only the sessions 
with more than 5 direct US responses). A: Averaged across all 3 current levels and 4 
blocks. B: Further binned into the beginning and end of the sweeps. Error bars are not 
shown due to poor correspondence with the blocked ANOVA. C: Responses across the 
entire session, not averaged by current level or block. D: Mean of each block. This 
increase is similar to that seen in the long-term ECS analysis (figure 27).  
The ANOVA parameters for each direct US response were the session, the pulse 
number, the block, and the interval. The pulse number was used directly as a continuous 
parameter (1 degree of freedom), rather than binned as in figure 41 B. The ANOVA used 
only the first-order factors, no cross interaction terms. The pulse number was found to be 
a significant predictor of the response amplitude (p = 0.0001). Responses in the second 
half of the sweep were 25% weaker than in the first half. 
* 
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Discarding the first US burst from each block somewhat penalizes the remaining 
trials early in the block: any burst that appears in the 2nd trial of the sweep must have 
followed a burst in the 1st trial, and therefore would have an interval of 1. The ANOVA 
used interval as a blocking factor, and so should not have been vulnerable to this bias. 
The 25% difference visible in the bar plot of the means is reduced, not enhanced, by this 
bias.   
Controlling for the interval by excluding the first US burst from each 32-pulse 
sweep assumes that the interval dependence has no ‘memory’, in the sense that it only 
depends on the most recent pulse and not on any pulses before. Separating an interval 
dependence with memory from a heat dependence would require a different experiment, 
such as using shorter US bursts.  
Note that this within-block analysis was not possible with the ECS response, due 
to the other sources of variability (the contacts, and particularly the current levels which 
were not separable from time). The US response, despite its low success rate, was better 
suited to this time analysis because the interval was the only other source of variability.  
EMG Latency Comparison between US and Electrical Stimulation 
 The motor response pathway of US stimulation is not known. To help determine 
the pathway, the EMG response latency was compared between US stimulation and 
electrical stimulation. Motor cortex was electrically stimulated by an epidural array.  
 The mean latency of the ECS response was 16.5 ms ± 0.7 ms (± standard 
deviation between sessions), over 5 sessions in 3 rats. This is faster than the 20.9±2.7 ms 
latency measured in another study (Molina-Luna et al. 2007). This difference is likely 
due to the difference between the stimulation pulses used: Molina-Luna et al. used a 300 
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Hz train of 1 µs pulses, so the first few pulses of the train likely did not evoke enough 
cortical volleys to stimulate the spinal motoneurons.   
 The mean latency of the US response was 10.3±1 ms, over 3 sessions in 2 rats 
(some rats did not show any visible US response). The US and ECS latencies are 
significantly different p < 0.0001. 
 
Figure 42. Example responses from single sessions of electrical and US latency 
measurement. Single trials shown in gray, mean response in black. Left: ECS, right: US 
stimulation. The artifact is visible in the first 3 ms of each plot. Latency was measured 
from the start of the stimulus train or US burst to the start of the averaged wave. Note the 
S.D. reported is not the deviation between pulses, but between sessions.  
 ICMS was not tested using the same protocol (3 ms burst), but instead was tested 
with widely spaced pulses to measure the latency (20 ms). To show that the two protocols 
gives comparable latencies, the ECS response was compared between them.  
 
Figure 43. Response with widely spaced pulses, comparing ECS (left, 30 ms spacing) to 
ICMS (right, 20 ms spacing). Note the single pulse artifact on the left edge.  
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 The ECS latency over these two sessions was approximately 14 ms and 17 ms, 
which is close to the latency from the 3 ms train. Therefore, the widely spaced ICMS 
session should be valid for comparison to the US session. The ICMS latency of this 
session was approximately 10 ms, which is similar to an 8.3±0.9 ms forelimb latency 
reported in literature with a similar protocol (Molina-Luna et al. 2007), and is similar to 
the forelimb latency of 7.4 - 8.8 ms reported in a single-pulse ICMS experiment (Liang, 
Rouiller, and Wiesendanger 1993). 
Interaction of Direct Response with Short-term Modulation 
It is possible that a short-term modulation is occurring, but only in the trials with a 
direct US response. This would be supported by TMS paired-pulse interaction 
experiments showing that a super-threshold priming pulse has a greater modulation effect 
on the test pulse. Unfortunately, the data were not sufficient to allow testing of this 
hypothesis. Only 3 sessions had more than 5 direct US responses. Within those 3 
sessions, 170 trials had a US response. Across the range of contacts and current levels, 
this number of samples did not allow a full-rank ANOVA. Additionally, this analysis was 
vulnerable to several biases. The histogram below shows an interaction that appears to be 
due to an artifact on the accelerometer.  
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Figure 44. Histograms of the ECS responses after no US response (top) and following a 
direct US-evoked movement (bottom). Responses measured from hindlimb only. Note 
that the top histogram contains many more trials. In the bottom histogram, the low-
amplitude responses are stronger: rather than the most frequent response being near zero, 
it is slightly above.  
It is possible that the shift seen in the histogram is due to an enhancement of the 
weak responses. However, most of the weak responses are ‘correct’, in the sense that they 
were low-current stimulations on non-hindlimb contacts and therefore should not produce 
a response. It would not be expected that US should be able to generally enhance these 
non-responses, since most would not be near threshold.  
The shift in the histogram is more likely an error created by small continuing 
oscillations left over from the direct US response. This would add an offset to the 
baseline of the response. In future tests, using EMG rather than accelerometer would 
reduce the risk of responses carrying over across time. This putative error might also be 
separable from the data in a future analysis by using a template-matching technique (such 
as principle component analysis) rather than a peak-to-peak amplitude extraction.  
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Another potential bias is due to the direct US response not being a randomly 
assigned condition. The response depends on the state of the rat (anesthesia level, brain 
temperature, etc.). Therefore, there is a risk that any apparent interaction between the 
direct US response and the ECS response would actually be mediated by a third factor. A 
future experiment could better assign the intervals in order to evoke more direct US 
responses across the sessions, allowing for full statistical analysis. Additionally, future 
testing with a shorter US-ECS delay would be far better suited to testing for this sort of 
short-term modulation (paired-pulse interaction) effect. 
Discussion 
Variability due to Error 
 Due to an equipment malfunction, the US power varied over the course of the 
experiment. The function generator used to create the 200 kHz signal was subject to 
frequency drift over time, and because of the sharp resonance of the transducer this slight 
frequency change caused significant loss of US power. Later measurements found the 
output power to decrease by as much as 50% from its intended value (from 60 W/cm2 
down to 30 W/cm2).  
 The exact power during each session is unknown. This is a likely a source of 
variance between sessions, for both the modulation and stimulation experiments. Note 
that the power level was not the only uncontrolled source of variation, as discussed below 
Figure 38 the response was also highly sensitive to the anesthesia level.  
US Modulation of Electrically-Evoked Motor Response 
 The motor suppression, while significant, was notably weaker than the VEP 
suppression seen in rabbits (Yoo et al. 2011). The motor response decreased by only 
  104 
~10%, while the VEP decreased by ~30%. This is particularly notable given that the US 
power applied to motor cortex was more than 20x higher (both peak and time-average). 
Given this, it appears that motor cortex may be less sensitive to US modulation. This may 
be due to a difference in the architecture of the LGN vs. motor cortex, or due to 
differences in the sensitivity of the task and the response analysis.  
 The presence of a long-term modulation effect and lack of short-term effect 
suggest that the US modulation has a decay time more than several seconds, but less than 
several minutes. This timescale is compatible with the observed rate of heating decay, 
though this is not conclusive evidence for heating.  
 For the short-term test, the 100 ms delay between the end of the US burst and the 
start of the electrical stimulation may have been too long. A human study on sensory 
response modulation started the US pulse 100 ms before the stimulus, and noted that the 
effect lasted less than 1 second (Legon et al. 2014).  
 It is unclear if the short-term modulation test is checking for an effect at 100 ms 
(after the end of the burst) or 400 ms (after the start of the burst). The direct US 
stimulation only responds to the start of the burst, so it may be that modulation also only 
responds to the start of the burst. This is important when comparing to TMS modulation 
studies. One study testing paired-pulse TMS found strong interaction with 100 ms 
interstimulus intervals (ISI), but did not find an effect at 300 ms ISI (Valls-Solé et al. 
1992).  
 An effect that decays over a minutes-order timescale should also be visible as a 
seconds-order effect, if there is any non-zero decay of the modulation within seconds. 
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However, the short-term test may need many sessions to reach significance with such a 
small effect.   
 The lack of a strong short-term modulation is notable in relation to the direct US 
response. The US response depends strongly on the interval between bursts, over a 
several-second timescale. The electrical modulation tests shows that the motor cortex is 
not suppressed on this timescale. Therefore the interval dependence is more likely related 
to the US mechanism, and not indicative of a general cortical suppression by US.  
Potential Role of Heat in Long-term Modulation 
 The long-term modulation experiment was not designed to conclusively separate 
thermal from non-thermal effects. Thermal suppression by US is known to occur in 
nerves (Colucci et al. 2009), and therefore is a reasonable basis for the modulation. The 
only other recent experiment showing long-term US modulation (lasting more than 1 
second) tested VEP suppression in rabbits (Yoo et al. 2011). This experiment measured 
no temperature increase within the 0.3°C sensitivity, so they concluded that their long-
term modulation was non-thermal. This suggested that non-thermal modulation may also 
be possible in motor cortex.  
 Heat is known to alter neural excitability. In a study on rat hippocampal slices, 
increasing temperature from 29 to 33 °C caused an increase in excitatory postsynaptic 
and a decrease in population spikes (Schiff and Somjen 1985). Additionally there was a 
transient increase in excitatory transmission, related to the rate of temperature change. In 
another study on the dentate gyrus of behaving rats, 1-2 °C heating from exercise was 
also found to increase the excitatory postsynaptic potentials and decreased population 
spikes (Moser, Mathiesen, and Andersen 1993). It is difficult to extrapolate from these 
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studies whether heating ought to cause enhancement or suppression of the ECS motor 
response, but it is clear that a temperature difference of several degrees could be a 
significant factor.  
 Note that the direct US stimulation does not appear to be a simple thermal effect 
since it still occurred when the burst length was reduced from 300 ms to 3 ms. A 
discrepancy in the US effects was seen in that both forelimb and hindlimb experienced 
long-term modulation, while only the hindlimb showed stimulation. This discrepancy 
further suggests different mechanisms for the two effects.  
 No short-term modulation was observed. Given the observed rate of recovery 
towards baseline temperature, the average difference between US/non-US conditions in 
this experiment was estimated to be less than 0.2 °C. Therefore, the lack of short-term 
modulation is compatible with a thermal hypothesis for the long-term modulation.  
 In the long-term experiment, the temperature did not return to baseline at any time 
after the US blocks. If the modulation is thermal, this means that all blocks after the 
baseline would be suppressed. Whether this occurred cannot be determined from this 
experiment, because a permanent suppression cannot be separated from the drift of the 
response due to other factors, particularly anesthesia. Sham trials would be required to 
find the drift over time in the absence of US.  
 It is notable that the US has an immediate stimulatory effect and a long-term 
suppressive effect. This would be consistent with the US itself being stimulatory and a 
heat buildup causing suppression. Heat is not the only potential explanation: this behavior 
can also be seen in rTMS, where the individual pulses are stimulatory but the train over 
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time can enhance or suppress the response depending on the pulse interval (Fitzgerald, 
Fountain, and Daskalakis 2006).  
 The data are not suited to test for effects over time within the blocks, due to the 
variation between current levels and contacts (Figure 32). A future experiment testing 
only a single contact at a single current level would be much better suited for comparison 
to the short-term temperature data over time (Figure 37), to determine if the suppression 
follows a time course similar to the heating.  
Direct US Motor Response to Short US Bursts 
 These experiments did not examine the effect of varying the pulse duration. 
However, because the EMG response was evoked within the first 10 ms of the burst, the 
remaining 290 ms cannot be contributing to the response. This disagrees with other 
studies of US evoked movement, which generally found that longer pulses give stronger 
or more reliable effects (King et al. 2012; H. Kim et al. 2014) (though, Kim et al. did 
unexpectedly find 400 ms bursts to be less effective than 300 ms). The disagreement may 
be due to higher power levels in this experiment quickly saturating the response.  
 With electrical stimulation, using a long high-intensity pulse would cause a 
multiple responses spaced by the refractory period. The refractory period for US 
stimulation appears to be several seconds, which likely explains why the 300 ms train 
evokes only a single response. A future experiment could test if a 10 s pulse evokes 
multiple responses, if heating limits do not preclude this.  
 The pulse lengths and EMG latencies are so much shorter than other literature that 
some concern was prudent in ensuring that the effect is the same. Tests were done to 
ensure the stimulation was not the result of electrical leakage. Other properties of the 
  108 
response, such as the interval dependence, also suggest that the effect observed here is the 
same as that in the literature.  
 The US evoked a direct response from the hindlimbs or scrotum only in some 
sessions. The variation between sessions is at least partially due to anesthesia, but there 
was also some variation in the US power due to an equipment error. Some literature has 
reported an inconsistent stimulation effect (Younan et al. 2013), while other literature 
reports a reliable effect (Yoo et al. 2013). In this thesis, the US power, transducer 
position, and anesthesia level were not controlled with enough precision to test this 
disagreement.  
Effect of US interval on the Direct US Response 
 The direct US hindlimb stimulation motor response increased with the pulse 
interval, with most trials requiring pulse intervals of three seconds or greater. This is 
markedly different from electrical stimulation, which generally creates multiple 
contractions when applied at high rates. The dependence of the US response on the pulse 
rate may give some information about the mechanism.  
By comparison, high TMS rates do not extinguish the response (Pascual-Leone et 
al. 1994). Also unlike electrical stimulation, the refractory period appears to be reset by 
the stimulus, not by the response. That is, a high-rate stimulus train will cause no 
responses, rather than intermittent responses (Tufail et al. 2010). The refractory period is 
not likely due to temperature. Given the heating decay time constants observed, the 
refractory interval would allow less than ~10% of a return to baseline temperature. Other 
groups performing US motor stimulation also used relatively long intervals (Table 5).  
Table 5 
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Interval between US bursts in studies showing motor response  
Animal Interval Reference 
Mice 5 s (King, Brown, and Pauly 2014) 
Mice 4 s: 2% response failure rate 
1 to 0.3 s: ~20% failure 
0.2 s: 60% failure 
(Tufail et al. 2010) 
Mice 1 s (Mehić et al. 2014) 
Rats 10 s (Younan et al. 2013) 
Rats 3 s (H. Kim et al. 2014) 
 
One group tested the effect of varying the interval in mice, and found failure 
above 5 Hz (Tufail et al. 2010). The refractory period variation between species may give 
information on the mechanism responsible.  
Potential Role of Heat in US Suppression of the Direct US Response 
Two forms of US suppression of the US response were measured. One was the 
interval dependence or refractory period (Figure 39), the other was the weakening 
response across each 32-pulse sweep (Figure 41). Though the US response suppression 
across the 32-pulse sweep was significant, the response was not entirely suppressed: the 
responses in the second half of the sweep were only 25% weaker than in the first half. 
Conversely, at a US burst interval of 1 second the response was entirely absent.  
These results can be compared to the temperature differences shown within the 
32-second sweep in Figure 37. The temperature increase across the sweep is quite large, 
relative to the decrease within 3 seconds. Assuming a linear temperature increase, the 
average brain temperature during the second half of the sweep would be approximately 
0.37 °C warmer than during the first half. The temperature difference after 3 seconds 
without US would be 0.25 °C cooler.  
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In summary, the interval dependence is much more drastic than the suppression 
across the 32-second sweep, despite having a smaller temperature difference. This 
implies that the two forms of suppression might have different mechanisms, and that the 
interval dependence might not be due solely to temperature. The suppression across the 
sweep could reasonably be caused by the temperature increase, since the time scales are 
compatible, but this would require additional experiments to prove.  
Latency Comparison 
 The direct response was evoked with much shorter US bursts than any previous 
literature. This allowed a better comparison of the response latency between US and 
electrical stimulation. The US latency appears to be similar to ICMS, and is significantly 
faster than ECS. This is consistent with US stimulation of layer V of motor cortex. It does 
not exclude the possibility of an effect elsewhere with similar latency, but it does 
eliminate the possibility of US stimulating only motor cortex interneurons, which would 
be too slow. This result is compatible with evidence in the literature that US acts on 
motor cortex, though direct layer V stimulation does not explain the lack of forelimb 
response.  
 Other studies have found varying latencies. In mice, one study showed an EMG 
latency of 21 ms, ± 1.5 ms (SD), using a 50 ms pulse train (Tufail et al. 2010). They note 
that US applied unilaterally to motor cortex evoked bilateral movement in 70% of mice, 
with equal latencies in each paw. Another study in mice found a widely varying EMG 
latency, depending on the US transducer location and on the EMG measurement site 
(King, Brown, and Pauly 2014). Latency in the tail varied from 36 to 112 ms depending 
on transducer position. They used an 80 ms pulse. A study in rats found a latency of 
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171±63 ms, recorded from tail muscles, using a 300 ms US train, but this was measured 
by a motion transducer rather than by EMG (Kim et al. 2014).  
 The shorter latency in these experiments is likely due to the short, high-power US 
burst. Other studies use much longer bursts at lower power. This explanation could be 
tested by measuring latency vs. US power: with long bursts, low power should give a 
longer latency. Evidence against this comes from King et al. and Kim et al. both 
observing some EMG responses that began well after the end of the US pulse, since 
latency longer than the US burst is not compatible with the latency being caused by a 
slow buildup to threshold.  
Potential Role of Cortical Area in the Direct US Response 
In mice, US is able to evoke forelimb and hindlimb movements. In rats, US 
cannot evoke forelimb movements, only hindlimb movements. These inconsistencies are 
not understood. One difference between these conditions is the cortical area: the rat 
caudal forelimb area is approximately 10 mm2, while the rat caudal hindlimb area is 7 
mm2 (Neafsey et al. 1986), and the mouse forelimb motor cortex area only 4 mm2 (Li and 
Waters 1991) or less (Tennant et al. 2011). Given this, it could be hypothesized that the 
larger areas are more difficult for the US beam to fully illuminate, and therefore less 
likely to be sufficiently stimulated to evoke a movement.  
This would be supported by the higher effectiveness of lower US frequencies, 
since low frequencies produce wider beams. (Kim et al. 2012) (King Brown, Newsome, 
and Pauly 2012, though this frequency dependence result is not as strong as initially 
reported - Patrick Ye, personal communication). The requirement for a wide beam could 
also relate to the apparent saturation of the response. If a longer or higher intensity US 
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burst is unable to evoke repeated responses, then the only advantage possible might be by 
increasing the stimulated area.  
However, several inconstancies remain to be worked out in the cortical area 
hypothesis. Other studies report reliable movements only from tail and hindlimb (Younan 
et al. 2014, Kim et al. 2014), but many rat motor areas are even smaller than the 
hindlimb, such as the lower lip (5 mm2) or the jaw (3 mm2) (Neafsey et al. 1986). The 
hypothesis is also not consistent with the observations of Younan et al. (2014), where 
across 40 sessions they found occasional responses from the forepaw, and even a single 
whisker response in one session. A straightforward dependence on cortical area would 
not readily explain this variance.  
The hypothesis could be tested in a future experiment by varying the width of the 
US beam. Other structural differences could underlie the rat vs. mouse and rat forelimb 
vs. rat hindlimb differences, such as differing organization of the excitatory and 
inhibitory networks, but it is difficult to guess which properties to compare without some 
understanding of the mechanism.  
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CHAPTER 4 
CONCLUSIONS 
Blood Glucose Modulation 
 The possible single-session responses appeared compellingly strong, but the 
inconsistency and the lack of a group-average response make it difficult to draw 
conclusions on the potential of this technique. The experiment used a 100 ms interval 
between US bursts, which may have been too high a rate if the mechanism is similar to 
that of US neurostimulation (which required a 3 s interval). Further experiments would be 
needed to convincingly show and characterize the response. The site of action could 
plausibly be anything from autonomic ganglia to skin pain receptors, or may be non-
neural.  
Neuromodulation 
The US caused significant suppression of the motor response, on a minutes-order 
timescale. The US also heated cortex (1.8°C difference between the US and non-US 
conditions). The experiment was not designed to tell if the long-term modulation seen 
here was thermal or non-thermal. The temperature increase appears sufficiently large to 
entirely explain the modulation, however non-thermal modulation may have also 
occurred.  
 Suppression was observed equally in forelimb and hindlimb motor cortex. 
Whether the modulation is thermal or non-thermal, this suggests the modulation may 
have a different mechanism than the direct stimulation, which only evoked hindlimb 
movements. The modulation was also notably weak, considering that the applied US 
power was much higher than other experiments in the literature.  
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Neurostimulation 
 It appears that only the beginning of the US burst has a stimulatory effect. Two 
results support this. One is that the 300 ms burst evoked only a single twitch of the 
hindlimb, which occurred within the first 10 ms of the burst. The remaining 290 ms of the 
burst appears to be within the several-second refractory period of the US stimulation. The 
hypothesis is also supported by the lack of short-term modulation: by comparison to TMS 
paired-pulse interaction studies, the lack of modulation suggests that at least the final 50 
ms of the US burst did not affect cortex.  
 The direct motor response has a very long refractory period, greater than one 
second. This is a considerable difference from any form of electrical stimulation, and the 
reason for this is unknown. The refractory period in mice is shorter (several hundred ms), 
but still much longer than that of electrical stimulation. The several-second interval 
seems too slow to reflect any sort of single-neuron refractory period.  It may be a 
property of the cellular pathway stimulated, or it may be a property of the physical US 
mechanism, such as a replenishment or dissipation of endogenous bubbles. Bubble-
related effects have been postulated from crab nerve experiments (Wright, Rothwell, and 
Saffari 2015). The response to electrical stimulation was not significantly affected by the 
refractory period, as shown by the lack of strong short-term modulation. Therefore the 
refractory period is not a general suppression of cortex, but an effect specific to the US 
mechanism.  
 US motor stimulation is also highly sensitive to anesthesia, much more sensitive 
than electrical stimulation (King et al. 2012; Tufail 2011). This sensitivity might suggest 
that the mechanism of US is weak, in the sense that it is easily blocked by a general 
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suppression of activity. In the present experiment, anesthesia could not be overcome even 
by a US burst that was a hundred times longer than needed. 
Neurostimulation Mechanism 
 To summarize, the apparent properties of direct motor stimulation are: 1) it is 
easily blocked by anesthesia, 2) it has a refractory period of several seconds in rats and 
several hundred milliseconds in mice 3) at high power it can stimulate with 3 ms burst, 
with a latency comparable to ICMS, and 4) the stimulation is not consistent across motor 
cortex.  
 The literature has no strong hypothesis for the mechanism of direct US 
stimulation. Most consider it likely to be non-thermal, due to the low heating measured in 
other experiments. Some hypothesized mechanical effects would act directly on the 
membrane tension to alter ion channel conductivity (Tyler 2011). Other hypothesized 
effects might act through microbubbles (by acoustic streaming, microjets, or turbulence), 
though it has not been shown if suitable microbubbles are endogenous in brain tissue.  
 A straightforward action of radiation force on the membrane or on ion channels 
appears unlikely, since it would not explain the refractory period. The bilayer sonophore 
hypothesis (Krasovitski et al. 2014) also does not appear to directly explain the refractory 
period, unless there is a replenishment of membrane-dissolved gas over this timescale.  
 Which mechanism might meet these criteria is unclear. One possibility might be 
weak sonoporation by endogenous microbubbles, which would allow ions to pass through 
the membrane. This could be a sodium influx to directly activate neurons, or a calcium 
influx to trigger synaptic release. Calcium influx is known to relate to a wide range of US 
bioeffects, both with and without exogenously applied microbubbles (Hassan, Campbell, 
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and Kondo 2010). These effects are caused by sonoporation creating nonspecific pores, 
not by opening pre-existing calcium channels. Cavitation of endogenous bubbles could 
conceivably account for the refractory period and the weak effect, if the bubbles take 
time to re-form and only exist in limited number. However, both these properties are 
unknown and would need further study. This hypothesis is disputed by evidence that US 
does not cause blood-brain barrier (BBB) opening at neuromodulation power levels 
(Tufail et al. 2010), however, it may be possible that sonoporation in tissue can occur 
without BBB opening due to differing bubbles properties in tissue vs. in blood.  
 A hypothesis of two mechanisms: long-term suppression by heat, and stimulation 
by bubbles (possibly acting directly on the synapses of corticospinal neurons) would be 
compatible with many of the observations in this experiment. The dependence of the US 
response on the interval would relate to properties of the bubbles, while the ECS response 
would be unaffected by the presence or absence of bubbles. If the endogenous supply of 
bubbles were quickly exhausted, that would explain why long pulses do not evoke 
multiple responses, and why anesthesia cannot be overcome by high US power. 
Overall, US neurostimulation shows fundamental differences from electrical 
stimulation. The difference in mechanism might be relatively minor, and only important 
for optimization of pulse parameters. Or the difference might be drastic, and lead to very 
different therapeutic applications and safety considerations. A better understanding the 
physical mechanisms and cellular effects is needed to determine the true potential.  
Future Experiments 
 The results so far suggest that direct US stimulation relies on a mechanism (such 
as bubbles) that is separate from general neural function, as measured by the lack of ECS 
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modulation during the direct US refractory period. One approach towards characterizing 
this difference would be to focus on understanding the refractory period. Proving that the 
refractory period relates to bubbles or some other physical effect would explain why the 
ECS is unaffected. The other approach would be to look more closely for US modulation 
of ECS, using shorter US bursts and shorter delays (ISI). Better exploring this interaction 
will help show which neural elements are stimulated by US, or could reveal unexpected 
US-ECS interactions. 
 The other major open question from these experiments is whether heat is solely 
responsible for the long-term modulation. Since the power levels used in this experiment 
were far in excess of what was needed for stimulation, this question can be addressed by 
testing the long-term modulation with shorter pulses and lower power level. Testing for a 
non-thermal effect would help show if US might be clinically useful for motor cortex 
modulation.  
Shorter US Bursts and Delays for Short-term Modulation 
 The original question posed by this thesis remains unanswered: does US cause 
any subthreshold modulation on forelimb motor cortex? How are forelimb and hindlimb 
different? The experiment was designed under the assumption that all 300 ms of the US 
burst would be efficacious, but the results suggest that only the first ~10 ms of the US 
burst had any stimulatory effect, which would give a functional delay closer to 290 ms. 
This long delay is likely the reason for the lack of short-term modulation. Furthermore, 
the additional US-ECS delay of 100 ms was chosen due to equipment limitations, but 
later adjustments removed this limit. Using much shorter bursts and shorter delays would 
allow for a proper paired-pulse interaction experiment, which could be compared to TMS 
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results (Valls-Sole et al. 1992). Using a fixed US burst (e.g. 10 ms), the delay before ECS 
(the ISI) would be varied (e.g. 0 to 300 ms). The time dynamic of the paired-pulse 
interaction would help show which excitatory and inhibitory networks are activated by 
the US burst.  
 One difficulty in using shorter pulses and delays would be the separation of the 
ECS response from any direct US responses. This crosstalk prevented a post-hoc analysis 
of the existing data based on the direct US response. Future experiments should use EMG 
rather than accelerometers, to better isolate separate contraction events regardless of the 
limb motion.  
Lower US Power for Long-term Modulation 
 The other major question raised by the results is the role of heat. The US power 
levels and pulse durations used in this experiment were chosen to be quite high, relative 
to other literature. This choice was made to ensure that any negative findings would not 
be due to low power. However, it leaves the mechanism ambiguous: is heat responsible 
for the long-term modulation, or can motor cortex modulation be done without heating?  
 Similar the short-term experiment described above, this question can be addressed 
by using shorter US bursts. A 3 ms burst would be sufficient to cause stimulation, but 
would produce 100x less heating. Any long-term modulation effect occurring with much 
shorter bursts would be safe enough to be clinically relevant. To further test whether the 
modulation is due to heat, the burst parameters (power, rate, and duration) could be 
varied in such a way as to hold the heating constant. If the modulation varies with the 
burst rate despite constant heating, that would show that heat is not the only factor.  
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 Most of these experiments could be carried out across all 16 array contacts, or 
using only two electrodes (one each in the forelimb and hindlimb). Since the long-term 
US suppression is known to affect the entire array, the experiment might be best 
performed by testing only one or two contacts, at a single current level. This would 
provide much better time resolution to measure the rise and fall time of the modulation.  
 Besides the ECS long-term modulation, there was a long-term US suppression of 
the US response (Figure 41). This also may be due to heating, but this was not 
conclusively shown. This could be tested in a similar way, by using shorter US burst and 
by varying the US parameters while holding the heat constant.  
Paired-Pulse Interactions in Direct US Stimulation  
 The mechanism responsible for the 3-second refractory period is unknown. Mice 
have a similar failure to show motor response at high rates, but their refractory period is 
closer to 0.2 seconds. Several experiments could better characterize this recovery.  
 The direct US stimulation could be done as a paired-pulse experiment, with a test 
burst following a priming burst. So far, only the interval between bursts has been varied. 
This paired-pulse experiment would hold the test pulse constant (such as 3 ms, at a power 
level sufficient to evoke a response), and vary the interval, intensity, and duration of the 
priming pulse. Measuring how the intensity and duration of the priming pulse affect the 
refractory period could help reveal exactly what is recovering.  
 The results so far suggest that the refractory period is not due to heating. This 
would be tested by varying the priming pulse power and burst length in such a way as to 
hold the priming burst heating constant, and measuring if the response to the test burst 
also stays constant. Related effects might depend on the rate of heating (Schiff and 
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Somjen 1985), this parameter can also be held constant and tested across a range of burst 
powers and durations.  
 The experiment could also vary the test burst power, to see if additional US can 
overcome the refractory period depending on the priming pulse power and duration. This 
would give information on when the mechanism is entirely exhausted (absolute refractory 
period) or only suppressed (relative refractory period).  
 A final experiment in this vein could test whether the refractory period is entirely 
set by the most recent US burst, or if it has ‘memory’. Instead of a single priming burst, 
this experiment would use a varying-length train of several priming bursts.  
 Adding ECS stimulation could give more information on the dynamics during the 
US refractory period. This experiment would use two US bursts (with varying interval or 
power) followed by an ECS pulse (at a short fixed delay, relative to the 2nd burst). If the 
US bursts are separated by 10 seconds, then the second burst should have its full 
modulatory effect on the ECS response. If the US bursts are separated by only 1 second, 
then the modulatory effect of the second burst should be much weaker. By allowing 
measurement of subthreshold US effects, this would give complimentary information to 
the interval dependence already measured by the direct US hindlimb stimulation. 
Alternatives to the Epidural Stimulation Array 
 Using the ECS array had several advantages. Particularly, an effect would not be 
missed due to localization error - by testing many contacts, even a spatially heterogenous 
effect could be seen. This is important given the unusual spatial effects reported in some 
US stimulation experiments (Younan et al. 2014), and given that US appears to have 
different effects across cortex (hindlimb and forelimb). However, omitting the array 
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would greatly reduce the expense and surgical expertise required for the experiment. 
Experiments testing direct US stimulation alone would not require the array, and could 
greatly help to show the mechanism.  
 As an easier way to study modulation, the EMG could be more closely examined 
for small suppressive and excitatory effects on the sustained activity. Muscles have a low 
steady level of EMG, which can be encouraged by slight tension on the limb, and can be 
modulated by cortical stimulation. This technique has been used to study the effect of 
low-current single pulses of ICMS on rat motor cortex (Liang, Rouiller, and 
Wiesendanger 1993). This would allow measurement of motor cortex modulation across 
different limbs, and could be used to look for subtle effects on the forelimb muscles 
without gross movements.  
Other Potential Experiments 
 Another question which is unanswered by the present data is whether there are 
any very-long-term modulation effects (lasting more than a few minutes). The test did not 
use sham trials: all sessions applied US during the same blocks. Therefore it is not known 
how the response would have changed over time in the absence of US. To test for 
possible suppression lasting many minutes to hours would require sham sessions, which 
would copy the existing protocol but with no US application. 
 For the direct US response, the bilateral movement is a notable difference from 
electrical stimulation. A previous study measured the latency and found no difference 
between EMGs from ipsilateral and contralateral limbs (Tufail et al. 2010), but the 
present setup uses much shorter pulses and therefore may be better suited to compare the 
EMG latency between the two hindlimbs.  
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 There is disagreement in the literature as to whether bursts of US have any 
advantage over continuous pulses (King et al. 2012). Using shorter, high-power pulses 
may provide new insight on this debate. 
 The transducer was aimed at a constant position throughout all sessions. Future 
experiments could test the effect of applying US to different locations across motor 
cortex. Some studies have found that the direct US motor response does not vary as 
expected with position (Younan et al. 2013), but other studies show the US response 
occurs as expected (Yoo et al. 2011). Another study found the latency varied with 
position (King, Brown, and Pauly 2014). This debate would be worth re-investigating 
with the short US bursts used in these experiments. Also, the transducer could be aimed 
at non-motor regions of the brain to test for stimulation by reverberations.  
 Anesthesia was given by injection. This may create the drift in the response, 
visible in the long-term modulation experiment (Figure 28). A better experiment might 
use an infusion pump to provide a time-constant anesthesia level and allow longer 
sessions. An infusion protocol might prefer propofol over ketamine, for its faster 
response to dosage adjustment. Using no anesthetic would be even better, but would 
require training the rats to accept restraint (Martin et al. 2002; Topchiy et al. 2009). 
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APPENDIX A  
ULTRASOUND TRANSDUCER AND AMPLIFIER CONSTRUCTION AND 
TESTING 
  
  137 
 Ultrasound (US) has been shown to modulate the activity of brain and nerves. In 
order to test the neural effects of US, a custom system was built using low-cost 
components. The focused 200 kHz transducer was built using a commercially available 
piezoelectric and a cast epoxy lens. The amplifier was built as a class D (square wave 
output), using a simple layout and off-the-shelf transistors. The design, construction, and 
calibration are described. Tests showed the system was able to reliably drive high power 
90 W/cm2 pulses of focused US throughout experimental use. This low-cost design may 
be useful for other researchers studying US bioeffects without access to commercial high-
power US equipment. 
Introduction 
Transducer design 
 Focused power transducers were custom built for the ultrasound experiments. 
Unlike imaging transducers, power transducers do not use an attenuating backing 
material. Imaging transducers need attenuation to allow short narrowband pulses, without 
a long ring time. Power transducers send long pulses, so an attenuating backing is 
unnecessary and would drastically reduce power efficiency (and possibly cause 
overheating of the piezoelectric). Powers transducers are air-backed so that most power 
should pass forward through the lens.  
 To design a focused US transducer, first the frequency should be chosen in order 
to select the piezoelectric element. The frequency is set by the piezoelectric thickness. 
The thickness-mode resonant frequency is  
 =  2 
where fR = resonant frequency, c = speed of sound in the material, T = thickness.  
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 Note that the speed of sound in the piezoelectric may be different in the poling 
direction and the radial direction (PiezoTechnologies 2011).  The diameter of the 
piezoelectric disk is also important: a wider diameter will emit more total power, and 
have a lower electrical impedance. The impedance of a piezoelectric can be calculated as 
for a parallel-plate capacitor. Note that many piezoelectrics have a high dielectric 
constant.  
 After the piezoelectric is chosen, the focusing lens can be designed. The diameter 
of the lens should be chosen to be slightly larger than the piezoelectric element. The 
practical dimensions for the lens depend on several factors. Attainable focal distances are 
limited in proportion to the near field distance (Olympus NDT Inc. 2007) 
	
  = 0.6 ×  
 = 

4 [1 − 



] 
where D = diameter,  = wavelength, N = near field distance.  
The curvature of the lens sets the focal distance, according to the thin-lens approximation 
of the lensmaker’s equation: 
1
 =  − 1!
1
" 
where f = focal length, n = refractive index of US lens in water, R = radius of concave 
lens. 
Power amplifier 
 The high-power amplifier was based off an existing design for a high-efficiency 
ultrasound generator (Lewis and Olbricht 2008). This design is more power efficient and 
much lower cost than a standard RF power amplifier, because it can only output a square 
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wave of fixed amplitude – the output cannot be modulated, and will contain harmonics of 
the drive frequency. This is adequate for ultrasound neuromodulation applications, which 
only require a steady high power and are not concerned with spectral purity.  
Testing and calibration 
 US transducer output can be measured using a force balance technique (Sutton, 
Shaw, and Zeqiri 2003). This measures US power using the radiation force.  Radiation 
force is a second-order component of the propagating US wave, which produces a steady 
force in the direction on wave propagation. For a totally absorbing target, the force is 
related to the total US power by 
# =  ×   
where F = radiation force, P = US power, c = speed of sound in water (Sutton, Shaw, and 
Zeqiri 2003). For a flat reflecting target, the force would be doubled. 
 Many force balance apparatuses use reflecting targets and external absorbers, to 
avoid drift due to heating of the water over time. At higher powers, a simpler apparatus 
can be used with an absorbing target paced directly on a laboratory balance. 
Methods 
200 kHz Transducer Construction 
 First, the lens was designed and built as shown in Figure 45. After choosing the 
lens radius based in the equations above, a standard light bulb and a section of polyvinyl 
chloride (PVC) pipe was found to suit these dimensions. The pipe was taped to the bulb. 
To prevent epoxy from attaching to the mold, melted wax (from a candle) was applied to 
the entire inner surface. A heat gun was used to preheat the mold so the wax would flow 
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easily. One cooled, the wax also acted to seal the joint between the pipe and the bulb, to 
prevent epoxy from leaking.  
 The lens is made of cast epoxy (West Marine 105 epoxy and 206 slow hardener). 
This is not an ultrasound-specific epoxy – special purpose epoxies will likely have lower 
attenuation and better matching – but was chosen for its low cost and for ease of mixing 
without the inclusion of bubbles. Keeping bubbles out of the epoxy while thoroughly 
mixing is important to avoid scattering the US. A few large bubbles are tolerable, since 
they will rise to the surface of the casting and later be sanded off. When mixing epoxy, it 
may be helpful to use two mixing containers – after mixing the epoxy in one container, 
transfer to the next and re-mix, before pouring into the mold. This may help avoid poorly 
mixed epoxy from the walls of the container. Before it hardens, some bubbles visible in 
the epoxy can be pushed to the surface of the lens using a length of wire. 
 
Figure 45. Mold for casting ultrasound lens, filled with epoxy. 
 After the lens was hardened, it was released from the mold. The wax was 
removed from the lens using a heat gun and paper towel. Then, the flat surface of the lens 
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was sanded down. This was to reduce the total thickness of the lens, to reduce the 
attenuation. The lens was sanded until its thinnest point (in the center) was only a few 
mm thick. Sanding began with coarse grit, then finished with fine grit to avoid having a 
surface rough enough to retain bubbles when attached to the PZT element.  
 After casting and sanding the lens, the piezoelectric was attached - Figure 46. The 
transducer used a PZT (lead zirconate titanate) element, from Stim-Inc Piezo (43mm 
diameter, 10.5 mm thickness, modified PZT-4). This piezoelectric was chosen First, 
wires were soldered onto the piezoelectric. The nickel plating on the ceramic is suitable 
for standard solder and flux. Three wires were used on the front and back, partly to 
ensure reliability, and partly so the front of the piezoelectric would be evenly spaced 
from the lens (using a single wire would make this more difficult). After attaching the 
wires, the lens was attached with additional West-Marine epoxy. Care must be taken to 
ensure no bubbles are included between the piezoelectric and the lens. An advantage of 
using this epoxy is that the lens is transparent, so bubbles or separation of the lens from 
the ceramic can be seen. Separation during use could result from failure of the epoxy or 
from detachment of the nickel coating on the ceramic.  
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Figure 46. Piezoelectric with wires and lens attached. On the curved side of the lens, 
some runoff epoxy remains from the lens attachment process. This can be trimmed or 
sanded off.  
To couple the US transducer to the target, a water cone was built - Figure 47. One could 
also use a pile of ultrasound gel, but it becomes difficult to avoid air bubbles when using 
a large quantity of gel. The water cone is sealed so that degassed water can be used. 
Water can be degassed by boiling, then cooling for twenty minutes to avoid damaging the 
plastic. The cone was made from a plastic funnel (Fun Express 60120000, 2 in. length, 
0.25 in. bottom opening, 1.75 in. top opening). The cap and nozzle was cut from a flat 
cell culture flask. The angle of the funnel should be chosen to be compatible with the 
ultrasound focal angle.  
  143 
   
Figure 47. The water coupling cone, with cap to allow filling. The right photo shows the 
hole in the cone to allow access through the cap. Later, the tip of the funnel was cut off  
(at 1 cm diameter) and plastic wrap was glued on.  
 Last, the cone and housing were attached - Figure 48. The housing is made of 
PVC pipe, with an acrylic cover on top. This housing needs to be watertight to allow for 
filling the water cone by immersing the entire transducer in a tank of water. Two grooves 
are cut along the edge of the acrylic cover, to pass the wires. The cover is attached to the 
PVC, and the PCV to the lens, by West-Marine epoxy. The PVC was attached to the lens 
rather than the piezoelectric, in order to minimize the damping of the transducer – in 
general, the less glue and parts attached to the piezoelectric, the more power will be 
emitted forward through the lens. After attaching the wires with epoxy, additional hot 
glue is used to provide strain relief when the wires are bent. The water cone is attached to 
the lens by hot glue.  For the neuromodulation experiments, an additional bracket of 
acrylic was attached so the transducer could rest on the stereotax arms to give consistent 
positioning.  
 After housing, the transducer can be immersed in a water tank or large beaker to 
fill the cone. Filling underwater allows one to fill the cone and attach the cap – in air, it is 
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difficult to attach the cap without introducing air bubbles. If small air bubbles occur 
during the course of an experiment, they can be moved into the nozzle area and trapped 
to keep them from rising against the lens.  
 
Figure 48. Fully assembled transducer. Power wires on top, then acrylic cover, then white 
PVC housing, then yellow lens, then water cone, with plastic wrap at bottom. Acrylic 
aiming rig visible on sides. The piezoelectric is directly above the lens, within the 
housing.  
These photographs describe construction of a 200 kHz transducer, but 500 kHz and 1 
MHz transducers can be built by a similar method. Only used thickness-mode resonant 
ceramics have been used so far. It is uncertain if diameter-mode transducers can be built 
with this process; if possible, this could allow low-frequency operation without using 
high voltages. 
Ultrasound Amplifier 
 The amplifier was built as a simplified version of an existing design (Lewis and 
Olbricht 2008). The frequency is set by an external function generator. The power level is 
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controlled by adjusting the high-voltage supply. The amplifier is shown in Figure 49 and 
diagrammed in 
 
Figure 50.  
 
Figure 49. High power ultrasound amplifier 
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Figure 50. Layout of high power ultrasound amplifier.  
Components: 
Pulse controller – AM Systems 2100 
High-voltage supply – Kepco 0-400 V adjustable supply 
Function generator – Wavetek 801, or (preferable) Stanford Research Systems 345.  
PMOS FET – FQP3P50, Fairchild Semiconductor. Aluminum heat sink attached 
NMOS FET – IRF820PBF, Vishay Siliconix,. Aluminum heat sink attached 
Gate capacitors – 100 nF, 630 V ceramic– RDER72J104K4M1H03A, Murata 
Power supply capacitor – 270 uF, 400V electrolyrtic– EET-UQ2G271CA, Panasonic. 
(Note: large capacitors are unsafe, and are not needed if the duty cycle is low or if droop 
of the high-voltage supply is tolerable.) 
Fuses – BK/AGC-1/2-R, Eaton Bussmann 
 The fuses were added to protect the function generator. Several errors in the 
circuit can cause an unintended short, which can drive damaging currents back into the 
equipment (for example: shorting between output terminals to transducer, or capacitor 
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failure due to over-voltage). These fuses have not been subjected to an error, so they are 
untested as protection – a more robust protection circuitry would be a prudent addition in 
the future. The original design used a gate driver chip, which adds some isolation 
between the high-voltage elements and the function generator. A gate driver would also 
likely improve the output at higher frequencies (Lewis and Olbricht 2008).  
 During an experiment, the voltage supply was damaged due to shorting the 
outputs together after water leaked into the transducer casing. After this, voltage supply 
could only output at several fixed voltages. To scale the power down, when lower powers 
were needed 10-Watt resistors were added in series with the output to the transducer. The 
resistor was chosen by testing on the force balance to achieve a desired power.  
The Wavetek 801 function generator tends to drift in its frequency setting, which alters 
the US power unpredictably for high-Q transducers such as the 200 kHz. This drift can be 
noticed by a lower current draw from the voltage supply current meter, or better, by 
keeping an oscilloscope on the function generator output during amplifier operation. The 
SRS 345 function generator (Stanford Research Systems, CA) does not drift, and so is a 
better choice of function generator. Any generator which can have its output gated or 
deeply AM modulated by the pulse control signal will work, as long as the output 
amplitude is high enough (±10 V) to switch the transistors effectively (or a gate driver 
chip can be used).  
Testing and calibration 
 This setup was based on an existing design for a simple US force balance (Sutton, 
Shaw, and Zeqiri 2003). For this arrangement, the power in Watts is equal to 15 × the 
force measured in grams.  
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Figure 51. System for US power measurement. The transducer is held above the target, 
(yellow cylinder) touching the water inside. The target rests on the scale, which measures 
the force with vs. without US.   
 The absorbing target was made of a plastic cylinder filled with silicone, on a 
standard laboratory scale. Within the silicone, there is a 1-inch deep well that holds the 
water. Pulsing the US power should simply scale the power down by the duty cycle (i.e. 
sending pulses with 10% duty will simply scale the power down to 10% of its CW value), 
since the balance time-averages force variations (as long as the variations are fast enough, 
which depends on the lowpass filter of the balance used). Deviation from this behavior 
has been due to the pulses lowering the voltage available from the power supply. For this 
reason, it is best to measures the power at the intended duty cycle if possible.  
 Some transducers can be quite sensitive to the driving frequency. To find the 
correct driving frequency, two methods can be used. The most robust is to use the force 
balance to measure the power across a frequency range. A simpler way to test resonance 
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across a wider frequency range is to use a function generator, an oscilloscope, and a 
resistor to measure the transducer impedance by a voltage-divider arrangement. At 
resonance, the transducer will have its lowest impedance (PiezoTechnologies 2011).  The 
quality factor (Q) of the transducer can also be estimated from the width of the peak in 
this frequency sweep.  
 
Figure 52. PZT sensor for measuring US beam width at the focus, in order to compute 
power density from the total US power measured by the force balance.  
 To test the focal width, a custom uncalibrated hydrophone was used, made of a 
2.8mm diameter circle of PZT – Figure 52. The sensor is connected to an oscilloscope, to 
show the voltage generated in response to the US pulse. The PZT sensor is placed in the 
focal region in front of the transducer in a water tank. The sensor is attached to a rod, 
which is held by a micromanipulator. The manipulator moves the sensor back and forth 
in the focal plane. At each position, the peak-to-peak voltage response on the 
oscilloscope is recorded. The voltage readings in across a sweep in the X and Y 
directions through the focus are used to construct the beam profile of the focal region. To 
define the focal width, the full-width half-maximum (FWHM) criterion is used.  The 
sensor response is read as the peak to peak voltage, but beam width is defined by the 
FWHM of power not of amplitude. So, rather than reading FWHM at 50% of the peak 
voltage, the width is measured at √50% = 71% of the peak voltage. The X and Y beam 
widths can be averaged to improve accuracy. Because the hydrophone is 2.8 mm wide, 
  150 
the measured response will be slightly larger than the true beam width. This error could 
be estimated by convolving a Gaussian beam profile with a rectangular function of the 
hydrophone width, and computing the increase in the apparent beam width at 71% of the 
peak.  
 Once the beam diameter is found, the focal area can be calculated assuming a 
circular focus. Then, the spatial maximum power is approximately the total power 
divided by the focal area. This approximation has two errors. Error 1: the power is not 
entirely contained within the focal area – some is outside the FWHM region. Error 2: the 
power is not uniformly divided over the focal area – the peak power at the center is 
higher than the average power across the area. These errors are in opposite directions, and 
roughly cancel out to give an approximation of spatial peak power. The peak US intensity 
can be calculated from the peak power density by 
$ = √#& 
where I = pressure intensity in MPa, P = power density in W/cm2, and Z = acoustic 
impedance of water, 1.48 MRayls.  
Results 
 Using the custom PZT hydrophone (Figure 52), the FWHM beam width was 
found to be 4.5 mm in one sweep direction and 5.5 mm in the orthogonal direction. This 
gave a total focal area 0.2 cm2, which was used to estimate power density from the force 
balance readings below. These calibration measurements for the 200 kHz transducer were 
made using the force balance shown in Figure 51. The duty cycle at which the transducer 
was tested did not appear to strongly affect the power output.  
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Table 6.  
Measurements of US transducer output power with varying drive voltage and duty cycle  
Amplifier supply, 
Volts 
Pulse duration / interval, ms Time-averaged 
force, grams 
Pulse power, 
W/cm2 SPPA 
225 1 / 100 0.005 33 
 10 / 100 0.055 36 
300 1 / 100 0.010 65 
 10 / 100 0.100 65 
400 1 / 100 0.015 98 
 10 / 100 0.140 91 
 0.5 / 1 0.560 73 
 0.5 / 1, pulsed for 30 / 100 0.135 59 
 0.5 / 1, pulsed for 3 /  10 0.160 69 
 
 In later experiments, the function generator had some frequency drift. This drift 
caused variation in the transducer power output. In a series of repeated measurements 
over several days, the power was found to vary down to 50% of its maximum value, 
without any intentional adjustment of the frequency. An intentional 10 kHz error in the 
200 kHz driving frequency could reduce power to 10% of its maximum value. This test 
shows the high quality factor (Q) of the transducer, and the need for an accurate function 
generator for reliable stimulation. In the neuromodulation studies using this transducer, 
the applied power may have been up to 50% less than the intended.  
Discussion 
 This transducer and amplifier system was successfully able to reliably drive high 
US powers. These transducers have not exhibited signs of dehiscence between the lens 
and the piezoelectric, but this can be a problem for high-power US transducers. An earlier 
design used a water layer between piezoelectric and the lens. By avoiding direct bonding, 
there is no possibility of dehiscence. The water layer was created by spacing the lens off 
from the surface of the piezoelectric, by half the US wavelength (λ/2). The power limits 
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of the transducer are unknown, since this would require destructive testing. Heating, 
dehiscence, and mechanical strain in the piezoelectric can all limit power (Dubus et al. 
1991).  
 In the amplifier, power is limited by heating of the transistors. This could be 
reduced by using a larger heat sink, if needed. Using a dedicated gate driver may further 
reduce transistor heating, by switching the gate level more quickly so the transistor 
spends less time in an intermediate high-resistance state.  
 One advantage of using damped transducers, besides their commercial 
availability, is the broader frequency range. This property was used in studies of US 
neurostimulation to compare different frequencies (King et al. 2012).  
 The transducers are not intentionally excited in diameter mode, however, the 
beginning and end of a tone burst can be considered as a step function, and therefore will 
excite these modes to some degree. Frequent pulsing of the transducer enhances this 
effect. Unintended diameter-mode emission could, in principle, play a role in the debated 
pulse dependence of US neuromodulation effects (King et al. 2012). 
 The importance of degassing the water is unclear. Most studies of US 
neuromodulation used degassed water (Yoo et al. 2011). However, these studies also find 
no evidence of cavitation in tissue. The tissue is clearly not degassed. The US power is 
greater at the focus (in tissue) than in the water cone. Therefore, it would seem unlikely 
for cavitation to occur in the water cone. Degassing water is important for accurate power 
measurement of high-power transducers (such as those used for lithotripsy or high-
intensity focused US (HIFU) surgery), but may not be required for the sub-cavitation 
powers used in neuromodulation.  
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 Transducer output can also be measured by other methods (ter-Haar et al. 2011). 
One is calorimetry: US is applied to an insulated water bath, and the rate of temperature 
increase shows the power. This method may be useful to verify the power estimations 
from by the force balance, in case the absorbing target used is not ideal for this low US 
frequency.  
 The amplifier and transducer were built at low cost, but the system includes three 
components that are more expensive: the function generator, pulse controller, and high-
voltage supply. The function generator could be replaced by a dedicated chip, since the 
frequency will not generally need to be adjusted (Lewis and Olbricht 2008). The pulse 
controller used here (AM systems 2100) is much more expensive that what is required, 
since it is actually meant for driving isolated stimulation current. An arrangement of 555 
timer chips could likely be used, or a DAQ digital output could be used for computer 
control of the pulse rate.  
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APPENDIX B  
EFFECT OF ULTRASOUND ON BRAIN TISSUE IMPEDANCE 
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 Ultrasound (US) can stimulate the brain and cause motor response or 
neuromodulation. This could be a new noninvasive therapy. However, the mechanism is 
unknown. Some theories suggest an impedance change is involved (Wagner 2013, 
Plaskin, Shoham, Kimmel 2013). This experiment looked for an impedance change by 
ultrasound in fresh rat brain tissue by several methods, and found only thermal effects. 
However, due to electrical noise, these experiments cannot disprove the hypothesis under 
test. In future work, the experiment could be repeated using low-noise equipment.  
Background 
 Several possible effects could underlie US brain stimulation, but none have strong 
evidence so far. Cavitation is supported by low frequency US stimulating more 
effectively than high frequency (King et al. 2012). Evidence against cavitation is US 
stimulation of retina at 43 MHz (Menz et al. 2013) and without blood-brain barrier 
opening (Tufail et al. 2010). Temperature rise is not likely the mechanism in any of these 
studies. 
 US stimulation may share a mechanism with sonophoresis or sonoporation, which 
lower skin and membrane resistance. Stimulation could also be explained by the bilayer 
sonophore (BLS) hypothesis, which proposes that the negative pressure phase of a US 
wave can separate the leaflets of lipid membranes (Plaksin, Shoham, and Kimmel 2013). 
This putative effect would lower membrane capacitance. A similar effect has been 
proposed for the interaction of tDCS with US stimulation, with tDCS polarizing tissue 
and US changing capacitance to create a localized displacement current which stimulates 
brain (Wagner 2013).  
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 Acoustoelectric interaction has been observed as small changes in tissue 
resistance (Olafsson et al. 2009), but changes in capacitance by ultrasound are not known. 
A decrease in capacitance would support theories of membrane distortion by ultrasound 
and could underlie US neural stimulation and other non-thermal non-cavitation US 
effects on cells. 
Bilayer Separation Hypothesis 
 Krasovitski et al. (2011) proposed that during the negative phase of an ultrasound 
wave the pressure may be able to separate the leaflets of the lipid membranes. The effect 
would be similar to ultrasound cavitation, where surfactants enhance the nucleation of 
gas bubbles. Gas would diffuse into the space between the leaflets. Separating the lipid 
bilayers would lower membrane capacitance by increasing the charge separation distance.  
 This hypothesis was expanded in a theoretical paper by combining the bilayer 
separation physics model with a Hodgkin-Huxley model of a rat cortical neuron (Plaksin, 
Shoham, and Kimmel 2013). In this model, the bilayer separation repeatedly decreases 
the capacitance. This causes the neuron to hyperpolarize. Over 20 to 40 ms the periodic 
hyperpolarization affects the channel gating, and leads to firing. With short US pulses the 
firing occurs after the end of the US pulse, in a way analogous to anodic break 
stimulation. With longer pulses, the model neuron can repeatedly fire.  
 Plaksin et al.’s model successfully predicts that US stimulation requires long 
pulses, depending on the power. The model also agrees with the result that low 
frequencies work better (King et al. 2012), however, this experimental result has been 
found to be less drastic than originally reported (Patrick Ye, personal communication), so 
the value of this correlation is unknown.  
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 The membrane physical model was extended by another study (Wrenn, Small, 
and Dan 2013). Their calculations agree with the experimental power levels required for 
sonoporation. Further simulation work has also been done (Rappaport et al. 2013).  
Displacement Current Hypothesis 
 In a patent, (Wagner 2013) claimed a technique for enhancing the effectiveness of 
US stimulation by combining it with tDCS (transcranial direct current stimulation). tDCS 
uses low-level steady currents applied to the scalp to change neural excitability. Anodal 
currents tend to increase activation of brain areas under the electrode, cathodal suppresses 
(Nitsche and Paulus 2000).  
 (Wagner 2013)proposed an interaction where the DC current charges up tissue 
capacitance, then US changes the tissue permittivity, thereby driving a displacement 
current. This current would locally stimulate tissue at the US focus. The current-
generation effect would be analogous to charging the plates of a capacitor, then 
separating the plates to generate voltage. 
 Tissue has a very high dielectric constant at low frequencies (Schwan 1994; S. 
Gabriel, Lau, and Gabriel 1996) – the lipid membranes act as large (but leaky) 
electrolytic capacitors. Therefore, even a small change in capacitance could theoretically 
generate a large current response. The charging rate and properties of this low-frequency 
capacitance are described in impedance spectroscopy as the alpha dispersion (Gersing 
1998).  
 In the model of varying membrane capacitance described above (Plaksin, 
Shoham, and Kimmel 2013), the increased capacitance hyperpolarizes the neuron. 
Wagner contends that the bulk electrical field created by tDCS is what responds to the 
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capacitance change and stimulates tissue, but it is possible that that the cellular-level 
response to a capacitance change might be much greater than the bulk response. Besides 
the experiments described below, Wagner’s hypothesis was also tested more directly in 
an experiment on mice, described in a previous chapter of this dissertation.  
Tissue Impedance Measurement  
 Both of these theories require a change in tissue capacitance. The bilayer 
cavitation effect proposes a periodic change, but the capacitance would only be decreased 
(a gas bubble could make the bilayer become thicker, but not thinner), so the averaged 
effect over time would be a net decrease.  
 This experiment measures the bulk impedance rather than the membrane-level 
capacitance. The bulk impedance relates to cellular properties, and different physical 
properties can be measured by the impedance at different frequencies (Schwan 1994). A 
study describes the use of tissue impedance spectroscopy in dying liver tissue to observe 
cell swelling, gap junction closing, and membrane disintegration over time (Gersing 
1998). Low frequency currents (1 kHz) primarily measure the extracellular conductivity, 
while higher frequencies cross the membrane capacitance and can measure intracellular 
ion concentration.  
Acoustoelectric Effect 
 US is known to alter the impedance of saline, causing a slight change in 
resistance. This effect is not likely to underlie US stimulation. A study measured this 
effect in 0.9% saline and found an interaction coefficient which would predict a 1 MPa 
pressure wave to cause less than 0.01% change in impedance (Lavandier, Jossinet, and 
Cathignol 2000). 
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 The study used single unipolar impulses to measure this effect, rather than 
sinusoidal pulses, because the opposite phases of the wave would cause opposite changes 
in the saline, cancelling out the spatial-average effect measured by the distant electrodes. 
It is notable that the effect has a net zero average, because the time-averaged impedance 
change would also be small. Neurons do not respond to electrical stimulation at very high 
frequencies. If US is applied at 1 MHz, the acoustoelectric effect will mainly produce a 
small impedance change at 1 MHz, which is unlikely to affect a neuron. Interestingly, 
this impedance change is being investigated as a technique to image currents in tissue 
(Olafsson et al. 2009).  
 Tissue impedance can also be irreversibly changed by high-intensity US. This has 
been proposed as a method to verify US tumor destruction (Jossinet, Trillaud, and 
Chesnais 2005). US stimulation does not appear to cause damage, so damage was not 
considered in these results. However, the experiment should watch for irreversible 
changes that might show unintended damage.  
Sonoporation 
 US can create temporary holes in cell membranes. This has been explored as a 
technique to transfect DNA into cells (Miller, Pislaru, and Greenleaf 2002), to release 
drugs from liposomes (Schroeder, Kost, and Barenholz 2009), and as a possible 
explanation for US bioeffects. Sonoporation generally uses exogenous microbubbles and 
several-MHz US. The gas-filled bubbles oscillated in the pressure wave, and can affect 
nearby cells by both collapse (inertial cavitation) and by linear oscillations (Tran et al. 
2008; Marmottant and Hilgenfeldt 2003). The interaction between oscillating 
microbubbles and cells is not entirely understood, though several possible mechanisms 
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are under consideration (Wrenn et al. 2012). Although US brain stimulation does not 
require microbubbles, it is possible the effects share some mechanisms.  
 Hydrogen peroxide may play a role in bubble-mediated sonoporation. One group 
used a calcium-sensitive dye to detect leakage into cells, and found that the calcium 
influx after US was blocked by catalase, which breaks down hydrogen peroxide 
(Juffermans et al. 2008).  
 More generally, calcium influx by US also might be a mechanism of interaction 
with cells, since calcium levels affect many processes. It has been shown in rat 
cardiomyoblast cells that the calcium influx from sonoporation can open calcium-
dependent potassium channels (Fan et al. 2010).  
 By measuring the voltage-clamp membrane current in Xenopus oocytes, a group 
studied the effect of the US duty cycle on bubble-mediated sonoporation (Pan et al. 
2005). They found that higher duty cycles caused a greater decrease in the membrane 
resistance, but also lowered the cell survival rate. 
Sonophoresis 
 US can also increase the permeability of skin. This is being explored as a route for 
drug delivery (Ogura, Paliwal, and Mitragotri 2008). Sonophoresis works better at low 
frequency, and does not require microbubbles, making it more relevant for comparison to 
US brain stimulation. Sonophoresis is caused by disruption of the skin’s outer layers by 
cavitation-induced shock waves and microjets (Mitragotri and Kost 2004).  
 A related effect was found in frog skin: US drastically reduces the skin’s 
electrical resistance (1 MHz, less than 500 W/cm2) (Dinno, Crum, and Wu 1989). They 
concluded the effect was due to cavitation, and found that pulsed US had more effect than 
  161 
continuous US of equal energy. However, US brain stimulation does not disrupt the 
blood-brain barrier (Tufail et al. 2010), which might suggest against a similarity to 
sonophoresis.  
US Effects on Lipid Bilayers 
 Two early experiments attempted to measure an effect of US on isolated bilayers. 
Both used a lipid membrane stretched over a small hole, with the membrane separating 
two chambers with measurement electrodes on each side. This setup can measure the 
resistance and capacitance of the membrane.  
 One study used low frequency sound, and compared the response between sound 
and constant pressure (Ochs and Burton 1974). They observed a voltage a response by a 
capacitance change. However, further experiments concluded the capacitance is due to a 
‘drumhead vibration’ of the membrane against its support. The membrane area is 
increased by pulling in extra lipids from the reservoir on the support. This sort of motion 
has little biological relevance, since cellular membranes would not have an unmoving 
support or a lipid reservoir. 
 Another study used 1 MHz US up to 1.4 W/cm2 (higher power broke the 
membrane), and found no effect on the conductance or the capacitance (Rohr and Rooney 
1978). It is unclear if these experiments are evidence against the bilayer separation 
hypothesis. 
Methods 
 To look for a US stimulation mechanisms, tissue impedance was measured while 
applying pulses of US. The response was tested in a 3x5x10 mm sample of rat brain 
tissue. Dead tissue was used to isolate the physical response from an active biological 
  162 
response - in living neural tissue the activity can change impedance, making it difficult to 
tell if an impedance change is causing or caused by US stimulation. Measurements were 
done within one hour of death to limit the change in tissue impedance (Gersing 1998).  
 Ultrasound is focused down through a water bath, onto the tissue, then through to 
another water bath lined with acoustic-absorbing material to reduce reflection. A 
manipulator was used to aim the US at or away from the tissue, to provide a control 
condition without turning the US off in order to keep the electrical artifact constant. 
 The experiment did not look for an electrical response at the US frequency, since 
this could be due to the acoustoelectric effect on saline rather than a membrane effect 
(Lavandier, Jossinet, and Cathignol 2000).  
 A four-electrode impedance measurement setup was used: two electrodes 
(stainless steel) driving a constant current (DC or AC), and two electrodes (silver-silver 
chloride) measuring the voltage across the tissue resistance. The current vector through 
tissue was perpendicular to the US beam – this might have affected the response, if the 
capacitance is only altered in the direction of the US beam. Future experiments could 
vary the angle.  
 Electrical crosstalk from the US power amplifier overwhelms the signal during 
the US pulse, so the experiment could only look for aftereffects. This artifact is a major 
limitation of the experiment, described further in the discussion.  
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Figure 53. Left: side view of the test apparatus. Right: top view of the tissue and 
electrode chamber. 
 
 
 
Figure 54. Impedance spectrum of tissue (no US). This test verifies that the electrode and 
test chamber setup qualitatively agrees with literature measurements (S. Gabriel, Lau, and 
Gabriel 1996). Note the very high permittivity at low frequency (log scale y-axis).  
Impedance Measurement Protocols 
 The experiment looked for an impedance change by three methods, suited for 
different possible effects. The two DC tests were designed to charge up tissue’s large 
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low-frequency capacitance, then look for a voltage response from a capacitance change 
by US (as purported by (Wagner 2013)). The AC test was used to look for other changes 
in membrane properties, by other mechanisms (such as sonoporation). All tests were 
looking for reversible effects, not irreversible damage to tissue, so the total heating was 
limited. 
AC with Pulsed US  
 This test used a constant AC current of 1 μA, at either 1 kHz or 100 kHz. The test 
measured AC voltage (real and imaginary) by lock-in amplifier, to find the impedance. 
US was applied as a 45 W/cm2 pulse; at 200 kHZ or 1 MHz, for 10 ms, 100 ms, or 1 s 
duration. The response was measured by the aftereffect of US pulse on tissue AC 
impedance. By using an AC test current, this experiment can separate the real and 
imaginary impedance. This allows separation of resistive from capacitive changes in 
tissue.  
 
    
 
Figure 55. Left: block diagram for AC experiment. Right: timing diagram of the AC 
current and US pulse inputs, and the impedance measurement output. Measurement 
during the US pulse is influenced by artifact, so the experiment measured the impedance 
change remaining after the pulse.  
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DC with Pulsed US 
 This test used a constant DC current of 10 μA, and measured the DC voltage 
response with an isolated amplifier. US was applied as a 45 W/cm2 pulse at 200 kHz or 1 
MHz;, for 10 ms, 100 ms, or 1 s duration. The response was measured by the aftereffect 
of the US pulse on tissue DC voltage and impedance. This experiment more directly tests 
the putative tDCS-US interaction by displacement current, since tissue has a very high 
dielectric constant near DC. This experiment charges up that capacitance, then applies a 
US pulse and looks for a voltage response.  
 
    
 
Figure 56. Left: block diagram for DC with pulsed US experiment. Right: timing diagram 
of the quasi-DC polarizing current and US pulses, and the voltage measurement output. 
Measurements during the US pulse are influenced by artifact, so the experiment 
measured the impedance change remaining after the pulse. The artifact is constant 
regardless of the DC polarity, while the effect of interest should be scaled by the DC 
polarity (positive, negative, or zero).  
DC with Chopped US 
 US was applied as 9 W/cm2, at 200 kHz or 1 MHz, chopped at 100 Hz, 50% duty. 
The polarizing DC current was 10 μA. The effect was measured as an AC (100 Hz) 
voltage by lock-in amplifier. The experiment tested the effect of DC polarization on the 
100 Hz voltage response. This is similar to the previous experiment, because it measures 
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the response to the pulsed US from DC-polarized tissue. The lock-in amplifier makes this 
experiment more sensitive to small changes, by rejecting all noise not at 100 Hz. Due to 
the high sensitivity, artifact was very visible in the response, so the experiment included 
sham trials by aiming the US away from tissue but leaving the amplifier running to hold 
the artifact constant. 
 
    
 
Figure 57. Left: block diagram for DC with chopped US experiment. Right: timing 
diagram of the quasi-DC polarizing current and the chopped US pulse inputs, and the 
voltage output. The chopped US makes a steady 100 Hz artifact. The DC polarization 
alters this artifact even in the absence of any real effect (as shown by sham trial with US 
aimed away from tissue), so the experiment compared a real trial to two sham trials.  
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Preliminary Experiments – Results 
AC with Pulsed US  
 
Figure 58. Example response with 200 kHz, 1 s burst of US, measured at 100 kHz. This 
was the largest response since the pulse had the most total energy. During the pulse, the 
response is out of range due to artifact. After the pulse, there is a change in conductivity 
and permittivity which decays back to baseline over tens of seconds.  
Table 7 
Percent change in brain tissue conductivity and permittivity with US 
 
 
Note the change ratio was measured between immediately before and after the 
pulse. The response is greater at 200 kHz because more total energy is applied to the 
sample: at an equal peak power, the broader low-frequency beam will have more total 
power.  
  168 
 Some measurement noise is apparent, but the responses generally scale up with 
longer pulses. A response that scales linearly with pulse energy is likely due to heating; 
cavitation and other nonthermal effects typically have a nonlinear dependence on pulse 
power and length.  
DC with Pulsed US 
 
 
Figure 59. Response to 1 s US pulses, at varying US frequency and DC polarization. The 
responses with zero DC (black, right column) show the artifact alone. The positive and 
negative DC polarizations (red and blue) show a similar response decay time as the AC 
experiment.  
Temperature 
 The responses to pulsed US could show a real effect. However, the roughly equal 
recovery times and the approximate linearity with pulse energy suggested the responses 
might be due to heating of the sample. So, the temperature increase and decay time after 
US pulses was measured.  
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Figure 60. Temperature measured in the tissue sample after a series of US pulses.  
 The decay time of temperature is on the order of hundreds of seconds. This is 
reasonably close to the decay times of the effects seen above. The decay rates are not 
exactly equal, but the temperature measurement was taken from the middle of the sample 
- the edges of the sample will cool more quickly. Future work could investigate this more 
carefully if necessary, but it appears that the impedance changes from pulsed US are due 
only to a temperature increase.  
DC with Chopped US 
 Because the chopping was done with only 5 ms recovery time after each pulse 
(100 Hz square wave), the temperature effect would not show strongly in the chopping 
experiment because the temperature recovery is much slower. So, the chopping 
experiment is well suited to show fast-recovery effects not visible in the pulsed 
experiments.  
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Figure 61. Interaction of DC polarization and pulsed US as measured at the US chopping 
rate. Shows no apparent effect.  
 There is a large constant artifact from the chopped US. It is clearly an artifact 
rather than a true signal, because the signal should only appear when the tissue is 
polarized (within each 10 s period of chopped US, the DC switches from zero to positive 
to negative and back to zero). The edge artifacts at the DC-switching times vary in 
polarity depending on the phase of the switching time vs. the 100 Hz signal.  
 The response is different between the test trial and the sham trial, but the response 
also varies between the two sham trials. If an effect exists as claimed by (Wagner 2013), 
then the test trial should have a different response to the DC polarization than the sham 
trials. This is not the case: the result appears to be entirely artifact. In this measurement, 
the response of polarized tissue to US is limited below 1 mV, insufficient for direct brain 
stimulation. 
Discussion 
 The apparently-thermal aftereffects do not likely explain US stimulation, which is 
known to not be thermal (King et al. 2012). No non-thermal effect was visible in the 
chopped-US experiment. It remains possible that a small impedance change is hidden 
underneath thermal effects, but it can be concluded that if a capacitance change or 
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membrane distortion is involved in ultrasound stimulation it does not leave a strong 
aftereffect on the bulk tissue resistance. Still, even a very small conductance change 
could affect neurons, e.g. by calcium influx at the synapse. It is also possible that a 
cellular-level effect could cancel out when averaged across bulk tissue.  
Potential Future Experiments 
 Due to the electrical crosstalk the experiment could not measure effects during the 
US pulse, and could only measure aftereffects. Of the other known US effects, 
sonoporation and sonophoresis both last for minutes or hours but acoustoelectric effect 
does not. Bilayer separation has not been experimentally measured, but theoretically it 
might not have an aftereffect. The direct capacitance change only occurs during the 
negative phase of a US wave, and completely recovers when the wave ends. To prove or 
disprove the bilayer separation hypothesis, the experiment will need a reduced artifact.  
 The experiments so far have used custom built high-power transducers and 
amplifiers. The amplifier is not optimized for low noise, and the transducers are not 
electrically shielded. A future experiment could use a commercial power amplifier and 
transducer. This equipment cannot reach the high powers tested here, but should be 
sufficient to match the power used in the literature for brain stimulation. With lower 
noise, the experiment may be able to measure the response during the US pulse. This 
would allow the experiment to look for a capacitance change (the AC experiment) or 
displacement current (the DC experiments) from US in tissue.  
Liposomes or Cells 
 A difficulty in these experiments is that the tissue is breaking down over time 
(Gersing 1998). Another test could use a suspension of liposomes, which are simply lipid 
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bilayer spheres. The experiment would otherwise be similar – measuring impedance 
changes with US. The liposomes would not break down over time like tissue, which 
would allow for longer sample times to increase the signal to noise ratio. This experiment 
would also more cleanly show an effect due to the bilayer, with few other possible 
causes. 
 The liposomes could be filled with and suspended in saline, or with a less 
conductive fluid in order to lower the relaxation frequency (Bragos et al. 2006). The 
experiment could also use a suspension of cells: (Schwan 1994) notes that E. Coli 
suspensions have a very high capacitance at low frequency, similar to that of tissue. 
(Bragos et al. 2006) demonstrated the use to impedance spectroscopy for monitoring 
yeast growth in suspension. Cells could be useful in a comparison experiment if 
liposomes do not show an effect.  
Dual Frequency 
 Following results in high-intensity focused ultrasound (HIFU) for tissue ablation, 
an experiment could try using two frequencies simultaneously. At equal total power, 
using two US frequencies can create a larger lesion than one frequency alone (He et al. 
2006). This is likely due to the higher peak power and the nonlinear dependence of 
cavitation on peak US negative pressure (Fowlkes and Crum 1988).  
Hydrogen Peroxide 
 Although the experiment did not apply exogenous microbubbles, it is possible that 
US brain stimulation is due to endogenous bubbles. Sonoporation by microbubbles in 
vitro can be blocked by application of catalase, an enzyme which breaks down hydrogen 
peroxide (Juffermans et al. 2008). If the proposed experiment finds an effect, an 
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experiment could test if catalase blocks it. If so, then the effect is likely due to 
sonoporation by hydrogen peroxide from bubbles. In the farther future, an experiment 
could also test US brain stimulation on transgenic mice lacking the catalase enzyme (Y. 
S. Ho 2004). 
Carbon Dioxide 
 In a study on the frog skin response to US, one group added carbon dioxide to the 
water as a way to control cavitation (Dinno, Crum, and Wu 1989). CO2 might directly 
inhibit cavitation by reducing rectified diffusion, or it might scavenge the free radicals 
(such as hydrogen peroxide) created by cavitation. If the experiment shows an impedance 
change, carbon dioxide could be added to see if the effect is likely due to cavitation. This 
might be easier than the standard method of reducing cavitation by increasing pressure. 
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APPENDIX C  
NEW METHODS FOR CONTROL OF SIMPLE WIRELESS STIMULATORS AND 
SENSORS 
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 Most implanted stimulators and sensors use a battery to power the device. 
Removing the battery and instead using wireless power from an external transmitter 
could allow for much smaller devices, possibly even implantable by injection. This would 
lower the surgery cost and thereby could enable new low-cost applications of nerve 
stimulation.  
 Alternative power transfer methods have been developed using ultrasound and 
radio waves (RF). Unusually simple devices can be built – a single diode with a wireless 
power source and electrodes can act as in implantable stimulator or sensor. Using very 
simple devices could reduce the size, weight, and cost of wireless implants for 
applications where efficiency is not critical. However, a difficulty in this work has been 
calibrating and controlling the output of these stimulators. Any movement of the external 
power source would change the power coupling, thereby changing the stimulation current 
or modulating the sensor response. In the work described here, several systems were 
developed to control and locate simple implants, using minimal or no added circuitry.  
 A simple way to control power is to add an onboard voltage limiter. This was 
tested as a voltage-limited RF-powered stimulator. Another technique is to use harmonic 
signals from the device. The diode acts as a frequency multiplier, and the harmonics it 
emits contain information about the drive level and bias. A simplified model suggests that 
estimation of power is possible from information contained in radiated harmonics even in 
the presence of significant noise. The system also estimates the electrode bias and 
resistance, so it can also be used as a single-diode wireless sensor.  
 This concept has previously been shown as a small simple ultrasound-powered 
nerve stimulator (Larson and Towe 2011). The piezoelectric implant receives power from 
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an external driving ultrasound transducer. Focusing the ultrasound beam improves power 
transfer efficiency, but the implant location must be known to aim the focus. This study 
was based on the currents driven by the stimulator being detectable on the skin. By 
scanning the ultrasound focus and measuring the electrical response, the method form an 
image of the implant location. This could give a feedback signal for aiming the beam, and 
allow multichannel addressing of several stimulators with no added circuitry in the 
implant. 
Background 
 Most nerve stimulators are built as a pacemaker-like system: a hermetic container 
for the battery and pulse control circuitry, a lead wire running to the nerve, and an 
electrode at the nerve. The battery is implanted in a pocket in the chest or abdomen. This 
approach has shortcomings which can increase the cost or failure rate, and makes some 
applications impractical (Grill, Norman, and Bellamkonda 2009). 
 Scar tissue can form along the lead wire, which can cause it to pull on the 
electrode. This can damage the nerve or brain, or move the electrode so it is no longer 
functional. Running leads from the chest to a nerve in the arm or leg would be 
impractical because the lead wires will experience too much motion at the joints. 
Implanting the battery and tunneling the lead increases the cost and risk of surgery. 
 Instead of running lead wires, power can be transferred wirelessly through the 
body. A power driver worn on the skin transmits to a receiver at the stimulation site. This 
could allow new applications in the periphery, and lower cost for existing applications of 
nerve stimulation. For applications that do not require high stimulation power or many 
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sensing channels, these advantages could favor an injectable implant even if the implant 
had less efficient power transfer or less sophisticated electronics.  
 Besides being potentially injectable, the implants are unusually simple. Simpler 
implants are not necessarily smaller: inefficient power handling or communication 
encoding might require the use of a larger power receive. However, minimal circuitry 
may still have advantages: with a diode as the only circuitry, the implant could be very 
thin, or flexible, or almost entirely biodegradable. Biodegradable stimulators or sensors 
could be used temporarily without need for removal surgery. 
Power Transfer For Small Implants 
Inductive Power Transfer 
 Inductive coupling is the standard modality for transcutaneous power transfer. 
The implant contains a coil of wire, and another coil is placed against the skin. Current 
driven through the outer coil generates a magnetic field, which is intercepted by the 
receiving coil and converted back into current. The efficiency of this transfer depends on 
the size and separation of the coils, and other factors like angle and alignment. Inductive 
power is well suited for larger implants which are close the skin, but less efficient for 
small implants deeper in the body due to the divergence of the magnetic field.  
 Inductive power for small implants was studied for frequencies up to 30 MHz 
(Heetderks 1988). This work laid the foundation for the BION implant: a small 
inductively-powered implant with electrodes for stimulation of nerves or muscles (Loeb 
et al. 2001). Later versions of the BION used batteries to store power because the 
charging coils were bulky. For neural recording interfaces, inductive power works well 
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for implants near the skull such as the wireless Utah Array for multichannel recording (S. 
Kim et al. 2008). 
Photovoltaic Power Transfer 
 One cause of damage and scarring from implants in the brain and spine is motion. 
Relative motion between the implant and tissue can damage the nearby neurons which 
are being recorded or stimulated, and can lead to breakage of the lead wires. As a solution 
to this, one group built and tested a system which transfers power by a fiber optic cable to 
a photovoltaic powered stimulator (Abdo et al. 2011). The stimulator is free-floating in 
tissue, not directly attached. This might not be considered a wireless system, because the 
optic fiber must be tunneled from a power source to the stimulation site. This system 
cannot transfer power very deeply through tissue, and so is not useful for the applications 
considered here.  
RF Power Transfer 
 Previous work developed a new nerve stimulator: a small dipole antenna, with a 
single diode in the middle and an electrode on both ends (Towe, Larson, and Gulick 
2012). The stimulator receives power from an external RF (radio frequency) antenna 
placed against the skin. The RF power received by the antenna is rectified by the diode 
into a pulse of DC current that can stimulate nerves. The implant is approximately 1 cm 
long and less than 1 mm diameter, making it well suited for possible implantation by 
injection.  
 The RF stimulator has been successfully tested as a chronic implant on the rat 
sciatic nerve. Driving 915 MHz RF at 0.5 W power, the stimulator was able to evoke a 
leg twitch with the driving antenna more than 7 cm away.  
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 This move to GHz RF for power transfer, rather than MHz frequencies of 
standard inductive power, is supported by theory and simulations from a group working 
on smaller inductive coils (S. Kim, Ho, and Poon 2012). When modeling power transfer 
to small implants, they found that as the implant size decreased below 1 cm, the optimum 
frequency for power coupling increased to GHz. They contend that earlier work in the 
field overlooked the effects of capacitive coupling and displacement currents that become 
important at high frequencies - the old analyses found that MHz was most efficient 
because they mainly considered magnetic coupling.  
 The RF safety limit is expressed by the SAR (specific absorption rate), which 
corresponds to tissue heating. SAR regulations are most commonly applied to cell 
phones. The limit is 1.6 W/kg, but that limit is over the time-average, so stimulation at a 
low duty cycle could use a much higher peak RF power. For implants less than several 
cm deep, and with stimulation duty cycles below a few percent, preliminary estimates 
and measurements suggest the power levels are safe.  
Ultrasound Power Transfer 
 Power can also be sent into the body by ultrasound (Denisov and Yeatman 2010; 
Ozeri and Shmilovitz 2010). A transducer on the skin sends ultrasound waves into tissue. 
The pressure waves create strain on an implanted piezoelectric receiver. Voltage from the 
piezoelectric is rectified from the MHz-order ultrasound frequency into DC power.  
 (Larson and Towe 2011) developed a nerve stimulator powered by ultrasound. 
The implant is built of a piezoelectric power receiver, a diode to rectify the MHz power 
into a stimulation current, and a pair of electrodes. Optionally a capacitor can be placed 
in series with the electrodes for charge balancing, and a cuff can constrain the current to 
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improve efficiency and reduce migration. This stimulator was implanted along a rat 
sciatic nerve, and was able to induce leg twitch with less than 150 mW/cm2 of applied 1 
MHz ultrasound. Using a small piezoelectric element (less than half a wavelength) in the 
implant reduces the need for precise angular alignment to avoid phase cancellation 
(Larson and Towe 2011). 
Minimal Circuitry Wireless Stimulators 
 At minimum, a wireless-powered nerve stimulator needs an power reciever (such 
as a small dipole antenna or a piezoelectric element), a rectifier, and electrodes. 
Rectifying alone is sufficient for neurostimulation, with no need for smoothing: the high 
frequency monophasic waveform has a low frequency component that is effective for 
stimulation. Because the implant has no digital circuitry, it has no control of the pulse 
characteristics - the output current is simply proportional to the applied power 
 An implantable stimulator has been built using an RF antenna with a single diode 
(a rectenna), and a charge-balancing capacitor (Towe, Larson, and Gulick 2012). Simple 
stimulators have also built which use ultrasound power (Larson and Towe 2011; Towe et 
al. 2013). Another group has demonstrated a similar passive stimulator using inductive 
power transfer (Ha et al. 2012). An older paper proposed the use of volume conduction: 
one could apply AC currents through tissue, and an implanted diode would locally rectify 
the AC down to a DC stimulus (Palti 1966). However, tissue heating by the AC current 
makes this likely to be impractical. 
Passive Wireless Analog Sensors 
 Most passive sensors send data digitally, by load-switching as in radiofrequency 
identification (RFID). Digital communication is efficient and robust, but the supporting 
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circuitry can limit the minimum size and power of an implant. Also, digital fabrication is 
expensive, especially for custom devices for animal research. Analog sensors can be 
much simpler.  
 Passive analog sensors use a variety of methods to sense and telemeter signals. 
SAW (surface acoustic wave) sensors respond to a radio pulse with several delayed 
reflections, each modulated by changes in the load impedance (Reindl et al. 2001). 
Inductor-capacitor (LC) sensors present a resonant load to the external reader (grid-dip 
meter). A variable capacitor changes the sensor resonance. LC sensors can be read at a 
fixed frequency as an AM signal, or by frequency sweep (Salpavaara et al. 2010).  
 A diode can be used as a biopotential sensing element (Towe, Larson, and Gulick 
2009; Schwerdt, Miranda, and Chae 2013). The diode mixes the local tissue signal with a 
carrier wave to give an AM signal. A diode mixer has loss, so the carrier modulation is 
smaller than the original signal. SAWs, inductors, and capacitors are all much larger than 
a diode, so diode mixing can theoretically allow for very small devices, though inefficient 
modulation may negate this advantage.  
Power Variation Problem 
 For single-diode stimulators and sensors, a major problem is that body 
movements would change the power coupling between the power emitter and the 
implant. Stimulator current must be controlled to deliver safe and effective current. If the 
implant itself has no control of the current delivered to tissue, this must be done by 
external exciter power adjustment. So, a signal must be received on the skin. Because the 
single-diode wireless stimulators do not remove the high-frequency carrier component 
from the stimulation current, a signal can be detected by volume conduction through 
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tissue (Lindsey et al. 1998). However, this signal is not directly useful for stimulator 
control or for sensors: variation due to movement will interfere with amplitude 
modulation, since a change in the output attenuation will scale the carrier 
indistinguishably from a true signal.  
 
Figure 62. Movement of the body changes the power loss through tissue, which would 
change the current driven by a single-diode stimulator. Any return signal emitted by the 
implant is also subject to unknown attenuation.  
Voltage Limited Stimulator 
 One way to control the output of an stimulator is to add a component to limit the 
output voltage. The simplest form of limiting is to use a diode to shunt excess power, so 
that the output voltage does not exceed the limit voltage. This prevents unsafe levels of 
stimulation. In order to maintain a constant stimulation, the implant would need to always 
receive more power than required. 
Methods 
 Voltage limiting was tested with a new RF-powered stimulator. A full-wave 
bridge of Schottky diodes was used to rectify the RF, and a p-n junction diode to limit the 
stimulation (Figure 63). The diode shunts all voltage above a fixed threshold and its 
capacitance filters out the RF of the rectified voltage. The bridge arrangement of RF 
diodes keeps this capacitance from shorting the antenna. This limiter works because the 
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shunting diode responds to the low-frequency component (which is responsible for 
stimulation) and not to the GHz RF. 
 
Figure 63. Circuit diagram for an RF-powered nerve stimulator using a fixed-voltage 
limiter. 
 A straightforward limiter is suitable if the stimulation current is known in 
advance, but this is rarely the case. Many factors can vary the current requirement: the 
distance between the electrode and the nerve, the position of the target fibers within the 
nerve fascicle, and the buildup of scar tissue over the electrode. In clinical practice, after 
implantation the stimulator current is adjusted to achieve the desired effect while 
minimizing side effects. A stimulator with a fixed voltage still could be usable if pulse 
width can be adjusted, but this is not ideal.  
 This work demonstrates a pulse width modulation (PWM) system for power 
adjustment that requires no extra components in the implant. The system starts with a 
stimulator, receiving enough RF power to reach the output limit. Then the RF pulse is 
chopped at 1 MHz, with a duty cycle variable between 0% and 100%. Because the 
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chopping occurs at 1 MHz the nerve responds to the average power, which is scaled 
directly by the duty cycle. So, the output can be scaled down to any fraction of the limiter 
voltage. A full-wave bridge stimulator with a limiter was built to demonstrate chopping 
for output control (Figure 66). 
 
Figure 64. Setup for measuring the stimulator response in a saline tank model of tissue.  
Results 
 To test the limiter, the generator applied a ramped RF pulse. At high power, the 
stimulation level off (Figure 65B). This shows that the limiter is successful in 
maintaining constant voltage if the applied power is above threshold. The PWM system 
was tested, and showed that chopping successfully scales down the stimulation voltage, 
with the equivalent stimulation proportional to duty cycle (Figure 66). 
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Figure 65. A and C: RF drive power. B and D: stimulator current. B shows that the PN 
diode successfully shunts excess stimulation voltage. D shows the diode threshold near 
turn-on. 
 
Figure 66. Output of the RF stimulator using a diode limiter, with fast-chopped RF pulses 
(light traces). The stimulation current (dark trace) is low-pass filtered to represent the 
stimulus experienced by a nerve.  
 These results successfully showed the use of fixed-voltage limiter to control an 
RF-powered stimulator. This technique is useful to build a simple open-loop system, for 
applications that can tolerate inefficiency. The system is inherently inefficient because 
the supplied power must always exceed the limiter threshold in order for constant voltage 
to be maintained. Given varying power loss, this means the supplied power must always 
be enough for the worst possible loss. The wider the loss variation, the lower the average 
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efficiency. However, for some applications this may be acceptable. If the power coupling 
does not vary too widely, the efficiency is more reasonable. For targets that require 
infrequent stimulation, the efficiency is less of a concern. For animal research 
applications, battery life may not be important. However, even for systems that can draw 
power from the wall, the applied RF power is still subject to tissue heating limits (SAR). 
Harmonics for Feedback 
 Besides an onboard limiter or other controller, another way to control current is 
by feedback. If there is a way to sense the stimulation current externally, then the drive 
power can be adjusted to get the desired current. A system is proposed to do this, for 
either the RF or the US-powered stimulator, by sensing the harmonics emitted by the 
diode.  
 Harmonics are multiples of the drive frequency: if a 1 MHz signal is applied, a 
nonlinear system will generate a waveform with frequencies at multiples of the drive (1 
MHz, 2 MHz, 3 MHz…) (Maas 2003). Harmonics are only produced by nonlinear 
elements. Tissue itself is nearly linear, so applying an RF field to tissue will not produce 
significant harmonics. The diode that the implants use for power also acts as a frequency 
multiplier. The emitted harmonics propagate through tissue, and with RF they can emit 
through skin. The harmonics vary with the AC drive, DC bias, and load of the multiplier 
(Maas 2003).  
This section investigates use the harmonics to remotely determine the diode current flow 
during a neurostimulation pulse and as a potential method of feedback for the control of 
an external exciter system. This approach is based on the hypothesis that the relative 
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amplitudes of the harmonics can uniquely define the implanted diode operating 
conditions. 
 For the US-powered stimulator, the system is proposed to sense harmonics in the 
stimulation current, which can be weakly received by volume conduction to electrodes on 
the skin. For the RF stimulator the system senses harmonics in the RF backscatter, GHz 
signals reflected or reemitted from the implant antenna. US power has the advantage of 
transit time delay of the US pulse, so the system can avoid driving and receiving signals 
at the same time by using short interrogation pulses. With RF, the system has to filter out 
the drive signal in order to see the harmonics.  
 For a harmonic feedback system to work, the harmonics must contain enough 
information to determine the stimulator current. There are at least three unknowns that 
affect current: the power received by the implant, the implant electrode resistance, and 
the attenuation back from the implant to the receiver on the skin. To get more data, the 
interrogator could drive several power levels (10%, 20%, 30%…) and measure 
harmonics at each one. Each power level would cause a different nonlinear response from 
the diode.  
Harmonics from a Piezoelectric Diode Device 
Methods 
 This test measured the harmonics from an ultrasound-powered device, which 
could be used as a stimulator or as a sensor. The setup is similar to previous work on 
ultrasound-powered sensors but with the device components separated for access (Towe, 
Larson, and Gulick 2009).  
Piezoelectric: PVDF-TrFE (Ktech Inc.) 5 layers, 90µm x 5mm x 5mm.  
  188 
Diode: Low-bias Schottky (Skyworks CDC 7621)  
Sensor and Bias electrodes: Pt, 0.5 by 1 mm   
Pickup electrodes: Ag/AgCl 
Transducer: Undamped PZT   
Power amplifier: Common-source power FET  
Pulse timer and Bias current driver: AM systems 2100  
Function generator: Wavetek 145  
Signal amplifier: Panametrics 5800  
 
Figure 67. Setup for measuring the drive- and bias-dependent harmonics driven in 
solution by a piezoelectric-powered diode. 
 
Figure 68. Example of a signal pulse emitted by the device and picked up in saline. 
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 An ultrasound pulse (1 MHz, 10 µs) travels to the sensor’s PDVF stack. The 
PVDF voltage drives the sensor electrodes, in parallel with the diode. The bias voltage 
(50 mV, 20 µs) is also driven in saline. The sensor current is amplified, filtered (+20dB, 
100kHz to 10MHz), and averaged (256 times). The response in Figure 68 shows the ring-
up and ring-down of the transducer, and the offset from the bias current. Waveform 
asymmetry from the diode is not visible. The ultrasound power was increased in ten steps, 
and a resistor was used to simulate tissue impedance changes. The harmonics were taken 
from the FFT of each step and normalized. 
Results 
 Testing the ultrasound-powered single-diode stimulator, the result was plotted as 
the first three harmonics vs. normalized ultrasound drive.  
 
Figure 69. Measured responses from ultrasound-powered stimulator for several bias and 
resistance values. Normalized drive power along the horizontal axis, normalized 
harmonic levels on the vertical. 1st harmonic (solid), 2nd (dashed), and 3rd (dotted). 2nd and 
3rd scaled 10x for visibility. 
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 After cancelling out the unknown attenuation, the curves still appear unique. This 
suggests the harmonics might contain usable information about local conditions 
(resistance, bias, and power attenuation) even after being normalized. 
Harmonic Decoder Simulation 
 The results of testing the diode sensor suggested that each condition might make 
different harmonic curves. If so, the system could build a lookup table to back-calculate 
the parameters from the curves. However, real-life measurements do not easily allow a 
fine enough parameter sweep to easily tell if all harmonic curves are unique, so the 
system was simulated in Matlab.  
Methods 
 The simulation used a diode model, and a variable power source, electrode 
resistance, and electrode offset voltage (Figure 70). Each parameter was swept across a 
wide range to produce a table of curves (Figure 72). To test for accuracy, An additional 
test curve was made (which was not exactly one of the original curves), and the simulated 
tried to match this unknown curve to the known curves in the table. The simulation 
showed that the drive, resistance, and offset could be matched accurately, even after 
adding simulated noise. 
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Figure 70. A: simplified circuit model for the single-diode sensor or stimulator. B: time-
domain output, showing the distortion of the sine wave input. C: frequency-domain 
output, showing the harmonic peaks. 
 As simulated in Figure 71, different input amplitudes produce different harmonic 
spectra. When the peaks are plotted against drive, the harmonics increase nonlinearly 
with drive amplitude. Note the rapid increase in the 2nd above the diode threshold 
voltage – this might serve as a ‘feature’ to identify the drive level despite unknown 
losses.  
 
 
Figure 71. Simulation showing the variation in harmonics with applied power. Left 3 
plots: The full spectra at three different drive levels. Right: The extracted peaks plotted 
vs. drive, showing nonlinearity. 
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 To make the curves in Figure 72, the AC power is ramped from 10% to 100%. 
This study was chosen to model a system (such as RF) where the harmonics could have 
different losses in tissue and so would be normalized separately. For the lookup table to 
work, each curve must be unique: if different parameters can produce identical curves, 
the decoder will fail. The less similar the curves, the better the decoder will perform 
under noisy conditions.  
 
 
Figure 72. Simulation of normalized harmonics vs. drive power under varying conditions. 
The curves appear unique, which would allow a decoder to find the condition. 
 After building a lookup table using a wide range of parameters, the simulation 
tested the decoder with a new curve (chosen within the range of table parameters, but not 
exactly equal to any pre-calculated curve). Figure 73 describes the simulation: test 
parameters are chosen, response waveform is calculated, noise is added, harmonics 
extracted, then the lookup table tries to match the curve to the table (minimum sum-
absolute-value distance, equal weight to all points). Estimated values are compared to the 
true values to find decoder error.  
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Figure 73. Simulation of using harmonics to find conditions at the implant by a lookup 
table. Noise added to test robustness. 
Results 
 Given this particular range of parameters, the lookup table was successfully able 
to match the harmonic curves to the circuit parameters if the returning signals were 
received with an SNR greater than 30 dB.  
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Figure 74. Decoder simulation. Error of the parameter estimates, vs. the noise added to 
the harmonics signal. 
 The upper and lower limits of the error show shortcomings of the simulation: at 
high noise, the error is partially constrained by the range of the lookup table. At low 
noise, the error cannot approach zero due to finite resolution of the table. This system 
assumes that all harmonics will be scaled equally if the coupling is changed between the 
implant and the external signal receiver. This might be true for a volume-conduction 
signal path, but may not be true for GHz RF return signals - movement of the external 
antenna might have differing effects on the 2nd and the 3rd harmonics. If this is the case, 
then each harmonic must be normalized separately. It has not been tested whether the 
harmonic curves would still be unique in that case.  
 Furthermore, this simulation assumes that drive, resistance, and offset are the only 
relevant unknowns. Other unknowns might affect the harmonics and the stimulation 
current. This would have to be tested under a range of implant conditions. It may still be 
possible to calibrate the system with more unknowns, but the SNR requirements could be 
much more stringent.  
 Several improvements are also possible. This estimator does not use phase, which 
might add useful information about attenuation and position of the implant and power 
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source. As a further improvement in the estimator, a Kalman filter approach could weight 
the estimate towards the more useful harmonic information rather than weighting all 
information equally. 
Proposed System 
 Detection of the harmonic spectrum emitting from implanted diode-type devices 
can provide information about implant current flow and other parameters independent of 
varying coupling losses. For stimulation monitoring, a series of interrogation pulses 
would find the parameters (power loss, tissue load, and offset), then a pulse would be 
chosen for the desired current (Figure 75 and Figure 76) 
 
 
Figure 75. Interrogation strategy to use harmonics as control for a stimulator. The system 
would find the correct power before stimulating. A sensor would use probe pulses only. 
 The same harmonic curve-matching system could also be used to build a sensor. 
In order to find the current, the feedback system already must be designed to compensate 
for changes in electrode resistance and bias. A sensor would directly use these estimates 
of resistance or bias as its output. Resistance and bias could be read directly as 
measurements of tissue state, or as part of an amperometric sensor sweep, possibly with 
functionalized electrodes.  
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 Errors in drive, bias, or load estimation are tolerable in some stimulation 
applications. The ideal decoder will depend on the application, and on the parameter 
variance with motion. It is unclear if diode modeling using manufacturer’s specifications 
can be accurate enough to build a calibration table. If not, an apparatus (like Figure 67) 
could test the physical system across a range of parameters. The simulation swept drive, 
bias, and load, but many other parameters might affect the physical system such as 
electrode capacitance.  
 These general strategies should apply to RF, ultrasound, and volume-conduction, 
though ultrasound might also allow direct position sensing (Gulick and Towe 2012) as 
well as harmonic feedback. A voltage-limited stimulator can also perform power 
estimation and feedback by ramping probe pulses and sensing when the response fails to 
increase (Willis 2013).  
 
 
Figure 76. Proposed system for a harmonic-controlled stimulator. 
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 In conclusion, control of implanted single-diode devices can be achieved by a 
number of methods including harmonic analysis and pulse width modulation with 
limiting. Such systems increase the complexity of the external exciter system, but allow 
for real-time control over pulse parameters. The simplicity and very small chip size of 
single-diode devices may be useful for minimally invasive, potentially low-cost, flexible, 
or biodegradable implants with an external exciter.  
Location of Passive Devices by Feedback 
 For the US-powered stimulator, focusing the ultrasound beam would improve 
power transfer efficiency. However, the implant location must be known to aim the focus. 
In a moving body, the aim may need to by dynamically adjusted.  
 This study showed that the MHz currents driven by the stimulator can be detected 
on the skin by volume conduction - incidentally to its function, the stimulator also acts as 
a position marker. The amplitude of the MHz signal on the skin is proportional to the 
overlap of the ultrasound beam with the piezoelectric location. As the beam sweeps over 
an area, the direction that returns the largest signal shows the implant position (Gulick 
and Towe 2012). This measurement could be repeated as a feedback signal in order to 
maintain a power link despite movements of the exciter with respect to the implant. With 
a narrow beam, nearby stimulators might be powered and controlled independently with 
no added circuitry on the implant. The locating pulses can be very short, to allow 
localization without unintended stimulation. 
 This study tested this system in a pork tissue phantom, using a pair of nerve 
stimulators developed in previous work (Larson and Towe 2011). Sweeping the US beam 
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in 1 mm steps the procedure was able to locate both stimulators, using electrodes on the 
surface of the pork.  
Focused Ultrasound Power Transfer 
 The fraction of the ultrasound beam that does not cross the receiver is wasted, so 
focusing the power should improve efficiency for small implants. Previous work 
analyzed ultrasound power transfer for 100mW-order power levels (Ozeri and Shmilovitz 
2010). This power level requires a relatively large piezoelectric receiver. To keep the 
local power below the safety limits, when using a high average power it is best to spread 
the ultrasound beam evenly across the entire piezoelectric receiver. So Ozeri et al. only 
considered flat unfocused transducers. Other groups also have not considered ultrasound 
focusing in their analysis of power transfer efficiency (Denisov and Yeatman 2010). 
With unfocused ultrasound, power density is typically highest near the skin. Surface 
heating sets the safety limit for implant power and depth. With focused ultrasound, power 
density can be higher at the focus (if the focal gain exceeds the attenuation). By 
compensating for attenuation, focused ultrasound might allow higher power density at 
deeper implants. 
 A difficulty in using focused ultrasound for power transfer to small implants is 
aiming the focal spot at the receiver, especially on a moving body. One way to localize 
the implant would be to add a standard pulse-echo imaging system to the power 
transmitter, but this would add cost and complexity. Another way to detect ultrasound 
exciting a piezoelectric implant is to detect the generated electrical current by pickup 
electrodes on the skin. This technique has been described more generally as a method of 
creating an ultrasound contrast agent or position marker for implants, using a 
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conventional imaging system (Towe 2005). When the ultrasound beam excites the 
piezoelectric, high frequency currents are capacitively driven into tissue. The detected 
electrical signals can be used to find the depth and location using the transit time and 
beam angle.  
Volume Conduction 
 Volume conducted electrical currents in the body could be used for both power 
and communication. This method sends signals from implanted electrodes to electrodes 
on the body surface (Lindsey et al. 1998). For a short dipole driving current in uniform 
volume conductor, the potential Φ at a distant measurement point can be approximated 
by  
 
where i is the dipole current, D is dipole length, r is distance to the point, σ is the medium 
conductivity, and θ is the difference in orientation between the dipole vector and the 
vector from the dipole center to the measurement point (Plonsey and Barr 2007). To 
estimate the voltage between differential electrodes on the body surface, the calculation 
takes the difference between two potentials as shown in Figure 77. 
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Figure 77. Source and receiver dipole arrangement for approximating attenuation of 
volume conducted currents. In the proposed system, the stimulator acts as a dipole 
transmitting to skin surface electrodes. 
Methods 
 Previous work has shown an implantable nerve cuff stimulator powered by a 
small (1 mm3) PZT element at safe ultrasound levels (Larson and Towe 2011). This 
stimulator contains only the piezoelectric ceramic, a diode, a charge-balancing capacitor, 
and platinum electrodes. The piezoelectric converts applied ultrasound to MHz voltage, 
which is half-wave rectified by the diode then passed directly to tissue by the electrodes. 
No smoothing is done since the nerve responds to the DC average of the current and 
ignores the superimposed MHz currents. 
 
Figure 78. Diagram of ultrasound-powered nerve stimulator. 
 The experimental setup is diagrammed in Figure 79, and the procedure is 
diagrammed in Figure 80. The transducer emits pulses of ultrasound, which are received 
by the stimulators. The stimulators drive pulses of half-wave rectified current, which are 
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received by the electrodes. The manipulator scans the ultrasound focus across through a 
tissue phantom. Responses measured at each x/y transducer position are compiled to form 
a map of the stimulator position in the implant. 
 Pork tissue obtained from market sources was immersed in saline employed as a 
coupling medium for the ultrasound. This setup was used as a tissue phantom to model 
the acoustic (attenuation and scattering) and electrical (impedance) properties of an 
implant environment. The two stimulators lay side-by-side, 5 mm apart, between layers 
of pork 2.8 cm deep from the front surface of the phantom.  
 
Figure 79. Setup for finding the stimulator position from the volume-conducted response. 
As the ultrasound focus is swept through the phantom, the stimulators drive varying 
levels of current to the pickups depending on how much of the beam is intercepted. 
 
Figure 80. Signal path and procedure for mapping the implant position. 
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 The differential pickup and reference electrodes (silver / silver-chloride) were 
placed on the front face of the phantom. The pickup electrodes lie on a dipole axis 
parallel to the stimulators since this orientation gives the largest signal. 
This study used a laboratory-built 1 MHz transducer (50x2.1 mm PZT-4, Steiner & 
Martins Inc, Miami FL) with a cast epoxy focusing lens. The beam intensity profile is 
mapped in Figure 81 by hydrophone (Precision Acoustics, Dorsey UK). The power 
amplifier is a laboratory-built square-wave driver (Lewis and Olbricht 2008). 
 The transducer is mounted on a 3-axis manipulator. Axial distance from the 
transducer to the stimulator is fixed at the focal distance (6.5cm), only lateral adjustments 
are used in the experiment. The focus is swept across a 1 cm2 region in 1 mm steps. 
The pickup differential amplifier is blanked for 40us from the start of the pulse. This 
prevents overload by artifact from the transducer drive and ringdown. Received signals 
are amplified and bandpass filtered from 300kHz to 5MHz. 
 
Figure 81. Temporal-peak pressure across the focus of the ultrasound beam. 
Results 
 Figure 82 plots an example of the received signal, volume-conducted from the 
stimulators to the pickups. The 40 µs transit time corresponds to the 65 mm transducer-
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to-implant distance, at 1500 m/s (approximate speed of sound in water and tissue). 
Signals past 60 µs show reflections off the sides or ends of the phantom. 
 As the manipulator scans the focus through the phantom, peak-to-peak voltage is 
measured at each position. The response along a 1 cm sweep through the center of the 
phantom is shown in Figure 83. The two peaks occur 6 mm apart, which closely matches 
the true 5 mm spacing between the stimulators. The width of the peaks matches the beam 
profile from Figure 81. The response curve can be seen as a convolution of the beam with 
the implant positions. The response across the entire 1 cm2 region is mapped in Figure 
84. The peaks correspond to the position of the two piezoelectric receivers in the 
phantom. 
 
Figure 82. Waveform of the stimulator current as received by the pickup electrodes. 0 to 
10 µs shows the transducer artifact. Amplifier blanking stops at 40 µs. 50 to 60 µs shows 
the response as the wave passes through the piezoelectric and is converted to current. 
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Figure 83. Response of the stimulator as it varies with transducer position. Extracted 
from the peak-to-peak voltage of the waveforms as shown in Figure 82 
 
 
Figure 84. Map of received voltage as a function of transducer position. Peaks show 
when the ultrasound focus overlaps with one of the two stimulator locations. Voltage 
along the center vertical sweep (x = 6) is plotted in Figure 83.  
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 The ability to resolve the two stimulators suggests they could be separately 
targeted and powered. Stimulation intensity and duration would be directly set by the 
ultrasound beam power and dwell time.  
 The time-peak spatial-peak intensity used in this work was 8 MPa. This is more 
power than could be used in a real system – the results here are given as a proof of 
concept, using a non-optimal receiving and demodulating system. Peak-to-peak voltage is 
a noise-sensitive measurement that inefficiently uses the received power. However, even 
with a more optimized system, volume conducted signals would still have high 
attenuation in the body (Lindsey et al. 1998). Signal loss will be a limiting factor for 
locating short devices with small dipole moments. 
Discussion 
 The strategy proposed by this work is to use short ultrasound pulses to evoke a 
locating electrical response from implanted devices. Low-power microsecond-order 
current pulses do not stimulate tissue. Once the implanted devices have been located and 
targeted then a longer ultrasound pulse could be emitted to drive stimulation. 
 The optimal frequency for focused ultrasound power transfer depends on several 
factors. There is no need to have a focal spot smaller than the implant, but above this 
limit the optimum frequency will have a tradeoff depending on implant depth. The width 
of the smallest achievable focal zone is inversely proportional to the ultrasound 
frequency. Shorter wavelengths can be focused more tightly. This gives more focal gain, 
improving the efficiency. However, high frequencies also lose more power in 
transmission since the attenuation constant increases linearly with frequency.  
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 Ultrasound powered neurostimulators of the reported design are particularly 
suited for this method since they already emit a high frequency signal. The MHz 
frequency signals are above the range of environmental noises and so may be more easily 
detected than a baseband nerve stimulation pulse waveform. This experiment detected the 
signal mostly at the drive frequency (1MHz), but one could also detect the DC 
component of the stimulation pulse, or separately filter the harmonics (2MHz, 3MHz, 
etc.) made by the diode.  
 The system would be implemented with a phased array transducer rather than a 
fixed focus. The focus of a phased array can be electronically swept and varied in depth. 
With this flexibility, more efficient aiming and feedback techniques may be possible 
(Willis 2014). 
 Focusing and scanning of an interrogating ultrasound beam through tissue and 
then detecting evoked skin potentials shows promise as a way of locating and 
independently powering ultrasound powered neurostimulators so as to achieve 
multichannel operation. 
Spatial Multiplexing of Ultrasound-Powered Sensors 
 Previous work showed a simple ultrasound-powered sensor (Towe, Larson, and 
Gulick 2009). This sensor uses a diode to encode the local voltage as an amplitude 
modulation (AM) signal on a volume-conducted carrier at the ultrasound frequency. This 
study demonstrated that this system can be extended to multichannel operation. In 
general, multichannel addressing of sensors can be done by spatial division, time 
division, frequency division, or code division (for digital devices). This work used spatial 
and temporal division.  
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 The ultrasound was focused to power each sensor independently, and the power 
pulses were interleaved in time so that the volume-conducted sensor responses could be 
separated in time by two boxcar averagers operating at different delay times. This two-
channel system was successfully able to read a compound action potential (CAP) from an 
excised frog nerve. 
 
Figure 85. Top trace: reference recording of the CAP by standard wire electrodes and 
amplifier. Middle: CAP demodulated from US-powered sensor. Bottom: CAP from a 
second sensor, farther down the nerve. The electrical stimulation artifact is visible at the 
beginning of each pulse. The broader peaks of the two sensor recordings correspond to 
the arrival of the CAP.  
 
