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Let Ak , k = 0, 1, 2, . . ., be a sequence of real nonsingular n × n ma-
trices which converge to a nonsingular matrix A. Suppose that A
has exactly one positive eigenvalue λ and there exists a unique
nonnegative vector u with properties Au = λu and ‖u‖ = 1. Under
further additional conditions on the spectrum of A, it is shown that
if x0 /= 0 and the iterates
xk+1 = Akxk , k = 0, 1, 2, . . . ,
are nonnegative, then
xk‖xk‖ converges to u and
‖xk+1‖
‖xk‖ converges to
λ as k → ∞.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and the main result
LetR,C andZ be the set of real numbers, complex numbers and integers, respectively. The symbol
Ndenotes the set of nonnegative integers. For apositive integern,Rn andCn denote then-dimensional
space of real and complex column vectors, respectively, endowed with any of the usual p norms,
1 p∞. By a norm of a real or complex n × nmatrix A, we mean the induced operator norm
‖A‖ = sup{‖Ax‖|x ∈ Cn, ‖x‖ 1}.
A real matrix A = (aij)ni,j=1 is called nonnegative (positive) if aij  0 (aij > 0), i, j = 1, . . . ,n. Similarly,
a vector x = (x1, . . . , xn)T ∈ Rn is nonnegative (positive) if xi  0 (xi > 0), i = 1, . . . ,n. Recall that a
nonnegative n × nmatrix A is primitive if As is positive for some positive integer s.
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In the following propositionwe summarize somewell-known facts from the theory of nonnegative
matrices.
Proposition 1.1. Let A be a primitive matrix. Then statements (i)–(vi) below hold.
(i) the spectral radius r = r(A) is an eigenvalue of A (r is sometimes called the Perron root of A),
(ii) r > 0 and its algebraic multiplicity is one,
(iii) r is the only eigenvalue of A on the spectral circle {z ∈ C||z| = r},
(iv) A has exactly one nonnegative eigenvector p with ‖p‖ = 1 (p is called the Perron vector of A),
(v) the Perron vector p is positive and Ap = rp,
(vi) the limit relation
lim
k→∞
r−kAk = pq
T
qTp
(1.1)
holds, where q is the Perron vector of AT , the transpose of A.
Let A be a primitive matrix. Consider the iterates
xk+1 = Axk , k ∈ N, (1.2)
starting from a given initial vector x0 ∈ Rn. Since xk = Akx0 for k ∈ N, it is a simple consequence of
(1.1) that if
qTx0 > 0, q being the Perron vector of A
T , (1.3)
then the Perron vector p and the Perron root r of A can be written in the form
p = lim
k→∞
xk
‖xk‖
(1.4)
and
r = lim
k→∞
‖xk+1‖
‖xk‖
. (1.5)
The positivity of q implies that condition (1.3) is satisﬁed by any nonnegative nonzero initial vector
x0. A similar conclusion can be obtained for a more general iteration scheme of the form
xk+1 = Akxk , k ∈ N, (1.6)
with asymptotically constant nonnegativematrix coefﬁcients Ak , k ∈ N. The following result is a corol-
lary of an extension of Perron’s theorem to nonlinear discrete dynamical systems due to Fujimoto and
Krause [3, Theorem 6].
Proposition 1.2. Suppose that Ak , k ∈ N, are invertible nonnegative n × n matrices such that
lim
k→∞
Ak = A, (1.7)
where A is an invertible primitive matrix. Then, for every nonnegative nonzero initial vector x0 ∈ Rn, the
sequence given by (1.6) satisﬁes the limit relations (1.4) and (1.5),where p and r are the Perron vector and
the Perron root of A.
Of course, if the coefﬁcients in (1.6) are nonnegativematrices, then all sequences generated by (1.6)
starting from nonnegative initial vectors are nonnegative. By a nonnegative sequence in Rn, we mean
a sequence of nonnegative vectors in Rn.
Our aim in this paper is to study some properties of nonnegative sequences satisfying Eq. (1.6) with
asymptotically constant coefﬁcients Ak , k ∈ N. We emphasize that, in contrast to Propositions 1.1 and
1.2, neither the nonnegativity of the coefﬁcients Ak , k ∈ N, nor the primitivity of the limiting matrix
(1.7) is assumed. It is intuitively clear that even in this general case there is a relationship between the
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nonnegative sequences satisfying (1.6) and thepositiveeigenvaluesandthecorrespondingnonnegative
eigenvectors of the limiting matrix A. In this paper we will restrict ourselves to the case when the
limitingmatrix A has exactly one positive eigenvalue to which there corresponds a unique normalized
nonnegative eigenvector. We will show that under further additional hypotheses on the spectrum of
A, the nonnegative sequences of the form (1.6) satisfy limit relations similar to conclusions (1.4) and
(1.5) of Proposition 1.2. The precise statement is formulated in the following theorem, which is the
main result of this paper.
Theorem 1.3. Let Ak , k ∈ N, be real invertible n × n matrices such that (1.7) holds for some invertible
matrix A. Suppose that A has exactly one positive eigenvalue λ and there exists a unique nonnegative vector
u ∈ Rn such that
Au = λu and ‖u‖ = 1. (1.8)
Assume also that λ is the only eigenvalue of A on the circle {z ∈ C||z| = λ} and
q(λ) 2, (1.9)
where q(λ) is the index of λ, the size of the largest Jordan block corresponding to λ. If xk , k ∈ N, is a
nonnegative sequence satisfying (1.6) with x0 /= 0, then
lim
k→∞
xk
‖xk‖
= u (1.10)
and
lim
k→∞
‖xk+1‖
‖xk‖
= λ. (1.11)
The proof of the theorem will be given in Section 3.
Let Ak , k ∈ N, be invertible nonnegative matrices such that the limit A in (1.7) is an invertible
(nonnegative) matrix. Suppose that the spectral radius r = r(A) of A is the only positive eigenvalue
of A. In contrast to Proposition 1.2, Theorem 1.3 can be applied also in some cases when the alge-
braic multiplicity of r is greater than one. A two-dimensional system (n = 2) of the form (1.6) with
nonnegative invertible matrix coefﬁcients and limiting matrix
A =
(
1 1
0 1
)
(1.12)
is the simplest concrete example of this type. It is easily seen that the hypotheses of Theorem 1.3 are
fulﬁlled with λ = r(A) = 1 and u = (1, 0)T . According to Theorem 1.3, conclusions (1.10) and (1.11) hold
for all (nonnegative) sequences generated by (1.6) starting from nonnegative nonzero initial vectors
x0 ∈ R2.
Let us alsomention the recent remarkablework of Friedland [2] who established qualitative results
similar to Proposition 1.2 for the matrix product Xk = Ak−1Ak−2 . . .A0 satisfying the matrix analogue
of (1.6),
Xk+1 = AkXk , k ∈ N,
with initial valueX0 = I,where I denotes then × n identitymatrix (see [2, Theorem1.1] and [2, Corollary
4.2] for details). It is not difﬁcult to show that Proposition 1.2 can be obtained also from [2, Corollary
4.2]. The previous example shows that Theorem 1.3 can be obtained neither from [3, Theorem 6] nor
from [2, Corollary 4.2] since the limiting matrix A in (1.12) is not primitive. In this sense, Theorem 1.3
gives a new result even in the case when the coefﬁcients Ak , k ∈ N, in (1.6) are nonnegative matrices.
Finally, we remark that in general hypothesis (1.9) is not necessary for the validity of conclusions
(1.10) and (1.11) of Theorem 1.3. For example, if n = 3 and
Ak = A =
⎛
⎝1 1 00 1 1
0 0 1
⎞
⎠ , k ∈ N,
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thenwith the exception of (1.9) all hypotheses of Theorem1.3 are satisﬁedwith λ = 1 andu = (1, 0, 0)T .
Although q(λ) = 3, conclusions (1.10) and (1.11) of Theorem 1.3 hold.
The paper is organized as follows. In Section 2, we introduce some notations and reformulate two
classical results from complex analysis which will be needed in our proof. The proof of Theorem 1.3 is
given in Section 3.
2. Notations and preliminaries
Let A be an n × n real or complex matrix. The eigenvalues of A are the complex roots of the
characteristic polynomial
χ(z) = det(zI − A).
The set of eigenvalues, the spectrum of A, is denoted by σ(A). The spectral radius r(A) is deﬁned by
r(A) = max{|λ||λ ∈ σ(A)}.
The complement of the spectrum
ρ(A) = C \ σ(A)
is called the resolvent set of A. On the resolvent set, we deﬁne the resolvent function RA : ρ(A) → Mn(C)
by
RA(z) = (zI − A)−1, z ∈ ρ(A),
whereMn(C) denotes the space of n × nmatrices with complex entries. It is well-known [5] that RA is
a holomorphic matrix-valued function on the open set ρ(A) and each eigenvalue λ ∈ σ(A) is pole of RA
of ﬁnite order.
Let λ ∈ σ(A). The eigenspace Eλ corresponding to λ is the null-space
Eλ = ker(λI − A) = {x ∈ Cn|(λI − A)x = 0}.
The eigenvectors corresponding to λ are the nonzero elements of Eλ. The dimension d(λ) of Eλ is
the geometric multiplicity of λ. The algebraic multiplicity m(λ) of λ is the order of λ as a root of the
characteristic polynomial χ . The smallest positive integer q for which
ker((λI − A)q) = ker((λI − A)q+1)
is called the index of λ and is denoted by q = q(λ). It is known that q(λ) is equal to the order λ as a pole
of the resolvent RA (see [5, Chapter V, Theorem 10.1]).
Another characterization of the above quantities can be given in terms of the parameters of the
Jordan canonical form of matrix A. Namely, the geometric multiplicity d(λ) is the number of Jordan
blocks corresponding to λ, the algebraic multiplicity m(λ) is the sum of the sizes of all Jordan blocks
corresponding to λ, and the index q(λ) is the size of the largest Jordan block corresponding to λ.
Now we formulate two results from complex analysis which will be used in the proof of Theorem
1.3 in Section 3. The ﬁrst result is a generalization of Pringsheim’s theorem due to Schaefer [4].
Proposition 2.1. Let yj , j ∈ N, be nonnegative vectors in Rn. Consider the power series
f (z) =
∞∑
j=0
yjz
j for z ∈ C with |z| < r,
where r is the radius of convergence given by the Cauchy–Hadamard formula
r = 1
lim supj→∞ j
√‖yj‖ .
If 0 < r < ∞, then f cannot be extended as a holomorphic function to any neighborhood of z = r.
A similar result holds for the z-transform
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F(z) =
∞∑
j=0
yjz
−j for z ∈ C with |z| > R,
where
R = lim sup
j→∞
j
√
‖yj‖.
More precisely, if 0 < R < ∞, then F cannot be extended as a holomorphic function to any neighborhood
of z = R.
The proposition follows from [4, Theorem 2.1, p. 262] and the subsequent remark applied to the
cone of nonnegative vectors in Rn after the transformation ζ = z/r.
The second result is amodiﬁcation of the extended Liouville theorem forCn-valued entire functions
(see [1, Theorem 5.11]).
Proposition 2.2. Let g : C → Cn be an entire function such that
g(z) = O(|z|k), z → ∞,
where k ∈ N. Then g is aCn-valued polynomial of degree not greater than k, that is, there exist cj ∈ Cn, j =
0, 1, . . . , k, such that
g(z) = c0zk + c1zk−1 + · · · + ck , z ∈ C.
3. Proof of the main result
Beforewe present a proof of Theorem1.3, we establish two lemmas. Lemma 3.1 is a technical result,
a preparation for the proof of Lemma 3.2 which will play a key role in the proof of Theorem 1.3.
Lemma 3.1. Suppose that yj , j ∈ Z, are nonnegative vectors in Rn such that ‖y0‖ = 1 and
yj+1 = Ayj , j ∈ Z, (3.1)
where A is a real invertible n × n matrix which has exactly one positive eigenvalue λ. Deﬁne
y˜(z) =
∞∑
j=0
yjz
−j for z ∈ C with |z| > r˜, (3.2)
and
y(z) =
∞∑
j=1
y−jzj for z ∈ C with |z| < r, (3.3)
where
r˜ = lim sup
j→∞
j
√
‖yj‖ (3.4)
and
r = 1
lim supj→∞ j
√‖y−j‖ . (3.5)
Then
r˜ = r = λ, (3.6)
and the holomorphic function h deﬁned on the open set = {z ∈ C||z| /= λ} by
h(z) =
{
y˜(z) if |z| > λ,
−y(z) if |z| < λ (3.7)
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satisﬁes
(zI − A)h(z) = zy0, z ∈ . (3.8)
Proof. First we show that 0 < r˜ < ∞. From (3.1), we ﬁnd for j ∈ Z,
‖yj+1‖ ‖A‖‖yj‖.
From this, it follows by easy induction on j that
‖yj‖ ‖A‖j‖y0‖ = ‖A‖j , j ∈ N.
Hence
r˜ = lim sup
j→∞
j
√
‖yj‖ ‖A‖ < ∞. (3.9)
Using (3.1) again, we obtain for j ∈ Z,
‖yj‖ = ‖A−1yj+1‖ ‖A−1‖‖yj+1‖
and hence
‖yj+1‖ 1‖A−1‖‖yj‖.
From this, we ﬁnd that
‖yj‖ 1‖A−1‖j ‖y0‖ =
1
‖A−1‖j , j ∈ N.
Hence
r˜ = lim sup
j→∞
j
√
‖yj‖ lim inf
j→∞
j
√
‖yj‖ 1‖A−1‖ > 0.
Thus, 0 < r˜ < ∞.
Our next aim is to show that r˜ ∈ σ(A). Suppose by the way of contradiction that r˜ ∈ ρ(A). Taking the
z-transform of both sides of (3.1), we obtain by easy calculation
(zI − A)y˜(z) = zy0 whenever |z| > r˜. (3.10)
Since ρ(A) is an open subset of C and r˜ ∈ ρ(A), there exists  > 0 such that
B(r˜) = {z ∈ C||z − r˜| < } ⊂ ρ(A).
As noted in Section 2, the resolvent RA is holomorphic on ρ(A). In particular, RA is holomorphic on B(r˜).
This, together with (3.10), implies that the z-transform y˜ can be extended as a holomorphic function
to the -neighborhood of r˜ by
y˜(z) = (zI − A)−1zy0 = RA(z)zy0, z ∈ B(r˜).
This contradicts Proposition 2.1 and proves that r˜ is a positive eigenvalue of A. But, by hypotheses, the
only positive eigenvalue of A is λ. Therefore r˜ = λ.
Now we show that r = λ. To this aim, let
vj = y−j , j ∈ Z.
Clearly, vj , j ∈ Z, are nonnegative vectors with ‖v0‖ = ‖y0‖ = 1. By virtue of (3.1), we have
vj+1 = A−1vj , j ∈ Z, (3.11)
an equation similar to (3.1). Taking into account that σ(A−1) = {z−1|z ∈ σ(A)} and λ is the only positive
eigenvalue ofA, it follows that λ−1 is the only positive eigenvalue ofA−1. Thus, all hypotheses of Lemma
3.1 are satisﬁed for Eq. (3.11). According to the previous part of the proof, we have that
s˜ = lim sup
j→∞
j
√
‖vj‖ = lim sup
j→∞
j
√
‖y−j‖
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is equal to λ−1, the unique positive eigenvalue of A−1. Hence
r = 1
s˜
= λ
and (3.6) holds.
From (3.1), we ﬁnd for z ∈ C and j ∈ Z,
y−j+1zj = Ay−jzj.
Summation from j = 1 to inﬁnity and the deﬁnition of y yield
(zI − A)y(z) = −zy0, |z| < r. (3.12)
Conclusion (3.8) follows from relations (3.6), (3.10) and (3.12). 
Lemma 3.2. Adopt the notations and the hypotheses of Lemma 3.1. Assume in addition that λ is the only
eigenvalue of A on the circle {z ∈ C||z| = λ} and (1.9) holds. Then
yj = λju, j ∈ Z, (3.13)
where u ∈ Rn is a nonnegative vector satisfying (1.8).
Proof. Conclusion (3.8) of Lemma 3.1 yields
h(z) = RA(z)zy0, z ∈  ∩ ρ(A).
Since RA is holomorphic on ρ(A), this implies that h : → Cn can be extended as a holomorphic
function to ∪ ρ(A) by the same expression
h(z) = RA(z)zy0, z ∈ ρ(A) \.
By the hypotheses, all points z ∈ C on the circle |z| = λ different from λ belong to ρ(A). Therefore
 ∪ ρ(A) = C \ {λ} and the extended holomorphic function h : C \ {λ} → Cn satisﬁes
h(z) = RA(z)zy0, z ∈ ρ(A). (3.14)
Choose  > 0 so small that z = λ is the only point of the spectrum σ(A) belonging to the neighborhood
|z − λ| < . Then (3.14) yields
h(z) = RA(z)zy0 whenever z ∈ C and 0 < |z − λ| < . (3.15)
As noted in Section 2, z = λ is a pole of the resolvent RA of order q(λ), and q(λ) 2 by (1.9). This,
together with (3.15), implies that the holomorphic function g : C \ {λ} → Cn deﬁned by
g(z) = (z − λ)2h(z), z ∈ C \ {λ}, (3.16)
has a removable singularity at z = λ and hence it may be regarded as an entire function.
If |z| > r(A), then z ∈ ρ(A), and relation (3.14) yields
h(z) = (zI − A)−1zy0 =
(
I − A
z
)−1
y0 −→ y0 as z → ∞.
Therefore
h(z) = O(1), z → ∞
and hence
g(z) = O(|z|2), z → ∞.
By the application of the extended Liouville theorem (Proposition 2.2), we conclude that there exist
u, v,w ∈ Cn such that
g(z) = uz2 + vz + w, z ∈ C.
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From h(0) = y(0) = 0, we ﬁnd thatw = g(0) = λ2h(0) = 0. Therefore, we have for z /= λ,
h(z) = g(z)
(z − λ)2 =
uz2 + vz
(z − λ)2 =
u[z(z − λ) + λz] + vz
(z − λ)2 .
Hence
h(z) = c λz
(z − λ)2 + u
z
z − λ , z /= λ, (3.17)
where c = u + λ−1v. In particular, for the z-transform y˜ given by (3.2), we have
y˜(z) = c λz
(z − λ)2 + u
z
z − λ , |z| > λ.
From this, in view of the uniqueness of the z-transform, we obtain
yj = jλjc + λju, j ∈ N. (3.18)
Now we show that the same formula holds for all j ∈ Z. By virtue of (3.7) and (3.17), we have
y(z) = −h(z) = −c λz
(z − λ)2 − u
z
z − λ , |z| < λ.
This, combined with (3.3), yields
∞∑
j=1
y−jzj = −c λz
(z − λ)2 − u
z
z − λ , |z| < λ.
From this, in view of the uniqueness, we ﬁnd that
y−j = −jλ−jc + λ−ju, j = 1, 2, 3, . . . ,
which, together with (3.18), shows that
yj = jλjc + λju, j ∈ Z. (3.19)
Using (3.19) and the nonnegativity of yj , j ∈ Z, we see that both
c = lim
j→∞
j−1λ−jyj
and
−c = lim
j→−∞
(−j−1)λ−jyj
are nonnegative vectors. This is possible only when c = 0 and therefore (3.19) reduces to (3.13). Of
course, u = y0 is nonnegative and ‖u‖ = ‖y0‖ = 1. Finally, (3.1) and (3.13) imply
λu = y1 = Ay0 = Au.
Thus, (1.8) also holds. 
In the proof of Theorem 1.3 we will also need the following well-known convergence criterion in
Rn.
Proposition 3.3. Let {vk}∞k=0 be a bounded sequence in R
n
. Then the following statements hold.
(i) {vk}∞k=0 has a convergent subsequence,
(ii) limk→∞ vk = u for some u ∈ Rn if and only if liml→∞ vkl = u for every convergent subsequence{vkl }∞l=0 of {vk}∞k=0.
Now we are in a position to give a proof of Theorem 1.3.
Proof of Theorem 1.3. Let xk , k ∈ N, be a nonnegative sequence in Rn satisfying (1.6) with x0 /= 0.
Since the coefﬁcients Ak , k ∈ N, are invertible, it follows that xk /= 0 for all k ∈ N. We claim that there
exist positive constants α and β such that
α  ‖xk+1‖‖xk‖
 β, k ∈ N. (3.20)
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Indeed, from (1.6), we ﬁnd for k ∈ N,
‖xk+1‖ ‖Ak‖‖xk‖
and hence
lim sup
k→∞
‖xk+1‖
‖xk‖
 lim
k→∞
‖Ak‖ = ‖A‖ < ∞.
This implies the existence of an upper bound β in (3.20). Using (1.6) again, we have for k ∈ N,
‖xk‖ = ‖A−1k xk+1‖ ‖A−1k ‖‖xk+1‖
and hence
lim inf
k→∞
‖xk+1‖
‖xk‖
 lim
k→∞
1
‖A−1
k
‖ =
1
‖A−1‖ > 0
which implies the existence of a positive lower bound α in (3.20).
Taking into account that for k, j ∈ N,
‖xk+j‖
‖xk‖
= ‖xk+1‖‖xk‖
‖xk+2‖
‖xk+1‖
· · · ‖xk+j‖‖xk+j−1‖
,
the second inequality in (3.20) implies
‖xk+j‖
‖xk‖
 β j , k, j ∈ N. (3.21)
By a similar argument, the ﬁrst inequality in (3.20) yields
‖xk−j‖
‖xk‖
 α−j , k, j ∈ N, k  j. (3.22)
Next we show that every strictly increasing sequence {kl}∞l=0 in N has a subsequence {dl}∞l=0 such that
the limits
yj = lim
l→∞
xdl+j
‖xdl‖
, j ∈ Z, (3.23)
exist in Rn. Letm ∈ N be ﬁxed. By virtue of (3.21) and (3.22), the sequences{
xk+j
‖xk‖
}∞
k=m
, −m j  m,
are bounded. From this, by the application of Proposition 3.3(i), we conclude that every strictly
increasing sequence {il}∞l=0 in N has a subsequence {sl}∞l=0 such that the sequences{
xsl+j
‖xsl‖
}∞
l=0
, −m j  m
are convergent. By using this property, for every strictly increasing sequence {kl}∞l=0 in N, we can
construct by induction subsequences {k(m)
l
}∞
l=0,m ∈ N, such that for each m ∈ N,m 1, {k(m)l }∞l=0 is a
subsequence of {k(m−1)
l
}∞
l=0, and the limits
yj = lim
l→∞
x
k
(m)
l
+j
‖x
k
(m)
l
‖ , −m j  m,
exist in Rn. Then the standard diagonal choice
dl = k(l)l , l ∈ N,
yields a subsequence of {kl}∞l=0 with the desired property (3.23).
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According to Proposition 3.3(ii), in order to prove (1.10), it is enough to show that if {kl}∞l=0 is a
strictly increasing sequence in N such that the limit
a = lim
l→∞
xkl
‖xkl‖
(3.24)
exists in Rn, then a = u. Take any strictly increasing sequence {kl}∞l=0 in N such that (3.24) holds for
some a ∈ Rn. As shown before, {kl}∞l=0 has a subsequence {dl}∞l=0 such that the limits in (3.23) exist.
We claim that the biinﬁnite sequence yj , j ∈ Z, satisﬁes the hypotheses of Lemma 3.2. Indeed, the
nonnegativity of xk , k ∈ N, implies that yj , j ∈ Z, are nonnegative. Clearly, ‖y0‖ = 1. Nowwe show that
(3.1) also holds. Let j ∈ Z be ﬁxed. Writing k = dl + j in (1.6) and dividing the resulting equation by
‖xdl‖, we obtain
xdl+j+1
‖xdl‖
= Adl+j
xdl+j
‖xdl‖
, l  l0,
where l0 is so large that dl  −j for l  l0. Letting l → ∞ and using (1.7) and (3.23), we get
yj+1 = Ayj.
Since j ∈ Zwas arbitrary, (3.1) holds andhence Lemma3.2 applies. By the application of Lemma3.2,we
conclude that the limits yj in (3.23) have the form (3.13), where λ is the unique positive eigenvalue of A
andu is the uniquenonnegative vector satisfying (1.8). Taking into account that {dl}∞l=0 is a subsequence
of {kl}∞l=0, from (3.23) and (3.24) we ﬁnd that
y0 = lim
l→∞
xdl
‖xdl‖
= lim
l→∞
xkl
‖xkl‖
= a.
This, together with (3.13), yields a = y0 = u and completes the proof of (1.10).
Using (1.10), we can easily prove (1.11). Rewrite Eq. (1.6) in the form
xk+1
‖xk‖
= A xk‖xk‖
+ (Ak − A)
xk
‖xk‖
, k ∈ N.
Letting k → ∞ and using (1.7) and (1.10), we ﬁnd that
lim
k→∞
xk+1
‖xk‖
= Au = λu,
the last equality being a consequence of (1.8). Hence
lim
k→∞
‖xk+1‖
‖xk‖
= ‖λu‖ = λ‖u‖.
Since ‖u‖ = 1, this proves (1.11). 
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