For a rational 2 (0 1), let A n m be the set of binary n m arrays in which e a c h r o w has Hamming weight m and each column has Hamming weight n, where m and n are integers. (The special case of two-dimensional balanced arrays corresponds to = 1 =2 a n d e v en values for n and m.) The redundancy of A n m is de ned by n m = nmH( );log 2 jA n m j, w h e r e H(x) = ;x log 2 x;
Introduction
In currently-available magnetic and optical memory devices, data is recorded along tracks, thus treating the recording device as one-dimensional. Recent proposals for the design of optical storage|in particular holographic memory|try to take a d v antage of the fact that the recording device is two-dimensional (or even three-dimensional), thereby increasing the recording density 4], 10], 15]. The new approach, however, introduces new types of constraints on the data|those constraints now become multi-dimensional in nature, rather than one-dimensional. The speci c constraints to be used in the recently suggested recording techniques are yet to be crystallized. Nevertheless, experiments reported on holographic memory, and experience gathered in other existing optical devices, suggest that 0's and 1's in the recorded data need to be balanced within certain areas or patterns.
This work is motivated primarily by the coding problem of two-dimensional balanced binary n m arrays, in which each r o w, and respectively each column, has the same number of 0's and 1's (n and m are even). We study this problem here as part of the following more general setting: we will consider the enumeration and coding problem of binary n m arrays in which a l l r o ws have the same Hamming weight, and so do all the columns. We will refer to such arrays as two-dimensional weight-constrained a r r ays.
By a binary n-vector we refer to a vector in IR n with entries restricted to f0 1g. Let be a rational in the open interval (0 1) and let n be a positive i n teger such t h a t n is an integer. A binary n-vector v is called -weighted if the Hamming weight o f v is n. We denote the set of all -weighted binary n-vectors by A n clearly, (1) and de ne n = 2 ;nH( ) n n ! :
The (information) redundancy of a subset C A n is de ned as nH( ) ; log 2 jCj. I n particular, the redundancy of A n , denoted n , i s g i v en by n = n ; log 2 jA n j = ;log 2 n : ( 2) It is known that 1 q 8n (1; ) n 1 q 2 n (1; ) 1
(see 9, p. 309]), where the rightmost inequality follows from 1=n 1 ; (1=n). So, n (1=2) log 2 (2 n (1; )) 0. The reference nH( ) in the de nition of redundancy will turn out to be convenient for the purpose of this paper. Note, however, that when = 1 =2 this de nition coincides with the usual one used in coding theory.
Much is known about codes that map unconstrained input sequences to onedimensional -weighted binary n-vectors. The most studied case is = 1 =2, and the respective codes go by the names DC-free or zero-disparity codes 11]. There is a known e cient encoding algorithm due to Knuth 6] which maps, in a one-to-one manner, unconstrained binary words of length n ; log 2 n ; O(log log n) i n to a subset of A n 1=2 t h e redundancy of (the range of) such a coding scheme is therefore log 2 n + O(log log n). Bỳ e cient' we refer to the time (and space) complexity of the encoding, which amounts in Knuth's algorithm to O(n) increments/decrements of a dlog 2 ne-bit counter (memory trade-o s allow to reduce the redundancy to dlog 2 ne). Improvements to Knuth The method of enumerative coding 5], 11], when applied to A n , a l l o ws to map unconstrained binary words of length bnH( ) ; n c into A n . Enumerative coding results in a polynomial-time algorithm yet, for the case = 1 =2, the overall complexity of enumerative coding is still higher than that of Knuth's algorithm.
Less is known about the redundancy in the two-dimensional case. By a binary n m array w e mean an n m array whose columns are binary n-vectors. Let be a rational in (0 1) and let n and m be positive i n tegers such that n and m are integers. A binary n m array ; is called -weighted if each r o w and column in ; is -weighted. We denote by A n m the set (or the code) of all -weighted n m arrays. The (information) redundancy of a subset C A n m is de ned by nmH( );log 2 jCj, and the redundancy of A n m , denoted n m , i s g i v en by n m = nmH( ) ; log 2 jA n m j :
Observe that since each r o w ( s a y) in an -weighted array i s -weighted, we h a ve n m n m 0 : (4) Estimates on jA n m j exist in the literature for the case where goes to zero (or one) as n and m go to in nity. See 3, p. 48] and the references therein (e.g., 2]).
For the case = 1 =2, an e cient coding algorithm into a subset of A n m 1=2 is presented in 13] that has redundancy n log 2 m + m log 2 n + O(n + m log log n). In its simpler version, the algorithm in 13] balances the rows using one of the algorithms in 1], 6], or 14] by trading those algorithms with the (more computationally complex)
enumerative coding of A m 1=2 , the redundancy can be reduced to 1 2 (n log 2 m)+m log 2 n+ O(n + m log log n). In Section 2 we prove the upper bound n m n m + m n (5) and in Section 3 we show that the bound is tight u p t o a n a d d i t i v e term O(n + log m) whenever (1; )m is at least some absolute constant. The bound (5) implies that requiring -weighted rows in a binary array does not \interfere" with requiring -weighted columns. Note, however, that those requirements are not independent: for instance, if all n rows in a binary n m array a r e -weighted, and m;1 of the columns are -weighted as well, then so must be the remaining column. From (3), (4), and (5) it follows that 0 n m 1 2 n log 2 (2m) + m log 2 (2n) :
Therefore, for every xed rational 2 (0 1) we h a ve lim n m!1 log 2 jA n m j nmH( ) = 1 where the limit is taken over integers n and m such t h a t n and m are integers.
In Section 4, we present a xed-rate lossless coding scheme into a subset of A n m with redundancy at most n m + m n this corresponds to an encoding rate of at least H( ) ; ( m =m) ; ( n =n). In particular, for = 1 =2, the redundancy of our encoder is smaller than the redundancies of the encoders in 13]. The new coding scheme is based on a modi cation of the enumerative coding technique and can be implemented b y a polynomial-time algorithm (yet, for = 1 =2, the complexity of our algorithm will be higher than the algorithms in 13]). n m binary array as independent Bernoulli random variables taking on f0 1g, where each e n try equals 1 with probability . Then, as we s h o w, the event that all the rows are -weighted and the event that all the columns are -weighted are positively related. In other words, conditioning on all the rows being -weighted increases the likelihood that all the columns are -weighted as well.
A k ey ingredient in the proof is the next lemma. Denote the set f1 2 : : : n g by hni.
Lemma 2.3 Let X 1 : : : X n be independent Bernoulli random variables taking on f0 1g with probabilities Prob fX i = 1 g = p i , i 2 h ni, and suppose that The proof we present is di erent and simpler than the one in 8], as Lemma 2.3, which i s w h a t w e need here, is less general than Hoe ding's result.
We i n troduce some notations that will be used hereafter in this work.
Let ; be a binary n m array. The row type o f ; i s a n i n teger n-vector w = (w 1 : : : w n ) where w i is the sum of the entries of the ith row o f ; .
For an integer n-vector w = ( w 1 : : : w n ), de ne R m (w) to be the set of all binary n m arrays whose row t ype is w. Let be a rational in (0 1) and let n be a positive i n teger such t h a t n is an integer.
For an integer n-vector w, denote by U m (w) the set of all arrays in R m (w) whose columns are -weighted. If m is a positive i n teger such t h a t m is an integer, then A n m = U m ( m 1 n ), where 1 n denotes the all-one vector in IR n . For a real vector y, w e d e n o t e b y kyk = kyk 1 the sum of the absolute values of the entries of y and by kyk 1 the largest absolute value of any e n try of y. Proposition 2.2 is a special case of the following lemma.
Lemma 2.4 Let be a r ational in (0 1) and let n be a p ositive integer such that n is an integer. Also, let m be a p ositive integer and w be a n i n t e ger n-vector with kwk = nm. Then, jU m (w)j m n j R m (w)j :
Proof. Let P be the measure on binary n m arrays where the entries in an array ; are independent Bernoulli trials with probability of taking the value 1. Consider the conditional measure Q(;) = P(; j; 2 R m (w)). Since all the elements in R m (w) h a ve the same number of 1's, the measure Q is uniform on R m (w) namely,
In order to prove the lemma, it su ces to show that, with respect to the measure Q,
(Note that the right-hand size of (7) is the probability, with respect to the (unconditional) measure P, that all the columns are -weighted. The inequality (7) is what we referred to earlier in saying that conditioning on ; 2 R m (w)|in particular, conditioning on all the rows being -weighted|increases the likelihood that all the columns are -weighted.)
For j 2 h mi, let c j denote the jth column of the random array ; 2 R m (w), and let B j denote the event that c j is -weighted. The rst (and main) step in our proof is showing that for j 2 h mi, (8) where (v 1 : : : v j;1 ) i s a n y ( j;1)-tuple of -weighted vectors in A n for which w e h a ve Prob Q fc 1 =v 1 : : : c j;1 =v j;1 g > 0. The left-hand side of (8) is the conditional probability, implied by the measure Q, t h a t c j is -weighted, given that columns c 1 through c j;1 are equal respectively to the -weighted vectors v 1 : : : v j;1 , while the right-hand side is the corresponding probability under the measure P. F or j = 1, the inequality ( 8 ) becomes Prob Q fB 1 g n : (9) To prove (8) Having established (8), we next compute the probability that the rst j columns of ; are -weighted: Observe that there is asymmetry between n and m in the bound of Proposition 3.1, so transposition of the arrays may yield a better bound. Note, however, that the presentation of the bounds here is not suitable for speci c values of n and m, since we will not be explicit in the constant m ultipliers of the O( ) expressions yet, we p o i n t out that those multipliers do not depend on .
Throughout this section, we x to be a rational in (0 1) and let n and m be positive integers such that n and m are integers. We denote by m the value The proof of Proposition 3.1 will be carried out through a sequence of lemmas. The rst two lemmas lead to a lower bound on n m , and the remaining lemmas provide a lower bound on n m in terms of n m . Lemma 3.2 jD n m j (2 m + 1 ) n;1 n;1 :
Proof. Let X (n;1) m denote the set of all integer (n;1)-vectors v = ( v 1 : : : v n;1 ) such that kv ; m 1 n;1 k 1 m . F or such a v ector v a n d a n i n d e x i 2 h n;1i, let v i denote the vector (2 m;v 1 : : : 2 m;v i v i+1 : : : v n;1 ) namely, v i is obtained from v by c hanging the rst i entries into the respective e n tries in 2 m 1 n;1 ; v. Generalizing the balancing technique of Knu t h i n 6 ], it can be shown that for every v 2 X (n;1) m there is at least one index i 2 h n;1i such that kv i k; m(n;1) m . L e t i(v) denote the rst such index i and let w(v) be the n-vector obtained by appending mn ; k v i(v) k as an nth entry to v i(v) . The mapping v 7 ! w(v) sends X (n;1) m to a subset of D n m . Furthermore, each element o f D n m has at most n;1 pre-images in X (n;1) m . Hence, jD n m j j X (n;1) m j=(n;1) = (2 m + 1) n;1 =(n;1). Lemma 3.3 n m m n + ( n;1) log 2 (2 m + 1 ) ; log 2 (n;1) = n m + m n ; O(log m + l o g n) :
Proof. The set of all binary n m arrays whose columns are -weighted can be written as S w U m (w), where the union is taken over all integer n-vectors w. Now, U m (w) is nonempty only when kwk = mn, a n d U m (w) a n d U m (w 0 ) are disjoint when w 6 = w 0 . So, (12) Combining (11) and (12) The result now follows from Lemma 3.2, (2), and (3).
Let w = ( w 1 : : : w n ) a n d w 0 = ( w 0 Taking logarithms, we obtain the desired result.
Proof of Proposition 3.1. Combine Lemmas 3.3 and 3.5.
Coding scheme
In this section, we describe an encoding scheme for A n m with redundancy n m + m n , t h us attaining the bound of Proposition 2.1 note that this redundancy corresponds to a rate H( ) ; ( m =m) ; ( n =n). Speci cally, our encoder, which w e denote by E n m , m a p s a n y i n teger u in the range 0 u < 2 nmH( ) n m m n to elements of A n m in a one-to-one manner. In case the input is allowed to take the value of any binary k-vector for a given k, then k can be any positive i n teger in the range k nmH( ) ; (n m + m n ). In particular, by ( 3 ) w e c a n t a k e k = j nmH( ) ; 1 2 n log 2 (8 (1; )m) + m log 2 (8 (1; )n) k : 10 The
1. Our coding scheme e ectively applies two l e v els of enumerative coding: a`coarse' phase, in which e a c h column is regarded as a super-symbol, and a` ne' phase, where the bit contents of each super-symbol is determined. 2. The application of (proper) enumerative c o d i n g w ould essentially require computing the numbers of arrays with certain row t ypes (those row t ypes depending on the speci c encoded array). Here we compute lower bounds on those numbers instead, since we do not know h o w to obtain the exact numbers. We point out that the idea of using enumerative coding with estimates rather than exact numbers has been recently applied by Immink in 12] to speed up enumerative coding for onedimensional constrained words.
The encoder E n m will be described through a recursive procedure, E m (w), where m is a positive i n tegers and w is an integer n-vector such that kwk = nm. The input to E m (w) i s a n i n teger u in the range 0 u < m n jR m (w)j, and the output is an array ; 2 U m (w). Thus, we regard the procedure E m (w) as a mapping E m (w) : u 7 ! ; from the integer set fu : 0 u < m n jR m (w)jg into U m (w). For encoding purposes, we will need this mapping to be one-to-one.
The encoder E n m is a special case of E m (w) where w = m 1 n . Hereafter we assume the standard lexicographic ordering on f0 1g n . Speci cally, l e t x = ( x 1 : : : x n ) a n d y = ( y 1 : : : y n ) b e t wo binary n-vectors. Then x < y if there is an index i such that x`= y`for 1 < i and x i < y i . Also, for every binary n-vector y, w e de ne the expression (y) = m;1 n X v2An :v<y jR m;1 (w;v)j (13) (the values of m and w will be clear from the context). A sum over an empty set in (13) is de ned as zero. Also, we de ne R 0 (0) = f0g and R 0 (w) = if w 6 = 0.
The procedure E m (w) appears in Figure 1 . We n o w s h o w that (14) holds also when the computed c is the maximal vector in A n . Indeed, this follows from the next result, together with the inequality u < m n jR m (w)j. Proof. Recall the measure Q given by (6) in the proof of Lemma 2.4. Also, as in that proof, let B 1 stand for the event that the rst column of a random array i n R m (w) is -weighted. We h a ve Prob Q fB 1 g n (15) (see (9) ). On the other hand, we a l s o h a ve vector, then the left-hand side of (16) equals n and the right-hand side equals 1 otherwise, both sides of (16) are zero.
Observe that the recursion in
Step 4 is applied with a row t ype, w;c, w h i c h satis es kw;ck = n(m;1). Furthermore, since 0 u 0 < m;1 n jR m;1 (w;c)j, the set R m;1 (w;c) m ust be nonempty that is, w;c is a nonnegative v ector.
The following lemma establishes the correctness of E m (w). Lemma 4.2 The mapping E m (w) : u 7 ! ; is one-to-one from the integer set fu : 0 u < m n jR m (w)jg into U m (w).
Proof. The proof is by induction on m. The case m = 1 is simple: recalling that kwk = nm = n, w e h a ve jR 1 (w)j = 1 i f w is binary and jR 1 (w)j = 0 otherwise. In case w is binary, w e h a ve (y) = 0 i f y w and (y) = 1 otherwise. Therefore, the output ; will be w 2 U 1 (w) and the mapping E 1 (w) : u 7 ! ; is trivially one-to-one from f0g into U 1 (w).
As for the induction step, suppose that the lemma holds for m;1. By the induction hypothesis, the n (m;1) array ; 0 that is computed in Step 4 is in U m;1 (w;c). Hence, the n m array ; = ( c ; 0 ) i s i n U m (w). That the mapping E m (w) : u 7 ! ; is one-to-one follows from the fact that two distinct inputs u result in distinct vectors c in Step 1 or in distinct values of u 0 in Step 3 (or both) by the induction hypothesis, distinct values of u 0 result in distinct arrays ; 0 in Step 4.
We remark that E m (w) could be regarded as an application of the (proper) enumerative c o d i n g t e c hnique if we had equality in (16). Still, the inequality in (16) su ces for the algorithm to work.
When viewing the procedure E m (w) as an (extension of) enumerative coding, each column c in Step 1 plays the role of one super-symbol. To obtain a polynomial-time implementation of the procedure E m (w), we need to show h o w w e can compute c e ciently in Step 1. The computation of c will be, in fact, a second, ner, phase of enumerative coding.
Let z be a binary t-vector, t n, and consider the set A n (z) o f a l l v ectors in A n whose t-pre x is z. Suppose that the entries c 1 : : : c t;1 in c have already been determined for some 1 t n, a n d l e t c (t) be the vector (c 1 : : : c t;1 1 0 0 : : : 0). It is easy to see that c t should be set to 1 if and only if u (c (t) ). Since we can apply Lemma 4.3 to compute (c (t) ), it follows that an e cient procedure for computing (z) implies an e cient w ay for computing the bits of c. We next describe how w e can compute (z) f o r z = ( z 1 : : : z t ) 2 f 0 1g t . L e t Q be as in (6) and let B 1 (z) denote the event that the rst column of a random array i n R m (w) is in A n (z). One can easily verify that Prob Q fB 1 (z)g = Prob f(X 1 : : : X n ) 2 A n (z)g where the X i are independent Bernoulli random variables taking on f0 1g with probabilities Prob fX i = 1 g = p i = w i =m. T h a t i s , Combining this with (17) we obtain the following formula for computing (z):
(z) = jR m (w)j S n;kzk (p t+1 : : :
(When substituting p i = w i =m we can cancel out fractions in (19) to make the computation over the integers.)
The procedure in Figure 2 summarizes the computation of c in Step 1 of E m (w) it can be veri ed that the procedure can be implemented in polynomial time.
1. Let M 0. Decoding of an array ; t h a t w as produced by E m (w) is simple: write ; = (c ; 0 ) a n d apply the decoder of E m;1 (w;c) t o ; 0 to produce the respective i n p u t u 0 . Compute (c) using Lemma 4.3 and, nally, l e t u u 0 + d (c)e.
A Appendix
For a vector p = ( p 1 : : : p n ) 2 IR n a n d a n i n teger k, 0 k n, will be denoted by ( 0 1) n . W e also de ne C (n) k = fp 2 0 1] n : kpk = kg where (as before) kpk = P n i=1 p i .
The quantity S k (p) equals Prob f P n i=1 X i = kg, w h e r e X 1 : : : X n are independent Bernoulli random variables taking on f0 1g with Prob fX i = 1 g = p i . In particular, S k (p) 1 for every p 2 0 1] n .
Recalling the de nition of the entropy function in (1), we p r o ve the following result, which is a restatement of Lemma 2.3.
Proposition A.1 Let k and n be i n t e gers, 0 k n. F or every p 2 C (n) The generating polynomial can also be written as
Taking partial derivatives of S(x p) with respect to p i yields
The lemma f o l l o ws by equating the coe cient o f x k in (22) to its counterpart in the left-hand side of (21).
Lemma A. Proof of Proposition A.1. The cases k 2 f 0 n g are trivial since jC (n) 0 j = jC (n) n j = 1 . Therefore, we assume from now o n t h a t 0 < k < n . The set C (n) k is compact so, the mapping p 7 ! S k (p) o ver C (n) k attains a minimum (with value less than 1) at some point q = ( q 1 : : : q n ) 2 C (n) k . Without loss of generality w e can assume that q i 2 (0 1) for i 2 h mi and q i 2 f 0 1g for i 2 h ni n h mi note that m > 0 (or else S k (q) w ould be 1). We denote by q 0 and q 00 the vectors (q 1 : : : q m ) a n d ( q m+1 q m+2 : : : q n ), respectively.
De ne the mapping k : I R n ! IR b y 
We s h o w next that m = n by p r o ving that q n = 2 f0 1g. For a vector p = (p 1 : : : p n ) 2 IR n and integers`and i, 1 < i n, l e t S` i = S` i (p) denote the expression S`(p 2 p 3 : : : p i;1 p i+1 : : : p n ). We de ne S 0 2 = 1 i f n = 2 , a n d l e t S` i = 0 i f > n ;2 o r < 0. Note that S` i does not depend on p 1 
Now, suppose to the contrary that q n = 0 and compute S k;2 n , S k;1 n , a n d S k n for p = q. By (25) and (26) we obtain @S k (p) @p 1 p=q = S k;1 n ; S k n = 0
i.e., S k;1 n = S k n . Also, the partial derivative @ @pn k (p) a t p = q must be nonnegative, or else we could increase q n to some small > 0 (and decrease q 1 by ) to obtain a vector q 2 C (n) k such t h a t S k (q ) < S k (q), thereby c o n tradicting the minimality o f q. Hence, by (23), (27), and (28) we h a ve @ k (p) @p n p=q = @S k (p) @p n p=q = q 1 (S k;2 n ; S k;1 n ) 0 :
So, S k;2 n S k;1 n = S k n 0, or S 2 k;1 n S k;2 n S k n :
On the other hand, observe that S` n = S`; kq 00 k (q 2 q 3 : : : q m ) f o r e v ery integer`. Noting that 0 < kq 0 k = k ; k q 00 k < m and that (q 2 q 3 : : : q m ) 2 (0 1) m;1 , w e can apply Lemma A.3 to the vector (q 2 q 3 : : : q m ) w i t h r = k ; k q 00 k to obtain S 2 k;1 n > S k;2 n S k n 18 thus contradicting (29). Hence, we c a n n o t h a ve q n = 0 . A similar contradiction results if we assume that q n = 1 (in this case, the partial derivative @ @pn k (p) a t p = q must be nonpositive). Thus, we m ust have m = n, and q is therefore a local minimum of p 7 ! k (p). By (25), (26), and (27) it follows that the vector (S k;2 i S k;1 i S k i ) T Let w = ( w 1 : : : w n ) 2 D n m and suppose that w 1 m w 2 (in fact, there are always i `2 h ni such t h a t w i m w` w e assume here that i = 1 a n d = 2). We will use the notation w h2i for the vector (w) h2i = ( w 1 w 2 ). Also, the rows of an n m array ; will be denoted by ;] 1 : : : ;] n . Let (y 1 y 2 ) be a pair in R m (w h2i r ) and consider the set U m (w y 1 y 2 ) = f; 2 U m (w) : ( ;] 1 ;] 2 ) = ( y 1 y 2 )g : The set of all arrays ; 2 U m (w) w i t h k ;] 1 ; ;] 2 k = 2 r + w 2 ; w 1 is invariant under a xed permutation on the columns of its elements. Therefore, the size of U m (w y 1 y 2 ) depends on r, but not on the particular choice of (y 1 y 2 ) 2 R m (w h2i r ). We denote that size by V m (w r ) and prove the following result. 
