Abstract. We prove that the exit times of diffusion processes from a bounded open set Ω almost surely belong to the Besov space B α p,q (Ω) provided that pα < 1 and 1 ≤ q < ∞.
Introduction and statement of results.
Recently, many authors devoted their efforts to the study of stopping times. In [1] , Airault, Malliavin and Ren studied the smoothness of stopping times of diffusion processes in Wiener space. In [8] , Pedersen and Peskir computed the expectation of the Azéma-Yor stopping times. In [4] , Knight and Maisonneuve gave two characterizations of stopping times via martingales and Markov processes. On the other hand, in [2] , [3] , Boufoussi and Roynette studied the regularity of Brownian local time L x t as a function of x ∈ R, and they proved that it is almost everywhere in Besov-Orlicz spaces on R. Motivated by their work, we study the smoothness of stopping times regarded as a function of starting points in Besov spaces. We emphasize that in [1] the authors proved that for an elliptic diffusion process, the exit time from an open set is in the fractional Sobolev spaces D p α provided that pα < 1. In the case of Brownian motion, they also showed that the result is almost optimal. Here we borrow some methods from [1] 
where 
, µ is the Wiener measure.
In this context, we consider the following diffusion process: 
: (x) = 0}, where ∇ stands for gradient.
is called a defining function for Ω. From the definition of , it is not hard to find that there exist two strictly positive constants C 1 and ε such that
where Ω ε := {x : −ε < (x) < ε} is a bounded set and Ω ε is the closure of Ω ε .
For x ∈ Ω, we define the exit time as follows: 
. Then for any p ≥ 1 and 0 < α < 1, there exists a constant
From this theorem we easily deduce the following results: 
Proof of Theorem 1.
Henceforth, we make a convention: C denotes a positive constant whose value may change in different occurrences.
First of all, from equation (3), we observe that for m > 1,
By the Kolmogorov criterion (cf. [9] ), if we take
where E|B(w)| m < ∞. By condition (i), we know that
Thus by the mean value theorem and (9), (10), we have
Now we estimate the µ{|τ
On the other hand, setting u(
Consequently, we have 
