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Introduction

21
Activity dependent synaptic plasticity is essential for learning. Especially, spike time difference between presynaptic and postsynaptic neurons is a crucial factor for synaptic learning (Bi and Poo, (Oh et al., 2015) (Bazelot et al., 2015) . Especially, the timing of GABAergic input exerts a great 27 impact on synaptic plasticity at nearby glutamatergic synapses. Similar phenomenon were also 28 observed in biophysical simulations (Cutsuridis, 2011) (Bar-Ilan et al., 2013) . This heterosynaptic 29 form of spike-timing-dependent plasticity (h-STDP) is potentially important for synaptic organization 30 on dendritic tree, and resultant dendritic computation (Mel and Schiller, 2004) (Branco et al., 2010) .
calcium-based synaptic plasticity models (Shouval et al., 2002) (Graupner and Brunel, 2012) , and then considered potential functional merits of the plasticity. The model reproduces the several effects of hSTDP observed in the hippocampal CA1 area and the striatum of rodents (Hayama et al., 38 2013) (Paille et al., 2013) , and provides analytical insights for the underlying mechanism. The model 39 further indicates that hSTDP causes the detailed balance between excitatory and inhibitory inputs 40 on a dendritic branch owing to the correlated inhibitory inputs that shunt long-term depression (LTD) 41 at neighboring excitatory synapses. This result suggests that not only the number and the total 42 current of excitatory/inhibitory synapses are balanced at a branch (Liu, 2004) (Wilson et al., 2007) , 43 but temporal input structure is also balanced as observed in the soma (Dorrn et al., 2010) (Froemke, 44 2015) . Moreover, by considering detailed single neuron models, we show that such detailed balance 45 is beneficial for detecting changes in input activity. The model also reconciles with critical period 46 plasticity of binocular matching observed in V1 of mice (Wang et al., 2010) (Wang et al., 2013) , and provides a candidate explanation on how GABA-maturation modulates the selectivity of excitatory (Graupner and Brunel, 2012) . We introduced an intermediate variable y(t) to capture To this end, we simplify the model to the one in which calcium level at a spine is directly 116 modulated by pre-, post-, and heterosynaptic activities as given below,
118
Here, C i (t) represents Ca 2+ concentration at spine i, X i and X post represent presynaptic and 
125
Let us first consider how the inhibitory effect parameter C I controls I-to-E heterosynaptic 126 effect observed in the CA1 experiment. If we characterize the shape of STDP time windows by the 127 total number of its local minimum/maximum, the parameter space can be divided into several 
143
because the heterosynaptic effect on Ca 2+ dynamics in the spine is expected to be smaller than the 144 homosynaptic effect (i.e. C I < C pre ).
145
The model also provides an analytical insight to E-to-E interaction. In E-to-E interaction,
146
neighboring synapses receive small heterosynaptic calcium transient C E instead of presynaptic input
147
C pre . Thus, we can characterize the shapes of STDP time windows by the heterosynaptic excitatory 148 effect parameter C E , and postsynaptic effect parameters C post (Fig. 3D ). When the postsynaptic effect green-colored region in Fig. 3D ). Excitatory heterosynaptic effect C E is expectedly smaller than the 154 inhibitory effect C I , because the inhibitory potential is typically more localized (Gidon and Segev, 155 2012). Thus, C E < C I e −δ I τ C is likely the case, suggesting robust heterosynaptic LTD at neighboring 156 synapses as observed in experiments (Hayama et al., 2013 )(Oh et al., 2015 . These analytical Model A 2 in Methods for details). In addition, the inhibitory input is correlated with one excitatory pair (in Fig. 4A , blue ones). Here, we assumed that postsynaptic activity follows a Poisson process, the effect of morphology and hypothesized that heterosynaptic interaction occurs instantaneously potentiation is only observable when inhibitory activity is tightly correlated with excitatory activities,
174
and becomes larger when inhibitory spike precedes excitatory spikes compared to the opposite case 175 (Fig. 4D ). In addition, heterosynaptic inhibitory effect γ I needs to be relatively small in order to have 176 correlated potentiation (red area in Fig. 4E ). Otherwise, inhibitory input causes strong 177 hyperpolarization at nearby synapses, resulting in depression at correlated excitatory synapses 178 rather than potentiation (blue area in Fig. 4E ). These results indicate that h-STDP induces 179 dendrite-specific detailed E/I balance by potentiating excitatory synapses correlated with inhibitory 180 synapses.
181
To reveal the underlying mechanism of this E/I balance generation, from the simulation 182 data, we calculated the probability of calcium level being above the LTD/LTP thresholds after a 183 presynaptic spike. The probability of LTD occurrence shows similar trajectories after a presynaptic 184 spike, regardless of whether presynaptic activity is correlated with inhibitory input or not (dotted lines
185
in Fig. 4F ). On the other hand, the maximum probability of LTD occurrence is significantly lower for 186 spines correlated with inhibitory inputs (solid lines in Fig. 4F ), although the probability goes up after 187 the presynaptic spike in both cases. This asymmetry between LTP and LTD can be understood in the 188 following way; LTD is mainly caused when the presynaptic neuron fires and the postsynaptic neuron 189 remains silent both in the experiment (Malenka and Bear, 2004) and in the model (gray line in Fig. 
190
4G). However, if inhibitory input arrives at a nearby dendrite in coincidence, calcium boost caused by 191 excitatory presynaptic input is attenuated by heterosynaptic inhibitory effect (black line in Fig. 4G ). As 192 a result, LTD is shunted by correlated inhibitory inputs. On the other hand, LTP is mainly caused by 193 coincidence between pre and postsynaptic spikes, which induces a large increase in calcium level 194 that overwhelms the attenuation by the heterosynaptic inhibitory effect. Thus, inhibitory activity at a 195 nearby site does not prevent LTP at correlated excitatory synapses (Fig. 4H) . Therefore, correlated 196 spines experiences less depression, hence tend to be potentiated as a net sum.
197
To check the generality of the observed dendritic E/I balance, we extended the model to a 198 two-layered single cell (Poirazi et al., 2003) by modeling each branch with one dendritic hotspot ( 
219
this synaptic distribution is expected to be self-organized through h-STDP (Fig. 4,5) , although here 220 we manually set the input distribution. We additionally constructed a model with random synaptic 221 distribution ( Fig. 6A middle-right) , and a model with excitatory clustering without the dendritic E/I 222 balance (Fig. 6A right) , for comparing response properties with the dendritic E/I balance model.
223
When five stimuli are presented in a random sequential order, the neuron with the dendritic 224 E/I balance tends to show bursting activity immediately after a stimulus is changed to the next, and 225 stays almost silent during the rest of time (Fig 6B top) . By contrast, the other two models show rather 226 persistent spiking activity for the same input activity (Fig. 6B middle and bottom) . If we compare the 227 ratio of spikes that detect the changes (i.e. the ratio of output spike count in the gray areas of Fig. 6B 228 to the number of total spikes), the dendritic E/I balance model robustly outperforms the other two (Fig. 
229
6C). Moreover, the advantage remains significant even if the performance is compared at a fixed 230 output-firing rate (Fig. 6D) , suggesting that change detection is not a mere result of sparse 231 postsynaptic activity, but a result of the dendritic E/I balance. Indeed, in the model, the membrane 232 potential at a distal dendritic branch, which is indicated by arrows in Figure 6A , stays hyperpolarized 233 except for the changing points (cyan line in Fig.6E top) . On the contrary, in the other two models,
234
both values show large changes depending on stimulus type, due to lack of the detailed E/I balance In previous models on the somatic E/I balance, for sparse information processing, it was crucial that excitatory inputs arrives the neuron in the absence of strong inhibitory inputs (Kremkow during stimulation, yet change detection is still achievable. This is because, in our model, each 242 dendritic component is often specialized for detecting the onset of one or two input sources. For 243 instance, in the dendritic component depicted in Figure 6E, 
258
We modeled this process with a two-layered single cell model introduced in Fig 
271
In the simulation, we first run the process without inhibition then introduced GABAergic
272
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295
In this study, we first showed that a calcium-based plasticity model robustly captures several 296 characteristics of plasticity-related interaction between neighboring synapses in millisecond 297 timescale, by introducing heterosynaptic interaction terms (Fig. 2,3 ). Based on this proposed model,
298
we next investigated the possible functions of h-STDP. Our study revealed that correlated E/I 299 synaptic inputs on the same hotspot causes the detailed dendritic E/I balance (Fig. 4 ,5), which is 300 beneficial for change detection (Fig. 6 ). Furthermore, we found that h-STDP can induce binocular 301 matching upon GABA maturation, and support an accurate input estimation (Fig. 7) .
303
Experimental predictions
304
Our study provides three experimental testable predictions: First, the results in Figure 4 
305
indicate that LTD at an excitatory synapse is cancelled out by coincident inhibitory inputs to the 306 nearby dendrite. Thus, LTD by low frequency stimuli (Malenka and Bear, 2004) can be attenuated by
307
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318
Moreover, the model explains why feature selectivity of these spines only shows a weak similarity 
326
The third implication of the model is about binocular matching. Our model indicates that
327
GABA-maturation plays a critical role in binocular matching, and proposes a candidate mechanism 328 for disruption of binocular matching by precocious GABA maturation (Wang et al., 2013) (Fig. 7) .
329
However, the phenomenon can also be explained by Hebbian plasticity plus some kind of 330 meta-plasticity. If binocular matching is purely induced by Hebbian plasticity not through 331 heterosynaptic mechanism, selective orientation after the matching should depend solely on the 332 initial selectivity for monocular inputs, assuming that selectivity of presynaptic neurons remains the 333 same. Especially when the contralateral input is larger than the ipsilateral input, the resultant 334 selectivity should approximately coincide with the original contralateral selectivity. On the other hand,
335
if the proposed mechanism takes part in the development, the consequent selectivity should also be 336 influenced by the mean selectivity of inhibitory input neurons. Thus, long-term imaging of monocular Heterosynaptic plasticity has been observed in various spatial and temporal scales, and arguably underlying molecular mechanisms are different for different spatiotemporal scales (Nishiyama and Yasuda, 2015) . In the case of milliseconds-order interaction, single-atomic ions are strong (Santamaria et al., 2006) 
where u i is the membrane potential of the spine, and τ m is the membrane time constant. Here, conductance changes were approximated by current changes (see Table 1 30, 2016; convoluted spikes:
where s k represents the spike timing of the k-th spike. In the simulation, although convolution is 414 calculated at the heterosynaptic synapse, this does not influence results because exponential decay 415 is linear.
416
We next consider calcium influx to a spine through NMDA receptors and VDCC. For a
417
given membrane potential u i , calcium concentration at spine i can be written as 
431
432
[X] + is a sign function which returns 1 if X ≥ 0, returns 0 otherwise. Note that, in this model setting, as 
435
In the simulation, we set common parameters as τ C =18.0ms, τ M =3.0ms, τ N =15.0ms, The copyright holder for this preprint (which was . http://dx.doi.org/10.1101/056093 doi: bioRxiv preprint first posted online May. 30, 2016;  values, and other parameters were manually tuned. Synaptic weight variables {w} were bounded to 0 pre-post (post-pre) stimulation protocols. In calculation of intermediate variable y(t) in Fig. 2B,D 
453
Dendritic hotspot model was constructed based on the Schaffer collateral synapse model described 454 above. For simplicity, we hypothesized that heterosynaptic effect by inhibitory spike arrives at 455 excitatory spines at the same time, and also disregarded E-to-E interaction by setting γ E =0.0.
456
Correlated spikes were generated using hidden variables as in previous studies (Vogels et al., 
505
To evaluate the development of binocular matching, we introduced three order parameters.
506
First, the difference between mean excitatory direction selectivity and inhibitory selectivity at a
Similarly, the global direction selectivity 508 difference between inputs from the ipsi-and contralateral eyes were defined by
where the function d [θ 1 ,θ 2 ] calculates the phase difference between two angles. Finally, direction 511 selectivity index DSI for binocular input was calculated by
513
For the calculation of the monocular direction selectivity index, at each branch k, we took sum over
514
N b E /2 excitatory inputs corresponding to the each eye instead of all N b E inputs.
515
In the simulation, we set γ I =2.5, C p =1.85, y th =750.0, and the rest of parameters were kept 
520
If we shrink equations for membrane potential and calcium concentration into one, the 521 reduced equation would be written as, 
where,
538
Similarly, in case of the striatum experiment, by setting η=0, the change in the intermediate variable
542
is given as
In Fig. 3C and D, we used the parameter set for the model of Schaffer collateral synapse.
To see whether the dendritic E/I balance indeed benefits single neuron computation, we distributed synaptic inputs in three different ways, and studied their response for stochastic stimuli 557 from five independent sources.
558
First, in all three models, we uniformly distributed 200 inhibitory inputs on every 28 μm of 559 the dendritic tree (Fig. 6A left) . The inputs are selective for one of five stimuli, as indicated by colors 560 in Figure 6A -left, and none of inhibitory inputs are spatially clustered. Synaptic inputs were 561 approximated with double exponential conductance change, where rise and decay time constants 562 were 0.1ms and 10ms respectively, and the reversal potential was set at -70mV. For the activity, we 563 assumed that each presynaptic inhibitory neuron responds to its selective stimuli with a 564 homogeneous Poisson firing, and stays silent otherwise. Here, we assumed 5 milliseconds delay 565 between excitatory and inhibitory inputs.
566
Based on the given distribution of inhibitory inputs, in the dendritic E/I balance model, we 567 distributed excitatory inputs in a way that selectivity of excitatory and inhibitory inputs matches locally.
568
To this end, of 1000 excitatory inputs placed at every 5.5μm, we assumed that five neighboring 569 inputs show the same selectivity, so that the selectivity of each excitatory input roughly matches the 570 selectivity of the nearest inhibitory input (Fig. 6A middle-left) . As we have shown in Figure 4 and 5, 571 this input distribution can be achieved through heterosynaptic plasticity, even if initially excitatory 572 selectivity is random distributed. As for synaptic inputs, we modeled both AMPA and NMDA channels 573 by considering two synapse models with different timescales. For AMPA inputs, rise and decay time 574 constants were set at 0.1ms and 5.0ms, whereas in NMDA inputs rise and decay time constants 575 were 1.0ms and 50ms. In both channels, the reversal potential was set at 0mV. The activity was 576 modeled as a homogeneous Poisson spiking during the selective stimuli, and total silence otherwise.
577
To perform comparison, we considered two additional excitatory inputs distributions. One
In the simulations, duration of each stimulus was uniformly sampled from 300-700ms. The ratio of change detecting spikes was calculated by
where {s k } are timings of output spikes, t μ s and t μ f are the starting point and the end point of the μ-th 588 stimulus. We excluded the first stimulus (μ=1) from the evaluation, because the model often 589 exhibited bursty activity regardless of synaptic configuration. The data points in Fig. 6C 
Membrane potential at the soma
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