Abstract. To find bounded magnitudes is essential in dynamical systems when they evolve over time. Particularly, the problem of bounded kinetic energy for velocity fields has received increasing attention on this type of systems. Here it is reasoned how to tie down a positive function surface integral, dragged by velocity fields, when certain conditions are applied to the dynamical equation of that surface. This is possible thanks to an inequality equation that arises when transport theorem is applied to a closed one surface, which is the boundary of certain volume. When the positive function that holds the inequality equation is found, the velocity field and it derivatives became bounded by constant magnitudes. As a consequence of this, the surface integral of the positive function is also bounded. The mean value theorem applied over this restrictions allows to bound both, the surface integral and the volume integral of the velocity field.
Introduction
The evolution of a system is represented by means of magnitudes that change over time. Typically, the dynamical system is defined by differential equations of time functions. However, this definition leaks when time integration of those equations does not guarantee that those functions be finite all the time. Then, it is imperative to find additional restrictions (or equations) on that system to avoid that situation in which the functions become infinite at finite time. Moreover, in systems such as advective velocity fields, it is necessary to assure that the kinetic energy remains bounded, at least in proximate future [1] - [2] . Here it is exposed a method to find a relation that, when it holds, guarantees that surface integral of a positive function is finite at every time lapse. Thus, if this restriction were maintained by a positive function, the kinetic energy of the velocity field would also be bounded by a constant magnitude. Then, the first issue in this paper is to show a transport theorem for a closed surface that is the boundary of a volume. This is similar to Reynolds transport theorem but for a closed surface instead of a volume. Although this theorem is not new, it is useful for introduce the notation. Next, the use of Holder's inequality and Cauchy-Schwarz inequality in one of the terms of this theorem equation, permits to obtain a differential relation similar to Grönwall's inequality. When integrated, this inequality allows to obtain a condition which implies that the positive function surface integral is bounded. Then, this surface result, along with assumptions on the volume and gradient theorem, gives an upper bound to the surface integral of velocity field modulus. Finally, a prescription for volume integral of velocity field energy is also shown.
Transport theorem for surfaces
Reynold's transport theorem [3] - [7] is a very useful tool since it allows introduce the time derivative of a dynamic volume integral inside the integrand of a static integral. The same can be done with surface integrals. The integrating surface is moving and changing its shape over time. Then, the transformation from time derivative of a surface integral to a surface integral is not immediate task. To pass the time derivative inside the integrand of the moving surface require some effort. For this purpose, the velocity field considered here is defined as the vector-valued function u : R 3 × [t 0 , ∞) −→ R 3 with components u i , i = 1, 2, 3; and t 0 is the initial time. Moreover, Ω ⊂ R 3 is a volume dragged by the velocity field. Its boundary is the closed surface Σ ≡ ∂Ω. Formally, let x ∈ Ω ∪ Σ and let φ t denote the invertible mapping x −→ φ(x, t) ∈ R 3 which can be viewed as the flow with properties φ(φ (x, s) , t) = φ (x, s + t) and φ(x, t 0 ) = x. So, φ t is the mapping that takes the volume Ω at time t 0 to the volume Ω t at time t, and hence, it also takes the surface Σ at time t 0 to the surface Σ t at time t. Thus, the velocity is given by u (φ (x, t) , t) ≡ ∂φ(x,t) ∂t . Moreover, x can be considered as the parametrization of the surface Σ that takes (α, β)
This permits define the unit normal vectorn to the surface Σ t , with components n i , aŝ
where
and · is the Euclidean norm. Moreover, the material derivative of f (x, t) ∈ R is defined as Df Dt ≡ ∂f ∂t + u · ∇f . With these definitions, the theorem can be stated as follows. Theorem 2.1. Let u be a differentiable velocity field as defined above, f (x, t) ∈ R be a smooth function and Ω t be a Lebesgue measurable domain with smooth boundary. Then, the time derivative of the surface integral over Σ t of the function transported by the field is 
Now, the integration limits do not depend on time and the time derivative passes into the integrand. Then,
The chain rule can be applied in both time derivatives of right hand side of (2.4). The fist one is
where ∇ φ is the gradient built from partial derivatives with respect of φ components. The second time derivative of right hand side of (2.4) is
where the functions arguments are omitted for clarity. A little more algebra transforms this relation into
Plugging these results in (2.4), and taking into account the definition of the normal vector to the surface (2.1) and that u (φ (x, t) t) =
∂φ(x,t) ∂t
, it is found that
Finally, undoing the surface parametrization, this last relation gives the theorem result
2) is similar to the transport theorem for moving surfaces [8] - [9] , which is usually written in terms of both, normal velocity and curvature of the surface. However, in this case, the term corresponding to the boundary of the surface is missing since it is a closed surface and, hence, it has not boundary.
3. Condition to bound the surface integral of positive functions.
Knowing the rate of change of the surface integral of a function with time is valuable to predict its evolution. In particular, it is interesting to predict whether the surface integral of a positive function will became infinity in finite time interval or not. This could be viable if there were possible to integrate the equation (2.2) with respect of time. A method to carry out this is to separate Σt f (x, t) d 2 x from the right hand side, although this is not easy for any function f . However, when f ≥ 0 there is hope to find, as least, Σt f (x, t) d 2 x bounded. This could be possible taking into account several inequalities. The next theorem proposes an inequality to avoid that the magnitude grows to infinity. Define ∇u = 3 i=1 ∇u i 2 and ess sup x∈D {g (x)} denotes the essential supremum of a function g (x) in a domain D.
Theorem 3.1. Let u be a differentiable velocity field as defined above. If there exists a smooth positive function f (x, t) ∈ [0, ∞), on domain Ω t with smooth boundary Σ t , such as 
where m 1 and M 1 are constants.
Proof. To prove this theorem it is necessary to take into consideration several inequalities which, combined properly, give interesting results. The fist one to consider is the Cauchy-Schwarz inequality applied to the second and third terms inside the integral of the right hand side of (2.2). This gives the result
The second inequality to take in to account is the Hölder's one. There was supposed in the above theorem that the surface Σ t is a Lebesgue mensurable subset of R 2 and that f ≥ 0. Then, Hölder's inequality can be used to obtain that
These two inequalities can be plugged in (2.2) to obtain the relation
Notice that this is a time differential inequation of type
It is easy to verify that (3.7) implies
multiplying it by e − t t 0 H(η)dη , passing the resulting second term in the right hand side to the left, integrating this in time and multiplying the resulting equation by e t t 0 H(η)dη . Remarkably, Grönwall's inequality is the particular case of (3.8) when G(t) = 0. So, this last inequality can be used for the case in consideration to give
The left hand side of equation (3.9) is a positive magnitude, then, to avoid contradictions, it is necessary that
Until now, the knowledge of f is that it is a positive smooth function of space and time in R 3 × [t 0 , ∞). Moreover, other assumption can also be stated. It is to take the ansatz
where C 1 > 0, a > 1. After substituting this in (3.10) and time integrating the resulting relation, this becomes ess sup
. Finally, time integration of (3.12) again, it results t t0 ess sup
In this proof, the equation (3.9) means that if there exists such a function f (x, t) ≥ 0, which holds (3.1), then it also holds that
and hence
meaning that the surface area never blow up at finite time. At this point, one can wonder whether it is possible to find such function f for any surface Σ t or not. The next theorem could shed some light on this question. Proof. By one side, let the flow given by
where C 2 is a positive constant and ψ (t) is a positive convex function that grows up very fast, even it can blow up at finite time T . Some manipulations on this inequality, including once and twice time integrations, gives
By other side, define the implicit surface Σ t ≡ x ∈ R 3 : g (x) = 0 such as the unitary normal vector to each point of the surface isn = ∇g ∇g , and also define the function
where g :
Comparison of (3.22) and (3.18) leads to the relation of theorem (3.1) for suitable choice of k. When Σt u · ∇gd 2 x is non negative (non positive) k should be even (pair) and enough higher. Each case gives a function f for Σ t that holds the relation of theorem, and ess sup x∈Σt {2 ∇u (x, t) } < ∞. Now that it is known what condition has to hold the function f to have its surface integral bounded in time evolution, it would be hoped that result (3.2) will be useful to find also the surface integral velocity field magnitude be bounded all the time. This can be worked out through mean value theorem. For vectors x, y in a domain D t ⊃ Ω t , the mean value theorem states that
for some c ∈ (0, 1). And, hence
This last equation, when integrated over surface Σ t and applied twice Holders inequality over it, results
for all y ∈ D t . Moreover, given that there exists a positive f and a surface Σ t that satisfies (3.1), and that the volume Ω t is a Lipschitz domain, the area Σt d 2 x and the distance x − y are finite for any x ∈ Σ t , y ∈ D t . Then
where R ≥ ess sup x∈Σt { y − x }. Moreover,
This magnitude is bounded if there exists a y ∈ D t such as u (y) < ∞
Conditions to bound the volume integral of velocity field norm.
A extrapolation of the result found in the precedent section from surfaces to volumes can be carried out thanks to a property of Lebesgue measurable sets. It says that if A is a subset of B then the Lebesgue's measure of B is higher or equal than the Lebesgue's measure of A. First of all, suppose that Ω t is a Lipschitz domain. A bigger volume that contains Ω t may be the one constructed by taking the scalar product of its surface Σ t and a trajectory Γ t in such a way that Σ t × Γ = {x : x = s + c, s ∈ Σ t , c ∈ Γ} and Ω t ⊂ Σ t × Γ. The volume Σ t × Γ can be parametrised by x(α, β, γ) = s(α, β) + c(γ) where s(α, β) parametrises Σ t and, similarly, c(γ) parametrises Γ. The property of Ω t as a Lipschitz domain guaranties the existence of Γ. It could be defined as
the line that connects two points belonging to Σ t such as the distance between them is maximal. So applying (3.1) to each surface Σ t × {c(γ)} for every This magnitude is bounded if there exists a y ∈ D t such as u (y) < ∞.
Conclusion
This paper has shown the usefulness of considering the surface movement of a volume dragged by a velocity field. It allows the chance to find a function to bound the spatial derivative of the velocity field. Moreover, the application of this result to a family of surfaces with its respective functions, give rise to bounded magnitudes essentials in dynamical systems such as the kinetic energy of the volume for the velocity field. To obtain this result, the constraint that is imposed to the volume in consideration is that it have to be a Lipschitz domain. Moreover, at least one of the points of this region has to have finite velocity field.
