This paper presents an approach to represent equipment degradation and various maintenance decision processes based on Markov processes. Non-exponential holding time distributions are approximated by inserting multiple intermediate states between the two different degradation states based on a phase-type distribution. Overall system availability then is numerically calculated by recursively solving the balance equations of the Markov process. Preliminary simulation results show that the optimal preventive maintenance intervals for two repairable components system can be achieved by means of the proposed method. By having an adequate model representing both deterioration and maintenance processes, it is also possible to obtain different optimal maintenance policies to maximize the availability or productivity for different configurations of components.
INTRODUCTION
Since modern manufacturing systems have become highly automated and mechanized, the impact of unplanned downtime caused by system failures are worse than ever. Unplanned downtime of equipment might not only reduce line productivity but also affect the quality control of the products. Another consequence of system failures is the escalation of maintenance expenses due to unpredictable maintenance. Therefore, identifying a cost effective maintenance program is becoming one of the key objectives in the production line [1] [2] [3] [4] . It has been recognized that maintenance is not an isolated technical discipline but an integral part of the competitive plant operations [5] . To examine the trade-offs between maintenance and operation costs, a mathematical model should be developed to estimate an appropriate maintenance policy and relevant system performance measurements.
A set of Markov processes has been used to mimic the effect of non-exponential holding time distributions that are often needed in the maintenance policy. Even though semiMarkov processes have been employed to model multi-state deteriorating systems by allowing the holding time distributions to be non-exponential, it is well-known that the mathematical formulations of semi-Markov models [6, 7] are so complicated that they are not analytically tractable. Non-exponential holding time distributions can be approximated by inserting multiple intermediate states between the two degradation states [8] [9] [10] [11] .
In general, the system consists of more than a single unit. If all units in the system are stochastically independent of one another, a maintenance policy for the single unit model [12, 13] may be applied to the multi-unit maintenance problems. On the other hand, if any units in the system are stochastically dependent on each other, then an optimal decision on maintenance of one unit is not necessarily the optimum for the entire system [14] . A decision must be made to improve the whole system rather than any single subsystem. Therefore, we must also investigate optimal maintenance policies for a multiunit system, which may or may not depend on each other.
Although the complexity of a multi-unit system poses challenges in finding the optimal maintenance policies, this may introduce an opportunity for a group replacement of several components provided that a joint replacement cost is less than that of the separate replacements of the components [15] .
For a system consisting of only two identical components which are subject to exponential failure, Berg [16, 17] proposed a preventive replacement policy for a system. The problem was formulated as a semi-Markov process and proved that the control limits exist.
In the case of the maintenance policy, however, nonnegligible repair times still need to be taken into account to make this policy more realistic. Therefore, we present a more realistic Markov model and its optimal preventive maintenance policy with two independent components. 
NOMENCLATURE

MODELING OF MAINTENANCE POLICIES FOR A SINGLE MACHINE
A system that has one unit is the starting point in analyzing the simple degradation process because of its simplicity. We will then broaden our scope to the multiple unit system. The Markov process with three discrete states is used to model the degradation process under the following assumptions: 1) A system will degrade gradually so that there are only sequential transitions between the initial and final states. 2) Only three states (S 1 : fully operational S 2 : degraded but still operational and S 3 : failed) will be used to represent the degradation process. However, the number of states can be easily changed, depending on degree of specificity.
3) The failure rates (  and   are constant between states.
FIGURE 1: A THREE STATE SYSTEM AND ITS TRANSITION RATE MATRIX
A degraded system will eventually fail, requiring repair or replacement. In general, maintenance actions cannot be modeled by a simple exponential transition in the Markov process. For example, a fixed time repair or periodic inspection/repair does not follow the exponential distribution. The constant time repair assumption may be useful when only the Mean Time to Repair (MTTR) information is provided from a component or if the cause of component failure is well known so that repairing time can be assumed to be almost constant. PM is performed for T 1 after T time units of continuous operation. If the system fails before T time units have elapsed, we perform RM for a required time T 2 from the time of failure. Then, PM is rescheduled. For this model, it is assumed that the system is as good as new after any type of maintenance is conducted. However, in general, the same methodology can be extended to any type of maintenance actions such as the perfect, minimal, and imperfect maintenance. This PM policy is illustrated in Figure 2 .
FIGURE 2 : ILLUSTRATION OF PM POLICY
The system and PM have been assumed:
1) The unit is repairable and the failure is self-announcing 2) The unit will be as good as new after repair. (i.e., perfect maintenance) 3) The unit will be inspected after T time units of operation. 4) PM is performed for the constant time T 1, and RM is conducted for the constant time T 2 .
Thus, the Markov process for the above PM policy can be modeled as illustrated in Figure 3 . The states here are representing:
FIGURE 3 : MARKOV PROCESS FOR THE ABOVEMENTIONED PM POLICY
The concept of a phase-type distribution [8] [9] [10] [11] is used to approximate a constant time delay in maintenance. It is also known that the Erlang process minimizes the variance among any phase type distributions [11] . This approximation of the constant time delay in Markov process enables one to incorporate various maintenance activities into the equipment deterioration. The Markov process is created by jointly staking up the Erlang processes on top of the degradation model in Figure 1 . The simulation result of a sample path is illustrated in Figure 4 . PM is performed after the first inspection because the machine is in a degraded condition. RM is then conducted immediately after machine failure. 
FIGURE 4 : SAMPLE PATH FOR PM POLICY
One advantage of using Markov process is that one is able to calculate any probabilities of interest in a closed form [18] . Therefore, we can examine how the optimal maintenance policy can be handled with the Markov process. The performance of system will depend on the value of inspection interval T given other system parameters such as  1 ,  2 , T 1 , and T 2 . In other words, the controllable variable T can change the system performance. Let us assume that the performance criterion of interest is the availability of the system A(t), defined as the probability that the system functions at time t. Steady-state system availability is then equal to   Then, the optimal PM inspection interval T which maximizes the steady-state availability of a given system will satisfy the following equation:
The equation (1) is derived by solving the balance equations of the Markov process (see Appendices).
MODELING OF MAINTENANCE FOR A TWO UNIT SYSTEM
Without maintenance, the Markov process of the degradation process for two identical unit systems can be modeled as shown in Figure 5 with the following assumptions and states. However, the Markov model of a two-unit system will be much more complex if we take maintenance policy into account.
FIGURE 5 : MARKOV MODEL FOR A TWO UNIT SYSTEM WITHOUT MAINTENANCE
It is assumed that the time spent on maintenance depends on the machines' condition at the moment of inspection. For instance, the time T 1 is required to repair if one of units is degraded. On the other hand, it will take the time 2T 1 if both are degraded. Since two different configurations (parallel and serial) are possible with two components as shown in Figure 6 , both configurations are examined. 
Parallel Configuration
This parallel system in Figure 6a can run a production line unless both of units fail. Therefore, RM will be performed only when both of components are down (S 33 ) as shown in Figure 5 . The units will be inspected after T time units of operation and group repair of two units will then performed. The corresponding Markov model of Figure 8 is illustrated in Figure   7 . 
Serial Configuration
For the serial connected system, RM will be conducted whenever one of the components is down (S 31 , S 32 , S 13 , S 23 , and S33) as shown in Figure 5 because failure of one component will stop the entire production line. The corresponding Markov model of PM policy in Figure 9 is illustrated in Figure 10 . 
Optimal PM Intervals
Maximizing the availability of the system can also be the objective of finding the optimal PM inspection interval in twounit system. The availabilities of the system are given by the following equations:
Serial:
Instead of finding a closed expression for steady-state probabilities ijk P and ij P , a numerical method can be used to solve linear equations. By maximizing ( ) A  with respect to T, the optimal time interval between consecutive PMs is determined. Let r be the ratio 2 1 T T . Figure 11 shows the effect of r on the availability and corresponding optimal intervals for PM. For example, the optimal value of interval is 1903 time units for r = 10. The availability declines only slowly as T exceeds its optimal value; the decrease is much faster if T is less than its optimal value. If the duration for RM is not penalized enough (i.e., 1 r  ), the optimal value for interval between consecutive PMs will go to infinity. In other words, for this case, running up to failure is the best policy.
In the parallel case, maximization of productivity, N(t) rather than the availability of the system is of interest because the system is twice as productive when both components are functional. The productivity of the system can be calculated by the equation (4). Figure 12 suggests that the optimal interval values for PM are strongly dependent on r. For r = 10, the optimal interval between consecutive PMs is 1642 time units, which is less than the 1903 time units that corresponds to the case of maximizing availability. In other words, maintenance will be conducted more frequently. This suggests that we want to keep both of the units in either good state or degraded state in order to achieve maximum productivity.
CONCLUSIONS
We have presented a method of obtaining an optimal PM policy in a single unit system as well as a two unit system. The difference from the previous works lies on the fact that we consider non-negligible repair time and fixed time periodic inspections for PM in a transient manner. A constant time repair model will be useful if a mean time to repair information is available or time for repair is almost constant. This is realized via the limit of the Erlang process. With a more realistic maintenance policy, we have demonstrated the optimal interval for PM in terms of availability of the system. However, many assumptions are made thus modifications on assumptions are still desired. First of all, it will be more reasonable if the repair time is a random variable with a certain distribution rather than a fixed value. Secondly, there may be multiple maintenance tasks even within a single component system. Even though the proposed Markov process can take the transient behavior of the system into account, we have only used the steady state characteristics to find an optimal maintenance policy. Therefore, transient characteristics should also be added in the maintenance optimization process. The required number of states needed to indicate multiple degraded systems increases so rapidly that there is a computational limit. Having more than two units in a system might be difficult to solve analytically as the complexity of the proposed method grows exponentially according to the number of components.
APPENDIX
The steady-state system balance equations are: 
