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Abstract
Short-range repulsion within inter-molecular force fields is conventionally described by ei-
ther Lennard-Jones (A/r12) or Born-Mayer (Aexp(−Br)) forms. Despite their widespread use,
these simple functional forms are often unable to describe the interaction energy accurately
over a broad range of inter-molecular distances, thus creating challenges in the development of
ab initio force fields and potentially leading to decreased accuracy and transferability. Herein,
we derive a novel short-range functional form based on a simple Slater-like model of over-
lapping atomic densities and an iterated stockholder atom (ISA) partitioning of the molecular
electron density. We demonstrate that this Slater-ISA methodology yields a more accurate,
transferable, and robust description of the short-range interactions at minimal additional com-
putational cost compared to standard Lennard-Jones or Born-Mayer approaches. Finally, we
show how this methodology can be adapted to yield the standard Born-Mayer functional form
while still retaining many of the advantages of the Slater-ISA approach.
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1 Introduction
Molecular simulation is an essential tool for interpreting and predicting the structure, thermody-
namics, and dynamics of chemical and biochemical systems. The fundamental inputs into these
simulations are the intra- and intermolecular force fields, which provide simple and computation-
ally efficient descriptions of molecular interactions. Consequently, the predictive and explanatory
power of molecular simulations depends on the fidelity of the force field to the underlying (exact)
potential energy surface.
In the case of intermolecular interactions, the dominant contributions for non-reactive sys-
tems can be decomposed into the following physically-meaningful energy components: electro-
static, exchange-repulsion, induction and dispersion.1–5 At large intermolecular distances, where
monomer electron overlap can be neglected, the physics of intermolecular interactions can be de-
scribed entirely on the basis of monomer properties (e.g. multipole moments, polarizabilities), all
of which can be calculated with high accuracy from first principles.6 In conjunction with asso-
ciated distribution schemes that decompose molecular monomer properties into atomic contribu-
tions,1,4,7–11 these monomer properties lead to an accurate and computationally efficient model of
‘long-range’ intermolecular interactions as a sum of atom-atom terms, which can be straightfor-
wardly included in common molecular simulation packages.
At shorter separations, where the molecular electron density overlap cannot be neglected, the
asymptotic description of intermolecular interactions breaks down due to the influence of Pauli
repulsion, charge penetration and charge transfer. These effects can be quantitatively described
using modern electronic structure methods,3,12–15 but are far more challenging to model accurately
using computationally inexpensive force fields. For efficiency and ease of parameterization, most
simple force fields use a single ‘repulsive’ term to model the cumulative influence of (chemically
distinct) short-range interactions. These simple models have seen comparatively little progress
over the past eighty years, and the Lennard-Jones16 (A/r12) and Born-Mayer17,18 (Aexp(−Br))
forms continue as popular descriptions of short-range effects in standard force fields despite some
well-known limitations (vide infra).
Because the prediction of physical and chemical properties depends on the choice of short-
range interaction model,19–32 it is essential to develop sufficiently accurate short-range force fields.
This is particularly true in the case of ab initio force field development. A principle goal of such
a first-principles approach is the reproduction of a calculated potential energy surface (PES), thus
(ideally) yielding accurate predictions of bulk properties.33 Substantial deviations between a fitted
and calculated PES lead to non-trivial challenges in the parameterization process, which in turn
can often degrade the quality of property predictions. The challenge of reproducing an ab initio
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PES becomes particularly pronounced at short inter-molecular separations, where many common
force field functional forms are insufficiently accurate. For example, the popular Lennard-Jones
(A/r12) functional form is well-known to be substantially too repulsive at short contacts as com-
pared to the exact potential.27–29,34,35 While the Born-Mayer (Aexp(−Br)) functional form is more
physically-justified18 and fares better in this regard,34 substantial deviations often persist.36 In ad-
dition, parameterization of the Born-Mayer form is complicated by the strong coupling of the pre-
exponential (A) and exponent (B) parameters, hindering the transferability of the resulting force
field. These considerations, along with the observed sensitivity of structural and dynamic proper-
ties to the treatment of short-range repulsion,19 highlight the need for new approaches to model
short-range repulsive interactions.
Our primary goal in this work is to derive a simple and accurate description of short-range
interactions in molecular systems that improves upon both the standard Lennard-Jones and Born-
Mayer potentials in terms of accuracy, transferability, and ease of parameterization. Our focus in
this work is on ab initio force field development, and thus we will use the fidelity of a given force
field with respect to an accurate ab initio PES as a principle metric of force field quality. We note
that other metrics may be more appropriate for the development of empirical potentials, where
Lennard-Jones or Born-Mayer forms may yield highly accurate ‘effective’ potentials when param-
eterized against select bulk properties. Nonetheless, we anticipate that the models proposed in this
work may prove useful for empirical force field development in cases where a more physically-
motivated functional form is necessary.27–29
The outline of this paper is thus as follows: first, we derive a new functional form capable
of describing short-range repulsion from first principles, and show how the standard Born-Mayer
form follows as an approximation to this more exact model. Our generalization of the Born-Mayer
functional form allows for an improved description of a variety of short-range effects, namely
electrostatic charge penetration, exchange-repulsion, and density overlap effects on induction and
dispersion. Crucially, we also demonstrate how the associated atomic exponents can be extracted
from first-principles monomer charge densities via an iterated stockholder atoms (ISA) density
partitioning scheme, thereby reducing the number of required fitting parameters compared to the
Born-Mayer model. Benchmarking this ‘Slater-ISA’ methodology (functional form and atomic
exponents) against high-level ab initio calculations and experiment, we find that the approach
exhibits increased accuracy, transferability, and robustness as compared to a typical Lennard-Jones
or Born-Mayer potential. In addition, we show how the ISA-derived exponents can be adapted
for use within the standard Born-Mayer form (Born-Mayer-sISA), while still retaining retaining
many of the advantages of the Slater-ISA approach. As such, our methodology also offers an
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opportunity to dramatically simplify the development of both empirically-parameterized and ab
initio simulation potentials based upon the standard Born-Mayer form.
2 Theory
We begin with a formal treatment of the overlap model for the exchange-repulsion between two
isolated atoms, and then extend these results to develop a generalized model for the short-range
interactions in both atomic and molecular systems. Finally, we show how the conventional Born-
Mayer model can be derived as an approximation to this more rigorous treatment.
2.1 Models for the exchange-repulsion between isolated atoms
It is well known that the exchange-repulsion interaction between two closed-shell atoms i and j is
proportional, or very nearly proportional, to the overlap of their respective charge densities:37
Eexchi j ≈V exchi j = Ki j(Si jρ )γ (1)
Si jρ =
∫
ρi(r)ρ j(r)d3r. (2)
Here and throughout, we use E to denote quantum mechanical energies, and V to denote the cor-
responding model/force field energies. Recently two of us have provided a theoretical justifica-
tion for this repulsion hypothesis (or overlap model), and have shown that γ = 1 provided that
asymptotically-correct densities are used to compute both the atomic densities and Eexchi j .
4,38 As
this is the case for the calculations in this paper, we assume γ = 1 throughout this work.
The overlap model has frequently been utilized in the literature and has been found to yield es-
sentially quantitative accuracy for a wide variety of chemical systems.37,39,40 Prior work exploiting
the overlap model has generally followed one of two strategies. Striving for quantitative accuracy,
several groups have developed approaches to evaluate eq. (2) via either numerical integration or
density fitting of ab-initio molecular electron densities, ρi (e.g. SIBFA, GEM, effective fragment
potentials).41–50 These force fields, while often extremely accurate, lack the simple closed-form
analytical expressions that define standard force fields (such as the Lennard-Jones or Born-Mayer
models) and thus are often much more computationally expensive than conventional models.
In contrast, and similar to our objectives, the overlap model has also been used in the devel-
opment of standard force fields. In this case, the molecular electron density as well as the overlap
itself is drastically simplified in order to yield a simple closed-form expression that can be used
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within a conventional molecular simulation package.37,39,40 As we show below, the Born-Mayer
model can be ‘derived’ via such an approach. At the expense of some accuracy, the resulting
overlap-based force fields exhibit high computational efficiency and employ well-known func-
tional forms.
Building on this prior work, our present goal is to derive rigorous analytical expressions and
improved approximations for both ρi and eq. (2), facilitating the construction of ab initio force
fields that exhibit simplicity, high computational efficiency, fidelity to the underlying PES, and
(with only trivial modifications) compatibility with standard simulation packages. We first start
with the case of isolated atoms, where it is well-known that the atomic electron density decays
asymptotically as
ρr→∞(r) ∝ r2β e−2αr (3)
where the exponent α =
√
2I is fixed by the vertical ionization potential I, β = −1+ Qα , and
Q = Z−N + 1 for an atom with nuclear charge +Z and electronic charge −N.38,51–53 The expo-
nential term dominates the asymptotic form of the density, and the r-dependent prefactor may be
neglected.11,39,40,54 In this case, the density takes the even simpler form
ρr→∞(r)≈ De−Br, (4)
where D is a constant that effectively absorbs the missing r-dependent pre-factor and B is an
exponent that is now only approximately equal to 2α .
In the case of two identical atoms, substitution into eq. (2) yields a simple expression for the
density overlap, Sρ ,55,56
Siiρ =
piD2
B3
P(Brii)exp(−Brii)
P(Brii) =
1
3
(Brii)2+Brii+1
(5)
as well as (via eq. (1)) the exchange-repulsion energy:40,57
V exchii = A
exch
ii P(Brii)exp(−Brii). (6)
Here, rii represents an interatomic distance, and Aexchii indicates a proportionality constant that
is typically fit to calculated values of the exchange-repulsion energy. The only approximations
thus far are the use of the overlap model and the simplified asymptotic form of the atomic charge
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density.
For the general case of two hetero-atoms, substitution of eq. (4) into eq. (2) yields the more
complicated expression55,56
Si jρ =
16piDiD j exp(−{Bi+B j}ri j/2)
(B2i −B2j)3ri j
×[(
Bi−B j
2
)2(
exp
(
{Bi−B j}ri j2
)
− exp
(
−{Bi−B j}ri j2
))
×
((
Bi+B j
2
)2
r2i j +(Bi+B j)ri j +2
)
−
(
Bi+B j
2
)2
exp
(
{Bi−B j}ri j2
)
×
((
Bi−B j
2
)2
r2i j− (Bi−B j)ri j +2
)
+
(
Bi+B j
2
)2
exp
(
−{Bi−B j}ri j2
)
×
((
Bi−B j
2
)2
r2i j +(Bi−B j)ri j +2
)]
,
(7)
which is too cumbersome to serve as a practical force field functional form. However, since the
above expression reduces to eq. (5) in the limit Bi = B j, and because |Bi−B j| is small for most
atom pairs, we have found that eq. (7) may be approximated using eq. (5) with an effective atomic
exponent B. An expansion of eq. (7) about Bi = B j suggests that this effective exponent should be
given by the arithmetic mean, Bi j = 12(Bi+B j). However, a Waldman-Hagler style analysis
58 (see
Supporting Information) suggests instead that a more suitable exponent is given by the geometric
mean combination rule,
B = Bi j ≡
√
BiB j. (8)
As shown in the Supporting Information, this approximate overlap model (eq. (5) and eq. (8)) is of
comparable accuracy to the exact overlap from eq. (7). Thus the density overlap and (force field)
exchange energies of arbitrary hetero-atoms take the simple forms
Si jρ = Di jP(Bi j,ri j)exp(−Bi jri j) (9)
Di j = piDiD jB−3i j (10)
P(Bi j,ri j) =
1
3
(Bi jri j)2+Bi jri j +1 (11)
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and
V exchi j = A
exch
i j P(Bi jri j)exp(−Bi jri j). (12)
Due to the connection with the overlap between two s-type Slater orbitals, we refer to eq. (12) as
the Slater functional form. Note that this expression reduces to the standard Born-Mayer function
by making the further approximation P(Bi jri j) = 1, although it is known40,59 that this is a poor
approximation with the Bi j as defined above. Instead, as we shall demonstrate in Section 4, the
exponents Bi j need to be scaled for accurate use with a Born-Mayer functional form.
Variants of the polynomial pre-factor from eq. (9) have previously been recognized and used
in intermolecular interaction models.18,57,59 Early work by Buckingham 18 hypothesized that the
functional form of eq. (12) would be more accurate than the Born-Mayer form, though no attempt
was made to provide a closed-form expression for P. More recent potentials have incorporated a
low-order polynomial into the exchange repulsion term, either by direct parameterization60–64 or
indirectly by fitting the exchange to Sρ/r2 rather than to Sρ itself.39,40,65 Kita et al. have derived
(but not tested) eq. (6) for the homoatomic case.65 Recently, and most similar to the spirit of the
present work, York and co-workers have derived a model based upon the overlap of Slater-type
orbitals for use in QM/MM simulations, yielding an expression identical to eq. (7).66–68 Those
authors treated Di and D j as empirical fitting parameters and estimated atomic exponents (Bi and
B j) via atomic-charge dependent functions. In contrast, we will demonstrate that utilization of the
far simpler functional form from eq. (12), in conjunction with exponents calculated from analysis
of the first-principles molecular electron density, yields much higher computational efficiency and
simplifies the parameterization process without significant loss of accuracy.
For an arbitrary pair of interacting atoms, Aexchi j can be obtained by fitting to calculated exchange-
repulsion energies. However, assuming that the overlap proportionality factor Ki j is a universal
constant (or, alternatively, separable with Ki j = KiK j), then
Aexchi j =
(
Ki
√
pi
B3i
Di
)K j√ pi
B3j
D j
≡ Aexchi Aexchj , (13)
thus providing a combination rule for heteroatomic interaction in terms of purely atomic quantities.
The universality and separability of Ki j are, at present, empirically rather than theoretically justi-
fied.4,69,70 The Aexchi can then be obtained, for example, by a straightforward fitting of calculated
ab initio homoatomic exchange-repulsion energies.
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2.2 Models for other short-range interactions between isolated atoms
Beyond the exchange-repulsion, the density-overlap model may also be used to model other short-
range interaction components, such as the electrostatic charge penetration energy and the short-
range induction and dispersion energies (that is, the portion modulated by charge overlap). Indeed,
it has been demonstrated that the electrostatic charge penetration energy is approximately propor-
tional to the exchange-repulsion energy, and consequently to the charge density overlap,4,11 which
has provided a successful basis for modeling the electrostatic charge penetration energy.71,72 While
the relation between short-range induction and charge overlap is less clear, recent results have
demonstrated that the charge-transfer energy, which is the dominant short-range component of the
induction energy,73 is approximately proportional to the first-order exchange energy,38,74 and prior
work has successfully used the overlap hypothesis to describe the short-range induction.4,71,72 We
therefore model the electrostatic charge penetration and short-range induction interactions as
V peni j = A
pen
i j P(Bi j,ri j)exp(−Bi jri j) (14)
and
V ind,sri j = A
ind
i j P(Bi j,ri j)exp(−Bi jri j). (15)
Aside from the pre-factors Ai j, these expressions are identical to that for the exchange-repulsion
term.
The behavior of the dispersion interaction at short distances poses a special challenge. In order
to model the short-range dispersion and to resolve the unphysical, mathematical divergence of the
1/rn terms as r→ 0, Tang and Toennies have shown that the terms in the dispersion expansion
should be damped using an appropriate incomplete gamma function
fn(x) = 1− e−x
n
∑
k=0
(x)k
k!
(16)
x =− d
dr
[
lnV exch(r)
]
r (17)
that accounts for both exchange and charge penetration effects.75,76 Note that the form of this
damping factor depends on the model used for exchange repulsion. For the Slater functional form
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(eq. (12)),
xSlater = Bi jri j−
2B2i jri j +3Bi j
B2i jr
2
i j +3Bi jri j +3
ri j. (18)
Alternatively, if we replace the Slater functional form with the less accurate Born-Mayer expres-
sion, x simplifies to the result originally given by Tang and Toennies:
xBorn-Mayer = Bi jri j. (19)
2.3 Models for short-range interactions between molecules
The overlap repulsion hypothesis can be extended to molecules4,69,77–79 by writing the molecular
density ρI as a superposition of atomic densities
ρI(r) =∑
i∈I
ρi(r) (20)
where i represents an atom in molecule I. In this case,
V exchIJ =∑
i∈I
∑
j∈J
V exchi j (21)
V exchi j = Ki jS
i j
ρ =
∫
ρi(r)ρ j(r)d3r. (22)
Note that the form of eq. (22) is identical to the corresponding expression between isolated atoms,
but requires partitioning of the molecular charge density into atom-in-molecule densities, ρi, each
decaying according to an effective atom-in-molecule density decay exponent, Bi.
In principle, such atom-in-molecule exponents could be estimated from the ionization po-
tentials of the corresponding isolated atoms,57,71 but this approach neglects the influence of the
molecular environment. A more appealing possibility is to directly evaluate the atom-in-molecule
densities via partitioning of the calculated monomer densities. Density partitioning has not yet (to
our knowledge) been applied in the context of the overlap model to solve for eq. (22), however
several successful efforts in force field development have recently relied on an atoms-in-molecule
approach in order to obtain accurate scaling relationships for intermolecular force field parame-
ters.80–82 In particular, Cole et al. utilized a density-derived electrostatic and chemical (DDEC)
partitioning scheme83,84 to generate Lennard-Jones dispersion and short-range repulsion parame-
ters, though the latter parameters were calculated implicitly by enforcing the coincidence of the
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potential minimum and the calculated atomic radius.
While no unique atom-in-molecule density partitioning scheme exists, an ideal approach should
yield atom-in-molecule densities that strongly resemble those of isolated atoms, e.g. maximally
spherical and asymptotically exponential.11,85–87 The recently developed iterated stockholder par-
titioning of Lillestolen and Wheatley obeys this first important constraint of sphericity.88,89 As a
non-trivial extension of the original Hirshfeld method,90 iterated stockholder atom (ISA) densities
are defined as
ρi(r) = ρI(r)
wi(r)
∑
a∈I
wa(r)
(23)
where the converged shape functions wi(r) are spherical averages of the atomic densities ρi(r):
wi(r) = 〈ρi(r)〉sph. (24)
This formulation ensures, by construction, that the sum of atomic densities reproduces the overall
molecular density. Furthermore, the maximally spherical nature of the atom-in-molecule densities
naturally facilitates a description of short-range interactions via a simple isotropic site-site model.
Misquitta et al. have developed a rapidly convergent implementation of the ISA procedure (BS-
ISA11) using a basis set expansion which, in addition to exhibiting good convergence with respect
to basis set, also leads to asymptotically-exponential atomic densities. Consequently, the BS-ISA
method is our preferred density partitioning scheme. As an example, the spherically-averaged
atomic densities for acetone are shown in Figure 1. For simplicity, and because a full treatment of
the anisotropy is beyond the scope of this paper, we subsequently refer to the spherically-averaged
atomic densities (i.e. the shape functions, wi(r)) as atomic or atom-in-molecule densities.
From Figure 1 we see that the ISA atomic shape functions (that is, the spherically-averaged
ISA atoms-in-molecule density) decay exponentially outside the core region. However, note that
the exponents governing the spherical density decay, BISAi , differ from those of the free atoms.
The ISA densities have been observed to account for electron movement in the molecule, and the
consequent density changes brought about by this movement tend to be manifested in the region of
the density tails.11 The ISA exponents can be obtained by a weighted least-squares fit to the BS-
ISA atomic density (see the Computational Methods section for details), with the resulting fitted
atomic densities shown in Figure 1. Note that even a single exponential is remarkably successful
in reproducing the entirety of the valence atomic density.
Given these fitted ISA exponents, we can now apply our short-range interaction formalism to
10
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Figure 1: BS-ISA and fitted shape functions for each atom type in acetone: a) carbonyl carbon, b)
oxygen, c) methyl carbon, d) hydrogen. BS-ISA shape functions (dotted line) for each atom type
have been obtained at a PBE0/aug-cc-pVTZ level of theory. A modified BS-ISA shape function
(dashed line) corrects the tail-region of the BS-ISA function to account for basis set deficiencies in
the BS-ISA algorithm. A single Slater orbital of the form DISAi exp(−BISAi r) (solid line) is fit to the
basis-corrected BS-ISA shape function, and the obtained BISAi value is used as an atomic exponent
in the functional form of Slater-ISA FF. Results for acetone are typical of molecules studied in this
work.
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polyatomics,
V sr =∑
i j
Asri jP(Bi j,ri j)exp(−Bi jri j)
P(Bi j,ri j) =
1
3
(Bi jri j)2+Bi jri j +1
Asri j = A
sr
i A
sr
j
Bi j =
√
BISAi B
ISA
j
(25)
where the molecular short-range energy is now a sum of atom-atom contributions. In conjunction
with appropriately damped atomic dispersion (eq. (16) and eq. (18)), eq. (25) completely defines
our new short-range force field. We refer to this new functional form and set of atomic exponents
as the Slater-ISA FF.
3 Computational Methods
To evaluate the Slater-ISA FF against conventional Born-Mayer and/or Lennard-Jones models,
we compare the ability of each resulting short-range force field to reproduce benchmark ab initio
intermolecular interaction energies for a collection of representative dimers. Such a metric is
directly relevant for ab initio force field development. Even for an empirically-parameterized force
field, however, fidelity to an accurate ab initio potential should be well correlated with the highest
level of accuracy and transferability achievable with a given short-range methodology.
We have developed the Slater-ISA FF, Born-Mayer, and Lennard-Jones force fields using
benchmark energies calculated using the symmetry-adapted perturbation theory based on density-
functional theory (DFT-SAPT or SAPT(DFT)91–99). DFT-SAPT provides interaction energies that
are comparable in accuracy to those from CCSD(T) and which are rigorously free from basis set
superposition error.3,100 Additionally, at second-order, DFT-SAPT also provides an explicit inter-
action energy decomposition into physically-meaningful contributions: the electrostatic, exchange-
repulsion, induction, and dispersion energies. This decomposition is vital to the development of
models as it allows the development of separate terms for each type of short-range interaction.
Terms of third and higher order are estimated using the δHF correction101 which contains mainly
higher-order induction contributions. Following prior work,71,85 and for the purposes of fitting to
the DFT-SAPT data, we keep the second-order induction term and the δHF term separate.
Since the Slater-ISA and Born-Mayer force fields describe only short-range interactions (i.e.
those terms which are modulated by the overlap of the monomer electron densities), they must both
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be supplemented with additional long-range terms that describe the electrostatic, polarization, and
dispersion interactions. Here we have chosen a long-range potential of the form
Vlr =Vmultipole+Vdispersion+Vshell (26)
where
Vmultipole =∑
i j
∑
tu
QitTtuQ
j
u (27)
includes distributed multipole contributions from each atom up to quadrupoles,
Vdispersion =−∑
i j
6
∑
n=3
Ci j,2n
r2ni j
(28)
describes isotropic dispersion, and Vshell is the polarization energy modeled by Drude oscilla-
tors102,103 as in ref. 71. The accuracy of each of these terms is expected to minimize errors in
the long-range potential, simplifying the comparison between short-range force field functional
forms. Nonetheless, we expect that our results will be qualitatively insensitive to the particular
choice of long-range force field and acknowledge that simpler alternatives may be preferred for
the development of highly efficient simulation potentials. In the case of the Lennard-Jones force
field, we replace eq. (28) with the simple Ci j,6/r6i j dispersion term that is standard to the Lennard-
Jones model.
We used a test set consisting of one atom (argon) and 12 small organic molecules (see Fig-
ure 2) from which dimer potentials could be generated (we will use the term ‘dimer’ to mean two,
potentially dissimilar, interacting molecules or atoms), yielding 91 dimer combinations (13 homo-
monomeric, 78 hetero-monomeric). This wide range of systems allowed us to evaluate both the
accuracy and transferability of the Slater-ISA model compared to conventional Born-Mayer and/or
Lennard-Jones models.
A detailed description of this overall methodology is provided below.
3.1 Construction of the 91 dimer test set
Monomer geometries for each of the 13 small molecules were taken from the experimental NIST
[CCCBDB] database104 and can be found in the Supporting Information. For acetone and methyl
amine, experimental geometries were unavailable, and thus the computational NIST [CCCBDB]
13
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Figure 2: The 13 small molecules included in the 91 dimer (13 homomonomeric, 78 het-
eromonomeric) test set. Cartesian geometries for all of these molecules are given in the Supporting
Information.
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database was used to obtain geometries at a high level of theory (B3LYP/aug-cc-pVTZ for acetone,
CCSD(T)/6-311G* for methyl amine). For each of the 91 dimers, a training set was constructed
using DFT-SAPT (PBE0/AC) interaction energies calculated at 1000 quasi-random dimer con-
figurations. These configurations were generated using Shoemake’s algorithm,105 subject to the
constraint that the nearest atom pairs be separated by between 0.75 and 1.3 of the sum of their van
der Waals radii. This ensured adequate sampling of the potential energy surface in the region of
the repulsive wall. The DFT-SAPT interaction energies were evaluated using an asymptotically
corrected PBE0 functional (PBE0/AC) with monomer vertical (first) ionization potentials com-
puted using the ∆-DFT approach at a PBE0/aug-cc-pVTZ level of theory. Unless otherwise noted,
all DFT-SAPT calculations used an aug-cc-pVTZ basis set in the dimer-centered form with mid-
bond functions (the so-called DC+ form), and were performed using the MOLPRO2009 software
suite.106 The midbond set consisted of a 5s3p1d1f even-tempered basis set with ratios of 2.5 and
centered at ζ = 0.5,0.5,0.3,0.3 for the s,p,d, and f shells, respectively. This set was placed near
the midpoint of the centers of mass of the two interacting monomers.
A small fraction of DFT-SAPT calculations exhibited unphysical energies, which were at-
tributed to errors in generating the optimized effective potential used during the DFT-SAPT (PBE0/AC)
calculations; these points were removed from the test set.
3.2 BS-ISA Calculations
BS-ISA atomic densities were obtained using CamCASP 5.8107–109 following the procedure of
Misquitta et al. 11 For the BS-ISA calculations, an auxiliary basis was constructed from an RI-MP2
aug-cc-pVTZ basis set with s-functions replaced by the ISA-set2 supplied with the CamCASP
program; CamCASP’s ISA-set2 basis was also used for the ISA basis set.11 A custom ISA basis
set for Ar was used (even tempered, nmin = −2,nmax = 8)11 as no published basis was available.
BS-ISA calculations were performed with the A+DF algorithm, which allows the ISA functional to
be mixed with some fraction, ζ , of the density-fitting functional. Following the recommendations
of Misquitta et al.,11 we have used ζ = 0.1 for the multipole moment calculations, and ζ = 0.9 for
the density partitioning used to determine the Bi j coefficients.
3.3 Determination of BISAi
The BS-ISA-derived atomic exponents, BISAi , were obtained from a weighted least-squares fit to the
spherically averaged BS-ISA atomic densities (shape functions), wi(r). In some cases, numerical
instabilities and basis-set limitations of the BS-ISA procedure yielded densities that exhibited non-
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exponential asymptotic behavior.11 To correct for these unphysical densities, we extrapolated the
exponential decay of the valence region to describe the BS-ISA tails also. Details of this procedure
can be found in the Supporting Information. The ISA atom-in-molecule exponents were then
derived via a log-weighted fit to the tail-corrected shape-functions wa(r) for densities within the
cutoff 10−2 > wa > 10−20 a.u. This region was chosen to reproduce the charge density most
accurately in the valence regimes most likely to be relevant to intermolecular interactions.
3.4 Force Field Functional Forms and Parameterization
The general structure of the force fields VFF for both the Slater-ISA FF and the Born-Mayer-type
models are given by the following equations:
VFF =∑
i j
V exchi j +V
elst
i j +V
ind
i j +V
δHF
i j +V
disp
i j
V exchi j = A
exch
i j P(Bi j,ri j)exp(−Bi jri j)
V elsti j =−Aelsti j P(Bi j,ri j)exp(−Bi jri j)+∑
tu
QitTtuQ
j
u
V indi j =−Aindi j P(Bi j,ri j)exp(−Bi jri j)+V (2)shell
V δ
HF
i j =−Aδ
HF
i j P(Bi j,ri j)exp(−Bi jri j)+V (3−∞)shell
V dispi j =−
6
∑
n=3
f2n(x)
Ci j,2n
r2ni j
Ai j = AiA j
Ci j,n =
√
Ci,nC j,n
f2n(x) = 1− e−x
2n
∑
k=0
(x)k
k!
(29)
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For the Slater-ISA FF:
Bi = BISAi
Bi j =
√
BiB j
P(Bi j,ri j) =
1
3
(Bi jri j)2+Bi jri j +1
x = Bi jri j−
2B2i jri j +3Bi j
B2i jr
2
i j +3Bi jri j +3
ri j
(30)
For all Born-Mayer type models:
P(Bi j,ri j) = 1
x = Bi jri j
(31)
For the Born-Mayer-IP FF:
Bi ≡ BIPi = 2
√
2Ii
Bi j =
BiB j(Bi+B j)
B2i +B
2
j
(32)
For the Born-Mayer-sISA FF:
Bi = 0.84BISAi
Bi j =
√
BiB j
(33)
Of the parameters in these force fields, only the coefficients Ai were fit to reproduce DFT-SAPT
dimer energies (details below). All other force field parameters were derived from first-principles
atom or atom-in-molecule properties. Exponents for the Slater-ISA FF and the Born-Mayer-sISA
FF were derived from BS-ISA calculations, while exponents for the Born-Mayer-IP FF were de-
termined from vertical ionization potentials of the isolated atoms. Dispersion coefficients (Ci j,n)
were either used directly from ref. 71 or were parameterized using analogous methods in the case
of argon. Distributed multipoles Qit for each system were obtained from the BS-ISA-based dis-
tributed multipoles scheme (ISA-DMA),11 with the expansion truncated to rank 2 (quadrupole).
Note that here, t = 00,10, . . . ,22s denotes the rank of the multipole in the compact notation of
Stone 1. (In addition to rank 2 ISA-DMA multipoles, we also tested the use of DMA4 multipoles10
as well as the use of rank 0 charges obtained from the rank truncation or transformation110 of ei-
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ther ISA-DMA or DMA4 multipoles; the effect of including a Tang-Toennies damping factor71,75
was studied in all cases. Each of these alternative long-range electrostatic models proved either
comparably or less accurate for both the Slater-ISA FF and the Born-Mayer-IP FF in terms of
their ability to reproduce the DFT-SAPT electrostatic energy, and are not discussed further.) Long-
range polarization (Vshell) was modeled using Drude oscillators in a manner identical to ref. 71.
As in our prior work, during parameterization, the Drude energy was partitioned into 2nd (V (2)shell)
and higher order (V (3−∞)shell ) contributions, where V
(2)
shell is the Drude oscillator energy due to static
charges (excluding intra-molecular contributions), and V (3−∞)shell is the difference between the fully
converged Drude energy, Vshell , and V
(2)
shell. Force field parameters for all homo-monomeric systems
are located in the Supporting Information.
A weighted least-squares fitting procedure was used to fit Ai parameters to the benchmark
DFT-SAPT (PBE0/AC) interaction energies on a component-by-component basis. That is, four
separate optimizations71 were performed to directly fit V exch, V elst, V ind, and V δ
HF
to, respectively,
the following DFT-SAPT quantities (notation as in ref. 94):
Eexch ≡ E(1)exch
Eelst ≡ E(1)pol
E ind ≡ E(2)ind +E(2)ind-exch
Eδ
HF ≡ δ (HF).
(34)
For V disp, no parameters were directly fit to the DFT-SAPT dispersion,
Edisp ≡ E(2)disp+E(2)disp-exch, (35)
but were instead obtained solely from monomer properties as described above. Finally, note that
no parameters were directly fit to the total DFT-SAPT energy,
Eint = Eexch+Eelst+E ind+Eδ
HF
+Edisp, (36)
for either the Slater-ISA FF or the Born-Mayer-IP FF. Rather, VFF was calculated according to
eq. (29).
Data points for each fit were weighted using a Fermi-Dirac functional form given by
wi =
1
exp((−Ei−µeff)/kT )+1 , (37)
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where Ei is the reference energy and µeff and kT were treated as adjustable parameters. The
parameter kT , which sets the energy scale for the weighting function, was taken to be kT = λ |Emin|;
here Emin is an estimate of the global minimum well depth. Unless otherwise stated, we have used
λ = 2.0 and µeff = 0.0. These defaults were chosen to minimize overall average attractive RMSE
for all 91 dimer sets. Increases or decreases in the λ factor correspond to the weighting of more or
fewer repulsive configurations, respectively.
In the case of Lennard-Jones, the standard Lennard-Jones functional form was used for the van
der Waals terms, with Coulomb and polarization terms modeled exactly as for the Slater-ISA FF:
V LJFF =∑
i j
Ai j
r12i j
−Ci j,6
r6i j
+Vshell+∑
tu
QitTtuQ
j
u (38)
Lorentz-Berthelot combination rules were used to obtain heteroatomic Ai j and Ci j parameters. Un-
like with the Slater-ISA FF and Born-Mayer models, V LJFF was fit to the total DFT-SAPT (PBE0/AC)
energy, with Ai j and Ci j,6 as fitting parameters. The weighting function from eq. (37) was used in
fitting.
3.5 Potential Energy Surface Scans
In order to visually assess fit quality, representative one-dimensional scans of the potential energy
surface were calculated for several dimer pairs along low-energy dimer orientations. For each
dimer pair, the minimum energy configuration of the 1000 random dimer points was selected as a
starting configuration, and additional dimer configurations (not necessarily included in the original
1000 points) were generated by scanning along some bond vector. In the case of the ethane dimer,
two carbon atoms (one on each monomer) were used; for acetone, the carbonyl carbon on each
monomer defined the bond vector.
3.6 Molecular Simulations
All bulk simulations were run using OpenMM release version 7.0.111 Enthalpies of vaporization
were computed from
∆Hvap = (Epot(g)+RT )−Epot(l)
where Epot(g) and Epot(l) were determined from NVT simulations at the experimental gas and
liquid densities, respectively. Calculated liquid densities were determined from NPT simulations.
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In all cases, the OPLS/AA force field was used for the intramolecular potential.112 All simulations
used a Langevin integrator with a 0.5 fs time step and a 1 ps−1 friction coefficient; NPT simulations
used a Monte Carlo barostat with a trial volume step every 5th move. Periodic boundary conditions,
particle-mesh Ewald, and a non-bonding cutoff of 1.2nm with added long-range corrections were
used to simulate a unit cell of 222 molecules. After an equilibration period of at least 600ps,
simulation data was gathered from production runs lasting at least 200ns.
4 Results and Discussion
The Slater-ISA methodology for short-range intermolecular interactions has been derived from a
simple but rigorous physical model of overlapping monomer electron densities. In practice, this
approach differs from the conventional Born-Mayer approach in both the choice of the short-range
functional form (with the latter omitting the polynomial pre-factor) and the source of the exponents
(with the former derived from ISA analysis of the monomer density). Our principal goal is to
examine the influence of these modifications on the accuracy and transferability of the resulting
force fields.
We initially benchmark the Slater-ISA FF against a conventional Born-Mayer potential, Born-
Mayer-IP FF. The latter approach has been used extensively in prior work,33,71 and both ap-
proaches use identical numbers of fitted parameters. Following prior work, combination rules
for the Born-Mayer-IP FF are as in ref. 71. (We have tested the effect of using a geometric mean
for the Born-Mayer-IP FF; results do not differ qualitatively from those presented below.) Owing
to its popularity, we also compare the Slater-ISA FF to a Lennard-Jones functional form (LJ FF).
We first assess the accuracy of the Slater-ISA FF, Born-Mayer-IP FF, and LJ FF against
benchmark ab initio intermolecular interaction energies and experimental 2nd virial coefficients,
enthalpies of vaporization, and liquid densities. We next examine parameter transferability, assess-
ing the extent to which parameters from pure homo-monomeric systems can be re-used (without
further optimization) to describe mixed interactions. To assess parameter robustness, we also study
the sensitivity of each methodology to changes in the weighting function (eq. (37)). Finally, we
explore the application of BS-ISA-derived exponents within the Born-Mayer functional form as a
straightforward method for simplifying the parameterization (and potentially increasing the accu-
racy) of a wide variety of standard ab initio and empirically-parameterized force fields.
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4.1 Accuracy: Comparison with DFT-SAPT
For each of the 91 molecule pairs described in the Computational Methods section, parameters for
the Slater-ISA FF, Born-Mayer-IP FF, and LJ FF were fit to reproduce DFT-SAPT (PBE0/AC)
interaction energies calculated for a set of 1000 dimer configurations. These 91,000 total config-
urations and corresponding DFT-SAPT energies are collectively referred to as the ‘91 dimer test
set’. As a primary indication of accuracy, root-mean-square errors (RMSE) and mean signed errors
(MSE), both with respect to DFT-SAPT, were computed for each methodology and for each dimer
pair. Because these RMSE and MSE are dominated by repulsive contributions, and owing to the
thermodynamic importance of attractive configurations, so-called ‘attractive RMSE/MSE’ were
also computed by excluding net repulsive configurations (as measured by the DFT-SAPT total en-
ergy). The overall RMSE/MSE for all 91 dimers were then averaged to produce one ‘characteristic
RMSE/MSE’ for the entire test set. Since these errors varied considerably in magnitude depending
on the dimer in question, this overall average was taken in the geometric mean sense. (Results with
an arithmetic mean do not differ qualitatively). Note that when computing the characteristic MSE,
only the magnitude of each MSE, ‖MSE‖, was considered.
Characteristic RMSE and ‖MSE‖ across the 91 dimer test set are shown in Figure 3 and Table 1.
Overall, the Slater-ISA FF exhibits smaller errors compared to the Born-Mayer-IP FF. On average,
the characteristic total energy RMSE for the Slater-ISA FF decrease by 33% relative to the Born-
Mayer-IP FF. Even excluding repulsive configurations (dominated by short-range interactions),
errors for the Slater-ISA FF are lower by 11% compared to the Born-Mayer-IP FF, demonstrating
modest gains in accuracy even over the most energetically-relevant regions of the potential. A more
detailed analysis of each of the 91 pairs of molecules shows that in an overwhelming 93% of such
cases, force fields derived from the Slater-ISA method have smaller RMSEs compared to their
Born-Mayer-IP counterparts (70% if only attractive configurations are considered). Regardless
of the metric used, the Slater-ISA FF produces force fields with higher fidelity to the underlying
benchmark interaction energies.
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Figure 3: Characteristic RMSE (as described in the main text) for the Born-Mayer-IP FF (orange)
and the Slater-ISA FF (green) over the 91 dimer test set. The translucent bars represent total
RMSE for each energy component, while the smaller solid bars represent ‘Attractive’ RMSE, in
which repulsive points have been excluded.
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Table 1: Comparison of characteristic RMSE (as described in the main text) over the 91 dimer test set for the Slater-ISA FF, Born-
Mayer-IP FF and LJ FF. For the total energy, both characteristic RMSE and MSE have been shown, with only the magnitude of the
MSE, ‖MSE‖, displayed. ‘Attractive’ RMSE, representing the characteristic RMSE for the subset of points whose energies are net
attractive (Eint < 0), are shown in parentheses to the right of the total RMS errors; ‘attractive’ ‖MSE‖ are likewise displayed for
the total energy. As discussed in Section 4.3, the ‘Dimer-Specific Fits’ refer to force fields whose parameters have been optimized
for each of the 91 dimers separately, whereas the ‘Transferable Fits’ refer to force fields whose parameters have been optimized for
the 13 homodimers and then applied (without further optimization) to the remaining 78 mixed systems. Unless otherwise stated,
a default weighting function of λ = 2.0 (see eq. (37)) has been used for all force fields in this work.
Dimer-Specific Fits Transferable Fits
Component Slater-ISA FF Born-Mayer-IP FF LJ FF Slater-ISA FF Born-Mayer-IP FF LJ FF
(kJ mol−1) (kJ mol−1) (kJ mol−1) (kJ mol−1) (kJ mol−1) (kJ mol−1)
Exchange 2.641 (0.686) 3.766 (0.775) — 2.718 (0.720) 4.033 (0.836) —
Electrostatics 1.087 (0.351) 1.126 (0.377) — 1.134 (0.351) 1.231 (0.378) —
Induction 0.251 (0.095) 0.241 (0.093) — 0.278 (0.101) 0.265 (0.098) —
δHF 0.246 (0.068) 0.272 (0.079) — 0.274 (0.076) 0.304 (0.081) —
Dispersion 0.766 (0.317) 1.425 (0.414) — 0.766 (0.317) 1.425 (0.414) —
Total Energy
RMSE 1.701 (0.464) 2.554 (0.520) 1.984 (0.603) 1.650 (0.456) 2.698 (0.555) 2.054 (0.640)
‖MSE‖ 0.216 (0.057) 0.539 (0.127) 0.322 (0.345) 0.175 (0.051) 0.569 (0.112) 0.311 (0.368)
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It is also instructive to consider each energy component individually. As might be expected,
improvements in the description of Eexch are pronounced, with the characteristic RMSE from the
Slater-ISA FF being 30% smaller than that from the Born-Mayer-IP FF. Examining each dimer
pair separately (see Supporting Info for homo-monomeric fits, representative of the entire test set)
we also find that, in general, the Slater-ISA FF is far better at reproducing trends in the exchange
energy compared to the Born-Mayer-IP FF. This qualitative result is also reflected in the smaller
‖MSE‖ values for the Slater-ISA FF as compared to the Born-Mayer-IP FF. Nevertheless, there
remains a fair amount of scatter in the exchange energies for several dimer pairs, particularly for
molecules with exposed lone pairs or delocalized pi systems. We hypothesize that this scatter is due
to a breakdown of the isotropic approximation made in the Theory section, a conclusion supported
by observations on the pyridine dimer system recently made by some of us.74 It it therefore quite
possible that the observed 30% RMSE reduction underestimates the true error reduction that might
be observed if such anisotropy were accounted for.
From Figure 3, we see that the dispersion energy model from the Slater-ISA FF is also a sub-
stantial improvement; for dispersion, characteristic RMSE are 46% smaller for the Slater-ISA FF
compared to the Born-Mayer model. This should not be a counter-intuitive result: while both
potentials use identical dispersion coefficients, they differ in the damping model used. In the
Born-Mayer-IP FF, the standard Tang–Toennies damping model is employed, and the damping pa-
rameters only depend on free atom ionization potentials; in the Slater-ISA FF, on the other hand,
the damping parameters are obtained from the ISA shape functions, and thus take molecular en-
vironment effects into account. Even when only considering attractive dimer configurations (solid
bar in Figure 3), errors in the dispersion energy component are reduced by 23%, demonstrating
the importance of the damping function across the potential surface. From these results, and in
agreement with related literature studies,113 we conclude that use of the standard Tang-Toennies
damping function based on atomic ionization potentials71,75,114–118 lacks quantitative predictive
power compared to the Slater-ISA model. Note that neither the Slater-ISA FF nor the Born-Mayer-
IP FF are directly fitted to the DFT-SAPT dispersion energies (all parameters are determined from
monomer properties), making this accuracy particularly striking. We hypothesize that the effect
of the Slater-ISA approach is greater for dispersion than for first-order exchange because here (in
contrast to the exchange energy) there are no fitted parameters to compensate for deficiencies in
the exponents or functional form of the Born-Mayer-IP FF.
In contrast to the exchange and dispersion energies, the Slater-ISA FF and the Born-Mayer-IP
FF show nearly identical errors for the electrostatic and the induction (2nd order induction plus δHF)
energies. In these cases, the two models differ only in the parameters and functional form used to
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represent the exponentially-dependent short-range terms of these energy components, namely the
penetration component for the electrostatic term and the penetration/charge-transfer term for the
induction. The lack of improvement between the Slater-ISA and Born-Mayer-IP models may imply
that we are not able to capture the physics of these particular short-range interactions with either
the Slater-functional of Born-Mayer functional forms. Alternatively, the assumption that the short-
range components of the electrostatic and induction energies are proportional to the exchange-
repulsion may need to be re-examined. As discussed in Section 2.2, this proportionality is known
to be approximately valid, but as yet there does not seem to be a deeper theoretical understanding
of these short-range terms that may lead to a better model. Nevertheless, absolute errors in the
electrostatic and induction components are relatively small for both models. Thus overall, the
Slater-ISA FF functional form is promising for treating a wide variety of short-range effects.
Table 2: Comparison of characteristic RMSE and ‖MSE‖ over the 91 dimer test set for the vari-
ous Lennard-Jones models. The LJ models are not parameterized on a component-by-component
basis, thus RMSE/‖MSE‖ values are only shown for the total FF energies. ‘Attractive’ errors,
representing the characteristic RMSE/‖MSE‖ for the subset of points whose energies are net at-
tractive (Eint < 0), are shown in parentheses to the right of the total errors. ‘Dimer-Specific Fits’
and ‘Transferable Fits’ are as in Table 1.
LJ FF Dimer-Specific Fits LJ FF Transferable Fits
λ = 2.0 λ = 0.1 λ = 2.0 λ = 0.1
(kJ mol−1) (kJ mol−1) (kJ mol−1) (kJ mol−1)
RMSE 1.984 (0.603) 6.058 (0.413) 2.054 (0.640) 5.760 (0.457)
‖MSE‖ 0.322 (0.345) 1.610 (0.041) 0.311 (0.368) 1.410 (0.060)
The comparison between the Slater-ISA FF and the LJ FF is slightly more complicated, owing
to the differences in long-range potential and fitting methodology (see Section 3.4). As such, we
compare the Slater-ISA FF to several versions of the LJ FF (for which characteristic RMSE and
‖MSE‖ are shown in Table 2). Using the same weighting function and constraining the Coulombic
and polarization terms to be identical to the Slater-ISA FF, we see that the resulting Lennard-Jones
force field (LJ FF, λ = 2.0) is significantly worse than the Slater-ISA FF, both in terms of total
RMSE and attractive RMSE. Furthermore, by comparing the ‖MSE‖ of both force fields, we see
that errors in LJ FF are much more systematic than in the Slater-ISA FF: in order to reproduce the
repulsive wall correctly, the Lennard-Jones potential generally underestimates the well-depth by a
considerable fraction (see the Supporting Information for ethane as a typical example).
Given the failure of the LJ FF (λ = 2.0) force field to reproduce the energetically important re-
gion of the PES, we also compared the Slater-ISA FF to a ‘best-case’ scenario Lennard-Jones force
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field which correctly reproduces the minimum energy region at the expense of the repulsive wall.
These LJ FF (λ = 0.1) fits have total RMSE errors nearly 4 times that of the Slater-ISA FF; indeed,
the LJ FF (λ = 0.1) reproduces the repulsive wall only qualitatively. Insofar as the repulsive wall
is concerned, the Slater-ISA FF is far superior to the Lennard-Jones short-range model. Neverthe-
less (and much more importantly for molecular simulation), the attractive region of the potential is
reproduced surprisingly well by LJ FF. Characteristic attractive RMSE for the LJ FF (λ = 0.1) are
slightly lower than those for Slater-ISA FF, although the former has one additional free parameter
per atom type and is also fit directly to reproduce the total energy. Likewise, attractive ‖MSE‖
between the Slater-ISA FF and the LJ FF (λ = 0.1) are comparable. As we show in the Supporting
Information, however, and as is well known in the literature, weighting the Lennard-Jones potential
in this manner does not necessarily capture important information from the long-range attractive
tail or repulsive wall of the PES, such that the LJ FF (λ = 0.1) is not always expected to yield good
property predictions. This latter point will be demonstrated in Section 4.2.
In order to compare the performance of the Slater-ISA FF against popular standard force fields,
we also developed a ‘best case scenario’ non-polarizable point charge Lennard-Jones model, results
for which are shown in the Supporting Information. Unsurprisingly, this force field is worse (in an
RMSE and ‖MSE‖ sense) than all other force fields studied in this work, thus demonstrating how
important accurate models for long-range electrostatics and polarization are to the overall accuracy
of ab initio force fields.
4.1.1 Argon Dimer
We now turn to several specific case studies. The Ar dimer provides an interesting test case to
examine directly the impact of the polynomial pre-factor included in the Slater-ISA FF functional
form. Since Ar is an atomic species, we should have BISAAr = B
IP
Ar. For numerical reasons, the
Slater-ISA FF and Born-Mayer-IP FF exponents differ by 0.03 a.u.; however, this difference is in-
significant, and the two FFs differ mainly in the polynomial pre-factor. Figure 4 shows the potential
energy surface (PES) for the argon dimer computed using the Slater-ISA FF and the Born-Mayer-
IP FF. Here the default weighting scheme has been used so as to best reproduce the energetically
attractive region. Note that, while both potentials reproduce the minimum energy configurations
correctly, the Born-Mayer-IP FF considerably overestimates the exchange energy (and thus the
total energy) along the repulsive wall. The Slater-ISA FF, on the other hand, maintains excellent
accuracy in this region of the potential. This result is particularly notable because the repulsive
wall is not heavily weighted in the fit. (A point 10 kJ mol−1 along the repulsive wall, for instance,
is weighted only 3% as heavily as a point near the bottom of the well). A similar, though smaller,
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increase in accuracy is seen in the fit to the DFT-SAPT dispersion energies, where the Slater-ISA
FF is better able to model the energies for shorter interatomic separations. This increased accuracy
is entirely attributable to the functional form employed, as the dispersion parameters are identical
between the two FFs.
Consistent with prior literature,40,59 these results suggest that neglect of the polynomial pre-
factor P (as in standard Born-Mayer potentials) is by itself a poor approximation. However, as
we show below, the Born-Mayer form can still be used as an accurate model in conjunction with
appropriately scaled atomic exponents. Nonetheless, the more physically-motivated Slater form
provides increased accuracy over a wider range of separations without recourse to empirical scal-
ing.
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Figure 4: Potential energy surface for the argon dimer. Interaction energies for the Slater-ISA FF
(dashed curves) and the Born-Mayer-IP FF (dash-dotted curves) are shown alongside benchmark
DFT-SAPT (PBE0/AC) energies (solid curves). The energy decomposition for DFT-SAPT and for
each force field is shown for reference.
Results for LJ FF are shown in the Supporting Information; consistent with expectations for
the Lennard-Jones model, the repulsive wall is overestimated by the 1/r12i j short-range functional
form, and the magnitude of the attractive tail region is similarly overestimated by the effective Ci j,6
dispersion parameter. Note that this Ci j,6 coefficient has been fit to the total energy, and thus differs
from the asymptotically-correct Ci j,6 parameter used for both the Slater-ISA FF and the Born-
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Mayer-IP FF. An alternative parameterization strategy would have been to use the asymptotically-
correct Ci j,6 parameter in the LJ FF, but this would have worsened predictions along both the
repulsive wall and the minimum energy configurations.
4.1.2 Ethane Dimer
We next discuss the ethane dimer and show both a scatter plot of the 1000 dimer interactions (Fig-
ure 5) and a cut through the potential energy surface near the minimum (Figure 6) as indications
of force field quality.
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Figure 5: Force field fits for the ethane dimer using the Slater-ISA (green) and Born-Mayer-IP
(orange) FFs. Fits for each energy component are displayed along with two views of the total
interaction energy. The diagonal line (black) indicates perfect agreement between reference ener-
gies and each force field, while shaded grey areas represent points within ±10% agreement of the
benchmark. To guide the eye, a line of best fit (dotted line) has been computed for each force field
and for each energy component.
As with the argon dimer, for the ethane dimer the Slater-ISA FF produces more accurate ex-
change and dispersion energies compared to the Born-Mayer-IP FF. Here, the effects of the Slater-
ISA FF for dispersion are even more pronounced, likely because the conventional damping of the
Born-Mayer-IP FF is systematically in error due to differences in both the form of the damping
function and exponents. As for the total interaction energy, we again find that the Born-Mayer-IP
FF exhibits large errors for repulsive contributions, while the Slater-ISA FF naturally reproduces
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interactions for both attractive and strongly repulsive configurations. Even in the attractive regime,
the Born-Mayer-IP FF is systematically too attractive. These systematic errors are the result of
imperfect error cancellation between the exchange and dispersion components of the fit, and are
discussed in more detail in Section 4.4.
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Figure 6: A representative potential energy scan near a local minimum for the ethane dimer. In-
teraction energies for the Slater-ISA FF (dashed curves) and the Born-Mayer-IP FF (dash-dotted
curves) are shown alongside benchmark DFT-SAPT (PBE0/AC) energies (solid curves). The en-
ergy decomposition for DFT-SAPT and for each force field is shown for reference. The ethane
dimer configuration in this scan corresponds to the most energetically attractive dimer included in
the training set; other points along this scan are not included in the training set.
Examining a specific cut across the ethane-ethane PES (Figure 6) visually confirms these re-
sults. Both potentials do an excellent job of reproducing the benchmark DFT-SAPT energies in the
minimum energy region, though the Born-Mayer-IP FF is slightly too attractive. (Other cuts of the
PES would show the Born-Mayer-IP predictions to be significantly more in error, consistent with
the scatter plots). Along the repulsive wall, however, the Born-Mayer-IP FF predictions worsen in
comparison to those from the Slater-ISA FF. Finally, the PES shows an increased reliance on error
cancellation between the various energy components for the Born-Mayer-IP FF compared to the
Slater-ISA FF.
As shown in the Supporting Information, the Lennard-Jones force field models are incapable
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of reproducing the entirety of the ethane PES; depending on the weighting function, either the
repulsive wall or the attractive well can be reproduced, however no set of parameters can predict
both regions simultaneously.
4.1.3 Acetone Dimer
The acetone dimer provides a final interesting example involving a moderately sized organic
molecule. From both the scatter plots (Figure 7) and the PES cross section (Figure 8), it is ev-
ident that both the Slater-ISA and Born-Mayer-IP force fields do an excellent job of reproducing
DFT-SAPT energies for the low energy dimers. Along the repulsive wall, however, the Born-
Mayer-IP FF shows larger systematic errors in each energy component, and seems to rely on error
cancellation to achieve good agreement in the total energy. This reliance on error cancellation has
two negative effects: Firstly, the additional scatter in the total energy of the Born-Mayer-IP FF fit,
especially prominent for attractive configurations, indicates that this error cancellation is imperfect
in certain cases. MSE for the Slater-ISA FF (−0.0115 kJ mol−1) are an order of magnitude lower
than for the Born-Mayer-IP FF (0.182 kJ mol−1) in the attractive region of the potential. Sec-
ondly, as we shall later explore, reliance on error cancellation likely contributes to the somewhat
decreased transferability of the Born-Mayer-IP FF as compared to the Slater-ISA FF.
As shown in the Supporting Information, the LJ FF predictions for acetone are reasonably
good in both the tail and minimum energy regions of the potential, however the LJ FF grossly
overpredicts the DFT-SAPT (PBE0/AC) energies along the repulsive wall.
4.2 Accuracy: Comparison with experiment
We have benchmarked the above force fields against experimental second virial coefficients and,
in the case of ethane, enthalpies of vaporization and liquid densities. The classical 2nd virial
coefficients were calculated for both argon and ethane using rigid monomer geometries, following
the procedure described in ref. 71. Enthalpies of vaporization and liquid densities were calculated
using the OpenMM molecular simulation package111 as described in Section 3. Higher-order
multipole moments — which were negligible for these molecules — were neglected, and so only
rank 0 terms were used in these calculations. Results are shown in Figures 9 and 10 as well as
Table 4.
For argon, since both Slater-ISA FF and Born-Mayer-IP FF accurately reproduce the energetics
of low-energy configurations, it is unsurprising that both force fields yield accurate virial coeffi-
cients over a wide range of temperatures. Errors in computed B2 coefficients (for both potentials)
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Figure 7: Force field fits for the acetone dimer using the Slater-ISA (green) and Born-Mayer-IP
(orange) FFs, as in Figure 5.
are likely attributable to small errors in the DFT-SAPT (PBE0/AC) potential itself,100 and, to a
much lesser extent, the neglect of nuclear quantum effects at lower temperatures.120 Despite the
good (in an RMSE sense) fit quality of the LJ FF (λ = 0.1), this force field overpredicts the mag-
nitude of the 2nd virial for argon, likely as a result of the effective dispersion coefficient, which
overestimates the attraction in the tail region of the PES (see Supporting Information). Although
it is certainly possible to parameterize a Lennard-Jones model empirically for argon, such a force
field would rely on a subtle cancellation of errors between the minimum energy- and tail-regions
of the PES. As the proper balance is impossible to predict a priori, this result highlights one of the
difficulties of using the less physical LJ model in the development of ab-initio force fields.
In the case of ethane, the Slater-ISA FF is in excellent agreement with experiment, whereas
the Born-Mayer-IP FF underpredicts B2 by as much as 20%. These results are indicative, not only
of the more accurate functional form and parameterization of Slater-ISA FF, but also of the high
accuracy of the underlying DFT-SAPT (PBE0/AC) benchmark energies. In this case, LJ FF also
correctly predicts the virial. Using weighting functions for each model that are optimal for the 91
dimer test set as a whole (λ = 2.0 for the Slater-ISA FF and the Born-Mayer-IP FF, λ = 0.1 for
the LJ FF), all force fields produce similar results for ∆Hvap and ρ (Table 4). These values are
slightly overestimated by all force fields (especially in the case of the Born-Mayer-IP FF), which
is to be expected given our neglect of many-body effects. McDaniel and Schmidt have calculated
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Figure 8: A representative potential energy scan near a local minimum for the acetone dimer. In-
teraction energies for the Slater-ISA FF (dashed curves) and the Born-Mayer-IP FF (dash-dotted
curves) are shown alongside benchmark DFT-SAPT (PBE0/AC) energies (solid curves). The en-
ergy decomposition for DFT-SAPT and for each force field is shown for reference. The inter-
molecular distance is taken to be the internuclear distance between the two carbonyl carbons on
each acetone monomer. The configuration in this scan corresponds to the most attractive dimer
configuration included in the training set for the acetone dimer; other points along this scan have
not explicitly been included in the training set.
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Figure 9: Second virial coefficients for argon. The Slater-ISA and the Born-Mayer-IP FFs are
shown as green circles and orange squares, respectively; the black line corresponds to experiments
from ref. 119.
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Figure 10: Second virial coefficients for ethane. The Slater-ISA and Born-Mayer-IP FFs are shown
as green circles and orange squares, respectively; the black line corresponds to experiments from
ref. 119.
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the 3-body correction for the Born-Mayer-IP FF; using this value as a global 3-body correction for
all force fields, we see that both the Slater-ISA and the Lennard-Jones force fields compare very
favorably to experiment, with the Slater-ISA FF perhaps slightly more accurate.
4.3 Transferability
The transferability of interaction potentials is a crucial aspect of practical molecular simulations.
Here we examine ‘parameter transferability’, by which we mean the extent to which parameters
from two homo-monomeric systems can combined to predict the intermolecular interactions of the
resulting mixed hetero-monomeric system. As a measure of parameter transferability, we com-
pared characteristic RMSE and ‖MSE‖ relative to the benchmark data for two different parame-
terization schemes. For the ‘Dimer-Specific Fits’, Ai j parameters were obtained for each of the 91
dimer pairs individually; these results are identical to those discussed in the previous two subsec-
tions. In contrast, for the ‘Transferable Fits’, the Ai j parameters were fit to the 13 homonomeric
dimer pairs and were re-used (without any further optimization) to calculate energies for the 78
mixed systems using the combination rules listed in Section 3.4. Results for each parameterization
scheme are shown in Table 1. From the RMSE and ‖MSE‖ from the competing schemes, we see
excellent parameter transferability for all force fields studied. For the Slater-ISA FF, characteristic
RMSE and ‖MSE‖ for each component increase by a very small fraction upon constraining the fit;
due to small error cancellation, errors in the total energy actually decrease somewhat with these
constraints. (This is possible since the total energy is not directly fit.) The Born-Mayer-IP FF also
displays a significant degree of transferability, though errors in the total energy increase slightly
upon constraining the fit. As in prior work, the observed parameter transferability for both force
fields can be attributed to our use of a term-by-term parameterization scheme (Section 3.4), which
serves to minimize error cancellation between energy components and generate a more physically-
meaningful (and thus transferable) set of parameters.71,122 Finally, note that for four of the five
interaction energy components the relative change in RMSE on constraining the fit is smaller for
the Slater-ISA FF than the Born-Mayer-IP FF. The δHF term is the exception, but even here the rel-
ative change in errors from the two methods are comparable. This suggests that the Slater-ISA FF
may be the more transferable of the force fields studied. Nevertheless, the Lennard-Jones model is
surprisingly transferable, likely in part due to the same accurate and transferable ‘long-range’ elec-
trostatics and polarization as the Slater-ISA FF. The non-polarizable, point-charge Lennard-Jones
model (results for which are shown in the Supporting Information) displays the least transferability
(in both an RMSE and ‖MSE‖ sense) of all force fields studied.
Although we do not examine it here, we expect that the previously demonstrated success59,71,121,122
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of the Born-Mayer-IP FF with respect to ‘environment transferability’ — the extent to which a sin-
gle set of parameters can model a variety of phases and molecular environments — and ‘atom type
transferability’ — the extent to which atoms in chemically similar environments can accurately be
grouped together into ‘types’ and treated using one parameter set — would also apply to, or even
be improved by, Slater-ISA FF. These issues are under investigation in our groups.
4.4 Robustness
One of the practical challenges of ab initio force field development is the robustness of the result-
ing force field quality with respect to the choice of an appropriate training set and/or weighting
function. To this end, the default weighting function (eq. (37), λ = 2.0) was varied to produce
unconstrained fits that were skewed either towards attractive (λ = 0.5) or repulsive (λ = 5.0) con-
figurations, and pairwise differences in force field total energies were computed between each
weighting scheme. Characteristic root-mean-square pairwise differences (RMSD) between each
weighting function are shown in Table 3; as before, ‘attractive RMSD’ were calculated by ex-
cluding repulsive points from consideration. Note that, on average, the default λ = 2.0 weighting
scheme is optimal (in an RMSE sense) for both the Slater-ISA and Born-Mayer-IP FFs.
Overall, both the Born-Mayer-IP FF and the LJ FF display significant weighting function sen-
sitivity. This sensitivity is not surprising; as both force fields are unable to reproduce the entirety of
the potential energy surface, changing the weighting scheme (or equivalently, the balance of con-
figurations in the training set) alters the parameters in the Born-Mayer-IP FF or the LJ FF models
quite substantially. Even excluding repulsive configurations, RMSD of ∼ 0.5 kJ mol−1 are typical
for the Born-Mayer-IP FF. RMSD are somewhat smaller for the LJ FF (∼ 0.3 kJ mol−1), how-
ever qualitatively we see that differences in computed force field energies are systematic: smaller
weighting functions capture the minimum energy region of the potential while overestimating the
magnitudes of both the repulsive and tail regions of the potential, whereas larger weighting func-
tions tend to underestimate the minimum energy region in order to correctly reproduce the repulsive
wall. Consequently, the Lennard-Jones model shows weighting-function sensitivity in a manner
that is not entirely captured by the RMSD, but is instead reflected in the greater sensitivity of the
LJ FF (as compared to the Born-Mayer-IP FF) in the prediction of experimental properties (vide
infra).
Note that for practical force field development (as opposed to minimization of overall RMSE),
the default weighting scheme for the Born-Mayer-IP FF and the LJ FF is suboptimal for many
dimers in the test set. Because both the Born-Mayer-IP FF and the LJ FF must inherently com-
promise between accuracy near the minimum and along the repulsive wall, the weighting function
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Table 3: Characteristic RMS pairwise differences (RMSD) in force field total energies for different
weighting functions with λ values as defined in eq. (37); values shown are the (arithmetic mean,
rather than geometric) RMSD across the 91 dimer test set. Characteristic ‘Attractive’ RMSD (as
defined in Table 1) are shown in parentheses to the right of each overall RMSD.
Characteristic RMSD
λ = 0.5 vs 2.0 λ = 0.5 vs 5.0 λ = 2.0 vs 5.0
(kJ mol−1) (kJ mol−1) (kJ mol−1)
Slater-ISA FF 0.742 (0.207) 0.990 (0.273) 0.306 (0.086)
Born-Mayer-IP FF 1.866 (0.409) 2.632 (0.550) 0.797 (0.153)
LJ FF 1.301 (0.216) 1.605 (0.309) 0.324 (0.099)
Born-Mayer-sISA FF 0.611 (0.178) 0.810 (0.236) 0.293 (0.081)
requires system-specific fine-tuning in order to achieve proper balance. This empiricism creates
significant challenges in the development of ab initio force fields.
By contrast, we find the Slater-ISA FF to be robust with respect to the choice of weighting func-
tion due to its more balanced treatment of repulsive and attractive regions of the potential energy
surface. Average RMSD for the Slater-ISA FF are between two to three times smaller compared
to the Born-Mayer-IP FF, and the Slater-ISA FF is relatively insensitive to the choice of weighting
function. These conclusions hold for both attractive and overall RMSD. As a result, the Slater-
ISA model largely eliminates the need for empirical fine-tuning of the weighting function, which
in turn greatly simplifies the parameterization process and allows for a more robust prediction of
chemical and physical properties.
For the ethane dimer, Figure 11 shows overall force field energies for both the Slater-ISA and
Born-Mayer-IP FFs for three weighting functions. Results for the Lennard-Jones models are shown
in the SI, and are qualitatively similar to the Born-Mayer-IP FF results. The Born-Mayer-IP FF
fits vary qualitatively with λ , leading to a relatively large uncertainty in calculated B2 coefficients,
enthalpies of vaporization, and liquid densities (see Table 4). By skewing the fits towards attractive
configurations (λ = 0.5), the majority of attractive configurations are predicted without systematic
error, though points along the repulsive wall (including those with net negative energies) are sys-
tematically too repulsive. Using a scheme which more heavily weights repulsive configurations,
the Born-Mayer-IP FF regains semi-quantitative accuracy for repulsive configurations, albeit at the
expense of a systematic increase in errors for the attractive dimer configurations. Finally, we re-
iterate that the optimal weighting function for the ethane dimer (here λ = 0.5 best reproduces the
2nd virial for the Born-Mayer-IP FF) is by no means universal for the molecules in the 91 dimer
test set.
The Slater-ISA FF fits for the ethane dimer, on the other hand, are nearly completely insensitive
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Figure 11: Comparison of the Slater-ISA FF and the Born-Mayer-IP FF in terms of sensitivity to
the weighting function employed in parameter optimization for the ethane dimer. Three weighting
functions, λ = 0.5 (purple), λ = 2.0 (blue), and λ = 5.0 (green) are shown, with higher λ values
indicating more weighting of repulsive configurations.
(top) Total interaction energies for the Slater-ISA FF (left) and the Born-Mayer-IP FF (right) indi-
cating the accuracy of each force field with respect to DFT-SAPT (PBE0/AC) benchmark energies.
The diagonal line (black) indicates perfect agreement between reference energies and each force
field, while shaded grey areas represent points within ±10% agreement of the benchmark. To
guide the eye, a line of best fit (dotted line) has been computed for each force field and for each
weighting function.
(bottom) Computed 2nd virial coefficients for ethane. Data for the Slater-ISA FF and the Born-
Mayer-IP FF are depicted using shaded circles and open squares, respectively; colors for the dif-
ferent weighting functions are as above. Experimental data from ref. 119 (black line) is also
shown. 37
Table 4: Enthalpies of vaporization and liquid densities for ethane as a function of force field and
weighting function. Values in parentheses include an estimation of the 3-body correction (0.628
kJ mol-1 and 0.034 g mL-1 for the enthalpy of vaporization and liquid density, respectively) as
computed in ref. 121. Experimental data taken from ref. 123 and ref. 124.
Weighting Function
Force Field λ = 0.1 λ = 0.5 λ = 2.0 λ = 5.0 Experiment
∆Hvap (kJ mol-1); ρ = 0.546 g L-1, T = 184 K
Slater-ISA FF 15.3 (14.7) 15.3 (14.6) 15.3 (14.7) 15.2 (14.6)
14.7Born-Mayer-IP FF 14.3 (13.7) 15.1 (14.5) 16.6 (15.9) 18.6 (18.0)
LJ FF 15.5 (14.9) 14.6 (13.9) 11.4 (10.7) 10.1 ( 9.5)
ρ (g L-1); P = 1 atm, T = 184 K
Slater-ISA FF 0.600 (0.566) 0.602 (0.568) 0.600 (0.566) 0.593 (0.559)
0.546Born-Mayer-IP FF 0.521 (0.487) 0.567 (0.533) 0.632 (0.598) 0.678 (0.644)
LJ FF 0.607 (0.573) 0.610 (0.576) 0.555 (0.521) 0.494 (0.460)
to the weighting function, leading to little intrinsic uncertainty in the determination of parameters
or in the computation of macroscopic properties. Some other dimers, particularly those where
atomic anisotropy would be anticipated (e.g., water), exhibited slightly larger sensitivity to the
weighting function. Nevertheless, the vast majority of dimers in the test set are qualitatively insen-
sitive to the choice of weighting function, and can be optimized with the default λ = 2.0 weighting
function without yielding undue systematic error in the attractive region of the potential, thus prov-
ing the enhanced robustness of the Slater-ISA FF model relative to conventional force fields.
4.5 Next-Generation Born-Mayer Models: Born-Mayer-sISA FF
We hypothesize that the increased accuracy, transferability, and robustness of the Slater-ISA FF is
a direct result of its more physically-motivated functional form and its use of ISA-derived atomic
exponents that directly account for the influence of the molecular environment. Nonetheless, we
recognize that the standard Born-Mayer functional form remains extremely common, both in simu-
lation software and in existing force fields. It is therefore fruitful to explore the extent to which the
BS-ISA exponents themselves could be used in conjunction with a Born-Mayer functional form.
These results are shown in Table 5.
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Table 5: Comparison of characteristic RMSE (as described in the main text) over the 91 dimer test set for the Born-Mayer-sISA
approximation compared with other methods. For the total energy, both RMSE and absolute mean signed errors (MSE) have
been shown. ‘Attractive’ RMSE, representing the characteristic RMSE for the subset of points whose energies are net attractive
(Eint < 0), are shown in parentheses to the right of the total RMS errors; ‘attractive’ ‖MSE‖ are likewise displayed for the total
energy. Slater-ISA FF, Born-Mayer-ISA, and Born-Mayer-sISA FF are as described in the main text, and the ‘Dimer-Specific’
and ‘Transferable’ fits are as described in Table 1.
Dimer-Specific Fits Transferable Fits
Component Slater-ISA FF Born-Mayer-ISA Born-Mayer-sISA Slater-ISA FF Born-Mayer-ISA Born-Mayer-sISA
(kJ mol−1) (kJ mol−1) (kJ mol−1) (kJ mol−1) (kJ mol−1) (kJ mol−1)
Exchange 2.641 (0.686) 7.030 (1.203) 2.677 (0.686) 2.718 (0.720) 6.968 (1.228) 2.764 (0.706)
Electrostatics 1.087 (0.351) 1.406 (0.589) 1.083 (0.352) 1.134 (0.351) 1.461 (0.598) 1.141 (0.352)
Induction 0.251 (0.095) 0.229 (0.097) 0.250 (0.096) 0.278 (0.101) 0.257 (0.101) 0.275 (0.101)
δHF 0.246 (0.068) 0.327 (0.120) 0.248 (0.068) 0.274 (0.076) 0.353 (0.122) 0.274 (0.076)
Dispersion 0.766 (0.317) 3.584 (0.890) 0.856 (0.336) 0.766 (0.317) 3.584 (0.890) 0.856 (0.336)
Total Energy
RMSE 1.701 (0.464) 4.934 (1.054) 1.751 (0.453) 1.650 (0.456) 4.555 (1.035) 1.713 (0.446)
‖MSE‖ 0.216 (0.057) 1.127 (0.505) 0.258 (0.063) 0.175 (0.051) 0.882 (0.516) 0.245 (0.057)
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As expected, direct insertion of the BS-ISA exponents into the Born-Mayer functional form
(Born-Mayer-ISA) does not yield promising results. Indeed, the Born-Mayer-ISA FF has signifi-
cantly worse RMSE and ‖MSE‖ than the Born-Mayer-IP FF. We reiterate that the P = 1 approx-
imation from eq. (25), yielding the conventional Born-Mayer form, is by itself a crude model.
Rather, it becomes necessary to accompany this approximation by a corresponding exponent scale
factor, ξ :
Bi = ξBISAi . (39)
Following literature precedent,40,59 we hypothesized that ξ could be treated as a universal constant.
To test this conjecture, we computed reference density overlaps for a variety of isolated atom
pairs (details in the Supporting Information), and fitted each of these overlaps to a Born-Mayer
function of the form Si j ≈ Ki j exp(−ξBISAi j ri j), where Ki j = KB3i j in line with eq. (13). To very good
approximation, both K and ξ can be treated as universal constants; that is, neither K nor ξ is
sensitive to the value of BISA. However, fitted values of K and ξ do depend strongly on the range
of ri j values used in the optimization, yielding estimates ranging from 0.74 to 0.88.
As an alternative, we optimized ξ directly by minimizing RMSE against the 91 dimer test set.
Results from various choices of ξ can be found in the Supporting Information. In agreement with
prior literature and our ‘first-principles’ analysis of overlaps, we find ξ = 0.84 to be optimal for
minimizing characteristic overall and attractive RMSE, though in practice the errors are insensitive
to ξ ∈ [0.82,0.86]. We henceforth use ξ = 0.84 and refer to to this force field methodology (Born-
Mayer functional form, ISA-derived exponents with scale factor ξ = 0.84) as the Born-Mayer-
sISA FF. Parameters and homo-monomeric fits for the Born-Mayer-sISA FF can be found in the
Supporting Information.
From Table 5 we see that the Born-Mayer-sISA FF is comparable in quality to our original
Slater-ISA FF methodology. For all attractive configurations, the Born-Mayer-sISA FF is equally
accurate and transferable (Table 5). Furthermore, as shown in Table 3, Born-Mayer-sISA FF dis-
plays similar parameter robustness to Slater-ISA FF. These results suggest that many of the advan-
tages of the Slater-ISA FF procedure can be captured simply by using the (scaled) ISA exponents.
Note, however, that the optimal scale factor likely exhibits some system dependence, and further-
more that the enhanced Slater functional form may be important where an accurate description of
highly repulsive configurations is crucial.
We also examined the Slater-ISA FF and the Born-Mayer-sISA FF against force fields where Bi
values were instead treated as soft constraints, rather than fixed parameters. Using entirely uncon-
strained exponents yields unphysical parameters and a severe degradation in force field transfer-
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ability. Using exponents from the Slater-ISA FF and the Born-Mayer-sISA FF as Bayesian priors
(in the sense used in refs. 38, 74), we generated two new force fields with optimized exponents, de-
noted Slater-OPT and Born-Mayer-OPT, respectively. Characteristic RMSE and ‖MSE‖ for these
force fields can be found in the Supporting Information. We find that both methods yield only
very minimal improvement, suggesting that the first-principles ISA exponents are already nearly
optimal. Comparing the Born-Mayer-OPT exponents to those from Slater-ISA, we find a nearly
identical average scale factor of γ = 0.83± 0.07. Given that these optimal exponents can now
be generated directly from first principles calculations of the molecular densities via the BS-ISA
approach of Misquitta et al., we anticipate that the BS-ISA densities and resulting ISA exponents
will be extremely useful in next-generation force field development in order to greatly simplify
force field parameterization.
5 Conclusions and Recommendations
We have presented a new methodology for describing short-range intermolecular interactions based
upon a simple model of atom-in-molecule electron density overlap. The resulting Slater-ISA FF
is a simple extension of the conventional Born-Mayer functional form, supplemented with atomic
exponents determined from an ISA analysis of the molecular electron density. In contrast to simple
Born-Mayer or Lennard-Jones models, the Slater-ISA FF is capable of reproducing ab initio inter-
action energies over a wide range of inter-atomic distances, and displays extremely low sensitivity
to the details of parameterization. Furthermore, the Slater-ISA FF exhibits excellent parameter
transferability. We thus recommend Slater-ISA FF for use in the development of future ab ini-
tio (and possibly empirically-parameterized) potentials, particularly where accuracy across wide
regions of the potential surface is paramount.
More generally, we find that analysis of the ISA densities provides an excellent first-principles
procedure for the determination of atomic-density decay exponents. This analysis improves upon
existing approaches (which rely upon exponents derived from atomic radii or ionization poten-
tials)57,125–127 and explicitly incorporates the influence of the molecular environment. These ex-
ponents can be used within Slater-ISA FF without further parameterization. Alternatively, in con-
junction with an appropriate scale factor, the exponents can be used to enhance the accuracy of
standard Born-Mayer potentials and/or Tang-Toennies damping functions. The resulting Born-
Mayer-sISA FF retains many of the advantages of Slater-ISA FF, but also maintains compatibility
with existing force fields and simulations packages that do not support the Slater functional form.
Given that the BS-ISA exponents appear to be essentially optimal with respect to additional em-
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pirical optimization, we strongly recommend use of these first-principles exponents in order to
simplify (both ab initio and empirical) future force field development involving Born-Mayer or
related functional forms.21
Overall, Slater-ISA FF enables a significantly increase in force field accuracy, particularly
in describing short intermolecular contacts. Nevertheless, the neglect of atomic anisotropy re-
mains, in some cases, a severe approximation.128–130 Indeed, it has been shown by many au-
thors1,69,77,116 that quantitatively accurate Ai j parameters (and to a lesser extent, Bi j parameters)
require incorporation of angular dependence for the generation of highly-accurate force fields.
This anisotropy becomes crucial when describing systems containing lone pairs, hydrogen bonds,
and/or pi-interactions. Promisingly, BS-ISA densities naturally describe such anisotropy,38,74,131
and a straightforward method for its inclusion (where essential) in ab initio force fields is the sub-
ject of ongoing work.
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