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I. INTRODUCTION
C ANONICAL random number generators produce independent unbiased bits. They operate by transforming deterministically a given random source. In this paper, we investigate the maximum rate at which random bits from an arbitrary random source can be extracted.
In the special case where the random source is a sequence of independent flips of a biased coin, von Neumann [4] suggested a very simple method for this problem which is as follows: Flip the biased coin repeatedly and split the resulting sequence into pairs of consecutive coin flips. Output 1 when HT occurs, output 0 when TH occurs. and output nothing otherwise. This scheme generates random bits at the rate of ~(1 -p) bits per coin flip, where p is the coin bias, a rate which is suboptimal as shown by Elias [5] . He shows that for a general stationary source, the entropy rate is an upper bound on the rate at which we can generate independent unbiased bits from the source. Elias also shows how to achieve this for the special class of stationary sources consisting of finitestate sources. In particular, this solves the problem for the case of independent and identically distributed (i.i.d.) sources. These are basically the most general results known so ,far.
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There are some further results on the algorithmic aspects of random number generation, where computational efficiency, rather than the extraction of the maximum number of bits, is the main goal. Iterating the von Neumann procedure, Peres [6] gave a computationally efficient method for the i.i.d. and finite-state case, that also achieves the optimal rate. Many other existing methods do not achieve the optimal rate and they will not concern us here. The fundamental approach in generating fair bits in the schemes of [4]-[6] is to exploit the symmetries in the source and consider equally-likely events. For example, if we take n independent flips of a biased coin, all sequences that have exactly k heads are equiprobable and there are n 0 k such sequences. So we can generate an equiprobable bit string of length 11% ; J 0 whenever the coin flips produce one of these &head sequences. Such schemes are called variable-length schemes, a term we will elaborate on in the succeeding paragraphs. We can exploit similar symmetries for finite-order sources and finite-state Markov sources. If we require exactly equiprobable bits, the Elias upper bound may not be achievabie for infinite-memory sources (even if they are stationary and ergodic) because such symmetries need not exist. In general, we can only hope for almost equally-likely events. In many situations requiring pure coin flips (randomized algorithms, for example) such approximate random bits have been shown to be sufficient. An extensive literature, much of it fairly recent, exists in computer science which deals with "derandomization''-substituting almost pure randomness instead of pure randomness, see [16] and references therein.
One feature of the von Neumann procedurt and much of the work in the computer science literature (see [18] ) is that they do not require the exact statistics of the source to be known-they only need structural information about the source; for example, whether it is i.i.d. or if it is Markov, the order of the Markov process. In this sense these algorithms are universal. In contrast we are interested in characterizing the maximum number of random bits we can generate from a source whose statistics are known. However, the statistics can be arbitrary-no stationarity or ergodicity assumptions are imposed.
To reiterate, the basic approach taken in this paper is to relax the requirement on exactly equiprobable bits, by asking for an arbitrarily accurate approximation. This is very much in tune with the classical information theoretic approach [7] , where a nonzero (but arbitrarily small) error is allowed, for example, in transmission of information, fixed-length source coding, etc. Once we do that, the Elias upper bound is achievable and we are able to show both achievability and converse results that are applicable in general. In particular, the converse result is a stronger version of the Elias bound, because we prove that even if we are content with asymptotically pure bits, we cannot achieve more than the entropy rate.
To motivate the solution found in this paper, it is useful to recall Sinai's ergodic theoretic result [9] . Consider a stationary ergodic process Z and an i.i.d. process B such that the entropy rate of 2 is greater than or equal to the entropy rate of B. Then there exists a sliding block encoding (time-invariant deterministic transformation that looks at the infinite past and the infinite future and outputs a single symbol and then shifts the input by one position to the left and repeats the above operation) which takes in as input the process 2 and outputs a process statistically identical to B.
Our setting is very different from the ergodic theory approach in that we consider a "one-shot" finite-dimensional coding problem: we take an n-symbol string of the input process and output a binary sequence of length T where T may or may not depend on the particular n-symbol realization and prove results about the asymptotic behavior of the rate f when the distribution of the output sequence is required to become asymptotically equiprobable. In contrast to the ergodic theory setting, we do not consider mappings that take infinite strings to infinite strings. Nevertheless, our results are consistent with Sinai's result, when specialized to the stationary ergodic case and properly interpreted.
The largest asymptotic rate at which almost independent equiprobable bits can be generated by a deterministic transformation of the source will be referred to as the Intrinsic Randomness (IR) rate of the source. We deal with this problem in two settings: a) fixed-length random number generation, where every source n-symbol realization is deterministically transformed into an r-bit sequence where r depends only on n and not on the particular realization of the source sequence and b) variable-length random number generation, where the length of the output string (which could be zero) depends on the particular realization of the source sequence. The natural performance measure in the variable-length case is the asymptotic average rate of the bit sequence generated. This situation of fixed length versus variable length is reminiscent of (almost noiseless) source coding-an analogy that will become more apparent when we describe the formulas for random number generation. However, the proofs of our direct and converse results are quite different from those of source coding.
What do we mean by approximately equiprobable bits? We prove our results using three measures of approximation of probability distributions-variational distance, the d-bar distance, and normalized divergence. Of these measures the d-bar distance is known to be weaker than the variational distance, while the normalized divergence is neither stronger nor weaker than the others. Nevertheless, in all three cases the Intrinsic Randomness turns out to be the same. We show that for fixed-length random number generation the maximal achievable rate is the inf-entropy rate, defined in [l] , and for the variable-length case it is the liminf of the per-symbol entropy. The results of this paper are a pleasing counterpart to the general source coding results of [l] where the minimum achievable fixed-length encoding rate is shown to be the sup-entropy rate and the minimum achievable variable-length source coding rate is shown to be the limsup of the per-symbol entropy for an arbitrary finite alphabet source. The inf-and sup-entropy rates are defined in the next section.
For the fixed-length problem, the analogy is complete in the sense of Fig. 1 : intrinsic randomness plays the counterpart to the source-coding rate, analogously to channel resolvability and channel capacity [2] . The problem of resolvability is introduced in [l] and it is the dual of the channel capacity problem.
This paper is organized as follows. In Section II we provide the definitions and illustrative examples. Section III gives some examples that illustrate the computation of the Intrinsic Randomness rate in the fixed-length and variable-length modes. Section IV is devoted to two lemmas that form the core of the proofs in the remaining two sections. In Sections V and VI we prove the results on fixed-length and variable-length random number generation, respectively.
II. DEFINITIONS AND STATEMENT OF RESULTS
In this paper we deal with general discrete random sources, characterized by their sequence of finite-dimensional distributions 2 = {Fz-}Z",l where 2" takes values on A", and A is a finite set.' Note that the sources we allow include but are not restricted to random processes, because the finite-dimensional distributions are not required to be consistent.
To help illustrate the distinction between fixed-and variablelength random number generation we provide the following example. Consider the probability distribution on (0, 1)" such that the all-zero string has probability i and all strings beginning with 11 are equiprobable. The rest of the strings have zero probability. In the fixed-length case, we generate one random bit-0 if the all-zero string occurs and 1, otherwise.
' Most results in this paper do not need the finite alphabet assumption. We point out where it is needed.
But if we allow ourselves the freedom to output variable number of bits, we can do much better. In this case we output a null string when the all-zero string occurs. We output (n -2) bits whenever one of the other nonzero probability strings occur. On average, we generate g -1 bits in this approach. Conditioned on the number of bits generated, we get equallylikely bits. Notice that the fixed-length scenario corresponds to the worst case, and the variable-length scenario corresponds to the average case.
In the preceding example, we are able to generate exact equiprobable bits. In general, this may not be possible, as we illustrate in [19] with an example. Now we state the formal definitions. Dejbzition 1: For any E > 0, R is said to be an c-achievable Intrinsic Randomness (IR) rate for source 2 if for any y > 0 there exists a sequence of deterministic mappings & : A" -+ (0, 1)' such that for all sufficiently large n, ;>R-7 and
where B' is the equiprobable distribution on (0, 1)' and A is a measure of the distance between probability distributions to be specified in the sequel.2 Definition 2: If R is c-achievable for all E > 0 then it is called an achievable IR rate.
The maximum achievable intrinsic randomness (MIR) rate of a source 2 is denoted by &(Z), Ub(Z), and Ud(Z) according to the following three respective choices of the distance measures in Definition 1: 1) U,, (2) : MIR rate according to variational distance: If P and Q are two probability measures defined on the same measurable space (0,7) then the variational distance between them is given by
2) Ub(Z): MIR rate according to d-bar distance: Let P and Q be probability distributions on (0, l}r, and U' and i? be the corresponding random variables. The d-bar distance between the the two distributions is
Here the expectation is with respect to some joint distribution of U' and i? and the infimum is over all such joint distributions on (0, l}' x (0, l}' with the first and second marginals P and Q, respectively. d~(~r, Z') refers to the Hamming distance between the two r-bit strings ur and U', i.e., the number of positions in which they differ. The d-bar distance was introduced by Omstein in his famous isomorphism paper [ 1 I]. Many properties of d-bar distance, ' The first argument in A(& (Zn), B') denotes the probability distribution of the random variable 4% ( Zn).
including the fact that it is less than or equal to half the variational distance, are derived in [ 131. This fact implies that KJ(-q 5 u/J-q.
3) Ud (2) : MIR rate according to normalized divergence: If P and Q are distributions on (0, l}', then their normalized divergence is given by A(P,Q) = $'llB) = f c P(G PW)logQ(ar). a~E{O,l}T
One of the main results of this paper is that the maximal intrinsic randomness rate of a discrete source (according to each of the three foregoing distance measures) is equal to the inf-entropy rate of the source, which is defined as follows.
Definition 3: The inf-entropy rate of 2, H(Z), is the largest extended real number Q, that satisfies for all S > 0 lim Pp[z" : ; log 1 11'00 pzn(z") Ia-Sl=@
The inf-entropy rate and the sup-entropy rate z(Z) of a random source were introduced in [l] . They can be referred to as the liminf and limsup in probability, respectively, of the sequence of random variables ; log 1 Pzn (Zn) n=l' If both quantities are equal, then the sequence converges in probability to the entropy rate of the source 1 H(Z) = lim -E 1 n-+00 n pz-(Zn) 1 provided the source alphabet is finite, as proved in [l] . It is further shown in [l] that the sup-entropy rate is the minimum achievable fixed-length source encoding rate (see [3] for definitions).
Our main result in the fixed-length case is the following: Theorem 1: For any discrete source Z U&z) = Q)(Z) = Ud(Z) = Is(Z).
In variable-length random number generation, the pertinent definitions are as follows:
Dejinition 4: For any E > 0, R is an c-achievable variablelength intrinsic randomness rate for a source 2 if for any 6 > 0, there exists a sequence of sets In of nonnegative integers, a sequence of partitions A" zz u Jim) and a sequence of deterministic mappings {&,, : J,'"' I--+ (0, l)T)rEI, such that the following conditions are met:
(Cl) For all n ; c rPZn ( Jin)) > R -S.
(
TEI, (C2) For all sufficiently large n and this selection is independent of the two source sequence realizations. The inf-entropy of the joint source is clearly min{h(p), h(d). On the other hand, the limit of the persymbol entropy exists and is equal to oh(p) + (1 -@)h(q). Hence for this source the MIR and MVLIR rates are not equal. where Br has the equiprobable distribution on (0, l}' and 2: is 2" restricted to JJn'.
The crux of the above definition is to partition the space of source output strings into different sets and output a bit string whose length depends on the particular partition realized. We require that, conditioned on the length of the output bit string, we get almost equiprobable bits. In the above definition we can replace the maximum over T E 1, with an average taken with respect to the distribution Pz-(JJ")), without impacting our results.
Dejinition 5: If R is an t-achievable VLIR rate for all E > 0, then it is called an achievable VLIR rate. The maximumachievable variable-length intrinsic randomness (MVLIR) rate of a source 2 is denoted by Vu(Z), Vb(Z) and Vd(Z) according to the following respective choices for the distance measure A: variational distance, d-bar distance, or normalized divergence.
The main result in the variable-length case is the following theorem:
Theorem 2: For every finite-alphabet source Z
III. EXAMPLES
This section is devoted to some examples that illustrate the conditions under which the MIR and MVLIR rates are equal.
A. Stationary Ergodic Sources
According to the Shannon-McMillan theorem, for any stationary ergodic source, the sequence of random variables { k log 1 pz-(Zn) I converges in probability to Thus H(Z) = Jim ifI( Convergence in probability of the self-information random variables to a constant is equivalent to saying that the infand sup-entropy rates equal that constant. Using Theorems 1 and 2, (2) implies that the MIR rate equals the MVLIR rate for stationary ergodic sources.
B. Stationary Nonergodic Source
We now give an example of a stationary nonergodic source for which the MIR and MVLIR rates are not equal. At the beginning of time nature selects one of two Bernoulli sources with probabilities p and 4, respectively, where 4 # p # 1 -q. It selects the first i.i.d. source with probability 0 < 0 < 1 C. Nonstationary Source Nonstationary nonergodic sources may have identical MIR and MVLIR rates. To see this, consider the following source (which appears in the counterexample to the separation theorem in [lo]).
Let J be an infinite set of positive integers given by J = {i E N : 22k-1 5 i < 22k, for some Ic E N} It can be enumerated as ,3,8,9,10,11,12,13,14,15,32,33,~ . . , 62,63,128,. . .}.
Let 2 be a binary memoryless nonstationary source whose distribution Pz, is given by
That is, at time i E J the source is equally likely (0, 1) and at time i $Z J the source is deterministic. IV. Two LEMMAS We prove two lemmas which we call the aggregation lemma and continuity lemma, respectively. The former is the crux of the direct part and the latter is important for the converse part.
We begin with the aggregation lemma. The basic idea in this is that if we have a probability distribution whose probability values are very small (but which may widely differ from each other), then we can aggregate them into larger clusters of approximately equal probability.
Lemma 1 (Aggregation Lemma): Consider a sequence of elements in J(") to make up a new bin that satisfies (8) or random variables { Yn}rZ1 where Y" takes values in A". because we hit the limit K = 2' -1. Due to (9), J('") will Suppose there exists a sequence of sets {J (n) : J(") c A"} not be exhausted until there are at least [(l -cn)2'] bins, (note that J(") need not be a Cartesian product) that satisfies implying K _> (1 -~,)2~ -1. the following: i) Finally define &rm Py" (J'")) = 1
and ii) there exists o > 0 such that for all sufficiently large B,(K + 1) = A" -; Bn(i) n and for all yn E J(")
5 2-na. (5) = (A" -J(")) u(J(") -u B,(i)). i=l Then for every 0 < Q 5 9, we can find a sequence of deterministic mappings Now we upper-bound the probability of the bin B, (K + 1).
{& : A" H (0, I}?, T = [no -dJ}
The contribution due to the first part (A" -Jcn)) is E,. The contribution due to the second part can be upper-bounded such that from (8) as 1 -E, -K(2-' -2-") and this quantity, using dim A(&(Yn), B') = 0 (6) K 2 (1 -%)2' -1, can be further upper-bounded by (1 -~,)2r-~ + 22' -22". Hence where B' has the equiprobable distribution on (0, 1)' and (6) holds in both variational distance and normalized divergence. Proof Let us denote en = 1 -PY~(J(~)). Expression (4) implies that en + 0 as n ---t 00. Fix some 0 < 0 5 2. We will consider n sufficiently large so that (5) is true and E, < f . The second condition is just to make sure that we are not considering sets with too few elements.
Let us first observe that 1 J(") 1 > (1 -~,)2~~ which is a consequence of (5). We will construct a sequence of deterministic mappings 
where (7) holds according to both the variational distance and the normalized divergence measures. We need to aggregate the probability masses of Py" into 2T bins, such that the probability of each bin is roughly 2-r. We will be able to do so even though we have not put any conditions on the probabilistic structure of Y beyond (5). The construction is as follows: All but one bin will be filled exclusively with elements of the set J("). Let s = na! -9. Order the elements of J(") arbitrarily and place elements in the first bin B, (1) until its probability satisfies Py"(B,(l)) 2 2-' -2-".
At that point, the construction of B,(l) is complete. Clearly, due to (5) Py"(B,(l)) < 2-'.
To see this, note that if (9) were not true, we could remove an element from the bin and still (8) would hold, resulting in a contradiction. Continue this procedure with B,(2), . . . , B,(K) where K 5 2' -1. Note that the probability of each of those bins satisfies (8) and (9) 
i=K+2
We bound each of the three terms of (11) separately. The first term is upper-bounded by K2-" using (8) and (9) and this is less than or equal to 2'-". The second term is upperbounded by 2-r + cn + 2 x 2'-" using (10). The third term is simply 1 -(K + 1)2-r which is less than en.
Putting the three bounds together and taking n sufficiently large, we conclude that
B') < 3 x 2r-s + 2-'+ 26, 5 2-y +2e,
which goes to zero with n. Now the convergence in normalized divergence is proved infinitely often in T, for some a(X) > 0. We will focus on as follows: We will first lower-bound fH(&(Yn)).
those T for which (17) is true. From now on we will write Q: 
where dH refers to the Hamming distance. Clearly, due to the (13) (14) which is true for all sufficiently large n. This incorporates both (12) and (13).
Remark: We would also be interested in the special case of E, = 0 for all n. Then the upper bound (14) depends only on 0 and is uniform in N provided QI > q. This fact will be useful later on.
In the above, we have used the fact that the infimum in the definition of d-distance is actually achievable. Now we define another set D, E (0, l}' which is a superset of G, Now we turn our attention to the next lemma which we call the continuity lemma. This lemma turns out to be the key ingredient of our converse results in the subsequent sections. We state the lemma in a unified way but the proofs for the two distance measures, d-bar distance and normalized divergence, are quite different and are given separately. Once we have the continuity lemma, the proof of the actual converse statements are identical.
Lemma 2 (Continuity Lemma): Let {B'}~=, be a sequence of random variables such that B' has the equiprobable distribution on (0, l}'. Let {&'}zr be a sequence of random variables also taking values in (0, l}' that satisfies,
Ttcc where the distance measure A is the d-bar distance (resp., the normalized divergence).
Suppose B satisfies (15) and yet there exists a X > 0 such that H(B) < 1 -X. (Since B' takes values on (0, l}' it trivially satisfies H(B) < 1.) Then the process fi satisfies H(B) = 1. We will first prove the statement for the d-bar distance.
Proof (d-Bar Distance): We will argue by contradiction. 
By definition of inf-entropy rate, {GT} satisfies
The following is true if we take T to be suitably large:
where we have used the fact that h(S) = 61% f + (1 -S)lOg & 5 iv%, for fi 5 $.
Hence we can say that
ID,] 5 \G,)2'd 5 2+4+"3 5 24'-+).
For large enough T, (26) contradicts (24), establishing the result.
Proof (Divergence): We will now prove the continuity lemma for the case of normalized divergence. Assume that (27) We will show that this implies H(B) = 1. We can rewrite (27) as
Note that for all T we trivially have f H( B') < 1. Let us fix an arbitrary E > 0. Let Denote ,& = PB, (ET). W e want to show that /?r goes to zero with increasing r. We will concentrate on those r for which /?r > 0. We write the normalized entropy of B' as
The first term of (28) can be easily upper-bounded by (1 -c),&. The second term in (28) is equal to
Adding the bounds for the two terms, we get an overall upper bound for the normalized entropy as Now if ,&. > ,B > 0 infinitely often in T, the bound will imply that the normalized entropy is bounded away from l-which is a contradiction. Hence ,& tends to 0. From the definition of ,&., we conclude that H(B) > 1 -E. Since the choice of E > 0 is arbitrary, we get the desired result.
Corollary: Under the conditions of Lemma 2, the following holds:
lim :H(B') = 1. ?--cc y Proof For normalized divergence, this is trivially true. For the case of d-bar distance, it is a simple consequence of the fact that for any finite alphabet process B if H(B) = H(B), then limr-,oo iH(B') exists and is also equal to the above two quantities ([ 1, Lemma 11). Then, noting that H(B) 5 H(B) 5 1, because the size of the alphabet of B is 2, and the corollary readily follows.
V. FIXED-LENGTH RANDOM NUMBER GENERATION
In this section we prove Theorem 1 which we repeat here for convenience.
Theorem 1: For any discrete source Z
To show this result, we first recall Thus it will be enough to show
Note that the normalized divergence measure neither dominates nor is dominated by the other two distance measures.
A. The Direct Part
In this section we prove the achievability part of Theorem 1. Lemma 3: Every discrete source Z satisfies
Proof: We might as well assume that El(Z) > 0, othIf, furthermore, P erwise there is nothing to prove. Fix 0 < y < iEl(Z). Let 7-= ln(H(Z) -r)l. W e need to aggregate the probability masses of Pp into 2' bins, such that the probability of each bin is roughly 2-r. This is exactly the problem we have dealt with with in the aggregation lemma. We denote Q: = IS(Z) -$ n< belongs to the subset ; log P,;(fj&)) L l-E Y and define the set " ; 6z < 4(H(Z) + ;, J(") = {z" E A" : Pz,(zn) 5 27,). then
By definition of inf-entropy rate, Pzn ( Jcn)) -+ 1 as n + 00. Now we invoke the aggregation lemma to claim that there 1 log n exists a sequence of deterministic mappings & : A" -+ {O,l}', with , >H(Z)+;.
Clearly, P.p (F,) ---f 1 as n -+ 00 due to the fact that (33) where (34) holds according to both the variational distance In this section we handle the variable-length random generand the normalized divergence measures. Since the choice of ation. Note that the proof of our direct part relies on the finite y is arbitrary, it follows that H(Z) is an achievable intrinsic alphabet assumption, unlike the result in the fixed-length case. randomness rate according to both measures and the proof of We repeat Theorem 2 here for convenience. the direct part is complete.
Theorem 2: For every finite alphabet source 2:
In this section we show the converse results for the fixedlength random number generation problem. We will show that We will split the proof into direct and converse parts: ub (Z) < H(Z) and Ud( Z) < I%(Z). Coupled with the direct A. Direct part part we get the main result &(z) = ub(z) = ud(z) = B(z).
We will show that for arbitrary E > 0 and S > 0, H -S is an c-achievable VLIR rate where Let us assume that El(Z) < co, otherwise, there is nothing to prove. Now we will contradict the converse statement and assume that there exists a y > 0 such that H(Z) + y is an achievable IR rate in the sense of d-distance (resp., normalized divergence).
This implies that there exists a sequence of deterministic mappings {& : A" --) (0, 1)') such that for all n f 2 H(Z) + ;
and
where A is the d-bar distance (resp., the normalized divergence) . It follows from the continuity lemma proved earlier that the process (8' = &(Zn)} has inf-entropy rate of 1. Since & : A" H (0, 1)' is a deterministic function H = 'ml&f ;H(Zn).
We might as well assume that H > 0, otherwise there is nothing to prove.
The main idea of the proof is to partition A" into sets such that within a given set we have elements with roughly similar probability masses. We find the total probability of each set in the partition and only keep those sets whose probability is not too low. Within each of these sets, we apply the aggregation lemma to synthesize a close-to-equiprobable distribution. Now we proceed with the formal proof. Let 19 > 0 be such that 0 2 min{$, T, i}.
From now on we will focus on n large enough that pz-(x") I P&(h#y.
Thus for all zn E A" Note that L is finite, independent of n, and depends only on 8. Let us define a partition of A" as follows:
(76") = Zn. ' 1 . n log Pp(z") E [(-e + a>e, (e + 3)@ (37) along with the set E,=A"-6Gp). e=I
Now let K,= Pt{l,2,...,L}:Pz.(GS"))>& . >
Finally, we set
Clearly, for all e E {1,2;..,L} Pzn(z") 5 2-"(e+2)e > for all zn E Gk") and in addition, if e E K,,
For each e E K,, with T = L&O], we define the conditional distribution = 0, otherwise where 2; is Z" restricted to GF). Clearly, for every J! E K, pz,"(xn) < L22-4+2)e < 2-4e+v
where the last inequality is true if we take n sufficiently large. The sets {Gp)}ec~ n are precisely the sets for which we will output a nonempty bit string. The length of the bit string is T = L&l. In order to ensure that the bit string we output is almost equiprobable, we perform the aggregation procedure on each of the sets Gp) separately. This would mean that we would partition each of the Gp) , L E K, into 2' (r = L&9] ) bins. Now recall the upper bound (14) on the distance measures derived in Lemma 1. We apply this bound to each conditional distribution Pz,-where C E K, when n is sufficiently large. In the notation of Lemma 1, a: = (e + 1)0 2 20. Using the lemma, we can claim that if n is large enough, there exists a deterministic transformation 4 n,r : Gk") H (0, l}', r = [n!Oj such that A(+,,,(Z,", B') 5 2-2.
(In the present case we can set en = 0 in (14).) By the remark following Lemma 1, the upper bound is uniform for all values of! E K,. Hence, we can take the maximum over e on the lefthand side. Now letting n go to co, we see that we have satisfied the second condition needed in the definition of achievability.
To be notationally consistent with Definition 1, we set 1, = {r = [n@.j}l~K, u (0) and we can just reindex the partition according, to r instead of e. Now we need to compute the average number of bits generated by our scheme. We will need the following bounds: s1 = 1 c 1 n zn:l log <38pz+n)10g Pzn(gh) < 3o 1 77 PZ"(zn) and c 1 n zn:$ log &21og IAl+6' pzn (2") 1% pzn (z") < (log IAl + 0)2-"'.
Hence i c Pz-(2") log pzn;,") = s1 + s2 FEE, < 38 + (log IA( + 8)2-"' < 40 (43) where (43) is true for large n. Let us write < 5 Pzn (Gk"')(e + 3)O + 48. e=i
Here the inequality (44) is due to (37) and (43). We further bound the first term on the right-hand side of (44) as 5 Pzn(Gk"))(t + 3)8 = c Pzn(Gh"))(t + 3)6' e=i 
B. Converse Part
We show that Vj(Z) < H and Vd(Z) < H. Both proofs invoke the corresponding continuity lemma and so we develop them in parallel, using A to denote d-bar distance (resp., normalized divergence).
By way of contradiction, let us assume that H + 26 is achievable for some S > 0. By definition of achievability there exist a sequence of sets I, of nonnegative integers, a sequence of partitions 
where B' has the equiprobable distribution on (0, 1)' and 2: is 2" restricted to JJ"'. We consider the set I:, = Inn { T,... , fnW41}.
Clearly (48)
We want to apply the continuity lemma suitably. The trick is to define a "worst" sequence of partitions and apply the continuity lemma to this sequence and then claim that the result holds for any sequence of partitions. To be precise, we define a sequence of conditional distributions as follows: first let r 7L = arg min h%&X 41' r Clearly, r, > $. The sequence of conditional distributions is defined as {Pzm, }p=, where Pzm, is the distribution of the random variable Zr",. Now ( 
n-ar, where we have used the fact that if a sequence converges, then any subsequence also converges to the same limit. Therefore, choosing O<B< s 5Hf4S provided n is chosen large enough Consider the following string of inequalities: (51) where (52) follows from (51) and (53) is due to (47) and (48).
Since (54) is true for all large n, we obtain a contradiction of the fact that lim+izf A H( 2") = H. This proves the converse statement.
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