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Abstract
The problem of whether or not the equations of motion of a quantum
system determine the commutation relations was posed by E.P.Wigner in
1950. A similar problem (known as ”The Inverse Problem in the Calcu-
lus of Variations”) was posed in a classical setting as back as in 1887 by
H.Helmoltz and has received great attention also in recent times. The aim
of this paper is to discuss how these two apparently unrelated problems
can actually be discussed in a somewhat unified framework. After review-
ing briefly the Inverse Problem and the existence of alternative structures
for classical systems, we discuss the geometric structures that are intrin-
sically present in Quantum Mechanics, starting from finite-level systems
and then moving to a more general setting by using the Weyl-Wigner ap-
proach, showing how this approach can accomodate in an almost natural
way the existence of alternative structures in Quantum Mechanics as well.
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1 Introduction and Motivations
1.1 Introductory Considerations
Back in 1950, E.P.Wigner [229] (see also Refs.[25, 150, 196]) raised the problem
of whether the equations of motion determine or not the quantum commutation
relations. A few papers [199, 235] followed immediately, and the same prob-
lem was considered by S.Schweber [211] in the framework of Quantum Field
Theory. It also originated the interest for parastatistics [79, 91, 92]. Physicists
were apparently motivated in this research by the search of a way out of the
apparently uncontrollable divergences that were plaguing Relativistic Quantum
Field Theory.
As reported by F.Dyson [63], also Feynman addressed the same problem,
looking for commutation relations not associated with Lagrangian descriptions.
One would have also avoided in this way [35] the introduction of gauge poten-
tials. In the classical setting the problem, known as the ”Inverse Problem in
the Calculus of Variations” [186], was stated and clearly formulated already by
H.Helmoltz [99]. An example of a system admitting of two alternative Hamil-
tonian descriptions had already been given by J.L.Lagrange [118] when dealing
with linear problems.
With the advent of Relativity. T.Levi-Civita [127] considered a similar prob-
lem when looking for a Lagrangian description of massless particles in General
Relativity. P.Bergmann also noticed, in his famous book on Relativity [21],
that, when the Lagrangian function is itself a constant of the motion, as it hap-
pens, e.g., for geodesic motions in General Relativity, then any function of the
Lagrangian can be shown to provide, under very mild assumptions, a possible
alternative Lagrangian description of the same dynamical system.
Other motivations for interest in the same problem arose from the so-called
”no-interaction theorem” [10, 46, 162] concerning the covariant canonical de-
scription of relativistic interacting particles [9]. Here too alternative Lagrangian
descriptions were sought that could allow to evade the theorem [47]. The so-
called ”quadratic Hamiltonian theorem” [48] was also considered in the same
spirit.
A complete mathematical investigation of the inverse problem was initiated
by J.Douglas [58] (who was also one of the first Field medalists) back in 1941.
Many investigators considered in particular the problem with reference to the
No¨ther theorem [1] connecting symmetries and constants of the motion [186].
A first differential-geometric formulation of the problem appeared in the
mid-Seventies [151]. A few years later, R.M.Santilli [208] initiated a systematic
presentation of the problem for both particles and fields.
The Inverse Problem arises quite naturally if one starts from the ”experi-
mentalist’s” point of view [167] that the trajectories (think of the observations
in a bubble-chamber experiment) are the first raw data that are provided by
the direct observation of a dynamical evolution. It is therefore natural to start
5
from the trajectories to build up a vector field and, afterwards, to look for La-
grangian and/or Hamiltonian descriptions. A first attempt in this direction had
been made by E.K.Kasner [111] already in 1913.
As the ”raw data” are usually given on some configuration space, the first
problem one is faced with are the ambiguities that are present when trying to go
from a second-order differential equation on a configuration space to a first-order
one (i.e. a vector field) on a larger carrier space. This problem was analyzed in
detail in Ref.[167].
To clearly identify and formulate the problem, it is very useful to consider
linear dynamical systems first, and to investigate the existence of Hamiltonian
descriptions from the point of view of Poisson brackets.
In this context, writing the equations of motion in Hamiltonian form, i.e.:∣∣∣∣∣ dq
i
dt
dpi
dt
∣∣∣∣∣ =
∣∣∣∣ 0n×n 1n×n−1n×n 0n×n
∣∣∣∣
∣∣∣∣∣ ∂H∂qi∂H∂pi
∣∣∣∣∣ (1.1)
or, in collective coordinates:
.
ξ
i
= Λij
∂H
∂ξj
= Ai jξ
j (1.2)
amounts to looking for a decomposition [83] of the matrix representing the (lin-
ear) dynamics, say A, into the product of a skew-symmetric matrix Λ, which
stays for the Poisson tensor and defines the Poisson brackets and, if it is non-
singular, the symplectic structure, and of a symmetric matrix H which repre-
sents the Hamiltonian, i.e.:
A = Λ ·H (1.3)
Out of all possible such decompositions we obtain all the alternative quadratic
Hamiltonian descriptions for a given dynamical system. It is easy to realize (see
below, Chapt.3) that all symmetries for A, once applied to the factorization, will
take from one factorization to another one unless they correspond to canonical
transformations.
When going from a linear vector space to a generic differentiable manifold,
matrices should be replaced by tensor fields and, when ”moving from a point”
to a neighboring one, we will have to take into account also differential relations
(partial differential equations will arise in addition to algebraic relations).
One may trace the existence of alternative Lagrangian and/or Hamiltonian
descriptions to the existence of a large group of symmetries for the dynamics,
some of them being non-canonical symmetries.
The most obvious transformation taking one Lagrangian into another one is
a scale transformation. For instance, we might scale the mass in a Lagrangian
containing only a kinetic term, or we could do that, thanks to the equivalence
principle [21], for a massive particle moving in a gravitational field.
When moving to the quantum descriptions, it becomes already clear that the
scaling of the Lagrangian will give rise to a selection of the ”allowed” periodic
motion within a Bohr-Sommerfeld quantization scheme which will depend on
6
the scale. This is not surprising, as the Lagrangian times the period is measured
in units of Planck’s constant.
This observation shows that we should not expect that the quantum descrip-
tion of a dynamical evolution would trivially exhibit properties similar to the
classical ones.
On the other hand, there is a strong belief that Classical Mechanics should
be a suitable limit of Quantum Mechanics. To quote from Dirac’s book [56]:
“Classical mechanics must be a limiting case of quantum mechanics. We
should thus expect to find that important concepts in classical mechanics corre-
spond to important concepts in quantum mechanics and, from an understanding
of the general nature of the analogy between classical and quantum mechan-
ics, we may hope to get laws and theorems in quantum mechanics appearing as
simple generalizations of well known results in classical mechanics.”
This, along with the existence of alternative Hamiltonian descriptions for
solitonic equations [180], strongly suggests that a proper formulation of bi-
Hamiltonian descriptions should exist for quantum dynamical systems as well.
Here one can be more or less demanding. For instance, one may require that
known situations of bi-Hamiltonian descriptions of specific classical dynamical
systems be fully recovered in the quantum framework. As we shall see, these
requirements may have far-reaching consequences in the acceptable formulations
of Quantum Mechanics.
For instance, one of the fundamental principles of Quantum Mechanics as
formulated by Dirac [56] is the existence of a superposition rule for wave func-
tions in order to deal with interference phenomena. This is usually translated
into the requirement [56] that the carrier space should be a vector space.
On the other hand, the approach in terms of C∗-algebras shows clearly that
the Hilbert space we arrive at with the GNS construction [95] depends on
the initial state we choose, which is obviously ”prepared”, so-to-speak, ”in the
laboratory”.
A spin-off of this construction is also the need for a clear distinction between
the ”abstract” C∗-algebra and its specific realizations in terms of operators
acting on the Hilbert space that results from the GNS construction.
Considering next more closely the Dirac prescription of replacing Poisson
brackets with commutator brackets, one finds that, while in the classical case
all possible Poisson brackets generate derivations for the pointwise product of
functions on the carrier space (i.e. the classical observables), in the quantum
setting another result by Dirac (see Chapt. IV of Ref.[56]) shows that the
associative product of operators identifies completely (up to a scale factor) the
associated Lie algebra structure (the commutator brackets). In some sense,
therefore, the associative product and the Lie product strongly determine each
other in the quantum case.
Many of these issues will be closely scrutinized in the present Report, which
has been organized in the following way.
The remainder of this Chapter and Chapt.2 serve to, so-to-speak, ”set the
stage” for the analysis of the following Chapters, discussing, to begin with,
how the Schro¨dinger equation can be recast in the form of a Hamiltonian
7
system, both in the finite and the infinite-dimensional case, and how alter-
native Hamiltonian descriptions of the same quantum system can be generated.
As bi-Hamiltonian systems are usually associated with complete integrability
[50, 54, 134], Chapt.2 reviews some general problems concerning complete (Li-
ouville) integrability and related invariant structures. In Chapt.3 we discuss the
existence of alternative structures at the classical level starting, as anticipated
in these introductory notes, with a discussion of the case of linear vector fields.
Chapt.4 moves to the quantum setting. Also in order to set the problem within
a framework similar to that of the classical case, and to take into account the
fact that pure states in Quantum Mechanics are a manifold rather than a vec-
tor space, we begin with a discussion of how geometric (tensorial) structures
that are somehow hidden by the linear vector space structure of the Hilbert
space emerge nonetheless as fundamental structures. We emphasize there how
the proper carrier space for quantum dynamical system is instead the (no more
linear) complex projective space associated with the Hilbert space. We con-
clude by discussing here too possible bi-Hamiltonian descriptions of quantum
systems and with a brief account of the extensions of the concepts developed
along the Chapter to the infinite-dimensional case. In Chapt.5 we discuss the
Wigner-Weyl approach to Quantum Mechanics, beginning with a review of the
Weyl map, illustrated also with a good number of examples, we continue with
the Wigner map, the Moyal product, Quantum Mechanics in phase space and
we discuss also the quantum-classical transition. In the following Chapt.6 we
discuss how one can induce either on the same space or on spaces that are dif-
feomorphically related alternative linear structures, i.e. linear structures on the
same carrier space that are however not linearly related. We discuss how alter-
native linear structures can offer a way of ”reformulating”, in a sense explained
in the text, the von Neumann uniqueness theorem [222], as well as their roˆle in
Statistical Mechanics. Chapt.7 contains some further generalizations and our
concluding remarks.
In order to make the paper more readable, some technical matters have been
discussed in details in the Appendices, that expert readers can of course skip
reading.
1.2 The Schro¨dinger Equation as a (Classical) Dynamical
System
1.2.1 The Finite-Dimensional case
We begin by considering the Schro¨dinger equation:
d
dt
ψ (t) = − i
~
Hψ (t) ; ψ (0) = ψ (1.4)
on a finite-dimensional (complex) Hilbert space H, deferring the discussion of
some infinite-dimensional examples to the end of this Chapter. Hence, for the
time being: H ≈ Cn for some n, As H is a vector space, there is a natural
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identification of the tangent space at any point ψ ∈ H with H itself: TψH ≈ H
. In other words, vectors in a Hilbert space play1 a double roˆle, as ”points” in the
space and as tangent vectors at a given point. Which roˆle they play should be
(hopefully) clear from the context. More generally, we have the identification:
TH ≈ H×H, with TH the tangent bundle of H.
As in the case of differentiable manifolds, ψ = ψ (t) , ψ (0) = ψ will define
a curve in H, and hence the quantity (dψ (t) /dt) |t=0 will define the tangent
vector at the curve at ψ ∈ H. A smooth assignment of tangent vectors at every
point ψ ∈ H will define then a vector field, i.e. a smooth (and global) section
of TH:
Γ : H → TH; ψ 7→ (ψ, φ) , ψ ∈ H, φ ∈ TψH ≈ H (1.5)
where the second argument may depend in a smooth way on ψ and with the
tangent bundle projection:
π : (ψ, φ) 7→ ψ (1.6)
such that: π ◦ Γ = IdH. We will employ the notation: Γ (ψ) for the vector
field evaluated at the point ψ with tangent vector at ψ given by Eqn.(1.5). The
latter defines a flow on H determined by the differential equation:
d
dt
ψ (t) = φ (ψ (t)) , ψ (0) = ψ (1.7)
Every vector field will define a derivation on the algebra of functions just as
in the case of real manifolds. Specifically, if: φ = (dψ (t) /dt) |t=0, ψ (0) = ψ
and: f : H 7→ R is a function, then, in intrinsic terms:
(LΓ (f)) (ψ) = d
dt
f (ψ (t)) |t=0 (1.8)
will define the Lie derivative along Γ on the algebra of functions.
In local coordinates, choosing, e.g., an orthonormal (O.N. from now on)
basis {ei}ni (n = dimH), vectors (and tangent vectors) will be represented by
n-tuples of complex numbers (ψ =
(
ψ1, ..., ψn
)
, ψj =: 〈ej |ψ〉 and so on), and2:
(LΓ (f)) (ψ) = φi (ψ) ∂f
∂ψi
(ψ) (1.9)
Notice that, in the infinite-dimensional case (for a separable and infinite-
dimensional Hilbert space), ”functions” will become functionals, and ordinary
derivatives will have to be replaced by properly defined functional derivatives.
Constant as well as linear (with respect to the linear structure identified by
the vector space) vector fields will play a role in what follows. The former are
characterized by: φ = const. in the second argument of Eqn.(1.5), and give rise
to the one-parameter group:
R ∋ t 7→ ψ (t) = ψ + tφ (1.10)
1As in any linear vector space.
2As ψj is complex: ψj = qj + ipj , qj , pj ∈ R, the derivative here has to be understood
simply as: ∂/∂ψj = ∂/∂qj − i∂/∂pj .
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The latter are characterized instead by φ (ψ) being a linear and homogeneous
function of ψ, i.e.: φ = Aψ for some linear operator A. Eqn.(1.7) integrates in
this case to3:
ψ (t) = exp {tA}ψ (1.11)
Of particular interest is the dilation vector field ∆:
∆ : ψ 7→ (ψ, ψ) (1.12)
which corresponds to: A = IdH. In this case Eqns.(1.7) and (1.11) become:
d
dt
ψ (t) = ψ ⇒ ψ (t) = etψ (1.13)
Eqn.(1.12) exhibits clearly the fact that the dilation field leads to an identifi-
cation of H with the fiber TψH. The latter carrying a natural linear structure,
Eqn.(1.12) provides a tensorial characterization of the linear structure of the
base space H by means of the vector field ∆. For more details, see, e.g., Ref.[52].
With every linear operator4 A there is therefore associated the linear vector
field:
XA : H → TH; ψ → (ψ,Aψ) (1.14)
In local coordinates, this vector field can be written as:
XA =: A
i
jψ
j ∂
∂ψi
(1.15)
and is of course entirely defined by the representative matrix: A =
∥∥Ai j∥∥ of the
linear operator. In particular, then:
∆ = ψi
∂
∂ψi
(1.16)
Notice however that, while linear operators form an associative algebra, vec-
tor fields do not : they form instead only a Lie algebra. An associative algebra
can be recovered by using the same matrix A to define instead the (1, 1) tensor5:
TA =: A
i
jdψ
j ⊗ ∂
∂ψi
(1.17)
Then it is easy to check that the vector field XA is recovered from TA and the
dilation field as:
XA = TA (∆) (1.18)
3in the finite-dimensional case there are of course no problems in exponentiating a linear
operator.
4Not considering questions of domain, which are of no relevance in the finite-dimensional
case.
5Notice that, while XA depends on the choice of the origin of the coordinates, TA does not,
i.e. it has an affine character.
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Coming back to the Schro¨dinger equation, the linear operator H will define
a linear vector field that we will denote6 for short as ΓH :
ΓH : H → TH; ΓH : ψ 7→ (ψ,− (i/~)Hψ) (1.19)
and then:
LΓHψ ≡
d
dt
ψ = − i
~
Hψ (1.20)
In this sense, the Schro¨dinger equation (1.4) can be viewed as a classical evolu-
tion equation on a complex vector space.
At variance with the infinite-dimensional case, every linear vector field is
complete in finite dimensions. Then, if in addition we require conservation of
probability, Wigner’s theorem [227] states that the associated one-parameter
group has to be unitary7 and, by Stone-von Neumann’s theorem [201], H has
to be essentially self-adjoint, i.e. it will be symmetric with a unique self-adjoint
extension. In the sequel we will refer always to the latter, and will simply
say that H is self-adjoint. In the finite-dimensional case no distinctions be-
tween Hermitian, symmetric and self-adjoint operators [201] need to be made,
of course.
Let now:
h : H×H →C (1.21)
be a Hermitian structure on H, i.e. let:
h (φ, ψ) =: 〈φ|ψ〉 (1.22)
define an Hermitian scalar product on H with the usual properties, namely;
• h (φ, ψ) = h (ψ, φ)
• h (φ, φ) ≥ 0, h (φ, φ) = 0↔ φ = 0
• h (λφ, ψ) = λh (φ, ψ) , h (φ, λψ) = λh (φ, ψ)
Remark 1 If h is viewed more properly as a (0, 2) tensor field, then φ and ψ
in Eqn.(1.22) have to be viewed as tangent vectors at a point in H, and a more
complete (albeit a bit more cumbersome) notation should be:
h (ϕ) (Γφ (ϕ) ,Γψ (ϕ)) = 〈φ|ψ〉 (1.23)
6We use here the notation ΓH instead of XH as a reminder of the fact that we had to
include the ”extra” factor (−i/~) in its definition.
7To be a bit more precise, pure states in Quantum Mechanics are described by elements
of the projective Hilbert space PH (for instance, one-dimensional projectors of the form:
Pψ = |ψ〉〈ψ|/ 〈ψ|ψ〉, |ψ〉 ∈ H. The Hermitian structure on H induces a binary product:
〈., .〉 on PH via:
〈
Pψ, Pφ
〉
=: Tr
{
PψPφ
}
= |〈φ|ψ〉|2 / (〈φ|φ〉 〈ψ|ψ〉) and yields a transition
probability. Wigner’s theorem states then that any bijective map on PH preserving transition
probabilities can be realized as a unitary or anti-unitary transformation on the original Hilbert
space.
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where h (ϕ) stands for h evaluated at point ϕ ∈ H. As the r.h.s. of this equation
does not depend on ϕ, this implies : LΓH 〈φ|ψ〉 ≡ LΓH (h (φ, ψ)) = 0 and, using
Eqn.(1.4):
0 = LΓH (h (φ, ψ)) = (LΓHh) (φ, ψ) + h (LΓHφ, ψ) + h (φ,LΓHψ) =
= (LΓHh) (φ, ψ) +
i
~
{〈Hφ|ψ〉 − 〈φ|Hψ〉} (1.24)
which implies in turn, as H is self-adjoint, that:
LΓHh = 0 (1.25)
i.e. that the Hermitian structure be invariant under the (unitary) flow of ΓH
(and viceversa), or, stated equivalently, that ΓH be a Killing vector field for the
Hermitian structure. If instead the Hermitian structure is not invariant, then
H will fail to be self-adjoint w.r.t. the given Hermitian structure.
Remark 2 A family of privileged (actually global) charts for H, all unitarily
related to each other, is provided by the choice of any O.N. basis {|k〉}ni , 〈h|k〉 =
δhk. In any such basis: h (φ, ψ) =: 〈φ|ψ〉 = hijφiψj with: hij = δij , and all
the above statements (in particular Eqn.(1.25)) are self-evident. However, the
statements of the previous Remark have a tensorial meaning. As such, they will
remain true also under (possible) non-linear changes of coordinates.
Remark 3 We can decompose the Hermitian structure into real and imaginary
parts as:
h (., .) = g (., .) + iω (., .) (1.26)
where:
g (φ, ψ) =
1
2
[〈φ|ψ〉 + 〈ψ|φ〉] (1.27)
and:
ω (φ, ψ) =
1
2i
[〈φ|ψ〉 − 〈ψ|φ〉] (1.28)
According to Eqn.(1.23) we may consider h as an Hermitian tensor. It is clear
that both g and ω are (0, 2) tensors, and that g is symmetric, while ω is skew-
symmetric, hence a two-form. Eqn.(1.25) implies then that both tensors are
(separately) invariant under ΓH . Notice that: ω (φ, iψ) = g (φ, ψ). Hence, non-
degeneracy of h entails separately that of ω and of g.
Remark 4 The non-degenerate two-form ω will be represented, in any one of
the privileged charts, by a constant (and unitarily invariant) matrix. Hence it
will be closed:
dω = 0 (1.29)
But, again, we stress that an equation like Eqn.(1.29) has a tensorial meaning.
Hence, ω will be a symplectic form, while g will be a ( non-degenerate and
constant in any privileged chart) metric tensor.
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Let now ΓH be a vector field of the form (1.19). Then, a little algebra shows
that:
(iΓHω) (ψ) = ω
(
− i
~
Hφ,ψ
)
=
1
2~
[〈Hφ|ψ〉+ 〈ψ|Hφ〉] (1.30)
On the other hand, if we define the quadratic function:
fH (φ) =
1
2~
〈φ|Hφ〉 (1.31)
we can define its differential as the one-form:
dfH (φ) =
1
2
[〈.|Hφ〉+ 〈φ|H.〉] = 1
2
[〈.|Hφ〉+ 〈Hφ|.〉] (1.32)
the last passage following from H being self-adjoint. Therefore: (iΓHω) (ψ) =
dfH (φ) (ψ)∀ψ, and hence:
iΓHω = dfH (1.33)
i.e. ΓH is Hamiltonian w.r.t. the symplectic structure with the quadratic Hamil-
tonian fH .
As a further remark, we recall that H is endowed with a natural complex
structure J defined simply by :
J : φ→ iφ (1.34)
Then: J2 = −I (the identity on H) and:
ω (φ, Jψ) = g (φ, ψ) (1.35)
Therefore the complex structure J is compatible[160] with the pair (g, ω) and
we can reconstruct the Hermitian structure as:
h (φ, ψ) = ω (φ, Jψ) + iω (φ, ψ) (1.36)
or equivalently, as:
h (φ, ψ) = g (φ, ψ)− ig (φ, Jψ) (1.37)
Notice also that:
ω (Jφ, Jψ) = ω (φ, ψ) (1.38)
as well as:
g (Jφ, Jψ) = g (φ, ψ) (1.39)
We can summarize what has been proved up to now by saying that H is
a Ka¨hler manifold[40, 41, 224], and that h is the associated Hermitian metric,
while g is the Riemannian metric and ω the fundamental two-form. As ω is
closed, g is also [224] a Ka¨hler metric.
Choosing8 an O.N. basis {|k〉}n1 , 〈h|k〉 = δhk, the Hermitian product can be
written as:
h (φ, ψ) = δijφ
i
ψj (1.40)
8Of course the best choice would be a basis in which the Hamiltonian is diagonal.
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where: |φ〉 = φk|k〉, and similarly for ψ.
Writing: φ = φ1 + iφ2, φ1,2 ∈ Rn, we can realify [4, 82] Cn to R2n via:
Cn ∋ φ→
∣∣∣∣ φ1φ2
∣∣∣∣ (1.41)
In this way:
g (φ, ψ) = Re
{
δijφ
i
ψj
}
=
∣∣ φ1 φ2 ∣∣G ∣∣∣∣ ψ1ψ2
∣∣∣∣ (1.42)
where G is the matrix:
G = I2n ≡
∣∣∣∣ In 0n0n In
∣∣∣∣ (1.43)
the I’s being the identity matrices. Quite similarly, we find that ω has the
representative matrix Ω given by:
Ω =
∣∣∣∣ 0n In−In 0n
∣∣∣∣ (1.44)
in R2n, and J is represented by the matrix:
J =
∣∣∣∣ 0n −InIn 0n
∣∣∣∣ = −Ω = Ω−1 (1.45)
consistently with Eqn.(1.35) which implies,in terms of the representative matri-
ces:
J = Ω−1G (1.46)
Notice, however, that while G and Ω are representatives of (0, 2) tensors, J is
the representative of a (1, 1) tensor. Explicitly, denoting with
∥∥Ωij∥∥ the inverse
of Ω (i.e. a (2, 0) tensor):
ΩijΩjk = δ
i
k (1.47)
then:
J i j = Ω
ikGkj (1.48)
Let us turn now to the Schro¨dinger equation (1.4). Written in components,
it reads9:
d
dt
ψh = − i
~
〈h|H |k〉ψk (1.49)
Writing then, as before, ψ = ψ1 + iψ2, ψ1,2 ∈ Rn and introducing the real
column vector: ∣∣∣∣ ψ1ψ2
∣∣∣∣ ∈ R2n (1.50)
9It is clear that the matrix elements of the Hamiltonian have to be viewed as those of a
(1, 1) tensor.
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we find (separating real and imaginary parts) the equation:
d
dt
∣∣∣∣ ψ1ψ2
∣∣∣∣ = A ∣∣∣∣ ψ1ψ2
∣∣∣∣ (1.51)
where A is the skew-symmetric matrix:
A =:
1
~
∣∣∣∣ ImH ReH−ReH ImH
∣∣∣∣ (1.52)
and ImH and ReH are the n× n matrices:
(ImH)h k = Im 〈h|H |k〉 , (ReH)h k = Re 〈h|H |k〉 (1.53)
Just as before, ImH will be skew-symmetric and ReH symmetric.
Remark 5 If we write the representative matrix of the Hamiltonian as: H =
ReH + i ImH, then the ”realified” version of it is [4] the symmetric matrix:
RH =
∣∣∣∣ ReH − ImHImH ReH
∣∣∣∣ (1.54)
Then it is easy to check that:
A = −J ◦ (RH/~) (1.55)
This completes the identification of the Schro¨dinger equation as a real dynamical
system on a real space of dimension 2n.
Taking a further time derivative, we obtain:
d2
dt2
∣∣∣∣ ψ1ψ2
∣∣∣∣ = A2 ∣∣∣∣ ψ1ψ2
∣∣∣∣ (1.56)
and a simple calculation shows that:
A2 = −
(
RH
~
)2
(1.57)
Actually this result follows simply from the fact that the complex structure
and the realified form of H commute, i.e.:
J ◦R H =R H ◦ J (1.58)
and from: J2 = −I.
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As already remarked, things simplify if the basis in Cn is chosen as the basis
of the eigenvectors of H itself: H |k〉 = Ek|k〉. Then it is immediate to see that:
A =
1
~
∣∣∣∣ 0 H−H 0
∣∣∣∣ (1.59)
where H is now the diagonal n× n matrix:
H = diag {E1, ..., En} (1.60)
Then we obtain the equations of motion:
d
dt
ψ1 = Hψ2 ,
d
dt
ψ2 = −Hψ1 (1.61)
or:
d2
dt2
ψi +
(
H
~
)2
ψi = 0 , i = 1, 2 (1.62)
Explicitly:
d2
dt2
ψki +
(
Ek
~
)2
ψki = 0 , k = 1, ..., n, i = 1, 2 (1.63)
i.e. in this basis each one of the components of the real vectors ψ1 and ψ2
behaves as a simple harmonic oscillator with frequency νk = Ek/~.
1.2.2 Alternative Schrodinger and Heisenberg descriptions via mod-
ified Hermitian structures
Let now K be a (strictly) positive linear operator on H, and consider the
bilinear (sesquilinear) functional:
〈φ|Kψ〉 ≡ h (φ,Kψ) , φ, ψ ∈ TH (1.64)
It is immediate to check that this functional enjoys all the three properties
listed after Eqn.(1.22). Hence it defines a new Hermitian structure that we will
denote as hK (., .) or as: 〈.|.〉K :
h (φ,Kψ) =: hK (φ, ψ) =: 〈φ|ψ〉K (1.65)
It is easy to show now that, as a consequence of the Hermiticity of H :
LΓH (hK (φ, ψ)) =
i
~
h (φ, [H,K]ψ) (1.66)
Invariance of the new Hermitian structure w.r.t. the dynamics requires then
that K be a ”constant of the motion” for H :
[H,K] = 0 (1.67)
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hK will now be given explicitly as: hK (φ, ψ) = (hK)ijφ
i
ψj , (hK)ij = 〈i|K|j〉 =
Sij + iAij , with S,A n × n real matrices. Hermiticity implies then: S˜ = S
and A˜ = −A, i.e. that S be symmetric and A skew-symmetric. Proceeding as
before, it is not difficult to see that the new metric tensor, symplectic form and
complex structure gk ,ωk and JK would be represented in the previous basis by
the matrices:
GK =
∣∣∣∣ S A−A S
∣∣∣∣ , ΩK = ∣∣∣∣ A S−S A
∣∣∣∣ (1.68)
with JK being given again by Eqn.(1.46).
The above results have been derived by considering ”time” (i.e. Hamilto-
nian) evolution of vectors in the Hilbert space, i.e. in the framework of the
Schro¨dinger picture.
It is not hard to show that similar results can be achieved in the context of
the Heisenberg picture. Indeed, the new scalar product (1.65) induces a new
associative product among linear operators, namely10:
A,B → A ·
(K)
B =: AKB (1.69)
and a new commutator:
[A,B](K) =: A ·
(K)
B −B ·
(K)
A = AKB −BKA (1.70)
that will fulfill the Jacobi identity in view of the associativity of the product
(1.69).
Now, if we want to represent the same dynamics in terms of the new com-
mutator bracket, we will have to define a new Hamiltonian H ′ such that:
i~
dA
dt
= [H ′, A](K) = [H,A] (1.71)
As A is generic,this requires: H ′K = KH ′ = H , and hence:
H ′ = HK−1 (1.72)
as well as:
[H,K] = 0 (1.73)
as before. Notice that this will ensure that ”time” evolution will be a derivation
on the new product algebra, i.e. that:
d
dt
(
A ·
(K)
B
)
=
dA
dt
·
(K)
B +A ·
(K)
dB
dt
(1.74)
for all A,B.
Let us summarize at this point what we have found starting from the
Schro¨dinger equation (1.4):
10See also Ref. [206] for the Abelian case.
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• Eqn.(1.4) defines a real, linear Hamiltonian vector field on the realification
of the complex (and finite-dimensional, for the time being) Hilbert space
H.
• On this space, Eqn.(1.4) defines a Killing vector field for the Euclidean
metric tensor associated with the real part of the Hermitian scalar product.
• Eqn.(1.4) decomposes into n non-interacting harmonic oscillators with
proper frequencies Ek/~ and is therefore [54, 134] (see also next Chap-
ter) a completely integrable system. Finally:
• Eqn.(1.4) preserves alternative Hermitian structures associated with pos-
itive linear operators K which commute with H . Therefore, ΓH is also
Killing for the new metric tensor and Hamiltonian for the new symplectic
structure.
1.2.3 From Finite to Infinite Dimensions
We turn now to the infinite-dimensional case, concentrating on a quantum sys-
tem described, in the Schro¨dinger picture, on the Hilbert space L2
(
Rd,C
)
,
d ≥ 1, of complex, square-integrable11 functions. Defining real variables q and
p via:
L2
(
Rd,C
) ∋ ψ (r, t) =: q (r, t) + ip (r, t) , r ∈Rd (1.75)
q and p will be functions in L2
(
Rd,R
)
12.
With a Schro¨dinger operator of the form:
H =− ~
2
2m
∇2 + U (r) (1.76)
(with U (r) a potential), the (time-dependent) Schro¨dinger equation will be:
i~
dψ
dt
= Hψ (1.77)
In a natural way, we will have to deal here with (real) functionals instead of
functions. We will consider functionals such that the functional differential δF
of any one of them, F = F [q, p] (
∫
dr... =:
∫
ddr...):
δF =
∫
dr
{
δF
δq (r)
δq (r) +
δF
δp (r)
δp (r)
}
(1.78)
is well defined, and this will require both the ”differentials” (i.e. the variations)
δq and δp and the functional derivatives δF/δq and δF/δp to be (real) square-
integrable functions.
11With respect to the Lebesgue measure.
12One can also identify [180] L2(Rd,C) with the cotangent bundle of L2(Rd,R).
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Defining a Hamiltonian functional H1 [q, p] as:
H1[q, p] =
1
2
∫
dr
{
~2
2m
[
(∇q)2 + (∇p)2
]
+ U (r)
(
q2 + p2
)}
(1.79)
or (integrating by parts):
H1[q, p] =
1
2
{〈q,Hq〉+ 〈p,Hp〉} (1.80)
with 〈., .〉 denoting the (real) scalar product in L2
(
Rd,R
)
, we have, taking
functional derivatives:
δH1
δq (r)
= Hq (r) , δH1
δp (r)
= Hp (r) (1.81)
and the Schro¨dinger equation (1.77) can be rewritten as the (infinite-dimensional)
Hamiltonian system:
d
dt
∣∣∣∣ pq
∣∣∣∣ = 1~J
∣∣∣∣∣ δH1δpδH1δq
∣∣∣∣∣ (1.82)
where:
J =
∣∣∣∣ 0 −11 0
∣∣∣∣ (1.83)
As:
J
∣∣∣∣ pq
∣∣∣∣ = ∣∣∣∣ −qp
∣∣∣∣ (1.84)
the tensor J is the realified [4] version of the standard complex structure J0 on
L2
(
Rd,C
)
defined by:
J0 : ψ → iψ (1.85)
Explicitly:
J =
∫
dr
(
δp (r)⊗ δ
δq (r)
− δq (r)⊗ δ
δp (r)
)
(1.86)
The Schro¨dinger equation (1.82) can be rewritten as:
d
dt
∣∣∣∣ pq
∣∣∣∣ = ∣∣∣∣ {p,H}1{q,H}1
∣∣∣∣ (1.87)
where the Poisson bracket {., .}1 and the associated Poisson tensor Λ1 (., .) are
defined, for any two functionals F [q, p] and G [q, p], as:
Λ1 (δF, δG) =: {F,G}1 =
1
~
∫
dr
{
δF
δq (r)
δG
δp (r)
− δF
δp (r)
δG
δq (r)
}
(1.88)
or:
{F,G}1 =
1
~
∫
dr
{∣∣ δF/δp δF/δq ∣∣J ∣∣∣∣ δG/δpδG/δq
∣∣∣∣} (1.89)
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The corresponding symplectic structure13 ω1 is given by:
ω1 = ~
∫
dr (δq ∧ δp) (1.90)
or:
ω1 = ~
∫
dr
∣∣ δp δq ∣∣⊗ J ∣∣∣∣ δpδq
∣∣∣∣ (1.91)
and the composition of the symplectic and the complex structures gives rise
[160, 180] to the metric tensor:
g =: J ◦ ω1 = ~
∫
dr (δp (r)⊗ δp (r) + δq (r)⊗ δq (r)) (1.92)
Given any functional F = F [q, p], the Hamiltonian vector field XF associ-
ated with F via:
iXF ω1 = δF (1.93)
is easily seen to be:
XF =
1
~
∫
dr
{
δF
δp (r)
δ
δq (r)
− δF
δq (r)
δ
δp (r)
}
(1.94)
In particular:
XH1 =
1
~
∫
dr
{
Hp (r) δ
δq (r)
−Hq (r) δ
δp (r)
}
(1.95)
The Poisson bracket (1.89) can then be written also as:
{F,G}1 = ω1 (XG, XF ) (1.96)
Digression.
Things acquire a more familiar (and manageable) form if we introduce a
(real) complete orthonormal set of functions14:
{ψn (r)}∞1 ; 〈ψn, ψm〉 = δnm;
∑
n
∫
drψn (r)ψn (r
′) = δ (r− r′) (1.97)
in L2
(
Rd,R
)
. Then, defining:
δq (r) =
∑
n
ψn (r) dqn, dqn =: 〈ψn, δq〉 (1.98)
and similarly for δp, the functional differential (1.78) becomes:
δF =
∑
n
{
∂F
∂qn
dqn +
∂F
∂pn
dpn
}
(1.99)
13A non-degenerate two-form which is closed, being constant in the (global) (q, p) chart.
14They could be, e.g., the eigenfunctions of a d-dimensional isotropic harmonic oscillator.
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where:
∂F
∂qn
=:
〈
ψn,
δF
δq
〉
(1.100)
(and similarly for ∂F/∂pn)
15. In other words:
δF =
〈
δF
δq
, δq
〉
+
〈
δF
δp
, δp
〉
(1.101)
Proceeding in a similar way, it is easy to check that the Poisson tensor
(3.196), the symplectic form (1.90) and the Hamiltonian vector field (1.94) as-
sociated with F can be written in this basis as:
Λ1 =
1
~
∑
n
∂
∂pn
∧ ∂
∂qn
(1.102)
ω1 = ~
∑
n
dqn ∧ dpn (1.103)
and:
XF =
1
~
∑
n
{
∂F
∂pn
∂
∂qn
− ∂F
∂qn
∂
∂pn
}
(1.104)
1.2.4 Alternative Hamiltonian Descriptions
Let’s assume now the Schro¨dinger operator (1.76) to be positive16or, more
generally, invertible, and let, for simplicity, the ψn’s be the associated eigen-
functions:
Hψn = Enψn, En > 0∀n (1.105)
Then, defining [180] a new Poisson tensor and Poisson bracket as:
Λ0 (δF, δG) =: {F,G}0 =
1
~
∫
dr
{
δF
δq (r)
H δG
δp (r)
− δF
δp (r)
H δG
δq (r)
}
(1.106)
the same Schro¨dinger equation can be written also as:
d
dt
∣∣∣∣ pq
∣∣∣∣ = 1~
∣∣∣∣ 0 −HH 0
∣∣∣∣
∣∣∣∣∣ δH0δpδH0δq
∣∣∣∣∣ (1.107)
or:
d
dt
∣∣∣∣ p (r)q (r)
∣∣∣∣ = ∣∣∣∣ {p (r) , H0}0{q (r) , H0}0
∣∣∣∣ (1.108)
where:
H0 [q, p] =
1
2
∫
dr
(
q2 + p2
)
(1.109)
15Note that, under the stated assumptions, the series on the r.h.s. of Eqn.(1.99) will be
convergent.
16It could be, e.g., the Schro¨dinger operator for the isotropic harmonic oscillator: H =
− ℏ
2
2m
∇2 + U(r) with: U (r) = mω2r2/2.
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is a sort of ”universal” Hamiltonian functional.
In the basis of the eigenfunctions of H the Poisson bracket (1.106) can be
written as:
{F,G}0 =
1
~
∑
n
En
{
∂F
∂qn
∂G
∂pn
− ∂F
∂pn
∂G
∂qn
}
(1.110)
and the associated symplectic form will be given by:
ω0 = ~
∑
n
E−1n dqn ∧ dpn (1.111)
or, in a basis-free notation:
ω0 = ~
∫
dr
(H−1δq ∧ δp) (1.112)
Moreover, the Hamiltonian vector field associated, via ω0 now, with the func-
tional F = F [q, p] is given by:
XF =
1
~
∑
n
ǫn
{
∂F
∂pn
∂
∂qn
− ∂F
∂qn
∂
∂pn
}
(1.113)
or, in basis-independent form:
XF =
1
~
∫
dr
{
H δF
δp (r)
δ
δq (r)
−H δF
δq (r)
δ
δp (r)
}
(1.114)
In particular:
XH0 =
1
~
∫
dr
{
Hp (r) δ
δq (r)
−Hq (r) δ
δp (r)
}
(1.115)
which coincides with the Hamiltonian vector field (1.95).
Remark 6 One could have also rewritten ω0 as:
ω0 = ~
∫
dr
(
δq ∧H−1δp) (1.116)
but the two forms of course coincide, in view of the fact that H is self-adjoint.
What has been proved up to here is that the same vector field, namely:
Γ =
1
~
∫
dr
{
Hp (r) δ
δq (r)
−Hq (r) δ
δp (r)
}
(1.117)
is Hamiltonian w.r.t. two different Poisson brackets17 ({., .}1 and {., .}0) and
Hamiltonian functionals (H1 and H0), i.e. that it is bi-Hamiltonian. It turns
17I.e.: Γ = {H1, .}1 = {H0, .}0.
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out [54, 134] that this, together with the compatibility condition, can lead to
complete integrability.
The procedure can actually be iterated, leading to the conclusion [180] that
the Schro¨dinger equation admits of infinitely many alternative Hamiltonian de-
scriptions, with Hamiltonians:
Hn [q, p] =
1
2
{〈q,Hnq〉+ 〈p,Hnp〉} , n ≥ 1;H1[q, p] = H [q, p] (1.118)
with associated symplectic forms:
ωn = ~
∫
dr
(Hn−1δq ∧ δp) (1.119)
and Poisson tensors:
Λn (δF, δG) = {F,G}n =
1
~
∫
dr
{
δF
δq (r)
H1−n δG
δp (r)
− δF
δp (r)
H1−n δG
δq (r)
}
(1.120)
such that:
iΓωn = δHn ∀n (1.121)
where Γ is the vector field (1.117) and that the Hamiltonian functionals Hn are
pairwise in involution w.r.t. all the Poisson brackets, i.e.:
{Hn, Hm}k = 0 ∀n,m, k (1.122)
In other words, the Schro¨dinger equation admits of infinitely many constants
of the motion pairwise in involution, which is another hallmark [54, 134] of
complete integrability. Having established this, as well as the fact that the
Schro¨dinger equation admits of infinitely many Hamiltonian descriptions, and
that it can be considered as an infinite-dimensional Hamiltonian system on some
infinite-dimensional space, it will be appropriate to devote the next Chapter to
the study of completely-integrable dynamical systems and of their alternative
Hamiltonian descriptions.
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2 Completely Integrable Systems and Bi-Hamiltonian
Descriptions
2.1 Liouville Integrability and Linearization
In order to avoid reducing the generality of our treatment, and for future ref-
erence, when the carrier space of a quantum system may be a manifold (like
the complex projective Hilbert space (see below Sect.4.2.2)) instead of a vector
space, we will work here in the framework of symplectic manifolds and Hamil-
tonian systems. So, let (M, ω) be a symplectic manifold (dimM=2n for some
n and ω a symplectic form). A dynamical system, i.e. a vector field Γ ∈ TM
is ω-Hamiltonian or, for short,Hamiltonian iff:
iΓω = dH (2.1)
for some H ∈ F (M). A Hamiltonian dynamical system is said to be completely
integrable if it has n constants of the motion f1, ..., fn that are:
i) functionally independent:
df1 ∧ ... ∧ dfn 6= 0 (2.2)
and:
ii) pairwise in involution, i.e.:
{fi, fj} = 0 ∀i, j (2.3)
where {., .} is the Poisson bracket associated with the symplectic form ω. The
Arnold-Liouville theorem[4] states then that the level sets:
Mc = f
−1 (c) , c ∈ Rn, dimMc = n (2.4)
provide a foliation of M whose leaves are invariant manifolds for the Hamilto-
nian flow (2.1). Moreover, if the leaves of the foliation (2.4) are compact and
connected, then they are diffeomorphic to n-dimensional tori, i.e.:
Mc ≈ Tn = S1 × ...× S1︸ ︷︷ ︸
n times
=
{
φ ≡ (φ1, ..., φn) mod 2π} (2.5)
and one can find a set of frequencies: ν ≡ (ν1, ..., νn), ν = ν (f) such that the
Hamiltonian flow on the torus is given by18:
dφi
dt
= νi ⇒ φi (t) = φi (0) + νit (2.6)
and Hamilton’s equations of motion are integrable by quadratures.
18Such motions are called quasi-periodic or conditionally periodic.
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Let’s summarize briefly how this leads to the well-known construction of
action-angle variables.
Calling Xi the Hamiltonian vector field associated with fi, i = 1, ..., n,
Eqn.(2.3) leads at once to:
{fi, fj} ≡ LXjfi ≡ ω (Xj, Xi) = 0 (2.7)
Moreover, as:
i[X,Y ] = LX · iY − iY · LX (2.8)
we obtain19:
i[Xi,Xj ]ω = LX · (iXjω)− iXj · (LXiω) ≡ d (LXifj) = 0 (2.9)
the final result following from Eqn.(2.7). Therefore, the Xi’s commute pairwise.
Moreover, it follows again from Eqn.(2.7) that the invariant leaves (2.4) of the
foliation are Lagrangian submanifolds. Defining the immersion: ic : Mc →֒ M,
we have therefore:
i∗
c
ω = 0 (2.10)
Therefore, if we denote by θ the Cartan one-form (ω = −dθ), its pull-back i∗cθ
will be closed :
di∗cθ = i
∗
cdθ = 0 (2.11)
It need not be exact, though, as the invariant tori are not contractible. Cycles
on the torus need not be boundaries, and therefore the integral of i∗cθ along
a one-dimensional cycle need not vanish. We can select a basis (γ1, ..., γn) of
loops, i.e. n one-dimensional cycles each one of which winds around the torus
exactly once and none of which is homologous [2] to any other one (nor to the
trivial loop), and define the action variables Ii as:
Ii =
1
2π
∮
γi
i∗
c
θ, i = 1, ..., n (2.12)
Of course: Ii = Ii (f) depends only on the homology class [2] of γi and, provided
the jacobian of the transformation does not vanish or, equivalently:
dI1 ∧ dI2 ∧ ... ∧ dIn 6= 0 (2.13)
invariant tori can be uniquely labelled by the set I = (I1, ..., In) of the values of
the action variables. Defining then:
S = S (I, q) =
q∫
q0
i∗
c
θ (2.14)
the integral being along a path γ on the invariant torus labelled by I joining
a fiducial point q0 to the point q, S will depend only on the homology class of
19As Xj is Hamiltonian, LXjω = 0.
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paths from q0 to q to which γ belongs
20. Switching to a different homology class
multiplying γ by, say, a loop γi in the basis will change S by a fixed amount:
S → S +∆Si; ∆Si = 2πIi (2.15)
We can then use S as the generator of a time-independent canonical trans-
formation:
(q, p)→ (φ, I) (2.16)
with the I’s playing the roˆle of the new momenta, via21:
pi =
∂S
∂qi
, φi =
∂S
∂Ii
(2.17)
and with the new Hamiltonian: K = H. Now, as n is the maximum allowed
number of independent constants of the motion pairwise in involution22, either
the Hamiltonian is one of the fi’s or is a function thereof: H = H (f) and
therefore it is ultimately a function of the action variables alone. Hamilton’s
equations become then:
d
dt
Ii = 0,
d
dt
φi = νi; νi =:
∂H
∂Ii
= νi (I) (2.18)
and we recover Eqn.(2.6). In the new coordinates the dynamical vector field
will be given by:
Γ =
n∑
i=1
νi
∂
∂φi
(2.19)
and the symplectic structure will be:
ω =
n∑
i=1
dφi ∧ dIi (2.20)
We notice that in these coordinates the dynamics is nilpotent of index two,i.e.:
dφi
dt
= νi;
dνi
dt
= 0 (2.21)
Moreover, in these coordinates the system is linear and associated with a
nilpotent matrix. It should be remarked that the transformation (2.16) is not
linear. Therefore, even if the system is linear in the (q, p) coordinates, the
transformation need not be isospectral, i.e. it may take us from a semisimple
matrix to a nilpotent one.
20This approach goes back to a paper [64] by A.Einstein of 1917.
21The ambiguity expressed by Eqn.(2.15) tells us that the φ’s are actually defined ”modulo”
2pi, i.e. that they are indeed angles.
22If ω is non-degenerate, n is the maximum allowed dimension for an isotropic subspace.
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2.2 From Invariant Structures to Integrability
In the case of Eqn.(2.18), if we are in the so-called non-resonant case, i.e. if:
dν1 ∧ dν2 ∧ ... ∧ dνn 6= 0 (2.22)
we can choose the νi’s as new momenta (the transformation will be in general
not canonical, however!). In the new coordinates the dynamical system will be
completely separated into n independent systems, while the Hamiltonian and
symplectic structure will become respectively:
H =
1
2
n∑
i=1
ν2i (2.23)
and:
ω =
n∑
i=1
dφi ∧ dνi (2.24)
Separability of a dynamical system into a family of non-interacting subsystems
appears therefore to be intimately connected with integrability23. It is also well-
known that a way to achieve (if possible) integrability via separability occurs
in the Hamilton-Jacobi theory [16, 17, 18, 107, 158], a subject that we will not
discuss here, though. Notice also that, in general, the two notions of separability
do not in general coincide.
In this Subsection we will discuss a way to achieve separability (and even-
tually integrability) with the aid of additional invariant structures [53, 54]. We
will not make reference, for the time being, to symplectic structures and the
like. What we are going to say generalizes to vector fields, and hence also to
non-linear situations, the familiar block-diagonal form of matrices.
Let then M be a smooth manifold and let Γ ∈ X (M) be a vector field. Γ
will be said to be separable into dynamics of lower dimension on an open set
U ⊆M if a holonomic frame {e(i,k)} can be found for the tangent bundle TU ,
with dual forms
{
θ(i,k)
}
, such that:
Le(i,k)
〈
θ(j,h)|Γ
〉
6= 0⇔ i = j (2.25)
This implies of course, in local coordinates, that we can choose coordinates x(i,k)
(e(i,k) = ∂/∂x
(i,k)) in such a way that:
Γ = Γ(i,k)
∂
∂x(i,k)
(2.26)
and:
Γ(i,k) = Γ(i,k)
(
xi
)
; xi =:
(
x(i,1), x(i,2), ..., x(i,k), ...
)
(2.27)
23See also Refs.[72, 73] for a similar discussion in the Lagrangian context.
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Finally, the vector field Γ will be said to be separable if we can choose U =M
or, at least, U to be an open dense set in M.
Let us review briefly how one can achieve separation of the dynamics in the
presence of an invariant diagonalizable (1, 1) tensor field T ∈ F11 (M) with at
least two distinct eigenvalues and vanishing Nijenhuis torsion.
Recall24 that, given a (1, 1) tensor T , the Nijenhuis torsion [78, 152, 194]
associated with T is the (0, 2) tensor NT defined by:
NT (α,X, Y ) =: 〈α|HT (X,Y )〉 ; α ∈ X ∗ (M) , X, Y ∈ X (M) (2.28)
where:
X (M) ∋ HT (X,Y ) =: [TX, TY ] + T 2 [X,Y ]− T [TX, Y ]− T [X,TY ] (2.29)
Let’s remark that, if T is diagonalizable:
Tei = λiei (2.30)
the eigenvectors ei are (locally at least) a basis of vector fields
25, and we will
denote as Sλi the eigenspace of the eigenvalue λi. The ei’ being a basis implies:
[ei, ej ] =
∑
k
ckijek; c
k
ij = −ckji (2.31)
for some set of ”structure constants” (actually in principle functions) ckij . The
dual cobasis
{
θi
}
, defined as usual via:〈
θi|ej
〉
= δij (2.32)
will be also a basis of eigenforms:
T˜ θi = λiθ
i (2.33)
where T˜ denotes the transpose action of T on forms (〈θ|TX〉 =:
〈
T˜ θ|X
〉
).
Using then the identity [41]:
dθ (X,Y ) = LX (θ (Y ))− LY (θ (X))− 〈θ| [X,Y ]〉 (2.34)
it is easy to prove that:
dθk (ei, ej) = −ckij (2.35)
i.e. that:
dθk = −1
2
∑
ij
ckijθ
i ∧ θj (2.36)
24More properties of Nijenhuis torsions and tensors are briefly reviewed in App.A.
25In fact, they are not only a vector space, but have in addition the structure of an F (M)-
module.
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Contracting the Nijenhuis torsion with the eigenvectors one finds, with some
algebra:
HT (ei, ej) = (T − λi) (T − λj) [ei, ej] + (λi − λj)
{
(Leiλj) ej +
(Lejλi) ei}
(2.37)
Let us remark first that:
(T − λi) (T − λj) [ei, ej ] =
∑
k
(λk − λi) (λk − λj) ckijek (2.38)
has no components in Sλi ⊕ Sλj . If the Nijenhuis torsion vanishes26, then the
condition HT (ei, ej) = 0 separates into:
(T − λi) (T − λj) [ei, ej ] = 0 (2.39)
and:
(λi − λj)Leiλj ≡ (λi − λj) dλi (ej) = 0 (2.40)
Contracting the first of the above equations with θk we obtain:
(λk − λi) (λk − λj)
〈
θk| [ei, ej ]
〉
= 0 (2.41)
which implies:
〈
θk| [ei, ej ]
〉
= 0 for λk 6= λi, λj , i.e.:
[ei, ej ] ∈ Sλi ⊕ Sλj (2.42)
and hence:
ckij = 0 when λk 6= λi, λj (2.43)
At this point we can somehow sharpen the analysis and make it a bit more
precise. If the eigenspaces are not one-dimensional (i.e. the eigenvalues of T
have degeneracy), denoting by
{
e(i,r)
}
, r = 1, 2, ..., di, di being the dimension
of the i-th eigenspace, a basis of eigenvectors in Sλi , it is not difficult to prove
that Eqn.(2.41) generalizes to:
(λk − λi) (λk − λj)
〈
θ(k,r)| [e(i,p), e(j,q)]〉 = 0 ∀r, p, q (2.44)
which holds in particular for i = j, thus leading to the conclusion that:[
e(i,p), e(i,q)
] ∈ Sλi (2.45)
i.e. that if T is diagonalizable and has vanishing Nijenhuis torsion, the eigen-
vectors belonging to every eigenspace are an involutive distribution. As such, the
distribution will be integrable by Frobenius’ theorem [167], and we can speak
(locally at least) of eigenmanifolds.
We can also reach the same conclusion in dual form as follows. Eqn.(2.43)
implies that in Eqn.(2.36) at least one of the one-forms on the r.h.s. must be in
the (dual) eigenspace of the eigenvalue λk. To be more specific, if we denote by
26i.e. T is (see App.A) a Nijenhuis tensor
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θ(k,r), r = 1, 2, ... the eigenforms belonging to the eigenvalue λk and by c
(k,r)
(i,s)(j,p)
the ”structure constants”, Eqns.(2.36) and (2.43) imply:
dθ(k,r) = −
∑
(i,p),s
c
(k,s)
(i,p)(k,s)θ
(i,p) ∧ θ(k,s) (2.46)
But this is equivalent to the statement that:
dθ(k,r)
∧
s
θ(k,s) = 0 (2.47)
which is again [54] a statement of Frobenius’ theorem.
The main conclusion is then that, under the stated assumptions, one can
always find a holonomic frame (and coframe) that diagonalizes T in the form:
T =
∑
i
λiei ⊗ θi (2.48)
Let us turn now to the consequences of the invariance of T under the dy-
namics. First of all, an invariant (1, 1) tensor T will generate an algebra A of
vector fields all commuting with Γ given by:
A = {Γ, TΓ, T 2Γ, .., T kΓ, ...} (2.49)
If LΓT = 0, it can be proved [54] that:[
T kΓ, T k+hΓ
]
=
∑
α+β+γ=2k+h−2
α,β≥0,γ≥k
TαHT
(
T βΓ, T γΓ
)
(2.50)
hence, if HT = 0, A will be an abelian algebra of vectors fields all commuting
with Γ, i.e. an abelian algebra of symmetries [167].
Consider next the eigenvalue equation for T . Let e and θ be an eigenvector
and an eigenform belonging to the same eigenvalue λ:
Te = λe, T˜ θ = λθ (2.51)
We can assume, without loss of generality: 〈θ|e〉 = 1.
If T is invariant under the dynamics, LΓT = 0, then:
T (LΓe) = LΓ (Te) = LΓ (λe) = (LΓλ) e+ λ (LΓe) (2.52)
On the other hand:〈
LΓe|T˜ θ
〉
= 〈T (LΓe) |θ〉 = LΓλ+ λ 〈LΓe|θ〉 ≡ LΓλ+
〈
LΓe|T˜ θ
〉
(2.53)
and hence:
LΓλ ≡ iΓdλ = 0 (2.54)
i.e., if T is invariant under the dynamics, so are the eigenvalues of T .
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Notice that, by Cartan’s identity [167]:
Leiθj =
〈
ei|dθj
〉
+ d
〈
ei|θj
〉
(2.55)
and hence, if the (co)basis is holonomic, dθj = 0 (together with
〈
ei|θj
〉
= δji )
leads to:
Leiθj = 0 ∀i, j (2.56)
Then, for i 6= j we obtain:
(λi − λj)Lei
〈
Γ|θj〉 = λi 〈LeiΓ|θj〉− 〈LeiΓ|T˜ θj〉 = (2.57)
= λi
〈LeiΓ|θj〉− 〈T (LeiΓ) |θj〉 =
= λi
〈LeiΓ|θj〉− (LiΓλi) 〈ei|θj〉− λi 〈LeiΓ|θj〉 = 0
Hence:
Lei
〈
Γ|θj〉 = 0, i 6= j (2.58)
and (cfr. Eqn.(2.25)) this proves separability of Γ. To be more explicit, we can
write T as:
T =
n∑
i=1
λi
di∑
k=1
∂
∂x(i,k)
⊗ dx(i,k) (2.59)
where n is the number of distinct eigenvalues and di is the degeneracy of the
i-th eigenvalue. Finally, Γ will be of the form already given in Eqns.(2.26) and
(2.27). On the eigenspaces of T that are one-dimensional integrability of Γ will
be then essentially trivial, and this case will not be considered further.
Proceeding further we obtain from Eqn.(2.40):
0 = (λi − λj) 〈ei|dλj〉 = 〈Tei|dλj〉−〈ei|λjdλj〉 =
〈
ei|T˜ dλj
〉
−〈ei|λjdλj〉 (2.60)
and hence:
T˜ dλj = λjdλj (2.61)
i.e. dλj is an eigenform belonging to the eigenvalue λj . Let us now assume the
eigenvalues of Γ to be doubly degenerate and functionally independent. This
implies: dim (M) = 2n and:
dλ1 ∧ dλ2 ∧ ... ∧ dλn 6= 0 (2.62)
Then the dλi’s can be taken as half of the cobasis, and we can write T as:
T =
n∑
i=1
λi
(
ei ⊗ θi + en+i ⊗ dλi
)
(2.63)
With this choice, Eqn.(2.54) tells us that Γ has no components ”along” the
dλi’s, and that it is therefore of the form:
Γ =
n∑
i=1
Γiei (2.64)
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Proceeding further, closure of the θi’s allow us to write: θi = dφi, and hence:
ei = ∂/∂φ
i for i = 1, ..., n. The φi’s are in general only locally defined (while
the λi’s are globally defined), and can be allowed to be angles. Hence we can
rewrite T as:
T =
n∑
i=1
λi
(
∂
∂φi
⊗ dφi + ∂
∂λi
⊗ dλi
)
(2.65)
and, in view of Eqn.(2.64), Γ will be of the form:
n∑
i=1
Γi
(
λi, φi
) ∂
∂φi
(2.66)
The associated equations of motion will be:
d
dtφ
i = Γi
d
dtλ
i = 0
; i = 1, .., n (2.67)
Now, it is easy to show that the dynamical system (2.67) can be made
Hamiltonian with respect to a large family of symplectic structures. Indeed,
let’s assume that no one of the Γi’s vanishes identically27. Then, with any set
of (smooth) functions gi = gi
(
λi
)
we can associate the symplectic form:
ω =
n∑
i=1
fi
(
λi, φi
)
dφi ∧ dλi (2.68)
where:
fi
(
λi, φi
)
=:
gi
(
λi
)
Γi (λi, φi)
(2.69)
and Γ will be Hamiltonian:
iΓω = dH (2.70)
with:
dH =
n∑
i=1
gi
(
λi
)
dλi (2.71)
Therefore, under the assumption that there exists a (1, 1) diagonalizable tensor
field T invariant under the dynamics, with vanishing Nijenhuis torsion and
at most doubly degenerate and functionally independent eigenvalues, what has
been proved up to now is that the dynamical vector field Γ is separable, integrable
and, on the eigenspaces of doubly degenerate eigenvalues, Hamiltonian. 
The equation LΓT = 0 expresses the invariance of the tensor T in intrinsic
terms. It may be useful to write down the same condition in the language of
27If they have isolated zeros, the closed set of the zeros, which is an invariant subset, can
be excluded from the manifold. The case in which some component of Γ vanishes has been
discussed in Ref.[54].
32
coordinates. If
(
xi, ..., xm
)
, m = (dim (M)) are local coordinates, and T and Γ
are given by:
T = T i jdx
j ⊗ ∂
∂xi
; Γ = Γi
∂
∂xi
(2.72)
then:
LΓT =
{
LΓT i j − ∂Γ
i
∂xk
T k j + T
i
k
∂Γk
∂xj
}
dxj ⊗ ∂
∂xi
(2.73)
and hence invariance under Γ implies the matrix equation:
LΓT =: d
dt
T = [C, T ] (2.74)
where, with abuse of notation, we have denoted by T the m×m matrix: T =∥∥T i j∥∥and:
C =
∥∥Ci j∥∥ ; Ci j =: ∂Γi
∂xj
(2.75)
while [., .] denotes the usual commutator among matrices. Whenever two ma-
trices C and T satisfy Eqn.(2.74) they are said to form a Lax pair [122, 123,
124, 152, 221]28.
Whenever we may define a map µ from M to a space of matrices such
that the dynamics is µ-related to a dynamics on the matrix space of the form
of Eq.(2.74), we say that the original dynamics can be given a ”Lax form”.
This is what might be called also a ”Heisenberg” form, and has many general
properties. For instance, the evolution of T ruled by the ”Hamiltonian” C is
clearly isospectral.
Whenever it is possible to find a map from our carrier space to a space of
linear operators such that the dynamics on the carrier space may be casted into
the Heisenberg form we will say that our dynamics may be put into the Lax
form. As a matter of fact, by using the momentum map associated with the
symplectic action of the unitary group on the Hilbert space or on the complex
projective space (see below, Sect.4.2), we may relate the Schro¨dinger picture
with the Heisenberg picture on the space of observables.
2.3 From Liouville Integrability to Invariant Structures
Reversing somehow our path, let’s start by considering a dynamical system
Γ that is Hamiltonian and completely integrable ”a’ la” Liouville. Hence:
dim (M) = n. Introducing action-angle variables (I1, .., In;φ1, .., φn) in the
neighborhood of an Arnold- Liouville torus Tn, we will have:
dI1 ∧ dI2 ∧ ... ∧ dIn 6= 0 (2.76)
28We should notice that Eq.(2.74) depends on the coordinate system we are using, and
therefore has no intrinsic meaning.
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and the condition that the Hamiltonian H be a function of the action variables
alone can be written as:
dH ∧ dI1 ∧ ... ∧ dIn = 0 (2.77)
The symplectic form can be written as:
Ω =
∑
k
dφk ∧ dIk (2.78)
and the vector field Γ in action-angle variables will be given by:
Γ =
∑
k
ωk
∂
∂φk
; ωk =:
∂H
∂Ik
(2.79)
Assume first that the Hamiltonian is separable:
H =
∑
k
Hk (Ik) (2.80)
Then the class of (1, 1) tensor fields defined by:
T =
∑
k
λk (Ik)
{
dIk ⊗ ∂
∂Ik
+ dφk ⊗ ∂
∂φk
}
(2.81)
with the λk’s arbitrary functions with nowhere vanishing differential has all the
required properties. Indeed:
• It is invariant under the dynamics;
• It has doubly degenerate eigenvalues and:
• It has vanishing Nijenhuis torsion.
This last property can be checked directly by testing Eqn.(2.29) on: (X,Y ) =
(∂/∂Ih, ∂/∂Ik) ,
(
∂/∂Ih, ∂/∂φ
k
)
and
(
∂/∂φh, ∂/∂φk
)
.
A second case in which an invariant (1, 1) tensor can be constructed is the
”non-resonant” case, i.e. when the Hamiltonian has a non-vanishing Hessian:
det
∥∥∥∥ ∂2H∂Ih∂Ik
∥∥∥∥ 6= 0 (2.82)
This means, of course:
dω1 ∧ dω2 ∧ ... ∧ dωn 6= 0 (2.83)
Solving then for the I’s as functions of the ω’s, we can use the ω’s as new
coordinates and introduce29 a new symplectic structure:
Ω˜ =
∑
k
dωk ∧ dφk =
∑
hk
∂2H
∂Ih∂Ik
dIh ∧ dφk (2.84)
29This change of variables need not be a canonical transformation.
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and Γ will be Hamiltonian with the separable Hamiltonian:
H = 1
2
∑
k
(
ωk
)2
(2.85)
The class of (1, 1) tensor fields will be given now by:
T =
∑
k
λk
(
ωk
){
dωk ⊗ ∂
∂ωk
+ dφk ⊗ ∂
∂φk
}
(2.86)
Complete integrability is also known to be related to the existence of re-
cursion operators [53, 120, 179, 239]. A brief account of the latter is given in
Appendix B.
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3 Alternative Structures for Classical Systems
3.1 Preliminaries. A cursory look at the Inverse Problem
in a classical context
After having examined briefly in the previous Chapter the problem of the inte-
grability of a classical dynamical system, and before turning to the main topic
of this review, i.e. quantum systems30, we restate here in a very cursory way
what is known in the literature as the ”Inverse Problem of Classical Dynamics”.
Let then Γ be a vector field on a (smooth) manifold M. In a nutshell, the
Inverse Problem (IP ) can be formulated in (at least31) three different, and often
related, contexts, namely:
• IP1: Lagrangian context [98, 99, 186]. Let thenM be the tangent bundle
of a smooth manifold Q, i.e. M = TQ equipped with tangent bundle
coordinates
(
qi, vi
)
such that Γ ∈ X (TQ) is a second-order vector field
[184], i.e.:
Γ = vi
∂
∂qi
+ F i (q, v)
∂
∂vi
(3.1)
The Lagrangian IP amounts then to the following: find all the smooth
functions L = L (q, v) ∈ F (TQ) such that:
∂2L
∂vi∂vj
F j =
∂L
∂qi
− ∂
2L
∂vi∂qj
vj , i = 1, ..., n = dimQ (3.2)
It follows that if the Lagrangian L is regular, i.e.:
det
∥∥∥∥ ∂2L∂vi∂vj
∥∥∥∥ 6= 0 (3.3)
then the Euler-Lagrange equations can be put in normal form and, via
a Legendre transformation [4, 167] one can go over to a Hamiltonian de-
scription of the dynamical system on the cotangent bundle T ∗Q. We will
not discuss this setting of the IP any further, and refer for a full account
of it to the literature [184].
• IP2: Hamiltonian context. Let insteadM = T ∗Q for some smooth man-
ifold Q and Γ ∈ X (T ∗Q). The Hamiltonian IP amounts then to finding
all pairs (ω,H) with ω a symplectic form (a closed and non-degenerate
two-form) and H ∈ F (T ∗Q) such that:
iΓω = dH (3.4)
At a local level, the problem reduces to finding all the closed and non-
degenerate two-forms ω such that:
LΓω = 0 (3.5)
30What we mean exactly by a ”quantum” system will be specified in the next Chapter.
31We will not consider here the Hamilton-Jacobi form of Classical Dynamics, but see [158]
36
with LΓ denoting the Lie derivative w.r.t. Γ, which is a system of coupled
PDE′s in
(
n
2
)
= 2n2 − n unknowns32. As a simple example, in
a neighborhood U ⊆ M in which Γ 6= 0 and defines a flow-box (the
”straightening-up-of-the-flux” theorem [4] holds) we can find coordinates
(x0,x1, ..., x2n−1) such that Γ = ∂/∂x0 and hence the problem has infinite
solutions:
ω = dx0 ∧ df + aijdf i ∧ df j (3.6)
with: aij = −aji ∈ R, det ‖aij‖ 6= 0 and: ∂f/∂x0 = ∂f i/∂x0 = 0,
dx0 ∧ df ∧ df1 ∧ ... ∧ df2n−2 6= 0, and any such f will be an acceptable
Hamiltonian (iΓω = df).
• IP3: Poisson context [35, 60]. M is assumed here to be a Poisson man-
ifold [167]. In local coordinates xi, i = 1, ..., dimM, and the IP in
this context amounts to finding all pairs ({., },H) with {., } a (possibly
degenerate33) Poisson bracket and H ∈ F{M} such that:
{
xi,H} = dxi
dt
;
{{
xi,H} ,H} = F i (x,{xi,H}) (3.7)
3.2 The Hamiltonian Inverse Problem for linear vector
fields
In view of the fact that what we are interested in this paper is a theory that is
usually casted in a linear setting, i.e. Quantum Mechanics on Hilbert spaces, we
will review here[83] the Inverse Problem in the Hamiltonian context for linear
vector fields, and we will assume: M = R2n for some n. In the appropriate
coordinates, a linear vector field is then a vector field of the form:
Γ = Gi jx
j ∂
∂xi
, Gi j ∈ R (3.8)
and the matrix
∥∥Gi j∥∥ (which represents a (1, 1)-type tensor field) will be non-
degenerate iff the origin is an isolated fixed point of Γ.
A Digression on: ”Extracting the linear part” of a vector field. In
general, let M be a smooth manifold and Γ ∈ X (M) be a vector field with an
isolated fixed point at m0 ∈M: Γ (m0) = 0. Considering then, for an arbitrary
vector field Y ∈ X (M) and function f ∈ F (M) the quantity LY (LΓf) (m0),
it is not hard to see that it is linear in Y and, by virtue of Γ (m0) = 0, in df . it
defines then a (1, 1) tensor34 TΓ at m0:
LY (LΓf) (m0) = TΓ (df, Y ) (m0) (3.9)
32Notice that, in this as well as in the previous case, M has obviously to be an even-
dimensional manifold.
33Which will be certainly the case if M is odd-dimensional.
34Not a tensor field, in general.
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Then, the linear part of Γ at m0, Γ0, will be defined as:
Γ0 = TΓ (∆) (3.10)
with ∆ the Liouville field.
Indeed, in the domain of a chart
(
x1, ..., xn
)
(n = dimM) with the origin
at m0 and: Γ = Γ
i∂/∂xi, Y = Y i∂/∂xi: LY (LΓf) = Y i∂
(
Γj∂f/∂xj
)
/∂xi =
Y i
(
∂Γj/∂xi
) (
∂f/∂xj
)
+ Y iΓj
(
∂2f/∂xi∂xj
)
T. But the second term vanishes
at m0 = 0, and hence:
TΓ = T
j
idx
i ⊗ ∂
∂xj
; T j i =
∂Γj
∂xi
|m0 (3.11)
and:
Γ0 = TΓ (∆) =
(
∂Γj
∂xi
|m0
)
xi
∂
∂xj
(3.12)
This is of course what one would have guessed on much more elementary
grounds. The advantage of the definition (3.9) is that it provides a tensorial
characterization of the linear part of a vector field at a critical point.
In a shorthand notation we can write Γ as:
Γ =
(
G˜x, ∂/∂x
)
(3.13)
where: (Gx)
i
= Gi jx
j , ”∼” stands for the transpose:
∂
∂x
=
∣∣∣∣∣∣∣∣∣∣
∂/∂x1
.
.
.
∂/∂x2n
∣∣∣∣∣∣∣∣∣∣
(3.14)
and: (a, b) =: aibi.
A symplectic form can be written as:
ω =
1
2
Ωijdx
i ∧ dxj (3.15)
and the matrix: Ω= ‖Ωij‖ will be (pointwise) skew-symmetric and non-degenerate.
ω will be said to be a constant symplectic form iff the Ωij ’s are constant. If:
Ω =
∣∣∣∣ 0n×n In×n−In×n 0n×n
∣∣∣∣ (3.16)
ω will be said to be in the canonical (or Darboux) form. If Γ is linear and
Hamiltonian w.r.t. a constant symplectic form, then the Hamiltonian is forced
to be a quadratic function, i.e.:
H = 1
2
Hijx
ixj , Hij ∈ R (3.17)
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Remark 7 The above is clearly a coordinate-dependent definition of a quadratic
function. A coordinate (and dimension)-free characterization of quadratic func-
tions, and one that is more suitable in the case of (infinite-dimensional) Hilbert
spaces, can be given as follows. A mapping: H : V → V′ with V,V′ vector
spaces (over a field K, with K = R or C) is quadratic(a quadratic function if
V′ = R or C) if:
•
H (λx) = λ2H (x) , ∀x ∈ V, λ ∈ K (3.18)
and:
•
b (x, y) =: H (x+ y)−H (x)−H (y) (3.19)
is a bilinear mapping for all x, y ∈ V.
Remark 8 Notice that, while G is a (1, 1)-type tensor (it ”maps vectors to
vectors”) Ω and H = ‖Hij‖ are (0, 2)-type tensors (they ”map vectors to cov-
ectors” (and viceversa in both cases)). This difference manifests itself in the
transformation under a general change of coordinates. If: xi = T i jy
,j, then:
G→ G′ = T−1GT (3.20)
while (T˜ standing for the transpose of T):
Ω→ Ω′ = T˜ΩT, H→ H′ = T˜HT (3.21)
(the difference is not apparent when T−1 = T˜, i.e. T is an orthogonal transfor-
mation, T ∈ O (2n)).
Restricting from now on to linear vector fields and constant symplectic struc-
tures, and omitting the superscripts and suffixes ”0”, if Λ is the Poisson tensor
(
{
xi, xj
}
= Λij , ΛijΩjk = δ
i
k), then if Γ = G
i
jx
j∂/∂xi is Hamiltonian w.r.t.
ω = (1/2)Ωijdx
i ∧ dxj , this implies:
ΩG = −H (3.22)
and, equivalently:
G = −ΛH (3.23)
Hence: Looking for a Hamiltonian description w.r.t. a constant symplectic
structure for a linear vector field Γ is therefore equivalent to looking for the
decomposition of the representative matrix G into the product of an invertible
skew-symmetric matrix Λ and a symmetric matrix H. The former will provide
a (non-degenerate) Poisson structure, the latter a Hamiltonian adapted to the
given Poisson structure35.
35Λ will be a (2, 0)-type tensor, and under a general linear change of coordinates (see above)
will transform as: Λ→ Λ′ = T−1Λ ˜(T−1) .
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At this point we can make contact with the discussion of Ch.1, where we
dealt with linear Hamiltonian vector fields on a finite-dimensional Hilbert space.
There it was shown that the Hermitian structure gives rise to both a metric
tensor and a symplectic form, and that the two are compatible in the sense that
they are connected to one another by a third structure, the complex structure J .
Here too we can reconstruct a (compatible36) complex structure starting from
the tensors Λ and H , at least in the case when H is positive-definite. If such is
the case, we can find, as already discussed elsewhere, a system of coordinates
in which the vector field Γ is given explicitly as a sum of independent harmonic
oscillators with proper frequencies ν1, .., νn (possibly not all distinct):
Γ =
n∑
i=1
νiΓ
(0)
i ; Γ
(0)
i = xi+n
∂
∂xi
− xi ∂
∂xi+n
, i = 1, ..., n (3.24)
i.e.:
G =
∣∣∣∣ 0n×n ν−ν 0n×n
∣∣∣∣ (3.25)
where: ν = diag (ν1, .., νn), with the standard Poisson tensor:
Λ =
1
2
Λij
∂
∂xi
∧ ∂
∂xj
(3.26)
whose representative matrix will be:
Λ = |Λij | =
∣∣∣∣ 0n×n −In×nIn×n 0n×n
∣∣∣∣ (3.27)
and Hamiltonian: H = (1/2)
∑
i νi
(
x2i + x
2
i+n
)
. It is now clear that the vector
field:
Γ(0) =
n∑
i=1
Γ
(0)
i (3.28)
will be Hamiltonian with a new Hamiltonian: H ′ = (1/2)
∑
i
(
x2i + x
2
i+n
)
and
that, in terms of the representative matrices:
(ΛH ′)
2
= −I (3.29)
i.e. that the (1, 1) tensor ΛH ′ (whose representative matrix will coincide with
the matrix (3.27)) will provide the required complex structure.
Some (necessary) consequences of Γ being Hamiltonian have been drawn in
Ref.[83], namely:
1. As G˜ = HΛ = Λ
(
Λ−1HΛ
)
, G˜ is a representative of a vector field which is
Hamiltonian w.r.t. the same Poisson structure with Hamiltonian: −Λ−1HΛ.
Indeed, in the basis in which Λ has the standard form, i.e.:
Λ =
∣∣∣∣ 0n×n −In×nIn×n 0n×n
∣∣∣∣ (3.30)
36See Ref.[160] and the following Ch.4.
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Λ−1 = −Λ. Hence: −Λ−1HΛ = ΛHΛ, which is symmetric. Notice,
however, that in general G˜ and G will not commute, nor will then the
associated vector fields.
2. G3 = −ΛHΛHΛH = Λ (HΛ)H (−ΛH) = Λ
(
G˜HG
)
. More generally,
G2k+1 can be written as:
G2k+1 = −ΛH...ΛH︸ ︷︷ ︸
2k+1
= −ΛHΛ...HΛ︸ ︷︷ ︸
k
HΛH...ΛH︸ ︷︷ ︸
k
(3.31)
i.e.:
G2k+1 = − (−)k Λ
(
G˜kHGk
)
(3.32)
Hence: G2k+1 will represent a Hamiltonian vector field Γk with the Hamil-
tonian:
Hk = 1
2
(−)k
(
G˜kHGk
)
ij
xixj ; H0 = H (3.33)
w.r.t. the same Poisson structure. As the correspondence between ma-
trices and linear vector fields is a Lie algebra homomorphism, all these
Hamiltonian vector fields will commute pairwise. As the correspondence
between linear vector fields and Hamiltonian functions is a Lie algebra an-
tihomomorphism37, in the linear case Hk will be a constant of the motion
for Γk′ ∀k, k′, and they will be pairwise in involution38.
Remark 9 If G is generic (and Hamiltonian), we will generate in this way also
a maximal set of (i.e. n) constants of the motion pairwise in involution, and Γ
will be completely integrable a’ la Liouville.
iii) As: G˜ = HΛ = Λ−1(ΛH)Λ = Λ−1(−G)Λ⇒ TrG = 0 it follows that:
TrG2k+1 = 0 ∀k (3.34)
Notes.
a) That this is a necessary condition for the representative matrix of a
Hamiltonian vector field is pretty obvious. Indeed, for any vector field Γ on
a symplectic 2n-dimensional manifold, the divergence of Γ is defined by:
LΓωn =: (divΓ)ωn (3.35)
where ω is the symplectic form and ωn the symplectic volume. If the flow
associated with Γ is Hamiltonian, it must be volume-preserving (Liouville’s
37The Lie algebra on functions being defined by the Poisson bracket. Recall that: {f, g} =
iXg iXfω = LXgf = −LXf g, with Xf , Xg the associated Hamiltonian vector fields, and that,
for any two vector fields X and Y : i[X,Y ] = LX iY −iXLY . Therefore: i[Xf ,Xg]ω = −d {f, g}.
38Notice that, in general (see the previous footnote): i[Xf ,Xg ]
ω = −d {f, g} and that,
therefore:
[
Xf , Xg
]
= 0 only implies in general: {f, g} = const.For linear vector fields,
however, both f and g will be quadratic functions. The Poisson bracket {f, g} will be quadratic
as well, and it will be constant iff it vanishes.
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theorem [4]), and this implies: divΓ = 0. But it is easy to prove that, for
a linear vector field and for a constant symplectic structure: divΓ = TrG.
b) The vanishing of the trace of odd powers of G implies that the charac-
teristic polynomial P (λ) will contain only even powers of λ (i.e. P (λ) will be
actually a polynomial in λ2 of degree n). Real roots will appear then in pairs
(λ,−λ) and (the coefficients of P (λ) being real) complex roots will appear in
quadruples
(
λ, λ,−λ,−λ).
c) If T is an invertible matrix:
T−1GT = −T−1 (ΛH)T = −
(
T−1Λ(˜T−1)
)(
T˜HT
)
(3.36)
Then, if T is in the commutant of G ([T,G] = 0) we find a new Hamilto-
nian description (H ′ = T˜HT ) with a new Poisson structure (Λ′ = T−1Λ(˜T−1))
provided: T−1Λ(˜T−1) 6= Λ. This implies that T be not a canonical transfor-
mation. Any ”non-canonical” matrix T in the commutant of G will provide a
new Hamiltonian description for the same vector field.
Powers of G are of course in the commutant of G. From: ΩG = −H we
obtain (H being symmetric and Ω skew-symmetric): G˜Ω = H and hence:
G˜Ω = −ΩG (3.37)
It is then easy to prove that, in general:
G˜hΩ = (−)hΩGh (3.38)
Indeed, this holds for h = 1. By induction: G˜h+1Ω = (−)hG˜ΩGh = (−)h (−ΩG)Gh =
(−)h+1ΩGh+1.
As (Ω being skew-symmetric):
ΩGh = −
(˜
G˜hΩ
)
(3.39)
this result implies:
G˜hΩ = (−)h+1
(˜
G˜hΩ
)
(3.40)
and hence G˜hΩ will be symmetric for h odd (and, indeed, for h = 2k + 1,
G˜2k+1Ω = −Hk) and skew -symmetric for even h = 2k. Moreover:
G˜(G˜2kΩ) = −(G˜2kΩ)G (3.41)
i.e. G˜2kΩ will be an admissible skew-symmetric factor in the decomposition of
G.
A slightly different way [135] to exploit even powers of G to generate alter-
native Hamiltonian descriptions is as follows (basically, we are reverting from a
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finite to an infinitesimal description). Let, e.g., Γ(2) be the linear vector field
associated with G2, i.e.:
Γ(2) =
(
G2
)i
jx
j ∂
∂xi
(3.42)
If the Poisson structure is given by:
Λ =
1
2
Λhk
∂
∂xh
∧ ∂
∂xk
(3.43)
then:
LΓ(2)Λ = −
(
G2Λ
)ij ∂
∂xi
∧ ∂
∂xj
= − (ΛHΛHΛ)ij ∂
∂xi
∧ ∂
∂xj
(3.44)
Notice thatG2Λ = ΛHΛHΛ is manifestly skew-symmetric. ThereforeLΓ(2)Λ,
if it does not vanish, defines a new Poisson structure:
Λ(2) =
1
2
(ΛHΛHΛ)
ij ∂
∂xi
∧ ∂
∂xj
(3.45)
and Poisson brackets:
{f, g}(2) = (ΛHΛHΛ)ij
∂f
∂xi
∂g
∂xj
(3.46)
The new Poisson structure will be non-degenerate iff both Λ and H are
invertible, i.e., as G = −ΛH , iff G is invertible. Requiring then that there exists
a new Hamiltonian H(2) s.t. Γ is again Hamiltonian w.r.t. the new Poisson
structure, i.e.: {
xi,H(2)
}
=
(
Λ(2)
)ij ∂H(2)
∂xj
= Gi jx
j (3.47)
together with G = −ΛH leads to:
H(2) = 1
2
H(2)ijx
ixj ; H(2) = (ΛHΛ)
−1
(3.48)
If G is not invertible, then one can proceed by exponentiation [83, 135].
Example 10 We have seen in Ch.1 how the dynamics of a quantum system
separates into that of a set of non-interacting harmonic oscillators. All finite-
level quantum systems can be written as a family of harmonic oscillators with
frequencies related to the eigenvalues of the Hamiltonian. It is therefore appro-
priate to consider here again the harmonic oscillator. For this system the above
procedure (i.e. taking Lie derivatives of the Poisson structure) provides alterna-
tive Hamiltonian descriptions. Proceeding instead as in the previous discussion
with T = G2 and:
G =
∣∣∣∣∣∣∣∣
0 0 1/m 0
0 0 0 1/m
−mΩ21 0 0 0
0 −mΩ22 0 0
∣∣∣∣∣∣∣∣ (3.49)
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and:
Λ =
∣∣∣∣∣∣∣∣
0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
∣∣∣∣∣∣∣∣ (3.50)
one finds:
G2 =
∣∣∣∣∣∣∣∣
−Ω21 0 0 0
0 −Ω22 0 0
0 0 −Ω21 0
0 0 0 −Ω22
∣∣∣∣∣∣∣∣ (3.51)
and:
G−2ΛG˜−2 =
∣∣∣∣∣∣∣∣
0 0 1/Ω41 0
0 0 0 1/Ω42
−1/Ω41 0 0 0
0 −1/Ω42 0 0
∣∣∣∣∣∣∣∣ (3.52)
So, but for the isotropic case Ω1 = Ω2 in which G
−2ΛG˜−2 and ΛHΛHΛ become
proportional, the two approaches appear to be genuinely different.
Example 11 As a last (almost trivial but explanatory) example let us take the
most general linear vector field in R2 = {(x, y)}:
Γ = (ax+ by)
∂
∂x
+ (cx+ dy)
∂
∂y
(3.53)
corresponding to the matrix
G =
∣∣∣∣ a bc d
∣∣∣∣ , a, b, c, d ∈ R. (3.54)
with TrG2k+1 = 0 if and only if a = −d. Given then the constant symplectic
structure Ω = αdx ∧ dy (α ∈ R):
Ω = α
∣∣∣∣ 0 1−1 0
∣∣∣∣ . (3.55)
Γ will be Hamiltonian with Hamiltonian: H = αaxy + α
(
by2 − cx2) /2,
corresponding to: H = −ΩG.
Three situations are possible:
1. The eigenvalues of G are ±λ;λ ≡ √a2 + bc ∈ R. Then there exist coordi-
nates (x, y) such that the matrix (3.54) is of the form
G =
∣∣∣∣ 0 λλ 0
∣∣∣∣ . (3.56)
If we set:
x = A coshΦ , y = A sinhΦ (3.57)
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then:
Ω = dH ∧ dΦ
H = λα2 A
2. (3.58)
2. The eigenvalues of G are ±iλ;λ ≡ √|a2 + bc| ∈ R. Then G may be put
in the form:
G =
∣∣∣∣ 0 λ−λ 0
∣∣∣∣ . (3.59)
We can now define
x = A cosΦ , y = A sinΦ (3.60)
that allow to write the symplectic form and the hamiltonian as in (3.58).
3. Finally we consider the case a2 + bc = 0, when there exist coordinates
(x, y) such that G assumes the form
G =
∣∣∣∣ 0 10 0
∣∣∣∣ . (3.61)
Now H = αy2/2 .
Returning now to the general case, we have seen that a necessary condition
for a linear vector field Γ with representative matrix G to be Hamiltonian is
that the traces of odd powers of G vanish. Whether or not this is also sufficient
requires a rather long analysis of the decomposition of G into Jordan blocks [22],
for whose details we refer to the literature, and whose main result is contained
in the following [83]:
Proposition 12 A linear vector field Γ is Hamiltonian iff the representative
matrix G satisfies TrG2k+1 = 0 and:
i) no further condition if the eigenvalues are non-degenerate or purely imag-
inary,
ii) for degenerate real or genuinely complex (i.e not purely imaginary) eigen-
values the Jordan block belonging to a given eigenvalue λ has the same structure
as the block belonging to −λ, this meaning that the Jordan block associated with
the eigenvalue λ can be brought to the form:
G{λ} =
∥∥∥∥ J 00 −J˜
∥∥∥∥ (3.62)
iii) zero eigenvalues have even multiplicity.
This solves the problem of under which conditions a linear vector field is
Hamiltonian, but does not tell us how many genuinely different Hamiltonians
(and symplectic structures) are permissible for a given vector field. A more
stringent result has also been proved in Ref.[83] and precisely that:
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Proposition 13 If Γ has non-complex (i.e. either real or purely imaginary)
non-degenerate eigenvalues, then it has a minimal family ( a ”pencil” [81, 107])
of equivalent admissible symplectic forms parametrized by a number of param-
eters equal to the number of couples (λ,−λ) of eigenvalues minus one (i.e. a
(n− 1)-parameter family).
The case in which Γ has (only) purely imaginary eigenvalues is of particular
interest for the analysis of (finite-dimensional, for the time being) quantum
systems. Indeed, we can remark that:
• If the eigenvalues are purely imaginary, then all the motions of the sys-
tem will be stable [4, 5]. Considering the decomposition: G = −ΛH of
Eq.(3.23), if H is positive, it will define an Euclidean metric39 and, after
possibly a rescaling that will be discussed in the next Chapter, Λ will
define the Poisson tensor and G will become the complex structure. The
system will become what we will call a quantum system, and that because
the evolution is unitary with respect to the Hermitian structure associ-
ated with G and Λ. In this sense, as we will see shortly, the analysis of
this Chapter provides also a way to classify the possible, and alternative,
Hamiltonian descriptions for quantum systems.
• With reference in particular to Ch.1, if the (quantum) Hamiltonian H has
a real spectrum, then (cfr. Eq.(1.19)) (the realified of) −iH/~ will turn
out to have purely imaginary eigenvalues. Even if H is not Hermitian
w.r.t. the given Hermitian structure, one can always find [14, 175, 220] a
modified scalar product (see again Ch.1) w.r.t. which H turns out to be
Hermitian.
All this material will be expanded and put into use in the next Chapter.
3.3 Inequivalent Descriptions
In this section we discuss some methods to obtain inequivalent descriptions for
a given classical system defined by a dynamical vector field Γ, not necessarily a
linear one.
3.3.1 Alternative Hamiltonian descriptions
As explained in Appendix A, given any 1-1 tensor T , we can define an an-
tiderivation dT which acts on functions as
dT f ≡ T (df) . (3.63)
39Or a pseudo-Euclidean one if it is non-degenerate but not necessarily positive.
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In the sequel we will use extensively this construction with T = J , the complex
structure. Suppose now that the function F be a constant of motion and that
the tensor T be invariant under the action of Γ so that
LΓF = 0 , LΓT = 0 . (3.64)
Then we can define a closed two-form
ωF ≡ d(dTF ) (3.65)
which is invariant under action of Γ since LΓωF = d(LΓdTF ) and LΓdTF = 0
because of (3.64). Assuming that ωF be non-degenerate, it will define a new
invariant symplectic structure. To obtain the alternative Hamiltonian function
H associated to ωF it is sufficient to notice that:
0 = LΓdTF = iΓd(dTF ) + diΓ(dTF ) = iΓωF + dF (T (Γ)) = iΓωF + d(LT (Γ)F ) .
(3.66)
Hence:
H = −LT (Γ)F = − (dTF ) (Γ) (3.67)
Remark 14 The above construction may turn out to be empty if the function
F is in the kernel of ddT : ddTF = 0. For example, in R
2 ≈ C with (real)
coordinates (q, p), take T to be the complex structure :
J = dp⊗ ∂
∂q
− dq ⊗ ∂
∂p
(3.68)
which is invariant under the dynamics of the 1D harmonic oscillator. Then, it
is immediate to check that:
ddJF =
(
∂2F
∂q2
+
∂2F
∂p2
)
dq ∧ dp (3.69)
and hence all the harmonic functions in the plane will be in the kernel of ddJ .
Remark 15 Suppose now that Γ = Gi jx
j ∂
∂xi be a linear vector field and T =
T i jdx
j ⊗ ∂∂xi a constant invariant 1-1 tensor. Then it is not difficult to check
that ωF is constant if and only if F is a quadratic function:
F =
1
2
Fijx
ixj , Fij = Fji . (3.70)
In this case, using the matrix notation of sect. 3.2, we have:
H =
1
2
Hijx
ixj , Hij = Hji = −(FTG)ij − (FTG)ji , (3.71)
ωF =
1
2
Ωijdx
i ∧ dxj , Ωij = −Ωji = (FT )ij − (FT )ji . (3.72)
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Using the fact that Eqs. (3.64) are equivalent to the conditions: (FG)ij =
−(FG)ji and (GT )i j = (TG)i j, one can show that, as it should be, the relation
ΩG = −H is trivially satisfied.
As an example, let us consider the two-dimensional isotropic harmonic os-
cillator whose dynamics is described by the vector field
Γ = pa
∂
∂qa
− qa ∂
∂pa
, (3.73)
where the summed-over index a assumes the values: a = 1, 2. We will take for
T the complex structure of the phase space R4, i.e:
T = J = dpa ⊗ ∂
∂qa
− dqa ⊗ ∂
∂pa
. (3.74)
Thus the representative matrices will be:
G =
∣∣∣∣∣∣∣∣
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
∣∣∣∣∣∣∣∣ , T =
∣∣∣∣∣∣∣∣
0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
∣∣∣∣∣∣∣∣ . (3.75)
With T = J we have:
− J(Γ) = ∆ ≡ qa ∂
∂qa
+ pa
∂
∂pa
(3.76)
with ∆ the dilation (Liouville) field associated with the standard linear structure
on R4 and:
dJF =
∂F
∂qa
dpa − ∂F
∂pa
dqa ⇒ ωF = ddJF =
(
∂2F
∂qa∂qb
+
∂2F
∂pa∂pb
)
dqa ∧ dpb
(3.77)
as well as:
H = −LJ(Γ)F = L∆F (3.78)
for any function F = F (q,p).
It is well known that a basis of constants of motion is given, for example, by
the four independent functions
F0 =
1
4
[
(p1)2 + (q1)2 + (p2)2 + (q2)2
]
, F1 =
1
4
[
(p1)2 + (q1)2 − (p2)2 − (q2)2] ,
F2 =
1
2
[
p1p2 + q1q2
]
, F3 =
1
2
[
q1p2 − q2p1] .
(3.79)
All four functions being quadratic40, the above construction yields then the
following four alternative hamiltonian descriptions:
H0 =
1
2
[
(p1)2 + (q1)2 + (p2)2 + (q2)2
]
, ω0 = dq
1 ∧ dp1 + dq2 ∧ dp2 ;
H1 =
1
2
[
(p1)2 + (q1)2 − (p2)2 − (q2)2] , ω1 = dq1 ∧ dp1 − dq2 ∧ dp2 ;
H2 = p
1p2 + q1q2 , ω2 = dq
1 ∧ dp2 + dq2 ∧ dp1 ;
H3 = q
1p2 − q2p1 , ω3 = −dq1 ∧ dq2 + dp1 ∧ dp2 .
(3.80)
40L∆Fi = 2Fi for i = 0, 1, 2, 3.
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Both the Liouville field ∆ and the complex structure J are associated with
the standard linear structure on R4. As we will now see, this observation may be
exploited to obtain alternative Hamiltonian descriptions by defining inequivalent
linear structures on phase space.
3.3.2 Inequivalent Descriptions from Alternative Linear Structures
We recall here [66] some known facts about the possibility of defining alternative
(i.e. not linearly related) linear structures on a vector space and/or of using the
linear structure of a vector space to endow with a linear structure manifolds
that are related to the given vector space.
Let E be a (real or complex) linear vector space with addition + and mul-
tiplication by scalars ·, and a nonlinear diffeomorphism:
φ : E ↔ E. (3.81)
We can define a new linear structure if we define:
• Addition of u, v ∈M as:
u+(φ) v =: φ(φ
−1 (u) + φ−1 (v)). (3.82)
• Multiplication by a scalar λ ∈ R or C of u ∈M as:
λ ·(φ) u =: φ
(
λφ−1 (u)
)
. (3.83)
Obviously, the two linear spaces (E,+, ·) and (E,+(φ), ·(φ)) are finite dimen-
sional vector spaces of the same dimension and hence are isomorphic. However,
the change of coordinates defined by φ that we are using to “deform” the lin-
ear structure is a nonlinear diffeomorphism. In other words, we are using two
different (diffeomorphic but not linearly related) global charts to describe the
same manifold space E
Within the framework of the new linear structure, it makes sense to consider
the mapping:
Ψ :M × R→M , Ψ(u, t) =: et ·(φ) u =: u (t) , (3.84)
that defines a one-parameter group as it can be easily checked. Its infinitesimal
generator, the dilation (Liouville) field, is given by
∆ (u) =
[
d
dt
u(t)
]
t=0
=
[
d
dt
φ
(
etφ−1(u)
)]
t=0
. (3.85)
As an example41 consider T ∗R with coordinates (q, p) and linear structure
defined by the dilation field:
∆ = q
∂
∂q
+ p
∂
∂p
, (3.86)
41More examples may be found in Ref.[66].
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which is such that i∆ω = qdp − pdq with respect to the standard symplectic
form ω = dq ∧ dp.
As it is well known the dynamics of the 1D harmonic oscillator is described, in
appropriate units, by the vector field:
Γ = p
∂
∂q
− q ∂
∂p
, (3.87)
which is ω-Hamiltonian: iΓω = dH with Hamiltonian: H =
(
q2 + p2
)
/2. We
can also define the complex structure:
J = dp⊗ ∂
∂q
− dq ⊗ ∂
∂p
(3.88)
which is such that:
J2 = −I, J (∆) = Γ, J (Γ) = −∆ (3.89)
The composition of the symplectic and the complex structures gives rise to a
compatible [160] metric tensor g:
ω ◦ J =: −g, g = dq ⊗ dq + dp⊗ dp (3.90)
Notice also that the complex structure and the Hamiltonian are connected
by:
ω =
1
2
ddJH (3.91)
Let us consider now the nonlinear change of coordinates on T ∗R [174]:
(q, p)→ (Q,P ) with:
Q = q (1 + f (H)) (3.92)
P = p (1 + f (H)) . (3.93)
Under very mild assumptions on the function f (H) the mapping (3.93) will
be smooth and invertible with a smooth inverse. One might assume, e.g., that
f (·) be nonnegative and monotonically increasing for positive argument.With
the dynamics given by Eq.(3.87), it is immediate to check that:
LΓQ = P, LΓP = −Q (3.94)
Hence, although the two coordinates ystem are not linearly related, the vector
field Γ will be given, in the new coordinate system, by:
Γ = P
∂
∂Q
−Q ∂
∂P
(3.95)
which will be again Hamiltonian with respect to the symplectic form ω′ =
dQ ∧ dP with H ′ = (Q2 + P 2) /2 = H (1 + f (H))2 as Hamiltonian. Now the
new Liouville field ∆′, defined via i∆′ω
′ = QdP − PdQ, is given by:
∆′ = Q
∂
∂Q
+ P
∂
∂P
, (3.96)
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Notice also that we can define a new 1-1 tensor (the new complex structure):
J ′ = dP ⊗ ∂
∂Q
− dQ⊗ ∂
∂P
, (3.97)
which is again such that J ′(Γ) = −∆′. J ′ and ω′ will generate then the new
metric tensor: g′ = dQ⊗dQ+dP⊗dP . Thus, following the construction outlined
in the previous section, we might have obtained this alternative description of
the dynamics of the one-dimensional harmonic oscillator also by setting:
T = J ′ , (3.98)
ω′ =
1
2
ddJ′H
′ . (3.99)
One obtains in this way a new linear structure, which is in some sense ”adapted”
to the chosen Hamiltonian description.
Finally, we observe that the above construction to obtain alternative de-
scriptions may be easily generalized to the n-dimensional harmonic oscillator by
defining
ωF ≡ αad
(
∂F
∂pa
)
∧ d
(
∂F
∂qa
)
(3.100)
and
HF ≡ 1
2
αa
[(
∂F
∂pa
)2
+
(
∂F
∂qa
)2]
, (3.101)
where F is a constant of the motion such that ωF is non-degenerate.
3.3.3 Alternative Lagrangian Descriptions Coming from ”Adapted”
Linear Structures
Switching now to the Lagrangian framework, we recall [186] that a regular
Lagrangian L will define the symplectic structure on TQ:
ωL = dθL = d
(
∂L
∂ui
)
∧ dqi; θL =
(
∂L
∂ui
)
dqi. (3.102)
We look now [155] for Hamiltonian vector fields Xj , Y
j such that:
iXjωL = −d
(
∂L
∂uj
)
, iY jωL = dq
j (3.103)
Explicitly this implies:
LXjq
i = δij , LXj
∂L
∂ui = 0, (3.104)
LY jq
i = 0, LY j
∂L
∂ui = δ
j
i . (3.105)
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Using then the identity i[Z,W ] = LZ ◦ iW − iW ◦ LZ , and the fact that the Lie
derivative of the Hamiltonian of every field of the set (3.103) with respect to
any other of the fields is either zero or a constant (actually unity), one can show
that:
i[Z,W ]ωL = 0 whenever [Z,W ] = [Xi, Xj] ,
[
Xi, Y
j
]
,
[
Y i, Y j
]
, (3.106)
which proves that:
[Xi, Xj ] =
[
Xi, Y
j
]
=
[
Y i, Y j
]
= 0. (3.107)
This defines an infinitesimal action of an Abelian Lie group on TQ. If this
integrates to an action of the group R2n (dimQ = n) that is free and transi-
tive, this will define a new vector space structure on TQ that is ”adapted” to
the Lagrangian two-form ωL. More explicitly, defining dual forms
(
αi, βi
)
via:
αi (Xj) = δ
i
j , α
i
(
Y j
)
= 0; βi
(
Y j
)
= δji , βi (Xj) = 0, it is immediate to see
that:
αi = dqi (3.108)
βi = d
(
∂L
∂ui
)
(3.109)
and that the symplectic form can be written as:
ωL = βi ∧ αi. (3.110)
Basically, what this means is that, to the extent that the definition of vector
fields and dual forms is global, we have found in this way a global Darboux
chart.
As an example of this construction, we may consider a particle in a (time-
independent) magnetic field B = ∇ × A. The corresponding second-order
vector field is given by (e = m = c = 1):
Γ = ui
∂
∂qi
+ δisǫijku
jBk
∂
∂us
. (3.111)
The Lagrangian is given in turn by :
L = 1
2
δiju
iuj + uiAi. (3.112)
while the symplectic form is:
ωL = δijdq
i ∧ duj − 1
2
εijkB
idqj ∧ dqk. (3.113)
The field Γ is hamiltonian, the Hamiltonian being given by:
H =
1
2
δiju
iuj . (3.114)
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Now it is easy to see that:
Xj =
∂
∂qj
− δik ∂Ak
∂qj
∂
∂ui
, (3.115)
Y j = δjk
∂
∂uk
. (3.116)
The dual forms αi, βi, i = 1, ..., n = dimQ are given by:
αi = dqi, (3.117)
βi = δijd(u
j + δjkAk). (3.118)
Therefore the mapping
Qi = qi (3.119)
U i = ui + δikAk, (3.120)
provides us with a symplectomorphism that reduces ωL to the canonical form
ωL = dq
i ∧ dπi, (3.121)
where πi = δijU
j . We may say that the chart (Q,U) is a Darboux chart
”adapted” to the vector potential
−→
A .
The Liouville field will be42 then:
∆ = Qi
∂
∂Qi
+
[
U i + δik
(
Qj
∂Ak
∂Qj
−Ak
)]
∂
∂U i
. (3.122)
Denoting collectively the old and new coordinates as (q, u) and (Q,U) respec-
tively, Eq. (3.120) defines a mapping:
(q, u)
φ→ (Q,U) . (3.123)
It is then a straightforward application of the definitions (3.82) and (3.83) to
show that the rules of addition and multiplication by a constant become, in this
specific case:
(Q,U) +(φ) (Q
′, U ′) = (Q +Q′, U + U ′ + [A (Q+Q′)− (A(Q) +A(Q′))])
(3.124)
and:
λ ·(φ) (Q,U) = (λQ, λU + [A (λQ)− λA (Q)]) . (3.125)
42We notice that ∆ depends on the gauge choice. The symplectic form will be however
gauge-independent
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3.4 Symmetries and Constants of the Motion for Systems
Admitting of Alternative Descriptions
3.4.1 Introduction
In our setting, according to which the primitive (or the more physically relevant
[167] ) object is the vector field Γ describing the dynamics on some carrier space
M, a symmetry will be defined as a one-parameter group of diffeomorphisms of
the carrier space that maps solutions (i.e. integral curves of Γ) into solutions.
At the infinitesimal level, if X ∈ X (M) is the associated infinitesimal generator
of the one-parameter group, this means [167] that it must commute with Γ, i.e.:
[X,Γ] = 0 (3.126)
It is a straightforward consequence of the Jacobi identity on the commutator
bracket that43:
[X1,Γ] = 0, [X2,Γ] = 0⇒ [[X1, X2] ,Γ] = 0 (3.127)
(but not viceversa, of course). Hence: All the vector fields satisfying the condi-
tion (3.126) for a given dynamical vector field Γ close on a Lie algebra, the Lie
algebra of (infinitesimal) symmetries of Γ.
On the other hand, constants of the motion are, as is well known, functions
f ∈ F (M) that are invariant under the flow of Γ, i.e.:
LΓf = 0 (3.128)
where LΓ is the Lie derivative. A considerable effort is usually devoted in
textbooks (both in point-particle Mechanics and/or in Field Theory, both ele-
mentary and more advanced) to try and define a clear-cut procedure allowing
to associate constants of the motion (i.e. conserved quantities) with symmetries
(and the other way around). This goes usually through the use of No¨ther’s
Theorem44, that, for completeness, we will revisit briefly here both in the La-
grangian and Hamiltonian formulations of point-particle Mechanics.
3.4.2 The No¨ther Theorem
1. Lagrangian Formalism. In this case M = TQ, with Q a base manifold
with (local) coordinates q1, ..., qn, n = dim (Q). Before proceeding, we
recall how vector fields on the base manifold can be lifted to vector fields
on TQ. Given:
X = X i
∂
∂qi
∈ X (Q) , X i ∈ F (Q) (3.129)
43This is very much reminiscent of Poisson’s theorem of Hamiltonian Mechanics.
44See however, e.g., Ref.[186] for the discussion of different approaches.
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the tangent lift (sometimes called also the complete lift) Xc of X is defined
as45:
Xc = X i
∂
∂qi
+ (LΓ0X
i)
∂
∂ui
∈ X (TQ) (3.130)
where the ui’s are coordinates along the fibers and Γ0 is any second-order
vector field.
If L is a Lagrangian appropriate for the description, via the Euler-Lagrange
equations, of the dynamics associated with a given second-order vector
field Γ, a No¨ther symmetry [186] is, by definition, a tangent lift Xc that
is a symmetry for Γ, i.e. such that:
[Γ, Xc] = 0 (3.131)
and such that:
LXcL = LΓh (3.132)
where46: h = π∗g, g ∈ F (Q) and: π : TQ→ Q is the canonical projection.
The Lagrangian will be said to be strictly invariant if h = 0 (i.e. g = 0)47,
quasi-invariant [161] if g 6= 0 No¨ther’s theorem states then that:
FXc =: iXcθL − h (3.133)
is a constant of the motion. Here:
θL =
∂L
∂ui
dqi (3.134)
is the Lagrangian one-form associated with L. In local coordinates:
FXc = X
i ∂L
∂ui
− h (3.135)
2. Hamiltonian Formalism. In this case M = T ∗Q, the cotangent bundle of
the base manifold, with local coordinates
(
qi, pi
)
, i = 1, ..., n, equipped
with the Cartan form:
θ0 = pidq
i (3.136)
and the symplectic structure:
ω0 = −dθ0 = dqi ∧ dpi (3.137)
Here too there is a standard procedure for lifting vector fields from X (Q)
to X (T ∗Q). namely, given a vector field X ∈ X (Q) of the form (3.129),
45Here, with abuse of notation, we write Xi for what should be instead pi∗Xi, with: pi :
TQ→ Q the canonical projection.
46Of course this is nothing but the familiar statement that, under the action of Xc, the
Lagrangian changes by the total time derivative of a function of the q’s alone.
47Barring the trivial case h (i.e. g)= const., a second-order vector field does not admit of
constants of the motion that are functions of the q’s alone.
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the cotangent lift (sometimes called the natural lift) X∗ of X is given
by:
X∗ = X i
∂
∂qi
−
(
∂Xj
∂qi
)
pj
∂
∂pi
∈ X (T ∗Q) (3.138)
and it is easy to show that it is the unique vector field that projects down
to X on the base manifold and that leaves the Cartan form invariant, i.e.
such that:
LX∗θ0 = 0 (3.139)
Remark 16 In a more intrinsic way, both lifts can be defined [167] as the
infinitesimal generators of the tangent or, respectively, cotangent lift of the one-
parameter group of diffeomorphisms of Q that has X as its infinitesimal gener-
ator.
Remark 17 Symmetries for the dynamics that are (tangent or cotangent) lifts
of vector fields on the base manifold are also called point symmetries.
A vector field Γ ∈ X (T ∗Q) is Hamiltonian if there exists a (Hamiltonian)
function H ∈ F (T ∗Q) such that:
iΓω0 = dH (3.140)
Given then a function F ∈ F (TQ), let XF be the associated Hamiltonian vector
field (not necessarily a cotangent lift), i.e.: iXF ω0 = dF . Then:
LXFH = iXF dH = iXF iΓω0 = −iΓiXF ω0 = −iΓdF = −LΓF (3.141)
Hence:
LΓF = 0⇔ LXFH = 0 (3.142)
Therefore, if XF is a symmetry for the Hamiltonian (i.e.: LXFH = 0), then F
will be a constant of the motion and viceversa. Moreover, using the identity
[186]:
i[X,Y ] = iX ◦ LY − LY ◦ iX (3.143)
valid for any pair of vector fields, it follows that, if X is at least locally Hamil-
tonian (i.e.: LXω0 = 0), then:
dLXH = LX iΓω0 = −i[X,Γ]ω0 (3.144)
Hence, if X is a symmetry for the Hamiltonian, and as ω0 is non-degenerate:
LXω0 = 0 and LXH = 0⇒ [X,Γ] = 0 (3.145)
i.e. X is also a symmetry for the dynamics. The converse however is not true
[167]: from: [X,Γ] = 0 one can only infer that: LXH = const., i.e. X need not
be a symmetry for the Hamiltonian.
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So far for the standard derivation of the No¨ther Theorem. As a simple
example, considering, e.g., the 3D harmonic oscillator with the standard La-
grangian: L = (1/2)∑3i=1 [(ui)2 − (qi)2] or the corresponding Hamiltonian
leads to the well-known association of (strict) rotational invariance (of the La-
grangian and/or of the Hamiltonian) with the conservation of angular momen-
tum.
The motivation for having gone here to some length through essentially stan-
dard material has been to emphasize the crucial roˆle that ”intermediate” struc-
tures such as the Lagrangian or the Hamiltonian, as well as the symplectic struc-
ture, play along the way that leads to the association of symmetries with con-
stants of the motion. When these ”intermediate” structures are not unique, as
it happens when more non-equivalent (Lagrangian (on TQ) or Hamiltonian (on
T ∗Q)) descriptions are available [36, 47, 130, 154, 155, 156, 159, 164, 186, 200],
the connection becomes more ambiguous, and different (non-equivalent) de-
scriptions of the same dynamical system may lead to the association of different
constants of the motion with the same group of symmetries, or of the same
constants of the motion with different groups of symmetry or to no association
at all, as we shall discuss now.
3.4.3 Alternative Descriptions and Symmetries in the Lagrangian
Formalism
We will consider here some simple examples:
1. Let Q = R3, and let Γ be the dynamics of an isotropic harmonic oscillator
(with unit mass and frequency for simplicity). Then it is immediate to
show all the Lagrangians of the form:
LB = 1
2
Bij
(
uiuj − qiqj) (3.146)
where: B = ‖Bij‖ is a real and (necessarily) symmetric matrix are ad-
missible Lagrangians for the isotropic harmonic oscillator, and, moreover,
regular ones iff the matrix B is non-singular. By ”admissible” we mean
obviously that the Euler-Lagrange equations associated with any one of
the Lagrangians (3.146) reproduce the dynamics of the isotropic harmonic
oscillator. As we can always diagonalize B with the aid of an orthogo-
nal transformation, we can limit ourselves to considering only either the
standard Lagrangian:
L = L1 + L2 + L3; Li = 1
2
[(
ui
)2 − (qi)2] , i = 1, 2, 3 (3.147)
or (up to an overall sign and an overall factor):
L′ = L1 + L2 − L3 (3.148)
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Now, it is obvious that the Lagrangian (3.147) is (strictly) invariant un-
der the (lifted) action of O (3), while the Lagrangian (3.148) is (again,
strictly) invariant under the (lifted) action of O (2, 1), the Lorentz group
in (2 + 1) dimensions. As it can be proved [186] that, in any number n of
dimensions, the most general group of point symmetries for the dynamics
of the isotropic harmonic oscillator is GL (n,R), the above two groups are
groups of No¨ther symmetries. While invariance under O (3) associates, via
No¨ther’s theorem, the three components of the angular momentum with
the three generators of the group if the Lagrangian (3.147) is chosen as
the Lagrangian of the system, in the case in which one chooses L′ as the
Lagrangian the situation is different. The three generators of O (2, 1) are
given by the tangent lifts of the vector fields:
X1 = q
3 ∂
∂q1
+q1
∂
∂q3
, X2 = q
3 ∂
∂q2
+q2
∂
∂q3
, J = q1
∂
∂q2
−q2 ∂
∂q1
(3.149)
While X1 and X2 correspond to ”boosts” in the q
1 and q2 directions, J
represents ordinary rotations in the
(
q1 − q2) plane. They close on the
Lie algebra o (2, 1), namely:
[X1, X2] = J, [X1, J ] = X2, [J,X2] = X1 (3.150)
and the same will hold true for the tangent lifts Xc1 , X
c
2 and J
c.
Applying now No¨ther’s theorem we find the following constants of the
motion:
F1 =: iXc1 θL′ = q
3u1 − q1u3; F2 =: iXc2 θL′ = q3u2 − q2u3 (3.151)
while, as before: iJcθL′ = q
1u2−q2u1. Therefore, we find that the angular
momentum is the (vector) constant of the motion associated not with the
rotation group but instead with the Lorentz group O (2, 1).
2. Suppose however that we want to look for infinitesimal (strict) symmetries
of the Lagrangian (3.146) without performing changes of coordinates (i.e.
without diagonalizing the matrix B). We will consider here only linear
vector fields that are generators of point symmetries, i.e. vector fields of
the form48:
X = Ai j
(
qj
∂
∂qi
+ uj
∂
∂ui
)
(3.152)
for some matrix A =
∥∥Ai j∥∥ ∈ End (Q). Then:
LXLB = (BA)jk
(
ujuk − qjqk) (3.153)
and strict invariance requires: (BA)jk +(BA)kj = 0, i.e.(as B is symmet-
ric):
AtB +BA = 0 (3.154)
48This is the case of the symmetries (3.149).
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which means that the matrix AB has to be antisymmetric. For example,
with the Lagrangian (3.148): B = diag (1, 1,−1) and, e.g. for the first
symmetry X1 of Eq.(6.22):
A =
∣∣∣∣∣∣
0 0 1
0 0 0
1 0 0
∣∣∣∣∣∣ (3.155)
(A = At) and it is easy to check that the condition (3.154) is indeed
satisfied.
By assumption, the matrix B in Eq.(3.146) can be diagonalized with the
aid of an orthogonal transformation: B = OB′Ot with B′ diagonal and:
OOt = OtO = Id. Then it is easy to see that Eq.(3.154) becomes:
A
′tB′ +B′A′ = 0 (3.156)
with:
A′ = OtAO (3.157)
defining the transformed infinitesimal symmetry in the new coordinate
system.
3. Consider, as a further example, the (isotropic) harmonic oscillator in 2D.
Apart from the standard Lagrangian (L = L1 + L2 in the notation of
Eq.(3.147)) we may consider the (regular) Lagrangian:
L′ = u1u2 − q1q2 (3.158)
This Lagrangian is (strictly) invariant under the ”squeeze” transformation,
i.e. the tangent lift of the one-parameter group:(
q1, q2
) 7→ (q1et, q2e−t) ; t ∈ R (3.159)
whose infinitesimal generator is:
S = q1
∂
∂q1
− q2 ∂
∂q2
(3.160)
that lifts to:
Sc = q1
∂
∂q1
− q2 ∂
∂q2
+ u1
∂
∂u1
− u2 ∂
∂u2
(3.161)
No¨ther’s theorem yields then the constant of the motion:
F =: iscθL′ = q
1u2 − q2u1 (3.162)
Hence: with the Lagrangian L′ angular momentum is associated with in-
variance under squeeze.
In the notation of the previous example, here: B =
∣∣∣∣ 0 11 0
∣∣∣∣ = σ1 and:
A =
∣∣∣∣ 1 00 −1
∣∣∣∣ = σ3, and, again, they satisfy the condition (3.154).
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4. The Lagrangian (3.158) can be diagonalized via a rotation of π/4 to new
coordinates:
Q1 =
q1 + q2√
2
, Q2 =
q1 − q2√
2
(3.163)
(and similarly for the velocities), whereby the Lagrangian becomes (cfr.Eqs.(3.147)
and (3.148)):
L → L1 − L2 (3.164)
Now, the ”squeeze” transformation (3.159) becomes:∣∣∣∣ Q1Q2
∣∣∣∣ −→ ∣∣∣∣ cosh t sinh tsinh t cosh t
∣∣∣∣ · ∣∣∣∣ Q1Q2
∣∣∣∣ (3.165)
whose infinitesimal generator is:
X = Q2
∂
∂Q1
+Q1
∂
∂Q2
(3.166)
(corresponding to the matrix: A = σ1) i.e., as expected, a (the unique)
Lorentz boost with the parameter t playing the roˆle of the rapidity of the
boost.
3.5 The Transition to the Hamiltonian Formalism
3.5.1 Preliminaries and Recollections
Restricting ourselves for simplicity to dynamical systems described by regu-
lar Lagrangians, we recall [167],[186] that the Euler-Lagrange equations for the
second-order vector field Γ associated with a regular Lagrangian L can be writ-
ten, in intrinsic terms, as:
LΓθL − dL = 0 (3.167)
where:
θL =:
∂L
∂ui
dqi (3.168)
is the Lagrangian one-form or in the equivalent, ”Hamiltonian” form:
iΓΩL = dEL (3.169)
where:
ΩL =: −dθL (3.170)
is the ”Lagrangian two-form”, which is symplectic if L is regular, and:
EL =: iΓθL − L (3.171)
is known [167],[186] as the ”energy function” associated with the Lagrangian L.
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The transition to the Hamiltonian formulation on T ∗Q is accomplished, as
is well known[167], with the aid of the ”fiber derivative” (or ”Legendre map”):
FL : TQ→ T ∗Q that is defined by:
FL : (qi, ui) 7→ (qi, pi = ∂L/∂ui) (3.172)
If, as assumed here, the Lagrangian is regular, the fiber derivative is invert-
ible and has the following properties (see Ref.[186] for details):
• (FL)∗ θL = θ0 and: (FL)∗ ΩL = ω0
where (FL)∗ denotes the ”push-forward” associated with the fiber derivative,
i.e.: (FL)∗ =
(
(FL)−1
)∗
;
• Via push-forward, the vector field Γ is mapped onto a vector field Γ˜ ∈
X (T ∗Q) that is Hamiltonian with respect to the canonical symplectic
form ω0 with an Hamiltonian H given by:
H =: (FL)∗EL = EL ◦ (FL)−1 (3.173)
• Explicitly (and locally):
Γ˜ =
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
(3.174)
All this can be summarized in the following scheme:
(Γ,ΩL, dEL)
FL−→
(
Γ˜, ω0, dH
)
(3.175)
3.5.2 Consequences of the existence of alternative descriptions
It is clear that the transition to T ∗Q summarized in the scheme (3.175) will be
non-ambiguous and unique if and only if, apart from trivial equivalencies, the
Lagrangian is unique.
When more than one Lagrangian description is available, the situation can
become more involved. To be more specific, let, say, L(1) and L(2) be two alter-
native Lagrangians for the same dynamical system, Γ, on TQ. Each one defining
its own fiber derivative, we can obtain different Hamiltonian descriptions on T ∗Q
with different vector fields and Hamiltonians but the same symplectic structure
(i.e. ω0) using alternatively the two fiber derivatives according to the scheme:
ΩL(1) , dEL(1)
ր
Γ
ց
ΩL(2) , dEL(2)︸ ︷︷ ︸
TQ
FL(1)−→
FL(2)−→
Γ˜(1) dH(2)
ց ր
ω0
ր ց
Γ˜(2) dH(1)︸ ︷︷ ︸
T∗Q
(3.176)
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Although the vector fields Γ˜(1) and Γ˜(2) may look different, it is worth stressing
that nonetheless they offer different descriptions of the same dynamical system.
Indeed, in both cases their trajectories in T ∗Q project down to the same set of
trajectories in the physical space Q. Stated otherwise, the two sets of first-order
differential equations on T ∗Q associated with Γ˜(1) and Γ˜(2) give rise to the same
set of second-order differential equations on Q.
Example 18 Let Γ represent, as in Sect.3.4.3, the dynamics of the two-dimensional
isotropic harmonic oscillator:
Γ = u1
∂
∂q1
+ u2
∂
∂q2
− q1 ∂
∂u1
− q2 ∂
∂u2
(3.177)
and let, again in the notation of Sect.3.4.3, the two Lagrangians be: L(1) =
L = L1+L2 (the standard Lagrangian) and: L(2) = L′ (cfr. Eq.(3.158)). Then,
omitting unnecessary details, H(1) has the standard form:
H(1) =
1
2
[(
p1
)2
+
(
p2
)2
+
(
q1
)2
+
(
q2
)2]
(3.178)
and:
Γ˜(1) = p1
∂
∂q1
+ p2
∂
∂q2
− q1 ∂
∂p1
− q2 ∂
∂p2
(3.179)
As to L(2), we find instead:
FL(2) : (q1, q2, u1, u2) 7→ (q1, q2, p2, p1) (3.180)
and:
Γ˜(2) = p2
∂
∂q1
+ p1
∂
∂q2
− q2 ∂
∂p1
− q1 ∂
∂p2
(3.181)
with the Hamiltonian:
H(2) = p1p2 + q
1q2 (3.182)
Concerning symmetries, while the Hamiltonian (3.178) is rotationally-invariant
and we obtain, via No¨ther’s theorem, the usual association of the angular mo-
mentum with rotations, The Hamiltonian (3.182) is squeeze-invariant, the
squeeze transformation being generated by the cotangent lift of the vector field
(3.160), i.e.:
S∗ = S − p1 ∂
∂p1
+ p2
∂
∂p2
(3.183)
Now:
iS∗ω0 = dF (3.184)
where now the (Hamiltonian) constant of the motion is:
F = q1p1 − q2p2 (3.185)
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which, although it doesn’t look such at first sight, is again the (only component
of the) angular momentum,as:(
FL(2)
)∗
F = q1u2 − q2u1 (3.186)
The scheme (3.176) outlined above is not the only possible one, though. We
might decide instead to perform the Legendre map by using only one of the two
fiber derivatives in both cases. If we select, e.g., FL(1), we obtain the following
scheme for the transition from TQ to T ∗Q:
ΩL(1) , dEL(1)
ր
Γ
ց
ΩL(2) , dEL(2)︸ ︷︷ ︸
TQ
FL(1)−→
ց
ր
FL(1)−→
ω(1,2), dH(1,2)
ր
Γ˜(1)
ց
ω0, dH
(1)︸ ︷︷ ︸
T∗Q
(3.187)
where now:
ω(1,2) =
(
FL(1)
)
∗
ΩL(2) =
(
FL(1)
)
∗
(
FL(2)
)∗
ω0 =
(
FL(2) ◦
(
FL(1)
)−1)∗
ω0
(3.188)
and similarly for H(1,2).
Remark 19 If we forget about the ”TQ part” of the scheme (3.187) and retain
only the ”T ∗Q part”, we see that this procedure exhibits an example of a given
dynamical system (Γ˜(1)) on T ∗Q that is bihamiltonian.
Example 20 For the same system as in Example 18 above, Γ˜(1) is again given
by Eq.(3.179), but we find instead:
ω(1,2) = dq1 ∧ dp2 + dq2 ∧ dp1 (3.189)
while:
H(1,2) = p1p2 + q
1q2 (3.190)
as in the previous example. However, now:
iS∗ω
(1,2) = q1dp2 − p2dq1 + p1dq2 − q2dp1 (3.191)
and:
d
(
iS∗ω
(1,2)
)
= LS∗ω
(1,2) = 2
(
dq1 ∧ dp2 − dq2 ∧ dp1
) 6= 0 (3.192)
Therefore, although: LS∗H
(1,2) = 0 and hence S∗ is a symmetry for the Hamil-
tonian H(1,2), it is not Hamiltonian with respect to the symplectic form ω(1,2),
and ceases therefore to be the generator of a No¨ther symmetry.
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To conclude this Section, we would like to ”re-visit”, in the Hamiltonian
formalism, the consequences of the use, for the isotropic harmonic oscillator, of
one of the Lagrangians (3.146), parametrized by the family of symmetric and
nonsingular matrices: B = ‖Bij‖.
Let us specialize here too to n = 3. The canonical momenta are defined by:
pi = Biju
j ⇔ ui = Aijpj , i = 1, 2, 3 (3.193)
where: A =
∥∥Aij∥∥ is the matrix inverse of B : AijBjk = δik. The Hamiltonian
is therefore:
H =
1
2
(
Aijpipj +Bijq
iqj
)
(3.194)
while the three components of the angular momentum: Ji = εijkq
juk are given,
in the canonical formalism on T ∗R3, by:
Ji = εijkA
klqjpl (3.195)
The Ji’s are of course constants of the motion, i.e.:
{Ji, H} = 0, i = 1, 2, 3 (3.196)
where {., .} is the canonical Poisson bracket on T ∗R3. Now, some long but
straightforward algebra [164] shows that the Poisson brackets among the Ji’s
are given by:
{Jh, Jk} = εhkrArsJs (3.197)
Eq.(3.197) defines a Lie algebra whose derived algebra is spanned by the
vectors of the form: Jhk =: εhkrA
rsJs. As the Ricci tensor is antisymmetric,
there are only three independent such vectors and, as the matrix A is symmetric,
they are independent. Therefore, the derived algebra is three-dimensional, and
the Lie algebra can be only [113] (apart from a sign) that of O (3) or that of
O (2, 1)49. Denoting by Xi and Xhk the associated Hamiltonian vector fields,
defined by:
iXiω0 = dJi; iXhkω0 = dJhk (3.198)
(Xhk = εhkrA
rsXs) which implies, in particular: LXiω0 = 0, Eq.(3.196) is
equivalent to the statement that: LXiH = 0. Hence (see Sect.3.4.2), the Xi’s
are also symmetries for the dynamics. Moreover, using the identity (3.143), one
sees at once that:
i[Xh,Xk]ω0 = −LXh iXkω0 = −LXhdJk = −dLXhJk (3.199)
i.e. that:
i[Xh,Xk]ω0 = d {Jh, Jk} = dJhk = iXhkω0 (3.200)
which implies in turn, as ω0 is nondegenerate:
[Xh, Xk] = εhkrA
rsXs (3.201)
Hence, the Xi’s generate the same algebra of symmetries (that of O (3) or that
of O (2, 1)), and this is in agreement with the results of Sect.3.4.3.
49These are called su (2) and su (1, 1) in Ref.[113], but the Lie algebras are isomorphic.
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4 Geometry of Quantum Mechanics and Alter-
native Structures
4.1 Introduction
Alternative descriptions for both classical and quantum systems have been dis-
cussed already all along the previous Chapters. In particular, in Sect. 1.2
we have discussed how one can obtain alternative descriptions both in the
Schro¨dinger and Heisenberg pictures either by modifying the Hermitian struc-
ture using constants of the motion (Sect. 1.2.1) or, in the infinite-dimensional
case (Sect. 1.2.3) by changing the symplectic structure (as well as the Hamilto-
nian) using powers of the original Hamiltonian.
The discussion was carried on systematically within the framework of the
description of states as vectors on some (finite- or infinite-dimensional) complex
Hilbert space H (with the associated Hermitian structure 〈.|.〉) and of observ-
ables as self-adjoint linear operators on H.
Hilbert spaces were introduced and used in a systematic way first by Dirac
[56] as a consequence of the fact that one needs a superposition rule (and hence
a linear structure) in order to accommodate a consistent description of the
interference phenomena that are fundamental for Quantum Mechanics. Par-
enthetically, we should note that a complex Hilbert space carries with it in a
natural way a ”complex structure” (multiplication of vectors by the imaginary
unit). The roˆle of the latter was discussed in the early Forties by Reichenbach
[202]. Later on Stu¨ckelberg [217] emphasized the roˆle of the complex structure
in deducing in a consistent way the uncertainty relations of Quantum Mechanics
(see also the discussion in Refs.[69] and [170]).
However, it is well known that a ”complete” measurement in Quantum Me-
chanics (a simultaneous measurement of a complete set of commuting observ-
ables50 [56, 69, 183]) does not provide us with an uniquely defined vector in
some Hilbert space, but rather with a ”ray”, i.e. an equivalence class of vec-
tors differing by multiplication through a nonzero complex number. Even fixing
the normalization, an overall phase51 will remain unobservable. Quotient-
ing w.r.t. both multiplications leads, for a finite-dimensional Hilbert space H
(dimCH = n), to the following double fibration:
R+ −→ H0 = H−{0}
↓
U (1) −→ S2n−1
↓
P (H)
(4.1)
50We will not worry at this stage about the technical complications that can arise, in the
infinite-dimensional case, when the spectrum of some observable has a continuum part.
51Not a relative phase in a superposition of vectors, of course.
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whose final result is the projective Hilbert space PH, and it is clear that:
P (H) ≃ CPn−1 = {[|ψ〉] : |ψ〉, |ψ′〉 ∈ [|ψ〉]⇔ |ψ〉 = λ|ψ′〉}
|ψ〉, |ψ′〉 ∈ H−{0} , λ ∈ C0 = C−{0}} (4.2)
where [|ψ〉] denotes the equivalence class to which |ψ〉 ∈ H belongs under mul-
tiplication by a non-zero complex number.
Remark 21 Notice that in this way the Hilbert space H acquires the structure
of a principal fiber bundle [104, 167, 215], with base PH and typical fiber C0.
The self-duality of H determined by the Hermitian structure allows for the
(unique) association of every equivalence class [|ψ〉] with the rank-one projector:
ρψ =
|ψ〉〈ψ|
〈ψ|ψ〉 (4.3)
with the known properties:
ρ†ψ = ρψ
Trρψ = 1
ρ2ψ = ρψ
(4.4)
It is clear by construction that the association depends on the Hermitian struc-
ture we consider.
The space of rank-one projectors is usually denoted [86] as D11 (H). It is
then clear that in this way we can identify it with the projective Hilbert space
PH. Hence, what the best of measurements will yield will be always (no more
and not less than) a rank-one projector (also called a pure state [95]).
Also, transition probabilities that, together with the expectation values
of self-adjoint linear operators that represent dynamical variables, are among
the only observable quantities one can think of, will be insensitive to overall
phases, i.e. they will depend only on the (rank-one) projectors associated with
the states. If A = A† is any such observable, then the expectation value 〈A〉ψin
the state |ψ〉 will be given by:
〈A〉ψ =
〈ψ|A|ψ〉
〈ψ|ψ〉 ≡ Tr {ρψA} (4.5)
Transition probabilities are in turn expressed via a binary product that can
be defined on pure states. Again, if |ψ〉 and |φ〉 are any two states, then the
(normalized) transition probability from |ψ〉 to |φ〉 will be given by:
| 〈φ|ψ〉 |2
〈ψ|ψ〉 〈φ|φ〉 = Tr {ρψρφ} (4.6)
and the trace on the r.h.s. of Eq.(4.12) will define the binary product among
pure states (but more on this shortly below).
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It appears therefore that the most natural setting for Quantum Mechanics
is not primarily the Hilbert space itself but rather the projective Hilbert space,
or, equivalently, the space of rank-one projectors D11 (H), whose convex hull will
provide us with the set of all density states. [222, 223, 71].
On the other hand, the superposition rule, which leads to interference phe-
nomena, remains one of the fundamental building blocks of QuantumMechanics,
one that, among other things, lies at the very heart of the modern formulation
of Quantum Mechanics in terms of path integrals [29, 74, 75, 85], an approach
that goes actually back to earlier suggestions by Dirac [56, 57].
To begin with, if we consider, for simplicity, two orthonormal states:
|ψ1〉, |ψ2〉 ∈ H, 〈ψi|ψj〉 = δij , i, j = 1, 2 (4.7)
with the associated projection operators:
ρ1 = |ψ1〉〈ψ1|, ρ2 = |ψ2〉〈ψ2| (4.8)
a linear superposition with (complex) coefficients c1 and c2 with: |c1|2+|c2|2 = 1
will yield the normalized vector:
|ψ〉 = c1|ψ1〉+ c2|ψ2〉 (4.9)
and the associated projector:
ρψ = |ψ〉〈ψ| = |c1|2 ρ1 + |c2|2 ρ2 + (c1c∗2ρ12 + h.c.) (4.10)
where: ρ12 =: |ψ1〉〈ψ2|, which cannot however be expressed directly in terms of
the initial projectors.
A procedure to overcome this difficulty by retaining at the same time the
information concerning the relative phase of the coefficients can be summarized
as follows [44, 144, 145, 146, 148, 170].
Considering a third, fiducial vector |ψ0〉 with the only requirement that it be
not orthogonal52 neither to |ψ1〉 nor to |ψ2〉, it is possible to associate normalized
vectors |φi〉 with the projectors ρi (i = 1, 2) by setting:
|φi〉 = ρi|ψ0〉√
Tr (ρiρ0)
, i = 1, 2 (4.11)
Remark 22 Note that, as all the ρ’s involved are rank-one projectors53:
•
Tr (ρiρ0)Tr (ρjρ0) = Tr (ρiρ0ρjρ0) ∀i, j (4.12)
and that:
52In terms of the associated rank-one projections, we require: Tr (ρiρ0) 6= 0, i = 1, 2, with:
ρ0 = |ψ0〉〈ψ0|.
53The proof of Eqs.(4.12) and (4.13)is elementary and will not be given here.
67
•
|φi〉〈φi| = ρiρ0ρi√
Tr (ρiρ0ρiρ0)
≡ ρi, i = 1, 2 (4.13)
Forming now the linear superposition: |φ〉 = c1|φ1〉 + c2|φ2〉 and the asso-
ciated projector: ρ = |φ〉〈φ|, one finds easily, using also Eqs.(4.12) and (4.13),
that:
ρ = |c1|2 ρ1 + |c2|2 ρ2 + c1c
∗
2ρ1ρ0ρ2 + h.c.√
Tr (ρ1ρ0ρ2ρ0)
(4.14)
which can be written in a compact form as:
ρ =
2∑
i,j=1
cic
∗
j
ρiρ0ρj√
Tr (ρiρ0ρjρ0)
(4.15)
The results (4.14) and (4.15) are now written entirely in terms of rank-one
projectors. Thus, a superposition of rank-one projectors which yields another
rank-one projector is possible, but requires the arbitrary choice of the fiducial
projector ρ0. This procedure is equivalent to the introduction of a connection
on the bundle, usually called the Pancharatnam connection [185, 197].
Remark 23 If the (normalized) probabilities |c1|2 and |c2|2 are given, Eq.(4.9)
describes a one-parameter family of linear superposition of states, and the same
will be true in the case of Eq.(4.14). Both families will be parametrized by the
relative phase of the coefficients.
Remark 24 Comparison of Eqs.(4.10) and (4.14) shows that, while the first
two terms on the r.h.s. of both are identical, the last terms of the two differ by
an extra (fixed) phase, namely that:
ρ1ρ0ρ2√
Tr (ρ1ρ0ρ2ρ0)
= ρ12 exp {i [arg (〈ψ1|ψ0〉 − arg (〈ψ2|ψ0〉))]} (4.16)
Remark 25 The result of Eq.(4.15) can be generalized in an obvious way to
the case of an arbitrary number, say n, of orthonormal states none of which is
orthogonal to the fiducial state. The corresponding family of rank-one projectors
will be parametrized in this case by the (n− 1) relative phases.
If, now, we are given two54 (rank-one) projectors and only the relative prob-
abilities are given, we are led to conclude that the system is described by the
convex combination (a rank-two density matrix): ρ = |c1|2 ρ1 + |c2|2 ρ2, which
is again Hermitian and of trace one, but now: ρ − ρ2 > 0 (strictly). The pro-
cedure leading from this ”impure” state to one of the pure states given by, say,
Eq.(4.15), i.e. the procedure that associates a pure state with a pair of pure
54Or more, with an obvious generalization.
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states, is a composition law for pure states that has been termed in the literature
[145] as a ”purification” of ”impure” states.
In the Hilbert space formulation of Quantum Mechanics one needs also to
find the spectral family associated with any observable, represented by a self-
adjoint operator on the Hilbert space of states. Limiting ourselves for simplicity
to observables with a pure point-spectrum, these notions can be made easily to
”descend” to the projective Hilbert space PH by noticing that, if A = A†
is an observable, and considering from now on only normalized vectors, the
expectation value (4.5) associates with the observable A a (real) functional on
PH. The standard variational principle of Quantum Mechanics [69, 183] can
be rephrased [31, 44] by saying that the critical points of this functional are
the eigenprojectors of A and that the critical values yield the corresponding
eigenvalues.
Unitary (and, as a matter of fact, also anti-unitary55) operators play also a
relevant roˆle in Quantum Mechanics [69, 183]. In particular, self-adjoint oper-
ators can act as infinitesimal generators of one-parameter groups of unitaries.
Both unitary and anti-unitary operators share the property of leaving all tran-
sition probabilities invariant. At the level of the projective Hilbert space they
represent then isometries of the binary product (4.6). The converse is also
true. Indeed, it was proved long ago by Wigner [227, 230] that bijective maps
on PH that preserve transition probabilities (i.e., isometries of the projective
Hilbert space) are associated with unitary or anti-unitary transformations on
the original Hilbert space56. For a recent version of this theorem, see Ref.[87].
To summarize the content of this Section, we have argued that all the rel-
evant building blocks of Quantum Mechanics can be re-formulated in terms
of parent objects that ”live” in the projective Hilbert space PH. The latter,
however, is no more a linear vector space. As will be discussed in the follow-
ing Sections, it carries instead a rich manifold structure. In this context, the
very notion of linear transformations looses meaning, and we are led in a natural
way to consider a non-linear manifold and (non-linear) diffeomorphisms thereof.
This given, only objects that have a tensorial character will be allowed. We will
have then, as a preliminary step, to proceed to, so-to-speak, ”tensorialize” all
the notions that have been established in the context of the linear Hilbert space.
We will do that in the second part of this Chapter, where we will discuss the ge-
ometry of Quantum Mechanics. In the last part of the Chapter, having achieved
this goal, we will re-discuss the problem of alternative structures in the context
of Quantum Mechanics.
55Think of the operation [69, 183] of time-reversal.
56The association being up to a phase, this may lead to the appearance of ”ray” (or ”pro-
jective”) representations [11, 69, 95, 132, 133, 183, 207] of unitary groups on the Hilbert space
instead of ordinary ones, a problem that we will not discuss here, though.
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4.2 The Geometry of Quantum Mechanics
4.2.1 Some Preliminaries
We recall here some basic notions, in order mainly to fix the language and
notations to be employed in what follows.
1. Given an n-dimensional vector space H over the field C of the complex
numbers, the realified [5] HR ofH is a real vector space that coincides with
H as a group (abelian group under addition) but in which only multipli-
cation by real scalars is allowed. The realified of H can be constructed
as follows. Let (e1, ..., en) be a basis for H. Then, a basis for HR will
be provided by (e1, ..., en, ie1, ..., ien) and HR ≈ R2n. Once a basis has
been chosen, H ≈Cn. If: x = xkek, xk = uk + ivk;uk, vk ∈ R (in short:
x = u+ iv;u, v ∈ Rn), then the corresponding vector in HR is represented
by
(
u1, ..., un, v1, ..., vn
)
, or (u, v), again for short, and it is immediate
to check that the group property is satisfied. Let now: A : H → H
be a linear operator on H. The realified of A will be the linear opera-
tor: AR : HR → HR that coincides with A pointwise, i.e., if: Ax = x′,
x = u + iv, x′ = u′ + iv′, then: AR(u, v) = (u
′, v′). In any given basis for
H, A will be represented by a matrix of the form: A = α + iβ, with α, β
real n × n matrices. Then it is also immediate to check that AR will be
represented by the 2n× 2n real matrix:
AR =
∣∣∣∣ α −ββ α
∣∣∣∣ (4.17)
It is also immediate to check that: (A+B)
R
= AR + BR, as well as
that: (AB)
R
= ARBR, and hence the set of the linear operators that are
realifications of complex operators on H is both a subspace of the vector
space of all linear operators onHR as well as a subalgebra of the associative
algebra gl (2n,R). In particular, multiplication in H by the imaginary unit
will be represented by the linear operator:
J =
∣∣∣∣ 0n×n −In×nIn×n 0n×n
∣∣∣∣ (4.18)
(or: (u, v)→ (−v, u)) with the property:
J2 = −I2n×2n (4.19)
2. A complex manifold [40, 210] is a manifold Z that can be locally modeled
on Cn for some n, and for which the chart-compatibility conditions are
required to be Cω diffeomorphisms. Then, on the tangent bundle TZ one
can define the complex structure J0 via:
J0 : TZ → TZ; J0 (v) =: iv, v ∈ TZ. (4.20)
Clearly: J20 = −I. Also:
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3. An almost complex manifold [186] is an even-dimensional real manifold
M endowed with a (1, 1)-type tensor field J , called an almost complex
structure, satisfying:
J2 = −I (4.21)
It was proved in Ref.[195] that an almost complex manifold becomes a
complex one iff the almost complex structure J satisfies the Nijenhuis
condition NJ = 0, where NJ is the Nijenhuis torsion associated with J .
4. Finally, let K be a real, even-dimensional, manifold with a complex struc-
ture and a closed two-form satisfying the compatibility condition:
ω (x, Jy) + ω (Jx, y) = 0; x, y ∈ TK (4.22)
Notice that this implies that:
g (., .) =: ω (., J (.)) ; (x, y) 7→ g (x, y) =: ω (x, Jy) (4.23)
is symmetric (g (x, y) = g (y, x)∀x, y) and nondegenerate iff ω is, hence a
metric. When g is positive, then K is a Ka¨hler manifold [40, 210, 224]57.
Also, J2 = −I implies:
ω (Jx, Jy) = ω (x, y) ; g (Jx, Jy) = g (x, y) ∀x, y (4.24)
Notice that Eq.(4.23) implies the analog of Eq.(4.22) for g, namely:
g (x, Jy) + g (Jx, y) = 0 (4.25)
A tensorial triple (g, J, ω), with g a metric, J a complex structure and ω
a symplectic structure satisfying the conditions (4.22),(4.23) and (4.24) will be
called an admissible triple. Eq.(4.23) and the parent equation, obtained by
substituting: y → Jy in it tell us also that:
ω (., .) = −g (., J (.)) (4.26)
Coming back now to the complex vector space H, let it be endowed also
with an Hermitian structure h(., .) = 〈.|.〉, i.e. a positive-definite sesquilinear
form,nondegenerate, linear in the second factor and antilinear in the first one.
Then H will become a (finite-dimensional: dimCH = n) Hilbert space. We
will keep denoting vectors in H with Latin letters (i.e.: x, y etc.) and we will
use Dirac’s notation (|x〉, |y〉 etc.) only when convenient. Separating real and
imaginary parts, we can write:
h (x, y) = g (x, y) + iω (x, y)
g (x, y) = Reh (x, y)
ω (x, y) = Imh (x, y)
(4.27)
57If not, then K is also called [186] a pseudo-Ka¨hler manifold.
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g is clearly symmetric, positive and nondegenerate, while ω is antisymmetric
and nondegenerate too.
Now we can consider HR together with its tangent bundle THR ≈ HR×HR.
Points in HR, i.e. in the first factor, will be again denoted by the same Latin
letters58, and we will use Greek letters for the second factor. Then, e.g., (x, ψ)
will denote a point in HR and a tangent vector at x: ψ ∈ TxHR ≈ HR. We can
associate with every point x ∈ HR the constant vector field:
Xψ =: (x, ψ) (4.28)
Then, we can ”promote” g and ω to (0, 2) tensor fields by defining:
g (x) (Xψ, Xφ) =: g (ψ, φ) (4.29)
and similarly for ω. In this way, g becomes a Riemannian metric and ω a
symplectic structure. Proceeding in a similar way, we define:
J (x) (Xψ) = (x, Jψ) (4.30)
where: Jψ = iψ (i.e.: J (u, v) = (−v, u)) and in this way J too is ”promoted”
to a (1, 1) tensor field. As all these tensors fields are translationally invariant,
and hence the Nijenhuis condition for J is trivially satisfied, and as all the
compatibility conditions are also satisfied, HR becomes in this way a linear
Ka¨hler manifold, with J playing the roˆle of the complex structure. Explicitly,
if (e1, ..., en) is an orthonormal basis for H, and: x = (u, v) , y = (u′, v′), then:
g (x, y) = u · u′ + v · v′
ω (x, y) = u · v′ − v · u′ (4.31)
It may be convenient to give explicit expressions by introducing real coordi-
nates x1, ..., x2n on HR ≈ R2n. Then, e.g., g and J will be explicitly represented
as:
g = gijdx
i ⊗ dxj (4.32)
and59:
J = J ijdx
j ⊗ ∂
∂xi
(4.33)
Hence:
J2 = −I⇐⇒J i kJk j = −δi j (4.34)
58With reference to a basis, x = u+ iv will stand (see item 1 above) for the (real) pair (u, v)
59Here: Jx =
{
(Jx)i
}2n
1
; (Jx)i = Ji jxj .
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Remark 26 With the given metric, orthogonal matrices will be those leaving
the scalar product invariant, and they will provide a representation of O (2n)
which need not be the standard one. Eq.(4.24) tells us that J is what we might
call a ”g-orthogonal” matrix. In this context, it is worth recalling that the adjoint
A† w.r.t. g of any linear operator A (a (1, 1) tensor)is defined by:
g (x,Ay) = g
(
A†x, y
)
(4.35)
In terms of matrices:
A† = g−1A˜g (4.36)
where A˜ stands for the transpose matrix and hence, for a generic metric tensor,
(real) symmetric matrices need not be self-adjoint. Eq.(4.25) tells us then that
J is skew-adjoint w.r.t. g, i.e. that: J† = −J , which implies, according to
Eq.(1.46):
J†J = I (4.37)
Remark 27 ii) If we consider a one-parameter group {exp (tA)}t∈R of g-orthogonal
matrices, then: g
(
etAx, etAy
)
= g (x, y) implies, at the infinitesimal level:
g (Ax, y) + g (x,Ay) = 0 (4.38)
Hence, J acts at the same time as a generator of finite and infinitesimal
orthogonal transformations (rotations).
iii) in terms of the representative matrices, the condition g (Jx, y)+g (x, Jy) = 0
can be written as:
J˜ ◦ g + g ◦ J = 0 (4.39)
i.e., as g is symmetric: (˜g ◦ J) = −g ◦ J , i.e. g ◦ J must be a skew-symmetric
matrix.
Using g and J we can construct, as discussed before, the skew-symmetric
tensor ω (cfr Eq.(4.26)). ω will be nondegenerate iff g is, hence a symplectic
form. In terms of matrices:
ω = −g ◦ J (4.40)
(ωij = −gikJk j), Moreover. Eqs.(4.24) and (4.22), i.e.:
ω (Jx, Jy) = ω (x, y)∀x, y (4.41)
and:
ω (Jx, y) + ω (x, Jy) = 0∀x, y (4.42)
tell us that J will generate (both finite and infinitesimal) symplectic transfor-
mations as well. Notice that, for y = Jx:
ω (x, Jx) = g (x, x) (4.43)
and hence: ω (x, Jx) > 0 if g is positive-definite.
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One could start instead from the datum of a symplectic form and of a com-
plex structure, requiring the admissibility condition ω (Jx, y) + ω (x, Jy) = 0
(which implies ω (Jx, Jy) = ω (x, y) and viceversa), and define then:
g (x, y) =: ω (x, Jy) (4.44)
(g = ω ◦ J in terms of representative matrices), the only difference being that,
although g will be still nondegenerate iff ω is, it need not be positive unless
ω (x, Jx) > 0∀x.
Finally, one could start from g and ω and require the admissibility condition
that: J =: g−1 ◦ω be a complex structure,i.e.: J2 = −I. In conclusion, a third
tensor is determined whenever any other admissible two are given.
Remark 28 We have already encountered examples of admissible triples (g, ω, J)
in Sect. 3.3. E.g., for the isotropic two-dimensional harmonic oscillator we may
consider (H0, ω0, J) or (H3, ω3, J) as given in Eqns. (3.76) and (3.80), while
for the one-dimensional harmonic oscillator we may choose (see again Sect.3.3)
(H,ω, J) or H ′, ω′, J ′), as long as the Hamiltonian is positive definite.
4.2.2 Geometric Quantum Mechanics
Here and in the following we will exploit the already-discussed connection be-
tween the space P (H) of rays and the space D11(H) of density states of rank one
to see how it is possible to use symplectic methods to study quantum systems.
This geometric approach is based on some observations that will be developed
in the following.
We have just proved that the realification HR of the Hilbert space H (the
space of states) is a linear Ka¨lher manifold, equipped with an admissible triple
(J, g, ω). Now, taking into account that P (H) is not a linear space, we will
have to use a tensorial description of these structures. Via a momentum map
on P (H) that we shall define shortly below, the space of Hermitian operators
(the observables) will be identified with the dual u∗(H) of the Lie algebra of
the unitary group U(H), which can be thought of as the intersection of the Lie
algebras of the symplectic and orthogonal groups. By exploiting the fact that
the action of the latter is Hamiltonian, we will use the momentum map to define
contravariant metric and Poisson tensors on u∗(H). Finally we will study how
these structures behave under the U(H)-action on u∗(H) and see how D11(H)
itself becomes a Ka¨lher manifold.
4.2.3 Tensors on Hilbert spaces
We have seen how we can construct the tensor fields g, J and ω on THR. The
(0, 2)-tensors g and ω define maps from THR to T ∗HR. The two being both
non-degenerate, we can also consider their inverses, i.e. the (2, 0) contravariant
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tensors G (a metric tensor) and Λ (a Poisson tensor) mapping T ∗HR to THR
and such that:
G ◦ g = Λ ◦ ω = ITHR (4.45)
i.e., in short: G = g−1,Λ = ω−1. G and Λ can be used together to define an
Hermitian product between any two α, β in the dual H∗
R
equipped with the dual
complex structure J∗60:
〈α, β〉H∗
R
= G(α, β) + iΛ(α, β). (4.46)
This induces two (non-associative) real brackets on smooth, real-valued func-
tions on HR:
• the (symmetric) Jordan bracket {f, h}g =: G(df, dh), and:
• the (antisymmetric) Poisson bracket {f, h}ω =: Λ(df, dh).
By extending both these brackets to complex functions via complex linearity
we obtain eventually a complex bracket {., .}H defined as:
{f, h}H = 〈df, dh〉H∗
R
=: {f, h}g + i{f, h}ω. (4.47)
To make these structures more explicit, we may introduce an orthonormal
basis {ek}k=1,··· ,n in H and global coordinates (qk, pk) for k = 1, · · · , n on HR
defined as
〈ek, x〉 = (qk + ipk)(x), ∀x ∈ H. (4.48)
Then61:
J = dpk ⊗ ∂
∂qk
− dqk ⊗ ∂
∂pk
(4.49)
g =: dqk ⊗ dqk + dpk ⊗ dpk (4.50)
ω =: dqk ⊗ dpk − dpk ⊗ dqk (4.51)
as well as:
G =
∂
∂qk
⊗ ∂
∂qk
+
∂
∂pk
⊗ ∂
∂pk
(4.52)
Λ =
∂
∂pk
⊗ ∂
∂qk
− ∂
∂qk
⊗ ∂
∂pk
(4.53)
and hence:
{f, h}g = ∂f
∂qk
∂h
∂qk
+
∂f
∂pk
∂h
∂pk
(4.54)
{f, h}ω = ∂f
∂pk
∂h
∂qk
− ∂f
∂qk
∂h
∂pk
(4.55)
Introducing complex coordinates: zk =: qk + ipk, z¯k =: qk − ipk, we can also
write
G+ i · Λ = 4 ∂
∂zk
⊗ ∂
∂z¯k
, (4.56)
60Which will act (see Footnote 59) via the transpose matrix of J .
61Summation over repeated indices being understood here and in the rest of the Section.
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where
∂
∂zk
=:
1
2
(
∂
∂qk
− i ∂
∂pk
)
,
∂
∂z¯k
=:
1
2
(
∂
∂qk
+ i
∂
∂pk
)
. (4.57)
Complex coordinates are employed here and also elsewhere in this paper only
as a convenient shorthand or as a stenographic notation. Their use does not
mean at all that vector fields like those in Eq.(4.57) should operate on functions
that are holomorphic (or anti-holomorphic) in the zk’s. They must rather be
seen as complex-valued vector fields that operate on (smooth) complex-valued
functions defined on a real differentiable manifold.
With this in mind, we have :
{f, h}H = 4 ∂f
∂zk
∂h
∂z¯k
, (4.58)
or, in more detail:
{f, h}g = 2
(
∂f
∂zk
∂h
∂z¯k
+
∂h
∂zk
∂f
∂z¯k
)
; {f, h}ω =
2
i
(
∂f
∂zk
∂h
∂z¯k
− ∂h
∂zk
∂f
∂z¯k
)
(4.59)
Notice also that:
J = −i
(
dzk ⊗ ∂
∂zk
− dz¯k ⊗ ∂
∂z¯k
)
(4.60)
In particular, for any A ∈ gl(H) we can define the quadratic function:
fA(x) =
1
2
〈x,Ax〉 = 1
2
z†Az (4.61)
where z is the column vector (z1, ..., zn). It follows immediately from Eq.(4.59)
that, for any A,B ∈ gl(H):
{fA, fB}g = fAB+BA (4.62)
{fA, fB}ω = fAB−BA
i
(4.63)
So, the Jordan bracket of any two quadratic functions fA and fB is related to
the (commutative) Jordan bracket of A and B, [A,B]+, defined
62 as:
[A,B]+ =: AB +BA (4.64)
while their Poisson bracket is related to the commutator product ( the Lie
bracket) [A,B]− defined as:
[A,B]− =:
1
i
(AB −BA) (4.65)
62This is actually twice the Jordan Bracket as it is usually defined in the literature [65], but
we find here more convenient to employ this slightly different definition.
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In particular, if A and B are Hermitian, their Jordan product (4.64) and their
Lie bracket will be Hermitian as well. Hence, the set of Hermitian operators
on HR, equipped with the binary operations (4.64) and (4.65), becomes a Lie-
Jordan algebra [65, 108, 109], and the binary product [65]:
(A,B) =
1
2
(
[A,B]+ + i [A,B]−
)
(4.66)
is an associative product (Indeed: (A,B) ≡ AB). We remark parenthetically
that all this extends without modifications [65] to the infinite-dimensional case,
if we assume: A,B ∈ Bsa (H), the set of bounded self-adjoint operators on the
Hilbert space H.
Coming back to quadratic functions, it is not hard to check that:
{fA, fB}H = 2fAB, (4.67)
which proves the associativity of the bracket (4.47) on quadratic functions, i.e.:
{{fA, fB}H, fC}H = {fA, {fB, fC}H}H = 4fABC , ∀A,B,C ∈ gl(H). (4.68)
We look now at real, smooth functions on HR.
First of all, it is clear that fA will be a real function iff A is Hermitian. The
Jordan and Poisson brackets will define then a Lie-Jordan algebra structure on
the set of real, quadratic functions, and, according to Eq.(4.68), the bracket
{·, ·}H will be an associative bracket.
For any such f ∈ F (HR) we may define two vector fields, the gradient ∇f
of f and the Hamiltonian vector field Xf associated with f , defined by:
g(·,∇f) = df
ω(·, Xf ) = df or
G(·, df) = ∇f,
Λ(·, df) = Xf . (4.69)
which allow us also to obtain the Jordan and the Poisson brackets as:
{f, h}g = g(∇f,∇h), (4.70)
{f, h}ω = ω(Xf , Xh). (4.71)
Explicitly, in coordinates:
∇f = ∂f
∂qk
∂
∂qk
+
∂f
∂pk
∂
∂pk
= 2
(
∂f
∂zk
∂
∂z¯k
+
∂f
∂z¯k
∂
∂zk
)
(4.72)
Xf =
∂f
∂pk
∂
∂qk
− ∂f
∂qk
∂
∂pk
= 2i
(
∂f
∂zk
∂
∂z¯k
− ∂f
∂z¯k
∂
∂zk
)
(4.73)
which are such that J(∇f) = Xf .
Turning to linear operators, to any A : H → H we can associate:
1. A quadratic function as in Eq. (4.61), and (cfr. also below, Sect.4.4),
2. A vector field: XA : H → TH via: x 7−→ (x,Ax) , and:
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3. A (1, 1) tensor field: TA : TxH ∋ (x, y) 7−→ (x,Ay) ∈ TxH. Clearly, as
already remarked, fA is real if and only if A is Hermitian. In this case:
∇fA = XA (4.74)
and:
XfA = J(XA) (4.75)
Indeed, denoting with (·, ·) the pairing between vectors and covectors,
Eq.(4.74) holds because:
g (y,XA (x)) = g (y,Ax) =
1
2
(〈y,Ax〉H + 〈Ax, y〉H) =
= (dfA (x) , y) (4.76)
while Eq.(4.75) follows from the second expression in Eq.(4.23), i.e. from
: g (y,Ax) = ω (y, (JXA)(x)) = ω (y, iAx). 
Thus, we will write:
∇fA = A and: XfA = iA (4.77)
In particular, if we consider the identity operator I, we obtain the dilation
(or Liouville) field (cfr. also Eq.(4.28)):
∆ : x 7−→ (x, x) (4.78)
or, in real coordinates:
∆ = qk
∂
∂qk
+ pk
∂
∂pk
(4.79)
which is such that:
XA = TA(∆). (4.80)
Finally we can also define the phase vector field :
Γ = J(∆) = pk
∂
∂qk
− qk ∂
∂pk
(4.81)
that will be considered in the next Section.
4.2.4 The complex projective space
We would like now to discuss in some detail the structure of the complex pro-
jective Hilbert space PH, which, as we have already mentioned, represents the
right context to describe a geometric formulation of Quantum Mechanics. In-
deed, given any vector |x〉 ∈ H−{0}, the corresponding element in PH may
be represented by the rank-one projector: ρ̂x =: |x〉〈x|/ 〈x|x〉 in D11 (H) (or
simply: ρ̂x =: |x〉〈x| if the vector is already normalized), and this will encode
all the relevant physical information contained in |x〉.
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In more geometric terms, we can consider the distribution generated by the
dilation field ∆ and the phase field Γ = J (∆), which is involutive as [∆, J (∆)] =
0. Going to the quotient with respect to the foliation associated with this
distribution (cfr.Eq.(4.1)) will be a way of generating the ray space PH which
is independent on any Hermitian structure. Contravariant tensorial objects on
H will ”pass to the quotient” (i.e. will be projectable) if and only if they are
left invariant by both ∆ and Γ, i.e. if they are homogeneous of degree zero
and invariant under multiplication of vectors by a phase. Typical quadratic
functions that ”pass to the quotient” will be normalized expectation values of
the form:
ρx (A) =: Tr {ρ̂xA} = 〈x|A|x〉〈x|x〉 (4.82)
with A any linear operator and for any Hermitian structure on H. We note
parenthetically that the subalgebra of functions on H that are invariant under
Γ and ∆ will define, via the construction of the Gel’fand-Kolmogoroff theorem
[157], a manifold which can again be identified with PH.
Concerning projectability of tensors, the complex structure J , being (cfr.,
e.g., Eq.(4.60)) homogeneous of degree zero and phase-invariant, will be a pro-
jectable tensor, while it is clear that the Jordan and Poisson tensors G and Λ
defined respectively in Eq.(4.52) or, for that matter, the complex-valued tensor
of Eq.(4.56) will not be projectable (as they are phase-invariant but homoge-
neous of degree −2). To turn them into projectable objects we will have to
multiply them [86] by the ”conformal factor”: θ (z) =: z†z, thus defining new
tensors:
Λ˜ (z) =: θ (z) Λ (z) (4.83)
and similarly for G.
Let us examine these structures directly on PH more closely63. Recall that,
in the finite dimensional case, PH is homeomorphic to CPn and it is therefore
made up of the equivalence classes of vectors Z = (Z0, Z1, · · · , Zn) ∈ Cn+1
w.r.t. the equivalence relation Z ≈ λZ; λ ∈ C−{0}. The space CPn is a Ka¨hler
manifold when endowed with the Fubini-Study metric [19, 105], whose pull-back
to Cn+1 is given by:
gFS =
1
(Z · Z¯)2
[
(Z · Z¯)dZ⊗S dZ¯− (dZ · Z¯)⊗S (Z · dZ¯)
]
(4.84)
where Z · Z¯ = ZaZ¯a, dZ · Z¯ = dZaZ¯a, dZ ⊗S dZ¯ = dZadZ¯a + dZ¯adZa, and
so on (the sum over repeated indices has to be understood), together with the
compatible symplectic form:
ωFS =
i
(Z · Z¯)2
[
(Z · Z¯)dZ ∧ dZ¯− (dZ · Z¯) ∧ (Z · dZ¯)] = dθFS (4.85)
where:
θFS =
1
2i
ZdZ− ZdZ
Z·Z (4.86)
63In the following of this Section, we will use the (0, 2)-tensors g, ω instead of their (inverse)
(2, 0)-tensors G,Λ since calculations result to be more easily performed.
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The isometries are just the usual unitary transformations which, in infinites-
imal form, are written as:
Z˙a = iAabZb (4.87)
where A = [Aab] is a Hermitian matrix. These are the equations for the flow of
a generic Killing vector field, which therefore has the form64:
XA = Z˙
a∂Za − ˙¯Za∂Z¯a = iAab(Zb∂Za − Z¯a∂Z¯b) (4.88)
A straightforward calculation shows that:
ωFS(·, XA) = 1
Z · Z¯ [dZ¯
aAabZb + Z¯aAabdZb]− Z¯
aAabZb
(Z · Z¯)2 [dZ
cZ¯c + ZcdZ¯c] =
= d (iXAθFS) (4.89)
i.e. that XA is the Hamiltonian vector field XfA , ωFS(·, XfA) = dfA associated
with the (real) quadratic function:
fA =
Z¯ · AZb
Z · Z¯ =
Z¯aAabZb
ZcZ¯c
= iXAθFS (4.90)
for the Hermitian matrix A. Also, some algebra shows that, given any two real
quadratic functions fA, fB (A,B being Hermitian matrices), their corresponding
Hamiltonian vector fields satisfy:
ωFS(XfA , XfB ) = XfA(dfB) = fAB−BA
i
(4.91)
Therefore, the Poisson brackets associated with the symplectic form:
{f, g}ωFS := −ω(Xf , Xg) (4.92)
are such that:
{fA, fB}ωFS = fAB−BA
i
(4.93)
In a similar way, one can prove that the gradient vector field ∇fA , gFS(·,∇fA) =
dfA, of fA has the form:
∇A = Aab(Zb∂Za + Z¯a∂Z¯b) (4.94)
so that
gFS(∇fA ,∇fB ) = ∇fA(dfB) = fAB+BA − fA · fB (4.95)
Given any two real quadratic functions fA, fB, we can therefore define a Jordan
bracket by setting:
{fA, fB}g := gFS(∇fA ,∇fB ) + fA · fB = fAB+BA (4.96)
64Notice that these are exactly the Killing vector fields of S2n+1. In particular, for A = I we
obtain Xk = Γ which is a vertical vector field w.r.t. the Hopf projection piH : S
2n+1 → CPn.
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One says [42] that a real function on PH is Ka¨hlerian iff its Hamiltonian
vector field is also Killing. Such functions represent quantum observables. The
above calculations show that the space F(PH) of real quadratic functions on
PH consists exactly of all Ka¨hlerian functions. To extend this concept to the
complex case, one says that a complex valued function on PH is Ka¨hlerian iff
are so its real and imaginary parts. Clearly, any such f is a quadratic function of
the form (4.90) with now A ∈ B(H). Also, on the space, FC(PH), of Ka¨hlerian
complex functions one can define both an Hermitian two-form:
h(·, ·) = gFS(·, ·) + iωFS(·, ·) (4.97)
and and associative bilinear product (star-product) via:
f ⋆ g := f · g + 1
2
h(df, dg) =
1
2
[{f, g}g + i{f, g}ω] + f · g (4.98)
under which the space FC(PH) is closed since fA ⋆ fB = fAB, thus obtaining a
particular realization of the C∗-algebra of bounded operators B(H).
Let us suppose now that (M, h˜) be a generic Ka¨hler manifold. Also in this
generic case, given any two functions f, g in the space of Ka¨hlerian (w.r.t. the
metric g˜ = Re(h˜)) complex functions FC(M) one can define a ⋆-product:
f ⋆ g := f · g + 1
2
h˜(df, dg) (4.99)
but now this product, although inner, will be not in general associative unless
the functions are Ka¨hlerian.The condition that FC(M) be closed puts very
restrictive conditions on the Ka¨hler structure ofM which imply [43] thatM be
a projective Hilbert space PH. At the end of Sect. (4.3), after the discussion of
the so called GNS construction, we will see how realizations of a C∗-algebra as
bounded operators on a suitable Hilbert space are in one-to-one correspondence
with the action of the unitary group on the Ka¨hler manifold.
4.2.5 The momentum map
We shall consider now the action of the unitary group U(H) on H, which is
the group of linear transformations that preserve the triple (g, ω, J). In the
following, we will denote with u(H) the Lie algebra of U(H) of anti-Hermitian
operators and identify the space of all Hermitian operators with the dual u∗(H)
of u(H) via the pairing:
〈A, T 〉 =: i
2
Tr(AT ), A ∈ u∗(H), T ∈ u(H) (4.100)
On u∗(H) we can define a Lie bracket (cfr.also Sect.4.2.3):
[A,B]− =:
1
i
(AB −BA), (4.101)
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with respect to which it becomes a Lie algebra, and also a Jordan bracket:
[A,B]+ =: AB +BA. (4.102)
with the two together giving u∗(H) the structure of a Lie-Jordan algebra [65].
In addition, u∗(H) is equipped with the scalar product
〈A,B〉u∗ = 1
2
Tr(AB) (4.103)
which satisfies:
〈[A, ξ]−, B〉u∗ = 1
2
Tr([A, ξ]−B) =
1
2
Tr(A, [ξ, B]−) = 〈A, [ξ, B]−〉u∗ (4.104)
〈[A, ξ]+, B〉u∗ = 1
2
Tr([A, ξ]+B) =
1
2
Tr(A, [ξ, B]+) = 〈A, [ξ, B]+〉u∗ (4.105)
With any A ∈ u∗(H), we can associate the fundamental vector field XA
on the Hilbert space corresponding to the element 1iA ∈ u(H) defined by the
formula:
d
dt
e−
t
i
A(x)|t=0 = iA(x), ∀x ∈ H (4.106)
In other words, XA = iA. We already know from Sect. 4.2.3 that iA has fA as
its Hamiltonian function: ω(·, XA) = dfA. Thus, for any x ∈ HR we obtain a
µ(x) ∈ u∗(H) such that:
〈µ(x), 1
i
A〉 = fA(x) = 1
2
〈x,Ax〉H (4.107)
In such a way we obtain a mapping:
µ : HR → u∗(H) (4.108)
which is called the momentum map [167].
More explicitly, it follows from Eq.(4.100) that:
〈µ(x), 1
i
A〉 = 1
2
Tr(µ(x)A) (4.109)
which, when compared with Eq.(4.107), yields:
µ(x) = |x〉〈x| (4.110)
We may therefore conclude that the unit sphere in H can be projected onto
u∗(H) in an equivariant way with respect to the coadjoint action of U(H). Also,
in finite dimensions, the unit sphere is odd dimensional and the orbit in u∗ (H)
is symplectic.
With every A ∈ u∗ (H) we can associate, with the by now familiar identifi-
cation (as with every other linear vector space) of the tangent space at every
point of u∗ (H) with u∗ (H) itself, the linear function (hence a one-form) Aˆ :
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u∗ (H) → R defined as: Aˆ =: 〈A, ·〉u∗ . Then, we can define two contravariant
tensors, a symmetric (Jordan) tensor:
R(Aˆ, Bˆ) (ξ) =: 〈ξ, [A,B]+〉u∗ (4.111)
and a Poisson (Konstant-Kirillov-Souriau [113, 114, 115, 214]) tensor:
I(Aˆ, Bˆ) (ξ) = 〈ξ, [A,B]−〉u∗ (4.112)
(A,B, ξ ∈ u∗ (H)). We notice that the quadratic function fA is the pull-back of
Aˆ via the momentum map since, for all x ∈ H:
µ∗(Aˆ)(x) = Aˆ ◦ µ(x) = 〈A, µ(x)〉u∗ = 1
2
〈x,Ax〉H = fA(x) (4.113)
This means also that, if: ξ = µ(x):
(µ∗G)(Aˆ, Bˆ) (ξ) = G(dfA, dfB) (x) = {fA, fB}g(x) = f[A,B]+(x) = R(Aˆ, Bˆ) (ξ)
(4.114)
where the last equality follows from Eq.(4.62), i.e.:
µ∗G = R (4.115)
Similarly, by using now Eq.(4.63), we find:
(µ∗Λ)(Aˆ, Bˆ) (ξ) = Λ(dfA, dfB) (x) = {fA, fB}ω(x) = f[A,B]−(x) = I(Aˆ, Bˆ) (ξ)
(4.116)
i.e.:
µ∗Λ = I (4.117)
Thus, the momentum map relates the contravariant metric tensor G and the
Poisson tensor Λ with the corresponding contravariant tensors R and I . To-
gether they form the complex tensor:
(R+ iI)(Aˆ, Bˆ) (ξ) = 2〈ξ, AB〉u∗ (4.118)
which is related to the Hermitian product on u∗(H).
Example 29 Let H = C2 (the Hilbert space appropriate for a two-level system).
We can write any A ∈ u∗(C2) as:
A = y0I+ y · σ (4.119)
where I is the 2× 2 identity, y ·σ = y1σ1+ y2σ2+ y3σ3 and: σ =(σ1, σ2, σ3) are
the Pauli matrices:
σ1 =
∣∣∣∣ 0 11 0
∣∣∣∣ , σ2 = ∣∣∣∣ 0 −ii 0
∣∣∣∣ , σ3 = ∣∣∣∣ 1 00 −1
∣∣∣∣ (4.120)
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with the well-known identities [183]:
σhσk = δhkI+ iεhklσl (4.121)
(h, k, l = 1, 2, 3) and:
σjσkσl = iεjklI+ σjδkl − σkδjl + σlδjk (4.122)
Every A ∈ u∗(C2) is then represented by the (real) ”four-vector” (y0A,yA), and:
y0A =
1
2
Tr (A) ; ykA =
1
2
Tr (σkA) ; k = 1, 2, 3 (4.123)
or, in short:
yµ(A) = 〈A|σµ〉 , µ = 0, 1, 2, 3, σ0 = I (4.124)
Digression.
Rank-one projectors
(
A = ρ, ρ† = ρ, T rρ = 1, ρ2 = ρ
)
can be parametrized
as [187]:
ρ = ρ (θ, φ) =
∣∣∣∣ sin2 θ2 12eiφ sin θ1
2e
−iφ sin θ cos2 θ2
∣∣∣∣ ; 0 ≤ θ < π, 0 ≤ φ < 2π (4.125)
Then, they correspond to:
y0 =
1
2
, y1 =
1
2
sin θ cosφ, y2 = −1
2
sin θ sinφ, y3 = −1
2
cos θ (4.126)
(hence: y2 = 1/4 for all rank-one projectors). As already discussed elsewhere,
we can associate with every A ≡ (y0A,yA) the vector field: y0(A)∂0+ y1(A)∂1+
y2(A)∂2 + y
3(A)∂3
(
∂0 = ∂/∂y
0 and so on
)
. Also (see the discussion immedi-
ately above Eq.(4.111)), Aˆ = 〈A, ·〉u∗ will be represented by the one-form:
Aˆ = y0(A)dy0 + y1(A)dy1 + y2(A)dy2 + y3(A)dy3 (4.127)
Using then Eq.(4.119) one proves easily that:
AB =
(
y0Ay
0
B + yA · yB
)
I+
(
y0AyB + y
0
ByA + iyA×yB
) · σ (4.128)
(with ”× ” denoting the standard cross-product of three-vectors) and hence65:
〈AB〉u∗ =
1
2
Tr (AB) = y0Ay
0
B + yA · yB (4.129)
Moreover:
65In particular: 〈ρ (θ, φ) ρ (θ′, φ′)〉u∗ =
{1 + sin θ sin θ′ cos (φ− φ′) + cos θ cos θ′} /4 for rank-one projectors.
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[A,B]+ = 2
{(
y0Ay
0
B + yA · yB
)
I+ (y0AyB + y
0
ByA) · σ
}
(4.130)
while:
[A,B]− = 2yA×yB · σ (4.131)
Then:
R(Aˆ, Bˆ) (ξ) = 〈ξ, [A,B]+〉u∗ =
〈
[ξ, A]+ , B
〉
=
2ξ0
(
y0Ay
0
B + yA · yB
)
+ 2
(
y0AyB + y
0
ByA
) · ξ =
2
(
y0Aξ
0 + yA · ξ
)
y0B + 2
(
y0Aξ + ξ
0yA
) · yB (4.132)
and hence, explicitly [86]:
R (ξ) = 2∂0 ⊗
(
ξ1∂1 + ξ
2∂2 + ξ
3∂3
)
+ 2
(
ξ1∂1 + ξ
2∂2 + ξ
3∂3
)⊗ ∂0+
2ξ0 (∂0 ⊗ ∂0 + ∂1 ⊗ ∂1 + ∂2 ⊗ ∂2 + ∂3 ⊗ ∂3) (4.133)
Quite similarly, one finds:
I(Aˆ, Bˆ) (ξ) = 2(ξ × yA) · yB = 2(yA × yB) · ξ (4.134)
and:
I (ξ) = 2
(
ξ1∂2 ∧ ∂3 + ξ2∂3 ∧ ∂1 + ξ3∂1 ∧ ∂2
)
(4.135)
We thus find the following tensor:
R+ iI = 2 [ ∂0 ⊗ yk∂k + yk∂k ⊗ ∂0+
y0(∂0 ⊗ ∂0 + ∂k ⊗ ∂k) + iǫhklyh∂k ⊗ ∂l
]
(4.136)
To conclude this Section, we define also two (1, 1) tensors, R˜ and J˜ :
Tu∗ (H)→ Tu∗ (H) that will be employed below in Sect.4.2.6 via:
R˜ξ (A) =: [ξ, A]+ = R
(
Â, .
)
(ξ) (4.137)
and:
J˜ξ (A) =: [ξ, A]− = I
(
Â, .
)
(ξ) (4.138)
for any A ∈ Tξu∗ (H) ≈ u∗ (H), the last passage in both equations following
from Eqns.(4.104) and (4.105).
In the previous example (H ≈ C2) we find explicitly, in coordinates:
R˜ξ (A) = 2
(
y0Aξ
0 + yA · ξ
)
∂0 + 2
(
y0Aξ
i + ξ0yiA
)
∂i (4.139)
or:
R˜ξ = 2
(
ξ0dy0 + ξ · dy)⊗ ∂0 + 2 (ξidy0 + ξ0dyi)⊗ ∂i (4.140)
and:
J˜ξ (A) = 2εijkξiyjA∂k (4.141)
or:
J˜ξ = 2εijkξidyj ⊗ ∂k (4.142)
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4.2.6 The space of density states
We have seen in Sect. 4.2.4 that it is possible to obtain P(H) as a quotient
of H − {0} with respect to the involutive distribution associated with ∆ and
J(∆). Eq. (4.110) shows that the image of H−{0} under the momentum map
consists of the set of all non-negative Hermitian operators of rank one, that will
be denoted as P1(H), i.e.66:
P1(H) = {|x〉〈x|; x ∈ H, x 6= 0} (4.143)
On the other hand, the coadjoint action of U(H): (U, ρ) 7→ UρU † (ρ ∈
P1(H), U ∈ U(H)) foliates P1(H) into the spaces D1r(H) = {|x〉〈x| : 〈x, x〉H =
r}. In particular we have already denoted withD11(H) the space of one-dimensional
projection operators, which is the image via the momentum map of the sphere
SH = {x ∈ H ; 〈x, x〉H = 1} and can be identified with the complex projective
space P (H) via the identification:
[x] ∈ P (H)↔ |x〉〈x|〈x, x〉 ∈ D
1
1(H) (4.144)
We have also argued that P (H) is a Ka¨hler manifold. In the following we will
examine this fact in more detail, by showing explicitly that D11(H) is a Ka¨hler
manifold.
Let ξ ∈ u∗(H) be the image through the momentum map of a unit vector
x ∈ SH, i.e. ξ = |x〉〈x| with 〈x|x〉 = 1, so that ξ2 = ξ. The tangent space of the
coadjoint U(H)-orbit at ξ is generated by vectors of the form [A, ξ]−, for any
Hermitian A. From Eq.(4.104), it follows that the Poisson tensor I defined in
(4.112) satisfies:
I(Aˆ, Bˆ) (ξ) = 〈ξ, [A,B]−〉u∗ = 〈[ξ, A]−, B〉u∗ (4.145)
This defines an invertible map I˜ that associates to any one-form Aˆ the tangent
vector at ξ: I˜(Aˆ) =: I(Aˆ, ·) = [ξ, A]−. We will denote with η˜ξ its inverse:
η˜ξ([ξ, A]−) = Aˆ. This allows us to define, on u
∗(H), a canonical two-form which
is given by:
ηξ([A, ξ]−, [B, ξ]−) =: (η˜ξ([ξ, A]−), [B, ξ]−) = (Aˆ, [B, ξ]−) (4.146)
for all [A, ξ]−, [B, ξ]− ∈ Tξu∗(H).
It is also easy to check that η satisfies the equalities: ηξ([A, ξ]−, [B, ξ]−) =
−
(
Aˆ, [B, ξ]−
)
= −〈A, [B, ξ]−〉u∗ = −〈ξ, [A,B]−〉u∗ = 〈[A, ξ]−, B〉u∗ , for any
A,B ∈ u∗(H).
We can summarize these results in the following:
66Note that here the vectors are not necessarily normalized.
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Theorem 30 The restriction of the two-form (4.146) to the U(H)-orbit D11(H)
defines a canonical symplectic form η characterized by the property
ηξ([A, ξ]−, [B, ξ]−) =
〈
[A, ξ]− , B
〉
u∗
= −〈ξ, [A,B]−〉u∗ (4.147)
In a very similar way, starting from the symmetric Jordan tensor R given
in (4.111) , one can construct a (1, 1) tensor R˜(Aˆ) =: R(Aˆ, ·) = [ξ, A]+ and its
inverse: σ˜([ξ, A]+) = Aˆ. Thus we obtain a covariant tensor σ such that:
σξ([A, ξ]+, [B, ξ]+) = 〈[A, ξ]+, B〉u∗ = 〈ξ, [A,B]+〉u∗ . (4.148)
Notice that, at this stage, σξ is only a partial tensor, being defined on vectors of
the form [A, ξ]+, which belong to the image of the map R˜. However, on D11(H),
we have [A, ξ]− = [A, ξ
2]− = [[A, ξ], ξ]+, so that, after some algebra, one can
also prove that:
σξ([A, ξ]−, [B, ξ]−) = σξ([[A, ξ]−, ξ]+, [[B, ξ]−, ξ]+) = 〈ξ, [[A, ξ]−, [B, ξ]−]+〉u∗ =
= 12Tr(ξ[[A, ξ]−, [B, ξ]−]+) =
1
2Tr(ξ[A, ξ]−[B, ξ]−) = 〈[A, ξ]−, [B, ξ]−〉u∗ .
Therefore we have also the following:
Theorem 31 On the U(H)-orbit D11(H) we can define a symmetric covariant
tensor σ such that:
σξ([A, ξ]−, [B, ξ]−) = 〈[A, ξ]−, [B, ξ]−〉u∗ . (4.149)
holds.
Moreover, going back to the the (1, 1) tensor I˜ given above, one has the
following result [86]:
Theorem 32 When restricted to D11(H), the (1, 1) tensor I˜ , which satisfies:
I˜3 = −I˜ (4.150)
will become invertible. Hence: I˜2 = −I and therefore it will define a complex
structure  such that:
ηξ([A, ξ]−, ξ([B, ξ]−)) = σξ([A, ξ]−, [B, ξ]−) (4.151)
ηξ(ξ([A, ξ]−), ξ([B, ξ]−)) = ηξ([A, ξ]−, [B, ξ]−) (4.152)
Eq. (4.150) follows from a direct calculation by taking into account that ξ2 =
ξ. The last two expressions follow by combining Eqs.(4.147) and (4.149). To
prove that  is a complex structure one has first to show that it defines an almost
complex structure (which follows easily from the fact that [[[A, ξ]−, ξ]−, ξ]− =
−[A, ξ]−) and then that its Nijenhuis torsion vanishes. Detailed calculations of
this can be found in Ref.[86].
Putting everything together, we can now conclude that, as expected:
Theorem 33 (D11(H), , σ, η) is a Ka¨hler manifold.
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At last, we notice that there is an identification of the orthogonal complement
of any unit vector x ∈ H with the tangent space of the U(H)-orbit in u∗(H) at
ξ = |x〉〈x|. Indeed, for any y perpendicular to x (‖x‖2 = 1) the operators:
P xy =: (µ∗)x(y) = |y〉〈x| + |x〉〈y| (4.153)
can be written as P xy = [Ay, ξ], where Ay is a Hermitian operator such that
Ayx = iy, Ayy = −i‖y‖2x and Ayz = 0 for any z perpendicular to both x
and y, as it can be directly checked by applying both expressions to a generic
vector in H which can be written as ax + by + cz with a, b, c ∈ C. Then, from
Eqs.(4.147) and (4.149), it follows immediately that, for any y, y′ orthogonal to
x:
ηξ(P
x
y , P
x
y′) = −
1
2
Tr(ξ[Ay, Ay′ ]−) = − 1
2i
(〈y, y′〉 − 〈y′, y〉) = −ω(y, y′) (4.154)
σξ(P
x
y , P
x
y′) =
1
2
Tr(ξ[Ay , Ay′ ]−) = −1
2
(〈y, y′〉+ 〈y′, y〉) = g(y, y′) (4.155)
In conclusion, we have the following:
Theorem 34 For any y, y′ ∈ H, the vectors (µ∗)x(y), (µ∗)x(y) are tangent to
the U(H)-orbit in u∗(H) at ξ = µ(x) and:
σξ((µ∗)x(y), (µ∗)x(y)) = g(y, y
′) (4.156)
ηξ((µ∗)x(y), (µ∗)x(y)) = −ω(y, y′) (4.157)
ξ(µ∗)x(y)) = (µ∗)x(Jy) (4.158)
where the last formula follows from Eq.(4.151).
More generally, with minor changes, we can reconstruct similar structures
for any D1r(H), obtaining Ka¨hler manifolds (D1r(H), r, σr, ηr). The analog of
above theorem shows then that the latter can be obtained from a sort of “Ka¨hler
reduction” starting from the original linear Ka¨hler manifold (HR, J, g, ω).
Example 35 Let us go back to the previous example of rank-one projectors on
H = C2. According to (4.126), the latter are described by three dimensional
vectors ξ = (y1, y2, y3) such that ξ2 = 1/4 (y0 = 1/2 always), which form a
2-dimensional sphere of radius 1/2. A generic tangent vector XA and a generic
one form Aˆ at ξ are of the form XA = y
0
A∂0 + y
1
A∂1 + y
2
A∂2 + y
3
A∂3 and Aˆ =
y0Ady
0 + y1Ady
1 + y2Ady
2 + y3Ady
3 with y0A = 0 and yA · ξ = 0.
It is clear from (4.134) that the map I˜ that associates to any one-form Aˆ the
tangent vector at ξ: I˜(Aˆ) =: I(Aˆ, ·) = [A, ξ]− is manifestly invariant and given
by: I˜(Aˆ) = 2(ξ × yA) · ~∂, where we have set ~∂ = (∂1, ∂2, ∂3). It follows that the
two-form ηξ is such that:
ηξ([A, ξ]−, [B, ξ]−) = 2ξ · (yA × yB) (4.159)
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so that
ηξ = 2ǫ
ijkyidyj ∧ dyk (4.160)
which is proportional by a factor
(
y21 + y
2
2 + y
2
3
)− 32 to the symplectic two-form
on a 2-dimensional sphere67, when pulled back to the sphere.
In a similar way, from (4.132), one can prove that R˜(Aˆ) =: R(Aˆ, ·) =
[ξ, A]+ = 2(y
0
Ay
0 + yA · ξ)∂0 + 2(y0Aξ + y0yA) · ~∂. Thus, because of (4.149),
we have:
σξ([A, ξ]−, [B, ξ]−) = 4(ξ × yA) · (ξ × yB) = yA · yB (4.161)
where the last equality follows from the fact that ξ2 = 1/4 and ξ is orthogonal
to both yA and yB .
Finally, starting for example from Eq. (4.151), it is not difficult to check
that
ξ([B, ξ]−) = y
′
B · ~∂ with : y′B = ξ × yB (4.162)
A direct calculation shows that 3ξ = −ξ.
4.3 The geometry of quantum mechanics and the GNS
construction
In the previous Sections of this Chapter, we have worked out the geometrical
structures that naturally arise in the standard approach to quantum mechanics,
which starts from the Hilbert space and identifies the space of physical states
with the associated complex projective space. In this framework, algebraic
notions, such that of the C∗-algebra that contains observables as real elements,
arises only as a derived concept.
In this Section, we would like to see how geometrical structures emerge also
in a more algebraic setting, where one starts from the very beginning with
an abstract C∗-algebra containing the algebra of quantum observables as real
elements to obtain the Hilbert space of states is a derived concept via the so
called Gelfand-Naimark-Segal (GNS) construction [26]. A detailed discussion
can be found in Ref. [42].
4.3.1 The GNS construction
The algebraic approach known as the GNS construction started with the work
of Haag and Kastler [97], and is also at the basis of the mathematical approach
to quantum field theory [95].
The starting point of this construction is an abstract C∗-algebra A [26, 65]
with unity, the latter being denoted as I. The elements a ∈ A such that: a =
67This is also the volume element of a 2-dimensional sphere of radius r = 1/2, as it should
be.
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a∗ constitute the set Are (a vector space over the reals) of the real elements68
of the algebra. In particular: I ∈Are. The obvious decomposition: a = a1+ ia2,
with:
a1 =
a+ a∗
2
; a2 =
a− a∗
2i
(4.163)
means that, as a vector space, A is the direct sum of Are and of the set Aim (also
a vector space over the reals) of the imaginary elements, i.e. of the elements
of the form ia, a ∈ Are. Are can be given [42] the structure of a Lie-Jordan
algebra [65], where, using here the conventions of Sect.4.2.3, the Lie product is
defined as:
[a, b] =:
1
2i
(ab− ba) (4.164)
while the Jordan product is given by:
a ◦ b = 1
2
(ab+ ba) (4.165)
for all a, b ∈ Are. The product in the algebra is then recovered as:
ab = a ◦ b+ i [a, b] (4.166)
Remark 36 A typical example of a C∗-algebra is the algebra B (H) of the
bounded operators on a Hilbert space H. In this case [65]: Are ≡ Bsa (H),
the set of the bounded self-adjoint operators on H.
The space D(A) of the states over the C∗-algebra A is the space of the
linear functionals ω : A → C that are [95]:
• real : ω (a∗) = ω (a) ∀a ∈ A,
• positive: ω (a∗a) ≥ 0 ∀a ∈ A and
• normalized : ω (I) = 1
Each functional ω defines a non-negative pairing 〈·|·〉ω between any two
elements a, b ∈ A via:
〈a|b〉ω := ω(a∗b) (4.167)
Reality and positivity of the state guarantee that the pairing (4.167) satisfies
the Schwartz inequality, i.e.:
|〈a|b〉ω| ≤
√
〈a|a〉ω
√
〈b|b〉ω (4.168)
but the pairing might be degenerate. We are thus led to consider the ”Gelfand
ideal” [65, 95] Iω consisting of all elements j ∈ A such that ω(j∗j) = 0 and to
define the set A/Iω of equivalence classes:
Ψa =: [a+ Iω] (4.169)
68Also called the observables.
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It is immediate to see that A/Iω is a pre-Hilbert space with respect to the scalar
product69:
〈Ψa,Ψb〉 = ω(a∗b) (4.170)
Completing this space with respect to the topology defined by the scalar
product, one obtains a Hilbert space Hω on which the original C∗-algebra A
acts via the following representation70:
πω(a)Ψb = Ψab (4.171)
Clearly the equivalence class of the unit element in A, i.e. Ω = ΨI, satisfies:
‖ΨI‖ :=
√〈ΨI|ΨI〉 = 1 and provides a cyclic vector71 for the representation πω.
Moreover:
〈Ω|πω(a)|Ω〉 = ω(a) (4.172)
This tells us that, if we consider that A acts by duality on D(A), the
Hilbert space corresponding to a given state ω is the orbit of A through ω itself.
Notice that any other element b ∈ A such that the vector Ψ = πω(b)Ω is of unit
norm, defines a new state ωΨ by:
ωΨ(a) = 〈Ψ|πω(a)|Ψ〉 = ω(b∗ab) (4.173)
These states are called vector states of the representation πω, and are particular
examples of more general states of the form:
ωρ(a) = Tr[ρπω(a)] (4.174)
where ρ ∈ B(Hω) is a density operator [65, 95]. States of the form (4.174) are
called a ”folium” of the representation πω . Also, one says that a state ω is pure
iff it cannot be written as a convex combination of other states in D(A), so that
the set of pure states D1(A) defines a set of extremal points in D(A).
The universality and uniqueness of the GNS construction is guaranteed [26]
by the following:
Theorem 37
1. If πω is a cyclic representation of A on H, any vector representation ωΨ
for a normalized Ψ, see Eq.(4.174), ie equivalent to πω.
2. A GNS representation πω of A is irreducible iff ω is a pure state.
69The Schwartz inequality (4.168) implies: 〈i|a〉ω = 〈a|i〉ω = 0 ∀a ∈ A, i ∈ Iω , and hence
that the scalar product (4.170) does indeed depend only on the equivalence classes of a and b
and not on the specific representatives chosen.
70Notice that if such a representation is faithful, i.e. the map piω : a 7→ piω(a) is an
isomorphism, the operator norm of piω(a) equals the C∗-norm of a [26].
71We recall [95] that a vector Ω ∈ Hω is called cyclic if piω (A) is dense in Hω .
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Example 38 The GNS construction can be very simple for finite- dimensional
C∗-algebras. Consider, e.g., the algebra A = B(Cn) of linear operators on Cn,
i.e. of the n × n matrices with complex entries. Any non-negative operator
ω ∈ B(Cn) defines a state by:
ω(A) = Tr[ωA] , ∀A ∈ A (4.175)
while we can define the scalar product in Hω as:
〈A|B〉 = ω(A∗B) = Tr[BωA∗] (4.176)
If ω is a rank-1 projector and {ek} is an orthonormal basis for which ω =
|e1〉〈e1|, writing Akm for the matrix elements of A in such a basis, the scalar
product assumes the form:
〈A|B〉 =
n∑
k=1
A¯k1Bk1 (4.177)
while the Gelfand ideal Iω is given by:
Iω = {X ∈ A : Xk1 = 0 , k = 1, · · · , n} (4.178)
Thus Hω = A/Iω is nothing but C
n itself and πω is the defining representation.
If ω is a rank-m density operator: ω = p1|e1〉〈e1| + · · · + pm|em〉〈em| with
p1, · · · pm > 0 and p1 + · · · pm = 1, the scalar product is given by:
〈A|B〉 =
n∑
k=1
m∑
j=1
pmA¯kjBkj (4.179)
and the Gelfand ideal is given by:
Iω = {X ∈ A : Xkj = 0 , k = 1, · · · , n; j = 1, · · · ,m} (4.180)
showing that Hω is the direct sum of m copies of C
n. Now the representation
πω is no longer irreducible, decomposing into the direct sum of m copies of the
defining representation:
πω(A) = Im ⊗A (4.181)
where Im is the m×m identity matrix.
4.3.2 Geometric structures over a C∗-algebra
Let V be a vector space and V ∗ its dual. To any element v ∈ V , there is a
corresponding element in the bi-dual vˆ ∈ (V ∗)∗ given by:
vˆ(α) = α(v) , ∀α ∈ V ∗ (4.182)
Thus any multilinear function on V ∗, f : V ∗×· · ·V ∗ → R defines, by restricting
it to the diagonal, a polynomial function f˜ ∈ F(V ∗), f˜(α) = f(α, ..., α) , which
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can be obtained from the ”monomials of degree one”, vˆ ∈ (V ∗)∗, on which one
has defined the (commutative) product:
(vˆ1 · vˆ2)(α) := vˆ1(α) vˆ2(α) (4.183)
Suppose now that on V there is defined an additional bilinear operation:
B : V × V → V (4.184)
which induces a (in general noncommutative) product ×B on V ⊂ F(V ∗) by:
vˆ1 ×B vˆ2 = ̂B(v1, v2) (4.185)
Then we can define a 2-tensor τB in F(V ∗), at the point α, by the relation:
τB(dvˆ1, dvˆ2)(α) := α(B(v1, v2)) (4.186)
which satisfies the Leibniz rule:
τB(dvˆ, d(vˆ1 · vˆ2)) = τB(dvˆ, vˆ1 · dvˆ2 + dvˆ1 · vˆ2) = vˆ1 · τB(dvˆ, vˆ2) + τB(dvˆ, vˆ1) · vˆ2
(4.187)
Thus, τB(dvˆ, ·) defines a derivation on V ⊂ F(V ∗) with respect to the commu-
tative product (4.183).
In particular, suppose that B is a skew-symmetric bilinear operation which
satisfies the Jacobi identity, so that g = (V,B) is a Lie algebra. The correspond-
ing 2-tensor Λ := τB :
Λ(dvˆ1, dvˆ2) = ̂B(v1, v2) (4.188)
is a Poisson tensor in F(V ∗) and Λ(dvˆ, ·) is a derivation with respect to the
commutative product (4.183). Moreover, Λ(dvˆ, ·) is a derivation also with re-
spect to the product (4.185). Indeed, by using the fact that B is antisymmetric
and satisfies the Jacobi identity, one has:
Λ(dvˆ, d(vˆ1·vˆ2)) = ̂B(v,B(v1, v2)) = (4.189)
= ̂B(v1, B(v, v2)) + ̂B(B(v, v1), v2) =
= vˆ1·Λ(dvˆ, dvˆ2) + Λ(dvˆ, dvˆ1)·vˆ2
Similarly, if on V one has a Jordan product B′, the corresponding 2-tensor
G := τB′ is a metric tensor and G(dvˆ, ·) is a derivation with respect to the
commutative product (4.183), but not with respect to the product (4.185).
If now V = A is a C∗-algebra, where we have defined both a Lie product
and a Jordan product as:
B(a1, a2) := [a1, a2] =
1
2i
(a1a2 − a2a1) , ∀a1, a2 ∈ A (4.190)
and a Jordan product
B′(a1, a2) := a1 ◦ a2 = 1
2
(a1a2 + a2a1) , ∀a1, a2 ∈ A (4.191)
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in F(A∗) we have defined both a Poisson tensor Λ and a metric tensor G such
that Λ(daˆ, ·) and G(daˆ, ·) are both derivations with respect to the pointwise
commutative product, with the former being also a derivation with respect to
the Lie product. It is also not difficult to check that the subalgebra B ⊂ A
composed of all real elements, when embedded in F(A∗), comes equipped with
an antisymmetric and a symmetric product, denoted by [·, ·] and ◦ respectively,
such that:
1. The Leibniz rule is satisfied: [a, b ◦ c] = [a, b] ◦ c+ b ◦ [a, c],
2. The Jacobi identity is satisfied: [a, [b, c]] = [[a, b], c] + [b, [a, c]], and
3. The identity: (a ◦ b) ◦ c− a ◦ (b ◦ c) = [[a, c], b] holds.
meaning that (B, [·, ·], ◦) is a Lie-Jordan algebra [65]Finally, we notice that the
Hamiltonian vector fields:
Xaˆ := Λ(·, daˆ) = −[aˆ, ·] (4.192)
are derivations with respect to the Jordan product, since, by using the properties
above:
Xaˆ(d(aˆ1 ◦ aˆ2)) = −[aˆ, aˆ1 ◦ aˆ2] = −[aˆ, aˆ1] ◦ aˆ2 +−aˆ1 ◦ [aˆ, aˆ2]
= Xaˆ(daˆ1) ◦ aˆ2 + aˆ1 ◦Xaˆ(daˆ2) (4.193)
Let us go back now to the GNS construction and consider first a pure state
ω over A, which gives rise to the irreducible representation πω in the Hilbert
space Hω. We have already seen (see Sect. 4.2.5) that self-adjoint operators,
that correspond to the real elements of A, may be identified with the dual
u∗(Hω) of the Lie algebra u(Hω) of the unitary group U(Hω) and how the
momentum map
µω : Hω → u∗(Hω) , µω(ψ) = |ψ〉〈ψ| (4.194)
relates the Poisson tensors on u∗(Hω) with those on Hω, via the pull-back. We
will say that a Poisson map Φ : S → M , with (S,Ω) a Poisson manifold, is a
symplectic realization of a Poisson manifold (M,Λ). When S is a vector space
we call Φ a classical Jordan-Schwinger map [149]; when S is a Hilbert space, as
in the case we are considering, we say it is a Hermitian realization.
We have also seen that the unit sphere in Hω − {0} can be projected onto
u∗(Hω) in an equivariant way, in such a way that the Poisson and the Riemann
tensor in P(Hω) are both related to the same tensors defined on u∗(Hω) by using
the Lie and the Jordan product that are defined on it. Thus the momentum
map provides a symplectic realization, which we call a Ka¨hlerian realization
where S is the complex projective space.
4.4 Recovering a Hilbert Space out of R2n
Given now A ∈gl (2n,R) ≡ End(R2n), A =∥∥Ai j∥∥ we can make two distinct
associations, namely:
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i) gl (2n,R)→ (1, 1) tensor fields, via:
A→TA = Ai jdxj ⊗ ∂
∂xi
(4.195)
The correspondence is an isomorphism of associative algebras, i.e.:
TA ◦ TB = TAB (4.196)
and TA is homogeneous of degree zero, i.e.:
L∆TA = 0 (4.197)
where ∆ is the dilation (Liouville) vector field associated with the linear struc-
ture of R2n:
∆ = xi
∂
∂xi
(4.198)
ii) gl (2n,R)→ {linear vector fields}, via:
A→XA = Ai jxj ∂
∂xi
(4.199)
The latter is only a Lie algebra (anti)isomorphism, i.e.:
[XA, XB] = −X[A,B] (4.200)
XA is also homogeneous of degree zero:
[∆, XA] = 0 ∀A (4.201)
i) and ii) are connected by:
TA (∆) = XA (4.202)
Moreover, for any A,B ∈gl (2n,R):
LXATB = −T[A,B] (4.203)
Remark 39 Going back to the compatibility condition between, say, g and J ,
and defining the linear vector field: XJ = J
i
jx
j
(
∂/∂xi
)
, one checks easily that
the compatibility condition J˜ ◦ g + g ◦ J = 0 is identical to requiring:
LXJ g = 0 (4.204)
This clarifies also why J can be associated with infinitesimal g-orthogonal trans-
formations.
Given now a triple, a Hermitian structure on R2n will be a map:
h : R2n → R2; h (x, y) = (g (x, y) , ω (x, y)) ≡ (g (x, y) , g (x, Jy)) (4.205)
R2n can be given a complex vector space structure by defining, for z =
α+ iβ ∈ C:
(α+ iβ) · x =: αx + βJx (4.206)
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Remark 40 Notice that, e.g., g (x, Jx) = 0 ∀x, i.e. x, Jx ∈ R2n are orthog-
onal and hence R-linearly independent72, but they are not linearly independent
when linear combinations with complex coefficients are allowed, as: Jx =: ix.
This means that the complex dimension is reduced from 2n to n, and R2n ≈ Cn
as a complex vector space. One possible (non-canonical i.e. not unique) way
of ”mapping” R2nonto Cn is to choose a basis in R2n, to pick up n vectors(
e1, ..., en
)
of the basis and to construct Cn by taking complex linear combina-
tions thereof with the rule given above (i.e.: zei =: αei+ βJei).
Then, we can write:
h (x, y) = g (x, y) + iω (x, y) ≡ g (x, y) + ig (x, Jy) (4.207)
or:
h (x, y) = ω (Jx, y) + iω (x, y) (4.208)
and in this way h will be a Hermitian scalar product linear in the first factor
and antilinear in the second factor73.
For the alternative descriptions obtained in the previous chapter, we get a
new Hermitian scalar product by replacing ω in (4.207) with ωF .
Let now an admissible triple (g, J, ω) be given on R2n. First of all we can
construct the quadratic function:
g =:
1
2
g (∆,∆) (4.209)
and the associated Hamiltonian vector field Γ via:
iΓω = −dg (4.210)
Explicit calculation shows that, with ω and g (admissible and) constant, Γ s
forced to be a linear vector field:
Γ = Γi jx
j ∂
∂xi
(4.211)
and that:
Γi j = J
i
j (4.212)
i.e.74: Γ = J , for short. This can be written in coordinate-free language as:
Γ = J (∆) and: ∆ = −J (Γ) (4.213)
Notice that Γ is symplectic:
LΓω = 0 (4.214)
72Indeed, if x 6= 0 and αx + βJx = 0 with α, β ∈ R, then: 0 = g (αx+ βJx, αx+ βJx) =
(α2 + β2)g (x, x), implying α = β = 0.
73Had we been using: ω (x, y) = g (Jx, y) instead of ω (x, y) = g (x, Jy) we would have
obtained the opposite, which is the most common convention [56, 183] among physicists.
74In terms of representative matrices.
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with Hamiltonian function g. Therefore:
0 = LΓg =1
2
(LΓg) (∆,∆) + g (∆, [Γ,∆]) (4.215)
But [Γ,∆] = 0, so Γ is also a Killing vector field:
LΓg = 0 (4.216)
Thus Γ will preserve both the metric, the symplectic structure and (of course)
the complex structure, i.e. all the tensors of the admissible triple. So, there will
be two linear vector fields ”canonically” associated with every admissible triple,
one of them defining the linear structure.
Of course:
LΓh = 0 (4.217)
which is a complex condition equivalent to the two real ones: LΓg = 0 and:
LΓJ = 0. As the linear transformations that leave the Hermitian scalar product
unchanged are those of the unitary group on Cn, Γ will be an infinitesimal
transformation of this group, and the representative matrix (i.e. J) will belong
to its Lie algebra. All the vector fields with this property will be called quantum
systems. A quantum system will be therefore any linear vector field:
XA = A
i
jx
j ∂
∂xi
(4.218)
such that:
LXAh = 0 (4.219)
In terms of the defining matrices. The matrix A belongs then both to the Lie
algebra of the orthogonal (g-orthogonal) group and to the Lie algebra of the
symplectic group, i.e. Eq.(4.219) splits into the two real conditions:
LXAg = 0 and: LXAω = 0 (4.220)
The intersection of these algebras is the Lie algebra of the unitary group. At
the finite level (i.e. by exponentiation) the one-parameter group exp{tA} will
belong to a real realization of the unitary group U(n) in R2n. Notice also that
the first of Eqs.(4.220) implies, together with Eq.(4.201), that:
LXAg (∆,∆) = 0 (4.221)
Example 41 Consider, e.g., SU(2) in the defining representation, i.e.:
SU(2) ∋ U =
∣∣∣∣ α β−β α
∣∣∣∣ : C2 → C2, |α|2 + |β|2 = 1 (4.222)
(i.e. we are viewing U as a (1, 1) tensor). Writing: U = a+ ib, with a and b
real 2× 2 matrices, the unitarity condition U †U = I becomes:
a˜a+ b˜b = I ; ab˜− ba˜ = 0 (4.223)
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(i.e. ab˜ must be a symmetric matrix). We can realify75 C2 onto R4 as (z =
x+ iy etc.):
z =
∣∣∣∣ z1z2
∣∣∣∣→ x =
∣∣∣∣∣∣∣∣
x1
x2
y1
y2
∣∣∣∣∣∣∣∣ (4.224)
and U as the 4× 4 real matrix:
G =
∣∣∣∣ a −bb a
∣∣∣∣ (4.225)
Assume for simplicity the metric to be the standard Euclidean metric. Then it
can be checked at once that the unitarity condition leads both to:
G˜G = I (4.226)
and to:
G˜JG = J (4.227)
where:
J =
∣∣∣∣ 0 −II 0
∣∣∣∣ (4.228)
with I the 2×2 identity matrix, i.e. J is the realification of the multiplication by
the imaginary unit i in C2. In this case, as matrices: ω = J (we stress however
that ω is a (0, 2) tensor, while J is a (1, 1) tensor), and one checks easily that:
h (x, x′) = g (x, x′) + iω(x, x′) ⇔ zz′ which is the Hermitian scalar product in
C2 antilinear in the second factor. G provides then also a realization of both
SO(4) and of Sp(4), and hence of: SU(2) = SO(4) ∩ Sp(4). Explicitly, the
vector field associated with J will be:
Γ = x1
∂
∂y1
− y1 ∂
∂x1
+ x2
∂
∂y2
− y2 ∂
∂x2
(4.229)
This is the dynamical vector field for the 2D harmonic oscillator. In C2 it
corresponds of course to:
·
zj = izj, j = 1, 2.
4.5 Compatible Hermitian structures and Bihamiltonian
vector fields
Consider two different Hermitian structures, h1 and h2, on R
2n, with associated
quadratic functions ga (∆,∆) and Hamiltonian vector fields Γa (Γa = XJa),
a = 1, 2. The two structures will be called compatible iff:
LΓ1h2 = LΓ2h1 = 0 (4.230)
75See, e.g., Ref.[5] Sect.18.
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which implies, of course, that the Γ’s will be biHamiltonian. In more detail,
this implies: LΓ1ω2 = LΓ1g2 = 0 as well as: LΓ1g2 = 0 (and similarly by
interchanging indices).
As already recalled, given a symplectic form ω and/or a metric tensor g and
a linear vector field XA , the following statements are equivalent:
LXAω = 0; ω (Ax, y) + ω (x,Ay) = 0; ωA =(˜ωA) (4.231)
as well as:
LXAg = 0; g (Ax, y) + g (x,Ay) = 0; gA = −(˜gA) (4.232)
(remember that ω is skew-symmetric: ω˜ = −ω, while g is symmetric: g˜ = g).
So, XA will leave ω invariant iff ωA is symmetric
76, and it will leave g invariant
iff gA is skew-symmetric.
Now, as LΓ1ω2 = 0 = LΓ1g2 and: iΓ2ω2 = −dg2:
0 = LΓ1 (iΓ2ω2) = LΓ1ω2 (Γ2, .) = ω2 ([Γ1,Γ2] , .) (4.233)
and, as the symplectic forms are non-degenerate:
[Γ1,Γ2] = 0 (4.234)
which, in view of the fact that: Γa = XJa , a = 1, 2 implies (and is implied by):
[J1, J2] = 0 (4.235)
Given a symplectic form ω, the Poisson bracket of any two functions f and
g is given by:
{f, g} = ω (Xg, Xf ) (4.236)
where Xf and Xg are the Hamiltonian vector fields associated with f and g
respectively. Hence, denoting with {., .}a the Poisson bracket associated with
ωa (a = 1, 2) we have, e.g.:
{g1,g2}2 = ω2 (Γ2,Γ1) = −dg2 (Γ1) = −LΓ1g2 = 0 (4.237)
and similarly with the other Poisson bracket. All in all:
{g1,g2}1 = {g1,g2}2 = 0 (4.238)
Out of the metric tensors and symplectic structures one can form the (1, 1)
tensors:
G = g−11 ◦ g2 (4.239)
(not to be confused with the (2, 0) tensor G introduced in Sect.4.2.3) and:
T = ω−11 ◦ ω2 (4.240)
76Compare Ch.3.
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In intrinsic terms: G (X) = g−11 (g2 (X)), i.e.:
G = Gi jdx
j ⊗ ∂
∂xi
; Gi j = (g1)
ik
(g2)kj (4.241)
and similarly for T . The two are not independent, though. Indeed, using:
Ja = (ga)
−1 ◦ ωa (a = 1, 2) and: J−1a = −Ja:
G = −J1 ◦ T ◦ J2 ⇔ T = −J1 ◦G ◦ J2 (4.242)
Having been built out of invariant tensors, it is clear that: LΓaG = LΓaT =
0. In terms of the defining matrices, this implies (see the previous Section):
[G, Ja] = [T, Ja] = 0, a = 1, 2 (4.243)
Hence: GT = −J1 ◦ T ◦ J2 ◦ T = −T 2 ◦ J1 ◦ J2 = TG, i.e.:
[G, T ] = 0 (4.244)
By direct calculation, using the representative matrices and the symmetry
of the metric tensors, one proves immediately that: g1 (Gx, y) = g2 (x, y) =
g1 (x,Gy). Also, by direct calculation: g2 (Gx, y) = (g1)
−1 (g2 (x, .) , g2 (y, .)) =
g2 (x,Gy). Hence, G is self-adjoint w.r.t. both metrics:
ga (Gx, y) = ga (x,Gy) , a = 1, 2 (4.245)
Furthermore, the compatibility condition implies: LΓ1ω2 = 0. In terms of the
representative matrices, this implies (see above): ω2J1 = (˜ω2J1). As: ω˜ = −ω
and J˜1 = −ω1 ◦ g−11 , we obtain: ω2 ◦ g−11 ◦ ω1 = ω1 ◦ g−11 ◦ ω2. This implies:(
ω−11 ◦ ω2
) ◦ g−11 ◦ ω1 = g−11 ◦ (ω2 ◦ ω−11 ) ◦ ω1 or (multiplying on the right by
ω−11 and remembering that: T = ω
−1
1 ◦ ω2): T ◦ g−11 = g−11 ◦ T˜ . Remembering
the definition of the adjoint of a (1, 1) tensor we have then:
T = g−11 ◦ T˜ ◦ g1 ≡
(
T †
)
1
(4.246)
i.e., T is self-adjoint w.r.t. the metric g1. Interchanging indices, one proves
that:
(
T †
)
2
= T as well. Finally, each Ja (a = 1, 2) is skew -adjoint w.r.t. the
respective metric tensor: Ja = −
(
J†a
)
a
= −g−1a ◦ J˜a◦ga. On top of that we have
also, e.g.:
(
J†1
)
2
= g−12 ◦J˜1◦g2 = −g−12 ◦g1◦J1◦g−11 ◦g2 = −G−1◦J1◦G = −J1,
as G and the J ’s commute. Interchanging indices, one proves a similar result
for J2. All in all: (
J†a
)
b
= −Ja, a, b = 1, 2 (4.247)
In summary, G,T , J 1 and J2 are a set of mutually commuting operators. G and
T are self-adjoint, while J1 and J2 are skew-adjoint w.r.t. both metric tensors.
G being self-adjoint, one can proceed to diagonalize it, and V = R2n will split
into an orthogonal sum77 of eigenspaces: V =
⊕
k=1,...,r
Vk where: G|Vk = λkIk
77The sum will be orthogonal w.r.t. both metrics.
100
and the λk’s (k = 1, ..., r ≤ 2n) are the distinct eigenvalues of G, and λk > 0.
Notice that, as: G = g−11 ◦ g2, this implies:
g2|Vk = λkg1|Vk (4.248)
T commutes with G and is self-adjoint as well. Then Vk will decompose
further into the (bi)orthogonal sum:
Vk =
⊕
α
Wk,α (4.249)
where, denoting as µk,α the distinct eigenvalues of T in Vk (labeled by the
index α), Wk,α will be the eigenspace of the eigenvalue µk,α. Once again:
T |Wk,α = µk,αIk,α, and hence:
ω2|Wk,α = µk,αω1|Wk,α (4.250)
Notice that, neither symplectic form being degenerate by assumption, eachWk,α
will be necessarily even-dimensional. The dimension of each Wk,α will be then
at least two.
The complex structures J1 and J2 commute with both G and T . So, they
will leave the subspaces Wk,α invariant. Reconstructing them from the g’s and
ω’s we find:
J2|Wk,α =
µk,α
λk
J1|Wk,α (4.251)
and, as: J21 = J
2
2 = −I: (µk,α/λk)2 = 1, i.e.: µk,α = ±λk, implying:
J2|Wk,α = ±J1|Wk,α (4.252)
Therefore, the index α can assume only at most two values, corresponding to
±λk, i.e.: Vk =
⊕
α=±
Wk,α at most, with Wk,± corresponding to the eigenvalues
±λk respectively. The dimension of each eigenspace Vk will be then at least two
if only one of the possible eigenvalues ±λk of T is present, at least four if both
are present. Hence, the maximum number of distinct eigenvalues of G will be
r ≤ n.
In general, a (0, 2) and a (2, 0) tensors (such as, say, g2 and g
−1
1 ) can be
composed to yield a (1, 1) tensor. They will be said to be ”in a generic position”
iff the resulting (1, 1) tensor has eigenvalues of minimum degeneracy. In the
present context, we will say that h1 and h2 are in a generic position iff the
eigenvalues of both G and T have minimum degeneracy, which means double
degeneracy. Then: r = n and we will have the (bi)orthogonal decomposition:
V =
⊕
k=1,...,n
Ek (4.253)
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where: dimEk = 2 and either Ek = Wk,+ or Ek = Wk,− (only one can be
present but not both, otherwise λk would be fourfold degenerate). One can
choose in Ek a g1-orthogonal basis (e1, e2) in such a way that:
g1|Ek = e∗1 ⊗ e∗1 + e∗2 ⊗ e∗2 (4.254)
the e∗’s being the dual basis: e∗i (ej) = δij . Then the condition: g1 (x, J1y) +
g1 (J1x, y) = 0 will imply:
J1|Ek = e2 ⊗ e∗1 − e1 ⊗ e∗2 (4.255)
or the opposite (i.e.: J1e1 = e2, J1e2 = −e1), and hence that:
ω1|Ek = e∗1 ∧ e∗2 (4.256)
Correspondingly, we will have:
g2|Ek = λkg1|Ek ; J2|Ek = ±J1|Ek ; ω2|Ek = ±λkω1|Ek (4.257)
Coming now to the general problem of bihamiltonian fields, every linear vec-
tor field Γ preserving both h1 and h2 will have a representative matrix commut-
ing with those of G and T . Therefore, it will be block-diagonal in the common
eigenspaces of both tensors. In the generic (linear) case, the analysis can be
restricted to the two-dimensional eigenspaces Ek. On each one of these Γ will
preserve both a symplectic structure and a positive-definite metric. Therefore
it will be in sp (2) ∩ so (2) = u (1) and it will represent a harmonic oscillator,
with a frequency possibly depending on Ek.
Using, say, Γ1 and T , one can construct the n vectors: Γk+1 = T
kΓ1,
k = 0, 1, ..., n − 1. First of all one sees immediately, by looking at the rep-
resentative matrices, that, as that of Γ1 is J1, which commutes with T , the Γk’s
will commute pairwise, i.e.:
[Γr,Γs] = 0 ∀r, s = 1, 2, ..., n (4.258)
Moreover, we have shown that T can be brought into the diagonal form:
T =
⊕
k=1,...,n
ρkIk (4.259)
with ρk = ±λk and ρk 6= ρr for k 6= r. If the Γ’s were linearly dependent, there
would exist a linear combination such that:
n−1∑
r=0
αrT
r = 0 (4.260)
But on each Ek this would reduce to:
n−1∑
r=0
αr (ρk)
r = 0, k = 1, ...n (4.261)
102
The determinant of the coefficients of this system of linear equations being
the Vandermonde determinant of the ρ’s, it will be nonzero, and hence the α’s
must all vanish, which proves that the Γ’s are linearly independent, and hence
a basis. As T is a constant tensor, its Nijenhuis torsion vanishes identically.
Therefore, as discussed in Sect.B, T is a strong recursion operator.
What has been proved up to now is the following. Given two admissible
triples: (g1, ω1, J1) and (g2, ω2, J2), on V ≈ R2n, each triple defines a 2n-
dimensional real representation Ur (2n, ga, ωa) , a = 1, 2, of the group that leaves
simultaneously invariant both ga and ωa (and hence Ja), i.e. of the unitary
group. The intersection:
Wr = Ur (2n, g1, ω1) ∩ Ur (2n, g2, ω2) (4.262)
will be the common invariance group of both triples. As shown in a 2D exam-
ple in Ref.[160] and as emerges from the previous analysis, the compatibility
condition implies that Wr does not reduce to the identity alone. Any ”quan-
tum” bihamiltonian (linear) vector field Γ, i.e. a field such that: LΓωa = 0 and
LΓga = 0 will be in the Lie algebra of Wr . In the generic case:
Wr = SO(2)× SO (2)× ...× SO(2)︸ ︷︷ ︸
n times
(4.263)
otherwise:
Wr = Ur (2r1; g, ω)× Ur (2r2; g, ω)× ...× Ur (2rk; g, ω) (4.264)
where (g, ω) is any one of the pairs (ga, ωa) and: r1 + ... + rk = n. Quite a
similar analysis can be done by complexifying V in two different ways using the
two complex structures and reasoning in terms of the two Hermitian structures.
In the generic case, then:
Wr = U (1)× U (1)× ...× U (1)︸ ︷︷ ︸
n times
(4.265)
For further details, see Ref.[160].
To end this Section, we will like to rephrase the previous results in a way
more suitable to be generalized to the infinite dimensional case.
We first notice that, going back to the original complex n-dimensional Hilbert
space H, there exist two positive constants α and β, such that:
α‖x‖1 ≤ ‖x‖2 ≤ β‖x‖1 , ∀x ∈ H (4.266)
This implies, by Riesz’s theorem [112, 192, 204], that there exists a bounded78
positive and self-adjoint operator F such that:
h2(x, y) = h1(Fx, y) , ∀x, y ∈ H (4.267)
78With respect to both Hermitian structures.
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Formally (ha = ga + iωa, a = 1, 2):
F = h−11 ◦ h2 (4.268)
and F replaces the previous G and T .
Then [169, 171] a necessary and sufficient condition for h1 and h2 to be in
generic position is that F be a cyclic operator, i.e. that there exists a vector
x0 such that the vectors x0, Fx0, · · · , Fn−1x0 span the whole Hilbert space.
Indeed, when h1 and h2 are in generic position, F has n distinct eigenvalues,
λk. If we now denote with {fk} its eigenvector basis and with {µ(k)} a set of n
nonzero complex numbers, we can construct the vectors
Fmx0 =
∑
k
µ(k)λmk fk , m = 0, 1, · · · , n− 1. (4.269)
They are linear independent because the determinant of their components is
given by (
∏
k µ
(k))V (λ1, · · · , λn), where the Vandermonde determinant V is
nonzero, the eigenvalues λk’s being distinct. Clearly, the converse is also true.
Also, it has been argued in Ref.[160], that ”bi-unitary” operators, i.e. oper-
ators that are unitary w.r.t. both Hermitian structures79, must commute with
F (the proof is simple and we refer to the above reference for it), i.e. bi-unitary
operators are in the commutant F ′ of F 80.
The results of this discussion can be summarized in the following:
Proposition 42 Two Hermitian forms are in a generic position iff the bicom-
mutant of F coincides with the commutant: F ′′ = F ′.
It should be clear from our presentation that many results will carry over
to the infinite-dimensional case, although new problems may arise because the
algebraic properties do not ”control” properties such as continuity and differen-
tiability in infinite dimensions.
4.6 The infinite-dimensional case
In the (genuinely) infinite-dimensional case of a Hilbert space H there arise two
difficulties, namely:
i) Given two Hermitian structures, (·, ·)1 and (·, ·)2 on H defining two complex
scalar products (both linear in, say, the second factor and antilinear in the first,
but this is not a crucial point), they might define two non-equivalent topologies
on H, and:
79Of course, any linear vector field that leaves both h’s invariant will generate a one-
parameter group of bi-unitary transformations.
80The commutant F ′ of F is the set of all operators that commute with F . It is of course
closed under commutation because of the Jacobi identity, i.e. it is a Lie algebra. The bi-
commutant F ′′ is the set of all operators that commute with all those in the commutant. In
particular, they will commute with F itself, and hence: F ′′ ⊂ F ′. Moreover, any two opera-
tors in F ′′ must commute among themselves. F ′′ is therefore a (maximal) Abelian subalgebra
of F ′, i.e. F ′′ is the center of F ′
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ii) The spectra of self-adjoint operators may have both a point part and a
continuum part.
Point i) is taken care of in an almost standard way, assuming that there
exist two positive constants α and β, such that formula (4.266) holds. It follows
that we can define the operator F as in (4.267). But now, due to point ii),
we have to better specify what we mean, for example, by requiring F to have
nondegenerate eigenvalues. On the other side, the definitions of the commutant
and the bicommutant of F are of purely algebraic character and can therefore
be generalized to the infinite dimensional situation. Then, following Refs. [169]
and [171], we will adopt the following definition:
Definition. Two Hermitian structures h1 and h2 are said to be in generic
position iff F ′′ = F ′, F being their connecting operator.
To proceed further in understanding the situation in which F has also a con-
tinuous spectrum, one needs suitable mathematical tools such as the spectral
theory and the theory of rings of operators in Hilbert spaces [192]. We first ob-
serve that F ′ and F ′′ ⊂ F ′ are both (weakly closed) rings of bounded operators
on H. Now, given any set S ∈ B(H), it can be proved [192] that the minimal
weakly closed ring R(S) containing S contains only those elements A ∈ S′′ such
that
E0A = AE0 = A (4.270)
where E0 is the so called principal identity of the set S, i.e. the projection
operator on (kerS ∩ kerS†)⊥. If S = {F}, F being self-adjoint and positive, we
have that I ∈ R(F ) and R(F ) = F ′′, which is therefore commutative.
If we decompose now F in terms of its spectral family {P (λ)}:
F =
∫
∆
λdP (λ) (4.271)
where ∆ = [a, b] is a closed interval containing the spectrum of F , it is possible
to show that:
a) The weakly closed commutative ring R(F ) corresponds to a decomposition
of the Hilbert space H into the direct integral
H =
∫
∆
Hλ dσ(λ) (4.272)
where the measure σ(λ) is obtained from the spectral family {P (λ)} of F .
b) Any operator A ∈ F ′ can be represented as
A =
∫
∆
A(λ) dσ(λ) (4.273)
where A(λ) is a bounded operator on Hλ, for almost all λ.
c) Every B ∈ F ′′ = R(F ) is a multiplication by a number b(λ) on Hλ, for almost
all λ.
Moreover, since R(F ) is a maximal commutative ring by itself, the family F ′(λ)
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of all operators A(λ) corresponding to F ′, for a fixed λ, is irreducible so that
we can rewrite a, b) above as:
a′) The spectrum ∆ of F is the union of a countable number of measurable sets
∆k such that, for λ ∈ ∆k, the spaces Hλ have the same dimension nk (finite or
infinite) and:
H =
⊕
k
∫
∆k
Hλ dσ(λ) (4.274)
b′) Any A ∈ F ′ can be written as
A =
⊕
k
∫
∆k
A(λ) dσ(λ) (4.275)
Now, going back to the two Hermitian structures h1 and h2 on H, since the con-
necting operator F acts on each Hλ as a multiplication by the number λ, we can
easily derive the following result generalizing the finite-dimensional situation.
Proposition 43 There exists a decomposition of H as direct integral of Hilbert
spaces Hλ, of dimension nk such that in each Hλ: h2 = λh1.
It follows that the elements of the unitary group that leave simultaneously
invariant h1 and h2 have the form (see Eq.(4.5.3)):
U =
⊕
k
∫
∆k
Uk(λ) dσ(λ) (4.276)
where Uk(λ) is an element of the unitary group U(nk), for each λ ∈ ∆k.
Also, it is now immediate to prove that definition (1) is equivalent to:
Definition. Two Hermitian structures h1 and h2 are said to be in generic
position iff the spaces Hλ are one-dimensional.
Indeed, if h1 and h2 are in generic position, then R(F ) = F
′′ = F ′, so
that the latter is commutative and A(λ), for almost all λ ∈ ∆, acts on a one-
dimensional Hilbert space Hλ. Conversely, if R(F ) = F
′′ 6= F ′, F ′ is non-
commutative and hence there is a subset ∆0 ⊂ ∆ such that Hλ has dimension
greater than one for λ ∈ ∆0. 
Notice also that, in the generic case, the operators Uk(λ) in (4.276) are
one-dimensional and reduces to a multiplication by a phase factor exp[iθ(λ)].
Finally, we may prove the following equivalence between the genericity con-
dition and the cyclicity of the operator F :
Definition. F is cyclic iff F ′′ = F ′.
This follows from the fact that, if F ′′ = F ′, the latter is commutative and
each space H(λ), where F acts as a multiplication by λ, is one-dimensional. So
the vector x0 = 1/λ is a cyclic vector. Viceversa, if we suppose now that F is
cyclic, each H(λ) is one-dimensional and any A ∈ F ′ acts as a multiplication
by a number. Hence F ′ = F ′′ = R(F ). 
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Example 44 A particle in a box. We consider the operator F = 1 +X2
where X is the position operator which acts as multiplication by x on the Hilbert
space L2([−α, α], dx). From the spectrum ∆X = [−α, α] and the spectral family
{PX(λ) = χ[−α,λ]} of X ( χ[−α,λ] being the characteristic function on [−α, λ]),
one easily sees that the spectrum of F is ∆F = [1, 1+α
2] while its spectral family
{PF (λ)} is given by
PF (λ) = P (
√
λ− 1)− P (−√λ− 1) (4.277)
In fact, t is easy to check that:
P 2F = PF ; PF (1) = 0; PF
(
1 + α2
)
= I (4.278)
We can write F as:
F =
∫
[−α,α]
(1 + λ2) dP (λ) (4.279)
If we now divide the interval as [−α, α] = [−α, 0] ∪ [0, α] and change variable
by setting λ = −√µ− 1 or λ = √µ− 1 in the negative or positive parts of the
interval respectively, we get:
F =
∫
[1,1+α2]
λdPF (λ) (4.280)
Now F has no cyclic vector on the whole L2([−α, α]) since G′, which contains
both X and the parity operator is not commutative. On the contrary, χ[−α,0] is
cyclic on L2([−α, 0]) and, similarly, χ[0,α] is so on L2([0, α]). Thus the Hilbert
space splits in two F -cyclic spaces: L2([−α, α]) = L2([−α, 0]) ⊕ L2([0, α]) and
we obtain the decomposition
H =
∫
[1,1+α2]
Hλ dσ(λ) (4.281)
where the measure is obtained from:
σ(λ) = PF (λ)χ[−α,0] = PF (λ)χ[0,α] =
√
λ− 1 (4.282)
Notice that the spaces Hλ are one-dimensional if we work in the interval [0, α]
or bidimensional if we consider [−α, α]. Also, the bi-unitary transformations
read, respectively, as:
U =
∫
[1,1+α2]
eiφ(λ) dσ(λ) (4.283)
U =
∫
[1,1+α2]
U2(λ) dσ(λ) (4.284)
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5 From Finite to Infinite Dimensions. Weyl Sys-
tems
5.1 An Abstract Setting for Weyl Systems
A known theorem by A.Wintner [232] states that if, say, q̂ and p̂ are quantum-
mechanical operators on an infinite-dimensional Hilbert space satisfying a com-
mutation relation of the form: [q̂, p̂] = ĉI (or, better: [q̂, p̂] ⊆ ĉI), with c a
constant and Î the identity operator, then at least one of them must be un-
bounded.
Motivated then by the need of formulating Quantum Mechanics without
having to do with unbounded operators, it was apparently H.Weyl [225] (see
also [218]) who proposed first a different scheme of quantization that goes as
follows:
Let S be a (real) linear vector space endowed with a constant81 symplectic
structure82 ω. Weyl’s approach consists in the following:
• It is a map W from S to the set of unitary operators on a (so far
unspecified83) Hilbert space H:
W : S → U(H) (5.1)
via:
S ∋ z → Ŵ (z) ∈ U(H), Ŵ (z) Ŵ † (z) = Ŵ † (z) Ŵ (z) = Î (5.2)
with the following specifications:
• W is a strongly continuous map, and
• For any z, z′ ∈ S:
Ŵ (z + z′) = Ŵ (z) Ŵ (z′) exp {−iω (z, z′) /2~} (5.3)
with ~ the reduced Planck constant. It follows then that:
Ŵ (z) Ŵ (z′) = Ŵ (z′) Ŵ (z) exp {iω (z, z′) /~} , ∀z, z′ (5.4)
Moreover, setting z′ = 0 in (5.3) we obtain: Ŵ−1 (z) Ŵ (z) = Ŵ (0), and
hence: Ŵ (0) = Î, while setting z′ = −z we obtain: Ŵ−1 (z) = Ŵ (−z), and
hence:
Ŵ † (z) = Ŵ (−z) (5.5)
81I.e. translationally-invariant.
82Hence, necessarily: dim (S) will be even, and: S ≈ R2n for some n.
83That’s why the setting we are describing here has been defined as ”abstract”.
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Then, a Weyl system is a projective unitary representation of the linear
vector space S (thought of as the group manifold of the translation group) in the
Hilbert space H.
As a running example we shall consider S = R2 with coordinates (q, p) and
the standard symplectic form: ω = dq ∧ dp, which is represented by the matrix:
ω =
∣∣∣∣ 0 1−1 0
∣∣∣∣ (5.6)
Hence:
ω ((q, p) , (q′, p′)) =
∣∣ q p ∣∣ ∣∣∣∣ 0 1−1 0
∣∣∣∣ ∣∣∣∣ q′p′
∣∣∣∣ = qp′ − q′p (5.7)
and therefore:
Ŵ ((q, p) + (q′, p′)) = Ŵ (q, p) Ŵ (q′, p′) exp
{
− i
2~
(qp′ − q′p)
}
(5.8)
In the general case, we can decompose S into the direct sum of two La-
grangian subspaces: S = S1⊕S2, and hence any vector z as: z = (z1, 0)+(0, z2),
z1 ∈ S1, z2 ∈ S2. We can consider then the restrictions of W to the Lagrangian
subspaces, i.e.:
U =W |S1 : S1 → H (5.9)
and:
V =W |S2 : S2 → H (5.10)
As: ω|S1 = ω|S2 = 0, U and V are faithful representations of the corresponding
Lagrangian subspaces:
Û (z1 + z
′
1) = Û (z1) Û (z
′
1) ; z1, z
′
1 ∈ S1 (5.11)
and similarly for V . Moreover:
Û (z1) V̂ (z2) = V̂ (z2) Û (z1) exp {iω ((z1, 0) , (0, z2)) /~} (5.12)
Viceversa, we have the following:
Proposition: Given two faithful representations U and V of two transver-
sal Lagrangian subspaces of a symplectic vector space S satisfying (5.12), the
map:
z −→ Ŵ (z) = Û (z1) V̂ (z2) exp {−iω ((z1, 0) , (0, z2)) /2~} (5.13)
is a Weyl system.
The proof that (5.13) does indeed satisfy the defining property (5.3) can be
done by direct calculation, and will be omitted here.
Consider now a one-dimensional subspace of H spanned by a fixed vector z.
From (5.3) we have, with α, β real numbers:
Ŵ (αz) Ŵ (βz) = Ŵ ((α+ β) z) (5.14)
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Therefore,
{
Ŵ (αz)
}
α∈R
is a strongly continuous one-parameter group of uni-
taries and, by Stone’s theorem [201]:
Ŵ (αz) = exp
{
iαĜ (z) /~
}
(5.15)
with an infinitesimal generator Ĝ (z) which is (essentially) self-adjoint. Further-
more,
{
Ŵ (αβz)
}
β∈R
is also a strongly continuous one-parameter group, and
therefore:
Ŵ (αβz) = exp
{
iβĜ (αz) /~
}
(5.16)
and, setting β = 1, we find:
Ĝ (αz) = αĜ (z) (5.17)
In terms of infinitesimal generators and setting: z → αz, z′ → βz′, Eq. (5.4)
reads:
eiαĜ(z)/~eiβĜ(z
′)/~ = eiαβω(z,z
′)/~eiαĜ(z)/~eiβĜ(z
′)/~ (5.18)
and, for α and β infinitesimal, this yields, to the lowest nontrivial order:[
Ĝ (z) , Ĝ (z′)
]
= −i~ω (z, z′) (5.19)
5.2 Von Neumann’s Representation Theorem
What is lacking in the ”abstract” presentation of the previous Section is a
concrete realization of the Hilbert space H on which the mapping W should
operate.
Before discussing von Neumann’s theorem, let us resume our running exam-
ple onR2 ≈ T ∗R. Writing (q, p) as: (q, p) = (q, 0)+(0, p), whence: ω ((q, 0) , (0, p)) =
qp, our Weyl system becomes ( z = (q, p) , z1 = (q, 0) , z2 = (0, p)) (see Eq.(5.8)):
Ŵ (q, p) = Ŵ ((q, 0) + (0, p)) = Ŵ (q, 0) Ŵ (0, p) exp {−iqp/2~} (5.20)
while:
Ŵ (q + q′, 0) = Ŵ (q, 0) Ŵ (q′, 0) (5.21)
and similarly for Ŵ (0, p). Define then:
Ŵ (q, 0) = exp
{
iqP̂ /~
}
; Ŵ (0, p) = exp
{
ipQ̂/~
}
(5.22)
In other words, as: (q, 0) = q (1, 0) , (0, p) = p (0, 1), we are defining:
Ĝ (0, 1) = Q̂, Ĝ (1, 0) = P̂ (5.23)
with (cfr. Eq. (5.19)): [
Q̂, P̂
]
= i~I (5.24)
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Moreover, using the truncated Baker-Campbell-Hausdorff [201] formula84 one
finds easily:
Ŵ (q, p) = exp
{
i
(
qP̂ + pQ̂
)
/~
}
(5.25)
Consider now L2 (R, dx) with the Lebesgue measure, and define the families
of operators
{
Û (q)
}
q∈R
and
{
V̂ (p)
}
p∈R
via:
(
Û (q)ψ
)
(x) = ψ (x+ q) (5.26)
and: (
V̂ (p)ψ
)
(x) = exp {ipx/~}ψ (x) (5.27)
for ψ ∈ L2 (R, dx). It is easy to show that both families are actually one-
parameter, strongly continuous groups of unitaries, and that:(
Û (q) V̂ (p)ψ
)
(x) = exp {iqp/~}
(
V̂ (p) Û (q)ψ
)
(x) (5.28)
Then:
Ŵ (q, p) = Û (q) V̂ (p) exp {−iqp/~} (5.29)
is a concrete realization of a Weyl system. Defining again: Û (q) = exp
{
iqP̂ /~
}
and: V̂ (p) = exp
{
ipQ̂/~
}
, we find both Eq.(5.25) and, at the infinitesimal
level85: (
Q̂ψ
)
(x) = xψ (x) ,
(
P̂ψ
)
(x) = −i~dψ
dx
(5.30)
Moreover: (
Ŵ (q, p)ψ
)
(x) = exp {ip [x+ q/2] /~}ψ (x+ q) (5.31)
A generic matrix element of Ŵ (q, p) will be given then by:
〈
φ, Ŵ (q, p)ψ
〉
= exp {iqp/2~}
+∞∫
−∞
dxφ (x) exp {ipx/~}ψ (x+ q) (5.32)
Remark 45 Viewed as a function on T ∗Q,
〈
φ, Ŵ (q, p)ψ
〉
is square-integrable
for all φ, ψ ∈ L2 (R). Indeed, defining the Lebesgue measure on R2 as dqdp/2π~,
a direct calculation shows that:∥∥∥〈φ, Ŵ (q, p)ψ〉∥∥∥2 =: ∫∫ dqdp
2π~
∣∣∣〈φ, Ŵ (q, p)ψ〉∣∣∣2 = ‖φ‖2 ‖ψ‖2 (5.33)
84ea+b = eaebe−[a,b]/2 whenever: [a, [a, b]] = [b, [a, b]] = 0.
85And in the appropriate domains.
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Instead, for plane-wave states:
φ (x) = (1/
√
2π) exp(ik′x), ψ (x) = (1/
√
2π) exp(ikx) (5.34)
and denoting as
〈
k′|Ŵ (q, p) |k
〉
the matrix elements of Ŵ (q, p) between these
states, we obtain:〈
k′|Ŵ (q, p) |k
〉
= δ (k − k′ + p/~) exp (iq (k + k′) /2) (5.35)
and, in particular: 〈
k|Ŵ (q, p) |k
〉
= ~δ (p) exp {ikq} (5.36)
Integrating Eq.(5.36) over k, we obtain for the trace of W 86:
Tr
{
Ŵ (q, p)
}
= 2π~δ (q) δ (p) (5.37)
Coming now to the general case, let’s assume that we are given a symplectic
vector space (S, ω) and a decomposition of S as the direct sum:
S = S1 ⊕ S2 (5.38)
with S1 and S2 Lagrangian subspaces. Every vector z ∈ S can then be decom-
posed in a unique way as: z = (z1, 0) + (0, z2) , zi ∈ Si, i = 1, 2. Let us remark
first of all that the symplectic structure allows each one of the two subspaces to
be identified with the dual of the other. Indeed, we can define a pairing:
〈., .〉 : S2 × S1 → R (5.39)
via:
〈z2, z1〉 : ω ((z1, 0) , (0, z2)) (5.40)
The details of the proof that in this way S2 ≈ S∗1 (and viceversa, of course)
can be found in Ref. [135].
Assume now H to be a separable Hilbert space and let:
U : S1 → H
V : S2 → H (5.41)
be unitary, irreducible and strongly continuous representations of S1 and S2
respectively on H, satisfying the additional condition that defines the ”Weyl
form” of the commutation relations:
Û (z1) V̂ (z2) = V̂ (z2) Û (z1) exp {iω ((z1, 0) , (0, z2)) /~} (5.42)
86Actually, we can define the trace only if we admit distribution-valued traces. Strictly
speaking [59], and as Eq.(5.33) shows, Ŵ is bounded but not trace-class.
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Then we can define:
Ŵ (z) = Û (z1) V̂ (z2) exp {−iω ((z1, 0) , (0, z2)) /2~} (5.43)
which is a Weyl system. Let us denote z1 and z2 as (q, 0) and (0, p) respectively,
with q and p n-dimensional vectors (n = dimS1 = dimS2). Correspondingly,
we will denote Û (z1) and V̂ (z2) as Û (q) and V̂ (p) respectively.
Von Neumann’s theorem [223] states then that there exists a unitary map:
T : H → L2 (Rn, dµ) (5.44)
such that: (
T Û (q)T−1ψ
)
(x) = ψ (x+ q) (5.45)
and (cfr.Eqn.(5.40)): (
T V̂ (p)T−1ψ
)
(x) = ei〈x,p〉ψ (x) (5.46)
This theorem proves that all the representations of the Weyl commutation rela-
tions are unitarily equivalent to the Schro¨dinger representation, and hence are
unitarily equivalent among themselves (but see below, Sect.7.3.1).
Example 46 In the case of L2 (R), setting ~ = 1 and using the Fourier trans-
form:
ψ (x) =
∞∫
−∞
dp√
2π
ψ˜ (p) exp {ipx} (5.47)
one finds easily that:
˜(
exp
(
ixP̂
)
ψ
)
(p) = eixpψ˜ (p) (5.48)
(i.e.:
(
P̂ ψ˜
)
(p) = pψ˜ (p), and:
˜(
exp
(
iπQ̂
)
ψ
)
(p) = ψ˜ (p− π) (5.49)
(
(
Q̂ψ˜
)
(p) = idψ˜ (p) /dp). Denoting by:
F : L2 (R)→ L2 (R) (5.50)
the unitary operator defined by the Fourier transform, we can conclude that:
F†Q̂F = −P̂ (5.51)
and:
F†P̂F =Q̂ (5.52)
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5.3 Weyl Systems and Linear Transformations
Let’s begin by considering linear transformations that preserve the symplectic
structure, i.e. linear maps: T : S → S such that:
ω (Tz, T z′) = ω (z, z′)∀z, z′ ∈ S (5.53)
In terms of matrices this means:
T˜ ωT = ω (5.54)
(where T˜ stands for the transpose of the matrix T ), and this defines a realization
of the symplectic group Sp (2n,R) associated with the symplectic structure ω.
Then, we can define:
ŴT : S → H (5.55)
via:
ŴT (z) =: Ŵ (Tz) (5.56)
and, as:
Ŵ (T (z + z′)) = Ŵ (Tz) Ŵ (Tz′) exp {−iω (Tz, T z′) /2~} =
= Ŵ (Tz) Ŵ (Tz′) exp {−iω (z, z′) /2~} (5.57)
we find: :
ŴT (z + z
′) = ŴT (z) ŴT (z
′) exp {−iω (z, z′) /2~} (5.58)
i.e. ŴT is also a Weyl system, and hence, by von Neumann’s theorem, it is
unitarily equivalent to Ŵ .
As a simple example, consider, in R2, the map:
(q, p)→ (−p, q) (5.59)
which is realized via the transformation87:
T =
∣∣∣∣ 0 −11 0
∣∣∣∣ (5.60)
Then it is clear that:
Û (q) = Ŵ ((q, 0))→ Ŵ ((0,−p)) = V̂ (−p) (5.61)
and:
V̂ (p) = Ŵ ((0, p))→ Ŵ ((q, 0)) = Û (q) (5.62)
which is precisely (see the end of the previous Section) what the Fourier trans-
form does.
87The matrix representing T is simply minus that of the complex structure. However, the
two have different transformation properties (see Chapt.1).
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As ŴT is unitarily equivalent to Ŵ , to the map T there is associated an
automorphism of the group U (H) of the unitary operators. As every automor-
phism of U (H) is inner, there is a unitary operator ÛT such that:
ŴT (z) = Û
†
T
(
Ŵ (z)
)
ÛT (5.63)
More generally, we can consider a one-parameter group {Tλ}λ∈R of linear
symplectic transformations. Calling Γ the linear vector field that is the in-
finitesimal generator of the group, the condition:
ω (Tλz, Tλz
′) = ω (z, z′)∀z, z′ ∈ S, ∀λ ∈ R (5.64)
becomes:
LΓω = 0 (5.65)
with LΓ the Lie derivative. There exists then (globally on a vector space) a
function g such that:
iΓω = dg (5.66)
and, for linear transformations, g will be a quadratic function of the coordinates.
According to what has been said above, the family {Tλ} defines a (strongly
continuous) one-parameter group {Uλ}λ∈R of unitary operators such that:
Ŵ (z (λ)) = Û †λŴ (z) Ûλ (5.67)
where: z (λ) = Tλ (z). By Stone’s theorem, then:
Ûλ = exp
{
−iλĜ/~
}
(5.68)
with Ĝ self-adjoint. The self-adjoint operator Ĝ is the quantum counterpart
of the quadratic function g. In this way we have achieved a way to quantize
all the quadratic functions: given G, we can define via Eq.(5.66) the associated
Hamiltonian vector field. This in turns defines a one-parameter group of (linear)
symplectic transformations, and the correspondingWeyl system allows us to find
the (self-adjoint) quantum operator to be associated with g.
Let’s consider now a general linear transformation T ∈ GL (2n,R), not
necessarily a symplectic one. We will denote for clarity as ω0 a reference (com-
parison) symplectic structure, written in a Darboux chart as:
ω0 =
∣∣∣∣ 0 I−I 0
∣∣∣∣ (5.69)
We define then a new symplectic structure ωT via:
ωT (z, z
′) =: ω0 (Tz, T z
′) (5.70)
That ωT is a symplectic structure is obvious. It is represented by the matrix:
ωT = T˜ ω0T (5.71)
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Now, if we define again:
ŴT (z) =: Ŵ (Tz) (5.72)
it is easy to prove that:
ŴT (z + z
′) = ŴT (z) ŴT (z
′) exp {−iωT (z, z′) /2~} (5.73)
Therefore, ŴT defines a Weyl system, but for (S, ωT ) an not for (S, ωD). Mim-
icking the analysis that has been done previously, we conclude that:
ŴT (λz) = exp{iλĜ (z)} (5.74)
and that: [
Ĝ (z) , Ĝ (z′)
]
= −i~ωT (z, z′) (5.75)
Now we are in a position to consider Weyl systems for a vector space with
an arbitrary and translationally invariant symplectic structure ω. By Darboux’
theorem [1, 4], there exists always an invertible linear transformation T such
that:
ω = T˜ ω0T (5.76)
Then, the sequence of transformations:
(S, ω) T→ (S, ω0) W→ U (H) (5.77)
defines a Weyl system W ◦ T =WT for (S, ω) such that:
ŴT (z) =: Ŵ (Tz) (5.78)
Remark 47 The matrix T in Eq.(5.76) is clearly ambiguous by left multipli-
cation by any matrix T ′ such that T˜ ′ω0T = ω0. However, as:
ω0 (T
′Tz, T ′Tz′) = ω0 (Tz, T z
′) = ω (z, z′) (5.79)
the Weyl systems associated with T and T ′T are unitarily equivalent.
5.4 Some Examples
As is well known [4], a conspicuous example of a one-parameter group of sym-
plectic transformations is provided by the time evolution of a Hamiltonian sys-
tem. So, let’s study some simple examples.
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5.4.1 The free particle
In this case, the one-parameter group is given by: (q, p)→ (q + tp/m, p) and is
represented by the matrix:∣∣∣∣ q (t)p (t)
∣∣∣∣ = F (t) ∣∣∣∣ qp
∣∣∣∣ ; F (t) = ∣∣∣∣ 1 t/m0 1
∣∣∣∣ ; F (t)F (t′) = F (t+ t′) (5.80)
Then:
Ŵt (q, p) = Ŵ (q (t) , p (t)) = exp
{
(i/~)
[
q (t) P̂ + p (t) Q̂
]}
=: exp
{
(i/~)
[
qP̂t + pQ̂t
]}
(5.81)
where:
P̂t = P̂ , Q̂t = Q̂+ tP̂ /m (5.82)
There exists therefore a one-parameter family
{
F̂ (t)
}
t∈R
of unitary operators
such that:
exp
{
ipQ̂t/~
}
= F̂ † (t) exp
{
ipQ̂/~
}
F̂ (t) (5.83)
and:
exp
{
iqP̂t/~
}
= F̂ † (t) exp
{
iqP̂ /~
}
F̂ (t) (5.84)
Setting then:
F̂ (t) = exp
{
−iĤt/~
}
(5.85)
using Eq.(5.82) and expanding for small q, p and t, one finds the commutation
relations: [
P̂ , Ĥ
]
= 0,
[
Q̂, Ĥ
]
=
i~
m
P̂ (5.86)
Remark 48 Note that the previous equation does not specify what are the ba-
sic commutation relations between Q̂ and P̂ . Stated otherwise, we are not yet
specifying what should be the symplectic structure that appears on the r.h.s. of
Eq.(5.19), and this is very much in the spirit [229] of Wigner’s approach. In
what follows, however, and as we are dealing with this and the following Exam-
ples only to exhibit simple instances of Weyl systems, we shall assume that q
and p are Darboux coordinates, and hence that the basic commutation relations
are of the standard form of Eq.(5.24). The only unknown quantity in Eq.(5.86)
will be then the Hamiltonian Ĥ.
As the generators of linear and homogeneous canonical transformations are
quadratic functions, it is natural to look for a quantum operator Ĥ that is also
a quadratic function:
Ĥ = aP̂ 2 + bQ̂2 + c
(
P̂ Q̂+ Q̂P̂
)
(5.87)
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Then the solution of the previous commutation relations is precisely:
Ĥ =
P̂ 2
2m
+ λ̂I (5.88)
where Î is the identity operator and λ and arbitrary (real) constant. Apart from
this, the quantum operator associated with the time evolution is the standard
quantum Hamiltonian.
5.4.2 The Harmonic Oscillator
The classical Hamiltonian is:
H = p
2
2m
+
1
2
mω2q2 (5.89)
and the solution of the equations of motion is:
q (t) = q cosωt+ p
sinωt
mω
(5.90)
p (t) = p cosωt− qmω sinωt
The matrix F (t) is then:
F (t) =
∣∣∣∣ cosωt sinωtmω−mω sinωt cosωt
∣∣∣∣ (5.91)
Proceeding just as in the previous case we find again:
Ŵt (q, p) = exp
{
(i/~)
[
qP̂t + pQ̂t
]}
(5.92)
with, now:
Q̂t = Q̂ cosωt+ P̂
sinωt
mω
(5.93)
and:
P̂t = P̂ cosωt− Q̂mω sinωt (5.94)
Defining again: F̂ (t) = exp
{
−iĤt/~
}
and working out the commutation
relations of Ĥ with Q̂ and P̂ , that read now:[
Q̂, Ĥ
]
=
i~
m
P̂ (5.95)
just as before, and: [
P̂ , Ĥ
]
= −i~mω2Q̂ (5.96)
one finds :
Ĥ =
P̂ 2
2m
+
1
2
mω2Q̂2 + λ̂I (5.97)
i.e., again ”modulo” an additive multiple of the identity, the standard quantum
Hamiltonian.
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5.4.3 A Charged Particle in a Constant Magnetic Field
The equations of motion for a particle of mass m and charge q in a constant
magnetic field B are [7, 184]88(in units c = 1):
dx
dt
= v (5.98)
m
dv
dt
= qv ×B (5.99)
The vector field is therefore:
Γ = v· ∂
∂x
+
q
m
v ×B· ∂
∂v
(5.100)
The equations of motion can be derived either from the Lagrangian:
L = 1
2
mv2 + qv ·A (5.101)
where A is the vector potential: ∇×A = B, or from the Hamiltonian:
H = p
2
2m
(5.102)
with the symplectic form:
ωB = −1
2
qεijkB
kdxi ∧ dxj + dxi ∧ dpi (5.103)
where:
p = π − qA (5.104)
π is the canonical momentum:
π =
∂L
∂v
(5.105)
and p = mv is the kinetic momentum.
We will consider here a field: B = (0, 0, B). As the motion along x3 is trivial
and decouples, we will ignore it and concentrate on the dynamics in the
(
x1, x2
)
plane. Among the various gauges that one can employ the most popular are the
Landau gauges :
A1 = B
(
x2, 0, 0
)
; A2 = B
(
0,−x1, 0) (5.106)
or the symmetric gauge:
As =
B
2
(
x2,−x1, 0) = 1
2
B× r = A1 +A2
2
(5.107)
88For an analysis at the quantum level, see [28, 62, 49, 102, 126]
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Introducing collective coordinates: z =
(
z1, ..., z4
)
with:
(
z1, z2
)
=
(
x1, x2
)
,(
z3, z4
)
= (p1, p2) and setting q = m = 1, the symplectic form can be written
as:
ωB =
1
2
Ωijdz
i ∧ dzj (5.108)
where Ω is the matrix:
Ω =
∣∣∣∣∣∣∣∣
0 −B 1 0
B 0 0 1
−1 0 0 0
0 −1 0 0
∣∣∣∣∣∣∣∣ (5.109)
Explicitly:
ωB = −Bdx1 ∧ dx2 + dx1 ∧ dp1 + dx2 ∧ dp2 (5.110)
The inverse of Ω :
Λ = −Ω−1 =
∣∣∣∣∣∣∣∣
0 0 1 0
0 0 0 1
−1 0 0 B
0 −1 −B 0
∣∣∣∣∣∣∣∣ (5.111)
defines the Poisson tensor:
Λ =
1
2
Λij
∂
∂zi
∧ ∂
∂zj
(5.112)
or, explicitly:
Λ =
∂
∂x1
∧ ∂
∂p1
+
∂
∂x2
∧ ∂
∂p2
+B
∂
∂p1
∧ ∂
∂p2
(5.113)
A transformation that reduces ωB to the standard Darboux form, defined
by the matrix:
Ω0 =
∣∣∣∣ 02×2 I2×2−I2×2 02×2
∣∣∣∣ (5.114)
is: z → z˜ = Tz with:
T =
∣∣∣∣∣∣∣∣
1 0 0 0
0 1 0 0
0 −B 1 0
0 0 0 1
∣∣∣∣∣∣∣∣ (5.115)
i.e., explicitly:
p1 → p˜1 = p1 −Bx2 (5.116)
with all the other coordinates unchanged and:
ωB (z, z
′) = ωD (Tz, T z
′) = ω0 (z˜, z˜
′) (5.117)
which implies, as can also be checked by direct calculation on the representative
matrices:
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T˜ ω0T = Ω (5.118)
Notice that this amounts to the transformation:
r→ r, p→ p−A1 (5.119)
One could have used instead, e.g., the transformation:
r→ r, p→ p−As (5.120)
that is defined by the matrix:
T ′ =
∣∣∣∣∣∣∣∣
1 0 0 0
0 1 0 0
0 B/2 1 0
−B/2 0 0 1
∣∣∣∣∣∣∣∣ (5.121)
and here too:
T˜ ′ω0T
′ = Ω (5.122)
Notice that, defining: V =: T ′T−1, Eqns. (5.118) and (5.122) imply:
V˜ ω0V = ω0 (5.123)
i.e.: V ∈ Sp (R6), and this too can be checked by direct calculation.
Concentrating now on the transformation defined by Eq.(5.115) and follow-
ing the procedure outlined in Sect.4.3, we define the Weyl system:
ŴT (z) = Ŵ (Tz) = (5.124)
= exp
{
i
[
x˜1P̂1 + x˜
2P̂2 + p˜1Q̂
1 + p˜2Q̂
2
]}
or, explicitly:
ŴT (z) = exp
i∑
i=1,2
[
xiP̂
(T )
i + piQ̂
(T )
i
] (5.125)
where:
Q̂
(T )
i = Q̂i, i = 1, 2, P̂
(T )
1 = P̂1, P̂
(T )
2 = P̂2 +BQ̂
1 (5.126)
Notice that: [
Q̂
(T )
i , Q̂
(T )
j
]
= 0;
[
Q̂
(T )
i , P̂
(T )
j
]
= iδij (5.127)
while: [
P̂
(T )
1 , P̂
(T )
2
]
= −iB (5.128)
Time evolution is given by:∣∣∣∣∣∣∣∣
x1 (t)
x2 (t)
p1 (t)
p2 (t)
∣∣∣∣∣∣∣∣ = F (t)
∣∣∣∣∣∣∣∣
x1
x2
p1
p2
∣∣∣∣∣∣∣∣ (5.129)
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where:
F (t) =
∣∣∣∣∣∣∣∣
1 0 sin(Bt)B
1−cos(Bt)
B
0 1 − 1−cos(Bt)B sin(Bt)B
0 0 cos (Bt) sin (Bt)
0 0 − sin (Bt) cos (Bt)
∣∣∣∣∣∣∣∣ (5.130)
is a linear symplectic map. Explicitly:
x1 (t) = x1 + p1
sin (Bt)
B
+ p2
1− cos (Bt)
B
(5.131)
x2 (t) = x2 − p1 1− cos (Bt)
B
+ p2
sin (Bt)
B
and:
p1 (t) = p1 cos (Bt) + p2 sin (Bt) (5.132)
p2 (t) = −p1 sin (Bt) + p2 cos (Bt)
Following the procedure outlined in the previous examples, we define then
the Weyl system:
Ŵ
(t)
T (z) = Ŵ (Tz (t)) = exp
i∑
i=1,2
[
xi (t) P̂
(T )
i + pi (t) Q̂
(T )
i
] (5.133)
or:
Ŵ
(t)
T (z) = exp
i∑
i=1,2
[
xiP̂
(T )
i (t) + piQ̂
(T )
i (t)
] (5.134)
where the P̂
(T )
i (t)’s and Q̂
(T )
i (t)’s are defined by:∑
i=1,2
[
xiP̂
(T )
i (t) + piQ̂
(T )
i (t)
]
=:
∑
i=1,2
[
xi (t) P̂
(T )
i + pi (t) Q̂
(T )
i
]
(5.135)
and Eqns.(5.131) and (5.132) have to be used on the r.h.s. Here too we conclude
that there exists a unitary operator F̂ (t) = exp {−itH/~} such that:
exp
{
ipQ̂
(T )
i (t) /~
}
= F̂ † (t) exp
{
ipQ̂
(T )
i /~
}
F̂ (t) (5.136)
exp
{
iqP̂
(T )
i (t) /~
}
= F̂ † (t) exp
{
iqP̂
(T )
i /~
}
F̂ (t) ; i = 1, 2
Expanding again for small q, p, t and using Eq.(5.126) we find the commu-
tation relations: [
P̂1,H
]
= 0,
[
P̂2,H
]
= i~B
(
P̂1 −BQ̂2
)
(5.137)
and: [
Q̂1,H
]
= i~
(
P̂1 −BQ̂2
)
,
[
Q̂2,H
]
= i~P̂2 (5.138)
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and it is easy to conclude that the Hamiltonian operator is now:
H = 1
2
[(
P̂1 −BQ̂2
)2
+ P̂ 22
]
(5.139)
which corresponds to the ”minimal coupling” prescription:
P̂→ P̂−A (5.140)
with: A = A1.
5.4.4 Magnetic Translation Groups and Weyl Systems
We will exhibit in this final Subsection another example [184] of a Weyl system,
which is provided by the implementation at the quantum level of the group
of translations in a two-dimensional electron gas in a constant (perpendicular)
magnetic field that has been studied in the previous Subsection.
Reinstating the constants (c,m, q) in the proper places, the Hamiltonian is
given by (cfr.Eq.(5.102)):
H =
1
2m
[π − q
c
A]
2
(5.141)
Introducing complex coordinates: ζ = x + iy, the equations of motion be-
come:
d
dt
{
·
ζ + iΩζ} = 0; Ω = qB
mc
(5.142)
and they have the solution:
ζ(t) = X +A exp{−iΩt} (5.143)
where:
X = ζ − i
Ω
·
ζ = const. (5.144)
The associated total energy is:
E =
p2
2m
≡ 1
2
m|
·
ζ|2 ≡ 1
2
mΩ2|A|2 (5.145)
and the orbits are circles of radius |A| and center:
X = x0 + iy0; x0 = x+
py
mΩ
, y0 = y − px
mΩ
(5.146)
The Poisson brackets for the components of the kinetic momentum are:
{pi, pj} = q
c
(∂iAj − ∂jAi) ≡ q
c
εijkBk (5.147)
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i.e.:
{px, py} = mΩ (5.148)
and hence:
{x0, y0| = − 1
mΩ
= − c
qB
(5.149)
The Cartan form:
θL =
∂L
∂v
· dq ≡ {pi + q
c
Ai}dxi (5.150)
leads to:
ωL =: −dθL = dxi ∧ dpi + q
2c
(∂iAj − ∂jAi)dxi ∧ dxj (5.151)
i.e.:
ωL = dxi ∧ dpi + q
2c
εijkBidxj ∧ dxk (5.152)
The dynamical vector field is given by (cfr. Eq.(5.100)):
Γ =
pi
m
∂
∂qi
+
q
mc
εijkpjBk
∂
∂vi
(5.153)
No¨ther’s theorem [186] states that, if Xc is a tangent lift89, and:
LXcL =LΓh, h = π∗Ĝ, i.e. : h = h(r) (5.154)
then the associated constant of the motion is:
χ = iXcθL − h (5.155)
For translations in the plane:
Xi ≡ Xci =
∂
∂x i
(5.156)
Hence:
LXiL =
q
mc
(∂iAj)pj ≡ q
c
(∂iAj − ∂jAi) + q
c
∂jAi (5.157)
i.e.:
LXiL =
q
c
d
dt
(A+ r×B)i (5.158)
(h = qc (A+ r×B)), and the associated No¨ther’s constants of the motion are:
χi = iXiθL − hi = (p+
q
c
B× r)i (5.159)
89We recall [186] that,if: X = Xi∂/∂qi, Xi = Xi (q) is a vector field on some manifold M ,
its tangent lift Xc is the vector field on TM defined by: Xc = Xi∂/∂qi+LΓ(X
i)∂/∂vi, with
Γ any second-order vector field.
124
Notice that the coordinates of the center of the Larmor orbit are:
x0 =
c
qB
(py +
qB
c
x) ≡ c
qB
(p+
q
c
B× r)y (5.160)
y0 = − c
qB
(mvx − qB
c
y) ≡ −(p+ q
c
B× r)x
Hence:
χx = −qB
c
y0, χy =
qB
c
x0 (5.161)
It follows then that the P.B.’s among the No¨ther’s constants of the motion
are:
{χi, χj} = −q
c
εijkBk (5.162)
Following then the standard rules for the implementation of symmetries at
the quantum level, we associate with a (finite) translation by a vector a in the
plane the magnetic translation operator T̂ (a) [76, 184, 236, 237] defined by:
T̂ (a) = exp
{
i
~
χ̂op · a
}
(5.163)
where (p = π − qA/c):
χ̂op = π̂ − q
c
(B× r−A) ; π̂ = ~
i
▽ (5.164)
with the commutation relations:
[χ̂i, χ̂j ] = i~
q
c
εijkBk (5.165)
Of course, χ̂op commutes with the Hamiltonian, and so does T̂ (a).
Using then the identities:
exp {A+B} = exp {A} exp {B} exp
(
−1
2
[A,B]
)
(5.166)
exp {A} exp {B} = exp {B} exp {A} exp ([A,B]) (5.167)
valid whenever: [A, [A,B]] = [B, [A,B]] = 0, and noting that:[
πi, (B× r−A)j
]
= i~
∂Aj
∂xi
(5.168)
one finds for the action of T̂ (a) on wavefunctions:(
T̂ (a)ψ
)
(r) = exp
{
−i q
~c
a ·A
}
ψ (r+ a) (5.169)
in the symmetric gauge, and, e.g.:(
T̂ (a)ψ
)
(r) = exp
{
−i q
~c
Ba1 (y − a2/2)
}
ψ (r+ a) (5.170)
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in the Landau gauge: A = B (0, x, 0). Then it is easy to prove that:
T̂ (a) T̂ (b) = exp
{
iq
2~c
B · a× b
}
T̂ (a+ b) (5.171)
and:
T̂ (a) T̂ (b) = T̂ (b) T̂ (a) exp
{
iq
~c
B · a× b
}
(5.172)
But:
q
c
B · a× b = ωL (a,b) (5.173)
and hence:
T̂ (a) T̂ (b) = exp
{
i
2~
ωL (a,b)
}
T̂ (a+ b) (5.174)
The magnetic translation operators are therefore an instance [238] of a Weyl
system on the configuration space.
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6 Quantum Mechanics in Phase Space
6.1 The Weyl and Wigner Maps
We will work in S ≈ R2 for simplicity. Generalizations to higher dimensions are
easy to work out.
As a preliminary remark, let’s observe that we have the identity (f ∈
L2
(
R2
)
):∫∫∫∫
dξdηdq′dp′
(2π~)2
f (q′, p′) e−iω0((q
′,p′),(ξ,η))/~ei(ξp+ηq)/~ ≡ f (q,−p) (6.1)
This can also be rewritten as:∫∫
dξdη
2π~
[
1
~
Fs (f)
(
η
~
,
ξ
~
)]
ei(ξp+ηq)/~ = f (q,−p) (6.2)
where Fs (f) is the symplectic Fourier transform90 [77, 240]:
Fs (f) (η, ξ) =
∫∫
dqdp
2π
f (q, p) e−iω0((q,p),(ξ,η)) (6.3)
and, as usual: ω0 ((q, p) , (ξ, η)) = qη − pξ.
Digression.
Allowing also for distribution-valued transforms, we have, in particular:
Fs (q) (η, ξ) = 2πiδ′ (η) δ (ξ) (6.4)
and:
Fs (p) (η, ξ) = −2πiδ (η) δ′ (ξ) (6.5)
The Weyl map [225] amounts to the replacement, in Eq.(6.2):
exp {i (ξp+ ηq) /~} → exp
{
i
(
ξP̂ + ηQ̂
)
/~
}
≡ Ŵ (ξ, η) (6.6)
whereby one obtains the map:
Ω : F (R2)→ Op (H) (6.7)
defined by:
Ω (f) =
∫∫
dξdη
2π~
[
1
~
Fs (f)
(
η
~
,
ξ
~
)]
Ŵ (ξ, η) = (6.8)
≡
∫∫
dξdη
2π
Fs (f) (η, ξ) Ŵ (~ξ, ~η)
90See Appendix C. The fact that we get a change in sign in the second variable is precisely
a byproduct of the use of the symplectic Fourier transform. Had we used instead the ordinary
Fourier transform we would have obtained of course f (q, p) instead of f (q,−p) on the r.h.s.
of (6.2).
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It is simple to show that, if f is real, then:
Fs (f) (η, ξ) = Fs (f) (−η,−ξ) (6.9)
and this proves that Ω (f) is (at least) a symmetric [201] operator (more on this
later on). Using then:(
Ŵ (ξ, η)ψ
)
(x) = exp {iη [x+ ξ/2] /~}ψ (x+ ξ) (6.10)
we obtain:
(Ω (f)ψ) (x) =
∫∫
dξdη
2π
Fs (f) (η, ξ) exp [iη (x+ ~ξ/2)]ψ (x+ ~ξ) (6.11)
In particular, using (6.4) and (6.5):
(Ω (q)ψ) (x) = xψ (x) , (Ω (p)ψ) (x) = i~
dψ
dx
(6.12)
In other words:
Ω (q) = Q̂ (6.13)
while (cfr. the discussion in the previous footnote):
Ω (p) = −P̂ (6.14)
More generally, for arbitrary integers n and m:
Fs (qnpm) (η, ξ) = 2π (−)m in+mδ(n) (η) δ(m) (ξ) (6.15)
which implies:
(Ω (qnpm)ψ) (x) =
(
i
d
dξ
)m
[(x+ ~ξ/2)n ψ (x+ ~ξ)] |ξ=0 (6.16)
which can be rearranged [240] in the form:
(Ω (qnpm)ψ) (x) =
1
2n
n∑
k=0
(
n
k
)
xk
(
i~
d
dx
)m [
xn−kψ (x)
]
(6.17)
Hence:
Ω (qnpm) =
1
2n
n∑
k=0
(
n
k
)
[Ω (q)]
k · [Ω (p)]m · [Ω (q)]n−k (6.18)
In particular, for n = m = 1:
Ω (qp) =
1
2
(Ω (q) · Ω (p) + Ω (p) · Ω (q)) (6.19)
Notice that:
Ω (qp) = Ω (pq) (6.20)
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but:
Ω (qp) 6= Ω(q) · Ω (p) (6.21)
Also, as can be shown on examples, in general:
Ω (fg) 6= 1
2
(Ω (f) · Ω (g) + Ω (g) · Ω (f)) (6.22)
as can be seen already from Eq.(6.18) when m and/or n 6= 1, i.e. the ”Weyl
symmetrization procedure” (6.22) [225] holds only in very special cases.
Using Eq.(6.11) we obtain, for the matrix elements of the Weyl operator
Ω (f):
〈φ|Ω (f) |ψ〉 =
∫
dxdξdη
2π
Fs (f) (η, ξ) eiη(x+~ξ/2)φ (x)ψ (x+ ~ξ) (6.23)
In particular, in a plane-wave basis (ψ (x) =
(
1/
√
2π
)
exp {ikx} etc.):
〈k′|Ω (f) |k〉 =
∫
dξ
2π
Fs (f) (k′ − k, ξ) exp {i~ξ (k + k′) /2} (6.24)
or:
〈K + k/2|Ω (f) |K − k/2〉 =
∫
dξ
2π
Fs (f) (k, ξ) exp {i~ξK/2} (6.25)
Inserting then the explicit form of the symplectic Fourier transform we find
eventually:
〈K + k/2|Ω (f) |K − k/2〉 =
∫
dq
2π
f (q,−~K) exp {−ikq} (6.26)
For example, f (q, p) = p yields:
〈K + k/2|Ω (p) |K − k/2〉 = −~Kδ (k) (6.27)
which (cfr. Eq.(6.14)) is the correct result.
The Weyl map can be inverted, i.e there exists a map, called the Wigner
map:
Ω−1 : Op (H)→ F (R2) (6.28)
such that:
Ω−1 (Ω (f)) = f (6.29)
In general, given any operator Ô such that Tr
[
ÔŴ (x, k)
]
exists91, the
Wigner map is defined as:
Ω−1
(
Ô
)
(q, p) =:
∫∫
dxdk
2π~
exp {−iω0 ((x, k) , (q, p)) /~}Tr
[
ÔŴ † (x, k)
]
(6.30)
91As W is a bounded operator, this will be granted, e.g., if A is trace-class.
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In order to prove Eq.(6.29), we need the trace:
Tr[Ŵ (x, k) Ŵ † (ξ, η)] =
∫
dhdh′
〈
h
∣∣∣Ŵ (x, k)∣∣∣ h′〉〈h′ ∣∣∣Ŵ †(ξ, η)∣∣∣ h〉 (6.31)
Using Eq. (5.35) we obtain:
Tr
[
Ŵ (x, k) Ŵ † (ξ, η)
]
= 2π~δ (x− ξ) δ (k − η) (6.32)
Inserting then (6.32) into (6.30) and using this result, we obtain:
Ω−1 (Ω (f)) (q, p) =
∫
dξdη
2π
Fs (η, ξ) exp {−iω ((ξ, η) , (q, p))} = f (q, p) (6.33)

6.2 A Digression on: Phase-Point Operators
Going back to Eq.(6.8), which reads:
Ω (f) =
∫∫
dξdη
(2π~)2
Ŵ (ξ, η)
∫∫
dqdpe−i(qη−pξ)/~f (q, p) (6.34)
and, to the extent that it is legitimate to apply Fubini’s theorem, we obtain:
Ω (f) =
∫∫
dqdp
2π~
f (q, p) Â (q, p) (6.35)
where the symplectic Fourier transform of Ŵ (ξ, η), i.e.:
Â (q, p) =:
∫∫
dξdη
2π~
e−i(qη−pξ)/~Ŵ (ξ, η) (6.36)
defines the so-called ”phase-point operators” [38, 39, 68, 125, 233, 234]. It is
not hard to prove, using: Ŵ † (ξ, η) = Ŵ (−ξ,−η) and Eqns.(5.37) and (6.32)
that:
• The phase-point operators are of unit trace:
TrÂ (q, p) = 1 (6.37)
• They are Hermitian:
Â† (q, p) = Â (q, p) (6.38)
and:
• They are trace-orthogonal, i.e.:
Tr
(
Â (q, p) Â (q′, p′)
)
= 2π~δ (q − q′) δ (p− p′) (6.39)
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• Moreover, a simple calculation shows that:∫∫
dqdp
2π~
Â (q, p) = Ŵ (0, 0) = Î (6.40)
with Î the identity operator.
All this proves that the phase-point operators are a complete (trace) or-
thonormal set of Hermitian operators. In particular, substituting the Wigner
function Ω−1
(
Ô
)
for the function f in Eq.(6.35) and as: Ω
(
Ω−1
(
Ô
))
= Ô,
we obtain at once the reconstruction:
Ô =
∫∫
dqdp
2π~
Ω−1
(
Ô
)
(q, p) Â (q, p) (6.41)
in terms of the Wigner function and the phase-point operators, as well as, using
Eq.(6.39):
Ω−1
(
Ô
)
(q, p) = Tr
{
ÔÂ (q, p)
}
(6.42)
An explicit representation of phase-point operators satisfying all of the above
properties is:
Â (q, p) =
∫
dq′|q + q′/2〉 exp (iq′p/~) 〈q − q′/2| (6.43)
with matrix elements:〈
x
∣∣∣Â (q, p)∣∣∣ x′〉 = 2δ (x+ x′ − 2q) exp {ip (x− x′) /~} (6.44)
6.3 More on the Wigner Map
It is useful to have an expression for the Wigner map directly in terms of the
matrix elements of the operators. Working again for simplicity in R2 and intro-
ducing resolutions of the identity in terms of plane waves: {|m〉}92:
Ω−1
(
Ô
)
(q, p) =
∫
dxdπdldm
2π~
exp {−i (xp− πq) /~}
〈
l|Ô|m
〉〈
m|Ŵ † (x, π) |l
〉
(6.45)
or (π = ~k):
Ω−1
(
Ô
)
(q, p) =
∫
dxdkdldm
2π
exp {−i (xp/~− kq)}
〈
l|Ô|m
〉〈
m|Ŵ † (x, ~k) |l
〉
(6.46)
and using: 〈
m|Ŵ † (x, ~k) |l
〉
= exp {−ix (m+ l) /2} δ (l −m− k) (6.47)
92〈x|m〉 = 1√
2pi
exp {imx}, and:
∫
dm|m〉 〈m| = I.
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one finds eventually:
Ω−1
(
Ô
)
(q, p) =
∫
dkeiqk
〈
−p/~+ k/2|Ô| − p/~− k/2
〉
(6.48)
with obvious generalizations to higher dimensions. As an example, if: Â = −P̂ ,
then, as: P̂ |m〉 = ~m |m〉:〈
−p/~+ k/2|(−P̂ )| − p/~− k/2
〉
= (p~+ k/2) 〈−p/~+ k/2| − p/~− k/2〉
≡ pδ (k) (6.49)
and we find:
Ω−1
(
(−P̂ )
)
(q, p) = p (6.50)
as expected.
Also, it is easy to prove that:
Ω−1
(
Ŵ (q′, , p′)
)
(q, p) = exp {iω0 ((q, p) , (q′, p′)) /~} (6.51)
Introducing now resolutions of the identity relative to the coordinates:
Ω−1
(
Â
)
(q, p) =
∫
dkdxdx′eiqk
〈
−p/~+ k/2| x〉 〈x |Â| x′〉 〈x′ | − p/~− k/2
〉
(6.52)
the integration over k yields a delta-function, and we obtain, eventually, the
celebrated Wigner formula [125, 228], or Wigner transform :
Ω−1
(
Ô
)
(q, p) =
∫
dξeipξ/~
〈
q + ξ/2|Ô |q − ξ/2
〉
(6.53)
Here too, setting: Â = Q̂, we find at once: Ω−1
(
Q̂
)
(q, p) = q, as expected. As
another example, consider, e.g.: Â = |φ〉〈ψ| (which is a prototype of a finite-rank
operator). Then it is immediate to see that:
Ω−1 (|φ〉〈ψ|) (q, p) =
∞∫
−∞
dξeipξ/~φ (q + ξ/2)ψ (q − ξ/2) (6.54)
Remark 49 From Eq.(6.54) we obtain:
∣∣Ω−1 (|φ〉〈ψ|) (q, p)∣∣ ≤ 2 ∞∫
−∞
dη |φ (q + η)| |ψ (q − η)| (6.55)
and, using Schwartz’s inequality:∣∣Ω−1 (|φ〉〈ψ|) (q, p)∣∣ ≤ 2 ‖φ‖ ‖ψ‖ (6.56)
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In particular, if |ψ〉 = |φ〉 and: 〈φ|φ〉 = 1, i.e. for a one-dimensional projector:
Pφ = |φ〉〈φ|: ∣∣Ω−1 (Pφ) (q, p)∣∣ ≤ 2 (6.57)
As every density matrix can be written as a convex linear combination of one-
dimensional projectors, we obtain eventually the uniform bound93 [68]:∣∣Ω−1 (ρ̂) (q, p)∣∣ ≤ 2 (6.58)
if ρ̂ is a density matrix.
Proceeding in a somewhat heuristic manner, let now Ô be a self-adjoint
operator with a completely discrete spectrum: Ô|φn〉 = λn|φn〉, 〈φn|φm〉 = δnm
and:
∑
n |φn〉〈φn| = I. Then:
Ω−1
(
Ô
)
(q, p) =
∑
n
λn
∫
dξeipξ/~φn (q + ξ/2)φn (q + ξ/2) (6.59)
and hence, proceeding as before:∣∣∣Ω−1 (Ô) (q, p)∣∣∣ ≤ 2∑
n
|λn| = 2Tr
∣∣∣Ô∣∣∣ (6.60)
where [201]:
∣∣∣Ô∣∣∣ =:√Ô†Ô. Trace-class operators94 are defined [201] by requir-
ing finiteness of Tr
∣∣∣Ô∣∣∣. Therefore:
The Wigner function of any trace-class operator Ô will be uniformly bounded
by 2Tr
∣∣∣Ô∣∣∣ .
It is easy to check that the Wigner transform inverts to:〈
x|Ô|x′
〉
=
∫
dp
2π~
exp {−ip (x− x′) /~}Ω−1
(
Ô
)(x+ x′
2
, p
)
(6.61)
As an example, let’s consider the Wigner transform of Ô = |φ〉〈ψ| as given
by Eq.(6.54). Then it is immediate to check that, indeed:∫
dp
2π~
e{−ip(x−x
′)/~}Ω−1
(
Ô
)(x+ x′
2
, p
)
= φ (x)ψ (x′) = 〈x|φ〉〈ψ|x′〉 (6.62)
Example 50 As a less simple example as compared to the previous ones, let
us consider a 1D harmonic oscillator of mass m and proper frequency ω. The
corresponding Hamiltonian is:
Ĥ =
P̂ 2
2m
+
1
2
mω2Q̂2 (6.63)
93Note that we are using here a slightly different normalization than that used in Ref.[68].
94A class of operators comprising, in particular, finite-rank projection operators as well as
density states.
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with eigenvalues: En = (n+ 1/2)~ω , n ≥ 0 and eigenfunctions:
ψn (x) =
4
√
mω
π~
1√
2nn!
exp
(−ζ2/2)Hn (ζ) (6.64)
where ζ is the dimensionless variable: ζ = x
√
mω/~ and the Hn’s are the
Hermite polynomials [69]. We want to evaluate here the Wigner function (the
Wigner map) associated with the ”Boltzmann factor” Â = exp
(
−βĤ
)
, with β
the inverse temperature . Of course:〈
x
∣∣∣e−βĤ∣∣∣ x′〉 = ∞∑
n=0
e−βEnψn (x)ψn (x
′) (6.65)
Inserting the explicit form (6.64) of the eigenfunctions:〈
x
∣∣∣e−βĤ∣∣∣ x′〉 =√mωz
π~
∞∑
n=0
zn
2nn!
e−(ζ
2+ζ′2)/2Hn (ζ)Hn (ζ
′) , z = exp (−β~ω)
(6.66)
Now, it turns out that95 [77, 128]:
∞∑
n=0
zn
2nn!
Hn (ζ)Hn (ζ
′) =
1√
1− z2 exp
{
2zζζ′ − z2 (ζ2 + ζ′2)
1− z2
}
, |z| < 1
(6.67)
and therefore the matrix element (6.65)can be expressed in closed form as:〈
x
∣∣∣e−βĤ∣∣∣x′〉 =√mω
π~
e−(ζ
2+ζ′2)/2
√
z
1− z2 exp[
2zζζ′ − z2 (ζ2 + ζ′2)
1− z2 ] (6.68)
Setting then: x = q + ξ/2, x′ = q − ξ/2 and inserting the result into Eq.(6.53)
one finds eventually the Wigner function:
Ω−1
(
e−βĤ
)
(q, p) =
1
cosh (βℏω/2)
exp
{
− tanh (βℏω/2)
[
mω
ℏ
q2 +
p2
mℏω
]}
(6.69)
Coming back now to the main object of this Section, an interesting conse-
quence of Eq.(6.48) is the following. Let’s calculate the L2 norm of Ω−1
(
Â
)
(q, p),
i.e.: ∥∥∥Ω−1 (Â)∥∥∥2 = ∫ dqdp
2π~
∣∣∣Ω−1 (Â) (q, p)∣∣∣2 (6.70)
Explicitly:∥∥∥Ω−1 (Â)∥∥∥2 = (6.71)
=
∫
dqdp
2π~
dkdk′ei(k
′−k)q
〈
p/~− k/2|Â†|p/~+ k/2
〉〈
p/~+ k′/2|Â|p/~− k′/2
〉
95This is known also as Mehler’s formula.
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Performing the integration over q , which produces a delta-function, and shifting
variables: p→ p+ ~k/2:∥∥∥Ω−1 (Â)∥∥∥2 = ∫ d (p/~)dk 〈p/~|Â†|p/~+ k〉〈p/~+ k|Â|p/~〉 (6.72)
The integration over k yields a resolution of the identity, and we end up with:∥∥∥Ω−1 (Â)∥∥∥2 = ∫ d (p/~)〈p/~|Â†Â|p/~〉 (6.73)
i.e., eventually: ∥∥∥Ω−1 (Â)∥∥∥2 = Tr{Â†Â} (6.74)
and, if: Â = Ω(f):
‖f‖2 = Tr
{
Ω (f)
†
Ω (f)
}
(6.75)
The condition of finiteness (positivity is obvious) of Tr
{
A†A
}
characterizes A
as a Hilbert-Schmidt [201] operator. Therefore [198]:
Theorem 51 f will be square-integrable (f ∈ L2 (R2)) if and only if Ω (f) is
Hilbert-Schmidt.Quite similarly: Ω−1
(
Â
)
will be square-integrable if and only
if Â is Hilbert-Schmidt.
The Weyl and Wigner maps establish therefore a bijection [77, 93] between
Hilbert-Schmidt operators and square-integrable functions on phase space. This
is consistent with the fact that both spaces are Hilbert spaces. Moreover,
Eqs.(6.74) and (6.75) prove that the bijection, being an isometry, is also (strongly)
bicontinuous.
The fact that: Fs (η, ξ) = Fs (−η,−ξ) as well as that: Ŵ † (ξ, η) = Ŵ (−ξ,−η)
allows also to prove at once that the Weyl and Wigner maps ”preserve conju-
gation”, i.e. that:
Ω
(
f
)
= Ω(f)
†
(6.76)
as well as:
Ω−1
(
Ô†
)
= Ω−1
(
Ô
)
(6.77)
Therefore, in particular, if f is real, then, as already mentioned, Ω (f) will be a
symmetric operator.
As a final remark, we observe that Eq. (6.61) implies also:
Trx
(
Ô
)
=:
∫
dx 〈x |O| x〉 =
∫
dqdp
2π~
Ω−1
(
Ô
)
(q, p) (6.78)
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(with the same result for the similarly defined Trp
(
Â
)
) as well as, of course:∫
dqdp
2π~
f (q, p) = Tr (Ω (f)) (6.79)
and this defines formally a ”trace” operation on phase space:
Tr (f) =:
∫
dqdp
2π~
f (q, p) (6.80)
Of course, all these results will make sense when all the quantities in the previous
equations are finite. For example, if: Â = Pψ = |ψ〉〈ψ| , 〈ψ|ψ〉 = 1 is a one-
dimensional projector, then:
Ω−1 (Pψ) (q, p) =
∫
dξeipξ/~ 〈q + ξ/2|ψ〉 〈ψ|q − ξ/2〉 (6.81)
and: ∫
dqdp
2π~
Ω−1 (Pψ) (q, p) =
∫
dq 〈q|ψ〉 〈ψ|q〉 = ‖ψ‖2 = 1 (6.82)
As a less trivial example, in the case of the harmonic oscillator we find with
some long but elementary algebra using Eq.(6.69):
Tr
{
Ω−1
(
e−βĤ
)}
=
∫
dqdp
2π~
Ω−1
(
e−βĤ
)
=
1
2 sinh (β~ω/2)
(6.83)
which is the expected result [183] for the canonical partition function of a 1D
harmonic oscillator.
Remark 52 The mere existence of the phase-space trace of Ω−1
(
Ô
)
, i.e. finite-
ness of
∫
(dqdp/2π~)Ω−1
(
Ô
)
(q, p) does not however guarantee that Â be trace-
class, as this requires, as already recalled [201], the more stringent condition that
:
Tr
(∣∣∣Ô∣∣∣) <∞, ∣∣∣Ô∣∣∣ =: √O†O (6.84)
and
∣∣∣Ô∣∣∣ is not connected to the Wigner function Ω−1 (Ô) in any simple manner.
6.4 The Moyal Product
Working again for simplicity96 in S ≈ R2, the Wigner map allows for the defi-
nition of a new algebra structure on the space of functions F (R2), the Moyal
” ∗ ”-product [94, 189, 228], that is defined as:
f ∗ g =: Ω−1
(
Ω̂ (f) · Ω̂ (g)
)
(6.85)
96We stress once again that extensions to higher dimensions are essentially straightforward.
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(as, generically: Ω̂ (f) · Ω̂ (g) 6= Ω̂ (g) · Ω̂ (f), it is clear that, again generically:
f ∗ g 6= g ∗ f).
This product is associative97 (as the algebra of operators is), it is distributive
w.r.t. the sum98 (as Ω̂ (.) is linear), but it is non-local and non-commutative.
Indeed:
(f ∗ g) (q, p) =
∫∫
dxdk
2π~
exp {−iω0 ((x, k) , (q, p)) /~}Tr
[
Ω̂ (f) · Ω̂ (g) Ŵ † (x, k)
]
(6.86)
and:
Tr
[
Ω̂ (f) · Ω̂ (g) Ŵ † (x, k)
]
=
=
∫
dξdηdξ′dη′
(2π)2
Fs (f) (η, ξ)Fs (g) (η′, ξ′)Tr
[
Ŵ (~ξ, ~η) Ŵ (~ξ′, ~η′) Ŵ † (x, k)
]
(6.87)
Now:
Tr
[
Ŵ (α, β) Ŵ (σ, τ) Ŵ † (x, k)
]
=
= 2πδ (α+ σ − x) δ (β + τ − k) exp {−i [β (α+ σ) + k (σ − x)] /2~}
(6.88)
Hence:
Tr
[
Ω̂ (f) · Ω̂ (g) Ŵ † (x, k)
]
=∫
dξdξ′dηdη′
2π~ Fs (f) (η, ξ)Fs (g) (η′, ξ′) e−i(ηx−kξ)/2δ (ξ + ξ′ − x/~) δ (η + η′ − k/~)
(6.89)
and, using the deltas to get rid of the ξ′, η′ integrations and the explicit form of
the symplectic Fourier transforms:
Tr
[
Ω̂ (f) · Ω̂ (g) Ŵ † (x, k)
]
=
4
∫
dadbdsdt
2π~ f (a, b) g (s, t) e
−i(sk−tx)/~δ (k − 2 (t− b)) δ (x− 2 (s− a))
(6.90)
Inserting this result into Eq.(6.86) we eventually obtain:
(f ∗ g) (q, p) = 4
∫
dadbdsdt
(2π~)2
f (a, b) g (s, t) exp
{
−2i
~
[(a− q) (t− p) + (s− q) (p− b)]
}
(6.91)
or:
(f ∗ g) (q, p) = 4
∫
dadbdsdt
(2π~)2
f (a, b) g (s, t) exp {2iω0 ((q − a, p− b) , (q − s, p− t)) /~}
(6.92)
and this exhibits explicitly the non-locality of the Moyal product.
It can be shown99 that:
97f ∗ (g ∗ h) = (f ∗ g) ∗ h
98f ∗ (g + h) = f ∗ g + f ∗ h
99See,e.g., Ref.[240] for details.
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• The Moyal product can be recast in the form:
(f ∗ g) (q, p) =
∞∑
n,m=0
(
i~
2
)n+m
(−1)n
n!m!
{
∂m+nf (a, b)
∂am∂bn
∂m+ng (a, b)
∂an∂bm
}
|a=q,b=p
(6.93)
and that:
• Eq.(6.93) can be rewritten in compact form as:
(f ∗ g) (q, p) = f (q, p) exp
{
i~
2
[←−
∂
∂q
−→
∂
∂p
−
←−
∂
∂p
−→
∂
∂q
]}
g (q, p) (6.94)
Other equivalent forms of the Moyal product are:
(f ∗ g) (q, p) = f
(
q +
i~
2
−→
∂
∂p
, p− i~
2
−→
∂
∂q
)
g (q, p) (6.95)
or:
(f ∗ g) (q, p) = f (q, p) g
(
q − i~
2
←−
∂
∂p
, p+
i~
2
←−
∂
∂q
)
(6.96)
Remark 53 All the above expressions for the Moyal product apply of course to
functions that are regular enough for the right-hand side of the defining equa-
tions to make sense. In particular, they will hold when f, g are ”Schwartzian”
functions [203] in S
(
R2
)
, i.e. they are of class C∞ and of fast decrease at
infinity.
The form (6.93) exhibits explicitly the Moyal product as a series expansion
in powers of ~. To lowest order:
f ∗ g = fg + i~
2
{f, g}+O (~2) (6.97)
where {., .} is the Poisson bracket. The Planck constant ~ acts then as a ”de-
formation parameter” of the usual associative product structure on the algebra
of functions, making the product non-commutative. Indeed, it can be seen, e.g.,
from the expansion of the exponential in Eq.(6.94), that terms proportional
to even powers of ~ are symmetric under the interchange f ↔ g, but terms
proportional to odd powers are antisymmetric, and this makes the product
non-commutative.
Example 54
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• f ≡ 1 or g ≡ 1. Then:
(1 ∗ g) (q, p) = g (q, p) , (f ∗ 1) (q, p) = f (q, p) (6.98)
• f = q. Then, at least if g ∈ S∞ (R2):
(q ∗ g) (q, p) = 4
∫
dadbdsdt
(2π~)2 ag (s, t) exp
{
2i
~
[(a− q) (t− p) + (s− q) (p− b)]} =
= 4
∫
dadbdsdt
(2π~)2 g (s, t)
(
q + i~2
∂
∂t
)
exp
{
2i
~
[(a− q) (t− p) + (s− q) (p− b)]}
(6.99)
and, integrating by parts in the second integral and using the previous
result:
(q ∗ g) (q, p) =
(
q +
i~
2
∂
∂p
)
g (q, p) (6.100)
Then, in view of the symmetry properties of the various terms in the ex-
pansion of the Moyal product in powers of ~:
(g ∗ q) (q, p) =
(
q − i~
2
∂
∂p
)
g (q, p) (6.101)
• In the same way, if f = p:
(p ∗ g) (q, p) =
(
p− i~
2
∂
∂q
)
g (q, p) (6.102)
etc.
• If f = q, g = p (or viceversa), then, using, e.g., Eq. (6.95):
(q ∗ p) (q, p) = qp+ i~
2
; (p ∗ q) (q, p) = qp− i~
2
(6.103)
Notice that Eq.(6.100) implies:
Ω̂ (q) · Ω̂ (g) = Ω̂ (qg) + i~
2
Ω̂
(
∂g
∂p
)
(6.104)
and similarly for the others.
The generalization of these results, as well as of those of the following Sub-
sections, to higher dimensions, i.e. to: S = R2n with n > 1, are straightforward,
so we will omit details here.
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6.5 The Moyal Bracket(s), ”Moyal” Quantum Mechanics
and the Quantum-Classical Transition
6.5.1 The Moyal Bracket
Using the Moyal product we can define the Moyal Bracket {., .}M as:
{., .}M : F
(
R2
)×F (R2)→ F (R2) ; {f, g}M =: 1i~ (f ∗ g − g ∗ f) (6.105)
Hence, in particular:
{f, g}M = {f, g}+O
(
~2
)
(6.106)
where {., .} is the standard Poisson bracket100.
Being defined in terms of an associative product, the Moyal bracket fulfills
all the properties of a Poisson bracket (linearity, anti-symmetry and the Jacobi
identity), and defines a new Poisson structure on the (non-commutative) algebra
of functions with the Moyal product. In particular, just as for the ordinary
Poisson brackets, the Jacobi identity implies:
{f, g ∗ h}M = {f, g}M ∗ h+ g ∗ {f, h}M (6.107)
i.e. that {f, .} is a derivation (with respect to the ∗-product) on the algebra
of functions. Writing down explicitly the second term in (6.106): {f, g}M =
{f, g}+ ~2 {f, g}2 + ..., we obtain:
{f, g}2 (q, p) =
1
24
{
∂3f
∂q3
∂3g
∂p3
− 3 ∂
3f
∂p∂q2
∂3g
∂q∂p2
+ 3
∂3f
∂p2∂q
∂3g
∂q∂q2
− ∂
3f
∂p3
∂3g
∂q3
}
(6.108)
Therefore, {f, g}M contains, besides first-order derivatives, third and higher-
order derivatives, and, although it is a derivation on the algebra of functions
with the ” ∗ ” product, it is not a vector field (while {f, .} is a vector field).
The reason for that is precisely that the Moyal bracket is non-local, and hence
Willmore’s theorem [231] connecting (inner) derivations with vector fields does
not apply. It is only when f is at most a quadratic polynomial that {f, .}M
becomes a derivation on the usual pointwise product. Indeed, if this is the case,
the Moyal and Poisson brackets of f with other functions coincide. As a check,
we see that, in simple cases, we obtain:
{q, p}M = 1, {q, g}M =
∂g
∂p
, {p, g}M = −
∂g
∂q
(6.109)
Using the definitions of the Weyl and Wigner maps we have, in general:
{f, g}M = iΩ−1
(
Ω̂ (f) · Ω̂ (g)− Ω̂ (g) · Ω̂ (f)
)
/~ (6.110)
100The difference between the Moyal and Poisson brackets is O(~2), and not O (~) as one
could expect, and that because the difference f ∗ g − g ∗ f contains only odd powers of ~.
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i.e.: [
Ω̂ (f) , Ω̂ (g)
]
= −i~Ω̂ ({f, g}M ) (6.111)
In particular, using (6.109) (and: Ω̂ (1) = I)101:[
Ω̂ (q) , Ω̂ (p)
]
= −i~I,
[
Ω̂ (q) , Ω̂ (H)
]
= −i~Ω̂ (∂H/∂p) (6.112)[
Ω̂ (p) , Ω̂ (H)
]
= i~Ω̂ (∂H/∂q) (6.113)
Unless f and/or g are at most quadratic, {f, g}M 6= {f, g}. Therefore, the
commutator of the quantum operators associated with observables on phases
space is not (”modulo” a multiplicative constant) the quantum operator asso-
ciated with the Poisson bracket [56]. Generically, it becomes so only to lowest
order in ~, and reproduces the Ehrenfest theorem [69].
6.5.2 Quantum Mechanics in Phase Space
First of all, it is of some interest, in view of the relevant roˆle they play in
Quantum Mechanics, to see here which phase-space functions correspond to
projection operators on the Hilbert space. The latter, that we will denote as P̂ ,
are completely characterized by:
•
P̂2 = P̂, idempotency (6.114)
•
P̂† = P̂, self − adjointness (6.115)
As to (6.115), this requires the associated Wigner function Ω−1
(
P̂
)
to be
real. As to (6.114), this implies, in terms of the Moyal product (cfr. Eq. (6.85)):
Ω−1
(
P̂2
)
= Ω−1
(
P̂
)
= Ω−1
(
P̂
)
∗ Ω−1
(
P̂
)
(6.116)
Moreover:
Tr
(
Ω−1
(
P̂
))
= Tr(P̂) (6.117)
and: Tr
(
Ω−1
(
P̂
))
will be finite iff P̂ is a finite-rank projection operator.
Therefore:
Projection operators are represented in phase space by real, uniformly-bounded
(cfr. Eq.(6.58)) functions satisfying:
f ∗ f = f (6.118)
101The minus sign in the first commutator stems from the fact that Ω (p) = −P̂ , i.e. ulti-
mately from the fact that we are using the symplectic and not the ordinary Fourier transform.
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and :
Tr (f) < +∞ (6.119)
iff the associated projector is of finite rank. Density states will be represented in
turn by real, again uniformly-bounded, phase-space functions f (q, p) satisfying:
Tr (f) = 1 and:
Tr (f ∗ f) ≤ 1 (6.120)
As discussed in Chapt.4, Quantum Mechanics can (and should) be consis-
tently described in the framework of the projective Hilbert space PH. Once this
is identified (via the Hermitian structure, see the discussion in Chapt.4) with
the space of rank-one projectors, it is natural to pose eigenvalue problems not
for vectors in the Hilbert space but for the associate rank-one projectors, i.e. in
the form:
ÔP̂ = λP̂ ; P̂ † = P̂ , P̂ 2 = P̂ , T rP̂ = 1 (6.121)
with Ô an observable and λ ∈ R the corresponding eigenvalue102. Put in this
form, the eigenvalue problem can be easily formulated on phase space. Indeed,
denoting by simplicity as fÔ = Ω
−1
(
Ô
)
the Wigner function associated with
Ô, the equivalent phase-space formulation will be:
fÔ ∗ f = λf ; f ∗ f = f, f ∈ L2 (T ∗Q) (6.122)
for a real (and uniformly-bounded) function f . This will qualify f as the Wigner
function associated with a projection operator: f = Ω−1
(
P̂
)
, with: Trf = 1 if
it corresponds to a pure state.
A superposition rule capturing also interference phenomena can be formu-
lated in terms of Wigner functions [144, 145, 146, 147, 148] following the lines
of the discussion of Sect.4.1. If we denote as f0 the Wigner function associated
with a reference (pure) state (see Sect.4.1 for more details) and as f1, f2 those
associated with two orthogonal (i.e.: f1 ∗ f2 = 0) pure states, then to the linear
superposition with coefficients c1 and c2, |c1|2+ |c2|2 = 1, there corresponds
the Wigner function associated with Eq.(4.15), namely:
f =
2∑
i,j=1
cic
∗
j
fi ∗ f0 ∗ fj√
Tr (fi ∗ f0 ∗ fj ∗ f0)
(6.123)
where the phase-space trace has been defined in Eq.(6.80).
Coming now to quantum evolution, an observable (a self-adjoint operator)
Ô will evolve in time as:
Ô (t) = Û † (t) · Ô · Û (t) (6.124)
102To avoid unnecessary technical complications, we pose here the problem in the discrete
spectrum. Also, the last condition in Eq.(6.121) can be relaxed in favor of P becoming then a
not necessarily one-dimensional eigenprojector onto the subspace spanned by the eigenvalue
λ.
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where the evolution operator is given by:
Û (t) = exp
(
−itĤ/~
)
(6.125)
Ĥ being the Hamiltonian operator. Denoting again the Wigner function asso-
ciated with Ô as fÔ, and from the very definition of the Moyal product:
fÔ(t) = fÛ†(t)·Ô·Û(t) = fÛ†(t) ∗ fÔ ∗ fÛ(t) (6.126)
Using the (formal) series expansion of the evolution operator (6.125) we can
also write explicitly the evolution operator in phase space fÛ(t) as [12]:
fÛ(t) = exp∗
(−itfĤ/~) =: ∞∑
n=0
(−it/~)n
n!
(
fĤ
)n
∗
(6.127)
where (.)
n
∗ stands for an n-fold star-product.
Now, to lowest order in t: fÛ(t) ≈ 1− (it/~) fĤ etc., and we obtain easily:
d
dt
fÔ(t) =
{
fÔ(t), fĤ
}
M
(6.128)
or, more generally:
d
dt
f (t) =
{
f (t) , fĤ
}
M
; f (0) = f (6.129)
with f any suitable function (e.g., a square-integrable function) on phase space,
leading to:
f (t) = exp∗
(
itfĤ/~
) ∗ f ∗ exp∗ (−itfĤ/~) (6.130)
and this is the phase-space description of quantum dynamics. As the classical
(~ → 0) limit of the Moyal bracket is the Poisson bracket, Eqs.(6.128) and/or
(6.129) reduce, in the classical limit, to the description of the dynamics in terms
of Poisson brackets.
6.6 ”Alternative” Quantum Mechanics and Their Classi-
cal Counterparts
We can begin by recalling a theorem due to Dirac (see [56] and [89] for a more
general discussion) which states that, given an associative, non-Abelian and
maximally non-commutative103 algebra A with identity over R or C, and defin-
ing a ”Poisson bracket”104 on A as a map:
{., .} : A×A −→ A (6.131)
103That is, such that [89] the derived algebra: A′ = Span{[a, b]}; a, b ∈ A, together with the
identity, spans the whole of A.
104Having in mind the algebra of operators on a Hilbert space, Dirac [56] calls it a ”Quantum
Poisson bracket”.
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that is bilinear, antisymmetric, satisfies the Jacobi identity:
{a, {b, c}}+ {b, {c, a}}+ {c, {a, b}} = 0 ∀a, b, c ∈ A (6.132)
and acts as a derivation on the product on the algebra, i.e.:
{a, bc} = {a, b} c+ b {a, c} ∀a, b, c ∈ A (6.133)
then105 the Poisson bracket {a, b} is necessarily proportional to the ”standard”
commutator ab− ba.
This theorem was actually one of the main motivations why, in Chapt.1, we
discussed alternative approaches to QuantumMechanics involving modifications
of the Hermitian product or, equivalently, of the associative product between
operators.
Sticking to this last approach, we consider now a ”deformed” associative
product between operators defined as:
Â ·
(K̂)
B̂ =: Â · K̂ · B̂ (6.134)
where Â, B̂ are linear operators and K̂ is a fixed, positive operator which is
also a constant of the motion. This leads to the definition of the ”deformed”
commutator: [
Â, B̂
]
(K̂)
=: Â ·
(K̂)
B̂ − B̂ ·
(K̂)
Â (6.135)
which satisfies again the Jacobi identity106.
Given then two phase-space functions f and g, Eq.(6.134) leads to the ”de-
formed” Moyal product:
f ∗
(k)
g = f ∗ k ∗ g (6.136)
where:
k =: Ω−1
(
K̂
)
(6.137)
is the Wigner function associated with the operator K̂, and to the ”deformed”
Moyal bracket:
{f, g}M,k =:
1
i~
(f ∗
(k)
g − g ∗
(k)
f) ≡ 1
i~
(f ∗ k ∗ g − g ∗ k ∗ f) (6.138)
and, of course:
{f, g}M,1 ≡ {f, g}M (6.139)
Remark 55 Requiring the operator K̂ to be strictly positive is a necessary con-
dition107 for the definition of a sensible ”deformed” Hermitian product on the
105See, e.g., Ref.[240] for details of the proof.
106See Sect.1.2.2 for further details.
107See again Sect.1.2.2.
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Hilbert space. If this is the case, then K̂ is invertible and the new (asso-
ciative) algebra structure defined by Eq.(6.136) will have an identity e, given
now by the ”∗-inverse” of k: e = k∗−1, where: k∗−1 =: Ω−1
(
K̂−1
)
(i.e.:
k ∗ k∗−1 = k∗−1 ∗ k = 1). This is of course the counterpart of the fact that the
inverse of K̂, K̂−1, plays the roˆle of the identity for the deformed associative
product (6.134) on the algebra of operators.
Again with reference to the discussion in Sect.1.2.2, and in particular to
Eq.(1.71), we see that now the dynamics will be described, in phase space, by
the equation:
d
dt
f =
{
f, fĤ′
}
M,k
(6.140)
in such a way that (cfr. Eq.(6.129)):{
f, fĤ′
}
M,k
=
{
f, fĤ
}
M
(6.141)
where the new Hamiltonian function will be given by:
fĤ′ = Ω
−1
(
Ĥ · K̂−1
)
= Ω−1
(
K̂−1 · Ĥ
)
= fĤ ∗ fK̂−1 (6.142)
Moreover (cfr. Eq.(1.74)), time evolution will act again as a derivation on the
deformed algebra of functions, i.e.:
d
dt
(
f ∗
(k)
g
)
=
df
dt
∗
(k)
g + f ∗
(k)
dg
dt
, ∀f, g (6.143)
Turning now to the classical limit and using Eq.(6.97), a simple computation
shows that, for ~→ 0, Eq.(6.136) becomes:
f ∗
(k)
g ≃ fkg + i~
2
{f, g}k +O
(
~2
)
(6.144)
with a ”deformed” bracket is given now by:
{f, g}k = lim
~→0
{f, g}M,k (6.145)
and, explicitly:
{f, g}k = k {f, g}+ f {k, g} − g {k, f} (6.146)
(once again: {f, g}1 ≡ {f, g}). Being defined in terms of an associative product,
this new bracket108 satisfies the Jacobi identity, but, at variance with the Poisson
bracket and as it is clear from Eq.(6.146), {f, .}k fails to be (for fixed f) a
derivation on the algebra of functions (it is not even zero on constant functions).
108Also called [129] a Jacobi bracket.
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6.6.1 Alternative Moyal-like brackets
In Section we go back to the GNS construction for the finite-dimensional C∗-
algebra B(Cn) we have discussed in 4.3. Recall that different states over B(Cn)
give rise to different representations and hence to different realizations of the
corresponding Hilbert space. We have already noticed that any such state is rep-
resented by a positive n×n matrix K which can be used to define an alternative
scalar product on Cn of the form
z ·K w :=
n∑
j,k=1
z¯jKjkwk (6.147)
for any z, w ∈ Cn. In turn, we can define a different multiplication rule in B(Cn)
by means of:
A ·K B = A ·K · B (6.148)
for any A,B ∈ B(Cn). This product is associative, so that (B(Cn), ·K) is a C∗-
algebra. Accordingly, we can define alternative Lie algebra and Jordan algebra
structures via:
[A,B]K :=
i
2
(A ·K B −B ·K A) (6.149)
A ◦K B := 1
2
(A ·K B +B ·K A) (6.150)
Let us consider now a quantum system whose dynamics is specified by a Hamil-
tonian H , yielding the standard Heisenberg equation:
i~A˙ = [A,H ] (6.151)
Suppose that [H,K] = H ·K −KH˙ = 0. By setting HK = K−1 · H , one can
easily verify that, for any for any A ∈ B(Cn):
[A,H ] = A ·K HK −HK · A = [A,HK ]K (6.152)
Hence we have an alternative Hesienberg-like description which makes use of
the alternative product (6.148):
i~A˙ = [A,HK ]K (6.153)
These alternative structures are therefore analogue to those we have examined
in classical dynamics when we have studied bi-Hamiltonian systems.
We can analyze these structures also in terms of the Wigner-Weyl formalism
introduced in the previous paragraphs. We already know (see Sect. 4.2.4) that
on the space of Ka¨hler functions on the projective space, FC(PH), we can define
a star-product, that of formula (4.98), such that:
fA ⋆ fB = fAB (6.154)
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We can then define an antisymmetric star-bracket according to:
{f, g}⋆ := 1
2i
(f ⋆ g − g ⋆ f) (6.155)
for any f, g ∈ FC(PH), which yields the standard Poisson bracket in the classical
limit. Now, it is known [206] that any associative local product in FC(PH) is
of the form:
f ·k g := f · k · g (6.156)
for some k ∈ FC(PH), k > 0. With this product, we can now define an
alternative ⋆k-product and ⋆k Lie and Jordan brackets:
fA ⋆k fB = fA ⋆ k ⋆ fB (6.157)
{fA, fB}⋆k = 1
2i
(f ⋆k g − g ⋆k f) (6.158)
fA ◦k fB = 1
2
(f ⋆k g + g ⋆k f) (6.159)
We are back here to the construction of ”deformed” Moyal brackets we have
discussed in the previous paragraph. We have already seen that, in the classical
limit, we get:
lim
~→0
1
~
{fA, fB}⋆k = {f, g}+ f{k, g} − g{k, f} := {f, g}k (6.160)
obtaining the standard Poisson bracket only if k = 1. In a similar way, we see
that:
lim
~→0
f ◦k g = f · k· := f ·k g (6.161)
This shows that the alternative quantization schemes we have introduced in the
previous paragraph depend on the associative products ⋆k one can define on the
originally commutative algebra k ∈ FC(PH).
6.6.2 ”Conformal” Poisson Tensors Associated with DeformedMoyal
Products
From now on we will consider the case S = R2n for generic n > 1, the main
reason being that most of what will be said becomes trivial for n = 1.
As discussed in previous Sections, assigning a Poisson bracket is equivalent
to assigning a bi-vector field, i.e. a totally antisymmetric tensor of type (2, 0),
the Poisson tensor, given, in local collective coordinates, as:
Λ =
1
2
Λij
∂
∂ξi
∧ ∂
∂ξj
; Λij + Λji = 0 (6.162)
and such that:
{f, g} = Λ (df, dg) (6.163)
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In general, on can define, on multivectors, a bracket, the Schouten bracket
[194, 209], that associates to every pair X,Y of multivectors of ranks n and
m respectively a multivector [X,Y ]S of rank n+m− 1. Limiting ourselves to
bi-vectors, if X and Y are monomials:
X = χ1 ∧ χ2, Y = η1 ∧ η2 (6.164)
(with the χ’s and η’s vector fields), then:
[X,Y ]S = [χ1, η1]∧χ2∧η2− [χ1, η2]∧χ2∧η1− [χ2, η1]∧χ1∧η2+[χ2, η2]∧χ1∧η1
(6.165)
It follows that, if f, g are functions:
[fX, gY ]S = fg [X,Y ]S + (6.166)
+ f (Lχ2g)χ1 ∧ η1 ∧ η2 − f (Lχ1g)χ2 ∧ η1 ∧ η2 +
+ g (Lη2f)χ1 ∧ χ2 ∧ η1 − g (Lη1f)χ1 ∧ χ2 ∧ η2
and then the Schouten bracket can be extended by linearity to arbitrary bi-
vectors.
The Jacobi identity can be expressed in terms of the Poisson tensor as:
[Λ,Λ]S = 0 (6.167)
and this is equivalent, whenever the Poisson tensor is not degenerate and allows
then for the definition of a symplectic two-form ω, to the closure of the latter.
Remark 56 As, in dimension two, there are no non-vanishing tri-vector fields
(and all two-forms are closed), it is clear why what we are saying here becomes
essentially void in dimension two. There, every pair of bi-vector fields has a
vanishing Schouten bracket.
The ”deformed” bracket (6.146) can be rewritten as:
{f, g}k = Λ′ (df, dg) + fLXkg − gLXkf (6.168)
where: Xk =: {k, .} is the Hamiltonian vector field associated with the function
k, and:
Λ′ = kΛ (6.169)
is what is called [12, 13] a conformal Poisson tensor with conformal factor k.
Equivalently:
{f, g}k = Λ′ (df, dg) + f {k, g} − g {k, f} (6.170)
Due to the presence of the conformal factor, the Schouten bracket of the con-
formal Poisson tensor with itself does not vanish anymore. Instead [12]:
[Λ′,Λ′]S = −2Xk ∧ Λ′ (6.171)
and also, as Xk is a Hamiltonian vector field:
LXkΛ
′ ≡ kLXkΛ = 0 (6.172)
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Remark 57 The bracket (6.146) is R-linear homogeneous in the conformal fac-
tor k. So, any two such brackets with conformal factors, say, k1 and k2, will give
rise to a bracket of the same form ( a ”compatible” bracket, in this sense) with
conformal factor: k = k1+k2. This seems to imply that, in order to obtain non-
compatible classical limits, one should introduce some amount of non-linearity.
This can be done by using non-linearly related Poisson structures.
Remark 58 Extrapolating now the Jacobi bracket (6.168) to dimension one,
one finds nonetheless an interesting consequence. In this case, and ”a fortiori”’,
Λ = Λ′ ≡ 0, and hence:
{f, g}k = fLXkg − gLXkf (6.173)
If we consider a circle S1 with angular coordinate ϕ ∈ [0, 2π] and measure
dϕ/2π,consider periodic functions that can be expanded in Fourier series on the
O.N. basis:
fn = e
inϕ, n ∈ Z (6.174)
and take:
Xk = i
∂
∂ϕ
(6.175)
then Eq.(6.173) yields at once:
{fn, fm}k = (n−m) fn+m (6.176)
which is nothing but the classical conformal algebra [55] (i.e. the Virasoro alge-
bra without central charge).
6.6.3 Conformal Poisson Brackets and the KMS Condition in Phase
Space
We will consider here the algebra A of functions on phase space equipped with
the ∗-product (the Moyal product for the time being) and with the associated
bracket.
Evolution in time on this algebra is an automorphism of A described by
Eqs.(6.129) and (6.130). In particular, the latter states that:
A ∋ f → f (t) = exp∗
(
itfĤ/~
) ∗ f ∗ exp∗ (−itfĤ/~) (6.177)
Let now ω be a state109 on the algebra. Correlation functions will be in
general of the form: ω (f (t) ∗ g (t′)), f, g ∈ A. Time-translational invariance
will be assumed [187] for equilibrium states [95]. Hence:
ω (f (t) ∗ g (t′)) = ω (f (t− t′) ∗ g) = ω (f ∗ g (t′ − t)) (6.178)
109i.e. [95] a linear functional that is real, positive and normalized, the latter condition being
equivalent [95] to: ω (1) = 1.
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will be assumed throughout. In particular, setting g = 1 in Eq.(6.178), we
obtain:
ω (f (t)) ≡ ω (f)∀f, t (6.179)
With any pair f, g ∈ A we can associate the correlation functions [187]:
Gfg (t) = ω (f (t) ∗ g) (6.180)
and:
Ffg (t) = ω (g ∗ f (t)) (6.181)
Making t into a complex variable, the state ω will be said to be a (Kubo, Martin,
Schwinger) KMS state at (inverse) temperature β [3, 95, 96, 103, 117, 181, 187,
193] if:
• Gfg (t) is bounded and continuous in the strip: −~β ≤ Im t ≤ 0 and
analytic inside the strip.
• The same for Ffg (t) but in the strip 0 ≤ Im t ≤ ~β and:
• The two are connected by:
Gfg (t) = Ffg (t+ i~β) , − ~β < Im t < 0 (6.182)
Taking then boundary values on the real axis, we obtain the KMS condition:
ω (f (t) ∗ g) = ω (g ∗ f (t+ i~β)) (6.183)
Remark 59 In the operator language, the KMScondition is usually proved
(at least for bounded operators), using the cyclic invariance of the trace [110,
187] for systems whose (thermodynamic) equilibrium states are described by the
canonical ensemble or (with minor modifications) by the grand-canonical ensem-
ble.
Remark 60 Although the KMS condition is usually stated for equilibrium
states at non-zero temperature, there is a similar condition [103] characterizing
the ground state(s) at zero temperature, namely that Gfg (t) be, for real times, the
boundary value on the real axis of an entire function that is uniformly bounded
for Im t ≤ 0.
Noticing that:
f (t+ i~β) = exp∗
(
i(t+ i~β)fĤ/~
) ∗ f ∗ exp∗ (−i(t+ i~β)fĤ/~) =
= exp∗
(−βfĤ) ∗ f (t) ∗ exp∗ (βfĤ) (6.184)
and expanding the exponentials in the last expression::
f (t+ i~β) ≃ f (t) + i~β {f (t) , fĤ}M +O (~2) (6.185)
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and, as: {., .}M = {., .} (the classical Poisson bracket) to lowest order in ~, we
obtain the (correct) expansion:
f (t+ i~β) ≃ f (t) + i~β {f (t) , fĤ}+O (~2) (6.186)
and hence the classical KMS condition [3, 12, 13]:
ω ({f (t) , g}) = βω (g {f (t) , fĤ}) (6.187)
Interchanging the roˆles of f and g and taking differences, we obtain also:
ω ({f (t) , g}) = 1
2
βω
(
f (t)
{
fĤ , g
}− g {fĤ , f (t)}) (6.188)
Remark 61 Setting g = 1 in Eq.(6.188) we obtain: ω
({
fĤ , f (t)
})
= 0 ∀f ∈
A. Adding then (−1/2)βω ({fĤ , f (t) g}) = 0 to the r.h.s. of Eq.(6.188) we
re-obtain Eq.(6.187), and the two are therefore equivalent.
Noticing further that:
1
2
β
{
fĤ , .
} ≡ −e(1/2)βfĤ {e−(1/2)βfĤ , .} (6.189)
we can rewrite Eq.(6.188) in the form:
ω
(
e(1/2)βfĤ
[
e−(1/2)βfĤ {f (t) , g} + f (t)
{
e−(1/2)βfĤ , g
}
(6.190)
− g
{
e−(1/2)βfĤ , f (t)
}])
= 0
Comparison with Eq.(6.170) shows then that:
The classical KMS condition (6.187) is equivalent to the condition
ω
(
e(1/2)βfĤ {f (t) , g}k
)
= 0 ∀f, g ∈ A (6.191)
where the bracket on the l.h.s. of Eq.(6.191) is the conformal bracket (6.170)
with conformal factor
k = exp
(− (1/2)βfĤ) (6.192)
We turn now to the full quantum case (i.e. away from the limit ~ → 0).
Define (cfr. Eqs.(6.192)and (6.130)):
kβ =: exp∗
(− (1/2)βfĤ) (6.193)
where:
exp∗ f =: 1 +
∞∑
n=1
1
n!
f ∗ f ∗ ... ∗ f︸ ︷︷ ︸
n times
(6.194)
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whose ∗-inverse is k−β . This defines the automorphism:
σ : f → σ (f) = f (i~β/2) = kβ ∗ f ∗ k−β (6.195)
(notice that: σ (f ∗ g) = σ (f) ∗σ (g)∀f, g) and the KMS condition (6.183) can
be written as:
ω (f (t) ∗ g) = ω (g ∗ σ2 (f (t))) (6.196)
Substituting now σ (g) for g in Eq.(6.196) we find:
ω
(
σ (g) ∗ σ2 (f (t))) = ω (σ(g ∗ σ (f (t)))) = ω (g ∗ σ (f (t))) (6.197)
the last passage following from time-translational invariance110 (Eq.(6.179))
and, eventually:
ω (f (t) ∗ σ (g)) = ω (g ∗ σ (f (t))) (6.198)
or, in terms of the deformed Moyal bracket (6.138) with deformation factor
k = kβ :
ω
(
{f (t) , g}M,kβ ∗ k−1β
)
= 0 (6.199)
But:
{f (t) , g}M,kβ ∗ k−1β = σ
[
k−β ∗ {f (t) , g}M,kβ
]
(6.200)
and, using again Eq.(6.179) , we obtain eventually [12, 13]:
ω
(
k−β ∗ {f (t) , g}M,kβ
)
≡ ω
(
exp∗
(
(1/2)βfĤ
) ∗ {f (t) , g}M,kβ) = 0 (6.201)
which is the quantum version of the classical KMS condition, with exponen-
tials replaced by ”∗-exponentials” and (deformed) Poisson brackets replaced by
(deformed) Moyal brackets.
110If time-translational invariance is not assumed, then Eq.(6.196) leads, setting g = 1, to:
ω((σ2 − 1)f) = 0. As what is needed to complete the argument is instead the condition (see
below): ω ((σ − 1) f) = 0, one has then to assume [12] the mapping σ + 1 to be invertible.
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7 Additional Topics and Concluding Remarks
7.1 Some Generalizations
Weyl systems, the way we have presented them, have been built with the use of
a specific prescription (whose basic ingredients (see Chapt.5) are a vector spaces
E and a symplectic structure over E) to deal with a specific prescription for the
ordering problem that arises in the quantization procedure, one that is known
as the ”Weyl ordering” prescription (see Sect.6.1).
To deal with other ordering prescriptions that are available in the literature
(say, normal, antinormal or other ”s-ordering” prescriptions (see, e.g. Ref.[121])
one has to enlarge slightly the setting of Weyl systems.
Consider then a symplectic vector space with symplectic form ω (., .), equipped
however with an additional complex structure and therefore (see Chapt.4) with
an Hermitian structure 〈.|.〉. In this way, having the Hermitian structure at
hand, one can replace the (conventional) Weyl map, i.e.:
Ŵ (v1) Ŵ (v2) Ŵ
−1 (v1) Ŵ
−1 (v2) = e
−iω(v1,v2)I (7.1)
with the following one:
Ŵ (v1) Ŵ (v2) Ŵ
−1 (v1) Ŵ
−1 (v2) = e
−〈v1|v2〉I (7.2)
Here the r.h.s. is no more a unitary transformation, i.e. an element of U (1),
but it is instead an element of C0 ≡ U (1)× R+.
More generally, by splitting, as we have done repeatedly, the Hermitian
structure into its real and imaginary parts: 〈.|.〉 = g (., .) + iω (., .), it is possible
to consider a further generalization by setting:
Ŵ (v1) Ŵ (v2) Ŵ
−1 (v1) Ŵ
−1 (v2) = e
−sg(v1,v2)−iω(v1,v2)I (7.3)
with the ”deformation parameter” s taking values in [−1, 1]. This kind of gen-
eralization can become quite useful in dealing with the problem of second quan-
tization (see below Sect.7.4).
Remark 62 Notice that, the metric tensor g having been replaced by sg, the
link between the real and imaginary parts of the Hermitian structure and the
complex structure gets lost here for all s 6= ±1.
From our point of view, this kind of generalization raises a new problem
concerning the Moyal product. Namely, besides the bi-differential operator
exp
[
i
(←−−
∂
∂xµ
∧
−−→
∂
∂pµ
)]
(7.4)
we will be forced to consider in addition also the bi-differential operator
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exp
[
s
(
δµν
←−−
∂
∂xµ
⊗
−−→
∂
∂xν
+ δµν
←−−
∂
∂pµ
⊗
−−→
∂
∂pν
)]
(7.5)
In the framework of our ”deformation” construction, and with reference to the
discussion of Nijenhuis operators and of the Hochschild cohomology that is
summarized in App.A, it is possible however to show that these additional
terms do not change the cohomology class of the algebra we obtain by using
only the Poisson tensor, i.e. the bi-differential operator (7.4), as the following
example shows.
Example 63 To illustrate the situation, it will be enough to consider the new
product on functions defined on R along with the deformation of the usual point-
wise product. We can consider then the bilinear map:
(f, g)→ ”f ∗ g” := f exp
{
−s
←−
∂
∂x
⊗
−→
∂
∂x
}
g (7.6)
Now, it is possible to show that the linear map T defined by:
T = exp
{
−s
2
∂2
∂x2
}
(7.7)
is such that:
”f ∗ g” = T (f · g)− T (f) · g − f · T (g) (7.8)
(with the dot denoting the usual pointwise product), thus proving (see again
App.A) that the bilinear map (7.6) is indeed a coboundary in the Hochschild
cohomology of the algebra of functions with the pointwise product.
7.2 Pseudo-Hermitian Quantum Mechanics
It is appropriate at this point of our exposition to mention that many aspects
of our mathematical considerations have also appeared in a setting that has
a completely different origin, namely the field of pseudo-Hermitian Quantum
Mechanics. Pseudo-Hermitian Quantum Mechanics (PHQM) is an attempt to
generalize Quantum Mechanics due mainly to C.M.Bender and collaborators
(see, e.g., [15] and references therein). One starts with a Hilbert space equipped
with an Hermitian product 〈·, , ·〉 and a Hamiltonian H which is diagonalizable
but is not Hermitian, i.e., in general:
〈ψ,Hφ〉 6= 〈Hψ, φ〉 (7.9)
We shall assume for simplicity the spectrum of H to be entirely discrete, this
meaning that the eigenvalue equation
H |ψn〉 = λn|ψn〉 (7.10)
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admits of a complete set {|ψn〉}n of eigenfunctions which cannot, in general, be
chosen to be orthonormal. Suppose in addition that {|ψn〉}n admits of a bi-
orthonormal extension {|ψn〉}n, |φn〉}n, i.e. that there exists another complete
set {|φn〉}n such that111:
〈φm|ψn〉 = δmn (7.11)
Notice that this implies:
〈φm|Hψn〉 = λnδmn (7.12)
which implies in turn:
(λm〈φm| − 〈φm|H) |ψn〉 = 0 ∀n (7.13)
and hence:
〈φm|H = λm〈φm| (7.14)
i.e. that the 〈φm|’s are (a complete set of) left eigenvectors of H .
Then one has a resolution of identity:
I =
∑
n
|ψn〉〈φn| =
∑
n
|φn〉〈ψn| (7.15)
Now one defines a new operator η:
η =
∑
|φn〉〈φn| (7.16)
which can be easily shown [188] to be invertible, with inverse
η−1 =
∑
|ψn〉〈ψn| (7.17)
and positive. Thus one can define a new new Hermitian product that will be
related to the original one by:
h(·, ·) = 〈·, , η·〉 (7.18)
In other words, η is a positive operator that behaves as a (1, 1)-type tensor
connecting the new and the old metrics. The latter is then used only to identify
the topology of the vector space of states, which turns out to be equivalent [188]
to the one defined by the new scalar product.
It is immediate to see that: (i) the complete set of eigenfunctions {|ψn〉}n
becomes orthonormal w.r.t. h(·, ·), h(ψn, ψm) = δnm and: (ii) the Hamiltonian
H becomes Hermitian, i.e.:
h(ψ,Hφ) = h(Hψ, φ) (7.19)
111Such a set always exists provided {|ψn〉}n is a Riesz basis, i.e. provided one can find a
bounded invertible operator A and an orthonormal basis {|χn〉}n such that |ψn〉 = A|χn〉.
Indeed in this case one has: |ψn〉 =
∑
m Amn|χn〉 with Amn = 〈χm|Aχn〉 and can set:
|φm〉 =
∑
j(A
−1)∗jm|χj〉.
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provided that
H† = ηHη−1 (7.20)
which is true iff the spectrum of H is real, as one can easily find after checking
that: H =
∑
m λm|ψm〉〈φm|, while: ηHη−1 =
∑
m λm|φm〉〈ψm| and: H† =∑
m λ
∗
m|φm〉〈ψm|. Hermiticity ofH w.r.t. to the new Hermitian product implies
of course that h(·, ·) is preserved by the dynamical evolution (while 〈·, , ·〉 is not).
It is clear that, from our point of view, the problem appears as a sort of inverse
problem, i.e. the problem of determining all Hermitian products which are
preserved by the flow defined by the Hamiltonian H . Clearly, once a solution
has been found, there exist many others that can be found by using appropriate
operators in the commutant of H . Indeed, if A is such that [A,H ] = 0, then:
(ηA)H(ηA)−1 ≡ ηHη−1 = H† (7.21)
and this defines the new Hermitian product:
hA(·, ·) = h(·, A·) = 〈·, , ηA·〉 (7.22)
The appropriate conditions on A will be that it be invertible and that ηA be still
a positive operator, and the conditions on H , namely that it be diagonalizable
with a real and discrete spectrum, appear simply as conditions for the inverse
problem to have a solution (and hence in general many others). Thus, while in
the usual approach one fixes a Hilbert space (and hence an Hermitian product)
and looks for observables and unitary evolution, in PHQM it is the dynamical
evolution that is given, and one looks for the Hermitian products that are pre-
served by the evolution. Recalling our discussion of Sect. 1.2, we notice also
that the new scalar product h(·, ·) induces a new associative product between
operators:
A ·η B = AηB (7.23)
It is clear that even if [A,B] = 0 then [A,B]η = AηB − BηA 6= 0 in general.
For example, if both A and B admits the following decomposition in term of
the bi-orthonormal system:
A =
∑
n
an|ψn〉〈φn| , B =
∑
n
bn|ψn〉〈φn| (7.24)
so that [A,B] = 0, one has:
[A,B]η =
∑
mn
(ambn − anbm)〈φm|φn〉|ψm〉〈φn| (7.25)
which is not zero since not all 〈φm|φn〉 are necessarily zero. When operators
with continuous spectra are involved, it may be the case that the Hermitian
products rendering the Hamiltonian Hermitian need not induce commutation
relations for which the operator is localizable. By this we mean that the position
operators need not commute w.r.t. the new associative product that has been
induced on the operators.
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Let us end this section by giving a simple example of a pseudo-hermitian
operator [116] . We consider the Hilbert space L2([0, d]) with the standard
scalar product 〈·, ·〉 and an operator Hα defined on twice (weakly) differentiable
functions in L2([0, d]) given by the quadratic form:
hα(φ, ψ) = 〈φ′, ψ′〉+ iαφ(d)∗ψ(d)− iαφ(0)∗ψ(0) (7.26)
where α is any real number. Some straightforward algebra shows that the
eigenvalue problem admits the following solutions:
ψ0(x) = A0 exp(−iαx) λ0 = α2 (7.27)
ψj(x) = Aj
[
cos(kjx) − i αkj sin(kjx)
]
λj = k
2
j (7.28)
λj = k
2
j , kj = j
π
d
, j = 1, 2, · · ·
provided that αd/π /∈ Z − {0}. It also easy to see that H†α = H−α and its
eigenfunctions and eigenvalues are given by:
φ0(x) = B0 exp(iαx) λ0 = α
2 (7.29)
φj(x) = Bj
[
cos(kjx) + i
α
kj
sin(kjx)
]
λj = k
2
j (7.30)
λj = k
2
j , kj = j
π
d
, j = 1, 2, · · ·
Both the sets {|ψn〉}∞n=0 and {|φn〉}∞n=0 are complete [116] and the coefficients
An, Bn can be chosen so that
〈φj |ψk〉 = δjk (7.31)
which shows that {|ψn〉, |φn〉}∞n=0 is a bi-orthonormal basis. Thus the invertible
positive operator ηα, that can now be used to define a new scalar product w.r.t.
which Hα becomes hermitian, assumes the form:
ηα =
∞∑
j=0
〈φj , ·〉φj (7.32)
In ref. [116] it is shown that it can be recast in the following form:
ηα = I+ 〈φ0, ·〉φ0 + θ0 + iαθ1 + α2θ2 (7.33)
where, for any ψ(x) ∈ L2([0, d]):
(θ0ψ)(x) := −1
d
(Jψ)(d)
(θ1ψ)(x) := 2(Jψ)(x) − x
d
(Jψ)(d) − 1
d
(J2ψ)(d)
(θ2ψ)(x) := −(J2ψ)(x) + x
d
(J2ψ)(d)
with
(Jψ)(x) :=
∫ x
0
dxψ(x) (7.34)
which allows to prove explicitly that indeed ηα is bounded, invertible and posi-
tive.
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7.3 The Roˆle of Linear Structures in Statistical and Quan-
tum Mechanics
7.3.1 ”Reformulating” the Von Neumann Theorem
In Sects.3.3.2 and 3.3.3 we have examined the situation in which it is possible
to define alternative linear structures at the classical level. We will examine
now the quantum case.
In general, if two non-linearly related linear structures (and associated sym-
plectic forms) are available for a classical system, then one can set up two
different Weyl systems realized on two different Hilbert space structures made
of functions defined on the same Lagrangian subspace (see the example below)
but anyhow with different Lebesgue measures. These two Lebesgue measures,
call them dµ and dµ′, will be associated with different actions of the Abelian
vector group of translations that are not linearly related. When compared by
writing both in the same coordinate system they will not be simply proportional
with a constant proportionality factor. Functions that are square-integrable in
one setting need not be such in the other. Moreover, a necessary ingredient
in the Weyl quantization program is the use of the (standard or symplectic)
Fourier transform. For the same reasons as outlined above, it is clear that the
two different linear structures will define genuinely different Fourier transforms.
In this way one can ”evade” the uniqueness part of von Neumann’s theo-
rem. What the present discussion is actually meant at showing is that there are
assumptions, namely that the linear structure (and symplectic form) are given
once and for all and are unique, that are implicitly assumed but not explicitly
stated in the usual formulations of the theorem, and that, whenever more struc-
tures are available, the situation can be much richer and lead to genuinely and
non-equivalent (in the unitary sense) formulations of Quantum Mechanics.
Let us illustrate these considerations by going back to the example of the
1D harmonic oscillator that has been discussed in Sect.3.3.2. To quantize this
system according to the Weyl scheme we have first of all to select a Lagrangian
subspace L of R2 and a Lebesgue measure dµ on it defining then L2(L, dµ).
When we endow R2 with the standard linear structure ∆ = q∂/∂q + p∂/∂p,
we can choose L = {(q, 0)} and dµ = dq. Consider now, e.g., the change of
coordinates: φ : (q, p)↔ (Q,P ) defined by [66]:
q = Q
(
1 + λR2
)
, p = P
(
1 + λR2
)
(7.35)
parametrized by: λ ≥ 0 and where: R2 = Q2 + P 2. Eqs.(7.35) invert to(
r =
√
q2 + p2
)
:
Q = qK (r) , P = pK (r) (7.36)
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where K is a positive function, the (unique) real solution of the equation112:
λr2K3 +K − 1 = 0 (7.37)
Now we can consider the linear structure defined by: ∆′ = Q∂/∂Q+P∂/∂P
and take: L′ = {(Q, 0)} and: dµ′ = dQ.
Notice that L and L′ are the same subset of R2, defined by the conditions
P = p = 0 and with the coordinates related by the relation Q = qK(r = |q|).
Nevertheless the two Hilbert spaces L2(L, dµ) and L2(L′, dµ′) are not related
via a unitary map since the Jacobian of the coordinate transformations is not
constant113
As a second step in the Weyl scheme, we construct in L2(L, dµ) the operator
Uˆ(α): (
Uˆ(α)ψ
)
(q) = eiαq/~ψ(q) , ψ(q) ∈ L2(L, dµ), (7.38)
whose generator is xˆ = q, and the operator Vˆ (h):(
Vˆ (h)ψ
)
(q) = ψ(q + h) ψ(q) ∈ L2(L, dµ), (7.39)
which is generated by πˆ = −i~∂/∂q. The quantum Hamiltonian can be written
as H = ~
(
a†a+ 12
)
where a = (xˆ + iπˆ)/
√
2~ (here the adjoint is taken with
respect to the complex structure compatible with the Lebesgue measure dµ).
Similar expressions hold in L2(L′, dµ′), and we will obtain unitary operators
Uˆ ′(α), Vˆ ′(h) with infinitesimal generators: X̂ = Q and: Π̂ = −i~∂/∂Q. Notice
that, when seen as an operator in the previous Hilbert space, Vˆ ′(h) implements
[66] translations with respect to the linear structure defined, in the notation of
Sect.3.3.2 by:
(Vˆ ′(h)ψ)(q) = ψ(q +(φ) h). (7.40)
Denoting as usual with a dagger but also with an additional prime the ad-
joints taken with respect to the complex structure compatible with the Lebesgue
measure dµ′, the quantum Hamiltonian will be now: H ′ = ~
(
A†′A+ 12
)
with
A = (X̂ + iΠ̂)/
√
2~.
It is interesting to notice that, in the respective Hilbert spaces: [a, a†] = I
as well as: [A,A†′] = I, so that we obtain two different and not linearly related
realizations of the Heisenberg algebra.
In terms of the ”uppercase” variables, we obtain [66] with some algebra:
x̂ = (1 + λX̂2)X̂ (7.41)
and:
π̂ = (1 + 3λX̂2)−1Π̂ (7.42)
112Eq.(7.37) below shows that, actually: K = K
(
λr2
)
. K is monotonically decreasing for
λ ≥ 0 and: λ = 0↔ K ≡ 1, while: K ≈
λ→∞
(
λr2
)−1/3
.
113In fact: dµ = (1 + 3λQ2)dµ′.
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so, while the position operator x̂ will be self-adjoint with respect to both
measures, the conjugate momentum operator will be not, and indeed, while:
x̂† = x̂†′ = x̂ and: π̂† = π̂, we obtain instead [66]:
π̂†′ = π̂ − 6iλX̂(1 + 3λX̂2)−2 (7.43)
Thus, the C∗-algebra generated by xˆ, πˆ, I seen as operators acting on L2(L, dµ)
is closed, whereas the one generated by xˆ, πˆ, I and their adjoints xˆ†′, πˆ†′, I†′ act-
ing on L2(L′, dµ′) does not close because we generate new operators whenever
we consider the commutator between πˆ and πˆ†′. As a consequence, the operators
xˆ, πˆ and xˆ′, πˆ′ close on the Heisenberg algebra only if we let them act on two
different Hilbert spaces generated, respectively, by the sets of the Fock states
|n〉 = 1√
n!
(a†)n|0〉, (7.44)
|N〉 = 1√
N !
(A†′)N |0〉. (7.45)
7.3.2 Alternative Descriptions and Statistical Mechanics
By further considering the example of the 1D harmonic oscillator, we would like
to examine whether alternative Hamiltonian descriptions do lead to the same
thermodynamical description of a given system.
Let us start from the classical case, when the symplectic form can be rewrit-
ten on R2 − {0} as:
ω = dp ∧ dq = dH ∧ ξ (7.46)
with:
ξ = dt =
pdq − qdp
2H
(7.47)
and the ”time function” t will be given by: t = (1/ω) tan−1{mωq/p}, which
emphasizes its local character. Thus R2 − {0} can be identified with S1×R+
parametrized by dH and dt. The associated canonical114 partition function is
easily evaluated, and the well-known result [187] is:
Z = h−1
∫
R2
exp{−βH}ω = h−1
∞∫
0
dE exp{−βE)
∫
Σ(E)
dt =
1
β~ω
(7.48)
Here Σ(E) denotes the one-dimensional ”surface” of constant energy E, β =
1/kBT with T the (absolute) temperature and kB the Boltzmann constant,
114We will restrict here to the canonical ensemble of (both classical and quantum) Statistical
Mechanics.
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while h (and: ~ = h/2π) is a numerically undetermined constant with the
dimension of an action115.
In order to keep track of the correct dimensions of the various physical
quantities involved, let’s consider a new Hamiltonian of the form:
Hf = β
−1
0 f(β0H) (7.49)
where β0 is a ”fiducial” quantity, fixed once and for all and having dimension
[energy]−1, and f(.) is a real function116. It is easy to prove that if Γ is Hamil-
tonian w.r.t. (H,ω), then it will be Hamiltonian as well w.r.t. (Hf , ωf), where
ωf is defined as:
ωf = dHf ∧ dt (7.50)
Having redefined (through the new symplectic form) the volume element in
phase space, it is natural to redefine the partition function as:
Zf = h−1
∫
R2
exp{−βHf}ωf (7.51)
But then:
Zf = h−1
∫
dEf exp{−βEf}
∫
Σ(Ef )
dt (7.52)
We notice that the nonlinear change of coordinates (3.93) defines such a trans-
formation on the Hamiltonian if we set: f(β0H) ≡ φ(H).
We come now to the analogous problem in the context of Quantum Me-
chanics. In terms of the creation and annihilation operators a and a†, with the
standard commutation relations:
[a, a†] = 1 (7.53)
one constructs a basis in the Fock space as:
|n〉1 = (a
†)n√
n!
|0〉 (7.54)
with |0〉 the Fock vacuum and the standard scalar product, that we will denote
as 〈.|.〉1:
〈n|m〉1 = δnm (7.55)
115It is well known that one is forced [187] to introduce it in the context of classical Statistical
Mechanics in order to obtain a dimensionless expression for the partition function, so as to
make sense of expressions such as : F = −β−1 lnZ for the (Helmoltz) free energy. The value
of h is fixed unambiguously at that of Planck’s constant at the quantum level of Statistical
Mechanics.
116We will assume f ′ > 0 throughout, and that in order: i) to give a sensible meaning to
integrals (see below) over phase space and: ii) not to change the number of critical points.
The original Hamiltonian will correspond of course to f(x) = x.
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We need to define for any (trace-class) linear operators the trace as:
Tr1Oˆ =
∞∑
n=0
〈
n|Oˆ|n
〉
1
(7.56)
in order to be able to calculate the partition function at the quantum level as:
Z ≡ Tr exp{−βH} =
∑
n
〈n| exp{−βH}|n〉1 (7.57)
Now, we perform a ”nonlinear change of variables” by defining [150, 67] new
operators as:
A = f(n̂)a (7.58)
with f(n̂) a positive, monotonically increasing and nowhere vanishing function
of the number operator n̂ = a†a.
At this point, a little care is required when defining the adjoint of any oper-
ator: with the scalar product 〈.|.〉1, with which a† is the adjoint of a, the adjoint
of A is of course: A† = a†f(nˆ).
It is pretty clear that, n̂ being a constant of the motion, the equations of
motion for A and A† will be the same as before. We can however reconstruct a
different Fock space by assuming the same vacuum and defining new states117
as:
|n〉2 = (A
†)n√
n!
|0〉 (7.59)
with a new scalar product defined as:
〈n|m〉2 = δnm (7.60)
The nonlinearity of the transformation reflects itself in the fact that, despite
the fact that |n〉1 and |n〉2 are proportional, the linear structure in the Fock
space labeled by ”1” does not carry over to the linear structure of space ”2”.
This has to do with the fact that the proportionality factors between the |n〉1’s
and the |n〉2’s depend on n. In other words, if we try to induce on space ”2” a
linear structure modeled on that of space ”1”, the latter will not be compatible
with the bilinearity of the scalar product 〈.|.〉2 that we have just defined.
Now, A† is no more the adjoint of A w.r.t. the new Hermitian structure we
have introduced. If we denote by (.)†2 the adjoint of any operator w.r.t. the
second Hermitian structure, then we find:
(A†)†2 =
1
f(nˆ)
a (7.61)
which is quite different from A. The pair {(A†)†2, A†} will yield a new (”non-
linear”) realization of the Heisenberg algebra, and indeed it is immediate to see
that:
[(A†)†2, A
†] = 1 (7.62)
117Note that, with this definition: |n〉2 = {
∏N−1
k=0 f(k)}|n〉1
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Now, (A†)†2 and A
† will obey the same equations of motion as a and a†, that can
be derived from the previous commutation relations and from the Hamiltonian:
H˜ = A†(A†)†2+1/2 (which turns out actually to coincide with the old one when
written in terms of the original creation and annihilation operators) and that
will have therefore the same spectrum. Defining then consistently the trace of
any operator Oˆ as:
Tr2Oˆ =
∞∑
n=0
〈
n|Oˆ|n
〉
2
(7.63)
will lead to the same partition function.
7.4 Weyl Systems and Second Quantization
7.4.1 Some Preliminaries
We recall here, mainly to fix the notation, what are the main ingredients for
the construction of a Weyl system that were discussed at the beginning of this
Chapter. What we need is:
• A real, symplectic vector space S whose symplectic form (skew-symmetric
and non-degenerate) will be denotes as ω (., .). If S is finite-dimensional,
then: dimS = 2n for some integer n. S will be required (see Sect.3.5.1
for more details) to possess also a complex structure J , i.e. a (1, 1)-tensor
satisfying: J2 = −I2n×2n and compatible with ω, which means:
ω (z, Jz′) + ω (Jz, z′) = 0 ∀z, z′ ∈ S (7.64)
and implies that:
g (., .) =: ω (., J (.)) (7.65)
(g (z, z′) = ω (z, Jz′)) will be symmetric and nondegenerate, hence a met-
ric and a positive one iff:
ω (z, J.z) > 0, ∀z 6= 0 (7.66)
It is always possible to decompose S into the direct sum of two La-
grangian subspaces S1 and S2, S = S1 ⊕ S2, in such a way that, writing
(in an unique way): z = (z1, z2) = (z1, 0) + (z2, 0) , z1 ∈ S 1, z2 ∈ S 2, ω
can be written ”in Darboux form”, being represented by the matrix:
‖ωij‖ =
∣∣∣∣ 0n×n In×n−In×n 0n×n
∣∣∣∣ (7.67)
i.e.:
ω (z, z′) = z1 · z′2 − z2 · z′1 (7.68)
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the dot denoting the standard Euclidean scalar product. The (compatible)
complex structure J will act as118:
J : (z1, z2) 7→ (−z2, z1) (7.69)
The vector space S can be viewed either as the cotangent space of either
S1 or S2 or, alternatively, as the realification [5] of a complex vector space
of complex dimension n, in which case, writing, e.g.: z = z1 + iz2, the
complex structure will act as multiplication by the imaginary unit i. A
Weyl system will consist then of:
• A map: W : S → U (H) ;S ∋ z 7→ Ŵ (z) ∈ U (H) into the set U (H) of
the unitary operators over a Hilbert space H which is strongly continuous
and satisfies:
Ŵ (z) Ŵ (z′) = Ŵ (z + z′) exp {iω (z, z′) /2} , ∀z, z′ ∈ S (7.70)
where (here and in the following) we have set for simplicity ~ = 1. We
have already discusses how, using Stone’s theorem [201], one can represent
Ŵ (z) as:
Ŵ (z) = exp
{
iĜ (z)
}
(7.71)
with Ĝ (z) (essentially) self-adjoint, Ĝ (tz) = tĜ (z) and:[
Ĝ (z) , Ĝ (z′)
]
= −iω (z, z′) (7.72)
Remark 64 Using the truncated Baker-Campbell-Hausdorff formula119 one can
also write:
exp
{
itĜ (z)
}
· exp
{
it̂G (z′)
}
= exp
{
it
[
Ĝ (z) + Ĝ (z′)
]}
· (7.73)
· exp
{
−1
2
t2
[
Ĝ (z) , Ĝ (z′)
]}
whence, comparing with Eqs.(7.70) and (7.72) and expanding in t:
Ĝ (z) + Ĝ (z′) = Ĝ (z + z′) , ∀z, z′ (7.74)
Remark 65 To be more precise, the l.h.s.’s of both Eqs.(7.72) and (7.74) should
be properly understood [24] as the closures of the commutator and of the sum
respectively.
We know also from Sect.5.2 that, via the von Neumann theorem [223], one
can realize concretely H as the Hilbert space of square-integrable functions over
a Lagrangian submanifold Q ⊂ S, and how120 different realizations of H are
mutually unitarily related.
118Notice that J is not unique. For example [24], if J is a complex structure, then also:
J ′ = S−1JS will be such if S is any symplectic transformation.
119eAeB = eA+Be
1
2
[A,B] whenever: [A, [A,B]] = [B [A,B]] = 0.
120As long as we do not alter (see Sect.7.3.1) the linear structure in a non-linear way.
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7.4.2 Weyl Systems over a Hilbert Space. Second Quantization
Following the scheme set up in Sect.5.2, assume that we have realized the Hilbert
space H as the (complete) Hilbert space L2 (Q), with Q a Lagrangian submani-
fold of the original (real) vector space S. To fix the ideas, and in the notation of
the previous Subsection, we can take, e.g.: Q = S1 and, writing now: z = (q,p)
and: Ŵ (z) = Ŵ (q,p) , we have then, with: ψ ∈ L2 (S1) and: x ∈ S1:(
Ŵ (q, 0)ψ
)
(x) =:
(
Û (q)ψ
)
(x) = ψ (x+ q) (7.75)
and: (
Ŵ (0,p)ψ
)
(x) =:
(
V̂ (p)ψ
)
(x) = exp {ip · x}ψ (x) (7.76)
(here too we are setting: ~ = 1).
We will consider here H ≃L2 (Q) as a ”single-particle Hilbert space”, and
we will proceed to setting up a description of an assembly of identical particles,
fixing our attention, for the sake of illustration, on the case of particles obeying
Bose statistics.
We turn now explicitly to the Hilbert space L2 (Q), which is endowed with
the Hermitian (linear in the second factor) scalar product (dx standing for the
Lebesgue measure):
h (ψ, ψ′) =:
∫
dxψ (x)ψ′ (x) (7.77)
Writing: ψ = u + iv for every ψ ∈ H, the complex Hilbert space H can be
realified [5] into the real linear vector space of pairs (u, v), equipped with both
a (positive) metric:
g ((u, v) , (u′, v′)) =
∫
dx [uu′ + vv′] = Reh (ψ, ψ′) (7.78)
and a symplectic form:
ω ((u, v) , (u′, v′)) =
∫
dx [uv′ − vu′] = Imh (ψ, ψ′) (7.79)
i.e.:
h (., .) = g (., .) + iω (., .) (7.80)
with the complex structure (see the previous Subsection) acting as:
J : (u, v) 7→ (−v, u) (7.81)
(and hence: g ((u, v) , (u′, v′)) ≡ ω ((u, v) , J (u′, v′))).
One can set up now a Weyl system in the form:
(u, v) 7→ Ŵ (u, v) (7.82)
Ŵ (u, v) Ŵ (u′, v′) = Ŵ (u+ u′, v + v′) exp {iω ((u, v) , (u′, v′)) /2}
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Representing Ŵ (u, v) as:
Ŵ (u, v) = exp
{
iĜ (u, v)
}
(7.83)
with a self-adjoint generator Ĝ, we have (cfr. Eqs.(7.72) and (7.74)):[
Ĝ (u, v) , Ĝ (u′, v′)
]
= −iω ((u, v) , (u′, v′)) (7.84)
as well as:
Ĝ (u, v) = Π̂ (u) + Ψ̂ (v) ; Π̂ (u) =: Ĝ (u, 0) , Ψ̂ (v) =: Ĝ (0, v) (7.85)
with the commutation relations121:[
Ψ̂ (v) , Π̂ (u)
]
= i
∫
dxu (x) v (x) (7.86)
as well as: [
Ψ̂ (v) , Ψ̂ (v′)
]
=
[
Π̂ (u) , Π̂ (u′)
]
= 0 (7.87)
Being R-linear in their arguments, it is customary to represent both opera-
tors Ψ̂ and Π̂ in the form [24, 213]:
Ψ̂ (v) =
∫
dxΨ̂ (x) v (x) ; Π̂ (u) =
∫
dxΠ̂ (x)u (x) (7.88)
i.e. in terms of the distribution-valued (Hermitian) field operator Ψ̂ (x) and
of its conjugate momentum Π̂ (x) obeying, as a consequence of Eqs.(7.86) and
(7.87), the (equal-time) commutation relations:[
Ψ̂ (x) , Π̂ (x′)
]
= iδ (x− x′) (7.89)
as well as: [
Ψ̂ (x) , Ψ̂ (x′)
]
=
[
Π̂ (x) , Π̂ (x′)
]
= 0, ∀x,x’ (7.90)
These operators are easily recognized to be appropriate for the description
[213] of a bosonic field. Having constructed (admittedly in a partly heuristic
way) the algebra of field operators, one should then proceed to construct the
physical vacuum122 and of the associated Hilbert space on which this algebra of
operators acts via, e.g., the GNS construction [8, 95] or defining [24], in terms
of the Ŵ ’s, a generating functional for the Wightman functions [95], using the
”reconstruction theorem” of Axiomatic Field Theory [216]. We shall outline
here however a slightly different route that leads more directly to the usual
Fock space description of (bosonic) quantum fields.
121See however the Remark following Eq.(7.74).
122We do not discuss here problems of uniqueness of the vacuum state.
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Reinstating for brevity the notation: ψ = (u, v) for the (real) pair (u, v),
we can use the generators: Ĝ (ψ) =: Ĝ (u, v) to define annihilation and creation
operators â (ψ) and â† (ψ) associated with the state ψ as:
â (ψ) =
1√
2
[
Ĝ (ψ) + iĜ (Jψ)
]
; â† (ψ) =
1√
2
[
Ĝ (ψ)− iĜ (Jψ)
]
(7.91)
A little algebra shows then that:
[â (ψ) , â (ψ′)] =
[
â† (ψ) , â† (ψ′)
]
= 0 ∀ψ, ψ′ (7.92)
while: [
â (ψ) , â† (ψ′)
]
= h (ψ, ψ′) (7.93)
If we consider in particular an ON basis123 {ψn}∞0 in the ”single-particle”
Hilbert space H (h (ψn, ψm) = δnm) and define:
ân =: â (ψn) (7.94)
then: [
ân, â
†
m
]
= δnm (7.95)
and all the other commutators vanish. With these operators at hand, one can
then proceed to the construction of the Fock space following, e.g., the approach
discussed by J.M.Cook [45] already in the early Fifties.
Of course, one can also work directly with the exponential form (7.70) of a
Weyl system, as we will see now. The possibility to do so relies on the following
observations that can be easily verified if we work on a finite n-dimensional
Hilbert space H. We will denote with K the space of (complex) functions f(z) =
f(z1, z2, · · · , zn), zj ∈ C, on H which are square-integrable according to the
(Gaussian) measure:
‖f‖2 =:
∫  n∏
j=1
dRezj dImzj
π
 e−〈z,z〉|f(z)|2 <∞ (7.96)
On such space, for any z ∈ H let us consider the operator:
W (z) : f(w) 7→ fz(w) =: f(w − z) exp
( 〈w, z〉
2
− 〈z, z〉
4
)
(7.97)
which: i) conserves the norm: ‖f‖2 = ‖fz‖2 and ii) satisfies the relation
W (z)W (z′) =W (z + z′) exp
(
iIm〈z, z′〉
2
)
(7.98)
and hence allow for the definition of a Weyl system which is irreducible on the
subspace of K of antiholomorphic functions, FK, which can be seen [8] as the
123For example, if H = L2 (R), we could choose [8] the basis of the eigenfunctions of the 1D
harmonic oscillator (the Hermite functions [77]).
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closure w.r.t. the norm defined above of the space of antiholomorphic polyno-
mials in the n variables z1, z2, · · · , zn. A straightforward calculation shows that
setting u(j) = (0, · · · , 0, uj, 0, · · · , 0) and v(j) = (0, · · · , 0, ivj, 0, · · · , 0), with
uj, vj ∈ R, one has:
iG(u(j)) = − ∂
∂Rewj
+
w¯j
2
iG(v(j)) = − ∂
∂Imwj
− i w¯j
2
so that the annihilation/creation operators are given by
aˆj =:
G(u(j))− iG(v(j))√
2
=
√
2i∂wj −
i√
2
w¯j
= − i√
2
w¯j on FK
aˆ†j =:
G(u(j)) + iG(v(j))√
2
=
√
2i∂w¯j
and clearly satisfy bosonic-like commutation relations. Then the vacuum (or
cyclic vector) is given by the constant unit monomial P0(z) = 1. Notice also
that for any unitary operator U ∈ U(H) we may construct a unitary operator
Γ(U) ∈ U(FK) via the map:
Γ(U) :W (z) 7→W (U−1z) (7.99)
A generalization of such results to an infinite dimensional Hilbert space H
requires of course caution in the definition of domains of operators as well in
the definition of the spaces K and FK. This can be done by introducing the
so called isonormal [8] distribution g, which determines a measure dg on the
Hilbert space which, when restricted to finite dimensional subspaces looks like a
Gaussian measure with variance σ, and defining the space K as the completion
of the space of polynomials on H w.r.t. the inner product∫
L
P ′(ψ)P (ψ)dg(ψ) (7.100)
L being any finite-dimensional subspace of H on which the polynomials P, P ′
have support. The space FK is now the subspace of those functions F on
H such that their restrictions F |L on any finite-dimensional subspace L are
antiholomorphic in the usual sense. Thus one gets a complex representation for
the bosonic field in which the Weyl system is given by the operators [8]:
W (ψ) : F (φ) 7→ F (φ− ψ) exp
( 〈ψ, φ〉
2σ
− 〈φ, φ〉
4
)
, ∀ψ ∈ H (7.101)
For such representation, the cyclic vector is the function on H identically equal
to one. Also, for any U ∈ U(H) we have a unitary operator Γ(U) ∈ U(FK) such
that W (ψ) 7→W (U−1ψ)
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This completes the discussion of how Weyl’s approach can lead, in a rather
natural and elegant way, to the formalism of second quantization and hence of
Field Theory. We have done that for bosons, and we refer to the literature (see
in particular Refs. [8],[24] and [45]) for the parent construction for the case of
fermions. Alternative Hilbert space structures will give rise also to additional
ambiguities in the commutation relations for the fields.
7.5 Concluding Remarks
By using the geometrical formulation of Quantum Mechanics we have bee able
to ”export” from the classical to the quantum framework many problems that
arise in the classical setting, and we have constructed a more direct ”bridge”
which realizes Dirac’s demand [56]that problems arising in Classical Mechanics
must be a suitable limit of analogous problems arising in Quantum Mechanics.
In particular, we have addressed the problem of the quantum interpreta-
tion of the bi-Hamiltonian description of completely integrable systems in the
classical setting.
Alternative quantum Hamiltonian descriptions have been provided in various
pictures of Quantum Mechanics, the Schro¨dinger, Heisenberg and Weyl-Wigner-
Moyal pictures.
We have also shown that it is possible to deal with nonlinear transformations
in Quantum Mechanics without giving up the superposition principle which is
associated with quantum interference phenomena.
The roˆle of dynamically determined structures versus pre-assigned mathe-
matical structures in the formalization of Quantum Mechanics has been further
elucidated.
One may wonder if, in analogy with what happens in General Relativity,
where the metric is determined by solving the Einstein equations, one can con-
ceive of some field equations whose solutions would provide the Hermitian tensor
to be used in the description of quantum systems.
By mentioning how to deal with Second Quantization and Quantum Field
Theories in this framework we have hinted at the idea that this approach may
provide suggestions for the introduction of interactions in a pure quantum field-
theoretic setting.
At the end of this journey, we believe it to be rewarding to know that many
sophisticated methods of Classical Physics may find their way into the formalism
of Quantum Physics.
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A Nijenhuis torsions and Nijenhuis Tensors
Nijenhuis Torsions and Tensors on Smooth Manifolds
Let us consider, to begin with, the set X (M) of vector fields over some (smooth)
manifoldM. X (M) has, as is well known, the structure of a (actually an infinite-
dimensional) Lie algebra defined by the Lie bracket:
[., .] : X (M)→ X (M) ; (X,Y ) 7→ [X,Y ] =: LXY = −LYX ; X,Y ∈ X (M)
(A.1)
with L· the Lie derivative. Let then T be a (1− 1) tensor viewed as a map:
T : X (M) → X (M). One can associate124 with T an antiderivation dT of
degree one whose actions on zero- and one-forms is given by:
dT f (X) = df (TX) (A.2)
on functions, and:
dT θ (X,Y ) = (LTXθ) (Y )− (LTY θ) (X) + θ (T [X,Y ]) (A.3)
on one-forms (recall that a (anti)derivation is entirely defined [41] by its action
on zero- and one-forms). One proves that d2T is a derivation (of degree two)
commuting with d: d ◦ d2T = d2T ◦ d. As such, its action is entirely defined [41]
by that on zero-forms (functions), and one finds:(
d2T f
)
(X,Y ) = −df (NT (X,Y )) (A.4)
where [78, 152, 186, 194] theNijenhuis torsion NT of T is the (1− 2)-type
tensor defined by125:
NT (X,Y ) = {(T ◦ LX (T ))− (LTX (T ))} (Y ) (A.5)
or, more explicitly:
NT (X,Y ) = T [TX, Y ] + T [X,TY ]− T 2 [X,Y ]− [TX, TY ] (A.6)
T will be said to be a Nijenhuis tensor if its Nijenhuis torsion vanishes, i.e. if:
NT = 0 (A.7)
Remark 66 In local coordinates xi, if:
T = T i j
∂
∂xi
⊗ dxj (A.8)
124See Ref. [186] for more details
125Note that what we call here, following the literature, the ”Nijenhuis torsion” was called
the ”Nijenhuis tensor” in Ref. [186].
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then:
NT =
1
2
(NT )
i
km
∂
∂xi
⊗ dxk ∧ dxm (A.9)
where:
(NT )
i
km =
∂T i k
∂xj
T j m + T
i
j
∂T j m
∂xk
− (k ←→ m) (A.10)
and, obviously: NT = 0 whenever the representative matrix of T is a matrix
with constant entries.
Nijenhuis Torsions and Tensors on Associative Algebras
Eqn.(A.5) defines the Nijenhuis torsion on a Lie algebra. Nijenhuis-type tensors
and torsions can be given however a more general setting [33, 34]in the frame-
work of associative algebras. We recall126 that an associative algebra (A, ∗)
becomes also a Lie algebra under commutation, i.e. with a bracket defined as:
[A,B] =: A ∗B −B ∗A; A,B ∈ A (A.11)
and associativity of the algebra guarantees that the bracket does satisfy the
Jacobi identity, so it is indeed a Lie bracket.
Let then (A, ∗) be an associative algebra over a field K (K = R or K = C
for our purposes), an let: T : A → A be a linear map. T will be a derivation of
the algebra (A, ∗) if (and only if):
T (A ∗B) = T (A) ∗B +A ∗ T (B) ∀A,B ∈ A (A.12)
Be it as it may, given T one can define in general the bilinear map:
∗T : (A,B)→ A ∗T B = T (A) ∗B +A ∗ T (B)− T (A ∗B) (A.13)
and ∗T will be trivial if (and only if) T is a derivation. In general (with T
not a derivation), ∗T will define a (non-trivial) new algebra structure (A, ∗T ).
As a simple example, let’s take T ∈ A, an hence: T (A) = T ∗ A. Then, a
simple calculation shows that:
A ∗T B = A ∗ T ∗B (A.14)
Products of this sort will be employed in the text in the discussion of alternative
commutation relations in Quantum Mechanics.
126It goes without saying that the ”star-product” ∗ we are talking about here has nothing
to do with the Moyal product.
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A Digression on: Hochschild Cohomologies
Given an associative algebra (A, ∗) and an A-bimodule V (what we will have in
mind will be the case in which V is the additive group of A and the bimodule
structure is given by left and right multiplication), an n-cochain will be an
n-linear mapping:
α : A×A×...A︸ ︷︷ ︸
n times
→ V (A.15)
The space Cn (A, V ) of n-cochains has a group structure under addition. Then,
for every n, theHochschild coboundary operator127: δ∗ : C
n (A, V )→ Cn+1 (A, V )
is defined (α ∈ Cn (A, V ) , a1, ..., an+1 ∈ A) via [101]:
(δ∗α) (a1, ..., an+1) = a1α (a2, ..., an+1)+
+
n∑
n=1
(−1)i α (a1, .., ai ∗ ai+1, .., an+1)+
+ (−1)n+1 α (a1, ..., an) an+1
(A.16)
where aα (..) and α (..) a denote the left and right actions of A on V respectively.
One can check directly that:
δ∗ ◦ δ∗ = 0 (A.17)
As an example, for n = 1:
(δ∗α) (a1, a2) = a1α (a2) + α (a1) a2 − α (a1 ∗ a2) (A.18)
An n-cochain α is called an n−cocycle if δ∗α = 0, an n−coboundary if
α = δ∗β for some (n− 1)−cochain β. n−cocycles form an additive group
usually denoted as Zn (A, V ), and (in view of (A.17)) n−coboundaries form
an subgroup Bn (A, V ) of Zn (A, V ). The n−(Hochschild) cohomology group
Hn (A, V ) is defined then as the quotient:
Hn (A, V ) = Zn (A, V ) /Bn (A, V ) (A.19)
The linear mapping T can be considered as a one-cochain and, looking then at
Eqn.(A.13)we can conclude that:
A ∗T B = δ∗T (A,B) (A.20)
and hence we can rephrase what has been said previously by saying that T will
be a derivation if and only if it is a one-cocycle in the Hochschild cohomology
associated with the ”star-product”.
The ∗−Nijenhuis torsion of T is defined as:
NT (A,B) = T (A ∗T B)− T (A) ∗ T (B) (A.21)
127The suffix serves here to stress that the operators and the ensuing properties are all
relative to the binary product (”star-product”) in the algebra.
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or, more explicitly:
NT (A,B) = T (T (A) ∗B)+T (A ∗ T (B))−T 2 (A ∗B)−T (A)∗T (B) (A.22)
It is clear from Eqn.(A.21) that the Nijenhuis torsion of T measures the ob-
struction for the linear map T to be a homomorphism of the two products.
Here too it will be said that T is a ∗−Nijenhuis tensor if its Nijenhuis torsion
vanishes. For example, it is easy to see that NT = 0 if T ∈ A and the associated
product is given by Eqn.(A.14). Hence, T is a Nijenhuis tensor.
Making Contacts
To make contact with the initial definition of the Nijenhuis torsion, we recall
what has already been said, i.e. that an associative algebra can be made into a
Lie algebra using the commutator (A.11). If we substitute the ”star-product”
with the commutator, then Eqn.(A.22) becomes:
NT (A,B) = T [T (A) , B] + T [A, T (B)]− T 2 [A,B]− [T (A) , T (B)] (A.23)
which coincides with Eqn.(A.6) if we substitute for A,B, .. vector fields on a
manifold and the commutator with the Lie bracket. This establishes the link
between the two definitions of the Nijenhuis torsion that have been given here.
The Nijenhuis torsion defined on an associative algebra will play a roˆle in the
discussion, in the text, of alternative associative products on the algebra of
(bounded) operators on a Hilbert space. Completeness would require discussing
also how the (Lie) algebra of vector fields can be embedded into a larger asso-
ciative algebra (the enveloping algebra), but we will not insist on this point not
too lengthen too much the discussion.
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B Recursion Operators
Some Preliminaries
Let T be a (1, 1)-type tensor field: T ∈ F11 (M). As is already known, the action
of T on vector fields (denoted with the same symbol) and one-forms (defined
as T˜ ) is defined uniquely by:
〈TX |α〉 =:
〈
X |T˜α
〉
, X ∈ X (M) , α ∈ X ∗ (M) (B.1)
where 〈.|.〉 denotes the usual pairing. In coordinates, if:
T = T ijdx
j ⊗ ∂
∂xi
(B.2)
is represented by the matrix128: T =
∥∥T i j∥∥ then T˜ will be represented by the
matrix: T˜ =:
∥∥∥T˜j i∥∥∥ and Eqn.(B.1) implies:
T˜j
i = T i j (B.3)
i.e. that T˜ be the transpose of T :
T˜ = T t (B.4)
All this is well known and is repeated here only for completeness.
One can consider extending the action of the T˜ on forms oh higher rank, as
well as that of T on multivectors. We will concentrate here only on the former,
recollecting some results that can be found in the literature ([186]).
The extension under consideration is not unique. Let, e.g., ω be a two-form.
In particular, ω will be considered as the map:
ω : X (M)→ X ∗ (M) ; ω : Y → ω (., Y ) = −iY ω
〈ω (., Y ) |X〉 = −iXiY ω = ω (X,Y ) (B.5)
((ω (., Y )) = ωijY
jdxi). Hence we can compose T˜ with ω to obtain the (0, 2)
tensor:
T˜ ◦ ω : (X,Y )→
〈
T˜ ◦ ω (., Y ) |X
〉
= 〈ω (., Y ) |TX〉 (B.6)
i.e.: (
T˜ ◦ ω
)
(X,Y ) = ω (TX, Y ) (B.7)
This is a linear extension. In terms of representative matrices T˜◦ω is represented
by the matrix T tω, i.e. (cfr. Eqn.(B.3)):
T˜ ◦ ω = (T tω)
ij
dxi ⊗ dxj = T k iωkjdxi ⊗ dxj (B.8)
128With some abuse of notation, we will denote here with the same symbol (1, 1) tensors and
their representative matrices.
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Another possible and more symmetric linear extension is provided by:(
T˜ ◦ ω
)
(X,Y ) = ω (TX, Y ) + ω (X,TY ) (B.9)
Also, a nonlinear extension such as:(
T˜ ◦ ω
)
(X,Y ) = ω (TX, TY ) (B.10)
may be envisaged, with even more possibilities for forms of higher rank.
Notice that, while the extensions (B.9) and (B.10) map two-forms into two-
forms, this is not true in general for the extension (B.7) which will yield in
general a (0, 2)-type tensor but not a two-form.
The linear extension (B.9) allows for the association with T of an antideriva-
tion of degree one usually denote as dT that acts on zero- and one-forms as:
dT f = T˜ df ; dT f (X) =: df (TX) (B.11)
and:
(dT θ) (X,Y ) = (LTXθ) (Y )− (LTY θ) (X) + θ (T [X,Y ]) (B.12)
dT can be shown to be nilpotent
(
dT ◦ dT =: d2T = 0
)
like the ordinary exterior
differential d if and only if T has a vanishing Nijenhuis torsion, but we will not
insist on that.
Returning instead to the extension (B.7), one can prove the following:
The extension of the action of T on two-forms defined by:(
T˜ ◦ ω
)
(X,Y ) =: ω (TX, Y ) (B.13)
will be a two-form (i.e. it will be skew-symmetric) if and only if:
ω (TX, Y ) = ω (X,TY ) ∀X,Y (B.14)
Indeed, if the condition (B.14) holds, then:(
T˜ ◦ ω
)
(X,Y ) =: ω (TX, Y ) = −ω (Y, TX) =
= −ω (TY,X) = −
(
T˜ ◦ ω
)
(Y,X) (B.15)
and T˜ ◦ω is skew-symmetric. Viceversa, if ω1 =: T˜ ◦ω is skew-symmetric, then:
ω (X,TY ) = −ω (TY,X) = −ω1 (Y,X) =
= ω1 (X,Y ) = ω (TX, Y ) (B.16)
and (B.14) holds.
Notice that, in this case:
ω (TX, Y ) =
1
2
{ω (TX, Y ) + ω (X,TY )} (B.17)
and there is no real difference between the two linear extensions.
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H−weak and ω-weak Recursion Operators. Strong Recur-
sion Operators
Let Γ be a Hamiltonian vector field with Hamiltonian H w.r.t. a given
symplectic form ω, i.e.:
iΓω = dH (B.18)
Then [53, 120, 179, 239], a (1, 1)-type tensor field T compatible with the
dynamics, i.e. such that:
LΓT = 0 (B.19)
is called:
• A H-weak recursion operator if it ”generates new Hamiltonians” in the
sense that:
d
(
T˜ kdH
)
= 0, k = 1, 2, 3, ... (B.20)
i.e., locally at least:
T˜ kdH = dHk, k ≥ 1 (B.21)
for some Hk ∈ F (M). It is called instead:
• A ω-weak recursion operator if it ”generates new symplectic forms” in the
sense that:
ωk =: T˜ ◦ T˜ ◦ .... ◦ T˜︸ ︷︷ ︸
k times
ω =: T˜ k ◦ ω, k = 1, 2, 3... (B.22)
is closed and skew-symmetric (and hence a symplectic form if T is invert-
ible). Finally, T is called:
• A strong recursion operator if it is both H-weak and ω-weak.
Before discussing the conditions under which a (1, 1) tensor isH-weak and/or
ω-weak, let us examine some consequences of these definitions.
First of all, if T is H-weak, it may well happen that: dHk ∧ dH = 0 for
some k (even for k = 1129) , and the process of generating new Hamiltonian
functions will stop at this stage. Barring this case, one can generate then a set
of ω-Hamiltonian vector fields Γk via:
iΓkω = dHk, k ≥ 1 (B.23)
Taking the Lie derivative w.r.t. Γ of Eqn.(B.21) and taking into account the
invariance of T one finds at once:
d (LΓHk) = 0 (B.24)
129This seems to be the case for the Kepler problem [179]
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This implies only: LΓHk = const. and not that Hk is a constant of the motion
for Γ. This will require some additional assumptions that will be discussed
shortly below.
If instead T is ω-weak, taking again the Lie derivative w.r.t. Γ of Eqn.(B.22),
invariance of T leads at once to:
LΓωk = 0, k ≥ 1 (B.25)
In other words, Γ will be also locally ωk-Hamiltonian. Then, locally at least:
iΓωk = dH˜k (B.26)
for some H˜k ∈ F (M), and this will provide alternative Hamiltonian descriptions
for the same dynamics. Notice that the H˜k’s are not related (at least not in a
simple way) to the Hk’s of Eqn.(B.21). Alternatively, one can define a new set
of vector fields Γ˜k via:
iΓ˜kωk = dH (B.27)
and these will be all Hamiltonian vector fields associated with different sym-
plectic structure but with the same Hamiltonian function.
Some relevant results concerningH-weak and/or ω-weak recursion operators
have been proved in the literature. The main results that we will summarize
here (referring to the literature for details of the proof) are:
1. If T satisfies the condition (B.20) for k = 1, i.e.:
d
(
T˜ dH
)
= 0 (B.28)
and has vanishing Nijenhuis torsion:
NT = 0 (B.29)
then it is a H-weak recursion operator (i.e. Eqn.(B.20) will hold for every
k).
2. If, moreover, T˜ ◦ ω is skew-symmetric, which means, in terms of the rep-
resentative matrices, ω being already skew-symmetric:
T tω = ωT (B.30)
then the Hk’s defined by Eqn.(B.21) are all constants of the motion for Γ
pairwise in involution:
{Hk,Hl} =: ω (Γl,Γk) = 0 ∀k, l ≥ 0 (B.31)
where {., .} denotes the Poisson bracket associated with the symplectic
form ω.
Remark 67 This last result has the following implications:
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• As ω is non-degenerate, there can be at most a set of k ≤ n = (1/2) dim (M)
(functionally) independent constants of the motion pairwise in involution,
and:
• If the set is maximal (i.e. k = n), the dynamics is completely integrable
in the Liouville sense.
Concerning ω-weak recursion operators, it has also been proved in the lit-
erature that, if T has a vanishing Nijenhuis torsion and, moreover, T˜ ◦ ω is
closed:
d
(
T˜ ◦ ω
)
= 0 (B.32)
and is skew-symmetric (Eqn.(B.30)), then T is a ω-weak recursion operator.
All this has the consequence that:
• If T has a vanishing Nijenhuis torsion:
NT = 0 (B.33)
If :
• T˜ ◦ ω is skew-symmetric, i.e., in terms of the representative matrices:
T tω = ωT (B.34)
and if:
• both T˜ ◦ ω and T˜ dH are closed:
d
(
T˜ ◦ ω
)
= d
(
T˜ dH
)
= 0 (B.35)
then T is a strong recursion operator.
In the next Section we shall discuss a relevant class of recursion operators
that happen to satisfy almost all of the above conditions.
Factorizable Recursion Operators
We will consider here dynamical systems that are bi-Hamiltonian130. A dy-
namical vector field Γ is bi-Hamiltonian if there exist two pairs (ω1,H1) and
(ω2,H2) such that131:
iΓω1 = dH1 (B.36)
130Or, for that matter, bi-Lagrangian.
131In the Lagrangian case the same roˆle will be played by the Lagrangian two-forms and the
associated energy functions.
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as well as:
iΓω2 = dH2 (B.37)
At least one of the two closed two- forms, say ω1, will be assumed to be non-
degenerate, hence a symplectic form. As such, it will have an inverse ω−11 which
will be the bivector (actually a (2, 0 ) tensor, a Poisson tensor):
ω−11 =
1
2
(ω1)
ij ∂
∂xi
∧ ∂
∂xj
; (ω1)
ik(ω
1
)kj = δ
i
j (B.38)
Out of the two symplectic forms we can then build up the (1, 1) tensor T
defined via: (
T˜ ◦ ω1
)
(X,Y ) =: ω1 (TX, Y ) = ω2 (X,Y ) (B.39)
or, for short:
T = ω−11 ◦ ω2 (B.40)
Explicitly:
T = T i jdx
j ⊗ ∂
∂xi
; T i j = (ω1)
ik(ω2)kj (B.41)
(1, 1) tensors that can constructed via the composition of a (2, 0) and of a (0, 2)
tensor will be called factorizable.
From now on, ω1 andH1 will play the roˆle of the ω,H of the previous Section.
Remark 68 It is pretty obvious from the definition (B.39) that:
Ker (T ) ≡ Ker (ω2) (B.42)
As the kernel of a closed two-form is is a Lie subalgebra of X (M), i.e. it is
involutive, if: dimKer (T ) has constant dimension, it is also a distribution.
Moreover, T will be invertible
(
det
∥∥T i j∥∥ 6= 0) iff, besides ω1, ω2 is also non-
degenerate, and hence symplectic as well.
The (1, 1) tensor T is a natural candidate for a recursion operator. Indeed,
let us prove first that the closure condition for T˜ dH1is satisfied. We have:
TdH1 = ∂H1
∂xi
T i jdx
j ≡ ∂H1
∂xi
(ω1)
ik
(ω2)kj dx
j (B.43)
But: iΓω1 = dH1 implies:
∂H1
∂xi
(ω1)
ik
= Γk (B.44)
and hence:
TdH1 = dH2 (B.45)
which proves that TdH1 is not only closed, but also exact.
179
Moreover:
ω1 (TX, Y ) = ω2 (X,Y ) = −ω2 (Y,X) (B.46)
= −ω1 (TY,X) = ω1 (X,TY )
which proves (cfr. Eqn. (B.14)) that T˜ ◦ ω1 is skew-symmetric.
This result could have been inferred more directly from Eqn.(B.39) which
states that:
T˜ ◦ ω1 = ω2 (B.47)
which allows us also to conclude that T˜ ◦ ω1 is a closed two-form.
Therefore we obtain the following result:
If the (1, 1) tensor field (B.40) satisfies the Nijenhuis condition, i.e. if:
NT = 0 (B.48)
then T is a strong recursion operator.
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C Symplectic Fourier Transform
Introduction
Let us consider, for simplicity [77, 240], R2 ≈ T∗R with coordinates (q, p). The
standard Fourier transform (e.g. in L2
(
R2
)
) of a function f = f (q, p) is defined
as:
F(f) (η, ξ) =
∫∫
dqdp
2π
exp{−i(qη + pξ)}f (q, p) (C.1)
with the known inversion formula (again in the sense of L2
(
R2
)
) :
f (q, p) =
∫∫
dηdξ
2π
exp{i(qη + pξ)}F(f) (η, ξ) (C.2)
Notice that, with the standard Euclidean metric in R2, g = diag (1, 1),
qη + pξ = g ((q, p), (η, ξ). Introducing the canonical symplectic form ωD =
dq ∧ dp, with representative matrix:
ΩD =
∣∣∣∣ 0 1−1 0
∣∣∣∣ (C.3)
the symplectic Fourier transform Fs (f) is defined as:
Fs (f) (η, ξ) =:
∫∫
dqdp
2π
exp {−iωD ((q, p) , (ξ, η)} f (q, p) (C.4)
where, explicitly:
ωD ((q, p) , ξ, η) =
∣∣ q p ∣∣ ∣∣∣∣ 0 1−1 0
∣∣∣∣ ∣∣∣∣ ξη
∣∣∣∣ = qη − pξ (C.5)
Therefore:
Fs (f) (η, ξ) = F (f) (η,−ξ) (C.6)
and the transform can be inverted into:
f (q, p) =
∫∫
dηdξ
2π
exp {iωD ((q.p) , (ξ, η))}Fs (f) (η, ξ) (C.7)
or:
f (q, p) =
∫∫
dηdξ
2π
exp {−iωD ((ξ, η) , (q, p))}Fs (f) (η, ξ) (C.8)
where, explicitly: ωD ((q, p) , (ξ, η)) = qη − pξ.
A generic constant symplectic structure ω in R2 is of course associated with
a (real) skew-symmetric matrix of the form:
Ω =
∣∣∣∣ 0 a−a 0
∣∣∣∣ , a 6= 0 (C.9)
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and there exists a nonsingular matrix T ∈ Aut (R2) = GL (2,R) (a (1, 1) tensor)
such that:
Ω = T˜ ωDT (C.10)
i.e. (always remember that, by definition:
(
T˜
)
i
j = T j i):
ω(x, y) = ωD (Tx, T y) , x, y ∈ R2 (C.11)
Indeed, if:
T =
∣∣∣∣ λ µν ρ
∣∣∣∣ (C.12)
then the previous condition only requires:
detT = λρ− µν = a (C.13)
and T will be actually defined ”modulo” left multiplication by any matrix U
with detU = 1, i.e.: U ∈ Sp (2,R) ≈ SL (2,R): U˜ωDU = ωD. In this slightly
more general setting, the symplectic Fourier transform is defined as:
FsT (f) (η, ξ) = J
2π
∫∫
dqdp exp {−iω ((q, p) , (ξ, η)} f (q, p) (C.14)
where: J =: detT . Now, if: T (q, p) =: (x, k), then:
∂ (q, p)
∂ (x, k)
= J−1 (C.15)
Moreover, with: X =: (q, p) , Y =: (x, k), TX = Y and: Z = (ξ, η), we have:
ω ((q, p) , (ξ, η) = ω
(
T−1Y, Z
)
= ωD (Y, TZ). Hence, changing variables:
FsT (f) (η, ξ) =
∫∫
dxdk
2π
(
f ◦ T−1) (x, k) exp {−iωD ((x, k) , T (ξ, η))} (C.16)
i.e., setting: (ξT , ηT ) =: T (ξ, η):
FsT (f) (η, ξ) = Fs
(
f ◦ T−1) (ηT , ξT ) (C.17)
Noticing that:
f (q, p) ≡ (f ◦ T−1) (T (q, p)) (C.18)
we can write, using the inversion formula for the ”canonical” symplectic trans-
form:
f (q, p) =
∫∫
dξT dηT
2π
Fs
(
f ◦ T−1) (ηT , ξT ) exp {−iωD ((ξT , ηT ) , T (q, p))}
(C.19)
or:
f (q, p) =
∫∫
dξT dηT
2π
FsT (f) (η, ξ) exp {−iωD (T (ξ, η) , T (q, p))} (C.20)
and eventually (∂ (ξT , ηT ) /∂ (ξ, η) = J) we obtain the inversion formula:
f (q, p) =
J
2π
∫∫
dξdηFsT (f) (η, ξ) exp {−iω ((ξ, η) , (q, p))} (C.21)
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Equivariance
What remains to be discussed is the role of the ambiguity in the definition
of T (T and UT , U ∈ Sp (2,R) playing the same role). The question is
whether or not FsT (f) (η, ξ) and FsUT (f) (η, ξ), i.e. Fs
(
f ◦ T−1) (ηT , ξT ) and
Fs
(
f ◦ (UT )−1) (ηUT , ξUT ) define the same symplectic Fourier transform. From
the definition:
Fs
(
f ◦ (UT )−1) (ηUT , ξUT ) =
=
∫∫
dqdp
2π
(
f ◦ T−1 ◦ U−1) (q, p) exp {−iωD ((q, p) , U ◦ T (ξ, η))} (C.22)
Setting: U−1 (q, p) = (x, k) (detU = 1):
Fs
(
f ◦ (UT )−1) (ηUT , ξUT ) =
=
∫∫
dqdp
2π
(
f ◦ T−1) (x, k) exp {−iωD (U (x, k) , U ◦ T (ξ, η))} (C.23)
But: ωD (U(.), U(.)) = ωD ((.), (.)), and hence:
Fs
(
f ◦ (UT )−1) (ηUT , ξUT ) =
=
∫∫
dqdp
2π
(
f ◦ T−1) (x, k) exp {−iωD ((x, k) , T (ξ, η))} (C.24)
i.e.:
Fs
(
f ◦ (UT )−1) (ηUT , ξUT ) = Fs (f ◦ T−1) (ηT , ξT ) (C.25)
FsT depends then only on the right coset of T in GL (2,R) relative to the
subgroup Sp (2,R) of the symplectic linear maps. This result can be summarized
by writing (for T = I, otherwise we substitute f with f ◦ T−1):
Fs
(
f ◦ U−1) ◦ U = Fs (f) (C.26)
or, according to the standard definition of ”pull-back” of a map:
φ∗Fs (f) = Fs (φ∗f) (C.27)
where: φ = U−1 ∈ Sp(2,R), which can then be rephrased by saying that the
symplectic Fourier transform is equivariant, or that it is ”natural”, w.r.t. the
symplectic group.
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