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Abstract. This paper examines methods of pointwise construction of aggre-
gation operators via optimal interpolation. It is shown that several types of
application-specific requirements lead to interpolatory type constraints on the
aggregation function. These constraints are translated into global optimization
problems, which are the focus of this paper. We present several methods of
reduction of the number of variables, and formulate suitable numerical algo-
rithms based on Lipschitz optimization.
1. Introduction. Decision making often involves aggregation of several pieces of
information coming from different sources. It can be aggregation of preferences given
by several individuals of a group, aggregation of criteria in multicriteria decision
problems, or fusion of possibly uncertain evidence provided by several sources. Ag-
gregation operators are functions that combine several input values into one output
value, which can be used to rank the alternatives, among other purposes. Weighted
mean is one example of a commonly used aggregation operator, but there are many
alternative ways of combining the inputs. The overviews of many different types of
aggregation operators are presented in [15–18,23].
In this article we concentrate on aggregation operators that take the inputs from
a closed interval, for convenience [0, 1], and produce the output in the same interval.
Such aggregation operators are widely used in decision theory (cf. multiattribute
utility functions), fuzzy logic, engineering, expert and decision support systems, and
management science [16, 18]. The choice of an aggregation operator is application
specific, and is frequently performed in ad hoc manner. One problem here is that
the domain experts can rarely specify how they perform aggregation by means of
an algebraic formula. For instance, decision support systems in medical domain
rely on aggregation of evidence given as various symptoms, but doctors would not
specify the exact formula. On the other hand, one can present to the experts a
number of prototypical cases, which they easily assess and provide their “outputs”.
Furthermore, with today’s automatic collection of vast amounts of data, it is
possible to extract many aggregation rules from databases. An example here is the
use of preferences of e-commerce customers in recommender systems. Such systems
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recommend to customers a number of products that match their preferences, and
the strength of the recommendation is based on aggregating the degrees to which
the preferences are matched by individual products. An analysis of customers’
responses to recommendations can provide suitable aggregation rules. Another
area where aggregation operators can be determined from the data is credit risk
assessment.
Thus it is possible to construct suitable application-specific aggregation opera-
tors from the recorded data by solving, essentially, a regression problem. In the
case of weighted mean operators, it boils down to a standard quadratic program-
ming problem, but for other aggregation operators the situation is different. The
issue is preservation of semantically important properties of aggregation operators,
without which they would provide inconsistent, and even erroneous output. This
is the reason why many off-the-shelf nonlinear regression methods, such as neural
networks, do not work, as they fail to account for such properties.
There are a number of special methods designed for various types of aggregation
operators, in particular generalized weighted means [11,29], ordered weighted aver-
aging operators [7,19,30], Choquet and Sugeno integrals [11,20], triangular norms,
uninorms and related operators [4, 6, 14]. In this article we concentrate on general
aggregation operators with specific properties, such as disjunctive, conjunctive or
averaging behaviour, existence of a neutral element, or given affine sections. We
shall use a recently developed method of monotone approximation of multivari-
ate scattered data [8, 9], which provides the largest, the smallest and the optimal
aggregation operators for given data sets.
While the general construction of aggregation operators using the above men-
tioned optimal interpolation technique is well understood [8,10,12], there are specific
issues related to preservation of application-specific properties, that need to be re-
solved. Typically this involves a solution to a global optimization problem for each
vector of inputs of the aggregation operator. Such an optimization problem has to
be solved deterministically, as solutions based on stochastic methods will result in
lack of continuity, monotonicity, and inconsistency with other required properties,
which would make this construction unusable. In this article we examine the re-
sulting global optimization problems in detail, reduce the number of participating
variables, and formulate suitable deterministic methods for their efficient numerical
solution.
The article is organized as follows. In Section 2 we provide the background on
aggregation operators, methods of their pointwise construction, optimal monotone
interpolation and formulate our general construction scheme. In Section 3 we discuss
various properties of aggregation operators that arise in applications, translate these
properties into constraints on their values, and formulate the resulting optimization
problems. In Section 4 we present several solution methods and illustrate them on
specific examples. We finish the article with conclusions.
2. Aggregation operators. Recent comprehensive overviews of aggregation op-
erators are given in [16, 18, 23], from which we took some relevant definitions.
Definition 1. An n-ary aggregation operator is a function fn : [0, 1]
n → [0, 1]
such that:
(i) fn(x1, . . . , xn) ≤ fn(y1, . . . , yn) whenever xi ≤ yi for all i ∈ {1, . . . , n}.
(ii) fn(0, . . . , 0︸ ︷︷ ︸
n−times
) = 0 and fn(1, . . . , 1︸ ︷︷ ︸
n−times
) = 1.
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Monotonicity is semantically important, as it prevents a decision maker from
choosing an alternative which is inferior with respect to all the criteria (Pareto
optimality). Aggregation operators are broadly classified into the following types:
disjunctive, conjunctive, averaging and mixed. Disjunctive aggregation operators
are used to model positive interaction between the inputs (they are called OR-
like in fuzzy logic), conjunctive operators model negative interaction (AND-like),
averaging operators provide a degree of compensation between low and high inputs
(like all means), and mixed operators exhibit different behaviour on parts of their
domain.
Definition 2. An aggregation operator fn is
(i) Disjunctive if ∀x ∈ [0, 1]n : fn(x) ≥ max(x) := max
i=1...,n
xi;
(ii) Conjunctive if ∀x ∈ [0, 1]n : fn(x) ≤ min(x) := min
i=1...,n
xi;
(iii) Averaging if ∀x ∈ [0, 1]n : min(x) ≤ fn(x) ≤ max(x);
(iv) Mixed otherwise.
In addition, there is a number of useful properties that find interesting interpre-
tations in the context of specific applications. We list a few basic properties below.
Let t, e, a ∈ [0, 1]. e(t, i) will denote a vector whose components are all e except the
i-th component: e(t, i) = (e, . . . , e, t, e, . . . , e). a(x, i) will denote a vector whose
i-th component is a: a(x, i) = (x1, . . . , xi−1, a, xi+1, . . . , xn).
Definition 3. Properties of aggregation operators.
(i) An aggregation operator fn is called symmetric if fn(x) = fn(xP ) for any
x ∈ [0, 1]n and any P , where xP is a permutation of the components of x.
(ii) A binary aggregation operator is associative if f2(f2(x1, x2), x3) = f2(x1, f2(x2, x3)).
(iii) A binary aggregation operator has a neutral element e ∈ [0, 1] if ∀t ∈ [0, 1] :
f2(t, e) = f2(e, t) = t. In the general case we obtain
∀t ∈ [0, 1], i ∈ {1, . . . , n} : fn(e(t, i)) = t. (1)
(iv) An aggregation operator fn has an annihilator a ∈ [0, 1] if ∀x ∈ I
n : fn(a(x, i)) =
a for all i ∈ {1, . . . , n}.
(v) An aggregation operator fn is idempotent if ∀t ∈ [0, 1] : fn(t, t, . . . , t) = t.
(vi) An aggregation operator fn is Lipschitz continuous in the norm || · || if there is
a number M > 0 such that for all x, y ∈ [0, 1]n : |fn(x)− fn(y)| ≤M ||x− y||.
The smallest such number is called its Lipschitz constant.
(vii) An aggregation operator is p-stable if its Lipschitz constant in || · ||p-norm
is 1. For p = 1 it is called 1-Lipschitz and for p = ∞ it is called a kernel
aggregation operator.
(viii) An aggregation operator gn is dual to fn if
gn(1 − x1, . . . , 1− xn) = 1− fn(x1, . . . , xn).
It is also straightforward to verify that aggregation operators with the neutral
element e = 1 are conjunctive, those with e = 0 are conjunctive, and those with
any other value of e are mixed. Idempotent operators are averaging and vice versa.
The most important families of aggregation operators are maximum, minimum,
arithmetic means, triangular norms (associative, symmetric, with the neutral ele-
ment e = 1), triangular conorms (dual to triangular norms), uninorms (associative,
symmetric, with the neutral element e ∈ [0, 1]), nullnorms (associative, symmetric,
with the annihilator a ∈ [0, 1]), weighted quasi-arithmetic means (those represented
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by fn(x) = g
−1 (
∑n
i=1 wig(xi)), where g : [0, 1]→ [−∞,+∞] is a continuous strictly
monotone function and the non-negative weights wi add to one), ordered weighted
averaging operators (fn(x) =
∑n
i=1 wix(i), where x(i) is the i-th largest element
of x), operators based on Choquet and Sugeno integrals, symmetric sums and T-
S operators (quasi-linear combinations of triangular norms and conorms). There
are many other less known families, as well as combinations and generalizations of
the above mentioned operators. They allow one to model virtually any desirable
aggregation process.
In the context of a specific application, it is often hard to choose a suitable ag-
gregation operator either because the domain experts cannot formulate the desired
properties, or because such properties define infinitely many aggregation operators.
One way of choosing the right operator is to fit it to the data — the observed
or desired input–output pairs, while preserving semantically important properties,
such those listed above. We denote the set of such data by D = {(xk, yk)}Kk=1, with
xk ∈ [0, 1]n, yk ∈ [0, 1] for all k = 1, . . . ,K.
We consider fitting general aggregation operators given in Definition 1, which
satisfy the Lipschitz condition with a given Lipschitz constantM . Such aggregation
operators are important from the practical viewpoint, as they provide output stable
with respect to input inaccuracies. Let us denote the class of functions with the
Lipschitz constant at most M by Lip(M) and the class of monotone non-decreasing
(in each argument) functions byMon. Then we formulate the interpolation problem
Problem (1. Construction of a general aggregation operator). Find a function
fn ∈ Lip(M)∩Mon, such that fn(x
k) = yk for all k = 1, . . . ,K and fn(0, . . . , 0) =
0, fn(1, . . . , 1) = 1.
Of course we assume that such a function exists, i.e., the data set allows interpo-
lation with a function from Lip(M)∩Mon. If this is not the case (for instance the
chosen Lipschitz constant M is too small), there are ways to smoothen the data by
using quadratic or linear programming techniques, see [8]. The method developed
in [8, 9] is based on the concept of optimal interpolation. Any interpolation algo-
rithm A produces an error EA no smaller than the intrinsic error of the problem
EP = infAEA. The intrinsic error is the radius of the set of possible solutions to
Problem 1. Central algorithm delivers an interpolant whose error is EP , and it
consists in identifying the tight upper and lower bounds on the values of fn(x) at
any x, see [24, 28, 31]. Formally we obtain the solution to the problem
min
g∈F
max
h∈F
max
x∈[0,1]n
|h(x)− g(x)|
subject to g(xk) = h(xk) = yk, k = 1, . . . ,K,
where F = {f ∈ Lip(M) ∩Mon|f(0, . . . , 0) = 0, f(1, . . . , 1) = 1}.
Such a solution fn is given as
fn(x) =
1
2
(A(x) +A(x)),
with
A(x) = max{σl(x), Bl(x)}, A(x) = min{σu(x), Bu(x)}, (2)
Bl(x) = max{0, 1−M ||(1, . . . , 1)− x||}, Bu(x) = min{1,M ||x||}, (3)
σu(x) = min
k
{yk +M ||(x− xk)+||},
σl(x) = max
k
{yk −M ||(xk − x)+||}, (4)
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where z+ denotes the positive part of vector z: z+ = (z¯1, . . . , z¯n), with
z¯i = max{zi, 0}.
Note that the solution is the mean of the tight upper and lower bounds, which are
composed from the bounds σu, σl which result from the interpolation conditions
fn(x
k) = yk, and the generic bounds Bu, Bl which are the consequences of the
boundary condition (ii) of Definition 1.
Our next goal is to incorporate the additional restrictions on the aggregation
operator, such as the ones given in Definition 2 and subsequently listed properties.
We proceed by tightening the bounds Bu, Bl while preserving Eqns. (2),(4). In the
cases of conjunctive, disjunctive or averaging behaviour, the modification is simple,
e.g., we have Bl = max{0, 1−M ||(1, . . . , 1)−x||,max(x)}, Bu = min{1,M ||x||} for
disjunctive operators and so on. However other conditions involve more complicated
bounds that we examine in this paper.
We formulate a generic problem of construction of Lipschitz aggregation oper-
ators with given properties. While not all listed properties can be dealt in this
way (e.g., see [4, 6] for handling symmetry and associativity), in a number of im-
portant cases one can formulate them as interpolation conditions on some subset
Ω ⊂ [0, 1]n, by means of a given function g : Ω→ [0, 1]. In the subsequent sections
we will identify the subsets Ω and provide the solution in the form of (2)-(4), with
modified bounds Bu, Bl.
Problem (2. Construction of an aggregation operator with specific properties).
Find a function fn ∈ Lip(M) ∩Mon, such that fn(x
k) = yk for all k = 1, . . . ,K,
fn(0, . . . , 0) = 0, fn(1, . . . , 1) = 1, and fn(x) = g(x) for x ∈ Ω, where g : Ω→ [0, 1]
is a given function from Lip(M) ∩Mon.
The tight upper and lower bounds are given by (2) and (4), with functions Bu, Bl
modified as
Bu(x) = min{1,M ||x||, inf
z∈Ω
{g(z) +M ||(x− z)+||}},
Bl(x) = max{0, 1−M ||(1, . . . , 1)− x||, sup
z∈Ω
{g(z)−M ||(z − x)+||}}, (5)
and the optimal aggregation operator is the mean of A(x) and A(x).
We note that the bounds Bu, Bl arise independently of the chosen interpolation
scheme, and they must be accommodated by any other interpolation method.
3. Application specific properties. Now we describe specific instances of Prob-
lem 2. The method of solution consists in applying Eqns.(2), (4), and (5), with
the set Ω and function g identified from the specified conditions. In each instance
our goal is to identify the optima in (5) explicitly, or to provide a suitable numer-
ical algorithm for their computation. In many cases this would involve a global
optimization problem with multiple locally optimal solutions. Because the bounds
in (5) are used to compute the values of fn as a function of x, it is required to
compute the global optima deterministically. Failure to do so (e.g., using stochastic
approaches) will result in a lack of continuity and monotonicity of fn.
3.1. Neutral element. Consider condition (iii) in Definition 3 for a fixed i and
fixed e ∈ (0, 1). We have Ω = {z ∈ [0, 1]n|z = e(t, i), t ∈ [0, 1]} and g(z)|z∈Ω = t.
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Here, and in the remainder of this paper we concentrate on standard || · ||p -norms.
We have
Bu(x) = min{1,M ||x||p, min
i=1,...,n
Biu(x)}, (6)
Bl(x) = max{0, 1−M ||(1, . . . , 1)− x||p, max
i=1,...,n
Bil (x)},
where for a fixed i the bounds are
Biu(x) = min
t∈[0,1]
(t+M ||(x− e(t, i))+||p),
Bil (x) = max
t∈[0,1]
(t−M ||(e(t, i)− x)+||p).
Proposition 1. Given e ∈ [0, 1], x ∈ [0, 1]n, i ∈ {1, . . . , n}, M ≥ 1, p ≥ 1, and
|| · ||p –norm, let
fx,e(t) = t+M ||((x1− e)+, . . . , (xi−1 − e)+, (xi − t)+, (xi+1 − e)+, . . . , (xn − e)+)||.
The minimum of fx,e(t) is achieved at
• t∗ = 0, if M = 1;
• t∗ = xi, if p = 1 and M > 1;
• t∗ = median
{
0, xi −
(
c(i)
M
p
p−1−1
) 1
p
, xi
}
otherwise,
and its value is
min fx,e(t) =


M(c(i) + xpi )
1
p , if t∗ = 0,
xi + (M
p
p−1 − 1)
p−1
p c(i)
1
p , if t∗ = xi −
(
c(i)
M
p
p−1−1
) 1
p
,
xi +Mc(i)
1
p , if t∗ = xi,
where c(i) =
∑
j 6=i(xj − e)
p
+.
The proof is straightforward and is based on examining the critical points of fx,e
on [0, 1]. Then Biu(x) = fx,e(t
∗). The maximum in the expression for Bil in (7) is
found analogously, by noticing that if
gx,e(t) = t−M ||((e− x1)+, . . . , (e− xi−1)+, (t− xi)+, (e− xi+1)+, . . . , (e− xn)+)||
then fx,e(t) = 1− g1−x,1−e(1− t).
3.2. Diagonal section. Denote by δ(t) = f(t, t, . . . , t) a given diagonal section of
the operator fn. If fn ∈ Lip(M), then δ ∈ Lip(Mn
1/p). Also δ(t) is nondecreasing,
and δ(0) = 0, δ(1) = 1. It follows that Ω = {z ∈ [0, 1]n|z = (t, . . . , t), t ∈ [0, 1]} and
g(z)|z∈Ω = δ(t). Then
Bu(x) = min
t∈[0,1]
(δ(t) +M ||((x1 − t)+, . . . , (xn − t)+)||),
Bl(x) = max
t∈[0,1]
(δ(t)−M ||((t− x1)+, . . . , (t− xn)+)||).
For the purposes of computing the values of Bu(x), Bl(x) we need to choose
suitable algorithms to solve the optimization problems. Since the function δ(t) is
fairly arbitrary (we only require δ ∈ Lip(Mn1/p) ∩Mon), the overall expression
may possess a number of local minima. For univariate Lipschitz optimization there
are a number of efficient deterministic global optimization methods [22]. We shall
use the Pijavsky-Shubert method [25, 27], which is described in the next section.
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To apply the Pijavsky-Shubert algorithm we need an estimate of the Lipschitz
constant of the objective function. Since δ ∈ Lip(Mn1/p) and is increasing, and
the function M ||(x1 − t)+, . . . , (xn − t)+|| is in Lip(Mn
1/p) and is decreasing (we
can prove this with the help of the identity ||x||p ≤ n
1/p||x||∞), the Lipschitz
constant of the sum is Mn1/p. Hence we use the Pijavsky-Shubert algorithm with
this parameter.
Figure 1 illustrates the optimal binary aggregation operator with a given diagonal
section.
3.3. Opposite diagonal section. We denote by ω(t) = f(t, 1 − t) the opposite
diagonal section of a binary aggregation operator. We note that ω ∈ Lip(M). The
bounds are computed as
B˜u(x) = min
t∈[0,1]
(ω(t) +M ||((x1 − t)+, (t− (1− x2))+)||),
B˜l(x) = max
t∈[0,1]
(ω(t)−M ||((t− x1)+, (1− x2 − t)+)||).
and Bu(x) = min{1,M ||x||, B˜u(x)},Bl(x) = max{0, 1−M ||1− x||, B˜l(x)}.
We notice that ω ∈ Lip(M) and so is the second term in the expression, hence
the objective function is in Lip(2M). We apply the Pijavski-Shubert method with
this Lipschitz parameter to calculate the values of the bounds for any x. Figure 2
illustrates the optimal binary aggregation operator with a given opposite diagonal
section and neutral element e = 1.
3.4. Given marginals. Consider construction of a binary Lipschitz aggregation
operator f2 based on a given marginal g, defined on some closed subset Ω, for
example Ω = {x = (x1, x2)|0 ≤ x1 ≤ 1, x2 = 0}. Let g ∈ Lip(Mg). Then obviously
the Lipschitz constant of f , M ≥Mg. Then we obtain
Bu(x) = min
t∈[0,1]
(g(t) +M ||((x1 − t)+, x2)||)
= min
t∈[0,x1]
(γ(t) +M ||((x1 − t), x2)||),
Bl(x) = max
t∈[0,1]
(g(t)−M ||((t− x1)+, 0)||) = g(x1).
If the marginal is given on Ω = {x = (x1, x2)|0 ≤ x1 ≤ 1, x2 = 1}, then the
bounds are
Bu(x) = min
t∈[0,1]
(g(t) +M ||((x1 − t)+, 0)||) = g(x1),
Bl(x) = max
t∈[0,1]
(g(t)−M ||((t− x1)+, 1− x2)||)
= max
t∈[x1,1]
(g(t)−M ||((t− x1), 1 − x2)||).
To solve the optimization problem in each case we apply the Pijavski-Shubert
method with the Lipschitz parameter M .
For the general multivariate case the equations are as follows. Let gi(t), i =
1, . . . , n be a function from Lip(Mg) representing the i-th marginal
∀x ∈ Ωi : fn(x) = gi(xi),Ωi = {x ∈ [0, 1]
n|xi ∈ [0, 1], xj = 0, j 6= i}
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The bounds due to the i-th marginal are
Biu(x) = min
t∈[0,xi]
(gi(t) +M ||(x1, . . . , xi−1, (xi − t)+, xi+1, . . . , xn)||)
Bil (x) = gi(xi),
and altogether we have Bl(x) = max
i=1,...,n
Bil (x), Bu(x) = mini=1,...,n
Biu(x).
The same technique is used for construction of the n-variate aggregation operator
from the m-variate marginals, as exemplified below. Let g : [0, 1]m → [0, 1] denote
a marginal of fn: ∀x ∈ Ω : fn(x) = g(y), with
Ω = {x ∈ [0, 1]n|x1, . . . , xm ∈ [0, 1], xm+1 = . . . = xn = 0}
and yi = xi, i = 1, . . . ,m. Then the upper and lower bounds on fn(x), x ∈ [0, 1]
n\Ω
are
Bu(x) = min
z∈[0,x1]×...×[0,xm]
(g(z) +M ||((x1 − z1)+, . . . , (xm − zm)+,
xm+1, . . . , xn)||),
Bl(x) = g(x1, . . . , xm).
Computation of the minimum in the expression for Bu involves a nonconvex m-
dimensional constrained optimization problem. There is a possibility of multiple
locally optimal solutions, and the use of local descent algorithms will not deliver
correct values. The proper way of calculating Bu is using deterministic global opti-
mization methods. One such method, a multivariate generalization of the Pijavski-
Shubert algorithm known as the cutting angle method [1–3,5,26], is described in the
next section. One should be aware that the cutting angle method works reliably
only in small dimension, m < 10. We do not expect m to be greater than 3 in
applications.
3.5. Noble reinforcement. In this section we treat a special kind of disjunc-
tive aggregation operators that arise in the context of recommendation systems.
Consider an online store which recommends customers various products, such as
movies, music or books, based on users preferences and past purchases. The system
recommends a number of products which may be of interest to the user. The recom-
mendation is based on aggregating the strengths of justifications. Any justification
provides a sufficient reason to recommend a product, and the more justifications,
the stronger is the recommendation.
In this context, aggregation of justifications should satisfy the following require-
ments: symmetric, disjunctive, and possess a “noble reinforcement” property, that
is, only reinforce sufficiently high scores [32]. The aim of the latter property is to
avoid mutual reinforcement of low scores: if an item has several very weak justifi-
cations, the recommendation should not be stronger than their maximum.
Let α ∈ [0, 1] be a threshold that defines “high” values. Mathematically, the prop-
erty of noble reinforcement is translated into the restriction that fn(x) = max(x) on
some subset Ω identified below. We consider several variations of noble reinforce-
ment property which give rise to different subsets Ω, and show how the correspond-
ing global optimization problems can be treated numerically. In its simplest case,
the aggregation operator is confined to maximum, unless two or more arguments
are greater than α. Our goal is to identify the upper bound Bu on the whole domain
from this requirement. Note that the lower bound is Bl(x) = max(x) (disjunctive
operator).
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Denote by E a subset of indices {1, . . . , n} and by E˜ its complement. For k =
0, . . . , n, denote by Ek the set of points in [0, 1]
n which have exactly k coordinates
greater than α, i.e.,
Ek = {x ∈ [0, 1]
n|∃E, such that |E| = k, ∀i ∈ E : α < xi ≤ 1 and ∀j ∈ E˜ : xj ≤ α}.
The subsets Ek form a non-intersecting partition of [0, 1]
n. Further, E0∪E1∪. . .∪Ek
is a compact set.
Noble reinforcement requirement implies that fn(x) = max(x) onE0, and fn(x) ≥
max(x) on the rest of the domain, and further fn(x) ≥ fn(y) for all x ∈ Ek, y ∈ Em,
k > m. The latter is due to monotonicity of disjunctive aggregation operators with
respect to argument cardinality. Also, since no reinforcement can happen on the
subset E1, we have fn(x) = max(x) on E1 ∪E0. This expresses the essence of noble
reinforcement requirement.
Next determine the upper bound Bu. We use Ω = E1 ∪ E0 in (5) and obtain
B˜u(x) = min
z∈E1∪E0
{max(z) +M ||(x− z)+||p},
and Bu(x) = min{1, B˜u(x)}.
Our technique is to reduce the n-variate minimization problem to n univariate
problems. Consider x ∈ Ek, for a fixed k, 1 < k ≤ n, which means that k compo-
nents of x are greater than α. Let j ∈ E be some index such that xj > α. Next
we show that the minimum is achieved at z∗ whose j-th component z∗j ∈ [α, xj ] is
given below, and the rest of the components are fixed at z∗i = α, i 6= j. That is, we
only need to find the optimal value of the component zj , and then take minimum
over all j ∈ E, i.e., the minimizer has the form z∗ = (α, . . . , α, z∗j , α, . . . , α).
To show this, note that ||(x− z)+|| is a decreasing function of zi for 0 ≤ zi ≤ xi
and non-increasing for xi ≤ zi ≤ α, if xi < α. Thus the minimum with respect to
those components zi, i ∈ E˜, such that xi ≤ α is achieved at any z
∗
i ∈ [xi, α], and the
contribution of the terms (xi − z
∗
i )+, i ∈ E˜ is null. The expression for B˜u becomes
B˜u(x) = min
∀i∈E,α≤zi≤xi
{max
i∈E
(zi) +M(
∑
i∈E
(xi − zi)
p)1/p}.
Note that only one component of z is allowed to be greater than α when z
ranges over Ω = E1 ∪ E0. Denote this component by j ∈ E, and denote by γj =∑
i∈E,i6=j(xi−zi)
p. Note that maxi∈E zi = zj. Then the minimum of γj with respect
to zi, i ∈ E, i 6= j is achieved at z
∗
i = α. Denote it by γ
∗
j =
∑
i∈E,i6=j(xi − α)
p.
Hence we have k = |E| univariate problems
B˜u(x) = min
j∈E
min
α≤zj≤xj
{zj +M(γ
∗
j + (xj − zj)
p)1/p}.
Consider the expression under the minimum over j. It involves minimization of a
convex function of zj (the expression in the brackets), and hence the inner problem
will have a unique minimum (possibly many minimizers). Proposition 1 can be used
to find this minimum explicitly.
Now consider a refinement of the noble reinforcement requirement, in which at
least k high inputs are needed for reinforcement. Hence fn(x) = max(x) whenever
less than k components of x are greater or equal than α. Therefore we use the
interpolation condition fn(x) = max(x) on Ω = E0 ∪ E1 ∪ . . . ∪ Ek−1. As earlier,
B˜u is given by
B˜u(x) = min
z∈Ω=E0∪E1∪...∪Ek−1
{max(z) +M ||(x− z)+||p}.
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We have an n-variate minimization problem which we intend to simplify. As
earlier, x is fixed and E denotes the subset of components of x greater than α, E˜
denotes its complement and |E| ≥ k. The minimum with respect to those compo-
nents of z whose indices are in E˜ is achieved at any z∗i ∈ [xi, α], i ∈ E˜. So we fix
these components, say, at z∗i = α and concentrate on the remaining part of z.
At most k−1 of the remaining components of z are allowed to be greater than α
when z ranges over Ω, we denote them by zK1 , . . . , zKk−1 , K ⊂ E, |K| = k − 1. The
minimum with respect to the remaining components is achieved at z∗i = α, i 6∈ K.
Now take all possible subsets K ⊂ E and reduce the n-variate minimization problem
to a number of k − 1-variate problems with respect to zK1 , . . . , zKk−1
B˜u(x) = min
K⊂E,|K|=k−1
min
zi,i∈K
{max
i∈K
(zi) +M(
∑
i∈E\K
(xi − α)
p +
∑
i∈K
(xi − zi)
p
+)
1/p}.
Denote by γ∗K =
∑
i∈E\K(xi − α)
p.
B˜u(x) = min
K⊂E,|K|=k−1
min
zi,i∈K
{max
i∈K
(zi) +M(γ
∗
K +
∑
i∈K
(xi − zi)
p
+)
1/p}.
Now we show that the minimum for a fixed K is achieved when all the variables
zi, i ∈ K are equal, and hence obtain a univariate minimization problem. Let us
arrange the components of x, xi, i ∈ K in decreasing order, so that xK1 ≥ . . . ≥
xKk−1 . Next we show that we can rewrite the previous expression as
B˜u(x) = min
K⊂E,|K|=k−1
min
t∈[α,xK1 ]
{t+M(γ∗K +
∑
i∈K
(xi − t)
p
+)
1/p}. (7)
Let us consider a fixed value of zK1 ∈ [α, xK1 ]. The minimum
min
zi∈[α,xKi ]
∑
i∈K
(xi − zi)
p
+ = min
zi∈[α,xK1 ]
∑
i∈K
(xi − zi)
p
+,
because values of zi larger than xi do not augment the sum. The minimum of
this expression is achieved at all z∗i ∈ [xKi , xK1 ] since the terms (xKi − zKi)+ are
null. On the other hand, the function maxi∈K(zi) +M(γ
∗
K +
∑
i∈K(xi − zi)
p
+)
1/p is
increasing in zi for zi ≥ zK1 , but it is constant for zi ∈ [xKi , zK1]. Thus the point
z∗i = zK1 , i ∈ K is a minimizer for any fixed zK1 ∈ [α, xK1 ]. Therefore we only
need to consider minimization with respect to the component zK1 on [α, xK1 ], as
all the other components z∗i are determined automatically at an optimum value for
any zK1 . That is, the minimizer has the form z
∗ = (α, . . . , α, z∗K1 , . . . , z
∗
K1
), or its
permutation, where α correspond to the indices i 6∈ K. Hence we need to solve (7)
(with t = zK1).
The minimum over all subsets K in (7) has to be computed exhaustively. For
the inner problem (for a fixed K), we have
min
t∈[α,xK1 ]
{t+M(γ∗K +
∑
i∈K
(xi − t)
p
+)
1/p}.
Here the objective function (expression in the brackets) is convex and piecewise
smooth. The minimum can be found by using, e.g., the golden section method. For
the special case p = 1,M ≥ 1 we have t = xK1 and a closed form solution
B˜u(x) = min
K⊂E,|K|=k−1
(xK1 +M
∑
i∈E\K
(xi − α)).
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In this section we examined several application-specific requirements, and trans-
lated them into interpolatory type conditions fn(x)|x∈Ω = g(x) for some Ω ⊂ [0, 1]
n
and g : Ω → [0, 1]. These conditions, together with the Lipschitz condition and
monotonicity, imply tight upper and lower bounds Bu, Bl on any aggregation oper-
ator. Computation of the values of Bu, Bl for any given x involves an optimization
problem (5). In some cases we found an explicit solution, and in other cases we
formulated it as a global optimization problem with a reduced number of variables.
The next section addresses the methods of its solution.
4. Methods of numerical solution. In the cases when application-specific in-
formation consists of a given diagonal, opposite diagonal or marginal sections, com-
putation of the bounds Bu, Bl requires solving global optimization problems with
a Lipschitz continuous objective function. We reiterate that a deterministic global
optimization method is required, otherwise the computed surrogate bounds may be
discontinuous.
On the other hand, we obtained either a univariate optimization problem, or
a problem with only a few variables. Below we briefly describe two methods of
deterministic Lipschitz optimization that can be applied to our case. We start
Figure 1. The optimal binary aggregation operator with the di-
agonal section δ(t) = min(2t2, 1). The values on the mesh 50× 50
were computed in < 1 sec of CPU time (Pentium IV processor), by
using Pijavski-Shubert method.
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with the univariate Pijavski-Shubert method [25, 27], and then continue with its
generalization.
The Pijavski-Shubert method consists in building a sequence of saw-tooth un-
derestimates HK ,K = 1, 2, . . . of the objective function f , which converges to f
uniformly. The accumulation point of the sequence of global minima of the under-
estimates converges to the global minimum of the objective function. Thus we are
able to obtain a guaranteed solution with any desired accuracy.
The technique is illustrated on Fig. 3. Let f(t) be the objective function, known
to be in Lip(M). Let {(tk, f(tk))}, k = 1, . . . ,K be a sequence of points in the
feasible domain with the respective function values. Then the underestimate at
iteration K is given by
HK(t) = max
k=1,...,K
(f(tk)−M |t− tk|) ≤ f(t).
The optimization algorithm proceeds by computing the global minimum ofHK(t),
t∗, taking tK+1 = t∗, adding the point (tK+1, f(tK+1)) to the set of function values,
and updating the underestimate. The global minimum of HK is found by sorting
the list of its local minima, which in turn are also organized in a binary tree struc-
ture to facilitate updating the underestimate, and this makes the algorithm very
efficient numerically. A detailed discussion is provided in [21].
The cutting angle methods (CAM) generalize the Pijavski-Shubert method for
a multivariate case. Several variations of CAM are applicable to different types of
functions, such as increasing positively homogeneous functions, increasing convex
along the rays functions, topical functions, and also Lipschitz functions, see [1–3,5,
13, 26]. We briefly describe the version applicable to Lipschitz functions [13].
Suppose that the objective function f satisfies Lipschitz condition with a known
Lipschitz constantM in the domain D ⊂ IRn. One of the results of abstract convex
analysis [26] is that abstract convex functions (with respect to a set of functions H)
can be represented as supremum of some basic functions h ∈ U ⊂ H ,
f(x) = sup{h(x) : h ∈ U}, ∀x ∈ D.
Lipschitz functions are abstract convex with respect to the following class of func-
tions [26], p. 239, p.403,
h(x) = b − a||x− y||,
where x, y ∈ D, a ≥M and b ∈ IR. Using a finite subset of these support functions,
hk, k = 1, . . . ,K, we can build a lower approximation to f , namely,
HK(x) = max
k=1,...,K
hk(x) = max
k=1,...,K
(f(xk)−M ||x− xk||). (8)
Such an approximation is often called the saw-tooth underestimate of f , because
of its shape, illustrated on Fig.3 in the univariate case. The values of HK(x)
provide tight lower bounds for f . Let us now build a sequence of underestimates
of type (8), using an increasing number of support functions K = 1, 2, . . .. The
underestimates HK(x) (8) converge pointwise to f . We now replace the original
optimization problem with a sequence of relaxed problems
min
x∈D
HK(x) = min
x∈D
max
k=1,...,K
(f(xk)−M ||x− xk||),K = 1, 2, . . . (9)
Under some very general conditions [26], the sequence of global minima of the
relaxed problems converges to the global minimum of f . This is the basis of the
generalized cutting plane method, of which CAM is a particular instance. The
overall algorithm consists in iterating the following steps.
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Generalized Cutting Plane Algorithm
Step 0. (Initialization)
0.1 Set K = 1.
0.2 Choose an arbitrary initial point x1 ∈ D.
Step 1. (Calculate the underestimate)
1.1 Calculate hK ∈ U .
1.2 Define HK(x) = maxk=1,...,K h
k(x), for all x ∈ D.
Step 2. (Minimize HK)
2.1 Solve the relaxed problem (9). Let x∗ be its solution.
2.2 Set K = K + 1, xK = x∗.
Step 3. (Stopping criterion)
3.1 If K < Kmax and fbest −H
K−1(x∗) > ǫ go to Step 1.
The algorithm converges to the global minimum of f . Kmax is the input pa-
rameter of the algorithm, the upper bound on the number of iterations, typically
10000-100000. The challenge of this approach is that the solution of the relaxed
problems of minimizing HK is difficult for large K. The key ingredient of an effi-
cient implementation of CAM is a special simplicial distance function, used in the
Figure 2. The optimal binary aggregation operator with the op-
posite diagonal section ω(t) = t(1 − t) and neutral element e = 1,
computed by using Pijavski-Shubert method.
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Lipschitz condition. The relaxed problem (9) is converted into
minHK(x) = min
x∈D
max
1≤k≤K
hk(x) = min
x∈D
max
1≤k≤K
min
i=1...,n+1
M(lki + xi),
subject to
∑n+1
i=1 xi = 1, with l
k
i =
f(xk)
M − x
k
i , i = 1, . . . , n+ 1. xn+1 = 1−
∑n
i=1 xi
is the slack variable which helps express hk in a compact form.
A combinatorial approach to solving the relaxed problem is employed in [3,5,13].
It enumerates explicitly all local minimizers of HK , and represents them in a tree
structure. This yields superior computational efficiency, and allows one to solve
the relaxed problems with unmatched speed. The method works well in up to ten
variables, which is sufficient for our case.
5. Conclusion. Aggregation operators are widely used in decision and manage-
ment sciences, expert and decision support systems, recommender systems, internet
search engines and many other areas, in which consistent combinations of several
inputs into one output value are needed. Aggregation operators can be constructed
based on recorded data, while preserving a number of semantically important prop-
erties. We presented a method of pointwise construction of aggregation operators
with application specific properties. These properties were translated into interpo-
latory type conditions fn(x)|x∈Ω = g(x) for a given Ω ⊂ [0, 1]
n and g : Ω → [0, 1].
Thus we obtained a constrained multivariate interpolation problem, to which we
applied the method of optimal interpolation.
The values of fn in Ω produce tight bounds Bl ≤ fn ≤ Bu in the rest of the
domain. Computation of these bounds involves a solution to a global optimization
problem. We examined in detail several cases of Ω and g that arise in applications,
and obtained either an explicit solution, or reformulated the optimization problem
Figure 3. The saw-tooth underestimate Hk of a Lipschitz objec-
tive function f in the univariate case.
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in one or few variables. This way we can apply efficient methods of Lipschitz
optimization, outlined in this paper.
REFERENCES
[1] M. Andramonov, A. Rubinov, and B. Glover, Cutting angle methods in global optimization,
Applied Mathematics Letters, 12 (1999), 95–100.
[2] A. Bagirov and A. Rubinov, Global minimization of increasing positively homogeneous func-
tion over the unit simplex, Annals of Operations Research, 98 (2000), 171–187.
[3] G. Beliakov, Geometry and combinatorics of the cutting angle method, Optimization, 52
(2003), 379–394.
[4] G Beliakov, How to build aggregation operators from data? Int. J. Intelligent Systems, 18
(2003), 903–923.
[5] G. Beliakov, The cutting angle method - a tool for constrained global optimization, Opti-
mization Methods and Software, 19 (2004), 137–151.
[6] G. Beliakov, Fitting triangular norms to empirical data, in “Logical, Algebraic, Analytic, and
Probabilistic Aspects of Triangular Norms” (eds: P.E. Klement and R. Mesiar), p. 255–265.
Elsevier, New York, 2005.
[7] G. Beliakov, Learning weights in the generalized OWA operators, Fuzzy Optimization and
Decision Making, 4 (2005), 119–130.
[8] G. Beliakov, Monotonicity preserving approximation of multivariate scattered data, BIT, 45
(2005), 653–677.
[9] G Beliakov, Interpolation of Lipschitz functions, J. of Comp. and Applied Mathematics, 196
(2006), 20–44.
[10] G. Beliakov and T. Calvo, Identification of general and double aggregation operators using
monotone smoothing, in “EUSFLAT 2005” (eds: E. Montseny and P. Sobrerillo), p. 937–942,
Barcelona, Spain, 2005. European Society for Fuzzy Logic and Technology.
[11] G. Beliakov and T. Calvo, Identification of weights in aggregation operators, in “Fuzzy Sets
and Their Extensions: Representation, Aggregation and Models” (eds: H. Bustince, F. Her-
rera, and J. Montero), Springer, Heidelberg, in press, 2007.
[12] G. Beliakov, T. Calvo, and J. Lazaro, Pointwise construction of Lipschitz aggregation opera-
tors with specific properties, Int. J. of Uncertainty, Fuzziness and Knowledge-Based Systems,
in press, 2007.
[13] G. Beliakov and K.F. Lim, Challenges of continuous global optimization in molecular struc-
ture prediciton, European J. of Operations Research, in press, 2006.
[14] G. Beliakov and J. Warren, Appropriate choice of aggregation operators in fuzzy decision
support systems, IEEE Trans. On Fuzzy Syst., 9 (2001), 773–784.
[15] I. Bloch, Information combination operators for data fusion: A comparative review with
classification, IEEE Trans. on Syst., Man and Cybernetics, A, 26 (1996), 52–67.
[16] T. Calvo, A. Kolesarova, M. Komornikova, and R. Mesiar, Aggregation operators: properties,
classes and construction methods, in “Aggregation Operators. New Trends and Applications”
(eds: T. Calvo, G. Mayor, and R. Mesiar), p. 3–104. Physica-Verlag, Heidelberg, New York,
2002.
[17] D. Dubois and H. Prade, A review of fuzzy set aggregation connectives, Information Sciences,
36 (1985),85–121.
[18] D. Dubois and H. Prade, On the use of aggregation operations in information fusion processes,
Fuzzy Sets and Systems, 142 (2004), 143–161.
[19] D. Filev and R. Yager, On the issue of obtaining OWA operator weights, Fuzzy Sets and
Systems, 94 (1998), 157–169.
[20] M. Grabisch, H.T. Nguyen, and E.A. Walker, “Fundamentals of Uncertainty Calculi, with
Applications to Fuzzy Inference,” Kluwer, Dordrecht, 1995.
[21] P. Hansen and B. Jaumard, Lipschitz optimization, in “Handbook of Global Optimization”
(eds: Reiner Horst and P. Pardalos), p. 407–493. Kluwer, Dordrecht, 1995.
[22] R. Horst, P. Pardalos, and N. Thoai, “Introduction to Global Optimization,” Kluwer Aca-
demic Publishers, Dordrecht, 2nd edition, 2000.
[23] R. Mesiar, M. Komornikova, T. Calvo, and A. Kolesarova, A review of aggregation func-
tions, in “Fuzzy Sets and Their Extensions: Representation, Aggregation and Models” (eds:
H. Bustince, F. Herrera, and J. Montero), Springer, Heidelberg, in press, 2007.
208 GLEB BELIAKOV
[24] C.A. Micchelli and T.J. Rivlin, Lectures on optimal recovery, in “Numerical Analysis” (ed:
P.R. Turner), volume 1129 of Lecture Notes in Mathematics, p. 12–93. Springer, Heidelberg,
1984.
[25] S.A. Pijavski, An algorithm for finding the absolute extremum of a function, USSR Comput.
Math. and Math. Phys., 2 (1972), 57–67.
[26] A.M. Rubinov, “Abstract Convexity and Global Optimization,” Kluwer Academic Publishers,
Dordrecht, Boston, 2000.
[27] B. Shubert, A sequential method seeking the global maximum of a function, SIAM J. Numer.
Anal., 9 (1972), 379–388.
[28] A.G. Sukharev, “Minimax Models in the Theory of Numerical Methods,” Kluwer Academic
Publishers, Dordrecht, 1992.
[29] V. Torra, Learning weights for the quasi-weighted means, IEEE Trans. on Fuzzy Syst., 10
(2002), 653–666.
[30] V. Torra, OWA operators in data modeling and reidentification, IEEE Trans. on Fuzzy Syst.,
12 ( 2004), 652–660.
[31] J.F. Traub and H. Wozniakowski, “A General Theory of Optimal Algorithms,” Academic
Press, New York, 1980.
[32] R. Yager, Noble reinforcement in disjunctive aggregation operators, IEEE Trans. on Fuzzy
Syst., 11 ( 2003),754–767,.
Received August 2006; revised January 2007.
E-mail address: gleb@deakin.edu.au
