We focus on the analysis of variance (ANOVA) method for high dimensional function approximation using Jacobi polynomial chaos to represent the terms of the expansion. First, we develop a weight theory inspired by quasi-Monte Carlo theory to identify which functions have low effective dimension using the ANOVA expansion in different norms. We then present estimates for the truncation error in the ANOVA expansion and for the interpolation error using multielement polynomial chaos in the weighted Korobov spaces over the unit hypercube. We consider both the standard ANOVA expansion using the Lebesgue measure and the anchored ANOVA expansion using the Dirac measure. The optimality of different sets of anchor points is also examined through numerical examples.
Notation. c, c k : points in one dimension c: point in high dimension c k : optimal anchor points in different norms D s : mean effective dimension d s : effective dimension f {i} : ith first-order terms in analysis of variance (ANOVA) decomposition f (i) : function of the ith dimension of a high dimensional tensor product function G i : ith Genz function I(·): integration of the function "·" over [0, 1] N or [0, 1] I N,ν f : truncated ANOVA expansion with only terms of order lower than ν + 1 I N,ν,μ f : multielement approximation of I N,ν f with tensor products of μth order polynomials in each element L 2 (·): space of square integrable functions over the domain "·"; the domain will be dropped if no confusion occurs L ∞ (·): space of essentially bounded functions over the domain "·"; the domain will be dropped as above N : dimension of a high dimensional function w k : sampled points from a uniform distribution on [0, 1] μ: polynomial order ν: truncation dimension τ k : mean of the function f (k) ; λ 2 k : variance of the function f (k) σ 2 (·): variance of the function "·" Recently, the ANOVA method has been used in solving partial differential equations (PDEs) and stochastic PDEs (SPDEs). Griebel [9] gave a review of the ANOVA method for high dimensional approximation and used the ANOVA method to construct finite element spaces to solve PDEs. Todor and Schwab [20] employed the anchored ANOVA in conjunction with a sparsifying polynomial chaos method and studied its convergence rate based on the analyticity of the stochastic part of the underlying solution to SPDEs. Foo and Karniadakis [6] applied the anchored ANOVA to solve elliptic SPDEs, highlighting its efficiency for high dimensional problems. Bieri and Schwab [2] considered the convergence rate of the truncated anchored ANOVA in polynomial chaos methods and stochastic collocation methods for analytic functions. Cao, Chen, and Gunzburger [4] used the anchored ANOVA to investigate the impact of uncertain boundary conditions on solutions of nonlinear PDEs and on optimization problems. Yang et al. [27] demonstrated the effectiveness of an adaptive ANOVA algorithm in simulating flow problems with 100 dimensions.
In numerical solutions for SPDEs, tensor product functions are mostly used since mutual independence among stochastic dimensions is assumed. For the same reason, many test functions and functions in finance are of the tensor product form; see [4, 14, 23] . The basic problem therein is how well we can approximate high dimensional tensor product functions with a truncated ANOVA expansion and what the proper Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php A1167 interpolation of the retained terms is. Thus, the objective of the current paper is to provide rigorous error estimates for the truncation error of the ANOVA expansion for continuous tensor product functions and also for the interpolation error associated with the discrete representation of the ANOVA terms. This discretization is performed based on the multielement Jacobi polynomial chaos [21] , hence the convergence of the discrete ANOVA representation depends on four parameters: the anchor point c (anchored ANOVA), the truncation dimension ν that determines the truncation of the ANOVA expansion, the Jacobi polynomial chaos order μ, and the size of the multielements h.
The paper is organized as follows. In the next section we apply the weight theory, based on quasi-Monte Carlo (QMC) theory, characterizing the importance of each dimension that will allow us to determine the effective dimension both for the standard ANOVA and for the anchored ANOVA. In section 3 we derive error estimates for the anchored ANOVA for continuous functions, while in section 4 we provide similar estimates for the standard ANOVA. In section 5 we present more numerical examples for different test functions, and we conclude in section 6 with a brief summary. The appendix includes details of proofs.
Weights and effective dimension for tensor product functions.
The order at which we truncate the ANOVA expansion is defined as the effective dimension [16, 3, 22, 14] provided that the difference between the ANOVA expansion and the truncated one in a certain measure is very small. (See (2.3) below for a definition.) Caflisch, Morokoff, and Owen [3] have explained the success of the QMC approach using the concept of effective dimension; see also [16, 18, 19, 13, 14, 15, 22, 25] .
Standard ANOVA.
It can be readily shown that the variance of f is the sum of the variances of the standard ANOVA terms, i.e., (2.1)
The effective dimension of f (in the superposition sense, [3] ) is the smallest integer d s satisfying
where S ⊂ {1, 2, . . . , N}. This implies that we neglect terms in the ANOVA decomposition with more than d s th order terms. Here p is a constant, 0 < p < 1, but closer to 1, with, e.g., p = 0.99 in [3] . We call N the nominal dimension, i.e., the dimensionality of the function f . In this paper, we consider tensor product functions and define the weights similarly to QMC error theory [18, 5, 22, 24] . Specifically, in QMC theory, there are two different approaches in determining the weights. In [18] , they first choose the weights and subsequently determine the sampling points (QMC sequences) based on Korobov spaces via minimization of the error bounds, where the error bounds are set Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php up via the ANOVA decomposition; see also [5, 22] . In contrast, in [24] the weights are determined according to sensitivity indices by using the so-called matching strategy. In the current work, we utilize the weights differently in that we use them to characterize the classes of functions which can be well approximated with truncated ANOVA expansion and multielement methods in different norms. Our approach can be applied only to tensor product functions.
When tensor product functions are considered, the importance of each term can be evaluated from the first-order terms in standard ANOVA expansion. We define the tensor product function f (x) = f (1) 
In this situation, the ANOVA terms and the corresponding variances are
where the means and the variances of the one-dimensional functions are
Note that the relative importance of each S term (compared to the zeroth-order term f φ ) can be estimated in the following way:
which are products of ratios for the first-order terms. This motivates us to define the weights γ A k as
These weights can be considered as a special case of the weights presented in [22, 5] . For a low effective dimension, the majority of the weights should be strictly less than one. 1 In the standard ANOVA expansion, the effective dimension, denoted by d s , is directly related to the truncation error. By definition we have, denoting the term |S|≤ds f S by I N,ds f , that
This estimate represents the worst case since we approximate ( 
According to (2.5), we have an equivalent definition of the effective dimension
When a function is of tensor product, a similar but simpler expression for the effective dimension, the mean effective dimension [14] , can be derived in terms of the weights:
if τ k = 0 for all k = 1, 2, . . . , N.
It is worth mentioning that d s , by the definition (2.3), can be only an integer while the mean effective dimension D s can be a noninteger, which may have some advantages in practice. As an illustration, we consider in Example 2.1 a Sobol function with effective dimension d s = 2 corresponding to p = 0.99, which suggests that we need 1000+2 2 = 500500 second-order terms to reach the 0.99 threshold. On the other hand, the mean effective dimension is D s = 1.06, which suggests that many fewer second-order terms are required.
with a k = k 2 . By (2.3) and (2.7), d s = 2 and D s = 1.06. In this case, we employ the following procedure to find the most important terms in the standard ANOVA and investigate how one can reach the 0.99 of the variance of this function. First, compute the weights γ A k (k = 1, 2, . . . , N) by (2.4), and then compute the ratios
Set a threshold and let M = max 1≤k≤N {k|r k ≥ }. Then, compute r i,j (i, j = 1, . . . , M):
Set a threshold η and denote K = max 1≤i≤M {i|r i,i+1 ≥ η}. Hence, K(K+1) 2 secondorder terms are required. We note that the number of second-order terms for d s = 2, 1000+2 2 = 500500, is several orders of magnitude larger than the number of terms listed in the last column of Table 2 .1. We also note that all first-order terms contribute 98.39 percent of variance for this 1000 dimensional Sobol function.
Next, we present three more examples in order to appreciate the utility of weights. Example 2.2. Compare the Genz function G 5 [8] and a function g 5 we define here as follows: 
versus truncation dimension ν with nominal dimension N = 10 for G 5 and g 5 . Table 2 .2 Weights for G 5 and g 5 with N = 10.
2.3859 e-2 5.5246 e-2 2 2.8857 e-2 3.7167 e-2 3 7.2403 e-3 2.4974 e-2 4
4.9209 e-3 1.6768 e-2 5
6.8950 e-3 1.1257 e-2 6 3.5777 e-3 7.5484 e-3 7
1.2794 e-3 5.0624 e-3 8 2.4467 e-3 3.3945 e-3 9
2.1451 e-3 2.2759 e-3 10 3.8402 e-4 1.5258 e-3
Note that g 5 is much smoother than G 5 , but the truncation error for g 5 is worse than that for G 5 , as shown in Figure 2 .1. This is because G 5 has smaller weights, as shown in Table 2 .2. In Figure 2 
versus truncation dimension ν with nominal dimension N = 10 for the Bernoulli function. Table 2 .3 Ratios of the sum of the variances of f S up to |S| = ν over the variance of the function: comparison between G 5 and g 5 .
0.9362764 0.99784671 0.99995787 0.99999950 Table 2 .3 shows the ratios of the sum of the variances of the subset S up to |S| = ν over the variances of the functions G 5 and g 5 . Notice that the effective dimension for both functions is 2. It is worth noting that the relative error is much smaller than 0.1 in Figure 2 .1, as we pointed out earlier.
Example 2.3. Next we consider a function in a weighted Korobov space (see section 3):
the Bernoulli polynomial of order 2 and {·} denoting the fractional part of a real number "·". The means and variances are
. Clearly, η k = 1 for every k leads to γ A k larger than 1. In this case, each dimension is important, so this case results in a high effective dimension. For example, when N = 100, d s = 71; also d s = 109 when N = 200 and d s = 161 when N = 500. However, if η k is smaller than 1, then a low effective dimension can be expected. For example, when η k = 1 k 2 , the effective dimension is 2, even if N is very large. Typical results for different choices of β k , η k are shown in Figure 2 .2 for N = 10. Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 2 .4 (β k , η k ), k = 1, . . . , N, N = 10, and corresponding effective dimensions ds.
Note that for high β k and small η k the weight is very small, close to 0, which implies low effective dimension of the standard ANOVA expansion; see Table 2 .4.
Example 2.4 (a counterexample). Here we consider tensor products of monomials, f = ⊗ 10 k=1 x n k , and aim to use the "weight" theory to obtain the maximum monomial order n when using the standard ANOVA. We have for the mean and variance in each dimension that
The weights γ A k here are n 2 2n+1 , where k = 1, . . . , 10. Thus, for the weights to be smaller than 1, n has to be less than 3, which is a severe restriction. So even for a smooth function, as the monomial x 3 is in each dimension, the effective dimension may not be small. For example, the relative variance error with ANOVA terms up to sixth order is only 0.5239.
Anchored ANOVA.
In the anchored ANOVA expansion it is not so clear how to define the weights and in which norm. Also, the choice of the anchor points is important to the efficiency of the anchored ANOVA truncation. Motivated by the fact that smaller weights lead to smaller relative variance errors, we may define weights in different norms, starting with the L ∞ -norm. Specifically, we define the weights as follows:
then the relative error of the truncated anchored ANOVA expansion can be bounded by
The weights (2.9) are minimized if all the f (k) are nonnegative or nonpositive and the anchor point
For the proof of this theorem and all other proofs in this subsection, please refer to the appendix. Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Remark 2.6. From the weights definition (2.9), it holds that
If we assume, as in [2] , that ∂
In other words, ρ k in [2] plays the role of weight γ ∞ k in our approach. We may define the weights with respect to integration as follows:
dx, then we are simply using the standard ANOVA expansion and γ int k = 0. In order to avoid this trivial choice, the weights can be defined as in [10] , i.e.,
where Q k is a quadrature rule used for numerical integration. Note that the best choice for anchor points then satisfies f (k) (c 4 k ) = Q k (f (k) ) for any k. The error estimate for the case using the weights with respect to integration can also be obtained in the same fashion as in the proof of Theorem 2.5. The relative integration error will be, taking f (k) (c k ) = (1 − α k )τ k ,
When |α k | 1, γ int k = | α k 1−α k | 1 and then by (2.6),
if p ν exists, and thus we will have a small relative error. Similarly, we define weights using the L 2 -norm as
Theorem 2.7. If there exists pν ∈ (0, 1) such that N m=ν+1 |S|=m k∈S
(1 + γ L 2 k ) − 1 , Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 2 .5 Relative integration errors for G 5 using different anchor points according to different criteria. then the relative error of the truncated anchored ANOVA expansion can be bounded by
The weights ( 
, which reveals that the ratios of the variances and square of means indeed matter.
Comparison of different choices of anchor points.
In this subsection, we will show how to choose the anchor points using different criteria in order to reduce the ANOVA integration and truncation errors. 
, N = 10; c i and w i are exactly the same as in Example 2.2.
Here c 1 is the centered point in [0, 1], i.e., c 1 = ( 1 2 , 1 2 , . . . , 1 2 ), and c 2 is cho-
). Note that this point in each dimension will give minimized weights in the L ∞ -norm. Also, c 3 is the anchor point such that f (k) (c 3 k ) = τ k = 1 0 f (k) (x) dx, which will lead to the standard ANOVA expansion. The anchor point c 4 is determined by
come from Gauss-Legendre quadrature with m = 3; c 5 is the anchor point minimizing the weights
. First, consider multidimensional integration by comparing the relative integration error ν,c k (G 5 ) =
|I(IN,ν G5)−I(G5)| |I(G5)|
(k = 1, 2, 4, 5). In Table 2 .5, we note that the point c 4 , which is the "numerical analog" of c 3 , gives the best convergence rates for numerical integration using the anchored ANOVA expansion. This is expected since the weights in that case are especially designed for integration.
Next, let us consider the L 2 -norm, which concerns the integration of the square of functions. In Table 2 .6 and Figure 2 .3, we compare the truncation errors ε ν,c k (G 5 ) = G 5 − I N,ν G 5 L 2 , where I N,ν G 5 is the truncated anchored ANOVA using c k , k = 1, . . . , 5.
It is interesting to compare the truncation error in the L 2 -norm and also the integration error, e.g., for the points c 1 and c 2 . From Tables 2.5 and 2.6, the error associated with c 2 is always smaller than that associated with c 1 . This can be explained Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 2 .6 Truncation errors G 5 − I N,ν (G 5 ) L 2 using different anchor points. by the smaller weights, as shown in Table 2 .7, leading to better error behavior. Here γ int i (c k ) is the ith weight associated with integration using the points c k and γ L 2 i (c k ) the ith weight associated with the L 2 -norm using the points c k . For more examples, see section 5.
Error estimates of anchored ANOVA for continuous functions.
In this section we derive an estimate for the truncation error of anchored ANOVA expansion in the Korobov space, K r γ ([0, 1]), a special type of Sobolev-Hilbert spaces. Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We first consider the one-dimensional case and assume that r is an integer. This space is equipped with the inner product
. When r > 1 2 is not an integer, the corresponding space can be well defined through the Hilbert space interpolation theory; see Adams [1] . 
. Specifically, in the domain of interest for anchored ANOVA, the weighted Korobov space can be decomposed as [9] 
In the following, we will discuss the approximation error in the L 2 -norm for tensor product functions in the weighted Korobov spaces. We split the estimate into two parts:
We call the first and second terms in the right-hand side truncation error and interpolation error, respectively. Here I N,ν,μ f = S⊆{1,2,...,N } |S|≤ν I S,ν,μ f S , where I S,ν,μ is the |S|-dimensional finite element interpolation operator with μth order polynomial in each interval of each dimension with I S,ν,μ f S ∈ L ∞ ([0, 1] S ).
Truncation error.
Theorem 3.1. Suppose that the tensor product function f belongs to K r γ ([0, 1]) ⊗N . Then the truncation error of the anchored ANOVA expansion can be bounded as
where the constant C 1 is from Lemma 3.2. We need the following lemma to prove this theorem. See the appendix for the proof of the lemma. 
Proof of Theorem 3.1. We first prove that for any function f in K r γ,0 ([0, 1]), it holds that 
. 1] ) ⊗|S| , a tensor product version of (3.1), we have
Therefore, we may expect the truncation error to decrease when ν goes to N if C 1 γ2 −2r < 1 and the summation in the last inequality is bounded.
Remark 3.3. The weight γ in the Korobov space can be defined as
The role of the weight γ is to lift the norm of the derivative of f (k) to the level of f (k) (c k ).
Interpolation error.
Here we consider the interpolation operator I N,ν,μ as an approximation to I N,ν : I N,ν,μ f = S⊆{1,2,...,N } |S|≤ν I S,ν,μ f S , where
I h μ is the Lagrange interpolation operator such that I h μ f (k) (y)| y=y j m = f (k) (y j m ), y j m = jh + h 1+xm 2 , j = 0, 1, . . . , J − 1 (Jh = 1), and m = 0, 1, . . . , μ. Here x m ∈ [−1, 1] (0 ≤ m ≤ μ) are Gauss-Jacobi or Gauss-Jacobi-Radau or Gauss-Jacobi-Lobatto quadrature points and the indices associated with the Jacobi polynomial are (1 − x) α (1 + x) β with (α, β) ∈ (−1, 0]× (−1, 0]. Here we may drop the continuity condition as in [7, 21] in the context of probabilistic collocation and stochastic Galerkin methods.
Theorem 3.4. If a tensor product function f lies in K r γ ([0, 1]) ⊗N , r > 1 2 , then the interpolation error of the truncated anchored ANOVA expansion can be estimated as
where k = min (r, μ + 1) and the constant C 2 depends solely on r. Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Proof. First recall that if ψ belongs to the standard Hilbert space H r ([0, 1]), where r > 1 2 , we have
where I 1 μ = I h μ | h=1 , k = min (r, μ + 1), r > 1 2 , and C 2 depends only on r. See Ma [12] and Li [11] for proofs. By (3.2) , for fixed S, we have
where r n = r is the regularity index of f S as a function of x n . Thus, taking γ n = γ gives
Here we have utilized the inequality of (a 1 + a 2 + · · · + a n ) ≤ n 1 2 (a 2 1 + a 2 2 + · · · + a 2 n ) 1 2 for real numbers. Following (3.3), we then have
This ends the proof. Remark 3.5. Taking h = 1 in Theorem 3.4 gives the following estimate:
It is worth mentioning that the factor in front of μ −r can be very large if N is large. Also large ν can lead to large values of the summation since there are
And again, if the weights are not small, then the norm of f S can be very large; the norms can be small and grow relatively slowly with ν when the weights are much smaller than 1.
Remark 3.6. Section 5 of [23] gives an example of functions in Korobov spaces in applications. The function is of a tensor product,
It can be readily checked that 
Numerical results.
Here we provide numerical results, which verify the aforementioned theorems and show the effectiveness of the anchored ANOVA expansion and its dependence on different anchor points.
Verification of the error estimates.
We compute the truncation error in the standard ANOVA expansion of the Sobol's function f (x) = ⊗ N k=1 |4x k −2|+a k 1+a k , where we compute the error for a k = 1, k, and k 2 with N = 10. In Figure 5 .1 we show numerical results for a k = k and N = 10 along with the error estimates that demonstrate good agreement. For a k = 1 and k 2 , we have similar trends for the decay of error, and in particular we observe that larger a k (hence, smaller weights) will lead to faster error decay.
Compared to Figure 2 .1, there is no sudden drop in Figure 5 .1 (left) since the weights γ A k = 1 3(1+k) 2 are basically larger than those of G 5 in Example 2.2 and decay slowly; this points to the importance of higher-order terms in the standard ANOVA expansion. In Figure 5 .1 (right), we note that small μ may not admit good approximations of the ANOVA terms. G 4 [8] . Consider a 10-dimensional Genz function G 4 = exp(− 10 i=1 x 2 i ), where the relative integration error and the truncation error are considered. In this case, only second-order terms are required for obtaining small integration error in Table 5 .1. For the truncation error, shown in Table 5 .2, more terms are required to reach a level of 10 −3 , and the convergence is rather slow. Note that for this example, the sparse grid method of Smolyak [17] does not work well either. G 5 [8] . Here we address the errors in different norms using different anchor points. Recall that c 1 is the centered point and c 2 , c 4 , and c 5 are Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 5 .2 Truncation error G 4 − I N,ν (G 4 ) L 2 versus truncation dimension ν using different anchor points: N = 10. defined exactly as in Example 2.9. For these four different choices of anchor points, we test two cases: (i) relative error of numerical integration using the anchored ANOVA expansion and (ii) approximation error using the anchored ANOVA expansion in different norms; see Figure 5 .2. In both cases c 4 gives the best approximation followed by c 5 . Observe that for this example c 4 among the four anchor points gives the best approximation to the function with respect to the L 1 -, L 2 -, and L ∞ -norms although the theorems in section 2 imply that different measures will lead to different "optimal" points.
Genz function

We have also verified numerically that the numerical integration error is bounded by the approximation error with respect to L 1 -and L ∞ -norms as shown in Figure 5 For different choices of anchor points, the integration error is bounded by the approximation error between the function and its anchored ANOVA truncation with respect to the L 1 -norm that is bounded by the approximation error with respect to the L ∞norm. In addition to the above tests, we have also investigated the errors of the Genz functions G 2 [8] with the same c i and w i as in Example 2.2; similar results were obtained (not shown here for brevity).
Summary.
We considered the truncation of the ANOVA expansion for high dimensional tensor-product functions. We have defined different sets of weights that reflect the importance of each dimension. Based on these weights, we find that only those functions with small weights (smaller than 1) can admit low effective dimension in the standard ANOVA expansion. High regularity of a function would not necessarily lead to a smaller truncation error; instead only the functions with smaller weights have smaller truncation error.
For the anchored ANOVA expansion, we proposed new anchor points, which minimize the weights in different norms to improve the truncation error. The optimality of different sets of anchor points is examined through numerical examples in measure of the relative integration error and the truncation error. For the L 2 -truncation error, it seems that the choice of anchor points should be such that the target function at the point has a value close to its mean. Numerical tests show the superiority of the anchor point c 4 , which minimizes the weights with respect to numerical integration, compared to other anchor points.
We also derived rigorous error estimates for the truncated ANOVA expansion, as well as estimates for representing the terms in truncated ANOVA expansion with Downloaded 01/24/14 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php multielement methods. These estimates show that the truncated ANOVA expansion converges in terms of the weights and smoothness; the multielement method converges to the truncated ANOVA expansion and thus it converges fast to the ANOVA expansion if the weights are small. 7. Appendix: Detailed proofs. 7.1. Proof of Theorem 2.5. By the anchored ANOVA expansion and the triangle inequality, we have
where we used the definition of weights (2.9). Then the assumption with the above inequality yields the desired error estimate. The following will complete the proof of how to minimize the weights. Suppose that f (k) (x k ) does not change sign over the interval [0, 1]. Without loss of generality, let f (k) (x k ) > 0. Denote the maximum and the minimum of f (k) (x k ) by M k and m k , respectively, and assume that f (k) 
Note that the minimum of the function g(α k ) = (1−m k ) max(1−α k ,α k ) α k +(1−α k )m k can be attained only at α k = 1 2 , where α k ∈ [0, 1], m k = m k M k ∈ (0, 1). This ends the proof. We note that N k=1
attains its minimum at ( 1 2 , 1 2 , . . . , 1 2 ). Since smaller weights lead to smaller 1 − pν, we have then a tighter error estimate (2.10). 
Proof of
