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and a ﬁnite element method to solve the diffusion equation. We show that
this corrected diffusion approximation models boundary measurements
substantially better than the standard diffusion approximation in comparison
to numerical solutions of the radiative transport equation.
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1. Introduction
Non-invasive boundary measurements of light scattered by tissues are important for biomedical
applications [1,2]. By extracting information from these measurements regarding the optical
properties of tissues (e.g. absorption and scattering), one may gain valuable insight into tis-
sue health. For example, in diffuse optical tomography (DOT) and ﬂuorescence diffuse optical
tomography (fDOT), one seeks to reconstruct the optical properties of tissues from measure-
ments of light at the boundary of the domain. The applications include, for example, detection
and classiﬁcation of breast cancer, monitoring of infant brain tissue oxygenation level and func-
tional brain activation studies, for reviews see e.g. [3–5]. In quantitative photoacoustic tomog-
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melanin, inside tissues by combining the optical contrast and ultrasound propagation [6–8].
Image reconstruction problems in DOT, fDOT and QPAT are non-linear ill-posed inverse
problems. There are no direct methods for the solution of these problems, and thus they are
typically stated as minimization problems such as regularized output least squares. The iterative
solution of this problem requires repetitive solutions of the forward model. Therefore, it is
essential to have a computationally feasible forward model that describes light propagation in
tissues accurately.
The theory of radiative transport governs light propagation in tissues [1,2]. This theory takes
into account absorption and scattering due to inhomogeneities in the medium. The major chal-
lenge in using radiative transport theory to study light propagation in tissues is that it is math-
ematically complicated due mostly to the large number of variables in the radiative transport
equation (RTE). The large dimensionality of the RTE makes even computational methods chal-
lenging.
Tissues typically scatter light strongly and absorb light weakly. For that reason, one often
replaces the RTE by the diffusion approximation (DA) [1–4]. In the DA, one assumes that
the light becomes nearly isotropic due to strong multiple scattering. The DA is much simpler
to solve than the RTE. However, applying the DA to model boundary measurements is prob-
lematic. It is well known that the DA is not valid near sources or boundaries. This is because
the assumption that light is nearly isotropic is too restrictive to take into account sources and
boundary conditions. Nonetheless, the DA has been used to model boundary measurements
with some success despite these limitations. Regardless, there still exists a need for more accu-
rate models of boundary measurements. Consequently, the prescription of “correct” boundary
conditions [9–13] and source terms [14–16] for the DA has been a long-standing issue.
There have been some works that have taken into account sources and boundaries cor-
rectly by combining the solutions of the RTE and the DA to form a hybrid method. Wang
and Jacques [17] used Monte Carlo simulations for the RTE in combination with the DA. Tar-
vainen et al [18] developed a coupled method combining solutions of the RTE and DA both
within a ﬁnite element framework for both space and angle. This coupled method can take into
account correctly boundaries, sources as well as low-scattering regions in the interior of the
domain. Recently, Gao and Zhao [19] developed a sophisticated numerical method to solve the
RTE. This method employs multigrid methods in both space and angle where the coarsest grid
level is consistent with the DA when scattering is strong and absorption is weak.
Recently, Kim [20] presented an asymptotic analysis of the RTE leading to the so-called cor-
rected diffusion approximation (cDA). The additive correction to the DA is given by a bound-
ary layer solution. This boundary layer solution corrects for the error made by the DA near the
boundary. It vanishes rapidly away from the boundary (on the order of one scattering mean free
path) so that the standard DA approximates the solution deep within the interior of the domain.
The asymptotic analysis used to derive this boundary layer solution was established in the early
1970’s in the neutron transport community [21,22]. In fact, Pomraning and Ganapol [23] used
this asymptotic analysis to study boundary conditions for the DA in detail.
In this paper, we use the cDA to model boundary measurements. Using a ﬁnite element
method (FEM) to solve the DA, we are able to consider general spatial domains. By computing
the boundary layer solution only for boundary points where we are modeling measurements,
we show that the cDA provides a superior approximation to the solution of the RTE requiring
only a small amount of more work than solving the DA itself. In particular, we consider a
spatial domain W⊂R2 with boundary ¶W. Although the simulations presented here are limited
to two-dimensional (2D) case, the theory derived in [20] and reviewed here is represented in
dimensional independent form allowing for the realization of the method both in two and three
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radiative transport equation for each of the measurements locations. Thus, the extension of
method to 3D is straightforward.
The remainder of the paper is as follows. In Section 2, we give an overview of the asymptotic
analysis of the RTE leading to the cDA. In Section 3 we give details of the calculations needed
to compute the boundary condition coefﬁcients for the diffusion equation and the boundary
layer solution. In addition, we give details of the numerical method used to solve the diffusion
equation. In Section 4 we show results from our computational simulations. Section 5 is the
conclusions.
2. Asymptotic analysis of the radiative transport equation
The steady-state radiative transport equation
ˆ s Ñf +maf +msLf = 0 (1)
governscontinuouslightpropagationinanabsorbingandscatteringmedium.Theradiancef :=
f(r,ˆ s) gives the power at position r ∈ W ⊂ Rn ﬂowing in direction ˆ s ∈ Sn−1 with n denoting the
number of spatial dimensions and Sn−1 denoting the unit sphere. The absorption and scattering
coefﬁcients are denoted by ma := ma(r) and ms := ms(r), respectively. The scattering operator
L is deﬁned as
Lf = f −
 
Sn−1 Q(ˆ s ˆ s′)f(r,ˆ s′)dˆ s′. (2)
The scattering phase function Q gives the fraction of light scattered in direction ˆ s due to light
incident in direction ˆ s′. We assume that scattering is rotationally invariant so that the scattering
phase function Q depends only ˆ s ˆ s′.
To solve Eq. (1) in W×Sn−1, we must supplement boundary conditions of the form
f = f0+Rf on Gin = {(r,ˆ s) ∈ ¶W×Sn−1,ˆ s  ˆ n < 0} (3)
where f0 is the source, ¶W the boundary of domain W and ˆ n denotes the unit outward normal
on ¶W. Here, Rf denotes the reﬂection of light due to a mismatch in the refractive index at
the boundary (see Appendix B, Eq. (B.4)). Boundary condition Eq. (3) prescribes the radiance
over only the directions pointing into the domain.
Boundary measurements are given by the exitance G(rb) deﬁned as
G(rb) =
 
ˆ s ˆ n>0
T(ˆ s  ˆ n)f(rb,K(ˆ s))dˆ s, rb ∈ ¶W, (4)
where T = 1−R is the Fresnel transmission coefﬁcient in the case of mismatched refractive
indices at the boundary and mapping K implements the Snell’s law in a vector form (see Ap-
pendix B, Eq. (B.15)). Furthermore, other quantity of interest is the ﬂuence rate ¡(r), deﬁned
as an integral of the radiance over angular directions
¡(r) =
 
Sn−1 f(r,ˆ s)dˆ s, r ∈ W. (5)
We consider the case in which scattering is strong and absorption is weak. To make this
assumption explicit, we introduce a small, dimensionless parameter 0 < e ≪ 1 according to
ma = ea, ms = e−1s. (6)
By substituting Eq. (6) into Eq. (1), we obtain
eˆ s Ñf +e2af +sLf = 0. (7)
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f = F+Y. (8)
Here, F denotes the interior solution and Y denotes the boundary layer solution. This asymp-
totic analysis was done recently in [20]. In what follows, we summarize the results from that
work.
Seeking the interior solution F in the form
F = F0+eF1+O(e2), (9)
we ﬁnd that F0 = F0(r) and F1 = −nkˆ s ÑF0 with F0 satisfying the diffusion equation
Ñ (kÑF0)−aF0 = 0. (10)
The diffusion coefﬁcient k is deﬁned as
k = [ns(1−g)]−1, (11)
with g denoting the anisotropy factor deﬁned as the mean of the cosine of the scattering phase
function
g =
 
Sn−1(ˆ s ˆ s′)Q(ˆ s ˆ s′)dˆ s′. (12)
The leading order behavior of the interior solution F ∼ F0(r)−enkˆ s ÑF0(r) is a weakly lin-
ear function of ˆ s. In general, a weakly linear function of ˆ s is not sufﬁcient to satisfy boundary
condition Eq. (3). For that reason, we add a boundary layer solution Y to correct the interior so-
lution near the boundary. This boundary layer solution decays rapidly away from the boundary
on a length scale that is O(e). Thus, f ∼ F0−enkˆ s ÑF0 deep in the interior of W far away
from the boundary ¶W.
To compute Y near a particular boundary point rb ∈ ¶W, consider a coordinate system (r,z)
where r is a vector parallel to the tangent plane at rb and z is the coordinate along −ˆ n. Let
z = ez, m = ˆ s (−ˆ n) and ˆ s⊥ = ˆ s+mˆ n. Then, each of the terms in the boundary layer solution
Y(r,z,ˆ s) = Y0(r,z,ˆ s)+eY1(r,z,ˆ s)+O(e2) satisﬁes boundary value problems for the one-
dimensional radiative transport equations of the form
m¶zY0+ ¯ sLY0 = 0, in z > 0, (13a)
Y0
   
z=0 = f0+RY0−F0+RF0, on 0 < m ≤ 1. (13b)
and
m¶zY1+ ¯ sLY1 = −ˆ s⊥ Ñ⊥Y0, in z > 0, (14a)
Y1
   
z=0 = RY1−F1+RF1, on 0 < m ≤ 1. (14b)
with ¯ s = s(rb) and Ñ⊥ denoting the gradient with respect to r. Both Y0 and Y1 must satisfy
the asymptotic matching condition
Y0,Y1 → 0, z → ¥. (15)
To ensure asymptotic matching condition Eq. (15) is satisﬁed, one must set
P[F0−RF0+F1−RF1−f0] = 0. (16)
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problem onto the mode of the solution that does not decay as z → 0. We give more details
about P in Section 3.
For the special case in which the boundary source is axisymmetric about ˆ n so that f0 =
f0(rb,m), the right-hand side of Eq. (14a) vanishes identically and Eq. (16) reduces to the
familiar Robin boundary condition
aF0+bkˆ n ÑF0 = f, on ¶W, (17)
with
a = P[1−R(m)], (18)
b = enP[m(1+R(m))], (19)
f = P[f0(rb,m)]. (20)
ThefunctionR(m)istheFresnelreﬂectioncoefﬁcient deﬁnedwithrespectto m whichisdeﬁned
on the local coordinate system with respect to rb. Equation (10) together with the boundary
condition Eq. (17) is known as the diffusion approximation to the RTE. The standard diffusion
approximation, which is derived from the spherical harmonics expansion of the RTE, is shown
in Appendix A.
Upon solution of Eq. (10) subject to boundary condition Eq. (17), the boundary layer solution
in axisymmetric case Y(z,m) = Y0+eY1 satisﬁes
m¶zY+ ¯ sLY = 0, in z > 0, (21a)
Y(0,m) = f0(rb,m)+R(m)Y(0,−m)−[1−R(m)]F0(rb)
+enkm[1+R(m)]ˆ n ÑF0(rb), on 0 < m ≤ 1. (21b)
Upon solution of boundary value problem Eq. (21), the corrected diffusion approximation
evaluated at rb ∈ ¶W is then given by
f(r,ˆ sb) ∼ F0(rb)−enkˆ s ÑF0(rb)+Y(0,m). (22)
Equation (22) gives the asymptotic solution up to O(e2).
3. Numerical implementations
In this section, we give a method used to compute the boundary condition coefﬁcients given
by Eqs. (18) - (20) and the solution of the boundary value problem Eq. (21) given the diffusion
approximation. Furthermore, we describe brieﬂy a ﬁnite element method to solve Eq. (10)
subject to boundary condition Eq. (17).
3.1. Computing boundary condition coefﬁcients and boundary layer solutions
To compute the coefﬁcients of the boundary conditions for the diffusion approximation and the
boundary layer solution for W ⊂ R2, we need to study the canonical half space problem:
cosq¶zY+ ¯ sY− ¯ s
  p
−p
Q(q −q′)Y(z,q′)dq′ = 0, in z > 0, (23a)
Y
   
z=0 = y +RY, on −p/2 < q < p/2. (23b)
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that y(q) = y(−q) which corresponds to a boundary source that is axisymmetric with respect
to ˆ n. We use the Henyey-Greenstein scattering phase function [24,25]
Q(q −q′) =
1
2p
1−g2
1+g2−2gcos(q −q′)
. (24)
Since boundary condition Eq. (23b) prescribes an even function of q at z = 0 and because
the scattering phase function given in Eq. (24) is rotationally invariant, the solution is an even
function of q:
Y(z,q) = Y(z,−q). (25)
For that case, we have
  p
−p
Q(q −q′)Y(z,q′)dq′ =
  p
0
 
Q(q +q′)+Q(q −q′)
 
Y(z,q′)dq′. (26)
Let m = cosq. Then, we can rewrite boundary value problem Eq. (23) as
m¶zY+ ¯ sY− ¯ s
  1
−1
h(m,m′)Y(z,m′)
dm′
(1−m′2)1/2 = 0, in z > 0, (27a)
Y(0,m) = y(m)+R(m)Y(0,−m), on 0 < m ≤ 1. (27b)
Here, the redistribution function h is deﬁned as
h(m,m′) =
1
2p
1−g2
1+g2−2g(mm′−(1−m2)1/2(1−m′2)1/2)
+
1
2p
1−g2
1+g2−2g(mm′+(1−m2)1/2(1−m′2)1/2)
. (28)
3.1.1. Plane wave solutions
We use plane wave solutions to solve boundary value problem Eq. (27). Plane wave solu-
tions are special solutions of Eq. (27a) of the form Y = elzV(m). Substituting this ansatz
into Eq. (27a), we obtain the eigenvalue problem
lmV + ¯ sV − ¯ s
  1
−1
h(m,m′)V(m′)
dm′
(1−m′2)1/2 = 0. (29)
There are several properties of plane wave solutions that are useful for computing solutions of
the radiative transport equation [26,27].
To calculate plane wave solutions numerically, we use the discrete ordinate method. In par-
ticular, we use the Gauss-Chebyshev quadrature rule
  1
−1
f(m)
dm
(1−m2)1/2 ≈
p
N
N
å
j=1
f(mj), (30)
with
mj = cos
 
p
2(N− j)−1
2(N−1)+2
 
, j = 1,    ,N. (31)
Replacing the integral operation in Eq. (27a) with the Gauss-Chebyshev quadrature rule and
evaluating that result at mi, we obtain
lmiV(mi)+(d + ¯ s)V(mi)− ¯ s
p
N
N
å
j=1
h(m,mj)V(mj) = 0, i = 1,    ,N. (32)
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in Eq. (32) we have added a small regularization parameter 0 < d ≪ 1 which is equivalent to
addingasmallamountofabsorption.Thisensuresthattheeigenvalueswecalculatenumerically
are real and distinct. The numerical error incurred by introducing d is exponentially small. For
our numerical calculations, we typically have chosen d = 10−8.
Suppose we solve numerically Eq. (32). We will obtain N eigenvalues ln and eigenvectors
Vn(mi). For each pair [ln,Vn(mi)] satisfying Eq. (32), the pair [−ln,Vn(−mi)] satisﬁes Eq. (32)
also. As a result, we order and index the eigenvalues according to
l−N/2 ≤ l−N/2+1 ≤     ≤ l−1 ≤ l1 ≤     ≤ lN/2−1 ≤ lN/2. (33)
Using this indexing the symmetry of the plane wave solutions corresponds to l−n = −ln and
V−n(mi) =Vn(−mi). The eigenvectors are orthogonal according to
p
N
N
å
i=1
miVm(mi)Vn(mi) = 0, m  = n. (34)
We normalize the eigenvectors according to
p
N
N
å
i=1
miVn(mi)Vn(mi) =
 
−1 n > 0,
+1 n < 0.
(35)
3.1.2. Boundary condition coefﬁcients
In Eqs. (18) - (20), the coefﬁcients a, b and f are deﬁned in terms of a projection operator P.
This operator is given as an expansion in plane wave solutions derived in [20]. Here, we state
the result. Let pi for i = N/2+1,    ,N be deﬁned as
pi = [V1(mi)−
N/2
å
n=1
y1nVn(mi)]mi (36)
where ymn satisﬁes the N/2×N/2 linear system of equations
N/2
å
m=1
[Vm(−mi)−R(mi)Vm(mi)]ymn = [Vn(mi)−R(mi)Vn(−mi)], i = N/2+1,    ,N. (37)
Then, we compute the boundary condition coefﬁcients through evaluation of
a(rb) =
p
N
N
å
i=N/2+1
pi[1−R(mi)], (38)
b(rb) = ne
p
N
N
å
i=N/2+1
pi[mi+miR(mi)], (39)
f(rb) =
p
N
N
å
i=N/2+1
pif0(rb,mi). (40)
3.1.3. Boundary layer solution
Now that we have computed the boundary condition coefﬁcients in boundary condition Eq.
(17), let us suppose that we have solved Eq. (10) subject to boundary condition Eq. (17). We
showhowwesolvethisboundaryvalueproblemnumericallyinSection3.2.Then,theboundary
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in plane wave solutions. This expansion is derived in [20]. Here, we give the result for Y(0,mi)
for −1 ≤ m ≤ 1 which is what we need to correct the DA at the boundary. Let Hij be deﬁned as
Hij =
N/2
å
m=1
Vm(−mi)
 
Vm(−mj)−
N/2
å
n=1
ymnVn(mj)
 
mj. (41)
Then Y(0,mi) for the points corresponding to −1 ≤ m ≤ 1 is given by
Y(0,mi) =
p
N
N
å
j=N/2+1
Hij
 
f0(rb,mj)−[1−R(mj)]F0(rb)
+enkmj[1+R(mj)]ˆ n ÑF0(rb)
 
, i = 1,    ,N. (42)
3.2. Computing the diffusion approximation
In this work, the FEM is used to solve the DA, Eq. (10) subject to Eq. (17). We follow the same
procedure as in the case of the standard DA, see e.g. [28–32]. The variational formulation of
the DA is
 
W
kÑF0 Ñdr+
 
W
aF0vdr+
 
¶W
a
b
F0vdS =
 
¶W
f
b
vdS, (43)
where v is a test function. By representing F0 in a ﬁnite dimensional basis the problem is
discretized. The FE-approximation of the DA can be written in the form
(K+C+D)c = G, (44)
where
K(p,k) =
 
W
kÑJk(r) ÑJp(r)dr (45)
C(p,k) =
 
W
aJk(r)Jp(r)dr (46)
D(p,k) =
 
¶W
a
b
Jk(r)Jp(r)dS (47)
where k,p = 1,    ,N, J(r) is the nodal basis function and N is the number of spatial nodes.
The source vector is
G(p) =
 
¶W
f
b
Jp(r)dS. (48)
Vector c = (c1,    ,cN)T ∈ RN is the solution of the DA at the nodes of the spatial grid.
3.3. Summary of the algorithm
To summarize, the procedure for a numerical solution of the cDA is given as
1. For a given optical parameters ma and ms, compute the asymptotic parameter e using Eq.
(50) and scaled optical parameters a and s using Eq. (6).
2. Solve the eigenvalue problem, Eq. (32), at the measurement points rb.
3. Solve the matrix y using Eq. (37). Evaluate the discrete projection operator from the Eq.
(36) and the coefﬁcients of the Robin boundary condition of the DA from Eqs. (38)-(40).
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(44). Evaluate the solution and the gradient at the measurement points rb.
5. Compute the boundary layer correction using Eq. (42).
6. Compute the approximation to the radiance f at the measurement points rb using the Eq.
(22).
4. Numerical results
The performance of the cDA was tested with 2D simulations. Simulation domain W was a circle
with radius of 20 mm centered at the origin. The source f0(r,ˆ s) was located at (x,y) = (−20,0)
mm with cosine shape giving the largest value in inward direction and value zero in direction
of tangent to the boundary
f0(rb,ˆ s) = −ˆ s  ˆ n, ˆ s  ˆ n < 0. (49)
Three types of test cases were considered: a homogeneous medium with matched refractive
indices inside and outside the domain for three different values of scattering coefﬁcient ms, the
same cases with mismatched refractive indices, and a heterogeneous medium.
The results of the cDA were compared with the results of the standard DA (see Appendix
A) and the RTE. The cDA was solved as explained above in Section 3.3. The standard DA
was solved with the FEM similarly as in [32]. The FE-approximation of the RTE was imple-
mented similarly as in [32,33] in the case of matched refractive indices. The implementation is
explained in more detail in Appendix B.
TheFE-meshforthespatialdiscretizationofthedomaincontainedapproximately4687nodal
points and 9196 triangular elements for the homogeneous test cases and 6114 nodal points and
11 988 elements for the heterogeneous test case. For the angular discretization of the RTE 64
equally spaced angular directions were used. Parameter e was chosen as the ratio of the total
mean free path l = (ms+ma)−1 to the size of the domain L [34]
e =
(ms+ma)−1
L
. (50)
4.1. Matched refractive indices
For the ﬁrst case, we consider a medium with matched refractive indices at the boundary. The
refractive indices inside and outside the medium were nin = 1 and nout = 1, respectively. The
scatteringcoefﬁcient wasgiven threevalue ms =50,5and0.5mm−1.Theabsorptioncoefﬁcient
and the anisotropy factor were constants, ma = 0.01 mm−1 and g = 0.8, respectively.
Radiances at the boundary point (x,y)=(0,−20) for ms = 5 mm−1 computed using the cDA,
the DA and the RTE are shown in left image of Fig. 1. To compare the performance of the
cDA against the DA, two different quantities were investigated. First, the ﬂuence rate inside the
domain was computed using Eq. (5), and secondly the exitance at the boundary was computed
using Eq. (4). The exitances computed using the cDA, the DA and the RTE are shown in Fig.
2. In addition, the relative errors of ﬂuence rates computed using the cDA (top row) and the
DA (bottom row) against the RTE for different values of ms are shown in Fig. 3. Furthermore,
the relative errors of exitances are shown in Fig. 4. To give a quantitative estimate of the errors,
the means of the relative errors of ﬂuence rates DF0 and the exitances DG were computed. The
results are given in Table 1. We also recorded the computation times of the different models.
These are given in Table 2.
As it can be seen from Fig. 1, the radiance computed using the cDA agree relatively well with
the RTE and satisfy the zero boundary condition in inward direction. Note that the RTE may
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Fig. 1. Radiance at the boundary point (x,y) = (0,−20) computed using the cDA, the DA
and theRTEfor ms =5mm−1 withmatched (left)andmismatched refractiveindices(right).
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Fig. 2. Logarithm of exitance at the boundary of the domain computed using the cDA, the
DA and the RTE for different values of ms with matched refractive indices at the boundary.
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The values are cut at 10%.
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DA for different values of ms with matched refractive indices.
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gives negative radiance in inward direction which are unphysical. The relative error of ﬂuence
rate is approximately 2 % for the cDA and between 4-6 % for the standard DA when scattering
coefﬁcient is ms = 50 and ms = 5 mm−1 as it can be seen from Fig. 3 and Table 1. For ms = 0.5
mm−1 both the cDA and the standard DA give large errors since the assumptions of the DA are
not valid anymore. Figure 4 shows that as scattering becomes large compared to absorption, the
relative error of exitance decreases for the cDA just as the asymptotic theory predicts.
The computation times in Table 2 show that solving the cDA is feasible when compared with
the standard DA. In addition, solving both the cDA and the DA are much faster than solving
the RTE. Thus, the cDA models light propagation more accurately than the standard DA and
requires only a small amount of more work.
Table 1. The mean of the relative error of ﬂuence rate DF0(%) and exitance DG(%) com-
puted using the cDA and the DA for different values of ms(mm−1) and asymptotic param-
eter e with matched refractive indices.
DF0 DG
ms e cDA DA cDA DA
50 0.001 2.10 5.21 2.11 4.21
5 0.01 1.43 4.19 4.86 3.04
0.5 0.1 17.32 14.10 42.31 42.54
Table 2. The computation times of the models for different values of ms.
Computation time Relative computation time
ms cDA DA RTE cDA/RTE DA/RTE
50 8.9 s 3.3 s 2.4 min 6.2 % 2.3 %
5 8.8 s 3.2 s 2.2 min 6.5 % 2.4 %
0.5 8.6 s 3.3 s 2.3 min 6.4 % 2.5 %
4.2. Mismatched refractive indices
For the second case, we consider a medium with mismatched refractive indices at the boundary.
The refractive indices inside and outside the medium were nin =1.33 and nout =1, respectively.
Other optical parameters were the same as before. Radiances at the boundary point (x,y) =
(0,−20) for ms = 5 mm−1 computed using the cDA, the DA and the RTE are shown in right
image of Fig. 1. Again, the quantities of interest were the ﬂuence rate inside the domain and
the exitance at the boundary. The exitances computed using different models are shown in Fig.
5. In addition, the relative errors of ﬂuence rates and exitances are shown in Figs. 6 and 7,
respectively. As before, the means of the relative errors of ﬂuence rates and exitances were
computed and the results are given in Table 3.
As it can be seen Fig. 1, the approximation to the radiance given by the cDA agrees better
with the RTE than the approximation given by the DA. Furthermore, the results in Fig. 6 and
Table 3 show the relative error of ﬂuence rate is between 2-3 % for the cDA when ms = 50
mm−1 and ms = 5 mm−1. For the DA the relative error is larger giving the largest errors at
the boundary. For the case ms = 0.5 mm−1 neither of the approximations are valid. Figure 7
shows that the relative error of exitance decreases for the cDA when the ratio of absorption
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DA and the RTE for different values of ms with mismatched refractive indices.
Fig. 6. Percent relative error of ﬂuence rate computed using the cDA (top row) and the DA
(bottom row) for different values of ms with mismatched refractive indices. The values are
cut at 10%.
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Fig. 7. Percent relative error of exitance computed using the cDA and the DA for different
values of ms with mismatched refractive indices.
and scattering decreases due to the asymptotic theory behind the model. In contrast, the relative
error of the standard DA may not have a global error bound over the whole domain. In that case,
the relative error might be large close to the boundary while giving satisfactory results inside
the domain. In addition, decrease in ratio of absorption and scattering does not ensure decrease
in relative error for the DA. Thus, the cDA models light propagation more accurately than the
standard DA when compared with the RTE.
Table 3. The mean of the relative error of ﬂuence rate DF0(%) and exitance DG(%) com-
puted using the cDA and the DA for different values of ms and asymptotic parameter e with
mismatched refractive indices .
DF0 DG
ms e cDA DA cDA DA
50 0.001 2.63 3.73 1.96 22.14
5 0.01 1.59 6.31 4.38 13.33
0.5 0.1 11.18 11.74 39.20 26.26
4.3. Heterogeneous medium
For the third case, we consider a medium with heterogeneous optical properties. Simulated
optical parameters of the medium are shown in Fig. 8. The scattering and absorption coefﬁ-
cients of the background were (ms,ma) = (10,0.01) mm−1. Furthermore, optical parameters of
scattering and absorbing inclusions were (ms,ma) = (20,0.01) mm−1 and (ms,ma) = (10,0.02)
mm−1, respectively. The anisotropy factor in the whole domain was g = 0.8. The refractive
indices inside and outside the medium were nin = 1.33 and nout = 1, respectively. Asymptotic
parameter e = 0.005 was computed from Eq. (50) using the optical parameters of the back-
ground. The exitances are shown in Fig. 9. The relative errors of ﬂuence rates computed using
the cDA and the DA are shown in Fig. 10. Furthermore, the relative errors of exitances are
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Fig. 11. Percent relative error of exitance for the heterogeneous test case.
shown in Fig. 11.
The mean of the relative error of ﬂuence rate is 1.69 % for the cDA over whole domain. In
contrast, the mean of the relative error of ﬂuence rate is 5.07 % for the DA. In addition, the DA
gives larger errors close to the boundary than inside the domain as it can be seen from Fig. 10.
Furthermore, the relative error of exitance is smaller for the cDA (mean 5.38 %) than that of for
the DA (mean 18.73 %). Thus, the cDA gives more accurate results over whole domain than
the standard DA due to a global error bound given by the asymptotic theory.
5. Conclusions
In this work, recently introduced corrected diffusion approximation was numerically imple-
mented. In the cDA, an additive correction term is computed for the DA at the boundary based
on asymptotic analysis of the RTE. The procedure for computing the cDA requires only small
modiﬁcations to the existing solvers for the DA. In particular, one only needs to modify the
spatial coefﬁcients of the DA and the Robin boundary condition. In addition, an additive cor-
rection term, which satisﬁes a one-dimensional radiative transport equation, is readily solved
using the plane wave solutions.
TheperformanceofthecDAwastestedwith2Dsimulations.Theresultswerecomparedwith
the results of the DA and the RTE. The results show that the cDA models boundary measure-
ments of scattered light more accurately than the standard DA with only a small increase in
computation time.
Appendix A. The standard diffusion approximation
The most typical approach to derive the standard DA from the RTE is expand the radiance, the
source term, and the phase function into series using the spherical harmonics and truncate the
series [1,3]. The standard DA can be regarded as a special case of the ﬁrst order approximation.
In the standard DA framework, the approximation that is used for the radiance is of the form
[1,3,35]
f(r,ˆ s) ≈
1
|Sn−1|
F0(r)−
n
|Sn−1|
(ˆ s kDAÑF0(r)), (A.1)
where |Sn−1| is the surface measure of Sn−1 and kDA is the diffusion coefﬁcient deﬁned as
kDA = (n(ma+ms(1−g)))−1. (A.2)
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−Ñ kDAÑF0(r)+maF0(r) = 0, (A.3)
and the Robin boundary condition is of the form
F0(r)+
1
2gn
kDAA
¶F0(r)
¶ ˆ n
=
Is
gn
, (A.4)
where gn is a dimension dependent constant (g2 = 1/p, g3 = 1/4) and Is is an inward directed
diffuse boundary current at the source position [36]. The parameters A takes into account a
mismatch in refractive indices inside and outside the domain and it can be derived from the
Fresnel’s law [36,37]
A =
2/(1−R0)−1+|cos(qc)|3
1−|cos(qc)|2 , (A.5)
where qc = arcsin(nout/nin) is the critical angle and R0 = (nin/nout−1)2/(nin/nout+1)2.
Appendix B. FE-approximation of the RTE with reﬂection boundary condition
Let us consider the steady-state RTE Eq. (1). Let ˆ si and ˆ sr be the directions of incident and
reﬂected light, respectively, at the boundary with a mismatch in refractive indices. Furthermore,
let ˆ st be the direction refracted light. We write the boundary condition for the radiance pointing
inward into the domain (i.e. for the directions ˆ sr   ˆ n < 0) in terms of the incident radiance
pointing outward (ˆ si  ˆ n > 0). Mapping from direction ˆ si to direction ˆ sr is given by H : ˆ si → ˆ sr
ˆ sr = Hˆ si, (B.1)
H =
 
−2ˆ nˆ nT +I
 
, (B.2)
where I is an identity matrix. The matrix H is a Householder transformation, and thus
H−1 = HT = H. Therefore, the inverse mapping H−1 : ˆ sr → ˆ si is given by
ˆ si = H−1ˆ sr = Hˆ sr. (B.3)
Now, the boundary condition Eq. (3) can be written as follows
f(r,ˆ s) = f0(r,ˆ s)+Rf(r,Hˆ s), ˆ s  ˆ n < 0, (B.4)
where R is the Fresnel reﬂection coefﬁcient deﬁned as
R =
1
2
 
nincosji−noutcosjt
nincosji+noutcosjt
 2
+
1
2
 
nincosjt −noutcosji
nincosjt +noutcosji
 2
, (B.5)
where
cosji = ˆ n ˆ si, (B.6)
cosjt =
 
1−
 
nin
nout
 2
(1−(cosji)2) (B.7)
and nin, nout are the refractive indices inside and outside of the object, respectively.
#160854 - $15.00 USD Received 5 Jan 2012; revised 9 Feb 2012; accepted 9 Feb 2012; published 21 Feb 2012
(C) 2012 OSA 1 March 2012 / Vol. 3,  No. 3 / BIOMEDICAL OPTICS EXPRESS  569Utilizing the streamline-diffusion modiﬁcation [33,38,39], the variational formulation of the
RTE Eq. (1) subject to the boundary condition Eq. (B.4) is obtained as
−
 
W
 
Sn−1 ˆ s Ñv(r,ˆ s)f(r,ˆ s)dˆ sdr+
 
W
d
 
Sn−1(ˆ s Ñf(r,ˆ s))(ˆ s Ñv(r,ˆ s))dˆ sdr
+
 
¶W
 
Sn−1(ˆ s  ˆ n)+f(r,ˆ s)v(r,ˆ s)dˆ sdS−
 
¶W
 
Sn−1(ˆ s  ˆ n)−rf(r,Hˆ s)v(r,ˆ s)dˆ sdS
+
 
W
 
Sn−1(ms+ma)f(r,ˆ s)v(r,ˆ s)dˆ sdr+
 
W
 
Sn−1 d(ms+ma)f(r,ˆ s)(ˆ s Ñv(r,ˆ s))dˆ sdr
−
 
W
 
Sn−1 ms
 
sn−1 Q(ˆ s ˆ s′)f(r,ˆ s′)dˆ s′v(r,ˆ s)dˆ sdr
−
 
W
 
Sn−1 dms
 
sn−1 Q(ˆ s ˆ s′)f(r,ˆ s′)dˆ s′(ˆ s Ñv(r,ˆ s))dˆ sdr
=
 
¶W
 
Sn−1(ˆ s  ˆ n)−f0(r,ˆ s)v(r,ˆ s)dˆ sdS, (B.8)
where d is element-wise stabilization parameter in the streamline-diffusion modiﬁcation which
depends on local the absorption and scattering and (ˆ s  ˆ n)+ and (ˆ s  ˆ n)− denote the positive and
negative parts of the function ˆ s  ˆ n. The ﬁnite element approximation of the RTE is of the form
(A1+A2+A3+A4)b = b1u0, (B.9)
where b = (b1,1,    ,b1,Na,    ,bNn,1,    ,bNn,Na)T ∈ RNnNa is the radiance at the nodes of the
spatial and angular grid and u0(u0
1,1,    ,u0
1,Na,    ,u0
Nn,Na)T ∈ RNnNa is the source intensity at
the nodes of the angular and spatial discretizations. Further, the components of the matrices in
Eq. (B.9) are
A1(h,s) =−
 
W
 
Sn−1 ˆ s Ñuj(r)um(ˆ s)ul(ˆ s)dˆ sui(r)dr
+
 
W
d
 
Sn−1(ˆ s Ñui(r))(ˆ s Ñuj(r))ul(ˆ s)um(ˆ s)dˆ sdr (B.10)
A2(h,s) =
 
¶W
ui(r)uj(r)dS
 
Sn−1(ˆ s  ˆ n)+ul(ˆ s)um(ˆ s)dˆ s
−
 
¶W
ui(r)uj(r)dS
 
Sn−1(ˆ s  ˆ n)−rul(Hˆ s)um(ˆ s)dˆ s (B.11)
A3(h,s) =
 
W
(ms+ma)ui(r)uj(r)dr
 
Sn−1 ul(ˆ s)um(ˆ s)dˆ s
+
 
W
d(ms+ma)ui(r)
 
Sn−1(ˆ s Ñuj(r))um(ˆ s)ul(ˆ s)dˆ sdr (B.12)
A4(h,s) =−
 
W
msui(r)uj(r)dr
 
Sn−1
 
Sn−1 Q(ˆ s ˆ s′)ul(ˆ s′)dˆ s′um(ˆ s)dˆ s
−
 
W
dms
 
Sn−1(ˆ s Ñuj(r))um(ˆ s)
 
sn−1 Q(ˆ s ˆ s′)ul(ˆ s′)dˆ s′dˆ sui(r)dr (B.13)
b1(h,s) =
 
¶W
ui(r)uj(r)dS
 
Sn−1(ˆ s  ˆ n)−ul(ˆ s)um(ˆ s)dˆ s, (B.14)
where h = Na(j−1)+m, s = Na(i−1)+l, j,i = 1,    ,Nn, m,l = 1,    ,Na, h,s = 1,    ,NnNa
and ui(r), uj(r) and ul(ˆ s), um(ˆ s) are the nodal spatial and angular basis functions, respectively.
The indices i, l refer to the basis functions, j, m to the test functions and Nn and Na are the
number of nodes in the spatial and angular discretizations, respectively.
After the RTE is solved using Eq. (B.9), the direction ˆ st of the refracted radiance at the
boundary exiting the domain can be computed from Snell’s law which is in vector form K :
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ˆ st =
nin
nout
ˆ si+
 
cosjt −
nin
nout
cosji
 
ˆ n. (B.15)
Moreover, the inverse mapping K−1 : (ˆ st, ˆ n,nin,nout) → ˆ si is given by K : (−ˆ st,−ˆ n,nout,nin) →
−ˆ si due to reciprocity of light propagation. Note the change of signs and order of normal vec-
tors.
Thus, the ﬁnal form of the radiance after applying the Snell’s law is of the form
ft(r,ˆ s) =



Tf(r,K(ˆ s)) r ∈ ¶W ˆ s  ˆ n ≥ 0,
f(r,ˆ s) r ∈ ¶W ˆ s  ˆ n < 0
f(r,ˆ s) r ∈ W ¶W,
(B.16)
where T = 1−R is the Fresnel transmission coefﬁcient.
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