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отже, і про ефективність розробленої мето-
дики. 
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УДК 519.88 Леонова Н.А., Моисеенко Н.В., 
Семериков С.А., 2004 
Пропедевтика метода наименьших квадратов в курсе  
«Компьютерные технологии в научных исследованиях» 
Леонова Н.А., Моисеенко Н.В., Семериков С.А. канд. пед. наук, доц. 
(КГПУ, г.Кривой Рог) 
В статье предложена методика ознакомления студентов-первокурсников с аппроксимацией по методу 
наименьших квадратов, используемая при чтении курсов «Методы машинных вычислений» и «Компьютерные 
технологии в научных исследованиях» в Криворожском государственном педагогическом университете. 
В Криворожском педуниверситете на I 
курсе физико-математического факультета 
читается дисциплина «Компьютерные тех-
нологии в научных исследованиях», цель ко-
торой – научить студентов применять воз-
можности современных компьютерных тех-
нологий при написании курсовых и дип-
ломных работ, статистической обработке 
данных, графической интерпретации ре-
зультатов эксперимента и т.п. 
Одним из основных методических за-
труднений, стоящих перед преподавателем 
при чтении этого курса, является разрыв 
между требуемыми для его поддержки 
сведениями из курсов высшей математики, 
читаемых преимущественно на II-IV курсах, 
и базовым уровнем математической под-
готовки студентов-первокурсников. 
Для преодоления этого разрыва в каж-
дую из лабораторных работ, предлагаемых 
в курсе, нами были включены пропе-
девтические сведения, позволяющие дать 
студентом представление о соответству-
ющей предметной области. В качестве базо-
вого программного средства в лаборатор-
ном практикуме по курсу используется сво-
бодно распространяемая кроссплатформен-
ная система компьютерной алгебры 
Maxima, дающая возможность специалис-
там из различных отраслей решать при-
кладные задачи, не вдаваясь в тонкости 
программирования. 
Как и любая другая система символь-
ной алгебры, Maxima умеет преобразовы-
вать и упрощать алгебраические выраже-
ния, дифференцировать и вычислять опре-
деленные и неопределенные интегралы, вы-
числять конечные и бесконечные суммы и 
произведения, решать алгебраические и 
дифференциальные уравнения и системы, а 
также разлагать функции в ряды и на-
ходить пределы. Для тех задач, которые не-
возможно решить аналитически, Maxima 
располагает большим количеством эффек-
тивных алгоритмов для проведения числен-
ных расчетов. Maxima позволяет решать 
задачи оптимизации (линейного програм-
мирования, нахождения экстремумов фун-
кций), а также задачи математической ста-
тистики. 
Методические рекомендации для каж-
дой работы состоят из трех частей: теоре-
тического материала с готовыми приме-
рами работы, системы практических зада-
ний различной степени сложности и кон-
трольных вопросов по теме занятия. Благо-
даря этому студенты могут выполнять каж-
дую работу не только во время аудиторных 
занятий, а и во время самостоятельной ра-
боты. 
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В качестве примера пропедевтики 
сведений из курса линейной алгебры рас-
смотрим теоретические сведения из лабо-
раторной работы «Метод наименьших квад-
ратов». 
Цель работы: Изучение метода ап-
проксимации аналитических зависимостей 
и методов решения системы линейных 
алгебраических уравнений (СЛАУ). 
Теоретические сведения. 
При изучении закономерностей в не-
которых исследованиях инженерии, эконо-
мики, биологии и медицины и т.п. при-
ходится аналитически описывать (в виде 
формулы) связь между двумя переменными 
х и у. Для этого в процессе экспериментов, 
наблюдений измеряют с заданной точнос-
тью отдельные значения xi и соответ-
ствующим им значениям yi (i=1, 2, …, n) или 
использует ранее полученные данные, ко-
торые заносятся в таблицу: 
 
х х1 х2 … xi … xn 
у у1 у2 … yi … yn 
 
Подобную таблицу можно получить, 
например, при исследовании линейного 
расширения стержня в зависимости от тем-
пературы, если коэффициент линейного 
расширения данного материала неизвестен; 
при этом x1, x2, ..., xn – измеряемые значе-
ния температуры, а y1, y2, ..., yn – соответ-
ствующие им значения длины. 
Построим в выбранной системе коор-
динат ХОУ точки Mi(xi, yi), координаты ко-
торых отвечают данным таблицы. 
Рис.1. 
 
На графике сплошной линией пос-
троена неизвестная функция y=f(x), которая 
с некоторым приближением описывает ис-
ходные данные xi, yi, i=1, ... , n. Теперь воз-
никает необходимость выбора соответству-
ющей функции y=f(x), которая описывала 
бы связь между х и у наилучшим образом. 
Такую функцию называют эмпирической. 
В общем случае выбор эмпирической фун-
кции не однозначен. Можно найти линию, 
которая бы проходила через каждую из 
точек Mi – это будет так называемый интер-
поляционный многочлен, степень которого 
будет достаточно высокой (на единицу 
меньше, чем количество точек в таблице). 
Кроме того, данные таблицы могут быть не-
достаточно точными в результате наличия 
погрешностей измерений, а также влияния 
других факторов, которые мы не всегда 
можем учитывать. Поэтому исследователи 
отдают предпочтению более простым и 
удобным функциям, таким, как линейная 
f(x)=ax+b, квадратичная f(x)=ax2+bx+c, 
степенная f(x)=abx, гиперболическая 
f(x)=a+b/x и др. Выбранная функция дол-
жна «наилучшим образом» сглаживать эк-
спериментальные данные. В зависимости от 
того, как вводится понятие «наилучшее 
сглаживание», устанавливается тот или 
иной метод выбора эмпирической зависи-
мости. 
Обычно в качестве критерия опти-
мального сглаживания используется мини-
мум суммы квадратов отклонения, а пред-
ложенный К.-Ф. Гауссом метод аппрокси-
мации называется методом наименьших 
квадратов. 
Обозначим через δi=f(xi)–yi отклонение 
эмпирической функции в точке xi от соот-
ветствующего табличного (эксперименталь-
ного) значения yi. Понятно, что δi могут 
быть для одних xi положительными, а для 
других отрицательными, поэтому их сумма 
может равняться нулю. Лучше брать суму 
их абсолютных величин 

n
i
i
1
 , но исследо-
вать сумму, которая содержит модули вели-
чин, сложнее, чем сумму квадратов этих 
величин. Поэтому предположим 
  


n
i
ii yxfS
1
2
. 
Параметры функции f(x) выбирают 
так, чтобы сумма квадратов S принимала 
наименьшие значения. 
1. Рассмотрим случай, когда f(x)=ax+b 
линейная функция с неизвестными a и b. 
Тогда величина отклонения 
iiiii ybaxyxf  )()( ,  
а сумма квадратов отклонений 
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функция двух переменных a и b. 
Известно, что S(a, b) принимает мини-
мальные значения при таких значениях a и 
b, при которых частные производные по 
этим переменным равны нулю, то есть ког-
да 
0,0 
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Из (1) находим: 
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Приравнивая к нулю частные про-
изводные по a и b, получаем систему урав-
нений: 
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Система (2) называется нормальной 
системой метода наименьших квадратов. 
Решая систему уравнений (2), нахо-
дим коэффициенты a и b, которые под-
ставляем в уравнение y=ax+b, что и дает 
формулу искомой зависимости. 
Таким образом, наилучшим сглажива-
нием экспериментальных данных в данном 
случае будет линейная функция, параметры 
которой найдены с помощью метода наи-
меньших квадратов. 
 
Пример. 
Из разных участков шахты в виде 
таблицы получены средние данные за квар-
тал про зависимость между себестоимостью 
1 тонны железной руды (в денежных еди-
ницах) и глубиной добычи (разработки, в 
метрах).
 
х – глубина в метрах 350 380 400 420 450 500 525 
у – денежная единица 3,75 3,80 3,85 3,90 3,95 4,20 4,60 
 
Найдем эмпирическую формулу 
y=ax+b с помощью метода наименьших 
квадратов. 
Решение. 
Для удобства строим вычислительную 
таблицу 
 
№ xi yi xiyi xi2 
1. 350 3,75 1312,5 122500 
2. 380 3,80 1444,0 144400 
3. 400 3,85 1540,0 160000 
4. 420 3,90 1638,0 176400 
5. 450 3,95 1777,5 202500 
6. 500 4,20 2100,0 250000 
7. 525 4,60 2415,0 275625 
сумма 3025 28,05 12227 1331425 
 
По значению сумм таблицы состав-
ляем нормальную систему метода наи-
меньших квадратов: 
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Заметим при этом, что количество 
точек в таблице n=7, а порядок системы 
уравнений 2. 
Решение системы найдем по методу 
Крамера. 
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Таким образом, эмпирическая форму-
ла зависимости между глубиной разработки 
и себестоимости одной тонны железной 
руды имеет вид f(x)=0,00436x+2,125. Из 
формулы видно, что с увеличением глубины 
разработки на 100 метров себестоимость 1 
тонны железной руды в среднем вырастает 
на 0,00436∙100≈0,44 денежной единицы. 
Теперь согласно эмпирической фор-
муле вычислим для соответствующих зна-
чений xi теоретические значения y(xi) и для 
сравнения заполним новую таблицу зна-
чений.
 
xi 350 380 400 420 450 500 525 
yi 3,75 3,80 3,85 3,90 3,95 4,20 4,60 
f(xi)  3,62 3,78 3,87 3,96 4,09 4,31 4,41 
 
Построим в одной системе координат 
XOY (рис.2) табличные данные (xi, yi) (пока-
заны ромбиками), и аппроксимирующую 
функцию (xi, f(xi)) (показана сплошной лини-
ей). 
Метод наименьших квадратов приме-
няется для нахождения параметров после 
того, как вид функции y=f(x) установлен. Но 
если из теоретических исследований нельзя 
сделать однозначный вывод, какой должна 
быть эмпирическая формула, то ее вид на-
глядно определяют из графического изобра-
жения экспериментальных данных. 
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Рис.2. 
2. Сглаживание экспериментальных 
данных квадратичной функцией 
y=ax2+bx+c. 
В случае квадратичной функции на-
ходим минимум суммы 
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как функции трех переменных a, b, c. 
 
Находим частные производные: 
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Приравнивая каждую из производных 
к нулю 
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получаем систему линейных относи-
тельно a, b, c уравнений: 
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Пример. 
Используя метод наименьших квад-
ратов, найти значения параметров фун-
кции y=ax2+bx+c, если известны следующие 
значения переменных. 
 
х 0,5 1 1,5 2 2,5 
у 0,8 1,9 4,9 8,8 13,9 
 
Решение. 
Для нахождения параметров запол-
няем вычислительную таблицу. 
 
№ xi yi xi2 xi3 xi4 xiyi xi2yi 
1. 0,5 0,8 0,25 0,125 0,0625 0,4 0,2 
2. 1,0 1,9 1,0 1,0 1,0 1,9 1,0 
3. 1,5 4,9 2,25 3,375 5,0625 7,35 11,025 
4. 2,0 8,8 4,0 8,0 16,0 17,6 35,2 
5. 2,5 13,9 6,25 15,625 39,0625 34,75 86,875 
суммы 7,5 30,3 13,75 28,125 61,1875 62,0 135,2 
 
Подставляя значения сумм из таблицы 
в (3), получаем линейную систему урав-
нений относительно параметров a, b, c: 
 






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3,3055,775,13
0,625,775,13125,28
2.13575,13125,281875,61
cba
cba
cba
   
(4) 
 
Систему (4) можно решить, например, 
путем исключения неизвестной с последу-
ющим решением системы относительно a и 
b: 
a=2,54; b=–1; c=0,575. 
Таким образом, аппроксимирующая 
функция имеет вид: y=2,54x2–x+0,575. 
График функции и экспериментальные 
данные показаны на рис.3: 
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Рис.3. 
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Индивидуальные задания. 
Используя метод наименьших квадра-
тов, найти аппроксимирующие функции 
f1(x)=a2x2+a1x+a0, f2(x)=a1x+a0, которые при-
ближают таблично заданные данные. Реше-
ние оформить в виде функции и записать в 
файл.
 
1.  
х  0,53 1,64 2,31 3,02 3,86 4,61 5,23 6,17 6,94 7,35 
у -0,84 0,37 0,48 1,05 1,52 2,67 3,14 2,93 3,51 3,89 
2.  
х -1,62 -0,83 -1,37 0,34 1,41 1,54 3,03 3,32 4,92 5,04 
у 5,87 3,54 4,75 2,79 1,38 1,62 -1,28 -2,44 -3,87 -5,07 
3.  
х 2,63 3,58 5,91 5,57 8,11 9,92 3,07 10,73 11,64 13,83 
у -0,94 -0,37 0,53 1,72 2,48 2,53 3,35 3,76 4,87 5,70 
4.  
х -1,32 -0,35 1,03 2,31 2,96 3,26 4,13 5,66 6,31 7,26 
у 3,19 4,05 5,29 6,45 7,02 7,29 11,07 9,01 10,05 10,86 
5.  
х -7,32 -6,93 -5,74 -5,63 -4,33 -3,16 -2,78 -1,27 -0,36 0,86 
у -3,59 -3,84 -4,18 -4,29 -4,71 -5,33 -5,83 -6,07 -6,07 -6,51 
6.  
х 1,36 1,66 2,59 3,05 3,81 -4,07 5,34 5,07 7,12 7,58 
у 4,38 4,08 3,12 3,06 2,13 2,23 1,21 0,15 -0,34 -0,28 
7.  
х -1,35 -0,89 0,84 1,52 2,13 2,48 3,68 4,82 5,63 6,02 
у 6,56 7,18 9,53 10,87 12,01 11,78 13,17 14,32 16,12 15,93 
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Задача формування структури модулів дисциплін  
при модульно-рейтинговій системі навчання 
Олейникова Т.Ю., Данченко Е.Б. 
(ЧДТУ, м.Черкаси) 
 
Основною задачею сучасних вищих 
навчальних закладів є підготовка квалі-
фікованих спеціалістів. Для її вирішення 
потрібно забезпечити активну аудиторну та 
самостійну роботу студента в процесі нав-
чання. Ефективним засобом для реалізації 
активного навчання та контролю знань є 
модульно-рейтингова система [1]. Крім того 
вона дозволяє більш об’єктивно оцінювати 
знання, вміння та навички студентів. 
Рейтинг – це сумарна оцінка знань 
студентів у балах за певний період часу 
(семестр, пів семестру, рік).  
Метою впровадження модульно-рей-
тингової системи є стимулювання пізна-
вальної активності студентів під час се-
местру, індивідуальний підхід до підбору 
завдань кожному студенту, підвищення 
об’єктивності оцінювання знань студентів з 
дисциплін, що вивчають студенти, модуль-
ність змісту навчального плану, висока 
ефективність контролю успішності студен-
тів, підвищення рівня самостійного нав-
чання [2,3]. 
Однією із задач при впровадженні мо-
дульно-рейтингової системи навчання у ви-
