§ Idea: Rank by probability of relevance of the document w.r.t. information need § P(R=1|documenti, query)
Introduction to Information Retrieval
The Probability Ranking Principle (PRP) "If a reference retrieval system's response to each request is a ranking of the documents in the collection in order of decreasing probability of relevance to the user who submitted the request, where the probabilities are estimated as accurately as possible on the basis of whatever data have been made available to the system for this purpose, the overall effectiveness of the system to its user will be the best that is obtainable on the basis of those data." § [1960s/1970s] S. Robertson, W.S. Cooper, M.E. Maron; van Rijsbergen (1979:113) ; Manning & Schütze (1999:538) Introduction to Information Retrieval § For events A and B: § Bayes' Rule § Odds:
Prior
p(A, B) = p(A ∩ B) = p(A | B)p(B) = p(B | A)p(A) p(A | B) = p(B | A)p(A) p(B)
Recall a few probability basics
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The Probability Ranking Principle (PRP) Let x represent a document in the collection. Let R represent relevance of a document w.r.t. given (fixed) query and let R=1 represent relevant and R=0 not relevant.
Need to find p(R=1|x) -probability that a document x is relevant.
p(R=1),p(R=0) -prior probability of retrieving a relevant or non-relevant document at random
Probabilistic Retrieval Strategy § First, estimate how each term contributes to relevance § How do other things like term frequency and document length influence your judgments about document relevance? § Not at all in BIM § A more nuanced answer is given by BM25 § Combine to find document relevance probability § Order documents by decreasing probability § Theorem: Using the PRP is optimal, in that it minimizes the loss (Bayes risk) under 1/0 loss 
Binary Independence Model
• Using Independence Assumption:
Constant for a given query Needs estimation

Binary Independence Model
• Since xi is either 0 or 1:
• Assume, for all terms not occurring in the query (qi=0)
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All matching terms Non-matching query terms
Binary Independence Model
All matching terms All query terms
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Constant for each query
Only quantity to be estimated for rankings
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Binary Independence Model [Robertson & Spärck-Jones 1976] All boils down to computing RSV. 
For now, assume no zero terms. Remember smoothing. 
Collection vs. Document frequency § Collection frequency of t is the total number of occurrences of t in the collection (incl. multiples) § Document frequency is number of docs t is in § Example: § Which word is a better search term (and should get a higher weight)? 
Estimation -key challenge § pi (probability of occurrence in relevant documents) cannot be approximated as easily § pi can be estimated in various ways: § from relevant documents if you know some § Relevance weighting can be used in a feedback loop § constant (Croft and Harper combination match) -then just get idf weighting of terms (with pi=0.5) § proportional to prob. of occurrence in collection § Greiff (SIGIR 1998) 4. Repeat, thus generating a succession of approximations to relevant documents 
