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Abstract
Aspect and opinion term extraction is a crit-
ical step in Aspect-Based Sentiment Analy-
sis (ABSA). Our study focuses on evaluating
transfer learning using pre-trained BERT (De-
vlin et al., 2019) to classify tokens from ho-
tel reviews in bahasa Indonesia. The primary
challenge is the language informality of the re-
view texts. By utilizing transfer learning from
a multilingual model, we achieved up to 2%
difference on token level F1-score compared
to the state-of-the-art Bi-LSTM model with
fewer training epochs (3 vs. 200 epochs). The
fine-tuned model clearly outperforms the Bi-
LSTM model on the entity level. Furthermore,
we propose a method to include CRF with aux-
iliary labels as an output layer for the BERT-
based models. The CRF addition further im-
proves the F1-score for both token and entity
level.
1 Introduction
Sentiment analysis (Pang et al., 2008) in review
text usually consists of multiple steps. In this
study, we focus on the aspect and opinion term
extraction from the reviews for ABSA (Liu and
Zhang, 2012). While some work has been done
in this task (Wang et al., 2017; Fernando et al.,
2019; Xue and Li, 2018), we have not seen a trans-
fer learning approach (Ruder, 2019) employed
for ABSA in other languages than English. Us-
ing transfer learning is especially helpful for low-
resource languages (Kocmi and Bojar, 2018), such
as bahasa Indonesia.
As an illustration of aspect and sentiment ex-
traction, here is an example of a review:
“Excellent location to the Tower of Lon-
don. The room was a typical hotel room
in need of a refresh, however clean. The
staff couldn’t have been more profes-
sional.”
In this review, some of the aspect terms are “lo-
cation”, “hotel room”, and “staff”. On the other
hand, the corresponding sentiment terms are “ex-
cellent”, “typical”, “clean”, and “professional”.
Our main contribution in this study is evalu-
ating BERT (Devlin et al., 2019) as a pretrained
transformer model on this token classification task
on hotel reviews in bahasa Indonesia. We also
found that applying Conditional Random Field
(CRF) (Lafferty et al., 2001) as an output layer for
BERT is not straightforward due to the subword
tokenization imposed by BERT model. We pro-
pose using auxiliary labels for the special tokens
to cater to the subword tokenization.
In the following sections, we describe the trans-
fer learning approach and the auxiliary labels for
the CRF. Subsequently, we elaborate on the ex-
perimental setup and the results compared with a
baseline and Bi-LSTM model by (Fernando et al.,
2019). Finally, we discuss the results in terms
of performance and resource required for each
model.
2 Model
For the transfer learning, we used the pretrained
BERT-base, multilingual uncased (Devlin et al.,
2019) implementation in PyTorch by Wolf et al.
(2019)1. This model is trained on 102 most pop-
ular languages in Wikipedia, including bahasa In-
donesia. In the vanilla version, the output layer for
BERT is based on argmax. For entity recognition
tasks, CRF is commonly used to ensure that the
predicted labels follow the BIO constraint (Lam-
ple et al., 2016). However, BERT tokenizes words
into subwords as inputs, which led to auxiliary la-
bels, as shown in Figure 1.
We introduce four auxiliary labels to handle the
1https://github.com/huggingface/
transformers
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Figure 1: An example of CRF with auxiliary labels to handle special tokens and subwords tokenization imposed
by the pretrained BERT model. The trailing tags (SENTIMENT and ASPECT) are omitted from the illustration.
special tokens: A, Z, X, and Y. A and Z correspond
to the [CLS] and [SEP], respectively. The for-
mer is a special token of BERT tokenizer to indi-
cate the beginning of a sentence while the latter is
the sentence separator token.
X is an auxiliary label for subwords belonging
to an aspect or sentiment. For instance, the word
“tempatnya” (the place) is tokenized into two sub-
words: “tempat” and “##nya”. We keep the origi-
nal label for the first subword “tempat”, and desig-
nate X-ASPECT as the label for any trailing sub-
words, in this case “##nya”. Similarly for “oke”
(OK) and “banget” (very), which are labelled as B-
SENTIMENT and I-SENTIMENT, respectively,
we use X-SENTIMENT as the subword labels.
We allocate Y for any trailing subwords that are
neither part of aspect nor sentiment. In the exam-
ple shown in Figure 1, the word “utk” (for) is split
into two: “ut” and “##k”. The first subword, “ut”
is labeled with the original label O, while “##k”
acquire the auxiliary label Y. The rest of the CRF
implementation is unchanged. We adopt the CRF
layer for PyTorch as implemented in the pytorch-
crf library2.
3 Experiment
3.1 Dataset
We use tokenized and annotated hotel reviews on
Airy Rooms3 provided by Fernando et al. (2019)4.
The dataset consists of 5000 reviews in bahasa In-
donesia. The dataset contains training and test sets
of 4000 and 1000 reviews, respectively. The label
distribution of the tokens in the BIO scheme can
be seen in Table 1. Moreover, we also see this
2https://github.com/kmkurn/pytorch-crf
3https://www.airyrooms.com/
4https://github.com/jordhy97/final_
project
case as on the entity level, i.e., ASPECT, SENTI-
MENT, and OTHER labels.
We split the training set into 3000 for the train-
ing and 1000 for the validation set to tune the hy-
perparameters. We found that there are 1643 and
809 unique tokens in the training and test sets, re-
spectively. Moreover, 75.4% of the unique tokens
in the test set can be found in the training set.
Label Train Test
B-ASPECT 7005 1758
I-ASPECT 2292 584
B-SENTIMENT 9646 2384
I-SENTIMENT 4265 1067
OTHER 39897 9706
Total 63105 15499
Table 1: Label distribution
3.2 Setup
The following hyperparameters are the same for
both BERT and BERT+CRF. For the learning rate,
we experimented with range 10−6 to 10−2 and in
logarithmic scale. We found 10−4 as the opti-
mal value. We employed AdamW with the opti-
mal learning rate as the peak value and weight de-
cay of 10−2 (Loshchilov and Hutter, 2017). The
value for the warmup steps is set to half of the to-
tal steps. For the batch size, we tried 16 and 32.
We found 32 to be better and used the same value
for all models.
For the number of epochs, we have different val-
ues for BERT and BERT+CRF. BERT was trained
only with two epochs since it starts to overfit im-
mediately. For BERT+CRF, we use three epochs
for the token level and four for the entity level. As
a baseline, a simple argmax method is employed.
In the argmax method, we classify a token as the
most probable label (the highest proportion) for
that particular token according to the distribution
in the training set.
For the evaluation metric, we use F1-score be-
cause of the tag imbalance. The F1-scores for the
test set are based on the model trained on the 3000
training set sentences.
3.3 Results
The results from our experiments are summarized
in Table 2 for token level (with BIO scheme) and
Table 3 for entity level (without BIO). BERT cor-
responds to the vanilla BERT model with argmax
as the output layer in the tables, while BERT+CRF
utilizes CRF with auxiliary labels.
3.4 Discussion
Based on Table 2, using pretrained multilingual
BERT can help achieve almost the same perfor-
mance to the Bi-LSTM model (Fernando et al.,
2019). The former’s advantage is the required
number of epochs: pretrained models needed at
maximum four epochs to train, while the Bi-
LSTM model was trained for 200 epochs. Fur-
thermore, we can see that the CRF with auxiliary
labels improves the F1 slightly. The BERT+CRF
performance is almost identical to the Bi-LSTM
model. On the entity level (Table 3), the BERT-
based models outperform the Bi-LSTM model for
both aspect and sentiment detection.
Figure 2 shows the validation F1 throughout
training steps (mini-batches). We can see that
BERT+CRF needed more steps to reach the high-
est F1 compared to vanilla BERT. The F1 scores
tend to plateau as well, showing an indication that
the models are robust and not easily overfitting.
Without CRF, BERT does not constrain the out-
put labels. Thus, the predictions may contain
I-ASPECT or I-SENTIMENT without preceding
B-ASPECT or B-SENTIMENT. In our case, we
found 65 invalid BIO cases when using BERT.
Some examples of sentences with invalid token
labels are “...kost(O) nya(I-ASPECT) cukup(B-
SENTIMENT) dekat(O)...” (...the room is close
to...) and “...waktu(O) ##nya(O) di(O) gant(I-
SENTIMENT) ##i(I-SENTIMENT) karena(O)...”
(...need to be changed because...). We can see
that without CRF, BERT can generate the tag se-
quences quite well. This performance may ex-
plain why we only gained a small improvement
by adding the CRF layer.
Figure 2: Token level F1 for validation set
4 Related work
Wang et al. (2017) summarized several studies on
aspect and opinion term extraction. Some of the
methods used are association rule mining (Hu and
Liu, 2004), dependency rule parsers (Qiu et al.,
2011), conditional random fields (CRF) and hid-
den Markov model (HMM) (Li et al., 2010; Jin
et al., 2009; Gojali and Khodra, 2016; Ekawati and
Khodra, 2017), topic modelling (Chen et al., 2014;
Zhao et al., 2010), and deep learning (Fernando
et al., 2019; Wang et al., 2017; Xue et al., 2017;
Xue and Li, 2018).
Fernando et al. (2019) combines the idea of
coupled multilayer attentions (CMLA) by Wang
et al. (2017) and double embeddings by Xue and
Li (2018) on aspect and opinion term extraction on
SemEval. The work by Xue and Li (2018) itself is
an improvement from what their prior work on the
same task (Xue et al., 2017). Thus, we only in-
cluded the work by Fernando et al. (2019) because
they show that we can get the best result by com-
bining the latest work by Wang et al. (2017) and
Xue and Li (2018).
In their paper, Devlin et al. (2019) show that
they can achieve state-of-the-art performance not
only on sentence-level but also on token-level
tasks, such as for named entity recognition (NER).
This conclusion motivates us to explore BERT in
our study. This way, we do not need to use depen-
dency parsers or any feature engineering. A recent
study (Yanuar and Shiramatsu, 2020) shows that
BERT could achieve an overall F1 score of 0.738
for aspect extraction for tourist spot reviews in ba-
hasa Indonesia. However, they did not use CRF in
their study.
Method B-ASPECT I-ASPECT B-SENTIMENT I-SENTIMENT OTHER
argmax 0.777 0.592 0.810 0.391 0.851
Fernando et al. (2019) 0.916 0.873 0.939 0.886 0.957
BERT 0.916 0.863 0.932 0.862 0.952
BERT+CRF 0.924 0.862 0.938 0.887 0.954
Table 2: BIO scheme (token level) F1 test scores
Method Aspect Sentiment
argmax 0.81 0.85
Fernando et al. (2019) 0.89 0.91
BERT 0.91 0.92
BERT+CRF 0.92 0.93
Table 3: Aspect and sentiment (entity level) F1 test
scores
Souza et al. (2019) proposed a different ap-
proach of BERT with CRF for Portuguese NER.
Their method disregard the subwords in the CRF
layer instead of using auxiliary labels. They found
that the Portuguese pretrained models perform
better than the multilingual. However, to the best
of our knowledge, the pretrained BERT for bahasa
Indonesia is not yet available.
End-to-end ABSA with BERT-CRF can be
found in (Li et al., 2019b). While they could
achieve F1 scores of 60.78% and 74.06% on LAP-
TOP and REST categories respectively on re-
prepared SemEval dataset provided by Li et al.
(2019a), our study focuses in reviews in bahasa
Indonesia as we would like to evaluate the multi-
lingual model of BERT.
5 Conclusions and future work
Our work shows that pretrained multilingual
BERT with adjusted CRF can achieve similar F1
scores to CMLA and double embeddings in aspect
and opinion term extraction task with BIO scheme
in noisy bahasa Indonesia text. The main advan-
tage is the number of epochs, where we only re-
quire 2-4 epochs to fine-tune instead of 200 epochs
needed by Fernando et al. (2019). Moreover, there
is no need to produce the word embedding before-
hand, making our solution ready for end-to-end
settings. For both token and entity level, adding
the CRF layer to BERT results in up to 2% abso-
lute increase in F1 scores on our labels of interest.
We also achieved the best F1 scores for classifica-
tion at the entity level.
In the future, we aim to compare several
transformer-based models, such as XLNet (Yang
et al., 2019), XLM (Lample and Conneau, 2019),
and RoBERTa (Liu et al., 2019) when they are
trained using multilingual datasets that include
text in bahasa Indonesia as well.
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