We present a 
Introduction
The recent explosion of touch-enabled products has demonstrated the considerable demand for electronic devices with a powerful yet simple user interface. Touch panel displays meet this demand by co-locating input actions with the display image thereby allowing a wide range of tasks to be performed through a series of natural motions or gestures. In particular, multi-touch enabled devices take advantage of intuitive gestures such as pinching, spreading and rotating to perform standard tasks more easily and efficiently than could otherwise be achieved.
Mobile products however present a particular set of problems for touch and multi-touch enabled displays that have not been adequately resolved. Such products are often held with one hand making multi-touch awkward and cumbersome to use, whilst the finger(s) performing the touch input obscures a large proportion of the image and leaves behind dirt and oil on the screen.
In order to improve interaction with mobile devices it has been proposed that the ability to detect the 3-dimensional (x,y,z) location and trajectory of objects close to the display surface will lead to revolutionary improvements in the user interface. By using the information provided by this additional dimension, such systems will enable complex operations to be performed simply and efficiently through intuitive motions of even a single finger.
Methods proposed so far to achieve 3-dimensional object detection utilize either camera-based computer vision systems [1] or an extension of the principle of the projected capacitance touch screen [2] . However, camera-based systems are limited by their field of view and, for the detection of objects in close proximity to the display, are incompatible with mobile products. Further, projected capacitance systems are limited in accuracy due to the constraints of detecting minute changes in capacitance and add significant cost and thickness to the display module.
In this paper we demonstrate that a 3-dimensional input device may be created by using an optical touch panel with directional image sensor. The key advantages of using an optical touch panel over other proposed solutions are that the 3D location of multiple objects may be accurately and robustly detected for a variety of input objects, such as a finger or a stylus. The 3D optical touch panel may also be easily integrated within the display to form a low-cost, mechanically compact module.
Concept

3-Dimensional Image Sensor
The 3-dimensional input device presented in this paper is based on an in-cell optical touch panel in which image sensor elements are integrated onto the TFT substrate of an AMLCD, for example as described in [3] . In systems such as these image sensor elements are added into each pixel of the display matrix and detect the amount of light falling on the display. In particular, when an object approaches the display surface, light originating from the backlight is reflected and scattered at the object surface back towards the display (Fig.1 ). This reflected light is detected by the image sensor and generates an image which can be processed to extract key features such as touch co-ordinates. In the case of a 3-dimensional image sensor, each pixel of the image sensor array consists of a set of sensor sub-pixels arranged to "look" in four orthogonal directions (labeled "up", "down", "left" and "right"). Consequently, by combining the output signals from all sensor sub-pixels of a particular direction, light reflected and scattered by the object generates four unique directional sub-images. Each sub-image is then processed independently to extract planar (x,y) co-ordinates corresponding to the location of the peak output signal (Fig.2) . Finally, by examining the relative displacement of the object's planar coordinates in each directional sub-image, the distance of the object from the panel surface, the object height (z), is calculated by simple triangulation. Since height calculation requires coordinates from at least two sub-images, four orthogonal directions are necessary to ensure robust height detection even as the object approaches a corner of the panel.
Photo-Sensor Structure
The photosensor elements of the directional image sensor are thinfilm lateral p-i-n type photodiodes, formed on the glass substrate by the same CG-Silicon process used to manufacture the thin-film transistors (TFTs) of the display. In order to prevent backlight illumination from directly striking the photodiode's sensitive region, an additional metallization layer is added to the standard TFT process to create a lower light shield beneath the photodiode.
The directionality of the image sensor is created by an upper light shield formed in a second additional metallization layer. This masking layer is arranged above the sensor circuits and includes a single rectangular aperture positioned relative to the photosensitive element, a lateral p-i-n photodiode, to allow only light at angles of incidence within a specific range, the field-ofview, to be detected. Fig.3 shows the design of the mask layer and the position of the aperture relative to the photodiode sensitive region.
The length and width of the aperture and the alignment of the aperture edge to the photodiode intrinsic region edge are chosen so as to maximize the amount of light incident on the photodiode from the direction of interest whilst minimizing the unwanted "stray" light contributions from outside the desired field-of-view.
System Architecture
Pixel Circuit
The image sensor pixel circuit itself is a 1-transistor active pixel sensor (1T APS) circuit comprising a photodiode D1, an amplifier transistor M1 and a voltage-dependent integration capacitor embodied as a p-type TFT, M2. The reset signal, RST, controls the basic sensing operation of the pixel circuit and enables the photodiode current generated by incident illumination to be integrated at the gate terminal of the amplifier transistor M1. The row select signal, RWS, controls the pixel read-out operation and enables the signal voltage generated at the gate of M1 to be sampled by the sensor read-out circuits at the matrix periphery. The details of the structure and operation of this circuit have been reported previously [4] . Each APS circuit is combined with the masking layer to form one of the four directional sensor sub-pixels, with each sensor subpixel integrated within one RGB display pixel. To facilitate a compact layout and maximize the display aperture ratio, the photodiode and integration capacitor are divided into two parallel branches: D1a with M2a and D1b with M2b. This arrangement of sensor and display pixels is shown in Fig.4 and a micrograph of one complete directional sensor sub-pixel is given in Fig.5 . 
Panel
As shown in the block diagram of Fig.6 , the source driver, display gate driver and sensor row driver circuits are integrated onto the TFT substrate of the display along with the pixel matrix. The source driver circuits include both the display analog switches and the sensor read-out circuitry which further comprises a sample and hold and a column amplifier stage. In one row period of operation, the sensor data is firstly read-out from a single row in the matrix by application of the row select signal, RWS, and the generated pixel output voltage is held by the sensor read-out circuits. After the row select signal, RWS, is deactivated the display gate line, GL, is activated and display data is written to each pixel under control of the display switches. During this display write period, each column amplifier is enabled in turn and the analogue sensor output signal across one row of pixels is timesequentially driven off panel.
Signal Processing
The panel is connected via a flexible connector to a PCB containing: a DC-DC converter IC for power generation and distribution; an LCD Driver IC for generation and control of the display timing signals and video data; and a Sensor Driver IC to generate the timing signals for the sensor function and digitize the analogue sensor output from the panel. In this prototype system the raw digital sensor output data is sent to a host PC for further processing to extract key features from each directional sub-image and calculate the 3D co-ordinates of the input object(s).
Results
Angular Response
The angular response of the image sensor was measured using an homogenous collimated light source arranged to rotate in 2 axes (elevation, θ, and azimuth, φ) in a complete hemisphere around the panel. In this way the entire field-of-view of each of the directional sensor sub-pixels was characterized -examples of the 2D surface plots obtained from these measurements are shown in Fig.7 for an up-down pair of directional sensor sub-pixels. From these plots the field-of-view associated with a sub-pixel is apparent as a peak in the output voltage across a range of incident angles in the direction of interest. This field-of-view is usefully characterized by two figures of merit: the location of the maximum response which is used in the calculation of object height; and the angular range (as defined by the full-width halfmaximum (FWHM) in both the elevation and azimuth) which must be optimized to allow as much of the object reflected light to enter the sensor as possible whilst maintaining directionality. For example, in the up directional sub-pixel the maximum response occurs at an elevation, θ MAX = 65º, and azimuth, φ MAX = 0º, whilst the FWHM in elevation, Δθ P = 35º, and in azimuth, Δφ P = 90º. Similar figures were measured for each of the remaining directional sub-pixels.
Directionality
Due to the limited extent of the upper light shield beyond the photodiode, it is possible for light outside the field of view defined by the aperture to enter the photodiode sensitive region 
Conclusions
via reflections from within the panel. These internal reflections ultimately act to reduce the accuracy of height detection by reducing the contrast of the peak with respect to the background level in the directional sub-images. An important measure of the system performance is therefore the directionality ratio, defined for each directional sub-pixel as the ratio of the light detected by the sensor from the direction of interest to the total incident light. Integrating across the angular response shown in Fig.7 gives a directionality ratio of 90% and 93% for the up and down directions respectively. This result demonstrates that high contrast directional sub-images can be obtained and an accurate, robust measurement of height achieved.
We have shown that a directional image sensor integrated into a System LCD panel can be used to create a 3-dimensional input device for accurate detection of the x,y and z co-ordinates of multiple objects close to the display surface. Compared to other competing technologies, the optical 3D sensor is inherently capable of detecting and tracking multiple objects and is easily integrated into a mobile display module to provide a low-cost, and mechanically compact solution. Further, it is suitable for integration in any type of active matrix display including use in combination with 3D display technologies to create a full 3D user interface. We believe that this novel input device represents the next generation of mobile user interface design by providing an extremely powerful yet simple, natural and intuitive method of human-computer interaction.
Height Measurement
To determine the accuracy and range of height measurement, an isotropic point source illumination was used in place of a finger to allow accurate measurement of the system response. The illumination source was positioned in the centre of the panel and moved vertically along the z-axis from 0 to 30mm in 1mm steps. An example of the four sensor sub-images generated by this experiment is shown in Fig.8 for a source height of 15mm. As can be seen from the graph of the calculated height at each step vs. the actual source height (Fig.9) , the sensor exhibits a linear response over a range of 0 to 20mm. This range limitation is a consequence of the height calculation method, the geometry of the panel, the field-of-view of the directional sensor sub-pixels and the sensitivity of the image sensor.
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