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SUMMARY 
The overall objective of this program is to develop an accurate 
digital computer program update and correction logic coupled with a 
spacecraft thermal analysis prediction capability; the program consists 
of three consecutive phases. 
study period whereby the feasibility of analytical error analysis 
as applied to thermal network solutions is established. 
Phase I is an investigation/feasibility 
A literature search revealed two basic classes of correlation 
methods, one-pass and sequential. Within the framework of each class 
are numerous variations, each perhaps suited for specific requirements. 
A number of potentially suitable correlation methods selected from 
a list of techniques reported in literature were studied and screened, 
resulting in the selection of five methods for further study. These 
methods were: (1) Kalman filter; (2)  Program MAFIA; (3) Quasilinearization; 
( 4 )  Least Squares with net heat flux residual; and (5) Regression Analysis. 
The latter two were studied to obtain baseline information. 
The results in many respects were found to be quite promising and 
in other respects, less so.  The chief concern is the accommodation 
of the sparsity of temperature measurements. It is also clear that 
if a high percentage of temperature measurements are available 
or that the measurements are properly located, either the one-pass 
(Program MAFIA or Quasilinearization) or the sequential method (Kalman 
filter) can satisfactorily correct the parameters of a thermal network. 
However, the results were not of sufficient depth to realistically permit 
the choice of one method over the other. 
method and the sequential method were recommended for further study. 
As a result both the one-pass 
ix 
NOMENCLATURE 
[A 1 
[AI, Po 
I B I ,  B = measurement weighting ma t r ix  (time varying ga in )  
'i 
I = i d e n t i t y  matrix 
= weighting mat r ix  f o r  t h e  a p r i o r i  estimates 
= state  e r r o r  covariance matrix f o r  t h e  a p r i o r i  estimates 
= h e a t  capac i tance  f o r  node i 
[Jl ,  J = state  e r r o r  covariance mat r ix  
[MI, M, H = measurement mat r ix  
Qi 
Ti 
W I ,  u 
E 
t 
{ X I ,  If. 
{ Y * L  Y* 
. [ + I  
c 
n: 
I I  9 I I  
W 
= hea t  input  f o r  node i 
= temperature  a t  node i 
= random n o i s e  cor rupted  temperature measurement a t  node i 
= state updating mat r ix  
= weighting mat r ix  f o r  t h e  random measurement n o i s e  
= measurement n o i s e  covariance mat r ix  
= l i n e a r  conductor j o in ing  nodes i and j 
= r a d i a t i o n  conductor j o i n i n g  nodes i and j 
= p r o b a b i l i t y  func t ion  
= parameter vec to r  
= t i m e  
= state vec to r  
=: random n o i s e  corrupted measurement vec to r  
=i state t r a n s i t i o n  mat r ix  
= random n o i s e  vec to r  
= summation 
=: product 
= OTW$ 
X 
NOMENCLATURE (continued) 
I = absolute  value I 
E( = expected value 
f (  ), g( ) = function of 
x i  
1.0 INTRODUCTION 
The program e n t i t l e d  "Development of D i g i t a l  Computer Program 
f o r  Thermal Network Correction" c o n s i s t s  of t h r e e  consecut ive 
phases: (1) Phase I, Investigation/Feasibility Study; (2) Phase 11, 
Program Development; and (3)  Phase 111, Demonstration and Applicat ion.  
Each of t hese  phases i s  of 6-months dura t ion .  Phase I i s  an i n v e s t i -  
g a t i o d f e a s i b i l i t y  s tudy per iod  whereby t h e  f e a s i b i l i t y  of a n a l y t i c a l  
e r r o r  a n a l y s i s  as app l i ed  t o  thermal network s o l u t i o n s  is  e s t a b l i s h e d .  
Phase I1 w i l l  be  a programming e f f o r t  t o  r e f i n e  and code t h e  NASA/MSC 
approved e r r o r  a n a l y s i s  approach(s) .  
and demonstrate the c a p a b i l i t i e s  of t h e  computer program and sub-routines 
coded i n  Phase 11. 
Phase I11 w i l l  an e f f o r t  t o  eva lua te  
The o v e r a l l  o b j e c t i v e  of this  program i s  t o  develop an accu ra t e  
computer program t h a t  updates and c o r r e c t s  a thermal network and 
one t h a t  is  coupled wi th  a spacec ra f t  thermal a n a l y s i s  p r e d i c t i o n  
c a p a b i l i t y .  The a n a l y t i c a l  methods are t o  be developed wi th  the  
u l t i m a t e  i n t e n t  t o  use t e s t / p o s t - f l i g h t  d a t a  f o r  c o r r e l a t i o n  wi th  
a n a l y t i c a l  r e s u l t s .  
Achievement of t h e  ob jec t ives  w a s  considered t o  be b e s t  pursued 
by t h e  mult i -s tep process  as i nd ica t ed  by t h e  three  consecut ive phases. 
The Phase I e f f o r t  w a s  a l s o  segmented wi th  l i t e r a t u r e  search  followed 
by a number of screening  procedures t o  a r r i v e  a t  a s e l e c t  group of 
c o r r e l a t i o n  methods that w e r e  s tud ied  i n  more d e t a i l .  Related 
t a s k s  included programming t h e  thermal model e r r o r  assessment 
cons idera t ions .  
I n  the  s e c t i o n s  t o  fol low are the  r e s u l t s  of t h e  Phase I s tudy  
which is presented  s e q u e n t i a l l y  i n  the  mult i -s tep fash ion .  
1-1 
2.0 REQUIREMENTS AND LITERATURE SURVEY 
2.1 REQUIREMENTS 
A literature search to be effective must accommodate the basic 
objectives as well as the numerous constraints that are imposed. In 
order to place the literature survey in a proper perspective, the 
overall objectives of the present program and the basic constraints 
to be followed are discussed. 
2.1.1 Objective 
The overall objective of the program is to develop an accurate 
digital computer program update and correction logic coupled with 
a spacecraft thermal analysis prediction capability. The program 
to be developed is to be specifically directed towards development 
of analytical methods for computerized error and analysis and updating 
of the thermal networks with test/post-flight data results used for 
correlation of analytical simulation results. 
2.1.2 Constraints 
The basic constraints not only apply to the correlation methods 
directly but from practical considerations must also apply to 
system programming aspects and theoretical model characteristics. 
The more important considerations are discussed below: 
2.1.2.1 Experimental Data 
Experimental data are necessary to evaluate the correlation 
methods that are to be studied in detail. However, the Phase I computer 
results are to be used in lieu of experimental data. Since the 
numerical results are near-perfect, subject to only numerical errors, 
the correlation method(s) that is (are) ultimately selected for 
Phase I1 must also accommodate the inaccuracies of experimental data 
that are to be provided by NASA/MSC. 
At the beginning of Phase I, the characteristics of the 
experimental data were not defined since since computer results were 
to be used during this phase, but it was recognized that the experimental 
data must be defined before the correction methods can be evaluated. 
2- 1 
A t  p re sen t ,  i t  is assumed t h a t  experimental  d a t a  w i l l  be smoothed 
by NASA/MSC and a to l e rance  band w i l l  be spec i f i ed .  
t h e  to l e rance  band has  no t  been s p e c i f i e d  but  i t  is assumed t h a t  
i t  w i l l  be a random noise .  
The n a t u r e  of 
Another aspec t  of t h e  experimental  d a t a  i s  s p a r s i t y .  It is  
recognized t h a t  temperature d a t a  w i l l  not  be a v a i l a b l e  a t  every 
nodal  l o c a t i o n  used i n  the  t h e o r e t i c a l  model bu t  t h e  ex ten t  of t h e  
s p a r s i t y  depends upon t h e  type of test. For example, an engineer ing 
model test  w i l l  have many more measurements than say a f l i g h t  article. 
Thus t h e  c o r r e l a t i o n  method t o  be  a p r a c t i c a l  t o o l  must account f o r  
t h e  s p a r s i t y  t h a t  e x i s t s  on a l l  thermal tests. 
t h a t  t h e  l a r g e r  t h e  s p a r s i t y  t h e  less accura t e  w i l l  be the  c o r r e l a t i o n  
methods. 
It must a l s o  be recognized 
2.1.2.2 Systems Programming 
A c o r r e l a t i o n  method s u i t a b l e  f o r  a small model of l imi t ed  
number of parameters may not  be s u i t a b l e  f o r  a large model of many 
parameters. The ob jec t ives  of t h e  present  s tudy present  p a r t i c u l a r  
problems from even s i z e  cons idera t ions  alone s i n c e  the  u l t ima te  ob jec t ive  
is t o  update a thermal model t h a t  may have as many as 1500 nodes; t he  
number of parameters w i l l  be i n  t h e  thousands. 
w i l l  be enormous, l e t  a lone  updating t h e  network. Thus the  
system programming a spec t s  w i l l  be equal ly  as important as the  
c o r r e l a t i o n  method i t s e l f .  Some of t h e  system aspec t s  would be t h e  
Processing of t he  da t a  
i d e n t i f i c a t i o n  and bounding of t h e  s o f t  parameters,  i npu t  of the  
test d a t a ,  parameter co r rec t ion  subrout ine ,  re run  and v e r i f i c a t i o n .  
2.1.2.3 Theore t ica l  Model 
The types of e r r o r s  t h a t  make-up t h e  d i f f e rence  between measured 
and predic ted  temperature are mainly t h r e e  i n  na tu re ;  these  sources  
of e r r o r s  are: (1) func t iona l  form of t h e  model; (2) measurement 
e r r o r s ;  and (3) i n c o r r e c t  parameter va lues .  I f  t h e  func t iona l  
form of t h e  model is no t  s u f f i c i e n t l y  accura te ,  a new model must 
be constructed.  Thus t h e  parameter es t imat ion  methods w i l l  be 
app l i cab le  only i f  t h e  e r r o r s  are confined t o  measurement e r r o r s ,  
b iased  and random, and parameter inaccurac ies .  
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The phys ica l  system considered i n  t h e  p re sen t  s tudy is one 
t h a t  can be reduced t o  a t h e o r e t i c a l  model which i n  t u r n  can be 
represented by a thermal network of r e s i s t a n c e s  and capaci tances .  
The se t  of equat ions t h a t  desc r ibe  the  model can be expressed 
as fol lows:  
4 dTi r r Qi + C a (T.-T.) + 1 ob. .(Tj4-Ti 
1J i j  J 1 j =1 j=l  
ci = 
i = 1 , 2 ,  ...., n 
T = constant  f o r  n<jLr 
j 
The parameters t o  be cor rec ted  w i l l  be found among the  C i ' s ,  
the  Qi's, t he  aij 's ,  and bij ' s. 
number of T . ' s  can be expected t o  be non-measured and thus considered t o  
be unknown.. 
Simultaneously, an apprec iab le  
1 
2 .2  LITERATURE SEARCH 
The co r rec t ion  of thermal model parameters from noisy temperature 
measurements belongs t o  the  class of problems designated es t imat ion  
problems; t h e  term noisy is def ined  he re  t o  mean random e r r o r s .  
I n  genera l  an es t imat ion  problem involves  t h e  i d e n t i f i c a t i o n  and 
es t imat ion  of t he  parameters and states of a phys ica l  system from 
noisy measurements of some observable q u a n t i t i e s  of t h e  system. 
With t h e  o v e r a l l  ob jec t ives  and the  basic c o n s t r a i n t s  as genera l  
gu ide l ines ,  a t echn ica l  l i t e r a t u r e  search encompassed a number of 
p o t e n t i a l  sources  of information such as NASA STAR, J o i n t  Automatic 
Control  Conferences, and Computer Conferences. Not s u r p r i s i n g l y ,  
numerous articles i n  the  genera l  area of automatic c o n t r o l  and 
s ta t is t ics  w e r e  found t h a t  o f f e red  p e r t i n e n t  information r e l a t e d  
t o  t h e  problems of parameters cor rec t ion .  The l i t e r a t u r e  search  
revealed papers i n  regress ion  a n a l y s i s  (1-6)*, t h e  method of least 
, t h e  method of r ecu r s ive  least square  squares  
method of m a x i m u m  l i ke l ihood  (" 6' 17)  
es t imat ion  (6 ' 
* Superscr ip t  numbers r e f e r  t o  t h e  re ferences  i n  t h e  Bibliography Sec t ion  
(16-191, the (7-17) 
t h e  method of Bayesian 
(21-231, the ' 20) , t h e  method of i n v a r i a n t  imbedding 
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method 
(16,17 
of any 
of qua~ilinearization(~~’ 25) , the method of Kalman filtering 
y26-30), and sensitivity analysis which may be an integral part 
parameter correction scheme (31’ 32) . These methods 
can be categorized into two different classes. One class denoted as 
one-pass methods involves the estimation of parameters and states at 
some epoch (time), whereby all the measurements are processed in one pass; 
the methods in this class include regression analysis, least squares, 
maximum likelihood and quasilinearization. 
methods involves the estimation of parameters and states sequentially, 
whereby the measurement data are processed sequentially and new estimates 
of the parameters are obtained after each set of measurements is 
processed. 
invariant imbedding, and Bayesian estimation. These methods are 
discussed below but selected ones are presented in more detail in 
the next section. 
The other denoted as sequential 
The methods of sequential estimation include Kalman filtering, 
2.2.1 One-Pass Methods 
The method of least squares is a classical method that is widely 
used. In its simplest form, it involves the formation of a criterion 
function, E, which is the sum of the squares of the difference between 
the computed model response and a set, y, of m experimental obser- 
vations of a scaler output. The observations can be weighed if 
desired. The least squares estimate of the parameters, p, and 
states, x9 are defined as the values of p and x that minimize E. 
The method of least squares has been used in such areas as the 
determination of regression parameters in regression analysis, and 
the estimation of states and parameters for both linear and nonlinear 
dynamic sys tems . 
To estimate the temperature, some scheme must be incorporated 
such that the heat balance equations are solved with the measured 
temperatures as boundary conditions; this then becomes a multi-point 
boundary value problem. 
problem, the method of quasilinearization can be applied 
method of quasilinearization in essence in a method whereby the 
governing nonlinear heat balance differential equations are linearized 
by the 1st order Taylor series expansion about some nominal temperature 
To solve the multi-point boundary value 
(24925). The 
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p r o f i l e s  and nominal parameter values .  
by the  a p r i o r i  estimate of t he  i n i t i a l  condi t ions.  The l i n e a r i z e d  
h e a t  balance equat ions are solved assuming unknown parameter va lues  
and i n i t i a l  condi t ions.  Improved temperature p r o f i l e s  are obtained 
as a func t ion  of t h e s e  knowns. These unknowns are then determined i n  
t h e  least  squares  sense by minimizing t h e  square of t h e  d i f f e r e n c e  
between t h e  improved temperature p r o f i l e s  and t h e  measured temperatures.  
A f t e r  a l l  t h e  d a t a  have been processed a new and b e t t e r  estimate of t he  
unknowns i s  obtained. The r e s u l t s  are then used t o  o b t a i n  new tempera- 
t u r e  p r o f i l e s  and t h e  whole problem i s  rerun.  This process cont inues 
(gene ra l ly  s e v e r a l  t i m e s )  u n t i l  no f u r t h e r  change i n  t h e s e  unknowns 
are observed. This method a l s o  a p p l i e s  when t h e  temperature i s  n o t  
measured a t  every nodal l o c a t i o n .  
The nominal va lues  are def ined 
Toussaint '12) app l i ed  the  method of least  squares  f o r  t h e  
c o r r e c t i o n  of thermal model parameters. However, i n  l i e u  of using 
temperature as t h e  measurement vec to r ,  Toussaint minimized t h e  n e t  
h e a t  f l u x  r e s i d u a l  a t  each nodal l o c a t i o n  over some s p e c i f i e d  t i m e  
span. Unfortunately,  t h i s  method w i l l  no t  accommodate t h e  condi t ion 
of s p a r s e  measurements. Toussaint concluded t h a t  when no measurement 
e r r o r  is  taken i n t o  account, a maximum of two parameters p e r  node 
can be co r rec t ed .  
A l l i son  (13314) app l i ed  the  method of least  squares  t o  t h e  problem 
of parameter e s t ima t ion  by using input-output measurements. 
done by f o r c i n g  a mathematical model of t h e  system with t h e  measured 
inpu t  and a d j u s t i n g  model parameters t o  minimize t h e  mean squared 
d i f f e r e n c e  between t h e  measured and model ou tpu t s .  A l l i s o n  shows 
t h a t  t h e  classical s e n s i t i v i t y  a n a l y s i s  method f o r  minimizing t h e  mean 
squared e r r o r  is i d e n t i c a l  i n  p r i n c i p l e  t o  t h e  method of q u a s i l i n e a r i z a t i o n .  
This  w a s  
The s o l u t i o n  t o  a least  squares  estimate i n  gene ra l  involves  t h e  
s o l u t i o n  of a set of n a l g e b r a i c  equations ( t h e  normal equat ions) .  
t h e  number of parameters is  s m a l l  and t h e  equat ions are w e l l  conditioned, 
one can use any reasonable scheme t o  o b t a i n  t h e  s o l u t i o n  on a d i g i t a l  
computer. When t h e  number is l a r g e  and t h e  equat ions are i l l - cond i t ioned ,  
i t  is very d i f f i c u l t  t o  a r r i v e  a t  a s o l u t i o n .  Even i f  a s o l u t i o n  is 
obtained,  i t  may be d i f f i c u l t  to  a s c e r t a i n  the v a l i d i t y  of t h e  s o l u t i o n  
When 
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in either a 
proposed to 
whereby the 
ated as the 
elimination 
numerical or statistical sense. 
solve this problem. 
parameters which make the problem ill-conditioned are elimin- 
set of normal equations is being solved by using the Gauss 
scheme. Golub(8) proposed a method of matrix partition based 
Many methods have been 
Rouch") proposed a numerical scheme 
on an orthogonal Householder transformations (33) . 
2.2.2 Sequential Methods 
were the first to propose a 
scheme whereby the states and parameters of a linear dynamic system 
can be estimated sequentially. 
filtering which is a minimum variance estinate whereby the variances 
of the states and parameters to be estimated are minimized. The Kalman 
filter can also handle nonlinear systems. 
the nonlinear equations about some nominal trajectory (temperature 
history for the present study) (16' 29) . 
filter to correct the parameters of a thermal model. In his study, 
he neglected the radiation coupling terms and thus eliminated the 
nonlinearity in the governing heat balance differential equations. 
This approximation allowed the direct application of the Kalman filter. 
Numerical results were not presented in his paper. 
Kalman (26y28), Kalman and Bucy (27) 
This is the method of Kalman 
This is done by linearizing 
Browne (30) has applied the Kalman 
2.2.3 Comment on the One-Pass and Sequential Methods 
The essential difference between the one-pass estimate and 
sequential estimate is that the former estimates the unknowns at 
some epoch by expressing the unknowns at any time point in terms 
of the unknowns at the particular chosen epoch. The latter 
estimates the unknowns at some time, t, and uses the new estimate 
at time, t, to project it forward to some new t+l; this projected 
estimate is used as the a priori estimate for the processing of data at 
. time, t+l. This process continues until all until all data are processed. 
The nature of the estimation problem governs the choice between 
the one-pass estimate and the sequential estimate. 
the sequential estimation scheme is primarily used for on line 
estimation where the current estimate of the states and parameters 
are desired rather than the states and parameters at some epoch 
(time) is desired. 
In general, 
In problems where large number of parameters are 
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h v o l v e d  ( f o r  example thermal node1 parameter e s t ima t ions ) ,  i t  is some- 
t i m e s  p r e f e r a b l e  t o  use t h e  s e q u e n t i a l  estimate s i n c e  i t  only r e q u i r e s  
t h e  inve r s ion  of an m x m ma t r ix  where m is  the  number of nodes i n  t h e  
i n  t h e  model. The one-pass estimate necessitates t h e  inve r s ion  of p x p 
matrix where p i s  t h e  sum of t h e  number of parameters and t h e  number 
of nodes i n  the  model, (p is o f t e n  t i m e s  very much g r e a t e r  than m). 
Other s e q u e n t i a l  schemes have been developed f o r  t h e  e s t ima t ion  
of states and parameters. These a r e  the  r ecu r s ive  l e a s t  squares  
and i n v a r i a n t  imbedding. The r ecu r s ive  least  squares  i s  a scheme 
whereby t h e  states and parameters of a system can be est imated i n  
a least  squares  sense  without  r e c a l c u l a t i n g  t h e  e n t i r e  least  squares  
problem when a d d i t i o n a l  d a t a  are a v a i l a b l e .  
i s  e s s e n t i a l l y  an approximation method whereby t h e  states and 
parameters of nonl inear  dynamic systems can be est imated using 
the  method of least  squares .  
I n v a r i a n t  imbedding 
The problem of states and parameters es t imat ion  can a l s o  be 
viewed from p r o b a b i l i t y  theory.  The c l a s s i c a l  method is  the  maximum 
l ike l ihood  estimate (1y6y17) whereby the  va lue  of t he  parameters o r  
v a r i a b l e s  t o  be est imated appearing i n  the  p r o b a b i l i t y  d i s t r i b u t i o n  
func t ion  is  chosen i n  such a way as t o  maximize the  l i ke l ihood  
func t ion ,  and the  l i ke l ihood  func t ion  is  the  p r o b a b i l i t y  func t ion  
when regarded as a func t ion  of t h e  parameters. Ho (20) formulated 
the  e s t ima t ion  problem from t h e  Bayesian dec i s ion  t h e o r e t i c  viewpoint.  
I n  t h i s  formulat ion,  t h e  a p o s t e r i o r i  cond i t iona l  p r o b a b i l i t y  
d i s t r i b u t i o n ,  p (x /y> ,  is  der ived,  and t h e  opt imal  estimate is  obtained by 
eva lua t ing  the  cond i t iona l  mean, t he  median, o r  mode of t h e  p o s t e r i o r i  
cond i t iona l  p r o b a b i l i t y  depending on the  c r i t e r i o n  func t ion  used. 
Although each of these  methods a p p e a r s t o  be d i s t i n c t ,  t hese  
methods are indeed r e l a t e d .  This  r e l a t i o n s h i p  can be shown from 
t h e  i d e n t i f i c a t i o n  of the governing parameters.  For example, t he  
method of r ecu r s ive  least  square can be i d e n t i f i e d  wi th  t h e  method 
of Kalman f i l t e r i n g  i f  proper  assumption is made of t h e  a p r i o r i  
estimate and t h a t  t h e  weighting func t ion  on the  measurement is 
i d e n t i f i e d  as the  i n v e r s e  of t he  measurement n o i s e  covar ian t  
matrix. Upon proper  manipulation of t h e  governing equat ions ,  i t  
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is a l s o  p o s s i b l e  t o  convert  a s e q u e n t i a l  estimator t o  a one-pass 
e s t ima to r  o r  v i c e  ve r sa .  
Another important  d i f f e r e n c e  between t h e  s e q u e n t i a l  estimate 
and t h e  one-pass estimate l i e s  i n  the  l i n e a r i z a t i o n  of nonl inear  
system. For the  one-pass estimate, the  l i n e a r i z a t i o n  is  made 
about some nominal a p r i o r i  estimate of t h e  state a t  epoch ( t ime) .  
Upon t h e  processing of a l l  t h e  d a t a ,  a new and b e t t e r  estimate a t  t h i s  
epoch (time) i s  obtained and used t o  provide t h e  new a p r i o r i  
estimate, and t h e  problem is rerun .  This process  cont inues u n t i l  
t h e  change of t h e  estimate as epoch (time) is  wi th in  a s p e c i f i e d  
allowance. I n  t h e  s e q u e n t i a l  estimate, a new estimate of t h e  s ta te  
is obta ined  a f t e r  each measurement i s  processed;  t h i s  new estimate 
is used t o  provide a new nominal t r a j e c t o r y .  
measurements are processed, t he  est imated s t a t e  and t i m e  va lue  of 
t he  s ta te  come c l o s e r  toge ther  and the  l i n e a r i z a t i o n  assumption i s  
b e t t e r  and b e t t e r  s a t i s f i e d  ("I. 
t he  system i s  h ighly  nonl inear  and the  l i n e a r i z e d  model is n o t  
c o r r e c t ,  t h i s  w i l l  tend t o  d r i v e  t h e  estimates slowly from the  
t i m e  state. This w i l l  i n  i t s e l f  in t roduce  e r r o r s  due t o  
n o n l i n e a r i  t ies 
A s  more and more 
However, i f  t h e  equat ions governing 
(16) 
Addi t iona l  d i f f e r e n c e s  between the  var ious  methods s tud ied  
involved t h e  use  of a p r i o r i  knowledge and t h e  u s e  of s ta t i s t ica l  
assumptions concerning the  rneasurement no i se  and the  s t a t e s  of t he  
system. The va r ious  methods t h a t  r e q u i r e  the  use of some form of 
least squares  formulat ion r e q u i r e  no knowledge of t h e  s t a t i s t i c s  
concerning the  states and the  measurement no i se  and r equ i r e s  no 
a p r i o r i  knowledge of t he  states and parameters. However, i f  a p r i o r i  
knowledge of t he  unknown states and parameters and measurement n o i s e  
statist ics are a v a i l a b l e ,  they can be incorpora ted  i n  the  c a l c u l a t i o n  
r e spec t ive ly  as a d d i t i o n a l  measurements and measurement weighting 
func t ions .  
I n  applying these  var ious  methods t o  c o r r e c t  thermal model 
parameters, an i d e a l  s i t u a t i o n  would be the  a v a i l a b i l i t y  of measured 
temperature h i s t o r i e s  f o r  each of t h e  nodes i n  t h e  model. 
t r a n s i e n t  temperature h i s t o r i e s  f o r  every node are a v a i l a b l e ,  t h e o r e t i c a l l y ,  
When measured 
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a l l  t h e  methods s t u d i e d  are a p p l i c a b l e  t o  t h e  c o r r e c t i o n  of thermal 
model parameters. Often i n  thermal model t e s t i n g ,  only a l i m i t e d  
number of nodes are measured, and i t  i s  necessary t o  c o r r e c t  the 
thermal model parameters using t h e s e  l i m i t e d  temperature measurements. 
T h e o r e t i c a l l y  a l l  t h e  methods s t u d i e d  w i t h  t h e  exception of d e t e r m i n i s t i c  
methods and r e g r e s s i o n  a n a l y s i s  are capable of handl ing t h i s  s i t u a t i o n .  
However, f o r  t h e  method of least  squares ,  t he  c r i t e r i o n  func t ion  t o  be 
used must be  t h e  square of t h e  d i f f e r e n c e  between t h e  measured temperature 
and t h e  computed temperature, no t  t h e  n e t  h e a t  f l u x  r e s i d u a l .  The c r i t e r i o n  
func t ion  used by Toussaint(12) w i l l  n o t  be a b l e  t o  handle t h i s  s i t u a t i o n .  
The method of maximum l i k e l i h o o d  r e q u i r e s  t h e  knowledge of measurement 
n o i s e  statist ics and no a p r i o r i  knowledge of t h e  parameters. 
I f  t h e  measurement n o i s e  obey Gaussian s ta t i s t ics ,  i t  can be  shown 
t h a t  t h i s  method i s  equ iva len t  t o  t h e  method of least squares  provided 
t h e  weighting func t ion  i n  t h e  least squares  formulation can be i d e n t i f i e d  
as t h e  i n v e r s e  of t h e  measurement n o i s e  covariance matr ix  (1,171 
The method of Kalman f i l t e r i n g  r e q u i r e s  t h e  assumption of a 
p r i o r i  knowledge of t h e  unknown states and parameter and t h e i r  
corresponding covariances;  t h e  measurement n o i s e  statistics i s  a l s o  
required.  
The method of Bayesian e s t ima t ion  r equ i r e s  t h e  knowledge of 
a p r i o r i  s ta t is t ics  concerning t h e  unknown states and parameters 
and t h e  measurement n o i s e  statist ics.  I f  t he  unknown states and 
t h e  measurement n o i s e  obey Gaussian s ta t i s t ics ,  i t  can be shown t h a t  
t h i s  method and t h e  method of Kalman f i l t e r i n g  are equ iva len t  upon 
proper manipulation (17,201 
2.2.4 S e n s i t i v i t y  Analysis 
S e n s i t i v i t y  a n a l y s i s  r e p r e s e n t s  an i n t e g r a l  p a r t  of any parameter 
e s t ima t ion  ( co r rec t ion )  scheme s i n c e  i t  can have a number of 
u s e f u l  funct ions.  I d e n t i f i c a t i o n  of hard and s o f t  parameters 
and eva lua t ion  of temperature va r i ance  due t o  t h e  u n c e r t a i n t i e s  
of t h e  i n p u t  information are two of t h e  important func t ions .  
tenn s o f t  parameter i s  def ined he re  t o  mean a parameter t h a t  has  
a l a r g e r  u n c e r t a i n t y  whereas a hard parameter is def ined t o  mean 
The 
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a parameter wi th  a very  small unce r t a in ty .  Some of t h e  parameter 
c o r r e c t i o n  scheme such as q u a s i l i n e a r i z a t i o n  u t i l i z e s  s e n s i t i v i t y  
a n a l y s i s  d i r e c t l y .  Exce l len t  sources  of information on s e n s i t i v i t y  
a n a l y s i s  are re fe rences  31 and 32. 
2.2.5 Summary 
The l i t e r a t u r e  sea rch  revea led  two b a s i c  classes of c o r r e l a t i o n  
methods, one pass  and sequen t i a l ;  t hese  methods have been appl ied  
t o  s m a l l  systems. 
v a r i a t i o n s ,  each perhaps s u i t e d  f o r  s p e c i f i c  requirements.  The 
requirements of t h e  p re sen t  program are unique from p r imar i ly  
s i z e  cons ide ra t ions ,  which is  manifested by t h e  l a r g e  number of 
temperatures and parameters t h a t  must be considered.  
Within t h e  framework of each c l a s s  are numerous 
Since both t h e  one-pass and s e q u e n t i a l  methods have been success- 
f u l l y  app l i ed  t o  s m a l l  non-thermal systems, a p p l i c a t i o n  of t hese  methods 
t o  s m a l l  thermal systems can a l s o  be expected t o  be success fu l  wi th  perhaps 
the  s i n g l e  concern being paral le l  r e s i s t o r s .  
conduction and r a d i a t i o n  r e s i s t a n c e s  i n  paral le l  are q u i t e  p reva len t .  
Appl ica t ion  of these  methods t o  a l a r g e  thermal system remains 
a major cons idera t ion .  
I n  a thermal system, 
I n  summary, t he  c o r r e l a t i o n  methods revealed i n  l i t e r a t u r e  
are b a s i c a l l y  similar and can be expected t o  apply t o  s m a l l  thermal 
systems. The choice between t h e  one-pass and t h e  s e q u e n t i a l  
methods would perhaps be d i c t a t e d  from numerical s o l u t i o n  and 
programming cons idera t ions .  
merely a f f e c t  t h e  b a s i c  numerical  and p rograming  problems. 
s e c t i o n  t o  fol low,  s e v e r a l  of t h e  more i n t e r e s t i n g  and p o t e n t i a l l y  
s u i t a b l e  methods are presented.  
t h r e e  were s e l e c t e d  f o r  a d e t a i l e d  examination by the  use  of t h e  
f ive -  and twenty-node models. 
Var i a t ions  wi th in  each c l a s s  would 
I n  the  
From t h i s  group of techniques,  
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3.0 METHODS OF PARAMETER ESTIMATION 
The l i t e r a t u r e  survey as presented and discussed i n  t h e  previous 
s e c t i o n  revealed two b a s i c  c a t e g o r i e s  of c o r r e l a t i o n  methods, one-pass and 
sequen t i a l .  Within each class are a number of v a r i a t i o n s  t o  m e e t  s p e c i f i c  
needs. For example, i f  t h e  experimental  d a t a  i s  considered t o  be  p e r f e c t  
and t h e  temperature i s  measured a t  every nodal l o c a t i o n ,  a d i r e c t  d e t e r m i n i s t i c  
approach can be u t i l i z e d .  On t h e  o t h e r  hand, i f  s p a r s i t y  of temperature 
measurements can be expected, a d i r e c t  d e t e r m i n i s t i c  approach would not  
be  s u i t a b l e .  Noisy measurements p re sen t  a d d i t i o n a l  complexi t ies  t h a t  
cannot be accommodated by a l l  of t h e  techniques.  
I n  t h e  p r e s e n t a t i o n  t o  follow, t h e  c o r r e l a t i o n  methods are grouped 
under t h e  headings,  one-pass and s e q u e n t i a l  methods. Within each class 
are va r ious  methods which are discussed i n  some d e t a i l  i nd iv idua l ly .  
3.1 ONE-PASS METHODS 
These methods involve t h e  e s t ima t ion  of parameters and states a t  
some epoch whereby a l l  t h e  measurements are processed i n  one p a s s ;  s e v e r a l  
of t h e s e  methods are presented below. 
3.1.1 De te rmin i s t i c  (Pe r fec t  Measurements and No-Sparsity) 
The d e t e r m i n i s t i c  method r e q u i r e s  accu ra t e  ( i f  not  p e r f e c t )  temperature 
measurements a t  each and every nodal l o c a t i o n ;  i f  t r a n s i e n t  temperatures 
are used, t h e  temperature d e r i v a t i v e  must a l s o  be known accura t e ly .  I f  
t h e  number of unknown parameters (excluding capaci tances)  are less than 
o r  equal t o  t h e  number of nodal temperatures,  s teady state hea t  balance 
equat ions may be used; otherwise t r a n s i e n t  temperature d a t a  must be 
u t i l i z e d .  
Consider t h e  model h e a t  balance equat ions (2-1); i f  t h e  measured 
temperatures w e r e  used i n  l i e u  of model temperatures,  t h e  h e a t  flow a t  
t h e  i t h  node would be zero only i f  t h e  measured temperatures and t h e  
c o e f f i c i e n t s  w e r e  p e r f e c t .  If a l l  of t h e  c o e f f i c i e n t s  w e r e  no t  exact, t h e  
n e t  h e a t  f l u x  a t  t h e  i t h  node would be a f i n i t e  value,  ' r . ( t ) ,  Equation 
2-1 would be expressed as: 
1 
3-1 
dT . r r 
i = 1, 2, ....., n 
j 
T = constant  f o r  n < j 5 r 
a - a  
i j  j i  
bij = bji  
where a l l  t h e  c o e f f i c i e n t s  are not  exact 
T h i s  means by s e t t i n g  ~ . ( t )  = 0 and using t h e  temperature d a t a  a t  
a s u f f i c i e n t  number of t i m e  i n s t a n t s ,  a set of l i n e a r  equat ions can be 
generated t o  o b t a i n  t h e  parameter values;  t h i s  method assumes, of course,  
t h a t  t h e  temperature d e r i v a t i v e s  can be determined wi th  a r b i t r a r y  accuracy 
and, hence, can be assumed t o  be p e r f e c t .  Note t h a t  s i n c e  m u l t i p l i c a t i o n  
of each parameter by a cons t an t  f o r  f i x e d  i g i v e s  t h e  same equation, only 
r a t i o s  of t h e  parameters t o  one parameter can be determined f o r  each node. 
It should a l s o  be noted t h a t  i f  t h e  t i m e  slices are too c l o s e l y  spaced, 
t h e  parameter c o e f f i c i e n t  matr ix  w i l l  be almost s i n g u l a r .  That i s  t h e  
set of equat ions are i l l -condi t ioned;  t h i s  l e a d s  t o  numerical s o l u t i o n  
d i f f i c u l t i e s .  
1 
If  t h e  temperature d a t a  are no t  accu ra t e ,  t h e  parameter va lues  would 
n e c e s s a r i l y  be forced t o  compensate f o r  t h e  inaccuracies .  The e f f e c t s  
of s m a l l  temperature measurement e r r o r s  are discussed i n  Appendix D. 
3.1.2 Method of Least Squares ( N e t  Heat Flux Residual)  
One formulation of least squares  i s  t h e  use  of t h e  n e t  h e a t  f l u x  
r e s i d u a l  a t  every node, i, as ind ica t ed  i n  equat ion (3-1). This  method 
a l s o  r e q u i r e s  t h a t  t h e  temperatures be measured a t  every nodal l o c a t i o n .  
I f  t h e  temperature a t  every node were p e r f e c t ,  then t h e  r e s i d u a l  a t  a 
given node is  due t o  t h e  inaccurac i e s  of t h e  parameter values .  I f  
t h e  temperature measurements w e r e  n o t  accu ra t e ,  then t h e  h e a t  f l u x  r e s i d u a l  
r e p r e s e n t s  combined e f f e c t s  of temperature and parameter inaccuracies .  
Using equat ion (3-1), t h e  mean squared r e s idue ,  R,  may be  expressed 
f 0’ over  a t i m e  per iod,  t -t as follows: 
t n  
R =  C [ r i ( t ) I 2  d t  
(t f -to 1 + i=l 
(3-2) 
L 
0 
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The set of normal equat ions are obtained by taking t h e  d e r i v a t i v e  of 
equat ion (3-1) wi th  r e spec t  t o  t h e  parameters,  Qk, akl, bkl, Ck, and Tk. 
The normal equat ions are e a s i l y  found and are expressed i n  t h e  following 
= Y e  
Der iva t ive  with r e spec t  t o  Q , y i e l d s  k 
k = 1 , 2 , ,  ...., n 
aTk(t)  
where: - = 1  
aQk 
Thus, equat ion (3-3) becomes, 
k = 1 , 2  ,....., n 
Der iva t ive  with respec t  t o  a y i e l d s ,  kR 
XI + T R ( t )  - ] d t = O  
aakR 
k = 1 , 2 , . .  ..., n 
R = k+l , .  .. . . , r  
n 
= T -T R k  where, -aakR 
X ,  = T -T - k R  aakR 
(3-4) 
Thus, equat ion (3-4) becomes 
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k = 1 , 2  ,.... .,n 
R = k+l, ....., r 
Der iva t ive  with r e spec t  t o  b y i e l d s ,  
kR 
k = 1 , 2 ,  ....., n 
R = k+l , .  ...., r 
where, = 0(TR4-Tk4) 
abkR 
Thus equat ion (3-7) becomes 
-- - -  2 a R  
abkR 
/t' [Tk(t)  - ~ , ( t ) ]  o[TR4-T 4] d t  = 0 ( t f - t o )  k 
(3-8) 
k = 1 , 2 , . .  ..., n 
R = k+l, . . , . . ,r 
Deriva t ive  with r e spec t  t o  C y i e l d s  k 
k = 1 , 2  ,....., n 
aTk(t> 
where, -= -Tk 
ack 
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Thus equat ion (3-8) becomes 
- T k ( t )  T d t  = 0 a R  ack k 
- = -  (3-10) 
k = 1,2 ,....., n 
Equations (3-41, (3-61, (3-8), and (3-10) r ep resen t  t h e  normal 
equat ions.  Solut ion of t h e s e  equat ions w i l l  y i e l d  t h e  unknown parameter 
va lues  i f  t h e  temperatures are known accura t e ly  a t  every node. Since 
t h i s  least squares method i s  i n  essence smoothing t h e  information from 
t i m e ,  t t o ,  t t h e  problems of a c c u r a t e  temperature d e r i v a t i v e s  and 
i l l - cond i t ioned  equat ions are considered t o  be no t  as severe as f o r  t h e  
d e t e r m i n i s t i c  method discussed above. It should be r e i t e r a t e d  t h a t  t h i s  
p a r t i c u l a r  least squares  formulation w i l l  not  accommodate temperature 
s p a r s i t y  which i s  a major requirement i n  t h e  p re sen t  study. 
3 . 1 . 3  Method of Least Squares (Measured and Model Temperature Difference)  
Another formulation of t h e  least  squares method i s  t h e  use  of t h e  
0’ f ’  
(17,18,19 
temperature d i f f e r e n c e  between measurement and model. With t h i s  formula- 
t i o n ,  random n o i s e  can be superimposed on t h e  temperature measurement and 
temperature s p a r s i t y  can be accommodated provided of course t h a t  phys i ca l  
cons ide ra t ions  are  s a t i s f i e d .  
Consider a rearranged form of t h e  hea t  balance equation, 
dTi Qi(t> r a . .  r b  
- = -  + $l- (T.-Ti) + 0 c $ (T 4- Ti4) 
d t  C i  j=1 i J j=1 i j 
(3-11) 
i = 1,2 ,....., n 
I f  t h e  hea t  i npu t  t o  each node i s  a func t ion  of t i m e ,  we have i n  a d d i t i o n  
n h e a t  i npu t  equat ions of t h e  form, 
where B r e p r e s e n t s  a hea t ing  cons t an t  such as t h e  s o l a r  constant  
For a t y p i c a l  thermal model w i th  n nodes, w i t h  (p-n) model parameters 
and m measured nodal temperature, where m L n  and p is  t h e  sum of t h e  
number of nodes and t h e  number of model parameters, i t  i s  d e s i r e d  t o  
3-5 
o b t a i n  t h e  least squares  estimate of t h e  n nodal temperatures and t h e  (p-n) 
model parameters a t  some epoch (time) using t h e  m 
temperature measurements. 
L e t  t h e  measurement vec to r ,  {y*It, a t  t i m e  t 
whose elements are t h e  m n o i s e  corrupted measured 
no i se  corrupted nodal 
be an m by 1 vec to r ,  
temperatures a t  t i m e  t ,  
(3-13) 
(Note t h e  s u p e r s c r i p t  T i n d i c a t e s  t ranspose)  
L e t  t h e  s t a t e  vec to r ,  {XI, a t  t i m e  t be a p by 1 vec to r ,  whose elements 
are t h e  n nodal temperatures and t h e  (p-n) model parameters a t  time t .  
(3-14) 
The r e l a t i o n  between t h e  measurement vec to r  and t h e  state vec to r  a t  t i m e  
t i s  given by t h e  following observat ion equation. 
= [MIt{x), + {no i se )  (3-1 5) 
where [MI is  t h e  m by p measurement matr ix  evaluated a t  t i m e  t ,  t 
(3-1 6)  
Assuming t h a t  l i n e a r  r e l a t i o n s *  can be used t o  express  t h e  updating 
of t h e  n nodal temperatures and t h e  n nodal hea t  i npu t  from time t 
t o  a la ter  t i m e  t+l, and assuming t h e  remaining (p-2n) model parameters 
are cons t an t ,  w e  have t h e  following updating equat ion f o r  t h e  s ta te  vec to r ,  
{X;?t+l - [UItCxIt (3-17) 
where [VIt i s  t h e  updating matr ix  evaluated a t  t i m e  t. 
* The l i n e a r  r e l a t i o n s  can usua l ly  be obtained by proper l i n e a r i z a t i o n  
of t h e  hea t  balance equat ions and t h e  equat ions governing t h e  hea t  
i npu t ,  e.g., t runcated Taylor S e r i e s  expansion. Other forms of 
l i n e a r i z a t i o n s  l e a d  t o  d i f f e r e n t  algorithms such as q u a s i l i n e a r i z a t i o n  
(paragraph 3.1.4) and t h a t  used i n  Program MAFIA (paragraph 3.1.5). 
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Assuming t h a t  k sets of noisy temperature measurements were obtained 
f o r  t h e  m nodes from t i m e  t = O  t o  t i m e  t=k, and t h e s e  k sets are {y*) 
{y*)l,....,{y*)k, w e  wish t o  o b t a i n  t h e  least squares  estimate of {XI 
whose elements are t h e  n nodal temperatures and t h e  (p-n) model parameters 
a t  t i m e  t=k. I n  o t h e r  words, w e  want t o  o b t a i n  x t h e  elements of {xIk 
as a func t ion  of t h e  k sets of temperature measurements such t h a t  they 
0’ 
k’ 
i , k ’  
minimize t h e  following c r i t e r i o n  func t ion ,  
(3-18) 
where [Wit, a n  m by m diagonal matrix, i s  an a r b i t r a r y  p o s i t i v e  weighting 
matr ix  f o r  t h e  measurement vec to r  {y*),. 
i dea  of t h e  re la t ive magnitudes of t h e  random measurement n o i s e s  involved, 
otherwise [W] can be taken t o  be an i d e n t i t y  matr ix .  
This implies  t h a t  w e  have some 
t 
The c r i t e r i o n  func t ion  E can be regarded as a func t ion  of {XI, 
as a func t ion  of 
k 
because equation (3-17) can be used t o  express  {XI 
{xIk,  t rC k. 
t 
Using equat ion (3-17), w e  g e t  
and 
(3-19) 
(3-20) 
where [$] 
time t t o  t h e  time t=k, and 
i s  t h e  t r a n s i t i o n  matr ix  t h a t  p r o j e c t s  t h e  state vec to r  a t  
k, t 
k=l 
Thus l e t t i n g  
(3-21) 
(3-22) 
Equation (3-18) can be w r i t t e n  as a func t ion  of {XI, only,  
4 
k 2 
t=o E W I  
E = I I [K]k,t{X1k - { Y * ) t  I I (3-23) k 
The e s t ima t ion  problem is  now reduced t o  t h e  minimization of E 
t o  { X } ~ .  k 
i s  c a l l e d  t h e  least squares  estimate of 1x1, and i s  denoted {GIk.  
w i th  r e spec t  k 
k The set of optimal {x) t h a t  minimize t h e  c r i t e r i o n  func t ion  E 
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D i f f e r e n t i a t i n g  equat ion ( 3 - 2 2 )  wi th  r e s p e c t  t o  {XI g i v e s  k 
and (2) s a t i s f i e s  t h e  following normal equat ions,  
k . 
k 
( 3 - 2 4 )  
The r o o t ,  {gIk, is found by taking t h e  t ranspose of equat ion ( 3 - 2 4 ) .  
g i v e s  , 
This 
which reduces t o ,  
Rearranging, w e  g e t  
Solving f o r  ($1, g ives ,  
( 3 - 2 5 )  k T  T k T  T {$}k = [ [ K l k , t [ w l t [ K l k , t l - l  [ [K1k,t[W1t{Y*}tl 
t=o  t=o 
T Since [W], i s  a diagonal matr ix ,  and [W], = [W],, equation ( 3 - 2 5 )  can be 
w r i t t e n  as 
Equation ( 3 - 2 6 )  g ives  t h e  least squares  estimate of t h e  n nodal temperatures 
and t h e  (p-n) thermal model parameters a t  t i m e  t=k using t h e  noisy 
temperature measurements f o r  t i m e  t=o t o  t i m e  t=k.  
I f  a p r i o r i  estimates are a v a i l a b l e ,  they can be incorporated i n t o  
t h e  c r i t e r i o n  func t ion  as a d d i t i o n a l  measurements. L e t  t h e  a p r i o r i  
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estimate t o  t h e  state vec to r  a t  t i m e  t=k  be (xalk. 
a p r i o r i  estimate i n t o  t h e  c r i t e r i o n  func t ion  as def ined  by equat ion 
(3-23), w e  g e t  a new c r i t e r i o n  func t ion  given by, 
Incorpora t ing  t h i s  
(3-27) 
where t h e  p by p m a t r i x ,  [A], is a weighting mat r ix  f o r  t h e  a p r i o r i  
estimates . 
Upon d i f f e r e n t i a t i n g  & with  r e spec t  t o  t h e  state 
and so lv ing  f o r  t h e  least squares  e s t ima te  from t h e  
equat ions ,  w e  g e t ,  
k, a 
k 
vec tor  {xlk, 
r e s u l t a n t  normal 
(3-28) 
Equation (3-28) g ives  t h e  least  squares  estimate of t h e  n nodal  temperatures 
and t h e  (p-n) thermal model parameters a t  t i m e  t = k  using t h e  noisy  temperature 
measurement from t i m e  t-o t o  time t=k  and t h e  a p r i o r i  estimates a t  t i m e  
t=k .  
3 .1 .4  Method of Quas i l i nea r i za t ion  (24,251 
The method of q u a s i l i n e a r i z a t i o n  as appl ied  t o  thermal model parameter 
c o r r e c t i o n  may be developed as follows: 
Consider t h e  hea t  balance equat ion (3-11). This  set of n equat ions 
can be represented  by t h e  following vec tor  d i f f e r e n t i a l  equat ion,  
r = f(X,E,t)  (3-29) 
where i s  a vec to r  t h a t  c o n s i s t s  of t h e  n nodal temperatures  and E is a 
vec to r  t h a t  c o n s i s t s  of t h e  k thermal model parameters. By making t r a n s i e n t  
temperature measurement of a l l  o r  p a r t  of t h e  n isothermal  nodes, it i s  
des i r ed  t o  determine t h e  vec to r  2 and a complete set of i n i t i a l  condi t ion  
T ( t  ), f o r  t h e  n nodes, such t h a t  t h e  s o l u t i o n  t o  equat ion (3-29) i s  i n  
c l o s e s t  agreement wi th  t h e  measured da ta .  
thermal  model parameter vec to r  E and t h e  i n i t i a l  temperature v e c t o r  T ( t  ) 
such t h a t  t h e  sum of t h e  squares  of t he  dev ia t ions  between t h e  computed 
temperatures  and t h e  measured temperatures f o r  t h e  measured nodes i s  minimized. 
0 - 
Our aim is  t o  determine t h e  
0 
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L e t  t h e  mth approximated s o l u t i o n  t o  equat ion (3-29) be  given by 
(3-30) 
By t h e  method of q u a s i l i n e a r i z a t i o n ,  t h e  m + l  approximated s o l u t i o n  can be  
obtained by solving t h e  following n l i n e a r i z e d  d i f f e r e n t i a l  equat ions 
The improved thermal model parameter vec to r  E (m+l) and t h e  improved i n i t i a l  
temperature vec to r  T ( t o )  (m+l) are determined i n  t h e  least squares  sense 
by minimizing t h e  following c r i t e r i o n  func t ion  
(3-32) 
where - T*(t) = measured temperature f o r  t h e  measured nodes 
= computed temperature f o r  t h e  measured nodes obtained - T ( t )  (m+l) 
by solving t h e  system of d i f f e r e n t i a l  equat ions as 
given by equat ion (3-31). 
W ( t >  = some weighting func t ion  f o r  t h e  measured temperature 
i f  t h e  re la t ive magnitude concerning t h e  measurement 
n o i s e  is  known. 
Since r ( t )  (m+l) i s  t h e  s o l u t i o n  of a system of l i n e a r  d i f f e r e n t i a l  
equat ion,  i t  may be represented i n  t h e  form, 
(3-33) 
where t h e  vec to r  c( t ,E (m+l)) i s  t h e  p a r t i c u l a r  s o l u t i o n  of equat ion (3-31) 
(m+l) 
. t h a t  involves  terms cons i s t ing  of t he  improved parameter vec to r  E 
The vec to r  h . ( t )  i s  t h e  s o l u t i o n  of t h e  homogeneous form of equat ion (3-31). 
These v e c t o r s  , r( t E (m+l)) and h .  ( t ) ,  are determined computationally on 
t h e  measurement i n t e r v a l ,  t i m e  t t o  time t .  
3 
3 
0 
, and t h e  improved (m+l) The improved i n i t i a l  nodal temperatures,  T ( t o )  
thermal model parameters,  E (m+l), are determined by minimizing t h e  following, 
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(3-34) (m+U I I t n 
t= to j= l  
- C h ( t ) T j ( t o )  
Wt 
-ri E = c I I Z*( t )  - &(t ,E  
I n  t h i s  way, t h e  problem of thermal model parameters co r rec t ion  is  reduced 
t o  t h e  s o l u t i o n  of systems of l i n e a r  i n i t i a l  va lue  problems and of l i n e a r  
a l g e b r a i c  equat ions.  
The following summarizes t h e  computational procedures:  
Use some nominal parameter va lues ,  EO, and i n t e g r a t e  t h e  
hea t  balance equat ions t o  g e t  t h e  i n i t i a l  temperature 
approximation, x o ( t ) ,  by choosing i n i t i a l  condi t ions  
a r b i t r a r y  ; 
U s e  T " ( t )  and E" t o  i n t e g r a t e  t h e  l i n e a r i z e d  equat ions 
t o  o b t a i n  T( ')(t)  as a func t ion  of t h e  improved parameter 
vec tor ,  E'~), and i n i t i a l  temperature vec tor ,  2") ( t o ) ;  
Determine ~ ( l )  and E( ')(to) i n  t h e  least squares  sense;  
U s e  ~ ( l )  and 
t o  ob ta in  r ( 2 ) ( t )  as a func t ion  of t he  improved parameter 
vec to r ,  E (2), and i n i t i a l  temperature vec tor ,  r 
Determine 
Repeat t h e  i t e r a t i o n  u n t i l  convergence is  obtained,  i .e.,  
( t )  t o  i n t e g r a t e  t h e  l i n e a r i z e d  equat ions 
(2) ( t o ) ;  
and r ( 2 ) ( t o )  i n  t h e  least squares sense; and 
~1 and E:! are predetermined convergence criteria. 
3.1.5 Program MAFIA 
The Program MAFIA is  a minimum var iance  es t imator  whereby t h e  
s ta te  vec to r  i s  est imated i n  t h e  least squares  sense.  The epoch (time) 
used is  t h e  i n i t i a l  t i m e ,  and t h e  est imated state vec tor  corresponds t o  
t h e  va lue  a t  t h e  i n i t i a l  time. 
mathematical problems: 
The program is programmed t o  so lve  t h r e e  
(1) The i n t e g r a t i o n  of d i f f e r e n t i a l  equat ions;  
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(2) Minimum var iance  es t imat ion  using measured da ta ;  and 
(3)  Solu t ion  of nonl inear  i m p l i c i t  simultaneous equations.  
To c o r r e c t  thermal model parameters using noisy  temperature measurements, 
t h e  nonl inear  hea t  balance d i f f e r e n t i a l  equat ions i s  f i r s t  i n t eg ra t ed  using 
nominal parameter va lues  and i n i t i a l  condi t ions  t o  ob ta in  nominal temperature 
p r o f i l e s .  These nominal temperature p r o f i l e s  and t h e  nominal parameter 
va lues  are then used t o  l i n e a r i z e  t h e  nonl inear  hea t  balance equation. 
L e t  t h e  nonl inear  hea t  balance equat ions be represented by t h e  
following nonl inear  vec to r  d i f f e r e n t i a l  equat ions,  
2 = f ( 2 , t )  (3-35) - 
where t h e  state vec tor  i s  composed of t h e  nodal temperatures and t h e  
unknown thermal model parameters.  Taking the  v a r i a t i o n  of equat ion 
(3-35), w e  g e t  
(3-36) 
Equation (3-36) is  a l i n e a r  equation. The so lu t ion  t o  equat ion (3-35) 
can be approximated by 
(3-37) 
where E o ( t )  is t h e  nominal s ta te  vec tor  obtained by solving equat ion 
(3-35) using nominal parameter va lues  and i n i t i a l  condi t ions.  6 x ( t )  i s  
a co r rec t ion  term and c o n s t i t u t e s  t h e  so lu t ion  t o  equation (3-36); 
6x ( t )  i s  given by, 
6EW = Ip(t , to) 6&(t0) (3-38) 
where Ip(t , t  ) i s  t h e  s t a t e  t r a n s i t i o n  matr ix  t h a t  p r o j e c t s  611 from t i m e  
t t o  t i m e  t .  The s ta te  t r a n s i t i o n  matr ix  i s  given by, 
0 
0 
t-1 
(3-39) 
and U i  is  t h e  s ta te  updating matr ix  t h a t  p r o j e c t s  6~ from time t-1 t o  
time t .  The state t r a n s i t i o n  matr ix  and t h e  updating mat r ix  obey t h e  
following mat r ix  d i f f e r e n t i a l  equat ions,  
(3-40) 
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O(to,to) = I (3-41) 
Now a matrix equat ion  of t h e  form, 
d[W1 = [A] [W] 
d t  
(3-42) 
(3-43) 
(3-44) 
wi th  i n i t i a l  condi t ions  
[W(to)l = twl,  (3-45) 
(where [A] i s  a mat r ix  of cons t an t  c o e f f i c i e n t s ) ,  has t h e  s o l u t i o n  
[WI = [Wl0 e [AI ( t - to )  (3-46) 
The mat r ix  e[A1(t-to) may be expressed i n  an i n f i n i t e  series 
OD 
[A1(t-to) = 1 + - A  1 j  ( t - to )  j 
j j =1 
e 
af 
ax If t h e  p a r t i a l  mat r ix  - is  s u f f i c i e n t l y  cons tan t  over t h e  i n t e r v a l  
(3-47) 
t.-1 t o  t .  so t h a t  t h e  ma t r ix  [A] may be approximated by t h e  expression:  
1 1 
(3-48) 
and t h a t  t h e  mat r ix  A(ti-ti - ) has elements s u f f i c i e n t l y  s m a l l  compared 
t o  u n i t y  t h a t  t h e  series expansion w i l l  converge using only t h e  f i r s t  
four  terms. Thus t h e  updating matrix may be expressed as, 
af ( \ax’ af t + \-$ t-1 >’ 
-= Ut I + 3 1  C 7 (At) j 
Ut-l j =1 J 
where U = I (from equat ion  (3-43)) t-1 
(3-4 9) 
The state t r a n s i t i o n  mat r ix  may be expressed as 
3-13 
s ince ,  
t-1 
@ ( t , t o )  = ui 
i=to 
t-2  
- II ui Ut-l 
(3-50) 
(3-51) 
and 
t -2  
II ui = 8 ( t - l , t o >  
With t h e  determinat ion of t h e  state t r a n s i t i o n  matr ix  and upon s u b s t i t u t i n g  
equat ion (3-38) i n t o  equat ion (3-37), w e  ob ta in ,  
and 6 x ( t  ) can be determined i n  t h e  least squares  sense by minimizing t h e  
square of t h e  d i f f e r e n c e  between t h e  est imated temperature and t h e  measured 
temperature i s  given by t h e  following c r i t e r i a  func t ion ,  
0 
(3-53) 
where y * ( t . )  is  t h e  measurement vec to r  whose elements are t h e  no i se  
corrupted measured temperatures a t  t i m e  t 
weighting matr ix .  
1 
and W(t.) i s  t h e  measurement i 1 
Upon s u b s t i t u t i n g  equat ion  (3-52) i n t o  above, w e  g e t  
k 
D i f f e r e n t i a t i n g  E as given by above equat ion (3-54) wi th  r e spec t  t o  
&(t ) and so lv ing  f o r  t h e  least squares  estimate, 62 ( to ) ,  from t h e  
r e s u l t a n t  normal equat ions ,  w e  ob ta in  a formulat ion which is  similar 
t o  equat ion (3-26) presented i n  a previous paragraph (3.1.3) on a 
gene ra l  least squares  method. 
0 
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(3-55) 
k rn 
Equation (3-55) y i e l d s  t h e  c o r r e c t i o n  t o  t h e  unknown thermal model parameters 
and t h e  i n i t i a l  nodal temperatures.  
When c o r r e c t i o n  t o  t h e  thermal model parameters and t h e  i n i t i a l  
nodal temperatures are obtained,  t h e s e  improved thermal model parameters 
and i n i t i a l  cond i t ions  are than used t o  i n t e g r a t e  t h e  h e a t  balance equat ions 
t o  o b t a i n  new nominal temperature p r o f i l e s  and t h e  whole c o r r e c t i o n  problem 
is rerun.  This  cont inues (usua l ly  several i t e r a t i o n s )  u n t i l  convergence 
i s  obtained,  i .e. ,  
A i s  some predetermined convergence c r i t e r i o n .  
(1,6,17) 3.1.6 Maximum Likelihood Estimation 
The maximum l i k e l i h o o d  method ope ra t e s  on a parameter o r  v a r i a b l e  
which appears  i n  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  func t ion  i n  such 
a way t h a t  t h e  va lue  of t h e  parameter o r  v a r i a b l e  maximizes t h e  l i k e l i h o o d  
func t ion ,  A l i k e l i h o o d  func t ion  i s  t h e  p r o b a b i l i t y  func t ion  when regarded 
as a func t ion  of t h e  parameter. 
For example, suppose yk is a set of d a t a  from which a set of parameters 
k 0 are t o  be constructed.  Suppose a l s o  t h e  j o i n t  p r o b a b i l i t y  of y , given 
0,p (yk/e),  is a v a i l a b l e  where 8 appears as t h e  parameter. When 8 are 
k regarded as t h e  v a r i a b l e s ,  t h e  p (y  /e) i s  a l i k e l i h o o d  funct ion.  The 
maximum l i k e l i h o o d  estimate of  8, e*, is given by t h e  r e l a t i o n ,  
Consider a s t a t i c  system. 
Yi = HiX + qi (3-57) 
where vi 's  i s  t h e  m-dimensional Gaussian random n o i s e  vec to r ,  
rn 
is  t h e  Kronecker d e l t a  
&i j  
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where R i s  a n  m x m no i se  covariance matrix. 
The p r o b a b i l i t y  func t ion  f o r  vi is given by, 
i 
(3-58) 
where IR.1 is t h e  determinant and t h e  j o i n t  p r o b a b i l i t y  func t ion  of 
1 .. . .TI * k is  given by 
(3-59) 
We can w r i t e  e x p l i c i t l y  t h e  p r o b a b i l i t y  func t ion  of t h e  Gaussian random 
v a r i a b l e  TI given by equat ion (3-581, as soon as w e  know its mean va lue  
and t h e  covariance matrix, because these  two q u a n t i t i e s  are s u f f i c i e n t  
s t a t i s t i c s  and serve  as t h e  parameters which spec i fy  t h e  p robab i l i t y  
func t ion  uniquely.  
By changing t h e  v a r i a b l e  from TI’S t o  Y’s i n  equat ion (3-59), w e  g e t  
(3-60) 
I n  t h e  above equation, t h e  v a r i a b l e s  t o  be est imated,  x,  appears as t h e  
parameters vec to r  of t he  j o i n t  p r o b a b i l i t y  funct ion.  This is  exac t ly  
The maximum t h e  l i ke l ihood  func t ion  f o r  t h e  observa t ions  y ‘.**Yk’ 
l i ke l ihood  estimate of x,xk*, i s  t h e  x which maximize equat ion (3-60) 
o r  which minimize t h e  term 
2 
k 
I IHix-YiI I 
i=l R;’ 
(3-61) 
By iden t i fy ing  thewe igh t ing func t ion  is  a least squares  es t imator  with 
R;’, w e  see t h a t  t h e  least squares  es t imator  is  t h e  same as a maximum 
l ike l ihood  es t imator .  
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3.1.7 Regression Analysis  (1,2,3) 
Regression a n a l y s i s  i s  a means of making an  i n t e r p r e t a t i o n  of t h e  
outcome of an  experiment. 
t h a t  u sua l ly  c o n s i s t s  of expressing t h e  expected va lue  of one v a r i a b l e  
(designated as t h e  dependent va r i ab le )  as a func t ion  of t h e  observed 
va lues  of o t h e r  v a r i a b l e s  (designated as t h e  independent va r i ab le s )  
and unknown parameters c a l l e d  regress ion  parameters. The regress ion  
parameters are determined by using t h e  observed va lues  of t h e  independent 
v a r i a b l e s  and dependent v a r i a b l e  i n  a least  squares  sense,  
This  i s  done by a mathematical formulat ion 
For a l i n e a r  regress ion  model, t h e  dependent and independent v a r i a b l e s  
are r e l a t e d  by a l i n e a r  r e l a t i o n s h i p  of t h e  following form. 
+ 8 x + B x + ..". 8, x 
Y = B o + B l x l  2 2 3 3 n 
where y i s  t h e  dependent v a r i a b l e  
x are t h e  independent v a r i a b l e s ,  i = 1, ..... n 
8, are t h e  regress ion  parameters,  i = 0,. .... n i 
I 
I f  m sets of da t a  are 
regress ion  parameters 
so lv ing  t h e  following 
where x = 1 
o,k 
(3-62) 
obtained f o r  y and t h e  x i ' s ,  and m > n ,  then t h e  
can be obtained i n  t h e  least squares  sense,  by 
sets of normal equat ions,  
m n 
(3-63) 
Consider t h e  hea t  balance equat ion (3-11) f o r  t h e  i t h  node of a 
n node model, 
Qi n n a b  aii (T.-Ti) + I A (Tjr- Tir) C J j= l  'i = - +  c Ti c i  j-1 i 
I f  t h e  t i m e ' h i s t o r i e s  of T and T.  are known, one can regard i' j 1 
equat ion (3-11) as a l i n e a r  regress ion  model by i t s e l f  independent 
of t h e  remaining hea t  balance equat ions;  one would regard T .  as t h e  
dependent v a r i a b l e ,  (Ti-Ti) and (T 4- T 4, as t h e  independent v a r i a b l e s ,  
1 .  
j i  
cib Qi %i 
'i 'i 'i 
, and A as t h e  regress ion  parameters. These and t h e  - , 
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r eg res s ion  parameters can be determined i n  t h e  least squares  sense  by 
solving a set of normal equat ions s i m i l a r  t o  equat ion (3-63) i n  form. 
Once t h e  parameters i n  t h e  i t h  h e a t  balance equat ion is  determined, 
they can be  s u b s t i t u t e d  i n t o  t h e  j t h  h e a t  balance equat ion where some 
of t h e s e  parameters appears ,  and t h e  remaining unknown parameters i n  
t h e  j t h  equat ions can then  be determined. 
equat ion one a t  a t i m e ,  i t  i s  p o s s i b l e  t o  determine a l l  t h e  unknown 
parameters i n  t h e  thermal model s e q u e n t i a l l y .  
By t ak ing  t h e  h e a t  balance 
Note t h a t  t h e  t e r m  s e q u e n t i a l  as used he re  i s  taken i n  t h e  equation- 
w i s e  sense whereas t h e  one-pass and s e q u e n t i a l  c o r r e l a t i o n  methods 
are d i s t ingu i shed  i n  t h e  t i m e w i s e  sense.  
The inhe ren t  advantage of t h e  r eg res s ion  method is t h a t  only a s i n g l e  
hea t  balance equat ion need be considered a t  a t i m e ;  t h i s  reduces 
considerably t h e  s i z e  of t h e  core  s t o r a g e  requirement re la t ive t o  methods 
t h a t  r e q u i r e  simultaneous s o l u t i o n s  of t h e  h e a t  balance equat ions.  The 
major problems with t h e  r eg res s ion  method are t h a t  temperature s p a r s i t y  
cannot be handled and round-off e r r o r s  could propagate as t h e  heat  
balance equat ion is  being processed s e q u e n t i a l l y  wi th  t h e  r e s u l t  t h a t  
l a r g e  e r r o r s  could be introduced i n t o  t h e  equat ions t h a t  are processed 
near  and a t  t h e  end. 
3.2 SEQUENTIAL METHODS 
The s e q u e n t i a l  methods involve t h e  e s t ima t ion  of parameters and 
states s e q u e n t i a l l y ,  whereby t h e  measurement d a t a  are processed s e q u e n t i a l l y  
and new estimates of t h e  parameters are obtained a f t e r  each set of measurements 
is processed. Several  of t h e s e  methods are presented below: 
(26,27,28,29) 3.2.1 Kalman F i l t e r i n g  Method 
Again as assumed f o r  t h e  one-pass method, t h e  f u n c t i o n a l  model is  
considered t o  r ep resen t  t h e  phys ica l  system a c c u r a t e l y  and it  i s  d e s i r e d  
t o  c o r r e c t  t h e  model parameters using t h e  measured temperatures.  Since 
t h e  measured temperatures g e n e r a l l y  inc lude  random observat ion no i ses ,  
i t  i s  d e s i r a b l e  formulate  a technique whereby t h e  random n o i s e s  are 
f i l t e r e d .  Consider t h e  h e a t  balance equat ion (3-11) 
i = 1 , 2  ,..... ,n  
wi th  t h e  h e a t  i npu t  func t ion  as each node expressed as i n  equat ion  (3-12) 
An a p p l i c a b l e  method c u r r e n t l y  being used i n  t h e  f i e l d  of Optimal Control  
i s  t h e  method of Kalman f i l t e r i n g .  I n  t h i s  s tudy ,  t h e  method of Kalman 
f i l t e r i n g  i s  appl ied  t o  c o r r e c t  t h e  var ious  thermal model parameters 
using noisy  temperature  measurements. 
For a thermal model t h a t  con ta ins  n nodes wi th  m nodal  temperatures 
measured, where m 5 n, t h e  random n o i s e  corrupted measurement vec to r ,  
{y*), is  an m by 1 vec to r  whose elements are g iven  by t h e  m no i se  corrupted 
measured temperatures.  This  i s  g iven  by 
{y*IT = (T1* T2* T3* ..... Ti* .... Tm*) (3-64) 
where T * = random n o i s e  cor rupted  measured temperature f o r  t he  i t h  i 
node, i = 1 , 2 ,  ....., m 
I n  t h e  present  problem, t h e  sum of t h e  number of model parameters 
and t h e  number of i so thermal  nodes i s  p.  The s ta te  vec to r  i s  a p by 1 
v e c t o r  whose elements are the  n nodal temperatures  and t h e  (p-n) model 
a . .  parameters.  The (p-n) model parameters are t h e  (-1 Qi ' s ,  
b . .  ci 
t h e  (F) ' s. The state vec to r  i s  given by t h e  fol lowing,  
a b . .  .... . . . . e) (3-65) T Qi = (TI T2 .... T n , r  i {x) 
i 'i i 
The r e l a t i o n  between t h e  measurement vec to r  and t h e  state vec to r  is 
given by t h e  following observa t ion  equat ion,  
{y*) = [M]{x) + {W) 
where [MI i s  t h e  m by p measurement matrix g iven  by 
(3-66) 
(3-67) 
and {W} is  t h e  m by 1 random measurement n o i s e  vec to r  whose elements 
are t h e  random no i ses  a s soc ia t ed  wi th  t h e  m measured temperatures.  
i s  given by 
This  
{ W I T  = CWl w2 ....... w 1 (3-68) m 
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It i s  assumed t h a t  {W} has a zero  mean, t h a t  is  E{W) = 0, and t h e  
covariance matrix of {W) is given by, 
[W] = E [{W){W}T] (3-69) 
L e t  {x } be an unbiased a p r i o r i  estimate of 1x1, where unbiased a 
means E [{XI - {xa}] = 0, and l e t  t h e  p by p e r r o r  covariance matrix 
of {xa) be given as, 
A = E [ ({XI  - {xa}>({x} - {x (3-70) a 
Furthermore, i t  i s  assumed t h a t  t h e  random measurement e r r o r  and 
t h e  a p r i o r i  e s t ima t ion  e r r o r  are uncorre la ted ,  t h a t  i s  
E [{W} {x-xafTl = 0 (3-71) 
It i s  now d e s i r e d  t o  ob ta in  a new and "be t te r"  estimate of {XI using 
t h e  measurement {y*} and t h e  a p r i o r i  estimate {x }. 
of {x) be {?I, and l e t  (2) be a l i n e a r  combination of cy*) and {xa} such 
t h a t  t h e  following r e l a t i o n  is  s a t i s f i e d  
L e t  t h e  new estimate a 
= [Bl{y*} + [C]{x a } (3-72) 
The mat r ix  [B] and [C] are c a l l e d  the  measurement weighting matr ix  and 
t h e  a p r i o r i  weighting mat r ix  r e spec t ive ly .  
The Determination of t he  Measurement Weighting Matrix and t h e  A P r i o r i  
Weighting Matrix 
For { g }  t o  be an unbiased estimate, E{g) must be equal  t o  E{x}. 
Thus from equat ion (3-72), w e  g e t  
= E([B]{y*) + [Cl{xa}) 
S u b s t i t u t i n g  equat ion (3-66) i n t o  above, w e  g e t  
E{?) = E([BI[M]{x} + [BICW} + [C]{x 1)  a 
which becomes, 
E{2} = [BI[MlE{x} + [B]E{W} + [CIECx a 
s i n c e  
Eix) = E{xa} and E{W) = 0 
(3-73) 
(3-74) 
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Equation (3-74) reduces t o  
E{g) = ([BIEM] + [CI)E{x) 
Thus i n  o rde r  f o r  {f) t o  be an unbiased estimate, such t h a t  
(3-75) 
where [ I ]  is  an p byp i d e n t i t y  matr ix .  
S imi la r  t o  t h e  e r r o r  covariance matr ix  f o r  {x 1 ,  w e  de f ine  t h e  e r r o r  a 
covariance matr ix  of t he  estimate (2) 
J = E[{X-~){X-$}~] (3-76) 
Using equat ion (3-72), (3-661, and (3-751, w e  ob ta in ,  
J = E[{X-BY* - C%}{X-B~* - cxa1 T 1 
= E[ 5 - B e  - BE - C G } { ~  - B e  - BE - Cxa} T ] 
= E[{(I  - BM)k - xa) - BW}{ ( I  - BM) (x-x,) - BW> T I 
= E[{(I - B M ) ~  - BE - (I  - BM)~,H(I - B M ) ~  - BE - (I - B M ) ~ , ) ~ ]  
With equat ion (3-69) and (3-70), above equat ion reduces t o  
J = ([II-LBI [MI)[Al ([Il-EB] [MIIT + [W] [BIT) (3-77) 
I n  order  t o  ob ta in  a minimum var iance  estimate of {XI, t h e  matr ix  
[B] must be chosen such t h a t  t h e  quadra t i c  form assoc ia ted  wi th  J is  
minimized. The quadra t i c  form of J is given by, 
S = { Z } T I J l { Z )  (3-78) 
where {Z) is  any a r b i t r a r y  p by one vec tor .  
Taking the  v a r i a t i o n  of S, g i v e s  
6s = {ZIT  6[J]{Z} 
From equat ion (3-771, w e  g e t  
6[J] = [-I~BMA(I-BM)~ - (I-E4) AMT 6BT + 6BWBT + BW6B T 3 
(3-7 9) 
Upon c o l l e c t i n g  terms and s u b s t i t u t i n g  above i n t o  equat ion (3-79), 
6s = {Z}T [-(I-BM)AMT + BW] 6BT CZ) + [{ZIT [-(I-BM)AMT + BW] 6BT{Z)lT 
w e  g e t  
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Since both terms i n  t h e  r i g h t  hand s i d e  are scalers, each of which i s  
t h e  t ranspose  of t h e  o the r ,  and because t h e  t ranspose  of a scaler is a l s o  
a scaler, we ob ta in ,  
6s = 2{ZIT [-(I-BM)AMT + BW] 6BT{Z) 
S w i l l  be minimized f o r  a l l  {Z) i f  
(I-BMIAM~ = BW 
Solving f o r  B g ives  
AMT-BMAMT-BW=o 
and 
B - AMT (MAMT+W)-l 
(3-80) 
(3-81) 
Combining equat ions (3-72) and (3-75), w e  g e t  
{a) = {x,) + [BI({y*)-{yaI) (3-82) 
The above equat ion toge ther  with equat ion (3-81), g ives  t h e  minimum 
var iance  estimate {?I of 1x1. 
Upon s u b s t i t u t i o n  of equat ion (3-81) i n t o  equat ion (3-77), t he  
expression f o r  t h e  opt imal  e r r o r  covariance matr ix  i s  obtained t o  
g i v e  , 
J (I-BM)A (3-83) 
The Kalman F i l t e r  Equations 
The equat ions developed i n  t h e  previous two sec t ions  form t h e  
b a s i s  f o r  t h e  Kalman f i l t e r  equat ions.  The remaining t a sk  i s  t o  show 
how {x } and [A] f o r  a new t i m e  t + A t  can be obtained from (2) and [ J ]  
f o r  t h e  t i m e  t. In  o t h e r  words, one wishes t o  use  est imated a t  time 
t t o  form t h e  a p r i o r i  estimate f o r  t i m e  t + A t .  The time, t i s  taken 
t o  mean t h e  t i m e  a t  which a measurement o r  measurements are made, and 
t i m e ,  t + A t  is  taken t o  mean t h e  t i m e  a t  which t h e  next  measurement o r  
measurements are made. 
a 
L e t  t h e  state vec to r  a t  t i m e  t + A t  be expres s ib l e  by some l i n e a r  
function* involving t h e  va lue  of t he  state vec tor  a t  t i m e  t .  
*The l i n e a r  r e l a t i o n s  can usua l ly  be  obtained by proper l i n e a r i z a t i o n  
of t h e  hea t  balance equat ions and t h e  equat ions governing t h e  hea t  input ,  
e.g. ,  t runca ted  Taylor series expansion. 
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= [UIt{xIt (3-84) t + A t  
where [ V I t  is t h e  updating mat r ix  t h a t  p r o j e c t s  t h e  s ta te  v e c t o r  a t  
time t t o  a new t i m e  t + A t .  
Using Equation (3-84), t h e  new a p r i o r i  estimate f o r  t h e  state vec to r  
i s  obta ined  t o  give, 
{xa’ t + A t  = [UIt{8It (3-85) 
and t h e  a s soc ia t ed  a p r i o r i  e r r o r  covariance mat r ix  i s  given by 
T T  E [ [ U I t O t  - {91t)({xIt  - {?It)  [VIt] 
Using equat ion (3-76), w e  g e t  
(3-86) T [*I t + A t  = [Ul t [ J l t [Ul t  
Equations (3-85) and (3-86) g i v e  t h e  r e l a t i o n s h i p  whereby t h e  new 
a p r i o r i  estimate of t h e  state vec tor  and i t s  as soc ia t ed  e r r o r  covariance 
mat r ix  can be obtained.  This  completes t h e  d e r i v a t i o n  of t h e  Kalman 
f i l t e r  equat ion.  
Summary 
The following summarizes t h e  Kalman f i l t e r  equat ions whereby t h e  
c o r r e c t i o n  of thermal model parameters can be obta ined  sequen t i a l ly .  
(3-87) 
(3-88) 
(3-89) 
(3-90) 
(3-91) 
(3-92) 
(3-93) 
(3-94) 
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where {y*}, = random no i ses  corrupted measurement vec to r  obtained a t  
t i m e ,  t .  
{ X I  
{Wit 
= value  of t h e  state vec tor  (unknown parameters) a t  time, t. 
= random no i ses  a s soc ia t ed  wi th  t h e  measured d a t a  obtained 
a t  t i m e ,  t .  
= value  of t h e  state vec to r  (unknown parameters) a t  time, t + A t .  l X ' t + A t  
= measurement mat r ix  evaluated a t  t i m e ,  t. 
= new estimate of t h e  s ta te  vec tor  (unknown parameters) 
a f t e r  processing t h e  measured da ta  obtained a t  t i m e ,  t .  
= a p r i o r i  estimate of t h e  state vec tor  (unknown parameters) 
before  processing t h e  measured da ta  obtained a t  t i m e ,  t. 
= measurement weighting matr ix  evaluated a t  time, t ( the  
t i m e  varying ga in ) .  
T 
= E[({x) - {xa))({x) - {x I )  3 ,  e r r o r  covariance matr ix  a 
€or  t h e  a p r i o r i  estimate state vec to r .  
T 
= E[  ({XI - { G I )  ({XI - {9I) ] , e r r o r  covariance matr ix  f o r  
t h e  newly est imated s ta te  vec tor .  
= t r a n s i t i o n  matr ix  
The following s t e p s  given t h e  co r rec t ion  scheme whereby t h e  Kalman 
f i l t e r  equat ions are used, 
F i r s t  ob ta in  an a p r i o r i  estimate f o r  t h e  state vec to r  
t '  {xaIt and t h e  a s soc ia t ed  e r r o r  covariance matr ix  [A] 
Ca lcu la t e  t h e  t i m e  varying ga in  [B] using equat ion (3-91) 
and t h e  f i r s t  set of measured da ta .  t 
Obtain new estimate f o r  t h e  state vec tor ,  (2) using equat ion 
(3-89) and t h e  f i r s t  set of measured da ta .  t 
Ca lcu la t e  t h e  e r r o r  covariance matr ix ,  [ J I t  f o r  t h e  newly 
est imated (3) using equat ion (3-92). 
Update t h e  newly est imated s ta te  vec tor ,  { ~ I c  with  equat ion 
(3-93) t o  ob ta in  t h e  new a p r i o r i  estimate a t  t i m e ,  t + A t ,  
and c a l c u l a t e  i ts assoc ia ted  e r r o r  covariance matr ix  
using equat ion (3-94). 
t 
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( 6 )  Repeat Step (2)  t o  ( 5 )  using t h e  new a p r i o r i  estimate 
f o r  t h e  state vec to r  and i t s  as soc ia t ed  e r r o r  covariance 
mat r ix  wi th  t h e  2nd set of measured da ta .  
Repeat above u n t i l  a l l  t h e  measured d a t a  have been processed 
o r  u n t i l  d e s i r a b l e  r e s u l t s *  are obtained.  
(7) 
Formulation When t h e  Model Parameters are Temperature Dependent 
For l a r g e  temperature v a r i a t i o n ,  t h e  thermal p r o p e r t i e s  of many 
spacec ra f t  materials may vary g r e a t l y ,  and t h e  model parameters become 
h ighly  temperature dependent. 
a scheme whereby co r rec t ions  can be obtained using t h e  equat ions obtained 
i n  t h e  previous s e c t i o n s  is formulated as fol low.  
For these  temperature dependent parameters, 
Consider a t y p i c a l  conductive conductive jo in ing  t h e  nodes i and j .  
This conductance i s  i n  gene ra l  given by t h e  equat ion,  
(3-95) 
where k i j  thermal conduct iv i ty  of t h e  material 
area along t h e  conduction pa th  j o i n i n g  nodes i and j .  
l eng th  along t h e  conduction pa th  jo in ing  nodes i and j .  
The temperature dependence of t h e  thermal conduct iv i ty  can usua l ly  
be expressed as 
k = kof (T) (3-96) 
where ko = same re fe rence  thermal conduct iv i ty  va lue  
f (T)  = a known func t ion  i n  terms of t h e  material temperature** 
S u b s t i t u t i n g  equat ion (3-96) i n t o  equat ion (3-95), w e  g e t  
ko A . .  
i j  (Ax)ij 
a =  f(Ti,Tj) (3-97) 
From t h e  above equat ion,  i t  can be observed t h a t  t h e  conductive 
conductance, a i s  a product of two terms, one being temperature 
dependent and one being a cons tan t .  L e t  t h e  cons tan t  be ao 
Equation (3-97) becomes, 
k: .A 
(ax) ij i j  ' 
*Desirable r e s u l t s  are r e s u l t s  whose var iance  are smaller than some 
s p e c i f i e d  values .  
**For a thermal model, t h e  material temperature is usua l ly  expressed 
as some weighted average of t h e  temperatures a t  nodes i and j .  
i j  ' 
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a i j  = ao i j  f (Ti,Tj) (3-98) 
S imi l a r ly ,  it i s  p o s s i b l e  
above form, g iv ing  
t o  express  t h e  r a d i a t i v e  conductive i n  t h e  
bij = b i j  g(Ti,Tj) (3-99) 
where g(T.,T.)  i s  some known func t ion  r e l a t i n g  t h e  r a d i a t i o n  p r o p e r t i e s  
1 J  
of nodes i and j t o  i t s  temperatures.  
Using equat ions (3-98) and (3-99) f o r  t h e  a . . ' s  and t h e  bi j ' s ,  t h e  hea t  
balance equat ion f o r  node i can be w r i t t e n  as, 
1J 
The above h e a t  balance equat ion t akes  t h e  same form as equat ion (3-11) 
withe t h e  except ion t h a t  (T.-T.) has been replaced by f (Ti,T.) (T.-Ti) 
and (T 4-T.4)  has been replaced by g (Ti,T.) (T 4-T . 4 ) .  Since t h e  same 
temperature measurements are used, t h e  equat ions f o r  parameters co r rec t ion  
developed i n  t h e  previous s e c t i o n s  a l s o  apply. 
J 1  J J  
j 1  ~ j l  
Convergence C r i t e r i o n  
The Kalman f i l t e r  i s  an unbiased minimum va r i ance  l i n e a r  e s t ima to r .  
By examining t h e  diagonal  terms of t h e  e r r o r  covariance matr ix ,  which 
g i v e  t h e  va r i ances  of t h e  model parameters and nodal temperatures,  i t  
i s  p o s s i b l e  t o  determine t h e  convergent t r end  as t h e  noisy temperature 
measurements are being processed. Convergent t r end  r e s u l t s  i n  decreasing 
va r i ances  as a d d i t i o n a l  no i sy  temperature measurements are processed. 
Convergent c r i t e r i o n  f o r  t h e  model parameters can be defined by s e t t i n g  
some lower l i m i t s .  
Measurement Noise 
I n  t h e  a p p l i c a t i o n  of t h e  Kalman f i l t e r i n g  method t o  t h e  c o r r e c t i o n  
. of thermal model parameters,  some knowledge regarding t h e  s ta t is t ics  of 
t h e  measurement n o i s e  must be a v a i l a b l e .  For t r u l y  random measurement 
e r r o r s ,  Gaussian n o i s e  can probably be  assumed. When thermocouple 
b i a s e s  are a s s o c i a t e d  wi th  t h e  measurements, and t h e s e  b i a s e s  are 
known, they must be removed such t h a t  t h e  on ly  n o i s e s  a s soc ia t ed  with 
t h e  measurements are t h e  random no i ses .  I f  t h e  thermocouple b i a s e s  are 
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unknown, t h e s e  b i a s e s  can be considered as a d d i t i o n a l  unknown parameters 
t o  be determined and included as p a r t  of t h e  state vec tor .  
3.2.2 Recursive Least Squares (16-19) 
I n  paragraph 3.1.3 w a s  presented t h e  one-pass least squares  method. 
Suppose a d d i t i o n a l  temperature measurements are a v a i l a b l e  a t  a la ter  
time, t=k+l,  and t o  ob ta in  t h e  least squares  estimate of t h e  n nodal 
temperatures and t h e  (p-n) thermal model parameters, i t  is  necessary 
t o  r e so lve  t h e  e n t i r e  problem from time t = O  t o  t i m e  t=k+l i f  t h e  s tandard 
least squares  method i s  used; it i s  d e s i r a b l e  t o  develop a r ecu r s ive  
scheme whereby t h e  optimal least squares  estimate can be obtained 
sequen t i a l ly  whenever a d d i t i o n a l  temperature measurements are a v a i l a b l e .  
I n  t h e  development t o  follow, continued r e fe rence  w i l l  be made t o  t h e  
p re sen ta t ion  of paragraph 3.1.3. 
The c r i t e r i o n  func t ion  t o  be minimized wi th  temperature measurements 
from t i m e  t = O  t o  t=k+l is  given by t h e  following expression which i s  
similar t o  equat ion (3-18), 
k+l 
(3-101) 
The optimal least squares  e s t ima te  of {XI k+l, {5?}k+ly is given by (which 
i s  similar t o  equat ion (3-26)). 
[ W I  &Y*I t  (3-102) {?'k+l = [ t=o [K1k+l , t [W1tEK1k+l , t  ] -" t=o [ K l  , 1 k+l 
With t h e  d e f i n i t i o n  of [K] and [$I] as given by equat ions (3-22) and (3-21) 
r e spec t ive ly ,  w e  can write, 
= [MI  (3-103) [K1 k+l , t 
' (3-105) 
Subs t i t u t ing  equat ion (3-105) i n t o  equat ion (3-102), w e  g e t  
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(3-106) 
Equation (3-106) can be expanded to give, 
We wish to obtain {%)k+l as a linear combination of (2) 
term  AX)^+^ in the following form, 
and some correction k 
To determine the expression for the correction term, we substitute 
equation (3-108) into equation (3-107) to give 
(3-109) 
Expanding above and solving for {Ax) 
equation (3-26), we get 
after the application of k+l 
(3-110) 
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and 
(3-112) 
then 
(3-113) 
Upon t h e  a p p l i c a t i o n  of Ho's lemma*, (15) we g e t  
With equat ion (3-17), we obtained,  
(3-115) 
With t h e  d e f i n i t i o n  of t h e  t r a n s i t i o n  matr ix  as given by equat ion (3-21), 
w e  g e t  
['I k, k+l = [u];' 
and wi th  equat ion (3-27), w e  g e t  
Upon s u b s t i t u t i n g  equat ion (3-116) i n t o  equat ion (3-114), w e  g e t  
(3-117) 
T *Ho's matr ix  inve r s ion  lemma: If [PI;' = + [H]l[W]l[H]l where [PI 
and [W] are nonsingular ,  symmetric, and pos i t i ve ,  then 
Equations (3-111), (3-1171, and (3-118) g i v e  t h e  least squares  e s t ima tes  
of t h e  n nodal temperatures and t h e  (p-n) thermal model parameters a t  
t i m e ,  t=k+l, as a func t ion  of t h e  least squares  estimate a t  time t=k and 
some c o r r e c t i o n  term, and t h e s e  equat ions formed t h e  r e c u r s i v e  least 
squares  e s t ima to r .  
(6,17,20) 3.2.3 Bayesian Estimation 
I n  many e s t ima t ion  problems, i t  i s  p o s s i b l e  to  s p e c i f y  some " c r i t e r i o n  
funct ion" r e s u l t i n g  from i n c o r r e c t  e s t ima t ion  of t h e  system parameters. 
I f  t h e  a p r i o r i  p r o b a b i l i t y  func t ion  is a v a i l a b l e  no t  only f o r  t h e  
measurement e r r o r s  b u t  a l s o  f o r  t h e  va lues  of t h e  unknown parameter 
vec to r ,  x ,  then i t  i s  p o s s i b l e  t o  o b t a i n  a n  optimal estimate, x ,  which 
opt imizes  t h i s  c r i t e r i o n  funct ion.  Such an estimate is c a l l e d  a n  optimal 
Bayesian estimate. 
I n  general ,  t h e  form of a n  opt imal  Bayesian estimate depends upon 
t h e  form of both t h e  c r i t e r i o n  func t ion  and t h e  a p r i o r i  p r o b a b i l i t y  
d i s t r i b u t i o n s  of parameters and measurement no i se .  For t h e  class of 
e s t ima t ion  problems with q u a d r a t i c  c r i t e r i o n  func t ion ,  an optimal Bayesian 
estimate i s  given by choosing x t o  be t h e  mean of x conditioned on t h e  
This i s  t r u e  r e g a r d l e s s  of t h e  observat ion,  y , i .e.,  ^x = E(x/y ).  
p r o b a b i l i t y  d i s t r i b u t i o n s  of t h e  parameters o r  measurement noise .  For 
t h e  class of problem with c r i t e r i o n  funct ion,  E = Ix-21, then t h e  optimal 
k Bayesian estimate i s  given by choosing ^x t o  be t h e  medium of p(x/y ). 
I f  t h e  c r i t e r i o n  func t ion  i s  t o  maximize t h e  p r o b a b i l i t y  p(x/y ), then 
t h e  opt imal  Bayesian estimate i s  given by choosing 2 t o  be t h e  mode of 
p(x/y ). 
given t h e  measurements y , p(x/y i s  uniform and symmetric, then a l l  
t h r e e  opt imal  estimates are t h e  s a m e .  
k 
k 
k However, i f  t h e  a p o s t e r i o r i  p r o b a b i l i t y  d i s t r i b u t i o n  of x 
k k 
Computation of t h e  a p o s t e r i o r i  p r o b a b i l i t y  d i s t r i b u t i o n ,  p(x/y) 
Consider t h e  problem of es t imat ing x given y and y i s  given by, 
where x is  t h e  unknown vec to r  and rl i s  t h e  random n o i s e  vec to r .  
We wish t o  compute t h e  a p o s t e r i o r i  p r o b a b i l i t y  d i s t r i b u t i o n  p(x/y) .  
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I f  equat ion (119) is  i n v e r t i b l e  f o r  rl 
11 = f-’(x,y) (3-120) 
where f-’ is  t h e  inve r se  of g ,  then 
p(x,y) = P(X,tl)lJl 
where 3 is  t h e  Jacobian 
J = d e t .  ( arl ) 
a Y  
and 
(3-121) 
(3-122) 
(3-123) 
Another method whereby t h e  a p o s t e r i o r i  p r o b a b i l i t y  d i s t r i b u t i o n  can be 
obtained is through t h e  use of Baye’s r u l e  
Examp l e  : 
A s  an example, consider  t h e  l i n e a r  system given by 
y = & + 1 1  (3-125) 
Assume t h a t  x and rl are dependent such t h a t  t h e  j o i n t  p r o b a b i l i t y  
d i s t r i b u t i o n  i s  given by, 
and p(x) is Gaussian wi th  - T E(x) = x, E(xx ) = 
and p(0) is  a l s o  Gaussian wi th  
E(rl) = 0, E(rlrlT> = R 
(3-127) 
(3-128) 
From equat ions (3-125, (3-127), and (3-1281, w e  see t h a t  y i s  a l s o  a 
Gaussian random vec tor  with 
T 
E(y) = 6,  E(yyT) = HPoH + R (3-129) 
( ~ I T ) ~ / ~ ~ H P ~ H ~  + R( e~p .C-  $y-HG) 1 T (R+HPoH T ) -1 ( y - 6 )  
and 
d e t .  ( 3 ) = 1 
a Y  
Since t h e  Jacobian, 
then 
p(x,y) = p(x,rl) = p(x)p(n) = P(X)P(Y-W 
3-31 
and 
where 
Since p(x/y) i s  symmetrical and uniform, a l l  t h r e e  b e s t  estimates, i .e.,  
t h e  cond i t iona l  mean, median, and mode of p(x/y) are the  same and given 
by x which is given by 
(3-132) T -1 = + PH R (y-G) 
P = Po - P 0 H~ ( R + H P ~ H ~ ) - ~ H P ~  (3-133) 
Equation (3-131) and (3-132) are e s s e n t i a l l y  t h e  Wiener-Kalman f i l t e r  
f o r  a s i n g l e  s t a g e  e s t ima t ion .  
3.3 SUMMARY 
A number of p o t e n t i a l l y  s u i t a b l e  c o r r e l a t i o n  methods s e l e c t e d  from 
a l is t  of techniques reported i n  t echn ica l  l i t e r a t u r e  and categorized 
as e i t h e r  one-pass o r  s e q u e n t i a l  w e r e  presented i n  mathematical d e t a i l  
above. Although each of t h e s e  methods may p o t e n t i a l l y  be s u i t a b l e  as 
a technique t o  f u l l f i l  t h e  o b j e c t i v e s  of e p resen t  s tudy,  a l i m i t e d  
number of methods had t o  be chosen f o r  f u r t h e r  s t u d i e s  because comparison 
could be  obtained only by coding t h e  s e l e c t e d  methods and app l i ed  t o  
a mathematical model. 
it w a s  clear t h a t  techniques t h a t  could ( a t  least p o t e n t i a l l y )  accommodate 
s p a r s e  measurement must be s e l e c t e d .  
which i s  a s e q u e n t i a l  method and Program MAFIA and q u a s i l i n e a r i z a t i o n  
which are one-pass methods w e r e  s e l e c t e d  as t h e  major techniques t o  be 
s tud ied  i n  d e t a i l .  These methods because of mathematical s o p h i s t i c a t i o n  
are s u b j e c t  t o  programming d i f f i c u l t i e s .  
Since temperature s p a r s i t y  is  a major requirement, 
A s  a r e s u l t  t h e  Kalman f i l t e r  
I n  o r d e r  t o  o b t a i n  base l ine  
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information such as co re  s t o r a g e  requirements and round-off e r r o r  and 
t o  provide comparison r e s u l t s  two o t h e r  techniques,  r eg res s ion  a n a l y s i s  
and t h e  method of least squares  wi th  h e a t  flux r e s i d u a l  w e r e  s e l e c t e d  
f o r  a d d i t i o n a l  study. Both of t h e s e  methods w i l l  no t  accommodate spa r se  
temperature measurement but mathematical s o p h i s t i c a t i o n  i s  much less than 
t h e  aforementioned methods. Evaluation of t h e s e  techniques are discussed 
i n  Sect ion 4 .  
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4.0 EVALUATION OF SELECTED CORRELATION METHODS 
Five methods as indicated in the previous section were selected for 
more detailed study. 
squares (net heat flux residual) were studied to obtain baseline informa- 
tion such as round-off errors, programming complexities, and results for 
comparison with the other selected methods. Both of these methods will 
not handle sparsity of temperature measurements, which is a major require- 
ment of this study. The Kalman filter, Program MAFIA, and quasilineari- 
zation are the other three methods to be studied. The first is a sequential 
method and the latter two are one-pass methods; these three methods will 
accommodate sparsity. Initially, it was the intent to study both Program 
MAFIA was found to be a satisfactory correlation technique. 
Two of the methods, regression analysis and least 
Evaluation of these methods were pursued by the use of the five- 
and twenty-node models which are described in Appendix A. 
of these methods are present below. 
The evaluation 
4.1 METHOD OF LEAST SQUARES (NET HEAT FT.,UX RESIDUAL) 
This method as discussed in paragraph 3.1.2 is a least squares method 
of the net heat residual at each nodal location and over a specified time 
period. 
but was selected as indicated above to provide baseline information such 
as the problems associated with ill-conditioned equations. Round-off 
errors and the accuracy of temperatures and temperature derivatives are 
extremely important considerations. 
This method will not handle temperature measurement sparsity 
It should be noted that in this study of the five- and twenty-node 
models that computer solutions will be used in lieu of experimental data; 
these computer solutions are as near-perfect temperature data as one can 
expect. As a result, error effects such as temperature derivative inac- 
curacies as well as methods comparison should be discernible. 
4.1.1 Steady State Conditions 
Both the five- and twenty-node models were examined by the use of the 
steady state least squares equation, which for steady state conditions are 
deterministic. Under steady state conditions, the number of soft para- 
meters cannot exceed the number of nodes. Various combinations of soft 
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parameters  were s tud ied ;  t h e  r e s u l t s  are shown i n  Tables  4-1 through 4-5. 
These t a b l e s  a l s o  inc lude  t r a n s i e n t  r e s u l t s  f o r  comparison purposes as 
w e l l  as f o r  convenience. 
4.1.1.1 Five-Node Model 
Table  4-1 shows t h e  r e s u l t s  when t h r e e  parameters ,  a12, b34, and 
b56 were considered t o  be  s o f t  and i d e n t i f i a b l e .  
is i d e n t i f i e d  as one s o f t  parameter p e r  node. Three sets of s o f t  
parameter w e r e  examined. 
method w i l l  y i e l d  t h e  c o r r e c t  s o f t  parameter va lues  f o r  t h e  case of 
one s o f t  parameter p e r  node. 
This  set of parameters  
These r e s u l t s  i n d i c a t e  t h a t  t h e  v a r i a t i o n a l  
The s teady  s ta te  least squares  method w a s  s tud ied  f u r t h e r  by 
examining the  case of two parameters p e r  node wi th  a maximum of f ive  
s o f t  parameters ,  a23, a 
s o f t  parameters  w e r e  used as ind ica t ed  i n  Table 4-2. These 
r e s u l t s  show t h a t  t h e  l eas t  squares  method l e a d  t o  inaccura t e  s o f t  
parameter va lues .  
t h a t  t h i s  combination of s o f t  parameters  and va lues  y i e lded  and ill- 
condi t ioned set  of equat ions .  P a r t  of t h e  problem stems from t h e  
f a c t  t h a t  t he  va lues  of conduction parameters (conductance),  a i j  ’ 
are an o rde r  of magnitude l a r g e r  than  t h e  r a d i a t i o n  parameters,  
b . . (T.+T.)(T.  +T. ) ,  b u t  i t  i s  n o t  clear why t h i s  se t  of condi t ions  
1 J 1 J  1 J 
are i l l - cond i t ioned .  
and b34. Again t h r e e  sets of 459 b123 bi5,  
A d e t a i l e d  ma t r ix  inve r s ion  examination revea led  
2 2  
I n  s p i t e  of t h e  problems w i t h  t h e  case of two parameters p e r  node, 
i t  w a s  decided t o  examine t h e  case of more than two parameters p e r  
from a s i n g l e  node. Five parameters ,  
node were then  examined. These r e s u l t s  are shown i n  Table 4-3. 
Remarkably, very  a c c u r a t e  parameter va lues  were obtained.  Since 
t h e  conductors as s o f t  parameters w e r e  expected t o  p re sen t  t h e  most 
problems, i t  w a s  n o t  s u r p r i s i n g  t o  f i n d  t h a t  when t h e  h e a t  i n p u t s ,  
Q,, Q2 ,  and Q,, were considered t o  be  t h e  s o f t  parameters,  t h e  
c a l c u l a t e d  h e a t  i n p u t s  w e r e  extremely accu ra t e  as shown i n  Table 4-4. 
b13, and b a12’ a14’ a15’ 16  ’ 
I n  a l l  of t h e  cases d iscussed  above, t h e  s o f t  parameters w e r e  
i d e n t i f i a b l e .  Suppose t h a t  a s o f t  parameter is  n o t  included among 
those  s e l e c t e d  as a s o f t  parameters  o r  suppose t h a t  a hard parameter 
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is  among those s e l e c t e d  as s o f t  parameters,  t h i s  neg lec t ion  may 
have a l a r g e  impact on t h e  accuracy of t h e  co r rec t ed  parameter 
values.  For the  l a t t e r  case, as one would expect ,  t h e  i n c l u s i o n  
of a hard parameter among those s e l e c t e d  as s o f t  parameters have 
little e f f e c t  on t h e  accuracy of t h e  Corrected parameter va lues  
as shown i n  Table 4-5. 
i s  n o t  included among those which are considered s o f t ,  t h e  impact 
of t h e  accuracy of t h e  co r rec t ed  parameter va lues  depends upon t h e  
temperature i n f l u e n c e  of t h e  neglected s o f t  parameter,  l a r g e r  i s  
t h e  in f luence ,  l a r g e r  is  the  inaccuracy. 
On t h e  o t h e r  hand, i f  a s o f t  parameter 
The s t eady  state least  squares  approach using t h e  f i r s t  node 
model has revealed severe problems t h a t  are d i r e c t l y  r e l a t e d  t o  
t h e  accuracy of t h e  experimental  d a t a .  Even wi th  nea r  p e r f e c t  
measurements" ( d i g i t a l  computer ou tpu t ) ,  i l l - cond i t ioned  s i t u a t i o n s  1 1  
arose.  Another problem of i n t e r e s t  is  t h a t  p a r a l l e l  conductors, 
akR and bkR can n o t  be  est imated simultaneously f o r  t h e  s t eady  
s t a t e  case; t h e  reasons f o r  t h i s  are apparent from t h e  h e a t  balance 
equat ions.  
4.1.1.2 Twenty-Node Model 
The twenty-node model w a s  s tud ied  t o  eva lua te  t h e  e f f e c t  of t h e  
model s i z e  on the  accuracy of t h e  v a r i a t i o n a l  approach. Model s i z e  
is an important cons ide ra t ion  s i n c e  numerical round-off e r r o r s  i nc rease  
wi th  an inc rease  i n  t h e  computation. This is  a p a r t i c u l a r l y  important 
problem i n  t h e  p re sen t  s tudy because of t h e  l a r g e  model s i z e  o b j e c t i v e  
of t h e  p re sen t  s tudy coupled wi th  t h e  s o p h i s t i c a t e d  computational 
schemes used i n  t h e  c o r r e l a t i o n  methods. The r e s u l t s  f o r  t h e  twenty- 
node model are presented i n  Table 4-6. 
Table 4-6 shows f o u r  sets of parameter ext imat ion obtained from 
the  s t eady  s ta te  least  squares  method and one set of parameter e s t ima t ion  
from t h e  t r a n s i e n t  least squares  method which w i l l  be  discussed i n  a 
subsequent paragraph. 
s teady s ta te  method shows a considerable  d i f f e r e n c e .  
due t o  t h e  manner i n  which t h e  c o e f f i c i e n t  ma t r ix  w a s  i nve r t ed .  The 
c o e f f i c i e n t  matrix i s  formulated d i r e c t l y  from t h e  normal equat ions 
of t h e  s teady state least squares  method. 
Comparison of t h e  parameter va lues  from t h e  
This d i f f e r e n c e  is 
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Parameter 
12 
14  
16 
1 ,17  
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
293 
495 
5Y6 
6Y7 
798 
899 
9,lO 
10  y 11 
11 y 1 2  
12,13 
13,14 
14,15 
15  16  
1 7  20 
18 19 
19,20 
TABLE 4-6 
TWENTY-NODE MODEL, TWENTY LINEAR CONDUCTORS 
LEAST SQUARES METHOD, STEADY STATE & TRANSIENT 
Nominal 
.5 
A 
Y 
.5  
Steady S t a t e  
S i n g l e  P r e c i s i o n  * ** *** 
* 499999 
.380354 
L. 15576 
.500003 
.500000 
,473159 
.271532 
543303 
,0472268 
.525904 
.652435 
.614255 
.374261 
.421169 
.627346 
.297302 
.383930 
500006 
.499997 
.499996 
.499999 .499998 
-505408 -1.06820 
.go4227 4.50151 
.500003 .500004 
.500000 .500000 
-446716 -1.28753 
.471268 -13.1753 
.386402 3.05642 
.633657 -34.5789 
.490942 2.61008 
.219148 14.7630 
.600406 8.07551 
-525606 -8.55224 
e626267 -4.95627 
.579139 10.0784 
-510128 -11.1345 
.481393 -11.4320 
.500006 .500008 
.499997 .499997 
.499996 .499995 
Double 
P r e c i s i o n  
-499998 
* 
-6.37732 
38.1957 
.500003 
.500000 
1.04286 
-12.6327 
2.98912 
-25.5261 
1.98901 
9.26232 
7.06766 
-6.72789 
-4.03149 
7.82042 
-11.1520 
-6.17218 
.500007 
.499997 
.499996 
Trans i en t  
Double 
P r e c i s i o n  
.499321 
.500546 
.500597 
.499564 
.500171 
.500186 
.498747 
.500887 
,503956 
.501065 
.474551 
.503780 
.500886 
.499970 
,499504 
.500655 
.496552 
.502554 
.500282 
.499731 
* Subrout ine  SQLVIT 
** Subroutine INVRSE 
*** Subroutine G J R  
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The t h r e e  methods of ma t r ix  inve r s ion  w e r e  examined i n  an at tempt  
t o  improve t h e  accuracy of t h e  co r rec t ed  parameters;  t h e  methods are i d e n t i -  
f i e d  as subrou t ines ,  S@LVIT*, INVRSE, and GJR.  Subroutine SaLVIT employs 
Jordan reduct ion on t h e  augmented ma t r ix  ( s i n g l e  and double p r e c i s i o n ) .  
r o u t i n e  INVERSE is a CINDA-3G sub rou t ine  which employs Jordan Reduction 
wi th  row interchange i n  s i n g l e  p rec i s ion .  
PACK subrout ine using Gauss-Jordan Reduction wi th  row and column in te r -  
changed i n  s i n g l e  p rec i s ion .  
Sub- 
Subroutine GJR is  a UNIVAC MATH- 
A l l  t h r e e  methods i n  s i n g l e  p r e c i s i o n  y i e lded  approximately t h e  same 
r e s u l t s  when t h e  parameter va lues  were c l o s e  t o  t h e  t r u e  value.  However, 
wide va r i ances  w e r e  found f o r  t h e  remaining parameters. 
r e s u l t  w a s  t h a t  SflLVIT i n  double p r e c i s i o n  y i e lded  va lues  t h a t  w e r e  con- 
s i d e r a b l y  less accura t e  than S@LVIT i n  s i n g l e  p rec i s ion .  The d e t a i l s  of 
t hese  ma t r ix  inve r s ions  are discussed i n  Appendix D. 
A d i s t u r b i n g  
4.1.2 Trans i en t  Conditions 
When t h e  number of s o f t  parameters i s  g r e a t e r  than t h e  number of 
nodes o r  i f  s teady s ta te  temperatures are n o t  a v a i l a b l e ,  t r a n s i e n t  
condi t ions must be employed. One of t h e  problems which t r a n s i e n t  d a t a  
i s  t h e  need f o r  accu ra t e  temperature d e r i v a t i v e s .  I n  t h e  p re sen ta t ion  
t o  fol low,  t h e  importance of a c c u r a t e  temperature d e r i v a t i v e s  and t h e  
a p p l i c a t i o n  of t he  l eas t  squares  by use of t r a n s i e n t  information on t h e  
f ive -  and twenty-node models are discussed. 
4.1.2.1 Temperature Derivatives 
For t r a n s i e n t  problems, t h e  temperature d e r i v a t i v e s  become an 
important cons ide ra t ion  f o r  t h e  accuracy of t h e  s o f t  parameter 
evaluat ion.  Without experimental  d a t a ,  i t  w a s  aga in  necessary t o  
employ ca l cu la t ed  temperatures via  computer s o l u t i o n s .  Experimental 
temperature d a t a  can be  expected t o  be less accurate .  I n i t i a l l y ,  
temperature d e r i v a t i v e s  w e r e  c a l c u l a t e d  by employing t h e  f i n i t e  
d i f f e r e n c e  technique which c o n s i s t s  of t ak ing  temperature d i f f e r e n c e  
between two ad jacen t  t i m e  p o i n t s  divided by the t i m e  increment. 30 th  
t h e  forward d i f f e r e n c e ,  Ti+l-Ti, and t h e  h i s t o r i c a l  d i f f e r e n c e ,  T -T i i-1’ 
* A subrou t ine  generated by L. C .  Fink, programmer TRW Systems Group 
4- 7 
were used. The soft parameter corrections were, in general, grossly 
in error with the use of these temperature derivatives. Better results 
were obtained by using the average of forward difference and the 
historical difference. Since the accuracy of the soft parameter 
evaluation is quite sensitive to the temperature derivative, a further 
study was made by using a least squares third order polynomial fit of 
the temperature data. 
squares polynomial (fit of order 10) subroutine called LSTSQU . 
These temperature derivatives generated from the polynomial fit, in general, 
yielded the best results although under certain circumstances, the use of 
the less accurate derivatives yielded as well if not better soft parameter 
values as shown in Table 4-7. The case of seven soft parameters were 
studied; note that for these sets of soft parameters the average tempera- 
ture derivative yield the best result. These results do indicate that 
the temperature derivative strongly affect the soft parameter values. 
In view of the importance of the temperature derivatives, the variational 
approach was studied by using the polynomial fit. 
to determine the impact on the storage requirements; however, it was 
noted (Table 4-7) that the computational time for the polynomial fit 
is appreciably longer than for the other derivative methods. 
As a matter of interest CINDA-3G has a least 
(35) 
No attempt was made 
Table 4-1 shows (paragraph 4.1.1) that for the case of one parameter 
per node, the use of transient temperature yield parameter values which 
are not as accurate as for the deterministic case but of sufficient 
accuracy from a thermal prediction standpoint. 
since the temperature derivatives present additional computational inaccuracies. 
This result is not surprising 
The two parameters per node case which presented considerable 
evaluation difficulties using the steady state least squares approach 
was better handled by the transient least squares formulation as shown in 
. Table 4-2. Attempts to improve the soft parameter evaluation by scaling 
technique and roundoff check led, surprisingly, to less accurate values 
as shown in Table 4-8. It is not clear at this time, the cause of the 
inaccuracies. Logically, the round off error check and scaling should 
have yielded improved soft parameter values. For the five parameter 
per node case, the transient least squares method yielded reasonable 
parameter values but not as accurate as the steady state least squares 
method as shown in Table 4-3 .  
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TABLE 4-7 
EFFECT OF TEMPERATURE DERIVATIVE 
-__I_ - . - . 
100 
.2 
.2 
.2 
.5 
.5 
.2 
Parameters Exact I - _-._ - __._. 
99.322 
,20045 
.19491 
.19339 
.54687 
.63672 
,12505 
= 42 sec - 
Ql 
c2 
c3 
c5 
a25 
35 a 
14 
Run Time 
-- .--- -. 68 
+. 23 
-2.55 
-3.3 
+9.37 
+27.34 
-37.5 
_--_ 
100.013 
.200414 
.19955 
.19952 
.50597 
.51995 
.20293 
42 sec 
+. 013 
+-21 
-.23 
-.24 
+1.19 
.+3.99 
+1.47 
TABLE 4-8 
Soft 
Parameters 
a2 3 
45 a 
b12 
b34 
15 
2. 
* ** 
Calculated 
.4990 .386 
.5000 -.336 
.1600 .220 
.2011 ,191 
.2009 ,577 
Polynomial Fit: 
Value 
* ** 
Exact Calculated 
.25 .2517 .127 
.75 .7555 -.400 
.3 .2637 .276 
.3 .2963 .211 
.1 .0965 .561 
100.015 
.19848 
205006 
,19734 
.48322 
.291702 
.20332 
E 42sec 
%Error 
+. 015 
-. 76 
._ 
+2.5 
-1.33 
-3.38 
-41.82 
+l. 66 
- 
FIVE-NODE MODEL, TRANSIENT. TWO SOFT PARAMETERS/NODE 
T PARAMETER VALUES I 
Exact 
.5 
.5 
.2 
.2 
.2 
Exact 
1.0 
-. . 
1.0 
.4 
.4 
.4 
* 
** 
No Scaling or Round-Off Check 
With Scaling and Round-Off Check 
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With steady state temperature data, the number of parameters 
that may be corrected cannot exceed the number of measured tempera- 
tures; whereas with transient data, this limitation does not exist. 
Two cases with more than five parameters were examined. Some of the 
parameter values are in error by a significant amount; others are 
reasonably accurate. The results are shown in Tables 4-9 and 4-10; 
note that as the exact value of the soft parameters increases, the 
estimation becomes more accurate. The reason for this is not clear 
at this time. Since only transient data can be used to determine the 
capacitance values, the capability of the transinet least squares 
method to do this was examined; the results as shown in Table 4-11 
are excellent. 
Although the parameter values as estimated by the transient least 
squares method may be inaccurate, the important consideration is the 
resultant temperature-time history. Using the inaccurate parameter 
values of the case represented by Table 4-9 (eight soft parameters), 
the transient temperature history of the five-node model was determined. 
These results are presented in Table 4-12. Comparison of these temperatures 
with the temperature history with the exact parameter values as shown in 
Table A-3, indicate that the temperatures are remarkably close. 
4.2 REGRESSION ANALYSIS 
The applicability of regression analysis (Refer to paragraph 3.1.7) 
was investigated by applying it to the five-node thermal model. Again 
calculated transient temperature histories and the rates of temperature 
change were used as temperature measurements to correct the perturbed 
thermal model parameters. 
By slicing the transient temperature histories into m slices, 
. we obtained m sets of data; these are 
k = 1,2, ....., m 
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S o f t  
Parameters 
Ql 
c2 
c3 
c5 
a35 
a2 5 
14  
S o f t  
Parameters 
1 2  a 
a2 3 
a25 
12 
b23 
b24 
b25 
b26 
Exact 
100 
.3 
.3 
.3  
* 75 
.75 
.3 
Calculated 
.99918 
.29409 
.30766 
.30129 
.69142 
.56507 
30215 
100 
.2 
.2  
.2 
.5 
.5 
.2 
RANETJIRI 
Exact 
100 
.4  
.4 
.4  
1.0 
1.0 
.4  
99.9941 
.19528 
.20895 
.19833 
.44569 
.13325 
.203071 
TABLE 4-10 
FIVE-NODE MODEL, TRANSIENT, EIGHT SOFT PARAMETERS 
I 
Exact 
.5 
.5 
.5 
.2 
.2 
.2 
.2 
.2 
1 I 
Calcula ted  
.57698 
.581717 
.32981 
.53592 
.086176 
.15796 
.43611 
.20133 
Exact 
.2 
.2 
.2 
- 2  
Exact 
.75 
.25 
.75 
.3 
.3 
.3  
.3 
.3 
Calcula ted  
.19985 
.20017 
.19980 
.19986 
Calculatec 
.89954 
.32383 
.54542 
.06029 
.19411 
. lo796 
.58921 
.29772 
Exact 
.3 
Exact 
1.0 
1.0 
1.0 
. 4  
.4 
.4  
.4  
. 4  
Calcu la ted  Exact 
.29985 .4 
Calculated 
.99994 
.39132 
.40785 
.40469 
.92269 
.88021 
.40168 
.3  
.3 
.3 
Calcula ted  
.83593 
1.2346 
.73412 
.62304 
.56159 
,39346 
,79325 
.39776 
.30010 .4 
.29986 .4 
.29996 - 4  
TABLE 4-11 
.2 
FIVE-NODE MODEL. TRANSIENT, CAPACITANCES AS SOFT PARAMETERS 
.20065 .3 .30080 .4 
Parameters 
.39995 
.40078 
.39995 
.40005 
-40073 
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TABLE 4-12 
ODE MODEL, TEMPERATIIRE RESPONSE W I T H  INEXACT PARAMETER VALUES* FIVE 
Time 
( H r )  
0 
1.0 
2.0 
3.0 
4.0 
5.0 
6.0 
7 .0  
8.0 
9.0 
10 .0  
11.0 
12.0 
13 .0  
14.0 
15.0 
16.0 
17.0 
18.0 
19 .0  
20.0 
21.0 
22.0 
23.0 
24.0 
25.0 
26.0 
27.0 
28.0 
29.0 
30.0 
1 
64.9000 
64.3541 
63.2498 
61.7427 
59.9482 
57.9521 
55.8187 
53.5963 
51.3210 
49.0198 
46.7131 
44.4159 
42.1394 
39.8917 
37.6786 
35.5041 
33.3711 
31.2813 
29.2356 
27.2345 
25.2779 
23.3654 
21.4965 
19.6704 
17.8862 
16.1428 
14.4393 
12.7747 
11.1477 
9.55744 
8.00275 
N 
2 
114.600 
107.669 
101.068 
94.8059 
88.8751 
83.2606 
77.9433 
72.9030 
68.1195 
63.5734 
59.2466 
55.1222 
51.1846 
47.4199 
43.8151 
40.3586 
37.0398 
33.8491 
30.7778 
27.8181 
24.9627 
22.2052 
19.5394 
16.9602 
14.4624 
12.0415 
9.69347 
7.41433 
5.20060 
3.04908 
,95607 
le s 
3 
36.4000 
35.9134 
34.8341 
33.3181 
31.4825 
29.4161 
27.1865 
24.8449 
22.4310 
19  9747 
17.4990 
15.0216 
12.5557 
10.1112 
7.69583 
5.31495 
2.97257 
6.71505 
-1.58638 
-3.79994 
-5.96857 
-8.09211 
-10.1708 
-12.2049 
-14.1950 
-16.1420 
-18.0466 
-19.9097 
-21.7324 
-23.5155 
-25.2601 
4 
62.1000 
61.6967 
60.7985 
59.5130 
57.9239 
56.0972 
54.0860 
51.9329 
49.6727 
47.3334 
44.9384 
42.5064 
40.0530 
37.5908 
35.1302 
32.6796 
30.2460 
27.8348 
25.4505 
23.0967 
20.7760 
18.4907 
16.2423 
14.0320 
11.8606 
9.72867 
7.63643 
5.5839 
3.57099 
1.59741 
-. 337212 
5 
102.600 
89.0159 
77.7783 
68.3247 
60.2488 
53.2513 
47.1082 
41.6493 
36.7440 
32.2912 
28.2118 
24.4435 
20.9368 
17.6522 
14.5579 
11.6284 
8.84264 
6.18356 
3.63697 
1.19119 
-1.16358 
-3.43558 
-5.63177 
-7.75808 
-9.81965 
-11.8209 
-13.7656 
-15 6571 
-17.4985 
-19.2924 
-21.0412 
* Inexact parameter values taken from Table  4-10 
4-12 
The f i v e  h e a t  balance equat ions governing t h i s  f i v e  node model a t  any 
t i m e  k ,  when the  d a t a  are obtained,  are given by the  fol lowing set 
of equat ions.  
(4-1) 
i = 1,2 ,3 ,4 ,5  
Where t h e  C 
A ' s  are the  necessary co r rec t ions  t o  t hese  va lues  such t h a t  a b e s t  
f i t  t o  t h e  m sets of d a t a  can be r e a l i z e d .  If  t he  parameters a r e  hard 
( t h e  nominal va lues  correspond t o  the  t r u e  va lues ) ,  t he  A ' s  assoc ia t ed  
wi th  these  parameters are set t o  zero. To ob ta in  a b e s t  f i t  t o  t he  m 
Qi , aij , and bij are nominal parameter va lues  and the  i' 
sets of d a t a ,  w e  wish t o  determine the  A ' s  i n  t h e  least squares  sense 
by minimizing t h e  fol lowing c r i t e r i o n  func t ions .  
i = 1,2,3,4,5 
Upon d i f f e r e n t i a t i n g  E 
t h e  r e s u l t a n t  equat ion  t o  zero,  w e  g e t  t he  fol lowing sets of 
normal equat ions ,  
w i th  r e spec t  t o  t h e  A ' s  and s e t t i n g  each of i 
m .  
(4-3) 
(4-4) 
m 
c -  Ji,k = 0 
k = l  
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m 
= 0 ; j = 1,2,.**,5 c -  (T-j ,ksTi,k) Ji,k k= 1 
4 4 = 0 ; j = 1,2, ..., 5 m 
k-1 
1 - (T j,k-T i,k) Ji,k 
where 
5 
E 
i = 1,2,. . . . ,5 
By solving for the A ' s  in the first set of normal equations corresponded 
to i = 1, the corrections to the various soft parameters associated 
with node 1 are obtained. These corrections are then substituted 
into the second set of normal equations corresponding to i = 2, 
wherever they occurred; this reduces the number of unknown A's and 
consequently the number of equations in the second set of normal 
equations. 
are then found. Upon having determined the corrections to the various 
soft thermal model parameters associated with node 2, they are substituted 
into the third set of normal equations corresponding to node 3 together 
with the corrections determined for node 1, wherever they occur; this 
reduces the number of unknown A's and consequently the number of equations 
The remaining A's in the second set of normal equations 
. in the third set of normal equations by a greater amount. The remaining 
A's in the third set of normal equations are then found. 
scheme continues until all the A's are solved for (until all five sets 
of normal equations are considered). 
This sequential 
The above equations were programmed and a number of test cases 
examined. These results were found to be quite unsatisfactory. It 
appeared that the probable cause of the inaccurate estimate was due 
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t o  i naccura t e  temperature de r iva t ive .  
information obtained from the  least squares  method, no f u r t h e r  a t tempt  
was made t o  continue the  regress ion  a n a l y s i s  method. 
Because of adequate base l ine  
4.3 KALMAN FILTERING METHOD 
The Kalman f i l t e r i n g  method w a s  discussed i n  considerable  d e t a i l  
i n  paragraph 3.2.1. The sequen t i a l  a spec t s  of t h i s  method were 
examined by using the  f ive -  and twenty-node models and a number of 
test  cases. Since these  test cases  employed numerically ca l cu la t ed  
temperature h i s t o r i e s ,  which are near  p e r f e c t ,  i t  w a s  necessary t o  
cons t ruc t  an a r t i f i c i a l  f i l t e r i n g  problem. 
The formulat ion of t h i s  a r t i f i c i a l  f i l t e r i n g  problem is  as 
fol lows.  The governing h e a t  balance equat ions a r e  f i r s t  arranged 
i n  the  fol lowing form, 
This is done by f i r s t  p lac ing  those terms t h a t  involve t h e  known 
(hard) model parameters on the  l e f t  hand s i d e ;  these  l e f t  hand terms 
a r e  combined t o  form an a r t i f i c i a l  measurement vec tor  (y*}. The 
remaining terms t h a t  involve t h e  unknown ( s o f t )  model parameters 
are placed on the  r i g h t  hand s i d e  t o  form [M]{x}, where {XI i s  
the  s ta te  vec to r  formed by t h e  unknown model parameters,  and [M] 
is t h e  a r t i f i c i a l  measurement mat r ix  t h a t  involve t h e  c o e f f i c i e n t s  
of t h e  unknown parameters. Since a l l  t h e  unknown parameters are 
considered t o  be cons tan t ,  t he  fol lowing r e l a t i o n  holds ,  
This gives  an i d e n t i t y  mat r ix  f o r  our updating mat r ix  [U]. 
t h e  vec to r s  {XI, {y*}, and t h e  matrices [MI and [U] formulated,  t h e  
Kalman f i l t e r  equat ions can be used t o  c o r r e c t  t he  thermal model 
parameters s equen t i a l ly  as soon as the  problem is  i n i t i a l i z e d  by 
assuming a p r i o r i  knowledge of t h e  unknown parameters,  i .e . ,  t h e  
assumptions of {xa) and [A] ( r e f e r  t o  paragraph 3.2.1). 
With 
I n  per turb ing  the  test  models, t h e  five-node model w a s  f i r s t  
considered wi th  the  measurement no i se  vec to r  {W) set t o  zero; t h i s  
means t h a t  t h e  Kalman f i l t e r i n g  scheme is being used t o  s o l v e  a 
d e t e r m i n i s t i c  problem. The f i r s t  case t r i e d  w a s  t h e  co r rec t ion  of 
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five s o f t  parameters,  two l i n e a r  and t h r e e  r a d i a t i o n ;  t h i s  case is 
t h e  same as t h e  one presented i n  Table 4-2 wi th  t h e  except ion t h a t  
t h e  Stefan-Boltzmann cons tan t ,  0, w a s  "rounded" t o  2.OxlO-' BTU/hr-ft2-OR . 
The r e s u l t s  as presented  i n  Table 4-13 were q u i t e  unsa t i s f ac to ry ;  a 
convergence t rend  w a s  i nd ica t ed  a f t e r  two sets of d a t a  were processed 
bu t  divergence from t h e  t r u e  va lues  occurred when a d d i t i o n a l  d a t a  
w e r e  processed. 
4 
A d e t a i l e d  examination of t h e  computer p r i n t o u t s  revealed t h a t  
t h e  state e r r o r  covariance matr ix ,  which should be a symmetric and 
p o s i t i v e  semide f in i t e  matr ix ,  became asymmetric a f t e r  having processed 
the  f i r s t  set  of da t a ;  t h e  asymmetry'became more and more pronounced 
when a d d i t i o n a l  d a t a  were processed. The asymmetry of t h e  state e r r o r  
covariance matr ix  caused the  parameters t o  diverge from t h e  t r u e  va lues .  
The cause of t h i s  asymmetry appeared t o  be numerical round-off e r r o r s  
even though s p e c i f i c  sources  could not  be i s o l a t e d .  
new subrout ine  c a l l e d  SYMFRC w a s  generated t o  f o r c e  symmetry of t h e  
off-diagonal elements by averaging the  values  of t h e  elements. SYMFRC 
w a s  employed t o  f o r c e  the  symmetry i n  t h e  state covariance matrix.  
t h i s  forced symmetircal matr ix ,  t h e  case wi th  t h e  two l i n e a r  and 
th ree  r a d i a t i o n  parameters w a s  reexamined. The r e s u l t s  as shown i n  
Table 4-14 w e r e  e x c e l l e n t .  
A s  a r e s u l t  a 
With 
The Kalman f i l t e r  w a s  examined f u r t h e r  by s tuding  the  following 
cases: 
sets; (2) one capac i to r ,  t h r e e  l i n e a r ,  and fou r  r a d i a t i o n  conductors 
wi th  no parallel set ;  (3)  fou r  l i n e a r  and fou r  r a d i a t i o n  conductors wi th  
one p a r a l l e l  set; ( 4 )  four  l i n e a r  and fou r  r a d i a t i o n  conductors wi th  
a l l  sets paral le l ;  and (5) th ree  l i n e a r  and f i v e  r a d i a t i o n  conductors 
w i th  t h r e e  p a r a l l e l  sets. The r e s u l t s  are tabula ted  i n  Table 4-15 t o  4-19. 
(1) fou r  l i n e a r  and fou r  r a d i a t i o n  conductors wi th  no p a r a l l e l  
It can be observed t h a t  i n  a l l  cases  wi th  t h e  except ion of case (5),  
(Table 4-19), exce l l en t  c o r r e l a t i o n  between t h e  ca l cu la t ed  parameter 
va lues  and t h e i r  t r u e  va lues  w e r e  obtained. The parameter va lues  
converged c l o s e r  and c l o s e r  t o  t h e i r  t r u e  va lues  as a d d i t i o n a l  temperature 
d a t a  were processed wi th  the  except ion of case ( 4 ) ,  (Table 4-18).. Case ( 4 )  
(Table 4-18) shows an undes i rab le  o s c i l l a t i o n  i n  one p a r a l l e l  p a i r  of 
parameters.  Case (5) shows t h a t  a l l  the  per turbed parameters converged 
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t o  va lues  w i t h i n  f r a c t i o n s  of one pe rcen t  of t h e i r  t r u e  va lues  a f t e r  having 
processed two sets of temperature d a t a ,  and then diverged to undesirable  
r e s u l t s .  
De ta i l ed  examination of t h e  Kalman f i l t e r  equat ions ind ica t ed  t h a t  
numerical  e r r o r s  probably caused t h e  divergence and o s c i l l a t i o n s .  The 
n a t u r e  of t h e  Kalman f i l t e r  equat ions is  such t h a t  by s e t t i n g  t h e  
measurement n o i s e  v e c t o r  t o  zero,  i t  is  necessary t o  i n v e r t  a matr ix  
given by [M][A][M] ( r e f e r  t o  Equation (3-81)). When t h e  unknown parameter 
va lues  approaches t h e i r  t r u e  values ,  t h e  elements i n  t h e  s ta te  e r r o r  
covariance ma t r ix  becomes very s m a l l .  
elements are very s m a l l  poses numerical problem. This problem w a s  
e l iminated by employing an a r t i f i c i a l  measurement n o i s e  v e c t o r  whose 
elements are s m a l l ,  s t a t i o n a r y  and uncorrelated;  case (5) w a s  then rerun. 
The r e s u l t s  are t abu la t ed  i n  Table 4-20. It can be  observed t h a t  e x c e l l e n t  
T 
The inve r s ion  of matrices whose 
c o r r e l a t i o n s  between t h e  ca l cu la t ed  va lues  and t h e i r  t r u e  values  were 
obtained;  convergence t o  t h e  t r u e  parameter values  w e r e  obtained as more 
and more temperature d a t a  were processed. 
For t h e  twenty-node model, a case wi th  twenty l i n e a r  conductors 
perturbed. 
A f u r t h e r  s tudy w a s  made by pe r tu rb ing  a l l  t h e  parameters with t h e  
exception of t h e  h e a t  i n p u t ,  9 ' s .  The number of s o f t  parameters t o t a l e d  
eighty-four (84) as shown i n  Table A-5. The r e s u l t s  were e x c e l l e n t  
as shown i n  Table 4-22. A s  a n o t e  of i n t e r e s t ,  t h i s  case required 
approximately 20,000 core l o c a t i o n s  and a run t i m e  of approximately 
4 minutes (nine pas ses ) .  
Exce l l en t  r e s u l t s  w e r e  obtained as t abu la t ed  i n  Table 4-21. 
Another p a r t i c u l a r  no te  of importance is  t h a t  no at tempt  w a s  made 
t o  inc lude  temperature s p a r s i t y  because of programming complexities 
and because of problems confronted with t h i s  temperature s p a r s i t y  
cons ide ra t ion  using Program MAFIA. These problems are app l i cab le  
t o  both c o r r e l a t i o n  techniques; d i scuss ion  of t h e s e  problems are 
found i n  t h e  next  s e c t i o n  and Appendix C. 
Unperturbed mathematical models w e r e  analyzed i n  o rde r  t o  produce 
simulated test da ta .  In  t h e  e a r l y  s t a g e s  t h e  temperatures a t  two 
success ive  t i m e  p o i n t s  divided by t h e  t i m e  s t e p  w e r e  used f o r  t h e  
temperature d e r i v a t i v e s .  However, t h i s  provided t h e  T d o t  va lue  over 
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TABLE 4-22 
TWENTY-NODE MODEL, KALMAN FILTER 
36 L inea r  & 28 Rad ia t ive  Conductors, 20 Capacitances 
(Artificial Noise, Forced Symmetry of S t a t e  E r r o r  Covariance Matrix) 
I 
Unknokn 
Para- 
meters 
c1 
c2 
c3 
c4 
c5 
c7 
c9 
c lo  
cll 
c12 
‘6 
‘8 
‘13 
‘14 
‘15 
‘16 
‘17 
‘18 
c19 
‘20 
a12 
a14 
a16 
17  a 
a23 
a 2,15 
a34 
a36 - 
4 
True 
Value 
.05 
-
1 
r r  
.05 
.5 
A 
t 
.5 - 
E s t i m a t e  
A f t e r  9 t h  
S e t  of Data 
,0498935 
.0499921 
,0500326 
.0496892 
,0501638 
.0500891 
,0477995 
.0507621 
.0497347 
.0500998 
.0498834 
.0480263 
.0493641 
.0498457 
.0491943 
.0504122 
.0499071 
,0506099 
.0497443 
.0493960 
.500243 
.497493 
.497666 
.498447 
.500335 
500291 
-49 7 182 
.500888 
Unknown 
Para- 
meters 
45 
4,20 
a 
a 
a5 6 
a58 
a 
a6 7 
a78 
a 
a89 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
5,20 
7,lO 
8,19 
9,lO 
9,12 
9,19 
10 ,11  
11 > 12  
11,14 
12,13 
12,18 
13,14 
13,16 
13,18 
14,15 
15,16 
16,17 
17,18 
17,20 
18,19 
19,20 
L1 
E s t i m a t e  
A f t e r  9 t h  
S e t  of Dat; 
.502054 
.489397 
.500873 
.501775 
.500681 
.500894 
.4568612 
.501038 
.496495 
.511881 
,499504 
.496274 
.499056 
.500379 
,496140 
.498470 
.496418 
.470691 
.498318 
+ 495731 
.496732 
.498458 
.523403 
.500182 
.496115 
.499229 
.515076 
.465891 
Unknow 
Para- 
meters 
Obi, 2 1  
Ob2, 21  
Ob3, 21  
Ob4 , 21  
Ob9, 21  
%o, 2 
O b l l ,  2 
Ob12, 2 
Ob2O, 2 
Ob17, 2 
Ob7, 2 1  
Ob15, 2 
Ob18,  2 
Ob19, 2 
Ob8 ,  21  
Ob16, 2 
ub7,15 
ub8, 16 
Ob7, 16  
Ob8, 15 
Ob7, 18 
Ob7,19 
Ob8, 18 
Ob8,19 
Ob15,11 
Ob15,  l! 
ub16, l! 
Ob16, 8 -
True 
V a h  -
* 
* - 
E s t i m a t e  
A f t e r  9 t h  
S e t  of Data 
5 . 0 4 6 1 3 ~ 1 0 - ~ ~  
4 . 9 9 5 3 8 ~  
5 . 0 1 4 7 7 ~  
5 . 0 0 5 7 5 ~  
4 . 9 7 5 3 8 ~  
5 . 0 0 8 0 3 ~  
4 .98179~  
4 . 8 3 8 4 4 ~  
4 . 9 9 4 6 4 ~  
5 . 0 4 6 2 1 ~  
4 . 8 7 0 9 8 ~  
4 . 8 9 3 9 9 ~  
5 . 2 4 5 7 2 ~  
4 . 7 7 0 6 2 ~  
5 . 0 4 0 0 9 ~  
5 . 1 5 0 9 3 ~  
3 . 9 0 6 0 5 ~  
5 . 5 3 6 2 4 ~  
4 . 1 7 9 2 3 ~  
4 . 0 6 6 9 7 ~  
5 . 0 2 3 6 1 ~  
5 . 3 4 6 7 9 ~  
5 . 5 4 9 6 1 ~  
5 . 2 0 8 4 3 ~  
5 . 9 5 4 6 6 ~  
5 . 1 0 0 8 1 ~  
4 . 0 3 5 3 6 ~  
4. 83587x10-lo 
- 10 * For Convenience, ob. .  were a l l  set equa l  to 5 . 0 ~ 1 0  
1J 
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a t i m e  space when i t  w a s  r equ i r ed  a t  a t i m e  point .  
several parameter c o r r e c t i o n  methods diverged due t o  t h i s  inaccuracy. 
A subrout ine w a s  then coded-which u t i l i z e d  t h e  pseudo-compute sequence 
t o  c a l c u l a t e  t h e  n e t  h e a t  flow i n t o  each node a t  a t i m e  p o i n t ;  t hese  
va lues  divided by the  nodal capaci tance provides an accu ra t e  t i m e  
p o i n t  T dot .  While t h i s  method i s  s u i t a b l e  f o r  simulated test d a t a ,  
a c t u a l  test d a t a  w i l l  r e q u i r e  smoothing and f i t t i n g  techniques i n  
o r d e r  t o  o b t a i n  f a i r l y  accu ra t e  T dot  values .  
4 . 4  PROGRAM MAFIA 
Consequently, 
The c o r r e l a t i o n  method denoted i n  Program MAFIA w a s  discussed 
i n  paragraph 3.1.5. This method w a s  appl ied t o  t h e  five-node thermal 
mdoel w i th  ca l cu la t ed  temperature h i s t o r i e s  as t h e  temperature 
measurements. These a r t i f i c i a l  temperature measurements were then 
used t o  estimate t h e  unknown ( s o f t )  thermal model parameters. 
A t o t a l  of t h r e e  cases were considered. The f i r s t  case cons i s t ed  
of e s t ima t ing  t e n  parameters ( f i v e  para l le l  s e t s )  assuming a l l  f i v e  
nodes measured. The second case consis ted of e s t ima t ing  the  same 
t e n  parameters w i th  an a d d i t i o n a l  one r ep resen t ing  t h e  
of node 4 and assuming only f o u r  nodes measured; t hese  
nodes are 1, 2 ,  3 ,  and 5. The t h i r d  case cons i s t ed  of 
t h e  same t e n  parameters with two a d d i t i o n a l  parameters 
t h e  i n i t i a l  temperatures of nodes 2 and 4 and assuming 
nodes measured; t h e s e  measured nodes ar 1, 3 ,  and 5. 
i n i t i a l  temperature 
measured 
e s t ima t ing  
r ep resen t ing  
only t h r e e  
For t h e  f i r s t  two cases ,  two pe r tu rba t ions  each w e r e  considered. 
These pe r tu rba t ions  represented one wi th  a p r i o r i  knowledge and t h e  
o t h e r  without  a p r i o r i  knowledge of t h e  unknowns. The r e s u l t s  f o r  
t h e s e  two cases are t abu la t ed  i n  Tables 4-23 & 4 - 2 4 .  From Table 4-23 i t  
can be observed t h a t  relative good c o r r e l a t i o n s  between t h e  est imated 
va lues  and t h e i r  t r u e  va lues  w e r e  r e a l i z e d .  A comparison of t h e  
estimates between those obtained with a p r i o r i  information concerning 
t h e  unknowns and those obtained without  a p r i o r i  information showed 
t h a t  b e t t e r  r e s u l t s  w e r e  obtained without a p r i o r i  information. 
This w a s  due t o  t h e  f a c t  t h a t  i n  the  method of least squares ,  t h e  
a p r i o r i  informations are used as a d d i t i o n a l  measurements. When 
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TABLE 4-23 
FIVE-NODE MODEL, PROGRAM MAFIA 
TABLE 4-24 
Unknown 
Parameters 
FIVE-NODE MODEL, PROGRAM MAFIA 
Four Nodes Measured 
True 
Values 
521.8 
0.5 
0.5 
0.2 
1 
0.2 
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a p r i o r i  informations are used, proper weights t o  t h e s e  a p r i o r i  
informations must a l s o  be  used. When improper weights are used, t h e  
a p r i o r i  informations becomes a bad set of d a t a ,  and wi th  t h i s  a d d i t i o n a l  
bad set  of d a t a  w i l l  g ive  i n f e r i o r  r e s u l t s  than e s t ima t ion  without  
using t h i s  bad set  of data .  This comparison p o i n t s  ou t  t h e  f a c t  t h a t  
when t h e  method of least  squares  i s  t o  be used, i t  is  o f t e n  
p r e f e r a b l e  t o  use  i t  without a p r i o r i  informations.  I f  a p r i o r i  
informations are t o  be used, a r e l a t i v e l y  accu ra t e  knowledge of t h e  
e r r o r s  of t h e  a p r i o r i  estimates must be a v a i l a b l e ,  i . e . ,  t h e  
knowledge of t h e  e r r o r  convariance matr ix  concerning t h e  a p r i o r i  
estimates. 
The r e s u l t s  of t he  t h i r d  case with the  same five-node thermal 
model as used i n  t h e  f i r s t  and second case w a s  found t o  be q u i t e  
u n s a t i s f a c t o r y .  These r e s u l t s  are t abu la t ed  i n  Table 4-25. Although 
t h e  r e s u l t s  shows t h a t  t he  values  obtained f o r  t h e  unknown conduction 
conductances w e r e  i n  s e r i o u s  e r r o r  and t h e  i n i t i a l  temperatures 
es t imated f o r  t h e  unmeasured nodes; nodes 2 and 4 w e r e  i naccura t e  
by approximately +18 and -18"F, r e spec t ive ly .  The reason f o r  
t h e s e  r e s u l t s  became evident  a f t e r  a c l o s e  s c r u t i n y  of t h e  thermal 
model. The h e a t  balance equations governing nodes 2 and 4 were 
found t o  be i d e n t i c a l .  This meant t h a t  node 2 and node 4 could no t  
be d i s t ingu i shed ,  (observed) and t h e  simultaneous e s t ima t ion  of t he  
unknown parameters and i n i t i a l  temperatures a t  nodes 2 and 4 could 
n o t  be accomplished. 
The problem of o b s e r v a b i l i t y  w a s  s tud ied  f u r t h e r  by using a 
s l i g h t l y  modified five-node thermal model constructed by e l imina t ing  
t h e  couplings between nodes 1 and 4 and nodes 2 and 5 from t h e  o r i g i n a l  
five-node model. 
between nodes 2 and 4 .  The t h e o r e t i c a l l y  c a l c u l a t e d  temperature 
h i s t o r i e s  f o r  nodes 1, 3 and 5 f o r  t h i s  model were then used as 
measurement d a t a  t o  estimate t h e  t e n  unknown parameters and t h e  
i n i t i a l  temperatures f o r  nodes 2 and 4.  
i n  Table 4-26. It can be observed t h a t  c o r r e l a t i o n  between the  
est imated va lues  and t h e i r  t r u e  va lues  w a s  n o t  s a t i s f a c t o r y .  
The decoupling appeared t o  s a t i s f y  o b s e r v a b i l i t y  
The r e s u l t s  are t abu la t ed  
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TABLE 4-25 
FIVE-NODE MODEL, PROGRAM MAFIA 
Three Nodes Measured 
(Nodes 2 and 4 I n d i s t i n g u i s h a b l e )  
Unknown 
Parameters 
T2 ( t o )  
T4 ( t o )  
12 a 
15  a 
a2 3 
a34 
45 a 
b12 
b15 
b23 
b45 
b34 
a P r i o r i  
E s t i m a t e s  
567. 
522. 
0.8 
1.0 
0.3 
0.1 
0.4 
0.3 
0.4 
0 . 1  
0.5 
0.7 
G(Weight f o r  
t h e  a P r i o r i  
E s  t i m a t  es ) 
50. 
50. 
0.5 
t 
I 
0.5 
0.5 
0.5 
Calcu la ted  
Values 
585.4 
503.2 
0.441 
0.578 
0.488 
0.526 
0.390 
' 0.255 
0.090 
0.220 
0.161 
0.363 
True 
Values 
567.3 
521.8 
0.5 
1 
1 
0.5 
0.2 
0.2 
TABLE 4-26 
FIVE-NODE MODEL, PROGRAM MAFIA 
Three Nodes Measured 
(Nodes 2 and 4 Assumed t o  be Di s t ingu i shab le )  
Unknown 
Parameters 
T2 (to) 
T4 ( to )  
12 
15  
23 
a 
a 
a 
a34 
a45 
b12 
15 
b23 
b34 
b45 
Calcula ted  
Values 
559.6 
521.5 
-0.247 
0.678 
0.382 
0.907 
0.715 
1.14 
-0.131 
0.403 
-0.171 
0.138 
True 
Values 
567.9 
5'21.7 
0.5 
1 
1 
0.5 
0.2 
0.2 
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A t  t h e  p r e s e n t  t i m e ,  t h e  only p l a u s i b l e  explanat ion is t h a t  t h e  
o b s e r v a b i l i t y  w a s  n o t  s a t i s f i e d .  A d i scuss ion  of o b s e r v a b i l i t y  
of t h e  thermal networks i s  presented i n  Appendix C.  
4.5 SUMMARY 
The r e s u l t s  of t h e  s t u d i e d  c o r r e l a t i o n  methods have revealed a 
number of i n t e r e s t i n g  problem areas such as temperature s p a r s i t y  
and numerical  round-off e r r o r s  and a t  t h e  same t i m e  have y i e lded  en- 
couraging parameter e s t ima t ion  p o s s i b i l i t i e s .  
squares  wi th  t h e  n e t  h e a t  f l u x  r e s i d u a l  provided considerable  i n s i g h t  
on t h e  accuracy needs of t h e  c o r r e l a t i o n  methods which do n o t  account 
f o r  noisy measurements. The Kalman f i l t e r  revealed t h a t  t h e  c o r r e c t i o n  
of a l a r g e  number of parameters i s  indeed f e a s i b l e  under r e l a t i v e l y  
i d e a l  condi t ions;  i t  remains t o  be  seen how less- than-ideal  condi t ions 
a f f e c t s  t h e  parameter e s t ima t ion  q u a l i t i e s  of t h e  Kalman f i l t e r .  
Program MAFIA revealed some of t h e  problems of temperature s p a r s i t y  
and d i r e c t e d  some prel iminary e f f o r t  i n  t h e  area of o b s e r v a b i l i t y  
of thermal networks. 
The method of least 
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5.0 PROBLEM AREAS AND SYSTEM PROGRAMMING CONSIDERATIONS 
Parameter e s t ima t ion  of a l a r g e  thermal network p r e s e n t s  many 
t e c h n i c a l  d i f f i c u l t i e s ,  some of which are d i r e c t l y  a p p l i c a b l e  t o  t h e  
c o r r e l a t i o n  methods and t h e  remainder concerned with r e l a t e d  and highly 
important areas. Systems programming r e p r e s e n t s  a c r i t i c a l l y  important 
cons ide ra t ion  t h a t  must be resolved before  a p r a c t i c a l  c o r r e l a t i o n  
method becomes a r e a l i t y .  The p r e s e n t l y  recognized and expected problem 
areas and a few of t h e  planned system programming a spec t s  are discussed.  
5 .1  PROBLEM AREAS 
5.1.1 S p a r s i t y  of Temperature Measurements 
The accommodation of s p a r s e  temperature measurements remains a 
h igh ly  c r i t i c a l  and p r e s e n t l y  unsolved problem. Its s o l u t i o n  r ep resen t s  
a necessary condi t ion before  a meaningful and p r a c t i c a l  c o r r e l a t i o n  
method i s  poss ib l e .  
present s tudy and is  reported i n  Appendix C.  The r e s u l t s  are r a t h e r  
incomplete and fragmentary b u t  are presented a t  t h i s  t i m e  only t o  
i n d i c a t e  t h e  na tu re  and s i g n i f i c a n c e  of t h e  gene ra l  problem of 
o b s e r v a b i l i t y  of non l inea r  systems and i t s  relevance t o  thermal 
network co r rec t ion .  
This problem has been b r i e f l y  explored i n  t h e  
5.1.2 Temperature Dependent Coef f i c i en t s  
From t h e o r e t i c a l  cons ide ra t ions ,  temperature dependent c o e f f i c i e n t s  
are n o t  expected t o  Present  undue d i f f i c u l t i e s .  For example, i f  t h e  
c o e f f i c i e n t s  can be  expressed as a product of two terms, one being 
temperature dependent and t h e  o t h e r  constant  w i th  only t h e  constant  
p a r t  being c o r r e c t i b l e ,  the c o r r e l a t i o n  methods are d i r e c t l y  app l i cab le .  
Temperature dependent c o e f f i c i e n t s  w e r e  d iscussed i n  Paragraph 3.2.1, 
K a l m a n  F i l t e r .  I f  t h e  temperature dependent c o e f f i c i e n t s  cannot b e  
adequately represented i n  t h i s  manner, an a l t e r n a t i v e  i s  t o  assume 
a constant  c o e f f i c i e n t  over a s p e c i f i e d  t i m e  per iod;  th i s  y i e l d s  
a s tepwise r e p r e s e n t a t i o n  of t h e  c o e f f i c i e n t s .  Poss ib l e  problem 
areas inc lude  d i f f i c u l t i e s  t h a t  may b e  encountered because of the 
increased non- l inea r i ty  of t h e  h e a t  balance equat ions and program 
d i f f i c u l t i e s  because of the need f o r  increased co re  loca t ions .  
5-1 
5.1.3 I d e n t i f i c a t i o n  of Sof t  Parameters 
I n  t h e  s tudy conducted so f a r ,  a l l  t he  s o f t  parameters were e i t h e r  
s p e c i f i e d  o r  mixed wi th  hard parameters;  t hese  hard parameters were 
then t r e a t e d  as s o f t .  For s m a l l  thermal network t h e  inc lus ion  of 
t he  hard parameters as s o f t  may be p r a c t i c a l  and thus considered 
realist ic,  bu t  l imi t ed  core s t o r a g e  loca t ions  w i l l ,  i n  genera l ,  prevent  
a scheme of t h i s  type.  A s  a r e s u l t  some means of i d e n t i f y i n g  t h e  s o f t  
parameters should be provided i n  add i t ion  t o  the  manual means employed 
by t h e  engineer  d i r e c t l y .  U s e  of s e n s i t i v i t y  c o e f f i c i e n t s  appears t o  
be an a t t r a c t i v e  w a s  f o r  providing t h i s  information. However, a complete 
s tudy  w i l l  be requi red  before  its f e a s i b i l i t y  and p r a c t i c a l i t y  can 
be e s t ab l i shed .  
5.1.4 Measured Temperature Data 
The experimental  da t a  is t o  be provided by NASA/MSC i f  a v a i l a b l e .  
However, i t  is  of p a r t i c u l a r  importance t o  i n d i c a t e  t h a t  t h e  accuracy 
of t h i s  information i s  e s s e n t i a l  f o r  any network co r rec t ion  scheme. 
The s tudy conducted he re to fo re  employed ca l cu la t ed  temperature and 
temperature d e r i v a t i v e  va lues  which i n  essence w e r e  near-perfect .  
It remains t o  be seen what e f f e c t s  i naccura t e  temperatures w i l l  have 
on the  accuracy of t he  parameter es t imat ion .  It is a l s o  clear t h a t  
experimental  temperature da t a  must a l s o  be processed t o  e l imina te  
obvious erroneous measurements and t o  smooth, perhaps i n  a least  
squares  sense,  t h e  remaining da ta .  
provide t h e  necessary processing and e d i t i n g  of t h e  experimental  
i n t e r f a c e  da ta .  
It i s  assumed t h a t  NASA/MSC w i l l  
5.2 SYSTEMS PROGRAMMING CONSIDERATIONS 
Meaningful c o r r e l a t i o n  methods can become a r e a l i t y  only i f  a 
. number of system programming cons idera t ions  can be resolved.  Some 
of t hese  are discussed below. 
5.2.1 Local Region I s o l a t i o n  
Local region i s o l a t i o n  is a p a r t i c u l a r  important systems problem 
t h a t  must be  f u l l y  implemented before  a l a r g e  network co r rec t ion  
technique can a c t u a l l y  become a r e a l i t y .  
t he  temperatures measured and t h e o r e t i c a l ,  a programming scheme 
can be  developed t o  do t h i s .  
It i s  hoped t h a t  by comparing 
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5.2.2 I d e n t i f i c a t i o n  and Bounding of  S o f t  Parameters 
Theore t i ca l  a spec t s  of s o f t  parameter i d e n t i f i c a t i o n  w e r e  discussed 
i n  a paragraph above. From a p r o g r m i n g  s t andpo in t ,  a s i n g l e  
sub rou t ine  t o  service any parameter c o r r e c t i o n  scheme (within 
reasonable  c o n s t r a i n t s )  i s  being considered; t h i s  would thus allow 
s t anda rd iza t ion  of i d e n t i f i c a t i o n  and bounding of information. 
Input  d a t a  would c o n s i s t  of any a r r a y  of t r i p l e t  va lues  f o r  each 
s o f t  parameter. 
o t h e r  two would be the  abso lu te  lower and upper bounds. 
subrout ine would r eo rde r  t he  parameters i n t o  a des i r ed  sequence and 
p r i n t  a d i c t i o n a r y  i d e n t i f y i n g  t h e  s o f t  parameter and i t s  r e l a t i v e  
parameter number. 
The f i r s t  would i d e n t i f y  t h e  parameter while  t h e  
The 
5.2.3 Input  of T e s t  Data 
The subrout ine t o  perform t h i s  func t ion  would be customized t o  
t h e  p a r t i c u l a r  parameter c o r r e c t i o n  subrout ine which i t  services and 
a l s o  t o  the  i n p u t  format of t he  t es t  da t a .  It would r e q u i r e  s u f f i c i e n t  
information s o  t h a t  i t  could c o r r e l a t e  t he  tes t  d a t a  w i t h  the  a n a l y t i c a l  
node po in t s .  A smoothing operat ions should be a v a i l a b l e  i f  needed 
i n  o rde r  t o  i n s u r e  smooth continuous func t ions  and a l s o  t o  c a l c u l a t e  
temperature d e r i v a t i v e s .  
5.2.4 Parameter Correct ion Subroutine 
N o  matter what method i s  used t h i s  subrout ine w i l l  be  required 
t o  i n i t i a l i z e  i t s e l f  by ob ta in ing  matr ix  s t o r a g e  areas from 
dynamic core s to rage .  
minable from paragraph 5.2.2 and 5.2.3 above. 
t h e  parameter c o r r e c t i o n  subrout ine w i l l  i n t e r n a l l y  ca l l  upon t h e  
i d e n t i t y  and test d a t a  subrout ines .  It w i l l  then ca l l  upon lower 
l e v e l  sub rou t ines  t o  form t h e  matrices r equ i r ed  by i t s  p a r t i c u l a r  
method and cal l  upon t h e  SINDA matr ix  manipulation subrout ines  
t o  perform any a d d i t i o n a l  ope ra t ions  required.  
The s i z e  requirements are immediately deter-  
I n  a l l  p r o b a b i l i t y ,  
5.2.5 Rerun and V e r i f i c a t i o n  
Since t h e  test  d a t a  is  normally a t  a d i f f e r e n t  frequency than 
t h e  a n a l y t i c a l  conputation s t e p  and u s u a l l y  several t i m e  slices are 
necessary be fo re  parameter c o r r e c t i o n  i s  poss ib l e ,  automatic r e c a l c u l a t i o n  
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of t h e  network wi th  t h e  cor rec ted  parameters cannot be  con t ro l l ed  by 
t h e  subrout ine  discussed i n  paragraph 5.2.4 above. This  func t ion  must 
be performed by an a d d i t i o n a l  subrout ine  placed i n  t h e  execut ion block 
which would c o r r e c t  t h e  s o f t  parameters,  se t  t i m e  and temperatures 
back some previous va lue  and l o g i c a l l y  rou te  t h e  sequence of opera t ions  
t o  aga in  c a l l  upon t h e  network s o l u t i o n  subrout ine.  
5.3 SUMMARY 
These problem areas were presented he re  t o  i n d i c a t e  t h a t  a number 
of problems d i r e c t l y  r e l a t e d  t o  a c o r r e l a t i o n  method and a number of 
systems programming cons idera t ions  must he  resolved before  a p r a c t i c a l  
c o r r e l a t i o n  method f o r  a l a r g e  thermal network becomes a r e a l i t y .  
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6.0 RECOMENDATIONS 
It was the original intent of this Phase I study to make a 
specific recommendation of a correction method that indicated at 
least potentially the capability to correct parameters of a large 
thermal network, given temperature measurements. On the other hand, 
if the results were negative, then the conclusions must so indicate. 
The results in many respects are quite promising and in other 
respects as indicated by the discussion on problem areas, less so. 
The chief concern at the present time is the accommodation of the 
sparsity of temperature measurements. Sufficient information has 
not been generated nor results obtained to make a realistic assessment 
on the magnitude of sparsity that can be handled. It is clear however 
that if a high percentage of temperature measurements are available 
or that the measurements are properly located, either the one-pass 
method or the sequential method can satisfactorily correct the parameters 
of a thermal network. The size of the thermal network remains an 
unanswered question. Other considerations such as core storage 
requirements, programming sophistication, numerical errors, etc. will 
govern which of the two methods should ultimately be employed. A s  
a result, the following recommendation is made based upon the results 
of the present study and anticipated results. 
It is recommended that both the one-pass method and the sequential 
method be studied further in Phase I1 until a more definite conclusion 
can be made. Simultaneously, other system aspects of the correlation 
methods will be developed in such a way that both methods can be 
handled directly. 
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APPENDIX A FIVE- AND TWENTY-NODE THEORETICAL MODELS 
The parameter e s t ima t ion  ( c o r r e l a t i o n  techniques) methods were 
s t u d i e d  i n  d e t a i l  by t h e  use of t h e  5- and 20-node models i l l u s t r a t e d  
i n  Figures  A-1 and A-2. 
t h e  mechanism of h e a t  conduction and thermal r a d i a t i o n  are well-represented. 
These p a r t i c u l a r  models were chosen because 
The five-node model provides a prel iminary test of t h e  several 
c o r r e l a t i o n  methods that have passed t h e  i n i t i a l  and secondary 
screening.  The twenty-node model provides  a more severe test of 
t h e  techniques s t u d i e d  wi th  t h e  five-node model and provides  some 
i n s i g h t  on t h e  problems of model s i z e ;  f o r  example numerical e r r o r s  
may be  of p a r t i c u l a r  importance. 
A . 1  FIVE-NODE MODEL 
The five-node model as p i c t u r e d  i n  Figure A-1 can be descr ibed 
as a hollow cube wi th  one f a c e  open t o  space. This model allows 
a good mixture of conduction and r a d i a t i o n  exchange and provides a 
reasonable  test of t h e  c o r r e l a t i o n  methods s i n c e  t h e  r a d i a t i o n  
exchange i s  an o r d e r  of magnitude smaller than t h e  h e a t  conduction 
flow from one s u r f a c e  t o  another.  The thermal p r o p e r t i e s  and 
environmental condi t ions are t abu la t ed  i n  Table A-2 and t h e  t r a n s i e n t  
response of each nodal temperature s t a r t i n g  from t h e  s t eady  state 
temperature i s  t abu la t ed  i n  Table A-3. 
A . 2  TWENTY-NODE MODEL 
The twenty-node model as p i c t u r e d  i n  Figure A-2 is a l a r g e r  
ve r s ion  (more nodes) of t h e  hollow-cube of Figure A-1. This model 
provides t h e  same c h a r a c t e r i s t i c s  of t h e  smaller five-node model 
w i th  t h e  a d d i t i o n a l  complexi t ies  a s s o c i a t e d  wi th  a l a r g e r  system 
t h a t  magnifies t h e  computer s t o r a g e ,  numerical e r r o r s ,  and prograrmning 
s u b t l e t i e s .  The thermal p r o p e r t i e s  and environmental cond i t ions  
are t a b u l a t e d  i n  Table A-4; t h e  nominal parameter va lues  are t abu la t ed  
i n  Table A-5 and t h e  t r a n s i e n t  response of a few s e l e c t e d  nodal  
temperature s t a r t i n g  from t h e  s t eady  s ta te  temperature is t ab lua ted  
i n  Table A-6. 
A- 1 
2 
(a) F i v e - N o d e  Model 
C 
1 
5 
3 
7 
(b) F i v e - N o d e  Model F o l d e d  Inside Out 
0 
-460OF 
6 (Space) 
FIVE A-1 FIVE-NODE HOLLOW CUBE MODEL 
A-2 
- 
1 5  
f 14 
- 
2 I 
1 3  
/ / / /  
1 8  
5 
/ 
8 
(a> Twenty-Node Model 
Insu la t ed  m 
(b) Twenty-Node M o d e l  Folded I n s i d e  Out 
FIGURE A-2 TWENTY-NODE HOLLOW CUBE MODEL 
A-3 
TABLE A-1 
FIVE-NODE MODEL, THERMAL-GEOMETRICAL PROPERTIES AND 
EXTERNAL INPUT 
Emissivi ty  (Dimensionless 
Externa l  
I n t e r n a l  
H e a t  Input  (BTU/hr) 
Steady State 
Trans ien t  
I n i t i a l  Temp. f o r  Trans. 
(OF) '(From Steady State 
Values) 
Density ( y , l b / f t 3 )  
Heat Capacity,  C 
Thermal Conduct ivi ty ,  k ,  
(BTU/hr OF/f t )  
Dimensions (f t )  
(BTU/lb OR) P 
Shape Fac tors  Between I 
1 
1 
100 
100 
64.9 
2 
0 
1 
150 
0 
114.6 
- 
3 
1 
1 
0 
0 
36.4 
4 - 
0 
1 
0 
0 
62.1 
1 
1 
300 
0 
102.6 
A l l  
l ' x l 'x .005  
0 . 2  
Sink Temperature (OF) -460 
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n 
d 
h l N N N N h l 0 0 0 0 0  * o m  0 
F l o o o o o r - l F l  m 
N N N N N N N N N N N  
o o o o o o o o o I - l F l  
Frr 
0 
2 
Ei a
Fr 
k c 
\ 
3 
0 
s 
F 
&4 
.c 
\ 
0 
z a 
n n n  
d .: a 
2 
W 
e 
.5 
g 
a 
W 
d 
a, 
B 
.I4 a 
I2 
W 
L n l n m m l n m m l n N N h l  
0 0 0 0 0 0 0 0 0 0 0  
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TABLE A- 3 
FIVE-NODE MODEL, TRANSIENT RESPONSE* 
rime 
(hr) 
0 
0.01 
0.02 
0.03 
0.04 
0.05 
0.06 
0.07 
0.08 
0.09 
0.10 
0.11 
0.12 
0.13 
0.14 
0.15 
0.16 
0.17 
0.18 
0.19 
0.20 
0.21 
0.22 
0.23 
0.24 
0.25 
0.26 
0.27 
0.28 
0.29 
0.30 
1 
64.9000 
64.5399 
63.5530 
62.1140 
60.3527 
58.3656 
56.2249 
53.9843 
51.6841 
49.3543 
47.0173 
44.6896 
42.3831 
40.1067 
37.8665 
35.6669 
33.5107 
31.3997 
29.3348 
27.3162 
25.3440 
23.4176 
21.5363 
19.6992 
17.9052 
16.1534 
14.4425 
12.7715 
11.1391 
9.54414 
7.98557 
2 
114.600 
107.332 
100.527 
94.1494 
88.1628 
82.5323 
77.2253 
72.2120 
67.4659 
62.9629 
58.6818 
54.6038 
50.7118 
46.9909 
43.4277 
40.0101 
36.7275 
33.5702 
30.5295 
27.5976 
24.7676 
22.0329 
19.3879 
16.8271 
14.3460 
11.9399 
9.60494 
7.33739 
5.13385 
2.99120 
906536 
3 
36.4000 
36.0388 
35.0404 
33.5730 
31.7631 
29.7060 
27.4744 
25.1234 
22.6951 
20.2213 
17.7266 
15.2293 
12.7434 
10.2794 
7.84513 
5.44614 
3.08657 
.769264 
-1.50392 
-3.73185 
-5.91397 
-8.05015 
-10.1406 
-12.1858 
-14.1864 
-16.1432 
-18.0570 
-19.9289 
-21.7598 
-23.5507 
-25.3027 
4 
62.1000 
61.8077 
60.9943 
59.7715 
58.2266 
56.4291 
54.4349 
52.2891 
50.0286 
47.6834 
45.2782 
42.8330 
40.3642 
37.8853 
35.4074 
32.9392 
30.4880 
28.0596 
25.6588 
23.2890 
20.9533 
18.6537 
16.3920 
14.1693 
11.9865 
9.84391 
7.74188 
6.68038 
3.65926 
1.67820 
-. 263203 
5 
102.6000 
88.9352 
77.6165 
68.0930 
59.9625 
52.9261 
46.7583 
41.2869 
36.3793 
31.9323 
27.8648 
24.1130 
20.6263 
17.3640 
14.2936 
11.3887 
8.62788 
5.99363 
3.47152 
1.04961 
-1.28201 
-3.53172 
-5.70654 
-7.81245 
-9.85455 
-11.8372 
-13.7644 
-15.6393 
-17.4649 
-19.2439 
-20.9785 
* Nominal parameter values as indicated in Table A-2 
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TABLE A-5 
TWENTY-NODE MODEL. NOMINAL I 
0.5 BTU/hr°F 
0.5 BTU/hr0F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr0F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr0F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr0F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
11,12 
11 ,14  
12,13 
12 ,18  
13,14 
13,16 
13,18 
14,15 
15,16 
16,17 
17,18 
17,20 
18,19 
19,20 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
b1,21 
b2, 2 1  
b3,21 
b4, 2 1  
b9,21 
b l O ,  2 1  
bll, 2 1  
b12 y 2 1  
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
0.5 BTU/hr°F 
1 (no dimen.) 
1 (no dimen.) 
1 (no dimen.) 
1 (no dimen.) 
1 (no dimen.) 
1 (no dimen.) 
1 (no dimen.) 
1 (no dimen.) 
b17, 2 1  
b 7 , 2 1  
b15, 2 1  
b18, 2 1  
b19, 21 
b8,21 
b16, 21 
b7,  15 
b8, 16  
b7,16 
b8,15 
b7, 18 
b7 19 
b8, 18 
b8, 1 9  
b15, 18 
b15 , 19 
b16, 19 
b16, 18 
b20, 2 1  
VALUEI 
1 
1 
.295 
.295 
1 .2  
1.2 
. l o5  
. l o5  
.048 
.048 
.036 
.036 
.03 
.035 
.035 
0.2 
0.2 
0.2 
0.2 
0.04 
c1 
c3 
c18 
c19 
c20 
Ql 
Q2 
Q3 
Q4 
Q5 
Q7 
Q6 
'8 
'17 
'18 
Q l 9  
Q20 
.05 BTU/hr 
.05 BTU/hr 
.05 BTU/hr 
.05 BTU/hr 
.05 BTU/hr 
.05 BTU/hr 
.05 BTU/hr 
.05 BTU/hr 
.05 BTU/hr 
.05 BTU/hr 
100 BTU/hr 
100 BTU/hr 
100 BTU/hr 
100 BTU/hr 
150 BTU/hr 
150 BTU/hr 
150 BTU/hr 
150 BTU/hr 
300 BTU/hr 
300 BTU/hr 
300 BTU/hr 
300 BTU/hr 
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APPENDIX B. ERROR ASSESSMENT I N  THERMAL, SYSTEMS 
B . l  INTRODUCTION 
Any of t h e  methods t h a t  is u t i l i z e d  t o  c o r r e c t  t h e  parameters of 
a thermal network must compare p red ic t ed  and measured temperatures. 
t h e s e  temperatures were known t o  be p r e c i s e ,  i t  would be a simple matter 
t o  i d e n t i f y  those  which do no t  compare exac t ly  o r  those which f a l l  o u t s i d e  
a s p e c i f i e d  t o l e r a n c e  band. 
I f  
Unfortunately,  temperature p r e d i c t i o n s  are no t  p r e c i s e  bu t  are 
s u b j e c t  t o  va r i ances  i n  t h e  inpu t  d a t a  and inaccurac i e s  of t h e  computa- 
t i o n a l  method. 
but  are s u b j e c t  t o  instrumentat ion,  da t a  processing,  and recording e r r o r .  
Thus any comparison between p r e d i c t i o n  and measurement must account f o r  
t h e  e f f e c t s  of t h e s e  u n c e r t a i n t i e s  i n  o rde r  t o  a s c e r t a i n  out-of- tolerance 
temperatures. 
In  a similar v e i n  temperature measurements are no t  exact  
Successful  assessment of t h e  u n c e r t a i n t y  and approximation e f f e c t s  
on temperature w i l l  r e q u i r e  a n  e r r o r  examination i n  s e v e r a l  ca t egor i e s :  
(1) u n c e r t a i n t i e s  and approximations i n  thermal a n a l y s i s ;  (2) u n c e r t a i n t i e s  
a s soc ia t ed  with t h e  ground-based environment; (3)  u n c e r t a i n t i e s  i n  d a t a  
a c q u i s i t i o n ;  and ( 4 )  u n c e r t a i n t i e s  a s soc ia t ed  with t h e  def ined space 
environmental condi t ions.  Category ( 4 )  i s  required i f  p red ic t ed  and 
f l i g h t  information are t o  be c o r r e l a t e d .  Categories  (2) and (3)  become 
necessary when p red ic t ed  and environmental test information are t o  be 
compared. 
I n  t h e  p r e s e n t a t i o n  t o  follow, t h e  four  c a t e g o r i e s  are discussed 
t o  some e x t e n t  but  t h e  emphasis has  been placed upon t h e  u n c e r t a i n t i e s  
and approximations i n  thermal a n a l y s i s .  The approximations include an 
i n v e s t i g a t i o n  on several numerical i n t e g r a t i o n  schemes t h a t  are a v a i l a b l e  
on CINDA-3G . 
Some of t h e  information contained i n  t h e  s e c t i o n s  t o  fol low is  a l s o  
r epor t ed  i n  o t h e r  References (B-1, B-2). Some of t h e  material has been 
expanded t o  inc lude  more r e c e n t  information. 
B-1 
B.2 UNCERTAINTIES AND APPROXIMATIONS I N  THERMAL ANALYSIS 
The mathematical model and t h e  s o l u t i o n  technique may be p r e c i s e  
but  t h e  input  information t o  these  mathematical  models are n o t  known 
exac t ly .  I n  genera l ,  a nominal va lue  i s  u t i l i z e d  but an  unce r t a in ty  
bound should a l s o  be included. The term unce r t a in ty  as used here  i s  t h e  
one employed by Kline and M ~ C l i n t o c k ~ - ~ * .  
as a poss ib l e  va lue  t h e  e r r o r  might have. 
These au thors  de f ine  unce r t a in ty  
Apart from t h e  u n c e r t a i n t i e s  of t h e  input  information are t h e  approxi- 
mations t h a t  must be u t i l i z e d  t o  translate t h e  phys ica l  system t o  a 
mathematical model and t o  o b t a i n  u s e f u l  r e s u l t s  from t h e  governing equat ions 
which are  solved numerically.  The e r r o r s  due t o  t h e s e  approximations are 
sub jec t  t o  many cons idera t ions  but perhaps t h e  major ones are t h e  cos t ,  
t h e  t i m e ,  and t h e  engineer who genera tes  t h e  mathematical model. In  t h e  
present thermal network c o r r e c t i o n  s tudy,  t h e  approximations are considered 
t o  be s m a l l .  
B . 2 . 1  Uncertainty I n t e r v a l  i n  t h e  Thermal-Geornetrical C h a r a c t e r i s t i c s  
Evaluat ion of t h e  unce r t a in ty  i n t e r v a l  f o r  a v a r i a b l e  is  a t  b e s t  
a d i f f i c u l t  t a sk .  The unce r t a in ty  of t h e  v a r i a b l e  must inc lude  t h e  bes t  
estimate of t h e  t r u e  va lue  as w e l l  as t h e  magnitude of t h e  e r r o r .  The 
use of s tandard dev ia t ion  t o  desc r ibe  u n c e r t a i n t i e s  appears  t o  be u n r e a l i s t i c  
because single-sample experiments are o f t e n  used i n  l i e u  of mul t ip le -  
sample experiments. 
of v a r i a b l e s  used f o r  spacec ra f t  thermal a n a l y s i s  a p p e a r s  t o  be ava i l ab le .  
The present  e f f o r t  being conducted a t  NASA/MSC w i l l  provide considerably 
more i n f o n ~ t i o n ~ - ~ .  
becomes a v a i l a b l e ,  i t  w i l l  be necessary t o  estimate t h e  magnitude of t h e  
u n c e r t a i n t i e s  wherever t h e  void e x i s t s .  
Only a l imi t ed  amount of information on t h e  uncer ta in ty  
U n t i l  more thermal proper ty  unce r t a in ty  information 
The input  information t o  a mathematical  model may be separa ted  
convenient ly  i n t o  t h r e e  ca tegor ies :  (1) thermophysical c h a r a c t e r i s t i c s  
of t h e  test ar t ic le ;  (2) thermal environment of a ground-based f a c i l i t y ;  
and (3) e x t e r n a l  environment i n  space. 
* Superscr ip t  numbers preceded by t h e  l e t te r  B r e f e r  t o  t h e  re ferences  
a t  t h e  end of t h e  Appendix. 
B-2 
B.2.1.1 Thermophysical P r o p e r t i e s  
The thermophysical p r o p e r t i e s  include those  under t h e  gene ra l  heading 
of thermal r a d i a t i o n  p r o p e r t i e s  such as emittance and absorptance and o t h e r s  
such as thermal conduc t iv i ty  and d e n s i t y  under t h e  heading, h e a t  t r a n s f e r  
and phys ica l  p r o p e r t i e s .  
B.2.1.1.1 Thermal Radiat ion P r o p e r t i e s  
The thermal r a d i a t i o n  p r o p e r t i e s  of materials which inc lude  coa t ings  
are s u b j e c t  t o  a number of e r r o r s  t h a t  c o n t r i b u t e  t o  t h e  u n c e r t a i n t i e s  
of t h e  property values .  
measurement process .  
of t h e  system, t h e  phys ica l  c h a r a c t e r i s t i c s  of t h e  d e t e c t o r s  and o p t i c a l  
elements, t h e  thermal environment of t h e  sample, etc. B-5 
An obvious source of unce r t a in ty  i s  i n  t h e  
The experimental  e r r o r s  depend upon t h e  geometry 
It i s  s t a t e d  
i n  Reference B-5 t h a t  a gene ra l  value of t h e  u n c e r t a i n t y  i n t e r v a l  of 
any sample cannot be given but  f o r  purposes of an u n c e r t a i n t y  study 
he re  t h e  s o l a r  absorptance rx and t h e  hemispherical  emittance are 
est imated t o  have a n  unce r t a in ty  i n t e r v a l  of 50.02 s u b j e c t  of course 
t o  t h e  c o n s t r a i n t  t h a t  0 The u n c e r t a i n t y  of t h e  thermal 
r a d i a t i o n  property of materials found on a s p a c e c r a f t  i s  increased by 
o t h e r  f a c t o r s  such as: 
S ’  
as < 1.0. €h - 
(1) Poor q u a l i t y  c o n t r o l  (which allows wide va r i ance  i n  t h e  
s u r f a c e  f i n i s h ) ;  
( 2 )  Sample d i f f e r e n c e s ;  
(3) Normal manufacturing and handling processes;  
( 4 )  Corrosive atmosphere before  launch (o r  during s t o r a g e ) ;  and 
( 5 )  Exposure t o  a d e l e t e r i o u s  environment during test such 
as a carbon-arc source wi th  i t s  u l t r a - v i o l e t  band, during 
a scen t  and during t h e  per iod i n  space. 
The u n c e r t a i n t y  i n t e r v a l  due t o  t h e  f a c t o r s  l i s t e d  above i s  d i f f i c u l t  
t o  estimate, but  it is  probably g r e a t e r  than - +0.01. In add i t ion ,  i t  
should be recognized t h a t  t h e  unce r t a in ty  of t h e  s p e c t r a l  i n t e n s i t y  
d i s t r i b u t i o n  of t h e  i n c i d e n t  energy i n  general  i nc reases  t h e  coat ing 
p rope r ty  va r i ances  of  t h e  i r r a d i a t e d  surfaces .  Needless t o  say, i f  
t h e s e  coa t ings  on t h e  e x t e r n a l  s u r f a c e s  have a f l a t  response, t h e  s p e c t r a l  
i n t e n s i t y  d i s t r i b u t i o n  o f . t h e  incoming e x t e r n a l  energy source I s  no t  
important.  
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B-6 The thermal r a d i a t i o n  p r o p e r t i e s  are also temperature s e n s i t i v e .  
I f  t h e s e  va lues  are known and u t i l i z e d  i n  t h e  a n a l y s i s ,  then e r r o r s  
due t o  temperature changes do n o t  occur. 
information i n  t h i s  area is  n o t  a v a i l a b l e ,  p a r t i c u l a r l y  a t  low temperatures. 
Below -50"F, t h e  measurement e r r o r s  can be se r ious .  B-7 
Reference B-8 i n d i c a t e  t h a t  below -50"F, t h e  change i n  emittance with 
Unfortunately,  a weal th  of 
The r e s u l t s  of 
temperature may be  l a r g e .  However, i t  i s  no t  unusual t o  f i n d  s u r f a c e s  
t h a t  reach temperatures much below -50°F; f o r  example, a s o l a r  a r r a y  
may reach a level as low as -250°F and higher  than 200°F. 
Based upon t h e  cons ide ra t ions  discussed above, t h e  unce r t a in ty  
i n t e r v a l  f o r  t h e  hemispherical  emit tance and t h e  s o l a r  absorptance i s  
est imated t o  be 5.03. 
B.2.1.1.2 I n t e r f a c e  Conductance 
The i n t e r f a c e  conductance i n  s t r u c t u r a l  j o i n t s  and/or a t  component 
mounting i n t e r f a c e s  i s  s u b j e c t  t o  many f a c t o r s  which from p r a c t i c a l  
cons ide ra t ions  is beyond p r e c i s e  c o n t r o l .  J o i n t  conductance v a r i a t i o n s  
of supposedly i d e n t i c a l  j o i n t s  are considerable .  
s t u d i e s  and experimental  programs are reported i n  t e c h n i c a l  l i t e r a t u r e .  
Reference B-9 l i s t s  approximately 200 r e fe rences  on i n t e r f a c e  conductance 
and r e l a t e d  areas, Most of t h e s e  reported s t u d i e s  are based on i d e a l  
i n t e r f a c e s  which are d i f f e r e n t  from j o i n t s  used i n  spacec ra f t  design. 
A number of a n a l y t i c a l  
B-10 t o  B-14 
A considerable  amount of experimental  r e s u l t s  of j o i n t s  used i n  
a i r c r a f t  i s  a v a i l a b l e  as t y p i f i e d  by References B-15, B-16, and B-17. 
These tests were conducted i n  air .  Some experimental  r e s u l t s  i n  a 
vacuum of p r a c t i c a l  j o i n t s  have been reported.  B-18 to B-21 
of a s tandard j o i n t  conductance can only be r e a l i s t i c a l l y  estimated f o r  
a s p e c i f i c  j o i n t  based on experimental  da t a .  
j o i n t s  i n  t h e  Apollo s p a c e c r a f t  is  r epor t ed  i n  References B-20 and B-21. 
It i s  n o t  unusual t o  f i n d  t h a t  t h e  j o i n t  conductance of " iden t i ca l "  
j o i n t s  d i f f e r  more than 100%; perhaps f o r  unce r t a in ty  s t u d i e s ,  a 
va r i ance  i n  t h e  range 225% t o  250% is  realist ic.  
The var iance 
Contact conductance of 
B.2.1.1.3 Thermal and Phys ica l  P r o p e r t i e s  
The thermal and phys ica l  property va lues  (thermal conduct ivi ty ,  
hea t  capac i ty ,  and d e n s i t y )  used i n  thermal a n a l y s i s  gene ra l ly  are 
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handbook values.  
s p e c i f i c  material t o  be used; t h e  u s e  of "best" a v a i l a b l e  information 
l e a d s  t o  s i g n i f i c a n t  e r r o r s .  Even "batch" t o  "batch" d i f f e r e n c e s  may 
be appreciable .  
measurement e r r o r s  are a l s o  s i g n i f i c a n t .  
Quite  o f t e n  t h e s e  p r o p e r t i e s  are n o t  known f o r  t h e  
Aside from t h e  e r r o r s  due t o  material d i f f e r e n c e s ,  
B-22 The use  of t h e  accu ra t e  Bunsen-Type ca lo r ime te r  t o  measure t h e  
h e a t  capac i ty  of a material y i e l d s  va lues  t h a t  have a va r i ance  of 
- +3%. B-23 
many f a c t o r s  such as t h e  type  of material t o  be t e s t e d .  The guarded 
h o t  p l a t e  method B-24 has a r epor t ed  accuracy of  25% f o r  low temperature 
thermal conduc t iv i ty  tests i n  t h e  range of -320°F t o  +50"F. 
The accuracy of thermal conduc t iv i ty  va lues  depends upon 
I f  t h e  property va lues  as t y p i c a l l y  found i n  l i t e r a t u r e  are used, 
t h e  va r i ance  i s  est imated t o  be 510%. 
B,  2.1.1.4 I n s u l a t i o n  
I n s u l a t i o n  as def ined he re  r e f e r s  t o  m u l t i l a y e r  i n s u l a t i o n  which 
i s  found i n  s e v e r a l  types such as c r ink led  Mylar and dimpled Mylar 
(Dimplar). B-25 
commonplace, design problems arise because of t h e  l a c k  of p r e c i s e  
information on t h e  i n s u l a t i o n  c h a r a c t e r i s t i c s .  E f f e c t i v e  conductance 
through t h e  i n s u l a t i o n  i s  no t  known p r e c i s e l y  because important f a c t o r s  
such as packing d e n s i t y  and edge e f f e c t s  cannot be accu ra t e ly  con t ro l l ed .  
A s  a r e s u l t ,  t h e  p r e d i c t i o n  of t h e  e f f e c t i v e  conductance with a s m a l l  
variance is beyond t h e  p re sen t  s ta te-of- the-ar t .  A t  p r e sen t ,  t h e  
thermal c o n t r o l  system i n  essence u t i l i z e s  t h e  i n s u l a t i o n  system t o  
minimize t h e  h e a t  flow by specifying a maximum al lowable e f f e c t i v e  
conductance; s p e c i f i c a t i o n  of bo th  an upper and a lower bound on t h e  
i n s u l a t i o n  c h a r a c t e r i s t i c s  would l e a d  t o  p r e d i c t i o n  d i f f i c u l t i e s .  
va r i ance  of t h e  i n s u l a t i o n  system is  s u b j e c t  t o  a l a r g e  number of 
f a c t o r s ,  many of which are beyond p r e c i s e  c o n t r o l .  
variance can be  l a r g e r  than +SO% although it i s  repor t ed  i n  Reference B-26 
f o r  a Dimplar i n s u l a t i o n  system t h a t  an e r r o r  i n  p r e d i c t i o n  w a s  less 
than 515% and r e p e a t a b i l i t y  w a s  w i th in  55% of t h e  average. 
Although t h e  use  of i n s u l a t i o n  on s p a c e c r a f t  i s  
The 
I n  general ,  t h e  
Trapped gases  wi th in  t h e  i n s u l a t i o n  could l e a d  t o  p r e d i c t i o n  
d i f f i c u l t i e s ,  e s p e c i a l l y  i n  an environmental f a c i l i t y  w i th  only a low 
vacuum c a p a b i l i t y .  It should be  recognized t h a t  t h e  p re s su re  w i t h i n  
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t h e  i n s u l a t i o n  w i l l  be  higher  than t h e  pressure  wi th in  t h e  chamber. 
Unfortunately,  a technique t o  measure i n s u l a t i o n  p res su re  i n  t h e  free- 
molecular reg ion  is  n o t  a v a i l a b l e  a t  t h e  present  t i m e .  B-27 
B.2.1.2 Geometric C h a r a c t e r i s t i c s  
Dimensions of t h e  test  ar t ic le  are known q u i t e  accu ra t e ly  ( b e t t e r  
than .Ol%); as a r e s u l t  dimensional u n c e r t a i n t i e s  of t h e  t o t a l  test ar t ic le  
have very l i t t l e  e f f e c t  on t h e  u n c e r t a i n t i e s  of t h e  temperature.  
t h e  use  of t h e  lumped parameter technique w i l l  i nc rease  t h e  dimensional 
e r r o r s ,  p a r t i c u l a r l y  i f  t h e  phys ica l  system is composed of complex geometric 
conf igura t ion .  
concerning thermal r e s i s t ance .  In a similar ve in ;  t h e  shape f a c t o r  from 
one d i s c r e t e  area t o  another  i s  sub jec t  t o  dimensional inaccurac ies  but  
o the r  f a c t o r s  may be more important;  t h i s  w i l l  a l s o  be discussed subsequently.  
However, 
This w i l l  be discussed f u r t h e r  i n  a la ter  paragraph 
B.2.1.3 C h a r a c t e r i s t i c s  of a Louver System 
An important component of an a c t i v e  thermal c o n t r o l  system t h a t  
B-28 con t ro l s  p a r t  of t h e  hea t  flow from t h e  spacec ra f t  is  a louver .  
P red ic t ion  of t h e  louver  thermal r a d i a t i n g  c h a r a c t e r i s t i c s  is  d i f f i c u l t ;  
however, a n a l y t i c a l  t reatments  are a v a i l a b l e  i n  l i t e r a t u r e .  
In genera l ,  experimental  d a t a  i s  more r e l i a b l e .  
i s  magnified considerable  i f  an  e x t e r n a l  source i s  inc ident  on t h e  
louver  system. Some experimental  d a t a  without i nc iden t  energy are 
ava i l ab le .  B-30' B-33' ti B-34 
t h a t  t h e  var iance  of t h e  experimental  information i s  approximately +lo%. 
B-29 t o  B-33 
The problem of p red ic t ion  
The r e s u l t  of Reference B-34 i n d i c a t e  
B.2.2 Approximation i n  t h e  Analy t ica l  Method 
A spacec ra f t  is  no t  a simple geometric ob jec t  wi th  su r face  
c h a r a c t e r i s t i c s  t h a t  may be descr ibed by accura te  a n a l y t i c a l  expressions;  
on t h e  cont ra ry ,  a spacec ra f t  i s  a complex system composed of a s t r u c t u r a l  
s h e l l  of var ious  shapes and design enveloping, t o  p ro tec t ,  components 
"packed" wi th in  t h e  conf ines  of t h e  s h e l l .  Each component, i t  may be 
added, r ep resen t s  a thermal design cha l lenge  which pe r tu rbs  t h e  
placement of t hese  components w i th in  t h e  spacec ra f t  ( subjec t ,  of course,  
t o  a l l  spacec ra f t  c o n s t r a i n t s ) .  
An at tempt  t o  desc r ibe  t h e  thermal interchange wi th in  an enclosure 
wi th  t h e  mul t i tude  of components and support  s t r u c t u r e  f o r  a d i s t r i b u t i v e  
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system would be almost p roh ib i t i ve ;  t h e  d i f f i c u l t i e s  encountered would 
be  almost p roh ib i t i ve ;  t h e  d i c u l t i e s  encountered i 
t h e  thermal radiat ion-conduct ion coupled expressions 
p re sen t  numerical techniques i f  accuracy of a high order  w e r e  des i red .  
The a l t e r n a t i v e  and one t h a t  is commonly employed today is 
meter system. B-33 
p red ic t ion  of a spacec ra f t  are constrained by t h e  d i s c r e t e  area approxima- 
t i o n .  L e s s  complex systems are not  sub jec t  t o  t h i s  cons t r a in t .  
lumped para- 
Thus, a n a l y t i c a l  s o p h i s t i c a t i o n  t o  improve thermal 
B.2.2.1 Lumped Parameter System 
To a l a r g e  ex ten t ,  t r a n s l a t i o n  of t he  phys ica l  system t o  t h e  
topo log ica l  model cons i s t ing  of a network wi th  r e s i s t o r s  and capac i to r s  B-35, B-36 
r equ i r e s  engineering judgement. 
core  s to rage  capac i ty  of t h e  computer d i c t a t e  t h e  number of nodes t h a t  may 
be u t i l i z e d .  As a r e s u l t  t h e  d i s c r e t e  areas l a r g e r  than des i r ed  are o f t e n  
used and t r a n s i e n t  s o l u t i o n s  wi th  less than maximum accuracy are found t o  
minimize computer run-time. 
t h a t  high accuracy i s  o f t e n  secondary f o r  many spacec ra f t  thermal con t ro l  
design. When a c l o s e  temperature to le rance  system is requi red ,  i t  becomes 
necessary t o  examine those  e r r o r s  t h a t  are o r d i n a r i l y  assumed t o  be s m a l l .  
Qui te  o f t e n  budget l i m i t a t i o n s  coupled wi th  
This  c r i t i c i s m  should be tempered by t h e  f a c t  
B.2.2.1.1 Truncation Error  
Truncation e r r o r  is defined here  t o  mean t h e  temperature d i f f e r e n c e  
between t h e  exac t  s o l u t i o n  of t h e  d i s t r i b u t i v e  system and t h e  exact  
s o l u t i o n  of t h e  f i n i t e - d i f f e r e n c e  expression which may be one of s e v e r a l  
types  such as e x p l i c i t ,  i m p l i c i t ,  and l a t e r n a t i n g  d i r e c t i o n .  B-37 For 
t h e  e x p l i c i t  forward d i f f e r e n c e  technique, t h e  t runca t ion  e r r o r  E may 
be expressed as: B-37 
Equation (B-1) i n d i c a t e s  t h a t  t h e  e r r o r  due t o  t h e  f i n i t e  d i f f e r e n c e  
approximation is  a func t ion  of t h e  g r i d  size,  t h e  time increment, and 
t h e  temperature d i s t r i b u t i o n  which is  t h e  unknown t h a t  i s  t o  be found. 
No a t tempt  w i l l  be made t o  estimate t h i s  e r r o r  a t  t h i s  time f o r  ' t y p i c a l '  
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spacec ra f t  hea t  t r a n s f e r  problems. However, i n d i c a t i o n s  of t h e  t runca t ion  
e r r o r  are given i n  Reference B-38 which exam 
numerical ly  solved by an i m p l i c i t  
i n  Reference B-40 (or  Reference B-41) which 
analog ( d i s c r e t e  s p a t i a l l y  and continuous i n  time) t o  examine a f i n i t e  
s l ab .  Magnitudes of d i s c r e t i z a t i o n  e r r o r s  i n  a f i n i t e  d i f f e r e n c e  s o l u t i o n  
of t h e  hea t  f low equat ion i n  a symmetric s l a b  are presented i n  Reference 
thod discussed i n  Ref 
B-42. 
I n  add i t ion  t o  t h e  e r r o r  a t  t h e  nodal  po in t s ,  an  e r r o r  due t o  
i n t e r p o l a t i o n  between nodes arises. Usual ly ,  t h e  temperature v a r i a t i o n  
between nodes is  assumed t o  be l i n e a r ;  t h e  maximum abso lu te  va lue  of 
t h i s  e r r o r  due t o  l i n e a r  i n t e r p o l a t i o n ,  EI, may be expressed as: B-35 
B.2.2.1.2 Non Uniform Local Heat Flux 
Another approximation e r r o r  which is due t o  d i s c r e t i z i n g  is  t h e  
assumption of cons tan t  r a d i o s i t y  f o r  t h e  d i s c r e t e  areas. 
can be expected t o  e f f e c t  t h e  temperature level and t h e  temperature 
d i s t r i b u t i o n  which is  shown by equat ion (B-1) a f f e c t s  t h e  t runca t ion  e r r o r .  
The in f luence  of non-uniform l o c a l  hea t  f l u x  on o v e r a l l  hea t  t r a n s f e r  
between a gray d i f f e r e n t i a l  area p a r a l l e l  t o  a gray i n f i n i t e  p lane  was 
s tud ied  i n  Reference B-43. 
appears  t o  be adequate i n s o f a r  as t h i s  geometry and t h e  o v e r a l l  hea t  
f l u x  c a l c u l a t i o n s  are concerned but  i t s  e f f e c t s  on t h e  temperature 
d i s t r i b u t i o n  remains t o  be s tudied .  
systems, p a r a l l e l  p l a t e s ,  a d j o i n t  p l a t e s ,  and c i r c u l a r  d i s k s  is s tudied  
i n  Reference B-44. 
along a s u r f a c e  are reported.  
The inaccurac ies  
The assumption of uniform l o c a l  hea t  f l u x  
Thermal r a d i a t i o n  exchange i n  t h r e e  
S i g n i f i c a n t  v a r i a t i o n s  i n  t h e  l o c a l  hea t  t r a n s f e r  
The above d iscuss ion  merely serves t o  i n d i c a t e  i n  spacec ra f t  thermal 
a n a l y s i s  t h a t  no t  on ly  must t h e  conductive a spec t s  be considered i n  
a r r i v i n g  a t  t h e  g r i d  s i z e ,  but  t h e  e f f e c t s  of non-uniform hea t  f l u x  
must a l s o  be examined. 
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B.2.2.2 Methods of Radiat ion Analysis 
A b r i e f  review of a n a l y t i c a l  methods r e l a t e d  t o  thermal r a d i a t i o n  
a n a l y s i s  i s  presented i n  Reference B-19. The number of t e c h n i c a l  papers 
and books i n  t h i s  area i s  considerable;  no at tempt  is  made he re  t o  i n d i c a t e  
t h e s e  r e fe rences .  
very i n t e r e s t i n g  one on r a d i a t i o n  interchange f a c t o r s  is Reference B-46. 
Perhaps a s i n g l e  b e s t  source i s  Reference B-45 and a 
The d i f f i c u l t i e s  encountered i n  a s ses s ing  improved a n a l y t i c a l  techniques 
f o r  s p a c e c r a f t  thermal a n a l y s i s  are discussed i n  Reference B-1. E r ro r s  
i n  t h e  i n p u t  information and t h e  inaccuracies  of t h e  environmental 
f ac i l i t i e s  including t h e  d a t a  a c q u i s i t i o n  system subordinate  t h e  
temperature c o r r e l a t i o n .  
B .2.2.3 S t  ef  an-Bo 1 t zmann Constant 
The Stefan-Boltzmann constant  employed i n  t h e  expression f o r  
r a d i a t i o n  exchange i s  gene ra l ly  used i n  heat  t r a n s f e r  c a l c u l a t i o n s  without 
regard t o  i t s  accuracy. Admittedly f o r  most s p a c e c r a f t  thermal considerat ions,  
t h e  u n c e r t a i n t y  i n t e r v a l  of t h e  Stefan-Boltzmann constant  i s  no t  s u f f i c i e n t  
t o  warrant undue examination. However, t h i s  unce r t a in ty  i s  important, 
say i n  t h e  design of a radiometer.  It i s  reported i n  t e c h n i c a l  l i t e r a t u r e  
t h a t  t h e  va r i ance  of t h e  Stefan-Boltzmann constant  is  about i 0 . 6 % .  B-47 t o  B-49 
B.2.3 Numerical Technique 
The set of  o rd ina ry  non-linear d i f f e r e n t i a l  equat ions t h a t  arise 
from t h e  lumped parameter system can be solved r e a l i s t i c a l l y  only by a 
numerical method coupled w i t h  a high speed computer. 
t i m e  cons ide ra t ions  have prompted a number of s t u d i e s  i n  t h e  numerical 
s o l u t i o n  of t h e  pa rabo l i c  equat ion and t h e  set of ordinary non-linear 
d i f f e r e n t i a l  equat ions a s soc ia t ed  with t h e  lumped parameter system. 
B-50 to B-53) 
f a c t o r s  such as boundary cond i t ions ,  accuracy, co re  s t o r a g e  and computer 
run t i m e  must a l l  be considered. 
d i f f e r e n c e  formulat ions is  presented i n  Reference B-37. In Reference 
B-53, s ix  numerical  methods w e r e  appl ied t o  a 3-node system. 
s t u d i e d  w e r e :  Euler ,  Heun, Runge-Kutta Fourth Order, Adams-Bashforth 
P red ic t ion ,  Milner-Simpson P red ic to r /Cor rec to r  (constant  s tep-s ize)  and 
Heun ( v a r i a b l e  s t ep - s i ze ) .  (The reader  should r e f e r  t o  Reference B-53 
f o r  Detai ls) .  
Accuracy and computer 
(B-37, 
There does n o t  appear t o  be a s i n g l e  b e s t  method s i n c e  many 
A comparison of  several f i n i t e  
The methods 
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I n  t h e  p re sen t  s tudy,  no a t t empt  w a s  made t o  compare i n  a gene ra l  
s ense  t h e  va r ious  numerical i n t e g r a t i o n  techniques f o r  e r r o r s  t h a t  arise 
from: (1) temperature t r u n c a t i o n  e r r o r s ,  a r i s i n g  from t h e  d i s c r e t e  
temperature changes t h a t  occur a t  each node i n  each t i m e  s t e p ,  f o r  which 
average va lues  of temperature-dependent v a r i a b l e s  must be est imated;  
(2) t i m e  t r u n c a t i o n  e r r o r s ,  a r i s i n g  from t h e  u s e  of d i s c r e t e  time s t e p s  
i n  t h e  t r a n s i e n t  c a l c u l a t i o n ,  f o r  which average va lues  of time-dependent 
v a r i a b l e s  must be est imated;  (3) conveygence e r r o r s ,  a r i s i n g  from t h e  
u s e  of a n  i terative method of s o l u t i o n  f o r  hea t  t r a n s f e r  f o r  connected 
s p e c i a l  nodes such as zero capac i ty  nodes; and ( 4 )  arithmetic t r u n c a t i o n  
e r r o r s ,  a r i s i n g  from accumulation of round-off e r r o r s  and from t h e  l o s s  
of s i g n i f i c a n t  f i g u r e s  t h a t  occur when numbers having l a r g e  d i f f e r e n c e  
i n  va lues  are involved i n  a c a l c u l a t i o n ,  o r  d i f f e r e n c e s  between number 
of similar magnitude are ca l cu la t ed .  A d i scuss ion  of t h e s e  e r r o r s  i s  
presented i n  Reference B-54. 
B-55 and B-56. Rather,  i n  t h e  p re sen t  study, i n t e g r a t i o n  r o u t i n e s  
p r e s e n t l y  a v a i l a b l e  i n  CINDA-3G w e r e  s tud ied .  B-57 
are denoted as follows: 
Round-off e r r o r s  are discussed i n  Reference 
These subrout ines  
(1) Steady S t a t e  
CINDSS -- "Block" i terative method (a set of old 
temperatures replaced by new ( j u s t  ca l cu la t ed )  
temp era t u r  es 
CINDSL -- Successive p o i n t  i t e r a t i o n  (newest temperature 
a v a i l a b l e  is always u t i l i z e d )  
(2) T rans i en t  
CNFRWD -- E x p l i c i t  forward d i f f e r e n c i n g  (Euler technique) B-58, B-59 
CNBACK -- I m p l i c i t  backward d i f f e renc ing  (s tandard i m p l i c i t  
B-37 m e t  hod) 
B-57 CNFWBK -- I m p l i c i t  forward-backward (Crank-Nicholsen method) 
These CINDA-3G subrou t ines  were evaluated by using t h e  5- and 20-node 
mathematical models descr ibed i n  Appendix A. 
CINDSL i s  presented i n  Table B-1. 
methods y i e lded  almost i d e n t i c a l  r e s u l t s .  
s tandpoint ,  t h e  models (5- and 20-node models) were two s m a l l  t o  
d i s t i n g u i s h  s m a l l  d i f f e r e n c e s  i n  run-time. 
Comparison of CINDSS and 
From an accuracy s tandpoint ,  both 
From a computer run-time 
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TABLE B-l 
COMPARISON OF CINDSS AND CINDSL 
F ive  Node Model 
Node -
1 
2 
3 
4 
5 
6 
CINDSS 
T(OF) 
64.9220 
L14.569 
36.4349 
62.1131 
L02.616 
-460 
CINDSL 
T ( O F )  
64.9222 
114.569 
36.4352 
62.1135 
102.616 
-460 
Twenty-Node Model 
Node 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10  
- 
CINDSS 
T (OF) 
80.1167 
61.0493 
105.356 
115.210 
271.639 
290.017 
193 056 
202.329 
40.2435 
12.6997 
CINDSL 
T (OF) 
80.1169 
61.0494 
105.356 
115,210 
271.640 
290.017 
193.056 
202.329 
40.2437 
12.6999 
- 
Node - 
11 
12  
13 
14 
1 5  
16  
17  
18 
19  
20 
21 
7 
CINDSS 
T (OF) 
-24.0483 
9.34294 
62.6028 
29.6337 
50.3469 
86.5191 
149.426 
124.916 
151.270 
179.001 
-460 
CINDSL 
T(OF) 
-24.0480 
9.3431! 
62.6033 
29.6342 
50.3472 
86.5194 
149.426 
124.916 
151.270 
179.001 
-460 
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The CNFRWD, CNBACK, and CNFWBK were s tud ied  on both t h e  5- and 
20-node models. However, only t h e  r e s u l t s  f o r  t h e  five-node model 
are presented (Table B-2) s i n c e  t h e  r e s u l t s  f o r  t h e  5- and 20-node models 
are similar.  Comparison of t h e  t h r e e  i n t e g r a t i o n  subrout ines  show 
t h a t  t h e  CNFWBK temperatures l a g  t h e  CNFRWD temperatures and t h a t  t h e  
CNFWBK temperatures o s c i l l a t e s  f o r  t h e  t i m e  s t e p s  t h a t  were chosen. 
The time s t e p  (.5) f o r  both t h e  CNFWBK and CNBACK w a s  an o r d e r  of 
magnitude l a r g e r  than t h e  t i m e  s t e p  (.085) f o r  CNFWRD. I f  t h e  .5  t i m e  
s t e p  w e r e  reduced, t h e  r e s u l t s  f o r  CNFWBK and CNBACK are expected t o  be 
b e t t e r .  
by t h e  r a d i a t i o n  exchange. 
formulated t o  handle l i n e a r  conductors,  n o t  non-linear elements as p resen t  
i n  t h e  f i v e -  and twenty-node models. 
r o u t i n e s  is  necessary i n  o rde r  t o  r e s o l v e  t h i s  problem. 
The o s c i l l a t o r y  behavior of CNFWBK is bel ieved t o  be caused 
It should be noted t h a t  CNFWBK w a s  o r i g i n a l l y  
A more d e t a i l e d  study of t h e s e  
B.3 UNCERTAINTIES ASSOCIATED WITH THE ENVIRONMENTAL FACILITY 
The r a p i d  expansion of t h e  number of environmental f a c i l i t i e s  
coupled wi th  r a p i d  changes i n  t h e  s ta te-of- the-ar t  s o l a r  r a d i a t i o n  
s imula t ion  has  c rea t ed  a v a r i e t y  of test fac i l i t i es  t o  f u l f i l l  a number 
of d i v e r s e  requirements. A s  a r e s u l t ,  each test f a c i l i t y  
must be  examined relative t o  i t s  c a p a b i l i t i e s  t o  provide t h e  type as 
w e l l  as t h e  accuracy of t h e  thermal environment. 
B-60, B-61 
Without t h e  s p e c i f i c s  of a p a r t i c u l a r  f a c i l i t y ,  t h e  u n c e r t a i n t i e s  
of t h e  thermal environment can only be discussed i n  g e n e r a l i t i e s .  It 
should a l s o  be  recognized t h a t  t h e  u n c e r t a i n t i e s  of t h e  environmental 
f a c i l i t i e s  are i n  many ins t ances  coupled with t h e  d a t a  a c q u i s i t i o n  
u n c e r t a i n t i e s  which i s  discussed i n  a subsequent s ec t ion .  The 
d i scuss ion  to  fol low w i l l  no t  be d e t a i l e d  s i n c e  many published documents 
are a v a i l a b l e  on t h i s  s u b j e c t .  B-62 t o  B-72 
B.3.1 T e s t  Phi losophies  
A d i scuss ion  on test  phi losophies  i s  i n t e r j e c t e d  he re  t o  exp la in  
t h e  usage of t h e  term u n c e r t a i n t i e s  as app l i ed  t o  environmental t e s t i n g .  
When a test ar t ic le  is subjected t o  a n  environmental test, g e n e r a l l y ,  
one of t h e  following two o b j e c t i v e s  is  planned: (1) v e r i f i c a t i o n  of 
t h e  "hardware"; and (2) v e r i f i c a t i o n  of t h e  mathematical model. The 
B-12 
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former requires accurate space simulation conditions often prevent 
"hardware" verification. 
compounds the correlation difficulties. 
Any uncertainty that is present merely 
The important consideration in the verification of a mathematical 
model is not the duplication of the expected space conditions but 
rather the need for a describable chamber environment. 
associated with the environmental facility must be kep small, otherwise, 
the temperature uncertainty interval becomes too broad. 
of the "hardware" requires duplication of the space conditions unless, 
of course, it can be shown that less-than-ideal environmental conditions 
are adequate. A more detailed discussion on test philosophies is 
contained in Reference B-69. 
Any uncertainty 
Verification 
B.3.2 Potential Sources of Uncertainties in the Chamber Environment 
The potential sources of uncertainties in the environmental facility 
are numerous; the more sophisticated the system, the larger the number 
of potential sources of uncertainties. For example, a facility with 
earth emission and albedo radiation simulators in addition to the solar 
simulator is much more susceptible to environmental variances than a 
facility with only a solar simulator. 
B.3.2.1 Solar Simulator 
The types of solar simulator available on the market and presented 
being utilized in facilities are almost countless. At the beginning 
carbon-arc sources were most frequently employed but recently the 
trend has been away from carbon-arcs and toward xenon or mercury-xenon 
lamps. 
The solar simulator characteristics are discussed below: 
Magnitude of Incident Flux Density - Aside from the 
capability of the solar simulator to maintain a 
specified intensity level, the uncertainty is directly 
related to the uncertainty of the data acquisition system, 
in particular, the accuracy of the radiometer and the 
recording equipment. This is discussed in paragraph 4. 
The variance of the intensity due to the instability of 
the source is directly related to the continuity of the 
intensity measurement during the test. 
the intensity is measured before and after a test and 
sometimes less frequently. 
In many facilities, 
Intensity changes that may 
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occur during a test are,never known. S i g n i f i c a n t  temporal 
i n s t a b i l i t y  is  ind ica t ed  by t h e  r e s u l t s  of Reference B-74 
f o r  a s p e c i f i c  carbon-arc system. 
b e t t e r  temporal i n s t a b i l i t y .  The temporal s t a b i l i t y  scans 
i n d i c a t e d  a d e f i n i t e  p e r i o d i c i t y  which is a func t ion  of 
t h e  p o s i t i v e  carbon advancement. The r e s u l t s  i nd ica t ed  
i n  i n t e n s i t y  change of 10%. 
Xenon lamps have much 
Uniformity of Inc iden t  Flux - Flux uniformity as used i n  
t h e  p re sen t  d i scuss ion  r e f e r s  t o  t h e  e q u a l i t y  of t h e  
i n c i d e n t  f l u x  throughout t h e  t h r e e  dimensional region 
occupied by t h e  test ar t ic le .  Again, t h e  u n c e r t a i n t i e s  
of t h e  spacewise i n t e n s i t y  v a r i a t i o n  are d i r e c t l y  
dependent upon t h e  q u a n t i t y  and t h e  q u a l i t y  of t h e  measure- 
ment system. Very o f t e n ,  spacciwise f l u x  i n t e n s i t y  measure- 
ment are no t  made. I f  they are, t h e  traverse i s  conducted 
a t  very in f r equen t  i n t e r v a l s .  
of g r e a t e r  than 10% are n o t  uncommon. 
Reference B-74 i n d i c a t e  s p a t i a l  i n t e n s i t y  v a r i a t i o n s  g r e a t e r  
than 30% f o r  a carbon-arc system. 
Spacewise i n t e n s i t y  v a r i a t i o n s  
The r e s u l t s  of  
(3)  S p e c t r a l  Energy D i s t r i b u t i o n  - The s p e c t r a l  energy 
d i s t r i b u t i o n  i n  t h e  t e s t  volume has been of much concern 
t o  u s e r s  of s o l a r  s imulators .  Its importance i s  dependent 
no t  only upon t h e  s p e c t r a l  c h a r a c t e r i s t i c s  of t h e  energy 
i r r a d i a t e d  s u r f a c e s  b u t  upon t h e  test philosophy adopted 
f o r  t h e  test .  For t h e  i n t e r e s t e d  r eade r ,  e f f e c t  of 
s o l a r  s imulat ion sources  on t h e  absorptance of several 
s p a c e c r a f t  coa t ings  is  t abu la t ed  i n  Reference B-62. 
(4)  Other Considerat ions - Other c h a r a c t e r i s t i c s  such as 
co l l ima t ion  and r e p e a t a b i l i t y  are e i t h e r  r e l a t e d  t o  
t h e  unce r t a in ty  of t h e  f l u x  i n t e n s i t y  o r  t o  t h e  
u n c e r t a i n t y  a s soc ia t ed  w i t h  extraneous r a d i a t i o n .  
These parameters w i l l  no t  be discussed ind iv idua l ly .  
B . 3 . 2 . 2  Albedo, Ea r th  Emission and Lunar 
No attempt w i l l  be made t o  assess t h e  u n c e r t a i n t i e s  of t h e s e  
secondary energy s imulators .  
i n  t h e  r e fe rence  s e c t i o n .  
Several  papers on t h i s  s u b j e c t  are l i s t e d  
B-75 t o  B-78 
B . 3 . 2 . 3  Chamber-Test Ar t ic le  I n t e r a c t i o n s  
The thermal i n t e r a c t i o n s  between t h e  test a r t ic le  and t h e  chamber 
including t h e  s o l a r  s imulator  can be q u i t e  complex wi th  a r e s u l t a n t  
d i f f i c u l t y  i n  de f in ing  t h e  thermal environment t o  t h e  test art icle.  
Many f a c t o r s  such as t h e  geometry of t h e  test  a r t ic le  and i t s  s i z e ,  t h e  
o p t i c a l  system of t h e  s o l a r  s imulator ,  and t h e  non-isothermal n a t u r e  
of t h e  co ld  w a l l  c o n t r i b u t e  t o  intricacies of t h e  thermal i n t e r a c t i o n s .  
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Needless t o  say, a c c u r a t e  assessment of t h e  chamber environment must be 
s p e c i f i c  and gene ra l  g u i d e l i n e s  must be used only i n  t h a t  context .  
g u i d e l i n e s  are repor t ed  i n  References B-63, B-65, B-66, and B-79 among 
o t h e r s .  
t ies  due t o  t h e  test article-chamber thermal i n t e r a c t i o n s .  These include: 
General 
It w i l l  s u f f i c e  h e r e  t o  merely mention p o t e n t i a l  sources  of uncertain-  
(1) extraneous s o l a r  r e f l e c t i o n  f r o n  non-black w a l l s ;  
(2) extraneous thermal r a d i a t i o n  from uneooled m i r r o r s ,  
p o r t s ,  and o t h e r  "hot" spo t s ;  
(3)  i n t e r a c t i o n  between t h e  test  ar t ic le  and t h e  s imulator .  
B.4 EXPERIMENTAL ERRORS - DATA ACQUISITION 
Er ro r s  a s soc ia t ed  wi th  d a t a  a c q u i s i t i o n  range from temperature 
p e r t u r b a t i o n s  produced by a sensor  t o  t h e  inaccurac i e s  of t h e  recording 
system. C lea r ly ,  an exhaust ive treatment i s  beyond t h e  i n t e n t  of t h e  
p re sen t  s tudy and y e t  an in-depth examination of t h e  d a t a  a c q u i s i t i o n  
system t o  be employed f o r  a thermal test is  necessary t o  accu ra t e ly  
assess t h e  experimental  e r r o r s .  
p a r t i c u l a r s  of t h e  d a t a  a c q u i s i t i o n  system are a v a i l a b l e ,  t h e  d i scuss ion  
he re  can only hope t o  i n d i c a t e ,  i n  g e n e r a l i t i e s ,  t h e  magnitude of expected 
experimental  e r r o r s .  
Since n e i t h e r  t h e  in-depth s tudy nor t h e  
B.4.1 Thermal Radiat ion Measurements 
Parameters t h a t  d e s c r i b e  t h e  thermal r a d i a t i o n  include: (1) s p e c t r a l  
i n t e n s i t y  d i s t r i b u t i o n ;  (2) i n t e n s i t y ;  (3) col l imat ion;  and (4) uniformity 
of i n t e n s i t y .  Radiometers are g e n e r a l l y  used t o  measure t h e  i n t e n s i t y  
and t h e  uniformity.  
s p e c t r a l  i r r a d i a t i o n  and t h e  co l l ima t ion .  
.. 
Spec ia l  instrumentat ion i s  required t o  measure t h e  
B.4.1.1 I n t e n s i t y  and Uniformity 
Radiometers are of va r ious  types,  many of which are of t h e  f l a t  
s u r f a c e  v a r i e t y .  The accuracy of t hese  radiometers are probably no 
b e t t e r  than - +2%. 
References B-47, B-48, B-49. Measurement of s o l a r  s imulator  f l u x  
i n t e n s i t y  i s  discussed i n  Reference B-80. 
The problems of p rec i s ion  radiometry are reported i n  
A TRW developed Model 43A radiometer which i s  p r e s e n t l y  being used 
i n  a number of environmental f a c i l i t i e s  i n  t h e  country i s  a c c u r a t e  t o  
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about  - +2%. 
with a n  accuracy b e t t e r  than 2% (Reference B-81) .  
More r e c e n t l y  and a b s o l u t e  c a v i t y  radiometer has  been developed 
Eppley radiometers are commonly used f o r  measuring t o t a l  i n t e n s i t y  
from t h e  s o l a r  s imulator .  
t o  l a r g e  u n c e r t a i n t i e s  are i n d i c a t e d  by r e s u l t s  of References B-82 
and B-83. Apparently, t h e  new Eppley radiometer is more t rouble-free.  
The o l d e r  Eppley pryoheliometers w e r e  s u b j e c t  
I n  a d d i t i o n  t o  t h e  radiometer accuracy, t h e  recording p r e c i s i o n  i s  
est imated t o  be about 51%. 
measuring t h e  f l u x  i n t e n s i t y  w i l l  be g r e a t e r  than k3%. 
A s  a r e s u l t ,  t h e  t o t a l  system e r r o r  f o r  
B.4.1.2 S p e c t r a l  D i s t r i b u t i o n  and Coll imat ion 
No at tempt  w i l l  be made t o  assess t h e  accuracy of t h e s e  measurements. 
Reading material inc ludes  References B-74 and B-70; a co l l ima t ion  angle  
measurement device i s  descr ibed i n  B-74 and s p e c t r a l  measurements i n  
B-74 and B-80. 
t h e  s p e c t r a l  d i s t r i b u t i o n  and t h e  co l l ima t ion  is  highly dependent upon 
t h e  s p e c t r a l  c h a r a c t e r i s t i c s  of t h e  i r r a d i a t e d  s u r f a c e s  and upon t h e  
geometric c h a r a c t e r i s t i c s  of t h e  test  ar t ic le .  
It should be recognized t h a t  t h e  required accuracy of 
B.4.2 Temperature Measurements 
Many ways are a v a i l a b l e  f o r  measuring temperatures of s o l i d  su r faces ,  
b u t  thermocouples are by f a r  t h e  most commonly used. A number bf f a c t o r s  
must be  considered t o  arrive a t  t h e  system accuracy of t h e  temperature 
measurements. Disrupt ion of t h e  measured s u r f a c e  by t h e  presence of t h e  
thermocouple and t h e  e f f e c t  of l e a d  l o s s e s  are s t u d i e s  i n  themselves 
(References B-84 t o  B-87). Two o t h e r  cons ide ra t ions  are e r r o r s  due t o  
t h e  q u a l i t y  of  t h e  w i r e  and t h e  r e fe rence  j u n c t i o n ,  
w i r e  (ISA s p e c i f i c a t i o n )  i n  t h e  temperature range -75'F t o  200°F, t h e  
e r r o r  is +3/4"F; f o r  a r e g u l a r  grade,  t h e  e r r o r  is +1-1/2"F. 
For premium grade  
An 
f e r e n c e  junc t ion ,  well-designed and maintained, has  an e r r o r  
A co ld  j u n c t i o n  compensator has an e r r o r  t h a t  depends upon about - +l°F. 
t h e  ambient range. 
temperature bounds -65°F t o  165°F. 
Typical ly  t h e  e r r o r  is  1% of t h e  range wi th in  t h e  
The recording e r r o r  depends upon t h e  measured temperature,  but  
t y p i c a l l y  the e r r o r  is  about +-OF. 
e r r o r  is  about 53°F. 
Thus, t h e  t o t a l  system thermocouple 
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The primary source of thermal energy is  t h e  d i r e c t  s o l a r  r a d i a t i o n  
wi th  albedo and e a r t h  emission being secondary sources .  
around t h e  moon, l u n a r  emission c e r t a i n l y  becomes an important cons idera t ion .  
Information on t h e  va r i ances  assoc ia ted  wi th  t h e  n a t u r a l  thermal environment 
i n  space contained i n  References B-63, B-88, and B-89 w i l l  be condensed 
and augmented by more r ecen t  information. 
B.5.1 Solar  Model 
For an o r b i t  
Magnitude of Inc ident  Flux Density:  For e a r t h  o r b i t i n g  
and c i s - lunar  space veh ic l e s ,  t h e  s o l a r  f l u x  ranges from 
(1.034)s a t  pe r ihe l ion  t o  (.966)S a t  aphel ion.  The value 
of t h e  s o l a r  cons tan t ,  S ,  which i s  t h e  mean va lue ,  i s  t h e  
sub jec t  a t  t h e  present  of much discussion.B-90, B-91 I n  
t h e  USA t h e  r e s u l t s  of Johnson is commonly t h e  
s o l a r  cons tan t  i s  given as 442 Btu/hr f t 2  (2.0 cal/cm2-min) 
wi th  an unce r t a in ty  of +2%. In  Europe, t h e  eva lua t ion  of 
Nicole t  i s  widely t h e  s o l a r  cons tan t  i s  considered 
t o  be 437 Btu/hr f t 2  (1.98 cal/cm2-min) with an unce r t a in ty  
of f;5%. 
suggest t h a t  t h e  Johnson s o l a r  cons tan t  is high by 2.5% and 
t h e  Nicole t  s o l a r  cons tan t  i s  high by 1.5%. 
The experiment r e s u l t s  of Reference B-94 and B-95 
Uniformity of Solar  Flux: 
su r f aces  i n  t h e  v i c i n i t y  of t h e  e a r t h  a r r i v e s  wi th  a r ad ius  
of cu rva tu re  so l a r g e  t h a t  t he  wave i s  assumed t o  be p lanar .  
Solar  Flux Collimation: The terms col l imat ion  and decol l imat ion 
are sub jec t  t o  v a r i e t y  of i n t e r p r e t a t i o n s .  A discuss ion  
of t hese  terms is  found i n  Reference B-96. The s o l a r  f i e l d  
angle  i n  t h e  v i c i n i t y  of t h e  e a r t h  i s  32 minutes of a r c .  
The s o l a r  energy inc iden t  upon 
Spec t r a l  Energy Di s t r ibu t ion :  
i n t e r e s t  ( for  thermal a n a l y s i s  purposes),  0 . 2 ~  t o  3.01.1, 
t h e  spectral  energy d i s t r i b u t i o n  i s  known r e l a t i v e l y  w e l l ,  
a l though t h e r e  i s  some disagreement among inves t iga to r s .  
I n  t h e  USA, t h e  s p e c t r a l  model of J o h n ~ o n ~ - ~ ~  is  widely 
used and i n  Europe, t h e  model of NicoletB’93 i s  popular.  
The two d i s t r i b u t i o n s  are shown i n  Figure 1; no te  t h a t  
l a r g e  d i f f e r e n c e s  e x i s t  i n  t h e  uv region.  The r e s u l t s  of 
Reference B-94 and B-95 suggest t h a t  t h e  Johnson model 
below . 6 ~  is about 6% high. 
I n  t h e  wave l eng th  of 
B.5.2 Ear th  Emission 
A number of f a c t o r s  such as cloud coverage ( including he igh t ) ,  
e a r t h  su r face  temperature,  and mois ture  content  of t h e  atmosphere e f f e c t  
t h e  e a r t h  emission. The magnitude of t h i s  energy is a stong func t ion  of 
B-18 
t h e  l a t i t u d e .  
f o r  a p o l a r  o r b i t  i s  suggested.  Measurements from OGO-I1 i n d i c a t e s  a 
v a r i a t i o n  from 79 Btu/hr f t 2  t o  124 Btu/hr f t 2  wi th  a mean va lue  averaged 
over a yea r  f o r  l a t i t u d e s  less than 30° of 101 Btu/hr f t  . 
more d a t a  become a v a i l a b l e ,  i t  appears  t h a t  t h e  commonly used va lue  of 
68 Btu/hr f t 2  is c o n s i s t e n t  with p r e v a i l i n g  information. 
u n c e r t a i n t y  i n t e r v a l  of - +30% should be at tached.  
material inc ludes  References B-98 and B-99, 
B.5.3 Albedo Radiat ion 
I n  Reference B-87, a va lue  i n  t h e  range 75-78 Btu/hr f t 2  
U n t i l  2 B-97 
Perhaps a n  
Addit ional  reading 
Accurate a n a l y t i c a l  assessment of t h e  albedo r a d i a t i o n  i s  an extremely 
d i f f i c u l t  undertaking because of t h e  number of v a r i a b l e s  and t h e  unknown 
f a c t o r s  involved, For a d e t a i l e d  d i scuss ion  t h e  reader  i s  d i r e c t e d  towards 
References B-100 and B-101. 
For t h e  p l a n e t  e a r t h ,  an average albedo of approximately 38% i s  
commonly used al though l o c a l  v a r i a t i o n s  are q u i t e  l a r g e ,  perhaps ranging 
from 10% t o  90%. 
Reference B-99 r epor t ed  a v a r i a t i o n  of albedo from 0.10 t o  0.62 
between 33"N and 33"s l a t i t u d e s  on March 1965 wi th  an average albedo 
of 0.29. 
Lack of complete l o c a l  albedo va lues  coupled with a n a l y t i c a l  complexi t ies  
i n  predicing r e f l e c t e d  r a d i a t i o n  d i c t a g e s  t h e  u s e  of average albedo value.  
The u n c e r t a i n t y  i n  t h e  use  of t h e  albedo r a d i a t i o n  is  increased f u r t h e r  
by t h e  l a c k  of a c c u r a t e  information on t h e  s p e c t r a l  i n t e n s i t y  d i s t r i b u t i o n  
(References B-100, B-101, and B-102). Expediency tempered wi th  engineering 
judgement d i c t a t e s  t h e  u s e  of a s p e c t r a l  i n t e n s i t y  p a t t e r n  t h a t  is t h e  
same as t h e  d i r e c t  s o l a r  r a d i a t i o n .  
t h e  albedo appears  t o  be a reasonable  estimate. 
An unce r t a in ty  i n t e r v a l  of 525% i n  
B.5.4 Lunar Emission 
The l u n a r  emission from t h e  moon t o  a s p a c e c r a f t  on i ts  s u r f a c e  o r  
i n  a l u n a r  o r b i t  is of extreme importance. 
about t h e  emission c h a r a c t e r i s t i c s  of t h e  moon is  meager. Bi-direct ional  
r e f l e c t a n c e  behavior of l una r - l i ke  materials i n d i c a t e s  t h a t  t h e  thermal 
emission has a d i r e c t i o n a l  f l a v o r .  B-103 
d a t a  reveal d i r e c t i o n a l  e f f e c t s .  B-104 
The p resen t  state-of-knowledge 
A r e c e n t  l u n a r  i n f r a r e d  scan 
Thermal engineering d a t a  from 
B-19 
B-105 Surveyor I i n d i c a t e  a non-Lambertion su r face  thermal emission e f f e c t s .  
A t  t h e  present  time, f o r  thermal design a n a l y s i s  it is  a common p r a c t i c e  
t o  assume t h a t  lunar  emission fol lows a cos ine  d i s t r i b u t i o n .  
Perhaps a reasonable  upper l i m i t  a t  t h e  subsolar  po in t  i s  433 Btu/hr f t 2 .  
No at tempt  w i l l  be made t o  assess t h e  unce r t a in ty  i n t e r v a l .  
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APPENDIX C. OBSERVABILITY 
I n  genera l ,  t h e  a b i l i t y  t o  ca r ry  out  
c o r r e c t i o n  is dependent on whether o r  no t  
are observed o r  measured are f u n c t i o n a l l y  
OF THERMAL NETWORKS 
meaningful thermal network 
t h e  network v a r i a b l e s  which 
dependent ( i n  an appropr i a t e  
sense  t o  be def ined  below) on the  parameters and/or i n i t i a l  temperatures 
whose va lues  are t o  be co r rec t ed .  Because of t he  very real p o s s i b i l i t y  
t h a t  t h e  appropr i a t e  f u n c t i o n a l  dependence w i l l  no t  e x i s t  i n  s i t u a t i o n s  
of engineer ing s i g n i f i c a n c e ,  i t  is important  t h a t  some a t t e n t i o n  be 
given t o  the  problem of a s c e r t a i n i n g  i ts  ex i s t ence  o r  l a c k  of ex i s t ence .  
I n  the  terminology of modern systems theory,  such a problem f a l l s  
under t h e  genera l  heading o b s e r v a b i l i t y  i n  nonl inear  systems. I n  t h i s  
s e c t i o n ,  t h e  r e s u l t s  of a b r i e f  i n v e s t i g a t i o n  i n t o  t h e  obse rvab i l i t y  of 
thermal networks is  presented.  These r e s u l t s  a r e  r a t h e r  incomplete and 
fragmentary,  and they are presented  a t  t h i s  t i m e  only t o  i n d i c a t e  the  
na tu re  and s i g n i f i c a n c e  of t he  gene ra l  problem of o b s e r v a b i l i t y  of non- 
l i n e a r  systems and i ts  relevance t o  thermal network co r rec t ion .  C lea r ly ,  
much more e f f o r t  could, and probably should, be appl ied  i n  t h i s  area. 
Consider a gene ra l  thermal network which can be cha rac t e r i zed  
mathematically by a vec to r  d i f f e r e n t i a l  equat ion of t h e  form 
T = f ( t , T , P )  (c-1) 
where t h e  components of t he  vec to r  T denote  the  temperatures a t  the  
nodes of t h e  network and the  components of t he  parameter vec to r  p 
denote t h e  va lues  of t he  thermal conductances, thermal r a d i a t i o n  
exchange c o e f f i c i e n t s ,  h e a t  c a p a c i t i e s ,  e t c .  f o r  t he  network.* I n  t h e  
gene ra l  case c e r t a i n  of t h e  parameters and i n i t i a l  temperatures can 
be taken as being known (o r  hard)  while  t he  o t h e r s  are t o  be  co r rec t ed  
based on a set of temperature measurements o r  observa t ions  made 
a t  s e l e c t e d  nodes ( i . e .  , are s o f t ) .  
components are the  s o f t  parameters. S imi l a r ly ,  l e t  T be the  v e c t o r  
whose components are the  hard i n i t i a l  temperatures whi le  T2 is  a v e c t o r  
whose components are t h e  s o f t  i n i t i a l  temperatures.  F i n a l l y ,  
l e t  T ( t )  be the  v e c t o r  whose components are t h e  temperatures 
of t h e  nodes which are measured and l e t  T ( t )  denote  a v e c t o r  
L e t  p1 be the  v e c t o r  whose 
1 
0 
0 
1 
2 
* It is t a c i t l y  assumed he re  tha  a l l  inpu t s  t o  the  network are known 
func t ions  of t i m e .  
whose components are the temperatures of the nodes which are not 
1 1 2 2 measured. 
Then Equation (C-1) can be written in an expanded form as follows: 
It may or may not be true that T (to) = To and T (to) = To. 
(c-2) 
1 2 1 2  "? = fl(t,T ,T ,p  ,p ) 
2 1 2 1 2  
T = f (t,T ,T ,P ,P 
If certain, rather nonrestrictive, conditions are imposed on the 
functions f ( ) and f ( ), unique solutions of Equations (C-2) and 
(C-3) exist for any given set of values for To, To' p , and p . 
Moreover, if To and p are assumed fixed and T and p are assumed 
variable, then the family of solutions of Equations (C-2) and 
il 2 
1 2 1  2 
1 1 2 2 
0 
2 1 (C-3) which are obtained by varying T- and p2 defines T (t) 
U 2 and T (t) as functions of T: and p2 for all t. Let the functions 
so defined be denoted by the expressions 
((2-3) 
1 Now suppose a set of observations of T (t) are made at times t t 1 9 * * * ,  
t 
it is reasonable to define the observability of Ti and p as 
follows. 
Definition 1: To and p2 will be said to be simultaneously 
and let {To(tk); k=o, ..., N) denote this set of observations. Then 
2 N 
2 
1 observable relative to the set {T (tk) ; k=o.. . ,N)  
if and only if the (nonlinear) algebraic equations 
2 have a unique solution for T2 and p . 
0 
c- 2 
2 2 Def in i t i on  2: T and p w i l l  be  s a i d  t o  be simultaneously observable 
0 
a t  t i m e  T 2 t 
some set  {t ;k=o,. . . ,N) with  t <t < T such t h a t  Equations 
(C-6) have a unique so lu t ion .  
s a i d  t o  be unobservable. I f  T and p are unobservable 
a t  t i m e  7 f o r  a l l  T 2 t then they are simply s a i d  t o  
be unobservable. 
i f  and only i f  t h e r e  e x i s t s  some N and 
0 
k u - I r  
Otherwise they w i l l  be 
2 2 
P 
0’ 
2 
An obvious consequence of t h e  above d e f i n i t i o n s  i s  t h a t  i f  T and 
0- 2 
p are unobservable a t  t i m e  T then i t  is  impossible  t o  determine the  
t r u e  va lues  of T 
made on t h e  i n t e r v a l  [ t  71. 
2 1 and p2 f o r  t h e  network from observat ions of T ( t )  
0- 
0’ 
The above i s  a c t u a l l y  a s p e c i a l  case of a more genera l  ques t ion  of 
o b s e r v a b i l i t y  i n  nonl inear  systems. This more genera l  case can be 
formulated a n a l y t i c a l l y  as fol lows.  L e t  x ( t )  denote a n-vector 
func t ion  of t i m e  which s a t i s f i e s  t h e  d i f f e r e n t i a l  equat ion 
x = f ( t , x , p )  (C-7) 
where p i s  a set of (constant)  parameters. L e t  y ( t )  denote an m-vector 
func t ion  of t i m e  whose components correspond a nonl inear  measurements 
of x ( t ) ,  i . e . ,  
y ( t )  = h ( x ( t ) ,  t )  (C-8) 
By t h e  same argument used i n  t h e  special case above the  family of 
s o l u t i o n s  of Equation (C-7) obtained by varying x ( t  ) and p def ine  
x ( t )  as an n-vector func t ion  of t ,  x ( t o ) ,  and p which w i l l  be denoted 
0 
by g ( t , x ( t o )  ,PI ;  i .e .  
x ( t >  = g ( t , x ( t o ) , p )  (c-9) 
S u b s t i t u t i o n s  of Equation (6-9) and Equation (C-81, gives  
Y(t)  = h ( g ( t , x ( t o )  ’PI , t> (C-10) 
Def in i t i on  3: The nonl inear  system descr ibed by Equations (C-7) and 
(C-8) w i l l  b e  s a i d  to be  state observable  a t  p relative 
t o  the  set of observat ions (y( tk)  ; k=o, . . . ,N} i f  and 
only i f  t h e  equat ions 
c-3 
(C-11) 
have a unique s o l u t i o n  f o r  x ( t  ). 
0 
Simi la r ly  
Def in i t i on  4 :  The nonl inear  system descr ibed by Equation (C-7) and 
(C-8) w i l l  be s a i d  t o  be state observable  a t  t i m e  
T > t a t  p i f  and only i f  t h e r e  e x i s t s  some N and some set 
{tk, k=o, .. ,,,N, t 
have a unique s o l u t i o n  f o r  x ( t  ).  
0 - 
5 tk T) such t h a t  Equation (C-11) 0 
0 
Analogous t o  state obse rvab i l i t y ,  parameter o b s e r v a b i l i t y  can be def ined 
as follows: 
Def in i t i on  5: The nonl inear  system descr ibed by Equation C-7) and (C-8) 
w i l l  be s a i d  t o  be parameter observable f o r  i n i t i a l  con- 
d i t i o n  x ( t  ) a t  t i m e  T 2 t 
some N and some set { tk; k=o,. . . , N , t  <t 
Equation (C-11) have a unique s o l u t i o n  f o r  p .  I f  
t h i s  unique s o l u t i o n  i s  independent of x ( t  ) t h e  system 
w i l l  simply be s a i d  t o  be parameter observable.  
i f  and only i f  t he re  e x i s t s  
TI such t h a t  
0 0 
o - k  
0 
Def in i t i on  6: The nonl inear  system descr ibed by Equation (C-7) and 
(C-8) w i l l  be s a i d  t o  be simultaneously state and 
parameter observable  f o r  a set of observat ions 
{y ( tk )  ; k=o, . . . , N )  i f  and only i f  Equations ((2-11) 
have a unique s o l u t i o n  f o r  x ( t o )  and p.  
Several  comments relative t o  Def in i t i ons  3-6 are i n  o rde r  before  
r e tu rn ing  t o  t h e  s p e c i a l  case of obse rvab i l i t y  i n  thermal networks. 
i t  can be shown r a t h e r  e a s i l y  t h a t  Def in i t i ons  3 and 4 are equiva len t  
t o  Kalman's d e f i n i t i o n  of ( s t a t e )  obse rvab i l i t y  f o r  l i n e a r  systems 
F i r s t ,  
and (C-8) are l i n e a r .  However, they appear t o  
Methods and Results i n  Linear  P red ic t ion  
and F i l t e r i n g  Theory, RIAS TR 61-1, Presented a t  t h e  Symposium 
on Engineering Applicat ion of Random Function Theory and P robab i l i t y ,  
Purdue Univers i ty ,  November 1960. 
c-4 
o f f e r  some advantage even i n  t h i s  case because the  meani 
is  more d i r e c r l y  i n t  
d e f i n i t i o n  of obs 
t o  parameter o 
is  because, e 
t h e  parameter 
func t ion  of p.  This is  i l l u s t r a t e d  by the  s i m p l e  scaler l i n e a r  case where 
k ( t )  = p x ( t )  and y ( t )  = x ( t )  (c-12) 
f o r  which i t  can be shown t h a t  
p (tk-to> 
y( tk)  = x ( t k )  = x ( t o )  e (C-13) 
I n  t h i s  case,  it i s  seen t h a t  y ( t  ) is  an exponent ia l  func t ion  of p. k 
On the  o the r  hand, t he  usefu lness  of Kalman's d e f i n i t i o n  hinged on t h e  
f a c t  t h a t  t h e  y ( t  ) were l i n e a r  func t ions  the  q u a n t i t i e s  t o  be determined k 
o r  est imated;  i .e . ,  l i n e a r  func t ions  of x ( t  ) i n  h i s  case.  F i n a l l y ,  
Def in i t i ons  3 and 4 and e s p e c i a l l y  Def in i t i ons  5 and 6 represent  bona 
f i d e  gene ra l i za t ions  of Kalman's d e f i n i t i o n s  i n  a form which is:  (1) 
0 
d i r e c t l y  app l i cab le  t o  nonl inear  systems wi th  o r  without  unknown o r  
poorly s p e c i f i e d  parameters and ( 2 )  immediately i n t e r p r e t a b l e  i n  terms 
of t h e  problem determining o r  de f in ing  estimates of t h e  i n i t i a l  
condi t ions  and/or parameters of such systems. 
t hese  d e f i n i t i o n s  w i l l  become apparent  from t h e  d iscuss ion  t o  follow. 
The impl ica t ions  of 
I 
There is  a c lose  r e l a t i o n s h i p  between o b s e r v a b i l i t y  as def ined 
above and t h e  a b i l i t y  t o  c o r r e c t  i n i t i a l  estimates o r  guesses of x ( t  ) 
and p based on observat ions y ( t  ). 
follows. 
Then de f ine  c o r r e c t a b i l i t y  i n  t h e  following manner. 
Def in i t i on  7: 
0 
This r e l a t i o n s h i p  can be seen as k 
L e t x ( t  ) and e denote i n i t i a l  estimates of x ( t  ) and p.  
0 0 
The estimates of &(to)  and E w i l l  be s a i d  t o  be 
co r rec t ab le  given a set of observat ion 
of t h e  system i f  and only i f  i t  is poss ib l e  t o  f i n d  
co r rec t ions  6x(to)  and 6p (which are func t ions  of t he  
y ( t  ) )  such t h a t  &(to)  + 6x( to)  and E + 6p are equal  
{y(tk)  ; k=o, . . . ,N) 
k 
ter va lues  which 
t h a t  x ( t  ,) = z ( t  ) + 6x( to)  
0 0 
and p = E +  6p. 
c-5 
The following conclusions can be e s t ab l i shed  based on t h e  above d e f i n i t i o n s .  
Conclusion 1: I n  o rde r  f o r  estimates z ( t  ) and  to be c o r r e c t a b l e  
given a set of observa t ions  (y ( tk ) ;  keg, ..., N), i t  is 
necessary t h a t  t h e  system be simultaneously state and 
parameter observable  given t h i s  set of observa t ions ,  
0 
Conclusion 2: L e t  t h e  system be  simultaneously state and parameter 
observable  given the set of observa t ions  {y(tk)  ; k=o,. . . ,N)  
and l e t  themN - vec to r  be def ined by t h e  r e l a t i o n s h i p  
Y =  
ay : * -1 a Y  has  rank equal t o  Then, i f  t h e  matr ix  [- 
aX(t-1 aP 
t h e  number of components $f x ( t o )  p lus  t h e  number of 
components of p ,  t h e  estimates x(t ) and E are co r rec t ab le  
f o r  a l l  x ( t  ) and E i n  some neighborhood of x ( t o )  and p. 
0 
0 - 
Conclusion 1 fol lows from t h e  observat ion t h a t  t h e  ex is tence  of 6x( to)  
and 6p, wi th  t h e  prescr ibed  proper ty  i s  equiva len t  t o  the  ex i s t ence  
of unique s o l u t i o n s  of Equations ((2-11). Conclusion 2 fol lows from 
Conclusion 1 and use of t h e  i m p l i c i t  func t ion  theorem. 
A s  an example of a thermal network which is not  co r rec t ab le  
cons ider  t h e  l inear  f i v e  node case descr ibed by t h e  following equatj-ons 
. 
(T -T ) + a T1 = a12 2 1 13  3 1 (T -T ) + a14(T4-T1) + a15(T5-T1) 
i1 
- (T -T ) + a32(T2-T3) + a34(T4-T3) + a (T -T ) T3 - a31 1 3 35 5 3 
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i2 
T4 = a41 (T1-T4) + . . . . . + a45(T5-T4) 
T5 = a51(T1-T5) + . . . . . + a54(T4-T5) 
where a l l  o f  t h e  a are a l l  equal  and where t h e  a are taken t o  be  
i j  i j  
t h e  parameters.  Direct obse rva t ion  of t h e  equat ions i n d i c a t e s  t h a t  
T through T are dependent only on T4 + T and s i m i l a r l y  T4 and T5 
are dependent only on T + T2 + T3. Hence, i f  T and T w e r e  i n i t i a l i z e d  
a t  T + 6 and T - 6 ,  r e s p e c t i v e l y ,  then T 4 ( t )  + T ( t )  would be func t ions  
of T4(t  ) and T ( t  ) only through t h e i r  sum T4(to) + T5(to). But, t h i s  
means t h a t  t h e  system is  no t  simultaneously s ta te  and parameter observable 
f o r  any set of observat ions of T ( t )  because T 4 ( t o )  = T + 6 and T ( t  ) = T - 6 
would s a t i s f y  Equations ((2-6) f o r  a l l  6. That is ,  Equations (C-6) would 
no t  have a unique s o l u t i o n s  f o r  T ( t  ) and p and hence, by Conclusion 1 
t h e  va lues  of T ( t  ) and T5(to) would no t  be co r rec t ab le .  
1 3 5 
1 4 5 
5 
0 5 0  
1 
5 0  
2 
0 
4 0  
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APPENDIX D. ERROR EFFECTS: TEMPERATURES & MATRIX INVERSION 
D.l EFFECTS OF SMALL TEMPERATURE MEASUREMENT ERRORS 
The effects of small temperature measurement errors for the 
deterministic method presented in paragraph 3.1.1 can be computed as 
follows : 
Let the set of equations be expressed in the general matrix 
form, 
[MI {XI = 0 (D-1) 
where, [MI is the coefficient matrix 
{XI is the parameter vector 
If we let [Mol and {x } be the true coefficeints matrix and 
parameter vector, respectively, and if we let M = [M ] + [fW] be 
the coefficient matrix obtained by using noisy temperature measurements 
and {XI = {x 
the noisy coefficient matrix [MI, then 
0 
0 
+ {Ax) be the resulting {XI which is computed using 
0 
Matrix algebra, use of equation (D-1) and the definition of 
[MI yields: 
Equation (D-4) indicates that the error in the parameter x is 
approximately linear with error in the coefficient matrix M. 
D.2 MATRIX INVERSION 
The method of least squares discussed numerical round-off 
difficulties (paragraph 4.1.1). In particular the manner in which 
the coefficient matrix was inverted yielded surprisingly different 
results. 
as follows: 
The three matrix inversion subroutines may be described 
D- 1 
All three subroutines, S$LVIT, INVRSE, and GJR use the same 
basic principle--i,e., reduction of the original matrix to the 
identity matrix by elementary row (or column) operations; the 
corresponding elementary operations on the identity matrix produce 
the inverse matrix*. Symbolically 
[A,Il -t [IsA-ll 
The elementary operations discussed above are either: (1) 
division of a row by the diagonal element or (2) addition of a linear 
combinational of one row to another row. 
in their own space by shifting each row left by one column as it is 
being reduced. 
The matrices may be inverted 
Row interchange means that the largest element in 
a particular column of the unreduced matrix is used as the diagonal 
element. 
of the entire unreduced matrix is used as the diagonal element. 
Both INVRSE and GJR yield the inverse explicitly whereas the subroutine 
S$LVIT augments the coefficient matrix [A] with the forcing function {B). 
The process of reducing the matrix [A] to the identity matrix with 
corresponding operations on B produces the solution vector [x] in [B] .  
In row and column interchange the largest element 
k B 1  -t[I;xl 
* Froberg, C. E., Introduction of Numerical Analysis, 1965 Addison-Wesley 
Kelly, L. G., Handbook of Numerical Methods and Application. 1967, 
Addison-Wesley. 
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