Representations of nite languages as a product (catenation) of languages are investigated, where the factor languages are \prime", that is, cannot be decomposed further in a nontrivial manner. In general, such prime decompositions are not unique -even the number of factors can vary exponentially. The paper investigates the uniqueness of prime decompositions, as well as the commuting of the factors. Interconnections to languages more general than nite are pointed out. In the case of regular languages, the notion of a decomposition set turns out to be a powerful tool.
Introduction
An idea fundamental in language theory is to represent a given language as simply as possible. Representations in terms of automata or grammars give rise to various hierarchies of languages. Another natural approach is to use operations de ned for languages in the representations. In this paper we will investigate products or catenations of languages, trying to decompose a given language into \factor languages", hopefully simpler than the original one. Since catenation is a very basic operation in language theory, the problems we are dealing with are of fundamental nature. Rather little work has been carried out along these lines so far. This is apparently due to the fact that, as will be pointed out shortly, very little can be said in the general case because frustratingly long and strange decompositions are possible.
However, nite languages behave di erently. Whenever a nonempty nite language F can be written as a product F = F 1 F 2 : : : F k ; where none of the factors F i , 1 i k, is trivial, meaning that it consists of the empty word , then k cannot be larger than the length of the longest word in F. Consequently, we have always a complete control of all possible decompositions, at least in principle.
This should be contrasted with the di culties concerning decompositions of simple regular languages such as , where is an alphabet. We have, for instance, = L 1 : : :L m L 0 1 : : :L 0 n , where m and n are arbitrarily large, and L i ; L 0 j , 1 i m, 1 j n, are arbitrary languages over , not necessarily recursively enumerable, each containing the empty word. Clearly, such decompositions are not very useful for understanding the structure of the original language! On the other hand, decompositions such as = L 1 L 2 = ( + + 2 + : : : n?1 )( n ) ; n 2; convey de nite information about . (Here, as frequently in the sequel, \+" stands for union.) Indeed, they were instrumental in the proof for the fact that equations between regular expressions possess no nite basis, see 5] for details.
Clearly, every language L possesses a trivial decomposition L = L 1 L 2 ,
where one of the languages L i equals f g, and the other equals L. If no 1 other decompositions are possible for a language L 6 = f g, we refer to L as prime. A prime factorization or prime decomposition of a language L is a product L = L 1 L 2 : : : L n ; n 1; where each of the languages L i , 1 i n, is prime.
Clearly, every nite language possesses a prime decomposition. This is not true for in nite languages. For instance, no star language L (L = K , for some K) can possess a prime decomposition. Indeed, for in nite languages, decompositions other than prime decompositions can sometimes be quite useful. 
+ . Here we de nitely have a simpli cation in the sense discussed at the beginning of the paper. The total number of states in the minimal automata for L 1 and L 2 is much smaller than the number of states in the minimal automaton of L. Using the same idea and allowing an arbitrary number of factors, one can show that the number of states may grow exponentially in the transition from the decomposition to the original language. We hope to return to the discussion of this and other similar problems (which lie outside the scope of the present paper) in another context.
A brief description of the contents of the present paper follows. Initial observations concerning prime languages are presented in Section 2. They lead also to the basic undecidability result concerning linear languages. A notion important in the study of regular languages, that of a decomposition set, is introduced in Section 3. While the approach in Sections 2 and 3 is general in the sense that also in nite languages are considered, the remainder of the paper concerns exclusively our actual topic, nite languages. The uniqueness of decompositions is discussed further in Section 4. The next two sections deal with the decomposition sets associated to nite languages and our conjecture concerning the commuting of two nite languages F 1 and F 2 , that is, the validity of the equation F 1 F 2 = F 2 F 1 . Finally, observations about the \primality testing" for nite languages are presented in Section 7.
We assume the reader to be familiar with the basics of formal languages and nite automata. Whenever need arises, 6] may be consulted.
It has not escaped our notice, especially in view of the many possible interpretations of nite languages and the central theoretical role of the problems studied in this paper, that the problems might turn out to be signi cant in certain applications. However, we have no speci c applications in mind, and the paper is meant as a contribution to the mathematical theory of nite languages.
Although the problems concerning nite languages, such as the uniqueness of the decomposition and the validity of the equation F 1 F 2 = F 2 F 1 , seem very natural to us, apparently no study along the lines of this paper has been previously undertaken. The investigations discussed in 4] and 7] take mostly a di erent direction. In the theory of codes one asks whether catenations of words coming from a nite language yield unique encodings, to mention just one example. In 1], the succinctness of representations of a nite language in terms of grammars and L systems is investigated. 5] develops a method according to which one may construct, with the maximal use of the distributive law, for every nite language F an expression from which the number of states and nal states in the minimal deterministic automaton for F can be immediately seen. 7] contains results about the commuting of two languages in some special cases. We mention, nally, that the recent papers 2] and 3] obtain some of the decidability results in Section 2 and 3 by di erent constructions.
Prime Languages
The notions of a prime language and a prime decomposition of a language were already introduced in the preceding section. According to the de nition, the language f g consisting of the empty word is not prime. Consequently, all factor languages in a prime decomposition are nontrivial. (Following the customary terminology, we call the factor f g trivial because it is a unit element in products.) The general de nitions concern arbitrary languages. However, this paper is focused on nite languages, in nite languages being considered only in Sections 2 and 3 for the illustration of certain important points.
Depending on the language, the prime decomposition may be unique or there may be several prime decompositions for the same language. It is also possible that a language has no prime decompositions, a or , where a is a letter, being typical examples of such languages.
However, every nite language possesses a prime decomposition. The uniqueness of decompositions will be discussed in Section 4. We begin with listing some results immediate by the de nitions. Theorem 2.1 Every nite language possesses a prime decomposition. In every nontrivial decomposition of a nite language F, the number of factors is at most equal to the length of the longest word in F. All nontrivial 3 decompositions of a nite language F can be e ectively constructed.
2
Natural problems to consider concerning decompositions are, for instance: Is a given language L prime? (\Primality testing") Does L possess a prime decomposition ? Find a decomposition for L as simple as possible, according to some agreed complexity measure.
Obviously, such problems are decidable for nite languages. Some of them might still be intractable -we will return to this question in Section 7. A characteristic feature for problems concerning nite languages is that ad hoc methods are often very suitable. For instance, factorizations are sometimes found by grouping the words according to their length. This method immediately gives a factorization, consisting of two three -word languages for the language We use here the notation very suitable for nite languages and already hinted at in the Introduction, where we write x + y + z instead of fx; y; zg.
We now present some simple examples of prime and nonprime nite languages. The examples will also be used in some of the general considerations below.
Consider the languages over the alphabet fag, de ned by + : : : + a n ; n 4: Let, further, F 00 n , n 4, denote any language consisting of and a n and, in addition, of arbitrarily many words a i with n=2 i n. Lemma 2.1 No language F n;k is prime, whereas all languages F 00 n are prime.
The language F 0 n is prime i n = 4. Proof. We have F n;k = ( + a k ) n , showing that F n;k is nonprime. For F 0 n with n 5, we have the decomposition Proof. The decomposition can be immediately veri ed. To show the primality of F, we establish the following Claim. If F = F 1 F 2 , F 1 6 = f g and w is a word in F 2 ending with a (resp. b), then w = a (resp. w = b).
The Claim shows that a+b is the only possible second factor in a nontrivial decomposition. However, this second factor does not work for F.
It su ces to establish the Claim for w ending with a, the other case being symmetric. Assume that w = xa. If x 6 = , then w must be of one of the forms w = yaa or w = yba. F 2 cannot contain an entire word of F because, The proof shows how small di erences between nite languages can be utilized to embed problems known to be undecidable into the realm of nite languages. We are asking here the simple question: are two letters the same?
Decomposition Sets
The proof of Theorem 2.2 does not work for regular languages. Indeed, the primality problem is decidable for regular languages. We now introduce a notion very suitable for the study of decompositions of regular languages. It is closely related to left quotients of regular languages. It shows how an arbitrary decomposition can be extended to one of nitely many speci c decompositions, obtainable in a standard way.
Let R be a regular language over an alphabet , and let A = (Q; ; ; q 0 ; Q F ) be the minimal nite deterministic automaton for R. (Here Q is the set of states, q 0 the initial state, Q F the set of nal states, and the transition function. We extend to words over . Thus, (q; w) = q 0 means that the word w takes A from the state q to the state q 0 .) For a nonempty subset P Q, we consider the following two languages: R P 2 Observe that the languages L 1 and L 2 above are quite arbitrary; they need not even be recursively enumerable. They can always be extended, without losing the validity of the decomposition, to regular languages obtainable from the minimal automaton for A. These resulting \standard" decompositions can always be expressed in terms of a decomposition set.
By de nition, a nonempty subset P Q is a decomposition set (for a regular language R) if R = R P 1 R P 2 . The decomposition R = R P 1 R P 2 referred to as the decomposition of R induced by the decomposition set P.
We
Theorem 3.1 Every decomposition of a regular language R is included in a decomposition of R induced by a decomposition set. The problem of primality is decidable for regular languages.
Proof. The rst sentence follows by Lemma 3.1. To decide whether or not a given regular language R possesses a nontrivial decomposition, we check through all subsets P of Q. If none of them induces a nontrivial decomposition, we conclude that R is prime. 2
The algorithm given above is clearly exponential. It is likely (see Section 7) that primality testing is NP-complete even for nite languages. Observe also that the decomposition induced by a decomposition set may be trivial. Indeed, we have R P 1 = f g i P = fq 0 g and q 0 has no incoming arrows.
Similarly, R P 2 = f g exactly in case P = Q F and is the only word taking 7 A from each of the nal states to a nal state. Also the following result is an immediate corollary of Lemma 3.1. Theorem 3.2 Whenever a regular language has a nontrivial decomposition, it has a nontrivial decomposition where the factors are regular languages. where all languages within parentheses are primes. We will return to this example in the next section, in connection with decomposition sets.
We have called the language f g trivial when it appears in factorizations and, in fact, have excluded it from prime decompositions. Languages containing the empty word seem to be the source of ambiguity of decompositions. We call a prime decomposition positive if none of its factors contains the empty word.
For instance, the prime decomposition for F 0 in Lemma 2.2 is positive. Some nite languages possess no positive prime decompositions. This holds for every language containing , as well as for every language over fag containing at least two words.
Since languages containing the empty word seem to be the source of ambiguity of decompositions, one might be inclined to conjecture that positive prime decompositions are unique. However, this is not the case. An analysis of the above argument shows that the source of ambiguity is again essentially the same as in our previous examples: sums of powers of a may be factorized di erently. When one considers longer sums, one obtains similarly as above arbitrarily many positive prime decompositions for the same language. Let us go back to Lemma 3.1. It might seem that, in case of nite languages, the languages L 1 and L 2 in the arbitrary decomposition actually coincide with the languages induced by the decomposition sets. However, this is not the case: both L 1 and L 2 may be properly included in the corresponding language induced by the decomposition set.
Consider Assume that the theorem holds for L = fy 1 ; : : : ; y t g, t < n. Now we consider the case when t = n, i.e., L = fy 1 ; : : : ; y n g. We have the following three cases: Case I. xy n = y n x. Then, by Lemma 6. We explain the above lemma and its proof by the following example.
Example 6.2 As in the previous example, let p = 3 and q = 7. Then N p = f1; 2; 3g and N q = f1; 2; : : : ; 7g. We are given N 0 q = f1; 3; 4; 7g and x 1 ; x 2 ; x 3 ; x 4 2 X, and we know that there is w 2 L 2 such that (w) (1) = x 1 , (w) (3) = x 2 , (w) (4) = x 3 , and (w) (7) = x 4 (i.e., (w) 4 Similarly, we can show that Z i X for each i, 1 i q. Therefore, we have Z 1 Z q X q and, thus, L 2 X q . As a consequence we have that L 1 X p .
Second, we prove that X p L 1 and X q L 2 . In order to do so, we prove by induction on n, the cardinality of N 0 q , 1 n q, that for any N 0 q = fi 1 ; : : :; i n g N q and x 1 ; : : :; x n 2 X, there exists w 2 L 2 such that (w) i k = x k , for 1 k n. Let n = q, i.e., N 0 q = N q . Then we have proved that X q L 2 . Using Lemma 6.4, we get X p L 1 . Therefore, we have L 1 = X p and L 2 = X q . 2 
Complexity
Typical problems concerning the decomposition of nite languages are the following: (i) Is a given nite language prime?
(ii) Find all prime decompositions of a given nite language.
(iii) Find, for a given nite language, a prime decomposition possessing a speci c property. (We might require, for instance, that the total number of states in the automata accepting the prime factors is minimal.)
It is obvious that all problems of this nature are decidable for nite languages. The complexity issues lie outside the scope of this paper. In many cases, an exhaustive search is the only algorithm we know for a speci c problem.
Consider primality testing, (i). There seems to be no other general method than trying all possible factors. Of course, in special instances, ad hoc arguments can be used to exclude factors of certain types. A special case consists of testing the primality of languages of the form ( ) + a i 1 + a i 2 + : : : + a in ; where the i's are distinct positive integers. In this case primality testing can be reduced to a problem concerning sets of nonnegative integers as follows.
Let N be a set of nonnegative integers. We say that N has the decomposition property if there are nonempty subsets N 1 and N 2 of N, maybe overlapping or identical but both containing at least two elements, such that N = fn 1 + n 2 j n 1 2 N 1 and n 2 2 N 2 g:
We also say that N decomposes into N 1 and N 2 . 2 Although the problem of N possessing the decomposition property bears some resemblance to the subset sum problems, we have not been able to establish its NP-completeness. Of course, testing the primality of the languages ( ) is only a special case of the general problem.
We have noticed many times that a small change in a language can make a prime language nonprime, and vice versa. If c is a letter not in the alphabet of F, then F +c is always prime. One can a ect the same change also without introducing new letters. Theorem 7.1 Let F be a nite language whose minimal alphabet contains at least two letters. Then for some w 2 + , F + w is prime.
Proof. Let k be the length of the longest word in F. Let w be any word of length 2k + 1 such that there is a word in F whose rst (resp. last) letter di ers from the rst (resp. last) letter of w. This requirement can be satis ed since contains at least two letters. We claim that F + w is prime. Assume the contrary: F + w has a nontrivial decomposition F + w = F 1 F 2 . We can write F 1 = F 0 1 + w 1 , F 2 = F 0 2 + w 2 , w = w 1 w 2 . (Possibly F 0 i is empty or w i = .) One of the words w 1 and w 2 is of length greater than k. Assume that jw 2 j > k. Then F 0 1 = ; because, if x 2 F 0 1 , the word xw 2 is not in F +w. Thus, F + w = w 1 F 2 . But this is not possible because F contains a word whose rst letter di ers from the rst letter of w 1 . (w 1 = would yield a trivial decomposition.) If jw 1 j > k, we obtain similarly a contradiction, using the fact that F contains a word whose last letter di ers from the last letter of w 2 . 2 Theorem 7.1 can be extended to concern languages F over fag containing the empty word.
