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We outline a strategy to compute deeply inelastic scattering structure functions using a hybrid
quantum computer. Our approach takes advantage of the representation of the fermion determinant
in the QCD path integral as a quantum mechanical path integral over 0+1-dimensional fermionic
and bosonic worldlines. The proper time evolution of these worldlines can be determined on a
quantum computer. While extremely challenging in general, the problem simplifies in the Regge
limit of QCD, where the interaction of the worldlines with gauge fields is strongly localized in proper
time and the corresponding quantum circuits can be written down. As a first application, we employ
the Color Glass Condensate effective theory to construct the quantum algorithm for a simple dipole
model of the F2 structure function. We outline further how this computation scales up in complexity
and extends in scope to other real-time correlation functions.
I. INTRODUCTION
From its early role in the discovery of partons and
asymptotic freedom, deeply inelastic scattering (DIS) of
electrons off protons and heavier nuclei has been a fun-
damental tool in studying the quark-gluon structure of
matter [1–5]. The simplest DIS quantities are the inclu-
sive structure functions F2 and FL which, respectively,
provide information on the sum of the quark and anti-
quark distributions, and the gluon distribution, in the
target proton or nucleus [6, 7].
Computing structure functions from first principles is
an outstanding problem in Quantum Chromodynamics
(QCD) because they are proportional to nucleon/nuclear
matrix elements of products of electromagnetic currents
that are light-like separated in Minkowski spacetime. In
contrast, Monte Carlo computations in lattice QCD are
robust in Euclidean spacetime. The operator product
expansion (OPE) [8] allows one to compute moments of
structure functions in lattice QCD, but such computa-
tions are restricted to low moments [9]. There are inter-
esting alternative developments whereby so-called quasi-
or pseudo-pdfs are computed on the lattice [10–13]; ex-
cellent reviews of the status of “classical” computation
of structure functions can be found in [14, 15].
Given the formidable challenge, it is worthwhile to ask
whether simulations on a quantum computer can over-
come the limitations of classical Monte Carlo approaches.
An appropriate analogy is that of the sign problem at
finite baryon chemical potential in QCD [16, 17]. In
this Noisy-Intermediate-Scale-Quantum (NISQ) era [18],
a path forward is to identify simple but scalable problems
that are tractable and to explore their implementation on
quantum devices [19–26].
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We will outline in this paper a digitization strategy
whereby progress can be made constructing the Hilbert
space of a relativistic quantum field theory from ‘world-
line/single particle’ states. We illustrate this approach,
as a simple first step, for the fermion sector of the
QCD path integral, by expressing the fermion determi-
nant in the QCD effective action as a quantum mechan-
ical “worldline” path integral [27–40] over fermionic and
bosonic variables 1, which when interpreted in a Hamil-
tonian formulation, suggests a novel digitization strategy
of the underlying quantum field theory. The primary ob-
jective of this manuscript is to motivate and spell out the
conceptual foundations of this approach with the even-
tual goal being a computation on quantum hardware.
In Section II, we will outline the essential elements of
this worldline formalism. We will then in Section III, ap-
ply it to discuss the quantum computation of F2 in an
effective field theory approach to the high energy “Regge”
limit of QCD. Section IV will identify the quantum cir-
cuits needed for the simplest toy model computation. In
Section V, we will discuss the gradual scaling of the com-
putation in complexity to address quantum computation
in DIS to high orders in perturbation theory in the Regge
limit. In Section VI, we outline the digitization strat-
egy for bosonic worldlines in the context of a relativistic
scalar field theory. A detailed discussion of the corre-
sponding quantum circuits and their implementation on
quantum hardware will be discussed in a follow-up pa-
per [46]. In the concluding Section VII, we will discuss
the expansion in scope of this worldline/single particle
framework to address scattering amplitudes and other
real time correlation functions that are classically chal-
lenging in both perturbative and nonperturbative QCD.
We will outline the significant practical and conceptual
challenges facing realistic computations of QCD real time
1 For a worldline approach to quantum computing in other con-
texts, we refer the reader to [41–45].
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2distributions in the NISQ era and beyond. The paper
has two Appendices. In the first Appendix, we discuss
the preparation of the initial state of the proton in the
worldline formalism. In Appendix B, we discuss some
details of the quantum circuit discussed in Section IV.
II. WORLDLINE REPRESENTATION OF THE
EFFECTIVE ACTION.
The Euclidean QCD+QED effective action can be ex-
pressed as
ΓE [A; a] =
1
2
Tr log
(
D2 − ig
4
Fµν [γ
µ, γν ]
)
, (1)
where the Aµ represent the QCD gauge fields, a
µ the
QED photon field, with g and e the respective SU(Nc)
and U(1) gauge couplings. Further, we have D2 =
DµD
µ, with the covariant derivative Dµ = ∂µ − igAµ −
ieaµ, Fµν =
i
g [Dµ, Dν ] is the field-strength tensor, and
the operator trace is over position, as well as color and
spin degrees of freedom 2. The logarithm in Eq. (1) can
be written in integral form and a heat-kernel regular-
ization of this expression [27] allows one to evaluate the
functional trace in a coherent state basis for the coordi-
nate xˆµ|x〉 = xµ|x〉 and the momentum pˆµ|p〉 = pµ|p〉,
giving trx(O) =
∫
d4x 〈x|O|x〉 = ∫ d4p 〈p|O|p〉. The
trace over the Dirac matrix structure may be expressed in
a coherent state basis of fermionic creation-annihilation
operators [27–29]
aˆ†1 =
1
2
(γ1 + iγ3) , aˆ1 =
1
2
(γ1 − iγ3)
aˆ†2 =
1
2
(γ2 + iγ4) , aˆ2 =
1
2
(γ2 − iγ4) (2)
of the Clifford algebra of Euclidean Dirac matrices, sat-
isfying [γµ, γν ]+ = 2δµν (µ = 1, 2, 3, 4). The fermionic
coherent states are defined by
aˆi|θ〉 = θi|θ〉 , aˆ†i |θ∗〉 = θ∗i |θ∗〉 , (3)
where θi, θ
∗
i , with i = 1, 2, are Grassmann variables. The
spinor trace in this coherent state basis is given by the
functional integral trsO ≡ i
∫
d2θ〈−θ|O|θ〉 with the nor-
malization trsI = 4 [47]. The Majorana representation of
these is
ψ1 =
1√
2
(θ∗1 + θ1) , ψ3 =
−i√
2
(θ∗1 − θ1) ,
ψ2 =
1√
2
(θ∗2 + θ2) , ψ4 =
−i√
2
(θ∗2 − θ2) . (4)
Likewise, as outlined in Appendix A, the trace for
SU(3) color may be expressed as the Grassmann integral
2 We will consider only light fermions and for simplicity will not
include a mass term explicitly in most of the computations.
[28, 29, 48] trcO =
∫
d3λ〈−λ|O|λ〉 by introducing the
coherent states, cˆa|λ〉 = λa|λ〉, cˆ†a|λ∗〉 = λ∗a|λ∗〉, where
a = 1, 2, 3. However for the purposes of this discussion,
we shall keep the trace over color explicit.
Employing these coherent states, and analytically con-
tinuing to Minkowski space (−ΓE → iΓ), one obtains the
quantum mechanical path integral [27, 38, 39]
Γ[A; a] = − i
2
∞∫
0
dT
T
trc
∫
P
DxDp
∫
AP
Dψ eiS[A;a] , (5)
with the action
S[A; a] =
∫
dτ
(
pµx˙
µ +
i
2
ψµψ˙
µ −H[A; a]) , (6)
and the worldline Hamiltonian given by
H[A; a] = P 2 + igψµFµν [A]ψ
ν + ieψµFµν [a]ψ
ν . (7)
Here Pµ = pµ − gAµ(x) − eaµ(x), Aµ = Aaµta and
Fµν = F
a
µνt
a, with ta the SU(3) generators in the funda-
mental representation. Further, P (AP ) denote periodic
(anti-periodic) boundary conditions for commuting (anti-
commuting) variables.
III. DIS IN THE REGGE LIMIT
In the inclusive DIS process `(l) +N(P )→ `(l′) +X,
the cross-section for the interaction between the lepton
(`) and the hadron (N) can be factorized into the con-
volution of the lepton tensor Lµν , corresponding to the
exchange of a virtual photon γ∗ with spacelike four-
momentum q = l − l′ ≡ (q−, q+, 0, 0), and the hadron
tensor Wµν representing the interaction of the virtual
photon with the parton constituents of the hadron [49].
The latter is given by the imaginary part of the forward
Compton amplitude:
Wµν(q, P, S) = Im
i
pi
∫
d4x eiq·x〈P, S|T jˆµ(x)jˆν(0)|P, S〉 ,
(8)
where “T” denotes time ordering of the bilinear product
of electromagnetic current operators jˆµ = ˆ¯ΨγµΨˆ of quark
fields Ψˆ in the hadron state with four-momentum P and
spin S. Structure functions extracted from Wµν(q, P, S)
are expressed in terms of the Lorentz scalars Q2 = −q2 >
0 and xBj = Q
2/(2P · q). In particular, F2(xBj, Q2)
is obtained from the projection 3 F2 ≡ Πµν2 Wµν , with
Πµν2 ≡ 3P ·q4a [P
µP ν
a − g
µν
3 ], a = P · q/(2xBj) +M2, and M
the hadron mass.
3 Similar expressions for F1 and g1, g2 can be found in [50].
3In lattice gauge theory, direct evaluation of the time
ordered product on the r.h.s of Eq. (8) requires comput-
ing the ratio of four-point and two point Euclidean cor-
relators and subsequent analytic continuation from Eu-
clidean to Minkowski space [51–54]. In section V (some
details are also given in Appendix A), we outline a first
principles computation of Wµν in the worldline formal-
ism which illustrates the complexity of the problem. We
will return to these issues shortly.
We will argue here that significant progress towards
quantum computation of structure functions can be made
in Regge kinematics, corresponding to Q2 = fixed, and
xBj ≈ Q2/s → 0 4, where the squared center-of-mass
energy s ≈ 2P+q−. In this limit, a Born-Oppenheimer
separation of scales appears between fast (xBj ∼ 1) and
slow (xBj  1) degrees of freedom [56–58], allowing the
former to be described as static color sources and the
latter as dynamical gauge fields coupled to the sources.
This argument is quantified in the Color Glass Con-
densate effective field theory (CGC EFT) [59], wherein
an emergent scale proportional to the density of color
sources grows through a Wilsonian renormalization group
evolution of the separation between sources and fields
with decreasing xBj [60–63]. In Regge asymptotics, this
scale is larger than intrinsic nonperturbative QCD scales
and therefore the hadron tensor in the CGC EFT can be
written as [64, 65],
Wµν(q, P, S) =
P+
pie2
Im
∫
d2X⊥
∫
dX−
∫
k,k′
∫
d4x
× eiq·xe−ik(X−+ x2 )e−ik′(X−− x2 )
×
∫
[Dρ]W [ρ]
∫
[DA] Γ˜µν [k, k′;A] eiΓ[A]+iS[A,ρ] , (9)
where
∫
k
=
∫
d4k/(2pi)4. We work in lightcone coordi-
nates x± ≡ (x0±x3)/√2, p± ≡ (p0±p3)/√2, assuming a
right moving hadron with large P+. In Eq. (9), S[A, ρ] =
− 14F cµνF c,µν + J ·A 5. Here Jµ,c= δµ+ρc(x−, x⊥), where
the static large xBj color source density ρ
c(x−, x⊥) (c =
1, · · · , 8) has support limited to ∆x− = 1/P+ and W [ρ]
is a gauge invariant weight functional representing the
nonperturbative distribution of these sources. The po-
larization tensor Γ˜µν is given by
iΓ˜µν [k, k′] =
∫
d4zd4z′
iδΓ[A; a]
δaµ(z)δaν(z′)
∣∣∣
a=0
eik·z+ik
′·z′ ,
(10)
where Γ[A; a] is the QCD+QED effective action with the
worldline representation given in Eq. (5).
4 Interestingly, these asymptotics are the most daunting for clas-
sical computing approaches since the OPE breaks down at small
xBj [55].
5 Note that the term J · A can also be written in a gauge invari-
ant generalization [66] but for the problem of interest here, this
simpler form will suffice.
FIG. 1. Diagrammatic contributions to the photon polariza-
tion tensor in the hybrid worldline formalism.
We will now discuss the computation of F2 on a quan-
tum computer. The simplest problem we can address in
3+1-dimensions is to determine the quantum algorithm
for the static “shock wave” solution Aµcl = (0, A
+
cl, 0, 0)
to the Yang-Mills equations in the CGC EFT where
A+,ccl (x) = ρ˜
c(x⊥)δ(x−), with ρc(x⊥, x−) ≈ ρ˜(x⊥)δ(x−).
In this background, the worldline effective action can be
written as
Γ[Acl, a] = − i
2
trc
∞∫
0
dT
T
∫
d4xd2θ〈x,−θ|e−iHˆ[Acl,a]T |x, θ〉 ,
(11)
where the Hamiltonian operator Hˆ is obtained by quan-
tizing Eq. (7). While consistent quantization requires
that we eliminate states with indefinite metric from the
physical subspace of the theory [67], it will not be rele-
vant for the computation of F2 we consider here. We will
return to this important issue in section V.
Computing the hadron tensor Eq. (9) from Eq. (10)
and Eq. (11) facilitates the simplest possible hybrid quan-
tum computation where only the spinor trace is simulated
on a digital quantum computer. Starting from the world-
line representation of the effective action in the shock
wave background field Acl, given by Eq. (11) where the
worldline Hamiltonian Hˆ[Acl, a] is defined by Eq. (7) and
depends on both the external electromagnetic field aµ(x)
and background gluon field of the target Aµ(x). In the
Regge limit of QCD, the imaginary part of the polariza-
tion tensor Γµν in Eq. (10) has the physical interpretation
of the virtual photon (emitted by the electron) splitting
into a color singlet qq¯ “dipole” long before its interaction
with the target. This interaction, which has the struc-
ture of a shock wave, is instantaneous and localized on
the world-line at two arbitrary instants τ and τ ′ in proper
time.
The quantum computation of the trace over the
fermionic degrees of freedom in Γ, given by the integral∫
d2θ, is our principal objective here. As discussed in
Appendix A, the trace over color can also be expressed
4as a quantum mechanical path integral in the worldline
action. For the purposes of this computation, to keep
things simple, we will keep the trace over color explicit.
We first divide the worldline effective action into N
segments of size δτ . Since the interaction Acl is localized,
at most two segments of the worldline can interact with
the background field. As a result, we get
Γ[Acl, a] = − i
2
trc
∞∫
0
dT
T
∫
d4x
∫
d2θ
N∑
i,j=1
i<j
〈x,−θ|SˆN,j+1(a)
× e−iHˆj [Acl,a=0]δτ Sˆj−1,i+1(a)e−iHˆi[Acl,a=0]δτ Sˆi−1,1(a)|x, θ〉 .
(12)
Here Hˆi[Acl, a = 0] is the Hamiltonian of segment
number i where the interaction with the shock wave
background field is located and where the photon field
aµ(x) = 0. Further, Sˆm,n(a) denotes segments where the
converse is true; the worldline only interacts with the
external photon field:
Sˆm,n(a) =
m∏
i=n
e−iHˆi[A=0,a]δτ (13)
and Sˆm,n(a) = 1 if m < n.
In general, there could be a segment of the worldline
containing both the shock wave Acl and the photon field
aµ defined by the general operator exp (−iHˆn[A, a]δτ).
Examples of these segments are shown in Fig. (1)(c) and
(d). Indeed, there are several contributions of this type
in Eq. (10) and one has to sum over all of these contribu-
tions. However in the computation of F2, there is a can-
cellation between terms with the structure of Figs. (1)(c)
and (1)(d). As a result, only the diagrams in Fig. (1)(a)
and Fig. (1)(b) contribute. To discuss the contribution
of Fig. (1)(a) to Eq. (12), we insert momentum states p1
and p2 adjacent to the shock wave interaction segment
(labelled r below), using the completeness relation∫
d4p1,2|p1,2〉〈p1,2| = 1 , (14)
yielding
〈p1|e−iHˆr[A=0,a]δτ |p2〉 = ie〈p1|(pˆaˆ+ aˆpˆ− 2iψˆµψˆν∂µaˆν)δτ |p2〉 .
(15)
The r.h.s here is obtained by expanding the evolution
operator in Eq. (12) up to linear terms in the photon field
aµ(x). (Since there are no contact terms in Fig. (1)(a),
it is safe to omit quadratic terms in the expansion).
Next inserting first a complete set of coordinate states,
and subsequently taking the Fourier transformation of
the first derivative of Eq. (15) with respect to the exter-
nal photon field, we obtain the relation
∫
d4z
δ
δaµ(z)
〈p1|e−iHˆ[A=0,a]δτ |p2〉eikz (16)
= ie
∫
d4z
∫
d4x
δ
δaµ(z)
〈p1|x〉(p1a(x) + a(x)p2
− 2iψˆρψˆσ∂ρaσ(x))〈x|p2〉eikzδτ
= ie
∫
d4x〈p1|x〉
[
(pµ1 + p
µ
2 )− 2ψˆµψˆρkρ
]
〈x|p2〉eikxδτ
which gives the structure of the interaction segment of
the worldline with the external photon of momentum k.
Similarly, one can derive the form of the interaction
segment between the worldline and the shock wave:
〈p1|e−iHˆ[A,a=0]δτ |p2〉 = −
∫
d4x
∫
dk+
2pi
e−ik
+x−
× 〈p1|x〉
[
(p−1 + p
−
2 ) + 2iψˆ
−ψˆm∂m
]
× e−ig
∫
A+cl(z
−, x⊥)dz−〈x|p2〉δτ , (17)
where the phase in A+cl denotes multiple scattering off
the background field. Substituting the explicit form of
the interaction vertices Eqs. (16) and (17) into Eq. (12),
yields for the contribution from Fig. (1)(a),
Wµν(a)(q, P ) = −
P+σ
16piq−
trc
∫
d2x⊥
∫
d2k⊥
(2pi)3
eik⊥x⊥
∫ 1
0
dz
∫
d2p⊥
(2pi)2
1
{p2⊥ +m2 + z(1− z)Q2}{(p− k)2⊥ +m2 + z(1− z)Q2}
×
{
i
∫
d2θ0〈−θ0|
[
(2p− − 2q− − k−) + 2ψˆ−ψˆmkm
]
e−ig
∫∞
−∞ A
+
cl(x
−,x⊥)dx−
[
(2pµ − qµ) + 2ψˆµψˆρqρ
]
×
[
(2p− − k−)− 2ψˆ−ψˆnkn
]
e−ig
∫−∞
∞ A
+
cl(x
−,0⊥)dx−
[
(2pν − qν − 2kν)− 2ψˆνψˆρqρ
]
|θ0〉
}∣∣∣
k−=0
, (18)
where we integrated over intermediate coordinates and momenta, as well as over the positions of the interaction
segments on the worldline. Note that we introduced the variable z = p−/q−. The diagram in Fig. (1)(b) has a similar
structure allowing one to compute Wµν(b) (q, P ). Further technical details of the worldline computation of this “dipole
model” can be found in Ref. [65].
5To compute F2, we need to sum both contributions and consider the projection
F2 =
Q2
4P · q
[ 3Q2
(P · q)2P
µP ν − gµν
]
Wµν , (19)
where Wµν = W
(a)
µν + W
(b)
µν . After integrating over transverse momenta p⊥ and k⊥ and summing over flavors f , we
get our final result
F2(q, P ) =
Q2σNc
16pi3
∑
f
e2f
∫ 1
0
dz
∫
dx⊥ x⊥
[
1− 1
Nc
trc Uρ(x⊥)U†ρ(0⊥)
]
× i
∫
d2θ0〈−θ0| − 3Q2z(1− z)[(2z − 1) + 2ψˆ−ψˆ+][(2z − 1)− 2ψˆ−ψˆ+]K20 (Q¯2fx⊥)
+ 2{z2 + (1− z)2}Q¯2fK21 (Q¯2fx⊥)− 4z(1− z)Q2ψˆ−ψˆ+ψˆ−ψˆ+K20 (Q¯2fx⊥)
− 4z(1− z)Q2ψˆjψˆ+ψˆjψˆ−K20 (Q¯2fx⊥) + z(1− z)(4z2 − 4z + 3)Q2K20 (Q¯2fx⊥) + 2m2fK20 (Q¯2fx⊥)|θ0〉 (20)
where Q¯2f = z(1− z)Q2 +m2f and
Uρ(x⊥) = exp
{
− ig
∫ ∆x−/2
−∆x−/2
dx−A+cl(x
−, x⊥)
}
(21)
where ∆x− = 1/P+ → 0 is the width of the shock wave
in the high energy limit. The x⊥ independent terms stem
from the diagram in Fig. (1)(b) and ensure the UV finite-
ness of the expression at this order. Finally combining
the terms containing the MacDonald functions K0,1 into
the well-known γ? → qq¯ wave functions ΨfL,T , we arrive
at 6
F2(q, P ) =
σQ2
2pie2
∫
[Dρ]W [ρ]
∫
x⊥
∫
z
∑
L,T ; f
|ΨfL,T (z, x⊥)|2
×Dρ(x⊥) i
∫
d2θ〈−θ|[ΩL,T (z, x⊥)]|θ〉 . (22)
Here
∫
x⊥
≡ ∫ d2x⊥, ∫z ≡ ∫ 10 dz, ∑L,T ;f is the sum
over the photon polarization and quark flavors, σ =∫
d2X⊥ is the transverse radius of the hadron/nucleus
and |ΨL/T (x⊥, z)|2 denotes the modulus squared of the
wave function of a virtual photon with longitudinal (L)
or transverse (T) polarization to split into a quark-
antiquark “dipole”,
|ΨfL(z, x⊥)|2 =
e2fe
2Nc
2pi3
Q2z2(1− z)2K20 (Q¯fx⊥) , (23)
|ΨfT (z, x⊥)|2 =
e2fe
2Nc
8pi3
[(
z2 + (1− z)2)Q¯2fK21 (Q¯fx⊥)
+m2fK
2
0 (Q¯fx⊥)
]
, (24)
where ef represents the fractional charge of a quark of
flavor f , Q¯2f ≡ z(1−z)Q2+m2f . The dipole-hadron cross-
section is given by Dρ(x⊥) = 1Nc trc
[
1− Uρ(x⊥)U†ρ(0⊥)
]
for a given ρ.
6 As noted earlier, FL can be obtained by taking a different kine-
matic projection of Wµν .
In Eq. (22), ΩL,T are given by
ΩL(z, x⊥) =
1
2z(1− z)
{
− 3
4
[(2z − 1) + 2ψˆ−ψˆ+]
× [(2z − 1)− 2ψˆ−ψˆ+]− ψˆ+ψˆ−ψˆ+ψˆ− − ψˆjψˆ+ψˆjψˆ−
− z(1− z) + 3
4
}
, (25)
where ΩT (z, x⊥) = 1 is trivial and need not be quantum
computed, while [2z − 1 ± 2ψ−ψ+] and ψjψ± are the
photon vertex insertions described further below. We
note finally that we set exp(iΓ) in Eq. (9) to unity, which
is valid to leading order in the coupling.
IV. WORLDLINE ALGORITHM FOR THE
DIPOLE MODEL.
The trace in Eq. (22) of Eq. (25) can be determined
on a quantum computer. We quantize ψµ → ψˆµ =
γ5γ
µ/
√
2, where γµ are the Dirac matrices in Minkowski
spacetime satisfying [γµ, γν ]+ = 2gµν with (+,−,−,−)
signature and γ5 = iγ
0γ1γ2γ3. We then replace ψˆ0 =
(bˆ†1 − bˆ1)/
√
2, ψˆ3 = (bˆ†1 + bˆ1)/
√
2, ψˆ1 = (bˆ†2 + bˆ2)/
√
2
and ψˆ2 = −i(bˆ†2 − bˆ2)/
√
2, where bˆ†i , bˆi (i = 1, 2) are
fermion creation and annihilation operators satisfying
[bˆ†i , bˆj ]+ = δij . Further, we define lightcone operators
ψˆ+ = bˆ†1 and ψˆ
− = −bˆ1.
Performing a Jordan-Wigner transformation bˆ†1 =
(σx − iσy)/2⊗ I, bˆ1 = (σx + iσy)/2⊗ I, bˆ†2 = σz ⊗ (σx −
iσy)/2 and bˆ2 = σ
z ⊗ (σx + iσy)/2 we can write the in-
dividual terms in Eq. (25) and Eq. (21) as
ψˆ−ψˆ+ = −1
2
[I+ σz]⊗ I ,
ψˆ1ψˆ± = − 1
2
√
2
[σx ∓ iσy]⊗ σx ,
ψˆ2ψˆ± =
1
2
√
2
[σx ∓ iσy]⊗ σy , (26)
6allowing us to express the shock wave operator and the
photon vertex terms as quantum circuits of 2-qubit op-
erations involving tensor products of the Pauli spin op-
erators and the unit operator.
One can evaluate the spin traces in Eq. (22) with the
quantum circuit
ρˆc = |0〉〈0| H •
σ
ρˆn = In/2n ΩL,T
(n qubits)
, (27)
where ρˆc = |0〉〈0| is an auxiliary control qubit ρˆc and
ρˆn = In/2n initially, which combine to form the density
matrix ρˆ = ρˆc⊗ρˆn (valid for any unitary n-qubit operator
ΩL,T ) [68–70]. The elements of the circuit, specified in
detail in Appendix B, include the Hadamard gate H, the
controlled-ΩL,T (C(ΩL,T )) gate, and the measurement
of the Pauli operators 〈σx〉 and 〈σy〉. The action of the
latter on the control qubit yields the real and imaginary
part of Tr[ΩL,T ], respectively [69]. The controlled-ΩL,T
gate can be straightforwardly constructed and is given in
Appendix B. This completes the quantum algorithm to
measure the worldline trace in Eq. (22).
V. EXPANDING IN COMPLEXITY
We presented above a quantum circuit for the worldline
representation of the fermion determinant in the limit of
a localized proper time interaction. The toy problem we
outlined has the virtue that analytical results for F2 are
known for specific choices of W [ρ] and therefore provide
a benchmark to test our quantum algorithm. It can how-
ever be expanded significantly in complexity. To appre-
ciate this, we note that the r.h.s of Eq. (8) is the “in-in”
matrix element of a real-time correlation function, where
|P, S〉 = Uˆ(0,−∞) ΦˆP,S |0〉 , (28)
represents the state of the hadron (specifically a pro-
ton) before its interaction with the virtual photon. Here
Uˆ(t,t′) ≡ exp (−iHˆ(t− t′)) where Hˆ is the QCD Hamil-
tonian. The operator ΦˆP,S creates a “valence” quark
and gluon state with the proton’s quantum numbers
from the non-interacting vacuum at past infinity, ρˆinit ≡
ΦˆP,S |0〉(ΦˆP,S |0〉)†; the proton is the result of its subse-
quent evolution with the QCD Hamiltonian.
The proton state defined by Eq. (28) is encoded
in a partition function Z = Tr(ρˆPS), where ρˆPS =
|P, S〉〈P, S| is the proton’s density matrix. It is re-
lated to the initial state ρˆinit ≡ ΦˆP,S |0〉(ΦˆP,S |0〉)† by the
QCD evolution operator and may be expressed as the
FIG. 2. Visualization of the Schwinger-Keldsyh contour
Eq. (29).
Schwinger-Keldysh path integral [71, 72]
Z = Tr[ρˆPS ] = Tr
[
Uˆ(0,−∞) ρˆinit Uˆ(−∞,0)
]
=
∫
dA1dA2
×
∫
dΨ1dΨ2〈A1,Ψ1|ρˆinit|A2,Ψ2〉
A2∫
A1
DA
Ψ2∫
Ψ1
DΨDΨ¯ eiSC ,
(29)
where SC =
∫
d4xC{− 12 trcFµνFµν +Ψ¯(iγµDµ[A]+m)Ψ}
is the QCD action which has support on the Keldysh
double time contour C depicted in Fig. (2). We abbrevi-
ated Dµ ≡ ∂µ − igAµ, dA1/2 ≡
∏
x,µ dAµ,1/2(x), where
Aµ,1/2(x) ≡ Aµ(x1/2), DA ≡
∏
x,tC,µ dAµ(x, t) and like-
wise for the fermionic integrals.
In Eq. (29), 〈A1,Ψ1|ρˆ|A2,Ψ2〉 are matrix elements of
an initial density matrix of non-interacting quarks and
gluons at t→ −∞, ρˆinit = ρˆYM⊗ ρˆV , where ρˆYM = |0〉〈0|
is the Yang-Mills vacuum and ρˆV is a three valence quark
state with the proton’s quantum numbers. Aiming at
performing the fermionic path integral, we may write
Z =
∫
dA1dA2〈A1|ρˆYM|A2〉
A2∫
A1
DAZf [A] exp {iSYMC } ,
(30)
where
Zf [A] ≡
∫
dΨ1dΨ2〈Ψ1|ρˆV |Ψ2〉
Ψ2∫
Ψ1
DΨDΨ¯ exp{iSqC} ,
(31)
with iSqC ≡
∫
d4zCΨ¯(i /D[A] + m)Ψ and SYMC ≡
− 12
∫
d4zC trcFµνFµν .
Before considering the more complicated case of a
baryon with three quarks, we consider first that of a sin-
gle valence quark. We will also ignore the flavor part
of this single valence quark state. Matrix elements for
momentum, spin and color of its initial density matrix
ρˆq = |p, s, c〉〈p, s, c| are given by
〈Ψ1|ρˆq|Ψ2〉 = 〈Ψ1|p, s, c〉〈p, s, c|Ψ2〉
= 2Ep
∫
d3x1d
3x2[u
†
p,s,cΨ(x1)][Ψ
†(x2)up,s,c]eip(x1−x2) ,
(32)
7where up,s,c ≡ up,s⊗Φc represents the quark spinor and
color wave function, and Ep ≈ |p| for light quarks. The
QCD path integral Eq. (31) may be written in terms of
this initial condition as
Zf [A] ≡
∫
dΨ1dΨ22Ep
∫
d3x1d
3x2 [u
†
p,s,c ·Ψ(x1)]
× [Ψ†(x2) · up,s,c]eip(x1−x2)
Ψ2∫
Ψ1
DΨDΨ¯ exp{iSqC}
= 2Ep
∫
d3x1d
3x2 e
ip(x1−x2)[u†p,s,c]i [γ0up,s,c]j
× δ
2
δJ¯i(x1) δJj(x2)
∫
DΨ′DΨ¯′ eiSqC+i
∫
d4xC(J¯Ψ+Ψ¯J)
∣∣∣
J=J¯=0
= det[−iGˆ−1] 2Ep
∫
d3x1d
3x2 e
ip(x1−x2)
× Tr
[
up,s,cu
†
p,s,cγ
0 Gˆ(x2,x1)
]
, (33)
where
∫ DΨ′DΨ¯′ = ∫ dΨ1dΨ2 ∫ Ψ2Ψ1 DΨDΨ¯ and Gˆ ≡
(i /D[A] − m)−1 is the quark propagator. We used that
Gˆ(x1,x2)γ
0 = γ0Gˆ(x2,x1) at equal times t1 = t2 in the
last equality of Eq. (33). The trace in Eq. (33) and the
indices i, j are over spin and color.
Employing the worldline representation of the fermion
determinant, det(−iGˆ−1) = exp (iΓ[A]), yields
Γ[A] = iTr log(−iGˆ−1) = trc i
∫
P
DxDp
∫
AP
DθDθ∗
∫ DDχ
Vol
× exp
{
i
∫
dτ x˙µp
µ − i
2
θ˙iθ
∗
i +
i
2
θiθ˙
∗
i −H[x, p, θ, θ∗;A]
}
,
(34)
where i = 1, 2 and the Hamiltonian given by
H[x, p, θ, θ∗;A] =

2
(P 2 + igψµFµν [A]ψ
ν)− iχ
2
Pµψ
µ ,
(35)
with ψ0 = (θ∗1 − θ1)/
√
2, ψ3 = (θ∗1 + θ1)/
√
2, ψ1 =
(θ∗2 + θ2)/
√
2 and ψ2 = −i(θ∗2 − θ2)/
√
2 in Minkowski
spacetime. It is convenient to keep the θi, θ
∗
i , instead of
the Majorana representation ψµ when we give explicit
expression of the valence quark initial density matrix in
Appendix A.
Naive quantization of ψ0 → ψˆ0 as in Eq. (7) leads to
states with indefinite metric. To consistently quantize
the Dirac theory we therefore need to restrict the path
integral measure Dψ ≡ iDθDθ∗ in Eq. (34) to the phys-
ical subspace of the Hamiltonian in Eq. (35). The Dirac
constraint defining this subspace is implemented via an
(anticommuting) Lagrange multiplier variable χ(τ) and
the mass-shell constraint via the commuting Lagrange
multiplier, the “einbein” (τ). Note that in this more
general real-time formulation the dT/T integral in Eq. (5)
is replaced by the integral over (τ). For details of this
“BRST fixing” of a gauge symmetry related to worldline
reparametrization, we refer the reader to the discussion
in [35, 40]. In this formulation, “Vol” denotes the volume
of the gauge group [35].
The Dirac and mass shell constraints can be solved
on the operator level to eliminate ψˆ0 and pˆ0. These are
given by ψˆ0 = pˆiψˆi/p0, where p0 = ±|p| (at leading
order in the coupling g) acting on states of definite three-
momentum p. Solutions of the constraint equation at
higher order in g are given in section III of [38].
Defining,
〈x1,−θ1|ρˆq|x2, θ2〉 ≡ 〈−θ1|up,su†p,sγ0|θ2〉ΦcΦ†c
× 2Ep δ(x01(τ = 0)− t0) δ(x02(τ = T )− t0) eipµ(x
µ
1−xµ2 ) ,
(36)
where t0 → −∞, and using Schwinger’s proper time rep-
resentation of the quark propagator in Eq. (33) we write 7
2Ep
∫
d3x1d
3x2 e
ip(x1−x2)Tr
[
up,s,cu
†
p,s,cγ
0 Gˆ(x2,x1)
]
=trc i
∫
d4x1d
4x2
∫
d2θ1d
2θ2〈x1,−θ1|ρˆq|x2, θ2〉
×
x2∫
x1
DxDp
θ2∫
θ1
DθDθ∗
∫ DDχ
Vol′
exp
{
i
∫
dτ x˙µp
µ
− i
2
θ˙iθ
∗
i +
i
2
θiθ˙
∗
i −H(x, p, θ, θ∗)
}
, (37)
With this and Eq. (34), we can formally express the
partition function of the proton with three valence quarks
as
Z = trc i
3
∫
dA1dA2
∫ [ 3∏
k=1
d4xk1d
4xk2d
2θk1d
2θk2
]
× 〈A1|ρˆA|A2〉〈x1,−θ1|ρˆV |x2, θ2〉
×
A2∫
A1
DA
 3∏
k=1
xk2∫
xk1
DxkDpk
θk2∫
θk1
DθkDθ∗kD
kDχk
Vol′

× exp
{
iSYMC + i
3∑
k=1
SkC
}
exp
{
iΓ[A]
}
, (38)
where the fermion worldline action is
SkC ≡
∫
dτ
{
x˙kµp
k,µ − i
2
θ˙ki θ
∗k
i +
i
2
θki θ˙
∗k
i −H
}
, (39)
and the Hamiltonian is given by Eq. (35). Here i = 1, 2
label the components of the Grassmann variables defined
7 Note the volume Vol’ of the gauge group in Eq. (37) differs from
that in Eq. (34), due to the absence of zero modes present for
periodic boundary conditions.
8FIG. 3. The worldline path integrals for the quark effec-
tive action and propagator Eqs. (34-37) have support on a
Schwinger-Keldysh contour.
in Eq. (3), while k labels the valence quarks. The expres-
sion for the three valence quark initial density matrix for
this worldline path integral including spin, color and fla-
vor is given in Appendix A. For the sake of a compact no-
tation, we omit henceforth writing DDχ explicitly and
shall instead consider it to be part of the worldline path
integral measure.
Upon (gauge-)fixing the worldline parametrization, by
identifying worldline time τ ∈ [0, T ] with physical time
x01/2 for upper and lower Keldysh contours,
x01 ≡ x0(τ) = t0 + τ , τ ≤ T/2 ,
x02 ≡ x0(τ) = t0 + (T − τ), τ > T/2 , (40)
Eq. (38) becomes a Schwinger-Keldysh path integral
in physical time x0 for the time evolution of bosonic
and Grassmann worldline variables as well as Yang-Mills
fields; See Fig. (3) for illustration. In this coordinate-
fixed formulation, we set the einbein parameter  = 1/p0
and employ the temporal-axial gauge A0 = 0.
The hadron tensor in Eq. (8) is defined by an “in-in”
matrix element of time-ordered electromagnetic currents.
Introducing (auxiliary) electromagnetic fields aµ(x), we
can relate this matrix element to the proton partition
function Eq. (38),
〈P, S|T jˆµ(x)jˆν(0)|P, S〉 = Tr
[
ρˆP,S T{jˆµ(x)jˆν(0)}
]
=
δ2Z
iδaµ(z) iδaν(0)
. (41)
Using the definition 3∏
k=1
xk2∫
xk1
DxkDpk
θk2∫
θk1
DθkDθ∗k
 exp{i 3∑
k=1
SkC
}
≡ 〈x2, θ2|Uˆ (3)(−∞,∞)[A; a] Uˆ (3)(∞,−∞)[A; a]|x1, θ1〉 , (42)
where |x, θ〉 = ∏3k=1 |xk, θk〉, and the worldline time evo-
lution operator for three valence quarks is
Uˆ (3)(t,t′)[A; a] ≡ exp
{
− i
3∑
k=1
Hˆk[A; a](t− t′)
}
, (43)
we can write the hadron tensor as
Wµν(q, P, S) =
1
pie2
Im trc i
3
∫
d4zeiq·z
∫
dA1dA2
×
∫ [ 3∏
k=1
d4xk1d
4xk2d
2θk1d
2θk2
]
〈A1|ρˆYM |A2〉
× 〈x1,−θ1|ρˆV |x2, θ2〉
∫
DA δ
2
iδaµ(z) iδaν(0)
×
[
〈x2, θ2|Uˆ (3)(−∞,∞)[A; a]Uˆ (3)(∞,−∞)[A; a]|x1, θ1〉
× exp {iSYMC [A] + iΓ[A; a]}
]∣∣∣
a=0
. (44)
Here, Γ[A; a] is given in Eq. (34). The time ordering in
this expression is such that one current operator inser-
tion is on the upper (representing the amplitude), the
other on the lower (representing the conjugate ampli-
tude) Keldsyh contour [73].
The derivative in Eq. (44) yields two terms,
Wµν(q, P ) =
1
pie2
Im trc i
3
∫
d4zeiq·z
∫
dA1dA2〈A1|ρˆA|A2〉
×
∫ [ 3∏
k=1
d4xk1d
4xk2d
2θk1d
2θk2
]
〈x1,−θ1|ρˆV |x2, θ2〉
∫
DA
×
{
〈x2, θ2|Uˆ (3)(−∞,z)Jˆµ(3)(z)Uˆ (3)(z,∞)Uˆ (3)(∞,0)Jˆν(3)(0)Uˆ (3)(0,−∞)|x1, θ1〉
+ 〈x2, θ2|Uˆ (3)(−∞,∞)Uˆ (3)(∞,−∞)|x1, θ1〉 iΓµν [A](z, 0)
}
× exp {iSYMC [A] + iΓ[A]} , (45)
The first term is the valence quark contribution where
the derivative acts on any of the valence quarks,
δ
iδaµ(z)
U(∓∞,±∞) ≡ U(∓∞,z)Jˆµ(3)(z)U(z,±∞) , (46)
as depicted at the top of Fig. (4). Here, Jˆµ(3)(z) ≡∑n
k=1 jˆ
µ
k (z) can be explicitly computed by varying the
worldline Hamiltonian
jˆµk (z) ≡
e
p0k
[
Pˆµk + iψˆ
ν
k ψˆ
µ
k qν
]
δ(3)(z− xˆk(z0)) . (47)
The second term in Eq. (45), where the derivative acts
on the exponential exp (iΓ[A; a]), yields the photon po-
larization tensor,
iΓµν [A](z, 0) ≡ trc i
∫
d4x d2θ〈x,−θ|Uˆ(−∞,z)jˆµ(z)Uˆ(z,∞)
× Uˆ(∞,0)jˆν(0)Uˆ(0,−∞)|x, θ〉 . (48)
In the dipole picture, this term may be understood as the
virtual photon fluctuating into a quark-antiquark pair
which subsequently interacts with the color field of the
target (see bottom figure of Fig. (4)). This term provides
by far the dominant contribution to F2 in the high energy
limit of the CGC EFT with the first term suppressed by
xBj as xBj → 0.
9FIG. 4. Top: photon interaction with valence quarks. Bot-
tom: Interaction with quark-antiquark pairs created from the
color field of the proton.. The red-dashed line denotes the
imaginary part taken via Cutkosky rules or equivalently the
separation of the amplitude and the conjugate amplitude in
this process.
To bring Eq. (45) into a form useful for quantum sim-
ulation, we insert a complete set of states into Eq. (48)
and write
iΓµν [A](z, 0) = trc i
∫
d4x1d
4x2
∫
d2θ1d
2θ2
× 〈x1,−θ1|I|x2, θ2〉〈x2, θ2|Uˆ(−∞,z)jˆµ(z)Uˆ(z,∞)
× Uˆ(∞,0)jˆν(0)Uˆ(0,−∞)|x1, θ1〉 . (49)
We then perform a loop expansion of exp (iΓ[A]) =∑∞
n=0(iΓ[A])
n/n!, allowing us to express the hadron ten-
sor Eq. (45) as
Wµν(q, P, S) =
∞∑
n=0
1
n!
Wµν(n)(q, P, S) , (50)
where the n-quark loop contribution is given by
Wµν(n) =
1
pie2
Im trc
∫
d4z eiq·z
∫ [4+n∏
k=1
d4xk1d
4xk2d
2θk1d
2θk2
]
× i4+n
∫
dA1dA2 〈A1|ρˆA|A2〉〈x1,−θ1|ρˆV ⊗ ρˆΓ ⊗ In|x2, θ2〉
× 〈x2, θ2, A2|Uˆ(−∞,z)Jˆµ(4)(z)Uˆ(z,∞)
× Uˆ(∞,0)Jˆν(4)(0)Uˆ(0,−∞)|x1, θ1, A1〉 (51)
where |x, θ, A〉 = |x, θ〉|A〉. The worldline and Yang-Mills
evolution operator is Uˆ(t,t′) ≡ exp {−iHˆ(t− t′)} with
Hˆ = HˆYM +
∑4+n
k=1 Hˆ
k being the sum of the coordinate-
fixed Hamiltonian of the k-th worldline Hˆk
Hˆk =
1
2p0k
(
Pˆ 2k + igψˆ
µ
kFµν [A(xˆk)]ψˆ
ν
k + igψˆ
µ
kFµν [a(xˆk)]ψˆ
ν
k
)
,
(52)
and the Yang-Mills Hamiltonian in temporal-axial gauge,
HˆYM =
∫
d3x
1
2
[Eˆa(x)]2 +
1
2
[Bˆa(x)]2, (53)
where Eˆa(x) and Bˆi,a(x) = ijkFˆ a,jk(x)/2 are the
chromo-electric and chromo-magnetic field operators re-
spectively.
To summarize, the hadron tensor Eq. (8) in its most
general form can be expressed as as a hybrid Yang-Mills
and quark worldline path integral
Wµν =
1
pie2
Im
∫
d4z eiq·z
∞∑
n=0
in+4
n!
∫ [ n+4∏
k=1
d4xk1d
4xk2
× d2θk1d2θk2
] ∫
dA1dA2 trc 〈x1,−θ1, A1|ρˆinit|x2, θ2, A2〉
× 〈x2, θ2, A2|Uˆ(−∞,z)Jˆµ(4)(z)Uˆ(z,∞)
× Uˆ(∞,0)Jˆν(4)(0)Uˆ(0,−∞)|x1, θ1, A1〉 , (54)
It is important to note that pˆ0 and ψˆ0 here are not dy-
namical operators and are removed from the physical
Hilbert space by Dirac and mass-shell constraints, as dis-
cussed previously.
Eq. (54) is the master formula for computing structure
functions as the initial value problem ∂tρˆ = −i[Hˆ, ρˆ] with
the initial condition ρˆinit followed by the measurement
of electromagnetic worldline current operators. As dis-
cussed previously, the initial density matrix in this coher-
ent state basis at past infinity ρˆinit = ρˆYM⊗ ρˆf ⊗ ρˆΓ⊗ In.
Here ρˆYM = |0〉〈0| is the noninteracting Yang-Mills vac-
uum, ρˆf contains initial conditions for k = 1, 2, 3 valence
quarks, k = 4 denotes the quark-antiquark dipole ρˆΓ = I
in the polarization tensor Γµν , and In is a unit matrix
representing the other k = 5, . . . , n “sea-quark” Fock-
states.
The simpler expression for Wµν in Eq. (9) is obtained
from Eq. (54) because of the separation of time scales
between large and small xBj modes we alluded to previ-
ously. This limit is illustrated in Fig. (5). Valence quarks
(k = 1, 2, 3) and large xBj partons become quasi-static
color sources and therefore the tensor product represent-
ing their density matrix can be replaced with the weight
functional W [ρ] [74]. Further, in Eq. (9), only the polar-
ization tensor (k = 4), representing the virtual photon
splitting into a quark-antiquark pair is computed explic-
itly and the path integral over gauge fields is greatly sim-
plified in the CGC EFT by performing the weak coupling
expansion around Acl.
VI. SINGLE PARTICLE DIGITIZATION
STRATEGY
The scheme we outlined thus far, of expressing the
fermion sector of the QCD path integral via quantum
mechanical “worldlines”, may serve as a template for a
novel digitization strategy. We illustrated here only the
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FIG. 5. High energy shock wave limit of the photon-proton
interaction.
simplest part of such program, the treatment of internal
symmetries, explicitly in terms of circuits. However the
central result of this work is the general path integral
formulation in Eq. (54), from which a Hamiltonian time
evolution scheme can be derived. We have yet to prove
the practicality of our approach for actual computation,
using quantum hardware resources that are realistically
available. Specifically, for any significant extension be-
yond the simplest toy problem discussed here, it is es-
sential that the bosonic worldline variables xˆ and pˆ be
quantum simulated. We will outline below first steps
in this direction by considering the qubit digitization of
single (position and momentum) (quasi-)particle Hilbert
spaces in scalar quantum field theory (QFT); this is work
in progress that will be reported on in a follow-up pa-
per [46].
We propose the use of a basis of M relativistic ‘world-
line’/single particle states H = ⊗Mi=1Hi, where Hi =
{|p〉(i)}, {|x〉(i)} are Nd discretized momentum and po-
sition eigenstates p ≡ pn,x ≡ xm (n,m ∈ Z) that are
binary-encoded in a sequence of d log2(N) spin/qubits
per particle register i (plus additional auxiliary qubit(s)
for their occupation number/(fermion-)parity). Here
d = 3 denotes the dimension. We emphasize that this
basis should not be confused with the usual harmonic
oscillator basis of Fock operators in momentum space.
Implementing this single particle/worldline digitiza-
tion strategy requires order O(M log2(N
d)) qubits, where
M is proportional to the number of external particles and
loops, typically of order M ∼ O(10− 50). Reflecting the
large dynamical range of momenta probed in high en-
ergy scattering experiments, typically Nd ∼ O(1003). A
more conventional digitization, e.g. constructed from lo-
cal Hilbert spaces of Heisenberg (lattice) field operators
{|φx〉}, {|pix〉} would require roughly O(Nd log(Nloc))
qubits, where Nloc is the size of the local field opera-
tor space [22, 23, 75]. In this comparison, our strategy is
well suited for high energy scattering, but will fare worse
for systems with very large occupation numbers.
To prepare a scattering ‘experiment’, we create an ini-
tial state of n (and M -n non-occupied) non-interacting
wave packets efficiently by a variant of (pair-wise) Bell-
entanglement of aforementioned n occupied and M − n
non-occupied single particle states {|p〉(i)}. This is very
efficient in our basis. We then use a Trotter scheme to
perform unitary time evolution. The kinetic part of the
Hamiltonian is diagonal in our basis (of Bose- or Fermi-
symmetrized single particle states) [76]. Moreover one
can directly work with the continuum dispersion relation
instead of the lattice one8, up to the largest |p| that can
be realized for a given qubit digitization.
Interaction terms are highly non-local in the {|p〉(i)}
basis; however, we can transform to the {|x〉(i)} basis
to compute them. A difficulty is that |p〉(i) and |x〉(i)
are not simply Fourier conjugates in a relativistic theory,
but are connected by a quantum Fourier transformation
(which is particle-local) and a variant of a (‘inter-mode’)
squeezing transformation 9 (which in our basis is two-
particle-local). In the resulting |x〉(i) basis, interaction
terms (for instance, the φ4 interaction term in a scalar
field theory) involve (Bose- or Fermi-symmetrized) inter-
actions between all particle sectors but are few-particle
local (four in the case of φ4). To relate our procedure
to an actual cross section, we measure non-interacting,
asymptotic states in the basis {|p〉(i)}, following [22, 23].
We will report on this strategy in a forthcoming pa-
per [46], including also a detailed resources analysis in
particular for the squeezing and interaction part. We
note that, for d = 1 a simplified toy computation with
few particles and on small systems requires only tens of
qubits, and thus may allow an error analysis, at least
for some elements of the algorithm. We plan to explore
whether this approach is competitive to that of [22, 23], in
particular for scattering problems which typically have a
few particles but a large position (and momentum) space
volume.
VII. OUTLOOK: EXPANDING IN SCOPE
We have focused thus far on laying the conceptual
foundations of our hybrid approach “bottom-up” for the
physical system of interest (instead of a toy model); the
high energy ‘’Regge’ limit is likely a fertile starting point
for this approach. This hybrid framework may also al-
low one to quantum compute not just structure func-
tions but in principle multi-leg and multi-loop scattering
amplitudes 10. The diagrammatic expansion of Feyn-
man amplitudes in perturbation theory exhibit facto-
rial growth in the number of diagrams at each loop or-
der [22, 23]. In sharp contrast, such computations on a
quantum computer with fermionic and bosonic worldline
8 In the lattice digitization of Heisenberg field operators, the dis-
persion relation depends on the discretization of the kinetic term
in lattice position space [75]. It can be improved by making this
term more and more non-local.
9 In our case, this transformation is related, but distinct from the
bosonic “intra-mode” squeezing used in quantum optics [77, 78].
10 We note that worldline methods have been extensively used in
such computations [27, 79–83]; it would be interesting to explore
computing the nontrivial color and spinor traces therein utilizing
the worldline quantum circuits discussed in Appendix B.
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variables would require resources that only scale polyno-
mially with the number of particles 11.
Extending our toy problem systematically within the
CGC EFT is manageable because one would, as a first
step, gauge covariantly couple the |{|x〉(i)} basis to the
Yang-Mills part, which is treated classically. For the full
non-perturbative problem Eq. (54), the dominant part of
resources would be used to realize the Yang-Mills Hilbert
space, using the Kogut-Susskind lattice Hamiltonian ap-
proach [88]. This is a difficult problem and its imple-
mentation on analog and digital quantum devices is de-
servedly a subject of much attention [89–92], prominent
examples being quantum link models [89] and the matrix
product state formalism [93–98]. Some related recent
proposals are discussed in [99–102].
Preparing the projectile and target state is a nontrivial
problem requiring a large number of time evolution steps;
for example, in a Trotter scheme, this would imply a large
number of gate operations. Moreover simulation errors
drive the system from the physical part of the Hilbert, re-
quiring high fidelity of the gate operations. It is conceiv-
able that different approaches [99–102] will have different
sensitivity to errors and should be investigated further.
An advantage of the high energy limit is that the initial
proton state at small xBj is not in the ground state but
in a highly excited state, implying shorter preparation
time.
We note finally that this phase space worldline for-
malism permits a semi-classical Moyal expansion [103] to
construct Wigner functions [40]. These are accessible in
DIS [104, 105] and therefore allow one to probe system-
atically, at higher orders in ~, parton entanglement in
QCD at high energies [106–108].
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Appendix A: Worldline representation of the
proton’s spin, flavor and color valence structure
In this Appendix, we discuss the representation of the
proton’s initial density matrix composed of the valence
quarks, including color, spin and flavor. The valence
wave function of a proton polarized along its momen-
tum (S = 1/2) is a direct product of the a color-singlet
and a combined spin/flavor part ΦˆP,S |0〉 = |color〉 ⊗
|spin/flavor〉 [109],
|spin/flavor〉 =
√
2
3
|u(↑)u(↑)d(↓)〉 − 1
3
√
2
|u(↑)u(↓)d(↑)〉
− 1
3
√
2
|u(↓)u(↑)d(↑)〉+ (permutations) ,
(A1)
where ↑ (↓) represents a quark with spin s = 1/2 (−1/2)
while
|color〉 = 1√
6
∑
ijk∈(r,g,b)
ijk|i, j, k〉 . (A2)
We outline first the worldline representation of the spin
part. The single quark spin density matrix with spin
s = ±1/2, assuming a right-moving valence quark with
large p+ ≈ √2|p|, can be written as
up,su
†
p,s =
1
2
(1 + 2sγ5) p
+γ−γ0 . (A3)
Using the representation of the Clifford algebra of the
Lorentz group and the representation of the chirality ma-
trix in terms of fermion creation and annihilation opera-
tors bˆ†i , bˆi,
γ5 = −(−1)
∑2
j=1 bˆ
†
j bˆj = −
2∏
j=1
(1− 2bˆ†j bˆj) , (A4)
we obtain
up,su
†
p,s = |p|
[
1− 2s
2∏
j=1
(1− 2bˆ†j bˆj)
]
(1− bˆ†1bˆ1) . (A5)
Using the Jordan Wigner transformation, this may be
written as
up,su
†
p,s =
|p|
2
{
I⊗ I+ σz ⊗ I− 2s I⊗ σz − 2s σz ⊗ σz} .
(A6)
To write the color structure of the worldline density
matrix and the effective action, we first introduce the
12
representation of the color trace trc of an operator O in
terms of Grassmann coherent states,
trcO =
∫
d3λ〈−λ|O|λ〉 . (A7)
More generally, the trace over a path ordered color matrix
exponential in this formalism is [28, 29, 48]
trcP exp
[
i
∫ T
0
dτM(τ)
]
=
∫
Dφ
∫
Dλ†Dλ
× eiφ(λ†λ+n2−1) exp
[
i
∫ T
0
dτ(iλ†
dλ
dτ
− λ†Mλ)
]
, (A8)
where the Grassmann variables λi, λ
∗
i , with i = 1, 2, 3
being Wigner-Weyl symbols of fermonic operators cˆi, cˆ
†
i ,
cˆi|λ〉 = λi|λ〉 , cˆ†i |λ∗〉 = λ∗i |λ∗〉 , (A9)
similar to Eqs. (2-4) for spin. In Eq. (A8), φ is the La-
grange multiplier implementing the constraint restricting
the fermion creation and annihilation operators to act on
a finite dimensional representation of SU(3). The color-
matrix valued coordinate fixed worldline Hamiltonian in
Eq. (52) may therefore be generalized to
Hˆk =
1
2p0k
(
Pˆ 2k + igψˆ
µ
k cˆ
k†
b F
a
µν [A(xˆk)] t
a
bccˆ
k
c ψˆ
ν
k
+ igψˆµkFµν [a(xˆk)]ψˆ
ν
k
)
, (A10)
Here, Pˆµ = pµ − igcˆ†bAaµ(x)tabccˆc − ieaµ(x) and n = 3 is
the dimension of the matrix M(τ).
A single quark color matrix can be written in terms of
the unit matrix I3 and the SU(3) generators ta (in fun-
damental representation) as ρˆcolor = I3/3 +
∑8
a=1 φ
a ta,
where φa are c-number coefficients. In the worldline
formulation, where color traces are expressed through
Grassmann coherent states, this may equivalently writ-
ten as
ρˆcolor = 1 +
2dabc
ARd2
taijt
b
klt
c
mn cˆ
†
i cˆj cˆ
†
k cˆlcˆ
†
mcˆn + 2φ
a taij cˆ
†
i cˆj ,
(A11)
as derived in [40].
In the (r,g,b) basis the coefficients φa are
φa =
{ δa3 + 1√
3
δa8 (red)
−δa3 + 1√
3
δa8 (green)
− 1√
3
δa8 (blue)
. (A12)
The color-flavor-spin density matrix of a baryon, con-
taining three valence quarks is written as the product
of a symmetric spin-flavor Eq. (A1) and an antisymmet-
ric color-singlet part Eq. (A2). Employing the Jordan-
Wigner transformation, as in the spinor case, the color
density matrix may be written as a three-qubit quantum
circuit.
Appendix B: Quantum Circuit for the worldline
computation of F2
In this Appendix, we will present details of the quan-
tum circuits required for the worldline computation of F2
in Eq. (22). To compute the trace in Eq. (22) we employ
the circuit in Eq. (27). Here the n = 2 circuit qubits are
initially in a mixed state with density matrix ρ2 = I2/22,
while an additional control qubit (in a pure state |0〉〈0|) is
used. The combined density matrix of control and circuit
qubits after employing Eq. (27) is
ρ2+c =
1
23
(
I2 Ω†L,T
ΩL,T I2
)
, (B1)
so that measurement of σx and σy on the control qubit
yields
〈σx〉 = Tr[σx ρˆ] = 1
22
Re[Tr ΩL,T ] ,
〈σy〉 = Tr[σy ρˆ] = − 1
22
Im[Tr ΩL,T ] . (B2)
A crucial ingredient in Eq. (27) is the controlled gate
C(ΩL,T ) =
(
I 0
0 ΩL,T
)
. Since ΩL,T is decomposed into
more fundamental gates ΩL,T =
∏
iG
i, where the Gi
stand for the Hadamard gate H = 1√
2
(
1 1
1 −1
)
and the
phase gate S =
(
1 0
0 i
)
, we can construct C(ΩL,T ) from
the controlled gates of its constituents [110],
C(ΩL,T ) =
∏
i
C(Gi) . (B3)
This allows us to write the control circuit of Eq. (26).
We can also use the fact that C(σz) is a standard gate
available on present and future hardware to write C(σx)
and C(σy),
• • • •
σx = H σz H
, (B4)
• • • •
σy = SH σz HS†
, (B5)
using
S H σzHS† = σy (B6)
H σzH = σx , (B7)
where SH = S H . Implementations of controlled
Hadamard- and phase-gates can be found for example in
[110, 111].
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