The existing city-level IP geolocation algorithms determine the location of IP by delay measurement and landmark comparison, and thus, the geolocation ability of these algorithms is affected by the delay precision and the number of landmarks. To alleviate the dependence on these conditions, a new city-level geolocation algorithm is proposed based on the PoP network topology in this paper. First, according to the distribution of one-hop delay between network nodes in different cities, the network nodes belonging to the target city are picked out from the detection path, and the landmarks are extended. Second, common anonymous route structures are used to find and merge anonymous routes in the path information. Finally, the PoP network topology inside the city is extracted through the tightly connected network nodes, recorded into the PoP database, and used for city-level geolocation. The experiment results of 35 808 IP geolocations in 28 cities of China and the United States verify that the proposed algorithm still has good city-level geolocation ability when the delay accuracy is low or the number of landmarks is small, comparing with the existing typical IP geolocation algorithms LBG and SLG, the proposed algorithm improves the success rate of city-level geolocation from 74.86% and 94.14% to 97.67%.
I. INTRODUCTION
With the development of the Internet, location based services (LBSs) are getting popular [1] . IP geolocation technology supports LBS and provides users with the geographical location of an IP, widely used in Internet of things, localization services, copyright control, and so on, which brings a lot of convenience to network users and service providers [2] , [3] . According to the accuracy of geolocation, IP geolocation technology can be classified into nationallevel, city-level and street-level, where city-level IP geolocation can provide local services and is the basis of IP street-level geolocation, having wide application in life.
The mainstream IP geolocation algorithms can be classified into three categories: database based, data mining based and network measurement based [4] . The database based geolocation algorithm determines the target location by querying and comparing the IP database, such as Maxmind, IP2location, cz88, IP138, TaoBaoIP, and so on. Data mining based geolocation algorithm, for example Structon [5] and Chenkin-Geo [6] , identifies the target IP location by mining user data in websites, social networks, and mobile applications [7] . The network measurement based geolocation algorithm, for example CBG (ConstrainedBased Geolocation) [8] , Octant [9] , LBG (Learning-based Geolocation) [10] and SLG (Street-Level Geolocation) [11] , determines the target IP location by measuring and analyzing the path information such as delay, topology, and domain name between the detection source and the target [12] .
Among them, the network measurement based geolocation algorithm makes use of the information such as delay, topology, domain name and landmark to geolocate IP, which is a hot spot in current IP geolocation algorithm research. Landmark, an IP whose location is known, usually acts as a reference point during the geolocation process. CBG [8] calculates the ''delay-distance'' minimum error of each detection source, converts the delay into geographical distance, and estimates the location of the target IP through multiple detection sources; Octant [9] determines the location of the target by counting the ''delay-distance'' relationship between several sources and the target and adding the intermediate router to the analysis process; LBG [10] transforms the IP geolocation problem into a classification problem of machine learning through the comprehensive application of various measurement data such as the delay from the source to the landmark and the number of hops; SLG [11] obtains a low-precision target area estimation according to CBG, and further improves the geolocation accuracy by performing path comparison through a large number of landmarks in this area.
Although these algorithms have certain IP geolocation capabilities, their abilities are subject to network conditions. On one hand, CBG, Octant and LBG require strict positive correlation between network delay and geographic distance in the geolocation area. On the other hand, massive landmark information in the geolocation area are required for LBG and SLG, though they have high precision requirements for network delay measurement.
To reduce dependence on delay and landmarks, a city-level IP geolocation algorithm based on PoP (Point of Presence) network topology is proposed in this paper. This algorithm extracts the PoP network of the target city through the delay distribution and routing structure, and uses it in city-level geolocation. Delay and landmarks are used for PoP network extraction rather than direct geolocation so that the algorithm can still have a good geolocation ability when the delay accuracy is low or the number of landmarks is small.
The rest of this paper is organized as follows. Section II introduces the main steps of the algorithm and divides it into four stages as landmark extension and path division, anonymous routes search and process, PoP network topology extraction and city-level IP geolocation to explain in detail. Section III points out the role of single-hop delay distribution in the algorithm process, the necessity of anonymous routes processing, and the feasibility of PoP extraction and geolocation based on PoP. The performance of the algorithm is evaluated through the experiments in Section IV. Finally, Section V summarizes the work of this paper.
II. ALGORITHM FRAMEWORK AND MAIN STEPS
Internet service providers tend to place multiple routers in a single location called a Point of Presence (PoP), which serves a certain area. Networks as level as PoP provide the ability to examine the size of each AS network by the number of physical co-locations and their connectivity instead of by the number of its routers and IP links. Using PoP networks can detect important nodes of the network, understand network dynamics, and examine types of relationships between ISP (Internet service providers) as well as routing policies and more [13] .
The PoP network is mainly responsible for the access, exchange, and transmission of local services, and it absorbs and aggregates data from the backbone network. The PoP network is usually located inside one city and contains the core routers of this city, while the core routers are responsible for the connection and interaction between the entire city network and the ISP access routers, and are regarded as the cornerstone of the city network. Therefore, it is possible to use PoP network to realize city-level IP geolocation.
The main steps of the IP geolocation algorithm based on the PoP network topology are as follows: 1) Landmark extension and path division. After obtaining the landmark information of the target city, perform path detection on all network nodes in the subnet, discard the path not to the target city according to the one-hop delay distribution among the paths, divide the remaining paths into two parts by one-hop delay and retain the target city part;
2) Anonymous routes search and process. Search, remove and merge the anonymous routes structures existing in the path information in the order of phantom structure, parallel structure, star structure and binary structure, and then remove the repeated routes after completion;
3) PoP network topology extraction. Extract the PoP network in the path information through the Bi-fan structure, determine the location information according to the landmarks included in the PoP network, and log into the PoP database; 4) City-level IP geolocation. Detect the target IP and query the node in path information to the database to obtain the geolocation result.
As shown in the schematic diagram, the algorithm can be mainly divided into major stages such as landmark extension and path division, anonymous routes search and process, PoP network topology extraction and city-level IP geolocation. The schematic diagram is shown in Fig.1 , and the four stages are described in detail later in this section.
A. LANDMARK EXTENSION AND PATH DIVISION
When the probe source and the target IP are in the same ISP and are far away, the one-hop delay between adjacent routers on the probe path may have some characteristics. Since the distance between routers in a city is usually short, the onehop delay in the city is low. Without considering network congestion, high one-hop delay is usually caused by a long physical distance between routers or a high queuing delay, while the impact of network congestion on probe results can be reduced by multiple measurements. Based on the above analysis, the one-hop delay across cities should follow a ''low-high-low'' distribution.
Through this distribution, it is possible to judge whether the extended node is in the same city as the landmark according to the router with a high one-hop delay in the detection path leading to the landmark, and to draw out the part of the path belonging to the target city. In order to obtain more accurate path information in the target IP city, the backbone network nodes in the partition result should be deleted. The process mainly consists of two parts: landmark extension and path division.
1) Landmark expansion. Detect all nodes in the subnet segment where the landmark is located, and select paths that satisfy a ''low-high-low'' distribution. Then find the one-hop delay peak of the probe path and its position in the path. Compare the route node IP near the peak, and delete the path that does not match the landmark path.
2) Path division. According to the one-hop delay peak, partition the path information and record it. Find the backbone nodes according to the one-hop delay distribution. Then delete the backbone nodes and the previous nodes, and keep the part belonging to the target city network.
This stage includes analysis of one-hop delay distribution and backbone node elimination. It reliably divides detection path, laying the foundation for obtaining the topology information of the metropolitan area network of the target IP.
B. ANONYMOUS ROUTES SEARCH AND PROCESS
The network environment varies depending on the location, time, and network equipment. When a probe sends a packet to a router, it will not receive the response from the router due to network congestion or router settings, thus forming anonymous routes [14] . These conditions can affect the result of PoP network partition and extraction. To solve such problems, common local anonymous route structures are used to search for anonymous routes, which can remove or merge them to obtain a high integrity PoP network.
In the existing analysis algorithms of network topology, the network topology is usually decomposed into small local structures for analysis. Common local anonymous route structures are shown in Fig.2 .
In this paper, a large amount of path information was collected in the network of China and the United States, and the number of the above-mentioned local structures was counted. The result is shown in Fig.3 . The statistical results show that phantom structure, parallel structure, star structure and bipartite structure are more common in the actual network environment. The triangular structure and the octahedral structure are relatively complex and exist in a small number. Therefore, phantom structure, parallel structure, star structure and bipartite structure are used to search the anonymous routes in this paper. In the actual network environment, some routing nodes selectively discard some packets due to forwarding priority when network traffic is congested. The anonymous routes caused by this situation is called temporary anonymous routes. At the same time, some important routing nodes reject all probe packets due to security considerations. This situation will result in permanent anonymous routes. In view of these situations, this paper uses local anonymous route structures to retrieve, identify, remove and merge anonymous routes. The specific steps are as follows.
1) Remove temporary anonymous routes. Traverse the paths, if there is a phantom structure, restore it to the original topology and remove the temporary anonymous route nodes. Check the paths and remove the duplicates after the traversal is complete.
2) Merge permanent anonymous routes. Traverse the paths, if there is a parallel structure, a star structure, or a binary structure, restore it to the original topology and merge the permanent anonymous route nodes. Check the paths and remove the duplicates after the traversal is complete.
By searching and merging the anonymous routes in the path information, the topology becomes closer to the real situation, which makes the PoP network partition result more accurate and comprehensive, and increases the probability of the city core routes being extracted, thereby improving the geolocation success rate.
C. POP NETWORK TOPOLOGY EXTRACTION
This section extracts PoP network topology based on the path information obtained in the previous section. Since the nodes in the PoP network have tight connection characteristics, this section searches the network topology for the Bi-fan structure and combines the results as PoP networks.
The Bi-fan structure has very strong connectivity and representative, and it is suitable to be the basic unit of the PoP network. Bi-fan refers to such a structure, which the nodes are closely connected in it. Each node in Bi-fan structure is pointing more than two different nodes, or each node is pointed by two different nodes at least.
The main steps of the PoP network topology extraction are as follows:
1) PoP network obtainment through extracting and merging all the Bi-fan structures. Search the nodes with Bi-fan structure based on the partitioned paths information. The PoP network is achieved through extracting and merging the nodes with the Bi-fan structure. The extraction process is shown in Fig.4 . There are 3 groups with the Bi-fan structure: G 1 , G 2 and G 3 . Due to the node N 2 both belongs to G 1 and G 2 , and nodes N 4 , N 5 both belongs to G 1 and G 3 , the G 1 , G 2 , G 3 are combined into one PoP network.
2) Geolocation of the PoP network. Determine the city location for each PoP network through the landmarks contained. As shown in the Fig.5 , the path to city C landmark L passes through the PoP P, so it can be concluded that P is in the city C. Because the path information that does not belong to city C has been deleted, PoP P cannot be located in other cities. This step finds all PoP networks, deletes PoP networks that do not contain landmarks, and logs the data into the database.
D. CITY-LEVEL IP GEOLOCATION
After the geolocation of the PoP network, this section extracts the core routers in each PoP network. The geographic location of the target IP is estimated based on these city core routers. Process for target city-level IP geolocation is as follows. Since the data transmitted from the ISP backbone will pass through the core routers of these cities, the city-level location of the target IP can be determined by analyzing the routers in the probing process. For example, in Fig.5 , for external communication to the target IP T in the city C, it is necessary to pass through the router in the PoP network. If the probe path to the target IP T contains one of the routers R 1 , R 2 , R 3 , R 4 in PoP P, it can be determined that T are in city C where the PoP P is located.
This algorithm achieves target city-level IP geolocation by determining the city-level location of the PoP network to which they belong. Therefore, for some target IPs that cannot be accessed, as long as the PoP network is reached, their city can be determined. It can be used to achieve some unreachable target city-level IP geolocation.
III. ALGORITHM ANALYSIS
This section analyzes the one-hop delay in intercity packets, the influence of anonymous routes on PoP network extraction, the feasibility of PoP network topology extraction and the feasibility of target city-level IP geolocation.
A. ANALYSIS OF ONE-HOP DELAY IN INTERCITY PACKETS
A large number of detection data indicates that there is a ''low-high-low'' distribution of one-hop delay in the communication between intra-city and out-of-city network nodes, which is related to the geographic location of routers in the process of data transmission. When the data is forwarded within the same city network, the one-hop delay is low because of the close geographical position between the router nodes. When the data need to be transmitted to outside of the city, the one-hop delay will increase due to the increase of geographical distance between routers and the aggregation of a large number of network data in ISP backbone network. Therefore, the boundaries of the urban regional network can be inferred by analyzing the one-hop delay in the detection path. 6 describes the one-hop delay median distribution of over 7000 network nodes in China and the US while the detection sources and targets are located in different cities in the same country. The upper and lower ends of the I-shape represent the positive variance and negative variance of the onehop-delay, and the line represents the median of it. As shown in these figures, it can be found that when the source and target in the same ISP are in different cities, the one-hop delay in the detection path shows a ''low-high-low'' distribution.
According to this phenomenon, we detect other network nodes in the same subnet while detecting the path to the landmark. By comparing the paths with one-hop delay distribution, it is possible to find the nodes which are in the same city, to expand the number of urban landmarks, greatly enriching the path data. At the same time, we remove the relevant information and only retains the network nodes in the target city, which reduces the computational cost of subsequent topology analysis.
B. ANALYSIS OF THE IMPACT OF ANONYMOUS ROUTES ON POP NETWORK EXTRACTION
In the actual detection path, anonymous route nodes exist in large numbers and will affect the result of PoP network topology extraction. As shown in Fig.7 , when N 5 is an anonymous node, if it is excluded from the partitioning process, N 1 , N 4 , N 8 and N 9 will not be recognized, and only G 3 will be extracted. If N 5 is added to the partitioning process, a large number of identical nodes will appear in the topology, which will greatly slow down the efficiency of the algorithm, and may also lead to a large number of structures not be identified.
The causes of routing node anonymity in real networks can be divided into temporary anonymous routes caused by network traffic congestion and permanent anonymous routes fixed to reject probe packets. After temporary anonymous routes being removed, the anonymous nodes in the path information caused by network congestion are removed, which reduces the redundancy of topology information and reduces the computational burden of permanent anonymous routes process. For permanent anonymous routes, it is impossible to determine whether anonymous nodes in different paths correspond to the same node, so it cannot be applied to network topology analysis. After merging the permanent anonymous routes, topology information is closer to the real situation, and the PoP network is more reliable.
In Fig.8 , after anonymous routes process, the topology information is reduced to the original routing after the process of parallel structure, star structure and binary structure, which greatly increases the number of extracted nodes, and increases the probability of retrieving urban core routes under the premise of ensuring the accuracy, so that the geolocation success rate can be increased.
C. FEASIBILITY ANALYSIS OF POP NETWORK TOPOLOGY EXTRACTION
In the existing network topology analysis algorithms, the network is usually decomposed into different basic units for analysis. R. Milo et al. made a lot of statistical analysis on some basic network units, pointing out that the Bi-fan structure is the most connected and representative [15] . Because most of the PoP networks have strong connection characteristics, we use Bi-fan structure as the basic network unit of the PoP network, and then complete the division and extraction of the PoP network in the urban area network. After completing the extraction of the PoP network, it is necessary to determine the geographical location area where it is located. Because the PoP network is responsible for managing the network users in a certain area, the network users in this area usually pass through the same PoP network when they transmit data. Therefore, the landmark information in each PoP network can be counted by analyzing the landmark detection path, and then the geographical area of each PoP network can be determined. As shown in Fig.9 , PoP P 1 and P 2 are two PoP networks located in city C. landmarks L 1 and L 2 are respectively located in Z 1 and Z 2 , within a certain area of the city. Because of the transmission of P 1 during the detection of the landmark L 1 , it is possible to determine that P 1 is located in the urban area Z 1 of the landmark L 1 . Similarly, P 2 can be located in the urban area Z 2 of landmarks L 2 .
D. FEASIBILITY ANALYSIS OF TARGET CITY-LEVEL IP GEOLOCATION
The probe packet needs to pass through the PoP network of the city where the target IP is located before reaching the target itself. Therefore, it is possible to analyze the detection path to the target IP to find the city PoP network which it passes through, and to geolocate the target IP according to the location of the PoP network. The proposed algorithm does not directly use the delay to locate in the localization process, which reduces the requirement of delay accuracy.
In addition, the algorithm does not need to reach the target IP in the geolocation process, but only needs to reach the PoP network leading to the target IP to determine location of the target IP, so that the algorithm can complete the location estimation of these target IPs which cannot be reached.
IV. EXPERIMENTAL EVALUATION
In order to verify the geolocation ability of the proposed algorithm, typical geolocation algorithms such as LBG and SLG are used for contrast experiments in this section.
A. EXPERIMENTS SETTINGS
In the construction of the experimental environment, a total of 6 detection sources were deployed, including 4 in mainland China (in Zhengzhou, Shanghai, Beijing, and Chengdu), 1 in Hong Kong, and 1 in Los Angeles. Considering China's large geographic area and complex network environment, the city location, city size, ISP and landmark number are selected in this paper as variables, to compare and analyze the proposed algorithm with the typical algorithms. In Experiment 1 and 2, we chose provincial capital cities around China and cities in Henan province, China to test the ability of these algorithms to locate targets in cities of different sizes and distributions. In order to test whether the geolocation ability of the proposed algorithm has a large gap in the network environment between China and the US, we conducted Experiment 3. Experiment 4 and 5 verify the impact of ISP and the number of landmarks on these algorithms. Regarding ISP, China Telecom and China Unicom are among the largest Internet service providers in China, so we chose them as the experimental environment. The same reason is chosen for AT&T.
Because the CBG algorithm used in SLG is not working properly under the condition of high independence and stratification between Chinese network service providers [16] , only the latter part of SLG is used in this paper in the experiments, and the landmark information is artificially provided. LBG does not use landmark information in the geolocation process, so it does not participate in Experiment 4 and 5.
In addition, when detecting the target network topology information, ICMP, TCP, UDP, ICMP-paris, and UDP-paris protocols are used to improve the topology information acquisition scale by using multi-protocol path detection. The ICMP-paris and UDP-paris protocols also avoid the generation of incorrect path information [17] . Table 1 gives the overall experimental settings.
B. EXPERIMENTAL RESULTS AND ANALYSIS
In the comparative experiment, considering the location and scale of the city may affect the geolocation results, the geolocation experiments were carried out in 12 provincial capital cities in China, 10 cities in Henan Province of China, and 7 cities in California in the same ISP environment. Fig.10 , Fig.11 and Fig.12 show the experimental results. The cities in Fig.10 are all large cities and distribute evenly in China, while the cities in Fig.11 and Fig.12 are located in the same province or state respectively. We find that the location, scale and distribution of cities have little effect on the location results. Due to the differences in the network environment between China and the US, the geolocation success rate of the three algorithms in China has declined. But compared with LBG and SLG, the proposed algorithm still improves the geolocation success rate.
To confirm whether the ISPs of the landmarks and geolocation targets will affect the geolocation results, the landmarks and geolocation targets were respectively selected in China Telecom, China Unicom and hybrid network environments in Zhengzhou, Henan Province, China for geolocation. The experimental results in Table 2 show that the coverage of the landmark environment on the network environment will affect the geolocation success rate. At the same time, the proposed algorithm can also improve the geolocation success rate under the same ISP environment compared with SLG. VOLUME 6, 2018 FIGURE 13. Geolocation success rate varies with the number of landmarks. To get the relationship between the number of landmarks and the geolocation results, different numbers of landmarks in Zhengzhou were used to conduct geolocation experiments on the targets in Zhengzhou. The experimental results are shown in Fig.13 , which show that the number of landmarks will have an impact on the geolocation success rate. The geolocation success rate increases with the number of landmarks increasing. In the meantime, due to the landmark extension steps, the proposed algorithm greatly outperform SLG when the number of landmarks is low. For example, the geolocation success rate of the proposed algorithm in the US is about 20% higher than SLG's when the number of landmarks is 500.
Finally, we summarized the results of each experiment and calculate the comprehensive geolocation success rate. As shown in Table 3 , compared with LBG and SLG, the proposed algorithm improves the success rate of city-level location to 97.67%.
V. CONCLUSION
At present, typical city-level IP geolocation algorithms determine the location of the target by delay measurement and landmark comparison. The success rate and accuracy of geolocation are usually affected by the above conditions in the target network. In this paper, a city-level IP geolocation algorithm based on PoP network topology is proposed to reduce the dependence on the above conditions. 35808 IP locations in 28 cities of China and the United States were located in this paper for experimental evaluation, and show the geolocation ability of the proposed algorithm while the delay accuracy is low or the number of landmarks is small. At the same time, compared with LBG and SLG, the proposed algorithm improves the success rate of city-level geolocation from 74.86% and 94.14% to 97.67%. However, the geolocation capabilities of different nodes in the PoP network are different, which affects the accuracy of the proposed algorithm. Improving the accuracy of geolocation is the goal of our next work. He has authored or co-authored more than 90 refereed international journal and conference papers. His research interests include network topology and network geolocation.
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