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Let λ = (λ1, . . . , λs) be a partition of m and let V be a ﬁnite di-
mensional vector space overC. We also denote by λ the irreducible
character of Sm associated with the partition λ and by Vλ we de-
note the symmetry class of tensors associated with λ and V. Let
j ∈ {1, . . . , λ1} and z ∈ Vλ. The concept of j-reach of z is deﬁned.
Using this concept we introduce the concept of λ-critical element
of Vλ. Generalized Plücker polynomials are constructed in a way
that the set of their common roots contains the set of the families
of components of decomposable λ-critical elements of Vλ. The con-
cepts and results are generalizations of those deﬁned and proved
in [4] (J.A. Dias da Silva, Fa´tima Rodrigues, Decomposable critical
tensors, Linear Algebra Appl. 414 (2006) 172–198).
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
LetV be ann-dimensional vector space overC, the complexﬁeld, andλ = (λ1, . . . , λs), (λs > 0)be
apartitionofm. The irreducible complex characters of Sm, the symmetric groupofdegreem, correspond
canonically in a one to one way to the partitions of m. So, we identify λ with the corresponding
irreducible complex character of Sm.
We denote by ⊗mV the mth tensor power of V . If σ ∈ Sm, then P(σ ) is the unique linear operator
on ⊗mV satisfying
P(σ )(x1 ⊗ · · · ⊗ xm) = xσ−1(1) ⊗ · · · ⊗ xσ−1(m),
for all x1, . . . , xm ∈ V .

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Let G be a subgroup of Sm and λ be a complex character of G. We deﬁne the symmetrizer associated
with λ and G as the linear operator,
T(G, λ) = λ(id)|G|
∑
σ∈G
λ(σ)P(σ ).
If G = Sm the symmetrizer T(G, λ) is simply denoted by Tλ. Then,
Tλ = λ(id)
m!
∑
σ∈Sm
λ(σ)P(σ ).
The range of Tλ, Tλ(⊗mV), is called the immanantal symmetry class of tensors associated with
λ and V and is denoted by Vλ. The image by Tλ of the decomposable tensor x1 ⊗ · · · ⊗ xm, where
x1, . . . , xm ∈ V , is called the decomposable symmetrized tensor or decomposable tensor of Vλ and is
denoted by
x1 ∗ · · · ∗ xm := Tλ(x1 ⊗ · · · ⊗ xm).
Ifλ is the alternating character of Sm, , then Vλ is denoted by∧mV , thewell knownmth Grassmann
space or the mth exterior power of V . The decomposable symmetrized tensors of the form T(x1 ⊗· · · ⊗ xm) are the decomposable tensors of Grassmann and they are denoted by
x1 ∧ · · · ∧ xm.
If λ is the principal character of Sm, 1, Vλ is denoted by ∨mV , the space of completely symmetric
tensors of V . The decomposable symmetrized tensors of the form T1(x1 ⊗ · · · ⊗ xm) are denoted by
x1 ∨ · · · ∨ xm.
It is well known that the set of all tensors of the form x1 ∧ · · · ∧ xm, with x1, . . . , xm ∈ V form an
algebraic variety ofCk, k =
(
n
m
)
. This algebraic variety is the afﬁne cone of a projective variety whose
deﬁning polynomials are the quadratic Plücker polynomials.
In [4], Dias da Silva and Rodrigues obtained a generalization of this fact for decomposable sym-
metrized tensors. They introduced the concept of critical tensor of Vλ and they proved that the set of
all decomposable critical tensors of Vλ is an algebraic variety.
Applying a similar strategy we are going, in this paper, to introduce the concept of λ-critical tensor
ofVλ, for anyλ, andweprove that the set of all decomposableλ-critical tensors ofVλ is also an algebraic
variety.
InSections2and3wepresent somecombinatorial tools, notationsandauxiliary results. Theconcept
of λ-critical element of Vλ is presented in Section 4 and it depends of the notions of j-reach and
j-annihilator, 1 j λ1 of an element of Vλ. These two notions are generalizations of the notions of
reach andannihilator deﬁned in [4]. In Section4 are alsopresented some important properties satisﬁed
by the λ-critical elements of Vλ. In Section 5we apply these results to the decomposable tensors of Vλ,
obtaining a characterization of the decomposable elements of Vλ that are λ-critical. Finally, in Section
6 we construct a family of polynomials that characterize the λ-criticality of a decomposable element
of Vλ.
2. Combinatorial tour
Let X be a ﬁnite set, we denote by Γm,X the set of all mappings from {1, . . . , m} into X . When
X = {1, . . . , n}, we use the notation Γm,n (Γ 0m,n) to the set of mappings from {1, . . . , m} into {1, . . . , n}
(respectively from {1, . . . , m} into {0, 1, . . . , n}). We will call the multiplicity partition of α ∈ Γm,X the
partitionofmobtainedby rearranging indecreasingorder the components of the family of nonnegative
integers (|α−1(x)|)x∈X . We denote the multiplicity partition of α byM(α).
Let ω ∈ Γm,n we denote by ωi the element of Γm−1,n
ωi := (ω(1), . . . ,ω(i − 1),ω(i + 1), . . . ,ω(m)), i = 1, . . . , m.
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If ν ∈ Γm−1,n, t ∈ {1, . . . , m} and j ∈ {1, . . . , n} we will denote by ν t←↩ j the element of Γm,n
deﬁned by
ν
t←↩ j := (ν(1), . . . , ν(t − 1), j, ν(t), . . . , ν(m − 1)), if t = 1, . . . , m − 1,
and
ν
m←↩ j := (ν(1), . . . , ν(m − 1), j).
If α ∈ Γm,n we denote by α̂ the element of Γ 0m+1,n,
α̂ = (α(1), . . . ,α(m), 0).
The subset of the increasing functions of Γm,n is denoted by Gm,n.
We deﬁne an action
(σ ,α) → ασ−1
of Sm (respectively Sm+1) onΓm,n (respectively onΓm+1,n). Ifα ∈ Γm,n, the orbit of α is denoted byOα .
If α and β belongs to the same orbit we will write α ≡ β(mod Sm). Observe that Gm,n is the system of
distinct representatives of the orbits of this action, choosing in each orbit Oα the smallest element by
the lexicographic order. We denote by Hα the stabilizer of α.
Lemma 2.1. Let α and β be elements of Γm,n. Then α ≡ β(mod Sm) if and only if
|α−1(i)| = |β−1(i)|, i = 1, . . . , n.
Let (e1, . . . , en) be a basis of V and α ∈ Γm,n. We denote by e⊗α the element of ⊗mV
e⊗α := eα(1) ⊗ · · · ⊗ eα(m).
In the same way e∗α is the element of Vλ
e∗α := eα(1) ∗ · · · ∗ eα(m).
Denote by Ωλ (or just by Ω) the subset of Γm,n,
Ω := {α ∈ Γm,n : e∗α /= 0}.
By the deﬁnition it is easy to conclude that
Vλ ⊆ 〈e⊗α : α ∈ Ω〉.
So, if z = ∑α∈Γm,n cαe⊗α ∈ Vλ, we deﬁne the support of z as follows:
supp(z) := {α ∈ Γm,n : cα /= 0},
and we observe that supp(z) ⊆ Ω .
Letm be a positive integer and λ = (λ1, . . . , λt) be a partition ofm. We identify λwith anm-tuple
of nonnegative integers by adding, if necessary, a list of zeros, i.e.
λ = (λ1, . . . , λt) ≡ (λ1, . . . , λt , 0, . . . , 0).
If λ is a partition ofm, then λ′ = (λ′1, . . . , λ′λ1) deﬁned by
λ′k = |{j ∈ {1, . . . , t} : λj  k}|, k = 1, . . . , λ1,
is also a partition ofm called the conjugate partition of λ.
Let λ = (λ1, . . . , λm) and ν = (ν1, . . . , νm) be partitions of m. We say that λ majorizes ν , and
denote λ  ν , if
k∑
i=1
λi 
k∑
i=1
νi, k = 1, . . . , m.
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3. Notation and auxiliary results
Deﬁnition 3.1. Let (x1, . . . , xm) be a family of nonzero vectors of V . We say that a collection C =
(C1, . . . , Cr), (Cj = {xi : i ∈ Δj})j=1,...,r of subfamilies of (x1, . . . , xm), is a coloring of (x1, . . . , xm) if
the following conditions hold:
1. Ci is linearly independent, i = 1, . . . , r;
2. Δi ∩ Δj = ∅, i /= j, i, j = 1, . . . , r;
3.
⋃r
i=1 Δi = {1, . . . , m};
4. |Δ1| · · · |Δr |.
The collection (Δ1, . . . ,Δr) is called the support of the coloring C = (C1, . . . , Cr). The ﬁnite se-
quence (|Δ1|, . . . , |Δr |) is a partition ofm called the shape of C and denoted by
shape(C).
If shape(C)=μ, we also say thatC is aμ-coloringof (x1, . . . , xm). IfΔ = (Δ1, . . . ,Δr) is the support
of a μ-coloring of (x1, . . . , xm) we write Δ ∈ Sμ′ .
Let (x1, . . . , xm) be a family of nonzero vectors of V . In [1] it was proved that, with respect to
majorization, the set of the shapes of the colorings of (x1, . . . , xm) has a maximum. This maximum
partition is the rank partition of (x1, . . . , xm), and it will be denoted by
ρ(x1, . . . , xm).
Since wewill work with nonzero decomposable symmetrized tensors, it is useful to say something
about the vanishing of these tensors. In [3], Gamas obtained a necessary and sufﬁcient condition for a
decomposable symmetrized tensor to be zero. This result was reformulated in [1].
Theorem 3.1. In Vλ the decomposable symmetrized tensor
x1 ∗ · · · ∗ xm
is nonzero if and only if there exists a λ′-coloring of the family (x1, . . . , xm); if and only if
ρ(x1, . . . , xm)  λ′.
Deﬁnition 3.2 ([4]). Let z ∈ Vλ. A family of vectors of V,X = (xij) i=1,...,k
j=1,...,m
is a pre-image of z in V if
k∑
i=1
xi1 ⊗ · · · ⊗ xim ∈ T−1λ ({z}).
Deﬁnition 3.3 ([4]). Let z ∈ Vλ and z = ∑ki=1 xi1 ∗ · · · ∗ xim with xij ∈ V, i = 1, . . . , k, j = 1, . . . , m.
We say that
∑k
i=1 xi1 ∗ · · · ∗ xim is a presentation of z.
If for all subset ∅ /= L ⊆ {1, . . . , k} we have∑i∈L xi1 ∗ · · · ∗ xim /= 0, we say that∑ki=1 xi1 ∗ · · · ∗
xim is a simple presentation of z.
From now on we assume that all presentations considered are simple.
Deﬁnition 3.4 ([4]). A nonzero vector of Vλ has rank k if it is a sum of k and not less than k decompos-
able symmetrized tensors of Vλ. If z ∈ Vλ has rank k and z = ∑ki=1 xi1 ∗ · · · ∗ xim with xij ∈ V, i =
1, . . . , k, j = 1, . . . , m, then
k∑
i=1
xi1 ∗ · · · ∗ xim
is called a rank presentation of z.
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Deﬁnition 3.5 ([4]). Let z ∈ Vλ. The reach of z, denoted by W(z), is the intersection of the subspaces
W of V such that z ∈ Wλ.
Theorem 3.2 ([4]). Let z ∈ Vλ and let
k∑
i=1
xi1 ∗ · · · ∗ xim
be a rank presentation of z. Then
W(z) = 〈xij : i = 1, . . . , k, j = 1, . . . , m〉.
4. The j-reach and the j-annihilator
Letλ = (λ1, . . . , λs), λs > 0be a partition ofm and z ∈ Vλ. In this sectionwe are going to introduce
the concepts of j-reach and j-annihilator, 1 j λ1, of z. These concepts are generalizations of the
concepts of reachandannihilator introduced in [4]. In factweare going to see that if j = 1 thedeﬁnition
of 1-reach and 1-annihilator coincide with the deﬁnition of reach and annihilator. In order to obtain
this notions some deﬁnitions are needed:
Deﬁnition 4.1. Let z ∈ Vλ and let
k∑
i=1
xi1 ∗ · · · ∗ xim (1)
be a presentation of z. We say that a collection C = (C1, . . . , Ck), Ci = (Ci,1, . . . , Ci,λ1), Ci,j = {xil : l ∈
Δi,j}, Δi,j ⊆ {1, . . . , m}, i = 1, . . . , k, j = 1, . . . , λ1, is a λ′-coloring of this presentation of z if, for all
i = 1, . . . , k, Ci is a λ′-coloring of (xi1, . . . , xim).
Remark 4.1. The notion of λ′-coloring depends of the presentation. This is the reason why we, in the
previous deﬁnition, use the term λ′-coloring of this presentation of z instead of λ′-coloring of z.
Deﬁnition 4.2. Let z ∈ Vλ and let
k∑
i=1
xi1 ∗ · · · ∗ xim
be a presentation of z. Let Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . , (Δk,1, . . . ,Δk,λ1)) be a family of partitions of{1, . . . , m}. We say thatΔ is the support of a λ′-coloring of this presentation of z if for all i = 1, . . . , k,
(Δi,1, . . . ,Δi,λ1) is the support of a λ
′-coloring of (xi1, . . . , xim).
Deﬁnition 4.3. Let z ∈ Vλ, j ∈ {1, . . . , λ1} and I = (yil) i=1,...,k
l∈Ai
, (Ai ⊆ {1, . . . , m}) be a family of vectors
of V . We say that I is a j-pre-image of z in V if there exists a presentation of z,
k∑
i=1
xi1 ∗ · · · ∗ xim (2)
anda support of aλ′-coloringof this presentation,Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . , (Δk,1, . . . ,Δk,λ1)) such
that
(yil) i=1,...,k
l∈Ai
= (xil) i=1,...k
l∈Δi,j∪···∪Δi,λ1
.
If the presentation (2) is a rank presentation of z we say that I is a rank j-pre-image of z in V .
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It is easy to conclude that the notions of 1-pre-image and pre-image coincide.
Deﬁnition 4.4. Let z ∈ Vλ. A presentation of z,
k∑
i=1
xi1 ∗ · · · ∗ xim
is λ-critical if for all i = 1, . . . , k,
ρ(xi1, . . . , xim) = λ′.
Deﬁnition 4.5. Let z ∈ Vλ. We say that z is strongly decomposable if there exists a presentation of z,
k∑
i=1
xi1 ∗ · · · ∗ xim
such that for the support of any λ′-coloring of this presentation, Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . ,
(Δk,1, . . . ,Δk,λ1)) we have, for all t = 1, . . . , λ1,
〈x1l : l ∈ Δ1,t〉 = 〈x2l : l ∈ Δ2,t〉 = · · · = 〈xkl : l ∈ Δk,t〉.
In this case we say that
∑k
i=1 xi1 ∗ · · · ∗ xim is a presentation of z strongly decomposable.
Deﬁnition 4.6. Let z ∈ Vλ. The j-reach of z is the small subspace of V , by inclusion, that contains all
j-pre-images of z in V , with vectors inW(z). The j-reach of z will be denoted byWj(z).
By deﬁnition we conclude thatWj(z) is a subspace ofW(z). By Theorem 3.2 we also haveW1(z) =
W(z).
Deﬁnition 4.7. Let z ∈ Vλ. We say that z is λ-critical if for all j = 1, . . . , λ1 we have
dimWj(z) = λ′j.
Remark 4.2. Let V be a ﬁnite dimensional vector space over C and let (e1, e2) be a basis of V . Let
λ = (2, 1) and let z be the element of Vλ,
z = e1 ∗ e1 ∗ e2 − e1 ∗ e2 ∗ e1.
It is tempting to say that z is λ-critical. However, it is not the case because
z = e1 ∗ (e1 + e2) ∗ e2 − e1 ∗ e2 ∗ e2 − e1 ∗ e2 ∗ e1
and so
W1(z) = 〈e1, e2〉 and W2(z) = 〈e1, e2〉.
Proposition 4.1. Let z ∈ Vλ, z /= 0 and let
r∑
i=1
ui1 ∗ · · · ∗ uim
be a presentation of z strongly decomposable. Then there exists a presentation of z strongly decomposable
with vectors in W(z) and z is a sum of s r decomposable symmetrized tensors.
Proof. Let
k∑
i=1
xi1 ∗ · · · ∗ xim
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be a rank presentation of z and let
r∑
i=1
ui1 ∗ · · · ∗ uim
be a presentation of z strongly decomposable. Let P be a projection of V over W(z). By Theorem 3.2
we have P(xij) = xij . Then
r∑
i=1
P(ui1) ∗ · · · ∗ P(uim)
is a presentation of z with vectors inW(z). Let s r be an integer such that
s∑
i=1
P(ui1) ∗ · · · ∗ P(uim)
is a simple presentation of z. We are going to prove that this presentation is strongly decomposable.
Let
Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . , (Δs,1, . . . ,Δs,λ1))
be the support of a λ′-coloring of this presentation of z. Then, the family
(P(uil))l∈Δi,j
is linearly independent, i = 1, . . . , s and j = 1, . . . , λ1. Then the family of vectors
(uil)l∈Δi,j
is linearly independent, i = 1, . . . , s and j = 1, . . . , λ1, and so
Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . , (Δs,1, . . . ,Δs,λ1))
is part of the support of a λ′-coloring of the presentation of z
r∑
i=1
ui1 ∗ · · · ∗ uim.
Since this presentation of z is strongly decomposable, we have, for all t = 1, . . . , λ1,
〈u1l : l ∈ Δ1,t〉 = 〈u2l : l ∈ Δ2,t〉 = · · · = 〈usl : l ∈ Δs,t〉,
and then
P(〈u1l : l ∈ Δ1,t〉) = P(〈u2l : l ∈ Δ2,t〉) = · · · = P(〈usl : l ∈ Δs,t〉),
that is
〈P(u1l) : l ∈ Δ1,t〉 = 〈P(u2l) : l ∈ Δ2,t〉 = · · · = 〈P(usl) : l ∈ Δs,t〉,
and the proof is complete. 
Lemma 4.1. Letμ = (μ1, . . . ,μm) be a partition of m and let (x1, . . . , xm) be a family of nonzero vectors
of V such that ρ(x1, . . . , xm)  μ. Assume that for any supports ofμ-colorings of (x1, . . . , xm), (Δ1, . . . ,
Δm) and (Δ
′
1, . . . ,Δ
′
m) we have
〈xi : i ∈ Δj〉 = 〈xi : i ∈ Δ′j〉, for all j = 1, . . . , m.
Then,
ρ(x1, . . . , xm) = μ.
Proof. By contradiction. Assume thatρ(x1, . . . , xm) = ρ , ρ /= μ. Sincewe are assuming that there are
μ-colorings of (x1, . . . , xm) we have ρ  μ. Let r ∈ {1, . . . , m} be the ﬁrst integer such that ρr > μr
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and let s′ ∈ {1, . . . , m} the ﬁrst integer such that ρs′ < μs′ . Since ρ  μ and ρ /= μ these integers
exists and r < s′. We also have, for j = 1, . . . , r − 1, ρj = μj . Let s ∈ {1, . . . , m} the last integer such
that μs = μs′ , and we have r < s′  s. Let χ be the partition ofm,
χ = (μ1, . . . ,μr−1,μr + 1,μr+1, . . . ,μs−1,μs − 1,μs+1, . . . ,μm).
Then,
ρ  χ  μ,
andso there isaχ-coloringof (x1, . . . , xm). Let (Γ1, . . . ,Γm)beasupportof aχ-coloringof (x1, . . . , xm),
and let (Δ1, . . . ,Δm) be a support of a μ-coloring of (x1, . . . , xm). Since
dim〈xi : i ∈ Γr〉 = μr + 1, and dim〈xi : i ∈ Δr〉 = μr ,
there is a u ∈ Γr such
xu /∈ 〈xi : i ∈ Δr〉.
Since r < s, we have μr μs and so
χr − χs = μr + 1 − (μs − 1) 2.
Hence, there is a v ∈ Γr , v /= u, such
xv /∈ 〈xi : i ∈ Γs〉.
Let (Λ1, . . . ,Λm) be a family of subsets of {1, . . . , m} deﬁned as follows: for i ∈ {1, . . . , m} −{r, s},Λi = Γi,Λr = Γr − {v} and Λs = Γs ∪ {v}. Then, (Λ1, . . . ,Λm) is a support of a μ-coloring
of (x1, . . . , xm) and since u ∈ Λr we have
xu ∈ 〈xi : i ∈ r〉 and xu /∈ 〈xi : i ∈ Δr〉.
Then,
〈xi : i ∈ r〉 /= 〈xi : i ∈ Δr〉,
which is a contradiction with our assumptions. 
Proposition 4.2. Let z be an element of Vλ. The tensor z is λ-critical if and only if all presentations of z,∑k
i=1 xi1 ∗ · · · ∗ xim, with vectors in W(z) satisfy:
1. are λ-critical;
2. for all support Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . , (Δk,1, . . . ,Δk,λ1)) of a λ′-coloring of the presentation
of z,
∑k
i=1 xi1 ∗ · · · ∗ xim, we have
〈x1l : l ∈ Δ1j〉 = 〈x2,l : l ∈ Δ2,j〉 = · · · = 〈xkl : l ∈ Δk,j〉 = Wj(z),
for all j = 1, . . . , λ1.
Proof. Let z be a λ-critical element of Vλ and let
k∑
i=1
xi1 ∗ · · · ∗ xim
be a presentation of z with vectors inW(z). Let
Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . , (Δk,1, . . . ,Δk,λ1))
be the support of a λ′-coloring of this presentation of z and j ∈ {1, . . . , λ1}. By deﬁnition ofWj(z),
〈xil : i = 1, . . . , k, l ∈ Δi,j ∪ · · · ∪ Δi,λ1〉 ⊆ Wj(z).
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Obviously,
dim〈xil : i = 1, . . . , k, l ∈ Δi,j ∪ · · · ∪ Δi,λ1〉 λ′j.
Since z is λ-critical, dimWj(z) = λ′j and then,
〈xil : i = 1, . . . , k, l ∈ Δi,j ∪ · · · ∪ Δi,λ1〉 = Wj(z).
Since
dim〈xil : l ∈ Δi,j〉 = λ′j , i = 1, . . . , k,
we have
〈x1l : l ∈ Δ1j〉 = 〈x2,l : l ∈ Δ2,j〉 = · · · = 〈xkl : l ∈ Δk,j〉 = Wj(z), (3)
and soweconclude that this presentation is stronglydecomposable.Moreover, byprevious conclusions
we have, for all i = 1, . . . , k,
〈xil : l ∈ Δi,j〉 ⊇ 〈xil : l ∈ Δi,j+1 ∪ · · · ∪ Δi,λ1〉,
that is for all i = 1, . . . , k,
〈xil : l ∈ Δi,1〉 ⊇ 〈xil : l ∈ Δi,2〉 ⊇ · · · ⊇ 〈xil : l ∈ Δi,λ1〉. (4)
Now, by (3) and (4) we conclude that for all i = 1, . . . , k, (xi1, . . . , xim) satisﬁes the conditions of
Lemma 4.1 and so,
ρ(xi1, · · · , xim) = λ′.
Conversely, if
∑k
i=1 xi1 ∗ · · · ∗ xim is a presentation of zwith vectors inW(z), then
∑k
i=1 xi1 ∗ · · · ∗
xim satisﬁes 1 and 2. So,
ρ(xi1, . . . , xim) = λ′, i = 1, . . . , k.
Let
Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . , (Δk,1, . . . ,Δk,λ1))
be the support of a λ′-coloring of this presentation of z and let j ∈ {1, . . . , λ1}. Then, by 2,
〈x1l : l ∈ Δ1j〉 = 〈x2,l : l ∈ Δ2,j〉 = · · · = 〈xkl : l ∈ Δk,j〉 = Wj(z),
and by 1, for all i = 1, . . . , k,
〈xil : l ∈ Δi,1〉 ⊇ 〈xil : l ∈ Δi,2〉 ⊇ · · · ⊇ 〈xil : l ∈ Δi,λ1〉.
So, dimWj(z) = λ′j , for j = 1, . . . , λ1, and the proof is complete. .
By this Proposition we conclude that if z is λ-critical,
Wj(z) ⊇ Wj+1(z), j = 1 . . . , λ1 − 1. (5)
Corollary 4.1. Let z ∈ Vλ. Assume that z is λ-critical and let
k∑
i=1
xi1 ∗ · · · ∗ xim
be a presentation of z with vectors in W(z). Then, for all i = 1, . . . , k and all j = 1, . . . , λ1,
Wj(z) = Wj(xi1 ∗ · · · ∗ xim).
Proof. If
k∑
i=1
xi1 ∗ · · · ∗ xim
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is a presentation of z with vectors inW(z) then, by Proposition 4.2, this presentation is λ-critical and
strongly decomposable. Moreover, if
Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . , (Δk,1, . . . ,Δk,λ1)),
is a support of a λ′-coloring of this presentation of z we have, by Proposition 4.2,
〈x1l : l ∈ Δ1,j〉 = 〈x2,l : l ∈ Δ2,j〉 = · · · = 〈xk,l : l ∈ Δk,j〉 = Wj(z), (6)
for all j = 1, . . . , λ1. Then, for all i = 1, . . . , k,
ρ(xi1, . . . , xim) = λ′,
and so
〈xil : l ∈ Δij〉 ⊇ 〈xil : l ∈ Δi,j+1〉 ⊇ · · · ⊇ 〈xil : l ∈ Δi,λ1〉. (7)
Since
(xil)l∈Δij∪···∪Δiλ1
is a j-pre-image of xi1 ∗ · · · ∗ xim, using (7) and using the deﬁnition of j-reach we have
〈xil : l ∈ Δij〉 ⊆ Wj(xi1 ∗ · · · ∗ xim).
By (6) we have
Wj(z) ⊆ Wj(xi1 ∗ · · · ∗ xim).
In order to prove the other inclusion, since a j-pre-image of xi1 ∗ · · · ∗ xim with vectors in W(z) is
part of a j-pre-image of z, then
Wj(xi1 ∗ · · · ∗ xim) ⊆ Wj(z)
and the proof is complete. 
Notation 4.1. Let V be a ﬁnite dimensional vector space over C, λ be an irreducible character of Sm
and z be a nonzero element of Vλ. Let
U = (uil) i=1,...k
l=1,...,m
be a pre-image of z in V and let
Uj = (uil) i=1,...k
l∈Ai
,
Ai = {ai1, . . . airj} ⊆ {1, . . . , m}, ai1 < · · · < airj , rj = λ′j + · · · + λ′λ1 , be a j-pre-image of z in V .
For all i = 1, . . . , k and l = 1, . . . , rj let yil :=ui,ail . We denote by z⊗Uj the tensor
z⊗Uj =
k∑
i=1
yi1 ⊗ · · · ⊗ yirj .
Notation 4.2. If λ = (λ1, . . . , λs), λs > 0, is a partition of m, we denote by χ(j) the partition of
λ′j + · · · + λ′λ1 ,
χ(j) = (λ1 − (j − 1), . . . , λt − (j − 1)),
where t is the great integer such that λt − (j − 1) > 0. By ξ (j) we denote the partition of λ′j + · · · +
λ′λ1 + 1,
ξ (j) = (λ1 − (j − 1), . . . , λt − (j − 1), 1).
Deﬁnition 4.8. Let Uj be a j-pre-image of an element z ∈ Vλ. The annihilator of the j-pre-image Uj of
z is the set
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AnnUj(z) = {v ∈ V : Tξ (j) (z⊗Uj ⊗ v) = 0}.
Theorem 4.1. Let V be a ﬁnite dimensional vector space overC, λ be an irreducible character of Sm and z
be a nonzero element of Vλ. Let Uj be a rank j-pre-image of z in V . If z is λ-critical and Tχ(j) (z
⊗
Uj
) /= 0 then
AnnUj(z) = Wj(z).
Proof. If Uj is a rank j-pre-image of z in V then, there exists a rank presentation of z,
k∑
i=1
xi1 ∗ · · · ∗ xim
and a support of a λ′-coloring of this presentation of z
Δ = ((Δ1,1, . . . ,Δ1,λ1), . . . , (Δk,1, . . . ,Δk,λ1)),
such that
Uj = (xil) i=1,...,k
l∈Δij∪···∪Δiλ1
.
For each i = 1, . . . , k, let
Δi,j ∪ · · · ∪ Δi,λ1 = {ai1, . . . , airj},
where ai1 < · · · < airj and rj = λ′j + · · · + λ′λ1 . For all i = 1, . . . , k and u = 1, . . . , rj let yiu := xiaiu .
Assume that z is λ-critical. Since Uj is a rank j-pre-image of z, by Theorem 3.2, we conclude that all
the vectors of the previous presentation are inW(z). By Proposition 4.2 we have
〈x1l : l ∈ Δ1,j〉 = 〈x2l : l ∈ Δ2,j〉 = · · · = 〈xkl : l ∈ Δk,j〉 = Wj(z), (8)
for all j = 1, . . . , λ1. For all i = 1, . . . , k we have
ρ(xi1, . . . , xim) = λ′,
and so
〈xil : l ∈ Δi,j〉 ⊇ 〈xil : l ∈ Δi,j+1〉 ⊇ · · · ⊇ 〈xil : l ∈ Δi,λ1〉.
Let v ∈ Wj(z). Then, by (8), we have, for all i = 1, . . . , k,
v ∈ 〈xil : l ∈ Δi,j〉,
and since
〈xil : l ∈ Δi,j〉 ⊇ 〈xil : l ∈ Δi,j+1 ∪ · · · ∪ Δi,λ1〉,
we have, by Theorem 3.1
Tξ (j) (yi1 ⊗ · · · ⊗ yirj ⊗ v) = 0,
for all i = 1, . . . , k. Then
Tξ (j) (z
⊗
Uj
⊗ v) = 0,
and so v ∈ AnnUj(z). Therefore
Wj(z) ⊆ AnnUj(z).
Assume now that v /∈ Wj(z). We are going to prove that Tξ (j) (z⊗Uj ⊗ v) /= 0. Let j ∈ {1, . . . , λ1} and
let rj be the integer λ
′
j + · · · + λ′λ1 . Let S′rj be the subgroup of Srj+1,
S′rj = {σ ∈ Srj+1 : σ(rj + 1) = rj + 1}.
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Let us consider in Srj+1 the permutations τ0 = id, τ1 = (1, rj + 1), . . . , τrj = (rj, rj + 1). Then,
Srj+1 = S′rjτ0 unionmulti · · · unionmulti S′rjτrj ,
and
Tξ (j) =
1
rj + 1Tξ (j)|S′rj
+ ξ
(j)(id)
(rj + 1)!
rj∑
i=1
∑
σ∈S′rj
ξ (j)(σ τi)P(στi).
Hence
Tξ (j) (z
⊗
Uj
⊗ v) = 1
rj + 1Tξ (j)|S′rj
(z⊗Uj ⊗ v) +
ξ (j)(id)
(rj + 1)!
rj∑
i=1
∑
σ∈S′rj
ξ (j)(σ τi)P(στi)(z
⊗
Uj
⊗ v).
Let (e1, . . . , eλ′j ) be a basis of Wj(z). Since we are assuming that v /∈ Wj(z) we conclude that
(e0 = v, e1, . . . , eλ′j ) is a linearly independent family of vectors. We also have
ξ (j)(id)
(rj + 1)!
rj∑
i=1
∑
σ∈S′rj
ξ (j)(σ τi)P(στi)(z
⊗
Uj
⊗ v)
∈ 〈e⊗β : β ∈ Γ 0rj+1,λ′j , |β
−1(0)| = 1 and β(rj + 1) /= 0〉,
and
1
rj + 1Tξ (j)|S′rj
(z⊗Uj ⊗ v) ∈ 〈e⊗̂α : α ∈ Γrj ,λ′j 〉.
Showing that T
ξ
(j)
|S′rj
(z⊗Uj ⊗ v) /= 0we conclude that Tξ (j) (z⊗Uj ⊗ v) /= 0. By “Branching Theorem”,χ(j)
is a constituent of ξ
(j)
|S′rj . Let λ
(1) = χ(j), . . . , λ(u), be the irreducible characters of Srj such that
ξ
(j)
|S′rj = λ
(1) + · · · + λ(u).
Then
T
ξ
(j)
|S′rj
(v1 ⊗ · · · ⊗ vrj ⊗ vrj+1) =
u∑
i=1
ξ (j)(id)
λ(i)(id)
Tλ(i) (v1 ⊗ · · · ⊗ vrj) ⊗ vrj+1.
Because the projections Tλ(1) , . . . , Tλ(u) are pairwise orthogonal we have
T
ξ
(j)
|S′rj
(⊗rj+1V) ⊆ ((Tλ(1) (⊗rj V)) ⊗ V) ⊕ · · · ⊕ (Tλ(v) (⊗rj V)) ⊗ V .
But the component T
ξ
(j)
|S′rj
(z⊗Uj ⊗ v) in Tλ(1) (⊗rV) ⊗ V is Tχ(j) (z⊗Uj) ⊗ v and since Tχ(j) (z⊗Uj) /= 0 and
v /= 0, we get the desire conclusion. 
Notation 4.3. Let z ∈ Vλ and U be a 1-pre-image of z in V with vectors in W(z). We denote by Pj(U)
the set of all j-pre-images of z with vectors in U.
Deﬁnition 4.9. Let z ∈ Vλ and U be a 1-pre-image of z in V with vectors in W(z). We call the
j-annihilator of z respect to U, and we denote it by AnnUj (z), the set
AnnUj (z) =
⋂
Uj∈Pj(U)
AnnUj(z).
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5. Decomposable tensors
This section aims to characterize the decomposable elements of Vλ that are λ-critical.
Proposition 5.1. Let z=Tλ(x1 ⊗ · · · ⊗ xm) be a nonzero decomposable element of Vλ andΔ=(Δ1, . . . ,
Δλ1) be a support of a λ
′-coloring of (x1, . . . , xm). Let j ∈ {1, . . . , λ1} and Uj = (xi)i∈Δj∪···∪Δλ1 . Then,
AnnUj(z) ⊆ 〈xi : i ∈ Δj〉.
Proof. Let Δj = {i1, . . . , iλ′j }. Then
〈xi : i ∈ Δj〉 = 〈xi1 , . . . , xiλ′
j
〉.
Let v /∈ 〈xi : i ∈ Δj〉. Then (xi1 , . . . , xiλ′
j
, v) is a linearly independent family of vectors of V . Let s =
λ′j + · · · + λ′λ1 and let v = xs+1. Then
(Δj ∪ {s + 1}, . . . ,Δλ1),
is a support of a ξ (j)
′
-coloring of
(xi)i∈Δj∪···∪Δλ1∪{s+1},
and so
Tξ (j) (z
⊗
Uj
⊗ v) /= 0.
Since (xi)i∈Δj∪···∪Δλ1 is a j-pre-image of z in V we have,
v /∈ AnnUj(z). 
Corollary 5.1. If z is a nonzero decomposable element of Vλ then
dim Ann
(x1 ,...,xm)
j (z) λ
′
j , j = 1, . . . , λ1.
Proof. Gets easily from deﬁnition,
Ann
(x1 ,...,xm)
j (z) =
⋂
Uj∈Pj(x1 ,...,xm)
AnnUj(z),
and from previous proposition. 
Theorem 5.1. Let z = Tλ(x1 ⊗ · · · ⊗ xm) be a nonzero decomposable element of Vλ. Then, z is λ-critical
if and only if
dim Ann
(x1 ,...,xm)
j (z) = λ′j , j = 1, . . . , λ1.
Proof. Let z = Tλ(x1 ⊗ · · · ⊗ xm) be a nonzero decomposable element of Vλ. Then x1 ∗ · · · ∗ xm is
a rank presentation of z. So by Theorem 3.2, x1, . . . , xm ∈ W(z). Assume that z is λ-critical. Then
ρ(x1, . . . , xm) = λ′ and so
Ann
(x1 ,...,xm)
j (z) =
⋂
(Δ1 ,...,Δλ1 )∈Sλ
〈xi : i ∈ Δj〉.
We also have by Proposition 4.2
〈xi : i ∈ Δj〉 = Wj(z), j = 1, . . . , λ1,
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for all (Δ1, . . . ,Δλ1) ∈ Sλ, and so
Ann
(x1 ,...,xm)
j (z) = Wj(z).
Since z is λ-critical we have
dim Ann
(x1 ,...,xm)
j (z) = λ′j , j = 1, . . . , λ1.
Assume now that dim Ann
(x1 ,...,xm)
j (z) = λ′j , j = 1, . . . , λ1. LetΔ = (Δ1, . . . Δλ1) be a support of a
λ′-coloring of (x1, . . . , xm) and let
Uj = (xi)i∈Δj∪···∪Δλ1 .
Then Uj is a rank j-pre image of z, and by Theorem 3.1,
Tχ(j) (z
⊗
Uj
) /= 0.
Then, by Theorem 4.1
AnnUj(z) = Wj(z).
Since Uj is an arbitrary j-pre-image of z we conclude that
Ann
(x1 ,...,xm)
j (z) =
⋂
Uj∈Pj(x1 ,...,xm)
AnnUj(z) = Wj(z),
and since dim Ann
(x1 ,...,xm)
j (z) = λ′j , j = 1, . . . , λ1, we conclude that z is λ-critical. 
Corollary 5.2. Let z = Tλ(x1 ⊗ · · · ⊗ xm) be a nonzero decomposable element of Vλ. Then z is λ-critical
if and only if there exists a linearly independent family of vectors of V , (v1, . . . , vλ′1) such that
v1, . . . , vλ′j ∈ Ann
(x1 ,...,xm)
j (z),
for all j = 1, . . . , λ1.
Proof. Let z = Tλ(x1 ⊗ · · · ⊗ xm) be a nonzero decomposable element of Vλ. Then,
x1 ∗ · · · ∗ xm,
is a rank presentation of z. Assume that z is λ-critical. By Theorems 3.2 and 4.1, we have
Ann
(x1 ,...,xm)
j (z) = Wj(z), j = 1, . . . , λ′1,
and since z is λ-critical we conclude that,
dim Ann
(x1 ,...,xm)
j (z) = λ′j.
Bearing in mind that
Wj(z) ⊇ Wj+1(z),
is easy to construct a linearly independent family of vectors of V, (v1, . . . , vλ′1) satisfying
v1, . . . , vλ′j ∈ Ann
(x1 ,...,xm)
j (z),
for all j = 1, . . . , λ1.
Assume now that there exists a linearly independent family of vectors of V, (v1, . . . , vλ′1) such
v1, . . . , vλ′j ∈ Ann
(x1 ,...,xm)
j (z),
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for all j = 1, . . . , λ1. By Proposition 5.1 we know that if z is decomposable,
dim Ann
(x1 ,...,xm)
j (z) λ
′
j.
Then,
dim Ann
(x1 ,...,xm)
j (z) = λ′j ,
for all j = 1, . . . , λ1, and by previous theorem we conclude that z is λ-critical. 
6. χ(j)-Plücker polynomials
The main purpose of this section is to construct a family of polynomials characterizing the λ-
criticality of a decomposable element of Vλ.
If A = [aij] ∈ Crj×n and α ∈ Γrj ,n, we denote by A[μ(j)|α], where μ(j) denote the element of
Γrj ,n,μ
(j) = (1, . . . , rj), the rj × rj matrix whose uth column is the column α(u) of A, u = 1, . . . , rj .
By dχ(j) (A) we denote the value of the immanant associated with χ
(j) on A, that is
dχ(j) (A) =
∑
σ∈Srj
χ(j)(σ )
rj∏
i=1
aiσ(i).
By H we denote the Haddamard function, that is
H(A) =
rj∏
i=1
aii,
for all A = [aij] ∈ Crj×rj .
Let (e1, . . . , en) be a basis of V , let λ = (λ1, . . . , λs), λs > 0, be a partition ofm and let (x1, . . . , xm)
be a family of nonzero vectors of V such that
z⊗ = x1 ⊗ · · · ⊗ xm =
∑
α∈Γm,n
bαe
⊗
α
and
z∗ = Tλ(x1 ⊗ · · · ⊗ xm) /= 0.
If ν ∈ Γm,n and t ∈ {1, . . . , m}, we denote by u(z)t,ν the vector of V ,
u
(z⊗)
t,ν =
n∑
l=1
b
ν
t←↩ l el. (9)
Let Δ = (Δ1, . . . ,Δλ1) be the support of a λ′-coloring of (x1, . . . , xm) and let j ∈ {1, . . . , λ1}. Let
Δj ∪ · · · ∪ Δλ1 = {a1, . . . , arj},
where rj = λ′j + · · · + λ′λ1 . We denote by BΔ,j the rj × nmatrix [bail]i=1,...,rj , l=1,...,n. Let yu :=xau , u =
1, . . . , rj , let
z
⊗
Δ,j = y1 ⊗ · · · ⊗ yrj =
∑
α∈Γrj ,n
bΔ,jα e
⊗
α ,
where bΔ,jα =
∏rj
i=1 baiα(i), and let
z∗Δ,j = Tχ(j) (z⊗Δ,j) =
∑
α∈Ω
χ(j)
χ(j)(id)
rj! dχ(j) (B
Δ,j[μ(j)|α])e⊗α .
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Let ν ∈ Γrj−1,n and t ∈ {1, . . . , rj}. By (9),
u
(z⊗Δ,j)
t,ν :=
n∑
l=1
b
Δ,j
ν
t←↩ lel,
and
u
(z∗Δ,j)
t,ν :=
n∑
l=1
χ(j)(id)
rj! dχ(j) (B
Δ,j[μ(j)|ν t←↩ l])el.
Notation 6.1. Let ν ∈ Γrj−1,n, t ∈ {1, . . . , rj}, l ∈ {1, . . . , n} and σ ∈ Srj . We denote by ζν ,σ ,t,l the ele-
ment of Γrj−1,n
ζν ,σ ,t,l := [(ν t←↩ l)σ ]σ−1(t).
Let γ ∈ Γrj+1,n, and let Hγ be the stabilizer group of γ . Letπ(γ )1 , . . . ,π(γ )sγ be a system of represen-
tatives of the right cosets of Hγ in Srj+1, that is,
Srj+1 = Hγ π(γ )1 unionmulti · · · unionmulti Hγ π(γ )sγ .
Let γ (i) := γπ(γ )i , i = 1, . . . , sγ . Then,
(e⊗
γ (i)
)=1,...,sγ ,
is a basis of the orbital space associated with γ . Therefore, if l ∈ {1, . . . , sγ } we have
Tξ (j) (e
⊗
γ (l)
) = ξ
(j)(id)
(rj + 1)!
sγ∑
k=1
⎛
⎝ ∑
τ∈Hγ
ξ (j)((π
(γ )
k )
−1τπ(γ )l )
⎞
⎠ e⊗
γ (k)
.
Denoting by
c
(j)
γ ,k,l :=
ξ (j)(id)
(rj + 1)!
∑
τ∈Hγ
ξ (j)((π
(γ )
k )
−1τπ(γ )l )
we can write
Tξ (j) (e
⊗
γ (l)
) =
sγ∑
k=1
c
(j)
γ ,k,l e
⊗
γ (k)
.
Deﬁnition 6.1. Let γ ∈ Γrj+1,n, ν ∈ Γrj−1,n, t ∈ {1, . . . , rj} and let k ∈ {1, . . . , sγ }. The polynomial of
C[Xα : α ∈ Γrj ,n]
fγ ,ν ,t,k(Xα : α ∈ Γrj ,n) :=
sγ∑
l=1
c
(j)
γ ,k,lXν
t←↩ γ (l)(rj+1)Xγ (l)rj+1
is called the χ(j)-Plücker polynomial associated with (γ , ν , t, k).
In [4] it was proved that
Proposition 6.1. Let ν ∈ Γrj−1,n and let t ∈ {1, . . . , rj}. Then
Tξ (j) (z
⊗
Δ,j ⊗ u
(z⊗Δ,j)
t,ν ) =
∑
γ∈Grj+1,n
sγ∑
l=1
fγ ,ν ,t,l(b
Δ,j
α : α ∈ Γrj ,n)e⊗γ (l) ,
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and
Tξ (j) (z
⊗
Δ,j ⊗ u
(z∗Δ,j)
t,ν )
= χ
(j)(id)
rj!
∑
γ∈Grj+1,n
sγ∑
k=1
⎛
⎜⎝ ∑
σ∈Srj
χ(j)(σ )fγ ,ζ
γ ,σ ,t,γ (l)(rj+1) ,σ
−1(t),k(b
Δ,j
α ,α ∈ Γrj ,n)
⎞
⎟⎠ e⊗
γ (k)
.
Proposition 6.2. Let B = [bij] ∈ Cm×n and let (x1, . . . , xm) be a family of nonzero vectors of V ,
xi =
n∑
l=1
bilel, i = 1, . . . , m,
and z∗ = Tλ(x1 ⊗ · · · ⊗ xm) /= 0. Let Δ = (Δ1 . . . ,Δλ1) ∈ Sλ, j ∈ {1, . . . , λ1} and rj = λ′j + · · · +
λ′λ1 . Letω ∈ Supp(z∗Δ,j) such that M(ω) is maximal for the majoration order of {M(α) : α ∈ Supp(z∗Δ,j)}.
Let ω({1, . . . , rj}) = {p1, . . . , pv}, |ω−1({p1})| · · · |ω−1({pv})| and si = minω−1({pi}),
i = 1, . . . , v. Then the family of vectors of V
vi =
n∑
l=1
χ(j)(id)
rj! dχ(j) (B
Δ,j[μ(j)|ω si←↩ l])el, i = 1, . . . , v,
is a linearly independent family.
Proof. If f ∈ {1, . . . , v} and f < i
ωsi
si←↩ pf = (ω(1), . . . ,ω(si − 1), pf ,ω(si + 1), . . . ,ω(rj)).
Let
t = min{s : |ω−1({ps})| = |ω−1({pf })|},
and
k = max{s : |ω−1({ps})| = |ω−1({pi})|}.
Then
M(ωsi
si←↩ pf )=(|ω−1({p1})|, . . . , |ω−1({pt−1})|, |ω−1({pf })| + 1, |ω−1({pt})|, . . . ,
|ω−1({pk})|, |ω−1({pi})| − 1, |ω−1({pk+1})|, . . . , |ω−1({pl})|),
and so
M(ωsi
si←↩ pf )M(ω).
By deﬁnition,
vi=
n∑
l=1
χ(j)(id)
rj! dχ(j) (B
Δ,j[μ(j)|ωsi
si←↩ l])el
= χ
(j)(id)
rj!
(
dχ(j) (B
Δ,j[μ(j)|ωsi
si←↩ p1])ep1 + · · · + dχ(j) (BΔ,j[μ(j)|ωsi
si←↩ pv])epv
+ ∑
k/∈{p1 ,...,pv}
dχ(j) (B
Δ,j[μ(j)|ωsi
si←↩ k])ek
)
.
If f ∈ {1, . . . , v} and f < i then
M(ωsi
si←↩ pf )M(ω),
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and soM(ωsi
si←↩ pf ) /∈ Supp(z∗j,Δ). Bearing in mind that
z∗Δ,j =
∑
α∈Ω
χ(j)
χ(j)(id)
rj! dχ(j) (B
Δ,j[μ(j)|α])e⊗α ,
and
ωsi
si←↩ pi = ω,
we get the desire conclusion. 
Lemma 6.1. Let B = [bi,j] ∈ Cm×n and let (x1, . . . , xm) be a family of nonzero vectors of V such that
xi =
n∑
l=1
bilel, i = 1, . . . , m,
and z∗ = Tλ(x1 ⊗ · · · ⊗ xm) /= 0. Let Δ = (Δ1, . . . ,Δλ1) ∈ Sλ, j ∈ {1, . . . , λ1}, rj = λ′j + · · · + λ′λ1
and Δj ∪ · · · ∪ Δλ1 = {a1 . . . , arj}. Let ν ∈ Γrj−1,n and t ∈ {1, . . . , rj}. Then
u
(z⊗Δ,j)
t,ν ∈ 〈xat 〉.
Proof. For all v = 1, . . . , rj , let xav := yv. Then
y1 ⊗ · · · ⊗ yrj =
∑
α∈Γrj ,n
H
(
(BΔ,j)[μ(j)|α]
)
e⊗α .
Therefore taking
k = ba1ν(1) . . . bat−1ν(t−1)bat+1ν(t) . . . barj ν(rj−1),
we have
u
(z⊗Δ,j)
t,ν =
n∑
l=1
H
(
(BΔ,j)[μ(j)|ν t←↩ l]
)
el
=
n∑
l=1
⎛
⎝
⎛
⎝t−1∏
i=1
baiν(i)
⎞
⎠ bat l
⎛
⎝ rj∏
i=t+1
baiν(i−1)
⎞
⎠
⎞
⎠ el
=
⎛
⎝t−1∏
i=1
baiν(i)
⎞
⎠
⎛
⎝ rj∏
i=t+1
baiν(i−1)
⎞
⎠
⎛
⎝ n∑
l=1
bat ,lel
⎞
⎠
=kxat . 
Theorem 6.1. Let V be a ﬁnite dimension vector space overC, let λ = (λ1, . . . , λs), λs > 0 be a partition
of m and let (x1, . . . , xm) be a family of nonzero vectors of V such that
z⊗ = x1 ⊗ · · · ⊗ xm =
∑
α∈Γm,n
bαe
⊗
α
and
z∗ = Tλ(x1 ⊗ · · · ⊗ xm) /= 0.
For each j ∈ {1, . . . , λ1} and each Δ = (Δ1, . . . ,Δλ1) ∈ Sλ, let
Δj ∪ · · · ∪ Δλ1 = {a1, . . . , arj},
where rj = λ′j + · · · + λ′λ1 . Let yu := xau , u = 1, . . . , rj,
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z
⊗
Δ,j = y1 ⊗ · · · ⊗ yrj =
∑
α∈Γrj ,n
bΔ,jα e
⊗
α ,
and
z∗Δ,j = Tχ(j) (y1 ⊗ · · · ⊗ yrj).
Let ωj ∈ Γrj ,n such that M(ωj) is a maximal element for the majoration order of {M(α) :
α ∈ Supp(z∗Δ,j)}. Let ωj({1, . . . , rj}) = {p1, . . . , pv} and let gi = minω−1j ({pi}), i = 1, . . . , v. Then, z∗
is λ-critical if and only if
1. (bΔ,jα ,α ∈ Γrj ,n) is a zero of the χ(j) - Plücker polynomial associated with γ ∈ Γrj+1,n, ν ∈ Γrj−1,n,
t ∈ {1, . . . , rj} and k ∈ {1, . . . , sγ };
2. rank[BΔ,j[μ(j)|(ωj)gi
gi←↩ l]] (Δ,i)∈Sλ×{1,...,v}
l∈{1,...,n}
= λ′j.
Proof. We start the proof by showing the sufﬁciency of the conditions.
Let Δ = (Δ1, . . . ,Δλ1) ∈ Sλ, let j ∈ {1, . . . , λ1} and let
Δj ∪ · · · ∪ Δλ1 = {a1, . . . , arj},
where rj = λ′j + · · · + λ′λ1 . Then
ρ(xa1 , . . . , xarj )  χ(j)
′
,
and so, taking yu = xau , u = 1, . . . , rj ,
z∗Δ,j = Tχ(j) (y1 ⊗ · · · ⊗ yrj) =
∑
α∈Ω
χ(j)
χ(j)(id)
rj! dχ(j) (B
Δ,j[μ(j)|α])e⊗α /= 0.
Let ωj ∈ Γrj ,n such that M(ωj) is a maximal element for the majoration order of {M(α) : α ∈
Supp(z∗Δ,j)}. Since Supp(z∗Δ,j) ⊆ Ωχ(j) we conclude that e∗ωj /= 0 and so χ(j)  M(ωj). Then
|{ωj(1), . . . ,ωj(rj)}| λ′j
and so, if ωj = ({1, . . . , rj}) = {p1, . . . , pv} we have v λ′j .
Let
u
(z∗Δ,j)
t,ν =
n∑
l=1
χ(j)(id)
rj! dχ(j) (B
Δ,j[μ(j)|ν t←↩ l])el.
By Proposition 6.1,
Tξ (j)
(
z
⊗
Δ,j ⊗ u
(z∗Δ,j)
t,ν
)
= χ
(j)(id)
rj!
∑
γ∈Grj+1,n
sγ∑
k=1
⎛
⎜⎝ ∑
σ∈Srj
χ(j)(σ )
× fγ ,ζ
γ ,σ ,t,γ (l)(rj+1) ,σ
−1(t),k(b
Δ,j
α ,α ∈ Γrj ,n)
)
e
⊗
γ (k)
=0,
that is, u
(z∗Δ,j)
t,ν ∈ AnnUjj (z∗), being Uj = (xi)i∈Δj∪···∪Δλ1. By Proposition 6.2 the vectors
vi := u(z
∗
Δ,j)
gi,ωj , i = 1, . . . , v
are linearly independent. Since
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u
(z∗Δ,j)
gi,ωj =
n∑
l=1
χ(j)(id)
rj! dχ(j) (B
Δ,j[μ(j)|(ωj)gi
gi←↩ l])el
and since
rank
[
BΔ,j[μ(j)|(ωj)gi
gi←↩ l]
]
(Δ,i)∈Sλ×{1,...,v}
l∈{1,...,n}
= λ′j ,
we conclude, bearing in mind the Proposition 5.1, that the subspace
〈v1, . . . , vλ′j 〉
is the same for any Δ ∈ Sλ. Then
〈v1, . . . , vλ′j 〉 ⊆
⋂
Uj∈Pλ(x1 ,...,xm)
AnnUj(z∗) = Ann(x1 ,...,xm)j (z∗).
Therefore,
dim Ann
(x1 ,...,xm)
j (z
∗) = λ′j
and so z∗ is λ-critical.
Conversely, assume that z∗ is λ-critical. Let Δ = (Δ1, . . . ,Δλ1) ∈ Sλ, let rj = λ′j + · · · + λ′λ1 and
let Δj ∪ · · · ∪ Δλ1 = {a1, . . . , arj}. Let ν ∈ Γrj ,n and t ∈ {1, . . . , rj}. Let yu :=xau , u = 1, . . . , rj . Then,
Tξ (j) (y1 ⊗ · · · ⊗ yrj ⊗ u
(z⊗Δ,j)
t,ν ) =
∑
γ∈Grj+1,n
sγ∑
k=1
fγ ,ν ,t,k(b
Δ,j
α : α ∈ Γrj ,n) e⊗γ (k)
By Lemma 6.1,
u
(z⊗Δ,j)
t,ν ∈ 〈xat 〉,
and since
〈xat 〉 ⊆ Wj(z∗) = AnnUj(z∗),
where Uj = (xi)i∈Δj∪···∪Δλ1 , we conclude that
Tξ (j) (y1 ⊗ · · · ⊗ yrj ⊗ u
(z⊗Δ,j)
t,ν ) = Tξ (j) (xa1 ⊗ · · · ⊗ xarj ⊗ u
(z⊗Δ,j)
t,ν ) = 0.
Therefore, (bΔ,jα ,α ∈ Γrj ,n) is a zeroof theχ(j) - Plückerpolynomial associatedwithγ ∈ Grj+1,n, ν ∈
Γrj−1,n, t ∈ {1, . . . , rj} and k ∈ {1, . . . , sγ }.
Since z∗ is λ-critical we have
Wj(z
∗) = Ann(x1 ,...,xm)j (z∗) = AnnUj(z∗).
We also have
dim Ann
(x1 ,...,xm)
j (z
∗) = λ′j ,
and since (v1, . . . , vλ′j ), vi = u
(z∗Δ,j)
gi,ωj , i = 1, . . . , λ′j are linearly independent we conclude that
rank
[
BΔ,j[μ(j)|(ωj)gi
gi←↩ l]
]
(Δ,i)∈Sλ×{1,...,v}
l∈{1,...,n}
= λ′j ,
and the proof is complete. 
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