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A HORSESHOE WITH A DISCONTINUOUS ENTROPY
SPECTRUM
PAVEL JAVORNIK, JOSEPH WINTER, AND CHRISTIAN WOLF
Abstract. We study the regularity of the entropy spectrum of the
Lyapunov exponents for hyperbolic maps on surfaces. It is well-known
that the entropy spectrum is a concave upper semi-continuous function
which is analytic on the interior of the set Lyapunov exponents. In this
paper we construct a family of horseshoes with a discontinuous entropy
spectrum at the boundary of the set of Lyapunov exponents.
1. Introduction
1.1. Motivation. It is one of the central objectives in the multifractal anal-
ysis of dynamical systems to study relevant characteristics of complexity
(entropy, pressure, dimension, etc.) on level sets of various dynamically
defined functions, see e.g. [1] for an introduction of the concepts. In the
context of differentiable dynamics, arguably the most important level sets
are given by the pointwise Lyapunov exponents since they provide a quan-
titative measurement for the chaotic nature of the system. In this paper
we consider hyperbolic diffeomorphisms f on surfaces (henceforth called
horseshoe maps) and study the regularity of the entropy spectrum Hf on
set of Lyapunov exponents RL(f). These spectra are of interest in higher-
dimensional multifractal analysis [2, 5, 8].
It is frequently observed for hyperbolic systems that the spectrum is an-
alytic in the interior and continuous at the boundary of the domain. In
particular, for one-dimensional spectra continuity follows from the simple
fact that concave and upper semi-continuous functions are continuous. For
higher dimensional spectra the situation is more complicated, in part, since
concave and upper semi-continuous functions may have in theory disconti-
nuities at the boundary of the domain unless the domain is polyhedral [6].
We note that the case RL(f) being a polyhedron occurs for example if f
is piecewise linear [14], in which case Hf is continuous on RL(f). In this
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paper we show that the entropy spectrum may be discontinuous even when
the polyhedron property fails only at one point. Namely, we construct a C2-
horseshoe map f with a discontinuous entropy spectrum for which RL(f) is
a polygon with infinitely many vertices where all but one of the vertices are
isolated. We construct this example as a limit of piecewise linear horseshoe
maps fk that go through a series of local perturbations. Our example is mo-
tivated by the recently obtained discontinuity of the entropy spectrum for
shift maps and certain Lipschitz potentials [13]. Other than in the symbolic
case where one can directly define the appropriate potential on the shift
space, in the smooth case the potential is indirectly defined through the ex-
pansion/contraction rates on the horseshoe which leads to various technical
complications in our construction.
1.2. Statement of the result. Let f : M →M be a C1+ε diffeomorphism
on a smooth surface M , and let Λ ⊂ M be a basic set of f , that is, Λ is a
compact locally maximal hyperbolic set of f such f |Λ is topologically mixing.
Let TΛf = E
u ⊕ Es denote the hyperbolic splitting of the tangent space of
Λ. Let M denote the set of f -invariant Borel probability measures on Λ,
and let ME ⊂M be the subset of ergodic measures. Recall that M endowed
with the weak∗ topology is a compact convex metrizable topological space.
We define ΦL = ΦL(f) = (−φs, φu) : Λ → R2 where φs/u = log ‖Df |Es/u‖.
Recall that −φs and φu are positive1 Lipschitz continuous functions. We
define
RL(f) = RL(f,ΦL) = {rv(µ) : µ ∈M}, (1)
where rv(µ) = (− ∫ φs dµ, ∫ φu dµ). It follows that RL(f) is a compact and
convex set that is contained in the interior of the first quadrant of R2. The
entropy spectrum of RL(f) is defined by
Hf (w) = sup{hµ(f) : rv(µ) = w}, (2)
where hµ(f) denotes the measure-theoretic entropy of µ. We note that
Hf |int RL(f) is analytic and coincides with the entropy of the level sets of
Lyapunov exponents [2, 5]. More precisely, given w = (w1, w2) ∈ int RL(f)
we have Hf (w) = h(f |Kw1,w2 ), where
Kw1,w2 =
{
x ∈ Λ : lim
n→∞
1
n
log ‖Df±n(x)|Es/u‖ = w1/2
}
and h(f |Kw1,w2 ) is the entropy of f restricted to the (in general) non-compact
invariant set Kw1,w2 (see [3]). Recall that Kw1,w2 is the set of points x ∈ Λ
with Lyapunov exponents −w1 < 0 < w2. It is straight-forward to verify
that Hf is concave and upper semi-continuous. This suggests that Hf might
be continuous. However, somewhat unexpectedly, we are able to show the
following result.
1After a possible change to an adapted Riemann metric.
A HORSESHOE WITH A DISCONTINUOUS ENTROPY SPECTRUM 3
Main Theorem. There exists a C2-surface diffeomorphism f with a basic
set Λ, such that f |Λ is conjugate to a full shift with 3 symbols, with the
following properties:
(i) The set RL(f) has non-empty interior and countably many extreme
points of which all but one are isolated;
(ii) The entropy spectrum w 7→ Hf (w) is discontinuous at the non-isolated
extreme point.
We note that the reason for formulating our theorem for hyperbolic sets
whose symbolic representation is given by a full-shift in 3 symbols is for the
ease of presentation. Our construction can be modified to obtain similar dis-
continuity results for other hyperbolic sets of surface diffeomorphisms. Note
that the boundary ofRL(f) in the main theorem is a countable polygon with
precisely one non-isolated vertex point. This shows that RL(f) is of the sim-
plest possible shape for which w 7→ Hf (w) can be discontinuous. Indeed, it
is a consequence of the celebrated Gale, Klee and Rockafellar theorem [6]
that that every concave upper semi-continuous function with polyhedral do-
main is continuous. In particular, in our example w 7→ Hf (w) is continuous
everywhere except at the non-isolated extreme point of RL(f). The strategy
to prove the Main Theorem is to apply a similar recently obtained disconti-
nuity result for one-sided shift maps [13] and to construct a horseshoe map
for which the entropy spectrum of the Lyapunov exponents coincides with
that of the symbolic system. To accomplish this, we consider a piecewise
linear horseshoe and perform countably many perturbations (which we call
surgeries) to obtain a C2-horseshoe that satisfies the assertions in our main
theorem.
Finally we mention the possible applicability of our methods to establish
further properties of various spectra for smooth systems. One example of
such an application is the study of the geometric shape of the set of Lyapunov
exponents RL(f) (cf. [10] for related result for symbolic systems).
This paper is organized as follows. In Section 2 we recall some basic
notation from ergodic theory and symbolic dynamics. Moreover, we discuss
a symbolic example of a discontinuous localized entropy function. Section
3 is devoted to the construction of a horseshoe map f = limk→∞ fk that
satisfies the assertions of Theorem 3.1. Finally, in the section 4 we complete
the proof of our Main Theorem.
2. Settings and background material.
In this section we introduce the relevant background material. In partic-
ular, we provide an overview of the pertinent results and definitions from
symbolic dynamics and discuss a recent result concerning a discontinuous
entropy spectrum for shift maps.
2.1. Shift maps. We start by reviewing some material from symbolic dy-
namics. We will discuss simultaneously one-sided and two-sided shift maps.
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We denote by Z the set of all integers and by N = {0, 1, 2, 3, · · · } the set of
all non-negative integers. Let d ≥ 2 and E = {0, . . . , d− 1}. We define
Σ+d =
{
(ξk)
+∞
0 : ξk ∈ E
}
, and
Σ±d =
{
(ξk)
+∞
−∞ : ξk ∈ E
}
We refer to either of these sets as a shift or a symbol space. In the case
when we do not want to specify the shift space or also when it is clear from
the context which shift space is meant, we write Σ instead of Σ+ or Σ±.
We endow Σ with the Tychonov product topology which makes Σ a compact
metrizable space. For example, given 0 < θ < 1, the metric given by
d(ξ, η) = dθ(ξ, η)
def
= θmin{k∈N: ξk 6=ηk or ξ−k 6=η−k}
induces the Tychonov product topology on Σ. Here we use the common
convention that θ+∞ = 0. The (left) shift map σ : Σ → Σ is defined by
σ(ξ)k = ξk+1. Occasionally, in order to avoid confusion, we write σ
+ for
σ : Σ+ → Σ+ and σ± for σ : Σ± → Σ±. Note that in the case of Σ±,
the shift map is injective and in the case of Σ+, the shift map is a d to
one maps that performs cutting off the zeroth coordinate. For i ≤ j and
t = titi+1 · · · tj ∈ Ej−i+1 we denote the cylinder generated by t by
Ci,j(t) = {ξ ∈ Σ : ξi = ti, . . . , ξj = tj}.
Moreover, for ξ ∈ Σ and i ≤ j we write ξ|ji = ξi · · · ξj and call Ci,j(ξ) =
Ci,j(ξi · · · ξj) the cylinder starting at i of length j − i+ 1 generated by ξ. If
i = 0 we frequently write ξ|j instead of ξ|j0 and Cj(ξ) instead of Ci,j(ξ). We
denote by Π : Σ± → Σ+ the projection from Σ± to Σ+ defined by
Π
(
(ξk)
+∞
−∞
)
= (ξk)
+∞
0 . (3)
Further, given t = t0t1 · · · tn−1 we call
O(t) = · · · t0 · · · tn−1t0 · · · tn−1t0 · · · tn−1 · · · ∈ Σ±
respectively
O(t) = t0 · · · tn−1t0 · · · tn−1t0 · · · tn−1 · · · ∈ Σ+
the periodic point of σ generated by t (of period n). For a periodic point
ξ with prime period n we call τξ = ξ0 · · · ξn−1 the generating segment of ξ,
that is, ξ = O(τξ).
2.2. Notions from ergodic theory. Let f : X → X be a continuous
map on a compact metric space X. Let M denote the set of all f -invariant
Borel probability measures on X endowed with the weak∗ topology, and let
ME ⊂ M be the subset of ergodic measures. Recall that M is a compact
convex metrizable topological space. Given µ ∈ M we denote by hµ(f)
the measure-theoretic entropy of µ, see [12] for the definition and details.
Recall that if f is expansive, then the entropy map µ 7→ hµ(f) is upper
semi-continuous. In particular, if f is a shift map then µ 7→ hµ(f) is upper
semi-continuous. We denote by Pern(f) the set of periodic points of f with
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prime period n and by Per(f) and the set of periodic points of f . For
x ∈ Pern(f), the unique invariant measure supported on the orbit of x is
given by µx =
1
n(δx + · · ·+ δfn−1(x)), where δy denotes the Dirac measure on
y. We also call µx the periodic point measure of x. Obviously, µx = µf l(x) for
all l ∈ N. We write MPer = {µx : x ∈ Per(f)} and observe that MPer ⊂ME .
Let Φ = (φ1, . . . , φm) : X → Rm be a continuous m-dimensional potential.
For µ ∈M we define rv(µ) = (∫ φ1 dµ, . . . , ∫ φm dµ) ∈ Rm and
R(Φ) = {rv(µ) : µ ∈M}.
It follows from the definitions that R(Φ) is a compact convex subset of Rm.
The set R(Φ) is often called the rotation set of the potential Φ, see [7, 9, 10]
for details. The entropy spectrum of Φ on R(Φ) is defined by
H(w) = Hf,Φ(w) = sup{hµ(f) : rv(µ) = w}.
We frequently omit the dependence of Hf,Φ on f and/or Φ when it is clear
from the context which map f and/or potential Φ is meant.
2.3. Discontinuous entropy spectra for shift maps. Next we review
results from [13] where the discontinuity of entropy spectra for shift maps
is proven.2 First we introduce certain sets in R2 to define the family of 2-
dimensional potentials with a discontinuous entropy spectrum. Fix a, b ∈ R
with log 3 < a < b and let α ∈ N. Fix θ ∈ (0, 1). We consider a strictly
increasing and strictly concave (and hence continuous) function h : [a, b]→
R with h(a) > log 3. We define w∞ = (a, h(a)) and let (x`)`≥1 be a strictly
decreasing sequence with x` ∈ (a, b) such that v` def= (x`, h(x`)) satisfies
||v` − w∞|| < Cθ` for all ` ≥ 1 and some C > 0. We define u` = (x`, h(a))
for all ` ≥ 1. Let w0 = (b, h(a)). Further, for ` ≥ 1 we define
w` =
1
`+ α+ 1
(α+ 1)w0 + ∑`
j=1
vj
 . (4)
Define V = {w` : k ≥ 0} ∪ {w∞}. Further, let R = conv(V) denote the
convex hull of V. It follows that R is a compact set whose boundary is
an infinite polygon with extreme point set V. We refer to Figure 1 for an
illustration.
Let σ : Σ+3 → Σ+3 be the one-sided full shift with alphabet {0, 1, 2} en-
dowed with the θ-metric. We shall construct a potential Φ : Σ+3 → R2
which depends on the function h and the sequence of points (xk)k≥1 as fol-
lows: First, we define several subsets of Σ+3 . Let S = {0, 1}. Let k ∈ N. We
2Here we present a slightly modified version of the example in [13] with the goal to
ease the presentation of this paper.
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Figure 1. The set R = R(Φ) generated by the function
h : [a, b]→ R and the sequence (x`)`≥1.
define
X(k) = {ξ ∈ Σ+3 : ξ0, . . . , ξk−1 ∈ S, ξk = 2},
X0(α) =
α⋃
k=0
X(k),
X(∞) = {ξ ∈ Σ+3 : ξk ∈ S for all k ∈ N} = SN.
(5)
Note that X(0) = C0(2) = {ξ ∈ Σ+3 : ξ0 = 2}. We define Φ : Σ+3 → R2 by
Φ(ξ) =

w0 if ξ ∈ X0(α)
uk−α if ξ ∈ X(k) \ Ck−1(1k) , k > α
vk−α if ξ ∈ X(k) ∩ Ck−1(1k), k > α
w∞ if ξ ∈ X(∞)
(6)
For ` ≥ 1 we consider the periodic point ξ` = O(1`+α2), that is ξ` is
the periodic point whose generating segment τ`
def
= τξ` is given by ` + α 1’s
followed by a 2. Hence ξ` ∈ Per`+α+1(σ). It follows from the definition of
Φ (see (6)) and an elementary computation that rv(µξ`) = w`. We have the
following.
Theorem 2.1 ([13]). Let Φ : Σ+3 → R2 be defined as in (6). Then
(i) The potential Φ is Lipschitz continuous and R(Φ) = conv(V). More-
over, for each ` ∈ N ∪ {∞} the point w` is an extreme point of R(Φ)
and lim`→∞w` = w∞;
(ii) For each ` ∈ N with ` ≥ 1, MΦ(w`) def= {µ ∈M : rv(µ) = w`} = {µξ`},
in particular H(w`) = 0;
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(iii) Φ−1({w∞}) = {0, 1}N and H(w∞) = log 2. In particular, H is not
continuous at w∞.
3. Discontinuity of the entropy spectrum of the Lyapunov
exponents for horseshoes
This section is devoted to the construction of a horseshoe map f with
basic set Λ such that the potential ΦL = ΦL,f : Λ→ R2 given by
ΦL(x) = (− log ‖Df(x)|Esx‖, log ‖Df(x)|Eux ‖) (7)
induces the potential Φ defined in Equation (6) (see Theorem 3.1 below for
the precise statement). By Λ being a basic set of f we mean that Λ is a
locally maximal hyperbolic set of f such that f |Λ is topologically mixing.
We shall construct f as the limit of a sequence (fk)k∈N of piecewise-linear
horseshoe maps such that each fk|Λk is conjugate to the full shift on Σ±3 .
More precisely, we prove following result.
Theorem 3.1. There exists a C2-horseshoe map f with basic set Λ such
that f |Λ is topologically conjugate to σ : Σ±3 → Σ±3 via g : Λ → Σ±3 , and a
map Φ : Σ+3 → R2 satisfying the conditions in equation (6) such that
ΦL(x) = Φ ◦Π ◦ g(x) for all x ∈ Λ. (8)
First we consider a piecewise linear horseshoe map f0 on three symbols
with a constant expansion rate λ∞ > 3 and two distinct contraction rates
δ∞, δ0δ∞ < 13 . We denote by Λ0 the basic set of f0. Each fk is defined as a
small perturbation of the previous horseshoe map fk−1. For each k ≥ 1, we
define finitely many disjoint subsets of the unit square where we change the
expansion and contraction rates of the map, thereby adding finitely many
values in the range of the derivative Dfk on Λk. We design the correspond-
ing perturbations, which we call surgeries, to be C2-diffeomorphisms which
preserve piecewise linearity on Λk−1. We then show that f = limk→∞ fk is
a C2-horseshoe map that satisfies the assertions in our Main Theorem in
Section 1.2.
3.1. Construction of the surgeries. Let S = [0, 1] × [0, 1] ⊂ R2, and
let λ∞ > 3 and 0 < δ∞ < 13 be fixed. We consider a C
2-diffeomorphism
f˜0 defined in a neighborhood of S onto its image in R2 such that f˜0 is a
piecewise linear 3-fold horseshoe map on S with constant vertical expansion
rate λ∞ and constant horizontal contraction rate δ∞.3 We refer to Figure
2 for an illustration. Clearly, the horizontal strips of size 1 × λ−1∞ , denoted
by Hi, are mapped linearly onto the vertical strips, denoted by Vi, of size
δ∞×1 for i = 0, 1, 2. It follows that Λ˜0 = {x ∈ S : f˜n0 (x) ∈ S for all n ∈ Z}
3In the definition of λ∞ and δ∞ we use the infinity subscript since these values will be
related to the point w∞ in the symbolic example in Theorem 2.1.
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Figure 2. Schematic representation of the standard horse-
shoe map on three symbols, f˜0. Note that k forward and
backward iterations of f˜0 constrains Λ˜0 to 3
2k disjoint boxes
in the unit square.
is a basic set of f˜0. Moreover, the map g˜0 : Λ˜0 → Σ±3 , defined by g˜0(x)n = ξi
iff f˜0
n
(x) ∈ Hi, provides a conjugacy between f˜0|Λ˜0 and σ : Σ
±
3 → Σ±3 .
Given C2-functions F and F˜ defined in a neighborhood of S we denote
by ‖F − F˜‖2 = ‖F − F˜‖2,S the C2-distance on S of F and F˜ .
Fix α ∈ N (cf. Section 3.2) and 0 < δ0 < 1. Recall the definition of
the set X0(α) ⊂ Σ+3 in equation (5). In the following we use the notation
diag(a, b) for the 2 × 2 diagonal matrix with diagonal entries a and b. To
obtain f0 we perform a C
2-perturbation on f˜0 such that f0 is a piecewise
linear horseshoe map with the following properties:
(1) f0 has a basic set Λ0 ⊂ int S and f0|Λ0 is topologically conjugate via
g0 : Λ0 → Σ±3 to σ : Σ±3 → Σ±3 ;
(2) Df0(x) = ±diag(δ0δ∞, λ∞), with the same sign as Df˜0(y) whenever
g0(x) = g˜0(y) and (Π ◦ g0)(x) ∈ X0(α);
(3) Df0(x) = Df˜0(y) whenever g0(x) = g˜0(y) and (Π ◦ g0)(x) /∈ X0(α).
To construct f0 we pick δ0 sufficiently close to 1 and change the contrac-
tion rate from δ∞ to δ0δ∞ on those horizontal strips in S whose symbolic
forward trajectories mirror those of points in X0(α). We denote the union
of the corresponding horizontal strips by S0(α). Hence,
{x ∈ Λ0 : (Π ◦ g0)(x) ∈ X0(α)} ⊂ S0(α). (9)
Recall that f0|Λ0 is C2 structurally stable, i.e., there exists an ε0 > 0
such that if F : S → R2 is a C2 map that satisfies ‖F − f0‖2 < ε0, then
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F |ΛF is topologically conjugate to f0|Λ0 , where ΛF = {x ∈ S : Fn(x) ∈
S for all n ∈ Z}. Moreover, by making ε0 smaller if necessary, we can
assure that whenever ‖F − f0‖2 < ε0 with F |S0(α) = f0|S0(α), then
DF (y) = ±diag(δ0δ∞, λ∞) (10)
for each y ∈ ΛF that is conjugate to a point x ∈ Λ0 with (Π◦g0)(x) ∈ X0(α)
(cf. property (2) in the definition of f0).
Let C > 0, 0 < θ < 1, a = − log δ∞ and b = − log δ0δ∞. We fix a strictly
increasing and strictly concave function h : [a, b] → R with h(a) = log λ∞
(cf. Section 2.3).
We will inductively construct a sequence of piecewise-linear horseshoe
maps fk, convergent in the C
2-norm, so that f = limk→∞ fk satisfies the
assumptions in our Main Theorem. More precisely, in order to construct
fk we perform perturbations (which we call surgeries) on fk−1 on specific
subsets of S that contain all points x ∈ Λk−1 such that Π ◦ gk−1(x) belongs
to one of the following subsets of Σ+3 for k ≥ 1:
U(k) = X(k + α)\Ck+α−1(1k+α),
V (k) = X(k + α) ∩ Ck+α−1(1k+α),
(11)
where gk−1 : Λk−1 → Σ±3 is the corresponding conjugating map. The surg-
eries themselves will depend on the function h.
Suppose fk−1 is a piecewise-linear horseshoe map with basic set Λk−1 =⋂
j∈Z f
j
k−1(S) that is topological conjugate to σ : Σ±3 → Σ±3 with conjugating
map gk−1. Define
Wk = S ∩ f−(k+α)k−1 (S) ∩ fk+αk−1 (S). (12)
Thus, Wk contains `k = 3
2(k+α) disjoint closed horizontal rectangles
B1, . . . , B`k such that fk−1 is linear in each of the rectangles Bi and
Λk−1 ⊂
`k⋃
i=1
int Bi. (13)
We further assume that Dfk−1 is a diagonal matrix on each of the rectangles
Bi. We refer to the rectangles B1, . . . , B`k as boxes of level k and write
Bk = {Bi : i = 1, . . . , `k}. Let Uk be the collection of boxes in Bk such
that B ∈ Uk whenever B ∩ (Π ◦ gk−1)−1(U(k)) 6= ∅. Let Vk be analogously
defined, but the boxes in Vk satisfy B ∩ (Π ◦ gk−1)−1(V (k)) 6= ∅. We define
γk =
1
3
min
B
d(∂B,Λk−1 ∩B), (14)
where the minimum is taken over all boxes B ∈ Uk∪Vk. By (13), γk > 0. For
each of the boxes B ∈ Uk ∪ Vk we select a closed concentric horizontal sub-
box B′ ⊂ B such that dist(B′, ∂B) ≥ 2γk and dist(B \ B′,Λk−1 ∩ B) ≥ γk.
Here the notion of being concentric refers to the property that B and B′
have the same center point. We will make use of the following well-known
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result which is a consequence of the shadowing lemma and the structural
stability of basic sets.
Theorem 3.2. Let F be a C2-diffeomorphism defined on a neighborhood of
S with basic set ΛF = {x ∈ S : Fn(x) ∈ S for all n ∈ Z} ⊂ int S Then for
all δ > 0 there exists ε > 0 such that if ‖F − F˜‖2 < ε, then F˜ has a basic
set Λ˜ ⊂ int S. Further, F |Λ is topological conjugate to F˜ |Λ˜ with conjugating
map G : Λ → Λ˜ such that ‖x − G(x)‖ < δ for all x ∈ Λ. In particular,
dH(Λ, Λ˜) < δ, where dH(., .) is the Hausdorff metric of the set.
Next we pick dk > 0 such that the dk-neighborhood of Λk−1 is contained in⋃
B∈Uk∪Vk
B′ ∪
⋃
B∈Bk\(Uk∪Vk)
B. (15)
We denote by B′k the collection of rectangles in (15). By applying Theorem
3.2 to fk−1 with δ = 12 min{γk, dk} we conclude that there exists ε > 0 such
that for any C2 -perturbation ε-close to fk−1, the corresponding basic set Λ
satisfies
Λ ⊂
⋃
B∈B′k
int B. (16)
Next we select 0 < δk < 1 and λk > 1 such that for xk = − log δkδ∞ > a we
have h(xk) = log λkλ∞ and
‖(xk, h(xk))− (a, h(a))‖ = ‖(− log δk, log λk)‖ < Cθk. (17)
By continuity of h and the fact that h is a strictly increasing function,
such δk and λk exist. Moreover, the convergence of δk to 1 guarantees the
convergence of λk to 1.
We define a local surgery map Lk (of level k) depending on δk and λk.
Let Lk : R2 → R2 be C2-diffeomorphism with the following properties:
(i) Lk|B′ is linear for all sub-rectangles B′ of boxes B ∈ Uk ∪ Vk. More
precisely, Lk|B′ = diag(δk, λk) for all sub-rectangles B′ contained in
boxes in Vk, and Lk|B′ = diag(δk, 1) for all sub-rectangles contained in
boxes in B ∈ Uk.
(ii) Lk is the identity map on R2 \
⋃
B∈Uk∪Vk B, that is, the local surgeries
are smoothed out in B \B′ to the identity.
(iii) L±1k (B′) is compactly contained in B and d(∂L±1k (B′), ∂B) > γk for all
B ∈ Uk ∪ Vk.
We refer to Figure 3 for an illustration. We note that such a function
Lk can be obtained via piecewise polynomial interpolation, and conditions
(i),(ii),(iii) and (17) can be attained by choosing δk, λk sufficiently close to 1.
Let I2 : R2 → R2 denote the identity map and and let Z2 ∈ L(R2, L(R2,R2))
denote the zero map. Further, for a twice-differentiable function F : R2 →
R2 we denote by D2F (x) the second derivative of F at x. It follows from the
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Figure 3. The shaded box (left) is the concentric B′ con-
tained in the larger, dotted B box. Under the (local) linear
perturbation it remains in the box B under Lk (middle) and
under L−1k (right).
construction that it is possible to make DLk(x) arbitrarily close to I2 and
D2Lk(x) can be made arbitrarily close Z2. More precisely, we can assure
the following property which follows from elementary arguments using (for
example) polynomial interpolation.
Property 3.3. For all ε > 0 there exists δ > 0 such that for 1 − δ < δk <
1 < λk < 1 + δ there exists a C
2-diffeomorphism Lk : R2 → R2 satisfying
(i),(ii),(iii) such that ‖Lk(x) − x‖, ‖DLk(x) − I2‖, ‖D2Lk(z) − Z2‖ < ε for
all x ∈ R2, and condition (17) holds.
We leave the details of the construction of the map Lk satisfying Property
3.3 to the interested reader. Finally, we define fk = fk−1 ◦ Lk.
Proposition 3.4. There exist constants 0 < δk < 1 < λk such that con-
dition (17) is satisfied, and fk is a 3-fold horseshoe map with basic set
Λk ⊂ int S such that fk|Λk is piecewise linear in a neighborhood of Λk with
diagonal matrix derivatives. Moreover, fk|Λk is topologically conjugate to
fk−1|Λk−1 and ‖fk − fk−1‖2 <
(
1
2
)k+1
ε0
Proof. First we notice that fk and fk−1 only differ on the boxes in Uk ∪ Vk.
Therefore, it suffices to consider a fixed box B ∈ Uk ∪ Vk. Further, the
C2-norm changes occurring in the boxes in Vk are greater or equal than the
corresponding changes in the boxes in Uk because of the additional expansion
in the vertical direction. Thus, without loss of generality we may assume
B ∈ Vk. Let x ∈ B, and let q = Lk(x). Applying the Mean Value Theorem
yields
‖fk(x)− fk−1(x)‖ = ‖fk−1(Lk(x))− fk−1(x)‖
≤M0‖Lk(x)− x‖, (18)
where M0 is an upper bound of ‖Dfk−1‖ on S. It follows from Property
3.3 that ||Lk(x)− x|| can be made arbitrarily small provided δk and λk are
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sufficiently close to 1. For the derivatives of fk and fk−1, we have
‖Dfk(x)−Dfk−1(x)|| ≤ ‖Dfk−1(q) ◦DLk(x)−Dfk−1(x) ◦DLk(x)‖
+ ‖Dfk−1(x) ◦DLk(x)−Dfk−1(x) ◦ I2‖
≤ ‖DLk(x)‖ · ‖Dfk−1(q)−Dfk−1(x)‖
+ ‖Dfk−1(x)‖ · ‖DLk−1(x)− I2‖
≤M1‖Dfk−1(q)−Dfk−1(x)‖+M0‖DLk(x)− I2‖,
(19)
where M1 is an upper bound for ‖DLk‖ on S. Again, by Property 3.3 for δk
and λk sufficiently close to 1, it is possible to make ‖q − x‖ = ‖Lk(x) − x‖
and ‖DxLk − I2|| as small as necessary. Finally we consider the second
derivatives of fk and fk−1. Let M2 be an upper bound for D2fk−1 on S. We
have
‖D2fk(x)−D2fk−1(x)‖ = ‖D2(fk−1 ◦ Lk)(x)−D2fk−1(x)‖
=‖D2fk−1(q)(DLk(x) ◦DLk(x)) +Dfk−1(q) ◦D2Lk(x)−D2fk−1(x)‖
≤2M2‖DLk(x) ◦DLk(x)− I2 ◦ I2‖+M1‖D2Lk(x)‖,
(20)
provided ‖q − x‖ is sufficiently small which can be assured by Property
3.3. Moreover, again by Property 3.3 (i.e. by selecting δk and λk suffi-
ciently close to 1) it is possible to make ‖DLk(x) − I2‖ arbitrarily small.
By the same argument ‖D2Lk(x)− Z2‖ can be made arbitrarily small. Let
εk = min{ε,
(
1
2
)k+1
ε0}, where ε is chosen to satisfy condition (16). It now
follows from equations (18),(19),(20) that there exists δk < 1 < λk and a
corresponding map Lk so that ‖fk− fk−1‖2 < εk holds. We use this surgery
map Lk to define fk. We conclude that fk has a basic set Λk ⊂ int S such
that fk|Λk is topologically conjugate to fk−1|Λk−1 . Moreover, piecewise lin-
earity of fk with diagonal matrix derivatives follows from the construction
of fk and the fact that Λk ⊂
⋃
B∈B′k B. 
From now on we additionally assume (without loss of generality) that the
following holds:
δk1 < δk2 < 1 < λk2 < λk1 whenever k1 < k2, (21)
εk2 < εk2 and γk2 < γk1 whenever k1 < k2. (22)
Next we list several facts that are immediate consequences of the construc-
tion of the horseshoe maps fk.
Corollary 3.5. Let 1 ≤ k1 < k2 and let Bi ∈ Ui ∪ Vi for i = k1, k2. Then
Bk1 ∩ Bk2 = ∅. Moreover, (fk)k is a Cauchy sequence with respect to the
C2-norm on S.
Corollary 3.6. The sequence (fk)k converges in the C2-norm on S to a
3-fold horseshoe map f with a basic set Λ ⊂ int S. Moreover, f |Λ is topo-
logically conjugate to f0|Λ0.
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Proof. The statement that f = limk→∞ fk is a well-defined limit in the C2-
norm on S follows from Corollary 3.5. To establish the topological conjugacy
we note that
‖f − f0‖2 ≤
∞∑
k=1
‖fk − fk−1‖2 ≤
∞∑
k=1
εk ≤ 1
2
ε0, (23)
which proves the claim. 
Let g : Λ → Σ±3 denote the conjugating map between f |Λ and σ : Σ±3 →
Σ±3 .
Corollary 3.7. Let 1 ≤ k1 < k2. Suppose x ∈ Λ, y1 ∈ Λk1 and y2 ∈ Λk2
with g(x) = gk1(y1) = gk2(y2). Then ‖x− y1‖ < 12γk1 and ‖y1 − y2‖ < 12γk1.
For x ∈ Λ we write x+ = Π ◦ g(x) ∈ Σ+3 . Similarly, for x ∈ Λk we write
x+ = Π ◦ gk(x) ∈ Σ+3 .
Lemma 3.8. Let x ∈ Λ and y ∈ Λk with x+ = y+and x+ ∈ U(k) ∪ V (k) ∪
X0(α). Then Df(x) = Dfk(y). Moreover,
(1) if x+ ∈ U(k), then Df(x) = ±diag(δkδ∞, λ∞),
(2) if x+ ∈ V (k), then Df(x) = ±diag(δkδ∞, λkλ∞), and
(3) if x+ ∈ X0(α), then Df(x) = ±diag(δ0δ∞, λ∞).
Proof. We first prove (1) and (2). It follows from the construction (i.e. from
equation (22)) that x and y belong to sub-rectangles B′x and B′y of B′k on
which Dfk coincides. This implies Df(x) = Dfk(y). Therefore, statements
(1) and (2) follow from fk = fk−1 ◦ Lk, condition (i) in the definition of Lk
and Corollary 3.5. If x+ ∈ X0(α), then Df(x) = Df0(y) = ±diag(δ0δ∞, λ∞)
follows from equation (10). 
3.2. The Horseshoe in the limit. Let now f = lim fk with basic set Λ
and and conjugating map g : Λ → Σ±d . For x ∈ Λ we recall the notation
x+ = (Π ◦ g)(x).
Theorem 3.9. ΦL(x) = ΦL(y) for all x, y ∈ Λ with x+ = y+.
Proof. Let x, y ∈ Λ with x+ = y+. Then one of the following cases occur:
either x+ ∈ X0(α), x+ ∈ U(k)∪V (k) for some k ∈ N, or x+ ∈ X(∞). In the
first and second cases we conclude from Lemma 3.8 that ΦL(x) = ΦL(y).
Next we consider the case x+ ∈ X(∞). Since g is a topological conjugacy
there exists points xk, yk ∈ Λ with xk+ = yk+ ∈ U(k) ∪ V (k) such that
limxk = x and lim yk = y. Hence, by the previous case, ΦL(xk) = ΦL(yk).
Finally, ΦL(x) = ΦL(y) = w∞ follows follows from the continuity of ΦL on
Λ. 
14 PAVEL JAVORNIK, JOSEPH WINTER, AND CHRISTIAN WOLF
Let k ∈ N \ {0}. We define the following points in R2 :
vk = (xk, h(xk)) = (− log δkδ∞, log λ∞λk),
uk = (xk, h(a)) = (− log δ∞δk, log λ∞),
w0 = (b, h(a)) = (− log δ0δ∞, log λ∞),
w∞ = (a, h(a)) = (− log δ∞, log λ∞).
We now define the potential Φ : Σ+3 → R2 in (6) by using this collection of
points.
By construction, condition (17) holds for all k. Thus, Theorem 2.1 applies
to the potential Φ. We are finally in a position to prove Theorem 3.1.
Proof of Theorem 3.1. The only thing that remains to prove is that ΦL(x) =
Φ(x+) for all x ∈ Λ. Let x ∈ Λ. If x+ ∈ X0(α), thenDf(x) = ±diag(δ0δ∞, λ∞),
and thus ΦL(x) = w0 = Φ(x
+). Next, we assume x+ ∈ X(k + α) for some
k > 0. If x+ ∈ U(k), then ΦL(x) = uk = Φ(x+). Otherwise, x+ ∈ V (k).
In which case, ΦL(x) = vk = Φ(x
+). Finally, if x+ ∈ X(∞), we have that
ΦL(x) = w∞ = Φ(x+) which was already shown in the proof of Theorem
3.9. 
4. Proof of the Main Theorem
Let S ⊂ R2 be the unit square and let f : S → R2 denote the C2 horseshoe
map in Theorem 3.1 with its basic set Λ ⊂ int S. We use the notation f =
f |Λ. Recall that f is topologically conjugate to the shift map σ : Σ±3 → Σ±3
via g : Λ → Σ±3 . Further recall the definition of ΦL = (−φs, φu) : Λ → R2
where φs = log ‖Df |Es‖ and φu = log ‖Df |Eu‖. For x ∈ Λ we write x =
g(x) ∈ Σ±3 and x+ = Π◦g(x) ∈ Σ+3 . Let Φ : Σ3 → R2 be the potential defined
in Theorem 3.1 (with respect to f). Recall that Λ is associated with a certain
function h : [a, b]→ R and a strictly decreasing sequence X = (x`)` ⊂ (a, b).
By construction, h and X determine ΦL. It is straightforward to verify that
h and X also determine Φ by definition (6). We conclude that Theorem 2.1
holds for (σ+,Φ), and thus w 7→ Hσ+(w) = Hσ+,Φ(w) is discontinuous at
the non-isolated extreme point w∞ of R(Φ). Therefore, our Main Theorem
(see Section 1.2) is a consequence of the following result.
Proposition 4.1. RL(f) = R(Φ) and Hf (w) = Hσ+(w) for all w ∈ RL(f).
Proof. First, we consider the potential Φ = (φ1, φ2). For p, q ∈ R let µ+p,q
denote the (unique) equilibrium measure of the potential pφ1 + qφ2. We
write wp,q = rv(µ
+
p,q). It follows from [9, Corollary 2] that
int R(Φ) ⊂ {wp,q : p, q ∈ R}. (24)
Furthermore, for p, q ∈ R and µ+ ∈Mσ+ with rv(µ+) = wp,q, the variational
principle (also using the uniqueness of the equilibrium measure) implies that
Hσ+(wp,q) = hµ+(σ
+) if and only if µ+ = µ+p,q. (25)
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We define T : Mσ+ →Mf by
T (µ+)(A) = µ+(Π ◦ g(A)). (26)
Next, we consider the potential −pφs + qφu : Λ→ R and the corresponding
equilibrium measure µp,q ∈Mf . It is well-known (see e.g. [4]) that Theorem
3.9 and equation (8) imply that µp,q = T (µ
+
p,q) for all p, q ∈ R. Again by [9,
Corollary 2], equations (24) and (25) hold for f and ΦL. We conclude that
int RL(f) = int Rσ+(Φ) and Hf |int RL(f) = Hσ+ |int R(Φ). (27)
The claim RL(f) = R(Φ) follows from the first statement in (27) and the
fact that every convex set with non-empty interior is the closure of its inte-
rior. Note that both Hf and Hσ+ are concave and upper semi-continuous
functions and thus are continuous on line segments. Therefore, we may con-
clude from the second statement in (27) that Hf (w) = Hσ+(w) also holds
for all w ∈ ∂RL(f) = ∂R(Φ+). 
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