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Abstract
As a result of elevated selenium concentrations, many western Colorado rivers and streams are on the U.S. Environmental Protection Agency 2010 Colorado 303(d) list, including the main stem of the Colorado River from the Gunnison River confluence to the Utah border. Selenium is a trace metal that bioaccumulates in aquatic food chains and can cause reproductive failure, deformities, and other adverse impacts in birds and fish, including several threatened and endangered fish species. Salinity in the upper Colorado River has been the focus of source-control efforts for many years. Although salinity loads and concentrations have been previously characterized at the U.S. Geological Survey (USGS) streamflowgaging stations at the Gunnison River near Grand Junction, Colo., and at the Colorado River near the Colorado-Utah State line, trends in selenium load and concentration at these two stations have not been studied. The USGS, in cooperation with the Bureau of Reclamation and the Colorado River Water Conservation District, evaluated dissolved selenium (herein referred to as "selenium") load and concentration trends at these two sites to inform decision makers on the status and trends of selenium.
This report presents results of the evaluation of trends in selenium load and concentration for two USGS streamflowgaging stations: the Gunnison River near Grand Junction, Colo. ("Gunnison River site"), USGS site 09152500, and the Colorado River near Colorado-Utah State line ("Colorado River site"), USGS site 09163500. Flow-adjusted selenium loads were estimated for the beginning water year (WY) of the study, 1986, and the ending WY of the study, 2008.
The difference between flow-adjusted selenium loads for WY 1986 and WY 2008 was selected as the method of analysis because flow adjustment removes the natural variations in load caused by changes in mean-daily streamflow, emphasizing human-caused changes in selenium load and concentration. Overall changes in human-caused effects in selenium loads and concentrations during the period of study are of primary interest to the cooperators. Selenium loads for each of the 2 water years were calculated by using normalized mean-daily streamflow, measured selenium concentration, standard linear regression techniques, and data previously collected at the two study sites. Mean-daily streamflow was normalized for each site by averaging the daily streamflow for each day of the year over the 23-year period of record. Thus, for the beginning and ending water years, estimations could be made of loads that would have occurred without the effect of year-to-year streamflow variation. The loads thus calculated are illustrative of the change in loads between water years 1986 and 2008, and are not the actual loads that occurred in those 2 water years.
The estimated 50th and 85th percentile selenium concentrations associated with the selenium loads were also calculated for WY 1986 and WY 2008 at each site. Time-trends in selenium concentration at the two sites were charted by using regression techniques for partial residuals for the entire study period (WY 1986 through WY 2008 .
Annual selenium load for the Gunnison River site was estimated to be 23, 196 
Introduction
Selenium impairment of stream segments from nonpoint sources in western Colorado is of concern to local, State, and Federal governments, local water providers, and local land users. As a result of elevated selenium concentrations, many western Colorado rivers and streams are on the U.S. Environmental Protection Agency (EPA) 2010 Colorado 303(d) list (Colorado Department of Public Health and Environment, 2010) , including the main stem of the Colorado River from the Gunnison River confluence to the Utah border (U.S. Environmental Protection Agency, 2011). The term "303(d) list" refers to the list of impaired and threatened streams, river segments, and lakes that all States are required to submit for EPA approval every 2 years. The States identify all waters where required pollution controls are not sufficient to attain or maintain applicable water-quality standards.
Selenium is a trace element that bioaccumulates in aquatic food chains and can cause reproductive failure, deformities, and other adverse impacts in birds and fish, which may include some threatened and endangered fish species native to the Colorado River (Hamilton, 1998; Lemly, 2002) . The Colorado River along with portions of Colorado River tributaries in the Grand Valley of western Colorado located within the 100-year flood plain of the Colorado River are designated critical habitat for four fish species listed under the Endangered Species Act-the Colorado Pikeminnow, Razorback Sucker, Bonytail, and Humpback Chub (U.S. Fish & Wildlife Service, 2011) .
Salinity in the upper Colorado River basin has been the focus of source-control efforts for many years (Kircher and others, 1984; Butler, 1996) . Salinity is also referred to as total dissolved solids in water, or TDS. In response to the Salinity Control Act of 1974, the Bureau of Reclamation (USBR) and the Natural Resources Conservation Service have focused on salinity control since 1979 through the Colorado River Basin Salinity Control Program. The primary methods of salinity reduction are the lining of irrigation canals and laterals and assisting farmers to establish more efficient irrigation practices (Colorado River Salinity Control Forum, 2011) . Starting in 1988, the National Irrigation Water Quality Program (NIWQP), a Federal-agency board, began investigations to determine whether selenium and other trace elements from irrigation drainage were having an adverse effect on water quality in the Western United States. The NIWQP investigations found high concentrations of selenium in water, biota, and sediment samples (Butler, 1996; Butler and others, 1996) . These previous investigations determined that a relation exists between subbasin characteristics (such as selenium-rich shale outcrops, agricultural practices, and irrigation-water delivery-system design) and salinity and selenium loads in certain subbasins.
Although salinity loads and concentrations have been previously characterized for the U.S. Geological Survey (USGS) streamflow-gaging stations at Colorado River near Colorado-Utah State line and Gunnison River near Grand Junction, Colo. (Kircher and others, 1984; Butler, 1996; Vaill and Butler, 1999; Butler, 2001; Leib and Bauch, 2008) , trends in selenium at these two stations have not been studied. The Gunnison Basin and Grand Valley Selenium Task Forces have expressed a need to better understand selenium trends in the Gunnison and Colorado Rivers (Gunnison Basin & Grand Valley Selenium Task Forces, 2012) .
The USGS, in cooperation with the USBR and the Colorado River Water Conservation District, evaluated the dissolved-selenium load and concentration trends at two streamflow-gaging stations in western Colorado to inform decision makers on the status and trends of selenium. For the purposes of this report, dissolved selenium load or concentration will be referred to as selenium load or concentration. This report presents results of the evaluation of flow-adjusted trends in selenium load and concentration for two USGS streamflowgaging stations near Grand Junction, Colo. Flow-adjusted selenium loads were estimated for the beginning water year (WY) of the study, 1986, and the ending WY of the study, 2008. (A water year is the period from October 1st of one year through September 30th of the following year and is named for the year of the ending date. The term "annual" in this report always refers to a water year.)
The difference between flow-adjusted selenium loads for WY 1986 and WY 2008 was selected as the method of analysis because flow adjustment removes the natural variations in load caused by changes in mean-daily streamflow, emphasizing human-caused changes in selenium load and concentration. Overall changes in human-caused effects in selenium loads and concentrations during the period of study are of primary interest to the cooperators. Flow-adjusted selenium loads for each of the 2 water years were calculated by using normalized mean-daily streamflow, measured selenium concentration, standard linear regression techniques, and data previously collected at the two study sites. Mean-daily streamflow was normalized for each site by averaging the daily streamflow for each day of the year over the 23-year period of record. Thus, for the beginning and ending water years, estimations could be made of loads that would have occurred without the effect of year-to-year streamflow variation. The calculated loads would be illustrative of the change in loads between water years 1986 and 2008 and would not be the actual loads that occurred in those two water years.
The estimated 50th and 85th percentile selenium concentrations associated with the selenium loads were calculated for WY 1986 and WY 2008 for each site. The percentile values are presented in this report because regulatory agencies in Colorado make 303(d) selenium compliance decisions based on concentration percentile values. Also, time-trends in selenium concentration at the two sites were demonstrated by using regression techniques for partial residuals for the entire study period (WY 1986 through WY 2008 . 
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Data Sources
Daily streamflow and periodic selenium concentration data were retrieved from the USGS NWIS (http://waterdata. usgs.gov/nwis). The analyzed period of record for both sites was WY 1986 through WY 2008. Typically, three to five water samples were collected at each site per year and analyzed for selenium (dissolved fraction) concentration; the samples were filtered at collection time through a 0.45-µm filter as described in the USGS National Field Manual (U.S. Geological Survey, variously dated).
The selenium samples were analyzed at the USGS National Water Quality Lab (NWQL). Prior to WY 2000, the NWQL established a Minimum Reporting Level (MRL) for each constituent as the less-than value (<) reported to customers. The MRL is the value reported when a constituent either is not detected or is detected at a concentration less than the MRL (Childress and others, 1999) . If a measured value fell below the MRL, the entry into NWIS was shown at the MRL with a less-than symbol in the remark column for that parameter. (For example, < 1.0 indicates that the value was not necessarily zero but was below the minimum reporting level of 1.0 µg/L.) This limits the false negative rate of reported values. There were three samples in the study between WY 1991 and WY 1997 that fell below the MRL of 1.0 µg/L (tables 8 and 9 in the Supplemental Data section at the back of the report).
Starting in WY 2000, the NWQL established both a Long Term Method Detection Level (LT MDL) and a Laboratory Reporting Level (LRL), which is set at twice the LT MDL. The LT MDL is the lowest concentration of a constituent that is reported by the NWQL and represents that value at which the probability of a false positive is statistically limited to less than or equal to 1 percent. The LRL represents the value at which the probability of a false negative is less than or equal to 1 percent (Childress and others, 1999) . Measured values that fell below the LRL but above the LT MDL were entered with their measured value and an "E" (for estimate) in the remark column in NWIS. Values that fell below the LT MDL were shown in NWIS as less than (<) the LRL value. In WY 2000, one study value was reported as 2.0 with a remark code of "E" (table 8 in the Supplemental Data section at the back of the report).
All data were analyzed and quality assured according to standard USGS procedures and policies (U.S. Geological Survey, variously dated; Patricia Solberg, U.S. Geological Survey, written commun., 2010). The data are summarized in table 1, and shown in detail in tables 8 and 9 in the Supplemental Data section of the report. 
Organization of this Report
The results of this study are of interest to a broad section of the community. Therefore, the mathematical tools and principles used to arrive at the conclusions are discussed in considerable detail in order to meet the needs of such a broad audience. Development of a regression model to estimate load and concentration can best be described as a three-step process (Runkel and others, 2004 
Study Methods and Model Formulation
This section of the report discusses the technique of flow-adjusted trend analysis, the methods used for regression analysis, and the use of regression analysis software in the study. The concept of normalized streamflow is explained, and the estimation of load and concentration trends is shown.
General Approach of the Analysis
Regression analysis is a long-accepted and widely used method for analyzing trends in water-quality constituents (Kircher and others, 1984; Butler, 1996; Richards and Leib, 2011) . Variables selected to estimate trends in water-quality constituents in these types of studies commonly include daily streamflow, time, and measured constituent (selenium) values. Various transformations are commonly used to enhance estimation accuracy (logarithmic (log) transformation, quadratic terms, decimal time, centered time, and sinusoidal transformations of time). In addition, seasonality variables such as irrigation season for a river with managed flow can be included to increase the accuracy of the estimation (Kircher and others, 1984) . For this study, daily streamflow, decimal time, various transformations, and irrigation season were used in estimating trends in selenium load and concentration.
Flow-Adjusted Trend Analysis
Trends in loads and concentrations of water-quality constituents can be approached from two perspectives: nonflow-adjusted (which shows the overall influence from both human and natural factors) and flow-adjusted (which removes natural streamflow variability and emphasizes human-caused influences) (Sprague and others, 2006) . Only flow-adjusted trend analyses were performed at the two sites in this study because the effect of selenium-control efforts over the study period was of primary interest to the cooperators.
Normalized Mean-Daily Streamflow
Daily streamflow values were averaged to produce a mean-daily streamflow (Q n ) for each day of the calendar year over the 23-year period of record. An averaging function available on the NWIS Web site (http://waterdata.usgs.gov/co/nwis/ dvstat/) was used to calculate these normalized mean-daily streamflow values. For example, an average of all the January 1st daily streamflow values was calculated for January 1, 1986 through January 1, 2008. This creates a Q n value for January 1st over the 23-year period. By calculating a similar Q n for every day of the year, the year-to-year fluctuations in daily streamflow are removed when computing daily selenium loads.
Mean-daily streamflow (Q n ) was only used to compare the changes in selenium load and concentration between water years1986 and 2008. It is important to remember that because the estimated loads and concentrations given for WY 1986 and WY 2008 were based on normalized streamflow, the results were only illustrative of the change in selenium loads and concentrations over the period of study. They were not the actual loads and concentrations that occurred in WY 1986 and WY 2008.
Regression Analysis
This section of the report discusses the principle of multiple linear regression, the use of regression analysis software in this study, estimation accuracy of the regression model, the calculation of percentile values for selenium concentration, and the indication of selenium load and concentration trends.
Multiple Linear Regression
Ordinary least squares (OLS) regression, commonly referred to as "linear regression," is an analytical tool that seeks to describe the relation between one or more variables of interest and a response variable. Simple linear regression models use one variable of interest, whereas multiple linear regression models use more than one variable of interest (Helsel and Hirsch, 2002) . Each variable of interest explains part of the variation in the response variable. Regression is performed to estimate values of the response variable based on knowledge of the variables of interest. For example, in this report the variables of interest were daily streamflow, time, and irrigation season, with the response variable being selenium load.
The general form of the multiple linear regression model is as follows:
where y is the response variable, β 0 is the intercept on the y-axis, β 1 is the slope coefficient for the first explanatory variable, β 2 is the slope coefficient for the second explanatory variable, β k is the slope coefficient of the kth explanatory variable, x 1… x k are the variables of interest, and ε is the remaining unexplained variability in the data (the error).
Log-Linear Regression Models
Linear regression only works if there is a linear relation between the explanatory variables and the response variable. In some circumstances where the relation is not linear, it is possible to transform the explanatory and response variables mathematically so that the transformed relation becomes linear (Helsel and Hirsch, 2002) . A common transformation that achieves this purpose is to take the natural logarithm (ln) of both sides of the model, as in this simplified selenium concentration example utilizing streamflow and time as the explanatory variables:
where
is the intercept on the y-axis, β 1 , β 2 are the slope coefficients for the two explanatory variables, Q is daily streamflow, T is time, and ε is the remaining unexplained variability in the data (the error).
The resulting log-linear model has been found to accurately estimate the relation between streamflow, time, and the concentration of constituents (selenium in this instance). Load estimates assuming the validity of a log-linear relation appear to be fairly insensitive to modest amounts of model misspecification or nonnormality of residual errors (Cohn and others, 1992) . Any bias that is introduced by the log transformation needs to be corrected when the results are transformed out of log space (Cohn and others, 1989) , but this is automatically applied by the statistical software used for the regression analysis.
Regression Analysis Software
To build the regression model, the USGS software program S-LOADEST was selected because it is designed to calculate constituent loads using daily streamflow, time, seasonality, and other explanatory variables. S-LOADEST was derived from LOADEST (Runkel and others, 2004) and is provided by the USGS (David L. Lorenz, U.S. Geological Survey, electronic commun., January 12, 2009) in their internal distribution of the statistical software program Tibco Spotfire S+ (Tibco Software, Inc., 1988 -2008 . S-LOADEST was used to calculate daily selenium loads and concentrations from measured selenium-concentration calibration data spanning WY 1986 through WY 2008.
Automatic Variable Selection for Models
S-LOADEST can be used with a predefined/automatic model selection option or with a custom model selection option defined by the user. In the predefined option, S-LOADEST automatically selects the best regression model from among a set of nine predefined models, based on the lowest value of the Akaike Information Criterion (AIC). (The predefined models are listed in table 10 in the Supplemental Data at the end of the report). AIC is calculated for each of the nine models, and the lowest value of AIC determines the best model (Runkel and others, 2004) .
The nine models use various combinations of daily streamflow, daily streamflow squared, time, time squared, and Fourier time-variable transformations. Compensation for differences in seasonal load is accomplished using Fourier variables. Fourier variables use sine and cosine terms to account for continual changes over the seasonal (annual) period.
Dummy variables (such as irrigation season) are used to account for abrupt seasonal changes (step changes) during the year. A dummy variable cannot be automatically included with the S-LOADEST predefined models; rather, it is added manually by the user as part of a custom S-LOADEST model.
The Adjusted Maximum Likelihood Estimation (AMLE) method of load estimation was selected in S-LOADEST because of the presence of censored selenium-concentration values (< 1.0 µg/L) in the calibration files. AMLE is an alternative regression method, similar to OLS regression, which is designed to correct for bias in the model coefficients caused by the inclusion of censored data (Runkel and others, 2004) .
Data Centering and Decimal Time
S-LOADEST uses a "centering" technique to transform streamflow and decimal time (Runkel and others, 2004) . The technique removes the effects of multicollinearity, which arises when one of the explanatory variables is related to one or more of the other explanatory variables. Multicollinearity can be caused by natural phenomenon as well as mathematical artifacts, such as when one explanatory variable is a function of another explanatory variable. Multicollinearity is common in load-estimation models where quadratic terms of decimal time or log streamflow are included in the model (Cohn and others, 1992) . Centering is automatically done by S-LOADEST for streamflow and decimal time using equation 3 for streamflow and equation 4 for decimal time:
and ( t i is time for day i, in decimal years, and N is the number of daily values in the dataset.
S-LOADEST uses values of date and time that have been converted to decimal values. A decimal date consists of the integer value of the year with the day and time for that date added as a decimal value to the year. For example, July 16, 1987, at 12:00 pm as decimal time (expressed to 2 decimal places) would be 1987.54. The dectime term in S-LOADEST model equations is the difference between the decimal sample date and time and the decimal centered date and time for the study period in question. For the Gunnison River site, the center of decimal time for the study period WY 1986 through WY 2008 is 1997.44. The dectime value for July 16, 1987 at 12:00 pm would then be -9.90 (negative means that it is 9.90 years before the centered date).
Load and Concentration Estimation with Regression Models
To perform regression analysis in S-LOADEST, a calibration data set ("calibration file"), comprising rows of explanatory variables having a corresponding measured value of the response variable, is used with statistical analysis software to determine the intercept and slope coefficients of the explanatory variables. Then, by using the derived regression model with a set of estimation data ("estimate file") having rows of explanatory variables (without measured response variables), an estimated response variable can be calculated for each row of explanatory variables. The calibration data sets for this study are included in tables 8 and 9 of the Supplemental Data at the back of the report. The estimation data sets are simply the daily streamflow and irrigation-season code by date for each day of the study period at each site. For the irrigation season (April 1 through October 31), the irrigation-season code was set to 1, and for the non-irrigation season (November 1 through March 31), the irrigation-season code was set to 0.
Estimation Accuracy
One measure of the accuracy of a regression model is evaluated by computing the difference between each measured value of the response variable and its corresponding estimated value. This difference is called the residual value. Residual values are calculated by the equation:
where e i is the estimated residual for observation i, y i is the ith value of the actual response variable, and ŷ i is the ith value of the estimated response variable.
In order to ensure that the regression model is valid for use in estimations, a number of criteria are required to be met for the residuals: the residuals are normally distributed, are independent, and have constant variance (Helsel and Hirsch, 2002 ).
An important indicator of the accuracy of the regression model is residual standard error (RSE), which is the standard deviation of the residual values, and also the square root of the estimated residual variance. RSE is a measure of the dispersion (variance) of the data around the regression line. Low values of RSE (closer to zero) are desirable (Helsel and Hirsch, 2002) . Another measure of how well the explanatory variables estimate the response variable is the coefficient of determination, R 2 , which indicates how much of the variance in the response variable is explained by the regression model (Helsel and Hirsch, 2002) . Values of R 2 range from 0.0 to 1.0, with higher values (closer to 1.0) showing more of the variance being explained by the model. R 2 also can be expressed as a percentage from 0 to 100 (used in this report). R 2 can be misleading in a load model, however. Because flow is found 2 than one with a higher variability in streamflow. Another caution is that when censored values exist in the data, the value of R 2 reported by S-LOADEST is an approximation (David L. Lorenz, U.S. Geological Survey, written commun., October 25, 2011). Values for RSE and R 2 are shown in the model calibration section for both sites. Only three values out of 369 selenium samples were censored, which is less than one percent of the data used in the analysis.
Each model coefficient ( β 0 , β 1 , … β k ) has an associated p-value, which is a measure of the "attained significance level" of the coefficient (Helsel and Hirsch, 2002) . If the p-value is less than a chosen value (for example, 0.05), then the coefficient (and hence the corresponding variable of interest) is statistically significant in the regression model. The p-values for each coefficient are shown in the model calibration section for both sites. Another indicator of the model's accuracy is the estimation confidence interval, which shows, for each estimated value, an upper and lower value for which there is some level of probability (for example, 95 percent) that the estimated value falls between the upper and lower values.
Percentile Values for Concentrations
The 50th and 85th percentile values of estimated selenium concentration were calculated for WY 1986 and WY 2008 from the estimated daily selenium concentrations. The percentile values are presented in this report because regulatory agencies in Colorado make 303(d) selenium compliance decisions based on percentile values of concentration. It is important to note that these percentile values were calculated using normalized flow values, and only were illustrative of the changes in 50th and 85th percentile values between the two water years, rather than being actual values of concentration percentiles for the two water years.
Load and Concentration Trend Indication
The sign of the coefficient for the time variable in the regression model indicates any multi-year trend in selenium load and concentration over the study period (David K. Mueller, U.S. Geological Survey, written commun., March 14, 2011) . If the sign of the time coefficient is positive, then the trend in selenium load is upward. If the sign of the time coefficient is negative, then the trend in selenium load is downward. The selenium concentration trend will follow the same trend as for the selenium load, and the residuals will be the same (David L. Lorenz, U.S. Geological Survey, written commun., October 28, 2011) .
In order to demonstrate a time-trend in selenium concentration, regressions for partial residuals can be used which remove the time variables of interest from the regression model. Removal of any one of the variables of interest shows the effect of that variable on the regression model. By calculating regression partial residuals and plotting these partial residuals over the study period, the trend is shown graphically. Using a smoothing technique called Locally Weighted Scatterplot Smoothing (LOWESS), a line can then be fitted to the partial residuals to show the trend in selenium concentration over the study period (Helsel and Hirsch, 2002) .
Model Diagnostics
There are five requirements for successful use of linear regression analysis (Helsel and Hirsch, 2002) . These requirements are 1. The model form is correct: y is linearly related to x.
2. Data used to fit the model are representative of data of interest.
3. Variance of the residuals is constant.
4. The residuals are independent.
5. The residuals are normally distributed.
Selenium load and concentration for this study were observed to be linearly related to streamflow when log transformations were performed. The data used for the selenium load and concentration model (streamflow, time, selenium concentration) have been routinely collected for many years by the USGS and are the variables that represent the data of interest. Thus requirements 1 and 2 are deemed to be met.
For requirement 4, the independence of the data samples can be assumed from the fact that over the study period, the average number of days between samples was 48.8 days for the Gunnison River site, and was 41.9 days for the Colorado River site. To ensure sample independence, the USGS generally collected a minimum of 4 samples a year, one for each season, with rotation of the months that the samples were taken from year to year. Sampling during different streamflow regimes typically was planned (Steve Anders, U.S. Geological Survey, oral commun., October 28, 2011). Sampling intervals of 2 weeks or longer are considered necessary to ensure sample independence (David L. Lorenz, U.S. Geological Survey, written commun., October 25, 2011).
Diagnostic plots generated by S-LOADEST enable the user to determine whether requirements 3 and 5 have been met. These plots are of three types (Helsel and Hirsch, 2002; Runkel and others, 2004 ):
1. Q-Normal Plot. This shows quantiles of standard normal distribution on the x-axis and normalized residuals on the y-axis. A one-to-one line is included in the plot. If the plotted normalized residuals generally fall along the one-to-one line, then the residuals can be characterized as coming from a normal distribution. The interpretations of these diagnostic plots are given in the model calibration section for each model and site.
Regression Model Calibration
This section discusses the four calibration steps used for each site. These steps include selecting the initial regression model, testing the addition of irrigation season to the model, estimating selenium loads, and demonstrating any trend in selenium concentration.
Calibration Process Steps
The detailed steps followed for each site to select the regression model and get estimations of selenium load, selenium concentration, and time-trend in concentration were as follows:
1. Select a base regression model of selenium load using daily streamflow, decimal time, and various transformations of streamflow (squared) 4. Examine the coefficient for dectime to determine if a time trend exists in load and concentration. Demonstrate graphically any trend in selenium concentration over time by removing the dectime terms from the selected load regression model (regression technique for partial residuals), deriving estimated concentrations from the estimated daily loads, and charting the concentration residuals with a fitted LOWESS trend line over the years of the study period.
Gunnison River Site Calibration Steps
Gunnison River Step 1-Select the Initial Selenium Load Regression Model
The Gunnison River site data used to generate the regression model were 171 paired NWIS records of daily streamflow in cubic feet per second and selenium concentration values in micrograms per liter. The data were collected from November 26, 1985 to August 13, 2008 (Supplemental Data, table 8, back of report).
Predefined regression model 8 (table 10) was selected by S-LOADEST as having the lowest AIC value for the input data for the Gunnison River site: Table 2 lists the coefficients, p-values, RSE, centered streamflow, and centered decimal time for equation 6. All terms of equation 6 had p-values < 0.05, with the exception of the cosine term. It is necessary, however, to retain the cosine term if the sine term is used. The negative coefficient value for dectime (-0.016) indicates that the selenium load trend is downward over time.
S-LOADEST generated several diagnostic plots to examine model diagnostics. The Q-Normal plot indicated that the residuals were in a normal distribution. The Residuals versus Log-Fitted Values plot showed random distribution of the residuals, and the LOWESS line showed a slight bow upward toward the right ( fig. 2 ). This plot indicated that the residual variance was acceptable. The slight bow upward of the fit line indicated some underestimation of loads for higher load values, but was deemed acceptable. Three other plots of residuals versus explanatory variables (streamflow, decimal time, and proportion of year) also indicated that there was a normal distribution of the residuals. S-LOADEST reported an R 2 value of 53.48 for selenium load in equation 6. The RSE for selenium load in equation 6 was 0.255 pounds of selenium per day, which was determined to be an acceptable amount of scatter about the regression line.
Gunnison River Step 2-Test the Addition of Irrigation Season to the Base Regression Model
As a test, a daily binary dummy variable for irrigation season was added to equation 6 in S-LOADEST to test whether this improved the accuracy of the load estimation. Irrigation season provided a step change that cannot be modeled by Fourier functions. Equation 7 was used as a custom model in S-LOADEST with the same calibration data set as in step 1:
where β 6 is a regression coefficient, season is irrigation season, and all other terms are the same as for equation 6. were not important in this instance because the decision to use equation 7 depended only on the p-value for season. As such, equation 7 was rejected because irrigation season did not make a significant contribution to the model for this site. Equation 6 was the selected model to determine selenium loads in step 3. 
Gunnison River Step 3-Estimate Selenium Loads for the First and Last Water Years of the Study Period
Equation 6 was used again in S-LOADEST, this time with an estimate file of normalized mean-daily streamflow (Q n ) from the 23-year period of record for only the first and last water years of the study period (WY 1986 and WY 2008) . The model computed estimated daily and annual selenium loads and concentrations that illustrated the change between the two water years. S-LOADEST calculated the concentration from the estimated daily load value using equation 8 (David L. Lorenz, U.S. Geological Survey, electronic commun., January 12, 2009):
C is selenium concentration, in micrograms per liter; L is selenium load, in pounds; k is a units conversion factor (0.005395); and Q n is normalized mean-daily streamflow, in cubic feet per second.
The 50th and 85th percentile values of estimated selenium concentration were calculated for WY 1986 and WY 2008 from the estimated daily concentrations.
Gunnison River Step 4-Demonstrate Selenium Load and Concentration Trend over the Years of the Study
The β 3 coefficient for dectime in equation 6 had a value of -0.016 (table 2). The negative value indicated that the time-trend in selenium load and concentration from WY 1986 through WY 2008 was downward. This coefficient had a p-value <0.001, which meant that the time trend explanatory variable in equation 6 was statistically significant.
To demonstrate this downward time-trend of estimated selenium concentration over the study period graphically, the β 3 •dectime term was removed from equation 6, and a new load regression model was fitted in S-LOADEST:
(The β 4 and β 5 terms are retained because these dectime terms repeat their cycle each year and do not contribute to a multiyear long-term trend.) Variable removal was done to compute partial residuals that were plotted against time over the study period. Thus, equation 9 yielded estimated selenium load and concentration values for each day of the study period without the influence of decimal time in the regression. Equation 9 had an R 2 of 48.24 and a RSE of 0.268 pounds of selenium per day. The diagnostic plots indicated that there were no problems of residual normality or residual variance with the regression model.
The estimated daily selenium-concentration records from equation 9 were then paired by date (in Microsoft Access) with matching NWIS records of measured selenium concentration during the study period. This yielded pairs of measured and estimated values of selenium concentration by date. The residual values of measured selenium concentration minus estimated selenium concentration were calculated, and these residual values were plotted as a function of time over the study period ( fig. 3) . A LOWESS trend line for these residuals indicated a downward trend in selenium concentration over the study period.
Colorado River Site Calibration Steps
Colorado River Step 1-Select the Initial Selenium Load Regression Model
The Colorado River site data used to generate the regression model were 198 paired NWIS records of daily streamflow in cubic feet per second and selenium concentration in micrograms per liter. The data were collected between January 8, 1986 and August 12, 2008 (Supplemental Data, table 9, back of report).
Predefined regression model 9 was automatically selected by S-LOADEST for the Colorado River site: The Q-Normal plot indicated that the residuals were in a normal distribution. The Residuals versus Log-fitted Values plot showed random distribution of the residuals, and the LOWESS line showed a generally horizontal fit (fig. 4 ). This plot indicated that the residual variance was acceptable. Three other plots of residuals versus explanatory variables (streamflow, decimal time, and proportion of year) also indicated that there was a normal distribution of the residuals. Table 4 lists the coefficients, p-values, RSE, centered streamflow, and centered decimal time for equation 10. All terms of equation 10 had p-values <0.05 with the exception of the ln (Q) 2 term (0.145). The negative coefficient value for dectime (-0.021) indicated that the selenium load trend was downward over time.
The RSE for the load regression was 0.209 pounds of selenium per day, which was determined to be an acceptable amount of scatter about the regression line. The ln(Q) 2 term was dropped in subsequent steps because the p-value (0.145) was not significant, which yielded a new step 1 model in S-LOADEST: 11) 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 
Colorado River Step 2-Test the Addition of Irrigation Season to the Base Regression Model
As a test, a daily binary dummy variable for irrigation season was added to equation 11 to test whether this improved the accuracy of the load estimation: The regression model details for equation 12 are shown in table 5. The p-value for the irrigation season variable was 0.033, which indicated that irrigation season does make a statistically significant contribution to the regression model for the Colorado River site. Therefore, equation 12 was used to determine selenium loads in step 3.
The Q-Normal plot indicated that the residuals were in a normal distribution. The Residuals versus Log-fitted Values plot showed random distribution of the residuals, and the LOWESS line showed a generally horizontal fit (fig 5) . This plot indicated that the residual variance was acceptable. Three other residual versus explanatory variable plots (streamflow, proportion of year, and season) also indicated that there was a normal distribution of the residuals.
S-LOADEST reported an R 2 value of 68.13 for selenium load in equation 12. The RSE for the load regression was 0.208 pounds of selenium per day, which was deemed to be an acceptable amount of scatter about the regression line.
Colorado River Step 3-Estimate Selenium Loads for the First and Last Water Years of the Study Period
Equation 12 was used again in S-LOADEST, this time with an estimate file of normalized mean-daily streamflow (Q n ) from the 23-year period of record for only the first and last water years of the study period (WY 1986 and WY 2008) . This model computed estimated daily and annual selenium loads and concentrations that illustrated the change between the two water years. The 50th and 85th percentile values of estimated daily selenium concentration were also determined for WY 1986 and WY 2008.
Colorado River Step 4-Demonstrate Selenium Load and Concentration Trend over the Years of the Study
The β 2 coefficient for dectime in equation 12 was -0.021 (table 5). The negative value indicated that the time-trend in selenium load and concentration from WY1986 through WY 2008 was downward. This coefficient had a p-value <0.001, which meant that the time-trend explanatory variable in equation 12 was statistically significant.
To demonstrate this downward trend of estimated selenium concentration over the study period graphically, the β 2 •dectime and the β 3 •dectime 2 terms were removed from equation 12 in S-LOADEST to yield a load regression for partial residuals: Equation 13 yielded estimated selenium load and concentration values for each day of the study period, without the influence of decimal time in the regression. Equation 13 had an R 2 value of 55.01 and a RSE of 0.245 pounds of selenium per day. The diagnostic plots indicated no problems of residual normality or residual variance with the regression model.
The estimated daily selenium concentration records were paired by date (in Microsoft Access) with matching NWIS records of measured selenium concentration during the study period. This yielded pairs of measured and estimated values of selenium concentration by date. The residual values of measured selenium concentration minus estimated selenium concentration were calculated, and these residual values were plotted as a function of time over the study period ( fig. 6) . A LOWESS trend line for these residuals indicated a downward trend of selenium concentration over the study period.
Flow-Adjusted Trends in Selenium Load and Concentration
Changes in estimated selenium load for the first and last years of the study were calculated for the Gunnison River and Colorado River sites. Changes in estimated 50th and 85th percentile concentrations are shown, and trends in selenium concentration are discussed for the two sites. 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 were based on normalized streamflow, and are only illustrative of the change in selenium loads and concentrations over the period of study. Interpretation of the estimates was based on the percentage of change in load and concentration. The loads and concentrations shown in tables 6 and 7 were not the actual loads and concentrations that occurred in those years.
Interpretation of the Estimates
Gunnison River Site
Annual Selenium Loads and Selenium Concentration Percentiles for Gunnison River Site 
Time-trend of Selenium Load and Concentration at Gunnison River Site
Model calibration step 4 for the Gunnison River site yielded a dectime coefficient that was negative and statistically significant (β 3 = -0.016, p-value <0.001, table 2). This indicated that the time-trend for selenium load, and therefore concentration, was downward over the study period. Figure 3 illustrates this generally downward trend in concentration over the study period. A slight upward bump in the trend line occurred from WY 1998 to 2001, after which the trend resumed downward. No analysis was done to attempt to explain this anomaly.
Colorado River Site
Annual Selenium Loads and Selenium Concentration Percentiles for Colorado River Site
Normalized mean-daily streamflow values were used with equation 12 (from Colorado River methods step 3) in the load calculation to estimate annual selenium loads for WY 1986 and WY 2008. Again, the annual loads derived were illustrative of the change in loads from WY 1986 to WY 2008 and were not actual loads for those two years.
Daily selenium concentrations were calculated by S-LOADEST as part of the daily load calculations. The 50th and 85th percentile concentrations were calculated from the estimated daily concentrations. These results, along with lower and upper 95-percent confidence levels, are shown in table 7.
The flow-adjusted annual selenium load decreased from 56,587 lbs/yr in WY 1986 to 34,344 lbs/yr in WY 2008, a decrease of 22,243 lbs/yr or 39.3 percent. Lower and upper 95-percent confidence levels for WY 1986 annual load were 
Time-trend of Selenium Load and Concentration at Colorado River Site
Model calibration step 4 for the Colorado River site yielded a dectime -β 2 = -0.021, p-value <0.001, table 5). This indicated that the time-trend for selenium load, and therefore concentration, was downward over the study period. Figure 6 illustrates this general downward trend in concentration over the study period. A slight leveling off in the slope of the trend line occurred from WY 1998 to WY 2000, after which the trend resumed downward. No analysis was done to attempt to explain this anomaly. Overall changes in human-caused effects in selenium loads and concentrations during the period of study are of primary interest to the cooperators. Selenium loads for each of the two water years were calculated by using normalized mean-daily regression techniques, and data previously collected at the year over the 23-year period of record. Thus, for the beginning and ending water years, estimates could be made of loads that would have occurred without the effect of year-to-year in loads between water years 1986 and 2008 and were not the actual loads that occurred in those two water years. The estimated 50th and 85th percentile selenium concentrations associated with the selenium loads were also calculated for WY 1986 and WY 2008 at each site. Time-trends in selenium concentration at the two sites were charted by using regression techniques for partial residuals for the entire study period (WY 1986 through WY 2008 .
Summary and Conclusions
A three-step process was chosen for this analysis based on model formulation, model calibration, and load estimation. Daily and annual selenium loads were calculated using multiple linear regression. The variables of interest used included daily streamflow, time, and irrigation season. Log transformation was used to linearize the relation between streamflow, time, and selenium concentration. The software package S-LOADEST was used to perform the regression analysis. The base regression model was automatically selected by S-LOADEST by minimizing the Akaike Information Criterion value for each of nine predefined models. Streamflow and decimal time were centered automatically by S-LOADEST. Calibration data sets composed of date, time, daily streamflow, measured selenium concentration, and irrigation season were used for each site. Residuals (actual load minus estimated load) were calculated by S-LOADEST for model testing. The residual standard error (RSE) and coefficient of determination (R 2 ) were calculated for each regression model. The p-value for each variable of interest was examined, and if the p-value was greater than 0.05, the variable was not significant and was considered for exclusion from subsequent applications of the regression model. The 50th and 85th percentile values of estimated selenium concentration were calculated for use by regulatory agencies. The sign of the dectime coefficient (decimal date and time) in the regression model indicated whether the time-trend for the load and concentration was upward (positive sign on the coefficient) or downward (negative sign on the coefficient). Regressions for partial residuals were used with LOWESS smooth lines to graphically demonstrate the selenium load trend.
Various diagnostic plots were generated by S_LOADEST. These diagnostic plots were examined for normality, constant variance, and independence.
A four-step model calibration process was followed for both sites: 4. Examine the coefficient for dectime to determine if a time-trend exists. Demonstrate graphically whether any trend in selenium concentration over time exists by removing the decimal time terms from the step 2 load regression model (regression analysis for partial residuals), deriving estimated concentrations from the estimated daily loads, and charting the concentration residuals with a fitted trend line over the years of the study period.
These steps were applied to both sites, resulting in a valid regression model being selected for each site. Annual selenium loads were estimated using the selected model for each site. In addition, 50th and 85th percentile selenium concentrations were calculated from the regression models. Time-trends in selenium concentration were examined and charted.
