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Abstract
Creating and labelling datasets of videos for use in train-
ing Human Activity Recognition models is an arduous task.
In this paper, we approach this by using 3D rendering tools
to generate a synthetic dataset of videos, and show that
a classifier trained on these videos can generalise to real
videos. We use five different augmentation techniques to
generate the videos, leading to a wide variety of accurately
labelled unique videos. We fine tune a pre-trained I3D
model on our videos, and find that the model is able to
achieve a high accuracy of 73% on the HMDB51 dataset
over three classes. We also find that augmenting the HMDB
training set with our dataset provides a 2% improvement in
the performance of the classifier. Finally, we discuss pos-
sible extensions to the dataset, including virtual try on and
modeling motion of the people.
1. Introduction
A significant challenge in Human Activity Recognition
(HAR) is obtaining large amounts of video data on which
deep networks can be trained. Labelling and storing video
data is significantly more labour and memory intensive than
images, and the largest version of the Kinetics dataset [3]
which contains 650, 000 videos of crowd-sourced data over
700 classes is still two orders of magnitude smaller than
ImageNet [8].
In this paper we attempt to see if this problem can be ap-
proached with synthetic data. The recently published MoVi
dataset [11] provides joint position data for 90 subjects do-
ing 21 different actions. Combining this data with human
body rendering packages, we are able to generate videos of
people doing the actions from any angle, and superimpose
them onto any background.
The aim is to use this to create a large dataset with a di-
verse set of angles and camera motions, and to see if models
trained on this dataset are able to generalise to real videos.
For evaluation we use the I3D model [4], which is pre-
trained on Kinetics, and test it on the HMDB51 dataset [16]
on a set of classes which do not appear in Kinetics.
In particular, our contributions are:
• We introduce a potentially infinite source of data for
Human Activity Recognition. We cover three common
actions - walking, waving, and sitting down. These ac-
tions were chosen for testing due to their appearance
in the HMDB51 dataset, but our framework could eas-
ily be extended to more actions provided in the MoVi
dataset.
• We validate our approach of using synthetic data by
fine-tuning the I3D model, pretrained on Kinetics, with
a combination of our synthetic data and real videos
from the MoVi. We show that our fine-tuned model
outperforms the same I3D model fine-tuned with only
real videos taken from the HMDB training set.
• Lastly, we provide the ability to extend our framework
to any real indoor scene through the use of RGB-D
depth map fusion. We reconstruct a variety of indoor
scenes using a pipeline based on the work done by
Choi et al.[5] and synthesise videos of human subjects
performing the chosen actions. Rendering our subjects
in such 3D environments was shown to further improve
the performance of our framework.
2. Related Work
The use of a synthetic dataset is actively being researched
by the deep learning community. Peng et al [22] crowd-
source CAD models online to augment datsets for object
detection algorithms. Gaidon et al. [10] have created a Vir-
tual KITTI dataset that generates synthetic videos of cars to
study object detection and tracking. There has not, however,
been much research into the use of synthetic data for Human
Activity Recognition. The only widely available dataset for
HAR is SURREAL by Varol et al. [26].
1
ar
X
iv
:2
00
7.
11
11
8v
1 
 [c
s.C
V]
  2
1 J
ul 
20
20
Figure 1: Examples images taken from the SURREAL
dataset.
Figure 1 shows example images from their synthetic
dataset, found in their paper. These images are far from
realistic, and do not make geometrical sense. People are
often in impossible positions, as seen in the first image, or
out of proportion like in the second image. By generating a
3D model of our subjects within the background scene, we
can ensure the results are not geometrically impossible, and
the videos produced from these 3D renderings can include
realistic effects like shadows and occlusion.
3. Datasets
We make use of a number of datasets for generation and
evaluation of our videos. The videos of the generated peo-
ple are based on MoVi, an opensource dataset of Inertial
Measurement Unit (IMU), motion capture and video data
for actors performing a range of activities. The 60 female
and 30 male actors are of a range of ages, and perform 20
prescribed actions as well as one individually chosen action.
We generate realistic 3D human body meshes based on
the captured body poses from MoVi with: SMPL+H [24],
which is a parameterized human body model with hand mo-
tions; and Dyna [23], which generates soft-tissue deforma-
tions on the body model. The 3D points of MoVi converted
into the body parameters of SMPL+H and Dyna are stored
in the AMASS[18] dataset. We use these parameters to gen-
erate human action videos.
As a part of this project, we also reconstruct indoor 3D
scenes to use as backgrounds for our synthetic dataset. The
underlying idea being that any user can extend this synthetic
dataset to their specific purpose by reconstructing their own
environment and synthesising more data. As a proof of con-
cept, in this project we reconstructed open-source dataset
with readily available RGB-D streams. We reconstructed
scenes from the Redwoord Indoor LiDAR dataset [20], the
ICL-NUIM dataset[12], the BundleFusion dataset [6], and
lastly the TUM RGB-D SLAM dataset [25].
Figure 2: An frame from a challenging video in the HMDB
dataset where the subject is not in the center.
We evaluate our results on the HMDB51 dataset, which
contains 6, 849 clips of 51 different actions mostly extracted
from films.
3.1. Challenges in the HMDB Dataset
The HMDB dataset is notoriously challenging, with only
70 videos for training. The videos also come from films,
and the person doing the action is often not central in the
video.
Figure 2 shows an example of a problem that can occur
because of this. The image is a frame taken from one of the
’hand waving’ videos in HMDB. The frame has a wide as-
pect ratio, with the man waving only appearing at the right
of the screen. The classifier we use requires inputs to have
equal aspect ratios, so at training, we have to crop out sec-
tions of the frame to be fed into the classifier. For many of
the crops, the label will be ’hand waving’ even though the
man waving is not in shot. We deal with this at test time
by convolving our classifier across the image and averaging
the results, but these videos can harm the performance of
the network if they come up during training.
The HMDB dataset also includes videos where the cam-
era is moving during the shot, and others where the subject
is occluded. These problems make the dataset hard to train
on, and we aim to deal with them in generating our syn-
thetic dataset. The problem of the subject not being in the
shot, for example, does not occur when we create the videos
ourselves and choose where the subject is placed.
4. Approach
4.1. Rendering
We render realistic human action videos based on the
body parameters from AMASS with Trimesh [9] and Pyren-
der [19]. We create Trimesh objects corresponding to the
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Figure 3: BG+R (1). Figure 4: BG+R (2).
human body and the background and add them to a 3D
scene model in Pyrender. Pyrender exports the scene as
MP4 video.
We convert the body parameters to human body mesh ob-
jects with VPoser [21]. We create the background in two
different ways. In the first, we create a flat wall as a Trimesh
object and add a background image as the texture. In the
second, we convert the OBJ file of the living room in ICL-
NUIM to a GLB file with a free converter [1]. The GLB
format is readable by Trimesh, and can then be imported as
a 3D object.
We use a Pyrender scene set up by VPoser to render
videos. We modify the positions of cameras and lights in
the scene and add the background and human model as ob-
jects to it. To make the rendered video realistic, we fine-tune
the size and positions of the objects manually.
4.2. Data Augmentation
We render videos based on the actions of 15 subjects in
MoVi dataset. For each subject, we choose three actions,
’walking’, ’sitting down’ and ’hand waving’, and generate
10 videos per action. We try different methods to add vari-
ation to the multiple videos made from a single pose.
4.2.1 Background Images + Rotation (BG+R)
For this and the next method, we use six images from
Google Images to provide the backgrounds. These show
three inside and three outside scenes, and are used as tex-
ture for the back wall. The human objects are generated
with a random rotation from -90 ◦to 90 ◦. We then add the
human model in the center of the scene and the wall behind
the human, and the scene is rendered as a video. Examples
are shown in Figures 3 and 4.
Figure 5: BG+R2T (1). Figure 6: BG+R2T (2).
4.2.2 Background Images + Rotation, Resizing and
Rotation (BG+R2T)
In 4.2.1, the human model is centered in the generated
videos. Since the subject is not necessarily in the center
of the shot in a real video, we apply scaling and transla-
tion to the human poses to generate another set of videos.
For each action, we choose random variables s ∈ [0.7, 1.3],
x ∈ [−0.5, 0.5], and y ∈ [−0.1, 0.1]. If we denote by h the
height of the human body in the video, for each scene we
change the coordinates of the body by (h · x, h · y), then
scale the body by s. Examples are shown in Figures 5 and
6.
4.2.3 3D Model + Rotation (3D+R)
In all of the following methods, we use a 3D object as the
background of the generated videos. We create a human
pose 3D mesh with the same method as the one used in
4.2.1, then place this human body in a fixed point of the
living room scene from the ICL-NUIM. To add some vari-
ation to the background, we pick a random color for the
background from 13 colors: ’pink’, ’purple’, ’cyan’, ’red’,
’green’, ’yellow’, ’brown’, ’blue’, ’offwhite’, ’white’, ’or-
ange’, ’grey’, and ’yellow’.
As described in 4.2.1, we also pick a random angle from
the range of -90 ◦to 90 ◦. Instead of rotating the human body
by this angle, we rotate the camera and the light around the
body by the angle so that each rendered video shows the
different part of the living room.
Finally, we change the position of the light and the angle
of view of the camera to make the human pose look clear in
the closed object. Figures 7 and 8 show some frames from
these.
4.2.4 3D Model + Camera Motion (3D+M)
Having a full 3D model allows us to add camera motion to
the video. We choose random variables x1 and x2 from the
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Figure 7: 3D+R (1). Figure 8: 3D+R (2).
Figure 9: A sequence of frames from a video in 3D+M.
range of -0.5 to 0.5, and choose y1 and y2 from the range of
-0.1 to 0.1. We move the camera and the light in the video
so that the coordinates of the body is (x1 · h, y1 · h) at the
beginning of the video and (x2 · h, y2 · h) at the end.
We also choose two angles, θ1 and θ2, from the range of
-90◦and 90 ◦and rotate the camera and the light from θ1 to
θ2. Figure 9 shows a sequence of frames from one of these
videos, where the camera motion can be seen.
4.2.5 Reconstructed 3D Model + Rotation (R3D+R)
In this final method, we use 3D reconstructions of scenes
to lead to more realistic images, and give users the abil-
ity to cater the synthetic dataset to their specific purpose.
Given that there are several commercially available struc-
tured light sensors available, users could reconstruct their
own scenes for use in the synthetic dataset. A good ex-
ample would be human activity recognition in sports - if a
user wished to identify human actions in a school basketball
court, they could reconstruct the scene and generate videos
for that purpose.
We use the Python implementation of the Open3D [27]
library to reconstruct scenes from a sequence of RGB-D
frames. In real life, users will not have precise camera pose
data, so our 3D scene reconstructions were performed with-
out ground truth pose data. We begin by aligning the RGBD
frames by using the in-built ’compute RGB-D odometry’
function that estimates 6D rigid body motion between two
frames. The input to this function is a rough estimate of
the alignment provided by a 5 point RANSAC algorithm.
With these estimates, we perform pose optimisation which
results in fragments of the scene. A global posegraph is
then computed after performing multiple registration on the
scene fragments. Multiple registration is performed again
to refine the posegraph, and lastly these fragments are inte-
grated, resulting in a .ply file.
The human can then be placed into the .ply file in the
same way as in Section 4.2.4. Figure 10 shows two of the
generated scenes, and Figures 11 and 12 show frames from
the final videos.
Figure 10: Examples of reconstructed scenes used for the
images in Figures 11 and 12.
4.3. Optical Flow
To calculate optical flow, we use the TV-L1 algorithm.
This is also used in the I3D model’s original paper as it
provides a dense and accurate output. We use the OpenCV
implementation [2], and Figure 13 shows an example of an
output for a 3D+M video.
5. Dataset Evaluation
To evaluate our dataset, we fine-tune a pre-trained video
classifier on our videos and test it on the HMDB dataset.
The classifier used is the I3D classifier, pre-trained on the
original version of Kinetics [14] which contains at least 400
videos per class for 400 classes.
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Figure 11: R3D+R (1). Figure 12: R3D+R (2).
Figure 13: A visualized optical flow generated from a video
in 3D+M.
5.1. Classes
We evaluate over classes that fit two criteria: they ap-
peared in both MoVi and HMDB, and did not appear in Ki-
netics. The second condition ensures that our pre-trained
model had no advantage in predicting certain activities, and
restricts us to three classes - ’walking’, ’sitting down’ and
’hand waving’.
5.2. Model
The I3D model utilises a two-stream 3D Convolutional
Neural Network (CNN) approach based on Inception-v1
[13]. Before being trained on Kinetics, the classifier is boot-
strapped from 2D CNNs trained on ImageNet.
We use a publicly available version of the I3D model [7]
with the final layer removed to extract 1024-dimensional
features from RGB and optical flow videos. The model is
fully convolutional, and provides around 4 feature vectors
per second of video.
For both the RGB and optical flow features, we connect a
fully connected layer to the features to a 3-dimensional out-
put with a softmax applied. A dropout rate of 0.5 is applied
to the features. The class probabilities from both networks
are then summed to provide combined probabilities. For
testing, we also average the probabilities over the temporal
dimension of the video.
5.3. Data Pre-Processing
Before being fed into the I3D model, the videos need
to be converted to RGB and optical flow arrays. The I3D
model takes videos at 25 frames per second and 224× 224
pixels. While our videos can be generated under these con-
straints, the HMDB videos need to be resampled to 25 fps
and reshaped. The HMDB videos do not have equal aspect
ratios, so we resize them - keeping the aspect ratio constant
- so that the vertical dimension is 224 pixels, and then ex-
tract an equally spaced set of frames spanning the width of
the videos.
The RGB and flow arrays are also centered and nor-
malised. As suggested in the original I3D paper, the optical
flows are truncated at ±20 prior to this.
5.4. Training
To train the fully connected layer, we use an Adam opti-
miser [15] with a learning rate of 10−4 for 300 epochs. Each
video has multiple feature vectors over the time dimension,
and we train the fully-connected layer individually on each
of these with a categorical cross-entropy loss function.
6. Results
We use the first suggested split of the HMDB dataset for
evaluation, which gives 70 training videos and 30 testing
videos for each class. We then evaluate the test accuracies
for the RGB network, the optical flow network, and the two
networks combined.
6.1. Ablation Study 1: Comparison of Augmenta-
tion Methods
Table 1 show the accuracy achieved when training the
classifier on the subset of videos from each augmentation
technique listed in Section 4.2.
RGB Optical Flow Combined
BG+R 0.58 0.60 0.67
BG+R2T 0.53 0.68 0.68
3D+R 0.58 0.70 0.66
3D+M 0.59 0.56 0.67
R3D+R 0.59 0.70 0.69
Table 1: Test accuracies for model trained on individual
augmentation methods.
The simplest background with rotation method performs
well in RGB and combined, but underperforms in optical
flow, indicating that it is important to have different sizes
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of models for the optical flow network to learn to be size-
invariant. Varying the size and location of the subjects helps
to deal with this, but the RGB accuracy decreases.
Using the living room model as a 3D scene leads to better
accuracy in the individual networks. This can be explained
by the fact that in this augmentation method the humans are
not necessarily centered, which helps enforce size and loca-
tion invariance in the network, but the range of sizes is not
as large as in BG+R2T which could explain the better accu-
racy in RGB and optical flow. Since the videos are rendered
from a full 3D model, they are also more realistic geometri-
cally. Adding camera motion improves RGB performance,
but dramatically decreases the performance of the optical
flow network. This could be due to the camera motion be-
ing too fast, which causes non linear behavious if the optical
flow values truncation at the limits described in Section 5.3.
It could also be because it trains the classifier to always ex-
pect camera motion while in reality this is only the case in
some videos.
The best performance overall is from using the repro-
duced 3D scenes. These scenes have realistic backgrounds,
and the proportions and shadows are geometrically correct.
As seen in the feet of the figure in Figure 8, these videos
also can have occlusion, which is not present in any of the
other videos and often occurs in HMDB51.
6.2. Full Dataset Evaluation
RGB Weight Flow Weight
BG+R 1 0
BG+R2T 0 1
3D+R 1 1
3D+M 1 1
R3D+R 1 1
HMDB51 8 3
Table 2: The weights applied to each set of videos
in COMBW (note HMDB51 is only included in
COMBW+HMDB).
Table 3 shows the results from evaluating the model on
the combined augmentation methods. In COMB, all of the
augmentation methods are given equal weight. In COMBW,
they are weighted differently, with weights shown in Table 2
applied to each set of videos. These weights were informed
by the results of Section 6.1, with augmentation methods
which lead to poor classifiers being left out. Note that the
camera motion is included in training the optical flow net-
work even though it leads to poor performance in our abla-
tion study. It turns out there was a 1% reduction in accuracy
when it was omitted, which implies that while not all of the
training videos should have camera motion, it is an impor-
tant factor to include.
HMDB shows the results from training on HMDB alone,
and COMBW+HMDB shows the results of training on
HMDB combined with COMBW. We weight HMDB more
heavily than the other sets, in particular on the RGB train-
ing, since it contains less samples and the classifier perfor-
mance is so much higher when trained on it. However we
do not pretend the weights chosen are optimal - they were
found through trial and error, and could potentially be im-
proved upon in future work.
RGB Optical Flow Combined
COMB 0.54 0.74 0.70
COMBW 0.59 0.75 0.73
HMDB 0.78 0.77 0.81
COMBW+HMDB 0.78 0.82 0.83
Table 3: Test accuracies for model trained on combined
datasets.
Using the entire dataset leads to significant improve-
ments in performance compared to only using certain parts.
This shows that the different augmentation methods work
well in conjunction, for example while using an entire
dataset with camera motion is not effective, including this
with the other augmentation techniques makes for a more
robust classifier.
The RGB performance on COMB is poor, however, and
it seems that the BG+R2T set has a significant detrimen-
tal effect on the performance of the RGB network as re-
moving it in COMBW dramatically improves performance.
The flow network also sees moderate improvements when
the BG+R set is removed and more emphasis is put on the
R3D+R scenes. The final accuracy of the COMBW clas-
sifier of 0.73 is very impressive seeing as the classifier has
never seen any of the videos in HMDB before.
Training on HMDB leads to significant improvements in
particular in the RGB network, which is not entirely sur-
prising. While we try to make the RGB videos as realistic
as possible, they are still based on reconstructions and ani-
mations. The optical flow, on the other hand, can largely be
reproduced in the synthetic videos regardless of how realis-
tic the actual videos are.
Using a combination of our dataset and HMDB improves
the optical flow network performance by 5%, and the com-
bined performance of the classifier by 2%. This shows that
our data is realistic enough, at least in terms of optical flow,
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to bolster smaller datasets and improve performance by in-
creasing the training set size.
Figure 14 shows the combined performance of the I3D
model trained on each of the datasets, for each class.
COMB COMBW HMDB COMBW
+HMDB
0.0
0.2
0.4
0.6
0.8
1.0
Cl
as
s A
cc
ur
ac
y
Walking
Sitting Down
Hand Waving
Figure 14: Per-class accuracy of the model trained on each
dataset.
The main source of confusion in the classifiers is between
’walking’ and ’hand waving’. Since these both mostly hap-
pen from an upright position, they look more similar than
’sitting down’, on which the accuracies are close to 1.0. The
generated videos seem to struggle in particular with walk-
ing, which we attribute to two problems. The first is that
walking shots often have close ups on the upper body of
the person, and our generated videos do not have this. The
second is that all of our models are moving on a constant
point in their scenes, since there was no readily available
position information in the dataset. This means that images
like that shown in Figure 15, where there is a close up and
all the motion is in the background of the scene are difficult
for the model trained on our dataset. In contrast, the model
performs well on walking videos where the entire body is
in the frame, as seen in Figure 16.
The I3D network trained on the generated videos has
higher accuracy on hand-waving than that trained on
Figure 15: Model predicts
’hand waving’.
Figure 16: Model predicts
’walking’.
Figure 17: Model predicts ’sit-
ting down’.
Figure 18: Model pre-
dicts ’sitting down’.
HMDB. This could be in part because the classifier is more
biased towards hand waving rather than the classifier be-
ing better, but using the generated videos to augment the
HMDB training set does improve performance on hand
waving, with only a slight fall in walking accuracy.
Figures 17 and 18 show two more examples of predic-
tions from the classifier trained on our dataset. The clas-
sifier is able to accurately recognise the person sitting in
Figure 17 even though they are occluded by the desk, but
struggles with the person who is waving in Figure 18 where
only the upper part of their body is shown, and they look
like they could be sitting down.
6.3. Ablation Study 2
To justify the complexity of generating the synthetic, we
try training the I3D model on the human body models with-
out any background (HBM-B), and on the raw videos of
the subjects performing the activities from the MoVi dataset
(RV). The results are shown in Table 4.
RGB Optical Flow Combined
HBM-B 0.51 0.67 0.65
RV 0.58 0.66 0.68
Table 4: Test accuracies for model trained on ablation
datasets.
The results indicate that including a background to the
scene is important for RGB classification, but has less of
an effect on the optical flow network. This is unsurprising
as the stationary backgrounds should not have an effect on
the optical flow output. The optical flow on our synthetic
dataset is still higher, which shows that the occlusion and
camera motion effects in the video generation are important
for performance.
Using the training videos achieves high RGB perfor-
mance and optical flow performance, but not as high as our
generated videos. While the videos are more realistic, they
do not offer the same range of viewing angles as the gen-
erated videos, and do not include other augmentation tech-
niques like occlusion and camera motion.
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7. Conclusion
In this paper, we have shown that it is possible to train
a high performing classifier with a purely synthetic dataset.
Moreover, we have shown that synthetic data can be used
alongside real data to improve on performance, with partic-
ular improvements in optical flow processing.
These results serve as a proof of concept, implying that
synthetic data is a valuable tool in human activity recogni-
tion. By being able to generate infinite permutations of hu-
mans in environments, we are able to provide a rich dataset
for training even if the videos are not completely realistic.
We believe that with more sophisticated video augmenta-
tion techniques, the improvements could be even more dra-
matic. In particular, more realistic videos could allow for
improvements in the RGB stream as well as the optical flow
stream.
8. Future Work
We identify some key areas in which our video genera-
tion could be improved.
More variation in the videos. We found that many of the
videos in the test set had close-ups on the upper body of
people. Including these into our data would be easy, and
could improve performance. We could also include more
occlusion by actively placing objects in the 3D scenes be-
tween the camera and the human.
Adding clothing to the subjects. An obvious technique to
make our subjects more realistic would be to generate them
with clothes. The work done by Lassner et al.[17] achieves
exactly this aim. They have built a deep learning generative
model for people in clothing. They train models on a large
image base build on top of the Chictopia 10K dataset. Dur-
ing our initial attempts at building our dataset, we ran into
issues with their current codebase and had to opt for SMPL
based models instead. Using their generative model could
be a promising step towards more realistic videos.
Implementing movement. The humans we generated are
all fixed on one spot in their scenes, not moving during the
video. This was done because the movement information is
not directly provided in the MoVi dataset, but if movement
were infered from the IMU sensors and videos, our gener-
ated people could be made to walk across the scenes instead
of walking on the spot. This would make for more realistic
optical flow as well as RGB frames.
Automating human placement. Placing the humans in the
3D scenes was a very time consuming job as the rotation
and translation parameters needed to be tuned one by one.
This limited the number of scenes we could recreate. The
process could be made semi-autonomous by implementing
a GUI where a user could rotate the scene and place the hu-
man in acceptable locations. The possible human placement
locations could also be automatically inferred from surface
normal and geometric information in the scenes. A better
improvement still would be to be able to automatically lo-
cate ’sittable’ objects in the environment so that the people
do not sit in mid air.
Generating videos at train time. Since the videos were
time consuming to generate, we generated them all before
training and trained on each video multiple times. One po-
tential advantage of a synthetic dataset is that the videos
could be generated before each training epoch, to discour-
age the model from overfitting by never showing it the same
video twice.
As well as improving the dataset, we could see how
well our dataset works for other classifiers, and try to im-
prove on state-of-the-art performance by augmenting with
our videos.
.
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