ABSTRACT As a promising biometric technique, the finger-vein image recognition has seen a recent surge of interest. However, the collected finger-vein images are often degraded seriously because of various vein patterns, uneven illumination, and unsatisfied sensor conditions. This makes vein representations unreliable and inevitably impairs recognition accuracy. In this paper, a new model based on the pulse coupled neural network (PCNN) is proposed to enhance finger-vein image quality, and further to improve the reliability of image recognition. First, a simplified PCNN model for finger-vein image enhancement is proposed to reduce computational complexity. Then, a new parameter setting scheme is developed to automatically adjust the parameters in the present PCNN model, without involving any empirical correlations or training. Finally, extensive experiments are carried out, and the performance of the proposed PCNN model is evaluated by calculating four metrics, including the gradient in the spatial domain (GSG), the gray contrast (GC), the information capacity (IC), and the deep evaluator based on the stacked auto encoder (DESAE). The results have verified the capability and reliability of the presented PCNN model as well as the parameter setting scheme in finger-vein image enhancement. In addition, the enhanced finger-vein images by the present PCNN model have been shown to be able to improve the recognition accuracy significantly.
I. INTRODUCTION
With the increasing requirements of information security in the past few years, there has been a remarkable growth in biometric recognition techniques [1] . Among them, human finger-vein pattern recognition has received a great deal of attention for personal identification, due to its attractive properties, like contactless acquisition, low cost, unique identification, high accuracy, and so on [2] . Since vein patterns exist under human skin, traditional cameras can not directly obtain finger-vein images. As a result, the infrared light, that can penetrate skin and be absorbed by veins, turns out to be a popular alternative for the capture of vein images. However, the obtained finger-vein images always have low contrast, owing to light attenuation, skin scattering, complex vein patterns and poor sensor conditions, which bring significant challenges to image recognition [3] , [4] . Therefore, it is extremely important to develop an effective method to
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In recent years, a series of techniques have been developed to enhance finger-vein images, and subsequently increase image recognition accuracy. For instance, Zimmerman et al. firstly used the local histogram equalization for image enhancement [5] , and then Wen et al. combined it with the wavelet denoising for finger-vein images [6] . This method was experimentally proven to be effective in enhancing the contrast of vein images, but it amplified the noise and can not satisfy high performance requirements. After that, Bin et al. combined the Fuzzy and Retinex theory [7] , and verified their ability to improve the contrast of finger-vein images. But the inherent characteristics of finger-vein networks were lost seriously after enhancement. Yang and Yan, Yang and Shi proposed the scattering removal method together with the directional filtering for vein image enhancement [8] , [9] , but its adaptability was limited when the source image quality is poor. After that, they developed a new finger-vein vector field estimation method, that consists of spatial curve filters, curve length field estimation, Gaussian weighting scheme, and vector field estimation [10] . Their experimental results demonstrated that this method was capable of enhancing finger-vein images, and improving finger-vein matching performance effectively. But the enhancing behaviours of this method were sensitive to qualities of original finger-vein images. Syarif et al. proposed an integrated enhanced maximum curvature method with the histogram of oriented gradient descriptor for finger-vein verification [11] . However, this method also caused an obvious loss of information in images, and the maximum curvature varied with image qualities. It is concluded that, although existing methods can enhance finger-vein images and then improve the recognition efficiency to a certain degree, undesired limitations still exist in these models, which deteriorate the overall performance of identity authentication systems. These mentioned limitations subsequently motivate us to explore more suitable methods to enhance finger-vein images and improve recognition accuracy.
In early years, Eckhorn et al. carried out a series of experiments about the synchronous dynamics of neuronal activity in cat visual cortex. The obtained results subsequently inspired them to develop a cortical model, which had significant potential in image processing due to its ability to cause adjacent neurons with similar inputs to pulse synchronously [12] . In light of this bio-inspired model, the PCNN model is recently emerged and has received extensive attention, because of its various advantages, like pulse coupling, nonlinear modulation, automatic threshold, and so on [13] - [20] . The PCNN model also gained great potential in the field of image processing, such as image segmentation [19] , [20] , fusion [13] - [15] , [17] , feature extraction [16] , [18] and object recognition [21] . The classical PCNN model has become an attractive alternative to previous methods for finger-vein images enhancement, but it is still time-consuming because of its complex structure. Recently, some investigations have been conducted and verified that the classical PCNN model can be simplified to reduce computational complexity, while keeping its essential visual cortical properties. In addition, related researches have demonstrated that the simplified PCNN model can make great achievements in image enhancement, due to its high robustness in both global and local processing [12] . Thus, a simplified PCNN model combined with visual imaging characteristics is employed to enhance finger-vein images in this work.
It is worth noting that the application of PCNN in image enhancement has been seriously limited, since a large amount of model parameters need to be determined. To overcome this limitation, some researchers have proposed related empirical correlations for model parameters. But these correlations always have poor robustness and reliability, and may not define all the parameters for various finger-vein images [16] , [22] . On the other hand, researchers have proposed some training methods for parameters determination [23] , [24] , which are proven to be time-consuming and inflexible. Therefore, an automatic parameter setting scheme for the PCNN model is developed in this work, by exploring the inherent characteristics of finger-vein images. Based on this scheme, the model parameters can be determined automatically without depending on any empirical correlations or trainings. Through a series of experimental tests, the present PCNN model that with a newly proposed parameter determination scheme is proven to have simple implementation and strong adaptability. The rest of this paper is organized as follows. In Sections II-IV, the employed PCNN model for finger-vein image enhancement is introduced, and a new scheme is developed to automatically determine model parameters, then experimental validations are carried out in Section IV, and finally a summary of the present work is provided in Section V.
II. PCNN MODEL FOR FINGER-VEIN IMAGE ENHANCEMENT
The classical PCNN model consists of three parts as shown in Fig. 1 : the input, the modulation and the pulse generator [13] . The neuron N ij at position (i, j) receives two distinct input signals as follows, (2) where n is the iteration step, F ij and L ij are the feeding and linking inputs, respectively. These two inputs are associated with the inputs F ij [n−1] and L ij [n−1] of at previous iteration step n − 1 by delay factors e −α F and e −α L , respectively. They are also interacted with previous outputs Y kl [n − 1] of neighboring neurons at position (k, l) through the constant synaptic weights M and W , respectively. Besides, the input F ij receives the additional input stimulus S ij .
In the modulation part, the internal activity U ij is generated based on the combination of two inputs as,
with β denoting the linking strength. The activity U ij further controls the firing conditions of neuron N ij by comparing with VOLUME 7, 2019 FIGURE 2. The simplified PCNN model.
where Y ij [n] is the neural pulse output, and the neuron fires with Y ij [n] = 1 or not with Y ij [n] = 0. Based on this pulse output, the present threshold is updated as,
In the above model, the parameters v F , v L , v T and α F , α L , α T represent the amplitudes and the exponential decay coefficients of F, L, T respectively. When applying the above PCNN model to finger-vein image enhancement, a single-layer two-dimensional array of laterally linked pulse coupled neurons is involved in the network. The number of neurons equals to the pixels of finger-vein image, and a one-to-one correspondence exists between image pixels and network neurons. Various simplified PCNN models have been developed because of the involved complex model parameters. Among them, the Unitlinking PCNN model, that can keep the essential characteristics of PCNN and reduce computational complexity [18] , is used for finger-vein image enhancement in this paper. In this simplified PCNN model, as displayed in Fig. 2 , the feeding input F ij only accepts external stimulus signal S ij , and the linking input L ij only contains outputs Y kl [n − 1] of neighboring neurons. Therefore, the above mathematical description equations (1)- (5) will reduce to,
Here the stimulus signal S ij equals to the input finger-vein image. Note that, the pulse output Y ij that stands for firing conditions, can not be used to represent enhanced finger-vein images directly, while firing time instances can. This can be explained by the fact that, neurons (or pixels) with different gray values have different firing periods, the pixel with larger gray value fires earlier than that with smaller value. In addition, the noisy pixel can not synchronize with its neighbors because their firing intensities are different.
Existing investigations have shown that the subjective sense of human eyes is logarithmically related with the physical intensity of a stimulus [25] , [26] . Thus the human subjective feeling of light E ij , that also represents the gray intensity of enhanced images, can be illustrated as,
where a is the gray intensity of the lightest pixel in a source finger-vein image. According to the above introductions, it is found that, the behaviors of the present simplified PCNN model is characterized by four adjustable parameters, namely, the weight matrix W , the linking strength β, the exponential decay coefficient a T , and the amplitude v T . The determinations of these parameters are then introduced in details.
III. AUTOMATIC PARAMETERS DETERMINATION
There are four adjustable parameters in the present PCNN model as mentioned before, with each one playing a specific role. In this section, a novel method is built for the purpose of assigning proper values to these parameters, and further optimizing the image enhancement process. The way to automatically determine each parameter is explained as follows.
A. THE WEIGHT MATRIX W
The weight matrix W decides the linking intensities between a certain central neuron N ij with its surrounding neurons in a square area n w × n w [12] . To be specific, it brings previous outputs Y [n − 1] of neighboring neurons into the central one, and further decides the value of internal activity. Thus, this matrix can be designed according to the link correlations between neurons. Theoretically, the linking strength between each surrounding pixel and the central one changes with respect to their distance, and it is larger when the distance is smaller. In addition, two neighboring pixels are closer along finger vein orientation, but farther along vertical direction. So, the matrix W can be defined directly, by taking into consideration both the distance and direction between surrounding and central neurons. In this work, the size of square area (also of W ) is supposed to be n w × n w = 5 × 5, and the weight values of surrounding neurons are set as in Fig. 3 . Note that, after normalization, involved parameters should satisfy the following two conditions, namely, a > b > c > d and 2a + 4b + 8c + 16d = 1. In addition, by conducting a series of experimental tests, the specific values of these parameters are set as a = 0.26, b = 0.1, c = 0.01, d = 0 in the following studies.
B. THE LINKING STRENGTH β
The parameter β controls the amount of modulations of feeding inputs, and also represents the linking strength among neurons [27] . The larger the value of β is, the more strongly a neuron is affected by its neighboring neurons. This leads to a more drastic fluctuation in internal activity U . On the contrary, the image enhancement can not satisfy high-quality requirements if β is too small. Thus β should be chosen appropriately, and related literature has addressed this problem and derived the scope of β as [28] ,
where S R max (S R min ) and S B max (S B min ) denote the maximum (minimum) gray intensities of the higher and lower intensity regions, respectively. Similarly, L R min and L B min are the minimum linking inputs received from the higher and lower intensity regions, respectively, and L B max is the maximum value of the linking inputs from the higher intensity region. For brevity, the maximum value in Eq. (10) is selected for β, with the maximum pixel S max and the histogram threshold S Thre being S R max and S B max , respectively. In addition, the parameter L B max is decided according to Eq. (7), of which the maximum value can be obtained when Y = 1 at every neuron,
Based on these selections, the value of β can be finally calculated as,
C. THE EXPONENTIAL DECAY COEFFICIENT α T AND THE AMPLITUDE v T α T and v T are the decay coefficient and amplitude of threshold T , which control the firing cycle that is closely related to the subjective feeling of human eyes. As mentioned before, studies have reported the logarithmical relationship between the subjective feeling intensity ξ and the actual light intensity ε as [25] , [26] ,
where k and k 0 are two constants. The corresponding curve of this relationship is further graphed in Fig. 4 . It is observed that, in the high intensity (bright) area, the difference of subjective intensity is smaller than the physical level, so a slower decay speed is needed. On the other hand, in the low intensity (dark) region, the opposite results are observed and a faster decay speed is more suitable. Considering the decay speeds of these two areas, their firing cycles should satisfy,
Based on Eq. (15), it can be assumed that, in the iteration step l + 1, the higher intensity neuron is fired but the lower one is not. Eq. (4) thus can be rewritten as,
Since the internal activity U equals to S before firing, the above equation becomes,
According to Eqs. (6)- (8), it is known that,
Given the initial conditions as 
the internal activity and the threshold in the second step can be obtained,
It is further assumed that the highest pixel is fired but the lowest one is not in step 2, and the following relationship can be obtained based on Eqs. (20) ,
where S low = 1 and S high = S Thre . Thus the amplitude of S Thre can be obtained as,
The amplitude v T = S Thre (1 + β) is chosen here, and the second threshold can be written as,
Since the internal activity is U [n] = S ij before firing, the lowest pixel satisfies the condition e −α T v T + v T ≤ 1. Based on these equations, the relationship between the decay factor and the amplitude can be derived as α T = ln
D. THE ITERATION STEP N
In order to terminate the PCNN process properly, the fired ratio f is used here to decide the iteration step,
where Num fired denotes the fired neurons in the current iteration step, and Num all is the total neurons. If the ratio f is larger than a small positive threshold value, the PCNN process will be stopped. It is noted that zero pixels will never be fired since
. Thus, the system will be set to terminate automatically in the iteration process if the fired number equals to non-zero pixels in the vein image.
IV. EXPERIMENTS AND DISCUSSIONS
To validate the capability and reliability of the present simplified PCNN model, a series of experiments are carried out based on four databases, including the NJUST-FV database collected by ourselves, the SDU-MLA database from Shandong University [29], the THU-FV database from Tsinghua University [30] , and the HKPU-FV database from Hong Kong Polytechnic University [31] . Firstly, the quality of enhanced images is analyzed both qualitatively and quantitatively. After that, the image recognition performance is further investigated, since it is directly affected by finger-vein image qualities.
A. DATABASE BUILT
The self-designed device is composed of three parts, namely, the near-infrared LED array, the finger placement holder, and the CMOS camera (see Fig. 5 ). The finger placement holder lies in the middle of the LED array and the CMOS camera with a gap of 10 mm. The LED array is at a wavelength of 850 nm, and the CMOS imager that has a lens with 8 mm focal length, is the 1/4-inch image sensor OV7725 from Ominvision. To build up the present database, 40 volunteers aged from 20 to 35 years old were gathered, with the male to female ratio being 3:2. During the image collection process, volunteers firstly put their fingers in the holder and back to the LED light array, then we adjusted the near-infrared light intensity to an appropriate range, and finally obtained the vein images by touching the acquisition button. The finger-vein images were collected from the index and middle fingers of each volunteers, and the collection process was performed 6 times on each finger. A total of 960 finger-vein images are obtained finally, which constitute the present NUST-FV database. More detail of these four databases used in this work are presented in Table. 1.
B. PERFORMANCE METRICS FOR IMAGE QUALITY
Traditional assessments are often designed to evaluate the quality of enhanced images, which has made great achievements. Among these traditional criterions, four metrics are selected here to assess finger-vein image quality: the gradient in spatial domain, the gray contrast, the information capacity, and the deep evaluator based on stacked auto encoder [32] .
1) GRADIENT IN SPATIAL DOMAIN
GSD can effectively describe the clarity of local ridge-valley orientation of a finger-vein image, and further assess the enhanced image quality locally. The larger the gradient is, the higher quality the enhanced image has [34] , [35] . The finger-vein image is firstly divided into several blocks of size m × n, and the covariance matrix J of the gradient vectors for each block B is defined as,
where g s = g x s , g y s denotes the gradient of gray level at pixel (x, y) in the block. J is a positive semi-definite symmetric matrix with two eigenvalues λ 1 and λ 2 . The normalized coherence measure is defined as:
with 0 ≤ k ≤ 1. Then the quality of the image can be computed as the weighted average of the coherence between blocks as,
where µ i represents the weight of the ith block, and r is the number of blocks.
2) GREY CONTRAST
The grey contrast of a finger-vein image can be represented by the standard deviation of its gray level, and the larger GC stands for the better enhancement algorithm [36] . In each block, GC is calculated as,
where G M denotes the averaged gray level of block B, G s denotes the local gray level of pixel s. Then the averaged GC for the whole finger-vein image is given by,
3) INFORMATION CAPACITY
IC of finger-vein image is calculated as the image entropy, and the larger entropy represents the more effective information, and subsequently the better enhanced image [37] . The 2-D histogram Num (G 1 , G 2 ) is defined as the frequency of the event that the pixel with grey level G 1 has a right neighbor with G 2 . Then the histogram is normalized by the peak logarithm log (max (Num (G 1 , G 2 ))) as,
Based on the aggregation Norm log (G 1 , G 2 ), the image IC can be defined as,
where lb is the base-2 logarithm operator, and ω is the accumulation domain, and it is given as (0, 255) in this paper.
4) DEEP EVALUATOR BASED ON STACKED AUTO ENCODER
DESAE is a image retargeting quality assessment, and it evaluates image quality based on both geometry and content features, which is sensitive to the foundational information in images [32] . It can be computed as,
where ω D is the proportion index and it is set as ω D = 0.423 in this work. q GS and q CM are image qualities considering only geometric shape and content, respectively. These two qualities are defined as, 
with f GSD , f GC , f HOG , f SSIM , f IC , and f PSNR being the features vectors of GSD, GC, histogram of oriented gradient (HOG), IC, SSIM, and PSNR [33] , respectively. Note that, the larger value of Eq. (33) means the better quality of a finger-vein image.
C. QUALITATIVE AND QUANTITATIVE COMPARISON OF ENHANCED IMAGES
Four finger-vein images are selected from the above four databases, with one image being randomly picked out from each database. These four images are then enhanced based on the proposed algorithm and other four existing algorithms, namely the Gabor, the CLAHE, the RETINEX and the LBP. The enhanced images are shown in Fig. 6 . It is observed that, in each database, the enhanced images by different methods qualitatively illustrate a similar fashion. Specifically, LBP can bring a large number of noises, which even cover up the original vein textures. The Retinex and Gabor can remove the noises successfully, but they lose vein information unfortunately. Different from these models, both CLAHE and PCNN can enhance the images with the noises being removed obviously. It still should be emphasized that, the present PCNN can highlight the characteristics of finger vein more sufficiently than CLAHE. It is therefore can be concluded that, the present PCNN is an overwhelming algorithm and can extract the vein texture more obviously.
Apart from the above direct observations, the present algorithm is further quantitatively compared with existing algorithms under different databases. The calculated distributions of enhanced image qualities, and the corresponding statistical tables are illustrated in Figs. 7-9 . Under database NJUST-FV, the results in Fig. 7 show that the veraged GSD, GC, IC and DESAE by the present PCNN algorithm are 0.6087, 31.5743, 9.2709 and 6.4869, respectively, which are better than other existing algorithms. To be specific, the enhanced images based on LBP and Retinex algorithms are generally poor, while those using the CLAHE algorithm are slightly improved. In addition, the Gabor and the Retinex algorithms perform better in image enhancement when GSD and GC are concerned, but they are apparently unsatisfying in terms of IC. Hence, based on NJUST-FV database, the present simplified PCNN algorithm is more desirable than these existing methods.
The results based on SDU-MLA database are given in Fig. 8 . The comparison shows that the enhanced images of PCNN, Gabor and CLAHE are basically the same for the first 300 images, and the advantages of the PCNN algorithm can be reflected only from the perspective of IC. Then, with the increase of image numbers, the image quality tends to be stable, and averaged GSD, GC, IC and DESAE of the PCNN algorithm are 0.6855, 23.9111, 6.1768 and 6.1851, respectively. Again, they are generally better than other algorithms under this database. It is also found that, CLAHE can produce satisfying enhanced images, and can even enhance images with poor qualities significantly in terms of GSD. In addition, GC and IC of the Gabor-based images are just below those of the PCNN and the CLAHE, but their GC are undesirable, and are even lower than the original image. The Retinex algorithm just makes slight improvements in image enhancement, and the quality of the enhanced image is even lower than that of the original one in terms of DESAE. The LBP algorithm has the worst image quality due to the serious information loss. Thus, the present PCNN also shows its ability to enhance images with satisfactory qualities under the SDU-MLA database.
For the THU-FV database, the results in Fig. 9 demonstrate that, on average, GSD, GC, IC and DESAE of the present PCNN are 0.576, 23.8313, 7.3566 and 6.6593, respectively.
Thus, the present PCNN works better than other algorithms, and even shows its absolute advantages in terms of GC. Besides, the Gabor-based GSD of enhanced images is just behind the PCNN-based one, but the Gabor-based GC and IC are not satisfying and even worse than those of original images. As for the results from CLAHE, IC and GC are generally undesirable. Then, GSD under the Retinex algorithm are improved significantly, but GC, IC and DESAE are still poor. The LBP algorithm works the worst again under this database. Therefore, the present PCNN method is favourable for image enhancement under the SDU-MLA database.
Finally, experiments are carried out based on the HKPU-FV database, and the results are provided in Fig. 10 . As can be seen, the present PCNN shows its advantage for image enhancement over other algorithms, and the averaged GSD, GC, IC and DESAE by this model are 23.1059, 0.6294, 3.6167 and 6.0966, respectively. It is observed that, CLAHE works equally or even slightly better than the present PCNN in terms of GC and GSD, but far worse based on the calculated IC and DESAE. On the other side, the quality of RETINEX-enhanced images is unsatisfactory in terms of every quality metric, and even lower than the original images. As for Gabor and LBP, they can improve the source images from the aspects of IC and DESAE, but they still can not produce images as better as the present PCNN. In addition, these two methods also display their limitations from the calculated GSD and GC. In summary, it can be concluded that, the present PCNN algorithm has demonstrated its high robustness and performance in finger-vein image enhancement, based on different assessments and databases.
D. RECOGNITION PERFORMANCE
The image quality affects the recognition efficiency directly, and high-quality images can promote high-performance recognition. Thus, after the above comparison between enhanced images, the recognition performance is further examined. False Rejection Rate (FRR) and False Acceptance Rate (FAR) are two important indicators to evaluate the performance of finger-vein recognition systems. FRR is the probability that an authorized object is falsely rejected, and FAR is the probability that a non-authorized onject is accepted as an authorized one [2] . In the Receiver Operating Characteristic (ROC) curve, that illustrates FAR against FRR at different thresholds on the matching score, the lower the ROC curve is located, the better the image quality is. Fig. 11 shows the ROC curves for the proposed PCNN algorithm as well as Gabor, CLAHE, Retinex and LBP. It is observed that, the present PCNN can produce significantly higher recognition performance under SDU-MLA and HKPU-FV databases, since its ROC curve is located at the lowest FRR/FAR region than others. On the other hand, under the NJUST-FV and THU-FV databases, the ROC curves of CLAHE and original images are sometimes slightly lower than that of PCNN, but the overall performance of PCNN is still the best. In addition, the Equal Error Rate (EER), that is defined as the error rate with FAR = FRR, can be regarded as an indicator of system performance. As marked in Fig. 11 , the EERs of the proposed PCNN algorithm are all the lowest, suggesting the present PCNN can produce more satisfactory recognition performance than existing methods.
V. CONCLUSION
In this paper, a simplified PCNN model is proposed to enhance finger-vein images with lower computational complexity and higher efficiency. A novel parameter setting scheme is designed for the proposed PCNN model. Based on this scheme, the model parameters can be determined automatically according to different images, without involving any empirical correlations or trainings. The validity of the established PCNN model is tested by a series of experiments based on four databases (SDU-MLA, THU-FV, NJUST-FV and HKPU-FV). The enhanced images by the present PCNN method are compared with those by existing models, like Gabor, CLAHE, RETINEX and LBP. The spatial gradient, the gray contrast, the information capacity and the deep evaluator based on stacked auto encoder are calculated and analyzed. The results indicate that the present PCNN can produce enhanced finger vein images with higher qualities, and improve the efficiency of finger-vein image recognition. In terms of future works, an intriguing question is whether or not this model is useful for finger vein segmentation. The PCNN has been applied for segmentation in [12] and has been extended to many industrial applications [24] , [28] , but its potential in finger vein image is still uncovered. In addition, it is also necessary to extend the present PCNN model in daily or industrial applications. Existing studies [38] have demonstrated that wearable vision systems can be built to make visually impaired group more satisfied in visual needed situation, but the captured images are always with undesired quality. Combining such application with the present PCNN model could enhance the captured images and further improve the performance of the vision system. 
