We show that unary PCF, a very small fragment of Plotkin's PCF [?], has a decidable observational pre-order, and that its fully abstract model is effectively presentable. This is in marked contrast to larger fragments, where corresponding results fail [?]. The techniques used are adaptions of those of Padovani [?], who applied them to the minimal model of the simply typed lambda calculus.
Introduction
Plotkin's PCF [?] is a typed lambda calculus, with natural numbers and basic numerical operations, and recursion at arbitrary types. As this calculus can express arbitrary recursive functions, in general, questions about this calculus will obviously tend to be undecidable.
If we restrict the calculus to have only finitely many values, instead of all natural numbers, at ground type, then we obtain a calculus-finitary PCFfor which decidability questions are more sensible. Jung and Stoughton [?] raised the question of whether, or not, the observational pre-order of finitary PCF is decidable, in the hope that a sufficiently good construction of the fully abstract model of PCF would enable this order to be read off in an effective manner. However, in [?] it is shown that that ordering is undecidable.
This article is concerned with an even smaller fragment of PCF, namely unary PCF, where we have only one value at ground type (an alternative presentation could have multiple values, but no means within the calculus of distinguishing them). Here, in marked contrast to finitary PCF, we show that the observational pre-order of unary PCF is decidable. Our proof is not by a semantical construction of the fully abstract model, the proof technique envisaged by Jung and Stoughton, but rather by a mostly syntactical argument, involving fairly technical manipulations of terms.
The argument is an adaption of one invented by Padovani, who showed [?] that the minimal model of the simply typed lambda calculus has an effective presentation. By deciding the solvability of certain equations in the calculus, we can effectively construct a presentation of the appropriate model of the calculus; and then by working within the model, we can calculate the observational ordering.
The question that this paper answers was asked by Kahrs [?] . He showed that the decidability of the "variable containment problem" reduces to the result of this paper. The variable containment problem is, given some higher order rewriting relation, to decide whether or not rewriting can produce new free variables.
Some notational conventions. We use typewriter style lower case letters (x, y, z . . .) to range over variables of lambda calculi. Italic letters (A, B, x, y . . .), when used as syntactical entities, are used as meta-variables ranging over terms.
We shall use both vectors A = A i i∈I and sequences t = t 1 . . . t n . Operations on vectors are generally component-wise, while operations on sequences are repeated: F A = F A i i∈I , but g t = g t 1 . . . t n . Note that A j (or y j ) denotes the jth vector (or sequence) in a collection of vectors (or sequences), not the jth component of A (or y).
Preliminaries
Definition 1 Unary PCF (PCF 1 ) is the simply typed lambda calculus, with a single ground type o, constants , ⊥ : o, and a binary operator ∧ : o⇒o⇒o. We always use the infix notation x ∧ y for ∧. In addition to the usual conversions of β-reduction and η-expansion, we give two reductions for ∧:
This calculus is Church-Rosser and strongly normalising, as readily follows by the techniques of [?] . We define pre-orders σ on the closed terms of each type σ as follows. For a, b : o, we put a o b if and only if, if a has normal form , then so does b. At higher types, we make a logical relation:
An application of the logical relations lemma [?, ?] shows that ≡ S is reflexive at each type. An induction over types easily shows that (a) f σ⇒τ g iff, for all closed r : σ, f r g r, and (b) is transitive.
The pre-order is the observational pre-order (although this is not the usual definition). Observational equivalence, ≡, is ( ) ∩ ( ) −1 . The fully abstract model arises by taking the quotient of ≡.
In this paper, we shall show that the relation is decidable, and that the fully abstract model can be presented effectively. We do this by analysing a class of calculi containing unary PCF. There are two equivalence classes of type o, one containing and the other containing ⊥. These form an idempotent commutative monoid with binary operation ∧ and unit . We generalise this with the definition below:
Definition 2 Let (A, ∧, ) be the free idempotent commutative monoid generated by a finite non-empty set S. The lambda calculus λ S generated by S has a single ground type o, each member of S is a constant of ground type, and we have additional constants : o, ∧ : o ⇒ o ⇒ o. We do not count the constants as variables; hence the term κ ∧ is closed for any κ ∈ S.
We denote the set of type σ closed terms of λ S by λ S σ . As the simply typed lambda calculus is strong normalising and ChurchRosser, there is an obvious interpretation of λ S o in A. Let ≡ S be the logical relation such that for closed t 1 , t 2 : o we have t 1 ≡ S t 2 if and only if t 1 and t 2 have the same interpretation in A, and for f, g : σ ⇒ τ , we have
Clearly ≡ S gives an equivalence relation on the terms of ground type, and it follows immediately that ≡ S is symmetric at all types. Just as for PCF 1 , we may use the logical relations lemma to show that ≡ is reflexive and transitive at all types, and thus an equivalence.
We define the model M Note that the language of λ {⊥} is that of PCF 1 , and ≡ {⊥} is just observational equivalence, so that M {⊥} is the fully abstract model of PCF 1 . If r is a normal member of λ S o , then the equivalence class of r is determined by the set of members of S that occur in r, and vice versa. M S is a term model, and as such has a few sensible properties: the interpretation of a closed term is the equivalence class of that term, and the constants and operations of λ S induce well defined operations on M S .
Definition 3 An effective presentation of M S is a pair of effective functions (m, a), with m(τ ) a finite set for any type τ , and with (x, y) → a(σ, τ, x, y) a function from m(σ ⇒ τ ) × m(σ) to m(τ ), such that M S is isomorphic to m with application a.
For there to be an effective presentation of M S , it is necessary and sufficient for there to be a effective function mapping types σ to the number |M S σ |; necessity is obvious and sufficiency follows from the fact that ≡ S is co-r.e.
Definition 4 An interpolation equation is an equation in the form
where X is a variable of some type S . An interpolation system is a set of interpolation equations all with the same variable:
It is convenient to use the vector notation [X A 1 . . . A N = B] for interpolation systems. A solution of an interpolation system Φ is a term that is a solution to each member of Φ. Unless otherwise stated, we assume that all interpolation systems are finite.
Lemma 5 1. Equivalent (by ≡ S ) terms solve exactly the same equations (and systems).
The solution set of an equation (or system) is unchanged if we replace
the A i j and B i by equivalents.
3. A member of M S -i.e., an equivalence class of ≡ S -is the set of all solutions to some interpolation system Φ. In particular Φ can be taken to be the infinite set of all equations satisfied by a particular member of the equivalence class.
By limiting the A i j and B
i of the system Φ above to a unique choice of representative for each equivalence class of ≡ S , we may take Φ to be finite. 4. Let S j contain a unique representative of each equivalence class of type σ j , and let T contain a unique representative of type o.
By 2., the solutions of the system Φ above remains unchanged if we retain only those equations for which the A i j and B i are members of the S j and T . For the finiteness, we show that M S is finite at each type, using induction on the type. Clearly, |M
The lemma above shows that there is a close relationship between interpolation systems and the model M S . There is also a close relationship from the point of view of decidability:
S has an effective presentation if and only if there is a procedure for deciding the solvability of interpolation systems (for λ S ).
Proof: The "only if" part is obvious by 1. of the previous lemma; given an effective presentation of the model we can search through the presentation for a solution to any given problem. Conversely, an effective presentation can be built by recursion on types, by solving interpolation systems. We shall find an m(σ) that is a set of equivalence class representatives for ≡ S . Given σ and m(σ 1 ), . . . , m(σ N ) where σ = σ 1 ⇒· · ·⇒σ N ⇒o, to find m(σ) we need only find which set-theoretic functions f from m(σ 1 ) × · · · × m(σ N ) to m(o) are definable by closed terms. Given such a function f , let the interpolation system Φ be
Clearly f is definable if and only if the system Φ has a solution.
Note that this equivalence is uniform in S and well-behaved w.r.t. the types in question.
Usefulness
The algorithm for deciding solvability for interpolation systems Φ will be a divide-and-conquer one. Given an interpolation system, we will search for terms showing the system is 'self-useful' as defined below. Finding such terms allows us to reduce the solvability of Φ to that of certain proper subsets of Φ.
Definition 7 Let T be a set of constants disjoint from S. Any substitution mapping T into λ S o gives a well defined map from
• For each κ ∈ T , there is i ∈ I such that (some representative of)
• For each i, there is a substitution with domain T and co-domain λ
, then E is S-useful for B if and only if the corresponding vectors in the models are useful. If S is clear from the context, then we will write useful rather than S-useful. (Note that S-usefulness does not depend on the choice of T such that E ∈ (λ
with parameters in λ S is Sself-useful if there is a vector E, S-useful for B, that can be expressed in the form
Again, we will write self-useful, if S is clear from the context.
Below we give a few basic properties of usefulness that are useful later.
Lemma 8 1.
Suppose that E is useful for B. Then, for each i, the substitution mapping E i to B i can be taken to be the substitution mapping each κ ∈ T to a representative of B i .
Let
be an interpolation system, and T be some set of constants, with the same cardinality as Φ, and disjoint from S. Then Φ is self-useful if and only if there are s i,j ∈ λ S∪T such that (??) is S-useful for B.
(Informally, this just says that in the definition of self-usefulness, we may take T to be some fixed set with the same cardinality as the interpolation system.) 
Otherwise, b i is a finite conjunction of members of S ∪ { }, and e i is a finite conjunction of members of S ∪ T ∪ { }, and further, any member of S occurring in e i also occurs in b i . The result is now obvious, considering the idempotence of ∧.
2. Suppose that an interpolation system is self-useful, with the useful vector (??) using constants in the set T 0 . Let T = {µ i | i ∈ I} be some set of constants indexed by i. For each κ ∈ T 0 , choose i κ ∈ I such that κ does not occur in the normal form of the i κ th component of (??). Using ??. above, it is clear that substituting µ iκ for each κ in (??) gives us another useful vector.
3. The appropriate substitutions are unchanged. Clearly, no κ ∈ T can occur in C i , so if κ does not occur in some representative of E i , then it does not occur in some representative of
Lemma 9 Usefulness is transitive in the following senses:
I are such that C is useful for B and D is useful for C, then D is useful for B.
If
where S, T and U are disjoint.
Proof: We show 1., from which 2. and 3. then follow. Appropriate substitutions are constructed by composition: let σ : T → λ for κ ∈ U. For any term r of λ S∪T ∪U , we have ρ r = σ τ r, so that in particular, ρ D i = B i . For κ ∈ U, there is i ∈ I such that κ does not occur in the normal members of D i , since D is useful for C. For κ ∈ T , there is i ∈ I such that κ does not occur in the normal members of C i , and so κ cannot occur in the normal members of D i either.
The correctness of the algorithm below depends upon the following proposition, whose proof is deferred:
Proposition 10 For every S, every solvable interpolation system in λ S is S-self-useful.
Algorithm. We present an algorithm for building effective presentations and deciding solvability of interpolation systems, simultaneously verifying its correctness.
The algorithm uses a double recursion. The outer recursion is over types σ. The inner recursion will be over the size of an interpolation system of type σ.
Suppose that for any S we can construct an effective presentation of M S at proper sub-types of σ = σ 1 ⇒ · · · ⇒ σ N ⇒ o. To construct an effective presentation of M S σ , it suffices to decide the solvability of certain interpolation systems of type σ, as in the proof of lemma ??.
We do this by recursion over the size of an interpolation system:
If Φ is empty, then any term of the appropriate type will suffice. Take a set T of new constants with the same cardinality as Φ. Using the outer recursion, we construct an effective presentation of M S∪T at sub-types of σ. Now search for s i,j making (??) a vector useful for B. Using our effective presentation of M S∪T at sub-types of σ, we can restrict our search to a finite set of terms; this also places a bound on the n of (??) if we assume that the conjuncts are distinct.
If such s i,j are not found, then by proposition ?? and ??. of lemma ??, Φ is not solvable, and we are done. If the search is successful, then for each κ ∈ T , let I κ be the set of those i ∈ I such that κ occurs in the normal form of the ith component of (??). As |I κ | < |I|, we can use the inner recursion to x N .(x i 1 s 1,1 . . . s 1,α 1 
i , so that for each i ∈ I, we have that t A The rest of this paper is concerned with the proof of proposition ??.
Transferring Terms
The algorithm we just gave constructs terms that are 'transferring' as defined below. We shall make use of terms in this form in the arguments that follow.
Definition 11 An η-expanded term t = λx 1 . . . x N . t 0 is transferring if, for every sub-term of t in the form x i s 1 . . . s β , the free variables of the terms s 1 . . . s β are among x 1 . . . x n .
Note that the condition that the term be η-expanded is vital; the term λx. x (x(λy.y)) of type ((o ⇒ o) ⇒ o ⇒ o) ⇒ o ⇒ o satisfies the condition above, but its η-expansion λxu. x (λv. x(λy.y)v) u is not transferring as it has the sub-term x(λy. y)v, which has v free, but v is not among the outer-most bound variables, which are x and u. Below, we give the fact that our algorithm constructs transferring terms as a lemma.
Lemma 12 Suppose t be a term such that every interpolation system it solves is self-useful. Then every interpolation system solved by t has a transferring solution.
Proof: The construction used in the algorithm λx. r, λx. s → λx. r[s/κ], preserves the property of being transferring. Let Φ be an interpolation system solved by t. Following the divide and conquer strategy (i.e., the inner recursion) of the algorithm, we get that the interpolation system Φ has a transferring solution. (Note that the outer recursion of the algorithm is not needed here-the sets M S σ exist and are finite, and for this proof they do not need to be given effectively.)
The following condition is used in the constructions that follow; it allows us to distinguish which sub-terms of some term are vital to the behaviour of that term.
Definition 13
Let s be a closed term of type o, and let t be a sub-term (occurrence) in s.
Form s by replacing t with a new constant κ. The normal form of s is a conjunction, where the conjuncts are either members of S ∪ { } or terms with head κ.
We say that t is active in s if at least one of the conjuncts has head κ. (This is equivalent to s depending on κ, when interpreted in M S .)
Lemma 14
1. An occurrence t 1 t 2 is active in s if and only if t 1 is active in s.
2. If t is a closed, ground, sub-term of s, then a sub-term u of t is active in s if and only if u is active in t and t is active in s. , where t and s[t] are closed. Let X be a new variable of the same type as t, and let a 1 ∧ · · · ∧ a n be the normal form of s [X] . If X does not occur in any of the a i , then
When closed t : o is active in s[t], we have
If X does occur in some of the a i , then it occurs as the head-variable. The result now follows from the idempotency of ∧.
Solvability implies Usefulness
The following lemma is the technical heart of our proof of proposition ??.
Lemma 15 Suppose that
and each term λx 1 . . . 
If there are no x occurrences, then the lhs of (??) is in the form (??), and B is useful for B, so the result holds.
Otherwise, the t i [x 1 . . . x N ] can be written in the form
where there is exactly one v occurrence in t l [v, x], for some l, and no v occurrences in 
then, using 4. of lemma ??, this vector is S-useful for B. Letting B be (??), we may apply the induction hypothesis to show that
is (S ∪ {κ})-self-useful. Applying the transitivity of usefulness, we get that
Alternatively, κ is active in each component of (??). We handle this case of the induction step in three stages; stage 1 shows how some cases of the induction statement reduce to the induction hypothesis. Stage 2 shows how more cases of the induction statement reduce to an instance of stage 1 (with Γ unchanged), and stage 3 shows that the general case of the induction statement reduces to an instance of stage 2 (with Γ unchanged).
Stage 1. Suppose that there are no y l occurrences in the s p . Then each component of A j (λz 1 . s 1 ) . . . (λz β . s β ) is a closed term, and active in the corresponding component of the lhs of (??). Thus, using 3. of lemma ??, the lhs of (??) is equivalent to the conjunction of
and
where t
have (in total) strictly fewer x occurrences that the t i [x], so we may apply the induction hypothesis to the second conjunct above to show that
is S-self-useful. Applying ??. of lemma ??, we obtain the result. Stage 2. Now suppose that there are some y l occurrences in the s p . Let r κ (κ ∈ T , with T a set of new constants) enumerate the type o sub-terms of the s p which have one of the y l as a head variable. Then we may write each s p as s * p [r κ /κ] κ∈T , with s * p containing only the z p free. As t l [x] is transferring, the r κ have free variables among the y l .
Consider the normal form E of
If some of the κ ∈ T occur in every component of E, then we will use stage 3; for now, we suppose that none of the κ ∈ T occur in every component of E.
is useful for B by 4. of lemma ??, and the s * p do not contain the y p . We can now use stage 1, to see that
is (S ∪ T )-self-useful, so by the transitivity of usefulness, we derive the induction statement. Stage 3. For the general case, suppose that κ 1 . . . κ m occur in every component of E. Let r κ 1 = · · · = r κm = and r κ = r κ for κ / ∈ {κ 1 . . . κ m }. By m applications of 3. of lemma ??, we have that Proof: By the lemma above, any interpolation system solved by t is selfuseful, so by lemma ??, there is a transferring solution to any interpolation system solved by t.
Lemma 17 For every finite S, every equivalence class of ≡ S contains a transferring term.
Proof:
We show by induction on the size of a β-normal η-long term s, that s is equivalent to a transferring term.
If s is a closure of a conjunction, we apply the induction hypothesis to the closures of the conjuncts.
Suppose that s is λx 1 . . . x n . x i (λy 1 . s 1 ) . . . (λy α . s α ). By the induction hypothesis, there are transferring terms λx y j . t j equivalent to λx y j . s j , so that s is equivalent to
There is an interpolation system Φ whose solution-set is the equivalence class of s. As the term above solves Φ, we can apply corollary ?? to show that Φ has a transferring solution.
Theorem 18 The solvability of interpolation systems is decidable, so there is an effective presentation of the fully abstract model of PCF 1 = λ {⊥} , and the observational pre-order of PCF 1 is decidable.
Proof: We give a proof of proposition ??, as this suffices to show that the algorithm on page ?? does in fact work. Let Φ = [X A 1 . . . A N = B] be an interpolation system. We wish to show that if Φ has a solution, then Φ is self-useful.
Suppose that Φ has a solution in the form λx. x i (λy 1 . t 1 ) . . . (λy α . t α ). By lemma ??, we can assume that the terms λx y j . t j are transferring, and thus apply lemma ??, so that Φ is self-useful.
In general, Φ may have a solution in the form λx 1 . . . I useful for B i that can be expressed as a conjunction of the form (??). Wlog, we can take the T i to be disjoint, so that E 1 ∧ · · · ∧ E α is useful for B 1 ∧ · · · ∧ B α ≡ B, and Φ is self-useful.
Conclusion
We have shown that the observational order, of a very restricted fragment of PCF, is decidable. Such issues were raised by Jung and Stoughton [?] , as a test for semantical techniques used in relation to the full abstraction problem for PCF. They originally asked the question for finitary PCF; however, that fragment turns out to have an undecidable observational pre-order [?] .
Currently known constructions of the fully abstract model of PCF do not appear to lead to a proof of the decidability result here. One should not be too worried about this-the connection between the fully abstract models of finitary PCF and PCF is much tighter than that between the models of unary PCF and PCF. The proof of decidability given here works because unary PCF is a special case of the typed lambda calculus over certain algebras, not because it is a fragment of PCF.
Having said that, a semantical proof of the result here, avoiding the rather horrible syntactical manipulations, would be interesting, and perhaps would shed more light on the result. Additionally, the techniques used in this paper originated with Padovani's work on the still open problem of the decidability of higher order matching. Maybe new proofs of the known decidability results would enable us to make progress on higher order matching.
