Abstract-This paper considers a joint design that incorporates the physical, medium access and network layers of a generic OFDMA-based wireless network with an ad hoc topology. The network employs channel reuse, whereby a frequency subchannel might be used simultaneously by multiple nodes. In addition to being a source and/or a destination, each node can act as a half-duplex relay to assist other nodes. The design objective is to determine the jointly optimal data routes and subchannel power allocations that maximize a weighted sum of the rates that can be reliably communicated over the network. Assuming that the signals transmitted by the nodes are Gaussian, the joint cross layer design of routing and power allocation is cast as an optimization problem. Unfortunately, this problem is non-convex, and hence difficult to solve. To circumvent this difficulty, an efficient technique based on geometric programming is developed to obtain a local solution that satisfies the Karush-Kuhn-Tucker necessary optimality conditions. Numerical results show that, despite the potential suboptimality of the obtained solution, for some network scenarios, it offers significant gains over optimal scheduling-based schemes in which a frequency band is allowed to be used by one node only at any time instant.
I. INTRODUCTION
The prospect of having ubiquitous wireless services is leveraged by the versatility and the portability of the communication devices that will form the nodes of future wireless networks. These devices will be able to perform various functions including sending, receiving and/or relaying data to other nodes [1] . As such, it is expected that future wireless networks will not possess a predetermined topology, but rather an ad hoc one. Such a model is generic and is capable of representing the key features of a wide range of networks, including current cellular ones [2] .
Orthogonal Frequency Division Multiple Access (OFDMA) offers several practical advantages over other multiple access techniques. These advantages include design simplicity and resilience to interference and frequency-selective fading. In addition, OFDMA offers the potential of efficient sharing of the available frequency band by multiple nodes, depending on their channel conditions.
In order for a wireless network to be able to support the reliable communication of high data rates, the typically scarce resources available for the network must be carefully exploited. Such exploitation involves choosing the optimal propagation routes of the packets and the optimal power to be allocated by the nodes to each subchannel. Although these tasks have traditionally been performed separately to simplify the design of the network, they are interrelated and performing them in isolation may incur a significant loss in the maximum rates that the network can support. Hence, it is desirable to perform the optimization of routes and power allocation jointly, while maintaining computational cost practical.
Optimization-based techniques have been successfully employed in studying and improving the performance of various communication networks. For instance, optimal power allocations have been obtained in [3] and [4] for uplink and downlink cellular communications, respectively. A layered architecture has been considered in [5] for multicell OFDMA systems. However, further improvements have been sought by joint design of multiple network layers. For instance, joint optimization of the power allocations and binary subchannel schedules in OFDMA networks was considered in [6] . Solutions obtained therein are suboptimal and rely on the premise that each subchannel is exclusively used by one node. When the nodes are restricted to use preassigned orthogonal channels, the joint design of routes and power allocations can be cast in an efficiently solvable convex form [7] . However, this restriction was alleviated in [8] by allowing the channels to be non-orthogonal. In that case, the optimal routes and power allocations are obtained, provided that the rates are chosen from a discrete set. Cross layer designs that exploit the broadcast feature of the wireless medium were developed in [9] and [10] using superposition coding and optimization techniques, including geometric programming (GP). Techniques for jointly optimizing the power allocations, the subchannel schedules and the data routes were developed in [11] , [12] for networks in which subchannel reuse among multiple nodes is not permitted.
To facilitate the design of OFDMA-based wireless networks, each subchannel is typically restricted to be exclusively used at any given instant by one of the nodes in the network. The optimal scheduling of subchannels to nodes can be incorporated with the optimization of data routes and power allocations [11] . Despite the practical advantages of using subchannel scheduling for avoiding interference, the rates provided by the networks that use this technique may be significantly inferior to those provided by networks that allow the subchannels to be used simultaneously by multiple nodes. This is especially the case when the network is composed of essentially separated clusters; subchannel reuse is optimal for clustered networks.
In contrast with scheduling-based designs, in this paper we consider a joint design that incorporates the physical, medium access and network layers of an OFDMA-based network, in which the nodes are entitled to reusing subchannels. The nodes in the considered network can assume multiple roles simultaneously including being sources, destinations and/or halfduplex decode-and-forward relays. Assuming that the channel coefficients are fixed and known a priori, the cross layer design objective is to determine the routes and power allocations that maximize a weighted sum of the rates injected and reliably communicated over the network. This design is cast as an optimization problem, which is, unfortunately, nonconvex and hence, difficult to solve. To overcome this difficulty, we adopt a GP-based approach [9] , wherein constraints that are not compatible with the GP standard form are approximated by the first order term in the corresponding Taylor expansion in the logarithmic domain. This technique is typically referred to as monomial approximation [13] . One of the desirable features of this technique is that its successive application is guaranteed to yield a local solution of the Karush-Kuhn-Tucker (KKT) corresponding to the optimization problem [14] . The essence of this technique is to construct a convex approximation of the optimization problem in the neighbourhood of an initial feasible point. This approximation is in a GP-compatible form, which is amenable to efficient polynomial-time interior-point solvers; see e.g., [15] . The output obtained by the solver is then used to construct the subsequent approximation, and so on. Numerical results show that the performance of the proposed technique, although potentially suboptimal, can significantly outperform the performance of the optimal solution obtained by scheduling-based approaches, which restrict the subchannels to be used at most by one node at any time instant.
II. SYSTEM MODEL AND PRELIMINARIES
We consider an OFDMA-based ad hoc wireless network of N nodes, each with one transmit and one receive antenna, and a fixed power budget, P n , n ∈ N {1, 2, · · · , N }. In addition, each node is assumed to be capable of simultaneously transmitting, receiving and relaying data to other nodes. This assumption is generic, in the sense that constraining some nodes to perform a subset of tasks can be readily incorporated in the forthcoming formulations. For practical considerations, the relaying nodes are assumed to operate in a half-duplex mode, whereby each node uses distinct physical channels for transmission and reception. The available OFDMA frequency spectrum, W 0 , is divided into K narrowband subchannels, each of bandwidth W = W0 K . The K subchannels are assumed to remain essentially constant during the entire signalling interval.
Such a network can be represented by a weighted fullyconnected directed graph with N vertices. To facilitate the enumeration of the L = N (N − 1) links in this graph, the link from node n to node n ′ will be labelled by ℓ = (N − 1)(n − 1) + n ′ − 1 if n < n ′ and by ℓ = (N − 1)(n − 1) + n ′ if n > n ′ . The set of all links is denoted by L and the sets I(n) and O(n) represent the sets of incoming and outgoing links of node n ∈ N , respectively. The connectivity of this graph can be captured by an incidence matrix, A = [a nℓ ], where [9] 
For the considered OFDMA-based scenario, each link ℓ ∈ L consists of K subchannels, each with a complex random coefficient. The coefficient of the k-th subchannel of link ℓ connecting node n to node n ′ is denoted by h
nn ′ . The nodes receive a superposition of noise and the transmissions of all other nodes, scaled by the respective gains. Using v
n and y (k) n to respectively denote the Gaussian noise and the signals transmitted and received by node n on the k-th subchannel, we can write
where \ denotes the set minus operation. In contrast with [9] , in the current model, it is assumed that the nodes cannot broadcast data simultaneously on the same subchannel to different destinations. However, because of the superposition, this model resembles a multiple access channel, wherein the nodes might be able to jointly decode the signals of other nodes. Such decoding involves successive detection and cancellation in a certain order, which makes the network design rather complicated. A more pragmatic approach is for each node to decode the signal received on each link separately, while treating the signals received on other links as additive interference. In this case, assuming, as before, that ℓ ∈ L is the link connecting node n to node n ′ , it can be seen from (2) that the signal-to-noise-plus-interference ratio (SNIR) observed by node n ′ on subchannel k of link ℓ is given by
where p (k) n is the power allocated by node n to the k-th subchannel and N 0 is the variance of the additive Gaussian noise. The second term in the denominator represents the aggregate interference observed by node n ′ on subchannel k of link ℓ. When the nodes transmit Gaussian distributed signals, the maximum data rate that can be reliably communicated on this subchannel is given by W log 2 (1 + SNIR(ℓ, k)).
Having described the system model, in Section III we will provide a mathematical characterization of the constraints that must be satisfied by the flows on each link, and the power and rate allocated to each transmission. This characterization will enable us to propose an efficient methodology for optimizing these design variables to maximize the weighted sum of the rates injected and reliably communicated over the network.
A. The GP Standard Form and Monomial Approximation
A GP optimization problem can be readily transformed to an efficiently solvable convex one. To provide the standard Globecom 2013 -Wireless Communications Symposium form of a GP, let z ∈ R n be a vector of positive entries. A monomial in z is defined to be a function of the form c 0 i z αi i and a posynomial in z is defined to be a function of the form
, where c j > 0, {α i } and {α ij }, are arbitrary constants, j = 0, 1, . . . , J, and i = 1, . . . , n. A standard GP [13] is an optimization problem of the form:
where {f i } are posynomial and {g i } are monomials.
A monomial approximation of a differentiable function h(z) ≥ 0 near z (0) is given by its first order Taylor expansion in the logarithmic domain [13] . Defining
This approximation will be used to provide a GP approximation of the cross layer design problem.
III. PROBLEM STATEMENT
In this section we will provide a characterization of the constraints that must be satisfied by the variables that represent feasible routes and power allocations. Using this characterization, we will formulate the network design as an optimization problem, which although nonconvex, will be transformed in the next section into a form that is more convenient for obtaining locally optimal solutions efficiently. For tractability, the nodes will be assumed to always have data ready for transmission [7] .
A. System Constraints
Let D {1, 2, · · · , D} be the set of all destination nodes. Let s n }, are related by the flow conservation law, which must be satisfied at each node. This law stipulates that the sum of flows intended for any destination d ∈ D at each node must be equal to zero [7] . Applying this law to the current network and using the incidence matrix in (1), it can be seen that {x n } must satisfy the following constraints:
The flow conservation law implies that the rate of data leaving the network at d ∈ D equals the sum of the data rates injected into the network and intended for this destination. Hence, we can write s
The injected rates, {s
n } n =d , are non-negative and since in our model the network will be represented by a directed graph, the flows, {x
As mentioned in Section II, we are considering a network design problem wherein the relaying nodes operate in a halfduplex mode and the nodes cannot simultaneously broadcast to multiple destinations on the same subchannel. These requirements can be captured by introducing a new set of variables {q ℓk }, ℓ ∈ L, k ∈ K. These variables are related to the node powers by the following set of equations:
where a
To gain a better understanding of the transformation in (9), we note that (9b) implies that for any subchannel k ∈ K and any two links ℓ, ℓ ′ ∈ O(n), at least q ℓk = 0 or q ℓ ′ k = 0. In other words, this equation implies that, of all the links in O(n), only one element in the set {q ℓk } ℓ∈O(n) , ∀ n ∈ N k ∈ K can assume a strictly positive value. Now, (9a) indicates that this value is the power allocated by the node n to subchannel k. Note that using (9) will enable us to formulate the design in terms of {q ℓk } instead of {p (k) n }. In the sequel, the elements of {q ℓk } will be referred to as the link powers.
We now consider the requirement for the network to operate in a half-duplex mode. Since in the current network, no scheduling is considered, this requirement can be imposed by restricting the nodes to transmit and receive data on distinct subchannels. In other words, if a transmission intended for node n on subchannel k of an incoming link, then the power allocated by node n to subchannel k of any outgoing link must be zero. Using the link powers defined in (9), the half-duplex operation can be captured by the following set of constraints.
where a − nℓ = min{0, a nℓ }, that is, a − nℓ = −1 if ℓ ∈ I(n) and zero otherwise. Note that (9b) and (10) are trivially satisfied if either link ℓ or ℓ ′ are not connected to node n. In a practical network, the nodes are likely to have a certain power budget which bounds the total power allocated by each node on all subchannels. This constraint can be written as
Using (9a), this constraint can be cast as
where the link powers must satisfy the following nonnegativity constraints:
To complete the network characterization, we point out that the data flows and the power allocations are coupled by the maximum rate that can be supported by the subchannels of each link. In particular, the aggregate rate d∈D x (d) ℓk must not exceed the capacity of the k-th subchannel of link ℓ. As mentioned in Section II, when the nodes use Gaussian signalling, this capacity is given by W log 2 (1 + SNIR(ℓ, k)), where SNIR is defined in (3). For notational convenience, we will use the fact that the index of each link ℓ corresponds to a specific (n, n ′ ) pair and will use γ ℓk to denote |h
nn ′ | 2 for any two nodes n, n ′ ∈ N . Using this notation and invoking (3), the constraint on the aggregate rate on each subchannel k ∈ K of each link ℓ ∈ L can be written in terms of {q ℓk } as
where, here and henceforth, ℓ ′′ is used to denote the index of the link connecting the node at which link ℓ ′ originates to the node at which link ℓ ends.
B. The Cross Layer Design Problem
We are now ready to formulate the cross layer design as an optimization problem. The objective of this problem is to maximize a weighted sum of the rates injected into the network. From a practical perspective, assigning weights to the injected rates provides a convenient means for controlling the quality of service (QoS); a higher weight implies a higher priority to the corresponding rate. Such weights are typically assigned a priori, but can be adapted to meet variations in the QoS requirements [6] . Another advantage of considering weighted sum rates is that varying the weights over the unit simplex enables us to determine a set of rates that can be simultaneously achieved by a given network. To ensure the feasibility of the rates generated by our design, the constraints on the routes and power allocations in (6)-(13) must be satisfied. Hence, the design problem can be written as:
subject to ℓ∈L k∈K
where {w
n } are the weights assigned to the respective rates. The optimization problem in (14) is nonconvex because the right hand side (RHS) of the capacity constraints in (14e) is the logarithm of a rational function of {q ℓk }, and therefore not concave. This can be verified by showing that the corresponding Hessian matrices are non-definite. The equality constraints in (14h) and (14i) are not affine and hence, also nonconvex.
By examining (14) , it can be seen that this problem shares some features with the GP standard form in (4), including the non-negativity of the optimization variables and the product form appearing in some of the constraints. To exploit this observation, in the next section we will perform a change of variables that will enable us to express the objective and all, but one set, of constraints in a GP-compatible form. The residual constraints that do not comply with the GP standard form are approximated using the monomial approximation in (5) . Applying this technique iteratively is known to yield a local solution of the KKT system corresponding to (14) , see e.g., [9] .
IV. PROPOSED GP-BASED ALGORITHM
Since solving the nonconvex problem in (14) directly is difficult, we will cast it in a form that is amenable to an efficient approximation technique. The structure of the constraints in (14e), (14h) and (14i) suggests GP as a candidate approach for providing a convex approximation of (14) .
Let us define two new sets of variables, {t 
These maps are bijective, which renders recovering {s
Using (15) and (16), the objective in (14a) and the constraints in (14b)-(14d) can be readily expressed in a GPcompatible form. For the constraints in (14e), substituting from (16) yields the following set of equivalent constraints
The RHS of (17) is not a monomial, which renders (17) not compatible with the GP framework in (4). To provide a cross layer design formulation that is compatible with this framework, we will invoke (5) to approximate the RHS of (17) by a monomial expression near an initial {q (0) ℓk }. We now consider the constraints in (14h) and (14i). The constraints in (14h) have negative coefficients {a − nℓ }, but can be equivalently cast as |a
′ , k. Now, the RHSs of these constraints and the ones in (14i) are zero, which is not compatible with the framework in (4). This problem can be alleviated by constraining the left hand side of these constraints to be less than an arbitrary small ǫ > 0.
Using the transformations in (15) and (16), the monomial approximation of (17) and the relaxed versions of (14h) and (14i), the joint design of data routes and power allocations in (14) can be approximated with the following GP.
where
Note that the non-negativity constraints in (14f) are inherently incorporated in the GP framework.
The problem in (18) is in the form of a GP, which, using a standard exponential transformation, can be converted to a convex problem [16] . Hence, (18) enables us to efficiently solve the cross layer design problem approximately in the neighbourhood of any initial set {q
Finding the global solution for the nonconvex problem in (14) is difficult, whereas solving the approximated problem in (18) is straightforward. To exploit this fact, we incorporate the formulation in (18) in an iterative algorithm, whereby the output of solving (18) for an initial set {q (0) ℓk } is used as a starting point for the subsequent iteration. This technique is usually referred to as the single concentration method, e.g., [9] , and under relatively mild conditions, its convergence to a solution of the KKT system corresponding to (14) is guaranteed [14] .
The relaxations in (18g) and (18h) may result in infeasible power allocations that do not satisfy the constraints in (9b) and (10) . To construct a feasible, but potentially suboptimal, power allocations, the elements of {q ℓk } that are less than or equal to √ ǫ are set to zero. More specifically,
After updating the link powers according to the rule in (19), the node powers can be readily obtained using (9a). The optimal routes and input rates corresponding to the (potentially suboptimal) updated node powers can be obtained through the efficiently computable linear optimization problem in (14) with power allocations being fixed. This algorithm is described in Table I . (18) 1-Let U (0) = 0. Choose a feasible {q (0) ℓk }. Set accuracy to δ > 0. 2-Solve the GP in (18) . Denote the value of the objective by U .
Solve the GP in (18) . Denote the value of the objective by U , End. 4-Update the power allocations by (19). 5-Solve the linear problem corresponding to (14) with power allocations fixed.
V. NUMERICAL EXAMPLES
In this section we provide two numerical examples that illustrate the potential advantage of the cross layer design method proposed herein. Since in this method the subchannels are allowed to be simultaneously used by multiple nodes, its advantage over scheduling-based methods is more pronounced when the network exhibits a cluster-like structure. This is because, in that case, the interference generated by any cluster has a small impact on the rest of the network, which enables efficient reuse of the subchannels.
In the numerical results reported herein, locally optimal sets of data routes and power allocations for this network are found using MOSEK [17] , which is a powerful polynomial-time solver that converts the GP in (18) to a convex form and solves it using an interior-point method.
To maximize the sum rate, the weights {w
n } are set equal to 1, ∀n, d, n = d and the nodes are assumed to have identical power budgets; i.e., P n = P , n = 1, . . . , 4. The channels are generated using the indoor non-line-of-sight hotspot scenario of the IMT-Advanced in [18] . In this scenario, the path loss component of link ℓ connecting node n to n ′ is given by 43.3 log 10 (r nn ′ ) + 11.5 + 20 log 10 (f c ),
where r nn ′ is the distance in metres between node n and n ′ and f c is the carrier frequency in GHz. The corresponding shadowing component is log-normal distributed with a 0 dB mean and a standard deviation of 4 dB. The fading component is obtained from the standard Rayleigh distribution.
In accordance with the IMT-Advanced document [18] , the noise power is set to be -174 dBm/Hz, the carrier frequency is set to be f c = 3.4 GHz and the available bandwidth is set to be 20 MHz, which is equally divided between the subchannels. In this example, we consider maximizing the sum rate that can be reliably communicated by the quasi-static network in Figure 1 . This network has N = 4 nodes, which were randomly dropped in a square of 100 × 100 m Setting δ = 10 −6 , and P = 20 dBm, the algorithm in Table I yielded a sum rate of 284.2 megabits-per-second (Mbps) with the 'active' links represented by the thicker solid lines in Figure 1 ; dashed lines represent 'inactive' links. As shown in this figure, each subchannel has been used twice during the signalling interval. It is worth noting that even for the small network considered in this example, the number of variables and constraints is relatively large; 80 variables and 172 constraints.
To demonstrate the benefit of the proposed algorithm, we compare its sum rate performance with binary and continuous scheduling-based approaches. Both approaches do not allow for subchannel reuse and ensure that, at any given time, each subchannel is used by one node only. In the binary approach, each subchannel is assigned to a certain node for the entire signalling interval. As such, binary scheduling can be regarded as a special case of the general cross layer design considered herein. In this case, the cross layer design problem corresponds to a mixed integer program [11] , and can be solved using an exhaustive search over L! (L−K)! possible binary schedules; a computationally prohibitive approach for large networks. Performing this search for the network in Figure 1 yielded a maximum sum rate of 257.1 Mbps. In addition to binary scheduling, we also compare the sum rate performance of the proposed approach with that of continuous scheduling, which subsumes binary scheduling and allows each subchannel to be time-shared by multiple nodes. This type of scheduling was shown in [11] to give rise to a convex optimization problem that can be efficiently solved. Using the formulation in [11] , this type of scheduling yielded a maximum sum rate of 262.5 Mbps. This comparison is shown in Table II .
Performing the exhaustive search required for binary scheduling at various values of P is computationally expen- Figure 2 , which shows that the cross layer design proposed herein can significantly outperform the schedulingbased approach. For instance, at a sum rate of 200 Mbps, the proposed approach provides a power gain of 8 dBm. As P increases, the effect of interference becomes significant and reuse becomes less effective. This effect would not arise had the network had a clustered structure. To further demonstrate the benefit of the proposed algorithm over scheduling-based designs even in non cluster-like structures, in this example we consider a network of N = 8 nodes among which four nodes are set to be destination nodes, i.e., D = 4. We consider the same scenario as described in Example 1. The network has L = 56 links and operates over K = 4 subchannels. The number of variables for the considered network in this example is 1148 and the number of constraints is 3424.
Providing the subchannel gains of the considered network is not possible due to space limitations. However, since these gains are dominated by the pathloss component, in Figure 3 we provide the geographic location of the nodes. Implementing the algorithm in Table I for P = 20 dBm yields the routes shown in Figure 3 . In this figure, the thickness of the lines are made proportional to the power allocated to the transmissions of the nodes. It can be seen from this figure that each subchannel is reused over multiple links. This is in contrast with the scheduling-based design, which allows each subchannel to be used at most once.
The sum rate achieved by the algorithm in Table I and be seen that, despite being potentially suboptimal, at a power budget of 20 dBm per node, the proposed design yields a throughput advantage in excess of 120 Mbps over the design based on the optimal continuous scheduling. As the network size increases, the opportunity of reusing a subchannel also increases and therefore the advantage of using the proposed algorithm over scheduling-based techniques becomes more pronounced.
Further numerical investigations suggest that the proposed design can offer significant rate advantages over schedulingbased approaches for a large class of networks with more general structures. The results of these investigations are not presented due to space considerations.
VI. CONCLUSION
We considered the joint design of data routes and power allocations in an OFDMA-based wireless network with ad hoc topology in which each frequency subchannel can be used by multiple nodes simultaneously. We developed an efficient iterative approach that enabled us to obtain locally optimal solutions of this nonconvex design problem in polynomial time. Although potentially suboptimal, for some network scenarios, the data routes and power allocations obtained by our technique enabled achieving significantly higher rates than those achieved by their optimal counterparts in schedulingbased cross layer designs.
