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CHAPTER 1. INTRODUCTION 
The purpose of this dissertation is to present the results of a study concerning 
the propagation of electromagnetic radiation in structures made up of layers of di­
electrics called dielectric stacks. The dielectrics used are assumed to be lossless and 
nondispersive (i.e., the index of refraction is assumed to be a real constant). A stack 
which contains a nonlinearity with be called a nonlinear stack. Similarly, a stack 
which does not contain a nonlinearity will be called a linear stack. This dissertation 
is organized into four main divisions each of which constitutes a separate chapter. 
The four main divisions are the study of steady-state radiation in linear stacks, the 
study of pulses of radiation in linear stacks, the study of steady-state radiation in 
nonlinear stacks, and the study of pulses of radiation in the simplest nonlinear stacks. 
In this chapter, an overview of each of these main divisions and a review of related 
work will be presented. In addition to this introductory chapter and the four chapters 
which contain the main results, there are two appendices in this dissertation. The 
first appendix contains a summary of the problem of an electron in periodic lattices. 
The second appendix contains some mathematical results which are used in Chapter 
Three. 
2 
Overview 
This overview has two main parts. The first part consists of a discussion of 
the assumptions used throughout this dissertation. The second part of this overview 
consists of a discussion of the main points of each of the following chapters. 
The electromagnetic radiation which will be considered in this dissertation will 
be radiation from a quasi-monochromatic source such as a laser or a maser. The 
spectral width of the radiation from a continuous He-Ne laser is on the order of 
Af ~ 10^®Hz. This is determined by the quality of the laser cavity. By contrast, 
when pulsed sources of radiation are considered, the spectral width of the radiation is 
primarily determined by the duration of the pulse AT which is related to the spectral 
width by AtAi/ > 1[1, pages 801-803]. The shortest pulses which can presently 
be produced have a duration on the order of 10 femtoseconds[2, page 386]. Thus, 
a pulse with a duration of 10 femtoseconds has a spectral width on the order of 
Af = lO^'^Hz. Hence, the largest spectral width of incident radiation which we need 
to be concerned about is on the order of lO^^Hz for the shortest pulses which can 
currently be produced and lO^^Hz for steady-state radiation. 
Throughout this dissertation, the dielectrics will be assumed to be lossless and 
nondispersive (i.e., the index of refraction is a real constant). One can show (from 
results in Chapter Two) that the loss in a single layer with index of refraction n -f 
is given by a factor of exp(—((fw/c) where d is the thickness of the layer, w is the 
frequency of the light, and c is the speed of light in vacuum. For optical frequencies 
(which are on the order of lO^^Hz), a large value for ( is on the order of 10'"'^[3] 
and typical values for d are on the order of 10~® meters. Using these values, one 
can easily show that the magnitude of the fields of a pulse of optical radiation will 
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decrease by less than 0.1 percent when crossing a micron thick layer of a typical glass 
with large losses. 
The index of refraction for typical glasses changes by a few percent as frequency 
changes from that for blue light to that for red light[4, page 376). The largest possible 
spectral width which we will be considering in sources was discussed previously in 
this section. This is on the order of 10^^ Hz for very short pulses of radiation. The 
difference in frequency between blue and red light is approximately 3 x Thus, 
the largest error in assuming that the index of refraction is constant is a few percent 
for the shortest pulses of radiation which can currently be produced and much smaller 
than this for steady-state radiation. 
In Chapter Two, the propagation of steady-state radiation in linear dielectric 
stacks will be studied by using a well-known matrix equation which relates the electric 
fields in successive layers of a dielectric stack[5, page 9][6, page 78]. A recursion 
relation which is derived from the matrix equation will also be used. The propagation 
of steady-state radiation will be studied in two different types of linear stacks. We 
will refer to these stacks as alternating and impurity stacks. Successive layers in 
alternating stacks alternate between two different types of dielectrics. If we denote 
two different types of layers by A and B, the alternating stack with 2M layers can be 
denoted by \AB]j^,f. The alternating stack [AB]/^ is shown in Figure 2.9. An impurity 
stack is constructed by modifying one layer of an alternating stack. The impurity 
stacks which we will usually consider are alternating stacks with their center B layer 
replaced by a double thickness BB layer. Such an impurity stack with 4M layers can 
be denoted by [AB\f^[BA\j^j, The impurity stack \AB\2\BA\2 is shown in Figure 
2.12. A stack with an infinite number of layers will always be referred to as an infinite 
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stack. We will usually refer to stacks with a finite number of layers simply as stacks 
though occasionally we will refer to them as finite stacks. 
The recursion relation derived in Chapter Two will be used to study steady-state 
radiation in the infinite alternating and impurity stacks. It will be shown that there 
are ranges of frequencies and angles of incidence for which there will be physically 
allowed and physically forbidden solutions in both infinite stacks. It will be shown 
that for certain values of the frequency and angle of incidence there will be a solution 
for radiation in the infinite impurity stack which is exponentially localized about the 
impurity layer. This solution will be referred to as the localized solution. 
The matrix relation presented in Chapter Two will be used to calculate the trans­
missivity of finite linear stacks. The transmissivity is the ratio of the intensity of the 
radiation transmitted through the stack to the intensity of the radiation incident on 
the stack. The transmissivity of each stack is related to the frequency and angle of 
incidence of the incident radiation. It will be shown that graphs of transmissivity 
versus frequency (or angle of incidence) will have regions of high and low transmis­
sivity which are similar for both alternating and impurity stacks. These regions of 
high and low transmissivity are analogous to the physically allowed and forbidden 
solutions in the infinite stacks. In addition, impurity stacks will be shown to possess 
an isolated transmission peak which alternating stacks do not have. It will be shown 
for this isolated peak that the electric field inside the stack is strongly localized about 
the impurity layer. This is analogous to the localized solution in the infinite impurity 
stack. For simplicity in the rest of this dissertation, the localized field corresponding 
to the isolated transmission peak will be referred to as the localized solution. 
In Chapter Three, the propagation of pulses of radiation will be studied in finite 
linear stacks. There will be two methods used. The first is a graphical method which 
illustrates the physical principles involved with this problem. This method will be 
used to derive exact expressions for the transmitted and reflected fields from a single 
dielectric layer in vacuum for an arbitrary normally incident pulse. We show that 
the behavior of the solutions can be markedly different for steady-state radiation and 
pulses of radiation. The second method consists of using Fourier analysis. Using 
this method, a general expression for the radiation transmitted through an arbitrary 
quarter-wave stack for any normally incident pulse of radiation will be derived. Using 
this general expression, we show that if incident radiation is of finite duration, the 
intensity of the transmitted radiation will decay exponentially in the long-time limit 
with a decay time characteristic of the stack. This general expression will then be 
used to study radiation in finite alternating and impurity stacks. It is shown that 
the decay times of impurity stacks are anomalously larger than the decay times of 
alternating stacks. This is due to the occurrence of localized solutions in impurity 
stacks. 
In the chapters where nonlinear stacks are studied, the nonlinearity used will 
be a delta function nonlinearity of the Kerr type. This is discussed in Chapter 
Four in detail. A delta function nonlinearity is a surface which is located at the 
interface between two dielectric layers instead of being an entire layer. This nonlinear 
surface will change one of the boundary conditions between two layers. However, 
the nonlinear surface will not change the wave equation for radiation in the layers 
themselves. This allows us to study radiation in a nonlinear dielectric stack without 
having to solve a nonlinear wave equation. It will be seen that in spite of this 
seemingly drastic simplification, bistability can occur in these nonlinear stacks. That 
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is, there can be more than one possible value of the transmitted field for a given 
incident field in these stacks.^ 
In Chapter Four, steady-state radiation will be studied in finite alternating and 
impurity stacks which have a nonlinear surface in the center of each stack. It will 
be shown that both types of stacks exhibit bistability. It will be seen that the 
localized solution found in impurity stacks causes the effect of the nonlinearity to 
be enhanced. Thus, finite impurity stacks will exhibit nonlinear effects for lower 
intensities of incident radiation than are needed for similar effects to be exhibited in 
finite alternating stacks. 
Also in Chapter Four, a single layer of dielectric with a nonlinear surface on 
one face will be studied. We will derive necessary conditions for the occurrence of 
bistability in this system. One of these conditions is that if the index of refraction of 
the layer is less than a certain threshold value (which does not depend on the strength 
of the nonlinearity nor the intensity of the radiation), then bistability cannot occur 
in the system. This means that despite how strong the nonlinearity and the intensity 
of the incident radiation are, bistability cannot occur if the index of refraction is less 
than the threshold value. A necessary condition for bistability involving the frequency 
of the incident radiation is also derived. The consequences of these conditions are 
discussed more fully in Chapter Four. 
^Strictly speaking, bistability refers to the situation where there arc two physically 
stable values of the transmitted intensity for a single Incident intensity. However, 
theories of bistability show that there are three possible values of the transmitted 
intensity of which only two are stable[I2, pages 8I-87](23, Chapter 9). Because we 
are studying systems for which we have not proved whether a given value of the 
transmitted field is stable or not, we will simply refer to all systems which have 
multiple transmitted fields as bistable. 
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In Chapter Five, pulses of radiation are studied in the simplest nonlinear system, 
a single nonlinear surface in vacuum. An ordinary first order nonlinear differential 
equation which relates the transmitted field to the incident field is derived. Approxi­
mate analytic solutions of this differential equation are found as well as the complete 
numerical solution. Obstacles to obtaining the solutions for dielectric stacks with a 
nonlinear surface are then discussed. 
Review of Related Research 
The study of steady-state electromagnetic radiation in dielectric stacks is an old 
subject. The question of how steady-state electromagnetic radiation propagates in a 
single layer of dielectric (the simplest dielectric stack) was answered over a century 
ago by Airy[7]. In recent years, the use of dielectric stacks as mirrors and filters has 
become commonplace (for example, see [8], [9], and references in [5], [6], and [10]) 
and has led to widespread use of computers for designing these mirrors and filters(5). 
Another area of recent study which is relevant to this dissertation is the prop­
agation of steady-state electromagnetic radiation through nonlinear materials. Most 
of the theoretical research which is done in this area studies how electromagnetic 
radiation propagates through specific types of media which are described by specific 
models (see for example [11] and references in [2]). There has also been much ex­
perimental work done on systems which exhibit exotic nonlinear behavior such as 
bistability (see references in (12)). 
The study of pulses of radiation in different types of media has a long history. 
Voight[13], Sommerfeld(14], Brillouin[15], and Colby116] studied pulses in dispersive 
media. Sommerfeld(14] and Brillouin[15] showed that the speed of light in vacuum 
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could not be exceeded even in materials with anomalous dispersion and predicted the 
existence of precursors, small signals propagating at or near the speed of light ahead 
of the main pulse. There has been recent work studying this subject[17, 18, 19]. 
Another area of study related to this is the study of reflected acoustic waves. 
There has been much work done on the inverse scattering of acoustic waves from lay­
ered media|20, 21]. One area in which this problem arises is exploration geology where 
the reflected waves produced by explosions are analyzed to attempt to determine the 
structure of the layers under the earth's surface. The inverse scattering problem is 
a difRcult problem which is currently being studied (for example, see references in 
|21|). 
We now summarize the main results of this dissertation and their relationship 
to published work. The first main result is showing that linear impurity stacks have 
localized solutions. It is interesting that the well-known Fabry-Perot filter is an 
impurity stack and has a well-known isolated transmission peak(6, page 80] (which 
we have shown is due to a localized solution). We were unable to find any reference 
to the fact that the isolated transmission peak is due to a localized solution. The 
second major result is deriving a closed-form solution for the transmitted field when 
an arbitrary pulse is incident normally on a linear quarter-wave stack. We were 
unable to find any reference which showed any such solution. This general solution 
can be used to explain some features of numerical work done by members of the 
Applied Mathematical Sciences group of Ames Laboratory[22]. Another major result 
was deriving necessary conditions for the occurrence of bistability in a single layer of 
dielectric with a nonlinear surface. Similar conditions are known for more complicated 
systems[12, pages 81-87J(23, Chapter 9]. However, to the best of our knowledge, our 
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system is one of the simplest for which bistability occurs. Another major result 
is showing that a nonlinear impurity stack more readily exhibits bistability than 
a nonlinear alternating stack. Finally, the last major result is the solution of the 
transmitted field for a pulse incident normally on a single nonlinear surface. There 
has been work done which is related to the research presented in this dissertation. 
However, to the best of our knowledge, the main results of this dissertation are not 
known. 
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CHAPTER 2. STEADY-STATE RADIATION IN LINEAR 
DIELECTRIC STACKS 
In this chapter, the question of how steady-state electromagnetic radiation prop­
agates through a linear dielectric stack is examined. The dielectrics are assumed to 
be lossless and nondispersive as discussed in Chapter One. The radiation will be 
assumed to have transverse electric (TE) polarization. The results for transverse 
magnetic (TM) polarized radiation are not substantially different from those for TE 
polarized radiation. For this reason, TM polarized radiation is not discussed. 
The first section in this chapter will contain the derivation of the formalisms 
which will be used to study steady-state radiation in linear dielectric stacks. We 
will first give a derivation of a well-known matrix equation[5, page 9]{6, page 78] 
which relates the electric fields in adjacent layers of a dielectric stack to establish the 
notation which will be used. We will then derive a recursion relation from the matrix 
equation. This recursion relation is similar to the recursion relation found using the 
tight-binding model to treat an electron in a one dimensional lattice[24, 25]. The 
electron problem is discussed in Appendix A. 
In the second section, the recursion relation derived in the first section will be 
used to study the infinite alternating and impurity stacks. Both of these infinite 
stacks have physically allowed solutions in certain ranges of frequencies and angles 
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of incidence as well as ranges of frequencies and angles of incidence in which the 
solutions are physically forbidden. The infinite impurity stack will be shown to have 
a solution which is exponentially localized about the impurity layer. This solution is 
referred to as the localized solution. The physically allowed and localized solutions 
are analogous to the extended and localized electron states found from using the 
tight-binding model to study electrons in a one-dimensional lattice. 
In the third section, the matrix equation will be used to find expressions for 
the transmissivity of radiation through finite alternating and impurity stacks. Af­
ter doing this, graphs of transmissivity versus frequency will be obtained for specific 
alternating and impurity stacks. It will be shown that regions of high and low trans­
missivity in the graphs can be predicted and explained from the results obtained 
in the second section for infinite stacks. The graphs for finite impurity stacks have 
isolated transmission peaks due to localized solutions. 
In the fourth section, an experiment will be described which verifies the existence 
of localized solutions in impurity stacks. The experiment consists of two different im­
purity stacks which are rotated in front of a laser to obtain transmission versus angle 
of incidence data. Good agreement between the theoretical curve of transmissivity 
versus angle of incidence and the experimental data is obtained. We show that an 
isolated transmission peak in the data is due to a localized solution. 
Mathematical Formalism for Dielectric Stacks 
In this section, the formalism for treating steady-state light of arbitrary fre­
quency and angle of incidence in dielectric stacks is presented. The matrix formalism 
for relating the fields in adjacent layers of dielectric stacks is well-known[5, page 9](6, 
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page 78]. We will present the derivation of the matrix formalism to establish our 
notation. We will then derive a recursion relation from the matrix formalism. 
The starting point of the derivation will be Maxwell's equations. The general 
form of Maxwell's equations in CGS Gaussian units is given by 
VxE(r,()=--^B(r,0 (2.1) 
C 01 
V x H ( r , 0 = i | D ( r , 0 + = ! ^  ( 2 . 2 )  
V • D(r, <) = 47r/?(r,i) (2.3) 
V-B(r,O = 0. (2.4) 
In a dielectric stack, several simplifications occur. There are no free charges 
or current which means that p = J = 0. The magnetic permeability is very well 
approximated by unity which gives B = H. Finally, the relationship between the 
electric field vector and the displacement vector is assumed to be D = eE where e is 
a scalar quantity which does not depend upon the electric field. This means that the 
dielectrics are linear and isotropic. If the dielectrics were not isotropic, e would be a 
tensor quantity. If the dielectrics were not linear, e would depend upon the electric 
field. If it is also assumed that the fields are monochromatic with a time dependence 
given by exp(—tw(), Maxwell's equations can be written as 
V X E(r) = —B(r) (2.5) 
c 
V X B(r) = —E(r) (2.6) 
c 
V-E(r) = 0 (2.7) 
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V-B(r) = 0. (2.8) 
These can be combined into the wave equation 
2 2 
V^ECr) + ^^E(r) = 0 (2.9) 
where n = \/ë is the index of refraction. The magnetic field B(r) also satisfies this 
equation. 
For a TE polarized wave with its electric field vector pointing in the y direction 
and angle of incidence 6 in the x-z plane as shown in Figure 2.1, a particular solution 
to the wave equation is 
E(r) = y cx-p{iKx)E{z) (2.10) 
with 
E(z) = exp(-f-itz) + E~ exp{—ikz )  (2.11) 
where and E"  (which will be referred to as field constants) are determined by 
the boundary conditions, k = {u)n/c)s\n0 is the x component of the wavevector, and 
k = {(tjnfc)cos6 is the z component of the wavevector. 
We will now derive a relationship between the electric fields in adjacent layers 
of a dielectric stack as shown in Figure 2.1. The electric field in the jth layer is given 
by 
Ej{x , z )  =  y  exp{ i t i x ) {E f  exp|+itj(z - z j ) ]  +  EJ  cxp \ - i k j { z  -  z j ) ] ) .  (2.12) 
Using Equation 2.5, the magnetic field in the jth layer is readily shown to be 
Bj{x , z )  =  z iK jE j {x , z ) - x i k j  cxp{ iK jx ) {E^  exp[ - \ - i k j { z - z j ) ] -EJ '  Gxp \ - k j { z - z j ) ] ) .  
(2.13) 
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Figure 2.1: TE polarized radiation in a dielectric stack 
At the interface z  = ' ^ rn—l  between the (m-l)th and mth layer, there are two 
boundary conditions which must be used to relate the field constants and E^. 
These are that the tangential component of the electric field must be continuous at the 
interface and that the tangential component of the magnetic field must be continuous 
at the interface. The boundary condition of the continuity of the normal component 
of the electric field at the interface does not apply since the entire electric field is 
tangential, One can show that the boundary condition that the normal component 
of the magnetic field must be continuous at the interface duplicates the result for the 
boundary condition on the tangential component of the electric field. 
The first boundary condition to apply is that the tangential component of the 
electric field must be continuous across the interface between the media. That is, 
^Tn-l(®>^m-l) = This gives 
exp(i/ci®)[£;^_j -t- E^_ i ]  -  exp{ iK2x ) [E^exp{ - i kTndm)  +  Em^^p{+ikm<im)] -
(2.14) 
From this equation, two results can be obtained. The first result is that «j and K2 
must be equal since this equation must hold for all values of x. This result is of course 
Sne l l ' s  l aw .  In  t he  r ema inde r  o f  t h i s  s ec t ion ,  we  wi l l  d rop  a l l  t he  subsc r ip t s  f rom k  
since it is the same in each layer. The second result can be obtained by using Snell's 
law to rewrite the above equation as 
The second boundary condition to apply is that the tangential component of the 
magnetic field is continuous across the interface. That is, the x component of the 
magnetic field must be continuous at 2 = Using Snell's law and the expression 
for the magnetic fields, one can easily show that 
- ^ Tn-l) ~ [£^mexp(-ifcm(im) + Ejncwi+ikmdm)] • (2.16) 
Equations 2.15 and 2.16 can be combined into a matrix equation relating the field 
constants in adjacent layers. This matrix equation is 
This matrix equation will be rewritten as a recursion relation. The recursion 
relation obtained is similar in form to the one obtained when studying an electron in 
a 1-d lattice using the tight-binding modcl(24, 25). By rewriting the matrix equation 
^m—l " + Ejjiexp{+ikmdm)- (2.15) 
where 0^ 
(2.17) 
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into a recursion relation, we can use some of the techniques for solving recursion 
relations to study the propagation of radiation in a dielectric stack. We will now 
proceed to derive the recursion relation. By defining quantities Fm and Gm hy the 
relationship = l/2{Fm ? iCm), Equation 2.17 can be rewritten as 
^m- l \  f  cos  5m -  sin  Sm \  f Fm\  
) = I I (2-18) 
^m—l / \ sin Sm am cos 6m / \ Gm J 
where am = !• This matrix equation is equivalent to the two equations, 
Gm — Fm Sm ~ (2.19) 
and 
FmOtm sin 5m = ^ m— 1 — cos 5m-  (2.20) 
Note that these equations hold for any m. Thus, the index of the first equation can 
be replaced by m - 1. Doing this, explicit expressions for both Gm and G^_i are 
easily obtained. Substituting these expressions into the second equation gives 
^m+1 "f" —1 = (2.21) 
where 
am =  s in  6yn+lkm/s in  Smkm+l  (2.22) 
and 
bm — cos <^ni+l ®Tncos5ni- (2.23) 
The coefficients af^ and 6^ will be referred to as the recursion coefficients. In a similar 
manner, the recursion relation for Gm can easily be shown to be 
^m+1 ®m^m—1 ~ (2.24) 
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where 
«m = sin (2.25) 
and 
h'fn = cosSml s'lnSm + cos (2.26) 
Using Fm and Gm» the electric field in the mth layer of a stack can be written as 
Em(®,2) = yexp(t/ca;)[FmCos(fcm(2 - zm)) + G'msin(fcm(z - zm))]. (2.27) 
Infinite Stacks 
In this section, the recursion relation in Equation 2.21 will be used to study the 
infinite alternating and impurity stacks. Of course an infinite dielectric stack is a 
theoretical system which cannot be physically constructed. We study infinite stacks 
because they possess features which can be used to understand features of the finite 
stacks which will be discussed later. Also, the infinite dielectric stacks are in some 
ways easier to mathematically treat than finite stacks. 
The infinite alternating stack consists of alternating layers of two different types 
of dielectric layers as shown in Figure 2.2. The two types of layers are called A and 
B. All A layers will have some common thickness and index of refraction n 
Similarly, all B layers will have some common thickness and index of refraction 
n^. The infinite impurity stack is an infinite alternating stack with a single B layer 
replaced by a double thickness BB layer to form the impurity layer. This stack is 
shown in Figure 2.4. The labeling scheme employed for both stacks is such that 
all even numbered layers are B layers and all odd numbered layers are A layers. It 
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should be noted that the layer labeled as zero in the impurity stack is the impurity 
layer which is a B layer of double thickness. 
The treatment of these two infinite stacks can be simplified by defining 
= ^2m4-l 
and 
Bm = F2m- (2-29) 
Using these definitions, the recursion relation in Equation 2.21 can be rewritten as 
Bm-1 = Bm [h^^hm+l " «2m+l " 
(2.30) 
or 
(2.31) 
The equation for Bm (-^m) relates Fm in three successive type B (type A) layers. 
As will be seen in the following sections, these equations will simplify considerably 
in a way in which the original recursion relation in Equation 2.21 will not. 
Infinite alternating stack 
The infinite alternating stack is shown in Figure 2.2. The recursion coefficients 
aj^ and bf^ are easy to determine. This is because all the odd numbered layers are 
type A layers and all the even numbered layers are type B layers. The quantities 
associated with each of the two types of layers are denoted by using an A or a B 
subscript. For example, k in each of the odd (type A) layers will be denoted by 
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Figure 2.2: Infinite alternating stack 
^2m+l — Other quantities are denoted similarly. The recursion coefficients 
are given by 
®2m = V02x71+1 = fc^sin^^/fc^siniÇ^ = a. (2.32) 
The recursion coefficients are given by 
^2m+l = coa(fB) + cos((5^)/a = (3 (2.33) 
and 
^2m — coa( fy^ )  +  acos{8 j j )  =  a f3 .  (2.34) 
Substituting these expressions into the recursion relation for Bm in Equation 
2.30 gives 
•^m+l ^m—l ~ (2.35) 
where 
Notice that this recursion equation has the same mathematical form as the recursion 
relation obtained when treating an electron in a strictly periodic 1-d lattice with the 
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tight-binding model as described in Appendix A. 
This equation for Bm is easily solved by assuming a solution of the form Bm = 
Br^ where B is an arbitrary constant and r is a parameter to be determined. Sub­
stituting this into the recursion relation for Bm gives the following secular equation 
for r, 
- 27r -t- 1 = 0. (2.37) 
The solutions to this are 
rj- = 7 db \/7^ - 1. (2.38) 
Thus, the general solution for Bm is 
Bm = 0+(r+)"' + 0-(r_)"^ (2.39) 
where B^ are constants to be determined from boundary conditions. 
There are now two cases to consider depending on whether 7^ is greater or less 
than unity. When 7^ is greater than unity, r are both real and do not have unit 
magnitude. If this is the case, there is no way to choose the constants to avoid 
having Bm diverge as m approaches both positive and negative infinity. Since Bm 
must remain bounded for a physically meaningful solution, the solutions when 7^ is 
greater than unity are physically forbidden. 
When 7^ is less than unity, 
(2.40) 
(2.41) 
r = exp(±ifl) 
where 9  = tan~^(\/l — 7^/7). In this case, Bm will be given by 
Bm = B'^ exp(im0) -f B~ exp(—tm(9) 
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which is a physically allowed solution since Bm remains bounded for all m. 
In summary, whenever 7^ is greater than unity, the solutions are physically 
forbidden and whenever 7^ is less than unity the solutions are physically allowed. 
These solutions are analogous to the extended and forbidden states of the electron 
problem discussed in Appendix A. Recall that the only assumption used thus far (in 
addition to assuming that the dielectrics are lossless and nondispersive) is that the 
radiation is TE polarized. 
A specific example We will now consider a specific example of radiation in 
the infinite alternating stack for which the analytic results are particularly simple. 
Later in this chapter, this example will be used to compare results obtained for 
infinite stacks with those obtained for finite stacks. We will assume that the stack 
is a quarter-wave stack. This means that the optical thickness (index of refraction 
times thickness) of each layer of the stack is equal to one quarter wavelength of 
some reference wavelength Aq.^ We will also assume that the radiation is incident 
normally. Using these assumptions, S becomes a common parameter of all layers and 
is given by 6 = irw/2wQ where WQ = 2'jrc/AQ and w is the angular frequency of the 
incident radiation. The parameters a and 0 defined in the previous section are given 
by 
a = 1/n (2,42) 
and 
/? = (1 + n)cos<5 (2.43) 
^This is equivalent to saying that the time it takes for light to travel across a layer 
is the same for all layers. 
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Figure 2,3: Bands in the infinite alternating stack 
where n = n^/njp. Using these expressions, 7 can be written as 
7  =  1 - ^ "  sin^(M-w/2wQ). (2.44) 
Using this result, the condition for the allowed solutions (7^ < 1) can be written in 
terms of angular frequency as 
(2m - 1) 4- A < w/wQ < (2m + 1) - A (2,45) 
where m is an integer and A = sin""^ \jAnl{n-\- 1)2. Thus, for normally incident 
radiation, there are ranges of frequencies in which the solutions are physically allowed 
as well as ranges of frequencies in which the solutions are physically forbidden. This 
is illustrated in Figure 2.3, This is of course similar to the band of physically allowed 
states in the electron problem discussed in Appendix A, 
In this specific example, we have shown that the infinite alternating stack has 
ranges of frequencies in which the solutions are physically allowed and ranges of fre­
quencies in which the solutions are physically forbidden. An important question to 
be asked is how these results are modified for a finite alternating stack. Intuition of 
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course suggests that the more layers a finite alternating stack has, the more it will be­
have like the infinite alternYiting stack. This suggests that in the range of frequencies 
in which solutions are physically allowed in the infinite alternating stack, radiation 
should pass easily through a finite alternating stack. Similarly, in the range of fre­
quencies in which solutions are forbidden in the infinite alternating stack, radiation 
should not easily pass through a finite alternating stack. Not surprisingly, this rea­
soning is indeed correct. As will be seen later in this chapter, the range of frequencies 
in which solutions are physically allowed (forbidden) in the infinite alternating stack 
is directly related to the range of frequencies for which finite alternating stacks have 
high (low) transmissivity. 
Infinite impurity stack 
In the previous section, the infinite alternating stack was studied and shown to 
have a solution mathematically similar to the problem of an electron in a strictly 
periodic 1-d lattice (as discussed in Appendix A). This similarity suggests a way of 
finding a dielectric stack which has localized solutions. As is shown in Appendix 
A, a periodic 1-d lattice with a single impurity supports a localized electron state 
centered at the impurity. This suggests that an infinite alternating stack with a single 
impurity layer might also possess a localized solution. As will be shown here, the 
infinite impurity stack indeed has a localized solution in addition to physically allowed 
and physically forbidden solutions similar to those found in the infinite alternating 
stack. 
For the case of the infinite impurity stack, all of the recursion coefficients and 
6^ will be the same as those used for the case of the infinite alternating stack except 
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Figure 2.4: Infinite impurity stack 
for those at layers 0 and —1. This is because fg = 2fg, rather than 
in the infinite alternating stack. It can be shown that the only recursion coefHcients 
which are different from those used in the treatment of the infinite alternating stack 
are given by 
OQ = sin sin 2^^ = â, (2.46) 
and 
d — l  =  f c y j  s i n  2 5 ^ / f c j r y  s i n  =  1 / a ,  
6_1 = coa{2Sjg) + cos(f^)/â ~ /0, 
b _ i  =  â c o s ( 2 S f f )  +  c o s ( f y ^ )  =  â / 3 .  
The recursion relation for Am from Equation 2.31 will be 
(2.47) 
(2.48) 
(2.49) 
A m  + ^m-2 - 27^m-l (2.50) 
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for all m except 0 and -1. For these two values of m we instead have, 
•40 + ^-4-2 = ri4_i (2.51) 
and 
/ l l + | > l _ l  =  r 2 / l o  ( 2 . 6 2 )  
where Pj = ct/0^ — {fiffla) — â and r2 = — a. 
We will proceed to find a solution in the same manner as in the previous section. 
We assume a solution for Am of the type Am = Ar^ where A is an arbitrary 
constant and r is a parameter to be determined. Substituting this into the recursion 
relation in Equation 2.50 yields a secular equation for r given by 
±  =  7  ±  V f - 1  ( 2 . 5 3 )  
which holds for all indices except the ones discussed above. Note that r are recip­
rocals of each other. The solution for Am is given by 
Ar"^ + A'r-^ 0 < m 
Am={ ~ (2.54) 
br-"^ + b'r^ m < 0 
where, if possible, r is chosen to be the smaller in magnitude of r j,. The constants 
A and A^ are related to the constants B and B' through Equations 2.51 and 2.52. 
When 7^ is less than unity, r is an imaginary exponential. In this case, Am 
remains bounded for all m and is a physically allowed solution. This solution is the 
same as the one found for the infinite alternating stack except that the Am. have 
different constants on either side of the impurity layer. 
When 7^ is greater than unity, r is a real number with magnitude less than 
unity. Recall from the previous section that there was no way to choose constants so 
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that the solution for the infinite alternating stack did not diverge. However, for the 
infinite impurity stack, we can find conditions for which the diverging terms vanish. 
When this is true, the solution is given by 
Ar^ 0 < m 
Am = (2.55) 
Br-'^ m< 0 
where r was chosen to Be the smaller in magnitude of r j-. Notice that this describes 
a solution which is exponentially localized about the impurity layer. To find the 
frequency and angle of incidence for which this localized solution occurs, we first 
substitute this solution into Equations 2.51 and 2.52. This gives two equations linear 
in A and B which are, 
A + Br"^ =BrTi (2.56) 
and 
Ar + Br j = AT^,. (2.57) 
Notice that both of these equations can be written in the form A  —  X B .  Writing both 
equations in this form and equating the factors multiplying B allows us to find an 
equation wliich will be the condition for finding the frequency and angle of incidence 
of the localized solution. The equation giving this condition is 
r 2 - r ( | r i + r 2 )  +  | ( r i r 2 - | )  =  0 .  ( 2 . 5 8 )  
We now want to simplify this equation. Recall that r satisfied the secular equa­
tion — 2fr 4-1=0. Comparing the above equation to the secular equation for r 
gives two equations which are 
( j r , + r 2 ) = 2 7  ( 2 . 5 9 )  
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and 
j ( r i t 2 - i )  =  \ .  ( 2 . 6 0 )  
These equations must be simultaneously satisfied. Substituting in the expressions for 
r2 and r2, these equations can be rewritten as 
= ^  (2.61)  
and 
- 1)0^ - 1) - 2aâl3p + 1) = 0. (2.62) 
There are two independent conditions for which both of these equations are simulta­
neously satisfied. The first condition which will allow both of the above equations to 
be satisfied is 
/3 = 0. (2.63) 
The second condition is that both 
a^{l3^ - 1) - 2aâp0 +1 = 0. (2.64) 
and 
a2(^2 _ 1) = 1 (2.65) 
must be satisfied simultaneously. Thus, finding what values of frequency and angle of 
incidence satisfy either of these independent conditions will determine the frequency 
and angle of incidence of the localized solution. Recall that the only assumption 
about the radiation which has been made is that the radiation is TE polarized. 
A specific example In this section, we give an example for which the analytic 
results are particularly simple. We will use the same assumptions as in the example of 
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radiation in the infinite alternating stack in a previous section. We will assume that 
the radiation is normally incident on a quarter-wave stack. As in the infinite alter­
nating stack example, we obtain 8 = ?rw/2wQ for each layer. It is readily shown that 
a  a n d  w i l l  b e  t h e  s a m e  a s  i n  t h e  i n f i n i t e  a l t e r n a t i n g  s t a c k  e x a m p l e ,  â  =  l / 2 7 i c o s  8 ,  
and P = l/2n + cos^ 5 — sin^ 6. To find the frequency of the localized solution, we 
substitute these parameters into the two independent conditions previously derived. 
The first equation of the second condition in Equation 2.64 is thus given Ly 
= "• (2-66) 
This equation cannot be met by any real frequency. Thus, the second condition does 
not specify a frequency for which a localized solution exists. The equation for the 
first condition from Equation 2.63 is given by 
(1-f-n) cos 5^ = 0. (2.67) 
This is equivalent to 8j^ = (27n-f l)7r/2. Writing this in terms of the angular frequency 
gives 
(julI<jJq = 2m -f- 1 (2.68) 
where m is an integer. Thus, the localized solution will only occur when the frequency 
is an odd multiple of the reference frequency. Notice that the other physically allowed 
solutions are essentially the same as for the infinite alternating stack. By comparing 
this result to the conditions for physically allowed and physically forbidden solutions 
as given in Equation 2.45, it can be seen that the localized solution is exactly in the 
center of a physically forbidden region. This is shown in Figure 2.5. 
Figures 2.6 and 2.7 contain plots of the electric field of the localized solution for 
two different frequencies, w = ujq, and w — 9wQ. The field inside of each layer is a 
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Figure 2.5: Band structure of the infinite impurity stack 
linear combination of imaginary exponentials (exp dzzAz), not real decaying exponen­
tials (exp —kz). The field is localized in the stack because the boundary conditions 
cause the field at each interface to decrease exponentially. 
As will be shown later in this chapter, finite impurity stacks have ranges of 
frequencies with high (low) transmissivity corresponding closely to the ranges of 
frequencies for which the infinite impurity stack has physically allowed (forbidden) 
solutions. In addition, finite impurity stacks have a transmission peak in the middle 
of a low transmission region which corresponds to the localized solution of the infinite 
impurity stack. 
Finite Stacks 
In this section, finite alternating and impurity stacks are studied. It will be shown 
that the behavior of radiation in these finite stacks closely parallels the behavior of 
radiation in the corresponding infinite stacks. To do this, we will use assumptions 
(similar to those used in the specific examples in the section on infinite stacks) which 
will considerably simplify the mathematics involved. 
30 
.1.00 
0.75-
0.50-
•d 
« 
0,25-
iZ 
0.00 o 
• -0.25-
-0.50-
-0.75-
-1.00 
-8  -6  0 -4 - 2  2 4 6 
Figure 2.6: Electric field of localized state with w = luq (The maximum magnitude 
of the electric field is defined to be unity. The vertical lines indicate the 
location of interfaces between layers. The optical thickness of each layer 
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Figure 2.7: Electric field of loc^zed state with w = Qu/q (The maximum magnitude 
of the electric field is defined to be unity. The vertical lines indicate the 
location of interfaces between layers. The optical thickness of each layer 
is ;rc/2wQ. The ratio of the indices of refraction is = 2.) 
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Figure 2.8: A single dielectric layer (The label for each layer is m.  The index of 
refraction of the dielectric is n. The field constants for each layer are 
shown. The arrows drawn in are for normally incident fields.) 
Single layer 
In this section, we consider a single dielectric layer in vacuum as shown in Figure 
2.8. The solution for this system is well-known and was first found by Airy[7]. We 
present it to illustrate a simple example of how the matrix formalism derived in the 
first section of this chapter is applied and because the final results will be used later 
in the chapter. It is assumed that light is incident from the left side of the stack. 
There are five electric field constants to be considered, those for the incident and 
reflected fields (E^^ ), the internal fields in the layer (E^), and the transmitted field 
{E^). The relationship between the field constants inside the layer of dielectric and 
the transmitted field constant is 
V ' 0 t  
./sf f i t .  
E  
(2.69) 
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where (3^ = (ftjr; ± ky)l2kj^ and k j ^  { k y )  is the z component of the wavevector 
in the layer (vacuum). Note that there are no exponentials in the matrix because 
ZQ = zj Multiplying the matrices in the above equation gives 
E ,  0 
EÔ / \0i 
4 -
E  + 1 • (2.70) 
The relationship between the incident, reflected, and internal field constants is 
given by 
/ \ /^n" exp(-i5n) Pn exp(t^n)\ ( E^ \ 
(2.71) 
\^_l/ \^o ®*p(-"^0) exp(»^0)/ \^o / 
i 
' / }+ - i lg  i«o) /
v0ô^<=xp(-" o  ^ 0  ' " P i ' f o )  /  \  ^0 '
where —  [ k y  ±  k j ^ ) / 2 k y ,  = k j ^ d ,  and d  is the thickness of the layer. Sub­
stituting in the previous results for the internal field constants gives the relationship 
between the incident, reflected, and transmitted field constants. 
E  
E  
+ 
• 1  
0 ^  e x p { - i 6 Q ) + 0 Q  ( 3 ^  exp(ijo) 
-1  + Pq 01 exp(i<Jo) + /5-
(2.72) 
From this equation, the transmissivity of the layer can be found. The transmis-
sivity is given by 
T  =  — 1/9+/?+ (/3j"/3[^exp(-i(îo) + /?o/?i ^^p(*'^o)r (2.73) 
If the radiation is incident normally, this equation is easily shown to be simplified 
to 
r = (1 + n" - m . 2 f 1-1 sin Ogj . 2n (2.74) 
^Physically, this just means that the transmitted field is written in terms of dis­
tance from the right edge of the layer, not distance from some arbitrary point in 
space. That is, E{x,z > zq) = E^ exp{ik{z - ZQ)). 
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The reflectivity is simply R = 1 — T, a relationship which follows directly from 
conservation of energy. These results are well-known[7]. With some straightforward 
modifications, the results in this section can be applied to many diverse physical 
situations including anti-reflection coatings on camera lenses, the rainbow of colors 
reflected by a layer of oil floating on water, and colorful insect wings. 
Finite alternating stack 
In this section, we study radiation in finite alternating stacks. We will assume 
that the stacks are quarter-wave stacks. The types of layers used are called A and B. 
The A layers have index of refraction and the B layers have index of refraction 
np. The semi-infinite media bounding the stack will be type B. This will simplify the 
treatment of this stack. We will also add an extra B layer to one end of the stack to 
simplify the mathematics. This is merely a mathematical object which does not have 
any important physical significance. The finite alternating stack can be represented 
as . An alternating stack with M = 4 is illustrated in Figure 2.9. 
The incident, reflected, and transmitted field constants are related by 
with = (A:^ ± and 8  = = k ^ d ^ .  This 
(2.75) 
where 
(2.76) 
matrix can be rewritten as 
(2.77) 
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where 
m = - 0. (2.79) 
and ( = exp(2i5) and where IF* { Z * )  is the complex conjugate of W  { Z ) .  
There is a useful result concerning matrices due to Herpin[26] and Abelès(27] 
which we will now use. If Ai is a matrix with trace x and with unit determinant, 
then 
=  M U j ^ _ l ( x ) - I U j ^ _ 2 { x ) ,  (2.80) 
where I is the unit matrix and U j \ j { x )  is a Chebyshev polynomial of the second 
kind[28, pages 782 and 796](5, page 14] which satisfies ~ 2it/yy(i) — 
U j \ F _ I{ x )  with initial conditions UQ { X )  =  1 and U i { x )  = x .  
One can readily show that the matrix has unit determinant^ so that 
Equation 2.80 can be used to rewrite Equation 2.75 as 
where x  is the trace of the matrix and is given by z = The 
transmissivity of the alternating stack is thus given by 
T  =  (2-82) 
^-1 
For the case where A/ = 1, the alternating stack is simply a single layer of dielectric 
as treated in the previous section. Substituting Af = 1 into the previous equation, 
^The physical reason for this is that the energy flow of radiation is constant 
throughout the stack. 
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Figure 2.9: Alternating stack B [ A B \ ^ B  
the Chebyshev polynomials to be evaluated are particularly simple since C/qC®) ~ ® 
and U_I{x) = —X. Doing this yields 
T  =  
|i l 2 '  (2.83) 
The explicit expression for x  is 
® cos(a;nrf/c) +/î^^/3^^). 
If the radiation is incident normally, this can be simplified to 
(2.84) 
T = (1 + "  -  M  . 2  
2n 
sin^(a»nrf/c)] (2.85) 
This is essentially the same expression as derived previously in Equation 2.74 for the 
single layer of dielectric. 
Figure 2.10 shows the transmissivity of normally incident light through quarter-
wave alternating stacks B[AB]]^B where Af = 4 and Af = 16 and n = n^ln^ = 2. 
Notice that the regions of high (low) transmissivity occur for approximately the same 
range of frequencies for which the infinite alternating stack has physically allowed 
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Figure 2.10: A plot of the log (base 10) of transmissivity versus angular frequency 
for the alternating stacks B[AB\/^B (solid line) and B[AB\i^B (dot­
ted line) (Other numerical quantities used are rt = nj^jn^ = 2 and 
8 = 7rw/2wQ. The light is incident normally and has angular frequency 
w. The dark lines show the cutoff from physically allowed to forbidden 
solutions in the infinite alternating stack with the same parameters.) 
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Figure 2.11: Electric field inside the alternating stack D [AD \iqD for w = .DwQ (solid 
line) and w = .Swg (dashed line) (Other numerical quantities chosen 
arc n = j = 2 and S = 7ra//2a/Q. The light is incident normally. 
The vertical lines denote tlie boundaries of the stack.) 
(forbidden) states. From Equation 2.45, it is easily shown (for n = 2) that the cutoff 
frequencies between physically allowed and physically forbidden solutions occur at 
w = 0.784wQ and w = 1.216U;Q with the physically forbidden solutions occurring for 
frequencies between these two cutoff frequencies. As can be seen in Figure 2,10, the 
region of low transmissivity occurs for approximately the same frequencies for which 
the infinite alternating stack has physically forbidden solutions. In like manner, the 
regions of high transmissivity occur for approximately the same frequencies that the 
infinite alternating stack has physically allowed solutions. 
The similarity between the regions of high and low transmissivity for the finite 
alternating stack and the regions of physically allowed and forbidden solutions for 
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the infinite alternating stack suggests that the electric fields in each of the stacks 
should be similar. Equation 2.41 shows that the field constants for the physically 
allowed solutions (which can be written in terms of imaginary exponentials) do not 
substantially change in magnitude throughout the stack. This suggests that the 
electric field for the case of high transmissivity in the finite alternating stack should 
not substantially change in magnitude throughout the stack. The field constants for 
the physically forbidden solutions (which can be written in terms of real exponentials) 
change exponentially from layer to layer. This suggests that the electric field for the 
case of low transmissivity in the finite alternating stack should change exponentially 
from layer to layer. Figufe 2.11 contains a graph of the electric field inside the 
alternating stack for two different frequencies. One of the frequencies (w — 
0.5u/q) is in the region of high transmissivity and the other frequency (w = 0.9wQ)is in 
the region of low transmissivity. For the case of high transmissivity, the electric field 
propagates through the stack with an amplitude which remains on the same order of 
magnitude throughout the stack. For the case of low transmissivity, the electric field 
can be seen to decay rapidly as it propagates into the stack. Thus, the high (low) 
transmission regions of the finite alternating stack are seen to be directly related 
to the regions of physically allowed (forbidden) solutions in the infinite alternating 
stack. 
Finite impurity stack 
In this section, we will study finite impurity stacks. These stacks can be repre­
sented as B\AB\i^\BA\i^.jB. The stacks will be assumed to be quarter-wave stacks. 
Note that there is an extra B layer added at the end to simplify the mathematics as 
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Figure 2.12: Impurity stack B[AB]2\BA]2B 
there was for the alternating stack. 
The relation between the incident, reflected, and transmitted field constants can 
be written as 
I E + , \  . , f E T , . \  
(2.86) 
E  
- 1  
0 
where is given in the derivation for alternating stacks in the previous section 
and 
X  
'exp(-i5) 0 
B B  =  (2.87) 
0 exp(i5). 
Following a procedure similar to the one used in the previous section for alter­
nating stacks, one can readily show that the incident, reflected, and transmitted field 
constants are related by 
/ \ . / r*2 _ 
I  — 1 
E  
- 1  
(2.88) 
where F = From this, the transmissivity is shown to 
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Figure 2.13: A plot of the log (baae 10) of trannmisBivity versus angular frcqiicncy 
for the impurity stacks D[AD]2[BA]2S and D\AD]?\BA\^B (Other 
numerical quantities used are n = = 2 and 5 = 7rw/2wQ. The 
light is normally incident with angular frequency w. The dark lines 
show the cutofT between allowed and forbidden solutions in the infinite 
stack. The localized solution of the infinite stack is at u; = WQ.) 
be 
Figure 2.13 shows the transmissivily of light through two impurity stacks. Notice 
that the regions of high (low) transmissivily occur for approximately the same range 
of frequencies for which the infinite impurity stack (and infinite alternating stack) 
has allowed (forbidden) solutions. The reasons for this result are essentially the same 
as for the case of alternating stacks. These reasons were discussed in the previous 
section. Also, notice the large isolated peak in the transmissivity which occurs in 
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Figure 2.14: Electric field of the localized solution in the impurity stack 
(The vertical lines denote the boundaries of the stack. 
The magnitude of the incident field is unity.) 
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the middle of a region of low transmissivity. This peak is at the aame frequency that 
the infinite impurity stack has a localized solution. Figure 2.14 shows a graph of the 
electric field for the peak. As can be seen, the field is localized about the impurity 
layer which is at the center of the stack. Thus, the localized field producing this 
isolated peak is the finite stack equivalent of the localized solution in the infinite 
impurity stack. Throughout the remainder of this dissertation, this localized electric 
field in the finite stack will be referred to as a localized solution. Also observe in 
Figure 2.13 that the peak narrows as the size of the stack increases thus becoming 
more like the infinite impurity stack. 
Experiment to Find Localized Solutions 
In this section, we will discuss an experiment which verifies the existence of 
localized solutions in dielectric stacks. In the experiment, the intensity of polarized 
laser light passing through an impurity stack at different angles of incidence was 
measured. Figure 2.15 shows a schematic diagram of the experiment. The data has 
an isolated peak which we show is due to a localized solution in the dielectric stack 
being studied. A theoretical curve of transmissivity versus angle of incidence which 
we calculate agrees well with the experimental data. 
The experiment was conducted by H. Van Driel at the University of Toronto. 
He supplied us with raw data (which gave the transmitted intensity in arbitrary 
units versus the angle of incidence) and other information concerning the experiment. 
We calculated our theoretical predictions numerically using the matrix relation in 
Equation 2.17 to find the field constants in the stack. The field constants for the 
transmitted and incident field were then used to find the transmissivity. To compare 
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Stack Detector He Ne Laser Polarizer 
Figure 2.15: Schematic diagram of experiment 
theory with experiment, we scaled our transmissivity curve so that the largest peak 
in the theoretical curve had the same value as the largest transmitted intensity in 
the experimental data. 
The source which was used was a He-Ne laser with wavelength 6328 A. The 
dielectric stacks for which we show data are the stacks [AB\^B{BA\^ (which will be 
referred to as the thin stack) and [AB\^B\BA\^ (which will be referred to as the tliick 
stack).The A material used is hafnium dioxide (which has an index of refraction 
of 1.93). The B material used is silicon dioxide (which has an index of refraction 
of 1.43). The thickness of both types of layers is 949.2 A (which is 0.15 times the 
wavelength of the source). These stacks were constructed by evaporation techniques. 
The layers were deposited onto a 1mm thick silicon dioxide substrate. 
"^Notice that the impurity layer of these stacks is a t r i p l e  thickness impurity 
layer. This is different from the double thickness BB impurity layer used previously 
in this chapter. Thus, the impurity stacks used in this experiment are different from 
the impurity stacks studied previously. 
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WAVELENGTH = 6328A 
ANCLE 
Figure 2.16: Transmitlctl intensity versus angle of incidence for tlio tliin slack 
\AD\^D[D(The solid line is llic tlicorctical curvc and llic plus 
signs are the experimental data.) 
Figures 2.16 and 2.17 show the graphs of the experimental data and the theoret­
ical curve for TE polarized light passing through the two dielectric stacks wliicli were 
used. Note that a logarithmic scale is used on the vertical axis. The oscillations in the 
calculated graph are Fabry-Perot oscillations due to the substrate. The theoretical 
curve for the thin stack was calculated with the nominal values for each layer. The 
theoretical curvc for the thick stack was calculated with indices of refraction which 
were varied by a few percent. Wc were assured by Dr. Van Driel and the growers 
of the stacks that this was quite reasonable.® As can be seen in the figures, the 
theoretical curves agree well with the experimental data. 
®This type of variation is also discussed on page 118 of (5). An experiment is 
discussed in which a film of silicon had an index of refraction which varied from 2.8 
to 3.2 in the visible spectrum whereas the bulk value is quoted to be 5.5. 
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Figure 2.17: Transmitted intensity versus angle of incidence for the thick stack 
\AB]^B\BA]r^ (The solid line is the theoretical curve and the plus 
signs are the experimental data.) 
We now show that large isolated peaks arc due to localized clcctric fields in the 
stacks. Figure 2.18 shows the electric field inside the thin stack for the angle at which 
the isolated peak occurs (44°) . As can be seen, this field is localized. Figure 2.19 
contains the theoretical clcctric fields in the thick stack for two di/Terent angles of 
incidence. These angles of incidence arc the angle for the isolated trausinissioii peak 
(which is about 36°) and an angle in the high transmission region (00°). As can be 
seen, the electric field of the peak is indeed a localized solution whereas the other 
area of high transmissivity is similar to the physically allowed solutions which are 
found in both alternating and impurity stacks. 
In this experiment, the existence of localized solutions has been verified. The­
oretical calculations for transmissivity versus angle of incidence agree well with ex­
perimental data. Isolated transmission peaks found in the data and predicted the-
47 
25 
20. 
15-
10-
Figure 2.18; Electric field inside the thin stack [AB]^B \BA]^  for the angle at which 
the isolated transmission peak occurs 
oretically are shown theoretically to be due to localized electric fields within the 
stack. 
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Figure 2.19: Electric fields inside the thick stack [AB]^B[BA]q for the angle at 
which the isolated transmission peak occurs and an angle in the other 
high transmission rcgion(Thc solid line is the clcctric field at the peak 
and the dashed line is the field for the other angle.) 
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CHAPTER 3. PULSES OP RADIATION IN LINEAR DIELECTRIC 
STACKS 
In this chapter, pulses of electromagnetic radiation will be studied in finite linear 
stacks. The dielectrics will again be assumed to be nondispersive and lossless as dis­
cussed in Chapter One. Also, for simplicity, only pulses which are incident normally 
and TE polarized will be considered. We will also assume that the electric field vector 
always points in the y direction. Thus, we will not explicitly write the electric field 
as a vector quantity in this chapter. 
We will first study an arbitrary pulse of radiation incident normally from vacuum 
onto a semi-infinite dielectric medium. It will be shown that the interface causes the 
incident pulse to be divided into transmitted and reflected pulses which each can be 
described in terms of the same function which describes the incident pulse. That is, 
if the incident pulse is given by f{z — ct), then the reflected pulse will be given by 
Rf{z -f ct) where R is the Fresnel reflection coeflicient[29, pages 281-282] and the 
transmitted pulse will be given by Tf{z — ct/n) where T is the Fresnel transmission 
coefficient [29, pages 281-282] and n is the index of refraction of the semi-infinite 
dielectric medium. 
In the second section, a pulse incident normally upon a single dielectric layer in 
vacuum will be studied. This problem will be solved by using a graphical method. 
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Exact solutions for the reflected field and the transmitted field will be found. The 
exact solution for the reflected field is used to show that the behavior of pulses can 
be markedly different from the behavior of steady-state light. 
In the third section, a rigorous formalism which uses Fourier analysis for studying 
arbitrary pulses of radiation incident normally on arbitrary quarter-wave dielectric 
stacks will be derived.-A closed-form solution for normally incident radiation trans­
mitted through an arbitrary quarter-wave stack will be derived. The solution for 
obliquely incident radiation transmitted through an arbitrary stack is presented. It 
will be shown that the important physical quantities arising in the discussion of this 
problem are the normal mode frequencies of the dielectric stack. These normal mode 
frequencies are the (complex) frequencies for which the ratio of the transmitted field 
to the incident field (for steady state radiation) diverges. We will show that the 
normal mode frequencies determine the time dependent behavior of pulses in the 
stack. 
In the fourth section, this method will be used to study pulses in quarter-wave 
alternating and impurity stacks. We first show that if any quarter-wave stack is 
illuminated by a monochromatic source which is turned off, the transmitted field will 
decay exponentially in the long-time limit. The characteristic decay time is strongly 
dependent on the composition of the stack under consideration. In particular, we will 
show that the localized solution of a finite impurity stack will cause the characteristic 
decay time of the transmitted field from a finite impurity stack to be larger than the 
characteristic decay time for the transmitted field from a finite alternating stack 
(which does not possess a localized solution). 
51 
Vacuum 
E.  tn 
Dielectric 
z=0 © *- z y 
Figure 3.1: Pulse incident on a semi-infinite dielectric 
Two Semi-infinite Dielectric Media 
We will now consider how a pulse of TE polarized light behaves when incident 
normally from vacuum onto a semi-infinite dielectric as illustrated in Figure 3.1. If 
this problem is thought about carefully, the solution can be found using physical 
intuition. Because the dielectric is lossless and nondispersive, the phase velocity of 
each Fourier component of the incident pulse is the same. Thus, the pulse will not 
change shape upon entering the dielectric but will only decrease in magnitude because 
part of the pulse is reflected. It would then be expected that if the incident pulse is 
given by I{z-ct), the transmitted pulse will be given by TI{z — ct/n) where T is the 
Fresnel transmission coefficient. It will now be shown rigorously that this reasoning 
is correct. 
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The incident pulse (traveling toward positive z) will be given by 
(3.1) 
where EQ is a constant and / is an arbitrary function. The Fourier transform of the 
incident pulse from the time domain to the frequency domain is given by 
E^{z ,u j )  = EQ f d t f { -  — ()exp(zw(). (3.2) 
J—oo  c  
This can be rewritten as 
Ei{z,u;.) = l{u))expC-^), (3.3) 
where 
/(w) = Eg / dt'(3.4) 
J—oo 
We now need to relate the incident and transmitted field for each frequency. 
However, this is simply the monochromatic problem studied in Chapter Two. Using 
either the Fresnel formulae{29, pages 281-282) or the matrix equation from Chapter 
Two, it is easy to show that transmitted field is given by 
= —^/(w)exp(^^) (3.5) 
n + 1 c 
and the reflected field is given by 
^r(2,'^) = ^-;^/(w)exp(—^). (3.6) 
The Fourier transform of the transmitted field from the frequency domain to the time 
domain is given by 
= J^^dwexp{ - iuJ t )Et{ z ,u i ) ,  (3.7) 
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where the assumption that the dielectric is nondispersive allows the expression in­
volving the index of refraction to be taken out of the integral. Substituting the 
expressions for and I{u) into this equation gives 
j d t ' j dwçxp{ iu ) { - -  -  t  -  t ' ) )  . (3.8) 
Tl T" 1 y — OO L ^TT j  — OO C J 
The expression in brackets is the delta function. It thus follows that the transmitted 
field is given by 
(3.9) 
In a similar manner, the reflected field can be shown to be given by 
Er i zy t )  =  - t ) .  (3.10) 
1 -I- n c  
The physical interpretation of these fields is straightforward. They are pulses of 
the same functional form as the incident pulse. The reflected pulse travels backward 
(that is in the negative z direction) at the speed of light in vacuum whereas the 
transmitted pulse travels forward at the speed of light in the medium. Thus, the 
incident pulse is separated into a reflected pulse and a transmitted pulse by the 
interface. 
This result and its physical interpretation lay the foundation for the rest of this 
chapter. Because the dielectrics are nondispersive and lossless, any pulse incident 
on the interface betwe n two different dielectrics will be divided into a reflected and 
a transmitted pulse. This means that a pulse entering a dielectric stack will start 
dividing and redividing into myriads of pulses inside the stack. Thus, the entire 
problem is reduced to enumerating all the pulses inside the stack. 
The difficulty in treating pulses in stacks lies in finding effective mathematical 
methods for enumerating all of the pulses inside the stack. In the next sections, there 
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are two methods which will be used. The first is a graphical method which will be 
used to treat arbitrary pulses in a single layer of dielectric. The second method is to 
use Fourier analysis in the same manner as in this section. Using Fourier analysis, 
we will derive a closed-form solution for pulses of radiation transmitted through an 
arbitrary quarter-wave stack. This closed-from solution will then be used to study 
pulses of radiation transmitted through finite alternating and impurity stacks. 
A Single Layer of Dielectric 
In this section, pulses of TE polarized light incident normally on a single layer 
of dielectric will be studied. Exact solutions for both the transmitted and reflected 
fields will be found. The solution for the reflected field will then be used to look at 
the time-dependent behavior of pulses in a single layer. An example will be given 
in which a layer that is anti-reflecting for steady-state light will be shown to reflect 
certain pulses. 
The problem of determining how a pulse of radiation behaves in a single dielectric 
slab will be solved using a graphical method. We use this graphical method for two 
reasons. The first is that it is much simpler to use than Fourier analysis and the 
second is because it provides much better physical insight into the problem than 
does using Fourier analysis. One can show that the two methods yield identical 
results when applied to the single layer. 
The geometry for this problem is the same as in Figure 2.8. The thickness of the 
layer is d and its index of refraction is n. The incident pulse is incident normally and 
is given by £?Q/(Z/C — t). The Fresnel coeflicients for light incident on the layer from 
vacuum are ry^ = (1 — n)/(n -f 1) and — 2/(n f 1). The Fresnel coefficients 
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for light incident from inside the layer to the vacuum are rj^y = (n — 1)/(ti + 1) and 
t^y = 2n/(n + 1), 
When the pulse^ Eq}{z Ic  — t )  is incident upon the front interface of the layer, it 
will break up into a reflected pulse R1 (given by ry^E[^f{zlc-\-i)) and a transmitted 
pulse T1 (given by tyj^EQf{nz/c — <)). The reflected pulse R1 will travel,away from 
the layer and the transmitted pulse Tl will travel through the layer. When T1 
reaches the interface at the other side of the layer at a time T = nd/c later, it will 
be separated into a transmitted pulse T2 (given by ty^t^yEQf{z/c — t + r) which 
leaves the layer and a reflected pulse R2 (given by tyy^r^yEQf{—nz/c - é + r)) 
which travels back through the layer. When R2 reaches the front interface the whole 
process will be repeated. This is shown in Figure 3.2. 
The entire process can be illustrated by a single graph which has axes of time 
and position. The position of each of the pulses (or more precisely, the position 
where the argument in the function describing the pulses is zero) can be graphed 
versus time. This graph is shown in Figure 3.2. Note that the position axis is on the 
bottom so the position of the pulses can be easily compared to positions of the faces 
of the layer. The transmitted (reflected) field is simply the sum of all of the pulses 
which exit the right (left) side of the layer. From looking at the graph, one can show 
that the transmitted field is given by 
oo 
Et{ z , t )  ^  EQtvA tAV  E  -  «  +  ( 2 m  +  l ) r ) .  (3.11) 
m = 0  
^Though the pulse will appear to be spoken of as if it is sharply peaked in this 
discussion, the pulse is arbitrary. 
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z=d z=0 
Figure 3.2: The first separations of a pulse entering a single layer of dielectric (The 
definitions = ±z/c — t + Ir and = àinzfc — t + It are used to 
simplify the expressions,) 
Similarly, the reflected field is given by 
Er{ z , t)  -  t) + ^ r^ J^ y f^{ t  + 'Ikr).  (3.12) 
k=l  
These results can also be obtained by using the more rigorous method derived in the 
next section of this chapter. 
We will now consider some physical consequences of the expressions for the 
transmitted and reflected fields of the single slab. As is obvious from the expressions, 
each of these fields consists of many terms which are time-delayed copies of the 
incident pulse. Note that each of these terms decreases in size as the time delay 
becomes larger. This is due to the fact that the Fresnel coefficients have magnitude 
smaller than unity. One can readily show that when the incident field is a steady-state 
field, these expressions will reduce to expressions for steady-state light as derived in 
Chapter Two. However, when the incident field is not a steady-state field, time-
dependent effects can arise from the interaction of the terms in the transmitted and 
reflected fields. 
An interesting effect can arise in the reflected field because of the way the terms 
in Equation 3.12 add together. We will let the incident field be a monochromatic 
field with frequency w which has been on for an infinitely long time and is suddenly 
turned off at f = 0. We will look at the reflected field only at the front face of the 
slab (z = 0) for simplicity. The incident field at the front face of the slab is given 
by f{t) = ex.p{-iujt) for negative t and f{t) = 0 for positive t. For negative t, the 
reflected field at the front face is 
Er{0,i)  = exp{ - iu j t ) { - r ^^y + t^yty^ ^ exp{ - iu j2kr ) ) .  (3.13) 
A=1 
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This can also be written as 
Er{Q,t < 0) = 2 14) 
1 — [r^yy exp[—2tu>t) 
From this we can obtain, 
which is proportional to the intensity of the reflected light. Notice that when ur  is 
a multiple of tt, the reflected field is zero. This is the principle behind anti-reflection 
coatings on camera lenses and other optical components. For 2t > t > 0, the reflected 
field is given by 
Er(0 , t )  -  exp{ - i t j j t ) { t ^y t y^  ^ (ry^y)^^"^exp(-*w2A;r)). (3.16) 
&=1 
This can be rewritten as 
Er(0,0 < < < 2x) = expM)'^ : (=''') 
1 - (r/iy) exp(-2%WT) 
with the intensity of the reflected field being proportional to 
l^r(0,0 < t < 2r)|2 = , ' (318) 
1 + K^AV)  ~ ^^AV)  cos 2wr 
The expressions for the reflected field and intensity at later times are similar except 
that there are additional factors in those expressions which include increasing powers 
of { ' ' 'Av ) ^  which exponentially reduces them in magnitude. 
If we now take the ratio of the intensities of the reflected field for the difl'erent 
times we have 
| E r ( 0 , 0 < t < 2 r ) | 2  ( l - ( r ^ y ) V  
|£?r(0,« < 0)|2 2(1 - cos2wr) 
Whenever cos2wr > 1 — g(l — this ratio is grea te r  than unity. This 
means that for certain ranges of angular frequencies, the intensity of the reflected 
field increases after the incident field is turned off. If wr is chosen to be a multiple of 
jr, a dramatic change in the reflected field occurs with the reflected field increasing 
from zero to a finite value. One can readily show that a similar effect can occur when 
the incident field is suddenly turned on.^ 
The physical reason behind this effect can be seen from equations 3.13 and 3.16. 
When ( < 0, all the terms are contributing to the reflected field. When 0 < / < 2r, 
the first term has vanished because it is due to the direct reflection of the incident 
field from the front face. However, the rest of the terms are still contributing to the 
reflected field because they are due to the light which is inside the slab. Without the 
first term to cancel the rest of the terms, the amplitude of the reflected field suddenly 
changes in magnitude when the first term vanishes. 
Figure 3.3 shows the reflected field from a single layer. The incident field is a sine 
wave which is turned on at time zero and has a duration of 10 cycles. The wavelength 
is chosen so that steady-state radiation would have no reflected field. When the 
incident field first starts, the reflected field consists entirely of the direct reflection 
of the incident field from the front face of the layer. After about 7 femtoseconds, 
next term (due to the first reflection of the light from the back interface) starts to 
contribute to the reflected field. As the next few terms start to contribute to the 
^Results similar to these are found in numerical work done by members of the 
Applied Mathematical Sciences group of Ames Laboratory[22). Their results showed 
that the reflected field from various stacks could have large jumps in magnitude when 
the incident field was first turned on and when it was turned off. The explanation of 
this for stacks is the same as for the single layer. 
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Figure 3.3: Reflected field on the interface of a single dielectric layer (The incident 
pulse is a clipped sine wave of wavelength 6328 A with a duration of 21 
femtoseconds and unit magnitude. The layer has index of refraction n 
= 2 and a thickness equal to a quarter of the wavelength of the incident 
light.) 
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reflected field, the reflected field approaches its steady-state value, zero. When the 
incident field turns off (at about t = 21 femtoseconds), the direct reflection term in 
the reflected field vanishes and the reflected field consists only of terms which are due 
to reflections inside the layer. As time passes, these terms cease to contribute to the 
reflected field and the reflected field drops to zero. 
If a single layer of dielectric is used as an anti-reflection coating, it may reflect 
rapidly changing pulses of light more than steady-state light. For most practical 
purposes, this is probably unimportant since the average intensity of a pulse of light 
would have to vary substantially in a few femtoseconds for this effect to become 
noticeable with a single anti-reflection coating. However, there is an interesting con­
sequence to this. The above analysis suggests that a finite time may be necessary for 
any optical device based on multiple reflections to reach its steady-state behavior. 
This has already been shown to be true for the transmitted field of a Fabry-Perot 
interferometer[30, 31]. 
General Method 
We will now derive a general method which may be applied to an arbitrary pulse 
of TE polarized radiation incident normally on an arbitrary quarter-wave dielectric 
stack composed of nondispersive lossless dielectrics. This method yields a closed-form 
expression for the radiation transmitted through the stack. Though we do not show 
it, closed-form expressions for the radiation inside the stack or reflected from it can 
also be obtained. The general solution for pulses of radiation with arbitrary angle 
of incidence transmitted through stacks which are not quarter-wave stacks will be 
presented at the end of this section. 
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Proceeding in the same manner as in the first section of this chapter, the Fourier 
transform of the incident field = /(§ — t) from the time domain to the 
frequency domain is given by 
/
+00 
E^{z^t)ex'p{iui)dt. (3.20) 
-oo 
By changing the variable of integration to f', where t '  — t  — and substituting 
the incident field into the above equation, we obtain 
Ej(z,uj) = /(w)exp(tu»z/c), (3.21) 
where 
/(w) = En f (3.22) j  — co 
The next step is to find the relationship between the transmitted and incideat 
fields when the fields are monochromatic. This is easily done by using the matrix 
formalism from Chapter Two. The layers of the stack are labeled from 0 to N-1 
(with -1 and N being the labels of the semi-infinite media where the light enters and 
exits, respectively). Because there will be no reflected field in the semi-infinite exit 
medium, Ej^ = 0. Also, we assume that we know the incident field so that E^^ = /, 
where I is the quantity from the Fourier transform of the incident field as given in 
Equation 3.22. The transmitted (reflected) field constant is E^ (^Zj)- The problem 
of finding the relationship between the transmitted and incident fields can be solved 
exactly once the stack is specified. 
Using the matrix equation in Equation 2.17, the relationship between the inci­
dent, reflected, and transmitted field constants is easily shown to be given by 
EZj  m=0\exp(-i«)#3m ex f { iS ) l3+}  '  N' 
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where the matrices in the product are assumed to be multiplied in the proper order 
and the quantities used in the matrices are defined following Equation 2.17. This 
relationship can be rewritten as 
EZlJ m=0 t=0 Ufc exp (2 iS )  )  \ r^ )  "  
where Rj^ = is the Fresnel reflection coefficient in going from layer fc - 1 to 
layer k .  From this, we can show that ratio of the the transmitted field to the incident 
field is 
4 = - ,3.5) 
fill l-Ef=i<?texp(t2M) 
where Qq = 11™=^ 0m the other quantities are given in terms of the quan-
tities Rji- Because all the quantities are determined by the parameters of the 
specific stack being considered, we will refer to them as structure constants. 
In Appendix B, it is shown that the denominator in Equation 3.25 can be ex­
panded into a power series. Doing this, we can rewrite Equation 3.25 as 
Et 1 
^ — exp(,W6) E n exp(t2A:^) (3.26) 
where the quantities (for fc > 1) satisfy a recurrence relation involving the struc­
ture constants Qj^ which is given by 
N 
Tm= Y .  Qk ' ^m-k  (3 .27 )  
fc=l 
where it is convenient to define initial conditions = 0 for m = —N -t- 1 to —1 
and 7q = 1. It should be noted that the only w dependence in these equations is in 8 ,  
because the structure constants Qj^ and the quantities are dependent only upon 
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the parameters of the dielectric stack. For reasons which will become clear later, the 
quantities 7^ will be referred to as transmission constants. 
Though it is not obvious that there is a simple solution for the recursion relation 
in Equation 3.27, we have obtained the solution. We now show how to solve the 
recurrence relation in Equation 3.27. We will assume a solution of the form, 7^ = 
Ar^. Upon substituting this into the recurrence relation, we obtain 
N 
= 0. (3.28) 
&=! 
This polynomial will be called the characteristic polynomial. It has N zeros in the 
complex plane which will be denoted by Using these zeros, the transmission 
constants can be written as 
AT , 
= X] 1 (3.29) 
771=1 
where the Am are constants to be determined from the N initial conditions given 
after Equation 3.27. We now show that an analytic solution for Am exists. If the 
N equations obtained from substituting Equation 3.29 into the initial conditions arc 
put in a matrix representation, we obtain 
/ 1 1 1 
(^l)^ (zg)^ 
(^l)^ (23)^ 
1 
\(zi) N- l  M  N~l  • • •  
1M ) 
^2 0 
^3 0 (3.30) 
\ ^N /  \0 
where zm  is the reciprocal of rm-  This N x  N  matrix is a Vandermondc matrix for 
which the inverse is known(32]. Inverting this relation, we obtain 
An  — n 
'N  
j=0 ~ 
(3.31) 
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where the prime on the product denotes that the j  =  n  term is not to be included in 
the product. 
The transmitted field as given in Equation 3.26 can now be Fourier transformed 
from the frequency domain into the time domain in the same manner as in the first 
section of this chapter. The transmitted field, is given by 
1 • f+OO 
E j \ f ( z , t )— — y ^  du;exp{—iu j t . )E j \ f { z , u>) .  (3.32) 
Substituting the expression for Ej \ f { z ,u j )  from Equation 3.25 into the previous equa­
tion gives, 
Epf{ z , t )  =  ^  J  (Uvexp{ - iu ) t ) ^ ^^exp{ tNS)  ^ Tj^exp{ i2k8 )exp{ iu ; { z -D) / c ) .  
(3.33) 
By substituting the integral form of /(w) from Equation 3.22 into the above equation 
and interchanging the sum and the integrals, we obtain 
Ej^{ z , t )=  ^  (3.34) 
k=0  
where 
Ji,z, t , t ')  = 1 + + (3.35) 
In  J—OO c  
. (3.30) 
It thus follows that 
= EgT, Z %/(' - + + (3.37) 
k=0 ^ 
where is 1/Qq (and is equal to the product of all the transmission coefficients for 
a pulse of light traveling through the stack with no reflections). A method similar to 
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this can be used to find the field at any point in the stack. These fields will have a 
form similar to the transmitted field. 
The physical interpretation of the expression for the transmitted field in Equa­
tion 3.37 is readily apparent. The transmitted field is a weighted sum of all the 
time delayed pulses which result from the internal reflections of the incident pulse 
inside the dielectric stack. Further insight can be gained by substituting the form of 
the transmission constants Tj^ from Equation 3.29 into the above expression for the 
transmitted field. The transmitted field can then be written as 
N 
Ef^{ z , t )  =  EqTs ^  Am 
m=\ 
.6=0 ^ 
(3.38) 
Note that the bracketed sum is similar to the expression for the transmitted field 
through a single slab in Equation 3.11 except that rm is, in general, complex. Physi­
cally, the general form of the transmitted field in this equation is easy to understand. 
The transmitted field is composed of a series of time delayed pulses that arc multi­
plied by coefficients which become smaller as time goes on. The overall decay of the 
transmitted field in time can be described by a certain number of decay constants 
which are related to the zeros of the characteristic polynomial. The fields inside the 
layers of the stack and the reflected field can be written in a form similar to that of 
the transmitted field. Also, it can be shown that the coefficient of each time-delayed 
pulse in each of these expressions for the other fields can be written in terms of the 
transmission constants 7j^. 
Summarizing, the complexity in calculating the transmitted field reduces to two 
steps. The first step consists of calculating the structure constants Qj^ for a particular 
stack. This can be done in a straightforward manner by multiplying together the 
matrices which relate the field constants in the particular stack. The second step is 
67 
to calculate the transmission constants 7^. This can be done in two ways. The first is 
to directly iterate the recursion relation in Equation 3.27. The second way is to find 
the zeros of the characteristic polynomial in Equation 3.28 and use these to directly 
determine the transmission constants by using Equations 3.29 and 3.31. Of course, 
there does not exist any method for analytically finding the zeros of a polynomial of 
arbitrary degree, so the characteristic polynomial in Equation 3.28 cannot be solved 
analytically. Thus, it is not easy to calculate the transmission constants analytically 
except in special cases. Because the structure constants depend upon the particular 
system being looked at, there are not many general statements which can be made 
concerning them or the zeros of the characteristic polynomial. There are however 
two very important general statements which can be made. 
The first important statement is that the zeros of the characteristic polynomial 
all have magnitude less than unity. This of course is to be expected physically 
since the pulses must decrease in size as they are re-reflected through the stack. This 
provides the justification for the step in going from Equation 3.25 to Equation 3.26 in 
which we expanded the denominator into a power series. The power series converges 
only when all of the zeros have magnitude less than unity. All of this is discussed in 
more detail in Appendix B. 
The second general statement comes from comparing Equation 3.25 and the 
characteristic polynomial in Equation 3.28. Ifr = the characteristic polynomial 
is proportional to the ratio of the monochromatic incident field to the monochromatic 
transmitted field. That is, 
^ - E (3.39) 
m=l 
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when T = e""*^ where 6 — The values of the frequency for which the incident 
field v&nishes are the normal mode frequencies of the system. Thus, the zeros 
of the characteristic polynomial can be found from the normal mode frequencies of 
this system. This important result is used in the next sections. 
If the dielectric stack has layers which do not have a common optical thickness 
(or if the light is not incident normally on a quarter-wave stack), the solution for the 
transmitted field becomes more complicated than for the case of radiation incident 
normally on quarter-wave stacks. This is because there will be different transit times 
for light traveling across each layer. Because the derivation of the solution is similar 
to the one for radiation incident normally on quarter-wave stacks, only the results 
will be presented here. 
We first need a few definitions. will be the number of layers for which 
the transit time of light traveling across the layer is for = 1 to A/, where M 
is the number of different transit times. Everything will be similar to the solution 
found earlier except that the polynomials will become multinomials and the recursion 
relation will have more than one index. Specifically, the ratio of the transmitted field 
to the incident field in the frequency domain is 
where the prime on the zero in the sum signifies that the term where all the indices 
are zero is not to be included. The transmitted field in the time domain is 
k^-"ki^f=0 v / 
(3.41) 
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where 
Ni -NM 
= XI (3.42) 
k i - - k j ^ ^=0 '  
As can be seen, this expression is similar to the one obtained for the transmitted 
field for normally incident radiation in a quarter-wave stack though it is much more 
complicated. 
Alternating and Impurity Stacks 
We will now apply the method derived in the previous section to pulses of radi­
ation in quarter-wave stacks. There are tv;o main results which will be shown. The 
first is that if the normally incident radiation is of finite duration, after sufficiently 
long times the transmitted field will decay exponentially with a decay time charac­
teristic of the stack under consideration. The second major result is that expressions 
for the dependence of certain decay constants of the alternating and impurity stacks 
in terms of the number of layers in the stacks is derived. It is shown that the localized 
solution of an impurity stack causes one decay constant to change exponentially with 
the number of layers in the stack whereas all other decay constants (for both impurity 
and alternating stacks) change algebraically with the number of layers in the stack. 
This results in the decay time of radiation in the impurity stack to be much longer 
than the decay time of radiation in an alternating stack with a similar number of 
layers. 
Using the solution for the transmitted field given in Equation 3.38, we can study 
this problem. To find the transmission constants, we must first find the zeros of the 
characteristic polynomial (which can be found from the normal mode frequencies of 
the stack). We find the normal mode frequencies of the stack by letting the ratio of 
the incident field to the transmitted field vanish. The ratio of the incident field to the 
transmitted field for the alternating stack B[AB\jqB can be found from Equation 2.82 
in Chapter Two. Setting this ratio equal to zero to find the normal mode frequencies 
gives 
=SI) 
where all the quantities in this equation are defined following Equation 2.82. Simi­
larly, letting the ratio of the incident field to the transmitted field for the impurity 
stack B\AB\f^[BA]pfB as given in Equation 2.89 vanish gives 
Figure 3.4 shows the zeros of a quarter-wave impurity stack (with n = n^/nq — 
2) for several values of N (obtained by numerically finding the zeros of Equation 3.44). 
Notice how the zeros gradually approach an arc segment and an isolated point on the 
unit circle in the complex ^-plane where ( = exp(2twaj/c). The arc segment which 
the zeros approach as N increases is defined by the values of ^ for the physically 
allowed frequencies of the infinite impurity stack as given in Equation 2.45. The 
isolated point on the unit circle which zeros approach as N increases corresponds to 
the value of ( for the frequency of the localized solution of the infinite impurity stack. 
The diagram for the zeros of the alternating stack will look similar to the one for the 
impurity stack except for the absence of zeros near the isolated point. This simply 
reflects the fact that the alternating stack has no localized solutions. 
We now show that the sequence of zeros which approaches the point unity in the 
complex ( plane for increasingly larger impurity stacks can be approximated asymp-
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Figure 3.4: Zeros of impurity stacks B[AB]pj[BA\pfB (The ratio of indices of re­
fraction used is nj^/njg = 2.) 
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totically as M gets larger. To do this, it is convenient to first write the Chebyshev 
polynomials in the form j^%cos ^ ® will be greater than 
unity for this zero, the hyperbolic forms of the trigonometric functions must be used. 
Using these, one can show that Equation 3.44 can be written as 
= (3.45) 
where x  —  cosh Using the definitions of the quantities x ,  ( ,  W ,  and Z  as given 
following Equation 2.82, one can show that as N becomes large, ®, (, and W will 
approach unity and Z and will vanish. Since 0 vanishes when N becomes large, 
we wiU approximate the above equation in powers of <f>. Doing this we obtain, 
X 1 + (3.46) 
( ~ 1 + ^6, (3.47) 
7 1 + 1  
and 
ly ~ 1 + (3.48) 
Zy/n 
Putting these into Equation 3.45 and approximating the hyperbolic sine and cosine 
to first order in (f) gives, 
tanh 
4*= (349) 
When this is substituted into (, we obtain 
r = ^ ~ 1 — ^ (•'Î-SO) 
where r is the zero which we are treating. Notice that the zero in this equation 
approaches the unit circle in the complex ( plane algebraically as the number of 
layers increases. 
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In a similar manner, the sequence of zeros associated with the localized solution 
of the impurity stack can also be approximated as N becomes large. One can show 
that 
Ç n 
Notice that the zero in this equation approaches the unit circle in the complex ^-plane 
exponentially as the number of layers increases. 
We have shown that the zero associated with the center point of the arc segment 
at unity approaches the arc algebraically as l/N as the number of layers N in the 
stack increases. Numerical work shows that the zeros which approach the endpoints 
of the arc segment do so algebraically as l/N^ as the number of layers N in the stack 
increases. In contrast, the zero associated with the localized solution approaches the 
isolated point at —1 exponentially as n~^. Thus, the largest zero of the impurity 
stack is the zero associated with the localized solution whereas the largest zeros of 
the alternating stack are the ones near the endpoints of the arc segment. One can 
readily show numerically that the zero associated with the localized solution of the 
impurity stack is larger in magnitude than the largest zeros of the alternating stack 
for alternating and impurity stacks with similar number of layers. 
We will now show that radiation in any stack will decay exponentially in the 
long time limit. Consider the solution for the transmission constants Tm as given in 
Equation 3.29 (noting that all of the zeros of the characteristic polynomial rm have 
magnitude less than unity). For large enough m, Tm will be approximated by 
where r is the largest zero and A is the constant multiplying it. Thus, if the incident 
field is such that it turns off at a certain time, successive terms in the transmitted 
field will turn off as time passes. Eventually, the transmitted field will approach a 
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form given by 
Et{z , t  >  2NT) -v4 ^ ^TTiy^(^--P) _ ( .J. 2mr). (3.52) 
m=N 
Thus, in successive time steps of 2r, the field will decay exponentially as each term 
turns off. One can also readily show that if the incident radiation is turned on at 6 = 0, 
the transmitted field will exponentially approach its steady-state value. Features like 
this were found in numerical work done by members of the Applied Mathematical 
Sciences group of Ames Laboratory(22]. 
In the above paragraph, it was shown that the decay of the transmitted field in 
the long-time limit for a given stack depends on the largest zero for that stack. For 
stacks with a similar number of layers, an impurity stack will have a larger zero than 
the corresponding alternating stack. Thus, in the long-time limit for large stacks, 
the transmitted radiation from an impurity stack will decay more slowly than the 
transmitted radiation from an alternating stack. 
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CHAPTER 4. STEADY-STATE RADIATION IN NONLINEAR 
DIELECTRIC STACKS 
In this chapter, the propagation of steady-state radiation in nonlinear dielectric 
stacks will be studied. The type of nonlinearity which will be used will be a delta 
function nonlinearity of the Kerr type which will be described in detail in the first 
section of this chapter. The nonlinear stacks studied are formed by placing a single 
nonlinearity of this type at the center of alternating and impurity stacks. Also studied 
will be a single layer of dielectric with a single nonlinearity placed on one face of the 
layer. 
The dielectrics in the stacks will again be assumed to be lossless and nondis-
persive as in the previous chapters. For simplicity, the radiation will be assumed to 
be incident normally and TE polarized. By assuming the radiation is TE polarized 
and incident normally, the simplest possible expression for the electric field at the 
location of the nonlinearity is obtained. 
In the first section of this chapter, a matrix equation which relates the field 
constants in adjacent layers of nonlinear stacks will be derived which is similar to 
the matrix equation for linear stacks derived in Chapter Two. It will be shown 
that because the nonlinearity we are using is a delta function, the nonlinearity will 
only appear in the boundary conditions. This means that the radiation inside each 
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dielectric layer will satisfy the usual linear wave equation as in Chapter Two. Thus, 
using a delta function nonlinearity allows us to avoid solving a difficult nonlinear 
wave equation and yet have a nonlinear system. It will also be shown that bistability 
occurs in stacks containing a delta function Kerr nonlinearity. When a stack exhibits 
bistability, the transmitted radiation has more than one possible intensity for a single 
intensity of incident radiation. This is illustrated in Figure 4.13. 
In the second section of this chapter, a single layer of dielectric with a nonlinearity 
on one face will be studied. We derive necessary conditions for the occurrence of 
bistability which only involve the index of refraction and thickness of the layer and 
the frequency of the incident radiation. It is shown that if the index of refraction 
is less than a certain threshold value, bistability cannot occur no matter how strong 
the nonlinearity and the intensity of the incident radiation are. There is also a 
similar condition involving the frequency. These conditions and their consequences 
are discussed further in the second section. 
In tlie third section, alternating and impurity stacks with a nonlinearity will 
be studied. It will be shown that for a given incident field strength and a given 
nonlinearity, impurity stacks will more readily exhibit bistability than alternating 
stacks. 
General Formalism 
In this section, a matrix relation will be derived which relates the radiation in 
adjacent layers of a dielectric stack with a nonlinearity. This is shown in Figure 4.1. 
The nonlinearity is located at the interface between layers m — 1 and m and is denoted 
by the line with dots in the figure. We assume that there is only one nonlinearity in 
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the stack. The matrix equation derived however can easily be adapted to stacks with 
more than one nonlinearity. 
The nonlinearity which is used is of the Kerr type. In a Kerr medium, the electric 
displacement is given by(12, page 83) 
D(r,0 = e(r)E(r,0 + XArjr(r)|E(r,0pE(r,0- (4.1) 
Assuming that the radiation is TE polarized and incident normally on the stack as 
shown in Figure 4.1, this relationship can be written in a simpler form, 
D = , (z)E +  xnl (A\E\^E.  (4.2) 
The specific form of XNL which we will use is 
(4.3) 
where ^ is a constant which will be referred to as the nonlinearity parameter and 
^m—1 the location of the nonlinearity. Throughout the remainder of this disser­
tation, the nonlinearity will be referred to as a nonlinear surface. To illustrate the 
importance of our choice of we will derive the wave equation for the case if 
Xl\fL "ot chosen to be a delta function. If XATi did not vanish inside each layer 
but was a constant (or some nonvanishing function), a nonlinear wave equation would 
have to be solved. Using Maxwell's equations as given in Chapter Two, the following 
equation is easily derived, 
9 1 d"^ 
Substituting the explicit form of D into this equation gives 
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Figure 4.1: Radiation in a nonlinear stack 
This is a second order nonlinear partial differential equation which is difficult to solve. 
Thus, choosing the form of xyvZ that it. vanishes inside each layer allows us to 
avoid solving a nonlinear wave equation and allows us to put the nonlinearity into 
the boundary conditions. 
For our choice of xyvZ' ^ constant and Xpfl vanishes inside each dielectric 
layer in the stack. Inside each layer, D = eE which is the usual linear relation 
between D and E. This means that the wave equation derived in Chapter Two for 
steady-state radiation in each layer of a linear stack is valid inside of each layer in the 
nonlinear stack. Thus, the electric field inside of the jth layer of a nonlinear stack is 
given by 
as in Chapter Two. One can readily show from Equation 2.5 that the magnetic field 
E j  =  y [ E f  e x p { + i k j [ z  -  z j ] )  +  E j  e x p { - i k j [ z  -  z j ] ) ]  (4.6) 
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Figure 4.2: Integration path for boundary condition 
is given by 
= kej[-E^ exp{+ikj[z -  zj\) + EJ exp(-ifcj(z - zj])].  (4.7) 
The fact that there is no x dependence in either of these fields is because the radiation 
is incident normally. These expressions are the same as those given in Chapter Two 
except that the angle of incidence is zero. 
There are only two boundary conditions which must be used. This is because 
the fields have no components normal to the interface. Thus, only two boundary 
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conditions for the tangential components of the fields are needed. The first is the 
usual condition that the tangential component of the electric field must be continuous 
across the interface. The second boundary condition which applies to the tangential 
component of the magnetic field must be derived. The first boundary condition 
concerning the electric field gives the same result as in Chapter Two. That is, 
^m—1 ~ + •Ê'm(4.8) 
However, the boundary condition concerning the continuity of the tangential com­
ponent of the magnetic field must be examined very carefully. The integral form of 
Amperes's law is 
^ B - d l  =  ^ ^ y " D - d A .  ( 4 . 9 )  
Note that the partial derivative of time can be replaced by —iui since the time depen­
dence of steady-state radiation is exp(-tui<). We will choose a path of integration as 
shown in Figure 4.2. The normal to the area points in the y direction. The boundary 
condition is obtained by letting the width in the z direction 8 approach zero. Because 
the magnetic field points in the x direction and has no x dependence, 
/B . dl = (4.10) 
Because the electric displacement vector points in the y direction, 
/D.dA=/;;/^x/;-'_Yd.z,. (4.U) 
Since D has no x dependence, the first integral can be evaluated easily. Substituting 
the explicit form of D into the second integral gives 
DdA = I + (4.12) 
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Since E is continuous across the interface, the first term in the integral vanishes. The 
delta function in the second term is easily evaluated giving 
(413) Ô—>U •' 
Using Equations 4.10 and 4.13, we find that the boundary condition for the tangential 
component of the magnetic field Is given by 
= -iu)(,\E{z^j^_i)\^E{zjn-\)- (4.14) 
This shows that the magnetic field is discontinuous at the nonlinear surface. Note 
that jG(z^_^) is the electric field evaluated at the interface where the nonlinear 
surface is  located.  An explicit  expression can be found by substi tuting z = Zrn—l 
into the electric field expression (as given in Equation 4.6) for either the mth or (m-
l)th layer. Thus, E(z^_2) can be written in terms of either the field constants 
or the field constants E^_y Substituting the evaluated integrals and the explicit 
forms of the fields into Equation 4.9 gives 
em[--£'m exp(-iA:n;(fn%) + exp(+tA:m<^m)] - ^m-1^ 
= + E^\^iE+ + E-|. (4.15) 
Equations 4.8 and 4.15 can be combined into a matrix equation which relates the 
field constants in adjacent layers. This matrix equation is given by 
^m-l\ /0m^^Pi~^^Tn) - i^m /^mp*P(+*^m) - iTm \ / 
\/^m Gxp(—i^m) 4- iPm ^rn®*P(+*^in) + / \ 
where 0^ = ± fcm)l2kj^_i, Sm - kmdm, and 
Fm = (4.17) 
"m-1^ 
(4.16) 
82 
Vacuum (m=-l) 
»£;+ 
-E 
-1  
Dielectric (m=0) 
•E, 0 (> 
o 
• 
£0 
Vacuum (m=l) 
0-
Figure 4.3: Single dielectric layer with nonlinearity (The nonlinearity is denoted by 
the dots.) 
Notice the similarity of this equation and the matrix equation in Equation 2.17 which 
was derived in Chapter Two. Indeed, if ^ = 0, then F = 0 and the matrix relation is 
identical to the one in Chapter Two. In the following sections, this matrix relation 
will be used to treat different systems. 
Single Layer with Nonlinearity 
In this section, we study a single layer of dielectric in vacuum with a nonlinearity 
on the right interface. This is shown in Figure 4.3. The single layer will have index of 
refraction n and thickness d. The incident, reflected, and transmitted field constants 
are related by 
E 1 /?+exp(-i5) /?5-exp(-fi5)\ //?+-iT -tT\ /E+ 
E 
- 1  ,/3g exp(-t5) /3^exp(+i5)/ -f-if + +  i r .  (4.18) 
83 
where S = ndu>[c and F = (u?^/nc)|^j'|^. The ratio of the incident field to the 
transmitted field can be found by multiplying the matrices together. This gives 
^il (n+l)2 
—-r- = [cos 5 — rsin 5] — if— sin 5 + nF cos fl. (4.19) 
Ej'  '  ^ 2n '  ^ ^ 
From this expression, the transmissivity can be found. The transmissivity is given 
by 
T= [^l + SF + CF^r^ (4.20) 
where 
A  =  1  + s i n 2  5 ,  ( 4 . 2 1 )  
F = (n^ — l)sinf cos f, (4.22) 
and 
C = + {I -  n^)s\n'^ S. (4.23) 
Note that A and C are always nonnegative. Also note that F depends on the trans­
mitted field. Thus, the transmissivity depends on the transmitted field. This is in 
contrast to the transmissivities found in Chapter Two for linear stacks which did not 
depend on the transmitted field. 
We will now rewrite the transmissivity equation in a form which can be more 
easily analyzed. We will write F as F = where 7 = [uj^/nc). We will let 
y = i \E'^y^ and x — ' i \E'^^.  Note that this means that y (1) is proportional to the 
i n t e n s i t y  o f  t h e  i n c i d e n t  ( t r a n s m i t t e d )  f i e l d .  T h e  t r a n s m i s s i v i t y  i s  g i v e n  b y  T  =  x / y .  
The transmissivity equation can also be rewritten as 
y = Ax + Bx^ + Cx^. (4.24) 
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Figure 4.4: Possible solutions of cubic equation describing single layer with nonlin-
earity 
Notice that this is a cubic equation for which it may be possible to have a 
single value of y for three different real values of x. This means that for a given 
incident intensity, there may possibly be three different transmitted intensities. Thus, 
bistability may occur in this system. 
Notice that x and y will have the same sign. This is because they each are a 
positive magnitude times 7. To simplify the following discussion, 7 will be assumed 
to be positive. The results for negative 7 are easily obtained from the results for 
positive 7. Since 7 is assumed to be positive, y and x are positive in the region of 
interest. Figure 4.4 shows the possible y versus x curves. It will be shown that these 
are the only possibilities. These curves go through the origin bccausc y = 0 when 
s = 0. Notice that the slope of y is positive wlien 1 = 0 because j/'(0) = /I > 0. 
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Also, note that for large i, y is positive because C > 0.  Because the equation for y 
is cubic, there will be at most two real positive critical points. Also, there will be at 
most two real zeros (excluding x = 0). Because there are at most two critical points 
and at most two real zeros (excluding the origin), the slope of the y can change signs 
at most twice and y can be zero at most twice (excluding the origin). Thus, the 
curves given in Figure 4.4 are the only possibilities. In the following paragraphs, the 
critical points and the zeros are examined. It will be shown that no real zeros can 
exist and that under certain conditions critical points can exist. 
We will first consider the zeros of p .  Since y  =  x { A  +  B x  + Cz^), the quadratic 
equation can be used to find the zeros of y. If y = 0, then xz = 0 or A + Bxz 4-
C{xz)^ = 0. Solving for the zeros of y gives 
Since Xz must be real, the discriminant must be nonnegative. Thus, we need to find 
t h e  v a l u e s  o f  n  a n d  S  f o r  w h i c h  —  i A C  >  0 .  S u b s t i t u t i n g  t h e  e x p r e s s i o n s  f o r  A ,  
B, and C into the discriminant gives 
—  (n^ —  1)^ sin'^ S  + 4n^(n^ — 1) sin^ S  -  > 0. (4.26) 
This can be factored out into 
- [(n2 - 1) sin^ 8 - 2n2]2 > Q. (4.27) 
Since there are no real solutions to this equation, there are no real xz for which y = 0 
except Xz = 0. Thus, y has no zeros except at the origin. 
We will consider the critical points of y in the same manner that the zeros 
of y were treated. The critical points are given by y'(®c) = 0. This condition is 
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A + 2Bxc + 3Cxc = 0. Solving for xc gives 
xc = (4.28) 
For Xc to be real, the discriminant must be nonnegative. Thus, we must find the 
values of n and S for which — 3AC > 0. Substi tuting the expressions for A, B, 
and C into the discriminant gives 
- (n^ - 1)2(71^ + 3) sin'^ 8 + n^{n^ -  l){n^ + 11) sin^ S - 12n^ > 0. (4.29) 
This can be written as 
- ( s i n ^ f -  5 ' + ) ( s i n ^ 6 -  : ? _ )  >  ( I  ( 4 . 3 0 )  
where 
2 
= _ 2 1 2 ^ + ") ± M - 26-^ - 23] (4.31) 
2(n^ - l)(n^ + 3) 
This condition can also be rewritten as 
5 _ < s i n 2 ^ < 5 + .  ( 4 . 3 2 )  
Since sin S is real, S± must be real. Thus, the discriminant in the expression for 5^ 
must be nonnegative. Setting n'^ — 26n^ — 23 > 0 gives the condition 
n > \/l3 + 8v/3 = 5.1823. (4.33) 
When equations 4.32 and 4.33 are satisfied, Xc given by Equation 4.28 is real. How­
ever, because we are considering 7 to be positive, xc must be positive to be in the 
region of interest shown in Figure 4.4. Thus, a further condition on S is that B must 
be negative. If B is negative, xc is given by 
. = (4.34) 
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Since A and C are both positive, both Xq are positive. 
Summarizing, when 7 is positive, there are no real zeros of y possible. There are 
critical points possible if n > 5.1823, 5_ < sin^ f and 5 < 0. Since there are 
no zeros possible, only cases 1 and 2 in Figure 4.4 are possible. Whenever critical 
points exist, the curve will be case 2. Whenever critical points do not exist, the curve 
will be case 1. When 7 is negative, the derivation will be identical to the derivation 
for positive 7 except that Xc should be negative. Thus, the conditions are the same 
except that B > 0. 
We have thus derived the conditions for critical points of y to exist. The first 
condition is that the index of refraction must exceed a certain value. The second 
condition which is on sin^ 6 is essentially a condition on the frequency of the incident 
radiation. This condition can be written in terms of frequency and is given by 
2771 ± - sin~^ t/5q; < — < 2771 ± - sin~^ (4.35) 
TT ' ' WQ TT ^ 
where wg = 7rc/2cf, m is an integer, and 7 = T|7|- The plus and minus signs for 7 
as related to this equation are found from comparing the solutions for positive and 
negative B. 
When critical points of y do not exist, the system cannot exhibit bistability. 
This can be seen from Figure 4.4. Recall that y is proportional to the intensity 
of the incident radiation and x is proportional to the intensity of the transmitted 
radiation. This means that Figure 4.4 is essentially a graph of incident intensity 
versus transmitted intensity. When critical points do not exist, there will only be a 
single value of y for each single value of i. Thus, for each value of the intensity of 
the incident field, there will only be a single value of the intensity of the transmitted 
field. 
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When critical points of y do exist, the system may exhibit bistability. Whether 
the system will exhibit bistability or not depends on the strength of the incident 
field and the size of the nonlinearity parameter Recall that y is proportional to 
the nonlinearity parameter times the intensity of the incident field. If either the 
nonlinearity parameter or the incident field intensity are too small, y will be small. If 
this is so, the only region of the curve in Figure 4.4 which can be reached is near the 
origin. If y is sufficiently large (meaning the the product of the nonlinearity parameter 
and the incident field intensity is sufficiently large), the region of the curve for which 
there are three values of x for one value of y can be reached. 
The conditions for the existence of critical points are rather interesting in that 
they do not depend upon the strength of the nonlinearity parameter. This means 
that if the index of refraction is smaller than \/l3 + 8\/3, bistability cannot occur 
despite how large the nonlinearity parameter and the incident field intensity are. This 
suggests that part of the physical origin of bistability is in the layer of dielectric. It 
is simple to show for a single nonlinear surface in vacuum cannot exhibit bistability.^ 
The main feature which a single layer with a nonlinear surface has that a single 
nonlinear surface in vacuum does not have is an extra interface. This extra interface 
is necessary for bistability. Radiation reflected from the nonlinear surface in vacuum, 
will continue to move away from the nonlinear surface since there is no means of 
reflecting it back toward the nonlinear surface. However, in the single layer, the 
other interface of the layer will reflect radiation back towards the nonlinear surface. 
^This is shown by letting n = 1 in the results obtained above. When n = 1, 
the single layer of dielectric becomes indistinguishable from vacuum. Thus, we have 
a nonlinear surface in vacuum. Since n — I does not satisfy the condition for the 
existence of critical points, the nonlinear surface in vacuum cannot exhibit bistability. 
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This shows that part of the physical origin of bistability is feedback of radiation from 
the nonlinear surface reflected by the interface back onto the nonlinear surface[12]. 
Another interesting question is to determine under what conditions bistability 
occurs when changing the frequency instead of the intensity of the incident radiation. 
It can be shown numerically that bistability exists. However, we are unable to show 
this analytically. We will show why this is so. The equation describing this system 
is given by 
and the transmissivity is given by T* = x j y .  Thus, this equation can be rewritten as 
For a particular incident intensity, y  will be constant. Note that A ,  B ,  and C  are 
all functions of frequency. To find a condition for bistability, the conditions for the 
existence of real positive solutions of T which satisfy this cubic equation must be 
found. Unfortunately, the conditions for the existence of real positive solutions of 
a cubic equation are complicated and lead to conditions on the frequency which we 
were unable to solve analytically. 
Figure 4.5 contains a diagram showing where bistability can occur and where it 
cannot. Figure 4.6 shows a graph of transmissivity [xjy) versus y for a frequency 
and index of refraction for which bistability does exist. Recall that y is proportional 
to the intensity of the incident radiation. Thus, Figure 4.6 is essentially a graph of 
transmissivity versus incident intensity. Note that if the intensity is large enough, 
the system will exhibit bistability. 
In summary, a single layer of dielectric in vacuum with a nonlinear surface on one 
y  =  A x  +  B x ^  +  C x ^  (4.36) 
1 = AT ^ ByT"^ + Cy'^T^. (4.37) 
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Figure 4.6: Graph of transmisBivity versus incident intensity for a single layer with 
a nonlinearity showing bistability (The index of refraction of the layer 
is n = 7. The frequency of the incident radiation is w = .65wQ.) 
face can be studied analytically. Necessary conditions for the existence of bistability 
in this system have been derived. These necessary conditions do not depend upon 
the strength of the nonlinearity but only upon the index of refraction of the layer 
and the frequency of the incident radiation. Comparing the results from the single 
layer with a nonlinear surface to results for a nonlinear surface in vacuum shows that 
feedback of radiation from the nonlinear surface reflected by the other interface of 
the layer back onto the nonlinear surface is necessary for bistability. 
4.3 Nonlinear Alternating and Impurity Stacks 
In this section, we will study steady-state radiation in finite alternating and 
finite impurity stacks which have a nonlinear surface included in the ccnter of each 
stack. Examples of each of these types of stacks are shown in Figures 4.7 and 4.8. 
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Figure 4.7: Alternating slack B[AB]^B with nonlinearity 
The primary result found in this section is that the localized solution of the impurity 
stack causes nonlinear effects to be enhanced in comparison to the alternating stack 
which has no localized solution. 
The problem of primary interest is to compare the behavior of alternating and im­
purity stacks with nonlinearities for a given incident intensity and varying frequency. 
As was shown in the previous section, this problem cannot be solved analytically so 
we will solve it numerically. We will now discuss the way in which numerical solu­
tions were calculated. For any stack, the incident, reflected, and transmitted field 
constants can be related by multiplying all the matrices together for each layer of the 
stack. For a stack with a nonlinearity, the incident, reflected, and transmitted field 
constants can be related by 
( A  B \ / / 3 + - t T  ( 3 - - i T \ ( E  F  
E 
- 1  
c z ? / \ / 9 - + t T  / ? +  +  t r / v c  n .  
(4.38) 
where F = X\E'j^\^ and all the quantities denoted by capital letters are functions of 
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Figure 4.8: Impurity stack B[AB]2[BA]2B with nonlinearity 
frequency and the parameters of the stack. From this, it can be shown that 
E + 
\^\^ = a' + B'T + 
E + N 
(4.39) 
where A', B\ and C' are functions of frequency and the parameters of the stack 
obtained from solving the previous matrix relation. Using substitutions for y and x 
similar to those used in the previous section, this equation can be rewritten as 
y = A"x +  + c"x^ (4.40) 
where A^^, 5", and C" are functions of frequency and the parameters of the stack. As 
can be seen this is basically the same equation which was derived when treating the 
single layer with a nonlinearity in the previous section. However, now the quantities 
multiplying the powers of x are very complicated functions which will not yield a 
simple analytic solution. As was shown in the previous section, this equation can be 
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rewritten as 
1 = A"'T + B"'yT'^ + c'"y'^T^ (4.41 ) 
where the quantities >1'", J5"', and C'" depend on frequency and on the parameters of 
the stack. This equation can be solved numerically using a rootfinding routine to find 
the transmissivities which satisfy this equation once the frequency and the incident 
intensity have been specified. This is how this problem has been solved numerically. 
The matrices which describe the stack are multiplied together numerically to obtain 
this equation. The zeros of the equation (which are the allowed transmissivities) 
are then calculated. In practice, two cases arise. In the first there is only one real 
positive transmissivity found. In this case, bistability does not occur. In the second 
case, three real positive transmissivities are found. In this case, bistability docs occur. 
The main question of interest concerning alternating and impurity stacks is 
whether or not the localized solution of impurity stacks cause any noticeable ef­
fect when a nonlinearity is placed in the center of the stacks. Because the amplitude 
of the localized solution grows exponentially larger than the incident field inside the 
stack whereas the magnitude of the other solutions inside the stack stays on the 
same order of magnitude as the incident field, it would be expected that the localized 
solution might cause nonlinear effects such as bistability to appear at much lower 
incident intensities in impurity stacks than in alternating stacks. Numerically, we 
find that this is indeed what happens. Figures 4.9, 4.10, and 4.11 contain graphs 
of transmissivity versus frequency of an alternating stack for different incident field 
strengths as labelled in the figures. Figures 4.12 and 4.13 show similar graphs for an 
impurity stack. The stacks were chosen so that each had a similar number of lay­
ers. Notice that the incident field strength has to be much higher for the alternating 
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Figure 4.9: Transmissivity of alternating stack with nonlinearity with incident in­
tensity /() 
stack to exhibit bistability than for the impurity stack. Also notice that the impurity 
stack can exhibit bistability without having other major features of its transmissivity 
graph changed a great deal. This is in contrast to the alternating stack for which the 
transmissivity graph changes drastically before bistability is exhibited. 
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chapter 5. pulses of radiation in nonlinear 
dielectric stacks 
In this chapter, pulses of radiation incident on nonlinear stacks will be studied. 
The nonlinear surface used in Chapter Four will be used here. As will be shown, 
this is a difficult problem and only a single nonlinear surface in vacuum can be 
studied in detail. It was shown in Chapter Four that the type of nonlinear surface 
we used made it unnecessary to solve any sort of nonlinear differential equation 
when the incident radiation was steady-state radiation. However, as will be seen 
in this chapter, solving a nonlinear differential equation can no longer be avoided. 
However, the nonlinear differential equation which must be solved is a nonlinear first 
order ordinary differential equation, not a nonlinear second order partial differential 
equation. Thus, using the nonlinear surface does simplify the study of pulses in 
nonlinear stacks. 
In the first section of this chapter, the problem of pulses of radiation incident 
on a single nonlinearity in vacuum will be studied. We will assume that the incident 
radiation is TE polarized and incident normally as was assumed in Chapter Four. A 
first-order nonlinear differential equation will be derived which relates the incident 
and transmitted electric fields. This differential equation is then solved. 
In the second section of this chapter, the problem of pulses of radiation incident 
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on a single layer of dielectric with a nonlinear surface is considered. It is shown for 
a specific pulse that solutions of the differential equations which must be solved may 
not be unique and may not even exist. For this reason, we have done no numerical 
work on this problem. Without proof of existence and uniqueness of solutions, any 
numerical results obtained would be unreliable. 
Pulse on a Nonlinear:ty in Vacuum 
In this section, we will study pulses incident on a single nonlinear surface in 
vacuum located at the origin. As in Chapter Four, the radiation will be assumed to 
be TE polarized and incident normally. We will first derive a nonlinear differential 
equation which relates the transmitted field and the incident field. We will then 
study this differential equation. 
Because the nonlinear surface is located at the origin, Maxwell's equations in 
vacuum apply everywhere except at the origin. Thus, the incident {£{), reflected 
(Er), and transmitted {Ei) pulses are right and left traveling solutions of the form 
/(< ± z(c) as shown in Chapter Three. Thus, the electric field on the left side of the 
nonlinear surface can be written as • 
®/e/i(^'0 = y(^t(^ - z/c) + Er{ t  +  z / c ) ] .  (5.1) 
Similarly, the equation on the right side of the nonlinear surface is 
=  - ' ! ' ) •  (5 2) 
Using Equation 2.5, one can readily show that the magnetic fields are given by 
-  z / c )  +  E r { t  + z/c)) (5.3) 
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and 
-  z f c ) .  (5.4) 
The first boundary condition which must apply is that the tangential component 
of the electric field must be continuous across the origin. This gives the condition 
that 
4 B r ( t )  =  E i [ t ) .  • (6.5) 
One can readily show that the second boundary condition can be derived by using 
Ampere's law in integral form as was done in Chapter Four. The only difference in 
the derivations is that the partial derivative of time cannot be evaluated as was done 
in Chapter Four. One can readily show that the second boundary condition is given 
by 
BRIGHTM - (5.6) 
Rewriting this equation using the expressions for the magnetic fields gives 
-  B t ( t )  -F- EJO) -  E r ( t )  = ^|(|CI(()L^£(WI- (5.7) 
Combining equations 5.5 and 5.7 gives 
Ej(() = £,(() + i|||Bi(()|2E,(i)l- (5.8) 
We have thus derived a first-order nonlinear differential equation which relates the 
incident and transmitted fields. Note that if the nonlinearity parameter vanishes, 
the incident field and the transmitted field at the origin are the same as would be 
expected. 
We will now write this differential equation in a simpler notation. We will let 
y(t) = Ei{t),X — 3(/2c, and = f{t). We will assume that the incident field 
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is written as a real function. This suggests that the transmitted field will be real 
as well. The solution which is obtained for this differential equation is reasonable 
when the transmitted field is assumed to be real. Using these assumptions and the 
definitions just given, the differential equation can be written as 
+ ï/(0 = /(O- . (5 9) 
Notice that the solution is a function of A as well as time. To the best of our 
knowledge, this differential equation has not been studied. 
It is possible to find an approximate analytic form of the solution valid near 
certain points of time. For points in time for which y\tc) = 0, it is easy to see 
that y{tc) = /((c). For points in time where y{tz) = 0, there are two possibilities. 
The first is that f{tz) = 0. The second is that y ~ ^(3/((z)/A)(( — tz) for t near 
tz which can be easily shown. Notice that this means that j/' diverges at ( = 
Unfortunately, this is the extent to which the differential equation can be studied 
analytically. 
We will now study the differential equation numerically. We will assume that 
A = 1 and f{t) = sin(27r£) for positive t and f{t) = 0 for negative t. This gives the 
equation 
y^(03/'(0 + y(0 = sin(27rO (5.10) 
with initial condition j/(0) = 0. Notice that for negative times, y = 0. Figure 5.1 
contains a phase diagram showing the slope of the solution at various points. This 
phase diagram shows that the solutions will not diverge. 
To use an ODE solver to obtain a numerical solution to this equation, this 
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Figure 5.1: Phase diagram for the differential equation 
equation must be rewritten. This is because when we write y '  as 
= = (5.11) 
it will diverge whenever y  =  0 .  Also, notice that the partial derivative of F  with 
respect to y is not continuous. This means that the mathematical theorem which 
assures the existence and uniqueness of the solution does not apply[33, page 62]. 
This equation will now be written in a way suggested by II. Levinc[34]. An auxil­
iary parameter s will be introduced to produce the following two linked difTcrential 
equations, 
" fiiy) (5.12) 
and 
^ = sin(() - y  =  F 2 { y , t ) .  (5.13) 
103 
1.00 
Incident Field 
0.75-
(Transmltted 
\ Field ; 0.50-
0.25-
0,00 
-0 
-0, 
-0.75-
-1,00 
0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.25 2.50 
Time 
Figure 5.2: Numerical solution of the differential equation (The numerical solution 
consists of the points indicated. The solid lines are simply straight lines 
connecting adjacent points.) 
Note that both Fi and i^2 continuous and have continuous partial derivatives 
with respect to both t and y. This means that the mathematical theorem assuring 
uniqueness and existence of the solutions(33, page 73] applies to these equations. 
Figure 5.2 shows the numerical solution obtained for these linked equations. Notice 
that the numerical solution is consistent with the analytic results discussed in a 
previous paragraph. The points where y' = 0 are the points where the solution is the 
same as the driving function and the points where y = 0 have.a diverging slope. 
Physically, this solution shows that the transmitted field is an oscillating quantity 
which has a different shape than the incident field and is time delayed. However, 
remember that the quantities in the plot are the essentially the transmitted field 
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and the incident field at the origin. Thus, the time delay between the peaks of the 
fields is due to the nonlinear surface. These time delays would appear to violate 
energy conservation. However, energy is stored in the nonlinear surface so energy 
conservation is not violated. This will be shown shortly. 
It should be emphasized that there are points in time for which the time deriva­
tive of the electric field diverges. This is true not only for the numerical example, but 
for any incident field. This was already shown in the approximate solution which was 
obtained earlier in this section. This effect is due to the delta function nonlinearity 
and not to the specific incident field. This shows that the usefulness of the delta 
function nonlinearity when dealing with pulses is limited. 
We will use Poynting's theorem(29, pages 236-237] to show that energy is con­
served in this problem. The Poynting vector for the fields on the left side of the 
nonlinear surface is given by 
Similarly, the Poynting vector for the fields on the right side of the nonlinear surface 
is given by 
The energy stored in the nonlinearity must be calculated from first principles. The 
electric energy density is given by(29, page 159] 
^ l e f t  =  ^  -  ^r l - (5.14) 
^ r i g h t  ^ ^ ^ ^ r i g h t  ^  ^ T i g h Ù  (5.15) 
(5.16) 
Putting in the explicit form of the electric displacement gives 
yl— I O ' À J (5.17) 
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where the integral was evaluated by changing the variable of integration from D  to 
E. As will be seen shortly, we do not need the expression for the magnetic energy 
density. Poynting's theorem[29, pages236-237] can be written as 
~  + V - S  =  0 .  ( 5 . 1 8 )  
We will integrate this equation over an infinitesimal box which is centered at the 
origin. This is given by 
£ y urfV + y S • dA = 0 (5.19) 
where the divergence theorem was used to rewrite the second integral. These integrals 
are easily evaluated to obtain 
+ ^ l e f t  -  S r i g h t  = 0- (5-20) 
Notice that only the term in the energy density with the delta function contributes. 
This is why the expression for the magnetic energy density was not needed. Putting 
the explicit expressions for the Foynting vectors into this equation gives 
- É? + B? + = 0. (5.21) 
Taking the derivative and using Equation 5.5 gives 
-£( + £, + = 0 (5.22) 
which is the differential equation which was previously derived. Thus, energy is 
conserved. 
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Pulses in Other Nonlinear Stacks 
In this section, we will discuss pulses of radiation in more complicated systems. 
In Chapter Four, it was shown that for bistability, a nonlinear effect, to occur, extra 
layers which produce feedback are needed. Bistability was shown not to occur in 
a nonlinear surface in vacuum. In the previous section, we did not find any exotic 
nonlinear effects such as self-pulsing or chaos in a nonlinear surface in vacuum. It 
would seem reasonable that a pulse incident upon a single layer of dielectric with a 
nonlinearity might produce nonlinear effects because feedback is present. However, 
as will be shown, we are unable to confirm this reasoning by solving the problem of 
pulses in a single layer of dielectric with a nonlinearity. Indeed, we are unable to 
solve any problem involving layers of dielectric with a nonlinearity. 
We now consider a single layer of dielectric with a nonlinearity as shown in 
Figure 4.3. We will assume that it takes time r for radiation to traverse the dielectric. 
Because the dielectric is nondispersive, we can treat this problem in the same way that 
the single layer problem was treated in Chapter Three. All constants used here arc 
defined in Chapter Three. The right-going field inside the stack at the nonlinearity 
is given by 
This equation simply means that at a time t ,  this field is given by the part of the 
incident field which entered the stack at a time t — T and traversed the stack and by 
the part of the left-going field inside the stack which left the nonlincarity at a time 
t — 2r. One can derive a similar expression for the reflected field. It is given by 
+ r) 4- r^v'^0 + 2r). (5.23) 
(5.24) 
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Using the results from the previous section, one can show that the left-going field in 
the stack at the nonlinearity can be written as 
BÔW = (5.26) 
From these results, one can show that 
+  t ) -  -  RJ^ y V { t  +  2T) + r(0 = 0 (5.26) 
where 
r((o) = a|((£+(())'1 . (5.27) 
Because this equation is nonlinear, it is not possible to use Fourier analysis to solve 
it. 
We will now show why we are unable to numerically solve this problem. The 
incident field will be assumed to be a sine function which is turned on at i = 0 as was 
used in the numerical work in the previous section. The transmitted field will be zero 
until t = T. This is because the incident pulse has not yet reached the nonlinearity. 
From t = T until t = 3r, the only field reaching the nonlinearity is the incident pulse. 
Thus, the transmitted field can be given by {T < t < 3r) = YI{T) where 
satisfies 
sin(é 4-r) = yi(() + X y 1 { t ) y [ { t )  (5.28) 
where ^^(r) = 0. This is basically the same equation which was solved in the previous 
section. Hence the transmitted field can be found up to this point. However, from 
t = 3T until t = 5r, the transmitted field is produced by the incident pulse and the 
pulse which was reflected from the nonlinearity toward the interface and reflected 
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from the interface back to the nonlinearity. Thus, the transmitted field is given by 
< t < 5r) = t/2(0 which satisfies 
sin(< + r) - r ^ Y y i { t  +  2t) = a(y2(0)^y2(0 + î/2(0 (5-29) 
where #2(8^) = j/j(3r). We will now attempt to solve this equation for 3/2- Using an 
auxiliary parameter as in the previous section, this equation can be rewritten as 
^ = (^2)^ (^-30) 
and 
=  F { t )  = sin(< + r) - + Zr). (5.31) 
For solutions to this equation to exist, the partial derivative of F  with respect to time 
must be continuous. However, as was shown analytically in the previous section, the 
slope of yi diverges at certain points. Thus the partial derivative of F with respect to 
t is not continuous and the theorem insuring uniqueness and existence of solutions[33, 
page 73] does not apply to 2/2- We do not know any way to rewrite the equation for 
1/2 in a form for which the uniqueness and existence theorem holds. Because of this, 
any numerical results which could be obtained would be unreliable. Thus, without 
an analytic solution and without a way of numerically obtaining a reliable solution, 
we are unable to solve this problem. 
There are two possibilities regarding the lack of uniqueness and existence of 
solutions to this problem. The first is that we simply have not determined a way in 
which to solve the problem. In this case, there would be some way to rewrite the 
equation so that it has a unique solution which exists. The second possibility is that 
perhaps there is more than one solution to the problem as there is for bistability 
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with steady-state radiation. If this is so, the lack of uniqueness of the solution 
may merely indicate that the solution is chaotic or may possess some other oxotic 
nonlinear behavior. However, even if we were to numerically solve this problem and 
obtain solutions which exhibited chaos or some other exotic behavior, it would not 
be known whether those effects are actually in the solutions or are merely numerical 
artifacts. 
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appendix a. electron in a one-dimensional lattice 
In this appendix, we discuss the treatment of an electron in a one-dimensional 
lattice using the one-orbital tight-binding model. The particular one-dimensional 
lattices which will be considered are a strictly periodic lattice and a periodic lattice 
with a single impurity site. The main purpose of this appendix is to summarize the 
results for the two particular lattices under consideration. 
The probability amplitude fn that the electron will be found at the nth site on 
the lattice is related to the probability amplitudes at adjacent sites by 
where b n  = — (n)IVff where W  is the energy eigenvalue of the electron, is 
called the site energy, and Vjj is called the hopping energy. For simplicity, we will 
define E = Wl2Vfj and An = The derivation of this result is discussed 
in [24] and [25]. For our purposes, the only thing that we need to know about the 
quantities in the recursion relation is that en characterizes nonperiodic variations in 
the lattice. Thus, cn is nonzero only where the lattice is not periodic. 
We will first use the above recursion relation to study the electron in a strictly 
periodic lattice. In a strictly periodic lattice, Cj vanishes for all j. Thus, the recursion 
relation becomes 
Ai+l + /n-l - ^nfn (A.l) 
(/L.2) 
I l l  
A recursion relation of this mathematical form is solved in Chapter Two. Because the 
solution of the recursion relation studied here closely parallels the solution found in 
Chapter Two, we will only present the final results. Whenever \E\ > 1, the solutions 
are physically forbidden. This is because fj will be given by 
f j  = A r ^  + B r ~ ^  (A.3) 
where r is a teal number with a magnitude not equal to unity. For any choice 
of constants A and B, this solution is not bounded. Whenever, \E\ < 1, r is an 
imaginary exponential. In this case, fj are given by 
f j  =  A c x p { + i j d )  +  B  c x p { — i j 6 )  (A.4) 
where 0 is a real number. This solution is physically allowed since it remains bounded. 
These bounded solutions are called extended states. Thus, when —1 < E< 1, there 
will be extended electron states in the lattice. In contrast, when \E\ > 1, no electron 
states are allowed. 
We now consider a periodic lattice with a single impurity (located at site 0). In 
this case, only eg nonzero. Thus, the recursion relation for fj is the same as for 
the strictly periodic lattice except when j — 0. For this value of j, we have 
/ l  + / _ !  = ( 2 E  +  2 A o ) / o .  ( A . 5 )  
The extended states for this lattice are essentially the same as for the strictly periodic 
lattice and occur only for — 1 < E < 1. In addition, this lattice also supports a 
localized state. This state is given by 
f j  = (A.6) 
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where r  is the smaller in magnitude of r j. where 
r ±  =  E± \ / e' ^  -  1. (A.7) 
Substituting this form of f j  into the recursion relation with index j  =  0  gives 
A r  +  A r  =  {2E + 2Aq)A. (A.8) 
We now want to find the vgilue of E for which the localized state occurs. Using the 
definition of r, one can readily show from the above equation that 
AQ = ±\/JE;2- 1 (A.9) 
or 
£-' = ±\/l + a2 (A.10) 
where the sign is determined from choosing the value of r  above. Thus, the localized 
state occurs for E = iy^l + ùP". This means that the localized state occurs outside 
the range of E for the extended states found earlier. 
We have shown that an electron in a strictly periodic lattice has a band of 
energies for which there are extended states. We have also shown that an electron 
on a periodic lattice with a single impurity also has a band of energies with extended 
states. In addition, the periodic lattice with an impurity can support a localized 
electron state. 
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APPENDIX B. MATHEMATICAL RESULTS NEEDED IN 
CHAPTER THREE 
In this appendix, it is shown that Equation 3.25 can be rewritten as Equation 
3.26 as was assumed in Chapter Three. We will do this in two parts. We will first 
show that the reciprocal of a polynomial can be expanded as a power series if certain 
convergence criteria are met. We will then show that Equation 3.25 (for any dielectric 
stack) will meet the convergence criteria. 
In this section, we will show how the reciprocal of a polynomial can be rewritten 
as a power series. We will first consider a simple example. We will then derive a 
general expression for the power series of the reciprocal of any polynomial. 
The example we will consider is 
If |x| < 1, then 1/(1 — x) can be rewritten into a power series given by 
Expending Reciprocals of Polynomials as Power Series 
(B.2) 
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We will let ® = r -f r^. Thus, whenever |r + r^| < 1, we have 
oo , 
/ ( • • ) = £ ( • •  +  ' • ) •  ( B 3 )  
fc=0 
Explicitly writing out the first few terms we obtain 
/(r) = l+(r+r^)+(r^+2r'+r'')+(r'+'3r^+3r^+r®)+(r''+4r5+6r®+4r^+r®)+.... 
(B.4) 
If we write /(r) as a power series, we have 
/(r) = Fq + Fjr + F2r2 + + ... (B.5) 
where the coefficients Fm can be found from rewriting the previous equation. One 
can readily show that the first few coefficients are Fq = 1, Fj = 1, F2 = 2, F3 = 3, 
F4 = 5, and Fg = 8. These are the first Fibonacci numbers. This suggests that the 
rest of the coefficients will be Fibonacci numbers. We now show that this is indeed 
true. 
We will write 
/(r) = , , 2, = E Fmr"". {B.6) 
1 °° 
+ r^Q 
This equation is valid if |r + r^| < 1, or equivalently, if the power series converges. 
Multiplying both sides of the equation by 1 - r — gives 
00 00 
l  =  ( l _ r - r 2 )  E  F m r " "  =  ^  F ^ C r ' "  -  ( B . 7 )  
m=0 m=0 
This equation can be rewritten as 
00 
0 = (f„ - 1) + (F, - Fo)r + £ (F„ - (B.8) 
771 = 2 
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For this to be true for all r for which the power series converges, the individual 
coefficients of r must all vanish. Thus, v/e can write that for m > 0, 
=-^m-1 + ^m-2 (69) 
where Fq = 1 and it is convenient to define F__i = 0. This recursion relation for the 
coefficients Fm of the power series is of course the recursion relation for the Fibonacci 
numbers. 
Having solved the previous example suggests a method for expanding the recip­
rocals of polynomials into power series. We will let 
f(z)= ^ (B.IO) 
Tn=l 
We now consider 
1 I 
This equation is true if |f(r)| < 1 or equivalently if the power series converges. 
Multiplying both sides of this equation by 1 - P(x) gives 
L 
1 = (1 - P M )  E n A  (B.12) 
i-O 
Using the explicit form for P ( x ) ,  this equation can be rewritten as 
o o  N  
I = E - T, (B.13) 
k=0 m—\ 
This equation can be rewritten as 
oo N  
.k 0 = E (r*, - E (B.14) 
fc=0 m=l 
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where are conveniently defined to be zero for all negative k .  Since this equation 
must be true for all x  for which the power series converges, wc have 
N  
' ^ k =  Y ,  Q m T k - r n  =  ' ^ k - l Q l  + ' ^ k - 2 Q 2  +  •  '  +  ' ^ k - N Q N  (B IS) 
m=l 
where Tg = 1 and defined to be zero for convenience. 
This recursion relation was solved in Chapter Three. The solution to this recur­
sion relation is 
AT . 
%= Z Amirmf (B.I6) 
7Tl=l 
where rm are the zeros of 
(rmf - Qlirmf-'- - = » (B.l?) 
and the constants Am are defined in terms of the zeros rm in Chapter Three. Notice 
that this equation for the zeros can be written as 
1 -/'(1/rm) = 0. (b.18) 
We now consider the convergence of the power series. For large fc, the coefficients 
in the power series Tf^ will approach the form 
= ^l('*l)*' (b.19) 
where rj is assumed to be the largest zero. Thus, the terms in the power series will 
be given by as k becomes large. Therefore, the power series will converge 
if the product of the largest zero and x  have magnitude less than unity. 
Summarizing, we have shown that the reciprocal of a polynomial can be written 
as a power series. A recursion relation with given initial conditions can be used to 
find the coefficients of the power series. In the final stages of the preparation of this 
dissertation, we found that this result is a published theorem[35]. 
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Application of Power Series to Optical Problem 
In this section, we will show that Equation 3.25 can be rewritten using the results 
of the previous section. To do this," we must show that the power series converges. 
The equation which we are considering is 
E ^ i  1 - <?(%) 
(B.20) 
where x  = exp(2ifc5) and 
= E (B.21) 
fc=l 
Using the results of the previous section, this can be rewritten as 
= ± ^ 
«Il QO m=0 
— ^  ^ — e x p ( i N S )  Y ,  (b.22) 1 + 
where T;t<0 — ^0 -
Ti^  = + Tfç_2Q2 + ••• + TI^ -/VQN- (B.23) 
The solution for Tf^ is 
TV , 
z -4m(rmr (b.24) 
m=l 
where rm are the zeros of 1 - Q{ l / rm)  = 0. 
We now need to show that this power series converges. For this to happen 
km®! < 1. Since the magnitude of x is unity, the magnitude of the largest zero must 
be less than unity. 
We will now show that none of the zeros rm can have magnitude greater than 
unity if energy is conserved. The first step is to note that the zeros cannot lie on the 
unit circle in the complex plane if energy is conserved. The ratio of the transmitted 
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field to the incident field is proportional to the reciprocal of 1 — Q { x )  where x  lies on 
the unit circle in the complex plane for all real frequencies. If energy is conserved, 
this magnitude of this ratio must be less than unity for all real frequencies. Because 
of this, it is impossible for 1 — Ç(x) to vanish for any x on the unit circle in the 
complex plane. The equation which defines the zeros is 1 — Qil/rm) = 0. Thus, 
none of the zeros can lie on the unit circle in the complex plane. 
The next step needed to show that magnitude of the largest zero is less than 
unity involves showing that if all zeros are inside the unit circle for any dielectric 
stack, they will all be inside the unit circle for any other stack. It is obvious that 
by continuously changing the thicknesses and indices of refraction of the layers of a 
dielectric stack, it can be changed into any arbitrary stack. In doing this, the structure 
constants Qm will change continuously since they depend upon the thicknesses and 
indices of refraction of the layers of the stack. There is a mathematical theorem 
which states that the zeros of a polynomial move continuously in the complex plane 
as the coefficients of the polynomial change continuously. Thus, the zeros rm will 
move continuously in the complex plane as a stack is continuously changed into any 
other stack. 
The final step is to show that there exists a stack for which all the zeros lie inside 
the unit circle. Since this stack can be changed continuously into any arbitrary stack, 
the zeros of any arbitrary stack must lie inside the unit circle. This is because the 
zeros (which move continuously in the complex plane during the change) cannot cross 
over the unit circle. Thus, we need only find a stack for which all zeros lie inside the 
unit circle to show that the zeros of all stacks are inside the unit circle. 
The simplest stack is a single layer of dielectric. For a single layer of dielectric, 
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there is only a single structure constant Çj = (n^ — l)/2n. Note that Qi is smaller 
than unity. The only zero of this stack is given by 1 — Qi/rm = 0, Thus, the zero 
has magnitude smaller than unity. We therefore have found a stack for which all the 
zeros lie inside the unit circle. Since we have shown that there is a stack for which 
the magnitude of all the zeros is less than unity, this is true for all stacks. Thus, the 
power series will converge for all stacks. 
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