Objective. Develop and validate a surveillance model to identify outpatient surgical adverse events (AEs) based on previously developed electronic triggers. Data Sources. Veterans Health Administration's Corporate Data Warehouse. Study Design. Six surgical AE triggers, including postoperative emergency room visits and hospitalizations, were applied to FY2012-2014 outpatient surgeries (n = 744,355). We randomly sampled trigger-flagged and unflagged cases for nurse chart review to document AEs and measured positive predictive value (PPV) for triggers. Next, we used chart review data to iteratively estimate multilevel logistic regression models to predict the probability of an AE, starting with the six triggers and adding in patient, procedure, and facility characteristics to improve model fit. We validated the final model by applying the coefficients to FY2015 outpatient surgery data (n = 256,690) and reviewing charts for cases at high and moderate probability of an AE. Principal Findings. Of 1,730 FY2012-2014 reviewed surgeries, 350 had an AE (20 percent). The final surveillance model c-statistic was 0.81. In FY2015 surgeries with >0.8 predicted probability of an AE (n = 405, 0.15 percent), PPV was 85 percent; in surgeries with a 0.4-0.5 predicted probability of an AE, PPV was 38 percent.
their positive predictive validity (PPV) will be high and the chart review process will be efficient compared to other surveillance mechanisms (Resar, Rozich, and Classen 2003) . Previous studies using trigger tools identified more cases with a true AE than incident reporting or stratified sampling and required less human effort (Naessens et al. 2009; Mull et al. 2015) . Outpatient surgical AE triggers in particular outperformed VASQIP in a pilot study in the VA, with a PPV of 14 percent in detecting AEs compared to 3 percent by VASQIP (Mull et al. 2013 ).
Although triggers have been shown to improve AE detection, our objective in this study was to build a surveillance model with high PPV that included surgical triggers as well as relevant patient, surgical procedure, and facility characteristics associated with adverse outcomes following outpatient surgery. The variables we included in our surveillance model were drawn from a previously developed conceptual framework of factors associated with outpatient surgical AEs from the medical literature (Mull et al. 2017) . This model could then be used retrospectively with VA electronic health record (EHR) data to identify outpatient surgeries with true AEs.
METHODS
We conducted a retrospective study of outpatient surgeries from FY2012-2015 (October 1, 2011 ,-September 30, 2015 across 131 VA surgical facilities (20 of these are freestanding ambulatory surgery centers (ASCs)). Our local Institutional Review Board approved this study.
Data Sources
Several data sources were used to obtain the primary and secondary variables for our analyses: patient and procedure characteristics were obtained from the VA Corporate Data Warehouse (CDW)'s Outpatient, Inpatient, Surgery and Vital Status tables, and facility characteristics were obtained from the VA National Surgery Office (NSO) (No€ el and Copeland 2012; VA National Surgery Office 2015).
Study Population
We identified outpatient surgeries from the VA outpatient encounter data using Current Procedure Terminology (CPT) codes from each unique encounter (defined using the patient identifier, procedure date/time, clinic name and Adverse Event Surveillance for OP Surgery 4509 facility) and calculated the Centers for Medicare and Medicaid Services (CMS)'s relative value unit (RVU) associated with each CPT code (Centers for Medicare and Medicaid Services 2013). As CPTs can be used for both surgeries and clinic procedures, RVUs helped us to determine whether outpatient encounters represented "true" outpatient surgeries or not. As some patients had multiple CPT codes, we first ranked CPTs by RVU and assigned the highest RVU-valued CPT as the principal procedure. If none of the CPTs associated with the encounter had an RVU or the RVU was zero, we concluded that these cases were not true surgeries and excluded the case. Next, we applied the Agency for Healthcare Research and Quality (AHRQ)'s Healthcare Cost and Utilization Program (HCUP)'s 2014 Surgery Flag Software to the principal CPT to identify cases that matched a "narrow" definition of outpatient surgery: "involving incision, excision, manipulation, or suturing of tissue that penetrates or breaks the skin" (Healthcare Cost and Utilization Project (HCUP) 2015). As the AHRQ surgery flags were intended to identify surgeries regardless of setting of care, we further refined our definition of outpatient surgery to exclude any inpatient surgical admissions. To do this, we excluded CPT codes on the CMS "Inpatient Only" list (Centers for Medicare and Medicaid Services 2014) or those classified by the VA NSO as inpatient only (VA National Surgery Office 2015). The final list of CPT codes is available from the authors. Notably, we excluded eye procedures. A previous study developed and tested a VA quality surveillance system for ophthalmology and the unique AEs that occur in these types of procedures (Lara-Smalling et al. 2011 ).
Surgical AE Triggers
Previous work developed and tested four general surgical AE triggers: postoperative emergency department (ED) visit within 30 days; same day admission with a length of stay greater than 24 hours; postoperative admission within 1-30 days; and at least one postoperative visit to both primary care and surgical specialty clinics within 30 days ("clinic trigger," see Table 1 ) (Rosen et al. 2011; Mull et al. 2013) . We programmed these trigger algorithms based on EHR data, examined trigger flag rates, and discussed ways to improve trigger flag rates and PPV with members of the study team.
The trigger algorithms were refined largely by reducing the postoperative window from 30 days to 14 days and requiring longer lengths of stay for admissions to exclude observation stays that may have been related more to social issues than postoperative complications. Our revised trigger algorithms were as follows: emergency department (postoperative emergency room (ER) visit within 0-14 days); same day admission (same day admission with a length of stay greater than 48 hours); and admission (postoperative hospitalization within 1-14 days). Midway through the study we determined that the Notes. Detailed SAS code for the algorithms is available from the authors. *Trigger algorithms developed in previous work (Rosen et al. 2011; Mull et al. 2013) . In previous work using VA data, the combined ED, admission, same day admission and clinic triggers flagged 25% of outpatient surgeries and had a PPVof 24% (Mull et al. 2013) . † 184 (26%) of outpatient surgeries were flagged by multiple triggers.
Adverse Event Surveillance for OP Surgeryclinic trigger was not useful given its high flag rate and low PPV. To replace it and improve the PPV, we developed three new triggers that were more specific and had higher PPVs: surgery clinic visit (3+ postoperative visits to a surgery clinic visit within 30 days); urology (2+ postoperative visits to urology within 30 days); and telephone (any postoperative triage hotline calls within 0-7 days).
Variables
We included the following variables in our model based on our conceptual framework: Patient Characteristics: We created dichotomous variables for sex, marital status, white, African American, American Indian, Asian/Pacific Islander, mixed race, and unknown race. We calculated the number of comorbidities from patients' visits and admissions during the 12 months prior to the qualifying outpatient surgery using the AHRQ comorbidity software (Elixhauser et al. 1998) . We also derived prior utilization variables: (1) number of clinic visits during the 6 months prior to surgery and (2) whether the patient was hospitalized at any point in this same time period (yes/no). For continuous variables (e.g., patient age, 6-month prior outpatient clinic visits), we calculated quintiles to enable a more straightforward interpretation of our logistic regression results. We used the lowest quintile as the omitted category.
Procedure Characteristics: We included a procedure complexity variable based on the quintile categorization of the RVU calculated for the principal CPT code. We also included a variable for the organ system associated with the procedure based on the CPT Codebook.
Facility Characteristics: We included a surgical facility complexity variable based on the NSO surgical facility complexity rating: basic ASC (n = 12), advanced ASC (n = 8), basic inpatient (12), intermediate inpatient (n = 31), and complex inpatient (n = 68) (Department of Veterans Affairs, 2013). These complexity ratings indicate the level of infrastructure, including devices available and staff training (e.g., certified registered nurse anesthetist vs. anesthesiologist), required to perform specific procedures. Within the VA, because surgical facility complexity varies by region (e.g., the most complex inpatient facilities are located in urban areas), we did not include both complexity and region variables in the model (Department of Veterans Affairs, 2013).
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Development Dataset
To estimate our surveillance model, we needed approximately 1,800 cases to account for the number of variables and the previously reported relatively low AE rate for VA outpatient surgery of 6 percent (Mull et al. 2013) . Using FY2012-2014 outpatient surgical encounters, we applied the initial four surgical AE triggers and randomly sampled 1,440 of the trigger-flagged (80 percent of the total) and 360 of the unflagged cases for a total of 1,800 cases for chart review.
Next, a nurse abstractor reviewed patient EHRs using an abstraction tool initially developed and used in previous work and revised for this study (Mull et al. 2013 ). The original tool included all postoperative complications recorded by the VA Surgical Quality Improvement Program (VASQIP), developed in the 1990s and used by the VA to measure surgical morbidity and mortality outcomes primarily in inpatient care (Khuri et al. 1998) , as well as "other" AEs that were determined by the trained nurse chart reviewer and confirmed with input from a surgeon. We modified the review tool to include standardized definitions of outpatient surgical AEs reported in the literature (e.g., postoperative nausea and vomiting that required medical intervention; see Table 2 for a list of AEs.
We limited the chart review process to 20 minutes or less per case based on the IHI Global Trigger Tool methodology (Griffin and Resar 2009 ). The nurse abstractor and a research nurse were trained to use the tool in reviewing EHRs; we then performed inter-rater reliability testing using the research nurse's results as the gold standard and iteratively testing five abstractorreviewed cases at a time until agreement exceeded 90 percent. Thereafter, the chart review was conducted solely by the nurse abstractor and questions regarding specific chart-reviewed cases were resolved by the two surgeon members of the research team. We collected chart review data using an electronic version of the review tool hosted on a secure internal VA SharePoint site.
Surveillance Model
We estimated a multilevel logistic regression model predicting the likelihood of an AE based on the chart-reviewed cases in the development dataset. The model adjusted for trigger-flagged status (i.e., yes/no); patient, procedure, and facility characteristics; and the month-year of the procedure to account for temporal effects. We also included volume of procedures by organ system to Adverse Event Surveillance for OP Surgery Adverse Event Surveillance for OP Surgeryaccount for the variation in provider type across VA facilities. Following our initial null model to examine facility-level effects, we added groups of variables to the model beginning with the triggers, followed by patient, procedure, and facility characteristics. We eliminated variables based on both the significance of the coefficients at a p-value using a p < .05 threshold and the overall model c-statistic. Temporal effects were included given their conceptual relevance regardless of significance level. Analyses were performed using SAS 9.2 Proc Glimmix with the Gauss-Hermite quadrature estimation method, controlling for facility-level fixed effects (SAS Institute Inc. 2009).
Validation of the Surveillance Model
The coefficients from the final iteration of the AE detection model were then applied to all outpatient surgeries from FY2015 (our validation dataset) to calculate a predicted probability of an AE for each case. The nurse chart abstractor reviewed all cases with the probability of an AE >0.8 to assess predictive validity. We also selected and reviewed a random sample of cases with a predicted probability between 0.4 and 0.5 to further assess model performance. We used SAS 9.2 Proc Logistic to calculate and compare receiver operating characteristic (ROC) curves between the development and validation samples (SAS Institute Inc. 2009).
RESULTS

Development Dataset
We identified 744,355 VA outpatient surgeries between FY2012-2014 in 131 facilities and retained 1,730 of the 1,800 sampled cases for chart review. We removed cases if they were determined through chart review to be miscoded inpatient surgeries (n = 23) or were missing marital status (n = 47). In the 1,730 trigger-flagged and unflagged cases, there were 350 cases with at least one AE (20 percent). As this was much higher than the estimated rate of 6 percent that we used in our power calculations, our sample size was more than sufficient for the model. Chart review averaged 18 minutes per case, and we achieved inter-rater reliability of greater than 90 percent agreement on each question in the chart review tool after two rounds of testing. Table 1 shows the final trigger algorithms, the flag rate in the overall sample, and the PPV of the individual surgical AE triggers based on chart review. Because some outpatient surgical cases were flagged by multiple triggers, the overall trigger rate is not the sum of each trigger PPV. Comparing trigger-flagged and unflagged cases, we found 33 percent of the trigger-flagged cases had a true AE compared to 13 percent of the clinic-flagged triggers and 11 percent of the unflagged cases. There were 184 cases (26 percent) that were flagged by more than one of the triggers. The most commonly occurring trigger was the surgery clinic visit trigger, flagging 6 percent of all outpatient surgeries in the development dataset. PPVs for individual triggers ranged from 27 percent (telephone) to 46 percent (ED). The ED trigger also had a high flag rate suggesting nearly 5 percent of outpatient surgical cases had an ED visit within 2 weeks of surgery. Alternatively, less than 3 percent of outpatient surgeries had an admission either directly following surgery or up to 14 days postoperatively; the PPV was 38 percent.
We analyzed the types of AEs detected in the chart review sample and the association between trigger type and AE (Table 2 ). There were 433 unique AEs detected in 350 cases; 232 cases with at least one AE were also detected by at least one trigger. Several of the AEs we included in the chart review tool were not detected in our dataset, including septic shock and burns. The most frequent AEs were urinary retention (17 percent) and wound disruptions (12 percent). The nurse abstractor could not assign 13 percent of the AEs to one of the predetermined types in our review tool; these AEs were labeled "Other." Appendix SA2 presents a list of the types of surgeries in our chart review sample associated with any AE.
Surveillance Model
Our first iteration of the AE detection model included only the six triggers (Table 1 ) and the temporal effects. We found a c-statistic of 0.77. All of the triggers except the telephone trigger had significant effects. When we dropped the telephone trigger from the model, the c-statistic increased slightly to 0.78. In our next iteration, we added the patient demographic variables, along with the five remaining triggers, and found that the c-statistic decreased. This also happened when we added patient health status (i.e., comorbidities and medical history) to the model. We next modeled the five triggers, patient's health status, and procedure characteristics; the c-statistic increased to 0.79. When we added the facility characteristics (i.e., ASC status), the c-statistic again dropped. Our final model (i.e., the outpatient surgical AE surveillance model) had a c-statistic of 0.81 and included the following significant variable categories: triggers (ED, admission and surgery clinic visit); comorbidities (anemia, depression, and renal failure); and procedure characteristics (RVU associated with surgical procedure, and digestive, urinary, or nervous system surgeries). Odds ratios are presented in Table 3 .
Validation of the Surveillance Model
We applied the coefficients from the surveillance model to all FY2015 outpatient surgeries (n = 256,690) and identified an AE rate of 9 percent. Figure 1 presents the range of predicted probabilities across FY2015 outpatient surgeries broken into deciles to enable better visual comprehension. The majority of surgeries (68 percent) had ≤ 0.1 probability of an AE. We chart reviewed all cases with >0.8 predicted probability of an AE (n = 405, 0.15 percent of all FY2015 outpatient surgeries) and found 344 cases with an AE (PPVof 85 percent). We also randomly sampled 80 cases from the 3,186 outpatient surgeries that had a predicted probability of an AE between 0.4 and 0.5 (1 percent of all FY2015 outpatient surgeries). In this sample, we found a PPV of 38 percent. Chart review findings suggest that the predicted probabilities derived from the surveillance model match the expected PPV in each probability decile. We compared the ROC curves for the development (FY12-14) and validation (FY15) datasets and found the surveillance models' had ROC curves of 0.79 and 0.70, respectively (Figure 2 ).
DISCUSSION
We developed a surveillance model to identify and review outpatient surgeries that have a high probability of the occurrence of an AE. This model used patterns of postoperative health care utilization consistent with an AE, surgical triggers, as well as patient, provider and facility variables to assign a predicted probability of an AE to each outpatient surgical case. Our validation process determined that the true PPV closely matched model predictions, particularly when the predicted probability was greater than 0.8. We validated a methodology in the VA that can be replicated by non-VA health care systems to develop their own unique AE surveillance model for outpatient surgery. In developing and testing the surveillance model, we found nearly 1 in 10 outpatient surgeries resulted in an AE and many of the events concerned urinary retention/ infection or wound problems.
The surveillance model and chart review tool represent an outpatient AE detection method that may complement existing efforts to improve . The program found too few rare events (e.g., wrong site/ side surgery) and ultimately relied on voluntarily reported "unexpected events," a mechanism with similar limitations to incident reporting in that AEs are not defined consistently (Mitchell et al. 2016 ). Our surveillance model detected true AEs efficiently and consistently. One trained nurse abstractor reviewed 405 high-risk cases within four weeks of full-time work; further, our chart review tool included standardized definitions of more than 40 AEs associated with outpatient surgery. Comprehensively measuring standardized AE outcomes can benefit program evaluation for safety interventions such as the AHRQ program. Our model also performed better than using triggers alone. We continued to refine and test triggers for outpatient care, an important contribution to the field of trigger-based AE detection given that much of it has focused on inpatient care (Landrigan et al. 2010) ; however, the PPV of the triggers alone was mediocre. In previous work using VA data, the combined ED, admission, same day admission and clinic triggers flagged 25 percent of outpatient surgeries and had a PPV of 24 percent (Mull et al. 2013) . We used expert input to refine trigger algorithms and our new group of triggers, ED, admission, same Adverse Event Surveillance for OP Surgeryday admission, surgery clinic visit, urology, and telephone, flagged 15 percent of outpatient surgeries and had a PPVof 33 percent. While we improved trigger PPV, our surveillance model was superior in detecting AEs. Chart review based on the surveillance model in FY15 data versus chart review based on surgery triggers in FY12-14 data both identified approximately 350 outpatient surgeries with at least one AE; however, the surveillance model required the review of only 405 FY15 cases and had a PPVof 85 percent versus 1,730 chartreviewed FY12-14 cases and a PPVof 20 percent. Had we reviewed only trigger-flagged cases, our PPV would be 33 percent, but we would miss many true AEs.
We followed a similar development and testing process for our AE detection model as that described by Menendez et al. who developed a model that focused on 90-day AEs following outpatient orthopedic surgery in one facility. The Menendez model had a PPVof 34 percent in their validation data among surgical cases that had a model predicted probability greater than 0.10. Our model performed similarly; approximately 32 percent of surgeries had a predicted probability greater than 0.10, and the PPV, according to our chart review, closely matched predicted probability calculations. Our model used administrative data-based triggers and a 30-day timeframe, whereas the Menendez model used triggers based on pharmacy and laboratory data and a 90-day timeframe. In contrast to the Menendez model, we included procedure information and the complexity of the facility's infrastructure and found that procedure characteristics, including RVUs, were significant variables. Our work highlights the importance of including a specific array of triggers and EHR-derived data, as well as iterative testing in a target population as estimated model coefficients may vary across surgical specialties or health care systems.
Our model has the potential to greatly improve AE detection in outpatient surgery, particularly if it is integrated into existing safety improvement initiatives. Cases with a high probability of an AE could be sampled for review by a programmer or data analyst, preferably centrally within a health system, by applying the coefficients of the surveillance model to retrospective outpatient surgeries. We do not necessarily expect that the coefficients in our model will apply to non-VA patients, or that the variables we found significant will be significant in a different health care system; however, the methodology developed in this paper could serve as a framework for any health system that is considering surveillance of outpatient surgery. The efficiency and high PPVof our surveillance mechanism depend on the availability of data in the EHR and documentation of the shorter list of variables collected in our chart review process. As many health care systems adopt EHRs across inpatient and outpatient settings, our process to develop this surveillance mechanism may be replicable with minimal adaptations in other large health care systems that collect similar data (Silow-Carroll, Edwards, and Rodin 2012).
Health care systems considering implementing AE surveillance must balance resource outlays with the value of patient safety data (Kilbridge and Classen 2006) . Our model provides helpful information about the estimated prevalence of AEs among all outpatient surgeries, and the diminishing returns of chart review investment as the predicted probability of an AE decreases. For example, if the health system wanted to maximize resource efficiency, they might choose to only sample cases for chart review where the predicted probability is greater than 0.8-in our validation work, the PPV was 85 percent for these cases. This approach would result in the fewest false positives, but the trade-off would be that many AEs would be missed. A facility might instead want to review all cases with a predicted probability greater than 0.5-many more AEs would be detected, although half of these cases would be false positives based on validation work. The ability to accurately identify the risk of an AE can provide numerous benefits to the health care system. Providers can use information on AEs to guide decision making in patient selection for outpatient surgery (Kataria, Cutter, and Apfelbaum 2013) . As more provider payments are tied to performance metrics, reducing AEs also has cost implications for health care systems (Lindenauer et al. 2007 ). Finally, AE surveillance promotes internal benchmarking that can measure whether QI efforts are working and patient safety is improving (Bradley et al. 2004 ). We acknowledge, however, that a 9 percent AE rate and the types of AEs detected may support the conclusion that focusing resources on outpatient surgery may have limited value.
Our research has several strengths. This is the first study to comprehensively evaluate patient safety after outpatient surgery across an entire health care system; previous work has been limited to a sample of surgeries or individual facilities (Mull et al. 2013; Menendez, Janssen, and Ring 2016) . We also developed and assessed the PPV of three de novo outpatient surgical triggers present in VA data: surgery clinic visit, urology, and telephone. Lastly, to the best of our knowledge this is the first study to use a combination of triggers, EHR-derived patient, procedure, and facility data, multilevel logistic regression modeling, and nurse abstraction as part of a surveillance mechanism. This methodology can be applied to other areas of outpatient care (e.g., clinicbased procedures that include dermatology and interventional radiology).
Our study is not without limitations. We went through several steps to accurately identify outpatient surgeries in VA's CDW; however, in this process we relied on the CDW's outpatient encounter table and discovered miscoded inpatient surgeries. We took several steps to remove CPT codes ineligible for outpatient care and excluded any cases with an admission date/time prior to the time of the outpatient surgery; however, we may not have removed all miscoded inpatient cases. Additionally, the surgical AE triggers were developed using postoperative care within the VA as non-VA care is not recorded in the patient's EHR. As a result, we may be systematically missing outpatient surgeries with true AEs if the patient sought postoperative care in the private sector. Separate research found this happens relatively infrequently; an estimated 99 percent of postoperative admissions detected in a VA-CMS dually enrolled patient sample undergoing VA outpatient surgery were to VA facilities (Mull et al. 2018) . We are also limited in the generalizability of our findings outside the VA as model coefficients are typically based on a target patient population; nevertheless, this research serves as a demonstration of a surveillance model method that can be readily adapted to a non-VA health care system.
CONCLUSION
Efficient and comprehensive surveillance of outpatient surgical care is necessary to fully identify opportunities to improve patient safety and benchmark performance. Outpatient surgery is commonly performed and poorly studied with respect to safety. We developed and tested a surveillance model that can be applied to any health care system with comprehensive electronic clinical data. The model and standardized chart review process required modest nurse abstractor effort, had high predictive validity, and allowed us to accurately detect cases with an AE among a large volume of outpatient surgeries. This surveillance mechanism could be used to monitor and direct attention to patient safety concerns in outpatient surgery.
