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Abstract
The Juno mission is delivering spectacular data of Jupiter’s magnetic
field, while the gravity measurements finally allow constraining the depth
of the winds observed at cloud level. However, to which degree the zonal
winds contribute to the planet’s dynamo action remains an open question.
Here we explore numerical dynamo simulations that include an Jupiter-
like electrical conductivity profile and successfully model the planet’s large
scale field. We concentrate on analyzing the dynamo action in the Steeply
Decaying Conductivity Region (SDCR) where the high conductivity in
the metallic Hydrogen region drops to the much lower values caused by
ionization effects in the very outer envelope of the planet. Our simulations
show that the dynamo action in the SDCR is strongly ruled by diffusive
effects and therefore quasi stationary. The locally induced magnetic field
is dominated by the horizontal toroidal field, while the locally induced
currents flow mainly in the latitudinal direction. The simple dynamics
can be exploited to yield estimates of surprisingly high quality for both
the induced field and the electric currents in the SDCR. These could be
potentially be exploited to predict the dynamo action of the zonal winds
in Jupiter’s SDCR but also in other planets.
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1 Introduction
Jupiter’s electrical conductivity profile likely has a strong impact on the interior
dynamics. Ab initio calculations (French et al., 2012) show that the conductivity
first increases with depth at a super-exponential rate due to hydrogen ionization.
At about 0.90 rJ , however, hydrogen undergoes a phase transition from the
molecular to a metallic state and the conductivity increases much more smoothly
with depth (see fig. 1).
It is commonly thought, that Jupiter’s dynamo operates in the deeper metal-
lic region, while the fierce zonal wind system observed on the surface is limited
to the molecular outer shell. However, recent numerical simulations show that
the interaction between both regions yields complex and interesting dynamics.
For example, the zonal winds may drive a secondary dynamo where they reach
down to significant enough electrical conductivities. Possible spotting feature
of such a process would are banded structures and large scale spots at low to
mid latitudes (Gastine et al., 2014b; Duarte et al., 2018), very similar to those
observed recently by NASA’s Juno mission (Connerney et al., 2018).
One of the main Juno objectives is to determine the depth of the fierce
zonal winds observed on the planet’s surface. Since the winds dynamics is tied
to density variations (Kaspi et al., 2018), the gravity signal can help to constrain
their depth. A recent analysis by Kaspi et al. (2018), based on the equatorially
antisymmetric gravity moments J3 to J9 measured by Juno mission, concludes
that the wind speed must be significantly reduced at a about 3000 km depth,
which corresponds to about 0.96 rJ .
Older estimates of the wind depth rely on magnetic effects. Liu et al. (2008)
concluded that the Ohmic heat produced by the zonal wind induced electric
currents would exceed the heating emitted from the planets interior, should the
winds reach deeper than 0.96 rJ with undiminished speed. Ridley and Holme
(2016) argue that the variation of the large scale field deduced from pre-Juno
measurements is so small that the zonal winds cannot contribute. The winds
are thus unlikely to penetrate deeper than about 0.96 rJ where the magnetic
Reynolds number exceeds unity (Cao and Stevenson, 2017).
Another hint on the depth of the zonal winds comes from the width of the
prograde equatorial jet. Numerical simulations suggest that it is determined by
the depth of the spherical shell the winds live in. The observed with is consistent
with a lower boundary at about 0.95 rJ (Gastine et al., 2014a).
Classically, the magnetic Reynolds number attempts to quantify the ratio of
magnetic induction to Ohmic dissipation in the dynamo equation
∂B
∂t
= ∇× (U×B)−∇× (λ∇×B) , (1)
where λ = 1/(µσ) is the magnetic diffusivity and σ the electrical conductivity.
The Ohmic dissipation term can be separated into two parts,
∇× (λ∇×B) = −λ∇2B+ λ
dλ
rˆ× (∇×B) , (2)
2
where the second depends on the magnetic diffusivity scale height dλ = λ/(∂λ/∂r).
The classical magnetic Reynolds number
Rm =
Ud
λ
, (3)
ignores the second term that would dominate where σ decreases rapidly in
Jupiter’s outer envelope. Here d is a reference length scale and U typical flow
velocity and d a reference length scale, Liu et al. (2008) argue that the appropri-
ate definition for this particular Steeply Decaying Conductivity Region (SDCR)
should include the diffusivity scale height:
Rm(1) =
Udλ
λ
. (4)
In Jupiter, the SDCR roughly coincides with the molecular outer envelope where
ionization effects determine the electrical conductivity.
For a selfconsistent dynamo to operate, the overall field production has to
overcome diffusion. The mean global magnetic Reynolds number for the whole
dynamo region should thus exceed a critical value Rmc = 1. However, since
the definition of Rm ignores many complexities of the dynamo process, the ex-
act critical value is always higher and can only be determined by experiments.
Christensen and Aubert (2006) explore a suite of Boussinesq dynamo simula-
tions with rigid flow boundary conditions and constant conductivity and find
selfconsistent dynamo action when the rms magnetic Reynolds number exceeds
Rmc ≈ 50.
The radius rD where the magnetic Reynolds number exceeds Rmc indicates
the ’top of the dynamo region’ that could potentially host selfconsistent dy-
namo action. Gastine et al. (2014b) and Duarte et al. (2018) use Rmc ≈ 50
in combination with the classical Rm definition (3) and show that Jupiter-like
magnetic field are found when rD > 0.9 rJ . Extrapolating their findings to
Jupiter conditions suggest rD ≈ 0.95 rJ .
There are several reasons, however, why these consideration are problem-
atic. For one, self-consistent dynamo action and the related critical magnetic
Reynolds number are defined in a mean sense for the ’whole’ dynamo region.
The local dynamo mechanism at any given radius, however, also includes the
modification of the field produced elsewhere. Another fundamental problem is
that the magnetic Reynolds number actually ceases to provide a decent proxy for
the ratio of induction to diffusion in the SDCR. The reason is that the magnetic
field approaches a diffusion-less potential field as the conductivity decays.
A more useful definition of the ’top of the dynamo region’ would be the
depth where the locally induced field becomes a significant fraction of the total
field. Cao and Stevenson (2017) suggest that Rm(1) takes on a different role in
the SDCR and may allow to quantify the ratio of locally induced field Bˆ to the
background field B˜. Using a simplified mean field dynamo model, they conclude
that Bˆ could reach 1 % of the background field in the SDCR.
The different estimates put the depth of the zonal winds in the SDCR beyond
0.9 rJ . In this article we closely analyze the dynamo action in the SDCR for
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two different numerical dynamo simulations that both yield Jupiter-like large
scale magnetic fields. After presenting the numerical dynamo model in sect. 2,
we analyze the simulation results in sect. 3. Sect. 4 is then devoted to deriving
estimates for the locally induced electric current and field that could be applied
to planets. The paper closes with a discussion and conclusions in sect. 5.
2 Numerical Dynamo Model
2.1 Fundamental Equations
The numerical simulations were performed with the MHD-code MagIC that
is freely available on GitHub (https://github.com/magic-sph/magic). MagIC
solves for small disturbances around an adiabatic, hydrostatic background state
that only depends on radius. Using the anelastic approximation for the Navier-
Stokes equation allows incorporating the background density gradient ρ˜(r) while
filtering out fast sound waves.
The background state is based on the Jupiter model by French et al. (2012)
and Nettelmann et al. (2012), which uses ab initio simulations to determine
the equation of states for Hydrogen and Helium and to calculate the transport
properties. Fig. 1 shows the normalized density profile ρ˜ and electrical conduc-
tivity profile σ˜ along with the profiles that have been assumed in the simulations.
The transition to a metallic hydrogen state takes place at about 0.9 rJ . Jupiter’s
Steeply Decaying Conductivity Region (SDCR) occupies the outer 10 % in radius
and is highlighted by a medium gray background color. Here, the conductivity
decays increasingly rapidly with radius, eventually reaching super-exponential
rates.
The numerical models disregard the outer one percent in radius where the
density gradient in steepest and thus very difficult to resolve numerically. The
conductivity profile used in the simulations is a combination of a polynomial
branch,
σ = σi + (σm − σi)
(
r − ri
rm − ri
)a
for r < rm (5)
and an exponential branch,
σ = σm exp
(
r − rm
rm − ri
σm − σi
σm
)
for r ≥ rm . (6)
Here σi is the reference conductivity at the bottom boundary ri, a is the expo-
nential decay rate, and rm is the transition radius where both branches meet
with σ(rm) = σm.
While the ab initio simulations suggest that the conductivity already slowly
decreases in the metallic region, we assume a constant value here. This keeps the
magnetic Reynolds number at values that allow for dynamo action throughout
this region (Duarte et al., 2018). In the molecular region, our model profile
decreases slower than suggested by French et al. (2012) to ease the numerical
4
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Figure 1: Comparison of the Jupiter interior model by (French et al., 2012)
(black lines) with the model used for the numerical simulations (grey). Panel
a) and b) show the normalized background density and electrical conductivity,
respectively. Dark grey background colors mark the outer 1% that have been
neglected in the simulations and the assumed solid inner core. Medium gray
highlights the Steeply Decaying Conductivity Region (SDCR) of the model con-
ductivity profile while Light grey marks the low conductivity region where the
conductivity is smaller than 50% of the inner boundary reference value.
calculations. The total conductivity contrasts is about four orders of magnitude
and we identify the SDCR with the exponential branch (6).
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The mathematical formulation of the problem has been extensively discussed
elsewhere (Jones et al., 2011; Wicht et al., 2018). Detailed information can also
be found in the online MagIC manual (http://magic-sph.github.io/). Here we
only briefly introduce the essential equations.
MagIC solves the non-dimensional Navier-Stokes equation,
E ρ˜
dU
dt
= −ρ˜ ∇
(
p
ρ˜
)
+ 2ρ˜ U× zˆ− Ra
′ E
Pr Di
ρ˜
∂T˜
∂r
S rˆ (7)
+
1
Pmi
(∇× B)× B + E ρ˜ Fv ,
the heat equation
ρ˜ T˜
ds
dt
=
1
Pr
∇ ·
(
ρ˜T˜ ∇s
)
+
Pr Di
Ra′
(
qν +
1
Pm2i E
qJ
)
+ qs , (8)
the induction equation
∂B
∂t
= ∇× (U×B)− 1
Pmi
∇× (λ˜∇×B) , (9)
the continuity equation
∇ · (ρ˜U) = 0 , (10)
and the solonoidal condition for the magnetic field
∇ ·B = 0 . (11)
Here p is a modified pressure that also includes centrifugal effects and ac-
counts for disturbances in the gravity potential. Buoyancy variations are for-
mulated in terms of the specific entropy s. Using the gradient of the normalized
background temperature T˜ in the buoyancy term guarantees a consistent back-
ground gravity (Wicht et al., 2018). The three volumetric heating terms in
eqn. (8) are viscous heating qν , Joule or Ohmic heating qJ , and secular cooling
qs (Wicht et al., 2018).
The dimensionless parameters ruling the system are the Ekman number
E =
ν
Ωd2
, (12)
the modified Rayleigh number
Ra′ =
αog˜od
3T˜o
νκS
ss
cp
= Ra
Ss
cp
, (13)
the Prandtl number
Pr =
ν
κS
, (14)
and the inner boundary magnetic Prandtl number
Pmi =
ν
λi
. (15)
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Here ν is the (homogeneous) kinematic viscosity, Ω the rotation rate, αo the
outer boundary thermal expansivity , g˜o the outer-boundary gravity, d = ro−ri
the shell thickness, κS the entropy diffusivity, ss the entropy scale, cp the heat
capacity, λi = 1/(µoσi) the inner boundary magnetic diffusivity, rˆ the radial
unit vector, and zˆ the unit vector in the direction of the rotation axis. The
aspect ratio, another dimensionless parameter, has been fixed to ri/ro = 0.2.
The modified Rayleigh number Ra′ is the product of the classical Rayleigh
number Ra and the dimensionless entropy scale ss/cp. The dissipation number
Di =
d
T˜o
(
∂T˜
∂r
)
ro
=
dαog˜o
cp
(16)
is defined by the background temperature T˜ .
The equations have been non-dimensionalize by using the imposed entropy
difference as entropy scale ss, the difference between outer radius ro and inner
radius ri as a length scale d = ro − ri, the viscous diffusion time d2/ν as a
time scale, and
√
Ωµ0λiρ˜o as a magnetic scale, where ρ˜o is the outer boundary
reference density. We use entropy rather than temperate diffusion in the heat
equation, which considerably simplifies the system (Braginsky and Roberts,
1995). In the above formulation, the dimensionless profiles ρ˜, T˜ and λ˜ carry the
information on the radial dependence of the background state.
2.2 Poloidal/Toroidal Decomposition
We use the common representation of the divergence free magnetic field by a
poloidal and a toroidal contribution,
B = B(P ) +B(T ) = ∇×∇× rˆ b(P ) +∇× rˆ b(T ) , (17)
where b(P ) is the poloidal and b(T ) the toroidal scalar potential. The respective
decomposition for the electric current density j reads
j = j(P ) + j(T ) = ∇×∇× rˆ i(P ) +∇× rˆ i(T ) , (18)
where i(P ) denotes the poloidal and i(T ) the toroidal potential.
Simple vector calculus yields
j = −∇2H i(P ) rˆ+∇H
∂
∂r
i(P ) +∇× rˆ i(P ) , (19)
where ∇H is the horizontal component of the nabla operator. The toroidal
contribution obviously has no radial component. Radial derivatives appear only
in the horizontal poloidal current density, which therefore dominates in the
SDCR, as we will show below.
Ampere’s law, ∇ × B = µj, connects the poloidal (toroidal) magnetic field
to the toroidal (poloidal) current density. Its radial component establishes a
connection to the toroidal field potential:
µjr = −µ∇2H i(P ) rˆ = rˆ · (∇×B) = −∇2Hb(T ) rˆ . (20)
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Name E Ra Pm Pr α rm/ro σm/σi
D18 10−4 6×107 2 0.1 13 0.9 0.5
G14 10−5 5×109 0.6 1 13 0.9 0.5
Table 1: Parameters of the numerical dynamo simulations explored here. Model
G14 has first been discussed in Gastine et al. (2014b) while D18 is model 20
from Duarte et al. (2018). All simulations use the background density and
temperature model following French et al. (2012).
The toroidal field at a given radius is thus determined by the radial currents
flowing through the respective radial shell.
2.3 Selected Simulations
We concentrate on closely analyzing two quite different dynamo simulations that
both reproduce Jupiter’s large scale field (Duarte et al., 2018). Model G14 has
been introduced by Gastine et al. (2014b) while model D18 is listed as model
number 20 in Duarte et al. (2018); tab. 2.3 compares their parameters. Both
dynamos share the background pressure, temperature, density, and electrical
conductivity models (see fig. 1), use stress-free outer but rigid inner boundary
condition, employ constant entropy boundary conditions, and are driven by heat
coming in through the lower boundary. Model D18 uses a larger Ekman and
larger magnetic Prandtl number. The Prandtl number is one in G14 but only
0.1 in D18. A consequence is the the smaller scale field in D18 Duarte et al.
(2018).
Fig. 2 compares the radial surface field for the two snapshots we will continue
to analyze throughout the paper with the recent Jupiter field model JRM09 by
Connerney et al. (2018). The non-dimensional fields in the computer models
have been rescaled to reflect the Jovian parameters using the methods explained
in Gastine et al. (2014b) and Duarte et al. (2018).
Fig. 3 illustrates the flow structure for both dynamos. They share the fact
that the zonal flows (left panels) show a pronounced equatorial jet but not
the multitude mid to high latitude jets observed in Jupiter’s or Saturn’s cloud
structure. These jets seem incompatible with dynamo generated dipole domi-
nated magnetic fields in the numerical simulations (Gastine et al., 2012; Duarte
et al., 2013). The rms non-axisymmetric flow amplitude (right panels in fig. 3)
increases with radius because of the decreasing density (Gastine and Wicht,
2012).
2.4 Magnetic Reynolds Numbers
As already discussed in the introduction, the strong decrease in the electrical
conductivity in the SDCR requires modified magnetic Reynolds numbers. In
8
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Figure 2: Comparison of the surface radial magnetic field in the recent Jupiter
field model JRM09 (Connerney et al., 2018) with the field in two snapshots
of the dynamo D18 and G14 closely explored here. G14 has been rescaled to
mT with the power based scaling (Gastine et al., 2014b; Duarte et al., 2018).
Because this would yield a too strong field for D18, we have scaled the field
strength of the snapshot to JRM09 values for illustration purposes.
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Figure 3: Zonal flows (left panels) and rms non-axisymmetric flows (right panels)
for dynamo D18 and dynamo G14 snapshots. Rossby number scales, Ro =
U/(dΩ), have been used here.
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the radii where Rm(1) (Rm(2)) exceed unity.
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addition to profiled obeying the classical definition,
Rm(r) =
〈U(r)〉 d
λ(r)
, (21)
we will rely on
Rm(1)(r) =
〈U(r)〉 dλ
λ(r)
. (22)
and also
Rm(2)(r) =
〈U(r)〉 d2λ
λ(r) d
. (23)
Here, dλ = λ/(∂λ/∂r) is the magnetic diffusivity scale height, and 〈U(r)〉 refers
to the rms velocity on the sphere of radius r. In general, angular brackets
indicate the spherical rms
〈f(r)〉 = 1
4pi
(∫ 1
−1
dx
∫ 2pi
0
dφf2
)1/2
(24)
throughout the paper, where x = cos(θ), θ is the colatitude and φ the longitude.
Fig. 4 compares the different magnetic Reynolds number profiles for the D18
and G14 snapshots, separating between zonal flow and non-axisymmetric flow
contributions. Axisymmetric latitudinal and radial flows are typically much
weaker and have thus been neglected here. While zonal and non-axisymmetric
flows have comparable amplitudes in the SDCR of dynamo D18, zonal flows are
somewhat more pronounced in model G14 because of the smaller Ekman num-
ber. In the exponential branch of the conductivity profiles, the diffusivity scale
height assumes a constant value dλ = 0.168. This explains why the different
Rm profiles in fig. 4 are parallel in the SDCR.
3 Dynamo Action in the SDCR
Ohm’s law,
j = σ (U×B+E) , (25)
states that the electric currents are driven by induction due to flow acting on
magnetic field or by the electric field E. Since both effects scale with σ, the
current density j has to decays in the SDCR.
Fig. 5 illustrates the decay of the different current density components for the
selected snapshots in dynamos D18 (top panel) and G14 (bottom panel). Shown
are radial profiles of the rms values over spherical surfaces, indicated by angular
brackets. The poloidal current (solid lines), more specifically its latitudinal
component (solid blue), dominates in the SDCR. The poloidal current is at least
two times larger than the toroidal current in model D18. The difference is even
more pronounced in model G14, where the poloidal current is five times stronger
than its toroidal counterpart, likely due to the stronger zonal flows. Radial
12
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Figure 5: Radial profiles for the rms values of different current contributions.
A scaled electrical conductivity profile is shown in gray. Background colors
indicate the region where the conductivity is smaller than 50% of its reference
values at ri (light gray background) and the SDCR where is decays exponentially
(mid gray background). Top and bottom panels show snapshots for dynamos D18
and G14, respectively. Solid (dashed) vertical lines mark the radii where Rm(1)
(Rm(2)) exceed unity.
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currents (solid black) are effectively blocked off by the conductivity gradient
and are thus generally small.
As expected, the decrease of the rms current density in the SDCR is mostly
dictated by the electrical conductivity profile (thick gray line in fig. 5) with local
induction effects providing some moderation. Below the SDCR, the current
increases much more smoothly with depth and never exceeds twice the value
reached at the bottom of the SDCR. The simple conductivity ruled gradients
changes at a depth somewhere between Rm(1) = 1 and Rm(2) = 1 where more
classical dynamo action kicks in.
In the simulations, we assume that the region r > ro is electrically insulating.
The conditions that are gradually approached with increasing radius in the
SDCR are finally abruptly enforced at ro. Fig. 5 illustrates that this leads to
a thin magnetic boundary layer where the simple dependence on σ also brakes
down. Another problem is that the very small currents in this very outer region
cannot be calculated precisely enough, since we had to calculated from single
precision magnetic field values stored in the snapshots.
In order to quantify the locally induced current-related poloidal field, we
downward continue B˜ below ro according to the characteristic radial dependence
of a potential field:
B˜`(r) =
(ro
r
)`+2
B`(ro) . (26)
In the SDCR where local currents are small, the B remains close to B˜. The
difference
Bˆ
(P )
(r) = B(P )(r)− B˜(r) (27)
provides a measure for the poloidal field produced by the local currents flowing
beyond radius r. For simplicity, we will refer to Bˆ as the non-potential poloidal
field in the following.
Fig. 6 illustrates the radial dependence of different rms magnetic field con-
tributions. The toroidal magnetic field connected to the poloidal currents dom-
inates the non-potential field in the SDCR. The shear due to the zonal flow
(ω-effect) produces a particularly strong azimuthal toroidal field, an effect that
is more pronounced in dynamo G14 than in D18. Since the rms azimuthal po-
tential field is particularly weak, the locally induced field reaches a an amplitude
comparable to 〈B˜φ〉 already within the SDCR. Using the downward continua-
tion (26) to deduce Bˆ stops to make sense when B˜ becomes of the same order
as B. Fig. 6 shows that Bˆ can even exceeds B below the SDCR. As we will
further discuss below, the radius where Rm(1) exceeds unity, marked by a solid
vertical line in fig. 6, is the depth where out approach brakes down.
Radial and horizontal magnetic field length scales, based on the respective
derivatives of the field potentials, are illustrated in fig. 7. For example, the
radial scale of the poloidal field is estimated via
dr(B
(p)) =
〈b(P )〉
〈∂b(P )/∂r〉 . (28)
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Horizontal scales have been calculated using the square root of 〈∇2Hg〉. Between
r = 0.90 ro and r = 0.97 ro, the radial scale of Bˆv and the toroidal field is indeed
very similar to the diffusive scale height dλ, which confirms that the conductivity
profile determines the non-potential magnetic field gradient. The horizontal
length scales of both non-potential field contributions are significantly smaller
than the respective scales of the total field (or the potential field) but still an
order of magnitude larger than the radial scales.
The separate evolution equations for the toroidal and poloidal field potentials
solved by MagIC are the radial component of the dynamo equation and the
radial component of its curl (Christensen and Wicht, 2007),
∇2H b˙(P ) = −rˆ · [∇× (U×B)] + λ ∇2H
[(
∂
∂r
)2
+∇2H
]
b(P ) (29)
and
∇2H b˙(T ) = −rˆ · [∇×∇× (U×B)] + λ ∇2H
[ (
∂
∂r
)2
+∇2H +
1
dλ
∂
∂r
]
b(T ) .
(30)
Only the toroidal field equation directly includes the magnetic diffusivity scale
height.
Fig. 8 shows radial profiles of the rms values of the different contributions
in the poloidal evolution equation for the D18 and G14 snapshots. Very close
to the outer boundary beyond r ≈ 0.98 ro, the use of single precision snap-shot
data limits the quality of the second radial derivative required for the diffusive
contributions. The balance should thus not be interpreted in this region.
We have separated the diffusive term into two contributions involving radial
(red dashed line) and only horizontal (red dotted) derivatives. Both increase with
λ towards the outer boundary but also progressively cancel each other since the
field approaches a potential field. What remains is the diffusive term for the non-
potential field (red solid), which is mostly balanced by the induction term (black
solid). Consequently, magnetic field variations (blue) become comparatively
small in the highly diffusive SDCR.
Fig. 8 also illustrates that induction due to zonal flows (black dashed-dotted)
is sizable for the poloidal field evolution. This describes pure advection of the
background field B˜. Induction due to flow acting on the toroidal field (black
dashed) or the non-potential poloidal field (black dotted) on the other hand,
remain minor contributions in the SDCR.
For the rms balance in the toroidal field evolution, illustrated in fig. 9, time
variations are even less important than for the poloidal counterpart. Note that
the two dominant diffusive terms that involve radial derivatives (red dashed and
dash-dotted lines) cancel to a high degree. This is simply a consequence of the
fact that the toroidal field vanishes with σ so that
∂
∂r
b(T ) ≈ −b
(T )
dλ
. (31)
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Zonal flows clearly dominate the toroidal field induction, in particular for dy-
namo G14.
Vertical lines in fig. 8 and fig. 9 again mark where the magnetic Reynolds
numbers Rm(1) and Rm(2) reach unity. The assumption of quasi stationary
seems to be limited to the region Rm(1) > 1. Where Rm(2) reaches unity at a
somewhat greater depth, the induction term already clearly dominates diffusion
and the dynamics is decisively non-stationary.
4 Estimating the Dynamo Action
The analysis of dynamo simulations has shown that the dynamo action in the
SDCR is dominated by diffusive effects and thus obeys a quasi-stationary dy-
namics. In this section, we exploit this simplicity and derive estimates which
could be used to estimate the dynamo action in the SDCR of planets.
4.1 Estimating the Electric Currents
The decent balance between diffusion and induction in the dynamo equation
suggests
(∇× σj) ≈ −∇×
(
U× B˜
)
. (32)
When using the fact that radial derivatives dominate in the SDCR, this leads to
the radial integral estimate JH for the horizontal currents used by (Liu et al.,
2008):
jH(r) ≈ JH(r) = σ
∫ ro
r
dr′ rˆ×
[
∇×
(
U× B˜
)]
H
+ CH . (33)
Here Ch stands for the integration constants which guarantees that the current
vanishes for r = ro.
A simpler estimate can be based on Ohm’s law. Balance (32) already suggest
that electric field contributions associated to variation in the magnetic field via
the Maxwell-Faraday law, ∂B/∂t = −∇ × E, are small. A second possible
contribution are potential field gradient, E = −∇V . At least the latitudinal
component of U×B clearly dominates the respective electric field contribution
and the fast zonal flows likely also play a role here. This suggest to use the
simplified Ohm’s law for a fast moving conductor:
j ≈ σ U× B˜ . (34)
Fig. 10 illustrates that the rms horizontal currents in the SDCR are indeed
close to the rms value of σU ×B (dotted lines) with deviations below 50% for
r > 0.90 ro. The integral estimate JH , shown as dashed lines in fig. 10, provides
a somewhat inferior estimate but nevertheless correctly captures the order of
magnitude. Below the SDCR, however, σU×B is much larger than j and the
electric field (or magnetic field variations) can definitely not be neglected.
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While eqn. (34) convincingly approximates the horizontal currents densities,
it severely overestimates the much weaker radial component. We can, however,
use the fact that the currents are predominantly poloidal. Taking the horizontal
divergence of eqn. (34) yields
∇2H
∂
∂r
j(p) ≈ σ ∇H · (U×B)H . (35)
This suggest the alternative integral estimate
Jr(r) ≈ J r(r) = −
∫ ro
r
dr′ σ ∇H · (U×B)H + Cr , (36)
where Cr is an integration constant used to assure that Jr vanishes at ro. Since
the gradient in σ will dominate the integral, the simplified expression
Jr ≈ dλσ ∇H ·
(
U× B˜
)
H
(37)
provides a very decent estimate.
For estimating the rms electrical current, we rely on the estimate for the
dominant horizontal component. Using background field B˜ and ignoring the
cross product in eqn. (34) leads to
〈J〉 ≈ σ 〈U〉 〈B˜〉 = Rm
µd
〈B˜〉 , (38)
while only slightly degrading the estimate. To quantify its quality, we calculate
the ratio of the estimate to the true value,
RJ =
σ 〈U〉 〈B˜〉
〈J〉 . (39)
For the radial component, the ratio based on eqn. (37) reads
RJr = dλ σ
〈∇H ·
(
U× B˜
)
H
〉
〈Jr〉 . (40)
Ignoring cross product and divergence in eqn. (37) yields the simpler estimate
〈Jr〉 ≈ σ dλ
d
〈U〉〈B˜〉 = Rm
(1)
µd
〈B˜〉 (41)
with the respective ratio
RˆJr =
σdλ 〈U〉 〈B˜〉
d 〈J〉 . (42)
Fig. 11 shows the mean values and standard deviations for the different ratios
when using 14 snapshots for D18 and 10 for G14. When using Ohm’s law for a
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fast moving conductor, the rms currents are overestimated by factors between
1.5 and 2.5 for r > 0.92ro (solid lines in fig. 11a). The quality of the integral
estimate, however, varies significantly with depth and provides reasonable values
for 0.91 ro < r < 0.96 ro. Estimates for the smaller radial current are of generally
high quality when including the divergence in (37) (solid lines in fig. 11b).
Ignoring the divergence, however, leads to values that are about an order of
magnitude too low (dotted lines in fig. 11b).
Fig. 11 also suggest that the estimates remain more or less valid throughout
the whole SDCR. The assumption of a dominant dominant background potential
field but also for the quasi-stationary dynamo action roughly holds for Rm(1) ≥ 1
and the radii where Rm(1) reaches unity have been marked with vertical lines in
fig. 11. The validity of our estimates extends to slightly greater depth, reaching
Rm(1) ≈ 2 and Rm(1) ≈ 1.5 at the bottom of the SDCR for dynamos D18 and
G14, respectively. Where Rm(2) ≈ 1, however, the estimates are definitely off.
To access whether the estimates not only capture the rms amplitudes but
also the structure, we calculate the Pearson correlation coefficients for each
radius, for example
C(Jθ, σ(U×B)θ) =
(
Jθ − Jθ
) (
[U×B]θ − [U×B]θ
)
[(
Jθ − Jθ
)2 (
[U×B]θ − [U×B]θ
)2]1/2 , (43)
where the overbars refer to an average over a spherical surface. The results,
shown in fig. 12, demonstrate that σU×B no only provides a better rms estimate
but also a better local estimate than JH for the horizontal current components.
Particularly high correlations are reached for the latitudinal current density in
G14 where the zonal flow contributes most strongly. For the radial component,
eqn. (36) also provides a decent local estimate with Pearson coefficients up to
0.85 for G14.
Fig. 13 illustrates the close agreement for the latitudinal current density in
model G14 at r = 0.94 ro. The banded structure due to the zonal flow action
already reported by Gastine et al. (2014b) is clearly apparent.
4.2 Estimating the Non-Potential Field
The toroidal and the non-potential poloidal fields can be assessed by uncurling
Ampere’s law ∇×B = µj. This becomes particularly simple in the SDCR where
the radial field gradients clearly dominate so that
rˆ× ∂
∂r
BH ≈ µjH . (44)
Integrating this expression from ro to r yields the integral approximation BJ ,
BˆH(r) ≈ BH(r) = µ
∫ ro
r
dr′ rˆ× jH , (45)
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Figure 11: Ratio of estimates and true rms electric current density. The results
have been averaged over 14 snapshots for dynamo D18 and 10 snapshots for
dynamo G14. Transparent background stripes with a width of two standard
deviations illustrate the variability. The vertical lines mark where Rm(1) (solid)
or Rm(2) (dotted) exceed one. Panel a) shows ratio (39) for the simplified
estimate based on Ohm’s law (solid lines) and an respective ratio for the integral
estimate (33) JH (dotted lines). Panel b) compares ratios (37) (full lines) and
(41) (dotted lines) for the radial current contributions.
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Figure 12: Pearson correlation coefficients between individual current density
components and two different estimates. Solid lines refer to the estimates based
on the simplified Ohm’s law (34) while dotted lines refer to the integral expres-
sion (33) for the horizontal and (37) for the radial component.
25
-15 -10 -5 0 5 10 15
a)
b)
Figure 13: Comparison of a) µJθ with b) estimate Pm(U ×B)θ at r = 0.94 ro
for the snapshot of dynamo G14. Dimensionless quantities shown.
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where the integration constant has been set to zero, assuming that BˆH and the
current vanish at ro.
Separating the current into poloidal and toroidal contributions allows for
individually estimating the toroidal and poloidal non-potential fields. Both
aggree very well with the horizontal components of the toroidal field and the
non-potential poloidal field Bˆ
(P )
in the SDCR, as is demonstrated in fig. 14. The
radial integral (45) continues to provide a good representation of the toroidal
field even below the SDCR.
Combining these integral expressions with the current approximation via the
simplified Ohm’s law yields the integral estimate BO:
BˆH(r) ≈ BO(r) =
∫ ro
r
dr
rˆ× (U×B)
λ
. (46)
The dominance of the radial dependence of λ then suggests
BˆH(r) ≈ BO(r) = dλ
λ
rˆ× (U×B) . (47)
and an rms value of
〈Bˆ〉 ≈ Rm(1)〈B˜〉 . (48)
For estimating the poloidal field we rely on the respective dynamo equa-
tion eqn. (29). Since radial derivatives clearly dominate, the stationary radial
component of the dynamo equation reduces to
λ
(
∂
∂r
)2
Bˆr ≈ −rˆ · ∇ ×
(
U× B˜
)
, (49)
where we have used the potential background field on the right hand side. The
diffusive left hand side can reasonably be approximated with λBˆr/d
2
λ, which
yields
Bˆr ≈ −d
2
λ
λ
rˆ · ∇ ×
(
U× B˜
)
. (50)
The quality of estimates eqn. (48) and eqn. (50) will be quantified by the
ratios
RB = Rm
(1) 〈B˜〉
〈Bˆ〉 (51)
and
RBr =
d2λ
λ
〈rˆ · ∇ ×
(
U× B˜
)
〉
〈Bˆr〉
, (52)
respectively. A simplified expression ignoring the curl and cross product yields
〈Bˆr〉 ≈ Rm(2)〈B˜〉 , (53)
with the respective ratio
RˆBr = Rm
(2) 〈B˜〉
〈Bˆr〉
. (54)
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Fig. 15 shows that very reasonable values between RB = 1.3 and RB = 2 for
the total non-potential field and between RBr = 0.8 and RBr = 2 for its radial
contributions are achieved in the SDCR, ignoring once more the very outer few
percent in radius. In terms of magnetic Reynolds numbers, the region where
the estimates offer acceptable results extends to a depth between Rm(1) = 1
and Rm(2) = 1 (see vertical lines in fig. 15.
The simplified estimate (54), on the other hand, underestimates the radial
non-potential field by a factor three for dynamo D18, which has a particularly
small scale background field B˜. For dynamo G14, the simplification has a much
smaller effect and the quality of the estimate is only mildly affected.
The Pearson correlation coefficients in the SDCR range between 0.5 and
0.9 for the non-potential radial field estimate, and between 0.6 and 0.8 for the
non-potential azimuthal field estimate, as is illustrated in fig. 16. For the weak
latitudinal field, however, the estimate is much less reliable. Fig. 17 illustrates
the good agreement between Bˆr and estimate (50) for the G14 snapshot. The
banded structure becomes once more apparent, but the field is much more small
scale owed to the complex convective flows that provide the main radial field
induction (Gastine et al., 2014b).
4.3 Estimating the Lorentz Force
Having derived estimates for electric currents and magnetic fields, we can com-
bine both to also assess the Lorentz force L in the SDCR. Of particular interest
is its zonal (axisymmetric azimuthal) component Lφ which could potentially
impact the zonal winds. Fig. 18 shows the profiles of the rms contributions
to 〈Lφ〉 for dynamos D18 and G14. The figure illustrates that from the two
contributions,
Lφ = JrBθ − JθBr , (55)
the second clearly dominates because of the higher latitudinal current density.
Combining the estimates for Jθ and Br then suggest
Lφ ≈ −σ (U×B)θ Br = −σ UφB2r + σ UrBφBr . (56)
Fig. 18 illustrates that the first contribution dominates, in particular for model
G14 where zonal flows are stronger. We can thus estimate the rms zonal Lorentz
force based on a conductivity model, a zonal flow model, and the potential field:
〈Lφ〉 ≈ σ 〈Uφ〉 〈B˜2r〉 , (57)
The respective ratio
RLF =
σ 〈Uφ〉 〈B˜2r〉
〈Lφ〉
, (58)
shown in fig. 19, demonstrates that this expression tends to underestimate the
zonal Lorentz force by only up to 40%. The region where this estimates can
reasonable be applied is larger for G14 where zonal flows are stronger.
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Figure 17: Comparison of a) Bˆr with b) estimate eqn. (50) for r = 0.94ro and
a snapshot for dynamo G14. Dimensionless quantities shown.
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5 Discussion and Conclusion
The analysis of our numerical simulations shows that dynamo action in the
Steeply Decaying Conductivity Region (SDCR) is dominated by Ohmic dissi-
pation. The magnetic field dynamics becomes quasi stationary with a good
balance between induction and diffusion. Ohm’s law, on the other hand, as-
sumes the simplified form for a fast moving conductor, where the electric field
can be neglected. Electric currents and the toroidal field simply decay with the
electrical conductivity, while the poloidal field approaches a potential field.
This particular situation allows to formulate rather simple estimates based
on the knowledge of the surface field, the conductivity profile, and the flow.
The electric current density can be estimated via the simplified Ohms law with
a suggested rms value of 〈J〉 ≈ σ〈U〉 〈B˜〉, where B˜ is the downward continued
surface field under the potential field assumption. The accuracy is higher than
the more classical estimate used by Liu et al. (2008) for their assessment of
Ohmic heating due to Jupiter’s zonal winds.
Also of interest is the locally induced radial magnetic field that could po-
tentially be detected by the Juno spacecraft. Our analysis shows that 〈B′r〉 ≈
Rm(2)〈B˜〉 provides a reasonable estimate, where Rm(2) is a modified magnetic
Reynolds number that depends on the square of the diffusivity scale height
dλ. The locally induced toroidal field, on the other hand, can be predicted via
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〈B〉 ≈ Rm(1)〈B˜〉 and is thus by a factor Rm(1)/Rm(2) = d/dλ larger than the
radial field. When using the conductivity model by French et al. (2012), this
predicts that the locally induced toroidal field is about 103 time larger than the
locally induced radial field at 0.96 rJ . At 0.9 rJ , this ratio has decreased to 10
2.
While the toroidal field estimate agrees with the assessment by Cao and
Stevenson (2017), the poloidal field estimates differ. Cao and Stevenson (2017)
consider the poloidal field produced by non-axisymmetric (helical) flows acting
on the local toroidal field, but the advective modification of B˜ turns out to be
significantly larger in the SDCR of our simulations.
Duarte et al. (2018) define the top of the dynamo region rD based on a
critical magnetic Reynolds number. A more reasonable local definition is the
depth where the local magnetic effects reach a certain threshold. Since the
electric current, toroidal field, and radial field all scale with different magnetic
Reynolds numbers, the answer will actually depend on the quantity considered.
Choosing the radial magnetic field has the advantages that it is most directly
connected to magnetic field observations. For the most recent field models
based on Juno data, Connerney et al. (2018) discuss an rD value of 0.85 rJ .
The authors argue that the spectrum of B˜ is close to a white spectrum at
this depth, a criterion that successfully predicts Earth’s core-mantle boundary
when excluding the axial dipole contribution. However, 0.85 rJ lies below the
transition to the metallic Hydrogen region (French et al., 2012) and below the
anticipated depth of the zonal winds (Kaspi et al., 2018). Assuming a mean
convective velocity of 3 cm/s (Gastine et al., 2014b) and the French conductivity
profile predicts Rm(1) = 2.7 × 104 and Rm = 7.6 × 105 at 0.85 rJ . These huge
values suggest that dynamo action should already be more than well developed.
The respective Rm(1) profile actually exceeds unity at about 0.93 rJ , which
will therefore roughly mark the depth the estimates discussed here start to loose
their basis. Since Rm(2) is about 10−4 at 0.93 rJ and the potential field ampli-
tude is about 1 mT, the locally induced radial field would be roughly 10−4 mT.
However, these considerations ignore the zonal winds, which reach ampli-
tudes of around 150 m/s at Jupiter’s cloud level. Recent consideration based
on Juno’s gravity measurements constrain the depth profile of the zonal winds
and suggest a considerably lower wind speed at about 0.96 rJ . In a forthcoming
paper, we use the estimates derived here in combination with the new depth
profiles for the zonal winds to predict the zonal flow induced magnetic fields and
electric currents and also calculate the related Ohmic heating. The analysis pre-
sented here suggest that decent local estimates are also possible. The predicted
maps of Ohmic heating and radial field modifications could be compared with
spacecraft observation to detect potential zonal field induction effects.
The questions addressed here are also of interest for other planets where fast
fluid flows correlate with a region of decaying electrical conductivity. Saturn,
Uranus, and Neptune, come to mind. The Ohmic heating in the outer atmo-
spheres of hot-Jupiters, where the ionization of alkali metals creates a SDCR,
is a possible mechanism to explain the particularly low density (inflation) of
some of these exoplanets. Batygin and Stevenson (2010) assume a stationary
dynamo equation to estimate that the locally induced currents would indeed
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provide sufficient heating power. Our result suggest that their approach and
thus also likely their conclusions are viable.
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