The goal of the study was to examine whether speakers naming pairs of objects would retrieve the names of the objects in parallel or in sequence. To this end, we recorded the speakers' eye movements and determined whether the difficulty of retrieving the name of the 2nd object affected the duration of the gazes to the 1st object. Two experiments, which differed in the spatial arrangement of the objects, showed that the speakers looked longer at the 1st object when the name of the 2nd object was easy than when it was more difficult to retrieve. Thus, the easy 2nd-object names interfered more with the processing of the 1st object than the more difficult 2nd-object names. In the 3rd experiment, the processing of the 1st object was rendered more difficult by presenting it upside down. No effect of 2nd-object difficulty on the gaze duration for the 1st object was found. These results suggest that speakers can retrieve the names of a foveated and an extrafoveal object in parallel, provided that the processing of the foveated object is not too demanding.
Several studies have shown that common objects easily activate their names, even when the viewer has no intention of naming them. For instance, Morsella and Miozzo (2002) presented their participants with target pictures, shown in green, and superimposed distractor pictures, shown in red. The participants were faster to name targets accompanied by distractors with phonologically similar names (e.g., target: bed; distractor: bell) than targets accompanied by unrelated distractors (e.g., bed-hat). Similar findings were obtained by Kuipers and La Heij (2009) , Meyer and Damian (2007) , Navarrete and Costa (2005) , and Roelofs (2008b;  but see Jescheniak et al., 2009 ). However, when people speak, they normally produce only the intended words in the intended order. Therefore, there must be control mechanisms that increase the activation levels of relevant linguistic units relative to those of irrelevant units.
Different proposals concerning the nature of these control mechanisms have been made. For instance, theories of sentence generation often assume that speakers generate structural frames specifying in which order words of different syntactic categories must appear in an utterance. Words meeting the syntactic criteria receive additional activation in the correct order (e.g., Dell, 1986; Dell, Burger, & Svec, 1997; Dell, Oppenheimer, & Kittredge, 2008; Janssen, Alario, & Caramazza, 2008; MacKay, 1987) . The present study concerns the role of visual attention in controlling the activation levels of the visual-conceptual representations of objects and of the associated names. Directing visual attention at a single object at a time or distributing visual attention across several objects may be ways of controlling the activation levels of the object names. Adopting a narrow focus of attention should minimize interference between object names, whereas using a wider focus (processing several objects in parallel) might enhance speech fluency. In the experiments described below, we asked speakers to name pairs of objects in a fixed order using bare nouns, such as "duck, ladder." To study their allocation of visual attention, we recorded their eye movements while they prepared and produced the utterances. Our main questions were when and for how long the speakers would look at and attend to each object, and whether the names of the objects would become activated in parallel or sequentially. Before describing the experiments, we review earlier eyetracking studies that motivated the present research. their speech planning. The processes involved in naming an object can be parsed into visual-conceptual processes leading to the identification of the object, the selection of a lexical unit (called a lemma here), word-form encoding, and, finally, articulation. Word-form encoding occurs in several steps, namely morphological, phonological, and phonetic encoding (e.g., Levelt, 1989; Levelt, Roelofs, & Meyer, 1999 ; see also Caramazza, 1997; Johnson, Paivio, & Clark, 1996) . The eye-tracking studies have shown that the time speakers spend looking at each object (the gaze duration) depends not only on the time they need to identify the object (Griffin & Oppenheimer, 2006; Meyer, Sleiderink, & Levelt, 1998 ) but also on the time required to retrieve the lemma and generate the phonological form of the name Griffin, 2001; Meyer & van der Meulen, 2000) . For instance, several experiments have demonstrated that speakers look longer at objects with long names than at objects with shorter names (e.g., Korvorst, Roelofs, & Levelt, 2006; Meyer, Belke, Häcker, & Mortensen, 2007; Meyer, Roelofs, & Levelt, 2003 ; but see Griffin, 2003) . This indicates that speakers only initiate the shift of gaze to a new object after they have begun to retrieve the word form for the present object (Roelofs, 2007 (Roelofs, , 2008a .
There is strong evidence for a tight coupling between eye movements and visual attention, with each saccade being preceded by a corresponding shift of the focus of visual attention (e.g., Deubel & Schneider, 1996; Hoffman & Subramaniam, 1995; Irwin, 2004; Irwin & Gordon, 1998) . The shift of visual attention occurs around the time that the programming of the saccade begins, and it involves related neural circuits (e.g., Awh, Armstrong, & Moore, 2006; Eimer, van Velzen, Gherri, & Press, 2007; Ikkai & Curtis, 2008; McDonald, 2006) . Assuming that the time needed to program a saccade is fairly constant, the results of the eye-tracking studies reviewed above imply that speakers begin to plan a saccade and direct their attention to a new object when the phonological encoding of the name of the present object begins (Roelofs, 2007 (Roelofs, , 2008a . In other words, the speaker's visual attention is focused on the present object until its name has been planned to the level of the phonological form and only then moves on to the next object. A likely reason for the late shift of visual attention is that attending to an object facilitates not only its identification but, through a process of spreading activation, also the retrieval of the associated lexical information (e.g., Humphreys & Forde, 2001; Humphreys, Riddoch, & Price, 1997; Roelofs, 1992 ; see also Griffin, 2004; Wühr & Frings, 2008; Wühr & Waszak, 2003) . Thus, speakers planning to name two objects in a specific order implement this plan by directing their visual attention initially to the first and then to the second object. Consequently, the conceptual representations of the objects and the associated lexical representations receive additional activation in the same order, which facilitates their selection and the generation of the correct word order.
However, a person's point of gaze does not reveal whether their attention is focused on a single object or whether he or she attends to several objects in parallel. The results of the eye-tracking studies mentioned above do not reveal whether speakers first exclusively attended to the first and then exclusively to the second object, or whether they initially directed the focus of their visual attention to the first object but simultaneously allocated some attention to the second object and processed it with a lower priority (e.g., Cave & Bichot, 1999; LaBerge & Brown, 1989 ; for discussions of serial vs. parallel processing of words during reading and reviews of the relevant evidence, see Engbert, Nuthmann, Richter, & Kliegl, 2005; Kennedy, 2000; Rayner, 1998; Reichle, Rayner, & Pollatsek, 2003) . Two earlier studies-by Morgan and Meyer (2005) and by Meyer, Ouellet, and Häcker (2008) -aimed to distinguish between these options.
In Morgan and Meyer's (2005) study, participants named triplets of objects in the order left-right-bottom object. During the saccade from the left to the right object, the right object seen at trial onset (the interloper) was replaced by a new object. This was the target that the participants had to name. The relationship between interloper and target was varied: They were unrelated objects, identical objects, or conceptually unrelated objects with homophonous names (e.g., animal/baseball bat). Morgan and Meyer found that gazes to the target were shorter when interloper and target were identical or had homophonous names than when they were unrelated (see also Pollatsek, Rayner, & Collins, 1984) .
One account of these findings is that the speakers processed the interloper in parallel with the foveated object and that the processing of the target was facilitated when it was identical to the interloper or shared the name. However, the results are open to an alternative account. Because eye movements are preceded by corresponding shifts of visual attention, it is possible that the speakers first attended exclusively to the left object and thenshortly before the onset of the eye movement-moved the focus of their visual attention and exclusively attended to the right object. Therefore, the interloper effects could arise while the speakers were still looking at the left object, but their visual attention was already focused on the right object.
However, results obtained by Meyer et al. (2008) argue against the latter view. Meyer et al. used the same experimental paradigm as Morgan and Meyer (2005) and very similar interloper-target pairs. Additionally, the difficulty of the left object, which was to be mentioned first, was varied. As in Morgan and Meyer's study, the gaze durations for the targets (the right objects) were shorter when the targets were preceded by identical or homophonous interlopers than by unrelated interlopers. However, these preview effects were significantly smaller when the left object was difficult than when it was easier to process. This interaction supports the view that the two objects were processed in parallel and competed for processing resources: When the left object was difficult to process, fewer resources were available to process the right object than when the left object was easier to process. This led to smaller preview benefits in the difficult than in the easy left-object condition. If the speakers first attended exclusively to the left object and then exclusively to the right object, the difficulty of the left object should not have affected the processing of the interloper and moderate its effect on the processing of the target.
This argument is based on the assumption that the timing of the saccade from the left to the right object relative to the shift of visual attention was the same for easy and difficult left objects. This is plausible, given the evidence mentioned above that shifts of visual attention are linked to saccade programming. We know of no evidence suggesting that the time required to program a saccade depends on the difficulty of processing the foveated stimulus. Nevertheless, one might speculate that the shift of visual attention to the right object occurred earlier during the processing of an easy left object (e.g., after the object had been recognized) than during the processing of a more difficult left object (e.g., after its name had been selected), whereas the saccade was always initiated at the same time (e.g., after the phonological form of the object name had been retrieved). The time interval during which the focus of attention was on the right object but the left object was still fixated on would then be longer for easy than for difficult left objects. This could account for the difference in the size of the preview effects (for a similar argument concerning preview effects in reading, see Henderson & Ferreira, 1990; Reichle, Pollatsek, Fisher, & Rayner, 1998) . In short, it cannot be determined whether speakers attended to the two objects in parallel or whether the shift of covert visual attention to the right object occurred earlier when the left object was easy than when it was more difficult to process.
The Present Study
In the present study, we used a different paradigm to assess the allocation of visual attention and the time course of name retrieval in the multiple-object naming task. Adopting a research strategy from studies of reading (e.g., Inhoff, Starr, & Shindler, 2000; Kennedy, 2000) , we examined whether properties of an extrafoveal object affected the time that speakers needed to process a foveated object. On each trial of Experiment 1, two objects were presented next to each other, and the participants were asked to name first the left and then the right object. The right object was either easy or more difficult to name. We examined whether this affected the duration of the gazes to the left object. If speakers process the right object before they initiate the shift of gaze toward it, and if the processing is sufficient to activate the name of the right object, competition might arise between the names of the left and right objects, such that the left object would be processed more slowly when the right object was difficult than when it was easier to process. Alternatively, an easy right object should activate the associated conceptual and linguistic representations more rapidly than a more difficult one and might therefore interfere more with the processing of the left object. Regardless of its direction, an extrafoveal-on-foveal effect-that is, an effect of the difficulty of the extrafoveal right object on the duration of the gazes to the left object-must arise before the saccade to the right object is initiated. It would either indicate that the two objects were processed in parallel or that the shift of visual attention from the left to the right object occurred early enough for the lexical access processes for the two object name to overlap in time.
The results obtained by Meyer et al. (2008) show that the extrafoveal objects were processed more efficiently when the foveated objects were easy than when they were more difficult to process. To maximize the likelihood of obtaining an extrafovealon-foveal effect, we designed the present study such that the left object (which was fixated at trial onset) would be very easy to recognize and name. Sixteen objects were selected for the left position, but in each test block, only four objects were shown, five times each. The repeated presentation of a small set of items should render the objects easy to identify and name (e.g., Francis, Corral, Jones, & Sáenz, 2008) .
There were two types of blocks: homogeneous blocks, in which the four left objects were members of the same semantic category, and heterogeneous blocks, in which they were from different categories. Several studies have shown that speakers are slower to name an object (e.g., a chair) after having named other objects from the same semantic category (e.g., table, wardrobe, bed) than after having named unrelated objects (e.g., Damian, Vigliocco, & Levelt, 2001; Howard, Nickels, Coltheart, & Cole-Virtue, 2006; Kroll & Stewart, 1994) . This semantic blocking effect is maintained even when unrelated objects are named between objects from the same category (e.g., Damian & Als, 2005; Howard et al., 2006) . Most likely, the semantic blocking effect arises during lemma retrieval-that is, when speakers select suitable names for the objects from the mental lexicon (e.g., Belke, 2008; Damian et al., 2001; Howard et al., 2006; Kroll & Stewart, 1994; Vigliocco, Vinson, Damian, & Levelt, 2002) . We expected the speakers to be slower to name the left objects and look at them for a longer time in homogeneous than in heterogeneous blocks.
There were two reasons for using homogeneous and heterogeneous blocks. First, if no effect of right-object difficulty on the gaze durations for the left objects was obtained, it would be useful to demonstrate that the left-object gaze durations were systematically affected by another variable. This would rule out that the absence of an extrafoveal-on-foveal effect was due to technical problems. Second, we could assess whether the variation in the difficulty of selecting the names of the left objects interacted with the effect of right-object difficulty. On the basis of the findings reported by Meyer et al. (2008) , one would predict the participants to process the right objects more efficiently when access to the names of the left objects is easy (in the heterogeneous condition) than when it is more difficult (in the homogeneous condition). The extrafoveal-on-foveal effect should therefore be stronger in the homogeneous condition than in the heterogeneous condition.
For the right position, we selected 24 easy and 24 difficult objects. Pretests that used object recognition and naming tasks had shown that the two sets of objects differed in the ease of name retrieval but not in the ease of object recognition (see below for details). An extrafoveal-on-foveal effect found with these materials would indicate that the participants not only recognized the right object but also retrieved its name before initiating the saccade toward it.
Although the right objects had been pretested, it was important to establish that the participants of the main experiment would find the easy right objects easier to process than the difficult ones. Therefore, the gaze durations for the right objects were measured. However, the gaze duration for an object is a meaningful indicator of processing difficulty only if the viewer has to fixate on another stimulus as soon as the processing of the object has been completed. Therefore, an arrow was presented at the bottom of the screen (see Figure 1) , and participants were asked to name the objects and then to indicate by pressing one of two buttons whether the arrow pointed to the left or to the right. Because the arrow was small and flanked by number symbols, the participants had to fixate on it to identify it. Several earlier studies (Meyer et al., 2003; Roelofs, 2007 Roelofs, , 2008a ) that used the same combination of tasks-object naming followed by symbol categorization-showed that participants only initiated the eye movement to the symbol after they had retrieved the phonological form of the object name. Thus, the gaze duration for the right objects is a good measure of the time required to identify the objects and to retrieve their names.
In Experiment 1, the two objects were shown next to each other. In Experiment 2, the second object appeared below the first object, and the arrow appeared on the right side of the screen. Finally, in Experiment 3, the left object was shown upside down. The reasons for conducting these experiments are given below.
Experiment 1 Method
Participants. The experiments were conducted with students of the University of Birmingham, who were paid or received course credits for their participation. They were native speakers of British English and had normal or corrected-to-normal vision. Experiment 1 was carried out with 24 participants.
Materials. On each trial the participants named two line drawings of objects shown next to each other. For the left position, 16 objects, stemming from four semantic categories (animals, furniture, tools, and vehicles), were selected. All left objects had monosyllabic names with an average frequency of 36.75 occurrences per million (University of Birmingham's, 2000 , COBUILD Corpus of English Sentences database; see the Appendix for a listing of the materials).
For the right position, we selected two sets of 24 objects each, called the easy set and difficult set hereafter, which were matched for ease of object recognition but differed in the ease of name retrieval. Two pretests were carried out to select these objects. In the first pretest, 24 participants named line drawings of 100 objects. The easy and difficult objects were selected on the basis of the average naming latencies and error rates. The mean pretest naming latencies were 666 ms (SD ϭ 76; 1.08% errors) and 818 ms (SD ϭ 93; 3.85% errors) for the easy and difficult sets, respectively, t 1 (23) ϭ 15.04, p Ͻ .001; t 2 (46) ϭ 9.80, p Ͻ .001. The names of the easy objects had a frequency of 150.89 occurrences per million (SD ϭ 125.46) and an average length of 1.25 syllables (SD ϭ 0.44). The names of the difficult objects had a frequency of 26.37 occurrences per million (SD ϭ 39.74) and an average length of 1.63 syllables (SD ϭ 0.49).
In a second pretest, we determined the ease of recognizing the objects using a word-picture matching task (for other studies that used this task, see Bachoud-Lévi, Dupoux, Cohen, & Mehler, 1998; Jescheniak & Levelt, 1994; ; see also Stadthagen-Gonzalez, Damian, Pérez, Bowers, & Marin, 2009) . Twenty participants saw the 24 easy objects and the 24 difficult objects as well as 48 filler objects with intermediate naming latencies. Each object was preceded by a written word. For the fillers, this was the name of the object, and for the experimental items, it was an unrelated concrete noun. The participants had to decide as quickly as possible whether the word was the name of the object. The experimental items were combined with unrelated nouns, rather than their names, to rule out priming from the word to the picture name, which could have concealed differences in the ease of recognition of the easy and difficult objects. The average decision latency was 489 ms (SD ϭ 78) for the easy objects and 496 ms (SD ϭ 72) for the difficult objects. The latency difference between the two sets of objects was not significant, t 1 (19) ϭ 1.01, p ϭ .328; t 2 (78) Ͻ 1.
In addition to the 16 experimental left objects and the 48 experimental right objects, we selected eight objects with intermediate pretest naming latencies to serve as fillers on the first eight trials of each block.
The drawings were scaled to fit into 6 cm ϫ 6 cm frames (corresponding to about 5.7°when viewed from the participant's position) and were shown as black line drawings on a light gray background. The distance between the objects (center to center) was 15 cm (14.6°).
Design. There were two crossed independent variables: semantic blocking (homogeneous vs. heterogeneous test blocks) and right-object difficulty (easy vs. difficult right objects). The experiment consisted of eight test blocks. Each block featured four left objects. In homogeneous blocks, they were members of the same semantic category (animals, furniture, vehicles, or tools). In heterogeneous blocks, one member of each of the four categories was presented. A different set of four objects was shown in each homogeneous block and in each heterogeneous block. By the end of the experiment, each left object had been tested in one homogeneous block and one heterogeneous block.
In each block, each left object was shown five times. As in earlier semantic blocking experiments (e.g., Belke, 2008; Belke, Meyer, & Damian, 2005; Damian et al., 2001) , the presentation of the objects was cyclic, that is, each object was shown once on Trials 1-4, then again, in a different order, on Trials 5-8, and so on. Left objects were not repeated on successive trials. The same order of trials within a block was used for all participants.
During the first eight trials (the first two presentations of each left object), the right position on the screen was taken by one of the eight filler objects. These trials were excluded from the analyses because the semantic blocking effect takes one or two presentation cycles to build up (Belke et al., 2005) .
On the following 12 trials (the third to fifth presentation of each left object), each left object was paired either with two easy objects and one difficult object, or with one difficult object and two easy objects. For instance, a participant might see the left object bed with the easy right objects scissors and tent and with the difficult right object piano, and they might see the left object chair with the easy right object egg and the difficult right objects slide and lungs. Each block featured six easy and six difficult right objects. Across the four homogeneous blocks, each right object was tested once. The same held for the four heterogeneous blocks. For each participant, the same pairings of left and right objects were used in the homogeneous and in the heterogeneous blocks. There were two groups of participants that differed in the pairings of left and right objects. For all participants, homogeneous and heterogeneous blocks alternated, with six participants within each group beginning with a homogeneous block and six with a heterogeneous block.
On each trial, an arrow pointing to the left or right and flanked by number symbols (#) was shown in the center of the lower half of the screen. The two arrows appeared equally often and in random order.
Apparatus. The experiment was controlled using the Nijmegen Experimental Setup (Max Plank Institute for Psycholinguistics, Nijmegen, the Netherlands). A 19-in. (48.26-cm) Samtron 95P Plus color monitor (resolution ϭ 42.1 dpi; refresh rate ϭ 85 Hz) was used to present the stimuli. The participants' speech was recorded using a Sony ECM-MS907 microphone. Speech onset latencies were registered using a voice key (Hasomed GmbH, Magdeburg, Germany). Eye movements were recorded using an SMI EyeLink I head-mounted eye-tracking system (SensoMotoric Instruments, Teltow/Berlin, Germany), which estimates the position of both eyes every 4 ms with a spatial accuracy of about 0.1°. A custom-made two-button response pad was used to record the responses to the arrows.
Procedure. Participants were tested individually in a soundattenuated booth. At the beginning of the session, they were instructed to look at a booklet showing the pictures used in the experiment and their names. To ensure good name agreement, we asked them to use only the names provided in the booklet and to refer to the objects in bare nouns (e.g., "apple," "flag").
The headband of the eye tracker was then positioned on the participant's head, and the eye-tracking system was calibrated. At the beginning of each trial, a fixation cross was presented in the center of the top left quadrant of the screen for 800 ms. Then an object pair and an arrow were displayed for 4 s. This was followed by an intertrial interval of 1,250 ms. The participants were instructed to fixate on the fixation cross, to name the objects (starting with the left one), and, finally, to categorize the arrow as pointing to the left or right, using the response pad. They should use the left index finger and left button to indicate that the arrow pointed to the left, and the right index finger and right button to indicate that it pointed to the right. There were short breaks between the blocks. The experimental session lasted approximately 40 min.
Dependent measures and data analysis. The cognitive parsing algorithm of the EyeLink software was used to determine the average positions and durations of the participants' fixations. Fixations were categorized as falling on one of the objects when they occurred within a virtual frame of 6 cm ϫ 6 cm (5.7°ϫ 5.7°) around the center of the object. They were categorized as being on the arrow when they fell within a virtual frame of 1 cm ϫ 1 cm (0.9°ϫ 0.9°) of the arrow.
We determined in which order the participants looked at the objects and the arrow. We included only those trials in the main analyses on which the stimuli had been inspected in the expected order (left object -right object -arrow; see the Results section for details). As in the studies by Morgan and Meyer (2005) and Meyer et al. (2008) , the most important dependent variables were the first-pass gaze durations (gaze durations hereafter) for the left and right objects. These corresponded to the first fixation duration when there was only one fixation to an object and to the time between the onset of the first fixation and the offset of the last fixation when there were two or more successive fixations to an object.
In addition to the gaze durations, we determined the error rates as the proportions of trials on which participants named one of the objects incorrectly, hesitated, stuttered, or repaired the utterances, and we measured the utterance onset latencies, which corresponded to the naming latencies for the left object. As in the studies by Morgan and Meyer (2005) and by Meyer et al. (2008) , speech onset latencies for the right-object names were not recorded because they depend not only on the time required to plan the name of the right object but also on the spoken duration of the name of the left object. The speech onset latency is therefore a less precise measure of the processing time for the right object than the gaze duration. Finally, we determined when the participants looked at the arrow and when they categorized it, measured from display onset.
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For each dependent measure, analyses of variance with participants and items as random variables were conducted, yielding F 1 and F 2 statistics, respectively. As explained above, semantic blocking and right-object difficulty were tested within participants. In the by-item analyses of error rates, speech onset latencies, and left-object gaze durations, the 16 left items were used as units of analysis, and semantic blocking and right-object difficulty were within-items variables. In the by-item analyses of right-object gaze durations, the 48 right objects were used as units of analysis. Here, semantic blocking was a within-items variable, and right-object difficulty was a between-items variable. No by-item analyses were carried out for the arrow categorization latencies and the onset times of the gazes to the arrow.
Results
Naming errors occurred on 3.4% of the trials (see Table 1 ). The error rates did not differ much across experimental conditions, and analyses of variance yielded no main effect of semantic blocking or right-object difficulty and no interaction (all Fs Ͻ 1). On 0.35% of the trials, the response to the arrow was incorrect. Error trials were excluded from the following analyses. In addition, trials were excluded when the speech onset latency exceeded 2 s (1.22% of trials) or when the voice key was triggered by noise in the environment (1.82% of trials).
As expected, the participants usually looked first at the left object, then at the right object, and finally at the arrow. On 0.08% of the trials, they failed to look at the right object or the arrow, and on 9.00% of the trials, they did not look at the three stimuli in the expected order. On these trials, they usually looked at the left object, then at the right object, and then again at the left object before turning to the arrow (3.62% of the trials), or they looked at the arrow before looking at the right object (5.22% of the trials). Analyses of variance showed that the rates of unexpected gaze patterns did not differ across experimental conditions. Trials with unexpected gaze patterns were excluded from the analyses reported below.
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The results obtained for the remaining trials are summarized in Table 1 . As expected, the participants were slower (by 33 ms) to initiate the utterances in homogeneous blocks (M ϭ 881 ms), in which all left objects belonged to the same semantic category, than in heterogeneous blocks (M ϭ 848 ms), in which they belonged to different semantic categories. The mean speech onset latencies were very similar for the easy right-object condition and the difficult right-object condition (862 vs. 868 ms). In other words, the speech onset latencies depended on the ease of retrieving the first object name but not on the ease of retrieving the second object name. The analyses of variance of the speech onset latencies yielded only a main effect of semantic blocking, F 1 (1, 23) ϭ 16.15, p Ͻ .001; F 2 (2, 15) ϭ 17.36, p Ͻ .001. There was no main effect of right-object difficulty and no interaction of semantic blocking and right-object difficulty (all Fs Ͻ 1).
Paralleling the results obtained for the speech onset latencies, the average duration of the gazes to the left object was also longer in homogeneous than in heterogeneous blocks (570 ms vs. 530 ms). In addition, the average left-object gaze durations depended on the difficulty of the right object: They were longer, by 20 ms, when the right object was easy (M ϭ 560 ms) than when it was difficult (M ϭ 540 ms). The analyses of variance of the gaze durations yielded significant main effects of semantic blocking, F 1 (1, 23) ϭ 22.74, p Ͻ .001; F 2 (1, 15) ϭ 16.44, p Ͻ .001, and right-object difficulty, F 1 (1, 23) ϭ 10.26, p ϭ .004; F 2 (1, 15) ϭ 4.47, p ϭ .052. The interaction of these variables was not significant, F 1 (1, 23) Ͻ 1; F 2 (1, 15) ϭ 1.16, p ϭ .301.
As expected, the participants looked longer at difficult than at easy right objects (Ms ϭ 471 ms vs. 543 ms). The durations of the gazes to the right objects in homogeneous and heterogeneous blocks were very similar (504 ms vs. 509 ms). The analyses of variance of the right-object gaze durations yielded a significant main effect of right-object difficulty, F 1 (1, 23) ϭ 74.46, p Ͻ .001; F 2 (1, 30) ϭ 19.03, p Ͻ .001, but no main effect of semantic blocking and no interaction of these variables (all Fs Ͻ 1).
As explained above, the participants first named the two objects and then looked at and categorized the arrow at the bottom of the screen. As they looked longer at difficult than at easy right objects, it is not surprising that looks to the arrow began later (by 52 ms) in the difficult right-object condition than in the easy right-object condition. The arrow categorization latencies (measured from picture onset) were also longer (by 53 ms) in the difficult right-object condition than in the easy right-object condition. In the analyses of variance, only the main effect of right-object difficulty was significant for the gaze onset times, F 1 (1, 23) ϭ 24.49, p Ͻ .001, or for the arrow categorization times, F 1 (1, 23) ϭ 31.34, p Ͻ .001. The main effect of semantic blocking was not significant, for the gaze onset times, F 1 Ͻ 1; for the arrow categorization latencies, F 1 (1, 23) ϭ 1.90, p ϭ .18. The interaction of semantic blocking and right object difficulty was also not significant (both F 1 s Ͻ 1).
Discussion
As anticipated, the participants typically inspected the objects in the order of mention and initiated the utterance shortly after the shift of gaze from the left object to the right object. The average duration of the gazes to the left object and the average speech onset latency were longer in homogenous than in heterogeneous blocks. This replicates the results of earlier studies that used the semantic blocking paradigm Damian & Als, 2005; Kroll & Stewart, 1994) and indicates that the selection of the names of the left objects was more time consuming when all left objects of a block were members of the same semantic category than when they belonged to different semantic categories.
The easy and difficult right objects had been selected to differ in the ease of name retrieval but were matched for ease of object recognition. Therefore, the difference in the duration of the gazes to easy versus difficult right objects demonstrates that the partic-2 In supplementary analyses, only those trials were excluded in which speakers made errors, in which one of the three stimuli was never fixated, or in which the left object was not the first object to be fixated. The results were similar to those reported above. Most importantly, for the left-object gaze durations, there was a main effect of semantic blocking (Ms ϭ 573 ms and 529 ms for homogeneous and heterogeneous blocks, respectively), F 1 (1, 23) ϭ 26.98, p Ͻ .001; F 2 (1, 15) ϭ 15.78, p ϭ .001, and a main effect of right-object difficulty, F 1 (1, 23) ϭ 11.55, p ϭ .002; F 2 (1, 15) ϭ 4.66, p ϭ .047, with the average gaze duration being shorter in the difficult right-object condition than in the easy right-object condition (540 ms vs. 562 ms). ipants retrieved the name of the right object before initiating the shift of gaze to the arrow. This result is consistent with numerous other findings reviewed in the introduction showing that speakers inspect the objects they name until they have recognized them and retrieved their names (e.g., Griffin, 2001; Meyer et al., 1998; Roelofs, 2007 Roelofs, , 2008a .
The most important result is that the participants looked longer at the left object when the name of the right object was easy than when it was difficult to retrieve. Apparently, they processed the right object before initiating the shift of gaze toward it, and this extrafoveal processing of the object was sufficient for its name to become activated. A plausible account of the finding that the average left-object gaze duration was longer when the right object was easy than when it was difficult to name is that the easy right-object names became more highly activated, or were more likely to be activated at all, and interfered more with the selection of the name of the left object than the more difficult right-object names. This account implies that the sole criterion for the overt shift of gaze from the left object to the right object was that the left object had been sufficiently processed. Alternatively, the timing of the shift of gaze might also depend on the anticipated difficulty of processing the right object. Specifically, the participants might anticipate that they would need more time to process difficult than easy right objects and might therefore initiate the overt shift of gaze earlier when the right object was difficult than when it was easy (for a related proposal, see Griffin, 2003) . The participants might use such a strategy to make sure that they could produce the names of the two objects without a pause. However, because the easy and difficult right objects appeared in random order and differed in the ease of name retrieval (rather than in obvious visual features), this account also implies that the speakers accessed the name of the right object before initiating the shift of gaze toward it.
The results obtained by Meyer et al. (2008) suggest that speakers processed extrafoveal objects more efficiently when the foveated object was easy than when it was more difficult to identify and to name. Therefore, one might expect a stronger extrafovealon-foveal effect in the relatively easy heterogeneous condition than in the more difficult homogeneous condition of the present experiment. However, we only obtained main effects of semantic blocking and right-object difficulty but no interaction. This finding is further discussed in the introduction to Experiment 3.
Finally, we found that right-object difficulty affected the durations of the gazes to the left object but not the utterance onset latencies. This pattern arose because the left-object gaze durations depended only on the time required to plan the name of the left object, whereas the speech onset latencies also depended on the time speakers took before speech onset to plan the name of the right object. Speakers inspected the left object for, on average, 550 ms but initiated the utterance only after 865 ms. In the intervening time period, they carried out the saccade from the left object to the right object, which took on average 65 ms, and then they inspected the right object. They spent more time (28 ms) before speech onset looking at difficult than at easy right objects. This cancelled out the opposing effect of rightobject difficulty on the durations of the gazes to the left objects and led to similar speech onset latencies for the easy and difficult right-object conditions.
Experiment 2
In Experiment 1, as in the experiments by Morgan and Meyer (2005) and Meyer et al. (2008) , the critical objects appeared next to each other, just like the words in most English texts. Skilled readers often process words before fixating on them (e.g., Rayner, 1998) . One might speculate that people transfer their reading strategies to the processing of the objects in a naming task and perhaps only process an object they are about to name prior to fixation if it appears to the right of the object they are currently inspecting. The aim of Experiment 2 was to assess this proposal. The same materials were used as in Experiment 1, but now the second object appeared below the first one on the left side of the screen, and the arrow appeared on the right side. As before, the participants first named the two objects and then indicated whether the arrow pointed to the left or to the right.
Method
Participants. Experiment 2 was carried out with 24 participants.
Materials, design, and procedure. The same materials and design were used as in Experiment 1. The only difference was that the objects that had previously been shown in the top-right quadrant of the screen were now presented in the lower left quadrant, and the arrow was placed in the center of the right half of the screen (see Figure 1) . The distance between the objects (center to center) was 15 cm (14.6°).
The procedure was the same as in Experiment 1. The participants were asked to name the objects, now starting with the top object, and to categorize the arrow as pointing to the left or to the right.
Results and Discussion
On 5.73% of the trials, participants named one of the objects incorrectly, hesitated, or repaired their utterance (see Table 2 ). The error rate was higher in homogeneous than in heterogeneous blocks (6.87% vs. 4.59%), but this difference was only significant in the analysis of item means, F 1 (1, 23) ϭ 2.68, p ϭ .12; F 2 (1, 15) ϭ 4.81, p ϭ .044. Participants made more errors when the bottom object was difficult than when it was easy (6.41% vs. 5.05%), but this difference was also only significant in the analysis of item means, F 1 (1, 23) ϭ 2.57, p ϭ .112; F 2 (1, 15) ϭ 5.22, p ϭ .037. The interaction of the two variables was not significant (both Fs Ͻ 1). Error trials were excluded from the following analyses, as were trials in which the utterance onset latency exceeded 2 s (0.35% of the trials) or in which participants had made an incorrect response to the arrow (0.22% of trials). In addition, 0.35% of the trials were excluded because the voice key was triggered by noise.
On most trials, the participants first looked at the top object, then at the bottom object, and finally at the arrow. However, on 0.7% of the trials, participants failed to look at the bottom object or the arrow, and on 16.92% of the trials, they did not look at the three regions of interest in the expected order. Most commonly, they looked at the arrow, which now appeared on the right side of the screen, before looking at the bottom object, perhaps because in reading and many other tasks, stimuli are to be processed from left to right or (in the United Kingdom) in clockwise order. These trials were excluded from the analyses reported below.
3 Table 2 shows the results for the remaining trials. As in Experiment 1, participants were slower to begin to speak in homogenous than in heterogeneous blocks (Ms ϭ 899 ms vs. 858 ms), and again the speech onset latencies in the easy and difficult right-object conditions were very similar (876 ms and 881 ms). In the analyses of variance, only the main effect of semantic blocking was significant, F 1 (1, 23) ϭ 14.77, p Ͻ .001; F 2 (1, 15) ϭ 22.17, p Ͻ .001; all other Fs Ͻ 1.
The average duration of the gazes to the top object was also longer in homogeneous than in heterogeneous blocks (595 ms vs. 555 ms). However, as in Experiment 1, there was also an effect of the difficulty of the following object: Speakers looked longer at the top object when the bottom object was easy (M ϭ 586 ms) than when it was difficult to name (M ϭ 563 ms). This replicates the extrafoveal-on-foveal effect of Experiment 1. In the analyses of variance, we obtained significant effects of semantic blocking, F 1 (1, 23) ϭ 9.87, p ϭ .005; F 2 (1, 15) ϭ 14.86, p ϭ .002, and bottom-object difficulty, F 1 (1, 23) ϭ 4.81, p ϭ .039; F 2 (1, 15) ϭ 5.72, p ϭ .03. The interaction of these variables was not significant, F 1 (1, 23) ϭ 2.11, p ϭ .16; F 2 (1, 15) Ͻ 1.
The participants looked longer at difficult than at easy bottom objects. As Table 2 shows, this effect was stronger in homogenous than in heterogeneous blocks (123 and 72 ms, respectively). Accordingly, the analyses of variance yielded a main effect of bottom object difficulty, F 1 (1, 23) ϭ 94.86, p Ͻ .001; F 2 (1, 46) ϭ 26.78, p Ͻ .001, and a significant interaction of semantic blocking and bottom object difficulty, F 1 (1, 23) ϭ 4.05, p ϭ .056; F 2 (1, 46) ϭ 8.16, p Ͻ .006. There was no main effect of semantic blocking, F 1 Ͻ 1; F 2 (1, 46) ϭ 2.88, p Ͻ .096. Analyses of simple effects showed that the effect of bottom-object difficulty was significant both in homogeneous blocks, F 1 (1, 23) ϭ 70.82, p Ͻ .001; F 2 (1, 46) ϭ 30.62, p Ͻ .001, and in heterogeneous blocks, F 1 (1, 23) ϭ 16.65, p Ͻ .001; F 2 (1, 46) ϭ 10.07, p ϭ .003. It is not clear why this interaction, which had not been seen in Experiment 1, arose.
Similar patterns of results as for the bottom-object gaze durations were seen for the onset times of the gazes to the arrow and for the arrow categorization latencies. This is not surprising because the inspection and categorization of the arrow followed the inspection of the bottom object, and therefore any delays in the processing of the bottom object should carry forward to the processing of the arrow. The inspection of the arrow began later when the bottom object was difficult than when it was easy to process, and this effect was stronger in homogeneous blocks (124 ms) than in heterogeneous blocks (50 ms). In the analysis of variance, we obtained a significant main effect of bottom object difficulty, F 1 (1, 23) ϭ 41.79, p Ͻ .001, and a significant interaction of semantic blocking and bottom-object difficulty, F 1 (1, 23) ϭ 11.04, p ϭ .003, but no main effect of semantic blocking, F 1 (1, 23) ϭ 3.04, p ϭ .095.
The arrow categorization latencies were also longer when the bottom object was difficult than when it was easy, and this effect was stronger in homogeneous than in heterogeneous blocks (91 ms vs. 41 ms). The analysis of variance yielded a main effect of bottom-object difficulty, F 1 (1, 23) ϭ 16.41, p Ͻ .001, and a significant interaction of bottom-object difficulty and semantic blocking, F 1 (1, 23) ϭ 6.25, p Ͻ .02, but no main effect of semantic blocking, F 1 (1, 23) ϭ 2.55, p ϭ .124.
In sum, the main results of the first two experiments are very similar. Both experiments showed that the gaze duration for the first object depended not only on the difficulty of selecting the name of that object but also on the difficulty of retrieving the name of the following object, which indicates that the name of the second object was retrieved before the saccade toward it was initiated. This was true regardless of whether the second object was shown to the right or below the first object. These results rule out that speakers only process objects prior to fixation when they are arranged in the same way as words in a typical text of their language. Meyer et al. (2008) found that extrafoveal objects were processed more efficiently when the foveated objects were easy than 3 When only those trials were excluded in which participants made errors, never fixated on one of the three stimuli, or did not fixate on the top object first, the pattern of results was similar to the pattern described above. For the duration of the gazes to the top object, there was a significant effect of semantic blocking (Ms ϭ 593 ms and 548 ms for homogeneous and the heterogeneous blocks, respectively), F 1 (1, 23) ϭ 13.98, p ϭ .001; F 2 (1, 15) ϭ 23.41, p Ͻ .001. The main effect of bottom-object difficulty approached significance (Ms ϭ 580 ms vs. 561 ms for easy and difficult bottom objects, respectively), F 1 (1, 23) ϭ 3.57, p ϭ .072; F 2 (1, 15) ϭ 7.01, p ϭ .018. when they were more difficult to process. Therefore, one might expect that in Experiments 1 and 2 of the present study, the difficulty of the second object should have a stronger effect in the relatively easy heterogeneous condition than in the more difficult homogeneous condition. The condition means showed the expected pattern, but the interaction was not significant in either of the experiments or when both experiments were analyzed together, F 1 (1, 46) ϭ 1.99, p ϭ .16; F 2 (1, 15) ϭ 1.01, p ϭ .333. Contrary to the conclusion drawn by Meyer et al., this might suggest that the speakers' allocation of visual attention to the two objects is independent of the difficulty of the foveated object. Alternatively, the manipulation of first-object difficulty in Experiments 1 and 2 may have been too weak to affect the processing of the second object, or it may have been of the wrong type: Perhaps the distribution of the speakers' visual attention is affected by visual-conceptual variables, which were varied in the study by Meyer et al., but not by the ease of lexical access, which was varied in the first two experiments of the present study. The goal of Experiment 3 was to determine whether the size of the extrafoveal-on-foveal effect would be reduced when the visual-conceptual processing of the foveated objects was rendered more difficult. The same spatial arrangement of the objects was used as in Experiment 1, but the recognition of the left objects was rendered more difficult by presenting them upside down (see Figure 1) . If under these conditions the extrafoveal object is processed less extensively, the extrafoveal-on-foveal effect should be attenuated or absent.
Experiment 3

Method
Participants. The experiment was carried out with 24 participants.
Materials and design. The two objects were shown next to each other, as in Experiment 1. For the left position, 12 of the 16 experimental pictures of the preceding experiments were used. The four pictures of tools were replaced by new items (items of clothing) because they do not have an obvious canonical orientation and cannot be shown upside down. For the right position, the same objects were used as in Experiments 1 and 2, except that replacement was found for four objects, which were items of clothing (see the Appendix).
The design was the same as in Experiments 1 and 2. As before, the first two presentation cycles in each block (the first eight trials, featuring each left picture twice) were to be excluded from the analyses. On these trials, the left objects were presented in their canonical orientation; they were only presented upside down from Trial 9 onward. This was done because a pilot study had shown that the participants quickly adapted to the unusual orientation of the objects. To maximize the effect of this manipulation, it was only introduced when the experimental trials began.
Apparatus. Because of technical problems, new equipment had to be used for this experiment. The eye movements were recorded using an SR EyeLink II head-mounted eye tracker, which has the same spatial resolution (about 0.1°) as the EyeLink I eye tracker used before. The same sampling rate (250 Hz) was used. The experiment was controlled by the software ExperimentBuilder, provided by SR Research. The headsets of the two systems and the routine of calibrating the system are almost identical. The same color monitor as in the preceding experiments was used to present the stimuli. The audio equipment was also the same. Finally, the experiment was conducted by the same experimenter in the same experimental room as Experiments 1 and 2.
Procedure. The procedure was the same as in Experiment 1, except that the eye tracker was now recalibrated after each block.
Results and Discussion
Naming errors, disfluencies, and repairs occurred on 3.91% of the trials (see Table 3 ). The participants made more errors in homogeneous than in heterogeneous blocks (4.86% vs. 3.74%), and they made more errors when the right object was difficult (5.39%) than when it was easy (2.43%). In the analyses of variance, the main effect of semantic blocking was only significant in the analysis by participants, F 1 (1, 23) ϭ 8.14, p ϭ .009; F 2 (1, 15) ϭ 1.48, p ϭ .243, whereas the effect right-object difficulty was significant in both analyses, F 1 (1, 23) ϭ 17.46, p Ͻ .001; F 2 (1, 15) ϭ 17.03, p ϭ .001. The interaction of the two variables was not significant (both Fs Ͻ 1).
Error trials were excluded from the analyses. In addition, trials were excluded when the voice key was triggered by noise (1.95% of the trials) and when the naming latency exceeded 2 s (1.67% of the trials). Because of a technical fault, the responses to the arrow were not recorded for four participants. For the remaining participants, the error rate for the arrow categorization task was 0.5%. These trials were excluded from the analyses. Finally, 2.43% of the trials were excluded because participants failed to look at one of the regions of interest, and 8.80% of the trials were excluded because they did not inspect the objects and the arrow in the expected order. As in Experiments 1 and 2, the average utterance onset latencies were longer in homogeneous than in heterogeneous blocks (920 ms vs. 894 ms), and they were very similar in the easy and difficult right-object conditions (903 ms and 910 ms). The analyses of variance yielded a significant main effect of semantic blocking, F 1 (1, 23) ϭ 5.01, p ϭ .035; F 2 (1, 15) ϭ 7.59, p ϭ .015, but no significant effect of right-object difficulty, F 1 (1, 23) ϭ 3.09, p ϭ .092; F 2 (1, 15) Ͻ 1, and no interaction (both Fs Ͻ 1).
Parallel results were obtained for the duration of the gazes to the left object. The average gaze duration was longer in homogeneous than in heterogeneous blocks (729 ms vs. 693 ms), but the means were similar for the easy and difficult right-object conditions (713 ms vs. 708 ms). Thus, the extrafoveal-on-foveal effect seen in Experiments 1 and 2 was absent in the present experiment. In the analysis of variance, we only obtained a significant main effect of semantic blocking, F 1 (1, 23) ϭ 8.89, p ϭ .007; F 2 (1, 15) ϭ 5.84, p ϭ .029. There was no significant effect of right-object difficulty and no interaction of semantic blocking and right-object difficulty (all Fs Ͻ 1).
As expected, the participants looked longer at difficult than at easy right objects (602 ms vs. 519 ms). The right-object gaze durations in homogeneous and heterogeneous blocks were almost identical (561 ms vs. 560 ms). In the analysis of variance, only the main effect of right-object difficulty was significant, F 1 (1, 23) ϭ 59.07, p Ͻ .001; F 2 (1, 46) ϭ 26.48, p Ͻ .001; all other Fs Ͻ 1.
As in the preceding experiments, the effect of the difficulty of second object carried forward to the onset times of the gazes to the arrow and to the categorization latencies. The participants looked significantly later (by 86 ms) at the arrow when the right object was difficult than when it was easy, F 1 (1, 23) ϭ 56.46, p Ͻ .001. The effect of semantic blocking and the interaction of semantic blocking and right-object difficulty were not significant, F 1 (1, 23) ϭ 1.33, p ϭ .260, and F 1 Ͻ 1, respectively. The arrow categorization latencies were also significantly longer (by 80 ms) when the right object was difficult than when it was easy, F 1 (1, 19) ϭ 29.07, p Ͻ .001. The main effect of semantic blocking and the interaction of the two variables were not significant: for the effect of semantic blocking, F 1 (1, 19) ϭ 3.19, p ϭ .090; for the interaction, F 1 (1, 19) Ͻ 1.
As Tables 1 and 3 show, the local effects of semantic blocking and right-object difficulty in Experiments 1 and 3 were very similar: The effects of semantic blocking on the average durations of the gazes to the left objects were 33 ms and 36 ms in Experiments 1 and 3, respectively; and the effects of right-object difficulty on the average durations of the gazes to the right objects were 72 ms and 81 ms, respectively. The tables suggest that the participants of Experiment 3 were overall slower to process the objects than the participants of Experiment 1, but analyses of variance including the data from both experiments showed that only the difference in the durations of the gazes to the left objects was significant, F 1 (1, 23) ϭ 23.83, p Ͻ .001. 4 This difference was expected given that the orientation of the left objects was different in the two experiments. The most important difference in the results of the two experiments is that the difficulty of the right objects affected the duration of the gazes to the left object in Experiment 1 but not in Experiment 3. In the joint analysis of the results of both experiments, this was reflected in a significant interaction, F 1 (1, 46) ϭ 4.51, p ϭ .039. This indicates that the speakers processed the extrafoveal objects more extensively when the visual-conceptual processing of the foveated object was easy than when it was slightly more demanding.
General Discussion
The most important finding of the present study is that in the first two experiments, the difficulty of retrieving the name of the second object affected how long the speakers looked at the first object they had to name. Corroborating earlier findings Morgan & Meyer, 2005) , this shows that the speakers began to process the second object before initiating the saccade toward it.
We found that the saccade occurred later when the second object was easy than when it was more difficult to name. This suggests that during extrafoveal processing, easy second-object names became activated more strongly, or were more likely to be activated at all, than difficult second-object names and, therefore, interfered more with the retrieval of the name of the first object. This interference effect could arise during the selection of the lemma of the first object name (though one might then expect an interaction with the effect of semantic blocking, which was not obtained) or during the retrieval of the morphological or phonological form. It is also possible that the speakers' speech-monitoring processes were affected. When, in the easy right-object condition, the name of the second object became activated very early, participants may have needed additional time to establish the accuracy of the first object name, which delayed the saccade onset (see also Cook & Meyer, 2008) . Finally, as already discussed above, there may not have been any direct competition among the two object names; instead, the participants may have anticipated that they would need more time to process difficult than easy right objects and therefore started to look earlier at the difficult objects. Note that to use such a strategy, the participants had to process the right object quite extensively before initiating the shift of gaze toward it; otherwise, they would not know whether it was easy or difficult. Thus, regardless of its origin, the extrafoveal-on-foveal effect seen in the first two experiments demonstrates that the speakers processed the second object while fixating on the first one.
In Experiment 3, in which the left object was shown upside down, the extrafoveal-on-foveal effect was not replicated. This indicates that when, compared with the first two experiments, the processing of the foveated object was rendered more demanding, the next object was processed less extensively prior to fixation, and even easy second-object names were not activated early enough to affect the timing of the saccade toward them.
The difficulty of processing the first object was also varied within Experiments 1 and 2 by presenting the objects in semantically homogeneous versus heterogeneous blocks. Contrary to our expectation, this did not affect the size of the extrafoveal-on-foveal effect. Compared with the effect of presenting the objects in their canonical orientation versus upside down, which amounted to 160 ms, the effect of semantic blocking on the left-object gaze dura-tions was small, 40 ms in both experiments, and it may have been too weak to moderate the effect of right-object difficulty. An interesting alternative hypothesis to be tested in future research is that the size of extrafoveal-to-foveal effects might only depend on the difficulty of identifying the foveated objects, which differed in Experiment 1 versus Experiment 3, but not on the difficulty of lexical access, which was varied within Experiments 1 and 2. In other words, how well objects are processed prior to fixation might depend solely on visual-conceptual features of the fixated object but not on properties of their names.
The difficulty of the second object only affected the durations of the gazes to the first object but not the speech onset latencies. We have argued above that this pattern arose because the first-object gaze durations depended on the time speakers needed to process the first object to the level of the phonological form, whereas the speech onset latencies also depended on how much time they spent before speech onset processing the second object. The presence of an easy second object slowed down the processing of the first object and thereby delayed the shift of gaze from the first to the second object. However, after the shift of gaze, easy second objects were processed faster than difficult ones, either because they were intrinsically easier to process or because they had already been processed more extensively prior to the shift of gaze. This resulted in very similar speech onset latencies for the easy and difficult second-object conditions.
Dissociations between the results obtained for speech onset latencies and the durations of gazes to individual objects have been seen in other studies. They indicate that the two dependent measures are not always sensitive to the same influences (see also Roelofs, 2007) . For instance, Levelt and Meyer (2000) reported that speakers looked much longer at objects when they had to describe them in adjective-noun phrases than in bare nouns, but the speech onset latencies for the two types of utterances were very similar. This pattern arose because the shift of gaze away from the target object occurred only after the speakers had generated the complete phonological form of the utterance referring to the object, which took longer for adjective-noun phrases than for bare nouns, whereas the utterance was initiated as soon as the first word had been fully planned, which took about the same amount of time for both utterance types.
What do the present results tell us about the speakers' allocation of visual attention? One account of the extrafoveal-on-foveal effects found in Experiments 1 and 2 is that the focus of the speakers' visual attention was initially directed at the first object but that the second object was processed in parallel, though with lower priority (e.g., Cave & Bichot, 1999; LaBerge & Brown, 1989 ). This account is based on results of earlier studies showing that saccade programming and shifts of visual attention are closely linked. As explained in the introduction, there is strong evidence that saccades are preceded by mandatory shifts of visual attention to the new location (e.g., Deubel & Schneider, 1996) , that the shift of visual attention to a new location occurs around the time that the programming of the corresponding saccade begins, and that closely related neural circuits are involved in saccade programming and in redirecting visual attention (e.g., Awh et al., 2006; Ikkai & Curtis, 2008) . If the programming of saccades is tightly coupled with shifts of visual attention, and if the time required to program a saccade is fairly constant, the effect of second-object difficulty on the timing of the saccades implies an effect on the timing of the shift of visual attention: Both occurred later when the second object was easy than when it was difficult to process. However, for this to be possible, the second object had to be processed in parallel with the first object; otherwise, the difficulty of the second object could not affect the timing of the shift of visual attention and the saccade. Thus, the extrafoveal-on-foveal effects seen in Experiments 1 and 2 indicate that the speakers processed the second object in parallel with the first object. In Experiment 3, the visualconceptual processing of the first object was more demanding, and therefore the extrafoveal object was processed less extensively. On the basis of the present findings, we cannot decide whether the participants in the first two experiments and the participants in the third experiment used qualitatively different processing strategiesincluding both objects in their attentional window or only on the first one-or whether they used the same basic strategy but differed in how extensively they processed the extrafoveal objects.
An alternative account of our findings is that the visual processing of the objects was always sequential. Accordingly, the speaker's covert visual attention was initially only directed at the first object. In Experiments 1 and 2, this object was easy to process, and therefore the speakers' covert attention soon (perhaps as soon as the first object had been recognized) moved to the second object so that the visual processing of the second object occurred in parallel with the retrieval of the name of the first object. When the name of the second object was easy to retrieve, it sometimes became activated before the name of the first object had been fully planned. This led to competition between the object names and delayed the saccade from the first to the second object, compared with when the second object name was more difficult to retrieve. In Experiment 3, the processing of the first object was more difficult than in Experiments 1 and 2, and therefore the shift of covert visual attention to the second object occurred later. Therefore, even easy right-object names were not activated early enough to interfere with the planning of the name of the left object, and no effect of right-object difficulty on the timing of the saccade was observed.
The parallel and the serial hypothesis both imply temporal overlap in the processing of the two objects. According to the parallel hypothesis, both objects are simultaneously attended to, which leads to parallel retrieval of their names. According to the serial hypothesis, only one object is attended to at any moment in time, but the shift of covert attention from the first to the second object occurs early enough for easy second-object names to "catch up" and interfere with the planning of the name of the first object. The two hypotheses differ in the assumptions made about the coupling of visual attention and saccade programming: The parallel hypothesis presupposes that they are tightly linked and that saccades are indicative of shifts of visual attention. By contrast, the serial hypothesis presupposes that shifts of covert attention and saccades are programmed independently of each other. On this view, the extrafoveal-on-foveal effects show that the difficulty of the second object affected the timing of the saccade toward it but not necessarily the covert shift of visual attention.
The present data do not allow us to discriminate between these hypotheses because we only know when the saccades occurred but do not have any independent indicators of the timing of the shifts of visual attention. On the grounds of plausibility and parsimony, we favor the parallel hypothesis. We find it more plausible than the serial hypothesis because shifts of visual attention and saccade programming are usually tightly linked. To begin to attend to the second object early, while maintaining fixation on the first object, speakers would have to cancel or suspend the planned eye movement to the second object. This may be effortful (e.g., Kelley, Serences, Giesbrecht, & Yantis, 2008; Van der Stigchel & Theeuwes, 2007) , and it is not clear what would be gained from using such a processing strategy. Why should speakers redirect their visual attention without an accompanying eye movement? We find the parallel hypothesis more parsimonious because it implies that a single criterion governs the timing of covert attention shifts and overt eye movements. Earlier research reviewed in the introduction (e.g., Roelofs, 2007 Roelofs, , 2008a suggests that this criterion is likely to be linked to the onset of phonological encoding of the present object's name. By contrast, when shifts of visual attention and saccade programming are decoupled, as they are under the serial hypothesis, separate criteria need to be postulated to govern the timing of each of them.
What follows from the present study for theories of utterance planning? We found that, as in the earlier eye-tracking studies reviewed in the introduction, the speakers usually looked at each of the objects in the order of mention until they were about to produce its name. Thus, speakers usually focus their visual attention in a highly sequential manner on the objects they name. As we have proposed in the introduction, directing visual attention to an object probably facilitates not only the recognition of the object but also the retrieval of the associated linguistic information, and attending to the objects in the order of mention may support the generation of the correct word order.
However, the results of Experiments 1 and 2 show that even though the speakers focused on the objects strictly in the sequence, there was substantial temporal overlap in the processing of the objects, arising either because of parallel visual processing of both objects or because of early shifts of visual attention from the first to the second object. This led to parallel activation of the object names.
Under which conditions object names are coactivated in everyday speech production remains to be determined. Our results show that coactivation of object names is more likely to occur when the object the speaker is currently focusing on and the following object are both easy to name. How easy it is for a speaker to name an object depends on many variables, including intrinsic properties of the objects, such as ease of recognition and name frequency, and accidental influences, such as priming by the conceptual and linguistic context. We predict that any variable that affects the difficulty of naming the foveated or extrafoveal object may affect the likelihood of their names to become coactivated (see also Oppermann, Jescheniak, & Schriefers, 2008) . In the present experiments, in which small sets of objects were repeated many times, the processing of the objects was probably much easier than it is in most natural speech planning tasks. In addition, the consistent use of easy first objects may have encouraged the speakers to process the extrafoveal objects more intensely than they might do in most other contexts. Thus, in everyday speech planning parallel name activation, as observed here, may be the exception rather than the rule. Results obtained in a multiple-object naming study by Griffin (2001) support this suggestion: Griffin found local effects of the difficulty of naming the objects on the respective gaze durations but no evidence that the difficulty of the second object affected the durations of the gazes to the first object or the speech onset latencies. Most likely, this difference to our results arose because Griffin used a larger set of objects (48 objects for each critical position), which were not repeated and which were probably more difficult to process than the objects in the present study.
Several studies have used the picture-word interference paradigm to determine whether the phonological forms of words in different sentence positions were activated before speech onset. For instance, results reported by Meyer (1996) suggest that the phonological form of the second noun in utterances such as "the key and ball" was activated before speech onset, and results reported by Schnur, Costa, and Caramazza (2006) show that speakers retrieved the phonological form of the verb in utterances such as "The orange girl is walking" before they began to speak. These studies provide information about the speakers' planning span-how much of the utterances they prepared before speech onset-but they do not provide direct evidence about the time course of the retrieval of the words. The speakers could either retrieve two nouns, or a noun and a verb, simultaneously, or they could retrieve them in sequence and only initiate the utterance when both forms were available.
Several picture-word interference studies have investigated the time course of word form retrieval in determiner-adjective-noun phrases, such as "the green book." These studies have shown that the phonological forms of the adjective and noun are often both activated before speech onset (Costa & Caramazza, 2002; Jescheniak & Schriefers, 2001; Jescheniak, Schriefers, & Hantsch, 2003 ; but see Schriefers & Teruel, 1999) Again, this does not necessarily mean that they were retrieved in parallel. However, we would expect parallel activation of word forms to be more likely for an adjective-noun phrase referring to a single object than for a noun-noun conjunction referring to spatially separated objects. This is because the information to be expressed in the noun and in the adjective is presented in the same location and is therefore likely to be attended in parallel (e.g., DeSchepper & Treisman, 1996; Roelofs, 2008b; Wühr & Frings, 2008) . Supporting this suggestion, Dumay (2007, 2009 ) demonstrated that speakers were faster to initiate adjective-noun phrases including phonologically similar words ("green gun") than dissimilar words ("blue gun"; see also Janssen et al., 2008) . As Damian and Dumay (2009) argued, this effect probably arose during the phonological form of the utterances (rather than during articulatory planning) and implies that the phonological forms of the adjective and noun were simultaneously activated.
In short, more research is needed to determine under which conditions words are retrieved in parallel. The main points of the present article were to demonstrate that under favorable circumstances, the names of two objects can become activated at the same time, and more importantly, to discuss how the time course of name activation might be related to the speakers' allocation of visual attention to the objects.
