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Introduction
En 1772, Lagrange [29] prouve l’existence d’une solution particulière au problème
des trois corps où ceux-ci forment à chaque instant un triangle équilatéral dont la taille
et l’orientation peuvent varier au cours du temps, chaque corps décrivant quant à lui
une orbite Keplerienne (conique dont un foyer est occupé par le centre de gravité de
l’ensemble).
D’une façon surprenante, au début du XXe une solution de ce type est observée au sein
même du système solaire : il s’agit des Troyens, astéroides qui partagent la même orbite
que Jupiter autour du Soleil, ceux-ci étant situés au voisinage des deux points L4 et L5
qui complètent la base Soleil - Jupiter en deux triangles équilatéraux.
Troyens
Jupiter
Lorsque seule l’orientation de la configuration plane varie, l’ensemble paraît fixe dans
un repère ad-hoc, justifiant ainsi l’appellation ’équilibre relatif’(E.R.) : les distances mu
tuelles des corps sont constantes et l’ensemble se comporte comme un solide indéformable.
Pour des dimensions d’espace supérieures ou égales à trois, le concept précédent se gé
néralise en celui de 'configurations centrales’ qui fournissent des exemples explicites de
solutions spatiales au problème des n-corps.
Ces solutions particulières sont de premier plan dans l’étude de la dynamique du problème
des n-corps (bifurcations, configurations limites des collisions multiples, etc).
L’objectif de ce manuscrit est l’étude d’une classe d’équilibres relatifs constitués de poly
gones réguliers concentriques et de certains problèmes qui y sont rattachés.
Après une section de rappels des concepts fondamentaux (configuration centrale, équilibre
relatif et stabilité linéaire), nous développons dans le chapitre 2 un formalisme complexe
(théorèmes de représentation) qui permet la formulation nouvelle de certaines expressions
complexes ainsi que leur moyenne sur le polygone unité. Cette première partie, qui est
d’un intérêt en soi, permet de démontrer les propriétés de certaines fonctions complexes
d’utilisation courante dans ce manuscrit (en particulier, on retrouve et généralise une belle
expression intégrale du potentiel newtonien due à Lindow [31]).
Le chapitre 3 est dédié à l’étude de l’existence d’une classe d’E.R.(n-gones réguliers concen
triques). Deux méthodes distinctes sont employées (la méthode 'classique’ permettant les
résultats les plus précis et les plus généraux). Le problème inverse est aussi traité (pour les
grandes valeurs de n) et une résolution 'numérique’ mène à la détermination de la masse
des anneaux uraniens (la vraisemblance des résultats n’est pas abordée, faute de disposer
de suffisamment de valeurs pour les paramètres intervenant).
Le chapitre 4 traite de la stabilité linéaire des E.R. précédents et nous y proposons dans
le cas général une réduction de la matrice de stabilité linéaire (plane et orthogonale).Eus
égard aux grandes difficultés techniques rencontrées, nous ne prouvons de résultat que
dans le cas de deux polygones homothétiques centrés autour d’une masse ra0.
Nous proposons aussi une conjecture vraisemblable qu’il reste à établir. Ce chapitre pré
sente sans doute un caractère indigeste, surtout dans les sections consacrées aux réductions
matricielles; pas à pas, en utilisant le logiciel de calcul formel ’Maple’, des vérifications
ont été effectuées.
En ce qui concerne le chapitre 5, c’est du problème restreint attaché à un seul polygone
en équilibre relatif dont il est question. Des résultats sur l’existence et la stabilité d’un
équilibre relatif pour un corps /i de masse négligeable sont prouvés. Enfin, nous effleurons
le problème de solutions périodiques non locales où la particule n visite tour à tour chaque
sommet du polygone.
La question de l’éventuelle détermination des masses lorsque l’on connaît le mouvement
(problème inverse) menée à la fin du chapitre 2 conduit naturellement au problème de
l’existence de solutions perverses et vraiment perverses (en suivant la terminologie intro
duite par Alain Chenciner [16]) au problème des n-corps. C’est la raison du chapitre 6 où
une étude est menée dans le cadre des solutions polygonales ; cette analyse se complète
dans [10].
Nous insistons, sauf mention expresse du contraire, sur le caractère analytique des dé-
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monstrations proposées dans ce manuscrit et qui sont souvent techniquement fondées sur
l’important chapitre 2. Toutefois, certains faits rares sont basés sur de seules présomptions
numériques (comme c’est le cas pour un Lemme permettant de 'compter’ le nombre de
configurations dans le chapitre 3 qui n’est analytiquement prouvé que pour les premières
valeurs de n ou pour l’existence de solutions périodiques dans le chapitre 5) car à ce jour
je ne dispose pas encore de preuves analytiques.
Pour des raisons de clarté et pour ne pas nuire à l’unité de l’ensemble, certaines preuves
présentent volontairement un caractère elliptique mais des indications claires sur les dé
monstrations complètes sont indiquées.
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Chapitre 1
Rappels : le problème des n-corps et les
configurations centrales
1.1 Position du problème
Considérons N masses mj, • • • , repérées par leurs positions x\, • • • ,£yv éléments
d’un espace euclidien £ de dimension d.
Leur mouvement, pour des attractions mutuelles newtoniennes, est régi par le système :
mixl = Fi(x) niimj
Xj - Xj
Xi - Zjll3’
i = 1---7V
ou avec des notations abrégées évidentes :
(î.i)
Mx - F(x) = VU(x), (1.2)
où
U(x) E
l<î<j<iV
171(171j
désigne le potentiel newtonien du système.
Dans le cas général, l’existence de certains invariants permet la réduction du système
étudié :
Conservation du centre d’inertie
T: rri(X( = 0
i=l-N
qui, sans perte de généralité, permet de prendre l’origine du repère au centre d’inertie du
système.
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Conservation de l’énergie
n = ic-u = h
qui est l’intégrale de l’énergie lorsque JC = - Yli=i-N midésigne l’énergie cinétique du
système.
Conservation du moment cinétique
C — ^ mlxi Af, = Cte
i=l-N
Dans le cadre du problème des deux corps, on peut toujours se ramener au problème du
centre attractant et les intégrales précédentes sont en nombre suffisant pour permettre
la réduction complète du système : les trajectoire sont des sections de coniques dont la
nature dépend essentiellement de la valeur de l’énergie par unité de masse du système
([57,56] pour des précisions).
Lorsque N > 3, on ne connaît pas la solution générale au système (1.2), ce qui suggère la
recherche de solutions sous une forme particulière (solutions homographiques) :
x = f(t)A(t)q
où q G SN est un vecteur constant, f(t) une fonction scalaire et A(t) un élément du groupe
spécial orthogonal.
Les solutions du type précédent ont la particularité de conserver leur forme (seules leur
taille et leur orientation varient). Pour fixer les idées, supposons de plus A(t) = Id.
Le système (1.2) revêt alors la forme :
Mf"{t)q = ly-pF(ç) (1.3)
Ce dernier se découple en un problème dynamique (Kepler en dimension 1) :
/"« —cJ
m
l/(i)l3
et un problème statique sur la géométrie de la configuration :
(1.4)
F(q) + Lü2Mq = 0 (1.5)
où
, 2 _ m
ï(q)
quand on a désigné le moment d’inertie du système par
J(9) = 52 m>ii*n2
l<î<iV
2
La recherche de solutions sous la forme précédente impose Y, mîQi = 0 ou encore que
Ton a choisi l’origine du repère au centre de gravité du système. Désormais, nous ne nous
intéresserons qu’au problème sur la configuration, qui modulo la résolution de l’équation
(1.4) fournit des solutions particulières explicites au problème des n-corps.
Définition 1 soient données N masses m,i, • • • , myv-
On dit que N éléments de S çi, • • • ,ç/v forment une configuration centrale si et seulement
l’une des assertions équivalentes suivantes est vérifiée :
i) il existe un réel positif u2 tel que le système (1.5) soit vérifié.
ii) q — (çi, • • • , <7/v) est un point critique pour \ZXU.
iii) q est un point critique pour le potentiel U\s, restriction de U à la sous-variété S =
{q tel que T(q) = X0} pour une certaine valeur positive de X0 (qui correpond à un facteur
d’echelle).ui2 fait alors figure de multiplicateur de Lagrange.
Dans le cas plan (d — 2), on parlera d’équilibre relatif (noté E.R.).
Pour d = 2, la terminologie vient du fait que si l’on identifie S au plan complexe, f(t) = eluJt
est une solution particulière à l’équation (1.4) : dans le repère(centré en O) et tournant
à la vitesse cv les masses sont au repos et le système se comporte comme un corps rigide.
Dorénavant, nous limiterons l’étude au cas plan et à celui des équilibres relatifs.
Pour N = 3, tous les équilibres relatifs sont connus et appartiennent au deux seuls types
suivants :
- Configuration de Lagrange où les trois corps sont situés aux sommets d’un triangle
équilatéral.
- Configuration d’Euler où les corps sont alignés.
ml
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Un polygone régulier à N sommets est une généralisation possible de la configuration
de Lagrange à N masses. Pourtant, le cas N=3 est singulier dans la mesure où pour des
valeurs N > 4, LE.R. est possible si et seulement si les masses sont égales [49,18). En ce
qui concerne les configurations d’Euler, Moulton les a généralisées au cas de N masses
quelconques alignées.
Pour le cas N = 4 et pour des masses égales, Alain Albouy a répertorié d’une façon
exhaustive tous les équilibres relatifs (ceux-ci possédant nécessairement un axe de symé-
trie[l|).
Le problème des équilibres relatifs est généralement très ardu lorsque l’on se donne les
masses et que l’on cherche les configurations (système non-linéaire d’ordre élevé). En
revanche, le problème inverse (linéaire), qui consiste à prendre la configuration comme
paramètre et les masses comme inconnues est parfois plus accessible.
Quel que soit le point de vue adopté, l’invariance de l’équation (1.5) par les isométries et
par les homothéties (simple changement du facteur d’echelle eu2) suggère d’identifier les
E.R appartenant à la même classe de similitude, ce que nous ferons par la suite.
Afin de ne pas restreindre le nombre de corps intervenant, nous imposerons des symétries
très fortes sur les configurations (polygones réguliers concentriques).
m m
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1.2 Stabilité linéaire de l’équilibre relatif
Soit (mi, • • • , mN) donné et ç = (çi, • • , qn) € 1Z2N un équilibre relatif (l’ensemble se
comportant comme un solide et tournant à la vitesse angulaire lu).
Pour une perturbation infinitésimale d’une configuration en E.R., se pose le problème de
l’évolution du système.
A priori, on doit considérer une perturbation dans 7T3 de la configuration plane. Excep
tionnellement, pour le cas d’un E.R., la question de la stabilité linéaire (la seule que l’on
envisagera ici) se découple en deux problèmes indépendants : celui de la stabilité plane et
celui de la stabilité orthogonale au plan du mouvement.
1.2.1 Perturbation plane
Nous identifions le plan du mouvement au plan complexe :
Wi désigne l’affixe de la masse rrii et w = (wi, • • • , w^) = q + (£1, • • • , Çjv) est une pertur
bation plane de l’équilibre.
En repère tournant, les équations de la dynamique deviennent :
w + 2icjw — uj2w = JA~1F(w) (1.6)
L’équation aux variations correspondante (premier ordre) est donc :
Ç + 2iujÇ - w2<e = M~lDF(q)Ç (1.7)
que l’on peut réécrire :
avec :
( -2iiül M~lDF(q) + iü2Id \
V I 0 J
Proposition 1 Si x(A) désigne le polynôme caractéristique de A, alors x est pair et est
divisible par À2(À2 + a;2)3
Ce résultat est dû a l’invariance par translation et par rotation d’un E.R.
Preuve dans [39,30].
La matrice M~lDF(q) est toujours singulière et en conséquence la matrice A est toujours
non diagonalisable.
De ce fait, certains termes séculaires sont présents dans l’espace des solutions du système
linéarisé, mais ceux-ci sont artificiels et liés à l’intégrale du centre d’inertie.
Par la suite, nous effectuerons préalablement une réduction du problème en utilisant cette
intégrale et l’étude portera alors sur le système réduit.
Définition 2 soit ç = (çi, • • , çv) un E.R. On dit que cet équilibre est linéairement spec-
tralement stable pour des perturbations planes (resp.linéairement stable) si le spectre de
A est contenu dans i7Z (resp. si la matrice A (après réduction par le centre d’inertie) est
diagonalisable à valeurs propres imaginaires pures).
La stabilité spectrale signifie que l’on ne s’éloigne pas d’un équilibre plus rapidement
qu’un polynôme du temps alors que la stabilité linéaire implique un confinement (pas de
terme séculaire).
1.2.2 Perturbation orthogonale
L’équation aux variations pour des perturbations orthogonales est :
= A
avec :
A± =
0 M~lDzF(q)
1 0
De même que pour la stabilité plane, A± n’est jamais diagonalisable lorsque M lDzF(q)
est singulière (ce qui est toujours le cas).
Définition 3 soit q = (ç1? • • • , q^) un E.R. On dit que cet équilibre est linéairement spec-
tralement stable pour des perturbations orthogonales au plan du mouvement (resp. linéairement
stable) si le spectre de A± est contenu dans ïR, (resp. si A± (après réduction) est diago
nalisable à valeurs propres imaginaires pures).
Proposition 2 Pour des perturbations orthogonales au plan du mouvement, VE. R. est
toujours linéairement stable.
Références : [39,4].
La dernière proposition justifie un intérêt plus vif pour la stabilité plane que pour la
stabilité orthogonale, toutefois le problème de la réduction effective de A± ou au moins
celui de la factorisation du polynôme caractéristique associé demeure.
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Pour achever ces rappels, un résultat bien connu de stabilité :
1.2.3 Un exemple
Considérons N masses identiques situées aux sommets d'un polygone régulier et tour
nant autour d’une masse fixe m0 avec la vitesse angulaire uo, l’ensemble formant un équi
libre relatif.
m m
.mO
m
Proposition 3 Pour des perturbations dans le plan du mouvement, VE.R. est linéaire
ment spectralement instable lorsque N < 6.
Pour tout N > 7, cet E.R. est stable pour toutes valeurs convenablement grandes du rap
port ^ (le seuil de stabilité pour ce rapport est un polynôme de degré 3 en N lorsque N
est grand).
Remarque 1 C’est Maxwell qui dans son étude de la stabilité des anneaux planétaires
s ’intéressa, le premier, à ce problème [33j.
La proposition précédente est une bonne illustration d’une conjecture due à Moeckel stipu
lant que pour qu’une configuration en E.R. soit stable, il est nécessaire que l’un des corps
qui la compose ait une masse dominant les autres.
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Chapitre 2
Représentation de fonctions complexes,
moyenne sur le polygone régulier et
applications
Tout au long de ce travail, l’objet que nous manipulerons le plus souvent est le poly
gone régulier.
Ce chapitre, qui lui est dans une large mesure dédié, permet d’obtenir certaines identités,
d’abord formelles ensuite concrètes, qui seront pleinement exploitées au cours de ce ma
nuscrit.
Afin d’obtenir la plus grande généralité dans les résultats, les fonctions étudiées (qui cor
respondent aux types de potentiels envisagés) ne sont spécifiées que dans les dernières
sections pour des potentiels homogènes(le type newtonien y figurant comme un cas par
ticulier).
Dans un premier temps, nous reformulons à l’aide d’un ’produit scalaire’ certaines fonc
tions de la variable complexe : il devient alors possible d’exprimer dans une manière
agréable leur moyenne sur le groupe des racine ne de l’unité.
Grâce à une nouvelle interprétation de la formule de Cauchy et quelques manipulations
dans le plan complexe, nous donnons alors une représentation explicite d’expressions de
la variable complexe.
Les dernières sections sont alors des applications algébriques et en terme d’équilibre relatif
des résultats antérieurs.
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2.1 Représentation formelle de fonctions de la variable
complexe
Le lemme préliminaire suivant permet de justifier la convergence des séries intervenant
dans les identités formelles que nous allons construire ainsi que certaines manipulations
sur ces identités :
Lemme 1 Soit F(t) = J2k A7"* (resp. G{r)) une série entière complexe de rayon pp
(resp. PG)-Si PfPg > 1 alors :
F • G = ^ fkgk
k>0
est absolument convergente.
De plus, pour tout complexe À non nul, si F\(t) = F(Xr) et Gm(t) — G(pr), alors :
F • G = Fx • G i
Preuve :
il existe r tel que -F < r < pp.
fkXk^~ = fkgk = fkTk^
\ A» y* A.
Or, ^ est bornée et fkrk est une série absolument convergente.Le résultat en découle.Il
faut noter le rôle de r qui est celui d’une variable muette et qui ne figure que pour
préciser les séries considérées (par exemple dans les formules qui suivent, la conjugaison
ne concerne jamais r mais les coefficients des séries en r).
Proposition 4 Soit W une série entière de rayon au moins 1, et z un complexe tel que
\z\ < 1.
Nous disposons des identités suivantes :
w(z) = W(t) . — = W(r\z\) . —l— (2.1)
1 r~ 1 T\z\
et lorsque z ^ 0 :
(W(z)-W(t\z\))» L-r = 0 (2.2)
2 — T\Z\
La première identité résulte directement de la représentation fondamentale :
wk = W(r) • rk
La deuxième est la conséquence de la première et de la bilinéarité de •.
Remarque 2 Dans son esprit, cette proposition élémentaire est très suggestive et son
intérêt est déjà visible : dans W(z), les rôles de \z\ et arg(z) ont été dissociés ce qui peut
se révéler très utile lors de certaines manipulations algébriques.
Dans (2.2), comparer avec la formule de Cauchy pour une fonction holomorphe.
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La suite de cette section est consacrée à la construction de représentations de ce type.
Proposition 5 F, G sont des séries de rayons au moins l.z vérifie \z\ < 1.Alors :
F(z) . G(z)+ F(t|2|) . G(r\z\)= . + . G(r|2|) (2.3)
J- T" il X T" i |
kl kl
Démonstration :
On pose 2 = xelu.
W) • G(z) = FV)G(Z) = y] JrxTe-'TU £ gsxseisu = £ c„(x)e'qu
r> 0 s>0 qÇ.Z
avec
cq(x) = ^2 Xr+Sfrgs
s — r—q
donc :
Cq>0{x) = ^Vr+9/r0r+g = G{t) • ^ X2r frXQT7'+Q
r>0 r>0
Cq>o{x) = G(T) • F(tX2)(xt)Q
et de même :
Cq<o(x) = ^2x2s-qfs-qgs = F(t) • G(tx2)(xt)~q
s> 0
enfin :
c0(x) = F(tx) • G(tx)
on obtient donc :
~F\z) •G(z)= y][(2:r)'îG(r) . F(TX2)elqu+ (xr)-?e-I?“F(r) • G(tx2)} - . =
q> 0
G(r). +^. GW _ j?(ra).
1 — TZ 1 — TZ
ce qui, compte tenu du lemme 1, achève la preuve.
Corollaire 1 Soit W de rayon au moins 1. En notant || S(r) ||2= S(r) • S(r), l’identité
\\W(z)\\2+ || 25R(VF(r|2|). (2.4)
1
est vérifiée.
Preuve :
Il suffit de particulariser la proposition avec F = G = W.
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(2.5)
Corollaire 2 Soit W une série entière réelle de rayon au moins 1. Alors :
W(z) |2= W(t\z\) • W(t\z\) 1 ~
I 1 T\z\ I
Preuve :
| || (t|z|) ||2=
1 ~ rH
W(t\z\). + r-^T - 1) = .
T\z\ T\z\ I r\z
Proposition 6 F, G sont des séries telles que PfPg > 1-
z vérifie — < || < pp-Alors :
F(z)G(f) + • G(r) = • —— + -- • G(t)
Preuve :
F(z)G(-) = j2f^rF^~‘= J2zq E fo.
r>0 s>0 qEZ r—s=q
OÙ
dq WrWs
r—s=q
utilisant de nouveau la représentation de wr :
Ed^
qEZ
(2.6)
dq>o = F(r) • r9G(r)
et
dq<o = G(r) • T~qF{r)
donc :
F(2)G(-) = F(t) . ElL + G(r) . - F(r) • G(r)
2 1 — TZ 1
Corollaire 3 Soit W une série entière de rayon pw > 1 et —7 < \z\ < pw-
Alors
W(z)W(1-) = W(t).W(t)7(1-7!2) t. (2.7)
Z ( 1 TZ) (1 ~ )
Preuve :
F = G = W dans la proposition (6) et l’on réorganise la somme résultante.
Remarque 3 Les représentations précédentes offrent un caractère exceptionnel par leur
forme particulièrement simple et condensée (pour s’en convaincre, tenter de représenter
de manière pertinente W2(z)).Elles sont optimales dans un sens qui s’éclaicira au fil du
texte(en tout cas pour la vocation qui est la leur).
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2.2 Moyenne sur le polygone régulier
A présent, nous souhaitons utiliser les formules qui précèdent pour évaluer la moyenne
de fonctions sur le n-gone régulier.
Si f(z) désigne une fonction définie sur un sous-ensemble n-symétrique de C (i.e.stable
par produit par el~n ), on note :
{f}n(z) =
n i=i
sa moyenne sur le n-gone unité(~ groupe des racines de l’unité ) où toj = eL~n .
Lemme 2 si p=an+p’ est la division euclidienne de p par n :
zp zp(vz)p'
1 — vz n 1 — vnzn
f z? _ zp(vz)n~p'
1 — vz n 1 — vnzn
Preuve :
En effet, il suffit de le montrer sur l’ensemble infini |i>z| < 1 (en raisonnant dans le corps
des fractions rationnelles) où l’on dispose du développement de Taylor en 0 :
{— }n = = zan Y vnQ+p'znq+plzp> = zp^-
1 — vz ' 1 —
(vz)p'
k>0 q>0
La preuve est similaire pour l’autre identité.
vnz7
Proposition 7 Sous les hypothèses de la proposition (5) :
{zpF(z)G(z)}n{z) = zpF(t\z\)
G(r\z\)(rA)* F{T\Z\){r^-p'
1-rê
+ z*
1 ~rnfh
Z n
G(t\z\)
Corollaire 4 Sous les hypothèses du corollaire (1),
{zp | W(z) | }n(z) = zpW{t\z\)
\nr\z\^r^ W(t\z\)(t
1 — Tnfjz + 1 —
\z\n \z\n
W(t\z\
Corollaire 5 Sous les hypothèses du corollaire (2) et avec p' = [nFrac{£)] et a = [J]
.2n-p' _j_ gip'u^n-p1 _ rj-n+p' 1
{zp I W(z) 12}n(z) = \z\peianuW(r\z\) • W{t\z\)
Ty — 7-
1 - n zn |2
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Preuve : Pour les trois corollaires précédents, il suffit d’appliquer ’là où il faut’ l’opérateur
{}n (seulement ou arg(z) intervient) en s’appuyant sur le lemme(2).
Les trois cas ’pratiques’ importants sont les suivants :
Corollaire 6 W est réelle de rayon au moins 1. z vérifie \z\ < 1 et n est un naturel. Alors :
{I W(z) 12}„(z) = W{t\z\) »W(t\z\) _ n^L
1 1*1" 1
{zp | W |2}„(|z|) =
{zp | = (-l)[^\z\pW{t\z\) ^
Preuve : Ce corollaire se déduit par particularisation du corollaire (5).
Proposition 8 Sous les hypothèses de la proposition (3),
{F(z)G(i)}n(z) + F(r) . G(t) = F(r)..G(r)
Z ' z I
(2.8)
(2.9)
(2.10)
(2.11)
Corollaire 7 Sous les hypothèses du corollaire (3) ,
{W(z)W(\)}n(z) = W(r) . W(r)^-éfzlAL_ (2.12)
A présent, pour que le formalisme qui précède donne sa pleine mesure, il nous faut
trouver une expression intrinsèque pour W • S = Ylk>o Wksk, c’est à dire qui ne fasse pas
intervenir les coordonnées s* de S(r) dans la base canonique.
Ceci est possible, sous réserve d’hypothèses supplémentaires sur W, et c’est l’objectif de
ce qui suit.
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2.3 Expression intrinsèque pour
Dans cette section, W est toujours entière de rayon au moins 1.
z est un complexe et p un réel tel que :
\z\ < p < 1
Le sens des intégrations est toujours le sens positif.
On écrit la formule de Cauchy sur le contour orienté ci-dessous :
jfl=p £ 2
On opère dans cette intégrale le changement de variable
1
T " 1
dÇ = —\dr
W(z) = (f - -z- -
2m J|Ti_i r 1 — tz
Ceci conduit à une forme intrinsèque pour W*
w »s = —
W(b)
2m J\T\-i t
p
S(r)dr
et aussi
Wk = W • Tk = —
2m fT\=i r
p
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Remarque 4 Cette représentation est bien explicite et intrinsèque par rapport à W, mais
le contour d’intégration utilisé est dans le champ complexe ce qui est embarassant car on
ne dispose pas du signe dans C.
C’est pourquoi on s’autorise certaines hypothèses plus restrictives pour se ramener au
champ réel.
Proposition 9 Supposons :
1) W est entière de rayon 1 au voisinage de l’origine et possède un prolongement holo-
morphe sur C—[1; +oc[
2) Pour tout nombre réel a, on dispose des limites suivantes :
lim W(a + z|e|) = W+(a)
e-»0
lim W(a — ilel) = W~(a)
€-0
3)
\W(a + ü)\ < aG(a)
pour e proche de 0, où G € Ll(] 1 ; +oc[)
4)
lim |VF(z)| = 0
Izl-^+oo
lim |(2: — \)W(z)\ = 0
z —> 1
alors :
1 f1 W+0) - W~0)
W-S=2rj0 —
Preuve : On se sert du contour d’intégration qui précède et on étudie le comportement de
l’intégrale lorsque e —> 0 et R —> +00.
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Toutes les intégrations considérées sont dans le sens positif.
1) Sur le chemin DA :
DA
w(Q
i-z
dÇ I
quand e -» 0 (hyp. 4)
W(l + eelu)
1 + eelu — 2
eeludu\ —> 0
2) Sur le chemin BC :
BC
r-arg(C)
Jarg(B)
W(Reiu)
Relu — z
Reiudu\ < Cte sup \W(z)\ -> 0
\z\=R
comme R —> +oo (hyp. iv)
3) Sur les chemins CD et AB :
Par application du théorème de convergence dominée de Lebesgue, on obtient :
lim[ lim (
6—>0 R,—>• oc
dÇ +
W+{a) - W~(z)
da
a — z
Alors, utilisant le changement a = - le résultat annoncé est prouvé.
Il est temps ici de particulariser les résutats obtenus aux potentiels homogènes (compre
nant le type newtonien).
2.4 Application aux potentiels homogènes T
Dans un premier temps, on ne considère que les valeurs( 0 < a < 1) et on applique
dans ce cas les formules des paragraphes précédents.
1
=
avec :
(i-Z)
wk(a) =
k> 0
r(a + k)
r(a)r(/c + i)
Il est possible de prolonger holomorphiquement Wa à C-[l;+oo[ par l’intermédiaire de
Log, détermination principale holomorphe du logarithme :
WQ(z) = exp(—aLog(l — z))
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Vérifier que WQ s’accorde aux restrictions de la proposition (6) est chose aisée.
On peut en outre expliciter Wjf et W~ :
Wfj {a) = exp(ina)
1
Wa (a) = exp(-i'KOi)
(a- l)a
1
(u — l)a
avec a > 1.
Les conclusions de la proposition (2.3) sont alors à portée :
WQ • 5 == —
2l7T J g
exp(ina) exp(-ina)
1 / A-l)0(i-i)“ (7-1)° sin(7Tû;) rl ra 1
S(r)dr =
7r J 0 (1 -r)a
S(r)dr (2.13)
Puis, utilisant Cor 6 (2.8) nous aboutissons à la représentation :
Proposition 10 Pour 0 < x < 1 :
1 1 sin(7ro)
Ti “ (1 + x2 — 2x cos(^2 + u))a 7r (1 - r)“ (1
1 1 - (xr)2n
- x2r)a 1 + (xr)2n - 2 (xr)n cos (nu)
(2.14)
Pour des valeurs de x > 1, l’homogénéité du potentiel permet :
Proposition 11 Pour x > 1 :
1 1 sin(7ra)
n (1 + x2 — 2x cos( + u))Q tt
.a-l 1 X2n — T2,71
(1 — r)a (x2 — r)a x2n 4- r2n — 2xnTn cos (nu)
dr
(2.15)
Remarque 5 Ces expressions décrivent le potentiel engendré par n masses égales (de
somme unité) réparties aux sommets d’un n-gone régulier dans le plan de ce polygone.
Alors que tout ce travail était déjà réalisé, Alain Albouy m’a très récemment signalé que
pour le cas newtonien (a = \) une formule similaire apparaît dans un article de 1924
écrit en allemand par le danois Lindow [30].Celui-ci procède d’une manière très différente
en exploitant la forme intégrale des coefficients de Laplace.
A présent, revenons au cas plus général :
a = q + (3, avec 0 < p < 1.
wk(a) = wk{q +P)
T (q + p + k) T(P)T(k + q + l) T{q + k + P)
r {g + p)r {k +1) “ r(a) r(/c +1) r(p)r{q + k +1)
mais,
r(^)r(fc + g + i)
r(a) r(/c + i)
™q+k(P)
T(k + q + 1) k = r dq 1
r(ifc + l) [dr;J
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alors :
T(8) dq
W,+q.S=J^W0.-^S{r))
et, en outre,
lim^iWp • S = ô(S)
où
ô(S) = S( 1)
Ainsi, nous avons démontré le
Théorème 1 Soit a = q + (3 où q est un entier positif et /3 e]0,1[.
Alors, pour tout entier n, u réel, et x réel tel que (|x| < 1) :
1
n
n
E
1
(1 + x2 — 2x cos(— + u))a
1
W(i-«
ra~l dq
(1 — t)P drq
(rq
1 1 - {xr)2n
x2r)a 1 + (xr)2n — 2(xr)n cos(nu)
)dr
Pour le cas spécial a = q + 1, on trouve :
i y- 1 = rI_Efr*_2 1 ~ iXTrn ,, _
n “ (1 + x2 — 2zcos(^p + u))Q q\ dTq 1
La section suivante souligne l’efficacité des représentations écrites précédemment pour
résoudre certains problèmes d’équilibres relatifs.
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2.5 Application de la représentation intégrale du po
tentiel aux équilibres relatifs
Le potentiel est homogène de la forme
Ici, on suppose 0 < a < 1 mais la plupart des résultats pourraient être étendus à des cas
plus larges, ce qui donnerait lieu à des calculs formels différents(Maple).
2.5.1 Champ engendré par un polygone régulier
On considère n masses égales (à ^ par commodité) réparties aux sommets d’un poly
gone régulier unitaire.
Théorème 2 (Lindow-Bang) Le champ de gravitation engendré en un point M de l’es
pace par n masses égales réparties aux sommets d’un polygone régulier est dirigé vers
le centre du polygone si et seulement si le point M est situé sur un axe de symétrie du
polygone ou sur l’axe orthogonal à son plan et passant par son centre.
preuve du théorème : Sans perte de généralité, on suppose que le rayon du polygone est
unitaire.
e~est l’affixe complexe d’un point courant P du cercle unité.
M est un point de l’espace repéré par ses coordonnées sphériques (r, it, </>).
Pour prouver le théorème, il suffit d’exprimer convenablement les conditions d’annulation
des composantes ortho-radiales du champ, ce qui autorise l’hypothèse r < 1 (sinon, on
change r en £, le cas r=l s’obtenant comme cas limite).Tout est clair si cos(0) = 0 donc
on suppose sans perte de généralité cos(0) > 0.
d2 = ||PM||2 = (rsin(</>))2 + (r cos(0) cos(u) — cos(^))2 + (r cos(^) sin(u) + sin(^))2
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= 1 + r2 - 2r cos(0) cos(u + ip).
Le potentiel engendré par le système précédent en M revêt la forme :
1
2x cos(0) cos( + u))a
On peut alors trouver r' e]0; 1[ vérifiant :
2r' 2rcos(0)
1 + r'2 1 + r2
car le second membre est compris entre 0 et 1.
Donc :
Vn = (
1 + r /2
1 + rr‘2
1 U
)"E
n r-f (1 + r'2 —
j=i v
1
2r' cos (
v n
+ u))a
F __aç, _
OU
. , ,,1 + r'2 sin(Tra) fl Ta~l 2(r'r)n 1 - (r'r)2"
77Sin(77?V)( I — /
i + r2 7r J0 (1 — r)Q (1 — rr,2)a (1 + (r'r)2n — 2(r'r)n cos(nu))2
Clairement, cette expression s’annule comme sin(mt).
= -
^4
2msin(0)(
1 + r'2
1 + r2
cos ('U + ‘^LL)
^ n '
(1 + r'2 — 2r'cos(^2 + u))a+l
La conclusion émane alors directement du
Lemme 3 Soit a G]0; 1[ et r' ç]0; 1[.Alors,
1 44 cos (u +
n “ (1 + r'2 - 2r' cos(~p + u))a+l
ne s’annule pas.
Preuve du Lemme : en utilisant avec n=l la représentation intégrale du potentiel, on a :
1 sin(û;7r) [l t1-q 1 — (r'r)2
~ — - / dj'i
(1 + r'2 — 2r'cos(w))Q n J0 [(1 — r)(l — r,2r)]a 1 + (r'r)2 — 2r'r cos(u)
d’où l’on déduit après dérivation par rapport à u, simplification par sin(u) et multiplication
par cos(u) :
, r' cos ( a) .
(1 + r'2 — 2r'cos(u))a+1 n
sin(a;7r)
7T
r1 Q(1 — (r'r)2) . r'rcos(u) .
[(1 — r)(l — r,2r)]a (1 + (r'r)2 — 2r'r cos('u))2 n
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Il convient à présent de montrer que
{
r'r cos (u)
(1 + (r'r)2 — 2r'rcos(u))2
}n = mz'\
(1 - z'Y
ne change pas de signe (en ayant noté z' = rr'elu).
Utilisant alors le Corollaire 5 avec p = p' = 1, on obtient :
T r2n-l i pinu t Tn-\ _ rn+l\
}n = \Z'\W(T\Z'\) • W (t\z'\) ——^ — ~
1 + r2n — 2rn cos (nu)
et, en prenant la partie réelle (l’homogénéité permettant de remplacer r'r par r' sans perte
de généralité) :
lf r'cos(u+^) mT-r2n 1 + 1 - r"+1)
- / = Z Vv {T\Z \ )^v^/ (T\Z ) ; r
n ^ (1 + r'2 - 2r' cos + u))2 1 + r2n - 2rn cos (nu)
En utilisant alors la formule intrinsèque pour W• lorsque W(r) =
W(t) # = [^(t5(t))]t=i
on trouve :
I Y' r,cos(u+ _ d T
n (1 + r'2 - 2r'cos(?f + u)) T [dr (1 - r'2r)2
(r'r)2n 1 + cos(rui)((r'r)n 1 — (r'r)n+1)
1 + (r'r)271 — 2(r'r)n cos(mz)
cos(rm)/i(r/, n) + /0(r',n)
(1 — r'2)3(l + r,2n — 2r'n cos (nu))2
avec
fi(v, n) = vn~l[Av2(v2n — 1) + n(v2n + 1)(1 — r4)]
et
fo(v, n) = 2r[(l - v2n)[l + v2n) + nv2n~2(v4 - 1)]
Pour conclure, il est suffisant de montrer :
(i) /i(u, n) > 0
(ii) /o(r,n) - fi{v,n) > 0
(i) est équivalent à
n(v2n + 1)(1 — r4) > 4u2(1 — v2n)
ou encore
v2n + 1 4u2
n — > r
1 — v2n 1 — v4
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posons alors f(v,n) — n—fer-
dj_ = g{v2n)
du (1 — v2n)2
avec y(y) = 1 + 2yln(y) - y2.
g'(y) = 2ln(y) + 2-2y - 2{ln(y) + 1 - y) < 0 donc g(y)> g{ 1) = 0.
f est donc croissante de n et comme /(u, 2) = ^ > —4, on en déduit que f\(r', n) > 0
Pour (ii), fo{v,n) — fi(v,n) a même signe que
2(1 - u2n)(l + v2n) + 2nv2n~2{v4 - 1) - 4vn(u2n - 1) - m;n-2(t/2n + 1)(1 - î;4)) -
2(1 - u2n)(l + un)2 - n( 1 - ü4)(1 + u2n + 2w2""2) >
(1 + vn)2(2(l — v2n) — n(l — v4))
car 1 + v2n + 2vln~2 < 1 + v2n + 2vn lorsque n > 2.
Mais,
r\2
—-r(2(l - v2n) - n( 1 - v4)) = -8v2nln(v)2 < 0
on2
permet d’obtenir la croissance de 2(1 — v2n) — n(l — v4) par rapport à n et l’examen de
la valeur de cette quantité pour n = 2 permet de conclure à sa positivité pour toutes les
valeurs de n > 2 et v entre 0 et 1.
Ceci montre que
l cos (u + -^)
n (1 + r'2 — 2r' cos(^p- + w))Q+1
peut s’écrire comme intégrale d’une fonction continue, positive et non identiquement nulle
et le Lemme est démontré.
En résumé, une condition nécessaire et suffisante de centralité du champ est :
cos {(f)) = 0
ou
sin(nu) = 0 et sin(0) = 0
paraphrase mathématique du résultat voulu,
à moindre frais, on peut aussi énoncer :
Théorème 3 Pour un potentiel de type (0 < a < l), si Pon considère p polygones
homothétiques, les masses aux sommets du ie étant toutes égales à le champ engendré
par l’ensemble est central en M si et seulement si M est situé sur un axe de symétrie de
l’ensemble ou sur l’axe orthogonal à leur plan et passant par O.
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La preuve est similaire à la précédente, en prenant en compte simplement l’annulation
d’une somme de termes de même signe.
Remarque 6 Ce résultat de centralité du champ est encore vrai pour des valeurs positives
de a plus larges, mais je ne suis pas parvenu à le prouver pour toutes les valeurs de a,
le terme différentiel dans l’expression du potentiel (thm 1) faisant exploser le nombre de
termes à prendre en compte lorsque a croît.
On peut toutefois prouver que lorsque ce résultat est vrai pour un entier q, il l’est aussi
sur ]0; q}.
Les résultats qui suivent sont des corollaires en termes d’équilibres relatifs.
2.5.2 Deux polygones en équilibre relatif
Proposition 12 Soit rii (resp.U.2) un n-gone régulier centré autour d’une masse ra0 en
O, 777.1 étant située sur chacun de ses sommet(resp.m2).
Alors, mo, üi et fl2 peuvent former un équilibre relatif si et seulement s’ils se déduisent
l’un de l’autre par une similitude d’angle 0 ou - (et de rapport convenable).
Preuve : Le sens direct est déjà connu [19,52]). Pour la réciproque, il suffit de voir qu’en
chaque sommet le champ doit-être central ce qui, compte tenu du thm 2, amène le résultat.
Remarque 7 Pour plus de 2 polygones, ce résultat n’est plus vrai : un exemple numérique
de trois triangles équilatéraux concentriques non similaires deux à deux d'un angle U ou -
est mis en évidence dans [23] et est reproduit ci-après. Dans cet exemple toute les masses
sont égales.
Si#
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Pour s’affranchir des composantes non radiales des équations de l'E.R., nous n'étu
dierons désormais que des familles de polygones réguliers similaires deux à deux par des
similitudes d’angle 0 ou
2.5.3 Une jolie application des formules de transformation du
Théorème 1
Pour illustrer l’efficacité des méthodes développées, nous énonçons quelques propriétés
d’une quantité 7(72, a) déterminante dans certains problèmes d’équilibres relatif (dans [42]
les auteurs s’en tirent en utilisant un développement asymptotique de 7(72, a)).
7 (n,a) ,1 y l
22a+172 (sin(?-))2Q
Proposition 13 Soit 0 < a < 1.
7(72, a) peut-être analytiquement prolongée aux valeurs réelles positives de la variable n.De
plus, comme fonction de la variable continue n, 7(72, a) est strictement croissante.
Dans le cas a = 7(72, -) — 1 s’annule uniquement sur l’intervalle ]472; 473[ et est donc
négative avant et positive au-delà.
Preuve : notons :
V(x, 72, a) = — —
n (1 + x2 — 2a:cos(—2))q
et
7(X,72,0) = - Y'
72 . z—4
, 5— = V(x. 72, a) V(x.l.a)
. , l + x2-2xcos(^))û ^ ' n K J
j = l..n-\ v ' n 11
Lemme 4 Pour tout 0 < x < 1, 7(3;, 72, a) est analytique et croissante en n.
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Preuve du lemme : On utilise la formule (2.14) avec u = 0 pour exprimer 7(2, n, a) :
sin(7ra)
l(x,n,ot.) =
7r
rQ 1 1 1 + (rr)n 11 + (xt)
(1 — r)a (1 — x2r)a (1 — (xt)71) n (1 — {xt))
Visiblement, en lisant la dernière identité pour des valeurs positives et réelles de n, le
prolongement analytique tombe sous le sens.
La croissance de 7 provient alors de la croissance de l’intégrande par rapport à n. Elle
s’obtient par l’étude de
f(v,n)
1 + vn 1 1 + v
1 — vn ni — v
df_ = g(v,n)
dn n2{ 1 — vn)2{\ — v)
où
g(v, n) = 2n2vnln(v)(l — v) + (1 + u)(l — v71)2
— = 2vnln(v)h(v,n)
on
h(v, n) = n2ln(v)( 1 — u) — 1 + 2n — v — 2nv + vn + vn+1
—^ = 2(1 + nln{v)){ 1 — v) + un/n(u)(l + v)
Q2h
—— = /n(u)(un/n(u)(l + v) + 2(1 — u)) < 0
on1
car T^\vnln(v)( 1 + v) + 2(1 — v)) = ln(v)(vn + n{ 1 + u)vn-1) + (1 + v)vn~l — 2 < 0 et
un/n(u)(l + u) + 2(1 — v) = 0 pour v=l.
donc, |- est décroissante de n.
Pour n=l, ^r{v, 1) = 2(1 + ln{v)){ 1 — v) + vln(v){v + 1) et l’on prouve facilement que
G'**’ r\ 1
cette fonction est négative. Donc, — < 0 pour toutes valeurs de n.
h(v,n) est donc décroissante de n. Or, h(v, 1) = (1 — v){ln{v) + 1 — v) < 0 ce qui amène
h{v,n) < 0 ainsi que la croissance de g(v,n) par rapport à n. De plus, g(u,0) = 0 donc
on en déduit que g(v,n) est toujours positive.
Le lemme est alors prouvé et la proposition aussi en faisant x -+ 1.
Par la suite, de fréquentes références à ce premier chapitre seront faites pour démontrer
analytiquement certains résultats algébriques indispensables.
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Chapitre 3
Existence d’une nouvelle famille
d’équilibres relatifs
L’étude de ce chapitre vise à prouver l’existence de nouvelles positions d’équilibre re
latif pour le problème des N-corps.
Ces configurations notées CPA (p > q) sont composées des éléments suivants (où n > 2) :
-une masse m0 centrale.
-p n-gones réguliers homothétiques centrés autour de m0, la masse — étant disposée sur
chacun des sommets du ie.
vr\!
-q n-gones réguliers homothétiques centrés autour de m0, la masse étant disposée sur
chacun des sommets du je, cette famille étant décalée de l’angle ^ par rapport à la pre
mière famille.
Les cas Ü2,o et C\ti ont déjà été étudiés dans [21] et [52].
Deux méthodes très distinctes vont être employées pour ce type de configuration :
-la première(3.1) ne fournit qu’un résultat temporaire et partiel pour le cas mais
nous y sommes attachés car elle met en oeuvre une technique originale qui présente un
intérêt en soi. Peut-être est-elle susceptible de trouver emploi dans un contexte différent.
Elle repose sur la construction d’une application de l’espace des configurations dans lui-
même. Un CPio apparaît alors comme un point fixe pour cette application. Les limites de
cette méthode dans le contexte étudié sont mises en évidence.
-La seconde (3.2) permet le résultat le plus général et le plus précis ; elle a déjà été employée
pour les configurations du type Euler-Moulton : elle repose sur la recherche d’un point
critique pour le potentiel restreint à l’ellipsoïde de moment d’inertie constant (Déf 1 (iii)).
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3.1 Méthode du point fixe
3.1.1 Notations et mise en équations du problème
On écrit dans cette section les conditions d’équilibre relatif de p n-gones réguliers ho
mothétiques centrés autour de m0 et aux sommets desquels sont placées n fois les masses
m i mp / \
n ’ '" ’ n ' Pfi/’
NOTATIONS :
qi désigne le rayon du Ie polygone lorsqu’on les a rangé par ordre strictement croissant de
taille.par convention, po = 0 et pi = j-
En notation complexe, on peut représenter le ke sommet du Ie polygone, par :
2n(k— 1)
Qi,k = qN n
1 variant de 1 à p et k de 1 à n.
On sait que l’équilibre relatif de l’ensemble s’établit sous la condition suivante, nécessaire
et suffisante (syst 1.5) :
pour 1 variant de 1 à p et k de 1 à n, eu désignant la vitesse angulaire de rotation de
l’ensemble.
En fait, pour 1 fixé entre 1 et p, tous les points jouent un rôle symétrique, et
seules demeurent les équation E^\ :
iü
ou encore :
qi = rnr~Y
-, n j2*U~l) , n jMidl
qt - qre‘ « lp ?r lie »
+ m,->
n ‘ -J
0<r<p
r^-l
i= 1 I Ql - Qr? n
î2Z^zI) ri X. | 27r0~1) | on j=i I Ql ~ Qie n \
iü '«?= E m-4Ê
n 2tT1
1 -
Ql
0<r<p U j=l (X + ÿ2 “ C0S(^ + & ~ </>l)) 2
r^l
+ min (3.2)
avec
n—1
In = 7(n.- ) =
/v 2' 4n^sin(^)
j= l v n >
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on peut poser alors :
si x > 0, x ^ 1
hn ( 1 ) Tn
et le système s’écrit :
ix2qf = ^2 mrhn(—)i l = 1 • • -p - 1
n << -r, ^
0<r<p
(3.3)
w2Çp = mrhn{pr) (3.4)
0<r<p
Si l’on regarde l’équation (3.4) comme une équation d’echelle, ce système est équivalent
à :
comme suit :
-construction d’une application A continue sur un ouvert.
-prolongement continu de A sur un compact convexe.
-Application du théorème de tychonoff [53] .
-Solution au problème de l’équilibre relatif.
3.1.2 Application A
p étant un entier supérieur ou égal à 3, on désigne par Tv l’ouvert de 1ZV~1 défini par :
Tp = {(aq, • • , Xp-i) tel que : 0 < Xi • • • < £p_i < 1}
on considère alors la fonction f3 (et l’équation associée en f3) définie sur Tv x 71 à
valeurs dans 1Z par :
où r = (ri, • • • , rp-i) G Tp , et où on impose en outre à l’inconnue f3 de vérifier :
fj_i < f3 < r3+i (par convention ro = 0,rp = 1)
0<r<p
avec la convention :
X(x,y) = M*) ~ x3hn(y)
La suite de cette section est dédiée à la recherche de solution pour ce système et s’articule
0<i<p
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L’application(à r fixé) fj(r,u) est continue sur l’intervalle 1[, et l’on dispose
de ses limites aux bords :
pour tout 1 < j < p,
lim /j(r, u) — +oo
u~>rî-i
lim fj(r,u) = -oo
u~*r7-i
Pour le cas exceptionnel j = l ,on dispose des limites suivantes :
lim = m0 + mthn( 1)
u—t'q" =0
lim /i(r, u) = — oo
u—
(pour tous ces résultats, voir annexe 3.1.8).
De plus, on sait :
df .
-(r,u)<0
ce qui permet d’affirmer l’existence de f3 unique vérifiant les conditions annoncées.
On a donc démontré le
Lemme 5 Soir r G Tp.Pour tout j G {1, - - - ,p — 1}, il existe un unique élément f, G
]rj_i,rJ+i[ tel que :
fjir.fj) = o
(par convention r0 = 0).
Pour j G {!,••• ,p — 1}, on définit tj :
tj =3 min(l ri ~ Ô-i 1.1 ri - Ô+i |, | - |, | - |}
Considérons alors l’ouvert suivant contenu dans Tp :
0(r) = fj ]r1-ei,rl + el[
î=i,••• ,p— î
On dispose alors de l’application fj(v,u) restreinte :
U ' 0(r)x}fj- 6+ £j[—> U
Cette application est définie et continue sur l’ouvert considéré, et, sa dérivée par rapport
à la seconde variable ne s’y annulant pas, il est possible d’appliquer le théorème des fonc
tions implicites au point (r, f3).
On obtient donc l’existence et l’unicité d’une application continue fj :
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fj' V(r) —-
avec V(r) voisinage de r dans Tp telle que u = fj(v) soit l’unique solution à l’équation
fj(r,u) = 0
avec Vj-1 < u < Vj+\ pour tout v£ V(r)
Finalement, utilisant l’unicité locale de fj, sa continuité ainsi que le recouvrement :
TP = IJ V(r)
r£T
V
on a prouvé le
Lemme 6 II existe une unique application fj définie et continue sur Tp telle que V r =
(ri> • • • , rp) G Tp ,fj(r) soit l’unique solution de l’équation :
fj{r,u) = 0
sous la contrainte rj-i < u < rj+\
Ce lemme permet de définir une application continue A :
A :T„—>]0,1 [p
r'—> (/i(*)>'' Jp{r))
A priori, A n'a aucune raison de préserver l’ordre d’un p-uplet. En général ce n’est
d’ailleurs pas le cas. Aussi allons nous contraindre davantage le contexte afin que A(Tp) C
Tip.
3.1.3 Image de Tp par A
Soit r — (r1? • • • , rp_i) G Tp fixé,
on note, par commodité : f3 = J)(r).
Il est clair que l’on a fp_i < 1 et f\ > 0.
Sous quelles conditions peut-on garantir fj < fj+\ ?
Nous n’avons évidemment pas d’expression explicite de fj, mais on peut utiliser l’appli
cation fj(r,u) qui est strictement décroissante par rapport à la variable u sur l’intervalle
]rj-i,rj+\[ pour 'mesurer’ les variations de f2 lorsque j varie.
Par construction, il est acquis que rj-i < fj < rJ+1 et r3 < fj+i < rJ+2.
Donc, si fj+i > Tj+i ou r3 < r3 le résultat est garanti, ce qui permet l’hypothèse non
restrictive :
rj < fj+1 < rj+1
f3(r,u) = f(r,u) + m3(x(u,u) - x(u,r3))
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avec
f(r,u) = ^ miX(u,ri)
0<i<p
(la notation est un peu abusive car l’ensemble de définition de f3 varie avec j).
De même,
fj+i(r,u) = /(r, u) +mj+i(x{V',u) - x(u,rJ+1))
Il vient donc :
fj{r,u) - fj+\{r,u) = mj(x{u,u) - xKo)) “ mj+i(x(u,u) - x(u,rj+l))
Appliqué en u = f3+1, on trouve :
fj(r,rj+l)-fj+i(r,fj+l) = m,(x(ô+ij ô+1 )-x(rj+i,rj))+mj+i(x{rj+urj+l)-xrj+i,rj+l)
On rappelle ici que l’on a : xix>y) — M*) — z3hn(y).
On réarrange chaque facteur indépendamment :
X(ô'+l>0+l) — Xlô+liO'+l) = ô + l(^n(ô + l) — h-nirj+1)) ~ ^n(I) “b hn( — )
0+1
et,
T
X(ô+1 > Ô+l) — X(0+1 j O ) = 0+1 (O ) ^n (ô+ l ) ) “b /in ( 1 ) — hn ( T )
0+1
Afin de conclure, considérons chacune des situations suivantes :
(i) hn( 1) < 1
Ayant, sans perte de généralité, supposé r3 < ô+i, la croissance de hn (annexe 3.1.8)
permet de conclure à :
X{fj+i,rj+l) - x(fj+i,fj+i) < 0
et aussi :
Mo) ~ (ô+i) < 0
car 0 < r3 < ô+1
en outre,
M1) - Mt—) < M1) - h>n(0) = M1) - MO) < 0
O+i
car — < 1 et hn est croissante.
rj+i 71
Cela assure : fj(r, ô+i) < 0 = fj{r,r3) ou encore f3 < fj+i-
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(ii)rai < • • • < 7Tip—i
Dans ce cas,
™>j(x(fj+i,rj+i) - x(d+i,d)) +mj+l{X{Ÿj+ii rj+1 ) - xft+i.Ô+i)) <
fj+i) - x(fj+\,Tj) + xft+i,r,+l) - xfc+i.ff+i)) =
”Wx(Ô+i,r,+i) “ X(ô+i, 0)) S ü
car le terme x(ô+i, D-h) ~ x(Tj+urj) en facteur de m; est positif.
La décroissance de \ par rapport à la seconde variable permet alors de conclure (annexe
3.1.8).
On a donc montré le
Lemme 7 Si n vérifie la condition hn( 1) < 1 (soit n < 472,), ou si les masses intermé
diaires sont ordonnées (m\ < • • • < mp_ly), A préserve globalement Tp
3.1.4 Dans le cas général, pas d’invariance
Nous fournissons un exemple concret où A ne preserve pas Tp : on considère trois
polygones homothétiques avec : 0 = mo < m2 < m\ < 1 = 777.3.
r est un point de T3 fixé et vérifiant :
1 1
0 < m| < r\ < r2 < m( < 1
Lorsque n varie, le couple fn varie. On va prouver que sous les hypothèses précédentes, il
existe des valeurs de n (grandes),telles que r" > rj .
Par compacité et quitte à extraire, on peut supposer que rn converge vers le p-uplet
( ^ 1, fip)•
l’équation suivante permet de déterminer li :
/i(r,f?) =raiX(f?>fr) +m2X(ri,r2) +xfî,l) = 0
donc :
hn{l)(ml - (r?)3) + hn(4r) ~ ~ hn(r2) + m2/in(-) = 0
ri ri
Or, limn_).+O0 hn( 1) —» +00 et les autres termes sont contrôlés (hn est une série de Riemann
en dehors de 1) excepté hn(Zk) qui doit donc nécessairement diverger vers —00. Ceci
entraine l\ = r2.
De même on peut prouver que l2 = r 1 :
On en déduit donc que pour des valeurs de n assez larges, f2 < f\ et donc T3 n’est pas
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préservé par A.
Il en va de même pour Tp avec p quelconque lorsque les masses ne sont pas correctement
ordonnées.
Par la suite on suppose remplie l’une des conditions du lemme 4.
3.1.5 Prolongement continu de A au bords
On a vu que le système d’équations
fj(r,fj) = X] +mjx(rj,fj) = 0, j = 1 • • -p- 1
l<i<p
définissait une application continue A de Tp dans lui même (sous certaines conditions)
telle que :
ïj= fj(r) et
O'+i > ô > O-i
Il s’agit alors de prolonger fj à la frontière dTp
soit s° G dTp.
Il fois lk fois
s° = • • • ,ak--ak)
avec 0 < ai < ak < 1) et + • • + lk = p et Z* > 0
par commodité, si s est un élément de Tp, on note Sj la composante numéro j de s.
Soit donc j G {1, • • • ,p — 1} fixé.
Nous allons prolonger de manière continue f3 à dTp en distinguant entre les différents
types de points frontaliers.
sn est une suite d’élements de Tp convergeant vers 5°
cas : s°_! = s°j+i
on dispose alors de l’inégalité :
s^_1 > s™ > s™+l qui nous assure que
lim sy = s°7
n—>+oo J J
fi(So) = Sj
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on peut donc poser :
cas : s°j_1 < s°j+1
sous-cas Sp_j = ak = l
sn = A(sn) est une suite d’éléments de Tp vérifiant :
Jj(sUi Sj) = 0 = ^ rritxis™, s”) + m3x{s™, 5”)
0<z<p
i^j
examinons alors le comportement de ces termes :
x(j",S7) = Mi)-(s7)3M(s7)3)
est majoré par /in(l).
x(s",Sp-,) -> -00
car —>• 1.
x(S?,S?) < 0
si i > j Le terme résiduel doit donc diverger vers -foo ce qui détermine le comportement
de s1} :
lim s? = 5°_1
n-^+00 J J
sous-cas Sp_ | = ak < 1
Dans ce cas, il n’y a pas de singularité particulière et on peut prolonger normalement
fj au point so-
en effet, pour f3, tout se passe exactement comme si l’on considérait un problème analogue
avec un nombre plus petit de polygones, certains d’entre eux s’étant regroupés et le
prolongement continu de fj ne pose aucun problème particulier.
3.1.6 Point fixe pour A
On a vu que A définissait une application continue du compact convexe K (K=adhérence
de Tp) dans lui-même.
Nous sommes dans les conditions d’application du théorème de Brouwer-Tychonoff, et
l’on déduit l’existence d’un point fixe pour A dans K. On prouve dans cette section que
ce point fixe est situé dans le domaine Tp . A cette fin, chaque candidat frontalier est
systématiquement exclu comme point fixe éventuel pour A.
Soit s° un point courant de dTp.
l\ fois lk fois
S ) ûqj 5 ' Qik)
avec /1 + • • • + lk — p et /j > 0
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cas : s°_1= ak= 1
Supposons par l’absurde que l’on ait /(s°) = s°.
Choisissons alors une suite sn = (s”, • • • , s£) d’éléments de Tp convergeant vers s° et
considérons l = p — Z* G {1, • • — 1}. Alors, s” —> 1
Considérons la quantité suivante et prêtons nous à l’étude de son comportement lorsque
n prend de grandes valeurs :
Y miXis?, s?) + rrnx(sî, s?) = 0
0 <i<p
i^l
-pour les i(éventuels) plus petits strictement que /, les termes x(sî> si) Sünt convergents
car sf possède une limite plus petite que 1 strictement.
-le terme x(s/\ 1) diverge vers —oo.
-pour les i (éventuels) plus grands strictement que /, x{^^si) tend vers —oc.
L’hypothèse faite était donc absurde et s° n’est pas invariant par A.
cas : s? = 0 et Sp_l < 1
Supposons de même par l’absurde que l’on ait A(s°) = s°
Soit sn = (s™, • • • , —> s°. Considérons toujours la quantité :
Y , sf, ) = 0
1<2<P
lÿéll
-pour les i(éventuels) plus grands strictement que A, les termes s?) sont convergents
vers zéro car s” possde une limite plus petite que 1 strictement et s” tend vers zéro.
-le terme converge vers hn( 1).
-pour les i(éventuels) plus petits strictement que Z], x(s” < s?) n’a Pas de valeur d’adhé
rence strictement négative.
c’est absurde et l’on conclut que s0 n’est pas invariant par A.
cas : Sp_1 < 1 et sJ > 0
il existe alors un indice j vérifiant :
0 < si,= < s°+1
fj(sn,s])= Y + mjx(s",Sj) = 0
0<z<p
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Dans le premier membre ,tous les termes sont convergents, excéptés x(sj,s?) lorsque
s°L = Sj qui divergent vers +oc. finalement, ce type de point non plus n'est pas invariant
par A.
Lemme 8 A possède un invariant dans Tv.
3.1.7 Conclusion
Au cours des sections antérieures,on a prouvé que A possédait un point fixe dans le
domaine Tp , que l’on note p = (pi, • • • ,pp-i) Ce point fixe satisfait alors simultanément
toutes les conditions :
fj(p,Pj) = 0, j = l,--- ,P
(qui sont les équations d’équilibre décrites prédemment) et nous fournit une configuration
CP)o moyennant une condition d’ordre sur les masses ou la condition sur n (n < 472).
Proposition 14 (Résultat temporaire) Supposons n < 472 ou que les masses intermé
diaires sont ordonnées (m\ < • • < mp_\).
Alors, il existe un équilibre relatif du type CPto-
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3.1.8 Annexe à 3.1
fonctions V"n, hn
x est un réel positif fixé différent de 1.
Vn(x)
1
—\ (1 + x2 - 2xcos(^))5
si x > 0, x 7^ 1
hn(x) =
1 - x cos(^)
' 71 '
(1 + x2 - 2xcos(^))2
On dispose alors des identités suivantes :
si i > 0,r / 1
h„{-) = -x V„(x)
X
K(x) = (V,(-))'
X
v;(-) = xvn(x)
X
Ces formules permettent alors de se restreindre à l’intervalle [0,1[.
Pour x dans [0,1[, Vn(x) est entière en x de rayon 1 et ayant tous ses coefficients de Taylor
positifs (cf thm 1). Vn ainsi que toutes ses dérivées, est donc positive,
or hn{x) = (xV(x))' donc hn est positive et croissante sur l’intervalle [0,1[.
En utilisant
hn(x) = (Vn(-))'= --X{1-)
X X1 X
on en déduit que hn est négative sur ]1, oo[ et qu’elle y est toujours croissante,
aux bornes du domaine on obtient les limites suivantes :
lim hn(x) = hn(0) = 1
x—>0
lim hn(x) = +oo
X->1~
lim hn(x) = —oo
X—>U +
lim hn(x) = 0
x—»+oo
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fonction fj(r,rj)
fj{r,ïj) =
0<i<p
iÿ^j
dfj d . . d . _ „ .
J 0<z<p 3 3
SrXifj.ri) = h'n{—) - 3fjhn(ri) < ü
OTj r Tj J
r\
gfX{fj,fj) = -Zf)hn{fj) - r^h'nifj) < ü
J-xft-, i) = - 3f^n(l) < 0
Donc, l’expression est toujours négative.
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3.2 Point critique pour le potentiel
Nous allons mimer une méthode employée pour les configurations de Euler-Moulton.
Celle-ci avait permis de prouver le résultat :
Proposition 15 Soient données n masses positives mL, • • • ,mn.
Il existe exactement — configurations d’E.R du type Euler-Moulton (les masses sont situées
sur une même droite).
3.2.1 Existence d’un point critique
Soient p et p' deux entiers donnés.
q = (çi,--- ,çp) (resp .q' = {q[r ’ ’ iQp')) est un p-uplet (resp.p’-uplet) à composantes
positives.
Par convention,
9o = q'a = 0
On note ||ç||m = fEEEEElet ||ç'||m- =
S = {(q,q')/mzq2 + = U
r=l---p'
A = {(ç, q') G (7Z+)v x (IZ+)V'/3 0 < i < j tel que qL = q3 ou q[ = ç'}
est l’ensemble des collisions (éventuellement en l’origine ).
Notons
C = S - A
l’espace des configurations sans collision.
Lemme 9 C possède exactement p\p'\ composantes connexes qui correspondent chacune
à la donnée d’un ordre sur le p-uplet q (par exemple 0 < q\ • • < qp) et sur le p’-uplet q’
(par exemple 0 < q[ • • • < q'pl).
Preuve :
On se donne (gO, ç'O) et (ql,q'l) élément de C et on suppose que les composantes de qO,
q10, q 1 et q'I sont strictement croissantes.
= {(0 < <?1 < • • < <7p)/ £,=1 ...pmtqf = A2} et
^ = {(0 < q\ < • • • < q’p,)/ = S)-
On sait que C\ et C1 sont connexes.(Voir [41]).
Il existe A > 0 et p > 0 tels que q0 G C\ et q'Q G (avec A2 + /r2 = l).Or, ||g0|lm||qi||m € C\
et II^'OIU n/i||m/ € cp.
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Donc, (q0,q'0) et (Ik0||m||^, ||ç'0||m/||^—;) sont connectés,
on pose alors :
4>(t) + t
et
+ t
On vérifie alors facilement que ((f)(t)q\,'ip{t)q'\) est un chemin dans C
qui relie (||gO||mj|^, ll9'0|U'|j^[jjD à (ql,q'l).
Réciproquement, si l’on considère deux éléments d’une même composante connexe, né
cessairement ils sont ordonnés de la même façon car sinon tout chemin qui les relie doit
traverser A.
Le lemme est donc prouvé.
Soit U le potentiel du système.
Lorsque l’on se place sur une composante connexe de C, U diverge vers -foo au voisinage
de A quelles que soient les valeurs positives de la masse centrale (en fait, certaines valeurs
négatives pour m0 sont admissibles : m0 + hn(l)rrii > 0).
Ceci garantit l’existence d’un minimun sur chaque composante connexe.
Il existe donc (çi,--- , çp,çi,*'' , q'p) point critique pour le potentiel restreint à l’ellip
soïde de moment d’inertie constant et en imposant en outre une contrainte géométrique
sur la configuration (polygones semblables)car on a choisi comme paramètres les deux
familles de rayons et non l’ensemble des sommets.
En fait, en exploitant les symétries des équations, la configurations polygonale engendrée
par le p-uplet (ç1}• • • , qp) et le p’-uplet q[, • • • , q'p) est bien un point critique pour le poten
tiel restreint à 5(raisonnement analogue à celui fait pour les configurations de Moulton).
Nous disposons donc de la
Proposition 16 il existe au moins p\p'\ équilibres relatifs de la forme envisagée (CviP>).
3.2.2 Problème d’unicité
Dans le problème d’Euler-Moulton, l’unicité d’un point critique sur chaque composante
connexe provenait du fait que chaque point critique était nécessairement un minimum.
Nous avons un résultat équivalent dans le cas de polygones tous homothétiques.
Proposition 17 (partiellement numérique)on suppose p1 — 0 (cas homothétique).
Il existe au plus un point critique sur chaque composante connexe de C
Preuve :
Le potentiel engendré par le système complet s’écrit comme somme de trois termes :
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U(q) — U\(q) + U2(q) + U^(q)
On continue d’utiliser les notations e3 = el~^ et Cj = cos(^2).
- intéractions avec la masse centrale uiq :
U\(q) = mQ —
Qi
i=l-p
intéractions entre les masses d’un même polygone :
= E ^E„.u — p.i = 2?ï ^ E
ra,-
n* *—' Çilet — e7| 2n ' sin(j-) ' qi
i=l-p j^k Hl' K j=l--n—1 w *=l-p ^
- intéractions entre les masses de polygones distincts :
mrm, v-^ 1
%(«)= E
l<r<s<p
n“
E
l<k,j<n
\Qr^k Qs^j |
= E mrm,
l<r<s<p
- E —-—
n ^ |Çr - ÇsO
l<_7<n
n mrmsUrti
1<r<s<p
Nous allons former la hessienne du potentiel :
v = (ui, • • • , up) et w = (ici, • • , iüp).
Or,
Il vient alors :
„2rr o TTiiViWi
D U\.v.w = 2m0— > x—
n.fn; 9?
D2U2.v.w — —
n canin—\ <-—^
mivlwl
dU:
t—* si (j-) ^ qi;
= l-n—1 wn'z=l-p
DU3{q).v = ~rlys
s=l---p
E <75 Qr0mrms{ , pr},
s / Qr QsO
S7=r J
<9q
rirr ^ ^ \~'v ( (Qs qrCj)vs + (qr qscj)vr -, f (Qs qr&-j)(vs Vr6j) ^
DUM-v =-Y.mrms{ U = -^mrm.{ kEE? }’
r<s
Ceci conduit à :
r<s
d2u3
d sr-' f{qs — qre~j)(vs — vTej .
(q).v.w = - ^ »,7- 2^mrms{ _ }n =
. àq,
r—ï-p s^r
qr qs6j
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-J2mrms{wr|/tV -C>\ ~ c^r)lV + {q,.r grCjK|+
r<s
|Çr | ^
u, — C,-U.
|Qr Qs^j
W,
'J ur
Qr - qse.j |3
q (Çs CjQr)vs (qr QsCj)Vr-\}
o ; “ J/i
Vlr ~ qsej|5
Il s’agit de démontrer que la matrice H(r, s) (r < s) aux éléments qui suivent est définie
positive :
3(qr - qsCj)2 1
Hi,i(r,s) = {
H2,2(r,s) = {
{Qr + q2s - 2qrqsCj)ï (q2 + q2 - 2qrqsCj)2
}n
3(qs - qrc3)[ 1
(q? + q2 ~ 2qrqsCj)ï {q2 + q] - 2qrqscj)2
c
3 }n
HiAr,*) = Hv (r,s)= {3(gr 9,Cj)[g‘ gr0+
(q'r + q2s - 2qrqsCj)ï (q2 + q2 - 2qTqsCj)2
Pour des questions d’homogénéité, on peut supposer qs = 1 et qr = x < 1.
3 J n
Lemme 10 (partiellement numérique) pour tout x g]0; 1[ :
4>n{x) + 02,2(37) > 0
et
avec
Mx) = {
022^) = {
011(3:)02,2ix) > 01,2(37)01,2(3:)
3(rc - Cj)2 1
(x2 4- 1 — 2xcj) 2 (x2 + 1 — 2xCj) 2
3(1 - xc,)2 1
}n
(x2 -f 1 — 2xc;) 2 (x2 + 1 — 2xCj)i
3 }n
+ }n
(x2 + 1 - 2xCj) 2 (x2 + 1 — 2xcj)ï
La positivité de 0n(x) + <£>2,2(3:) est accessible en utilisant les formules de représentation
intégrales. En revanche, pour le terme quadratique 0n(x)02,2(37) — 0i,2(3;)02,i(37) les choses
sont moins simples (mauvaise compatibilité avec les intégrales). L'affichage graphique de
cette fonction est disponible (voir figure 3.2 pour n=3).
De plus, la valeur de cette fonction en 0 est connue et vaut 1 car 0n(O) = 022(0) = 2
et 0i2(O) = 02i (0) = 0 ce qui ôte les doutes visuels sur son comportement au voisinage de
0. Nous démontrons ce lemme pour les premières valeurs de n uniquement.
On peut montrer que le lemme est équivalent au fait que la fonction est concave
sur l’intervalle ]0; 1[, ce qui est encore équivalent à V(x)V"(x) - 2V,2(x) > 0.
Pour les cas n = 3 et n = 4 nous prouvons ce résultat. Preuve du Lemme pour n=3 :
V(x) = -
1 1 1
+ X
3 01 4-x + x2 3 1 — x
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300
200
100
0.2 0 4 0.6 0 8
Fig. 3.2 - tracé de <f>u(x)<t>2,2(2) - 0i,2(z)02,i(z)
1200
1000
800
600
400
200
0 02
Fig. 3.3 - tracé de (fru{x) + 4>2,2(^)
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donc
1 6(x — x2) + 2x3 + \/\ + x + x2(5x2 + 14x) + 5\/l + x + x2 — 2
2 (1 — x)3(l + x + x2)3
Cette quantité est clairement positive pour tout x dans l’intervalle ]0; 1[. Preuve du Lemme pour n—4
T r / \ 1 1 11 11
V (x) — —. - -|- -)-
2yiT^2 41 -x 41+x
donc
_ r„ _ r/2 1 + 9x2 + 3x4 + 3x6 + \/\ + x2(l + 22x2 + 9x4)
V V — 2V =
(l+x)3(l-x)3(l+x2)3
Cette quantité est clairement positive pour tout x dans l’intervalle ]0; 1[.
Ce lemme garantit le caractère défini-positif de D2Us(q).
Finalement, l’expression pour la hessienne du potentiel restreint à la surface S devient :
D2U.v.w =
2mr
n
E
rriiViWi 1
± v 1 y
n ^ sin(j-)
mlvlwl
j=l—n-
i j ^ ql -D2U3(q).v.w-\— E miViWl
i=i-p
Ceci entraine clairement que D2U est définie-positive.
Un point critique pour U est donc nécessairement un minimun, et, sur chaque composante
connexe il y en a au plus un.
Pour des polygones décalés le résultat ne semble pas devoir subsister.
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3.3 résolution par rapport aux masses
Ici, on suppose que la famille de rayons çi, • • • , qp est donnée ainsi que la masse centrale
niQ et la pulsation u.
Le problème inverse consiste à discuter l’existence et l’unicité d’une famille de nombres
positifs (Mi, • • • , Mp) réalisant l’équilibre relatif.
En terme d’équation, il s’agit de résoudre le problème linéaire :
( hn(l) MJf) •••
MJJ) M 1)
v hn(-V ;
noté en abrégé :
où Ml = est la masse totale située aux sommets d’un polygone donné.
Proposition 18 On suppose que g a toute ses composantes positives, q est le vecteur
ayant pour composantes les rayons des polygones.
Alors, il existe un entier n0 = no(q,mo,uj) vérifiant :
pour tout n > Uq, le système précédent est inversible.
De plus on peut donner le développement de M :
MJ)
( Ml \
m2
Mi) ) V Mp /
HnM = g
( q\u2 - ra0 ^
q^LJ2 — ra0
\ Q^2 -m0 )
M = [Ip ~ -rTrV']9 + o(
hn{ 1) /tn(l) ^n(l)
où H* désigne la matrice p*p aux éléments :
Ki = **(-)
J Qi
si i ÿè j
Ki =0
et
h*(x)
1 /“ 77 1 — xcos(u)
— /
2tt 70 (1 + x2 — 2xcos(u))ï
Remarque 8 Cette proposition est qualitativement importante : elle stipule que pour n
assez grand, la connaissance de la masse centrale m0 et Vobservation (connaissance des
dimensions des polygones, nombre de corps et vitesse angulaire de rotation ) d’un E.R
constitué de polygones homothétiques permet de rendre d’une façon univoque les masses.
Nous reviendrons à ce type de problème dans le chapitre (5) à l’occasion de l’étude de
certaines solutions perverses.
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Preuve :
La proposition résulte des équivalents :
Mi) Klog(n) ([19]) et hn(x^) ~ /i*(x) si x ^ 1 (intégrale de Riemann d une fonction
continue).La diagonale de la matrice 7in est alors dominante pour n assez grand et la
matrice %n est inversible.
De plus, les composantes de g étant positives, cela assure l’existence d’une unique
solution dont toutes les composantes sont positives.
Lorsque n est grand, les masses M* sont ordonnées de manière croissante avec i, c’est à
dire avec l’éloignement à la masse centrale.
Remarque 9 La divergence de hn( 1) est la conséquence du caractère singulier du champ
newtonien au voisinage d:une distribution linéique de masses.
Nous allons exploiter ce développement dans un cas concret et à titre d’illustration nu
mérique :
nous modélisons le système d’anneaux uranien de la façon suivante :
-une masse centrale Mu
-11 n-gones réguliers, une masse Mi étant répartie sur l’ensemble des sommets du ie
-l’ensemble est supposé tourner à la vitesse angulaire cj autour d’Uranus.
Il nous manque la séparation angulaire des particules au sein d’un anneau ou leur espa
cement, directement lié au paramètre n.
Nous choisirons en conséquence une valeur arbitraire raisonnable de ce paramètre.
Pour que le développement précédent soit efficace, il faut envisager des valeurs de n
suffisamment grande pour que ^ ^ soit assez petit pour tous les rapports de rayons des
anneaux p.Ces rapports sont dans le cas pratique assez proches de l.On prend donc plutôt
hn( 1) comme paramètre.
1) On suppose d’abord que l’équilibre relatif est réel (pas de mouvement entre les po
lygones).
On prend comme valeurs pour la pulsation commune lj celle de l’anneau intérieur.
Les masses doivent être multipliées par la constante gravitationnelle Q.
co — 2, 08.10 4rad.s 1
G = 6,67.s~2,kg~1
Mur = 8,686.1025^
ç[l] = 3, 8.107m
q[2] = 4,18372.107m
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ç[3] = 4, 22348.107m
q[A\= 4,25709.107m
ç[5] = 4, 47184.107m
ç[6] = 4, 56610.107m
= 4, 71750.107m
<?[8) = 4,76269.107m
q[9] = 4.83001.107m
ç[10j = 5,00239.107m
î(ll] = 5,11493.107m
Ml) = 103
En utilisant les valeurs précédentes des paramètres ainsi que le développement, on calcule
les valeurs des A/,,
Mi = 9, 552639774.10ufcg
M2 = 3,391071472.
3,519285116.
Mi = 3,520330169.1012fcg
Mç,= 5,243627796.10I2Â;</
Mu = 5, 86316112.10l2fcÿ
M-,= 7, 271178426.
Ms = 7,683835038.
M9 = 7, 270180936.1012£:g
Mio = 9,343741694.1012Aa?
Mn = 1,017512537.1013fc<?
2) Si l'on tient compte d une pulsation propre pour chaque polygone (ce qui est le
cas pour les anneaux planétaires), il faut perturber l’équilibre relatif précédent. Je ne l ai
pas fait analytiquement, mais numériquement le système de masses convenable est le
suivant (on a simplement modifié le second membre de l’équation, car dans une première
approximation on néglige les équations orthoradiales pour l’équilibre relatif) lorsque n est
assez grant (quasi symétrie sphérique.
Mi = 6,329314014.10llfcp
M2 = 9, 802160012.109fcg
Ms= 9, 245840183.109fcÿ
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M4 = 8,486141426.109fcg
M5 = 8, 763263838.ÎO9/^
Me= 8,309809257.10
M7 = 7, 788933009.
Me= 7,549484367.109fcÿ
Mg = 7,185039667.109fcg
Mie= 6,89869280. ÎO9^
Mu = 6,40104116.109fc<?
Remarque 10 Les expérimentations numériques précédentes ne sauraient être confron
tées à aucun critère de vraisemblance,(par exemple, le nombre de corps a été arbitraire
ment choisi) l’intérêt de tout ceci résidant dans le fait de pouvoir effectuer le calcul plutôt
que dans le fait de le faire effectivement.
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Chapitre 4
Stabilité linéaire de la famille d’E.R
précédente
4.1 Stabilité plane
On écrit dans cette section les équations de la dynamique en repère tournant pour p
n-gones réguliers concentriques aux sommets desquels sont placées les p masses ^ —E
(n fois).
qi désigne le rayon du Ie polygone lorsqu'on les a rangés par ordre strictement crois
sant de taille et 0/ désigne le déphasage du ie polygone par rapport à une direction fixe.
4.1.1 Mise en équations du problème
xï - 2uyf = eu xi
X? - X°
m0
wk _ w0 13
yï+ 2uxî= mQ
yï - y
wf - w0 13
Tl kl
ml ^ xL - xL
n . I Wi — w3 I3
J—ï 1 l * J
j^k
n kl
ijh 2/,- ~ yj
n .. I tcf — w3 I3
J = 1 I Z ZI
j^k
pour 1 variant de 1 à p et k de 1 à n.
v mr
~p3
i r
2-j
n 1 wk — wl I3
\<r<p j=i 1 Z ' 1
r^i
(4.1)
v
n
Tflr v -a yï - yJr
/ -J n ^ Wk — Wr I3
l<r<p 3-1 1 z • l
(4.2)
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On réunit ces deux équations en une seule complexe :
wk + 2iuwk — uj2wk - rriQ
A- 0
W* — w
n
ml — w{ y^ y^ wk - wJr
| wk — w° 3 n
3= 1 1
3^k
I3 ri
1 1 1 1<r<p J-1 1
r^i
\ h 7 1
irr — WJr |
(4.3)
u>ï = + iVi
:1 wJr = 0 qui fixe l’origine du repère au centre de gravité.
4.1.2 Développement au voisinage d’un équilibre à l’ordre 1
Notations
On note :
• 2ns
es = e n
w* = qteke1^ + ef
Si = 3
~ signifie - égal à l’ordre 1 -
|1 + u\2 ~ 1 + U + ü
Wi wJr = qtel(plek - qrel<pre3 + ek - eJr
wk _ 7/P |2 ~ - greî0rej|2(l +i<t>r
ek - ej
'"î '-7'
+
ôk - ÔJ
wr
qlel<f>iek — qrel<pre3 qle~l<i)ie-k — qre~l(t>re_j
| wk — wJr |3
qlei^ek - çre^re; + ek - ej ^_3 ek - ej^i v
qiel<t>iek — qrel<t>rej |3
ôk - ôj
wi r
2 qiel<t>iek — qTel^re3 qie~l<i>ie-k - qre~l<t>re^
wk — wJr
| wk — Wr\3
~ ordre 0
2\qiel^ek - qrel<t>re3\ qie~l<t)ie-k — qre~l<t>re-j
puis en particularisant :
w7 - w
\wk — ie013
— ~ ordre 0 - —(>.) - e°) + 3e2'*e2*(<5* - 5°))
(4.4)
(4.5)
et
A- 7
— (Uj
lie,- —
~ ordre 0 +
1
169t3|sin(V7r)l3
•(-(«?-«J)+ 3e2‘*-e(k+])(ô*(4.6)
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4.1.3 Equations aux variations
On ne retient, dans le développement des équations de la dynamique, que les termes
d’ordre 1 :
ef+2- w2ef+^(e,fc-e°+3e2l</'1 -<5° ) ) - V, £
y-(6f-ei) + 3e2^e,*+j)(5f -6})
sin(^7r)|3
J=‘
« _ eO 4. 3 qjfOiek-qreiOrej (rk _
EUlr v i r) qie~i<t>ie_k—qre~l,t>re_J v z 1 '
n 2\qiel(f)iek — qrel(pre113
l<r<p j-l K
r^i
On utilise alors la relation :
rriQW + £-£^ = °
n
l<r<p j=l
U
eki + 2iuef[ = u2ek + — (cf + Se2l(P'e2kôk ) + ^( r^X^ + Y nir Y
^Qi
1<r<p j = 1 l<r<p j — 1
mz ^2 ~(^ ~ eD + 3e2î0le(A:+j)(^ - %)
16nqf sin(V7r)l3
k _ ,j\ , o qie1<t>iek—grelct>rej_ " (ef - eJr) + 3—^
v > v '> v î ^2 o,e l<pi
+ £ m>-£
i<r<p j=i
r^z
<7ie qre~l^re-
(si-H)
2\qiel^ek — qrel<f>rej |3
Ici, la difficulté principale est une difficulté d’écriture : il s’agit de rassembler les termes
qui sont du même type afin de 'simplifier’ la forme et de rendre possibles les réductions
qui vont suivre.
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C* + = w2ef + ^(e-+ 3e2l<ÿie2*5*) + A( 3e2‘*e2t ^ mr
l<r<p j=l 1 <r<p
rrii
I6nqf
1 j=i
]T Btj - 35f ]T B'iJ)
J#fc
J = 1
j^k
J = 1
j^k
-, H m'E°>>(£i+3
3^01 . /7 P i(f>T
qle^ek-qre ^Te3
2 '1 ' l,T V r n;P~i<t>i P l. — /7_p-î0r
l<r<p j=l
r^i
Çje-tVie_^ qre~lvre_
4)
+ \(ek y; mry^ + 35f y <i^ek-qre^e
9V ^ ’ q^^'e-k — qre~l<t)r e-j
l<r<p j= l
r^i
l<r<p j=l
r^i
avec les notations :
1 n
= — et - V Btj
lsi“(V7r)l3
ĵ=l
j¥*
êk*3 = e2i*'ek+JBkjt ^
;=i
j^k
zÆ =
1
i 02(<îf + <7r “ 2<Mz C0S(^—^7T + 0r ~ 0,’))2
A,i = Diag( — ^- ^ mr X] A> , h = 1 • • • n)
1 <r<p j=l
r^i
jjk,j _ i{4>x+<pr)p 9z qrej-kel<t) ^kj
k+Jq^-ke^-Oi - qrV'^
Diyi = Diag(-— ^ mr îffi, /c — 1 • • • n)
l<r<p j=l
r^i
54
En faisant varier l’indice k, on obtient :
èi •+ 2iiüè{ — uAr,- + —7(^2 J^à{) + \ TnrI\Er -t- 3 N tTir6^* 1 J~I\ âr)
2qf znqf '
1 1 i<r<p
m,
16nç23
(Br, - 3B5,)
1
2n
^ ^ 77T.r(Bjr6r ~f" 3Di râr^
l<r<p
On définit alors les p x p matrices à blocs n x n :
/C, Q, Ad. J, B, B, A V
K = (1)
K = (K)
Kij = A"
Q = Bza^(—/n,z = 1 • • -p)
Qi
M = Diag(—In, i = l • - p)
n
J = Diag(es, s = 1 • • • n)
J — Diag ( J, i = 1 • • • p)
B = Diag(B,i = 1 • • - p)
B = Diag(Bl, i = 1 • • - p)
B (A,r)l<*,r<p
B ( A,r)l<*,r<p
e/$ = Diag(el(t>l/n, z = 1 • • - p)
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Les équations précédentes deviennent alors :
£ + 2iojè = <A + — Q(f + 3e21* J2ô) + \qKM<l + -Qe2^J2KM5
-lQBMe + ±QBMS
16 16
--VMe - \i>M&
2 2
Et, en conjuguant l’identité précédente :
S - 2ioj'5 = ÜJ25 + YQ(<5 + 3e~2i<t J~2t) + - QKMS + ^Qe~2i*J~2KMt
--^QBMS + —QÈMt
16 16
-
2 2
4.1.4 Ecriture matricielle du système
i \ 0 0 I 0 \ ( <\
6 0 0 0 I s
6 nA 12 A 0 è
S / l 21A 22A 0 2iujl ) \SJ
avec, en tenant compte de B = B et V = V :
11A = uj2Inp + yQ+ \&km ~ J^QBM - \VM
12A= —e^QJ2 + ^+ — QBM- \i>M
Z Z lu Z
21A = —Qe-!,4,J"2 + \ Qe~2,*J-2KM + j-QÈM - \î>M
z z lu z
22A = üj2Inp + —Q + l-QKM - —QBM - l-VM
4.1.5 Polynôme caractéristique associé
-XI 0 I 0
0 -XI 0 I
n4 12 A — (2i‘uj -f- A)/ 0
21A 22 A 0 (2iuj —
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grâce à des opération sur les colonnes, on prouve facilement l’identité :
xW =
nA- \(2iui + \)I 12 A
21A 22.4 + A(2iui - A)I
Le dernier déterminant s’annule avec celui de la matrice :
12 4_ , 11A - \(2iu + A)/
A — \ 21
A 22 /.4 + A(2zcu — A) /
Ad'1 0
ü yVT1
aux éléments :
"À = + l-QK - —QS - -P
9 9 16
,2i = ^e^QM-'j2 + + ^-QB - ~-V
16
21
3m
A = —e-^QAd-1J"2 + -e-'^QJ-VC + —23 - -P
3 5. 3 =
16
22 À = (w + zA^QAT1 + + -Q/C - -Q23 - -P
1 1 1
Posons alors
nA 12A 0À=( 0
\ 0 é*3 J V 21Â 22i A 0
On dispose des relations suivantes :
B = e'*J(B + 2al)e'*j
— rJ'&n.
ou :
rk'J —
A,r = Je Gi,re J
1 <7, - qrej_kel^r 0i)
(ç2 + q? - 2ç*çr cos(—~7r + (pr ~ 0i))â Qiei~kei{(pr ~<Pi ) Qr
1
Gi,i = Diag(-— nnr
ml zqle-j-ke
l<r<p j= l 0 K
r^i
qt — qre-1_kél^r &)
i(0r-^.) _ „ -P,,; ej-fc. *=!•••")= Si,il
car la quantité
i n
-- E "vE
l<r<p 7=1 ^ *
rA
Qr
1 _ 2ne. ,
: A-y-y .
_ ^Ar A-A:
9i
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ne dépend en fait que de i.
On peut alors écrire
V = e'*JÇe’*J
On en déduit alors les éléments de A :
UÂ =(w - +r^-QM~1 + Ae-'*J~llCei<s‘J - -
16
12 Â = ~QM~l + -Qe‘*JKe~‘*J~l+ — 2 -
2 2 16 2
2iÂ = —QM^+^Qe^J^JCe^J + — Q(B + 2al) - -Ç3_
16
3.
9
22A = (w + îA^AT1 + —QM-1 + lQé*JKe~iis,J-' ~^QJBJ~l - \é*
2 2 16 2
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Eléments propres des matrices K, J3, D, G
On note :
f es \
Y ^ns J
On prouve alors que (fs)i<s<n forme une hase de vecteurs propres commune aux matrices
sus-citées :
K
Kfs = O si s / n et Kfn = nfn
B
Bfs = bsfs avec
bs
sin3(^)
D
avec :
où :
Dijtrfs = d\iTfs
d\r = £ ^4 j
J=l (Qi + Qr - 2QrQi COS(-^7T + 0r - 0*)) 5
Dit dijl
1 n
d{ i — / ~ TTlr /
ml ^ '
j=l (^2 + 9r - ÏQrQi C0S(^7T + 0r - 0,))
G
Gi^rfs — 9tr
s _ e_si Qi ~ gre*^r~0^ej
^ J=1 (qf + q2r - 2çrç, cos(^tt + 0r - 0j))f 9»^ ~ qre1^-^)
G{yi 9i,il
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m! 9ie; - **«*-*> (<?2 + 9r - 2|M. cos(^tt + <ÿr - &))*
r^i
On déduit les réductions suivantes :
0 0
P-'J-'KJP =
0 0
n
0 0
( 1 0 °\
I =
0
0
V o 0 1 /
b2 0
P~'J~lBJP =
0
bn
0 0
0 \
0
0 /
0 \
0
b' J
P~lJ~lD,rJP =
i,r<
f dl 0
o
V o •••
d
i,r
0
0 ^
o
<r /
p-1J-'Di,iJP = di,iI
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P~lBP =
/b1 0 • • • 0 \
0 •. :
: 0
V 0 0 bn /
in 0 ... o \
=
0 0
ü
V 0 ••• 0 0 /
/ 9l 0 • .. 0 \
P~lGt,rP = 0 glr
.. 0
0 • 0 glT )
P-'G,,,P = 9i,il
( dlr 0 ... 0 \
p-'JDi,TJ-lP =
0 di,r
0
l 0 0 /
p-lJDitiJ-xP = dij
9V 0 ••• 0 \
P~lGi,rP =
0 :
= 9Ï _2_
0 • • • 0 glr )
1 7 D 7-1
P~lGt,P 9i,i^n
/ bn 0 0 ^
P =
0 b1 •••
0
V o ... o bn~l J
61
4.1.6 Réduction de la matrice Â en blocs diagonaux
À = v~'Âr
on pose :
aux éléments :
/O 0 ... 0 \ y dlr 0 ••• ° ^
pi(4>r ~<Pi )
113 c
0 0 gt(0r ^t) 0
A*r “ 2qf n 0 2 dTlui,r 0
\u 0 0 / V o ... 0 <, y
/1 0 ... o\
11
n nmo 1 , \
A,, = ((w - '*) ~ + W 24,)
0
0
22Â*r =
/ 0 0 ... 0 \ f62
1 oo ; 1 0
+ 2^ n 0 16qf
V 0 •o o o y
/ n 0 • • • 0 \
ei(4>i-<Pr) 0 o gi(<Pi-4>r)
2 <7? ; 0
2
1 0
0 1 /
0 \
bn 0
0 b1 J
dlr 0
0
i,r
22
\ o ••• 0 0 /
% x9 n nmo 1 , >.
A, = ((W + îA) ^ + ^3 2dt'!)
/ n 0 • • • 0 \
ü
+
H
uÂiït =
o o
V o •••
3gi(<t>i~<t>r)
0
1
/I o 0 \
0 ' •. ' • • :
; • •. î o
o o i y
( bn 0 • • • 0 \
0 61 ' • :
16
0 0 / \ 0 o 6n“‘ y
/ n 0 ••• °\ ( 9i,r 0 0 \
0 0 3 0 9,> '' • :
0
" 2 0
\ o ... 0 0 ) V o • • 0 glJ
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(1 0 ... 0 \
/ n 0 ... 0 \
12 À - I 3nm°
2mlqf
3nhn( 1 )
2qf
3 .
2 9.,.)
0
••• 0
3
+ 2qf
0 0
••• ü
U o i ) \ 0 ... 0 0 /
(b1 0 • 0 \
0 ' :
16q\
21Â*=
3gi(0r-0i)
0^32 q
0 - •• 0 bn )
o o o \ ( s";1 o
oo '
Vo
ii,r
0
0 \
. 3nm0 3n/t„(l) 3
Ai = ô T oin,*/
v2mÆ3 2qf 2
16çi
n 0
2 A o
0 0 V 0 •• 0 9lr
/ 1 0 ü > / 0 0 ... 0 \
0 3
+ 2
0 0
0 : ’ •. n 0
V 0 0 i ) \ 0 • • • 0 0 /
b1 0 ... 0 \
0 b2
0
0 0 bn /
A présent, nous allons spécifier ces réductions dans le cas de deux polygones homothétiques
puis de deux polygones déphasés de l’angle -
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Deux polygones homothétiques
La matrice Â étant à blocs diagonaux, elle est semblable à la matrice diagonale aux
blocs V} :
si l ^ 1,77, - 1
(
nl =
n(u—iX)2 , nmp
m\ 2m\q\
- ikb‘+'
2a2,\
3nmp 3nhn(l)
2m\q\ 2q\
“§0U + ïkfh1
-an~l
2^2,1
±dl+l
2Uh2
n(u>—iX)x
+
nmp
27712 927772
-H,2 - —|è'+1
3 77-/
2^1,2
S| + #»(D
“192.2 + tS6'
3T7777P , 3 7U
2^f +
“Isi, i + ïè?/
3 nl
2^2,1
77((J + tA)2 , 77777P
7771 27771 9?
2Ctl-1 16çj &
2a2,l
3
2 y 1,2
“ 2^2,2 +
2al,2
77(U7+7A)2 77777p
7772 27772 9-1
“ 1^2.2- IS6‘ ‘ J
/ 77(u7 ÎA)2 77777P
2m\q\
- 5^1,1
71"-1 =
7771
29?
77 1 J77
T 2a2,l29
377777p
27771 9j
3/77
2(7?+ ô(5 “ 0u)
|n - §^a
77 1_ J77
Üf 2fll,29
n(u—iX)2 , nmp
7772 277729-2
, 77 1 J
+ 2jf “ 2 “2,2
3 77 1/71
2^71 ” 2^1,2
377777Q
27772 9-2
K| “ 92,2)
377777P
27771 9?
— 1^1.1
— nn 7
2*2,1
77(u7 +7A)~ - 77777p
7771 2/77 1 9?
1 J l hn~2
“2dU “ Î6^D
1 jn-2-Lrjn~
2a2,l
3 ,n-1
2^1,2
377777p
27772 92
"§02,2
2al,2
77(u+t:A)2 . nmp
7772 2777 2 9-2
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n(u-iX)'2 . nmp
m i 2m\q\
-5^1,1 -
-x-d2
2al,î
3nmp
2m\q^
+K^ - 01,l)
3 / n 2 \
2^ ~ 01,2^
_IW2
2 “2,1
n(cp-iA)2 nmp
2m-2^fm-2
-l2d^-îkbÎ §(§ - sli)
3nmg
277124$
+ 2(f “ 52,2)
3nmp
2m 1 ç2
-§01,1
30n-l
2-'1,2
n(o;-HA)2 . nmp
mi 2miç2
- du) S(r^)
3^-1
2 02,1
3nmp
2m2<79
-§02,2 2(^| ~ d2,l)
n(u>+tA)~ , nmp
7712 27712 <7?
+è(§ ~ ^,2)
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Par permutation des vecteurs de base, on peut se ramener à l’étude de matrices du
type :
/ n(u-iX)2 nmp
rri i 2m i q?(
- Thb‘+l
71‘=
K"-1 =
16<7]
3n/in(l)
2 q'i
°n 4- 3 h1
3tU71q |
2mi^[
3
2a2,l
3 n-/
202,1
/ n(ui-iX)2 , nmp
mi 2mi<7j
n 1.
29? 2- 2rfl,l
3nmp
2m"î~9?
+ 2^ “ 0u)
n _1 J77
29? 2a2,l
3 -n 3M
2^fn “ 2^2,1
3nmp , 3n/in(l)
2m 1 <7? 2r/f
3„ 1 3 /,!
“20M +
n(u;+7À)2
mi
“2^1*1 "
1 nmp
2m\q\
16qfU
-192,,77 — 11
.1r]n~2
2^2,1
2U1,2
201,2
.3J
202,1
MM-1
2a2,l
3nmp
2miqf
“§01,1
n(o; + 7À)2 . nmp
m\ 2miqf
U _1 W-2
“2dl.l “ Î6^6
(cj — zA)
~\d‘
2 _II_ 1 nmp
7712 2777.2 92
fa2,2 - i46i+1 '
3777770 I 3nhn(l)
27772(79 2ç|
7 1,1
77
2(?i
MjTZ
2(7Ï
l/jn
2U1,2
3 M
2 01,2
77(01—iA)2 . nmp
m2 27772(7:
I 77
2 <7;
72^2
2^2,2
.30'2 01,2
2^1,2
3777770
" l27772 92
Kg - 02-2)
3 77777Q | 377/7,1 ( 1)
2777 2 (/^ 2^
“2 02,2 + ^
(o7+lA)2 | 777Q
7729 z</'2 7772 27772^9
'202,2 + “2^2,2 ”
. 3 Tl71-1
201,2
. I r]n ~ 2
2°' 1,2
377777g
27772 92
“ f02,2
77(07 +7A)2 . 777770
—J— y
7772 27772 9.
1 J 1 '
“2 “2.2 “ Î6ÏJ
\
-2
bn~2 J
/ 77(07—zA)2
711 =
7771
nmp
2m 19?
_ 14 1 A
2dM Ï6^°
3777770
27771 9^
-101,1
I,y2
2a2,l
3 77n_ 1
202,1
27771 9?
I 3/77
+ 2^ “ 0i,i)
77(o)4-tA)2 , nmp
mi 2m\qf
Mt- di,\)
f(§ “ 02,1 )
1/77
2^
_Iw2
2al,2
- 3 77n_ 1
201,2
77(0;—/A)2 . nmp
7772 27772 99
-K2 -
377777g
§($-&)
M)
3777770
r
27772 99
|(| - 92,2)+!(
\
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On utilise alors la matrice 7Z1 avec la valeur spéciale l = n et l’on nomme Vn le déter
minant correspondant.
il est à noter les invariances des quantités intervenant dans le changement / en n — /
dans la matrice 7Z1 ce qui confère à l’ensemble certaines symétries quand / = n.
Ici, nous rappelons les relations utiles qui relient les quantités intervenant et permettent
des simplifications notables dans les expressions.
4.1.7 Relations entre les coefficients de 7Zn
bn = 0
b[ = — 8n/i„(l)
h - 1712
“il — a12
771 !
a9 „ l-^cos(^)
Tihn (—) = y — 2nj\\(3\ ~ Q1W2 ^12)
Q1
d’où :
, ^2/1 , ,02x 02 ,1 v
«11 = {-^nhn( — ) H a12)
mi qt qi qY
également :
m2 l
0 11 — 012
777!
2trr1 - ^cos(^)
' n 'h (Si) —
" «1 J=^,„ (1 + (^)2 - 2(£) cos(^))<§) = Ç3(5j2 _ 01
d’où
m2 / 1 , / 02 n 02 „ n
011 (—77Ùn( ) + — gn)
nri\ q6x ql qY
En intervertissant les indices 1 et 2 et en exploitant les symétries sous-jacentes, on
trouve les relations suivantes :
, mi( 1 7 / 0i \ . 0i ?i \
«22 = (~3 77/ln( ) + —d2l)
m2 qi q2 q2
m\ / 1 , / 01 X . 01 n \
022 = (—nhn{ — ) + —g2l)
m2 q{ q2 q2
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4.1.8 Factorisation de Tn
T71 =
n(u-iX)2 , nmo 3nmn , 3n/in(l)
~ r "3' ' 3 H .->..3
m\ 2miqj
- Î6ïf6‘
3nmo | 3nhn( 1 )
2m i g2
“fPl.l
2W2,1
2migf 2qf
—1^1,1
n(gj+iÀ)2 nrn0
m\ 2m\q\
— \d\ i — —jè1
2 16<7j
— ~nn2^2,1
2al,2
-On2^1,2
-<7n2^1,2
_IT
2al,
n(o;—lA)'
+
nmo
2m2q\TÏÏ2 t'iic'é 1/2
^
3nmo 1 3n/in(l)
..3 n ^73—
3
2m2Ôf ”1 ^2
>^2,2
-fl712^2,1 2a2,l
3nmg , 3n/tn( 1)
2m2 q\ 2ql
2^2,2
+
yimpn(u;-hiA)"
7712 2
1 r/ 1 kl
“2^2,2 - Të^fô
Les opérations élémentaires suivantes n’affectent pas la valeur du déterminant Tn :
Ci -> Ci + —C3
miçi
c2 c2 + ^c4
ITllQl
où C3 désigne la je colonne de la matrice.
Les éléments de la matrice obtenue sont notés TZJ, et. par commodité, on les traite
séparément.On utilise en outre la notation n — -
T\\ — (1 — in) +
nuj nmo
7721 2miq\
nuj2 nmo 1,7722 . 1
Lu - —b'- ^d\a
16ç? 2 772!#!
92
Tn — (1 — in) h 0 —(—{—*nhn( — ) H d12)) 4-
92 ,1 u , nhn{ 1) 1 7722#2 ,1
7721 2772i#i 2 7721 qf
Tu = (1 - in)'
nui
+
727720
Qî
1 7722 1
9l 29? 2 772i#i
<2
O 3 ~b 72—“~3n^n(l)(~) + 0 3
7721 2772i#f 2 772i #i 2#?
En utilisant alors l’une des conditions de l’équilibre relatif :
= 7720 + 7721 /ln ( 1) + m2hn( — ),
Qi
on obtient :
Tn = (i + (1
2
72CJ
7721
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Pareillement, on trouverait :
1 _ 2
m / 1 / • \ 9 \
T22 = (x + (1 + W) )
2 mi
To, =
_ 3nm0 3n/iw(l) 3 3 m2q2 n
21 2m\ql 2qf 2^1'1 2m\q\^n
3nnriQ 3nhn(l) 3 m2 1 ,92* 92
2nriiq\
+
3^2 n
0 3 “ x( — ) + —P^)) X
2qf 2 mi qf qi qY 2
P12
T21 -
3m0 3n/i„(l) 3 m2 1
2777-!^^
+
Ç2 3 nuj‘
+ ô —(-nM-)) = ô'
<7i 2 77T-1
et aussi :
2q\ 2 m\ q\
3 nu2
Tu = x-
rr — x .1 , m2Q2 n . N. 2 ,M"
T31 — —~dl 2 H (1 — H
2 777 !
2
no;
T31 =
2’1,2 miÇi
m2ç2/ 1 j
m2
777770
2m2q2 2 ’ 16ç|
- ô^i,i “ 61
miqi ^ 777292 2
,1 . ,2nu nmo 1 1 ,h
<ii 2 4- (1 — îk') 0 — — 0^1,1 — 1 r>~3 ^ )
m2 2m': 16ç|
Tïl2q2 / ^îil ! . 2nw2 717770 . 1 1 Çi 9l , , Tlhn( 1)
T31 = +(1 -w) ^+2^i+2m2(Thn(T+v/i2)+^r
rsl =
777iÇi 7772Q2 2
1 ,1 . ,, • x2ncj . nm0 . 1 7771 1 qi qi 1 , n/in(l)
-c? 2 + (1 - «9 + X + ô (-ô77/ln( — ) H d 2) + )
1,2 V 7772 27772 2 7772 (?| 92 92 2Çf
T3i =
_ rn2q2 ,,1 UnuJ" , nm0 , 1 ml , ^n(l)
((1 — w) H — ô “1“ ôTihn{ — ) H ——
7772 2777292 2 7772 q2 92 ^ 2q77719l
,3 )
T,31
777292 / \ o 1, 77W2
Identiquement,
777 i9i
777.292
((l-û/)2 + -)-
2 7772
T m2<?2,,, l2 , V7^'2
r42 = —((i-*0 +ô —
777i9i 2 7772
_ 3 777292 .377777Q 37l/ln(l) 3
41 2^21 777i9i 27772 292 2 £22)
777292 , miqi 3 n 3t77770 3nhn( 1 ) 3
?41 = + X92l + X 3 + Tl X^)
777-19l 777292 2 2777292 ^92 2
,777292 , ?77i9i3 n 3777770 377/ln(l) 3 7771 1 9i 9i nu
^41 = + ~9?i + X 3 + 0 3- + X (-jàni — ) + —g2i))
rrij 91 777292 2 2m2qf 2qf 2m2 qf q2 q2
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Tu =
rri2<?2 3nmo 3nhn(l) 3 mi 1
miçi 2m2q2
+
9i
2^2
+ ô ôn/l„( —)) =
m2ç2 TUJÀ
2 m2 <72 <72 mi9i ^2
enfin,
^32 —
Tn2q2 ^
m^/i m2
Tn
(5 + (1 ~ lv)
2 nu/
mi
3 no)2
2 mi
3 nu2
2 7711 a + (i+*")2)—
—-r/1
2ai,î
3 „n
201,2
^(A + (l-«/)2)^miçi ' 2
3 777292 nu;2
2 7771 9l ”72
(1 ^)2z«üi +
\ / 77702 27772
1 J 1 U
“2 “2,2 * ïê^O
3 777292 nu>2
2 777191 7n2
^(i + (l+il/)2) —
777191 V 2 ' > > 7772
Ici, il est agréable d’avoir recours aux notations (locales) :
3n777n 1 3n/in(l)
oX.,3 H ^73—
2777292 292
-§52,2
I + (l H2 |
I i + (l+2/2
S =
(i-*02— +
P =
7772
1,/ 1
2“2,2 -
-H,2 -§01,2 \
“§01,2 -x* ;
nmo 3nmo
2m2 92 2”72 9-2 + 2^7»»
§02,2
3n777o 1 3n/in(l)
73 1 0
nrriQ
27772 9o
1^2,2
(! + ^) + 2^|
-K2-^
P s’écrit encore :
V =
3 nw2 1 3 7771 <71 n
2 m2 + *>
3 nu/2
2 7n2
3 7771 91
92
02!
ri =
,2u4”9i
mi
IÏÜE22iw2^
”7291 ”72
2 777292
£
021
- ...z 2 mo9L
dL
2 n72 92 U21
P
nu;2 a
m\
0
s
V-^B
91
= (~)Vl
7711
P
92
3nn
201,2
I/91
2 “l,2
3n77io 1 3n/t(1(l)
2777292̂
+
202,2
2?r
(1 + w)2— +
' / 7770 3m,2rn2
— 7; do 9 —2^2,2 -
01
5
(1 - w)2 + £
7 <a(l +
avec :
nuv
a —
m2
70
a 1,77119! . 92 s ,1
P= ô + ô( + -)d2l
2 2 771292 9i
3a 3 777i9! . 92s n
7 — TT + ~ ( 1 )<?2i
2 2 77i292 9i
(on a tenu compte de c^i — d}2 et P21 = du)-
Le déterminant précédent devient alors :
a2z/4 + 2a(a — j3)v2 + (a + /3)2 — 72
La positivité du terme constant est nécessaire à la stabilté spectrale de LE.R.
Nous allons montrer que celle-ci n’est jamais vérifiée :
Lemme 11 pour toutes valeurs positives de q\ et q2, pour tout n > 2 :
a + 3 < 7
Preuve :
01 + 0- 7= ^-(<4 -3521)
par homogénéité, on peut poser q2 = 1 et 0 < x = q\ < 1.
Il s’agit alors d’étudier le signe de l’expression :
, eiU 1 1 — xelu bx — 2(1 + x2)elu — xe2lu
(1 + x2 — 2x cos(u))i (1 + x2 — 2x cos(ii))i elu — x (1 -f x2 — 2xcos(7z))f
En se fiant au Lemme 12 (chap.4), le résultat en découle. De plus, a, 3 sont positifs(pour
s’en convaincre, on peut écrire leur développement en série de Taylor de x au voisinage
de 0, celui-ci ne comportant que des termes positifs).il en résulte que (a + /3)2 — 72 < 0
et donc que l’équation
a2vA + 2a(a - fi)v2 -t- (a + P)2 — 72 = 0
ne comporte pas exclusivement des racines réelles négatives et donc que LE.R. est spec-
tralement instable.
Théorème 4 L’équilibre relatif de deux polygones homothétiques centrés autour d’une
masse ra0 est toujours linéairement spectralement instable.
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Deux polygones déphasés de -
La matrice étudiée est semblable à la matrice diagonale aux éléments diagonaux les
matrices S1 :
5’ =
nn(ui-iX)2 . nmo
T T
m i 2mi<?j
-H.. - îkb2
_3nmo
2m 19?
-f9U
2 “2,1
202,1
3nmp
2m i
+ |(^ - 01,l)
V2n(cj+iÀ)~ nmp
mi 2m\qJ
+ 2^ ~ du)
3/ne'n 2 \
2l^|- “ 02,1 )
e* n ( n Ân \
— - «2,J
-a?,:
î„»-l2^1,2
n(u—iX)2 | nmp
m 2 2m2qi
2^2'2
3nmg
2m2Ço
“ 2 02.2
3 (ne 1 n 2 \
2^ 0il2;
\
3nmp
2m2?2
(ü;+zA):‘
m-2
1 ( n
+
nmo
277129?
+ 2(t~rf2-2) /
/ n(cj-zA)2 nmp
m\ 2m\qf
-èdu - îif6'+1
3nmp i 3n/in ( 1 )
2m i 9? 2<t?
“§01-1 +
— r//+1
2 “l,2 201,2
S* =
3nmp^ _|_ 3n/in(l)
2mi(?f
-fsïT + t-t6'
2«l
3
169?
e*n ji-fl
2 a2,l
n(o»+zA)^
mi
, nmp
2m 19?
1,/ 1 /Z"1
2dU “ 16^°
202,1
3 n-/
201,2
n(u—iX)2 , nmp
7712 2m2 9?
7-1
2 al,2
3nmp i 3/tn(l)
2m29-2
_ 2 02-2 +
3 n-l
202,1 2 U2,l
3n>77iQ |
27712 9?
3n/in(l)
29T
2^z'z 1“9 02,2 +
_l_ nmpn(u+iX)2
m-2 2m? <7?
4^ - 4?^' y
72
n(w-zA)2 . nmo
r o™.
m i 2m\qf
n 1 j
2«1,129?
3nmp |
2mi <7^
“2^1.1 +
3/ln(l)
2q\
3 Ln — 1
I69?
ne1 n e 1 n ^n
2q\ 2 fll,2
L"-1
2 y 1,2
\
5"-‘ =
3nmp
2m\q^
3ra 3
Wx ~ S^1»1
ne n en in
2<?o
_ e n jn
2 a2,l
n(gj+zA)2 nmp
mi ' 2migj
-K. - ïkbn-2
3„n-l
2 02,1
3ne* n 3nn—l
2 201,2
n(uj-iX)2 , nmp
m-2 TrnTcR
n 1 j-
2^ “ 2^2,2
e 1 n jn—2
2 Ul,2
3nmp
2mo^2
-1.92,2
3ne 1 « 3 „1
2 <72 2^2,1
e1 n jn—2
2 a2,l
3nmp |
2m2q\
3n 3
2qf ~ 2 02,2
n(u;-fzA)2 ^ nmp
777-2 £*nv’£n2
1^ 1 /,n-2
“2^2,2 - Yë^ /
D’un point de vue analytique, lorsque m0 prend des valeurs importante (les masses ml
étant fixées), il est possible de donner les développements des déterminants des matrices
précédentes et de montrer qu’à la limite (lorsqu’on les a normalisés), les valeurs propres
associées sont imaginaires pures.Malheureusement, cela n’entraine pas qu’à partir d'une
certaine valeur de m0 il en soit ainsi, même si numériquement cela est clair.
Pour finir, nous énonçons une conjecture pour un nombre quelconque de n-gones réguliers
concentriques :
Conjecture 1 Soient p n-gones réguliers concentriques en E.R. autour d’une masse mo
(%) si deux quelconques de ces polygones sont homothétiques, l’E.R. est toujours linéaire
ment spectralement instable.
(ii) si deux quelconques d’entre eux ne sont jamais homothétiques et n > 7, l’E.R. est
linéairement stable pourvu que la masse centrale mo soit suffisamment grande devant les
masses mt.
La preuve ’morale’ de cette conjecture est que lorsque l’on a normalisé la configuration
(plus grand rayon égal à 1 par exemple), faire croître la masse centrale tend à confiner
tous les polygones dans un voisinage du cercle de rayon 1.
Dans le cas (i), le problème est alors proche de p problème indépendants (chaque polygone
régulier avec la masse centrale).
Dans le cas (ii), deux polygones homothétiques vont tendre vers une collision et l’effet de
la masse centrale ne sera jamais prépondérant.
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4.2 Stabilité orthogonale
Considérons n polygones réguliers concentriques centrés autour d’une masse mo, l’en
semble formant un équilibre relatif.
On se pose ici le problème de la stabilité orthogonale du système linéarisé que l’on a réduit
grâce à l’intgrale du centre d’inertie.
4.2.1 Equations aux variations en z
Z; ~ Z\fc _ — Zq ml z'} — z^ mr ^
Zi ~ ~m°\MtkM0\3 ~ Ht if-^n |M*M/|3 2^ ~ 2^
yk yJ
^i ^T
L <7* <7
j^k
1<r<P n i^nlWI3
r^i
On développe alors ces équations en ne retenant que le premier ordre :
A = o + cf
et on utilise la relation de conservation du centre d’inertie :
E 777,r —Cr
11
l<r<p
avec
Cr ~ ^ Cr
l<j<n
\MtkMo\~3 = q~3
\MkMf\~3
|MfM/|“3 =
1
1
8ç,3|sin(![i—ji)|3
1
?3(l + |-2^cos(î^ + 0r-0i))l
quand on n’a conservé que le terme de degré zéro,
l’équation aux variations en z devient alors :
cf -r'k _ _ Ci_ ]_ ST' ™T_ J- _ TJh _j_
m° qf qf ^ n n 8qf ^ I s[n(EihzÛ)\3
^1 1 <r<p ^1 1 <]<n I n /I
j^k
v—\ TTlr v—>
thp ^ ètn (1 + | -2^ COS(^l + 4>r - &))
rj^i
Ct - Q
l’équation précédente peut alors s’écrire sous la forme :
y _ Q 1 V" nr
Ci m°„3 n3 / y „ ^Cr + 3^Cî
^ # l^p 71 KQÏ
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avec :
Cz
Qt
'S'' mra( — ) +
TeE Qi
1
y2 TnrYiL'rc>r
1 <r<p
r^i
&r,i E
l<j<n
1
(l + (^)2-2^cos(*=i+ &.-*))*
/C, B, Eî,r désignant les matrices n x n aux éléments :
B
!Cjtk = 1, pour 1 < j, k < n
1
'j,k
8|sin(^)P
, pour 1 < j 7^ k < n
Yl’r —
^J./C -
Bj,j — yy ^j’k
\<k<n
1
(l + f-2|cos(Mi=2l + 0r_0.))f
, pour 1 < j, /c < n
Cz =
C/ \
U"/
+4 désigne la matrice p x p aux blocs Æ,rde dimensions n x n :
/.41'1 ••• \
>1 =
y ^p-1 ... ^
_4>,.
.4^ =
_(mL+o1)î +
nqf
(B - K)
mr
nqf
(Eî,r - /C)
cb = E
l<r<p
r^i
si l<ij=r<p
mr
&r,i
n
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4.2.2 Réduction de la matrice A
Réduction de JC, B, Eî,r
pour 1 < s < p :
où :
On constate alors (voir [19]) :
\
VKf
Vf = exp(i(s - 1)—-)
J n
KVl = nVl
et si 1 < s < p
JCVS = 0
BVS = Asys
ou
1 ^ sin2(“)
4 4- sin3(^)
3=1 v n >
n n / .27r(s-l)?' \
(yi,rys\ = f eXP(l n )
)/; f-rk'j j è(i+S"2ïcos(^+0r-^))t
(Eî,rVrs)Â: = expz
27r/c(s — 1) exp(i
2tt(s—
Tl
v
^t(l + |-2fccos(?^ + 0r-4))?
3 = ^>rexpz
.27rk(s - 1)
n
car la dernière somme ne dépend pas de k. en conséquence
Ez’rys V1
4.2.3 Réduction de A
V désigne la matrice à blocs p x p aux termes diagonaux P de dimensions n x n :
V =
P ••• 0
0 P
des résultats précédents, on peut déduire :
A = VVV~'
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où V est une matrice p x p aux blocs diagonaux n x n D1,r
v,t = + l7‘)X + HY(p-lBP - V-'KP)
<?, Qi
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vl'r = —{p-lZl'rP - P~l/CP) sil <i + r <p
lorsque P désigne la matrice de passage n x n aux éléments :
P = Vs
J’s vj
Lemme 12 soit A une matrice à p x p blocs diagonaux Aî,r. alors A est semblable à la
matrice diag(Cs, s = l..n) où
ctr = A*/, 1 < i,r < p
On applique alors ce Lemme à V :
V est alors semblable à la matrice diag(Cs,s = 1 ..n) dont on va calculer chaque terme :
n\ ,mo + ol mx
Cti = -( «—) ô(n)
qf nqp
et pour 1 < s < p
C\ — —\(vïr — n) si 1 < z / r < p
' nqf
^i.i ~ ~ ' 3 > „ ^3
Qï nq\
mr
Clr = —jW)
mi
Il reste alors à réduire les matrices Cs
Réduction de Cs pour s>l
Proposition 19 Pour s > 1, Cs est diagonalisable à valeurs propre strictement négatives.
Démonstration : On désigne par M la matrice diagonale p x p :
M = diag( —,—)
n n
CsM~l est une matrice réelle et symétrique car
Qi Qr
en conséquence, (CsM~l)M est une matrice diagonalisable sur 1Z comme produit d'une
matrice symétrique par la matrice symétrique définie positive M.
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soit alors p, une valeur propre (réelle) attachée à Cs.
Supposons par l'absurde que p > 0 |(CS — plp)i^\ > + p- or
"i
= iE
exp(i 2-n(s-\)j
zr(l + |-2^cos(^))l
. , <lr ,< ° — )
Qi
par conséquent,
E Kcs - < S
ce qui assure que (Cs - pl) est à diagonale dominante et donc inversible.En conclusion,
Cs n’admet pas de valeurs propres positives.
Réduction de Cs pour s=l
On note 3 = diag(\,i = 1 ..p)
On vérifie facilement que S est symétrique ainsi que l’égalité suivante :
C'= nQ-3ICM - SM
Si,i =
no;
mqï
V Qi J
Proposition 20 Cl est une matrice diagonalisable sur 7Z et toutes ses valeurs propres
sont strictement négatives.
démonstration :
C1 = —(moQ-3M~l + S)(M + —MKM)
m0
car
SMK = 0
En conséquence, —C1 est le produit de deux matrices symétriques définies positives et, à
ce titre, elle est diagonalisable et toutes ses valeurs propres sont strictement positives.La
proposition en découle.
4.3 Stabilité de l’équilibre pour des perturbations or
thogonales au plan du mouvement
Théorème
Pour des perturbations orthogonales au plan du mouvement, l’équilibre relatif de p(p >
2) n-gones homothétiques centrés autour d'une masse mo est linéairement stable.
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Remarque 11 Nous avons ici retrouvé un résultat générique pour les E.R. avec une
réduction partielle de la matrice de stabilité.
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Chapitre 5
Problème des n+l-corps
Dans ce chapitre, nous revenons à un polygone régulier unique de rayon q (la masse
— étant située sur chacun de ses sommets) et centré autour d’une masse mo.
La condition nécessaire et suffisante pour l’équilibre relatif de cet ensemble est la seule
relation :
qiuj2 = mo + mhn( 1)
. Quitte à changer d'echelle, on peut supposer commodément q = 1.
Les valeurs admissibles pour m0 comprennent le domaine m0 > —mhn{ 1), avec la valeur
critique m0 = —mhn( 1) qui correspond à un équilibre absolu.
Dans la suite de ce chapitre, nous n’envisagerons que des valeurs positives pour ce para
mètre.
On considère alors un tel équilibre relatif et l’on suppose qu’un corps fi de masse négli
geable est soumis au champ gravitationnel engendré par le système précédent.
La première section traite de l’équilibre relatif du système complet (y compris la stabilité)
tandis que la seconde est une ébauche de la recherche de solutions périodiques (dans le
repère tournant) pour la particule /r.
5.1 Equilibre relatif des n+l-corps
Le but de cette section est la recherche de positions d’équilibre relatif pour le corps p
ainsi que l’étude de leur stabilité.
Pour des raisons de symétrie, la masse p doit être située dans le plan du polygone et sur
l’un de ses axes de symétrie (voir chapitre 2).
De plus, si (/?, 9) désigne ses coordonnées polaires, l’équation suivante doit être vérifiée :
1
mQ— +m
P2
hnVjJ)
P2
= cJ2 p = p(m0 + mhn( 1))
La condition de symétrie implique # = 0ou(9=-à-^ près.
Dans l’étude, on distinguera entre les cas m0 = 0 et mo > 0
(5.1)
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m m
5.1.1 mQ — 0
9 = 0
Dans cette section, nous allons répertorier toutes les positions d’équilibre relatif pos
sibles pour une masse p située sur la demi-droite (0 = 0).
On pose, par définition :
0(p, 9) = m0( 1 - p3) + m(/in(-, 9) - hn(\)p3))
P
où l’on a étendu la notation
1 ^ 1 -xcos(u+
hn{x,u) = — > —-—T
et
M^) = hn(x, 0)
L’annulation de cette quantité est une condition nécessaire et suffisante à l’équilibre relatif
pour la masse p.
Cette condition devient ici :
<f>l{p) = M“) - 1) = 0
P
L'expression précédente est strictement décroissante par rapport à p et ses limites sont
connues (annexe 6.3) :
lim 0i (p) = 0
p->o+
lim 0i (p) = —oo
p->i-
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lim (f)\(p) = +oo
p—>1+
lim <t>\(p) — -oo
p—> + OC
on en déduit donc que <j>\ s’annule aux seuls points 0 et X\ > 1.
9 — -
Tl
Ici, la condition devient :
Mp) = M“> -) - K(l)p'3 = 0
p n
L'étude de 02 aux bords de son domaine conduit à :
lim (f)2{p) = CT
p—> o+
Mi) > o
lim <t>2(p) = -oo
p—>+oo
On obtient donc l’existence de deux réels 0 < x2 < 1 et 1 < Xs qui annulent 02.
Je ne suis pas parvenu à montrer qu’ils étaient les seuls même si numériquement cela est
clair. A ce stade, nous avons démontré la :
Proposition 21 Soient n masses identiques situées aux sommets d’un polygone régulier
et formant un équilibre relatif.
Les seule positions d’équilibre relatif pour une masse négligeable p sont situées sur les axes
de symétrie du polygone.
Les points 0 et R\ sont les seules solutions sur le demi axe 6 = 0.
Sur l’axe 9 = - les points R2 et R$ sont encore solutions, (cf figure)
Lorsque la masse centrale est nulle, on sait que l’équilibre relatif des n masses — est
linéairement instable, ce qui justifie que l’on ne s’intéresse même pas au problème de la
stabilité pour la masse p et que l’on passe directement à l’etude du cas mo / 0
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5.1.2 rao > 0
9 = 0
0i(p) = m0(l - p3) + m(hn(-) - K(l)p3)
P
01 est strictement décroissante et une étude analogue à l’etude faite pour 0i prouve que
0i s’annule aux deux seuls points pi < 1 et p2 > 1.
6 = ï
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1 7T
02(p) = m0(l - p3) + m(hn(-, -) - hn( 1 )p3)
P Tl
02 (0) = m0
02(1) = m(/in(l, -) - /i„(l)) > 0 (voir annexe 6.3)
02(+oo) = —oo
Ceci permet d’affirmer l’existence d’un zéro pour 02 dans l’intervalle ] 1 ; +oo[.
Pour des valeurs assez petites de ^ numériquement 02 s’annule sur ]0; 1[ mais on négligera
par la suite l’étude de ce cas, le critère de stabilité linéaire pour les n masses étant
justement que ^ soit suffisamment grand.
Proposition 22 Soient n masses identiques situées aux sommets d’un polygone régulier
centré autour d’une masse m0 et formant un équilibre relatif.
Les seule positions d’équilibre relatif pour une masse négligeable sont situées sur les axes
de symétrie du polygone.
Les points S\ et S2 sont les seules solutions sur le demi axe 6 = 0.
Sur l’axe 9 = - le point S3 est encore solution.
Les sections qui suivent sont dédiées à l’étude de la stabilité des positions précédem
ment trouvées.
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5.2 Stabilité linéaire pour l’ensemble
On se place ici sous l’hypothèse à priori que le polygone régulier est linéairement stable
(n > 7 et ^ suffisamment grand) et l’on écrit les équations aux variations pour le corps
li.
5.2.1 Equations aux variations
Les équations du mouvement en repère tournant pour fi peuvent être définies par la
seule équation :
W + 2 iuiW=u2W -rnJ2 W ^
w~ui
où W désigne Faffixe du corps fi dans le repère tournant.
Au voisinage d’une position d’équilibre :
W = W0 + e
Wq pouvant être l’affixe d'un des points Si, S2 ou S3. On dispose alors des développements
suivants (avec S = ë) :
1 w- Wj-r3 ~ w3r3(i - — + . ))
2 W0- uij- U,
3, c
2 yy0 W0
D’où l’on déduit :
w - Wj
| W-uA3
~ ordre0 + \Wo — wA J(—e —
1 3 Itn — W,
2 2 W0
S)
w 1 3 Wt
| W
' ordre 0 +\W0\- (--e--=S)
On aboutit alors aux équations aux variations en e et ô :
m
ë+2iuè = u e-\ e
n n
El 3m\wn - /,»,|3 +ÔT®
1 Wo — Un m0 3 m0 W0
2n j^\WQ-u^ 2n \W0 - Uj\3 W0 - u^ 2\W0\3 2\W0\3 W0
ë 0 . ; 2 r r X ' 1 3m v-—\ 1
ô — 2lUÔ — CU 5+ ——ô y 77— — H € /
2n ‘ ^ \Wn — F 9n ‘ \Wm — /0 uj 13 2
W0 - Uj m0 . 3 m0 _ W0
T7ïÔ+-——rÔ==
“\w0 - Uj\3 Wo - Uj 2111013 2 |1F0|3 Wo
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ou encore :
lorsque l’on a posé :
c + 2iuj't — uj2 c 4- At 4~ Bô
ô — 2 icuô — cj2ô 4- Aô + Bc
A = A(W0) = ^J2
2n ' \Wq — Uj\
3=1 J
m0
2|W/0|3
Wq - uj 3 ra0 H o
2n
+ -
^ |l4-'o - w,|3 H-'o - u, 2 |M o|3 W,
Sous forme matricielle :
/ è \ ( 0 0
5
ë
\SJ
1 0 \
0 0 0 1
A B —2iüü 0
\ B A 0 2iuj J
xW =
-X 0 1
0 -A 0
A 4~ uj2 B —(2iüü 4- A)
B A 4- lu2 0
f*\
ô
è
W
0
1
0
(2iuj — A)
grâce à des opération sur les colonnes, on prouve facilement l’identité
X(2>) =
A + (uj- \i)2 B
B "i- (w "H \i)2
Il vient alors :
x(A) = (u2 4- A2)2 4- 2A(cj2 - A2) 4- .42 - \B\2
et en posant v — A2 :
X(i/) = v2 4- 2(o;2 — A)v 4- (cj2 4- A)2 — \B\2
Les valeurs propres du système linéarisé sont du type stable si et seulement si les racine
du polynôme précédent sont réelles négatives.Cette condition devient exactement :
li(x, 0) = A' = (cj2 - .4)2 - ((eu2 + .4)2 - |£|2) = |B|2 - 4a;2.4 > 0
^(x, 9) = eu2 — A > 0
k(x,d) =lj2 - A > \B\ > 0
où (x,9) sont les coordonnées polaires du point d’équilibre W0.
Le fait que l’une quelconque de ces inégalités ne soit pas vérifiée suffit alors à prouver
l’instabilité de la position d’équilibre du corps /i.
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Instabilité des positions Si et S2
Proposition 23 Pour toutes valeurs de m0; Si et S2 sont des positions d’équilibre li
néairement instables, dans le sens où le système linéarisé au voisinage de ces postitions
comporte des valeurs propres dont la partie réelle est strictement positive.
Pour prouver cette proposition, il nous faut d'abord accéder aux deux lemmes techniques
suivants :
Lemme 13 Pour toutes valeurs de p ç]0; +oo[— {1}7
B(W0 =p) = \B(W0 = p)|
Preuve :
B(p) admettant une symétrie simple par changement p —»• -, on se contente d’établir le
lemme pour p = - > 1.
_ / v 0/1 i V—^
*<")= *rE
3m A 1 p — ujj 3 mo P
2n |p — ujj |3 p — ujj 2 p3 p
que l’on peut réécrire sous la forme :
3ms3 1 — scv
B = El — *u;7- . 9 /27T7. ,_3 3 o(1 + s2 - 2s cos( )) 2 + -ra0s3
1 - sw-i v n ” 2
7 = 1 3
on réutilise la notation :
B(p) -
WM). - - £ /(?)
n *—' n
j=l—n
1 — se1
}n + -^0S'
2 (1 — se îU)(l — selu) 2 (1 — se~lu) 2 2
or,
^ (1 — se-ni)(l — selu) 2(1 — se~lu) 2 ^ ^ (1 — se~lu)2{ 1 — 2s cos(w) + s2) 2 ^
{ I _}n =
(1 — se~lu)2( 1 — se~lu)^( 1 — selu)ï
{J2(k + l)ske~'ku YY = {£{P(e-“,e-“)K
k> 0 k>0 k> 0 p>ü
Où P(x,y) est un polynôme à coefficients positifs car tous les coefficients Wk sont connus
et positifs. Le résultat en découle.
Pour démontrer le second lemme, nous exploiterons la
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Remarque 12 Pour toute fonction g paire et 2n périodique de la variable u et tout entier
q •
{eiqug(u)}n = {e~iqug{u)}n = {cos(çw)^(w)}n
en effet :
{e'‘"‘g(u)}n = ~ Y —g(2*{n ~ j)) =
n n n ' n
j=l-n j= l-n
- E = {e-"“5(u)}„
7i < ^ nn *—'
3=1—n
Lemme 14 pour tout s ç]0. Poe] — {1} et n > 2
1 - seÎU^ 1 + s2e2lu - 2selu ^ 1
(1 + s2 - 2scos(u))2 (1 + s2 - 2s cos(it)) 2 (1 + s2 — 2s cos(u))2
}n > 0
Ce lemme technique est une illustration de certaines formules démontrées dans le chapitre
2.
En utilisant le signe de hn(s) ainsi que l’homogénéité, on peut toujours supposer que la
variable s e]0; 1[.
1 _i_ Q2‘2iu _ oQp2îi
{3 + — T - 2
1 — se1 1
(1 + s2 — 2scos(w))2 (1 + s2 — 2scos(u))2 (1 + s2 - 2s cos(w))2
s2e2lu + (2s3 — s)elu + 3se~zu — 5s2.
(1 + s2 - 2scos(w))2
et, en tenant compte de la remarque 1 :
, se2iu + 2(s2 + l)eiu — 5s
_ tS ~ ~ “ . . . 5 }n
(1 + s2 — 2s cos(uj) 2
on utilise à présent la formule 2.10 cor 6 :
(qt)p> 4- f^r)n~p/)
{elvu\W{selu)\2}n = W(r) • W{s2t){ ’ 1 J }
}u =
1 — (sr)n
où p' est le reste dans la division euclidienne de p par n.
se2iu + 2(s2 + l)eiu - 5s
{
(1 + s2 - 2scos(u))2
}n =
W{t) . W^t)
2 ^s((st)2 + (sr)n 2) + 2(1 + s2)(sr + (sr)n *) — 5s(l + (sr)n)
88
1 — (sr)n
Mais,
tw 2 \5((57")2 + (sr)n~2) + 2(1 + s2)(sr) + (sr)n_1) - 5s(l + (sr)n)
W (S T) ; =
1 — (sr)n
[s((sr)2 + (sr)rt“2) + 2(1 + s2)(sr) + (sr)n_1) - 5s(l + (sr)n] ^(sr)n</ ^ wps2vtp
q>0 p>0
= s((2t - 5) + (r2 + 2r)s2 + (r—2 + 2r”"V2 + (2rn~l - 5Tn)sn) 55 £>*(1-)/
/c>0
OÙ
Dk(r)= J2 w<iTq+nP
2q+np=k
Pour prouver le résultat souhaité, j’ai regardé un à un le coefficient de chacune des puis
sances de s en séparant les cas lorsque cela s’impose.
Afin de ne pas rendre trop fastidieuse la lecture de ce manuscrit, le calcul du coefficient
de sk+l est rapporté ici pour le cas générique suivant :
n = 2k' pair et k = an 4- b avec 0 < b < n — 1
Ce coefficient s’écrit :
W (r) • F(k, r)
où
F(k.r) = (2r-5)Dfc(r)+(r2+2T))D*_2(r)+(r’'-2+2T"-1))£>fc.n+2(r)+(2r"-1-5r")Lli_n(r)
Or, _
£>*-2 (t)=Y, W„Tq+nP=J2
2q+np—k-2 2{q+l)+np=k 2q+np=k
De même :
ZVn+2(r)= 52 WqTq+np=55 55
2q+np—k—n+2 2(q—l)+n(p+l)=k 2q+np—k
et
Dk-n(T)= 55 wqrq+np= 55 WqTq+np= 55 W„Tq+n^
2q+np—k—n 2q+n(p+l)=k 2q+np=k
Dans tous les cas, les indices sont des entiers positifs et comme n ne divise pas k par
hypothèse, je me suis assuré que les réindexations opérées ne réduisent ni n’étendent le
domaine de sommation.
Donc :
F(k, r) = 55 K2r - 5)wqTq+np + (r2 + 2T))wq.lTq-x+np
2q+np—k
+(t"-2 + 2rr‘-1))ro,+1r«+1+n(p-1> + (2r"-‘ - 5r'l)m,r',+n<,,-,)]
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et, après simplification :
F(k,r) = {{2wQ+wq-i)Tq+np+l + (2wq+i+2wq-i — l0wq)Tq+np+(2wq+wq+\)Tq~tnp~i)
2q+np=k
Finalement, en se souvenant de W(t) •t171 = wm, le coefficient de sk+l s’écrit comme une
somme de termes du type
expr(q, m) = (2wq + wq-i)wm+2 + {2wq+l H- 2wq-i - 10wq)wm+i + (2wq + wq+i)wm
or,
et après quelques calculs :
expr(q, m)
r(g + §)
Wq r(|)r(ç +1)
{q-m)2T(q+ |)r(m+ |) >
7rr(g -(- 2)r(m "f" 2)
Le lemme est donc acquis.
Nous sommes à présent en mesure de prouver la proposition 3 annoncée :
7r
u2 = m0s3 + mhn(s, —)
Tl
\B\- A-cv2 = B - A-cj2
ms3 , 1 + s2e2m — 2selu 1 — selu 1 ,
= —r—{3 T - 2 j 3-}n > 0
2 (1 + s2 - 2scos(u))2 (1 + s2 — 2scos(u))2 (1 + s2 — 2scos(tt))2
donc :
/3(5,0) < 0
ce qui suffit pour affirmer que Si etS2 sont instables.
Stabilité de la position S3
Proposition 24 Pour n > 7 donné, lorsque ^ est suffisamment grand, S3 est linéaire
ment stable.
Pour ra0 donné, soit p > 1 solution de l’équation. On peut alors écrire, ayant posé s = -
et se référant aux équation d’E.R :
s3/zn(s, - hn{ 1)
m0 = m ——
1 — sJ
Lorsque m0 prend de grandes valeurs, s tend vers 1 par valeurs inférieures.Nous allons
étudier le comportement des quantités L, l2, Z3, en utilisant l’expression de
7T S 7T
CJ2 = m0s3 + mhn(s, -) = m- {s3hn(s, -) - hn( 1))
n 1 — n
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1
A =
ms-
2n
E
~i (1 + s2 — 2scos(^LZ + ~))2
= IV v n n 2 '
+
ms3 53/zn(s, -) - /in(l)
A =
ms" 7r
2(1 _s3)(s3/i"(s'n) +
(l-s3)
1 — s3
1
n
/l -
ms°
(J^yfrîTi
1 — S4 C0S(— + ~)
v n n 7
2n(l
*=ïe
E(1+s2_2,cos(?H + ï))!
M1))
)
+ s2-2scos(^ + ï))i
v n n 2 >
1 Wq — UJj 3 ra0 Wq
+
B =
2n \W0 - UjP W0 - Uj 2 \W0\3 WQ
3ms3 2^ 1 + 52 cos(—^ — 2s cos(^ +-) 3
2n
-e n E
j=i (l + S2-2Scos(f! + 2))§
H—m05 e «
d’où
|£| =
3msK
2n
E
j=i
1 + .s2 cos(^ + - 2scos(ï2i + ï)
' n. n / V 77 r?. /
(1 + 52 - 25C0S(^ + ^))2
27TJ _|_ 7T
n n/ + - + m05l
Lorsque s est proche de 1 (m0 grand), l’argument de la valeur absolue est positif.
Il vient alors (pour s suffisamment proche de 1) :
7T
h(pi —) — A + lu' \B\ =
ms-
n
E
7T.
2n f-'(l + s2_2scos(^ + ï))l
7= 1 ' v n n> '
+ ms3hn(s: — )
n
3ras3 A 1 + s2 cosf^f2 + — ) - 2scos(—2 + -)
X v n n 2 v n
2n ^
7=1 (1 + 52 - 25C0S(— + ~)) 2' ' n n 22
Donc, lorsque s —» 1 ,
, 7T n(l - 53) 3 + cos(^2 + J)
/i(s, -)—— ~ ——-—j- > o
nms ^(2-2cos(^ + i))I
et enfin
MaII
i4
MaI)
A2
-> 1
1
—y —
2
On en déduit que lorsque s est assez proche de 1, soit encore lorsque le rapport ^ est
assez grand, les quantités h{^ ~), , ^) sont toutes strictement positives, ce qui
assure que les solutions de l’équation de stabilité sont strictement négatives et distinctes.
Ceci permet alors de conclure à la stabilité linéaire de l’équilibre relatif pour des valeurs
sufisantes(relativement aux autres masses) de la masse centrale.
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C’est létude précise des valeurs propres du système linéarisé qui permettrait de décrire
les solutions locales de libration (ellipses) voir par exemple [48].
Pourtant, nous délaissons cette étude pour l’investigation de solutions périodiques non
locales (et telles que la particule p visite tour à tour chacun des corps primaires). La
section qui suit en est l’ébauche. Je ne dispose à ce jour d’aucune preuve analytique,
seules quelques présomptions numériques.
5.3 Solutions périodiques aux n+l-corps
Reprenons l’équation complexe du mouvement de p :
•• • 2T-r W ~ Cd?
R 4- 2iuj\fy — üj2VI — m J
W
m0
|VK|'
Le corps p étant de masse négligeable, la conservation de l’énergie pour le système com
plet n’apporte aucune information sur la trajectoire de p.
Ici, nous disposons d’une autre intégrale du mouvement : l’intégrale de Jacobi.Nous allons
montrer comment la construire.
Sous forme cartésienne, les équations deviennent :
x — 2ujÿ = u2x — m ^
X — C-, X
J=i (1 + X2 + y2 - 2xcj - 2ySj)ï
T - rri0
ÿ 4- 2ljx — u2y — m
y-
m0-
(x2 4- y2) à
y
(1 4- x2 4- y2 — 2xcj — 2ysj) 2 (x2 4- y2) 2
avec Cj — cos(^) et Sj = sin(^). on effectue alors x(5.2) 4- ÿ(5.3) pour obtenir
(5.2)
(5.3)
xx 4- ÿÿ = üj2(xx 4- yy) — —
x(x - Cj) +ÿ(y - Sj) x
“J' (1 4 x2 4- y2 — 2xcj — 2ySj)*
j ~ mQ
(x2 4- y2) 2
Cette équation peut encore s’écrire
d i2 4- ÿ
Jv r
Ud m0 171 v r
r-(x2 4- y2) —
2 (x2 4- y2)^ n (1 4- x2 4- y2 — 2xcj — 2ysj)*
= 0
Le long des solutions, la quantité entre crochets est donc une constante du temps. Par la
suite, on suppose de plus mo = 0, m = 1 et n = 8.
On adopte les coordonnées polaires (p,0) pour repérer p. L’intégrale de Jacobi devient :
\(p2 + p262) - hn{l)p2 - {
2 \pel° — el
} = C
dans ce cas on distingue (à rotation près) quatre équilibres relatifs pour p en repère
tournant :
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Ex = (1.63429822514578,0)
E2 = (.940138179121501, f )
£3 = (1.57451517663363, f )
£4 = (0,0)
Ce sont aussi les points critiques pour le potentiel modifié
^mod(pi 6) = — hn{X)P ~ { I lu I }n
| pew — eLU\
Les valeurs de Vtnüd correspondantes sont notées Ci, C2 et C:i et Cj :
Ci = -9.278710614432699
C2 = -10.60517424527748
C3 = -9.16800731198766
C4 = -8
L’intégrale de Jacobi jouant le rôle d’intégrale de l’énergie, il est important de comprendre
la topologie de ses surfaces de niveau.
De plus, en utilisant le signe positif de l’expression p2 + p2#2, le long des trajectoires
Vmod{P10) < C
Nous représentons dans la figure (5.l)qui suit les lignes de niveaux de Vmod- Lorsque la
constante de Jacobi croît, on voit certaines régions (appelées 'régions de Hill’) centrées
autour de chaque corps croître jusqu’à se toucher.Grâce à l’intégrale de Jacobi, ces régions
apparaissent comme des régions de confinement.Elles ne nous intéressent ici que lorsque
leur taille est suffisante pour permettre à la particule p de visiter tour à tour chacun des
corps primaires.
C'est ceci qui nous guide pour le choix de la constante de Jacobi.
Les conditions initiales sont choisies de la façon suivante :
0 < x < 1, y = 0, vx = 0.
La constante de Jacobi ayant été fixée, vy se déduit des valeurs des autres conditions
initiales.
Le seul paramètre restant est donc la position intitiale de la particule p sur l’axe (ox).
J’ai utilisé ’Maple’ pour intégrer numériquement les équations du mouvement en effectuant
un balayage de conditions initiales (compatible avec la valeur fixée de la constante de
Jacobi).Ici, il n’est pas nécessaire d’intégrer les équations du mouvement sur toute une
période : en effet, pour obtenir une solution périodique avec des conditions initiales du
type précédent, il est suffisant que la solution recoupe l’un quelconque des axes de symétrie
de la figure avec une vitesse perpendiculaire à cet axe : cela est dû à la réversibilité des
équations (changer t en —t revient à changer uj en —u, c’ést à dire à effectuer une symétrie
par rapport à un axe fixe comme [Ox)) et aux symétries de la figure.
Nous donnons dans la suite quelques exemples de solutions périodiques , la particule
visitant tour à tour chaque primaire dans le sens opposé à la rotation d’ensemble de
LE.R.
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FiG. 5.1 - Ligne de niveau Vmoci = C pour quelques valeurs de C
Nous avons représenté ci-après une solution périodique confinée dans le domaine
Knod < —10.251932 puis la solution seule :
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Fig. 5.3 - Une fleur. Conditions initiales : C = —10.251932, x(0) = 0.699
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Fig. 5.5 - Un slalom. Conditions initiales :C = —4.3797671, x(0) = 0.88
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Chapitre 6
Problème inverse et solutions perverses
A la fin du chapitre 2, nous avons vu que sous certaines hypothèses, il était possible, à
partir de l'observation du mouvement de N corps, de remonter de manière univoque aux
valeurs des masses de ces corps, c’est à dire de résoudre le problème inverse.
Lorsqu’il n’en est pas ainsi, dans [16], Alain Chenciner introduit la notion de solution per
verse, c’est à dire de solution aux équations de la dynamique admettant deux systèmes
distincts de masses mi, • • • , et m^, • • • , m'N.
Lorsque de plus ces deux systèmes ont une masse totale identique et même centre de
gravité, on parle de solution vraiment perverse.
Exemple
Considérons un potentiel de type newtonien ^ et n masses unités aux sommets d’un
n-gone régulier de rayon 1 et gravitant autour d’une masse m0 avec la vitesse angulaire
U).
La seule condition nécessaire et suffisante pour l’équilibre relatif est la condition :
mQ + nm^n = uo2
avec 7n = n22a+i Ej=l (sin(izL)2a
La solution précédente est un équilibre relatif perverse (deux paramètres pour une seule
équation).
La détermination de la masse totale (m0 + nm = M) rend univoques les masses m0 et m
lorsque / 1 ce qui est toujours le cas pour un potentiel newtonien (a = -).
En revanche, pour une valeur de a proche de 7 (6.858790389) et pour la valeur minimale
du nombre de corps n=l-t-7=8, yn = 1 et la solution est vraiment perverse).
Pour le cas newtonien, nous allons chercher dans les exemples précédemment étudiés des
solutions vraiment perverses au problème des N-corps.
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On sait que lorsque N masses mi, • • • , m^v sont situées aux sommets d'un N-gone ré
gulier centré autour d’une masse mo, leur équilibre relatif est possible si et seulement si
ces N masses sont identiques.
Dans le cas défavorable où les N masses mi, • • • , ne sont pas toutes égales, on cherche
néanmoins à rendre l’équilibre relatif possible en adjoignant au système précédent d’autres
masses.
Plus précisément, on suppose que N = 2n masses (n fois et n fois m3) sont alter
nativement réparties aux 2n sommets d’un polygone régulier centré autour d'une masse
m0.
Par l’adjonction d’un n-gone régulier(centré en mo) aux sommets duquel est placée la
masse mi (n fois) on étudie la possibilité d’équilibres relatifs pour le système complet.
L’analyse se poursuit alors par la recherche dans ce type d’équilibres relatifs de solutions
vraiment perverses.
Quitte à effectuer un changement d’échelle, on peut toujours supposer que le rayon du
2n-gone est 1.
La distance de m\ au centre est alors représentée par p.
Sans perte de généralité, on peut aussi supposer m.2 > ra3.
Pour des raisons de symétrie, le polygone P{rrii, n) doit nécessairement être homothétique
à l’un des polygones P(m,2,n) ou P(m3,n).
On étudie alors séparément ces deux cas.
6.1 mo, mi et 7712 sont disposées sur la même demi-droite
6.1.1 Conditions qui garantissent l’équilibre relatif
Les équations de l’équilibre relatif peuvent s’écrire de la façon suivante :
ü/2p3 = M + nmiôn + -f- nm^gnl-) (6.1)
P P
(jj2 = M + nmikn(p) + nm2ùn + nm3gn( 1) (6.2)
uj2 = M + nmign(p) + nrri2^n(l) + nm3ùn (6.3)
avec M = m0 + nm-i + nrri2 + nm3 qui apparaît normalement ici comme un para-
mètre(recherche de solutions vraiment perverses), u vitesse angulaire de rotation de l’en
semble et les notations :
9n(x) h (s î) = lÿ l-XCOS^ + g) :
" ’n ntT( l+ï2-2xcos(^ + ï))l
^n(^) — (^ ) 1
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(2) — (3) implique :
fin — ( 1 ) 1
7711 =
9n{^-) fin
Mp) - 9n{p)
(m2 - m3) = an(p)(m2 m3)
En outre, on vérifie que pour tout n (voir annexe 6.3) :
a„(]0,1[) Ç n*+ et an(]l, +oo[) Ç K'_.
Il apparaît donc qu’un tel équilibre (avec des masses positives) ne peut être possible
que lorsque p < 1 ce que l'on suppose ici (le n-gone est alors intérieur au 2n-gone).
De (1) — p3(2) on extrait(M est fonction de m0, m2, m3 et p) :
f(p) = (m0 + nan(p)(m2 - ra3) + nm2 + nm3)(l - p']) + (5n - pikn{p))an{p)n(m2 - m3)
+ (M“) - p3fin)nm2 + ($„(-) - p3gn( 1))
P P
On effectue alors l’étude de f aux bords de son domaine :
En 0+, le terme dominant dans f(p) est le terme an(p)(fin + 1).
En conséquence : /(0+) = sgn(ôn + l)oo = +oo.
En 1”, le terme dominant est kn(^).
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D’où : /(I ) = —oo.
Il est alors visible que, par applications des valeurs intermédiaires, / s’annule sur ]0,1 [.
Proposition 25 Pour toutes valeurs positives des masses mü? 777-2 > 777-3, et toutes valeurs
entières de n, il existe p0 €]0,1[ et mi tel que l’équilibre relatif sus-décrit soit possible (le
polygone constitué par les n masses est alors intérieur et homothétique au polygone
constitué par les n masses m2)
Remarque 13 II semblerait que ce type d’E.R. soit inédit.
La généralisation ne semble pas simple : par exemple, pour trois masses alternativement
réparties aux sommets d’un Sn-gone régulier il faudrait aussi régler le sort des composantes
ortho-radiales de l’E.R., problème caduque dans le cas du 2n-gone.
6.1.2 Conditions garantissant la dégénérescence du système(sol.
vraiment perverses)
Lorsque l’on remplace 777,1 par son expression en fonction des autres paramètres dans
les équations (6.1) et (6.2), on obtient le système :
cj2p3 = M + nônan(p)(m2 - m3) 4- 777772Â:n(-) + nm2,gn(-) (6.4)
P P
uj2 = M + nkn(p)an(p){m2 - m3) + nm2àn + nm^g^l) (6.5)
Son déterminant s’écrit :
kn{p) gn{~) 9n(p) dnan(p)
&n 4~ 9n{ 1) 9n{ I) ^n{p)^n{p)
dn{p) (^n( —) 4“ $n(~))(^n(I) ^n{p)^n{p)) {9n{~ ) dnŒn (p) ) (^n 4“ 9n ( I ) )
PP P
Etude aux bords de dn(p).
-En 0+ :
terme divergent :
&n (p) (^n ( (^n 4“ $n(l)) ^n(p) (^n(~) 4~ 9n(~ ))) ^ dn(Sn 4“ 9n(l))oO
P P
-En 1“ :
terme divergent :
dn(p) = ^n( p) dnŒn(p) 9n{ p) bnC^n{p)
dn 4“ kn{p)®n{p) 9n{ 1) ^n{p)(^n{p)
M-)(0n(l)
P
k'n(p)&n(p)) dnkn( )
P
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Donc : /(I ) = —ônoo
Proposition 26 Si l’on impose ôn + gn( 1) > 0 ce qui correspond aux valeurs de n su
périeures strictement à 236, on est alors assuré que dn(p) s’annule sur ]0,1 [ pour une
certaine valeur du paramètre p
Dans ce cas, le système précédent n’est pas de Cramer.
Proposition 27 Pour les valeurs de n < 236, le système précédent est inversible et il
n’existe donc pas de solutions vraiment perverses du type précédent.
Démonstration :
Il suffit de prouver que dn(p) ne s’annule pas lorsque ôn + gn( 1) < 1.
Après quelques calculs, il est possible décrire dn(p) sous la forme :
où :
dn(p')
dn{p) d" dn{gn{ 1) dn’){6n d" 9n{ I))
Mp) - 9n{p)
dn{p) — {dn Pn(l))(^n( )9n{p) A 9n ( )^n(p)) d~ dn{{kn{ ) gn{ ))[kn{p) 9n{p))
PP PP
Le signe des facteurs qui apparaissent dans l’expression précédente est connu(voir annexe
6.3), excepté le terme kn{A-)gn[p) + gn{-p)kn{p) (il est négatif si l’on se fie aux expérimen
tations numériques, mais je ne suis pas parvenu à le prouver analytiquement).
Pour le cas qui nous occupe, je vais artificiellemnt envisager les deux termes de l’alterna
tive :
-si p G]0;1[ est tel que kn{-)gn{p) Hb gn{-p)kn{p) < 0, l’étude directe du signe de dn(p)
permet de conclure à sa positivité.
-si p g]0; 1[ est tel que (kn(~)gn(p) d- gn{-p)kn{p) > 0, on peut réécrire dn{p) sous une
forme agréable où tout mystère sur son signe se dissipe :
dn{p) {dn d" 9n{^-)) {kn{~)9n{p) d" 9n{~)^n{p)) d“ dn{{kn{ — ) + Pn(~))(^n(p) d“ 9n{p))
PP PP
Cette expression est encore positive(voir annexe 6.3). Or, ùn(ùn + gn(l))(gn(l) — dn) > 0
donc finalement dn{p) ne s’annule pas sur ]0; 1[
6.1.3 Compatibilité du système
Pour n > 237, il existe une valeur du paramètre p qui rende le système dégénéré.
Pour cette valeur de p, il s’agit d’étudier la compatibilité du système.
La condition de compatibilité est donnée par l’équation :
(cuV - M)(dn + kn{p)an{p)) = (eu2 - M)(kn{-) + dnan{p))
P
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En utilisant la relation de dégénérescence, elle peut aussi s’écrire :
(w'V - M)(6n + Qn ( 1 ) ) = (^2 - M)(kn(-) + Qn ( ~ ) )
P P
d’où :
W2(p3(£n + 0n(l)) - (M-) +Pn(-)) = M (Ôn + gn{ 1) - (&„(“) 9n ( ~~ ) ) )
PP PP
Or, ôn + gn{ 1) > 0 et /cn(±) + pn(±) < 0 (c.f. annexe).
Ainsi, dans l’expression précédente, les coefficients de M et lv2 sont positifs, ce qui permet
de conclure à la compatibilité du sytème linéaire dès lors que M et u2 sont dans un
rapport ad hoc. On accède donc à la
Proposition 28 Pour toutes les valeurs entières de n > 237 le système est compatible.
6.1.4 Solutions positives au système
Pour n > 237 donné, il a été possible d’exhiber une valeur du paramètre p qui rende
le système dégénéré et une valeur correspondante pour le rapport tel que celui-ci soit
compatible.
A présent, nous nous atelons au problème de la positivité des masses.
Pour des raisons de dégénérescence, il suffit de résoudre indifférement l’équation (6.4) ou
(6.5) ou bien (6.4) - p3(6.5) :
0 = M{l-p'i)+nan(p)(ân-p3kn(p)+kn{-)-p3ôn)(m2-m3)+n(kn(-)+gn(-)-p'i{ôn+gn{l)))mz
P PP
Or,
M = ra0 + n(an(p) + 1 )(m2 - ra3) + 2nm3
En posant Am = m2 — il vient :
0 = m0(l - p3) + KAm + n((kn(~) + gn(-) - p3{ôn + pn(l) + 2(1 - /93))m3
P P
K étant un coefficient quelconque ne dépendant que de p et n. étant donné que m0(l—p3) >
0, seul compte ici le coefficient de m3.
Comme kn(^) + gn(^) + 2 < 0 et bn + gn{ 1) > 0, on en déduit que celui-ci est négatif.
Ceci assure que, pour mo > 0 donné, pourvu que Am soit positif assez petit, il existe une
valeur strictement positive pour m3 telle que l’équation soit satisfaite.
Donc :
Proposition 29 Pour tout n > 237, il existe un équilibre relatif constitué de 3n+l corps
répartis comme suit :
- n masses m2 et n masses m3 sont alternativement réparties aux sommets d’un 2n-gone
régulier extérieur
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- n masses m\ sont réparties aux sommets d’un n-gone régulier intérieur et vis à vis des
masses rri2
- une masse centrale m0.
Cette solution est une solution vraiment perverse.
Pour n < 236, il n’existe pas de solutions vraiment perverses du type précédent.
En particulier, il existe une solution vraiment perverse constituée de 3 * 237 + 1 = 712
corps.
Remarque 14 Pour un potentiel newtonien, le nombre de 712 corps n’est pas minimal.
On peut le réduire à 4 74 voir[10].
6.2 toq, toi et sont disposées sur la même demi-droite
On se contente ici de ne présenter que les résultats, les preuves étant en tout point
similaires à celles déjà exposées.
Proposition 30 Pour toutes valeurs positives des masses m0, ra2 > ra3, et toutes valeurs
entières de n, il existe pi e]1;+oo[ et m\ >0 tel que l’équilibre relatif sus-décrit soit
possible (le polygone constitué par les n masses m\ est alors extérieur et homothétique au
polygone constitué par les n masses m3)
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Proposition 31 Pour tout n > 237, il existe un équilibre relatif constitué de 3n+l corps
répartis comme suit :
-n masses m2 et n masses 777.3 alternativement réparties aux sommets d’un 2n-gone
régulier intérieur
-n masses m 1 sont réparties aux sommets d’un n-gone régulier extérieur et vis à vis des
masses m3
-une masse centrale 777,0.
Cette solution est une solution vraiment perverse.
Pour n < 236, il n’existe pas de solutions vraiment perverses du type précédent.
6.3 Annexe : quelques résultats utiles sur les fonctions
intervenant
Quand on a posé :
1 n
V{x,u,n) = - Y]
T) < -J
1
n J=l (1 + x2 — 2xcos (u +
on dispose d’une expression intégrale pour V :
1
2
\ '(x, a, n)
1 C t 2 1 1 — (xr)2n
TT Jo (1 - r)5 (1 - x2t)-2 1 + (xr)2n - 2(xr)n cos(nu)
Lemme 15 ôn est une fonction croissante de n.
De plus, si n < 472, ôn < 0 et si n > 473, ôn > 0.
preuve : se reporter à Prop.13 chapitre 2.
ffn(l)
Lemme 16 gn{l) est une fonction croissante de n.
De plus, si n < 118, gn( 1) <0 et si n > 119, pn(l) > 0.
On procède de même que pour ôn :
or :
ffn(l) = 1^(1, 1
4 77
V(l, —, 77)
77
1
7T
T 2 1 1 — Tn
(1 — r)? (1 — r)i 1 + Tn
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et
1 - Tn
1 + Tn
est strictement croissante de n. De plus on vérifie (numériquement) #n8(l) < 0 et gn9(l) >
0
&n “1“ 9niX)
Lemme 17 5n + gn(l) <0 si n < 236 et sinon ôn + gn( 1) > 0
preuve :
on remarque l’identité : gn(l) + ôn = 2ô2n.
Le résultat en découle.
QniX)
Lemme 18 gn{l) — ôn > 0 pour tout n.
Preuve :
gn( 1) — ôn = gn( 1 ) + ôn — 2ôn = 2(ô2n - ôn) > 0 car ôn est croissante.
kn{p)
Lemme 19 kn(p) est croissante de p pour tout n.
A:n(0) = 0, Ml") = +°°; kn(l+) = -oo, /cn(+oo) = -1
Preuve :
- si p < 1,
Mp) + 1 = —(p^(p, 0,n))
dp
- si p > 1,
d
kn(p) + 1 = -p2w~{pV(p,Q,n))
dp
dans un cas comme dans l’autre, en ayant recours à l'expression intégrale, les variations
de kn(p) sont évidentes.
MP) +9n{p)
Lemme 20 kn(p) + gn(p) > 0 si p < 1 et kn(p) + gn(p) < — 2 si p > 1.
en effet :
kn(p) “6 9n{p) 2k2n{p)
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Le résultat en découle.
kn{p) ~ 9n{p)
Lemme 21 kn(p) - gn{p) > 0 si p < 1 et kn(p) — gn(p) < 0 si p > 1.
Preuve : l’écriture intégrale de cette expression à l’aide des représentations du chapitre 2
permet de conclure par l’étude simple du signe de l’intégrande.
<*n(p)
Lemme 22 otn(p) est décroissante sur ]0,1[ et ]l,+oo[ et peut être prolongée par conti
nuité en 1 par la valeur 0.
de plus, an(0+) = +oo et an(+oo) = —oo
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Conclusion et Perspectives
A-Les difficultés rencontrées dans l’écriture de ce manuscrit, pour la plupart d’ordre tech
nique (réductions de matrices d’ordres élevés, signe et variations de certaines expressions
de la variable complexe etc..) ont pu être résolues en majorité grâce à l’important chapitre
2, dont la vocation était la construction de formules ad-hoc pour des problèmes bien dé
terminés, les lemmes de représentation figurant dans ce chapitre ayant permis de ramener
les expressions étudiées à de simples ( ! ?) fractions rationnelles.
Pourtant, certaines identités troublantes laissent penser qu’elles prennent leur origine dans
des faits mathématiques plus profonds et conceptuels qu’il s’agirait d’identifier et de dé
velopper.
B-L’existence de configurations en E.R. formées de polygones homothétiques ou décalés
d’un demi-angle au sommet a été prouvée ainsi que leur nombre exact pour les configura
tions homothétiques (modulo un Lemme prouvé analytiquement uniquement pour les cas
n=3 et n=4).
Une nouvelle méthode fondée sur un théorème de point fixe a été utilisée ainsi que la
méthode classique déjà éprouvée pour les configurations d’Euler-Moulton.
Cete dernière méthode reposait sur un point crucial : celui de la possibilité de regarder le
potentiel comme fonction des rayons et non comme fonction des sommets.La question se
pose alors de savoir comment généraliser les résultats à des familles de polygones simple
ment concentriques.
J’ai cherché aussi à généraliser par la méthode (3.1) le théorème d’existence à un nombre
infini de polygones homothétiques s’accumulant sur le polygone unité.La méthode échoue
à cause du seul point suivant : le point 0, situé à la frontière du domaine est un point
fixe trivial de A. Il faudrait contourner cette difficulté et exclure ce point afin de donner
un premier exemple d’E.R. comportant un nombre infini de corps (avec une masse totale
finie).
Lorsque l’on choisit une famille de masse en ^ et n — 3, numériquement il semble qu’en
prenant un nombre fini croissant de polygones, les familles de rayons convergent.
C-Dans une optique de modéliser les anneaux planétaires (timide tentative du chapitre 3),
le modèle trop simpliste d’une masse centrale entourée de polygones concentriques doit
être analytiquement perturbé :
i) en tenant compte d’une vitesse angulaire propre pour chacun des polygones, les masses
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restant immobiles pour un polygones donné les unes par rapport aux autres,
ii) en adjoignant au modèle précédent un certain nombre de satellites (dont on sait qu’ils
ont un effet sur la stabilité des anneaux), les systèmes d’équations devant être probable
ment ’moyennisés’.
D-Pour des polygones concentriques, la matrice du système linéarisé a été partiellement
réduite, ce qui a permis de donner un résultat d’instabilité linéaire spectrale pour deux
polygones homothétiques et une conjecture pour plus de deux a été formulée.
E-En ce qui concerne les solutions au problème restreint, les positions d’équilibre ainsi
que leur stabilité ont été explorées. Par ailleurs, après une étude succinte fondée sur l’uti
lisation de l’intégrale de Jacobi, la réversibilité des équations en repère tournant et les
symétries du problème, certaines solutions périodiques non locales ont été numériquement
exhibées.Il est nécessaire d’apporter des arguments analytiques à leur existence soit par
des méthodes variationnelles, soit par des méthodes de fonctions implicites similaires à
celles utilisées pour la théorie de la Lune[17].La question de la stabilité de ces trajectoires
doit être abordée sous l’angle numérique puis analytique.
F-Enfin, une étude analytique approfondie des équilibres relatifs vraiment pervers a été
menée et se complète dans [10].
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