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We present the derivation of the normalization constant for the perturbation matrix method recently
proposed. The method is tested on the problem of a binary waveguide array for which an exact and an
approximate solution are known. In our analysis, we show that to third order the normalized matrix
method approximate solution gives results coinciding with the exact known solution.
1. Introduction
In quantum mechanics the wavefunction plays an important role since it contains all the relevant
information about the dynamical behavior of a physical quantum system [1, 2]. To determine the
evolution of the wavefunction, one must solve the time-dependent Schro¨dinger equation [3]; in
consequence, an analytic exact solution of this equation is of utmost importance to extract the
whole appropriate information about a system [4, 5]. Nevertheless, the number of problems that
can be solved analytically is limited [6–8]; for example, the harmonic oscillator [9], the finite depth
potential well [10] and the hydrogen atom [11], among others. Under these circumstances, it is
necessary to resort to methods, like perturbation theory, that allows to obtain an approximate
solution [12]; one of these methods is the Rayleigh-Schro¨dinger perturbation theory, which has
been widely used in many branches of physics with the main objective of finding solutions very
close to the exact one [13]. In spite of this, there are particular cases where the obtained results
using the Rayleigh-Schro¨dinger perturbation theory show serious problems of convergence [14]; for
instance, the quantum system of a charged particle hopping on an infinite linear chain driven by
an electric field [15]. This has prompted researchers to develop and implement new techniques to
get better approximate solutions for the time-dependent Schro¨dinger equation.
An alternative perturbative approach, that we will focus along this work, is the Matrix Method
[16, 17]. This new scheme, based on the implementation of triangular matrices, allows to solve
approximately the time-dependent Schro¨dinger equation in an elegant and simple manner. The
method has demonstrated that the corrections to the wavefunction and the energy can be contained
in only one expression, unlike the standard perturbation theory where it is needed to calculate them
in separated ways [16, 17]. Moreover, the Matrix Method may also be used when one may find
a unitary evolution operator for the unperturbed Hamiltonian but it is not possible to find its
eigenstates.
On the other hand, its approximated solutions not only present conventional stationary terms,
but also time dependent factors which allows us to know the temporal evolution of the corrections.
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A remarkable feature is that the general expression to compute them does not distinguish if the
Hamiltonian is degenerate or not [16, 17]. Besides, the formalism offers an alternative to express
the Dyson series in a matrix form. Even, an extension of this mathematical analysis has been
developed to obtain approximative solutions to the Lindblad-type master equation [18]. Therefore,
the Matrix Method possess many attractive features that cannot be found in the conventional
treatments of the perturbation theory. However, it is worth noting that the perturbed solutions of
the Schro¨dinger equation using the Matrix Method are not normalized, therefore, the main goal of
this work is to find the normalization factor which gives us a complete perturbative description of
the solutions.
The remainder of this work is organized as follows: In Section 2, we briefly review the Matrix
Method described above. In Section 3, making use of the formalism of the Matrix Method, we
show the development to obtain the general expression to compute the normalization constant to
any order. In Section 4, we apply this approach to the particular problem of a binary waveguide
array, which not only has a known exact analytic solution, but also has an approximate solution
given by the small rotation method. Hence, in this particular problem, we shall show that the
behavior of the field intensity distribution, given by the perturbed normalized result for the first
three waveguides, has a very similar behavior with the known exact solution and has a much better
accuracy than the solution obtained by the small rotation method. Finally, conclusions are given
in Section 5.
2. The Matrix Method
The Matrix Method [16–18] arises from the formal solution of the time-dependent Schro¨dinger
equation |ψ(t)〉 = e−itHˆ |ψ(0)〉, with the complete Hamiltonian Hˆ = Hˆ0 + λHˆp divided into an
unperturbed part Hˆ0 and a perturbed part Hˆp, being λ a perturbation parameter. The formal
solution of the Schro¨dinger equation can be expanded in a Taylor series and sorted in powers of λ;
for example, the expansion up to first-order is
|ψ(t)〉 =
[
e−iHˆ0t + λ
∞∑
n=1
(−it)n
n!
n−1∑
k=0
Hˆn−1−k0 HˆpHˆ0
k
]
|ψ(0)〉 . (1)
The key to simplify and get a solution of the above is to consider the triangular matrix
M =
(
Hˆ0 Hˆp
0 Hˆ0
)
, (2)
whose diagonal elements are conformed by the unperturbed part of the Hamiltonian and the
superior triangle by the perturbation. One can find that if we multiply the matrix M by itself
n-times, its upper element will contain exactly the same products of Hˆ0 and Hˆp defined within
summation in Eq.(1). In other words, the matrix elementM1,2 will give us the first order correction;
based on this consideration, we arrive to
|ψ(t)〉 =
[
e−iHˆ0t + λ(e−iMt)1,2
]
|ψ(0)〉 , (3)
where the first split part corresponds to the zero-order term and the other part refers to the first
order correction. The above relation can be rewritten as
|ψ(t)〉 =
∣∣∣ψ(0)〉+ λ (∣∣ψP 〉)1,2 , (4)
2
October 11, 2018 Journal of Modern Optics NormalizationCorrections171120HMC
where
∣∣ψP 〉 is a matrix defined as
∣∣ψP 〉 = (|ψ1,1〉 |ψ1,2〉
|ψ2,1〉 |ψ2,2〉
)
. (5)
The solution to first order can be determined if we derived the equations (3) and (4) with respect
to time, equate the corresponding coefficients of λ and perform the algebraic steps outlined in
[16, 17]; we obtain
|ψ1,2〉 = −ie
−iHˆ0t

 t∫
0
eiHˆ0t1Hˆpe
−iHˆ0t1dt1

 |ψ(0)〉 . (6)
All the information for the second order correction will be enclosed in the element M1,3 of a newly
defined 3× 3 triangular matrix M , completely similar to (2). Thus, the Matrix Method allows to
transform the Taylor series of the formal solution of the time-dependent Schro¨dinger equation in
a power series of the matrix M , which can be handled easily. Likewise, this process allows us to
find any kth-order correction in a simple and straightforward way through the following relation
[16, 17]
|ψ(t)〉 =
∣∣∣ψ(0)〉+ k∑
j=1
λj
(∣∣ψP 〉)
1,j+1
, (7)
with
∣∣ψP 〉 =


|ψ1,1〉 . . . |ψ1,j+1〉
...
. . .
...
|ψj+1,1〉 . . . |ψj+1,j+1〉

 , (8)
being the matrix element |ψ1,j+1〉 the relevant solution we are looking for, which is expressed in
the form
|ψ1,j+1〉 = −ie
−iHˆ0t
t∫
0
eiHˆ0t1Hˆp
[
−ie−iHˆ0t1
t1∫
0
eiHˆ0t2Hˆp
[
−ie−iHˆ0t2
t2∫
0
.....dt3
]
dt2 |ψ(0)〉
]
dt1. (9)
This time-ordered series, restricted to the interval [0, t], is the fundamental piece to calculate
the different correction terms; furthermore, we should point out that the relationship (9) is the
mathematical representation of the Dyson series [19, 20]. Although this latter expression only
applies for weak perturbations, its strong perturbation counterpart (λ → ∞) can be derived in a
straightforward way interchanging the unperturbed Hamiltonian Hˆ0 with the perturbation Hˆp and
rescaling the time as τ = λt. This duality on the Matrix Method gives us the possibility to analyze
the solution of a quantum system in both regimes of the perturbative parameter. However, in this
work, we are limited to weak perturbations, as the example in Section 4.
3. Normalization constant
In the previous section, we appreciated that the approximated solution of the Schro¨dinger equation
can be written as a power series of the perturbative parameter λ, along with the element |ψ1,j+1〉
3
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m/j 1 2 3 . . . k
1 λ2 〈ψ1,2|ψ1,2〉 λ
3 〈ψ1,2|ψ1,3〉 λ
4 〈ψ1,2|ψ1,4〉 . . . λ
1+k 〈ψ1,2|ψ1,k+1〉
2 λ3 〈ψ1,3|ψ1,2〉 λ
4 〈ψ1,3|ψ1,3〉 λ
5 〈ψ1,3|ψ1,4〉 . . . λ
2+k 〈ψ1,3|ψ1,k+1〉
3 λ4 〈ψ1,4|ψ1,2〉 λ
5 〈ψ1,4|ψ1,3〉 λ
6 〈ψ1,4|ψ1,4〉 . . . λ
3+k 〈ψ1,4|ψ1,k+1〉
...
...
...
...
...
...
...
...
...
. . .
...
k λ1+k 〈ψ1,k+1|ψ1,2〉 λ
2+k 〈ψ1,k+1|ψ1,3〉 λ
3+k 〈ψ1,k+1|ψ1,4〉 . . . λ
2k 〈ψ1,k+1|ψ1,k+1〉
Table 1. This table displays the different terms of the double summation contained in the second term of Eq. (11), when m
and j run from 1 to k
of the perturbed matrix. It is appropriate to mention that the expression (7) is not normalized and
it is convenient to get a normalization factor Nk that preserves its norm at any order. Then, let us
define the next normalized solution
|Ψ(t)〉 = Nk

∣∣∣ψ(0)〉+ k∑
j=1
λj |ψ1,j+1〉

 , (10)
where the corresponding value of Nk may be easily determined by the normalization condition
〈Ψ(t)|Ψ(t)〉 = 1 and can be expressed as follows
Nk =

1 + 2 k∑
j=1
λjℜ
(〈
ψ(0)|ψ1,j+1
〉)
+
k∑
m,j=1
λm+j 〈ψ1,m+1|ψ1,j+1〉


− 1
2
, (11)
being the first contribution due to
〈
ψ(0)|ψ(0)
〉
, whereas the second one arises from two single
finite sums, one referent to the inner product of the zero-order term with the jth-order correction〈
ψ(0)|ψ1,j+1
〉
, and the other respect to its complex conjugate
〈
ψ1,j+1|ψ
(0)
〉
; as consequence, a purely
real contribution is obtained of the sum of both over all k. The last part of the above equation is
merely handled if we run m and j from 1 to k, such as presented in Table 1. It is easy to see that
the double summation in (11) can be split in two parts, one where m = j and which contains all
diagonal terms, and the other for the off-diagonal terms represented in a double sum of the real
part of 〈ψ1,m+1|ψ1,j+1〉, i.e.
k∑
m,j=1
λm+j 〈ψ1,m+1|ψ1,j+1〉 =
k∑
n=1
λ2n 〈ψ1,n+1|ψ1,n+1〉+ 2
k−1∑
n=1
k>1
k∑
m=n+1
λn+mℜ (〈ψ1,n+1|ψ1,m+1〉) ;
(12)
applying the change of variable m = p− n and replacing in the Eq.(11), we arrive to
Nk =

1 + 2 k∑
j=1
λjℜ
(〈
ψ(0)|ψ1,j+1
〉)
+
k∑
n=1
λ2n 〈ψ1,n+1|ψ1,n+1〉
+2
k−1∑
n=1
k>1
n+k∑
p=2n+1
λpℜ (〈ψ1,n+1|ψ1,p−n+1〉)


− 1
2
,
(13)
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which is the normalization constant for the approximate analytical solution of the Schro¨dinger
equation defined in Eq.(10). In principle, the inclusion of the factor Nk in our calculations can
give a fairly good approximation to the solution without convergence difficulties. An important
remark on the proposed normalization procedure is that we have not invoked the usual intermediate
normalization used in the standard perturbation theory, i.e. the imposition
〈
ψ(0)|ψ1,n+1
〉
= 0 for
all λ. Such condition does not apply in our case as can be seen clearly in Appendix B, where it
is shown that the inner product of the zero-order correction with the first two correction terms
are different from zero. In particular, these complex inner products have non-zero imaginary parts
which should not be neglected if the called intermediate normalization is applied; for this reason,
we have adopted other procedure to obtain the factor Nk, which ensures real values at any power
of λ.
4. The Binary waveguide array as an example
In order to test the accuracy of our perturbative method, we apply it to a problem whose exact
solution is known; in this case, a waveguide array. These optical structures have demonstrated its
potential to emulate some particular problems related with quantum mechanics, such as optical
Bloch oscillations [21], discrete spatial solitons [22], quantum walks [23], discrete Fourier transforms
[24] and parity time-symmetry [25], to name a few. In particular, the linear behavior of light
propagation over this kind of waveguide arrangement is usually governed by the infinite system of
differential equations
i
dEn
dz
= ω (−1)n En + α (En+1 + En−1) , n = −∞, ...,−2,−1, 0, 1, 2, ...,∞, (14)
where En represents the amplitudes of the light field confined in the nth waveguide, z the longitudi-
nal propagation distance, 2ω the mismatch propagation constant and α the hopping rate between
two adjacent waveguides. Physically, equation (14) describes the effective evanescent field coupling
between the nearest-neighbor waveguide interactions. Moreover, it has been demonstrated [26] that
this system can be associated with a Schro¨dinger-type equation
i
d |ψ(z)〉
dz
= Hˆ |ψ(z)〉 , (15)
where Hˆ = ω (−1)nˆ + α
(
Vˆ + Vˆ †
)
, being nˆ the number operator, (−1)nˆ the parity operator and
Vˆ and Vˆ † the ladder operators defined as
Vˆ =
∞∑
n=−∞
|n〉 〈n+ 1| , Vˆ † =
∞∑
n=−∞
|n+ 1〉 〈n| . (16)
Note that if the solution is written in terms of the orthonormal (Wannier) states [27] as |ψ(z)〉 =
∞∑
n=−∞
En(z) |n〉, and if this proposal is substituted into Eq.(15), the infinite system given by Eq.(14)
is recovered. In fact, it has been shown [28], that the exact solution of this system is
En(z) =
1
pi
pi∫
0
cos (nφ)
{
cos[Ω(φ)z]− i[2α cosφ+ (−1)nω]
sin[Ω(φ)z]
Ω(φ)
}
dφ, (17)
5
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with
Ω(φ) =
√
ω2 + 4α2 cos2 φ. (18)
Despite the above equation represents the exact solution for the amplitude of the light field, En =
〈n|ψ(z)〉, a substantial alternative approximated solution is derived in [28]; under the condition
α ≪ ω and performing the unitary transformation Rˆ = exp
[
α
2ω (−1)
nˆ
(
Vˆ + Vˆ †
)]
, the following
solution is found,
En = (−1)
n(n−1)
2
∞∑
r=−∞
∞∑
s=−∞
(−1)sr e
−i(−1)s
(
ω2+α2
ω
)
z
ir × Jr
(
α2
ω
z
)
Js
(α
ω
z
)
Jn+2r+s
(α
ω
z
)
, (19)
where Jn(z) are the Bessel functions of the first kind [26]; in fact, the unitary transformation Rˆ
constitutes the small rotation approximation [29].
Let us now solve the Schro¨dinger-type equation with the formalism presented in Section 2. In the
first place, we need to regard the variable z as the time; this is intuitively reasonable if we want
to describe the optical field propagation on the waveguide array in evolutionary terms. Under this
assumption, and considering that ω (−1)nˆ is the unperturbed part, Vˆ + Vˆ † is the perturbation and
α as the perturbation parameter, one readily obtains from Eq. (9),
|ψ1,2〉 = −i
sin(ωz)
ω
(
Vˆ + Vˆ †
)
|m〉 . (20)
Since the problem is linear, we have considered the initial condition |ψ(0)〉 = |m〉 which corresponds
to a single excitation in the mth guide. The action of the ladder operators on this state leads to
the first-order correction of the solution as follows
|Ψ(z)〉 = e−iω(−1)
mzN1 |m〉 − i
α sin(ωz)
ω
N1 (|m− 1〉+ |m+ 1〉) , (21)
with
N1 =
{
1 + 2
[
α sin(ωz)
ω
]2}−1/2
. (22)
All these derivations are offered in detail in the Appendix A. Now, if we consider the case in
which the light field is launched into the first site of the waveguide array, i.e. |m〉 = |0〉 and
En (z) = 〈n|Ψ(z)〉, we get
En(z) = e
−iωzN1δn,0 − i
α sin(ωz)
ω
N1 (δn,−1 + δn,1) . (23)
Note that this equation describes the propagation of the electromagnetic field either towards the
left side or towards the right side of the photonic waveguide array, but since this array is symmetric
and infinite, we can simplify the analysis considering only the positive values of n. Therefore, the
first-order solution is reduced to
En(z) = e
−iωzN1δn,0 − i
α sin(ωz)
ω
N1δn,1, (24)
6
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and satisfies the same initial conditions as those reported in the literature [28].
The second order term can be calculated using again the Eq.(9),
|ψ1,3〉 = i
(−1)m cos(ωz)
2ω2
A(z)
(
Vˆ + Vˆ †
)2
|m〉 , (25)
where the function A(z) is defined by
A(z) = tan (ωz) [1 + izω(−1)m]− zω. (26)
Thus, we can write the second-order correction as
|Ψ(z)〉 =cos (ωz)
{
1 + i(−1)m
[
α2
ω2
A(z)− tan (ωz)
]}
N2 |m〉 − i
α sin (ωz)
ω
N2 (|m− 1〉+ |m+ 1〉)
+ i
α2(−1)mA(z) cos (ωz)
2ω2
N2 (|m− 2〉+ |m+ 2〉) , (27)
with its corresponding normalization constant
N2 =
{
1 +
3
2
[
α2 cos (ωz) ||A(z)||
ω2
]2}−1/2
. (28)
Now, assuming that the light is injected into the first guide, m = 0, and considering the symmetry
of the photonic array, we arrive to the reduced form of the field
En(z) = cos(ωz)
{
1 + i
[
α2
ω2
A(z)− tan(ωz)
]}
N2δn,0 − i
α sin(ωz)
ω
N2δn,1
+ i
α2A(z) cos(ωz)
2ω2
N2δn,2. (29)
The third-order term can be easily derived repeating the same steps used above for the first two
order corrections,
|ψ1,4〉 =
i
2ω3
cos(ωz) [tan(ωz)− zω]
(
Vˆ + Vˆ †
)3
|m〉 , (30)
and the complete solution is given by
|Ψ(z)〉 =
{
e−iω(−1)
mz −
α2
ω2
(−1)m [zω(−1)m sin(ωz)− iB(z)]
}
N3 |m〉
+ i
[
3α3B(z)
2ω3
−
α sin(ωz)
ω
]
N3 (|m− 1〉+ |m+ 1〉)
−
α2
2ω2
(−1)m [zω(−1)m sin(ωz)− iB(z)]N3 (|m− 2〉+ |m+ 2〉)
+
iα3
2ω3
B(z)N3 (|m− 3〉+ |m+ 3〉) , (31)
with
B(z) = cos(ωz) [tan(ωz)− zω] (32)
7
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and
N3 =
{
1 +
3
2
(α
ω
)4 [
B(z)2 − 4B(z) sin(ωz) + z2ω2 sin2(ωz)
]
+ 5
(α
ω
)6
B(z)2
}−1/2
. (33)
In this case, the third-order solution for the amplitude of the electric field on the waveguide array
is given by
En(z) =
{
e−iωz −
α2
ω2
[zω sin(ωz)− iB(z)]
}
N3δn,0 + i
[
3α3B(z)
2ω3
−
α sin(ωz)
ω
]
N3δn,1
−
α2
2ω2
[zω sin(ωz)− iB(z)]N3δn,2 +
iα3
2ω3
B(z)N3δn,3. (34)
In order to illustrate the high degree of accuracy that can be obtained with the third-order cor-
rection for the amplitude of the electrical field, the numerical comparison of this perturbative
solution with the exact solution and with the small rotation solution is given in Figs. 1 and 2,
using the parameters ω = 0.9 and n = 0, 1, 2. In these figures, we present the intensity distribu-
tion I(z) = |En|
2 for the first three guides considering two values of the perturbation parameter,
α = 0.1 and α = 0.3. It is noteworthy that for α = 0.1 the approximated solution converges to the
exact solution uniformly even with a large propagation distance; for α = 0.3 both solutions are very
similar only for short distances, but we still obtain a good approximation. Moreover, for these two
values of α, the third-order correction shows to be better than the small rotation approximation.
2 4 6 8
z
0.980
0.985
0.990
0.995
1.000
IHzL
(a) Guide 1
2 4 6 8
z
0.002
0.004
0.006
0.008
0.010
0.012
IHzL
(b) Guide 2
2 4 6 8
z
0.0005
0.0010
0.0015
IHzL
(c) Guide 3
Figure 1. Field intensity versus propagation distance z using the exact solution (solid line), the third-order solution (red
dashed line) and the small rotation method solution (blue dashed line), with α = 0.1 and ω = 0.9, for the first three guides.
2 4 6 8
z
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0.7
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(a) Guide 1
2 4 6 8
z
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0.04
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0.08
0.10
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2 4 6 8
z
0.02
0.04
0.06
0.08
0.10
0.12
IHzL
(c) Guide 3
Figure 2. Field intensity versus propagation distance z using the exact solution (solid line), third-order solution (red dashed
line) and the small rotation method solution (blue dashed line), with α = 0.3 and ω = 0.9, for the first three guides.
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5. Conclusions
In summary, we have successfully obtained the normalization constant of Eq.(10) which comple-
ments the theoretical analysis of the Matrix Method. The perturbative solutions of the equations
that describe the binary waveguide array, obtained applying this method, are highly accurate. Fur-
thermore, it is shown that the third-order approximated solution matches exactly the known exact
solution, not only for small values of the perturbative parameter α, but also for large values; in fact,
the real measure of the perturbation is the product αz. On the other hand, it becomes evident the
improvement of this method with respect to the reported results using the small rotation method.
Therefore, the assessment of higher-order terms can give us a reliable solution into the system
described here.
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Appendix A.
From Eq. (10), we can write the analytic solution to first-order as
|Ψ(t)〉 = N1
∣∣∣ψ(0)〉+ αN1 |ψ1,2〉 . (A1)
The zero-order solution is trivial,
∣∣ψ(0)〉 = e−iω(−1)nˆz |m〉. The first-order correction, |ψ1,2〉, requires
the use of Eq.(9), together with the conditions established in Sec.4, and gives
|ψ1,2〉 = −ie
−iω(−1)nˆz
z∫
0
eiω(−1)
nˆz1
(
Vˆ + Vˆ †
)
e−iω(−1)
nˆz1 |m〉 dz1. (A2)
We expand in Taylor series the product of operators inside the integral as
eiω(−1)
nˆz1
(
Vˆ + Vˆ †
)
e−iω(−1)
nˆz1 =
∞∑
l,r=1
(−1)r (iωz1)
l+r
l!r!
(−1)lnˆ
(
Vˆ + Vˆ †
)
(−1)rnˆ ,
but
(−1)lnˆ
(
Vˆ + Vˆ †
)
(−1)rnˆ |m〉 = (−1)rm (−1)lnˆ (|m− 1〉+ |m+ 1〉)
= (−1)l (−1)(r+l)m
(
Vˆ + Vˆ †
)
|m〉 ,
then
eiω(−1)
nˆz1
(
Vˆ + Vˆ †
)
e−iω(−1)
nˆz1 =
∞∑
l,r=1
[−iω (−1)m z1]
l+r
l!r!
(
Vˆ + Vˆ †
)
= e−2iω(−1)
mz1
(
Vˆ + Vˆ †
)
.
The substitution of the previous equation into (A2) gives us
|ψ1,2〉 = −ie
−iω(−1)nˆz
z∫
0
e−2iω(−1)
mz1dz1
(
Vˆ + Vˆ †
)
|m〉
= −i
e−iω(−1)
mz sin [ωz(−1)m]
ω(−1)m
e−iω(−1)
nˆz
(
Vˆ + Vˆ †
)
|m〉 . (A3)
As the sinus is an odd function and (−1)nˆ(Vˆ + Vˆ †) = (Vˆ + Vˆ †)(−1)nˆ+1, we arrive to the solution
|ψ1,2〉 = −i
sin(ωz)
ω
(
Vˆ + Vˆ †
)
|m〉 . (A4)
Thus, we can build the normalized first-order solution as
|Ψ(z)〉 = e−iω(−1)
mzN1 |m〉 − i
α sin(ωz)
ω
N1
(
Vˆ + Vˆ †
)
|m〉 . (A5)
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The normalization constant N1 is obtained by considering k = 1 in Eq.(13),
N1 =
{
1 + 2αℜ
(〈
ψ(0)|ψ1,2
〉)
+ α2 〈ψ1,2|ψ1,2〉
}−1/2
; (A6)
in this problem the odd powers of perturbative parameter α do not contribute to the normalization
constant since 〈m| (Vˆ + Vˆ †)2n+1 |m〉 = 0. Thus, the inner product of |ψ1,2〉 with itself is
〈ψ1,2|ψ1,2〉 =
[
sin(ωz)
ω
]2
〈m| (Vˆ + Vˆ †)2 |m〉 = 2
[
sin(ωz)
ω
]2
. (A7)
The second-order correction can be obtained again from Eq.(10),
|Ψ(t)〉 = N2
∣∣∣ψ(0)〉 + αN2 |ψ1,2〉+ α2N2 |ψ1,3〉 . (A8)
Through the application of Eq.(9), we compute the second-order term |ψ1,3〉 as
|ψ1,3〉 = −
e−iω(−1)
mz
ω
z∫
0
eiω(−1)
mz1 sin(ωz1)dz1
(
Vˆ + Vˆ †
)2
|m〉 . (A9)
It is easy to see that
z∫
0
eiω(−1)
mz1 sin(ωz1)dz1 =
1− cos(2ωz)
4ω
+ i(−1)m
[
z
2
−
sin(2ωz)
4ω
]
; (A10)
substituting this last result into Eq. (A9) and after some algebra, we get
|ψ1,3〉 = i
(−1)m cos(ωz)
2ω2
A(z)
(
Vˆ + Vˆ †
)2
|m〉 , (A11)
with
A(z) = tan (ωz) [1 + izω(−1)m]− zω. (A12)
Thus, the solution of wavefunction to second-order is
|Ψ(z)〉 =e−iω(−1)
mzN2 |m〉 − i
α sin(ωz)
ω
(
Vˆ + Vˆ †
)
N2 |m〉
+ i
α2(−1)mA(z) cos(ωz)
2ω2
(
Vˆ + Vˆ †
)2
N2 |m〉 . (A13)
Using this information and carrying out the sums in Eq.(13) for k = 2, the normalization constant
is obtained
N2 =
{
1 + α2
[
2ℜ
(〈
ψ(0)|ψ1,3
〉)
+ 〈ψ1,2|ψ1,2〉
]
+ α4 〈ψ1,3|ψ1,3〉
}−1/2
=
{
1 +
3
2
[
α2 cos (ωz) ||A(z)||
ω2
]2}−1/2
, (A14)
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where the terms that contain α2 sum zero. For the next-order correction, we have
|Ψ(t)〉 = N3
∣∣∣ψ(0)〉+ αN3 |ψ1,2〉+ α2N3 |ψ1,3〉+ α3N3 |ψ1,4〉 . (A15)
We get the third-order term from Eq.(9),
|ψ1,4〉 =
(−1)m
2ω2
e−iω(−1)
nˆz
z∫
0
eiω(−1)
nˆz1 cos(ωz1)A(z1)
(
Vˆ + Vˆ †
)3
|m〉 dz1
=
i(−1)m
2ω2
e−iω(−1)
mz
z∫
0
e−iω(−1)
mz1 sin(ωz1)dz1
(
Vˆ + Vˆ †
)3
|m〉
−
i(−1)m
2ω
e−iω(−1)
mz
z∫
0
z1e
−2iω(−1)mz1dz1
(
Vˆ + Vˆ †
)3
|m〉 , (A16)
where we have used that cos(ωz1)A(z1) = sin(ωz1) − z1ωe
−iω(−1)mz1 and that (−1)n(Vˆ + Vˆ †)3 =
(Vˆ + Vˆ †)3(−1)nˆ+1. The evaluation of the integrals via integration by parts leads to
|ψ1,4〉 =
i cos(ωz)
2ω3
[tan(ωz)− zω] =
iB(z)
2ω3
; (A17)
thus, (A15) becomes
|Ψ(z)〉 = e−iω(−1)
mzN3 |m〉 − i
α sin(ωz)
ω
(
Vˆ + Vˆ †
)
N3 |m〉
−
α2
2ω2
(−1)m [zω(−1)m sin(ωz)− iB(z)]
(
Vˆ + Vˆ †
)2
N3 |m〉+
iα3
2ω3
B(z)
(
Vˆ + Vˆ †
)3
N3 |m〉 .
(A18)
The application of the ladder operators to the initial state |m〉 gives us the result previously
presented in the Section 4. Finally, the normalization constant to this order is given by Eq.(13),
N3 =
{
1 + α4 [2ℜ (〈ψ1,2|ψ1,4〉) + 〈ψ1,3|ψ1,3〉] + α
6 〈ψ1,4|ψ1,4〉
}−1/2
. (A19)
Appendix B.
An alternative procedure to obtain the same results without integration schemes consist in writing
the completeness relation Iˆ =
∑
k
∣∣k(0)〉 〈k(0)∣∣ in terms of the complete orthonormal set of eigenfunc-
tions of the unperturbed Hamiltonian. If we insert this identity operator inside of Eq.(6), together
with the initial condition |ψ(0)〉 =
∣∣∣n(0)〉, we arrive to
|ψ1,2〉 = −itE
(1)
n e
−iE(0)n t
∣∣∣n(0)〉
− 2i
∑
k 6=n
e−i
t
2(E
(0)
n +E
(0)
k )
sin
[
t
2
(
E
(0)
n − E
(0)
k
)]
E
(0)
n −E
(0)
k
〈
k(0)
∣∣∣ Hˆp ∣∣∣n(0)〉 ∣∣∣k(0)〉 , (B1)
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where the first-order is now expressed in terms of the eigenvalues of Hˆ0, including also the first-order
energy correction written in the form
E(1)n =
〈
n(0)
∣∣∣ Hˆp ∣∣∣n(0)〉 . (B2)
The inner products in (A6) are easy to calculate,
〈ψ1,2|ψ1,2〉 = t
2E2(1)n + 4
∑
k 6=n
sin2
[
t
2
(
E
(0)
n − E
(0)
k
)]
(
E
(0)
n − E
(0)
k
)2 ‖Hpkn‖2 ,
ℜ
(〈
ψ(0)|ψ1,2
〉)
= 0. (B3)
In this case the normalization constant is given by
N1 =
(
1 + λ2 〈ψ1,2|ψ1,2〉
)− 1
2 . (B4)
The derivation for the second order is straightforward, but tedious, and gives
|ψ1,3〉 = −ie
−iHˆ0t
t∫
0
e−iHˆ0t1Hˆp
{
− it1E
(1)
n e
−iE(0)n t1
∣∣∣n(0)〉
− 2iλ
∑
k 6=n
e−i
t1
2 (E
(0)
k +E
(0)
n )
sin
[
t1
2
(
E
(0)
n − E
(0)
k
)]
E
(0)
n − E
(0)
k
Hpkn
∣∣∣k(0)〉}dt1, (B5)
where the expression inside of the curly brackets is the first order correction. Employing again the
identity operator Iˆ and after some algebraic manipulation, one gets
|ψ1,3〉 =− e
−iE(0)n t
(
t2
2
E2(1)n + itE
(2)
n
) ∣∣∣n(0)〉
+ ite−iE
(0)
n t
∑
k 6=n
e−i
t
2(E
(0)
k −E
(0)
n )
E
(0)
n − E
(0)
k
HpkkHpkn
∣∣∣k(0)〉
− ite−iE
(0)
n tE(1)n
∑
k 6=n
Hpkn
E
(0)
n − E
(0)
k
∣∣∣k(0)〉
− ie−iE
(0)
n tE(1)n
∑
k 6=n
e−i
t
2(E
(0)
k −E
(0)
n )
sin
[
t
2
(
E
(0)
k − E
(0)
n
)]
(
E
(0)
n − E
(0)
k
)2 Hpkn ∣∣∣k(0)〉
− 2ie−i
t
2
E(0)n
∑
k 6=n
∑
q 6=n
e−i
t
2
E(0)q
sin
[
t
2
(
E
(0)
q − E
(0)
n
)]
(E
(0)
q − E
(0)
n )(E
(0)
n − E
(0)
k )
HpqkHpkn
∣∣∣q(0)〉
+ 2i
∑
k 6=n
∑
q 6=k
e−i
t
2(E
(0)
q +E
(0)
k )
sin
[
t
2
(
E
(0)
q − E
(0)
k
)]
(E
(0)
q − E
(0)
k )(E
(0)
n − E
(0)
k )
HpqkHpkn
∣∣∣q(0)〉 (B6)
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with
E(2)n =
∑
k 6=n
|Hpkn|
2
E
(0)
n − E
(0)
k
. (B7)
Considering k = 2 in Eq.(13),
N2 =
{
1 + λ2
[
2ℜ
(〈
ψ(0)|ψ1,3
〉)
+ 〈ψ1,2|ψ1,2〉
]
+2λ3ℜ (〈ψ1,2|ψ1,3〉) + λ
4 〈ψ1,3|ψ1,3〉
}− 1
2 ; (B8)
doing the inner products, one can find
2ℜ
(〈
ψ(0)|ψ1,3
〉)
= −〈ψ1,2|ψ1,2〉 ,
2ℜ (〈ψ1,2|ψ1,3〉) = 2t
2E(1)n E
(2)
n − 4tE
(1)
n
∑
k 6=n
sin2
[
t
2
(
E
(0)
k − E
(0)
n
)]
(
E
(0)
n − E
(0)
k
)3 |Hpkn |2
+ 4t
∑
k 6=n
cos
[
t
2
(
E
(0)
k −E
(0)
n
)]
sin
[
t
2
(
E
(0)
k − E
(0)
n
)]
(
E
(0)
n − E
(0)
k
)2 |Hpkn|2Hpkk
+ 4
∑
k 6=n
∑
m6=n
sin2
[
t
2
(
E
(0)
m − E
(0)
n
)]
(
E
(0)
n − E
(0)
m
)2 (
E
(0)
n − E
(0)
k
)HpnmHpmkHpkn
+ 4
∑
k 6=n
∑
m6=n
cos
[
t
2
(
E
(0)
n − E
(0)
k
)]
sin
[
t
2
(
E
(0)
m − E
(0)
n
)]
(
E
(0)
n − E
(0)
k
)(
E
(0)
n − E
(0)
m
)(
E
(0)
m − E
(0)
k
)
× sin
[
t
2
(
E(0)m − E
(0)
k
)]
HpnmHpmkHpkn. (B9)
Therefore, the normalization constant is
N2 =
[
1 + λ3ℜ (〈ψ1,2|ψ1,3〉) + λ
4 〈ψ1,3|ψ1,3〉
]− 1
2 . (B10)
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