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ABSTRACT 
 
SPECTROSCOPIC STUDIES OF GAS-PHASE METAL CATION COMPLEXES 
WITH ALKANES AND AMMONIA 
 
FEBRUARY 2018  
MUHAMMAD AFFAWN ASHRAF 
B.S., LAHORE UNIVERSITY OF MANAGEMENT SCIENCES 
 M.S., UNIVERSTIY OF MASSACHUSETTS AMHERST 
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Ricardo B. Metz 
Understanding the non-covalent interaction between metals and small ligands such as 
methane and ammonia is of key importance because of their industrial and biological 
applications. However, these interactions are difficult to study and quantify in the bulk 
phase due to the interaction with neighboring molecules or atoms. Gas phase spectroscopy 
of mass-selected clusters is a powerful technique that overcomes this challenge by allowing  
clusters with known composition to be studied in the gas phase. In this thesis, we 
investigate the interaction between three types of small molecular ligands with metal and 
metal cluster ions, and answer questions about their geometries and bonding by employing 
photofragment spectroscopy and density functional theory (DFT). 
The vibrational spectra of 𝐹𝑒ଶା(𝐶𝐻ସ)௡(𝑛 = 1 − 3) are dominated by a single intense peak 
about 100 𝑐𝑚ିଵ redshifted from the bare methane 𝐶 − 𝐻 stretch suggesting that the 
interaction is similar among the clusters. Comparison with calculations carried out using 
vii 
 
DFT methods indicate that the observed spectra are due to octet complexes with 𝜂ଷ 
hydrogen coordination between methane ligands and the Fe atoms and that the observed 
peak is due to the symmetric 𝐶 − 𝐻 stretch. Understanding the geometry of these 
complexes reveals the increased extent of covalency in bonding responsible for selective 
reactivity as the size of the metal core increases.  
Vibrational spectra of 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡(𝑥 = 1,2;  𝑛 = 1 − 3) have distinct complex features, 
and are very different from spectra of typical methane ligated metal ion complexes. The 
spectra show that the most intense peak is ~200 𝑐𝑚ିଵ red shifted from the bare ethane 
𝐶 − 𝐻 stretches, enough to exhibit Fermi resonance between the bends and the stretches. 
Comparison with spectra of 𝐴𝑙ା(𝐶𝐻ସ)ଵି଺ reveals larger red shifts for the ethane 
complexes, indicating that ethane interacts more strongly with 𝐴𝑙௫ା than methane. We find 
that scaled harmonics using dispersion corrected DFT methods do not successfully predict 
the spectra, and we employ dressed local mode Hamiltonian method to predict the observed 
spectra and identify possible isomers. These results suggest that more rigorous DFT models 
are needed to predict metal-ion hydrocarbon ligand interaction. Calculations in best 
agreement with the observed spectra predict that ethane ligands tend to bind the same side 
of the 𝐴𝑙௫ା indicating dispersion interaction among the ligands, and that geometries are 
favored where the metal core is interacting with hydrogens from both methyl groups in the 
ethane. These findings are crucial in understanding how 𝐶 − 𝐻 bond strength and the size 
of hydrocarbon affect bonding in metal-ion hydrocarbon complexes.  
The electronic spectrum of the 𝐶𝑟ା(𝑁𝐻ଷ) complex measured via loss of 𝑁𝐻ଷ ligand 
exhibits spin orbit splitting suggesting a transition from the ground 𝐴ଵ଺ state to the excited 
𝐸଺  (𝛱) state. The spectrum shows a thermodynamic onset of photodissociation at 
viii 
 
14850 𝑐𝑚ିଵ providing a precise upper limit on the binding energy. Comparison with the 
𝐴 ←  𝑋 transition in 𝐶𝑟ା reveals that the excited 𝐶𝑟ା(𝑁𝐻ଷ) binds roughly 3000 cm-1 less 
strongly than the ground state 𝐶𝑟ା(𝑁𝐻ଷ). 
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CHAPTER 1 
INTRODUCTION 
1.1 Introduction 
Catalysis by transition metals includes a wide range of applications including hydrocarbon 
activations, redox reactions, amination reactions and biological activity among others. 
Understanding the mechanisms and the underlying interactions of these reactions, 
therefore, carries immense importance from an industrial as well as fundamental point of 
view. These interactions consist of covalent bonding between the metals and the ligands as 
well as non-covalent interactions such as ion-dipole, ion-induced dipole and dispersion. 
Bulk phase studies of these interactions are difficult and imprecise due to the effects of 
solvents and neighboring molecules. Gas phase metal complexes are a good candidate to 
model these interactions as they do not involve solvent effects and they can be distinctly 
selected and characterized by their masses. Spectroscopic investigations of these systems 
provide very precise and useful information about their structures and geometries. In this 
work, we explore the non-covalent interactions between small hydrocarbons and ammonia 
with metal ions and metal cluster ions. 
1.2 Motivation 
Understanding the catalytic activation of hydrocarbons has led to numerous studies to 
characterize and understand the properties of the intermediates involved in the process.1–10  
𝑀ା +  𝐶𝐻ସ  → [𝑀ା(𝐶𝐻ସ)] → [𝐻 − 𝑀ା − 𝐶𝐻ଷ] → [𝐻 − 𝑀𝐻ା − 𝐶𝐻ଶ] → 
ൣ(𝐻ଶ)𝑀𝐶𝐻ଶା൧ → 𝑀𝐶𝐻ଶା +  𝐻ଶ 
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Activation of methane by gas phase metal ions is exothermic for most third row transition 
metals while it is endothermic for the first and second-row transition metals.11,12 Gas phase 
metal ion complexes of the first and second-row transition metals are therefore an ideal 
system to study these properties due to the control over their reactivity.8,13 Vibrational 
spectroscopy has been extensively used to investigate the structure and bonding in the 
entrance channel complex, 𝑀ା(𝐶𝐻ସ), as well as to understand the effect of number of 
ligands and electronic configuration of the metal on the complex.14–20  The entrance 
channel complex is of particular importance as the geometry and bonding in this complex 
determines the subsequent interaction. The interaction is mainly ion-induced dipole with 
some covalency involved depending on the identity and electronic configuration of the 
metal ion and the number of ligands. The formation of this complex results in a decrease 
in the 𝐶 − 𝐻 bond strength in those which are oriented towards the 𝑀ା. It is this weakening 
of the 𝐶 − 𝐻 bond that manifests itself in a perturbation of the 𝐶 − 𝐻 stretches from that 
of the bare methane. Since the vibrational spectra of these complexes are highly sensitive 
to the 𝑀ା − 𝐶/𝑀ା − 𝐻 interaction, they can reveal useful information about the structure 
and bonding in these complexes. The extent of red-shift of the C-H stretching frequency is 
a good indicator of the strength of the 𝑀ା − 𝐶 interaction. We have exploited this property 
to investigate the structures of 𝐹𝑒ଶା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3) as presented in chapter 3. It has 
been observed that certain metals such as 𝐴𝑢௡ା21–23 and 𝑅ℎ௡ା24, do not react with methane 
in the atomic ion form, but increase in reactivity as the number of metals in the ion core 
increases. Moreover, iron cluster ions have been observed to show size dependent 
reactivity, this set of experiment is first in the series to investigate the trend. The data 
 3 
 
obtained is analyzed to understand the geometry of the entrance channel complex of 
methane with iron dimer. 
In addition to the studies of methane-metal dimer cation complexes, we have also examined 
the 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ (𝑥 = 1,2;  𝑛 = 1 − 3) complexes as presented in chapter 4. These are the 
entrance channel complexes of aluminum cation and aluminum dimer cation with ethane, 
and are important to understand the trend in bonding in hydrocarbon chains as the number 
of C-C bond increases. The ethane has ~4 % weaker 𝐶 − 𝐻 bond than methane so it is 
more reactive towards metal ions.5,25 The spectra reveal interesting differences between the 
interaction of ethane and methane with metal ions, with ethane having a more pronounced 
red shift.  
The interaction of ammonia with transition metals is important in catalysis, materials 
synthesis and solvation and has been studied extensively.26–33 These reveal properties of 
the metal ion-ammonia interaction but also raise several interesting questions. The trends 
observed include a weakening in the 𝑁 − 𝐻 bond strength as the interaction of 𝑁𝐻ଷ with 
the metal ion reduces electron density on nitrogen. The metal ion-ammonia bond strength 
is high enough to prevent direct infrared dissociation of the complex, and hence the 
vibrational spectra are taken via 𝑁ଶ or 𝐴𝑟 tagging. In chapter 5, we present the electronic 
spectrum of the 𝐶𝑟ା(𝑁𝐻ଷ) complex and discuss the spin-orbit splitting and binding energy 
of the complex. 
1.3 Photofragment Spectroscopy 
Spectroscopy is generally a very precise tool to study molecular properties. Results in this 
thesis have been collected using photofragment spectroscopy, where the absorption of a 
 4 
 
photon leads to fragmentation of the absorbing complex. We use photofragment 
spectroscopy in tandem with a home built mass spectrometry instrument to measure the 
vibrational and electronic spectra of mass selected complexes of interest. The instrument 
is described in detail in chapter 2. Briefly, a packet of mass selected ions is irradiated by a 
photodissociation laser, and the amount of the photofragment obtained is measured as a 
function of the photodissociation laser wavelength. This technique is selective in nature 
since the mass of the fragment differs from the mass of absorbing (parent) ions. The packet 
of the fragment ions and parent ions is then accelerated through a potential gradient and is 
detected on a micro-channel plate (MCP) detector. Since the ions arriving at the detector 
have different masses but the same kinetic energy, this allows them to be readily 
distinguished. The amount of photofragment as a function of time or as a function of 
wavelength is then used to construct a mass spectrum or photodissociation spectrum 
respectively. For the photodissociation spectrum to be measured effectively, three criteria 
have to be met. First, the ion of interest must absorb a photon at that photon energy. Second, 
the ligand binding energy should be less than the energy of the absorbed photon. Third, the 
quantum yield for dissociation must not be zero. If all of these criteria are met, then the 
photodissociation spectrum generated is a product of the absorption spectrum and the 
photodissociation quantum yield for a one photon process. Moreover, since the ion cannot 
dissociate if the photon energy is less than the bond dissociation energy, the onset of 
photodissociation provides an upper limit on the bonding energy of the ion.   
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CHAPTER 2 
EXPERIMENTAL METHODS 
2.1 Overview of the Instrument 
All of the experiments described in this thesis were done on a home built Dual Time-Of-
Flight Reflectron Mass Spectrometer (D-TOF-R-MS) as shown in figure 2.1. The 
instrument is described in detail elsewhere.1 The instrument can be divided into three main 
sections. The first section is the ion source, where ions of interest are formed and cooled . 
This section is pumped using a 6" diffusion pump, and is typically maintained at 
10ିହ 𝑇𝑜𝑟𝑟. The second section is the differentially pumped acceleration region, where the 
ions enter from the source section through a skimmer and are accelerated, focused and 
mass selected. The last section of the instrument is the photodissociation and detection 
region. Here the ions are irradiated with a photodissociation laser, and then reflected 
towards the detector. The ions which are photodissociated are usually referred to as parent 
ions. The flight from the reflectron to the detector helps in separating the photodissociated 
fragment ions from the parent ions. The instrument is described in detail as follows: 
A Ablation laser. Either a Minilite (Continuum) or Surelite (Continuum) Nd:YAG laser is 
used as the ablation laser. The 1064 𝑛𝑚 output is frequency doubled to produce about 
15 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 at 532 𝑛𝑚, which is focused with a 1 𝑚 focal length lens to about 0.15 𝑚𝑚 
diameter spot on the metal rod surface. The laser power can be increased or decreased to 
generate the ion of interest. In general, increasing the power of the ablation laser produces 
more ions. However, since the laser hits the metal rod after the precursor gas is introduced
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Figure 2.1 Schematic of the Dual Time-Of-Flight Reflectron Mass Spectrometer, labels are explained in text.  
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in the chamber, higher power results in shredding of the precursor in the plasma formed by 
the ablation laser, which can lead to unwanted ions and baseline noise.  
B. Metal rod. A 0.250” diameter metal rod (typically 99.8% pure) is used to make the 
ions/clusters. The rod is rotated at an adjustable speed (typically ~2 𝑚𝑖𝑛/𝑟𝑒𝑣) and 
translated (1/80”/𝑟𝑒𝑣) to make sure a fairly fresh region is ablated with each laser shot. 
Depending on the metal, ablation power and rotation speed the same spot can be run several 
times before the rod needs to be polished. We typically polished our rod after two to three 
weeks depending on the run time. 
C. Precursor gas, pulsed valves and nozzles. The precursor gases are carried in helium and 
are introduced through a pulsed valve to make complexes with the metal ions and metal 
cluster ions. However, gas mixes vary a lot depending on the experiment and the ion of 
interest. The precursor gas interacts with the plume of plasma generated by the ablation 
laser to make several different ions. The ions and neutrals are then allowed to interact 
among themselves in a nozzle tube of 0.1” diameter and varying length. The small diameter 
of the nozzle lets the ions and neutrals collide to make clusters and multiply ligated ions. 
The length of the nozzle tube is optimized with respect to the identity of the ion. For 
𝐹𝑒ଶା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3) complexes, a solenoid valve (Parker General Valve Series 9) was 
used to introduce the gas at typical backing pressure of 80 − 120 𝑝𝑠𝑖. The gas mix used 
ranged from 5 − 10 % 𝐶𝐻ସ in helium. The source conditions such as the relative time of 
valve opening with respect to the ablation laser firing time were varied to optimize the 
amount of parent ion of interest. The 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ (𝑥 = 1,2;  𝑛 = 1 − 3) studies employed 
a gas mix of 5 − 10 % ethane in helium at 50 − 100 psi backing pressure. For the 
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𝐶𝑟ା(𝑁𝐻ଷ) complex a mix of 0.01 − 0.05 % 𝑁𝐻ଷ in 10 % 𝐶𝐹ସ with helium as the carrier 
gas, at 50 − 100 𝑝𝑠𝑖 backing pressure was used. 
D. Skimmer. The plasma of ions is then allowed to supersonically expand into vacuum. 
This directs the ions into a molecular beam and cools them to a rotational temperature of 
~15 𝐾. The molecular beam then passes through a 3 𝑚𝑚 diameter cone-shaped skimmer 
before entering the differential chamber. The skimmer collects ions from the molecular 
beam, and limits the flow of excessive gas into the differential chamber. The differential 
chamber is maintained at ~10ି଺ 𝑇𝑜𝑟𝑟 by a 4” diffusion pump. 
E. Acceleration region. In this region, the ions are accelerated in two stages (Wiley-
McLaren type2 accelerator). The first stage is called the extraction and is typically +80 𝑉 
and is pulsed. This stage reduces the spatial spread in the molecular beam. In the second 
stage, the ions are accelerated from ground to a potential of −1800 𝑉 and thus gain an 
equal amount in kinetic energy.  
F. Re-referencing tube. To avoid floating the whole instrument at −1800 𝑉, ions are re-
referenced to ground potential.3 When the ions enter the re-referencing tube the potential 
is −1800 𝑉, which is rapidly pulsed to ground before they exit, so their kinetic energy is 
not changed but they are at ground potential. 
G. Einzel lens. On leaving the re-referencing tube the ions are cylindrically focused by the 
einzel lens. 
H. Deflectors. A vertical deflector sandwiched between two sets of horizontal deflectors is 
used to direct and guide the molecular beam into the detector chamber. These plates also 
align the ions with the path of photodissociation laser. Each deflector consists of a pair of 
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plates, one of which is grounded whereas the other has a small voltage < 15 𝑉 applied to 
it. 
I. Mass gate. The ions pass through a final set of deflectors before entering the reflectron 
region. The mass gate deflects the ion through an angle of ~5∘ and makes them go towards 
the reflectron region with the proper trajectory. The reflectron is not coaxial with the 
molecular beam, and hence the mass gate is required to align the molecular beam in the 
correct direction for it to hit the detector. The mass gate can work with a constant or a 
pulsed voltage of 30 − 70 𝑉 applied to it. If a constant voltage is applied, all ions pass 
through and hit the detector. If it is pulsed, only the ions within the deflector region during 
the pulse hit the detector. Depending on the width of the pulse, only ions within ~2 𝑎𝑚𝑢 
of the target mass are transmitted. 
J. Reflectron. In the reflectron region, the ions are decelerated in an electric field, so they 
come to rest at a point where the potential in the reflectron region is equal to their kinetic 
energy. At this point, the photodissociation laser is used to irradiate and photodissociate 
the ions. The ions of a particular mass can be dissociated over a ~100 𝑛𝑠 laser firing time 
window. The ions are then re-accelerated towards the detector with the same kinetic 
energy. This ensures that the photofragments have different velocities and hence different 
arrival times than the parents at the detector. 
K. Dissociation laser. Ions of interest are photodissociated using an externally triggered 
laser. Different laser systems are used to obtain vibrational and electronic spectrum. 
L. Multipass mirror. In order to improve the photodissociation yield a Perry-type4 
multipass mirror setup is used in the reflectron region. This setup consists of two concave 
 12 
 
spherical silver coated mirrors bracketing the reflectron plates. The infrared (IR) laser is 
aligned using a He-Ne laser while in the visible region, laser power is limited to 
7 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 to avoid burning the mirror. 
M. Detector. The detector consists of two 40 mm diameter microchannel plates, (MCP) 
and a solid stainless-steel anode. When an ion hits the surface near the entrance of a 
channel, electrons are ejected. A bias potential accelerates these electrons, which strike the 
sides of the channel, ejecting more electrons. The MCP plates have a net gain of 10଺. The 
current pulse generated by the ions is converted to a voltage pulse using a 50 𝛺 resistor 
and is read on an oscilloscope. 
2.1.1 Laser Systems 
Lasers are used for ion production and for photodissociation. For ion production, we use a 
fixed wavelength Continuum Surelite I Nd:YAG laser. For photodissociation we used 
Nd:YAG pumped Laservision IR optical parametric oscillator/optical parametric amplifier 
(OPO/OPA) system and a Nd:YAG pumped tunable dye laser in the visible. These laser 
systems are described below. 
2.1.1.1 Nd:YAG Lasers 
We used a Continuum Surelite I-20 an internally Q-switched Nd:YAG. The Surelite I 
produces ~100 − 135 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 at 532 𝑛𝑚 at a repetition rate of 20 𝐻𝑧 with 4 − 6 𝑛𝑠 
pulse width. This power is reduced by ~90% via a beam splitter to provide roughly 10 −
16 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 of ablation power. To pump the IR OPO/OPA system we used a QuantaRay 
GCR-190. It produces ~900 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 at 1064 𝑛𝑚 at a repetition rate of 10 𝐻𝑧. The 
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power is reduced to 550 − 700 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 before entering the IR OPO/OPA system in 
order not to damage the IR OPO/OPA crystals.  
2.1.1.2 ND6000 Dye Laser 
The electronic spectrum of 𝐶𝑟ା(𝑁𝐻ଷ) was measured using a Continuum ND6000 dye 
laser. The dye laser consists of a dye oscillator, a pre-amplifier and an amplifier cell. It is 
pumped by the second harmonic of a Continuum Surelite I-20 Nd:YAG. A dye solution is 
circulated to absorb the 532 𝑛𝑚 beam and emit fluorescence at higher wavelengths. Dyes 
were obtained from Exciton Inc. The wavelength is selected by tuning the angle between 
the grating and the mirror in the oscillator cavity. An external computer is used to control 
the grating mirror angle to tune the wavelength. The output laser power was 3 −
7 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒. The output was calibrated using absorption lines in molecular iodine.  The 
calibrated line width was < 0.1 𝑐𝑚ିଵ. 
2.1.1.3 LaserVision IR OPO/OPA 
The IR spectra were taken using the LaserVision IR OPO/OPA system. It produces 
2 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 at 2500 𝑐𝑚ିଵ and 7 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 at 3100 𝑐𝑚ିଵ. The laser is externally pumped 
by a Nd:YAG pump laser with 550 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 at 1064 𝑛𝑚. The pump beam is split into 
two by a beam splitter. One of the beams is frequency doubled by a potassium titanyl 
phosphate (KTP) crystal to produce 532 𝑛𝑚 light. This is the signal beam and it pumps 
the optical parametric oscillator (OPO) which uses non-linear KTP crystals. The second 
beam is called the idler beam. The sum of the frequencies of the output beams is the input 
wave’s frequency. In our OPO, a pair of KTP crystals is placed in a lasing cavity formed 
by two mirrors to improve efficiency. The beam is also coupled with a grating to improve 
the resolution and efficient conversion to signal and idler.  
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The output frequency is chosen by changing the angle of the KTP crystals. Thus, the beam 
in the OPO is divided into a visible signal beam (tunable from 712 to 880 𝑛𝑚) and a 
complementary near-IR idler beam (tunable from 2.1 to 1.35 𝑚𝑖𝑐𝑟𝑜𝑛𝑠). In the OPA stage, 
four potassium titanyl arsenate (KTA) crystals use the idler of the OPO and the remainder 
of the split 1064 𝑛𝑚 beam to produce mid-IR light using difference frequency generation. 
The IR linewidth is 1.8 𝑐𝑚ିଵ. An external computer is used to control the angles in all of 
the six crystals using a servo motor for each crystal. There is also one servo motor which 
controls the grating-mirror angle and determines the wavelength. This motor acts as the 
master motor to lead the other motors’ movements and maintain calibration. In order to 
maximize the power at each wavelength, all of the crystals need to be positioned correctly. 
To achieve this, a calibration curve is implemented to obtain the optimum motor positions. 
Calibration curves provided by the vendor only span a small range, and the spectra taken 
for a molecule typically span 600 𝑐𝑚ିଵ. In order to bypass this issue, the IR spectra are 
taken in small wavelength ranges, and then they are normalized and joined together. In 
each section the motor calibration is optimized to maximize the power. Taking smaller 
scans also resolves the issue of maintaining consistent ion signal through the course of the 
experiments. In a typical IR spectrum, 6-8 scans were measured, averaged and normalized 
to produce the resultant spectrum for a single ion. 
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Figure 2.2 Experimental (blue) and simulated HITRAN (red) absorption spectra of 𝐶𝐻ସ.The experimental spectrum is shifted 
by +1.85 𝑐𝑚ିଵ to match the HITRAN data. The Q branch line at 3017 𝑐𝑚ିଵ is saturated.5  
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External calibration of the whole instrument is done by taking a spectrum of 𝐶𝐻ସ and 
comparing it against the rotationally resolved IR absorption spectrum of 𝐶𝐻ସ from high 
resolution transmission molecular absorption database (HITRAN)6 as shown in figure 2.2.  
2.1.2 Time of Flight and Timing 
In our experimental setup, each part of the instrument has to be triggered at the correct time 
to yield the experimental results. The instrument is run at a repetition rate of 20 𝐻𝑧, 
determined by the ablation laser. Since the ions are produced in a discrete pulsed manner, 
and ions typically take 100 𝜇𝑠 in flight tube to reach the detector, the subsequent processes 
have to be adjusted temporally. A pair of Stanford Research Systems DG 535 digital delay 
generators are used to control the trigger times of the subsequent processes. They can 
produce four different pulses and two of them can be combined to produce a pulse with a 
specific width and start time. However, for generating a pulse with a width, we typically 
use an external one-shot circuit which is triggered by one of the pulses from the digital 
delay generators. A general schematic of trigger pulses produced by the digital delay 
generators is shown in figure 2.3. 
Since the ablation laser is firing at 20 Hz, each cycle is repeated after exactly 50 𝑚𝑠. 
Arbitrarily, the pulsed valve is triggered at 𝑇଴ = 0 𝑠. After that, the ablation laser flash 
lamp is triggered externally, typically at 𝐴 = 𝑇଴ + 200 𝜇𝑠. The ablation laser Q-switch 
delay is set to 185𝜇𝑠 and light comes out < 0.1 𝜇𝑠 later. The ablation laser time is usually 
adjusted to optimize the amount of ions produced. The ions are typically extracted at 𝐵 =
𝐴 + 250 𝜇𝑠 depending on the source conditions and the cluster size. The re-referencing 
pulse is sent ~2 − 3 𝜇𝑠 after the extraction. An earlier re-referencing allows lighter ions  
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Figure 2.3 Time Delay Flowchart. The repetition rate is 20 Hz. This cycle repeats every 
50 𝑚𝑠5  
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to make it through. Afterwards, ions are selected with a pulsed mass gate, typically at 
delays of 14 − 25 𝜇𝑠 (depending on the mass of the desired ions) from the extraction time. 
Parent ions are optimized and selected by changing the relative times of the pulses 
mentioned above. The ions enter the reflectron region after passing through the mass gate. 
For photodissociation, the dissociation laser timing is adjusted make sure that the ion 
trajectory overlaps that of the laser at the right time. For both the IR and the dye lasers, the 
Q-switch is externally triggered to overlap with the arrival times of the ions. This is 
typically 20 − 50 𝜇𝑠 after the extraction. The flashlamp to Q-switch delay is typically kept 
constant, and is about 400 𝜇𝑠. Since the ablation laser is firing at 20 Hz, each cycle is 
repeated after exactly 50 𝑚𝑠 with better than 1 𝑛𝑠 reproducibilty.  
The SpectraPhysics Quanta Ray GCR 190, which pumps the IR OPO/OPA system, 
operates at 10 𝐻𝑧. This means that for the IR experiments, photodissociation occurs for 
every alternate ion packet. Data is collected at 20 𝐻𝑧, so every ion packet for which the IR 
laser is not triggered is taken as background. The resulting “difference” spectrum offers a 
higher degree of sensitivity. 
Since all of the ions are accelerated through the same potential, the gain in their kinetic 
energy is equal to the potential energy provided. The ion arrival times can be deduced as 
follows: 
𝐾. 𝐸. = 𝑞𝐸 
1
2
𝑚𝑣ଶ = 𝑞𝐸 
since  
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𝑣 =
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑆)
𝑇𝑖𝑚𝑒(𝜏)
 
1
2
𝑚 ൬
𝑆
𝜏
൰
ଶ
= 𝑞𝐸 
𝜏 = (𝑆 ට ଵଶ௤ா) √𝑚 
Since all the terms in the bracket are constant for the instrument, 
𝜏 = 𝛼√𝑚 
This equation would be true if all of the ions start at time 𝑡 = 0. Since this might not be the 
case, a better equation to predict ion arrival times is, 
𝜏 = 𝛼√𝑚 +  𝜏଴ 
where 𝜏଴ is the offset for zero of time. The 𝛼 and 𝜏଴ constants are experimentally 
determined for a consistent set of electrical potential values used in the instrument. Each 
experiment is then run at the same conditions. A typical value for 𝛼 is 5.86 𝜇𝑠/𝑎𝑚𝑢ଵ/ଶ.  
Once the parent ions are photodissociated in the reflectron region, the arrival time for the 
fragment ions is different from that of the parent ions. Photofragments arrive earlier at the 
detector due to lower mass to charge ratio. The flight time for the fragments is  
𝜏௙ = 𝛾ඥ𝑚௣ + 𝛿ඥ𝑚௙ +  𝜏଴ 
Where 𝛼 =  𝛾 +  𝛿. For relative arrival time of fragment with respect to the parent ions, 
∆𝜏 =  𝜏௣ −  𝜏௙ = ൫𝛼ඥ𝑚௣ +  𝜏଴൯ − ൫𝛾ඥ𝑚௣ + 𝛿ඥ𝑚௙ +  𝜏଴൯ 
∆𝜏 = 𝛼ඥ𝑚௣ −  𝛾ඥ𝑚௣ − 𝛿ඥ𝑚௙ 
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∆𝜏 = 𝛿(ඥ𝑚௣  −  ඥ𝑚௙ ) 
For our instrumental setup, 𝛿 ≈ 2.02 𝜇𝑠/𝑎𝑚𝑢ଵ/ଶ. 
2.2 Data Acquisition 
When the parent and the fragment ions hit the detector, they produce current at a specific 
time which is converted to voltage using a 50 𝛺 resistor. The voltage shows up as a trace 
against time on an oscilloscope and is read using the Digital Scope Labview Software 
program. The program was written by earlier members of the Metz group.7,8 A brief 
description is given below. 
2.2.1 Digital Scope 
The Digital Scope program is used measure the time of flight (TOF) mass spectra at a fixed 
wavelength. Mass spectra taken when the photodissociation laser is on can be subtracted 
from those when the laser is off to take the difference spectra. This labview program reads 
the voltage plotted against time from a digital oscilloscope. For difference spectra, we use 
a Lambda 10-B/Smart Shutter from Sutter Instruments to block and unblock the 
photodissociation laser. The program can be configured to collect and average data for a 
specific number of laser on/off cycles. We typically use 100 shots in each cycle and 
average 20 cycles to get a mass spectrum which is averaged over 2000 shots. A typical 
difference spectrum is shown in figure 2.4. 
2.2.2 Breakout Box Dye Laser 
This program is used to collect data for electronic spectroscopy experiments as it controls 
the dye laser program. The program communicates with a remote computer that in turn 
controls the dye laser. Input parameters such as scanning range and step size can be 
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configured by the user. The program sends the dye laser to the starting wavelength and 
then reads the data from up to four gated integrators, averaging results for 20 laser shots. 
The program then communicates with the remote computer to move the laser to the next 
wavelength step. The cycle is repeated until the whole scan is finished. Stanford Research 
Systems SR250 gated integrators are used to average the voltage detected vs. TOF 
waveform, over a specific period of time (the gate), and produce a DC value which is sent 
to an analog to digital converter and read by the breakout box. The gates are manually set 
depending on the ions. The background on the gates is measured when the ions are not 
being generated. 
2.2.3 Breakout Box IR Laser 
This program is similar to the dye laser program, and is used to control and collect data 
from the IR laser. The program communicates with a remote computer which controls the 
motors in the OPO/OPA system. A user inputs the scanning parameters in the breakout box 
program, which prompts the remote computer to start the scan. The breakout box collects 
data against the wavenumber communicated by the remote computer, and assigns the gated 
integrator value to that wavelength. The program is configured to be triggered by the 
ablation laser at 20 𝐻𝑧 and it treats every other pulse, when the IR laser is not firing, as IR 
laser off pulse. This allows for a two vibrational ‘spectra’, one when the IR laser is on, and 
one when the IR laser is off. Subtracting one from two yields the background normalized 
vibrational spectrum. 
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2.2.4 Data Analysis 
All of the collected data has been analyzed using the Igor Pro software. Each spectrum 
presented in the thesis is an average of 5 − 10 raw scans. The fragment signal is averaged 
and normalized to the parent ions. The parent-averaged fragment signal is then normalized 
to laser power. The normalization is done by assuming that the absorption cross section is 
equal to the photodissociation cross section, or in other words each absorbed photon 
induces photofragmentation. 
Using the Beer-Lambert law, if the laser shines on all the molecules, then 
𝐼௔௩௣
𝐼௔௩௣ + 𝐼௔௩௙
= 𝑒ିఙ௙ 
where 𝜎 is the absorption cross section and 𝑓 is the laser fluence, 𝐼௔௩௣ is the intensity of 
the average parent ions and 𝐼௔௩௙ is the intensity of the average fragment ions (since 
photodissociation quantum yield is unity), 
𝜎 = − ln ቆ
𝐼௔௩௣
𝐼௔௩௣ + 𝐼௔௩௙
ቇ / 𝑓 
The above equation can be used to normalize the spectra. We have used this equation to 
normalize the spectra of 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ (𝑥 = 1,2; 𝑛 = 1 − 3) since the photodissociation 
yield was more than 10 %. However, the normalization equation can be further simplified 
for the cases where the photofragmentation yield is very small (𝐼௔௩௙ ≪ 𝐼௔௩௣), as shown in 
table 2.1 
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Table 2.1 Comparison of normalizations for various dissociation yields 
Dissociation 
Yield (%) 
−ln (
𝐼௔௩௣
𝐼௔௩௣ + 𝐼௔௩௙
) 𝐼௥௔௧௜௢ % Error 
1 0.01005 0.010101 0.50 
5 0.051293 0.052632 2.61 
10 0.105361 0.111111 5.46 
20 0.223144 0.25 12.04 
50 0.693147 1 44.27 
 
1 −
𝐼௔௩௣
𝐼௔௩௣ + 𝐼௔௩௙
= 1 − 𝑒ିఙ௙ 
𝐼௥௔௧௜௢ = 1 − 𝑒ିఙ௙ 
where 𝐼௔௩௣ + 𝐼௔௩௙ ≅ 𝐼௔௩௣, and 𝐼௥௔௧௜௢ =
ூೌೡ೑
ூೌೡ೛
. The exponential term in the equation is smaller 
than 1, so a Taylor expansion can be applied. So, 
𝑒ିఙ௙ = 1 − (𝜎𝑓) + (𝜎𝑓)ଶ − ⋯ ≅ 1 − 𝜎𝑓 
Therefore, 
𝜎 = 𝐼௥௔௧௜௢/𝑓 
We have used the above normalization equation to normalize the spectra for 
𝐹𝑒ଶା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3) and 𝐶𝑟ା(𝑁𝐻ଷ).
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2.3 Experimental Techniques 
Experimental techniques used to study the ions of interest are described below. 
2.3.1 Mass Spectra and Difference Spectra 
Mass spectra (MS) can be obtained by putting a constant voltage on the mass gate. It is 
typically used to calibrate the instrument flight time constants, and to optimize the amount 
of parent ions of interest produced. The raw data that the instrument collects is mass of the 
ions vs. the arrival time. The x-axis is then changed to m/z by the formula provided in the 
previous section.  
Difference spectra are taken to compare photodissociation yields when the dissociation is 
on vs when it is off. This can be done by subtracting a mass spectrum when the laser is on 
from an MS when it is off. A typical difference spectrum is shown in figure 2.4. Difference 
spectra also show if multiple fragments are being observed at a particular photon energy.
 
Figure 2.4. Difference spectrum of 𝐶𝑟ା(𝑁𝐻ଷ) taken at 16995 𝑐𝑚ିଵ showing only one 
fragment. 
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2.3.2 Vibrational Spectroscopy 
IR spectroscopy is used to get structural information about the molecules. The vibrational 
spectra presented in this thesis are taken in the C-H stretching region. In all of the 
complexes studied, the C-H group is the chromophore, which leads to photodissociation of 
the parent ion to fragments. Since the C-H bond itself does not break, intramolecular 
vibrational energy redistribution (IVR) has to happen in order to transfer the absorbed 
energy from the C-H coordinate to the coordinate where the bond breaks. This is typically 
the metal-ligand bond. 
2.3.3 Electronic Spectroscopy 
The electronic spectrum presented in this thesis is of molecules which undergo indirect 
photodissociation. In this phenomenon, absorption of a photon promotes the electronic 
wavefunction to a bound excited state, which then undergoes internal conversion to a 
lower-lying state in order to photodissociate. The spectrum thus obtained is very structured, 
and can have useful information such as vibrational spacing in the excited state, bond 
dissociation energy and symmetry of the excited state. 
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CHAPTER 3 
VIBRATIONAL SPECTROSCOPY OF 𝑭𝒆𝟐ା(𝑪𝑯𝟒)𝒏 (𝒏 = 𝟏 − 𝟑) 
3.1 Introduction 
In this chapter we present and analyze the vibrational spectra of 𝐹𝑒ଶା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3) 
in the C-H stretching region. The findings of this chapter have been published in Physical 
Chemistry Chemical Physics.1 
Catalytic activation of methane by transition metals is of immense industrial importance, 
as it would allow broader utilization of an abundant feedstock, and is of fundamental 
interest because it involves the reaction of the simplest C-H bond. Several third row 
transition metal atomic cations react with methane under thermal conditions, producing 
𝑀𝐶𝐻ଶା +  𝐻ଶ.2,3 Gas phase studies can elucidate the mechanism of C-H activation 
reactions, since the ions are not affected by the presence of solvent molecules.4–8 A broader 
range of methane activation reactions have been observed with metal clusters. For example, 
although 𝑅ℎା and 𝐴𝑢ା do not activate methane at room temperature,3,9 Bondybey and 
coworkers10 observed methane activation on 𝑅ℎ௫ା𝐴𝑟௠ and Lang et al.11–14 have shown 
ligand dependent activation of methane on 𝐴𝑢௫ା. Additionally, methane activation by 𝑃𝑡ା  
and 𝑃𝑡௫ାshows very specific size dependent reactivity, leading Kummerlöwe et al. to 
suggest that "the strong reactivity fluctuations over a wide size range are the gas phase 
fingerprint of a good heterogeneous catalyst material".15 In this vein, Armentrout and 
coworkers have observed that 𝐹𝑒௫ା clusters show interesting size dependent reaction 
thresholds for dehydrogenation of methane, with 𝐹𝑒ସାbeing particularly reactive.16 
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The initial interaction between 𝑀௫ା and methane results in formation of the 𝑀௫ା(𝐶𝐻ସ) 
entrance channel complex. This leads to weakening of the C-H bond, which is a 
prerequisite for C-H activation. A strong interaction between metal and methane(s) leads 
to a substantial red-shift in the lowest C-H stretching frequencies, and increases their 
intensity. Measuring this interaction has prompted studies of the vibrational spectroscopy 
of several 𝑀ା(𝐶𝐻ସ)௡17–22 and of 𝑃𝑡௫ା(𝐶𝐻ସ)𝐴𝑟ଶ.23  
Interaction of metal cluster ions with methane is a natural extension of the investigation on 
metal ion-methane interaction. Increasing the number of metals in the core leads towards 
bulk like behavior, and as mentioned earlier, can reveal interesting properties as a function 
of number of metal atoms in the ionic core. Our group has investigated vibrational spectra 
of 𝐹𝑒ା (𝐶𝐻ସ)௡ (𝑛 = 1 − 4), here we are presenting the vibrational spectroscopy of 
𝐹𝑒ଶା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3). Moreover, our group has published the vibrational spectra of  
𝐹𝑒ଷା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3) and 𝐹𝑒ସା(𝐶𝐻ସ)ସ elsewhere.24 
Vibrational spectra of these molecules will answer questions such as the geometry and 
coordination of the entrance channel complex, and whether the methanes are bound in a 
terminal fashion or in a bridged configuration. In addition, the spectroscopic fingerprint 
may also help to identify the spin state of the complex, and whether this changes with the 
addition of methanes. 
3.2 Experimental and Computational Methods 
Iron dimer ion-methane complexes are produced in our laser ablation source as described 
in chapter 2. These clusters are generated in an expansion gas mixture of 5 − 10% methane 
in helium at 60 − 120 𝑝𝑠𝑖 backing pressure. Ions produced then expand supersonically 
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into vacuum and cool to a rotational temperature of ~10 𝐾. The ions are then 
photodissociated using an infrared (IR) laser system which is an Nd:YAG pumped optical 
parametric oscillator/optical parametric amplifier, producing a ~6 𝑚𝐽 pulse near 
3100 𝑐𝑚ିଵ. The IR system is calibrated using the absorption spectrum of methane.25 The 
photodissociation spectrum is obtained by monitoring the yield of the fragment ion of 
interest as a function of wavelength and normalizing to parent ion signal and laser fluence. 
The photodissociation spectrum is the product of the absorption and the photodissociation 
quantum yield. The photodissociation yield is calculated by dividing the fragment ion 
signal when the IR laser is on, by the parent ion signal when the IR laser is off. It varies 
from 9% to 30% depending upon the ion. 
Computations are carried out using the Gaussian 09 program package.26 Optimized 
geometries of the ions are calculated using the B3LYP and BPW91 functionals and the  
6 − 311 + +𝐺(3𝑑𝑓, 3𝑝𝑑) basis set. The calculated vibrational frequencies are harmonic, 
whereas the measured vibrational frequencies include anharmonicity. To include this 
effect, the calculated frequencies are scaled by the ratio of the experimental and calculated 
C-H stretching frequencies of isolated 𝐶𝐻ସ (𝜈ଵ  =  2917 𝑐𝑚ିଵ,  𝜈ଷ =  3019 𝑐𝑚ିଵ) which 
is 0.963 for B3LYP and 0.979 for BPW91. Calculated spectra are convoluted with a 
20 𝑐𝑚ିଵ fwhm Gaussian for comparison with experiment. All reported energies include 
zero-point energy. 
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Figure 3.1 Infrared photodissociation spectra of 𝐹𝑒ଶା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3) in the C-H 
stretching region. The dashed line is a place holder at  2800 𝑐𝑚ିଵ to highlight the shift. 
  
 31 
 
3.3 Results and Discussion 
Vibrational spectra measured using photofragment spectroscopy are presented in Figure 
3.1. The spectra show a single peak between 2800 𝑐𝑚ିଵ and 2830 𝑐𝑚ିଵ for all the 
species. This corresponds to a red shift of ~100 𝑐𝑚ିଵ in the symmetric stretch of bare 
𝐶𝐻ସ. The peak becomes less red shifted as the number of methanes on the cluster increases. 
Since all the spectra show peaks at similar positions, we infer that the clusters exhibit 
similar geometries. To determine the structure and characterize the vibrations of each 
𝐹𝑒ଶା(𝐶𝐻ସ)௡ cluster, we carry out geometry optimization and vibrational frequency 
calculations for several potential isomers and spin states. Our previous studies of metal 
ion-methane complexes 𝑀ା (𝐶𝐻ସ)௡ have shown that the B3LYP hybrid density functional 
does a good job in predicting the observed vibrational spectra particularly when the red 
shift is not greater than 200 𝑐𝑚ିଵ.20–22 On the other hand, a detailed comparison of several 
DFT methods on neutral and charged iron clusters 𝐹𝑒௫
ି,଴,ା showed that the non-hybrid 
BPW91 functional is preferable over B3LYP.27,28 It is thus somewhat of an open question 
as to which functional is most appropriate for metal cluster ion-methane complexes such 
as  𝐹𝑒ଶା(𝐶𝐻ସ)௡.  
Although the ground state of 𝐹𝑒ଶା has not been determined experimentally, it has been the 
subject of many computational studies. Recent multireference calculations (RASPT2) by 
Hoyer et al. predict a 𝛴௨ି଼  ground state, with a 𝛥௨଼   state at 44 𝑘𝐽/𝑚𝑜𝑙.29 The lowest lying 
dectet state is 129 𝑘𝐽/𝑚𝑜𝑙 above the ground state. Benchmark calculations at this level are 
not practical for larger clusters containing significantly more metal atoms or multiple or 
complex ligands, hence the need for DFT calculations. 
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Table 3.1 Relative energies and spin-allowed 𝐹𝑒ଶା(𝐶𝐻ସ)௡ିଵ − (𝐶𝐻ସ) dissociation 
energies calculated with the B3LYP and BPW91 (parentheses) functionals and 6 −
311 + +𝐺(3𝑑𝑓, 3𝑝𝑑) basis. 
Ion 2𝑆 +  1 Relative Energy (𝑘𝐽/𝑚𝑜𝑙) 
Bond Dissociation 
Energy (𝑐𝑚ିଵ) 
𝐹𝑒ଶା 8 0.0 (0.0) -- 
 6 118.0 (98.5) -- 
𝐹𝑒ଶା(𝐶𝐻ସ) 8 0.0 (0.0) 3304 (3344) 
 6 113.7 (85.4) 3659 (4437) 
𝐹𝑒ଶା(𝐶𝐻ସ)ଶ 8 0.0 (0.0) 1843 (1931) 
 6 94.7 (55.5) 3428 (4435) 
𝐹𝑒ଶା(𝐶𝐻ସ)ଷ 8 0.0 (0.0) 809 (1566) 
 6 64.6 (11.4) 3327 (5255) 
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Table 3.1 summarizes computational results with the B3LYP and BPW91 functionals. The 
calculations predict the ground state of 𝐹𝑒ଶା is 𝛥௨଼  consistent with previous BPW91 
results.27,30 Our calculations predict both the sextet and dectet states are significantly higher 
in energy than the octet state. Chiodo et al. predict a 𝛴௨ାଵ଴  ground state, 7 𝑘𝐽/𝑚𝑜𝑙 below 
the 𝛥௨଼  at the B3LYP/DZVPopt level. The present B3LYP study, using the larger 6-
311++G(3df,3pd) basis set, predicts the dectet state to lie 74 𝑘𝐽/𝑚𝑜𝑙 above the octet 
ground state. All of the 𝐹𝑒ଶା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3), are predicted to have an octet ground 
state; the dectet states are calculated to be at least 100 𝑘𝐽/𝑚𝑜𝑙 higher in energy. However, 
as the number of ligands increases, the energy difference between the calculated sextet and 
octet states progressively decreases. The sextet states generally have valence electron 
occupancy 3𝑑ଵସ4𝑠ଵ, resulting in a stronger interaction with ligands than the octet state 
3𝑑ଵଷ4𝑠ଶ; the dectet states 3𝑑ଵଶ4𝑠ଷ interact with ligands even more weakly.29,30 Here, we 
are considering the 3𝑑 and 4𝑠 orbitals on both irons in the metal cluster ion core.  
3.3.1 Vibrational Spectrum of 𝑭𝒆𝟐ା(𝑪𝑯𝟒)  
The vibrational spectrum of 𝐹𝑒ଶା(𝐶𝐻ସ) is shown in Fig. 3.2. It shows a single intense peak 
at 2803 𝑐𝑚ିଵ with 26 𝑐𝑚ିଵ fwhm. The photodissociation yield is 9%. Similar 
photodissociation yields are observed for 𝑀ା (𝐶𝐻ସ)𝐴𝑟ଶ (𝑀 = 𝐶𝑜, 𝑁𝑖, 𝐶𝑢), which have 
similar calculated C-H absorption intensity for the lowest C-H stretch and where the low 
𝐴𝑟 binding energy ensures that one photon has sufficient energy to dissociate the 
complex.21,22 This suggests that photodissociation of 𝐹𝑒ଶା(𝐶𝐻ସ) also has a quantum yield 
of one and is a single photon process at ~2800 𝑐𝑚ିଵ, suggesting that the calculations 
slightly overestimate the methane binding energy. 
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Figure 3.2 Experimental IR photodissociation spectrum of 𝐹𝑒ଶା(𝐶𝐻ସ) along with the 
simulated spectra using the B3LYP and BPW91 functionals. The structure is the octet state 
of the molecule according to B3LYP 
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The B3LYP and BPW91 functionals predict similar geometries for 𝐹𝑒ଶା(𝐶𝐻ସ). The 
hydrogen atoms have connectivity of nearly 𝜂ଷ, slightly distorted towards 𝜂ଶ, leading to 
overall 𝐶௦ symmetry.  The 𝐹𝑒 − 𝐶 distance is calculated to be 2.389 Å (B3LYP), and 
2.300 Å (BPW91). Geometry optimizations starting from several 𝜂ଶ structures and bridged 
structures all relax to the 𝜂ଷ ground state shown here. The calculated binding energies and 
geometries are similar to those obtained by Chiodo et al. in their study of the reaction of 
𝐹𝑒ଶା with methane.30 They predict the 𝐹𝑒ଶା(𝐶𝐻ସ) binding energy to be 3850 𝑐𝑚ିଵand 
2852 𝑐𝑚ିଵat the B3LYP/DZVPopt and BPW91/DZVPopt level of theory respectively. 
These binding energies are slightly higher than those obtained using the 6 − 311 +
+𝐺(3𝑑𝑓, 3𝑝𝑑) basis set; both basis sets predict 𝜂ଷ hydrogen coordination and very similar 
Fe-C bond distances. 
The BPW91 calculation predicts a strong peak at 2798 𝑐𝑚ିଵ; the remaining 𝐶 − 𝐻 stretch 
absorptions are very weak. Thus, the simulated spectrum matches the experiment very well. 
The B3LYP calculated spectrum is similar, with a peak at 2779 𝑐𝑚ିଵ, about 
20 𝑐𝑚ିଵbelow the observed peak. The observed 2803 𝑐𝑚ିଵ vibration corresponds to the 
symmetric C-H stretch, with all C-H bonds stretching in phase, with substantially larger 
amplitude for the three proximate C-H bonds than the distal. Calculations done on the 
sextet isomer using both B3LYP and BPW91 functionals predict a more red-shifted 
spectrum with the most intense peak around 2700 𝑐𝑚ିଵ and a geometry leaning towards 
 𝜂ଶ hydrogen connectivity. Comparing this spectrum with those of 𝑀ା(𝐶𝐻ସ) (𝑀 = 𝐹𝑒,
𝑀𝑛, 𝐴𝑙)18–20, we infer that the observed spectrum is due to the complex being in the  𝜂ଷ 
hydrogen connectivity as predicted by the calculations.  
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Figure 3.3 Experimental IR photodissociation spectrum of 𝐹𝑒ଶା(𝐶𝐻ସ)ଶ along with the 
simulated spectra using the B3LYP and BPW91 functionals. The structure is the octet state 
of the molecule according to B3LYP 
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3.3.2 Vibrational Spectrum of 𝑭𝒆𝟐ା(𝑪𝑯𝟒)𝟐 
The vibrational spectrum of 𝐹𝑒ଶା(𝐶𝐻ସ)ଶ  is presented in Fig. 3.3 along with the calculated 
spectra and structure.  It shows a single intense peak at 2829 𝑐𝑚ିଵ with 25 𝑐𝑚ିଵ fwhm. 
The photodissociation yield for 𝐹𝑒ଶା(𝐶𝐻ସ)ଶ is observed to be 30% suggesting single 
photon photodissociation. The calculated absorption intensity for this vibration is twice 
that of the corresponding vibration in 𝐹𝑒ଶା(𝐶𝐻ସ), leading to the increased 
photodissociation yield. The calculated binding energies of 1900 𝑐𝑚ିଵ are consistent with 
single photon dissociation. The spectrum is very similar to that of 𝐹𝑒ଶା(𝐶𝐻ସ) suggesting 
that the interaction is similar.  
The B3LYP calculation predicts two stable structures that can contribute to the spectrum. 
The ground state has each iron coordinated to one 𝐶𝐻ସ. In this structure, both the 𝐶𝐻ସ are 
equivalent, with a 2.462 Å Fe-C bond. As a result, the predicted spectrum has a single peak 
at 2814 𝑐𝑚ିଵ, as shown in Fig 3.3. The calculations predict hydrogen atom connectivity 
of nearly 𝜂ଷ, slightly distorted towards 𝜂ଶ. There is a second local minimum, ~380 𝑐𝑚ିଵ 
higher in energy, in which both ligands are bound to one of the iron atoms. The resulting 
spectrum is calculated to have a doublet at 2803/2830 𝑐𝑚ିଵ, as shown in figure 3.4.1. As 
the observed spectrum consists of a single peak, this structure is at most a minor contributor 
to the experiment. Similar to 𝐹𝑒ଶା(𝐶𝐻ସ), structures with bridging methanes relax to the 
ground state terminal structure. Simulated spectra of structures in which each iron is 
coordinated to one methane are in good accord with the experimental spectrum and 
reproduce the experimental observation that the addition of the second 𝐶𝐻ସ leads to a 
reduced red shift in the spectrum. 
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The BPW91 calculation predicts similar structures. In the isomer with each 𝐹𝑒 interacting 
with one 𝐶𝐻ସ, the 𝐹𝑒 − 𝐶 distances are 2.405 Å and 2.512 Å. Because of the non-
equivalent 𝐹𝑒 − 𝐶 interactions, the vibrational spectrum has a peak at 2814 𝑐𝑚ିଵwith a 
shoulder at 2827 𝑐𝑚ିଵ. This leads to a broader peak centered at 2816 𝑐𝑚ିଵ, as shown in 
Fig. 3.3. The other isomer, in which both 𝐶𝐻ସ are bound to one iron, is calculated to be the 
ground state, 635 𝑐𝑚ିଵ lower in energy. However, the predicted spectrum (Figure 3.4.2) 
is red shifted by 200 𝑐𝑚ିଵ, clearly not in accord with the experiment. Therefore, 
considering the predicted structures from both functionals, we infer that the observed 
spectrum is due to the isomer in which 𝐶𝐻ସ are ligating the 𝐹𝑒 individually in an 𝜂ଷ 
hydrogen connectivity. 
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Figure 3.4.a Calculated B3LYP/6 − 311 + +𝐺(3𝑑𝑓, 3𝑝𝑑) structure, simulated spectrum, 
vibrational frequencies and intensities for 𝐹𝑒ଶା(𝐶𝐻ସ)ଶ where both methanes are 
terminally attached to a single 𝐹𝑒 
 
 
 
Figure 3.4.b Calculated BPW91/6−311 + +𝐺(3𝑑𝑓, 3𝑝𝑑) structure, simulated spectrum, 
vibrational frequencies and intensities for 𝐹𝑒ଶା(𝐶𝐻ସ)ଶ  where both methanes are 
terminally attached to a single 𝐹𝑒 
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Figure 3.5 Experimental IR photodissociation spectrum of 𝐹𝑒ଶା(𝐶𝐻ସ)ଷ along with the 
simulated spectra using the B3LYP and BPW91 functionals. The structure is the octet state 
of the molecule according to B3LYP 
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3.3.3 Vibrational Spectrum of 𝑭𝒆𝟐ା(𝑪𝑯𝟒)𝟑 
The spectrum of 𝐹𝑒ଶା(𝐶𝐻ସ)ଷ is presented in Fig. 3.5 along with the calculated spectra and 
structure. It shows a peak centered at 2830 𝑐𝑚ିଵ with a 36 𝑐𝑚ିଵ fwhm. The peak is 
significantly broader than those of the smaller clusters, and is also less red-shifted. The 
spectrum also shows a much smaller peak centered at 3000 𝑐𝑚ିଵ. The BPW91 calculation 
predicts the three 𝐶𝐻ସ as non-equivalent. One of the iron atoms interacts strongly with two 
𝐶𝐻ସ, resulting in 𝐹𝑒 − 𝐶 bond distances of 2.368 Å and 2.419 Å respectively, with 
hydrogen atom connectivity of approximately 𝜂ଶ. The other iron interacts weakly with the 
CH4 proximal to it, at a bond distance of 2.640 Å and it has 𝜂ଷ coordination. As a result of 
such a non-degenerate interaction, the predicted spectrum has three intense peaks at 
2725, 2747, and 2860 𝑐𝑚ିଵ. The resulting simulated spectrum clearly disagrees with the 
observed spectrum. In contrast, the B3LYP calculation predicts the interaction of the three 
methanes to be very similar. Two of the 𝐶𝐻ସ interact with one of the irons with 𝐹𝑒 − 𝐶 
bond distances of 2.509 Å (𝜂ଶ/𝜂ଷ coordination) and 2.671 Å (𝜂ଶ coordination) 
respectively, while the third 𝐶𝐻ସ interacts with the proximal iron at a bond distance of 
2.527 Å, and it has 𝜂ଷ hydrogen coordination. As a result, the B3LYP calculation predicts 
three very closely lying peaks at 2822, 2834 and 2846 𝑐𝑚ିଵ. This leads to a single broad 
peak centered at 2832 𝑐𝑚ିଵ. The close vicinity of these peaks indicates that the three 𝐶𝐻ସ 
have a similar interaction with the iron dimer. The simulated spectrum predicted by the 
B3LYP calculation is an excellent match to the experimental spectrum. The simulation also 
suggests that the breadth of the experimental peak is due to nearly degenerate unresolved 
𝐶 − 𝐻 stretching vibrations, characteristic of a complex with three nearly equivalent 𝐶𝐻ସ. 
Again, geometries with bridging methanes relax to the ground state terminal structure.  For 
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𝐹𝑒ଶା(𝐶𝐻ସ)ଷ the calculations predict that the sextet state does not lie very far above the 
octet. Because the sextet interacts more strongly with 𝐶𝐻ସ than the octet state, it leads to a 
highly red-shifted spectrum, which is not consistent with the experimental spectrum. 
Considering the match between the experimental spectrum and the B3LYP predicted 
spectrum, we infer that the observed spectrum is due to the octet isomer shown in Fig. 3.5. 
3.4 Summary and Conclusion 
In this chapter, we present vibrational spectra of 𝐹𝑒ଶା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3) obtained by 
monitoring the loss of 𝐶𝐻ସ following IR photoexcitation. The spectra show single photon 
dissociation, thus suggesting a bond dissociation energy of less than 2800 𝑐𝑚ିଵ. 
Vibrational spectra were compared with calculations using the B3LYP and BPW91 
functionals. Both calculations predict the ground state of 𝐹𝑒ଶା and the ligated clusters to be 
octets. Comparison of the experimental spectra to predicted spectra for various potential 
isomers and spin states suggests terminal binding of the methane(s). The observation of a 
single intense peak for 𝐹𝑒ଶା(𝐶𝐻ସ), 𝐹𝑒ଶା(𝐶𝐻ସ)ଶ and 𝐹𝑒ଶା(𝐶𝐻ସ)ଷ suggests that the additional 
methanes interact in a nearly equivalent manner with the iron dimer. It also suggests that 
the methanes adopt an 𝜂ଷ hydrogen binding configuration. As the number of methanes 
increases, the position of the peak slightly blue shifts, moving closer to the symmetric 𝐶 −
𝐻 stretch at 2917 𝑐𝑚ିଵ, indicating a weakening of the metal-methane interaction.  
Our previous studies of 𝐹𝑒ା(𝐶𝐻ସ)௡ complexes show 100𝑐𝑚ିଵ larger red shifts than is 
observed for the metal dimer.20 This correlates with the higher sequential methane binding 
energies for the metal atom31–33 and with guided ion beam studies that find lower threshold 
for dehydrogenation of methane by 𝐹𝑒ା than 𝐹𝑒ଶା.16 The findings of this chapter study 
were followed by spectroscopic investigations on the entrance channel complexes of 
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𝐹𝑒ଷା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3)  and 𝐹𝑒ସା(𝐶𝐻ସ)ସ by our group.24 Results from that study show 
that the spectra are dominated by a single very intense peak and an increase in the red shift 
in monolayer complexes from 𝐹𝑒ଶା(𝐶𝐻ସ)ଶ to 𝐹𝑒ଷା(𝐶𝐻ସ)ଷ to 𝐹𝑒ସା(𝐶𝐻ସ)ସ. This is in contrast 
to what would be observed due a purely electrostatic interaction between the metal ion core 
and the methane ligands. This suggests an increased in covalency in the binding of larger 
clusters and this parallels the measured increase in reactivity of 𝐹𝑒௫ା clusters.   
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CHAPTER 4 
VIBRATIONAL SPECTROSCOPY OF 𝑨𝒍𝒙ା(𝑪𝟐𝑯𝟔)𝒏 (𝒙 = 𝟏, 𝟐 ; 𝒏 = 𝟏 − 𝟑) 
4.1 Introduction 
The interaction of metal ions and metal clusters ions with hydrocarbons has attracted great 
interest, and there have been many investigations to better understand the kinds of 
interactions that can take place between them. Understanding of these interactions is 
important as they play a vital role in using catalysis to produce key industrial products.  
The simplest metal ion-hydrocarbon interaction is unarguably that of metal ion with 
methane, and multiple studies have been done on this system.1–7 The focus of these studies 
has been to understand how the metal ion-methane interaction is affected by the number of 
ligands, and the electronic configuration and identity of the metal ions. Although each of 
these studies has unique results, there are certain general trends that one can draw from 
such an interaction. The major interaction between metal ion and methane when it 
approaches the former is an ion-induced dipole interaction. The attractive interaction 
between the methane and the metal ion weaken the hydrocarbon bonds which are directed 
towards the metal ion. This weakening of the C-H bond is manifested by an overall red 
shift in the 𝐶 − 𝐻 stretching vibrations the 𝑀ା𝐶𝐻ସ, and one can indirectly monitor the 
strength of interaction between the metal ion and methane by correlating it with the extent 
of red shift observed in the spectrum. Moreover, the complexation with the metal ion lifts 
the degeneracy of the asymmetric 𝐶 − 𝐻 stretch, and depending on the geometry of the 
complex and the intensity of the peaks observed, one can infer the geometry of such a 
complex. 
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An extension of metal ion-methane interaction is metal ion-ethane interaction. Typically, 
first-row transition metals and metalloids do not insert into the 𝐶 − 𝐻 bond of ethane, as 
the insertion barrier is endothermic.8–12 However, compared to methane, the 𝐶 − 𝐻 bond 
is slightly weaker in ethane, 423 𝑘𝐽/𝑚𝑜𝑙 to 439 𝑘𝐽/𝑚𝑜𝑙,13 so it is more reactive towards 
metal ions.11  
In this chapter, we are investigating the interaction of aluminum cation and aluminum 
dimer cation with ethane(s). Ground state 𝐴𝑙ା has an electronic configuration of 
1𝑠ଶ2𝑠ଶ2𝑝଺3𝑠ଶ, it is a 𝑆ଵ ଴ closed shell system. The valence s-orbital is symmetric and 
non-directional. The simple ground electronic state makes 𝐴𝑙ା a good candidate to 
understand the metal ion-hydrocarbon interactions.14–19 Bieske and coworkers4 reported 
interaction of methane with 𝐴𝑙ା, and found that the interaction between 𝐴𝑙ାand methane 
is relatively weak when compared to other metal ion-methane interactions. Moreover, 
multiple methanes seem to ligate the same face of the 𝐴𝑙ା ion. This study investigates the 
metal ion-hydrocarbon interaction for a larger ligand, with a slightly weaker 𝐶 − 𝐻 bond. 
Studies on 𝐴𝑙௡ା have been reported which show magic number clustering.20 This can be 
relevant in case of catalysis and 𝐶 − 𝐻 bond activation. The second set of experiments in 
this study explores the interaction of 𝐴𝑙ଶା with ethane, to observe whether the interaction 
changes significantly when the metal core consists of an extra 𝐴𝑙 atom. 
4.2 Experimental and Computational Methods 
The 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ (𝑥 = 1,2 ; 𝑛 = 1 − 3) clusters are generated by laser ablation of an 
aluminum rod in an expansion gas mix of 5 − 10 % ethane in helium at 50 − 100 psi 
backing pressure. Ions produced then expand supersonically into vacuum and cool to a 
rotational temperature of ~10 𝐾. The ions are then photodissociated using an infrared (IR) 
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laser system which is a Nd:YAG pumped optical parametric oscillator/optical parametric 
amplifier, producing a ~6 𝑚𝐽 pulse near 3100 𝑐𝑚ିଵ. The IR system is calibrated using 
the absorption spectrum of methane.21 The ions of interest are photodissociated in the C-H 
stretching region (2600 − 3100 𝑐𝑚ିଵ). The photodissociation spectra are plotted by 
taking the ratio of the fragment to the parent ions as a function of the photodissociation 
laser energy. The details of the experimental process can be found in chapter 2. Multiple 
ethane loss channels were observed in the case of  𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ (𝑥 = 1,2 ; 𝑛 = 2 − 3). The 
spectra produced here are a sum of the multiple ethane loss channels. 
Calculations were done using the B3LYP-D3 and ωB97X-D hybrid density functionals 
with the 6 − 311 + +𝐺(𝑑, 𝑝) basis set using the Gaussian 09 program package.22 Both of 
these functionals accurately include dispersion forces. Reported energies include zero-
point energy. Scaled harmonic calculations with the above basis set were not able to capture 
the complexity of the spectra. The harmonic frequencies obtained were then used to 
calculate anharmonic frequencies in the C-H stretching region using the local mode dressed 
Hamiltonian method developed by the Sibert group.23 In general, the anharmonic 
frequencies obtained via the local mode dressed Hamiltonian method were able to simulate 
the experimental spectra very well. All of the simulations shown are obtained with the local 
mode Hamiltonian method, using scaling factors and anharmonic couplings derived by the 
Sibert group for alkyl benzene cations using the B3LYP-D3 and ωB97X-D functionals and 
6 − 311 + +𝐺(𝑑, 𝑝) basis set.23,24 The frequencies obtained by this method are plotted by 
giving then a gaussian linewidth of 20 𝑐𝑚ିଵ.  
 
  
 50 
 
4.3 Results and Discussion 
Vibrational spectra of 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ (𝑥 = 1,2 ; 𝑛 = 1 − 3) obtained by monitoring the loss 
of ethane(s) using photodissociation spectroscopy are shown in Figs. 4.1 and 4.2. No other 
fragment loss channels were observed. The photodissociation yield is 10 − 30%, 
depending on the ion. These are typical values for one photon dissociation, and therefore 
the upper limit on the 𝐴𝑙௫ା-ligand binding energy is 2730 𝑐𝑚ିଵ. The calculated binding 
energies of the ions are presented in Table 4.1. When compared to spectra of 
𝐴𝑙ା(𝐶𝐻ସ)௡ (𝑛 = 1 − 6) as reported by Bieske and coworkers,4 the spectra of 
𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ (𝑥 = 1,2 ; 𝑛 = 1 − 3) are more complex and show larger red shifts. As shown 
in Fig. 4.1, the 𝐶 − 𝐻 stretching frequencies of isolated 𝐶ଶ𝐻଺ range from 2896 to 
2985 𝑐𝑚ିଵ. Upon binding to the metal cation, the 𝐶 − 𝐻 stretches proximate to the cation 
will red shift. The 𝐻 − 𝐶 − 𝐻 scissors (bends) in 𝐶ଶ𝐻଺ are the 𝐶𝐻ଷ symmetric 
deformations at 1379 𝑐𝑚ିଵ (𝑎ଶ௨) and 1388 𝑐𝑚ିଵ (𝑎ଵ௚); the degenerate (asymmetric) 
deformations are at 1468 𝑐𝑚ିଵ (𝑒௚) and 1469 𝑐𝑚ିଵ (𝑒௨).25 Ignoring anharmonicity, 
overtones and combinations bands of these bends would lie in the 2730 − 2938 𝑐𝑚ିଵ 
range, overlapping the red-shifted 𝐶 − 𝐻 stretches in a metal ethane complexes. Fermi 
resonances between bend combinations/overtones and the 𝐶 − 𝐻 stretches have been 
observed in multiple molecules when the 𝐶 − 𝐻 stretch red-shifts enough to interact with 
bend combinations/overtones.7,14 Additional ethane ligands also increase the intensity of 
peaks near the bare 𝐶 − 𝐻 stretches of ethane. The spectrum of each cluster is discussed in 
detail below. 
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Figure 4.1. Vibrational Spectra of 𝐴𝑙ା(𝐶ଶ𝐻଺)௡ (𝑛 = 1 − 3), vertical lines show the 
position of bare ethane C-H stretches in 𝑐𝑚ିଵ. 
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Figure 4.2. Vibrational Spectra of 𝐴𝑙ଶା(𝐶ଶ𝐻଺)௡ (𝑛 = 1 − 3), vertical lines show the 
position of bare ethane C-H stretches in 𝑐𝑚ିଵ.
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Table 4.1 Calculated binding energies, 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ିଵ − (𝐶ଶ𝐻଺) (𝑥 = 1 − 2), of the most 
stable isomer using ωB97X-D and B3LYP-D3 functionals. The basis set used is 6 − 311 +
+𝐺(𝑑, 𝑝). 
Ion 
Binding energy, ωB97X-D 
(𝑐𝑚ିଵ) 
Binding energy, B3LYP-D3 
(𝑐𝑚ିଵ) 
𝐴𝑙ା (𝐶ଶ𝐻଺)  3159 2962 
𝐴𝑙ା (𝐶ଶ𝐻଺)ଶ 2517 2346 
𝐴𝑙ା (𝐶ଶ𝐻଺)ଷ 2043 1951 
𝐴𝑙ଶା(𝐶ଶ𝐻଺)  2237 2148 
𝐴𝑙ଶା(𝐶ଶ𝐻଺)ଶ 2074 2102 
𝐴𝑙ଶା(𝐶ଶ𝐻଺)ଷ 1787 1719 
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4.3.1 Vibrational Spectrum of 𝑨𝒍ା(𝑪𝟐𝑯𝟔) 
The vibrational spectrum of 𝐴𝑙ା(𝐶ଶ𝐻଺) is shown in Fig. 4.3. There are three intense peaks, 
at 2735 𝑐𝑚ିଵ, 2790 𝑐𝑚ିଵ and 2809 𝑐𝑚ିଵ. There are also two less intense peaks at 
2869 𝑐𝑚ିଵand 2928 𝑐𝑚ିଵ. The maximum photodissociation yield was 10%.  
Calculations using both B3LYP-D3 and ωB97X-D show that there are two stable isomers. 
The B3LYP-D3 calculated spectra are shown in Fig 4.3 along with the isomers. The two 
isomers are termed the L-isomer, in which all the heavy atoms are collinear, and T-isomer, 
in which the heavy atoms make a triangular geometry. The binding energies are 
2873 𝑐𝑚ିଵ and 2962 𝑐𝑚ିଵ for the L-isomer and T-isomer respectively, so the T-isomer 
is calculated to be more stable by 89 𝑐𝑚ିଵ. The calculated L-isomer spectrum shows a 
single very intense peak positioned at  2803 𝑐𝑚ିଵ, along with minor peaks at 2886 𝑐𝑚ିଵ 
and 3013 𝑐𝑚ିଵ. The calculated L-isomer spectrum fails to capture the complexity of the 
observed spectrum by itself. Moving on to the calculated T-isomer spectrum, we predict a 
very intense peak at 2722 𝑐𝑚ିଵ, along with minor peaks at 2762 𝑐𝑚ିଵ, 2792 𝑐𝑚ିଵ, 
2824 𝑐𝑚ିଵ and 2873 𝑐𝑚ିଵ. The calculated T-isomer spectrum also does not capture the 
complexity of the observed spectrum by itself.   
Calculations using the ωB97X-D functional also predict two low lying isomers as shown 
in Fig 4.4. The binding energy for the L-isomer is 2976 𝑐𝑚ିଵ and for the T-isomer it is 
3159 𝑐𝑚ିଵ. The calculated L-isomer spectrum is similar to what the B3LYP-D3 
calculations predicted, with an intense peak at 2794 𝑐𝑚ିଵ, and minor peaks at 2886 𝑐𝑚ିଵ 
and 3018 𝑐𝑚ିଵ. The calculated T-isomer, on the other hand, has two relatively intense 
peaks at 2737 𝑐𝑚ିଵ and 2819 𝑐𝑚ିଵ, along with some minor peaks. Calculations with the 
ωB97X-D functional provide a better match to the observed spectrum than the B3LYP-D3 
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simulations, both with respect to the positions and relative intensities of the major peaks in 
the spectrum. This is also true for the larger 𝐴𝑙ା(𝐶ଶ𝐻଺)௡ (𝑛 = 2, 3) clusters and, to an even 
greater extent, for  𝐴𝑙ଶା(𝐶ଶ𝐻଺)௡ (𝑛 = 1 − 3). Henceforth, only ωB97X-D simulations will 
be shown. The two calculated isomers do not account for the observed spectrum 
independently, however, a 1:3 ratio of the L-isomer to T-isomer captures the whole 
spectrum very well, as shown in Fig 4.4. And therefore, we infer that the observed spectrum 
is due to an isomeric mix of L-isomer and T-isomer in a 1:3 ratio. The calculations predict 
that the relative energy between the two isomers is ~180 𝑐𝑚ିଵ. Assuming this is correct, 
we can calculate the vibrational temperature using Boltzmann’s equilibrium distribution: 
𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝐿 − 𝑖𝑠𝑜𝑚𝑒𝑟
𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑇 − 𝑖𝑠𝑜𝑚𝑒𝑟
 =  𝑒
ି(ா௡௘௥௚௬ ௢௙ ௅ି௜௦௢௠௘௥ିா௡௘௥  ௢௙ ்ି௜௦௢௠௘௥)
௞ ்  
1
3
 =  𝑒
ିଵ଼଴ ௖௠షభ 
௞ ்  
ln (
1
3
)  =  
−180 𝑐𝑚ିଵ 
𝑘 𝑇
 
T =  
180 𝑐𝑚ିଵ 
𝑘 ∗ ln(3)
 
T =  235 𝐾 
Based on previous work in our group, this is a reasonable vibrational temperature for ions 
produced in our laser ablation-molecular beam source. 
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L-isomer T-isomer 
 
 
 
 
Figure 4.3 L-isomer and T-isomer geometries of 𝐴𝑙ା(𝐶ଶ𝐻଺), and B3LYP-D3 calculated 
spectrum. 
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Figure. 4.4 Experimental and calculated ωB97X-D spectrum of 𝐴𝑙ା(𝐶ଶ𝐻଺), and 1:3 L-
isomer:T-isomer ratio calculated spectrum  
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4.3.2 Vibrational Spectrum of 𝑨𝒍ା(𝑪𝟐𝑯𝟔)𝟐 
The vibrational spectrum of 𝐴𝑙ା(𝐶ଶ𝐻଺)ଶ is presented in Fig. 4.5. The most intense peak in 
the spectrum is at 2811 𝑐𝑚ିଵ, with three medium intensity peaks at 2743 𝑐𝑚ିଵ, 
2775 𝑐𝑚ିଵ and 2883 𝑐𝑚ିଵ. There are also three less intense peaks at 2929 𝑐𝑚ିଵ, 
2978 𝑐𝑚ିଵ and 3008 𝑐𝑚ିଵ. Compared to the spectrum of 𝐴𝑙ା(𝐶ଶ𝐻଺), most peaks 
generally show smaller red shifts, and the most red shifted peaks are less intense. Moreover, 
there are two new peaks at 2978 𝑐𝑚ିଵ and 3008 𝑐𝑚ିଵ. The maximum photodissociation 
yield is 30%. Loss of one and two ethane ligands is observed, and the spectrum presented 
here is a sum of all fragment channels. 
Calculations carried out using the ωB97X-D functional with the 6 − 311 + +𝐺(𝑑, 𝑝) basis 
set predict three low lying isomers as shown in Fig. 4.5. The lowest energy isomer is the 
2T-isomer in which both the ethanes individually form a triangular geometry among the 
carbon and the metal ion. The calculated binding energy for this isomer is 2517 𝑐𝑚ିଵ, 
which is consistent with the observed onset of dissociation at 2695 𝑐𝑚ିଵ. The calculated 
spectrum for this isomer has major peaks at 2744 𝑐𝑚ିଵ, 2777 𝑐𝑚ିଵ, 2828 𝑐𝑚ିଵ and 
2881 𝑐𝑚ିଵ. Overall, the 2T-isomer is a good match with the observed spectrum as it 
successfully predicts the position of the most red-shifted peaks. However, the calculated 
spectra underestimates the redshift in the most intense peak. The 1L1T-isomer has the 
linear geometry with one ethane and triangular geometry with the second ethane. 
Calculations predict that this isomer is  180 𝑐𝑚ିଵ higher in energy than the 2T-isomer, 
and has peaks at  2746 𝑐𝑚ିଵ, 2775 𝑐𝑚ିଵ and 2813 𝑐𝑚ିଵ. The predicted spectrum 
matches well with the three experimental peaks at 2743 𝑐𝑚ିଵ, 2775 𝑐𝑚ିଵ and 
2811 𝑐𝑚ିଵ. However, it does not predict the intensity of the low energy peaks, and fails 
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to reproduce the peak at 2883 𝑐𝑚ିଵ correctly. The third isomer, the 2L-isomer, has both 
ethanes in linear 𝜂ଷ connectivity, and is 400 𝑐𝑚ିଵ higher in energy than the lowest energy 
isomer. It predicts a very intense peak at 2806 𝑐𝑚ିଵ, however, it fails to predict the other 
peaks with respect to intensity and position. Therefore, we think this isomer does not 
contribute to the experimental spectrum. We find that the best fit to the observed spectrum 
is a 1:2 ratio of the calculated 2T-1T1L-isomer spectra as shown in Fig. 4.5. 
We started the all of the calculations with the ethanes on opposite sides of the 𝐴𝑙ା ion, but 
all of the isomers relaxed to the geometries where both ethanes are on the same side of the 
𝐴𝑙ା. This is consistent with the calculations carried out on 𝐴𝑙ା(𝐶𝐻ସ)௡ (𝑛 = 1 − 6)  by 
Bieske and coworkers,4 where all of the methanes were found to ligate the metal ion on the 
same hemisphere. This is due to the first ligand polarizing the 3𝑠 orbital on 𝐴𝑙ା so that its 
electron density is reduced near the ligand. Binding additional ligands to this more positive 
side is thus favored. This binding motif is observed for rather weak metal ligand binding, 
with the ligands fairly distant from the metal, so ligand-ligand repulsion is not an issue. 
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2-T-isomer  1L-1T-isomer 
𝐸௥௘௟ = 180 𝑐𝑚ିଵ 
 2-L-isomer 
𝐸௥௘௟ = 400 𝑐𝑚ିଵ 
 
 
 
Figure 4.5 Vibrational spectrum of 𝐴𝑙ା(𝐶ଶ𝐻଺)ଶ with calculated ωB97X-D isomers and 
their spectra 
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4.3.3 Vibrational Spectrum of 𝑨𝒍ା(𝑪𝟐𝑯𝟔)𝟑 
The vibrational spectrum of 𝐴𝑙ା(𝐶ଶ𝐻଺)ଷ is presented in Fig. 4.6 along with the calculated 
spectra. The most intense peak is centered at 2827 𝑐𝑚ିଵ with a fwhm of 50 𝑐𝑚ିଵ. There 
are medium intensity peaks at 2755 𝑐𝑚ିଵ, 2777 𝑐𝑚ିଵ, 2893 𝑐𝑚ିଵ, 2928 𝑐𝑚ିଵ, 
2980 𝑐𝑚ିଵ and 3004 𝑐𝑚ିଵ. Comparison with the 𝐴𝑙ା(𝐶ଶ𝐻଺)ଶ spectrum reveals that the 
extent of red-shift in the most intense peak has decreased. This indicates an overall decrease 
in the strength of interaction between 𝐴𝑙ା and ethanes. Moreover, the intensity of the 
lowest energy peaks has decreased and the intensity of the two highest energy peaks, at 
2980 𝑐𝑚ିଵ and 3004 𝑐𝑚ିଵ, have increased. These high energy peaks were not present in 
the 𝐴𝑙ା(𝐶ଶ𝐻଺) spectrum, and now appear in the bare 𝐶 − 𝐻 stretching region of ethane as 
a distinct feature. The onset of dissociation is at 2655 𝑐𝑚ିଵ, and hence this is the upper 
limit on the binding energy. The maximum photodissociation yield is 35%. Loss of one to 
three ethanes is observed, and the spectrum presented here is a sum of all fragment 
channels. The loss of multiple ethanes is likely a multiple photon process due to the binding 
energy of ethane with 𝐴𝑙ା. 
The calculations predict four isomers, as shown in Fig. 4.7. The lowest energy isomer is 
the 2T1L-isomer, where two of the ethanes form a triangle with the metal ion, whereas the 
third ethane is in a linear 𝜂ଷ connectivity. The next higher energy isomer is the 3-T-isomer, 
in which all of the ethanes are in triangular geometry with the 𝐴𝑙ା ion. Both of these 
isomers are very close in energy with the latter being only 30 𝑐𝑚ିଵ higher. The predicted 
spectrum for the 2T1L-isomer features the most intense peak at 2823 𝑐𝑚ିଵ thus capturing 
the most intense peak of the experimental spectrum. It also shows two moderately intense 
peaks at 2782 𝑐𝑚ିଵ and 3004 𝑐𝑚ିଵ, which are very good fits for experimental peaks 
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Figure 4.6 Calculated and experimental spectrum of 𝐴𝑙ା(𝐶ଶ𝐻଺)ଷ, and 1:2 3T-isomer:2T-
1L-isomer ratio spectrum   
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3-T-isomer 
𝐸௥௘௟ = 30 𝑐𝑚ିଵ 
 
2T-1L-isomer 
 
2L-1T-isomer 
𝐸௥௘௟ = 290 𝑐𝑚ିଵ 
 
3-L-isomer 
𝐸௥௘௟ = 480 𝑐𝑚ିଵ 
 
 
Figure 4.7 Calculated isomers for 𝐴𝑙ା(𝐶ଶ𝐻଺)ଷ using the ωB97X-D functional and 6 −
311𝐺(𝑑, 𝑝) basis and their relative energies.  
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observed at 2777 𝑐𝑚ିଵ and 3004 𝑐𝑚ିଵ. However, it does not capture the peaks at 
2980 𝑐𝑚ିଵ and 2893 𝑐𝑚ିଵ. The spectrum for the 3T isomer is also similar. It predicts the 
most intense peak at 2846 𝑐𝑚ିଵ and minor peaks at 2785 𝑐𝑚ିଵ, 2900 𝑐𝑚ିଵ and 
2968 𝑐𝑚ିଵ. The minor peaks match the positions of the experimental peaks well, however, 
this isomer does not capture the position of the most intense peak by itself. 
The 2L1T-isomer and the 3L-isomer are 290 𝑐𝑚ିଵ and 480 𝑐𝑚ିଵ higher in energy than 
the lowest energy isomer. The simulations for both of these isomers are similar in character. 
The predicted spectrum is dominated by an intense sharp peak at 2825 𝑐𝑚ିଵ and a minor 
peak around 3004 𝑐𝑚ିଵ. These two peaks are also present in the lowest energy 2T1L-
isomer. However, both of these isomers fail to predict the other peaks in the observed 
spectrum with respect to position and intensity. Therefore, we conclude that they are not 
major contributors to the observed spectrum.  
Looking at the trend in the spectra, as we move from isomers with no ethanes in the T-
geometry (the 3-L-isomer), to the 3-T-isomer, we observe that the predicted spectrum gets 
better and better at simulating the peaks at 2777 𝑐𝑚ିଵ and 2893 𝑐𝑚ିଵ. This indicates that 
the majority of the ethanes adopt a T-geometry with 𝐴𝑙ା ion. Taking this trend into account 
and considering all of the predicted spectra, the best fit for the experimental spectrum is a 
1:2 ratio of the 3-T-isomer to 2T-1L-isomer as shown in Fig 4.7.  
The overall trend in 𝐴𝑙ା(𝐶ଶ𝐻଺)௡ (𝑛 = 1 − 3), is that the extent of red-shift decreases as 
we increase the number of ethanes. Moreover, we also observe the emergence of peaks 
near 3000 𝑐𝑚ିଵ which is near the C-H stretching frequency in bare ethane. In general, 
binding in a T-shaped configuration is preferred. The calculations successfully predict the 
 65 
 
relative energies of the isomers, and the dressed local mode Hamiltonian calculations 
successfully reproduce the complex vibrational spectra.  
4.3.4 Vibrational Spectrum of 𝑨𝒍𝟐ା(𝑪𝟐𝑯𝟔) 
The vibrational spectrum of 𝐴𝑙ଶା(𝐶ଶ𝐻଺) is presented in Fig. 4.8 along with the calculated 
spectra. The most intense peak in the spectrum is at 2815 𝑐𝑚ିଵ, with a fwhm of 32 𝑐𝑚ିଵ. 
The spectrum has medium intensity peaks at 2735 𝑐𝑚ିଵ, 2774 𝑐𝑚ିଵ, 2876 𝑐𝑚ିଵ and 
2985 𝑐𝑚ିଵ. The peaks at 2735 𝑐𝑚ିଵ and 2774 𝑐𝑚ିଵ are relatively sharp, and as we will 
discuss later, do not change their positions with an increase in ethane ligands. The 
maximum photodissociation yield was 20 %, and only ethane loss was observed. The onset 
of photodissociation is at 2735 𝑐𝑚ିଵ, and hence this is the upper limit on the bond 
dissociation energy. 
Calculations predict two isomers as shown in Fig 4.8. In the T-isomer, the 𝐶 − 𝐶 and 𝐴𝑙 −
𝐴𝑙 bonds are approximately perpendicular, while in the L-isomer, these bonds are co-
planar, and nearly parallel. The L-isomer is calculated to be 350 𝑐𝑚ିଵ higher in energy 
than the T-isomer. It predicts a high intensity peak at 2831 𝑐𝑚ିଵ, with moderate intensity 
peaks at 2685 𝑐𝑚ିଵ, 2911 𝑐𝑚ିଵ and 2986 𝑐𝑚ିଵ. It is similar in character to the T-isomer 
calculated spectrum with respect to the position of the peaks, however, it fails to capture 
the position of the peaks observed at 2735 𝑐𝑚ିଵ and 2774 𝑐𝑚ିଵ.  
The T-isomer features pseudo-tetrahedral geometry among the heavy atoms. The predicted 
binding energy is 2237 𝑐𝑚ିଵ for this isomer. The calculated spectrum shows the most 
intense peak at 2841 𝑐𝑚ିଵ, along with minor peaks at 2705 𝑐𝑚ିଵ, 2777 𝑐𝑚ିଵ, 
2899 𝑐𝑚ିଵ, 2952 𝑐𝑚ିଵ and 2992 𝑐𝑚ିଵ. The predicted spectrum does not capture the 
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position of all the peaks, however, it does manage to fit the positions of the experimental 
peaks at 2735 𝑐𝑚ିଵ and 2774 𝑐𝑚ିଵ. 
We also observe these low energy peaks in the larger clusters. The position of these peaks 
changes very little when the number of ligands is increased. We opine that these two peaks 
are a result of Fermi resonance between the 𝐶 − 𝐻 stretch and overtones and combination 
of 𝐻 − 𝐶 − 𝐻 bends. The 𝐻 − 𝐶 − 𝐻 bends in ethane occur between 1379 𝑐𝑚ିଵ and 
1469 𝑐𝑚ିଵ, and therefore, their first overtones and combination bands should occur 
between 2740 𝑐𝑚ିଵ and 2930 𝑐𝑚ିଵ. Although the bend overtones and combinations 
typically have very low IR intensity, they mix with and gain intensity from the 𝐶 − 𝐻 
stretches once the 𝐶 − 𝐻 stretch has red-shifted enough to be nearly resonant in energy. 
Our group has observed this phenomenon in the spectrum of 𝐶𝑢ା(𝐶𝐻ସ)(𝐴𝑟)ଶ and it has 
been observed in other molecules as well.7,14,24 Considering the positions and intensity of 
the T-isomer peaks, and given that the L-isomer does not predict the peaks due to Fermi 
resonance, we conclude that the T-isomer is the major contributor to the observed 
spectrum. Also note that the simulation predicts that the major peak lies at 2841 𝑐𝑚ିଵ, or 
26 𝑐𝑚ିଵ  above its experimental value. If this were to shift to lower energy (for example, 
by using a slightly smaller 𝐶 − 𝐻 stretch scaling factor), the two low energy peaks would 
gain intensity, resulting in a better match to the spectrum. 
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T-isomer 
 
L-isomer 
𝐸௥௘௟ = 350 𝑐𝑚ିଵ 
 
 
Figure 4.8 Experimental and calculated spectra and isomers of  𝐴𝑙ଶା(𝐶ଶ𝐻଺)  
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4.3.5 Vibrational Spectrum of 𝑨𝒍𝟐ା(𝑪𝟐𝑯𝟔)𝟐 
The vibrational spectrum of 𝐴𝑙ଶା(𝐶ଶ𝐻଺)ଶ is presented in Fig. 4.9 along with the calculated 
spectra and the corresponding isomers. The spectrum exhibits the most intense peak at 
2821 𝑐𝑚ିଵ, with a fwhm of 45 𝑐𝑚ିଵ. The spectrum has medium intensity peaks at 
2735 𝑐𝑚ିଵ, 2774 𝑐𝑚ିଵ, 2879 𝑐𝑚ିଵ and 2986 𝑐𝑚ିଵ. The peaks at 2735 𝑐𝑚ିଵ and 
2774 𝑐𝑚ିଵ are relatively sharp, and they are unshifted from 𝐴𝑙ଶା(𝐶ଶ𝐻଺). The maximum 
photodissociation yield was 35 %. One ethane loss and two ethane loss channels were 
observed, and the spectrum shown here is a sum of both. Comparison with the 𝐴𝑙ଶା(𝐶ଶ𝐻଺) 
spectrum reveals that the most intense peak has shifted 6 𝑐𝑚ିଵ to the blue and the peak at 
2986 𝑐𝑚ିଵ has gained intensity. 
Calculations predict two isomers as shown in Fig 4.9. Calculations performed using 
different starting geometries ended up with the ionic cluster relaxing to the aforementioned 
isomeric structure. The 2L-isomer is calculated to be 570 𝑐𝑚ିଵ higher in energy than the 
2T-isomer. It features each ethane to be in a linear 𝜂ଷ hydrogen atom connectivity when 
considered individually. It predicts a high intensity peak at 2838 𝑐𝑚ିଵ, with moderate 
intensity peaks at 2894 𝑐𝑚ିଵ, 2921 𝑐𝑚ିଵ and 3002 𝑐𝑚ିଵ. It is somewhat similar to the 
predicted L-isomer spectrum for 𝐴𝑙ଶା(𝐶ଶ𝐻଺), and it does not account for the very sharp and 
consistent peaks at lower energy due to Fermi resonance.  
The 2T-isomer predicts a very sharp peak at 2847 𝑐𝑚ିଵ with moderately intense peaks at 
2730 𝑐𝑚ିଵ , 2779 𝑐𝑚ିଵ, 2908 𝑐𝑚ିଵ and 2991 𝑐𝑚ିଵ. The spectrum is similar to the 
spectrum of 𝐴𝑙ଶା(𝐶ଶ𝐻଺). It manages to predict the peaks due to Fermi resonances, although 
it does not incorporate the intensity of those peaks correctly. Considering the relative 
energies of the two predicted isomers, and the fact that the 2T-isomer successfully predicts 
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the position of the peaks due to Fermi resonance, we conclude that the main contributor to 
the experiment is the 2T-isomer. This is in accord with what we have been observing in  
𝐴𝑙ା(𝐶ଶ𝐻଺)௡(𝑛 = 1 − 3) where the main contribution to the experimental spectra came 
from isomers with T-geometry motifs.  
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2T-isomer 
 
 
  
2L-isomer 
𝐸௥௘௟ = 570 𝑐𝑚ିଵ 
 
Figure 4.9 Experimental and calculated spectra and isomers of  𝐴𝑙ଶା(𝐶ଶ𝐻଺)ଶ  
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4.3.6 Vibrational Spectrum of 𝑨𝒍𝟐ା(𝑪𝟐𝑯𝟔)𝟑 
The vibrational spectrum of 𝐴𝑙ଶା(𝐶ଶ𝐻଺)ଷ is presented in Fig. 4.10 along with the calculated 
spectra and the corresponding isomers. The spectrum exhibits the most intense peak at 
2830 𝑐𝑚ିଵ, with a fwhm of 50 𝑐𝑚ିଵ. The spectrum has medium intensity peaks at 
2736 𝑐𝑚ିଵ, 2775 𝑐𝑚ିଵ, 2885 𝑐𝑚ିଵ and 2990 𝑐𝑚ିଵ. The maximum photodissociation 
yield is 40 %. Loss of one, two and three ethanes is observed as fragment channels, and 
the spectrum presented is a sum of the three. Comparison with the 𝐴𝑙ଶା(𝐶ଶ𝐻଺) and 
𝐴𝑙ଶା(𝐶ଶ𝐻଺)ଶ  spectra reveals that the most intense peak has moved toward higher energy 
indicating an overall weakening in the interaction between the 𝐴𝑙ଶାcore and ethane ligands. 
The peak at 2990 𝑐𝑚ିଵ has gained intensity and has blue shifted. The peaks at 2736 𝑐𝑚ିଵ 
and 2775 𝑐𝑚ିଵ stay consistent with respect to position and intensity throughout, indicating 
that they are not much affected by the interaction of 𝐴𝑙ଶା core and the number of ligands. 
This further supports the idea of them being due to Fermi resonance as interaction with the 
metal core tends to have a much smaller effect on the bends than the 𝐶 − 𝐻 stretches. 
Calculations predict four isomers as shown in Fig 4.11. Calculations performed using 
different starting geometries ended up with the ionic cluster relaxing to these four. The 3L-
isomer is calculated to be 900 𝑐𝑚ିଵ higher in energy than lowest energy isomer. It features 
each ethane to be in a linear 𝜂ଷ hydrogen atom connectivity when considered individually. 
It predicts a high intensity peak at 2843 𝑐𝑚ିଵ, along with moderate intensity peaks at 
2898 𝑐𝑚ିଵ, 2921 𝑐𝑚ିଵ and 3001 𝑐𝑚ିଵ. The peaks observed at 2736 𝑐𝑚ିଵ and 
2775 𝑐𝑚ିଵ are not predicted by this isomer. The 2L1T-isomer is 750 𝑐𝑚ିଵ higher in 
energy than the lowest energy isomer, and it predicts a spectrum very similar to that of 3L-
isomer as shown. The next lower energy isomer is the 2T1L-isomer which is 300 𝑐𝑚ିଵ 
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higher than the 3-T isomer. Its spectrum is very similar to that of the 3T-isomer which is 
discussed below. 
The 3T-isomer is the lowest energy isomer. It predicts a very sharp peak at 2849 𝑐𝑚ିଵ 
with moderately intense peaks at 2913 𝑐𝑚ିଵ and 2994 𝑐𝑚ିଵ. The peaks due to Fermi 
resonance are predicted at 2728 𝑐𝑚ିଵ and 2777 𝑐𝑚ିଵ. The spectrum is similar to the 
spectrum of 𝐴𝑙ଶା(𝐶ଶ𝐻଺). It manages to predict the peaks due to Fermi resonances, although 
it does not incorporate the intensity of those peaks correctly. Considering the relative 
energies of the three predicted isomers, and the fact that the 2T1L-isomer successfully 
predicts the position of the peaks due to Fermi resonance, we tentatively conclude that 
main contributor to the experiment is the 3T-isomer. 
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Figure 4.10 Experimental and calculated spectra of  𝐴𝑙ଶା(𝐶ଶ𝐻଺)ଷ  
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3T-isomer 
 
  
2T1L-isomer 
𝐸௥௘௟ = 300 𝑐𝑚ିଵ 
 
2L1T-isomer 
𝐸௥௘௟ = 750 𝑐𝑚ିଵ 
 
  
3L-isomer 
𝐸௥௘௟ = 900 𝑐𝑚ିଵ 
 
 
Figure 4.11 Calculated isomers of  𝐴𝑙ଶା(𝐶ଶ𝐻଺)ଷ and their relative energies 
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4.4 Summary and Conclusion 
In this chapter, we present and analyze vibrational spectra of 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ (𝑥 = 1,2 ; 𝑛 =
1 − 3) in the 𝐶 − 𝐻 stretching region. The spectra are obtained by photofragment 
spectroscopy monitoring the loss of one or more 𝐶ଶ𝐻଺ from the parent ion. The results 
were compared with DFT calculations carried out using B3LYP-D3 and ωB97X-D with 
6 − 311 + +𝐺(𝑑, 𝑝) basis set. Scaled harmonic vibrational calculations by themselves do 
not account for the complexity of the observed spectra. The local mode Hamiltonian 
method was used to generate anharmonic frequencies in the 𝐶 − 𝐻 stretching region, and 
this method works well for predicting the spectra. Comparison between B3LYP-D3 and 
ωB97X-D calculations show that the latter is better at predicting the experimental spectra, 
whereas the former gets worse and worse as we increase the number of ligands. 
The spectra show that both 𝐴𝑙ା  and 𝐴𝑙ଶା interact more strongly with ethane than with 
methane. This is evident from the red shift in the most intense peak in the spectra. Only 
ethane loss was observed. Increasing the number of ethanes interacting with 𝐴𝑙ା  introduces 
two new peaks, at 2980 𝑐𝑚ିଵ and 3004 𝑐𝑚ିଵ, near the 𝐶 − 𝐻 stretches of bare ethane. 
These peaks increase in intensity as the number of ethanes increases. Increasing the number 
of ethane ligands also results in a reduction of the red shift of the most intense peak. This 
trend has been found in multiple previous studies of metal ions with methanes1,5–7,26, and 
indicates a weakening of interaction between the ethane ligand and the metal core. 
We observe that all of the ethanes tend to ligate the metal core on the same side. This is a 
theme that has been reported in 𝐴𝑙ା(𝐶𝐻ସ)௡ and 𝑀𝑛ା(𝐶𝐻ସ)௡.3,4 These metals have an 3𝑠ଶ 
and 4𝑠ଵ electron configuration respectively, and interact fairly weakly with ligands. This 
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kind of geometry results from a concerted polarization of the HOMO on the metal (cluster) 
ion and, to a lesser extent, an increase in dispersion interaction between the ligands. 
The metal ion core was found to typically interact with 3 hydrogens on a single 𝐶ଶ𝐻଺. 
Linear isomers predicted all of the interacting hydrogens to be from the same 𝐶𝐻ଷ group 
with an overall 𝜂ଷ hydrogen connectivity. T-isomers, or the isomer where the metal ion 
core interacts with two 𝐻’s on one 𝐶𝐻ଷ and one 𝐻 on another are favored over those in L-
isomers. All of the stable predicted isomers had 𝐶ଶ𝐻଺ in an eclipsed geometry, and thus 
the interaction with 𝐴𝑙ା or 𝐴𝑙ଶା is not stabilizing enough to lock the 𝐶ଶ𝐻଺ in a staggered 
structure.   
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CHAPTER 5 
ELECTRONIC SPECTROSCOPY OF𝑪𝒓ା(𝑵𝑯𝟑)  
5.1 Introduction 
The interaction of ammonia with transition metals is important in catalysis, materials 
synthesis and solvation. Ammonia, which is widely used in the manufacturing of industrial 
fertilizers, is typically made using a metal based catalyst. Metal-ammonia complexes are 
the exit channel complexes in the production of ammonia from 𝑁ଶ and 𝐻ଶ via the Haber 
process, and transition metal nitrides are produced using ammonia as a precursor. 
Ammonia is a strong field, sigma donating ligand, and the interaction of ammonia with 
metal ions is mainly a strong ion-permanent dipole interaction with some covalency. The 
need to understand the interactions involved in metal-ammonia complexes has resulted in 
many recent investigations,1–6 including measurement of the 𝑀ା(𝑁𝐻ଷ) bond strength,7–9 
ZEKE Spectroscopy of 𝑀ା(𝑁𝐻ଷ)௡ (𝑀 = 𝐶𝑢, 𝐴𝑔),10,11 vibrational spectroscopy of 
𝑀ା(𝑁𝐻ଷ)௡ (𝑀 =  𝑁𝑎12, 𝑀𝑔13, 𝐴𝑙14, 𝑉15, 𝐶𝑜16, 𝑁𝑖16, 𝐶𝑢17,18, and 𝐴𝑔18) and electronic 
spectroscopy of 𝑀ା(𝑁𝐻ଷ)௡ (𝑀 = 𝑀𝑔19 and 𝑆𝑟20). These reveal insightful trends in 
properties of the metal ion-ammonia interaction and also raise several interesting questions. 
The trends observed include a weakening in the 𝑁 − 𝐻 bond strength upon binding to the 
metal, as the interaction of 𝑁𝐻ଷ with the metal ion reduces electron density on nitrogen. 
The metal ion-ammonia bond strength is high enough to prevent direct spectroscopic 
dissociation of the complex, and hence the vibrational spectra in the IR have been taken 
via 𝑁ଶ or 𝐴𝑟 tagging.  
In this chapter we present the electronic spectrum of the 𝐶𝑟ା(𝑁𝐻ଷ) complex. In 𝐶𝑟ା the 
ground electronic configuration is 3𝑑ହ4𝑠଴, and it is a 𝑆ହ/ଶ଺  system. The first excited state 
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is 3𝑑ସ4𝑠ଵ ( 𝐷௃)଺   and lies at 11961 − 12496 𝑐𝑚ିଵ cm-1; the spin-orbit levels span 
535 𝑐𝑚ିଵ. The binding of ammonia with 𝐶𝑟ା will quench the spin orbit splitting. This set 
of data will be used to compare quenching of spin-orbit interaction by ammonia for 3𝑑, 4𝑑 
and 5𝑑 transition metals. Previous investigations using collision induced dissociation on 
the binding energy of 𝑁𝐻ଷ with 𝐶𝑟ା report a binding energy between  13100 𝑐𝑚ିଵ and 
15300 𝑐𝑚ିଵ.7,8  We plan to measure the binding energy spectroscopically. As a 
preliminary to this experiment, we measured the electronic photodissociation spectrum of 
𝐶𝑟ା𝑁ଶ in the 582 − 588 𝑛𝑚 range, and observed photodissociation to both excited 𝐶𝑟ା 
and ground 𝐶𝑟ା. However, the photofragment yield increases 5-fold when we hit the 
threshold for dissociation to excited 𝐶𝑟ା. This is in agreement with earlier reports.21  
The electronic spectrum will answer the question of whether the excited state of 𝐶𝑟ା binds 
more strongly to 𝑁𝐻ଷ than the ground state and to what extent and also how does the 𝐶𝑟 −
𝑁 bond length changes when the 𝐶𝑟ା is excited. 
5.2 Experimental and Computational Methods 
The 𝐶𝑟ା(𝑁𝐻ଷ) complex was made by the laser ablation of a chromium rod in an expansion 
gas mix of 0.01 − 0.05 % of 𝑁𝐻ଷ in 10 % 𝐶𝐹ସ with helium as the carrier gas, at 50 −
100 𝑝𝑠𝑖 backing pressure. Ions produced without the 𝐶𝐹ସ in the gas mix were found to be 
very hot spectroscopically and would photodissociate indiscriminately. The 𝐶𝑟ା(𝑁𝐻ଷ) 
complex is then expanded supersonically into vacuum and cooled down to a rotational 
temperature of  ~10 𝐾. The ions are then photodissociated with a 20 𝐻𝑧 Nd-YAG pumped 
dye laser in the 585 − 705 𝑛𝑚 region. The laser dyes are obtained from Exciton Inc. and 
are made in methanol solvent. The dye laser is calibrated using the absorption spectrum of 
𝐼ଶ.22 Only 𝑁𝐻ଷ is observed as the photofragment, and the electronic spectrum is plotted by 
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taking the ratio of the fragment to the parent ion as a function of the normalized 
photodissociation laser energy.  
The properties of the ground and low-lying excited electronic states of 𝐶𝑟ା(𝑁𝐻ଷ) were 
calculated at several levels of theory. Different levels were used both to assess the 
consistency of the results, and because some properties could only be calculated with a 
limited number of methods.  
Initial calculations used density functional theory (DFT) and time-dependent DFT to 
calculate the equilibrium geometries and vibrational frequencies of the ground and low-
lying excited electronic states. The M06 functional was selected because, of the several 
functionals examined, it best predicts the 3𝑑ସ4𝑠ଵ  ←  3𝑑ହ4𝑠଴ excitation energy in 𝐶𝑟ା. 
The most accurate calculations of the ground state geometry were obtained at the 
𝐶𝐶𝑆𝐷(𝑇)/𝑎𝑢𝑔 − 𝑐𝑐 − 𝑝𝑉𝑇𝑍 level. (vibrational frequencies are prohibitively expensive 
for this method, and excited states calculations are not available). The ground and excited 
states were calculated using EOM-CCSD, again with the 𝑎𝑢𝑔 − 𝑐𝑐 − 𝑝𝑉𝑇𝑍 basis set. This 
method was also used to scan the potential along the 𝐶𝑟 − 𝑁 stretch.  Promotions are only 
considered from the valence orbitals, and by default, these are 3𝑑 on 𝐶𝑟, 2𝑠 and 2𝑝 on 𝑁 
and 1𝑠 on 𝐻. It was found that moving the 3𝑝 orbital on 𝐶𝑟 from the core to the valence 
space decreased the calculated excitation energy of the excited states by ~1000 𝑐𝑚ିଵ 
(adding even more orbitals to the valence space had negligible effect). So, the CCSD(T) 
and EOM-CCSD calculations all include the 3𝑝 orbital in the valence space. All of these 
calculations were carried out using Gaussian09.23 
Calculations of the ground and excited states including spin-orbit effects were done using 
Molpro.24 Wavefunctions for the ground and 3𝑑ସ4𝑠ଵ excited states were first 
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simultaneously optimized using the complete active space multi-configurational self-
consistent field (CASSCF) approach with an active space consisting of the 3𝑝, 3𝑑 and 4𝑠 
orbitals on 𝐶𝑟, 2𝑠 and 2𝑝 on 𝑁 and 1𝑠 on 𝐻.  This also used the 𝑎𝑢𝑔 − 𝑐𝑐 − 𝑝𝑉𝑇𝑍 basis. 
This is followed by a multi-reference configuration interaction (MRCI) calculation. The 
resulting states are used to generate the spin-orbit matrix, using the Breit-Pauli operator. 
This is diagonalized to obtain the spin-orbit levels.  
5.3 Results and Discussion 
5.3.1 Calculated ground state 
At the CCSD(T)/𝑎𝑢𝑔 − 𝑐𝑐 − 𝑝𝑉𝑇𝑍 𝑙𝑒𝑣𝑒𝑙, 𝐶𝑟ା(𝑁𝐻ଷ) has C3v symmetry, and a 𝐶𝑟 − 𝑁 
bond length of 2.129 Å, 𝑁 − 𝐻 bond length of 1.019 Å, 𝐻 − 𝑁 − 𝐻 angle of 105.6° and 
𝐶𝑟 − 𝑁 − 𝐻 angle of 113.1°. This corresponds to a geometry in which the nitrogen is 
0.400 Å from the plane of the three hydrogens. For comparison, at this level of theory, 
isolated 𝑁𝐻ଷ has an 𝑁 − 𝐻 bond length of 1.015 Å, 𝐻 − 𝑁 − 𝐻 angle of 106.4° and 
nitrogen-to-H-plane distance of 0.387 Å. So, binding to 𝐶𝑟ା slightly lengthens the 𝑁 − 𝐻 
bonds in ammonia and makes the molecule less planar. The calculated 𝐶𝑟ା − (𝑁𝐻ଷ) 
binding energy at the CCSD(T)/𝑎𝑢𝑔 − 𝑐𝑐 − 𝑝𝑉𝑇𝑍 level (with zero-point energy at the 
M06/6 − 311 + +𝐺(3𝑑𝑓, 3𝑝𝑑) level, see below) is 14575 𝑐𝑚ିଵ. Unfortunately, 
vibrational frequencies are very expensive to calculate at this level of theory and excited 
states cannot be calculated at all.  The slightly less accurate CCSD/𝑎𝑢𝑔 − 𝑐𝑐 − 𝑝𝑉𝑇𝑍 level 
predicts a very similar geometry for 𝐶𝑟ା(𝑁𝐻ଷ), with 𝑟஼௥ே = 2.143 Å, 𝑟ேு = 1.017 Å and 
∠𝐶𝑟𝑁𝐻 = 113.1°. Using DFT, a similar geometry is predicted at the M06/6 − 311 +
+𝐺(3𝑑𝑓, 3𝑝𝑑) level: 𝑟஼௥ே = 2.115 Å, 𝑟ேு = 1.018 Å and ∠𝐶𝑟𝑁𝐻 = 113.0°. 
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Table 5.1 Vibrational frequencies of 𝑁𝐻ଷ, and the ground and excited states of 𝐶𝑟ା(𝑁𝐻ଷ), 
in 𝑐𝑚ିଵ, calculated at the M06/6 − 311 + +𝐺(3𝑑𝑓, 3𝑝𝑑) level. Frequencies have not 
been scaled. Note that “𝑒” vibrations are doubly degenerate. The 1 𝐸଺  (𝛱) state is predicted 
to distort slightly from 𝐶ଷ௩, breaking the degeneracy. 
   𝑁𝐻ଷ 𝐶𝑟ା(𝑁𝐻ଷ) 
Vib. 
# 
Symmetry Description Ground Ground 2 𝐴ଵ଺  (𝛴) 1 𝐸଺  (𝛱) 
1 𝑎ଵ 
Sym. 𝑁 − 𝐻 
stretch 
3482 3435 3431 3418 
2 𝑎ଵ 𝑁𝐻ଷ umbrella 1000 1281 1252 1271 
3 𝑎ଵ 𝐶𝑟 − 𝑁 stretch  408 216 285 
4 𝑒 
Antisym. 𝑁 − 𝐻 
stretch 
3620 3535 3536 3538/3567 
5 𝑒 𝑁𝐻ଷ deformation 1636 1628 1631 1659/1887 
6 𝑒 
𝑁𝐻ଷ hindered 
rotation 
 587 497 574/618 
 
 
 
The calculated M06 vibrational frequencies of 𝐶𝑟ା(𝑁𝐻ଷ) and 𝑁𝐻ଷ are shown in Table 5.1. 
Ammonia has 6 vibrations. Two are symmetric, the symmetric 𝑁 − 𝐻 stretch and the 𝑁𝐻ଷ 
umbrella, and two are antisymmetric and doubly degenerate, the antisymmetric 𝑁 − 𝐻 
stretch and 𝑁𝐻ଷ deformation. Of these 6 vibrations, 5 are predicted to change only slightly 
in 𝐶𝑟ା(𝑁𝐻ଷ), while the frequency of the 𝑁𝐻ଷ umbrella increases substantially. There are 
three new vibrations in 𝐶𝑟ା(𝑁𝐻ଷ), the symmetric 𝐶𝑟 − 𝑁 stretch and antisymmetric, 
degenerate 𝑁𝐻ଷ hindered rotation. 
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5.3.2 Excited states and predicted electronic spectrum 
The ground state of 𝐶𝑟ା is 3𝑑ହ ( 𝑆ହ/ଶ଺ ), and the first excited state is produced by 3𝑑 →
 4𝑠 promotion. This gives the 3𝑑ହ4𝑠 ( 𝐷௃଺ ) states whose energies range from 11962 𝑐𝑚ିଵ 
(𝐽 = 1/2) to 12496 𝑐𝑚ିଵ (𝐽 = 9/2), with a degeneracy averaged energy of 12278 𝑐𝑚ିଵ. 
The EOM-CCSD calculations reproduce this very well, predicting a 12445 𝑐𝑚ିଵ energy 
difference. The M06 results underestimate the splitting, predicting 11402 𝑐𝑚ିଵ; other 
density functionals tried (B3LYP, CAM-B3LYP, ωB97X-D, M11L) underestimate the 
splitting even more. The excited states of 𝐶𝑟ା(𝑁𝐻ଷ) studied in this work all correlate to 
𝐶𝑟ା (3𝑑ହ4𝑠, 𝐷௃଺ ) + 𝑁𝐻ଷ.  In 𝐶ଷ௩ symmetry, there are 5 excited states, a 𝐴ଵ଺  state (which 
would correlate to a 𝛴 state for a linear molecule), and the doubly degenerate 𝐸଺  (𝛱) and 
𝐸଺  (𝛥) states. Electronic transitions from the 𝐴ଵ଺  ground state to the 𝐴ଵ଺  (𝛴) and 𝐸଺  (𝛱) 
excited states are allowed. The M06 calculations predict that the 𝐴ଵ଺  (𝛴) and 𝐸଺  (𝛱) 
excited states are at very similar energies (𝑇௘ = 14724  and 14915 𝑐𝑚ିଵ, respectively), 
while the EOM-CCSD calculations place the 𝐴ଵ଺  (𝛴) state (𝑇௘ = 13260 𝑐𝑚ିଵ) well below 
the 𝐸଺  (𝛱) state (𝑇௘ = 14800 𝑐𝑚ିଵ). This excitation energy is below the value in 𝐶𝑟ା, 
indicating that the excited electronic states have a smaller diabatic dissociation energy than 
the ground state. 
The calculations predict that the only significant difference in geometry between the 
ground and excited states is that the excited states have longer 𝐶𝑟 − 𝑁 bond lengths, by 
0.30 and 0.20 Å for the 𝛴 and 𝛱 states, respectively at the M06 level, and by 0.12 and 0.16 
Å at the EOM-CCSD level. The vibrational frequencies are also predicted to be similar (see 
Table 5.1), except that the 𝐶𝑟 − 𝑁 stretching frequency is smaller in the excited states. 
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Thus, it is not surprising that simulations of the vibrational structure in the electronic 
spectrum at the M06 level, which include all vibrations at the harmonic level, only show a 
progression in the 𝐶𝑟 − 𝑁 stretch.  Thus, we can simulate the spectrum at the more accurate 
EOM-CCSD level and include anharmonicity by scanning the potentials while varying 
only the 𝐶𝑟 − 𝑁 bond length. The resulting potentials are shown in Figure 5.1. Solving the 
one-dimensional Schrodinger equation for these potentials and fitting the resulting 
eigenvalues gives frequencies (anharmonicities) of 384.6 (3.3), 357.8 (2.9) and 
327.6 (2.8) 𝑐𝑚ିଵ for the ground, 𝛴 and 𝛱 states, respectively.  
The ground state of 𝐶𝑟ା is 𝑆ହ/ଶ଺  so it does not have spin-orbit splitting; the low-lying 𝐷௃଺  
excited states do. Similarly, the ground state of 𝐶𝑟ା(𝑁𝐻ଷ) also has no spin-orbit splitting, 
but the excited 𝐸଺  (𝛱) and 𝐸଺  (𝛥) state would be expected to. To a first approximation, 
the excited 𝐴ଵ଺  (𝛴) state should not have first-order spin-orbit splitting, as a 𝛴 state has 
zero orbital angular momentum.  The spin-orbit splitting in 𝐶𝑟ା(𝑁𝐻ଷ) was calculated as a 
function of the Cr-N bond length, to determine how the spin-orbit levels evolve in going 
from the molecule to 𝐶𝑟ା +  (𝑁𝐻ଷ). The results are shown in Figure 5.2. At the 
equilibrium bond length, the 𝐸଺  (𝛱) state is split into six levels, approximately equally 
spaced by 42 𝑐𝑚ିଵ. This is also the case for the 𝐸଺  (𝛥) state, with a splitting of 88 𝑐𝑚ିଵ. 
The 𝐴ଵ଺  (𝛴) state is also split into three levels, with an average spacing of 12 𝑐𝑚ିଵ. Figure 
5.2 shows that the 𝛴 state splits because its spin-orbit levels correlate to 𝐽 = 1/2, 3/2 and 
5/2 in 𝐶𝑟ା. 
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Figure 5.1 A. Scan of the 𝐶𝑟 − 𝑁 stretch potential for 𝐶𝑟ା(𝑁𝐻ଷ) at the EOM-CCSD/aug-
𝑐𝑐 − 𝑝𝑉𝑇𝑍 level. The geometry of the rest of the molecule is fixed at the equilibrium 
CCSD geometry. 
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Figure 5.2 Correlation of spin-orbit levels in low-lying excited states of 𝐶𝑟ା(𝑁𝐻ଷ) and in 
3𝑑ସ 4𝑠 excited states of 𝐶𝑟ା + 𝑁𝐻ଷ. Energies are relative to the first excited state and are 
calculated at the MRCI/𝑎𝑢𝑔 − 𝑐𝑐 − 𝑝𝑉𝑇𝑍 level. 
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5.3.3 Observed Electronic Spectrum of 𝑪𝒓ା(𝑵𝑯𝟑) 
Only 𝑁𝐻ଷ loss was observed following photoexcitation of the 𝐶𝑟ା(𝑁𝐻ଷ) complex as 
shown in Fig. 5.3.  The photodissociation spectrum of the 𝐶𝑟ା(𝑁𝐻ଷ) complex is presented 
in Fig. 5.4. The maximum photodissociation yield of the fragment was 10 % at 
5 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 at 16000 𝑐𝑚ିଵ. The photodissociation onset is at 14850 𝑐𝑚ିଵ, in agreement 
with calculated 𝐶𝑟ା − (𝑁𝐻ଷ) binding energy at the CCSD(T)/𝑎𝑢𝑔 − 𝑐𝑐 − 𝑝𝑉𝑇𝑍 level 
(with zero-point energy at the M06/6 − 311 + +𝐺(3𝑑𝑓, 3𝑝𝑑) level) of 14575 𝑐𝑚ିଵ. It is 
also consistent with bond dissociation energy reported by collision induced dissociation 
studies.7,8 Considering the observed onset is not very sharp, we can conclude that the 
photodissociative onset is thermodynamic and the binding energy is in fact 14850 𝑐𝑚ିଵ. 
We can clearly tell the transition is from the ground 𝐴ଵ଺  state to the excited 𝐸଺  (𝛱) state 
from the observed spin-orbit splitting structure. Observed spin-orbit splitting in the excited 
state is 196 𝑐𝑚ିଵ between the lowest and the highest levels. The average spin-orbit 
splitting is thus  39.2 𝑐𝑚ିଵ which is in agreement with the calculations. 
Comparison of the photodissociation onset with the 𝐴 ←  𝛸 transition of 𝐶𝑟ା at 
11961 𝑐𝑚ିଵ,25,26 reveals that the excited 𝐶𝑟ା(𝑁𝐻ଷ) is 2889 𝑐𝑚ିଵ less strongly bound 
than the ground state 𝐶𝑟ା(𝑁𝐻ଷ). The spectrum suggests the approximate vibrational 
spacing in the excited state is ~288 𝑐𝑚ିଵ. This spacing is taken at higher vibrational 
quanta, since lower vibrational quanta are not apparent from the observed spectrum. This 
is in agreement with the calculated vibrational spacing of 288 𝑐𝑚ିଵ between 𝑣’ = 7 and 
𝑣’ = 6. 
The simulated spectrum calculated at the EOM-CCSD/aug-𝑐𝑐 − 𝑝𝑉𝑇𝑍 level is shown in 
figure 5.4. The calculated spectrum is simulated using a Lorentzian line-width of 50 𝑐𝑚ିଵ 
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and is blue-shifted by 160 𝑐𝑚ିଵ. Comparison between the two shows the calculations 
underestimate the increase in the 𝐶𝑟 − 𝑁 bond length. FCF simulations using EOM-CCSD 
potentials, but changing the upper state bond length give a good match to observed 
intensities for a change in bond length of 0.19 Å ±  0.03 We do not observe obvious 
evidence for transitions to the excited 𝐴ଵ଺  (𝛴), since the spectrum clearly has prominent 
spin-orbit splitting, and the calculations predict that it lies a bit lower in energy.  
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Figure 5.3 Mass spectra of 𝐶𝑟ା(𝑁𝐻ଷ) with photodissociation laser off/on and the 
difference spectrum showing a single fragment at the 𝑁𝐻ଷ fragment position  
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Figure 5.4 Electronic spectrum of 𝐶𝑟ା(𝑁𝐻ଷ) with spin-orbit levels and thermodynamic 
onset of photodissociation at 14850 𝑐𝑚ିଵ. The simulated spectrum is calculated at EOM-
CCSD/aug-𝑐𝑐 − 𝑝𝑉𝑇𝑍 level, and is blue-shifted by 160 𝑐𝑚ିଵ 
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5.4 Summary and Conclusion 
In this chapter we investigated the electronic spectrum of 𝐶𝑟ା(𝑁𝐻ଷ) in the 14200 −
17400 𝑐𝑚ିଵ region. The 𝐶𝑟 − 𝑁 bond strength was determined spectroscopically to be 
14850 𝑐𝑚ିଵ. The vibrational spacing in the excited 𝐶𝑟ା(𝑁𝐻ଷ) is found to be ~288 𝑐𝑚ିଵ. 
Comparison of spin orbit levels of atomic 𝐶𝑟ା to the 𝐶𝑟ା(𝑁𝐻ଷ) complex show that the 
span of spin orbit levels is quenched from 535 𝑐𝑚ିଵ to 196 𝑐𝑚ିଵ. Excited 𝐶𝑟ା(𝑁𝐻ଷ) is 
~3000 𝑐𝑚ିଵ less strongly bound than the ground state, and the 𝐶𝑟 − 𝑁 bond length 
increases by 0.19 ±  0.03Å upon electronic excitation.  
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CHAPTER 6 
SUMMARY AND FUTURE WORK 
6.1 Summary 
This thesis explores the structure and bondnig in entrance channel complexes of 
𝐹𝑒ଶା(𝐶𝐻ସ)௡ (𝑛 = 1 − 3), 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ (𝑥 = 1,2;  𝑛 = 1 − 3) and 𝐶𝑟ା(𝑁𝐻ଷ) measured by 
their vibrational and electronic spectra.  
The methane-metal ion interaction changes very little in the 𝐹𝑒ଶା(𝐶𝐻ସ)௡ clusters as the 
number of ligands increases. The methanes are found to ligate the metal dimer core in an 
𝜂ଷ hydrogen connectivity. The spectra show a moderate red shift when compared with 
those of other transition metals indicating a moderate energy interaction between methane 
and the dimer ion. 
The 𝐴𝑙௫ା(𝐶ଶ𝐻଺)௡ complexes show rich spectra, which were more perturbed from the bare 
ethane 𝐶 − 𝐻 stretches when compared with the spectra of 𝐴𝑙ା(𝐶𝐻ସ)௡. This may be due 
to the a slightly weaker  𝐶 − 𝐻 bond in ethane vs. methane. The complexes were found to 
preferentially adopt geometries where the metal ion interacts with three hydrogens on each 
ethane, two from one 𝐶𝐻ଷ group and one from the other. 
The 𝐶𝑟ା(𝑁𝐻ଷ) spectrum reveals that the 𝐶𝑟 − 𝑁 bond is longer in the 𝐸଺  (𝛱) excited state 
than the 𝐴ଵ଺  ground state, and it is bound less strongly to 𝑁𝐻ଷ.  
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6.1 Future Work 
Following sections discuss possible directions in which the current studies can be extended. 
6.2.1 Hydrocarbon-Metal Ion Complexes 
Trends observed in the study of hydrocarbon-metal ion complexes reveal that the 
interaction of ethane with 𝐴𝑙௫ା ions is substantially stronger than with methane. This raises 
the question whether this interaction follows the same trend for other metal ions such as 
𝐹𝑒ା, 𝑁𝑖ା and 𝑀𝑛ା to name a few. It is observed that the interaction of methane with 𝐴𝑙ା 
are much weaker than those with 𝐹𝑒ା, 𝑁𝑖ା, 𝐶𝑜ା and 𝐶𝑢ା. It would be interesting to see 
how the aforementioned transition metals make entrance channel complexes with ethane. 
It is possible that we may observe an onset for 𝐶 − 𝐻 bond insertion. The vibrational 
spectra of the methane complexes are known, and a comparative study of ethane ligated 
complexes can answer if a similar trend is observed. Another set of investigations could be 
the complexes of propane and iso-propane to observe trends in complexation as a function 
of hydrocarbon chain length and configuration. 
6.2.2 Transition Metal-Ammonia Complexes 
The study on the 𝐶𝑟ା(𝑁𝐻ଷ) can be further extended to include deuterated ammonia 
complexes. These will provide information about the quantum numbering of the vibrational 
levels observed, and whether the 𝛴 ←  𝛴 transition is also contributing to the observed 
electronic spectrum. Studies on other metal complexes of ammonia, especially with Mo+ 
and W+, can be carried out to find periodic trends of ammonia ligated metal ion complexes.  
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