Representations and Ostrowski type inequalities on time scales  by Anastassiou, George A.
Computers and Mathematics with Applications 62 (2011) 3933–3958
Contents lists available at SciVerse ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Representations and Ostrowski type inequalities on time scales
George A. Anastassiou
Department of Mathematical Sciences, University of Memphis, Memphis, TN 38152, USA
a r t i c l e i n f o
Article history:
Received 27 July 2011
Accepted 20 September 2011
Keywords:
Time scale
Montgomery identity
Ostrowski inequality
Delta and nabla derivatives
Hybrid function
a b s t r a c t
Here, we give univariate and multivariate representations of the Montgomery type for
hybrid functions on time scales. Based on these, we establish univariate and multivariate
Ostrowski type inequalities on time scales domains. These compare the average of a
function to its values. The estimates involve the higher order delta and nabla derivatives
and partial derivatives. We finish with applications on the time scales R and Z.
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1. Introduction
In 1938, Ostrowski [1] proved the following important inequality
Theorem 1. Let f : [a, b] → R be continuous on [a, b] and differentiable on (a, b)whose derivative f ′ : (a, b)→ R is bounded
on (a, b), i.e. ‖f ‖′∞ := supt∈(a,b) |f ′(t)| <∞. Then 1b− a
∫ b
a
f (t)dt − f (x)
 ≤

1
4
+

x− a+b2
2
(b− a)2

(b− a)‖f ′‖∞,
for any x ∈ [a, b]. The constant 14 is the best possible.
Since then, there has been a lot of activity around these inequalities with important applications to numerical analysis
and probability.
This article is also greatly motivated by the following result:
Theorem 2 (See [2]). Let f ∈ C1
∏k
i=1[ai, bi]

, where ai < bi; ai, bi ∈ R, i = 1, . . . , k, and let −→x0 := (x01, . . . , x0k) ∈∏k
i=1[ai, bi] be fixed. Then
1
k∏
i=1
(bi − ai)
∫ b1
a1
. . .
∫ bi
ai
. . .
∫ bk
ak
f (z1, . . . , zk)dz1 . . . dzk − f (−→x0 )
 ≤
k−
i=1

(x0i − ai)2 + (bi − x0i)2
2(bi − ai)
 ∂ f∂zi
∞ .
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The last inequality is sharp, therefore, the optimal function is
f ∗(z1, . . . , zk) :=
k−
i=1
|zi − x0i|αi , αi > 1.
We are also motivated by [3–5].
In this article, we establish univariate and multivariate Montgomery identities on time scales, then based on these, we
prove univariate andmultivariate Ostrowski type inequalities on time scales boxes. These involve the high order time scales
derivatives and partial derivatives of the engaged function. The estimates are with respect to the norms ‖ · ‖p, 1 ≤ p ≤ ∞.
We also give applications for this. Our studied functions are hybrid, in the sense that each variable of the function can be
continuous or discrete or both, and these variables may come from various general time scales. To keep the article to the
limited size, for basics on time scales, we refer the reader to [6–21].
2. Main results
We need the following Montgomery identities.
Proposition 3 ([22]). Let a, b, s, t ∈ T, a < b and f ∈ C1rd([a, b]). Set
p(t, s) :=

s− a, a ≤ s < t,
s− b, t ≤ s ≤ b.
Then
f (t) = 1
b− a
∫ b
a
f (σ (t))1s+ 1
b− a
∫ b
a
p(t, s)f 1(s)1s, ∀t ∈ [a, b] ∩ T. (1)
Proposition 4. Let a, b, x, t ∈ T, a < b and f ∈ C1ld([a, b]). Set
p∗(x, t) :=

t − a, a ≤ t ≤ x,
t − b, x < t ≤ b.
Then
f (x) = 1
b− a
∫ b
a
f (ρ(t))∇t + 1
b− a
∫ b
a
p∗(x, t)f ∇(t)∇t, ∀x ∈ [a, b] ∩ T. (2)
Proof. We apply integration by parts twice. We have∫ x
a
(t − a)f ∇(t)∇t = (t − a)f (t) |xa−
∫ x
a
f (ρ(t))(t − a)∇∇t
= (x− a)f (x)−
∫ x
a
f (ρ(t))∇t,
and ∫ b
x
(t − b)f ∇(t)∇t = (t − b)f (t) |bx −
∫ b
x
f (ρ(t))(t − b)∇∇t
= (b− x)f (x)−
∫ b
x
f (ρ(t))∇t.
Therefore, by adding the last two identities, we get∫ x
a
(t − a)f ∇(t)∇t +
∫ b
x
(t − b)f ∇(t)∇t = (b− a)f (x)−
∫ b
a
f (ρ(t))∇t,
and
f (x)− 1
b− a
∫ b
a
f (ρ(t))∇t = 1
b− a
[∫ x
a
(t − a)f ∇(t)∇t +
∫ b
x
(t − b)f ∇(t)∇t
]
.
Consequently, we obtain
f (x)− 1
b− a
∫ b
a
f (ρ(t))∇t = 1
b− a
∫ b
a
p∗(x, t)f ∇(t)∇t,
proving the claim. 
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We present the representation result.
Theorem 5. Let a, b ∈ T, a < b and f ∈ Cnrd([a, b]), n ∈ N. Let x ∈ [a, b] ∩ T. Define the kernel
P(r, s) :=

s− a
b− a , a ≤ s < r,
s− b
b− a , r ≤ s ≤ b,
where r, s ∈ [a, b] ∩ T. Then
f (t) = 1
b− a
∫ b
a
f (σ (s1))1s1 + 1b− a

n−1
k=1
∫
[a,b]k+1
P(x, s1)
k−1∏
i=1
P(si, si+1)f 1
k
(σ (sk+1))1sk+11sk . . .1s1

+
∫
[a,b]n
P(x, s1)
n−1∏
i=1
P(si, si+1)f 1
n
(sn)1sn . . .1s1. (3)
We make the conventions
∑0
k=1 · = 0,
∏0
i=1 · = 1.
Proof. Here, we repeatedly use Proposition 3. For basics, see [16, p. 22, Theorem 1.60(iv)].
We have by (1) that
f (x) = 1
b− a
∫ b
a
f (σ (s1))1s1 +
∫ b
a
P(x, s1)f 1(s1)1s1.
Doing the same for f 1, we get
f 1(s1) = 1b− a
∫ b
a
f 1(σ (s2))1s2 +
∫ b
a
P(s1, s2)f 1
2
(s2)1s2.
Hence
f (x) = 1
b− a
∫ b
a
f (σ (s1))1s1 + 1b− a
∫ b
a
∫ b
a
P(x, s1)f 1(σ (s2))1s2

1s1
+
∫ b
a
∫ b
a
P(x, s1)P(s1, s2)f 1
2
(s2)1s2

1s1.
We also have
f 1
2
(s2) = 1b− a
∫ b
a
f 1
2
(σ (s3))1s3 +
∫ b
a
P(s2, s3)f 1
3
(s3)1s3,
resulting in
f (x) = 1
b− a
∫ b
a
f (σ (s1))1s1 + 1b− a
∫ b
a
∫ b
a
P(x, s1)f 1(σ (s2))1s2

1s1
+ 1
b− a
∫
[a,b]3
P(x, s1)P(s1, s2)f 1
2
(σ (s3))1s31s21s1 +
∫
[a,b]3
P(x, s1)P(s1, s2)P(s2, s3)f 1
3
(s3)1s31s21s1.
Similarly, it holds
f 1
3
(s3) = 1b− a
∫ b
a
f 1
3
(σ (s4))1s4 +
∫ b
a
P(s3, s4)f 1
4
(s4)1s4,
resulting in
f (x) = 1
b− a
∫ b
a
f (σ (s1))1s1 + 1b− a
∫
[a,b]2
P(x, s1)f 1(σ (s2))1s21s1
+ 1
b− a
∫
[a,b]3
P(x, s1)P(s1, s2)f 1
2
(σ (s3))1s31s21s1
+ 1
b− a
∫
[a,b]4
P(x, s1)P(s1, s2)P(s2, s3)f 1
3
(σ (s4))1s41s31s21s1
+
∫
[a,b]4
P(x, s1)P(s1, s2)P(s2, s3)P(s3, s4)f 1
4
(s4)1s41s31s21s1,
etc., proving the claim. 
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We also give the following.
Theorem 6. Let a, b ∈ T, a < b and f ∈ Cnld([a, b]), n ∈ N. Let x ∈ [a, b] ∩ T. Define the kernel
P∗(r, s) :=

s− a
b− a , a ≤ s ≤ r,
s− b
b− a , r < s ≤ b,
where r, s ∈ [a, b] ∩ T. Then
f (x) = 1
b− a
∫ b
a
f (ρ(s1))∇s1 + 1b− a

n−1
k=1
∫
[a,b]k+1
P∗(x, s1)
k−1∏
i=1
P∗(si, si+1)f ∇
k
(ρ(sk+1))∇sk+1∇sk . . .∇s1

+
∫
[a,b]n
P∗(x, s1)
n−1∏
i=1
P∗(si, si+1)f ∇
n
(sn)∇sn . . .∇s1. (4)
We make conventions
∑0
k=1 · = 0,
∏0
i=1 · = 1.
Proof. Similar to Theorem 5, using (2) repeatedly. 
Next, we give multivariate1-representations.
Theorem 7. Let the time scales (Ti, σi,1i), i = 1, 2, 3 and ai < bi; ai, bi ∈ Ti, i = 1, 2, 3. Here σi, i = 1, 2, 3 are continuous.
We consider f ∈ C3
∏3
i=1([ai, bi] ∩ Ti)

. Let (x1, x2, x3) ∈∏3i=1([ai, bi] ∩ Ti). Define the kernels pi : [ai, bi]2 → R:
pi(xi, si) :=

si − ai, si ∈ [ai, xi),
si − bi, si ∈ [xi, bi],
for i = 1, 2, 3.
Denote∫
j∏
i=1
[ai,bi]
· =
∫
j∏
i=1
([ai,bi]∩Ti)
·,
for j = 1, 2, 3.
Then
f (x1, x2, x3) = 13∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
f (σ1(s1), σ2(s2), σ3(s3))13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p1(x1, s1)
∂ f (s1, σ2(s2), σ3(s3))
11s1
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p2(x2, s2)
∂ f (σ1(s1), s2, σ3(s3))
12s2
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p3(x3, s3)
∂ f (σ1(s1), σ2(s2), s3)
13s3
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p1(x1, s1)p2(x2, s2)
∂2f (s1, s2, σ3(s3))
12s211s1
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p1(x1, s1)p3(x3, s3)
∂2f (s1, σ2(s2), s3)
13s311s1
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p2(x2, s2)p3(x3, s3)
∂2f (σ1(s1), s2, s3)
13s312s2
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p1(x1, s1)p2(x2, s2)p3(x3, s3)
∂3f (s1, s2, s3)
13s312s211s1
13s312s211s1

. (5)
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Proof. Here, we repeatedly use the following delta Montgomery identity (1) on times scales
g(u) = 1
β − α
∫ β
α
g(σ (z))1z + 1
β − α
∫ β
α
k(u, z)g1(z)1z,
where k : [α, β]2 → R is defined by
k(u, z) :=

z − α, if z ∈ [α, u)
z − β, if z ∈ [u, β],
and g ∈ C1rd([α, β]).
For basics, see [23,24,13,14,20].
We observe that
f (x1, x2, x3) = A0 + B0,
where
A0 := 1b1 − a1
∫ b1
a1
f (σ1(s1), x2, x3)11s1,
and
B0 := 1b1 − a1
∫ b1
a1
p1(x1, s1)
∂ f (s1, x2, x3)
11s1
11s1.
Furthermore, we have
f (σ1(s1), x2, x3) = A1 + B1,
where
A1 := 1b2 − a2
∫ b2
a2
f (σ1(s1), σ2(s2), x3)12s2,
and
B1 := 1b2 − a2
∫ b2
a2
p2(x2, s2)
∂ f (σ1(s1), s2, x3)
12s2
12s2.
Also, we get that
f (σ1(s1), σ2(s2), x3) = 1b3 − a3
∫ b3
a3
f (σ1(s1), σ2(s2), σ3(s3))13s3
+ 1
b3 − a3
∫ b3
a3
p3(x3, s3)
∂ f (σ1(s1), σ2(s2), s3)
13s3
13s3.
Next, we put things together, and, we have
A1 = 1
(b2 − a2)(b3 − a3)
∫ b2
a2
∫ b3
a3
f (σ1(s1), σ2(s2), σ3(s3))13s312s2
+ 1
(b2 − a2)(b3 − a3)
∫ b2
a2
∫ b3
a3
p3(x3, s3)
∂ f (σ1(s1), σ2(s2), s3)
13s3
13s312s2.
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And
A0 = 1b1 − a1
∫ b1
a1
(A1 + B1)11s1
= 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
f (σ1(s1), σ2(s2), σ3(s3))13s312s211s1
+ 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p3(x3, s3)
∂ f (σ1(s1), σ2(s2), s3)
13s3
13s312s211s1
+ 1
2∏
i=1
(bi − ai)
∫
2∏
i=1
[ai,bi]
p2(x2, s2)
∂ f (σ1(s1), s2, x3)
12s2
12s211s1.
Also, we obtain
∂ f (σ1(s1), s2, x3)
12s2
= 1
b3 − a3
∫ b3
a3
∂ f (σ1(s1), s2, σ3(s3))
12s2
13s3 + 1b3 − a3
∫ b3
a3
p3(x3, s3)
∂ f (σ1(s1), s2, s3)
13s312s2
13s3.
Consequently, we get
A0 = 13∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
f (σ1(s1), σ2(s2), σ3(s3))13s312s211s1
+ 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p3(x3, s3)
∂ f (σ1(s1), σ2(s2), s3)
13s3
13s312s211s1
+ 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p2(x2, s2)
∂ f (σ1(s1), s2, σ3(s3))
12s2
13s312s211s1
+ 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p2(x2, s2)p3(x3, s3)
∂2f (σ1(s1), s2, s3)
13s312s2
13s312s211s1.
Similarly, we obtain that
∂ f (s1, x2, x3)
11s1
= 1
b2 − a2
∫ b2
a2
∂ f (s1, σ2(s2), x3)
11s1
12s2 + 1b2 − a2
∫ b2
a2
p2(x2, s2)
∂2f (s1, s2, x3)
12s211s1
12s2,
∂ f (s1, σ2(s2), x3)
11s1
= 1
b3 − a3
∫ b3
a3
∂ f (s1, σ2(s2), σ3(s3))
11s1
13s3 + 1b3 − a3
∫ b3
a3
p3(x3, s3)
∂2f (s1, σ2(s2), s3)
13s311s1
13s3,
and
∂2f (s1, s2, x3)
12s211s1
= 1
b3 − a3
∫ b3
a3
∂2f (s1, s2, σ3(s3))
12s211s1
13s3 + 1b3 − a3
∫ b3
a3
p3(x3, s3)
∂3f (s1, s2, s3)
13s312s211s1
13s3.
Consequently, we obtain
∂ f (s1, x2, x3)
11s1
= 1
(b2 − a2)(b3 − a3)
∫ b2
a2
∫ b3
a3
∂ f (s1, σ2(s2), σ3(s3))
11s1
13s312s2
+ 1
(b2 − a2)(b3 − a3)
∫ b2
a2
∫ b3
a3
p3(x3, s3)
∂2f (s1, σ2(s2), s3)
13s311s1
13s312s2
+ 1
(b2 − a2)(b3 − a3)
∫ b2
a2
∫ b3
a3
p2(x2, s2)
∂2f (s1, s2, σ3(s3))
12s211s1
13s312s2
+ 1
(b2 − a2)(b3 − a3)
∫ b2
a2
∫ b3
a3
p2(x2, s2)p3(x3, s3)
∂3f (s1, s2, s3)
13s312s211s1
13s312s2.
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Therefore, we derive
B0 = 13∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p1(x1, s1)
∂ f (s1, σ2(s2), σ3(s3))
11s1
13s312s211s1
+ 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p1(x1, s1)p3(x3, s3)
∂2f (s1, σ2(s2), s3)
13s311s1
13s312s211s1
+ 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p1(x1, s1)p2(x2, s2)
∂2f (s1, s2, σ3(s3))
12s211s1
13s312s211s1
+ 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p1(x1, s1)p2(x2, s2)p3(x3, s3)
∂3f (s1, s2, s3)
13s312s211s1
13s312s211s1,
proving the claim. 
We continue with the generalization.
Theorem 8. Let the time scales (Ti, σi,1i), i = 1, 2, . . . , n, n ∈ N and ai < bi; ai, bi ∈ Ti, i = 1, . . . , n. Here σi, i =
1, . . . , n are continuous. We consider f ∈ Cn ∏ni=1([ai, bi] ∩ Ti). Let (x1, . . . , xn) ∈ ∏ni=1([ai, bi] ∩ Ti). Define the kernels
pi : [ai, bi]2 → R:
pi(xi, si) :=

si − ai, si ∈ [ai, xi),
si − bi, si ∈ [xi, bi],
for i = 1, 2, . . . , n.
Denote∫
j∏
i=1
[ai,bi]
· =
∫
j∏
i=1
([ai,bi]∩Ti)
·, j = 1, . . . , n.
Then
f (x1, . . . , xn) = 1n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]
f (σ1(s1), σ2(s2), . . . , σn(sn))1nsn1n−1sn−1 . . .11s1
+
n−
j=1
∫
n∏
i=1
[ai,bi]
pj(xj, sj)
∂ f (σ1(s1), . . . , σj−1(sj−1), sj, σj+1(sj+1), . . . , σn(sn))
1jsj
1nsn1n−1sn−1 . . .11s1
+

n
2

−
l1=1
j<k
∫
n∏
i=1
[ai,bi]
pj(xj, sj)pk(xk, sk)
· ∂
2f (σ1(s1), . . . , σj−1(sj−1), sj, σj+1(sj+1), . . . , σk−1(sk−1), sk, σk+1(sk+1), . . . , σn(sn))
1ksk1jsj
1nsn . . .11s1

(l1)
+

n
3

−
l2=1
j<k<r
∫
n∏
i=1
[ai,bi]
pj(xj, sj)pk(xk, sk)pr(xr , sr)
· ∂
3f (σ1(s1), . . . , σj−1(sj−1), sj, σj+1(sj+1), . . . , σk−1(sk−1), sk, σk+1(sk+1), . . . , σr−1(sr−1), sr , σr+1(sr+1), . . . , σn(sn))
1r sr1ksk1jsj
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· 1nsn . . .11s1

(l2)
+ · · · +

n
n− 1

l=1
∫
n∏
i=1
[ai,bi]
p1(x1, s1) . . . pl(xl, sl) . . . pn(xn, sn)
· ∂
n−1f (s1, s2, . . . , σl(sl), . . . , sn)
1nsn . . .1lsl . . .11s1 1nsn . . .11s1

+
∫
n∏
i=1
[ai,bi]

n∏
i=1
pi(xi, si)

∂nf (s1, . . . , sn)
1nsn . . .11s1
1nsn . . .11s1

. (6)
Above l1 counts (j, k) : j < k; j, k ∈ {1, . . . , n}, also l2 counts (j, k, r) : j < k < r; j, k, r ∈ {1, . . . , n}, etc. Also pl(xl, sl) and1lsl means that pl(xl, sl) and1lsl are missing, respectively.
Proof. Similar to Theorem 7. 
Next, we give multivariate ∇-representations.
Theorem 9. Let the time scales (Ti, ρi,∇i), i = 1, 2, 3 and ai < bi; ai, bi ∈ Ti, i = 1, 2, 3. Here ρi, i = 1, 2, 3 are continuous.
We consider f ∈ C3
∏3
i=1([ai, bi] ∩ Ti)

. Let (x1, x2, x3) ∈∏3i=1([ai, bi] ∩ Ti). Define the kernels p∗i : [ai, bi]2 → R:
p∗i (xi, si) :=

si − ai, si ∈ [ai, xi],
si − bi, si ∈ (xi, bi],
for i = 1, 2, 3.
Denote∫
j∏
i=1
[ai,bi]
· =
∫
j∏
i=1
([ai,bi]∩Ti)
·,
for j = 1, 2, 3.
Then
f (x1, x2, x3) = 13∏
i=1
(bi − ai)

∫
3∏
i=1
[ai,bi]
f (ρ1(s1), ρ2(s2), ρ3(s3))∇3s3∇2s2∇1s1
+
∫
3∏
i=1
[ai,bi]
p∗1(x1, s1)
∂ f (s1, ρ2(s2), ρ3(s3))
∇1s1 ∇3s3∇2s2∇1s1
+
∫
3∏
i=1
[ai,bi]
p∗2(x2, s2)
∂ f (ρ1(s1), s2, ρ3(s3))
∇2s2 ∇3s3∇2s2∇1s1
+
∫
3∏
i=1
[ai,bi]
p∗3(x3, s3)
∂ f (ρ1(s1), ρ2(s2), s3)
∇3s3 ∇3s3∇2s2∇1s1
+
∫
3∏
i=1
[ai,bi]
p∗1(x1, s1)p
∗
2(x2, s2)
∂2f (s1, s2, ρ3(s3))
∇2s2∇1s1 ∇3s3∇2s2∇1s1
+
∫
3∏
i=1
[ai,bi]
p∗1(x1, s1)p
∗
3(x3, s3)
∂2f (s1, ρ2(s2), s3)
∇3s3∇1s1 ∇3s3∇2s2∇1s1
+
∫
3∏
i=1
[ai,bi]
p∗2(x2, s2)p
∗
3(x3, s3)
∂2f (ρ1(s1), s2, s3)
∇3s3∇2s2 ∇3s3∇2s2∇1s1
+
∫
3∏
i=1
[ai,bi]
p∗1(x1, s1)p
∗
2(x2, s2)p
∗(x3, s3)
∂3f (s1, s2, s3)
∇3s3∇2s2∇1s1∇3s3∇2s2∇1s1
 . (7)
Proof. As in Theorem 7. 
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We give the generalization.
Theorem 10. Let the time scales (Ti, ρi,∇i), i = 1, 2, . . . , n, n ∈ N and ai < bi; ai, bi ∈ Ti, i = 1, . . . , n. Here
ρi, i = 1, . . . , n are continuous. We consider f ∈ Cn
∏n
i=1([ai, bi] ∩ Ti)

. Let (x1, . . . , xn) ∈ ∏ni=1([ai, bi] ∩ Ti). Define
the kernels p∗i : [ai, bi]2 → R:
p∗i (xi, si) :=

si − ai, si ∈ [ai, xi],
si − bi, si ∈ (xi, bi],
for i = 1, 2, . . . , n.
Denote∫
j∏
i=1
[ai,bi]
· =
∫
j∏
i=1
([ai,bi]∩Ti)
·, j = 1, . . . , n.
Then
f (x1, . . . , xn) = 1n∏
i=1
(bi − ai)

∫
n∏
i=1
[ai,bi]
f (ρ1(s1), ρ2(s2), . . . , ρn(sn))∇nsn∇n−1sn−1 . . .∇1s1
+
n−
j=1
∫
n∏
i=1
[ai,bi]
p∗j (xj, sj)
∂ f (ρ1(s1), . . . , ρj−1(sj−1), sj, ρj+1(sj+1), . . . , ρn(sn))
∇jsj ∇nsn . . .∇1s1
+

n
2

−
l1=1
j<k
∫
n∏
i=1
[ai,bi]
p∗j (xj, sj)p
∗
k(xk, sk)
· ∂
2f (ρ1(s1), . . . , ρj−1(sj−1), sj, ρj+1(sj+1), . . . , ρk−1(sk−1), sk, ρk+1(sk+1), . . . , ρn(sn))
∇ksk∇jsj ∇nsn . . .∇1s1

(l1)
+

n
3

−
l2=1
j<k<r
∫
n∏
i=1
[ai,bi]
p∗j (xj, sj)p
∗
k(xk, sk)p
∗
r (xr , sr)
· ∂
3f (ρ1(s1), . . . , ρj−1(sj−1), sj, ρj+1(sj+1), . . . , ρk−1(sk−1), sk, ρk+1(sk+1), . . . , ρr−1(sr−1), sr , ρr+1(sr+1), . . . , ρn(sn))
∇r sr∇ksk∇jsj
· ∇nsn . . .∇1s1

(l2)
+ · · · +

n
n− 1

l=1
∫
n∏
i=1
[ai,bi]
p∗1(x1, s1) . . . p∗l (xl, sl) . . . p
∗
n(xn, sn)
· ∂
n−1f (s1, s2, . . . , ρl(sl), . . . , sn)
∇nsn . . .∇lsl . . .∇1s1 ∇nsn . . .∇1s1

+
∫
n∏
i=1
[ai,bi]

n∏
i=1
p∗i (xi, si)

∂nf (s1, . . . , sn)
∇nsn . . .∇1s1 ∇nsn . . .∇1s1
 . (8)
Above l1 counts (j, k) : j < k; j, k ∈ {1, . . . , n}, also l2 counts (j, k, r) : j < k < r; j, k, r ∈ {1, . . . , n}, etc. Also p∗l (xl, sl) and1lsl means that p∗l (xl, sl) and1lsl are missing, respectively.
Proof. Similar to Theorem 9. 
We continue with a different kind of1,∇-multivariate representations.
Theorem 11. Let the time scales (Ti, σi,1i), i = 1, 2, 3 and a < A, b < B, c < C; a, A ∈ T1; b, B ∈ T2; c, C ∈ T3, σi are
continuous, i = 1, 2, 3. We consider f ∈ C3(([a, A] ∩T1)× ([b, B] ∩T2)× ([c, C] ∩T3)). We denote [a, A]× [b, B]× [c, C] =
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([a, A] ∩ T1) × ([b, B] ∩ T2) × ([c, C] ∩ T3). Also, let (x, y, z) ∈ [a, A] × [b, B] × [c, C] be fixed. We define the kernels
p : [a, A]2 → R, q : [b, B]2 → R, and θ : [c, C]2 → R:
p(x, s) :=

s− a, s ∈ [a, x),
s− A, s ∈ [x, A],
q(y, t) :=

t − b, t ∈ [b, y),
t − B, t ∈ [y, B],
and
θ(z, r) :=

r − c, r ∈ [c, z),
r − C, r ∈ [z, C].
Then
θ1,3 :=
∫ A
a
∫ B
b
∫ C
c
p(x, s)q(y, t)θ(z, r)
∂3f (s, t, r)
13r12t11s
13r12t11s
= {(A− a)(B− b)(C − c)f (x, y, z)} −
[
(B− b)(C − c)
∫ A
a
f (σ1(s), y, z)11s
+ (A− a)(C − c)
∫ B
b
f (x, σ2 (t) , z)12t + (A− a)(B− b)
∫ C
c
f (x, y, σ3(r))13r
]
+
[
(C − c)
∫ A
a
∫ B
b
f (σ1 (s) , σ2(t), z)11s12t + (B− b)
∫ A
a
∫ C
c
f (σ1(s), y, σ3(r))11s13r
+ (A− a)
∫ B
b
∫ C
c
f (x, σ2(t), σ3(r))12t13r
]
−
∫ A
a
∫ B
b
∫ C
c
f (σ1(s), σ2(t), σ3(r))11s12t13r =: θ2,3. (9)
Proof. Integrating by parts repeatedly, see (1), and using Fubini’s theorem, see [23,24,13,14,20], we obtain the following
eight equalities:∫ x
a
∫ y
b
∫ z
c
(s− a)(t − b)(r − c) ∂
3f (s, t, r)
13r12t11s
13r12t11s = (x− a)(y− b)(z − c)f (x, y, z)
− (y− b)(z − c)
∫ x
a
f (σ1 (s) , y, z)11s− (x− a)(z − c)
∫ y
b
f (x, σ2(t), z)12t
− (x− a)(y− b)
∫ z
c
f (x, y, σ3(r))13r + (z − c)
∫ x
a
∫ y
b
f (σ1(s), σ2(t), z)11s12t
+ (y− b)
∫ x
a
∫ z
c
f (σ1(s), y, σ3(r))11s13r + (x− a)
∫ y
b
∫ z
c
f (x, σ2 (t) , σ3(r))12t13r
−
∫ x
a
∫ y
b
∫ z
c
f (σ1(s), σ2(t), σ3(r))11s12t13r. (10)
Similarly, we get∫ A
x
∫ B
y
∫ C
z
(s− A)(t − B)(r − C) ∂
3f (s, t, r)
13r12t11s
13r12t11s
= (A− x)(B− y)(C − z)f (x, y, z)− (B− y)(C − z)
∫ A
x
f (σ1 (s) , y, z)11s
− (A− x)(C − z)
∫ B
y
f (x, σ2 (t) , z)12t − (A− x)(B− y)
∫ C
x
f (x, y, σ3(r))13r
+ (C − z)
∫ A
x
∫ B
y
f (σ1(s), σ2(t), z)11s12t + (B− y)
∫ A
x
∫ C
z
f (σ1(s), y, σ3(r))11s13r
+ (A− x)
∫ B
y
∫ C
z
f (x, σ2 (t) , σ3(r))12t13r −
∫ A
x
∫ B
y
∫ C
z
f (σ1(s), σ2(t), σ3(r))11s12t13r. (11)
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And, ∫ x
a
∫ y
b
∫ C
z
(s− a)(t − b)(r − C) ∂
3f (s, t, r)
13r12t11s
13r12t11s
= (x− a)(y− b)(C − z)f (x, y, z)− (y− b)(C − z)
∫ x
a
f (σ1 (s) , y, z)11s− (x− a)(C − z)
·
∫ y
b
f (x, σ2(t), z)12t − (x− a)(y− b)
∫ C
z
f (x, y, σ3(r))13r
+ (C − z)
∫ x
a
∫ y
b
f (σ1(s), σ2(t), z)11s12t + (y− b)
∫ x
a
∫ C
z
f (σ1(s), y, σ3(r))11s13r
+ (x− a)
∫ y
b
∫ C
z
f (x, σ2 (t) , σ3(r))12t13r −
∫ x
a
∫ y
b
∫ C
z
f (σ1(s), σ2(t), σ3(r))11s12t13r. (12)
And, ∫ x
A
∫ y
B
∫ z
c
(s− A)(t − B)(r − c) ∂
3f (s, t, r)
13r12t11s
13r12t11s
= (A− x)(B− y)(z − c)f (x, y, z)− (B− y)(z − c)
∫ A
x
f (σ1 (s) , y, z)11s− (A− x)(z − c)
·
∫ B
y
f (x, σ2(t), z)12t − (A− x)(B− y)
∫ z
c
f (x, y, σ3(r))13r
+ (z − c)
∫ A
x
∫ B
y
f (σ1(s), σ2(t), z)11s12t + (B− y)
∫ A
x
∫ z
c
f (σ1(s), y, σ3(r))11s13r
+ (A− x)
∫ B
y
∫ z
c
f (x, σ2 (t) , σ3(r))12t13r −
∫ A
x
∫ B
y
∫ z
c
f (σ1(s), σ2(t), σ3(r))11s12t13r. (13)
Also, we find,∫ x
a
∫ B
y
∫ C
z
(s− a)(t − B)(r − C) ∂
3f (s, t, r)
13r12t11s
13r12t11s
= (x− a)(B− y)(C − z)f (x, y, z)− (B− y)(C − z)
∫ x
a
f (σ1 (s) , y, z)11s− (x− a)(C − z)
·
∫ B
y
f (x, σ2(t), z)12t − (x− a)(B− y)
∫ C
z
f (x, y, σ3(r))13r
+ (C − z)
∫ x
a
∫ B
y
f (σ1(s), σ2(t), z)11s12t + (B− y)
∫ x
a
∫ C
z
f (σ1(s), y, σ3(r))11s13r
+ (x− a)
∫ B
y
∫ C
z
f (x, σ2 (t) , σ3(r))12t13r −
∫ x
a
∫ B
y
∫ C
z
f (σ1(s), σ2(t), σ3(r))11s12t13r. (14)
And, ∫ A
x
∫ y
b
∫ z
c
(s− A)(t − b)(r − c) ∂
3f (s, t, r)
13r12t11s
13r12t11s
= (A− x)(y− b)(z − c)f (x, y, z)− (y− b)(z − c)
∫ A
x
f (σ1 (s) , y, z)11s− (A− x)(z − c)
·
∫ y
b
f (x, σ2(t), z)12t − (A− x)(y− b)
∫ z
c
f (x, y, σ3(r))13r
+ (z − c)
∫ A
x
∫ y
b
f (σ1(s), σ2(t), z)11s12t + (y− b)
∫ A
x
∫ z
c
f (σ1(s), y, σ3(r))11s13r
+ (A− x)
∫ y
b
∫ z
c
f (x, σ2 (t) , σ3(r))12t13r −
∫ A
x
∫ y
b
∫ z
c
f (σ1(s), σ2(t), σ3(r))11s12t13r. (15)
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And, ∫ x
a
∫ B
y
∫ z
c
(s− a)(t − B)(r − c) ∂
3f (s, t, r)
13r12t11s
13r12t11s
= (x− a)(B− y)(z − c)f (x, y, z)− (B− y)(z − c)
∫ x
a
f (σ1 (s) , y, z)11s− (x− a)(z − c)
·
∫ B
y
f (x, σ2(t), z)12t − (x− a)(B− y)
∫ z
c
f (x, y, σ3(r))13r
+ (z − c)
∫ x
a
∫ B
y
f (σ1(s), σ2(t), z)11s12t + (B− y)
∫ x
a
∫ z
c
f (σ1(s), y, σ3(r))11s13r
+ (x− a)
∫ B
y
∫ z
c
f (x, σ2 (t) , σ3(r))12t13r −
∫ x
a
∫ B
y
∫ z
c
f (σ1(s), σ2(t), σ3(r))11s12t13r. (16)
Finally, we have,∫ A
x
∫ y
b
∫ C
z
(s− A)(t − b)(r − C) ∂
3f (s, t, r)
13r12t11s
13r12t11s
= (A− x)(y− b)(C − z)f (x, y, z)− (y− b)(C − z)
∫ A
x
f (σ1 (s) , y, z)11s− (A− x)(C − z)
·
∫ y
b
f (x, σ2(t), z)12t − (A− x)(y− b)
∫ C
z
f (x, y, σ3(r))13r
+ (C − z)
∫ A
x
∫ y
b
f (σ1(s), σ2(t), z)11s12t + (y− b)
∫ A
x
∫ C
z
f (σ1(s), y, σ3(r))11s13r
+ (A− x)
∫ y
b
∫ C
z
f (x, σ2 (t) , σ3(r))12t13r −
∫ A
x
∫ y
b
∫ C
z
f (σ1(s), σ2(t), σ3(r))11s12t13r. (17)
Adding all the right-hand sides of (10)–(17), we obtain
Big R.H.S. = (A− a)(B− b)(C − c)f (x, y, z)− (B− b)(C − c)
∫ A
a
f (σ1 (s) , y, z)11s− (A− a)(C − c)
·
∫ B
b
f (x, σ2(t), z)12t − (A− a)(B− b)
∫ C
c
f (x, y, σ3(r))13r
+ (C − c)
∫ A
a
∫ B
b
f (σ1(s), σ2(t), z)11s12t + (B− b)
∫ A
a
∫ C
c
f (σ1(s), y, σ3(r))11s13r
+ (A− a)
∫ B
b
∫ C
c
f (x, σ2 (t) , σ3(r))12t13r −
∫ A
a
∫ B
b
∫ C
c
f (σ1(s), σ2(t), σ3(r))11s12t13r.
Adding all the left-hand sides of (10)–(17), we get
Big L.H.S. =
∫ A
a
∫ B
b
∫ C
c
p(x, s)q(y, t)θ(z, r)
∂3f (s, t, r)
13r12t11s
13r12t11s.
Clearly, we have
Big L.H.S. = Big R.H.S.,
proving the claim. 
A generalization follows.
Theorem 12. Let the time scales (Ti, σi,1i), i = 1, . . . , n, n ∈ N, ai < bi, ai, bi ∈ Ti; i = 1, . . . , n, Here σi are
continuous, i = 1, . . . , n. We consider f ∈ Cn ∏ni=1 ([ai, bi] ∩ Ti). We denote ∏ni=1[ai, bi] = ∏ni=1 ([ai, bi] ∩ Ti). Also,
let (x1, . . . , xn) ∈∏ni=1[ai, bi] be fixed. We define the kernels pi : [ai, bi]2 → R:
pi(xi, si) :=

si − ai, si ∈ [ai, xi),
si − bi, si ∈ [xi, bi],
for all i = 1, . . . , n.
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Then
θ1,n :=
∫
n∏
i=1
[ai,bi]
n∏
i=1
pi(xi, si)
∂nf (s1, . . . , sn)
11s1 . . .1nsn
11s1 . . .1nsn
=

n∏
i=1
(bi − ai)

f (x1, . . . , xn)

−


n
1

−
i=1
 n∏
j=1
j≠i

bj − aj
∫ bi
ai
f (x1, . . . , σi(si), . . . , xn)1isi

+


n
2

−
l=1
 n∏
k=1
k≠i,j
(bk − ak)
∫ bi
ai
∫ bj
aj
f

x1, . . . , σi(si), . . . , σj(sj), . . . , xn

1isi1jsj

(l)

+ −+ · · · − + · · · + (−1)n−1


n
n− 1

j=1
(bj − aj)
∫
n∏
i=1
i≠j
f

σ1(s1), . . . , xj, . . . , σn (sn)

11s1 . . .1jsj . . .1nsn

+ (−1)n
∫
n∏
i=1
[ai,bi]
f (σ1(s1), . . . , σn(sn))11s1 . . .1nsn =: θ2,n. (18)
The above l counts all the (i, j)’s, i < j and i, j = 1, . . . , n. Also1jsj means that 1jsj is missing.
Proof. Similar to Theorem 11. 
We continue with the following.
Theorem 13. Let the time scales (Ti, ρi,∇i), i = 1, 2, 3 and a < A, b < B, c < C; a, A ∈ T1; b, B ∈ T2; c, C ∈ T3, ρi are
continuous, i = 1, 2, 3. We consider f ∈ C3 (([a, A] ∩ T1)× ([b, B] ∩ T2)× ([c, C] ∩ T3)). We denote [a, A]×[b, B]×[c, C] =
([a, A] ∩ T1) × ([b, B] ∩ T2) × ([c, C] ∩ T3). Also, let (x, y, z) ∈ [a, A] × [b, B] × [c, C] be fixed. We define the kernels
p∗ : [a, A]2 → R, q∗ : [b, B]2 → R, and θ∗ : [c, C]2 → R:
p∗(x, s) :=

s− a, s ∈ [a, x],
s− A, s ∈ (x, A],
q∗(y, t) :=

t − b, t ∈ [b, y],
t − B, t ∈ (y, B],
and
θ∗(z, r) :=

r − c, r ∈ [c, z],
r − C, r ∈ (z, C].
Then
θ∗1,3 :=
∫ A
a
∫ B
b
∫ C
c
p∗ (x, s) q∗(y, t)θ∗(z, r)
∂3f (s, t, r)
∇3r∇2t∇1s∇3r∇2t∇1s
= {(A− a)(B− b)(C − c)f (x, y, z)} −
[
(B− b)(C − c)
∫ A
a
f (ρ1(s), y, z)∇1s
+ (A− a)(C − c)
∫ B
b
f (x, ρ2 (t) , z)∇2t + (A− a)(B− b)
∫ C
c
f (x, y, ρ3(r))∇3r
]
+
[
(C − c)
∫ A
a
∫ B
b
f (ρ1 (s) , ρ2(t), z)∇1s∇2t + (B− b)
∫ A
a
∫ C
c
f (ρ1(s), y, ρ3(r))∇1s∇3r
+ (A− a)
∫ B
b
∫ C
c
f (x, ρ2 (t) , ρ3(r))∇2t∇3r
]
−
∫ A
a
∫ B
b
∫ C
c
f (ρ1(s), ρ2(t), ρ3(r))∇1s∇2t∇3r =: θ∗2,3. (19)
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Proof. As in Theorem 11. 
A generalization follows.
Theorem 14. Let the time scales (Ti, ρi,∇i) , i = 1, . . . , n, n ∈ N, ai < bi, ai, bi ∈ Ti; i = 1, . . . , n, Here ρi are
continuous, i = 1, . . . , n. We consider f ∈ Cn ∏ni=1 ([ai, bi] ∩ Ti). We denote∏ni=1[ai, bi] = ∏ni=1 ([ai, bi] ∩ Ti). Also, let
(x1, . . . , xn) ∈∏ni=1[ai, bi] be fixed. We define the kernels p∗i : [ai, bi]2 → R:
p∗i (xi, si) :=

si − ai, si ∈ [ai, xi],
si − bi, si ∈ (xi, bi],
for all i = 1, . . . , n.
Then
θ∗1,n :=
∫
n∏
i=1
[ai,bi]
n∏
i=1
p∗i (xi, si)
∂nf (s1, . . . , sn)
∇1s1 . . .∇nsn ∇1s1 . . .∇nsn
=

n∏
i=1
(bi − ai)

f (x1, . . . , xn)

−


n
1

−
i=1
 n∏
j=1
j≠i
(bj − aj)
∫ bi
ai
f (x1, . . . , ρi(si), . . . , xn)∇isi

+


n
2

−
l=1
 n∏
k=1
k≠i,j
(bk − ak)
∫ bi
ai
∫ bj
aj
f

x1, . . . , ρi(si), . . . , ρj(sj), . . . , xn
∇isi∇jsj
(l)

+ −+ · · · − + · · · + (−1)n−1


n
n− 1

j=1
(bj − aj)
∫
n∏
i=1
i≠j
f (ρ1(s1), . . . , xj, . . . , ρn(sn))∇1s1 . . .∇jsj . . .∇nsn

+ (−1)n
∫
n∏
i=1
[ai,bi]
f (ρ1(s1), . . . , ρn(sn))∇1s1 . . .∇nsn =: θ∗2,n. (20)
The above l counts all the (i, j)’s, i < j and i, j = 1, . . . , n. Also1jsj means that 1jsj is missing.
Proof. Similar to Theorem 12. 
We call
E1(f ) := f (x)− 1b− a
∫ b
a
f (σ (s1))1s1
− 1
b− a

n−1
k=1
∫
[a,b]k+1
P (x, s1)
k−1∏
i=1
P(si, si+1)f 1
k
(σ (sk+1))1sk+11sk . . .1s1

, (21)
and
E2(f ) := f (x)− 1b− a
∫ b
a
f (ρ(s1))∇s1
− 1
b− a

n−1
k=1
∫
[a,b]k+1
P∗(x, s1)
k−1∏
i=1
P∗(si, si+1)f ∇
k
(ρ(sk+1))∇sk+1∇sk . . .∇s1

. (22)
By Theorem 5 we have that
E1(f ) =
∫
[a,b]n
P(x, s1)
n−1∏
i=1
P(si, si+1)f 1
n
(sn)1sn . . .1s1, (23)
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and
E2(f ) =
∫
[a,b]n
P∗ (x, s1)
n−1∏
i=1
P∗(si, si+1)f ∇
n
(sn)∇sn . . .∇s1. (24)
We present the following Ostrowski type inequalities.
Theorem 15. Under the assumptions of Theorem 5 and additional conventions s0 = x,1s0 = 1,

[a,b]0 ∗ = ∗,
∏−1
i=1 ∗ = 1, we
have that
|E1(f )| ≤ min

‖f 1n‖∞,([a,b]∩T)
∫
[a,b]n
|P (x, s1)|
n−1∏
i=1
|P (si, si+1)|1sn . . .1s1,
‖f 1n‖p,([a,b]∩T)
∫
[a,b]n−1
|P (x, s1)|
n−2∏
i=1
|P (si, si+1)| ‖P(sn−1, ·)‖q,([a,b]∩T)1sn−1 . . .1s1,
where p, q > 1 : 1
p
+ 1
q
= 1,
‖f 1n‖1,([a,b]∩T)
∫
[a,b]n−1
|P (x, s1)|
n−2∏
i=1
|P (si, si+1)| ‖P(sn−1, ·)‖∞,([a,b]∩T)1sn−1 . . .1s1.
(25)
Proof. By (23) and basic properties of1-integration and Hölder’s inequality. 
We continue with the following.
Theorem 16. Under the assumptions of Theorem 6 and additional conventions s0 = x,∇s0 = 1,

[a,b]0 ∗ = ∗,
∏−1
i=1 ∗ = 1, we
have that
|E2(f )| ≤ min

‖f ∇n‖∞,([a,b]∩T)
∫
[a,b]n
|P∗(x, s1)|
n−1∏
i=1
|P∗(si, si+1)|∇sn . . .∇s1,
‖f ∇n‖p,([a,b]∩T)
∫
[a,b]n−1
P∗ (x, s1) n−2∏
i=1
P∗ (si, si+1) P∗(sn−1, ·)q,([a,b]∩T) ∇sn−1 . . .∇s1,
where p, q > 1 : 1
p
+ 1
q
= 1,
‖f ∇n‖1,([a,b]∩T)
∫
[a,b]n−1
P∗ (x, s1) n−2∏
i=1
P∗(si, si+1) P∗(sn−1, ·)∞,([a,b]∩T) ∇sn−1 . . .∇s1.
(26)
Proof. As in Theorem 15 using (24). 
Wemake the following remark.
Remark 17 (To Theorems 7–10).We denote
D3(f )(x1, x2, x3) := f (x1, x2, x3)− 13∏
i=1
(bi − ai)

∫
3∏
i=1
[ai,bi]
f (σ1(s1), σ2(s2), σ3(s3))13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p1 (x1, s1)
∂ f (s1, σ2 (s2) , σ3(s3))
11s1
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p2 (x2, s2)
∂ f (σ1(s1), s2, σ3(s3))
12s2
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p3 (x3, s3)
∂ f (σ1(s1), σ2(s2), s3)
13s3
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p1 (x1, s1) p2(x2, s2)
∂2f (s1, s2, σ3(s3))
12s211s1
13s312s211s1
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+
∫
3∏
i=1
[ai,bi]
p1 (x1, s1) p3(x3, s3)
∂2f (s1, σ2(s2), s3)
13s311s1
13s312s211s1
+
∫
3∏
i=1
[ai,bi]
p2 (x2, s2) p3(x3, s3)
∂2f (σ1(s1), s2, s3)
13s312s2
13s312s211s1

= 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p1(x1, s1)p2(x2, s2)p3(x3, s3)
∂3f (s1, s2, s3)
13s312s211s1
13s312s211s1, (27)
by Theorem 7.
We denote (see Theorem 8)
Dn(f )(x1, . . . , xn) := f (x1, . . . , xn)− 1n∏
i=1
(bi − ai)

∫
n∏
i=1
[ai,bi]
f (σ1(s1), σ2(s2), . . . , σn(sn))1nsn1n−1sn−1 . . .11s1
+
n−
j=1
∫
n∏
i=1
[ai,bi]
pj(xj, sj)
∂ f

σ1 (s1) , . . . , σj−1(sj−1), sj, σj+1(sj+1), . . . , σn(sn)

1jsj
1nsn . . .11s1
+

n
2

−
l1=1
j<k
∫
n∏
i=1
[ai,bi]
pj(xj, sj)pk(xk, sk)
· ∂
2f

σ1(s1), . . . , σj−1(sj−1), sj, σj+1(sj+1), . . . , σk−1(sk−1), sk, σk+1 (sk+1) , . . . , σn(sn)

1ksk1jsj
1nsn . . .11s1

(l1)
+

n
3

−
l2=1
j<k<r
∫
n∏
i=1
[ai,bi]
pj(xj, sj)pk(xk, sk)pr (xr , sr)
· ∂
3f

σ1(s1), . . . , σj−1(sj−1), sj, σj+1(sj+1), . . . , σk−1(sk−1), sk, σk+1 (sk+1) , . . . , σr−1(sr−1), sr , σr+1(sr+1), . . . , σn(sn)

1r sr1ksk1jsj
· 1nsn . . .11s1

(l2)
+ · · · +

n
n− 1

l=1
∫
n∏
i=1
[ai,bi]
p1(x1, s1) . . . pl(xl, sl) . . . pn(xn, sn)
· ∂
n−1f (s1, s2, . . . , σl (sl) , . . . , sn)
1nsn . . .1lsl . . .11s1 1nsn . . .11s1

= 1n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]

n∏
i=1
pi(xi, si)

∂nf (s1, . . . , sn)
1nsn . . .11s1
1nsn . . .11s1, (28)
by Theorem 8.
We also call
D∗3(f )(x1, x2, x3) :=
1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
p∗1 (x1, s1) p
∗
2(x2, s2)p
∗
3(x3, s3)
∂3f (s1, s2, s3)
∇3s3∇2s2∇1s1∇3s3∇2s2∇1s1, (29)
the remainder of (7).
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Similarly, we set
D∗n(f )(x1, x2, . . . , xn) :=
1
n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]

n∏
i=1
p∗i (xi, si)

∂nf (s1, . . . , sn)
∇nsn . . .∇1s1 ∇nsn . . .∇1s1, (30)
the remainder of (8).
By Tietze’s extension theorem of general topology, we easily derive that a continuous function f on
∏n
i=1 ([ai, bi] ∩ Ti)
is bounded, since its continuous extension F on
∏n
i=1[ai, bi] is bounded.
We need the general Taylor monomials
h(i)0 (t, s) = 1, h(i)k+1(t, s) =
 t
s h
(i)
k (τ , s)1iτ , k ∈ N0 = N∪{0}, andh(i)0 (t, s) = 1, andh(i)k+1(t, s) =  ts h(i)k (τ , s)∇iτ , k ∈ N0,
where t, s ∈ Ti, a time scale, i ∈ {1, . . . , n}, see [10,16].
Note that h(i)1 (t, s) = t − s, andh(i)1 (t, s) = t − s, so that h(i)2 (t, s) =  ts (τ − s)1iτ , andh(i)2 (t, s) =  ts (τ − s)∇iτ .
We know that h(i)2 (t, s),
h(i)2 (t, s) ≥ 0,∀s, t ∈ Ti, see [8,9].
We present the following multivariate1-Ostrowski type inequalities.
Theorem 18. All as in Theorem 7 and (27). We have that
|D3(f )(x1, x2, x3)| ≤ 13∏
i=1
(bi − ai)
min

 ∂3f13s312s211s1
∞, 3∏
i=1
([ai,bi]∩Ti)

3∏
i=1

h(i)2 (xi, ai)+ h(i)2 (xi, bi)

,
 ∂3f13s312s211s1

p,
3∏
i=1
([ai,bi]∩Ti)

3∏
i=1
‖pi(xi, ·)‖q,[ai,bi]∩Ti

,
where p, q > 1 : 1
p
+ 1
q
= 1, ∂3f13s312s211s1

1,
3∏
i=1
([ai,bi]∩Ti)

3∏
i=1

bi − ai
2
+
xi − ai + bi2


.
(31)
Proof. We have that
D3(f )(x1, x2, x3) = 13∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
3∏
i=1
pi(xi, si)
∂3f (s1, s2, s3)
13s312s211s1
13s312s211s1,
and
|D3(f )(x1, x2, x3)| ≤ 13∏
i=1
(bi − ai)
 ∂3f (s1, s2, s3)13s312s211s1
∞, 3∏
i=1
([ai,bi]∩Ti)
3∏
i=1
∫ bi
ai
|pi(xi, si)|1isi

= 1
3∏
i=1
(bi − ai)
 ∂3f (s1, s2, s3)13s312s211s1
∞, 3∏
i=1
([ai,bi]∩Ti)
3∏
i=1
[∫ xi
ai
(si − ai)1isi +
∫ bi
xi
(bi − si)1isi
]
= 1
3∏
i=1
(bi − ai)
 ∂3f (s1, s2, s3)13s312s211s1
∞, 3∏
i=1
([ai,bi]∩Ti)

3∏
i=1

h(i)2 (xi, ai)+ h(i)2 (xi, bi)

.
Also by Hölder’s inequality, (see [7]), we get that
|D3(f )(x1, x2, x3)| ≤ 13∏
i=1
(bi − ai)
 ∂3f (s1, s2, s3)13s312s211s1

p,
3∏
i=1
([ai,bi]∩Ti)
3∏
i=1
∫ bi
ai
|pi(xi, si)|q1isi
 1
q
.
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Finally, we have
|D3(f )(x1, x2, x3)| ≤ 13∏
i=1
(bi − ai)
 ∂3f (s1, s2, s3)13s312s211s1

1,
3∏
i=1
([ai,bi]∩Ti)

3∏
i=1
sup
si∈([ai,bi]∩Ti)
|pi (xi, si)|

≤

 ∂3f (s1,s2,s3)
13s312s211s1

1,
3∏
i=1
([ai,bi]∩Ti)
3∏
i=1
(bi − ai)


3∏
i=1
max{xi − ai, bi − xi}

=

 ∂3f (s1,s2,s3)
13s312s211s1

1,
3∏
i=1
([ai,bi]∩Ti)
3∏
i=1
(bi − ai)


3∏
i=1

bi − ai
2
+
xi − ai + bi2


. 
We continue with the generalization.
Theorem 19. All as in Theorem 8 and (28). Then
|Dn(f )(x1, . . . , xn)| ≤ 1n∏
i=1
(bi − ai)
min

 ∂nf1nsn . . .11s1
∞, n∏
i=1
([ai,bi]∩Ti)

n∏
i=1

h(i)2 (xi, ai)+ h(i)2 (xi, bi)

,
 ∂nf1nsn . . .11s1

p,
n∏
i=1
([ai,bi]∩Ti)

n∏
i=1
‖pi (xi, ·)‖q,[ai,bi]∩Ti

,
where p, q > 1 : 1
p
+ 1
q
= 1, ∂nf1nsn . . .11s1

1,
n∏
i=1
([ai,bi]∩Ti)

n∏
i=1

bi − ai
2
+
xi − ai + bi2


.
(32)
Proof. Similar to Theorem 18. 
Next, we give multivariate ∇-Ostrowski type inequalities.
Theorem 20. All as in Theorem 9 and (29). Then
D∗3(f )(x1, x2, x3) ≤ 13∏
i=1
(bi − ai)
min

 ∂3f∇3s3∇2s2∇1s1
∞, 3∏
i=1
([ai,bi]∩Ti)

3∏
i=1
h(i)2 (xi, ai)+h(i)2 (xi, bi)

,
 ∂3f∇3s3∇2s2∇1s1

p,
3∏
i=1
([ai,bi]∩Ti)

3∏
i=1
p∗i (xi, ·)q,[ai,bi]∩Ti

,
where p, q > 1 : 1
p
+ 1
q
= 1, ∂3f∇3s3∇2s2∇1s1

1,
3∏
i=1
([ai,bi]∩Ti)

3∏
i=1

bi − ai
2
+
xi − ai + bi2


.
(33)
Proof. As in Theorem 18. 
We continue with the generalization of (33).
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Theorem 21. All as in Theorem 10 and (30). Then
D∗n(f )(x1, . . . , xn) ≤ 1n∏
i=1
(bi − ai)
min

 ∂nf∇nsn . . .∇1s1
∞, n∏
i=1
([ai,bi]∩Ti)

n∏
i=1
h(i)2 (xi, ai)+h(i)2 (xi, bi)

,
 ∂nf∇nsn . . .∇1s1

p,
n∏
i=1
([ai,bi]∩Ti)

n∏
i=1
p∗i (xi, ·)q,[ai,bi]∩Ti

,
where p, q > 1 : 1
p
+ 1
q
= 1, ∂nf∇nsn . . .∇1s1

1,
n∏
i=1
([ai,bi]∩Ti)

n∏
i=1

bi − ai
2
+
xi − ai + bi2


.
(34)
Proof. As in Theorem 18. 
Wemake the following remark.
Remark 22 (To Theorems 11–14).We rewrite (9) as follows:
u1,3 := 1
(A− a)(B− b)(C − c)
∫ A
a
∫ B
b
∫ C
c
p(x, s)q(y, t)θ(z, r)
∂3f (s, t, r)
13r12t11s
13r12t11s
= f (x, y, z)−
[
1
(A− a)
∫ A
a
f (σ1(s), y, z)11s+ 1
(B− b)
∫ B
b
f (x, σ2(t), z)12t
+ 1
(C − c)
∫ C
c
f (x, y, σ3 (r))13r
]
+
[
1
(A− a)(B− b)
∫ A
a
∫ B
b
f (σ1(s), σ2(t), z)11s12t + 1
(A− a)(C − c)
·
∫ A
a
∫ C
c
f (σ1(s), y, σ3(r))11s13r + 1
(B− b)(C − c)
∫ B
b
∫ C
c
f (x, σ2(t), σ3(r))12t13r
]
− 1
(A− a)(B− b)(C − c)
∫ A
a
∫ B
b
∫ C
c
f (σ1(s), σ2(t), σ3(r))11s12t13r =: u2,3. (35)
We rewrite (18) as follows
u1,n := 1n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]
n∏
i=1
pi (xi, si)
∂nf (s1, . . . , sn)
11s1 . . .1nsn
11s1 . . .1nsn
= f (x1, . . . , xn)−


n
1

−
i=1

1
(bi − ai)
∫ bi
ai
f (x1, . . . , σi(si), . . . , xn)1isi

+


n
2

−
l=1

1
(bi − ai)(bj − aj)
∫ bi
ai
∫ bj
aj
f

x1, . . . , σi(si), . . . , σj(sj), . . . , xn

1isi1jsj

(l)

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+ −+ · · · − + · · · + (−1)n−1


n
n− 1

j=1
1 n∏
i=1
i≠j
(bi − ai)

·
∫
n∏
i=1
i≠j
f

σ1(s1), . . . , xj, . . . , σn(sn)

11s1 . . .1jsj . . .1nsn

+ (−1)
n
n∏
i=1
(bi − ai)
 ∫ n∏
i=1
[ai,bi]
f (σ1(s1), . . . , σn(sn))11s1 . . .1nsn =: u2,n. (36)
We rewrite (19) as follows
u∗1,3 :=
1
(A− a)(B− b) (C − c)
∫ A
a
∫ B
b
∫ C
c
p∗(x, s)q∗(y, t)θ∗(z, r)
∂3f (s, t, r)
∇3r∇2t∇1s∇3r∇2t∇1s
= f (x, y, z)−
[
1
(A− a)
∫ A
a
f (ρ1(s), y, z)∇1s+ 1
(B− b)
∫ B
b
f (x, ρ2(t), z)∇2t
+ 1
(C − c)
∫ C
c
f (x, y, ρ3 (r))∇3r
]
+
[
1
(A− a)(B− b)
∫ A
a
∫ B
b
f (ρ1(s), ρ2(t), z)∇1s∇2t
+ 1
(A− a)(C − c)
∫ A
a
∫ C
c
f (ρ1(s), y, ρ3(r))∇1s∇3r + 1
(B− b)(C − c)
∫ B
b
∫ C
c
f (x, ρ2(t), ρ3(r))∇2t∇3r
]
− 1
(A− a)(B− b)(C − c)
∫ A
a
∫ B
b
∫ C
c
f (ρ1(s), ρ2(t), ρ3(r))∇1s∇2t∇3r =: u∗2,3. (37)
We finally rewrite (20) as follows
u∗1,n :=
1
n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]
n∏
i=1
p∗i (xi, si)
∂nf (s1, . . . , sn)
∇1s1 . . .∇nsn ∇1s1 . . .∇nsn
= f (x1, . . . , xn)−


n
1

−
i=1
1
(bi − ai)
∫ bi
ai
f (x1, . . . , ρi(si), . . . , xn)∇isi

+


n
2

−
l=1
1
(bi − ai)(bj − aj)
∫ bi
ai
∫ bj
aj
f

x1, . . . , ρi(si), . . . , ρj(sj), . . . , xn
∇isi∇jsj
(l)

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+ −+ · · · − + · · · + (−1)n−1


n
n− 1

j=1
1 n∏
i=1
i≠j
(bi − ai)

·
∫
n∏
i=1
i≠j
[ai,bi]
f

ρ1(s1), . . . , xj, . . . , ρn (sn)
∇1s1 . . .∇jsj . . .∇nsn

+ (−1)
n
n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]
f (ρ1 (s1) , . . . , ρn(sn))∇1s1 . . .∇nsn =: u∗2,n. (38)
We note that u1,3 is the same as D3(f ) (x1, x2, x3), see (27), u1,n = Dn(f )(x1, . . . , xn), see (28), u∗1,3 is the same as D∗3(f )
(x1, x2, x3), see (29), and u∗1,n = D∗n(f )(x1, . . . , xn), see (30).
Therefore, Theorems 18–21 apply in the same way for u1,3, u1,n, u∗1,3 and u
∗
1,n.
Remark 23. Formulae (35)–(38) simplify as follows:
If f (x, ·, ·) = f (·, y, ·) = f (·, ·, z) = 0, then (35) collapses to∫ A
a
∫ B
b
∫ C
c
p(x, s)q(y, t)θ(z, r)
∂3f (s, t, r)
13r12t11s
13r12t11s = −
∫ A
a
∫ B
b
∫ C
c
f (σ1(s), σ2(t), σ3(r))11s12t13r, (39)
also it holds (by (37))∫ A
a
∫ B
b
∫ C
c
p∗(x, s)q∗(y, t)θ∗(z, r)
∂3f (s, t, r)
∇3r∇2t∇1s∇3r∇2t∇1s = −
∫ A
a
∫ B
b
∫ C
c
f (ρ1(s), ρ2(t), ρ3(r))∇1s∇2t∇3r. (40)
If we assume f (x1, ·, ·, . . . , ·) = f (·, x2, ·, . . . , ·) = · · · = f (·, ·, . . . , ·, xn) = 0, then (36) collapses to∫
n∏
i=1
[ai,bi]
n∏
i=1
pi (xi, si)
∂nf (s1, . . . , sn)
11s1 . . .1nsn
11s1 . . .1nsn = (−1)n
∫
n∏
i=1
[ai,bi]
f (σ1(s1), . . . , σn(sn))11s1 . . .1nsn, (41)
and (38) collapses to∫
n∏
i=1
[ai,bi]
n∏
i=1
p∗i (xi, si)
∂nf (s1, . . . , sn)
∇1s1 . . .∇nsn ∇1s1 . . .∇nsn = (−1)
n
∫
n∏
i=1
[ai,bi]
f (ρ1(s1), . . . , ρn(sn))∇1s1 . . .∇nsn. (42)
Another simplification of (35)–(38) works as follows:
In (35), assume that all marginal integrals are zero, then
1
(A− a)(B− b)(C − c)
∫ A
a
∫ B
b
∫ C
c
p(x, s)q(y, t)θ(z, r)
∂3f (s, t, r)
13r12t11s
13r12t11s
= f (x, y, z)− 1
(A− a)(B− b) (C − c)
∫ A
a
∫ B
b
∫ C
c
f (σ1(s), σ2(t), σ3(r))11s12t13r. (43)
If in (36), all marginal integrals are zero then
1
n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]
n∏
i=1
pi(xi, si)
∂nf (s1, . . . , sn)
11s1 . . .1nsn
11s1 . . .1nsn
= f (x1, . . . , xn)+ (−1)
n
n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]
f (σ1(s1), . . . , σn(sn))11s1 . . .1nsn. (44)
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If in (37), all marginal integrals are zero then
1
(A− a)(B− b)(C − c)
∫ A
a
∫ B
b
∫ C
c
p∗(x, s)q∗(y, t)θ∗(z, r)
∂3f (s, t, r)
∇3r∇2t∇1s∇3r∇2t∇1s
= f (x, y, z)− 1
(A− a)(B− b) (C − c)
∫ A
a
∫ B
b
∫ C
c
f (ρ1(s), ρ2(t), ρ3(r))∇1s∇2t∇3r. (45)
Finally if in (38) all marginal integrals are zero then
1
n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]
n∏
i=1
p∗i (xi, si)
∂nf (s1, . . . , sn)
∇1s1 . . .∇nsn ∇1s1 . . .∇nsn
= f (x1, . . . , xn)+ (−1)
n
n∏
i=1
(bi − ai)
∫
n∏
i=1
[ai,bi]
f (ρ1(s1), . . . , ρn(sn))∇1s1 . . .∇nsn. (46)
Based on the simplification formulae (39)–(42) and (43)–(46) the left hand sides of (31)–(34) simplify a lot and take very
interesting forms.
3. Applications
When Ti = R, i = 1, . . . , n, this article’s results were published in [3–5,25,26], so this work is their generalization to
time scales.
When Ti = Z, i = 1, . . . , n, we have (see [16, pp. 13–14])
f 1
n
(t) = ∑nk=0 nk (−1)n−kf (t + k), σ (t) = t + 1, ρ(t) = t − 1, hk(t, s) = (t−s)(k)k! ,∀k ∈ N0,∀t, s ∈ Z, where
t(0) = 1, t(k) = ∏k−1i=0 (t − i), k ∈ N,  ba f (t)1t = ∑b−1t=a f (t), a < b, and an rd-continuous or a continuous function f
corresponds to any f .
Also, see [16, p. 333] and [27, pp. 652, 653], that
f ∇n(t) =∑nm=0(−1)m nm f (t − m), hk(t, s) = (t−s)kk! , for all s, t ∈ Z, k ∈ N0, where tk = t (t + 1) · · · (t + k − 1), k ∈
N; t0 := 1, and an ld-continuous function f corresponds to any f .
Furthermore, we have
 b
a f (t)∇t =
∑b
t=a+1 f (t), a < b.
When Ti = R, then σ(t) = ρ (t) = t , and integrals and derivatives coincide with the usual numerical ones.
To keep the paper’s size limited, we restrict ourselves only on Z or combinations of Z and R. One can give many other
interesting applications on many other time scales or combinations of them.
We make the following remark.
Remark 24. Here, we write E1(f ) of (21) and E2(f ) of (22) for the time scale Z. We have
E1(f ) := f (x)− 1b− a

b−1
s1=a
f (s1 + 1)

− 1
b− a
×

n−1
k=1

b−1
sk+1=a
b−1
sk=a
· · ·

b−1
s1=a
P(x, s1)
k−1∏
i=1
P(si, si+1)

k−
m=0

k
m

(−1)k−mf (sk+1 +m+ 1)

, (47)
and
E2(f ) := f (x)− 1b− a

b−
s1=a+1
f (s1 − 1)

− 1
b− a
×

n−1
k=1

b−
sk+1=a+1
b−
sk=a+1
· · ·

b−
s1=a+1
P∗(x, s1)
k−1∏
i=1
P∗(si, si+1)

k−
m=0
(−1)m

k
m

f (sk+1 −m− 1)

. (48)
By Theorem 5 applied on Z, we have that
E1(f ) =
b−1
sn=a

b−1
sn−1=a
. . .

b−1
s1=a
P(x, s1)
n−1∏
i=1
P(si, si+1)

n−
m=0

n
m

(−1)n−mf (sn +m)

, (49)
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and by Theorem 6 it holds
E2(f ) =
b−
sn=a+1

b−
sn−1=a+1
. . .

b−
s1=a+1
P∗ (x, s1)
n−1∏
i=1
P∗(si, si+1)

n−
m=0
(−1)m

n
m

f (sn −m)

. (50)
Here P as in Theorem 5 and P∗ as in Theorem 6; a, b ∈ Z : a < b, x ∈ [a, b] ∩ Z, n ∈ N.
We have the following theorem.
Theorem 25. It holds
E1(f ) ≤ min

f 1n∞,([a,b]∩Z)

b−1
s1,s2,...,sn=a
|P (x, s1)|
n−1∏
i=1
|P(si, si+1)|

,
f 1n
p,([a,b]∩Z)

b−1
s1,...,sn−1=a
|P (x, s1)|

n−2∏
i=1
|P (si, si+1)|

‖P(sn−1, ·)‖q,([a,b]∩Z)

,
where p, q > 1 : 1
p
+ 1
q
= 1,f 1n
1,([a,b]∩Z)
b−1
s1,...,sn−1=a
|P(x, s1)|

n−2∏
i=1
|P(si, si+1)|

‖P(sn−1, ·)‖∞,([a,b]∩Z) .
(51)
Proof. By Theorem 15 applied on Z. 
We continue with the following.
Theorem 26. It holds
E2(f ) ≤ min

f ∇n∞,([a,b]∩Z)

b−
s1,...,sn=a+1
P∗(x, s1) n−1∏
i=1
P∗ (si, si+1) ,f ∇n
p,([a,b]∩Z)

b−
s1,...,sn−1=a+1
P∗ (x, s1) n−2∏
i=1
P∗ (si, si+1) P∗(sn−1, ·)q,([a,b]∩Z)

,
where p, q > 1 : 1
p
+ 1
q
= 1,f ∇n
1,([a,b]∩Z)
b−
s1,...,sn−1=a+1
P∗ (x, s1) n−2∏
i=1
P∗ (si, si+1)P∗(sn−1, ·)∞,([a,b]∩Z) .
(52)
Proof. By Theorem 16. 
Wemake the following remark.
Remark 27. We apply (36) for n = 3 to get
u1,3 = 13∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
3∏
i=1
pi (xi, si)
∂3f (s1, s2, s3)
11s112s213s3
11s112s213s3
= f (x1, x2, x3)−

3−
i=1

1
(bi − ai)
∫ bi
ai
f (x1, σi(si), x3)1isi

+

3−
l=1

1
(bi − ai)

bj − aj
 ∫ bi
ai
∫ bj
aj
f

x1, σi(si), σj(sj)

1isi1jsj

(l)

− 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
f (σ1(s1), σ2(s2), σ3(s3))11s112s213s3
= u2,3 = D3(f )(x1, x2, x3), (53)
see (27).
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Also, we apply (38) for n = 3 to get
u∗1,3 :=
1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
3∏
i=1
p∗i (xi, si)
∂3f (s1, s2, s3)
∇1s1∇2s2∇3s3∇1s1∇2s2∇3s3
= f (x1, x2, x3)−

3−
i=1
1
(bi − ai)
∫ bi
ai
f (x1, ρi (si) , x3)∇isi

+

3−
l=1
1
(bi − ai)

bj − aj
 ∫ bi
ai
∫ bj
aj
f

x1, ρi(si), ρj(sj)
∇isi∇jsj
(l)

− 1
3∏
i=1
(bi − ai)
∫
3∏
i=1
[ai,bi]
f (ρ1(s1), ρ2(s2), ρ3(s3))∇1s1∇2s2∇3s3
= u∗2,3 = D∗3(f ) (x1, x2, x3) , (54)
see (29).
Next, we will apply Theorems 7 and 9 for T1 = Z,T2 = R,T3 = Z. Here ai < bi, i = 1, 2, 3; a1, b1 ∈ Z; a2, b2 ∈
R; a3, b3 ∈ Z, and f ∈ C3
∏3
i=1([ai, bi] ∩ Ti)

. Let (x1, x2, x3) ∈ (([a1, b1] ∩ Z)× [a2, b2] × ([a3, b3] ∩ Z)) , pi as in
Theorem 7, i = 1, 2, 3, and p∗i as in Theorem 9, i = 1, 2, 3.
For T2 = R, we have σ2(t) = ρ2(t) = t,∀t ∈ R, and h(2)k (t, s) =h(2)k (t, s) = (t−s)kk! ,∀s, t ∈ R, k ∈ N0.
Thus, we apply the general formulae (53) and (54) to our specific setting (Z× R× Z). We have
u1,3 := 13∏
i=1
(bi − ai)

b1−1−
s1=a1

b3−1−
s3=a3
∫ b2
a2

3∏
i=1
pi(xi, si)

∂3f (s1, s2, s3)
11s1∂s213s3
ds2

= f (x1, x2, x3)−

1
b1 − a1
b1−1−
s1=a1
f (s1 + 1, x2, x3)
+ 1
b2 − a2
∫ b2
a2
f (x1, s2, x3) ds2 + 1b3 − a3
b3−1−
s3=a3
f (x1, x2, s3 + 1)

+

1
(b1 − a1)(b2 − a2)

b1−1−
s1=a1
∫ b2
a2
f (s1 + 1, s2, x3) ds2

+ 1
(b2 − a2)(b3 − a3)

b3−1−
s3=a3
∫ b2
a2
f (x1, s2, s3 + 1) ds2

+ 1
(b1 − a1)(b3 − a3)

b1−1−
s1=a1
b3−1−
s3=a3
f (s1 + 1, x2, s3 + 1)

− 1
3∏
i=1
(bi − ai)

b1−1−
s1=a1

b3−1−
s3=a3
∫ b2
a2
f (s1 + 1, s2, s3 + 1)ds2

=: u2,3 =: D3(f ) (x1, x2, x3) . (55)
Equality (55) is valid by Theorem 7.
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We also have
u∗1,3 :=
1
3∏
i=1
(bi − ai)

b1−
s1=a1+1

b3−
s3=a3+1
∫ b2
a2

3∏
i=1
p∗i (xi, si)

∂3f (s1, s2, s3)
∇1s1∂s2∇3s3 ds2

= f (x1, x2, x3)−

1
b1 − a1
b1−
s1=a1+1
f (s1 − 1, x2, x3)
+ 1
b2 − a2
∫ b2
a2
f (x1, s2, x3) ds2 + 1b3 − a3
b3−
s3=a3+1
f (x1, x2, s3 − 1)

+

1
(b1 − a1)(b2 − a2)

b1−
s1=a1+1
∫ b2
a2
f (s1 − 1, s2, x3) ds2

+ 1
(b2 − a2)(b3 − a3)

b3−
s3=a3+1
∫ b2
a2
f (x1, s2, s3 − 1) ds2

+ 1
(b1 − a1)(b3 − a3)

b1−
s1=a1+1
b3−
s3=a3+1
f (s1 − 1, x2, s3 − 1)

− 1
3∏
i=1
(bi − ai)

b1−
s1=a1+1

b3−
s3=a3+1
∫ b2
a2
f (s1 − 1, s2, s3 − 1)ds2

=: u∗2,3 =: D∗3(f ) (x1, x2, x3) . (56)
Equality (56) is valid by Theorem 9.
We give the following special1-multivariate Ostrowski type inequality.
Theorem 28. It holds
D3(f )(x1, x2, x3) ≤ 13∏
i=1
(bi − ai)
min

1
8
 ∂3f11s1∂s213s3
∞, 3∏
i=1
([ai,bi]∩Ti)

(x1 − a1)(2) + (x1 − b1)(2)

· (x2 − a2)2 + (x2 − b2)2 (x3 − a3)(2) + (x3 − b3)(2) , ∂3f11s1∂s213s3

p,
3∏
i=1
([ai,bi]∩Ti)

3∏
i=1
‖pi (xi, ·)‖q,[ai,bi]∩Ti

,
where p, q > 1 : 1
p
+ 1
q
= 1,
 ∂3f11s1∂s213s3

1,
3∏
i=1
([ai,bi]∩Ti)

3∏
i=1

bi − ai
2
+
xi − ai + bi2


.
(57)
Proof. By Theorem 18 applied on Z× R× Z. 
We finish with the next specific ∇-multivariate Ostrowski type inequality.
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Theorem 29. It holds
D∗3(f ) (x1, x2, x3) ≤ 13∏
i=1
(bi − ai)
min

1
8
 ∂3f∇1s1∂s2∇3s3
∞, 3∏
i=1
([ai,bi]∩Ti)

(x1 − a1)2 + (x1 − b1)2

· (x2 − a2)2 + (x2 − b2)2 (x3 − a3)2 + (x3 − b3)2 , ∂3f∇1s1∂s2∇3s3

p,
3∏
i=1
([ai,bi]∩Ti)

3∏
i=1
p∗i (xi, ·)q,[ai,bi]∩Ti

,
where p, q > 1 : 1
p
+ 1
q
= 1, ∂3f∇1s1∂s2∇3s3

1,
3∏
i=1
([ai,bi]∩Ti)

3∏
i=1

bi − ai
2
+
xi − ai + bi2


.
(58)
Proof. By Theorem 20 applied on Z× R× Z. 
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