Data assimilation provides a useful framework that allows us to combine measurements and models, by appropriately weighting the sources of error in both, to produce a statistically optimal and dynamically consistent estimate of the evolving state of the system. In this paper a variational approach is used to estimate regional land and atmospheric boundary layer states and fluxes via the assimilation of standard reference-level temperature and humidity and radiometric surface temperature measurements into a coupled land surface-atmospheric boundary layer model. Results from an application to a field experiment site show that using both surface temperature and reference-level micrometeorology measurements allows for the accurate and robust estimation of land surface fluxes even during nonideal conditions, where the evaporation rate is atmospherically controlled and processes that are not parameterized in the model (i.e., advection) are important. The assimilation scheme is able to provide estimates of model errors, which has implications for being able to diagnose structural model errors that may be present due to missing process representation and/or poor or biased parameterizations. Because robust estimates are not always obtainable with either measurement type in isolation, these results illustrate possible synergism that may exist when using multiple observation types.
Introduction and background
Diagnosing the regional surface water and energy budgets are important pursuits in many fields (e.g., hydrologic, atmospheric, and ecological science applications). Whether the goal is to use antecedent soil moisture to predict possible flooding, improve land surface forcing of numerical weather prediction or general circulation models, or estimate necessary irrigation requirements for an agricultural field, accurate estimates of the state of the land surface (moisture and temperature) and the fluxes between the surface and atmosphere are required. Unfortunately, these variables (most notably soil moisture and surface turbulent fluxes) are difficult, if not pragmatically impossible, to directly measure over large scales. Therefore we are left with the so-called inverse problem of trying to estimate these states and fluxes from environmental observations that are generally only indirectly related to the variable of interest.
Many recent studies have outlined methods to estimate surface states and fluxes from potentially useful data streams. Particularly, the advent of remote sensing capabilities has taken hydrology, as well as many other fields in the geosciences, from a somewhat ''data poor'' situation, reliant mostly on sparse in situ measurements, to a potentially ''data rich'' environment, by increasing the types and numbers of observations that may be related to the surface parameters we would like to estimate. For example, due to the strong sensitivity of bulk soil microwave dielectric properties to volumetric soil moisture, the feasibility of surface soil moisture estimation from microwave measurements has been demonstrated (e.g., Schmugge and Jackson 1994; Entekhabi et al. 1994; Njoku and Entekhabi 1996; Jackson et al. 1999; Reichle et al. 2001a; Margulis et al. 2002) . While there is some information content in higher frequencies (e.g., Lakshmi et al. 1997; Vinnikov et al. 1999) , the most promising results correspond to L-band (1.4 GHz) measurements, for which there currently is no operational satellite.
As a result, other researchers have focused on using currently available remote sensing measurements, notably radiometric surface temperature, to estimate sur-
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face soil moisture and/or fluxes (e.g., Carlson et al. 1981; Wetzel et al. 1984; Wetzel and Woodward 1987; Diak and Stewart 1989; McNider et al. 1994; Gillies and Carlson 1995; Anderson et al. 1997; Kustas et al. 1999; Castelli et al. 1999; Norman et al. 2000; Lakshmi 2000; French et al. 2000; Boni et al. 2001) . These approaches generally either (i) use the physical connection between surface moisture and the thermal inertia of the surface to infer soil moisture and/or (ii) use the dependence of sensible heat flux on surface temperature to estimate the surface fluxes with radiometric surface temperature and auxiliary data. While showing promising results, these methods can sometimes fail due to heavy vegetation cover (which masks the ground surface), inaccuracies in the radiometric surface temperature measurements related to atmospheric corrections (i.e., atmospheric transmission and emission effects), and are susceptible to errors related to cloud effects. They often represent underdetermined inverse problems and hence use empirical closure relations (e.g., ground heat flux as a fraction of net radiation).
In addition to remotely sensed variables, standard ground-based observations may contain potentially useful information about land surface states and fluxes. Recent studies have investigated the use of referencelevel micrometeorological data to try to initialize surface soil moisture for mesoscale weather prediction or atmospheric boundary layer (ABL) models (e.g., Mahfouf 1991; Bouttier et al. 1993; Ruggiero et al. 1996; Callies et al. 1998; Bouyssel et al. 1999; Rhodin et al. 1999; Hess 2001; Alapaty et al. 2001 ). These methods rely on the sensitivity of reference-level temperature and/or humidity to surface states primarily via the surface turbulent fluxes. However when the soil is sufficiently moist, land surface evaporation is not limited by soil moisture, but is instead limited by available energy (i.e., ''controlled'' by atmospheric conditions). In these cases, the surface layer micrometeorology does not necessarily provide enough information for soil state estimation. Similar problems can be experienced for cases with low surface radiative forcing, or during strong advection events.
For the most part, the studies mentioned above, as well as many other land surface estimation schemes, have focused on using a single measurement type to try to estimate surface parameters. These studies have generally tested the limits to which the estimation can be pushed when using a single observation type. While these results are quite useful, it is also necessary to begin to design frameworks that are flexible enough to take advantage of multiple data streams that are already available or may be in the near future, and to appropriately weight each to provide an optimal estimate. Also, significant additional (synergistic) benefits may exist when combining multiple types of measurements in an estimation scheme and therefore is an area of potentially fruitful research. These benefits may take several forms: (i) the estimation scheme may be extended to provide estimates in situations where one measurement type may be unavailable or insufficiently sensitive to the parameter of interest, (ii) unresolvable states for a given measurement type may be resolved when the information contained in other observations is included, (iii) trade-offs in sparseness (both in time and space) between measurements may allow for better interpolation, (iv) the estimation algorithms may be generally more robust.
In this study, we present a variational framework to assimilate reference-level micrometeorological variables (temperature and humidity) and radiometric surface temperature in order to estimate land surface and ABL states and surface fluxes. The data assimilation approach outlined below is appealing because it allows us to combine measurements and a physical model of the system, and by appropriately weighting the sources of error in both, to ultimately produce a statistically optimal and dynamically consistent estimate of the evolving state of the system. Most importantly, included in the framework are estimates of surface fluxes and time-varying structural model errors. The algorithm is also very flexible with respect to the inclusion of additional measurement types and therefore could easily be extended for future research applications. In section 2 we briefly present the coupled model used in this study. Section 3 describes the variational framework. A synthetic test experiment and a case study application of this framework to the First International Satellite Land Surface Climatology Project (ISLSCP) Field Experiment (FIFE) site is described in section 4, with conclusions discussed in section 5.
Forward model description
The one-dimensional model we have developed for use in this study is composed of a land surface parameterization and an accompanying mixed-layer model representation of the overlying boundary layer (see Fig.  1 ). It is a simple model meant to capture the regional coupled water and energy budgets of the land surface and lower atmosphere. The description of the model and its testing is presented in detail in Margulis and Entekhabi (2001, hereafter ME01) and Margulis (2002) and is summarized briefly below. While many land data assimilation systems (LDAS) use an uncoupled land surface model, the choice of a coupled model is useful as it allows for: (i) a significant reduction in the auxiliary data needed to force the model (i.e., reference-level micrometeorology and downwelling longwave radiation are not needed since they are computed internally); and (ii) variables that are generally used as forcing for land surface models (i.e., reference-level temperature and humidity) are instead internal diagnostic variables that can be assimilated as observations when available. The coupled land surface-boundary layer model described below is a computationally efficient compromise between an uncoupled model and a fully coupled single-column atmospheric model, making it well-suited for use as part of a stand-alone LDAS.
The core of the model involves solving the coupled energy and water budget equations of the land surface and overlying atmospheric boundary layer. The land surface component of the model consists of prognostic equations for three temperature states (canopy temperature, surface ground temperature, and deep ground temperature) and three soil moisture states, representing the soil moisture profile through the uppermost 1-2 m of soil. Included in the land surface model is an explicit representation of vegetation and its impact on the surface energy and water budgets (via its effects on both radiative and turbulent fluxes). For the boundary layer, a slab model is used with prognostic equations for the mixed-layer potential temperature and specific humidity state variables (which are uniform with height within the mixed layer), which represent the ABL energy and moisture budgets, respectively. In addition, a detailed parameterization of the radiative feedback between the surface and overlying atmosphere is included in the model that accounts for the radiative flux divergence in the ABL energy budget. The model presented here does not include a parameterization of advective flux divergence of heat and moisture into the ABL. Advection can be important as midlatitude regimes are often characterized by intermittent frontal systems that modify the local boundary layer temperature and humidity. As a result, the advective flux divergence can also have a significant impact on the micrometeorological observations that are used in the assimilation. Therefore, to obtain optimal estimates when assimilating micrometeorological observations, it is important to account for the possibility of advective fluxes. Instead of parameterizing the advective fluxes in the model, they are left as time-varying model error terms in the potential temperature and humidity budget equations. As will be shown below, these model error terms can be included as unknowns in the estimation algorithm.
The model also includes a parameterization of the daytime growth and evening collapse of the ABL. Modeling the evolution of the height of the mixed layer is important not only because it exhibits a strong diurnal cycle (which is a function of the heating of the ABL by the surface), but because it generally grows in conjunction with the entrainment of warm/dry air from the overlying free atmosphere. The entrainment fluxes serve as the main connection between the tightly coupled land surface-ABL system and the overlying free atmosphere. They not only directly affect the ABL energy and moisture budgets, but ultimately the surface budgets as well. The model remains relatively simple but includes the influential processes in the land surface-ABL system. Finally, by simultaneously taking into account the coupled nature of the system, the forcing requirements for the model are reduced to incoming solar radiation, largescale wind speed, and lapse rates in temperature and humidity above the mixed layer.
Variational data assimilation framework
Data assimilation provides a framework that allows us to merge measurements and physical models under the supposition that both provide useful information about the state of the system, while containing measurement and model errors, respectively. By appropriately weighting the sources of error in both, we hope to ultimately produce a statistically optimal and dynamically consistent estimate of the evolving state of the system. In this paper we use a variational approach to assimilate radiometric surface temperature and standard reference-level temperature and humidity measurements into the coupled land surface-atmospheric boundary layer model described above, with the ultimate aim of obtaining estimates of the evolving model states, fluxes, and model error. Variational data assimilation techniques have a well-established history in meteorology and oceanography (e.g., LeDimet and Talagrand 1986; Talagrand and Courtier 1987; Thacker and Long 1988; Li et al. 1993; Lu and Hsieh 1997; Bennett et al. 1998 ). More recently these techniques have begun to be applied in land surface hydrological applications (e.g., Castelli et al. 1999; Boni et al. 2001; Reichle et al. 2001a; ME01) . The reader is referred to these references for detailed methodological developments. The key aspects of the technique are described below.
Consider the coupled model as defined generally in dynamical form: 
where Z is the measurement vector that in this application contains vectors of radiometric surface temperature ( ) and reference-level temperature ( ) and obs obs T T s r specific humidity ( ) measurements throughout the obs q r assimilation window. The measurement operator M(y) represents the diagnostic equations that map the model states onto T s , T r , and q r (see appendix A). The measurements are assumed to include unbiased measurement error, , with a specified covariance matrix C . For simplicity, measurement errors are assumed uncorrelated in this application. Estimation of biases and posterior covariance structures are possible and their feasibility needs to be shown in future studies.
To obtain an estimate that balances the uncertainties due to measurement error and model error, the following Bayesian least squares performance index can be minimized with respect to ␤ and over the assimilation (or smoothing) window t ϭ [t 0 , t f ]:
The first term in the performance index represents the misfit between the data (Z) and model predictions M(y). The next two terms penalize deviations from the prior values. All of these terms are normalized by their corresponding covariances. The final term is the adjoined system model constraint that is by definition zero, but ensures that the estimates are dynamically consistent over the assimilation window. The scalar functional is minimized by taking its first variation (see ME01), which yields the forward model [as shown in Eq. (1)] as well as the adjoint model of the system:
f where [␦] is the diagonal matrix of Dirac delta functions and equations for the gradients in J with respect to ␤ and are
Development and testing of the accuracy of the adjoint model is described in ME01. Note that the adjoint model must be integrated backward in time to obtain the adjoint variables (t). It depends on the state vector and is forced by the measurement-model misfit. The adjoint model is a powerful tool because once the adjoint variables are known, all of the gradients shown above can be computed and used in a gradient search algorithm to minimize J. This procedure is done iteratively by (i) integrating the forward model with prior parameters, (ii) integrating the adjoint model backward in time about the current state trajectory, (iii) computing the gradients and using them to update the parameters and model error, and (iv) repeating steps (i)-(iii) until sufficient convergence is achieved. While any gradient search algorithm can be used, the particularly simple method used here yields a set of update equations that are used in the above iterative procedure. The update equations are shown in appendix B.
Application of the variational framework a. Synthetic data tests
Synthetic screening tests were first performed to determine which parameters are identifiable when assimilating surface temperature and reference-level micrometeorology into the coupled model. This allows us to determine whether the estimation scheme can estimate the known ''truth.'' For a synthetic test, specified initial conditions and model errors are used in the model to generate half-hourly observations (to coincide with FIFE measurement frequency) of the system that can then be used in the assimilation algorithm to attempt to recover the specified parameters. Measurement noise is also added to the observations. While not a guarantee that the estimator will work with real data, synthetic experiments yield important insight into the information content of the assimilated observations and lends some confidence in the results from real applications.
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Based on explicit relationships contained in the measurement operators and implicit dependence seen in offline sensitivity studies, the model states that are most closely linked with the assimilated observations are the canopy and surface ground temperature (T c and T g ), ABL potential temperature and specific humidity ( and q), and rootzone soil moisture (W 1 and W 2 ). The first four variables are explicitly related to T s , T r , and q r via the measurement operators (see appendix A), while the soil moisture is implicit in the measurements due to its role in the partitioning of net radiation at the surface. For initial condition specification, 0 , q 0 , W , and 1 0 W are most important because of the long-term mem-2 0 ory associated with these variables, which allows errors to propagate for many days or weeks. Conversely, canopy and ground temperature have very limited memory such that errors are generally dissipated within several hours. The other ABL states (i.e., temperature and humidity inversions at the top of the ABL and ABL height) are essentially reinitialized within the model each day due to the collapse of the boundary layer in the early evening. Therefore, for multiday assimilation windows the specification of the initial conditions of these variables is much less important. Finally the deep soil moisture and ground temperature do not affect the measured variables on the timescale of this study. As a result, for this application the estimated initial conditions are limited to 0 , q 0 , W , and W . The time-varying model error terms were conceptualized as flux errors in the prognostic equations for T c , T g , , q, W 1 , and W 2 . Independent error time series for each equation were synthetically generated using a lag-1 autoregressive model, which by definition has an exponential covariance structure [C (t, tЈ) ϭ exp( | t Ϫ 2 tЈ | /)]. This type of error covariance model is appropriate for correlated errors that can be characterized by an autoregressive process. In cases where the covariance structure of errors is poorly known, this type of model is often used (e.g., Reichle 2000) . The errors were used in the reference simulation and the assimilation scheme was used to try to estimate them. The standard deviation ( ) and decorrelation timescale () of the model error for each prognostic variable mentioned above were given reasonable values of 30 W m Ϫ2 and 6 h, respectively. We also need to specify the initial condition error covariance C ␤ . For simplicity, it is specifed as a diagonal matrix with error standard deviations of 20% for the soil moisture saturation initial conditions, and 2 K and 2 g kg Ϫ1 , respectively, for the initial conditions of mixed-layer potential temperature and specific humidity. The standard deviation in the observation errors are 0.5 K for the radiometric surface and reference-level temperature and 0.5 g kg Ϫ1 in reference-level specific humidity.
Results from our initial synthetic tests (not shown here) indicate that because of the limited memory in canopy and ground temperature, the estimation algorithm has no skill in estimating errors in these prognostic equations from the observations used here. In reality, due to the stiffness of these variables, sustained errors that occur in these prognostic equations are most likely the result of errors in the longer memory states (i.e., soil moisture). Also, while surface temperature and reference-level micrometeorology were found to be sufficiently sensitive to the initial conditions in rootzone soil moisture (which determine the general soil moisture trajectory), attempts to estimate time-varying errors () about this trajectory were not successful. In other words, the observations are sensitive to the mean soil moisture state, but are not sensitive enough to small perturbations (i.e., model error) about the mean trajectory to estimate soil moisture model error. The study by Reichle et al. (2001b) has shown the potential to estimate soil moisture errors with microwave radio brightness measurements (which has a stronger physical connection to soil moisture), but reached similar conclusions to ours for the canopy and ground temperature errors. In our initial synthetic experiments it was found that errors in the and q prognostic equations were identifiable from surface temperature and reference-level micrometeorology observations. It should be noted that without the use of reference-level observations (radiometric surface temperature observations only) these errors were not identifiable because the physical connection between ABL advection and surface temperature is weak (the estimation problem becomes too underdetermined). During cases where significant advection-related errors are present, the combination of surface temperature and micrometeorology observations allowed for estimation of both land surface states and advection-related model errors. The ability to estimate these errors is quite useful, considering the lack of a parameterization of advective flux divergence in our model.
Based on these initial synthetic tests, we conclude that the control variables that can be estimated through assimilation of surface temperature, and reference-level temperature and humidity observations include: initial conditions in rootzone soil moisture (W and W ) and 1 2 0 0 mixed-layer temperature and humidity ( 0 and q 0 ) as well as model errors in the and q prognostic equations ( and q ), which are attributed to synoptic (advection) forcing. Therefore in this application the model error vector shown in Eq.
(1) consists of nonzero elements in the ABL budget equations only. To illustrate these results, the assimilation algorithm was run for a 5-day synthetic experiment with halfhourly observations generated by integrating the model with synthetically generated model errors (in the ABL budget prognostic equations only, using the covariance model discussed above) and adding random measurement error to the model outputs. Results from the experiment, are shown in Table 1 and Figs. 2-4. Table 1 shows that the true initial conditions were almost perfectly recovered by the estimation algorithm and that the objective function is reduced to near the true value. Note that the truth is not perfectly recovered because of the presence of observation and model error. Figure  2 shows the comparison between the prior, estimated, and actual model errors in and q. The model error estimates capture the primary features and low-frequency variability of the actual model error. The fact that the estimated model error is much smoother than the true error is consistent with other recent studies (e.g., Reichle et al. 2001) . For comparison purposes, a 12-h moving average of the true error is also shown. Based on the general agreement between the estimate and the moving average, it appears that the estimate captures errors that have an integrated impact on a half-day timescale. This is the case because the high-frequency error variability generally has negligible impact on the observations and therefore cannot be captured by the estimate. Additionally, because of the strong diurnal variability of the land surface fluxes, the relative importance of the errors varies strongly with time. When errors are small relative to the magnitude of other fluxes (i.e., especially near midday) they have minimal impact on the observations and therefore cannot be estimated well. However, because the relative magnitude of the errors are small at those times, their estimation is not as important. Figure 3 shows the significant improvement in fit between the assimilated observations and posterior predictions compared to the priors. The time series of the primary ABL and land surface state estimates are shown in comparison to the true values in Fig. 4 . The estimation algorithm performs quite well in removing large biases that were present when using the prior values. Finally, by reproducing the states, the land surface fluxes are also reproduced by the estimation algorithm (not shown here).
b. Application to the FIFE site
To test the methodology presented above with real data, we applied the data assimilation framework to the dataset obtained at the FIFE site in Kansas in the sum- mer of 1987 (see Sellers et al. 1992) . The FIFE dataset (Betts and Ball 1998) provides the needed forcing variables for the model, surface radiometric temperature and micrometeorological measurements for the assimilation scheme, as well as flux observations for validation. The forward model described above was tested at the FIFE site and shown to perform well (ME01). In this paper we present results from an application to a 20-day window in July (days of year 190-210; hereafter designated days). This particular period was chosen because it contains a variety of environmental conditions, some of which can confound estimation algorithms (i.e., advection, precipitation, atmospherically controlled evaporation regimes). The key surface meteorological variables at the site are shown in Fig. 5 . An open loop forward simulation, which by definition uses all prior values (including zero model error), was run for the 20-day period that will be used for comparison to the assimilation results below. The estimation was performed over two consecutive assimilation windows (from days 190-200 and 200-210) , with model and observation error statistics equal to those described in the previous section. The reason for using sequential assimilation windows is mostly for practical reasons. It keeps the size of the control vector smaller, which aids in convergence, and it is desirable in operational applications. In an operational setting, single-day or forecast cycle windows could be used. The drawback of sequential windows is the proper reinitialization of prior covariances, which is discussed further below.
The first 10 days of the study are marked by several moderate storms, atmospherically controlled evaporation (wet soil), and a large advection event (on days 193-195) , which is most noticeable in the specific humidity time series. The second 10 days consist of a long dry down event where the soil exerts significant control on the surface turbulent fluxes such that the referencelevel micrometeorology is strongly coupled to the surface. There also appears to be a small advection event on days 201-203. The FIFE site, as well as many midlatitude regimes, is marked by periodic frontal systems that can advect moisture and energy of different characteristics into the region. During the course of the summer, nine identifiable events occurred (approximately one every 10 days) at the FIFE site. The advection events seen in Fig. 5 coincide with high pressure systems moving into and out of the region.
1) RESULTS FOR DAYS 190-200
We first applied the assimilation scheme to days 190-200. This particular scenario provides a very significant test of the scheme because there appears to be a large advection event that significantly affects the referencelevel micrometerology variables, concurrent with conditions where evaporation is near the potential rate (when micrometeorology is relatively insensitive to soil moisture). The model is initialized by setting the ABL potential temperature and humidity equal to the observed reference-level micrometeorology, and the rootzone soil moisture to relatively dry values that were thought to be an intentionally poor prior guess (see Table  2 ). The assimilation scheme is applied iteratively, as described above, until convergence in the initial condition and model error estimates are achieved. The posterior (estimated) initial conditions as well, as the reduction in the objective function are shown in Table 2 . The ABL temperature and humidity initial conditions do not change by a large amount, which is to be expected since the micrometerological values should be representative of those in the ABL. However a large change is shown in the rootzone soil saturation (ϳ20%). For the grassland vegetation at the FIFE site, the soil-controlled evaporation regime corresponds to soil moisture values below 45% saturation. Thus, while the prior initial rootzone soil moisture is within the soil-controlled evaporation regime, the estimate is within the potential evaporation (atmospherically controlled) regime.
The estimated time-varying model errors for days 190-200 are shown in Fig. 6 . While the error estimate can represent a combination of factors, it is attributed here mostly to advection processes that are not repre-
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Here R s is incoming solar radiation, u r is reference-level wind speed, P is precipitation, P s is surface pressure, and T r and q r are the reference-level air temperature and specific humidity, respectively. Fig. 5 with the values of model error estimates in Fig. 6 ). Also, the advection of moisture plays a much larger role than advection of heat, with a peak flux of moisture equivalent to approximately 80 W m Ϫ2 , compared to less than 20 W m Ϫ2 in the ABL energy budget. In fact, from offline model runs (not shown) it is apparent that the decrease in ABL potential temperature between days 192 and 194 is mostly due to the radiative effect of a drier ABL (which captures less radiation from the surface) rather than on cooler air entering the region. These model error estimate results imply that it is possible to estimate processes that are not explicitly parameterized (or perhaps poorly parameterized) in the model. Another important point is that, for this particular case (with large model errors), the ability to estimate both the advection-related model error and the soil moisture initial conditions depend on using both surface temperature and micrometeorological observations in the assimilation scheme. For example, we found that when using only surface radiometric observations, the advection model error cannot be estimated because the problem becomes too underdetermined. Conversely, when using only reference-level observations, soil moisture cannot be reliably estimated because, during atmospherically controlled conditions, reference-level observations are not sufficiently sensitive to soil moisture. Thus the combination of both observation types leads to a robust estimate of the land and ABL states. This is an example of the synergism that may exist when using multiple types of observations in the assimilation scheme.
The fit of the prior and estimated radiometric surface temperature and reference-level micrometeorology to the assimilated observations for days 190-200 is shown in Fig. 7 . The improvement between the prior (open loop) and posterior estimate is quite clear. The diurnal amplitude of the open loop radiometric surface temperature is generally too large due to drier than actual soil moisture. Due to the dominance of the advection signal in the micrometeorological data, it is the surface temperature that is largely responsible for resolving the initial soil moisture condition. The reference-level temperature is certainly improved due to the advection estimate, but appears to show a cold bias compared to the observations near midday. While the error estimates are able to capture the large low-frequency errors (see Fig.  2 ), they are not able to also resolve the diurnal errors that may be present. The most pronounced difference between prior and posterior estimates is in the referencelevel humidity. The prior is too humid during the middle part of the window and, because of the overly dry soil, is too dry by the end of the window. On the other hand, the posterior estimate captures the overall trend quite well.
As a result of the application of the assimilation scheme, it is expected that model predictions will fit the assimilated observations well. A more important goal is the estimation of unknown and difficult to measure states (i.e., soil moisture) and fluxes (i.e., surface turbulent fluxes). While there are no spatially averaged in situ ground-truth soil moisture observations at FIFE, Colello et al. (1998) show some point measurements of rootzone soil moisture at one location within the FIFE site. Their observed rootzone soil saturation on day 190 is ϳ64%, which compares well to our depth-averaged estimate of 62%. This result should be viewed with caution however due to the high spatial variability expected in rootzone soil moisture over large scales. A better measure of the estimation algorithm is the comparison of the regional surface turbulent fluxes (which are strong functions of soil moisture) and can therefore be used to infer that the assimilation algorithm is providing consistent estimates of large-scale soil moisture. The comparison of the prior and estimated fluxes to observations taken at the FIFE site are shown in Fig.  8 . The results clearly indicate the improved estimation (96) 21 (112) Ϫ23 ( of fluxes due to the assimilation of surface temperature and micrometerological observations. The bias and rootmean-square error (rmse) between the observations and estimates of surface turbulent fluxes (averaged over the daytime to remove the overly optimistic statistics obtained when comparing variables with diurnal cycles) are given in Table 3 . The magnitude of the bias and rmse between the prior and posterior estimates for both the average daily surface sensible and latent heat fluxes are reduced by approximately half via the assimilation. However the posterior estimates still contain a positive bias in the sensible heat flux estimates and a negative bias in the latent heat flux estimates. This is most likely due to biases in the model. Including estimation of model biases is notoriously difficult and it is widely recognized to have adverse impacts on data assimilation. The estimation of these biases remains a topic of research.
In addition to the surface fluxes, a comparison between prior, estimated, and observed boundary layer states is possible during days 190-193 when radiosonde data were available for the site. These results are shown in Fig. 9 . For mixed-layer potential temperature, humidity, and height, the estimated states are significantly closer to the observations. Thus the assimilation of observations is clearly improving the estimates of boundary layer states. Additionally, the cooler, moister, and shallower boundary layer are all consistent with a moister land surface condition (consistent with assimilation result). This lends further credibility to our inference that the estimated soil moisture state is much improved over the open loop.
2) RESULTS FOR DAYS 200-210
Next we applied the assimilation algorithm to days 200-210. A primary difference between the first and second assimilation windows is the issue of how to initialize the priors. The prior initial condition values for this assimilation window could be taken as the terminal conditions of the estimated (posterior) states from the first window. In fact, this is the exact procedure that would be used in an operation context. As a result, the estimates would necessarily be much better prior estimates than those used in the first window, since they would be conditioned on the observations during days 190-200. Instead, for a more fair comparison between assimilation results and those from only forward simulation, we first applied the estimation algorithm using initial conditions taken from the 20-day open loop simulation discussed above with the same prior error variances used for days 190-200. (Results using initial conditions obtained from the first assimilation window will be discussed briefly below.) Given these priors for the second window, the assimilation scheme is iteratively applied using the observations from days 200-210. The resulting initial condition estimates are shown in Table  2 . The estimated ABL potential temperature and specific humidity initial conditions change by about 2 K and 3 g kg Ϫ1 , respectively, while the initial soil saturation in the two rootzone layers change by 13% and 16%, respectively. Again, the depth-averaged rootzone soil moisture estimate (52%) agrees well with the point observations of Colello et al. (1998) , who observed a rootzone saturation of 51%. As expected from the results shown for days 190-200, these results confirm that the open loop results were too hot and dry. The extremely large prior value for the objective functional is primarily a result of a large bias in the reference-level specific humidity observations, which is removed by the assimilation algorithm (discussed below).
The advection-related model error estimates for the day 200-210 window are shown in Fig. 10 . In this case the model error estimates for both the ABL energy and moisture budgets are less than 10 W m Ϫ2 . Except during nighttime conditions, the magnitude of these errors are generally much smaller than those of other fluxes in the model, indicating a much less important role than the error terms for days 190-200. These results are consistent with the field experiment measurements (Fig. 5) , which do not seem to indicate significant advection events during this second time window. The comparison of the prior and posterior estimates of radiometric surface temperature and micrometeorology to the observations are shown in Fig. 11 . It is clear that the open loop ABL specific humidity initial condition is too dry (Fig. 11c) , which leads to a large bias in the referencelevel humidity. Also, it can be reasonably inferred that the open loop soil moisture initial condition is too dry based on the larger diurnal amplitude in radiometric surface and reference-level temperature (Figs. 11a,b) and increased drying of the mixed layer (Fig. 11c) compared to observations over the 10-day window.
A comparison of the open loop and estimated surface turbulent fluxes is shown in Fig. 12 . These results show a very large improvement in the surface turbulent fluxes as a result of the application of the assimilation algorithm, with differences in peak flux values of up to 150-200 W m Ϫ2 . This is largely due to the better initialization of rootzone soil moisture. The statistics for daily average flux estimates are compared to the FIFE observations in Table 3 . The bias and rmse for both sensible and latent heat fluxes are reduced roughly by a factor of 5. Just as for days 190-200, there remains a slight positive bias in the sensible heat flux estimates and a negative bias in the latent heat flux estimates. Note that both the bias and rmse are significantly smaller for the day 200-210 window. Assuming the FIFE flux observation error is stationary in time, this is most likely due to the fact that the advection-related model errors are smaller during days 200-210, indicating a stronger land-atmosphere coupling (i.e., more information about surface fluxes in the observations). Overall, the results indicate significant value in assimilating observations to estimate land surface states and fluxes.
In addition to the two independent assimilation windows (reinitialization of prior initial conditions and their error covariance), we applied the algorithm to days 200-210 using the terminal conditions of the states from days 190-200 as the prior initial condition values. This is the approach one would take in an operational context. The primary complicating factor is the specification of the prior covariance for these initial conditions, because it should be conditioned on the results from the previous assimilation cycle. In variational schemes (as compared to sequential filtering schemes) there is no explicit computation of the evolving error covariance. While this leads to a significant computational reduction in the algorithm, it is a drawback if the methodology is applied in an operational environment with sequential assimilation windows. Instead of explicit knowledge of the evolving covariance, approximations must be used. In our test, the prior variances for the states on day 200 were obtained using the same method employed by Rhodin et al. (1999) . Based on their work, after the posterior initial condition estimates are obtained for year-day 190, the posterior error covariance matrix (for the estimated initial conditions) is approximated by the inverse Hessian ‫ץ([‬ 2 J/‫ץ‬ ) Ϫ1 ], which can be computed 2 y 0 from finite-difference perturbation forward model runs and would be exactly equal to the true error covariance if the model were linear (Tarantola 1987 ). An additional error (variance) is then added to the posterior initial condition covariance to represent the uncertainty accrued over the assimilation window (due to error propagation via model dynamics) from day 190 to 200. This error can be estimated from offline perturbation model runs. For further details on the method the reader is referred to Rhodin et al. (1999) .
Given these approximated priors for the second window, the assimilation scheme was again applied using the observations from days 200-210. The prior and estimated (posterior) initial condition estimates are shown in Table 2 . Note that in comparison to the reintialized case discussed above, the priors are much closer to the final estimates. This is explained by the fact that the prior initial condition estimates have already been conditioned on the observations from days 190-200. The change in the initial conditions between the prior and posterior estimates reflect the new information introduced by the observations during the day 200-210 window. Also note that the posterior estimates are quite close to those obtained in the reinitialized case. Therefore the choice of prior (reinitialization vs approximation) does not seem to make much difference. This is also true in the model error estimates, which are shown in Fig. 10 . The difference between the model error estimates from the two different methods is relatively small, indicating that the algorithm is robust. As a result of the similar initial condition and model error estimates, the posterior surface flux estimates are almost identical to those shown in Fig. 12. 
3) ROBUSTNESS OF MODEL ERROR ESTIMATES
As a final test of the estimation algorithm, we are interested in the dependence of the model error estimates on the particular window chosen. This test is also related to determining whether the objective function minimization during days 190-200 and 200-210 has converged to disparate local minima or nearly global minimum. Accordingly, we use an overlapping assimilation window from day 195 to 205 to examine how the model error estimates compare to those from the other two windows. The results are shown in Fig. 13 . Overall the posterior estimates seem to be robust, with the overlapping estimate closely matching trends in the other estimates. The largest discrepancy occurs near the end of the overlapping window. This is due to the fact that the model error is by definition equal to a convolution of the adjoint variables (see appendix B), which are equal to zero at the end of the assimilation window. The result is that the model error estimate is necessarily close to zero at the end of the assimilation window.
Conclusions
In this study we show the ability to estimate land surface and ABL states and fluxes from readily available surface radiometric temperature and climate station reference-level micrometeorology. The variational data assimilation framework provides an effective way to combine these measurements with a physical model of the system to provide optimal estimates that take into account both measurement and model error. A key aspect of this work is the use of a coupled model, which not only reduces the needed auxiliary forcing data required by an uncoupled model, but allows for the inclusion of observations (in this case micrometeorology) that could not otherwise be assimilated.
The results shown here illustrate the robust estimates that can be obtained when using multiple observation types. Using both surface temperature and referencelevel micrometeorology measurements allows for the accurate estimation of land surface fluxes even during nonideal conditions, where large advection-related model errors are present and/or when atmospherically controlled evaporation is occurring. These conditions can confound the estimation algorithm when using only one of the observation types. Furthermore the assimilation scheme is able to provide estimates of model errors. This allows for diagnosis of structural model errors that may be present due to missing process representation and/or poor or biased parameterizations.
Future research directions should include an exploration of other observation types and combinations (e.g., radiosondes, microwave radio brightness, etc.) that may have significant information content for land data assimilation. An extension to a spatially distributed domain is another area of future work. Using a two-or three-dimensional atmospheric model would obviously increase the size and complexity of the problem, but may actually eliminate the need for advection-related error estimates since they would be explicitly computed by the model. However the issue of model error and its estimation as well as the possibility of mean bias and adaptive prior statistics estimation needs to be explored in follow-on investigations. the NASA Earth System Science Fellowship and NASA Grant NAG5-11602. The authors would like to thank three anonymous reviewers for their helpful comments.
APPENDIX A

Measurement Operators
For the measurement operators used in the variational framework we need to construct the diagnostic equations that map the model states to the measurements used in this study (T s , T r , and q r ). The radiometric surface temperature equation is described first. Previous studies (e.g., Anderson et al. 1997) generally relate the radiometric temperature to canopy and ground temperature via a function of the form:
where V c is a fractional vegetation cover (which can depend on view angle), and the exponent n is usually equal to 4, so that T s represents the effective temperature for the thermal radiation seen by the sensor. For ease of computation, and with generally little loss of accuracy (fourth power nearly linear shape over the limited range of temperatures encountered), the following simplified expression is often used: 
which is the expression used in this study. Including (A1) is not a problem for future studies. The radiometric surface temperature is thus simply an average of canopy and ground temperature weighted by the fractional vegetation cover. At the FIFE site the fractional vegetation cover is 80%. The diagnostic relationships between temperature and humidity at a given reference height (z r ) and the model states is more complicated. The turbulent fluxes in the forward model are generally expressed as a gradient (in either temperature or vapor pressure) between two levels divided by a resistance term. We assume that there is no major storage of heat or moisture within the surface air layer so that the sensible and latent heat fluxes between the canopy (at height z 1 ) and the reference level 
Update Equations
For the gradient search algorithm in this study we use a simple steepest descent method. There are certainly more efficient algorithms, but this technique was found to work for this application and yields a simple set of update equations. Future work could use a more efficient technique like the conjugate gradient method. In the steepest descent algorithm, a parameter (u) at iteration k ϩ 1 is given by
‫ץ‬u where is a scalar step size. For the unknown parameters in this study (␤ and ) we specify the step size to be proportional to the corresponding uncertainty (covariance) for each variable (i.e., i ϭ i C i ). Substituting this along with the gradient expressions shown in section 3, update equations for each parameter are given by
The scalar step sizes are specified to aid in convergence. Note that update equation for the model error involves a convolution integral, which is evaluated most efficiently using a fast Fourier transform (FFT). Initial condition of mixed-layer potential temperature K
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