Abstract: Automatic detection and tracking of subviral particles in image sequences is an indispensable supportive method for modern medicine research programs. This paper describes the development of a highly adaptable camera-toworld system motion invariant tracking algorithm. A translation compensation is obtained by cross correlations. Particles are detected by an implemented existing algorithm. The detected particles are linked by solving a Linear Assignment Problem. For highly stable results the tracks are improved by Kalman filtering. The algorithm is tested on simulated sequences. The results show a great ability for stable tracking.
Introduction
Automatic real time multi object tracking in image sequences is a highly challenging task in artificial and biomedical vision. Many kinds of interferences can disturb the quality of the tracking results, such as varying image parameters like contrast and brightness, insufficient spatial and temporal resolution, light reflections and in some cases a non-fix camera-world-relation. The latter is exemplarily the case in filming tissue structures with a limited field of vision through a microscope, requiring the variation of the optic's position to get a greater overall view. Thus, creating a robust tracking algorithm requires the combination of several techniques. This paper describes the development of a highly stable camera-world-system motion invariant tracking algorithm. The Kienzle-algorithm [1] , developed in cooperation with the virological institute of the Philipps University, Marburg, Germany, is used for detecting subviral particles [2] . Translative system movements are compensated using cross correlations. The detected subviral particle coordinates are linked to tracks solving the Linear Assignment Problem. As interrupted tracks are a serious problem in subviral particle detection, the whole algorithm is aided by an implemented Kalman filter. After the presentation of methods and promising results obtained with simulated data the paper is concluded by a discussion.
Methods
Most tracking methods, like the presented Kienzle-algorithm [1] , are limited to the observation of a non-changing region of interest of a scenario. In practice, researchers often require full knowledge of e.g. moving biological particles in microscope slides. Due to the limited field of vision of a microscope, this often requires slide-objective lens shifts. This macroscopic motion causes problems for tracking algorithms. However, the alternative given by multiple successive recordings followed by an execution of a tracking algorithm causes periods of time being "blind" for ongoing events. Therefore, developing a real-time tracking algorithm, which is capable of handling macroscopic image shifts or global motions, is useful. For this, several methods need to be combined and matched.
A simulated fluoroscopic sequence, containing cell structures and moving subviral particles, is created. Its maximum projection is shown in Figure 1 a. To produce an image sequence as it might result from filming trough a microscope, an initial region of interest (RoI) is defined (in the shown case: 200x200 pixels; 16% of the full image). The motion resulting of a non-fix microscope-to-sample-relation is simulated by shifting the RoI from image to image about randomly generated distances (in the shown case: 0 to 8 pixels in horizontal and vertical direction) on the sequence. This is illustrated in Figure b 
The goal of the presented algorithm is to obtain a macroscopic motion-invariant tracking of the subviral particles and to create an overall view of the observed scenario.
The detection of the subviral as well as the cellular particles in the current frame (as shown in Figure b 1, 2 ) is achieved by executing the Kienzle-algorithm. It provides a list containing the coordinates of all detected particles. These coordinates are unsorted and only related to the current RoI. If it is the first image, it is deposed in a new frame, initiating the coordinate system of the panorama mosaic image, built up during the observation session. The initially found coordinates remain unchanged and the algorithm skips further steps proceeding with the next image. The following images are most likely shifted in relation to the prior ones and to the panorama mosaic image. Thus, a motion compensation is necessary to obtain a static system. As long as the motion is limited to translations in horizontal and vertical directions (and at most small rotations) calculating the cross correlation between the current image and the raising panorama mosaic image provides the transformation parameters. That requires a high number of static objects in the image sequence that serve as referential structures for the cross correlation. This condition is most likely fulfilled by fluorescence image sequences containing motionless cell structures, which are of bigger size and higher intensity than the moving subviral particles. Also, a certain amount of these structures need to be visible in both, the current and at least one of the previous images, limiting the allowed motion speed in relation to the framerate. However, the resulting transformations, extracted from the cross-correlation's peak, are applied to the current images and the mosaic is updated by generating the maximum projection of all images processed so far. The mosaicking process is illustrated in Figure . The transformations are also applied to the corresponding detected particle's coordinates. Next, the unsorted coordinates need to be assigned to complete tracks. Therefore, a cost matrix is designed. It contains the spatial distances between each particle's transformed coordinates in the current image and the previous image formulated as cost parameters. A Linear Assignment Problem (LAP) solver [3] is implemented (the Auction algorithm [4] ) to solve the cost matrix for a minimal global cost or coordinate-to-coordinate connection distance, respectively. Thus, the coordinates now exist in form of tracks. As the subviral particle detection can easily be disturbed by influences like changing image contrast or brightness as well as noise, the algorithm sporadically fails, resulting in missing coordinates. Because of the limited ability of the LAP solver alone to link consecutive coordinates these missing coordinates would lead to interrupted tracks.
To compensate this effect, a Kalman filter [5] is implemented. This filter can "learn" the physical behaviours of a linearly changing system. In our case, it enables the prediction of the next positions of the tracked objects, relying on the previous coordinates. A second cost matrix is created, relying on these predicted positions of the objects in the current frame. By solving for the global minimum distance between the current predicted and the current detected position, a second set of assignments is provided. This enables two new possibilities: In case of missing coordinates, these assignments compensate the lost information and prevent interrupted tracks. Additionally, these predictions are used to verify the LAP's decisions for the first cost matrix and in case of doubt undo the assignment in question. Thus, the algorithm provides highly stabilized tracking results. It is looped until the imaging or microscopy session, respectively, is finished. Finally, the grown panorama mosaic image represents a helpful overall view of the scenario.
In Figure , the whole algorithm is described based on a structogram.
Results
In this section the algorithm's results, a runtime analysis and conceptual limitations will be presented. The algorithm was tested on a simulated fluorescence image sequence, as shown in Figure . The algorithm can be divided into four sections: object detection, motion compensation, assignment and Kalman filtering. As the algorithm is designed for real-time applications, it is important to keep the runtime as short as possible to allow a high framerate processing. Therefore, the three fundamental algorithm steps, motion compensation, assignment and Kalman filtering, were analysed for their time consumption. (Note: Kienzle-algorithm for detection has been evaluated more precisely in [1] and [6] .) The runtimes during the analysis of a 115-images sequence are illustrated for the LAP solver, the Kalman filter and the cross correlation with the panorama mosaic updating process, depending on the increasing number of tracks over time, in Figure . It is shown that overall time consumption for the tested sequence with 200x200 pixel-images is relatively constant below 0.2 seconds, allowing a framerate of up to 5 fps (depending on the applied detection algorithm). Note:
The Kalman filter is stopping to process a track, if it is not refreshed in the last three images. This prevents a significant increase of the calculation time. The algorithm, programmed in Matlab, was tested on a mid-class mobile system with i7 4600u and 8 GB of RAM. As mentioned, the quality of the cross correlation depends on the number of visible fix structures and thus on the amount of overlap of the images. To evaluate this relation, the calculated translations are compared to the translations initially set for the simulated, non-fix sequence. For an exemplary result the translation was randomly generated between 0 and 8 pixels in Apart from the generated tracks, the whole algorithm is resulting in a panorama mosaic containing a maximum projection of all processed images. Figure shows a panorama mosaic containing the detected particle tracks. It underlies the sequence based on the generated translations described before.
Discussion
A method to improve a subviral particle tracker and tracking algorithms in general is presented: Movements of a non-fix camera-world-system are compensated by cross correlation. A combination of LAP solver and Kalman filter is producing stabilized tracks. First results and the algorithm's performance were shown and will be discussed in this section.
The runtime of 0.2 seconds per image should be sufficient for most applications. Thus, our approach prospects real time tracking of full HD video sequences when using a current high-end PC and a programming language suited for high-speed code. It is shown that using cross correlations is an effective method to compensate movements. It turned out that working with a panorama mosaic image is much more stable than image-to-image cross correlation, because it prevents the propagation of errors, as shown in Figure 5 . For larger images a Fourier-transformation based cross correlation can be used to speed up the processing power. As shown by the red circles in Figure 6 , the combination of a LAP solver with a Kalman filter is a convincing method to assign coordinates to tracks and simultaneously prevent interruptions.
In summary, the algorithm represents an effective method to enable stable tracking of (subviral) particles in non-fix image sequences. Also, it is highly adaptable to other tracking tasks. Still some details need to be investigated. Up to now the Kalman filter is used to prevent interruptions that are not greater than one missing coordinate. It is to consider that even bigger gaps could be bridged. In addition to this, an extended Kalman filter for "learning" more complex motion patterns could be implemented. For a high number of tracked particles in a sequence, the travel directions should be equally distributed, so that failed cross correlations can be recognized and corrected by analysing the mean travel direction, which has a clear tendency then. As the cross correlations method is limited to compensate translations, in future also rotations, scaling, tilts and distortions shall be approached. In contrast to the Mellin-transformation [7] the challenge will be to create a rotation and scaling noninvariant transformation. In consequence, the algorithm shall be advanced for automatic camera tracking of single particles of interest. Finally, we want to note that the previously presented LAP-Kalman-algorithm [8] can be used to close even larger track interruptions.
