Abstract
Introduction
In recent years, the goal of many researchers' in different fields has been to build systems that can learn from experiences and adapt to their environments. This evolution has resulted into an establishment of various algorithms such as decision trees, K-Nearest Neighbours (KNN), Support Vector Machines (SVM) and Random Forests (RF) that are transforming problems rising from industrial and scientific fields. Based on the nature of the dataset, either balanced or unbalanced, different performance measures tend to perform differently when applied in different algorithms. The available performance measures, such as accuracy, error rate and f1-score, are used while assessing and comparing one machine learning algorithm from the other. However, for performance evaluation, three common estimators are used namely; hold out method, k-fold cross validation and leave-one out cross validation. The performance of these estimators depends on the number of instances available in the dataset. From research literature, the holdout method has been identified to work well on very large datasets, but nothing has been identified for the remaining two estimators.
In this paper we perform experiments using four different datasets from UCI machine learning repository together with two performance estimators. The accuracy of the dataset with all instances will be regarded as the threshold, that is, the minimum value for the two estimators. Only one performance measure, f1-score, and one machine learning algorithm, decision tree, together with two performance estimators will be used in the experiment for setting the dataset threshold.
The rest of this paper is organised as follows. Section 2 provides the background of machine learning where its definition, categories and the review of the machine learning classification techniques will be provided. Section 3 provides the discussion on classification evaluations where performance measures and performance estimation methods will be covered. Experiments will be covered in section 4 followed by the results of the dataset threshold in section 5. Conclusion of the paper will be provided in section 6.
Background
In this section, background of machine learning will be briefly discussed. The section is divided into three subsections; definition of machine learning will be provided first followed by the discussion on its categories and the review of classification techniques on the last part.
Machine learning: Definition
Prior to delving into formal definitions of machine learning it is worthwhile to define, in Information and Communication Technology (ICT) context, the two terms that make up machine learning; that is, machine or computer and learning. Defining these terms will be a guideline on the selection of appropriate machine learning definition for this paper. According to Oxford English Dictionary, computer is a machine for performing or facilitating calculation; it accepts data, manipulates them and produces output information based on a sequence of instructions on how the data has to be processed. Additionally, learning is the process of acquiring skills or knowledge. Therefore, a complete definition of machine learning for this paper has to incorporate computer based knowledge acquisition process and has to state where skills or knowledge can be obtained.
Mitchell [1] defines machine learning as "a field which deals with the issue of how to build computer programs that use experience from past tasks to improve their performance". This definition does not reflect anything related to knowledge acquisition process for the stated computer programs, therefore it is considered insufficient for this paper.
Additionally, Alpaydin [2] defines machine learning as "the capability of the computer program to acquire or develop new knowledge or skills from existing or non existing examples for the sake of optimising performance criterion". This definition is more preferred as its author incorporates knowledge acquisition which the former definition did not in.
Machine learning categories
Machine learning provides two important learning categories, which are supervised and unsupervised. These two learning categories are associated with different machine learning algorithms that represent how the learning method works.
Supervised learning: According to Hastie and colleagues [3] , supervised learning means there is a presence of the outcome variable to guide the learning process. The goal of supervised learning is to find the partitioning of the attributes that allow correct classification of the training data as well as generalisation from training data to unseen, similar data [4] . Several supervised machine learning algorithms such as decision trees, K-Nearest Neighbour (KNN), Support Vector Machines (SVM) and Random Forests fall into this group. [5] Unsupervised learning: Unlike supervised learning, unsupervised learning builds models from data without predefined classes or examples [4] . This means, no "supervisor" is available and learning must rely on guidance obtained heuristically by the system examining different sample data or the environment [1, 6] . The output states are defined implicitly by the specific learning algorithm used and built in constraints [4] . Supervised machine learning is the main focus of this paper. In the next section review of machine learning algorithms will be provided.
Machine learning algorithms
Although, there are various machine learning algorithms depending on the application domain; only four techniques, that is decision tree, k-nearest neighbour, support vector machines and random forest, will be discussed. These four are enough to give readers' an understanding of the variations present in different approaches taken to classification.
Decision tree: Decision tree is defined as "as a hierarchical model based on nonparametric theory where local regions are identified in a sequence of recursive splits in a smaller number of steps that implements divide-and-conquer strategy used in classification and regression tasks" [2] . The hierarchical structure of the decision tree is divided into three parts; root, internal and leaf nodes. As shown in figure 1 outlook is the root node, wind and humidity are internal nodes and yes/no are leaf nodes. The process starts at the root node and is repeated recursively until the leaf node is encountered, which provides the output of the problem. Each leaf node has an output label, such as yes/no [2] . 
K-Nearest Neighbour (KNN):
is one among the methods referred to as instance-based learning which falls under the supervised learning category [1] . KNN works by simply storing the presented training data; when a new query or instance is fired, a set of similar related instances or neighbours is retrieved from memory and used to classify the new instance [1, 6] . While classifying, it is often useful to take more than one neighbour into account and hence referred to as k-nearest neighbour [7] . The nearest neighbours to an instance are measured in terms of the Euclidean distance, which measures the dissimilarities between examples represented as vector inputs, and some other related measures. However, the basis for classifying a new query using Euclidean distance is that, instances in the same group are expected to have a small separating distance compared to instances that fall under different groups.
Support Vector Machine: is a relatively new machine learning technique proposed by Vladimir
Vapnik and colleagues at AT&T Bell laboratories in 1992 and it represents the state of the art in machine learning techniques.The general idea of the SVM is to find separating hyperplanes between training instances that maximize the margin and minimize the classification errors [8] . Margin or sometimes referred to as geometric margin is refereed as the "distance between the hyperplane separating the two classes and the closest data points to the hyperplane" [9] . SVM is capable of working with both linearly and nonlinearly separable problems in classification and regression tasks.
Random Forests:
This technique involve the generation of an ensemble of trees that vote for the most popular class [10] . Despite having a number of techniques, random forest has two distinguishing characteristics; the generalization error converges as the number of trees in the forest increases and the technique does not suffer from overfitting [10] . Accuracy of the individual single trees that make up a forest enforces the convergence of the generalization errors and hence improvement in classification accuracy. Breiman [10] defines a random forest as a classifier consisting of a collection of tree-structured classifiers {h(x), Qk, k=1…} where the {Qk} are independent identically distributed random vectors and each tree casts a unit vote for most popular class at input x.
While comparing the performance of machine learning algorithm, there is a need of having performance measures and performance estimation methods. In section 3 we provide a brief discussion on classification evaluations.
Classification evaluations

Performance measures
In machine learning and data mining, the preferred performance measures for the learning algorithms differ according to the experimenter's viewpoint [11] . This is much associated with the background of the experimenter as either in machine learning, statistics or any other field as well as an application domain where the experiment is carried out. In some application domains, experimenters' are interested in using accuracy and error rate while others precision, recall and f1-score are of preference. This section provides the discussion of the performance measures used in machine learning and data mining. Accuracy: Kostiantis [12] defines accuracy as "the fraction of the number of correct predictions over the total number of predictions". The number of predictions in classification techniques is based upon the counts of the test records correctly or incorrectly predicted by the model. Additionally, accuracy is a reasonable metric as long as the dataset remains evenly distributed [13] . However, as a performance measure, accuracy only measures the number of correct predictions of the classification algorithm and ignores the number of incorrect predictions. With this limitation, error rate was introduced to measure the number of incorrect predictions. Equation 1 shows how accuracy can be calculated.
Equation 1
Error rate: As discussed previously, error rate was introduced to measure the number of incorrect predictions. According to Mena, the motive behind an introduction of error rate is that for some applications, it is of interest to know how the system responds to the wrong answers [14] . In relation to the accuracy, the error rate is just 1-Accuracy on the training and test examples [6] . Error rate is also an appropriate performance measure(s) for the comparison of the classification techniques given balanced datasets. Precision, recall and f1-score are appropriate performance measures for unbalanced datasets. Equation 2 indicates on how error rate can be calculated.
Equation 2
Precision: In the area of information retrieval (IR) where datasets are much unbalanced, precision and recall are the two most popular metrics for evaluating classifiers [15, 16] . However, precision is used in many application domains where the detection of one class seems to be much more important than the other such as in medical diagnosis, pattern recognition, credit risks and statistics. As indicated in equation 3, it represents the proportion of selected items that the system got right [16] 
Equation 4
Manning and Schutze [16] argue on the advantage of using precision and recall over accuracy and error rate. Accuracy refers to things got right by the system while error rate refers to things got wrong by the system. As indicated in equation 1 and 2 respectively, accuracy and error rate are not sensitive to any of the TP, FP and FN values while precision and recall are.
However, for this characteristic, there is a possibility of getting high accuracy while selecting nothing. Therefore, as we are surrounded by unbalanced dataset and the biasness of the accuracy and error rate over TP, FP and TN values; accuracy and error rate are usually replaced by the use of precision and recall unless the dataset is really balanced.
Additionally, in some applications, there is a trade-off between precision and recall. Where as in selecting a document in information retrieval for example, one can get low precision but very high recall of up to 100% [16] . Indeed, it is difficult to evaluate algorithm with high precision and low recall or otherwise. F1-score, which combines precision and recall, was introduced.
F1-Score:
It combines precision and recall with equal importance into a single parameter for optimization and is defined as
Equation 5
Performance estimation methods
In this subsection we review three performance estimation methods namely, hold out method, k-fold cross validation and leave one out method. These methods are used to estimate the performance of the machine learning algorithms.
Hold out method:
The holdout or sometimes called test set estimation [17] works by randomly dividing data into two mutually exclusive subsets; training and testing or holdout set [18, 19] . As shown in figure 2, two-third (2/3) of all data is commonly designated for the training and the remaining onethird, 1/3, for the testing the classifier. The holdout method is repeated k times and the accuracy is estimated by averaging the accuracies obtained from each holdout [18] . However, the more instances left out for test set, the higher the bias of the estimate [18] . Additionally, the method makes an inefficient use of data which inhibits its application to small sample sizes only [11] . K-Fold Cross Validation: With K-fold cross validation, the available data is partitioned into k separate sets of approximately equal size [17] . The cross validation procedure involves k iterations in which the learning method is given k-1 as the training data and the rest used as the testing data. Iteration leaves out a different subset so that each is used as the test set once [17] . The cross-validation is considered as a computer intensive technique, as it uses all available examples in the dataset as training and test sets [11] . It mimics the use of training and test sets by repeatedly training the algorithm k times with a function1/k of training examples left out for testing purposes. It is regarded as the kind of holdout test estimate.
With this strategy of k-fold cross validation, it is possible to exploit much larger dataset compared to leave-one out method. However, since the training and testing is repeated k times with different parts of the original dataset, it is possible to average all test errors (or any performance measure used) in order to obtain a reliable estimate of the model performance on the newly test data [20] .
Leave one out cross validation:
It is also referred to as n fold cross validation where n is the number of instances [21] . For instance, given the dataset with n cases, one observation is left out for testing and the rest n-1 cases for training [22] . Each instance is left out once and the learning algorithm is trained on all the training instances. The judgement on the correctness of the learning algorithm is based on the remaining instances. The results of all n assessments, one for each instance, are averaged and the obtained average represents the final error estimate of the classification algorithm.
The method is attractive as there is a greatest possible amount of data which is used for training in each case, this increases the possibility of having accurate classifier [21] . Additionally, the method tends to simplify repetition which is performed in kfold cross validation (repeated 10times for 10-fold cross validation, for example) as the same results are obtained every time. 
Experiments
Experimental setting and methodology
From the research literature, hold out method has been identified to work well on very large datasets, but nothing has been identified for the remaining two estimators. As previously discussed, the main aim of this paper is to determine the dataset threshold for supervised machine learning experiments. The established dataset threshold will help unfamiliar machine learning experimenters to decide appropriate performance estimation method for the dataset based on the number of instances. To achieve this, experiments will be performed using one supervised machine learning algorithm (decision tree), four datasets with different sample sizes (range from 4000 to 1000 instances) from UCI machine learning repository together with two performance estimation methods (10 fold cross validation and leave one out). Performance of estimation methods will be measured using f1-score. The experiments will be carried out using an open source machine learning software.
Datasets will be randomly divided to create small datasets with different sample sizes. Performance of estimation methods will be carried out for each randomly created dataset. The accuracy of the dataset will be observed and will be considered as the threshold or the minimum value for performance estimation methods. Differences in performance for the two estimation methods will then be analysed and plotted in order to identify which performance estimation method works better than the other.
Abalone dataset
The first experiment has been performed using the Abalone dataset. The accuracy threshold between the two values has been calculated and 0.5979 was obtained. The result of this experiment has been shown in Table 1 . In figure 4 , the line crossing the two performance estimators, with value 0.5979, indicates the accuracy threshold. Analysis from figure 4 however, indicates 10 fold CV outweighs leave one out method when dataset has 4177 instances. 
Contraceptive method choice
The second experiment for the establishment of the dataset threshold involved 1473 instances and 10 attributes. The accuracy threshold for the performance estimation methods is 0.9966. Results have been presented in table 3. From figure 5 , it can be concluded that, for the dataset with 1473 instances leave one out method is appropriate performance estimation method. 
Ozone Level Detection Dataset
The third dataset comprise of 2536 instances and 73 attributes. The accuracy threshold obtained for this dataset is 0.7856. Results have been presented in table 4. From figure 6 , it can be concluded that, for dataset with 2536 instances, leave one out method performs better compares to 10 fold cross validation. 
Internet advertisement
This is the last experiment which will determine the dataset threshold for the two performance estimators. From the previous sections, experiments have been performed for the dataset with 4177, 2536 and 1473 instances and the performance estimators obtained are k-fold cross validation for the first dataset while the other two, leave-one-out cv has been identified as the appropriate performance estimation method. This experiment involves the use instances which lie between the obtained results. This dataset contains 3279 instances and 1558 attributes. figure 7 , there is no any difference between the two performance estimation methods. 
Dataset threshold result
As previously discussed, the main aim to perform this experiment was to establish number of instances which can result into the classification of the dataset as small, medium or large. However, from the previous literature, hold out method has been identified to work well with large datasets but nothing has been done for k-fold cross validation and leave one out method. Summary of the results from the experiments performed is presented in table 6. From table 6 , with 4177 instances k-fold cross validation outweighs leave one out method and this means for this number of instances, k-fold is the appropriate method. With 2536 and 1473 instances, both are supported by leave one out method. The threshold is obtained when the number of instances is 3279. Therefore, for the unfamiliar machine learning experimenters, the dataset threshold between leave one out and k-fold cross validation is 3279. Figure 8 represents dataset threshold with appropriate performance estimation method. 
Conclusions
In this paper we have presented results from the experiments performed in order to establish the dataset threshold for the performance estimation methods. From the experiments, the threshold has been identified when the dataset has 3179 instances where by the difference between the two methods is 0. The establishment of the dataset threshold will help unfamiliar supervised machine learning experimenters such as students studying in the field to categorize datasets based on the number of instances and attributes and then choose appropriate performance estimation method.
