A new equivalent linearization method is developed for nonlinear random vibration analysis. The method employs a Gaussian mixture distribution model to approximate the probabilistic distribution of a nonlinear system response. The parameters of the Gaussian mixture model are estimated by an optimization algorithm which requires a few rounds of dynamic analysis of the nonlinear system. Due to properties of the Gaussian mixture distribution model, the proposed Gaussian mixture based equivalent linearization method (GM-ELM) can decompose the non-Gaussian response of a nonlinear system into multiple Gaussian responses of linear single-degree-of-freedom oscillators. Using a probabilistic combination technique, the linear system of GM-ELM can provide the response probability distribution equal to the Gaussian mixture estimation of the nonlinear response distribution. Using the linear system of GM-ELM in conjunction with linear random vibration theories, response statistics such as the mean upcrossing rate and first-passage probability of the nonlinear system can be conveniently computed. In order to facilitate applications of GM-ELM in earthquake engineering practice, a response spectrum formula is also proposed to compute the mean peak response of the nonlinear system by using the elastic response spectra representing the peak responses of the linear single-degree-of-freedom oscillators. Finally, two numerical examples are presented to illustrate and test GM-ELM. The analysis results obtained from GM-ELM are compared with those obtained from the conventional ELM and MonteCarlo simulation. The supporting source code and data are available for download at https://github.-com/ziqidwang/GitHub-GM-ELM-code.git.
Introduction
Random vibration analysis of structural systems subjected to stochastic excitations, such as earthquake, wind or wave loading, has been the focus of numerous research efforts in the past several decades. Fundamental progress has been made in analyzing linear structures, yet the analysis of general multi-degree-of-freedom (MDOF) nonlinear systems still poses significant challenges. To tackle challenges of nonlinear random vibration analysis, various approaches have been developed, among which the equivalent linearization method (ELM) [1] [2] [3] [4] has gained wide popularity due to its applicability to general MDOF nonlinear systems. Other classical methods, Fokker-Planck equation, stochastic averaging, moment closure and perturbation for example (see [5] for a review of these methods), although probably more accurate, are mainly restricted to specific (and usually simple) nonlinear systems. Sampling based methods [6] have fewer restrictions, but they are computationally expensive, especially for complex MDOF structural systems with a low level of failure probability.
In ELM, the nonlinear system of interest is replaced by an equivalent linear system with the same DOF. In a conventional approach of ELM, parameters of the equivalent linear system are determined via minimizing the mean-square error between the responses of the nonlinear and linear systems [2, 3] . ELM approaches based on various discrepancy measures between the two systems have been considered [4, 7] , yet they are not as widely used as the conventional approach. In general, ELM could be accurate in estimating the mean-square responses, but it may not capture the nonGaussianity of the nonlinear responses effectively. As a consequence, using ELM to estimate response statistics such as response probability distributions could be far from correct, especially in the tail region of the distribution. As an alternative to the conventional ELM, a non-parametric ELM based on first-order reliability method (FORM) [8, 9] , namely the tail-equivalent linearization method (TELM), has been proposed recently [10] . In TELM, an equivalent linear system is numerically obtained in terms of a discretized impulse-response function or frequency-response function, using knowledge of the 'design point' determined from FORM analysis. In comparison to the conventional ELM, TELM has superior accuracy in estimating the response probability distributions, especially in the tail region. At the same time, however, TELM is computationally more expensive than the conventional ELM, since TELM involves performing FORM analysis for a sequence of response threshold values. Moreover, in contrast to ELM, TELM is restricted to structural models using smooth constitutive laws and weak stiffening systems.
In this paper, a new equivalent linearization method is developed for nonlinear random vibration analysis. The method employs a Gaussian mixture (GM) [11] distribution model to approximate the probabilistic distribution of a nonlinear system response. The parameters of the GM model are estimated by an optimization algorithm which requires a few rounds of dynamic analysis of the nonlinear system. Due to properties of the GM distribution model, the proposed GM based equivalent linearization method (GM-ELM) can decompose the non-Gaussian response of a nonlinear system into multiple Gaussian responses of linear single-degree-of-freedom (SDOF) oscillators. Using a probabilistic combination technique, the linear system of GM-ELM can provide the response probability distribution equal to the Gaussian mixture estimation of the nonlinear response distribution.
Similar to the conventional ELM, GM-ELM identify parameters of the linear SDOF oscillators using those of the GM model and the original nonlinear system. In contrast to ELM, GM-ELM can capture the non-Gaussianity of the nonlinear responses, and it has superior accuracy in estimating response statistics such as the mean up-crossing rate, the maximum response distribution and the mean peak response. On the other hand, in comparison with TELM, GM-ELM does not involve reliability analysis requiring response gradient/sensitivity computation, which may require smooth constitutive laws in structural models.
The paper starts with an introduction of main theories of the proposed GM-ELM, followed by computational details of the method. Then, the application of GM-ELM in general random vibration analysis, e.g. estimating the mean square response, mean up-crossing rate and first-passage probability, is introduced. In particular, to facilitate practical applications of GM-ELM in earthquake engineering, a response spectrum formula is developed to compute the mean peak response of the nonlinear system by use of existing linear elastic response spectra, i.e. without developing a nonlinear/inelastic response spectrum for each class of system. Finally, two numerical examples are presented to illustrate and test GM-ELM. The first example studies a cubic SDOF oscillator subjected to white noise excitation. The second example investigates a 6-DOF shear-building model with bilinear hysteretic force-deformation relations for each story, subjected to a stochastic ground motion described by a modified Kanai-Tajimi model. Throughout the paper, analysis results obtained from GM-ELM are compared with those obtained from the conventional ELM and Monte-Carlo simulation. The primary focus of the paper is to provide the theoretical framework of GM-ELM. Therefore, a thorough comparison between TELM and GM-ELM will be provided in upcoming papers, in which specialized knowledge of structural reliability (FORM analysis in particular) involved in TELM needs to be presented in detail.
2. Main theories of the equivalent linearization method using Gaussian mixture (GM-ELM)
Basic procedures of GM-ELM
The proposed GM-ELM establishes a set of linear oscillators through a Gaussian mixture (GM) representation of the probability density function (PDF) for a generic nonlinear response of interest, and a physical interpretation of the GM model. The GM model is employed because: a) each Gaussian density in the GM model can be naturally related to a linear system, since the response of a linear system to Gaussian excitation is also Gaussian, and b) despite its simplicity, GM [11] can represent general probability densities that show complex shapes, especially for dynamic responses of nonlinear structures [2] . Therefore, the GM model enables one to describe a nonlinear system subjected to Gaussian excitations by a set of linear systems.
The PDF of a GM model is expressed by
in which K denotes the number of Gaussian densities in the mixture, a k ; k ¼ 1; . . . ; K, are relative weights of the Gaussian densities satisfying P K k¼1 a k ¼ 1 and a k > 0 for 8k, and f N ðz; l k ; r k Þ denotes the Gaussian PDF with mean l k and standard deviation r k . Thus, the distribution parameters of the GM model are summarized as
The basic procedures of GM-ELM are described as follows.
Step 1. Use a GM model to represent the PDF of the nonlinear system response of interest.
Step 2. Identify a set of linear oscillators using parameters of the GM model in conjunction with parameters of the original nonlinear system.
Step 3. Use the linear system obtained from Step 2 to compute response statistics of interest.
The primary focus of this paper is on the development of Step 2 and Step 3. For Step 1, if the PDF of a nonlinear response is not available, a simulation based approach will be employed for illustrative purpose.
Linear system associated with the Gaussian mixture
Suppose the probability distribution of a nonlinear response is represented by a GM model with K densities. From Eq. (1), the random nonlinear response Z can be described as
where I k is the kth element of a K-dimensional random vector in which only one element takes 1 while the others take 0 according to the probabilities a k ; k ¼ 1; . . . ; K, with
is a random variable whose distribution is a zero-mean Gaussian distribution with standard deviation r k . The stationarity assumption of the response will be used throughout the paper, thus a k , l k and r k are independent of time. The terms Z, I k , Z k and D k in Eq. (2) do vary with time, but the notation has been simplified to omit this detail.
Eq. (2) depicts a probabilistic decomposition of a non-Gaussian response into multiple Gaussian responses, which is analogous to the modal analysis approach. In the modal analysis approach, the response of a linear MDOF system is represented by multiple linear single-degree-of-freedom (SDOF) oscillators. In the proposed approach, the non-Gaussian response of a nonlinear system is represented by multiple linear oscillators whose relative importance (in a probabilistic sense), 'location' (with respect to the origin of the z-axis, see Fig. 1 ), and root-mean-square oscillation around the specified location are represented respectively by a k , l k and r k , k ¼ 1; . . . ; K. This concept is illustrated in Fig. 1 .
Despite the similarities, the aforementioned concept is still fundamentally different from the conventional modal decomposition in the sense that at a specified time point, only one linear system/-mode could be selected to represent the nonlinear system (due to the fact that only one I k could take the value 1 in Eq. (2)). The deformation D k of the linear system is considered as the response to the zero-mean component of the stochastic excitation, so that D k is a zero-mean process. As shown in Eq. (2), the zero-mean condition of D k assures the response probability distribution of the linear system follows the GM model.
From the linear system in Eq. (2), the conditional CDF of response Z can be written as
in which U(Á) is the CDF of the standard normal distribution. Using Eq. (3) and the law of total probability, the CDF of Z can be written as
Starting from Eq. (2), the mean of Z is derived as
Next, starting from Eq. (2) and using Eq. (5), the variance of Z is derived as
In terms of the aforementioned derivation, it is seen that the mixture of linear systems established in GM-ELM can provide response statistics equal to the Gaussian mixture estimation of the nonlinear response statistics. It should be noted that the current section provides the idea of how a linear-system 'concept' can be established from a Gaussian mixture structural response PDF model. Besides the GM model, the specific parameters of the linear system require some additional information on the structural properties. The determination of specific parameters of the linear system will be described in the following sections.
To provide a preliminary idea on the effectiveness of the proposed GM-ELM approach, Fig. 2 shows the GM-ELM estimation for the PDF and complementary cumulative distribution function (CDF) of a cubic SDOF oscillator response [2] , compared with the solution by the conventional ELM and the exact solution obtained from Fokker-Planck equation. Also a Gaussian distribution with the variance equal to the variance of the nonlinear response is illustrated in Fig. 2 , to indicate the non-Gaussianity of the nonlinear response. Details of this example and estimations on other response statistics will be described in Section 6.
Details of GM-ELM

Identifying optimal parameters of the Gaussian mixture
GM-ELM requires knowledge of the PDF of a nonlinear response. Just to show how this method can be used even when the PDF of the nonlinear response is not available, a simulation based approach is employed in this paper for illustrative purpose. Note that other non-simulation based PDF estimation approaches are available in the literature [12] [13] [14] . The framework of GM-ELM developed in this paper is independent of how the PDF is estimated, thus one could explore the usage of other PDF estimation approaches for GM-ELM.
Given a set of samples z i drawn from nonlinear dynamic analysis or directly from the nonlinear response PDF (if the response PDF is known), the 'best' GM that fits the observed data can be obtained from [15] 
in which arg max denotes the argument of the maxima. Note that if the nonlinear response PDF is unknown, each sample point z i involves a dynamic analysis, therefore Eq. (7) could be computationally demanding, given that a large sample size N may be required to have an accurate estimation of v Ã . However, the computational demand of Eq. (7) could be significantly reduced by assuming the response process ZðtÞ is stationary ergodic, given the input excitation is stationary. This is because, for a stationary ergodic process, the response at every time point could be used as the sample point z i in Eq. (7), and consequently by only performing a few rounds of dynamic analysis one would acquire a large set of sample points.
The optimization expressed by Eq. (7) can be solved by an iterative rule to update parameters of the GM model (see, e.g. [11] ) 
in which coefficient ! i;k is expressed as
Note that ! i;k represents the posterior probability that the kth Gaussian density in the mixture is picked for a given z i . The optimal GM parameters can be identified via the following algorithm:
1) Obtaining sample points: a) perform a single run of dynamic analysis of the structure subjected to a random realization of the stochastic excitation, record the response history and compute the standard deviation of the response history, to a random number drawn from a uniform distribution covering the domain in which the response values are of interest, and all r k to 1.
3) Updating: Use Eqs. (8)- (11) in the order (11), (8)- (10) Note that if one already knows the PDF of a nonlinear response, step 1) of the aforementioned algorithm can be replaced by a random generation of N samples from the response PDF.
Remark 1: Selecting sample points
One issue in selecting sample points in the aforementioned algorithm is that the nonlinear response takes a certain amount of time to achieve stationarity, thus using the whole time series including a nonstationary part will introduce errors to the estimated PDF. To reduce this error, for each of the M response histories obtained from the first step of the algorithm, we need to select N stationary response values as the sample points.
Here we provide a method to crudely estimate the time that the system would take to achieve stationarity. To begin with, the standard deviation of the response at a sequence of time points, denoted as std½ZðjDtÞ, in which j ¼ 1; 2; . . . and Dt is the time step of the nonlinear analysis, is estimated using the recorded M response histories, and then a sigmoid function expressed as
is employed to fit the std½ZðjDtÞ curve. Note that f fit ðÁÞ 2 ð0; 1Þ, thus the std½ZðjDtÞ curve should be scaled by a factor J= P J j¼1 std½ZðjDtÞ (JDt is the duration of the excitation) so that it approximately ranges from 0 to 1. The parameters a and b in Eq. (12) can be determined from a least-square regression analysis. A typical scaled std½ZðjDtÞ curve and its corresponding fitting function f fit ðÁÞ is illustrated in Fig. 3 . With f fit ðtÞ available, the time the system takes to achieve stationarity, denoted by j ns Dt, can be estimated via j ns ¼ argminfjj1 À f ðjDtÞ 6 Tol; j ¼ 1; 2; . . .g ð 13Þ
where Tol denotes a specified tolerance. With j ns determined, for each of the M response histories, N ¼ J À j ns time points corresponding to the stationary responses are selected to be the sample points, and the total number of sample points is N ¼ M Á N ¼ M Á ðJ À j ns Þ.
Remark 2: Determining K
The optimal value of K in principle should be dependent on the specific problem being studied. However, for the one-dimensional PDF of the nonlinear response considered in this study, we have found in most cases a K P 20 value is sufficient to provide an accurate approximation, and the accuracy is not overly sensitive to the K value. Thus one could simply set, e.g. K ¼ 20, for most practical applications. A less ad-hoc way to determine K is to run the aforementioned algorithm of GM parameter identification, starting from K ¼ 1; to record the cross entropy term ceðKÞ ¼
and then K is increased by 1 to compute the corresponding cross entropy term. This procedure is continued until one of the following stopping criteria is satisfied: 1) a local minimum of ceðKÞ is achieved, i.e. ceðKÞ < ceðK þ 1Þ; ceðKÞ < ceðK À 1Þ, for K > 1; and 2) the variation of ceðKÞ with K is small, i.e. ceðKÞÀceðKÀ1Þ ceðKÞ < Tol, for K > 1. Note that the same set of samples is used in the aforementioned procedure for various K, thus the additional computational demand of the iterative procedure is trivial.
Remark 3: Symmetric distributions
If a structure has a symmetric nonlinear behavior associated with response ZðtÞ, and is subjected to zero-mean stochastic excitation, the distribution pðzÞ will be zero-mean and symmetric.
Therefore, it would be ideal if the mean of the GM, l GM ¼ P N k¼1 a k l k , is zero and the parameters of GM are symmetric. To enforce this symmetric properties being met by the GM model, one could partition the Gaussian densities into K=2 pairs (given K is even), and the parameters of the GM have the form v ¼ 
. During each step of the parameter updating process, the K=2 pairs of parameters are still treated as K independent ones so that they are updated in the same manner as described in the aforementioned algorithm.
After v is updated, the values of the fa k ; a k g and fr k ; r k g pairs are respectively modified to their mean values, and the values for the fl k ;
technique should be performed in conjunction with a symmetric initial parameters setting. Using this technique, when the algorithm converges the GM model is ensured to have zero mean and symmetric components. This procedure can be easily extended to the case when K is odd by introducing an additional zero-mean Gaussian density, and keeping the mean of that Gaussian density fixed to zero during the entire parameter updating process.
Identifying linear systems from the Gaussian mixture
As introduced in Section 2.1, the root-mean-square response of the kth, k ¼ 1; . . . ; K, linear system is equal to r k , i.e. the standard deviation of the kth Gaussian density, when subjected to the zero-mean component of the stochastic excitation. From theories of linear random vibration analysis [5] ,
in which H k ðxÞ is the frequency response function (FRF) of the linear system associated with the kth Gaussian density, and S f ðxÞ is the auto power spectrum density (auto-PSD) of the zero-mean component of the excitation. We let the linear system associated with each Gaussian density be an SDOF oscillator, and the FRF of the SDOF oscillator [16] is expressed as
in which k eq;k , c eq;k and m eq;k are the stiffness, damping and mass of the kth linear oscillator, respectively, and s eq;k is a scaling factor which depends on the response quantity of interest. It is impossible to identify all parameters of the FRF in Eq. (15) by only using Eq. (14) . To facilitate convenient and practical applications of GM-ELM, we let m eq;k , c eq;k and s eq;k be independent of k, and set them to pre-specified values, so that only k eq;k needs to be identified from Eq. (14) . For applications to a response of MDOF systems, in this study, m eq , c eq and s eq are obtained by
where M and C 0 are the mass and initial damping matrix of the nonlinear system, F is the spatial distribution of the input excitation, q is a deterministic vector which depends on the response quantity of interest, and w is a 'representative' response shape vector. The shape vector w can be simply selected as the modal vector (for a linear system with the initial structural properties of the nonlinear system) which contributes the most to the response quantity of interest. If the initial structural properties would lead to unsuitable linear systems (e.g. systems with zero stiffness), one could use the equivalent linear system obtained from conventional ELM to set w, m eq , c eq , and s eq values. With m eq , c eq and s eq obtained from Eq. (16), Eq. (15) is substituted into Eq. (14) and the stiffness k eq;k can be easily found.
Applications of GM-ELM
Random vibration analysis
The linear system obtained using the GM model can be used to estimate response statistics of interest. First, the instantaneous CDF and root-mean-square response of the nonlinear system can be computed using Eqs. (4) and (6), respectively. For the up-crossing rate estimation, consider the expression [17] 
At time point t; the nonlinear system is represented by one of the K linear systems, for an infinitesimal dt it is unlikely that the linear system switches from one to another, thus Eq. (17) can be rewritten as 
Note the presence of l k in Eq. (19) . The spectral moment k j;k in Eq. (19) is expressed as [5] 
where H k ðxÞ is the FRF of the kth linear system identified by the procedure in Section 3.2, and S f ðxÞ is the auto-PSD of the zeromean component of the excitation. Assuming that the up-crossings follow a Poisson process with rate m þ ðzÞ, the first-passage probability for a time period T d , Pr max ZðtÞ > z ½ t2T d can be estimated as
Note that the Poisson process approximation normally works well when the mean down-crossing rate is small and the process is not narrow band. In future research, the proposed method will be further developed for applications to broader class of firstpassage problems.
Seismic response spectrum analysis in earthquake engineering
In some practical applications, earthquake engineering in particular, one is often interested in the mean peak absolute response of a nonlinear system over a time period
Following the conventional procedure for deriving the seismic response spectrum formula [19] , within the GM-ELM framework it is easy to show that E½max jZðtÞj t2T d can be expressed by
in which p z and p k are peak factors, the last term assumes p 2 z =p 2 k ffi 1, and D k;max is the mean peak deformation for the kth linear system (see Fig. 1 ) and D k;max is directly related to the seismic response spectrum. Eq. (22) inevitably involves the peak factor, this makes the formula practically not useful.
It is seen from the aforementioned derivation that the conventional approach cannot lead to a practically useful response spectrum formula for GM-ELM. In this paper a heuristic response spectrum formula will be developed using physical interpretations of GM-ELM. First, the mean peak response for each linear system in GM-ELM can be expressed by (see Fig. 1 )
in which x k and n k respectively denote the natural frequency and damping ratio of the kth linear system, S d ðx k ; n k Þ denotes the ordinate of the displacement response spectrum at x k and n k , and C ¼ js eq j=m eq is a scaling factor of S d ðx k ; n k Þ. In earthquake engineering, the displacement response spectrum ordinate S d ðx k ; n k Þ indicates the mean peak displacement of a linear oscillator with natural frequency x k and damping ratio n k subjected to a specified stochastic ground motion [16] . Next, it is conjectured that the mean peak nonlinear response of interest, E max jZðtÞj ½ t2T d , can be written in the form
in which the unknown weight c k satisfies c k 2 ½0; 1 and
If one lets c k ¼ a k , Eq. (24) may only provide a lower bound for
E½max jZðtÞj t2T d , since the linear system with larger mean peak response tends to contribute more to the total mean peak response than the instantaneous weight a k indicated. Thus, E½max jZðtÞj t2T d lies in the range
Using Eqs. (24) and (25), it is reasonable to approximate E½max jZðtÞj t2T d by
in which C is defined after Eq. (23), l k is a binary function, l k gives 1
and l k gives 0 otherwise. Note that a heuristic scaling factor of 0.95 is introduced in Eq. (27) to relax the lower bound. Eq. (26) is potentially useful in earthquake engineering practice since it provides a way to utilize existing elastic response spectra to analyze nonlinear structures subjected to earthquakes, i.e. without developing inelastic spectra for specific types of structures each time [20, 21] .
Additional remarks on GM-ELM
Understandings and possible misunderstandings of GM-ELM
One obstacle in understanding the proposed method is that the identified linear components established in GM-ELM have a nonphysical behavior, i.e. the linear components can switch from one to another from time to time. A fundamental idea in the development of GM-ELM is that the 'behavior' of the linear components is presumed mainly out of mathematical considerations, rather than out of physical ones. GM-ELM is not a method that tries to establish a physical linear system that could mimic time histories of the original nonlinear system. Instead, GM-ELM establishes a set of linear systems and a reasonable way (e.g. probabilistic combination rules) to process them, so that the nonlinear response PDF/CDF is mimicked, and response statistics such as the crossing rate and first-passage probabilities can be estimated.
Since the linear system in GM-ELM lacks physical validity (consider the random switching behavior), they are not named 'equivalent linear system' in this paper. However, it is the relaxation of physical validity that provides GM-ELM addition flexibility in modelling non-Gaussian distribution behavior of nonlinear responses. Sometimes the 'physical' aspect of ELM becomes a confinement for the improvement of the accuracy. A similar philosophy is observed in TELM [10] , in which the linear system makes sense in the context of first-order reliability method.
A possible misunderstanding of GM-ELM is that since the estimation of GM model requires knowledge of the PDF of the nonlinear system response, it seems GM-ELM cannot provide extra information during the linearization process. To avoid this misunderstanding, one needs to notice the fact that even if the exact PDF of a structural response is given, response statistics such as the crossing rate, first-passage probability and mean peak response over a period of time are still not available. In fact, those response statistics require information on the temporal correlation of the nonlinear structural responses, and the linear system established by GM-ELM can provide such information. Moreover, note that similar to GM-ELM, essentially TELM [10] also uses the response probability distribution (computed via FORM) to establish an equivalent linear system.
Applicability of GM-ELM
In general, GM-ELM is applicable to MDOF nonlinear structural systems subjected to Gaussian excitations or non-Gaussian excitation which can be described by a nonlinear filter and Gaussian excitations. The Gaussian excitation precondition is necessary because the response of a linear system to Gaussian excitation is also Gaussian, so that a Gaussian mixture decomposition of the nonlinear response PDF is meaningful and can be naturally related to linear systems. The constitutive law of the nonlinear system in GM-ELM does not have to be smooth. So far, the application of GM-ELM to nonlinear systems with multiple stochastic excitations, and systems with uncertain structural properties have not yet been studied. However, it seems there is no fundamental barrier that hinders the extension of GM-ELM to those problems, since the GM model is fully capable of representing multi-mode PDFs [11] .
Numerical investigations
SDOF nonlinear oscillator
Consider a cubic oscillator governed by the differential equation
where f ðtÞ is a white noise process with auto-PSD S f ðxÞ ¼ 1=p. The duration of the excitation is assumed to be 35 s. Fig. 4 shows a typical force-deformation curve of the nonlinear system. The closed-form solution for the PDF of the nonlinear response ZðtÞ is [2] pðzÞ ¼ exp½Àz
and its variance is
The proposed GM-ELM with 20 Gaussian densities is used to estimate various response statistics of this example. Since the nonlinear response PDF is given by Eq. (29), dynamic analysis is not required in GM-ELM. In terms of Eq. (28), for this SDOF problem m eq , c eq and s eq in Eq. (16) while the result obtained from GM-ELM is 0:6738 m 2 , which is only 0:33% smaller than the exact solution. This result is expected since GM-ELM utilizes samples drawn from the exact PDF.
The mean up-crossing rates and first-passage probabilities obtained from the conventional ELM (using MCS with the equivalent linear system), GM-ELM (using Eqs. (18), (19) and (21)) and MCS with 1:0 Â 10 5 samples are illustrated in Fig. 5 . It is observed that GM-ELM provides accurate estimates on both the crossing rate and the first-passage probability and the error increases as the threshold level increases. It is important to note that the PDF expressed by Eq. (29) provides no information on the temporal correlation of the nonlinear response, so that crossing rate and firstpassage probability of the nonlinear response cannot be estimated from the PDF. However, the results in Fig. 5 indicate that by using the response PDF in conjunction with some structural properties (m eq , c eq and s eq in Eq. (15)), the linear system (the 'extra' information) generated in GM-ELM leads to an accurate estimation of crossing rate and first-passage probability. This observation further Fig. 4 . Force-deformation curve of the cubic oscillator.
responds to the misunderstandings of GM-ELM mentioned in Section 5.1. Finally, the mean peak absolute responses estimated from ELM (using MCS with the equivalent linear system), GM-ELM (using the response spectrum formula Eq. (26)) and MCS are 2:0343 m ð11:3% errorÞ; 1:8209 mðÀ0:33% errorÞ and 1:8270 m, respectively. In this and the following example the response spectrum ordinates of Eq. (26) are computed via MCS, while in earthquake engineering practice the 'design spectrum' is often directly available from seismic codes.
It is seen that for all response statistics considered in this example, the proposed GM-ELM shows superior accuracy compared to ELM.
MDOF nonlinear system with non-smooth hysteretic models
Consider a 6-DOF shear-building model shown in Fig. 6 . The force-deformation behavior of each column is described by a bilinear hysteretic model shown in the figure. The yield deformation of each story is set to 0:01 m. The structure has an initial fundamental period of 0:576 s and the second mode period of 0:238 s. Rayleigh damping with 5% damping ratio in modes 1 and 2 is assumed. The building is subjected to a stochastic ground motion with the auto-PSD described by a modified Kanai-Tajimi model suggested by Clough and Penzien [16] sis. Typical hysteretic loops for the 1st and 6th column subjected to the stochastic ground motion are illustrated in Fig. 7 .
S f ðxÞ ¼
The PDFs and complementary CDFs for the 1st and 6th story drift obtained from GM-ELM, ELM and MCS (using histogram) are illustrated in Fig. 8 . Also Gaussian distributions with the variance equal to the variance of the nonlinear response are shown in Fig. 8 , to illustrate the non-Gaussianity of the nonlinear response. It is seen from Fig. 8 that results obtained from GM-ELM are noticeably more accurate than the results obtained from ELM (especially for the 6th story drift). Note that m eq , c eq and s eq in Eq. (16) are computed using the first modal vector for the 1st story drift, and the second modal vector for the 6th story drift.
Figs. 9 and 10 respectively show the mean up-crossing rates and first-passage probabilities for the 1st and 6th story drift obtained from ELM, GM-ELM and MCS using 1:0 Â 10 5 samples.
The mean peak absolute drift for the 1st story estimated from ELM (using MCS for the equivalent linear system), GM-ELM (using the response spectrum formula Eq. (26)) and MCS are 0:0185 m ðÀ8:42% errorÞ; 0:0203 m ð0:50% errorÞ and 0:0202 m, respectively, while the results for the 6th story are 0:0219m ðÀ27:72% errorÞ, 0:0316 m ð4:29% errorÞ and 0:0303 m, respectively.
Similar to the previous example, it is seen that for all response statistics considered in this example, the proposed GM-ELM is significantly more accurate than ELM.
Conclusions
A new equivalent linearization method based on Gaussian mixture (GM) distribution model is developed for random vibration analysis of nonlinear structural systems. Due to properties of the GM distribution model, the GM based equivalent linearization method (GM-ELM) can decompose the non-Gaussian response of a nonlinear system into multiple Gaussian responses of linear single-degree-of-freedom (SDOF) oscillators. A simple method to identify parameters of the linear SDOF oscillators is proposed. Using the linear system of GM-ELM, methods to compute response statistics as the mean up-crossing rate and first-passage probability of the nonlinear system are developed. A response spectrum formula is also proposed to compute the mean peak response of the nonlinear system using elastic response spectra.
GM-ELM is illustrated and tested by two numerical examples. In the first example of a cubic SDOF oscillator subjected to white noise excitation, the analysis results indicate that in contrast with the conventional ELM, GM-ELM accurately captures the nonGaussianity of the nonlinear response. For all response statistics considered, GM-ELM shows superior accuracy compared to ELM. The second example is a 6-DOF shear-building model that has bilinear hysteretic force-deformation relation for the lateral loadcarrying mechanism of each story. The building is subjected to a stochastic ground motion described by a modified Kanai-Tajimi model. Similar to the first example, the second example also confirms the superior accuracy of the proposed GM-ELM compared to ELM. The idea of using linear elastic spectra in conjunction with the GM-ELM is tested successfully as well. This idea will be further developed and thoroughly tested in future studies.
So far GM-ELM has not yet been extended to problems with multiple stochastic excitations, e.g. structures under multi-component or/and multiple-support excitations. To make GM-ELM work for such problems, the procedure to identify linear systems needs to be modified. Studies on this topic are currently ongoing. Also, a thorough comparison between GM-ELM and tail-equivalent linearization method (TELM) in the context of applications in earthquake engineering is currently underway.
