Abstract
Introduction
With ST semantics, originally defined in [8] over Petri Nets, the behavior of a concurrent system is represented in term of activities which exhibit a duration. In particular actions are not atomic as in standard interleaving semantics, but the execution of an action gives rise to the two distinguished events of action start and action termination. Between such events, other system activities may evolve. Moreover, enough information is included in semantic models so that the event of an action termination uniquely determines to which event of action start it refers to. Different implementations of the ST semantics are reported in [7, 4, 3] . Moreover this semantics has been widely studied also under other names e.g., interval semi-word [14] , refine [2] , maximality preserving [6] .
The ST semantics has turned out to be useful in several application areas. First of all ST semantics is the simplest semantics that is a congruence for action refinement [7, 2, 14, 10] , thus allowing for the top-down design of concurrent systems. Moreover the ST idea of representing durational actions has turned out to be actually useful to express the semantics of languages with time. For example [15] argues that ST equivalence is the correct equivalence for comparing the time behavior of concurrent systems in an asynchronous setting and [3] shows that, when duration of activities of a concurrent system is specified probabilistically, the use of ST semantics produces suitable semantic models that represent the probabilistic behavior of the system in a finite way and that can be analyzed to obtain performance measures.
Therefore it is essential to have a theoretical formulation of ST semantics that is suitable for the automatic analysis and verification of concurrent systems. Moreover it is important to do this in the context of a process algebra because of the advantages offered by compositionality.
In the literature two main approaches has been followed for implementing ST semantics. The first approach [7, 2, 3] is based on the technique of identification of actions. According to this approach each action executable by a term is given a unique name that allows to distinguish it from any other action that can be executed in parallel with it. In this way when an action that is executed concurrently with other actions of the same type (autoconcurrency) terminates, no confusion may arise about which action is terminating. An advantage of this approach is that it allows (at least in our formulation [3] ) to produce finite semantic models also for a wide class of recursive systems. The main drawback of this approach is that ST bisimulation is not defined as standard bisimulation on labeled transition systems obtained via the ST semantics. Instead a particular definition for bisimulation must be introduced that dynamically matches names of actions that are considered to be equivalent. As a consequence, the results previously developed for standard bisimulation theory (e.g. tools for verification) cannot be exploited for ST bisimulation and there is no easy way to define an axiomatization for it (it is necessary to rely on equality parametrized on matching between actions).
The second approach [9, 10, 4] is based on pointers. In particular each transition representing the event of an action termination is endowed with a pointer that indicates the corresponding event of action start. This approach has the advantage that ST bisimulation can be defined by simply applying the standard notion of bisimulation on ST semantic models. The drawback of the techniques used in [9, 10, 4] is that for most recursive systems (e.g. for a k recX:b:X) a semantic model with an infinite number of states is produced. As a consequence there is no easy way to decide any form of ST equivalence between process terms which include recursion.
In this paper we focus on weak ST bisimulation equivalence and we present two techniques for implementing ST semantics for a language including recursion that allow both to use standard bisimilarity (namely observational congruence [11] ) for deciding ST equivalence and to produce finite semantic models for all processes that possess a finite state interleaving semantics.
In the first part of the paper we consider a basic process algebra equipped with the CSP parallel composition, hiding and recursion operators. We define ST semantics for such a language through an identification-based technique: a different name is dynamically assigned to each action that starts execution and names of terminated actions are reused. The idea of reusing names is not new and has been used in a wide number of different contexts. In particular, our technique is similar to that used in [13] for deciding history preserving bisimulation. As in [13] we pro-
duce semantic models such that the standard notion of bisimulation can be applied in order to determine equivalence between processes. But differently from [13] we apply the technique compositionally. This allows us to define the ST semantics in SOS style for the basic process algebra and to produce a complete axiomatization for ST bisimulation over finite state processes.
In the second part of the paper we propose a better (even if less intuitive) technique for implementing ST semantics that allows to obtain a simpler representation for states and more compact semantic models. Moreover we show that with this new pointer-based technique it is possible to solve some problems that arise with the previous technique when we extend our language with an action refinement operator [7, 5] P ::= 0 j X j :P j P + P j P k S P j P=L j recX:P "0" denotes a process that cannot move. The operators ":" and "+" are the CCS prefix and choice. "k S " is the CSP parallel operator, where synchronization over actions in S is required. "=L" is the hiding operator which turns the actions in L into actions. Finally "recX" denotes recursion in the usual way. A BL process is a closed term of BL.
ST Semantics via the Name Technique
The name technique is based on the idea of dynamically assigning, at the semantic level, a new name to each action that starts execution. Names consist of indexes that distinguish actions of the same type. In particular the event of an action start a is represented in semantic models by a transition labeled with a + i where i is the minimum index not already used by the other actions a that have started but not yet terminated. This rule for computing indexes guarantees that names are reused and that finite models can be obtained also in the presence of recursion. The termination of the action is simply represented by a transition labeled with a ? i . It is possible to express this behavior compositionally by parametrizing each parallel operator with a mapping M. In M a unique index is associated to each action of P k Q, by singling out the action with the unique index it gets in P or in Q and the "location" of the process that executes it (left if P or right if Q).
Note that this technique is based on identification of actions similarly to [2, 3] , but here the names for actions are not assigned statically according to their syntactical position in the initial term, they are instead computed dynamically while the system evolves. Since the method to compute the index for a starting action is fixed, it turns out that actions of processes that perform the same execution traces of visible actions get the same names. As a consequence, contrary to [2, 3] , ST bisimilarity can simply be checked by applying standard bisimilarity to the semantic models of processes.
In order to define the operational semantics for the processes of BL, we need a richer syntax to represent states. We denote the set of observable ST actions with A ST = fa P ::= 0 j X j :P j P + P j P k S;M P j P=L j recX:P We consider the operators "k S " occurring in a BL process P as being "k S;; " when P is regarded as a state.
The semantics of state terms produces a transition system labeled over Act ST . The operational rules for the operators "+", "=L" and "recX" are the standard ones and are presented in Table 1 .
The operational rules for the operators ":" and "k S;M " are presented in Table 2 + defined by n(iassoc) = minfk j k = 2 dom(iassoc)g computes the new index to be used for identifying an action of a given type that is starting execution.
The meaning of the operational rules for "P k S;M Q" is the following. When P performs a produces an action with that index. Note that since every action of a given type a 2 S is required to start or terminate in P and Q with the same index and the rule for generating indexes for action starting in P and Q is the same, it is not possible for P and Q to start actions with different
indexes.
The following theorem shows that our approach is indeed suitable to cope with recursive processes.
Theorem 3.1
If the interleaving semantics of a BL process P is finite state, 4 iff the ST semantics of P is finite state.
2. Introducing a semi-action is not strictly necessary. On the other hand this allows for an homogeneous treatment of actions and adheres to the intuition that the semantics of should be isomorphic to that of a:0=fag. 3 . Given M A B we denote with Ma the set fb 2 B j (a; b) 2 Mg . Sketch of the proof =) Let us consider the term P 0 obtained by syntactically substituting : for each action occurring in the term P. Since the interleaving semantics of P is finite state, it easily derives that also the interleaving semantics of P 0 is finite state. It is easy to show that if inside the state terms of the ST semantics of P we syntactically replace each ST action with its type and we discard the sets M in the operators k S;M we obtain a subset of the states of the interleaving semantics of the term P 0 . In particular the number of states of the ST semantics of P that collapse in the same state is finite because the maximum index an action may assume is bounded by the maximum number of processes that may run in parallel in a state. Such quantity is finite because the number of states of the interleaving semantics of P 0 is finite.
(= Starting from the ST semantics of P, we consider only those paths where the termination transition for an action immediately follows the starting transition for that action, thus removing all transitions and states not reached in this way. The semantic model that we obtain is just the interleaving model of P where each transition is splitted in two transitions and a state is added between them. In the following we will refer to a process which is finite state for interleaving and ST semantics simply with "finite state process". The following corollary gives a simple syntactical characterization for processes that are guaranteed to be finite state.
Corollary 3.2 Let P be a BL process s.t. for each subterm recX:Q of P, X does not occur free in Q in the context of a static operator. Then P is a finite state process.
Note that the class of processes considered in this corollary includes strictly the class of nets of automata, i.e. terms where no static operator occurs in the scope of any recursion.
The equivalence notion we consider over BL terms, denoted with ' n (where the n stands for the name technique), is the standard notion of observational congruence extended to open terms [11] , where the alphabet of visible actions is A ST and hidden actions are^ actions. Theorem 3.3 ' n is a congruence w.r.t. all the operators of BL, including recursion.
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Sketch of the proof The only relevant case is that of parallel composition operator. It suffice to show that f(P 1 k S;M Q; P 2 k S;M Q) j P 1 ' P 2 g is a (weak) bisimulation.
Axiomatization via the Name Technique
The axiom system A BL for ' n on BL terms is formed by the standard axioms presented in Table 3 and by the axioms of Table 4 , which are specific for the name technique. "cc" and "j" denote, respectively, the left merge and synchronization merge operators. provided that X is strongly guarded in P (U ng1) recX:(X + P) = recX:P (U ng2) recX:(^ :X + P) = recX:(^ :P) (U ng3) recX:(^ :(X + P) + Q) = recX:(^ :X + P + Q) The inverse M of a mapping M is defined by M = fa : (i; r j ) j a : (i; l j ) 2 Mg fa : (i; l j ) j a : (i; r j ) 2 Mg. The axiom (P ar) is the standard one except that when the position of processes P and Q is exchanged we must invert left and right inside M. Axioms (LM 5) and (LM 6) just reflect the operational rules of the parallel operator for an independent move of the left-hand process.
If we consider the obvious operational rules for "cc S;M " and "j S;M " that derive from those we presented for the parallel operator 5 then the axioms of A BL are sound.
5. The definition of the operational rule for "j S;M " must allow for actions "^ " to be skipped [1] , as reflected by axiom UBLCS-99-1
:P =^ :^ :P (P ar) P k S;M Q = P cc S;M Q + Q cc S;M P + P j S;M Q Defined a sequential state to be a state that includes only "0", "X" and operators ":", "+", "recX", we have the following theorem.
Theorem 3.4
If a BL process P is finite state, then 9P 0 : A BL`P = P 0 with P 0 sequential state. 
Sketch of the proof

Extending the Language with the Refinement Operator
The name technique is based on a very intuitive idea but produces a complicated representation for states and consequently large semantic models. Note for example that the ordered sequence of indexes being used in a system state for the started actions of a given type may include "holes".
Consider a:0k ; a:0. 0. This example shows that the order of indexes is not preserved by mapping sets M (in the state of the example the action with index 1 is mapped to l 2 and the action with index 2 is mapped to l 1 ). Again if we could guarantee that the order (SM 5).
6. Only in this example we use a I as a shorthand notation for f(a;b) j b 2 Ig.
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of indexes is preserved by mappings then indexes in strings would become redundant and we could simplify the representation of states.
It is clear that a different technique which could avoid generating these two phenomena would simplify the representation of system states and consequently reduce the size of semantic models.
Other problems of the name technique arise when we try to extend our basic language with an action refinement operator P a ; Q] which performs the semantic refinement of all a in P by Q. More precisely we consider an extended language where we distinguish deadlock, denoted by , from successful termination, denoted by (otherwise ST bisimulation could not be a congruence for the refinement operator) and we replace the prefix operator with the ACP sequential composition operator ";". The terms of EL are generated by the following syntax:
P ::= j j X j j P; P j P + P j P k S P j P=L j recX:P j P a ; P] As suggested in [4] P a ; Q] can be defined in term of the parallel operator and other basic operators. As we will see if we want to obtain a refinement operator with the desirable property that if P is a finite state process and Q is a finite state process then P a ; Q] is finite state, then it is crucial the possibility to define an elimination rule for parallel operator such that P k ; Q is turned into P if Q is terminated. may be that, when a parallel operator should be eliminated, the related mapping is not a simple identity.
ST Semantics via the Stack Technique
In order to solve all the problems we reported in the previous paragraph and to give a satisfactory operational semantics to EL we introduce another technique for representing the ST semantics.
This technique is based on the idea of eliminating the holes in the sequences of started action indexes. In particular started actions of a given type are organized as a stack of coins over a table where the coin on the top of the stack is the action with index 1 and the other actions are indexed in increasing order from top to bottom. When a new action starts the corresponding coin is put on the top of the stack. When an action terminates the corresponding coin is removed and the hole is "eliminated" by gravity.
Since the index of a started action change dynamically while other actions start and terminate, this technique does not follow the identification approach but is more similar to the approach [9, 10, 4] based on pointers. In particular the event of an action start a is represented in semantic models by a transition labeled with a + (so no index is observable) whilst the event of action termination is represented by a transition labeled with a ? i where i is the present position of the action on the stack. The event of action start referred by a ? i can be uniquely determined by running back the history of the stack until the the transition a + that pushed on the stack the action presently at position i is reached.
This behavior is expressed compositionally by parametrizing each parallel operator with a mapping M, but now we can rely on association strings which are no longer affected by the two problems of holes and index ordering discussed above. Once again since the method for updating indexes in the case of an action start or termination is fixed, actions of processes that perform the same execution traces of visible actions get the same indexes when they terminate and ST bisimilarity can simply be checked by applying standard bisimilarity.
To define the operational semantics of EL processes, we need a richer syntax to represent states. We denote with SA = A feg the set of state observable action types, where e is a distinguished type that is used in the definition of the refinement operator. ranges over SA and S; L over the subsets of SA. The set of all state action types is denoted with SAct = SA f g, P ::= j j X j j P; P j P + P j P k S;M P j P=L j recX:P j P a ;P] j !P j P '] The bang operator "!" and the (bijective) relabeling operator " ']" are auxiliary operators that are necessary for the definition of the refinement operator. Again we consider the operators "k S " as being "k S;; " when an EL process P is regarded as a state. Moreover we consider a BL process as being a process of EL by the obvious substitution of term ; P for each operator :P.
The semantics of state terms produces a transition system labeled over SAct ST . The operational rules for the operators "+", "=L" and "recX" are those in Table 1 where we replace for and L for L. The operational rules for " ", " " and the operators ";" and "k S;M " are presented in Table 5 . The expression l(w; i) (r(w; i)) computes the position of the i-th l (r) in the string w. We have that l(w; i) is the only j 2 N I + such that w(j) = l and jfk j j w(k) = lgj = i, and similarly for r(w; i). Given 2 SA and a (possibly empty) string s over the alphabet Loc, we define s as follows: s = ; if s is empty, s = f( ; s)g otherwise. Finally we define w i as the string obtained by removing the i-th element from the string w, i.e. w i = f(j; loc) 2 w j j < ig f(j ? 1; loc) j (j; loc) 2 w^j > ig.
The meaning of the operational rules for "P k S;M Q" is the following. When P performs + ( = 2 S) then the new action is pushed on the top of the stack of actions. This is represented by putting an l in the first position of the association string for . When P performs ? i ( =
S)
the corresponding action (whose position on the stack is that of the i-th l in the association string for ) terminates and is eliminated from the stack. This behavior is expressed by two rules in Table 5 because we eliminate the parallel operator in the case P becomes a successfully terminated process. The semantic rules for the refinement operator are based on its definition in term of the parallel operator and other basic operators. Our approach to ST semantics allows us to give the following definition of P a ; Q] that closely adheres to the intuition of the way it works:
(P a $ e] k feg;; !(e + ; Q; e ? 1 ))=feg where the bijective relabeling $ 0 is defined by $ 0 = f( ; 0 ); ( 0 ; )g f( 00 ; 00 ) j 00 2 SA^ 00 = 2 f ; 0 gg. For each a executed by the process P a corresponding process Q is activated by the bang operator in the right-hand term. In this way if P executes several autoconcurrent actions a then a corresponding number of processes Q are executed in parallel by the right-hand term. The correct association between actions a and processes Q is guaranteed by the fact that the events of starting and termination of each autoconcurrent action e are uniquely related by the ST semantics.
The operational rules for the refinement operator, "!" and " ']" are presented in Table 6 . Our approach ensures that the finiteness of semantic models is preserved by the action refinement operator.
Theorem 5.2 If P and Q are finite state EL processes, then P a ; Q] is a finite state process. Sketch of the proof P a ; Q] is a finite state process because of the elimination rules for parallel operator and the fact that the maximum number of self-concurrent actions a in the P process is finite (hence the maximum number of parallel processes opened by the bang operator in a certain state is finite) because P is finite state.
We give a simple syntactical characterization for EL processes that are guaranteed to be finite state in the following corollary, where "P a ; Q]" is considered to be a static operator.
Corollary 5.3 Let P be a EL process s.t. for each subterm recX:Q of P, X does not occur free in Q in the context of a static operator or in the left-hand side of a ";". Then P is a finite state process. 
Sketch of the proof
The congruence w.r.t. the refinement operator derives from the congruence w.r.t. relabeling and bang operators. The congruence w.r.t. the bang operator derives from congruence w.r.t basic operators since it is easy to see that the semantic model of !P is isomorphic to that of recX:( + P cc ;;; X) where X does not occur free in P.
Axiomatization via the Stack Technique
The axiom system A EL for ' s on EL terms is formed by: the standard axioms presented in Table 3 where we replace the operator ";" for the operator ":", 7 " " for "0", L for L and S for S; by the axioms of Table 7 which apply the stack technique; and by the axioms of Table 8 which deal with the refinement operator.
The definition of the inverse M of a mapping M does not change conceptually, except that now we have no indexes in association strings. We have M = f(a; w) j (a; w) 2 Mg where w = f(i; r) j (i; l) 2 wg f(i; l) j (i; r) 2 wg. The axiom (LM 7) reflects the elimination rules for the parallel operator.
7. With the operator ";" we can write the axiom (T au1) simply as ;^ = .
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'] = (Bang) !P = recX:( + P cc ;;; X) provided that X is not free in P Again if we consider the obvious operational rules for "cc" and "j" that derive from those we presented for the parallel operator, then the axioms of A EL are sound.
Defined a sequential state to be a state that includes only " ", " ", "X" and operators " ; P", "P + P", "recX:P ", we have the following theorem.
Theorem 5.6
If an EL process P is finite state then 9P 0 : A EL`P = P 0 with P 0 sequential state.
Sketch of the proof
The proof of Theorem 5.6 is completely analogous to that of Theorem 3.4, in particular ";" has the same role as ":" and " " has the same role as "0". The only difference is that a term " " must be added to the summation in the equation for a state s if s has an outgoing transition labeled with " p ".
Since for sequential states the ST semantics coincide with the standard interleaving semantics (it suffice to consider " ; P" as being " :P", " " as being "0" and " " as being " p :0") and the axioms of A EL involved are just the standard axioms, from [12] and Theorem 5.6 we derive the completeness of A EL . Theorem 5.7 A EL is complete for ' s over finite state EL processes.
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Conclusion
We think that the two techniques we have introduced can be exploited also for deciding and axiomatizing other forms of non-interleaving bisimulation over processes that possess a finite interleaving semantics. For example [13] uses a technique that is very similar to our name technique, even if not in a compositional way, to express the history preserving bisimulation.
The finiteness result for refinement makes this operator actually usable for the top-down design of concurrent systems. This result also finds application in other areas. For instance, in the context of stochastic process algebras, action refinement can be exploited to "refine" phase-type distributions (which are very useful in many applications) into a combination of exponential distributions that are easily analyzable through well-known mathematical techniques for deriving performance measures. Since in stochastic process algebras the mathematical evaluation of performance measures rely on the analysis of the stationary behavior of cyclic systems, it is crucial that the refinement operator preserves the finiteness of semantic models also in the presence of recursion. In this line we plan to exploit the stack technique for extending GSMPA [3] with a refinement operator.
