Abstract This paper presents a total evaporation method for the analysis of sub-picogram quantities of Pu, utilizing an array of multiple ion counters. Data from three standards are presented to assess the utility of the technique. An external precision of 1.5% RSD (2r) was achieved on aliquots approaching 100 fg for the minor 240 Pu isotope. Accurate analysis of \1 femtogram of 240 Pu, is achievable, with an external reproducibility of better than 10% RSD (2r). This new technique represents a significant advance in the total evaporation method and will allow routine measurement of femtogram sized Pu samples by thermal ionization mass spectrometry.
Introduction
An essential need within the field of nuclear forensics is the capacity to precisely measure the isotopic composition of minuscule amounts of material for low level monitoring of radionuclides such as U and Pu. Thermal ionization mass spectrometry (TIMS) is one analytical technique that offers this capability, in sample sizes ranging from the nanogram to below the single picogram level [1] [2] [3] [4] [5] . Such low-level analyses present a number of unique challenges that must be overcome to ensure the reliability of a measurement. To start, samples within this size range last for a very short period of time on the filament before being spent. The abundance of the minor isotopes within that same sample may also be so small as to require measurement by specialized single detectors such as a Daly Photomultiplier or Secondary Electron Multiplier. The requirement to correct for mass dependent fractionation adds further complication, since normalization procedures can be of limited or no use because (i) nuclear samples often have no know stable isotope pairs to normalize to; (ii) sample size can be limited to such an extent that the commonly used fractionation laws do not mimic the actual evaporation process occurring on the filament.
A common approach to these issues has been the adoption of total evaporation techniques first introduced for larger samples by [6] . The total evaporation technique has been most successfully applied to the analysis of Pu with an arrangement of standard Faraday collectors [3, 7, 8] . These and other total evaporation studies [9] [10] [11] [12] have been shown to produce internal and external reproducibility equivalent to those obtained by traditional methods of TIMS analysis. However, the large load size needed for precise measurements using Faraday collectors limits the scope of forensic work that can be undertaken-to samples of sufficient concentration and quantity to allow nanograms of Pu to be extracted for analysis (e.g. [8] ).
For samples at the picogram and sub-picogram level, a thousand times smaller than a nanogram, similar methods to total evaporation have been employed (e.g. [1] ). In these studies, where it is not uncommon to detect only one or two individual ions per second on a minor isotope, a single specialized ion counting detector was employed to 'count' the extremely small signals associated with the analysis. However, single collector measurements do not allow simultaneous detection of each isotope of interest and these asynchronous detection techniques present two distinct disadvantages when employed for total evaporation; (i) they reduce the number of ratios that can be measured in the short time the sample lasts, therefore limiting the precision of the analysis; (ii) they can introduce ratio bias if the signal drifts during the switch from one mass measurement to another. These effects can of course be completely avoided if all the isotopes of interest can be measured simultaneously; and the recent commercial introduction of instruments populated with multiple ion counters has provided the technology required to make such measurements.
In this contribution we describe the results of a major effort within the Nuclear and Radiochemistry Group, Los Alamos National Lab, to develop a robust multiple ion counter total evaporation (MICTE) procedure for the analysis of Pu samples at and below the single picogram level. These advances in instrumentation present the possibility for significant improvements to be made in the analysis of Pu at ultra-low levels.
Theory
The total evaporation technique involves the evaporation of a sample to total exhaustion together with the simultaneous integration of the ion signal from each isotope. Analyzing the ion signal generated throughout the entire span of sample evaporation eliminates the effects of fractionation [7] . Traditionally, total evaporation analyses have employed a static arrangement of faraday cups to simultaneously measure the ion signal from each of the isotopes in a sample. The isotope ratios are then determined by dividing the total summed signal intensities from the cups in question. MICTE applies the same principles as traditional total evaporation methods-however, the array of Faraday cups is replaced by a similar arrangement of ion counters. In the case of our Pu measurements, six ion counters are employed, and their configuration is outlined in Table 1 . The ion counters are characterized by high amplification with inherently low noise. This allows the detection of the very small ion currents (\10 -17 A) generated during the analysis of picogram sized Pu samples.
The final ratio produced during a MICTE procedure needs to be described quantitatively in statistical terms. Our methodology is to treat the data in a similar approach to simple counting statistics, such as those used in radiation detection. In this case the results from counting the signal of one isotope in one detector can be expressed as:
where n is the total number of counts and r ¼ ffiffi ffi n p represents one standard deviation using Poisson statistics. Because we are interested in the ratio of one isotope compared against another, additional steps are required to calculate the standard deviation of that ratio pair. This step is based upon the fact that fractional uncertainties propagate in quadrature (i.e. the square root of the sum of the squares). Where for example
In practice, it is simplest to convert all the uncertainties of the two isotope counts into percentages while applying this formula. In this case the uncertainty in the ratio is quoted as a percentage of the standard deviation.
For the static analyses we are concerned with for MICTE, in which the each isotope is measured in an individual ion counter, we must also apply necessary corrections to each ratio in order to take into account the gain offset of individual ion counters. Inter-calibration of the ion counters is undertaken on a regular basis and the calculated uncertainty should be included in the calculation by means of propagation of errors. Rewriting Eq. (3) to account for the gain calibration error yields the following
where A ccg and B ccg represent the individual inter-calibration gain uncertainties of the two ion counters used in the ratio analysis. The above equations can be used to predict the internal error of a given ratio if the gain uncertainty and total count value is presumed; this permits us to model how gain uncertainty, ratio size and sample size influence the internal error of a MICTE measurement (Figs. 1, 2 ). For Fig. 1a different gain uncertainties were considered and plotted for a modeled ratio of 0.02 across a 1000-10,000,000 total count range of the minor isotope in the ratio. This range was chosen to reflect the expected total counts that may be attained from femtogram to single picogram Pu samples. As shown in the figure, at count totals greater than 100,000 the internal error of a 0.02 ratio is primarily governed by the uncertainty of the gains measurement. Therefore the reduction of the uncertainty of the gains should be of primary concern for analyses in which the sample size is large enough to result in sizeable total counts. Below a count total of 100,000 the slope of the error curve steepens as the n AE r ¼ n AE ffiffi ffi n p for the minor isotope in the ratio exceeds the error in the gains measurement. At exceedingly low count rates this uncertainty rapidly expands and can result in 2SD % errors greater than 10% at count totals below 10,000. This rapid expansion of the uncertainty with low count totals also explains why the internal error rises rapidly as the magnitude of the measured ratio diminishes (Fig. 1b ) Figure 2 illustrates the challenge involved in measuring such extreme ratios when sample size is limited to a picogram or less. For Fig. 2 , the 2 SD % error of what we consider to be an extreme ratio (0.0005) was modeled across a 0.05-1 pg sample size range. To calculate the error, count totals for the individual isotope were computed by multiplying the calculated total number of atoms in a given sample size by an ion yield factor, representing the ionization efficiency of the analysis. The gain uncertainty was to set to 0.25% SD. Three curves are plotted, representing ionization efficiencies of 0.25, 0.5 and 1%, These values were chosen to simply illustrate the important effect that small changes in the ion yield from sample to sample have on measurement error in the sub-picogram load range.
Experimental Equipment
All analyses were performed on an Isoprobe-T thermal ionization mass spectrometer, developed by Isotopx, Manchester, UK. This spectrometer includes six channel electron multipliers, configured with a conversion dynode. Ions pass through a chimney with a 1 mm front defining slit to a rear conversion dynode that generate electrons, detected by an electron multiplier at 90°incident beam. This configuration allows the several ion counters to be placed at Pu/U mass spacing. The overwhelming advantage of using this type of detector is its inherently noiseless amplification. For example, characteristic dark noise count rates of \5 cpm are up to three times lower than the instrument's single Daly ion counting detector. This allows the ion counters to precisely measure count rates of significantly less than 100 cps.
Ion counter setup
Each ion counter was setup in order to optimize it for dark noise, signal gain, dead-time and peak shape. New ion counters require a period of 'burn-in' to stabilize their gain to a reasonable plateau prior to their setup. The constant drop in gain seen during this burn-in phase is related to a change in the work function of the detector as loosely bound gas is desorbed from its surface. The gas is desorbed by carefully bombarding the detector with a series of small ion beams of increasing intensity. Following the burn-in period the multiplier voltage of each ion counter is adjusted to optimize it for efficiency and life span. Typical multiplier voltages were on the order of 2500-2700 V. Isotopic standard NBS U500 was used to evaluate the dead-time and linearity of each ion counter, using the fractionation corrected 234 U/ 238 U ratio. 234 U/ 238 U ratios were determined across a 10,000-250,000 cps range of 238 U signal intensities, which represents a useful dynamic range for this type of detector. Calculated dead-times for the ion counters in the array ranged from 65 to 150 ns. The dead-time corrected 234 U/ 238 U ratios had a reproducibility of better than 0.5% indicating that the ion counters were linear across the dynamic range with only one dead-time value. To assess the dark current on each ion counter noise measurements with a duration of 20 min were performed with the isolation valve closed. Calculated noise levels for the ion counters in the array were \0.2 cps.
Characterization of multiplier gain and uncertainty
For the total evaporation method described in this study, isotope analyses are performed using an array of ion counters, one for each isotope of interest. In this case, every ratio measured will be biased by the differences in measurement accuracy of each ion counter relative to the other counters in the array. If unaccounted for, these differences in the 'gain' of individual counters can introduce large discrepancies from the absolute ratio that is being measured. To overcome this difficulty an accurate gain calibration is required that can be used to correct the eccentricities of each ion counter in the array. For the gain calibration procedure, 235 U ion beam intensities of 50,000 cps were obtained with *100 ng loads of the NBS U500 standard, using a graphite activator on single Re filaments. This load size allows for a very stable beam to be generated for the long periods required for the gain calibration procedure. All six ion counters are employed in the analysis, aligned at unit mass spacing for U/Pu, as well as the instruments Daly photomultiplier and a single Faraday cup. The gains are carried out by successively measuring the highly stable 235 U beam in each ion counter relative to the Daly photomultiplier and are calculated using the following equation:
where G X stands for the gain of considered channel electron multiplier; MC x the counts measured on the considered multiplier; MC D the measured counts on the Daly photomultiplier; and G D the reference Daly Faraday gain. Peak center, baseline and focus optimization were performed prior to the start of the gain analysis. The method includes the measurement of one block of 25 cycles with a 5 s integration time and 1 s integration period on each collector. Baselines were measured at the half mass for a period of 40 s. Figure 3 illustrates the long-term reproducibility of the gains of one ion counter over a four-month period from Sept-Dec 2016, and is representative of the variability of the gains seen across all ion counters in the array. A number of factors may contribute to the variability seen in the gains. Ion counters are susceptible to gain drift resulting from long term exposure to ion currents [13] . To minimize this effect, count rates on each of the detectors were kept below 150,000 cps. Contamination with hydrocarbons introduced into the vacuum system may affect the function of the multipliers, however, the use of oil free backing pumps greatly reduces this problem. Figure 3 illustrates a third, yet still important characteristic, affecting the gain of all ion counters in the array. Increases in the gain of individual detectors are seen even after relatively short periods without use, on the order of days. After longer periods without use, on the order of weeks, larger increases in gain can be observed, coupled with increased instability. This suggests that even under the high vacuum at which the instrument is held, there is still enough residual gas in the system to react with the ion counters and influence their work function. Long periods without use require an ion counter to be 'reconditioned' in order to stabilize the gain efficiency. Reconditioning requires a similar technique to the 'burn-in' procedure used when the ion counters are new. Over the four-month study interval, the ion counters needed 'reconditioning' on three separate occasions (Fig. 3) and these periods are identified by poor external reproducibility of the inter-calibration gains and increased gain values. In our experience, reconditioning requires the ion counters to be exposed to more than several hundred million counts at relatively small count rates, no higher than 100,000 cps. It is important to note that our analytical measurements were restricted to periods of gain stability, in order to minimize the gain uncertainty for error propagation.
Analytical procedures
Measurements were performed using two loading techniques; i) direct loads of standard solutions onto carburized filaments and ii) a resin bead loading technique modified from Smith et al. [14] . The size of the direct loads ranged from 4 to 5 pg, resin bead loads were 1-2 pg. Measurements were made in static mode with the collector configuration outlined in Table 1 . The L7 ion counter was used to monitor mass 237 as a proxy for hydrocarbon contamination on the masses of interest. All analyses followed the same protocol, outlined below
Step 1: Prior to analysis, the gain inter-calibration procedure outlined in the ''ion counter setup'' section was performed.
Step 2: The sample was heated until a small Pu signal (*100 cps) on the major isotope could be discerned. This was typically a temperature of *1350°C for both direct and resin bead loads.
Step 3: The isotope with the highest intensity was chosen to focus and peak center the sample. The beam size was kept below 1000 cps to ensure that the number of Pu ions consumed during the focus step was negligible in comparison to the total ions consumed by the analysis. Although focus and peak centering at such a low count rate is challenging, it was found to have little effect on the ability to optimize the signal for analysis.
Step 4: A baseline measurement was performed before the start of the analysis. Baselines were measured for 90 s at 0.5 amu either side of the peak with the LOS open and with an integration period of 1 s.
Step 5: TE analysis was begun immediately following the baseline measurements. The method comprised repeated static measurement cycles with a 5 s integration time and 1 s integration.
Step 6: Over the course of the analysis the filament current was raised until the beam intensity reached a preset maximum (typically 15,000-30,000 cps of the major isotope), then the filament current was monitored to keep the Pu beam close to constant.
Step 7: The analysis was terminated when the beam intensity fell below a preset intensity (1000 cps), indicating total exhaustion of the sample. The final isotope ratios were then calculated from the sum total of the integrated counts in each collector.
Results and discussion
Several Pu reference materials are now available and in general use within the nuclear forensics community. For this study, we have chosen three that are commonly employed as isotopic standards; IRRM-81a, NBS-948, and CRM-128 (Table 2) . Values for each of the reference materials have been adjusted for decay using half-lives of the plutonium nuclides taken from Ref. [15] . Data from the analysis of three certified reference materials using our MICTE technique are presented in Table 3 and Figs. 4, 5, and 6.
241 Pu ratios were ignored for this study because of the problematic ingrowth of 241 Am in each of the standards. Figure 4 illustrates the precision and accuracy of ten direct load analyses of the IRRM -081a standard (Table 3 A-J) measured over a *4-week period. Ion yields ranged from 0.25 to 0.77%, resulting in total counts for the major isotope in the standard ( 239 Pu) in excess of 30 9 10 6 cps for each of the *5 pg loads. The internal error for each analysis was therefore dominated by the measured uncertainty in the gain of the collectors from day to day, which varied from 0.15 to 0.5% across the course of the analysis period. The 240 Pu/ 239 Pu ratio was obtained with high reproducibility [0.022408 ± 0.00036 (2r)]. This value agrees within analytical uncertainty with the precise certification 240 Pu/ 239 Pu value of 0.022434 ± 0.000005 (Fig. 4a) . Analysis of the 240 Pu/ 242 Pu (259.29 ± 33.02 (2r) and 239 Pu/ 242 Pu (11572 ± 1472 (2r) ratios proved less precise and had correspondingly poor accuracy (*12%). Figure 5 illustrates the precision and accuracy of twelve direct load analyses of the NBS 948 standard (Table 3 L-V) measured over a two-week period. Of the twelve analyses, one (Table 3 , R) proved to have a poor ion yield and associated large internal error. The other eleven measurements had consistent ion yields in the range of 0.15-0.35%. The resulting total counts, in excess of 15 (Fig. 5) . Figure 6 illustrates the results of six replicate analyses of the CRM 128 standard (Table 3 X-DD), measured using our resin bead loading technique. Of the six analyses, four displayed ion yields in excess of 0.9%, yielding count totals comparable to those seen in with the much larger direct loads used for analysis of the first two standards. All six measurements yield mean Pu values of 0.0007 ± 0.00003 (2r), 0.00072 ± 0.00003 (2r) and 1.02388 ± 0.0245 (2r) respectively. Each of these values are 0.59, 3.6 and 2.7% higher than the decay corrected NBS certificate values, but agree within analytical uncertainty (Fig. 5) . Measurement precision of each ratio measured in the three standards analyzed fall within a range of 1-12% RSD (2r). They are plotted in Fig. 7 in relation to the amount of the minor isotope loaded. In addition to the data from this study, we have plotted measurement precision of other TIMS Pu isotope studies [4, 8, 16, 17] for comparison. This study represents a marked improvement over previously reported TIMS multiple ion counter measurements of Burger et al. [4] who achieved 3.6% RSD (2r) on 15 fg of the minor isotope. A similar precision of about 3% RSD (2r) has also been reported for the analysis of a few femtograms of the minor Pu isotope by multi-collector ICP-MS [18] .
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Assessment of the MICTE method
Our approach to improving the precision of these subpicogram analyses has been three-fold; (i) maximize the ionization efficiency of individual analyses (ii) make improvements to the day to day stability of the multiple ion counters and (iii) reduce the level of background interference. One of the greatest restrictions on the precision of a total evaporation analysis is that the low ion yields common to TIMS measurements directly limit the number ions that can be detected, influencing the Hn of the ratio. This is especially problematic at the sub-picogram level where our modeling shows that the uncertainty is dominated by the counting statistics. Our ongoing work is focused open improving the ionization efficiency of our TIMS analyses. Samples analyzed using direct loads onto carburized filaments, generated an averaged ion yield of 0.33%, limiting the total counts that could be achieved. However, the averaged ion yield of 0.88%, for the resin bead analyses was substantially higher (Table 3 ). The resulting improvement in counting statistics allows for much smaller samples to be analyzed, in this case 1.5 pg of the CRM 128 standard. Both our synthetic modeling (Fig. 2) and ongoing analytical investigations indicate that reasonable internal precision is achievable on sample sizes as low as a few 100 femtograms of total Pu, if ion yields [1% can be maintained on a regular basis. At high total accumulated count rates associated with large load sizes ([2 pg total Pu), the uncertainty in the drift of the inter-calibration of the gains dominates the error of an analysis. In this regard the ability to maintain long-term ion counter stability is crucial. In our experience, the main factor contributing to the instability of the ion counters appears to be the absorption of the residual gas within the instrument onto the surface of the detector. This most commonly occurs when the detector is not in use and we note that the change in work function can result in gain variations of [1%. Careful pre-conditioning to desorb any residual gas prior to each use has allowed us to maintain inter-calibration gains of between 0.1 and 0.5% RSD. This is a significant improvement over previously reported intercalibration gain measurements of Mialle et al. [19] who report gain uncertainties of between 0.7 and 7.0% for a similarly configured TIMS instrument.
We note that elevated background inference from 'organics' can lead to a large degree of inaccuracy in a measured value. This is most easily exemplified by the poor accuracy of the minor isotope ratios of 240 Fig . 7 External reproducibility of Pu isotope ratio measurements as a function of sample size when using MICTE.
Dashed line represents what is theoretically achievable using MICTE. The line was calculated using ion yield value of 0.5% and gain uncertainty of 0.25%. Squares indicate actual data using the MICTE method in the C-NR clean lab facility and are taken from repeated measurements of the certified reference materials analyzed in the study explore the effect that background interference may have had on the accuracy of the IRRM 81A measurements, the 239 Pu/ 242 Pu ratio is plotted against the ratio of mass 239 to mass 237 in Fig. 8 . Here, we use the signal measured at mass 237 as a proxy for possible isobaric interference; however, the 237/239 ratio is used to account for differences in the ion yield between samples. A broad correlation between the 237/239 mass ratio and the accuracy of the measured 239 Pu/ 242 Pu value (Fig. 8) suggests that the background counts seen at mass 237 are also present on the other masses. This issue is most prevalent on samples where signal intensity is low enough to influence the signal to background ratio and we note that larger ratios appear not to suffer. Notably, all the IRRM 81A measurements were performed prior to the adoption of pre-screening of filaments for background interference. Later measurements, where additional pre-screening was performed, do not show the same correlation.
Nuclear forensic samples are inherently small, often limiting one to a single isotopic analysis. How should one characterize the uncertainty of a single analysis of an unknown, when measuring at the ultra-low levels outlined in this study? The most appropriate approach to calculating the absolute uncertainty of the analysis would be to include the external error of the instrument, determined from the long-term external precision of a reference material of similar composition and load size to the unknown. In this regard, the results of repeated analysis of the three different standards presented here, provides a useful framework of the expected absolute error for MICTE analysis across a relatively broad range of samples sizes and isotope ratios. Pu values can be measured with an external error as small as 1.5% RSD (2sig) on aliquot sizes approaching 0.1 pg for the minor isotope in the ratio. These errors expand as the aliquot size is reduced, however, our data indicate that 5-12% RSD (2r) external precision is achievable on minor isotope sizes of 1 femtogram and below. We note that it is highly probable that the situation will arise where a set of unknown forensic samples will have no closely corresponding reference material with which to calculate a robust absolute error, or may have differences in matrix composition that influence the mass spectrometry. In this case, it may be preferable to characterize the uncertainty based on the measurement of a set of well-matched unknown samples. In general, the internal error of an analysis is a poor measure of the analytical quality of an unknown, and this is exemplified by the difference between the internal and external precision of the replicates measured in this study (Table 3 ). We believe strongly that laboratories undertaking forensic analysis of nuclear materials should understand the limitations of the analytical techniques they prescribe to and rigorously characterize the analytical uncertainty of the measurements they undertake.
Conclusions
We have determined the isotopic composition of several Pu standards by MICTE, using both direct loads and resin bead analysis on samples of \5pg total Pu. The level of precision and accuracy attained using this methodology compares favorably with results using other TIMS techniques and demonstrates its utility in the forensic analysis of minuscule amounts of nuclear material. Three main sources of measurement uncertainty have been identified; low ionization efficiency, inter-calibration gains error and background interference. We have demonstrated that the successful minimization of these sources of uncertainty will allow precise Pu isotope measurements at the femtogram level, expanding our ability to monitor of radionuclides such as U and Pu at ultra low levels.
