We consider the problem of determining an unaccessible part of the boundary of a conductor by mean of thermal measurements. We study a problem of corrosion where a Robin type condition is prescribed on the damaged part and we prove logarithmic stability estimate.
Introduction
In this paper we consider the problem of determine an inaccessible portion I of the boundary of a conductor body Ω ⊂ R n by mean of thermal measurements, performed on an accessible part A of its boundary. In particular we analyze the situation in which there might be a corrosion occurring on I and our aim is to recover information on this damaged part that can not be directly inspected. This leads to a parabolic equation with a Robin type condition on the inaccessible part of ∂Ω and a Dirichlet or Neumann condition, according whether we prescribe a temperature or a heat flux, on A (see [4, 5, 12] ). This kinds of boundary conditions are known as mixed type.
Assuming ∂Ω = A ∪ I and Int ∂Ω (A) ∩ Int ∂Ω (I) = ∅ and denoting by γ(x, t) the surface impedance on I, we prescribe a heat flux g on A that induces a temperature u in Ω solution to where ν is the outer unit normal to ∂Ω. The inverse problem we are addressing to is to recover information on the unknown part I of the boundary and on the impedance coefficient when thermal measurements of the form {g, u |Σ }, where Σ ⊂ A, are available. Particularly we are interested in the issue of stability, that is we want to study the continuous dependence of the solution I from the boundary data.
This problem has been considered in the stationary case in [2] with a Dirichlet or Neumann condition on the unknown boundary I. The authors show that, keeping as minimal as possible the a priori assumptions on the unknowns, the solution depends continuously on the boundary measurements with a rate of continuity of logarithmic type, which is the best possible as shown in [8] . The non stationary analysis has been carried on in [7] (see also [21] for a first study of this problem). Also here stability estimates of logarithmic type are provided. A refined analysis of the problem has been proposed in [9] . Beside the more general framework considered by the authors, precisely they deal with thermal conductivity depending on time and space, this article contains a detailed study on the optimality of logarithmic rate of continuity in the parabolic case.
The problem of determine part of the boundary with Robin type condition has been considered in [3] where a uniqueness result in the stationary case is proved, provided two measurements are performed. In view of the example given in [6] , the number of measurements turns out to be optimal. Stability estimates of logarithmic type has been obtained in [20] . This result is optimal as well (see [8] ). Let us finally mention [19] , where a uniqueness result under weaker regularity assumptions on the boundary has been obtained.
In this paper we show that I depends on thermal boundary measurements with a rate of continuity of logarithmic type. As in the elliptic case, we perform two boundary measurements, precisely we prescribe two different heat fluxes and we read the corresponding temperatures on a portion of the accessible part of the boundary. The optimality of two measurements is still an unsolved question. We also believe that the argument used in [9] to prove exponential instability could be applied in the present setting through minor adaptations.
Main ideas and tools can be outlined as follows.
i) Evaluating how much the error on measurements can effect the error on an auxiliary function λ obtained as the ratio of the solutionsũ and u corresponding to the heat fluxesg and g. Such a control has been obtained by combining two arguments. The first relies on smallness propagation estimates based on an iterated use of two-sphere and one-cylinder inequality ( [10, 22] ). The latter is a lower bound for the solution u achieved by combining the Harnack inequality up to the inaccessible boundary (see Proposition 4.2) with an iterated application of the interior Harnack inequality ( [18, 17] ).
ii) A lower bound for λ which has been established by the use of quantitative estimates of unique continuation and a proper choice of the given heat fluxes. Precisely we prescribe functions g andg that are linearly independent with a quantitative control of such an independence.
iii) Using i) and ii) we prove a first rough estimate of log-log type for the Hausdorff distance between the unknown domains. Employing, then, in a more refined way the above mention estimates, in particular using the two-sphere one-cylinder inequality at the boundary (see Theorem 3.6 and [10, 22] ), and a geometric argument, we get the logarithmic estimate. The stability for the unknown impedance follows from stability estimates for the underlying Cauchy problem and the stability result for the unknown boundary.
For the sake of exposition, we have chosen to study the inverse problem with the constant coefficients equation. All proofs, though, can be simply adapted to the equation with coefficients depending on time and space with reasonable assumptions on them. Indeed, we deal with an auxiliary function λ that solves an equation with variable coefficients.
The plan of the paper is the following. The main result is stated in Section 2, where we also give notations and definitions. In Section 3 we provide a proof of this result based on some auxiliary propositions proved in the subsequent Section 4.
Main Result
We begin by giving some notations and definitions. For every x ∈ R n , n ≥ 2, x = (x 1 , . . . , x n ), we set x = (x ′ , x n ), where x ′ ∈ R n−1 and x n ∈ R. We denote by B r (x) and B ′ r (x ′ ) respectively the open ball in R n centered at x of radius r and the open ball in R n−1 centered at x ′ of radius r. Sometimes we shall write B r and B ′ r instead of B r (0) and B ′ r (0) respectively. For given numbers r, t > 0, and a function ϕ defined on
Let k be a positive integer, D an open subset of R n+1 , f a sufficiently smooth function and α ∈ (0, 1]. We denote by
where for a multi-index β = (β 1 , . . . , β n ), β i ∈ N∪{0}, i = 1, . . . , n, we have used the notation ∂
D is finite, we shall say that f belongs to C 0,α (D). Let k be a positive integer, α ∈ (0, 1] and D an open subset of R n+1 , we shall say that f belongs to the class C k,α (D) whenever for every non-negative integer j such that |β| + 2j ≤ k, there exist the derivatives ∂ If f is a function not depending on t, we keep the definition above by considering a functionf defined on Ω × R, Ω ⊂ R n , such thatf (x, t) = f (x) for every (x, t) ∈ Ω × R and we shall say that f ∈ C k,α (Ω) wheneverf ∈ C k,α (Ω × R). Throughout the paper we will make use of standard Sobolev spaces. We refer the reader to [16] for details. Definition 2.1. Let Ω be a domain in R n . Given α, α ∈ (0, 1] and k, k ∈ N, we say that ∂Ω is of class C k,α with constants r 0 , L if for any P ∈ ∂Ω there exists a rigid transformation of R n under which we have P ≡ 0 and
Remark 2.1. We have chosen to normalize all norms in such a way that their terms are dimensional homogeneous and coincide with the standard definition when r 0 = 1. For instance, for any
where D is a domain in R n+1 .
We shall use letters C, C 0 , C 1 , . . . to denote constants. The value of these constants may change from line to line and their dependance will specified everywhere they appear. Assumptions on the domain. Let r 0 , M, L be given positive numbers. We assume that Ω is a bounded domain in R n such that
where |Ω| denotes the Lebesgue measure, Also, we denote by Σ an open portion of ∂Ω so that there exists a point P 0 ∈ Σ such that
Assumptions on the boundary data. Given positive constants E, Φ 0 , Φ 1 , on the accessible part A of the boundary of Ω we shall prescribe two different heat fluxes g andg such that
where
and
Assumptions on the surface impedance. Given a positive number γ, the surface impedance γ of the unknown boundary I is such that 
where C 0 is a positive constant depending n, Ω, γ.
From now on we shall fix an α, α ∈ [1/2, 1). We denote by Ω i , i = 1, 2, two bounded domains on R n satisfying (2.2) such that
where the accessible part A of the boundary is the same for both sets and by γ i (x, t), i = 1, 2, the boundary impedance on I i , i = 1, 2, respectively satisfying (2.4). Let also t 2 and t 3 such that 0 < t 1 < t 2 < t 3 ≤ T .
In the sequel we shall refer to numbers M, L, Φ 0 , Φ 1 , γ, r 2 0 /T, r 2 0 /t 1 , as the a priori data.
where η is a continuous increasing function on [0, +∞) satisfying
for every 0 < s < 1, with C > 0 and β depending on the a priori data only. Furthermore, for any t ∈ (t 1 , T ),
where η is defined as in (2.8) up to a possible replace of constants C and β.
Here d H stands for the Hausdorff distance.
Proof of Theorem 2.3
We first observe that the solution u 1 ∈ C 1,α (Ω 1 × [0, T ]) of problem (1.1) with boundary data g satisfying (2.3g), is such that
Namely, by contradiction, if
then, by maximum principle, the point (x, t) belongs to the parabolic boundary.
If (x, t) ∈ A × (0, T ], by Hopf lemma we would have
, again by Hopf lemma we would have ∂u 1 ∂ν (x, t) < 0, which contradicts the Robin condition that u 1 satisfies on I because
Then (x, t) = (x, 0), min
and we get (3.10). The same is true for u 2 (x, t).
By (3.10) we can define, for i = 1, 2,
By straightforward calculation we notice that λ i (x, t) satisfies the problem (3.12)
By standard estimates of solutions of parabolic problem [15] , by (2.3b), (2.3d), (2.5), we have
where α ∈ (0, 1) and C depends on the a priori data only.
With the change of variable (3.11) we can deal with the new problem (3.12), where we have a homogeneous Neumann condition on I.
In the next propositions, whose proofs are postponed to Section 4, we provide stability estimates of unique continuation from Cauchy data when (2.6) holds true, then a lower bound on u, where u is solution to (1.1) and a lower bound of the integral of λ i in term of the boundary data.
The proof of Theorem 2.3 will be obtained from the following sequence of propositions.
We shall denote by G the connected component of Ω 1 ∩ Ω 2 such that A ⊂ G.
Proposition 3.1 (Stability estimates of unique continuation from Cauchy data).
Let hypothesis of Theorem 2.3 be satisfied. Then there exists a positive constant C depending on the a priori data only such that for i = 1, 2 (3.14)
where η 1 is an increasing continuous function on [0, +∞) which satisfies
Proposition 3.2 (Improved stability estimates). Let hypothesis of Proposition 3.1 be fulfilled. In addition, assume there exist constants L > 0 and r 1 , 0 < r 1 < r 0 such that ∂G is of Lipschitz class with constant r 1 and L. Then there exists a positive constant C depending on the a priori data only such that
where η 2 is an increasing continuous function on [0, +∞) which satisfies
for every 0 < s < 1, with β 2 > 0.
be a solution to (1.1) with boundary data g satisfying (2.3a), (2.3b), (2.3d), (2.3g). Then there exists a positive constant c 0 , 0 < c 0 < 1, depending on the a priori data except
where t 1 as in (2.3g).
Proposition 3.4 (Lower bound for λ).
For every ρ > 0 and for every x 0 ∈ Ω ρ , we have for i = 1, 2,
where C ρ > 0 is a constant depending on the a priori data and ρ only.
To better deal with the Hausdorff distance, we introduce a variation of it that, though it is not a metric, we shall call modified distance (see also [2, 9] ). Definition 3.1. We call modified distance between Ω 1 and Ω 2 the number
Note that
but, in general, the reverse inequality does not hold. However we have the following result, [2] Proposition 3.5 (Proposition 3.6 [2] ). Let Ω 1 and Ω 2 be bounded domains satisfying (2.2). There exist numbers d 0 > 0,r ∈ (0, r 0 ], such that d0 r0 andr r0 depend on E only and the following facts hold true. If
then there exists an absolute constant C > 0 such that
and any connected component of Ω 1 ∩ Ω 2 has boundary of Lipschitz class with constantsr, L 1 wherer is as above and
Last tool we need for the proof of Theorem 2.3 is related with quantitative form of unique continuation property. Theorem 3.6 (two-sphere one-cylinder inequality at the boundary). Let λ, Λ and R be positive numbers, with λ ∈ (0, 1] and
There exist constants s 1 ∈ (0, 1) and C, C > 0, depending on λ, Λ and L only such that for every r, 0 < r ≤ ρ ≤ s 1 R we have
Proof. The proof can be obtained along the line of [22, Theorem 3.3.5] through slight modifications due to the different boundary condition we have on Γ t0 R,ϕ (see also [10] where a similar problem is studied).
An inequality similar to (3.22) can be obtained for cylinder and spheres entirely contained in the domain Ω. We refer the interested reader to [22, 
then there exists a constant C, depending on the a priori data only, such that
where K depends on the a priori data only. We may assume, without loss of generality, that there exists
We apply now the two-sphere one-cylinder inequality at the boundary [22, Theorem 3.3.5] with r = d m , ρ = cr 0 and R = r 0 , we integrate over the time interval [0, T ] and we get
. Recalling (3.15) and (3.17), we get the following inequality
Developing (3.26) we arrive to
which leads to
where C 0 = | log Φ 0 /A| and C 1 is a positive constant depending on the a priori data only. Let us consider now the Hausdorff distance d. With no loss of generality, we may assume there exists
, where s 1 ∈ (0, 1) has been introduced in Theorem 3.6 and it depends on the a priori data only.
and proceeding as in (3.25) and applying Proposition 3.1, 3.2, we get the thesis (2.7).
Let us prove now (2.9). First we observe that, in general, the Hausdorff distances d H (Ω 1 , Ω 2 ) and d H (∂Ω 1 , ∂Ω 2 ) are not equivalent. However, in our regularity assumptions, the following estimate
can be derived from (2.7) using the arguments contained in the proof of Proposition 3.6 in [2] . We consider a point P ∈ I 1 r0 , a point Q ∈ B 2η(ε) (P ) ∩ I 2 r0 and t ∈ (t 1 , T ). With no loss of generality we may assume that P, Q ∈ Ω 1 , hence we have that for any t ∈ (t 1 , T ),
We can split the first term on the right hand side of (3.29) as follows
.
From Remark 2.5 and Proposition 3.3 we can infer that
where C > 0 is a constant depending on the a priori data only. Hence by (3.28) we can infer that
up to a possible replacing of the constants C and β in (2.8).
Analogously we can split the second term on the right hand side of (3.29) as follows
where C > 0 is a constant depending on the a priori data only. Dealing as in Proposition 3.15, we have that for any t ∈ (t 1 , T )
Hence we have that
Up to a possible replacing of the constants C and β in (2.8). Combining (3.31) and (3.32) we obtain that for any t ∈ (t 1 , T )
Being such an estimate independent from P , Q and t the thesis (2.9) follows. We proceed with the proof of Proposition 3.1. For this purpose we recall a result of [7] , that will be used several times in the next proofs.
Theorem 4.1 (Theorem 3.3.1 [7] ). Let Ω be a domain satisfying (2.2c). Let
where C depends on T, r 0 . Then, for every t 0 ∈ [0, T ], we have
where P 2 = P 1 − θr 0 ν, ν is the outer unit normal to Ω at P 1 , τ , 0 < τ < 1, is an absolute constant, θ, 0 < θ < 1/2, depends on L only, C ≥ 1 depends on L and r 2 0 /T only. Proof of Proposition 3.1. We prove the proposition for i = 1, as the other case i = 2 is analogous. In [14] it is proved that there exists a function
where ξ 1 , ξ 2 , c 1 , c 2 , b are positive constants depending on L only (see also [2, Lemma 5.2] ). For r > 0 we define
By [2, Lemma 5.3], there exists a constant a, depending on L only, such that for every r, 0 < r ≤ ar 0 , Ω 1,r is connected with boundary of class C 1 and the following facts hold
Also, for every x ∈ ∂Ω 1,r , there exists y ∈ ∂Ω 1 such that (4.37)
where ν(x), ν(y) denote the outer unit normal to Ω 1,r at x and to Ω 1 at y respectively. Here ξ j , j = 1, . . . , 5, are constants depending on L only. Since ξ 2 r 0 θ ≤ r0 16 , let us define θ = min{a, 1 16(1+M 2 )ξ2 } and Σ ξ2r0θ = {x ∈ Ω 1 : dist(x, Σ) = ξ 2 r 0 θ} ≡ {x ∈ Ω 2 : dist(x, Σ) = ξ 2 r 0 θ}. LetṼ r be the connected component ofΩ 1,r ∩Ω 2,r whose closure contains Σ ξ2r0θ . We have
whereΓ 1,r is the part of the boundary contained in ∂Ω 1,r andΓ 2,r is contained in ∂Ω 2,r ∩ ∂Ṽ r . We denote ω r =Ω 1,r \Ṽ r . For t 1 ≤ t ≤ T , by (4.39)
2 , by (5.81), (5.85), (4.35), there exists a constant C depending on the a priori data only such that, for t 1 ≤ t ≤ T , 
where ν is the outer normal to ω r . We have, integrating by parts the left hand side and since λ 1 (x, t 1 ) = 0, 
where C is a constant depending on the a priori data only. Let us consider now x ∈Γ 2,r . As before there exists y ∈ ∂Ω 1 \ Σ such that |y − x| = dist(x, ∂Ω 2 ) ≤ ξ 2 r. Since
, we have that
Thus we get (4.48)
where C is a constant depending on the a priori data only. Let us consider the integral on the right hand side of (4.48). First observe that
Now labeling w = u 1 − u 2 andw =ũ 1 −ũ 2 and taking into account (4.48) and (4.49), we get where C is a constant depending on the a priori data only. To evaluate maximum of w,w and their gradients we can proceed as [7, Proposition 5.3] . Let us briefly sketch the main items of this proof for the ∇w, for instance. Suppose max
, with x ∈Ṽ r . By interpolation inequality (see [7, A2 page 553 with α = 1/2]), (2.3d) and (2.5), we have
, where C depends on E. Now, in order to apply [7, Theorem 3.3 .1], we estimate ,T ) ) and of the a priori data. The functions w, w t , w tt satisfy the problem
Hence, recalling that A r0 = {x ∈ A : dist(x, I) > r 0 } and denoting U r0/8 = {x ∈ G : dist(x, A r0 ) ≤ r 0 /8}, we may apply the local bound estimates [13] obtaining,
where C depends on r 2 0 T −1 , L. We may also think to w(·, t), for a fixed t ∈ (0, T ), as the solution of the elliptic problem
and, similarly, we may think to w t (·, t) as the solution of the elliptic problem
By L p regularity estimates (see [11] ), by (4.51), (4.52), by trace inequalities and by the immersion of W
for any p > 2, where C depends on L, r 
where θ is given by (1 − θ)α = 3/2 (see [16] 
where C depends on L, r 2 0 /T, E only. Let P 1 ∈ Σ be such that ∂Ω∩B r0 (P 1 ) ⊂ Σ. By Theorem 4.1 and (4.55), we get
where P 2 , θ, τ are as in the above theorem, C ≥ 1 depends on L, r 2 0 /T, t 1 , E only and t is the point in (4.45). Now, let σ be an arc inṼ r joining x with P 2 (since θr 0 > r, the point P 2 ∈Ṽ r ). Let us define {x i }, i = 1, 2, ..., s, as follows: , where C depends on r
With a suitable choice of r = r(ε), by standard arguments we get the thesis.
Proof of Proposition 3.2. By the use of the divergence theorem over the Lipschitz domains Ω 1 and G and the same arguments based on the application of the Gronwall inequality developed in Proposition 3.1, we have that
where C > 0 is a constant depending on the a priori data only. Moreover we observe that ∂(
where C 1 is a constant depending on the a-priori data only. By the same argument of Proposition 3.1 and using the same notations we get
where C 2 is a constant depending on the a priori data only. In order to control the maximum of w,w and their gradients we argue as in Proposition 5.4 of [7] . We carry out our analysis for the term ∇w, the other cases being analogous. Let P 1 ∈ A be such that ∂Ω ∩ B r0 (P 1 ) ⊂ A and let P 2 = P 1 −θr 0 ν with 0 <θ < 1 4 and where ν denotes the outer unit normal to Ω 1 at P 1 . Now by Theorem 4.1 arguing as in (4.56), we may infer
whereC > 0, 0 < γ < 1 are constants depending on the a-priori data and onθ only.
Given z ∈ R n , ξ ∈ R n , |ξ| = 1, θ > 0, r > 0, we shall denote by
the intersection of the ball B r (z) and the open cone having vertex z, axis in the direction ξ and width 2θ. Since ∂G is of Lipschitz class with constant r 0 , L for any z ∈ ∂G there exists ξ ∈ R n , |ξ| = 1, such that C(z, ξ, θ, r 0 ) ⊂ G, where
. Now dealing as in Proposition 5.4. [7] , we combine the inequality (4.59) with an iterated use of the two-sphere and one-cylinder inequality (Theorem 3.6) within the cone C(x, ξ, θ, r 0 ) obtaining the following estimate
where 0 <τ < 1, 0 < β 1 < 1, 0 < χ < 1, a 1 > 0 are positive constants depending on the a-priori data only and where x k(r) is a point lying on the axis ξ of the cone C(x, ξ, θ, r 0 ) at a distance χ k(r)−1 · d 1 + ρ k(r) fromx with 0 < r < d 1 . By the interpolation inequality (4.50) stated in Proposition 3.1 and the definition of ρ k(r) we have that (4.61) leads to
where C > 0, 0 < β 2 < 1, 0 < β 3 < 1 are constants depending on the a-priori data only. We consider the point x r =x + rξ. We have that x r ∈ B ρ k(r) (x k(r) ). From (4.62) and from the C 1,α regularity of w we have that
where C > 0 depends on the a-priori data only. Minimizing with respect to r we obtain the desired estimate.
Let us consider now the proofs of Propositions 3.3 and 3.4. For this purpose we need a Harnack inequality, its version at the boundary and a technical lemma (see Lemma 4.3 below).
The first tool can be found in [18] . We state a Harnack inequality at the boundary, postponing its proof to the next Section 5. Let us remark here that the thesis holds true weakening the regularity assumptions on the boundary (C 0,1 instead of C 1,α ), on γ and considering operators of more general form such as div(a(x, t)∇u) − u t , where a is bounded and satisfies a uniformly ellipticity condition.
Proposition 4.2 (Harnack inequality at the boundary). Let
, where Γ is an open portion compactly contained in ∂Ω. Assume T 1 < t 1 < t 2 < t 3 < t 4 ≤ T 2 . Then for ρ < ρ 0 there exists a positive constant C depending on ρ 0 , ρ, t 1 , t 2 , t 3 , t 4 such that
In order to state next result, let us introduce the following notation. We shall denote by b 0 , b 1 two positive constants such that
(by (3.16) we can take b 0 = c 0 Φ 1 , whereas the existence of b 1 is guaranteed by (2.3d) and (2.5)).
Lemma 4.3. Let the hypothesis of Theorem 2.3 be satisfied. We have that
where C 0 > 0 is a constant depending on the a-priori data only.
Proof. For a sake of brevity, we shall denote along the proof h = u 2 ∂ ν λ. By the weak formulation of problem (3.12) we obtain that
By the Hölder inequality, we get
We recall the following trace inequality (see [15] )
where C > 0 is a constant depending on r 0 and L only. Raising to the square the latter and integrating over the interval [t 1 , t] we have that
Plugging the above estimate in the right hand side of (4.67) and using the Young inequality we get
Moreover, by the Gronwall inequality we infer that u(x, t).
By maximum principle (
Let us consider separately the three pieces of the boundary. 
First we fix y 0 ∈ A and y 1 = y 0 − r0 2 ν(y 0 ). Without loss of generality, assume t 0 > t 1 . We divide the interval andt 0 = t 0 . We shall quantify N later on. By Harnack inequality at the boundary (Proposition 4.2) we have (4.71) inf
where ρ is such that ρ ≤ 4r 0 . There exists
u(x,t 1 ).
We denote be σ a continuous path joining y 1 and x 1 and define x i , i = 1, . . . , N , as follows x i+1 = σ(s i ), where s i = max{s : |σ(s)−x i | = ρ/8} if |y 1 −x i | > ρ/8, otherwise i = N and stop the process. Trivially
By Harnack inequality in the interior [18] we have inf
u(x,t 2 ).
Then sup
Summarizing we get (4.72) sup
where C depends on t 0 , t 1 . Iterating this process along a chain of balls
, we obtain the estimate (4.73) sup
By Taylor formula, recalling that u > 0 and by (2.5), (2.3g), we have that
1/α , we get the thesis.
iii) (x 0 , t 0 ) ∈ Ω × {t 1 }. This case can be treated similarly as ii).
Proof of Proposition 3.4. In the sequel we shall maintain the notation h = u 2 ∂ ν λ. After straightforward computation we observe that
from this identity and by (2.5) we get
where C 0 has been introduced in (2.5). Now, by integrating the trace estimate (4.68) over the time interval [t 1 , T ] and by (4.65) we get
At this stage we use the above inequality to control the right hand side of (4.74) obtaining the following
. Recalling that for every c ∈ R we have
At this point we claim that for any ρ > 0 and for any x 0 ∈ Ω ρ it holds
where C > 0 is a constant depending on the a-priori data and on ρ only. Our claim, now, follows by standard arguments based on Theorem 3.6 and the corresponding version in the interior (see [22, Proposition 4.1.3] ).
Proof of Proposition 4.2 (Harnack Inequality at the Boundary)
The proof of Proposition 4.2 can be obtained as in [18] , where the result relies on two Lemmas labeled as Lemma 1 and Lemma 2. For the sake of completeness, we state and sketch the proof of them in the present situation in the two following lemmas. For r > 0, we shall denote by S(r) the cylinder |t| < r 2 , |x| < r, by S − (r) the cylinder 0 < −t < r 2 , |x| < r and by S + (r) the cylinder 0 < t < r 2 , |x| < r. We denote also B + r = B r ∩ {x n > 0}.
Lemma 5.1. Let u(x, t) > 0 be a solution of the problem
for every x ∈ B + 2 , ξ ∈ R n and |γ 0 (x, t)| ≤ γ 0 . Let
Proof. Let Φ(x, t) be a test function such that
By (5.77), integrating over B + 1 ×(t 1 , t 2 ), t 1 , t 2 ∈ (−1, 1), and taking into account the Robin condition, we get γ 0 (x, t)uΦ,
Multiplying for p 4 and adding to both sides the term
The term |{(x, t) ∈ S + (1) : log u < −s + a}| + |{(x, t) ∈ S − (1) : log u > s + a}| ≤ C 5 s ,
for every s > 0, where C 5 depends on λ, Λ, n, γ 0 , and a depends on u.
Proof. We consider the function v = − log u that solves the problem (5.85) v t − div(σ∇v) = −∇v · σ∇v, x ∈ B + 2 , |t| < 1, σ∇v · ν = γ 0 , |x| < 2, x n = 0, |t| < 1.
Let ψ 2 (x) be a test function independent on t and such that ψ(x) ≥ 0, ψ(x) = 0 for |x| = 2, x n > 0. By 
