In this paper, we investigate the following fractional Choquard type equation:
Introduction and main results
In this paper, we consider the following problem where Ω is a bounded domain in R N with Lipschitz boundary, 1 < p < ∞, 0 < s < 1, N > sp, 0 ≤ α ≤ sp, p ≤ q ≤ p * α , p ≤ 2q ≤ 2p * µ,s , and (−∆) Recent years, problems involving fractional Laplacian and Choquard equations have been investigated which may be found in [1-6, 8, 10, 13, 14, 16-19, 23-27, 29] and references therein. In where p ≤ q < N p N −ps , and established the existence of positive and sign-changing least energy solutions for problem (1.2) by finding the minimizer of the corresponding energy functional on positive Nehari and sign-changing Nehari sets. Yang [30] studied the existence of problem (1.2) when q = p and obtained the multiplicity and bifurcation results by cohomological index and pseudo-index. Chen [7] established the existence of positive solutions to the fractional p-Kirchhoff type problem with a generalized Choquard nonlinearity and a critical Hardy-Sobolev term. In this paper, we shall be interested in the study of Mountain-pass solutions and least energy sign-changing solutions to (1.1) and extend the results in [9] to Choquard type. Now we introduce a variational setting for problem (1.1). Let
be the Gagliardo seminorm of the measurable function u : R N → R, and let
be the fractional Sobolev space endowed with the norm
where |·| p is the norm in L p (R N ) (see Di Nezza et al. [21] for details). We work in the closed linear subspace W s,p
N −ps is the fractional critical Hardy-Sobolev exponent, which arises from the general fractional Hardy-Sobolev inequality
The latter is the scale invariant inequality and as such is critical for the embedding
in the sense that the latter is continuous for any r ∈ [1, p * α ] but (as long as 0 ∈ Ω, as we are assuming) is compact if and only if r < p * α , and we can set
To the Choquard term, we have the following Lemma:
[15, Theorem 4.3] Assume 1 < r, t < ∞ and 0 < µ < N with
, there exists C(N, µ, r, t) > 0 such that
By the Hardy-Littlewood-Sobolev inequality, there exists C(N, µ, s, p) > 0 such that
Hence, by the Sobolev embedding,
Clearly, S H,L > 0. Define
So any solution of (1.1) is a critical point of the energy functional
is both a strong-to-strong and weak-to-weak continuous operator. Now we can state our results as follows.
problem (1.1) has a sign-changing solution. Theorem 1.3. Suppose that 0 < µ < N , 0 ≤ α < sp, r < p < p * α , p < 2q = 2p * µ,s , γ > 0. Then there exists λ * > 0 such that problem (1.1) has a positive solution of minimal energy for all λ ≥ λ * .
Theorem 1.4. Suppose that 0 < µ < N , α = sp, r = p, γ > 0, 0 < λ < S sp,p , problem (1.1) has a positive solution if p < 2q < 2p
Preliminary Results
Lemma 2.1.
Proof. Apply the Hölder inequality on the last two terms of
we get
The assumption J ′ (u), u ≤ 0 forces the parenthesis above to be non-positive, which provides the claimed lower bound.
We can obtain
and the boundness of
Then by Sobolev inequality, (2.4) and (2.7), we have
Thus, {u k } is bounded and passing if necessary to a subsequence such that
also [11, Lemma 2.3] gives
On the other hand, for 1 ≤ r < p * µ ,
µ,s and r < p * α , by the boundedness of {u k }, (2.8), (2.9) and (2.10), we can get
which shows convergence. If α = sp, r = p and q < p * µ,s , we can obtain Now it suffices to analyze the case p < 2q = 2p * µ,s , p < r < p * α . It is clear that J ′ (u) = 0 and from J ′ (u), u = 0, we have that
Then we get
For p < r < p * α and c < (
. By virtue of (2.14),
From (2.12) and (2.13) we have
Using this and (1.3), we have
for some ω 1 > 0, giving the claim. 
Positive solution
Existence of a nontrivial solution follows from the standard Mountain pass approach. Let
J(γ(t)).
We have the following Theorem: Theorem 3.1. Problem (1.1) has a nontrivial solution u which satisfies J(u) = c 1 if one of the following conditions holds.
Proof. From max{2q, r} > p, we can obtain that for any given u ∈ W s,p 0 (Ω), J(tu) → −∞ for t → +∞. From Lemma 2.1, we can get that
Under the assumption (3.1), (3.2) or (3.3), we can imply that
for sufficiently small ̺ > 0. Therefore c 1 > 0 and to apply the Mountain pass theorem it only needs to show that J satisfies the (P S) c1 condition. By Lemma 2.2 this is certainly true for case (i) and case (ii). Now, it suffices to consider the case (iii),
if λ > 0 is sufficiently large.
Now define the Nehari manifold associated to J as
with subsets
Let u + =max{0, u} and u − =min{u, 0}. 
with strict inequality as long as u is sign-changing. Proof. The existence of a critical point at level c 1 is obtained in Theorem 3.1 , so it only remains to show that ω ∈ N + and (3.6). Fix u = 0 and define the function
It is clear that ψ(0) = 0, lim s→+∞ ψ(s) = −∞, ψ is concave.
Moreover, from the assumption max{2q, r} > p, ψ is strictly concave. Therefore ψ has a unique maximum s u , which is positive due to
all of which are strictly positive. Then
, has a unique positive maximum t u ,
Hence, given u ∈ N , J(u) = sup t≥0 J(tu), it implies
In addition, the critical point ω at level c 1 certainly lies in N , then we can get that
Now it remains to show that inf
i.e. that the ground state ω solving J(ω) = c 1 can be chosen nonegative. Clearly the inequality ≤ above suffices. Since J is even and ω = 0, we may suppose without loss of generality that ω + = 0. By (3.5), we have
Finally, observe that ω − = 0 implies that inequality in the second line of the previous chain is strict, therefore the mountain pass solution must be of constant sign.
Sign-changing solution
Clearly, any sign-changing solution to (1.1) belongs to N sc . First we show that N sc is nonempty. This is the content of the following lemma.
Lemma 4.1. Let u ∈ W s,p 0 (Ω) be such that u ± = 0 and parameters satisfy one of the following conditions:
Then the maximum sup
is attained at a unique (t 1 ,t 2 ) ∈ R 2 + . Moreover, (t 1 ,t 2 ) is a global maximum point if and only if
4)
and
where
Since max{q, r} > p and u ± = 0, we can get that
so that a maximum exists. Since u − ≤ 0, analyzing the mixed integral term shows that the maximum must be attained on t 1 , t 2 ≥ 0 (or on t 1 , t 2 ≤ 0), which we will suppose henceforth. Now consider the function
since min{q, r} ≥ p, moreover for any a, b ≥ 0, the function
is also concave, Therefore ψ is strictly concave in R 2 + . A direct computation shows that for (s 1 , s 2 ) = (0, 0)
In both cases the derivatives are strictly positive due to (4.2) or (4.3), hence the maximum of ψ is attained in the interior of R 2 + and ψ has its (unique) maximum at (s 1 ,s 2 ) if and only if ∇ψ(s 1 ,s 2 ) = (0, 0), which corresponds to the unique maximun for J(
Explicitly computing ∇ψ(s 1 ,s 2 ) = 0 through (4.6) gives conditions (4.4). To prove (4.5), it is clear that the concavity of ψ is equivalent to
Let ξ = (1, 1) and η = (s 1 , 1) or η = (1,s 2 ), where (s 1 ,s 2 ) is the maximum point for ψ, we obtain ∂ψ ∂s 1 (1, 1)(
Use (4.6) in these relations, we can get (4.5), sinces 1 − 1 ands 1 1/p − 1 have the same sign. 
has a solution v which is a sign-changing critical point for J.
Proof. We only give the proof for case (i). In fact, the second equality in (4.7) follows from Lemma 4.1. Since N sc ⊆ N we can infer c 2 ≥ c 1 > 0. Since
0 (Ω), Lemma 2.1 provides δ 0 depending only on the parameters such that
Pick a minimizing sequence {v n } ⊆ N sc . Since J ′ (v n ), v n = 0 and J(v n ) → c 2 , Remark 2.3 ensures that {v n } is bounded and up to subsequences converges weakly in W s,p 0 (Ω) and strongly in L r (Ω,
and since J ′ (v n ), v ± n = 0 for all n ∈ N, we deduce from (3.5) and (4.8)
Now we claim that v ∈ N sc , i.e.
The functional u → (−∆) s p u, u ± is weakly sequentially lower semicontinuous by Fatou's lemma, since it can be represented as a nonnegative integral of the form f (x, y, u(x), u(y)). Therefore, u → J ′ (u), u ± is wealy sequentially lower semicontinuous, and since (4.10) holds for any v n , we deduce 
Φ(v) =t
which is a contradiction and (4.10) holds. This in turn implies that v ∈ N and v n → v strong in W
and therefore J(v n ) → J(v) = c 2 , proving that v solves problem (4.7). Next we prove that v is a critical point for J. Suppose by contradiction that J ′ (v) = 0, then there exits ϕ ∈ W 1) , ε ′ ) and for any δ > 0, (t 1 , t 2 ) ∈ B, define u = u(δ, t 1 , t 2 ) = t 1 v + + t 2 v − + δϕ, (which is continuous in δ, t 1 , t 2 ), noting that for sufficiently small δ, u ± = 0. Now consider the field
From (4.12), inf ∂B |G δ | > 0 for δ = 0, and therefore the same holds for any sufficiently small δ > 0 by continuity. Clearly δ → G δ is a homotopy, and G 0 (1, 1) = (0, 0). By elementary degree theory, the equation G δ (t 1 , t 2 ) = (0, 0) has a solution ( t 1 , t 2 ) ∈ B for some small δ ∈]0, δ 0 /2[. If v = t 1 v + + t 2 v − + δϕ, this amounts tov ∈ N sc . Since it holds,
11) applied to the integral provides
Since v ∈ N sc , Theorem 4.1 gives J( t 1 v + + t 2 v − ) ≤ J(v), which, inserted into the previous inequality, contradicts the minimality of J(v). 
