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For the Dirac operator with spherically symmetric potential V : ð0;1Þ ! R we
investigate the problem of whether the boundary points of the essential spectrum are
accumulation points of discrete eigenvalues or not. Our main result shows that the
accumulation of such eigenvalues is essentially determined by the asymptotic
behaviour of V at 0 and1: We obtain this result by using a Levinson-type theorem
for asymptotically diagonal systems depending on some parameter, a comparison
theorem for the principal solutions of singular Dirac systems, and some criteria on
the eigenvalue accumulation (respectively, non-accumulation) of l-nonlinear singular
Sturm–Liouville problems. # 2002 Elsevier Science (USA)1. INTRODUCTION
In this paper we study the Dirac operator
H ¼ i a  r þ bþ V
in L2ðR3Þ4 with a spherically symmetric potential V : Here the units are
chosen such that _ ¼ m ¼ c ¼ 1; where m is the mass of the particle and c is
the velocity of light. Under some assumptions on V ; the Dirac operator H is
self-adjoint on the first-order Sobolev space H1ðR3Þ4; and the essential
spectrum of H coincides with the essential spectrum of the free Dirac
operator H0 ¼ i a  r þ b (see [11]),
sessðH Þ ¼ sessðH0Þ ¼ R\ð1; 1Þ:urrent address: Department of Mathematics and Computer Science, University of Leicester,
niversity Road, Leicester LE1 7RH, United Kingdom.
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SCHMID AND TRETTER512Since V is spherically symmetric, H can be decomposed into a direct sum
of radial Dirac operators Hk of the form
HkyðxÞ ¼ Jy0ðxÞ þ
1þ V ðxÞ kx
k
x 1þ V ðxÞ
 !
yðxÞ; J ¼
0 1
1 0
 !
;
which have the same essential spectrum as H :
Our aim is to find criteria for the potential V which allow us to decide
whether the endpoints 1 and 1 of the gap ð1; 1Þ in the essential spectrum
of Hk are accumulation points of eigenvalues. We will show that, e.g., 1 is an
accumulation point of discrete eigenvalues of Hk if and only if the
differential equation
x2ku0ðxÞ
2 V ðxÞ
 0
x2kV ðxÞuðxÞ ¼ 0; x 2 ð0;1Þ;
is oscillatory at 1: It then follows by Sturm’s Comparison Theorem that
accumulation or non-accumulation occurs if
lim sup
x!1
x2V ðxÞ5
1
8
ð2kþ 1Þ2 or lim inf
x!1
x2V ðxÞ > 
1
8
ð2kþ 1Þ2 ;
respectively; i.e., 18 ð2kþ 1Þ
2 is the critical value for the so-called coupling
constant.
An analogous result has been established by Griesemer and Lutgen in [3],
but under much stronger assumptions on the potential V requiring, e.g., that
V is continuously differentiable and bounded at 0; whereas in the present
paper it is only assumed that the potential V is locally essentially bounded
and that V ‘‘behaves like’’ a Coulomb potential rx; 04jrj5
1
2
ﬃﬃﬃ
3
p
; in a
neighborhood of 0:
In order to derive this criterion, we establish results for two different
problems which are of independent interest.
First, in Section 3, we study singular Dirac systems
Jy 0ðxÞ þ Qðx; lÞyðxÞ ¼ 0; x 2 O;
on an interval O ¼ ða; b which depend on the parameter l varying in some
interval L R with
Qðx; lÞ ¼ rðxÞAþ Bðx; lÞ; ðx; lÞ 2 O L:
Here r is locally integrable, A is a hermitian 2 2 matrix, and B is an
integrable function with values in the hermitian 2 2 matrices satisfying
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possesses a fundamental matrix of a special form depending continuously
both on x and on l; which allows us to select the principal solutions. To
show this, we develop a Levinson-type theorem for asymptotically diagonal
systems of first-order differential equations depending on a parameter in
Section 2.
Second, in Section 4, we consider singular Sturm–Liouville problems
ðpðx; lÞu0ðxÞÞ0  qðx; lÞuðxÞ ¼ 0; x 2 I ;
aðlÞuðaÞ þ bðlÞvðaÞ ¼ 0;
on an interval I ¼ ½a; bÞ which depend nonlinearly on a parameter l 2 L ¼
½o; nÞ: Here the coefficients p and q are real-valued functions on I  L;
p > 0; such that pð; lÞ1; qð; lÞ are locally integrable on I for all l 2 L and
some additional conditions are satisfied. For these problems we derive
theorems about the accumulation and non-accumulation of eigenvalues at
the right endpoint n of L; and in the latter case we give an estimate for the
number of eigenvalues in L: As a result, if the above problem satisfies
certain monotonicity conditions (with regard to the coefficients of the
differential equation and of the boundary conditions), then n is a point of
accumulation of eigenvalues if and only if the limit equation for l ¼ n is
oscillatory.
The results of Section 4 should be compared with analogous statements
proved by Lutgen in [5] by using ‘‘locally’’ a technique inspired by the earlier
work [6] which goes back to ideas of Glazman for the l-linear case. The
main difference to [5] is that we do not require the coefficients p and q to be
continuous, and our monotonicity assumptions for the theorem about non-
accumulation of eigenvalues are weaker.
When considering the radial Dirac operators Hk; the result of Section 3
enables us to select a solution y1 of Hky ¼ ly which is square-integrable on
ð0; a for some positive a: By means of the transformation
yðxÞ ¼
xkvðxÞ
xkuðxÞ
 !
; x 2 ½a;1Þ;
we arrive at a Sturm–Liouville differential equation for u of the form
mentioned above, and the corresponding boundary condition is induced by
an interface condition matching y1 and y at the point a: Now the results of
Section 4 can be applied and yield the desired criterion for the accumulation
of eigenvalues for Hk:
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ON A PARAMETER
In this section we consider asymptotically diagonal n n systems of first-
order differential equations
y0ðxÞ ¼ ðDðxÞ þ Cðx; lÞÞyðxÞ; x 2 O; ð1Þ
on an interval O ¼ ½a; bÞ; 15a5b41; which depend on a parameter l
varying in some interval L R: We assume that D 2 L1locðO;MnðCÞÞ is a
diagonal matrix-valued function,
DðxÞ ¼ diagða1ðxÞ; . . . ; anðxÞÞ; x 2 O;
and that the functions Cð; lÞ 2 L1ðO;MnðCÞÞ satisfyZ
O
jCðt;mÞ  Cðt; lÞj dt ! 0; m! l;
for all l 2 L: Here MnðCÞ denotes the space of all complex n n matrices,
and j  j the maximum norm in MnðCÞ: Moreover, with
Ki;jðs; tÞ :¼
Z t
s
ReðaiðxÞ  ajðxÞÞ dx; a4s5t5b; ð2Þ
for i; j 2 f1; . . . ; ng; we assume that D satisfies the following dichotomy
condition:
(D) There exists a constant r > 0 such that for all i; j 2 f1; . . . ; ng ði=jÞ
either of the two inequalities Ki;jðs; tÞ5 r or Ki;jðs; tÞ4r holds for all s4t
in O:
For a fixed l 2 L; a function y: O! Cn is called a solution of (1), if
(every component of) y is absolutely continuous and (1) holds almost
everywhere (a.e.) in O: Further, a fundamental matrix of (1) is a function
Y : O!MnðCÞ with the property that every solution y of this system can be
expressed as yðxÞ ¼ Y ðxÞc; x 2 O; with some vector c 2 Cn: By the Levinson
Theorem (see [2, Theorem 1.3.1]), for every l 2 L there exists a fundamental
matrix Y ð; lÞ of (1) which has the form
Y ðx; lÞ ¼ H ðx; lÞ eDðxÞ; x 2 O:
Here
DðxÞ :¼ diagðb1ðxÞ; . . . ; bnðxÞÞ
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biðxÞ :¼ gi þ
Z x
a
aiðtÞ dt; x 2 O;
with some constants gi 2 C; i 2 f1; . . . ; ng; and H ð; lÞ 2 ACðO;MnðCÞÞ
satisfies limx!b H ðx; lÞ ¼ I ; where ACðO;MnðCÞÞ denotes the class of
matrix-valued functions which are absolutely continuous on O: In the
following we prove that there even exist fundamental matrices of (1) with
the additional property that H (and hence Y ) is continuous on O L:
Theorem 2.1. The system (1) has a fundamental matrix
Y ðx; lÞ ¼ H ðx; lÞ eDðxÞ; x 2 O;
where H ð; lÞ 2 ACðO;MnðCÞÞ; limx!b H ðx; lÞ ¼ I ; and
max
x2O
jH ðx; mÞ  H ðx; lÞj ! 0; m! l;
holds for all l 2 L:
Proof. We begin with some notations and preparations which will be
useful in this proof. First, let
fi;jðxÞ :¼ expðbiðxÞ  bjðxÞÞ; x 2 O; i; j 2 f1; . . . ; ng:
If we fix an index j 2 f1; . . . ; ng; then the hypothesis (D) implies that for each
i 2 f1; . . . ; ng exactly one of the following conditions holds (compare
[2, Section 1.3]):
(a) Ki;jðs; tÞ5 s for a4s4t5b; or
(b) Ki;jðs; tÞ4s for a4s4t5b and Ki;jða; tÞ ! 1 as t ! b;
where s > 0 is a constant which may be different from r: Hence, we can
divide the integers i 2 f1; . . . ; ng into two classes according to whether (a) or
(b) holds. If i 2 f1; . . . ; ng satisfies (a), then
fi;jðxÞ
fi;jðtÞ

 ¼ eKi;jðx;tÞ4es; a4x4t5b; ð3Þ
and if i 2 f1; . . . ; ng satisfies (b), then
fi;jðxÞ
fi;jðtÞ

 ¼ eKi;jðt;xÞ4es; a4t4x5b: ð4Þ
SCHMID AND TRETTER516Moreover, in the case of (b) we have
jfi;jðxÞj ¼ expðReðgi  gjÞ þ Ki;jða; xÞÞ ! 0; x! b: ð5Þ
Further, let Pj; Qj be the projection matrices
Pj :¼ diagðc1;j; . . . ;cn;jÞ; Qj :¼ I  Pj;
where ci;j :¼ 1 in the case of (b) and ci;j :¼ 0 otherwise. Now, if
we define
FjðxÞ :¼ diagðf1;jðxÞ; . . . ;fn;jðxÞÞ; x 2 O;
then ebjðxÞFjðxÞ ¼ FðxÞ :¼ eDðxÞ for all x 2 O; and from (5) it follows that
FjðxÞPj ! 0 as x! b: In addition, the estimates (3) and (4) imply that
jFjðxÞPjFjðtÞ
1j4es; a4t4x5b; ð6Þ
jFjðxÞQjFjðtÞ
1j4es; a4x4t5b: ð7Þ
Moving on to the main part of the proof, we will first verify the assertion
for all l in a compact subinterval L0 of L: In this case, there exists a point
c 2 O such that
Z b
c
jCðt; lÞj dt4
1
2
es; l 2 L0: ð8Þ
Let us fix some l 2 L0 and consider a particular j 2 f1; . . . ; ng: In [2, Section
1.4] it is proved by the method of successive approximations that the integral
equation
hðxÞ ¼ ej þ FjðxÞ
Z x
c
PjFjðtÞ
1Cðt; lÞhðtÞ dt
 FjðxÞ
Z b
x
QjFjðtÞ
1Cðt; lÞhðtÞ dt; x 2 ½c; bÞ;
has an absolutely continuous solution hjð; lÞ with limx!b hjðx; lÞ ¼ ej; where
ej denotes the jth unit vector in C
n: If we define
yjðx; lÞ :¼ ebjðxÞhjðx; lÞ; x 2 ½c; bÞ;
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integral equation
yjðx; lÞ ¼FðxÞej þ FðxÞ
Z x
c
PjFðtÞ
1Cðt; lÞyjðt; lÞ dt
 FðxÞ
Z b
x
QjFðtÞ
1Cðt; lÞyjðt; lÞ dt; x 2 ½c; bÞ:
Since F0ðxÞ ¼ DðxÞFðxÞ and Pj þ Qj ¼ I ; we obtain
y0jðx; lÞ ¼DðxÞFðxÞej þ DðxÞFðxÞ
Z x
c
PjFðtÞ
1Cðt; lÞyjðt; lÞ dt
þ FðxÞPjFðxÞ
1Cðx; lÞyjðx; lÞ
 DðxÞFðxÞ
Z b
x
QjFðtÞ
1Cðt; lÞyjðt; lÞ dt
þ FðxÞQjFðxÞ
1Cðx; lÞyjðx; lÞ
¼ ðDðxÞ þ Cðx; lÞÞyjðx; lÞ; x 2 ½c; bÞ:
Summarizing, the functions yjð; lÞ; j 2 f1; . . . ; ng; are solutions of the
differential equation (1) on the interval ½c; bÞ for all l 2 L0: If we set
H ðx; lÞ :¼ ðh1ðx; lÞ; . . . ; hnðx; lÞÞ; ðx; lÞ 2 ½c; bÞ  L0;
then H ð; lÞ 2 ACð½c; bÞ;MnðCÞÞ and limx!b H ðx; lÞ ¼ I for all l 2 L0: In
particular, a Neumann-series argument shows that for every l 2 L0 there
exists a point xðlÞ 2 ½c; bÞ such that H ðxðlÞ; lÞ is invertible. Now, if we define
Y ðx; lÞ :¼ ðy1ðx; lÞ; . . . ; ynðx; lÞÞ; ðx; lÞ 2 ½c; bÞ  L0;
then Y ð; lÞ is a solution of the matrix differential equation
Y 0ðx; lÞ ¼ ðDðxÞ þ Cðx; lÞÞY ðx; lÞ; x 2 ½c; bÞ; ð9Þ
which has the form Y ðx; lÞ ¼ H ðx; lÞ eDðxÞ: Moreover, since Y ðxðlÞ; lÞ is
invertible, Y ð; lÞ is actually a fundamental matrix of (9) for all l 2 L0:
Now we prove that H ð; lÞ depends continuously on l 2 L0; that is,
max
x2½c;bÞ
jH ðx; mÞ  H ðx; lÞj ! 0; m! l:
SCHMID AND TRETTER518Let m; l 2 L0 and j 2 f1; . . . ; ng: Further, denote by jj  jj0 the maximum
norm in the space of bounded functions f : ½c; bÞ ! Cn: From
hjðx;mÞ  hjðx; lÞ ¼FjðxÞ
Z x
c
PjFjðtÞ
1Cðt;mÞðhjðt; mÞ  hjðt; lÞÞ dt
 FjðxÞ
Z b
x
QjFjðtÞ
1Cðt;mÞðhjðt; mÞ  hjðt; lÞÞ dt
þ FjðxÞ
Z x
c
PjFjðtÞ
1ðCðt; mÞ  Cðt; lÞÞhjðt; lÞ dt
 FjðxÞ
Z b
x
QjFjðtÞ
1ðCðt; mÞ  Cðt; lÞÞhjðt; lÞ dt
and the estimates (6), (7), (8) we deduce
jhjðx;mÞ  hjðx; lÞj4 esjjhjð;mÞ  hjð; lÞjj0
Z b
c
jCðt;mj dt
þ esjjhjð; lÞjj0
Z b
c
jCðt;mÞ  Cðt; lÞj dt
4
1
2
jjhjð;mÞ  hjð; lÞjj0
þ esjjhjð; lÞjj0
Z b
c
jCðt;mÞ  Cðt; lÞj dt
for all x 2 ½c; bÞ: This yields
jjhjð;mÞ  hjð; lÞjj042 e
sjjhjð; lÞjj0
Z b
c
jCðt;mÞ  Cðt; lÞj dt
for all m; l 2 L0: Since
R b
c jCðt;mÞ  Cðt; lÞj dt ! 0 as m! l due to our basic
assumptions, we conclude that jjhjð;mÞ  hjð; lÞjj0 ! 0 for all j 2 f1; . . . ; ng;
and this implies maxx2½c;bÞ jH ðx;mÞ  H ðx; lÞj ! 0 for m! l:
In the next step we extend the fundamental matrices Y ð; lÞ to the whole
interval O: Note that the matrix function Y ðc; Þ is continuous on L0: Hence,
by the Existence and Uniqueness Theorem (see, for example, [14, Theorem
2.1]) there exist fundamental matrices Cð; lÞ of (1) on ½a; c satisfying the
initial condition Cðc; lÞ ¼ Y ðc; lÞ for all l 2 L0 and maxx2½a;c jCðx;mÞ 
Cðx; lÞj ! 0 as m! l: If we define H ð; lÞ on the interval ½a; cÞ by
H ðx; lÞ :¼ Cðx; lÞ eDðxÞ; x 2 ½a; cÞ;
then, for all l 2 L0; H ð; lÞ is an absolutely continuous function on O; and H
has the properties stated in Theorem 2.1. In addition, Y ðx; lÞ ¼ H ðx; lÞ eDðxÞ
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l in a compact subinterval L0  L:
Finally, it remains to show the assertion in the case of a non-
compact interval L R: For this purpose, we have to investigate the
problem of uniqueness of the fundamental matrices in Theorem 2.1.
Denote by GðDÞ the set of all matrices G 2MnðCÞ which satisfy the condition
limx!be
DðxÞG eDðxÞ ¼ I : Obviously, GðDÞ is a group with respect to matrix
multiplication.
Proposition 2.1. For a fixed l 2 L; let Y1ðxÞ ¼ H1ðxÞ eDðxÞ be a
fundamental matrix of (1) such that limx!b H1ðxÞ ¼ I : Then Y2ðxÞ ¼
H2ðxÞ eDðxÞ is a fundamental matrix of (1) satisfying limx!b H2ðxÞ ¼ I if and
only if there exists a matrix G 2 GðDÞ such that Y2ðxÞ ¼ Y1ðxÞG for all x 2 O:
Proof. If Y2 is such a fundamental matrix, then there exists an invertible
matrix G 2MnðCÞ with the property that Y2ðxÞ ¼ Y1ðxÞG for all x 2 O:
Hence,
lim
x!b
eDðxÞG eDðxÞ ¼ lim
x!b
H1ðxÞ
1H2ðxÞ ¼ I ;
and therefore G 2 GðDÞ: Conversely, let G 2 GðDÞ: If we define
H2ðxÞ :¼ H1ðxÞ eDðxÞG eDðxÞ; x 2 O;
then Y2ðxÞ :¼ Y1ðxÞ G ¼ H2ðxÞ eDðxÞ is a fundamental matrix of (1), and
limx!b H2ðxÞ ¼ I : ]
In order to complete the proof of Theorem 2.1, we first assume that
L ¼ ½m; nÞ with some 15m5n41: Let m ¼ m05m15m25   5n be a
sequence in L such that mk ! n as k !1: If we define Lk :¼ ½mk1;mk for all
k 2 N; then L ¼
S
k2N Lk and, by what has been shown before, there exist
fundamental matrices Ykð; lÞ of (1) having the form Ykðx; lÞ ¼ Hkðx; lÞ eDðxÞ;
x 2 O; where Hkð; lÞ 2 ACðO;MnðCÞÞ; satisfies limx!b Hkðx; lÞ ¼ I and
maxx2O jHkðx;mÞ  Hkðx; lÞj ! 0 as m! l for all l 2 Lk : Now, according to
Proposition 2.1, there exist matrices Gk 2 GðDÞ such that Ykðx;mkÞ ¼
Ykþ1ðx; mkÞ Gkþ1 holds for all x 2 O and k 2 N: In addition, let G1 :¼ I : Then
the matrix-valued function
Y ðx; lÞ :¼ Ykðx; lÞ
Yk
j¼1
Gkjþ1; ðx; lÞ 2 O Lk ;
is well-defined on O L and, for every l 2 L, is a fundamental matrix of (1)
with the required properties. Similar reasoning can be used if L ¼ ðm; n or
L ¼ ðm; nÞ: ]
SCHMID AND TRETTER520Remark 2.1. If L ¼ fl0g; then (1) is a usual system of differential
equations (without parameter dependence) and Theorem 2.1 is equivalent to
the Levinson Theorem (see [2, Theorem 1.3.1]). Moreover, if D  0;
Theorem 2.1 and Proposition 2.1 reduce to the Existence and Uniqueness
Theorem (note that GðDÞ ¼ fIg in this case). Finally, if DðxÞ ¼ 1x A0 with
some constant matrix A0 ¼ diagða1; a2Þ; Rea15Rea2, then Theorem 2.1
follows from [10, Satz 1.10].
3. SINGULAR DIRAC SYSTEMS DEPENDING ON A PARAMETER
In this section we consider 2 2 Dirac systems
Jy0ðxÞ þ Qðx; lÞyðxÞ ¼ 0; x 2 O; ð10Þ
on an interval O ¼ ða; b; 14a5b51; which depend on a parameter l
varying in some interval L R: Here the constant matrix J is defined by
J :¼
0 1
1 0
 !
:
Further, we assume that Qð; lÞ 2 L1locðO;M2ðRÞÞ for all l 2 L and that Qðx; lÞ
is hermitian for all x 2 O:
If y: O! R2 is a nontrivial solution of (10),
yðxÞ ¼
vðxÞ
uðxÞ
 !
; x 2 O;
then we can write the components of y in polar coordinates:
uðxÞ ¼ rðxÞ sinfðxÞ; vðxÞ ¼ rðxÞ cos fðxÞ; x 2 O;
with rðxÞ2 ¼ uðxÞ2 þ vðxÞ2=0 and
fðxÞ ¼
arctan uðxÞvðxÞ if vðxÞ=0;
arccot vðxÞuðxÞ if uðxÞ=0;
8<
: ð11Þ
where the branches of arctan and arccot are chosen such that f: O! R is
absolutely continuous. The function f is called the angle function of y and it
is uniquely defined up to an additive constant kp ðk 2 ZÞ:
Definition 3.1. A nontrivial solution y: O! R2 of (10) is called
principal at a if there exists a real-valued solution y0 of (10),
y0ðxÞ ¼
v0ðxÞ
u0ðxÞ
 !
; x 2 O;
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limx!a ðuðxÞ=u0ðxÞÞ ¼ 0 or v0ðxÞ=0; limx!a ðvðxÞ=v0ðxÞÞ ¼ 0 holds in a
neighborhood of a:
Remark 3.1. The concept of principal solutions was first introduced
for Sturm–Liouville equations (see the Appendix) and generalized by
Hartman and Reid for systems (10) which are identically normal on O
(compare with [9, Chap. V, Sec. 9]). Extensions of this concept for general
systems (10) are the notions of principal and coprincipal solutions due to
Ahlbrandt (see [1]): a nontrivial solution y: O! R2 of (10) is said to be
principal at a if y0 in Definition 3.1 satisfies limx!a ðvðxÞ=v0ðxÞÞ ¼ 0; while it
is called coprincipal at a if limx!a ðuðxÞ=u0ðxÞÞ ¼ 0 (both definitions are
equivalent under certain assumptions on Q; especially for identically normal
systems). In the present paper we will not distinguish between principal and
coprincipal solutions.
In the following we present a continuity property and a comparison
theorem for the principal solutions of (10) in the case that the coefficient
matrix Qðx; lÞ has a special form. We suppose that
Qðx; lÞ ¼ rðxÞAþ Bðx; lÞ; ðx; lÞ 2 O L; ð12Þ
where r: O! R is a locally integrable function satisfying
lim
x!a
Z b
x
rðtÞ dt ¼ 1;
Z
O0
rðtÞ dt4r0
on any subinterval O0  O with some constant r0 > 0: Furthermore, we
assume that A 2M2ðRÞ is a hermitian matrix with det A50 and that
Bð; lÞ: O!M2ðRÞ are integrable functions with the property that Bðx; lÞ is
hermitian for all x 2 O and
Z
O
jBðt;mÞ  Bðt; lÞj dt ! 0; m! l; ð13Þ
holds for all l 2 L:
We begin with some notations in order to specify the fundamental
solutions of (10). Let a :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det A
p
> 0: Then a and a are the eigenvalues
of JA: Hence, we can find an invertible matrix T 2M2ðRÞ;
T ¼
t11 t12
t21 t22
 !
;
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sðxÞ :¼ s
Z b
x
rðtÞ dt; x 2 O;
with some constant s 2 R:
Theorem 3.1. The system (10) has a fundamental matrix of the form
Y ðx; lÞ ¼ H ðx; lÞ diagðeasðxÞ; easðxÞÞ; x 2 O;
where H : O L!M2ðRÞ is a continuous function which satisfies the
condition limx!a H ðx; lÞ ¼ T for all l 2 L:
Proof. By the transformation yðx; lÞ ¼ Tzðx; lÞ; the system (10) is
equivalent to the asymptotically diagonal system
z0ðx; lÞ ¼ ðDðxÞ þ Cðx; lÞÞzðx; lÞ; x 2 On; ð14Þ
where On :¼ ½b;aÞ and
DðxÞ :¼ diagða rðxÞ;arðxÞÞ; Cðx; lÞ :¼ T1JBðx; lÞT :
Obviously, D: On !M2ðRÞ satisfies the dichotomy condition (D) with r ¼
2ar0; and from (13) it follows thatZ
On
jCðt; mÞ  Cðt; lÞj dt ! 0; m! l;
for all l 2 L: Hence, we can apply Theorem 2.1 which implies that for every
l 2 L there exists a fundamental matrix
Zðx; lÞ ¼ Gðx; lÞ diagðeasðxÞ; easðxÞÞ; x 2 On;
of (14), where Gð; lÞ: On !M2ðCÞ are absolutely continuous functions
satisfying limx!a Gðx; lÞ ¼ I and
lim
x2On
jGðx;mÞ  Gðx; lÞj ! 0; m! l;
for all l 2 L: If we define
H ðx; lÞ :¼
1
2
T ðGðx; lÞ þ Gðx; lÞÞ; ðx; lÞ 2 O L;
then Y ðx; lÞ ¼ H ðx; lÞ diagðeasðxÞ; easðxÞÞ is a fundamental matrix of (10) and
H has the required properties. ]
SINGULAR l-NONLINEAR BOUNDARY PROBLEMS 523Now, we consider the linearly independent solutions
y1ðx; lÞ ¼ easðxÞh1ðx; lÞ; y2ðx; lÞ ¼ easðxÞh2ðx; lÞ ð15Þ
of (10) where hiðx; lÞ :¼ H ðx; lÞei; i 2 f1; 2g: The next result follows
immediately from the above theorem and from sðxÞ ! 1 as x! a:
Corollary 3.1. The function y1 is continuous on O L; and y1ð; lÞ is a
principal solution of (10) at a for every l 2 L: Moreover, for a fixed l 2 L; a
solution y of (10) is principal at a if and only if y ¼ g y1ð; lÞ with some
constant g 2 R\f0g:
We can also characterize principal solutions of (10) by the asymptotic
behaviour of the angle functions at the boundary point a: In the proposition
below, let
c1 :¼
arctan t21t11 if t11=0;
arccot t11t21 if t21=0;
(
c2 :¼
arctan t22t12 if t12=0;
arccot t12t22 if t22=0;
(
and ci 2 ½
p
2
; p
2
Þ; i 2 f1; 2g: Note that c1=c2 since T is invertible.
Proposition 3.1. If, for a fixed l 2 L; y is a nontrivial solution of (10)
and f is an angle function of y; then limx!a fðxÞ ¼: c exists. Moreover, c 
c1 mod p if and only if y is principal at a:
Proof. For a fixed l 2 L; let
H ðx; lÞ ¼:
h11ðx; lÞ h12ðx; lÞ
h21ðx; lÞ h22ðx; lÞ
 !
; x 2 O;
and let y: O! R2 be a nontrivial solution of (10),
yðxÞ ¼
vðxÞ
uðxÞ
 !
; x 2 O:
Then there exist constants c1; c2 2 R; jc1j þ jc2j > 0; such that yðxÞ ¼
c1y1ðx; lÞ þ c2y2ðx; lÞ for all x 2 O: If c2 ¼ 0; then limx!a H ðx; lÞ ¼ T
and (11) readily implies that limx!a fðxÞ ¼ c1 þ kp with some k 2 Z: Now,
let c2=0: If t12=0; then vðxÞ=0 in a neighborhood V of a; and we have
uðxÞ
vðxÞ
¼
c1
c2
h21ðx; lÞe2asðxÞ þ h22ðx; lÞ
c1
c2
h11ðx; lÞe2asðxÞ þ h12ðx; lÞ
; x 2 V:
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that limx!a uðxÞ=vðxÞ ¼ ðt22=t12Þ: Similarly, we get limx!a ðvðxÞ=uðxÞÞ ¼
t12=t22 if t22=0: Therefore, limx!a fðxÞ ¼ c2 þ kp with some k 2 Z: By
Corollary 2.1, this completes the proof. ]
The following result is a comparison theorem (with respect to the
parameter l) for the principal solutions of (10).
Theorem 3.2. Suppose that Q has the form (12) and that Bð; l1Þ5Bð; l2Þ
holds a.e. in O for all l15l2 in L: Moreover, let y1ð; lÞ be the principal
solutions of (10) specified in (15),
y1ðx; lÞ ¼
v1ðx; lÞ
u1ðx; lÞ
 !
; ðx; lÞ 2 I  L:
Finally, let x 2 O; and assume that u1ðx; l0Þ=0 for some l0 2 L: Then there
exists a neigborhood L0 of l0 such that u1ðx; lÞ=0 for all l 2 L0; and the
function
l/
v1ðx; lÞ
u1ðx; lÞ
is decreasing on L0:
Proof. Let ðx; l0Þ 2 O L be fixed as above. Since u1ðx; l0Þ=0 and
u1ðx; Þ is continuous on L; there exists a neighborhood L0  L of l0 such
that u1ðx; lÞ=0 for all l 2 L0: Now, let fð; lÞ be the angle functions of
y1ð; lÞ which satisfy limx!a fðx; lÞ ¼ c1 for all l 2 L: In order to prove the
assertion we show that l/fðx; lÞ is increasing on L0:
To this end, we assume to the contrary that fðx; l1Þ > fðx; l2Þ holds for
some l15l2 in L0: Let
y :¼ min
1
2
ðfðx; l1Þ þ fðx; l2ÞÞ; fðx; l1Þ 
p
2
 
and let y be the solution of (10) for l ¼ l1 which satisfies
yðxÞ ¼
cos y
sin y
 !
:
It is not difficult to verify that the functions y and y1ð; l1Þ are linearly
independent due to the choice of y: Moreover, if F denotes the angle
function of y with FðxÞ ¼ y; then fðx; l1Þ > FðxÞ > fðx; l2Þ: Since
Qð; l1Þ4 Qð; l2Þ holds a.e. in O; we can apply the Comparison
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x 2 ða; x: From limx!a fðx; liÞ ¼ c1; i 2 f1; 2g; it follows that limx!a FðxÞ ¼
c1: Hence, by Proposition 3.1, y is a principal solution of (10), and
Corollary 3.1 implies that y is a constant multiple of y1ð; l1Þ; a
contradiction. ]
Remark 3.2. A continuity property and a comparison theorem for the
principal solutions of (10) in the regular case r  0 or A ¼ 0 were proved by
Reid in [8].
4. SINGULAR STURM–LIOUVILLE PROBLEMS NONLINEAR IN
THE SPECTRAL PARAMETER
In the following we consider a Sturm–Liouville problem
ðpðx; lÞu0ðxÞÞ0  qðx; lÞuðxÞ ¼ 0; x 2 I ; ðSLÞðlÞ
aðlÞuðaÞ þ bðlÞvðaÞ ¼ 0; ðBCÞðlÞ
on a half-open interval I ¼ ½a; bÞ; 15a5b41; which depends non-
linearly on the parameter l 2 L; where L ¼ ½o; nÞ; 15o5n51: The
function v :¼ pð; lÞu0 is called the first quasi-derivative of u; and we assume
that the coefficients and boundary conditions satisfy the following
hypotheses (the basic definitions and results for Sturm–Liouville equations
are collected in the Appendix):
(i) The functions p; q are real-valued on I  L; pð; lÞ > 0 holds a.e. in I ;
and pð; lÞ1; qð; lÞ are locally integrable on I for all l 2 L:
(ii) For every l 2 L and any compact subinterval K  I ;Z
K
1
pðt;mÞ

1
pðt; lÞ

 dt ! 0;
Z
K
jqðt; mÞ  qðt; lÞj dt ! 0; m! l:
(iii) There exists a continuous function c: L! ða; bÞ such that ðSLÞðlÞ is
disconjugate on ½cðlÞ; bÞ for all l 2 L:
(iv) The functions a; b: L! R are continuous, jaðlÞj þ jbðlÞj > 0; and
either b  0 or bðlÞ=0 for all l 2 L:
Further, we introduce the following notations: For l1=l2 in L we write
ðSLÞðl1ÞgðSLÞðl2Þ if pð; l1Þ5pð; l2Þ and qð; l1Þ > qð; l2Þ holds a.e. in I ;
and we write ðBCÞðl1Þ  ðBCÞðl2Þ if either b  0 or aðl1Þ=bðl1Þ4aðl2Þ=bðl2Þ:
If the differential equation ðSLÞðlÞ is non-oscillatory for some l 2 L and u is
a principal solution of ðSLÞðlÞ at b; then we denote by N ðlÞ the number of
zeros of u in ða; bÞ:
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problem ðSLÞðlÞ; ðBCÞðlÞ if there exists a principal solution u of ðSLÞðlÞ at b
which satisfies the boundary condition ðBCÞðlÞ at a:
In the following we present some criteria for the eigenvalue accumulation
at the point n: For this purpose, we introduce some additional assumptions
on the spectral problem ðSLÞðlÞ; ðBCÞðlÞ used in the following theorems.
(P) For every l 2 L there exist principal solutions uð; lÞ of ðSLÞðlÞ at b
such that u and v :¼ pu0 are continuous on I  L:
(M) For all l15l2 in L; ðSLÞðl1ÞgðSLÞðl2Þ and ðBCÞðl1Þ  ðBCÞðl2Þ:
(L) For every l in L; ðSLÞðlÞgðSLÞðnÞ and ðBCÞðlÞ  ðBCÞðnÞ:
A sufficient condition for (P) to hold is established at the end of this
section.
The following theorems show that the accumulation and non-accumula-
tion of eigenvalues at the right endpoint n of the interval L are essentially
determined by the oscillatory properties of the limit equation ðSLÞðnÞ:
Theorem 4.1 (Eigenvalue Accumulation). Suppose that the spectral
problem ðSLÞðlÞ; ðBCÞðlÞ satisfies the assumptions ðiÞ–ðivÞ and that the limit
equation ðSLÞðnÞ is oscillatory on I :
If, in addition, ðPÞ holds, then n is an accumulation point of eigenvalues of
ðSLÞðlÞ; ðBCÞðlÞ: Moreover, every left neighborhood of n contains an interval
which consists of non-eigenvalues.
Theorem 4.2 (Non-accumulation). Suppose that the spectral problem
ðSLÞðlÞ; ðBCÞðlÞ satisfies the assumptions ðiÞ–ðivÞ and that the limit equation
ðSLÞðnÞ is non-oscillatory on I :
If, in addition, ðLÞ or ðMÞ holds, then n is not an accumulation point of
eigenvalues of ðSLÞðlÞ; ðBCÞðlÞ: If ðSLÞðlÞgðSLÞðnÞ for all l 2 L and n is an
accumulation point of eigenvalues, then n is an eigenvalue of this spectral
problem.
Corollary 4.1. Suppose that the spectral problem ðSLÞðlÞ; ðBCÞðlÞ
satisfies the assumptions ðiÞ–ðivÞ; ðPÞ; and one of the conditions ðLÞ or ðMÞ:
Then n is an accumulation point of eigenvalues of ðSLÞðlÞ; ðBCÞðlÞ if and only
if the limit equation ðSLÞðnÞ is oscillatory on I :
Theorem 4.3 (Number of Eigenvalues). Suppose that the spectral
problem ðSLÞðlÞ; ðBCÞðlÞ satisfies the assumptions ðiÞ–ðivÞ and that the limit
equation ðSLÞðnÞ is non-oscillatory on I :
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N ðnÞ  N ðoÞ þ 1 eigenvalues; if ðLÞ; ðMÞ; and ðPÞ are satisfied, then L contains
at least N ðnÞ  N ðoÞ  1 eigenvalues of ðSLÞðlÞ; ðBCÞðlÞ:
Proof (of Theorems 4.1, 4.2, and 4.3). In the following, let uð; lÞ be a
principal solution of ðSLÞðlÞ at b for every l 2 L: Since the function c in
assumption (iii) is continuous and ðSLÞðlÞ is disconjugate on ½cðlÞ; bÞ; there
exists a continuous function x on L; x: l/xðlÞ 2 ðcðlÞ; bÞ; such that
uðx; lÞ=0; x 2 ½xðlÞ; bÞ; for all l 2 L (see [9, p. 208]). If we write uðx; lÞ and
vðx; lÞ :¼ pðx; lÞu0ðx; lÞ in the polar coordinate form (Pr .ufer’s transforma-
tion),
uðx; lÞ ¼ rðx; lÞ sin fðx; lÞ; vðx; lÞ ¼ rðx; lÞ cos fðx; lÞ; ð16Þ
where rðx; lÞ2 ¼ uðx; lÞ2 þ vðx; lÞ2; then fð; lÞ is a solution of the differential
equation
f0ðx; lÞ ¼
1
pðx; lÞ
cos2 fðx; lÞ  qðx; lÞ sin2 fðx; lÞ; x 2 I ; ð17Þ
see [14, Section 13]. Moreover, we have
fðx; lÞ ¼
arctan uðx;lÞvðx;lÞ if vðx; lÞ=0;
arccot vðx;lÞuðx;lÞ if uðx; lÞ=0;
8<
: ð18Þ
where the branches of arctan and arccot are chosen such that fð; lÞ is
absolutely continuous on I : If we fix fðxðlÞ; lÞ 2 ðp; 0Þ; then fð; lÞ is
uniquely defined and called the angle function of uð; lÞ: Since rðx; lÞ=0 for
all x 2 I ; we obtain from (16) that fðx; lÞ ¼ kp for some k 2 Z if and only if
uðx; lÞ ¼ 0: Further, fð; lÞ is strictly increasing in every x0 2 I with
uðx0; lÞ ¼ 0 by (17). Using these properties of f; one can show that
fða; lÞ 2 ½ðN ðlÞ þ 1Þp;N ðlÞpÞ; l 2 L: ð19Þ
If, in addition, the differential equation ðSLÞðnÞ is non-oscillatory on I ; let
uð; nÞ be a principal solution of ðSLÞðnÞ at b and define the angle function
fð; nÞ of uð; nÞ as the solution of (17) for l ¼ n with fðxðnÞ; nÞ 2 ðp; 0Þ;
where xðnÞ is a point in ða; bÞ such that uðx; nÞ=0 for all x 2 ½xðnÞ; bÞ: Again,
we have fða; nÞ 2 ½ðN ðnÞ þ 1Þp;N ðnÞpÞ: Finally, we define
cðlÞ :¼
p if bðlÞ ¼ 0;
Arccotð  aðlÞbðlÞÞ if bðlÞ=0;
(
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assumption (iv) implies that the function c: L! ½p; 0Þ is continuous, and
either c  p or cðlÞ 2 ðp; 0Þ for all l 2 L: If now bðlÞ=0 for all l 2 L;
then uð; lÞ satisfies the boundary condition ðBCÞðlÞ if and only if
uða; lÞ=0;
vða; lÞ
uða; lÞ
¼ 
aðlÞ
bðlÞ
:
If b  0; then ðBCÞðlÞ holds if and only if uða; lÞ ¼ 0: Hence, by the
definitions of f and c; a point l 2 L is an eigenvalue of ðSLÞðlÞ; ðBCÞðlÞ if
and only if
fða; lÞ  cðlÞ mod p: ð20Þ
In the following we formulate some lemmas which are needed subsequently
in the proof.
Lemma 4.1. If u and v are continuous on I  L; then the function fða; Þ is
continuous on L:
Proof. Let l0 2 L and L0  L be a compact neighborhood of l0: By the
Separation Theorem [9, Chap. II, Theorem 2.3], the zeros of uð; l0Þ are
isolated in I : Hence, we can find a point g 2 ða; bÞ such that uðx; l0Þ=0 for all
x 2 ða; g: Moreover, if uða; l0Þ ¼ 0; then vða; l0Þ=0 by the Existence and
Uniqueness Theorem, and we can choose g 2 ða; bÞ such that, in addition,
vðx; l0Þ=0 for all x 2 ½a; g: Now, let x15   5xn be the zeros of uð; l0Þ in
I0 :¼ ½g; Z; where Z :¼ maxl2L0 xðlÞ (the function x has been defined at the
beginning of the main proof). Since
uðx; l0Þ ¼
Z x
xi
1
pðt; l0Þ
vðt; l0Þ dt; x 2 I ;
and vðxi; l0Þ=0 according to the Existence and Uniqueness Theorem, there
exists a constant e > 0 and a compact neighborhood Di ¼ ½ai; bi  ðg; ZÞ of
xi for all i 2 f1; . . . ; ng such that uð; l0Þ=0 on Di\fxig; sign uðai; l0Þ ¼
sign uðbi; l0Þ; and jvð; l0Þj > e on Di: Additionally, we have uð; l0Þ=0 on
the compact set D0 :¼ I0\
Sn
i¼1 ðai; biÞ: From the continuity of u; v it follows
that there exists a constant d > 0 such that sign uðai; lÞ ¼ sign uðbi; lÞ;
jvð; lÞj > 1
2
e on Di; and uð; lÞ=0 on D0 for all l 2 Kdðl0Þ :¼ fl 2 L :
jl l0j5dg: Moreover,
uðx; lÞ ¼ uðai; lÞ þ
Z x
ai
1
pðt; lÞ
vðt; lÞ dt; x 2 I ;
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l 2 Kdðl0Þ; uð; lÞ has no zeros in D0 and exactly one zero in Di for every
i 2 f1; . . . ; ng: Consequently, the functions uð; lÞ have exactly n zeros in
I0 and hence in ½g; bÞ for all l 2 Kdðl0Þ: In particular, we get fðg; lÞ 2
½ðnþ 1Þp;npÞ for all l 2 Kdðl0Þ; and from
fðg; lÞ ¼ Arccot
vðg; lÞ
uðg; lÞ
 np; l 2 Kdðl0Þ;
and the continuity of uðg; Þ; vðg; Þ it follows that fðg; Þ is continuous on
Kdðl0Þ: Now, if uða; l0Þ=0; then there exists a neighborhood U  Kdðl0Þ of
l0 such that uð; lÞ=0 on ½a; g for all l 2 U: Since the functions u; v are
continuous on I  L and
fðx; lÞ ¼ Arccot
vðx; lÞ
uðx; lÞ
Arccot
vðg; lÞ
uðg; lÞ
þ fðg; lÞ; ðx; lÞ 2 ½a; g  U;
we deduce that fða; Þ is continuous on U: If uða; l0Þ ¼ 0; then vðx; l0Þ=0 for
all x 2 ½a; g by the choice of g; and there exists a neighborhood V  Kdðl0Þ
of l0 with the property that vð; lÞ=0 on ½a; g for all l 2 V: From the
continuity of u; v and
fðx; lÞ ¼ Arctan
uðx; lÞ
vðx; lÞ
Arctan
uðg; lÞ
vðg; lÞ
þ fðg; lÞ; ðx; lÞ 2 ½a; g V;
where Arctan : R! ðp2;
p
2Þ denotes the main branch of the function arctan;
we conclude that fða; Þ is continuous on V: Altogether, fða; Þ is continuous
in every point l0 2 L: ]
Lemma 4.2. If ðSLÞðnÞ is oscillatory on I ; then fða; lÞ ! 1 as l! n:
Proof. By (19), it suffices to prove that N ðlÞ ! 1 as l! n: Let n 2 N: If
ðSLÞðnÞ is oscillatory on I ; then there exists a point g 2 ða; bÞ and a nontrivial
solution u0ð; nÞ of ðSLÞðnÞ such that u0ð; nÞ has at least nþ 1 zeros x15   
5xnþ1 in ða; gÞ:
Now, suppose that u0ð; lÞ are the solutions of ðSLÞðlÞ with the initial
values
u0ða; lÞ ¼ u0ða; nÞ; v0ða; lÞ ¼ v0ða; nÞ;
for all l 2 L; where v0ðx; lÞ :¼ pðx; lÞu00ðx; lÞ: From the Existence and
Uniqueness Theorem it follows that u0; v0 are continuous on I  L:
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u0ðx; nÞ ¼
Z x
xi
1
pðt; nÞ
v0ðt; nÞ dt; x 2 I ;
and v0ðxi; nÞ=0; there exist a constant e > 0 and an open neighborhood
Di  ½a; g of xi for all i 2 f1; . . . ; nþ 1g such that u0ð; nÞ=0 on Di\fxig and
jv0ð; nÞj > e on Di: Arguing as in the proof of Lemma 4.1 (with u0; v0 instead
of u; v and n instead of l0), we conclude that there exists a constant d > 0
such that for every l 2 ðn d; n the function u0ð; lÞ has exactly one zero in
Di for all i 2 f1; . . . ; nþ 1g and therefore at least nþ 1 zeros in I : Hence, by
the Separation Theorem (see [9, Chap. II, Theorem 2.3]), it follows that
N ðlÞ5n for all l 2 ðn d; nÞ: ]
Now, we are able to prove Theorem 4.1. Because of (P), we can suppose
that u and v are continuous on I  L: From Lemma 4.1 it follows that fða; Þ
is continuous on L: Moreover, since ðSLÞðnÞ is assumed to be oscillatory, we
have fða; lÞ ! 1 as l! n by Lemma 4.2. Hence, for every l1 2 L there
exists a point l2 2 ðl1; nÞ such that fða; l2Þ5fða; l1Þ  p: By the Inter-
mediate Value Theorem and since cðLÞ  ½p; 0Þ; relation (20) holds for at
least one point l 2 ðl1; l2Þ; but not identically on ðl1; l2Þ: Therefore, ðl1; l2Þ
contains at least one eigenvalue as well as some interval which consists of
non-eigenvalues.
Lemma 4.3. If ðSLÞðl1ÞgðSLÞðl2Þ holds for all l15l2 in L; then fða; Þ is
strictly decreasing on L:
Proof. For l15l2 in L; let x0 :¼ maxfxðl1Þ; xðl2Þg (with x defined as in
the beginning of the main proof). Since ðSLÞðl1ÞgðSLÞðl2Þ and uðx; liÞ=0
for all x 2 ½x0; bÞ; the Comparison Theorem for Principal Solutions [4, Chap.
XI, Corollary 6.5]) implies that
vðx0; l1Þ
uðx0; l1Þ
4
vðx0; l2Þ
uðx0; l2Þ
:
Therefore, fðx0; l1Þ5fðx0; l2Þ: From Sturm’s Comparison Theorem
(see, e.g., [14, Theorem 13.1]) it follows that fða; l1Þ > fða; l2Þ: ]
Lemma 4.4. If ðSLÞðnÞ is non-oscillatory on I and ðSLÞðlÞgðSLÞðnÞ holds
for all l 2 L; then fða; Þ is bounded from below by ðN ðnÞ þ 1Þp:
Proof. As in the proof of Lemma 4.3 (with l; n instead of l1; l2) we
obtain fða; lÞ > fða; nÞ for all l 2 L; and the assertion follows from the
inequality fða; nÞ5 ðN ðnÞ þ 1Þp: ]
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From (M) and Lemma 4.3 it follows that fða; Þ is strictly decreasing, while
c is increasing on L: Further, (L) and Lemma 4.4 imply that fða; lÞ >
ðN ðnÞ þ 1Þp for all l 2 L: Together with (19) we conclude that ffða; lÞ:
l 2 Lg  ½ðN ðnÞ þ 1Þp;N ðoÞpÞ; and relation (20) holds for at most
N ðnÞ  N ðoÞ þ 1 points l in L: If, in addition, (P) is satisfied, then fða; Þ is
continuous on L by Lemma 4.1. In this case, we have ffða; lÞ: l 2 Lg 
½N ðnÞp;ðN ðoÞ þ 1ÞpÞ; and relation (20) holds for at least N ðnÞ  N ðoÞ  1
points l 2 L:
Lemma 4.5. Suppose that ðSLÞðnÞ is non-oscillatory and ðSLÞðlÞgðSLÞðnÞ
holds for all l 2 L: If L0  L and n ¼ supL0; then there exists a strictly
increasing sequence ðlnÞ
1
1 in L0 with n ¼ limn!1 ln such that ðfða; lnÞÞ
1
1 is
strictly decreasing and fða; nÞ ¼ limn!1 fða; lnÞ:
Proof. Since ðSLÞðnÞ is non-oscillatory and ðSLÞðlÞgðSLÞðnÞ for all l 2
L; it follows from Sturm’s Comparison Theorem (see [14, Theorem 13.1])
that ðSLÞðlÞ is disconjugate on ðxðnÞ; bÞ for all l 2 L: We fix some Z 2
ðxðnÞ; bÞ; and without loss of generality we can assume that the principal
solutions uð; lÞ of ðSLÞðlÞ at b satisfy uðZ; lÞ ¼ 1 for all l 2 L: Now, the
Comparison Theorem for Principal Solutions (see [4, Chap. XI, Corollary
6.5]) implies that vðZ; lÞ4vðZ; nÞ for all l 2 L: Hence, s ¼ supl2L0 vðZ; lÞ
exists, and we have s4vðZ; nÞ: In particular, there exists a strictly increasing
sequence ðmnÞ
1
1 in L0 with n ¼ limn!1 mn such that ðvðZ; mnÞÞ
1
1 is increasing
and vðZ; mnÞ ! s as n!1: We first claim that s ¼ vðZ; nÞ: Otherwise, if
s5vðZ; nÞ and u0 is the solution of ðSLÞðnÞ with the initial values
u0ðZÞ ¼ 1; v0ðZÞ ¼ s;
where v0 :¼ pð; nÞu00; then
v0ðZÞ
u0ðZÞ
5
vðZ; nÞ
uðZ; nÞ
:
From [4, Chap. XI, Theorem 6.4(iii)] it follows that u0 has exactly one zero
in ðZ; bÞ: Moreover, by the Existence and Uniqueness Theorem, we get
uð;mnÞ ! u0 and vð;mnÞ ! v0 locally uniformly on I as n!1: Hence, as in
the second paragraph of the proof of Lemma 4.2, we can show that uð;mnÞ
also has at least one zero in ðZ; bÞ for sufficiently large n: However, from the
disconjugacy of ðSLÞðlÞ on ðxðnÞ; bÞ it follows that uð;mnÞ=0 on ðZ; bÞ for all
n (see [9, p. 208]), a contradiction. Therefore, again by the Existence and
Uniqueness Theorem, we have
uð;mnÞ ! uð; nÞ; vð;mnÞ ! uð; nÞ
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Lemma 4.1 (with n instead of l0) we can show that limn!1 fða;mnÞ ¼ fða; nÞ:
Moreover, as ðSLÞðmnÞgðSLÞðnÞ by (L) and
fðZ; mnÞ ¼ Arccot vðZ;mnÞ > Arccot vðZ; nÞ ¼ fðZ; nÞ;
we can apply Sturm’s Comparison Theorem which yields fða; mnÞ > fða; nÞ
for all n 2 N: Hence, there exists a subsequence ðlnÞ
1
1 of ðmnÞ
1
1 such that
fða; lnÞ is strictly decreasing and fða; lnÞ ! fða; nÞ as n!1: ]
It remains to verify Theorem 4.2. For this purpose, let ðSLÞðnÞ be non-
oscillatory on I and suppose that ðSLÞðlÞgðSLÞðnÞ holds for all l 2 L:
Further, denote by G0 the set of all eigenvalues in the interval L: We assume
that n is an accumulation point of eigenvalues. Then n ¼ sup G0 and, by
Lemma 4.5, there exists a sequence of eigenvalues ðlnÞ
1
1 with n ¼ limn!1 ln
and fða; nÞ ¼ limn!1 fða; lnÞ such that ðfða; lnÞÞ
1
1 is strictly decreasing.
Moreover, Lemma 4.3 implies that fða; lnÞ5 ðN ðnÞ þ 1Þp for all n 2 N:
Since relation (20) holds for all ln and c is continuous on L; it follows that
fða; nÞ  cðnÞp: This means, that n is an eigenvalue of the spectral problem
ðSLÞðlÞ; ðBCÞðlÞ; which proves the second assertion of Theorem 4.2.
Further, if (M) or (L) holds, then there exists a subsequence ðmnÞ
1
1 of ðlnÞ
1
1
with the property that ðcðmnÞÞ
1
1 is increasing and cðmnÞ ! cðnÞ as n!1:
Since ðfða; mnÞÞ
1
1 is strictly decreasing, relation (20) can hold for at most
finitely many numbers mn; a contradiction. This completes the proof of
Theorem 4.2. ]
Remark 4.1. The assertion of Theorem 4.1 has been proved in [5] by
using the Implicit Function Theorem under the additional hypothesis that
the coefficients p and q are continuous on I  L: Moreover, the first
assertion of Theorem 4.2 is equivalent to [5, Theorem 2.1(ii)] under the
stronger assumption that both (P) and (M) are satisfied, while the second
assertion of Theorem 4.2 seems to be new in this context. Assuming that p
and q are continuous, also the results in [7] on the eigenvalues of singular
boundary problems for l-nonlinear Hamiltonian systems can be applied to
the spectral problem ðSLÞðlÞ; ðBCÞðlÞ: In particular, [7, Theorem 2.1(ii)]
contains a lower bound for the number of eigenvalues in a given compact
subinterval of L:
Theorem 4.4 (Continuity of Principal Solutions). If there exists a
continuous function c: L! ða; bÞ such that qð; lÞ50 holds a.e. in ½cðlÞ; bÞ
and either
R
I
1
pðt;lÞ dt ¼ 1 or
R
I qðt; lÞ dt ¼ 1 for all l 2 L; then the
assumptions ðiiiÞ and ðPÞ are satisfied.
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Lemma A.1 in the Appendix. ]
5. APPLICATION TO THE DIRAC OPERATOR
In the following we apply the above results to the Dirac operator
H ¼ i a  r þ bþ V ðjxjÞI
in L2ðR3Þ4 with a spherically symmetric potential V : ð0;1Þ ! R: The units
are chosen such that _ ¼ m ¼ c ¼ 1; I denotes the 4 4 unit matrix, and
a ¼ ða1; a2; a3Þ; b ¼ a0;
where ak are hermitian 4 4 matrices satisfying the commutation relations
aiaj þ ajai ¼ 2 dijI ; i; j 2 f0; . . . ; 3g:
Further we make the following assumptions on the potential V :
(a) V 2 L1locð0;1Þ; limx!1 V ðxÞ ¼ 0;
(b) lim supx!0 jxV ðxÞj5
1
2
ﬃﬃﬃ
3
p
;
(c)
R 1
0 jV ðxÞ 
r
xj dx51 with some r 2 ½0;
1
2
ﬃﬃﬃ
3
p
Þ:
Then, by [12, Theorem 1], the operator H is self-adjoint on the domain
DðH Þ ¼ H1ðR3Þ4; and sessðH Þ ¼ ð1;1 [ ½1;1Þ: Moreov e r ( s e e
[14, Section 1]), there exists an orthogonal decomposition
L2ðR3Þ4 ¼ 
k2Z\f0g

‘ðkÞ
‘¼1
Sk;‘
which completely reduces H ; and the restriction HoSk;‘ of H to Sk;‘ is
unitarily equivalent to a differential operator generated by the differential
expression tk;‘ ¼ tk; ‘ 2 f1; . . . ; ‘ðkÞg; given by
tkyðxÞ ¼ Jy0ðxÞ þ
1þ V ðxÞ kx
k
x 1þ V ðxÞ
 !
yðxÞ; x 2 ð0;1Þ;
in L2ð0;1Þ2; where J denotes the constant matrix
J :¼
0 1
1 0
 !
:
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domain
DðHkÞ ¼ fy 2 L2ð0;1Þ
2 \ACð0;1Þ2: tky 2 L2ð0;1Þ
2g;
while the corresponding minimal operator Hk;0 is defined on
DðHk;0Þ ¼ fy 2 DðHkÞ: y has compact support in ð0;1Þg
(see [14, Section 3]). Below we prove that Hk is the unique self-adjoint
extension of the (densely defined and symmetric) operator Hk;0 in L2ð0;1Þ
2
and that the essential spectrum of this so-called radial Dirac operator Hk
is given by sessðHkÞ ¼ ð1;1 [ ½1;1Þ: Moreover, we investigate the
problem of eigenvalue accumulation from within the gap ð1; 1Þ in the
essential spectrum at the endpoints 1 and 1:
Now, for a fixed l 2 ½1; 1; the differential equation ðtk  lÞy ¼ 0 is
equivalent to the Dirac system
Jy0ðxÞ þ Qðx; lÞyðxÞ ¼ 0; x 2 ð0;1Þ; ð21Þ
where
Qðx; lÞ ¼
1
x
r k
k r
 !
þ
V ðxÞ  rx  1 l 0
0 V ðxÞ  rx þ 1 l
 !
is of the form (12). In addition, there exists a point x0 2 ð0;1Þ such that
jV ðxÞj4e51 for all x5x0: Since the function V 
r
x is integrable on ð0; a for
any a 2 ðx0;1Þ; we can apply Theorem 3.1 which yields that (21) has a
fundamental system of solutions
y1ðx; lÞ ¼ xah1ðx; lÞ; y2ðx; lÞ ¼ xah2ðx; lÞ
on the x-interval ð0; a; where a :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2  r2
p
and hi: ð0; a  ½1; 1 ! R
2;
i 2 f1; 2g; are continuous functions satisfying limx!0 hiðx; lÞ ¼ Zi with some
constant vectors Zi=0: Moreover, a >
1
2
implies that a solution y of (21) is
square-integrable on ð0; a if and only if y is a constant multiple of y1ð; lÞ:
Lemma 5.1. The differential operator Hk;0 is essentially self-adjoint, Hk is
the closure of Hk;0; and sessðHkÞ ¼ ð1;1 [ ½1;1Þ:
Proof. By [14, Theorem 6.8], tk is in the limit point case at1: Moreover,
y2ð; 0Þ is a solution of (21) for l ¼ 0 which is not square-integrable on ð0; a:
Hence, by Weyl’s alternative (see, e.g., [14, Theorem 5.6]), tk is also in the
limit point case at 0: Now, [14, Theorem 5.8(i)] implies that the closure Hk;0
of Hk;0 is the only self-adjoint extension of Hk; and from [14, Theorem 3.9] it
SINGULAR l-NONLINEAR BOUNDARY PROBLEMS 535follows that Hk;0 ¼ Hk: In order to prove the second assertion, define
Q0 :¼
1 0
0 1
 !
:
From limx!1 V ðxÞ ¼ 0 it follows that limx!1 1x
R x
1
jQðx; 0Þ  Q0j dt ¼ 0:
Hence, [14, Theorem 16.6] yields that R\ð1; 1Þ  sessðHkÞ (1 and 1 being
the eigenvalues of Q0Þ: Moreover, if A is any self-adjoint realization of tk on
½a;1Þ; then [14, Theorem 16.6] implies that sessðAÞ \ ð1; 1Þ ¼ |: It remains
to prove that sessðBÞ \ ð1; 1Þ ¼ | for any self-adjoint realization of tk on
ð0; a since in this case sessðHkÞ ¼ sessðAÞ [ sessðBÞ according to [14, p. 165].
For this purpose, let B be the self-adjoint realization of tk on ð0; a induced
by the boundary condition
yðaÞ ¼
cos y
sin y
 !
ð22Þ
with some y 2 R: Moreover, let y0ð; lÞ be the solution of the differential
equation (21) on ð0; a satisfying (22) at a for all l 2 ð1; 1Þ; and suppose that
fð; lÞ is the angle function of y0ð; lÞ with the property that fða; lÞ ¼ y:
From Proposition 3.1 it follows that limx!0 fðx; lÞ exists for every
l 2 ð1; 1Þ; and by [14, Theorem 16.4] we have
dimðEðl1Þ  Eðl2ÞÞ4 lim
x!0
1
p
ðfðx; l1Þ  fðx; l2ÞÞ51
for all l15l2 in ð1; 1Þ; where E denotes the spectral resolution of B: Hence,
sessðBÞ \ ð1; 1Þ ¼ |: ]
Next, we consider the question of whether 1 is an accumulation point of
eigenvalues of Hk from below. For this purpose, we reduce the eigenvalue
problem for Hk to a Sturm–Liouville problem which satisfies the
assumptions of the previous section.
We first note that for any a 2 ½x0;1Þ a point l 2 ð1; 1Þ is an eigenvalue of
Hk if and only if (21), restricted to ½a;1Þ; has a solution y 2 L2½a;1Þ
2
satisfying the interface condition
yðaÞ ¼ Cy1ða; lÞ ð23Þ
with some C 2 R\f0g: In addition, we can fix some point l0 2 ½0; 1Þ such that
1 lþ V > 0 on ½x0;1Þ for all l 2 ½l0; 1Þ: Now, if we introduce the
transformation
yðxÞ ¼
xkvðxÞ
xkuðxÞ
 !
; x 2 ½a;1Þ; ð24Þ
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equivalent to the Sturm–Liouville equation
ðpðx; lÞu0ðxÞÞ0  qðx; lÞuðxÞ ¼ 0; x 2 ½a;1Þ; ð25Þ
where
pðx; lÞ ¼
x2k
1þ l V ðxÞ
; qðx; lÞ ¼ x2kð1 lþ V ðxÞÞ;
and vðxÞ ¼ pðx; lÞu0ðxÞ: Obviously, the coefficients p and q satisfy the
hypotheses (i), (ii) of Section 4 on ½a;1Þ  ½l0; 1Þ: Moreover, there exists a
continuous function c: ½l0; 1Þ ! ða;1Þ such that jV j412ð1 lÞ on ½cðlÞ;1Þ
for all l 2 ½l0; 1Þ: Hence,
1
2
x2k4
1
pðx; lÞ
42x2k;
1
2
ð1 lÞx2k4qðx; lÞ4
3
2
ð1 lÞx2k;
ð26Þ
for x 2 ½cðlÞ;1Þ; l 2 ½l0; 1Þ; and Theorem 4.4 implies that the assumptions
(iii) and (P) of Section 4 are also satisfied.
In order to establish the boundary conditions, we write y1ð; lÞ in the form
y1ðx; lÞ ¼
v1ðx; lÞ
u1ðx; lÞ
 !
; x 2 ð0; a:
Since the function xku1ð; lÞ is a nontrivial solution of (25) on ½x0; a; it has
no accumulation points of zeros in this compact interval according to the
Separation Theorem. Hence, we can assume that u1ða; 1Þ=0 (otherwise,
replace a with a point in ½x0; a with this property). Now, from Theorem 3.2
it follows that u1ða; lÞ=0 for all l 2 ½m; 1 with some constant m 2 ½l0; 1Þ; and
Qðx; l1Þ  Qðx; l2Þ ¼ ðl2  l1ÞI50 for l15l2 implies that the mapping
l/
v1ða; lÞ
u1ða; lÞ
is decreasing on ½m; 1: If we define
aðlÞ :¼ akv1ða; lÞ; bðlÞ :¼ aku1ða; lÞ;
then the functions a;b: ½m; 1 ! R satisfy the hypothesis (iv) in Section 4,
where bðlÞ=0 for l 2 ½m; 1; and l/aðlÞbðlÞ is increasing on ½m; 1: Finally, by
SINGULAR l-NONLINEAR BOUNDARY PROBLEMS 537(23) and (24), a point l 2 ½m; 1Þ is an eigenvalue of Hk if and only if (21) has a
nontrivial solution u such that xku; xkv belong to L2ð½a;1Þ;RÞ and
aðlÞuðaÞ þ bðlÞvðaÞ ¼ 0: ð27Þ
Now, from (26) and Lemma A.2 (see Appendix) it follows that a solution u
of (21) satisfies xku; xkv 2 L2ð½a;1Þ;RÞ if and only if u is principal at 1:
Hence, the eigenvalues of Hk in ½m; 1Þ coincide with the eigenvalues of the
l-nonlinear Sturm–Liouville problem (25), (27). Since, in addition to (i)–(iv)
and (P), the monotonicity conditions (L) and (M) are satisfied, we can apply
Corollary 4.1 with n ¼ 1; which yields the following result.
Theorem 5.1. Suppose that the potential V satisfies the assumptions
ðaÞ–ðcÞ: Then the eigenvalues of the radial Dirac operator Hk; k 2 Z\f0g; in the
gap ð1; 1Þ accumulate at 1 if and only if the differential equation
x2ku0ðxÞ
2 V ðxÞ
 0
x2kV ðxÞuðxÞ ¼ 0 ð28Þ
is oscillatory at 1:
By similar reasoning, reducing (21) to a Sturm–Liouville equation for the
component v in (24) and replacing l with l; we obtain an analogous result
on the eigenvalue accumulation at the point 1:
Theorem 5.2. Suppose that the potential V satisfies the assumptions
ðaÞ–ðcÞ: Then the eigenvalues of the radial Dirac operator Hk; k 2 Z\f0g; in the
gap ð1; 1Þ accumulate at 1 if and only if the differential equation
x2kv0ðxÞ
2þ V ðxÞ
 0
þx2kV ðxÞvðxÞ ¼ 0 ð29Þ
is oscillatory at 1:
Finally, if we apply Sturm’s Comparison Theorem to (28), (29) and the
differential equation
ðxgþ1u0ðxÞÞ0  c xg1uðxÞ ¼ 0;
which is oscillatory at1 in the case of c5 1
4
g2 and non-oscillatory at1 in
the case of c > 1
4
g2; we obtain the following criterion:
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ðaÞ–ðcÞ: Then the eigenvalues of the radial Dirac operator Hk; k 2 Z\f0g;
in the interval ð1; 1Þ accumulate at
1 if lim supx!1 x
2V ðxÞ5 1
8
ð2kþ 1Þ2;
1 if lim infx!1 x2V ðxÞ > 18 ð2k 1Þ
2:
Further, the eigenvalues of Hk in the gap ð1; 1Þ do not accumulate at
1 if lim infx!1 x2V ðxÞ > 18 ð2kþ 1Þ
2;
1 if lim supx!1 x
2V ðxÞ51
8
ð2k 1Þ2:
Remark 5.1. The assumptions (a), (b), (c) on the potential V required in
Theorem 5.3 are much weaker than the conditions established by Griesemer
and Lutgen (see [3, Theorem 3]), where, e.g., V is assumed to be
continuously differentiable and bounded at 0: The first assertion of
Theorem 5.3 concerning the eigenvalue accumulation of Hk at 1 was proved
in the Appendix of [3] under the additional assumption that 24V40 a.e.
in ð0;1Þ:
Corollary 5.1. Suppose that the potential V satisfies the assumptions
ðaÞ–ðcÞ: Then the eigenvalues of the Dirac operator H in ð1; 1Þ accumulate at
1; if lim supx!1 x
2V ðxÞ5 1
8
;
1; if lim infx!1 x2V ðxÞ > 18:
Proof. If l 2 ð1; 1Þ is an eigenvalue of Hk for some k 2 Z\f0g; then l is an
eigenvalue of H ; and the assertion follows from Theorem 5.3. ]
Remark 5.2. It is well known (see [13, Theorem 10.37]) that 1 is not
an accumulation point of eigenvalues of the Dirac operator H if the
potential V is non-positive; i.e., V ðxÞ40; x 2 ð0;1Þ: For the radial Dirac
operators Hk; k 2 Z\f0g; this result follows from Theorem 5.2 since Eq. (28)
is non-oscillatory at 1 in the case of V40 (see Lemma A.1 in the
Appendix).
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In the following we recall some basic notations and results for Sturm–
Liouville equations
ðpðxÞu0ðxÞÞ0  qðxÞuðxÞ ¼ 0; x 2 I ; ðA:1Þ
on an interval I ¼ ½a; bÞ; 15a5b41; where p > 0 holds a.e. in I and
1
p; q: I ! R are locally integrable functions (see [4, Chap. XI, Section 6] or
[9, Chap. IV, Section 3]). A function u: I ! R is said to be a solution of (A.1)
if u and its quasi-derivative v ¼ p u0 are absolutely continuous on I and
v0 ¼ qu holds a.e. in I : The differential equation (A.1) is called disconjugate
on a subinterval J  I if every nontrivial solution of (A.1) has at most one
zero in J ; if at least one nontrivial solution has infinitely many zeros in J ;
then (A.1) is said to be oscillatory on J :
In the case that (A.1) is non-oscillatory at b (i.e., non-oscillatory on every
subinterval ½c; bÞ of I), then a non-trivial solution u of (A.1) is called
principal at b if there exists a solution u0c0 linearly independent of u such
that uðxÞ=u0ðxÞ ! 0 as x! b (such a principal solution always exists, and it
is unique up to a multiplicative constant). A solution uc0 of (A.1) is
principal at b if and only ifZ b
c
1
pðtÞuðtÞ2
dt ¼ 1;
where the lower limit of integration c is any point beyond the last zero of u:
The following lemma is a generalization of a known result for the case of
continuous coefficients p; q (see [4, Chap. XI, Corollary 6.4 and Exercise
6.7]).
Lemma A.1. If q50 a.e. in ½c; bÞ for some c 2 I ; then Eq. (A.1) is
disconjugate on ½c; bÞ: Moreover, there exists a principal solution u1 of (A.1) at
b satisfying
u1ðxÞ > 0; pðxÞu01ðxÞ50; x 2 ½c; bÞ; ðA:2Þ
and a non-principal solution u2 with the property that
u2ðxÞ51; pðxÞu02ðxÞ51; x 2 ½c; bÞ: ðA:3Þ
In addition, if either
R
I
1
pðtÞ dt ¼ 1 or
R
I qðtÞ dt ¼ 1 holds, then the solution u1
is uniquely determined by (A.2) and the initial value u1ðcÞ:
Proof. Let u be the solution of (A.1) which satisfies uðcÞ ¼ 1 and vðcÞ ¼ 1
where v ¼ p u0: Then, for every x0 2 ½c; bÞ; we have
uðxÞ ¼ uðx0Þ þ
Z x
x0
1
pðtÞ
vðtÞ dt; vðxÞ ¼ vðx0Þ þ
Z x
x0
qðtÞuðtÞ dt; ðA:4Þ
SCHMID AND TRETTER540for all x 2 ½x0; bÞ: Since q50 holds a.e. in ½c; bÞ; (A.4) with x0 ¼ c implies that
uðxÞ51 and vðxÞ51 in a right neighborhood of c: Further, let
g :¼ supfx 2 ðc; bÞ: uðxÞ51; vðxÞ51; x 2 ½c; xÞg:
Assuming g5b; (A.4) with x0 ¼ g implies that uðxÞ51 and vðxÞ51 in a right
neighborhood of g; a contradiction. Therefore g ¼ b; and we obtain uðxÞ51;
vðxÞ51 for all x 2 ½c; bÞ: Now, from uðxÞ51þ
R x
c
1
pðtÞ dt; x 2 ½c; bÞ; it follows
that Z x
c
1
pðtÞuðtÞ2
dt4
Z x
c
1
pðtÞ
1þ
Z t
c
1
pðsÞ
ds
 2
dt
¼ 1 1þ
Z x
c
1
pðtÞ
dt
 1
41; x 2 ½c; bÞ:
Hence
R b
c ð1=pðtÞuðtÞ
2Þ dt51; and u2 ¼ u is a non-principal solution of
(A.1) at b which satisfies (A.3). Now, let us define
u1ðxÞ :¼ uðxÞ
Z b
x
1
pðtÞuðtÞ2
dt; x 2 I :
Obviously, u1 > 0 on ½c; bÞ: Moreover, the quasi-derivative v1 ¼ pu01 satisfies
v1ðxÞ ¼ vðxÞ
Z b
x
1
pðtÞuðtÞ2
dt 
1
uðxÞ
; x 2 I ;
and therefore v01ðxÞ ¼ qðxÞu1ðxÞ for x 2 I : In particular, u1 and u2 are linearly
independent solutions of (A.1) which have no zeros in ½c; bÞ; and thus (A.1)
is disconjugate on ½c; bÞ: Since v1 is increasing on ½c; bÞ; we get
v1ðxÞ4
Z b
x
vðtÞ
pðtÞuðtÞ2
dt 
1
uðxÞ
¼  lim
t!b
1
uðtÞ
40; x 2 ½c; bÞ:
Moreover, fromZ x
c
1
pðtÞu1ðtÞ
2
dt ¼
Z b
x
1
pðtÞuðtÞ2
dt
 1

Z b
c
1
pðtÞuðtÞ2
dt
 1
; x 2 ½c; bÞ;
it follows that
R b
c ð1=pðtÞu1ðtÞ
2Þ dt ¼ 1: This means that u1 is a principal
solution of (A.1) at b which has the required properties. In order to prove
that u1 is uniquely determined if
R
I
1
pðtÞ dt ¼ 1 or
R
I qðtÞ dt ¼ 1; suppose
that u0=u1 is another solution of (A.1) which satisfies u0ðcÞ ¼ u1ðcÞ and the
condition (A.2). The disconjugacy of (A.1) on ½c; bÞ implies u0ðxÞ=u1ðxÞ for
all x 2 ðc; bÞ; otherwise, u0  u1 would be a nontrivial solution of (A.1) with
at least two zeros in ½c; bÞ: Without loss of generality, we can assume that
SINGULAR l-NONLINEAR BOUNDARY PROBLEMS 541u0ðxÞ > u1ðxÞ for all x 2 ðc; bÞ: If we define v0 :¼ pu00; thenZ x
c
1
pðtÞ
ðv0ðtÞ  v1ðtÞÞ dt ¼ u0ðxÞ  u1ðxÞ50; x 2 ½c; bÞ; ðA:5Þ
implies v0ðxÞ5v1ðxÞ for all x 2 ½c; bÞ; and from the Existence and Uniqueness
Theorem it follows that v0ðcÞ > v1ðcÞ: Moreover,
v0ðxÞ  v1ðxÞ ¼ v0ðcÞ  v1ðcÞ þ
Z x
c
qðtÞðu0ðtÞ  u1ðtÞÞ dt; x 2 ½c; bÞ;
yields that v0ðxÞ  v1ðxÞ5e1 for all x 2 ½c; bÞ with some constant e1 > 0; and
from (A.5) we deduce u0ðxÞ  u1ðxÞ5e2 for all x 2 ½x0; bÞ with some x0 2 ðc; bÞ
and e2 > 0: Since, in addition, u1ðxÞ > 0 for x 2 ½c; bÞ; we obtain
v0ðxÞ5v0ðx0Þ þ e2
Z x
x0
qðtÞ dt; u0ðxÞ5e1
Z x
x0
1
pðtÞ
dt ðA:6Þ
for all x 2 ½x0; bÞ: If
R
I qðtÞ dt ¼ 1; then (A.6) implies v0ðxÞ ! 1 as x! b; in
contrast to v0ðxÞ40 for x 2 ½c; bÞ: Similarly,
R
I
1
pðtÞ dt ¼ 1 and (A.6) imply
that u0ðxÞ ! 1 as x! b; a contradiction to
u0ðxÞ ¼ u0ðcÞ þ
Z b
c
1
pðtÞ
v0ðtÞ dt4u0ðcÞ;
for x 2 ½c; bÞ: ]
Lemma A.2. Suppose that q50 holds a.e. in ½c; bÞ for some c 2 I : If u is a
principal solution of (A.1) and v :¼ pu0 is its quasi-derivative, thenZ
I
1
pðtÞ
vðtÞ2 þ qðtÞuðtÞ2
 
dt51:
Moreover, if
R
I qðtÞ dt ¼ 1; a nontrivial solution u of (A.1) is principal at b if
and only if limx!b uðxÞ ¼ 0:
Proof. Let u1 be the principal solution specified in Lemma A.1 and
v1 :¼ p u01: From (A.2) we conclude that u1 is strictly decreasing on ½c; bÞ and
bounded from below, while v1 is increasing on ½c; bÞ and bounded from
above. Hence, U1 ¼ limx!b u1ðxÞ51 and V1 ¼ limx!b v1ðxÞ51: Since
ðu1  v1Þ
0 ¼
1
p
v21 þ qu
2
1;
we obtainZ
I
1
pðtÞ
v1ðtÞ
2 þ qðtÞu1ðtÞ
2
 
dt ¼ U1V1  u1ðaÞv1ðaÞ51:
SCHMID AND TRETTER542Moreover, if
R
I qðtÞ dt ¼ 1; we have U1 ¼ 0; otherwise,
v1ðxÞ5v1ðcÞ þ U1
Z x
c
qðtÞ dt
implies that v1ðxÞ ! 1 as x! b; a contradiction. The converse of the
second assertion holds since u1 and the non-principal solution u2 in Lemma
A.1 with the property (A.3) form a fundamental system of (A.1). ]
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