Let {a(x)} ∞ x=1 be a positive, real-valued, lacunary sequence. This note shows that the pair correlation function of the fractional parts of the dilations αa(x) is Poissonian for Lebesgue almost every α ∈ R. By using harmonic analysis, our result -irrespective of the choice of the real-valued sequence {a(x)} ∞ x=1 -can essentially be reduced to showing that the number of solutions to the Diophantine inequality |n1(a(x1) − a(y1)) − n2(a(x2) − a(y2))| < 1 in integer six-tuples (n1, n2, x1, x2, y1, y2) located in the box [−N, N ] 6 with the "excluded diagonals", that is x1 = y1, x2 = y2, (n1, n2) = (0, 0), is at most N 4−δ for some fixed δ > 0, for all sufficiently large N .
Introduction
A sequence of points {θ n } ∞ n=1 is uniformly distributed modulo one if given any fixed interval I in the unit circle R/Z, the proportion of fractional parts θ n mod 1 which lie in I tends to the length of the interval I, that is #{n ≤ N : θ n mod 1 ∈ I} ∼ length(I) · N, N → ∞.
We study the pair correlation function R 2 , defined for every fixed interval I ⊂ R by the property that lim N →∞ 1 N #{1 ≤ m = n ≤ N : |θ n − θ m | ∈ 1 N I} = I R 2 (x)dx assuming that the limit exists. For a random sequence of N elements, that is N uniform independent random variables in [0, 1) (the Poisson model), the limiting pair correlation function is R 2 (x) ≡ 1.
There are very few positive results on the pair correlation function available for specific sequences, a notable exception being the fractional parts of √ n [6] ; a more tractable problem is to randomize (a "metric" theory, in the terminology of uniform distribution theory) by looking at random multiples 1 θ n = αa(n) mod 1, for almost all α. There is a well-developed metric theory of the pair correlation function for integer valued sequences {a(n)} ∞ n=1 , initiated in [11] , where polynomial sequences such as a(n) = n d , d ≥ 2, are studied, with several developments in the last few years, see e.g. [2, 3, 5, 8, 9, 10, 12, 13] . In this note we study the case of real-valued lacunary sequences: Let a(x) > 0 be a lacunary sequence of positive reals, that is there is some C > 1 so that for all integers x ≥ 1,
For instance, we can take a(x) = e x . It is known that for almost all α, the sequence αa(x) mod 1 is uniformly distributed mod one [7, Chapter 1, Corollary 4.3] . Here and throughout this note "almost all" is meant with respect to the Lebesgue measure on R.
x=1 is a lacunary sequence of positive reals. Then the pair correlation function of the sequence {αa(x)} ∞ x=1 is Poissonian for almost all α.
When a(x) takes integer values, [12] showed that for almost all α, the pair correlation function is Poissonian. The case of pair correlation of sequences of rationals x n = a n /b n with a n integer-valued and lacunary and b n integer-valued and (roughly speaking) sufficiently small (e.g. a n /b n = 2014 n /[log log n]) was treated in [5] . Here we treat any real-valued sequences.
We will reduce the problem to giving a bound for the number of lattice points satisfying a Diophantine inequality: Let M = N 1+ε , K = N ε and assume that there is some δ > 0 so that for all ε > 0 sufficiently small
Let S(N ) be the set of integer six-tuples with
Assume that In the case of integer-valued sequences, the almost sure convergence of the pair correlation function to the Poisson limit (metric Poisson pair correlation) follows [11, 12] from a similar bound for the equation
See [2, 4] for a streamlined criterion for metric Poisson pair correlation in terms of the additive energy of the sequence.
In § 4, we verify that that (A) and (B) hold for lacunary sequences, hence obtain Theorem 1.1.
The pair correlation function
To study the pair correlation function, we use a smooth count cf. [11] :
which is periodic and localized on scale 1/N . For a sequence {θ n } ∞ n=1 ⊂ R/Z, we define its pair correlation function by
In particular, for a fixed sequence {x n } ∞ n=1 , we take θ n = αx n mod 1, and abbreviate the pair correlation function
It suffices to restrict α to lie in a fixed finite interval and to consider a smooth average: Let ρ ∈ C ∞ c (R), ρ ≥ 0, be a smooth, compactly supported, non-negative weight function, normalized to give a probability density: R ρ(α)dα = 1. We define a smooth average
2.1. The expected value.
Proof. Let f ∈ C ∞ c (R). By using Poisson summation, we have the expansion
with e(z) := e 2πiz , which gives
Therefore the expected value is
The zero mode n = 0 gives a contribution of
We split the sum over non-zero modes into two terms: Those with 1 ≤ |n| ≤ M = N 1+ε , and those with |n| > M . To treat the contribution of modes with |n| > M = N 1+ε , we use | f (x)| ≪ x −A and | ρ| ≪ 1 to bound that term by
To bound the contribution of modes with 1 ≤ |n| ≤ M , we separate into a contribution of terms with |n(a(x) − a(y))| < K and the rest.
We use | ρ|, | f | ≪ 1 to obtain that the contribution of terms with |n(a(x)− a(y))| < K is
The contribution of terms with |n(a(x) − a(y))| > K is bounded using 
Proof. By Cauchy-Schwarz,
By Lemma 2.1,
We now show that
To prove (2.4), it suffices to show by (B) that
By using the expansion (2.3), the variance can be written as
where for integers n 1 , n 2 , we let w(n 1 , n 2 , N ) =
and ρ as in (2.2). Due to the rapid decay of f , the contribution from the range in which |n 1 | or |n 2 | exceeds M = N 1+ε is negligible, as we will argue now. We detail only the case max{|n 1 |, |n 2 |} = n 1 ≥ M , since the other case can be done similarly. We observe the trivial bound |w(n 1 , n 2 , N )| ≪ N 4 . Moreover,
which, since ε is small, yields n 1 > n ε/2 1 N 1+ε/3 . Hence, the contribution to the right hand side of (2.6) arising from the terms with max{|n 1 |, |n 2 |} = n 1 ≥ M = N 1+ε and n 2 = 0 is
Moreover, the terms satisfying max{|n 1 |, |n 2 |} = n 1 ≥ N 1+ε , and n 2 = 0 are in absolute value
So, the upshot is that on the right hand side of (2.6) the sum over all (n 1 , n 2 ) with max(|n 1 |, |n 2 |) > N 1+ε contributes ≪ N −4 . By the rapid decay of ρ, we can dispose of the regime where |n 1 
By boundingρ trivially, we find that
Since #S(N ) ≥ N 3 , we obtain (2.5).
Almost everywhere convergence: Proof of Theorem 1.2
We now deduce almost everywhere convergence from a polynomial variance bound.
3.1. Preparations. We need a general property of the pair correlation function. Recall that for any sequence of points {θ n } ∞ n=1 ⊂ R/Z, we defined
so that for all f ∈ C ∞ c (R),
Then we can pass from the sub-sequence to the set of all integers:
We will first deduce that (3.1) holds for the indicator functions From the definition of R 2 (I s , N ) we have a monotonicity property: Let 0 < ε < 1. If (1 − ε)N ′ < N < N ′ and N ′′ < N < (1 + ε)N ′′ then
Indeed, using positivity of I s (hence of F N )
Now if 1 > N/N ′ ≥ 1 − ε > 0 then since I s is even and decreasing on [0, ∞), we have
which proves the upper bound in (3.3) . The lower bound of (3.3) follows from switching the roles of N and N ′′ and inserting in the upper bound. Next, fix ε ∈ (0, 1) small, let N ≫ 1, and take m ≫ 1 so that
Then for all s > 0, we have
Taking m → ∞, we find by (3.1)
Since ε > 0 is arbitrary, we finally obtain 
be a non-negative function majorizing the indicator function of the interval I: 1 I ≤ ρ. Then from the variance bound of Proposition 2.2, we find that for some δ > 0, for all f ∈ C ∞ c (R),
Hence for the sequence N m = ⌊m 2/δ ⌋ we have that for almost all α ∈ I,
Then By a diagonalization argument (see [11] ) there is a set of α whose complement has measure zero so that (3.5) holds for all f . Since N m+1 /N m → 1, we can use Lemma 3.1 to deduce (3.4) holds, proving Theorem 1.2.
Lacunary sequences
From now on, we assume that {a(x)} ∞ x=1 is a lacunary sequence of (strictly) positive reals, that is there is some C > 1 so that for all integers x ≥ 1,
for all x ≥ 1. Consequently, we have for all x ≥ y ≥ 1 that a(x) ≥ C x−y a(y).
We will show that (A) and (B) hold, hence proving that the pair correlation function of {αa(x) mod 1} ∞ x=1 is Poissonian for almost all α, that is Theorem 1.1. Proof. Since the sequence is lacunary, we have for y < x that
Hence to satisfy the inequality we must have n < N ε , and y < x ≪ log N , so that we have at most N 2ε solutions. In view of Theorem 1.2, we deduce Theorem 1.1.
Proof. The proof is a modification of [12, Proposition 2]: We are given the inequality (4.1) |n 1 (a(x 1 ) − a(y 1 )) − n 2 (a(x 2 ) − a(y 2 ))| < K.
We may assume that n i > 0, and 1 ≤ y i < x i ≤ N , i = 1, 2, and that x 1 ≥ x 2 . In particular, we may then assume that x 1 ≥ 4 log C M ≫ log N , because the number of such tuples with
We fix n 1 , x 1 , y 1 , and first show that (recall
Indeed, we have a lower bound
, and an upper bound
Assuming that x 1 − x 2 > 2 log C M gives in particular
for sufficiently large N . The condition (4.1) now forces
which forces x 1 ≪ log C K ≤ ε log M , which we assumed was not the case.
Thus we may assume that x 1 − x 2 > 2 log C M , which forces x 2 ≥ 2 log C M since x 1 > 4 log C M . Now fix x 2 as well; then n 2 will be determined by y 2 , because n 2 = n 1 (a(x 1 ) − a(y 1 )) a(x 2 ) − a(y 2 ) + O K a(x 2 ) − a(y 2 ) and since a(y) is lacunary, K/(a(x 2 ) − a(y 2 )) = o(1) if y 2 ≥ log C N , because
So we will be done if we show that there is at most one choice of y 2 such that x 2 − y 2 > 2 log C M . Indeed, if there are two pairs (y 2 , n 2 ) and (y ′ 2 , n ′ 2 ) for which (4.1) holds (recall all other variables are now fixed), with x 2 − y 2 > 2 log C M , x 2 − y ′ 2 > 2 log C M , then since a(y 2 ) ≤ a(x 2 ) C x 2 −y 2 ≤ a(x 2 ) M 2 we find that (4.1) implies n 1 (a(x 1 ) − a(y 1 )) = n 2 (a(x 2 ) − a(y 2 )) + O(K) = n 2 a(x 2 ) 1 + a(y 2 ) a(x 2 ) + O K n 2 a(x 2 ) = n 2 a(x 2 ) 1 + O K M 2 since n 2 a(x 2 ) ≥ a(x 2 ) ≥ C x 2 ≫ M 2 if x 2 ≥ 2 log C M , and a(x 2 )/a(y 2 ) ≥ C x 2 −y 2 ≫ M 2 . If n ′ 2 , y ′ 2 is another such pair then we also find n 1 (a(x 1 ) − a(y 1 )) = n ′ 2 a(x 2 ) 1 + O K M 2 so that 
