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In this paper we will derive continuous dependence estimates for the following boundary
value problem:
F
(
x,u,Du,D2u
)= 0 in Ω (Ω ⊂RN ), (1.1)
G(x,Du) = 0 on ∂Ω, (1.2)
where u is the scalar unknown function, Du and D2u denote its gradient and Hessian, and Ω
is a bounded, smooth (W 3,∞) domain in RN . Informally speaking, by continuous dependence
estimates we mean estimates of the type
‖u1 − u2‖ ‖F1 − F2‖ + ‖G1 −G2‖,
where u1 and u2 are solutions of two different boundary value problems with data F1,G1 and
F2,G2. The exact statement is given in Section 2.
Eq. (1.1) is degenerate elliptic, (possibly) non-linear, and increasing in u. This means that the
possibly non-linear function F(x, r,p,X) satisfies
F(x, r,p,X) F(x, s,p,Y ) for all r  s, X  Y,
where x ∈ Ω , r, s ∈ R, p ∈ RN , and X,Y ∈ SN . Here SN is the set of real symmetric N × N
matrices and X  0 in SN means that X is positive semi-definite. The boundary condition (1.2)
satisfies the Neumann type condition that G is strictly increasing in p in the normal direction:
G
(
x,p + tn(x))G(x,p)+ νt,
for some ν > 0 and all t  0, x ∈ ∂Ω , p, and outward unit normal vectors n(x) to ∂Ω at x. The
other assumptions on F and G will be specified later.
The class of boundary conditions G we treat in this paper includes the classical Neumann
condition, ∂u
∂n
= g(x) in ∂Ω , oblique derivative conditions, and non-linear boundary conditions
like the capillary condition
∂u
∂n
= θ¯ (x)(1 + |Du|2)1/2 in ∂Ω,
and the controlled reflection condition
sup
α∈A
{
γα(x) ·Du− gα(x)
}= 0 in ∂Ω.
In this paper we will assume that g, θ¯ , gα , γα are Lipschitz continuous functions, that |θ¯ | ω < 1
and γα · n ν > 0, and that A is a compact metric space.
The main class of equations that our framework can handle are equations satisfying as-
sumption (H2) in the next section. Loosely speaking, this is the class of equations where the
non-linearity F(x, r,p,X) is uniformly continuous in r,p,X locally uniformly in x. This case
will be referred to as the “standard case” in the rest of this paper. Assumption (H2) excludes
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tions from optimal stochastic control and stochastic differential games theory:
inf
θ1∈Θ1
sup
θ2∈Θ2
{− tr[aθ1,θ2(x)D2u]− bθ1,θ2(x)Du− cθ1,θ2(x)u− f θ1,θ2(x)}= 0 in Ω,
where Θ1,Θ2 ⊂ Rm are compact metric spaces, cθ1,θ2  λ > 0, the matrices aθ1,θ2  0, and
the coefficients are Lipschitz continuous uniformly in θ1, θ2. In Sections 4 and 5, we give all
the details, more examples, and extensions to problems on unbounded domains, time-dependent
problems, and certain quasilinear equations like e.g.
− tr
[(
I − Du⊗Du
1 + |Du|2
)
D2u
]
+ λu = f (x) in Ω.
Since these equations may be degenerate and non-linear, their solutions will in general not
be smooth. In this paper we work with a concept of weak solutions called viscosity solutions,
a precise definition is given at the end of this introduction. Viscosity solutions are at least con-
tinuous in the interior of Ω . The boundary conditions will be interpreted in the weak viscosity
sense which essentially means that either the boundary condition or the equation has to hold on
the boundary. This allow us to have well-posed problems even when the boundary conditions
are classically incompatible. The solutions can realized by the vanishing viscosity method, and
they will be discontinuous at parts of the boundary where the boundary conditions are classically
incompatible.
An overview of the viscosity solution theory, including Neumann boundary value problems,
can be found in the User’s guide [12]. The viscosity solution theory for Neumann type boundary
value problems was initiated by Lions [28] in 1985 for first-order equations, and has been devel-
oped by many authors since, see [1–3,15,17,19,29] and references therein for various aspects of
this theory. Today there are two leading approaches, one due to Ishii [17] and another one due to
Barles [1,2]. They apply under slightly different assumptions and will be discussed below.
Starting with the standard case, i.e. non-linear equations (1.1) satisfying (H2), we prove un-
der natural and standard assumptions, that these boundary value problems have unique Hölder
continuous viscosity solutions. The Hölder regularity results are new and extend the Lipschitz
regularity result of Barles [1], and we give for the first time a complete proof of such a reg-
ularity result. We note that these regularity results are global up to the boundary. Local up to
the boundary Hölder estimates have previously been obtained by Barles and Da Lio [3] for a
different class of equations. Whereas our equations are degenerate but strictly increasing in the
u argument (assumption (H3) in the next section), their equations are weakly non-degenerate
satisfying some sort of “strong ellipticity condition” but are not necessarily increasing in u. The
arguments needed to prove the two types of results are also different, except for some ideas on
the construction of test functions that are needed in some of the proofs.
Next we prove continuous dependence results comparing Hölder continuous (sub- and super-)
solutions of different boundary value problems. The results we obtain include both continuous
dependence on non-linearities for the equation and the boundary condition. The results concern-
ing the dependence on the boundary condition are completely new, at least in a viscosity solution
setting, while the results we obtain for the equations apply to much more general boundary con-
ditions (including non-linear ones) than earlier results.
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previously been obtained by e.g. Cockburn et al. [11], Jakobsen and Karlsen [20–22], and Gripen-
berg [16]. In all these papers viscosity solution methods are used. In some cases such results can
also be obtained from probabilistic arguments, see e.g. [14] for results for Bellman equations
set in RN . Papers [20–22] treat very general classes of equations set in RN or RN × [0, T ),
[11] treats zero-Neumann boundary value problem for x-independent equations, and [16] treats
a zero-Dirichlet boundary value problem.
In the two last papers the domain Ω is convex and possibly unbounded and in the last paper
further restrictions on the class of equations are needed (because of the Dirichlet condition)
and the Dirichlet condition is taken in the classical sense. All these papers treat more general
quasilinear equations than we can treat here, e.g. p-Laplace type equations for p > 2.
The technical explanation for the differences between our continuous dependence result and
the above mentioned results lays in the choice of test function we use. To handle weakly posed
Neumann boundary conditions, the idea is to use a test function that will never satisfy the bound-
ary condition. The effect in the proofs will be that the equation holds also at the boundary, and that
the classical viscosity solution comparison argument can be used (see the following sections). To
achieve this the usual test function has to be modified and the extent of the modifications depend
on how smooth and non-linear the Neumann condition is. To handle possibly non-linear bound-
ary conditions or Hölder continuous solutions in combination with boundary reflection directions
that are only Lipschitz functions in the space variable, it seemed that the only available or at least
the most optimal test function to use, is the one constructed by Barles in [1,2]. As opposed to
the basic test function used in the other papers on continuous dependence, the test function of
Barles is not symmetric in its arguments (x and y) and therefore it does not have equal x and
y gradients. We loose a cancellation property in the comparison proof and hence cannot handle
as general gradient dependence in the equations as with the basic test function. In this paper we
consider the same class of non-singular(!) equations as Barles in [1,2], and this excludes most of
the quasilinear equations considered in [11,16,20,21], including p-Laplace equations for p = 2
(see also Remark 5.1 in Section 5).
At this point we mentioned that a different test function has been constructed by Ishii in [17].
Compared with Barles, Ishii is able to treat less regular domains but with more regular (and
less non-linear) boundary conditions (e.g. C1 domains and W 2,∞ reflections), see [1] for a more
detailed comparison. Using Ishii’s test function, continuous dependence results could probably
be obtained under a different set of assumptions (see above). We have not considered this case.
We also point out that we can handle u-depending boundary conditions only through addi-
tional arguments involving transformations. This is in contrast to the general comparison results
obtained by Barles [2] under similar assumptions for F and G. In [2] u-dependence is handled
directly by a sort of localization argument [2, Lemma 5.2] which only works when you send
some parameter of the test function to zero. In our continuous dependence arguments, we will
have to optimize with respect to this parameter and the optimal choice will in general not be zero
or even small. See the treatment of parameter ε at end of the proof of Theorem 2.2. One way to
handle u-depending Neumann type boundary value problems, is to transform them into problems
with no u-dependence, then to use our results, and finally to transform back.
We do not consider such transformations in this paper, instead we refer to [3] where such
transformations have been considered in a rather general setting.
Continuous dependence results have to do with well-posedness of the equation. Typically the
boundary value problem we consider model some physical process, and the data is measured
data. A continuous dependence result then implies that small measurement errors only produce
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ticular in view of numerical computations. Moreover, continuous dependence results have been
used in many other contexts. They play a key part in the shaking of coefficients approach of
Krylov to obtain error estimates for approximation schemes for Bellman equations [4–6,24–26],
in Bourgoing [8] and in [20] they are used to obtain regularity results, and they have been used
to estimate diffusion matrix projection errors [7], source term splitting errors [23], and errors
coming from the truncation of Levy measures [22]. They have also been used to derive the rate
of convergence for the vanishing viscosity method [11,16,20,21], see also e.g. [10].
The paper is organized as follows: In the next section we state the assumptions on the bound-
ary value problem (1.1) and (1.2) in the standard case and give well-posedness and Hölder
regularity results. We state the main result, the continuous dependence result, and as an im-
mediate corollary we derive an estimate on the rate of convergence for the vanishing viscosity
method. The proofs of the main result along with the regularity result are proven in Section 3, and
in Section 4 we apply our main result to obtain new continuous dependence results for boundary
value problems involving Bellman–Isaacs equations. We give several extensions of our results
in Section 5, to time-depending equations, equations set on unbounded domains, and certain
quasilinear equations. Finally, in Appendix A we derive the test function used in the proofs in
Section 3 along with its properties.
Notation
We let | · | denote the Euclidean norm both in Rm (vectors) and Rm×p (matrices) for m,p ∈N.
We denote by SN the space of symmetric N ×N matrices, tr and T denote trace and transpose of
matrices, and  denote the natural orderings of both numbers and square matrices. For a, b ∈ R
we define a ∨ b = max(a, b) and a ∧ b = min(a, b). We will also denote various constants by K
or C, and their values may change from line to line.
Let BUSC(U), BLSC(U), C(U), and Wp,∞(U) denote the spaces of bounded upper- and
lower-semicontinuous functions, continuous functions, and functions with p essentially bounded
derivatives, all functions defined on U . If f : RN → Rm×p is a function and α ∈ (0,1], then
define the following (semi) norms:
|f |0 = sup
x∈Ω¯
∣∣f (x)∣∣, [f ]α = sup
x,y∈Ω¯
x =y
|f (x)− f (y)|
|x − y|α , and |f |α = |f |0 + [f ]α.
By C0,α(Ω¯) we denote the set of functions f : Ω¯ →R with finite norm |f |α .
We end this section by recalling the definition of a viscosity solution:
Definition 1.1. An upper-semicontinuous function u is a viscosity subsolution of (1.1) and (1.2)
if for all φ ∈ C2(Ω¯), at each maximum point x0 ∈ Ω¯ of u− φ,
F
(
x0, u(x0),Dφ(x0),D
2φ(x0)
)
 0 if x0 ∈ Ω, (1.3)
min
(
F
(
x0, u(x0),Dφ(x0),D
2φ(x0)
)
,G
(
x0,Du(x0)
))
 0 if x0 ∈ ∂Ω. (1.4)
A lower-semicontinuous function u is a viscosity supersolution of (1.1) and (1.2) if for all
φ ∈ C2(Ω¯), at each minimum point x0 ∈ Ω¯ of u− φ,
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(
x0, u(x0),Dφ(x0),D
2φ(x0)
)
 0 if x0 ∈ Ω, (1.5)
max
(
F
(
x0, u(x0),Dφ(x0),D
2φ(x0)
)
,G
(
x0,Du(x0)
))
 0 if x0 ∈ ∂Ω. (1.6)
Finally u is a solution when it is both a super- and a subsolution.
2. The main results
In this section we consider the standard case (when assumption (H2) below holds). Following
[1,2] we state the assumptions on the boundary value problem (1.1) and (1.2) and give results on
comparison, uniqueness, and existence of solutions. Then we give new Hölder regularity results
extending the Lipschitz regularity result of [1] in two ways: we allow Hölder continuous data
and small λ (see assumption (H3) below). We also give a complete proof. The main result of this
paper, the continuous dependence result, is then stated, and as an immediate consequence we
derive an explicit rate for the convergence of the vanishing viscosity method.
Here is a list of the assumptions we will use, starting by the domain:
(H0) Ω is a bounded domain in RN with a W 3,∞ boundary.
For the equation we use the following standard assumptions:
(H1) F ∈ C(Ω¯ ×R×RN × SN).
(H2) There exists a modulus ωR,K (a continuous, non-decreasing function satisfying
ωR,K(0) = 0) such that
F(y, r, q,Y )− F(x, r,p,X) ωR,K
(
|x − y| + 1
ε2
|x − y|2 + η2 + ε2 +B
)
,
for ε, η ∈ (0,1], B  0, x, y ∈ Ω¯ , r ∈ R, |r|  R, p,q ∈ RN and X,Y ∈ SN satisfying
|x − y|Kηε, |p − q|K(η2 + ε2 +B), |p| + |q|K(η
ε
+ η2 + ε2 +B), and
(
X 0
0 −Y
)
 K
ε2
(
Id −Id
−Id Id
)
+K(η2 + ε2 +B)( Id 00 Id
)
. (2.1)
(H2) There exist α ∈ (0,1] and KR  0 such that
F(y, r, q,Y )− F(x, r,p,X)KR
(
|x − y|α + 1
ε2
|x − y|2 + η2 + ε2 +B
)
,
where ε, η,B,R,x, y,p, q,X,Y are as in (H2).
(H3) For every x,p,X, and for any R > 0, there is λR > 0 such that
F(x, r,p,X)− F(x, s,p,X) λR(r − s) for −R  s  r R.
The possibly fully non-linear Neumann type boundary condition satisfies:
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G
(
x,p +μn(x))−G(x,p) νμ,
where n(x) is the unit outward normal at x.
(HB2) There exists a constant K such that for all x, y ∈ ∂Ω and all p,q ∈RN ,
∣∣G(x,p)−G(y,q)∣∣K[(1 + |p| + |q|)|x − y| + |p − q|].
Remark 2.1. In general there is a trade off between the regularity of the boundary ∂Ω and the
generality and smoothness of the boundary condition G, see [1] for a discussion. (H0) compen-
sates for very general non-smooth boundary conditions.
Remark 2.2. Assumption (H2) plays the same role as (3.14) in the User’s guide [12]. By this
assumption the equation is degenerate elliptic. Moreover, it is a refined version of assump-
tion (H5-1) in [2] containing also a new parameter B . In the proofs, this parameter will be used
to carry information from the boundary conditions (which are never satisfied in the proofs, see
the introduction) over to the equations. Assumption (H2) is a strengthening of hypothesis (H2)
which yields Hölder regularity results.
By (H3) the equation is strictly increasing in the u argument. Assumption (HB1) is the
Neumann assumption, saying that the boundary condition G contains non-vanishing and non-
tangential (to ∂Ω) oblique derivatives and it is a natural condition to insure the well-posedness
of the problem.
We now state a comparison, uniqueness, existence, and regularity result for solutions of (1.1)
and (1.2).
Theorem 2.1. If (H0)–(H3), (HB1), and (HB2) hold, then the following statements are true:
(a) If u is a BUSC(Ω¯) subsolution and v is a BLSC(Ω¯) supersolution of (1.1) and (1.2), then
u v in Ω¯ .
(b) If λR in (H3) is independent of R, then there exists a unique solution u ∈ C(Ω¯) of (1.1) and
(1.2).
(c) Assume (H2) also holds, u ∈ C(Ω¯) is the solution of (1.1) and (1.2), and λ := λ|u|0 > 0.
Then there are constants β ∈ (0, α] and K (only depending on the data and λ) such that
∣∣u(x)− u(y)∣∣K|x − y|β in Ω¯ × Ω¯.
Furthermore, there exists a constant λ¯ > 0 (only depending on the data) such that if λ > λ¯
then β = α (the maximal regularity is attained).
The comparison principle in (a) correspond to Theorem 2.1 in [2]. The uniqueness part in (b)
follow from (a), and existence follows from Perrons method [18] since w(x) := M −Kd(x) is a
supersolution of (1.1) and −w is a subsolution of (1.2), if M,K  0 are big enough, and d is the
W 3,∞ extension of the distance function defined in Appendix A, see Section 4 in [2] for similar
results. The regularity result, part (c), will be proved in Section 3.
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boundary Hölder estimates have been obtained by Barles and Da Lio [3] using different tech-
niques and assumptions on the non-linearity of the equation. See the introduction for a discussion.
Now we proceed to the continuous dependence result. We will derive an upper bound on the
difference between a viscosity subsolution u1 of
F1
(
x,u1(x),Du1(x),D
2u1(x)
)= 0 in Ω,
G1
(
x,Du1(x)
)= 0 on ∂Ω, (2.2)
and a viscosity supersolution u2 of
F2
(
x,u2(x),Du2(x),D
2u2(x)
)= 0 in Ω,
G2
(
x,Du2(x)
)= 0 on ∂Ω. (2.3)
We assume the following estimates on the differences of the two equations and of the two bound-
ary conditions.
(D1) There are δ1, δ2  0, and KF (K) 0 such that for any K  0,
F2(y, r, q,Y )− F1(x, r,p,X)KF (K)
(
η2 + δ1 + 1
ε2
δ22 +B
)
,
for 0 < ε  η := ε α¯2−α¯  1 with α¯ = α∧β , B  0, x, y ∈ Ω¯ , r ∈R, |r|K , p,q ∈RN and
X,Y ∈ SN satisfying |x − y|Kηε, |p − q|Kη2 + KB , |p| + |q|K(η
ε
+ η2 + B),
and
(
X 0
0 −Y
)
 K
ε2
(
Id −Id
−Id Id
)
+K(η2 +B)( Id 00 Id
)
.
(D2) There are μ1,μ2,KG  0 such that for all x ∈ ∂Ω and p ∈RN ,
G2(x,p)−G1(x,p)KG
(
μ1 +μ2|p|
)
.
Remark 2.4. Assumption (D1) is a “continuous dependence” version of (H2) and (H2) in this pa-
per, and assumption (3.14) in the User’s guide [12]. A similar assumption is used in Theorem 2.1
in [21].
By β and α we denote the Hölder exponents of the solutions and data, respectively. In general
α  β , and equality only holds when λ in (H3) is big enough.
Since |x − y|Kεη, η = ε β2−β imply |x−y|2
ε2
Kη2 and |x − y|β Kη2, the F1–F2 inequal-
ity in (D1) will be implied by the following more standard inequality
F2(y, r, q,Y )− F1(x, r,p,X)K
(
|x − y|α + 1
ε2
|x − y|2 + δ1 + 1
ε2
δ22 + η2 +B
)
.
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Gi(x,p) = γi(x) · p − gi(x), i = 1,2, and∣∣G2(x,p)−G1(x,p)∣∣ ∣∣(g1 − g2)+∣∣0 + |γ1 − γ2|0|p|.
Our main result is stated in the following theorem:
Theorem 2.2 (Continuous dependence estimate). Assume (H0), (H1), (H3), (HB1), and (HB2)
hold for H1,H2,G1,G2, and u1, u2 ∈ C0,β(Ω¯) for β ∈ (0,1]. Define ν2 = (ν1 ∨ ν2)(ν1 ∧ ν2)
and λ = λ1,|u1|0 ∨ λ2,|u2|0 .
If (D1) and (D2) hold and u1 and u2 satisfy the boundary value problems (2.2) and (2.3)
respectively, then there exists a constant C > 0 (depending only on KF , K , KG, |u1|β , |u2|β ,
α, β) such that
λmax
Ω¯
(u1 − u2)C
(
δ1 + δα∧β2 +
μ1
ν
+
(
μ2
ν
)α∧β)
.
Remark 2.6. As far as we know this is the first result giving continuous dependence on the
boundary condition. The result also extends the earlier continuous dependence on the equation
type of results of [11,16,20,21] since much more general boundary conditions are considered
(but at the expense of less general equations!).
We prove Theorem 2.2 in Section 3. An immediate consequence of this result is an estimate on
the rate of convergence for the vanishing viscosity method. For μ > 0 we consider the solution
uμ of
F
(
x,u,Du,D2u
)= μu in Ω, (2.4)
with boundary condition (1.2). The result is the following:
Theorem 2.3. Assume (H0), (H1), (H2), (H3), (HB1), (HB2), μ > 0, and that u and uμ solve
(1.1)/ (1.2) and (2.4)/ (1.2), respectively. Then u and uμ belong to C0,β(Ω¯) for some β ∈ (0, α]
and
|u− uμ|0  Cμβ/2.
Proof. Regularity follows from Theorem 2.1. By assumption (H2)
[
F(y, r, q,Y )−μ trY ]− F(x, r,p,X) C(|x − y|α + |x − y|
ε2
+ η2 + ε2
)
−μ trY,
and inequality (2.1) implies that − trY  C 1
ε2
+ small terms. Theorem 2.2 immediately gives
u− uμ  Cμβ/2. A lower bound can be found in a similar way. 
Remark 2.7. This result seems to be the first such result for complicated boundary conditions.
We refer to [11,16] for results on weak 0-Neumann or classical 0-Dirichlet problems, to [30] for
results on linear Neumann boundary value problems for first-order equations, and to [20,21] for
result in RN or (0, T )×RN .
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weak solutions of non-linear PDEs. The method has been used to obtain existence (and unique-
ness!) of solutions for degenerate (e.g. first-order) problems by taking the limit as μ → 0 (see
e.g. [9,31]), and it is well known that it is strongly related to the problem of proving convergence
rates for numerical approximations of such problems (see e.g. [13,30]).
3. Proofs of Theorems 2.2 and 2.1(c)
Proof of Theorem 2.2. First we assume without loss of generality that
δ1, δ2,
μ1
ν
,
μ2
ν
 1.
If this is not the case then the theorem holds since
u1 − u2 
(|u1|0 + |u2|0)
(
δ1 + δα¯2 +
μ1
ν
+
(
μ2
ν
)α¯)
,
where α¯ = α ∧ β . Then we double the variables and consider
ψ(x, y) = u1(x)− u2(y)− φ(x, y) and M = max
x,y∈Ω¯
ψ(x, y) = ψ(x¯, y¯),
where for A,B  0,
φ(x, y) = 1
ε2
|x − y|2 + A
ε2
(
d(x)− d(y))2 −B(d(x)+ d(y))
− C˜2
(
x + y
2
,
2(x − y)
ε2
)(
d(x)− d(y)),
and C˜2(x,p) = C2,a(x,p) with a = ηε = ε 22−α¯ (η = ε α¯2−α¯ by (D1)). The functions C2,a and d
are defined in Appendix A, and the smooth function φ was introduced by Barles in [2]. We refer
to Appendix A for the proofs of the properties of φ.
The existence of a point (x¯, y¯) follows from compactness of Ω¯ and the continuity of all
functions involved. Since (x¯, y¯) is a maximum point,
2ψ(x¯, y¯)ψ(x¯, x¯)+ψ(y¯, y¯).
Moreover, if A is big enough, Lemma A.3 of Appendix A implies that
φ(x¯, y¯) 1
2ε2
|x¯ − y¯|2 −K0ε2 −B
(
d(x¯)+ d(y¯)), (3.1)
and Hölder regularity of u1 and u2 combined with the last two inequalities yield
1 |x¯ − y¯|2 K1|x¯ − y¯|α¯ ∨ ε22ε2
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Equivalently, since η = ε α¯2−α¯ by (D1) and ε  η,
|x¯ − y¯| K˜1ε 22−α¯ = K˜1ηε and 1
ε2
|x¯ − y¯|2  K˜1ε 2α¯2−α¯ = K˜1η2. (3.2)
Now we choose A and B in the test function φ to insure that when x¯ or y¯ belong to the
boundary ∂Ω , then the boundary conditions cannot hold there. See Lemma A.4 of Appendix A.
This means that the equations always has to hold at x¯ and y¯. The precise choices of A and B are
B = K(η2 + ε2)+ K
ν
(
μ1 +μ2 η
ε
)
and A = K,
for some K only depending on the data of the problem.
By the maximum principle for semicontinuous functions, Theorem 3.2 of the User’s
guide [12], there are (p,X) ∈ J¯ 2,+
Ω¯
u1(x¯) and (q,Y ) ∈ J¯ 2,−Ω¯ u2(y¯) such that
p = Dxφ(x¯, y¯), q = −Dyφ(x¯, y¯),(
X 0
0 −Y
)

[
Id + ε2D2φ(x¯, y¯)]D2φ(x¯, y¯).
Using the definition of viscosity sub- and supersolutions at x¯ and y¯ (and Lemma A.4) we get
F1
(
x¯, u1(x¯),p,X
)
 0 F2
(
y¯, u2(y¯), q,Y
)
.
We rewrite this as
F1
(
x¯, u1(x¯),p,X
)− F1(x¯, u2(y¯),p,X) F2(y¯, u2(y¯), q,Y )− F1(x¯, u2(y¯),p,X). (3.3)
By Lemma A.5, the definitions of p,q,X,Y , and ε  η 1, it follows that
|p − q|Kη2 + 2B,(
X 0
0 −Y
)
 K
ε2
(
Id −Id
−Id Id
)
+K(η2 +B)( Id 00 Id
)
,
again for some K only depending on the data of the problem. Since we also have (3.2), we are in
a position to use assumption (D1). So if u1(x¯) − u2(y¯) 0, then (D1) and (H3) applied to (3.3)
yield
λ1
(
u1(x¯)− u2(y¯)
)
KF (K)
(
η2 + δ1 + 1
ε2
δ22 +B
)
.
By (3.1) and the definition of ψ , it follows that
u1(x)− u2(x)ψε(x, x)ψε(x¯, y¯) u1(x¯)− u2(y¯)+ 2B
(
d(x¯)+ d(y¯)).
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λ1
(
u1(x)− u2(x)
)
K
(
η2 + δ1 + 1
ε2
δ22 +
[μ1 +μ2 ηε ]
ν
)
.
Remember that η = η(ε) = ε α¯2−α¯ and let ε1 and ε2 be defined by
η(ε1)
2 = 1
ε21
δ22 or η(ε1)
2 = δα¯2 ,
η(ε2)
2 = μ2
η(ε2)
ε2
ν
or η(ε2)
2 = μ
α¯
2
να¯
.
Now with ε = ε1 ∨ ε2 ( 1 by assumption) it follows that
λ1
(
u1(x)− u2(x)
)
K
(
δ1 + δα¯2 +
μ1
ν
+ μ
α¯
2
να¯
)
.
A closer look at the proof reveals that we may replace λ1 by λ1 ∨ λ2. 
Proof of Theorem 2.1(c). We start by proving α-Hölder regularity when λ is big (the last state-
ment of Theorem 2.1(c)). The proof is similar to the proof of Theorem 2.2 except that we have
to modify the test function and use a bootstrap argument. The modified test function is
φa(x, y) = 1
ε2
e−Ke(d(x)+d(y))|x − y|2 + A
ε2
(
d(x)− d(y))2
−Ca
(
x + y
2
,
2e−Ke(d(x)+d(y))(x − y)
ε2
)(
d(x)− d(y))
−KB
(
a + ε 2α2−α )(d(x)+ d(y)).
We refer to Appendix A for the definitions of Ca and d . Playing with the parameter a, we will
use a bootstrap argument to prove that u has the right regularity.
The new test function satisfies similar estimates as the ones given in Lemmas A.3–A.5. The
moral is that the new terms coming from the exponential term are not worse than the old terms.
We refer to [2] for such estimates given in the full generality (but with a different choice of a).
Now let ε  1 and double the variables defining
M := ψ(x¯, y¯) = supψ(x, y) where ψ(x, y) = u(x)− u(y)− φa(x, y).
If A is big enough, (an easy extension of) Lemma A.3 and the inequality 2ψ(x¯, y¯) ψ(x¯, x¯) +
ψ(y¯, y¯) imply that
1
e−Ke(d(x)+d(y))|x¯ − y¯|2  2[u(x¯)− u(y¯)]+K0ε2  2|u|0 +K0. (3.4)2ε2
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ε2
|x¯ − y¯|2 with K = e2Ke(2|u|0 +K0). By (3.4),
η2  1 and |x¯ − y¯|K1/2ηε.
We proceed as in the proof of Theorem 2.2.
By arguments similar to the ones in the proof of Lemma A.4, if A, Ke and KB are big enough
(not depending on ε, a or B), then the equation holds even if (x¯, y¯) lies on ∂(Ω ×Ω). Compared
with the proof of Theorem 2.2, the exponential allows us to cancel at the boundary all terms of
the form 1
ε2
|x¯ − y¯|2 = Kη2 and use B = KB(a + ε 2α2−α ) at each step.
Note that Dφa and D2φa still satisfy inequalities (A.12) and (A.16) in Lemma A.5. We will
choose a such that inequality (A.16) takes the form of (2.1), i.e. we choose a such that ε
a
η3 K .
Since η2  1 we choose a = ε. Again we use the definition of viscosity solutions and subtract the
equations (inequalities) at x¯ and y¯ using the maximum principle for semicontinuous functions.
By the appropriate version of Lemma A.5 and the definition of η2 and B we can now use (H1)
and (H2) to get
λ
(
u(x¯)− u(y¯))K(|x¯ − y¯|α + 1
ε2
|x¯ − y¯|2 + η2 + ε2 +KB
(
ε + ε 2α2−α )).
By Young’s inequality, the definition of η2, and ε  1 we have
λ
(
u(x¯)− u(y¯))K( 1
ε2
|x¯ − y¯|2 + ε1∧ 2α2−α
)
.
When A is big enough, an appropriate version of Lemma A.3, the definition of M , and 0 d  1,
imply that
u(x¯)− u(y¯) = M + φ(x¯, y¯)M + 1
2ε2
e−2Ke |x¯ − y¯|2 −K0ε2 −KB
(
ε + ε 2α2−α )(d(x¯)+ d(y¯)).
Combining the two last inequalities and using that ε  1 leads to
λM 
(
K − λ
2
e−2Ke
)
1
ε2
|x¯ − y¯|2 +Kε1∧ 2α2−α .
If λ is big enough, λM Kε1∧
2α
2−α , and the definition of M leads to
u(x)− u(y)− φε(x, y)M  K
λ
ε1∧
2α
2−α
for every x, y ∈ Ω¯ . Now by the definition of φa , the properties of the distance function, and
Young’s inequality, we have
u(x)− u(y)K 1
ε2
|x − y|2 +Kε1∧ 2α2−α .
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2α
2−α = |x −y|α otherwise, the result
(since we may also interchange x and y) is that
∣∣u(x)− u(y)∣∣K|x − y| 23 ∧α. (3.5)
If |x −y| 1, the result still holds since then |u(x)−u(y)| 2|u|0|x −y| 23 ∧α . We are now done
if α  23 .
If α ∈ ( 23 ,1], we restart the proof using the regularity estimate (3.5) to get a better choice of a
such that ε
a
η3 K . From (3.5) and the first inequality in (3.4),
η2 = K−1 1
ε2
|x¯ − y¯|2 K|x¯ − y¯| 23 ∨ ε2 and hence ηKε
2
3
2− 23 ∨ ε,
so the new choice of a should be εη3 = ε 52 ∨ ε4. But this quantity is less than ε2 so we may
instead take a = ε2 which still implies ε
a
η3  K . Now it is a simple exercise to redo the proof
and show that for λ big,
∣∣u(x)− u(y)∣∣K|x − y|α for x, y ∈ Ω¯,
and this completes the proof of the last part of Theorem 2.1.
Now we will prove the first part of Theorem 2.1(c) using the result we proved above and an
iterative argument of Lions [27]. Here we only sketch parts of the argument, since the details can
be found in [21] for similar equations. The idea is to consider for μ> 0
F
(
x,un+1,Dun+1,D2un+1
)+μun+1 = μun
with boundary conditions (1.2) and noting that un converge uniformly to u. If μ is big enough
the above proven result applies, and a careful look at the above argument reveals that when
λ+μ>K(= λ¯), then
∣∣un+1(x)− un+1(y)∣∣ ( μ|un|α
λ+μ−K + other terms
)
|x − y|α, x, y ∈ Ω¯, |x − y| 1.
Furthermore the comparison principle yields
∣∣un+1 − u∣∣0  μμ+ λ
∣∣un − u∣∣0 
(
μ
μ+ λ
)n∣∣u0 − u∣∣0.
When |x − y|  1, the rest of the proof is exactly as in [21] and we omit it. When |x − y| > 1
any Hölder estimate holds since u is bounded. The result is a Hölder estimate for any λ > 0, but
with a Hölder exponent that is smaller than α. 
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In this section we apply our results in Section 2 to Bellman–Isaacs equations and several
different types of boundary conditions. The Bellman–Isaacs equations are of the form
inf
θ1∈Θ1
sup
θ2∈Θ2
{− tr[(σσT )θ1,θ2(x)D2u]− bθ1,θ2(x)Du− cθ1,θ2(x)u− f θ1,θ2(x)}= 0 (4.1)
in Ω . Assumptions (H1), (H2), (H2), and (H3) are satisfied [12,21] if we assume:
1. σ θ1,θ2 and bθ1,θ2 are Lipschitz continuous in x uniformly in θ1, θ2,
2. cθ1,θ2 and f θ1,θ2 are α-Hölder continuous in x uniformly in θ1, θ2,
3. cθ1,θ2(x) λ > 0 for all x, θ1, θ2, and
4. Θ1,Θ2 are compact metric spaces.
Next, we list some typical boundary conditions we can consider:
(a) The classical Neumann condition:
∂u
∂n
= g(x) in ∂Ω.
(b) The oblique derivative condition:
∂u
∂γ
= g(x) in ∂Ω.
(c) The capillary boundary condition:
∂u
∂n
= θ¯ (x)(1 + |Du|2)1/2 in ∂Ω with ∣∣θ¯ (x)∣∣ ω < 1. (4.2)
(d) The “controlled” reflection boundary condition:
inf
α∈Θ1
sup
β∈Θ2
{
γ θ1,θ2(x) ·Du− gθ1,θ2(x)}= 0 in ∂Ω. (4.3)
Here n(x) is the outward unit normal to ∂Ω . Assumptions (HB1) and (HB2) hold in all cases if
assumption 4 holds along with:
5. There exists ν > 0 such that
γ (x) · n(x) ν and γ θ1,θ2(x) · n(x) ν uniformly in θ1, θ2.
6. g,γ, θ¯ , γ θ1,θ2 , gθ1,θ2 are Lipschitz continuous in x uniformly in θ1, θ2.
Now we state new continuous dependence results for the for the Bellman–Isaacs equa-
tions (4.1) combined with the controlled reflection boundary conditions (4.3):
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ficients σ1, b1, c1, f1, γ1, g1 and σ2, b2, c2, f2, γ2, g2 respectively, where both sets of coefficients
satisfy assumptions 1–6 above.
Then u1, u2 belong to C0,β(Ω¯) for some β ∈ (0, α], and
λ|u1 − u2|0  C sup
Θ1×Θ2
[∣∣σ θ1,θ21 − σ θ1,θ22 ∣∣β0 + ∣∣bθ1,θ21 − bθ1,θ22 ∣∣β0 ]
+C sup
Θ1×Θ2
[∣∣cθ1,θ21 − cθ1,θ22 ∣∣0 + ∣∣f θ1,θ21 − f θ1,θ22 ∣∣0]
+ C
ν
sup
Θ1×Θ2
∣∣gθ1,θ21 − gθ1,θ22 ∣∣0 + Cνβ supΘ1×Θ2
∣∣γ θ1,θ21 − γ θ1,θ22 ∣∣β0 .
This result is a direct consequence of Theorems 2.1 and 2.2. In this case δ1 corresponds to the
second line in the estimate,
δ22 = C sup
Θ1×Θ2
[∣∣σ θ1,θ21 − σ θ1,θ22 ∣∣2 + ∣∣bθ1,θ21 − bθ1,θ22 ∣∣2],
μ1 = sup
Θ1×Θ2
∣∣gθ1,θ21 − gθ1,θ22 ∣∣0, μ2 = sup
Θ1×Θ2
∣∣γ θ1,θ21 − γ θ1,θ22 ∣∣0.
The dependence on the equation is as in [20,21] and the derivation of δ1 and δ2 is explained there.
By Theorem 2.3 we have for the first time the rate of convergence of the vanishing viscosity
method for the boundary value problem (4.1) and (4.3), i.e.
inf
θ1∈Θ1
sup
θ2∈Θ2
{− tr[(σσT )θ1,θ2(x)D2u]− bθ1,θ2(x)Du− cθ1,θ2(x)u− f θ1,θ2(x)}= μu (4.4)
in Ω , with (4.3) as boundary conditions. The result is the following:
Theorem 4.2. Assume u and uμ satisfy (4.1) and (4.4) respectively with boundary values (4.3),
and that assumptions 1–6 hold.
Then u,uμ belong to C0,β(Ω¯) for some β ∈ (0, α] and
|u− uμ|0 Cμβ2 .
5. Extensions
It is possible to consider many kinds of extensions of the results in this paper. We will consider
three cases: (i) Ω unbounded, (ii) time-dependent problems, and (iii) quasilinear equations. In
the two first cases the results cover e.g. Bellman–Isaacs equations under natural assumptions on
the data.
5.1. Unbounded domains
Let Ω be unbounded and let (H0u) denote assumption (H0) without the boundedness as-
sumption. If we assume that our sub- and supersolutions u and v are bounded, then we will get
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replacing the test function φa by the standard modification
φa(x, y)+ γ
(|x|2 + |y|2), γ > 0.
The new test function will insure existence of maximum points when we double the variables,
and at the end of the proof it turns out (as usual) that all terms depending on γ will vanish when
γ → 0. In the proof B will now depend also on the γ -terms and the γ -terms will tend to zero as
γ → 0 with a speed depending on B , see assumption (D1u) below. By careful computations and
fixing ε before sending γ → 0 we can conclude as before. We refer to [21] for the details when
Ω =RN .
The corresponding continuous dependence result will now be given without further proof. We
modify assumption (D1) so it corresponds to our new test function, see also [21]:
(D1u) There are δ1, δ2  0, a modulus ω, and KF (K) 0, such that for any K  0,
F2(y, r, q,Y )− F1(x, r,p,X)KF (K)
(
η2 + δ1 + 1
ε2
δ22 +B + γ
(
1 + |x|2 + |y|2)),
for ε, γ ∈ (0,1], η := ε α2−α , B  0, x, y ∈ Ω¯ , r ∈ R, |r|K , p,q ∈ RN and X,Y ∈ SN
satisfying |x − y|Kηε, |x| + |y| γ 1/2ω(γ )(1 +B), |p − q|K(η2 +B + γ (|x| +
|y|)), |p| + |q|K(η
ε
+ η2 +B + γ (|x| + |y|)), and
(
X 0
0 −Y
)
 K
ε2
(
Id −Id
−Id Id
)
+K(η2 +B + γ )( Id 00 Id
)
.
Theorem 5.1 (Ω unbounded). Assume (H0u), (H1), (H3), (HB1), and (HB2) hold for
H1,H2,G1,G2, and u1, u2 ∈ C0,β(Ω¯) for β ∈ (0,1]. Define ν2 = (ν1 ∨ ν2)(ν1 ∧ ν2) and
λ = λ1,|u1|0 ∨ λ2,|u2|0 .
If (D1u) and (D2) hold and u1 and u2 satisfy the boundary value problems (2.2) and (2.3)
respectively then there exists a constant C > 0 (depending only on KF , K , KG, |u1|β , |u2|β , α)
such that
λmax
Ω¯
(u1 − u2)C
(
δ1 + δα∧β2 +
μ1
ν
+
(
μ2
ν
)α∧β)
.
5.2. Time-dependent case
Consider a Cauchy–Neumann problem of the form:
ut + F
(
t, x, u,Du,D2u
)= 0 in (0, T )×Ω, (5.1)
G(x,Du) = 0 on (0, T )× ∂Ω, (5.2)
u(0, x) = u0(x) on {0} ×Ω. (5.3)
In this case we get results by similar arguments as above by replacing the test function φa by
σ¯ t + eKtφa(x, y), σ¯ > 0.
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depending on t . In (H1p) we assume in addition continuity in t , in (H3p) we allow λR  0,
and in the last two assumptions ((H2p) and (D1p)) we simply assume that (H2) and (D1) hold
uniformly in t . Note that one can always reduce a problem with λR ∈ R, via an exponential
scaling of u, to a problem with λR  0.
Now existence, uniqueness, and regularity results follow as before by appropriately choosing
the constants σ¯ and K . Note however that in the result corresponding to Theorem 2.1(c) the
Hölder exponent is always α and “maximal regularity” is achieved regardless of the value λ. We
refer to [20] for such results in the case Ω =RN . Now we state the continuous dependence result
without further proof.
Theorem 5.2 (Time-dependent case). Assume (H0), (H1p), (H3p), (HB1), and (HB2) hold for
H1,H2,G1,G2, u1, u2 ∈ C([0, T ] × Ω¯), and u1,0, u2,0 ∈ C0,α(Ω¯) for some α ∈ (0,1]. Define
ν2 = (ν1 ∨ ν2)(ν1 ∧ ν2).
If (D1p) and (D2) hold and u1 and u2 are sub- and supersolutions of initial boundary value
problems (5.1), (5.2), and (5.3) respectively for F1,G1, u1,0 and F2,G2, u2,0, then there exists a
constant C > 0 (depending only on KF , K , KG, |u1,0|α , |u2,0|α , T , α) such that for t ∈ (0, T ),
max
Ω¯
(
u1(t, ·)− u2(t, ·)
)

∣∣(u1,0 − u2,0)+∣∣0 +Ct
(
δ1 + δα2 +
μ1
ν
+
(
μ2
ν
)α)
.
Note that we do not need to assume that u1 and u2 are Hölder continuous (in x) a priori. In
fact this regularity follows from the above theorem! To understand why, and to see details about
the derivation in the case Ω =RN , we refer to [20].
5.3. Some quasilinear equations
Consider equations of the form
− tr[σ(x,Du)σ(x,Du)T D2u]− f (x,u,Du)+ λu = 0 in Ω, (5.4)
where λ > 0, f (x, r,p) continuous, increasing in r , a(x,p) = σ(x,p)σ (x,p)T , and
∣∣σ(x,p)− σ(y, q)∣∣K(|x − y| + |p − q|
1 + |p| + |q|
)
,
∣∣f (x, r,p)− f (y, r, q)∣∣K[(1 + |p| + |q|)|x − y| + |p − q|].
In this case (H1) and (H3) hold in addition to an assumption similar to (H2). If we also as-
sume (H0), (HB1), and (HB2), then existence and comparison for the boundary value prob-
lem (5.4) and (1.2) was proved in [2].
More general fully non-linear equations with “quasilinear” gradient dependence can also be
considered. We omit this to get a shorter and clearer presentation. For the same reasons we also
restrict ourselves to the case of Lipschitz continuous solutions and data, i.e. α = β = 1, η ≡ ε.
In this case the quasilinear term in the equation gives rise to a term like
1 ∣∣σ(p)− σ(q)∣∣2
ε2
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|p − q|K|p| ∧ |q||x − y| +K(ε2 +B)
when ε is small enough, and hence by the assumptions on σ ,
1
ε2
∣∣σ(p)− σ(q)∣∣2  K
ε2
|x − y|2 + K
ε2
ε4 +B2
1 + |p|2 + |q|2
 K
ε2
|x − y|2 +Kε2 + K
ε2
B2. (5.5)
This computation motivates replacing assumption (D1) by:
(D1q) There are δ1, δ2  0, and KF (K) 0 such that for any K  0,
F2(y, r, q,Y )− F1(x, r,p,X)KF (K)
(
η2 + δ1 + 1
ε2
δ22 +B +
1
ε2
B2
)
,
for 0 < ε  1, B  0, x, y ∈ Ω¯ , r ∈ R, |r|  K , p,q ∈ RN and X,Y ∈ SN satisfying
|x − y|Kε2, |p − q|K|p| ∧ |q|ε2 +K(ε2 +B), |p| + |q|K(1 + ε2 +B), and
(
X 0
0 −Y
)
 K
ε2
(
Id −Id
−Id Id
)
+K(ε2 +B)( Id 00 Id
)
.
The continuous dependence result now becomes:
Theorem 5.3 (Quasilinear equations, Lipschitz solutions). Assume (H0), (H1), (H3), (HB1), and
(HB2) hold for H1,H2,G1,G2, and u1, u2 ∈ C0,1(Ω¯). Define ν2 = (ν1 ∨ ν2)(ν1 ∧ ν2).
If (D1q) and (D2) hold and u1 and u2 are sub- and supersolutions of the boundary value
problems (2.2) and (2.3) respectively, then there exists a constant C > 0 (depending only on KF ,
K , KG) such that
λmax
Ω¯
(u1 − u2) C
(
δ1 + δ2 + μ1
ν
+ μ2
ν
)
.
Proof. The proof is similar to the proof of Theorem 2.2 with two exceptions:
(i) Assume δ1, δ2, μ1ν , μ2ν  C¯−1 where C¯ is big enough (the general case follows since u1, u2
are bounded). Since ε is chosen in terms of δ1, δ2, μ1ν , μ2ν , a suitable choice of C¯ will ensure that
ε is small enough such that (A.15) of Lemma A.5 holds. This estimate is needed before one can
apply (D1q).
(ii) At the end of the proof the following estimate will appear (remember η = ε)
λ1
(
u1(x)− u2(x)
)
K
(
η2 + δ1 + 1
ε2
δ22 +
[μ1 +μ2 ηε ]
ν
+ 1
ε2
( [μ1 +μ2 ηε ]
ν
)2)
,
where the new final term in the right-hand side of the inequality is a consequence of the 1
ε2
B2
term of (D1q). Minimizing ε like we did in Theorem 2.2 then gives the result. 
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dition. The type of non-linearity appearing here is similar to the non-linearity appearing in the
mean curvature of graph equation.
− tr
[
σσT
(
I − Du⊗Du
1 + |Du|2
)
D2u
]
+ λu+ f (x,u,Du) = 0 in Ω,
∂u
∂n
− θ¯ (x)(1 + |Du|2)1/2 = 0 in ∂Ω,
where θ¯ is Lipschitz continuous satisfying |θ¯ (x)|  ω < 1 and f satisfies the assumptions
mentioned above. Assume u1 and u2 are Lipschitz solutions of this boundary value problem
with different σ1, σ2, θ1, θ2 but with the same f and λ. Then we may apply Theorem 5.3 with
δ1 = 0 = μ1, μ2 = |θ¯1 − θ¯2|0, and
δ22 = sup
p∈RN
∣∣∣∣
√
σ1σ
T
1
(
I − p ⊗ p
1 + |p|2
)
−
√
σ2σ
T
2
(
I − p ⊗ p
1 + |p|2
)∣∣∣∣
2
,
to obtain
λ|u1 − u2| C
(
|σ1 − σ2| + 1
ν
|θ¯1 − θ¯2|0
)
.
Remark 5.1. Neither assumptions (5.5) nor assumption (D1q) is satisfied for p-Laplacian equa-
tions.
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Appendix A. The test function φa
A.1. Construction
The construction of the test function follows G. Barles [1,2] tracking some quantities more
precisely than he needs to. We give some more details (compared to [1,2]) whenever we feel this
is helpful for the reader.
First let d be a W 3,∞ extension of the (signed) distance function from some neighborhood
of ∂Ω to RN (by (H0) the distance function is W 3,∞ near ∂Ω). Furthermore we may and will
choose d such that 0 d  1 and |Dd(x)| 1 in Ω¯ . We also extend the outward normal vector
field n of ∂Ω to all of RN by setting n(x) := −Dd(x) for x ∈ Ω . An important consequence of
the W 3,∞ regularity of d and Taylor’s Theorem, are the following inequalities:
±[d(x)− d(y)]±(y − x) · n(x + y)+ 1 ∣∣D3d∣∣0|x − y|3. (A.1)2 24
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and (HB2) still hold here (possibly with different constants K and ν). Then (HB1) and the inter-
mediate value theorem that implies that there exists unique solutions Ci(x,p), of
Gi
(
x,p +Ci(x,p)n(x)
)= 0, i = 1,2, (A.2)
for every x (in the neighborhood V ) and p. Note that
Gi(x,p)−Gi
(
x,p +Ci(x,p)
)= Gi(x,p) = Gi(x,0)+ (Gi(x,p)−Gi(x,0))
and
Gi
(
x,p +Ci(y, q)n(x)
)−Gi(x,p +Ci(x,p)n(x))
= Gi
(
x,p +Ci(y, q)n(x)
)= Gi(x,p +Ci(y, q)n(x))−Gi(y, q +Ci(y, q)n(y)),
so by (HB1) and (HB2)
νi
∣∣Ci(x,p)∣∣K(1 + |p|) (A.3)
and
νi
∣∣Ci(x,p)−Ci(y, q)∣∣K(1 + |p| + |q|)|x − y| +K|p − q|, (A.4)
for x, y ∈ V , p,q ∈ RN . Now we extend Ci, i = 1,2, from V to RN (in the x variable) such
that (A.4) and (A.3) are preserved (possibly with bigger K’s). Next note that
G1
(
x,p +C1(x,p)n(x)
)−G1(x,p +C2(x,p)n(x))
= −G1
(
x,p +C2(x,p)n(x)
)= G2(x,p +C2(x,p)n(x))−G1(x,p +C2(x,p)n(x)).
Therefore, for x ∈ ∂Ω , by assumptions (HB1) and (D2) we get
ν1
(
C1(x,p)−C2(x,p)
)
KG
(
μ1 +μ2
[|p| +K(1 + |p|)]).
We have proved:
Lemma A.1. Assume (H0), (HB1), and (HB2).
(a) There exist unique functions C1 and C2 such that Eq. (A.2) holds in a neighborhood of
∂Ω , and the bounds (A.3) and (A.4) hold for all x,p ∈RN .
(b) If in addition (D2) holds, then there exists a constant KC > 0 such that for every p ∈ RN
and x ∈ ∂Ω ,
C1(x,p)−C2(x,p) KC
ν1 ∨ ν2
(
μ1 +μ2
(
1 + |p|)). (A.5)
To build smooth functions from C1 and C2 we will use the following sophisticated regular-
ization due to G. Barles [2]:
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Ca(x,p) :=
∫ ∫
RN×RN
C(y, q)ρ
(
(x − y)Γ
Λ
)
ρ
(
p − q
Λ
)
Γ N
Λ2N
dy dq,
where
Λ = (a2 + (p · n(x))2) 12 and Γ = (1 + |p|2) 12 ,
and ρ ∈ C∞(RN) is a nonnegative function with total mass 1 and support in |x| 1.
Lemma A.2. If C(x,p) satisfies (A.4) for x,p ∈RN and 0 < a  1, then for any x,p ∈RN,
∣∣Ca(x,p)∣∣KΓ and ∣∣Ca(x,p)−C(x,p)∣∣K(a + ∣∣p · n(x)∣∣), (A.6)∣∣DxCa(x,p)∣∣KΓ, ∣∣DpCa(x,p)∣∣K, (A.7)
∣∣DxxCa(x,p)∣∣KΓ 2
Λ
,
∣∣DxpCa(x,p)∣∣KΓ
Λ
,
∣∣DppCa(x,p)∣∣ K
Λ
. (A.8)
The proof follows from the classical properties of convolution and the regularity of C (A.4)
together with the choice of Λ and Γ .
Now remember that d is a W 3,∞ extension of the distance function, and let C2,a be the smooth
function obtained from Definition A.1 with C = C2. The full test function takes the following
form:
Definition A.2 (The test function φa).
φa(x, y) = 1
ε2
|x − y|2 + A
ε2
(
d(x)− d(y))2 −B(d(x)+ d(y))
−C2,a
(
x + y
2
,
2(x − y)
ε2
)(
d(x)− d(y)),
where A,B  0 are constants.
A.2. Properties
In the next three lemmas we state the main properties of the test function φa that we need in
this paper.
Lemma A.3 (Positivity). Assume (H0), (HB1), (HB2), and let φ be defined in Definition A.2. If
A is big enough (not depending on ε, a,B), then
φa(x, y)
1
2ε2
|x − y|2 −K0ε2 −B
(
d(x)+ d(y)).
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one can take A big enough to insure that
1
2ε2
|x − y|2 + A
2ε2
(
d(x)− d(y))2 −C2,a
(
x + y
2
,
2(x − y)
ε2
)(
d(x)− d(y))−K0ε2,
which proves the lemma. 
Lemma A.4 (Boundary conditions). Assume (H0), (HB1), (HB2), (D2), 0 < ε,η, a  1, and let
φa be defined in Definition A.2. Then for any x, y ∈ Ω¯ such that |x − y|K1ηε, there exists a
K  0 only depending on the data and on K1, such that if
B = K(η2 + ε2 + a)+ K
ν1 ∨ ν2
(
μ1 +μ2 η
ε
)
and A = K,
then
G1
(
x,Dxφa(x, y)
)
> 0 if x ∈ ∂Ω, (A.9)
G2
(
x,−Dyφa(x, y)
)
< 0 if y ∈ ∂Ω. (A.10)
Proof. We only prove (A.9), the proof of (A.10) is similar but easier due to the choice of C2,a in
the test function. Note that d(x) = 0, d(y)−d(x) = |d(x)−d(y)|, and remember that n = −Dd .
We have
Dxφa(x, y) = 2(x − y)
ε2
+
[
1
2
DxC2,a(X,p)+ 2
ε2
DpC2,a(X,p)
](
d(y)− d(x))
+
[
C2,a(X,p)+B + 2A
ε2
(
d(y)− d(x))]n(x)
= p +R1 +
[
C1(x,p)+R2
]
n(x), (A.11)
where p = 1
ε2
|x − y|, X = 12 (x + y), and
R2 :=
[−C1(x,p)+C2(x,p)]+ [−C2(x,p)+C2,a(X,p)]+B + 2A
ε2
(
d(y)− d(x)).
According to (A.6), (A.7) and (A.1), the second term in R2 is bounded below by
−K(1 + |p|) |x − y|
2
−K
(
a +
∣∣∣∣p · n
(
x + y
2
)∣∣∣∣
)
−K
(
η2 + ε2 + a + |d(x)− d(y)|
ε2
)
.
Here we have also used that p = 2
ε2
|x − y| and |x − y|Kεη.
According to (A.5), the first term in R2 is bounded from below by
− KC (μ1 +μ2(1 + |p|))− K
(
μ1 +μ2 η
)
.ν1 ∨ ν2 ν1 ∨ ν2 ε
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η
ε
) and A  K2 . By (A.7) of
Lemma A.2, the regularity of d , |x − y|Kεη, we also find that
|R1|
[
K
(
1 + |p|)+ 1
ε2
K
](
d(y)− d(x))K(η2 + ε2 + |d(x)− d(y)|
ε2
)
.
By (HJB1), (HJB2), (A.11), (A.2), and the above estimates and choices of A,B ,
G1
(
x,Dxφa(x, y)
)
G1
(
x,p +C1(x,p)
)+ ν1R2 −K|R1|
 0 + ν1
[
B −K(η2 + ε2 + a)− K
ν1 ∨ ν2
(
μ1 +μ2 η
ε
)
+ (2A−K) |d(x)− d(y)|
ε2
]
−K
(
η2 + ε2 + |d(x)− d(y)|
ε2
)
,
and the right-hand side is strictly positive if
ν1B = (1 + ν1)K
(
η2 + ε2 + a)+ ν1K
ν1 ∨ ν2
(
μ1 +μ2 η
ε
)
and 2ν1A = (1 + ν1)K. 
Lemma A.5 (Derivatives). Assume (H0), (HB1), (HB2), and let x, y ∈ Ω¯ and φa be defined in
Definition A.2. Then
∣∣Dxφa(x, y)+Dyφa(x, y)∣∣K
( |x − y|2
ε2
+ ε2
)
+ 2B, (A.12)
∣∣Dxφa(x, y)∣∣+ ∣∣Dyφa(x, y)∣∣K
(
ε2 + |x − y|
2
ε2
+ |x − y|
ε2
)
+ 2B. (A.13)
Furthermore if 1
ε2
|x − y|2  C and A big enough (independent of a, ε,B) then
∣∣Dxφa(x, y)∣∣, ∣∣Dyφa(x, y)∣∣ |x − y|2ε2
(
1 − ε2[B +K(1 +A)])−K(ε2 +B), (A.14)
and if in addition ε2  [2B +K(1 +A)]−1 then∣∣Dxφa(x, y)+Dyφa(x, y)∣∣K∣∣Dxφa(x, y)∣∣∧ ∣∣Dyφa(x, y)∣∣|x − y| +K(ε2 +B). (A.15)
Finally, if |x − y|Kηε and 0 < η,ε, a  1 then
D2φa(x, y)
 K
ε2
(
1 + ε
a
η3
)(
Id −Id
−Id Id
)
+K
((
1 + ε
a
η3
)(
η2 + ε2)+B)( Id 00 Id
)
. (A.16)
Proof. To simplify the computations, we make a change of variables and define Φa,ε by
φa(x, y) = Φa,ε(X,Y,Z,T ),
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Φa,ε(X,Y,Z,T ) = |Y |
2
ε2
−C2,a
(
X,
2Y
ε2
)
Z + A
ε2
Z2 −BT, (A.17)
and straightforward computations lead to
DXΦa,ε(X,Y,Z,T ) = −DxC2,a
(
X,
2Y
ε2
)
Z,
DYΦa,ε(X,Y,Z,T ) = 2Y
ε2
− 2
ε2
DpC2,a
(
X,
2Y
ε2
)
Z,
DZΦa,ε(X,Y,Z,T ) = −C2,a
(
X,
2Y
ε2
)
+ 2A
ε2
Z,
DT Φa,ε(X,Y,Z,T ) = −B, (A.18)
and
Dxφa(x, y) = 12DXΦa,ε +DYΦa,ε +DZΦa,εDd(x)+DT Φa,εDd(x), (A.19)
Dyφa(x, y) = 12DXΦa,ε −DYΦa,ε +DZΦa,ε
(−Dd(y))+DT Φa,εDd(y). (A.20)
First note that estimate (A.15) easily follows from (A.12) and (A.14). We start by proving
estimate (A.12). Using the fact that n = −Dd , we see that
Dxφa(x, y)+Dyφa(x, y) = DXΦa,ε +DZΦa,ε
(
n(y)− n(x))+B(n(x)+ n(y)).
The first term on the right-hand side can be estimated by (A.7) of Lemma A.2,
|DXΦa,ε|K
(
1 + |Y |
ε2
)∣∣d(x)− d(y)∣∣,
and the second term by (A.6),
∣∣∣∣C2,a
(
X,
2Y
ε2
)∣∣∣∣K
(
1 + |Y |
ε2
)
and |DZΦa,ε|K
(
1 + |Y |
ε2
)
+ 2A
ε2
∣∣d(x)− d(y)∣∣.
Combining these estimates, using the regularity of d , and Y = x − y then leads to
∣∣Dxφa(x, y)+Dyφa(x, y)∣∣ (K + 2A|Dd|0)
(
1 + |Y |
ε2
)
|x − y| + 2|Dd|0B,
and estimate (A.12) follows from Young’s inequality. In a similar way, we can also prove (A.13).
We proceed to prove the lower bound (A.14) and start by estimating |Dxφa(x, y) −
Dyφa(x, y)|. Observe that
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[
2(x − y)
ε2
− 2
ε2
DpC2,a
(
X,
2Y
ε2
)(
d(x)− d(y))]
+ (Dd(x)+Dd(y))[−C2,a
(
X,
2Y
ε2
)
+ 2A
ε2
(
d(x)− d(y))]
−B(Dd(x)−Dd(y)).
Now using a Taylor expansion and regularity of d , we see that
(
Dd(x)+Dd(y)) · (x − y) 2(d(x)− d(y))+ 1
8
∣∣D3d∣∣0|x − y|3,
and after applying also (A.6) we get
(
Dxφa(x, y)−Dyφa(x, y)
) · (x − y)
 4 |x − y|
2
ε2
− 4
ε2
DpC2,a
(
X,
2Y
ε2
)
· (x − y)(d(x)− d(y))
+ 2C2,a
(
X,
2Y
ε2
)(
d(x)− d(y))+ 4A
ε2
(
d(x)− d(y))2
− ∣∣D3d∣∣0|x − y|3
(
A
ε2
|Dd|0|x − y| +K
(
1 + |x − y|
ε2
))
−B(Dd(x)−Dd(y)) · (x − y).
Using Young’s inequality as in Lemma A.3 and taking A even bigger if necessary (but not de-
pending on a, ε,B), we have (ε  1)
(
Dxφa(x, y)−Dyφa(x, y)
) · (x − y)
 |x − y|
2
ε2
−B|Dd|0|x − y|2 −K(1 +A)
(
1 + ε2) |x − y|4
ε2
= |x − y|
2
ε2
(
1 − ε2
(
B +K(1 +A) |x − y|
2
ε2
))
,
and Cauchy–Schwarz inequality immediately yields
∣∣Dxφa(x, y)−Dyφa(x, y)∣∣ |x − y|
ε2
(
1 − ε2
(
B +K(1 +A) |x − y|
2
ε2
))
.
Now (A.14) follows by combining the last inequality and (A.12),
∣∣Dxφa(x, y)∣∣ |x − y|2ε2
(
1 − ε2
(
B +K +K(1 +A) |x − y|
2
ε2
))
−K(ε2 +B).
Now we prove estimate (A.16). A straightforward calculation using (A.18) yields
2394 E.R. Jakobsen, C.A. Georgelin / J. Differential Equations 245 (2008) 2368–2396DXXΦa,ε(X,Y,Z,T ) = −D2xxC2,a
(
X,
2Y
ε2
)
Z,
DXZΦa,ε(X,Y,Z,T ) = −DxC2,a
(
X,
2Y
ε2
)
,
DXYΦa,ε(X,Y,Z,T ) = − 2
ε2
DxpC2,a
(
X,
2Y
ε2
)
Z,
DYYΦa,ε(X,Y,Z,T ) = 2
ε2
Id −
(
2
ε2
)2
DppC2,a
(
X,
2Y
ε2
)
Z,
DYZΦa,ε(X,Y,Z,T ) = − 2
ε2
DpC2,a
(
X,
2Y
ε2
)
,
DZZΦa,ε(X,Y,Z,T ) = 2A
ε2
Id,
DTXΦa,ε = DTYΦa,ε = DTZΦa,ε = DTT Φa,ε = 0.
We will estimate these terms using Lemma A.2 and (A.1). For example, one has
∣∣DXXΦa,ε(X,Y,Z,T )∣∣KΓ 2
Λ
∣∣d(x)− d(y)∣∣KΓ 2
Λ
(
ε2
∣∣p · n(X)∣∣+ ∣∣D3d∣∣0|x − y|3),
where p = 2Y
ε2
. In our case Λ = [a2 + (p · n(X))2] 12 , and Γ = (1 + |p|2) 12 , and hence
∣∣DXXΦa,ε(X,Y,Z,T )∣∣K
(
ε2Γ 2 + Γ
2
a
|x − y|3
)
K
(
ε2 + |x − y|
2
ε2
)(
1 + ε
a
|x − y|3
ε3
)
. (A.21)
By carefully doing computations like above, one can prove that
∣∣DYYΦa,ε(X,Y,Z,T )∣∣ K
ε2
(
1 + ε
a
|x − y|3
ε3
)
, (A.22)
∣∣DYZΦa,ε(X,Y,Z,T )∣∣, ∣∣DZZΦa,ε(X,Y,Z,T )∣∣ K
ε2
, (A.23)
∣∣DXZΦa,ε(X,Y,Z,T )∣∣K
(
1 + |x − y|
ε2
)
, (A.24)
∣∣DXYΦa,ε(X,Y,Z,T )∣∣K
(
1 + |x − y|
ε2
)(
1 + ε
a
|x − y|3
ε3
)
. (A.25)
Now we compute the matrix D2φa(x, y) from (A.19) and (A.20):
D2φa(x, y) = M1 +M2 +M3 +M4 +M5 +M6 +M7 +M8,
where
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(
D2YYΦa,ε −D2YYΦa,ε
−D2YYΦa,ε D2YYΦa,ε
)
,
M2 = 14
(
D2XXΦa,ε D
2
XXΦa,ε
D2XXΦa,ε D
2
XXΦa,ε
)
,
M3 =
(
D2XYΦa,ε 0
0 −D2XYΦa,ε
)
,
M4 = D2ZZΦa,ε
(
Dd(x)⊗Dd(x) −Dd(x)⊗Dd(y)
−Dd(y)⊗Dd(x) Dd(y)⊗Dd(y)
)
,
M5 = D2ZYΦa,ε ⊗
(
2Dd(x) −Dd(x)−Dd(y)
−Dd(x)−Dd(y) 2Dd(y)
)
,
M6 = D2ZXΦa,ε ⊗
(
Dd(x) 12 (Dd(x)−Dd(y))
1
2 (Dd(x)−Dd(y)) −Dd(y)
)
,
M7 = DZΦa,ε
(
D2d(x) 0
0 −D2d(y)
)
,
M8 = −B
(
D2d(x) 0
0 D2d(y)
)
.
It can easily be seen that M1 (use (A.22)), M2 (use (A.21)), and M8 can be bounded from above
by a matrix of the form (A.16). Note that
(
M3(ζ, κ), (ζ, κ)
)= (D2XYΦa,ε(ζ − κ), (ζ + κ)) 1θ2
∣∣D2XYΦa,ε∣∣2|ζ − κ|2 + θ2|ζ + κ|2,
where θ = η
√
1 + ε
a
η3 and hence by (A.24) M3 is also bounded from above by (A.16). Now we
write
M7 = DZΦa,ε
((
D2d(x) 0
0 −D2d(x)
)
+
(
0 0
0 D2d(x)−D2d(y)
))
,
and handle the first part of M7 like we did with M3. The second part can handled using the
W 3,∞-regularity of d together with the first-order estimates of Φa,ε . We proceed with M4:
(
M4(ζ, κ), (ζ, κ)
)= 2A
ε2
(
ζ ·Dd(x)− κ ·Dd(y))2
 2A
ε2
|Dd|20|ζ − κ|2 +
∣∣D2d∣∣20η2(|ζ |2 + |κ|2).
The two remaining terms can be treated analogously using also (A.22) and (A.24). This ends the
proof of Lemma A.5. 
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