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We construct fast algorithms for evaluating transforms associated with families of functions
which satisfy recurrence relations. These include algorithms both for computing the
coeﬃcients in linear combinations of the functions, given the values of these linear
combinations at certain points, and, vice versa, for evaluating such linear combinations
at those points, given the coeﬃcients in the linear combinations; such procedures are also
known as analysis and synthesis of series of certain special functions. The algorithms of
the present paper are eﬃcient in the sense that their computational costs are proportional
to n lnn at any ﬁxed precision of computations, where n is the amount of input and output
data. Stated somewhat more precisely, we ﬁnd a positive real number C such that, for
any positive integer n  10 and positive real number ε  1/10, the algorithms require
at most Cn(lnn)(ln(1/ε))3 ﬂoating-point operations to evaluate at n appropriately chosen
points any linear combination of n special functions, given the coeﬃcients in the linear
combination, where ε is the precision of computations.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For nearly half a century, the fast Fourier transform (FFT) and its variants (see, for example, [10]) have been having an
astounding effect on science and engineering. The FFT is an eﬃcient algorithm enabling the computation, for any positive
integer n and complex numbers β0, β1, . . . , βn−2, βn−1, of the complex numbers α0,α1, . . . ,αn−2,αn−1 deﬁned by
α j =
n−1∑
k=0
βk fk(x j) (1)
for j = 0,1, . . . ,n − 2,n − 1, where f0, f1, . . . , fn−2, fn−1 are the functions deﬁned on [−1,1] by
fk(x) = 1√
n
exp
(
π i(2k − n)x
2
)
(2)
for k = 0,1, . . . ,n − 2,n − 1, and x0, x1, . . . , xn−2, xn−1 are the real numbers deﬁned by
xk = 2k − nn (3)
for k = 0,1, . . . ,n−2,n−1. The FFT is eﬃcient in the sense that there exists a reasonably small positive real number C such
that, for any positive integer n  10, using Cn lnn ﬂoating-point operations suﬃces for computing α0,α1, . . . ,αn−2,αn−1
in (1) from β0, β1, . . . , βn−2, βn−1 (see, for example, [2] or [1]). In contrast, evaluating the sum in (1) separately for every
j = 0,1, . . . ,n − 2,n − 1 costs at least n2 operations in total.
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βn−2, βn−1, and for the inverse procedure of computing β0, β1, . . . , βn−2, βn−1 from α0,α1, . . . ,αn−2,αn−1, for more general
collections of functions f0, f1, . . . , fn−2, fn−1 and points x0, x1, . . . , xn−2, xn−1 than those deﬁned in (2) and (3). Speciﬁcally,
the present article constructs algorithms for classes of functions satisfying recurrence relations. The present paper describes
in detail a representative example of such classes of functions, namely weighted orthonormal polynomials. Weighted or-
thonormal polynomials f0, f1, . . . , fn−2, fn−1 satisfy recurrence relations of the form
xfk(x) = ck−1 fk−1(x) + dk fk(x) + ck fk+1(x) (4)
for all x in the domain, where ck−1, ck , and dk are real numbers which vary with the collection of functions under consid-
eration.
The algorithms of the present article all rely on the following two observations:
(i) The solutions fk(x) to the recurrence relation (4) are the eigenvectors corresponding to eigenvalues x of certain tridiag-
onal real self-adjoint matrices.
(ii) There exist fast algorithms for determining and applying matrices whose columns are normalized eigenvectors of a
tridiagonal real self-adjoint matrix, and for applying the adjoints of these matrices of eigenvectors.
The ﬁrst observation was made long ago in Theorem 5 of Section 2.4 of [15], which provides the basis for the well-known
method of [4]. The second observation was made in the celebrated [6]. However, the utility of the combination does not
seem to have been fully appreciated.
The methods described in the present paper are leading to fairly eﬃcient codes for computing a variety of what are
known as (pseudo)spectral transforms. In particular, [14] reports numerical results of using these methods to construct fast
algorithms for calculations involving spherical harmonics.
We refer the reader to [9,11] and their compilations of references for prior work on related fast algorithms, as well as
to [7] for an alternative approach that is suitable for certain applications, and to [8] for its reﬁned accounting of computa-
tional costs. The present paper develops techniques that are substantially more eﬃcient than the similar ones of [11]—see
[14] for an illustration of the increased eﬃciency. We gave a preliminary version of the present article in [13], treating
Bessel functions of varying orders, in addition to orthonormal polynomials.
The present paper has the following structure: Section 2.1 summarizes properties of fast algorithms for spectral represen-
tations of tridiagonal real self-adjoint matrices. Section 2.2 summarizes facts concerning recurrence relations for orthonormal
polynomials. Section 3 employs both subsections of Section 2 to construct fast algorithms.
2. Preliminaries
This section summarizes certain widely known facts from mathematical and numerical analysis, to be used in Section 3.
2.1. Divide-and-conquer spectral methods
This subsection summarizes properties of fast algorithms introduced in [5] and [6] for spectral representations of tridiag-
onal real self-adjoint matrices. Speciﬁcally, there exists an algorithm such that, for any tridiagonal real self-adjoint matrix T ,
(ﬁrstly) the algorithm computes the eigenvalues of T , (secondly) the algorithm computes any eigenvector of T , (thirdly)
the algorithm applies a square matrix U consisting of normalized eigenvectors of T to any arbitrary column vector, and
(fourthly) the algorithm applies U T to any arbitrary column vector, all using a number of operations proportional to n lnn
at any ﬁxed precision of computations, where n is the positive integer for which T and U are n×n. The following is a more
precise formulation.
For any positive integer n, self-adjoint n×n matrix T , and real n×1 column vector v , we deﬁne ‖T‖ to be the largest of
the absolute values of the eigenvalues of T (that is, the spectral norm of the self-adjoint matrix T ), δT to be the minimum
value of the distance |λ − μ| between any two distinct eigenvalues λ and μ of T , and
‖v‖ =
√√√√n−1∑
k=0
(vk)2, (5)
where v0, v1, . . . , vn−2, vn−1 are the entries of v; we say that v is normalized to mean that ‖v‖ = 1. As originated in [6],
there exist an algorithm and a positive real number C such that, for any positive real number ε  1/10, positive integer
n 10, tridiagonal real self-adjoint n × n matrix T with n distinct eigenvalues, real unitary matrix U whose columns are n
normalized eigenvectors of T , and real n × 1 column vector v ,
1. The algorithm computes to absolute precision ‖T‖ε the n eigenvalues of T , using at most
Cn(lnn)
(
ln(1/ε)
)3
(6)
ﬂoating-point operations;
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Cn(lnn)
(
ln(1/ε)
)3
(7)
operations;
3. The algorithm computes to absolute precision ‖T‖‖v‖ε/δT the n entries of the matrix–vector product U Tv , using at
most
Cn(lnn)
(
ln(1/ε)
)3
(8)
operations;
4. After the algorithm performs some precomputations which are particular to T at a cost of at most
Cn(lnn)
(
ln(1/ε)
)3
(9)
operations, the algorithm computes to absolute precision ‖T‖ε/δT the kn entries of any k normalized eigenvectors of T ,
using at most
Ckn
(
ln(1/ε)
)2
(10)
operations, for any positive integer k.
Remark 1. We omitted distracting factors of very small powers of n in the precisions mentioned in the present subsection.
Remark 2. In the second item of the present subsection, the algorithm in fact requires at most
Ckn(lnn)
(
ln(1/ε)
)2
(11)
operations to compute the matrix–vector products U v1,U v2, . . . ,U vk−1,U vk , for any positive integer k, and real n × 1
column vectors v1, v2, . . . , vk−1, vk , after the algorithm performs some precomputations which are particular to T at a cost
of at most
Cn(lnn)
(
ln(1/ε)
)3
(12)
operations. Moreover, we can improve the precisions to which the algorithm calculates U v1,U v2, . . . ,U vk−1,U vk , by per-
forming more expensive precomputations (using higher-precision ﬂoating-point arithmetic or precomputation algorithms
whose costs are not proportional to n lnn, for example; see [14]). Similar considerations apply to the third item of the
present subsection.
Remark 3. There exist similar algorithms when the eigenvalues of T are not all distinct.
2.2. Orthonormal polynomials
This subsection discusses several classical facts concerning orthonormal polynomials. All of these facts follow trivially
from results contained, for example, in [12] and [15].
Lemmas 8 and 9, which formulate certain simple consequences of Theorems 4 and 7, are the principal tools used in
Section 3. Lemmas 6 and 16 provide the results of some calculations for what are known as normalized Jacobi polynomials,
a classical example of a family of orthonormal polynomials; the results of analogous calculations for some other classical
families of polynomials are similar and therefore have been omitted. The remaining lemmas in the present subsection,
Lemmas 11 and 14, deal with certain conditioning issues surrounding the algorithms in Section 3 (see Remark 15). The
remaining theorem in the present subsection, Theorem 13, describes what are known as Gauss–Jacobi quadrature formulae.
In the present subsection and throughout the rest of the paper, we index vectors and matrices starting at entry 0. We
say that a is an extended real number to mean that a is a real number, a = +∞, or a = −∞. For any real number a, we deﬁne
the intervals [a,∞] = [a,∞) and [−∞,a] = (−∞,a]; we deﬁne [−∞,∞] = (−∞,∞).
For any extended real numbers a and b with a < b, and any nonnegative integer n, we say that p0, p1, . . . , pn−1, pn are
orthonormal polynomials on [a,b] for a weight w to mean that w is a real-valued nonnegative integrable function on [a,b], pk
is a polynomial of degree k, the coeﬃcients of x0, x1, . . . , xk−1, xk in pk(x) are real, the coeﬃcient of xk in pk(x) is positive
for k = 0,1, . . . ,n − 1,n, and
b∫
a
dx w(x)p j(x)pk(x) =
{
1, j = k,
0, j = k, (13)
for j,k = 0,1, . . . ,n − 1,n.
The following theorem states that a system of orthonormal polynomials satisﬁes a certain three-term recurrence relation.
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mal polynomials on [a,b] for a weight w.
Then, there exist real numbers c0, c1, . . . , cn−2, cn−1 and d0,d1, . . . ,dn−2,dn−1 such that
xp0(x) = d0p0(x) + c0p1(x) (14)
for any x ∈ [a,b], and
xpk(x) = ck−1pk−1(x) + dkpk(x) + ckpk+1(x) (15)
for any x ∈ [a,b] and k = 1,2, . . . ,n − 2,n − 1.
Proof. Theorem 3.2.1 in [12] provides an equivalent formulation of the present theorem. 
Remark 5. In fact, ck > 0 for k = 0,1, . . . ,n − 2,n − 1, in (14) and (15).
The following lemma provides expressions for c0, c1, . . . , cn−2, cn−1 and d0,d1, . . . ,dn−2,dn−1 from (14) and (15) for what
are known as normalized Jacobi polynomials.
Lemma 6. Suppose that a = −1, b = 1, α and β are real numbers with α > −1 and β > −1, n is a positive integer, and
p0, p1, . . . , pn−1, pn are the orthonormal polynomials on [a,b] for the weight w deﬁned by
w(x) = (1− x)α(1+ x)β . (16)
Then,
ck =
√
4(k + 1)(k + α + 1)(k + β + 1)(k + α + β + 1)
(2k + α + β + 1)(2k + α + β + 2)2(2k + α + β + 3) (17)
and
dk = β
2 − α2
(2k + α + β)(2k + α + β + 2) (18)
for k = 0,1, . . . ,n − 2,n − 1, where c0, c1, . . . , cn−2, cn−1 and d0,d1, . . . ,dn−2,dn−1 are from (14) and (15).
Proof. Formulae 4.5.1 and 4.3.4 in [12] together provide an equivalent formulation of the present lemma. 
The following theorem states that the polynomial of degree n in a system of orthonormal polynomials on [a,b] has n
distinct zeros on [a,b].
Theorem 7. Suppose that a and b are extended real numbers with a < b, n is a positive integer, and p0, p1, . . . , pn−1, pn are orthonor-
mal polynomials on [a,b].
Then, there exist distinct real numbers x0, x1, . . . , xn−2, xn−1 such that xk ∈ [a,b] and
pn(xk) = 0 (19)
for k = 0,1, . . . ,n − 2,n − 1, and
x j = xk (20)
when j = k for j,k = 0,1, . . . ,n − 2,n − 1.
Proof. Theorem 3.3.1 in [12] provides a slightly more general formulation of the present theorem. 
Suppose that a and b are extended real numbers with a < b, n is a positive integer, and p0, p1, . . . , pn−1, pn are or-
thonormal polynomials on [a,b] for a weight w . We deﬁne T to be the tridiagonal real self-adjoint n × n matrix with the
entry
T j,k =
⎧⎪⎪⎨
⎪⎪⎩
c j−1, k = j − 1,
d j, k = j,
c j, k = j + 1, (21)
0, otherwise (when k < j − 1 or k > j + 1)
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0,1, . . . ,n − 1,n, we deﬁne the function qk on [a,b] by
qk(x) =
√
w(x)pk(x); (22)
we will refer to qk as a weighted orthonormal polynomial. We deﬁne U to be the real n × n matrix with the entry
U j,k = q j(xk)√∑n−1
m=0(qm(xk))2
(23)
for j,k = 0,1, . . . ,n − 2,n − 1, where q0,q1, . . . ,qn−2,qn−1 are deﬁned in (22), and x0, x1, . . . , xn−2, xn−1 are from (19). We
deﬁne Λ to be the diagonal real n × n matrix with the entry
Λ j,k =
{
x j, k = j,
0, k = j (24)
for j,k = 0,1, . . . ,n − 2,n − 1, where x0, x1, . . . , xn−2, xn−1 are from (19). We deﬁne S to be the diagonal real n × n matrix
with the entry
S j,k =
{√∑n−1
m=0(qm(x j))2, k = j,
0, k = j
(25)
for j,k = 0,1, . . . ,n − 2,n − 1, where q0,q1, . . . ,qn−2,qn−1 are deﬁned in (22), and x0, x1, . . . , xn−2, xn−1 are from (19). We
deﬁne e to be the real n × 1 column vector with the entry
ek =
{
1, k = 0,
0, k = 0 (26)
for k = 0,1, . . . ,n − 2,n − 1.
The following lemma states that U is a matrix of normalized eigenvectors of the tridiagonal real self-adjoint matrix T ,
and that Λ is a diagonal matrix whose diagonal entries are the eigenvalues of T (which, according to (20), are distinct).
Lemma 8. Suppose that a and b are extended real numbers with a < b, n is a positive integer, and p0, p1, . . . , pn−1, pn are orthonor-
mal polynomials on [a,b] for a weight w.
Then,
U TT U = Λ, (27)
where T is deﬁned in (21), U is deﬁned in (23), and Λ is deﬁned in (24). Moreover, U is real and unitary.
Proof. Combining (14), (15), and (19) yields that
T U = UΛ. (28)
Combining (28), (23), (24), and (20) yields that U is a real matrix of normalized eigenvectors of T , with distinct corre-
sponding eigenvalues. Therefore, since eigenvectors corresponding to distinct eigenvalues of a real self-adjoint matrix are
orthogonal, U is orthogonal. Applying U T from the left to both sides of (28) yields (27). 
The following two lemmas provide alternative expressions for the entries of S deﬁned in (25).
Lemma 9. Suppose that a and b are extended real numbers with a < b, n is a positive integer, and p0, p1, . . . , pn−1, pn are orthonor-
mal polynomials on [a,b] for a weight w.
Then,
Sk,k =
√
w(xk)
(U Te)k
√∫ b
a dx w(x)
(29)
for k = 0,1, . . . ,n − 2,n − 1, where S is deﬁned in (25), U is deﬁned in (23), e is deﬁned in (26), (U Te)0, (U Te)1, . . . ,
(U Te)n−2, (U Te)n−1 are the entries of the matrix–vector product U Te, and x0, x1, . . . , xn−2, xn−1 are from (19).
Proof. Combining (23) and (26) yields that
(
U Te
)
k =
q0(xk)√∑n−1
(qm(xk))2
(30)m=0
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q0(x) =
√
w(x)√∫ b
a dy w(y)
(31)
for any x ∈ [a,b]. Combining (25), (30), and (31) yields (29). 
Remark 10. Formula 2.6 in [4] motivated us to employ the equivalent (29).
Lemma 11. Suppose that a and b are extended real numbers with a < b, n is a positive integer, p0, p1, . . . , pn−1, pn are orthonormal
polynomials on [a,b] for a weight w, and k is a nonnegative integer less than n, such that lnw is differentiable at the point xk from (19).
Then,
(Sk,k)
2 = cn−1qn−1(xk) ddxqn(xk), (32)
where Sk,k is deﬁned in (25), cn−1 is from (14) or (15), qn−1 and qn are deﬁned in (22), and xk is from (19).
Proof. Formula 3.2.4 in [12] provides a slightly more general formulation of the present lemma. 
Remark 12. There exist similar formulations of Lemma 11 when it is not the case that lnw is differentiable at xk .
The following theorem describes what are known as Gauss–Jacobi quadrature formulae for orthonormal polynomials.
Theorem 13. Suppose that a and b are extended real numbers with a < b, n is a positive integer, and p0, p1, . . . , pn−1, pn are or-
thonormal polynomials on [a,b] for a weight w.
Then, there exist positive real numbers w0,w1, . . . ,wn−2,wn−1 , called the Christoffel numbers for x0, x1, . . . , xn−2, xn−1 , such
that
b∫
a
dx w(x)p(x) =
n−1∑
k=0
wkp(xk) (33)
for any polynomial p of degree at most 2n − 1, where x0, x1, . . . , xn−2, xn−1 are from (19).
Proof. Theorems 3.4.1 and 3.4.2 in [12] together provide a slightly more general formulation of the present theorem. 
The following lemma provides an alternative expression for the entries of S deﬁned in (25).
Lemma 14. Suppose that a and b are extended real numbers with a < b, n is a positive integer, and p0, p1, . . . , pn−1, pn are orthonor-
mal polynomials on [a,b] for a weight w.
Then,
(Sk,k)
2 = w(xk)
wk
(34)
for k = 0,1, . . . ,n − 2,n − 1, where S is deﬁned in (25), and w0,w1, . . . ,wn−2,wn−1 are the Christoffel numbers from (33) for the
corresponding points x0, x1, . . . , xn−2, xn−1 from (19). Moreover, there exist extended real numbers y0, y1, . . . , yn−1, yn such that
a = y0 < y1 < · · · < yn−1 < yn = b and
wk =
yk+1∫
yk
dx w(x) (35)
for k = 0,1, . . . ,n − 2,n − 1.
Proof. Formula 3.4.8 in [12] provides an equivalent formulation of (34). Formula 3.41.1 in [12] provides a slightly more
general formulation of (35). 
Remark 15. The formulae (25), (32), (34), and (35) give some insight into the condition number of S . For instance, due
to (25), the entries of S are usually not too large.
M. Tygert / Appl. Comput. Harmon. Anal. 28 (2010) 121–128 127The following lemma provides an alternative expression for the entries of S deﬁned in (25) for what are known as
normalized Jacobi polynomials.
Lemma 16. Suppose that a = −1, b = 1, α and β are real numbers with α > −1 and β > −1, n is a positive integer, and
p0, p1, . . . , pn−1, pn are the orthonormal polynomials on [a,b] for the weight w deﬁned by
w(x) = (1− x)α(1+ x)β . (36)
Then,
Sk,k =
√
1− x2k
2n + α + β + 1
∣∣∣∣ ddxqn(xk)
∣∣∣∣ (37)
for k = 0,1, . . . ,n − 2,n − 1, where S is deﬁned in (25), x0, x1, . . . , xn−2, xn−1 are from (19), and qn is deﬁned in (22).
Proof. Together with (34), formulae 15.3.1 and 4.3.4 in [12] provide an equivalent formulation of the present lemma. 
3. Fast algorithms
This section constructs eﬃcient algorithms for computing the quadrature nodes and Christoffel numbers associated with
orthonormal polynomials, and for the analysis and synthesis of linear combinations of weighted orthonormal polynomials.
We describe the algorithms in Section 3.1 solely to illustrate the generality of the techniques discussed in the present paper;
we would expect specialized schemes such as those in [3] to outperform the algorithms described in Section 3.1 in most, if
not all, practical circumstances. Each subsection in the present section relies on both Section 2.1 and Section 2.2.
3.1. Quadrature nodes and Christoffel numbers associated with orthonormal polynomials
The basis for fast algorithms is the eigendecomposition in (27), namely
U TT U = Λ, (38)
where T is the matrix deﬁned in (21), U is the matrix deﬁned in (23), and Λ is the diagonal matrix deﬁned in (24). The
diagonal entries of Λ are the quadrature nodes x0, x1, . . . , xn−2, xn−1 in (33). We can compute the entries of Λ for the cost
in (6), using an algorithm as in the ﬁrst item in Section 2.1, due to (38), since T is tridiagonal, real, and self-adjoint, and
(as stated in Lemma 8) U is real and unitary. For the same reason, we can apply the matrix U T to the vector e in (29)
for the cost in (8), using an algorithm as in the third item in Section 2.1. We can then compute the Christoffel numbers
w0,w1, . . . ,wn−2,wn−1 in (33) using the combination of (34) and (29).
3.2. Analysis and synthesis of linear combinations of weighted orthonormal polynomials
The basis for fast algorithms is the eigendecomposition in (38) and the following straightforward lemma, expressing in
matrix notation the analysis and synthesis of linear combinations of weighted orthonormal polynomials.
Lemma 17. Suppose that a and b are extended real numbers with a < b, n is a positive integer, p0, p1, . . . , pn−1, pn are orthonormal
polynomials on [a,b] for a weight w, and α and β are real n × 1 column vectors, such that α has the entry
α j =
n−1∑
k=0
βkqk(x j) (39)
for j = 0,1, . . . ,n − 2,n − 1, where q0,q1, . . . ,qn−2,qn−1 are the functions deﬁned on [a,b] by
qk(x) =
√
w(x)pk(x) (40)
for k = 0,1, . . . ,n − 2,n − 1, and x0, x1, . . . , xn−2, xn−1 are the distinct real numbers (from (19)) such that x j ∈ [a,b] and
pn(x j) = 0 (41)
for j = 0,1, . . . ,n − 2,n − 1.
Then,
α = SU Tβ (42)
and
β = U S−1α, (43)
where U is deﬁned in (23), S is deﬁned in (25), and SU Tβ and U S−1α are matrix–matrix–vector products.
128 M. Tygert / Appl. Comput. Harmon. Anal. 28 (2010) 121–128Proof. Combining (23), (25), and (39) yields (42). According to Lemma 8, U is real and unitary. Therefore, applying the
matrix–matrix product U S−1 from the left to both sides of (42) yields (43). 
To calculate the entries of the vector α in (39), given the entries of the vector β in (39), we can use (42). This is known
as the synthesis of linear combinations of weighted orthonormal polynomials. Similarly, to calculate the entries of β , given
the entries of α, we can use (43). This is known as the analysis of linear combinations of weighted orthonormal polynomials.
We can apply the matrices U and U T in (42) and (43) for the costs in (7) and (8), using an algorithm as in the second
and third items in Section 2.1, due to (38), since T in (38) is tridiagonal, real, and self-adjoint, U is real and unitary (a fact
stated in Lemma 8), and Λ in (38) is diagonal, with diagonal entries that according to (20) are distinct. Furthermore, we
can apply rapidly the remaining matrices S and S−1 in (42) and (43), since S and S−1 are diagonal.
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