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The performance of neural decoders can degrade over time due to non-stationarities in
the relationship between neuronal activity and behavior. In this case, brain-machine inter-
faces (BMI) require adaptation of their decoders to maintain high performance across time.
One way to achieve this is by use of periodical calibration phases, during which the BMI
system (or an external human demonstrator) instructs the user to perform certain move-
ments or behaviors. This approach has two disadvantages: (i) calibration phases interrupt
the autonomous operation of the BMI and (ii) between two calibration phases the BMI
performance might not be stable but continuously decrease. A better alternative would
be that the BMI decoder is able to continuously adapt in an unsupervised manner during
autonomous BMI operation, i.e., without knowing the movement intentions of the user.
In the present article, we present an efficient method for such unsupervised training of
BMI systems for continuous movement control.The proposed method utilizes a cost func-
tion derived from neuronal recordings, which guides a learning algorithm to evaluate the
decoding parameters. We verify the performance of our adaptive method by simulating
a BMI user with an optimal feedback control model and its interaction with our adaptive
BMI decoder. The simulation results show that the cost function and the algorithm yield
fast and precise trajectories toward targets at random orientations on a 2-dimensional com-
puter screen. For initially unknown and non-stationary tuning parameters, our unsupervised
method is still able to generate precise trajectories and to keep its performance stable in
the long term. The algorithm can optionally work also with neuronal error-signals instead
or in conjunction with the proposed unsupervised adaptation.
Keywords: brain-machine interfaces, optimal feedback control, unsupervised learning, brain-computer interface,
movement decoding
1. INTRODUCTION
Brain-Machine Interfaces (BMI) are systems that convey users
brain signals into choices, text, or movement (Birbaumer et al.,
1999; Donoghue, 2002; Wolpaw et al., 2002; Nicolelis, 2003; Lebe-
dev and Nicolelis, 2006). Being still in development, BMI systems
can potentially provide assistive technology to people with severe
neurological disorders and spinal cord injuries, as their function-
ing does not depend on intact muscles. For motor control tasks,
parameters of intended movements (e.g., movement direction or
velocity) can be decoded from electrophysiological recordings of
individual neurons (Wessberg et al., 2000; Hochberg et al., 2006),
from local field potentials inside (Mehring et al., 2003; Scher-
berger et al., 2005) and on the surface of the cerebral cortex
(Leuthardt et al., 2004; Mehring et al., 2004; Schalk et al., 2007;
Pistohl et al., 2008; Ball et al., 2009) or from electrical fields on
the scalp (Blankertz et al., 2003; Wolpaw and McFarland, 2004;
Waldert et al., 2008). The decoded parameters can be used for
online control of external effectors (Hochberg et al., 2006; Schalk
et al., 2008; Velliste et al., 2008; Ganguly and Carmena, 2009).
The relation between recorded brain-activity and movement
is subject to change as a result of neuronal adaptation or due
to changes in attention, motivation, and vigilance of the user.
Moreover, the neural activity-movement relationship might be
affected by changes in the behavioral context or changes in the
recording. All these non-stationarities can decrease the accuracy
of movements decoded from the brain-activity. A solution to this
problem is employing adaptive decoders, i.e., decoders that learn
online from measured neuronal activity during the operation of a
BMI system and that track the changing tuning parameters (Taylor
et al., 2002; Wolpaw and McFarland, 2004).
Adaptive BMI decoders can be categorized according to which
signals are employed for adaptation: Supervised adaptive decoders
use user’s known movement intentions in conjunction with cor-
responding neuronal signals. During autonomous daily operation
of the BMI systems, however, neither the user’s precise movement
intention nor his movement goal is known to the BMI decoder –
otherwise one would not need a decoder. Therefore, supervised
decoders can only adapt during calibration phases, where the
BMI system guides the user to perform pre-specified movements.
Unsupervised adaptive decoders, in contrast, track tuning changes
automatically without a calibration phase. They can for example
benefit from multi-modal distributions of neuronal signals to per-
form probabilistic unsupervised clustering (Blumberg et al., 2007;
Vidaurre et al., 2010, 2011a,b). Evidently much less information
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is available to the adaptation algorithm in the unsupervised case
compared to the supervised case. Unsupervised decoders, hence,
might not work for strong non-stationarities and might be less
accurate and slower during adaptation. The third category, namely
error-signal based adaptive decoders, do not use an informative
supervision signal such as instantaneous movement velocity or
target position but employ neuronal evaluation (or error) signals,
which the brain generates, e.g., if the current movement of the
external effector is different from the intended movement or if the
movement goal is not reached (Diedrichsen et al., 2005; Krigolson
et al., 2008; Milekovic et al., 2012). Unsupervised and error-based
adaptive decoders are applicable during autonomous BMI control
in contrast to supervised adaptive decoders.
1.1. RELATED WORK BRAIN-MACHINE INTERFACES
In earlier work, BMI research has already addressed online adap-
tivity issue. For instance, Taylor et al. (2002) has proposed a BMI
system, where individual neuron’s directional tuning changes are
tracked with online adaptive linear filters. Wolpaw and McFarland
(2004) have shown that intended 2-dimensional cursor move-
ments can be estimated from EEG recordings. In that study, they
employed Least Mean Squares (LMS) algorithm to update the
parameters of a linear filter after each trial. Later, Wolpaw et al.
has also shown that a similar method can be used to decode 3-
dimensional movements from EEG recordings (McFarland et al.,
2010). Vidaurre et al. (2006, 2007, 2010) have proposed adaptive
versions of Linear Discriminant Analysis (LDA) and Quadratic
Discriminant Analysis for cue-based discrete choice BMI-tasks.
These works employ supervised learning algorithms, i.e., they
necessitate that the decoder knows the target of the movement
or the choice in advance and adapts the decoding parameters. In
other words, the employed methods know and make use of the
true label of the recorded neural activity.
More recently, DiGiovanna et al. (2009); Sanchez et al. (2009);
Gage et al. (2005) have proposed co-adaptive BMIs, where both
subjects (rats) and decoders adapt themselves in order to per-
form a defined task. This task is either a discrete choice task like
pushing a lever (DiGiovanna et al., 2009; Sanchez et al., 2009) or
a continuous estimation task such as reproducing the frequency
of the cue tone by neural activity (Gage et al., 2005). Gage et al.
employ a supervised adaptive Kalman filter to update the decoder
parameters that match the neural activity to cue tone frequency.
DiGiovanna et al. and Sanchez et al. utilize a reward signal to train
the decoder. The reward signal is an indicator of a successful com-
pletion of the discrete choice task. The decoder adaptation follows
a reinforcement learning algorithm rather than a supervised one.
Whether the target has been reached, however, in contrast to a fully
autonomous BMI task, is known to the decoder.
Error related activity in neural recordings (Gehring et al., 1993;
Falkenstein et al., 2000) is very interesting from a BMI perspective.
In both discrete choice tasks and cursor movement tasks, EEG
activity has been shown to be modulated, when subjects notice
their own errors in the given tasks (Blankertz et al., 2003; Parra
et al., 2003). The modulation of the neural activity is correlated
with the failure of the BMI task, and hence, can be used to modify
the decoder model. With reliable detection of error related activity,
the requirement for the decoder to know the target location could
be removed. Instead, the error signal could be utilized as an inverse
reward signal (Rotermund et al., 2006; Mahmoudi and Sanchez,
2011). An unsupervised, i.e., working in complete absence of a
supervision or error signal, approach has also been taken for an
EEG-based BMI binary choice task. Blumberg et al. (2007) have
proposed an adaptive unsupervised LDA method, where distrib-
ution parameters for each class are updated by the Expectation-
Maximization algorithm. More recently, unsupervised LDA has
also been applied to an EEG-based discrete choice task (Vidaurre
et al., 2010, 2011a,b). Unsupervised LDA, however, is limited to
finite number of targets. In other words, it can not be applied to
BMI-tasks where possible target locations are arbitrarily many and
uniformly (or unimodal) distributed. Kalman filtering methods
for unsupervised adaptation after an initial supervised calibration
have also been proposed for trajectory decoding tasks (Eden et al.,
2004a,b; Wang and Principe, 2008). These methods adapt by main-
taining consistency between a model of movement kinematics and
a neuronal encoding model.
1.2. OPTIMAL CONTROL THEORY FOR MOTOR BEHAVIOR
Motor behavior and associated limb trajectories is most com-
monly and successfully explained by optimality principles that
trade off precision, smoothness, or speed against energy consump-
tion (Todorov, 2004). This trade off is often expressed as a motor
cost function. Within the optimality based theory motor behavior,
open loop, and feedback optimization compose two distinct classes
of motor control models. The former involves the optimization of
the movement prior to its start ignoring the online sensory feed-
back, whereas the latter incorporates a feedback mechanism and
intervenes with the average movement when intervention is suf-
ficiently cheap. Optimal feedback control (OFC) models explain
optimal strategies better than open loop models under uncertainty
(Todorov and Jordan, 2002b). OFC models also provide a frame-
work, in which high movement goals can be discounted based
on online sensory input flow (Todorov, 2004). Optimal feedback
control usually accommodates a state estimator module, e.g., a
Kalman filter, and a Linear-Quadratic controller, which expresses
the motor command as a linear mapping of the estimated state
(Stengel, 1994). The state estimator uses sensory feedback as well
as the afferent copy of the motor command. The motor command
is a feedback rule between the sensory motor system and the envi-
ronment. OFC models obey the minimal intervention principle,
i.e., they utilize more effort and cost for relatively unsuccessful
movements in order to correct for the errors (Todorov and Jordan,
2002a,b). Minimal intervention principle is also very important
for the current work, as substantial deviations can result from
both noise and a model mismatch between the organism and the
environment. The non-minimal intervention, hence, can be inter-
preted as a sign of a possible model mismatch between a BMI user
and the decoder. Recent evidence indicates that OFC should also
model trial-by-trial and online adaptation in order to be plausible
empirical evidence on motor adaptation (Izawa et al., 2008; Braun
et al., 2009).
1.3. SCOPE AND GOALS OF OUR RESEARCH
During autonomous operation of a BMI system, the BMI decoder
does not know the individual movement intentions of the subject
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nor the goal of the movement, apart from what can be derived
from the measured brain-activity and from sensing the environ-
ment. Hence, the decoder has no access to an explicit supervision
signal for adaptation. We, therefore, developed an algorithmic
framework for adaptive decoding without supervision in which
the following adaptive decoding strategies could be implemented:
(1) Unsupervised, here the adaptation works using exclusively the
neuronal signals controlling the BMI movements.
(2) Error-signal based, the adaptation uses binary neuronal error-
signals which indicate the time points where the decoded
movement deviates from the intended movement more than
a certain amount.
(3) Unsupervised+ error-signal based, the combination of the
adaptive mechanisms of (i) and (ii).
With a BMI system involving those strategies, lifelong changes
in brain dynamics do not have to be tracked by supervised cal-
ibration phases, where users would go under attentive training.
Instead, decoder adaptation would track possible model mis-
matches continually. The BMI users behavior could provide a hint
to the decoder even without an explicit supervision signal. It is pre-
sumable that inaccurate movements result in corrective attempts,
which in turn increase control signals and control signal variabil-
ity. Optimal feedback control models,which widely explain human
motor behavior, support this presumption as they would gener-
ate jerky and larger control signals under mismatches between
the users and the systems tuning parameters. Here, we develop a
cost measure for online unsupervised decoder adaptation, which
takes the amplitudes and the variations in the user’s control signals
into account (strategy i). Our unsupervised method incorporates
a log-linear model that relates the decoding parameters to the cost
via meta-parameters. Randomly selected chosen parameters are
tested during also randomly chosen exploration episodes. In the
rest of the time, the best decoding parameters according to the
existing model (initially random) are used. The switch between
these exploration and exploitation episodes is random and fol-
lows an -greedy policy (see Section 2). Harvested rewards for all
episodes and associated decoding parameters compose the train-
ing data, from which meta-parameters are detected using the least
squares method recursively. Note that we utilize the same algo-
rithm for strategies (ii) and (iii). In strategy (ii), we employ the
error signal as the cost instead of the derived one. In strategy (iii),
a combination of both measures serves as the cost.
2. MATERIALS AND METHODS
2.1. SIMULATED TASK
The user’s task is to move a cursor on a 2-dimensional screen from
one target to the next. Each new target is located randomly on a
circle of 0.2 m radius around the previous target (Figure 1). If the
user reaches the target within 4 s and stays there for 0.16 s, the trial
is successful. After an unsuccessful trial, the users selects a new ran-
dom target. Upon success, the trial immediately ends and the user
selects a new target again. The state of the controlled system, i.e.,
computer screen and cursor, at a discrete time step, t, is given by
xt =
(
p1t , p
2
t , v
1
t , v
2
t , g
1
t , g
2
t
)T
.
target
ϕ uniform over [0 2pi]
0.05 m
0.05 m
0.20 m
FIGURE 1 | BMI-task:The user has to move the computer cursor
toward the target.The target is 0.2 m away, at a random direction. The
target location is decided by the user and unknown to the decoder, also for
training purposes. The target has to be reached in 4 s and the cursor has to
stay on the target for at least 0.16 s. Upon both success or failure, the user
selects a new target.
where,v1t ,p
1
t , and g
1
t are horizontal cursor velocity, cursor position,
and goal position, respectively. v2t , p
2
t , and g
2
t are the correspond-
ing vertical state variables. The screen state evolves according to
first order linear discrete time dynamics,
xt+1 = A xt + Bd ut , (1)
where ut is the C-dimensional control signal and Bd is a 6×C-
dimensional decoder matrix. We assume that the motor command,
ut, affects only the cursor velocity directly. Therefore, Bd’s first 2
and last 2 rows are 0:
Bd =

0 0 0 0 0 0
0 0 0 0 0 0
b11d b
12
d ... b
1C
d
b21d b
22
d ... b
2C
d
0 0 0 0 0 0
0 0 0 0 0 0

.
The state transition matrixA models the temporal evolution of
the screen state. It simply performs the operation (p1t+1, p2t+1) =
(p1t , p
2
t )+ (v1t , v2t ),
A =

1 0 1 0 0 0
0 1 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 .
Note that the goal position remains constant within a trial and
it is left untouched by the linear dynamics of the screen state.
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Including the goal position in the state vector, however, simplifies
the formulation of control signal generation by the user model
(Section 2.2).
2.2. USER MODEL: STOCHASTIC OPTIMAL CONTROLLER
The BMI user is modeled as a stochastic optimal controller, who
sends theC-dimensional control command ut at discrete time step
t (Figure 2). The controller, i.e., the user, assumes that the screen
state evolves according to a first order discrete time dynamics,
xt+1 = A xt + Bu ut , (2)
where Bu is the user’s estimation of the decoder matrix Bd,
Bu =

0 0 0 0 0 0
0 0 0 0 0 0
b11u b
12
u ... b
1C
u
b21u b
22
u ... b
2C
u
0 0 0 0 0 0
0 0 0 0 0 0

.
The BMI user perceives the state of the cursor with sensory
delay and normally distributed zero-mean noise,
yt = H xt−d + ηt , (3)
where d is the sensory delay in time steps and ηt is the noise
drawn fromN (0,η). The user observes a 4-dimensional vector,
yt, which contains the velocity and position observations. H is
therefore:
H =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
 .
In computer simulations, we use a time step of 40 ms. Sen-
sory delay is set to 200 ms, i.e., 5 time steps. We assume that all
dimensions of ηt are independently normally distributed with SD
of (0.0004 m, 0.0004 m, 0.1 m/s, 0.1 m/s)T.
We model the control signals from the BMI user as the output
of a stochastic optimal controller. The BMI-user model aims at
optimizing the cost function
Ju =
∑
t
(
q
∥∥gt − pt∥∥2 + r uTt ut) , (4)
‖ gt − pt ‖ stands for the euclidean distance between the 2-
dimensional cursor position and the goal position vectors. q and r
are constants that account for the relative weights of the two terms
in the cost. The same cost expression can be written alternatively as
Ju =
∑
t
(
xTt Qt xt + uTt Rtut
)
,
where Qt is a 6× 6 matrix that allows for the quadratic expression
of the distance cost
Qt = q

1 0 0 0 −1 0
0 1 0 0 0 −1
0 0 0 0 0 0
0 0 0 0 0 0
−1 0 0 0 1 0
0 −1 0 0 0 1
 ,
and Rt= rI. Qt and Rt stay constant for all t in our cost model,
Qt=Q and Rt=R for all t.
Assume that the stochastic optimal controller minimizes the
cost by sending the optimal control command u∗t at every time
step t. In fact, the optimal command is disturbed by noise. Here,
State Estimator
Delay + Sensory noise
control command: 
sensory feedback:
state: 
user model
user model
Decoder + Environment
Controller
posterior state estimation:
FIGURE 2 | BMI-user model and the environment.We model the
BMI user with a stochastic optimal controller. The state estimator
module is a Kalman filter that corrects the forward module estimation
with sensory feedback. The controller generates the C -dimensional
control command ut, which is linearly converted to 2-dimensional
cursor movement by the decoder.
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we model the inherent noise in biological circuits with a 0-mean
normally distributed additive noise vector ρt,
ut = u∗t + ρt . (5)
This noise consequently presents itself also as additive at state
update in equation (1)
xt+1 = A xt + Bd ut
= A xt + Bd u∗t + Bd ρt
= A xt + Bd u∗t + ωt ,
where ωt∼N (0,ω). The problem of computing u∗t is known as
Linear-Quadratic-Gaussian (LQG) control and can be recursively
solved by an interconnected Linear-Quadratic-Regulator (Stengel,
1994; Todorov, 2005),
u∗t = −Lt xˆ t
Lt =
(
R + BTu St+1Bu
)−1
BTu St+1A
St = Qt + ATSt+1 (A − Bu Lt ) ,
and a state estimating Kalman Filter
xˆ t+1 = A xˆ t +Bu u∗t + Kt
(
yt −H xˆ t
)
(6)
Kt = A6THT
(
H6tH
T +η
)−1
(7)
6t+1 = FW + A6TAT − KtH6TAT. (8)
Here,6t is the covariance estimate of the state vector variable
xt and xˆ t is estimate of its mean value posterior to noisy obser-
vation yt. FW is the covariance of the noise associated with the
forward model prediction. Kalman filter above is a model for the
state estimator in user’s motor control circuitry. Bu is the user’s
estimation for Bd. When Bu deviates from Bd, the user’s control
signals are not optimal anymore. Above equations assume that the
sensory delay equals to 1 time step. Larger sensory delays, e.g., d
time steps, can be realized by using an augmented state vector, x˜ t ,
which contains d+ 1 states together (Todorov and Jordan, 2002b;
Braun et al., 2009),
x˜ t =
(
xTt , x
T
t−1, . . . , xTt−d
)T
.
State transition and observation matrices are redefined for the
augmented state space,
A˜ =

A 0 · · · 0
I 0 · · · 0
0 I · · · 0 0
...
...
. . .
...
...
0 0 · · · I 0
 , H˜ = (0, · · · , 0,H ) and B˜u =

Bu
0
...
0
 ,
in order to satisfy the system dynamics, x˜ t+1 = A˜ x˜ t +B˜u ut .
Kalman filter equations (6–8) are also modified according to
augmented states and system parameters: prior state and covari-
ance estimations before the delayed observation, i.e., yt+1 =
H xt+1−d+ηt+1, are computed using the subject’s forward model,
x˜+t+1 = A˜ ˆ˜x t + B˜u u∗t
6˜
+
t+1 = A˜ ˆ˜6t A˜T+ ˜FW,
Posterior state and covariance estimates are similarly computed
using the Kalman gain matrix K˜ t+1,
K˜ t+1 = 6˜+t+1 H˜T
(
H˜ 6˜
+
t H˜
T+η
)−1
ˆ˜x t+1 = x˜+t+1 + K˜ t+1
(
yt+1 − H˜ x˜+t+1
)
ˆ˜
6t+1 =
(
I − K˜ t+1 H˜
)
6˜
+
t+1 .
Note that in our simulations, ˜FW is set to a diagonal matrix,
whose first 4 diagonal entries are the squares of the noise SD
(0.0025 m, 0.0025 m, 0.625 m/s, 0.625 m/s)T, and the remaining
entries are 0.
2.3. DECODER MODELS
The decoder is modeled by Bd, i.e., it decodes velocity information
from the neuronal control signal ut. This decoder matrix might
deviate from the user’s decoder matrix Bu, on the basis of which
he generates his control signals. Therefore, the proposed adaptive
decoders adapt their Bd according to Bu. In the current section,
we describe three decoders: Our recursive least squares (RLS)
based learning algorithm with unsupervised and error-signal based
cost functions as well as a supervised RLS filter for performance
comparison.
2.3.1. Unsupervised learning algorithm
For unsupervised and error-signal based decoder adaptation, we
define a cost function and estimate Bu by optimizing the proposed
cost function. In the unsupervised setting, the cost is associated
with control signal,
J dn =
n∑
t=n−T+1
uTt ut , (9)
Here, uTt stands for the transpose of the control command vec-
tor. t and n are indices over time steps. T is the number of time
steps in the control signal history for computing the cost function.
Note that the decoder needs to know only the control signal, ut,
in order to compute the above cost function. This cost function
reflects the control-related term of the user’s cost function equa-
tion (4). The value of the cost function is expected to be high, if
the user aims at correcting the movement errors which result from
a model mismatch between the user and the decoder, i.e., between
Bu and Bd.
We name the cost in equation (9) amplitude cost, as it is based
on the amplitudes of the control commands. We, however, propose
a further cost function that can be utilized for decoder adaptation,
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namely deviation cost. Deviation cost uses the variances of the con-
trol signals across time instead of the summed squared norms of
the control commands,
J ddev (n) =
C∑
c=1
n∑
t=n−T+1
(
uct − uc
)2
, (10)
where c is an index over control channels uct is the control com-
mand at channel c at time step t. uc ) is the mean value of uct for
channel c across the interval [n−T + 1, n]. A weighted sum of
the above costs can also be used as the cost function,
J dampl+dev (n) =
n∑
t=n−T+1
uTt ut+Z
C∑
c=1
n∑
t=n−T+1
(
uct − uc
)2
, (11)
where Z is a constant for weighting the contributions from each
individual cost type.
Alternatively, in case neuronal evaluation signals (i.e., error sig-
nals) are available in the recordings, we use the number of errors
over a finite number of discrete time steps as cost,
J dn =
n∑
t=n−T+1
errt . (12)
We simulated the neuronal error-signal by assuming that neu-
ronal error-signals are generated if the deviation between intended
and performed velocities exceeds a certain amount,
errt =
{
1, for cos
(
v∗t , vt
) ≤ cos (20◦)
0, for cos
(
v∗t , vt
)
> cos (20◦) ,
where v∗t is the intended velocity. errt is swapped probabilistically
with a probability of k in order to reflect the reliability of error
signals. Note that similar binary movement mismatch events are
also recorded in human ECoG (Milekovic et al., 2012), though 20˚
in our simulation was arbitrarily chosen (see discussion).
We assume a log-linear model for the decoder cost. Let β be the
parameter vector generated by the horizontal concatenation of the
third and fourth rows in Bd matrix, i.e., β = [Bd3,Bd4]. The model
estimates the decoder cost as,
Jˆ
d = exp
(
−
[
βT b
]
w
)
, (13)
where b is a constant bias value concatenated to the flattened
decoder parameter β and w is the column vector of the meta-
parameters of this log-linear model. We denote the −log of the
decoder cost by `,
ˆ`n = − log
(
Jˆ
d
n
)
=
[
βTn b
]
wn = β ′nT wn .
Let [βTb] = β ′nT . Here, the task is to learn w from explored
β and Jd collections and to simultaneously optimize β for a given
w. Note that for a given w, the cost-minimizing β would go the
infinity, since −log-cost linearly depends on w. Therefore, the
minimization is performed on the unit circle, i.e., |β|= 1. The
motivation here is to generate trajectories in the right direction
rather than to optimize the speed of movement. The goal of the
unsupervised as well as the error-signal based learning algorithm
is to minimize the summed squared error,
ξn =
n∑
k=1
λn−ke2k , (14)
where ek = (`k − ˆ`k) = (`k − β ′kT wn). n is the index of the
current time step and k is an index over past time steps. λ is a
constant for degrading the relative contribution of the past time
steps (0<λ≤ 1). ξn can be further expressed as,
ξn =
n∑
k=1
λn−k
(
`2k − 2wTn β ′k`k + wTn β ′k β ′kT wn
)
.
Optimum parameters can be found by solving
∇wnξn =
n∑
k=1
λn−k
(
−2β ′k`k + 2β ′k β ′kT wn
)
= 0.
Defining
n∑
k=1
λn−kβ ′k`k = 2n and
n∑
k=1
λn−kβ ′k β
′
k
T = 9n ,
solution to5wnξn = 0 can be found as
∇wnξn = 0 = −2 (2n −9nwn)
⇒ 2n = 9nwn
⇒ wˆn = 9−1n 2n .
Utilizing matrix inversion dilemma, Recursive Least Squares
(RLS) (Farhang-Boroujeny, 1999) algorithm proposes a recursive
formulation for9−1
9−1n = Pn = λ−1
(
Pn−1 − kn β ′nT Pn−1
)
,
where
kn = Pn−1β
′
n
λ+ β ′nT Pn−1β ′n
.
Our method aims at simultaneous harvesting of various decod-
ing parameters Bd and, hence, β and detecting optimum meta-
parameters w. These subtasks correspond to exploration and
exploitation phases of a reinforcement learning algorithm, respec-
tively. We employ -greedy exploration policy. In other words,
with a predefined probability, , the algorithm prefers exploring
the parameter space, which means a new β is chosen randomly.
Otherwise, i.e., with a probability of 1− , the algorithm uses the
best decoding parameters, i.e., the β that minimizes the estimated
decoder cost equation (13). Given wˆ , the current estimate of w, the
optimal unit normedβ is computed by finding argmax|β|=1 β ′
T wˆ .
This is equivalent to maximizing the cosine between β ′ and wˆ
by setting β ′ = wˆ and normalizing the corresponding β. A
pseudocode for the algorithm is sketched in Table 1.
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Table 1 | A sketch of the unsupervised learning algorithm via RLS.
RLS based algorithm for continual unsupervised adaptation
of the decoding parameters
for time step n at every T time steps do
# select B
if random>
βn ← arg max|β|=1 β ′T wˆn−T
else
βn← random
endif
# make prediction on −log-cost
ˆ`n = β ′nT wˆn−T
#observe the −log-cost of the last T time steps from user’s ut
`n = − log(Jdn ) = − log(6nt=n−T+1 uTt ut )
#or alternatively according to equation (12)
#compute the prediction error
en = `n − ˆ`n
#compute the innovation gain
kn = Pn−T β
′
n
λ+β ′nT Pn−T β ′n
#update meta-parameters
wˆn = wˆn−T +kn en (Farhang-Boroujeny, 1999)
#update inverse of the correlation matrix
Pn = λ−1(Pn−T − kn β ′nT Pn−T )
endfor
2.3.2. Adaptive supervised recursive least squares filtering
Under the assumption that the decoder knows the intended move-
ments of the user,Bd can be adapted toBu by utilizing an RLS filter.
Let vintent be the intended velocity of the user at time step t.
v intentt = B′u ut ,
where B′u is the submatrix of the third and fourth rows of Bu,
i.e., B′u =
(
Bu3
Bu4
)
. The supervised decoder estimates the intended
velocity using Bd,
vˆ intentt = B′d ut .
For the supervised decoder, it is assumed that the user’s intent,
vintent, is known to the decoder. The supervised RLS learning
algorithm infers Bu online from v intentt − vˆ intentt . The supervised
adaptive decoder is used to benchmark the proposed unsupervised
and error-based adaptive decoders. The supervised RLS method
is described in Table 2. Note that Put stands for the inverse of the
C ×C sample correlation matrix for (u0. . .ut). λsup is the forget-
ting parameter of the supervised algorithm and is set to 1. Pu0 is
set to 100I.
Table 2 | A sketch of the supervised RLS algorithm.
RLS algorithm for supervised adaptation of the decoding parameters
for every time step t do
# make prediction on v intentt
vˆ intentt = B′d ut
#observe user’s v intentt
#compute the prediction error
eintentt = v intentt − vˆ intentt
#compute the innovation gain
kt = P
u
t ut
λsup+uTt Put ut
#update B′d (and hence Bd) matrix
B′d ← B′d + eintentt ktT
#update inverse of the correlation matrix
Put+1 = λ−1sup(Put − kt uTt Put )
endfor
2.4. SIMULATION PROCEDURES
We simulated the interaction of the optimal feedback controller
with different adaptive decoders described in Section 2. The behav-
ior of the BMI user was simulated using the framework of stochas-
tic optimal feedback control which has been shown to provide a
good model for human motor behavior in various motor tasks
(Todorov and Jordan, 2002b; Braun et al., 2009; Diedrichsen et al.,
2010). The combined system of the optimal controller and the
adaptive decoder was simulated at 40 ms time steps and we used
a sensory delay of 200 ms. The user’s task was to control a mouse
cursor. The user selects a target at 0.2 m distance with a random
orientation at each trial. The user has to reach the target within
4 s and stay at the target for at least 0.16 s. Upon both success or
failure, the user selects a new target. The distance cost parameter q
and control signal cost parameter r are both set to 0.02. We setρ
to 8× 106I, so that the cursor speed-noise had an average SD of
0.0625 m/s over a uniform distribution of unit normed β vectors.
The variance value was manually adjusted to obtain the aimed
speed-noise by testing on 104 unit normed random β vectors.
Values of the optimal feedback controller and the decoder para-
meters used in our simulations are presented in Tables 3 and 4,
respectively.
Note that the decoder does not have the information whether
a trial is finished or continuing, nor does it know the target of
the cursor movement. We simulated and evaluated the following
adaptive decoders:
2.4.1. Unsupervised
The decoder learns exclusively from continuous neuronal control
signals of the user according to equation (9), without any addi-
tional information. Note that the decoder knows neither whether
the target has been reached nor when a trial finishes.
2.4.2. Error-signal based
The adaptation uses binary neuronal error-signals which indicate
the time points where the decoded movement deviates from the
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Table 3 | An overview of the controller (subject) parameters.
Param. Description Value
d Sensory delay 200 ms
ηt Sensory noise, mean 0
ηt Sensory noise, covariance

0.0004 m 0 0 0
0 0.0004 m 0 0
0 0 0.1 m/s 0
0 0 0 0.1 m/s

2
˜FW Noise covariance for forward prediction in augmented state space

0.0025 m 0 0 0
0 0.0025 m 0 0
0 0 0.625 m/s 0
0 0 0 0.625 m/s

2
q, r Distance and control signal cost parameters q= r=0.02
ρ Covariance of the control noise ρt 8×106I, so that the cursor speed-noise has a SD of 0.0625 m/s.
Table 4 | An overview of the decoder parameters.
Param. Description Value
λ Forgetting factor, unsupervised 1 (stationary case), 0.995
non-stationary case
λsup Forgetting factor, supervised 1
 Exploration rate 0.4
T Meta-parameters update period in
#time steps
100
intended movement more than 20˚. The reliability of the neu-
ronal error-signal was mainly assumed to be 80%, i.e., swapping
probability, κ , was 0.2. The effect of various κ on the decoding
performance, however, was also investigated in Section 3.3.
2.4.3. Unsupervised+ error-signal based
The combination of the unsupervised and the error-signal based
decoders, i.e., `n was a linear combination of the unsupervised `n
and the error-signal based `n.
For all of the above algorithms, the current cost is computed
from the last 100 time steps (T = 100). This corresponds to a
parameter update period of 4 s. λ of equation (14) was set to
1, i.e., no gradual discount of the parameter history was per-
formed. Exploration rate was 0.4, i.e., = 0.4. We simulated 50
random instantiations of all these unsupervised and the error-
signal based adaptive decoding algorithms. 1501 successive trials
of target reaching were simulated for each instantiation. Note that
from trial 1463 on the adaptation of the decoding algorithms was
frozen and the current optimal decoding parameters were used for
the last 39 trials (decoder-freeze). We evaluated their performances
and compared it to the performance of a supervised adaptive
decoder where the adaptation is based on perfect knowledge of
the intended movement velocity at each time step (see Section
2.3.2). Such a supervised adaptive decoder yields the best possi-
ble adaptation, however, it assumes knowledge that is certainly
not available during autonomous BMI operation. In addition, we
also compared the performance of our adaptive decoders to the
performance of a static untrained random decoder.
3. RESULTS
Our findings show that all the decoders described in Section 2.4
can rapidly adapt to accurate cursor control from totally unknown
tuning of the neuronal signals to movement velocity whereas the
random decoder fails to reach the target (Figure 3A). Although
trajectories of the unsupervised and error-based decoders after
adaptation are more jerky compared to the supervised case, they
are still mainly straight and yield a high target hit rate of nearly
100% (Figure 4). These results show that decoders can be trained
during autonomous BMI control in the absence of any explicit
supervision signal.
3.1. COMPARISON OF DIFFERENT ADAPTATION ALGORITHMS
As a baseline for comparisons, we implemented the supervised
decoder that knows the intention of the user and fits the decoder
parameters,Bd, based on this intention (see Section 2.3.2). Though
unrealistic, this learning scheme is obviously the most success-
ful of the presented methods (Figure 3B). In order to compare
different algorithms, we utilize a measure that counts for the
cumulative distance to the movement target and call it cumulative
error,
Cumulative error (m) =
Mm∑
t=1
∥∥gt − pt∥∥,
where gt and pt and are the 2-dimensional target and cursor posi-
tion vectors at time step t of trial m, respectively. Mm is duration
of trial m in time steps. For a more intuitive interpretation of the
given error measure, we present out results in terms of relative
cumulative error, which is the normalized cumulative error with
respect to average cumulative error of the supervised decoder after
adaptation,
Relative cumulative error = Cumulative error
Mean supervised cumulative error
.
Figure 5A depicts the evolution of the relative cumulative
error for a single simulation (gray) of the unsupervised algorithm
and median relative cumulative errors (MRCE) for 50 randomly
Frontiers in Neuroscience | Neuroprosthetics November 2012 | Volume 6 | Article 164 | 8
Gürel and Mehring Unsupervised adaptation of brain-machine interface decoders
−0.14 0    
0   
0.14
 12 % reach target in 2.23 sec (avg)A
untrained decoder
−0.14 0    
0   
0.14
 100 % reach target in 0.34 sec (avg)
B supervised decoder
FIGURE 3 |The trajectories for random decoders (A) and
supervised adaptive decoders (B) during decoder-freeze, i.e., after
decoder exploration and adaptation have been switched off for
performance evaluation. Magenta thick curves indicate the failed
trajectories. Each plot depicts the trajectories of 50 training
simulations, each at trial 1501. The 50 different targets and trajectories
at trial 1501 are rotated to the same orientation
(
3pi
4
)
for a better visual
evaluation.
−0.14 0
0
0.14
 100 % reach target in 0.72 sec (avg)
A unsupervised decoder (ampl cost)
−0.14 0
0
0.14
 100 % reach target in 0.61 sec (avg)
B error signal (80% reliability)
−0.14 0
0
0.14
 100 % reach target in 0.52 sec (avg)
C unsupervised + error signal
FIGURE 4 |The trajectories for different strategies and their
variations during decoder-freeze.The trajectories are shown for the
unsupervised decoder (A), for the error signal based decoder (B) and
for the combination of the both (C). Magenta thick curves indicate the
failed trajectories. Each plot depicts the trajectories of 50 training
simulations, each at trial 1501. Note that not only trial 1501 included
50 simulations, but the whole history of 1501 trials are simulated 50
times with random initial tunings. The 50 different targets and
trajectories at trial 1501 are rotated to the same orientation ( 3pi
4
) for a
better visual evaluation.
initialized simulations (red, ∗). The jumps in the gray curve corre-
spond to exploration periods, where random decoder matrices,Bd,
are explored and evaluated. The relative cumulative error shows
different characteristics for early learning (Figure 5B), late learn-
ing (Figure 5C), and decoder-freeze (Figure 5D) phases. The early
learning phase was investigated to compare the learning speeds
of different algorithms, whereas the late learning phase shows the
saturated final performance of the algorithms when adaptation
continues. During decoder-freeze (last 39 time steps), the adapta-
tion (also the exploration) was stopped and the final performance
of the decoder was evaluated. No jumps in the performance are
observed anymore due to absence of exploration.
Figure 6 shows the comparison between supervised, error-
signal based, and unsupervised algorithms. MRCEs across 50 runs
are shown for the entire simulation (Figure 6A), for early learning
(Figure 6B), for late learning (Figure 6C), and during decoder-
freeze (Figure 6D). Distribution of the relative cumulative errors
for the individual phases (Figures 6E–G) reveal that the super-
vised algorithm is superior to the other algorithms in all phases
(p< 0.01, Wilcoxon rank sum test). In all of the phases, the com-
bination of the error-signal based and the unsupervised strategies
yielded a significantly lower cumulative error than the individual
strategies alone (p< 0.01, Wilcoxon rank sum test). The perfor-
mance of the the error-based learning was significantly better than
the unsupervised strategy also for all of the phases (p< 0.01,
Wilcoxon rank sum test). Note that the trajectories reached the
targets not only during decoder-freeze (Figure 4) but also mostly
in the late learning phase (Figure 7), where exploration can occa-
sionally cause some trajectories to deviate strongly from a straight
line toward the target.
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FIGURE 5 | Evolution of the relative cumulative error (RCE) for the
unsupervised strategy. (A)The plot shows the RCE with respect to trial
number for a single simulation (gray) and the Median RCE (MRCE) for 50
simulations with random initial tuning parameters (red with marker). Zoom
into RCE and MCE curves for early (B) and late (C) learning and during
decoder-freeze (D).
3.2. EFFECT OF THE PARAMETER UPDATE PERIOD
We varied the parameter update period, T, between 1.2 and
10 s in order to check the stability of the unsupervised strat-
egy with respect to this parameter (Figure 8). Our results show
that for all tested update periods greater than or equal to 2.4 s,
the performance depended only weakly on exact value of the
update period. Though the performance for an update period
of 2.4 s was significantly (p< 0.05, Wilcoxon rank sum test)
inferior compared to an update rate of 4 or 10 s in both late
learning and during the freeze of the decoder, the difference
was minor. Moreover, the performance of the update periods 4
and 10 s were not significantly different during decoder-freeze
(p> 0.05, Wilcoxon rank sum test). We, therefore, conclude that
our algorithm is robust against the update rate as long as it is
high enough and used an update period of 4 s for all remaining
simulations.
3.3. EFFECT OF ERROR-SIGNAL RELIABILITY
Error-signal based decoder performance obviously depends on
the reliability of the error signals. Our results so far used an error
signal with 80% reliability, i.e., κ = 0.2. Although several studies
have shown evidence on neuronal error-signals (Gehring et al.,
1993; Falkenstein et al., 2000; Diedrichsen et al., 2005; Krigolson
et al., 2008), conclusive quantitative data on the reliability of the
error signals is still missing. To compute the dependence of the
error-based adaptive decoder on κ , we varied it between 0 and
0.8. Our findings show that the reliability must be greater than
50% for successful adaptation (Figures 9A–D). Reliabilities of 80
and 100% yielded statistically indistinguishable performance dur-
ing decoder-freeze (p> 0.05, Wilcoxon rank sum test). Though
80% was slightly yet significantly better than 100% in the late
learning phase (p= 0.049). A decoder with a reliability of 60%
yielded a significantly inferior performance in all of the phases
to the decoders with 80 and 100% reliability (Figures 9E–G, rank
sum test,p-value< 0.05), its median error during late learning and
freezing was only about 30% higher. Decreasing the reliability fur-
ther to 50% drastically increased the median relative cumulative
error.
3.4. ADAPTIVITY TO NON-STATIONARY TUNING
We furthermore investigated, whether the unsupervised adaptive
algorithm can cope with continual changes in the tuning. The
velocity tuning parameters of the user, i.e., βu, flattened third and
fourth rows of Bu, were changed after each trial according to the
following random walk model,
βu ← βu + %,
where % is 40-dimensional row vector whose entries are randomly
drawn from a normal distribution, %∼N (0, 0.007). We put a
hard limit on the magnitude of the entries of βu, so that they did
not exceed −0.3 and 0.3. In order to investigate the performance
of our algorithm under non-stationary tuning, 50 randomly ini-
tialized unsupervised adaptive decoders was compared to another
group of 50 randomly initialized unsupervised decoders, for which
adaptation was stopped after a certain amount of trials. Both
decoder groups were adaptive for the first 1961 trials, at the end of
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FIGURE 6 | Comparison of the unsupervised (black), the
error-signal based (80% reliability, magenta), their combination
(green), and the supervised (cyan) strategies. Medians of relative
cumulative errors of 50 simulations from each group for all of the trials.
(A) Zoomed medians for early (B) and late (C) learning and during
decoder-freeze. (D)The distributions of the relative cumulative errors
for each of the phases. (E–G)The rightmost values of the distribution
plots denote the total relative counts of the outlier values that are
greater than the associated x-axis value. The number of outlier values
decreased across trials, i.e., it was the highest during early learning and
zero during decoder-freeze. Outliers correspond to the failed
trajectories in Figures 4 and 7.
which they reached a stationary performance (Figures 10A,B,F).
Then, the adaptation of both groups was switched off during
trials 1962 to 2000 (1st freeze) to compare the baseline perfor-
mance of both decoder groups (Figures 10C,G). As expected, both
groups performed equally well during the first 2000 trials (p> 0.1,
Wilcoxon rank sum test). For the first group, the adaptation was
then switched on again for the next 1462 trials, whereas for the
other group the adaptation was kept off. Evidently, non-adaptive
decoders could not cope with the changing tuning anymore
and the performance strongly degraded (Figures 10A,D,H and
Figure 11A). Adaptive decoders, in opposite, tracked the changes
in Bu well and kept the performance stable (Figures 10A,D,H).
After trial 3462 a 2nd freeze phase of 39 trials was used to
quantify the difference in performance between both groups for
non-stationary tuning parameters: adaptive decoders yielded a sig-
nificantly (p< 0.0001 Wilcoxon rank sum test) and about 7 times
smaller error than non-adaptive decoders (Figures 10A,E,I). In
these simulations, we employed the unsupervised decoder cost as
in equation (9). The simulation settings are the same as described
at the beginning of Section 3 except for λ. Here, we set λ= 0.995,
to reduce the influence of the earlier trials relative to the recent
ones. This improves performance as recent trials contain relatively
more information on Bu. Trajectories of the adaptive group reach
very accurately to the target during decoder-freeze (Figure 11C)
and less but also with high accuracy during the late learning phase
(Figure 11B).
3.5. DIFFERENT DECODER COSTS FOR UNSUPERVISED ADAPTATION
Figure 12B shows the trajectories obtained by 50 simulations of
the unsupervised algorithm using deviation cost equation (10)
during decoder-freeze. The trajectories were precise and fast.
The trajectories obtained using amplitude+ deviation cost
equation (11) are shown in Figure 12C. Again, straight and fast
movements were obtained. The trajectories for the amplitude cost
are reshown in Figure 12A for a direct visual comparison between
different cost measures. A comparison between the three unsu-
pervised cost functions is presented in Figure 13. All these three
costs yielded equal performance (p> 0.05 Wilcoxon rank sum test)
during all phases.
4. DISCUSSION
Our results show that under realistic conditions, adaptive BMI
decoding starting with random tuning parameters is feasible
without an explicit supervision signal. Decoding performance
gradually improves across trials and reaches a value close to the
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FIGURE 7 |The trajectories for different strategies and their variations in
the late learning phase.The trajectories are shown for the unsupervised
decoder (A), for the error signal based decoder (B), for the combination of the
error signal and unsupervised decoder (C) and for the supervised decoder
(D). Magenta thick curves indicate the failed trajectories. Each plot depicts
the trajectories of 50 training simulations, each at trial 1404. Durations and
target hit rates, however, are computed from pooled trajectories of 5
consecutive trials (1402–1406, totally 250 trajectories).
maximum possible performance as obtained by a supervised adap-
tive decoder, which assumes perfect knowledge of the intended
movement of the BMI user. Moreover, we propose an adap-
tive decoder which employs neuronal error-signals and show
that this decoder yields a similar performance to our unsu-
pervised adaptive decoder. Unsupervised and error-signal based
decoders adapt rapidly and generate precise movement trajec-
tories to the target. The suggested decoders do not require a
supervision signal, e.g., the intended movement, and therefore
can be used during autonomous BMI control. The suggested
unsupervised adaptation is based on the minimization of a sim-
ple cost function, which penalizes high control signals and/or
high variability of the neuronal control signals. The rationale
behind these costs is, that inaccurate decoding causes correc-
tive attempts by the BMI user, which in turn increase control
signals and control signal variability. Therefore, accurate move-
ment decoding corresponds to lower costs and the minimiza-
tion of the suggested cost functions improves the accuracy of
BMI movement control. Due to the generality of this approach
we expect this to work in different kinds of motor tasks and
not only for the reaching task considered in our simulations.
Note that the cost function could be alternatively derived from
only trajectories instead of control signals (e.g., deviations from
straight line could be punished). An additional argument in
favor of our cost functions comes from behavioral studies of
human motor control: A wide range of human motor behav-
ior can be described by optimal feedback control (OFC) models,
which minimize cost functions containing the same dependence
on the motor control signals as we used in our decoder cost
(Todorov and Jordan, 2002b; Braun et al., 2009; Diedrichsen et al.,
2010).
Besides adaptation to unknown but static neuronal tuning to
movement, we demonstrated that the proposed algorithms can
also keep the decoding performance stable for non-stationary tun-
ing. This is even possible if the tuning is not only non-stationary
but also initially unknown. In these simulations, we assumed that
the non-stationarity of the tuning parameters follows a random
walk model and, hence, is independent of the decoder. If the
decoded movement is fed back to the BMI user, the neuronal sig-
nals might adapt (Jarosiewicz et al., 2008) and the learning speed as
well as the final accuracy might even increase beyond the presented
values.
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FIGURE 8 | Comparison of relative cumulative error measures
using the unsupervised strategy for different update periods (T ).
The algorithm updates the decoding parameters either every 1.2 s
(black) or 2.4 s (magenta) or 4 s (green) or 10 s (cyan). Medians of
relative cumulative errors of 50 simulations from each group for all of
the trials. (A) Zoomed medians for early (B) and late (C) learning and
during decoder-freeze. (D)The distributions of the relative cumulative
errors for each of the phases. (E–G)The rightmost values of the
distribution plots denote the total relative counts of the outlier values
that are greater than the associated x -axis value. The number of outlier
values decreased across trials, i.e., it was the highest during early
learning and the lowest during decoder-freeze.
In order to train the decoder, we assumed a log-linear model
that relates the decoder parameters to cost via meta-parameters.
We introduced a learning algorithm, which explores the parameter
space with a -greedy policy. Our method performs least squares
regression recursively to estimate the optimal values of the meta-
parameters. In other words, the algorithm performs simultaneous
exploration of the decoding parameters and recursive least squares
(RLS) (Farhang-Boroujeny, 1999) regression on the decoder cost
function. The same algorithm works also with neuronal error-
signals, where the cost is the number of error-signals detected in a
given time period. Error related neuronal activity has indeed been
recorded from the brain via EEG (Gehring et al., 1993; Falkenstein
et al., 2000; Krigolson et al., 2008), functional magnetic resonance
imaging (fMRI) (Diedrichsen et al., 2005), and single-unit elec-
trophysiology (Ito et al., 2003; Matsumoto et al., 2007). Here,
we assume a simple partially reliable error-signal that indicates
a substantial deviation from the movement intention. Neuronal
activity related to this kind of movement execution errors has been
found in ECoG (Milekovic et al., 2012) and in fMRI (Diedrichsen
et al., 2005). Milekovic et al. (2012) observed neuronal responses
evoked by a 180˚ movement mismatch during continuous joystick
movement in 1-dimension. In our simulations of 2-dimensional
movements, we assumed that neuronal error-signals are evoked
when the deviation between intended and decoded movement
exceeds the somewhat arbitrary threshold of 20˚. Although it
remains to be shown in future studies that neuronal error-signals
are indeed observable already at this threshold, we consider this
a plausible assumption and expect our algorithm to be robust
against the exact value of the threshold. Our results show that the
overall performance of our algorithm is robust against different
parameter update periods (T ) and different error-signal reliabili-
ties (>50%). Arguably, the proposed algorithm has the potential
to work with various types of neuronal error-signals, though the
computation of the cost function in terms of error signals might
need adjustments to achieve high performance.
An alternative to our algorithm would be to use standard rein-
forcement learning algorithms and generalization methods (Sut-
ton and Barto, 1998) for directly training the decoding parameters
without using a meta-parametric model relating cost to decoding
parameters. In our practical experience, keeping a record of the
previously explored parameters via P matrix of the RLS algorithm
and relating the parameters to the log-cost yields good perfor-
mance. A comparison of our method to different reinforcement
algorithms that utilize the same cost and/or other cost functions
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FIGURE 9 | Comparison of relative cumulative error measures using
the error-signal-based training strategy for different reliabilities of
error signals.The error-signal reliability is either 100% (black) or 80%
(magenta) or 60% (green) or 50% (cyan) or 40% (red) or 20% (blue).
Medians of relative cumulative errors of 50 simulations from each group
for all of the trials. (A) Zoomed medians for early (B) and late (C) learning
and during decoder-freeze. (D)The distributions of the relative cumulative
errors for each of the phases. (E–G)The rightmost values of the
distribution plots denote the total relative counts of the outlier values that
are greater than the associated x-axis value. The number of outlier values
decreased across trials, i.e., it was the highest during early learning and
the lowest during decoder-freeze. Outliers correspond to the failed
trajectories in Figures 4 and 7. In general, higher the reliability, better the
performance. A minimum reliability of 60% is needed for successful
training. 100 and 80% reliabilities are statistically equivalent during
decoder-freeze (rank sum test, p>0.05).
than the ones suggested here, are interesting topics for future stud-
ies. Previously, Kalman filtering methods were also applied for
unsupervised adaptation during trajectory decoding (Eden et al.,
2004a,b; Wang and Principe, 2008; Wu and Hatsopoulos, 2008).
These methods adapt by maintaining consistency between a model
of movement kinematics and a neuronal encoding model. They
have been shown to track non-stationarities once an initial model
is learned via supervised calibration (Eden et al., 2004a,b; Wang
and Principe, 2008). Our unsupervised approach in this work is
fundamentally different from these methods. We assume that, in
the aftermath to decoding errors, the statistics of the control signals
change and this change is utilized for unsupervised adaptation. In
the future, it would be worthwhile to compare the performance
of these different methods and their robustness against model
violations in online BMI-tasks.
In principle, our adaptive decoding framework is independent
of the type of neuronal signal that is used to control the movement.
As neuronal control commands, the instantaneous firing rates of
multiple single-unit or multi-unit activities could be used. Alter-
natively, filtered LFP, ECoG, EEG, or MEG signals or the power of
LFP, ECoG, EEG, and MEG signals in different frequency bands
could be employed. Our algorithms assume that neuronal control
signals are linearly related to movement velocity. For many differ-
ent neuronal signal types, indeed, movement trajectories can be
reconstructed well using this assumption [(Wessberg et al., 2000;
Serruya et al., 2002; Taylor et al., 2002) for SUA (Schalk et al.,
2007; Pistohl et al., 2008), for ECoG]. Linear tuning to movement
position or simultaneous linear tuning to position and velocity
can easily be implemented in our algorithms by straightforward
modifications of theB matrices (see Section 2). Future extension of
our algorithmic framework might also consider non-linear tuning.
The cost measures we introduced, might need some modifications
depending on the tuning of the recorded signals. For instance, if
the control signal, e.g., firing rates for individual recording chan-
nels, takes an all-or-none behavior, i.e., certain channels are on
for one direction and off for another direction, the norms of the
command vectors might hardly vary across different movement
directions. In such a case, deviation cost might be preferable over
amplitude cost.
How realistic is the online BMI-user model used in the simula-
tions? The user model is based on optimal feedback control, which
can predict motor behavior at the level of movement kinematics
Frontiers in Neuroscience | Neuroprosthetics November 2012 | Volume 6 | Article 164 | 14
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FIGURE 10 | Relative cumulative errors for the unsupervised
strategy under non-stationary tuning. Black curve shows the
median RCE of 50 simulations, where adaptation was active between
trial 1 and 1961 and stopped after that. Magenta curve shows the
median RCE of 50 simulations, where adaptation was active both
between trial 1 and 1961 and after trial 2000. In both groups,
adaptation was inactive between 1962 and 2000 for comparison
purposes. (A) Zoomed medians during the early learning phase, (B) the
first decoder-freeze, (C) the late learning phase after the first freeze,
and (D) the second decoder-freeze. (E)The distributions of the relative
cumulative errors for each of the phases. (F–I)The rightmost values of
the distribution plots denote the total relative counts of the outlier
values that are greater than the associated x -axis value. Outliers
correspond to the failed trajectories in Figure 11.
−0.14 0
0
0.14
 36 % reach target in 1.99 sec (avg)
A adaptation stopped (frozen phase)
−0.14 0
0
0.14
 81 % reach target in 1.28 sec (avg)
B adaptation active (late learning phase)
−0.14 0
0
0.14
 100 % reach target in 1.17 sec (avg)
C adaptation active (frozen phase)
FIGURE 11 |The trajectories under non-stationary tuning for
unsupervised strategy and their variations during late
learning and during decoder-freeze.The trajectories are shown
for the decoder-freeze phase of the simulation group, whose
adaptation was kept off after trial 1961 (A) as well as for the late
learning (B) and decoder-freeze (C) phases of the simulation
group, whose adaptation was kept active also between trials 2001
and 3462. Magenta thick curves indicate the failed trajectories.
Each plot depicts the trajectories of 50 training simulations.
Trajectories during decoder-freeze belong to trial 3501. The late
learning trajectories were recorded at trial 3402, durations and
target hit rates are from pooled trajectories of trials 3402–3406.
The 50 different targets and trajectories at the recorded trial are
rotated to the same orientation ( 3pi
4
) for a better visual evaluation.
(Todorov and Jordan, 2002b; Braun et al., 2009; Diedrichsen et al.,
2010) in several different motor tasks. Whether the framework
of OFC correctly predicts the subject’s behavior during BMI
control is an open question, which can only be addressed by
online closed-loop BMI experiments. For the suggested unsu-
pervised adaptive decoder to work, however, neither optimality
www.frontiersin.org November 2012 | Volume 6 | Article 164 | 15
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−0.14 0    
0   
0.14
 100 % reach target in 0.72 sec (avg)
A unsupervised decoder (ampl cost)
−0.14 0    
0   
0.14
 100 % reach target in 0.82 sec (avg)
B unsupervised decoder (dev cost)
−0.14 0    
0   
0.14
 100 % reach target in 0.73 sec (avg)
C unsupervised decoder (ampl+dev cost)
FIGURE 12 |The trajectories for different cost measures and
their variations during decoder-freeze.The trajectories are shown
for the amplitude cost (A), for the deviation cost (B) and for the
combination of both costs (C). Magenta thick curves indicate the
failed trajectories. Each plot depicts the trajectories of 50 training
simulations, each at trial 1501. Note that not only trial 1501 included
50 simulations, but the whole history of 1501 trials are simulated 50
times with random initial tunings. The 50 different targets and
trajectories at trial 1501 are rotated to the same orientation ( 3pi
4
) for
a better visual evaluation.
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FIGURE 13 | Comparison of relative cumulative errors for the
unsupervised strategy using different cost measures.The
algorithm employs either amplitude cost (black), or deviation cost
(magenta) or their combination (green). Medians of relative
cumulative errors of 50 simulations from each group for all of the
trials. (A) Zoomed medians for early (B) and late (C) learning and
during decoder-freeze. (D)The distributions of the relative cumulative
errors for each of the phases. (E–G)The rightmost values of the
distribution plots denote the total relative counts of the outlier values
that are greater than the associated x -axis value. The number of
outlier values decreased across trials, i.e., it was the highest during
early learning and zero during decoder-freeze.
nor the validity of OFC is required. Instead, it would be suffi-
cient that the magnitudes of the control signals change in con-
sequence of the observed mismatches between the intended and
decoded movements. OFC models fulfill this requirement as well
as many other control policies would do. In our opinion, penal-
izing the control signals with larger magnitudes should therefore
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work in many different movements tasks. In addition, even the
changes in the magnitudes of the control signals might not be
needed for the algorithmic framework to be applicable. As long as
the statistics of the neuronal control signals consistently change
as a response to movement mismatches, these changes could
be penalized by an accordingly designed decoder cost function,
which would allow the decoder to adapt. For the error-signal
based method to work, the simulation model for the BMI user
has even less relevance than for the unsupervised method to
work, as it solely depends on the existence of reliable and precise
error-signals.
It could also be argued that not all components of the corti-
cal recordings used as input to the BMI decoder do represent a
cortical movement control signal, i.e., part of it could also rep-
resent the ongoing activity, attention, or other signals, which are
not directly related to the movement. In many cases it should be
possible to model this movement-irrelevant activity as part of the
noise in 5. Despite these task-irrelevant components, the algorithm
should therefore still be able to adapt as long as consistent statisti-
cal changes in the aftermath of movement mismatches exist in the
control signal.
For our simulation studies, we needed to make further assump-
tions. For instance, we used a constant sensory delay as well as
normally distributed and temporally uncorrelated noise for the
optimal control command and for the sensory feedback equations
(3 and 5). However, we believe that these assumptions are not crit-
ical and moderate deviations from them will only weakly affect the
proposed adaptation method.
In summary, we present a novel adaptive BMI decoder, which
utilizes neuronal responses to movement mismatches and/or neu-
ronal error-signals. The decoder is robust and not dependent
on specific assumptions about the BMI users behavior or neu-
ronal signals. To ultimately demonstrate the usability of our
approach, the decoder has to be tested in closed-loop online BMI
experiments.
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