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ABSTRACT
ADVANCED ARBITRARY LAGRANGIAN-EULERIAN FINITE ELEMENT




Dr. Pengtao Sun, Examination Committee Chair
Professor of Mathematics
University of Nevada, Las Vegas, USA
In this dissertation, two kinds of arbitrary Lagrangian-Eulerian (ALE)-finite element methods
(FEM) within the monolithic approach are studied for unsteady multiphysics coupling problems
involving the moving interfaces/boundaries. For the classical affine-type ALE mapping that is stud-
ied in the first part of this dissertation, we develop the monolithic ALE-FEM and conduct stability
and optimal convergence analyses in the energy norm for the transient Stokes/parabolic interface
problem with jump coefficients, and more realistically, for the dynamic fluid-structure interaction
(FSI) problems by taking the discrete ALE mapping and the discrete mesh velocity into a careful
consideration of our numerical analyses and computations, where the affine-type ALE mapping pre-
serves H1-invariance for both the Stokes (fluid) equations and the parabolic (structure) equation in
their moving subdomains all the time. In particular, we analyze the ALE-FEM for Stokes/parabolic
interface problem by introducing a novel mixed-type H1-projection with a moving interface and
the discrete mesh velocity. We first obtain the well-posedness and convergence properties for this
new H1-projection and its ALE time derivative, by means of which we then derive the optimal
error estimate in the energy norm and the sup-optimal error estimate in L2 norm for both semi-
and fully discrete mixed finite element approximations to the Stokes/parabolic interface problem.
As for the realistic FSI problem, we build the classical affine-type ALE mapping into our novel
mixed-type H1-projection that couples the Eulerian fluid equation and the Lagrangian structure
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equation through a moving interface, and study its well-posedness and optimal convergence prop-
erties. Then we are able to analyze the (nearly) optimal error estimate in various norms for the
ALE-finite element approximation to FSI problem as well.
In the second part of this dissertation, a novel Piola-type ALE mapping and the associated ALE-
FEM are developed and are well analyzed for two types of moving interface problems whose weak
forms are associated with H(div) space: the mixed parabolic problem in a moving domain, and
the mixed parabolic/parabolic moving interface problem. In practice, the multiphysics problems
involving the pore (Darcy’s) fluid equation, or more sophisticatedly, the poroelasticity (Biot’s)
model, which may stay alone in a moving domain or interact with other field models through a
moving interface, essentially belong to these two types of problems that we study in this part.
The key idea of the developed Piola-type ALE mapping is to preserve H(div)-invariance with time
for the moving interfaces/boundaries problems that are associated with H(div) space in moving
(sub)domains. Utilizing a specific stabilization technique, we apply the stable Stokes-pair to the
mixed ALE-finite element discretization of both problems, design their semi- and fully discrete
Piola-type ALE-finite element schemes, and analyze their stability and optimal convergence results
using the MINI mixed element. All theoretical results obtained in this dissertation are appropriately
validated by our numerical experiments using various numerical examples.
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Multi-physical phenomena following moving domains or interacting through moving interfaces are
common in our daily life, they play prominent roles in many scientific and engineering fields. Exam-
ples include geophysics, bio-engineering and hydrodynamics, for instance, the interaction between
the water and the turbine in the hydrodynamics, the response of bridges and tall buildings to winds,
the vibration of turbine blades, the underground water system through a poroelastic substrate, and
our blood fluid interacting with the deformable arteries in the cardiovascular environment. For most
multiphysics coupling problems involving moving interfaces/boundaries, analytical solutions to the
model equations are impossible to obtain, whereas laboratory experiments are also limited in scope.
Thus to investigate the fundamental physics involved in those complex moving domain/interface
problems, mathematical modeling and numerical methodology studies become more necessary and
promising. Additionally, mathematical modeling can only be useful in the development of science
and technology for unsteady multiphysics coupling problems with moving interfaces/boundaries if
the underlying model of partial differential equations can be numerically solved with reasonable
accuracy and efficiency. But, because of the complexity of the underlying mathematical model of
multi-physical moving interface/boundary problems, it is very challenging to develop accurate and
efficient numerical techniques for tackling the proposed moving interface/boundary problems. Cur-
rently there are mainly two types of numerical methods for solving the moving interface/boundary
problem: body-fitted mesh methods and body-unfitted mesh methods. For body-unfitted mesh
methods, the mesh does not attach to the interface. So we can not locate the interface from the
mesh. There are a lot of methods belonging to the body-unfitted mesh method, such as immersed
boundary method (IBM)[76], fictitious domain method [86, 84]. Usually, this kind of non-matching
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mesh method needs extra numerical techniques to track the interface, like level set method, phase
field method, Lagrange multiplier method, and etc. However, even though extra techniques are
adopted to handle the non-matching mesh across the interface, these methods’ approximation ac-
curacies are still poor near the interface, relatively. So, in this dissertation we would rather employ
the idea of body-fitted mesh methods in order to obtain a sharp interface all the time.
Due to the highly derived accuracy across the interface, body-fitted mesh methods have thus
become the most reliable numerical approach for solving unsteady moving boundary/interface prob-
lems, as long as the moving mesh, which adapts to the moving boundary/interface all the time,
can be efficiently generated. For that purpose, the arbitrary Lagrangian-Eulerian (ALE) method
[51, 53, 52, 71, 83] has been adopted as the most popular approach of body-fitted mesh methods
due to its high feasibility, where the mesh on the boundary/interface is accommodated to be shared
by the moving domain or subdomains on either side and thus to automatically satisfy the moving
boundary/interface conditions. In the past few decades, ALE-finite element method (ALE-FEM)
has been analyzed for the parabolic problem [43, 42] on a moving domain where the stability and
optimal error estimates in energy norm are derived, and for the Stokes problem [65] on a moving-
domain in which a classical H1-projection is applied to the ALE-FEM but only a suboptimal error
estimate is obtained in the energy norm. To improve the error estimate, in this dissertation we
introduce a novel H1-projection that is associated with a moving interface problem to a mono-
lithic ALE-FEM for an unsteady Stokes/parabolic interface problem [58] and obtain an optimal
convergence result in the energy norm.
Recently, the classical ALE-FEM is analyzed for a type of FSI problem in either semi- or fully
discrete scheme [62, 63], where the approximation error of ALE mesh motion is however absent,
and the optimal error estimate in L2-norm is not obtained due to the absence of the H1-projection
technique in their error analyses. So far, a rigorous analysis of the ALE-FEM, considering both the
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approximation error of mesh motion and the H1-projection technique, for a dynamic FSI problem
in an optimal convergence fashion with both H1 and L2 norms are still missing. In this dissertation
we develop a new H1-projection by combining the mesh velocity equation and analyze its well-
posedness and the optimal convergence in the energy norm and L2 norm. Based on this novel
H1-projection, we can obtain the optimal convergence of the velocity variable in the energy norm,
and for the first time, the error estimate of the ALE-time derivative of velocity in L2 norm for a
linearized FSI model - the Stokes/parabolic interface problem, further for the realistic FSI problem,
when they are discretized by the ALE-mixed finite element method with a stable Stokes-pair.
In our above study of ALE-FEM for FSI and its linearized models, we actually adopt the
classical affine-type ALE mapping to develop our ALE-finite element approximation schemes, where
we apply the essential property of the affine-type ALE mapping - the preservation of H1-invariance
all the time - to Stokes/parabolic interface problem or FSI problem whose velocity variables are
defined in H1 space in their weak forms all the time. Thus, the affine-type ALE mapping can
preserve the regularity properties of both velocity variable and its ALE-time derivative always in
H1 space whenever the time marches. In particular, the classical ALE mapping is essentially a
type of time-dependent and bijective affine mapping, Xt ∈ (W 2,∞(Ω̂))d, defined from the initial
(Lagrangian) domain Ω̂ to the current (Eulerian) domain Ωt, as follows [65, 43, 72]
Xt : Ω̂ → Ωt,
x̂ 7→ x(x̂, t), (1.1)
and X−1t ∈ (W 1,∞(Ωt))d. The key reason why this mapping works well for Stokes moving
boundary/interface problems is that the property of H1-invariance holds for v = v(x(x̂, t), t)
and its ALE time derivative, ∂v∂t
∣∣
x̂
= ∂v∂t (x, t) + w(x, t) · ∇v(x, t), at any time t ∈ [0, T ], where
w(x, t) = ∂Xt∂t ◦ (Xt)
−1 is the domain velocity of Ωt. This important property is shown in the
following Proposition 1.0.1.
4
Proposition 1.0.1. [43, 72] For any t ∈ (0, T ], v(x, t) ∈ H1(Ωt) and ∂v∂t
∣∣
x̂
∈ H1(Ωt) if and only if
v̂(x̂, t) = v(x, t) ◦Xt ∈ H1(Ω̂), and vice versa.
Now we consider the other type of moving boundary/interface problem whose weak form is
associated with H(div) space instead of H1 space, such as the pore fluid (Darcy’s) equations or the
Biot’s model with that the Darcy’s equations are involved, for which the classicail affine-type ALE
mapping no longer works since it does not preserve H(div)-invariance with time. Hence, a new
ALE mapping needs to be urgently developed in order to solve suchH(div)-space associated moving
boundary/interface problems, which is however also very popular in our daily life, for instance, the
filtration of fluids through porous media occurring in industrial process involving air or oil filters,
in cross-flow filtration procedures, in geophysical applications such as modeling groundwater flow
in fractured poroelastic media through the rocks and sands, and in the cardiovascular area of
physiology where the intima layer of the aortic wall is made up of a deformable porous medium
that leads to a pressure-dependent Darcy permeability process. So far, we have not seen any work
of ALE-FEM yet for a transient porous fluid (Darcy’s) moving boundary/interface problem, which
is generally modeled by the mixed parabolic equations as shown in (6.2), let alone for a moving
interface problem in which the mixed parabolic problem is involved on one side of the interface
such as Stokes/Darcy or Stokes/Biot interface problems. Thus, a groundbreaking development of
ALE-FEM for a mixed parabolic problem as well as its rigorous analysis in a stable and optimal
convergence fashion becomes urgently demanded.
Let us make this difficult and challenging scenario more clearly below using a rigorous math-
ematical description. As we have known, the classical affine-type ALE mapping, Xt, only holds
the H1-invariance but not the H(div)-invariance, i.e., for v̂(x̂, t) = v(x, t) ◦Xt ∈ H(div; Ω̂) that is
defined in (6.2), Proposition 1.0.1 cannot guarantee v(x, t) ∈ H(div; Ωt) for any t ∈ (0, T ]. Thus,
the affine-type ALE mapping Xt cannot directly work for a moving parabolic problem, or real-
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istically, for a porous fluid flow problem that is modeled by Darcy’s equations and whose mixed
weak form is defined in the space of H(div,Ωt) × L2(Ωt) in terms of the fluid velocity, and fluid
pressure. In general, for any function v̂ ∈ H(div, Ω̂), the aforementioned affine-type ALE mapping,
Xt, cannot guarantee v = v̂ ◦X−1t ∈ H(div,Ωt), and vice versa. If this is not guaranteed, then,
as significantly shown in Proposition 1.0.1 for the success of the ALE method for H1-type moving
boundary/interface problems, the ALE technique will fail in producing a stable and convergent fi-
nite element approximation to H(div)-type moving boundary/interface problems, for instance, the
mixed parabolic problem (6.2). Thus, a new idea and a novel development of ALE approach within
the frame of body-fitted mesh methods are urgently needed to successfully apply the ALE–FEM
to the presented mixed parabolic problem on a moving domain, to the Darcy’s moving boundary
problem, and to the Stokes/Darcy – or Stokes/Biot moving interface problems in the future, which
are all associated with H(div) space and all need the H(div)-invariance property to guarantee a
stable and convergent ALE finite element approximation. To that end, for the first time we develop
a novel Piola-type ALE mapping in this dissertation that can preserve the H(div)-invariance with
time, based on which we are then able to develop a novel Piola-type ALE-mixed finite element
method to successfully solve one kind of moving boundary/interface problems that closely involve
the mixed parabolic (Darcy’s) equation inside. Stability and optimal convergence properties are
obtained for the developed novel Piola-type ALE-mixed FEM using a stable Stokes pair for both
the mixed parabolic problem in a moving domain, and the parabolic/mixed parabolic interface
problem as well, which has made our research work along a right direction towards solving the
Stokes/Darcy and Stokes/Biot moving interface problems in the future.
The framework of the dissertation is as follows. First, in the remainder of Part I, we will
introduce some notations, existing definitions, formulas, lemmas and theorems that are frequently
used throughout the entire dissertation, also, the ALE mapping and its some properties in Chapter
6
2. In Part II, we will study the affine-type ALE mapping and its application to the ALE-FEM
for H1 space-associated moving boundary/interface problems. We first analyze ALE-FEMs for
the linearized FSI problem, Stokes/parabolic moving interface problem in Chapter 3, then for the
realistic FSI problem in Chapter 4. In Part III, we first study the mixed elliptic/elliptic interface
problem in Chapter 5, which will lead to a stabilized mixed finite element approximation to a
H(div)-associated weak form using the stable Stokes pair. Next in Chapter 6, we move forward
to develop the novel Piola-type ALE-mixed finite element approximation to the mixed parabolic
problem in the moving domain. Being prepared by the previous two chapters, we consider to
develop and analyze the Piola-type ALE-FEM for the mixed parabolic/parabolic interface problem
in Chapter 7. In the last part of this dissertation, we will present some concluding remarks and
some future work.
Through out this paper, we adapt C as a generic positive constant that only depends on the
domain size, and may vary with context, but is independent of all discretized parameters such as




In this chapter, we will introduce two types of ALE time derivatives first, then present some
preliminaries and notations for the following sections. As illustrated in Fig. 2.1, Ω is an open
bounded domain in Rd (d = 2, 3) with a convex polygonal boundary ∂Ω, and consists of two
subdomains Ωit := Ωi(t) ⊂ Ω (i = 1, 2) separated by a smooth interface Γt := Γ(t) ∈ C2 which may
move/deform along with the time t ∈ [0, T ] (T > 0), satisfying that Ω = Ω1t ∪ Ω2t , Ω1t ∩ Ω2t = ∅,
Γt = ∂Ω
1
t ∩ ∂Ω2t . In the following chapters, we refer Ω1t as the fluid domain Ω
f
t , and Ω
2
t as the
structure domain Ωst .
Figure 2.1: Two Schematic Domain Decompositions: (1) the Immersed Case (Left); (2) the Back-
to-Back Case (Right).
The current (Eulerian) domains Ωit (i = 1, 2) are with respect to x, in contrast to their initial
(Lagrangian or reference) domains, Ω̂i := Ωi0 (i = 1, 2) with respect to x̂. Let 0 < h < 1 denote a
discretization parameter, and at t = 0 we consider two quasi-uniform triangulations T 1h,0 in Ω̂1 and
T 2h,0 in Ω̂2, respectively, and both triangulations are conforming through the interface Γ̂ = ∂Ω̂1∩∂Ω̂2.
We approximate Γ̂ by a polygonal boundary Γ̂h with all the vertices lying on the interface Γ̂.
8
2.1 Descriptions of the Continuum Mechanics
There are two ways to describe the continuum mechanics, one is the Lagrangian description, and
the other one is the Eulerian description.
The Lagrangian description describes the history of the particle accurately. It is material-
centered so that we can learn the paths of fluid particles. Figure 2.2 [66] shows two particles and
their trajectories.
Figure 2.2: Lagrangian Description of Two Moving Particles
When numerical methods are implemented for such Lagrangian described dynamic system, the
mesh points move along with the particles, which is shown in Fig. 2.3 [36]. Since the mesh nodes
move along with particles, it can track the particles’ motion. So in the solution process to a moving
interface problem, this method can help us to get an accurate interface. However, for the large
displacement case, it might produce a singular mesh, which is the discouraging side of this kind of
method.







Figure 2.3: Particle Motion and Mesh Motion in Lagrangian Description
spatial location. So it is space-centered. Figure 2.4 [66] shows four fixed measurement locations at
which we measure the fluid behavior at these four spatial positions. In the numerical implementation
Figure 2.4: Eulerian Description of the Dynamic System with Four Fixed Locations
of this approach, the mesh points are fixed. It can be explained in Fig. 2.5 [36]. Due to the fixed
mesh nodes, we can not locate the moving interface precisely. Therefore to capture the moving
interface, it usually needs to combine with other numerical techniques, for example, the level set
method and the phase field method, which is not very efficient though, the good aspect of this







Figure 2.5: Particle Motion and Mesh Motion in Eulerian Description
Since the above two methods have their advantages and disadvantages, respectively, the ar-
bitrary Lagrangian-Eulerian (ALE) method is thus designed to combine respective advantages of
the Lagrangian and Eulerian methods, namely, the computational mesh moves arbitrarily inside
the moving (sub)domains, while it moves with the continuum in Lagrangian fashion on moving







Figure 2.6: Particle Motion and Mesh Motion in ALE Description
For the remaining part of this chapter, we are going to introduce ALE mapping, Reynold’s
transport theorem and its variances. We only generally consider the initial domain Ω̂ and the
current domain Ωt without the index i.
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2.2 ALE Mapping
The core of ALE method is the introduction of ALE mapping, which is essentially a type of time-
dependent and bijective affine mapping, X ∈ H1
(
0, T ; (W 2,∞(Ω̂))d
)
, defined in each subdomain
from its initial (Lagrangian) one Ω̂ to its current (Eulerian) one Ωt , such that [65, 43]
X : Ω̂ → Ωt
X̂ → X(X̂, t) =X,
is invertible and X−1 ∈ (W 2,∞(Ωt))d . In practice, one way to define such ALE mapping, X , is
the harmonic extension technique, i.e., we solve the following Laplace equation for
∆X̂X = 0, in Ω̂, (a)
X = ûΓ, on Γ̂, (b)
X = 0, on ∂Ω̂\Γ̂, (c)
(2.1)
where, ûΓ denotes the prescribed interface displacement along the time t ∈ [0, T ]. Thus the
solution to (2.1) produces a displacement field of domain motion. Then, the domain velocity can
be computed as:












: Ωt × (0, T ] → R







(X, t) + (w(X, t) · ∇)ψ(X, t). (2.2)
The following lemma is held based on the above affine-type ALE mapping.
Lemma 2.2.1. [42] Let Ω̂ be a bounded domain with Lipschitz continuous boundary and X be
invertible in
¯̂
Ω, and the following condtions hold for each t ∈ [0, T ] and
a). Ωt =X(Ω̂) is bounded and Lipschitz continuous,
















We define the Jacobian matrix of the ALE mapping X as: Ft = ∇x̂X = ∂X∂x̂ , and denote its




∂X is the Jacobian matrix of X
−1 and J−1t = det(F
−1
t ),
for which the following estimations hold in Lemma 2.2.2.
Lemma 2.2.2. [16] For and t ∈ (0, T ], the following inequalities hold




t ∥L∞(Ωt) ≤ C
−1
1 , (2.3)




t ∥(L∞(Ωt))d2 ≤ C
−1
1 , (2.4)
where C1 and C2 are independent of discretization parameters such as h and ∆t. And,
∂Jt
∂t
= ∇ ·wJt = Jt (Ft)−T : ∇̂ŵ,
∂Ft
∂t
= ∇wFt = ∇̂ŵ. (2.5)
We will prescribe the interface displacement ûΓ in (2.1) for some numerical examples in the
latter parts. And, for a realistic FSI problem, such ûΓ is not prescribed but is given from the
structure displacement through which the ALE equation is coupled with FSI model. In fact, since
(2.1) is stationary, we can simply differentiate (2.1) to make it become an elliptic equation associated
with the mesh velocity w. Once w is obtained, then X is known, accordingly. Numerically, we
need to approximate (2.1) to obtain the discrete mesh velocity wh and the discrete ALE mapping
Xh, thus the mesh can be updated for numerical computations all the time.
To derive a concrete error estimate for the ALE-FEM to be developed in the latter parts of
this dissertation, it is essential to assume finite element approximation properties for the discrete
ALE mapping Xh to X, and the discrete mesh velocity wh to w, in various maximum norms, as
shown in Lemma 2.2.3. for any t ∈ [0, T ], we numerically solve the ALE mapping (2.1) by means
of the piecewise-linear Lagrangian finite element to obtain the discretization of ALE mapping X,
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denoted by Xh and defined as:
Xh : Ω̂ → Ωt
X̂ → Xh(X̂, t) =X,
which denotes the displacement field of ALE mesh motion. We assume that Xh is smooth and
invertible, satisfying the following approximation property (2.6). Let Th,t be the image of Th,0 under
the discrete ALE mapping Xh, then Th,t = Th,0 +Xh .
Lemma 2.2.3. [27, 43] AssumeX ∈ (W 2,∞(Ω̂))d, the interface Γt ∈ C2, then we have the following
error estimates for:
∥X −Xh∥(L∞(Ω̂))d + h∥X −Xh∥(W 1,∞(Ω̂))d ≤ Ch
2| lnh|∥X∥(W 2,∞(Ω̂))d , (2.6)
∥w −wh∥(L∞(Ωt))d + h∥w −wh∥(W 1,∞(Ωt))d ≤ Ch
2| lnh|∥w∥(W 2,∞(Ωt))d . (2.7)
Then, by the triangular inequality we have the boundedness of wh as follows
∥wh∥(L∞(Ωt))d + ∥wh∥(W 1,∞(Ωt))d ≤ C∥w∥(W 2,∞(Ωt))d . (2.8)
Remark 2.1. As an example, if the harmonic equation (2.1) is chosen as ALE mapping, then
Lemma 2.2.3 obviously holds true [30].
We further define the Jacobian matrix of the discrete ALE mapping Xh as: Ft,h = ∇x̂Xh, and









t,h ), for which the following Lemma 2.2.4 holds.
Lemma 2.2.4. [16] For t ∈ (0, T ], there exist constants C1 and C2 such that




t,h ∥∞,Ωt ≤ C
−1
1 , (2.9)










= ∇ ·whJt,h = Jt,h(Ft,h)−T : ∇̂ŵh,
∂Ft,h
∂t
= ∇whFt,h = ∇̂ŵh. (2.11)
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h ). Then, we have the following estimate of the
difference of Jacobians on different time levels.
Lemma 2.2.5. [16] For t ∈ (tn−1, tn], the following error estimate holds:
∥Jt,h − Jnh ∥L∞(Ω̂) ≤ C∆t∥∇̂ŵh∥∞,Ω̂∥Ft,h∥∞,Ω̂ ≤ C∆t. (2.12)








(X, t) + (wh(X, t) · ∇)ψ(X, t) . (2.13)
On the other hand, for mixed elliptic and mixed parabolic (Darcy’s) moving boundary/interface
problems to be studied in Part III, we need to consider a kind of Sobolev space which is weaker than
H1 spaces, H(div) spaces, for which the affine-type ALE mapping no longer preserves the H(div)-
invariance with time. We hereby present a novel ALE mapping to preserve theH(div)-invariance all
the time by combing the affine-type ALE mapping with the so-called Piola-transformation [80, 13],
as shown below.
Definition 2.2.6. [80, 13] Suppose there exists an affine mapping X : Ω̂ → Ωt. Then ∀ v̂(x̂, t) ∈
L∞(0, T ; (S(Ω̂))d), where S(ω) denotes a properly defined Sobolev space in the domain ω, the
Piola-type ALE mapping is defined as:
Pt(·) ◦X−1 : (S(Ω̂))d → (S(Ωt))d,











Accordingly, we can also define the discrete Piola-type ALE mapping as:
Ph,t(·) ◦X−1h : H(div, Ω̂) → H(div,Ωt),













Due to (2.14) and since the trace of a matrix is invariant by the change of variables, we have
∇ · v = (Jt)−1 ∇̂ · v̂. (2.16)
Lemma 2.2.7 ([13], Lemma 2.1.6). Let u = û ◦X−1(x) and v = Pt(v̂) ◦X−1(x), then
a) (v,∇u)Ω = (v̂, ∇̂û)Ω̂,
b) (u,∇ · v)Ωt = (û, ∇̂ · v̂)Ω̂,
c) ⟨v · n, u⟩∂Ωt = ⟨v̂ · n̂, û⟩∂Ω̂.
The following lemma presents the H(div)-invariance based on the Piola transformation.
Lemma 2.2.8 ([13], Lemma 2.1.7). The mapping Pt(·)◦X−1 is an isomorphism of H(div; Ω̂) onto
































|∇ · v|0,Ωt .
Since the affine mapping is not an isomorphism, it is improper to adopt the same ALE time





: Ωt × (0, T ] → Rd
































We present the following Lemma 2.2.9 to hold the H(div)-invariance for both the Piola-type ALE
mapping and the ALE time derivative of v ∈ H1(0, T ;H(div,Ωt)) defined in (2.17).
Lemma 2.2.9. If v̂ ∈ H1(0, T ;H(div; Ω̂)), v(X) = Pt(v̂)◦X−1, then ∂v∂t
∣∣
X̂
∈ L2(0, T ;H(div; Ωt)).



















Since ∂v̂∂t ∈ H(div; Ω̂), and due to Lemma 2.2.8, Pt(·) ◦X
−1 is an isomorphism of H(div; Ω̂) onto
H(div; Ωt), we obtain the desired result.
2.3 Reynold’s Transport Theorem
In the remaining parts of this dissertation, to develop an ALE-FEM for a moving boundary/interface
problem, we need to deal with the inner product in a moving (sub)domain very often, which cannot
avoid the integral over a moving control volume Ωt that depends on the time t. Noting that in
the integral over a moving domain, the time derivative can not swap with the spatial integral,
which is different from the fixed domain case, hence we need to present some lemmas first. Given
the moving domain Ωt = X(Ω0), where the mapping X ∈ W 1,∞(Ω0) is invertible and such that
X−1 ∈W 1,∞(Ω0). w = ∂X∂t . Assume ϕ̂(X̂) is time independent, that is
∂ϕ̂
∂t = 0.
Then the Reynold’s transport theorem can be stated at below.














Based on the Reynold’s transport theorem, we can have the following variances.
Lemma 2.3.2. [65] Assume u is the smooth function defined on Ωt, w =
∂X(t)



































) : ∇(ϕ̂ ◦X−1) +∇u : ∇(ϕ̂ ◦X−1)∇ ·w


















+ (ϕ̂ ◦X−1)∇ · u∇ ·w















∇ · (ϕ̂ ◦X−1) + u∇ · (ϕ̂ ◦X−1)∇ ·w (2.23)
−u∇w : ∇(ϕ̂ ◦X−1)T
]
dX. (2.24)













∇ · (ϕ̂ ◦X−1) + p∇ · (ϕ̂ ◦X−1)∇ ·w




Lemma 2.3.4. Assume u, ũ : Ωt → R , ṽ : Ωt → Rd are smooth functions, and ũ = ˆ̃u ◦ (X)−1,



































































































































For Piola-type ALE mapping, by Reynold’s transport theorem [78, 61, 65] and Lemma 2.2.7,
we have the following lemmas.
Lemma 2.3.5. Assume u : Ωt → R, ṽ : Ωt → Rd, γ : ∂Ωt → R are smooth functions, u = û◦(X)−1,
and ṽ = Pt(ˆ̃v) ◦ (X)−1, where ∂
ˆ̃v
∂t = 0, then
d
dt






















Proof. Apply Lemma 2.2.7 (b) and (c), and due to ∂
ˆ̃v












































z · nds. (2.33)
The desired result is proved.
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The following lemma applies Reynolds Transpose Theorem to the vector-valued variables using
the Piola-type ALE mapping (2.14).
Lemma 2.3.6. Assume v, ṽ : Ωt → Rd are smooth functions, and v = Pt(v̂) ◦ (X)−1 , ṽ =






























































































































































































∇ ·wv · zdX +
∫
Ωt



































In Chapter 4, we need to deal with the trilinear terms. It is necessary to show the following
lemma to swap the ALE time derivative with the integral over the moving domain.
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− (((v · ∇)w · ∇)u, ξ)Ωt
+
(















+((v · ∇)u,∇ ·wξ)Ωt , (2.36)
d
dt































+(∇ · vu.∇ ·wξ)Ωt . (2.37)
Proof. Since






(∇ · vu, ξ)Ωt =
(













= −(Ft)−T ∇̂ŵT (Ft)−T , (2.41)








STOKES-PARABOLIC MOVING INTERFACE PROBLEM




−∇ · (µ1∇u1) +∇p1 = f1, in Ω1t × (0, T ], (3.1)
∇ · u1 = 0, in Ω1t × (0, T ], (3.2)
∂u2
∂t
−∇ · (µ2∇u2) = f2, in Ω2t × (0, T ], (3.3)
u1 = u2, on Γt × [0, T ], (3.4)
(µ1∇u1 − p1I)n1 + µ2∇u2n2 = τ , on Γt × [0, T ], (3.5)
u1 = 0, on ∂Ω
1
t \Γt × (0, T ], (3.6)
u2 = 0, on ∂Ω
2
t \Γt × (0, T ], (3.7)












where, the solution pair (u, p) which is defined in Ω× [0, T ] satisfies u|Ω1t = u1, u|Ω2t = u2, p|Ω1t =
p1, and is associated with the source term f ∈ L2(0, T ; (L2(Ω))d) satisfying
f |Ωit = fi ∈ L
2(0, T ; (L2(Ωit))
d) (i = 1, 2)
, and with the jump piecewise constant µ satisfying µ|Ωit = µi (i = 1, 2). We assume µ1 ̸= µ2, and
min(µ1, µ2) ≥ C > 0. (3.4) and (3.5) are the no-slip type of interface conditions across Γt, where
τ , the jump flux across Γt, can be taken as zero in many realistic moving interface problems such
as the fluid-structure interaction (FSI) cases.
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In practice, (3.1)-(3.9) generally model a type of linearized FSI problem [14, 51, 85, 9, 10, 73, 89],
where the fluid is modeled by Stokes/Navier–Stokes equations in terms of fluid velocity and pressure
as sketched in (3.1) and (3.2), and the structure is modeled by a parabolic equation in terms of
the structure velocity [91] as briefly defined in (3.3). In this scenario, µ1 may stand for the fluid
viscosity, and µ2 for the elastic parameter of the structure, where, different constitutive relations
corresponding to the fluid and the structure are employed to reformulate their equations in (3.1)
and (3.3) for FSI problems, respectively. Accordingly, the flux-type interface condition (3.5) needs
to be redefined as well with τ = 0. Hence, the essential characteristic of FSI model is preserved, at
least partially, in the transient Stokes/parabolic interface problem (3.1)-(3.9), that is, two different
types of time-dependent governing equations bearing with different primary unknowns and different
compressibility/constitutive relations are defined on either side of the moving interface, Γt.
The structure of this chapter is organized as follows: in Section 3.1 we define the weak form
of Stokes/parabolic interface problem based on the affine-type ALE mapping. Then we define the
semi-discrete ALE-FEM and analyze its stability and optimal convergence theorems in Section 3.2,
where, we first introduce and analyze a novel H1-projection to the solution of Stokes/parabolic
interface problem. The full discretization is defined in Section 3.3 and its stability and convergence
properties are comprehensively analyzed as well. Numerical experiments are carried out in Section
3.4 to validate the theoretical results.
Remark 3.1. It is well known that for the elliptic interface problem [70, 20, 15, 5] and for the
stationary Stokes interface problem [81, 46, 74] with jump coefficients across the interface, their
solution regularities are ui ∈ H2(Ωi) and (ui, pi) ∈ (H2(Ωi))d × H1(Ωi), respectively, in each
subdomain Ωi (i = 1, 2) with some smooth boundaries. However, the regularity study for solutions
to (3.1)-(3.9) is still open to the community of theoretical partial differential equations (PDEs),
especially when the interface Γt deforms along the time, i.e., the shape of Γt and Ω
i
t (i = 1, 2)
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depend on the primary unknowns (u, p1). In this paper, in order to show a certain convergence
rate in numerical experiments for the validation of convergence properties of the developed ALE-
FEM, through a natural combination we assume the solution (u, p1) to (3.1)-(3.9) holds the same
regularity result in space with that of the Stokes interface problem in Ω1t and that of the elliptic
interface problem in Ω2t , given as
u ∈ (H2 ∩ L∞)(0, T ; (H2(Ω1t ∪ Ω2t ))d ∩ (H10 (Ω))d), p1 ∈ (H1 ∩ L∞)(0, T ;H1(Ω1t )). (3.10)
(3.10) is further assumed to be held under the circumstance that the motion of Γt is linear and
independent of the primary unknowns, moving with a prescribed domain velocityw(x, t), as defined
in Section 2.2. Thus the shape and position of Ωi (i = 1, 2) are prescribed and do not depend on
the primary unknowns either. In this case, the regularity result (3.10) makes more sense to be
hypothesized that way. We would like to point out that (3.10) is more difficult to be derived when
the motion of Γt depends on the primary unknowns, interested readers can refer to [37, 38, 28, 32]
for more details about the regularity study of FSI-relevant problems.
3.1 ALE Weak Form
According to the definition of ALE mapping in 2.2, the following Sobolev spaces can be defined:
vt := {(ψ1,ψ2) ∈ (H1(Ω1t ))d × (H1(Ω2t ))d
∣∣ψi = ψ̂i ◦X−1i , ψ̂i ∈ (H1(Ω̂i))d (i = 1, 2),
ψ1 = ψ2 on Γt},
v0,t := {(ψ1,ψ2) ∈ vt








∥∥ (u1,u2)∥∥k = (∥∥u1∥∥2k,Ω1t + ∥∥u2∥∥2k,Ω2t)1/2 for k ≥ 0, and use notations (ψ,ϕ)ω
and ⟨ψ,ϕ⟩∂ωto denote the inner product in the domain ω and on the boundary ∂ω, respectively.
Remark 3.2. Since we have the interface condition (−p1I + µ1∇u1)n1 + µ2∇u2n2 = τ on Γt,
the pressure p1 is thus implicitly reinforced on the interface Γt that is a part of ∂Ω
1
t . We thus do
not need to introduce the constraint, {q|
∫
Ω1t
qdx1 = 0}, to the pressure space Q1t for the sake of
uniqueness of the pressure.
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Employing the ALE time derivative (2.2), we can define a monolithic weak form for (3.1)-(3.9)















+ (µi∇ui,∇ψi)Ωit − ((wi · ∇)ui,ψi)Ωit
]
− (p1,∇ ·ψ1)Ω1t




+ ⟨τ ,ψ1⟩Γt , ∀ (ψ1,ψ2) ∈ v0,t, q1 ∈ Q
1
t . (3.11)
As discussed in Remark 3.1, the well-posedness study of (3.11) can be similarly found in [81,
89, 37, 38, 28, 32], where the Babuška–Brezzi’s theory [6, 22] is the main analytical tool, and the
inf-sup condition of the term (∇ · u1, q1)Ω1t must be held in Ω
1
t , which is stated in the following
lemma.
Lemma 3.1.1. [89, Lemma 2] Assume that the ALE mapping Xi(x̂, t) ∈ (W 1,∞(Ω̂i))d and
inf
x̂∈Ω̂1
det (∇x̂X(x̂, t)) > 0.





(∇ · u1, q1)Ω1t
∥ (u1,u2) ∥1∥q1∥0,Ω1t
≥ C > 0.
3.2 Semi-Discrete ALE-Finite Element Approximation
In order to discretize (3.11) with respect to spatial variables in both subdomains, considering the
relatively low regularity properties of the solution assumed in (3.10), we specifically employ the
piecewise-linear polynomial (P d1 ) to approximate u2 in Ω
2
t , and the MINI type of mixed finite
element space [4] to discretize (u1, p1) in Ω
1
t , where u1 is approximated with continuous, piecewise-
linear polynomials enriched with bubble functions (P d1+b) while p1 is approximated by continuous,
piecewise-linear polynomials (P1), but for our analysis, it can be generalized for other LBB stable
elements. Standard mixed finite element theory [13] assures that the Stokes-MINI is stable and
converges linearly for both velocity and pressure. Introduce the following MINI-type mixed finite
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element spaces:
vh,t = {(ψ1,h,ψh,2) ∈ vg,t
∣∣ψ1,h∣∣K ∈ P d1+b(K), ∀K ∈ T 1h,t,ψ2,h∣∣K ∈ P d1 (K), ∀K ∈ T 2h,t},
v0h,t = {(ψ1,h,ψh,2) ∈ vh,t
∣∣ψ1,h = 0 on ∂Ω1t \Γt, ψ2,h = 0 on ∂Ω2t \Γt},
Qh,t = {qh ∈ Q1t
∣∣qh∣∣K ∈ P1(K), ∀K ∈ T 1h,t},
Qih,t = {qh ∈ (H1(Ωit))d
∣∣qh∣∣K ∈ P d1 (K),∀K ∈ T ih,t}, (i = 1, 2),
Q̂ih = {qh ∈ (H1(Ω̂i))d
∣∣qh∣∣K ∈ P d1 (K), ∀K ∈ T ih,0}, (i = 1, 2).
(3.12)
Then, we can define the semi-discrete finite element approximation to (3.11) as follows: find










+ (µi∇ui,h,∇ψi,h)Ωit − ((wi,h · ∇)ui,h,ψi,h)Ωit
− (p1,h,∇ ·ψ1,h)Ω1t




+ ⟨τ ,ψ1,h⟩Γt , ∀ (ψ1,h,ψ2,h) ∈ v
0
h,t, q1,h ∈ Qh,t. (3.13)
3.2.1 Stability Analysis of the Semi-Discrete Scheme

































+ ⟨τ ,u1,h⟩Γt .



























The above inequality also takes care of the immersed case as shown in the left of Fig. 2.1, where














































+ ⟨τ ,u1,h⟩Γt .


























where, the trace theorem is applied to ⟨τ,u1,h⟩Γt . Choose a sufficiently small ε, integrate both sides
of (3.15) in time from 0 to t, and apply the Grönwall’s inequality, yield the result (3.14).
3.2.2 H1-Projection of Stokes/Parabolic Interface Problem
Generally, in order to obtain an optimal error estimate in L2 norm for the finite element approxi-
mation to a time-dependent problem, a H1-projection is required. In this section we will introduce
a novel H1-projection to the Stokes/parabolic interface problem (3.1)-(3.9) which considers the


































p1 − pP1 ,∇ ·ψ1,h
)
Ω1t








= 0, ∀q1,h ∈ Qh,t,
(3.16)
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(µi∇ϕi,∇ψi)Ωit + κ (ϕi,ψi)Ωit − ((wi,h · ∇)ϕi,ψi)Ωit
]
,
b (ϕ1, q1) = (∇ · ϕ1, q1)Ω1t ,
to rewrite (3.16) as the following compact form
{
a(u1 − uP1 ,u2 − uP2 ,ψ1,h,ψ2,h)− b(ψ1,h, p1 − pP1 ) = 0, ∀ (ψ1,h,ψ2,h) ∈ v0h,t, (a)
b(u1 − uP1 , q1,h) = 0, ∀q1,h ∈ Qh,t. (b)
(3.17)
In terms of the Brezzi’s theory [22, 13], the well-posedness of (3.17) can be guaranteed based
upon the following properties.
• Continuities of a (·, ·; ·, ·) and b (·, ·):
∣∣a (ϕ1,ϕ2;ψ1,ψ2) ∣∣ ≤ C∥ (ϕ1,ϕ2) ∥1∥ (ψ1,ψ2) ∥1,∣∣b (ϕ1, q1) ∣∣ ≤ C∥ϕ1∥1,Ω1t ∥q1∥0,Ω1t , ∀ (ϕ1,ϕ2) ∈ vg,t, ∀q1 ∈ Q1t . (3.18)
• The coercivity of a (·, ·; ·, ·):
a (ϕ1,ϕ2;ϕ1,ϕ2) ≥ C∥ (ϕ1,ϕ2) ∥21, ∀ (ϕ1,ϕ2) ∈ vg,t, (3.19)
where Young’s inequality with ε = µi is applied to the term






∥∇ϕi∥20,Ωit , i = 1, 2.
• The discrete inf-sup condition of b (·, ·): The bilinear form b (u1, q1) shall hold the same inf-
sup condition as stated in Lemma 3.1.1 with respect to ((u1,h,u2,h) , q1,h) ∈ v0h,t×Qh,t, which
is proved in [89] and is cited below in Lemma 3.2.2.
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det(∇x̂x (x̂, t)) > 0,
and the finite element pair ((u1,h,u2,h) , q1,h) satisfies that ∃β > 0 such that
sup
(u1,h,u2,h)∈v0h,t
(∇ · u1,h, q1,h)Ω1t∥∥u1,h∥∥1,Ω1t ≥ β∥q1,h∥0,Ω1t .





(∇ · u1,h, q1,h)Ω1t∥∥ (u1,h,u2,h)∥∥1∥q1,h∥0,Ω1t ≥ γ, (3.20)
for a constant γ > 0.
In addition to the well-posedness property, we can also prove an optimal error estimate for the
H1-projection defined in (3.16), as summarized in the following theorem.
Theorem 3.2.3. If the real solution ((u1,u2), p1) satisfies the regularity assumption (3.10), then



















, ∀t ∈ [0, T ].
(3.21)
Proof. First of all, applying (3.19), (3.20) and the classical Brezzi’s theory [22, 13], and the linear
convergence of Stokes-MINI element [13], we can obtain the following error estimate:
















∈ (L2(Ω1t ))d×(L2(Ω2t ))d,







, ∀ (ψ1,ψ2) ∈ v0,t, (a)












The adjoint property of (3.23) can be easily verified by noting that
a∗ (v1,v2;ψ1,ψ2) = a (ψ1,ψ2;v1,v2) . (3.24)
In fact, (3.23) belongs to a type of stationary Stokes/elliptic interface problem. Being similar
to what is stated in Remark 3.1, the regularity result of the solution ((v1,v2), q1) to (3.23) also
still opens to the community of theoretical PDEs. However, in order to carry out our following
error analyses as well as numerical validations in Section 3.4, we reasonably assume the following
regularity estimate holds for (3.23):
∥∥ (v1,v2)∥∥2 + ∥q1∥1,Ω1t ≤ C (∥f̃1∥0,Ω1t + ∥f̃2∥0,Ω2t) , (3.25)
which is actually a natural combination of the regularity estimates of Stokes interface problem
[81, 46, 74] and of elliptic interface problem [70, 20, 15, 5].
Let ψi = ui −uPi in (3.23), take any ((v1,h,v2,h) , q1,h) ∈ v0h,t ×Qh,t, and apply (3.24), (3.17a),
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v1 − v1,h, p1 − pP1
)
≤ C
(∥∥ (v1 − v1,h,v2 − v2,h)∥∥1 + ∥q1 − q1,h∥0,Ω1t)
×
(∥∥ (u1 − uP1 ,u2 − uP2 ) ∥∥1 + ∥p1 − pP1 ∥0,Ω1t) .
(3.26)
Because




(f̃i,ui − uPi )Ωit
∥(f̃1, f̃2)∥0
,
applying (3.26), we then have









(∥∥ (u1 − uP1 ,u2 − uP2 ) ∥∥1 + ∥p1 − pP1 ∥0,Ω1t)
≤ Ch
(∥∥ (u1 − uP1 ,u2 − uP2 ) ∥∥1 + ∥p1 − pP1 ∥0,Ω1t) ,
where, the piecewise-linear interpolation error estimate and the regularity assumption (3.25) are
applied. Combining with (3.22), we obtain the desired error estimate in L2-norm shown in (3.21).
Further, we prove the following convergence theorem for the ALE time derivative of H1-
projection.
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Proof. Differentiate the H1-projection equation (3.16) with respect to time t, and carefully apply








































































































































































To prove (3.27), we can follow an analogous argument as shown in [65, Theorem 4.3] except











, and their corresponding time derivative terms in (3.29). However, on the top of a main
proof which is similar with [65, Theorem 4.3], these extra error estimates are relatively trivial, thus
for the simplicity we omit all details here for estimating (3.27). It is noteworthy to point out that
33
what we obtain in (3.27) is actually better than [65, Theorem 4.3] in which the engaged regularity
assumption requires u ∈ H3(Ωt) and p ∈ H2(Ωt), both are one order higher than our regularity
assumption for ((u1,u2), p1) in (3.10). In fact, the regularity assumption, u ∈ H2(Ωt), p ∈ H1(Ωt),
is sufficient to obtain the convergence order O(h| lnh|) if rechecking [65, Equations (4.13), (4.14)],
the one-order higher regularity is unnecessary for (u, p) therein. In this sense, we can say that our
























































































































































































































































































































































































































































(∥∥ (u1 − uP1 ,u2 − uP2 ) ∥∥1 + ∥∥p1 − pP1 ∥∥0,Ω1t)
×
(
∥ (v1,h,v2,h) ∥1 + ∥q1,h∥0,Ω1t
)
.
























































(∥∥ (u1 − uP1 ,u2 − uP2 ) ∥∥1 + ∥∥p1 − pP1 ∥∥0,Ω1t)
]
.
Apply (3.27) and (3.21), (3.28) is then obtained.

















































of which the convergence order, O(h2| lnh|), is higher than O(h) that is shown in (3.28). To prove
that we think an adjoint problem of (3.29) and (3.30) instead of (3.23) shall be precisely defined and
utilized, according to the proof of (3.28), which is however almost impossible for the sophisticated
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forms (3.29) and (3.30). In this paper, we would rather preserve the same adjoint problem for the














is obtained in (3.28), though, it has been still the best result so
far for the H1-projection of ALE-FEM for the Stokes/parabolic moving interface as studied in this
paper, or Stokes moving domain problems studied in [65] where no L2-estimate is actually provided
for the error of H1-projection in ALE time derivative.
3.2.3 Error Analysis of the Semi-Discrete Scheme
Theorem 3.2.5. Suppose (u1,u2, p1) is the solution to (3.11) satisfying the regularity assumption















































+ (µi∇ui,∇ψi,h)Ωit − ((wi,h · ∇)ui,ψi,h)Ωit
− (p1,∇ ·ψ1,h)Ω1t




+ ⟨τ ,ψ1,h⟩Γt , ∀ (ψ1,h,ψ2,h) ∈ v
0
h,t, ∀q1,h ∈ Qh,t. (3.33)
















































































































(∇ · ξ1, ϕ)Ω1t = 0,
(3.35)
































= − (∇ ·w1,h∇ · ξ1, ϕ)Ω1t +
(












































































− (∇ ·w1,h∇ · ξ1, ϕ)Ω1t +
(






































































































+ εϕ∥ϕ∥L2(0,t;L2(Ω1t )). (3.42)

















































+ C (∥(ξ1, ξ2)∥1 + ∥(η1, η2)∥0) .
(3.43)
Integrate both sides of (3.42) and (3.43) in time from 0 to t, substitute into (3.42), choose sufficiently

























Therefore by (3.43), we have











Apply (3.21), (3.28) and the triangular inequality, (3.32) is thus proved.
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Remark 3.4. Theorem 3.2.5 shows an optimal (first-order) error estimate for ∥(u1 − u1,h,u2 −
u2,h)∥1 and ∥p1−p1,h∥0,Ω1t , but a sub-optimal (first-order) error estimate for ∥(u1−u1,h,u2−u2,h)∥0.
Even so, if applying a similar H1-projection as defined in (3.16) to the Stokes moving domain
problem as studied in [65], then we can remarkably improves the convergence order in [65, Theorem
2.1] from O(h| lnh|) up to O(h) with one-order lower solution regularity assumption, that is, from
(u, p) ∈ H3(Ωt)×H2(Ωt) down to H2(Ωt)×H1(Ωt).






, i.e., O(h2| lnh|) as addressed in Remark 3.3, then the following nearly




































However, at this moment we cannot prove (3.31) thus cannot obtain (3.46), theoretically, although
our numerical results in Section 3.4 do show an optimal convergence for ∥(u1 − u1,h,u2 − u2,h)∥0.
3.3 Fully Discrete ALE-Finite Element Approximation
Introduce a uniform partition 0 = t0 < t1 < · · · < tN = T with the time-step size ∆t = T/N .





−1 for n = 0, 1, · · · , N , i = 1, 2. We










∈ vh,n+1 ×Qh,n+1, such that
2∑
i=1











































, ∀ (ψi,h,ψi,h) ∈ v0h,n+1, (3.47)(





= 0, ∀qn+11,h ∈ Qh,n+1, n = 0, 1, · · · , N − 1. (3.48)









(n = 1, · · · , N) are the solutions to (3.47) and (3.48),




























Proof. Let ψn+1i,h = u
n+1




1,h in (3.48), then
2∑
i=1











































































































where the identity −ab = (a−b)
2−a2−b2
2 is applied. The second term on the right hand side of (3.51)
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Combine all the above inequalities, and choose a sufficiently small ε, yield
2∑
i=1







































Multiply both sides by ∆t and apply the discrete Grönwall’s inequality, result in (3.49).
3.3.2 Error Analysis of the Fully Discrete Scheme









(n = 1, · · · , N) are the solutions to (3.47) and (3.48), then the
following error estimate holds:
2∑
i=1














































































































where wi needs to be replaced by wi,h, accordingly, because the domain and its velocity are now
taken in a discrete manner.










































































































































First of all, we conduct the error estimate associated with the pressure for ∥ϕn+1∥0,Ω1n+1 . The
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Then the third term on the right hand side of (3.62) is estimated as






















To find the estimation for
∥∥∥∥ ξn+1i −ξni ◦Xin+1,n∆t ∥∥∥∥
0,Ωin+1




∆t in (3.60), then
2∑
i=1












(wi,h · ∇) ξn+1i ,




























un+1i − uni ◦Xin+1,n
∆t
,






ηn+1i − ηni ◦Xin+1,n
∆t
,







By a very similar argument in (3.51) and (3.52), we can obtain(
µi∇ξn+1i ,∇













which is very similar with (7.39) by replacing ui,h to ∇ξi.
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ai(tn+1)φ̂i ◦ (X1,h)−1, where N is the number of degree of freedom, ai(t) is
independent of the spatial variables, and φ̂i ◦ (X1,h)−1 are shape functions defined in Ω1t . Thanks













































































































where the boundedness of J1t and F
t
i in (2.3) and (2.4) and wi,h ∈W 1,∞(Ωit) (i = 1, 2) are used.
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Take a sufficiently small ε in (3.71), sum over the time step n from 0 to N − 1, apply the discrete













































Square both sides of (3.62), multiply by ∆t2 and sum over the time step n from 0 to N − 1, then we
obtain the error estimate of the last term on the right hand side of (3.72). Substitute it into (3.72)





































































Add (3.74) to (3.73) then apply the discrete Grönwall’s inequality, utilize Theorems 3.2.3 and 3.2.4,
and the triangular inequality, (3.55) is then finally proved.
Remark 3.6. Similar with Remark 3.5, as long as Remark 3.3 is true, then the following nearly
optimal error estimate is held for errors of velocity and its ALE time derivative in the discrete
L∞(L2)- and L2(L2)-norm, respectively:
2∑
i=1




































which can be numerically observed in Section 3.4.
3.4 Numerical Experiments
3.4.1 Example 1: Interface Motion is Independent of the Non-Smooth Real
Solution
We first consider a numerical example with a less smooth real solution in two-dimensional case,
i.e., the velocity u = (u1, u2)
T ∈ (H2 ∩ L∞)(0, T ; (H2(Ω1t ∪ Ω2t ))2 ∩ (H1(Ω))2) and the pressure
p ∈ (H1 ∩ L∞)(0, T ;H1(Ω1t )), which are given as the following smooth functions:
u1 = (y −wt) sin
(
(x−wt)2 + (y −wt)2 − 0.0625
)
sin(t)/β,
u2 = −(x−wt) sin
(











by properly choosing f1, f2 and τ to satisfy the two-dimensional Stokes/parabolic interface problem
(3.1)-(3.5), where β = βi(x), ∀x ∈ Ωit (i = 1, 2) are chosen as piecewise constants, x = (x, y)
T ∈
Ω̄ = [−1, 1] × [−1, 1] that immerses the initial subdomains Ω̂2 = {(x, y) |x2 + y2 ≤ 0.0625}, Ω̂1 =
Ω\ ¯̂Ω2, and t ∈ [0, 1] with T = 1. Then the interface Γt = ∂Ω2t satisfies the equation of a circle:
(x−wt)2 + (y −wt)2 = 0.0625, ∀t ∈ [0, T ],
48
where, w is a prescribed moving velocity of Γt. By defining the real solution u and the interface
Γt this way, we know ∇u ∈ (L2(Ω))4, only, leading to u ∈ (H1(Ω))2. In addition, the interface
motion, xΓ, is defined as xΓ = wt + x̂Γ, ∀x̂Γ ∈ Γ̂ = ∂Ω̂2, ∀t ∈ [0, 1], according to which, we solve
the discrete ALE mapping Xi,h on Ω̂
i for the moving meshes T ih,t (i = 1, 2), ∀t ∈ [0, 1]. In the
following numerical experiments, we pick w = 0.1. The initial and terminal domains and meshes
are shown in Fig. 3.1, respectively.
Figure 3.1: Example 1: Initial (Left) and Terminal (Right) Subdomains and Meshes with the
Domain Velocity w = 0.1 and the Mesh Size h = 0.1.
We employ the fully discrete ALE finite element approximation (3.47) and (3.48) using the
finite element spaces defined in (3.12), i.e., the MINI mixed element as a stable Stokes-pair, to
solve the above Stokes/parabolic interface problem for ((u1,u2), p1) with a grid doubling as well
as an appropriate time step size ∆t that is proportional to h2, then to investigate the numerical
convergence rate in terms of both h and ∆t. With different ratios of the jump coefficients β1 and
β2, we obtain the following convergence performances illustrated in Tables 3.4.1-3.4.1, where, we
denote ∥u − uh∥H1(Ω1T∪Ω2T ) by eu,1, ∥u − uh∥L2(Ω1T∪Ω2T ) by eu,0, and ∥p − ph∥L2(Ω1T ) by ep,0, and,





for k = 0, 1 or “p”. Figures 3.2-3.4 illustrate
convergence histories of each case via a log-log plot. From them we can see that the convergence
rates of both the velocity in H1-norm and the pressure in L2-norm are of the first order in terms of
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both h and ∆t. Additionally, velocity errors in L2-norm even have the second order of convergence
rate in terms of h, and, all numerical convergence rates are independent of the jump ratios. It
means all convergence rates are optimal regarding the adopted MINI element, Theorem 3.3.2 is
thus validated for a Stokes/parabolic interface problem with a globally lower solution regularity.
More beyond, we see that numerical convergence rate of velocity errors in L2-norm is nearly one
order higher than its convergence rate inH1-norm, which is not indicated in Theorem 3.3.2, however
is anticipated in Remark 3.6. We know that (3.75) in Remark 3.6 is true as long as (3.31) in Remark
3.3 could be proved, which is left to our future study, though, in this paper we can take this as an
numerically verified result, as illustrated in Tables 3.4.1-3.4.1 and Figures 3.2-3.4.
h eu,1 rate eu,0 rate ep,0 rate
1
20 0.107631868 1.39 0.002599851 2.00 0.161210352 1.93
1
40 0.053462624 1.01 0.000807678 1.69 0.049796404 1.69
1
80 0.026632438 1.01 0.000212379 1.93 0.017292394 1.53
1
160 0.013362403 1.00 5.53E-05 1.94 0.006923751 1.32
Table 3.1: Convergence Performance of the Case: β1/β2 = 1
Figure 3.2: Convergence History of the Case: β1/β2 = 1
50
h eu,1 rate eu,0 rate ep,0 rate
1
20 0.009332262 1.39 0.000385562 1.89 0.161055493 1.93
1
40 0.003710769 1.33 8.55E-05 2.17 0.048614816 1.73
1
80 0.001920755 0.95 2.25E-05 1.93 0.017283352 1.49
1
160 0.000898195 1.10 5.47E-06 2.04 0.006922279 1.32
Table 3.2: Convergence Performance of the Case: β1/β2 = 1000
Figure 3.3: Convergence History of the Case: β1/β2 = 1000
h eu,1 rate eu,0 rate ep,0 rate
1
4 593.1584846 52.6362309 9064.291421
1
8 262.3011746 1.18 18.03228049 1.55 1792.405309 2.34
1
16 127.2293181 1.04 5.592614404 1.69 806.9491944 1.15
1
32 63.61864633 1.00 1.467346909 1.93 365.2710779 1.14
1
64 33.30503668 0.93 0.381669499 1.94 172.457288 1.08
Table 3.3: Convergence Performance of the Case: β1/β2 = 0.001
3.4.2 Example 2: Interface Motion Depends on the Real Solution
Now we consider another numerical example whose interface motion depends on the real velocity
solution u. Given the real solution to (3.1)-(3.5) as follows:
u1 = − 15+t(x−wt) +w, u2 =
1
5+t(y −wt) +w,
p = (x−wt)2 (1 + t/5)2 + (y −wt)2 (1 + t/5)−2 − 0.0625. (3.77)
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Figure 3.4: Convergence History of the Case: β1/β2 = 0.001
Based on the above given real velocity u = (u1, u2)
T , we derive the position equation of the interface









5+t(y(x̂, ŷ, t)−wt) +w,








5+t ȳ(x̂, ŷ, t). (3.78)
Integrate (3.78) in time, yields
x̄(x̂, ŷ, t) = 15+tC(x̂, ŷ) + f(x̂, ŷ), ȳ(x̂, ŷ, t) = (5 + t)D(x̂, ŷ) + g(x̂, ŷ). (3.79)
Substitute (3.79) into (3.78), reads
− 1
(5+t)2
C(x̂, ŷ) + f(x̂, ŷ) = − 15+t(
1
5+tC(x̂, ŷ) + f(x̂, ŷ)),
D(x̂, ŷ) = 15+t((5 + t)D(x̂, ŷ) + g(x̂, ŷ)),
which turns out f = g = 0. Further, apply the initial values x̄(x̂, ŷ, 0) = x̂ and ȳ(x̂, ŷ, 0) = ŷ to
(3.79) by letting t = 0, leading to C(x̂, ŷ) = 5x̂ and C̃(x̂, ŷ) = 15 ŷ. Hence
x = 5(5 + t)−1x̂+wt, y = 15(5 + t)ŷ +wt. (3.80)
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Same with Example 1, the following circle equation is designated for the initial interface Γ̂ at
t = 0:
x̂2 + ŷ2 = 0.0625,
then from (3.80) we obtain the position equation of Γt, as
(x−wt)2 (1 + t/5)2 + (y −wt)2 (1 + t/5)−2 = 0.0625, ∀t ∈ [0, T ], (3.81)
which is actually a deformable ellipse with time, and depends on the real velocity function u, noting
that the real solution u given in (3.77) is a globally smooth function.
We pick w = 0.1 and T = 1. According to the derived interface motion (3.81), we solve the
discrete ALE mapping Xi,h on Ω̂
i for the moving meshes T ih,t, i = 1, 2 for t ∈ [0, 1]. Figure 3.5
shows the initial and terminal domains and meshes of Example 2 , respectively.
Figure 3.5: Example 2: Initial (Left) and Terminal (Right) Subdomains and Meshes with the
Domain Velocity w = 0.1 and the Mesh Size h = 0.1.
Then, as done for Example 1, we carry out the same finite element computation and apply
the same grid doubling approach for the present model with the real solution given in (3.77) by
using MINI elements on the mesh T 1h,t and standard linear elements on the mesh T 2h,t, as shown in
Figure 3.5. Tables 3.4-3.5 and Figures 3.6-3.7 illustrate the obtained convergent numerical results
for different cases of jump coefficients, which are even better than Example 1, showing one-order
53
higher superconvergence phenomena comparing to our theoretical results, that is possibly because
the real solution u is now a globally smooth function in the entire Ω.
h eu,1 rate eu,0 rate ep,0 rate
1/5 0.015537998 0.001769253 3.499413698
1/10 0.003351339 2.21 4.06E-04 2.12 1.415331854 1.31
1/20 0.000735962 2.19 9.57E-05 2.08 0.31871488 2.15
1/40 1.86E-04 1.99 2.33E-05 2.04 0.082516583 1.95
1/80 4.51E-05 2.04 5.69E-06 2.03 0.020190954 2.03
Table 3.4: Example 2: Convergence Performance of MINI Element for β1/β2 = 0.001
Figure 3.6: Example 2: Convergence History of MINI Element for β1/β2 = 0.001
h eu,1 rate eu,0 rate ep,0 rate
1/5 0.006948460 0.000310270 0.021589335
1/10 0.001908919 1.86 9.41E-05 1.72 0.005546969 1.96
1/20 0.000466588 2.03 2.26E-05 2.06 0.001359264 2.03
1/40 0.000120307 1.96 5.87E-06 1.94 0.000340489 2.00
1/80 2.96E-05 2.02 1.45E-06 2.02 8.40E-05 2.02
Table 3.5: Example 2: Convergence Performance of MINI Element for β1/β2 = 1000
To cooperate with the prescribed globally smooth real solution u which has a higher regularity
than what (3.10) assumes, and to show that our developed ALE-mixed finite element method is
not limited to the MINI element, in the following on either side of the interface, we adopt another
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Figure 3.7: Example 2: Convergence History of MINI Element for β1/β2 = 1000
stable Stokes pair, Taylor-Hood (P2P1) element, to discretize the Stokes equations, and the standard
quadratic (P d2 ) element to discretize the parabolic equation, with which we numerically solve the
same model of Example 2, and obtain the following numerical results illustrated in Tables 3.6-3.7
and Figures 3.8-3.9. They show that the convergence rate of velocity is about second order in H1
norm and third order in L2 norm, as well as the second-order convergence rate for pressure in L2
norm, coinciding with the optimal convergence property of Taylor-Hood (P2P1) element in theory
[13].
h eu,1 rate eu,0 rate ep,0 rate
1/5 0.003279528 0.000118874 0.021803891
1/10 0.000718614 2.19 1.27E-05 3.23 0.004971614 2.13
1/20 0.000196544 1.87 1.79E-06 2.82 0.001231810 2.01
1/40 5.04E-05 1.96 2.32E-07 2.95 0.000306590 2.01
Table 3.6: Example 2: Convergence Performance of P2P1 Element for β1/β2 = 1
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Figure 3.8: Example 2: Convergence History of P2P1 Element for β1/β2 = 1
h eu,1 rate eu,0 rate ep,0 rate
1/5 1.652483337 0.048626840 0.017817306
1/10 0.632622241 1.39 0.010315492 2.24 0.003658257 2.28
1/20 0.185692306 1.77 0.001609729 2.68 0.000927516 1.98
1/40 0.049461089 1.91 0.000220471 2.87 0.000228194 2.02
Table 3.7: Example 2: Convergence Performance of P2P1 Element for β1/β2 = 0.001




In this chapter, we study the ALE-FEM for the dynamic fluid-structure interaction (FSI) problem.
More specifically, we are interested in studying a pressure-driven flow through the deformable
channel with two-way coupling between the incompressible fluid and the elastic structure, where
the fluid motion is defined in Eulerian description and the structure motion is defined in the




Dt −∇ · σf = ρfff ,








in Ωft × I,
in Ωft × I,
on [∂Ωft \Γt]D × I,























in Ω̂s × I,
on [∂Ω̂s\Γ̂]D × I,








σfnf = σsnf ,
on Γt × I,




here, vf is the velocity of the free fluid, ûs is the displacement of elastic structures that leads
to ∂ûs∂t = v̂s(x̂s, t) = vs(xs(x̂s, t), t), ρf and ρ̂s are the constant density of incompressible free




∂t + (ψ · ∇)ψ. The stress tensor of each phase is defined as
σf := σf (vf ) = −pfI + 2µfD(vf ), and D(vf ) := (∇vf + (∇vf )T )/2, (a)
σ̂s := σ̂s(ûs) = 2µsε(ûs) + λs∇̂ · ûsI, and ε(ûs) := (∇̂ûs + (∇̂ûs)T )/2, (b)
(4.2)
where, pf denotes the fluid pressure, µf , µs and λs are constant physical parameters representing
the fluid viscosity, the shear modulus and the Lamé constant of the structure, respectively. In fact,
due to the Piola transformation [79], σ̂s = JsσsF
−T
s , where Fs = I + ∇̂ûs.
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Remark 4.1. The equation of elastic structure can be also reformulated in terms of the structure
velocity, vs, as follows by substituting
∂ûs




0 v̂sdτ into 4.1(f)[91]
ρ̂s
∂v̂s
∂t − ∇̂ · σ̂s(v̂s) = ρ̂sf̂s + ∇̂ · σ̂s(û
0
s),




v̂s(x̂, 0) = û
0
s,
in Ω̂s × I,
on [∂Ω̂s\Γ̂]D × I,
















The structure of this chapter is organized as follows: in Section 4.1, we will present the weak form
of our FSI problem by considering the velocity in the structure part instead of the displacement.
Then we will do the ALE-finite element analysis in Section 4.2, including its stability property. We
consider a novel ALE-based H1-projection and analyze its stability and convergence. With the help
of the H1-projection, we obtain convergence results of the semi-discrete ALE-mixed finite element
scheme. Throught out this chapter, we assume ∥v̂s∥1,∞ <∞, hence ∥w∥1,∞ <∞.
4.1 The Monolithic ALE Weak Form for FSI Problem
Define the following functional spaces
V ft := {ψf : Ω
f
t → Rd,ψf = ψ̂f ◦ (Xt)−1, ψ̂f ∈ (H1(Ω̂f ))d},
V ft,0 := {ψf ∈ V
f
t : ψf = 0 on [∂Ω
f
t \Γt]D},
V ft,b := {ψf ∈ V
f





V̂ s := {ψ̂s ∈ (H1(Ω̂s))d : ψ̂s = ψf ◦Xt on Γ̂,ψf ∈ V ft ∩ L2(Γt)},
V̂ s0 := {ψ̂s ∈ V̂ s
∣∣ψ̂s = 0 on [∂Ω̂s\Γ̂]D},
V̂ sb := {ψ̂s ∈ V̂ s
∣∣ψ̂s = v̂bs on [∂Ω̂s\Γ̂]D},
Qft := {qf : Ω
f
t → R, qf = q̂f ◦ (Xt)−1, q̂f ∈ L2(Ω̂f )}, ,
Ŵ fb := {ξ̂ ∈ (H
1(Ω̂f ))d : ξ̂ = 0 on ∂Ω̂f\Γ̂; ξ̂ = ψ̂s on Γ̂, ψ̂s ∈ V̂ s ∩ L2(Γ̂)},
Ŵ f0 := {ξ̂ ∈ (H1(Ω̂f ))d : ξ̂ = 0 on ∂Ω̂f}.
(4.4)
Thus vf ∈ V ft,b ⊂ (H
1(Ωft ))
d, pf ∈ Qft ⊂ L20(Ω
f
t ) and v̂s ∈ V̂ sb ⊂ (H1(Ω̂s))d which are needed in




Kft = {ψf ∈ V
f
t : ∇ ·ψf = 0},
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and denote by Hft the closed subset of (L
2(Ωft ))
d that is defined as
Hft = {ψf ∈ (L2(Ω
f
t ))
d : ∇ ·ψf = 0, ψ · n|∂Ωft = 0}.
In addition, we introduce the Stokes operator A = −P∆, where P denotes the L2-orthogonal
projection from (L2(Ωft ))
d onto Hft and the domain of A is D(A) = (H
2(Ωft ))
d ∩Kft [47].





, the interface condition (4.1(k)) and the
harmonic ALE equation (2.1), the weak form of FSI problem (4.1)-(4.3) can be directly derived as


















(vf − ŵf ◦X−1t ) · ∇vf ,ψf
)
Ωft
+ 2µf (D(vf ),D(ψf ))Ωft
−(pf ,∇ ·ψf )Ωft + (∇ · vf , qf )Ωft + ρ̂s(
∂v̂s
∂t























(∇̂ŵf , ∇̂ξ̂f )Ω̂f
= ρf (ff ,ψf )Ωft



















Remark 4.2. In (4.5) we multiply both sides of (∇̂ŵf , ∇̂ξ̂f )Ω̂f = 0 by
1
µf
, then add it to the weak
form, which is only for the purpose of our subsequent analysis. In the actual computing, we can
still equivalently adopt (∇̂ŵf , ∇̂ξ̂f )Ω̂f = 0.
To conveniently analyze the stability and the convergence properties for ALE finite element











Apply the Green’s theorem, the incompressibility (4.1(b)), the interface conditions (4.1(j)) and
(2.1(b)), yield [62]
((vf −wf ) · ∇vf ,ψf )Ωft = β(vf ,vf ,ψf )Ωft − β(wf ,vf ,ψf )Ωft +
1
2
(vf∇ ·wf ,ψf )Ωft . (4.7)
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+ β(vf ,vf ,ψf )Ωft









+2µf (D(vf ),D(ψf ))Ωft



























(∇̂ŵf , ∇̂ξ̂f )Ω̂f
= ρf (ff ,ψf )Ωft



















We further denote the following supremum values by
Mf = sup
uf ,vf ,ψf∈V ft,b




ŵf∈Ŵ fb ,vf ,ψf∈V
f
t,b








2(∇ · (ŵf ◦X
−1
t )vf ,ψf )
∥ŵf∥1∥vf∥1∥ψf∥1
, . (4.11)
4.2 The Monolithic ALE-Finite Element Approximation
We first introduce finite element spaces to discretize the functinal spaces defined in (4.4). Conven-
tionally, the finite element approximation to the linear elasticity equation is defined in a Lagrange-
type piecewise polynomial (finite element) space, V̂ sh ⊂ V̂ sb , to accommodate its numerical solution
v̂s,h. In order to satisfy the interface condition (4.1(j)), we need not only the meshes in Ω
f
t and







t , matches with the finite element space of the structure equation, V̂
s, through
Γ̂, i.e., a Lagrange-type finite element space shall be adopted to accommodate (vf,h, pf,h) as well.
So in this chapter, we use the stable Stokes-pair, i.e., (H1)d-type mixed element, to discretize
Navier-Stokes equations, e.g., the MINI (P 1b P
1) mixed element, where the space of piecewise linear
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t to hold vf,h, and the piecewise
linear polynomials, P 1, forms Qft,h ⊂ Q
f
t to hold pf,h. To match with V
f
t,h across the interface of the
fluid and the structure, we choose P 1 to form V̂ sh ⊂ V sb that holds v̂s,h as the finite element solution













We further define the subspace Kft,h of V
f
t,h as
Kft,h = {ψf,h ∈ V
f
t,h : (qf,h,∇ ·ψf,h)Ωft = 0, ∀qf,h ∈ Q
f
t,h}.
Furthermore, the spaces V ft,h and Q
f





≥ Cp∥pf,h∥0,Ωft , ∀pf,h ∈ Q
f
t,h. (4.12)
4.2.1 The ALE-Mixed FEM for FSI
Choosing MINI element to construct the finite element spaces V ft,h ×Q
f
t,h, and P
1 element for V̂ sh
and Ŵ fh , we define the following semi-discrete ALE finite element approximation to FSI problem


























+(∇ · vf,h, qf,h)Ωft + ρ̂s(
∂V̂s,h
∂t























(∇̂ŵf,h, ∇̂ξ̂f,h)Ω̂f = ρf (ff ,ψf,h)Ωft



















We provide the identities and estimates of the trilinear form β(·, ·, ·) in Lemma 4.2.1.
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Lemma 4.2.1. The trilinear function β(·, ·, ·) satisfies the following estimates [49, 50, 48, 47]:
(1). β(u,v,v) = 0;























































































− β(ŵf,h ◦X−1h,t ,vf,h,vf,h)Ωft
]
+2µf (D(vf,h),D(vf,h))Ωft



























(∇̂ŵf,h, ∇̂ŵf,h)Ω̂f = ρf (ff ,vf,h)Ωft







































= ρf (ff ,vf,h)Ωft















































































Thus the stability result is attained as shown in (4.14).
4.2.3 An ALE-Based H1-Projection of FSI Problem
The main ingredient in our convergence analysis for the ALE-finite element scheme (4.13) is the







the exact solution, (vf , v̂s, pf , ŵf ), of (4.8), which is defined as follows.




































































D(vpf,h − vf ),D(ψf,h)
)
Ωft
− (ppf,h − pf ,∇ ·ψf,h)Ωft + (∇ · (v
p


































































a1 (vf,h, ŵf,h;vf,h,ψf,h) = β(vf,h,vf,h,ψf,h)Ωft


























vf,h, v̂s,h, ŵf,h;ψf,h, ψ̂s,h, ξ̂f,h
)
+ρfa1 (vf,h, ŵf,h;vf,h,ψf,h) , (4.22)
b(vf,h, pf,h) = (pf,h,∇ · vf,h) , (4.23)
F (ψf,h, ψ̂s,h, ξ̂f,h) = a0
(
vf , v̂s, ŵf ;ψf,h, ψ̂s,h, ξ̂f,h
)




F (ψf,h, ψ̂s,h, ξ̂f,h)
∥∇ψf,h∥0 + ∥∇̂ψ̂s,h∥0 + ∥∇̂ξ̂f,h∥0
. (4.25)
Now, we need the following assumption to guarantee the well-posedness of the weak form and the
developed H1-projection, which is called the small data condition.
Assumption 4.2.4 (Small data condition).
9 (Mf +Mw +Md)
µ2f
∥F∥ ≤ α < 1, (4.26)
3(Mw +Md)
µf
∥F∥ ≤ α < 1. (4.27)










and recall that we want to find v̂ps,h =
Ns∑
i=1
ai(t)ϕ̂i(x̂), where Ns is the number of degrees of freedom








0 ai(τ)dτϕ̂i(x̂), and the





















































(∇̂ŵf,h, ∇̂ξ̂f,h)Ω̂f , (4.29)
where
aM (vf,h, v̂s,h, ŵf,h;vf,h, v̂s,h, ŵf,h) ≥ C
(
∥D(vf,h)∥20 + ∥ε (v̂s,h) ∥20 + ∥∇ŵf,h∥20
)
. (4.30)
So in order to prove the well-posedness of (4.19), we prove the well-posedness of the following

















+b(vpf,h, qf,h) = F (ψf,h, ψ̂s,h, ξ̂f,h)− b(ψf,h, pf ) + b(vf , qf,h).
(4.31)
Following the argument in [59, Chapter 6, 7], we know (4.31) has a unique solution under the small
data conditions.


























Next, we analyze the convergence property of the present H1-projection (4.19), as shown in
Theorem 4.2.7.
Theorem 4.2.7. Suppose vf ∈ (H2(Ωft ))d ∩ V
f
t,b, pf ∈ H
1(Ωft ) ∩ Q
f
t , v̂s ∈ (H2(Ω̂s))d ∩ V̂ sb ,














h ) to (4.19). Moreover, there exists a positive constant C > 0, independent of h and
t, such that
∥vf − vpf,h∥L2(Ωft ) + ∥v̂s − v̂
p





∥vf − vpf,h∥H1(Ωft ) + ∥pf − p
p
f,h∥L2(Ωft ) + ∥v̂s − v̂
p

















































f,h = η + ξ, pf − p
p






f,h = κ+ χ,






s,h = ϕ̂ + θ̂, ŵf − ŵ
p






f,h = δ̂ + γ̂, define
δ = δ̂ ◦X−1h,t , γ = γ̂ ◦X
−1
h,t , wf = ŵf ◦X
−1
h,t , then the equation (4.19) can be rewritten as
a0
(
η + ξ, ϕ̂+ θ̂, δ̂ + γ̂;ψf,h, ψ̂s,h, ξ̂f,h
)








−(κ+ χ,∇ ·ψf,h)Ωft + (∇ · (η + ξ), qf,h)Ωft = 0,
(4.35)
where no pressure term is shown because we introduce the kernel space in which the pressure term
becomes a constraint. For the above error equation, we only need to take care of the nonlinear
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terms, then just apply Céa’s lemma. There are four nonlinear terms in a1, so we need to analyze
them one-by-one. Let ψf,h = ξ, ψ̂s,h = θ̂, ξ̂f,h = γ̂,









= β(ξ,vf , ξ)Ωft
+ β(η,vf , ξ)Ωft
+ β(vpf,h, η, ξ)Ωft
≤Mf
(




















= β(δ,vf , ξ)Ωft
+ β(γ,vf , ξ)Ωft
+ β(wpf,h, η, ξ)Ωft
≤Mw
(











































































































































































































Then, based on the small data conditions and the triangular inequality, we have the following
estimation,
∥vf − vpf,h∥1 + ∥pf − p
p
f,h∥0 + ∥v̂s − v̂
p









≤ Ch(∥vf∥H2(Ωft ) + ∥pf∥H1(Ωft ) + ∥v̂s∥L2(0,t;H2(Ω̂s)) + ∥ŵf∥H2(Ω̂f )).
(4.40)
Next, let us introduce the following linear adjoint (dual) problem of (4.19) in its strong form in
order to prove the convergence result in L2 norm.













∇ · vfψf − ((vf −wf ) · ∇)ψf +∇ ·wfψf
+ζψf +∇χf = vf − vpf,h, in Ωf
∇ ·ψf = 0, in Ωf
ψf = 0, on ∂Ωf\Γt,
−∇̂ · σ̂s(ψ̂s) =
∫ t
0
(v̂s − v̂ps,h)dt, in Ω̂
s,










∇ · vfψf = (ŵf − ŵpf,h) ◦X
−1
h,t , in Ωf ,
ψf = ξ, on Γt,
σf (ψf )nf = σs(ψs)ns, on Γt.
(4.41)
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We assume it has the following regularity result,
∥ψf∥H2(Ωft ) + ∥χf∥H1(Ωft ) + ∥ψ̂s∥L2(0,t;H2(Ω̂s)) + ∥ξ̂∥H2(Ω̂ft )
≤ C
(
∥vf − vpf,h∥0 + ∥v̂s − v̂
p








ψf , p, ψ̂s, ξ̂
)
∈ V ft,0 ×Q
f
t × V̂ s0 × Ŵ
f




, then the corresponding weak
form of (4.41) is to find
(
ψf , p, ψ̂s, ξ̂
)
∈W , such that
a0(ψf , ψ̂s, ξ̂f ;φf , φ̂s,χf ) +
1
2
{((φf · ∇)vf ,ψf ) + ((vf · ∇)φf ,ψf )− ((wf · ∇)φf ,ψf )
− ((χf · ∇)vf ,ψf )− ((vf · ∇)ψf ,φf )− ((φf · ∇)ψf ,vf ) + ((wf · ∇)ψf ,φf )
+ζ (ψf ,vf )Ωft
+ ((χf · ∇)ψf ,vf ) + (∇ ·wfφf ,ψf ) + (∇ · χfvf ,ψf )− (∇ ·φfwf ,ψf )

















In order to simplify our analysis, we introduce some notations first.
dc(vf ,wf ,φf ,χf ,ψf ) =
1
2
{((φf · ∇)vf ,ψf )− ((wf · ∇)φf ,ψf )− ((vf · ∇)ψf ,φf )
+ ((wf · ∇)ψf ,φf ) + (∇ ·wfφf ,ψf )− (∇ ·φfwf ,ψf )
− (∇ · vfχf ,ψf )} , (4.44)
dh(vf ,wf ,φf ,χf ,ψf ) =
1
2
{((vf · ∇)φf ,ψf )− ((χf · ∇)vf ,ψf )− ((φf · ∇)ψf ,vf )
+ ((χf · ∇)ψf ,vf ) + (∇ · χfvf ,ψf )} . (4.45)
Thanks to Lemma 4.2.1, we can obtain the boundedness property of dc and dh, that is
|dc(vf ,wf ,φf ,χf ,ψf )| ≤ C(∥vf∥1 + ∥wf∥1)∥ψf∥1(∥φf∥1 + ∥χf∥1), (4.46)
|dh(vf ,wf ,φf ,χf ,ψf )| ≤ C(∥vf∥1 + ∥wf∥1)∥ψf∥1(∥φf∥1 + ∥χf∥1). (4.47)
Then (4.43) can be rewritten as:
a0(ψf , ψ̂s, ξ̂f ;φf , φ̂s,χf ) + dc(vf ,wf ,φf ,χf ,ψf ) + dh(vf ,wf ,φf ,χf ,ψf )



















and the projection (4.19) can be rewritten as
a0(vf − vpf,h, v̂s − v̂
p
s,h, ŵf − ŵ
p
f,h;ψf,h, ψ̂s,h, ξ̂f,h) + dc(vf ,wf ,vf − v
p
f,h, ŵf − ŵ
p
f,h,ψf,h)








In (4.48), let φf = vf − vpf,h, φ̂s = v̂s − v̂
p












+ ∥ŵf − ŵpf,h∥
2
0
= a0(ψf , ψ̂s, ξ̂f ;vf − vpf,h, v̂s − v̂
p


















= a0(vf − vpf,h, v̂s − v̂
p




h,t ;ψf −ψf,h, ψ̂s − ψ̂s,h, ξ̂f − ξ̂f,h)














h,t ,ψf −ψf,h) + ζ
(
vf − vpf,h,ψf −ψf,h
)
≤ C(∥vf − vpf,h∥H1(Ωft ) + ∥v̂s − v̂
p





+∥ψ̂s − ψ̂s,h∥L2(0,t;H1(Ω̂s)) + ∥ξ̂f − ξ̂f,h∥H1(Ω̂s)
)
.
Since ψf,h, ψ̂s,h, ξ̂f,h are arbitrary, and with the regularity assumption (4.42), it yields
∥vf − vpf,h∥L2(Ωft ) + ∥v̂s − v̂
p
s,h∥L2(0,t;L2(Ω̂s)) + ∥ŵf − ŵ
p
f,h∥L2(Ω̂f )
≤ Ch(∥vf − vpf,h∥H1(Ωft ) + ∥v̂s − v̂
p




Next, following the same argument in Theorem 3.2.5 and applying estimations of the trilinear form
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4.2.4 ALE-Finite Element Error Analysis
Theorem 4.2.8. Suppose vf ∈ (H2(Ωft ))d ∩ V
f
t,b, pf ∈ H
1(Ωft ) ∩Q
f
t , v̂s ∈ (H2(Ω̂s))d ∩ V̂ sb , ŵf ∈
(H2(Ω̂f ))d ∩ Ŵ fb , then there exists an unique solution (vf,h, v̂s,h, pf,h, ŵf,h) to (4.13). Moreover,
there exists a positive constant C > 0, independent of h and t, such that
∥vf − vf,h∥L∞(0,T ;L2(Ωft )) + ∥∇(vf − vf,h)∥L2(0,T ;L2(Ωft )) + ∥∇̂(ŵf − ŵf,h)∥L2(0,T ;L2(Ω̂s))























































































































= ρf (ff ,ψf,h)Ωft



















Let vf − vf,h = vf − vpf,h + v
p




f,h − pf,h = κ + χ,
v̂s − v̂s,h = v̂s − v̂ps,h + v̂
p




f,h − ŵf,h = δ̂ + γ̂, and
wf −wf,h = ŵf ◦X−1t − ŵf,h ◦X
−1










h,t − ŵf,h ◦X
−1
h,t = δ+ γ.





































































































(∇̂γ̂, ∇̂ξ̂f,h)Ω̂f = 0,
(4.54)




Gi = 0. Then let ψf,h = ξ, qf,h = χ, ψ̂s,h = θ̂, ξ̂f,h = γ̂ in (4.54). We will keep





























































































∥η∥20 + ∥ξ∥20, (4.64)














































































Integrate both sides of (4.67) in time from 0 to T , and apply the Grönwall’s inequality and the





+ ∥∇̂γ̂∥L2(0,T ;L2(Ω̂s)) + ∥θ̂∥L∞(0,T ;L2(Ω̂s))
+∥∇̂θ̂∥L2(0,T ;L2(Ω̂s)) ≤ C
(














Apply the convergence property of the H1-projection (4.33), and choose the initial values v̂f,h(0) =

































Therefore we have the following error estimates by the triangular inequality,
∥vf − vf,h∥L∞(0,T ;L2(Ωft )) + ∥∇(vf − vf,h)∥L2(0,T ;L2(Ωft )) + ∥∇̂(ŵf − ŵf,h)∥L2(0,T ;L2(Ω̂s))

























In order to estimate the approximation error of the pressure, we need the following assumptions.









Theorem 4.2.10. Under the Assumption 4.2.9, we have the following estimate:





















































































































































Therefore, to continue on the error estimate of pressure, ∥χ∥
0,Ωft





, qf,h = ψ̂s,h =
75




























































































































































by using Lemma 2.3.7,
















































































































































































− ((ξ · ∇)ξ,∇ ·wf,hvf,h)Ωft
 .
Then












































































+(((wf,h · ∇)wf,h · ∇)ξ, ξ)Ωft − ((wf,h · ∇)ξ,∇ ·wf,hξ)Ωft
)
,


































































































































































































































































































































+ C∥∇ξ∥20 + ϵ∥χ∥20. (4.75)













(vpf,h · ∇)ξ, ξ
)
Ωft














































































Plugging (4.76) into (4.77), taking care of ϵ, and applying the triangular inequality, we have

































ELLIPTIC/MIXED ELLIPTIC INTERFACE PROBLEM
In this chapter we start with an elliptic interface problem, which is actually stationary, and the
involved interface does not move with time. Therefore, the ALE method is not particularly needed
for this problem. However, it is still meaningful to study such a stationary interface problem since
we are converting our research interest from the H1-associated ALE-mixed FEM that is studied
in Part II to the H(div)-associated ALE-mixed FEM that will be studied in this Part III, and,
the elliptic/mixed elliptic interface problem will be a starting point for us to develop a mixed
finite element approximation to an interface problem that is defined in H(div) × L2 space and is
discretized by means of a stable Stokes-pair together with the stabilization technique.
We first consider the following elliptic interface problem,
−∇ · (β∇u) = f, in Ω\Γ, (5.1)
[u] = 0, on Γ, (5.2)
[β∇u · n] = q, on Γ, (5.3)
u = 0, on ∂Ω \ Γ, (5.4)
where, Ω = Ω1 ∪ Ω2 ∪ Γ ⊂ Rd (d = 2, 3), as shown in Fig. 2.1. The interface Γ = ∂Ω2 or
Γ = ∂Ω1 ∩ ∂Ω2) depending on whether or not Ω2 is immersed in Ω.
We assume f(x) ∈ L2(Ω), q(x) ∈ H1/2(Γ). β(x) and f(x) may exhibit discontinuities across
Γ, but have smooth restrictions β1, f1 in Ω
1 and β2, f2 in Ω
2. And, 0 < β
1
< β1 < β̄1, 0 <
β
2
< β2 < β̄2. The jumps across Γ are denoted by notations [v] := v1 − v2 and [v · n] :=
v1 · n1 + v2 · n2, where the subscripts 1 and 2 indicate the restrictions to Ω1 and Ω2, and n,
n1 and n2 stand for the unit outward normal vectors on ∂Ω, ∂Ω
1 and ∂Ω2, respectively. To
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define the weak form of 5.1-5.4, we first introduce some necessary Sobolev spaces: H10 (Ω
i) = {v ∈
H1(Ωi) : v = 0 on ∂Ωi\Γ} (i = 1, 2), L20(Ωi) = {v ∈ L2(Ωi) : v = 0 on ∂Ωi\Γ} (i = 1, 2), W0 ={







. Note that if Ω2 is immersed in Ω, then H10 (Ω
2) =
H1(Ω2). Thus we can obtain the following weak form of problem 5.1-5.4: find (u1, u2) ∈ W0 such
that
(β1∇u1,∇v1)Ω1 + (β2∇u2,∇v2)Ω2 = (f1, v1)Ω1 + (f2, v2)Ω2 + (q, v2)Γ , ∀ (v1, v2) ∈W0. (5.5)
In order to numerically fulfill the requirement of space W0, i.e., u1 = u2 on the interface Γ, we
need to define a conforming finite element space on a body-fitted mesh that aligns on the interface Γ.
Then, by means of the conforming finite element discretization, we can implement two fundamental
numerical schemes to solve (5.5): monolithic scheme and partitioned scheme. The monolithic
scheme directly produces a linear algebraic system based upon the finite element discretization
of (5.5) that involves all primary unknowns from both sub-problems defined in either side of Γ,
inducing a more complicated structure of coefficient matrix comparing with the ones arising from
each simpler sub-problem. Thus a new linear algebraic solver and its new preconditioner need to
be developed in order to solve such a problem-dependent monolithic matrix equation in an efficient
and robust fashion.
If the partitioned scheme is adopted to solve (5.5), then the Dirichlet-Neumann alternating
iteration method is usually adopted as shown in Algorithm 1, where, in each iteration step we
first solve one sub-problem (5.6) defined in Ω1 with Dirichlet boundary condition on Γ hence
the interface condition (5.2) is employed, then we solve the other sub-problem (5.7) with Neumann
boundary condition on Γ thus the other interface condition (5.3) is implemented. The finite element
discretization system derived from each standard sub-problem can then be solved by classical linear
solvers. The convergence of such iteration depends on the jump coefficients [35, 33]. On the aspect
of finite element error analysis, we need to take the interface integral, (β1∇u1 · n1, v2), in (5.7)
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• Sub-problem I (Dirichlet boundary condition):
Find u1 ∈ V1 = {v ∈ H10 (Ω1) : v = 0 on ∂Ω1\Γ, v = u2 on Γ} such that
(β1∇u1,∇v1)Ω1 = (f1, v1)Ω1 , ∀v1 ∈ V1,0 = {v ∈ H
1(Ω1) : v = 0 on ∂Ω1\Γ}. (5.6)
• Sub-problem II (Neumann boundary condition):
Find u2 ∈ V2 = {v ∈ H10 (Ω2) : v = 0 on ∂Ω2\Γ} such that
(β2∇u2,∇v2)Ω2 = (f2, v2)Ω2 + (q, v2)Γ − (β1∇u1 · n1, v2)Γ ,
∀v2 ∈ V2,0 = {v ∈ H1(Ω2) : v = 0 on ∂Ω2\Γ}. (5.7)
Algorithm 1: Coupled Dirichlet-Neumann Algorithm.
into consideration, which needs the trace theorem to estimate. However, since the weak solution
of sub-problem I, u1 ∈ H1(Ω1), leading to ∇u1 · n1|Γ ∈ H−1/2(Γ). According to a well known fact
that the trace of a normal derivative ∂·∂n1 acting from H
1(Ω1) to H−1/2(Γ) does not exist [1, 87],
we are not able to conduct a priori error estimate for Algorithm 1 without the existence of trace
theorem for (β1∇u1 · n1, v2)Γ on the right hand side of (5.7) (see e.g. [67, 68] and the references
therein). Of course one may speculate that this issue of lack of regularity is not relevant at the
finite dimensional level, for instance, for finite element approximation. However, the difficulty is
only hidden, and we should expect that it will show up as the mesh parameter h goes to zero [35].
To avoid the normal derivative of primary unknown on the interface Γ in the partitioned scheme,
we develop a mixture of standard- and mixed finite element method as follows, in which (5.7) is
reformulated by order reduction and then discretized by mixed finite element method, while (5.6)
remains unchanged and is discretized by standard Galerkin method. We introduce v2 = β2∇u2,
then (5.1) can be rewritten as
−∇ · v2 = f2; v2 = β2∇u2, in Ω2. (5.8)







: ∇ · z2 ∈ L2(Ω2)
}
. Then, we
define the mixture of mixed and standard weak forms for (5.1)-(5.4) as follows: find (u1,v2, u2) ∈
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H10 (Ω
1)× Vdiv × L20(Ω2) such that
(∇ · v2,∇ · z2)Ω2 + ( 1β2v2, z2)Ω2 + (u2,∇ · z2)Ω2 = −(f2,∇ · z2)Ω2 + (u1, z2 · n2)Γ,
−(∇ · v2, w2)Ω2 = (f2, w2)Ω2 ,
(β1∇u1,∇w1)Ω1 = (v2 · n1, w1)Γ + (q, w1)Γ + (f1, w1)Ω1 ,
∀(w1,z2, w2) ∈ H10 (Ω1)× Vdiv × L2(Ω2),
(5.9)
where we utilize the following identities on the interface Γ due to interface conditions:
(u2, z2 · n2)Γ = (u1, z2 · n2)Γ , (β1∇u1 · n1, w1)Γ = − (v2 · n2, w1)Γ + (q, w1)Γ .
And, we also add a stabilization term (∇·v2,∇·z2)Ω2 and its equivalent term −(f2,∇·z2)Ω2 to the
first equation of (5.9) on either side, respectively, in order to apply the stable mixed finite element
of Stokes-pair to (5.9) later [24]. (5.9) can be solved either directly by the monolithic scheme
or iteratively by the partitioned scheme, as shown in Algorithm 2. The same order reduction
• Sub-problem I (standard discretization):
Find u1 ∈ V1,0 such that
(β1∇u1,∇w1)Ω1 = (v2 · n1, w1)Γ + (q, w1)Γ + (f1, w1)Ω1 , ∀w1 ∈ V1,0. (5.10)
• Sub-problem II (Mixed discretization):
Find






: ∇ · z2 ∈ L2(Ω2)
}
× {v ∈ L2(Ω2) : v = 0 on ∂Ω2\Γ}
such that







+ (u2,∇ · z2)Ω2 − (∇ · v2, w2)Ω2
= −(f2,∇ · z2)Ω2 + (u1, z2 · n2)Γ + (f2, w2)Ω2 , ∀(z2, w2) ∈ Vdiv × L
2(Ω2). (5.11)
Algorithm 2: A coupled mixed-standard scheme.
and mixed weak form are applied in [17] for an elliptic equation but in both subdomains, and
the discontinuous Petrov-Galerkin method instead of conforming mixed finite element method is
adopted there. Similarly, a coupled mixed finite element method in one sub-domain with a standard
finite element method in the other is developed in [60] for an elliptic problem, which, however,
intends to split a large-scale problem into multiple sub-problems through domain decomposition,
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and to adopt different mixed spaces and then different well-posedness theory for the derived saddle-
point problem, moreover, there is no discussions for the jump coefficients. Our focus in this paper
is to implement the Stokes pair for an elliptic interface problem based on the mixture scheme of
standard Galerkin and mixed finite element forms divided by the interface, which is analogous
with the steady state fluid-structure interaction (FSI) problem to some extent, and investigate the
influences of different jump ratios and of reduced solution regularities upon this scheme.
The rest of the chapter is organized as follows: in Section 5.1, we show the well-posedness
of (5.9) by introducing a total bilinear form and proving its inf-sup condition. The finite element
approximation of (5.9) is defined and analyzed in Section 5.2. Numerical experiments are conducted
and illustrated in Section 5.3.
5.1 Well-Posedness Analysis
Introduce the following bilinear forms













− (u1, z2 · n2)Γ ,
a(u1,v2;w1, z2) = aΩ(u1,v2;w1, z2) + aΓ(u1,v2;w1, z2),
b(z2, u2) = (u2,∇ · z2)Ω2 ,
R(u1,v2, u2;w1, z2, w2) = a(u1,v2;w1, z2) + b(z2, u2)− b(v2, w2). (5.12)




1, z2) + b(z2, u2) = (q, w1)Γ + (f1, w1)Ω1 − (f2,∇ · z2)Ω2 ,
∀(w1, z2) ∈ H10 (Ω1)× Vdiv,




R(u1,v2, u2;w1, z2, w2) = (q, w1)Γ + (f, ω)Ω − (f2,∇ · z2)Ω2 ,
∀(w1, z2, w2) ∈ H10 (Ω1)× Vdiv × L2(Ω2). (5.14)
We introduce the total energy norm ||| · ||| as: |||(u1,v2, u2)||| = ∥u1∥1,Ω1 +∥v2∥div,Ω2 +∥u2∥0,Ω2 .
First, we prove R(u1,v2, u2;w1, z2, w2) is bounded under this norm. To that end, we need the
following lemma (5.1.1).
Lemma 5.1.1. [13] For v ∈ H(div,Ω), v · n|Γ ∈ H−
1
2 (Γ) and |(v · n, u)Γ| = |
∫
Γ v · n udσ| ≤
∥v∥div,Ω∥u∥1,Ω, ∀u ∈ H1(Ω).
By Lemma 5.1.1, then













+ 5)|||(u1,v2, u2)||| · |||(w1, z2, w2)|||. (5.15)
Thus R(u1,v2, u2;w1, z2, w2) is bounded. Next, we prove the inf-sup condition of R(·, ·, ·; ·, ·, ·).









≥ β̃∥u2∥0,Ω2 , ∀u2 ∈ L2(Ω2).
Lemma 5.1.3. [18](Generalised Poincaré Inequality) Let Ω be a bounded, connected, Lipschitz
domain of Rd. Let Γ1 be a part of the boundary ∂Ω with a nonzero surface measure. For 1 ≤ p ≤
+∞, define W 1,p0,Γ1 = {u ∈ W
1,p(Ω), γ0(u)|Γ1 = 0}. There exists a constant C > 0 such that, for all
functions u ∈W 1,p0,Γ1(Ω), we have
∥u∥Lp ≤ C∥∇u∥Lp , ∥u∥W 1,p ≤ C ′∥∇u∥Lp .
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where |||(u1,v2)||| = ∥u1∥1,Ω1 + ∥v2∥div,Ω2 .
Proof. By the generalized Poincaré inequality,









(C ′)−1∥u1∥21,Ω1 + β
∗






≥ C1(∥u1∥21,Ω1 + ∥v2∥
2
div,Ω2), where C1 = min{β1(C
′)−1, β∗2} (5.16)




















Let α = C12 , then the lemma is proved.
Theorem 5.1.5. ∃γ > 0, such that
sup
(w1,z2,w2)∈H10 (Ω1)×Vdiv×L20(Ω2)
R(u1,v2, u2;w1, z2, w2)
|||(w1, z2, w2)|||
≥ γ|||(u1,v2, u2)|||,
∀(u1,v2, u2) ∈ H10 (Ω1)× Vdiv × L20(Ω2). (5.17)
Proof. We consider the following two cases.
Case 1 : if |||(u1,v2)||| ≤ β̃2M ∥u2∥0,Ω2 , where M is the positive constant in the upper bound of
a(·, ·; ·, ·), shown as |a(u1,v2;w1,z2)| ≤ M |||(u1,v2)||| · |||(w1, z2)|||. Then by the inf-sup




























R(u1,v2, u2;w1, z2, w2)
|||(w1, z2, w2)|||
.











γ|||(u1,v2, u2)|||,where γ = min{ β̃4 ,
M
2 }. Hence (5.17) is proved.
Case 2 : if |||(u1,v2)||| > β̃2M ∥u2∥0,Ω2 , then ∃δ ≤
β̃
β̃+2M
such that δ|||(u1,v2, u2)||| ≤ |||(u1,v2)|||.
Then by Lemma 5.1.4, we have












R(u1,v, u2; 0, 0,−w2)
∥w2∥0,Ω2


















R(u1,v, u2;w1, z2, w2)
|||(w1, z2, w2)|||
.
Hence, (5.17) is proved, where γ = αδ
2
1+δ .
It is easy to see that R(u1,v2, u2;w1,z2, w2) is coercive on H
1
0 (Ω
1) × Vdiv × L20(Ω2), then by
Babuška-Brezzi’s theory ([8],[22]), we have the following well-posedness and stability theorem.




Moreover, there is a constant C independent of f ∈ L2(Ω) and q ∈ H
1
2 (Γ) such that
|||(u1,v2, u2)||| ≤ C(∥f∥0,Ω + ||q|| 1
2
,Γ).
5.2 Mixed Finite Element Error Analysis
Now we consider to discretize (5.14) by the mixed finite element method using a stable Stokes-pair.
Since the first two equations in (5.9) are stabilized in Vdiv×L20(Ω2), we can use the Taylor-Hood ele-
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ment to discretize them [24]. First, we let Th = {K} be a quasi-uniform regular triangulation of the
entire Ω that fits the interface Γ by triangles of diameter at most h, Pk is the piecewise polynomial
with order k in each element K. Then we adopt (Pk,Pk−1) mixed element to discretize v2 and u2 in
Ω2, and Pk element to discretize the scalar variable u1 in Ω1, resulting in u1 ∈Wh,v2,h ∈ Hh, u2 ∈
Qh, defined byWh = {w ∈ H1(Ω1) : w|K ∈ Pk(K), ∀K ∈ Th|Ω1 , w = 0 on ∂Ω1\Γ}, Hh = {τ ∈ Vdiv :
τ |K ∈ Pk(K), ∀K ∈ Th|Ω2}, Qh = {q ∈ L2(Ω2) : q|K ∈ Pk−1(K), ∀K ∈ Th|Ω2 , q = 0 on ∂Ω2\Γ}.
Then the finite element discretization of (5.14) is defined as: find (u1,h,v2,h, u2,h) ∈Wh×Hh×Qh
such that
R(u1,h,v2,h, u2,h;ω1,h, z2,h, ω2,h) = (f, ωh)Ω + (q, ω1,h)Γ − (f2,∇ · z2,h)Ω2 ,
∀(ω1,h, z2,h, ω2,h) ∈Wh ×Hh ×Qh. (5.18)
In order to show the discrete inf-sup condition of R(·, ·, ·; ·, ·, ·), we need the following discrete inf-sup
condition for b(·, ·).





≥ β̃∥u2,h∥Qh , ∀u2,h ∈ Qh. (5.19)
With the same argument for the continuous inf-sup condition of R(·, ·, ·; ·, ·, ·), we have the
following discrete inf-sup condition for R(·, ·, ·; ·, ·, ·).
Theorem 5.2.2. ∃γ > 0, such that
sup
(ω1,h,z2,h,ω2,h)∈Wh×Hh×Qh
R(u1,h,v2,h, u2,h;ω1,h, z2,h, ω2,h)
|||(ω1,h, z2,h, ω2,h)|||
≥ γ|||(u1,h,v2,h, u2,h)|||,
∀(u1,h,v2,h, u2,h) ∈Wh ×Hh ×Qh.
Then we have the following well-posedness and optimal error estimation theorem.
90
Theorem 5.2.3. The discrete problem (5.18) exists a unique solution (u1,h,v2,h, u2,h) ∈ Wh ×
Hh ×Qh, which approximates the solution of (5.14), (u1,v2, u2), by holding the following optimal
error estimate.





∥v2 − Ξ⃗2,h∥div,Ω2 + inf
v2,h∈Qh
∥u2 − v2,h∥0,Ω2). (5.20)
Proof. With the standard analysis approach, the proof can be easily done by using the inf-sup
condition and boundedness of R(·, ·, ·; ·, ·, ·), and the general Galerkin orthogonality property and
triangular inequality, thus it is omitted here.
As introduced in [15], when the interface Γ is only Lipschitz continuous, we have a reduced
regularity result for the solution u: u1 ∈ Hr(Ω1) and u2 ∈ Hr(Ω2) with 32 < r ≤ 2. Therefore, we
have the following convergence theorem.
Theorem 5.2.4. Let (u1,v2, u2) and (u1,h,v2,h, u2,h) be the solutions of (5.14) and (5.18). And
assume u1 ∈ Hσ+1(Ω1), v2 ∈ (Hσ(Ω2))d and u2 ∈ Hσ+1(Ω2), σ > 12 . Then there exists a constant
C independent of h, such that
∥u1,h − u1∥1,Ω1 + ∥v2,h − v2∥div,Ω2 + ∥u2,h − u2∥0,Ω2 ≤ Chσ(∥u1∥σ+1,Ω1 + ∥v2∥σ,Ω2 + ∥u2∥σ,Ω2)
≤ Chσ(∥u1∥σ+1,Ω1 + ∥u2∥σ+1,Ω2). (5.21)
5.3 Numerical Experiments
We use the monolithic scheme to implement (5.18) for two cases: the immersed case and the back
to back case.
5.3.1 The Case of Immersed Domain
We choose Ω = [−1, 1] × [−1, 1], Ω2 = [−0.25, 0.25] × [−0.25, 0.25] and Ω1 = Ω\Ω2 for this case.
We take k = 2 to build finite element spaces Wh ×Qh ×Hh on the body-fitted mesh Th.
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First, we consider the smooth-solution case with u(x, y) = (x2 − 1)(y2 − 1)ex+y, which satisfies
the zero boundary condition on ∂Ω\Γ by properly choosing the right hand side function f in
(5.1) and the flux jump function q in (5.3) with different jump ratios β1/β2. The corresponding
numerical approximations errors based on a grid doubling are shown in Table 5.1-5.2 where, e1 =




) (i = 1, 2) with corresponding norms. We can see that the convergence rates
are of second order for all e1, e2 and e3, which are independent of the jump ratios, matching with
our error estimates (5.21) with σ = 2. Here the regularity of smooth solution u can be up to
H3(Ωi), i = 1, 2.
h e1 Rate e2 Rate e3 Rate
1/2 1.281E-1 2.921E-2 3.796E-2
1/4 2.555E-2 2.33 8.131E-3 1.85 8.710E-3 2.12
1/8 4.549E-3 2.49 2.112E-3 1.95 2.070E-3 2.07
1/16 7.920E-4 2.52 5.330E-4 1.99 5.079E-4 2.03
1/32 1.380E-4 2.52 1.336E-4 2.00 1.262E-4 2.01
1/64 2.415E-5 2.51 3.342E-5 2.00 3.150E-5 2.00
Table 5.1: Smooth Solution Case: β1/β2 = 10
h e1 Rate e2 Rate e3 Rate
1/2 1.285E-1 2.924E-2 3.861E-2
1/4 2.558E-2 2.33 8.136E-3 1.85 8.769E-3 2.14
1/8 4.552E-3 2.49 2.112E-3 1.95 2.075E-3 2.08
1/16 7.924E-4 2.52 5.331E-4 1.99 5.082E-4 2.03
1/32 1.380E-4 2.52 1.336E-4 2.00 1.262E-4 2.01
1/64 2.416E-5 2.51 3.342E-5 2.00 3.151E-5 2.00
Table 5.2: Smooth Solution Case: β1/β2 = 1000
For the case of non-smooth solution, our purpose is to try to reduce the regularity of solution
and see whether the convergence rate is reduced either, as shown in our convergence theorem. To
that end, we choose q = 0, f1 = f2 = 1 and u1|∂Ω1\Γ = 0 with different jump ratios. Clearly, we do
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not know what the true solution is, so we compute the convergence rate by comparing numerical
errors on three adjacent mesh levels, i.e., log2(
∥ϕi,2h−ϕi,4h∥Ωi
∥ϕi,h−ϕi,2h∥Ωi
) (i = 1, 2) with the same corresponding
norms. Here we still use e1, e2 and e3 to respectively represent numerical errors of u1 in H
1 norm,
of u2 in L
2 norm and of v2 in H(div) norm between every two adjacent mesh levels. Table 5.3-5.4
show the numerical results with grid doubling, where we observe that, along with the increasing
jump ratios, the convergence rate of e1 is reduced to around first order, and the convergence order
of e3 is reduced to 0.5 ∼ 1, while that of e2 is still around of second order. Thus the error estimate
(5.21) is validated with σ around 0.5 ∼ 1, i.e., the regularity of the solution u belongs to Hr(Ωi),
where 32 < r ≤ 2, i = 1, 2. The superconvergence phenomena arise from the symmetry of the
structured triangulation due to the element bisection, globally.
h e1 Rate e2 Rate e3 Rate
1/4 2.220E-3 5.735E-3 1.49E-1
1/8 4.508E-4 2.30 1.861E-3 1.62 6.44E-2 1.21
1/16 1.249E-4 1.85 5.006E-4 1.89 3.82E-2 7.56E-1
1/32 5.389E-5 1.21 1.285E-4 1.96 2.39E-2 6.73E-1
1/64 2.561E-5 1.07 3.243E-5 1.99 1.59E-2 5.93E-1
Table 5.3: Non-Smooth Solution Case: β1/β2 = 10
h e1 Rate e2 Rate e3 Rate
1/4 2.383E-5 5.480E-3 1.70E-1
1/8 4.871E-6 2.29 1.893E-3 1.53 6.61E-2 1.37
1/16 1.446E-6 1.75 5.118E-4 1.89 3.37E-2 9.72E-1
1/32 6.661E-7 1.12 1.315E-4 1.96 1.72E-2 9.66E-1
1/64 3.156E-7 1.08 3.312E-5 1.99 8.71E-3 9.86E-1
Table 5.4: Non-Smooth Solution Case: β1/β2 = 1000
5.3.2 The Case of Back-to-Back Domain
We choose Ω = [−1, 1] × [−1, 1], Ω1 = [−1, 0] × [−1, 1] and Ω2 = [0, 1] × [−1, 1] for this case.
We still consider the smooth-solution case with u(x, y) = (x2 − 1)(y2 − 1)ex+y as we do for the
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immersed domain case. For the non-smooth solution case, we let q = 0, f1 = f2 = 1, u1|∂Ω1\Γ =
0 and u2|∂Ω2\Γ = 0, in which since Γ = {(x, y)|x = 0, y ∈ [−1, 1]} that belongs to C2, the solution
u shall hold higher regularity than the immersed case, i.e., u ∈ H2(Ω1 ∪ Ω2).
Using the same way for the immersed domain case, we can obtain errors and convergence rates
for both smooth solution and non-smooth solution cases, as shown in Tables 5.5-5.6 and 5.7-5.8.
Similar with the immersed domain case, the smooth-solution case reaches the optimal convergence
rate (second order) in all norms. As for the non-smooth solution case, we see that the convergence
rates of e1 and e2 are still of second order, but e3 reduces to first order which is still higher than
the immersed domain case due to the higher regularity of this case.
h e1 Rate e2 Rate e3 Rate
1/2 2.385E-2 2.097E-1 7.341E-1
1/4 4.231E-3 2.49 6.478E-2 1.69 1.954E-1 1.91
1/8 7.314E-4 2.53 1.770E-2 1.87 4.953E-2 1.98
1/16 1.272E-4 2.52 4.605E-3 1.94 1.240E-2 2.00
1/32 2.226E-5 2.51 1.173E-3 1.97 3.098E-3 2.00
Table 5.5: Smooth Solution Case: β1/β2 = 10
h e1 Rate e2 Rate e3 Rate
1/2 2.436E-2 2.095E-1 7.341E-1
1/4 4.238E-3 2.52 6.477E-2 1.69 1.954E-1 1.91
1/8 7.205E-4 2.56 1.770E-2 1.87 4.953E-2 1.98
1/16 1.236E-4 2.54 4.605E-3 1.94 1.240E-2 2.00
1/32 2.147E-5 2.53 1.173E-3 1.97 3.098E-3 2.00
Table 5.6: Smooth Solution Case: β1/β2 = 1000
h e1 Rate e2 Rate e3 Rate
1/2 1.216E-3 1.941E-2 1.276E-1
1/4 3.125E-4 1.96 5.466E-3 1.83 6.350E-2 1.01
1/8 8.104E-5 1.95 1.422E-3 1.94 3.176E-2 1.00
1/16 2.066E-5 1.97 3.612E-4 1.98 1.586E-2 1.00
Table 5.7: Non-Smooth Solution Case: β1/β2 = 10
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h e1 Rate e2 Rate e3 Rate
1/2 1.481E-5 1.945E-2 1.384E-1
1/4 3.835E-6 1.95 5.490E-3 1.83 6.915E-2 1.00
1/8 9.950E-7 1.95 1.429E-3 1.94 3.461E-2 1.00
1/16 2.536E-7 1.97 3.630E-4 1.98 1.729E-2 1.00
Table 5.8: Non-Smooth Solution Case: β1/β2 = 1000
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CHAPTER 6
MIXED PARABOLIC PROBLEM IN A MOVING DOMAIN
In this chapter, we start to develop the ALE-FEM for a moving boundary/interface problem whose
mixed weak form is associated with H(div) space. We first consider the following parabolic problem
in a moving domain with respect to a scalar u:
∂u
∂t −∇ · (β∇u) = f, in Ωt × (0, T ],
u(x, t) = g, on ∂Ωt × (0, T ],
u(x, 0) = u0(x), in Ω̂,
(6.1)
where Ωt = Ω(t) is an open bounded domain in Rd (d = 2, 3) with a convex polygonal bound-
ary ∂Ωt = ∂Ω(t), and moves along with t ∈ (0, T ] (T > 0) and is thus termed as the current
(Eulerian) domains with respect to x, in contrast to the initial (Lagrangian or reference) do-
main Ω̂ = Ω0 with respect to x̂. In addition, the real solution u ∈ (H1 ∩ L∞)(0, T ;H2(Ωt)),
the diffusion coefficient β > 0, the source term f ∈ L2(0, T ;L2(Ωt)), the Dirichlet boundary
value function g ∈ H1(0, T ;H1/2(∂Ωt)), and the initial value function u0 ∈ L2(Ω̂). Instead of
directly solving (6.1), in this paper we actually consider a mixed form of (6.1) with respect to
(u,v) ∈ (H1 ∩ L∞)(0, T ;H2(Ωt))× (H1 ∩ L∞)(0, T ;H(div,Ωt)) such that
∂u
∂t −∇ · v = f, in Ωt × (0, T ],
v(x, t) = β∇u, in Ωt × (0, T ],
u(x, t) = g, on ∂Ωt × (0, T ],
u(x, 0) = u0(x), in Ω̂.
(6.2)
In practice, (6.2) generally models a type of porous (Darcy’s) fluid flow problem in a moving
domain [34], where u represents the pore fluid pressure and v is the pore fluid velocity. In this
scenario, β = Kϕµ , where K and ϕ stand for the permeability and the porosity of the porous
medium, respectively, µ denotes the viscosity of the pore fluid. Hence, the essential characteristic
of Darcy’s fluid model is preserved, at least partially, in the mixed parabolic problem (6.2) in a
moving domain Ωt. In this paper, we intend to develop and analyze a type of body-fitted mesh
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method to numerically solve this unsteady mixed parabolic moving boundary problem, then extend
our developed numerical method to a realistic pore fluid (Darcy’s) model in a moving domain, or
more sophisticatedly, to the Stokes/Darcy– or Stokes/Biot moving interface problems in the future.
Our goal in this chapter is to develop the Piola-type ALE-mixed finite element method for the
present mixed parabolic problem in a moving domain, then analyze its stability and convergence
properties for both semi- and fully discrete schemes in a properly chosen mixed finite element space.
In fact, considering that our next work of applying the developed Piola-type ALE-FEM is to tackle
the realistic Stokes/Darcy and Stokes/Biot moving interface problems, hence, to cooperate with the
Stokes problem on one side of the interface by complying with the body-fitted mesh method, one
shall discretize the mixed parabolic problem on the other side of the interface using the same mixed
finite element as that for the Stokes problem, i.e., a stable Stokes-pair. To that end, we need to
first introduce a stabilization technique for the mixed parabolic problem in order to make the H1-
type Stokes-pair mixed finite element work for the H(div)-type mixed form. Similar stabilization
technique has been done for the mixed elliptic problem in [24]. Basically, a term (∇ · v,∇ · ṽ)Ωt
will be properly introduced into the original weak form of the mixed parabolic equation while
the consistency between them is still preserved. Then in particular, we will adopt the MINI-type
stable Stokes-pair [4] to discretize the stabilized mixed finite element scheme, considering that the
regularity of solution u to (6.2) in a moving domain is usually not so high. In this paper we assume
u ∈ H3(Ωt), i.e., v ∈ (H2(Ωt))d. Of course, the H(div)-type mixed finite element can be also
utilized to discretize the present mixed parabolic problem (6.2), such as the Raviart–Thomas (RT)
element [77], which does not bring any inconvenience into our mixed ALE finite element analysis
now, if the future work of ALE-FEM for Stokes/Darcy and Stokes/Biot moving interface problems
are not considered.
The structure of this chapter is organized as follows: in Section 6.1 we define a new weak form
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of the mixed parabolic moving domain problem based on the novel Piola-type ALE mapping. Then
we proceed to define the semi- and the fully discrete novel ALE finite element approximations to
the governing equations, and analyze their stability and convergence theorems in Sections 6.2 and
6.3, respectively. Numerical experiments are carried out in Section 6.4 to validate all theoretical
results.
6.1 A Modified Weak Form Based on the Piola-Type ALE Map-
ping
Introduce the following Sobolev spaces in ALE frame:
V t := {ψ ∈ H(div,Ωt)
∣∣ψ = Pt(ψ̂) ◦X−1t , ψ̂ ∈ H(div, Ω̂)},
U t := {ϕ ∈ L2(Ωt)
∣∣ϕ = ϕ̂ ◦X−1t , ϕ̂ ∈ L2(Ω̂)},
and denote the norm ∥u∥W p,q(Ωt) by ∥u∥p,q,Ωt , and (ϕ, ψ)Ωt =
∫
Ωt




define the weak form of (6.2) in ALE description, we first reformulate (6.2) in terms of the ALE





−w · vβ −∇ · v = f, in Ωt,
v
β = ∇u, in Ωt,
u = g, on ∂Ωt.
Then, the standard weak form of (6.2) in ALE description can be defined as: find (v, u) ∈






















+ (u,∇ · z)Ωt = ⟨g, z · n⟩∂Ωt , ∀(z, ũ) ∈ V
t × U t. (6.4)
Considering that our future work is to apply the novel ALE method developed in this paper to
a moving interface problem, that is, Stokes equations on one side and Darcy’s or Biot’s model (both
are modeled by the mixed parabolic equations at least partially) on the other side of the interface,
thus to discretize both Stokes equations and mixed parabolic equations using the same finite element
spaces in an efficient and accurate manner, we will adopt the same stable Stokes-pair mixed finite
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element to approximate both equations on either side of the interface. However, their weak forms are
defined in different spaces, i.e., Stokes equations are in H1×L2 and the mixed parabolic equations
are inH(div)×L2. We must appropriately add a stabilization term, (∇·v,∇·z)Ωt , to the weak form
of the mixed parabolic problem while preserving the consistency between them in order to make the
Lagrange-based mixed finite element method defined in H1 × L2 also work for the discretization
of the mixed parabolic problem. Similar stabilization technique was used for the mixed elliptic
equation [24] and the mixed parabolic equation [90]. Practical applications have proved that such
stabilization technique works efficiently and conveniently while a conforming Lagrange-type mixed
finite element is employed for discretizing H(div)-type mixed problems such as the mixed elliptic-
or parabolic problem, especially when they are coupled with fluid (Stokes/Navier-Stokes) equations
through an interface, noting that the best mixed finite elements for discretizing the fluid equations
are the stable Stokes-pairs. On the other hand, by applying the Lagrange-based H1-type mixed
finite elements to the mixed parabolic problem, its discrete vector-valued solution can be attained
within a nodal-based finite element space that belongs to H1 instead of H(div), resulting in a
completely continuous numerical solution at each grid point [24].
So, in order to apply a stable Stokes-pair mixed finite element to discretize (6.3) and (6.4) in
the latter section, we need to equivalently reformulate (6.4) by adding (∇ · v,∇ · z)Ωt therein in an
















































− (∇ · v,∇ · z)Ωt = (f,∇ · z)Ωt . (6.6)
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+ (u,∇ · z)Ωt






, z · n
⟩
∂Ωt
− (f,∇ · z)Ωt . (6.7)
On the other hand, by (2.26) we can reformulate (6.3) as
d
dt







− (∇ · v, ũ)Ωt = (f, ũ)Ωt . (6.8)
Combining (6.7) and (6.8), we finally obtain a modified weak form of the model problem (6.2) in


































− (∇ · v, ũ)Ωt (6.9)






, z · n
⟩
∂Ωt
− (f,∇ · z)Ωt + (f, ũ)Ωt , ∀(z, ũ) ∈ V
t × U t,
where, the temporal derivative on the left hand side is presented as ddt (·, ·)Ωt , in particular. Thanks
to the following Lemma 6.1.1, we can show the existence of the solution to (6.9) by the Faedo–
Galerkin method that serves as a convenient tool for proving the well-posedness of the weak solution
to time-dependent problems [44, 64, 55].
Lemma 6.1.1. [21, Proposition 3.25] Let E be a separable metric space and let F ⊂ E be any
subset. Then F is also separable.
In our case, sinceH(div,Ωt) ⊂ (L2(Ωt))d and (L2(Ωt))d is separable,H(div,Ωt) is also separable.
Theorem 6.1.2. The problem (6.9) exists a unique solution (v, u), where











∈ L2(0, T ;L2(Ωt)).
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Moreover, the following energy estimates hold:
∥v∥L∞(0,T ;(L2(Ωt))d) + ∥u∥L∞(0,T ;L2(Ωt)) + ∥v∥L2(0,T ;H(div,Ωt))
≤ C
(

















































+ ∥f(0)∥L2(Ω̂) + ∥u0∥L2(Ω̂)
)
, (6.11)
where v0 = β∇u0.
Proof. Since H(div,Ωt) and L
2(Ωt) are separable, we let {φi(x)}∞i=1 be a complete orthonormal





◦X−1t (x, t) with
∂φ̂i





= 0, and ψj = ψ̂j ◦X−1t (x, t) with
∂ψ̂j


















































































∇ · vN , ψj
)
Ωt
= (f, ψj)Ωt , (6.13)
∀ i = 1 . . . N, j = 1 . . .M.
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− (f,∇ ·φi)Ωt + (f, ψj)Ωt .
Let b(t) = (v1 . . . vN , u1, . . . , uM )











, if i, j ≤ N ;
Mt ((0, ψi−N ) , (0, ψj−N )) , if i, j > N ;
0, otherwise.













, respectively. Define F (t) by
Fi(t) =
{
Ft ((g, f) , (φi, 0)) , if i ≤ N ;
Ft ((g, f) , (0, ψi−N )) , otherwise .
Now we can rewrite (6.12) as
d
dt
(M(t)b(t)) +A(t)b(t) +B(t)b(t) = F (t). (6.14)
Then follow the argument in [3], there is a unique solution b(t) to (6.14). Now we can multiply (6.12)
by bi (i = 1, . . . , N) then sum up over i from 1 toN , and multiply (6.13) by bj (j = N+1, . . . , N+M)


























































































































































































































































































































































































































































































Pick a sufficiently small ε, and integrate both sides with respect to time from 0 to t, then apply
Grönwall’s inequality and the boundedness of ∥w∥W 1,∞(Ωt), lead to
∥vN∥L∞(0,T ;(L2(Ωt))d) + ∥u











+∥v0∥H(div,Ω̂) + ∥u0∥L2(Ω̂). (6.18)














































































∇ · vN , ψj
)
Ωt
= (f, ψj)Ωt . (6.20)




































































































































































































































































































































































































































































































































































































































































There are 21 terms on the right-hand side. We define them as Gi, i = 1, . . . , 21. By Young’s






















































Then, pick a sufficiently small ε, and integrate both sides of (6.23) in time from 0 to t, then apply




















































































































































































+ ∥f(0)∥L2(Ω̂) + ∥u0∥L2(Ω̂)
)
.
Therefore, there exist subsequences {vNi}∞i=1 ⊂ {vN}∞N=1 and {uMj}∞j=1 ⊂ {uM}∞M=1, a function
v ∈ L∞(0, T ;H(div,Ωt)) with ∂v∂t
∣∣
x̂




L2(0, T ;L2(Ωt)), such that, as i, j −→ ∞:








weakly in L2(0, T ; (L2(Ωt))
d),








weakly in L2(0, T ;L2(Ωt)).
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Thus, the existence of the solution (v, u) and the energy estimates (6.10) and (6.11) are proved.
The uniqueness of (v, u) comes from the energy estimate.
6.2 Semi-Discrete ALE-Finite Element Approximation
Denote the mesh size with h (0 < h < 1), we construct the quasi-uniform triangulation T 0h in Ω̂
and assume no triangle of T 0h has two edges on ∂Ω̂. We denote the image of T 0h under the discrete
affine-type ALE mapping, Xt,h : Ω̂ → Ωt, as T th for t ∈ (0, T ] that is non-degenerate with time.
Then, Xt,h represents a moving mesh that adapts to the moving boundary ∂Ωt. In practice, Xt,h
can be obtained by a piecewise linear Lagrange-based finite element approximation to the harmonic
mapping (2.1). Then, we denote ΩXt =Xt(Ω̂) and mandate Ωt =Xt,h(Ω̂).
6.2.1 Mixed Finite Element Spaces and Semi-Discrete Scheme
Introduce the following MINI mixed finite element spaces [4]
V th = {vh ∈ V t
∣∣vh∣∣K ∈ P 1b (K), ∀K ∈ T th},
U th = {uh ∈ U t
∣∣uh∣∣K ∈ P 1(K), ∀K ∈ T th},
where P 1(K) is the set of piecewise linear polynomials on the element K, while P 1b (K) denotes
P 1(K) enriched with bubble functions in each element K. Standard mixed finite element theory
assures that MINI mixed finite element is stable and converges linearly for both vector-valued and
scalar-valued solutions [4, 13]. Other higher order Stokes-pair elements can be also utilized as long
as the real solution u exists a higher regularity property, which is however not always true for
moving boundary/interface problems. In this paper we assume u ∈ H3(ΩXt ) which just fits the
MINI element in the following mixed ALE finite element analysis.
By (2.13) and (2.18), the semi-discrete ALE finite element approximation to the weak form
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, zh · n
⟩
∂Ωt
− (f,∇ · zh)Ωt + (f, ũh)Ωt , ∀ (zh, ũh) ∈ V
t
h × U th. (6.24)
6.2.2 Stability Analysis of the Semi-Discrete Scheme
Theorem 6.2.1. Assume (vh, uh) is a solution to the semi-discretization (6.24), then the following
stability result holds
∥vh∥L∞(0,T ;(L2(Ωt))d) + ∥uh∥L∞(0,T ;L2(Ωt)) + ∥vh∥L2(0,T ;H(div,Ωt))
≤ C
(







+∥v0∥(L2(Ω̂))d + ∥u0∥L2(Ω̂). (6.25)
Proof. (6.25) can be verified by following an analogous analysis for obtaining (6.18), where we
simply replace vN by vh and u
M by uh, and, for the choice of discrete initial values, we can choose
(vh(0), uh(0)) = Πh(v0, u0) in which the MINI-type interpolation operator Πh : V
0×U0 → V 0h ×U0h
is bounded.
6.2.3 Convergence Analysis of the Semi-Discrete Scheme
Theorem 6.2.2. Suppose (v, u) is the solution to (6.9), and (vh, uh) is the solution to (6.24), then
the following error estimate holds:
























Proof. First of all, pull (6.9) back to the initial domain Ω̂, let ẑ = ẑh, ˆ̃u = ˆ̃uh, and apply (2.5)-(2.16)






























































∇̂ · v̂, ˆ̃uh
)
Ω̂













































































































∇̂ · (v̂ − v̂h)
Jt,h









































































































































Introduce arbitrary functions (vah, u
a
h) ∈ V th × U th, let τ̂ = v̂ − v̂ah, σ̂ = v̂ah − v̂h, ê = û− ûah and
δ̂ = ûah − ûh, then τ = v − vah, σ = vah − vh, e = u − uah and δ = uah − uh. Let ẑh = σ̂, ˆ̃uh = δ̂ in
(6.29). However, there are two terms on the left hand side of (6.29) containing ddt(·, ·)Ω̂ in which
the test functions ẑh and ˆ̃uh cannot be directly replaced by σ̂ and δ̂, respectively, since both σ̂ and
δ̂ are functions of time t. Therefore, to let ẑh = σ̂, ˆ̃uh = δ̂ in those two terms of
d
dt(·, ·)Ω̂ in (6.29),































where ∂ẑh∂t = 0 and (2.5) is applied. Now we can let ẑh = σ̂ in (6.31). Thereafter, for the convenience
of conducting error estimates later, we still need to further transform the right hand side of (6.31)
in order to let it contain one term that bears the form ddt (Fh,tσ̂,Fh,tσ̂)Ω̂. By applying (2.35) to the






























































































































































































Ft,h (τ̂ + σ̂)
β













































Applying Young’s inequality, Lemmas 2.2.2, 2.2.3, the boundedness property (2.8), and pulling







∥w −wh∥2W 1,∞(Ωt) + ∥Jt − Jt,h∥
2
L∞(Ω̂)





























































































































































Integrate both sides from 0 to t and apply Grönwall’s inequality with vh(0) = v
a

































Applying the triangular inequality, and the a priori interpolation error estimate in MINI-type mixed
113
finite element space, we obtain the following error estimate:






























+∥v − vah∥L2(0,T ;H(div,Ωt)) +






























The desired result is thus derived.
Remark 6.1. Theorem 6.2.2 shows a nearly optimal convergence result in the energy norm within
the MINI-type mixed finite element space, and the small loss of the optimal convergence rate O(h)
due to the factor | lnh| is caused by the discretization of ALE mapping, i.e., the way to generate a
moving mesh in time by following the discrete ALE mapping, as shown in its proof, where Lemma
2.2.3 plays the key role to derive the nearly optimal convergence rate O(h| lnh|) in W 1,∞-norm
that induces a possible loss of achieving the optimal convergence.
6.3 Fully Discrete ALE-Finite Element Approximation
In order to develop a full discretization for (6.9) , we first define a uniform partition in the time
interval [0, T ]: 0 = t0 < t1 < · · · < tN = T with the time-step size ∆t = T/N , then for
n = 0, 1, · · · , N , we set tn = n∆t, φn = φ(xn, tn), Xhn = Xtn,h and Xn,m = Xhm ◦ (Xhn)−1 such
that
Xn,m : Ωn → Ωm
xn → xm =Xhm ◦ (Xhn)−1(xn).
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h ). Now we employ the backward Euler scheme together with
the MINI-type mixed finite element approximation to define the fully discrete ALE finite element



























































































































−1 (zh ◦Xn+1h ))◦(Xnh )−1 = Phn (ẑh)◦(Xnh )−1, and ẑh = (Phn+1)−1 (zh ◦Xn+1h ),
∀zh ∈ V n+1h .







(i = 1, . . . , N) are solutions to (6.35) and (6.36), then the
following stability estimate holds:


















+ ∥v0∥(L2(Ω̂))d + ∥u0∥L2(Ω̂).
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Proof. Let zh = v
n+1
h , ũh = u
n+1












































































































then estimate each term on both sides at below. First, we have

















































































































































−∇ ·wh,tI +∇wh,t + (∇wh,t)T
) (


























































































































Now we estimate terms on the right hand side through Cauchy-Schwarz inequality, Young’s in-
equality with ε the divergence theorem and (2.8), as follows.























































































Sum over n = 0, · · · , N − 1, results

































Applying the discrete Grönwall’s inequality with properly chosen (vh(0), uh(0)) = Πh(v0, u0), where
Πh : V

























The desired stability result is thus derived.
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is the solution to
(6.35) and (6.36). The following error estimate holds


































































































































































Let (6.27) take the value at t = tn+1, then subtract (6.40), yield the following fully discrete error
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∈ V n+1h × U
n+1
h . Let τ̂
n+1 = v̂n+1 − v̂n+1,ah ,
σ̂n+1 = v̂n+1,ah − v̂
n+1
h , ê
n+1 = ûn+1 − ûn+1,ah , δ̂
n+1 = ûn+1,ah − û
n+1
h , then τ
n+1 = vn+1 − vn+1,ah ,
σn+1 = vn+1,ah − v
n+1
h , e
n+1 = un+1 − un+1,ah , δ
n+1 = un+1,ah − u
n+1
h . Take ẑh = σ̂




































































6 are defined in (6.34) by taking values for H1, H4, H5, H6
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Now we estimate the remaining two terms on the left hand side of (6.42). Based on estimations of















































































































































































































































































































































Finally, combining all the above error estimates from both sides of (6.42), choosing a sufficiently






























































































































Applying the a priori MINI-type interpolation error estimates in V Nh × UNh and the triangular
inequality, we obtain the desired convergence result.
6.4 Numerical Experiments
In this section we apply the fully discrete mixed ALE-FEM developed in Section 6.3 to two numerical
examples defined below, then validate our theoretical results shown in Theorem 6.3.2.
6.4.1 The Case of Deformation
Define the two-dimensional initial domain Ω̂ = [−1, 1]× [−1, 1] which evolves in time by following
a prescribed deformation function as follows
x(x̂, t) =





with which as the boundary condition xΓ(x̂, t), we numerically solve ALE mapping (2.1) using
the P 1 finite element approximation for moving meshes at different time, as shown in Fig. 6.1 at
t = 0, 0.5, 1, respectively.
In the moving domain Ωt × [0, T ], we define the real solution to (6.1) as
u = (x2 − 1)(y2 − 1) exp(x+ y) sin(t) (6.45)
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Figure 6.1: ALE Moving Meshes at Different Time in the Case of Deformation.
by appropriately choosing functions f, g and u0.
In the following, we implement the fully discrete scheme (6.35) and (6.36) to find (vh, uh) that
is the discrete solution of (v, u) to (6.2), and compute their convergence errors in different norms.
To that end, we adopt ∆t = 4h2 and T = 1 with the grid doubling, i.e., produce uniform grids with
mesh sizes h = 1/4, 1/8, 1/16 and 1/32, on which we define corresponding MINI-type mixed finite
element to discretize (vh, uh). Numerical results are reported in Table 6.1 and Fig. 6.2, from which
we can see all results are at least in accordance with or even better than the theoretical results of
Theorem 6.3.2, i.e., the first-order and the one and a half-order convergence rates are illustrated
respectively for the vector-valued solution errors, v − vh in both H(div)- and L2 norms, and the
scalar-valued solution errors, ∥u− uh∥0, which suppose to be of nearly optimal error estimate, i.e.,
O(h| lnh|), as shown in Theorem 6.3.2.
We do not see a loss of the optimal convergence which supposes to be shown as a nearly optimal
error estimate by our theoretical result. It is likely due to the high regularity of the chosen real
solution and of the chosen harmonic (ALE) mapping with the smooth boundary function (6.44),
resulting in a likelihood of a superconvergence feature on the top of the optimal convergence of
P 1 finite element approximation to ALE mapping. In that case, the approximation error caused
by the discrete ALE mapping turns out minimal, most likely, leading to an optimal convergence
phenomenon on the numerical level. On the other hand, we can also observe that the convergence
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rate of the scalar-valued solution errors, ∥u−uh∥0, presents about one-half order higher convergence
rate than its standard error estimate, O(h). Such a superconvergence phenomenon, i.e., O(h
3
2 )
convergence rate for ∥u − uh∥0, has been long existing for MINI element and is recently well
explained in [39, 31], which demonstrates that our numerical results are in coordination with the
existing theories as well.
h ∆t(= 4h2) ∥v − vh∥div Rate ∥v − vh∥0 Rate ∥u− uh∥0 Rate
1/4 1/4 3.6465 0.7579 0.1440
1/8 1/16 1.6289 1.16 0.4368 0.80 0.0710 1.02
1/16 1/64 0.6204 1.39 0.1600 1.45 0.0165 2.11
1/32 1/256 0.2585 1.26 0.0685 1.22 0.0060 1.47
Table 6.1: Convergence Results in the Case of Deforming Motion
Figure 6.2: Convergence History in the Case of Deforming Motion
6.4.2 The Case of Rotation


























where x̂ = (x̂, ŷ)T ∈ Ω̂ = [−1, 1] × [−1, 1]. Using (6.46) as the boundary condition xΓ(x̂, t), we
numerically solve ALE mapping (2.1) with the P 1 finite element approximation for moving meshes
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at different time, as shown in Fig. 6.3 at t = 0, 0.5, 1, respectively.
Figure 6.3: ALE Moving Meshes at Different Time in the Case of Rotation.
In this rotational moving domain, we define the same real solution (6.45) for (6.1), and carry
out the same numerical implementation as done for Case 1 in Section 6.4.1. Numerical results
are illustrated in Table 6.2 and Fig. 6.4, which shows very similar convergence phenomena with
Case 1, i.e., O(h) and O(h
3
2 ) convergence rates are also respectively illustrated for vector-valued and
scalar-valued solution errors in their corresponding energy norms, which are superior than the nearly
optimal convergence result shown in Theorem 6.3.2 due to the possibly existing superconvergence
behaviors as addressed in Section 6.4.1.
h ∆t(= 4h2) ∥v − vh∥div Rate ∥v − vh∥0 Rate ∥u− uh∥0 Rate
1/4 1/4 1.6736 1.0245 0.1678
1/8 1/16 0.9244 0.86 0.4727 1.12 0.0529 1.67
1/16 1/64 0.3739 1.31 0.2301 1.04 0.0165 1.68
1/32 1/256 0.1946 0.94 0.0976 1.24 0.0053 1.64
Table 6.2: Convergence Results in the Case of Rotational Motion
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Figure 6.4: Convergence History in the Case of Rotational Motion
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CHAPTER 7
PARABOLIC/MIXED PARABOLIC INTERFACE PROBLEM
Consider the following parabolic/mixed parabolic moving interface problem with jump coefficients:
∂u1
∂t
−∇ · (β1∇u1) = f1, in Ω1t × (0, T ], (7.1)
∂u2
∂t
−∇ · v2 = f2, in Ω2t × (0, T ], (7.2)
v2 = β2∇u2, in Ω2t × (0, T ], (7.3)
u1(x, t) = g1, on ∂Ω
1
t \Γt, (7.4)
u2(x, t) = g2, on ∂Ω
2
t \Γt, (7.5)












u1(x, t) = u2(x, t), on Γt, (7.8)
β1∇u1 · n1 + v2 · n2 = 0, on Γt, (7.9)
which is a reformulation of the original parabolic moving interface problem with the parabolic
equation on one side of the interface being rewritten as its mixed form (7.2) and (7.3) in terms of
the scalar-valued variable u2 and the vector-valued variable v2, while leaving the parabolic equation
on the other side of the interface unchanged as (7.1) in terms of the scalar-valued variable u1. The
scalar-valued solution u that is defined in Ω× [0, T ] satisfies u|Ωit = ui (i = 1, 2), and is associated
with the source term f ∈ L2(0, T ;L2(Ω)) that satisfies f |Ωit = fi ∈ L
2(0, T ;L2(Ωit)) (i = 1, 2). The
jump piecewise constant β satisfies β|Ωit = βi (i = 1, 2), where β1 ̸= β2 and min(β1, β2) ≥ C > 0.
In practice, (7.1)-(7.9) can be generalized as a type of coupled multiphysics problem whose
two subproblems are defined in two subdomains and interacts with each other through a moving
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interface. As mentioned in Chapter 6, the mixed parabolic equations (7.2) and (7.3) can be extended
to the pore fluid (Darcy) equation in which u2 and v2 play the role of pore fluid pressure and velocity,
respectively. Similarly, the standard parabolic equation (7.1) can be also generalized as a diffusion-
reaction equation with only respect to the pressure of another specific kind of pore fluid defined in a
different type of porous medium, where the parameter β1 is formed by largely different permeability,
viscosity and porosity in contrast to the ones on the other side of the interface. Especially, if the
Biot’s equation [12, 11, 69, 26] is involved in this coupled multiphysics problem on one side of the
interface, then the pore fluid equation (7.2) and (7.3) with respect to both the pressure and the
velocity must be contained in the model description, and cannot be combined together to become a
single diffusion-reaction (parabolic) equation with respect to the pore fluid pressure only. The goal
of this chapter is to apply the Piola-type ALE mapping to the parabolic/mixed parabolic interface
problem. The structure of this chapter is organized as follows: in Section 7.1, with a proper
stabilization technique, we develop a new weak form of the parabolic/mixed parabolic moving
interface problem. Then we proceed to define the semi-discrete novel ALE-FEM and analyze its
stability and convergence theorems in Section 7.2, and define as well as analyze its fully discrete
novel ALE-FEM in Section 7.3. Numerical experiments are carried out in Section 7.4 to validate
all theoretical results.
7.1 A Monolithic ALE Weak Form
Introduce the following Sobolev spaces in the ALE frame:
W t :=
{
(ũ1, z2, ũ2) ∈ H1(Ω1t )×H(div,Ω2t )× L2(Ω2t )
∣∣∣∣z2 = Pt(ẑ2) ◦ (Xt2)−1,
ũi = ˆ̃ui ◦ (Xti )−1, i = 1, 2, and ũ1 = ũ2 on Γt
}
,
W tg := {(ũ1, z2, ũ2) ∈W t
∣∣∣∣ũ1 = g1 on ∂Ω1t \Γt},
W t0 := {(ũ1, z2, ũ2) ∈W t
∣∣∣∣ũ1 = 0 on ∂Ω1t \Γt}.
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−∇ · v2 = f2, in Ω2t × (0, T ], (7.11)
v2 = β2∇u2, in Ω2t × (0, T ]. (7.12)
























+ (u2,∇ · z2)Ω2t −
∫
Γt




∀z2 ∈ H(div,Ω2t ). (7.14)



























g2z2 · n2, (7.15)
where in the second term on the left hand side, we apply (2.25), (2.17) and the fact that ∂ẑ2∂t = 0





























+(u2,∇ · z2)Ω2t −
∫
Γt











g2z2 · n2 +
∫
∂Ω2t \Γt
g2z2 · n2. (7.16)




utilize the interface condition (7.8) in the last two interface integral terms on the left hand side of
(7.16), and employ (2.31) for the time differentiation of two interface/boundary integral terms on
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z2 · n2 +
∫
∂Ω2t \Γt
g2z2 · n2. (7.17)
Together with (7.13) and the original weak form of (7.10), we define the following monolithic weak








− (w1 · ∇u1, ũ1)Ω1t + (β1∇u1,∇ũ1)Ω1t +
∫
Γt
v2 · n2ũ1 = (f1, ũ1)Ω1t , (7.18)
∀ (ũ1, z2, ũ2) ∈W t0 ,
where the interface condition (7.9) is applied.
7.2 The Semi-Discrete ALE-Finite Element Approximation
Introduce the following MINI-type mixed finite element space [4]
W th := {(u1,h,v2,h, u2,h) ∈W tg
∣∣u1,h|K ∈ P 1(K), ∀K ∈ T t1,h,
v2,h|K ∈ (P 1b (K))d, ∀K ∈ T t2,h, u2,h|K ∈ P 1(K), ∀K ∈ T t2,h},
W t0,h := {(u1,h,v2,h, u2,h) ∈W th
∣∣∣∣ũ1,h = 0 on ∂Ω1t \Γt},
where, P 1(K) is the set of piecewise linear polynomials in the element K, while P 1b (K) denotes
the set of piecewise linear polynomials enriched with bubble functions in the element K. Stan-
dard mixed finite element theory assures that the Stokes-MINI mixed finite element is stable and
converges linearly for both vector-valued and scalar-valued solutions [4, 13]. By (2.13) and (2.18),
we define the semi-discrete ALE finite element approximation to (7.13), (7.17) and (7.18), as: find
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+ (u2,h,∇ · z2,h)Ω2t −
∫
Γt















z2,h · n2 +
∫
∂Ω2t \Γt





























, ∀ (ũ1,h, z2,h, ũ2,h) ∈W t0,h. (7.21)
7.2.1 Stability Analysis of the Semi-Discrete Scheme
Theorem 7.2.1. Assume (u1,h,v2,h, u2,h) is a solution to the semi-discretization (7.19)-(7.21), then
it satisfies the following stability result
∥v2,h∥L2(0,T ;H(div,Ω2t )) + ∥v2,h∥L∞(0,T ;L2(Ω2t )d) + ∥u2,h∥L∞(0,T ;L2(Ω2t )) + ∥u1,h∥L∞(0,T ;H1(Ω1t ))
≤ C
(










































































































































v2,h · n2 +
∫
∂Ω2t \Γt











































































































































































v2,h · n2 +
∫
∂Ω2t \Γt









































































By the boundedness assumptions of β1, β2 and of w1,h,w2,h shown in (2.8), and applying Young’s




















































































































Integrate both sides of (7.24) in time from 0 to t, then apply Grönwall’s inequality, and choose
(u1,h(0), v2,h(0), u2,h(0)) ∈W 0h as the MINI-type interpolations of (u01,v02, u02), where v02 = β2∇u02,
yield
∥v2,h∥L∞(0,T ;(L2(Ω2t ))d) + ∥u2,h∥L∞(0,T ;L2(Ω2t )) + ∥u1,h∥L∞(0,T ;H1(Ω1t )) + ∥v2,h∥L2(0,T ;H(div,Ω2t ))
≤ C
(

















Thus, the desired result is proved.
7.2.2 Convergent Analysis of the Semi-Discrete Scheme
Theorem 7.2.2. Suppose (u1,v2, u2) is a solution to (7.13), (7.17) and (7.18), and (u1,h,v2,h, u2,h)
is a solution to the semi-discretization (7.19)-(7.21), then we have the following error estimate:






































∥û1 − ûa1,h∥(H1∩L∞)(0,T ;H1(Ω̂1)) + ∥v̂2 − v̂
a
2,h∥(H1∩L∞)(0,T ;H(div;Ω̂2))
+∥û2 − ûa2,h∥H1(0,T ;L2(Ω̂2))
)
. (7.25)
Proof. First, by changing variables from Ωit to Ω̂i (i = 1, 2) in terms of the affine-type ALE mapping
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v̂2 · n̂2 ˆ̃u1 = −
(





























where the second identity in each equation of (2.5), (2.16) and Lemma 2.2.7 are utilized. Similarly,
we also rewrite (7.19)-(7.21) by changing variables back to the initial domains in terms of the discrete
affine-type ALE mapping Xit,h (i = 1, 2) and the discrete Piola-type ALE mapping Pt,h ◦ (X2t,h)−1






















































































































v̂2,h · n̂2 ˆ̃u1,h = −
(








ẑ2 · n̂2 +
∫
∂Ω̂2\Γ̂


















Let ẑ2 = ẑ2,h, ˆ̃u2 = ˆ̃u2,h, and ˆ̃u1 = ˆ̃u1,h in (7.26), then subtract (7.27) from (7.26), results(
F 2t,h
J2t,hβ2































F 2t,h (v̂2 − v̂2,h)
J2t,hβ2





























∂ (û1 − û1,h)
∂t
ẑ2,h · n̂2 +
(



























































































































































































except that J ti ,F
t
i and




i,h and ŵi,h (i = 1, 2), respectively.








∈W th, and let τ2 = v2−va2,h, σ2 = va2,h−v2,h,
e1 = u1 − ua1,h, δ1 = ua1,h − u1,h, e2 = u2 − ua2,h and δ2 = ua2,h − u2,h. Then τ̂2 = v̂2 − v̂a2,h,
σ̂2 = v̂
a
2,h − v̂2,h, ê1 = û1 − ûa1,h, δ̂1 = ûa1,h − û1,h, ê2 = û2 − ûa2,h and δ̂2 = ûa2,h − û2,h. Taking
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ẑ2,h = σ̂2, ˆ̃u2,h = δ̂2, ˆ̃u1,h = δ̂1 +
∂δ̂1









































































































































































































































































F 2t,h (τ̂2 + σ̂2)
J2t,hβ2














































σ̂2 · n̂2 −
∫
Γ̂
































i,h (i = 1, 2), the Cauchy-Schwarz inequality,
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Yang’s inequality with ε and the trace theorem for interface integral terms, we have
Eth
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where we apply (2.28) to the last term in (7.29), furthermore,



















































































































































































Integrate both sides of (7.30) with time from 0 to T and utilize the boundedness of J ti,h,F
t
i,h (i =
1, 2) and β1, then combine all the above estimations, apply again Young’s inequality with ε and

























































































W 0h , then apply the triangular inequality, lead to




































































Thus (7.25) is obtained.
7.3 The Fully Discrete ALE-Finite Element Approximation
In order to develop a fully discrete scheme, we first define a uniform partition in the time interval
[0, T ]: 0 = t0 < t1 < · · · < tN = T with the time-step size ∆t = T/N , then for n = 0, 1, · · · , N , we
set tn = n∆t, φ












xin → xim =Xmi,h ◦ (Xin,h)−1(xin), i = 1, 2.
We investigate the discrete ALE time derivative terms of all primary unknowns in (7.19)-(7.21) at






















which implies that we can introduce the following backward Euler scheme to approximate the



















































and, the following backward Euler scheme can be used to approximate the affine-type discrete ALE











, i = 1, 2. (7.32)



































































zn+12,h · n2 = −
(






























































































∈W n+10,h . (7.35)
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, n = 1, . . . , N are the solutions to (7.33)-(7.35), for a







∥∥∥∥un+11,h − un1,h ◦X1n+1,n∆t
∥∥∥∥
L2(Ω1n+1)
+∥uM2,h∥L2(Ω2M ) + ∥u
M




∥fn+12 ∥L2(Ω2n+1) + ∥g
n+1













+ ∥u02∥H1(Ω20) + ∥u01∥H1(Ω10). (7.36)
















∆t in (7.33)-(7.35), then
























































































































































































































































































































































































































































































































































































































By standard inequalities and the boundedness of wi,h (i = 1, 2), we can estimate terms on the right





































































Combine (7.41)-(7.44), take a sufficient small ε, multiply both sides by ∆t, and sum both sides over






















































































































The desired result (7.36) is thus proved.
7.3.2 Convergence Analysis of the Fully Discrete Scheme












are the solutions to (7.33)-(7.35) at the n-th time step for n = 1, . . . , N . Then the following error
estimates hold for M = 1, · · · , N with TM =M∆t:
∥vM2 − vM2,h∥0,Ω2M + ∥u
M
2 − uM2,h∥0,Ω2M + ∥u
M
















































































∥û1 − ûa1,h∥(H1∩L∞)(0,TM ;H1(Ω̂1))





Proof. We first rewrite (7.33)-(7.35) by changing variables back to the initial domains in terms of
the discrete affine-type ALE mapping Xit,h (i = 1, 2) and the discrete Piola-type ALE mapping
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In addition, we also denote all terms on the left hand side of (7.48) in turn, as
6∑
i=1
Si, which will be
first estimated at below. By (7.38), (7.39) and (7.40), we can have
S1 =
(
































δn+11 − δn1 ◦X1n+1,n
∆t
, δn+11 +


































− C∥∇δn1 ∥20,Ω1n .
S2 + S3 =
(
















In the following, we estimate the terms on the right hand side of (7.48). By Taylor’s expansion and
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the boundedness of J2t,h and F
2

















































































































2,h , and the trace theorem







































































































































































































































































































































































































































































































































































Now we estimate the first term on the right hand side of (7.48) with similar error analysis skills as
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Finally, combining all the above error estimates obtained from both sides of (7.48), taking a
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Sum both sides of (7.51) over n from 0 toM−1 forM = 1, · · · , N , and apply Young’s inequality






2,h(0)) ∈W 0h , yield
∥σM2 ∥20,Ω2M + ∥δ
M








































































































































where TM = M∆t. We first apply Young’s inequality with ε to the last three terms on the right
hand side of (7.52) then choose a sufficiently small ε, employ the trace theorem to estimate the
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interface integral term, and utilize the triangular inequality, resulting in
∥vM2 − vM2,h∥0,Ω2M + ∥u
M
2 − uM2,h∥0,Ω2M + ∥u
M











































































































∈ W 0h are arbitrarily introduced, we thus obtain the error estimate result
(7.45).
7.4 Numerical Experiments
In this section we apply the fully discrete ALE-FEM developed in Section 7.3 to two numerical
examples defined below, then validate our theoretical results shown in Theorem 7.3.2.
7.4.1 Example 1: the Case of Translation
Define the two-dimensional initial domain Ω̂ = [0, 1])× [0, 1] that immerses a disk Ω̂2 = {(x, y)|(x−
0.5)2+(y− 0.5)2 < 0.22}. Then Ω̂1 = Ω̂\Ω̂2, and the interface Γ̂ = ∂Ω̂2 at t = 0. In such described
domain we define the parabolic/mixed parabolic interface problem (7.1)-(7.9), of which the real










by properly choosing f1, f2, g1, g2 in (7.1)-(7.5), where β is a piecewise constant, β|Ω̂1 = β1, β|Ω̂2 =
β2 as shown in (7.1) and (7.3), ω is a prescribed moving velocity of the interface, that is, the
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position function of the moving interface Γt along the time t, xΓ(x̂, t) = (x(x̂, t), y(ŷ, t)), satisfies:{
x(x̂, t) = x̂+ ωt,
y(ŷ, t) = ŷ + ωt,
(7.54)
with which as the boundary value function xΓ(x̂, t), we numerically solve ALE mapping (2.1) using
the P 1 finite element approximation for moving meshes at different time, as shown in Fig. 7.1 at
t = 0 and 1, respectively.
Figure 7.1: ALE Meshes at the Initial and the Terminal Time for the Case of Translation.
Note that the interface Γt = ∂Ω
2
t always satisfies the equation of a circle:
(x− 0.5− ωt)2 + (y − 0.5− ωt)2 = 0.04, ∀t ∈ [0, T ].
By defining the interface Γt this way and the real solution u in (7.53), we know that ∇u is dis-
continuous across Γt, i.e., ∇u ∈ (L2(Ω))2, only, leading to u ∈ H1(Ω) ∩ H2(Ω1t ∪ Ω2t ), which is a
generally acceptable regularity property of the solution to interface problems, especially when the
interface Γt is of class C
2.
In the following, we implement the fully discrete scheme (7.33)-(7.35) to find (u1,h,v2,h, u2,h)
that is the discrete solution of (u1,v2, u2) to (7.1)-(7.9), and compute their convergence errors in
different norms for different jump coefficients β1 and β2. To that end, we adopt ∆t = h and T = 1
with the grid doubling, i.e., use uniform initial grids with mesh sizes h = 1/8, 1/16, 1/32 and 1/64,
on which we define the corresponding MINI-type mixed finite element space W 0h , then solve the
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discrete ALE mapping as well as carry out the fully discrete ALE-FEM along the time t ∈ (0, 1].
Numerical performances are reported in Tables 7.1-7.3 and Figures 7.2-7.4 for numerical solutions
obtained at t = 1 with different jump coefficients β1 and β2. We can see that all numerical results
are at least in accordance with or even better than the theoretical results of Theorem 7.3.2, that is,
within the MINI-type mixed finite element spaceW th and being independent of the jump coefficients
β, around the first-order convergence rates are illustrated respectively for the vector-valued solution
errors, ∥v2−v2,h∥div,Ω2t which actually comprises ∥v2−v2,h∥0,Ω2t , and for the scalar-valued solution
errors, ∥u2−u2,h∥0,Ω2t and ∥u1−u1,h∥1,Ω1t , which all suppose to be of nearly optimal error estimate,
i.e., O(h| lnh|), as shown in Theorem 7.3.2.
We do not see a loss on the optimal convergence as shown in our theoretical result as a nearly
optimal error estimate, which is likely due to the high regularity of the chosen real solution in
each subdomain, and of the chosen harmonic (ALE) mapping with the smooth boundary function
(7.54), resulting in a likelihood of superconvergence feature on the top of the P 1 finite element
approximation to ALE mapping. In that case, the approximation error caused by the discrete ALE
mapping turns out minimal, most likely, leading to an optimal convergence phenomenon on the
numerical level.
h dt(=h) ∥u− u1,h∥1 Ratio ∥v − vh∥div Ratio ∥u2 − u2,h∥0 Ratio
0.125 0.125 0.04855400 0.00369630 0.00137430
0.0625 0.0625 0.01197800 2.02 0.00192950 0.94 0.00066640 1.04
0.03125 0.03125 0.00534770 1.16 0.00078870 1.29 0.00032518 1.04
0.015625 0.015625 0.00230690 1.21 0.00034371 1.20 0.00013904 1.23
Table 7.1: Convergence Results in the Case of Translation: β1/β2 = 1
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Figure 7.2: Convergence History in the Case of Translation: β1/β2 = 1
h dt(=h) ∥u− u1,h∥1 Ratio ∥v − vh∥div Ratio ∥u2 − u2,h∥0 Ratio
0.125 0.125 0.00004874 0.00300240 0.00148240
0.0625 0.0625 0.00001198 2.02 0.00187870 0.68 0.00069770 1.09
0.03125 0.03125 0.00000536 1.16 0.00074674 1.33 0.00032555 1.10
0.015625 0.015625 0.00000231 1.21 0.00031628 1.24 0.00014042 1.21
Table 7.2: Convergence Results in the Case of Translation: β1/β2 = 1000
7.4.2 Example 2: the Case of Deformation
In this numerical example, we consider the deformation of the immersed subdomain Ω2t . Keeping











h dt(=h) ∥u− u1,h∥1 Ratio ∥v − vh∥div Ratio ∥u2 − u2,h∥0 Ratio
0.125 0.125 88.587 0.806450 0.364360
0.0625 0.0625 61.378 0.53 0.300570 1.42 0.123110 1.57
0.03125 0.03125 38.426 0.68 0.152460 0.98 0.056533 1.12
0.015625 0.015625 20.364 0.92 0.074506 1.03 0.026903 1.07
Table 7.3: Convergence Results in the Case of Translation: β1/β2 = 0.001
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Figure 7.3: Convergence History in the Case of Translation: β1/β2 = 1000
Figure 7.4: Convergence History in the Case of Translation: β1/β2 = 0.001
by properly choosing f1, f2, g1, g2 and the piecewise constant β in (7.1)-(7.5). The interface motion
of Γt, xΓ(x̂, t) = (x(x̂, t), y(ŷ, t)), is prescribed as{
x(x̂, t) = (x̂− 0.5)(1 + t/5)−1 + 0.5,
y(ŷ, t) = (ŷ − 0.5)(1 + t/5) + 0.5.
Thus, the discrete ALE mapping of (2.1) by means of the P 1 finite element approximation produces
moving meshes at different time, as shown in Fig. 7.5. Since the interface Γt = ∂Ω
2
t always satisfies
the following equation of an ellipse along the time:
(x− 0.5)2(1 + t/5)2 + (y − 0.5)2(1 + t/5)−2 = 0.04, ∀t ∈ [0, T ],
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Figure 7.5: ALE Meshes at the Initial (Left t = 0) and the Terminal (right t = 1) Time for the
Case of Deformation.
we know ∇u ∈ (L2(Ω))2, thus the regularity result of the chosen real solution is still: u ∈ H1(Ω)∩
H2(Ω1t ∪ Ω2t ).
In the described deforming subdomains in which the above parabolic/mixed parabolic inter-
face problem is defined, we carry out the same numerical implementation as done for Example 1.
Numerical results are illustrated in Tables 7.4-7.6 and Figures 7.6-7.8 with different jump coeffi-
cients β, which show very similar convergence phenomena with Example 1, i.e., the nearly optimal
(first-order) or even better convergence rates are also respectively illustrated for vector-valued and
scalar-valued solution errors in their corresponding energy norms without any dependence on the
jump coefficients, which is consistent with the theoretical convergence result shown in Theorem
7.3.2.
h dt(=h) ∥u− u1,h∥1 Ratio ∥v − vh∥div Ratio ∥u2 − u2,h∥0 Ratio
0.125 0.125 0.0397100 0.00084252 0.00143030
0.0625 0.0625 0.0105640 1.91 0.00031343 1.43 0.00068107 1.07
0.03125 0.03125 0.0049857 1.08 0.00023642 0.41 0.00034222 0.99
0.015625 0.015625 0.0019203 1.38 0.00011010 1.10 0.00015218 1.17
Table 7.4: Convergence Results in the Case of Deformation: β1/β2 = 1
h dt(=h) ∥u− u1,h∥1 Ratio ∥v − vh∥div Ratio ∥u2 − u2,h∥0 Ratio
0.125 0.125 0.00003988 0.00126090 0.00153510
0.0625 0.0625 0.00001060 1.91 0.00066075 0.93 0.00071976 1.09
0.03125 0.03125 0.00000500 1.08 0.00034354 0.94 0.00034588 1.06
0.015625 0.015625 0.00000193 1.38 0.00017714 0.96 0.00015293 1.18
Table 7.5: Convergence Results in the Case of Deformation: β1/β2 = 1000
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Figure 7.6: Convergence History in the Case of Deformation: β1/β2 = 1
Figure 7.7: Convergence History in the Case of Deformation: β1/β2 = 1000
h dt(=h) ∥u− u1,h∥1 Ratio ∥v − vh∥div Ratio ∥u2 − u2,h∥0 Ratio
0.125 0.125 57.135 0.01474700 0.12912000
0.0625 0.0625 30.774 0.89 0.00516830 1.51 0.03656200 1.82
0.03125 0.03125 20.307 0.60 0.00233330 1.15 0.01184100 1.63
0.015625 0.015625 11.074 0.87 0.00108530 1.10 0.00437500 1.44
Table 7.6: Convergence Results in the Case of Deformation: β1/β2 = 0.001
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CONCLUSIONS AND FUTURE WORK
8.1 Conclusions
In this dissertation, we first develop and analyze the affine-type ALE-mixed finite element method
for a linearized FSI model–Stokes/parabolic interface problem, then for a realistic fluid-structure
interaction problem on the aspects of stability and convergence properties. By developing a novel
ALE-based H1-projection for both problems, where the discrete mesh velocity is taken into the
consideration, we are able to obtain an optimal error estimate for solutions to both problems in
their energy norm, simultaneously, a sub-optimal error estimate in L2 norm for velocity variables
and their ALE-time derivatives of both problems. In particular, comparing with the existing result
of Stokes problem in a moving domain [65] whose convergence rate is only O(h|lnh|) in the energy
norm, our convergence theory can improve it up to O(h), which is also validated by our numerical
experiments. As for the FSI problem, we elaborately take the mesh velocity error w−wh into the
definition of our novel H1-projection, which can avoid the accuracy loss in the entire finite element
approximation due to the mesh velocity error w −wh [65]. Thus we can regain the optimal error
estimate for the solution to FSI problem in its energy norm.
On the other hand, to deal with moving boundary/interface problem whose weak form is asso-
ciated with H(div) space, and to preserve H(div)-invariance for the vector-valued variable over an
ALE mesh that evolves along the time, we develop a novel Piola-type ALE mapping and correspond-
ing Piola-type ALE-FEM to deal with the H(div)-associated moving boundary/interface problems.
We start with a single moving domain case, in which a mixed parabolic problem is defined, to
explain our method. Then we move forward to a more complicated mixed parabolic/parabolic
interface problem. The stability and optimal convergence properties of the developed Piola-type
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ALE-FEM are obtained for both cases. In particular, these two cases and their ALE-finite element
methods provide a foundation of the ALE-FEM for more complex moving boundary/interface prob-
lems in which a likelihood of porous fluid (Darcy’s) equations are involved. Based on the novel
Piola-type ALE mapping, we develop a stabilized Lagrange-based mixed ALE-FEM for discretizing
these two problems in the ALE description in both semi- and fully discrete scheme, and obtain the
stability and a nearly optimal convergence properties in the energy norm for both schemes of these
two problems in the stable MINI-type mixed finite element space. The Piola-type ALE-FEM and
its error analysis techniques developed in this dissertation can be similarly extended to a realistic
Darcy’s moving domain problem and Stokes/Darcy- or Stokes/Biot moving interface problem in
the future.
8.2 Future Work: Piola-Type ALE-FEM for the Biot’s Model
In our future work, we will first focus on developing and analyzing the affine-type ALE-FEM for
FSI problem in full discretization, following the work done for the semi-discrete ALE-FEM for FSI
problems in Chapter 4. Then we will put our main effort on the Piola-type ALE-FEM for the Biot’s
model which is used to characterize the behavior of a poroelastic material, and consists of governing
equations for the deformation of a hyperelastic structure skeleton that is completely saturated with
fluid, while the average velocity of the fluid in the pores is modeled by Darcy’s equations that is
complemented with an additional term that depends on the volumetric deformation of the porous
matrix and accounts for poroelastic coupling. In our study, we are specifically concern about a
coupling between the incompressible free fluid and the poroelastic structure which interact with
each other through a moving interface. In fact, the blood fluid-blood vessel interaction problem
belongs to this interest, where the blood fluid interacts with the aorta that is formed by a multi-
layer structure and the intima layer of the aortic wall is made up of a deformable porous medium
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which leads to a pressure-dependent Darcy’s permeability process. Here the blood fluid is governed
by the incompressible Navier-Stokes equation,{
∂uf
∂t + uf · ∇uf −
1
ρf
∇ · σf = ff , in Ωft × (0, T ],
∇ · uf = 0, in Ωft × (0, T ],
where uf is the fluid velocity, σf the Cauchy stress tensor and ff the body force, and the poroelastic
structure is modeled by the Biot system which is stated as:
ρpDtus + ρdDtq −∇ · σdevs (η) +∇pp = fs, in Ω
p




−1q +∇pp = fd, in Ωpt × (0, T ],
∇ · (us + q) = 0, in Ωpt × (0, T ],
where the first equation is the momentum equation for the balance of the total forces, the second
equation is the momentum conservation equation for the porous fluid phase, and the third equation
is the incompressibility constraint, all are with respect to the velocity of the skeleton us, the
filtration velocity q and the total pressure pp, here σ
dev
s (η) is the deviatoric stress in the porous
medium, and σp = −ppI + σdevs . The parameters include the porous fluid density ρd, and ρp =
ρs(1− φ) + ρdφ denotes the density of the saturated porous medium, in which ρs is the density of
the skeleton and the porosity φ.
The following interface conditions are introduced for the fluid-poroelastic structure interaction
(FPSI) problem as defined above.
• Mass conservation admits the following admissibility constraint
uf · n = (us + q) · n. (8.1)
• Balance of the normal components of the stress,
n · (σf · n) = −pp. (8.2)
• Conservation of momentum
σp · n = σf · n. (8.3)
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• BJS condition
τ · (σf · n) = −
γ√
κ
(uf − us) · τ . (8.4)
Our numerical study for the FPSI problem will start with the definition of the following Sobolev
spaces:
vit := {ψi : Ωit → Rd,ψi = ψ̂i ◦ (Xit)−1, ψ̂i ∈ (H1(Ω̂i))d}, i = f, p,
vit,0 := {ψ ∈ vit,ψi = 0 on ∂Ωit\Γt}, i = f, p,
vit,g := {ψ ∈ vit,ψi = g on ∂Ωit\Γt}, i = f, p,
Qft := {qf : Ω
f
t → R, qf = q̂f ◦ (X
f
t )
−1, q̂f ∈ L2(Ω̂f )},
Q̂s := L2(Ω̂s),
Qpt := {qp : Ω
p
t → R, qp = q̂p ◦ (X
p
t )








t ,uf · n = (us + q) · n}.
Then the ALE weak form of the FPSI problem can be defined as: find ((uf ,us, q) , pf , pp) ∈
W ×Qft ×Q
p








+ 2µf (ϵ (uf ) , ϵ (vf ))Ωft
+ ρf (uf · ∇uf ,vf )Ωft − (pf ,∇ · vf )Ωft
= (ff ,vf )Ωft
+ (σf · n,vf )Γt , (8.5)




















− (pp,∇ · vs)Ωpt
= (fs,vs)Ωpt

















+ κ−1 (q, r)Ωpt
− (pp,∇ · r)Ωpt
= (fd, r)Ωpt
+ (pp, r · n)Γt , (8.8)
(∇ · (us + q) , qp)Ωpt = 0, (8.9)
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where the following interface integral terms are involved:
(σf · n,vf )Γt = (σf · n · n,vf · n)Γt + (σf · n · τ ,vf · τ )Γt








− (σp · n,vs)Γt = − (σf · n,vs)Γt
= − (σf · n · n,vs · n)Γt − (σf · n · τ ,vs · τ )Γt , (8.11)
(pp, r · n)Γt = − (σf · n · n, r · n)Γt . (8.12)
Add them up, then


















+ 2µf (ϵ (uf ) , ϵ (vf ))Ωft
+ ρf (uf · ∇uf ,vf )Ωft − (pf ,∇ · vf )Ωft




































+ κ−1 (q, r)Ωpt





(uf − us) · τ , (vf − vs) · τ
)
Γt




Its well-posedness may be proved by restating the problem as a degenerate Sobolev equation [82].
Next, we will develop the Piola-type ALE-mixed finite element approximation to (8.14) in both
the semi-discrete and the fully discrete scheme, and analyze their both stability and optimal con-
vergence properties, followed by numerical validations arising from several numerical experiments.
More beyond, we will be dedicated to applying our developed Piola-type ALE-FEM to a realistic
FPSI problem with moving interfaces, such as the hemodynamic problem in a real cardiovascular
environment, simultaneously, will collaborate with experts from medical fields to exchange data,
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feedback information, improve our modeling and numerical simulation techniques, and as a feed-
back, help medical professionals to understand the interactional mechanism between the blood fluid
flow and the porous artery, and to diagnose, treat and remedy the cardiovascular diseases patients




Chapter 3 reprinted from Journal of Scientific Computing, 82, Rihui Lan, Pengtao Sun, ”A mono-
lithic arbitrary Lagrangian-Eulerian finite element analysis for a Stokes/parabolic moving interface
problem”, 59-94, Copyright (2020), with the permission from Springer Nature, license number
4799170674709.
Chapter 5 reprinted from Procedia Computer Science, 108, Rihui Lan, Pengtao Sun, Mo Mu,
”Mixed finite element analysis for an elliptic/mixed-elliptic coupling interface problem with jump
coefficients”, 19131922, Copyright (2017), with the permission from Elsevier.
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[7] Ivo Babuška. The finite element method for elliptic equations with discontinuous coefficients.
Computing, 5:207–213, 1970.
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