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Abstract
A new relativistic description of quantum electrodynamics is presented. Guideline
of the theory is the Klein-Gordon equation, which is reformulated to consider spin
effects. This is achieved by a representation of relativistic vectors with a space-
time algebra made up of Pauli matrices and hyperbolic numbers. The algebra is
used to construct the differential operator of the electron as well as the photon
wave equation. The properties of free electron and photon states related to this
wave equation are investigated. Interactions are introduced as usual with the
minimal substitution of the momentum operators. It can be shown that the
new wave equation is equivalent to the quadratic form of the Dirac equation.
Furthermore, the Maxwell equations can be derived from the corresponding wave
equation for photons.
Keywords:
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1. Introduction
The Dirac equation [1] is considered as the fundamendal equation for the de-
scription of relativistic particles. Theoretical calculations within quantum elec-
trodynamics agree with experimental results to highest precision. In addition,
the Dirac equation is the basis of the theory of electroweak interactions, quantum
chromodynamics and quantum hadrodynamics. In all cases, the combination of
the relativistic dispersion relation with the Pauli spin matrices provides a natural
explanation for, e.g., energy spectra, polarization observables, and cross sections.
Nevertheless, one has to ask whether there exist other possibilities to introduce
spin in relativistic quantum physics.
The Klein-Gordon equation seems to be the most natural starting point for the
description of quantum mechanical wave phenomena, but spin is not considered
in this equation. The present work wants to show that there exists a modification
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of the Klein-Gordon equation, which includes the relativistic spin effects. The
equation can be obtained using an algebraic representation of the relativistic
vector space, where the basis vectors are given by the elements of a Clifford
algebra. The importance of such Clifford algebras in physical applications has
been investigated by Hestenes [2]. In the last years this approach has become more
and more popular in the description of physical processes [3]. In the present study
these concepts will be applied. However, a new relativistic algebra is introduced,
which represents a modification of the quaternion formalism. The quaternion
algebra is altered with the help of the hyperbolic numbers, a number system
which has a long history [4, 5] but is rarely used in physical applications (see
e.g. [6, 7, 8, 9, 10]).
The representation matrices of the modified quaternions form the basis vectors
of the relativistic vector space. Using these vectors it is possible to define a
differential operator which is identical to the differential operator of the classical
wave equation but transforms formally like a spin operator. The operator will be
applied for the definition of the electron wave equation, which is called quantum
wave equation.
The Dirac equation is a first order differential equation, whereas the Maxwell
equations correspond to a second order differential equation for the photon field.
The initial motivation of this paper was the question whether one can find a
differential operator which forms the basis for the description of the fundamental
charged fermion field as well as for the corresponding gauge field. On the level of
quantum electrodynamics such a unification is possible, since from the quantum
wave equation for photons, constructed with the same differential operator, the
Maxwell equations can be derived.
In a theory for free fields the spin structure of the quantum wave equation is
not important. In this case the differential operator is identical to the differential
operator of the classical wave equation, i.e. the mass operator of the Poincare´
group. Therefore, free plane wave states of electrons and photons are investigated
within this group. In particular, the investigation of the spin is needed for the
construction of the theory.
The introduction of interactions can be done with the conventional method
of minimal substitution, leading to a Lagrangian which is invariant under gauge
transformations. This opens the possibility to compare the formalism with the
Dirac theory. It can be shown that the quantum wave equation corresponds to
the quadratic form of the Dirac equation. Furthermore, the inhomogeneous terms
of the Maxwell equations are given in the correct form. This connection supports
the assumption that the calculation of physical processes will give similar results
as in the conventional theories.
The organisation of the paper is as follows. In Sections 2 and 3 hyperbolic
numbers and relativistic vectors including their Lorentz and Poincare´ transfor-
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mation properties are investigated. In Section 4 the quantum wave equation for
electrons is introduced. Plane wave states for electrons are investigated in Sec-
tion 5. The wave equation can be used also for anticommuting field operators.
This will be shown in Sections 6 and 7. In Section 9 the Maxwell equations are
derived starting from the quantum wave equation for photons. The photon plane
wave states are investigated in Section 10. Interactions between electrons and
photons are introduced and the equations of motion of quantum electrodynamics
are calculated in Section 11. In Section 12 the connection with the Dirac theory
is discussed.
2. Complex hyperbolic numbers
In the present investigation hyperbolic numbers are used for the mathematical
formalation of the electron and the photon wave equation. Since these numbers
are rarely used in physical applications a brief introduction of this number system
is given.
In combination with the complex numbers the hyperbolic numbers x ∈H are
defined as
x = x0 + jx1 , x0, x1 ∈ C , (1)
where the hyperbolic unit j has the property
j2 = 1 . (2)
This leads to the following rules for the multiplication and addition of two hy-
perbolic numbers x = x0 + jx1 and y = y0 + jy1
x+ y = (x0 + y0) + j(x1 + y1) , xy = (x0y0 + x1y1) + j(x0y1 + x1y0) . (3)
Since there exist non-zero elements which have no inverse these numbers form a
commutative ring. The hyperbolic unit j provides a relation between the hyper-
bolic sine, cosine and the exponential function
cosh φ+ j sinhφ = ejφ , (4)
which can be derived in the same way as the corresponding relation for the
complex numbers.
Two conjugations will be used. The conventional complex conjugation changes
the sign of the complex unit i but leaves the hyperbolic unit j unchanged
x∗ = x∗0 + jx
∗
1 . (5)
In addition, a hyperbolic conjugation will be introduced which changes only the
sign of the hyperbolic unit
x− = x0 − jx1 . (6)
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The properties and definitions of the hyperbolic numbers presented here are
sufficient for the following investigations. More informations about the hyperbolic
number system can be found e.g. in the Refs. [3, 4, 5, 6, 7, 8, 9, 10].
3. Relativistic vectors and the spin group
3.1. Relativistic vectors
The relevance of Clifford algebras for the mathematical description of physical
theories has been investigated by Hestenes [2]. He reinterpretated the elements of
the Pauli or the Dirac algebra as the basis vectors of a vector space. In the same
way the present study will be based on such a geometric algebra. However, a new
relativistic algebra is introduced, which represents a modification of Hamilton’s
quaternions.
A contravariant Lorentz vector with the coordinates xµ = (x0, xi) ∈ C4 can
be expressed as follows
X = xµσµ . (7)
In contrast to the formalism used in the context of the SU(2) group, the ba-
sis vectors σµ are made up of the unity and the elements of the Pauli algebra
multiplicated by the hyperbolic unit j
σµ = (1, jσi) . (8)
Two other notations for the vector X to be used in the following are
X = x0 + jx = x01 + jxiσi . (9)
This means the elements of the Pauli algebra will be included in the following
in the three-dimensional vectors x = xiσi. This notation has become popular in
the physical applications of Clifford algebras. The Pauli algebra is characterized
by its multiplication rules, which can be written as
σiσj = δij1 + iǫijkσ
k . (10)
Using the Pauli matrices as the explicit representation of σi, the vector X can be
expressed in terms of a 2× 2 matrix according to
X =
(
x0 + jx3 jx1 − ijx2
jx1 + ijx2 x0 − jx3
)
. (11)
The formalism is not restricted to four-dimensional vectors. Adding a vector
which is multiplicated by the factor ij an eight-dimensional multivector can be
constructed
Z = X + ijY . (12)
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X denotes the vector contribution, whereas Y is interpretated as a pseudovector.
This interpretation follows from a comparision with the Maxwell equations, which
are given in Section 9. The eight complex coordinates of Z in Eq. (12) are the
maximum number of coordinates that can be placed in a 2 × 2 matrix. This
means, comparing with the sixteen-dimensional complex vector space of the 4×4
Dirac matrices, the new relativistic formalism halves the number of dimensions
arising from the mathematical structure of the vector space. In the following
only the real vector coordinates of the multivector will be considered, i.e. the
investigation is restricted to the four-dimensional Minkowski space.
A scalar product between two vectors can be defined using the trace of the
matrix X¯Y
〈X |Y 〉 = 1
2
Tr (X¯Y ) . (13)
The symbol X¯ = X†− denotes transposition, complex and hyperbolic conjugation
of the matrix. X¯Y corresponds to a matrix multiplication of the two 2×2 matrices
X¯ and Y . As stated above, the Pauli matrices can be considered as the basis
vectors of the relativistic vector space σµ ≡ eµ. These basis vectors form a non-
cartesian orthogonal basis with respect to the scalar product defined in Eq. (13)
〈 eµ | eν 〉 = gµν , (14)
where the metric tensor gµν is a diagonal 4× 4 matrix with the matrix elements
gµν =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 . (15)
The metric tensor can be used as usual for raising and lowering the indices.
Eq. (13) can now be expressed in the conventional notation. One finds
〈X |Y 〉 = 〈 eµ |xµyν | eν 〉 = xµyµ , (16)
and the infinitesimal distance corresponds to
ds2 = 〈 dX | dX 〉 = dxµdxµ . (17)
As an example the energy-momentum vector of a free classical pointlike par-
ticle, moving with the velocity v relative to the observer, is expressed in terms
of the matrix algebra. The relativistic momentum vector for this particle can be
written as
P =
E
c
+ jp = mc exp (jξ) , (18)
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with c denoting the velocity of light, ξ the rapidity, E the energy and p the
momentum of the particle. The rapidity is defined as
tanhξ =
v
c
=
pc
E
, (19)
where ξ = |ξ| and p = |p|. Rapidity and momentum point into the same direction
n = v/|v| as the velocity.
In quantum mechanics energy and momentum are substituted by differential
operators. With ∇ = ∂µσµ the momentum operator is then given by
P = i~∇ . (20)
This operator forms the basis of the wave equation with spin, which will be
introduced in Section 4. In the following c and ~ will be set equal to one.
3.2. Lorentz and Poincare´ Transformations
In analogy to the relation between SU(2) and SO(3) the transformation prop-
erties of the vectors defined in the last subsection give a relation between SO(3, 1)
and a spin group defined as an extension of the unitary group SU(2). In the fol-
lowing rotations and boosts will be investigated. The rotation parameters θ are
defined with the conventions of Ref. [11]. The rotation of a vector has the form
X 7→ X ′ = RX R† ,
R = exp (−iθ/2) , (21)
where X = xµσµ. In addition, a vector can be boosted to a different system. The
boost parameters ξ are chosen to make the considered vector describe an object
moving into the positive direction for positive values of ξ. In many investigations
a different sign convention is used. For the boosts one finds the transformation
rule
X 7→ X ′ = BXB† ,
B = exp (jξ/2) . (22)
The dagger in the above equations includes only a hermitian conjugation and not
a hyperbolic conjugation. For the boost transformation one finds the relation
B† = B, whereas the inverse of the boost operator corresponds to B−1 = B¯. The
explicit matrix representations of the boost matrices B are
Bx =
(
cosh ξ1/2 j sinh ξ1/2
j sinh ξ1/2 cosh ξ1/2
)
(23)
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for a boost in the direction of the x-axis and
By =
(
cosh ξ2/2 −ij sinh ξ2/2
ij sinh ξ2/2 cosh ξ2/2
)
, Bz =
(
ejξ
3/2 0
0 e−jξ
3/2
)
(24)
for boosts along the y- and the z-axis.
To proof that these transformation matrices are a representation of the Lorentz
group the corresponding Lie algebra has to be investigated. Before doing this,
the three-dimensional dot and cross products will be introduced, which are given
for the three-dimensional vectors x and y as
x · y = Re {xy} = xiyi , x× y = Im {xy} = ǫijkxiyjσk . (25)
If boosts and rotations are combined as follows
X 7→ X ′ = LXL† ,
L = exp (−i(J · θ +K · ξ)) , (26)
the infinitesimal generators of these transformations can be identified with
Ji =
σi
2
, Ki = ij
σi
2
. (27)
With the commutation relations of the Pauli matrices one can derive that the
generators satisfy the Lie algebra of the Lorentz group SO(3, 1)
[ Ji , Jj ] = iεijkJ
k ,
[Ki, Jj ] = iεijkK
k , (28)
[Ki,Kj ] = −iεijkJk .
Therefore, the matrices R and B given in Eqs. (21) and (22) can be recognized
as the transformation matrices of the covering, i.e. the spin group of SO(3, 1).
It is possible to express the Lorentz transformations in the conventional tensor
formalism. Using the generators of the spin s = 12 representation given in Eq. (27)
the relativistic generalization of the spin angular momentum operator can be
defined as
Sij = ǫijkJ
k , S0i = −Si0 = Ki (29)
and the Lorentz transformations given in Eq. (26) can be formulated according
to
L = exp (− i
2
Sµνω
µν) . (30)
The boost parameters ωµν are given as ωij = ǫijkθk and ω
i0 = ξi.
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The relativistic orbital angular momentum can be introduced in terms of vec-
tor operators for position and momentum obeying the following commutation
relations
[Xµ,Xν ] = 0 , [Pµ, P ν ] = 0 , [Pµ,Xν ] = igµν . (31)
In the following the convention is used that big letters denote operators and
small letters numbers. The relativistic orbital angular momentum is defined as
Lµν = XµP ν −XνPµ. If the operators Ji and Ki are given according to
Ji =
1
2
ǫijkL
jk , Ki = L0i = −Li0 , (32)
these generators satisfy the Lie algebra of the Poincare´ group, i.e. beside the
relations given in Eq. (28) one finds the following commutation relations
[Ji , P0] = 0 ,
[Ji , Pj ] = iεijkP
k ,
[Ki, P0] = −iPi , (33)
[Ki, Pj ] = −iδijP0 .
The Lorentz transformations corresponding to Eq. (30) can now be expressed
as
L = exp (− i
2
Lµνω
µν) , (34)
The boost parameters ωµν are defined as ωij = ǫijkθk and ω
i0 = ξi. This transfor-
mation is acting on relativistic Hilbert space functions, which will not be specified
here further. To complete the transformation properties the translations are in-
troduced by
T = exp (−iPµaµ) . (35)
Some remarks on the conventions should be made here. In the SO(3) sub-
space of the Lorentz group, which is indicated by the roman indices, there is
no difference between upper and lower components, i.e. xi = xi. The relativis-
tic contravariant vector is then given as xµ = (x0, xi) and the covariant vec-
tor as xµ = (x0,−xi). A similar convention is made for tensors. One finds
e.g. for the zero-components of the orbital angular momentum L0µ = (0, L0i) and
L0µ = (0,−L0i), where L0i = L0i. For the relativistic spin matrices σµ a special
notation is used in which σi furthermore corresponds to a Pauli matrix.
4. The quantum wave equation for electrons
The Dirac equation is accepted as the fundamental relativistic equation for the
description of fermionic particles. In the present work a relativistic wave equation
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will be introduced, which is closely related to the classical wave equation. The
new equation will be called quantum wave equation. The differential operator of
the quantum wave equation is formed by the momentum operator P multiplied
by the dual operator P¯ , which is dual in the sense that a scalar is obtained if the
operator product is inserted between two dual spinor functions. Therefore, the
following ansatz is made for the quantum wave equation
PP¯ψ(x) = m2ψ(x) , (36)
where P = i∇. The differential operator PP¯ can be replaced by PP− since the
momentum operator is hermitian. In the following investigations there are no
differences between these two choices even if interactions are introduced. The
wave function ψ(x) has the general structure
ψ(x) = ϕ(x) + jχ(x) , (37)
where ϕ(x) and χ(x) are two-component spinor functions. They depend on the
four space-time coordinates xµ. The transformation properties of the operator P¯
can be deduced by a hermitian and hyperbolic conjugation of the corresponding
equations given in the last section.
In order to clarify the structure of the quantum wave equation, some explicit
details are presented. The Pauli matrices in Eq. (36) become apparant if one
inserts Def. (7)
σµσ¯νP
µP νψ(x) = m2ψ(x) . (38)
The tensor σµσ¯ν represents the spin structure which is acting on the spinor func-
tion. The explicit form is obtained by a matrix multiplication of the 2 × 2 basis
matrices. The tensor can be separated into a symmetric and an antisymmetric
contribution
σµσ¯ν = gµν − iσµν , (39)
where gµν corresponds to the metric tensor and the antisymmetric part is given
by
σµν =


0 −ijσ1 −ijσ2 −ijσ3
ijσ1 0 σ3 −σ2
ijσ2 −σ3 0 σ1
ijσ3 σ2 −σ1 0

 . (40)
The antisymmetric contribution σµν is directly related to the relativistic gener-
alization of the spin angular momentum operator. Using the generators of the
spin s = 12 representation given in Eq. (29) one finds
Sµν =
σµν
2
. (41)
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Since PµP ν is symmetric and σµν = −σνµ the operator PP¯ is equivalent to
PP¯ = PµP
µ.
At this point the particular form of the differential operator seems to be with-
out any effect. However, the spin information which is included in the differential
operator of the quantum wave equation becomes essential if the momentum op-
erators are replaced by covariant derivates. The influence of this spin structure
can be illustrated by the following example. Coordinate and momentum vector
satisfy the relation
XP¯ = XµP
µ − iSµνLµν , (42)
where Lµν = XµP ν − XνPµ corresponds to the relativistic orbital angular mo-
mentum.
5. Electron plane wave states
In this section the solutions of the quantum wave equation for electrons will
be studied in the free non-interacting case. Due to the simplification of the
differential operator PP¯ = PµP
µ, which is identical with the mass operator of
the Poincare´ group, the solutions will be expressed in terms of the corresponding
plane wave representations. The section is separated into three parts. The first
part describes how the plane wave states can be generated. The second part gives
additional information on the relativistic bracket notation, which will be applied
in the following. The third section investigates the connection between spin and
Pauli-Lubanski vector.
5.1. Induced representation method
The irreducible representations of the Poincare´ group were investigated by
Wigner [12]. He found that the plane wave states are labelled by the mass m and
the spin s. In the present work these states will be generated with the induced
representation method, which is described e.g. in Ref. [11]. In this method a
state vector is defined within the little group of the Poincare´ group, i.e. the
subgroup that leaves a particular standard vector invariant. An arbitrary state
is then generated with the remaining transformations which were not considered
in the little group. In the following the transformation rules of Section 3.2 will
be applied.
For electrons (m2 > 0) one can choose the standard vector pµt = (m, 0, 0, 0).
The little group of this standard vector is SO(3). The explicit representation
of the spin s = 12 states is given by the Pauli spinor, which will be denoted
by |λ 〉 = χλ. The polarization is chosen along the z-axis. For the description
of the mass quantum number m a ket |Pt 〉 is introduced. By doing this, the
translations, as one group of the remaining transformations, are taken into ac-
count. The properties of the momentum kets will be investigated separately in
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the next section. Note, that though the kets are represented by |Pt 〉 = | pµt σµ 〉,
they correspond to usual Hilbert space elements which depend only on the four-
momentum pµt . One therefore starts with the following state, which corresponds
to a (m, s)-representation of the Poincare´ group
|λ 〉 ⊗ |Pt 〉 = |λPt 〉 . (43)
Now, the boosts, as the last group of the remaining transformations, are acting
on this state according to
D(B)|λPt 〉 = Bχλ |BPtB† 〉 , (44)
where B has been defined in Eq. (22). Since the boost transforms from the rest
frame to a particular frame, in which the state is described by the momentum
P = BPtB
†, the boost parameters can be identified with the rapidity. With this
information it is possible to calculate the explicit form of the relativistic spinor.
In analogy to the Dirac formalism one can introduce the notation [13]
u(p, λ) = Bχλ . (45)
Explicitly the boost matrix can be written as
B = exp (jξ/2) = cosh ξ/2 + jn sinh ξ/2 , (46)
where the rapidity ξ satisfies the following relations
cosh ξ/2 =
√
p0 +m
2m
, sinh ξ/2 =
√
p0 −m
2m
. (47)
Inserting these results into Eq. (45) the spinor is given by
u(p, λ) =
√
p0 +m
2m
(
1 +
jp
p0 +m
)
χλ . (48)
The antiparticle spinor is constructed in analogy to the Dirac theory, where
upper and lower components are interchanged compared to the particle spinor.
In the formalism presented here, this can be done by multiplying the particle
spinor by the hyperbolic unit j, i.e. v(p, λ) = ju(p, λ). Therefore, one can write
v(p, λ) =
√
p0 +m
2m
(
p
p0 +m
+ j
)
χλ . (49)
The normalization and the completeness of the plane wave states can be calcu-
lated as follows
〈u(p, λ)|u(p, λ′)〉 = +δλλ′ ,
〈v(p, λ)|v(p, λ′)〉 = −δλλ′ . (50)
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To explain this notation the scalar product of two plane wave spinors is deter-
mined explicitly
〈u(p, λ)|u(p, λ′)〉 = u¯(p, λ)u(p, λ′) = χ†λB¯Bχλ′ = δλλ′ . (51)
The antiparticle spinor is normalized to −1, which is due do the additional j-
factor and its hyperbolic conjugated counterpart j− = −j. Note, that there
is no explicit orthogonality between particle and antiparticle spinor. However,
if the spinors appear in combination with the momentum kets of the states,
orthogonality of particle and antiparticle states will be restored. This can be
checked with the relations given in the following sections.
For the completeness one finds∑
λ
|u(p, λ)〉〈u(p, λ)| = −
∑
λ
|v(p, λ)〉〈v(p, λ)| = 1 . (52)
Together with bras and kets for the momentum these expressions correspond to
negative and positive energy projectors, respectively. In contrast to the appro-
priate expressions in the Dirac theory, they have a simple matrix structure and
no momentum dependence.
The transformation properties of the states are
D(L) |u(p, λ)P 〉 = (Lu(p, λ)) |LPL† 〉 , (53)
D(T ) |u(p, λ)P 〉 = u(p, λ) exp (−ipµaµ)|P 〉 ,
where the Lorentz transformations are performed with the matrix L of Eq. (26).
The notation presented here was introduced in analogy to the Dirac formalism
and it therefore adopted the expression u(p, λ). In the following the abstract
notation | q λP 〉 will be used, where a quantum number denoting a particle with
q = 1 and an antiparticle with q = −1 is introduced. The explicit form of these
states is
|+ λP 〉 = |u(p, λ)P 〉 , | − λP 〉 = | v(p, λ) −P 〉 . (54)
Again the antiparticle state is introduced by definition. A proper derivation of
these states requires the investigation of the discrete Lorentz transformations.
5.2. The relativistic |P 〉 and |X 〉 representations
In the last subsection the kets |P 〉 and |X 〉 for relativistic Hilbert space
elements related to a (m2 > 0) representation of the Poincare´ group were intro-
duced. In the following the normalization and completeness of the states will be
summarized, where the description follows the covariant conventions given e.g. in
Refs. [11, 14]. The spin degrees of freedom will be considered separately in the
next section.
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The normalization and completeness of the states is expressed in an abstract
notation. The normalization is given by
〈P |P ′ 〉 = δ(P − P ′) , 〈X |X ′ 〉 = δ(X −X ′) , (55)
and the completeness can be written as∫
dP |P 〉〈P | = 1 ,
∫
dX |X 〉〈X | = 1 . (56)
The dependence on the mass m is suppressed in the bras and kets. The ex-
plicit covariant representation of the momentum delta function is given [11, 14]
according to
δ(P − P ′) = (2π)3 2p0 δ3(p − p′) , (57)
where p0 =
√
p2 +m2 is fixed by the mass shell condition. The integration over
dP corresponds to ∫
dP =
∫
d3p
(2π)3 2p0
, (58)
with d3p = dp1dp2dp3.
Using these representations the abstract completeness and normalization of
Eqs. (55) and (56) are consistent in momentum space. In coordinate space the
situation is more complicated. For the unity expressed in terms of bras and kets
one can define ∫
dX |X 〉〈X | =
∫
d3x |X 〉
↔
P 0 〈X | , (59)
where the abbreviation
A
↔
Pµ B = A(PµB)− (PµA)B (60)
has been introduced. To investigate the properties of the delta function in coor-
dinate space the representation of the momentum ket is needed
〈X |P 〉 = exp (−ipµxµ) . (61)
With this expression the covariant delta function can be calculated using the
completeness of the momentum kets
δ(X −X ′) =
∫
dP 〈X |P 〉〈P |X ′ 〉 =
∫
d3p
(2π)3 2p0
exp (−ipµ(xµ − xµ′)) . (62)
The delta function is therefore equivalent to the positive frequency part ∆+(x−x′)
of the invariant function i∆(x− x′) given in Ref. [13]. This reflects the fact that
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these considerations are restricted to positive energy states. The action of the
delta function applied to the state 〈X |P 〉 is as follows∫
dXδ(X ′ −X)〈X |P 〉 =
∫
dP ′
∫
dX 〈X ′ |P ′ 〉〈P ′ |X 〉〈X |P 〉
=
∫
d3p′
(2π)3 2p0′
∫
d3x e−ip
′
µ(x
µ′−xµ)
↔
P 0 e−ipµx
µ
= 〈X ′ |P 〉 .(63)
This shows that the explicit representations are consistent with the abstract com-
pleteness given in Eq. (56).
Using the relations given above one can transform a momentum dependent
function ψ(p) = 〈P |ψ 〉, which is given on the mass shell, into the coordinate
space according to
ψ(x) =
∫
d3p
(2π)3 2p0
e−ipµx
µ
ψ(p) , (64)
whereas in the opposite direction the transformation has the form
ψ(p) =
∫
d3xeipµx
µ
(p0 + i∂0)ψ(x) . (65)
In the next sections the notation presented here will be applied e.g. in the second
quantization of the electron field on the equal-time plane.
5.3. The Pauli-Lubanski vector and spin operators
To show that the plane wave states derived in the first part of this section
correspond to an irreducible representation of the Poincare´ group, the connection
of these states with the second Casimir operator, the Pauli-Lubanski vector, will
be investigated. Since the spin s = 12 representation is considered, the spin
angular momentum operators of Eq. (29) will be used for the definition of the
Pauli-Lubanski vector
W µ =
1
2
ǫµρσνSρσPν = S˜
µνPν , (66)
where S˜µν is the dual tensor of the relativistic angular momentum tensor. It is
interesting that the dual tensor can also be calculated using the relation S˜µν =
−ijSµν , which can be derived from Eqs. (40) and (41). In the notation of Eq. (7)
the Pauli-Lubanski vector has the form
W = −J · P − j(JP 0 +K × P ) , (67)
where in the expression J = J iσi the Pauli matrices in J
i = σi/2 are coordinates
of the Pauli matrices σi in the basis.
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With the Pauli-Lubanski vector the relativistic spin operators can be defined,
where the investigation follows the methods given in [15, 16]. One chooses a set
of four orthogonal vectors n(ν) satisfying the relation
n(µ)ρ n
ρ(ν) = gµν . (68)
Using these vectors the spin operators are defined according to
Si =
1
m
Wµn
µ(i) . (69)
If the plane wave states derived in the first part of this section shall be eigenstates
of the spin operators, a particular set of orthogonal vectors nµ(ν) = (n0(ν), nk(ν))
has to be introduced
nµ(0) =
(
P 0
m
,
P k
m
)
, nµ(i) =
(
P i
m
, δki +
P kP i
m(P 0 +m)
)
. (70)
In the rest frame, these vectors reduce to the canonical orthogonal system. The
three spin operators can be regarded as the relativistic generalization of the non-
relativistic spin operators. They can be expressed as (S = Siσi)
S =
1
m
(
JP 0 +K × P − (J · P ) P
P 0 +m
)
. (71)
For the relativistic spin operators one finds S2 = s(s + 1) = −WµW µ/m2. The
operators satisfy the commutation relations of the little group SO(3). The third
component of the spin vector can be used to characterize the polarization.
The spin operators were constructed in that way, that they coincide with
boosted generators J i, where the boost matrices are acting on the coordinates of
J = J iσi
Si = BJ iB¯ . (72)
As well as in the derivation of the plane wave states, the boost parameters in
B have to be identified with the rapidity of the state vector. From the above
equation follows that under arbitrary Lorentz transformations the spin operators
have to transform according to
Si 7→ Si′ = LSiL¯ , (73)
where L corresponds to the Lorentz tranformation matrix given in Eq. (26). From
Eq. (72) one can deduce that it is sufficient to define the spin in the rest frame
of the state, according to the non-relativistic description with the non-relativistic
spin operators J i = σi/2, whereas the boost operators Ki = ijJ i are not used to
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characterize the single-particle state. Vector products of the form AB¯, with two
arbitrary vectors A and B, transform in the same way as the spin operators
(AB¯) 7→ (AB¯)′ = L(AB¯)L¯ . (74)
Therefore, PP¯ was chosen as the differential operator of the quantum wave equa-
tion. This guarantees that the operator, which is acting between two spinor
functions, shows the correct transformation property.
Now, the properties of the positive energy states can be summarized. The plane
wave states for positive energies are eigenstates of the four operators {PµPµ, Pµ,WµW µ, S3}
and satisfy the relations
PµP
µ |+ λP 〉 =m2 |+ λP 〉 ,
Pµ |+ λP 〉 = pµ |+ λP 〉 ,
WµW
µ |+ λP 〉 = −m2s(s+ 1) |+ λP 〉 , (75)
S3 |+ λP 〉 = λ |+ λP 〉 .
Together with the negative energy states one finds the following normalization
〈 q λP | q′λ′P ′〉 = δqq′ δλλ′ δ(P − P ′) (76)
and completeness
∑
λ
∫
dP |+ λP 〉〈+λP | = 1 ,
∑
λ
∫
dP | − λP 〉〈−λP | = 1 , (77)
where the completeness is restricted to the subspaces of positive and negative
energy, respectively. With these states the solution of the quantum wave equation
ψ(x) can be expressed as the following plane wave expansion
ψ(x) =
∑
λ
∫
dP (〈X |+ λP 〉〈+λP |ψ 〉+ 〈X | − λP 〉〈−λP |ψ 〉)
=
∑
λ
∫
d3p
(2π)32p0
(
u(p, λ)e−ipµx
µ
b(p, λ) + v(p, λ)eipµx
µ
d¯(p, λ)
)
. (78)
At this point the solution is understood as an expansion of a single particle wave
function.
6. Variational principle and current conservation
A second order differential equation is expected to be unsuitable for the de-
scription of fermionic quantum fields. Therefore, some quantum field theoretical
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aspects will be investigated in the next two sections. In this section a Lagrangian
for a free non-interacting theory will be introduced which leads to the quantum
wave equation using standard variational techniques. The Lagrange equations,
currents, and conserved quantities will be derived.
The initial point of this investigation is a Lagrangian of the form
L(x) = ψ¯(x)PP¯ψ(x)−m2ψ¯(x)ψ(x) , (79)
where both momentum vectors are acting to the right side. The Lagrangian has
the property of being invariant under hermitian including hyperbolic conjuga-
tion, i.e. L(x) = L¯(x). Note, that the wave functions are two-component spinor
functions and a product of two spinorfunction ψ¯ψ ≡ ψ¯iψi implies a contraction
of the two-component field functions. The same convention is used in expressions
like the following
∂L
∂(∂µψ)
δ(∂µψ) ≡ ∂L
∂(∂µψi)
δ(∂µψi) . (80)
The equations of motion, currents, and conserved quantities can be derived as
usual from a variational principle which is applied to the action. The investigation
presented here follows the common treatment of this topic, which can be found
e.g. in Ref. [14]. Therefore, only the main points shall be discussed briefly. The
action is defined as
S =
∫
d4xL(x) , (81)
where d4x = dx0dx1dx2dx3. L(x) is a function of L(ψ, ψ¯, ∂µψ, ∂µψ¯, xµ). The
variation of this Lagrangian is then given by
δL = ∂L
∂ψ
δψ +
∂L
∂(∂µψ)
δ(∂µψ) + δψ¯
∂L
∂ψ¯
+ δ(∂µψ¯)
∂L
∂(∂µψ¯)
+ (∂µL)δxµ , (82)
where the variation of the coordinates and the variation of the wave function is
defined as
xµ 7→ x′µ = xµ + δxµ ,
ψ(x) 7→ ψ′(x) = ψ(x) + δψ(x) . (83)
Both variations vanish on a boundary ∂R. Using δL the variation of the action
δS can be calculated. Applying the principle of least action, δS = 0, to this
expression one obtains the Lagrange equations
∂L
∂ψ
− ∂µ ∂L
∂(∂µψ)
= 0 ,
∂L
∂ψ¯
− ∂µ ∂L
∂(∂µψ¯)
= 0 . (84)
From the surface terms of δS one can derive the conserved current, which has
the form
Jµ =
∂L
∂(∂µψ)
∆ψ +∆ψ¯
∂L
∂(∂µψ¯)
− θµνδxν . (85)
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∆ψ corresponds to the total variaton ψ′(x′) = ψ(x)+∆ψ(x) and θµν denotes the
energy momentum tensor defined as
θµν =
∂L
∂(∂µψ)
(∂νψ) + (∂ν ψ¯)
∂L
∂(∂µψ¯)
− gµνL . (86)
The quantum wave equation can now be derived with the help of the Lagrange
equations (84), where it is useful to rewrite the Lagrangian in analogy to Eq. (38)
to separate the dynamical variables from the basis matrices.
The currents for global phase transformations and translations can be cal-
culated with the definition of the current given in Eq. (85). A global phase
transformation of the wave function is expressed as
ψ(x) 7→ ψ′(x) = e−iΛψ(x) . (87)
This leads to the total field variations
∆ψ = −iΛψ , ∆ψ¯ = iψ¯Λ (88)
and to δxν = 0. Using the relation PP¯ = PµP
µ the current can be calculated as
Jµ(x) = ψ¯(x)
↔
Pµ ψ(x) . (89)
The following sections will show that if interactions are considered the spin struc-
ture becomes important and the appropriate expression for the current will be
more complicated.
With the formalism developed in Section 5.2 one can relate the charge, defined
on the equal-time plane, with a scalar product in the relativistic Hilbert space
〈ψ |φ 〉 =
∫
dX 〈ψ |X 〉〈X |φ 〉 =
∫
d3x ψ¯(x)
↔
P 0 φ(x) . (90)
This yields the relation
Q = 〈ψ |ψ 〉 =
∫
dX 〈ψ |X 〉〈X |ψ 〉 =
∫
d3xJ0(x) . (91)
The four-momentum of a classical field configuration is related to the transla-
tions, which are characterized by the following variations
δxµ = ǫµ , ∆ψ = 0 . (92)
The conserved current corresponds to the energy-momentum tensor, which has
in the case of free electrons the structure
θµν(x) = −(Pµψ¯(x))(P νψ(x))− (P ν ψ¯(x))(Pµψ(x))− gµνL(x) , (93)
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where θµν = θ¯µν = θνµ. With this expression one can define the four-momentum
of the field configuration according to
Pµ =
∫
d3x θ0µ(x) . (94)
A certain amount of energy is able to create electron-positron pairs, i.e. to bring
an electron from a negative energy state to a positive energy state. The negative
energy spectrum, which is naturally included in a relativistic treatment of physics,
has the consequence that a relativistic quantum theory can only be constructed
within a many-particle framework. One possibility to go in this direction is
to quantize the fields, i.e. to consider them as operator valued quantum fields
which are acting between many-particle states. This procedure is called second
quantization and will be performed in the next section.
7. Canonical quantization of free electrons
In contrast to common belief the canonical quantization is straightforward
in a theory of non-interacting electrons based on the Klein-Gordon equation.
The standard techniques of the canonical quantization [13] and the partial wave
expansion derived in the foregoing sections will be used to demonstrate this.
The Lagrangian given in Eq. (79) is equivalent to the Lagrangian of the Klein-
Gordon equation
L = ψ¯(x)PµPµψ(x)−m2ψ¯(x)ψ(x) . (95)
For the second quantization the conjugated momentum will be introduced as
usual
π(x) =
∂L
∂(∂0ψ(x))
= ∂0ψ¯(x) . (96)
The field quantization follows from implying equal-time anticommutation rela-
tions on the field variables
{ψi (x), πj(y)}
∣∣∣
x0=y0
= +iδijδ
3(x− y) , (97)
{ψ¯i(x), π¯j(y)}
∣∣
x0=y0
= −iδijδ3(x− y) .
Subscripts where introduced to indicate the two-component structure of the fields.
One can show that these relations are leading to the Heisenberg equations of
motion
[Pˆµ, ψ(x)] = −i∂µψ(x) , [Pˆµ, ψ¯(x)] = −i∂µψ¯(x) , (98)
where the momentum of the field configuration Pµ given in Eq. (94) has been
changed to a many-particle operator Pˆµ including the operator valued fields ψ(x)
and ψ¯(x).
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From the plane wave expansion of ψ given in Eq. (78) one can project out the
amplitudes b(P, λ) and d(P, λ) according to
b(p, λ) ≡ 〈+λP |ψ 〉 =
∫
dX 〈+λP |X 〉〈X |ψ 〉
≡
∫
d3x eipµx
µ
u¯(p, λ)
↔
P 0 ψ(x) ,
d(p, λ) ≡ 〈ψ | − λP 〉 =
∫
dX 〈ψ |X 〉〈X | − λP 〉
≡
∫
d3x ψ¯(x)
↔
P 0 v(p, λ)eipµx
µ
. (99)
The two-component spinor functions u¯(p, λ) and ψ(x) have to be contracted
according to the convention introduced in the last section. Using the anticom-
mutation relations for the fermion fields one can derive the anticommutators
{b(p, λ), b¯(p′, λ′)} = {d(p, λ), d¯(p′, λ′)} = δλλ′ δ(P − P ′) . (100)
The many-particle operators Qˆ and Pˆµ given in Eqs. (91) and (94) can be ex-
pressed in terms of the operator valued amplitudes b(P, λ) and d(P, λ) according
to
Qˆ =
∫
d3x : J0(x) :
=
∑
λ
∫
dP (b¯(p, λ)b(p, λ) − d¯(p, λ)d(p, λ)) (101)
and
Pˆµ =
∫
d3x : θ0µ(x) :
=
∑
λ
∫
dP pµ (b¯(p, λ)b(p, λ) + d¯(p, λ)d(p, λ)) . (102)
The Feynman propagator, which is defined as the time ordered vacuum ex-
pectation value of the field operators, can be calculated with the results of the
preceding equations. Adding a small imaginary part to the denominator one finds
iSF (x, y )ij = 〈 0 |T (ψi(x) ψ¯j(y)) | 0 〉 (103)
= iδij
∫
d4p
(2π)4
e−ipµ(x
µ−yµ)
pµpµ −m2 + iǫ ,
where the p0 components in the integrand are not fixed by the mass shell condi-
tion, i.e. p0 6=
√
p2 +m2. From the above expression follows that the differential
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operator of the quantum wave equation acting on the Feynman propagator is
equal to the four-dimensional delta function
(PP¯ −m2)SF (x, y) = δ4(x− y) , (104)
where the matrix indices are not indicated.
The consistence of the above equations is not self-evident if one uses anticom-
muting fields. The key point, which is responsible for these results, is the negative
normalization and completeness of the antiparticle spinors given in Eqs. (50) and
(52). The negative normalization is also part of the Dirac theory. It is therefore
essentially the same mechanism which provides a consistent treatment of second
quantization in the formalism presented in this paper.
The main intention of this brief discussion was to show that a second order
differential equation for fermions is in accordance with basic quantum field the-
oretical considerations. In the following, the fields will be considered again as
single-particle wave functions.
8. Charged massless fermions
In the preceding sections massive electrons have been studied. With regard
to the discussion of photons, the m2 = 0 representation of the Poincare´ group
will be investigated in the following. The discussion is restricted to charged
fermions, i.e. one can expect that electrons at very high energy can be described
by these states. Furthermore, the free non-interacting electron field may obey
this equation. The quantum wave equation for massless fermions has the form
PP¯ψ(x) = 0 . (105)
Again, the spinor will be defined within the little group of a standard vector.
Since massless particles are moving with the velocity of light they have no rest
frame. Therefore, the standard frame will be defined as the system in which the
momentum is directed along the polarization axis. If the particle is polarized
along the z-axis the positive-energy standard vector is given as
pµt = (|p3|, 0, 0, h|p3|) , (106)
where h = p3/|p3| denotes the helicity of the particle.
To obtain an arbitrary momentum vector pµ one has to boost perpendicular
to the z-axis
pµ = (|p3| cosh ξ, |p3|n1 sinh ξ, |p3|n2 sinh ξ, h|p3|) . (107)
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The unit vector ni⊥ = (n
1, n2, 0) characterizes the direction of the boost. With
the perpendicular momentum vector pi⊥ = (p
1, p2, 0) the rapidity is defined by
the relation
tanh ξ =
p⊥
p0
, (108)
where p⊥ = |p⊥|. Using ξ = n⊥ξ the boost can be written again in the form
B = exp (jξ/2). The components of the Pauli-Lubanski vector in the standard
frame of Eq. (106) are
W 0 = −h|P3|J3 ,
W 1 = −|P 3|(J1 + hK2) , (109)
W 2 = −|P 3|(J2 − hK1) ,
W 3 = −|P 3|J3 .
The operators W 0 and W 3 are linear dependent and will be represented in the
following by J3. The three generators J3, W 1 and W 2 satisfy the Lie algebra of
the Euklidean group in two dimensions
[J3 ,W 1] = iW 2 , [J3 ,W 2] = −iW 1 , [W 1,W 2] = 0 , (110)
which defines the little group of the m2 = 0 representation. To derive the above
equations the angular momentum operators have to be defined with the orbital
angular momentum operators of Eq. (32).
For the definition of the spin one has to insert the generators J i = σi/2 and
Ki = ijσi/2 into Eq. (109). Then one finds in the standard frame and therefore
in all frames
WµW
µ = 0 , (111)
i.e. the spin is given in the degenerate spin s = 0 representation of E2. The basis
vectors are chosen as eigenvectors of J3 with the eigenvalues λ = ±12 . Therefore,
one can adopt Def. (43) with the Pauli spinor |λ〉 and the standard momentum
pµt of Eq. (106). A general basis vector is obtained using Eq. (44) with the boost
parameters defined above. This leads to the spinor
u(p, λ) =
√
p0 + |p3|
2|p3|
(
1 +
jp⊥
p0 + |p3|
)
χλ . (112)
The antiparticle spinor is obtained as in Eq. (49), i.e. the above expression is
multiplied by the hyperbolic unit j. This ensures that the second quantization for
charged anticommuting fields can be performed consistently due to the negative
normalization of the spinor
v(p, λ) =
√
p0 + |p3|
2|p3|
(
p⊥
p0 + |p3| + j
)
χλ . (113)
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The transformation properties of the basis vectors are the same as in Eq. (53).
It remains to define the spin operator. A set of four orthogonal vectors nµ(ν) =
(n0(ν), nk(ν)) can be introduced
nµ(0) =
(
P 0
|P 3| ,
P k⊥
|P 3|
)
, nµ(i) =
(
P i⊥
|P 3| , δ
ki +
P k⊥P
i
⊥
|P 3|(P 0 + |P 3|)
)
. (114)
For the degenerate representation of E2 one operator is sufficient to characterize
the state vectors [11]. This operator is chosen as follows
S3 =
1
|P 3|Wµ n
µ(3) . (115)
The spin operator corresponds again to a boosted generator J3. Explicitly written
one finds
S3 =
1
|P 3|(J
3P 0 +K1P 2 −K2P 1) . (116)
The results can be summarized now. If one uses the notation | + λP 〉 =
|u(p, λ)P 〉 the particle kets are characterized by the operators {PµPµ, Pµ,WµW µ, S3}
and satisfy the relations
PµP
µ |+ λP 〉 = 0 ,
Pµ |+ λP 〉 = pµ |+ λP 〉 ,
WµW
µ |+ λP 〉 = 0 , (117)
S3 |+ λP 〉 = λ |+ λP 〉 .
The plane wave expansion is formally equivalent to Eq. (78), but the spinors
u(p, λ) and v(p, λ) have to be replaced with the specific m2 = 0 form given in
Eqs. (112) and (113). The states could also be characterized by the helicity,
whereas in the description presented here the helicity is fixed and the two polar-
izations are used to characterize the two possible states. Changing the chosen
helicity leads to an interchange of the two polarizations.
9. The quantum wave equation for photons
The motivation for this work was the question whether one can find a dif-
ferential operator which forms the basis for the description of the fundamental
fermion field as well as for the corresponding gauge field, i.e. whether there exists
an universal equation of the form
Dφ(x) = m2φφ(x) , (118)
where D is a suitable differential operator, φ(x) denotes the considered quantum
field, and m2φ ≥ 0 corresponds to the mass of the particle. This means, for
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fundamental particles the information about the particle spin should be included
only in the field φ(x) and not in the differential operator of the wave equation.
In quantum electrodynamics, i.e. more precisely φ(x) ∈ {ψ(x), A(x)}, this uni-
fication is possible, where D = PP¯ has to be chosen as the underlying differential
operator. It will be shown that the Maxwell equations can be derived starting
from this unified wave equation. For free photon fields one therefore begins with
PP¯A(x) = 0 , (119)
where A(x) = A0(x)+ jA(x) is a vector field and m2A = 0. With the electromag-
netic fields
Ei(x) = −∂0Ai(x)− ∂iA0(x) , Bi(x) = ǫijk∂jAk(x) , (120)
one can show that Eq. (119) can be expressed in terms of these fields according
to
PP¯A(x) = −∇ ·E(x)− ∂0C(x)
+ij∇ ·B(x) (121)
−j(∇×B(x)− ∂0E(x)−∇C(x))
−i(∇×E(x) + ∂0B(x)) = 0 .
The calculation has to be done in a specific order. In the first step the expression
P¯A(x) has to be evaluated. In the second step the operator P is acting on the
electromagnetic fields. Calculating PP¯ = PµP
µ is leading to the classical wave
equation for the vector potential.
In the quantum wave equation the four homogeneous Maxwell equations are
included. The straightforward derivation provides two additional terms including
the field
C(x) = ∂µA
µ(x) . (122)
In the Lorentz gauge this term vanishes and the correct form of the Maxwell equa-
tions is restored. This indicates that the gauge should not be chosen arbitrary,
i.e. the vector potential should be perpendicular to the momentum operator in
the relativistic sense
PµA
µ(x) = 0 . (123)
Otherwise, the six-component tensor structure of the electromagnetic field would
be modified and extended to a seventh component, which can not be incorporated
into an antisymmetric second rank tensor.
In this formalism gauge invariance is not satisfied as naturally as in the conven-
tional formulation of the Maxwell equations based on the antisymmetric tensor
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Fµν . The gauge transformation of the vector potential A(x) = Aµ(x)σµ is given
as usual according to
A(x) 7→ A′(x) = A(x) + 1
e
∇Λ(x) , (124)
where Λ(x) is a scalar field. From the electromagnetic fields E and B one knows
that they are invariant under this transformation. Comparing with Eq. (121) one
observes that it is only the field C(x) which is required to be invariant. Since
this term is supposed to be zero and the gauge condition should not be modified
by the gauge transformation the scalar field has to fulfil the relation
PP¯Λ(x) = 0 . (125)
Therefore, gauge invariance is achieved in the present formalism by restricting
on a certain class of gauge functions Λ(x).
10. Photon plane wave states
In this section a plane wave expansion for free photon fields will be derived,
where the techniques developed for massless fermions will be applied. The trans-
formation properties of the vector components Aµ(x) can be understood in terms
of 4× 4 transformation matrices acting on four-component vectors
Xµ 7→ Xµ′ = (L)µν Xν ,
L = exp (−i(J · θ +K · ξ)) . (126)
For the generators J i and Ki only the third components are displayed
(J3)µν =


0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0

 , (K3)µν =


0 0 0 i
0 0 0 0
0 0 0 0
i 0 0 0

 . (127)
Now, one can use essentially the results of Section 8. The standard frame is again
given as the system in which the momentum is directed along the polarization
axis. The Pauli-Lubanski vector in the standard frame is given by Eq. (109),
where the generators now have to be replaced by the generators of Eq. (126).
One can construct two eigenstates |λ〉 of J3 with the eigenvalues λ = ±1
|±〉 = eµ± σµ =
∓ eµ1 − ieµ2√
2
σµ . (128)
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These vectors are eigenstates of J3, i.e. (J3)µνeνλ = λ e
µ
λ. e
µ
1 and e
µ
2 are unit
vectors along the x- and y-axis. In the standard frame the eigenstates satisfy the
relation
WµW
µ|λ〉 = (WµW µ)αβ eβλ σα = 0. (129)
The basis vectors of the irreducible representation are defined according to Eq. (43)
and boosted perpendicular to the polarization axis to the system, where the state
is described by the momentum P
D(B)|λPt 〉 = ((B)µνeνλ)σµ |BPtB† 〉 . (130)
Introducing the abbreviation eµ(p, λ) = (B)µν eνλ the polarization vectors are
given as
eµ(p, λ) =
(
pλ
|p3| , e
i
λ +
pi⊥p
λ
|p3|(p0 + |p3|)
)
, (131)
where p± = (∓p1 − ip2)/√2. The transformation rules for the plane wave states
are
D(L) | e(p, λ)P 〉 = ((L)µνeν(p, λ))σµ |LPL† 〉 , (132)
D(T ) | e(p, λ)P 〉 = eµ(p, λ)σµ exp (−ipµaµ)|P 〉 .
The plane wave states can be written in the notation
|+ λP 〉 = | e(p, λ)P 〉 , | − λP 〉 = | e∗(p, λ) −P 〉 . (133)
The spin operator S3 is defined as in Eq. (115) with the appropriate generators for
J i and Ki. The defining relations for the states are formal identical to Eq. (117)
except the different eigenvalues for the polarization. For photons one finds λ =
±1.
The plane wave expansion for the free photon field is given by
A(x) =
∑
λ
∫
dP (〈X |+ λP 〉〈+λP |A 〉+ 〈X | − λP 〉〈−λP |A 〉) (134)
=
∑
λ
∫
d3p
(2π)32p0
(
eµ(p, λ)e−ipµx
µ
a(p, λ) + eµ ∗(p, λ)eipµx
µ
a¯(p, λ)
)
σµ .
The components of the electromagnetic fields can be obtained from A(x) =
Aµ(x)σµ. Since the solution of the quantum wave equation is expanded in terms
of the physical photon states, which are defined by the representations of the
Poincare´ group, the Lorentz gauge condition is satisfied. Therefore, the C(x)
contributions discussed in the last section vanish and the original form of the
Maxwell equations is restored.
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11. Interactions
As well as in the Dirac theory the Lagrange function of the new formalism
should be invariant under local gauge transformations. This has the consequence
that a gauge field, which is identified with the photon field, has to be introduced
by a substitution of the momentum operators. The free theory then changes into
a theory which couples the electron and photon fields in the interaction terms of
the Lagrangian.
The gauge field is introduced by replacing the momentum operators according
to
Pµ 7→ Pµ − eAµ(x) , (135)
where the charge e < 0 corresponds to the negative charge of the electron. This
minimal substitution of the momentum operators in the Lagrangian of Eq. (79)
is leading to
L(x) = ψ¯(x)(P − eA(x))(P¯ − eA¯(x))ψ(x)
−m2ψ¯(x)ψ(x) + 1
2
Tr
(
A¯(x)PP¯A(x)
)
, (136)
where an additional term for the photon field has been added to the Lagrangian.
The Lagrangian (136) is comparable to the QED Lagrangian for scalar particles
since a seagull term appears which is not present in the Dirac theory. If the gauge
field transforms according to Eq. (124), and Eq. (125) is satisfied, this Lagrangian
is invariant under a local gauge transformation of the form
ψ(x) 7→ ψ′(x) = e−iΛ(x)ψ(x) . (137)
Starting from the above Lagrangian the equation of motion for the fermion field
can be calculated using Eq. (84)
(P − eA(x))(P¯ − eA¯(x))ψ(x) = m2ψ(x) . (138)
For the calculation one should separate the basis matrices from the vector compo-
nents. The σµσ¯ν-terms, which are included in the Lagrangian, are given explicitly
in Eqs. (39) and (40).
In the same way the equation of motion for the photons can be derived with
the Lagrange equation
∂L
∂Aµ
− ∂ν ∂L
∂(∂νAµ)
= 0 . (139)
This Lagrange equation has been simply adopted from the Maxwell theory. As
well as in the description of the electron field the spin matrices are considered as
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basis vectors which have no further effect on the dynamical variables. Using the
above equation a straightforward calculation is leading to
PP¯A(x) = −J(x) . (140)
The current J(x) = Jµ(x)σµ includes the photon field and the spin matrices σµσ¯ν
between the spinor functions. Using Eq. (39) one can separate the current into a
spin dependent and a spin independent contribution
Jµ(x) = Iµ(x) +Kµ(x), (141)
where the contribution Iµ(x) is identical to the electromagnetic current for scalar
particles except that two-component spinor functions are used
Iµ(x) = −e ψ¯(x)(
→
Pµ− eAµ(x))ψ(x) + e ψ¯(x)(
←
Pµ+ eAµ(x))ψ(x) . (142)
The spin dependent part can be expressed with the spin operators σµν , which are
related to the generators of the covering group of SO(3, 1) according to Eq. (41)
Kµ(x) = −ie ψ¯(x)(
→
Pν− eAν(x))σνµψ(x) + ie ψ¯(x)σµν(
←
Pν+ eAν(x))ψ(x) . (143)
It is the current given in Eq. (141) which is conserved when the electromagnetic
field is present.
Comparing Eq. (140) with the Maxwell equations (121) one finds, assuming
C(x) = 0, that the inhomogeneous terms are given in the correct form. Eqs. (138)
and (140) are the new equations of motion of quantum electrodynamics. These
equations are very complicated coupled differential equations and they can be
solved only in a suitable approximation scheme. To show that these equations
provide a reasonable basis for calculating electromagnetic processes, the connec-
tion of the electron wave equation (138) with the Dirac equation will be outlined
in the following.
12. Quantum wave equation and Dirac equation
The Dirac theory is able to explain experimental data with highest accuracy.
The quantum wave equation should therefore be in agreement with the Dirac
equation. One can show that in the case of electromagnetical interactions the
differential operator of the quantum wave equation is equivalent to the quadratic
form of the Dirac differential operator, from which one knows that the energy
spectrum of hydrogen like systems is exactly the same as for the Dirac equation
[17, 18].
To show this relationship, the quantum wave equation (138) will be considered
in detail. A short calculation is leading to(
(P 0 − eA0)2 − (P − eA)2 − j[P 0 − eA0,P − eA]−m2)ψ(x) = 0 , (144)
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where the mass term is now on the left side of the equation. The second term of
the equation still includes the Pauli matrices. One can evaluate this expression
according to
(P − eA)2 = (P − eA) · (P − eA)− eB , (145)
where one should compare the notation with Eq. (25). B corresponds to the
magnetic field given in Eq. (120). The commutator, which is proportional to the
hyperbolic unit, can be calculated according to
[P 0 − eA0,P − eA] = ieE , (146)
with the electric field E. Inserting these results into Eq. (144) gives(
(P − eA)µ(P − eA)µ − eEi ijσi + eBiσi −m2
)
ψ(x) = 0 . (147)
Here, the Pauli matrices σi are written explicitly for a better comparision with the
Dirac equation. It is possible to express Eq. (147) completely in the relativistic
tensor formalism if Pauli matrices and electromagnetic fields are expressed with
the antisymmetric tensor σµν given in Eq. (40) and F
µν = ∂µAν − ∂νAµ(
(P − eA)µ(P − eA)µ − e
2
σµνF
µν −m2
)
ψ(x) = 0 . (148)
This equation is formal identical to the quadratic form of the Dirac equation
[17], which can be derived with the Dirac formalism. The Dirac equation is given
by
(γµP
µ − eγµAµ(x)−m)ψ(x) = 0 (149)
with the Dirac matrices γµ. The quadratic form can be found if one multiplies
the Dirac equation by the operator γµP
µ − eγµAµ(x) +m. This yields
((γµP
µ − eγµAµ)2 −m2)ψ(x) =
((P − eA)µ(P − eA)µ − i
2
σµν [P
µ − eAµ, P ν − eAν ]−m2)ψ(x) =
((P − eA)µ(P − eA)µ − e
2
σµνF
µν −m2)ψ(x) = 0 . (150)
The two wave equations of Eqs. (148) and (150) have the same form. How-
ever, there are two differences: The first difference is given in the structure of
the spinors ψ(x). In the case of the quantum wave equation ψ(x) has a two-
component structure, whereas in the Dirac equation ψ(x) corresponds to a four-
component spinor
Quantumwave equation : ψ(x) = ϕ(x) + jχ(x) ,
Dirac equation : ψ(x) =
(
ϕ(x)
χ(x)
)
. (151)
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The other difference is the spin tensor σµν . In the Dirac theory this term is
defined according to σµν = i/2 [γµ, γν ]. With this tensor one is able to express
Eq. (150) according to(
(P − eA)µ(P − eA)µ − eEiiαi + eBiσi −m2
)
ψ(x) = 0 . (152)
Comparing this equation with Eq. (147) one observes that in both cases the
term including the electric field is the only term which couples the upper and the
lower component of the spinor. In the quantum wave equation the coupling term
is proportional to jσi, in the quadratic Dirac equation the term corresponds to
αi = γ0γi = γ5σi. One can show, using the Dirac representation of γ5, that j and
γ5 have the same effect on the spinor, an interchange between upper and lower
components
Quantumwave equation : jψ(x ) = χ(x) + jϕ(x) , (153)
Dirac equation : γ5ψ(x) =
(
0 1
1 0
)(
ϕ(x)
χ(x)
)
=
(
χ(x)
ϕ(x)
)
.
One therefore finds in both cases the same two coupled differential equations. In
the quantum wave equation the terms proportional to the hyperbolic unit be-
long to one differential equation, the other terms to the second equation. In the
quadratic Dirac equation the differential equations are separated by the compo-
nent structure.
13. Summary and Conclusions
In this work a new formulation of quantum electrodynamics was presented.
The motivation for the investigation was the assumption that fundamental free
quantum fields should be described by a unified differential operator, which does
not depend on any particle properties. In the case of electrons and photons it
was shown that, concerning the spin structure, this unification is possible. The
wave equation constructed with this differential operator has been denoted by
quantum wave equation. It is leading to the same coupled differential equations
for electrons as the quadratic form of the Dirac equation. Furthermore, the
quantum wave equation for photons is equivalent to the four Maxwell equations.
These results can be obtained if the basis vectors of the relativistic vector co-
ordinates are represented by a relativistic matrix algebra which includes the unit
matrix and the Pauli matrices multiplicated by the hyperbolic unit. Relativistic
vectors based on this matrix algebra were investigated. Their behaviour under
Lorentz transformations was studied and a relativistic spin group was constructed
in analogy to the non-relativistic treatment. The quantum wave equation for pho-
tons shows that vector fields appear in combination with the same matrix algebra.
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Therefore, it seems to be a general property of quantum physics that vector co-
ordinates have to be considered together with the corresponding algebra for the
basis vectors.
It was shown that the differential operator of the quantum wave equation
transforms like a spin operator. However, for a non-interacting system the spin
structure of the differential operator is not important and the operator is reduced
to the mass operator of the Poincare´ group. Therefore, the properties of the free
electron field have been investigated within this group and the plane wave rep-
resentation was generated explicitly. It was shown that a boosted Pauli matrix
can be related to the Pauli-Lubanski vector. This offers the possibility to define
the spin in analogy to the non-relativistic treatment. Former problems in the
second quantization of anticommuting Klein-Gordon fields disappear if the nega-
tive energy contribution is multiplicated by the hyperbolic unit. A free massless
charged fermion field has been investigated, where the plane wave expansion of
the field can be constructed in analogy to the massive electron field.
The quantum wave equation for photons is leading to the Maxwell equations
including two additional terms. These terms vanish in the Lorentz gauge. A plane
wave expansion for the photon field was derived, which removes the additional
terms and stays in close analogy to the description of the electrons.
Though the spin structure is not important in a non-interacting system, the
inclusion of interactions requires the given form of the quantum wave equation.
A new Lagrange function of quantum electrodynamics can be constructed using
the concept of minimal substitution. The equations of motion for the electron
and photon fields were derived and the relation of the electron equation to the
quadratic form of the Dirac equation was shown. The equation of motion for
the photons is equivalent to the inhomogeneous Maxwell equations. Since the
new formalism can be related with the Dirac and the Maxwell equations one can
expect that explicit calculations of observables will lead to results which should
be close to the results of the conventional formalism.
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