Abstract. Let d be a fixed integer, and let W be any d-dimensional linear subspace of R n . There then exists a subset I of the n coordinates {1, 2, . . . , n} of R n of cardinality at least ( 
Introduction. Approximation in the L
1 -norm from linear subspaces has various distinct properties. One such feature is concerned with the identification of large sets of functions for which the zero function is always a best approximant from the linear subspace. Let us explain this property in the particular case of R n . Let W be a d-dimensional subspace of R n equipped with the Let I ⊆ {1, . . . , n}, and let supp x = {i : x i = 0}. It easily follows from the above characterization of a best approximant that the 0 vector is a best n 1 -approximant to x from W for all x ∈ R n with supp x ⊆ I if and only if 
Proof. Let r = [n/(d + 1)]. We divide the n indices {1, . . . , n} into r groups of d+1 distinct indices and discard whatever might be left over. Since W is a subspace of dimension d, for each given group of indices J = {j 1 , . . . , j d+1 } there exists a nonzero a ∈ R n of unit n ∞ norm such that a i = 0 for all i / ∈ J, and a, w = 0 for all w ∈ W . Let j p be such that 1 = |a jp | ≥ |a j k |, k = 1, . . . , d + 1. Thus we have
The main result in this paper is the following improvement of this bound. 
By an analogous argument, Theorem 2 follows from Theorem 1.
Proof of Theorem 2.
We begin with the following simple lemma. 
Proof. Without loss of generality let us assume that the vectors in P span
Indeed, assume to the contrary that x ∈ P and x = c 1 x
Note that Lemma 1 is an improved form of what is in the proof of Proposition 1.
Proof of Theorem 2. We recall the notion of geometric discrepancy of a family F of subsets of R d with respect to a set of points P . We define disc F to be the minimum number t such that there exists a coloring of the points of P by two colors red and blue in such a way that for every F ∈ F the difference between the number of blue points of P in F and the number of red points of P in F is at most t.
We take F to be the set of all linear half-spaces in R d , and P is our multiset of n points (vectors) in R d . Recall that F has a bounded VC dimension (in fact, d + 1) that depends only upon d. It follows that the disc F with respect to P is sublinear; for example, disc F = O( √ n log n) follows from a random coloring of the points of P (see, for example, [Sp85, Ma99, Ch00] ). In fact, in our case, the tight bound is Ma95] , but we will use only the fact that the bound is sublinear.
Let t denote the maximum discrepancy disc F of F with respect to any set of at most n points in R d , and recall that t = o(n). We now define a subset C of P in the following manner. We will apply Lemma 1 2t times. We start with C = ∅. We then apply Lemma 1 to obtain d vectors
and every x ∈ P . We move these d vectors to C, thus decreasing the size of P by d. From the resulting subset of P we apply Lemma 1 again to obtain d new vectors from this subset that we move to C and so on, altogether 2t times. After we are done we have a set C of cardinality 2dt and a remaining subset P of P of cardinality n − 2td. Lemma 1 guarantees that for every x ∈ P we have
Next we find a coloring of the points of P by two colors red and blue that realizes a geometric discrepancy of at most t with respect to P and the family F . We denote the set of blue points of P by B and the set of red points of P by A. Thus P is the disjoint union of A, B, and C. We will show that the set S = B has the desired property (as
We will use the following technical lemma. 
Proof. Without loss of generality we may assume that the two sequences of numbers are disjoint. Arrange the elements a 1 , . . . , a k , b 1 
Returning to the proof of Theorem 2, let u be any vector in
To prove this let H be the hyperplane orthogonal to u. Let A + ⊂ A be the set of all vectors x ∈ A such that x, u ≥ 0 and let A − = A \ A + . Similarly, let B + ⊂ B be the set of all vectors x ∈ B such that x, u ≥ 0 and let B − = B \ B + . The claim will then follow if we can show that we take r = t in the lemma. Indeed let L be any nonnegative number. The set of vectors x ∈ A + ∪ B + such that x, u ≥ L is exactly the set of points of P inside a half-space bounded by a hyperplane parallel to H, i.e., the intersection of P with some set F ∈ F. By construction we know that the difference between the number of points of A and B in F is at most t. We conclude from Lemma 2 that
In order to complete the proof of Theorem 2, observe that by (2) we have
It now follows from the above result and from (3) that
Some consequences.
There are several interesting ways to generalize Theorem 2. We present here a few of them. These generalizations either follow from Theorem 2 or can be obtained by easy modifications of its proof.
We start with the case in which instead of "dominating" the whole set of points we would like to "dominate" it up to a constant factor and hope that the size of the dominating set will change accordingly.
Theorem 3. Let 0 < c < 1 be a constant, and let P be a set of n arbitrary vectors in R d . Then there exists a subset S of P of size at least (c − o(1))n such that for every vector u ∈ R d we have
Theorem 2 is a special case of this with c = 1 2 . The proof of Theorem 3 is, up to a modification, essentially identical to that of Theorem 2. This outlines this modification.
Put g(n) = 10dn 2/3 (log n) 1/3 . This will serve as the o(n) in Theorem 3. Apply Lemma 1 2g(n) times, and obtain a subset C of P of size 2dg(n) and another subset P = P \ C. The set C has the property that for every u ∈ R d and every x ∈ P we have
Next, when coloring the points of P with the two colors red and blue, we no longer do it so that the standard discrepancy is small. We need a biased coloring of the points of P . We color each point in P blue with probability c, and we color it red otherwise, independently from point to point. Let A denote the set of red points, and let B denote the set of blue points. We need to show that with positive probability every subset Q ⊂ P which is the intersection of P with a half-space satisfies ||Q ∩ B|− c|Q|| ≤ g(n). This is very similar to how one shows an O( √ n log m) discrepancy for a system of m sets on a ground set of n elements, except that here we use, of course, Hoeffding's inequality rather than Chernoff's inequality.
First note that we need to consider only sets Q for which |Q| ≥ g(n). Now, by Hoeffding's inequality [Ho63] , for every > 0 we have
We take = 3 log n n . Therefore,
It follows from the uniform bound and from the fact that there are at most n d possible sets Q (as the VC dimension of half-spaces in R d is d + 1) that with positive probability we obtain the required coloring. It remains to show that the set S = B satisfies the desired property. The remainder of the proof of Theorem 3 continues along the same lines as the proof of Theorem 2. We leave it to the reader to complete the details.
The following is yet another consequence of Theorem 2. In what follows, || · || 2 denotes the Proof. The theorem follows by taking a subset S of P as guaranteed by Theorem 2 and applying Theorem 2 for every unit vector u in V .
Indeed, let D be the set of unit vectors in V . Then for any vector
where c is a constant which depends only on V (in fact, c = D | x 0 , u |du, where x 0 is any fixed vector in D). The result now follows immediately from Theorem 2.
More generally, one can try to extend Theorem 2 to a larger family of functions g : R d → R, rather than just to functions of the form g u (x) = | x, u | for all vectors u ∈ R d . The proof of this next result easily follows along the lines of the proof of Theorem 2, and the set S can be taken to be the same as in Theorem 2.
Proposition 2. Let P be a multiset of n arbitrary vectors in R d . Let g be a nonnegative and increasing function on R + satisfying g(0) = 0 and
for every a, b ∈ R + . Then there exists a subset S of P of size at least (
The above condition holds, for example, for every nonnegative increasing concave function g. There exist nonnegative increasing functions for which the conclusion of the above proposition is not valid. For example, consider the function g(t) which is 0 for all t < 1 and is equal to 1 for all t ≥ 1. Then consider a set P of n distinct points (vectors) on the unit circle in R 2 , no two of which are antipodal. For any choice of the set S take v ∈ S, and let u = v. We have | x, u | < 1 for every
The continuous case.
What happens if we look at the continuous model (that could be considered as taking n to ∞ in Theorem 1)? Does the same result then hold without any error? Unfortunately not. We first start with a positive result (Theorem 5), obtained very simply by dividing the integral appropriately, where we show that we can always approximate the desired property. However, we also prove (Theorem 6) that if the finite-dimensional subspace contains the quadratic polynomials, then we can never get rid of the arbitrarily small "error" that appears below in this next result. On the other hand, for many 2-dimensional subspaces (Proposition 3) we can and do obtain exactness. 
Summing over i and since M |f | = 1, we obtain
This implies that K |f | < M\K |f |. We now prove that it is in general impossible to rid ourselves of the unwanted . We first claim that for every f ∈ W we necessarily have
To see this take f ∈ W , and let g + = C + f , where C is any constant such that g + ≥ 0. As g + ∈ W , we have
Since K has measure As g < 0 for x ∈ M \ J, we therefore conclude that |g|.
Inequalities (6) and (7) imply that
|g|, contradicting our assumption. The converse to Theorem 6 can hold for many 2-dimensional subspaces, as shown by this next result.
