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We consider in this paper functional differential equations of delay type in 
which the interval of delay is [0, t], t > 0. In particular, we include integro- 
dilferential equations of Volterra type, 
I = G(t, x(t)> + 1 K(t, s, x(s)) A; (1-l) 
here and henceforth, R = dx/dt. 
We use the following notation and definitions: R denotes the set of real 
numbers, and Rn the set of real a-tuples. If x and y are elements of Rn with 
x = (Xl ,*-*> Xn),Y = (n ,..., m), then (x, r) = IX,“=, w+ and I x I = (x, +W. 
We denote by xt(*) a function continuous on the interval 0 < s < t to Rfl 
and by S, the set (zt( .)} of all such functions. If x(s) is a function defined and 
continuous on 0 < s < T < co to Rn, then for each fixed t, 0 < t < T, 
this function defines a member xt(.) of St given by x(s), 0 < s < t. We call 
this function xt(*) a segment of x(s). 
For fixed t > 0, let F(t, xt( e)) be a function on S, to Rn. For each function 
x(s) continuous on 0 < s < T < co to R” we assume that F(t, xt(*)) is 
continuous in t, where xt(*) is a segment of x(s). 
By a solution of the equation 
we mean a continuously differentiable function x(s) on 0 < s < T < co 
such that (1) is satisfied on 0 < t < T for x$(e) a segment of x(s). If T < 03, 
and there is no solution y(s) of (1) on 0 < s < Tl with Tl > T such that 
x(s) = y(s) on 0 < s < T, we say that x(s) is noncontinuable on 0 Q s < T. 
If T = CO, x(s) is said to be noncontinuable, i.e., is defined for all s > 0. 
We assume that: (Hr) If x(s) is a noncontinuable solution of (1) on 
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0 < s < T < co then there exists a sequence {t,} such that t, + T and 
1 x(tJ( + cc asj-+ co. 
Remark. For the special case (1.1) of (l), conditions on G and K sufficient 
for (HJ to hold can be obtained from, for example, Corollary 4, p. 98, in [4]. 
It is easy to verify that if G and K are continuous in all of their variables for 
0 < s < t and x in Rn; then (H,) will hold for (1.1). 
We denote by x( t, ~a) any solution of (1) such that x(0, ~a) = x0 . 
DEFINITION 1. The point x = 0 is stable for (1) if given e > 0, there 
exists a S(E) > 0 such that if 1 x0 1 < 8(e), then every solution x(t, x0) of (1) 
is defined for t > 0 and satisfies 1 x(t, x,,)j < B for t > 0. 
DEFINITION 2. The solutions of (1) are bounded if given x,, in P, every 
solution x(t, 3s) is defined for t > 0 and there exists a B(x,) such that 
1 x(t, x,)1 < B(x,) for t > 0. 
It is the purpose of this paper to give conditions under which the point 
x = 0 will be able for (l), and also conditions under which solutions of (1) 
will be bounded. These conditions involve a real-valued Liapunov function 
V(t, x), continuous in (t, x) for t >, 0 and x in D, an open subset of Rn 
containing the zero vector, and are analogous to those given by Raxumikhin 
for functional differential equations with a fixed finite interval of delay, cf. [l]. 
For such equations, slightly stronger conditions of this type have yielded 
results for uniform asymptotic stability, cf. [2, Theorem 11.2; 31 for general- 
izations. However, in case the left endpoint of the delay interval is fixed 
while the right endpoint becomes infinite as t -+ co, such Liapunov- 
Razumikhin type conditions are insufficient for asymptotic stability but do 
still give the type of stability and boundedness we have defined above. 
Finally, we discuss an application of our results for (1) to a special case 
of (1.1). 
THEOREM 1. Let there exist functions u(s), w(s), and f(s) continuous for 
s 2 0 and stlch that u(O) = o(O) = 0, u(s) is increasing, f(s) > s for s > 0, 
and suppose V(t, x) is a real-valued function continuous in (t, x) for t > 0 and x 
in D, an open subset of Rn containing the zero vector. Let V satisfy: 
(W 4x1) <V&x) <dxI)foft>O,xinD; 
(Ha) P(t, 49) < Of M any solution x(t) of (1) for which x(s) is in D and 
f (V(t, x(t))) > V(s, x(s)) for 0 < s < t; here and henceforth, 
r(t, x(t)> = liy gp [V(t + h, x(t + h)) - V(t, x(t))]/h. 
-a 
Then the point x = 0 is stable for (1). 
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Proof. Let E > 0 be given; it is no loss of generality to suppose that E is so 
small that 1 x 1 < E implies x is in D. Choose a(~) > 0 such that 0 < 6(c) < E 
and V(S) < ~(6) for 0 < s < 6(c). If [ x0 j < 6(e), consider any solution 
x(t, 3)) = x(t) of (11, and suppose for some t, > 0 we have 1 x( t.Jl = c, 
while 1 x(t)1 < E for 0 < t < t, . If 
then using (Ha) and our choice of S(E), we would have 
and using the fact that u is increasing, we get 1 x(t,)l < E, a contradiction. 
So V(tz , x(Q) > V(0, x0). Since V(t, x(t)) is continuous in t, there exists a tl , 
0 < tl < tz , such that V(t, x(t)) < V(t, , x(tl)) = V( tz , x( tz)) for 0 < t < tl . 
There also clearly exists a sequence {TV}, 0 < rj < tl , such that 7i -+ tl as 
I.-+ co and 
wj , +j)> > 0, j = 1, 2,...; (3) 
if this were not so, P(t, x(t)) < 0 in some interval to the left of tl , and hence 
in this interval we would have V(t, x(t)) 3 V(tl , x(Q), contrary to our 
definition of tl . 
Now 
f (VI > 44))) - w, , 4h)) = 61 > 0; (4) 
this follows since V(t, , x(tl)) > 0. We claim that there exists an integer j 
such that 
f ( wi 3 44)) > WY 44) for 0 6 s < ri . (5) 
If this were not so, then for each integerj there would exist a s, , 0 < sj ,< -rj , 
such that f (V(Tj , x(T~))) < V(sj , x(s$)). F rom this, it follows easily that for 
some so , 0 < s, < tl , 
f (WI ) &))) G wo , &J))* (6) 
But from (4) and (6), we obtain V(s, , x(so)) > V(t, , x(tl)) + pi , which 
contradicts our choice of tl . So we conclude that (5) holds for some integer j. 
But from (Hs) we must then have r’(~~ , x(T~)) < 0, contradicting (3). 
Thus, for all t for which x(t) is defined, 1 x(t)] < E. If x(t) is noncontinuable 
on 0 < t < T < co, this holds for 0 < t < T. But by (H,), 1 x(&)1 + CO 
as j-+ co for some sequence {&3), 0 < fj < T, j = 1, 2,... . We conclude that 
T = co and our proof is complete. 
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THEOREM 2. Let there exist a function V satisfying the hypotheses of 
Theorem 1 except that now D = RR”. Then the solutions of (1) are bounded. 
Proof. We proceed in the same way as in the proof of Theorem 1, except 
that we now do not need E and S(E). We show that the assumption 
V(t2 > x(t2)) > v/(0, x0> for some t, > 0 leads to a contradiction and that, as 
before, we must have ~(1 x(t)\) < ~(1 x,, I) for 0 < t < T. Since u-l exists 
and is increasing, it follows that 1 x(t)1 < u-‘(~(1 x,, I)) for 0 < t < T. As in 
the previous proof we must have T = co; if we then take B(x,) = U-l(v( 1 x,, I)), 
the proof is complete. 
An Application. We consider the special case of (1 .l): 
k(t) = Ax(t) + Jot K(t, s, x(s) ds; (1.2) 
here A is a real constant n x n matrix, the eigenvalues of which all have 
negative real parts, K is continuous in (t, s, x) for 0 < s < t < CQ and x in Rn, 
and is such that there exist constants p and p for which 
j Lt K(C S? x(s)) ds / d vvtl ml 
for any function x(s) continuous on 0 < s < t such that 1 x(s)] < p on this 
interval. 
From well known results in matrix theory (cf. [5, Appendix 41) there exists 
a positive definite symmetric real matrix B such that BA + ATB = --I; 
here I denotes the identity matrix and AT the transpose of A. If X is the least 
eigenvalue of B, then h > 0 and (x, Bx) 3 X2(x, x) for all x in R*. 
Choose V(t, x) = V(x) = (x, Bx). Clearly (Ha) holds for this V since 
we may take o(s) = lls2 and U(S) = xS2, where h and (1 are, respectively, the 
least and greatest eigenvalues of B. 
A straightforward calculation yields 
+(t>> = (x(t), (ATB + BA) x(t)> + 2 (Jot K(t, s, x(s)) ds, Bx(t)) 
= -I x(t)12 + 2 (( K(t, s, x(s)), W)). (8) 
We now takef(s) = q2s for q > 1. Let t > 0 and x(s) be a solution of (1.2) 
such that 1 x(s)1 < p for 0 < s < t. Suppose 
42W, WtN > (x(s), Ws)) for 0 < s < t. 
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This implies 
where we define 1 xt 1 = supsGsGt / @)I. 
If B = (bij) and I B 1 = (& bzJ1j2 we obtain, using (7) and (9), 
If 2 1 B 1 +l/h < 1, then there obviously exists a 4 > 1 such that 
2 I B I w/l/X < 1. For this choice of q it follows from (8) that P(x(t)) < 
-(l - 2 I B I w/l/h) I x(t)12 < 0; thus, (Hs) holds for D the set of x in Rfi 
such that I x I < p. As a consequence of Theorem 1, we have, therefore, the 
following. 
THEOREM 3. IfA, A, p and 1 B I are as defined &me, and 2 I B I pi/X < 1, 
t&n the point x = 0 is stable for (1.2). 
We observe that the function x(s) = 0 for all s > 0 is a solution of (1.2); 
this need not be the case for (l), in general. 
The following formula for B, derived in [5, Appendix 41; 
B= 
s 
co exp(Pt) exp(At) dt 
0 
may be of interest. 
The special case of (1.2) where K(t, S, X) = R(t, S) h(x), where 
s 
t [ K(t, s)I ds < M for all t > 0, 
0 
and h(x) = o(I x I) as I x I + 0, satisfies the conditions of Theorem 3 provided 
we choose p so small that 1 x 1 < p implies I h(x)] < h/(4~l 1 B 1 M) 1 x I. We 
may then take p = h/(4~‘l I B I), and it follows that 
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Since 
all the hypotheses of Theorem 3 hold. 
A theorem on the boundedness of solutions of (1.2) can also be obtained; 
for example, if (7) holds for any t >, 0 and any function x(s) continuous on 
0 < s < t, then under the hypotheses of Theorem 3, the solutions of (1.2) 
will be bounded. The proof of such a theorem is obvious. 
Finally, we observe that the hypotheses of Theorem 1 do not imply the 
asymptotic stability of the x = 0 point. This is easily seen by considering the 
simple scalar example 3i = 0. We may take V(t, x) = x2, and since all 
solutions are constants x = c, we clearly havef(V(t, c)) > V(t, c) for c # 0 
and for such solutions v(t, x(t)) = 0 for t >, 0. Thus all the hypotheses of 
the theorem are satisfied; yet x = 0 is not asymptotically stable. 
The question as to whether asymptotic stability of the x = 0 point will 
follow from stronger conditions on r(t, x(t)) than the one given in (Hs), such 
as the ones used in [2, Theorem 11.2; 31, is also answered by the following 
simple example. Consider the scalar equation 
k(t) = -2x(t) + x(0); (1.3) 
this is clearly of the type we consider in (1). Its solutions are given by 
x(f, x0) = (1 + e-2t)xo/2, and if x0 # 0, limt, x(t, x0) = x0/2 # 0, so the 
x = 0 point is not asymptotically stable. If we take V(x) = x2/2, then 
V(x(t)) = -2x2(t) + x(t) x(0). 
Let f(s) = 2-r; th en f or any solution x(t) such that 
f ( ww > VW), O<s<t, 
i.e., 
z/z I @)I > I WI> O<s<t, 
we clearly have p(x(t)) < (-2 + d/2) x2(t); this follows easily since we must 
have d/z I x(t)\ > I x(O)1 for such a solution. Hence, for our choice of V and f, 
all the hypotheses of Theorem 1 hold for (1.3) with, in fact, (H,) replaced by 
the stronger condition, 
W’) J% W < 41 WI) 
505/14/3-3 
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for all solutions x(t) such that f( V(t, x(t)) > V(‘(s, X(S)) for 0 < s < t, where 
W(S) is continuous for s > 0, w(0) = 0, and W(S) > 0 for s > 0. We have, 
thus, shown that if (H,), (H,) and (Hs’) hold, the point x = 0 is not neces- 
sarily asymptotically stable for (1). 
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