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Abstract 
The objective of this thesis is to develop a dynamic framework called Dynamic Extreme 
Value Theory (DEVT) for the calculation of Value-at-Risk (VaR) for different market risk 
sources including index, currency, equity and commodities. 
Last decade, researchers developed methodologies like variance-covariance methodology, 
which were based on normality assumption that the daily returns follows normal distribution, 
to estimate VaR. However, the major drawback of these methodologies is that financial time 
series sometimes is fat-tailed or leptokurtic with large kurtosis value. Later, although Extreme 
Value Theory (EVT) was proposed to solve the problem, the feature of weakly dependence 
affected its estimating power. Another problem of EVT is its insensitivity to changes. Usually, 
researchers chose a long timeframe such as a 10-year timeframe for the model development, 
but such a choice would cause the model insensitive to changes. 
In order to cope with all the drawbacks, this thesis endeavored to develop a new approach 
called Dynamic Extreme Value Theory (DEVT) to obtain VaR in one asset dynamically. This 
approach mainly comprises three parts. Firstly, DEVT adopted the GARCH-M model to 
handle stochastic volatility and weakly dependence of financial time series. Secondly, given 
the deficiency of Hill-plots, it extended the Smith (1987) concept of the mean excess diagram 
to determine a separation point, which separates normal distributed range from the fat-tailed 
one in an acceptable region for EVT. Thirdly, for the multi-period issue, it proposed a 
solution for the time aggregation issue. 
To evaluate the performance of the proposed DEVT, four historical time series of log returns: 
the Hang Seng Index (HSI), Hong Kong Dollar - Canadian Dollar exchange rate, Cheung 
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Kong Holdings, Grade A copper spot price from London Metal Exchanges (LME) were used 
for the back-testing and validation of the proposed methodology. 
Finally, China Aviation Oil (Singapore) incident serves as a case study to show how the 
proposed methodology could have identified the risk of CAO before its bankruptcy. 
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After a series of financial incidents in the past two decades, which included the 
1987 Black Friday, the Barings Brothers' bankruptcy, and the most recent China 
Aviation Oil Singapore (CAO) incident, talents in financial markets started to be 
aware of the impacts of a financial incident on financial markets and how these 
impacts affect the economy as a whole. Under these circumstances, the importance of 
risk management has been flourishing in financial sectors, especially with the 
increasing complexity of the structural products. In order to cope with the financial 
risks in the banking industry, Bank of International Settlements (BIS) developed a set 
of regulations for risk management which have become the standard adopted world-
wide, for example, the Basel II Accord. 
As a standard of risk management, the Basel II Accord drew most of the attention in 
financial sectors. The Accord roughly divides risks into three categories, i.e. market 
risk, credit risk and operational risk. For each category, financial institutions are 
required to calculate the corresponding risk exposure and set aside economic capital 
based on the estimated risk exposure. Such economic capital must be sufficient to 
cover the potential losses on a bank's trading portfolio over 10-day holding period at 
99% confidence level, and this is usually referred as Value-at-Risk (VaR). 
Statistically, VaR is the greatest probable loss under certain confidence level of a 
portfolio over the holding period. It serves as a measurement to estimate the worst 
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case for the portfolio. Other than the calculation of a bank's risk capital mentioned 
above, VaR can also be used in other applications like the comparison of risk 
exposure of a portfolio at different times. The determination of confidence levels and 
the holding periods of VaRs depend on purposes of financial institutions. Such 
correlation has been presented in the works of Jorion (2001) and Crouhy, Galai and 
Mark (2001). 
As VaR mainly deals with extreme events that occurred with normal distribution, it is 
crucial to estimate the probability of extreme events accurately if events not followed 
normal distribution. Although banks are allowed to use normal distribution to 
calculate the VaR according to the Basel II Accord, which makes banks easy to 
handle, normal distribution cannot provide a good estimation of VaR due to the fat 
tail effect. In this case, Extreme Value Theory (EVT) provides a way to deal with 
extreme cases and improve the accuracy of calculation. EVT has long been used in 
modeling flood level and large insurance claims (Jorion, 1997; Embrechts et. al., 
1999). There are two approaches in EVT: the block maxima and the peaks over 
threshold (POT). 
Under the block maxima approach, the time line divides the data into several periods. 
Then only the maxima in each period are taken for estimation. The second approach, 
i.e. POT, focuses on the data exceeding a threshold level. Data are recorded from time 
to time and when a datum is higher than a certain threshold level, the excess over the 
threshold level is captured. After a certain period, e.g. 10 years, a sequence of 
excesses can be collected for estimation (see Embrechts et. al., 1999). The details will 
be explained in Chapter 2. 
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Among these two approaches, the POT approach is more popular, because the block 
maxima approach is wasteful of data. It retains only the maximum losses in large 
blocks. On the other hand, the POT approach enables the maximum utilization of the 
data at extreme which exceed a particular high level. 
Although the application of the POT approach in risk management has been widely 
discussed, especially in the calculation of VaR, the development of dynamic 
framework for the calculation has yet gained significant attention. "How can a theory 
be applied to solve the problems in reality?" is always a question for financial 
engineers. This question triggers the major objective of this thesis, developing a 
dynamic framework called Dynamic Extreme Value Theory (DEVT), to solve such 
problems. Nevertheless, when developing this kind of dynamic framework, the 
followings could be problematic: a long duration of data is required for supporting 
model testing and dynamic identification of threshold level, which is crucial to the 
accuracy of the results. 
Researchers like Embrechts et. al. (1999) showed their keenness on securities with a 
long period of track record like IBM and BMW for modeling in their works. However, 
such tendency has two drawbacks. First, it is impossible for all of the securities to 
have such a long period of track record for data collection, especially those in 
emerging markets. Moreover, long duration usually makes models insensitive to 
recent changes. Therefore, developing comparative models with a shorter history can 
help to provide feasible solutions to the problems mentioned. 
For the fat-tailed effect of financial data, researchers usually adopt the generalized 
Pareto distribution (GPD) for modeling. In GPD, the first thing is to determine the 
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threshold level and there is a tradeoff between bias and variance on the estimation of 
threshold level. If the threshold level is too low, data around the central part will be 
included in GPD, affecting the accuracy of the estimation. In contrast, if the threshold 
is too high, too little data will be included in GPD and the variance of the estimators 
will increase. Therefore, identification of change points in acceptable region is 
important. 
Although there is linear relationship between the mean excess function and threshold 
levels in extreme regions (Coles, 2001; Castillo et. al.，2005), the relationship is vague 
and sometimes hard to observe in practice. Another approach is to use the Hill-
estimator method (Hill, 1975). The Hill estimator is one of the best-studied estimators 
in EVT literature, but the evaluated threshold levels are relatively high. Consequently, 
development of a new approach to determine the threshold dynamically became the 
key of this thesis. Linear regression was applied to the determination of threshold 
level, which extended the idea of mean excess diagram in this thesis. 
In addition, weakly dependence between extreme cases is another problem to the 
modeling. Under i.i.d. assumption, the probability of the occurrences of an extreme 
event should be independent of previous data, but the occurrence of extreme events 
for Hang Seng Index (HSI) disproved such assumption. Figure 1.1 shows the daily 
losses of HSI greater than 2% from 2 January, 1987 to 31 December, 1996. The figure 
shows that the extreme events, for example losses were greatly around 1987 crash, 
were usually grouped together, which is indicated by red circles. 
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To deal with the feature of weakly dependence, some researches studied the influence 
of the weakly dependent data and tried to extend EVT to serially weakly dependent 
observations. Berman (1964) and Leadbetter et al (1983) are some of the examples. 
This thesis is structured as follows: there is the literature review including typical 
methods of VaR calculation in Chapter 2. The background of EVT will be fully 
explained in Chapter 3. The detailed methodology of the proposed DEVT will be 
introduced in Chapter 4. Backtesting and the time aggregation issues of DEVT will be 
left in Chapter 5. The case study of China Aviation Oil (Singapore) incident will be 
discussed in Chapter 6. Finally, the limitations and extension of DEVT will be 




I n this chapter, the background information of the development of the concept of 
Value-at-Risk (VaR) will be presented. 
2.1 Introduction of Value-at-Risk (VaR) 
After a series of financial incidents in the past two decades including the 1987 crash, 
the Barings Brothers' bankruptcy and the most recent China Aviation Oil Singapore 
(CAO) incident, talents in financial markets started to be aware of the impacts of a 
financial incident on financial markets and how these impacts affect the economy as a 
whole. Under these circumstances, risk management has been flourishing in financial 
sectors, especially with the increasing complexity of the structural products. In order 
to cope with the financial risks in the banking industry, Bank of International 
Settlements (BIS) has developed a set of regulations for risk management which have 
become the standard in the profession. 
Under the Basel II Accord framework, risks would be divided into three main 
categories: market risk, credit risk and operational risk. 
1. Market risk estimates the uncertainty of the future earnings due to the changes in 
market conditions; this is the risk that the value of assets or liabilities will be 
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affected by movements in equity and interest rate markets, currency exchange 
rates and prices of commodities. 
2. Credit risk relates to the potential loss due to the impossibility of debtors to cover 
their duties of repaying their loan and interest. It comprises three basic 
components: credit exposure, probability of default and loss in the event of 
default. 
3. Operational risk takes into account the errors and potential problems that can be 
made by the banking workers or equipments in instructing payments or settling 
transactions. It also includes the risk of fraud and regulatory risks. 
Further to market risk, according to the document issued by the Basel Committee on 
Banking Supervision in 2004，it can be divided into three main categories: 
1. Interest rate risk is the exposure of a bank's financial conditions to adverse 
movements in interest rates. If bank accepts this risk as a normal part of banking, 
it would be a huge resource of profitability and a high value for the shareholders. 
Changes in the interest rates alter the net interest income and operating expenses, 
affecting a bank's profit. Interest rate can affect a bank's balance sheet in three 
ways: net interest margin, assets and liabilities (excluded cash) and trading 
positions. 
2. Equity risk arises in the case when assets included in the portfolio have a market 
value (securities). The change of the market price of such assets will affect the 
respective bank's portfolio value. 
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3. Exchange rate risk is the risk of money loss or asset and / or capital depreciation 
after some adverse changes of currency exchange rates. It consists of the risk of 
value depreciation of foreign asset portfolio after the adverse changes in the 
exchange rates and the risk of sign financial agreements of future converting the 
foreign value, when future exchange rates are stated. 
In addition to introducing the categorization of risks, the Basel Committee also 
discussed the calculation of risk capital. Among all risk management tools, the Basel 
Committee suggests banks to use VaR as the basis of the calculation of risk capital. 
VaR is the greatest probable loss of a portfolio for a certain period of time under 
certain confidence level. For example, 10-day 99% VaR, which is required by Basel 
committee (Basel, 1996), means the greatest probable loss in future 10 days under 
99% confidence level. Usually, the time period of VaR should be short, 10 days or 1 
month for instance. It is because VaRs are used to measure the sudden losses in a 
short period of time like the Asian financial crisis in 1998 and see if a bank can 
survive from such disasters. In the long run, the loss can be great and ruin the bank, so 
it is not necessary for VaR to measure a long time horizon like 1 year or even more. 
Nowadays, not only banks but also other financial institutions like fund houses use 
VaR as risk measurement, because they are all required to deal with the short term 
market risks. For different purposes, the time length and the confidence levels vary. 
Jorion (1997) provides a detailed account of such variation. 
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Statistically, VaR is the maximum loss of a financial position during a given time 
period for a given probability. Let AP'(k) be change of value of a portfolio between t 
and t+k. The VaR of a long position over the time horizon k with probability c is 
c = Pr{-Apt(k)SVaR 丨 
= 1 - F ( - V a R ) • 
To evaluate the VaR of a portfolio, there are three approaches available: 
1. Non-parametric method, 
2. Semi-parametric method, and 
3. Parametric method. 
These approaches will be discussed in next subsection. 
2.2 Methods to evaluate VaR 
2.2.1 Non-parametric Method 
The non-parametric approach is solely based on empirical data and does not require 
any estimation of parameters. One good example is historical simulation. Figure 2.1 
shows the daily return of Hang Seng Index (HSI) from 1 January, 1987 to 31 
December, 2005. To construct this figure, historical returns are ranked into either 
ascending or descending order, depending on the position of the portfolio. Then it is 
necessary to determine a certain confident level, e.g. 95%, or the 95''^  percentile of 
the HSI for the past 19 years. Since there are 4701 data in the past 19 years, the 235th 
(4701 X (1 - 0.05 ) ) worst scenario is chosen as the VaR of HSI. 
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Figure 2.1: Distribution of the daily Return ofHSI from 1987 to 2005. 
From the database, the 235^ *^  worst scenario is -2.3636%. Suppose someone holds 1 
million shares of Tracker Fund (HKEX code: 2800) priced at $16.6 HKD, the 1-day 
95% VaR of the portfolio will be 2.3636% x 16.6 x 1,000,000 = $392,358 HKD. In other 
words, the greatest loss of the portfolio in 1 day is $392,358. 
The major advantage of historical simulation is free of model assumption. As it solely 
applies the empirical data to evaluate the VaR, there is no model risk for historical 
simulation in the calculation of VaRs. However, it will overestimate the VaR. Under 
such method, the presence of event like the Asian Financial Crisis will cause a large 
VaR estimate, but the occurrence of such event is rare (the time interval could be 
more than 20 years). Consequently, it will produce upward bias for the VaR estimate 
and hence imposes too conservative capital provisions. In order to solve the problem, 
a much longer time horizon e.g. 40 years should be included, so that a whole cycle is 
included in the calculation of VaR, but it is impossible for most of the securities, 
especially those in emerging markets. 
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2.2.2 Semi-parametric Method 
In semi-parametric method, parameters are used in part of the procedure. One good 
example is the Monte Carlo simulation method. Imagine we have to calculate the 10-
day 95% VaR of an arithmetic Asian option. As there is no closed form solution for 
an arithmetic Asian option so far, it is impossible to obtain the price directly and the 
VaR as well. In this case, semi-parametric method can be an option. We first assume 
that the underlying stock follows the geometric Brownian motion, that is 
dS, =j.iS,dt + aS,dB, (2.2) 
where S, is current stock price, |li is the mean of sample daily return, a is the 
standard deviation of the sample daily return and B^  is the Brownian Motion at time t. 
Then, we simulate 10-day sample paths for the underlying asset, e.g. 10,000 sample 
paths, and calculate the payoff for each sample. After that, we rank the payoffs and 
choose the 95"，percentile as the 10-day 95% VaR of the portfolio which is similar to 
the historical method. 
The advantage of this method is its effectiveness to calculate the VaR of derivatives, 
especially those without closed form solution. By simulating sample paths and 
calculating the payoffs for each sample path, we can obtain the VaR easily. However, 
the disadvantage is its long computation time. In order to get an accurate solution, we 
have to simulate a sufficiently large number of sample paths, such as 10,000 or 
100,000 sample paths, resulting in long computation time. 
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2.2.3 Parametric Method 
The parametric approach is also called the analytical approach. Its implementation is 
very different from the non-parametric one. Firstly, mathematical method will be used 
to derive a formula for VaR. Secondly, we will estimate the parameters required by 
the historical data through some statistical methods like maximum likelihood 
estimation and moment method. Lastly, the estimate values will be plugged into the 
formula to obtain the VaR. Two of the most famous examples are Variance-
Covariance Method and RiskMetrics™. 
Variance-Covariance Method 
Under normal distribution, the portfolio VaR is usually calculated by Variance-
Covariance Methods. Returns are assumed to follow zero mean multivariate normal 
distribution under these methods. The portfolio VaR is expressed as 
VaR = Z X Z ^ i ^ i ^ i J = Z«cTp (2.3) 
V i=l j=' 
where CO j is the weight of asset i in the portfolio; cjj j denotes the covariance between 
assets i and j returns; is the standard deviation / volatility of a portfolio; is 
absolute value of the standard score for ( 1 - a ) confident level. For example, under 
95% confident level, Z„ = 1.645. 
Possible non-linearity between the portfolio and the market factors can be solved by 
the delta-gamma approach, which involves the second order derivatives of the market 
factors. 
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Dowd (1998), Jorion (1997) and Hull (2003) provided good introductions of the 
implementation of variance-covariance approaches for interested readers. 
RiskMetricsTM 
Since the direct application of normal distribution underestimates the portfolio VaR, 
many researchers tried to improve the performance of the traditional normality 
assumption. Among them, one of the most famous methodologies to VaR calculation 
is the RiskMetrics™ methodology, which was developed by J.P. Morgan in mid-
1990s. 
The RiskMetrics™ methodology still employs the variance-covariance approach to 
calculate VaR, but the volatility is time-varied and is modeled by the exponentially 
weighted moving average (EWMA). 
Roberts (1959) first introduced EWMA and showed that it could capture small 
changes in time series parameters. It was based on a belief that the history would 
impose only partial, but not total effects on current affairs. The values of estimates 
should be dynamic, not static and there should be changes from time to time. In 
mathematical point of view, data are time-dependent or autocorrelated. In this way, 
Roberts assigned certain portion of estimation of past event. Since it emphasizes the 
effects of history, it could counts the time dependency and is suitable for modeling 
time-varied variance. 
Given a sequence of financial returns (r,,r2,--',i;_, ), the variance at time t is 
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CT? = (1 -入)r,2—, + 妃 , = ^ t AT'iii = (1 - X ) ± X-^l^ (2.4) 
乞 X,'"'丨=1 1=1 
i=l 
and the covariance is expressed as 
〜 ； 丨 = ( 1 - 入 ) V i V 丨 〜 = ( 1 - 入 ( 2 . 5 ) 
k=i 
where X is called the decay factor which determines the relative weights of past 
observations. The higher is the X, the more the reliance on the past observations. The 
RiskMetrics"^ system fixed the decay factor X = 0.94 to forecast one day volatility 
and set X = 0.97 for the monthly forecasts (J.P. Morgan, 1996; Mina and Xiao, 2001). 
Danielsson and de Vries (2000) mentioned the use of GARCH model instead of the 
EWMA. 
One coin has two sides and so does RiskMetrics™ . The advantage of RiskMetrics^'^ 
is its simplicity, which means it is easy to understand and implement. Moreover, it 
makes risks more transparent to the financial markets. However, as security returns 
tend to have heavy tails, the normality assumption adopted often results in 
underestimation of VaRs (see Longerstaey and More, 1995). 
In conclusion, the parametric method provides a quick answer for users. Compared 
with simulation method, this method does not spend any time on simulating sample 
paths. Instead, it is necessary to estimate parameters and put it into the model derived 
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under this method. In addition, it allows users to carry sensitivity tests easily by 
changing the parameters to see the corresponding change of value of the portfolio. 
Each method has its merits and demerits. Otherwise, the Basel Committee would only 
request financial institutions to adopt only one of these approaches. Jorion (1997) and 
Danielsson (2000) gave a comprehensive evaluation of these three approaches and 
pointed out the drawbacks of each of them. 
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Chapter 3 
Extreme Value Theory (EVT) 
B y definition, Value-at-Risk (VaR) is a single estimate of amount by which a 
portfolio would decline due to the adverse events in financial markets in a given 
holding period. It measures the greatest probable within the period and therefore 
involves the tail part of the return distribution. Also, as mentioned, banks have to set 
aside capital reserve based on VaR in case of sudden substantial losses. Therefore, 
accurate estimation of tail distribution becomes an important task for risk 
management. 
3.1 Introduction of Extreme Value Theory (EVT) 
Under the Basel II Accord, banks are allowed to use normal distribution to calculate 
their VaRs. This makes banks easy to handle, but normal distribution cannot provide a 
good estimation of VaR due to the fat-tailed effect. 
Figure 3.1 shows the QQ-plot of the daily return of HSI from 1 January, 1987 to 31 
December, 2005 against normal distribution. The figure shows that normal 
distribution performs well at the central but underestimates the tail observations of the 
financial data. 
VaR measures the greatest probable loss. It targets at the tail distribution of financial 
time series, the poor performance of normal distribution at both ends will surely affect 
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the accuracy. In return, banks are required to set aside more capital reserve for 
adversities. This leads researchers to investigate the possibility of applying Extreme 
Value Theory (EVT) into model the tail part of financial data time series and improve 
the calculation in consequence. For example, de Silva, A. and de Melo Mendes B. 
(2003) used EVT to measure extreme movement in Asian Stock Market; Gilli and 
Kellezi (2005) used EVT to evaluate extreme movement of indices. 
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Table 3.1: QQ-plot of the daily return of HSI from 1987 to 2005 against normal distribution. 
EVT has long been used in modeling flood level and large insurance claim 
(Embrechts et. al.，1999; Jorion, 1997; Pearson, 2002; McNeil, Frey and Embrechts, 
2005). This theory performs well in the cases of rare events. 
EVT only deals with the right tail of a distribution, but we can handle the left tail by 
negating the data. In EVT, there are two approaches for modeling the real data: block 
maxima method and peaks over threshold method (POT). 
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For block maxima method, data are divided into several periods and only the maxima 
taken in these successive periods will be considered. The selected observations 
comprise the extreme events. In figure 3.2 (right), the time line is divided into 3 
periods. In this case, the maxima of each period, X j , X3 and X^ will be assumed to be 
from the tail distribution. 
The second method is called peaks over threshold (POT) method. It focuses on the 
data which exceed a threshold level (u). In figure 3.2 (left), financial data (X's) are 
recorded from time to time. When a datum is higher than certain threshold level (11), 
the excess part (Y = X - u) is captured. After a certain period of time, e.g. 10 years, 
we can collect a sequence of Y's and use them for modeling (see Embrechts et. al. 
(1999)). 
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Fig. 3.2: Excesses over threshold u (left) and block maxima (right). 
3.1.1 Distribution of Maxima 
Let the block maxima beM„, with n data in the sub-sample. That is 
M„=max{X 丨 ， X 2 , " . , X 丨 , } . (3.1) 
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Theorem 3.1 (Fisher and Tippet, 1928; Gnedenko, 1943) 
If there exists sequences of constants {a„ > O} and { b„} so that 
P r { ( M „ - b J / a „ < z } ^ G ( z ) as n^cxD, (3.2) 
then G belongs to one of the following families: 
r �（^ z - b V I l 
Type I: G(z) = exp] - exp - k -oo < z < co (3.3) 
L I a 力 
'0 , z < b 
Type II: G(z)= f f z - b V " ] , (3.4) 
exp< - > , z > b 
V a ； 、 、 ) 
/ 1 \ a 
(z-b] , 
, � exp< > , z < b 
Type III: G(z )— ] [ a J \ . (3.5) 
V > 
0 ， z > b 
The first is called Gumbel distribution. The second is called Freehet distribution and 
the third is called the Weibull distribution. 
Later, Jenkinson (1955) and von Mises (1954) generalized distributions (3.3) - (3.5) 
into one model: 
f � f _ v i - i c � 
广 、 e x p - 1 + ^ ^ ， 《关 0 
G(z) = j L I 力 （3.6) 
exp —exp(-X) , ^ = 0 
defined on the set {z: 1 + ^ ( z - | a ) / a > 0} and {a > 0 }. 
2 0 
！^.{^彡 J 
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Figure 3.3: the cumulative distribution of Gumbel (left), Frechet (middle) and Weibull (right), a = 1, b 
=0.5 , a = 1. 
This model is called the generalized extreme value distribution (GEV). Some 
examples of this theorem are shown in Appendix A.l. In GEV, |u is the location 
parameter; a is the scale parameter and ^ is the shape parameter. Among these three 
parameters, ^ plays the most important role in both GEV and GPD, which will be 
discussed latter. 
When 4 > 0 , it means the distribution has the heavy-tailed distributions whose tails 
decay like power functions such as the Pareto, Student's t, Cauchy, Burr, log-gamma, 
and Frechet distribution. 
When 4 = 0 , it means the tails of distributions decay exponentially and we can call 
them thin-tailed distributions. Some good examples are normal, exponential, gamma 
and log-normal distributions. 
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When ^ < 0 , the distributions are called short-tailed distributions with finite right 
endpoint like the uniform and beta distributions. 
3.1.2 Distribution of Exceedances 
Another approach for tail estimation is to consider the distribution of exceedances 
over a certain threshold level (u). This approach is interested in developing the 
conditional excess distribution function F" of the values above u given an unknown 
distribution F of a random variable X. In formula，it can be expressed as 
F„(y)=Pr{X — u � X > u } = F ( y + u ) - F ( u ) 训 
l - F ( u ) 
for 0 < y < Xq - u , where x � i s the (finite or infinite) right endpoint of F. 
Theorem 3.2 (Pickands, 1975; Balkema and de Haan, 1974) 
For a large class of distributions function F, the conditional excess distribution F^(y), 
for large u is well approximated by GPD. Mathematically, 
lim sup |Fu(y)-H(y)| = 0 (3.8) 
u-^Xo 0 ^ y < X o - u 
？y 
Where H(y)= l — P + j j ，《““。 （3.9) 
1 - e-y'P ’ 4 = 0 
on{ y : y > 0 a n d ( l + ^ y / p ) > 0 } if ^ > O a n d y e [ 0 , - p / ^ ] if ^ < 0 . 
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The shape parameter ^ is same as the one in GEV, but the scale parameter p is 
different from a in GEV. The detailed proof for the GPD is shown in Appendix A.2. 
3.1.3 Comparison between Block Maxima and POT Approach 
This thesis adopted GPD instead of GEV to model the tail distribution. The main 
problem of GEV is that there is need to determine how many blocks should be 
clustered. In other words, we have to decide the time length for one block. If the data 
series shows a constant seasonal effect, the duration of one cycle should be treated as 
the length of one block. For example, when we model the extreme rainfall in the 
region, it has seasonal effect. More rainfall in summer and less rainfall in winter 
would be expected. In this way, one year should be regarded as the length of a block, 
though adequate data for modeling may not be available. On the other hand, if we use 
a quarter as the length, we would capture the left tail data to model the right tail 
distribution. This would greatly affect the accuracy of estimation. 
Although there are cycles for stock return, nobody can answer how long a cycle lasts 
for. Under this circumstance, the cluster of time horizon will be a problem. If the 
length is short, e.g. 1 week or 1 month, it is not difficult to capture the data in the 
central part or even in the left tail. The estimation of the parameters would be greatly 
affected since the model is only designed for the right tail. If we choose a longer time 
frame, half a year or 1 year for instance, the sample size will be very small, especially 
under the Basel II Accord, banks are only required to save 4 years' data. This results 
in great standard errors for parameters and so does for the VaR. Thus, researchers 
prefer GPD to GEV in this case. 
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Lastly, the VaR is calculated on the basis of GPD. The formula (see Embrechts et. al., 
1999) is 
f * � A 厂 1 _ � 
VaR = u + § i _ i l (3.10) 
中 - F ( u ) � J 
where c is the confidence level. 
Many researches have shown that GPD performs better than normal distribution (see 
Embrechts et. al., 1999). The application of GPD is not just on VaR or risk 
management, but also the pricing of derivatives. Good estimation of tail distributions 
or rare events does help the accuracy of the pricing of derivatives. For the sake of risk 
management, better estimation of tail distributions means less required capital reserve 
for adversities for banks, compared with standardized approach (see Basel, 1996). 
3.2 Numerical Illustration 
3.2.1 Data 
In this section, 19-year (1987 - 2005) daily returns of HSI in Hong Kong Exchanges 
(HKEX) are used to test the performance of GPD. There are 4701 data in total. The 
price trend and the return along time are shown in figure 3.4 and 3.5 respectively. The 
following table shows some features of the data: 
Mean Variance Skewness Kurtosis 
0.037365 3.053138 -3.386747 79.610182 
Table 3.1: Description of the distribution. 
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Since EVT only deals with the maxima (right tail), to model the minima (left tail), all 
the daily returns are negated, so that the maximum loss will be at right tail. 
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Figure 3.5: Daily return of HSI from 1987 to 2005 
3.2.2 Diagnosis 
One of the important parts of GPD is the threshold level. In order to determine the 
threshold level, mean excess plots are employed to determine the optimal point. The 
details of mean excess plot will be explained in Section 4.2. 
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The mean excess plots of the daily returns and losses are shown in Figure 3.6 and 
Figure 3.7 respectively. In both figures, the linear relationships start from around 2. 
Therefore, the threshold level for returns is 2% and that for losses is - 2%. 
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Figure 3.6: mean excess plot for the daily return of HSI 
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Figure 3.7: mean excess plot for the negated daily return of HSI 
2 6 
After determining the threshold levels, the other p a r a m e t e r s , � a n d p , are estimated 
by maximum likelihood estimations. Furthermore, the delta method is adopted to 
estimate the standard errors. For details, please refer to Section 4.2 and Appendix A.4. 
The results of the estimations and their standard errors are as follows: 
u k ^ (S.E.) p (S.E.) 
2.0 365 0.23837785 (0.06481966) 0.85441060 (0.07038203) 
2.5 210 0.21189965 (0.08362902) 1.01241517 (0.10876704) 
3.0 136 0.23066708 (0.10552883) 1.05945093 (0.14252685) 
3.5 87 0.23112430(0.13199038) 1.17194873 (0.19715824) 
4.0 61 0.31363141 (0.16819327) 1.10261142 (0.22882809) 
Table 3.2: Parameters of the GPD for the returns under different threshold levels 
u k ^ (S.E.) P (S.E.) 
2.0 326 0.31289054 (0.07271428) 1.02295290 (0.09180706) 
2.5 214 0.37723034 (0.09414553) 1.04359777 (0.11839805) 
3.0 139 0.40703526 (0.11934317) 1.17182085 (0.16673290) 
3.5 99 0.54989540 (0.15577035) 1.07300084 (0.18986664) 
4.0 60 0.67863120 (0.20208345) 1.08048725 (0.23833496) 
Table 3.3: Parameters of the GPD for the losses under different threshold levels 
Since the distribution skews to the left, the left tail is "fatter" than the right tail, which 
can be reflected by the skewness and numbers of exceedances under different 
threshold levels. Then QQ-plots, PP-plots and tail distribution diagrams are generated 
at u 二 3.5 (Figure 3.8 and Figure 3.9). 
Although all the tail distributions under different parameters and threshold levels 
perform better than normal distribution, different threshold levels show different 
performance. For low threshold levels, say w = 2, the models tend to underestimate the 
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extreme returns or losses which can be shown in QQ-plots. This phenomenon can be 
explained by the bias and variance tradeoff. At a low threshold level, the estimates 
will be affected by the data near center. The influence is weakened up to certain levels. 
According to the diagnostic plots, the best fit model should be at w = 3.5 for both tails. 
As we can see the better performance of GPD in tail distributions, better estimations 
of VaRs should be expected. By equation (3.10)，the VaRs for extreme returns and 
losses can be obtained in the following tables: 
GPD (u=3.5) Normal Empirical 
95% VaR N/A' 2.91145568 2.37475494 
99% VaR 4.27522843 4.10224625 4.29152732 
Table 3.4: VaR of daily losses under different methods 
GPD (u=3.5) Normal Empirical^ 
95% VaR N/A 2.83672545 2.36101079 
99% VaR 4.48759157 4.02751602 4.33119786 
Table 3.5: VaR of daily losses under different methods 
As the distribution of daily returns of HSI is negatively skewed, it is not surprising to 
see the VaRs for left tail are larger than that right tail in absolute value. 
I Some VaRs are not available because the probability above threshold level is higher than the confidence level 
2 8 
1 1 1 • I • • 
1 - z 一 + 
/ - J ' ' + “ 
0 . 舰 - / / - I 10 z Z ^ z 
0 侧 / / ， + 
0 .992 - 4 - _ _ . • . .__： 
4 6 8 10 12 14 16 
0 . 9 9 - J - X Quantiles 
_ 0 . 0 1 ^ ^ ^ ^ ^ 
0 .986 - / ^ 
f 0.6 ^ 
• 984 1 - J r 
fl G P D 0.4 . , 
0 . 9 8 2 : _ X Data — 
； Normal �� > 
• .98 J -
If . , 0 WK “ ‘ ‘ ‘ 
9 15 20 0 0 .2 0.4 0.6 0.8 1 
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Chapter 4 
Dynamic Extreme Value Theory (DEVT) 
Although the generalized Pareto distribution (GPD) provides a better alternative 
for tail estimation, it still has some drawbacks. This thesis proposes a modified 
framework called Dynamic Extreme Value Theory (DEVT) in which the drawbacks 
are remedied. 
4.1 Theoretical Framework of DEVT 
One of the drawbacks is the assumption of independent and identical distributed (i.i.d.) 
variables. Many researches have already shown that the financial time series data are 
weakly dependent (e.g. Embrechts et. a l , 1999). The dependency would impose two 
effects on GPD. 
The first one is about the estimation of parameters (3, u for GPD). Most estimation 
methods (for example, maximum likelihood estimations, method of moments, 
probability weighted moments) are based on i.i.d. assumption. The weakly 
dependency would distort their accuracy to a certain extent. 
The second one is about the occurrence of extreme events. Under i.i.d. assumption, 
the occurrence of an extreme event should be equal among all time points. However, 
the dependency feature would increase the probability of extreme event occurred in 
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the days after disasters. For example, the daily losses of the Dow Jones Index were 
greater than the average days' after the 1987 crash. 
Some researchers studied the influence of the weakly dependent data and tried to 
extend EVT to serially weakly dependent observations. Berrnan (1964) and 
Leadbetter et al (1983) provided some useful examples. 
In order to resolve the problems, traditional models for financial time series should be 
examined first. Among all the current financial models, most of them are based on 
the geometric Brownian motion, which is 
dS, =a,S,dt + b,S,dB,, (4.1) 
where S, is current stock price, a, is the mean of daily return at time t, b, is the 
volatility of daily return at time t and B, is the Brownian motion at time t. By Ito's 
lemma, we can transfer Equation 4.1 into 
f 1 \ 
d(lnSi)= a - - b ' dt + bVSz , , (4.2) 
V 2 y 
i.i.d 
where z , � N ( 0，1 ). (For the details of the Ito's lemma, please read Appendix A.6.) 
In Equation 4.2, the term,d(lnS,), is the logarithm of daily return of a financial time 
series and the equation can be re-written as 
r, (4.3) 
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where |LI, = (a - b " /2)dt and a , = bVdt . 
However, what ^i, and (J^  exactly are is unknown. Therefore, time series models can 
be applied to estimate the parameters and remove the dependency of the observations. 
Among all the time series models, a popular choice is GARCH-M model. The 
GARCH-M model is the combination of the generalized autoregressive conditional 
heteroscedastic (GARCH) model and the mean (M) model. It is useful in analyzing 
econometric problems. For example, Grier and Perry (2000) adopted GARCH-M 
models to test the effects of real and nominal uncertainty on average inflation and 
output growth. Moreover, McNeil and Frey (2000) and Zhou (2002) used AR(1)-
GARCH (1,1) to model the stochastic volatility. 
GARCH model is one of the most famous models for trend prediction and 
removing the dependency effect. It was firstly proposed by Bollerslev (1986). In his 
work, Bollerslev showed that the volatility varies from time to time, so he proposed 
the conditional volatility at different times instead of the traditional unconditional 
volatility. For further readings on this topic, please consult Chan (2001) and Tsay 
(2001). 
Suppose a time series data {u,} follows the GARCH (p, q) model, in formula, it can 
be expressed as 
p q 
Ut =OtSt’ cjf (4.4) 
i=1 j=1 
3 2 
where {s,} is a sequence of residuals which are i.i.d. random variable with mean 0 
p q 
and variance 1, ag > 0 , a； > 0 , (3j > 0, and [ o t j < 1. 
i= l j= l 
For M model, in order to capture the weakly dependence of the time series, one of the 
possible choices is the autoregressive model. Suppose a time series data{ v；} follows 
the AR(s) model, in fonmila, it can be expressed as 
Vt + 小2Vt-2+…+ 小sVt-s (4.5) 
Using the AR( 1 )-GARCH( 1,1) model to fit the financial time series is only the first 
step. As the residuals extracted from the model are fat-tailed, dynamic way is adopted 
to determine the threshold level in an acceptable region and use EVT to model the tail 
ofFz(z). Use this EVT model to estimate the z^ for q > 0.95. 
This chapter is structured as follows: Section 4.2 explains the method of the 
estimation of parameters; Section 4.3 introduces DEVT to determine threshold level 
dynamically; Section 4.4 discusses the procedure for the estimation of VaR by DEVT. 
4.2 Estimation of Parameters 
To predict the parameters of the models, we fix a constant time interval n so that on 
day t our data consist of the last n negated log re turns(x卜 ’ • . • These are 
considered as the realization from a AR(1)-GARCH(1,1) process. Hence the 
conditional variance of the mean adjusted series 8, = X, -|j,,is given by 
3 3 
erf = a o +otisf_i + 口 心 （4.6) 
where a � > 0 , a , > 0 , (3 > 0 . The conditional means is given by 
|Lit =(t>o (4.7) 
This model is a special case of the general first order stochastic volatility process 
considered by Diian (1996), who made use of the result by Brandt (1986) to give 
conditions for strictly stationary. The mean-adjusted series (s,) is strictly stationary 
if 
E[log(p + a 丨 Z?_,)j<0. (4.8) 
By using Jensen's inequality and the convexity of -log(x), a sufficient condition for 
Equation 4.4 is that[3 + a , <1, which moreover ensures that the marginal distribution 
Fx (X) has a finite second moment. 
This method is fitted by using the pseudo (quasi) maximum likelihood (PMLE or 
QMLE) method, which means that the likelihood for a GARCH (1,1) model with 
normal innovations is maximized to obtain parameters 6 =(小。，小i’ a。，ot,, p)' . While 
this amounts to fitting a model using a distributional assumption, it is unnecessary to 
believe that the PMLE method delivers reasonable parameter estimations. In fact, it 
can be shown that the PMLE method yields a consistent and asymptotically normal 
estimator; the work of Gourieroux (1997) mentioned in Chapter 5 is one of the 
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examples. Moreover, Chan (2001) presents a detailed procedure for the parameter 
estimations. 
According to the definition of GARCH, it is clear that s, | F,_, �N (0 ,c7; ) is with 
conditional probability density function 
f (sJF ._ , ) = - ^ e x p f - i l (4.9) 
VZTia, 2cjt j 
where CT^ = oc�+a,s f_ , + . By iterating this conditional argument, we obtain 
f (S,，."’S„|So)=f(S" |So’Sl，"-’S, , - i )" . f (S2|eo，Si)f(S, |So) 
n 
=>logf ( s , , - - - , s„ | S o ) = � o g f ( S t |F卜丨） 
t= l 
= _ £ l o g 2 7 r - i X l o g a ? - i x 4 (4.10) 
^ ^ t=i 丄 t=i 
Therefore, substituting erf 二 a � + and la, into the equation 
above for different values of 9 = ((t)�,^” a。，a,, (3)「，the MLEs can be obtained by 
maximizing the log-likelihood function above numerically. 
Estimates of the conditional mean and the conditional standard deviation series 
•••, At) and . . . ， c a n be calculated recursively from Equation 4.5 
and Equation 3.6 after the substitution of sensible starting values. According to Basel 
II Accord (Basel, 1996), banks are required to adopt at least 4-year data for risk 
management. Therefore, this thesis set n = 1000, which roughly equals to the 
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number of trading days in 4 years. In Figure 4.1，an arbitrary 1000-day data from the 
database established for this study including the Asia Financial Crisis is shown in the 
upper panel. The lower panel shows the estimated conditional standard deviation 
derived from the GARCH fit. 
From the diagram, when there is a disaster, the loss increases suddenly. Under DEVT, 
the corresponding volatility increases greatly so that the probability of extreme event 
next time is much higher than that in normal days. Therefore, the weakly dependency 
of financial data can be captured. 
On the other hand, when a disaster is over, the standard deviation decreases to a 
normal level so that the risk capital decreases. This shows the usefulness of the 
dynamic scheme in the calculation of VaRs. 
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Figure 4.1: 1000 day excerpt from series of negative log return on HSI including the Asian 
Financial Crisis. The lower panel shows the estimated conditional standard deviation derived 
PMLE by fitting AR( 1 )-GARCH( 1 ’ 1) model. 
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Then we extracted residuals {z,} from the AR(1)-GARCH(1,1) model. In formula, 
Z i = ^ ^ ^ ， （ 4 . 1 1 ) 
where 1 < i < t . 
After that, we should examine the autocorrelation of the time series to see if there is 
any trend. Figure 4.2 shows the correlograms for the raw data (top left panel) and 
their squared values (bottom left panel), as well as those for the residuals (top right 
panel) and the squared values of the residuals (bottom right panel). The stationarity of 
the fitted model can be examined by verifyingp + a , < 1. 
In Figure 4.2, the red dashed lines are the 95% confidence intervals, while the black 
dotted lines are the 99% confidence intervals. From the diagram, we can observe that 
the autocorrelation of the raw data is weak, but that of the squared value of the raw 
data is strong. It means their volatility is autocorrelated. For the residuals and their 
squared values, it is obvious that they are autocorrelated. Therefore, we can conclude 
that the residuals are identical and independently distributed. In this way, many of the 
foregoing theories mentioned can be applied. 
Following that, we can calculate estimates of the conditional mean and variance for 
day t+1, which are the obvious 1 -step forecasts 
At+丨=4o++iXt (4.12) 
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= d o + d , 8 ; + p d J , (4.13) 
wheres,^, = x, . 
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Figure 4.2: Correlograms for the raw data (top left panel) and their squared values (top right 
panel) as well as for the residuals (top right panel) and squared residuals (bottom right panel). 
While the raw data are not i.i.d, the assumption may be tenable for the residuals. 
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4.3 Determination of Dynamic Threshold Level 
Under the assumption of GARCH model, the white noise should follow normal 
distribution, but Figure 4.3 disproves the normal assumption. 
QQ Plot of Sample Data versus Standard Normal 
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Figure 4.3: QQ-plot of the residuals against the standard normal distribution. 
From the figure, we can see that the deviations at both ends are significant. Also, the 
normality hypothesis of the residuals is rejected by Kolmogorov-Smimov test (see 
Appendix A.5) under 95% confidence level. GPD is applied to handle the tail 
distribution in DEVT. As mentioned in Chapter 1, one of the major problems to 
develop DEVT is the determination of threshold level. 
When selecting the threshold level, a tradeoff between bias and variance exists. 
Should the threshold level, w, be too low, the model will include the data around the 
central part, and subsequently the estimators will be biased. On the other hand, should 
u be too high, very little data will be collected from the tail. As a result, the variance 
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of the parameters will be increased. Under these circumstances, how is the threshold 
level determined? 
To build an extreme model, there are two methods to select the threshold level. The 
first method makes use of mean excess diagram. Mean excess diagram plots the 
expectation of excesses over threshold against different threshold levels. Suppose 
GPD is valid above certain level u � , the expectation of excesses over threshold ( X - u ) 
is 
E ( X - u | X > u ) = P u � 一 “ ’ u > u � . （4.14) 
Coles (2001) provided a detailed proof of the formula. Equation 4.9 shows that 
E(X - u I X > u) is a linear function of u. Since E(X - u | X > u) is the mean of 
excesses of u, we can simply plot the locus of k points above w, x。）> • • • > x(,,): 
Y I k A 
‘ u ， T l ] ( x ( i ) - u ) : u < x 隱 . （4.15) 
IV K Y J 
When GPD is valid above the threshold level u。，the mean residual life plot should be 
approximately linear to u. Confidence intervals can be added to the plot based on the 
approximate normality of the sample means, so that the confidence interval of the 
mean excess above u is 
• IV 、丄 I V A R ( X - u | X > U ) … E ( X - u | X > u ) 士 z ！ , (4.16) 
nu 
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where a is the confidence level, and n^is the number of data above u. 
Detailed discussions on the use of the mean excess function in insurance can be found 
in Beirlant et al. (1996) and Hogg and Klugman (1984). Figure 4.4 shows the mean 
excess plot of residuals and a 95% confidence interval for the mean excess function. 
In the figure, the linear trend roughly starts at 2, so we may decide the threshold level 
to be 2. 
The mean excess plot provides a graphical method for users to identify the threshold 
level, yet it still has some deficiencies. First, the mean excess function can only 
identify the range of the threshold approximately. As it does not show a clear point, 
ambiguity still exists in the diagram. Following this, the function suggests a graphical 
method for the selection of the threshold level, but in practice, it is inconvenient to 
determine the threshold level graphically, especially when there are a lot of securities 
inside the portfolio. 
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Figure 4.4: Mean excess plot of the residuals 
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The second method is the Hill-estimator method. Proposed by Hill (1975), this 
method is a non-parametric estimator to determine the threshold level. Suppose 
X(i) > X(2) > • > X(k) > •• • > X � are i.i.d., a natural estimator f o r � i s provided by 
the Hill estimator 
把 = r i > X � - I n X � ’ 2 < k < n . (4.17) 
K j = l 
The Hill estimator is one of the best-studied estimators in EVT literature. The 
asymptotic properties (consistency, asymptotic normality) of this estimator (as sample 
size n — 00，number of extremes k —> oo and k / n — 0 ) have been extensively 
investigated under various assumed models, including ARCH and GARCH. For 
details, please refer to Resnick and Starica (1995, 1996). 
In order to determine the threshold level, we can make use of Hill plot by plotting the 
hill values against the number of exceedances. Figure 4.2 shows the Hill plot of the 
residuals. In the diagram, the Hill plot suggests that the best choices of k are relatively 
small, e.g. < 40 order statistics in a sample size 1000. In this case, the result will be 
unstable and with large variance. 
In this thesis, it is my attempt to extend the idea of Smith's mean excess function and 
determine the threshold level in an acceptable region. The threshold level should 
depend on its degree of symmetry (skewness) and fatness (kurtosis). The higher 
(lower) the skewness is, the more data will be in the right (left) tail. Similarly, the 
higher the kurtosis is, the fatter the tails are and the lower the threshold levels. 
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Figure 4.5: Hill plot of the residuals. 
Dynamic determination of the threshold suggested in this thesis is mainly based on 
Smith's mean excess diagrams. From the foregoing, a roughly linear relationship 
between threshold levels and mean excesses over the threshold can be observed. 
There should be a line existing from the threshold level. Then the problem "How can 
we obtain this line?" comes. The proposed scheme will be explained as follows: 
At the outset, straight lines are obtained by simple linear regression from different 
starting points. Then the one with the best goodness-of-fit will be evaluated as the 
optimal straight line and the corresponding starting point becomes the threshold level 
of the data. Typically, the mean squared error (MSE), - 6 / , or the root mean 
squared error (RMSE)，-JE(9 - q J ， i s used to measure the goodness-of-fit of a line to 
the data, but as seen in Figure 4.5, the deviation at the final few percentiles is much 
greater than that in lower percentiles. Moreover, the number of data is much more 
than that over higher threshold levels. In this case, should we use MSE or RMSE as 
4 3 
the measurement, it will tend to underestimate the threshold level since the average 
error can be lowered by setting lower threshold levels. For this reason, the Root Mean 
Squared Percentage Error ( R M S P E ) ^ e ( i - 0 / 6 ) " is introduced here to measure the 
goodness-of-fit of straight lines. By normalizing the error, the problem of large 
absolute deviation of data at higher threshold levels can be resolved. 
Figure 4.6 shows the RMSPEs of the residuals under different levels. The RMSPEs 
can be regarded as the average deviation between the expected values and the true 
values. For example, when the straight line starts at 1.1, the average deviation of 
expected value is 12.8% from the true ones. From Figure 4.6，the minimum value is 
obtained at 1.3282 with RMSPE of approximately 0.118. It means that the optimal 
regressed line starts at 1.3282. 
Furthermore, as mentioned before, the optimal threshold level should depend on the 
skewness and the kurtosis of the data. In order to test the performance of the new 
method, the data of the daily returns of the 1-month, 2-month and 3-month oil future 
price from New York Mercantile Exchanges (NYMEX) from 1987 to 1996 are used 
for testing purpose. The results are concluded in Table 4.1. 
Table 4.1 shows that in general, the higher the kurtosis and negated skewness of data 
are, the lower the threshold level is obtained by the new method. In conclusion, 
DEVT is able to determine the dynamic threshold level. 
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Figure 4.6: RMSPEs of the residuals at different threshold levels. 
Threshold Level Corresponding Negated 
Residual Kurtosis 
u Percentile Skewness 
1 1.3282 92.5 0.7386 8.3705 
2 0.95 90.2 1.7839 16.3456 
3 1.33 93 0.6638 8.1713 
Table 4.1: Threshold levels of different negated residuals determined by DEVT and the 
corresponding percentile 
4.4 Estimation of z" 
Due to the fat tail effect (Figure 4.1), the normal distribution cannot provide an 
accurate estimation of both tails. Therefore, we apply GPD for modeling the tails. 
Recalling from Chapter 3，the conditional distribution over the threshold level is 
F ( x < u + y | x > u ) = l - 1 + 望 . (4.18) 
V P > 
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Then we can get the tail estimator 
f _ 
F(x) = l - ^ 1 + 5, ^ ^ for X > u, (4.19) 
n � p „ 
V '^"u y 
where n^ is the number excesses over the threshold level. 
Using the proposed scheme in Section 4.3, we can obtain an appropriate threshold 
level and decide the number of excesses over the threshold. Then the number can be 
fixed if data in the tail to be n^ = k where k « n. This effectively provides a random 
threshold level at the (k+l)th order statistic. Let Z(,) >Z(2) >--->Z(„) represent the 
ordered residuals. The GPD with parameters ^ and (3 is fitted to the 
data(z(丨厂z(k+i)，…,z(k)-z(k+丨)），the excess amounts over the threshold for all residuals 
exceeding the threshold. The form of the tail estimator for Fz(z) is then 
缺 ) = 1 一 i i 1 + . (4.20) 
H Pk J 
For q � 1 - k/n we can invert this tail formula to get 
/ � 
( 4 . 2 1 ) 
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Table 4.2 shows the data resulted from the application of the proposed scheme to 
determine the threshold level, estimate the GPD parameters and fit the both tails in 
Figure 4.7. The solid lines in both diagrams correspond to the GPD tail estimates and 
appear to model the residuals well. On the other hand, the dashed lines which 
represent the normal distribution show their limitation in tails. 
T Threshold p -
Tail level 4 s.e. P s.e. 
Left 1.3238 0.1526 (0.1031) 0.5858 (0.1027) 
Right 1.25 -0.0588 (0.0956) 0.5252 (0.0732) 
Table 4.2: Threshold values and maximum likelihood GPD parameter estimates used in 
the construction of tail estimators for both tails of the innovation distribution of the test 
data. Standard errors are based on the observed Fisher information matrix. 
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Figure 4.7: GPD tail estimates for both tails (left: return; right: losses) of the innovation 
distribution. The points show the empirical distribution of the residuals and the solid 
lines represent the tail estimates. Also shown is the df of the standard normal 
distribution (dashed). 
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After that, we calculate zj^, from Equation 4.18 and get the estimated q"' percentile 
1-day VaR by 
(4.22) 
The original GPD introduced in Chapter 3 is also employed here to estimate the right 
tail of the negative return distribution Fj^(x) and to calculate the unconditional 
percentile estimate x'' , an approach referred as the original EVT. Whether this 
estimate also provides a reasonable estimate o f x j is under investigation. However, 
the assumption of independent excesses over the threshold is much less satisfactory 
for the raw return data. Even if the procedure can be shown to be theoretically 
justified, in practice it is likely to give much more results when the procedure is 
applied to non i.i.d. data. Figure 4.8 - Figure 4.10 show the 1-day 99% VaR calculated 
for the negated Heng Seng Index (HSI) under DEVT, the conditional normal and the 
original EVT. 
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Figure 4.8: 1-day 99% VaR for negated HSI from 1987 to 2005 calculated by 
DEVT (Green) and the corresponding negated return (Blue). 
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Figure 4.9: 1-day 99% VaR for negated HSI from 1987 to 2005 calculated 
by the conditional normal (Green) and the corresponding negated return 
(Blue). 
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Figure 4.10: 1-day 99% VaR for negated HSI from 1987 to 2005 calculated 
by original EVT (Green) and the corresponding negated return (Blue). 
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Chapter 5 
Backtesting and Time Aggregation 
I n Chapter 4’ the new approach, Dynamic Extreme Value Theory (DEVT), has been 
introduced. In this chapter, the performance of DEVT will be backtested, together 
with the conditional normal method and the original EVT model. Then, the time 
aggregation issue for DEVT will be addressed and studied. 
5.1 Backtesting DEVT 
The evaluation of VaR forecast is not straightforward. With the evaluation of 
volatility forecasting models, a direct comparison between the forecasted VaR and the 
actual VaR is impossible, since the latter is unobservable. The unconditional coverage 
proposed in Kupiec (1995) is borrowed for evaluating the VaR forecasts from the two 
models. 
The most basic requirement of a VaR model is that the proportion of times that the 
VaR forecast is exceeded (the number of exceptions) should on average equal the 
nominal significance level. In order to test the null hypothesis that the unconditional 
coverage is equal to the nominal significance level, Kupiec (1995) derived an LR 
statistic based on the observation that the probability of observing x exceptions in a 
sample of size Tis governed by a binominal process which has two outcomes: success 
or failure. The outcome of 'success' in this thesis means the actual value is below the 
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estimated VaR and the outcome of 'failure' is the violation of the model. After 
gathering a series of the data, it should follow the Binominal distribution. That is 
；^ I , � B i n ( c a r d ( T ) ’ p ) (5.1) 
t e T 
where q is the confidence level of VaRs, e.g. 95% VaR, 99% VaR. Then you can 
calculate the statistic 
LR = - 2 ln[(l - p)丁-Xp�+ 2ln[(1 - X / T 广 ( x / J f J (5.2) 
where p is the desired significance. The ratio should follow distribution with 
degree of freedom 1. 
This method is adopted to evaluate the model in Billio and Pelizzon (2000) and 
Guennat and Harris (2002). Also, it has been adopted by regulators in the analysis of 
internal models to define the zones (green, yellow and red) into which the different 
models are categorized in backtesting. In particular, for a backtest with 500 
observations, regulators place a model in the green zone if x (exception number) is 
lower than 8; from 10 to 18 these models are allocated to the yellow zone and the 
required capital is increased by an incremental factor that ranges from 0.4 to 0.85. If x 
is greater than 18, the increment factor is 1. However, when using this method for 
evaluation, we must notice that the performance will be poor, compared with that over 
500. The larger the sample size is, the higher accuracy the model can achieve. 
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DEVT proposed in this thesis is backtested on four historical series of log returns: the 
HSI from January, 1987 to December, 2005, the Hong Kong Dollar - Canadian dollar 
exchange rate from January, 1981 to December, 1997, the stock price of Cheung 
Kong Holdings (HKEX code: 0001) from January, 1986 to December, 2005 and the 
spot price of grade A copper in London Metal Exchange (LME) from April, 1987 to 
March, 2006. These four time series cover index, currencies, stocks and commodities. 
The time frame chosen is their volatile days. 
Consider a historical series x,, ••• where m » n, we calculate x^on days t in the 
set T = {n, m-1} using a time window of n days each time. In this thesis, n = 1000 
is set for each prediction since banks are required to keep at least 4-year data for risk 
assessment (Basel, 1996). In each day, i.e. t e T , DEVT is applied to calculate the 1-
day VaRs. x j is compared for q e {0.95, 0.99, 0.995} • A violation is counted 
whenever X…> xj*. Also, the performances of conditional normal and the original 
EVT are backtested. The results of the time series are shown in Table 5.1. 
In 7 out of 12 cases, DEVT is closest to the mark. On four occasions the original EVT 
is the best and on one occasion AR-GARCH with conditional normal is the best. On 
no occasion does DEVT fail (lead to rejection of the null hypothesis), whereas the 
original EVT fails once and the conditional normal fails eight times. 
The results confirmed that the normal distribution underestimates the tails, especially 
in 99% or 99.5% confidence level. The number of violations is nearly double the 
expected value. Furthermore, the results implied that the original EVT performs quite 
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well under weakly dependent cases. The table 5.1 reveals that under most of the cases, 
the original EVT is able to provide a good alternative. 
In order to understand the performances of the different models during crashes in 
financial markets, their performances in the Asian Financial Crisis are compared. 
Figure 5.1 shows the comparison between 99% 1-day VaRs for the negated HSI 
during the Asian Financial Crisis calculated by DEVT and that by the conditional 
normal and the original EVT. In the figure, it is obvious that DEVT responds quickly 
to high volatility around the Asian Financial Crisis. It is vital for financial institutions 
to have a disaster-sensitive system to set aside risk capital for adversities. 
Like the conditional EVT estimate, the conditional normal estimate responds to 
changing volatility but tends to be violated rather more often, because it does not take 
into account the leptokurtosis of the residuals. The original EVT estimate cannot 
respond quickly to changing volatility and tends to be violated several times in a row 
of stress periods. 
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0.95 
" T n d e r ^ ^ HKD/CAD Cheung Kong Copper 
nun^berof 3700 3294 4216 3956 
data 
fixp^eted 185 164.7 210.8 197.8 
value 
DEVT 189 (0.7636) 174(0.4611) 224 (0.3560) 203 (0.7056) 
^ N o m a r ^ 161 (0.0644) 162 (0.8287) 181 (0.0311) 177 (0.1227) 
Original EVT 183 (0.8799) 152 (0.3039) 204 (0.6291) 190 (0.5669) 
0.99 
^ T i d e ^ ^ ^ HKD/CAD Cheung Kong Copper 
m m j b e r o f 3 7 0 0 3 2 9 4 4 2 1 6 3 9 5 6 
data 
Bxpfted 37 32.94 42.16 39.56 
value 
DEVT 37 (1.0000) 37 (0.4857) 41 (0.8569) 38 (0.8019) 
C。!^=。二 63 (0.0000) 52 (0.0021) 47 (0.4620) 53 (0.0412) 
Original EVT 33 (0.5008) 22 (0.0415) 35 (0.2536) 36 (0.5635) 
0.995 
"^Index"^^ HKD/CAD Cheung Kong Copper 
number of 3700 3294 4216 3956 
data 
E x p f t e d 18.5 16 .47 21 .08 19.78 
value 
DEVT � 8 (0.9068) 19 (0.5419) 24 (0.5328) 20 (0.9605) 
C。1^二aT! 44 (0.0000) 35 (0.0000) 40 (0.0002) 38 (0.0002) 
Original EVT 22 (0.9068) 15 (0.7123) 22 (0.8419) 19 (0.8595) 
Table 5.1: Backtesting Results: Expected number of violations and number of violations obtained using 
DEVT, a GARCH model with normal distribution and percentile estimate obtained from original EVT 
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Figure 5.1: 99percent 1-day VaRs of the negated HSI calculated under DEVT and under the original 
EVT during the Asian Financial Crisis 
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Figure 5.2: Enlarged section of Figure 5.1 corresponding to the Asian Financial Crisis. The dotted line 
shows the path of DEVT estimates, the dashed shows the path of the conditional normal estimates and 
the solid line shows the original EVT estimates. 
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5.2 Time Aggregation 
In Chapter 4，the focus is on the calculation of 1-day VaR, xj*. However, in practice, 
financial institutions are usually required to evaluate multi-period VaR, xj'(m) where 
m � I , such as 10-day 99% VaR required by Basel Committee as the basis of risk 
capital. Therefore, this section presents the study of the time aggregation issue or the 
ratio x?(m)/x；" for m > 1. 
In theory, there is a scaling factor for EVT. SupposeX, s are i.i.d.'s, some theoretical 
results on the appropriate scaling factor are available. For strictly stable distribution 
d 
where X, +--- + X,, = m " " X , for some ot e (0’2], we get x j ( m ) / x j = m " " ； in the 
special case of normal distribution where a = 2 we get the famous "square-root of 
time rule" implemented in RiskMetrics�m . Next, consider the case of i.i.d. random 
variables X； with heavy-tailed distribution function F^  . Gnedenko (1943) 
characterized that the limiting excess distribution of all such distributions can be 
expressed as Equation 3.24 when x is large, 
1 - F ( x ) = X - ' ^ ^ L ( X ) (5.3) 
where L(x) is a slowly varying function and ^ is the positive parameter of the 
limiting GPD. 1 / ^ is often referred as the tail index of F. 
Furthermore, when F^  satisfies the above condition. Feller proved in Chapter VIII.8 
of his work (1970) that for x -> oo 
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(x-"^mL(x))"' Pr{X, +--- + X, > x } - ^ l . (5.4) 
Hence we obtain the following approximation scaling law for "large" percentiles 
xq(m)/xq (5.5) 
However, McNeil and Frey (2000) suggested that for a short period of time, the 
scaling factor deviates from the theoretical one and should depend on the volatility at 
that time, i.e. 
x j ( m ) / x j (5.6) 
where A., is a volatility dependent variable. 
Although the GARCH-M models perform well in 1-day VaR, there is still yet any 
standard model for the multi-period VaR. Therefore, studying the data empirically 
becomes impossible. Instead, analyzing the time scale effect can be done by 
simulation. In Danielsson and de Vries (1997), an algorithm is proposed to simulate 
the fat-tailed distribution. The steps are as follows: 
1. Randomly select a residual from the sample n residuals. 
2. If the residuals exceed z ( “ � s a m p l e a G P D ( � ’ Pi") distributed excess y, from 
the right tail and return z(“丨）+ y , . 
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3. If the residual is less than z(„_k) sample a distributed excess y, 
from the left tail and return - y^. 
4. Otherwise retain the residual itself. 
In this way, the distribution function will become 
. f 、-1/比） 
k 1 z - z ( k) . _ 
F z ( z ) = 1 丄 i X s z } i f Z(n-k) ^ z ^ z ( k . i ) ( 5 . 7 ) 
11 i=i 
/ _ 
1 k , ^(i) z - z ( |、 _ k ) 
计 “ p[|) J i f z > z _ 
The noise distribution and the fitted GARCH model are adopted here to simulate 
10000 future paths (x …’…’父…”）and calculate the corresponding cumulative sums 
111 
which are realizations of | G, . These realizations are used for 
i=i 
calculating XJ (m). With 10000 simulated paths the sample percentile is a reasonable 
estimator for q < 0.99. 
To test the conjecture, a GARCH(1,1) model is fitted to excerpt from HSI containing 
the crash and the simulation algorithm is adopted to compute xj'(m) for k = 1, 
2, . . . ,30 and three different initial values of a , : "high", "average" and “low"? The 
results show that the power scaling law (5.6) holds almost perfectly. For example, 
2 The average volatility was taken to be the median of ； the high volatility 
corresponds to the 95''' percentile of the observed values of at_„+, ，the low volatility to 
the 5''' percentile. 
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please refer to Figure 5.2. Table 5.2 gives the estimated values \ for three different 
values ofcTt. Two results are derived from the table: first, the higher the confidence 
level is, the smaller the exponent ； second, the higher the percentile of initial 
volatility is, the lower the exponent A,,. In view of the stationarity of the volatility 
process, this appears to be very natural: if the initial value a j is high (low) the future 
volatility will be on average lower (higher) than a , , so that the percentile x;'(k) 
increases relatively slowly (relatively fast) in k. 
Low volatility 0.8385 0.792 
Average volatility 0.7731 0.7345 
High volatility 0.7518 0.7192 
Table 5.2: Values of the exponent 入（of the scaling law 
(Equation 5.6) for different initial volatilities. 
Based on the scaling law (5.6) for i.i.d. series, Danielsson and de Vries (1997) 
advocated the use of the scaling factor k � w h e n computing the k-day VaR from 
models fitted to daily data ("m^-rule"). Hence, a "universal" scaling law is unlikely 
to prevail for most financial return series. 
Further to the finding of McNeil and Frey (2000) in time aggregation, a linear 
relationship between the percentile of the initial and the scaling factors is observed. 
For example. Figure 3.11 shows the scatter plots between the percentiles of initial 
volatility and the corresponding scaling factors for 95% VaR. Therefore, we can use 
the training set of data to construct a linear line and calculate the scaling factor by 
getting the initial volatility. 
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Figure 5.4: Scatter plots of the scaling factors against the percentiles of initial 
volatility. 
To incorporate the time scaling factor into DEVT, there are two feasible solutions. 
The first solution is using the training set to construct a new time scaling factor. 
However, this method is quite time consuming. The second is using the fitted model 
to calculate the scaling factor by getting the percentile of initial volatility. 
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Nevertheless, as seen in Figure 5.4, the variance of the predicted values is relatively 
large. 
To conclude, the procedure of the calculation of VaR by DEVT can be expressed as 
follows: 
1. Extract residuals by AR( 1 )-GARCH( 1,1) model; 
2. Use the dynamic method introduced in Section 4.3 to determine the threshold 
level; 
3. Calculate z'' by Equation 4.20 and then xj" by Equation 4,21; 




Case Study: China Aviation Oil Singapore 
(CAO) Incident 
T h e aim of this chapter is to illustrate how the proposed approach works in practice. 
China Aviation Oil Singapore (CAO) incident in November, 2004 is chosen as the 
case study showing the workability of the proposed approach. Yen (2005) and Leung 
(2005) have done a detailed research in the quantitative approach on this issue. 
6.1 Background Information 
Established in 1993，China Aviation Oil (Singapore) is a flagship of China Aviation 
Oil Holding Company (CAOHC). It monopolized China's jet fuel market. On 
November 29’ 2004, China Aviation Oil (Singapore) sought court protection due to its 
great losses in derivatives trading. Its chief executive, Jiulin Chen, was under 
investigation and the Singaporean Government hired PricewaterhouseCoopers (PWC) 
to investigate the causes of the incident. Up to the bust, CAO revealed that its 
aggregate loss from trading oil derivatives might have been amounted to $550 million 
USD. It raised the awareness of the internal control and risk management policies of 
state-owned enterprises (SOE). 
CAO's trading loss was mainly due to the surge in oil price since the beginning of 
2004. In 2003, US 's invasion of Iraq resulted in continuously high crude oil price with 
6 2 
over $55 USD per barrel in the subsequent year. Meanwhile, CAO short sold a large 
block of oil future. The surge of crude oil price made CAO unable to cover the margin 
calls on derivative positions with an aggregate loss of $390 million USD, excluding 
other potential losses of $160 million USD. However, Chen expected that the oil price 
would fall based on his previous experience. 
In order to avoid the disclosure of the losses, CAO took two actions. First, it rolled 
over the positions again up to 2005 and 2006 for maturity with average exercise price 
of $43 USD per barrel. Second, it further increased the trade volume and total 
holdings on hand. The big gambling went broken when the oil price reached the 
record of the recent decade, $55.17 USD per barrel, on October 26. The company held 
trading positions on an astonishing 52 million barrels — three times the total annual 
demand. Finally, the situation became out of control and CAO sought for court 
protection so that it could find a rescue package and negotiate a settlement plan with 
creditors. For details of the story, please refer to Wang and Li (2004) and Zhang et al. 
(2004). 
This chapter focuses on the quantitative risk analysis. More specifically, DEVT 
proposed in the previous chapter is employed to model the surge of crude oil price, 
since normal distribution cannot estimate extreme cases of financial risk accurately 
due to fat tails of returns. Moreover, in this chapter, the results of EVT analysis are 
applied to the risk management, especially the calculation of VaR. China Aviation Oil 
incident serves as a case study at the end of this chapter. The size of CAOs' VaR 
values show how irrational the behavior of Jiulin Chen, the CEO of CAO, was that 
sent CAO into history. At the end of this chapter, some feasible suggestions are 
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provided for the Chinese government to avoid similar incidents happening again in 
the future. 
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Figure 6.1: The oil spot price in Brent in 2004. 
6.2 Data Analysis 
In this section, the Chinese Aviation Oil incident is studied to see how D E V T can 
signal adversities, so that the management could have minimized the financial loss 3 ' 
month oil future data are employed for data analysis. 
According to the disclosures from the Singaporean government, the number o f futures 
contracts sold by CAO surged from 2 million barrels of crude oil at the begij^^^-^g ^ f 
2004 to more than 52 million barrels in October, 2004. Due to limited tradij^g data 
from CAO, this thesis treats the average number of future contracts, i.e. 2 ? million 
barrels, as the CAO's position of analysis over the second half of 2004. 
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Since this case only involved short selling, the right tail distribution is this case 
study's concern. The 3-month future price in NYMEX from 1989 to 2004 was 
collected for this case study. Suppose the daily negated returns of the future contacts 
are where m » 1000，we can calculate the gth percentile at time t-1, 
xj_,, based on previous 1000 days so that we use data of around 4-year for each 
prediction. After getting the daily VaR, the portfolio VaRs are 
VaR, = Position卜丨 x [exp(xj_,(k))-l]= Position,., x [exp(x?_, x k又丨)-lJ (6.1) 
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Figure 6.2: Estimated 1-day 99% VaR of 3-month oil future and the actual daily returns in 2004. 
Figure 6.2 shows the estimated 1-day 99% VaR of 3-month oil future and the actual 
daily returns in 2004，which show the greatest probable loss maintained at high level 
due to the surge of oil price. Moreover, for the time aggregation issue, the scaling 
factor at 99% VaR was fitted against the percentile of the initial volatility in Figure 
6.3. 
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Figure 6.3: Scatter plots of the scaling factor at 99% VaR against the percentile of 
initial volatility of the 3-month oil future price. The green line is the fitted model 
for the scaling factor. 
In formula, the model for the scaling factor is 
入 I =0.711838-0.14702pt (6.2) 
where 人,is the scaling factor at time t, p^is the percentile of initial volatility at time t. 
Combining the estimated 1-day 99% VaR and the model for the scaling factor, we can 
evaluate the portfolio VaR by Equation 4.1. Figure 6.3 shows the 10-day 99% VaR 
for 3-month oil future in the second half of 2004 under the assumption of 27 million 
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Figure 6.4: Estimated 10-day 99% VaR for the 3-month oil future in the second half of 2004. 
In the figure, we can see the CAO's VaRs were extremely high compared with its 
asset value. For example, at the beginning of second half of 2004, the range of the 
VaRs calculated by GPD was already 160 million USD, which was even higher than 
CAO's total asset value (CAO's total asset value was approximately 150 million USD 
and this value is also called the Technical Default Point.). The situation of high VaRs 
had continued for more than half a year until CAO sought court protection on 
November 29, 2004，when its VaR was around 240 million USD. Please be reminded 
that this number was only based on the basis of 27 million barrels. If we used 52 
million barrels as the basis to calculate the number, the VaR would be 460 million 
USD. Other than DEVT, the 10-day 99% VaR is calculated by different models in 
Table 6.1. 
10-day Positions Unit Price VaR 
Model 
volatility (%) ( million units) (USD) (million USD) 
SMA 2.027 52 49.77 386.49 
EWMA 2.151 52 49.77 410.21 
GARCH 2.132 52 49.77 406.54 
Table 6.1: CAO's delta normal VaR on 29/11/04 under different models 
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From the analysis above, it is apparent that what CAO did was actually a big 
gambling. Despite the rising portfolio VaRs, CAO increased its short position rather 
than hedged the loss or cut the loss. Figure 4.4 reveals that CAO's failure was mainly 
due to the surge of crude oil price. The surge of the price posed two effects on CAO's 
VaR. First, when the price moved in unfavorable direction, the potential loss was 
greater. In consequence, the VaR would be higher. In addition, from Equation 6.1, we 
can see that the VaR mainly depends on the volatility and the residual in short time. 
The surge of the crude oil price increased the volatility of the return greatly and made 
the distribution "fatter". Both of them were reflected on the VaRs. Under these 
circumstances, CAO's VaRs got higher and higher. 
Now is the time to calculate the potential losses based on absolute daily return of 3-
month oil future in NYMEX. Since CAO had shorted the future contracts, CAO 
would suffer potential loss once the crude oil price went up. Table 6.2 shows the 5 
greatest daily returns of 3-month oil future in NYMEX and the potential losses related 
to these 5 changes. Here the assumption that CAO held 27 million barrels of crude oil 
still holds for the calculation of the potential loss. 
In Table 6.2, the greatest increase of the crude oil price happened on June 1, 2004, 
when CAO suffered potential loss amounted to 66.15 million USD. This potential loss 
was more than one-third of CAO's asset value. Moreover, the position held by CAO 
in October and November 2004 was 52 million barrels, and the biggest potential loss 
during this period was nearly 120 million USD. From the above, we can see that a 
one-day price surge could ruin CAO. What CAO was engaging in was "rogue 
trading". The failure of CAO was expected as history tells us that no company could 
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survive for more than two months after trades became irrationally risky. The Baring 
Brother's case is just another example telling similar story. 
Potential loss when price changes in unfavorable direction 
Date Price change Potential loss (Million USD) 
2004-6-1 2.45 66.15 
2005-12-15 2.37 63.99 
2004-11-19 2.22 59.94 
2004-12-17 2.1 56.7 
2004-2-2 1.93 52.11 
Table 6.2 CAO's potential loss on 3-month future in NYMEX 
6.3 Suggestion 
Benjamin Franklin said, "Experience is a dear school". Learning from failure is the 
beginning of success. In this section, what kind of lesson we could learn from the 
China Aviation Oil incident will be discussed. 
First, it is this thesis' stance that preventing the moral hazard is the most important 
task for SOEs. Only when people know they have to take the responsibility for what 
they do, they will take a cautious attitude towards their business decision-making. The 
Chinese government only stipulates that CEOs of SOEs may lose their jobs if they 
make huge losses to their enterprises. Under such circumstance, if they make gains, 
they can share the gains, but the responsibility for the loss falls on the government. 
The asymmetric between benefit and responsibility encourages the management of a 
SOE to take risk for potential gains. If the moral hazard problem cannot be checked 
efficiently, another CAO incident will come again soon. 
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Second, sufficient and obligatory information disclosure is necessary. In the China 
Aviation Oil incident, the management of CAO not only hid the company's losses 
from their superiors, but also published false financial report to mislead investors. 
Moreover, CAO's parent sold the shares to hedge funds without disclosing the 
shareholders' alleged knowledge of the losses of CAO from its derivatives trading. 
This obviously involved insider trading. Transparency is always the best way to 
prevent mistakes. If CAO was forced to provide the accurate information, its 
gambling could be stopped at the early stage. Never believe in the internal power of 
CEOs of SOEs, only external power can make them behave themselves. 
Third, regulations and rules must be completely implemented. In the China Aviation 
Oil incident, the Chinese government had stipulated clear regulations, but CAO did 
not abide by them; Although CAO itself had a comprehensive risk management 
structure, but it remained to be paperwork. The CEO of CAO was always on the top 
of the regulations and rules. In fact, trouble comes when people are allowed to beyond 
rules. 
Fourth, state supervision should be improved. In the China Aviation Oil incident, both 
Chinese and Singaporean supervision authorities failed to detect CAO's problem. 
This not only caused the loss of investors, but also failed to protect CAO from 
defaulting. New techniques are needed to be introduced for more effective supervision. 
Fifth, good education or training on risk management should be provided for 
managers and financial personnel in SOEs. The complexity of derivative instruments 
is beyond the imagination of laymen. Without good training, it is difficult for the 
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personnel concerned to have good understanding on derivative market mechanism and 




A s mentioned in the introduction, the objective of this thesis is to develop a dynamic 
framework focusing on tail estimation of financial time series, in particular, the 
estimation of measures of market risk such as Value-at-Risk (VaR). However, many 
researchers are exploring the possibility to apply the Extreme Value Theory (EVT) to 
the calculation of credit risk and operational risk since EVT provides better estimation 
in extreme cases. For example, Brandts (2004)，Chavez-Demoulin, Embrechts and 
Neslehova (2006) apply EVT to calculation of operational risk capital; Saunders 
(2002) introduces the application of EVT to credit risk calculation. 
Although DEVT has shown its merits in the analysis presented in previous chapters, it 
still has its limitation. DEVT was applied to calculate VaR for interest rate such as 3-
month HIBOR, but the result was quite disappointing. The reason for the failure may 
be due to the mean-reversion effect of interest rate. As interest rate is a market risk 
source and is especially vital for the evaluation of derivatives. Finding out feasible 
solutions to this problem should be a promising area for researchers to work on. 
Finally, VaR estimation is often concerned with multivariate return series in practice. 
It is possible that DEVT proposed in this thesis is extended to multivariate series. 
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A. Appendix 
A.l Examples for the Theorem 1 
Example 1: If X,,X2,---X„are i.i.d. Frechet variables, F(x) = e x p ( - l / x ) for x � 0 . 
Let = n and b 丨，=0. 
P r { ( M „ - b J / a „ < z } = F"(nz) 
= { e x p [ - l / ( n z ) ] } " (A.l) 
— e x p ( - l / z) , as n — 00 
for each fixed z g R . Hence, with the chosen a„ andb,,，the limit distribution of 
M„ as n — 00 is the Frechet distribution, corresponding tog = 1 in the GEV family. 
Example 2: If X, ,X2,- ' -X„are i.i.d. variables andXj � E x p ( l ) , F(x) = l - e~ ' ' for x > 
0. In this case, let a„ = 1 andb„ = n . 
P r { ( M „ - b „ ) / a „ < z } = F"(z + logn) 
_ J _ g - ( z + l o g n ) “ 
= l - n - ' e " ^ ] " (A.2) 
~>exp(-e-z) ， as n —> CO 
for each fixed z g R . Hence, with the chosen a„ andb,, , the limit distribution of 
M,, as n —> 00 is the Giimbel distribution, corresponding to^ = 0 in the GEV family. 
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Example 3: If X,，X2,."X„are i.i.d. variables andX；�U(0’1)，F(x)=x f o r O < x < l . 
For fixed z < 0，suppose n > -z and let = 1/n a n d b , � = 1 . 
P r { ( M „ - b J / a . , < z } = F"(n-'z + l) 
f \ 11 
n ) (A.3) 
-> e^ , as n -> 00 
for each fixed z g R . Hence, with the chosen a„ andb,, , the limit distribution of 
M„ as 11 — 00 is the Weibull distribution, corresponding to^ = - 1 in the GEV family. 
A.2 Proof of the generalized Pareto distribution (GPD) 
Let X has distribution function F, By the assumption of Theorem 2.1, for large enough 
n, 
' � f 
F " ( z ) « e x p - 1 + 5 ^ ^ > 
\ o J 
L L � 乂」 J (A.4) 
- / — 乂 
n l o g F ( z ) « - 1 + ^ ^ ^ 
L I o力 
By Taylor series, for large z, 
l o g F ( z ) « - { l - F ( z ) } 
1 � 广 n (A.5) 
n|_ V cj 
81 
Similarly, for large w, 
l _ F ( u + y ) =丄[i + g f u + y i ) " ! (A.6) 
n L I a J_ 
where 
H ( y ) = l - P r { X � u + y | X > u } 
_1 n-丨[1 + 咖 + y_fa)/(7 广 
一 n-丨[1 + 办 - | L i ) / c j 广 
= 1 一 [ 1 + 一 广 (A.7) 
= 1 - 1 + 警 where P = a + ^(u -
V P y 
on {y : y > 0 and (l + ; y / p ) > 0 } . 
Therefore, the distribution function of GPD is 
H ( y ) 4 - � i + ¥ r ， … (A-B) 
l_e-y 叩 ， 4 = 0 
on {y ： y > 0 and (l + � y / p ) > 0 : . 
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A.3 Maximum Likelihood Estimation 
When developing a model, we would not know the parameters in advance. In this case, 
maximum likelihood estimation (MLE) helps in this case. 
Consider a random variable x have density function /’ that is f(x;0) where 
Q 二（Qi,Q2’.-.’Q„) is k unknown variables to be estimated. Then given the 
observationsX = (x, ,x2, ' - - ,x„) , the likelihood function is 
L ( § ; 本 f j f ( x “ § ) . (A.9) 
i=l 
The logarithmic function is 
^ ( e ; x ) = logL(§;5r)= ;^log(f(Xi;§ )). (A. 10) 
i=l 
The maximum likelihood estimators (MLE) of 6 = (e,’^�’...，^J are obtained by 
maximizing ^ (0 ;x ) . 
For the GPD, suppose x,, Xj, x^ be the i.i.d. with common distribution function F 
and be larger than the threshold level u. The density function of the GPD, h is 
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1 1 + p 
h ( x ) = 八 ^ ^ ” (A. l l ) 
1 -f—1 丄 e l " J 
I/? 
where { x : x > u and ( l+ - u ) / p ) > 0 } if ^ > 0 and x e [u, u - p / ^ ] if ^ < 0 . 
The log-likelihood function equals 
- k l o g / ? - ( l + l / ^ ) ^ l o g [ l + 关 0 
, i = 丨 (A. 12) 
、 i = l 
To find the maximum values of p) ；X), it requires some numerical procedure 
like the Newton-Raphson iterations. For the iteration algorithm, Hosking (1985) 
provided a similar framework for the GEV distribution. 
Although we may obtain the estimates from maximum likelihood estimation (MLE), 
it raises another question, are estimators regular or trustful in the limiting distribution? 
Smith (1985) studied the conditions for MLE and presented the following conclusions. 
Firstly, ^ e ( -0 .5 , oo), the estimators are regular in the sense of having asymptotic 
properties. Secondly, ^ e (-1, - 0.5), the estimators are generally obtainable, but do 
not have standard asymptotic properties. L a s t l y , � e (— oo，— 1)，the estimators are 
unlikely to be obtainable. In this thesis，only the financial data series would be dealt 
with and many papers (for example, Danielsson (2000)) have already told us that the 
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financial is fat-tailed, i.e.^ > 0 . Therefore, it is reliable to use MLE to capture the 
parameters. 
Smith (1984) obtained the information matrix and gave the asymptotic variance of the 
estimators: 
( ( ] J ( l + l f p ( l + | ) 1 s i n � v a r ， ~ n V � .)( ’ (A. 13) 
IPJ I 2PH1+0J 2 
A.4 Delta Method 
The adoption of maximum likelihood estimation (MLE) presents the expected value 
of the parameters, but how about the confidence intervals? These lead to the studies of 
the asymptotic distribution of parameters. Strictly, each of the results is an asymptotic 
limit law to be obtained as the sample size n increases to infinity. They are also valid 
only under regularity conditions. Fortunately, financial data are regular and fulfill the 
conditions. 
Theorem A.4.1 Let x,,---, x„ be independent realizations from a distribution within a 
parametric family F, and let ^Q and 0 � d e n o t e respectively the log-likelihood 
function and the maximum likelihood estimator of the ^/-dimensional model 
parameter 00. Then under suitable regularity conditions, for large n 
§��MVN(e�,i“e�)-丨） (A. 14) 
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where 
、丨(e) e , » -
I 养 ： e : : ( e ) e|:.'.(e) ： (A.15) 
、.丨(e) 
with 
e “ J ( e ) = E { - i _ } . (A.16) 
0 
The matrix 1^(0), which measures the expected curvature of the log-likelihood surface, 
is usually referred to as the expected information matrix. 
Theorem A.4.1 can be used to obtain approximate confidence intervals for individual 
components o f Q � = (G,,---, 0„) . Denoting an arbitrary term in the inverse of 
by vj/j j, it follows from the properties of the multivariate normal distribution that, for 
large n, 
§0 � M V N ( e i , v | / J . (A. 17) 
Hence, if v|/, ； were known, ail approximate ( l - a ) confidence interval for 9； would 
be 
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谷 (A. 18) 
where is ( l - a / 2 ) quartile of the standard normal distribution. Since the true 
value of 00 is generally unknown, it is usual to approximate the terms of with 
those of the observed information matrix, defined by 
- - ^ ^ ( e ) ... … 
\ ••. - ： 
Io(e)= .2 (A.20) 
aej.aej ^ ) 
... ... 
A 
and evaluated at 0 = 9 . Denoting the terms of the inverse of this matrix byvj)； j, it 
follows that an approximation (l - a ) confidence interval for 0； is 
谷i 土 ( A . 2 1 ) 
Despite additional approximation, such intervals are often more accurate than those 
obtained in Equation A. 18. 
Although a parameter family 下 may be indexed by a parameter 6 , of which Q() 
represents the true value, it may not be Q � t h a t is particular interest. Instead, it may 
not be some function (t)o = g(0o) that we wish to estimate, where 小。may have a 
different t o Q � . We restrict attention to the situation where ^ois a scalar function of 
8 7 
Go. This is often useful in extreme value modeling, where Q � i s the parameter vector 
of a distribution representing extreme value behavior, but it is the probability of some 
extreme events - which is a function of Q � - that is needed. The following two results 
enable maximum likelihood inferences on 0 � t o be transformed to give corresponding 
inferences onGg. 
Theorem A.4.2 If is the maximum likelihood estimate ofQ。，and 小。=g(Qo) is a 
scalar function, then the maximum likelihood estimate of 伞。is given by 丞�=g(台o). 
0 
This result means that, once the maximum likelihood estimate of Gq has been 
calculated, the maximum likelihood estimate of any function of 0 � i s obtained by 
simple substitution. 
Theorem A.4.3 Let Bq be the large-sample maximum likelihood estimator of the d-
dimensional parameter 9 � w i t h approximate variance-covariance matrix Vq . Then if 








evaluated at � . 
0 
Theorem 2.4 is usually referred to as the delta method. In the same way that the 
approximate normality of G^  can be used to obtain confidence intervals for individual 
A • A 
components of , the delta method enables the approximate normality of 小。to be 
used to obtain confidence intervals for 小。. 
A.5 Kolmogorov-Smirnov test 
111 statistics, the Kolmogorov-Smimov test (often called the K-S test) is used to 
determine whether two underlying probability distributions differ, or whether an 
underlying probability distribution differs from a hypothesized distribution, in either 
case based on finite samples. 
The one-sample KS test compares the empirical distribution function with the 
cumulative distribution function specified by the null hypothesis. The main 
applications are testing goodness of fit with the normal and uniform distributions. 
8 9 
Given N ordered data points Y � S 丫⑴ < …< Y(n) , the Kolmogorov-Smimov test 
statistic is defined as 
D =盟Nx�F(Y(i))-宇 i-FlY⑴)) （A.25) 
where F is the theoretical cumulative distribution of the distribution being tested 
which must be a continuous distribution (i.e. no discrete distribution such as binomial 
or Poisson), and it must be fully specified (i.e. the location, scale and shape 
parameters cannot be estimated from the data). 
The hypothesis regarding the distributional form is rejected if the test statistic, D, is 
greater than the critical value obtained a table. Today, this table has already been 
embedded in many popular statistical software such as SAS, Matlab. 
For interested reader, see Chakravart, Laha, and Roy (1967). 
A.6 Ito's Lemma 
Ito's lemma was developed by the mathematician Kiyosi Ito in 1951 to explain the 
behavior of functions of stochastic variables. 
Suppose that the value of a variable x follows the Ito process 
9 0 
dx = a(x,t)dt + b(x,t)dz (A.26) 
where dz is a Wiener process and a and b are functions of x and t. The variable x has a 
drift rate of a and a variance rate of b^. Ito's lemma shows that a function G of x and 
t follows the process 
(A.27) 
l^ax at 2 ax ' ) dx 
and the dz is a Wiener process as in Equation A. Thus, G also follows an Ito's process. 
It has a drift rate of 
么 + 仏 丄 马 b 2 (A.28) 
dx a t 2 dx-
and a variance rate of 
1 . (A.29) 
\dx) 
For more details, please refer to Hull (2003). 
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