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We present an integration scheme for optimizing the orbitals in numerical electronic structure cal-
culations on general molecules. The orbital optimization is performed by integrating the Helmholtz
kernel in the double bubble and cube basis, where bubbles represent the steep part of the functions
in the vicinity of the nuclei, whereas the remaining cube part is expanded on an equidistant three-
dimensional grid. The bubbles’ part is treated by using one-center expansions of the Helmholtz kernel
in spherical harmonics multiplied with modified spherical Bessel functions of the first and second
kinds. The angular part of the bubble functions can be integrated analytically, whereas the radial
part is integrated numerically. The cube part is integrated using a similar method as we previously
implemented for numerically integrating two-electron potentials. The behavior of the integrand of the
auxiliary dimension introduced by the integral transformation of the Helmholtz kernel has also been
investigated. The correctness of the implementation has been checked by performing Hartree-Fock
self-consistent-field calculations on H2, H2O, and CO. The obtained energies are compared with ref-
erence values in the literature showing that an accuracy of 104 to 107 Eh can be obtained with our
approach. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4976557]
I. INTRODUCTION
The time-independent Schro¨dinger equation for bound
states (
−1
2
∇2 + V (r)
)
ψ(r) = ψ(r) (1)
can be formulated as an integral equation by first reorganizing
it into a general Helmholtz equation(
∇2 + 2
)
ψ(r) = 2V (r)ψ(r), (2)
the Green’s function equation of which has to be solved itera-
tively because the wavefunction ψ(r) occurs on both sides of
the equation and the energy eigenvalue ( < 0) of the bound
state is also not known and has to be updated for each guess
for ψ(r). The kinetic energy is given by − 12∇
2
ψ(r) and V (r) is
the potential. To maintain the familiar Green’s function nota-
tion, we denote k =
√−2 . The Green’s function can then be
written as1–11
ψ(r) =
(
∇2 + 2
)−1
2V (r)ψ(r)
= − 1
2pi
∫
exp(−k |r − r′ |)
|r − r′ | V (r
′)ψ(r′)dr′, (3)
where r and r′ represent the three Cartesian coordinates x,
y, z. The solution of Eq. (3) is then obtained iteratively by
integrating
ψ(r) = 2
∫
G(r, r′)V (r′)ψ(r′)dr′, (4)
where G(r, r′) denotes the Green’s function and ψ(r) is the
wave function or orbital that vanishes at the boundaries of
the integration domain. The energy eigenvalue can obtained
in each iteration by calculating the expectation value for the
Hamiltonian or by using another approach that yields an esti-
mated value for the energy eigenvalue. To our knowledge,
this approach was employed for the first time in 1962 by
Kalos,12 who formulated a Helmholtz kernel approach for
solving time-independent Schro¨dinger equations for nuclei by
using the Monte Carlo integration. In this Helmholtz kernel
approach, the differential equation is recast into an integral
expression involving additional dimensions showing similar-
ities with the Coulomb integral of two-electron electrostatic
interactions.
In this work, we have implemented an approach to opti-
mize numerical one-particle wave functions of bound elec-
tronic states by integrating the Helmholtz kernel using a similar
approach as we previously employed for calculating elec-
trostatic potentials using the Poisson kernel, i.e., integrating
the Coulomb integral.13–17 The singular attraction potential
between the electrons and the nuclei of molecular systems
leads to very steep cusps of the orbitals and potentials in the
vicinity of the nuclei. Since the steep cusps are difficult to
expand using numerical methods, we have devised the use of
a double numerical basis, where the steep parts of the functions
are expanded in one-center functions at each nucleus, whereas
the remainder is described using a three-dimensional (3D)
equidistant grid.16 The 3D numerical functions are expanded in
an outer product of local numerical functions in one dimension
(1D). Our long-term goal is to develop fully numerical elec-
tronic structure methods that consider all electrons and scale
well on parallel computers. Tensorial numerical methods have
also been developed by other research groups for expanding
functions on 3D grids.7,8,18–28 Tensorial based wavelet meth-
ods have been developed for calculating electrostatic poten-
tials and solving electronic structure equations using the same
approach.1,2,5,7,11,23,29–39
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The article begins in Section II with a description of the
double basis of the bubbles and cube framework for repre-
senting scalar functions. Then, we explain how the Helmholtz
kernel approach fits into the numerical framework. The main
features of the numerical integration of the Helmholtz kernel
in the double basis are outlined in Section IV. The shape of
the t-space integrand and the t-space integration is discussed
in Section V. The orbital optimization procedure, the Hartree-
Fock iterative scheme, is sketched in Section V. The method
is demonstrated by calculating Hartree-Fock energies for a
number of small molecules and compared them to accurate
literature values in Section VI.
II. NUMERICAL REPRESENTATION
OF SCALAR FUNCTIONS
Scalar functions such as orbitals, potentials, electron den-
sity, and energy density are expanded in the double numerical
basis, where the steep part of the functions in the vicinity of
the nuclei is expanded in a sum of atom centered numerical
radial functions multiplied with spherical harmonics. The one-
center functions are called bubbles. The difference between the
sum of the one-center bubble functions and the total function
is expanded using the 3D tensorial grid functions leading to
a numerical representation whose accuracy can be systemat-
ically increased towards the basis-set limit by using denser
grids. The functions expanded on the 3D grid are called
cube.16 A given 3D function f (r) is expanded in the double
basis as
f (r) = f ∆(r) +
NA∑
A=1
f A(rA, θA, ϕA), (5)
where f ∆(r) is the cube, f A(rA, θA, ϕA) are the bubble functions,
and rA, θA, and ϕA are spherical coordinates centered at the
point nucleus of atom A (RA). The bubble functions represent-
ing the steep part of the functions render accurate all-electron
calculations feasible using an equidistant cube grid. The bub-
ble functions are separated into a radial part f Alm(rA) and an
angular part consisting of real spherical harmonics Ylm(θA, ϕA).
We use Racah’s normalization of the spherical harmonics in
this work,
f A(rA, θA, ϕA) =
lmax∑
l=0
l∑
m=−l
f Alm(rA)Ylm(θA, ϕA). (6)
The radial part of the bubble functions is divided into
M small intervals, where the function is expanded in a
local basis consisting of seven regular Lagrange interpolating
polynomials of sixth (P) order,16,40
χi(x) =
P+1∏
l,i
(x − xl)
(xi − xl) . (7)
The number of grid points in the radial range is N = MP
+ 1 because the grid points at the element boundaries belong
to two adjacent intervals. Since the amplitude of the Lagrange
interpolation functions is 1 in one grid point and 0 in the others,
the radial functions can be then written as
f Alm(rA) =
N∑
I=1
f AlmI χI (rA), (8)
where the expansion coefficient f AlmI is the value of the radial
function in grid point I and χI (rA) are the local element func-
tions along the radial range. The number and length of radial
elements depend on the nuclear charge of atom A. The ele-
ments are shorter close to the nucleus and their length increases
farther away from the nucleus. The 1D radial grid can have
several thousands of grid points.
The cube is expanded in a tensorial product of locally
defined numerical 1D basis functions
f ∆(r) =
∑
ijk
f ∆ijk χxi (x)χyj (y)χzk(z), (9)
where f ∆ijk ≡ f ∆(xi, yj, zk) are the expansion coefficients cor-
responding to the value of the function at the grid points.
The 1D Cartesian grids are equidistant and χξi (ξ), ξ = x, y, z
are Lagrange interpolation functions of order six. The size
of the cube is typically 150–500 grid points in each dimen-
sion. The bubbles and cube basis is discussed in more detail in
Ref. 16.
III. INTEGRATION OF THE POISSON KERNEL
The electrostatic potential due to a given charge density
(ρ(r)) can be obtained by integrating the Poisson kernel in the
bubbles and cube basis,
V (r) =
∫
Ω
∑
A,lm ρ
Alm(r ′A)Ylm(θ ′A, φ ′A) + ρ∆(r′)
|r − r′ | d
3r ′
=
∑
A,lm
VAlm(rA)Ylm(θA, ϕA) + V∆(r), (10)
using the shorthand notation above. The radial bubble func-
tions are obtained by dividing the molecular density into
atomic domains and projecting them onto the spherical har-
monic functions using
ρAlm(rA) =
∫ 2pi
0
∫ pi
0
ωA(r)ρ(r)Ylm(θA, φA) sin(θA)dθAdφA,
(11)
where ωA(r) are masking functions. The projection yields the
density contribution that is localized at nucleus A.16 The radial
part of one-center potentials is calculated by using inward
and outward integrations of the radial densities, whereas the
cube part is obtained by a direct 3D numerical integration.13–15
For the integration of the Poisson kernel, the Coulomb oper-
ator is rewritten using the integral expression and discretized
as
1
|r1 − r2 | =
2√
pi
∫ ∞
0
exp(−t2r212)dt
≈
pmax∑
p
ωp exp(−t2pr212) +
pi
t2f
δ(r1 − r2). (12)
The t-dependence of the Poisson kernel in Eq. (12) is integrated
using quadrature in linear and logarithmic coordinates. From
tf to infinity, the steep Gaussian is approximated as a Dirac
delta function. tp and ωp are the quadrature points and the
integration weights, respectively. The final expression for the
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cube part of the Coulomb potential can be written as
V∆ijk =
2√
pi
pmax∑
p
ωp
Nz∑
k′
Fz,pkk′
Ny∑
j′
Fy,pjj′
Nx∑
i′
Fx,pii′ ρ
∆
i′j′k′ +
pi
t2f
ρ∆ijk ,
(13)
where the matrix elements of Fξ ,pi′i , ξ = x, y, z are calculated as
1D integrals over the local basis functions χξi (ξ1),13–15
Fξ ,pii′ =
∫ ∞
−∞
exp(−t2p (ξi − ξ1)2)χξi′ (ξ1) dξ1. (14)
Details of the bubbles and cube procedure are given in
Ref. 16, where we also described how the double basis is used
for accurate transformations of other Hamiltonian operators in
numerical self-consistent-field calculations.
IV. INTEGRATION OF THE HELMHOLTZ KERNEL
Integration of the Helmholtz kernel is a linear operation
implying that it can also be performed separately for the bubble
and the cube parts,∫
G(r, r′)f (r′)dr′ =
∫
G(r, r′)f ∆(r′)dr′
+
∑
A
∫
G(r, r′)f A(r′)dr′. (15)
In Eq. (15) f ∆(r′) is a smooth function that is expanded on
the 3D grid, whereas the steep part of the functions in the
vicinity of the nuclei is expanded in the one-center functions
at RA. For the integration of the cube part, the singularity of the
Green’s function is avoided by introducing a similar integral
transformation
exp(−k |r − r′ |)
|r − r′ | =
2√
pi
∫ ∞
0
exp(− k
2
4t2
− t2 |r − r′ |2)dt (16)
for the Helmholtz kernel as used for the Poisson kernel.3,7,11,13
The t integration can be approximated by calculating the
integral using quadrature
2√
pi
∫ ∞
0
exp(− k
2
4t2
− t2 |r − r′ |2)dt
≈
∑
p
ω′p exp(−t2p |r − r′ |2) +
pi
t2f
δ(r − r′) (17)
with ω′p = ωp exp(− k
2
4t2p
), where ωp and ω′p are the integration
weights of the Poisson and Helmholtz kernels, respectively,
and tp are corresponding integration points. For large t values,
the integrand of the Helmholtz kernel has the same asymptotic
form as the Poisson kernel because the k-dependent contri-
bution to the integration weights is proportional to t2 in the
exponent and declines rapidly for large t. The same integration
method can be used for the Poisson kernel and the Helmholtz
kernel, whose integration weights depend on the energy eigen-
value  via k. Applying the operator in this form on f ∆(r′),
which in the Helmholtz case is the cube part of twice the prod-
uct of the orbital ψ(r′) multiplied with the potential V (r′),
whose expansion coefficients are f ∆i′j′k′ . By integrating the first
term on the right-hand-side of Eq. (15) over the r′ space, we
obtain the final expression
ψ∆ijk =
2√
pi
pmax∑
p
ω′p
Nz∑
k′
Fz,pkk′
Ny∑
j′
Fy,pjj′
Nx∑
i′
Fx,pii′ f ∆i′j′k′ +
pi
t2f
f ∆ijk (18)
for the expansion coefficients of the cube part of the orbitals
(ψ∆ijk). The expression for F
ξ ,p
ii′ is given in Eq. (14).13–16
The expansion coefficients f ∆i′j′k′ of the cube are obtained
by projecting out the steep bubble contribution from f (r)
as described above for ρ(r) in the case of the Poisson ker-
nel. The methods of the projection are described in detail in
Ref. 16.
The most convenient approach to the integration of the
bubbles’ part of the Helmholtz kernel is to expand the kernel
in a formally infinite series of spherical harmonics multiplied
with a modified spherical Bessel function of the first kind
(ˆIl+ 12 (kr<)) and a modified spherical Bessel function of the
second kind ( ˆKl+ 12 (kr>)), where r< is the smaller of r and r
′
,
whereas r> is the larger of r and r ′,40
exp(−k |r − r′ |)
|r − r′ | =
2k
pi
∞∑
l=0
(2l + 1)ˆIl+ 12 (kr<) ˆKl+ 12 (kr>)
×
l∑
m=−l
Y ∗lm(θ, ϕ)Ylm(θ ′, ϕ′). (19)
The expansion in Eq. (19) is analogous to the multipole
moment expansion in the Coulomb case. For the bubble func-
tions located at RA, the integration of the r′ space of the
Helmholtz kernel can then be written as∫
G(r, r′)f A(r ′A, θ ′A, ϕ′A)dr′
= 8k
lmax∑
l=0
l∑
m=−l
Ylm(θA, ϕA)
×
∫ ∞
0
r ′2f Alm(r ′)ˆIl+ 12 (kr<) ˆKl+ 12 (kr>)dr
′
, (20)
where the angular integrals over r′ are done analytically using
the Racah’s normalization of the spherical harmonics. The one
dimensional integral can be further simplified to∫ ∞
0
r ′2f Alm(r ′)ˆIl+ 12 (kr<) ˆKl+ 12 (kr>)dr
′
= ˆKl+ 12 (kr)
∫ r
0
r ′2f Alm(r ′)ˆIl+ 12 (kr
′)dr ′
+ ˆIl+ 12 (kr)
∫ rmax
r
r ′2f Alm(r ′) ˆKl+ 12 (kr
′)dr ′, (21)
where rmax is the size of the radial range of the bubbles. The
resulting radial functions of the bubbles (gAlm(r)) are obtained
as
gAlm(r) = 8k
[
ˆKl+ 12 (kr)
∫ r
0
r ′2f Alm(r ′)ˆIl+ 12 (kr
′)dr ′
+ ˆIl+ 12 (kr)
∫ rmax
r
r ′2f Alm(r ′) ˆKl+ 12 (kr
′)dr ′
]
,
(22)
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where the one-dimensional radial integration can be performed
using quadrature. The long-range contribution to the cube part
of the Helmholtz kernel can be calculated using a general-
ized fast multipole method involving the corresponding series
expansion of spherical harmonics multiplied with the modified
spherical Bessel function.41
V. INTEGRATION IN THE T-SPACE
The accuracy of the kernel integration of the cube part
depends on the size of the Cartesian grid and the quality of the
t integration. The accuracy can be systematically improved
by increasing the number of grid points. However, since the
computational time increases linearly with the number of grid
points of the t integration, it is desirable to have as few inte-
gration points in the t space as possible. Thus, the success
of the t integration depends on an optimal distribution of
the integration points. In the Poisson kernel case, we divided
the t-integration domain in three regions. The linear region
[0, tl] is integrated using ordinary Gaussian quadrature, the
[tl, tf ] region is integrated using Gaussian quadrature in log-
arithmic coordinates, and the integration in the interval of
[tf ,∞] is calculated analytically leading to an error of the
order of t−4f .
15 For the Helmholtz kernel, the shape of the t
integrand, i.e., the Fk(t) function in Eq. (23) can be obtained
from the normalization condition of ground-state hydrogen-
like wave functions using different values for k corresponding
to the orbital energy, which is analogous to the approach we
used when investigating the t dependence of the Coulomb
kernel,15
∫ ∞
0
Fk(t)dt = 2√
pi
∫ ∞
0
[∫
ψ(r)
∫
exp(− k
2
4t2
− t2 |r − r′ |2)
× 2V (r′)ψ(r′)dr′dr
]
dt. (23)
The calculations show that the shape of Fk(t) is rather
independent of k, implying that for reasonable values of the
orbital energy (), the same t-integration grid can be used.
However, the location of the maximum of the t integrand
depends slightly on k. The Fk(t) function is shown for a num-
ber of k values in Figure 1(a). By rescaling the variable t to
s= tk , one obtains a practically general shape of the integrand
that can be integrated numerically using the same integration
grid for all values of k. Figure 1(b) shows the integrand after
the change of variable. The orbital dependent exp(−k24t2 ) factor
takes the integrand rapidly to zero as t→ 0. For large t values,
the shape of Fk(t) is the same as for the Coulomb kernel with
the largest contribution to the integral from intermediate t val-
ues. The main difference between Fk(t) and the corresponding
function in the Coulomb case appears at small t values. How-
ever, since the atoms of the studied molecules are light, we
have used the same t-integration grid for the Helmholtz and
Poisson kernels in this work.
VI. ORBITAL OPTIMIZATION
AND THE HARTREE-FOCK SCHEME
The integration of the Helmholtz kernels for the differ-
ent k values, which are proportional to the square root of
the approximate orbital energies, yields the updated orbitals.
The right-hand-side of the kernel expression in Eq. (3) con-
tains an effective potential due to the electron-electron and
electron-nuclei interactions as described by Jensen et al. for
Hartree-Fock level calculations.11 The individual contribu-
tions to the effective potential are calculated in the double basis
as discussed in our previous works.13–16,42 All contributions
to the Fock matrix can be calculated from the orbitals because
the double basis approach renders accurate calculations of the
kinetic energy contribution feasible as the bubbles remove the
derivative discontinuity at the nuclei.16 The occupied-occupied
part of the Fock matrix and the corresponding metric are con-
structed and diagonalized yielding orbital energies and canon-
ical orbitals, since the application of the Helmholtz kernel
does not necessarily conserve the orthogonality and the canon-
ical properties of the orbitals. The occupied canonical orbitals
are used in the calculation of the potentials that together
with the orbital energies yield the updated orbitals when inte-
grating the Helmholtz kernel. The convergence of the self-
consistent-field (SCF) iteration is accelerated by using the
power method.
The SCF method is sketched in Algorithm 1, whereas the
construction of the Fock matrix in the double basis is described
in detail in Ref. 42. The Schro¨dinger equation can also be
reorganized to a Poisson equation by adding the potential
term to the energy on the right-hand-side. However, numer-
ical tests showed that the resulting Poisson equation is not
well conditioned leading to a slow convergence of the iterative
scheme.
FIG. 1. (a) The integrand Fk(t) is shown
for different k values in the range from
0.1 to 1000 corresponding to orbital
energies of [–0.005, –5 ×105]. (b) The
corresponding integrands Fk(s) obtained
by changing the variable s = tk .
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TABLE I. The Hartree-Fock energy (in Eh) calculated for H2, H2O, and CO using different grid sizes. The bond
lengths (R) and bond angle in degrees are given as footnote.
H2a H2Ob COc COd
h = 0.05 1.133 629 272 76.067 474 784 112.792 666 765 112.790 874 062
h = 0.10 1.133 735 078 76.067 470 421 112.792 763 416 112.790 933 269
h = 0.15 1.134 032 068 76.067 244 799 112.792 867 814 112.791 386 087
h = 0.20 1.130 375 595 76.071 028 544 112.789 501 793 112.790 041 365
Reference 1.133 629 5713,43 76.067 41944,45 112.792 46346 112.790 9547
aR = 1.4 bohr.
bR = 1.808 85 bohr, A = 104.52◦.
cR = 2.082 100 094 bohr.
dR = 2.312 bohr.
Algorithm 1: Schematic description of the numerical self-consistent-field
(SCF) algorithm.
while orbitals not converged do
Calculate the contributions to the Fock matrix and the metric as described in
Ref. 42;
Diagonalize the general Fock matrix eigenvalue equation;
foreach orbital i do Optimize orbital i using the Helmholtz kernel
in Eq. (3);
end
VII. RESULTS
The implementation was tested by performing calcula-
tions on H2, H2O, and CO for which accurate benchmark
results are available. The obtained Hartree-Fock energies are
summarized in Table I. The dimension of the used Cartesian
grid for the cube was [7,7]3 bohr3, whereas the number of
grid points varied from 73 × 73 × 73 to 313 × 313 × 313. The
largest grid for H2 was 625 × 625 × 625. The radius of the
non-equidistant 1D grid of the bubbles was 20 bohr, which
was divided to 6000 cells yielding 36001, 56341, and 60541
grid points for H, C, and O, respectively.
The error in the total energy of H2 as a function of the grid
spacings of the cube (h) is shown in Figure 2. The energy of
H2 in the basis-set limit can be estimated by extrapolation. By
fitting the energies calculated using grid steps in the interval
of h = [0.02, 0.08] to E(h) = E0 + Ahn, one obtains an extrapo-
lated energy of 1.133629609 Eh with an angular coefficient n
of 8.05. However, for grids denser than h = 0.05, the accuracy
FIG. 2. The error in the Hartree-Fock energy for H2 calculated as a function
of the grid spacing.
is practically independent of the grid indicating that there are
other factors than the Cartesian grid that limit the accuracy. For
very sparse grids, whose spacings are larger than h = 0.2, con-
vergence problems appear in the self-consistent-field iteration
procedure.
VIII. CONCLUSIONS
An integration of the Helmholtz kernel approach for opti-
mizing orbitals in a self-consistent-field framework has been
formulated in the double bubbles and cube basis. The algo-
rithm is the final component for building a fully numerical
quantum chemistry software for electronic structure calcula-
tions on general molecules at the Hartree-Fock level of theory.
In the bubbles and cube approach, the steep functions in the
vicinity of the nuclei are expanded in one-center functions,
whereas the remaining part of the total functions, i.e., the
cube part, is expanded on an equidistant three-dimensional
grid.
The bubbles’ part of the Helmholtz kernel is integrated
by expanding the kernel in a series of spherical harmon-
ics multiplied with modified spherical Bessel functions of
the first and second kinds. The angular part can be inte-
grated analytically, whereas the radial part is integrated using
quadrature.
The use of equidistant grids simplifies the algorithms
rendering efficient parallelization and the use of general-
purpose graphics processing units (GPGPU) feasible. The
integration of the cube part of the Helmholtz kernel is per-
formed using a similar method as that used for numeri-
cally integrating two-electron potentials implying that also a
generalization of the fast multipole method (FMM) can be
employed in order to speed up the integration of the Helmholtz
kernel.
The numerical integration of the auxiliary dimension of
the integral transformation of the Helmholtz kernel has been
investigated in detail showing that a common integration grid
can be used for molecules containing only light atoms. For
heavier elements, a change in the integration variable can be
employed yielding integrands of the same shape for all orbital
energies.
The computational approach has been applied to H2, H2O,
and CO and the obtained energies have been compared to avail-
able literature data. The calculations show that our approach
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can reach the sub-milli-Eh level accuracy corresponding to the
ultimately desired chemical accuracy.
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