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Introdution.
Un groupe de Coxeter est un groupe W admettant un sous-ensemble générateur S formé
d'éléments d'ordre 2 tel que, si l'on note, pour s, t ∈ S, ms,t l'ordre du produit st dans W , le
groupe W soit donné par la présentation :
W =< S | (st)ms,t = 1, si s, t ∈ S ave ms,t 6=∞ > .
On dit alors que (W,S) est un système de Coxeter (admis par W ), que l'ensemble S est un
ensemble de Coxeter pour W et que le ardinal de S est le rang du système (W,S). On note
S(W ) l'ensemble des ensembles de Coxeter pour W .
Généralement, on se donne un système de Coxeter (W,S) par la matrie Γ(W,S) = (ms,t)s,t∈S,
que l'on représente par un graphe d'ensemble de sommets S, ave une arête étiquetée ms,t entre
les sommets s et t lorsque ms,t ≥ 3. On dit que la matrie Γ(W,S) est le type de (W,S) (et
est un type admis par W ). C'est une matrie de Coxeter, 'est-à-dire une matrie symétrique à
oeients dans N⋆ ∪ {∞}, ave des 1 sur la diagonale et uniquement sur la diagonale. On peut
montrer (f. [B℄, Ch. V,  4, n
◦
3) que toute matrie de Coxeter est, à isomorphisme de matries
près, le type d'un système de Coxeter (où l'on appelle isomorphisme de matries de (ms,t)s,t∈S
sur (m′s′,t′)s′,t′∈S′ toute bijetion de S sur S
′
qui respete les oeients).
Soit W un groupe de Coxeter.
Si S ∈ S(W ) et si α est un automorphisme de W , alors α(S) ∈ S(W ) et les types Γ(W,S)
et Γ(W,α(S)) sont isomorphes (via S → α(S), s 7→ α(s)). Inversement, pour S, S
′ ∈ S(W ), tout
isomorphisme de Γ(W,S) sur Γ(W,S′) se prolonge en un automorphisme de W qui envoie S sur S
′
.
On est alors amené à onsidérer les deux problèmes suivants :
1. Déterminer le groupe Aut(W ).
2. Déterminer les lasses d'isomorphisme des types admis par W ou, de façon équivalente, les
orbites de l'ation de Aut(W ) sur S(W ) : Aut(W )× S(W )→ S(W ), (α, S) 7→ α(S).
On dit qu'un groupe de Coxeter est rigide lorsqu'il admet un unique type, à isomorphisme près,
'est-à-dire lorsque l'ation dérite en 2 i-dessus est transitive (voir aussi la dénition 6 en
setion 3.1 i-dessous).
De nombreux résultats existent sur es deux problèmes, pour diérentes lasses de groupes
de Coxeter, et en partiulier pour la lasse des groupes de Coxeter "à angles droits" :
Dénition 1 (Angles droits). Soit (W,S) un système de Coxeter de type Γ. On dit que (W,S)
et Γ sont à angles droits si Γ est à oeients dans {1, 2,∞}.
On montre que, si un groupe de Coxeter W admet un système de Coxeter à angles droits,
alors tous les systèmes de Coxeter qu'il admet sont à angles droits et ont même rang (voir la
setion 1.3). On dit alors que le groupe de Coxeter W est à angles droits et que le rang ommun
des systèmes de Coxeter qu'il admet est le rang du groupe W .
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Soit W un groupe de Coxeter à angles droits (de rang ni ou inni).
Notons π : W → W ab, w 7→ w le morphisme anonique de W sur son abélianisé. Comme le
sous-groupe dérivé est un sous-groupe aratéristique, π induit le morphisme πAut : Aut(W ) −→
Aut(W ab), α 7−→ (α : w 7→ α(w) ). Notons F l'ensemble des éléments d'ordre ni de W , et
posons F = π(F ). Comme les automorphismes de W stabilisent F , πAut est à valeurs dans le
sous-groupe Aut(W ab, F ) de Aut(W ab) onstitué des automorphismes de W ab qui stabilisent F .
En 1988, J. Tits a établi dans [T℄ (Corollaire 1) que la suite :
{1} →֒ ker(πAut) →֒ Aut(W )
πAut−→ Aut(W ab, F )→ {1}
est exate et sindée. Il a ensuite entamé l'étude de ker(πAut) (qu'il note Aut
◦(W )), fourni des
pistes à suivre pour étudier Aut(W ab, F ) et dérit e dernier groupe dans quelques exemples.
Dix ans plus tard, B. Mühlherr a donné dans [M℄ une présentation par générateurs et relations
de ker(πAut) (qu'il note Spe(W )), dans le as où W est de rang ni.
Au début des années 2000, D.G. Radlie et T. Hosaka ont montré respetivement dans [R℄
et dans [H℄ que les groupes de Coxeter à angles droits et de rang ni sont rigides.
Le but de et artile est de donner une démonstration de e dernier résultat qui ne fait pas
intervenir la nitude du rang (don de montrer que tous les groupes de Coxeter à angles droits
sont rigides)
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et de dérire le groupe Aut(W ab, F ) pour une vaste lasse de groupes de Coxeter
à angles droits (ontenant les groupes de Coxeter à angles droits et de rang ni), à savoir eux
que nous appelons "d'épaisseur nie" (setion 4.3.3, dénition 13).
La première partie est onsarée à quelques rappels sur les groupes et sur les groupes de
Coxeter, qui nous permettent de xer les notations utilisées dans les parties suivantes.
Dans la seonde partie, nous présentons des résultats généraux sur les ensembles munis d'une
relation binaire symétrique et réexive (dont la motivation est expliquée i-dessous). La termi-
nologie employée est la suivante :
Dénition (Setion 2, dénitions 2, 3, 4 et 5). Nous appelons ensemble à relation tout
ouple (E,R) où E est un ensemble et R une relation binaire symétrique et réexive sur E.
Soit (E,R) un ensemble à relation. Nous notons P(E) l'ensemble des parties de E et [E]
l'ensemble des parties nies de E. Ce sont des IF2-espaes vetoriels (f. setion 1.1). Nous
notons [E]c l'ensemble des parties nies de E onstituées d'éléments deux à deux en relation R.
Soit C : P(E) → P(E), X 7−→ {y ∈ E | ∀x ∈ X, yRx}. Nous appelons ellules les images
par C2 des singletons de E et noyaux les lasses d'équivalene de la relation (d'équivalene)
C({x}) = C({y}) sur E. Nous notons C(E,R) l'ensemble des ellules et N (E,R) l'ensemble des
noyaux. Pour x ∈ E, nous disons que la ellule C2({x}) est la ellule de (ou dénie par) x et
nous notons N(x) le noyau (la lasse d'équivalene) de x.
Si (E,R) et (E′, R′) sont deux ensembles à relation, nous appelons isomorphisme (d'ensem-
bles à relation) de (E,R) sur (E′, R′) toute bijetion f de E sur E′ telle que (f × f)(R) = R′.
Si Γ = Γ(W,S) est un type admis par W , nous munisons S de la relation RΓ de ommutation
dans S. Nous obtenons ainsi un ensemble à relation (S,RΓ) qui détermine entièrement Γ (qui est à
angles droits), puisque l'on a, pour s, t ∈ S distints,ms,t = 2⇔ sRΓt etms,t =∞⇔ (s, t) 6∈ RΓ
(notons que [S]c est alors l'ensemble des parties ommutatives et nies de S).
Pour S, S′ ∈ S(W ) et Γ = Γ(W,S), Γ
′ = Γ(W,S′), on voit que les notions d'isomorphisme de
matries de Γ sur Γ′ et d'isomorphisme d'ensembles à relation de (S,RΓ) sur (S
′, RΓ′) oïnident.
De plus, à la suite de J. Tits, nous remarquons qu'il existe un isomorphisme (IF2-linéaire) de
[S] sur [S′] envoyant [S]c sur [S
′]c (voir la démonstration du orollaire 1 de [T℄, où [S]c est noté
F (Γ), ou la remarque 2 a i-dessous).
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Après la première diusion de et artile, D.G. Radlie m'a signalé que ette généralisation est également
onséquene d'un résultat de sa thèse de dotorat ([R2℄, Ch. 5, Théorème prinipal).
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Pour démontrer que les groupes de Coxeter à angles droits (de rang quelonque) sont rigides,
on voit don qu'il sut de montrer le résultat suivant :
Théorème (Setion 2.3, assertion 2 du théorème 1). Soient (E,R) et (E′, R′) deux en-
sembles à relation. S'il existe un isomorphisme (IF2-linéaire) de [E] sur [E
′] envoyant [E]c sur
[E′]c, alors les ensembles à relation (E,R) et (E
′, R′) sont isomorphes.
Dans la troisième partie, nous examinons les notions de rigidité et de rigidité forte pour les
groupes de Coxeter à angles droits (f. dénitions 6 et 7). Nous obtenons en partiulier, omme
orollaire immédiat du Théorème 1, le résultat suivant :
Théorème (Setion 3.1, Théorème 2). Les groupes de Coxeter à angles droits sont rigides.
Dans la quatrième partie, nous étudions le groupe Aut(W ab, F ). Comme l'avait remarqué J.
Tits dans [T℄, pour tout S ∈ S(W ), nous pouvons identier Aut(W ab, F ) au groupe Aut([S], [S]c)
onstitué des automorphismes de [S] stabilisant [S]c (voir la setion 1.3 i-dessous). Fixant S ∈
S(W ), 'est e dernier groupe Aut([S], [S]c) que nous dérivons ii. L'étude que nous eetuons
est inspirée des idées exposées dans la partie nale de [T℄.
Posons Γ = Γ(W,S), C = C(S,RΓ) et N = N (S,RΓ). La proposition 5 de la partie 2.3 montre
en partiulier que le groupe Aut([S], [S]c) agit sur l'ensemble {[T ] | T ∈ C}, via (ϕ, [T ]) 7→ ϕ([T ]).
Notant K(Γ) le noyau de ette ation, nous exhibons un sous-groupe G du groupe Aut(Γ) des
automorphismes de la matrie Γ tel que l'on ait Aut([S], [S]c) = K(Γ)⋊G (f. setion 4.1).
Nous donnons ensuite une aratérisation simple des éléments de K(Γ) parmi les éléments
de Aut([S]) (setion 4.2, proposition 10) et montrons que le groupe K(Γ) se déompose lui-
même en le produit semi-diret K(Γ) = K◦(Γ) ⋊ D(Γ) (setion 4.2, proposition 12), où D(Γ)
désigne le groupe onstitué des automorphismes de [S] qui, pour tout N ∈ N , stabilisent le
sous-espae [N ] de [S] (remarquons que, N étant une partition de S, on a [S] = ⊕N∈N [N ] et
D(Γ) ≈
∏
N∈N Aut([N ])) et où K
◦(Γ) est le sous-groupe de K(Γ) suivant :
Dénition (Setion 4.2, notation 10). Soit s ∈ S. Posons (C2({s}))⋆ = C2({s}) \N(s).
Alors K◦(Γ) = {ϕ ∈ K(Γ) | ∀ s ∈ S, ϕ({s}) ∈ {s}+ [(C2({s}))⋆]}.
La setion 4.3 est onsarée à l'étude du groupe K◦(Γ). La méthode onsiste essentiellement
à déterminer une partition de S en parties "d'épaisseur nulle" (setion 4.3.2, dénition 11), qui
se traduit par une déomposition de K◦(Γ) en produits semi-direts itérés de ertains de ses
sous-groupes, simples à dérire (setion 4.3.2, formules (E1) ou (E2), et setion 4.3.3, théorème
3). C'est à ette étape qu'il faut supposer S "d'épaisseur nie" (setion 4.3.3, dénition 13), an
que les produits semi-direts itérés mentionnés soient en nombre ni.
Les résultats obtenus sont illustrés par quelques exemples à la n de et artile.
1 Préliminaires.
1.1 Généralités sur les groupes.
SoitW un groupe. Nous notons F (W ), ou plus simplement F , l'ensemble des éléments d'ordre
ni de W . Soit π : W → W ab, w 7→ w le morphisme anonique de W sur son abélianisé. Nous
notons F = F (W ) l'image de F (W ) par π.
Nous notons Aut(W ) le groupe des automorphismes de W et Int(W ) le groupe de ses au-
tomorphismes intérieurs. Pour X ⊆ W , notons Aut(W,X) = {α ∈ Aut(W ) | α(X) = X} le
sous-groupe de Aut(W ) formé des automorphismes de W qui stabilisent X.
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Dans tout e qui suit, nous disons qu'un groupe (ni ou inni) est un 2-groupe élémentaire
si tous ses éléments non triviaux sont d'ordre 2. Bien sûr, les notions de 2-groupe élémentaire et
de IF2-espae vetoriel (ainsi que les notions de morphisme orrespondantes) oïnident et on ne
les distinguera don pas. On pourra par exemple parler de base d'un 2-groupe élémentaire, sans
faire expliitement référene à sa struture de IF2-espae vetoriel.
Soit E un ensemble. On note Perm(E) le groupe des permutations de E, P(E) l'ensemble
des parties de E, [E] l'ensemble des parties nies de E, et E(E) l'ensemble des singletons de E.
Muni de l'opération de diérene symétrique X +Y = (X ∪Y ) \ (X ∩Y ), P(E) est un 2-groupe
élémentaire (d'élément neutre ∅) et [E] en est le sous-espae vetoriel de base E(E).
1.2 Généralités sur les groupes de Coxeter.
Soit (W,S) un système de Coxeter de type Γ = (ms,t)s,t∈S .
On noteMS l'ensemble des mots sur S (i.e. le monoïde libre engendré par S) et, pour w ∈W ,
MS(w) l'ensemble des éléments de MS représentant w dans W . Les éléments de longueur mini-
male de MS(w) sont dit réduits et leur longueur ommune, notée lS(w), est appelée la longueur
de w (par rapport à S). On sait (f. [B℄, Ch. IV, 1, n◦ 8, Proposition 7) que l'ensemble des
éléments de S apparaissant dans un mot réduit de MS(w) ne dépend que de w ; et ensemble est
appelé le S-support de w et est noté SuppS(w).
Soit X ⊆ S. On note WX le sous-groupe de W engendré par X. Alors WX est onstitué
des éléments de W dont le S-support est inlus dans X (f. [B℄, Ch. IV, 1, n◦ 8, Corollaire 1).
On en déduit que le ouple (WX ,X) est un système de Coxeter de type (ms,t)s,t∈X , que, pour
X, Y ⊆ S, on a WX ⊆WY ⇐⇒ X ⊆ Y , et que, si (Xi)i∈I est une famille de parties de S, alors
W⋂
i∈I Xi
=
⋂
i∈I WXi (f. [B℄, Ch. IV, 1, n
◦
8, Théorème 2).
Les sous-groupes WX , pour X ⊆ S, sont appelés sous-groupes S-paraboliques standard et
on dit que X et WX sont S-sphériques lorsque WX est ni. Voii un résultat lassique (f. [T℄,
proposition 1, ou [B℄, exerie 2d page 130) :
Proposition 1. Soit (W,S) un système de Coxeter. Tout sous-groupe ni de W est, à onjugai-
son près, inlus dans un sous-groupe S-sphérique.
Nous notons Pc(S) (resp. [S]c) l'ensemble des parties ommutatives de S (resp. des parties
ommutatives et nies de S). Les éléments de [S]c sont des parties S-sphériques et, plus générale-
ment, pour X ∈ Pc(S), le sous-groupe S-parabolique standard WX est un 2-groupe élémentaire
de base X.
On note Aut(Γ) le groupe des automorphismes de la matrie Γ (i.e. le sous-groupe de Perm(S)
onstitué des permutations de S qui respetent les oeients ms,t).
Remarques 1. a. Tout élément de Aut(Γ) se prolonge en un automorphisme de W qui stabilise
S et le groupe Aut(Γ) s'identie ainsi au sous-groupe Aut(W,S) de Aut(W ).
b. Tout élément f de Perm(S) dénit, via X 7→ f(X) = {f(x) | x ∈ X}, un élément de
Aut([S]) qui respete le ardinal et détermine entièrement f . Si, de plus, f respete les oeients
de Γ, alors f stabilise [S]c et dénit don un élément de Aut([S], [S]c) (qui respete le ardinal).
Le groupe Aut(Γ) s'identie ainsi à un sous-groupe de Aut([S], [S]c).
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1.3 Le as à angles droits.
Soit (W,S) un système de Coxeter à angles droits de type Γ = (ms,t)s,t∈S .
Dans e as, l'ensemble [S]c des parties ommutatives nies de S est exatement l'ensemble
des parties S-sphériques. Les sous-groupes S-sphériques sont don des 2-groupes élémentaires et,
d'après la proposition 1, tous les sous-groupes nis de W sont alors des 2-groupes élémentaires.
L'ensemble F (W ) est don onstitué de l'élément neutre et des éléments d'ordre 2 de W . On
voit alors que, pour tout S′ ∈ S(W ), le système de Coxeter (W,S′) est néessairement à angles
droits. Autrement dit, tous les systèmes de Coxeter admis par W sont à angles droits.
La proposition suivante, qui apparaît dans la démonstration du orollaire 1 de [T℄, montre
alors en partiulier que tous les élements de S(W ) ont même ardinal, à savoir la dimension du
2-groupe élémentaire W ab sur IF2.
Les deux armations qui apparaissent dans la dénition 1 sont ainsi prouvées.
Proposition 2. Soit (W,S) un système de Coxeter à angles droits.
1. L'appliation E(S)→W ab, {s} 7→ s se prolonge en un isomorphisme πS de [S] sur W
ab
.
2. De plus, πS envoie [S]c sur F .
Démonstration. D'après la propriété universelle du système de Coxeter (W,S), l'appliation S →
[S], s 7→ {s} se prolonge (de façon unique) en un morphisme de groupes de W dans [S]. Comme
[S] est abélien, e morphisme passe au quotient en le morphisme ρS : W
ab → [S], donné par
s 7→ {s}. Comme ρS envoie la famille génératrie (s)s∈S du IF2-espae vetoriel W
ab
sur la
base ({s})s∈S du IF2-espae vetoriel [S], ρS est un isomorphisme, d'où le premier point, ave
πS = (ρS)
−1
.
Montrons que πS([S]c) = F . Soit X ∈ [S]c. Alors πS(X) =
∏
s∈X s appartient à F , puisque
l'élément
∏
s∈X s de W est d'ordre 1 ou 2 (don appartient à F (W )). On a don πS([S]c) ⊆ F .
Réiproquement, soit w ∈ F (W ). D'après la proposition 1, il existe une partie S-sphérique X
(de S) telle que w est onjugué à un élément de WX . Comme (W,S) est à angles droits, on a
X ∈ [S]c et w est don onjugué à un élément
∏
s∈Y s, pour un ertain Y ⊆ X. On a alors
Y ∈ [S]c et w =
∏
s∈Y s = πS(Y ). On a don F ⊆ πS([S]c) et le résultat.
Remarques 2. a. Si S′ est un autre ensemble de Coxeter pourW , alors l'appliation (πS′)
−1◦πS
est un isomorphisme de [S] sur [S′] envoyant [S]c sur [S
′]c.
b. L'isomorphisme πS nous permet d'identier les groupes Aut([S]) et Aut(W
ab) d'une part,
et les groupes Aut([S], [S]c) et Aut(W
ab, F ) d'autre part.
. Revenons à la remarque 1 b. On supose ii que Γ est à angles droits ; on montre alors
failement que le groupe Aut(Γ) s'identie préisément au sous-groupe de Aut([S], [S]c) onsti-
tué des éléments de Aut([S], [S]c) qui respetent le ardinal.
Commentaires 1. Identions Aut([S], [S]c) et Aut(W
ab, F ) grâe à πS .
a. Pour montrer que la suite {1} →֒ ker(πAut) →֒ Aut(W )
πAut−→ Aut(W ab, F )→ {1} est exate
et sindée, J. Tits a déni la setion de πAut qui à tout ϕ ∈ Aut(W
ab, F ) = Aut([S], [S]c) assoie
l'automorphisme de W donné sur S par s 7→
∏
x∈ϕ({s}) x.
b. Via ette setion, Aut([S], [S]c) s'identie à un sous-groupe de Aut(W ) et on a alors
Aut(W ) = ker(πAut)⋊Aut([S], [S]c). On vérie aisément que Aut([S], [S]c) s'identie préisément
au sous-groupe de Aut(W ) onstitué des automorphismes de W qui stabilisent l'ensemble des
éléments de support S-sphérique (i.e. la réunion des sous-groupes S-sphériques de W ).
. Via ette setion, on vérie failement que le sous-groupe de Aut([S], [S]c) identié à
Aut(Γ) omme en remarque 1 b (ou 2 ) s'envoie sur le sous-groupe Aut(W,S) de Aut(W ) ; on
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retrouve ainsi l'identiation de la remarque 1 a.
2 Outils.
2.1 Ensembles à relations.
Dénition 2 (Relations). Nous appelons ensemble à relation, ou plus simplement relation,
tout ouple (E,R) où E est un ensemble et R une relation binaire symétrique et réexive sur
E. Autrement dit, R est une partie de E × E telle que, pour tous x, y ∈ E, (x, x) ∈ R, et
(x, y) ∈ R⇐⇒ (y, x) ∈ R. On note xRy pour (x, y) ∈ R.
Soient (E,R) et (E′, R′) deux ensembles à relation. Un isomorphisme de relations de (E,R)
sur (E′, R′) est une bijetion f : E
∼
−→ E′ telle que (f × f)(R) = R′. S'il en existe un, on dit
que les relations (E,R) et (E′, R′) sont isomorphes. En partiulier, si (E,R) = (E′, R′), on parle
d'automorphismes de (E,R) et on note Aut(E,R) le groupe qu'ils onstituent.
Notation 1 (La relation assoiée à Γ). Soit (W,S) un système de Coxeter de type Γ =
(ms,t)s,t∈S . On munit S de la relation binaire symétrique et réexive RΓ = {(s, t) ∈ S × S |
ms,t = 1 ou 2} = {(s, t) ∈ S × S | st = ts}.
Remarques 3. Soit W un groupe de Coxeter à angles droits.
a. Pour S ∈ S(W ) et Γ = Γ(W,S), la relation RΓ détermine entièrement Γ puisque, pour
s, t ∈ S distints, on a les équivalenes suivantes : ms,t = 2⇔ sRΓt, et ms,t =∞⇔ (s, t) 6∈ RΓ.
b. On voit alors que, pour S, S′ ∈ S(W ) et Γ = Γ(W,S), Γ
′ = Γ(W,S′), les notions d'iso-
morphisme (de matries) de Γ sur Γ′ et d'isomorphisme de relations de (S,RΓ) sur (S
′, RΓ′)
oïnident. En partiulier, on a Aut(Γ) = Aut(S,RΓ).
Dénition 3 (Commutants. Parties ommutatives). Soit (E,R) un ensemble à relation.
Considérons l'appliation C = C(E,R) :
{
P(E) −→ P(E)
X 7−→ {y ∈ E | ∀x ∈ X, yRx}
.
Pour simplier, nous notons C(x) l'image C({x}) du singleton {x} de E. Par analogie ave
e qui se passe pour la relation (S,RΓ) assoiée à une matrie de Coxeter Γ, nous disons que :
 pour x, y ∈ E, x et y ommutent lorsque xRy (i.e x ∈ C(y)),
 pour X ⊆ E, l'image C(X) est le ommutant de X (dans E) et X est ommutative si les
éléments de X ommutent deux à deux ('est-à-dire si X ⊆ C(X)),
et nous notons Pc(E) (resp. [E]c) l'ensemble des parties ommutatives de E (resp. des parties
ommutatives et nies de E).
Remarques 4. a. C est déroissante (et don C2 est roissante) pour l'inlusion.
b. Pour tout X ∈ P(E), X ⊆ C2(X).
. On déduit des assertions a et b que C3 = C.
d. Pour tout X ∈ P(E), X est ommutative ⇐⇒ C2(X) est ommutative.
e. Pour tout X ∈ P(E), C(X) =
⋂
x∈X C(x).
Notation 2. Soit (E,R) un ensemble à relation.
Nous notons RP la relation binaire sur P(E) donnée par XRPY ⇔ ∀(x, y) ∈ X × Y, xRy.
On vérie que RP est symétrique (ar R l'est) et que, pour X ∈ P(E), on a XRPX si et
seulement si X est ommutative.
Remarques 5. Conservons les notations introduites i-dessus.
a. Soit X ⊆ Pc(E). On note enore RP la relation RP ∩X
2
induite par RP sur X . C'est une
relation symétrique et réexive, et le ouple (X , RP ) est don un ensemble à relation.
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b. Pour X, Y ∈ Pc(E), on a XRPY ⇔ (X ∪ Y ) ∈ Pc(E)⇔ (X + Y ) ∈ Pc(E).
Dans e qui suit, nous serons amenés à onsidérer diérents ensembles de parties ommuta-
tives d'un ensemble à relation (E,R) (f. dénitions 4 et 5). Cependant nous noterons RP , sans
plus de préision, les diérentes relations assoiées à es diérents ensembles de parties ommu-
tatives ; ela ne provoquera pas de diulté majeure puisque la relation XRPY signiera, dans
haque as, que la réunion X ∪ Y est enore ommutative.
2.2 Cellules et noyaux.
Soit (E,R) un ensemble à relation et soit C = C(E,R) (f. dénition 3).
Dénition 4 (Cellules). Nous appelons ellules (de (E,R)) les images par C2 des singletons
de E et nous notons C(E,R) l'ensemble qu'elles onstituent. Nous disons plus préisément que
la ellule C2(x) est la ellule de x et que x dénit la ellule C2(x).
Commentaires 2. Soit X ∈ Pc(E). On montre que C
2(X) est l'intersetion des parties ommu-
tatives maximales de E ontenant X. En partiulier, pour x ∈ E, la ellule C2(x) est l'intersetion
des parties ommutatives maximales de E ontenant x. C'est sous ette deuxième forme que la
notion de ellule d'un élément a été introduite par J. Tits dans la partie nale de [T℄ (C2(x) y
est noté T (x)). Lorsque S est inni, la dénition que l'on donne ii a l'avantage d'éviter d'avoir
à utiliser le lemme de Zorn (pour l'existene des parties ommutatives maximales).
Remarques 6. a. La remarque 4 b nous montre que, pour tout x ∈ E, on a x ∈ C2(x), et la
remarque 4 d nous montre que les ellules sont des parties ommutatives de E.
b. Comme C3 = C (remarque 4 ), les ellules sont des points xes de C2 et on a don en
partiulier, pour toute ellule T , x ∈ T =⇒ C2(x) ⊆ T .
Dénition 5 (Noyaux). Notons ≡ la relation d'équivalene sur E donnée par y ≡ z ⇐⇒
C2(y) = C2(z) (ou enore y ≡ z ⇐⇒ C(y) = C(z), puisque C3 = C). Nous appelons noyaux
(de (E,R)) les lasses d'équivalene de E pour ≡ et nous notons N (E,R) l'ensemble qu'ils on-
stituent.
Notation 3. Soit T ∈ C(E,R). Il est lair que l'ensemble {x ∈ E | C2(x) = T} est un noyau de
(E,R) ; on l'appelle le noyau de T et on le note Noy(T ) (autrement dit, Noy(T ) = N(x) pour
tout x ∈ E tel que T = C2(x)).
Soit N ∈ N (E,R). On appelle ellule de N , et on note Cel(N), la ellule ommune aux
éléments de N (autrement dit, Cel(N) = C2(x) pour tout x ∈ N).
Remarques 7. a. Soit N un noyau. On a N ⊆ Cel(N) (grâe à la remarque 6 a). En partiulier,
les noyaux sont des parties ommutatives (i.e. N (E,R) ⊆ Pc(E)).
b. Toute ellule est la réunion (disjointe) des noyaux qu'elle renontre.
. Les appliations Cel : N (E,R) → C(E,R) et Noy : C(E,R) → N (E,R) sont des bije-
tions inverses l'une de l'autre.
Notons que, les ellules et les noyaux étant des parties ommutatives de E, on peut munir
haun des ensembles C(E,R) et N (E,R) d'une struture d'ensemble à relation, ave la relation
RP dénie en notation 2 (f. remarque 5 a). Nous avons alors la proposition suivante :
Proposition 3. Les bijetions Cel et Noy dérites i-dessus sont des isomorphismes de relations
inverses l'un de l'autre.
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Démonstration. Il s'agit de voir que, pour N,P ∈ N (E,R), on a NRPP ⇔ Cel(N)RPCel(P ).
Comme N ⊆ Cel(N) et P ⊆ Cel(P ), l'impliation Cel(N)RPCel(P )⇒ NRPP est évidente.
Réiproquement, supposons NRPP . Posons Cel(N) = C
2(x) et Cel(P ) = C2(y), pour x ∈ N
et y ∈ P . On a xRy, 'est-à-dire x ∈ C(y), don C2(y) ⊆ C(x), et on veut montrer que, pour
tout x′ ∈ Cel(N) = C2(x) et tout y′ ∈ Cel(P ) = C2(y), on a x′Ry′. Comme y′ ∈ C2(y) ⊆ C(x),
on a C2(x) ⊆ C(y′), et omme x′ ∈ C2(x), on a x′ ∈ C(y′), 'est-à-dire x′Ry′, d'où le résultat.
Donnons à présent une propriété importante des noyaux, qui nous servira à la fois pour mon-
trer qu'un groupe de Coxeter à angles droits W est rigide (f. setion 2.3, théorème 1) et pour
étudier le groupe Aut([S], [S]c) (f. setion 4.1, proposition 8).
Lemme 1. Pour N, P ∈ N (E,R), on a : NRPP ⇐⇒ ∃ (x, y) ∈ N × P, xRy.
Démonstration. Le sens diret étant évident (par dénition de RP), montrons la réiproque.
Soient x ∈ N , y ∈ P tels que xRy, et soient x′ ∈ N , y′ ∈ P . On a C(x) = C(x′) et
C(y) = C(y′) par dénition de N et P , et x ∈ C(y) par hypothèse sur x et y. On a alors
x ∈ C(y′), ou enore y′ ∈ C(x) (puisque R est symétrique), d'où y′ ∈ C(x′), 'est-à-dire x′Ry′.
On a don le résultat.
Proposition 4. Soient (E,R) et (E′, R′) deux ensembles à relation. Supposons qu'il existe un
isomorphisme de relations ψ respetant le ardinal, de (N (E,R), RP ) sur (N (E
′, R′), R′P ).
Alors toute bijetion f de E sur E′ dénie, noyau par noyau, par n'importe quelle bijetion
de N ∈ N (E,R) sur ψ(N) ∈ N (E′, R′) est un isomorphisme de relations de (E,R) sur (E′, R′).
En partiulier, les ensembles à relation (E,R) et (E′, R′) sont isomorphes.
Démonstration. Remarquons que la onstrution proposée est possible (grâe à l'axiome du
hoix) ar N (E,R) (resp. N (E′, R′)) est une partition de E (resp. E′) et ar les noyaux N
et ψ(N) ont même ardinal par hypothèse.
Soient x, y ∈ E. Notons N (resp. P ) le noyau de x (resp. y). Grâe au lemme 1 et au fait
que ψ est un isomorphisme de relations, on a les équivalenes suivantes : xRy ⇐⇒ NRPP ⇐⇒
ψ(N)R′Pψ(P )⇐⇒ f(x)R
′f(y). La bijetion f est don un isomorphisme de relations.
2.3 Théorème prinipal.
Soient (E,R) et (E′, R′) deux ensembles à relations. Posons, pour simplier, C = C(E,R),
C = C(E,R), N = N (E,R) et C ′ = C(E′,R′), C
′ = C(E′, R′), N ′ = N (E′, R′).
Supposons qu'il existe un isomorphisme IF2-linéaire ϕ de [E] sur [E
′] envoyant [E]c sur [E
′]c.
Lemme 2. Soient X, Y ∈ [E]c. Alors ϕ(X), ϕ(Y ) ∈ [E
′]c et on a :
X ∪ Y est ommutative ⇐⇒ ϕ(X) ∪ ϕ(Y ) est ommutative.
Démonstration. On suppose X, Y ∈ [E]c et ϕ([E]c) = [E
′]c, don ϕ(X), ϕ(Y ) ∈ [E
′]c. De plus,
d'après la remarque 5 b, on a X ∪ Y ∈ [E]c ⇔ X + Y ∈ [E]c, et ϕ(X) ∪ ϕ(Y ) ∈ [E
′]c ⇔
ϕ(X) + ϕ(Y ) ∈ [E′]c. Enn, omme ϕ est un isomorphisme linéaire envoyant [E]c sur [E
′]c, on
a X + Y ∈ [E]c ⇔ ϕ(X) + ϕ(Y ) ∈ [E
′]c et on en déduit le résultat.
Notation 4. Si T est une ellule d'un ensemble à relation (E,R), nous posons T ⋆ = T \Noy(T ) =
{x ∈ E | C2(x)  T} et nous notons VT l'espae vetoriel quotient [T ]/[T
⋆].
Proposition 5. Conservons les notations introduites i-dessus.
1. Soit x ∈ E. Il existe x′ ∈ ϕ({x}) tel que x ∈ ϕ−1({x′}) et, pour tout tel x′, on a
ϕ([C2(x)]) = [C ′2(x′)].
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2. Soit T ∈ C et soit T ′ l'unique élément de C′ tel que ϕ([T ]) = [T ′]. Alors ϕ([T ⋆]) = [T ′⋆] et
ϕ induit don un isomorphisme ϕ¯T : VT
∼
−→ VT ′ donné par X + [T
⋆] 7−→ ϕ(X) + [T ′⋆].
Démonstration. Montrons la première assertion. L'existene de x′ ∈ ϕ({x}) tel que x ∈ ϕ−1({x′})
résulte des égalités {x} = ϕ−1(ϕ({x})) = ϕ−1(
∑
x′∈ϕ({x}){x
′}) =
∑
x′∈ϕ({x}) ϕ
−1({x′}) et du fait
que l'on a Σx′∈ϕ({x})ϕ
−1({x′}) ⊆
⋃
x′∈ϕ({x}) ϕ
−1({x′}).
Pour montrer l'inlusion ϕ([C2(x)]) ⊆ [C ′2(x′)], il sut de montrer que, pour tout y ∈ C2(x),
on a ϕ({y}) ∈ [C ′2(x′)], 'est-à-dire que, pour tout y′ ∈ C ′(x′), la partie {y′} ∪ ϕ({y}) est
ommutative. Soient don y ∈ C2(x) et y′ ∈ C ′(x′). Les éléments x′ et y′ ommutent (i.e.
{x′}∪{y′} est ommutative), don, par le lemme préédent, ϕ−1({x′})∪ϕ−1({y′}) est une partie
ommutative, qui de plus ontient x (par hypothèse sur x′). On en déduit que l'on a ϕ−1({y′}) ⊆
C(x), don que ϕ−1({y′}) ∪ {y} est ommutative (puisque y ∈ C2(x)), et don (grâe au lemme
préédent) que {y′} ∪ ϕ({y}) est également ommutative. Puisque les rles joués par (ϕ, x) et
(ϕ−1, x′) sont symétriques, on obtient de la même façon l'inlusion ϕ−1([C ′2(x′)]) ⊆ [C2(x)] et
don ϕ([C2(x)]) = [C ′2(x′)].
Montrons la seonde assertion. D'après le premier point, pour T ∈ C, il existe T ′ ∈ C′ tel que
ϕ([T ]) = [T ′], et un tel T ′ est néessairement unique puisque si X1 et X2 sont deux ensembles
tels que [X1] = [X2], alors on a lairement X1 = X2.
Soit y ∈ T ⋆. D'après le premier point, ϕ([C2(y)]) est l'ensemble des parties nies d'une
ellule U ′ de (E′, R′) néessairement stritement inluse dans T ′, puisque C2(y)  T (don
[C2(y)]  [T ]). On a don ϕ({y}) ∈ [U ′] ⊆ [T ′⋆], e qui montre l'inlusion ϕ([T ⋆]) ⊆ [T ′⋆].
L'autre inlusion se démontre de la même façon, à partir de ϕ−1, et on a don ϕ([T ⋆]) = [T ′⋆].
La n de l'assertion s'en déduit immédiatement.
Notation 5. On déduit de la proposition préédente que l'isomorphisme linéaire ϕ : [E]
∼
−→ [E′]
envoie de façon bijetive (en respetant l'inlusion et la dimension) l'ensemble des sous-espaes
de [E] de la forme [T ], où T ∈ C, sur l'ensemble des sous-espaes de [E′] de la forme [T ′], où
T ′ ∈ C′. L'isomorphisme ϕ induit don une bijetion ϕC de C sur C
′
donnée par :
ϕC :
{
C
∼
−→ C′
T 7−→ T ′
, où ϕ([T ]) = [T ′].
Proposition 6. Conservons les notations introduites i-dessus.
La bijetion ϕC est un isomorphisme de relations de (C, RP ) sur (C
′, R′P ).
Démonstration. Soient T, U ∈ C et soient T ′ = ϕC(T ), U
′ = ϕC(U) ∈ C
′
. Il s'agit de montrer
que l'on a TRPU ⇔ T
′R′PU
′
, 'est-à-dire que T ∪ U est ommutative si et seulement si T ′ ∪ U ′
l'est. Supposons T ′ ∪ U ′ ommutative et soit (t, u) ∈ T × U . La partie ϕ({t}) ∪ ϕ({u}) de E′
est inluse dans T ′ ∪ U ′ don est ommutative et, d'après le lemme 2, on a don tRu. Comme
ei est vrai pour tout (t, u) ∈ T × U , on a TRPU et l'impliation T
′R′PU
′ ⇒ TRPU est don
démontrée. L'autre impliation se démontre de la même façon, en utilisant ϕ−1.
Donnons à présent le point lé de la démonstration du théorème 2 :
Théorème 1. Soient (E,R) et (E′, R′) deux ensembles à relations et soit ϕ un isomorphisme
de [E] sur [E′] envoyant [E]c sur [E
′]c.
1. L'isomorphisme ϕ induit un isomorphisme de relations qui respete le ardinal
ϕN :
{
(N , RP) −→ (N
′, R′P)
N 7−→ N ′
, où ϕ([Cel(N)]) = [Cel(N ′)].
2. Les ensembles à relation (E,R) et (E′, R′) sont isomorphes.
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Démonstration. Le fait que l'appliation ϕN dénie en 1 soit un isomorphisme de relations résulte
des propositions 3 et 6, puisque l'on a ϕN = Noy ◦ ϕC ◦ Cel ave les isomorphismes de relations
Cel : (N , RP )
∼
−→ (C, RP ), ϕC : (C, RP )
∼
−→ (C′, R′P) et Noy : (C
′, R′P)
∼
−→ (N ′, R′P).
Montrons que ϕN respete le ardinal. Soient N ∈ N et N
′ = ϕN (N) ∈ N
′
. Posons T =
Cel(N) et T ′ = Cel(N ′). On a ϕ([T ] = [T ′]. D'après la seonde assertion de la proposition 5,
les espaes vetoriels VT et VT ′ sont isomorphes (via ϕ¯T ) et ont don même dimension. Or T
est la réunion disjointe de N et de T ⋆, don [T ] = [N ] ⊕ [T ⋆] et les espaes vetoriels [N ] et
VT = [T ]/[T
⋆] sont don isomorphes. De même, les espaes vetoriels [N ′] et VT ′ sont isomorphes
et on a le résultat puisque l'espae vetoriel [N ] (resp. [N ′]), qui admet pour base l'ensemble des
singletons de N (resp. de N ′) est de dimension Card(N) (resp. Card(N ′)).
Le seond point résulte du premier et de la proposition 4.
3 Sur la rigidité des groupes de Coxeter à angles droits.
3.1 Les groupes de Coxeter à angles droits sont rigides.
Dénition 6 (Rigidité). Soit W un groupe de Coxeter.
On dit que W est rigide lorsque tous les types admis par W sont isomorphes, autrement dit
lorsque, pour tous S, S′ ∈ S(W ), il existe α ∈ Aut(W ) tel que α(S) = S′.
Les résultats obtenus dans la partie préédente nous permettent de démontrer le théorème 2
annoné en introdution :
Théorème 2. Les groupes de Coxeter à angles droits sont rigides.
Démonstration. Soit W un groupe de Coxeter à angles droits et soient S, S′ ∈ S(W ). Notons Γ
et Γ′ les types respetifs des systèmes (W,S) et (W,S′) ; e sont des matries de Coxeter à angles
droits (f. setion 1.3). Considérons les relations (S,R) et (S′, R′) assoiées aux systèmes (W,S) et
(W,S′) respetivement : on a R = {(s, t) ∈ S×S | st = ts} et R′ = {(s′, t′) ∈ S′×S′ | s′t′ = t′s′}.
D'après la proposition 2, il existe un isomorphisme de [S] sur [S′] envoyant [S]c sur [S
′]c (par
exemple l'isomorphisme (πS′)
−1 ◦ πS de la remarque 2 a). On en déduit, grâe au théorème 1,
que les relations (S,R) et (S′, R′) sont isomorphes. Comme les matries Γ et Γ′ sont à angles
droits, un isomorphisme de relations de (S,R) sur (S′, R′) est un isomorphisme de Γ sur Γ′ (f.
remarque 3 b). On a don le résultat.
3.2 Sur la rigidité forte.
Dénition 7 (Rigidité forte). Soit W un groupe de Coxeter.
On dit que W est fortement rigide lorsque, pour tous S, S′ ∈ S(W ), il existe w ∈W tel que
wSw−1 = S′ ('est-à-dire qu'il existe un automorphisme intérieur envoyant S sur S′).
Remarques 8. Soient W un groupe de Coxeter, S ∈ S(W ) et Γ = Γ(W,S). Identions Aut(Γ)
et Aut(W,S) (omme en remarque 1 a).
a. On vérie failement que l'on a la aratérisation :
W est fortement rigide ⇐⇒W est rigide et Aut(W ) = Int(W ) ·Aut(Γ).
b. Supposons W à angles droits.
Alors W est rigide, d'après le théorème 2. De plus, on a Aut(W ) = ker(πAut)⋊Aut([S], [S]c)
([T℄, Corollaire 1, ou ommentaires 1 b et 1  i-dessus) , ave Aut(Γ) ⊆ Aut([S], [S]c) (remarque
1 b ou 2 ) et lairement Int(W ) ⊆ ker(πAut). La aratérisation de la rigidité forte de l'assertion
a i-dessus se traduit don dans e as par :
W est fortement rigide ⇐⇒ ker(πAut) = Int(W ) et Aut(([S], [S]c)) = Aut(Γ).
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Commentaires 3. Soit (W,S) un système de Coxeter à angles droits de type Γ.
a. Notons
WS l'ensemble des onjugués des éléments de S dans W . Le orollaire 1 de
[T℄ montre en partiulier que l'on a ker(πAut) ⊆ Aut(W,
WS). De plus, on vérie que l'on
a Aut([S], [S]c) ∩ Aut(W,
WS) = Aut(Γ). On en déduit la aratérisation Aut(([S], [S]c)) =
Aut(Γ)⇔ Aut(W ) = Aut(W,WS).
b. Lorsque W est de rang ni, on peut, par des onsidérations simples sur Γ (ou sur son
graphe), déterminer si W est fortement rigide ou non. En eet, on a :
1. ker(πAut) = Int(W )⇔ ∀s ∈ S, ∀t, u ∈ S \ C(s), ∃ t0 = t, t1, . . . , tn = u ∈ S \ C(s) tels
que ti−1 et ti ommutent, pour 1 ≤ i ≤ n (f. [M℄, orollaire du théorème prinipal),
2. Aut(([S], [S]c)) = Aut(Γ) ⇔ ∀s ∈ S, C
2(s) = {s} (f. [BM℄, théorème 5.1, appliqué aux
groupes de Coxeter à angles droits et de rang ni, et les ommentaires 2 et 3 a).
Ces onditions apparaissent aussi dans [BMMN℄ (théorème 4.10).
. Lorsque W est à angles droits et de rang inni, la ondition énonée en b 1 est néessaire,
pour avoir ker(πAut) = Int(W ), mais n'est pas susante (f. [T℄, proposition 5 et remarque nale
de la partie 3).
La proposition 7 i-dessous montre que la aratérisation du ommentaire 3 b 2 est enore
valable pour les groupes de Coxeter à angles droits de rang inni. C'est un résultat qui déoule
également de l'étude générale du groupe Aut(([S], [S]c)) que nous eetuons dans la partie suiv-
ante (f. remarque 14  i-dessous).
Notation 6. Soient s ∈ S et t ∈ C2(s), t 6= s. Nous notons αs,t l'endomorphisme IF2-linéaire de
[S] donné par αs,t({x}) = {x} si x ∈ S \ {s}, et αs,t({s}) = {s, t}.
Remarques 9. a. Comme αs,t est lairement involutif, 'est un élément de Aut([S]).
b. On a en fait αs,t ∈ Aut([S], [S]c). En eet, pour X ∈ [S]c, on a soit αs,t(X) = X ∈ [S]c
si s 6∈ X, soit αs,t(X) = X + {t} si s ∈ X, auquel as t ∈ C
2(s) ⊆ C2(X) ⊆ C(X) (la dernière
inlusion est vériée ar, X étant ommutative, on a X ⊆ C(X)) et don X + {t} ∈ [S]c ; ei
montre l'inlusion αs,t([S]c) ⊆ [S]c, et omme αs,t est involutif, on a le résultat.
Commentaires 4. a. La matrie de αs,t dans la base E(S) = {{x} | x ∈ S} de [S] est une
matrie de transvetion élémentaire.
b. Les automorphismes αs,t, vus omme éléments de Aut(W ), apparaissent sous une forme
plus générale dans [BM℄ (lemme 6.1).
Proposition 7. Soit (W,S) un système de Coxeter à angles droits de type Γ = Γ(W,S). On a
Aut([S], [S]c) = Aut(Γ)⇐⇒ ∀s ∈ S, C
2(s) = {s}.
Démonstration. Supposons que, pour tout s ∈ S, C2(s) = {s}. La proposition 5 nous montre
alors que les sous-espaes de [S] de la forme [{s}] = {∅, {s}}, où s ∈ S, sont permutés entre
eux par les éléments de Aut([S], [S]c). Comme es éléments sont des automorphismes de [S], ils
xent ∅ (élément neutre de [S]) et permutent don entre eux les singletons de S. On en déduit
que Aut([S], [S]c) ⊆ Aut(Γ) (f. remarque 2 ).
Réiproquement, supposons qu'une ellule C2(s) ontienne un élément t 6= s, et onsidérons
l'endomorphisme αs,t de [S] déni en notation 6. C'est un élément de Aut([S], [S]c), d'après la
remarque 9 b, qui n'appartient pas à Aut(Γ), puisqu'il ne respete pas le ardinal. On a don
Aut(Γ)  Aut([S], [S]c) et le résultat.
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4 Le groupe Aut(W ab, F ) = Aut([S], [S]c).
Soit W un groupe de Coxeter à angles droits. Le but de ette partie est d'étudier le groupe
Aut(W ab, F ) intervenant dans la déomposition Aut(W ) = ker(πAut)⋊Aut(W
ab, F ) établie par
J. Tits dans [T℄.
Fixons S ∈ S(W ) et notons Γ = Γ(W,S) le type de (W,S). Nous identions Aut(W
ab, F )
à Aut([S], [S]c) omme en remarque 2 b. C'est préisément e groupe Aut([S], [S]c) que nous
étudions dans e qui suit, notamment grâe aux résultats de la setion 2.3 (appliqués au as
partiulier où S = S′).
Pour alléger les énonés, nous posons R = RΓ, C = C(S,R), C = C(S,R) et N = N (S,R).
4.1 Les sous-groupes Aut(Γ) et K(Γ). Dévissage de Aut([S], [S]c).
Notons Aut(N , RP , Card) le sous-groupe de Aut(N , RP ) onstitué des automorphismes de
la relation (N , RP ) qui respetent le ardinal. Le théorème 1 nous montre en partiulier que
tout ϕ ∈ Aut([S], [S]c) induit un élément ϕN de Aut(N , RP , Card), donné, pour N ∈ N , par
N 7→ N ′(∈ N ), où ϕ([Cel(N)]) = [Cel(N ′)].
Notation 7 (Le groupe K(Γ)). Notons θ l'appliation Aut([S], [S]c) → Aut(N , RP , Card),
ϕ 7→ ϕN . On vérie failement que θ est un morphisme de groupes. Nous notons K(Γ) son noyau.
Rappelons que l'on a Aut(Γ) = Aut(S,R) (f. remarque 3 a). On a vu en remarque 2  que
le groupe Aut(Γ) s'identie, via σ 7−→ (X 7→ σ(X)), au sous-groupe de Aut([S], [S]c) onstitué
des éléments de Aut([S], [S]c) qui respetent le ardinal. On note enore σ l'élement X 7→ σ(X)
de Aut([S], [S]c).
Soit σ ∈ Aut(Γ). On vérie que, pour tout X ∈ [S], on a σ([X]) = [σ(X)] et C(σ(X)) =
σ(C(X)). L'automorphisme σ permute don les noyaux (de même ardinal) de (S,R) et l'on voit
que l'élément θ(σ) = σN de Aut(N , RP , Card) est simplement donné par N 7→ σ(N).
Notation 8. Soit Ω l'ensemble des lasses d'équivalene de N pour la relation Card(N) =
Card(P ). Pour ω ∈ Ω, xons une fois pour toutes un représentant Nω de la lasse ω et, pour
tout N ∈ ω, une bijetion σω,N : Nω −→ N (il en existe une, puisque Card(Nω) = Card(N)).
Pour ψ ∈ Aut(N , RP , Card), nous dénissons la permutation σψ de S, noyau par noyau,
de la manière suivante : si N ∈ N et si ω est la lasse de N (et de ψ(N)), alors σψ est donné
de N sur ψ(N) par σω,ψ(N)◦(σω,N )
−1
. On note G l'ensemble des σψ, pour ψ ∈ Aut(N , RP , Card).
Proposition 8. Pour ψ ∈ Aut(N , RP , Card), on a σψ ∈ Aut(Γ). De plus, l'appliation ψ 7→ σψ
est un morphisme de groupes et une setion de θ. En partiulier, G est un sous-groupe de Aut(Γ)
et on a les déompositions :
Aut([S], [S]c) = K(Γ)⋊G et Aut(Γ) = (K(Γ) ∩Aut(Γ))⋊G
Démonstration. La proposition 4 nous montre que, pour ψ ∈ Aut(N , RP , Card), la permutation
σψ de S appartient à Aut(Γ). De plus, vu la dénition des σψ, l'appliation Aut(N , RP , Card)→
Aut(Γ), ψ 7→ σψ est un morphisme de groupes et σψ s'envoie sur ψ par θ, d'où le résultat.
Dans les setions suivantes, nous expliitons le groupe K(Γ). Dérivons pour le moment le
groupe K(Γ) ∩Aut(Γ) :
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Proposition 9. Soient σ ∈ K(Γ) ∩ Aut(Γ) et N ∈ N . Alors l'automorphisme σ induit (par
restrition) une permutation σ|N de N .
De plus, l'appliation ρ1 : K(Γ) ∩ Aut(Γ) →
∏
N∈N Perm(N), σ 7→ (σ|N )N∈N est un iso-
morphisme de groupes.
Démonstration. On sait que tout élément σ de Aut(Γ) permute les noyaux et induit don une
bijetion de N sur σ(N). Si, de plus, σ ∈ K(Γ), alors σ(N) = N et la permutation σ|N est
bien dénie. On vérie failement que σ 7−→ (σ|N )N∈N est un morphisme de groupes injetif
(puisque N est une partition de S). De plus, si (σN )N∈N est un élément de
∏
N∈N Perm(N),
alors, d'après la proposition 4, la permutation de S dénie noyau par noyau par σN : N −→ N ,
pour tout N ∈ N , appartient à Aut(Γ) ('est le as partiulier où ψ = IdN ). On voit don que
le morphisme σ 7−→ (σ|N )N∈N est surjetif.
4.2 Les sous-groupes D(Γ) et K◦(Γ). Dévissage de K(Γ).
Comme N est une partition de S, on a [S] = ⊕N∈N [N ].
Proposition 10. L'ensemble [S]c est l'ensemble des sommes (nies)
∑
N∈N XN où, pour tout
N ∈ N , XN ∈ [N ], et où {N ∈ N | XN 6= ∅} est ni et de réunion ommutative (i.e. formé de
noyaux deux à deux en relation RP). On en déduit que l'on a :
K(Γ) = {ϕ ∈ Aut([S]) | ∀ T ∈ C, ϕ([T ]) = [T ]}.
Démonstration. Toute telle somme
∑
N∈N XN est une partie ommutative nie de S et appar-
tient don à [S]c. Réiproquement, si X ∈ [S]c, alors, dans la déomposition [S] = ⊕N∈N [N ], X
s'érit X =
∑
1≤k≤nXk, où, pour tout k, Xk est une partie nie non vide d'un noyau Nk et où,
d'après le lemme 1, les noyaux Nk sont deux à deux en relation RP .
Comme K(Γ) est par dénition le noyau de θ, pour tout élément ϕ de K(Γ) et tout T ∈ C, on
a ϕ([T ]) = [T ]. Réiproquement, il s'agit de montrer que, si ϕ ∈ Aut([S]) satisfait à ϕ([T ]) = [T ]
pour tout T ∈ C, alors ϕ([S]c) = [S]c. Or si N est un noyau de S et si X ∈ [N ], on a
ϕ(X) ∈ [Cel(N)] ⊆ [S]c ; omme on sait que deux noyaux N et P sont en relation RP si et
seulement si les ellules Cel(N) et Cel(P ) le sont (f. proposition 3), la aratérisation de [S]c
obtenue i-dessus permet de onlure que l'on a ϕ([S]c) ⊆ [S]c. Le même raisonnement appliqué
à ϕ−1 nous fournit ϕ−1([S]c) ⊆ [S]c et on a don le résultat.
Notation 9 (Le sous-groupe D(Γ)). Posons
D(Γ) = {ϕ ∈ Aut([S]) | ∀ N ∈ N , ϕ([N ]) = [N ]}.
Comme [S] = ⊕N∈N [N ], il est lair que D(Γ) s'identie à
∏
N∈N Aut([N ]), via l'isomorphisme
ρ2 : ϕ 7−→ (ϕ|[N ])N∈N .
Proposition 11. Le sous-groupe D(Γ) de Aut([S]) est inlus dans K(Γ).
Démonstration. D'après la proposition préédente, il sut de vérier que, pour tout ϕ ∈ D(Γ) et
tout T ∈ C, on a ϕ([T ]) = [T ]. Or toute ellule T est la réunion des N(s), pour s ∈ T (remarque
7 ), don [T ] =
∑
s∈T [N(s)] et on en déduit le résultat.
Notation 10 (Le sous-groupeK◦(Γ)). Soit T ∈ C. On rappelle que VT désigne l'espae veto-
riel quotient [T ]/[T ⋆]. D'après la proposition 5, tout élément ϕ deK(Γ) induit un automorphisme
ϕ¯T de l'espae vetoriel quotient VT , donné par ϕ¯T : X = X + [T
⋆] 7−→ ϕ(X) = ϕ(X) + [T ⋆].
L'appliation ρ3 : ϕ 7−→ (ϕ¯T )T∈C est lairement un morphisme de groupes de K(Γ) dans∏
T∈C Aut(VT ). On note K
◦(Γ) son noyau. On a
K◦(Γ) = {ϕ ∈ K(Γ) | ∀ s ∈ S, ϕ({s}) ∈ {s}+ [(C2(s))⋆]}.
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Proposition 12. La restrition de ρ3 à D(Γ) est bijetive. On a don en partiulier la déom-
position K(Γ) = K◦(Γ)⋊D(Γ).
Démonstration. Soient N ∈ N et T = Cel(N). Comme T est la réunion disjointe de N et de
T ⋆, on a la déomposition [T ] = [N ] ⊕ [T ⋆], et le morphisme X 7−→ X = X + [T ⋆] est don un
isomorphisme de [N ] sur VT . Si l'on identie [N ] à VT (et Aut([N ]) à Aut(VT )) via et isomor-
phisme, alors la restrition de ρ3 à D(Γ) s'identie à l'isomorphisme ρ2 : ϕ 7−→ (ϕ|[N ])N∈N de
D(Γ) sur
∏
N∈N Aut([N ]) (f. notation 9). On a don le résultat.
Commentaires 5. a. On a K(Γ)∩Aut(Γ) ⊆ D(Γ). De plus, l'isomorphisme ρ1 de la proposition
9 est induit par l'isomorphisme ρ2 si l'on identie, pour tout N ∈ N , Perm(N) à un sous-groupe
de Aut([N ]), omme en remarque 1 b.
b. Soient s ∈ S et t ∈ C2(s), t 6= s. Alors l'élément αs,t de Aut([S], [S]c), déni en notation 6
(f. remarque 9 b), appartient à D(Γ) ou à K◦(Γ) selon que C2(t) = C2(s) ou que C2(t)  C2(s).
4.3 Étude du groupe K◦(Γ).
4.3.1 Sous-groupes de K◦(Γ).
Les résultats de ette setion 4.3.1 sont valables pour le groupe K(Γ) (en remplaçant systé-
matiquement K◦ par K dans les énonés qui suivent). Cependant, omme ils ne nous serviront
qu'à dérire le groupe K◦(Γ), 'est dans e adre que nous les présentons.
Dénition 8 (Support). Soit End([S]) l'ensemble des endomorphismes de l'espae vetoriel
[S]. Pour ϕ ∈ End([S]), on appelle support de ϕ l'ensemble Dϕ = {s ∈ S | ϕ({s}) 6= {s}}.
Remarques 10. a. Soit ϕ ∈ End([S]). On vérie failement que l'on a Dϕ = ∅ ⇐⇒ ϕ = Id[S],
et que, si ϕ = ϕ1 ◦ · · · ◦ ϕn, ave ϕ1, . . . , ϕn ∈ End([S]), alors Dϕ ⊆
⋃
1≤k≤nDϕk .
b. De plus, si ϕ ∈ Aut([S]), alors Dϕ−1 = Dϕ.
Notation 11 (Les sous-groupes K◦
Y
(Γ)). Soit Y ⊆ S. Nous notons K◦Y (Γ) l'ensemble {ϕ ∈
K◦(Γ) | Dϕ ⊆ Y }. D'après les remarques 10 a et b, K
◦
Y (Γ) est un sous-groupe de K
◦(Γ).
Remarquons que K◦S(Γ) = K
◦(Γ).
Dans la suite de ette setion, nous voulons dérire le groupe K◦Y (Γ), pour Y ⊆ S, à partir
de ertains de ses sous-groupes K◦Z(Γ), où Z ⊆ Y .
Dénition 9 (Parties saturées). Soit Y ⊆ S. Nous disons qu'une partie X de S est Y -saturée
si, pour tout x ∈ X ∩ Y , C2(x) ∩ Y ⊆ X. Nous disons simplement saturée pour S-saturée.
Remarques 11. Soient X et Y deux parties de S.
a. X est Y -saturée si et seulement si X ∩ Y =
⋃
x∈X∩Y C
2(x)∩ Y . En partiulier, les parties
saturées sont les réunions de ellules.
b. Si Y ′ ⊆ Y et si X est Y -saturée, alors X est Y ′-saturée.
Dénition 10 (Tronature). Soient X ⊆ S et ϕ ∈ End([S]). On appelle tronature de ϕ
suivant X l'endomorphisme ϕX de [S] donné par ϕX({s}) = ϕ({s}) si s ∈ X et ϕX({s}) = {s}
si s 6∈ X. Clairement, ϕX oïnide ave ϕ sur [X ∪ (S \Dϕ)] et DϕX = X ∩Dϕ.
Lemme 3. Soient Y ⊆ S et X une partie Y -saturée.
1. Soient ϕ, ψ ∈ K◦Y (Γ). Alors (ϕ ◦ ψ)X = ϕX ◦ ψX .
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2. L'appliation K◦Y (Γ) −→ K
◦
X∩Y (Γ), ϕ 7−→ ϕX est un morphisme de groupes de noyau
K◦
Y \X(Γ).
Démonstration. Montrons le premier point. Soient ϕ, ψ ∈ K◦Y (Γ) et s ∈ S. Montrons que
(ϕ◦ψ)X ({s}) = (ϕX ◦ψX )({s}). Si s 6∈ X ∩Y , alors ϕX({s}) = ψX({s}) = (ϕ◦ψ)X ({s}) = {s}
et le résultat est lair. Si s ∈ X ∩ Y , alors C2(s) ⊆ X ∪ (S \ Y ) puisque X est Y -saturée. On a
alors C2(s) ⊆ X ∪ (S \Dϕ) (puisque Dϕ ⊆ Y ) et ϕX oïnide don ave ϕ sur [C
2(s)]. De plus,
omme ψ ∈ K(Γ), on a ψX({s}) = ψ({s}) ∈ [(C
2(s)], d'où l'on déduit que (ϕX ◦ ψX)({s}) =
ϕ(ψ({s})) = (ϕ ◦ ψ)X({s}).
Montrons le seond point. Pour montrer que ϕ 7−→ ϕX est un morphisme de groupes de
K◦Y (Γ) dans K
◦
X∩Y (Γ), il sut (grâe au premier point) de montrer que, pour ϕ ∈ K
◦
Y (Γ), la
tronature ϕX appartient à K
◦
X∩Y (Γ). Vu la dénition de ϕX , le seul fait non trivial à mon-
trer est que ϕX appartient à K(Γ). Le premier point nous montre en partiulier que (ϕ
−1)X
et ϕX sont des automorphismes (de [S]) inverses l'un de l'autre (puisque (Id[S])X = Id[S]).
D'après la proposition 10, il sut don de montrer que l'on a ϕX([T ]) = [T ] pour toute ellule
T . Or, par dénition de ϕX et (ϕ
−1)X et omme ϕ ∈ K(Γ), on a lairement ϕX([T ]) ⊆ [T ] et
(ϕ−1)X([T ]) = (ϕX)
−1([T ]) ⊆ [T ], d'où le résultat. Le noyau de e morphisme est lairement le
sous-groupe K◦
Y \X(Γ) de K
◦
Y (Γ), et le lemme est don démontré.
Proposition 13. Soit Y ⊆ S et soit X une partie Y -saturée de S. On a la déomposition :
K◦Y (Γ) = K
◦
Y \X(Γ)⋊K
◦
X∩Y (Γ).
Démonstration. L'assertion 2 du lemme préédent nous dit que l'on a un morphisme de groupes
ϕ 7−→ ϕX de K
◦
Y (Γ) dans K
◦
X∩Y (Γ) et que e morphisme a pour noyau K
◦
Y \X(Γ). Comme l'in-
lusion naturelle K◦X∩Y (Γ) →֒ K
◦
Y (Γ) en est lairement une setion, on a le résultat.
Ce résultat suggère une méthode pour dérire le sous-groupe K◦Y (Γ), pour une partie donnée
Y de S : trouver une partie Y -saturée X  Y telle que le sous-groupe K◦
Y \X(Γ) soit "simple à
dérire", puis dérire par réurrene le sous-groupe K◦X∩Y (Γ) = K
◦
X(Γ).
Dans la setion suivante, nous dérivons le sous-groupe K◦Z(Γ) de K
◦(Γ) dans le as où Z est
une partie d'"épaisseur nulle" (voir la dénition 11 i-dessous).
Dans la setion 4.3.3, nous allons voir omment déomposer toute partie Y de S en l'union
disjointe d'une partie d'épaisseur nulle Y0 et d'une partie Y -saturée Y≥1. La proposition 13,
appliquée réursivement, nous permettra alors de déomposer le groupe K◦Y (Γ) (au moins lorsque
Y est "d'épaisseur nie", voir la dénition 13 i-dessous) en produits semi-direts itérés de
ertains de ses sous-groupes K◦Z(Γ) ave Z d'épaisseur nulle (théorème 3 i-dessous).
4.3.2 Parties d'épaisseur nulle.
Nous dénissons plus loin (en dénition 13) l'"épaisseur" (dans N ∪ {∞}) d'une partie de S.
Dénissons pour le moment les parties d'"épaisseur nulle" :
Dénition 11 (Parties d'épaisseur nulle). On dit qu'une partie Z de S est d'épaisseur nulle
si, pour tout s ∈ Z, (C2(s))⋆ ∩ Z = ∅ (autrement dit si tous les noyaux sont Z-saturés).
Remarques 12. a. Si Z est d'épaisseur nulle et si Z ′ ⊆ Z, alors Z ′ est d'épaisseur nulle.
b. Les noyaux (et don les parties de noyaux, d'après a) sont d'épaisseur nulle.
Fixons une partie Z de S d'épaisseur nulle.
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Lemme 4. Soient ϕ, ψ ∈ End([S]) de supports inlus dans Z et soit s ∈ Z. Si on a ϕ({s}) =
{s} + Y et ψ({s}) = {s} + Y ′, où Y, Y ′ ∈ [(C2(s))⋆], alors (ϕ ◦ ψ)({s}) = (ψ ◦ ϕ)({s}) =
{s}+ Y + Y ′.
Démonstration. Par hypothèse, Z est d'épaisseur nulle et ontient s, don est disjointe de
(C2(s))⋆. A fortiori, les parties Y et Y ′ de (C2(s))⋆ sont disjointes de Dϕ et de Dψ (qui sont
inlus dans Z). On a don ϕ(Y ′) = Y ′, ψ(Y ) = Y , et un alul diret nous donne le résultat.
Proposition 14. K◦Z(Γ) = {ϕ ∈ End([S]) | Dϕ ⊆ Z et, ∀ s ∈ Z, ϕ({s}) ∈ {s} + [(C
2(s))⋆]}.
En partiulier, K◦Z(Γ) est un 2-groupe élémentaire.
Démonstration. Par dénition de K◦(Γ) et de son sous-groupe K◦Z(Γ), l'inlusion K
◦
Z(Γ) ⊆ {ϕ ∈
End([S]) | Dϕ ⊆ Z et, ∀ s ∈ Z, ϕ({s}) ∈ {s} + [(C
2(s))⋆]} est évidente. Soit don ϕ un
endomorphisme de [S] tel que Dϕ ⊆ Z et que ϕ({s}) ∈ {s}+ [(C
2(s))⋆], pour tout s ∈ Z.
Montrons que ϕ2 = Id[S]. Si s 6∈ Z, alors on a ϕ({s}) = {s}, don ϕ
2({s}) = {s} ; si s ∈ Z,
alors ϕ({s}) = {s} + Y , où Y ∈ [(C2(s))⋆], et le lemme préédent nous fournit ϕ2({s}) =
{s}+ Y + Y = {s}.
Il reste à montrer que ϕ appartient à K(Γ). Il sut pour ela de montrer que, pour toute
ellule T , ϕ([T ]) = [T ] (f. proposition 10) et, omme ϕ est involutif, il sut de montrer que
ϕ([T ]) ⊆ [T ]. Or pour s ∈ T (qui satisfait don à C2(s) ⊆ T ), on a soit s 6∈ Dϕ, auquel as
ϕ({s}) = {s} ∈ [T ], soit s ∈ Dϕ, don s ∈ Z et ϕ({s}) ∈ {s} + [(C
2(s))⋆] ⊆ [T ]. On a don le
résultat.
Corollaire 1. Soit (Zi)i∈I une partition de Z. Alors l'appliation ϕ 7−→ (ϕZi)i∈I , où ϕZi est la
tronature de ϕ suivant Zi, est un isomorphisme de groupes de K
◦
Z(Γ) sur le produit diret de
ses sous-groupes K◦Zi(Γ) (i ∈ I).
Démonstration. Remarquons que, puisque Z est d'épaisseur nulle, haque Zi, i ∈ I, est d'épais-
seur nulle (f. remarque 12 a). D'après la aratérisation des éléments de K◦X(Γ) pour une partie
d'épaisseur nulle X, obtenue dans la proposition 14, il est lair que, pour tout i ∈ I, la tronature
de tout élément de K◦Z(Γ) suivant Zi est un élément de K
◦
Zi
(Γ).
De plus, si ϕ, ψ ∈ K◦Z(Γ), alors (ϕ ◦ψ)Zi = ϕZi ◦ψZi . En eet, pour s ∈ Zi, on a ϕZi({s}) =
ϕ({s}) = {s} + Y et ψZi({s}) = ψ({s}) = {s} + Y
′
, où Y, Y ′ ∈ [(C2(s))⋆], et le lemme 4 nous
fournit (ϕ ◦ ψ)({s}) = {s} + Y + Y ′ = (ϕZi ◦ ψZi)({s}). L'appliation ϕ 7−→ (ϕZi)i∈I est don
un morphisme de groupes de K◦Z(Γ) dans
∏
i∈I K
◦
Zi
(Γ). Ce morphisme est injetif ar l'image
(ϕZi)i∈I détermine ϕ sur [Z] (puisque (Zi)i∈I est une partition de Z), don sur [Dϕ].
Montrons qu'il est surjetif. Si (ϕi)i∈I est un élément de
∏
i∈I K
◦
Zi
(Γ), dénissons l'endo-
morphisme ϕ de [S] par ϕ({s}) = {s} si s 6∈ Z, et ϕ({s}) = ϕi({s}) si s ∈ Zi. D'après la
aratérisation de la proposition 14, ϕ est un élément de K◦Z(Γ), et il s'envoie lairement sur la
famille (ϕi)i∈I . On a don le résultat.
Corollaire 2. Soient N ∈ N , et X ⊆ N . On pose T = Cel(N). Alors X est d'épaisseur nulle
et l'appliation ϕ 7−→ (Id[S] + ϕ)|[X] est un isomorphisme de 2-groupes élémentaires de K
◦
X(Γ)
sur le groupe (additif) L
IF2
([X], [T ⋆]), onstitué des appliations IF2-linéaires de [X] dans [T
⋆].
Démonstration. La partieX de N est d'épaisseur nulle d'après la remarque 12 b. Soit ϕ ∈ K◦X(Γ).
On sait que, pour s ∈ S, on a ϕ({s}) ∈ {s} + [(C2(s))⋆]. En partiulier, pour s ∈ X ⊆ N , on a
C2(s) = T , don ϕ({s}) ∈ {s}+ [T ⋆]. L'appliation IF2-linéaire (Id[S] +ϕ)|[X] est don à valeurs
dans [T ⋆] et l'appliation ϕ 7−→ (Id[S] + ϕ)|[X] est don bien à valeurs dans L
IF2
([X], [T ⋆]).
Soient ϕ, ψ ∈ K◦X(Γ) et s ∈ X. On a ϕ({s}) = {s}+Y et ψ({s}) = {s}+Y
′
, où Y, Y ′ ∈ [T ⋆],
et, d'après le lemme 4, ϕ ◦ ψ({s}) = {s} + Y + Y ′, d'où (Id[S] + ϕ ◦ ψ)({s}) = Y + Y
′ =
(Id[S] +ϕ)({s}) + (Id[S] +ψ)({s}). Don ϕ 7−→ (Id[S] +ϕ)|[X] est un morphisme de groupes. Ce
morphisme est injetif, ar l'image (Id[S] + ϕ)|[X] de ϕ détermine ϕ sur [X], don sur [Dϕ].
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Montrons qu'il est surjetif. Pour f ∈ L
IF2
([X], [T ⋆]), notons enore f l'endomorphisme
f⊕0|[S\X] (prolongement de f à [S], déni par 0 sur [S\X]). Alors l'endomorphisme ϕ = Id[S]+f
de [S] appartient à K◦X(Γ) (d'après la proposition 14), et s'envoie lairement sur f .
Pour déomposer K◦Z(Γ) (où Z est d'épaisseur nulle) omme dans le orollaire 1, nous allons
privilégier, vu le orollaire 2, les partitions de Z en parties de noyaux. Par exemple, on obtient :
(E1) K◦Z(Γ) ≈
∏
N∈N (Z) L
IF2
([N ∩ Z], [(Cel(N))⋆]), via ϕ 7→ ((Id[S] + ϕ)|[N∩Z])N∈N (Z), où
N (Z) = {N(z) | z ∈ Z} est l'ensemble des noyaux renontrés par Z,
(E2) K◦Z(Γ) ≈
∏
s∈Z L
IF2
([{s}], [(C2(s))⋆]) ≈
∏
s∈Z [(C
2(s))⋆], via ϕ 7→ ((Id[S] + ϕ)|[{s}])s∈Z et
(fs)s∈Z 7→ (fs({s}))s∈Z , ave la partition de Z en l'ensemble de ses singletons.
4.3.3 Profondeur et déomposition en parties d'épaisseur nulle.
Dénition 12 (Profondeur). Soit Y ⊆ S. On appelle haîne (d'éléments de Y ) toute suite nie
(y0, y1, . . . , yp) d'éléments de Y telle que, pour 1 ≤ i ≤ p, C
2(yi−1)  C
2(yi). Si (y0, y1, . . . , yp)
est une haîne, on dit que sa longueur est p, et qu'elle a pour origine y0.
Soit Y ⊆ S. On dénit la fontion Y -profondeur pY : Y −→ N ∪ {∞}, de la façon suiv-
ante : pour y ∈ Y , pY (y) est la borne supérieure de l'ensemble des longueurs des haînes
d'éléments de Y d'origine y. Pour p ∈ N ∪ {∞}, on pose Yp = {y ∈ Y | pY (y) = p}, et
Y≥p = ∪k≥pYk = {y ∈ Y | pY (y) ≥ p} (En partiulier, Y≥0 = Y et Y∞ = Y≥∞).
Remarques 13. a. Si Y est une ellule, alors Y0 = Noy(Y ), et Y≥1 = Y \Noy(Y ) = Y
⋆
. Plus
généralement, si Y est saturée (i.e. si Y est une réunion de ellules) et si p ∈ N ∪ {∞}, alors Yp
est une réunion de noyaux, et Y≥p est saturée.
b. Les Yp, pour p ∈ N∪{∞}, sont deux à deux disjoints, et haque partie Y≥p est Y -saturée.
. Soit n ∈ N. Alors Yn est d'épaisseur nulle, et satisfait à Yn 6= ∅ =⇒ Yk 6= ∅, pour tout
k ≤ n. De plus, si p ∈ N ∪ {∞}, on vérie que (Y≥n)p = Yn+p, d'où (Y≥n)≥p = Y≥n+p.
Dénition 13 (Épaisseur). Soit Y ⊆ S. Nous appelons épaisseur de Y la borne supérieure
(dans N ∪ {∞}) de la fontion pY .
On vérie failement que les parties d'épaisseur 0, au sens que l'on vient de dénir, sont les
parties d'épaisseur nulle au sens de la dénition 11 de la setion 4.3.2.
Lorsque S est d'épaisseur nie, nous disons que (W,S) et Γ sont d'épaisseur nie. Comme
ette notion ne dépend pas de S ∈ S(W ) (puisque W est rigide), nous disons aussi, sans am-
biguïté, que W est d'épaisseur nie. C'est par exemple le as lorsque C (ou N ) est ni et, en
partiulier, on voit don que tout groupe de Coxeter de rang ni est d'épaisseur nie.
Théorème 3. Soit Y ⊆ S d'épaisseur nie e. Alors :
K◦Y (Γ) = K
◦
Y0
(Γ)⋊ (K◦Y1(Γ)⋊ (· · · ⋊ (K
◦
Ye−1
(Γ)⋊K◦Ye(Γ)) · · · )).
De plus, si Y est saturée, alors K◦Ye(Γ) = {Id[S]}.
Démonstration. Soit k ∈ N. Sans hypothèse sur Y , la proposition 13, appliquée à Y≥k et à la
partie Y≥k-saturée (Y≥k)≥1 = Y≥k+1 (remarque 13 ), nous fournit la déomposition :
K◦Y≥k(Γ) = K
◦
Yk
(Γ)⋊K◦Y≥k+1(Γ).
On suppose ii Y d'épaisseur nie e, don on a Y≥e+1 = ∅ et K
◦
Y≥e+1
(Γ) = {Id[S]}. La formule
voulue s'obtient alors failement par réurrene, en appliquant le proédé i-dessus suessivement
aux parties Y≥k, pour 0 ≤ k ≤ e.
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Si, de plus, Y est saturée, alors, pour tout n ∈ N, on a y ∈ Yn ⇒ (C
2(y))⋆ ⊆ Y≥n+1, et on
voit que Ye est néessairement onstitué d'éléments y de Y tels que (C
2(y))⋆ = ∅. Mais alors
la formule (E2) appliquée à Z = Ye (qui est d'épaisseur nulle, d'après la remarque 13 ) nous
montre que l'on a K◦Ye(Γ) = {Id[S]}.
4.4 Conlusion.
On rappelle que nous voulions, dans ette partie, dérire le groupe Aut([S], [S]c).
Nous avons déni (en setion 4.1) un sous-groupeG de Aut(Γ) isomorphe à Aut(N , RP , Card)
pour lequel on a (d'après la proposition 8) :
Aut([S], [S]c) = K(Γ)⋊G et Aut(Γ) = (K(Γ) ∩Aut(Γ))⋊G. (1)
Les propositions 9 (setion 4.1) et 12 (setion 4.2) nous donnent (ave le ommentaire 5 a) :
K(Γ) = K◦(Γ)⋊D(Γ), ave D(Γ) ≈
∏
N∈N Aut([N ]), via ρ2 : ϕ 7→ (ϕ|[N ])N∈N ,
K(Γ) ∩Aut(Γ) ⊆ D(Γ), et K(Γ) ∩Aut(Γ) ≈
∏
N∈N Perm(N), via ρ1 : σ 7→ (σ|N )N∈N .
(2)
Le théorème 3 (setion 4.3.3) nous permet de dérire le groupe K◦(Γ) = K◦S(Γ), dans le as
où S (qui est une partie saturée) est d'épaisseur nie e. On obtient :
K◦(Γ) = K◦S0(Γ)⋊ (K
◦
S1
(Γ)⋊ (· · ·⋊ (K◦Se−2(Γ)⋊K
◦
Se−1
(Γ)) · · · )). (3)
Enn, pour 0 ≤ k ≤ e − 1, la partie Sk de S est d'épaisseur nulle (f. remarque 13 ) et
ontient les noyaux qu'elle renontre (f. remarque 13 a), e qui signie que, N (Sk) désignant
l'ensemble {N(s) | s ∈ Sk}, on a, pour tout N ∈ N (Sk), N ⊆ Sk ; les formules (E1) et (E2)
appliquées à Sk nous donnent don :
K◦Sk(Γ) ≈
{∏
N∈N (Sk)
L
IF2
([N ], [(Cel(N))⋆]), via ϕ 7→ ((Id[S] + ϕ)|[N ])N∈N (Sk)∏
s∈Sk
[(C2(s))⋆], via ϕ 7→ ({s}+ ϕ({s}))s∈Sk .
(4)
Remarques 14. Rappelons que l'on note E(S) l'ensemble des singletons de S. On a :
a. S est d'épaisseur nulle ⇔ N = C ⇔ K◦(Γ) = {1},
b. N = E(S)⇔ D(Γ) = {1} ⇔ Aut(Γ) ∩K(Γ) = {1} ⇔ G = Aut(Γ),
. Γ satisfait aux onditions de a et de b ⇔ C = E(S) ⇔ K(Γ) = {1} ⇔ Aut([S], [S]c) =
Aut(Γ). On retrouve ainsi le résultat de la proposition 7.
Exemples.
Dans les exemples de graphe de Coxeter qui suivent, toutes les arêtes sont étiquetées ∞.
Exemple 1. Nous retrouvons les résultats obtenus par J. Tits dans la partie nale de [T℄ (le
groupe Aut(F (Γ)) étudié par J. Tits est isomorphe à Aut([S], [S]c)).
• Supposons que S soit la réunion disjointe de deux sous-ensembles non vides S′ et S′′ tels
que ms,t = ∞ ⇔ (s, t) ∈ S
′ × S′′ ou (s, t) ∈ S′′ × S′ (on dit alors que le graphe de Γ est
"bipartite omplet"). Ave notre terminologie, il s'agit du as où S est d'épaisseur nulle et
a deux noyaux (qui sont S′ et S′′).
On a alors, d'après les formules (1) et (2) et la remarque 14 a, Aut([S], [S]c) = D(Γ)⋊G ≈
(Aut([S′])×Aut([S′′]))⋊G. De plus, on a lairement G ≈ Aut(N , RP , Card) = {1} si les
noyaux S′ et S′′ n'ont pas même ardinal, et G ≈ Z/2Z si S′ et S′′ ont même ardinal.
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• Supposons que le graphe de Γ soit un yle de longueur n ≥ 5. On vérie failement que
C = E(S) et don Aut([S], [S]c) = Aut(Γ) (f. proposition 7, ou remarque 14 ).
• Les autres as étudiés par J. Tits sont d'épaisseur 1, et satisfont à N = E(S). On a
alors Aut([S], [S]c) = K
◦
S0
(Γ) ⋊ Aut(Γ) (f. formules (1), (2), (3) et remarque 14 b) et
K◦S0(Γ) ≈
∏
s∈S0
[(C2(s))⋆] (f. formule (4)).
Exemple 2. Soit Γ donnée par le graphe ❝
3
❝
4
❝
5
✑
❝2
◗
❝1
. On a :
Sommet s 1 2 3 4 5
Cellule C2(s) {1, 2} {1, 2} {3, 5} {1, 2, 4} {5}
Noyau N(s) {1, 2} {1, 2} {3} {4} {5}
On vérie que G ≈ Aut(N , RP , Card) = {1} et que S est d'épaisseur 1, ave S0 = {3, 4} et
S1 = {1, 2, 5}. On a alors, grâe aux formules (1) à (4), Aut([S], [S]c) = K
◦
S0
(Γ)⋊D(Γ), ave :
D(Γ) ≈ Aut([{1, 2}]) ≈ GL2(IF2) et K
◦
S0
(Γ) ≈ [(C2(3))⋆]× [(C2(4))⋆] ≈ (IF2)
3.
Exemple 3. Soit Γ donnée par le graphe inni (indexé par Z) :
. . .
. . .
. . .
. . .
. . .
. . .
❝
b′k−1 ❝b
′
k ❝b
′
k+1
❝
ak−1 ❝ak ❝ak+1
❝bk−1 ❝bk ❝bk+1
On a :
Sommet s ak bk b
′
k
Cellule C2(s) {ak, bk−1, b
′
k−1, bk+1, b
′
k+1} {bk, b
′
k} {bk, b
′
k}
Noyau N(s) {ak} {bk, b
′
k} {bk, b
′
k}
Il est lair que tout élément de Aut(N , RP , Card) est entièrement déterminé par son a-
tion sur l'ensemble de noyaux {{ak} | k ∈ Z} ≈ Z, puisque si {ak} s'envoie sur {al}, alors
néessairement, {bk, b
′
k} s'envoie sur {bl, b
′
l}. On voit alors que Aut(N , RP , Card) s'identie au
groupe diédral inni D∞ =< ψ, ψ
′ > engendré par les symétries ψ : k 7→ −k, k ∈ Z et
ψ′ : k 7→ −k + 1, k ∈ Z. Via ette identiation (et elle de Aut(N , RP , Card) au sous-groupe
G de Aut(Γ)), on a don Aut([S], [S]c) = K(Γ)⋊D∞ (f. formule (1)).
On déduit du tableau i-dessus que S est d'épaisseur 1, ave S0 = {ak | k ∈ Z} et S1 =
{bk, b
′
k | k ∈ Z}. On obtient, grâe aux formules (2) (3) et (4), K(Γ) = K
◦
S0
(Γ)⋊D(Γ), ave :
D(Γ) ≈
∏
k∈Z
GL2(IF2) et K
0
S0
(Γ) ≈
∏
k∈Z
(IF2)
4 ≈ (IF2)
Z.
Exemple 4. Soit e ∈ N⋆ ∪ {∞} et soit Γ = (ms,t)s,t∈S , où S = {sk, s
′
k | 0 ≤ k < e + 1} et
ms,t =∞⇐⇒ {s, t} = {sk, s
′
l} ave 0 ≤ l ≤ k < e+ 1. On a :
Sommet s sk s
′
k
Cellule C2(s) {s0, s1, . . . , sk} {s
′
i | k ≤ i < e+ 1}
Noyau N(s) {sk} {s
′
k}
Comme N = E(S), on a D(Γ) = {1} et G = Aut(Γ) (f. remarque 14 b). On a don
Aut([S], [S]c) = K
◦(Γ)⋊Aut(Γ).
19
Supposons e ni. On vérie alors que Aut(Γ) =< σ >≈ IF2, où σ envoie sk sur s
′
e−k et s
′
k sur
se−k, pour 0 ≤ k ≤ e. On a don Aut([S], [S]c) = K
◦(Γ)⋊ < σ >≈ K◦(Γ)⋊ IF2.
On voit que S est d'épaisseur e, ave Sk = {s
′
k, se−k}, pour 0 ≤ k ≤ e. On a don, d'après
les formules (3) et (4), K◦(Γ) = K◦S0(Γ)⋊ (K
◦
S1
(Γ)⋊ (· · ·⋊ (K◦Se−2(Γ)⋊K
◦
Se−1
(Γ)) · · · )) et, pour
0 ≤ k ≤ e− 1, K◦Sk(Γ) ≈ [(C
2(s′k))
⋆]× [(C2(se−k))
⋆] ≈ (IF2)
e−k × (IF2)
e−k ≈ (IF2)
2(e−k)
.
Supposons e =∞. Alors Aut(Γ) = {1}, don Aut([S], [S]c) = K
◦(Γ).
On voit que S est d'épaisseur innie, ave Sk = {s
′
k}, pour tout k ∈ N, et S∞ = {sk | k ∈ N}.
On ne peut don pas appliquer le théorème 3 à S ; ependant, la proposition 13 reste valable : si
l'on pose X = {sk | k ∈ N} et X
′ = {s′k | k ∈ N}, alors X et X
′
sont saturées, don d'après la
proposition 13, K◦X(Γ) et K
◦
X′(Γ) sont distingués dans K
◦(Γ) et K◦(Γ) = K◦X(Γ)×K
◦
X′(Γ).
Le groupeK◦X(Γ) s'identie à un sous-groupe de Aut([X]) = GL
IF2
([X]) et, plus préisément,
si l'on xe la base ({s0}, {s1}, . . .) de [X], au sous-groupe de GL
IF2
([X]) onstitué des matries
(innies à droite) triangulaires supérieures ave des 1 sur la diagonale.
De même, le sous-groupe K◦X′(Γ) s'identie à un sous-groupe de Aut([X
′]) = GL
IF2
([X ′])
et, plus préisément, si l'on xe la base ({s′0}, {s
′
1}, . . .) de [X
′], au sous-groupe de GL
IF2
([X ′])
onstitué des matries (innies à droite) triangulaires inférieures, ave des 1 sur la diagonale et
un nombre ni de 1 dans haque olonne, inversibles et telles que l'inverse soit de la même forme.
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