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A LINEAR FORMULA FOR THE GENERALIZED MULTIPLICITY
SEQUENCE
THOMAS DUNN
Abstract. For an arbitrary ideal I in a local ring R and a finitely generated R-module
M , Achilles and Manaresi introduced the sequence of generalized multiplicities ck(I,M)
(k = 0, ..., dimM) as a generalization of the classical Samuel multiplicity e(I,M) of an m-
primary ideal I. We prove a formula expressing each generalized multiplicity ck(I,M) as
a linear combination of certain local multiplicities c0(IRp,Mp). As a consequence, when
M is formally equidimensional, we prove that if I ⊆ J and ck(I,M) = ck(J,M) for all
k = 0, ..., dimM then I is a reduction of (J,M). The converse of this statement is also known
to be true by a result of Ciuperca˘. This theorem gives a complete numerical characterization
of the integral closure, generalizing a well known theorem of Rees.
1. Introduction
Let (R,m) be a local ring and M a finitely generated R-module. An ideal I is said to be
an ideal of definition on M if the length λ(M/IM) is finite. In the case of M = R, being
an ideal of definition on R is equivalent to I being m-primary. For such an ideal the length
λ(M/InM) becomes eventually polynomial in n of degree d = dimM . The leading coefficient
of the polynomial is e(I,M)
d!
where e(I,M) is called the Hilbert-Samuel multiplicity of I onM .
This multiplicity is a very important invariant in ideal theory. Among other things, it gives
a numerical characterization of the integral closure of an ideal, or equivalently, of reduction
ideals. For I ⊆ J ideals, I is said to be a reduction of (J,M) if there exists some n with
Jn+1M = IJnM . If I is a reduction of (J,M) and I is an ideal of definition on M , then
e(I,M) = e(J,M). The converse is true if M is formally equidimensional as proved initially
Rees [5, Theorem 11.3.1] for the case M = R.
In the case where λ(M/IM) is not necessarily finite, consider the components of the
bigraded module Gm(GI(M)). Achilles and Manaresi [2] considered the sum of the lengths of
the bigraded components. This sum eventually becomes a polynomial of degree d = dimM .
The degree d coefficients of this polynomial are given by ck(I,M)
k!(d−k)!
where ck(I,M) is the kth
generalized multiplicity of I onM . The multiplicity c0(I,M) coincides with the j-multiplicity
j(I,M) originally defined by Achilles and Manaresi [1] as a generalization of the classical
multiplicity e(I,M). The j-multiplicity is of particular interest for ideals of maximal analytic
spread, which is the only case when it is nonzero. Moreover, in the case when λ(M/IM) is
finite, the j-multiplicity coincides with the classical multiplicity e(I,M).
There have been many attempts at proving generalizations of the theorem of Rees that give
numerical characterizations of reduction ideals for arbitrary ideals. Flenner and Manaresi
proved that I is a reduction of (J,M) if and only if j(Ip,Mp) = j(Jp,Mp) for every p ∈
1
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Supp(M) [4, Theorem 3.3]. Ciuperca˘ proved if I is a reduction of (J,M) then ck(I,M) =
ck(J,M) for k = 0, ..., d [3, Theorem 2.7].
In this paper, we will prove the following.
Theorem. Let (R,m) be a local ring, I ⊆ R an ideal, M a finitely generated R-module of
dimension d and denote
Λk = Λk(I,M) = {p | p ∈ Supp(M/IM), dim(R/p) = k, dim(R/p) + dimMp = dimM} .
Assume that the following condition is satisfied:
(∗) dimMp = dim(I
nMp) for all n ≥ 0 and for all p ∈ Supp(M/IM)
Then for all k=0,1,...,d we have
(1.0.1) ck(I,M) =
∑
p∈Λk
c0(IRp,Mp)e(R/p).
We then show that the condition (∗) is satisfied whenever htM(I) > 0. As a consequence
of the above equality, we prove the converse of Ciuperca˘’s result.
Theorem. Let (R,m) be a local ring, M a finitely generated formally equidimensional mod-
ule, and I ⊆ J ideals with htM(I) > 0. If ck(I,M) = ck(J,M) for all k ≤ d = dim(M), then
I is a reduction of (J,M).
2. Preliminaries
We begin with the following definitions.
Definition 2.1. The height of I in M and analytic spread of I in M are defined as in [4]:
htM I := min {dimMp | p ∈ SuppM ∩ V (I)} ,
ℓM(I) := dimGI(M)/mGI(M).
For the generalized multiplicity sequence, we use the associated bigraded moduleGm(GI(M).
The degree (i, j) part of the bigraded module is given by
I imjM + I i+1M
I imj+1M + I i+1M
.
Definition 2.2. [2] Consider the Hilbert function of the bigraded module Gm(GI(M))
hI,M(u, v) =
u∑
i=0
v∑
j=0
λ
(
miIjM + Ij+1M
mi+1IjM + Ij+1M
)
.
The function hI,M(u, v) is a polynomial pI,M(u, v) for u, v ≫ 0 of degree d = dimM . The
homogeneous degree d part of pI,M(u, v) is
∑
k+n=d
ck(I,M)
k!n!
ukvn
where ck(I,M) is the kth generalized multiplicity of I on M .
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The following is a version for modules of a result proved by Achilles and Manaresi. This
is particularly useful in that it gives the bounds for the vanishing multiplicities.
Proposition 2.3. [2, Theorem 2.3]. Let (R,m) be a local ring, I ⊂ R an ideal, M a finitely
generated module, G = GI(R), N = GI(M). Further, let ℓ = ℓM(I) and q = dim(M/IM).
Then
(1) ci(I,M) = 0 for i < d− ℓ or q < i ≤ d;
(2) cd−l(I,M) =
∑
β e(mGβ , Nβ)e(G/β), where β runs through all the highest dimen-
sional associated primes of N/mN such that dim(G/β) + dim(Nβ) = dim(N);
(3) cq(I,M) =
∑
p
e(IRp,Mp)e(R/p), where p runs through all highest dimensional as-
sociated primes of M/IM such that dim(R/p) + dim(Mp) = dim(M).
It is also proved in [2] that c0(I,M) coincides with the so-called j-multiplicity j(I,M),
an invariant defined by Achilles and Manaresi in [1]. From [1] j(I,M) 6= 0 if and only if
I has maximal analytic spread, that is ℓM(I) = dimM . Flenner and Manaresi proved the
following result that relates the local j-multiplicities with reductions.
Theorem 2.4. [4, Theorem 3.3]. Let (R,m) be a local ring and M a formally equidimen-
sional finitely generated module. Let I ⊆ J ⊆ m be ideals. Then the following are equivalent:
(1) I is a reduction of (J,M);
(2) j(IRp,Mp) = j(JRp,Mp) for all p ∈ Spec(R);
(3) j(IRp,Mp) ≤ j(JRp,Mp) for all p ∈ Spec(R).
By [6, Theorem 4.1], we have that there are only finitely many primes with maximal
analytic spread and therefore only finitely many primes where j(Ip,Mp) 6= 0. The following
result of Ciuperca˘ proves one direction generalization of the theorem of Rees.
Proposition 2.5. [3, Proposition 2.7] Let (R,m) be a local noetherian ring, I ⊆ J be proper
ideals of R, and M a finitely generated R-module with dimM = d. If I is a reduction of
(J,M), then ck(I,M) = ck(J,M) for all k = 0, ..., d.
3. Superficial Elements
In order to use induction on the dimension of the module, we require an element that
preserves multiplicity and drops the dimension when we mod out by that element.
Definition 3.1. For a given r ∈M \ {0}, let m be the largest number such that r ∈ ImM .
The initial form r∗ is defined as the image of r in ImM/Im+1M . Then take the largest
number n where r∗ ∈ mn(ImM/Im+1M) ⊆ GI(M). The initial form r
′ is defined as the
image of r∗ in (mnImM + Im+1M)/(mn+1ImM + Im+1M) ⊆ Gm(GI(M)). The initial form
I ′ of an ideal I is defined to be the ideal generated by the initial forms of all the elements in
I.
Definition 3.2. Let S = Gm(GI(R)) and N = Gm(GI(M)) and let (0) =
⋂t
i=0Ni be an
irredundant primary decomposition of the 0 submodule of N . Denote Pi =
√
(Ni :S N) for
i = 0, ..., t. Assume that I ′ ⊆ Pr+1, ..., Pt and I
′ 6⊆ P1, ..., Pr. The element x ∈ I is said to
be a superficial element for (I,M) if x′ /∈ P1, ..., Pr.
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Proposition 3.3. Let (R,m) be a local ring with infinite residue field, M a finitely generated
R-module, and I ⊂ R an ideal. Then there exists x ∈ I \ mI such that x is a superficial
element for (I,M).
Proof. From Definition 3.2, an element x is superficial if the initial form x′ avoids finitely
many primes Pi (for i = 1, ..., r) in the bigraded ring Gm(GI(R)). Since I
′ 6⊆ Pi, we have
Qi = Pi ∩ (I/mI) ( I/mI; that is, each Qi is a proper subspace of the (R/m) vector space
I/mI. Since R/m is an infinite field, we have (I/mI) \
⋃r
i=1Qi is nonempty. Therefore, we
may choose an element in I \ mI whose image in (I/mI) is not in
⋃r
i=1Qi as a superficial
element. 
Remark 3.4. With the same assumptions as in Proposition 3.3; if depthI(M) > 0, then
there exists x ∈ I \mI superficial element that is a nonzero divisor on M .
Since depthI(M) > 0, we have I \ Ann(M) is nonempty. Therefore, the subspace ((I ∩
Ann(M)) +mI)/mI is a proper subspace of I/mI. We may then set Q0 = (I ∩ Ann(M)) +
mI)/mI and have (I/mI) \
⋃r
i=0Qi is nonempty and proceed as above.
Since our goal is to use induction on the dimension of the module, we use the following
proposition to ensure we can find a nonzero divisor.
Proposition 3.5. Let (R,m) be a local ring, M a finitely generated R-module, and I ⊆ R
an ideal. If ℓM(I) > 0, then there exists c such that depthI(I
cM) > 0.
Proof. Let 0 = N1 ∩ ... ∩ Nt be an irredundant primary decomposition of the 0 submodule
of M and pi =
√
(Ni :R M). Further, assume that I 6⊆ pi for i = 1, ..., r and I ⊆ pi for
i = r + 1, ..., t. Let x ∈ I be an element such that x /∈ pi for i = 1, ..., r. There exists c
such that IcM ⊆
⋂t
i=r+1Ni. We also have (0 :M x) =
⋂t
i=1(Ni : x) ⊆
⋂r
i=1Ni. Therefore,
IcM ∩ (0 :M x) = 0. Since ℓM(I) > 0, I
cM 6= 0. Therefore, x ∈ I is a nonzero divisor on
IcM hence depthI(I
cM) > 0. 
Proposition 3.6. Let (R,m) be a local ring with infinite residue field, M a finitely generated
module, and I ⊂ R an ideal. If ℓM(I) > 0 then there exists an integer c and element x ∈ I
such that x is a superficial element and a nonzero divisor on IcM .
Proof. This is a consequence of Proposition 3.5 and Remark 3.4. 
The following result proved by Ciuperca˘, shows that this choice of superficial element does
indeed preserve the multiplicity sequence.
Proposition 3.7. [3, Theorem 2.11] Let (R,m) be a local ring, I ⊂ R an ideal, M a finitely
generated module, and x ∈ I \mI a superficial element for (I,M) and a nonzero divisor on
M . Then ci(I,M) = ci(I,M/xM) for i ≤ d− 2.
Since we can choose a superficial element that is a nonzero divisor on InM for n≫ 0, we
now show that the multiplicity sequence does not significantly change by replacing M with
InM for n large enough.
Proposition 3.8. Let (R,m) be a local ring, M a finitely generated module, and I ⊂ R an
ideal. If dim(InM) = dim(M) = d for n≫ 0, then ci(I,M) = ci(I, I
nM) for i ≤ d− 1 and
cd(I, I
nM) = 0 for all n≫ 0.
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Proof. Consider the Hilbert function:
hI,M(u, v) =
u∑
i=0
v∑
j=0
λ
(
miIjM + Ij+1M
mi+1IjM + Ij+1M
)
.
The function hI,M(u, v) is eventually polynomial, pI,M(u, v), for i, j ≫ 0. The degree d
part of this polynomial p(u, v) is:
∑
k+l=d
ck(I,M)
k!l!
ukvl.
We can now write hI,InM(u, v) as
hI,InM(u, v) =
u∑
i=0
v∑
j=0
λ(miIj+nM + Ij+n+1M/mi+1Ij+nM + Ij+n+1M)
=
u∑
i=0
v+n∑
j=n
λ(miIjM + Ij+1M/mi+1IjM + Ij+1M)
= hI,M(u, v + n)− hI,M(u, n) which implies that
pI,InM(u, v) = pI,M(u, v + n)− pI,M(u, n) for u, v, n≫ 0.
Since the polynomials pI,InM(u, v) and pI,M(u, v + c) − pI,M(u, c) are equal, we have an
equality on the degree d parts. For a fixed n large enough, the degree d part of pI,M(u, v+n)
is the same as the degree d part pI,M(u, v) and the degree d part of pI,M(u, n) is
cd(I,M)
d!
ud.
Since dim InM = d, the degree of pI,InM(u, v) must be d as well. Therefore, we can
conclude that ck(I,M) = ck(I, I
nM) for k ≤ d− 1 and cd(I, I
nM) = 0. 
We need to show that we can find a superficial element that is compatible with various
localizations. This will be done by providing a correspondence between the subspaces of a
vector space over various residue fields of the localizations and the subspaces of a vector
space over the initial residue field.
Lemma 3.9. Let (R,m) be a local ring with infinite residue field k, p a prime ideal, (S, n)
the local domain R/p, and V a subspace of Q(S)n. The map Φ given by Φ(V ) = ((V ∩Sn)+
nSn)/nSn has the following properties:
(1) Φ(V ) = kn if and only if V = Q(S)n.
(2) If (x1, ..., xn) /∈ Φ(V ) then (x1, ..., xn) /∈ V .
Proof. For (1), note that it is clear that if V = Q(S)n, then Φ(V ) = kn. Suppose Φ(V ) = kn.
Then Φ(V ) = (V ∩ Sn + nSn)/nSn = Sn/nSn; therefore by Nakayama’s Lemma, we have
(V ∩ Sn) + nSn = Sn and V ∩ Sn = Sn. Thus V ⊇ Sn. Since V is a vector space that
contains Sn (in particular it contains the standard basis), V = Q(S)n.
Part (2) is obvious, as if (x1, ..., xn) ∈ V then (x1, ..., xn) ∈ Φ(V ). 
Remark 3.10. Let (R,m) be a local ring with infinite residue field k and I ⊂ R an ideal,
I = (x1, ..., xn). Let T : k
n → I/mI defined by T (a1, ..., an) = a1x1 + ... + anxn. Then for
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finitely many proper subspaces Vi (i = 1, ..., r) of I/mI, there exists (a1, ..., an) such that
T (a1, ..., an) /∈
⋃r
i=1 Vi.
Proof. Since I/mI ∼= ks for some s ≤ n, there exists x ∈ I/mI that avoids
⋃r
i=1 Vi. By the
surjectivity of T , there exists (a1, ..., an) ∈ k
n such that T (a1, ..., an) = x /∈
⋃
Vi. 
Proposition 3.11. Let (R,m) be a local ring with infinite residue field k, I = (x1, ..., xn) ⊂ R
an ideal, M a finitely generated module. Then there exists x such that x ∈ I is superficial
for (I,M) and x
1
∈ IRp is superficial for (IRp,Mp) for all p where ℓMp(IRp) = dimMp.
Proof. By [6, Theorem 4.1] there are only finitely many primes p with ℓMp(IRp) = dimMp.
Let {p1, ..., pt} be the finite set of primes with this property, denote p0 = m and let ki =
Q(R/pi) the field of fractions of R/pi. Let Φi be the map from subspaces of k
n
i defined in
Lemma 3.9. By Remark 3.10 we may expand subspaces of IRpi/piIRpi to k
n
i . For each i, let
V(i,j) ( k
n
i be the finitely many subspaces of k
n
i such that a1x1 + ... + anxn ∈ IRpi \ piIRpi
is superficial whenever (a1, ..., an) ∈ k
n
i \
⋃
j V(i,j).
By Lemma 3.9, for every i, j we have that Φi(V(i,j)) is a proper subspace of k
n and
therefore
⋃
i,j Φi(V(i,j)) is a union of finitely many proper subspaces of k
n. If (a1, ..., an) ∈
kn \
⋃
i,j Φi(V(i,j)) then a1x1 + ... + anxn ∈ IRpi \ piIRpi is superficial for (IRpi ,Mpi) for all
i = 0, ..., t. 
4. The Main Result
We will now give a generalization of the formula given by Theorem 2.3(3).
Theorem 4.1. Let (R,m) be a local ring, I ⊆ R an ideal, M a finitely generated R-module
of dimension d and denote
Λk = Λk(I,M) = {p | p ∈ Supp(M/IM), dim(R/p) = k, dim(R/p) + dimMp = dimM} .
Assume that the following condition is satisfied:
(∗) dimMp = dim(I
nMp) for all n ≥ 0 and for all p ∈ Supp(M/IM)
Then for all k=0,1,...,d we have
(4.1.1) ck(I,M) =
∑
p∈Λk
c0(IRp,Mp)e(R/p).
Proof. We may replace R with the faithfully flat extension R[x]m[x] and M with M ⊗R[x]m[x]
and in doing so assume R has an infinite residue field. First note the sums in 4.1.1 are finite.
Indeed, by Proposition 2.3 c0(IRp,Mp) = 0 whenever dimMp 6= ℓMp(IRp) and the set of
primes p that satisfy dimMp = ℓMp(IRp) is finite [6, 4.1].
We will proceed by induction on d = dimM . For d = 0, (4.1.1) becomes c0(I,M) =
c0(I,M)e(R/m), which is trivial.
Now consider the case dimM = 1. It is clear that (4.1.1) holds for k = 0. If dim(M/IM) =
1, then by Proposition 2.3(3) we have
c1(I,M) =
∑
p∈Λ1
c0(IRp,Mp)e(R/p).
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If dim(M/IM) = 0, by Proposition 2.3(1) we have c1(I,M) = 0. It suffices to show that Λ1
is empty. Indeed, if p ∈ Supp(M/IM), then dim(R/p) ≤ dim(M/IM) = 0.
Now suppose that (4.1.1) holds for all finitely generated R-modules of dimension less than
d that satisify (∗). Let M be a finitely generated R-module of dimension d ≥ 2 that satisfies
(∗).
First we prove (4.1.1) for k = d. If dim(M/IM) < d, then Λd is empty. (If p ∈
Supp(M/IM), then dim(R/p) < d.) Also, cd(I,M) = 0 by Proposition 2.3(1). If dim(M/IM) =
d, then by Proposition 2.3(3) we get
cd(I,M) =
∑
p∈Λd
c0(IRp,Mp)e(R/p).
From now on we assume k ≤ d− 1.
If ℓM(I) = 0, then I
nM = 0 for n≫ 0 and since M satisfies (∗), we must have dimM =
0. Therefore ℓM(I) > 0. By Proposition 3.6 there exists a positive integer c such that
depthI(I
cM) > 0. We claim that if the theorem holds for the module IcM and k ≤ d − 1,
then the theorem holds for the R-module M and all k ≤ d− 1.
Indeed, if M satisfies (∗), then IcM is also d-dimensional and satisfies (∗), so assume
ck(I, I
cM) =
∑
p∈Λk
c0(IRp, I
cMp)e(R/p)
for k = 0, ..., d − 1. However, by Proposition 3.8 we have ck(I, I
cM) = ck(I,M) for k =
0, ..., d− 1 and c0(IRp, I
cMp) = c0(IRp,Mp) for p ∈ Λk(I
cM) (dimMp ≥ 1 because d− 1 ≥
k = dim(R/p) = d − dimMp). Also note that Λk(I,M) ⊇ Λk(I
cM) for k ≤ d− 1. We only
need to show that Λk(I,M) ⊆ Λk(I, I
cM).
By contradiction, assume that p ∈ Λk(I,M) \ Λk(I, I
cM) with k ≤ d − 1. Then IcMp =
IcMp and by Nakayama’s Lemma we get I
cMp = 0. Then dimMp = dim I
cMp = 0, and since
p ∈ Λk(I,M) we obtain k = dimR/p = dimM , which is a contradiction. This concludes the
proof of the claim. So by replacing M with IcM we may assume that depthI(M) > 0.
Next we consider the case when k = d− 1. If dim(M/IM) = d − 1, then by Proposition
2.3(3) it follows that (4.1.1) holds for k = d−1. If dim(M/IM) < d−1, then by Proposition
2.3(1) we have cd−1(I,M) = 0. We also note that in this case Λd−1(M) = ∅. If p ∈
Supp(M/IM), then dim(R/p) ≤ dim(M/IM) < d− 1. So we may assume that k ≤ d− 2.
Let x ∈ I be a nonzero divisor on M that is superficial on M and Mp for all the finitely
many prime ideals p such that c0(IRp,Mp) 6= 0. Such an element exists by 3.11. Note that
M/xM is a d− 1 dimensional R-module that also satisfies (∗). By the induction hypothesis
ck(I,M/xM) =
∑
p∈Λk(M/xM)
c0(IRp, (M/xM)p)e(R/p).
Note that Λk(I,M) = Λk(I,M/xM).
By Proposition 3.7 ck(I,M/xM) = ck(I,M) and c0(IRp, (M/xM)p) = c0(IRp,Mp) for
dimMp ≥ 2 which is true for p ∈ Λk(I,M) and k ≤ d− 2. Therefore
ck(I,M) =
∑
p∈Λk(I,M)
c0(IRp,Mp)e(R/p)
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for all k ≤ d− 2. This finishes our inductive argument. 
The condition (∗) was needed to be able to replace M with InM without changing the
multiplicity sequence. However, we note that (∗) is satisfied whenever htM(I) > 0.
Corollary 4.2. Let (R,m) be a local ring, I ⊂ R an ideal, and M a finitely generated
R−module. If htM(I) > 0, then for 0 ≤ k ≤ d = dim(M) we have
ck(I,M) =
∑
p∈Λk
c0(IRp,Mp)e(R/p).
Proof. If suffices to show that if htM(I) > 0, then dimMp = dim I
cMp for all positive integers
c and all primes p ∈ Supp(M/IM).
If htM(I) > 0, then I 6⊆ q for all q ∈ Min(M). Since htM(I) > 0, I is not in any minimal
prime of M and so IRp is not in any minimal prime of Mp. Therefore, htMp(IRp) > 0 and
it suffices to show that dim(Mp) = dim(I
nMp) only for p = m.
Since InM ⊆ M , we have
√
Ann(M) ⊆
√
Ann(InM). Let y ∈ Ann(InM). We have
yInM = 0 and so yIn ∈ Ann(M). So yIn ∈ q for every q ∈ Min(M). Since I 6⊆ q, we obtain
y ∈ q and so
√
Ann(M) =
√
Ann(InM). Therefore dim(M) = dim(InM). 
5. Multiplicity and Reduction
The primary reason for attaining the formula in Theorem 4.1 is to prove the following
converse of [3, Theorem 2.7].
Theorem 5.1. Let (R,m) be a local ring, M a finitely generated formally equidimensional
module, and I ⊆ J ideals with htM(I) > 0. If ck(I,M) = ck(J,M) for all k ≤ d = dim(M),
then I is a reduction of (J,M).
Proof. Using the definition of Λk(I,M) given in Theorem 4.1, since M is assumed to be
formally equidimensional, we have
Λk(I,M) = {p | p ∈ Supp(M/IM), htM p = d− k} .
Further, note that Λk(J,M) ⊆ Λk(I,M). By Proposition 2.4 we need to show c0(IRp,Mp) =
c0(JRp,Mp) for all p ∈ Spec(R). Note that for a prime ideal p 6∈ Supp(M/IM), we have
IRp = JRp = Rp or Mp = 0, and so IRp is a reduction of (JRp,Mp). Therefore, we
only need to show c0(IRp,Mp) = c0(JRp,Mp) for all p ∈ Supp(M/IM). Further, note that
Λk(I,M) = ∅ for k > q = dim(M/IM) and Supp(M/IM) =
⋃q
i=0 Λi(I,M). We will proceed
by induction on htM(p) for p ∈ Supp(M/IM).
First, we show equality for all the prime ideals with htM p = d − q, equivalently p ∈
Λq(I,M).
Since cq(I,M) = cq(J,M), by Theorem 4.1 we have
∑
p∈Λq(I,M)
c0(IRp,Mp)e(R/p) =
∑
p∈Λq(J,M)
c0(JRp,Mp)e(R/p).
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Note that Λq(I,M) ⊇ Λq(J,M). For q ( p ∈ Λq(I,M), clearly IRq is a reduction of
(JRq,Mq) as q 6∈ Supp(M/IM). Therefore, by [4, Theorem 3.2] we have c0(IRp,Mp) ≥
c0(JRp,Mp) for all p ∈ Λq(I,M).
Since c0(IRp,Mp) > 0 for p ∈ Λq(I,M) (it coincides with the classical Samuel multiplicity),
we have Λq(I,M) = Λq(J,M) and c0(IRp,Mp) = c0(JRp,Mp) for all p ∈ Λq(I,M). By
Theorem 2.4 we have IRp is a reduction of (JRp,Mp).
Suppose c0(IRq,Mq) = c0(JRqMq for all q with htM q < n ≤ d, equivalently by Theorem
2.4 IRq is a reduction of (JRq,Mq) for all q with htM q < n ≤ d. Since cd−n(I,M) =
cd−n(J,M), by Theorem 4.1 we have
(5.1.1)
∑
p∈Λd−n(I,M)
c0(IRp,Mp)e(R/p) =
∑
p∈Λd−n(J,M)
c0(JRp,Mp).
For every q ( p, we have IRq is a reduction of (JRq,Mq) since htM q < htM p. By [4,
Theorem 3.2] c0(IRp,Mp) ≥ c0(JRp,Mp) for p ∈ Λd−n(J,M).
If p ∈ Λd−n(J,M) and c0(JRp,Mp) 6= 0 then c0(IRp,Mp) 6= 0 and so p ∈ Λd−n(I,M) by
the previous inequality. If p ∈ Λd−n(J,M) and c0(JRp,Mp) = 0, then there exists some
q ( p such that c0(JRq,Mq) 6= 0 and thus c0(IRq,Mq) 6= 0, since IRq is a reduction of
(JRq,Mq), and q ∈ Supp(M/IM). Since q ( p, we have p ∈ Λd−n(I,M). Therefore we have
Λd−n(I,M) = Λd−n(J,M).
So we have from (5.1.1)∑
p∈Λq(J,M)
c0(IRp,Mp)e(R/p) =
∑
p∈Λq(J,M)
c0(IRp,Mp)e(R/p).
Therefore, c0(IRp,Mp) = c0(JRp,Mp) for p ∈ Λd−n(I,M). By Theorem 2.4 we have IRp
is a reduction of (JRp,Mp) for p with htM p = n which concludes the proof. 
References
[1] R. Achilles, M. Manaresi, Multiplicity for ideals of maximal analytic spread and intersection theory, J.
Math. Kyoto Univ. (1993), 1029-1046.
[2] R. Achilles, M. Manaresi, Multiplicities of a bigraded ring and intersection theory, Math. Ann. 309
(1997), 573-591.
[3] C. Ciuperca˘, A numerical characterization of the S2-ification of a Rees algebra, J. Pure Appl. Algebra
178 (2003), 25-48.
[4] H. Flenner, M. Manaresi, A numerical characterization of reduction ideals, Math. Z. 238 (2001), 205-214.
[5] C. Huneke, I. Swanson, Integral closure of ideals, rings, and modules,London Mathematical Society
Lecture Note Series, 336, Cambridge University Press, Cambridge, 2006.
[6] S. McAdam, Asymptotic Prime Divisors, Lecture Notes in Mathematics, 1023, Springer-Verlag, 1983.
Department of Mathematics 2750, North Dakota State University, PO BOX 6050, Fargo,
ND 58108-6050, USA
E-mail address : thomas.dunn@ndsu.edu
