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Abstract
This paper presents a class of minimum contrast estimators for stochastic processes with possible long-
range dependence based on the information on higher-order spectral densities. The results on consistency
and asymptotic normality of the proposed estimators are provided.
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1. Introduction
Statistical techniques based on higher-order moments and spectra are of great demand in many
ﬁelds of applications including geophysics, astronomy, oceanography, sonar, communications,
image processing, ﬂuid mechanics, plasma physics, turbulence, economics and ﬁnance. The be-
ginning of higher-order statistics can be traced back toKolmogorov’swork and those contributions
in the 1960s, such as Brillinger [16] and Brillinger and Rosenblatt [19]; but it is only during re-
cent decades that the area has been rapidly expanding. The bibliography on higher-order statistics
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compiled by Swami et al. [53] listed 1759 papers, and these papers are only those related to signal
processing and engineering applications. Nikias and Petropulu [48] pointed out some motivations
behind the use of higher-order spectra in signal processing, namely to detect and characterize
non-linearities; to detect signal from Gaussian or non-Gaussian noise; to reconstruct phase and
magnitude of signals. In Brillinger [17], a criterion involving the second- and third-order spectral
densities was considered with the intention to obtain improved estimates for non-Gaussian time
series, as well as for testing the hypothesis of non-Gaussianity. A similar approach was followed
in Leonenko et al. [46] (see also [54]).
The second-order information may be identical for different classes of processes. For example,
a sequence of independent and identically distributed (iid) random variables and a sequence of
uncorrelated non-Gaussian random variables have identical second-order information. To distin-
guish these two sequences, we have to rely on higher order information. In fact, the third-order
spectrum is constant for iid sequences while it can be presented in an expression for uncorrelated
non-Gaussian sequences. The second-order information may even be incomplete or useless. For
instance, in the classical ARCH-GARCH models, the second-order information is trivial, while
the higher orders contain signiﬁcant information about the parameters of the model. Similar situa-
tions occur in some problems of ﬁnancial mathematics (see [5, Remark 8]). We provide in Section
4 further examples where higher-order information plays an essential role in statistical inference.
These examples include Doppler processing using the trispectrum [24,2]; diffusion with linear
generator [55,40,39]; bilinear stochastic systems with Brownian motion input [38]; non-Gaussian
linear processes [9,10,3]; and non-Gaussian signal in the presence of Gaussian noise. Some more
examples are provided in Anh et al. [5,6].
Statistical estimationof randomprocesses andﬁelds in the frequencydomain is an extensive area
of statistical inference (see, for example, [36,32,33,23,31,50,25,14,28,34,35,29,26,27]). Many of
these techniques rely on the information provided by the spectral density, that is, the second-
order information only. Kumon [44] treated the identiﬁcation of a parametric transfer function
based on its inner–outer factorization. The outer part is identiﬁed by the use of second-order
estimates from the observed linear process, while the inner part is identiﬁed by the use of higher-
order cumulant spectral estimates. Buldygin et al. [20] studied the problem of identiﬁcation of a
linear stochastic system using an integral representation of cumulants of the sample input–output
cross-correlogram. Bounds for higher-order cumulants arising from a linear time series regression
model were investigated in Zhang and Shaman [56]. The bounds permit derivation of asymptotic
moments and asymptotic normality for the model estimators. In connection with the estimation
of higher-order spectral densities, we should point out that a non-parametric approach has been
mainly followed, resulting in periodograms of higher orders and theirmodiﬁcationswith the use of
smoothing, tapering, shift-in-time methods (see, for example, [19,1,8]). Estimation of parametric
models using higher-order information has been developed in the time domain for some particular
cases such as AR and ARMAmodels based on a generalization of the Yule–Walker method (see,
for example, [48]).
In the present paper,we develop amethod forminimumcontrast estimation based on the spectral
densities of the general kth order. The class of processes for which this method is applicable is
deﬁned by the conditions on the spectral densities and the weight functions incorporated in the
minimum contrast functional, and this approach does not exclude the possibility of long-range
dependence in the processes. Furthermore, the corresponding functional is linear with respect to
the periodogram of the kth order; therefore there is no need to consider kernel estimation for the
spectral densities. To derive the asymptotic properties of our estimators, we use the results on
the asymptotic behavior of sample spectral functionals of higher orders. Note that estimates for
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the spectral functionals of the second order have been extensively studied, but mostly for weakly
dependent processes. Results for sample spectral functionals of higher orders can be found, for
example, in Bentkus [13] and Keenan [43]; however these results were obtained under some
restrictive conditions. Here we provide the results for higher-order spectral functionals under a
rather general set of conditions; in fact, we do not impose such conditions as boundedness or
square integrability of spectral densities or summability of cumulants. Their proofs are based on
the evaluation of the cumulants of the corresponding functionals. Note that cumulants are often
used in the derivation of asymptotic probability distributions [30,52] and asymptotic properties
of statistical estimators [56,18,20]. We use some ideas on minimum contrast estimation due
to Ibragimov [37], Leonenko and Moldavs’ka [45], where analogous functionals based on the
second-order spectral density were applied to the estimation of continuous-time random processes
and ﬁelds with square integrable spectral densities. Anh et al. [4–6] applied these ideas to the case
of processes with long-range dependence.
The paper is organized as follows. Section 2 contains the results concerning large sample
properties of the sample spectral functionals. These results are then applied to obtain the main
results in Section 3 on consistency and asymptotic normality of the proposed minimum contrast
estimators. Section 4 provides some examples in which the use of higher-order information is
needed for statistical inference. The proofs of the results are grouped together in Section 5.
They rely on the properties of the multidimensional kernels of Fejér type and some formulae on
cumulants; these are provided in Appendices A and B.
2. Preliminaries
In this section, we present some results on large sample properties of the sample spectral
functionals. These results are mostly known for the second-order spectral density [36,11–13].
Their extensions to kth order spectra and corresponding functionals follow the ideas of Brillinger
[16], Brillinger and Rosenblatt [19] and Bentkus [13]. Our exposition covers both continuous-
and discrete-time stochastic processes. To present the results in a uniﬁed manner, we will use
 to mean either the real line R or the interval (−, ] as appropriate for the continuous- or
discrete-time setting, respectively.
Condition I. Let Y (t), t ∈ R or t ∈ Z, be a real-valued measurable strictly stationary process
with zero mean and spectral densities fk (1, . . . , k−1) ∈ L1
(
k−1
)
of order k = 2, 3, . . . such
that its cumulant of order k is given by
ck (t1, . . . , tk−1) =
∫
k−1
fk (1, . . . , k−1) ei
∑k−1
1 j tj d1 . . . dk−1. (2.1)
At some places in the followingwewill also write the spectral density of the kth order as a function
of k variables fk (1, . . . , k), in which case k = −∑k−11 j .
Having observed the process Y (t) over the interval [0, T ], or given {Y (1) , . . . , Y (T )}, we
deﬁne the ﬁnite Fourier transform
dT () =
∫ T
0
e−it Y (t) dt or dT () =
T∑
t=1
e−itY () , t ∈ , (2.2)
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and the periodogram of the kth order
ITk (1, . . . , k) =
1
(2)k−1 T
k∏
i=1
dT (i ) , (2.3)
where
∑k
i=1 i = 0, but no proper subset of i has sum 0. Consider the spectral functional of the
kth order
Jk () = Jk (;) =
∫
k−1
fk () () () d
′, (2.4)
and the sample spectral functional of the kth order
J Tk () = J Tk (;) =
∫
k−1
ITk () () () d
′. (2.5)
In the above integrals, we have denoted  = (1, . . . , k) with k = −∑k−1i=1 i , and ′ =
(1, . . . , k−1) ∈ k−1. The functions  () and  () may be real- or complex-valued and
are such that the integral in (2.4) is well deﬁned, and the function  () satisﬁes the following
condition:
Condition II.  () ≡ 0 if any proper subset of i has sum 0, that is, () ≡ 0 on all hyperplanes
of the form
∑
i∈ i = 0, where  = {i1, . . . , il} ⊂ {1, . . . , k} and 1 l < k.
Notations: In what follows, we will use the notations similar to (2.4), namely, if it does not
cause any confusion, we will write
∫
k−1 g (u) du
′
, where we will mean u = (u1, . . . , uk) with
uk = −∑k−1i=1 ui and u′ = (u1, . . . , uk−1) ∈ k−1. Sometimes we will also write such an
integral in the form
∫
k−1 g(u)×
(∑k
i=1 ui
)
du′ with  (·) being the Kronecker delta function.
If  is a set of natural numbers, we will write || to denote the number of elements in , and
˜ to denote the subset of  which contains all the elements of  except the last one. We will
also deal with integrals of the form
∫
k−p g(u)
∏p
l=1 
(∑
j∈l uj
)
du′, where (1, . . . , p) is a
partition of the set {1, . . . , k}. In such a case, integration is understood with respect to (k − p)-
dimensional vector u′, obtained from the vector u = (u1, . . . , uk) in view of p linear restrictions
on k variables uj . For complex-valued variables, we will write ¯ for the complex conjugate
of .
In the statements below, we will use the multidimensional kernels of Fejér type Tk (u), u ∈
k−1, given in Appendix A by the formulae (A.1) and (A.2) for continuous and discrete time,
respectively.
Let us ﬁrst consider the mean of the functional J Tk ().
Lemma 1. Let the process Y (t), t ∈ R or t ∈ Z, satisfy Condition I. Then
(1)
EJTk () =
∫
k−1
Tk (u)Gk (u) du
′,
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where
Gk (u)=Gk (u1, . . . , uk;,)
=
∑
=(1,...,p)
∫
k−p
p∏
l=1
f|l |
(
j + uj , j ∈ ˜l
)
Hk ()
×
p−1∏
l=1

∑
j∈l
(
j + uj
) ( k∑
i=1
i
)
d′,
Hk () =  () () , (2.6)
the sum in (2.6) is taken over all unordered partitions (1, . . . , p) of the set {1, . . . , k}.
(2) If the function Gk (u) is bounded and continuous at u = 0, then as T → ∞
EJTk () →
∫
k−1
fk ()Hk () 
(
k∑
1
i
)
d′.
Lemma 2. Let the process Y (t), t ∈ R or t ∈ Z, satisfy Condition I. Then
(1)
cov
(
J Tk
(
1
)
, J Tk
(
2
)) = 2
T
∫
2k−1
T2k (u)G2k (u) du
′,
where
G2k (u)=G2k
(
u;1,2,
)
=
∑
=(1,...,p)
1pk
∫
2k−p−1
p∏
l=1
f|l |
(
uj + j , j ∈ ˜l
)
×H2k () 
 k∑
j=1
j
 
 2k∑
j=k+1
j
 p−1∏
l=1

∑
j∈l
(
j + uj
) d′. (2.7)
Here
H2k () = 1 (1, . . . , k) ¯2 (−k+1, . . . ,−2k) (1, . . . , k) ¯ (−k+1, . . . ,−2k)
and the sum in (2.7) is taken over all unordered partitions (1, . . . , p) of the table
1 . . . k
k + 1 . . . 2k
(see Appendix B).
(2) If the function G2k (u) is bounded, then
cov
(
J Tk
(
1
)
, J Tk
(
2
)) = O ( 1
T
)
as T → ∞.
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Moreover, if G2k (u) is bounded and continuous at u = 0, then as T → ∞
cov
(
T 1/2J Tk
(
1
)
, T 1/2J Tk
(
2
)) = 2G2k (0) .
We have the following consequence of Lemmas 1 and 2.
Lemma 3. Let the conditions of Lemmas 1 and 2 be satisﬁed. Then J Tk () → Jk () in proba-
bility as T → ∞.
Lemma 4. Let the process Y (t), t ∈ R or t ∈ Z, satisfy Condition I and {1, . . . ,m}, m2,
be a set of weight functions. Then
(1)
cum
(
J Tk
(
1
)
, . . . , J Tk
(
m
)) = (2)m−1
T m−1
∫
km−1
Tkm (u)Gkm (u) du
′,
where
Gkm (u)=Gkm
(
u;1, . . . ,m,
)
=
∑
=(1,...,p)
∫
(m−1)k−p+1
m∏
i=1
i
(
(i−1)k+1, . . . , ik
)
×
m∏
i=1

(
(i−1)k+1, . . . , ik
) p∏
i=1
f|i |
(
uj + j , j ∈ ˜i
)
×
p−1∏
l=1

∑
j∈l
(
uj + j
) m∏
i=1

(
(i−1)k+1 + · · · + ik
)
d′. (2.8)
The sum in (2.8) is taken over all indecomposable partitions (1, . . . , p) of the table
1 . . . k
k + 1 . . . 2k
. . . . . . . . .
m(k − 1)+ 1 . . . mk
(2) If the function Gkm
(
u;1, . . . ,m,
)
is bounded, then
cum
(
J Tk
(
1
)
, . . . , J Tk
(
m
)) = O ( 1
T m−1
)
as T → ∞.
We are able to present more general formulae for the cumulants of the functionals J Tk ().
Consider the cumulant of order p2:
cum
(
J Tk1
(
gk1
)
, . . . , J Tkp
(
gkp
)) = cum (J Tk1 (gk1 ,k1) , . . . , J Tkp (gkp ,kp))
for some ﬁxed set of indices {k1, . . . , kp}, ki2, i = 1, . . . , p, a set of weight functions
{gki }i=1,...p = {gki (1, . . . , ki )}i=1,...p and the corresponding set of functions {ki }i=1,...p =
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{ki (1, . . . , ki )}i=1,...p, which satisfy Condition II. Let us denote Nq = k1 + · · · + kq ,
q = 1, . . . , p, N = Np, N0 = 0.
Lemma 5. Let the process Y (t), t ∈ R or t ∈ Z, satisfy Condition I. Then:
(1)
cum
(
J Tk1
(
gk1
)
, . . . , J Tkp
(
gkp
)) = (2)N−1
T N−1
∫
N−1
TN (u) Fk1...kp (u) du
′,
where
Fk1...kp (u)= Fk1...kp
(
u; gk1 , . . . , gkp ,k1 , . . . ,kp
)
=
∑
=(1,...,l )
∫
N−l−p+1
p∏
i=1
gki
(
Ni−1+1, . . . , Ni
)
×
p∏
i=1
ki
(
Ni−1+1, . . . , Ni
) l∏
i=1
f|i |
(
uj + j , j ∈ ˜i
)
×
l∏
i=1

∑
j∈i
(
uj + j
) p−1∏
i=1

 Ni∑
j=Ni−1
j
 d′. (2.9)
The sum in (2.9) is taken over all indecomposable partitions (1, . . . , l ) of the table
1 . . . N1
N1 + 1 . . . N2
. . . . . . . . .
Np−1 + 1 . . . Np
(see Appendix B).
(2) If the function Fk1...kp (u) is bounded, then
cum
(
J Tk1
(
gk1
)
, . . . , J Tkp
(
gkp
)) = O ( 1
T N−1
)
as T → ∞.
Now let us ﬁx the weight functions 1, . . . ,m and set
J Tk =
{
J Tk
(
i
)}
i=1,...,m =
{∫
k−1
ITk ()i () () d
′
}
i=1,...,m
and
Jk =
{
Jk
(
i
)}
i=1,...,m =
{∫
k−1
fk ()i () () d
′
}
i=1,...,m
.
Let  = {i}i=1,...,m be a complex-valued Gaussian random vector with mean zero and second-
order moments
wij = Ei ¯j = 2G2k
(
0;i ,j ,
)
, i, j = 1, . . . , m,
where G2k
(
u;i ,j ,
)
is given by (2.7).
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Condition III. The weight functions 1, . . . ,m and the spectral density of the kth order fk are
such that
T 1/2
(
EJTk − Jk
)
→ 0 as T → ∞.
Lemma 6. Let the assumptions of Lemmas 1 and 2 hold and the functions Gkl
(
u;m1 , . . . ,
ml ;
)
deﬁned by (2.8) are bounded for all l = 2, 3, . . . and all choices (m1, . . . , ml) with
1mim, i = 1, . . . , l. Then as T → ∞
T 1/2
(
J Tk − EJTk
)
d→  (2.10)
and, moreover, if the assumption III holds, then as T → ∞
T 1/2
(
J Tk − Jk
)
d→ . (2.11)
3. Main results
Let a random process Y (t) be observed on the interval [0, T ] or at the time points t = 1, 2,
. . . , T . Consider a parametric statistical model with a family of distributions {P,  ∈ }, where
 is a compact subset of Rm and the true value of the parameter vector 0 ∈ int, the interior of
. Denote P0 = P0 .
A non-random real-valued functionK (0; ) 0 is called a contrast function if it has a unique
minimum at  = 0. A random process UT (), T ∈ R or T ∈ N,  ∈ , related to the
observations {Y (t) , t ∈ [0, T ]} or {Y (t) , t = 1, 2, . . . , T } is called the contrast process for a
contrast function K (0; ) if it satisﬁes the inequality
lim inf
T→∞
[
UT ()− UT (0)
]
K (0; )
in P0-probability. The minimum contrast estimator ˆT is deﬁned as a minimum point of the
functional UT (), that is,
ˆT = argmin
∈
UT () .
We will use the condition of identiﬁability of a random process in the following sense: having
introduced a parametric family of probability measures {P,  ∈ }, we will suppose that (i)
different values of the parameter vector  correspond to different probability measures P, and
each probability measure P in turn, in accordance with Kolmogorov’s consistency theorem, cor-
responds to a certain random process possessing a particular family of spectral densities (induced
by this probability measure P), and (ii) for 1, 2 ∈ with 1 = 2, we will have for the spectral
densities of order k = 2, 3, . . .
fk (1, . . . , k−1, 1) = fk (1, . . . , k−1, 2)
almost everywhere in k−1 with respect to Lebesgue measure.
In what follows, we will always assume that the above condition of identiﬁability is satisﬁed.
Let us introduce the following conditions.
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Condition IV. Let the random process Y (t), t ∈ R or t ∈ Z, satisfy Condition I and suppose
that its spectral densities depend on an unknown parameter :
fk ()= fk (1, . . . , k−1; ) = Re fk (; )+ i Im fk (; )
= f (1)k (; )+ if (2)k (; ) ,  = (1, . . . , k−1) ∈ k−1,
where  ∈  ⊂ Rm,  being a compact set, and the true value of the parameter 0 ∈ int.
Condition V. Let the real-valued functions w(i)k (), i = 1, 2, wk,0 () and the spectral density
of the kth order satisfy the following assumptions:
(i) w(i)k (), i = 1, 2, and wk,0 () satisfy the same conditions of symmetry as the kth order
spectral density;
(ii) wk,0 () satisﬁes Condition II;
(iii) w(i)k () wk,0 () f (i)k (; ) ∈ L1
(
k−1
)
, i = 1, 2, for all  ∈ ;
(iv) w(i)k () f (i)k (; ) 0, i = 1, 2, (; ) ∈ k−1 ×.
Under Condition V we set∫
k−1
f
(i)
k (; ) w(i)k () wk,0 () d′ = 	(i)k () , i = 1, 2 (3.1)
and consider the factorization of the real and imaginary parts of the spectral density fk (; ):
f
(i)
k (; ) w(i)k () = 	(i)k ()(i)k (; ) , i = 1, 2,  ∈ ,
 = (1, . . . , k) , k = −
k−1∑
j=1
j , j ∈ , j = 1, . . . , k. (3.2)
The functions (i)k (; ), i = 1, 2, satisfy
(i)k (; ) =
f
(i)
k (; ) w(i)k ()
	(i)k ()
(3.3)
and ∫
k−1
(i)k (; ) wk,0 () d′ = 1. (3.4)
In the following we will omit the index k in the functions w(i)k and wk,0 if this does not cause any
confusion.
Consider the following contrast process:
UT ()=−
(
p
∫
k−1
Re ITk () w
(1) () w0 () log(1)k (; ) d′
+q
∫
k−1
Im ITk () w
(2) () w0 () log(2)k (; ) d′
)
, (3.5)
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where ITk () is the periodogram of the kth order given by (2.3), the non-negative numbers p and
q are such that p + q = 1.
We introduce the functions
K (0; )= p
∫
k−1
f
(1)
k (; 0) log
(1)k (; 0)
(1)k (; )
w(1) () w0 () d
′
+q
∫
k−1
f
(2)
k (; 0) log
(2)k (; 0)
(2)k (; )
w(2) () w0 () d
′ (3.6)
and
U ()=−
(
p
∫
k−1
f
(1)
k (; 0) w(1) () w0 () log(1)k (; ) d′
+q
∫
k−1
f
(2)
k (; 0) w(2) () w0 () log(2)k (; ) d′
)
. (3.7)
Remark 1. The aim behind the introduction of the weight function w () is twofold:
(i) This function compensates possible singularities of the spectral density; in other words, it is
needed to control the behavior of the integrand in the spectral functional (3.5) (and related
integrals) at the points of singularity.
(ii) Dealing with continuous-time random processes and continuous observations, a weight func-
tion is needed to warrant the convergence of corresponding integrals.
Obviously, we cannot select a weight functionw () to suit all density functions. This selection
depends on the speciﬁc form of the spectral density. Furthermore, the two aspects (i) and (ii)
induce a set of conditions needed for the function w () formulated below. A contrast process of
the type (3.5) was used in Leonenko and Moldavs’ka [45] where, for the estimation of random
ﬁelds with spectral density f (; ) ∈ L2(Rn), the weight function of the form w () = 11+||2
was chosen. The same functional (3.5) with a speciﬁc weight function was used in Anh et al.
[4] for parameter estimation of fractional Riesz–Bessel motion (FRBM). The idea to introduce
a weight function into a contrast process for the case of continuous-time stochastic processes
(observed continuously) was also used in Gao et al. [27]. In their paper, a continuous version of
the Gauss–Whittle contrast function (with weight function w () = 1
1+2 ) was considered for the
estimation of FRBM.
Remark 2. For the case of second-order spectral density, we suppose the existence of a real-
valued, non-negative function w (),  ∈ , symmetric about zero, such that w () f (; ) ∈
L1 (), ∀ ∈ , and introduce the factorization
f2 (; ) = 	2 () (; ) ,  ∈ ,  ∈ ,
where
	2 () =
∫

f2 (; ) w () d
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and ∫

 (; ) w () d = 1.
The contrast ﬁeld in this case is of the form
U2,T () = −
∫

I2,T () w () log (; ) d,
where I2,T () is a periodogram of the second order given by (2.3) with k = 2. This case was
treated in Anh et al. [4].
Remark 3. Continuing our comment regarding weight functions, let us consider again the case
k = 2 and the functional U2,T (). We note the following fact: if there exists a smooth function
v :  →  with Fourier transform vˆ such that w() = |vˆ()|2, then the product f2()w() can
be viewed as the spectral density of the random process obtained from the original one by linear
ﬁltering with transfer function vˆ() (i.e., impulse response function v()). Here we ﬁnd a parallel
situation with Heyde and Gay [34] where the asymptotics for the smoothed periodogram were
derivedviaﬁlteringof the original process,whichmaynot have a square integrable spectral density,
to produce a related one for which the spectral density is square integrable. Some standard results
on the asymptotics of corresponding covariances can then be applied. The set of assumptions
to be satisﬁed by the spectral density and smoothing function was tailored to implement this
idea.
We will need the following conditions:
Condition VI. The derivatives ∇(i)k (; ), i = 1, 2, exist and
∇
∫
k−1
(i)k (; ) w0 () d′ =
∫
k−1
∇(i)k (; ) w0 () d′ = 0, i = 1, 2. (3.8)
Condition VII. The functions Gk
(
u;w(i) log(i)k , w0
)
, i = 1, 2, are bounded and continuous
at the point u = 0, the functionsGk
(
u;w(i), w0
)
, i = 1, 2, are bounded (Gk (u;,) is deﬁned
by (2.6)).
Condition VIII. The functions G2k
(
u;w(i) log(i)k , w(i) log(i)k , w0
)
, i = 1, 2,
(i) are bounded;
(ii) are continuous at the point u = 0, where the functionG2k
(
u;1,2,
)
is deﬁned by (2.7).
Condition IX. There exist the functions v1 () and v2 () such that
(i) the functions
h
(i)
k (; ) = vi () log(i)k (; ) , i = 1, 2
are uniformly continuous in k−1 ×;
(ii) the functions Gk
(
u; w(i)
vi
, w0
)
, i = 1, 2, are bounded and continuous at u = 0 and the
functions G2k
(
u; w(i)
vi
, w
(i)
vi
, w0
)
, i = 1, 2, are bounded.
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Condition X. w(1)k ()Re ITk () 0, w
(2)
k () Im I
T
k () 0.
Theorem 1. Let the randomprocessY (t), t ∈ R or t ∈ Z, satisfy Condition IV, andConditionsV,
VII, VIII(i), IX and X hold.
Then the function K (0; ) deﬁned by (3.6) is the contrast function for the contrast process
UT () deﬁned by (3.5). The minimum contrast estimator ˆT deﬁned as
ˆT = argmin
∈
UT () (3.9)
is a consistent estimator of the parameter 0, that is, ˆT → 0 in P0-probability as T → ∞, and
the estimators
	ˆ(1)k,T =
∫
k−1
Re ITk () w
(1) () w0 () d
′ (3.10)
and
	ˆ(2)k,T =
∫
k−1
Im ITk () w
(2) () w0 () d
′ (3.11)
are consistent estimators of 	(1)k (0) and 	(2)k (0), respectively.
To state the result on the asymptotic normality of the minimum contrast estimator (3.9), we
will need some additional conditions.
Condition XI. The functions (i)k (; ) , i = 1, 2, are twice differentiable in the neighborhood
of the point 0 and the functions
ijl (; ) = w(l) ()
2
ij
log(l)k (; ) , i, j = 1, . . . , m, l = 1, 2,  ∈  (3.12)
and
g
(i)
k (; ) = w(1) ()

i
log(1)k (; ) , i = 1, . . . , m,  ∈ ,
g
(i+m)
k (; ) = w(2) ()

i
log(2)k (; ) , i = 1, . . . , m,  ∈  (3.13)
are such that
(i) the functions Gk(u;ijl , w0), i, j = 1, . . . , m, l = 1, 2, are bounded and continuous at
u = 0 for all  ∈ ;
(ii) the functions G2k(u;ijl ,ijl , w0), i, j = 1, . . . , m, l = 1, 2, are bounded for all  ∈ ;
(iii) the functions Gkl(u; g(m1)k , . . . , g(ml)k , w0), deﬁned by (2.8) are bounded for all  ∈ ,
l = 2, 3, . . . and all choices (m1, . . . , ml), 1mi2m, i = 1, . . . , l;
(iv) Condition III holds for
{
J Tk
(
g
(i)
k ;w0
)}
i=1,...,2m for all  ∈ ;
(v) the second-order derivatives
(
2/ij
)
log(l)k (; ), i, j = 1, . . . , m, l = 1, 2, are
continuous in .
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Condition XII. The matrices Sk () =
{
s
(k)
ij ()
}
i,j=1,...,m andAk () =
{
a
(k)
ij ()
}
i,j=1,...,m are
positive deﬁnite, where
s
(k)
ij ()= p
∫
k−1
f
(1)
k (; )ij1 (; ) w0 () d′
+q
∫
k−1
f
(2)
k (; )ij2 (; ) w0 () d′
= 	(1)k () p
∫
k−1
(
2
ij
(1)k −
1
(1)k

i
(1)k

j
(1)k
)
d′
+	(2)k () q
∫
k−1
(
2
ij
(2)k −
1
(2)k

i
(2)k

j
(2)k
)
d′,
i, j = 1, . . . , m, (3.14)
a
(k)
ij ()= 12
{
p2 ReG2k
(
0; g(i)k , g(j)k , w0
)
+ q2 ReG2k
(
0; g(i+m)k , g(j+m)k , w0
)
+pq ImG2k
(
0; g(i+m)k , g(j)k , w0
)
− pq ImG2k
(
0; g(i)k , g(j+m)k , w0
)}
,
i, j = 1, . . . , m, (3.15)
where G2k
(
u;1,2, w0
)
is given by (2.7).
Theorem 2. Let Conditions IV–XII be satisﬁed. Then as T → ∞
T 1/2
(̂
T − 0
)
d→Nm
(
0, S−1k (0) Ak (0) S
−1
k (0)
)
, (3.16)
where the matrices Sk () and Ak () are deﬁned in Condition XII.
We can also construct the contrast process involving two spectral densities of the order k1 and
k2. Let the spectral densities fk1 and fk2 satisfy Condition V with weight functions w
(i)
k1
, wk1,0
and w(i)k2 , wk2,0, respectively, and assume that these spectral densities can be factorized in the
form (3.2).
Consider the following contrast process
VT ()=−
∑
k=k1,k2
(
pk
∫
k−1
Re ITk () w
(1)
k () wk,0 () log
(1)
k (; ) d′
+qk
∫
k−1
Im ITk () w
(2)
k () wk,0 () log
(2)
k (; ) d′
)
, (3.17)
where
∑
k=k1,k2 (pk+qk) = 1. Here, the argument  is understood as either k1- or k2-dimensional
in the corresponding integrals, in accordance with our system of notations introduced in
Section 2.
Similar to the above, we introduce the function
KV (0; )=
∑
k=k1,k2
(
pk
∫
k−1
f
(1)
k (; 0) log
(1)k (; 0)
(1)k (; )
w
(1)
k () wk,0 () d
′
+qk
∫
k−1
f
(2)
k (; 0) log
(2)k (; 0)
(2)k (; )
w
(2)
k () wk,0 () d
′
)
. (3.18)
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Theorem 3. Let the assumptions of Theorem 1 be satisﬁed for both spectral densities fk1 and fk2
and corresponding weight functions w(l)ki , wki ,0, i = 1, 2, l = 1, 2. Then the function KV (0; )
deﬁned by (3.17) is the contrast function for the contrast process VT () deﬁned by (3.16). The
minimum contrast estimator ˆ
V
T deﬁned as
ˆ
V
T = argmin
∈
VT () (3.19)
is a consistent estimator of the parameter , that is, ˆT → 0 in P0-probability as T → ∞, and
the estimators 	ˆ(1)k,T and 	ˆ
(2)
k,T , k = k1, k2, given by the formulae (3.10) and (3.11) are consistent
estimators of 	(1)k () and 	(2)k (), k = k1, k2, respectively.
To state the asymptotic normality of the minimum contrast estimator (3.18), we will need two
more conditions in addition to all the above conditions of this section.
Condition XIII. The functions Fq1...qp (u) = Fq1...qp
(
u; g(i1)q1 , . . . , g(ip)qp , wq1,0, . . . , wqp,0
)
given by (2.9) are bounded for all p2, all choices (q1, . . . , qp), qi ∈ {k1, k2}, and all choices of
the set ofweight functions {g(i1)q1 , . . . , g(ip)qp } and corresponding set of functions {wq1,0, . . . , wqp,0},
1 ij 2m, qi ∈ {k1, k2}, for all  ∈  (the functions g(i)k are given by the formula (3.13)).
Condition XIV. The matrix Ak1k2 () =
{
a
(k1k2)
ij ()
}
i,j=1,...,m is positive deﬁnite, where
a
(k1k2)
ij ()= a(k1)ij ()+ a(k2)ij ()
+pk1pk2 ReFk1k2
(
0; g(i)k1 , g
(j)
k2
, wk1,0, wk2,0
)
+qk1qk2 ReFk1k2
(
0; g(i+m)k1 , g
(j+m)
k2
, wk1,0, wk2,0
)
−pk1qk2 Im Fk1k2
(
0; g(i)k1 , g
(j+m)
k2
, wk1,0, wk2,0
)
+pk2qk1 Im Fk1k2
(
0; g(i+m)k1 , g
(j)
k2
, wk1,0, wk2,0
)
,
i, j = 1, . . . , m. (3.20)
Theorem 4. Let Conditions IV–XII with k = k1 and k = k2 and Conditions XIII–XIV be
satisﬁed. Then as T → ∞
T 1/2
(̂

V
T − 0
)
d→Nm
(
0, S−1k1k2 (0) Ak1k2 (0) S
−1
k1k2
(0)
)
, (3.21)
where Sk1k2 () = Sk1 ()+Sk2 (), the matrices Sk () andAk1k2 () being deﬁned by (3.14) and
(3.20), respectively.
Remark 4. We should point out one particular situation where the proposed estimation method
is not quite complete, and some additional steps need to be taken. Namely, let us consider the
models with spectral densities fk (1, . . . , k−1) , k2, of the following form:
fk
(
1, . . . , k−1; ′
) = fk (1, . . . , k−1; 
, ) = hk (
) gk (1, . . . , k−1; ) ,
that is, the parameter vector ′ consists of two parts, ′ = (
, ), and the (sub)vector 
 appears
only in the multiplicative term in the expressions for the spectral densities (see, for example, the
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model (4.22) in the next section). In such a situation, the minimum contrast functional UT (),
given by (3.5), depends only on the parameter (sub)vector  and produces an estimator for 
only. This can be considered as the ﬁrst step of the estimation procedure. An estimation of the
remaining parameters, represented by the (sub)vector 
, can be found in Anh et al. [6]; there
the case of the vector 
 of dimension 2 was treated, and the estimation was based on the use of
the spectral densities of orders 2 and 3. The estimation of 
 in the general case (that is, when 

is of dimension m3) can be done analogously to Anh et al. [6]. We mention that the spectral
estimates 	ˆ2,T (w) =
∫
I 2T ()w() d and 	ˆ
(1)
k,T , 	ˆ
(2)
k,T , k = 3, . . . , m + 1, given by the formulae
(3.10) and (3.11) need to be brought into the analysis in order to obtain the estimate for the
vector 
.
Remark 5. The proofs of our main results rely on large sample properties of the sample spectral
functionals J Tk () stated in Section 2 (see (2.5)). Their proofs are based on the representation of
the cumulants of these functionals in the form of singular integrals and evaluation of their asymp-
totic behavior. This technique was elaborated in Bentkus [11,12] and Bentkus and Rutkauskas
[15]. However, in our approach we formulate more general conditions on the second- and higher-
order spectra as well as on the weight function ; these conditions are formulated in such a way
that the spectral densities and weight function are treated simultaneously and this allows us to
avoid the use of such restrictive conditions as boundedness or square integrability of spectral
densities or summability of cumulants. The conditions for sample spectral functionals induce the
corresponding set of conditions needed to state the main results on consistency and asymptotic
normality of our estimators. For the case k = 2, these conditions are basically analogous to those
imposed on the second-order spectral density and smoothing function in Heyde and Gay [34] for
linear processes (see Condition A and Theorem 1 there), although our set of conditions has been
deduced from a different technique. For linear models and the case k > 2, and assuming that the
weights are properly factorized, our conditions, which are of the form of integrability of products
of spectral densities and weights, can be simpliﬁed. Namely, for analysis of the integrals of prod-
ucts of spectral densities used in our conditions, the generalized Hölder machinery can be used
to reformulate the conditions in the form of integrability of spectral densities themselves. Here
the approach of Avram and Taqqu [7] based on a generalization of the Hölder–Young inequality,
which has been recently known as the Hölder–Brascamp–Lieb–Barthe inequality, is applicable.
This approach also works for some particular models where spectral densities are factorizable.
Of course, our set of conditions is satisﬁed for the models with bounded spectral densities, where
weights should be used for the continuous-time case. In Anh et al. [6], the performance of the pro-
posed estimation method has been illustrated for the cases k = 2, 3 with the use of simulated data.
4. Applications
In this section we discuss several situations in which the use of higher-order information is
needed for statistical inference. We will not present the solutions to all the situations considered,
but rather show certain ways in which our results can be exploited. For a function f (1, . . . , n)
of n variables, n ∈ N, its symmetrized version is given by
sym
1,...,n
f (1, . . . , n) = 1
n!
∑
(i1,...,in)∈n
f
(
i1 , . . . , in
)
, (4.1)
where n denotes the set of permutations of the numbers {1, . . . , n} .
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Example 1. Doppler processing using the trispectrum.
Dwyer [24] and Anderson et al. [2] investigated the use of higher-order information from
signals which have undergone Gaussian amplitude modulation within the duration of the wave-
form. Such modulation is responsible for Doppler spreading of skywave sonar signal and may
well contribute to observed Doppler spreading of skywave radar signal in the course of their
passage through the turbulent ionospheric plasma. This approach is based on the
model
Y (t) = Z (t)X (t) , t ∈ R,
where Y (t) is the received signal, X (t) is the waveform and Z (t) is the amplitude modulation
process, which is independent of X (t). Noting that
cY ()= cov (Y (t) , Y (t + )) = cov (Z (t) , Z (t + )) cov (X (t) ,X (t + ))
= cZ () cX () ,
and choosing
Y (t) = Z (t) e−i(0t+)
with  uniformly distributed on [0, 2], we get
cY () = cZ () ei0.
We now assume that Z (t) is a Gaussian Ornstein–Uhlenbeck process which is governed by the
stochastic differential equation (SDE)
dZ (t) = −Z (t) dt +  dW (t) , t ∈ R, (4.2)
where  > 0 and W (t) is a one-dimensional Brownian motion or Wiener process such that
EB (t) = 0, EB2 (t) = |t | . In this case
cZ () = 
2
e−||,  ∈ R, (4.3)
and the second-order spectral density of Y (t) is given by
f Y2 () = f Y2 (, 0) =
1
2
2
(− 0)2 + 2
,  ∈ R, (4.4)
where the most important parameter of Doppler effect is 0 ∈ R.However, as  → ∞, from (4.3)
and (4.4) we obtain
f Y2 () →
1
2
, cZ () →  () . (4.5)
This represents generalized Gaussian white noise. That is, the signal is lost in stationary Gaussian
noise.
On the other hand, the trispectrum f4 (1, 2, 3) = f4 (1, 2, 3, 0) has an explicit form
(see [2]) and lim→∞ f Y (1, 2, 2, 0) crucially depends on the parameter 0, yielding that the
signal survives in the fourth order after modulation by Gaussian white noise. In fact, let us assume
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that 0123. Then
EY (t) Y (t + 1) Y (t + 2)Y (t + 3)
= E(Z (t) Z (t + 1) Z (t + 2) Z (t + 3)
×e−i(0t+)e−i(0(t+1)+)ei(0(t+2)+)ei(0(t+3)+))
= e−i01ei02ei03 [cov (Z (t) , Z (t + 1)) cov (Z (t + 2) , Z (t + 3))
+cov (Z (t) , Z (t + 2)) cov (Z (t + 1) , Z (t + 3))
+cov (Z (t) , Z (t + 3)) cov (Z (t + 1) , Z (t + 2))]
= e−i01ei02ei03
×
[
2
e−1 
2
e−(3−2) + 
2
e−2 
2
e−(3−1) + 
2
e−3 
2
e−(2−1)
]
,
and
cum (Y (t) , Y (t + 1) , Y (t + 2) , Y (t + 3))
= e−i01 
2
e−1ei0(3−2) 
2
e−(3−2)e2i02
+ei02 
2
e−2ei0(3−1) 
2
e−(3−1) + ei03 
2
e−3ei0(2−1) 
2
e−(2−1)
−
[
2
e−1ei01 
2
e−(3−2)ei0(3−2) + 
2
e−2ei02 
2
e−(3−1)ei0(3−1)
+
2
e−3ei03 
2
e−(2−1)ei0(2−1)
]
. (4.6)
The ﬁrst term is equal to
1
(2)3
∫
R3
ei11
2
(1 + 0)2 + 2
ei3(3−2) 
2
(3 − 0)2 + 2
ei22
× (2 − 20) d1 d2 d3
= 1
(2)3
∫
R3
ei11+i22+i33e−i32 
2
(1 + 0)2 + 2
2
(3 − 0)2 + 2
× (2 − 20) d1 d2 d3.
Using the change of variables 1 = ˜1, 2 − 3 = ˜2, 3 = ˜3, we obtain the ﬁrst term of the
trispectrum as
1
(2)3
2
(1 + 0)2 + 2
2
(3 − 0)2 + 2
 (2 + 3 − 20) . (4.7)
As  → ∞, this term of the trispectrum has the limit
1
(2)3
 (2 + 3 − 20) ,
which depends on 0. Formally, we can conﬁrm this effect for the complete expression of
f4 (1, 2, 3, 0). In fact, for 0123, analogously to the derivation of the term (4.7),
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we obtain from (4.6) the following expression for the ﬁrst part of the trispectrum:
f
(1)
4 (1, 2, 3, 0)=
1
(2)3
{
2
(1 + 0)2 + 2
2
(3 − 0)2 + 2
 (2 + 3 − 20)
+ 
2
(3 − 0)2 + 2
2
(2 − 0)2 + 2
 (1 + 3)
+ 
2
(3 − 0)2 + 2
2
(2 − 0)2 + 2
 (1 + 2)
−
[
2
(1 − 0)2 + 2
2
(3 − 0)2 + 2
 (2 + 3)
+ 
2
(2 − 0)2 + 2
2
(3 − 0)2 + 2
 (1 + 3)
+ 
2
(3 − 0)2 + 2
2
(2 − 0)2 + 2
 (2 + 1)
]}
.
As  → ∞, the last expression has the limit
1
(2)3
[
 (2 + 3 − 20)−  (2 + 3)
]
.
To continue this procedure, we have to consider the following three regions: 1023;
1203 and 1230, and to perform similar computations. Then the fourth-order
spectral density is obtained by summing up all the resulting terms obtained by considering all
permutations of the subscripts 1–3. The result is that the parameter 0 is preserved in the fourth-
order information even in Gaussian noise. Thus, we may use our minimum contrast method with
k = 4 for the estimation of 0. This procedure is more stable than a procedure based on the
second-order information in view of the danger of loss of the signal in Gaussian noise.
Remark. Some further applications of bispectral analysis to radar signals were given in Joury
[41] and Pezeshki and Chandran [49]. The latter paper was devoted to applications of higher-order
spectra to magnetically buckled beam.
Example 2. Bispectrum of a diffusion process with linear generator.
We use some ideas and facts from Yamada and Watanabe [55], Ikeda and Watanabe [40] and
Iglói and Terdik [39]. Let us consider the SDE
dY (t) = (− 2Y (t)) dt + 2	√Y (t) dW (t) , t ∈ R, (4.8)
where we assume that Y (0) 0,  > 0,  ∈ R, 	 > 0 and W (t) is a standard Wiener pro-
cess with mean zero and variance EW 2 (t) = |t |. Eq. (4.8) has a unique strong solution [40,
Theorem IV.3.2]. We call this solution Y (t) a diffusion process with linear generator (DLG),
since both coefﬁcients of its generator
A = (− 2x) 
x
+ 2	2x 
2
x2
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are linear functions. We denote
d = 
	2
.
The process Y (t) is also called a Bessel process or square-root diffusion process. This process
has recently been used in ﬁnancial modelling (see [22]). If d is a non-negative integer and  > 0,
the DLG process is the radial part of a d-dimensional Ornstein–Uhlenbeck process, that is,
Y (t) =
d∑
i=1
X2i (t) , (4.9)
where Xi (t) , i = 1, . . . , d are independent copies of a Gaussian Ornstein–Uhlenbeck process
X (t) with zero mean and covariance function
EX (t)X (t + ) = 	
2
2
e−|| =
∫
R
cos () f X2 () d, (4.10)
and second-order spectral density
f X2 () =
1
2
	2
2 + 2 ,  ∈ R (4.11)
(see [39]). Note that X (t) is the Itô solution of the SDE
dX (t) = −X (t) dt + 	 dW (t) , t ∈ R, (4.12)
whereW (t) is a standard Wiener process. From (4.9) we obtain that the marginal distribution of
the process Y (t) is a chi-square distribution. Moreover, it can be shown that for  > 0 and t → ∞
there exists a stationary distribution of the process Y (t) (see [39]). The stationary distribution of
a DLG process is a gamma distribution
(
d/2, 	2/
)
, that is, the density function of the marginal
distribution of a stationary DLG process is of the form
g (x) = x
(d/2)−1e−x/	2(
	2/
)d/2  (d/2) , x > 0. (4.13)
It follows from Propositions 8 and 9 of Iglói and Terdik [39] that the second-order spectral density
of a stationary DLG process with marginal density (4.13) is of the form
f Y2 () =
1
2
d
( 
	2
)−2 2
2 + 42 ,  ∈ R, (4.14)
while the third-order spectral density (bispectrum) takes the form
f Y3 (1, 2) =
(
1
2
)2
d
( 
	2
)−3
3! sym
1,2,3
{
1
−i1 + 2
1
i2 + 2
}
,
(1, 2) ∈ R2, (4.15)
where 1+ 2+ 3 = 0 and the notation sym1,2,3 is deﬁned by (4.1). This bispectrum can also
be written as
f Y3 (1, 2) =
(
1
2
)2
48d
( 
	2
)−3 2 (12 + 21 + 22 + 122)(
21 + 42
) (
22 + 42
) (
(1 + 2)2 + 42
) . (4.16)
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Hence f Y3 (1, 2) is a real-valued and positive function, which is quite unusual in the theory
of higher-order spectral densities. Note that the second-order spectrum (4.14) of the stationary
DLG process Y (t) is the same as that of a Gaussian Ornstein–Uhlenbeck process X (t) (see
(4.11)) up to constants. Thus, we cannot use second-order information for testing the hypothesis:
H0 : Z (t) = X (t) against the alternative H1 : Z (t) = Y (t), where Z (t) , 0 tT is an
observation process. However, the third-order spectral densities of these two different processes
X (t) and Y (t) are quite different. In fact f X3 (1, 2) ≡ 0 while f Y3 (1, 2) is given by (4.16).
Thus, we may apply our Theorems 1 and 2 with k = 2 and 3 to estimate the unknown parameter
 > 0. Then the width of the asymptotic conﬁdence interval based on Theorem 2 permits us to
construct a reasonable asymptotic test for checking the hypothesis H0 against the alternative H1.
Example 3. Bilinear stochastic systems with Brownian motion input.
Let us consider the SDE
dY (t) = (+ Y (t)) dt + (	+ Y (t)) dW (t) , t ∈ R, (4.17)
where W (t) is a standard Brownian motion and , , 	,  are constants. The process Y (t) is a
possible model for the interest rate (see [21]).
If  = 0,  < 0,  = 0, the process Y (t) is the Gaussian Ornstein–Uhlenbeck process with
covariance function (4.10) and spectral density (4.11) in which  should be replaced by −.
We now consider the case where , , 	 and  are complex numbers (see [38]). The solution
of (4.17) is known [42, p. 111]:
Y (t)= e
(
−2/2
)
t+W(t)[Y (0)+ (− 	)
∫ t
0
e
−
(
−2/2
)
s−W(s)
ds
+	
∫ t
0
e
−
(
−2/2
)
s−W(s)
dW (s) . (4.18)
When  = 0,Re  < 0, 	 = 0, this provides the stationaryGaussianOrnstein–Unlenbeck process
(let us denote it by YG (t)) with mean
EYG (t) = −/,
covariance function
R (t) = |	|
2
2 Re 
et , t > 0,
R (t) = R (−t), t < 0,
and second-order spectral density
f2 () = − R (0)Re 
 |i− |2 ,  ∈ R. (4.19)
When ||2+|	|2 > 0,  = 0,  = 0, Re  < 0, 2Re +||2 < 0, then there exists the stationary
non-Gaussian solution of (4.17).
Assume that 	 = 0 and  = 0. Then we obtain a stationary non-Gaussian process YNG (t)with
EYNG (t) = −/,
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covariance function
R (t) = − ||
2 ||2
||2
(
2Re + ||2
)et , t > 0,
R (t) = R (−t), t < 0,
and second-order spectral density
f2 () = − R (0)Re 
 |i− |2 ,  ∈ R. (4.20)
We see that there is no difference between the second-order spectral density (4.19) of a Gaussian
stationary Ornstein–Uhlenbeck process YG (t) and the second-order spectral density (4.20) of a
non-Gaussian stationary process YNG (t) deﬁned by (4.17) with 	 = 0 (these spectral densities
differ only in a multiplicative constant term represented by R (0)). Therefore, it is necessary to
consider higher-order spectra for a testing of the hypothesis H0 : Z (t) = YNG (t) non-Gaussian,
against the alternative H1 : Z (t) = YG (t), a Gaussian Ornstein–Uhlenbeck process. The higher-
order spectral densities can be found from the chaotic representation of the process (4.18) [38].
Note that similar effects hold for fractional Brownian motion input [38]. In order to distinguish
between the Gaussian (hypothesis H1) and non-Gaussian (hypothesis H0) cases, we can use such
parameters as skewness
3 = EZ3 (t) = cZ3 (0, 0) =
∫
2
f Z2 (1, 2) d1 d2
and kurtosis
4 = EZ4 (t)− 3EZ2 (t) = cZ4 (0, 0, 0) =
∫
3
f Z3 (1, 2, 3) d1 d2 d3.
These parameters are equal to zero under H1. Consistent estimates of these parameters can be
derived from our statistics (3.10) and (3.11) and their asymptotics (the results for the asymptotic
distributions of the statistics (3.10), (3.11) for the case k = 3 can be extracted from Remark 5 of
Anh et al. [6], and the extension to the case k = 4 is straightforward). For practical implementation,
the model can be discretized, with the corresponding discretized versions of spectral densities
constructed from well-known techniques; we can choose the weights ≡ 1. A complete solution
of this kind of hypothesis testing problems needs further theoretical development, which was not
a purpose of this paper.
Example 4. Non-Gaussian linear processes.
We consider a stationary non-Gaussian linear process
X (t) = m+
∫
R
G (t − u) dL (u) , (4.21)
where m is a constant, G (t) is a non-random memory function such that∫
R
G2 (t) dt < ∞,
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and L (t) is a Lévy process with jth cumulant Kj (assumed to exist). Then [16, Example 3] the
kth order spectral density of X (t) is given by
fk (1, . . . , k−1, )= (2)−k+1Kkg (i1)
×g (i2) . . . g (ik−1) g (−i (1 + · · · + k−1)) , k2,
(4.22)
where the Laplace transform
g (p) =
∫ ∞
0
e−ptG (t) dt
of thememory functionG (t) is assumed to exist. Barndorff-Nielsen and Shephard [9,10] consid-
ered non-Gaussian Ornstein–Uhlenbeck-based models and their uses in ﬁnancial econometrics.
In these models, the memory function
G (t) = e−t1(0,∞) (t) ,  > 0.
They used a non-Gaussian Lévy process with positive jumps tomodel stochastic volatility. Further
examples can be found in Anh et al. [3], who considered the Green function solutions of Langevin
or fractional Langevin equations driven by Lévy noise L˙ (t) . The simplest case is the one-term
equation
A
d
dt
X (t)+ CX (t) = L˙ (t) ,
where A and C being constants. The Green function solution then takes the form (4.21) with the
Green function
G(t) = 1
A
e−
C
A
t1(0,∞) (t) .
Therefore, the spectral densities of the process X (t) are of the form (4.22) with
g (p) = 1
Ap + C .
In particular,
f2() = −
(2)(0)
2
· 1
A22 + C2 ,
f3(1, 2) = 
(3)(0)
(2)2 i3
· 1
(Ai1 + C)(Ai2 + C)(−Ai(1 + 2)+ C),
where  () = logE exp {iL (1)}, the characteristic exponent for the underlying Lévy process.
Consider the case A = 1 and  = C:
f2() = −
(2)(0)
2
· 1
2 + C2 ,
f3(1, 2)= 
(3)(0)
(2)2 i3
· (C − i1)(C − i2)(C + i(1 + 2))
(21 + C2)(22 + C2)((1 + 2)2 + C2)
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= 
(3)(0)
(2)2 i3
· C(C
2 + 21 + 22 + 12)− i12(1 + 2)
(21 + C2)(22 + C2)((1 + 2)2 + C2)
,
...
fq(1, . . . , q−1) = 
(q)(0)
(2)q−1 iq
· (C − i1) . . . (C − iq−1)(C + i(1 + · · · + q−1))
(21 + C2) . . . (2q−1 + C2)((1 + · · · + q−1)2 + C2)
.
Denote
hq(
) = 
(q)(0)
(2)q−1 iq
,
where 
 is the parameter vector of the Lévy process. We may consider two situations:
(i) Use of the second-order spectral density and the functional UT () with k = 2.
In this situation  = C, UT () = UT (C). We can choose the weight function w() = 11+2 .
The corresponding results provided in Section 3 are
1. The minimum contrast estimator
ĈT = argminUT (C)
is a consistent estimator of the parameter C, and the estimator
J2,T (w) =
∫
R
IT2 () w () d
is a consistent estimator for J2(w;C, 
)=
∫
R f2 (, C, 
) w () d.
2. Asymptotic normality:
T 1/2
(
ĈT − C0
) d→N (0, a0s−20 ) ,
where a0 = a(C0, 
0), s0 = s(C0, 
0) with
s(C, 
)=
∫
R
f2 (;C, 
) w () 
2
C2
log (;C) d
= h2(
)	2 (C)
∫
R
w () (;C) 
2
C2
log (;C) d,
a (C, 
)= 2
[
h4(
)
(
	2 (C)
)2 ∫
R2
w () w ()

C
 (;C) 
C
 (;C) d d
+2
(
h2(
)	
2 ()
)2 ∫
R
(w ())2
(

C
 (;C)
)2
d
]
.
(ii) Use of the third-order spectral density and the functional UT () with k = 3.
In this situation  = C, UT () = UT (C). We can choose the weight function w(1)3 (1, 2) =
1
1+21+22
, and consider the functional
UT (C) = −
∫
R2
Re IT3 (1, 2) w
(1)
3 (1, 2) log1 (1, 2;C) d1 d2,
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Re f3(1, 2, C, 
) = h3(
) · Re (C − i1)(C − i2)(C + i(1 + 2))
(21 + C2)(22 + C2)((1 + 2)2 + C2)
,
∫
R2
Re f3 (1, 2, C, 
) w(1)3 (1, 2) d1 d2 = h3(
)	21(C),
1 (1, 2;C)=
Re f3 (1, 2, C, 
) w(1)3 (1, 2)
h3(
)	21(C)
= (C − i1)(C − i2)(C + i(1 + 2))
(21 + C2)(22 + C2)((1 + 2)2 + C2)
· 1
	21(C)
.
The corresponding results are
1. The minimum contrast estimator
ĈT = argminVT (C)
is a consistent estimator of the parameter C, and the estimator
J3,T (w) =
∫
R2
Re IT3 (1, 2) w
(1)
3 (1, 2) d1 d2
is a consistent estimator for J3(w;C, 
)=
∫
R2 Re f3 (1, 2) w
(1)
3 (1, 2) d1 d2=h3(
)	21(C).
2. Asymptotic normality:
T 1/2
(
ĈT − C0
) d→N (0, a0s−20 ) ,
where a0 = a(C0, 
0), s0 = s(C0, 
0) with
s(C, 
)= h3(
)	2 (C)
∫
R2
(
2
C2
1 (1, 2;C)
− 1
1 (1, 2;C)
(

C
1 (1, 2;C)
)2)
d1 d2,
a (C, 
)= h6(
)
2 (h3(
))2
(
	2 (C)
)2 ∫
R4
(
1− Im f3 (1, 2) Im f3 (4, 5)
Re f3 (1, 2)Re f3 (4, 5)
)
× 
C
1 (1, 2;C)

C
1 (4, 5;C) d1 d2 d4 d5
+3h2(
)h4(
)
2 (h3(
))2
(
	2 (C)
)2 ∫
R3
(
1− Im f3 (1, 2) Im f3 (1,−)
Re f3 (1, 2)Re f3 (1,−)
)
× 
C
1 (1, 2;C)

C
1 (1,−;C) d1 d2 d
+3h2(
)h4(
)
(h3(
))2
(
	2 (C)
)2 ∫
R

C
1 (, 0;C) d
∫
R2

C
1 (1, 2;C) d1 d2
+3 (h2(
))
3
(h3(
))2
(
	2 (C)
)2 ∫
R3
(
1+
(
Im f3 (1, 2)
Re f3 (1, 2)
)2)
730 V.V. Anh et al. / Journal of Multivariate Analysis 98 (2007) 706–742
×
(

C
1 (1, 2;C)
)2
d1 d2
+3
2
(
	2 (C)
)2 ∫
R3
(
1− Im f3 (1, 2) Im f3 (1 + 2,−)
Re f3 (1, 2)Re f3 (1 + 2,−)
)
× 
C
1 (1, 2;C)

C
1 (1 + 2,−;C) d1 d2 d
+9 (h2(
))
3
2
(
	2 (C)
)2 (∫
R

C
1 (0, ;C) d
)2
.
Note that, in this particular case, the general formula (3.15) appears in a simple form with only
the expression for the third-order spectral density f3 (1, 2) involved.
Example 5. Estimation of parameters of a non-Gaussian signal in the presence ofGaussian noise.
Let us consider the problem of estimation of an unknown parameter vector  ∈  ⊂ Rm of
a strictly stationary non-Gaussian process X (t) in the presence of a stationary Gaussian noise
processN (t)which depends on a parameter vector  ∈  ⊂ Rs . In many situations  and  have
different natures. We also assume that the processes X (t) and N (t) are independent.
Having observed the process
Y (t) = X (t)+N (t) (4.23)
over the interval [0, T ], we are interested in the statistical inference of the process X (t). We
assume that the spectral densities f Xk (1, . . . , k−1, ), k2 of the process X (t) exist. The
spectral densities f Nk (1, . . . , k−1, ) of the Gaussian process N (t) exist and f
N
k ≡ 0 for
k3. Therefore, the spectral densities of the process Y (t) are of the form
f Y2 (, , ) = f X2 (, )+ f N2 (, ) , (4.24)
f Yk (1, . . . , k−1, ) = f Xk (1, . . . , k−1, ) , k3. (4.25)
We observe that the spectral densities f Yk , k3 do not depend on the parameter  of the noise
process, which may have a rather complex structure. If we are interested in the estimation of the
parameter vector  of the signal, it is reasonable to use the analytical information on  contained
in the higher-order spectral densities f Yk (1, . . . , k−1, ). We can apply Theorem 1 to construct
a consistent estimator ̂T for the parameter  (we may choose, for example, k = 3). As for the
asymptotic normality of the estimator ̂T , we can apply Theorem 2. We should note, however,
that the asymptotic variance in Theorem 2 depends on the second-order information through the
expressions (3.15) and (2.7). Here we can proceed as follows. An option is to construct non-
parametric estimates of the spectral functionals appearing in the expression for the covariance
matrix, and therefore an estimate for this matrix is obtained. In this option, a further development
of the theory is needed to extend the results of Section 2 to other types of spectral functionals,
which will actually be linear functionals of spectral densities. On the other hand, having estimated
, we can return to the estimation of the parameter vector  of the Gaussian process N (t) from
the second-order spectral density (4.25) by substituting there ̂T instead of . We can apply
again our minimum contrast functional, now with k = 2, and obtain the estimate ̂T of the
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parameter . The question on the joint asymptotic normality of ̂T and ̂T can be solved with the
use of the delta-method (analogous to the situation considered in [6, Remark 5]).
We also observe that some functionals of the signal can be consistently estimated by using
higher-order information. Suppose that in the model (4.23) the signalX (t) is of the form (4.21),
where the memory function is
G(t) = e−Ct1(0,∞) (t) , C > 0.
The third-order spectral densityf3 (1, 2, c) of themodel (4.23) does not depend on the parameter
 of the noise process, while the second-order spectral density does (see (4.24)). By Theorems 1
and 2 the functional
J3,T (w) =
∫
R2
Re IT3 (1, 2) w
(1)
3 (1, 2) d1 d2
is a consistent estimator for
J3 (w; c, 
) =
∫
R2
Re f3 (1, 2, c)w(1)3 (1, 2) d1 d2,
which does not depend on the parameter of the noise process. The weight function w(1)3 (1, 2)
is a function satisfying the conditions of Theorems 1 and 2.
A similar situation appears when we observe the process (4.23) in which the signal X (t) has
a bilinear structure:
X (t) =
∫
R
a (t − u) dW (s)+
∫
R2
b (t − u, t − w) dW (u) dW (w) , (4.26)
where W (t) is a standard Wiener process, a (u) and b (u,w) have Fourier transforms A (),
B (1, 2), respectively, and b (u,w) is assumed to be symmetric in u and w for convenience.
We also assume that∫
R
a2 (u) du < ∞,
∫
R2
b2 (u,w) du dw < ∞.
In the presence of a complicated Gaussian noise processN (t), the second-order spectral density
f Y2 () of the process (4.23) takes the form (4.24) which can be complex for many spectral
densities f N2 (, ). Also it depends on two parameters  and , while the third-order spectral
density (bispectrum) f Y3 (1, 2, ) = f X3 (1, 2, ) does not depend on the parameter  of the
noise process N (t) . This makes it quite reasonable to use the bispectrum for the estimation of
the unknown parameter  of a signal X (t) of the form (4.26). Moreover, the bispectrum takes
the analytical form
f3 (1, 2, )= 2
(2)3
[A (1) A (2) B (−1,−2)
+A (2) A (3) B (−2,−3)+ A (3) A (1) B (−3,−1)
+8 sym
1,2,3
∫
R
B (, 1 − ) B (2 + ,−) B (− 1,−− 2) d],
(4.27)
(see [16, Example 4]) where the notation sym1,2,3 is deﬁned by (4.1). If we choose some
speciﬁc forms for the Fourier transforms A () and B (1, 2) of the transfer functions a (u)
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and b (u,w) in (4.27), we will obtain an explicit expression for the bispectrum (4.27) which then
can be used in the minimization of the contrast functional (3.5) with k = 3, p = q = 12 .
From Theorem 1, we obtain consistent estimates of the functionals
J
(1)
3 () =
∫
R2
Re f3 (1, 2, ) w(1)3 (1, 2) d1 d2,
J
(2)
3 () =
∫
R2
Im f3 (1, 2, ) w(2)3 (1, 2) d1 d2
with f3 (1, 2, ) being given by (4.27) which does not depend on the noise process.
We nowdiscuss brieﬂy an extension of the above signal plus noisemodel. Let us consider a prac-
tically motivated model in signal processing presented in Nikias and Petropulu [48,
Section 2.4.4], where the observed process is the sum of three independent processes:
S(t) = X(t)+ Y (t)+ Z(t),
where X(t) being an AR(p1) Gaussian process, Y (t) an MA(q) non-Gaussian process with non-
zero variance, skewness and kurtosis, and Z(t) an AR(p2) non-Gaussian process with non-zero
variance and kurtosis, but zero skewness. Then we have the second-order spectrum
f S2 () = f X2 ()+ f Y2 ()+ f Z2 () ,
and the third-order and fourth-order spectral densities are of the form
f S3 (1, 2) = f Y3 (1, 2) and f S4 (1, 2, 3) = f Y4 (1, 2, 3)+ f Z4 (1, 2, 3) ,
respectively. Therefore we can estimate the parameters of the non-Gaussian process Y (t) from
the third-order spectral density, then the parameters of Z(t) from the fourth-order spectrum. The
remaining parameters, namely those of X(t), can be estimated from the second-order spectral
density.
5. Proofs
The proofs of the results of the present paper are based on the properties of themultidimensional
kernels of Fejér type Tk (u1, . . . , uk−1) (see Appendix A), the formulae relating moments and
cumulants and the formulae giving expressions for the cumulants of products of random variables
via products of cumulants of the individual variables (see Appendix B). We present the proofs
for continuous-time case. The proofs use the following formulae for the cumulants of the ﬁnite
Fourier transform dT (),  ∈ R:
cum (dT (1) , . . . , dT (k))
=
∫
[0,T ]k
e−i
k
1j tj cum (Y (t1) , . . . , Y (tk)) dt1 . . . dtk
=
∫
Rk−1
fk
(
1, . . . , k−1
) ∫
[0,T ]k
exp{it1
(
1 − 1
)} . . . exp{itk−1 (k−1 − k−1)}
× exp
itk
− k−1∑
j=1
j − k
 dt1 . . . dtk d1 . . . dk−1
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=
∫
Rk−1
fk
(
1, . . . , k−1
)
T1
(
1 − 1
)
. . .T1
(
k−1 − k−1
)
×T1
(
−
k−1∑
1
j − k
)
d1 . . . dk−1, (5.1)
where
T1 () =
∫ T
0
eit dt = sin(T /2)
/2
ei(T /2). (5.2)
Note that if
∑k
j=1 j = 0, then
1
(2)k−1 T
k∏
j=1
T1
(
j
) = Tk (1, . . . , k−1) , (5.3)
whereTk (1, . . . , k−1) is themultidimensional kernel of Fejér type (seeAppendixA). Therefore
for the case when
∑k
j=1 j = 0, the formula (5.1) can be written as
1
(2)k−1 T
cum (dT (1) , . . . , dT (k))
=
∫
Rk−1
fk
(
1, . . . , k−1
)
Tk
(
1 − 1, . . . , k−1 − k−1
)
d1 . . . dk−1
=
∫
Rk−1
Tk (u1, . . . , uk−1) fk (u1 + 1, . . . , uk−1 + k−1) du1 . . . duk−1. (5.4)
The proofs are given here for the continuous-time case. The discrete-time case can be treated in
a similar manner with the kernels Tk (u1, . . . , uk−1) replaced by the kernelsTk (u1, . . . , uk−1)
(see Appendix A).
Proof of Lemma 1. In view of the formulae (B.3) and (5.4) we have
EJTk ()=
∫
Rk−1
 () ()
1
(2)k−1 T
E
(
k∏
i=1
dT (i )
)

(
k∑
i=1
i
)
d′
= 1
(2)k−1 T
∫
Rk−1
 () ()
×
∑
=(1,...,p)
partitions of(1,...,k)
∫
Rk−p
f|1|
(
j , j ∈ ˜1
)
. . . f|p|
(
j , j ∈ ˜p
)
×
k∏
j=1
T1
(
j − j
) p∏
l=1

∑
j∈l
j
 d′( k∑
i=1
i
)
d′
=
∫
Rk−1
Tk (u)Gk (u) du
′,
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where
Gk (u)=Gk (u1, . . . , uk;,)
=
∑
=(1,...,p)
∫
Rk−p
p∏
l=1
f|l |
(
j + uj , j ∈ ˜l
)
×Hk ()
p−1∏
l=1

∑
j∈l
(
j + uj
) ( k∑
1
i
)
d′,
Hk ()= () () .
Due to the presence of the function  () we have
Gk (0) =
∫
Rk−1
fk ()Hk () 
(
k∑
i=1
i
)
d′.
In view of the properties of the kernels Tk (u) (see Appendix A) we have that if the function
Gk (u) is bounded and continuous at u = 0, then
EJTk () →
∫
Rk−1
fk ()Hk () 
(
k∑
i=1
i
)
d′
as T → ∞. 
Proof of Lemma 2. Using the formulae (B.2), (B.4) and (5.4) we have
cov
(
J Tk
(
1
)
, J Tk
(
2
))
= cum
(
J Tk
(
1
)
, J Tk
(
2
))
= 1
(2)2(k−1) T 2
∫
R2(k−1)
1 (1, . . . , k) ¯2 (−k+1, . . . ,−2k)
× (1, . . . , k) ¯ (−k+1, . . . ,−2k) 
(
k∑
i=1
i
)

 2k∑
i=k+1
i

×cum (dT (1) . . . dT (k) , dT (k+1) . . . dT (2k)) d′
= 1
(2)2(k−1) T 2
∫
R2(k−1)
H2k ()
∑
=(1,...,p)
∫
R2k−p
p∏
l=1
f|l |
(
j , j ∈ ˜l
)
×
2k∏
j=1
T1
(
j − j
) p∏
l=1

∑
j∈l
j
 d′
 k∑
j=1
j
 
 2k∑
j=k+1
j
 d′
= 2
T
∫
R2k−1
T2k (u)G2k (u) du
′,
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where
G2k (u)=
∑
=(1,...,p)
1pk
∫
R2k−p−1
p∏
l=1
f|l |
(
uj + j , j ∈ ˜l
)
H2k ()
×
 k∑
j=1
j
 
 2k∑
j=k+1
j
 p−1∏
l=1

∑
j∈l
(j + uj )
 d′,
with
H2k () = 1 (1, . . . , k) ¯2 (−k+1, . . . ,−2k) (1, . . . , k) ¯ (−k+1, . . . ,−2k) ,
and the sum is taken over all indecomposable partitions of the table
1 . . . k
k + 1 . . . 2k
(see Appendix B). The statement of the lemma now follows from Lemmas A.1 and A.2 (see
Appendix A).
We omit the proofs of the results for higher order cumulants (Lemmas 4 and 5) as they are the
same as those for Lemmas 1 and 2. 
Proof of Lemma 6. Let us ﬁx arbitrary constants c1, . . . , cm and consider the variable
YT =
m∑
j=1
cj
[
J Tk
(
j
)− EJTk (j )]
=
∫
Rk−1
F () ITk ()() d
′ − E
∫
Rk−1
F () ITk ()() d
′
with F () =∑mj=1 cjj () .Using Lemmas 1–4, we can show that the random variable T 1/2YT
tends in distribution as T → ∞ to a normal random variable with mean zero and variance s2
given by
s2 = 2G2k (0;F,F,) =
m∑
i,j=1
cj cj2G2k(0;i ,j ,) =
m∑
i,j=1
cj cjwij ,
which implies (2.10).
The convergence (2.11) follows from (2.10) if assumption III holds true. 
Proof of Theorem 1. In view of assumptions V, VIII(i) and Lemma 3, we obtain
UT () → U () in P0-probability, (5.5)
hence
UT ()− UT (0) → U ()− U (0) = K (0; ) .
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By Jensen’s inequality and the relations (3.2)–(3.4)
−K (0; ) = p
∫
Rk−1
f
(1)
k (; 0) log
(1)k (; )
(1)k (; 0)
w(1) () w0 () d
′
+ q
∫
Rk−1
f
(2)
k (; 0) log
(2)k (; )
(2)k (; 0)
w(2) () w0 () d
′
= p	(1)k (0)
∫
Rk−1
(1)k (; 0) log
(1)k (; )
(1)k (; 0)
w0 () d
′
+ q	(2)k (0)
∫
Rk−1
(2)k (; 0) log
(2)k (; )
(2)k (; 0)
w0 () d
′
 p	(1)k (0) log
∫
Rk−1
(1)k (; 0) w0 () d′
+ q	(2)k (0) log
∫
Rk−1
(2)k (; 0) w0 () d′ = 0,
that is, K (0; ) 0 and K (0; ) > 0 if
(i)k (; 0) /≡ (i)k (; ) for all  = 0 a.e. w.r.t. Lebesgue measure i = 1, 2.
Further, to prove the consistency of the estimator ̂T given by (3.9), we need to show that the
convergence (5.5) holds uniformly in  ∈ . Here, we use the conditions IX and X.
If the condition IX holds, let 
 (ε) = min {
1 (ε) , 
2 (ε)}, with 
i (ε) being the modulus of
continuity of the function h(i)k (; ), i = 1, 2. Then, we have
sup {|UT (1)− UT (2)| , 1, 2 ∈ , |1 − 2| 
 (ε)}
ε
[
p
∫
Rk−1
Re ITk ()
w(1) ()
v1 ()
w0 () d
′ + q
∫
Rk−1
Im ITk ()
w(2) ()
v2 ()
w0 () d
′
]
.
(5.6)
Now, in view of IX(ii) and Lemma 3, we obtain that∫
Rk−1
ITk ()
w(i) ()
vi ()
w0 () d
′ →
∫
Rk−1
fk (; 0) w
(i) ()
vi ()
w0 () d
′ (5.7)
in probability; from (5.7), we can conclude that∫
Rk−1
ITk ()
w(i) ()
vi ()
w0 () d
′ = Op (1) ,
which implies that the expression in the square brackets on the right-hand side of (5.6) isOp (1) .
This completes the proof. 
Proof of Theorem 2. From Taylor’s formula, we have
∇UT
(̂
T
)
= ∇UT (0)+ ∇∇′UT
(
∗T
) (̂
T − 0
)
,
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where
∣∣∗T − 0∣∣ < ∣∣∣̂T − 0∣∣∣ ;
∇UT ()=−
(
p
∫
Rk−1
Re ITk () w
(1) () w0 ()∇ log(1)k (; ) d′
+q
∫
Rk−1
Im ITk () w
(2) () w0 ()∇ log(2)k (; ) d′
)
,
∇∇′UT ()=−
p ∫
Rk−1
Re ITk () w
(1) () w0 ()
(
2
ij
log(1)k (; )
)
i,j=1,m
d′
+q
∫
Rk−1
Im ITk () w
(2) () w0 ()
(
2
ij
log(2)k (; )
)
i,j=1,m
d′
 .
For sufﬁciently large T , we have
∇UT (0) = −∇∇′UT
(
∗T
) (̂
T − 0
)
. (5.8)
If we can show that as T → ∞
(1)
∇∇′UT
(
∗T
)→ Sk (0) (5.9)
in P0-probability, where the matrix Sk (0) is given by (3.14), and
(2)
T 1/2∇UT (0) d→Nm (0, Ak (0)) , (5.10)
where the matrix Ak (0) is given by (3.15), then by Slutsky’s arguments, the relation (3.16) is a
consequence of (5.8)–(5.10). More precisely, the following multidimensional version of Slutsky’s
lemma (see, for example, [51]) is of use here.
Slutsky’s Lemma. Let {T } and {
T } be families of random vectors inRm, and let T d→ ,

T
P→ 
 = (
1, . . . , 
m) as T → ∞, where 
1, . . . , 
m are constants. Let {T } be a family of
random matrices which elements tends in probability to elements of non-singular matrix  as
T → ∞. Then as T → ∞ : T + 
T d→ + 
, T T d→ .
Let us prove (5.9) and (5.10).
In view of the assumptions XI(i), (ii), we have by Lemma 3∫
Rk−1
ITk () w
(l) () w0 ()
(
2
ij
log(l)k (; )
)
d′
P0→
∫
Rk−1
fk (; 0) w(l) () w0 ()
(
2
ij
log(l)k (; )
)
d′,
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where i, j = 1, . . . , m; l = 1, 2, which implies (5.9). Further, we are interested in the limiting
distribution of the vector T 1/2∇UT (0) which can be written in the form
T 1/2∇UT (0)= T 1/2
(
pRe J Tk
(
g
(i)
k
)
+ q Im J Tk
(
g
(m+i)
k
))
i=1,...,m
= T 1/2(p(Re J Tk (g(i)k )− Re Jk(g(i)k ))
+q(Im J Tk (g(m+i)k )− Im Jk(g(m+i)k )))i=1,...,m, (5.11)
where the last equality is due to (3.8). Under the conditions of the theorem, we have by Lemma 6
as T → ∞
T 1/2
(
{J Tk (g(i)k )} − {Jk(g(i)k )}
)
d→ ,
where
{J Tk (g(i)k )} =
(
J Tk
(
g
(1)
k
)
, . . . J Tk
(
g
(2m)
k
))′
,
{Jk(g(i)k )} =
(
Jk
(
g
(1)
k
)
, . . . Jk
(
g
(2m)
k
))′
,
and  = (1, . . . , 2m)′ is a complex-valued Gaussian vector with mean zero and second-order
moments
Eij = 2G2k
(
0; g(i)k , g(j)k , w0
)
, i, j = 1, . . . , 2m,
with G2k
(
u;1,2,
)
being given by the formula (2.7) and the functions g(i)k , i = 1, . . . , 2m,
being given by (3.13). Therefore, we can conclude that the vector (5.11) converges in distribution
to anm-dimensionalGaussian vectorwith zeromean and second-ordermoments equal to a(k)ij (0).
This completes the proof of the theorem. 
Proofs of Theorems 3 and 4 are analogous to those of Theorems 1 and 2.
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Appendix A. Multidimensional kernels of Fejér type
In the proofs, we use a technique based on the results of Ibragimov [36], Bentkus [11,12],
Bentkus and Rutkauskas [15] about multidimensional kernels of Fejér type Tk (u1, . . . , uk−1),
(u1, . . . , uk−1) ∈ k−1, expressed by the formula
Tk (u1, . . . , uk−1)=
1
(2)k−1 T
sin (T u1/2)
u1/2
· · · sin (T uk−1/2)
uk−1/2
sin (T (u1+ · · ·+uk−1) /2)
(u1+ · · ·+uk−1) /2
= 1
(2)k−1 T
∫
[0,T ]k
exp
{
ik−1j=1tj uj − itkk−1j=1uj
}
dt1 . . . dtk (A.1)
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in the continuous case k−1 = Rk−1, and by the formula
Tk (u1, . . . , uk−1)=
1
(2)k−1 T
sin (T u1/2)
sin (u1/2)
· · · sin (T uk−1/2)
sin (uk−1/2)
sin (T (u1+ · · ·+uk−1) /2)
sin ((u1+ · · ·+uk−1) /2)
= 1
(2)k−1 T
∑
t1,...,tk=1,T
exp
{
ik−1j=1tj uj − itkk−1j=1uj
}
(A.2)
for the discrete case k−1 = (−, ]k−1. Lemma A.1 shows that these kernels have properties
which make them similar to the Fejér kernels
1
2T
sin2 (T x/2)
(x/2)2
, x ∈ R and 1
2T
sin2 (T x/2)
sin2 (x/2)
, x ∈ (−, ].
Lemma A.1. The kernelTk (u1, . . . , uk−1), with T ∈ (0,∞) and k2 an arbitrary integer, has
the following properties:
(1)
sup
T
∫
k−1
∣∣∣Tk (u1, . . . , uk−1)∣∣∣ du1 . . . duk−1 < ∞;
(2) ∫
k−1
Tk (u1, . . . , uk−1) du1 . . . duk−1 = 1;
(3) for arbitrary ε > 0
lim
T→∞
∫
k−1\{|u|ε}
∣∣∣Tk (u1, . . . , uk−1)∣∣∣ du1 . . . duk−1 = 0,
where {|u| ε} = {(u1, . . . , uk−1) : ∣∣uj ∣∣ ε, j = 1, . . . , k − 1}.
As a consequence of Lemma A.1, we have the following.
Lemma A.2. Let a functionG(u1, . . . , uk−1) be bounded and continuous at the point (u1, . . . ,
uk−1) = (0, . . . , 0). Then
lim
T→∞
∫
k−1
Tk (u1, . . . , uk−1)G (u1, . . . , uk−1) du1 . . . duk−1 = G(0, . . . , 0) .
The kernels Tk (u1, . . . , uk−1), (u1, . . . , uk−1) ∈ k−1, in continuous and discrete time set-
tings were considered, for example, in Bentkus [12,11], and were shown to satisfy the above
conditions 1–3 of Lemma A.1.
Appendix B. Cumulants
Following Leonov and Shiryaev [47] (see also [19,13]), we describe an algorithm for the
calculation of the joint cumulants of polynomial functions of random variables. This algorithm
has been used extensively in the proofs of the present paper.
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Consider a (not necessarily rectangular) two-way table
(1, 1) · · · (1, k1)
...
. . .
...
(j, 1) · · · (j, kj ) (B.1)
and let  = {1, . . . , m} be a partition of the elements of the table (B.1) into disjoint sets. We say
that two sets l and k of the partition  hook if there exist (j1, i1) ∈ l and (j2, i2) ∈ k such that
j1 = j2.We say that the sets l and k communicate if there exists a sequence of sets
i1 = l , i2 , . . . , im = k
such that ij and ij+1 hook for each j . A partition is said to be indecomposable if all its sets
communicate.
Lemma B.1 (Leonov and Shiryaev [47]). Given an array {ymn}, m = 1, . . . , j , n = 1, . . . , km,
of random variables, we consider the complex-valued random variables
zm =
km∏
n=1
ymn, m = 1, . . . , j.
Then the following formula for the joint cumulant of the variables zm holds:
cum
(
z1, . . . , zj
) =∑

c1 . . . cp , (B.2)
where the sum extends over all indecomposable partitions  = (1, . . . , p) of the table (B.1) and
ci = cum ({ylk} , (l, k) ∈ i ) .
For the proofs of the theorems of this paper, it will be more convenient to use another set of
indices when we consider an array of the form {ymn},m = 1, . . . , j , n = 1, . . . , km, and apply the
formula (B.2). Namely, instead of the double index (m, n), we use as index an integer denoting the
position at which (m, n) appears in the list {(1, 1), . . . , (1, k1), (2, 1), . . . , (2, k2), . . . , (j, 1), . . .
(j, kj )}. That is, the table (B.1) can be written as
1 · · · k1
k1 + 1 · · · k1 + k2
...
. . .
...∑j−1
i=1 ki + 1· · ·
∑j
i=1 ki
As an application of Lemma B.1 we have
E (y1 · . . . · yk) =
∑

c1 · . . . · cp , (B.3)
where the summation extends over all partitions
(
1, . . . , p
)
of the set (1, . . . , k) and c denotes
the joint cumulant of the y’s with indices in .
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We use also the following algebraic property of cumulants:
cum
{
n1∑
i=1
a1iy1i , . . . ,
nj∑
i=1
ajiyji
}
=
n1∑
i1=1
. . .
nj∑
ij=1
a1i1 . . . ajij cum
(
y1i1 , . . . , yjij
)
. (B.4)
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