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Abstract
This article aims at showing a p-adic analogue of Selberg’s trace formula, which describes a
duality between the spectrum of a Hilbert–Schmidt operator and the length of prime geodesics
appearing in the p-adic upper half-plane associated with a hyperbolic discontinuous subgroup
of SLð2;QpÞ: Then we construct Markov processes on the fundamental domain relative to
such subgroups, to whose transition operators the trace formula applied and a p-adic analogue
of prime geodesic theorem is proved.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The concept of the upper half-plane on a disconnected ﬁeld was introduced by
Gel’fand et al. [2], and the half-plane is a homogeneous space with respect to the
action of the special linear group over the ﬁeld. In this paper we show an analogue of
Selberg’s Trace Formula on the upper half-plane on the p-adic ﬁeld, and deal with
Ihara zeta function by the method of McKean [6] where Selberg zeta function was
investigated via the heat kernel of Laplacian on a Riemann surface. For a torsion-
free, discrete, and co-compact subgroup of G ¼ SLð2;QpÞ=f7Ig; the trace formula
for ﬁnite graphs can be applied to study Ihara zeta function (e.g. [3–5,7,8]). In this
paper, we consider hyperbolic, but not necessarily torsion-free subgroups of G; for
which we represent Ihara zeta function. In the work by McKean, the fundamental
solution for Brownian motion on the surface played a key role, while for our p-adic
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case there exists no standard Brownian motion. We prepare a family of symmetric
Markov processes on the p-adic upper half-plane, and among them employ two
essentially distinct kinds of processes to derive the zeta function.
In Section 2, we provide the p-adic upper half-plane Hþp with an invariant metric d
relative to the action of G; which takes values in a countable set frng,f0g; where
rn :¼ c1ðp2nÞ; cðrÞ :¼ expðrÞ þ expðrÞ  2: We also give an invariant measure m on
Hþp : We consider a discontinuous hyperbolic subgroup G of G; and in Section 3 we
construct an associated fundamental domain F in the p-adic upper half-plane.
Section 4 is a description of centralizers of elements of G:
For G such that the quotient space G\Hþp is compact, we consider non-negative
deﬁnite Hilbert–Schmidt integral operators
Txð	Þ ¼
Z
F
xðwÞp˜ðz; wÞmðdwÞ;
on L2ðF; mÞ; with kernels p˜ induced by non-negative functions f of the distance:
p˜ðz; wÞ :¼PgAG f ðdðz; gwÞÞ: In Section 5, we show a trace formula describing a
relation of the spectra flng of the operators to the length Nðg0Þ of primitive
geodesics.
Theorem 1 (Trace formula).XN
n¼1
ln ¼ f ð0ÞmðFÞ þ 2ðp  1Þ1 f ðr0Þ þ ð1 p1Þ
XN
n¼1
pnf ðrnÞ
( ) X
½ga½I 
NðgÞ¼1
jglg
þ 1
2
X
g0AP
XN
m¼1
logp Nðg0Þ f ðc1ðNðg0ÞmÞÞ
(
þ ð1 p1Þ
XN
n¼1
pnf ðc1ðNðg0Þmp2nÞÞ
)
;
where jg and lg are integers characterizing the centralizers of elements g of G; and P is a
set of primitive representatives in G:
It may occur that the both sides of the above formula are þN: Precise deﬁnitions
and assumptions for Theorem 1 are stated in Section 5.
We construct Markov processes on the half-plane in Section 6, to whose transition
operators the trace formula applies. In Section 7 we explicitly give the eigenvalues of
the induced processes on the fundamental domain, and in Section 8 we observe their
transition densities.
In Section 9 we deﬁne a rational function GðsÞ related to a particular ﬁnite
Markov chain M ¼ fMngn¼1;2;y determined by G; and derive the distribution
nðp2NÞ :¼ xfg0AP :Nðg0Þ ¼ p2Ng; NX1;
from Theorem 1.
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Theorem 2.
nðp2NÞ ¼ 1
2pN
ﬃﬃﬃﬃﬃﬃ1p XdjN m Nd
 Z
C
GðsÞ
sdþ1
ds; NX1;
where C is a sufficiently small circle centered at the origin in the complex plane, and m
denotes the Mo¨bius function.
We give a proof to Theorem 2 in Section 9, applying Theorem 1 to the transition
semigroups of Markov processes, whose eigenvalues and density kernels are
explicitly obtained in Sections 7 and 8.
For torsion-free G’s, Ihara zeta function has been interpreted in the framework of
ﬁnite graphs. We extend the deﬁnition of Ihara zeta function to those G’s which are
hyperbolic but not necessarily torsion-free. Let P be the matrix generating the
Markov chain M; and d1 be the number of balls of radius r1 contained in the
fundamental domain for G: Then we can see that Theorem 2 implies the following
representation of Ihara zeta function:
ZGðuÞ ¼ ð1 u2Þp
1d1detð1þ Ru2 þ p2u4Þ1;
where R :¼ ðp  1ÞI  pðp þ 1ÞP:
We also derive from Theorem 2 the asymptotics of n (Prime geodesic theorem),
and a function identity for Ihara zeta function.
2. The p-adic upper half-plane
Throughout this paper we ﬁx a prime number p other than 2; and denote by j jp the
p-adic norm on the ﬁled Qp of p-adic numbers. We denote by Bðx; pmÞ the ball in Qp
with center x and radius pm:
Let us ﬁx a primitive ðp  1Þth root e of 1 in Qp; and consider the quadratic
extension K :¼ Qpð
ﬃﬃ
e
p Þ: Each element z in K is uniquely written as z ¼ x þ ﬃﬃep y with
x; yAQp; and its conjugate %z is deﬁned by %z :¼ x 
ﬃﬃ
e
p
y: For an element zAK ; xz and
yz denote the p-adic number such that z ¼ xz þ
ﬃﬃ
e
p
yz in what follows. If we set
Qþp :¼ fz%z : zAK\f0gg ¼ fx2  ey2 : x; yAQp; ðx; yÞað0; 0Þg;
then it can be veriﬁed thatQþp is a subgroup of index 2 in the multiplicative group Q

p
of nonzero p-adic numbers [2].
We deﬁne a norm jj jje on K by jjzjje :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jz%zjp
q
for zAK : Then we have
jjzjje ¼ maxfjxzjp; jyzjpg; ð1Þ
ARTICLE IN PRESS
K. Yasuda / Journal of Functional Analysis 216 (2004) 422–454424
and therefore
Qþp ¼ fxAQp : jxjp ¼ p2m; mAZg: ð2Þ
We deﬁne the p-adic upper half-plane by
Hþp ¼ Hþp ðeÞ :¼ fzAK : yzAQþp g:
If a; b; c; d are p-adic numbers such that ad  bc ¼ 1 and if zAHþp ; then z0 ¼
ðbz þ dÞ1ðaz þ cÞ belongs to Hþp : Let G be the group of fractional-linear
transformations on Hþp :
G :¼ gðzÞ ¼ az þ c
bz þ d : ad  bc ¼ 1

 
:
Elements in the group G are interpreted as matrices g ¼ a
c
b
d
 
with determinant
ad  bc ¼ 1; via the identiﬁcation
G ¼ SLð2;QpÞ=f7Ig gðzÞ ¼
az þ c
bz þ d2g ¼
a b
c d
  
;
where I ¼ 1
0
0
1
 
: It can be veriﬁed that the upper half-plane Hþp is a homogeneous
space relative to the action of the group G: The concept of the upper half-plane on a
disconnected ﬁeld is introduced in a more general context in [2].
Notation. For rX0 and integers m; put
cðrÞ :¼ expðrÞ þ expðrÞ  2;
rm :¼ c1ðp2mÞ:
We shall put
dðz; wÞ :¼ cosh1 1þ jjz  wjj
2
e
2jyzjpjywjp
 !
;
for z; wAHþp ; then we have:
Proposition 3. ðiÞ dðz; wÞ defines a metric on Hþp :
ðiiÞ For any gAG and z; wAHþp ; it holds that dðgz; gwÞ ¼ dðz; wÞ:
ðiiiÞ dðz; wÞ takes values in the countable set frmgmAZ,f0g:
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Proof. (i) The positivity and the symmetry are clear. Let us put
r :¼ 1þ jjz  wjj
2
e
2jyzjpjywjp
; s :¼ 1þ jjz  vjj
2
e
2jyzjpjyvjp
; t :¼ 1þ jjv  wjj
2
e
2jyvjpjywjp
;
for z; v; and w in Hþp : Then a triangle inequality dðz; wÞpdðz; vÞ þ dðv; wÞ reads
r þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2  1
p
pðs þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2  1
p
Þðt þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2  1
p
Þ;
which is equivalent to
rpst þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðs2  1Þðt2  1Þ
q
:
Our task is to show
I1 :¼ 2jjz  wjj2e jyvj2p
p 2jjz  vjj2e jyvjpjywjp þ 2jjv  wjj2e jyzjpjyvjp þ jjz  vjj2e jjv  wjj2e
þ jjz  vjjejjv  wjje
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð4jyzjpjyvjp þ jjz  vjj2e Þð4jyvjpjywjp þ jjv  wjj2e Þ
q
¼: I2:
We can assume jywjppjyzjp without loss of generality, and it sufﬁces to consider the
following four cases: (a) jyvjppjywjppjyzjp; (b) jywjpojyvjpojyzjp; (c) jywjpojyvjp ¼
jyzjp; and (d) jywjppjyzjpojyvjp: Our assertion easily follows from the non-
archimedean property of the p-adic norm.
(ii) Since any gAG is a product of matrices of the forms
g1 :¼
0 1
1 0
 
; g2ðaÞ :¼
a 0
0 a1
 
; g3ðbÞ :¼
1 b
0 1
 
(a; bAQp; aa0), it is sufﬁcient to prove the assertion for g of these types. Note that
ygz ¼
ðz%zÞ1yz if g ¼ g1;
a2yz if g ¼ g2ðaÞ;
ððbz þ 1Þðbz þ 1ÞÞ1yz if g ¼ g3ðbÞ:
8><>:
Then a simple computation proves the assertion.
(iii) It is immediate, since (1) and (2) imply that
jjzwjj2e
jyzjpjywjp ¼ p
2m for some
mAZ,fNg: &
The upper half-plane Hþp is complete and separable with respect to the metric d:
Let us put
Bðz; rÞ :¼ fwAHþp : dðz; wÞprg:
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Then it is both open and closed, and is given by
Bðz; rÞ
¼
fwAHþp : jxw  xzjppjyzjpcðrÞ1=2; jyw  yzjppjyzjpcðrÞ1=2g if ror0;S
sAZ
cðrÞ1=2ppspcðrÞ1=2
wAHþp :
jxw  xzjpppsjyzjpcðrÞ1=2
jywjp ¼ p2sjyzjp
( )
if rXr0:
8>><>>:
Note the metric dðz; wÞ is not non-archimedean, but the followings are satisﬁed only
for rpr0:
(i) If Bðz; rÞ-Bðz0; rÞaf; then Bðz; rÞ ¼ Bðz0; rÞ:
(ii) If Bðz; rÞ-Bðz0; rÞ ¼ f; then dðw; w0Þ is independent of the choice of the points
wABðz; rÞ and w0ABðz0; rÞ:
(iii) For mp0 and MXm; deﬁne
nðM; mÞ :¼
p2ðMmÞ if Mp 1;
ðp  1Þ1ðp2Mþ1  1Þ if MX0; m ¼ 0;
p2m1ðp2Mþ1  1Þ if MX0; ma0:
8><>:
Then the ball Bðz; rMÞ is the disjoint union of nðM; mÞ balls of radius rm:
Bðz; rMÞ ¼
XnðM;mÞ
k¼1
Bðwk; rmÞ; (w1;y; wnðM;mÞAHþp :
By virtue of (ii), we can deﬁne a distance between balls B1 and B2 of the same radius
rpr0 by
dðB1;B2Þ :¼
0 if B1 ¼ B2;
dðz1; z2Þ otherwise;


where z1 and z2 are arbitrarily chosen points in B1 and B2; respectively.
Let us provide the p-adic upper half-plane with an invariant Borel measure m
relative to the action of G: Since any two balls of the same radius are mapped to each
other by some transformation g in G; they necessarily have the same volume with
respect to m: If m is normalized so that mðBðz; r0ÞÞ ¼ 1; then by (iii) in the above, it is
required that the volume of a ball is given by
mðBðz; rMÞÞ ¼
nðM; 0Þ if MX0;
nð0; MÞ1 if Mo0:
(
ð3Þ
Conversely, we can see that the set function m deﬁned by (3) uniquely extends to a
Borel measure on Hþp satisfying mðgAÞ ¼ mðAÞ for any gAG and Borel sets A in Hþp :
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3. Discontinuous subgroup and fundamental domain
For the remainder of this paper, let G be a non-trivial discontinuous subgroup of
G consisting only of elements being conjugate to diagonal matrices. Put
ha :¼
a 0
0 a1
 
;
for aAQp; and in what follows let ggAG and agAQ

p be such that g ¼ g1g haggg;
jagjpX1:
Notation.
Sg :¼ fbAQp : g1g hbggAGg; Tg :¼ fbASg : jbjp ¼ 1g;
for gAG\fIg; and
G0 :¼ fgAG\fIg : SgaTgg:
It is easily seen that the sets Sg and Tg are subgroups of Q

p deﬁned independently
of the choice of gg; and that Tg is a subgroup of the cyclic group ðeÞ: If gAG0; then
there exists bgASg with jbgjp41; for which it holds that Sg ¼ fubng : uATg; nAZg:
Deﬁnition.
NðgÞ :¼ jagj2p; for gAG\fIg:
We can see that NðgÞ is deﬁned independently of the choice of ag: In case G is
torsion-free, N is related to the degree degðgÞ deﬁned in [5] by NðgÞ ¼ pdegðgÞ:
Lemma 4. For gAG\fIg; it holds that
inf
zAHp
dðz; gzÞ ¼ c1ðNðgÞÞ:
Proof. If we put w ¼ ggz; then it holds that dðz; gzÞ ¼ dðw; a2gwÞ: We see by deﬁnition
dðw; a2gwÞ ¼ cosh1 1þ
j1 a2g j2pðjxwj2p3jywj2pÞ
2jagj2pjywj2p
 !
:
If jagjp41; then j1 a2g jp ¼ ja2g jp follows from the non-archimedean property of the
p-adic norm. In case jagjp ¼ 1; ag belongs to Tg\f71g; and then we have j1 a2g jp ¼
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1 ¼ ja2g jp: Therefore it holds that
dðw; a2gwÞ ¼
c1ðNðgÞÞ if jxwjppjywjp;
c1 NðgÞjxwj
2
p
jywj2p
 !
if jxwjp4jywjp;
8><>:
and the assertion follows. &
Deﬁnition. An open subset F of Hþp is called a fundamental domain relative to a
subgroup L of G; if F satisﬁes the followings:
F-gF ¼ f for gAL; gaI ;[
gAL
gF ¼ Hþp :
Let us construct a fundamental domain relative to G: Put m0 ¼ 0 if G is torsion-
free, and m0 ¼ 1 otherwise. By Lemma 4, we have
inf
gAG\fIg;zAHþp
dðz; gzÞ4rm0 :
Choose an arbitrary point z1AHþp : Then we can see that Bðgz1; rm0Þ-Bðg0z1; rm0Þ ¼ f
if gag0: Put B1 :¼ Bðz1; rm0Þ; H1 :¼
P
gAG gB1 ¼
P
gAG Bðgz1; rm0Þ; and deﬁne the
subsets Hn ðn ¼ 1; 2;yÞ inductively as follows.
Suppose Hi are deﬁned for i ¼ 1;y; n  1: If Hþp ¼
Sn1
i¼1 Hi; let Bk ¼ Hk ¼ f for
all kXn: If Hþpa
Sn1
i¼1 Hi; then for any zAH
þ
p \,n1i¼1 Hi; it holds that dðz; z1Þ4rm0 :
Therefore we can take znAHþp \
Sn1
i¼1 Hi such that
dðzn; z1Þ ¼ inf
zAHþp \,n1i¼1 Hi
dðz; z1Þ: ð4Þ
Then,
Bðgzn; rm0Þ-Bðg0zn; rm0Þ ¼ f ð5Þ
follows for gag0; similarly as above. Put Bn :¼ Bðzn; rm0Þ and Hn :¼
P
gAG gBn ¼P
gAG Bðgzn; rm0Þ: We can verify that the Hn thus deﬁned satisfy
Hn-Hn0 ¼ fðnan0Þ; Hþp ¼
XN
n¼1
Hn:
Let us show thatF :¼PNi¼n Bn is a fundamental domain relative to G: It is clear that
F is open. We also notice that, if zeF then Bðz; rm0Þ-F ¼ f; and therefore F is
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closed. If we suppose that (zAF-gF ¼F-gF; then there exist n; n0X1 such that
zABðzn; rm0Þ-Bðgzn0 ; rm0Þ: Since Hn-Hn0 ¼ f for nan0; we have n ¼ n0; and then (5)
requires that g ¼ I : We can also see thatPgAG gF ¼PNn¼1 Hn ¼ Hþp : Thus we have
the following.
Proposition 5. There exist at most countably many balls Bðzn; r1Þ such that F ¼P
n Bðzn; r1Þ is a fundamental domain relative to G:
Remark 6. It can be veriﬁed that, a union of balls of radius r0 can be a fundamental
domain relative to F only if G is torsion-free.
4. Centralizers
For each gAG\fIg; we denote by Gg the centralizer of g in G:
Gg :¼ fg0AG : gg0 ¼ g0gg:
It can be veriﬁed that Gg is of the form
Gg ¼
fg1g heklgbnggg : 0pkp
p1
2lg
 1; nAZg if gAG0;
fg1g heklg gg : 0pkpp12lg  1g if geG0;
8<: ð6Þ
where lg is a divisor of ðp  1Þ=2; and bg is an element of Sg satisfying jbgjp41: With a
view to prove Theorem 1 in the following section, we shall here construct two
fundamental domains for the centralizer Gg:
Notation.
Dg :¼
[N
m¼N
[2lg1
l¼0
Bðelpm; pm1Þ ðCQpÞ;
Eg :¼
fyAQp : 1pjyjpojbgj2pg if gAG0;
Qp if geG
0;
(
Hg :¼fzAHþp : xzADg; yzAEgg;
Fg :¼
[
rAGg\G
rF;
where the union for Fg is taken over arbitrarily chosen representatives r’s for the
quotient space Gg\G:
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Proposition 7. ðiÞ Fg is a fundamental domain relative to Gg:
ðiiÞ g1g Hg is a fundamental domain relative to Gg:
Proof. (i) SinceFg is the union of balls of the same radius, it is easy to see thatFg is
open and closed.
Suppose that z belongs toFg-sFg ¼Fg-sFg for some sAGg: Then there exist
representatives r; r0 for Gg\G and w; w0AF such that z ¼ rw ¼ sr0w0; and hence
zArF-sr0F: We have then rr01 ¼ sAGg; and therefore r ¼ r0 and s ¼ I :
Take any zAHþp ; and let g
0AG and wAF be such that z ¼ g0w: If we let r be the
representative of Ggg0; then there exists sAGg such that z ¼ srwAsðrFÞCsFg: We
have thus proved that Hþp ¼
S
sAGg sFg:
(ii) It is easy to see that g1g Hg is open, and that
Hg ¼ fzAHþp : xzADg,f0g; yzAEgg:
Suppose that there exists z belonging to g1g Hg-sg1g Hg ¼ g1g Hg-sðg1g HgÞ for
some sAGg; and take wAHg and w0AHg such that z ¼ g1g w ¼ sg1g w0: Write s ¼
g1g hagg; where we can put a ¼ eklgbng or a ¼ eklg according to whether g is in G0 or
not. Then we have xw ¼ a2xw0 and yw ¼ a2yw0 ; in particular xw0a0: We notice that
n ¼ 0 in case gAG0; since 1pjyw0 jpojbgj2p and 1pjywjp ¼ jbgj2np jyw0 jpojbgj2p: Take
0pl; l0p2lg  1 and m; m0AZ such that xwABðelpm; pm1Þ; xw0ABðel0pm0 ; pm01Þ:
Then we have xw ¼ e2klgxw0ABðe2klgþl0pm0 ; pm01Þ; which requires that m ¼ m0; k ¼ 0;
and l ¼ l0: Thus we obtain ha ¼ I ; and consequently it follows that
g1g Hg-sg1g Hg ¼ f for saI :
In order to show that Hþp ¼
S
sAGg sg
1
g Hg; take any zAH
þ
p : In case geG
0 we put
a ¼ 1; and in case gAG0 we let n be the integer such that jbgj2np pjyggzjpojbgj2ðnþ1Þp ; and
put a ¼ bng : Then v :¼ a2yggz belongs to Eg: If xggz ¼ 0; put w :¼
ﬃﬃ
e
p
v and s :¼
g1g haggAGg: Then w belongs to Hg; and it holds that sðg1g wÞ ¼ z: In case xggza0;
write a2xggz ¼
PN
i¼m aip
i; am ¼ eqa0 with 0pqpp  2: Let k and l be the
integers satisfying q ¼ 2klg þ l; 0pkop  1
2lg
; 0plp2lg  1; and put u :¼
e2klga2xggz; w :¼ u þ
ﬃﬃ
e
p ðe2klgvÞ; s :¼ g1g heklgaggAGg: Then observing that
uABðelpm; pm1Þ; we obtain wAHg and sðg1g wÞ ¼ z: Thus our assertion
follows. &
5. Proof to Theorem 1
For the remainder of this paper, we assume the fundamental domain F
(equivalently the quotient space G\Hþp ) is compact.
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Deﬁnition. We say that elements g and g0 of G areE-equivalent ðgEg0Þ; if ag ¼ ekag0
holds for some integer k:
Deﬁnition. An element g0aI of G is said to be primitive, if g0 satisﬁes the following:
g0Eg
m; (gAG; (mX1 ) m ¼ 1:
Let P be an arbitrarily chosen set of representatives of E-equivalence classes of
primitive elements.
Recall that, for each lp0; the upper half-plane Hþp is the disjoint union of
countably many balls of radius rl : Let B
ðlÞ
i ði ¼ 1; 2;yÞ be the pairwise disjoint balls
of radius rl such that
PN
i¼1 B
ðlÞ
i ¼ Hþp ; and set BðlÞ :¼ fBðlÞi gi¼1;2;y: By the
assumption that F is compact, F is the disjoint union of a ﬁnite number of balls
belonging to Bð1Þ: Let us deﬁne
Il :¼
fiAN : BðlÞi CFg lp 1;
fiAN : BðlÞi -Fafg l ¼ 0;
(
dl :¼ xIl :
Note that dl1 ¼ p2dl holds for lp 1: For lp 1; n4l; and i; jAIl ; we set
tðlÞði; j; nÞ :¼ xfgAG : dðBðlÞi ; gBðlÞj Þ ¼ rng:
Let f be a non-negative function deﬁned on frmgmAZ,f0g: We assume that f is
continuous at 0 and satisﬁesX
nX0
tð1Þði; j; nÞf ðrnÞoþN; ð7Þ
for i; jAI1; and X
np1
p2nf ðrnÞ2oþN: ð8Þ
Note that (7) is implied by the convergence of the sum
P
nX0 p
2nf ðrnÞ; since
tð1Þði; j; nÞpnðn;1Þ  nðn  1;1Þ ¼ ðp2  1Þp2n:
Put pðz; wÞ :¼ f ðdðz; wÞÞ for z; wAHþp : Then we can verify the assumptions (7) and (8)
imply that p˜ðz; wÞ :¼PgAGpðz; gwÞ converges uniformly for z; wAF; and belongs to
L2ðFF; m mÞ: We adopt the natural identiﬁcation of L2ðFÞ; with the space
L2ðG\Hþp Þ of functions x deﬁned on the whole space Hþp such thatR
F jxðzÞj2mðdzÞoN and xðgzÞ ¼ xðzÞ for any gAG; zAHþp : We deﬁne an operator
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T on L2ðFÞ by
Txð	Þ :¼
Z
F
xðwÞp˜ð	; wÞmðdwÞ; xAL2ðFÞ:
We assume that the operator T is positive deﬁnite. Let flngn¼1;2;y be the set of
eigenvalues of T counting the multiplicities, and fxngn¼1;2;y a complete orthonormal
basis for L2ðG\Hþp Þ such that Txn ¼ lnxn ðn ¼ 1; 2;yÞ:
For gAG\fIg; let lg be the natural number determined by (6), and for gAG0; take
bgAQp as in (6), and put jbgjp ¼ pjg : Let us denote by ½g the conjugacy class in G
represented by g:
In order to derive the trace formula, we shall show the following.
Lemma 8. Let gAG\fIg and D be a fundamental domain relative to Gg: Then the value
of the integral
R
D pðz; gzÞmðdzÞ is independent of the choice of the fundamental domain
D:
Proof. Let D and D0 be fundamental domains relative to Gg: Since it
holds that D ¼PsAGg ðsD0-DÞ and D0 ¼PsAGg ðs1D-D0Þ up to m-zero sets,
we have Z
D
pðz; gzÞmðdzÞ ¼
X
sAGg
Z
sD0-D
pðz; gzÞmðdzÞ
¼
X
sAGg
Z
D0-s1D
pðz; sgs1zÞmðdzÞ
¼
X
sAGg
Z
D0-s1D
pðz; gzÞmðdzÞ
¼
Z
D0
pðz; gzÞmðdzÞ: &
Proof to Theorem 1. We have
Trace T ¼
XN
n¼1
ln ¼
Z
F
p˜ðz; zÞmðdzÞ
¼
X
gAG
Z
F
pðz; gzÞmðdzÞ
¼ f ð0ÞmðFÞ þ
X
½ga½I 
X
sA½g
Z
F
pðz; szÞmðdzÞ;
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where the ﬁrst sum of the last line is taken for the all distinct conjugacy classes
½ga½I  in G; and the second is for the elements sAG being conjugate to g: For s
being conjugate to g; we can take rAG such that s ¼ r1gr; while for r; r0AG;
r1gr ¼ r01gr0 holds if and only if r0r1 belongs to the centralizer Gg: Therefore we
have
X
sA½g
Z
F
pðz; szÞmðdzÞ ¼
X
rAGg\G
Z
F
pðz; r1grzÞmðdzÞ
¼
X
rAGg\G
Z
F
pðrz; grzÞmðdzÞ
¼
X
rAGg\G
Z
rF
pðz; gzÞmðdzÞ
¼
Z
Fg
pðz; gzÞmðdzÞ:
We apply Proposition 7 and Lemma 8 to proceed toZ
Fg
pðz; gzÞmðdzÞ ¼
Z
g1g Hg
pðz; gzÞmðdzÞ
¼
Z
Hg
pðg1g z; gg1g zÞmðdzÞ
¼
Z
Hg
pðz; a2gzÞmðdzÞ:
Put Rðl; m; jÞ :¼ fzAHþp : xzABðelpm; pm1Þ; jyzjp ¼ p2jg for 0plp2lg  1 and
m; jAZ: Then we can see mðRðl; m; jÞÞ ¼ pm2j1: For gAG0; we haveZ
Hg
pðz; a2gzÞmðdzÞ
¼
Xjg1
j¼0
XN
m¼N
X2lg1
l¼0
Z
Rðl;m;jÞ
f ðdðz; a2gzÞÞmðdzÞ
¼
Xjg1
j¼0
X2j
m¼N
X2lg1
l¼0
f ðc1ðNðgÞÞÞmðRðl; m; jÞÞ
(
þ
XN
m¼2jþ1
X2lg1
l¼0
f ðc1ðNðgÞp2ðm2jÞÞÞmðRðl; m; jÞÞ
)
¼ 2jglg ðp  1Þ1f ðc1ðNðgÞÞÞ þ
XN
n¼1
pn1f ðc1ðNðgÞp2nÞÞ
( )
:
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On the other hand, if geG0,fIg; then agASg\f71g; and henceNðgÞ ¼ 1: Therefore
we have for geG0,fIg;Z
Hg
pðz; a2gzÞmðdzÞ ¼
XN
j¼N
XN
m¼N
X2lg1
l¼0
Z
Rðl;m;jÞ
f ðdðz; a2gzÞÞmðdzÞ
¼ 2lg
XN
j¼N
ðp  1Þ1f ðr0Þ þ
XN
n¼1
pn1f ðrnÞ
( )
:
Thus we obtain
XN
n¼1
ln
¼ f ð0ÞmðFÞ
þ 2ðp  1Þ1
X
½g
gAG0
jglg f ðc1ðNðgÞÞÞ
(
þ ð1 p1Þ
XN
n¼1
pnf ðc1ðNðgÞp2nÞÞ
)
þ 2ðp  1Þ1
X
½g
geG0,fIg
lg
XN
j¼N
f ðr0Þ þ ð1 p1Þ
XN
n¼1
pnf ðrnÞ
( )
: ð9Þ
Note that supposing G0aG\fIg; the last term of (9) diverges unless f ðrnÞ ¼ 0 for all
nX0: We will see afterwards in Proposition 16, that this fails for some f ; and
therefore G0 necessarily coincides with G\fIg provided F is compact. Thus the last
term disappears. Recalling (6), for every conjugacy class ½g with NðgÞa1; there
uniquely exist g0AP; kAf0; 1;y; p12lg0  1g; and mX1; satisfying ½g ¼ ½g
1
g0
heklg0 gg0g
m
0 ;
and it hold that lg ¼ lg0 ; jg ¼ jg0 ;Nðg0Þ ¼ p2jg ; andNðgÞ ¼Nðg0Þm: Considering this
correspondence, our assertion is immediate. &
6. G-invariant Markov processes on the half-plane
In this section we will construct Markov processes on the p-adic upper half-plane
with transition kernels being invariant by isometries.
Assume we are given a sequence u ¼ ðuðnÞÞnAZ of non-negative real numbers
satisfying
PN
n¼0 uðnÞoN: For every negative integer l; let BðlÞ ¼ fBðlÞi gi¼1;2;y
be the set of balls of radius rl as in the previous section, and deﬁne a subspace Fl of
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L2ðHþp Þ by
Fl :¼ f ¼
XN
j¼1
cjwBðlÞ
j
: B
ðlÞ
j AB
ðlÞ;
XN
j¼1
c2joþN
( )
:
Proposition 9. There exists a Markov process Xt ¼ XtðuÞ on the p-adic upper half-
plane Hþp ; whose generator A is identical with
Af ðzÞ ¼
Z
Hþp
ðf ðwÞ  f ðzÞÞr0ðdðz; wÞÞmðdwÞ; ð10Þ
for fA
S
lp1 Fl ; where r0ðrnÞ :¼ ð1 p1Þp2nuðnÞ: For every zAHþp ; the transition
function Ptðz; 	Þ of the process Xt has the Radon–Nikody´m derivative ptðz; 	Þ with
respect to m; which satisfies ptðz; wÞ ¼ ptðz0; w0Þ provided dðz; wÞ ¼ dðz0; w0Þ:
Proof. We begin with constructing a Markov chain on BðlÞ ¼ fBðlÞi gi¼1;2;y for every
lp 1: Put
vðl; mÞ :¼ p2muðl þ mÞ;
wðlÞ :¼  p1uð0Þ þ ð1 p2Þ
XN
n¼lþ1
uðnÞ;
for l; mAZ; and
a
ðlÞ
ij :¼
vðl; mÞ if iaj; dðBðlÞi ;BðlÞj Þ ¼ rlþm;
wðlÞ if i ¼ j;
(
We consider the Kolmogorov’s forward and backward equations
p
ðlÞ0
ij ðtÞ ¼
XN
k¼1
a
ðlÞ
ik p
ðlÞ
kj ðtÞ; ð11Þ
p
ðlÞ0
ij ðtÞ ¼
XN
k¼1
a
ðlÞ
kj p
ðlÞ
ik ðtÞ: ð12Þ
We can easily observe that a
ðlÞ
ij X0 ðiajÞ; aðlÞii p0; and
PN
j¼1 a
ðlÞ
ij ¼ 0; therefore there
exists a solution p
ðlÞ
ij ðtÞ to (11) and (12) satisfying
p
ðlÞ
ij ðtÞAC1; pðlÞij ðtÞX0; pðlÞij ð0Þ ¼ dij;
p
ðlÞ
ij ðs þ tÞ ¼
XN
k¼1
p
ðlÞ
ik ðsÞpðlÞkj ðtÞ: ð13Þ
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Here according to (12), it holds that
XN
j¼1
p
ðlÞ0
ij ðtÞ ¼
XN
j¼1
XN
k¼1
a
ðlÞ
kj p
ðlÞ
ik ðtÞ ¼
XN
k¼1
p
ðlÞ
ik ðtÞ
XN
j¼1
a
ðlÞ
kj ¼ 0:
Since
PN
j¼1 p
ðlÞ
ij ð0Þ ¼ 1 by the initial condition, we have
PN
j¼1 p
ðlÞ
ij ðtÞ ¼ 1 and hence
the solution is unique. By the symmetry a
ðlÞ
ij ¼ aðlÞji ; we can see that the solution
satisﬁes p
ðlÞ
ij ðtÞ ¼ pðlÞji ðtÞ:
For zAHþp ; lp 1; and a set J of natural numbers, take i such that zABðlÞi and put
Pt z;
X
jAJ
B
ðlÞ
j
 !
:¼
X
jAJ
p
ðlÞ
ij : ð14Þ
Then we can observe that (14) uniquely determines a Markov transition
function Ptðz; 	Þ on Hþp : For a more detailed argument in solving the equations
(11) and (12), we can refer to [1], where random walks on the p-adic ﬁeld are
constructed.
Let fTtgtX0 be the corresponding semigroup on L2ðHþp Þ:
Ttxð	Þ :¼
Z
Hþp
xðwÞPtð	; dwÞ; xAL2ðHþp Þ:
We can see that fTtg is a strongly continuous m-symmetric Markovian semigroup.
Let A be the generator of the semigroup fTtg: For lp 1 and zAHþp ; take iAN
such that zABðlÞi : Then for jAN; it follows from (12) that
Aw
B
ðlÞ
j
ðzÞ
¼
p1uð0Þ þ ð1 p2Þ PN
n¼lþ1
uðnÞ if i ¼ j;
p2muðl þ mÞ if iaj; dðBðlÞi ;BðlÞj Þ ¼ rlþm:
8><>: ð15Þ
Let us verify identity (10). For each kp 1; we can see thatZ
Bðz;rkÞc
r0ðdðz; wÞÞmðdwÞ ¼ ð1 p2Þ
X
l4k
uðlÞ  p1uð0Þ ¼: Ck
is a constant independent of z: For indicator functions f ¼ w
B
ðkÞ
j
; the assertion follows
immediately from (15). Let f ¼PNj¼1 ciwBðkÞ
j
AFk: Then, since f ðwÞ ¼ f ðzÞ for
ARTICLE IN PRESS
K. Yasuda / Journal of Functional Analysis 216 (2004) 422–454 437
wABðz; rkÞ; we have
A0f ðzÞ :¼
Z
Hþp
ðf ðwÞ  f ðzÞÞr0ðdðz; wÞÞmðdwÞ
¼
Z
Bðz;rkÞc
f ðwÞr0ðdðz; wÞÞmðdwÞ  Ckf ðzÞ:
We can see that this integral is constant in each ball of radius rk: Applying Schwarz’s
inequality and Fubini’s theorem, we obtain
jjA0f jjL2p
Z
Hþp
Ck
Z
Bðz;rkÞc
jf ðwÞj2r0ðz; wÞmðdwÞ
 !
mðdzÞ
 !1=2
þCkjjf jjL2
¼ 2Ckjjf jjL2 :
Therefore A0f belongs to Fk; and A0 deﬁnes a bounded operator on Fk: Since
A0f ¼ Af holds for ﬁnite linear sums f ¼
PN
j¼1 cjwBðkÞ
j
; our assertion follows
immediately.
Take any points zaw in Hþp ; and let l be sufﬁciently small negative integer so that
dðz; wÞ4rl : If we let w1 ¼ w; w2;y; wp2ABðw; rlÞ be such that Bðw; rlÞ ¼Pp2
r¼1 Bðwr; rl1Þ; then Eq. (12) leads us to
Pt
0ðz;Bðwr; rl1ÞÞ þ ðwðl  1Þ þ vðl  1; 1ÞÞPtðz;Bðwr; rl1ÞÞ
¼
XN
m¼1
ðvðl  1; mÞ  vðl  1; m þ 1ÞÞPtðz;Bðw; rlþm1ÞÞ:
Noting that the RHS is independent of r; the uniqueness of the solution implies that
Ptðz;Bðwr; rl1ÞÞ ¼ p2Ptðz;Bðw; rlÞÞ for r ¼ 1;y; p2; and therefore
Ptðz;Bðw; rl1ÞÞ
mðBðw; rl1ÞÞ ¼
Ptðz;Bðw; rlÞÞ
mðBðw; rlÞÞ :
Accordingly, if we put
ptðz; wÞ :¼ lim
l-N
Ptðz;Bðw; rlÞÞ
mðBðw; rlÞÞ ¼
Ptðz;Bðw; rl0ÞÞ
mðBðw; rl0ÞÞ
for zaw; l0 being any negative integer such that dðz; wÞ4rl0 ; and
ptðz; zÞ :¼
Z
Hþp \fzg
pt=2ðz; wÞ2mðdwÞ ðpþNÞ;
then ptðz; 	Þ gives the Radon–Nikody´m derivative for Ptðz; 	Þ:
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Let us show that ptðz; wÞ ¼ ptðz0; w0Þ holds if dðz; wÞ ¼ dðz0; w0Þ: We shall see that,
for every kp 1 and NX0; there exists a function gðkÞN such that
ANwBðw;rkÞðzÞ ¼ g
ðkÞ
N ðdðz; wÞÞ: ð16Þ
We have by (i) that ANwBðw;rkÞAFk for every wAH
þ
p ; therefore (16) implies in
particular that g
ðkÞ
N ðdÞ ¼ gðkÞN ð0Þ for dprk: For N ¼ 0; the assertion is clear. Assume
(16) for NpN0: Then (10) implies that
AN0þ1wBðw;rkÞðzÞ ¼
Z
Bðz;rkÞc
ðgðkÞN0 ðdðz; wÞÞ  g
ðkÞ
N0
ðdðv; wÞÞÞr0ðdðz; vÞÞmðdvÞ
¼ ðgðkÞN0 ðdðz; wÞÞ  g
ðkÞ
N0
ð0ÞÞr0ðdðz; wÞÞmðBðw; rkÞÞ
þ
X
m;nXkþ1
ðgðkÞN0 ðdðz; wÞÞ  g
ðkÞ
N0
ðrnÞÞr0ðrmÞmðSm;nðz; wÞÞ;
if dðz; wÞ4rk; where Sm;nðz; wÞ :¼ fvAHþp : dðz; vÞ ¼ rm; dðw; vÞ ¼ rng: We can
observe that, for any integers m and n; mðSm;nðz; wÞÞ is a function of dðz; wÞ:
Consequently, the RHS is a function of dðz; wÞ; and (16) is proved by induction. If
zaw; then take negative integer k0 such that dðz; wÞ4rk0 : Since A is a bounded
operator on Fk0 by (i), we obtain from (16) that
ptðz; wÞ ¼ mðBðw; rk0ÞÞ1TtwBðw;rk0 ÞðzÞ
¼ nð0; k0Þ
XN
N¼0
tN
N!
ANwBðw;rk0 ÞðzÞ;
being a function of dðz; wÞ: We can also see by deﬁnition that ptðz; zÞ is independent
of z: &
7. Markov processes on the fundamental domain and eigenvalues of the generators
Let a sequence u ¼ ðuðnÞÞnAZ of non-negative numbers with
PN
n¼1 uðnÞoþN be
given, and let ðXt; PtÞ be the associated Markov process on the p-adic upper half-
plane given in Section 6. For zAF and a Borel set BCF; put
ePtðz; BÞ :¼X
gAG
Ptðz; gBÞ:
Let f eTtgtX0 be the semigroup on L2ðFÞ ¼ L2ðG\Hþp Þ corresponding to the Markov
transition function ePtðz; 	Þ: Since ePtðz;BðlÞj Þ ¼ ePtðw;BðlÞi Þ holds for i; jAIl ; zABðlÞi ;
and wABðlÞj ; we can show easily that f eTtg is a strongly continuous mjF-symmetric
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Markovian semigroup. If we put eptðz; wÞ :¼PgAGptðz; gwÞ for z; w in the
fundamental domain F; then ePtðz; 	Þ is a Markov transition function on F with
kernel eptðz; 	Þ: Let eXt ¼ eXtðuÞ be the Markov process on F with transition functionePt: In this section we observe the eigenvalues of the generator  eA of the process.
We have
eAw
B
ðlÞ
j
ðzÞ ¼
p1uð0Þ þ PN
n¼lþ1
ð1 p2  p2ðnlÞtðlÞðj; j; nÞÞuðnÞ if zABðlÞj ;
 PN
n¼lþ1
p2ðnlÞtðlÞði; j; nÞuðnÞ if zABðlÞi aBðlÞj :
8>><>>:
For lp 1 and a vector b ¼ ðbiÞiAIlACdl ; we denote by xb the linear sum of
characteristic functions of B
ðlÞ
i for iAIl ; given by xb :¼
P
iAIl biwBðlÞ
i
: For a vector
b ¼ ðbiÞiAI0ACd0 ; put xb :¼
P
iAI0 biwBð0Þ
i
-F: For lp0; let us deﬁne a function space
V ðlÞ :¼ fxb : bACdlg:
For lp 1; jAIlþ1; and iAIl ; let us write i!
ðlÞ
j if B
ðlÞ
i CB
ðlþ1Þ
j ; and for each jAIlþ1
deﬁne a subspace W
ðlÞ
j of V
ðlÞ by
W
ðlÞ
j :¼ xbAV ðlÞ : bi ¼ 0 if iE
ðlÞ
j;
X
i!
ðlÞ
j
bi ¼ 0
8><>:
9>=>;:
Then we can easily verify that, for each lp 1 an orthogonal decomposition
V ðlÞ ¼ M
jAIlþ1
W
ðlÞ
j
 !
"V ðlþ1Þ
holds. Inductively, we obtain
[
lp1
V ðlÞ ¼ M
lp1
M
jAIlþ1
W
ðlÞ
j
 !
"V ð0Þ;
where we note that dimð"jAIlþ1 W ðlÞj Þ ¼ dl  dlþ1 for lp 1:
Lemma 10. There exists an orthogonal basis of L2ðG\Hþp Þ consisting of eigenfunctions
xb of eA which belong to Slp1 V ðlÞ:
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Proof. Suppose that fAL2ðG\Hþp Þ satisﬁes ðxb; f ÞL2ðG\Hþp Þ ¼ 0 for all lp 1 and any
eigenfunction xb of eA belonging to V ðlÞ: For each lp 1; take basis bk ðk ¼
1;y; dlÞ of Cdl consisting of eigenvectors of CðlÞ; and put f :¼ ðfiÞiAIlACdl ; fi :¼
ðw
B
ðlÞ
i
; f ÞL2ðG\Hþp Þ: Then we have ðbk; fÞ ¼ ðxbk ; f ÞL2ðG\Hþp Þ ¼ 0 for all k; and hence f ¼ 0:
Since the sets B
ðlÞ
i (lp 1; iAIl) generate Borel sets in F; f ¼ 0 follows. &
Here let us deﬁne a dl  dl matrix CðlÞ ¼ CðlÞðG; uÞ :¼ ðcðlÞij Þi;jAIl for lp 1; and a
d0  d0 matrix Q ¼ QðG; uÞ :¼ ðqijÞi;jAI0 ; the both associated with G and the process
XtðuÞ by the following:
c
ðlÞ
ij :¼
XN
n¼lþ1
p2ðnlÞtðlÞði; j; nÞuðnÞ; i; jAIl ;
qij :¼
xfkAI1 : k !
ð1Þ
jgðcð1Þj0j0 þ p2uð0ÞÞ i ¼ jAI0;
xfkAI1 : k !
ð1Þ
jgcð1Þi0j0 iajAI0;
8>><>:
where i0; j0AI1 are such that i0 !
ð1Þ
i and j0 !
ð1Þ
j: We can see qij is deﬁned
independently of the choice of such i0 and j0 (see the proof to Proposition 11).
Let lp 1; xbAV ðlÞ; and take ziABðlÞi for each iAIl : TheneAxbðziÞ
¼ bi p1uð0Þ þ
XN
n¼lþ1
ð1 p2  p2ðnlÞtðlÞði; i; nÞÞuðnÞ
 !

X
jAIl
jai
bj
XN
n¼lþ1
p2ðnlÞtðlÞði; j; nÞuðnÞ: ð17Þ
This formula indicates that xb is an eigenfunction of eA if and only if b is an
eigenvector of the matrix CðlÞ; and the eigenvalue of eA corresponding to an
eigenfunction xb is given by a p1uð0Þ þ ð1 p2Þ
PN
n¼lþ1 uðnÞ; a being the
eigenvalue of CðlÞ associated with b:
Proposition 11. For any lp 1 and jAIlþ1; every element xb of W ðlÞj is an
eigenfunction of eA with eigenvalue
sl :¼ p1uð0Þ þ uðl þ 1Þ þ ð1 p2Þ
XN
n¼lþ2
uðnÞ:
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Proof. It sufﬁces to show that every vector b ¼ ðbiÞiAIl such that bi ¼ 0 for iE
ðlÞ
j andP
i!
ðlÞ
j
bi ¼ 0 is an eigenvector of the matrix CðlÞ with eigenvalue a ¼ p2uðl þ 1Þ: If
i; kAIl ; iak; and i!
ðlÞ
j; then we can see that
dðBðlÞi ;BðlÞk Þ
¼ rlþ1 if k!
ðlÞ
j;
4rlþ1 otherwise:
8<: ð18Þ
Let us show that, if gAG\fIg; nXl þ 1; and i; k!
ðlÞ
j; then
dðBðlÞi ; gBðlÞk Þ ¼ rn3dðBðlÞk ; gBðlÞk Þ ¼ rn: ð19Þ
In case nXl þ 2; dðBðlÞi ; gBðlÞk Þ ¼ rn implies that gBðlÞk gBðlþ1Þj ; then we can see that
dðBðlÞk ; gBðlÞk Þ ¼ dðBðlÞi ; gBðlÞk Þ: Since BðlÞk ;BðlÞi agBðlÞk ; we have
dðBðlÞi ; gBðlÞk Þ ¼ rlþ13 gBðlÞk CBðlþ1Þj
3 dðBðlÞk ; gBðlÞk Þ ¼ rlþ1;
and thus (19) is proved.
We can see similarly that
dðBðlÞi ; gBðlÞh Þ ¼ dðBðlÞk ; gBðlÞh Þ ð20Þ
holds for gAG; i; k!
ðlÞ
j; and hAIl such that hE
ðlÞ
j: We bring together (18), (19), and
(20), to conclude that
tðlÞði; i; nÞ ¼ tðlÞðk; i; nÞ ¼ tðlÞði; k; nÞ ¼ tðlÞðk; k; nÞ if nXl þ 2; i; k!
ðlÞ
j;
tðlÞði; k; l þ 1Þ ¼ tðlÞðk; k; l þ 1Þ þ 1 if i; k!
ðlÞ
j; iak
and
tðlÞði; h; nÞ ¼ tðlÞðk; h; nÞ if nXl þ 1; i; k!
ðlÞ
j; hE
ðlÞ
j:
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Therefore, for i; k!
ðlÞ
j ðiakÞ and hE
ðlÞ
j; we obtain c
ðlÞ
i;i ¼ cðlÞk;k; cðlÞi;k ¼ cðlÞk;k þ p2uðl þ
1Þ; and cðlÞi;h ¼ cðlÞk;h: Then a simple computation leads to CðlÞb ¼ p2uðl þ 1Þb: &
For b ¼ ðbjÞjAI0ACd0 ; deﬁne eb ¼ ðebiÞiAI1ACd1 by ebi ¼ bj if i !ð1Þ j: Then, since
xb ¼
P
iAI1
ebiwBð1Þ
i
; a function xbAV ð0Þ is an eigenfunction of eA if and only if eb is an
eigenvector of Cð1Þ: On the other hand, for aAC; the equation Cð1Þeb ¼ aeb is
equivalent to Qb ¼ ðaþ p2uð0ÞÞb: Consequently, xbAV ð0Þ is an eigenfunction
of eA if and only if b is an eigenvector of the matrix Q; and the eigenvalue
of eA corresponding to an eigenfunction xbAV ð0Þ is given by b p1uð0Þ þ uð0Þ þ
ð1 p2ÞPNn¼1 uðnÞ; b being the eigenvalue of Q associated with b: Thus we
have proved:
Theorem 12. The complete system of eigenvalues of eA is given by
sl :¼ p1uð0Þ þ uðl þ 1Þ þ ð1 p2Þ
XN
n¼lþ2
uðnÞ;
with multiplicity dl  dlþ1 for lp 1; and
yk :¼ bk þ ð1 p1Þuð0Þ þ ð1 p2Þ
XN
n¼1
uðnÞ;
for 1pkpd0; where b1;y; bd0 are the eigenvalues of the matrix Q:
Corollary 13. For t40; the transition operator eTt is of trace class if and only if
X1
l¼N
p2lexp t uðlÞ þ ð1 p2Þ
XN
n¼lþ1
uðnÞ
 ! !
oN: ð21Þ
Proof. Notice that dl  dlþ1 ¼ ð1 p2Þp2ðlþ1Þd1 if lp 2: Then the
assertion is clear, since Traceð eTtÞoN if and only if P1l¼N ðdl  dlþ1Þ
expðtslÞoN: &
If convergence (21) holds, then it follows that
N4Traceð eTtÞ ¼Traceð eTt=2 eTt=2Þ
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¼
Z
FF
ept=2ðz; wÞ2mðdzÞmðdwÞ
¼
Z
F
ept=2ðz; zÞmðdzÞ:
Therefore, the Trace Formula is valid for T ¼ eTt; t40:
8. Transition densities
In this section, we shall observe the density functions for the processes. According
to Proposition 9, the densities are represented as ptðz; wÞ ¼ ftðdðz; wÞÞ with some
functions ft: We notice that if uðnÞ ¼ 0 for n4n0 and uðn0Þa0 for some n0p0; then
the process is supported by the ball of radius rn0 centered at the starting point. On the
other hand, in case uðnÞa0 for some nX1; the process is supported by the whole
space Hp; and it is not easy to ﬁnd a solution to Eqs. (22) and (23). Instead, let us
look into the Green functions
pMðxÞ :¼
Z þN
0
ftðrMÞextdt; x40;
for MAfNg,Z; with a convention rN :¼ 0:
Proposition 14. ðiÞ If uðnÞ ¼ 0 for nX0; then
ftðrMÞ
¼
ð1 p1Þ2ð1þ p1Þ P
Nokpn01
p2ketsk
þ ð1 p1Þp2n0 if M ¼ N;
ð1 p1Þp2MetsM1
þ ð1 p1Þ2ð1þ p1Þ P
Mpkpn01
p2ketsk
þ ð1 p1Þp2n0 if NoMpn0;
0 if M4n0;
8>>>>>>>>>>><>>>>>>>>>>>:
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where n0 ¼ maxfn : uðnÞa0g:
ðiiÞ If uðnÞ ¼ 0 for nX1 and if uð0Þa0; then
ftðrMÞ
¼
1 p1 2 1þ p1  P
Nokp2
p2ketsk þ p2  p  1 ets1 þ 1 if M ¼ N;
 1 p1 p2MetsM1
þ 1 p1 2 1þ p1  P
Mpkp2
p2ketsk
þ p2  p  1 ets1 þ 1 if NoMp 1;
1 ets1 ifM ¼ 0;
0 ifM40:
8>>>>>>>>>>>>><>>>>>>>>>>>>>:
Proof. For every lp 1; we can put pðlÞij ðtÞ ¼ gðlÞt ðdðBðlÞi ;BðlÞj ÞÞ with some function
g
ðlÞ
t : Eqs. (11) and (12) are equivalent to
d
dt
g
ðlÞ
t ð0Þ ¼ wðlÞgðlÞt ð0Þ þ
X
MXlþ1
ðnðM; lÞ  nðM  1; lÞÞvðl; M  lÞgðlÞt ðrMÞ; ð22Þ
d
dt
g
ðlÞ
t ðrMÞ ¼ vðl; M  lÞgðlÞt ð0Þ  wðlÞgðlÞt ðrMÞ
þ
X
m;nXlþ1
YðlÞm;nðMÞvðl; m  lÞgðlÞt ðrnÞ; MXl þ 1; ð23Þ
where YðlÞm;nðMÞ stands for the number of distinct balls BðlÞ of radius rl such that
dðBðlÞ;BðlÞi Þ ¼ rm and dðBðlÞ;BðlÞj Þ ¼ rn; provided BðlÞi and BðlÞj are such that
dðBðlÞi ;BðlÞj Þ ¼ rM : We can see that YðlÞm;nðMÞ is independent of the choice of such
balls B
ðlÞ
i and B
ðlÞ
j :
In case uðnÞ ¼ 0 for all n40; we can directly solve Eqs. (22) and (23). If uðnÞ ¼ 0
for nXn0 þ 1 and uðn0Þa0 for some n0p 1; it can be veriﬁed that the following
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solves the equations:
g
ðlÞ
t ðrMÞ
¼
p2l ð1 p2Þ P
lpkpn01
p2ketsk þ p2n0
 !
if M ¼ N;
p2l p2MetsM1 þ ð1 p2Þ P
Mpkpn01
p2ketsk þ p2n0
 !
if l þ 1pMpn0;
0 if M4n0:
8>>>><>>>>:
For the case uðnÞ ¼ 0 ðnX1Þ and uð0Þa0; Eqs. (22) and (23) are solved by
g
ðlÞ
t ðrMÞ
¼
p2l ð1 p1Þ1 þ ð1 p2Þ P
lpkp2
p2ketsk
 
þ ð1 p1Þ1ðp2  p  1Þets1

if M ¼ N;
p2l ð1 p1Þ1  p2MetsM1

þ ð1 p2Þ P
Mpkp2
p2ketsk
þ ð1 p1Þ1ðp2  p  1Þets1

if l þ 1pMp 1;
p2lð1 p1Þ1ð1 ets1Þ if M ¼ 0;
0 if M40;
8>>>>>>>>>><>>>>>>>>>>:
Applying the above to ftðdÞ ¼ liml-N mðBð; rlÞÞ1gðlÞt ðdÞ; (i) and (ii) follow
immediately. &
Put
sðxÞ ¼ ð2ð1 p1Þuð1ÞÞ1 xþ ð1 p1Þð1þ p2Þuð1Þ

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxþ ð1 p1Þ2ð1þ p1Þuð1ÞÞðxþ ð1 p1Þ3uð1ÞÞ
q 
;
cðxÞ ¼ p
2
ð1 p1Þðxþ ð1 p2Þð1 sÞuð1ÞÞ;
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and
fð1ÞN ðxÞ
¼ ðxþ ð1 p1Þuð0Þ þ ð1 p2Þuð1ÞÞ1cðxÞp2ð1 p1Þ
 ðxþ p2uð0Þ þ ð1þ 2p2 þ p3Þuð1ÞsðxÞ þ ð1 p2Þuð1ÞÞ;
Then we have the following:
Proposition 15. If uðnÞ ¼ 0 for nX2 and if uð1Þa0; then we have
pMðxÞ ¼
pðp  1Þfð1ÞN ðxÞ
þð1 p1Þ2ð1þ p1Þ P
Nokp2
p2k
sk þ x if M ¼ N;
pðp  1Þfð1ÞN ðxÞ
þð1 p1Þ2ð1þ p1Þ P
Mpkp2
p2k
sk þ x
 p2ð1 p1Þ p
2ðM1Þ
sM1 þ x if NoMp 1;
p2ð1 p1Þ2cðxÞðuð0Þ þ ð1þ p1Þuð1ÞsðxÞÞ
xþ ð1 p1Þuð0Þ þ ð1 p2Þuð1Þ if M ¼ 0;
pðp  1ÞcðxÞsðxÞM if MX1:
8>>>>>>>>>>>><>>>>>>>>>>>>:
Proof. Put p
ðlÞ
ij ðtÞ ¼ gðlÞt d BðlÞi ;BðlÞj
  
; and
fðlÞM ðxÞ :¼
Z þN
0
g
ðlÞ
t ðrMÞext dt; x40;
for lp 1; and MXl þ 1 or M ¼ N: Then the functions fðlÞM ðxÞ enjoy the
equations
1þ xfðlÞNðxÞ ¼  wðlÞfðlÞNðxÞ
þ
X
MXlþ1
ðnðM; lÞ  nðM  1; lÞÞvðl; M  lÞfðlÞM ðxÞ
ð24Þ
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and
xfðlÞM ðxÞ ¼ vðl; M  lÞfðlÞNðxÞ  wðlÞfðlÞM ðxÞ
þ
X
m;nXlþ1
YðlÞm;nðMÞvðl; m  lÞfðlÞn ðxÞ; MXl þ 1: ð25Þ
In case uðnÞ ¼ 0 for nX2 and uð1Þa0; the above equations are reduced to
 1þ xfðlÞNðxÞ
¼ p1uð0Þ  ð1 p2Þ
X
lþ1pkp1
uðkÞ
 !
fðlÞNðxÞ
þ
X
lþ1pnp1
ð1 p2ÞuðnÞfðlÞn ðxÞ  p1uð0ÞfðlÞ0 ðxÞ; ð26Þ
xfðlÞM ðxÞ
¼ p2ðlMÞuðMÞfðlÞNðxÞ þ ð1 p2ÞuðMÞ
X
lþ1pnpM1
p2ðnMÞfðlÞn ðxÞ
þ p1uð0Þ  p2uðMÞ  ð1 p2Þ
X
Mþ1pkp1
uðkÞ
 !
fðlÞM ðxÞ
þ
X
Mþ1pnp1
ð1 p2ÞuðnÞfðlÞn ðxÞ  p1uð0ÞfðlÞ0 ðxÞ; for l þ 1pMp0; ð27Þ
xfðlÞ1 ðxÞ
¼ p2ðl1Þuð1ÞfðlÞNðxÞ þ ð1 p2Þuð1Þ
X
lþ1pnp1
p2ðn1ÞfðlÞn ðxÞ
þ p2ð1 p1  p2Þuð1ÞfðlÞ0 ðxÞ  ð1 p1Þð1þ p2Þuð1ÞfðlÞ1 ðxÞ
þ ð1 p1Þuð1ÞfðlÞ2 ðxÞ; ð28Þ
xfðlÞM ðxÞ
¼ p2ð1 p1Þuð1ÞfðlÞM1ðxÞ  ð1 p1Þð1þ p2Þuð1ÞfðlÞM ðxÞ
þ ð1 p1Þuð1ÞfðlÞMþ1ðxÞ; for MX2: ð29Þ
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Take l ¼ 1; and put fð1ÞM ðxÞ ¼ csM for MX1: Then by (29), s solves the quadratic
equation
ð1 p1Þuð1Þs2  ðxþ ð1 p1Þð1þ p2Þuð1ÞÞs þ p2ð1 p1Þuð1Þ ¼ 0:
We note that g
ð1Þ
t ð0Þ þ
P
MX0 ðnðM;1Þ  nðM  1;1ÞÞgð1Þt ðrMÞ ¼ 1; and there-
fore the series
P
MX1 p
2Mg
ð1Þ
t ðrMÞ converges. Then s is necessarily such that
0osop2; and hence we have
s ¼ sðxÞ ¼ ð2ð1 p1Þuð1ÞÞ1 xþ ð1 p1Þð1þ p2Þuð1Þ


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxþ ð1 p1Þ2ð1þ p1Þuð1ÞÞðxþ ð1 p1Þ3uð1ÞÞ
q 
:
Eqs. (26)–(28) require that
c ¼ cðxÞ ¼ p
2
ð1 p1Þðxþ ð1 p2Þð1 sÞuð1ÞÞ;
and we obtain the solution for l ¼ 1 as follows:
fð1ÞM ðxÞ
¼
cp2ð1 p1Þðxþ p2uð0Þ þ ð1þ 2p2 þ p3Þuð1Þs þ ð1 p2Þuð1ÞÞ
xþ ð1 p1Þuð0Þ þ ð1 p2Þuð1Þ if M ¼ N;
cð1 p1Þðuð0Þ þ ð1þ p1Þuð1ÞsÞ
xþ ð1 p1Þuð0Þ þ ð1 p2Þuð1Þ if M ¼ 0;
csM if MX1:
8>><>>>:
On the other hand, (22)–(23) yield g
ðlÞ
t ðrlþ1Þ ¼ gðlÞt ð0Þ  etsl : Combining this with
the additivity g
ðlþ1Þ
t ð0Þ ¼ gðlÞt ð0Þ þ ðp2  1ÞgðlÞt ðrlþ1Þ; we can derive by induction that
g
ðlÞ
t ð0Þ ¼ p2ðlþ1Þgð1Þt ð0Þ þ ð1 p2Þ
X
0pkpl2
p2ketslþk :
Then we obtain that
g
ðlÞ
t ðrMÞ
¼ ðnðM; lÞ  nðM  1; lÞÞ1ðgðMÞt ð0Þ  gðM1Þt ð0ÞÞ
¼ p2lðp2gð1Þt ð0Þ þ ð1 p2Þ
X
Mpkp2
p2ketsk  p2MetsM1Þ;
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for l þ 1pMp 1; and
g
ðlÞ
t ðrMÞ ¼
nðM;1Þ  nðM  1;1Þ
nðM; lÞ  nðM  1; lÞ g
ð1Þ
t ðrMÞ ¼ p2ðlþ1Þgð1Þt ðrMÞ;
for MX0: Taking the Laplace transform of
ftðdÞ ¼ lim
l-N
mðBð; rlÞÞ1gðlÞt ðdÞ;
we conclude (iii). &
Here let us give a proof to the deferred assertion in Section 5:
Proposition 16. If F is compact, then G0 ¼ G\fIg:
Proof. Take fuðnÞg so that uð0Þ ¼ 0 ðnX1Þ; uð0Þa0; and (21) is fulﬁlled, and apply
formula (9) to f ¼ ft: Supposing G0aG\fIg; we have ptðz; wÞ40 for dðz; wÞ ¼ r0
resulting the divergence of the RHS, while Corollary 13 assures the convergence of
the LHS. Hence G0 necessarily coincides with G\fIg: &
9. Proof to Theorem 2 and corollaries
In this section we shall prove Theorem 2 describing the distribution
nðp2NÞ :¼ xfg0AP : Nðg0Þ ¼ p2Ng; NX1;
and show corollaries of the theorem.
Deﬁne a d0  d0 matrix P ¼ PðGÞ ¼ ðpijÞi;jAI0 ; with
pij :¼ p
4
1 p2 x kAI1 : k !
ð1Þ
j

 
xfgAG : dðBð0Þi ; gBð0Þj Þ ¼ r1g;
and let d1; d2;y; dd0 be the eigenvalues of the matrix P counting the multiplicities.
We can see that P deﬁnes a Markov chain M ¼ fMngn¼1;2;y on the set of balls
fBð0Þi giAI0 ; with an invariant measure
pj :¼ x kAI1 : k !
ð1Þ
j

 
:
Therefore P has the maximum eigenvalue 1 with the multiplicity h1 being equal to
the number of the irreducible classes of the Markov chain determined by P:
We shall examine what the Trace Formula tells about torsion elements of G; when
applied to the case uðnÞ ¼ 0 ðn40Þ; uð0Þa0: Applying the explicit form of the
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density function, Theorem 1 reads
X
lp1
ðdl  dlþ1Þetsl þ
X
1pkpd0
etyk
¼ mðFÞ ð1 p1Þ2ð1þ p1Þ
X
lp2
p2letsl þ ðp2  p  1Þets1 þ 1
 !
þ 2ðp  1Þ1
X
fggafIg
NðgÞ¼1
jglgð1 ets1Þ:
Since sl40 for lp 1; taking limit as t-þN; the RHS tends to mðFÞ þ 2ðp 
1Þ1PfggafIg
NðgÞ¼1
jglg; while the LHS tends to the multiplicity of the eigenvalue 0 of the
generator  eA of the process. Since the process generated by  eA is supported by the
balls of radius r0 including its starting point, the multiplicity of 0 is equal to d0; the
number of those balls of radius r0 which intersect F: Therefore yk’s are all equal to
0, and we obtain
d0 ¼ mðFÞ þ 2ðp  1Þ1
X
fggafIg
NðgÞ¼1
jglg: ð30Þ
Now we shall turn into the case uðnÞ ¼ 0 for n41 and uð1Þa0: It is easy to verify
that the Laplace transforms of the both sides of the trace formula converge, if and
only if
X
lp1
1
p2l
P
kXl uðkÞ
oþN:
Under the assumption of this convergence, let us take the Laplace transform of each
term of the formula, to obtain
X
lp1
dl  dlþ1
sl þ x þ
X
1pkpd0
1
yk þ x
¼ pNðxÞmðFÞ þ 2ðp  1Þ1
X
fggafIg
NðgÞ¼1
jglg p0ðxÞ þ ð1 p1Þ
XN
n¼1
pnpnðxÞ
 !
þ 1
2
X
g0AP
XN
m¼1
logp Nðg0Þ pmjg0 ðxÞ þ ð1 p1Þ
XN
n¼1
pnpmjg0þnðxÞ
 !
:
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After some cancellations, we have
X
1pkpd0
1
yk þ x
¼  d1  d0
s1 þ x þ d1f
ð1Þ
N ðxÞ
þ 2ðp  1Þ1
X
fggafIg
NðgÞ¼1
jglg p0ðxÞ þ ð1 p1Þ
XN
n¼1
pnpnðxÞ
 !
þ
XN
N¼1
Nnðp2NÞ
XN
m¼1
pmNðxÞ þ ð1 p1Þ
XN
n¼1
pnpmNþnðxÞ
 !
:
Take a particular sequence with uð0Þ ¼ 0 and uð1Þ ¼ 1: Then we have s1 ¼ 1 p2;
and the eigenvalues yk’s of eA are represented by the eigenvalues dk’s of the matrix P
as yk ¼ ð1 p2Þðdk  1Þ: Change the variable x into s appeared in Section 8, and
apply (30) to the second term of the RHS, to obtain
XN
N¼1
Nnðp2NÞ s
N
1 sN
¼
X
1pkpd0
ðp1  sÞðp1 þ sÞ
s2 þ ðp1ð1 p1Þ  ð1þ p1ÞdkÞs þ p2 þ
p1d1s
1 s  d0
¼: GðsÞ: ð31Þ
On the other hand, we have
XN
N¼1
Nnðp2NÞ s
N
1 sN ¼
XN
N¼1
XN
k¼1
skNNnðp2NÞ
¼
XN
N¼1
X
Njm
smNnðp2NÞ
¼
XN
m¼1
X
Njm
Nnðp2NÞsm;
and then we notice by (31) that GðsÞ gives the generating function for the sequence
fPNjm Nnðp2NÞgmX1: Therefore we obtain
X
Njm
Nnðp2NÞ ¼ 1
2p
ﬃﬃﬃﬃﬃﬃ1p
Z
C
GðsÞ
smþ1
ds; mX1:
Applying Mo¨bius’ inversion formula, we obtain Theorem 2.
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Let h1 be the multiplicity of the maximum eigenvalue 1 of the matrix P: We can see
the rational function GðsÞ has a simple pole at s ¼ p2; which is the closest pole to
the origin. If P has ð1þ p1Þ1ð1 p1 þ 2p2Þ as an eigenvalue, we let h2 be its
multiplicity, and otherwise we put h2 ¼ 0: Note that s ¼ p2 is a pole of GðsÞ if and
only if h240: Then we can derive from Theorem 2 the following asymptotic behavior
of the distribution n:
Corollary 17 (Prime geodesic theorem).
nðp2NÞBN1p2Nðh1 þ ð1ÞNh2Þ; as N-þN:
Note that further estimates for the asymptotics of nðp2NÞ can be given inductively,
using the eigenvalues of the matrix P:
We shall extend the deﬁnition of Ihara zeta function even to G’s with torsions, by
ZGðuÞ :¼
Y
g0AP
ð1 ulogp Nðg0ÞÞ1:
Then we can easily see Theorem 2 implies that
ZGðuÞ ¼ exp
X
mX1
u2m
2mp
ﬃﬃﬃﬃﬃﬃ1p
Z
C
GðsÞ
smþ1
ds
¼ð1 u2Þp1d1detð1þ Ru2 þ p2u4Þ1; ð32Þ
where R :¼ ðp  1ÞI  pðp þ 1ÞP; and we obtain the following functional identity.
Corollary 18. Put FðuÞ :¼ ð1 u2Þp1d1u2d0 : Then we have
ZGðuÞFðuÞ ¼ ZGðp1u1ÞFðp1u1Þ:
We say that Ihara zeta function ZG satisﬁes ‘‘Riemann hypothesis’’ if the complex
numbers s such that ZGðpsÞ1 ¼ 0 and 0oRe so1 all satisfy Re s ¼ 12: If we let
Zk :¼ p þ 1þ pðp þ 1Þdk; k ¼ 1;y; d0; then by (32) we have
ZGðuÞ1 ¼ ð1 u2Þp
1d1
Yd0
k¼1
ðp2u4  Zku2 þ 1Þ:
Put ak :¼ Zkþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Z2
k
4p2
p
2
and bk :¼ Zk
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Z2
k
4p2
p
2
; then the equation ZGðpsÞ1 ¼ 0 has the
solutions s such that p2s ¼ 1 and p2s ¼ a1k ; b1k ðk ¼ 1;y; d0Þ: There exists a
solution s such that 0oRe so1; if and only if 1ojakj2op4 or 1ojbkj2op4 holds for
some k; and easy computation leads to the following criterion for the ‘‘Riemann
hypothesis’’:
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Corollary 19. Ihara zeta function ZG satisfies ‘‘Riemann hypothesis’’ if and only if
the eigenvalues dk ðk ¼ 1;y; d0Þ of the matrix P other than 1 and ð1þ p1Þ1
ð1 p1 þ 2p2Þ all satisfy p1pdkpð1þ p1Þ1ð3p1  p2Þ:
Remark 20. In case G is torsion free, we can verify that the above is equivalent to the
criterion given in [8], that ‘‘Riemann hypothesis’’ is true if and only if the
corresponding ðp þ 1Þ-regular graph is Ramanujan.
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