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Abstract—We present designs for exponential stabilization of
an ODE-heat PDE-ODE coupled system where the control actua-
tion only acts in one ODE. The combination of PDE backstepping
and ODE backstepping is employed in a state-feedback control
law and in an observer that estimates PDE and two ODE
states only using one PDE boundary measurement. Based on
the state-feedback control law and the observer, the output-
feedback control law is then proposed. The exponential stability
of the closed-loop system and the boundedness and exponential
convergence of the control law are proved via Lyapunov analysis.
Finally, numerical simulations validate the effectiveness of this
method for the “sandwiched” system.
Index Terms—backstepping, parabolic systems, ODE-PDE-
ODE, distributed parameter systems.
I. INTRODUCTION
a) Control of parabolic PDEs: Parabolic partial differ-
ential equations (PDEs) are predominately used in describing
fluid, thermal, and chemical dynamics, including many appli-
cations of sea ice melting and freezing [28], continuous casting
of steel [20] and lithium-ion batteries [15]. These therefore
give rise to related important control and estimation problems,
i.e., the boundary control and state observation of parabolic
PDEs in [11], [14], [6], [19], [5], [7], [8], [18] and [2], [22],
[23] respectively.
b) Control of parabolic PDE-ODE systems: In addi-
tion to the aforementioned works on parabolic PDEs, topics
concerning parabolic PDE-ODE coupled systems are also
popular, which have rich physical background such as coupled
electromagnetic, coupled mechanical, and coupled chemical
reactions [25]. Using the backstepping method, state-feedback
and output-feedback control designs of a class of heat PDE-
ODE couled systems were presented in [24], [26], [25]. The
problem of state-observation is addressed for some parabolic
PDE-ODE models in [1], [27]. The sliding model control was
proposed to achieve boundary feedback stabilization of a heat
PDE-ODE cascade system with external disturbances in [29].
c) Control of ODE-PDE-ODE systems: All aforemen-
tioned works consider actuation of PDE boundaries and ig-
nore the dynamics of the actuator. However, sometimes the
actuator dynamics may not be neglected, especially when
dominant time constants of the actuator are closed to those
of the plant. Considering the parabolic PDE-ODE coupled
system with ODE actuator dynamics, it gives rise to a more
challenging control/estimation problem of an ODE-PDE-ODE
“sandwiched” system. Fewer attempts have been made on
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the boundary control of such an ODE-PDE-ODE system or
PDE systems following ODE actuator dynamics where the
controller acts. The boundary control of a viscous Burgers’
equation with an integration at the input, which is regarded as
a first-order linear ODE in the input channel, was considered
in [17]. Backstepping state-feedback control design for a
transport PDE-ODE system where an integration at the input
of the transport PDE was proposed in [9]. The control problem
of an ODE with input delay and unmodeled bandwidth-
limiting actuator dynamics, which is represented by an ODE-
transport PDE-ODE system where the input ODE is first order,
is successfully addressed in [13]. Stabilization of 2×2 coupled
linear first-order hyperbolic PDEs sandwiched around two
ODEs was also achieved in [30].
In this paper, we use the combination of ODE backstepping
and PDE backstepping methods to exponentially stabilize an
ODE-heat PDE-ODE coupled system where the two ODEs
are of arbitrary orders. An observer is designed to estimate
all PDE and ODE states only using one PDE boundary value
and then the observer-based output feedback control law is
proposed.
d) Main contributions:
• This is the first result of stabilizing such an ODE-
parabolic PDE-ODE “sandwiched” system where the
control action only acts in one ODE.
• Compared with our previous work [30] where a state-
feedback control law was designed to stabilize the ODE-
hyperbolic PDE-ODE system with the second-order input
ODE and only a sketch of the design and analysis for an
arbitrary-order input ODE was provided, in the present
paper we extend the hyperbolic PDE to a parabolic PDE,
where challenges appear because of the higher order
spatial derivative and the inconformity between the orders
of time and spatial derivatives. In addition, we design
an observer to estimate all the states of the ODE-PDE-
ODE system only using one PDE boundary value, and
an output-feedback control law is proposed. Moreover,
more detailed control design and stability analysis of the
system where arbitrary-order ODEs sandwich around the
PDE are presented.
• Compared with the previous results about stabilizing
ODE-transport PDE-ODE systems where both ODEs
are first order [9], [13], [4], in addition to replacing
the transport PDE by a heat PDE, we achieve a more
challenging and general result where the orders of both
ODEs sandwiching the PDE are arbitrary.
e) Organization: The rest of the paper is organized
as follows. The concerned model is presented in Section
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2II. The state-feedback control design combining the PDE
backstepping and ODE backstepping is shown in Section III.
The observer design and the output-feedback control law with
stability analysis of the closed-loop system are proposed in
Section IV. The simulation results are provided in Section V.
The conclusion and future work are presented in Section VI.
Throughout this paper, the partial derivatives and total
derivatives are denoted as:
fx(x, t) =
∂f
∂x
, ft(x, t) =
∂f
∂t
,
∂mx f(x, t) =
∂mf
∂xm
, ∂mt f(x, t) =
∂mf
∂tm
,
f ′(x) =
df
dx
, f˙(t) =
df
dt
,
dmx f(x) =
dmf
dxm
, dmt f(t) =
dmf
dtm
.
II. PROBLEM STATEMENT
We consider the following system where two ODEs sand-
wich around a heat PDE as,
X˙(t) = AX(t) +Bux(0, t), (1)
ut(x, t) = quxx(x, t), (2)
u(0, t) = CXX(t), (3)
u(1, t) = CzZ(t), (4)
Z˙(t) = AzZ(t) +BzU(t), (5)
∀(x, t) ∈ [0, 1] × [0,∞), where X(t) ∈ Rn×1, Z(t) ∈ Rm×1
are ODE states, n,m ∈ N∗, N∗ denoting positive integers.
u(x, t) ∈ R are states of the PDE. A ∈ Rn×n, B ∈ Rn×1
satisfy that the pair [A,B] is controllable. CX ∈ R1×n and
q ∈ R are arbitrary. Az ∈ Rm×m is
Az =

0 1 0 0 · · · 0
0 0 1 0 · · · 0
...
0 0 0 0 · · · 1
a¯1 a¯2 a¯3 · · · a¯m−1 a¯m

m×m
, (6)
where a¯1, · · · , a¯m are arbitrary constants. Bz =
[0, 0, · · · , 1]T ∈ Rm×1, Cz = [1, 0, · · · , 0] ∈ R1×m.
Note that (Az, Bz) and (Az, Cz) are in the controllability
normal form and observability normal form respectively. U(t)
is the control input to be designed.
The control objective is to exponentially stabilize all ODE
states Z(t), X(t) and PDE states u(x, t) by designing a control
input U(t) in one ODE, and control input itself should be
guaranteed exponentially convergent as well.
The control design in this paper can be applied in the Stefan
problem describing the melting or solidification mechanism
with liquid-solid dynamics [16], i.e., heat PDE-ODE , driven
by a thermal actuator described by an ODE at the boundary
of the liquid phase.
III. STATE-FEEDBACK DESIGN
In this section, we combine the PDE backstepping (Section
III-A) and the ODE backstepping (Section III-B) to design
a state-feedback control law. Exponential stability of the
state-feedback closed-loop system is proved in Section III-C.
The boundedness and exponential convergence of the state-
feedback control law is proved in Section III-D.
A. Backstepping for PDE-ODE
We would like to use the infinite-dimensional backstepping
transformations [12]:
w(x, t) = u(x, t)−
∫ x
0
φ(x, y)u(y, t)dy − Φ(x)X(t), (7)
with the inverse transformation as
u(x, t) = w(x, t)−
∫ x
0
ψ(x, y)w(y, t)dy − Γ(x)X(t), (8)
to convert the original system (1)-(3) to
X˙(t) = (A+BK)X(t) +Bwx(0, t), (9)
wt(x, t) = qwxx(x, t), (10)
w(0, t) = 0, (11)
where the right boundary condition w(1, t) will be given later.
A+BK is Hurwitz by choosing the control parameter K since
(A,B) is assumed controllable.
Mapping the original system (1)-(3) and the system (9)-(11)
via the transformations (7)-(8), the explicit solutions of kernels
in (7)-(8) can be obtained as
φ(x, y) = [CX ,K − CXBCX ] eD(x−y)
[
I
0
]
B, (12)
Φ(x) = [CX ,K − CXBCX ] eD(x−y)
[
I
0
]
, (13)
ψ(x, y) = [CX ,K] e
E(x−y)
[
I
0
]
B, (14)
Γ(x) = [CX ,K] e
E(x−y)
[
I
0
]
, (15)
0 ≤ y ≤ x ≤ 1, where the matrix I denotes the identity matrix
of the appropriate dimension and D,E are
D =
(
0 A
I −BCX
)
, E =
(
0 A+BK
I 0
)
, (16)
which ensures the invertibility and boundedness of the back-
stepping transformation (7)-(8). The detailed calculations of
the kernels are shown in [25]. Note that dealing with the
right boundary condition in the following steps will not affect
determination of the kernels in (7)-(8).
Let us now calculate the right boundary condition w(1, t) of
(9)-(11). The right boundary condition w(1, t) can be obtained
by taking the m-order time derivative of the transformation (7)
at x = 1, inserting the original right boundary condition and
the inverse transformation (8).
Considering (4)-(5) with (6), the right boundary condition
of the original system can be written as
∂mt u(1, t) = a¯1u(1, t) +
m−1∑
k=1
a¯k+1∂
k
t u(1, t) + U(t)
= a¯1u(1, t) +
m−1∑
k=1
a¯k+1q
k∂2kx u(1, t) + U(t).
(17)
3Taking the m times derivative in t of (7) at x = 1, we have
∂mt w(1, t) = ∂
m
t u(1, t)− qm
∫ 1
0
∂2my φ(1, y)u(y, t)dy
+ qm
2m∑
i=1
(−1)i∂i−1y φ(1, 1)∂2m−ix u(1, t)
− Φ(1)AmX(t)−
(
qm
2m∑
i=1
(−1)i∂i−1y φ(1, 0)∂2m−ix
+ Φ(1)
m∑
i=1
Ai−1Bqm−i∂2(m−i)+1x
)
u(0, t), (18)
for m ∈ N∗, where
∂kxu(1, t) , ∂kxu(x, t)|x=1, ∂kxu(0, t) , ∂kxu(x, t)|x=0.
Insert (17) into (18) to replace ∂mt u(1, t). Then rewrite u in
(18) as w via the inverse transformation (8), where the k-order
derivative of the inverse transformation (8) in x would be used:
∂kxu(x, t) = ∂
k
x
(
w(x, t)−
∫ x
0
ψ(x, y)w(y, t)dy − Γ(x)X(t)
)
= ∂kxw(x, t)− ∂kx
(∫ x
0
ψ(x, y)w(y, t)dy
)
− dkxΓ(x)X(t)
= ∂kxw(x, t)−
∫ x
0
∂kxψ(x, y)w(y, t)dy
−
k−1∑
j=0
χk j(x)∂
k−j−1
x w(x, t)− dkxΓ(x)X(t)
(19)
for k ∈ N∗, where χk j(x) denoting the sum of j-order deriva-
tives of ψ(x, x) with respect to x, results from calculating
∂kx(
∫ x
0
ψ(x, y)w(y, t)dy), as following
χk j(x) =
j∑
i=0
η¯k j i∂
i
x∂
j−i
y ψ(x, y)|(x,y)=(x,x), (20)
where constant coefficients η¯k j i can be easily determined
by calculating ∂kx(
∫ x
0
ψ(x, y)w(y, t)dy) under some specific
k according to the order of the plant.
Through plugging (8), (19) into (18) where ∂mt u(1, t) has
been replaced by (17), the right boundary condition of the
system-w is obtained as:
∂mt w(1, t)
= a¯1w(1, t)− a¯1
∫ 1
0
ψ(1, y)w(y, t)dy − a¯1Γ(1)X(t)
+
m−1∑
k=1
a¯k+1q
k
(
∂2kx w(1, t)−
∫ 1
0
∂2kx ψ(1, y)w(y, t)dy
−
2k−1∑
j=0
χ2k j(1)∂
2k−j−1
x w(1, t)− d2kx Γ(1)X(t)
)
− qm
∫ 1
0
∂2my φ(1, y)
(
w(y, t)−
∫ y
0
ψ(y, z)w(z, t)dz
− Γ(y)X(t)
)
dy + qm
2m∑
i=1
(−1)i∂i−1y φ(1, 1)
×
(
∂2m−ix w(1, t)−
∫ 1
0
∂2m−ix ψ(1, y)w(y, t)dy
−
2m−i−1∑
j=0
χ2m−i j(1)∂2m−i−j−1x w(1, t)
− d2m−ix Γ(1)X(t)
)
− Φ(1)AmX(t)
− qm
2m∑
i=1
(−1)i∂i−1y φ(1, 0)
(
∂2m−ix w(0, t)
−
2m−i−1∑
j=0
χ2m−i j(0)∂2m−i−j−1x w(0, t)
− d2m−ix Γ(0)X(t)
)
+ Φ(1)
m∑
i=1
Ai−1Bqm−i
(
∂2(m−i)+1x w(0, t)
−
2(m−i)+1−1∑
j=0
χ2(m−i)+1 j(0)∂2(m−i)+1−j−1x w(0, t)
− d2(m−i)+1x Γ(0)X(t)
)
+ U(t)
=
[
a¯1 +
m−1∑
k=1
a¯k+1q
k∂2kx −
m−1∑
k=1
a¯k+1q
k
2k−1∑
j=0
χ2k j(1)∂
2k−j−1
x
+ qm
2m∑
i=1
(−1)i∂i−1y φ(1, 1)∂2m−ix
− qm
2m∑
i=1
(−1)i∂i−1y φ(1, 1)
2m−i−1∑
j=0
χ2m−i j(x)∂2m−i−j−1x
]
w(1, t)
+
[
− qm
2m∑
i=1
(−1)i∂i−1y φ(1, 0)∂2m−ix
+ qm
2m∑
i=1
(−1)i∂i−1y φ(1, 0)
2m−i−1∑
j=0
χ2m−i j(0)∂2m−i−j−1x
+ Φ(1)
m∑
i=1
Ai−1Bqm−i∂2(m−i)+1x − Φ(1)
m∑
i=1
Ai−1Bqm−i
×
2(m−i)+1−1∑
j=0
χ2(m−i)+1 j(0)∂2(m−i)+1−j−1x
]
w(0, t)
−
∫ 1
0
[
qm
2m∑
i=1
(−1)i∂i−1y φ(1, 1)∂2m−ix ψ(1, y) + a¯1ψ(1, y)
+
m−1∑
k=1
a¯k+1q
k∂2kx ψ(1, y) + q
m∂2my φ(1, y)
− qm
∫ 1
y
∂2my φ(1, z)ψ(z, y)dz
]
w(y, t)dy
+
[
qm
2m∑
i=1
(−1)i∂i−1y φ(1, 0)d2m−ix Γ(0)− Φ(1)Am
− Φ(1)
m∑
i=1
Ai−1Bqm−id2(m−i)+1x Γ(0)
− qm
2m∑
i=1
(−1)i∂i−1y φ(1, 1)d2m−ix Γ(1)
4−
m−1∑
k=1
a¯k+1q
kd2kx Γ(1)− a¯1Γ(1)
+ qm
∫ 1
0
∂2my φ(1, y)Γ(y)dy
]
X(t) + U(t), (21)
where some typical operators are
∂kxw(1, t) , ∂kxw(x, t)|x=1, ∂kxw(0, t) , ∂kxw(x, t)|x=0,
∂kyφ(1, 1) , ∂kyφ(x, y)|(x,y)=(1,1), dkxΓ(0) , dkxΓ(x)|x=0.
(21) is a m order ODE system-w(1, t) with a number of PDE
state perturbation terms. For clarity, (21) can be written as
∂mt w(1, t) = Bw(1, t) + Cw(0, t)
−
∫ 1
0
D(y)w(y, t)dy + EX(t) + U(t). (22)
Note that (22) is the right boundary condition of the system
(9)-(11). B, C,D, E in (22) correspond to the parts including
derivative operators in the square brackets before w(1, t),
w(0, t), w(y, t), X(t) in (21). D(y) is a function of y and
E is a constant vector. Note that
Bw(1, t) , (Bw(x, t))|x=1, Cw(0, t) , (Cw(x, t))|x=0.
Theorem 1. Considering the system (1)-(6) and the backstep-
ping transformation (7)-(8), (21) holds for m ∈ N∗ which is
the order of the ODE (5).
Proof. According to the derivation of (21), i.e., (18)-(21), we
know (21) is obtained by inserting the plant dynamics (17)
and (19) into (18) straightforwardly, so the correctness of
(21) depends on that of (19) and (18). Next, we prove the
correctness of (19) and (18) by induction. In detail, in order
to prove the statement that (18) and (19) hold for arbitrary
positive integers m, k, we first prove (18) and (19) are true in
the initial cases m = 1, 2, k = 1, 2, and then assume they are
true for m = n¯, k = n¯ and show they hold for m = n¯ + 1,
k = n¯+ 1 respectively where n¯ is a positive integer.
Proof of correctness of (18) by induction:
a). Checking the initial cases m = 1, 2. It is easily to see
that (18) is true when m = 1. Here we show the checking for
the case m = 2.
Taking twice time derivatives of (7), we have
wtt(1, t) =utt(1, t)− q2φ(1, 1)uxxx(1, t) + q2φ(1, 0)uxxx(0, t)
+ q2φy(1, 1)uxx(1, t)− q2φy(1, 0)uxx(0, t)
− q2φyy(1, 1)ux(1, t) + q2φyy(1, 0)ux(0, t)
+ q2φyyy(1, 1)u(1, t)− q2φyyy(1, 0)u(0, t)
− q2
∫ 1
0
φyyyy(1, y)u(y, t)dy − Φ(1)A2X(t)
− Φ(1)ABux(0, t)− Φ(1)Buxt(0, t). (23)
Setting m = 2 in (18), we obtain
∂2tw(1, t) = ∂
2
t u(1, t)− q2
∫ 1
0
∂4yφ(1, y)u(y, t)dy
+ q2
4∑
i=1
(−1)i∂i−1y φ(1, 1)∂4−ix u(1, t)
− Φ(1)A2X(t)− q2
4∑
i=1
(−1)i∂i−1y φ(1, 0)∂4−ix u(0, t)
+ Φ(1)
2∑
i=1
Ai−1Bq2−i∂2(2−i)x ux(0, t), (24)
where q2−i∂2(2−i)x ux(0, t) = ∂
(2−i)
t ux(0, t) is used. It can be
seen that (24) is equal to (23), so (18) is true when m = 2.
b). Under the induction hypothesis that (18) holds for
m = n¯, show it also holds for m = n¯+ 1.
Then we can assume (18) is true for m = n¯ which is a
positive integer and next prove (18) also holds for m = n¯+1.
Taking the time derivative of (18) with setting m = n¯ we
have
∂n¯+1t w(1, t)
= ∂n¯+1t u(1, t)− qn¯
∫ 1
0
∂2n¯y φ(1, y)ut(y, t)dy
− Φ(1)An¯X˙(t) +
2n¯∑
i=1
qn¯(−1)i∂i−1y φ(1, 1)∂2n¯−ixt u(1, t)
−
[ 2n¯∑
i=1
qn¯(−1)i∂i−1y φ(1, 0)∂2n¯−ix
+ Φ(1)
n¯∑
i=1
Ai−1Bqn¯−i∂2(n¯−i)+1x
]
ut(0, t)
= ∂n¯+1t u(1, t)− qn¯+1
∫ 1
0
∂2n¯y φ(1, y)uxx(y, t)dy
− Φ(1)An¯+1X(t)− Φ(1)An¯Bux(0, t)
+
2n¯∑
i=1
qn¯+1(−1)i∂i−1y φ(1, 1)∂2(n¯+1)−ix u(1, t)
−
[ 2n¯∑
i=1
qn¯(−1)i∂i−1y φ(1, 0)∂2n¯−ix
+ Φ(1)
n¯∑
i=1
Ai−1Bqn¯−i∂2(n¯−i)+1x
]
quxx(0, t)
= ∂n¯+1t u(1, t)− qn¯+1∂2n¯y φ(1, 1)ux(1, t)
+ qn¯+1∂2n¯y φ(1, 0)ux(0, t)
+ qn¯+1∂2n¯+1y φ(1, 1)u(1, t)− qn¯+1∂2n¯+1y φ(1, 0)u(0, t)
− qn¯+1
∫ 1
0
∂2(n¯+1)y φ(1, y)u(y, t)dy
− Φ(1)An¯+1X(t)− Φ(1)An¯Bux(0, t)
+
2n¯∑
i=1
qn¯+1(−1)i∂i−1y φ(1, 1)∂2(n¯+1)−ix u(1, t)
−
[ 2n¯∑
i=1
qn¯(−1)i∂i−1y φ(1, 0)∂2n¯−ix
5+ Φ(1)
n¯∑
i=1
Ai−1Bqn¯−i∂2(n¯−i)+1x
]
quxx(0, t)
= ∂n¯+1t u(1, t) + q
n¯+1∂2n¯y φ(1, 0)ux(0, t)
− qn¯+1∂2n¯+1y φ(1, 0)u(0, t)
− qn¯+1
∫ 1
0
∂2(n¯+1)y φ(1, y)u(y, t)dy
− Φ(1)An¯+1X(t)− Φ(1)An¯Bux(0, t)
+
2(n¯+1)∑
i=1
qn¯+1(−1)i∂i−1y φ(1, 1)∂2(n¯+1)−ix u(1, t)
−
[ 2n¯∑
i=1
qn¯+1(−1)i∂i−1y φ(1, 0)∂2n¯−i+2x
+ Φ(1)
n¯∑
i=1
Ai−1Bqn¯−i+1∂2(n¯−i)+2+1x
]
u(0, t), (25)
where −qn¯+1∂2n¯y φ(1, 1)ux(1, t),qn¯+1∂2n¯+1y φ(1, 1)u(1, t) are
combined into
∑2(n¯+1)
i=1 q
n¯+1(−1)i∂i−1y φ(1, 1)∂2(n¯+1)−ix u(1, t)
as the terms i = 2n¯+ 1 and i = 2n¯+ 2 respectively.
Combining qn¯+1∂2n¯y φ(1, 0)ux(0, t),−qn¯+1∂2n¯+1y φ(1, 0)u(0, t)
into
∑2(n¯+1)
i=1 q
n¯+1(−1)i∂i−1y φ(1, 0)∂2(n¯+1)−ix u(0, t)
as the terms i = 2n¯ + 1 and i = 2n¯ + 2
respectively, combining −Φ(1)An¯Bux(0, t) into
−Φ(1)∑n¯+1i=1 Ai−1Bqn¯+1−i∂2(n¯+1−i)+1x u(0, t) as the
term i = n¯+ 1, from (25) we have
∂n¯+1t w(1, t)
= ∂n¯+1t u(1, t)− qn¯+1
∫ 1
0
∂2(n¯+1)y φ(1, y)u(y, t)dy
+ qn¯+1
2(n¯+1)∑
i=1
(−1)i∂i−1y φ(1, 1)∂2(n¯+1)−ix u(1, t)
− Φ(1)An¯+1X(t)
− qn¯+1
[ 2(n¯+1)∑
i=1
(−1)i∂i−1y φ(1, 0)∂2(n¯+1)−ix
+ Φ(1)
n¯+1∑
i=1
Ai−1Bqn¯+1−i∂2(n¯+1−i)+1x
]
u(0, t). (26)
Compare (26) with (18) where m = n¯, we prove (18) is true
for m ∈ N∗.
Proof of correctness of (19) by induction:
a). Checking the initial cases k = 1, 2. It is easily to see
that (19) is true when k = 1. Here we show the checking for
the case k = 2.
Taking twice time derivatives of (8), we have
uxx(x, t) =wxx(x, t)−
∫ x
0
∂xxψ(x, y)w(y, t)dy
− ψx(x, x)w(x, t)− ψy(x, x)w(x, t)
− ψ(x, x)wx(x, t)− Γ′′(x)X(t). (27)
Setting k = 2 in (19)
∂2xu(x, t) = ∂
2
xw(x, t)−
∫ x
0
∂2xψ(x, y)w(y, t)dy
−
1∑
j=0
χ2 j(x)∂
1−j
x w(x, t)− d2xΓ(x)X(t), (28)
where
1∑
j=0
χ2 j(x)∂
1−j
x w(x, t) = χ2 0(x)wx(x, t) +
χ2 1(x)w(x, t) can be written as −ψ(x, x)wx(x, t) +
ψx(x, x)w(x, t)−ψy(x, x)w(x, t) with η¯2 0 0 = 1, η¯2 1 0 = 1
and η¯2 1 1 = 1, according to the definition of χk j(x) (20).
Comparing (27) with (28), we know (19) is true when k =
2.
b). Under the induction hypothesis that (19) holds for
k = n¯, show it also holds for k = n¯+ 1.
Taking the derivative of (19) with setting k = n¯ in x, we
have
∂n¯+1x u(x, t)
= ∂n¯+1x w(x, t)−
∫ x
0
∂n¯+1x ψ(x, y)w(y, t)dy
− ∂n¯xψ(x, x)w(x, t)−
n¯−1∑
j=0
χn¯ j
′(x)∂n¯−j−1x w(x, t)
−
n¯−1∑
j=0
χn¯ j(x)∂
n¯+1−j−1
x w(x, t)− dn¯+1x Γ(x)X(t)
= ∂n¯+1x w(x, t)−
∫ x
0
∂n¯+1x ψ(x, y)w(y, t)dy
−
n¯∑
j=0
χn¯+1 j(x)∂
n¯+1−j−1
x w(x, t)− dn¯+1x Γ(x)X(t),
(29)
where
n¯∑
j=0
χn¯+1 j(x)∂
n¯+1−j−1
x w(x, t)
= −∂n¯xψ(x, x)w(x, t)−
n¯−1∑
j=0
χn¯ j
′(x)∂n¯−j−1x w(x, t)
−
n¯−1∑
j=0
χn¯ j(x)∂
n¯+1−j−1
x w(x, t) (30)
with
χn¯+1 n¯(x) = −∂n¯xψ(x, x) + χn¯ n¯−1′(x),
χn¯+1 0(x) = χn¯ 0(x),
χn¯+1 j(x) = χn¯ j−1′(x) + χn¯ j(x), j = 1, · · · , n¯− 1.
Comparing (29) with (19) where k = n¯, we prove (19) is true
for k ∈ N∗.
Because (18), (19) are true for m, k ∈ N∗ respectively, we
can conclude (21) is true because (21) is obtained by inserting
(19) into (18). The proof is completed.
6B. Backstepping for input ODE with PDE state perturbations
The following backstepping transformation [30] for the
system-
(
w(1, t), wt(1, t), · · · , ∂m−1t w(1, t)
)
(21) is made:
y1(t) = w(1, t), (31)
y2(t) = wt(1, t) + τ1[w(1, t)], (32)
· · ·
ym(t) = ∂
m−1
t w(1, t)
+ τm−1[w(1, t), · · · , ∂m−2t w(1, t)], (33)
where τ1, · · · , τm−1 defined in the following steps are the
virtual controls in the ODE backstepping method.
Step.1 We consider a Lyapunov function candidate as
Vy1 =
1
2
y1(t)
2. (34)
Taking the derivative of (34), we obtain V˙y1 = −c1y1(t)2 +
y1(t)y2(t) with the choice of τ1 = c1y1(t), where c1 is a
positive constant to be determined later.
Step.2 A Lyapunov function candidate is considered as
Vy2 = Vy1 +
1
2
y2(t)
2 =
1
2
y1(t)
2 +
1
2
y2(t)
2. (35)
Taking the derivative of (35), we have
V˙y2 = −c1y1(t)2 + y1(t)y2(t) + y2(t)(y3(t)− τ2 + τ˙1).
Choosing τ2 = τ˙1 + y1(t) + c2y2(t) , we have
V˙y2 = −c1y1(t)2 − c2y2(t)2 + y2(t)y3(t). (36)
Step.3 · · · Step.m-1
Step.m Similarly, a Lyapunov function candidate is consid-
ered as
Vym = Vym−1 +
1
2
ym(t)
2 =
1
2
y1(t)
2 +
1
2
y2(t)
2
+ · · ·+ 1
2
ym−1(t)2 +
1
2
ym(t)
2. (37)
Taking the derivative of (37), we have
V˙ym = −c1y1(t)2 − c2y2(t)2 − · · · − cm−1ym−1(t)2
+ ym−1(t)ym(t) + ym(t)y˙m(t). (38)
Considering (33) and (22), (38) can be rewritten as
V˙ym = −c1y1(t)2 − c2y2(t)2 − · · · − cm−1ym−1(t)2
+ ym−1(t)ym(t) + ym(t)
(
U(t) + Bw(1, t)
+ Cw(0, t)−
∫ 1
0
D(y)w(y, t)dy + EX(t) + τ˙m−1
)
, (39)
where
τm−1 = c1ym−21 (t) + y
m−3
1 (t) + c2y
m−3
2 (t) + y
m−4
2 (t)
+ · · ·+ cm−1ym−1(t), ∀m ≥ 4. (40)
Note yni (t) denotes n order derivative of yi(t), ∀i = 1, · · · ,m.
Design the control input as:
U(t) = −Bw(1, t)− Cw(0, t)
− ym−1(t)− τ˙m−1 − cmym(t). (41)
Recalling (40) and (31)-(33), we know
ym−1(t) + τ˙m−1 =
m−1∑
i=0
αi(c1, · · · , cm−1)∂itw(1, t), (42)
cmym(t) = cm
m−1∑
i=0
βi(c1, · · · , cm−1)∂itw(1, t), (43)
where αi, βi are constants depending on c1, · · · , cm−1.
The control law (41) then can be expressed as
U(t) =Lw(1, t)− Cw(0, t), (44)
where
L = −B −
m−1∑
i=0
qi(αi + cmβi)∂
2i
x . (45)
Submitting (41) into (39), we get
V˙ym = −c1y1(t)2 − c2y2(t)2 − · · · − cmym(t)2
+ ym(t)
(
−
∫ 1
0
D(y)w(y, t)dy + EX(t)
)
, (46)
where c1, · · · , cm are positive constants to be determined later.
C. Control law and stability analysis
Substituting the backstepping transformation (7) into (44),
we get the control input expressed by the original states:
U(t) = Lu(1, t)− (LΦ(1)− CΦ(0))X(t)− Cu(0, t)
− L
∫ 1
0
φ(1, y)u(y, t)dy
+ F¯
(
u(0, t), · · · , ∂2m−2x u(0, t)
)
, (47)
where the function F¯ is obtained from
F¯ =
(
C
∫ x
0
φ(x, y)u(y, t)dy
) ∣∣∣∣
x=0
(48)
with C including differential operators ∑2m−1i=0 ∂ix defined
before. The pending control parameters c1, · · · , cm included
in L will be determined in the following stability analysis. Ac-
cording to the operators L, C, we know the signals used in the
control law (47)-(48) are
∑2m−1
i=0 ∂
i
xu(1, t),
∑2m−1
i=0 ∂
i
xu(0, t),
X(t) and u(x, t). In order to ensure the control law is
sufficiently regular, we will require the initial value u(x, 0)
to be in H2m(0, 1) which is defined as H2m(0, 1) = {u|u ∈
L2(0, 1), ux ∈ L2(0, 1), · · · , ∂2m−1x u ∈ L2(0, 1), ∂2mx u ∈
L2(0, 1)} for m ≥ 1, where L2(0, 1) is the usual Hilbert space.
Theorem 2. Consider the closed-loop system consisting of
the plant (1)-(5) and the control law (47)-(48) with some
control parameters c1, · · · , cm, and initial values u(x, 0) ∈
H2m(0, 1). There exist constants Υs > 0, λs > 0 such that
Θ(t) ≤ ΥsΘ(0)e−λst, (49)
where
Θ(t) =
(
‖u(·, t)‖2 + ‖ux(·, t)‖2 + |Z(t)|2 + |X(t)|2
) 1
2
.
(50)
7‖·‖ denotes the norm on L2(0, 1), i.e., ‖u‖ =
√∫ 1
0
u(x, t)2dx
and | · | denotes the Euclidean norm.
Proof. We start from studying the stability of the target
system. The equivalent stability property between the target
system and the original system is ensured due to the invert-
ibility of the PDE backstepping transformation (7) and the
ODE backstepping transformation (31)-(33).
First, we study the stability of the PDE-ODE subsystem in
the target system via Lyapunov analysis. Second, considering
the Lyapunov analysis of the input ODE in Section III-B,
Lyapunov analysis of the overall ODE-PDE-ODE system is
provided, where the control parameters c1, c2, · · · , cm in the
control law (47) are determined.
1) Lyapunov analysis for the PDE-ODE system: Defining
Ω0(t) = ‖w(·, t)‖2 + ‖wx(·, t)‖2 + |X(t)|2 , (51)
consider now a Lyapunov function
V1(t) = X
T (t)PX(t) +
a0
2
‖w(·, t)‖2 + a1
2
‖wx(·, t)‖2 (52)
where the matrix P = PT > 0 is the solution to the Lyapunov
equation P (A+BK) + (A+BK)TP = −Q, for some Q =
QT > 0. The positive parameters a0, a1 are to be chosen later.
From (51), we have
θ01Ω0(t) ≤ V1(t) ≤ θ02Ω0(t), (53)
where θ01 = min
{
λmin(P ),
a0
2 ,
a1
2
}
> 0, θ02 =
max
{
λmax(P ),
a0
2 ,
a1
2
}
> 0.
Applying Agmon’s inequality, Young’s inequality and
Cauchy-Schwarz inequality, taking the derivative of V1(t)
along the trajectories of (9)-(11), we have
V˙1(t) ≤ −
(
a1q
2
− 4|PB|
2
λmin(Q)
−
(
1
4r0
a0q +
1
4r1
a1
))
wx(0, t)
2
−
(
(a0 − a1)q −
(
1
4r0
a0q +
1
4r1
a1
))
‖wx‖2
−
(
1
2
a1q −
(
1
4r0
a0q +
1
4r1
a1
))
‖wxx‖2
− 3
4
λmin(Q)|X(t)|2 + r0a0qw(1, t)2 + r1a1wt(1, t)2, (54)
where −‖wxx‖2 ≤ 2‖wx‖2 − wx(0, t)2 obtained from Ag-
mon’s inequality [24], [25] is used. r0, r1 are positive constants
to be chosen later from Young’s inequality.
Choosing parameters a0, a1 to satisfy
a1 >
8|PB|2
qλmin(Q)
, a0 > a1, (55)
with sufficiently large r0, r1 in (54), we arrive at
V˙1(t) ≤ −
(
(a0 − a1)q −
(
1
4r0
a0q +
1
4r1
a1
))
‖wx‖2
− 3
4
λmin(Q)|X(t)|2 − ξ¯awx(0, t)2
+ r0a0qw(1, t)
2 + r1a1wt(1, t)
2, (56)
where ξ¯a > 0.
Using Poincare´ inequality, we obtain
V˙1(t)
≤ −1
5
(
(a0 − a1)q −
(
1
4r0
a0q +
1
4r1
a1
))
‖wx‖2
− 4
5
(
(a0 − a1)q −
(
1
4r0
a0q +
1
4r1
a1
))
‖wx‖2
− 3
4
λmin(Q)|X(t)|2 − ξ¯awx(0, t)2
+ r0a0qw(1, t)
2 + r2a1wt(1, t)
2
≤ −1
5
(
(a0 − a1)q −
(
1
4r0
a0q +
1
4r1
a1
))
(‖wx‖2 + ‖w‖2)
− 3
4
λmin(Q)|X(t)|2 − ξ¯awx(0, t)2
+ r0a0qw(1, t)
2 + r1a1wt(1, t)
2
≤ −λ1V1(t)− ξ¯awx(0, t)2
+ r0a0qw(1, t)
2 + r1a1wt(1, t)
2, (57)
for some positive λ1.
2) Lyapunov analysis for the overall ODE-PDE-ODE sys-
tem: Recalling (52),(37), and define a Lyapunov function
V (t) = V1(t) +RyVym(t). (58)
where Ry > 0 is to be determined later.
Defining
Ω(t) = ‖w(·, t)‖2 + ‖wx(·, t)‖2 + |X(t)|2
+ y1(t)
2 + · · ·+ ym(t)2, (59)
we have
θ1Ω(t) ≤ V (t) ≤ θ2Ω(t) (60)
with positive constants θ1, θ2.
Taking the derivative of (58) and using (57) and (46), we
get
V˙ ≤ −λ1V1(t)− ξ¯awx(0, t)2 + r0a0qw(1, t)2 + r1a1wt(1, t)2
−Ryc1y1(t)2 −Ryc2y2(t)2 − · · · −Rycmym(t)2
+Ryym(t)
(
−
∫ 1
0
D(x)w(x, t)dx+ EX(t)
)
. (61)
Substituting (31)-(32) into (61), applying Young’s inequality,
Cauchy-Schwarz inequality, we have
V˙ ≤ −λ1
2
V1(t)−
(
1
2
λ1θ01 −Ry r¯3 |E|2
)
|X(t)|2
−
(
1
2
λ1θ01 −Ry r¯4 max
0≤x≤1
{|D(x)|}
)∫ 1
0
w(x, t)
2
dx
− (Ryc1 − 2r1a1c21 − r0a0q) y1(t)2 − (Ryc2 − 2r1a1) y2(t)2
−Ryc3y3(t)2 − · · · −Rycm−1ym−1(t)2
−Ry
(
cm − 1
4r¯3
− 1
4r¯4
)
ym(t)
2 − ξ¯awx(0, t)2. (62)
Positive constants r¯3, r¯4 should satisfy
r¯3 <
λ1θ01
2Ry |E|2
, r¯4 <
λ1θ01
2Ry max
0≤x≤1
{|D(x)|} . (63)
8Choose the control parameter cm in the control law (47) as
cm >
1
4r¯3
+
1
4r¯4
, (64)
for m > 2, where Ry should be chosen as
Ry > max
{
2r1a1c
2
1 + r0a0q
c1
,
2r1a1
c2
}
. (65)
c1, · · · , cm−1 can be arbitrary positive constants. If m = 2,
cm should be chosen as
cm >
2r1a1
Ry
+
1
4r¯3
+
1
4r¯4
for m = 2, with choosing Ry > max
{
2r1a1c
2
1+r0a0q
c1
}
.
We thus achieve
V˙ ≤ −λV − ξ¯awx(0, t)2, (66)
for some positive λ.
Note that m ≥ 2 in the above-mentioned proof because
wt(1, t)
2 is represented by y1(t)2, y2(t)2 in (62). If m = 1,
the following procedure can be adopt to deal with wt(1, t)2.
Substituting (44)-(45) into (22), we have
∂mt w(1, t) = −
∫ 1
0
D(y)w(y, t)dy + EX(t)
−
m−1∑
i=0
(αi + cmβi)∂
i
tw(1, t), (67)
where qi∂2ix = ∂
i
t is used according to (10). Applying Cauchy-
Schwarz inequality and m = 1, we have
|∂tw(1, t)|2 ≤ ξa‖w‖2 + ξa|X(t)|2 + ξa |w(1, t)|2 , (68)
for some positive ξa. Therefore, r1a1wt(1, t)2 can be
represented by r1a1ξa‖w‖2+r1a1ξa|X(t)|2+r1a1ξaw(1, t)2,
where r1a1ξa|X(t)|2, r1a1ξa‖w‖2 can be “incorporated” by
−|X(t)|2, −‖w‖2 in V˙1, and (r0a0q + r1a1ξa)w(1, t)2 =
(r0a0q+r1a1ξa)y1(t)
2 (plus another term r0a0qw(1, t)2) can
be “incorporated” by −c1y1(t)2 in V˙ym with large enough c1.
(66) can then be obtained as well in the case of m = 1.
From (59)-(60) and (66), we can obtain the exponential
stability result in the sense of Ω(t)
1
2 ≤ ΥΩΩ(0) 12 e−λΩt with
some positive ΥΩ, λΩ. Moreover, through further analysis, the
exponential stability result in the sense of higher-order norms
up to ‖∂2mx w(·, t)‖ also can be obtained, which can be clearly
seen in the proof of the next lemma.
Using the invertibility between (y1(t), · · · , ym(t)) and
(w(1, t), wt(1, t), · · · , ∂m−1t w(1, t)) via the backstepping
transformation (31)-(33), and the invertibility between
the target system-(w(x, t), X(t)) and the original system
(u(x, t), X(t)) via the backstepping transformation (7), re-
calling (4)-(6), we can conclude that the (u(x, t), X(t), Z(t))
system is exponentially stable in the sense of (49)-(50).
The proof of Theorem 2 is completed.
D. Boundedness and Exponential convergence of the control
input U(t)
In the last subsections, we have proposed the state-feedback
control law and proved all PDE and ODE states are expo-
nentially stable in the origin in the state-feedback closed-
loop system. In this subsection, we would like to prove the
exponential convergence and boundedness of the control input
U(t) (47) in the closed-loop system.
To investigate the boundedness and exponential convergence
of the control input (47) where the highest-order-derivative
terms are ∂2m−1x u(0, t), ∂
2m−1
x u(1, t), we propose a lemma
first, where we estimate the L2 norm of the states up to 2m-
order spatial derivatives ∂2mx u(x, t).
Lemma 1. Consider the closed-loop system consisting of
the plant (1)-(5) and the control input (47)-(48) with some
control parameters c1, · · · , cm, and initial values u(x, 0) ∈
H2m(0, 1).
i) There exist constants Υ2,3 > 0 and λ2,3 > 0 such that(‖∂2xu(·, t)‖2 + ‖∂3xu(·, t)‖2) 12 ≤ Υ2,3e−λ2,3t, (69)
where Υ2,3 only dependents on initial values. Note that ifm =
1, the initial value u(x, 0) should be in H3(0, 1) considering
(69). Using the above result, we can then obtain the following
result:
ii) There exist constants Υ2m > 0 and λ2m > 0 such that
2m∑
i=2
‖∂ixu(·, t)‖ ≤ Υ2me−λ2mt, (70)
where Υ2m only depends on initial values.
Proof. The proof is shown in the Appendix, where the ex-
ponential stability estimates of the target system in the sense
of higher-order norms up to ‖∂2mx w(·, t)‖ are obtained via
Lyapunov analysis, and only (7)-(11), (31)-(33), (59)-(60),
(66)-(68) in the main body are used.
We then prove the exponential convergence and bounded-
ness of the control input U(t) (47) in the following theorem.
Theorem 3. In the closed-loop system including the plant
(1)-(5) and the control input U(t) (47), |U(t)| is bounded by
Υsf and is exponentially convergent to zero in the sense of
|U(t)| ≤ Υsfe−λsf t with the positive constants λsf and Υsf
which only depends on initial values of the system.
Proof. Recalling Theorem 2 and Lemma 1, we have the
exponential stability estimates in the sense of the norm∑2m
i=0 ‖∂ixu(·, t)‖. Using Sobolev inequality, we obtain the
exponential stability estimate in the sense of the norm
‖u(·, t)‖C2m−1 , which gives the boundedness and exponen-
tial convergence of U(t) by recalling Theorem 2. Proof of
Theorem 3 is completed.
Note that when we mention the exponential stability re-
sult/estimate in the sense of the norm N0(t), it means there
exist positive constants Υ¯ > 0 and λ¯ > 0 such that
N0(t) ≤ Υ¯e−λ¯t where Υ¯ only depends on initial values.
Brief summary: The backstepping approach [10] has been
verified as a useful and new method for boundary control
9of distributed parameter systems. In the proposed method,
a PDE backstepping transformation (7) is used to convert
the original system to the system-(w(x, t), X(t)) (9)-(11) and
(22), where the state matrix A + BK in (9) is Hurwitz and
the left boundary condition is w(0, t) = 0, which are “stable
like”, but the right boundary condition (22) being a m order
ODE-w(1, t) with a number of PDE state perturbations. In
order to form an exponentially stable target system, a ODE
backstepping transformation (31)-(33) is adopted to convert
the ODE states w(1, t), · · · , ∂m−1t w(1, t) at the right boundary
to y1(t), · · · , ym(t), to build an exponentially stable system-
(w(x, t), X(t), y1(t), · · · , ym(t)) under some control param-
eters c1, · · · , cm determined by Lyapunov analysis. Through
the PDE backstepping and ODE backstepping transformations,
the target system and the control law are obtained.
Comparing with a more naive approach, which is to design
an intermediate control law for the PDE-ODE system and the
intermediate control law to act as a reference to be tracked
by the input ODE dynamics with m-order relative degree,
the merit of the proposed design is avoiding taking m time
derivatives of the “intermediate control law” and producing
high-order-time-derivatives of the state in the control law,
especially high-order-time-derivatives of boundary states.
IV. OUTPUT-FEEDBACK CONTROL DESIGN
In Section III, a state-feedback control law at the input
ODE is designed to exponentially stabilize the original ODE-
PDE-ODE “sandwiched” system. However, the designed state-
feedback control law requires the distributed states u(x, t)
in a whole domain, which are always difficult to obtain in
practice. In this section, we propose an observer-based output
feedback control law which requires only one boundary value
as the measurement. An observer is designed to reconstruct
the distributed states u(x, t) and two ODE states Z(t), X(t)
using only one boundary measurement ux(0, t) in Section
IV-A. The observer-based output feedback control law and the
stability analysis of the output feedback closed-loop system are
presented in Section IV-B.
A. Observer design
Suppose only one boundary value ux(0, t) is available for
measurement, an observer is designed to reconstruct the states
u(x, t), Z(t), X(t) in this section.
Consider the observer
˙ˆ
X(t) = AXˆ(t) +Bux(0, t) + P0(ux(0, t)− uˆx(0, t)), (71)
uˆt(x, t) = quˆxx(x, t) + p1(x)(ux(0, t)− uˆx(0, t)), (72)
uˆ(0, t) = CXXˆ(t), uˆ(1, t) = CzZˆ(t), (73)
˙ˆ
Z(t) = AzZˆ(t) +BzU(t) + P2(ux(0, t)− uˆx(0, t)), (74)
where the constant vectors P0, P2 and the function p1(x) are
to be determined.
Define the observer error as(
u˜(x, t), Z˜(t), X˜(t)
)
=(u(x, t), Z(t), X(t))
−
(
uˆ(x, t), Zˆ(t), Xˆ(t)
)
. (75)
From (1)-(5) and (71)-(74), then the observer error system can
be written as
˙˜X(t) = AX˜(t)− P0u˜x(0, t), (76)
u˜t(x, t) = qu˜xx(x, t)− p1(x)u˜x(0, t), (77)
u˜(0, t) = CXX˜(t), u˜(1, t) = CzZ˜(t), (78)
˙˜Z(t) = AzZ˜(t)− P2u˜x(0, t). (79)
We propose a transformation
w˜(x, t) = u˜(x, t) + ϑ(x)Z˜(t) + θ(x)X˜(t), (80)
where the row vectors ϑ(x) and θ(x) are to be determined, to
convert the error system (76)-(79) to the target error system:
w˜t(x, t) = qw˜xx(x, t), (81)
w˜(0, t) = 0, w˜(1, t) = 0, (82)[
˙˜Z(t)
˙˜X(t)
]
=
([
Az 0
0 A
]
+
[
P2
P0
] [
ϑ′(0)
θ′(0)
]T )[
Z˜(t)
X˜(t)
]
−
[
P2
P0
]
w˜x(0, t). (83)
By mapping (76)-(79) and (81)-(83), ϑ(x), θ(x) should satisfy
the following two ODEs:
ϑ(x)Az − qϑ′′(x) = 0, (84)
ϑ(0) = 0, ϑ(1) = −Cz, (85)
θ(x)A− qθ′′(x) = 0, (86)
θ(0) = −CX , θ(1) = 0, (87)
and p1(x) should be chosen as
p1(x) = −ϑ(x)P2 − θ(x)P0. (88)
Conditions (84), (86), (88) come from achieving (81) via (80)
from (76)-(79). Conditions (85) and (87) result from (82).
The solution to (84)-(85) can be represented by
ϑ(x) = [0, ϑ′(0)] eFx
[
I
0
]
, (89)
with F = [0, Azq ; I, 0] and I being an identity matrix with the
appropriate dimension. Especially, for x = 1, it holds that
ϑ(1) = [0, ϑ′(0)] eF
[
I
0
]
= −Cz. (90)
According to Lemma 1 in [25], when if the matrix Az has no
eigenvalues of the form −k¯2pi2 for k¯ ∈ N ,
G = [0, I]eF [I, 0]T (91)
is a nonsingular matrix. We then have ϑ′(0) = −CzG−1.
Therefore the solution (89) is
ϑ(x) =
[
0,−CzG−1
]
eFx
[
I
0
]
. (92)
Similarly, we can obtain the solution of (86)-(87) as
θ(x) =
[
−CX , CX
[
I 0
]
eF1
[
I
0
]
G−11
]
eF1x
[
I
0
]
(93)
where G1 = [0, I]eF1 [I, 0]T and F1 = [0, Aq ; I, 0].
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Fig. 1: The output-feedback closed-loop system consisting of
the plant (1)-(5), observer (71)-(74) and control input (98).
Let P0, P2 to be chosen so that the matrix
A¯ = Aa +
[
P2
P0
]
Ba (94)
is Hurwitz, where
Aa =
[
Az 0
0 A
]
, Ba =
[
ϑ′(0)
θ′(0)
]T
, (95)
(Aa, Ba) being supposed observable.
Thus, all the quantities needed to implement the observer
(71)-(74) are determined. We then give the following theorem
which means the observer can effectively track the actual states
in the plant (1)-(5).
Theorem 4. Supposing that the matrices A,Az have no eigen-
values of the form −k¯2pi2, for k¯ ∈ N , consider the observer
error system (76)-(79) obtained from the observer (71)-(74)
and the plant (1)-(5) with initial values uˆ(x, 0) ∈ H2m(0, 1)
and u(x, 0) ∈ H2m(0, 1). Then, there exist constants Υe > 0
and λe > 0 such that
Θe(t) ≤Υe
(
Θe(0)
2 + u˜x(0, 0)
2
) 1
2
e−λet, (96)
where
Θe(t) =
(
2m∑
i=0
∥∥∂ixu˜(·, t)∥∥2 + ∣∣∣Z˜(t)∣∣∣2 + ∣∣∣X˜(t)∣∣∣2
) 1
2
. (97)
Proof. The proof is shown in the Appendix.
B. Observer-based output-feedback control law
Replacing the states u(x, t), X(t) in (47) as uˆ(x, t), Xˆ(t)
defined through the observer (71)-(74), we obtain the output
feedback control law:
Uof (t) = Luˆ(1, t)− Cuˆ(0, t)− (LΦ(1)− CΦ(0)) Xˆ(t)
− L
∫ 1
0
φ(1, y)uˆ(y, t)dy
+ Fˆ
(
uˆ(0, t), · · · , ∂2m−2x uˆ(0, t)
)
, (98)
where Fˆ =
(C ∫ x
0
φ(x, y)uˆ(y, t)dy
) |x=0.
Under the proposed output-feedback control law, the closed-
loop system which is shown in Fig. 1 is built. The exponential
stability results of the closed-loop system are given in the
following theorem.
Theorem 5. Suppose that the matrices A,Az have
no eigenvalues of the form −k¯2pi2, for k¯ ∈ N .
For any initial value (u(x, 0), uˆ(x, 0)) ∈ H2m(0, 1) ×
H2m(0, 1), the output-feedback closed-loop system consist-
ing of the plant-(u(x, t), X(t), Z(t)) (1)-(5), the observer-
(uˆ(x, t), Xˆ(t), Zˆ(t)) (71)-(74) and the control input (98) has
the following properties:
i). There exist positive constants Υall and λall such that
Ω¯(t) ≤ Υall
(
Ω¯(0)2 + |δ(0)|2 + u˜x(0, 0)2
) 1
2 e−λallt (99)
where
Ω¯(t) =
(
‖u(·, t)‖2 + ‖ux(·, t)‖2 + |X(t)|2 + |Z(t)|2
+ ‖uˆ(·, t)‖2 + ‖uˆx(·, t)‖2 +
∣∣∣Xˆ(t)∣∣∣2 + ∣∣∣Zˆ(t)∣∣∣2) 12 , (100)
and δ(t) will be shown later.
ii). The output-feedback control law (98), |Uof (t)| is
bounded by Υof and is exponentially convergent to zero in
the sense of |Uof (t)| ≤ Υofe−λof t with positive constants λof
and Υof which only depends on initial values of the system.
Proof. Proof of property i): Inserting the output-feedback
control law (98) into (5), adding and subtracting terms, we
have
Z˙(t) = AzZ(t) +BzU(t) +Bzδ(t), (101)
where
δ(t) =Lu˜(1, t)− Cu˜(0, t)− (LΦ(1)− CΦ(0)) X˜(t)
− L
∫ 1
0
φ(1, y)u˜(y, t)dy
+ F˜
(
u˜(0, t), · · · , ∂2m−2x u˜(0, t)
)
(102)
with F˜ =
(C ∫ x
0
φ(x, y)u˜(y, t)dy
) |x=0, and U(t) is in the
state-feedback form (47).
Recalling Theorem 4, we have δ(t) (102) is exponentially
convergent to zero. Together with Theorem 2, we obtain the
exponential stability result as
‖u(·, t)‖2 + ‖ux(·, t)‖2 + |X(t)|2 + |Z(t)|2
≤ ‖u(·, t)‖2 + ‖ux(·, t)‖2 + |X(t)|2 + |Z(t)|2 + |δ(t)|2
≤ Υuo
(
‖u(·, 0)‖2 + ‖ux(·, 0)‖2 + |X(0)|2
+ |Z(0)|2 + |δ(0)|2
)
e−λuot, (103)
for some positive Υuo, λuo.
Recalling Theorem 4 and (75), we obtain
‖uˆ(·, t)‖2 + ‖uˆx(·, t)‖2 + |Xˆ(t)|2 + |Zˆ(t)|2
≤ξˆ0
(
‖u(·, t)‖2 + ‖ux(·, t)‖2 + |X(t)|2 + |Z(t)|2
+ ‖u˜(·, t)‖2 + ‖u˜x(·, t)‖2 + |X˜(t)|2 + |Z˜(t)|2
)
≤Υuˆ
(
‖u(·, 0)‖2 + ‖ux(·, 0)‖2 + |X(0)|2 + |Z(0)|2 + |δ(0)|2
+ ‖u˜(·, 0)‖2 + ‖u˜x(·, 0)‖2 + |X˜(0)|2 + |Z˜(0)|2
+ u˜x(0, 0)
2
)
e−λuˆt, (104)
11
for some positive ξˆ0,Υuˆ, λuˆ. With representing the initial val-
ues ‖u˜(·, 0)‖2+‖u˜x(·, 0)‖2+|X˜(0)|2+|Z˜(0)|2 as ‖u(·, 0)‖2+
‖ux(·, 0)‖2 + |X(0)|2 + |Z(0)|2+‖uˆ(·, 0)‖2 + ‖uˆx(·, 0)‖2 +
|Xˆ(0)|2+|Zˆ(0)|2 by recalling (75) and using Cauchy-Schwarz
inequality, Property i) can then be proved.
Proof of property ii): Recalling the exponential stability
estimates
∑2m
i=0 ‖∂ixu(·, t)‖ and
∑2m
i=0 ‖∂ixu˜(·, t)‖ proved by
Theorem 2, Lemma 1 and Theorem 4, we have the exponential
stability estimate in the sense of the norm
∑2m
i=0 ‖∂ixuˆ(·, t)‖.
Using Sobolev inequality, we obtain the exponential stability
estimate in term of the norm ‖uˆ(·, t)‖C2m−1 , together with the
property i), which give the exponential convergence of Uof (t)
which uses the signals
∑2m−1
i=0 ∂
i
xuˆ(1, t),
∑2m−1
i=0 ∂
i
xuˆ(0, t),
Xˆ(t) and uˆ(x, t).
The proof of Theorem 5 is completed.
V. SIMULATION
Consider the simulation example where the plant coeffi-
cients in (1)-(5) are A = [1, 1; 1, 0.5], Az = [0, 1; 1, 1],
Bz = B = [0, 1]
T , CX = Cz = [1, 0]T and q = 1. Two
ODEs sandwiching the heat PDE are considered as two-order
systems here, i.e., m = 2 in the above design and analysis,
because the second-order ODE is a classic system which can
describe many actuator and sensor dynamics. The simulation is
conducted based on the finite difference method with dividing
the spatial and time domains into a grid as x0, · · · , xf and
t0, · · · , tn∗ respectively, where the time step and space step
sizes are 0.001 and 0.05. The initial conditions of the plant
are defined as u(x, 0) = sin(2pix), X(0) = [x1(0), x2(0)]T =
[u(0, 0), 0]T , Z(0) = [z1(0), z2(0)]T = [u(1, 0), 0]T . The
initial conditions of the observer (71)-(74) are uˆ(x, 0) = 0,
Xˆ(0) = Zˆ(0) = [0, 0]T . Choose the control parameters
c1 = c2 = 3, K = [−10,−5], P0 = [−2,−4]T and P2 =
[−4,−12]T . Apply the output-feedback control law (98) with
m = 2, which is constructed by the states
∑3
i=0 ∂
i
xuˆ(1, t),∑3
i=0 ∂
i
xuˆ(0, t), Xˆ(t) and uˆ(x, t) of the observer (71)-(74)
built using the measurement ux(0, t), into the plant (1)-(5).
Note that the third-order spatial derivatives are determined by
finite difference method such as
uˆxxx(1, tj)
=
uˆ(xf , tj)− 3uˆ(xf−1, tj) + 3uˆ(xf−2, tj)− uˆ(xf−3, tj)
∆h3
,
(105)
where ∆h is spatial step size and tj is the current time point.
uˆxxx(1, tj) is used to determine U(tj+1).
The responses of the output-feedback closed-loop system
are shown following.
As Fig.2 shows, the response u(x, t) of the heat PDE
exhibits unstable behaviour in the uncontrolled case while the
convergent manner of the response u(x, t) is achieved when
we apply the proposed output feedback control law (98). Sim-
ilarly, Figs. 3-4 show the ODE states X(t) = [x1(t), x2(t)]T
and Z(t) = [z1(t), z2(t)]T are also convergent to zero in the
output-feedback closed-loop system. It can be seen in Fig.
5 a) that the observer errors u˜(x, t) = u(x, t) − uˆ(x, t) also
converge fast to zero in the closed-loop system. Moreover, Fig.
(a) uncontrolled case. (b) controlled case.
Fig. 2: Responses of the heat PDE states u(x, t) in the
uncontrolled case and under the output-feedback control law
(98).
(a) x1(t). (b) x2(t).
Fig. 3: Responses of the ODE state X(t) under the output-
feedback control law (98).
(a) z1(t). (b) z2(t).
Fig. 4: Responses of the ODE state Z(t) under the output-
feedback control law (98).
(a) observer error. (b) control input.
Fig. 5: a) Observer errors u˜ = u− uˆ of the observer (71)-(74).
b) The output-feedback control input (98).
5 b) shows the output-feedback control input are bounded and
convergent to zero.
VI. CONCLUSION AND FUTURE WORK
In this paper, we present a methodology combining PDE
backstepping and ODE backstepping to stabilize a parabolic
PDE sandwiched between two arbitrary-order ODEs. An
observer is also designed only using one PDE boundary
value ux(0, t) to reconstruct all PDE and ODE states. The
observer-based output-feedback control law is proposed and
the exponential stability of the closed-loop system is proved
via Lyapunov analysis. Moreover, the boundedness and ex-
ponential convergence of the designed control input is also
proved in this paper. These theoretical results are verified via
the simulation as well. In the future work, more general ODE
12
dynamics in the input channel will be considered in the control
design.
VII. APPENDIX
Proof of Lemma 1:
1) Proof of i): Taking 2 and 3 times derivative of (10) with
respect to x respectively, we have
wtxx(x, t) = q∂
4
xw(x, t), (106)
wtxxx(x, t) = q∂
5
xw(x, t). (107)
Define a Lyapunov function
V2(t) = R0V (t) +
a2
2
‖∂2xw(·, t)‖2 +
a3
2
‖∂3xw(·, t)‖2, (108)
where a2, a3 are positive constants to be determined later.
Defining
Ω1(t) = Ω(t) + ‖∂2xw(·, t)‖2 + ‖∂3xw(·, t)‖2. (109)
We have
θ11Ω1(t) ≤ V2(t) ≤ θ12Ω1(t), (110)
for some positive θ11, θ12.
Taking the derivative of (108) along (106)-(107) and (11),
recalling (66), applying Agmon’s inequality, Young’s inequal-
ity and Cauchy-Schwarz inequality, yields
V˙2(t)
≤−R0λV (t)−
(
a3q
2
− 1
4r2
a2 − 1
4r3
a3
q
)
wxxx(0, t)
2
−
(
(a2 − a3)q − 1
4r2
a2 − 1
4r3
a3
q
)
‖wxxx‖2
−
(
1
2
a3q − 1
4r2
a2 − 1
4r3
a3
q
)
‖wxxxx‖2
+ r2a2wt(1, t)
2 + r3
a3
q
wtt(1, t)
2 −R0ξ¯awx(0, t)2,
(111)
where r2, r3 are positive constants from Young’s inequality to
be chosen later.
Recalling (31)-(33) and (59)-(60), considering the case of
m ≥ 3, we have
V˙2(t) ≤− R0
2
λV (t)
−
(
a3q
2
− 1
4r2
a2 − 1
4r3
a3
q
)
wxxx(0, t)
2
−
(
(a2 − a3)q − 1
4r2
a2 − 1
4r3
a3
q
)
‖wxxx‖2
−
(
1
2
a3q − 1
4r2
a2 − 1
4r3
a3
q
)
‖wxxxx‖2
−
(
R0
2
λθ1 − 2r2a2c21 − 3r3
1
q
a3(c
2
1 − 1)2
)
y1(t)
2
−
(
R0
2
λθ1 − 3r3 1
q
a3(c1 + c2)
2 − 2r2a2
)
y2(t)
2
−
(
R0
2
λθ1 − 3r3 1
q
a3
)
y3(t)
2. (112)
Choosing a2 > a3 and sufficiently large r2, r3, R0, we arrive
at
V˙2(t) ≤− R0
2
λV (t)
− 1
5
(
(a2 − a3)q − 1
4r2
a2 − 1
4r3
a3
q
)
×
(
‖wxx‖2 + ‖wxxx‖2
)
, (113)
where Poincare´ inequality is used. Therefore, we obtain
V˙2(t) ≤ −λ2V2(t) (114)
for some positive λ2. Recalling (110) and invertibility of the
backstepping transformations, we obtain i) in Lemma 1.
In the case of m = 2: (67) and Cauchy-Schwarz
inequality can be used to rewrite r3a3q wtt(1, t)
2 in (112)
as r3a3q (ξbw(1, t)
2+ξbwt(1, t)2+ξb|X(t)|2+ξb‖w‖2) with
some positive ξb, where −R02 λθ1(y1(t)2 + y2(t)2) and
−R02 λθ1(|X(t)|2 + ‖w‖2) derived from −R02 λV (t)
with large enough R0 can “cancel” r3a3q ξbw(1, t)
2,
( r3a3q ξb + r2a2)wt(1, t)
2 according to (31)-(32), and
r3a3
q ξb|X(t)|2, r3a3q ξb‖w‖2 respectively. (114) can then also
be obtained.
In the case of m = 1: substituting m = 1 into (67)
and taking the time derivative, applying Cauchy-Schwarz
inequality and recalling (68), we have
wtt(1, t)
2 = ξc‖wxx‖2 + ξc|X(t)|2 + ξcwx(0, t)2
+ ξcw(1, t)
2 + ξc‖w‖2. (115)
Substituting (68) and (115) with (31) into (111), we can obtain
V˙2(t) ≤ −R0
2
λV (t)−
(
R0ξ¯a − r3a3ξc
q
)
wx(0, t)
2
−
(
a3q
2
− 1
4r2
a2 − 1
4r3
a3
q
)
wxxx(0, t)
2
−
(
(a2 − a3)q − 1
4r2
a2 − 1
4r3
a3
q
)
‖wxxx‖2
−
(
1
2
a3q − 1
4r2
a2 − 1
4r3
a3
q
)
‖wxxxx‖2
−
(
R0
2
λθ1 − r2a2ξa − r3a3ξc
q
)
y1(t)
2
−
(
R0
2
λθ1 − r2a2ξa − r3a3ξc
q
)
|X(t)|2
−
(
R0
2
λθ1 − r2a2ξa − r3a3ξc
q
)
‖w‖2 + r3a3ξc
q
‖wxx‖2.
(116)
Choosing sufficiently large R0 and using Poincare´ inequality,
we have
V˙2(t) ≤ −R0
2
λV (t)
−
(
a3q
2
− 1
4r2
a2 − 1
4r3
a3
q
)
(wxxx(0, t)
2 + ‖wxxxx‖2)
−
(
1
5
(a2 − a3)q − 1
20r2
a2 − 1
20r3
a3
q
)
‖wxxx‖2
13
−
(
1
5
(a2 − a3)q − 1
20r2
a2 − 1
20r3
a3
q
− r3a3ξc
q
)
‖wxx‖2.
(117)
In order to make the coefficients before wxxx(0, t)2 +
‖wxxxx‖2, ‖wxxx‖2 and ‖wxx‖2 positive, a2, a3 and r2, r3
should be chosen satisfying
q
5 +
1
20r3q
+ r3ξcq
q
5 − 120r2
a3 < a2 < 4r2
(
q
2
− 1
4qr3
)
a3, (118)
r3 >
1
2q2
, r2 >
1
4 +
1
16r3q2
+ 5r3ξc4q2
q
2 − 14qr3
+
1
4q
. (119)
(114) is thus obtained as well in the case of m = 1.
Therefore, (114) can be obtained when m ≥ 1. The proof
of the first result in Lemma 1 is completed.
2) Proof of ii): Through similar processes from (106) to
(114), we can obtain the exponential stability estimates in
the sense of (‖∂4xw(·, t)‖2 + ‖∂5xw(·, t)‖2)
1
2 , (‖∂6xw(·, t)‖2 +
‖∂7xw(·, t)‖2)
1
2 and so on, i.e., the exponential stability
estimates in the sense of (‖∂4xu(·, t)‖2 + ‖∂5xu(·, t)‖2)
1
2 ,
(‖∂6xu(·, t)‖2 + ‖∂7xu(·, t)‖2)
1
2 and so on, because of the
invertibility of the backstepping transformation.
Next, we prove the exponential stability estimate in the
sense of (‖∂2m−2x u(·, t)‖2 + ‖∂2m−1x u(·, t)‖2)
1
2 .
Taking 2m − 2 and 2m − 1 times derivative of (10) with
respect to x respectively, we have
∂2m−2x wt(x, t) = q∂
2m
x w(x, t), (120)
∂2m−1x wt(x, t) = q∂
2m+1
x w(x, t). (121)
Apply a Lyapunov function
V2m−2(t) =
a2m−2
2
‖∂2m−2x w(·, t)‖2 +
a2m−1
2
‖∂2m−1x w(·, t)‖2.
(122)
Taking the derivative of (122), we have
V˙2m−2(t)
≤−
(
a2m−1q
2
− a2m−2
4qm−2r2m−2
− a2m−1
4qm−1r2m−1
)
∂2m−1x w(0, t)
2
−
(
(a2m−2 − a2m−1)q − a2m−2
4qm−2r2m−2
− a2m−1
4qm−1r2m−1
)∥∥∂2m−1x w∥∥2
−
(
a2m−1q
2
− a2m−2
4qm−2r2m−2
− a2m−1
4qm−1r2m−1
)∥∥∂2mx w∥∥2
+
r2m−2a2m−2
qm−2
∂m−1t w(1, t)
2
+
r2m−1a2m−1
qm−1
∂mt w(1, t)
2
.
Note that ∂2m−1x w(0, t)
2 , (∂2m−1x w(x, t)|x=0)2 and
∂mt w(1, t)
2 , (∂mt w(x, t)|x=1)2.
We choose a2m−2 > a2m−1 and sufficiently large r2m−2,
r2m−1 to make
V˙2m−2(t)
≤ −1
5
(
(a2m−2 − a2m−1)q − a2m−2
4qm−2r2m−2
− a2m−1
4qm−1r2m−1
)(∥∥∂2m−1x w∥∥2 + ∥∥∂2m−2x w∥∥2)
+
r2m−2a2m−2
qm−2
∂m−1t w(1, t)
2
+
r2m−1a2m−1
qm−1
∂mt w(1, t)
2
≤ −λ¯2m−2V2m−2(t) + r2m−2a2m−2
qm−2
∂m−1t w(1, t)
2
+
r2m−1a2m−1
qm−1
∂mt w(1, t)
2
, (123)
for some positive λ2m−2, where Poincare´ inequality is used.
Applying Cauchy-Schwarz inequality into (67), we have
|∂mt w(1, t)|2 ≤ ξ‖w‖2 + ξ|X(t)|2 + ξ
m−1∑
i=0
∣∣∂itw(1, t)∣∣2
(124)
with some positive ξ. By recalling (31)-(33), (59)-(60) and
(66), we obtain the exponential convergence of ∂mt w(1, t) via
(124), i.e.,
|∂mt w(1, t)| ≤ Υ¯me−ξ1t = ηm(t), (125)
for some positive Υ¯m and ξ1.
Define a Lyapunov function
Vu1(t) = V2m−2(t) + R¯0V (t) +
R¯1
2
ηm(t)
2, (126)
where R¯0, R¯1 are positive constants to be determined later.
Taking the derivative of (126) and recalling (66), (123),
(125), we have
V˙u1(t) ≤ −λ¯2m−2V2m−2(t) + r2m−2a2m−2
qm−2
∂m−1t w(1, t)
2
−
(
R¯1ξ1 − r2m−1a2m−1
qm−1
)
ηm(t)
2 − R¯0λV (t). (127)
Choosing large enough R¯0, R¯1, we obtain
V˙u1(t) ≤ −λu1Vu1(t) (128)
for some positive λu1, where −y21 , · · · ,−y2m in − R¯02 λV (t)
extracted from −R¯0λV (t) are used to “cancel” ∂m−1t w(1, t)
2
by recalling (59)-(60) and (31)-(33).
Therefore, we obtain the exponential stability estimate in the
sense of (‖∂2m−2x u(·, t)‖2 + ‖∂2m−1x u(·, t)‖2)
1
2 by recalling
(128), (126), (122) and the invertibility of the backstepping
transformation.
Next, we prove the exponential stability estimate in the
sense of (‖∂2mx u(·, t)‖2 + ‖∂2m+1x u(·, t)‖2)
1
2 .
Taking 2m and 2m+1 times derivative of (10) with respect
to x respectively, we have
∂2mx wt(x, t) = q∂
2m+2
x w(x, t), (129)
∂2m+1x wt(x, t) = q∂
2m+3
x w(x, t). (130)
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Consider now a Lyapunov function
V2m(t) =
a2m
2
‖∂2mx w(·, t)‖2 +
a2m+1
2
‖∂2m+1x w(·, t)‖2,
where the positive parameters a2m, a2m+1 are to be chosen
later. Taking the derivative of V2m(t) along the (129)-(130) as
V˙2m(t) ≤ −
(
(a2m − a2m+1)q − a2m
4qm−1r2m
− a2m+1
4qmr2m+1
)∥∥∂2m+1x w∥∥2 − (12a2m+1q
− a2m
4qm−1r2m
− a2m+1
4qmr2m+1
)∥∥∂2m+2x w∥∥2
−
(
a2m+1q
2
− a2m
4qm−1r2m
− a2m+1
4qmr2m+1
)
∂2m+1x w(0, t)
2
+
r2ma2m
qm−1
∂mt w(1, t)
2
+
r2m+1a2m+1
qm
∂m+1t w(1, t)
2
.
We choose a2m > a2m+1 and sufficiently large r2m, r2m+1
to make
V˙2m(t) ≤ −1
5
(
(a2m − a2m+1)q − a2m
4qm−1r2m
− a2m+1
4qmr2m+1
)(∥∥∂2mx w∥∥2 + ∥∥∂2m+1x w∥∥2)
+
r2ma2m
qm−1
∂mt w(1, t)
2
+
r2m+1a2m+1
qm
∂m+1t w(1, t)
2
,
where Poincare´ inequality is used.
We thus have
V˙2m(t) ≤ −λ¯2mV2m(t) + r2ma2m
qm−1
∂mt w(1, t)
2
+
r2m+1a2m+1
qm
∂m+1t w(1, t)
2
, (131)
for some positive λ¯2m.
Taking the time derivative of (67) and using Cauchy-
Schwarz inequality, we have∣∣∂m+1t w(1, t)∣∣2 ≤ξ0‖wxx(·, t)‖2 + ξ0|X(t)|2
+ ξ0wx(0, t)
2 + ξ0
m∑
i=1
∣∣∂itw(1, t)∣∣2 (132)
for some positive ξ0, where (9) is used. Recalling (59),
(109)-(110), (114), we have the exponential stability estimate
in the sense of
∑2
i=0 ‖∂ixw(·, t)‖. Using Sobolev inequality,
we obtain the exponential stability estimate in term of the
norm ‖w(·, t)‖C1 . Together with (31)-(33), (59), (109)-(110),
(114) and (125), we have the exponential convergence of
∂m+1t w(1, t) via (132), i.e.,∣∣∂m+1t w(1, t)∣∣ ≤ Υ¯m+1e−ξ2t = ηm+1(t), (133)
for some positive Υ¯m+1 and ξ2.
Define a Lyapunov function
Vu(t) = V2m(t) +
R1
2
ηm(t)
2 +
R2
2
ηm+1(t)
2, (134)
where R1, R2 are positive constants to be determined later.
Defining
Ωm(t) = ‖∂2mx w(·, t)‖2 + ‖∂2m+1x w(·, t)‖2
+ ηm(t)
2 + ηm+1(t)
2, (135)
we have
θm1Ωm(t) ≤ Vu(t) ≤ θm2Ωm(t), (136)
where θm1 = min
{
a2m
2 ,
a2m+1
2 ,
R1
2 ,
R2
2
}
, θm2 =
max
{
a2m
2 ,
a2m+1
2 ,
R1
2 ,
R2
2
}
.
Taking the derivative of (134), recalling (131), (125), (133),
we obtain
V˙u(t) ≤ −λ¯2mV2m(t)−
(
R1ξ1 − r2ma2m
qm−1
)
ηm(t)
2
−
(
R2ξ2 − r2m+1a2m+1
qm
)
ηm+1(t)
2. (137)
Choosing large sufficiently R1, R2, we arrive at
V˙u(t) ≤ −λuVu(t) (138)
for some positive λu.
Now we obtain the exponential stability estimate in the
sense of the norm Ωm(t)
1
2 recalling (135)-(136). Using the
invertibility of (7), we obtain the exponential stability estimate
in the sense of (‖∂2mx u(·, t)‖2 + ‖∂2m+1x u(·, t)‖2)
1
2 .
Therefore, using the result in the subsection 1) and the
above proof in the subsection 2), we obtain ii) of Lemma
1.
The proof of Lemma 1 is completed.
Proof of Theorem 4: Define a Lyapunov function
Vw(t) =
2m∑
i=0
‖∂ixw˜(·, t)‖2. (139)
Taking i times derivative of (81) with respect to x,
∂ixw˜t(x, t) = q∂
i
xw˜xx(x, t), (140)
where i = 1, · · · , 2m. Taking the derivative of (139) along
(81)-(82) and (140), applying Poincare´ inequality, yields
V˙w(t) = −q
2m+1∑
i=1
‖∂ixw˜(·, t)‖2
≤ −1
5
q
2m∑
i=0
‖∂ixw˜(·, t)‖2 ≤ −λwVw(t), (141)
for some positive λw.
We thus obtain
2m∑
i=0
‖∂ixw˜(·, t)‖2 ≤Υw˜
( 2m∑
i=0
‖∂ixu˜(·, 0)‖2
+
∣∣∣Z˜(0)∣∣∣2 + ∣∣∣X˜(0)∣∣∣2)e−λw˜t, (142)
with Υw˜, λw˜ are some positive constants, where (80) is used
to replace
∑2m
i=0 ‖∂ixw˜(·, 0)‖2.
Especially from the exponential stability result of∑2
i=0 ‖∂ixw˜(·, t)‖ and using Sobolev inequality, we can ob-
tain the exponential stability estimate in term of the norm
‖w˜(·, t)‖C1 , which gives the exponential convergence of
w˜x(0, t). Considering (83), because A¯ (94) is Hurwitz and
15
w˜x(0, t) is exponentially convergent, |Z˜(t)|, |X˜(t)| are expo-
nentially convergent in the sense of
|Z˜(t)|2 + |X˜(t)|2
≤ ΥZX
(
|Z˜(0)|2 + |X˜(0)|2 + u˜x(0, 0)2
)
e−λZXt (143)
with ΥZX , λZX being some positive constants, where (80) is
used to replace w˜x(0, 0)2.
Recalling (80) and applying Cauchy-Schwarz inequality, we
have
2m∑
i=0
‖∂ixu˜(·, t)‖2 ≤3
2m∑
i=0
‖∂ixw˜(·, t)‖2 + 3
2m∑
i=0
‖∂ixϑ(·)‖2
∣∣∣Z˜(t)∣∣∣2
+ 3
2m∑
i=0
‖∂ixθ(·)‖2
∣∣∣X˜(t)∣∣∣2 . (144)
Because
∑2m
i=0 ‖∂ixϑ(·)‖2 and
∑2m
i=0 ‖∂ixϑ(·)‖2 are bounded
gains according to (92)-(93), applying (142)-(143), we obtain
(96)-(97).
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