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화일배경 문제와 컴퓨터 위치선정 
문제를동시에 고려한 분산 정보시스텀 
의 모형화 
A Solution Methodology for Distributed lnformation System 
Configuration Problem Simultaneously Considering 
File Allocation 빼 Computer Location Assignment 
강석호 (서울대학교 산업공학과 교수) 
장훈회 (서울대학교 산업공학과) 
íle have undertaken to develop an efficient solution methodology to 
adress distributed information system configuration problems through 
mathematical programming. íle have simultaneously considered file alloca-
tion and computer location assignment problems which are two aspects of the 
design tighly coupled in a distributed computer system. 
A model for solving the problem is shown to be a class of nonlinearinte-
ger programming problems and procedures are developed for computing its 
lower bound. A heuristic algorithm is also developed and some results are 
obtained. Numerical results yield practical low cost solutions with 
substantial savings in computer processing time. 
1. 서론 
지역적으로 분산되어 있는 조직체나 기업은 경영의 효율성을 향상시킬 수 있 
는 롱합적인 정보 시스팀을 필요로 한다. 이러한 필요성에 따라 자료베이스를 
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공유하면서 정보외 교환은 통신 네트워크률 이용하는 지역적으로 분산된 컴퓨터 
시스팀이 둥장하였다. 록， 이러한 네트워크는 2개 이상의 정보 프로세서를 포함 
하고， 이들은 각각의 부속 기억장치에 힐당된 보관용 화일올 갖고 있으며， 이 화 
일들은 각 시스팀에 직접 연결되어 있는 사용자 뿐만 아니라 네트워크상의 다른 
시스팀 사용자들도 이용할 수 있게한다. (7) 
이러한 시스팀은 컴퓨터 네트워크에 대한 기술의 발탈과 꾸준히 감소되고있 
는 하드웨어 비용의 추세에 힘입어， 집중화되어 있는 시스팀 (centralized 
computer system)에 비해 그 효율생이 커지고 있다. (2) 
한연， 이제까지 진행되어온 분산정보 시스팀 (Distrubuted information 
System)에 대한 연구 논문률은 다옵의 두가지로 분류힐 수 있다. 
1 ) 고정척으로 주어진 네트워크상에서 자료 학일율 분배시키는 문제에 관한 
연구 
2) 시스팀 네트워크를 디자인하는 문제에 관한 연구 
그런데， 이 렇게 두가지 문제률 분리하여 시스팀올 접근하는 방법은 실제의 시 
스팀에서 불때 부분 최척해만올 낳는 결과를 가져왔다. 
본 연구에서는 위의 두가지 문제가 동시에 고려될 수 있는 포괄적인 디자인 
첩근법올 택함으로써 이제까지의 부분 최척해보다 더 유효한 시스팀의 구성 방법 
올 얻어내는 것올 묵척으로 한다. 륙 분산정보시스팀율 디자인힐 때 컴퓨터 시 
스팀의 분산배치 문제 (축， 하드웨어 문제)와 화일의 배정문제 (축. 소프트웨어 
의 문제)률 동시에 고려하여 시스팀올 모형화하고， 이모형에 대한 효율척인 해법 
율 개발하고자 한다. 
분산정보시스팀이 보다 효율척인 시스팀으로서의 역할율 하기 위해서는 분산 
된 정보시스팀에서 고려하여 온 연구문제률 이외에도 다읍의 사항들이 해결되어 
야한다 
첫째， 컴퓨터 시스팀울 지역적으로 분산 설치하는 방법. 
둘째， 분힐된 자료 화일율 각 분산되어 있는 컴퓨터 시스팀에 힐탕하는 
，，~，.’ 
세째 ;잃으로 분산되어 있는 컴퓨터 시스팀율 연결하는 정보통신망 
율 고안 설치하는 방법， 
넷째， 사용자의 요구사항율 효과척이고 효율척으로 수행해 내기 위한 
시스텀의 운용방안동의 4가지 문제로 크게 나누어 볼 수 있다. 
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한연， 이제까지의 관련된 연구 논문들올 살펴보변， 위의 네가지 문제둘이 서 
로 연관성율 갖지 봇한채 다루어져 왔옵옳 알 수 있다. 
그러나. 아래의 〈그립 1)에도 나타나 있듯이 file placement와 communication 
network design 문제는 시스팀 디자인 단계에서 고려해 볼 때도 사실상 분리될 






〈그립 1) 화일배치 문제와 연관되어 있는 문제들 
(화살표는 정보의 흐름올 나타냄 ) 
이에따라 최근률어 화일배정 문제와 통신 네트워크의 디자인 문제를 동시에 
고려하여 시스팀 디자인의 해툴 얻고자 하는 연구 논문들이 발표되었다· 그러나 
이에 관련된 대부분의 논문들은 시스팀의 모형화에 역점올 두고 있는 단계이며 
해법에 대한 제시가 거의 없는 형면이다· 또한 이러한 문제를 대상으로 해법올 
-
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연구한 논문들도 네트워크의 형태를 륙정하게(예를들어 tree network 형태) 제한 
시킨다는 가정하에서 문제률 다루고 있으며 사실상， 다룰 수 있는 문제의 크기도 
현실 상황율 고려하여 불때 부적합하고 효율적이지 못하다. 
본 연구는 앞에서 분류하여 기술한 분산정보 시스팀이 해결해야 할 문제 중에 
서 첫번째와 두번해 문제률 함께 연결시켜 다루어 보려는 의도에서 이루어졌다. 
축， 본 논문은 file placement와 computer location problem율 동시에 고려하 
여 분산정보 시스팀의 보다 일반화된 모형옳 세우는 것과， 이 모형에 대한 효율 
척인 algori thm율 개발할 필요성에 의해 이루어 진다. 
2. 현황분석 
정보 통신망이나 컴퓨터 네트워크에서 화일 배정 문제률 다루는데 선구자적 
역할율 할 것으로 Chu (1 1)와 Casey (2이의 논문올 률 수 있다. 
Chu는 가지고 있는 각 화일의 갯수가 일정하다고 가정하고， 기억용랑에 대한 
제약식과 수행작업의 기대 지연시간율 만혹시키면서 총 운용 비용율 최소로하는 
화일의 배치를 구하였다. 한면. Casey는 각 화일이 갖게되는 통일 화일의 갯수 
를 결정해야힐 변수로 두었는데， 그는 이 논문에서 자료읽기 (query)에 대한 자 
료수정 (up-date)의 비율이 증가함에 따라 설치해야 할 통일호}일의 갯수도 증가함 
을 보였다. 그런데 Casey의 모형은 NP-complet 문제임이 밝혀졌다. (9) 
이상의 두 논문은 Simple File Allocation 문제의 대표적인 예로서 분류되는 
데， 이러한 형태의 문제률은 그후 OR 분야에서 잘알려진 단일상품 창고 위치 선 
정문제 (single commodity warehouse location problem)와 같은 성격의 문제임이 
밝혀졌다 이로써 이미 개발되어 있는 많은 기법들울 이와 같은 Simple Fi le 
Allocation 문제에 대하여 프로그램과 륙정 하드웨어의 구성율 가정에 포함시키 
고， 지연시간， 기억용량， 화일의 가용성퉁을 제약식으로 넣었다. 이때의 목적함 
수는 기억장소 할탕에 드는 비용과 통신비용율 고려하고 있다. 이러한 형태의 
문제는 General File Allocation Problem 이라고 분류된다. (9) 
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그런데， 화일 배정을 최적화 (optimal file allocation)하는 문제는 네트워 
크의 디자인 문제를 동반한다. 죽， 프로그램이나 자료화일율 적정 장소에 배치 
하는 것 이외에도 롱신라인의 용랑결정， 컴퓨터 프로세싱 power의 선택， 그러고 
connectivity를 크게 하면서도 그 반경 (radius of the network) 이 최소가 되게 
하는 통신망율 구성하는 동의 문제가 함께 고려되어야 한다. 이러한 필요성에 
의하여 네트워크률 디자인하는 문제와 자료화일의 배치문제를 동시에 취급하는 
연구가 시작되었는데， 이는 극히 최근의 논문률에서 찾아볼 수 있다. (1, 4, 5, 7) 
이러한 최척화 문제의 일반척인 형태는 다음과 같이 나타난다. 
목척식. 비용의 최소화 (=기억장소 할당비용 + 통신관련비용) 
제약식 : 통신 네트워크의 신뢰도 
자료화일의 가용도 
자료접근 지연시간 퉁. 
이에 관련된 목적합수의 형태에는 여러가지가 있다. 그 중에서도 Mahmoud와 
Riordon(5)은 자료화일 저장에 관한 비용과 통신망율 임대하여 사용할 경우의 비 
용율 묵적합수로 하였다. 또， lrani (4) 는 여기에다 통신 네트워크의 
termination 비용율 더하였다. 이상의 두가지 모형에서는 통신라인의 최적 용량율 
구하고 있으며 또한 자료접근 제한시간에 대한 제약식에서는 query와 update 
에 따르는 차이점도 고려해 넣고있다. 그러나. 이들은 모두 롱신네트워크가 륙 
정한 형태로 주어졌다고 (fixed network topology) 가정하고 있다. 
한연， Loomis 와 Popek는 더욱 세분화된 요소률로 구성된 몹적합수를 사용했 
다. 축， 각 query의 필요 용도가 룩멸하게 주어지는 경우， 각 사용자의 분산정 
도， 저장 화일에 대한 가용도， 전송지연시간， 동시에 두가지 화일을 접근할 수 
있는가에 대한 가능성까지률 고려하고 있다. Chen과 Akoka (1)도 비슷하게 정교 
한 목적합수를 사용하고 있다. 이률은 자료베이스 소프트웨어， 컴퓨터장비， 
통신네트워크장치， 데이타베이스 저장 용량， 사용자-프로그램， 프로그램-자료베 
이스로 이어지는 query 와 update 작업의 전송 동에 필요한 비용올 고려했다. 
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이상의 연구동은 프로세싱 power의 설치， 프로그램과 자료베이스의 위치얼쩡， 
그리고 시스팀에서 쩡해진 경로률 따라 천송되는 query 와 update 작업에 알맞는 
통신 내트워크의 용랑 동의 세가지 문제률 동시에 최객화 시키는 것울 목적으로 
하여 쓰여진 것률이다. 그러나 , 이률의 연구에서는 거의 모두 네크워크률 륙정 
하게 주어진 구조로 제한하고 문제률 다루고 있으며， 해법상 다룰 수 있는 문제 
의 크기도 극히 쩨한되어있는 상태이다. 
3. 연구모형 
3. 1. 가쩡 
1 ) 시스팀의 용량에는 제한이 없다고 가정한다. 측， 시스팀에 
연결 가능한 branch의 갯수나 자료화일의 크기에는 제한이 없다. 
2) 통신 라인의 용량은 고려하지 않고 있다. 
3) 정보처리에 실패하여 갈운 transaction옳 다시 수뺑하여야 하는 경우는 
없다. 
4) 통신 네트워크가 일정한 형태로 고정되어 있다는 가청은 없다. 
5) 사용자는 몇 개의 지역으로 분산되어 있으며 각 branch에서 요구하는 
transaction의 양은 미리 알려져 있는 것으로 가쩡한다. 
1 : 최종 시스팀 사용자가 위치한 branch의 집합 
J : 컴퓨터 시스팀 설치 가능 장소의 집합 
D : 푸분화된 자료화일의 집합 
Ci J : branch i를 j에 위치한 시스팀에 연결시킬 경우 드는 비용 
Cj: 자료화일 d를 j에 위치한 시스팀에 연결시킬 경우 드는 비용 
Vj : 위치 j에 시스팀올 셜치하는데 드는 비용 
Qi: branch i에서부터 자료화일 d에 대해 요구하는 transaction의 앙 
rij ’ :branch i 에서 요구하는 transaction이 branch i 가 연결되어 있는 
시스뱀 j에서 수행될 경우， 이때 발생하는 통신 비용 
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r; j , , : branch i 에서 요구하는 transaction이 branch i 가 네트워크 상으 
로 연결되어 있는 시스팀 j로 옮겨져 수행될 경우， 이때 발생하 
는통신비용 
Xi j ’ [ 1 ; br없ch i 가 j에 위치한 시스탑에 연결되었율 경우 
o ; 이 밖의 경우 
Xj [ 1 ; 자료 화일 d가 j에 위치한 시스팀에 배정되었올 경우 
o ; 이 밖의 경우 
Yj : r 1 ; 시스텀율 위치 j에 설치힐 경우 
L 0 ; 이 밖의 경우 
3.3 모형의 정럽 
MODEL NIP (nonlinear‘ integer programming) 
d d 
Min { 강jVj + L LC!j X!j + L LCj X j + 
I j ! j 
d d 
L L L r; j' , Qi 'Xj • X i j + 
d I j 













L X! j = 1 V! (l) 
L Xlj = 1 Vd (2) 
. 
Xij-Yi$O Vi, j (3) 
d 
Xj - Yi $ 0 Vi, d (4) 
d 
Xi j Xj , Yi ..... { 0 , 1 V!eI , jeJ , deD 
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목적함수에서 세번째 항까지는 하드웨어 및 소프트웨어의 설치비용이며 
네번째 항과 다섯번째 항은 정보천달율 위한 통신비용이다. 
제약식 (1)은 각 branch 가 정확히 하나의 시스팀에 연결될 것을 보장 
하여 준다. 
제약식 (2)는 각 자료 화일이 정확히 하나의 시스팀에 배정될 것을 보 
장하여 준다. 
제약식 (3)은 각 branch는 시스팀이 설치되어 있는 곳에만 연결될 수 
있옵을 나타낸다. 
제약식 (4)는 자료화일은 시스팀이 설치되어 있는 곳에만 배치될 수 
있옴올 나타낸다. 
4. 연구방법 
3.1절에서 제시한 연구 모형은 조합최척화 문제 (combinatorial 
。ptimization) 이다. 이 문제는 NP-complete class에 속하는데 이 사실은 모형 
에서 이차식으로 나타난 항율 제거시려보면 알 수 있다. 이차식으로 표현된 항 
율 제거시격 본래의 문제보다 간단한 형태로 바꾸어 보면 이때의 문제는 
uncapaci tated plant location problem이 됨을 알 수 있고 이 문제는 이미 
NP-complete class problem입이 밝혀져 있다. 
NP-complete class 문제에 대해 polynomial time algorithm올 개발한다는 것 
은 어려운 일이어서， 이때 시스팀 디자이너는 heuristic 방법이나 approximation 
algorithm 동에 의존하여 해률 구하여야 한다. 
본 연구에서는 제시한 모형에 대해 tight한 하한치률 구하여 여기에서부터 
feasible solution올 얻어내는 방법과 heuristic한 방법올 이용하여 해를 구해내 
는 두가지 접근법올 시도해 보았다. 
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4.1 Lagrangian Relaxation Procedure 를 이용한 방법 
Tight한 lower Bound률 얻율 수 있으면 이를 이용하여 최척해에 가까운 
feasible solution율 구해낼 수 있으므로 본 연구에서는 Lagrangian Relaxation 
Procedure률 다음과 같은 방법으로 대상 연구 보형에 적용하여 하한치를 구하였 
다. 
1) 3.1에서 제시한 model NIP에 <Þ i j 라는 연수률 도입함으로써 선형화 
시킨다， 
[ problem LIP ] 
2) [ 모형 LIP] 의 제약식중 일부률 Lagrangian Relaxation 시킨후 
연수 <þ i j 화 Xi j 의 성질율 이용하여 다시 t때sformation 시킨다 
[ Problem LRIP ] 
3) Fixed 되어 있는 Lagrangian 숭수백터에 대해 [ Problem LRIP ]는 
OR 분야에서 연구되어온 uncapacitated plant location problem 
(UPLP)과 convertible한 형태이다. 런데 UPLP에 대해서는 효율척인 
algorithm이 이미 개발되어 있으므로， 이러한 algorithm률율 이 
모형에 척용， 사용힐 수 있다. 
4) 3)에서 구해진 solution은 subgradient algorithm 퉁율 이용하여 
보다 tight한 lower bound률 얻어내는 방향으로 개선시킬 수 있다. 
위의 과정을 구체척으로 기술하면 다음과 같다. 
d 




Vol 1. No. 1 
58 
d 
Q d ) X 
i i 
[ Problem LIP 1 
Min { L YJ Vj + L L CiJ Xlj + ε í: (Cd + í: r" 
j ij dj j i 
+ í: ε í: (r ’ lJ - r"IJ) Qd . xd . Xlj} 
d i j i j 




Min { í: Yj Vj + í: í: CiJ + ε í: LCd 
j lJ dJ J 
. Qd . ød 
I I J 
+í:í:í: L rI J 
d i j 
(5) ød 
(4) 
s ’ l ‘ 생
 
j 
+ j ? 4 
to (1) Sub. 
(6 ) 0 s XIJ ød -
i J 
(7) 0 s ød - xd 
. { 0, 1 } ød 
iJ 
Yi , xd , Xi j , 
1 
단계 2. 단계 1의 < Problem LIP > 를 제약식 (5)에 대해서 Ài jd 로 제약식 
(7)에 대해서 βijd로 Lagrangian Relaxation 시킨다. 
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d d 
. Qi ’ <þ i j }d + I ￥ F Lr‘ i j in { ￥ YJ Vj + F ￥ Cij .ti j + I ￥ LC3 
d d 
+ ε ε ε λi j d ( <þ i j - X i j - Xj + 1 
d i j 
d 























(6) (4) , to (l) Sub. 
ε Àijd) XiJ 
d 
목척함수률 재배열하여 정리하연， 
L L (Ci j -
i j 
Min { L YjVj + 
j 
+ -LÀijd+ ε ßijd)Xd 
d 
L ì: (LCJ 
d j 
+ 






+ } j 
d 
·l AV ) 
d 
m
ì:ì: ε (Àijd - ßijd + LriJ 
d i j 
새로운 계수를 도입하여 간단한 형태로 정리하면 다옵과 갑이 된다 
. Xd 
J 
+ ì: εRCd 
d J J 
. Xij z ε RCi j 
i J 
Min { ì: YjVj + 
<þ ijd } + ì: ε ì: Àijd 
d i j 
+ ε ε ε Rr! jd 
d i j 
(6) (4) , 
) 1 ( 
to Sub. 
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그런데， 변수 ￠i? 와 변수 .1:i j 사이에는 다음과 같은 성질이 폰재한다 
cf> i jd 0 i f .1: i j = 0 
o i f .1: i j = 1 and Rr; j d ;, 0 
i f .1: i j = 1 and Rr; j d < 0 
단 cf> i j d 는 단계2의 [ problem 대IP 1 에서， 고정된 승수백터에 대한 최척해 
이고. xi j는 이때 .1: i j 의 fixed feasible solution. 
그러므로 위의 관계를 바탕으로 변수 cf> ijd를 변수 .1: 1 j 에 판해 표현힐 수 있게 
된다. 
cf> ijd . Rnjd = .1:ij . min { O. Rnjd 
단계 3. 단계2의 [problem LRIP 1률 위의 생질율 이용하여 나타내면 다읍과 
같다. 
r-[ Problem 대IP ’ ] 
d d 
Min { L YjVj+ L L RCj . .1:j+ L ε [RCij +ε min(O. Rr; jd) ]X ij} 
j dj ij d 
Sub. to (1 ) - (4) 
[ 단계 3 1 까지의 procedure률 통해 얻어낸 [ problem LRIP ’ ]는 그 형태가 
simple uncapacitated plant location (SP니 문제와 convertible한 것율 발견할 
수 있다. 축. J를 candidate plant location의 집합으로， I와 D의 union율 
customer location의 집 합으로 볼 수 있게 된다. 
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SPL problem은 NP-complete class의 문제점이나 이를 대상으로 개발된 
algorithm들이 많이 있다， 그 중에서도 Erlenkottetr[ 8l 가 개발한 " a branch 
and bound dual based procedure for solving plant location problems"률 들 수 
있는데 매우 효율적인 algorithm으로 알려져 있다. 그러므로， lagrange 숭수 
백터가 fixed되어 있다고 가정한다면 Erlenkotter의 procedure를 [ problem LRIP ’ 
]에 적용시킬 수 있게 된다. Lagrangian relaxation의 성질에 의하면 주어진 
lagrange 숭수 백터에 대한 L( .:I., ß)는 optimal solution의 하한경계치가 된다. 
한연， 가능한한 가장 tight한 하한경계치， 륙 최척의 lagrange 숭수백터는 다 
음의 조건율 만촉하는 것이 된다. 
L (.:1., β) = maximize { L (λ ， ß) } 
그런데， 이와같은 최척의 lagrange 승수 백터를 얻어내는 일은 간단한 일이 
아니다. 
현재， (.:1., ß)를 계산해 내는 approximation algorithm률이 많이 소개되어 있 
는데 대개의 경우 subgradient algorithm율 사용하고 있다 
Subgradient algorithm은 초기 lagrange 숭수 백터률 가지고 시작해서 하한 
치를 개선시키는 방향으로 차혜 차례 승수 백터률 구해나가는 방법이다. 
4. Z Heuristic 해법의 개발 
본 연구에서 개발한 heuristic 해법은 greedy type의 algorithm이다 이러한 
algorithm은 화일 배정문제나 컴퓨터 위치 선정 문제 각각이 모두 simple plant 
location problem (SPL)으로 취급휠 수 있으며， 이 SPL에 대해서는 효율적인 한 
algorithm이 이미 개발되어 있어서 이 algorithm율 이용하여 보려는 의도에서 부 
터 이루어졌다. 만일， 화일의 배치가 이미 결정되어 있다면 우리의 문제는 컴퓨 
터 위치 선정의단일 문제로 축소된 것울 의미하고， 반대의 경우로 컴퓨터 위치 
선정이 결정된 상태라변 화일 배정문제가 되는 것이다 
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Heuristic algorithm의 첫 단계는 feasible한 fi le의 배치률 초기션쩡하여 주 
는 것으로부터 시작된다. 주어진 화일배치에 대해 컴퓨터 위치 선정문제를 풀 
고， 다시 션정된 컴퓨터 위치에 대해 화일을 재배치 시격서 개션된 해률 얻어낸 
다. 이러한 방법으로 더 이상 해의 개션이 없올 때까지 갚은 과정을 반복한다. 
구체척인 단계의 축소된 문제 형태를 보면 다융과 같다. 
초기의 feasible file allocation올 쩡하여 준다. 
단계 2. 화일 배치가 이미 결정된 상태 (측， 변수 Xj 가 이미 정하여진 상태) 
이므로， [ problem NIP 1는 다읍과 같은 문제로 축소된다. 
단계 l. 
< problem FIP > 
* 




\l i ! Xlj = 
to Sub. 
、'I i~ 0 Xi j - Yi 
j E J } 단. Jd = J - { j 1 Xj = 1 and d E D, 
j n n n r 4 
A ‘ 
+ J i p L --” i F 
ι
 
Q? + Z ( r ’ lj - r"ij ) Qi d 
Dj 








{ --j n 
니
 
단계 3. 단계2에서 구한 각 branch의 컴퓨터 위치 선정에 관한 연수가 고정되 
어 있다고 가정하고 (즉， 연수 Xi j 가 정해진 상태) 여기에 대해 
file을 재배치 시켜 구해지는 해에 개선이 생기는지 살펴본다. 
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이때 [ Problem NIP 1 는 다음과 같이 축소된다. 
< Problem CIP ) 
"'d d 
Min { ~ Yj Vj + ε ε Cj Xj } 
d j 
j e: J i 
、에& 
d 
í: Xj = 1 




j e: J } 
d 
- n j. ) Qi 
i e: 1. 
d 
Qi + ~ ( n j ’ 















i e: 1 } and { i 1 Xi j lj 
initialize file allocation 
improved ? 
Solution improved ? 
Solution 
iterative process 흐름도 
Y 
〈그럽 3) heuristic 방법의 
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단계 2n 단계 3의 해률 바탕으로， 단계2와 같은 방법으로 해에 개선이 있는지 
살펴 본다. 
단계 2n+l 단계 2n의 해률 바탕으로， 단계3의 방법을 사용， 해의 개선이 있는 
지 살펴본다. 
더이상 해에 개선이 없울 때까지 위의 과정올 반북한다. 
4.2 해법의 적용 예 
4.2 절에서 제시한 heuristic algorithm은 IBM - AT computer에 program 되어 
서， 여러 가지 경우의 예에 대해 실험되었다 
본 절에서는 4가지 경우의 예에 대한 적용결과를 제시하고 있다. 아래의 [표 
1 1 에 그 결과를 요약하여 놓았다. 처옵의 두가지 예는 매우 작은 size의 문 
제이고， 이러한 경우는 전형척인 1P algori thm으로도 척용가능한 시간내에 
optimal solution율 얻어 낼 수 있다. 그러나 이 러한 경우에도 heuristic 
algorithm은 최척해에 근정한 해률 더 빠른 시간 내에 찾아낼 수 있었다. 또 다 
른 두가지 경우는 현실상황에서의 분산 정보 시스팀 문제 slze에 부합하는 예이 
다 
앞서 발표된 논문률의 결과에 따르면 이러한 경우는 1P algori thm으로는 
solution을 제공힐 수 없는 것이었다. 본 연구에서 제시한 heuristic algorithm 
에 의하면 이 러한 경우에도， 두 예제 모두 2번의 i teration 만에 solution을 제 
공할 수 있었으며. computaion time은 2분 이내였다. 한연. heuristic한 방법으 
로 구해지는 해는 feasible solution 이기는 하지만 。ptimal solution 이라는 보 
장은 힐 수 없다， 
최척해률 알 수 없으므로 heuristic한 방법으로 찾아진 solution율 명가할 수 
있는 기준이 필요한데， 이러한 필요성에 따라 손쉬운 방법으로 최척해에 대한 하 
한치를 구하는 방법율 연구， 사용하였다. 최척해에 대한 하한치는 앞의 4.1 절에 
서 제시한 Lagrangian Relaxation Procedure률 롱해서도 얻어 낼 수 있으나 이 
’‘ 
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박법은 계산량이 많아 실제척이지 못하므로， 이 방법으로 보다 tight한 bound는 
치대할 수 없으나 실제척인 변에서 손쉽게 하한치를 구할 수 있는 방법율 사용한 
것이다. 
〈표- 1) 해법 척용의 결과에 대한 요약 
문제 slze Heuristic 해법의 
최척해에 척용결과 
문제 대한 
사용자의 컴퓨터 분할된데이터 하한치 solution 
iteration 
수 위치의수 베이스의 수 
횟수 
1 4 4 4 17.017 
17 ,017 1 
2 4 9 13 20 , 575 
21 , 005 l 
3 23 10 10 116 , 034 
124 , 443 2 
4 23 10 10 120 , 012 
124 , 832 2 
5. 결 론 
본 연구에서는 computer location assignment problem과 fi le allocation 
problem율 동시에고려한 모형율 formulation하여 그 해를 구해냄으로써 
괴stributed information-짧em 구축시 기폰의 연구 해법으로 얻은 결과보다 시 
스팀 전체척인연에서 볼 때 최척해에 가까운 해률 제공할 수 있었다. 
또한， 이제까지의 solution methodology가 네트워크의 제한이 주어진 상태에 
서 주어쳤고， 대상으로 힐 수 있는 시스팀의 규모가 실제상황에는 비현실척이었 
번 것에 비해 수직척인 해법율 이용함으로써 다룰 수 있는 system size (측: 
branch의 갯수， computer site의 수)가 커지고， 이전보다 척은 computing-time내 
에 시스텀 구촉에 필요한 최소비용 및 디자인 방법을 얻어낼 수 있었다. 
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