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Abstract
A spatially-selective and internal-state-selective triggering pulse is an im-
portant component to realize the unitary dynamical state-locking process in
a single-atom quantum system (Arxiv: quant-ph/0607144), while a unitary
dynamical state-locking process and its inverse process may be used to real-
ize the reversible and unitary halting protocol and construct the unstructured
quantum search process based on the tensor-product Hilbert-space symmetric
structure and the unitary quantum dynamics. In the previous paper (Arxiv:
quant-ph/0708.2129) the ideal internal-state-selective triggering pulses that are
not spatially selective are constructed explicitly in a single-atom quantum sys-
tem. Spatially-selective unitary operations, excitations, and processes tend to
be necessary components of a quantum computational process in an atomic
physical system, because a real-world quantum computer cannot have an in-
finite dimensional size in space. In particular, the unitary manipulation of a
single atom in time and space in the unitary dynamical state-locking process in-
volves generally the spatially-selective operations, excitations, and/or processes.
Therefore, an ideal internal-state-selective triggering pulse must be replaced
with a spatially-selective and internal-state-selective triggering pulse. In this
paper it is shown how a spatially-selective and internal-state-selective trigger-
ing pulse is constructed generally in the quantum system of a single motional
atom. Rigorous theoretical calculation and error estimation, which are based
on the Trotter-Suzuki decomposition method and the multiple-Gaussian-wave-
packet (MGWP ) expansion method, are carried out for the time evolution
process of a single atom in the double-well potential field and in the presence
of a spatially-selective and internal-state-selective triggering pulse. It proves
that the spatially-selective and internal-state-selective triggering pulse is feasi-
ble, that is, the possible errors generated by the triggering pulse are shown to
be controllable. This strict theoretical calculation also shows that the spatially-
selective and internal-state-selective triggering pulse may be different from its
ideal counterpart, but the difference between their final states of the time evo-
lution process is controllable. These computational results are achieved with
the help of the Gaussian wave-packet motional states and the space-dependent
quadratic Hamiltonians of a single atom. The methods and techniques de-
veloped in the paper are useful for studying the quantum-computing speedup
mechanism of the unitary quantum dynamics in the quantum system of a single
atom.
Contents
Abstract 2
1 Introduction 3
2 The Hamiltonians to describe a spatially-selective
2
and internal-state-selective triggering pulse 8
3 Imperfections of the harmonic potential well in the
double-well potential field 16
4 Imperfections for the spatially selective laser light beams 43
4.1 The upper bound of the norm ||OVp (x, r, τ )Ψ00(x, r, t0)|| 51
4.2 The upper bound of the norm ||MV1 (x, r, t1, t3)|| 55
4.3 The upper bound of the norm ||MV2 (x, r, t1, t3)|| 65
4.3.1 The upper bound of the norm ||MV21(x, r, t1, t3)|| 66
4.3.2 The upper bound of the norm ||MV22(x, r, t1, t3)|| 77
4.3.2.1 The upper bounds for the norms NORM(k, λ, µ)
with µ = CS and S 82
4.3.2.2 The upper bounds for the norms NORM(k, λ, C0) 127
4.4 The upper bound of the norm ||E0r (x, r, t0+τ )|| 144
5 The Lamb-Dicke limit 153
6 Generating the spatially-selective and internal-state-
selective triggering pulses 168
6.1 Theoretical calculation of the experimental basic
pulse sequence 178
6.2 Theoretical analysis of the SSISS triggering pulse 205
7 Discussion and conclusion 215
Acknowledgment 217
References 217
1 Introduction
There are a large number of works [1 – 6] that are involved in manipulat-
ing coherently the atomic systems in center-of-mass (COM) motion in many
research areas including the atomic laser cooling and trapping, quantum coher-
ence interference, quantum-state engineering, and quantum computation and
quantum information. An atomic system is one of the most promising quantum
systems to realize a large-scale quantum computation. It has some advantages.
A single atom may have the COM motion and internal (electronic or nuclear
spin) motion at the same time. Both the atomic motions may be manipu-
lated independently by the external electromagnetic field and/or potential field.
Therefore, an atomic system provides a quantum computation with both the
manipulating freedom degrees of the atomic COM motion and internal motion.
In quantum computation the atomic internal states are mainly used as quantum
bits. Manipulating and controlling coherently the atomic internal motion are
naturally necessary to realize a universal quantum computation in an atomic
system. In the past decades a large number of works have been devoted to real-
izing a universal quantum computation in a variety of atomic systems (See, for
example, Refs. [3, 5, 6]). On the other hand, there are also a large number of
works [3, 4, 7 – 16] related to coherent preparation, control, and manipulation of
quantum states and especially the COM motional states of a single atom which
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may or may not be confined in an external potential field. Coherent prepara-
tion and control of quantum states of quantum systems including a single-atom
quantum system are generally important in quantum computation.
A quantum system of a single atom does not own those properties that
only a multiple-particle quantum system can have and it does not yet have the
quantum-computing resource (i.e., the symmetric structure of Hilbert space of
a composite quantum system). Therefore, such a simple quantum system is
particularly useful for studying the quantum-computing speedup mechanism of
the unitary quantum dynamics [47]. This implies that unitarily manipulating in
time and space a single atom is important in quantum computation as spatially-
selective unitary operations, excitations, and processes of a single atom are gen-
erally necessary to realize a quantum computation in atomic systems including
a single-atom system. The present work is closely related to the research subject
of unitarily manipulating a single atom in time and space. It has been shown
[14 – 16] that in order to realize the reversible and unitary halting protocol and
the unitary dynamical state-locking process2in a single-atom quantum system
it is necessary to manipulate unitarily a single atom in time and space, that is,
it is necessary to manipulate unitarily the COM motion, internal motion, and
their interaction of a single atom. Such a unitary manipulation may be used to
realize the quantum-state-level mutual cooperation [14] between the COM mo-
tion and internal motion of a single atom, while the quantum-state-level mutual
cooperation is necessary to realize in a single-atom quantum system the unitary
dynamical state-lock ing (UNIDYSLOCK) process and its inverse process which
may be used to construct the unstructured quantum search process based on
the tensor-product Hilbert-space symmetric structure and the unitary quantum
dynamics [47]. For convenience, hereafter the atom is named the halting-qubit
atom which is used to realize the reversible and unitary halting protocol and the
UNIDYSLOCK process. A spatially-selective and internal-state-selective trig-
gering pulse which is an important component of the UNIDYSLOCK process
also is realized in the quantum system of the halting-qubit atom.
Coherently manipulating a spin system (in a spin ensemble) is very popular
in nuclear magnetic resonance spectroscopy, magnetic resonance imaging, and
electronic spin resonance spectroscopy. Many coherently manipulating methods
and techniques well developed in the NMR spectroscopy [17, 18] could be used
as well in quantum computation in quantum systems that are not involved in
any detailed COM motion. They also could be helpful to realize the unitary
manipulation in an atomic system in quantum computation which is often in-
volved in the COM motion, although manipulating coherently an atomic system
has mainly used the laser-light-based manipulating and controlling methods and
techniques [1, 3, 19, 42]. As an example, the decoupling techniques for nuclear
spin interactions in the NMR spectroscopy [17] could be used to decouple the
interaction between the atoms, as suggested in Ref. [14], while the multi-pulse
decoupling techniques may realize the decoherence quantum control [20]. An
2It should be pointed out that both the reversible and unitary halting protocol and the uni-
tary dynamical state-locking process make sense only when they consume the computational
resource.
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atomic system in COM motion is generally more complicated than a quantum
spin system without COM motion in coherent manipulation. It is far more
complicated to realize the desired coherent manipulation in an atomic system
in COM motion. It is the atomic COM motion that makes the coherent manipu-
lation complicated. Many useful coherent manipulation methods and techniques
[17, 18, 19, 42] could become ineffective in an atomic system in COM motion.
Whether or not these methods and techniques are effective is dependent to quite
a large extent upon the atomic COM motional states. Therefore, it is neces-
sary to consider explicitly the atomic COM motional states in the coherent
manipulation in an atomic system.
Coherent manipulation of an atomic system uses generally the electromag-
netic wave fields (mainly the laser light beams [1]) and external potential fields
including the externally applied electric field and magnetic field [3]. Sometimes
the electromagnetic wave field also may be used to generate the potential field
such as the optical lattice and hence may act as the externally potential field. If
in coherent manipulation the atomic internal motion is not explicitly involved,
then it is usually convenient to use the external potential fields to manipulate
an atomic system. However, once the atomic internal motion needs to be con-
sidered explicitly, it is more convenient to use the electromagnetic wave fields.
The UNIDYSLOCK process needs to manipulate unitarily the COM motion,
internal motion, and the interaction between the two motions of the halting-
qubit atom [14]. Therefore, both the electromagnetic wave fields and external
potential fields are necessary tools to realize the UNIDYSLOCK process.
When atoms are cooled down to a low temperature or even an ultralow tem-
perature, quantum effect of their COM motion becomes obvious [1, 3]. The
atomic motions including the internal motion and COM motion have to be de-
scribed by the quantum-mechanical principles [7 – 12, 21]. Thus, for a quantum
computation on the cold atomic systems both the atomic internal motion and
COM motion have to be treated on the basis of the quantum-mechanical prin-
ciples [22]. Though a heavy quantum particle such as an atom is quite similar
to a classical particle, its quantum behavior is completely the same as that
one of a light quantum particle like an electron. The time evolution process
of a single atom in motion still obeys the unitary quantum dynamics [22]. In
quantum mechanics the COM motion of a heavy quantum particle is usually
described by a wave-packet state [22, 23]. Wave-packet COM motional states
of a quantum particle such as an atom are generally the theoretical and exper-
imental basis to realize spatially-selective manipulation and control. As shown
in Ref. [14], the spatially-selective unitary operations, excitations, and/or pro-
cesses are necessary components of the UNIDYSLOCK process. The latter could
be realized only when one can realize precisely and exactly the quantum-state-
level mutual cooperation between the COM motion and internal motion of the
halting-qubit atom. Then this requires that the wave-packet motional states of
the halting-qubit atom be chosen suitably, so that they can be manipulated and
controlled precisely and exactly in the entire UNIDYSLOCK process. On the
other hand, precise and exact manipulation and control require that the time
evolution process of the halting-qubit atom be calculated exactly or evaluated
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strictly with the quantum-mechanical principles. These requirements lead to
that not only the wave-packet motional states of the halting-qubit atom but
also the electromagnetic wave fields and/or the external potential fields that are
used to manipulate the halting-qubit atom need to be chosen suitably in the
UNIDYSLOCK process.
It has been proposed [14 – 16] that Gaussian wave-packet states are chosen as
the basic wave-packet motional states of the halting-qubit atom and quadratic
potential fields as the basic external potential fields to construct the UNIDYS-
LOCK process, while the externally applied electromagnetic wave fields must
ensure that Gaussian wave-packetmotional states of the halting-qubit atom keep
their Gaussian shape unchanged before and after the unitary manipulation with
the electromagnetic wave fields and moreover, the possible errors generated by
the manipulation are controllable. This strategy also was used as a guidance
to design the (internal-)state-selective triggering pulses that are not spatially
selective [15] and will be used as well below to construct the spatially-selective
and internal-state-selective triggering pulses. A Gaussian wave-packet state is
one of the simplest and most basic wave-packet states in quantum mechanics
[22], while a quadratic potential field is one of the simplest and most basic po-
tential fields. Gaussian wave-packet states (the coherent states [24a, 24b] and
squeezed states [24c] of a harmonic oscillator in coordinate space are also the
special Gaussian wave-packet states) have been studied extensively and have an
extensive application in a variety of research areas [22 – 27]. The ground state
of a harmonic oscillator also is a Gaussian wave-packet state. Therefore, the
Gaussian wave-packet motional state of a single atom usually may be prepared
easily in experiment. On the other hand, a quantum particle in an external
quadratic potential field is a solvable quantum physical system [28 – 33]. Its
unitary propagator can be exactly obtained [28 – 33]. Then the time evolu-
tion process for the Gaussian wave-packet state of a single atom can be exactly
calculated in the presence of a general quadratic potential field. Moreover, the
Gaussian wave-packet state evolves into another in a general quadratic potential
field [26 – 33, 22], meaning that Gaussian shape of the Gaussian wave-packet
state keeps unchanged during the time evolution process. These basic properties
of both the Gaussian wave-packet states and the quadratic potential fields show
that it could be most suitable to choose both the Gaussian wave-packet states
and the quadratic potential fields to realize the UNIDYSLOCK process in the
quantum system of the halting-qubit atom. Of course, here it does not rule
out the possibility to choose non-Gaussian wave-packet states and other poten-
tial fields than the quadratic potential fields to construct the UNIDYSLOCK
process.
A Spatially-Selective and Internal-S tate-Selective (SSISS) triggering pulse
was first proposed in constructing the reversible and unitary halting protocol
[14]. It is an important component to realize the UNIDYSLOCK process and
may be used to construct the unstructured quantum search process based on
the tensor-product Hilbert-space symmetric structure and the unitary quantum
dynamics. It was first suggested in Ref. [15] to construct the state-selective
triggering pulses that are not spatially selective by using the coherent average
6
method [46] based on the Trotter-Suzuki decomposition method [34] or the
average Hamiltonian theory [35] and the Magnus expansion [36, 37]. Here the
Trotter-Suzuki decomposition method may be conveniently used to construct a
higher-order state-selective triggering pulse. A state-selective triggering pulse
is used to manipulate unitarily the COM motion of the halting-qubit atom in
an external potential field such as a harmonic potential field [14, 15]. The
manipulation is different from a conventional one in that it is dependent on the
atomic internal motion. Only when the halting-qubit atom is in some chosen
internal states, can the state-selective triggering pulse take a real action on the
atom. Another special point for the manipulation is that a Gaussian wave-
packet motional state of the halting-qubit atom may keep its Gaussian shape
unchanged at the end of the state-selective triggering pulse. Thus, a state-
selective triggering pulse must have the quantum-state-level mutual cooperation
between the atomic internal motion and COM motion [14]. The internal-state-
dependent manipulation for the atomic COM motion is generally necessary to
realize the quantum-state-level mutual cooperation (or interaction) between the
atomic internal motion and COM motion [14]. The interaction could be simply
achieved by applying suitable electromagnetic wave fields such as the laser light
fields to the chosen internal states of a motional atom in an external potential
field such as a harmonic potential field [3, 7 – 12]. In a general case, a sequence
of the electromagnetic field pulses and the potential field pulses are needed
to manipulate cooperatively the motional atom so that the interaction can be
achieved. Unlike a conventional coherent manipulation such as the laser light
cooling, here every manipulation is required to be unitary mainly due to that
the sequence could be used to construct the UNIDYSLOCK process. A state-
selective triggering pulse could simply consist of a sequence of the external
electromagnetic pulses such as the laser light pulses that are selectively applied
to the specific internal states of the halting-qubit atom in an external potential
field [14]. It was proposed to use a pair of phase-modulation double-wave-
number laser light beams to generate the pulse sequences of the state-selective
triggering pulses [15]. This scheme could be thought of as an instance of the
coherent double-photon techniques [38, 3, 9b, 10a, 10b, 12b] or the NMR double-
resonance techniques [17]. The advantage of the phase-modulation double-wave-
number laser light pulses is that the atomic Hamiltonian generated by the pair
of laser light pulses are time-independent in the rotating frame [15]. This leads
to that it is much easier to investigate strictly the time evolution process of the
halting-qubit atom in the presence of the state-selective triggering pulse.
The state-selective triggering pulses [15] are constructed in an ideal har-
monic potential field and with the electromagnetic field pulses that extend over
the whole coordinate space. They are the ideal state-selective triggering pulses.
Actually, both an electromagnetic field and an external potential field can not
be extended infinitely in space when they are used to manipulate an atom in
quantum computation. In practice an electromagnetic field and/or external
potential field tend to be applied to an atom in a finite and chosen spatial
region. Therefore, a question arises whether or not such spatially-selective elec-
tromagnetic fields and potential fields are suitable to construct a state-selective
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triggering pulse. A state-selective triggering pulse that is constructed with the
spatially-selective electromagnetic fields and potential fields is called a spatially-
selective and internal-state-selective (or SSISS briefly) triggering pulse. Then
it is needed to answer the question whether or not a SSISS triggering pulse can
work well as expected to realize the UNIDYSLOCK process in the double-well
potential field [14]. The present work is devoted to solving the problem: how to
construct the SSISS triggering pulses that can be used to realize the UNIDYS-
LOCK process in the double-well potential field. If a SSISS triggering pulse
can achieve almost the same result that its corresponding ideal state-selective
triggering pulse achieves and moreover, the difference between the two state-
selective triggering pulses is controllable, then such a SSISS triggering pulse
may replace an ideal triggering pulse to realize the UNIDYSLOCK process. In
the paper it is shown that such a SSISS triggering pulse can be constructed
explicitly in the double-well potential field. The time evolution process of the
halting-qubit atom in the presence of the SSISS triggering pulse is calculated
strictly and all the possible errors generated during the process also are esti-
mated rigorously. It proves that the SSISS triggering pulse is feasible, that
is, all these possible errors are controllable, and that the difference between the
SSISS triggering pulse and its ideal counterpart is controllable.
2 The Hamiltonians to describe a spatially-seletctive and
internal-state-selective triggering pulse
In the paper [14] the UNIDYSLOCK process is realized in the double-well
potential field, where the left-hand (LH) potential well is approximately a har-
monic potential well, while the right-hand (RH) one is a square potential well.
When the dimensional size of the square potential well is sufficiently large com-
pared with the wave-packet spread of the halting-qubit atom, the double-well
potential field may be described reasonably by the potential energy:
V (x) =


1
2mω
2x2, −∞ < x < xL
Lh, xL < x < xL + L
0, xL + L < x < +∞
(2.1)
where xL is the joint coordinate position between the LH potential well and
the intermediate potential barrier, L and Lh are width and height of the inter-
mediate potential barrier, respectively, and usually the height Lh ≥ mω2x2L/2,
L > 0, and xL > 0. Hereafter V (x) also is called the double-well potential field.
It will be seen in the error estimation below that the joint (coordinate) posi-
tion xL is an important control parameter. It is well known that the harmonic
potential field of an ideal harmonic oscillator is defined by the potential energy
V (x) = mω2x2/2, where ω is the oscillatory frequency of the harmonic oscilla-
tor and the coordinate position x runs over the whole one-dimensional space:
−∞ < x < +∞. Thus, when the joint position xL → +∞, the LH potential well
is an ideal harmonic potential well. In general, the LH potential well may be
approximately considered as an ideal harmonic potential well for the halting-
qubit atom when the potential energy value V (xL) = mω
2x2L/2 at the joint
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position xL is much greater than the mean motional energy of the atom within
the LH potential well. The joint position xL can not be taken as xL = +∞ due
to a finite dimensional size of a real-world quantum computer. In practice, the
LH potential well may deviate from an ideal harmonic potential well. This im-
perfection could affect the motional states of the atom in the LH potential well,
but this effect could be generally small when the joint position xL is large. On
the other hand, the height of the intermediate potential barrier could be taken
as an infinitely large value in the theoretical treatment, that is, Lh = +∞. This
is due to that the height may be controlled at will from the outside without
having an effect on the dimensional size of a quantum computer. In the case
Lh = +∞ the intermediate potential barrier generates two hard potential walls,
one is at the joint position xL if the halting-qubit atom is in the LH potential
well and another at the position xL+L if the atom is in the RH potential well.
Such hard potential walls may block effectively the halting-qubit atom to tunnel
through the intermediate potential barrier from one potential well to another.
Though in the case Lh = +∞ the double-well potential field V (x) is simpler,
it could not be convenient to calculate rigorously the time evolution process of
the atom in the LH potential well, especially when there is an external electro-
magnetic field applying to the atom. It could be more convenient to calculate
strictly the effect of the imperfection of the LH harmonic potential field on the
atomic motional state if the height of the intermediate potential barrier is taken
as a finite and sufficiently large value, e.g., Lh = mω
2x2L/2 >> E0, here E0 is
the atomic mean motional energy. Obviously, the effect of the imperfection due
to the tunneling effect in the case Lh = mω
2x2L/2 generally is larger than that
one in the case Lh = +∞. However, when the joint position xL is large enough,
both the cases should not have a significant difference.
When the halting-qubit atom is in the LH harmonic potential well, it may
be more convenient to write the Hamiltonian of the atom in the double-well
potential field V (x) of (2.1) as
H = H0 + V1(x, t), −∞ < x < +∞, (2.2)
where the main Hamiltonian H0 is not spatially selective and the perturbation
term V1(x, t) is. The perturbation term V1(x, t) may be used to measure the
deviation of the LH harmonic potential well from the ideal harmonic potential
well. Below two different cases are considered explicitly. For the first case,
there is not any external electromagnetic field applying to the atom in the LH
potential well. In this case the main Hamiltonian H0 in (2.2) is taken as the
Hamiltonian Hho0 of the ideal harmonic oscillator — the halting-qubit atom in
the ideal (left-hand) harmonic potential well,
Hho0 =
1
2m
p2 +
1
2
mω2x2, −∞ < x < +∞. (2.3)
Because the atomic internal states are not involved, here the atomic internal
energy is not considered explicitly. In this case the perturbation term V1(x, t)
in (2.2) is time-independent. For convenience it is denoted as V ho1 (x) and is
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given by
V ho1 (x) =


0, −∞ < x < xL
1
2mω
2(x2L − x2), xL < x < xL + L
− 12mω2x2, xL + L < x < +∞
(2.4)
where the height of the intermediate potential barrier is set to Lh = mω
2x2L/2 in
(2.1). The perturbation term V ho1 (x) takes a non-zero value only in the spatial
region xL < x < +∞. Thus, it is spatially selective. For the second case, there
is an external electromagnetic field or driving force field that is applied to the
atom within the LH potential well. Then in this case the main Hamiltonian H0
is modified to the form
H0 = H
ho
0 +Ha +H1(x, t), −∞ < x < +∞, (2.5)
where Ha is the atomic internal Hamiltonian and H1(x, t) is the interaction
between the atom and the external electromagnetic or potential field, which
may be the electric dipole interaction, etc., and the corresponding perturbation
term V1(x, t) is written as
V1(x, t) =


0, −∞ < x < xL
1
2mω
2(x2L − x2)−H1(x, t), xL < x < xL + L
− 12mω2x2 −H1(x, t), xL + L < x < +∞
(2.6)
It is clear that V1(x, t) is a spatially-selective perturbation term. The present
SSISS triggering pulses are described by the two Hamiltonians which are given
by (2.2): the first Hamiltonian consists of the main Hamiltonian Hho0 of (2.3)
and the perturbation term V ho1 (x) of (2.4) and the second comprises the main
Hamiltonian of (2.5) and the perturbation term V1(x, t) of (2.6). The interac-
tion H1(x, t) in (2.5) and (2.6) will be given later. Both the perturbation terms
V ho1 (x) and V1(x, t) are incontinuous in coordinate space and their incontinu-
ous points are x = xL and x = xL + L. These incontinuous points could not
affect the first-order approximation calculation for the time evolution process of
the halting-qubit atom, as shown below. However, they could affect the rigor
theoretical calculation for the time evolution process.
Suppose that the propagators in the coordinate representation correspond-
ing to the Hamiltonians H0 and H in (2.2) are given by G0(xb, tb;xa, ta) and
G(xb, tb;xa, ta), respectively. The main propagator G0(xb, tb;xa, ta) may be
exactly calculated by using the Feynman′s path integral technique [28, 33] if
the main Hamiltonian H0 is a quadratic Hamiltonian. For example, it can be
calculated exactly if H0 is the Hamiltonian H
ho
0 of (2.3) of the harmonic oscil-
lator. However, it is generally difficult to calculate exactly the total propagator
G(xb, tb;xa, ta) even if the main propagator G0(xb, tb;xa, ta) can be exactly
obtained. When the halting-qubit atom is in the LH potential well and its
motional energy is much smaller than the height of the intermediate poten-
tial barrier, the perturbation term V1(x, t) has generally a small effect on the
atom. Then in this case one may expand the total propagator G(xb, tb;xa, ta)
in terms of the perturbation term V1(x, t). The expansion for the propagator
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G(xb, tb;xa, ta) may be obtained by iterating the recursive relation [22]:
G(xb, tb;xa, ta) = G0(xb, tb;xa, ta)
+
1
iℏ
∫ tb
ta
dtc
∫
dxcG0(xb, tb;xc, tc)V1(xc, tc)G(xc, tc;xa, ta). (2.7)
When the joint position xL is infinitely large, the propagator G(xb, tb;xa, ta)
approaches G0(xb, tb;xa, ta),
lim
xL→+∞
G(xb, tb;xa, ta) = G0(xb, tb;xa, ta). (2.8)
Therefore, if now the joint position xL is very large (that means that the po-
tential energy Lh = mω
2x2L/2 is much larger than the atomic mean motional
energy), then one may take reasonably the first-order approximation of the
equation (2.7) as the propagator of the atom in the LH potential well [22],
G(xb, tb;xa, ta) = G0(xb, tb;xa, ta)
+
1
iℏ
∫ tb
ta
dtc
∫
dxcG0(xb, tb;xc, tc)V1(xc, tc)G0(xc, tc;xa, ta). (2.9)
Generally, one should use the exact propagator G(xb, tb;xa, ta) to calculate the
atomic motional state in the time evolution process of the atom in the double-
well potential field and in the presence of the electromagnetic wave field. How-
ever, since the exact propagator G(xb, tb;xa, ta) is usually hard to obtain, the
propagator (2.9) of the first-order approximation may be used conveniently to
calculate approximately the time evolution process. It could be reasonable to
calculate the time evolution process if the halting-qubit atom in the LH poten-
tial well is in a Gaussian wave-packet motional state approximately and satisfies
the condition that the atomic mean motional energy is sufficiently smaller than
the height of the intermediate potential barrier. This is due to that (i) there is
the asymptotic form (2.8) for the exact propagator and (ii) there is the Gaussian
wave-packet property that amplitude of a Gaussian wave-packet state at a co-
ordinate position decays exponentially with the square deviation of the position
from the COM position of the Gaussian wave-packet state.
In many cases one needs to carry out a rigor theoretical calculation (or a
strict error estimation in an approximation calculation) for the time evolution
process of a quantum system. This is generally necessary for a quantum compu-
tational process. In particular, it is absolutely necessary to perform a rigor the-
oretical calculation and error estimation for a SSISS triggering pulse. In many
cases it may be more convenient to use other quantum-mechanical theoretical
methods than the above coordinate-representation propagator G(xb, tb;xa, ta)
of (2.7) to carry out a rigor theoretical calculation or other challenging tasks
such as constructing a SSISS triggering pulse. The coherent average methods
[46] based on the Trotter-Suzuki decomposition method [34, 39], the Magnus
expansion [36, 37] and the average Hamiltonian theory [35] have been proposed
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to construct the state-selective triggering pulses [15]. These theoretical meth-
ods also could be used to construct a SSISS triggering pulse. The present
SSISS triggering pulses are generated as follows: an ideal state-selective trig-
gering pulse is first constructed by these coherent average methods, as proposed
in Ref. [15], and then it is converted into its corresponding SSISS triggering
pulse that could be directly realized in experiment. An ideal state-selective
triggering pulse [15] consists of a sequence of the phase-modulation double-
wave-number laser light beams that are applied to the halting-qubit atom in
an external harmonic potential field. Both the laser light beams and the har-
monic potential field are perfect. They extend over the whole one-dimensional
coordinate space (−∞,+∞). However, the present SSISS triggering pulses are
generated by the phase-modulation double-wave-number laser light beams that
are spatial-selectively applied to the halting-qubit atom within the LH potential
well (−∞, xL) in the double-well potential field of (2.1). Such spatially-selective
laser light beams are not the ideal ones that are used in an ideal state-selective
triggering pulse and the LH potential field of the double-well potential field is
not yet a perfect harmonic potential field. Is such a SSISS triggering pulse use-
ful? There are some problems to be addressed. Take a simple instance. An ideal
state-selective triggering pulse [15] needs to use the inverse unitary propagators
of the halting-qubit atom in a harmonic potential field. Now its corresponding
SSISS triggering pulse also needs to use the inverse unitary propagators of the
halting-qubit atom in the double-well potential field. While there is not any
problem to obtain an exact inverse propagator of the halting-qubit atom in a
harmonic potential field that is realizable in experiment, this is a large prob-
lem to generate in experiment an exact inverse propagator of the halting-qubit
atom in the double-well potential field of (2.1). As shown later in the section
6, this problem may be solved suitably. Here a spatially-dependent quadratic
Hamiltonian including a harmonic-oscillator Hamiltonian plays a crucial role in
solving the problem, largely because both the unitary propagator of a general
quadratic Hamiltonian and its inverse can be generated easily in theory and ex-
periment [15, 26 - 33]. On the other hand, these theoretical methods including
the Trotter-Suzuki decomposition method [34, 39], the Magnus expansion [36,
37] and the average Hamiltonian theory [35] can not ensure that all the possible
errors generated by a SSISS triggering pulse are controllable or the SSISS
triggering pulse can be convergent to its ideal counterpart. Though there are
the convergent criteria of the Trotter-Suzuki decomposition method [40] and
the Magnus expansion and the average Hamiltonian theory [41], these criteria
usually are insufficient or unavailable for an atomic system in COM motion.
Whether or not a SSISS triggering pulse is convergent is largely dependent
on the COM motional states of the halting-qubit atom. Therefore, one must
pay attention to the fact that a SSISS triggering pulse could not be always
useful to realize a UNIDYSLOCK process. It is necessary to carry out a rigor
theoretical calculation or a strict error estimation for the time evolution process
of the halting-qubit atom in the presence of a SSISS triggering pulse, so that
one can find out in what conditions the SSISS triggering pulse is convergent
and may be used to realize a UNIDYSLOCK process.
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It is more convenient to use a continuous double-well potential field corre-
sponding to the incontinuous one of (2.1) to do a rigor theoretical calculation or
a rigor error estimation for a SSISS triggering pulse. The double-well potential
field of (2.1) is incontinuous, but it may be made smooth in a suitable manner.
Here one may use the smooth step function Θ(x, ε) defined below to make the
potential function V (x) of (2.1) smooth in coordinate space. With the help of
the conventional incontinuous step function Θ(x) the perturbation term V ho1 (x)
of (2.4) is first rewritten as
V ho1 (x) =
1
2
mω2x2LΘ(x− xL)Θ(xL + L− x)−
1
2
mω2x2Θ(x− xL), (2.10)
where the step function Θ(x) = 1 if x > 0 and Θ(x) = 0 if x < 0. Its smooth
form V ho1 (x, ε) then may be obtained by replacing the incontinuous step function
Θ(x) in (2.10) with the continuous step function Θ(x, ε). The continuous step
function Θ(x, ε) with a small parameter ε (0 < ε << 1) is defined by
Θ(x, ε) =
1
ε
√
pi
∫ x
−∞
exp(−y2/ε2)dy, Θ(x) = lim
ε→0
Θ(x, ε). (2.11)
The smooth function Θ(x, ε) is a Gaussian integral. It is a continuous and
monotonously increasing function. It satisfies 0 < Θ(x, ε) < 1 for −∞ < x <
+∞. There exists an arbitrary-order coordinate derivative for the smooth func-
tion Θ(x, ε) and the smooth perturbation term V ho1 (x, ε) of (2.10). These prop-
erties for the function Θ(x, ε) are very helpful for carrying out a strict error
estimation for the SSISS triggering pulse below. Similarly, the incontinuous
perturbation term V1(x, t) of (2.6) may be made smooth. It may be first rewrit-
ten as
V1(x, t) =
1
2
mω2x2LΘ(x− xL)Θ(xL + L− x)
− 1
2
mω2x2Θ(x− xL)−H1(x, t)Θ(x − xL). (2.12)
Then its continuous form V1(x, t, ε) may be obtained by replacing the step func-
tion Θ(x) in (2.12) with the smooth one Θ(x, ε). Below the two smooth pertur-
bation terms V ho1 (x, ε) of (2.10) and V1(x, t, ε) of (2.12) will be used extensively
in the strict error estimation for a SSISS triggering pulse. Generally, the error
upper bound obtained in the error estimation using the smooth perturbation
terms is dependent on the small parameter ε. The relevant work of the strict
error estimation is described mainly in the section 3 and 4 below.
In the present SSISS triggering pulses there is the interaction between a
pair of the spatially-selective phase-modulation double-wave-number laser light
pulses and the halting-qubit atom in the LH potential well. This interaction
is composed of the two parts. One part is the interaction between the halting-
qubit atom and the phase-modulation double-wave-number laser light pulses,
that is, the term H1(x, t) in (2.5). It may be found from Ref. [15]. It is not
spatially selective. Another part is spatially-selective. It is contained into the
spatially-selective perturbation term V1(x, t) of (2.6). The total Hamiltonian in
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the rotating frame is still given by (2.2) for the halting-qubit atom in the LH
potential well and in the presence of the spatially-selective phase-modulation
double-wave-number laser light pulses, here the main Hamiltonian H0 of (2.5)
and the spatially-selective perturbation term V1(x, t) of (2.6) are explicitly ob-
tained below. Suppose that a pair of ideal laser light beams {ELl(t), kl, ωl}
with l = 0 and 1 are selectively applied to the two internal states {|g0〉, |e〉}
of the halting-qubit atom in the LH potential well. The two laser light beams
may be either counterpropagating if their wave number values k0 and k1 have
the opposite signs or copropagating if k0 and k1 have the same sign. They may
have different frequencies {ωl} and amplitudes {ELl(t)}. Then in the laboratory
frame the electric dipole interaction HL1(x, t) between the halting-qubit atom
and the pair of laser light beams may be written as [15, 42, 7, 21]
HL1(x, t) = ℏΩ0(t){I+ exp[i(k0x− ω0t− ϕ0(t))]
+I− exp[−i(k0x− ω0t− ϕ0(t))]}
+ℏΩ1(t){I+ exp[i(k1x− ω1t− ϕ1(t))]
+ I− exp[−i(k1x− ω1t− ϕ1(t))]} (2.13)
where Ωl(t) and ϕl(t) are the Rabi frequency and phase of the laser light beam
{ELl(t), kl, ωl}, respectively, and the atomic internal-state operators are defined
by I+ = |e〉〈g0| and I− = |g0〉〈e|. Note that there is the rotating wave approxi-
mation for the interaction HL1(x, t) of (2.13) if the pair of laser light beams are
linearly polarized. However, there is not the rotating wave approximation for
the interaction HL1(x, t) if the pair of laser light beams are circularly polarized
[42]. For convenience hereafter only consider that the pair of laser light beams
are circularly polarized. Now the phase-modulation double-wave-number laser
light pulses are defined as a pair of ideal laser light pulses whose Rabi frequencies
and phases satisfy the following match conditions [15]:
Ω0(t) = Ω1(t), ϕ0(t) = α+ γ, ϕ1(t) = (ω0 − ω1)t− α+ γ. (2.14)
Here the phases α and γ may be set suitably in experiment. The match con-
ditions (2.14) lead directly to that the electric dipole interaction of (2.13) is
reduced to the form [15]
HL1(x, t) = 2ℏΩ0(t) exp(−iω0t)I+ exp[i1
2
(k0 + k1)x− iγ] cos(1
2
∆kx− α)
+2ℏΩ0(t) exp(iω0t)I
− exp[−i1
2
(k0 + k1)x+ iγ] cos(
1
2
∆kx− α).
Here the wave-number difference ∆k = k0 − k1. This interaction is similar to
that one when the halting-qubit atom is irradiated by a single-frequency laser
light beam. Now setting the Rabi frequency Ω0(t) = Ω0, namely that the Rabi
frequency is taken as a time-independent value. Then in the rotating frame the
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electric dipole interaction HL1(x, t) is changed to the interaction H1(x, t) which
is equal to HI(x, α, γ) [15]:
HI(x, α, γ) = 2ℏΩ0I
+ exp[i
1
2
(k0 + k1)x− iγ] cos(1
2
∆kx− α)
+ 2ℏΩ0I
− exp[−i1
2
(k0 + k1)x + iγ] cos(
1
2
∆kx− α), (2.15)
and the atomic internal Hamiltonian Ha is given by Ha = ℏ(ωa − ω0)Iz . Here
the resonant frequency ωa = (Ee −E0)/ℏ, where E0 and Ee are the energies of
the atomic internal states |g0〉 and |e〉, respectively. The spin operators Iµ (µ =
x, y, z) of the atomic two-internal-state subspace {|g0〉, |e〉} are defined by Ix =
(|e〉〈g0|+ |g0〉〈e|)/2, Iy = (|e〉〈g0| − |g0〉〈e|)/(2i), and Iz = (|e〉〈e| − |g0〉〈g0|)/2.
They satisfy the conventional spin angular momentum commutation relations:
[Ix, Iy] = iIz, etc. It is clear that the electric dipole interaction HI(x, α, γ)
of (2.15) is time-independent. When the on-resonance condition ωa = ω0 is
met, the atomic internal Hamiltonian Ha = 0. The present SSISS triggering
pulses are constructed (in a spatially-selective form) with the phase-modulation
double-wave-number (PHAMDOWN) laser light pulses {ELl(t), kl, ωl} with
l = 0 and 1 that satisfy the following match conditions:
Ω1(t) = Ω0(t) = Ω0, ω0 = ωa,
ϕ0(t) = α+ γ, ϕ1(t) = (ω0 − ω1)t− α+ γ. (2.16)
The pair of PHAMDOWN laser light pulses lead directly to that in the main
Hamiltonian H0 of (2.5) the atomic internal Hamiltonian Ha = 0 and the elec-
tric dipole interaction H1(x, t) = HI(x, α, γ), indicating that both the main
Hamiltonian H0 of (2.5) and the perturbation term V1(x, t) of (2.6) are time-
independent. Now suppose that the pair of PHAMDOWN laser light pulses
are applied spatial-selectively to the halting-qubit atom within the LH potential
well. Then in the rotating frame the time evolution process of the halting-qubit
atom may be described by the time-independent total Hamiltonian of (2.2)
whose time-independent main Hamiltonian and perturbation term are given by
(2.5) and (2.6), respectively. Here Ha = 0 and H1(x, t) = HI(x, α, γ) in the
main Hamiltonian H0 of (2.5) and H1(x, t) = HI(x, α, γ) in the perturbation
term V1(x, t) of (2.6). The time-independent Hamiltonian of (2.2) leads to that
it is easier to carry out a strict error estimation on the basis of the Trotter-Suzuki
decomposition method [34, 39] for the present SSISS triggering pulses.
It is known from Ref. [14] that the initial COMmotional state of the halting-
qubit atom under the action of a SSISS triggering pulse is a Gaussian wave-
packet state, i.e., the ground motional state of the halting-qubit atom in the
LH harmonic potential well. A Gaussian W ave-Packet (GWP ) state in one
dimension may be written in a standard form
Ψ(x, t0) = exp(iϕ0)[
(∆x)2
2pi
]1/4
√
1
(∆x)2 + i(ℏT02m )
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× exp{−1
4
(x− x0)2
(∆x)2 + i(ℏT02m )
} exp{ip0x/ℏ}. (2.17)
This standard form may be seen in the textbook quantum mechanics [22] (See:
the section 12 of Chapt. 3) and also in the review paper [27]. It will be used
mainly in the present work. The standard GWP state is completely character-
ized by these parameters including the COM position x0, the mean motional mo-
mentum p0, and the wave-packet complex linewidthW (t0) = (∆x)
2+iℏT0/(2m)
as well as the global phase ϕ0. These four parameters {x0, p0, (∆x)2, T0} are the
characteristic parameters of a GWP state. All these characteristic parameters
for a GWP state used in the present work may or may not be time-dependent.
That a COM motional state has a Gaussian shape means that the probabil-
ity density in space of the motional state is a Gaussian function which has
the standard form G(x) = 1
ε0
√
pi
exp[− (x−x0)2
ε2
0
] with the COM position x0 and
wave-packet spread ε0. For the GWP state of (2.17) the wave-packet spread
ε0 =
√
2[(∆x)2 + ( ℏT02m∆x)
2] and |W (t0)|2 = 12 (∆x)2ε20. Sometimes these four
parameters {x0, p0, W (t0), ε0} also are called the characteristic parameters of
a GWP state. There is an important property for a GWP motional state that
amplitude (or probability density) of a GWP motional state at a coordinate
point in space decays exponentially with the square deviation of the coordinate
point from the COM position of the GWP state. Because of this important
property the GWP motional states of the halting-qubit atom play a crucial
role in carrying out the rigor error estimation and proving rigorously that the
SSISS triggering pulse is convergent in the present work.
3 Imperfections of the harmonic potential well in the
double-well potential field
First of all, the theoretical calculation and error estimation are carried out
for the time evolution process of the halting-qubit atom in the LH potential
well in the absence of any external electromagnetic field. Since there is not any
external electromagnetic field, the time evolution process of the halting-qubit
atom is described simply by the Hamiltonian of (2.2) with the perturbation
term of (2.4). Because the double-well potential field V (x) is internal-state-
independent, the propagator to describe the atomic internal motion can only
generate a global phase factor for the final atomic state of the time evolution
process if the initial atomic internal state is an eigenstate of the atomic internal
Hamiltonian. For convenience, suppose that the halting-qubit atom is in an
internal eigenstate |g0〉. Then here the atomic internal Hamiltonian may not
be considered explicitly. Suppose that at the initial time t0 the atom is in a
GWP motional state Ψ0(x, t0) like the state (2.17). Then at the initial time the
atom is in the product state Ψ0(x, r, t0) = Ψ0(x, t0)|g0〉. Below the first-order
approximation propagator (2.9) is first used to calculate the error originating
from the imperfection of the LH harmonic potential well. Then a strict error
estimation for the imperfection is carried out on the basis of the Trotter-Suzuki
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decomposition method [39]. Now by using the first-order approximation prop-
agator (2.9) it can turn out that at a time tb ≥ t0 the atom is in the motional
state:
Ψ(xb, tb) = Ψ0(xb, tb) + Er(xb, tb) (3.1)
where the motional state Ψ0(x, tc) (t0 ≤ tc ≤ tb) is given by
Ψ0(x, tc) =
∫
dxaG
ho
0 (x, tc;xa, t0)Ψ0(xa, t0). (3.2)
The motional state Ψ0(x, tc) also is a GWP state, because G
ho
0 (x, tc;xa, ta) is
the unitary propagator of the ideal harmonic oscillator with the Hamiltonian
Hho0 of (2.3) and a harmonic-oscillator unitary propagator does not change the
Gaussian shape of a GWP state [22, 26]. The error Er(xb, tb) in (3.1) measures
the deviation of the final state Ψ(xb, tb) from the GWP state Ψ0(xb, tb). It can
be written as, in the first-order approximation,
Er(xb, tb) =
1
iℏ
∫ tb
t0
dtc
∫
dxGho0 (xb, tb;x, tc)V
ho
1 (x, tc)Ψ0(x, tc). (3.3)
For convenience the error Er(xb, tb) also may be thought of as an error state
or wavefunction with no normalization. The final state Ψ(xb, tb) is not an ideal
GWP state, but it approaches the GWP state Ψ0(xb, tb) when the joint position
xL in the double-well potential field of (2.1) approaches the infinite point +∞,
lim
xL→+∞
Ψ(xb, tb) = Ψ0(xb, tb) and lim
xL→+∞
Er(xb, tb) = 0.
Therefore, the error Er(xb, tb) measures the imperfection of the LH harmonic
potential well. Since Gho0 (x, tc;xa, ta) is a unitary propagator in coordinate
representation and the perturbation term V ho1 (x) given by (2.4) does not change
the atomic internal states, it follows from (3.3) that the upper bound of the
probability ||Er(xb, tb)||2 may be determined from
||Er(xb, tb)|| ≤ 1
ℏ
∫ tb
t0
dtc||V ho1 (x, tc)Ψ0(x, tc)|| (3.4)
where the perturbation term V ho1 (x, tc) = V
ho
1 (x) and the probability of the
motional state V ho1 (x, tc)Ψ0(x, tc) with no normalization is defined by, according
to quantum mechanics [22],
||V ho1 (x, tc)Ψ0(x, tc)||2 =
∫
dx|V ho1 (x, tc)Ψ0(x, tc)|2. (3.5)
Here the norm ||V ho1 (x, tc)Ψ0(x, tc)|| is a spectral norm. Conventionally ||X ||
is denoted as norm of the vector X if X is a vector or a quantum state and it
also is denoted as norm of the operator X if X is an operator or a matrix [43].
Throughout the paper only the spectral norm (||X ||2) [43] is used unless stated
otherwise. That is, ||X || represents the spectral norm of the quantum state or
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operatorX in the paper. Now suppose that the GWP state Ψ0(x, tc) (t0 ≤ tc ≤
tb) in (3.3) at the time tc has the characteristic parameters {xc(tc), pc(tc), W (tc),
ε(tc)}, that is, it has the COM position xc(tc), momentum pc(tc), complex
linewidth W (tc), and wave-packet spread ε(tc). By inserting the perturbation
term V ho1 (x) of (2.4) and the GWP state Ψ0(x, tc) into (3.5) it turns out that
the probability ||V ho1 (x, tc)Ψ0(x, tc)||2 is bounded by
||V ho1 (x, tc)Ψ0(x, tc)||2 < (
1
2
mω2)2I0(xL, ε(tc), xc(tc)) (3.6)
where the integral I0(xL, ε(tc), xc(tc)) at any time tc of the time region t0 ≤
tc ≤ tb is defined by
I0(xL, ε(tc), xc(tc)) =
∫ +∞
xL
dxx4|Ψ0(x, tc)|2. (3.7)
It is clear that the integral is positive. It also can turn out that the integral
I0(xL, ε(tc), xc(tc)) can be explicitly expressed as
I0(xL, ε(tc), xc(tc)) =
1
4
1√
pi
{3ε(tc)4 + 12ε(tc)2xc(tc)2 + 4xc(tc)4}
×
∫ +∞
yM
dy exp(−y2) + 1
4
1√
pi
{yM (3 + 2y2M )ε(tc)4 + 8(1 + y2M )ε(tc)3xc(tc)
+ 12yMε(tc)
2xc(tc)
2 + 8ε(tc)xc(tc)
3} exp(−y2M ) (3.8)
where the parameter yM is defined by
yM ≡ yM (xL, tc) = (xL − xc(tc))/ε(tc).
The parameter yM is an important parameter in the error estimation throughout
the paper. It is called the deviation-to-spread ratio (or the D/S ratio in short)
of the GWP state Ψ0(x, tc). Since xL − xc(tc) is the deviation of the joint
position xL from the COM position xc(tc) and ε(tc) the wave-packet spread of
the GWP state Ψ0(x, tc), the parameter yM is the ratio between the deviation
and the wave-packet spread. Notice that the joint position xL is always greater
than the COM position xc(tc) due to that the halting-qubit atom is within the
LH potential well for any time tc ∈ [t0, tb]. Then the parameter yM > 0. In
order to evaluate the upper bound of the integral I0(xL, ε(tc), xc(tc)) one needs
to use the following inequality for the error function erf c(x) [44]:
∫ +∞
yM
dy exp(−y2) ≤ exp(−y
2
M )
yM +
√
y2M + 4/pi
, for yM ≥ 0.
According to this inequality it can prove that the integral I0(xL, ε(tc), xc(tc))
of (3.8) is bounded by
I0(xL, ε(tc), xc(tc)) ≤ P (xL, ε(tc), xc(tc)) exp[−yM (xL, tc)2] (3.9)
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where the positive function P (xL, ε(tc), xc(tc)) is defined by
P (xL, ε(tc), xc(tc)) =
1
4
1√
pi
3ε(tc)
4 + 12ε(tc)
2xc(tc)
2 + 4xc(tc)
4
yM +
√
y2M + 4/pi
+
1
4
1√
pi
{yM (3 + 2y2M )ε(tc)4 + 8(1 + y2M )ε(tc)3xc(tc)
+ 12yMε(tc)
2xc(tc)
2 + 8ε(tc)xc(tc)
3}. (3.10)
Denote yM (xL, t
∗
c) and P (xL, t
∗
c) as the minimum value of the deviation-to-
spread ratio yM and the maximum value of the function P (xL, ε(tc), xc(tc)) in
the time region t0 ≤ tc ≤ tb for a given joint position xL, respectively,
P (xL, t
∗
c) = max
t0≤tc≤tb
{P (xL, ε(tc), xc(tc))},
yM (xL, t
∗
c) = min
t0≤tc≤tb
{yM (xL, tc)}.
Then the integral I0(xL, ε(tc), xc(tc)) for any time tc in the time region [t0, tb]
is bounded by
I0(xL, ε(tc), xc(tc)) ≤ P (xL, t∗c) exp[−yM (xL, t∗c)2]. (3.11)
Therefore, it follows from the inequalities (3.4), (3.6), and (3.11) that the error
Er(xb, tb) is bounded by
||Er(xb, tb)|| < 1
ℏ
(tb − t0)(1
2
mω2)
√
P (xL, t∗c) exp[−yM (xL, t∗c)2/2]. (3.12)
Obviously, the upper bound (3.12) of the error Er(xb, tb) is proportional to
the exponentially-decaying Gaussian factor exp[−yM (xL, t∗c)2/2] or it decays
exponentially with the square deviation-to-spread ratio yM (xL, t
∗
c)
2. This point
is particularly important. Denote xM (t
∗
c) and εM (t
∗
c) as the maximum values
of the COM position xc(tc) and the wave-packet spread ε(tc) of the GWP state
Ψ0(xc, tc) of (3.2) in the time region t0 ≤ tc ≤ tb, respectively,
xM (t
∗
c) = max
t0≤tc≤tb
{xc(tc)} and εM (t∗c) = max
t0≤tc≤tb
{ε(tc)}.
Then one has
yM (xL, tc) ≥ yM (xL, t∗c) ≥ (xL − xM (t∗c))/εM (t∗c) > 0.
As can be seen below, the maximum values xM (t
∗
c) and εM (t
∗
c) are really
bounded through the motional energy of the initial GWP state Ψ0(x, t0). On
the other hand, the function P (xL, ε(tc), xc(tc)) of (3.10) increases polynomially
with the joint position xL, the COM position xc(tc), and the wave-packet spread
ε(tc) approximately. Actually, if the joint position xL or the deviation-to-spread
ratio yM is large enough, then the function P (xL, ε(tc), xc(tc)) is a cubic polyno-
mial in the joint position xL approximately. Therefore, if the joint position xL
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is large enough such that the deviation-to-spread ratio yM (xL, t
∗
c) >> 1, then
it follows from (3.12) that the absolute error ||Er(xb, tb)|| whose upper bound
is proportional to the exponentially-decaying factor exp[−yM (xL, t∗c)2/2] is so
small that it can be neglected.
Below it turns out that the integral I0(xL, ε(tc), xc(tc)) of (3.8) and the
function P (xL, ε(tc), xc(tc)) of (3.10) are bounded if the motional energy Eho
of the halting-qubit atom is given in advance. Both I0(xL, ε(tc), xc(tc)) and
P (xL, ε(tc), xc(tc)) depend on these parameters xc(tc), ε(tc), and xL. Thus, one
needs only to prove that both |xc(tc)| and ε(tc) have their own upper and lower
bounds for a given motional energy Eho. The equation (3.2) shows that the
GWP state Ψ0(x, tc) is generated by applying the propagator G
ho
0 (xc, tc;xa, ta)
of the harmonic oscillator to the initial GWP state Ψ0(x, t0). Since the Hamilto-
nian Hho0 of the harmonic oscillator is time-independent, the harmonic oscillator
in the GWP state Ψ0(x, tc) obeys the energy conservation law over the time
region [t0, tb]. Based on the energy conservation law one may determine approx-
imately the upper and lower bounds of these characteristic parameters of the
GWP state Ψ0(x, tc) in the time region t0 ≤ tc ≤ tb if the motional energy Eho
of the halting-qubit atom is given in advance. This method will be discussed
in detail in the section 5 later. Since Ψ0(x, tc) is a GWP motional state with
the characteristic parameters {xc(tc), pc(tc), W (tc), ε(tc)}, a straight calcula-
tion shows that the harmonic oscillator in the state Ψ0(x, tc) has the motional
energy:
Eho(tc) =
pc(tc)
2
2m
+
1
2
mω2xc(tc)
2 +
1
4
mω2ε(tc)
2 +
1
4
ℏ
2
2m(∆x)2
, (3.13a)
where (∆x)2 = 2|W (tc)|2/ε(tc)2. The motional energy Eho ≡ Eho(t0) may
be determined conveniently from the initial GWP state Ψ0(x, t0) according to
the energy equation (3.13a) with the setting tc = t0. The energy conservation
law Eho(tc) = Eho confines the maximum values for the COM position |xc(tc)|
and the wave-packet spread ε(tc) when the harmonic oscillator evolves from
the initial state Ψ0(x, t0) to the state Ψ0(x, tc) at any time tc in the time re-
gion [t0, tb]. It follows from (3.13a) that the maximum values for the COM
position |xc(tc)| and the wave-packet spread ε(tc) in the time region [t0, tb] are
always smaller than
√
2Eho/(mω2) and
√
4Eho/(mω2), respectively, and more-
over, the minimum value of the wave-packet spread ε(tc) is always greater than√
ℏ2/(4mEho),
0 ≤ xM (t∗c) ≤ |xc(tc)|max ≤
√
2Eho/(mω2), (3.13b)√
ℏ2/(4mEho) ≤ ε(tc) ≤ εM (t∗c) ≤
√
4Eho/(mω2). (3.13c)
These show that both |xc(tc)| and ε(tc) have their own upper and lower bounds
for a given motional energy Eho. Thus, the deviation-to-spread ratio yM (xL, tc)
has the lower bound yM (xL, t
∗
c) and the function P (xL, ε(tc), xc(tc)) has the
upper bound P (xL, t
∗
c) in the time region [t0, tb] for a given joint position xL if
the motional energy Eho of the initial state Ψ0(x, t0) is given in advance.
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More generally, at the initial time t0 the halting-qubit atom may be in
a superposition state Ψ0(x, r, t0). For example, suppose that Ψ0(x, r, t0) =
Ψg0(x, t0)|g0〉 + Ψe0(x, t0)|e〉, where |g0〉 and |e〉 are the two orthogonal internal
states and the motional state Ψa0(x, t0) with a = g or emay be a superposition of
na GWP states. Because the harmonic-oscillator propagator G
ho
0 (x, tc;xa, ta)
does not change the atomic internal states, it follows from (3.2) that the atomic
product state Ψ0(x, r, tc) at any time tc (t0 ≤ tc ≤ tb) also can be formally
written as
Ψ0(x, r, tc) = Ψ
g
0(x, tc)|g0〉+Ψe0(x, tc)|e〉. (3.14)
Here the motional state Ψa0(x, tc) is still a superposition of na GWP states:
Ψa0(x, tc) =
na∑
k=1
Aak(tc)Ψ
a
0k(x, tc), (3.15)
where Aak(tc) is amplitude of the k−th normalized GWP state Ψa0k(x, tc). The
normalization condition for the state Ψ0(x, r, tc) is given by ||Ψg0(x, tc)||2 +
||Ψe0(x, tc)||2 = 1. Now the equation (3.1) may be rewritten as
Ψ(xb, r, tb) = Ψ
g
0(xb, tb)|g0〉+Ψe0(xb, tb)|e〉+ Er(xb, r, tb). (3.16)
Here the total error term Er(xb, r, tb) = E
g
r (xb, tb)|g0〉+Eer (xb, tb)|e〉 is bounded
by
||Er(xb, r, tb)|| =
√
||Egr (xb, tb)||2 + ||Eer (xb, tb)||2
≤ 1
ℏ
∫ tb
t0
dtc{||V ho1 (x, tc)Ψg0(x, tc)||+ ||V ho1 (x, tc)Ψe0(x, tc)||}, (3.17)
where the orthogonal relation between the two internal states |g0〉 and |e〉 is
already used and so is the inequality (3.4). Now the norm ||V ho1 (x, tc)Ψa0(x, tc)||
may be calculated by using the superposition state of (3.15). First of all, it
satisfies the inequality [43]:
||V ho1 (x, tc)Ψa0(x, tc)|| ≤
na∑
k=1
|Aak(tc)| × ||V ho1 (x, tc)Ψa0k(x, tc)||. (3.18)
Then the upper bound of each norm ||V ho1 (x, tc)Ψa0k(x, tc)|| may be calculated
in the same way as the above. According to the inequality (3.6) the upper
bound of the probability ||V ho1 (x, tc)Ψa0k(x, tc)||2 may be determined from, in
the first-order approximation,
||V ho1 (x, tc)Ψa0k(x, tc)||2 < (
1
2
mω2)2Ia0k(xL, ε
a
0k(tc), x
a
ck(tc)) (3.19)
where, just like the integral I0(xL, ε(tc), xc(tc)) in (3.6), the integral I
a
0k(xL,
εa0k(tc), x
a
ck(tc)) is still defined by (3.7) and its explicit expression is still given
by (3.8) in which the parameter settings are given by ε(tc) = ε
a
0k(tc), xc(tc) =
xack(tc), and yM = y
a
0k(xL, tc) = (xL − xack(tc))/εa0k(tc). Here xack(tc) and
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εa0k(tc) are the COM position and wave-packet spread of the k−th GWP state
Ψa0k(x, tc), respectively. Moreover, just like the integral I0(xL, ε(tc), xc(tc))
whose upper bound is determined from the inequality (3.11), the integral
Ia0k(xL, ε
a
0k(tc), x
a
ck(tc)) has its own upper bound in the time region [t0, tb], which
may be determined from
Ia0k(xL, ε
a
0k(tc), x
a
ck(tc)) ≤ P a0k(xL, εa0k(tc), xack(tc)) exp{−ya0k(xL, t∗c)2}. (3.20)
Here the positive function P a0k(xL, ε
a
0k(tc), x
a
ck(tc)) is still defined by (3.10) in
which the parameter settings are given by ε(tc) = ε
a
0k(tc), xc(tc) = x
a
ck(tc), and
yM = y
a
0k(xL, tc), while y
a
0k(xL, t
∗
c) is the minimum value of the deviation-to-
spread ratio ya0k(xL, tc) in the time region [t0, tb]. Now denote that y
a
M (xL) =
min1≤k≤na{ya0k(xL, t∗c)}. Then these three inequalities (3.18), (3.19), and (3.20)
together lead to that the norm ||V ho1 (x, tc)Ψa0(x, tc)|| is bounded by
||V ho1 (x, tc)Ψa0(x, tc)|| < (
1
2
mω2)Qa(xL, tc) exp{−yaM(xL)2/2}, (3.21)
where the positive function Qa(xL, tc) is given by
Qa(xL, tc) =
na∑
k=1
|Aak(tc)|
√
P a0k(xL, ε
a
0k(tc), x
a
ck(tc)). (3.22)
Denote Qa(xL, t
∗
c) = maxt0≤tc≤tb{Qa(xL, tc)}. Then it follows from (3.17) and
(3.21) that the error Er(xb, r, tb) in (3.16) is bounded by
||Er(xb, r, tb)|| < 1
ℏ
(tb − t0)(1
2
mω2)Qg(xL, t
∗
c) exp{−ygM (xL)2/2}
+
1
ℏ
(tb − t0)(1
2
mω2)Qe(xL, t
∗
c) exp{−yeM(xL)2/2}. (3.23)
The upper bound (3.23) is proportional to the exponentially-decaying factors
{exp{−yaM (xL)2/2}}. Suppose now that na is a finite positive integer for
the index a = g and e. Then the inequality (3.23) shows that when the
joint position xL is large enough such that the minimum deviation-to-spread
ratio min{ygM (xL), yeM (xL)} >> 1, the error Er(xb, r, tb) can be neglected.
Hence it follows from (3.16) that the final state Ψ(xb, r, tb) is equal to the state
Ψ0(xb, r, tb) of (3.14) after the error Er(xb, r, tb) is neglected. This indicates that
the imperfection of the LH harmonic potential well does not have a significant
effect on the time evolution process of the halting-qubit atom even when the
atom is initially in a superposition of a finite number of the GWP states.
In the above paragraphs the first-order approximation propagator (2.9) has
been used to investigate the imperfection of the LH harmonic potential well.
This is a quite convenient approximation method to treat theoretically the spa-
tially selective unitary operation, process, and excitation. The problem is that
one does not know how exact it is for the result obtained by the approximation
method. Here an exact theoretical treatment is carried out for the imperfection
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of the LH harmonic potential well. This exact theoretical treatment is based on
the Trotter-Suzuki decomposition method [39]. It shows in what conditions the
first-order approximation propagator (2.9) may be used reasonably. The exact
theoretical treatment provides a correction to the first-order approximation cal-
culation based on the formula (2.9). It can turn out below that this correction
decays exponentially with the square deviation-to-spread ratios of the GWP
states of the halting-qubit atom. This shows that the result obtained from the
first-order approximation calculation above is really quite general that upper
bound of the error originating from the imperfection of the LH harmonic po-
tential well decays exponentially with the square deviation-to-spread ratios. The
exact theoretical treatment is described below. Suppose that the Hamiltonian
of the halting-qubit atom in the LH potential well is time-independent and it
may be generally written as H = H0+V1. Here H0 is usually the main Hamilto-
nian to describe the non-space-selective excitation, operation, or process, while
V1 is the perturbation term that could originate from the spatially-selective
excitation, operation, or process. Then it can turn out that the propagator
exp[−i(H0 + V1)t/ℏ] satisfies the operator identity [39]:
exp[−i(H0 + V1)t/ℏ] = exp(−iV1t/ℏ) exp(−iH0t/ℏ)
− 1
ℏ2
∫ t
0
dλ
∫ λ
0
dλ′{exp[−i(H0 + V1)(t− λ)/ℏ] exp[−iV1(λ− λ′)/ℏ]
× [H0, V1] exp(−iV1λ′/ℏ) exp(−iH0λ/ℏ)}. (3.24)
For convenience, this operator identity is called the Trotter-Suzuki decomposi-
tion formula. It may be used to investigate strictly the imperfection of the LH
harmonic potential well. As shown in the previous section 2, a SSISS triggering
pulse generated with the spatially-selective PHAMDOWN laser light pulses is
described completely by the two time-independent Hamiltonians of (2.2). One
of the two Hamiltonians is given by H = Hho0 +V
ho
1 (x) with the main Hamilto-
nian Hho0 of (2.3) and the perturbation term V
ho
1 (x) of (2.4). This Hamiltonian
has nothing to do with the spatially-selective PHAMDOWN laser light pulses.
Here the time evolution process of the halting-qubit atom in the LH harmonic
potential well is treated strictly with the aid of the operator identity (3.24). It
is governed by the time-independent Hamiltonian Hho0 + V
ho
1 (x). The unitary
propagator corresponding to this time-independent Hamiltonian may be exactly
given by (3.24). Suppose now that the halting-qubit atom is in the initial GWP
product state Ψ00(x, r, t0). By applying this exact propagator to this initial state
one obtains
Ψ(x, r, t0 + t)
def≡ exp[−i(H0 + V1)t/ℏ]Ψ00(x, r, t0)
= Ψ0(x, r, t0 + t) + E
(1)
r (x, r, t0 + t) + E
(2)
r (x, r, t0 + t), (3.25)
where the symbol ”
def≡ ” means that Ψ(x, r, t0+ t) is defined as the final product
state, the desired product state is written as
Ψ0(x, r, t0 + t) = exp(−iH0t/ℏ)Ψ00(x, r, t0), (3.26)
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and the two error terms are given exactly by
E(1)r (x, r, t0 + t) = −[1− exp(−iV1t/ℏ)] exp(−iH0t/ℏ)Ψ00(x, r, t0) (3.27a)
and
E(2)r (x, r, t0 + t) = −
1
ℏ2
∫ t
0
dλ
∫ λ
0
dλ′{exp[−i(H0 + V1)(t− λ)/ℏ]
× exp[−iV1(λ− λ′)/ℏ][H0, V1] exp(−iV1λ′/ℏ) exp(−iH0λ/ℏ)Ψ00(x, r, t0)}.
(3.27b)
Here the main Hamiltonian H0 = H
ho
0 and the perturbation term V1 = V
ho
1 (x).
The two formulae (3.27) may be used to investigate the imperfection of the LH
harmonic potential well. The equation (3.25) describes completely the time evo-
lution process of the halting-qubit atom in the double-well potential field V (x)
of (2.1). As shown in (2.4), the time-independent perturbation term V ho1 (x)
is closely related to the double-well potential field. The double-well potential
field may be treated as an external potential-field pulse in the time evolution
process. It is applied to the halting-qubit atom at some initial time t0 and then
is turned off at a later time t0 + t. This process is really a unitary operation
in space and time. The double-well potential field is zero in the space region
(xL+L,+∞), meaning that it is applied to the atom only in the chosen spatial
region (−∞, xL +L) of the whole coordinate space (−∞,+∞). Thus, this uni-
tary operation is spatially selective. Similarly, the perturbation term V ho1 (x) of
(2.4) also is spatially selective. In order to calculate exactly the time evolution
process by using the exact formula (3.25) one needs to use the smooth perturba-
tion term V1. The perturbation term V
ho
1 (x) of (2.4) is not smooth. But it can
be made smooth according to (2.10). Thus, in (3.25) the perturbation term V1
may take the smooth perturbation term V ho1 (x, ε) of (2.10). Now let H0 = H
ho
0
and V1 = V
ho
1 (x, ε) in (3.25)–(3.27). Then one can find that the motional state
Ψ0(x, t0 + t) of (3.26) with t0 + t = tb is just the desired state Ψ0(xb, tb) of
(3.2) with tc = tb. Thus, both the first-order approximation propagator of (2.9)
and the exact propagator of (3.24) obtain the same desired state. But their
difference is reflected by their own error terms. The first-order approximation
propagator generates the error Er(xb, tb) in (3.1), while the exact propagator
leads to the exact error expression E
(1)
r (x, r, t0+t)+E
(2)
r (x, r, t0+t) in (3.25). It
can turn out below that the first error E
(1)
r (x, r, t0+ t) can result in the same er-
ror upper bound as the error Er(xb, tb). Thus, the error E
(1)
r (x, r, t0+ t) may be
considered as the first-order approximation error. The upper bound of the error
Er(xb, tb) is determined directly from (3.12). On the other hand, it follows from
(3.27a) that the upper bound of the error E
(1)
r (x, r, t0+τ) satisfies the inequality:
||E(1)r (x, r, t0 + τ )|| ≤ (
τ
ℏ
)||V ho1 (x, ε) exp[−iHho0 τ/ℏ]Ψ00(x, r, t0)||. (3.28)
This inequality holds for any time interval τ ≥ 0. Now by inserting the contin-
uous perturbation term V ho1 (x, ε) of (2.10) into (3.28) one obtains
||V ho1 (x, ε) exp[−iHho0 τ/ℏ]Ψ00(x, r, t0)||2
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< (
1
2
mω2)2
∫ ∞
−∞
dx{x4|Ψ0(x, r, t0 + τ )|2Θ(x− xL, ε)}. (3.29)
This inequality with setting t0 + τ = tc approaches (3.6) when the smooth
step function Θ(x − xL, ε) approaches the incontinuous one Θ(x − xL), that
is, Θ(x − xL, ε) → Θ(x − xL). Thus, using the continuous perturbation term
V ho1 (x, ε) or incontinuous term V
ho
1 (x) to calculate the integral on the RH
side of (3.29) will not generate a significant difference if the positive parameter
ε << 1. This leads to that both the inequalities (3.4) and (3.28) can generate
the same upper bound as ε → 0, indicating that the error E(1)r (x, r, t0 + t) has
the same error upper bound as the error Er(xb, tb). Here one needs to set the
time interval τ = tb−t0 in (3.28) and take the maximum norms on both the RH
sides of (3.4) and (3.29) over the full time region [t0, t0 + τ ]. In particular, the
maximum norm on the RH side of (3.28) is over the full time region [t0, t0 + τ ]
instead of at the final time t0 + τ only. Thus, the upper bound of the error
E
(1)
r (x, r, t0 + τ ) also may be calculated by using (3.4) with the perturbation
term V ho1 (x, ε) or by using (3.12) directly. A rigorous calculation for the upper
bound of the integral on the RH side of (3.29) is not difficult even if ε is not
very small, as can be seen below.
One may consider the second error E
(2)
r (x, r, t0 + t) in (3.25) as a correction
to the error E
(1)
r (x, r, t0 + t) of the first-order approximation. It can be found
from (3.27b) that the upper bound of the error E
(2)
r (x, r, t0 + t) is determined
from
||E(2)r (x, r, t0 + t)|| ≤
1
ℏ2
∫ t
0
dλ
∫ λ
0
dλ′{||[Hho0 , V ho1 (x, ε)]
× exp(−iV ho1 (x, ε)λ′/ℏ) exp(−iHho0 λ/ℏ)Ψ00(x, r, t0)||}. (3.30)
This upper bound is dependent on the parameter ε. It is proportional to the com-
mutator [Hho0 , V
ho
1 (x, ε)], which contains the first- and second-order coordinate
derivatives of the smooth perturbation term V ho1 (x, ε). In order to calculate the
commutator one needs to calculate the coordinate derivatives of the perturba-
tion term V ho1 (x, ε). This is the reason why the incontinuous perturbation term
V ho1 (x) of (2.4) needs to be made smooth in the present strict error estimation.
It is not difficult to calculate the commutator [Hho0 , V
ho
1 (x)] on the RH side of
(3.30) by using the continuous perturbation term V ho1 (x, ε) of (2.10). It is clear
that once the upper bound of the integrand on the RH side of (3.30) is deter-
mined, one can easily determine the upper bound of the error E
(2)
r (x, r, t0 + t)
from (3.30). Now by using the Hamiltonian Hho0 of (2.3) and V
ho
1 (x, ε) of (2.10)
it can prove that the integrand on the RH side of (3.30) is bounded by
2m||[Hho0 , V ho1 (x, ε)] exp(−iV ho1 (x, ε)λ′/ℏ) exp(−iHho0 λ/ℏ)Ψ00(x, r, t0)||
≤ ℏ2||[ ∂
2
∂x2
V ho1 (x, ε)]Ψ0(x, r, t0 + λ)||+ 2ℏλ′||[
∂
∂x
V ho1 (x, ε)]
2Ψ0(x, r, t0 + λ)||
+ 2ℏ2||[ ∂
∂x
V ho1 (x, ε)][
∂
∂x
Ψ0(x, r, t0 + λ)]|| (3.31)
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where Ψ0(x, r, t0 + λ) = exp(−iHho0 λ/ℏ)Ψ00(x, r, t0) is a GWP product state
and the time λ is in [0, t]. The next step is to prove that each one of the three
norms on the RH side of (3.31) decays exponentially with the square deviation-
to-spread ratio of the state Ψ0(x, r, t). It is not difficult to calculate the upper
bounds of the three norms, but the calculation is still quite cumbersome. For
simplicity, consider that the atomic initial state is a single GWP product state
Ψ00(x, r, t0) = Ψ00(x, t0)|ψ(r)〉, where Ψ00(x, t0) is a single GWP motional state
and |ψ(r)〉 an atomic internal eigenstate. Suppose that the GWP motional state
Ψ0(x, t0+λ) has the characteristic parameters {xc(t0+λ), pc(t0+λ), Wc(t0+λ),
εc(t0+λ)}, which may depend on the time λ with 0 ≤ λ ≤ t. Below using these
parameter and initial-state settings a detailed calculation is carried out for the
upper bounds of these three norms.
In order to calculate conveniently the upper bounds of these three norms here
introduce an important function: the smooth δ−function δ(x, ε). The smooth
δ−function δ(x, ε) is defined by
δ(x, ε) =
∂
∂x
Θ(x, ε) = (
1
ε
√
pi
) exp(−x
2
ε2
). (3.32)
Here the spread parameter ε satisfies 0 < ε << 1. The smooth δ−function is a
standard Gaussian function. It is equal to the first-order coordinate derivative
of the smooth step function Θ(x, ε) that is defined in (2.11). It satisfies 0 <
δ(x, ε) ≤ 1
ε
√
pi
for −∞ < x < +∞. The relation between the smooth δ−function
and the conventional δ−function δ(x) is described by δ(x, ε)→ δ(x) when ε→ 0.
Both the smooth δ−function δ(x, ε) and the smooth step function Θ(x, ε) have
been used extensively below.
First of all, calculate the third norm on the RH side of (3.31) as it is sim-
pler. It is easy to calculate exactly both the first-order coordinate derivatives
of V ho1 (x, ε) and Ψ0(x, t0 + λ) in the norm. It can turn out that the norm is
bounded by
||[ ∂
∂x
V ho1 (x, ε)]
∂
∂x
Ψ0(x, r, t0 + λ)||
≤
1∑
l=0
Aal ||xlδ(x− xL − L, ε)Ψ0(x, r, t0 + λ)||
+
3∑
l=0
Abl ||xlδ(x− xL, ε)Ψ0(x, r, t0 + λ)||
+
2∑
l=0
Acl ||xlΘ(x− xL, ε)Ψ0(x, r, t0 + λ)||, (3.33a)
where the non-negative parameters {Aαl } are given by
Ac0 = 0, A
c
1 = mω
2(
1
2
| xc(t0 + λ)
Wc(t0 + λ)
|+ |pc(t0 + λ)/ℏ|),
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Ac2 =
1
2
mω2
|Wc(t0 + λ)| ,
and the rest parameters can be obtained from the two parameters Ac1 and A
c
2,
that is, Aa0 = A
b
0 = x
2
LA
c
1/2, A
a
1 = A
b
1 = x
2
LA
c
2/2, A
b
2 = A
c
1/2, and A
b
3 = A
c
2/2.
By calculating directly the second-order coordinate derivative ∂
2
∂x2 V
ho
1 (x, ε) and
then using the derivative to calculate the first norm on the RH side of (3.31)
one can prove that the norm is bounded by
||[ ∂
2
∂x2
V ho1 (x, ε)]Ψ0(x, r, t0 + λ)|| ≤ (mω2)||Θ(x− xL, ε)Ψ0(x, r, t0 + λ)||
+
3∑
l=0
Bal ||xlδ(x− xL, ε)Ψ0(x, r, t0 + λ)||
+
1∑
l=0
Bbl ||xlδ(x− xL − L, ε)Ψ0(x, r, t0 + λ)||
+ (mω2x2L)||δ(x− xL, ε)δ(x− xL − L, ε)Ψ0(x, r, t0 + λ)|| (3.33b)
where the non-negative parameters {Bαl } are given by Ba0 = xL(mω
2x2L
ε2 ), B
a
1 =
(
mω2x2L
ε2 ) + 2mω
2, Ba2 = xL(
mω2
ε2 ), B
a
3 = (
mω2
ε2 ); B
b
0 = (xL + L)(
mω2x2L
ε2 ), B
0
1 =
(
mω2x2L
ε2 ). Similarly, one can prove that the second norm on the RH side of (3.31)
is bounded by
||[ ∂
∂x
V ho1 (x, ε)]
2Ψ0(x, r, t0 + λ)||
≤ (mω2)2||x2Θ(x− xL, ε)Ψ0(x, r, t0 + λ)||
+
1∑
l=0
Dal ||x2l+1δ(x− xL, ε)Ψ0(x, r, t0 + λ)||
+
2∑
l=0
Dbl ||x2lδ(x − xL, ε)2Ψ0(x, r, t0 + λ)||
+x2L(mω
2)2||xδ(x− xL − L, ε)Ψ0(x, r, t0 + λ)||
+
1
4
(mω2x2L)
2||δ(x− xL − L, ε)2Ψ0(x, r, t0 + λ)||
+
1∑
l=0
Dcl ||x2lδ(x− xL − L, ε)δ(x − xL, ε)Ψ0(x, r, t0 + λ)|| (3.33c)
where the non-negative parameters {Dαl } are given by Da0 = (mω2)2x2L, Da1 =
(mω2)2;Db0 =
1
4 (mω
2x2L)
2, Db1 =
1
2x
2
L(mω
2)2, Db2 =
1
4 (mω
2)2;Dc0 =
1
2 (mω
2x2L)
2,
Dc1 =
1
2x
2
L(mω
2)2. Since the functions δ(x − xL, ε)2 and δ(x − xL − L, ε)2 are
proportional to ε−2, the third and fifth norms are dominating terms on the
RH side of (3.33c) when the positive parameter ε << 1. Though the function
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δ(x− xL −L, ε)δ(x− xL, ε) is also proportional to ε−2, it can prove below that
the last terms with this function on the RH sides of both (3.33b) and (3.33c)
can be neglected when the distance L >> ε.
The upper bounds of the three norms on the RH side of (3.31) are determined
from the RH sides of the three inequalities of (3.33), respectively. The RH side
of (3.33a) consists of the two types of basic norms. The first type is defined by
NBAS1 = ||xlδ(x− xc, εc)Ψ0(x, r, t0 + λ)||
and the second by
NBAS2 = ||xlΘ(x− xL, ε)Ψ0(x, r, t0 + λ)||,
where the finite integer l = 0, 1, 2, ..., and the other parameters have the same
physical meanings as stated before. The two types of basic norms are very
important in the strict error estimation below. It can be found below that the
upper bounds of many complex norms can be expressed as a linear combination
of the two types of basic norms. For example, it will be shown below that the
RH sides of the two inequalities (3.33b) and (3.33c) also consist of the two types
of basic norms. Here one needs to prove that the last norms with the function
δ(x−xL−L, ε)δ(x−xL, ε) on the RH sides of (3.33b) and (3.33c) can be reduced
to the first type of basic norms {NBAS1}. One also needs to prove that the
third and fifth norms with the functions δ(x − xL, ε)2 and δ(x − xL − L, ε)2,
respectively, on the RH side of (3.33c) can be reduced to the first type of basic
norms. There is an identity for the product of a pair of Gaussian functions:
exp[− (x− z1)
2
ε21
] exp[− (x− z2)
2
ε22
] = exp{− (z1 − z2)
2
(ε21 + ε
2
2)
} exp{− [x− x0]
2
ε20
},
(3.34)
where the parameters x0 and ε
2
0 are given by
ε20 =
ε21ε
2
2
(ε21 + ε
2
2)
, x0 =
(ε22z1 + ε
2
1z2)
(ε21 + ε
2
2)
.
By this identity and the definition (3.32) of the smooth δ−function it can turn
out that
δ(x−xL, ε)δ(x−xL−L, ε) = 1
ε
√
2pi
exp(−1
2
L2
ε2
)δ(x−xL−L/2, ε/
√
2). (3.35)
This formula shows that the product of a pair of the smooth δ−functions with
different COM positions can be expressed as the product of another smooth
δ−function and a Gaussian factor. This shows that the function δ(x−xL, ε)δ(x−
xL − L, ε) is proportional to the exponentially-decaying factor exp[−L2/(2ε2)],
indicating that it is much smaller than a usual smooth δ−function and can be
neglected when the length L satisfies L >> ε > 0. In particular, when the length
L = 0, the formula (3.35) is reduced to the form
δ(x− xL, ε)2 = 1
ε
√
2pi
δ(x− xL, ε/
√
2). (3.36)
28
There is not an extra exponentially-decaying factor for the function δ(x−xL, ε)2,
indicating that the function δ(x−xL, ε)2 is really a usual smooth δ−function up
to a constant (ε
√
2pi)−1. The formula (3.35) shows that the last norms on the
RH sides of (3.33b) and (3.33c) can be reduced to the first type of basic norms
and at the same time an extra exponentially-decaying factor is generated for
each norm. This extra exponentially-decaying factor results in that these last
norms can be neglected when the length L >> ε. The relation (3.36) directly
shows that the third and fifth norms on the RH side of (3.33c) can be reduced
to the first type of basic norms. Now these three inequalities (3.33) show that
the upper bound of each one of the three norms on the RH side of (3.31)
can be expressed as a linear combination of the two types of the basic norms
{NBAS1} and {NBAS2}. Therefore, in order to prove that the error norm
||E(2)r (x, r, t0 + t)|| in (3.30) decays exponentially with the square deviation-to-
spread ratios one needs only to calculate explicitly the two types of the basic
norms {NBAS1} and {NBAS2} and shows that they decay exponentially with
the square deviation-to-spread ratios, respectively.
Below the two basic norms NBAS1 and NBAS2 are explicitly calculated.
First of all, consider the first basic norm NBAS1. In the basic norm the smooth
δ−function δ(x− xc, εc) is defined by (3.32). For those basic norms {NBAS1}
that appear on the RH sides of the three inequalities (3.33) the COM position
xc may be taken as xL or xL + L and the spread εc taken as ε or ε/
√
2 in
the smooth δ−function δ(x − xc, εc). Now by using directly the GWP state
Ψ0(x, r, t0 + λ) one can prove that the upper bound of the basic norm NBAS1
can be calculated through the relation:
||xlδ(x− xc, εc)Ψ0(x, r, t0 + λ)||2 = ( 1
εc
√
pi
)2
1
εc(t0 + λ)
√
pi
× exp{− [xc − xc(t0 + λ)]
2
ε2c/2 + εc(t0 + λ)
2
}I2l(x0, ε0) (3.37)
where the product identity (3.34) of a pair of Gaussian functions is already used,
the Gaussian integral Ik(x0, ε0) (here k = 2l) is defined by
Ik(x0, ε0) =
∫ ∞
−∞
dx{xk exp[− (x− x0)
2
ε20
]}, (3.38a)
and the parameters x0 and ε
2
0 are given by
ε20 =
ε2cεc(t0 + λ)
2
ε2c + 2εc(t0 + λ)
2
, x0 =
2xcεc(t0 + λ)
2 + ε2cxc(t0 + λ)
ε2c + 2εc(t0 + λ)
2
.
It can prove that the Gaussian integral I2l(x0, ε0) is a 2l−order polynomial in
parameter x0. Denote y = (x− x0)/ε0. The binomial expansion for xk with the
variable y is given by
xk = (yε0 + x0)
k =
k∑
j=0
(
k
j
)
xk−j0 ε
j
0y
j .
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Then by inserting this expansion into the Gaussian integral Ik(x0, ε0) one ob-
tains, with the help of the Gaussian integral formula [44a] (see also (5.11) in the
section 5 below),
Ik(x0, ε0) = ε0
√
pi
k∑
j=0,2,4,...
(
k
j
)
(j − 1)!!√
2j
xk−j0 ε
j
0. (3.38b)
Indeed, the Gaussian integral I2l(x0, ε0) is a 2l−order polynomial in the COM
position x0 or a (2l + 1)−order polynomial in the spread ε0. Then it follows
from (3.37) and (3.38) that the first basic norm NBAS1 is proportional to the
following exponentially-decaying factor,
||xlδ(x− xc, εc)Ψ0(x, r, t0 + λ)|| ∝ exp{−1
2
Yeff (xc, εeff )
2}.
Here the effective deviation-to-spread ratio Yeff (xc, εeff ) is defined by
Yeff (xc, εeff )
2 =
[xc − xc(t0 + λ)]2
ε2eff
(3.39)
and the effective wave-packet spread εeff = εeff (t0 + λ) by
ε2eff = ε
2
c/2 + εc(t0 + λ)
2.
On the other hand, the deviation-to-spread ratio yM (xc, t0+λ) of theGWP state
Ψ0(x, r, t0+λ) is determined from yM (xc, t0+λ)
2 = [xc−xc(t0+λ)]2/εc(t0+λ)2.
When ε2c/2 << εc(t0 + λ)
2, the square effective wave-packet spread εeff (t0 +
λ)2 is close to εc(t0 + λ)
2 and the square effective deviation-to-spread ratio
Yeff (xc, εeff )
2 close to yM (xc, t0+λ)
2. This means that when ε2c/2 << εc(t0+
λ)2, the effective wave-packet spread and the effective deviation-to-spread ratio
are approximately equal to those of the GWP state Ψ0(x, r, t0+λ), respectively.
Now the first basic norm NBAS1 decays exponentially with the square effective
deviation-to-spread ratio. This means that it decays exponentially with the
square deviation-to-spread ratio of theGWP state Ψ0(x, r, t0+λ) approximately
when ε2c/2 << εc(t0 + λ)
2.
Now the second basic norm NBAS2 is calculated explicitly. By using di-
rectly the GWP state Ψ0(x, r, t0+λ) and the smooth step function Θ(x−xL, ε)
of (2.11) one can prove that the upper bound for the second basic norm may be
calculated by
||xlΘ(x− xL, ε)Ψ0(x, r, t0 + λ)||2 ≤ ( 1
ε
√
pi
)
1
εc(t0 + λ)
√
pi
×
∫ ∞
−∞
dx{x2l
∫ x−xL
−∞
exp(−z
2
ε2
)dz exp{− [x− xc(t0 + λ)]
2
εc(t0 + λ)2
}}. (3.40)
Actually, this basic norm also may be calculated approximately by using directly
the usual step function Θ(x − xL) as Θ(x − xL, ε) → Θ(x − xL) when ε → 0.
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Below it is calculated strictly with a two-dimensional integration method in
polar coordinate system. This strict calculation is based on the basic integral:
J(ε) =
∫ ∞
−∞
dx{exp[− (x− xcm)
2
ε2cm
]
∫ x−xL
−∞
exp(−z
2
ε2
)dz}. (3.41)
By making the variable transformation y = −z + (x − xL) the integral J(ε) is
changed to the two-dimensional form
J(ε) =
∫ ∞
−∞
dx
∫ ∞
0
dy{exp{− (x− xcm)
2
ε2cm
− [y − (x− xL)]
2
ε2
}}
where the integral region is the up-half xy−plane. This integral may be treated
more easily in the polar coordinate system (r, θ):
x = r cos θ, y = r sin θ, dxdy = rdrdθ.
In the polar coordinate system the integral may be written as
J(ε) =
∫ pi
0
dθ
∫ ∞
0
rdr exp{−[ r
2
ε0(θ)2
+
2r0(θ)
ε0(θ)2
r + (
x2cm
ε2cm
+
x2L
ε2
)]} (3.42)
where the functions ε0(θ) and r0(θ) are given by
ε0(θ)
−2 = [
cos2 θ
ε2cm
+
(sin θ − cos θ)2
ε2
], (3.43)
r0(θ) = [
cos2 θ
ε2cm
+
(sin θ − cos θ)2
ε2
]−1[
−xcm cos θ
ε2cm
+
xL(sin θ − cos θ)
ε2
]. (3.44)
It is clear that ε0(θ)
−2 > 0, but r0(θ) may be positive, zero, and negative. The
integral (3.42) may be further simplified by making the integration by parts on
the variable r and then it may be written as a sum of the two integrals:
J(ε) = J1(ε) + J2(ε), (3.45a)
where the two integrals J1(ε) and J2(ε) are given by
J1(ε) =
1
2
exp{−[x
2
cm
ε2cm
+
x2L
ε2
]}
∫ pi
0
dθε0(θ)
2, (3.45b)
J2(ε) = − exp{−[x
2
cm
ε2cm
+
x2L
ε2
]}
×
∫ pi
0
dθ{r0(θ) exp[r0(θ)
2
ε0(θ)2
]
∫ ∞
0
dr exp{− [r + r0(θ)]
2
ε0(θ)2
}}. (3.45c)
Below calculate the upper bounds of the two integrals. It can turn out that
the function ε0(θ)
2 of (3.43) is bounded. Denote εM0 (θu)
2 and εm0 (θl)
2 as the
maximum and minimum values of the function ε0(θ)
2 in the region 0 ≤ θ ≤ pi,
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respectively, that is, εm0 (θl)
2 ≤ ε0(θ)2 ≤ εM0 (θu)2. Then according to (3.43) it
can turn out that εM0 (θu)
2 and εm0 (θl)
2 may be obtained from
εM0 (θu)
2 = max{ε+0 (θ∗)2, ε−0 (θ∗)2,
ε2ε2cm
ε2 + ε2cm
},
εm0 (θl)
2 = min{ε+0 (θ∗)2, ε−0 (θ∗)2,
ε2ε2cm
ε2 + ε2cm
},
where ε±0 (θ
∗)2 are given by
ε±0 (θ
∗)2 =
ε2ε2cm{2 + ( ε
2
ε2cm
)[( ε
2
2ε2cm
)±
√
1 + ( ε
2
2ε2cm
)2]}
ε2 + ε2cm{( ε22ε2cm )±
√
1 + ( ε
2
2ε2cm
)2 − 1}2
.
Therefore, the first integral J1(ε) of (3.45b) is bounded by
J1(ε) ≤ pi
2
exp{−[x
2
cm
ε2cm
+
x2L
ε2
]}εM0 (θu)2. (3.46)
The second integral J2(ε) of (3.45c) is more complex. According to (3.44) it can
turn out that r0(θ) ≤ 0 if 0 ≤ θ ≤ θm and r0(θ) > 0 if θm < θ ≤ pi, where the
angle θm is given by
θm = tan
−1{(xcm
ε2cm
+
xL
ε2
)/(
xL
ε2
)} < pi/2. (3.47)
Then the function r0(θ) may be written as
r0(θ) =
{ |r0(θ)|, if θm < θ ≤ pi
−|r0(θ)|, if 0 ≤ θ ≤ θm < pi/2 . (3.48)
With the help of (3.48) the integral J2(ε) may be written as
J2(ε) = exp{−[x
2
c
ε2c
+
x2L
ε2
]}
∫ θm
0
dθ{J−(θ)|r0(θ)| exp[r0(θ)
2
ε0(θ)2
]}
− exp{−[x
2
c
ε2c
+
x2L
ε2
]}
∫ pi
θm
dθ{J+(θ)|r0(θ)| exp[r0(θ)
2
ε0(θ)2
]} (3.49)
where the integral J±(θ) is given by
J±(θ) =
∫ ∞
0
dr exp{− [r ± |r0(θ)|]
2
ε0(θ)2
}.
Since the second term is negative on the RH side of (3.49), one can find that
the integral J2(ε) is bounded by
J2(ε) < exp{−[x
2
c
ε2c
+
x2L
ε2
]}
∫ θm
0
dθ{J−(θ)|r0(θ)| exp[r0(θ)
2
ε0(θ)2
]}. (3.50)
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Notice that the integral on the variable r on the RH side of (3.50) has the upper
and lower bounds:
1
2
ε0(θ)
√
pi ≤ J−(θ) < ε0(θ)
√
pi,
and it can be found from (3.44) that the absolute function |r0(θ)| is bounded
by
|r0(θ)| < εM0 (θu)2(|
xcm
ε2cm
+
xL
ε2
|+ |xL
ε2
|).
Then it follows from (3.50) that the integral J2(ε) is bounded by
J2(ε) <
√
piθmε
M
0 (θu)
3(|xcm
ε2cm
+
xL
ε2
|+ |xL
ε2
|) exp{−[x
2
cm
ε2cm
+
x2L
ε2
] + [
r0(θ)
2
ε0(θ)2
]max}
(3.51)
where [ r0(θ)
2
ε0(θ)2
]max is the maximum value of the ratio r0(θ)
2/ε0(θ)
2 in the region
0 ≤ θ ≤ θm. It can turn out that the maximum value is given by
[
r0(θ)
2
ε0(θ)2
]max = max
0≤θ≤θm
{ r0(θ)
2
ε0(θ)2
} =
(xLε2 +
xcm
ε2cm
)2
( 1ε2cm
+ 1ε2 )
.
Now the upper bounds of both the integrals J1(ε) and J2(ε) are determined
from (3.46) and (3.51), respectively. Therefore, it follows from (3.46) and (3.51)
that the integral J(ε) of (3.45a) is bounded by
J(ε) <
pi
2
εM0 (θu)
2 exp{−[x
2
cm
ε2cm
+
x2L
ε2
]}
+
√
piθm(|xcm
ε2cm
+
xL
ε2
|+ |xL
ε2
|)εM0 (θu)3 exp{−
(xL − xcm)2
(ε2 + ε2cm)
}. (3.52)
The first term on the RH side of (3.52) is proportional to the exponentially-
decaying factor exp{−[x2cε2c +
x2L
ε2 ]}, while the second term is proportional to an-
other exponentially-decaying factor exp{− (xc−xL)2(ε2+ε2c) }. Notice that xcm is taken
as the COM position xc(t0 + λ) of the GWP state Ψ0(x, r, t0 + λ) in (3.40)
in the calculation of the second basic norm. Thus, xcm is time-dependent and
xL > |xcm|. Then 0 < (xL−xcm) < xL for xcm > 0. In particular, the minimum
value of (xL − xcm) may be much less than xL. Therefore, it tends to be
[
(xL − xcm)2
(ε2 + ε2cm)
]min <<
x2cm
ε2cm
+
x2L
ε2
.
This means that the second term on the RH side of (3.52) is the dominating
term, while the first term can be neglected. Thus, the upper bound of the
integral J(ε) may be approximately determined from
J(ε) <
√
piθm(|xcm
ε2cm
+
xL
ε2
|+ |xL
ε2
|)εM0 (θu)3 exp{−[
(xL − xcm)2
(ε2 + ε2cm)
]min}. (3.53)
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When ε << εcm, the ratio (xL−xcm)2/(ε2+ε2cm) is approximately equal to the
square deviation-to-spread ratio, (xL − xcm)2/ε2cm, of the GWP state with the
COM position xcm and the wave-packet spread εcm. Thus, the upper bound of
the integral J(ε) decays exponentially with the square deviation-to-spread ratio
of the GWP state when ε << εcm.
Now both the equation (3.37) that is used to determine the upper bound of
the first basic norm NBAS1 and the inequality (3.53) that is used to determine
the upper bound of the integral J(ε) together may be used to determine the
upper bound of the second basic norm NBAS2. First of all, the inequality
(3.40) that is used to determine the upper bound of the second basic norm may
be rewritten as
||xlΘ(x− xL, ε)Ψ0(x, r, t0+λ)||2 ≤ ( 1
ε
√
pi
)
J2l(xc(t0 + λ), εc(t0 + λ), ε)
εc(t0 + λ)
√
pi
. (3.54)
Here the integral J2l(xcm, εcm, ε) is defined as
J2l(xcm, εcm, ε) =
∫ ∞
−∞
dx{x2l exp[− (x− xcm)
2
ε2cm
]
∫ x−xL
−∞
exp(−z
2
ε2
)dz}.
(3.55a)
This integral may be reduced to the integral J(ε). In fact, when l = 0,
the integral J0(xcm, εcm, ε) = J(ε). Thus, the upper bound of the integral
J0(xcm, εcm, ε) may be determined from (3.53). For any other cases l > 0 the
situation is not so simple. The integral J2l(xcm, εcm, ε) may be reduced by using
the binomial expansion: x2l = [(x−xcm)+xcm]2l =
∑2l
k=0
(
2l
k
)
(xcm)
2l−k(x−
xcm)
k. The reduced result may be written as
J2l(xcm, εcm, ε) =
2l∑
k=0
(
2l
k
)
(xcm)
2l−kJ0k (xcm, εcm, ε) (3.55b)
where the integral J0k (xcm, εcm, ε) is defined as
J0k (xcm, εcm, ε) =
∫ ∞
−∞
dx{(x − xcm)k exp[− (x− xcm)
2
ε2cm
]
∫ x−xL
−∞
exp(−z
2
ε2
)dz}.
(3.56)
Obviously, the integral J00 (xcm, εcm, ε) = J(ε) and its upper bound may be
determined from (3.53). By calculating directly the integral J01 (xcm, εcm, ε) one
obtains
J01 (xcm, εcm, ε) =
√
pi
2
ε2ε4cm
(ε2cm + ε
2)
exp{− (xL − xcm)
2
(ε2cm + ε
2)
}.
Both the integrals J00 (xcm, εcm, ε) and J
0
1 (xcm, εcm, ε) are basic. Now one may
set up the recursive relation for the integral J0k (xcm, εcm, ε). Then this recursive
relation is further used to calculate the integral J2l(xcm, εcm, ε). In general,
by using the integration by parts and the product formula (3.34) of a pair of
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Gaussian functions it can turn out that the integral J0k (xcm, εcm, ε) (k ≥ 2)
satisfies the recursive relation:
J0k (xcm, εcm, ε) =
1
2
(k − 1)ε2cmJ0k−2(xcm, εcm, ε)
+
1
2
ε2cm exp{−
(xL − xcm)2
(ε2cm + ε
2)
}Ik−1(ε
2
cm(xL − xcm)
(ε2cm + ε
2)
,
εεcm√
ε2cm + ε
2
) (3.57)
where the integral function Ik(x0, ε0) is determined from (3.38). The recur-
sive relation (3.57) shows that an extra term, i.e., the second term on the
RH side of (3.57), is generated after the integral J0k (xcm, εcm, ε) is reduced
to J0k−2(xcm, εcm, ε). It is known from (3.38b) that the integral Ik(x0, ε0) is a
k−order polynomial in x0, and it is also a (k + 1)−order polynomial in ε0 if
k is even or a k−order polynomial in ε0 if k is odd. Then this extra term is
proportional to the exponentially-decaying factor exp{− (xL−xcm)2(ε2cm+ε2) }. The recur-
sive formula (3.57) may be used repeatedly. This results in that any integral
J02j(xcm, εcm, ε) for j = 1, 2, ..., l may be expressed as a linear combination of
the integral J00 (xcm, εcm, ε) and the polynomials {Ik(x′0, ε′0)}, and any integral
J02j+1(xcm, εcm, ε) for j = 1, 2, ..., l − 1 may be expressed as a linear combina-
tion of the integral J01 (xcm, εcm, ε) and the polynomials {Ik(x′0, ε′0)}. Here the
parameter x′0 = ε
2
cm(xL − xcm)/(ε2cm + ε2) and ε′0 = εcmε/
√
ε2cm + ε
2. Then by
substituting these expressions of the integrals {J0k(xcm, εcm, ε)} into (3.55b) one
obtains
J2l(xcm, εcm, ε) = J
0
0 (xcm, εcm, ε)
l∑
j=0
(
2l
2j
)
(2j − 1)!!(xcm)2l−2j(1
2
ε2cm)
j
+J01 (xcm, εcm, ε)
l−1∑
k=0
(
2l
2k + 1
)
(2k)!!(xcm)
2l−2k−1(
1
2
ε2cm)
k
+ exp{− (xL − xcm)
2
(ε2cm + ε
2)
}Fl(x′0, ε′0) (3.58)
where the function Fl(x
′
0, ε
′
0) is given by
Fl(x
′
0, ε
′
0) =
l∑
j=1
j−1∑
m=0
(
2l
2j
)
(2j − 1)!!
(2m+ 1)!!
(xcm)
2l−2j(
1
2
ε2cm)
j−mI2m+1(x′0, ε
′
0)
+
l−1∑
k=1
k∑
m=1
(
2l
2k + 1
)
(2k)!!
(2m)!!
(xcm)
2l−2k−1(
1
2
ε2cm)
k−m+1I2m(x′0, ε
′
0). (3.59)
The integral J2l(xcm, εcm, ε) consists of the three terms. The first term is
proportional to J00 (xcm, εcm, ε) and a 2l−order polynomial in the COM po-
sition xcm. It is known from (3.52) and (3.53) that the integral J
0
0 (xcm, εcm, ε),
i.e., the integral J(ε) in (3.52), is proportional to the exponentially-decaying
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factor exp{− (xL−xcm)2(ε2cm+ε2) }. Then the first term in (3.58) is proportional to the
exponentially-decaying factor exp{− (xL−xcm)2(ε2cm+ε2) }. The second term in (3.58) is
proportional to the integral J01 (xcm, εcm, ε) and a (2l− 1)−order polynomial in
xcm. Here J
0
1 (xcm, εcm, ε) is proportional to the exponentially-decaying factor
exp{− (xL−xcm)2(ε2cm+ε2) }. Hence the second term is proportional to the exponentially-
decaying factor exp{− (xL−xcm)2(ε2cm+ε2) }. The last term in (3.58) is proportional to the
exponentially-decaying factor exp{− (xL−xcm)2(ε2cm+ε2) } and the polynomial Fl(x
′
0, ε
′
0) in
xcm which is given by (3.59). Since I2m+1(x
′
0, ε
′
0) is a (2m+1)−order polynomial
in x′0, the first term of Fl(x
′
0, ε
′
0) in (3.59) is a (2l− 1)−order polynomial in xcm
or xL. Similarly, the second term of Fl(x
′
0, ε
′
0) in (3.59) is also a (2l− 1)−order
polynomial in xcm or a (2l− 2)−order polynomial in xL. Thus, the polynomial
Fl(x
′
0, ε
′
0) in xcm or xL has an order of 2l − 1. The above analysis shows that
the integral J2l(xcm, εcm, ε) is proportional to the exponentially-decaying factor
exp{− (xL−xcm)2(ε2cm+ε2) }.
Now let xcm and εcm in the integral J2l(xcm, εcm, ε) of (3.55a) be the COM
position xc(t0+λ) and wave-packet spread εc(t0+λ) of the GWP state Ψ0(x, r,
t0 + λ), respectively. Then the integral J2l(xcm, εcm, ε) is just the integral
J2l(xc(t0 + λ), εc(t0 + λ), ε) on the RH side of (3.54). As shown in (3.54), the
upper bound of the second basic norm NBAS2 is proportional to square root of
the integral J2l(xc(t0+λ), εc(t0+λ), ε). Now the integral J2l(xcm, εcm, ε) is pro-
portional to the exponentially-decaying factor exp{− (xL−xcm)2(ε2cm+ε2) }. By inserting
the parameters xcm = xc(t0 + λ) and εcm = εc(t0 + λ) into the exponentially-
decaying factor one can find that the integral J2l(xc(t0+λ), εc(t0+λ), ε) is pro-
portional to the exponentially-decaying factor exp{−Yeff (xL, εeff )2/2}, where
the effective deviation-to-spread ratio Yeff (xL, εeff ) is defined by (3.39) with
the effective wave-packet spread εeff given by ε
2
eff = ε
2 + εc(t0 + λ)
2. Then it
follows from (3.54) that the second basic normNBAS2 has an upper bound that
is proportional to the exponentially-decaying factor exp{−Yeff (xL, εeff )2/2} :
||xlΘ(x− xL, ε)Ψ0(x, r, t0 + λ)||u ∝ exp{−1
2
[xL − xc(t0 + λ)]2
ε2eff
}, (3.60)
here the subscript ′u′ stands for the upper bound of the basic norm NBAS2.
This means that when εc(t0 + λ)
2 >> ε2, the upper bound of the basic norm
NBAS2 decays exponentially with the square deviation-to-spread ratio yM (xL,
t0 + λ)
2 of the GWP state Ψ0(x, r, t0 + λ). This is the desired result. As
shown above, a similar result also may be obtained if one uses the first-order
approximation formula (2.9) with the incontinuous step function Θ(x − xL) to
calculate the basic norm NBAS2. However, that result is approximate. The
current result is rigorous. It confirms further and also corrects the first-order
approximation result.
Once it proves that both the basic norms NBAS1 and NBAS2 decay ex-
ponentially with the square deviation-to-spread ratio or more exactly with the
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square effective deviation-to-spread ratio of the GWP state Ψ0(x, r, t0 + λ), it
is easy to prove that the upper bounds of the errors E
(1)
r (x, r, t0 + t) of (3.27a)
and E
(2)
r (x, r, t0+t) of (3.27b) decay exponentially with the square deviation-to-
spread ratio of the GWP state Ψ0(x, r, t0 + λ). Actually, the inequalities (3.28)
and (3.29) show that the upper bound of the error E
(1)
r (x, r, t0 + t) is propor-
tional to the maximum value of the integral J4(xcm, εcm, ε) in the time region
[t0, t0+ τ ], here xcm and εcm are the COM position xc(t0+ τ) and wave-packet
spread εc(t0+τ ) of the GWP state Ψ0(x, r, t0+τ ), respectively. Thus, the error
E
(1)
r (x, r, t0 + t) decays exponentially with the square deviation-to-spread ratio
of the GWP state Ψ0(x, r, t0 + τ). It is known from (3.30) and (3.31) that the
upper bound of the error E
(2)
r (x, r, t0 + t) may be determined from the three
norms on the RH side of (3.31). The upper bound of the last norm on the RH
side of (3.31) is determined from (3.33a), while the upper bounds of the first two
norms are determined from (3.33b) and (3.33c), respectively. The RH side of
(3.33a) consists of nine basic norms {NBSA1} and {NBSA2}. Similarly, those
of (3.33b) and (3.33c) have eight and ten basic norms, respectively. Therefore,
the upper bound of the integrand on the RH side of (3.30) decays exponentially
with the square deviation-to-spread ratio of the GWP state Ψ0(x, r, t0 + λ) or
||[Hho0 , V ho1 (x, ε)] exp(−iV ho1 (x, ε)λ′/ℏ) exp(−iHho0 λ/ℏ)Ψ00(x, r, t0)||u
∝ exp{−1
2
[
[xL − xc(t0 + λ)]2
εc(t0 + λ)2
]min}, (3.61)
here suppose that εc(t0 + λ)
2 >> ε2 so that the effective wave-packet spread
εeff can be approximately replaced with εc(t0 + λ). This means that the error
E
(2)
r (x, r, t0 + t) decays exponentially with the square deviation-to-spread ratio
of the GWP state Ψ0(x, r, t0 + λ). Now both the errors E
(1)
r (x, r, t0 + t) and
E
(2)
r (x, r, t0 + t) in (3.25) are shown rigorously to have the upper bounds that
decay exponentially with the square deviation-to-spread ratio of the GWP state
Ψ0(x, r, t0+λ). Therefore, when the joint position xL is taken as a large enough
value, both the errors E
(1)
r (x, r, t0+t) and E
(2)
r (x, r, t0+t) are negligible, leading
directly to that Ψ(x, r, t0 + t) = Ψ0(x, r, t0 + t) in (3.25). This shows that
the spatially-selective effect of the perturbation term V ho1 (x, ε) has a negligible
contribution to the time evolution process of the halting-qubit atom in the LH
potential well (or the imperfection of the LH harmonic potential field has a
negligible effect on the time evolution process) when the joint position xL is
large enough. This is the desired result in the section.
The above rigorous error estimation considers the initial state Ψ00(x, r, t0)
to be a single GWP state. As shown in the section 5 below, a Gaussian super-
position state is often used as the initial state Ψ00(x, r, t0) in an error estima-
tion. This general case is also easy to consider in the above error estimation.
Suppose that the initial state Ψ00(x, r, t0) is a Gaussian superposition state:
Ψ00(x, r, t0) =
∑m
k=1AkΨ0k(x, r, t0). Here the amplitude Ak may be a complex
coefficient. By inserting this initial product state into (3.25) one finds that the
37
desired product state is written as
Ψ0(x, r, t0 + t) =
m∑
k=1
Ak exp(−iH0t/ℏ)Ψ0k(x, r, t0), (3.62)
while the two error terms are given exactly by
E(l)r (x, r, t0 + t) =
m∑
k=1
AkE
(l)
rk (x, r, t0 + t), l = 1, 2, (3.63)
and their upper bounds may be determined from
||E(l)r (x, r, t0 + t)|| ≤
m∑
k=1
|Ak| × ||E(l)rk (x, r, t0 + t)||, l = 1, 2, (3.64)
where the error E
(1)
rk (x, r, t0 + t) is still given by (3.27a) with the product
state Ψ00(x, r, t0) = Ψ0k(x, r, t0), while the error E
(2)
rk (x, r, t0 + t) may be ex-
pressed as (3.27b) with the product state Ψ00(x, r, t0) = Ψ0k(x, r, t0). There-
fore, the upper bound of each error E
(l)
rk (x, r, t0 + t) for l = 1, 2 and k = 1,
2, ..., m can be strictly calculated according to the above error-estimation
method. Then according to (3.64) all these upper bounds are summed up with
the weights {|Ak|} to generate the error upper bounds {||E(l)r (x, r, t0 + t)||u}.
Thus, the desired result is still obtained that the total error upper bound
||E(1)r (x, r, t0+t)||u+ ||E(2)r (x, r, t0+t)||u in (3.25) decays exponentially with the
square deviation-to-spread ratios of the GWP states {Ψ0k(x, r, t0 + λ)}, here
the state Ψ0k(x, r, t0 + λ) = exp(−iHho0 λ/ℏ)Ψ0k(x, r, t0).
There are some applications of the rigorous theoretical calculation method
for the time evolution process (3.25). As an example, the theoretical calculation
method may be used to investigate strictly the spatially-selective effect of the
laser light pulse, when the spatially-selective laser light pulse is used to prepare
the one-qubit quantum gates of the halting-qubit atom in the LH harmonic
potential well. The spatially-selective effect needs to be evaluated strictly for
the preparation of the one-qubit quantum gates of the unitary operations U ch
and V ch of the reversible and unitary halting protocol [14]. Suppose that the
halting-qubit atom motions in the LH potential well only along one-dimensional
direction x, while the spatially-selective laser light pulse is externally applied to
the two internal states {|g0〉, |e〉} of the halting-qubit atom along the direction
y. This means that the motion of the halting-qubit atom is strongly constrained
along the direction y such that it is not affected significantly by the laser light
pulse. It could not be difficult to achieve this point in experiment [3]. Below it
is shown that the laser light pulse could not yet affect significantly the atomic
COM motion along the direction x. The spatially-selective excitation region
for the laser light pulse along the direction x is within the LH potential well
(−∞, xL). In general, the excitation spatial region of the laser light pulse is far
more narrow than the spatial region (−∞, xL), but in practice it must be chosen
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in such a way that the laser light beam can cover sufficiently the effective spatial
region of the wave-packet motional state of the halting-qubit atom in motion.
As a typical instance, here still assume that the excitation spatial region of the
laser light pulse is (−∞, xL). For a practical case the theoretical treatment is
also easy and the obtained result also is similar to that one obtained in this
typical instance if the halting-qubit atom is in a GWP motional state. It is
clear that the laser light pulse is spatially-selective in the direction x. Here the
laser light beam may be circularly-polarized. Then in the rotating frame the
Hamiltonian to describe the spatially-selective excitation induced by the laser
light pulse in the two-level system {|g0〉, |e〉} of the halting-qubit atom may be
written as
H = Hho0 + V
ho
1 (x) + ℏ(ωa − ω0)Iz + ℏΩ(x)Ix. (3.65)
Here Hho0 and V
ho
1 (x) are still given by (2.3) and (2.4), respectively. The spin
operators Iµ (µ = x, y, z) are defined in the previous section 2. This Hamiltonian
is time-independent. Suppose further that in the spatially-selective excitation
the amplitude Ω(x) of the spatially-selective laser light pulse is given simply
by Ω(x) = ω1 if −∞ < x ≤ xL and Ω(x) = 0 if x > xL. A more practical
spatially-selective excitation could be defined by Ω(x) = ω1 if −xL ≤ x ≤ xL
and Ω(x) = 0 if x > xL and x < −xL. The Hamiltonian may be simply rewritten
as H = H0 +H1(x), where the main Hamiltonian H0 = H
ho
0 + ℏ(ωa − ω0)Iz +
ℏω1Ix and the spatially-selective perturbation term H1(x) = V
ho
1 (x)+ℏ[Ω(x)−
ω1]Ix. Obviously, the main Hamiltonian H0 is not spatially selective, while the
perturbation term H1(x) is. The main Hamiltonian H0 is responsible for the
preparation of the one-qubit quantum gates of the halting-qubit atom. The
on-resonance condition ω0 = ωa leads to that the main Hamiltonian is written
as H0 = H
ho
0 +ℏω1Ix. Note that [H
ho
0 , Ix] = 0. Thus, in on-resonance condition
the internal-state excitation of the halting-qubit atom by the spatially-selective
laser light pulse is independent on the atomic COM motion. On the other hand,
the perturbation term H1(x) could affect the preparation. It originates from
the imperfections of both the LH harmonic potential field and the spatially-
selective laser light pulse. Both H0 and H1(x) are time-independent. Now the
error estimation method above can be used as well to evaluate strictly the effect
of the perturbation term H1(x) on the preparation. Here one needs to consider
explicitly the atomic internal states. This point is slightly different from the
above error estimation. Then by using the above rigorous error estimation
method one can prove that the error generated by the imperfections decays
exponentially with the square deviation-to-spread ratios of the relevant GWP
states of the halting-qubit atom. These show that the laser light pulse does not
have a significant effect on the atomic COM motion in the direction x.
Another important application for the rigor theoretical calculation method
above is to use the method to investigate the spatially-selective excitation of a
single GWP state in a Gaussian superposition state of an atom freely moving
along one-dimensional direction x. Such a spatially-selective excitation for a
freely-moving atom may be achieved by the STIRAP-based decelerating (or
accelerating) process [16]. Here a simpler spatially-selective excitation method
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is proposed for it. Consider the simple case that the Gaussian superposition
state consists of two GWP states,
Ψ(x, r, t0) = a1(t0)Ψ01(x, t0)|g0〉+ a2(t0)Ψ02(x, t0)|g0〉, (3.66)
where both the GWP motional states Ψ01(x, t0) and Ψ02(x, t0) have different
COM positions in the one-dimensional coordinate space. Here suppose that the
two GWP motional states are well distinguished in space so that a spatially-
selective excitation for one of them can be carried out. The characteristic pa-
rameters of the GWP state Ψ0l(x, t0) are denoted as {xlc(t0), plc(t0), W lc(t0),
εlc(t0)} for l = 1 and 2. Assume that the GWP state Ψ0l(x, t0) with l = 1 or 2
locates in the effective spatial region [xlc(t0)−DLl , xlc(t0)+DRl ] with the effective
spatial width DLl +D
R
l . Both the effective spatial regions of the motional states
{Ψ0l(x, t0)} do not overlap with each other in the one-dimensional space. Now a
laser light beam with the propagating direction y is applied to the halting-qubit
atom which is moving freely along the direction x. Just like before, here also
consider the one-dimensional case that the atomic motion along the direction
y is strongly constrained such that it is not affected significantly by the laser
light pulse. This laser light beam is space-selective in the direction x and also
internal-state selective. That is, it is selectively applied to the atomic two-level
system {|g0〉, |e〉} within the effective spatial region [x1c(t0)−DL1 , x1c(t0) +DR1 ].
A similar spatially-selective excitation has been used extensively in quantum co-
herent interference experiments in cold atomic systems (See, for example, Refs.
[1]). Bear in mind that the present quantum system under study is a pure-state
quantum system of an individual atom instead of a quantum ensemble and
the present spatially-selective excitation is unitary. Therefore, different from
the conventional one in a cold atomic quantum ensemble, the present spatially-
selective excitation is nontrivial. In such a spatially-selective excitation only the
internal state of the first GWP product state Ψ01(x, t0)|g0〉 is effectively excited
in the superposition state Ψ(x, r, t0), while that one of the second product state
Ψ02(x, t0)|g0〉 keeps almost unchanged. This spatially-selective excitation may
be expressed as
Ψ(x, r, t0)→ a1(tf )Ψ01(x, tf )|e〉+ a2(tf )Ψ02(x, tf )|g0〉. (3.67)
Now the Hamiltonian of the atom in the spatially-selective excitation process
may be written as
H =
1
2m
p2 + ℏ(ωa − ω0)Iz + ℏΩ(x)Ix. (3.68)
Here the intensity of the spatially-selective laser light beam is simply given by
Ω(x) =
{
ω1 if x ∈ [x1c(t0)−DL1 , x1c(t0) +DR1 ]
0 if x /∈ [x1c(t0)−DL1 , x1c(t0) +DR1 ] (3.69)
This Hamiltonian is time-independent. Then the time evolution process of the
halting-qubit atom during the spatially-selective excitation is expressed as
Ψ(x, r, tf ) = exp[−iH(tf − t0)]Ψ(x, r, t0)
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=
∑
l=1,2
al(t0) exp[−iH(tf − t0)]Ψ0l(x, t0)|g0〉. (3.70)
This time evolution process can be calculated by separately calculating the time
evolution process:
Ψl(x, r, tf ) = exp[−iH(tf − t0)]Ψ0l(x, t0)|g0〉. (3.71)
Now the Hamiltonian H still may be written as H = H0 + H1(x), here the
main Hamiltonian H0 is non-space-selective, while the perturbation term H1(x)
is spatially selective. According to (3.25) the time evolution process (3.71) may
be written as
Ψl(x, r, tf ) = Ψ0l(x, r, tf ) + E
(1)
rl (x, r, tf ) + E
(2)
rl (x, r, tf ), (3.72)
where Ψ0l(x, r, tf ) is the desired product state, which is determined from (3.26),
and E
(1)
rl (x, r, tf ) and E
(2)
rl (x, r, tf ) are the two errors, which are given by the two
equation (3.27), respectively. Firstly consider the first GWP state Ψ01(x, r, tf ).
Notice that here the laser light beam covers the entire effective spatial region
of the first GWP state Ψ01(x, t) over the whole time region t0 ≤ t ≤ tf . Then
in this case the main Hamiltonian H0 may be taken as H0 =
1
2mp
2 + ℏ(ωa −
ω0)Iz+ℏω1Ix and accordingly the spatially-selective perturbation term is given
by H1(x) = ℏ[Ω(x) − ω1]Ix. For convenience, the on-resonance condition ω0 =
ωa is used in calculation below. Then the main Hamiltonian is reduced to
H0 =
1
2mp
2 + ℏω1Ix. Now according to (3.26) the desired product state at the
end of the spatially-selective excitation is given by
Ψ01(x, r, tf ) = Ψ01(x, tf )|e〉, (3.73)
where the time interval (tf − t0) = pi/ω1 and the final GWP state is given by
Ψ01(x, tf ) = −i exp[−i 1
2m
p2(tf − t0)/ℏ]Ψ01(x, t0). (3.74)
The equation (3.74) is really the motional process of a free particle with the
initial state −iΨ01(x, t0). The final state Ψ01(x, r, tf ) of (3.73) shows that the
initial internal state |g0〉 of the first GWP product state Ψ01(x, r, t0) indeed is
excited to another internal state |e〉 by the laser light pulse. The two error terms
E
(k)
r1 (x, r, tf ) for k = 1 and 2 in (3.72), which are generated by the spatially-
selective perturbation term H1(x), may be directly calculated by using the two
equations (3.27) with the perturbation term V1 = H1(x), respectively. The error
term E
(1)
r1 (x, r, tf ) also may be directly calculated by using the inequality (3.28)
with the time interval τ = tf − t0 and the replacement V ho1 (x, ε)↔ H1(x) and
Hho0 ↔ H0. Here the initial state Ψ00(x, r, t0) is taken as Ψ01(x, t0)|g0〉 and the
spatially-selective intensity Ω(x) of the laser light beam is given by (3.69). The
calculation based on the inequality (3.28) shows that the error E
(1)
r1 (x, r, tf )
decays exponentially with the square deviation-to-spread ratios of the GWP
state Ψ001(x, t). Here the state Ψ
0
01(x, t) = exp[−i 12mp2(t − t0)/ℏ]Ψ01(x, t0) for
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t0 ≤ t ≤ tf . There are two different deviation-to-spread ratios for the GWP
state Ψ001(x, t). They are defined by Y
1
R(t) = [(D
R
1 + x
1
c(t0)) − x1c(t)]/ε1c(t) > 0
and Y 1L(t) = [x
1
c(t) − (x1c(t0)−DL1 )]/ε1c(t) > 0. Therefore, the dimensional-size
parametersDL1 and D
R
1 for the effective spatial region [x
1
c(t0)−DL1 , x1c(t0)+DR1 ]
must be chosen suitably such that both the deviation-to-spread ratios satisfy
Y 1R(t) >> 1 and Y
1
L (t) >> 1 for t0 ≤ t ≤ tf .When Y 1R(t) >> 1 and Y 1L (t) >> 1,
the error E
(1)
r1 (x, r, tf ) can be neglected. In order to calculate strictly the error
E
(2)
r1 (x, r, tf ) one needs to first make it smooth for the incontinuous intensity
Ω(x) of the spatially-selective laser light beam. The spatially-selective intensity
of (3.69) is first rewritten as
Ω(x) = ω1Θ(x− [x1c(t0)−DL1 ])Θ([x1c(t0) +DR1 ]− x).
Then it is made smooth by using the continuous step function Θ(x, ε) in (2.11),
Ω(x, ε) = ω1Θ(x− [x1c(t0)−DL1 ], ε)Θ([x1c(t0) +DR1 ]− x, ε).
Now by using the smooth perturbation term H1(x, ε) = ℏ[Ω(x, ε) − ω1]Ix and
the main Hamiltonian H0 =
1
2mp
2 + ℏω1Ix one may exactly calculate the com-
mutator [H0, H1(x, ε)]. Then the commutator is substituted into (3.27b) to
calculate the error E
(2)
r1 (x, r, tf ). It can turn out that the upper bound of the
error E
(2)
r1 (x, r, tf ) consists of a few basic norms {NBAS1}. This indicates that
the error E
(2)
r1 (x, r, tf ) decays exponentially with the square deviation-to-spread
ratios of the GWP state Ψ001(x, t). On the other hand, the second GWP state
Ψ02(x, t) is distant from the laser light beam. It is not affected significantly by
the laser light beam. Then in this case the main Hamiltonian may be taken as
H0 =
1
2mp
2 + ℏ(ωa − ω0)Iz , while the spatially-selective perturbation term is
given by H1(x) = ℏΩ(x)Ix. In the on-resonance condition the main Hamilto-
nian is given by H0 =
1
2mp
2. This main Hamiltonian does not affect any internal
state of the halting-qubit atom. Now the desired product state at the end of
the spatially-selective excitation is still given by (3.26). It is written as
Ψ02(x, r, tf ) = Ψ02(x, tf )|g0〉, (3.75)
where the final GWP state is given by
Ψ02(x, tf ) = exp[−i 1
2m
p2(tf − t0)/ℏ]Ψ02(x, t0). (3.76)
The equation (3.76) is really the motional process of a free particle with the
initial state Ψ02(x, t0). The final state Ψ02(x, r, tf ) of (3.75) shows that the ini-
tial internal state |g0〉 of the second GWP product state Ψ02(x, r, t0) indeed is
not excited by the laser light pulse. Now the two error terms E
(k)
r2 (x, r, tf ) for
k = 1 and 2 in (3.72) in the spatially-selective excitation may be exactly calcu-
lated by the two equations (3.27), respectively. Here the error E
(1)
r2 (x, r, tf ) also
may be calculated directly by using the inequality (3.28) with the time interval
τ = tf − t0 and the replacement V ho1 (x, ε)↔ H1(x) and Hho0 ↔ H0. There are
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two cases to be considered. The first case is that the GWP state Ψ02(x, t)
always locates on the left side of the effective spatial region [x1c(t0) − DL1 ,
x1c(t0) + D
R
1 ]. The second one is that the state Ψ02(x, t) always locates on
the right side of the effective spatial region. Either case generates a similar
result. Thus, here only the first case is considered. Now on the basis of the
inequality (3.28) one can prove that the error E
(1)
r2 (x, r, tf ) decays exponentially
with the square deviation-to-spread ratio of the GWP motional state Ψ02(x, t)
(t0 ≤ t ≤ tf ) which is given by (3.76) with the replacement tf ↔ t. Here the
deviation-to-spread ratio is defined by Y 2L (t) = [(x
1
c(t0)−DL1 )−x2c(t)]/ε2c(t) > 0.
Therefore, when Y 2L (t) >> 1, the error E
(1)
r2 (x, r, tf ) can be neglected. Another
error E
(2)
r2 (x, r, tf ) is calculated by using (3.27b). Here the commutator [H0,
H1(x, ε)] is calculated by using the main Hamiltonian H0 =
1
2mp
2 and the
smooth perturbation term H1(x, ε) = ℏΩ(x, ε)Ix. By a strict calculation it can
turn out that the upper bound of the error E
(2)
r2 (x, r, tf ) consists of a few ba-
sic norms {NBAS1}, indicating that the error decays exponentially with the
square deviation-to-spread ratios of the GWP motional state Ψ02(x, t).
4 Imperfections for the spatially selective laser light
beams
When an external electromagnetic wave field is space-selectively applied
to the halting-qubit atom within the LH potential well, the error estimation
method in the preceding section 3 needs to be modified, because one also needs
to consider the possible errors generated by the spatially selective electromag-
netic wave field. In theory a state-selective triggering pulse may be gener-
ated by the ideal plane-wave electromagnetic fields of the PHAMDOWN laser
light beams over the whole coordinate space (−∞,+∞), as shown in Ref. [15].
However, in practice the PHAMDOWN laser light beams used to generate a
SSISS triggering pulse are applied space-selectively to the halting-qubit atom
within the LH potential well with the spatial region (−∞, xL). Therefore,
such PHAMDOWN laser light beams are spatially selective. Notice that
the PHAMDOWN laser light beams are applied to the halting-qubit atom
along the direction parallel to the atomic motional direction. This is different
from the case that the spatially-selective laser light beam is used to prepare
the one-qubit quantum gates in the preceding section 3. In the latter case the
spatially-selective laser light pulse is applied to the atom along the direction per-
pendicular to the atomic motional direction. This latter case is much simpler
and may be strictly treated by using the error estimation method in the section
3. There is a difference between an ideal state-selective triggering pulse and
a SSISS triggering pulse generated by the spatially-selective PHAMDOWN
laser light beams. This difference is generated by the spatially-selective effect
of the PHAMDOWN laser light beams and the imperfection of the LH har-
monic potential field. Therefore, in addition to the imperfection of the LH
harmonic potential well there is an extra imperfection of the spatially-selective
PHAMDOWN laser light beams for a SSISS triggering pulse. Since there are
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spatially selective external potential field and electromagnetic wave field, the
time evolution process for the halting-qubit atom in the presence of a SSISS
triggering pulse becomes complicated and is hard to calculate exactly. It is
not yet easy to calculate the time evolution process even when one uses the
first-order approximation propagator of (2.9). On the other hand, it could be
more convenient to use other theoretical methods rather than the coordinate-
representation propagator to calculate strictly the time evolution process. One
of these theoretical methods is the Trotter-Suzuki decomposition method [34,
39]. This method has already been used successfully in the preceding section 3.
Now it is used to investigate strictly the imperfection of the spatially-selective
PHAMDOWN laser light beams. It could be more suited to treat strictly the
time evolution process when the time period of the process is short and the
Hamiltonian to describe the process is time-independent. For simplicity here
consider the extensively used three-order symmetric decomposition formula [39]
for the propagator exp[−i(H0 + V1)τ/ℏ],
exp[−i(H0+V1)τ/ℏ] = exp[−1
2
iH0τ/ℏ] exp[−iV1τ/ℏ] exp[−1
2
iH0τ/ℏ]+Op(τ
3),
(4.1)
where both the operators H0 and V1 are time-independent and the error oper-
ator Op(τ
3) is given explicitly below. The operator identity (4.1) also is called
the Trotter-Suzuki decomposition formula. A higher-order decomposition for-
mula also may be found in Ref. [34, 39]. It also may be used to calculate
the time evolution process and usually could achieve a better result. In order
to use the decomposition formula (4.1) to calculate the time evolution process
one needs to choose suitably the main Hamiltonian H0 and the perturbation
term V1 for a given total Hamiltonian H0 + V1 and at the same time make the
upper bound (or norm) of the error operator Op(τ
3) in (4.1) as small as pos-
sible. It has been proven [39, 40] that the upper bound of the error operator
Op(τ
3) is convergent and can be controlled by the time interval τ if both the
operators H0 and V1 are bounded. This upper bound is proportional to τ
3 ap-
proximately. However, in an atomic system in COM motion both the operators
H0 and V1 may not be bounded. Then the error operator Op(τ
3) may not be
convergent and it may not yet be controlled by the single time interval τ . It
seems that it could not be suited to use such a decomposition formula as (4.1)
to calculate the time evolution process for a space-dependent quantum system
such as a motional atomic system, because the Hamiltonian of the quantum
system is generally dependent on unbounded coordinate and momentum oper-
ators. Actually, whether or not such a decomposition formula as (4.1) is useful
to calculate the time evolution process of the quantum system is dependent on
the error that is generated by acting the error operator Op(τ
3) in (4.1) on the
initial state of the quantum system. Suppose that the error can be controlled
so that it can be neglected in the suitable parameter settings. Then in this case
the exact propagator exp[−i(H0 + V1)τ/ℏ] could be approximated well by the
decomposition formula (4.1), and it is suited to use the decomposition formula
(4.1) to calculate the time evolution process even if the operators H0 and V1
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are unbounded operators. As will be seen later, whether or not the error is
controllable is largely dependent the quantum state and especially the COM
motional state of the quantum system in addition to the error operator Op(τ
3)
itself.
In order to prove the decomposition formula (4.1) useful both the propa-
gator and the quantum states and especially the COM motional states of the
quantum system need to be considered explicitly, and the explicit expression of
the error operator Op(τ
3) also is needed. This is different from the conventional
theoretical treatments based on the Trotter-Suzuki decomposition method [34,
39, 40] and the Magnus expansion and the average Hamiltonian theory [35, 36,
37, 41], where quantum states of a physical system usually need not be consid-
ered explicitly. It can turn out that there is the exact three-order symmetric
decomposition formula of (4.1) [39]. This means that there is the exact expres-
sion for the error operator Op(τ
3) in (4.1). This error operator Op(τ
3) may be
exactly and explicitly expressed as [39]
Op(τ
3) =
i
2ℏ3
∫ τ
0
∫ t1
0
∫ t2
0
dt1dt2dt3{exp[− i
ℏ
(H0 + V1)(τ − t1)] exp[− i
2ℏ
H0t1]
× exp[− i
ℏ
V1t3][V1, [H0, V1]] exp[− i
ℏ
V1(t1 − t3)] exp[− i
2ℏ
H0t1]}
+
i
4ℏ3
∫ τ
0
∫ t1
0
∫ t2
0
dt1dt2dt3{exp[− i
ℏ
(H0 + V1)(τ − t1)] exp[− i
2ℏ
H0(t1 − t3)]
× [H0, [H0, V1]] exp[− i
2ℏ
H0t3] exp[− i
ℏ
V1t1] exp[− i
2ℏ
H0t1]}. (4.2)
Once the explicit expression for the error operator Op(τ
3) is obtained, it could
not be hard to calculate the upper bound of the error generated by acting the
error operator Op(τ
3) on the initial state of the quantum system. However, this
calculation is still very complex, as can be seen below. Now denote Ψ00(x, r, t0)
as the initial state of the quantum system. Then the generated error is given by
Er(x, r, t0 + τ) = Op(τ
3)Ψ00(x, r, t0). With the help of the exact error operator
Op(τ
3) of (4.2) it can turn out that this error is bounded by
||Er(x, r, t0 + τ )|| ≤ 1
2ℏ3
∫ τ
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3||M1(x, r, t1, t3)||
+
1
4ℏ3
∫ τ
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3||M2(x, r, t1, t3)|| (4.3)
where the two error states {Mk(x, r, t1, t3)} for k = 1 and 2 are respectively
defined by
M1(x, r, t1, t3) = [V1, [H0, V1]] exp[− i
ℏ
V1(t1 − t3)]
× exp[− i
2ℏ
H0t1]Ψ00(x, r, t0), (4.4)
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M2(x, r, t1, t3) = [H0, [H0, V1]] exp[− i
2ℏ
H0t3] exp[− i
ℏ
V1t1]
× exp[− i
2ℏ
H0t1]Ψ00(x, r, t0). (4.5)
Here the important fact has been used in obtaining the inequality (4.3) that
any unitary operator does not change the norm of a quantum state. Now define
the maximum norm ||Mk(x, r, t1, t3)||max for k = 1 or 2 over the time region
0 ≤ t3, t1 ≤ τ as
||Mk(x, r, t1, t3)||max = max
0≤t3,t1≤τ
{||Mk(x, r, t1, t3)||}. (4.6)
Then the inequality (4.3) and the relation (4.6) show that the upper bound for
the error Er(x, r, t0 + τ) may be determined from
||Er(x, r, t0 + τ )|| ≤ 1
2
1
3!
τ3
ℏ3
{||M1(x, r, t1, t3)||max + 1
2
||M2(x, r, t1, t3)||max}.
(4.7)
This inequality indicates that if the maximum norms {||Mk(x, r, t1, t3)||max} for
k = 1 and 2 are bounded over the whole coordinate space −∞ < x < +∞, then
the upper bound of the error Er(x, r, t0+τ) may be controlled effectively by the
single time parameter τ . This upper bound is clearly proportional to τ3, which
is in agreement with the conventional cases [34, 39, 40].
An important application of the operator identity (4.1) is that the opera-
tor identity may be used to investigate strictly the imperfections of the spa-
tially selective PHAMDOWN laser light pulses in a SSISS triggering pulse.
As shown in the section 2, when the halting-qubit atom in the LH potential
well is applied by the spatially selective PHAMDOWN laser light pulses, the
time-independent Hamiltonian of the halting-qubit atom is given by (2.2), i.e.,
H = Hho0 + HI(x, α, γ) + V1(x, α, γ), where the atomic internal Hamiltonian
Ha = 0, the interaction H1(x, t) = HI(x, α, γ) which is given by (2.15), and
the time-independent perturbation term V1(x, α, γ) ≡ V1(x, t) is given by (2.12)
in which H1(x, t) = HI(x, α, γ). Let the main Hamiltonian H0 = H
ho
0 and the
perturbation term V1 = HI(x, α, γ) + V1(x, α, γ) in the operator identity (4.1)
so that the error upper bound on the RH side of (4.3) may be calculated con-
veniently. Now the decomposition operator on the RH side of (4.1) may be
rewritten as
exp[− i
2ℏ
H0τ ] exp[− i
ℏ
V1τ ] exp[− i
2ℏ
H0τ ]
= exp[− i
2ℏ
Hho0 τ ] exp[−
i
ℏ
HI(x, α, γ)τ ] exp[− i
2ℏ
Hho0 τ ] + O
V
p (x, r, τ ) (4.8)
where the error operator OVp (x, r, τ ) is defined by
OVp (x, r, τ ) = − exp[−
i
2ℏ
Hho0 τ ] exp[−
i
ℏ
HI(x, α, γ)τ ]
× {1− exp[− i
ℏ
V1(x, α, γ)τ ]} exp[− i
2ℏ
Hho0 τ ]. (4.9)
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Notice that the perturbation term V1(x, α, γ) measures the imperfections of the
LH potential well and the spatially selective PHAMDOWN laser light pulses.
If now V1(x, α, γ) = 0, then the error operator O
V
p (x, r, τ ) = 0. This means
that the error operator OVp (x, r, τ ) originates from these imperfections. This
error operator generates an error state OVp (x, r, τ )Ψ00(x, r, t0) when it acts on
the initial product state Ψ00(x, r, t0) of the halting-qubit atom. Similarly, the
error states Mk(x, r, t1, t3) for k = 1 and 2, which are given by (4.4) and (4.5),
respectively, may be re-expressed as
Mk(x, r, t1, t3) =M
0
k (x, r, t1, t3) +M
V
k (x, r, t1, t3), (4.10)
where {M0k (x, r, t1, t3)} are independent on these imperfections and may be
written as
M01 (x, r, t1, t3) = [HI(x, α, γ), [H
ho
0 , HI(x, α, γ)]]
× exp[− i
ℏ
HI(x, α, γ)(t1 − t3)] exp[− i
2ℏ
Hho0 t1]Ψ00(x, r, t0) (4.11a)
and
M02 (x, r, t1, t3) = [H
ho
0 , [H
ho
0 , HI(x, α, γ)]] exp[−
i
2ℏ
Hho0 t3]
× exp[− i
ℏ
HI(x, α, γ)t1] exp[− i
2ℏ
Hho0 t1]Ψ00(x, r, t0), (4.11b)
while {MVk (x, r, t1, t3)} are generated by these imperfections and explicitly given
by
MV1 (x, r, t1, t3) = −[HI(x, α, γ), [Hho0 , HI(x, α, γ)]] exp[−
i
ℏ
HI(x, α, γ)(t1 − t3)]
×{1− exp[− i
ℏ
V1(x, α, γ)(t1 − t3)]} exp[− i
2ℏ
Hho0 t1]Ψ00(x, r, t0)
+{[HI(x, α, γ), [Hho0 , V1(x, α, γ)]] + [V1(x, α, γ), [Hho0 , HI(x, α, γ)]]
+[V1(x, α, γ), [H
ho
0 , V1(x, α, γ)]]} exp[−
i
ℏ
HI(x, α, γ)(t1 − t3)]
× exp[− i
ℏ
V1(x, α, γ)(t1 − t3)] exp[− i
2ℏ
Hho0 t1]Ψ00(x, r, t0) (4.12a)
and
MV2 (x, r, t1, t3) = −[Hho0 , [Hho0 , HI(x, α, γ)]] exp[−
i
2ℏ
Hho0 t3]
× exp[− i
ℏ
HI(x, α, γ)t1]{1− exp[− i
ℏ
V1(x, α, γ)t1]} exp[− i
2ℏ
Hho0 t1]Ψ00(x, r, t0)
+[Hho0 , [H
ho
0 , V1(x, α, γ)]] exp[−
i
2ℏ
Hho0 t3] exp[−
i
ℏ
HI(x, α, γ)t1]
× exp[− i
ℏ
V1(x, α, γ)t1] exp[− i
2ℏ
Hho0 t1]Ψ00(x, r, t0). (4.12b)
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Indeed, both the error states MV1 (x, r, t1, t3) and M
V
2 (x, r, t1, t3) are equal to
zero if the spatially-selective perturbation term V1(x, α, γ) = 0. These error
states OVp (x, r, τ )Ψ00(x, r, t0), M
0
k (x, r, t1, t3), andM
V
k (x, r, t1, t3) will be further
used to calculate the upper bound of the total error originating from these
imperfections.
Now the time evolution process of the halting-qubit atom in the presence
of the spatially-selective PHAMDOWN laser light beams may be written as,
according to the exact propagator (4.1) with H0 = H
ho
0 and V1 = HI(x, α, γ) +
V1(x, α, γ) and the formula (4.8),
Ψ(x, r, t0 + τ )
def≡ exp[−i(Hho0 +HI(x, α, γ) + V1(x, α, γ))τ/ℏ]Ψ00(x, r, t0)
= Ψ0(x, r, t0 + τ ) + E
0
r (x, r, t0 + τ) + E
V
r (x, r, t0 + τ ) (4.13)
where the desired product state is written as
Ψ0(x, r, t0 + τ) = exp[− i
2ℏ
Hho0 τ ] exp[−
i
ℏ
HI(x, α, γ)τ ]
× exp[− i
2ℏ
Hho0 τ ]Ψ00(x, r, t0). (4.14)
This time evolution process generates the two errors E0r (x, r, t0+τ ) and E
V
r (x, r,
t0 + τ). The error E
0
r (x, r, t0 + τ) is independent on the imperfections and
its upper bound is still determined from (4.3) by setting Mk(x, r, t1, t3) =
M0k (x, r, t1, t3) for k = 1 and 2 on the RH side of (4.3), while the error E
V
r (x, r,
t0 + τ ) is generated only by the imperfections and its upper bound can be
determined from
||EVr (x, r, t0 + τ )|| ≤
1
2ℏ3
∫ τ
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3||MV1 (x, r, t1, t3)||
+
1
4ℏ3
∫ τ
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3||MV2 (x, r, t1, t3)||+ ||OVp (x, r, τ )Ψ00(x, r, t0)||.
(4.15)
The imperfections of the LH harmonic potential well and the spatially-selective
PHAMDOWN laser light beams may be measured by the upper bound of the
error EVr (x, r, t0 + τ ). This error can be controlled by the joint position xL in
the double-well potential field of (2.1). When the joint position xL → +∞, the
error approaches zero,
lim
xL→+∞
||EVr (x, r, t0 + τ )|| = 0.
Thus, the error tends to be secondary when the joint position xL is large, if
the initial state Ψ00(x, r, t0) is a GWP product state. Then this means that
the error E0r (x, r, t0 + τ ) is the main error in (4.13) when the joint position xL
is large. Later the equation (4.13) will be further used to calculate the time
evolution process of halting-qubit atom in the presence of the SSISS triggering
pulse consisting of the spatially-selective PHAMDOWN laser light pulses.
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The main task in the section is to prove that the main error E0r (x, r, t0 + τ )
in (4.13) can be controlled by the time interval τ , while the error EVr (x, r, t0 +
τ) generated only by the imperfections decays exponentially with the square
deviation-to-spread ratios of the relevant GWP motional states of the halting-
qubit atom.
Because now the Hamiltonian of the halting-qubit atom contains the electric
dipole interaction H1(x, t) between the halting-qubit atom and the spatially-
selective PHAMDOWN laser light beams, the atomic internal states could be
changed by the laser light beams in the time evolution process of (4.13). There-
fore, in addition to the atomic motional states the atomic internal states must
be considered explicitly in the time evolution process. There are two cases that
need to be considered separately during the spatially-selective PHAMDOWN
laser light beams. One of which is that at the initial time the halting-qubit
atom is in the internal state which is not really acted on by the electromagnetic
fields of the spatially-selective PHAMDOWN laser light beams. For example,
if the atom is in the internal state |g1〉 /∈ {|g0〉, |e〉}, then it is not really af-
fected by the PHAMDOWN laser light beams, because the laser light beams
are selectively applied to the internal-state subspace {|g0〉, |e〉}. In this case the
interaction H1(x, t) need not be explicitly taken into account, that is, it may
be set to zero, H1(x, t) = 0, in the exact propagator. Actually, in this case the
Hamiltonian H = Hho0 +H1(x, t)+V1(x, t) is reduced to H = H
ho
0 +V
ho
1 (x) and
hence one may use directly (3.25) to calculate the final atomic product state
Ψ(x, r, t0+τ ) = Ψ(x, t0+τ )|g1〉 up to a global phase factor. Another case is that
at the initial time the halting-qubit atom is in an internal state of the subspace
{|g0〉, |e〉}. In this case the PHAMDOWN laser light beams could induce the
atom to make a transition between the two internal states |g0〉 and |e〉. Then
one must consider explicitly the effect of the interaction H1(x, t) on the time
evolution process. This is the case that will be discussed in detail below. The
final atomic product state Ψ(x, r, t0+τ ) of (4.13) could be a superposition of the
two atomic internal states |g0〉 and |e〉 even if at the initial time t0 the atom is
in a given internal state (|g0〉 or |e〉) and a GWP motional state. In general, the
initial product state Ψ00(x, r, t0) in (4.13) may be a superposition product state.
It may be directly used in the error estimation. Actually, a more convenient
scheme is to use the simple initial product states Ψ00(x, r, t0) = Ψ
g
0(x, t0)|g0〉
and Ψe0(x, t0)|e〉 in the error estimation, respectively. Here Ψa0(x, t0) with a = g
or e may be a single GWP motional state or a Gaussian superposition motional
state. The error upper bounds are first calculated explicitly by using these dif-
ferent initial product states, respectively. Then these error upper bounds are
further summed up to obtain the total error upper bound.
The error estimation also needs to use the interaction HI(x, α, γ) between
the halting-qubit atom and the PHAMDOWN laser light beams in the rotating
frame. The interaction HI(x, α, γ) is already given in Ref. [15] or in (2.15). For
convenience it may be rewritten as
HI(x, α, γ) = Qx(x, α, γ)Ix +Qy(x, α, γ)Iy . (4.16)
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Here the time-independent amplitudes {Qx,y(x, α, γ)} are explicitly given by
Qx(x, α, γ) = 4ℏΩ0 cos[
1
2
(k0 + k1)x− γ] cos(1
2
∆kx− α) (4.17a)
and
Qy(x, α, γ) = −4ℏΩ0 sin[1
2
(k0 + k1)x− γ] cos(1
2
∆kx− α). (4.17b)
For the present SSISS triggering pulses there are the parameter settings α =
pi/4 and γ = 0, pi/2, pi, and 3pi/2 in the interaction HI(x, α, γ) [15] (See also
the section 6 below). The interaction is dependent on the coordinate x over the
whole coordinate space (−∞ < x < +∞) and hence it is not spatially selective.
In order to calculate conveniently the time evolution process of (4.13) one may
decompose the propagator exp{−iHI(x, α, γ)τ/ℏ} as a product of the simple
unitary operators. By making a unitary transformation on the Hamiltonian
HI(x, α, γ) of (4.16) one obtains
exp[−iϕ(x)Iz ]HI(x, pi/4, 0) exp[iϕ(x)Iz ] = Ω(x)Ix,
exp[−iϕ(x)Iz ]HI(x, pi/4, pi/2) exp[iϕ(x)Iz ] = Ω(x)Iy ,
where the parameters Ω(x) and ϕ(x) are given by
Ω(x) = 4ℏΩ0 cos[
1
2
∆kx− pi/4], ϕ(x) = 1
2
(k0 + k1)x.
Then one can further obtain
exp{±iHI(x, pi/4, 0)t/ℏ} = exp[iϕ(x)Iz ] exp{±iΩ(x)Ixt/ℏ} exp[−iϕ(x)Iz ]
(4.18a)
and
exp{±iHI(x, pi/4, pi/2)t/ℏ} = exp[iϕ(x)Iz ] exp{±iΩ(x)Iyt/ℏ} exp[−iϕ(x)Iz ].
(4.18b)
The decompositions for the other propagators exp{±iHI(x, pi/4, pi)t/ℏ} and
exp{±iHI(x, pi/4, 3pi/2)t/ℏ} can be further obtained from (4.18a) and (4.18b)
with the help of the following relations:
HI(x, pi/4, 0) = −HI(x, pi/4, pi), HI(x, pi/4, pi/2) = −HI(x, pi/4, 3pi/2).
Actually, the decomposition formulae (4.18) also may be obtained from the
unified unitary transformation:
exp[−iϕ(x, γ)Iz ]HI(x, pi/4, γ) exp[iϕ(x, γ)Iz ] = Ω(x)Ix (4.19)
where the phase angle ϕ(x, γ) is given by
ϕ(x, γ) = ϕ(x) − γ for γ = 0, pi/2, pi, 3pi/2.
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It is necessary to employ the two unitary transformations (4.18) to investigate
the time evolution process of (4.13) and evaluate strictly the errors E0r (x, r, t0+
τ) and EVr (x, r, t0 + τ ) in (4.13).
It is known from (4.3) and (4.15) that a strict error estimation for the errors
E0r (x, r, t0+ τ ) and E
V
r (x, r, t0 + τ ) in (4.13) needs to calculate the three norms
||OVp (x, r, τ )Ψ00(x, r, t0)||, ||M0k (x, r, t1, t3)||, and ||MVk (x, r, t1, t3)|| for k = 1,
2. It is easy to calculate the first norm. However, it is complex to calculate
the last two norms. Particularly, it is very complex to calculate strictly the
norm ||MV2 (x, r, t1, t3)||. Below a rigorous calculation is carried out for the up-
per bound of every one of these norms.
4.1 The upper bound of the norm ||OVp (x, r, τ )Ψ00(x, r, t0)||
According to (4.9) it can turn out that the error OVp (x, r, τ )Ψ00(x, r, t0) is
bounded by
||OVp (x, r, τ )Ψ00(x, r, t0)|| ≤ (
τ
ℏ
)||V1(x, α, γ) exp[− i
2ℏ
Hho0 τ ]Ψ00(x, r, t0)||.
(4.20)
This means that the upper bound of the error also may be calculated strictly by
using the first-order approximation propagator (2.9), as shown in the previous
section 3. In general, the initial product state Ψ00(x, r, t0) may be a Gaussian su-
perposition state: Ψ00(x, r, t0) = Ψ
g
0(x, t0)|g0〉+Ψe0(x, t0)|e〉. Then the product
state Ψ0(x, r, t0 + t) = exp[−iHho0 t/ℏ]Ψ00(x, r, t0) also is a Gaussian superposi-
tion state. Moreover, the product state Ψ0(x, r, tc) with t0 ≤ tc ≤ t0 + τ/2 may
be formally written as Ψ0(x, r, tc) = Ψ
g
0(x, tc)|g0〉 + Ψe0(x, tc)|e〉. Now by using
the product state Ψ0(x, r, tc) and the incontinuous perturbation term V1(x, α, γ)
of (2.12) one can calculate the error state ΨV1(x, r, tc) = V1(x, α, γ)Ψ0(x, r, tc).
Of course, here one also may use the smooth perturbation term V1(x, α, γ, ε)
of (2.12) in the calculation, but there is a negligible difference between the cal-
culated results for both the cases if the parameter ε << 1, as shown in the
previous section 3. The calculated result is: (a) if −∞ < x < xL, the state
ΨV1(x, r, tc) = 0; (b) if xL < x < xL + L, the state is
ΨV1(x, r, tc) =
1
2
{mω2(x2L − x2)Ψg0(x, tc)
−[Qx(x, α, γ) + iQy(x, α, γ)]Ψe0(x, tc)}|g0〉
+
1
2
{mω2(x2L − x2)Ψe0(x, tc)− [Qx(x, α, γ)− iQy(x, α, γ)]Ψg0(x, tc)}|e〉;
and (c) if xL + L < x < +∞, the state is
ΨV1(x, r, tc) = −
1
2
{mω2x2Ψg0(x, tc) + [Qx(x, α, γ) + iQy(x, α, γ)]Ψe0(x, tc)}|g0〉
−1
2
{mω2x2Ψe0(x, tc) + [Qx(x, α, γ)− iQy(x, α, γ)]Ψg0(x, tc)}|e〉.
One therefore obtains explicitly the motional states ΨgV1(x, tc) and Ψ
e
V1
(x, tc)
from the error state ΨV1(x, r, tc). Now by using the two motional states Ψ
g
V1
(x, tc)
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and ΨeV1(x, tc) it can turn out that the total probability of the error state
ΨV1(x, r, tc) is bounded by
||ΨV1(x, r, tc)||2 ≤ (
1
2
mω2x2L)
∫ xL+L
xL
dxa{{1
2
mω2x2L −mω2x2a
+|Qx(xa, α, γ)|+ |Qy(xa, α, γ)|}{|Ψg0(xa, tc)|2 +Ψe0(xa, tc)|2}}
+
∫ ∞
xL
dxa{{(1
2
mω2x2a)
2 + (
1
2
mω2x2a)(|Qx(xa, α, γ)|+ |Qy(xa, α, γ)|)
+
1
4
|Qx(xa, α, γ)|2 + 1
4
|Qy(xa, α, γ)|2}{|Ψg0(xa, tc)|2 + |Ψe0(xa, tc)|2}}. (4.21)
Suppose that the amplitudes {Qx,y(x, α, γ)} have the upper bounds:
|Qx(x, α, γ)| ≤ QMx , |Qy(x, α, γ)| ≤ QMy . (4.22)
In fact, it follows from (4.17) that both the amplitudes {Qx,y(x, α, γ)} are
bounded by |Qx,y(x, α, γ)| ≤ 4ℏΩ0, indicating that QMx = QMy = 4ℏΩ0. By
inserting the inequalities (4.22) into (4.21) it can prove that the probability
||ΨV1(x, r, tc)||2 is bounded by
||ΨV1(x, r, tc)||2 < Mg0 (xL, tc) +M e0 (xL, tc), (4.23)
where the positive function Ma0 (xL, tc) with the label a = g or e is defined by
Ma0 (xL, tc) = P3(xL)
∫ ∞
xL
dx|Ψa0(x, tc)|2
+ C2
∫ ∞
xL
dxx2|Ψa0(x, tc)|2 + C4
∫ ∞
xL+L
dxx4|Ψa0(x, tc)|2, (4.24)
while the positive parameters P3(xL), C2, and C4 are given by
P3(xL) = [
1
4
(QMx )
2 +
1
4
(QMy )
2] + (
1
2
mω2x2L)(Q
M
x +Q
M
y )
+L(2 + L/xL)[1 + (1 + L/xL)
2](
1
2
mω2)2x3L,
C2 = (
1
2
mω2)(QMx +Q
M
y ), C4 = (
1
2
mω2)2.
The parameter P3(xL) is a cubic polynomial in the joint position xL approxi-
mately if xL >> L. Actually, M
a
0 (xL, tc) is the upper bound of the probability
||ΨaV1(x, tc)||2. It can be calculated explicitly. Suppose that the motional state
Ψa0(x, tc) with a = g or e is a single GWP state with the COM position x
a
0(tc)
and wave-packet spread εa0(tc). The state Ψ
a
0(x, tc) may not be normalized and
its amplitude is denoted as Aa0(tc). Now by inserting the state Ψ
a
0(x, tc) into
(4.24) the function Ma0 (xL, tc) can be written as
Ma0 (xL, tc) = |Aa0(tc)|2Ma0 (xL, εa0(tc), xa0(tc)) (4.25)
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where the positive function Ma0 (xL, ε
a
0(tc), x
a
0(tc)) turns out to be
Ma0 (xL, ε
a
0(tc), x
a
0(tc)) =
1√
pi
P3(xL)
∫ ∞
ya
M
dy exp(−y2)
+
1√
pi
C2{εa0(tc)[xa0(tc) +
1
2
yaMε
a
0(tc)] exp[−(yaM )2]
+ [
1
2
εa0(tc)
2+xa0(tc)
2]
∫ +∞
ya
M
dy exp(−y2)}+C4I0(xL+L, εa0(tc), xa0(tc)). (4.26)
Here the deviation-to-spread ratio yaM ≡ yaM (xL, tc) = (xL − xa0(tc)) /εa0(tc) >
0. The integral I0(xL + L, ε
a
0(tc), x
a
0(tc)) is still defined by (3.7) and its ex-
plicit expression is given by (3.8), in which the parameter settings are ε(tc) =
εa0(tc), xc(tc) = x
a
0(tc), and yM = z
a
M . Here the parameter z
a
M ≡ (xL + L −
xa0(tc))/ε
a
0(tc). Since the error function
∫∞
ya
M
dy exp(−y2) ≤ exp[−(yaM )2]/[yaM +√
(yaM )
2 + 4/pi] [44], it can turn out that the function Ma0 (xL, ε
a
0(tc), x
a
0(tc)) of
(4.26) satisfies
Ma0 (xL, ε
a
0(tc), x
a
0(tc)) ≤ Qa0(xL, εa0(tc), xa0(tc)) exp[−yaM (xL, tc)2] (4.27)
where the inequality (3.9) for the integral I0(xL + L, ε
a
0(tc), x
a
0(tc)) has been
used and the positive function Qa0(xL, ε
a
0(tc), x
a
0(tc)) is defined by
Qa0(xL, ε
a
0(tc), x
a
0(tc)) =
1√
pi
P3(xL)
yaM +
√
(yaM )
2 + 4/pi
+
1
2
1√
pi
C2{εa0(tc)[2xa0(tc) + yaMεa0(tc)] +
εa0(tc)
2 + 2xa0(tc)
2
yaM +
√
(yaM )
2 + 4/pi
}
+ C4P (xL + L, ε
a
0(tc), x
a
0(tc)) exp{−(zaM)2 + (yaM )2}. (4.28)
Here the function P (xL+L, ε
a
0(tc), x
a
0(tc)) is still defined by (3.10), in which the
parameter settings are ε(tc) = ε
a
0(tc), xc(tc) = x
a
0(tc), and yM = z
a
M . Notice
that zaM > y
a
M > 0. When the joint position xL is large enough, the function
Qa0(xL, ε
a
0(tc), x
a
0(tc)) is approximately a cubic polynomial in the joint position
xL. Thus, the inequality (4.27) shows that the upper bound of the function
Ma0 (xL, ε
a
0(tc), x
a
0(tc)) decays exponentially with the square deviation-to-spread
ratio (yaM )
2. Suppose now that
Qa0(xL, t
∗
c) = max
t0≤tc≤t0+τ/2
{Qa0(xL, εa0(tc), xa0(tc))},
|Aa0(t∗c)| = max
t0≤tc≤t0+τ/2
{|Aa0(tc)|}, yaM (xL, t∗c) = min
t0≤tc≤t0+τ/2
{yaM (xL, tc)}.
Then the inequality (4.27) further shows that for any time tc ∈ [t0, t0+ τ/2] the
function Ma0 (xL, ε
a
0(tc), x
a
0(tc)) is bounded by
Ma0 (xL, ε
a
0(tc), x
a
0(tc)) ≤ Qa0(xL, t∗c) exp[−yaM (xL, t∗c)2]. (4.29)
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Now it follows from (4.29), (4.25), (4.23), and (4.20) that the error OVp (x, r, τ )
×Ψ00(x, r, t0) is bounded by
||OVp (x, r, τ )Ψ00(x, r, t0)|| <
τ
ℏ
|Ag0(t∗c)|
√
Qg0(xL, t
∗
c) exp[−ygM (xL, t∗c)2/2]
+
τ
ℏ
|Ae0(t∗c)|
√
Qe0(xL, t
∗
c) exp[−yeM (xL, t∗c)2/2]. (4.30)
This shows that the upper bound of the error OVp (x, r, τ )Ψ00(x, r, t0) is propor-
tional to the exponentially-decaying factors {exp[−yaM (xL, t∗c)2/2]}. Thus, this
error, that is due to the imperfections for the LH harmonic potential well and
the space-selective PHAMDOWN laser light beams, is negligible if the joint
position xL is large enough such that min{ygM (xL, t∗c), yeM (xL, t∗c)} >> 1.
More generally, the initial motional state Ψa0(x, t0) with a = g or e may be
a Gaussian superposition motional state. Then the motional state Ψa0(x, tc) in
the function Ma0 (xL, tc) of (4.24) is also a Gaussian superposition state. It may
be expressed as (3.15). According to the Cauchy inequality [44b] it follows from
(3.15) that the probability density |Ψa0(x, tc)|2 is bounded by
|Ψa0(x, tc)|2 ≤ {
na∑
k=1
|Aak(tc)|2}{
na∑
k=1
|Ψa0k(x, tc)|2}.
This inequality and the formula (4.24) lead to that the function Ma0 (xL, tc) is
bounded by
Ma0 (xL, tc) ≤ {
na∑
k=1
|Aak(tc)|2}
na∑
k=1
Ma0k(xL, ε
a
0k(tc), x
a
0k(tc)) (4.31)
where the positive function Ma0k(xL, ε
a
0k(tc), x
a
0k(tc)) is defined by
Ma0k(xL, ε
a
0k(tc), x
a
0k(tc)) = P3(xL)
∫ ∞
xL
dx|Ψa0k(x, tc)|2
+ C2
∫ ∞
xL
dxx2|Ψa0k(x, tc)|2 + C4
∫ ∞
xL+L
dxx4|Ψa0k(x, tc)|2. (4.32)
Since now the GWP state Ψa0k(x, tc) is normalized, the function of (4.32) may
be explicitly expressed as (4.26) with the parameter settings εa0(tc) = ε
a
0k(tc),
xa0(tc) = x
a
0k(tc), z
a
M = z
a
0k = (xL + L − xa0k(tc))/εa0k(tc) > 0, and yaM = ya0k =
(xL − xa0k(tc))/εa0k(tc) > 0. Here xa0k(tc) and εa0k(tc) are the COM position and
wave-packet spread of the k−th normalized GWP state Ψa0k(x, tc), respectively.
Obviously, each one of these functions {Ma0k(xL, εa0k(tc), xa0k(tc))} satisfies the
following inequality, which is similar to (4.27),
Ma0k(xL, ε
a
0k(tc), x
a
0k(tc)) ≤ Qa0k(xL, εa0k(tc), xa0k(tc)) exp[−ya0k(xL, tc)2] (4.33)
where the functionQa0k(xL, ε
a
0k(tc), x
a
0k(tc)) is still defined by (4.28), in which the
parameter settings are εa0(tc) = ε
a
0k(tc), x
a
0(tc) = x
a
0k(tc), y
a
M = y
a
0k, and z
a
M =
54
za0k. Denote Q
a
0k(xL, t
∗
c) as the maximum value of the function Q
a
0k(xL, ε
a
0k(tc),
xa0k(tc)) in the time region [t0, t0+τ/2] and y
a
0k(xL, t
∗
c) as the minimum value of
the deviation-to-spread ratio ya0k(xL, tc) in the same time region. Furthermore,
denote that
Qa0(xL) = max
1≤k≤na
{Qa0k(xL, t∗c)} and yaM (xL) = min
1≤k≤na
{ya0k(xL, t∗c)}.
Then there is the inequality for any index k ∈ [1, na] :
Qa0k(xL, ε
a
0k(tc), x
a
0k(tc)) exp[−ya0k(xL, tc)2] ≤ Qa0(xL) exp[−yaM (xL)2]. (4.34)
Now it follows from (4.34), (4.33), (4.31), (4.23), and (4.20) that the error
OVp (x, r, τ )Ψ00(x, r, t0) is bounded by
||OVp (x, r, τ )Ψ00(x, r, t0)|| <
τ
ℏ
√
ngA
g
0Q
g
0(xL) exp[−ygM (xL)2/2]
+
τ
ℏ
√
neAe0Q
e
0(xL) exp[−yeM (xL)2/2] (4.35)
where Aa0 = maxt0≤tc≤t0+τ/2{
∑na
k=1 |Aak(tc)|2}. This inequality shows that the
upper bound of the error OVp (x, r, τ )Ψ00(x, r, t0) is proportional to the exponen-
tially-decaying factors {exp[−yaM (xL)2/2]}. Therefore, if both ng and ne are
finite positive integers, then the upper bound is close to zero and hence the
error OVp (x, r, τ )Ψ00(x, r, t0) can be neglected when the joint position xL is
large enough such that the minimum deviation-to-spread ratio min{ygM (xL),
yeM (xL)} >> 1.
4.2 The upper bound of the norm ||MV1 (x, r, t1, t3)||
The upper bound of the error EVr (x, r, t0 + τ ) consists of the three terms on
the RH side of (4.15). Among these three terms the upper bound for the last
term ||OVp (x, r, τ )Ψ00(x, r, t0)|| is already determined from (4.30) or (4.35). The
first term is an integral whose integrand is the norm ||MV1 (x, r, t1, t3)||/(2ℏ3).
Now in order to prove that the term decays exponentially with the square
deviation-to-spread ratios of the relevant GWP states one needs to calculate
strictly the norm ||MV1 (x, r, t1, t3)||. The task in the subsection is to calculate
strictly this norm. It follows from (4.12a) that the error state MV1 (x, r, t1, t3)
may be rewritten as
MV1 (x, r, t1, t3) =M
V
11(x, r, t1, t3) +M
V
12(x, r, t1, t3) (4.36a)
where the two error states are given by
MV11(x, r, t1, t3) = −[HI(x, α, γ), [Hho0 , HI(x, α, γ)]] exp[−
i
ℏ
HI(x, α, γ)(t1 − t3)]
× {1− exp[− i
ℏ
V1(x, α, γ)(t1 − t3)]}Ψ0(x, r, t0 + t1/2) (4.36b)
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and
MV12(x, r, t1, t3) = {[HI(x, α, γ), [Hho0 , V1(x, α, γ)]]
+[V1(x, α, γ), [H
ho
0 , HI(x, α, γ)]] + [V1(x, α, γ), [H
ho
0 , V1(x, α, γ)]]}
× exp[− i
ℏ
HI(x, α, γ)(t1 − t3)] exp[− i
ℏ
V1(x, α, γ)(t1 − t3)]Ψ0(x, r, t0 + t1/2)
(4.36c)
where Ψ0(x, r, t0 + t1/2) = exp[−(i/ℏ)Hho0 t1/2]Ψ00(x, r, t0) is a Gaussian prod-
uct state. These commutation relations [HI(x, α, γ), [H
ho
0 , HI(x, α, γ)]], etc., in
(4.36) can be calculated by using the basic commutation relations [22]:
[f(x), p] = iℏ
∂
∂x
f(x) (4.37a)
and
[f(x), p2] = 2iℏ[
∂
∂x
f(x)]p+ ℏ2
∂2
∂x2
f(x) (4.37b)
where p = −iℏ∂/∂x is the momentum operator and f(x) is a function of the
coordinate x. The two norms ||MV11(x, r, t1, t3)|| and ||MV12(x, r, t1, t3)|| may be
strictly calculated by using the harmonic-oscillator Hamiltonian Hho0 of (2.3),
the interaction HI(x, α, γ) of (4.16), and the continuous perturbation term
V1(x, α, γ, ε) of (2.12). After a simple calculation by using the basic commu-
tation relations (4.37) it turns out that the upper bound for the error state
MV11(x, r, t1, t3) is determined from
2m||MV11(x, r, t1, t3)|| ≤ 2ℏ||[HI(x, α, γ),
∂
∂x
HI(x, α, γ)]||
×||p{1− exp[− i
ℏ
V1(x, α, γ, ε)(t1 − t3)]}Ψ0(x, r, t0 + t1/2)||
+ℏ2||[HI(x, α, γ), ∂
2
∂x2
HI(x, α, γ)]− 2[ ∂
∂x
HI(x, α, γ)]
2||
× ||{1− exp[− i
ℏ
V1(x, α, γ, ε)(t1 − t3)]}Ψ0(x, r, t0 + t1/2)||. (4.38)
The RH side of (4.38) contains two different types of norms. The first type
consists of the two norms that contain the product state Ψ0(x, r, t0 + t1/2),
while the second type includes the two norms that do not contain the product
state but the interaction HI(x, α, γ). Since the interaction HI(x, α, γ) of (4.16)
and its k−order coordinate derivatives (k = 1, 2, ...) all are bounded, the
two norms that do not contain the product state are bounded. Hereafter any
norm that does not contain a quantum state like Ψ0(x, r, t0+ t1/2) is considered
as a parameter. Thus, here one needs only to prove that the two norms that
contain the product state Ψ0(x, r, t0 + t1/2) on the RH side of (4.38) decay
exponentially with the square deviation-to-spread ratios of the relevant GWP
states. For convenience, here define an auxiliary product state χ(x, r, τ1, τ2) by
χ(x, r, τ1, τ2)
def≡ {1− exp[− i
ℏ
V1(x, α, γ, ε)τ1]}Ψ0(x, r, t0 + τ2/2). (4.39a)
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Then it can turn out that the upper bound of the last norm ||χ(x, r, t1− t3, t1)||
on the RH side of (4.38) may be determined from
||χ(x, r, t1 − t3, t1)|| ≤ 1
ℏ
|t1 − t3| × {||V ho1 (x, ε)Ψ0(x, r, t0 + t1/2)||
+ 4ℏ|Ω0| × ||Θ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||} (4.39b)
where the trigonometric inequality | sin θ| ≤ |θ| and the inequality ||HI(x, α, γ)||
≤ 4ℏ|Ω0| are already used. Consider first that the product state Ψ0(x, r, t0 +
t1/2) is a single GWP product state. Then the last norm on the RH side of
(4.39b) is clearly one of the second type of basic norms {NBAS2}. The basic
norm NBAS2 is defined in the previous section 3. Its upper bound may be
determined from (3.54). It already proves in the section 3 that the basic norm
decays exponentially with the square deviation-to-spread ratio of the relevant
GWP state. Thus, the last norm on the RH side of (4.39b) decays exponentially
with the square deviation-to-spread ratio of the GWP state Ψ0(x, r, t0 + t1/2).
The first norm on the RH side of (4.39b) also can be reduced to the basic norms
{NBAS2}, meaning that its upper bound may be further expressed as a linear
combination of the basic norms (i.e., {NBAS2}). Hereafter such a reduction
for the upper bound of a norm will be often used. By using the continuous
perturbation term V ho1 (x, ε) of (2.10) it can turn out that this norm is bounded
by
||V ho1 (x, ε)Ψ0(x, r, t0 + t1/2)|| ≤ (
1
2
mω2x2L)||Θ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||
+ (
1
2
mω2)||x2Θ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||. (4.40)
Indeed, the upper bound of the norm is a linear combination of the two basic
norms {NBAS2}. Thus, it decays exponentially with the square deviation-to-
spread ratio of the GWP state Ψ0(x, r, t0 + t1/2). Now each one of the two
norms on the RH side of (4.39b) has an upper bound that consists of the basic
norms {NBAS2}. Thus, the inequality (4.39b) shows that the last norm on the
RH side of (4.38) has an upper bound consisting of the basic norms {NBAS2}.
Now consider that the product state Ψ0(x, r, t0+ t1/2) is a superposition of the
GWP product states. Because there is the relation ||ΨA+ΨB|| ≤ ||ΨA||+||ΨB||
for a pair of states ΨA and ΨB, by replacing the single GWP product state
Ψ0(x, r, t0 + t1/2) with the GWP superposition state Ψ0(x, r, t0 + t1/2) in the
above theoretical analysis, one can prove that the upper bound of the last norm
on the RH side of (4.38) still consists of the basic norms {NBAS2}. Of course,
in the present case the number of the basic norms {NBAS2} is more than that
one in the previous case.
The first norm on the RH side of (4.38) may be calculated through the
product state:
pχ(x, r, t1 − t3, t1) = PV111(x, r, t1, t3) + PV112(x, r, t1, t3)
+ PV113(x, r, t1, t3). (4.41)
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Below calculate the three product states {PV11j(x, r, t1, t3)} with j = 1, 2, and
3. Notice that the product state Ψ0(x, r, t0 + t1/2) may be generally written as
Ψ0(x, r, t0 + t1/2) = Ψ
g
0(x, t0 + t1/2)|g0〉+Ψe0(x, t0 + t1/2)|e〉. (4.42)
Here {Ψa0(x, t0+t1/2)} with a = g and e are non-normalizedGWP states. They
satisfy the normalization condition of the product state Ψ0(x, r, t0 + t1/2) :
||Ψg0(x, t0 + t1/2)||2 + ||Ψe0(x, t0 + t1/2)||2 = 1.
First of all, the product state exp[−iV1(x, α, γ, ε)t13/ℏ]Ψ0(x, r, t0 + t1/2) (t13 =
t1− t3) is calculated exactly with the help of the unitary transformations (4.18)
or (4.19). It is given by
exp[− i
ℏ
V1(x, α, γ, ε)t13]Ψ0(x, r, t0 + t1/2) = exp[− i
ℏ
t13V
ho
1 (x, ε)]
×{cos[ 1
2ℏ
t13Θ(x− xL, ε)Ω(x)]Ψg0(x, t0 + t1/2)|g0〉
+i sin[
1
2ℏ
t13Θ(x− xL, ε)Ω(x)] exp[iϕ(x, γ)]Ψg0(x, t0 + t1/2)|e〉
+cos[
1
2ℏ
t13Θ(x− xL, ε)Ω(x)]Ψe0(x, t0 + t1/2)|e〉
+ i sin[
1
2ℏ
t13Θ(x− xL, ε)Ω(x)] exp[−iϕ(x, γ)]Ψe0(x, t0 + t1/2)|g0〉}. (4.43)
Then by substituting (4.42) and (4.43) into (4.39a) one may obtain the prod-
uct state χ(x, r, t1 − t3, t1). The state χ(x, r, t1 − t3, t1) is a superposition state.
It contains the phase factor exp[−iV ho1 (x, ε)t13/ℏ], the trigonometric functions
{cos θ(x), i sin θ(x) exp[±iϕ(x, γ)]} with θ(x) = 12ℏ t13Θ(x− xL, ε)Ω(x), and the
product states {Ψa0(x, t0 + t1/2)|ψ(r)〉} with a = g, e and |ψ(r)〉 = |g0〉, |e〉.
As shown in (4.41), the three product states {PV11j(x, r, t1, t3)} with j = 1, 2, 3
are generated when the momentum operator p = −iℏ∂/∂x is applied to the
product state χ(x, r, t1 − t3, t1). The first product state is PV111(x, r, t1, t3). It
is generated by applying the differential operator (∂/∂x) only to the phase factor
exp[−iV ho1 (x, ε)t13/ℏ] in the state χ(x, r, t1−t3, t1). The second is PV112(x, r, t1, t3).
It is generated by applying the differential operator (∂/∂x) only to the trigono-
metric functions {cos θ(x), i sin θ(x) exp[±iϕ(x, γ)]} in the state χ(x, r, t1 −
t3, t1). The third is P
V
113(x, r, t1, t3). It is generated by applying the differen-
tial operator (∂/∂x) only to every motional state Ψa0(x, t0 + t1/2) in the state
χ(x, r, t1−t3, t1). Once the three product states {PV11j(x, r, t1, t3)} are obtained,
it is easy to calculate the upper bound of the first norm on the RH side of (4.38)
through the inequality:
||pχ(x, r, t1 − t3, t1)|| ≤ ||PV111(x, r, t1, t3)||+ ||PV112(x, r, t1, t3)||
+ ||PV113(x, r, t1, t3)||. (4.44)
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A strict calculation for the norms {||PV11j(x, r, t1, t3)||} usually needs to use the
trigonometric inequalities | sin θ| ≤ |θ| or sin2 θ ≤ θ2, | sin θ| ≤ 1, | cos θ| ≤ 1,
and the relations 0 ≤ Θ(x− xL, ε) ≤ 1 and Θ(x− xL, ε)2 ≤ Θ(x− xL, ε). Now
it can turn out that the norm ||PV111(x, r, t1, t3)|| is bounded by
||PV111(x, r, t1, t3)|| ≤ 2|t1 − t3| ×
∑
a=g,e
||[ ∂
∂x
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||. (4.45)
This upper bound may be further reduced by using the perturbation term
V ho1 (x, ε) of (2.10). Here it turns out that the norm ||xl[ ∂∂xV ho1 (x, ε)]Ψa0(x, t0 +
t1/2)|| with l = 0, 1, 2, ..., satisfies
||xl[ ∂
∂x
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||
≤ (1
2
mω2x2L)||xlδ(x− xL, ε)Ψa0(x, t0 + t1/2)||
+(
1
2
mω2)||xl+2δ(x− xL, ε)Ψa0(x, t0 + t1/2)||
+(
1
2
mω2x2L)||xlδ(x− xL − L, ε)Ψa0(x, t0 + t1/2)||
+ (mω2)||xl+1Θ(x− xL, ε)Ψa0(x, t0 + t1/2)||. (4.46)
Now by setting the index l = 0 one can determine the upper bound of the norm
||[ ∂∂xV ho1 (x, ε)]Ψa0(x, t0 + t1/2)|| in (4.45) from the inequality (4.46). It is clear
that the first three norms on the RH side of (4.46) are the first type of basic
norms {NBAS1}, while the last one belongs to the second type of basic norms
{NBAS2}. Therefore, the upper bound of the norm on the RH side of (4.45)
consists of three basic norms {NBAS1} and one basic norm NBAS2. Both
the basic norms NBAS1 and NBAS2 are defined in the previous section 3.
Their upper bounds are determined from (3.37) and (3.54), respectively. It also
is shown in the section 3 that both the basic norms decay exponentially with
the square deviation-to-spread ratios of the relevant GWP states. Then the
inequality (4.45) shows that the upper bound of the norm ||PV111(x, r, t1, t3)||
consists of the basic norms {NBAS1} and {NBAS2}, indicating that it decays
exponentially with the square deviation-to-spread ratios of the GWP states
Ψa0(x, t0+t1/2) with a = g and e. A strict calculation for the upper bounds of the
error states PV112(x, r, t1, t3) and P
V
113(x, r, t1, t3) also needs to use the inequalities
|Ω(x)| ≤ |4ℏΩ0|, | ∂∂xΩ(x)| ≤ 2|(ℏ∆k)Ω0|, and the relation | ∂∂xϕ(x, γ)| = 12 |k0 +
k1| besides those inequalities and relations used before. It turns out that the
error state PV112(x, r, t1, t3) is bounded by
||PV112(x, r, t1, t3)|| ≤
∑
a=g,e
{4ℏ|Ω0(t1 − t3)| × ||δ(x − xL, ε)Ψa0(x, t0 + t1/2)||
+ ℏ|Ω0(t1 − t3)|(2|∆k|+ |k0 + k1|)||Θ(x− xL, ε)Ψa0(x, t0 + t1/2)||}. (4.47)
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The first norm on the RH side of (4.47) for the index a = g or e is a basic
norm NBAS1, while the second is a basic norm NBAS2. This shows that
the upper bound of the error state PV112(x, r, t1, t3) consists of the basic norms
{NBAS1} and {NBAS2}, indicating that the error state PV112(x, r, t1, t3) decays
exponentially with the square deviation-to-spread ratios of the GWP states
Ψa0(x, t0 + t1/2) with a = g and e. Now for the error state P
V
113(x, r, t1, t3) it
can prove that
||PV113(x, r, t1, t3)|| ≤
∑
a=g,e
{ 1
2ℏ
(t1 − t3)2||V ho1 (x, ε)2
∂
∂x
Ψa0(x, t0 + t1/2)||
+{2|Ω0|(t1 − t3)2 + |t1 − t3|}||V ho1 (x, ε)
∂
∂x
Ψa0(x, t0 + t1/2)||
+ 2ℏ{[Ω0(t1 − t3)]2 + |Ω0(t1 − t3)|}||Θ(x− xL, ε) ∂
∂x
Ψa0(x, t0 + t1/2)||}. (4.48)
This upper bound may be further reduced to a linear sum of the basic norms
{NBAS2}. Suppose that the GWP state Ψa0(x, t0+ t1/2) has the characteristic
parameters {xac (t0+t1/2), pac (t0+t1/2), W ac (t0+t1/2), εac (t0+t1/2)}. Then it is
easy to calculate the first-order derivative of the wave function Ψa0(x, t0+ t1/2) :
∂
∂x
Ψa0(x, t0+ t1/2) = {−
1
2
x− xac (t0 + t1/2)
W ac (t0 + t1/2)
+ ipac(t0+ t1/2)/ℏ}Ψa0(x, t0+ t1/2).
(4.49)
By using the first-order derivative of (4.49) and the perturbation term V ho1 (x, ε)
of (2.10) one can prove that
||V ho1 (x, ε)2
∂
∂x
Ψa0(x, t0 + t1/2)|| ≤
5∑
l=0
F al ||xlΘ(x− xL, ε)Ψa0(x, t0 + t1/2)||
(4.50)
where the positive parameters {F al } are given by
F a0 =
1
4
(mω2x2L)
2{1
2
| x
a
c (t0 + t1/2)
W ac (t0 + t1/2)
|+ |pac (t0 + t1/2)/ℏ|},
F a1 =
1
8
(mω2x2L)
2
|W ac (t0 + t1/2)|
,
and the other parameters can be obtained from the two parameters F a0 and
F a1 by F
a
0 /F
a
2 = x
2
L/2 and F
a
2 /F
a
4 = 2x
2
L, F
a
1 /F
a
3 = x
2
L/2 and F
a
3 /F
a
5 = 2x
2
L.
Similarly, one can prove that
||V ho1 (x, ε)
∂
∂x
Ψa0(x, t0+t1/2)|| ≤
3∑
l=0
Gal ||xlΘ(x−xL, ε)Ψa0(x, t0+t1/2)||, (4.51)
where Ga0 = x
2
LG
a
2 , G
a
1 = x
2
LG
a
3 ,
Ga0 =
1
2
(mω2x2L){
1
2
| x
a
c (t0 + t1/2)
W ac (t0 + t1/2)
|+ |pac (t0 + t1/2)/ℏ|},
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Ga1 =
1
4
mω2x2L
|W ac (t0 + t1/2)|
;
and one also can prove that
||Θ(x− xL, ε) ∂
∂x
Ψa0(x, t0 + t1/2)||
≤ 1
2
1
|W ac (t0 + t1/2)|
||xΘ(x− xL, ε)Ψa0(x, t0 + t1/2)||
+{1
2
| x
a
c (t0 + t1/2)
W ac (t0 + t1/2)
|+ |pac (t0+ t1/2)/ℏ|}||Θ(x−xL, ε)Ψa0(x, t0+ t1/2)||. (4.52)
These three inequalities (4.50), (4.51), and (4.52) show that the upper bounds
of the three norms on the RH side of (4.48) for the index a = g or e consist
of six, four, and two basic norms {NBAS2}, respectively. Then the inequality
(4.48) shows that the upper bound of the error state PV113(x, r, t1, t3) consists
of twelve different basic norms {NBAS2}. This indicates that the error state
decays exponentially with the square deviation-to-spread ratios of the GWP
states {Ψa0(x, t0 + t1/2)}. Now all these three norms {||PV11j(x, r, t1, t3)||} are
proven to decay exponentially with the square deviation-to-spread ratios of the
GWP states {Ψa0(x, t0+t1/2)}. Then the inequality (4.44) shows that the upper
bound of the error state (4.41) also decays exponentially with these square
deviation-to-spread ratios. The above theoretical calculation shows that the
upper bounds for the two norms on the RH side of (4.38) consist of the basic
norms {NBAS1} and/or {NBAS2}. Then the inequality (4.38) indicates that
the upper bound of the error state MV11(x, r, t1, t3) decays exponentially with
the square deviation-to-spread ratios of the GWP states {Ψa0(x, t0 + t1/2)}.
Below it proves that the upper bound of the error state MV12(x, r, t1, t3)
of (4.36c) decays exponentially with the square deviation-to-spread ratios of
the relevant GWP states. By using the basic commutation relations (4.37)
one can calculate all the three commutators [HI(x, α, γ), [H
ho
0 , V1(x, α, γ, ε)]],
etc., on the RH side of (4.36c). Then according to the calculated results one
may divide the error state MV12(x, r, t1, t3) into the two terms. One of which
contains the momentum operator p and another does not. Thus, the error state
MV12(x, r, t1, t3) may be written as
MV12(x, r, t1, t3) =M
V
121(x, r, t1, t3) +M
V
122(x, r, t1, t3) (4.53)
where the error stateMV121(x, r, t1, t3) does not contain the momentum operator
p andMV122(x, r, t1, t3) does. After a complex calculation one can prove that the
upper bound of the error state MV121(x, r, t1, t3) is determined from
2m||MV121(x, r, t1, t3)|| ≤ 2ℏ2||[
∂
∂x
V ho1 (x, ε)]
2Ψ0(x, r, t0 + t1/2)||
+
1∑
l=0
A121l ||xlΘ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||
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+2∑
k=1
2∑
l=0
B121kl ||xlδ(x− xL, ε)kΨ0(x, r, t0 + t1/2)||
+4ℏ2(mω2x2L)||
∂
∂x
HI(x, α, γ)|| × ||δ(x− xL − L, ε)Ψ0(x, r, t0 + t1/2)||
+2ℏ2(mω2x2L)||HI(x, α, γ)|| × ||δ(x− xL −L, ε)δ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||,
(4.54)
where use has been made of 0 ≤ Θ(x − xL, ε) ≤ 1 and the inequality (4.46) as
well as the inequality:
||δ(x− xL, ε)[ ∂
∂x
V ho1 (x, ε)]Ψ0(x, r, t0 + t1/2)||
≤ mω2||xδ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||
+
1
2
mω2x2L||δ(x− xL, ε)2Ψ0(x, r, t0 + t1/2)||
+
1
2
mω2||x2δ(x− xL, ε)2Ψ0(x, r, t0 + t1/2)||
+
1
2
mω2x2L||δ(x− xL − L, ε)δ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||. (4.55)
The inequality (4.55) also is useful later. The non-negative parameters {A121l }
and {B121kl } on the RH side of (4.54) are dependent on the interactionHI(x, α, γ)
of (4.16) and its first- and second-order derivatives of coordinate x. All these
non-negative parameters can be calculated exactly by using the interaction
HI(x, α, γ) and other relevant parameters. They all are bounded and con-
trollable because the interaction HI(x, α, γ) and its coordinate derivatives are
bounded. In particular, B12121 = 0 in (4.54). Now investigate the upper bound of
the norm 2m||MV121(x, r, t1, t3)|| that is determined from the RH side of (4.54).
There are five terms on the RH side of (4.54). The first term is a norm whose
upper bound can be determined from (3.33c). It already proves in the section
3 that the upper bound of the norm consists of one basic norm NBAS2 and
nine basic norms {NBAS1}. It is clear that the second term on the RH side of
(4.54) consists of two basic norms {NBAS2}. Since the parameter B12121 = 0,
the third term consists of only five norms {||xlδ(x−xL, ε)kΨ0(x, r, t0+ t1/2)||}.
According to (3.36) the function δ(x−xL, ε)2 can be reduced to a usual smooth
δ−function δ(x − xL, ε) up to a constant. This shows that the third term re-
ally consists of five basic norms {NBAS1}. The fourth term is clearly a basic
norm NBAS1. According to (3.35) the product of a pair of smooth δ−functions
with different COM positions can be reduced to a smooth δ−function up to an
extra Gaussian factor. Then this shows that the fifth term is a basic norm
NBAS1. Moreover, the fifth term is much smaller than the other terms on
the RH side of (4.54) and can be neglected when L >> ε. The above analy-
sis shows that all these five terms on the RH side of (4.54) consist of the two
types of basic norms {NBAS1} and {NBAS2}. Therefore, the upper bound
of the error state MV121(x, r, t1, t3) is composed of the two types of basic norms
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{NBAS1} and {NBAS2}, indicating that the error state MV121(x, r, t1, t3) de-
cays exponentially with the square deviation-to-spread ratios of the GWP states
{Ψa0(x, t0+ t1/2)}. Here the product state Ψ0(x, r, t0+ t1/2) in (4.54) may take
the superposition state of (4.42). Then in this case each one of the norms on the
RH side of (4.54) may be further reduced to a linear sum of two norms and the
basic norms {NBAS1} and {NBAS2} should be doubly counted in the upper
bound of the norm 2m||MV121(x, r, t1, t3)||.
Now calculate the upper bound of the error state MV122(x, r, t1, t3) in (4.53).
The error stateMV122(x, r, t1, t3) contains the momentum operator p. For conve-
nience here denote the product state Ψ0(x, r, t0 + t1/2 + t13) with t13 = t1 − t3
as
Ψ0(x, r, t0 + t1/2 + t13) = exp[− i
ℏ
HI(x, α, γ)t13]
× exp[− i
ℏ
V1(x, α, γ, ε)t13]Ψ0(x, r, t0 + t1/2). (4.56)
Then it can turn out that the error state 2mMV122(x, r, t1, t3) may be expressed
as
2mMV122(x, r, t1, t3) = 2iℏ[HI(x, α, γ),
∂
∂x
HI(x, α, γ)]
× {2Θ(x− xL, ε)−Θ(x− xL, ε)2}pΨ0(x, r, t0 + t1/2 + t13). (4.57)
At first one needs to calculate analytically the product state (4.56). This can
be done in a similar way that the product state (4.43) is calculated, where the
unitary transformations (4.18) or (4.19) has been used. The product state (4.56)
is explicitly given by
Ψ0(x, r, t0 + t1/2 + t13) = exp[− i
ℏ
t13V
ho
1 (x, ε)]
×{cos{ 1
2ℏ
t13[Θ(x− xL, ε)− 1]Ω(x)}Ψg0(x, t0 + t1/2)|g0〉
+i sin{ 1
2ℏ
t13[Θ(x− xL, ε)− 1]Ω(x)} exp[iϕ(x, γ)]Ψg0(x, t0 + t1/2)|e〉
+cos{ 1
2ℏ
t13[Θ(x− xL, ε)− 1]Ω(x)}Ψe0(x, t0 + t1/2)|e〉
+ i sin{ 1
2ℏ
t13[Θ(x−xL, ε)−1]Ω(x)} exp[−iϕ(x, γ)]Ψe0(x, t0+ t1/2)|g0〉}. (4.58)
Then by applying the momentum operator p = −iℏ∂/∂x to the product state
(4.58) one obtains
pΨ0(x, r, t0 + t1/2 + t13) = P
V 1
122(x, r, t1, t3)
+ PV 2122(x, r, t1, t3) + P
V 3
122(x, r, t1, t3). (4.59)
Here the error state PV 1122(x, r, t1, t3) is generated by applying the coordinate
derivative operation (∂/∂x) only to the phase factor exp[−it13V ho1 (x, ε)/ℏ] in
the state (4.58), the state PV 2122(x, r, t1, t3) is obtained by applying the coordinate
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derivative operation only to all the trigonometric functions and the phase factors
exp[±iϕ(x, γ)] in the state (4.58), and the state PV 3122(x, r, t1, t3) is generated by
applying the coordinate derivative operation only to all the motional states
Ψa0(x, t0+ t1/2) with a = g and e in the state (4.58). Then it follows from (4.57)
and (4.59) that the error state 2mMV122(x, r, t1, t3) is bounded by
2m||MV122(x, r, t1, t3)|| ≤ 6ℏ||[HI(x, α, γ),
∂
∂x
HI(x, α, γ)]||
×{||Θ(x− xL, ε)PV 1122(x, r, t1, t3)||+ ||Θ(x− xL, ε)PV 2122(x, r, t1, t3)||
+ ||Θ(x− xL, ε)PV 3122(x, r, t1, t3)||}. (4.60)
Now it is easy to prove that the first norm on the RH side of (4.60) satisfies the
inequality:
||Θ(x− xL, ε)PV 1122(x, r, t1, t3)||
≤ 2|t1 − t3|
∑
a=g,e
||[ ∂
∂x
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||. (4.61)
It is known from (4.46) that the norm on the RH side of (4.61) with a = g or e
has an upper bound that is composed of three basic norms {NBAS1} and one
basic norm NBAS2. Then the inequality (4.61) shows that the upper bound of
the first norm on the RH side of (4.60) consists of the basic norms {NBAS1}
and {NBAS2}, indicating that the norm decays exponentially with the square
deviation-to-spread ratios of the GWP states {Ψa0(x, t0 + t1/2)}. Similarly, one
can prove that the last two norms on the RH side of (4.60) satisfy respectively
the inequalities:
||Θ(x− xL, ε)PV 2122(x, r, t1, t3)||
≤ |4ℏΩ0(t1 − t3)|
∑
a=g,e
||δ(x− xL, ε)Ψa0(x, t0 + t1/2)||
+(|4(ℏ∆k)Ω0(t1 − t3)|+ 1
2
ℏ|k0 + k1|)
×
∑
a=g,e
||Θ(x− xL, ε)Ψa0(x, t0 + t1/2)|| (4.62)
and
||Θ(x− xL, ε)PV 3122(x, r, t1, t3)||
≤ 2ℏ
∑
a=g,e
||Θ(x− xL, ε) ∂
∂x
Ψa0(x, t0 + t1/2)||. (4.63)
It is clear that the RH side of (4.62) consists of two basic norms {NBAS1} and
two basic norms {NBAS2}, indicating that the upper bound of the second norm
on the RH side of (4.60) consists of the two types of basic norms {NBAS1} and
{NBAS2}. It is known from (4.52) that the norm on the RH side of (4.63) with
a = g or e has an upper bound that consists of the two basic norms {NBAS2}.
Then the inequality (4.63) indicates that the upper bound of the last norm on
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the RH side of (4.60) also consists of the basic norms {NBAS2}. Then these
three inequalities (4.61), (4.62), and (4.63) show that the upper bounds of the
three norms on the RH side of (4.60) consist of the two types of basic norms
{NBAS1} and {NBAS2}, respectively. This directly shows that the upper
bound of the norm 2m||MV122(x, r, t1, t3)|| is also composed of the two types of
basic norms, indicating that the norm ||MV122(x, r, t1, t3)|| decays exponentially
with the square deviation-to-spread ratios of the GWP states {Ψa0(x, t0+t1/2)}.
It follows from (4.53) that the error state MV12(x, r, t1, t3) is bounded by
||MV12(x, r, t1, t3)|| ≤ ||MV121(x, r, t1, t3)||+ ||MV122(x, r, t1, t3)||.
It is also known from (4.54) and (4.60) that both the upper bounds of the error
states MV121(x, r, t1, t3) and M
V
122(x, r, t1, t3) are composed of the two types of
basic norms {NBAS1} and {NBAS2}. Then these results show that the error
state MV12(x, r, t1, t3) decays exponentially with the square deviation-to-spread
ratios of the GWP states {Ψa0(x, t0 + t1/2)}.
The above theoretical calculation in the subsection shows that the upper
bounds of both the error states MV11(x, r, t1, t3) andM
V
12(x, r, t1, t3) decay expo-
nentially with the square deviation-to-spread ratios of the GWP states {Ψa0(x,
t0+t1/2)}. It follows from (4.36a) that the error stateMV1 (x, r, t1, t3) of (4.12a)
is bounded by
||MV1 (x, r, t1, t3)|| ≤ ||MV11(x, r, t1, t3)||+ ||MV12(x, r, t1, t3)||.
Then this inequality indicates that the upper bound of the error state MV1 (x, r,
t1, t3) decays exponentially with the square deviation-to-spread ratios of the
GWP states {Ψa0(x, t0 + t1/2)} with a = g and e. This is the desired result!
4.3 The upper bound of the norm ||MV2 (x, r, t1, t3)||
Below it proves that the error state MV2 (x, r, t1, t3) of (4.12b) decays expo-
nentially with the square deviation-to-spread ratios. It is much more complex
to calculate strictly the upper bound of the error stateMV2 (x, r, t1, t3) than that
one of the error state MV1 (x, r, t1, t3) of (4.12a). The error state M
V
2 (x, r, t1, t3)
may be rewritten as
MV2 (x, r, t1, t3) =M
V
21(x, r, t1, t3) +M
V
22(x, r, t1, t3) (4.64)
where both the error states MV21(x, r, t1, t3) and M
V
22(x, r, t1, t3) are given re-
spectively by
MV21(x, r, t1, t3) = −[Hho0 , [Hho0 , HI(x, α, γ)]] exp[−
i
2ℏ
Hho0 t3]
× exp[− i
ℏ
HI(x, α, γ)t1]{1− exp[− i
ℏ
V1(x, α, γ, ε)t1]}Ψ0(x, r, t0+ t1/2), (4.65a)
and
MV22(x, r, t1, t3) = [H
ho
0 , [H
ho
0 , V1(x, α, γ, ε)]] exp[−
i
2ℏ
Hho0 t3]
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× exp[− i
ℏ
HI(x, α, γ)t1] exp[− i
ℏ
V1(x, α, γ, ε)t1]Ψ0(x, r, t0 + t1/2). (4.65b)
Then its upper bound is determined from
||MV2 (x, r, t1, t3)|| ≤ ||MV21(x, r, t1, t3)||+ ||MV22(x, r, t1, t3)||. (4.65c)
It is seen below that it is far more complex to calculate strictly the upper bound
of the norm ||MV22(x, r, t1, t3)|| than that one of the norm ||MV21(x, r, t1, t3)||.
Thus, the upper bound of the norm ||MV21(x, r, t1, t3)|| is first calculated strictly
in the subsection 4.3.1. Then that one of the norm ||MV22(x, r, t1, t3)|| is calcu-
lated strictly in the subsection 4.3.2 below.
4.3.1 The upper bound of the norm ||MV21(x, r, t1, t3)||
By using the basic commutation relations (4.37) the commutator in (4.65a)
can be exactly calculated and it is given by
2m[Hho0 , [H
ho
0 , HI(x, α, γ)]] = −
2ℏ2
m
[
∂2
∂x2
HI(x, α, γ)]p
2
+ i
2ℏ3
m
[
∂3
∂x3
HI(x, α, γ)]p+ 2ℏ
2mω2[
∂
∂x
HI(x, α, γ)]x+
ℏ
4
2m
∂4
∂x4
HI(x, α, γ).
(4.66)
Now define the error state Ψ21er(x, r, t0 + t1/2) by
Ψ21er(x, r, t0 + t1/2) = exp[−
i
ℏ
HI(x, α, γ)t1]χ(x, r, t1, t1), (4.67)
where the product state χ(x, r, t1, t1) is defined by (4.39a). By inserting (4.66)
and (4.67) into (4.65a) one can find that the upper bound of the error state
2mMV21(x, r, t1, t3) is determined from
||2mMV21(x, r, t1, t3)|| ≤
ℏ
4
2m
|| ∂
4
∂x4
HI(x, α, γ)|| × ||Ψ21er(x, r, t0 + t1/2)||
+2ℏ2mω2|| ∂
∂x
HI(x, α, γ)|| × ||x exp[− i
2ℏ
Hho0 t3]Ψ
21
er(x, r, t0 + t1/2)||
+
2ℏ3
m
|| ∂
3
∂x3
HI(x, α, γ)|| × ||p exp[− i
2ℏ
Hho0 t3]Ψ
21
er(x, r, t0 + t1/2)||
+
2ℏ2
m
|| ∂
2
∂x2
HI(x, α, γ)|| × ||p2 exp[− i
2ℏ
Hho0 t3]Ψ
21
er(x, r, t0 + t1/2)||. (4.68)
This inequality may be further simplified by using the Heisenberg motion equa-
tions iℏp˙(t) = [p(t), Hho0 ] and iℏx˙(t) = [x(t), H
ho
0 ] for a harmonic oscillator with
the Hamiltonian Hho0 , which have the solution:
p(t) = p cos(ωt)−mωx sin(ωt), (4.69a)
x(t) = x cos(ωt) +
p
mω
sin(ωt), (4.69b)
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where ω is the oscillatory frequency (or angular frequency) of the harmonic os-
cillator. Now by substituting (4.69) into (4.68) and using the basic commutation
relation [x, p] = iℏ one obtains
2m||MV21(x, r, t1, t3)|| ≤ Cp2 ||p2Ψ21er(x, r, t0+ t1/2)||+Cx2||x2Ψ21er(x, r, t0+ t1/2)||
+Cxp||xpΨ21er(x, r, t0 + t1/2)||+ Cp||pΨ21er(x, r, t0 + t1/2)||
+ Cx||xΨ21er(x, r, t0 + t1/2)||+ C0||Ψ21er(x, r, t0 + t1/2)||. (4.70)
Here these six non-negative parameters {Cµ} (µ = p2, x2, xp, p, x, 0) are
dependent on the interaction HI(x, α, γ) of (4.16) and its coordinate derivatives.
They can be calculated exactly by using the interaction HI(x, α, γ) and other
relevant parameters. They all are bounded and controllable. Thus, the upper
bound of the error state MV21(x, r, t1, t3) may be determined by calculating the
six norms on the RH side of (4.70).
It is easy to calculate the three p−independent norms ||xjΨ21er(x, r, t0+t1/2)||
with j = 0, 1, and 2 on the RH side of (4.70) as there is not the momentum
operator inside these norms. Notice that any unitary transformation does not
affect the spectral norm [43], and all these norms on the RH side of (4.70) are
the spectral norms. Since [HI(x, α, γ), x] = 0, it follows from (4.67) that these
three norms may be reduced to the simple form
||xjΨ21er(x, r, t0 + t1/2)|| = ||xjχ(x, r, t1, t1)||. (4.71)
Now the upper bound of the norm on the RH side of (4.71) may be easily
calculated in a similar way that the upper bound of the norm on the LH side
of (4.39b) is calculated. It turns out that the norm satisfies the inequality:
||xjχ(x, r, t1, t1)|| ≤ 1
ℏ
t1{||xjV ho1 (x, ε)Ψ0(x, r, t0 + t1/2)||
+ 4ℏ|Ω0| × ||xjΘ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||}. (4.72)
In fact, the inequality (4.39b) is a special case (j = 0) of the inequality (4.72).
Then by using the perturbation term V ho1 (x, ε) of (2.10) it is easy to prove that
||xjV ho1 (x, ε)Ψ0(x, r, t0 + t1/2)||
≤ (1
2
mω2x2L)||xjΘ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||
+ (
1
2
mω2)||xj+2Θ(x− xL, ε)Ψ0(x, r, t0 + t1/2)||. (4.73)
This inequality is really a generalization of the inequality (4.40). These three
relations (4.71), (4.72), and (4.73) together show that each one of these three
p−independent norms on the RH side of (4.70) has an upper bound which
consists of the basic norms {NBAS2}.
Besides these three p−independent norms there are also three norms that
are dependent on the momentum operator on the RH side of (4.70). In order
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to calculate these p−dependent norms one needs first to obtain the error state
(4.67). At first the product state χ(x, r, t1, t1) is obtained from (4.39a). Then
by applying the unitary operator exp[−iHI(x, α, γ)t1/ℏ] to the product state
χ(x, r, t1, t1) one may obtain the error state (4.67). Here the unitary transfor-
mations (4.18) or (4.19) need to be used. The error state (4.67) may be divided
into the two parts:
Ψ21er(x, r, t0 + t1/2) = Ψ
21
C (x, r, t0 + t1/2) + Ψ
21
S (x, r, t0 + t1/2). (4.74a)
Here the error state Ψ21C (x, r, t0 + t1/2) is written as
Ψ21C (x, r, t0+ t1/2) = F
21
C (x){Ψg0(x, t0+ t1/2)|g˜0〉+Ψe0(x, t0+ t1/2)|e˜〉} (4.74b)
where the function F 21C (x) is defined by
F 21C (x) = 1− cos[
1
ℏ
t1V
ho
1 (x, ε)] cos[
1
2ℏ
t1Θ(x− xL, ε)Ω(x)]. (4.74c)
The error state Ψ21S (x, r, t0 + t1/2) is given by
Ψ21S (x, r, t0 + t1/2) = F
21
S1(x){Ψg0(x, t0 + t1/2)|g˜0〉+Ψe0(x, t0 + t1/2)|e˜〉}
+F 21S2(x){exp[iϕ(x, γ)]Ψg0(x, t0+ t1/2)|e˜〉+ exp[−iϕ(x, γ)]Ψe0(x, t0 + t1/2)|g˜0〉},
(4.74d)
where the two functions F 21S1(x) and F
21
S2(x) are defined by
F 21S1(x) = i sin[
1
ℏ
t1V
ho
1 (x, ε)] cos[
1
2ℏ
t1Θ(x− xL, ε)Ω(x)], (4.74e)
F 21S2(x) = −i exp[−
i
ℏ
t1V
ho
1 (x, ε)] sin[
1
2ℏ
t1Θ(x− xL, ε)Ω(x)]. (4.74f)
Here the normalization superposition states |g˜0〉 = |g˜0(x, t1)〉 and |e˜〉 = |e˜(x, t1)〉,
which are generally defined by
|g˜0(x, t)〉 = cos[ 1
2ℏ
Ω(x)t]|g0〉 − i exp[iϕ(x, γ)] sin[ 1
2ℏ
Ω(x)t]|e〉, (4.75a)
|e˜(x, t)〉 = cos[ 1
2ℏ
Ω(x)t]|e〉 − i exp[−iϕ(x, γ)] sin[ 1
2ℏ
Ω(x)t]|g0〉. (4.75b)
In fact, both the states |g˜0〉 and |e˜〉 are generated by applying the unitary op-
erator exp[−iHI(x, pi/4, γ)t1/ℏ] to the internal states |g0〉 and |e〉, respectively.
Therefore, both the states are normalized. It follows from (4.74a) that the
p−dependent norms on the RH side of (4.70) satisfy the inequality:
||xkplΨ21er(x, r, t0+t1/2)|| ≤ ||xkplΨ21C (x, r, t0+t1/2)||+||xkplΨ21S (x, r, t0+t1/2)||
(4.76)
where k = 0, 1 and l = 1, 2. Therefore, the upper bound for each one of the
three p−dependent norms in (4.70) may be determined by calculating strictly
those norms on the RH side of (4.76).
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Now the upper bound of the simpler norm ||xlpΨ21er(x, r, t0 + t1/2)|| with
l = 0 or 1 in (4.70) is calculated. This calculation may be simplified by using
the inequality (4.76). The norm ||xlpΨ21C (x, r, t0 + t1/2)|| with l = 0 or 1 in
(4.76) is first calculated strictly. The error state Ψ21C (x, r, t0 + t1/2) of (4.74b)
is the product of a trigonometric function F 21C (x) and a superposition product
state. After the momentum operator p = −iℏ∂/∂x is applied to the error state
(4.74b), one obtains
pΨ21C (x, r, t0 + t1/2) = P
C
211(x, r, t0 + t1/2)
+ PC212(x, r, t0 + t1/2) + P
C
213(x, r, t0 + t1/2). (4.77)
Here the first error state PC211(x, r, t0 + t1/2) is generated by applying the coor-
dinate derivative operation (∂/∂x) only to the function F 21C (x) in (4.74b),
PC211(x, r, t0+ t1/2) = −iℏ[
∂
∂x
F 21C (x)]{Ψg0(x, t0+ t1/2)|g˜0〉+Ψe0(x, t0+ t1/2)|e˜〉},
where the derivative ∂∂xF
21
C (x) can be obtained directly from the function F
21
C (x)
of (4.74c). The second error state PC212(x, r, t0 + t1/2) is obtained by applying
the coordinate derivative operation only to the superposition states |g˜0〉 and |e˜〉
in (4.74b),
PC212(x, r, t0+t1/2) = −iℏF 21C (x){Ψg0(x, t0+t1/2)
∂
∂x
|g˜0〉+Ψe0(x, t0+t1/2)
∂
∂x
|e˜〉}.
Both the derivatives ∂∂x |g˜0〉 and ∂∂x |e˜〉 can be directly calculated by using (4.75),
respectively. The last error state PC213(x, r, t0 + t1/2) is generated by applying
the coordinate derivative operation only to the motional states Ψa0(x, t0 + t1/2)
with a = g and e in (4.74b),
PC213(x, r, t0 + t1/2) = −iℏF 21C (x){[
∂
∂x
Ψg0(x, t0 + t1/2)]|g˜0〉
+[
∂
∂x
Ψe0(x, t0 + t1/2)]|e˜〉}.
Once these three error states {PC21j(x, r, t0 + t1/2)} are obtained, one may use
them to determine the upper bounds of the norms ||xlPC21j(x, r, t0+ t1/2)|| with
l = 0, 1 and j = 1, 2, 3. It can turn out that the norm ||xlPC211(x, r, t0 + t1/2)||
with l = 0 or 1 satisfies the inequality:
||xlPC211(x, r, t0 + t1/2)|| ≤ t1
∑
a=g,e
{||xl[ ∂
∂x
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||
+|2ℏΩ0| × ||xlδ(x− xL, ε)Ψa0(x, t0 + t1/2)||
+ |(ℏ∆k)Ω0| × ||xlΘ(x− xL, ε)Ψa0(x, t0 + t1/2)||}. (4.78a)
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Similarly, one can prove that the other norms ||xlPC21j(x, r, t0+t1/2)|| with l = 0,
1 and j = 2, 3 satisfy respectively the inequalities:
||xlPC212(x, r, t0 + t1/2)|| ≤ 2(
1
2ℏ
t1)
2(|(ℏ∆k)Ω0t1|+ 1
2
ℏ|k0 + k1|)
×
∑
a=g,e
{||xlV ho1 (x, ε)2Ψa0(x, t0+ t1/2)||+ |4ℏΩ0| × ||xlV ho1 (x, ε)Ψa0(x, t0+ t1/2)||
+ (2ℏΩ0)
2||xlΘ(x− xL, ε)Ψa0(x, t0 + t1/2)||} (4.78b)
and
||xlPC213(x, r, t0 + t1/2)|| ≤ 2ℏ(
1
2ℏ
t1)
2
∑
a=g,e
{||xlV ho1 (x, ε)2
∂
∂x
Ψa0(x, t0 + t1/2)||
+|4ℏΩ0| × ||xlV ho1 (x, ε)
∂
∂x
Ψa0(x, t0 + t1/2)||
+ (2ℏΩ0)
2||xlΘ(x− xL, ε) ∂
∂x
Ψa0(x, t0 + t1/2)||}. (4.78c)
It is known from (4.46) that the upper bound of the first norm on the RH side
of (4.78a) for the index a = g or e consists of three basic norms {NBAS1} and
one basic norm NBAS2, while the second and the third are the basic norms
NBAS1 and NBAS2, respectively. Therefore, the inequality (4.78a) shows that
the upper bound of the norm ||xlPC211(x, r, t0 + t1/2)|| consists of the two types
of basic norms {NBAS1} and {NBAS2}. It is easy to prove that the first norm
on the RH side of (4.78b) for the index a = g or e satisfies the inequality:
||xlV ho1 (x, ε)2Ψa0(x, t0 + t1/2)|| ≤ (
1
2
mω2x2L)
2||xlΘ(x− xL, ε)Ψa0(x, t0 + t1/2)||
+
1
2
(mω2)2x2L||xl+2Θ(x− xL, ε)Ψa0(x, t0 + t1/2)||
+ (
1
2
mω2)2||xl+4Θ(x− xL, ε)Ψa0(x, t0 + t1/2)||. (4.79)
Thus, the upper bound of the norm is composed of three basic norms {NBAS2}.
It is known from (4.73) that the upper bound of the second norm on the RH
side of (4.78b) consists of two basic norms {NBAS2}. The last norm on the
RH side of (4.78b) is clearly a basic norm NBAS2. These results together
show that the RH side of (4.78b) may be reduced to a linear combination of the
basic norms {NBAS2}, indicating that the norm ||xlPC212(x, r, t0+t1/2)|| has an
upper bound that consists of the basic norms {NBAS2}. When the index l = 0,
the first norm on the RH side of (4.78c) for the index a = g or e satisfies (4.50).
If every norm inside is times xl on both sides of the inequality (4.50), then it
can prove that the inequality still holds, and such a modified inequality may be
used to determine the upper bound of the first norm on the RH side of (4.78c).
By using this modified inequality one can prove that the first norm on the RH
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side of (4.78c) for the index a = g or e has an upper bound consisting of six
basic norms {NBAS2}. In an analogous way, by using the modified inequality
of (4.51) one can prove that the upper bound of the second norm on the RH
side of (4.78c) for the index a = g or e consists of four basic norms {NBAS2}.
Similarly, the last norm on the RH side of (4.78c) for the index a = g or e
has an upper bound consisting of two basic norms {NBAS2} according to the
modified inequality of (4.52). These results together show that the RH side of
(4.78c) may be reduced to a linear combination of the basic norms {NBAS2},
indicating that the norm ||xlPC213(x, r, t0 + t1/2)|| has an upper bound that is
composed of the basic norms {NBAS2}. Now it follows from (4.77) that the
norm ||xlpΨ21C (x, r, t0 + t1/2)|| with l = 0 or 1 satisfies the inequality:
||xlpΨ21C (x, r, t0 + t1/2)|| ≤ ||xlPC211(x, r, t0 + t1/2)||
+||xlPC212(x, r, t0 + t1/2)||+ ||xlPC213(x, r, t0 + t1/2)||.
These three norms on the RH side of the inequality are already proven to
have upper bounds consisting of the basic norms {NBAS1} and/or {NBAS2},
respectively. This indicates that the norm ||xlpΨ21C (x, r, t0 + t1/2)|| with l =
0 or 1 has an upper bound that consists of the basic norms {NBAS1} and
{NBAS2}.
Below calculate the norm ||xlpΨ21S (x, r, t0 + t1/2)|| with l = 0 or 1 on the
RH side of (4.76). Similar to the error state pΨ21C (x, r, t0+ t1/2), the error state
pΨ21S (x, r, t0 + t1/2) may be written in a sum of the three error states:
pΨ21S (x, r, t0 + t1/2) = P
S
211(x, r, t0 + t1/2)
+ PS212(x, r, t0 + t1/2) + P
S
213(x, r, t0 + t1/2). (4.80)
These three error states can be obtained by applying the momentum operator to
the state Ψ21S (x, r, t0 + t1/2) of (4.74d). Here the first error state P
S
211(x, r, t0 +
t1/2) is obtained by applying the coordinate derivative operation (∂/∂x) only
to the two functions F 21S1(x) and F
21
S2(x) in (4.74d), here both the functions
are given by (4.74e) and (4.74f), respectively. The second state PS212(x, r, t0 +
t1/2) is generated by applying the coordinate derivative operation only to the
superposition states |g˜0〉 and |e˜〉 as well as the phase factors exp[±iϕ(x, γ)] in
(4.74d), here |g˜0〉 and |e˜〉 are given by (4.75a) and (4.75b), respectively. The
last state PS213(x, r, t0 + t1/2) is obtained by applying the coordinate derivative
operation only to the motional states {Ψa0(x, t0 + t1/2)} in (4.74d). By using
these three error states it can prove that the norms ||xlPS21j(x, r, t0 + t1)|| with
j = 1, 2, 3 and l = 0, 1 satisfy respectively the inequalities:
||xlPS211(x, r, t0 + t1/2)|| ≤ 2t1
∑
a=g,e
{||xl[ ∂
∂x
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||
+|(ℏ∆k)Ω0| × ||xlΘ(x− xL, ε)Ψa0(x, t0 + t1/2)||
+ |2ℏΩ0| × ||xlδ(x− xL, ε)Ψa0(x, t0 + t1/2)||}, (4.81a)
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||xlPS212(x, r, t0 + t1/2)|| ≤ t1{t1|(∆k)Ω0|+
1
2
|k0 + k1|}
×
∑
a=g,e
{||xlV ho1 (x, ε)Ψa0(x, t0+t1/2)||+|2ℏΩ0|×||xlΘ(x−xL, ε)Ψa0(x, t0+t1/2)||},
(4.81b)
and
||xlPS213(x, r, t0 + t1/2)|| ≤ t1
∑
a=g,e
{||xlV ho1 (x, ε)
∂
∂x
Ψa0(x, t0 + t1/2)||
+ |2ℏΩ0| × ||xlΘ(x− xL, ε) ∂
∂x
Ψa0(x, t0 + t1/2)||}. (4.81c)
As shown in (4.46), the first norm on the RH side of (4.81a) with the index
a = g or e has an upper bound which consists of three basic norms {NBAS1}
and one basic norm NBAS2. It is clear that the second and the third norm
on the RH side of (4.81a) with the index a = g or e are the basic norms
NBAS2 and NBAS1, respectively. Thus, the inequality (4.81a) shows that
the upper bound of the norm ||xlPS211(x, r, t0 + t1/2)|| consists of the basic
norms {NBAS1} and {NBAS2}. By comparing both the RH sides of the
two inequalities (4.81b) and (4.78b) one can deduce that, just like the norm
||xlPC212(x, r, t0+ t1/2)|| in (4.78b), the norm ||xlPS212(x, r, t0+ t1/2)|| in (4.81b)
has an upper bound consisting of the basic norms {NBAS2}. Similarly, by
comparing both the RH sides of the two inequalities (4.81c) and (4.78c) one
also can deduce that the norm ||xlPS213(x, r, t0 + t1/2)|| in (4.81c) has an upper
bound consisting of the basic norms {NBAS2}. Now it follows from (4.80) that
the norm ||xlpΨ21S (x, r, t0 + t1/2)|| with l = 0, 1 satisfies the inequality:
||xlpΨ21S (x, r, t0 + t1/2)|| ≤ ||xlPS211(x, r, t0 + t1/2)||
+||xlPS212(x, r, t0 + t1/2)||+ ||xlPS213(x, r, t0 + t1/2)||.
These three norms on the RH side of the inequality are already shown to have
upper bounds consisting of the basic norms {NBAS1} and/or {NBAS2}. This
indicates that the upper bound of the norm ||xlpΨ21S (x, r, t0+ t1/2)|| consists of
the two types of basic norms {NBAS1} and {NBAS2}.
The above theoretical calculations show that these norms {||xlpΨ21C/S(x, r, t0+
t1/2)||} with l = 0 and 1 on the RH side of (4.76) have upper bounds that con-
sist of the two types of basic norms {NBAS1} and {NBAS2}. Then one can
deduce from (4.76) that the two norms {||xlpΨ21er(x, r, t0 + t1/2)||} with l = 0
and 1 on the RH side of (4.70) each have an upper bound that is composed of
the two types of basic norms {NBAS1} and {NBAS2}.
Now the norm ||p2Ψ21er(x, r, t0+ t1/2)|| on the RH side of (4.70) is calculated
strictly. This is the last norm to be calculated for the upper bound of the
norm 2m||MV21(x, r, t1, t3)|| in (4.70). It follows from (4.74a) that the error state
p2Ψ21er(x, r, t0 + t1/2) may be written as
p2Ψ21er(x, r, t0 + t1/2) = p
2Ψ21C (x, r, t0 + t1/2) + p
2Ψ21S (x, r, t0 + t1/2).
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By using the two relations (4.77) and (4.80) one obtains
p2Ψ21C/S(x, r, t0 + t1/2) = pP
C/S
211 (x, r, t0 + t1/2)
+ pP
C/S
212 (x, r, t0 + t1/2) + pP
C/S
213 (x, r, t0 + t1/2). (4.82)
Therefore, by computing the six norms {||pPC/S21j (x, r, t0 + t1/2)||} with j =
1, 2, 3 one can obtain the upper bound of the norm ||p2Ψ21er(x, r, t0 + t1/2)||.
Furthermore, each one of the six norms may be calculated in a similar way that
is used to calculate the norm ||pΨ21C/S(x, r, t0 + t1/2)|| above. For example, the
error state pP
C/S
211 (x, r, t0 + t1/2) may be divided into the three error states:
pP
C/S
211 (x, r, t0 + t1/2) = P
C/S
2111 (x, r, t0 + t1/2)
+ P
C/S
2112 (x, r, t0 + t1/2) + P
C/S
2113 (x, r, t0 + t1/2). (4.83)
The other error states pP
C/S
21j (x, r, t0 + t1/2) with j = 2 and 3 also have sim-
ilar expressions, respectively. These error states {PC/S21kl (x, r, t0 + t1/2)} with
k, l = 1, 2, 3 are obtained as follows. It is known from (4.74b) that the er-
ror state Ψ21C (x, r, t0 + t1/2) is the product of the function F
21
C (x) of (4.74c)
and the superposition product state: Ψg0(x, t0 + t1/2)|g˜0〉 +Ψe0(x, t0 + t1/2)|e˜〉.
It is also known that the error state PC211(x, r, t0 + t1/2) is obtained by ap-
plying the coordinate derivative operation (∂/∂x) only to the function F 21C (x)
in (4.74b). After the error state PC211(x, r, t0 + t1/2) is acted on again by the
momentum operator p = −iℏ∂/∂x, the generated state pPC211(x, r, t0 + t1/2) is
divided into the three error states on the RH side of (4.83). Thus, the first error
state PC2111(x, r, t0 + t1/2) is generated by applying the second-order coordinate
derivative operation (∂2/∂x2) only to the function F 21C (x) in (4.74b),
PC2111(x, r, t0+t1/2) = −ℏ2[
∂2
∂x2
F 21C (x)]{Ψg0(x, t0+t1/2)|g˜0〉+Ψe0(x, t0+t1/2)|e˜〉}.
The second error state PC2112(x, r, t0 + t1/2) is generated by applying the coor-
dinate derivative operation (∂/∂x) simultaneously to both the function F 21C (x)
and the superposition states |g˜0〉 and |e˜〉 in (4.74b),
PC2112(x, r, t0 + t1/2) = −ℏ2[
∂
∂x
F 21C (x)]
×{Ψg0(x, t0 + t1/2)
∂
∂x
|g˜0〉+Ψe0(x, t0 + t1/2)
∂
∂x
|e˜〉}.
The last error state PC2113(x, r, t0+ t1/2) is generated by applying the coordinate
derivative operation (∂/∂x) simultaneously to both the function F 21C (x) and the
motional states Ψa0(x, t0 + t1/2) with a = g and e in (4.74b),
PC2113(x, r, t0 + t1/2) = −ℏ2[
∂
∂x
F 21C (x)]
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×{[ ∂
∂x
Ψg0(x, t0 + t1/2)]|g˜0〉+ [
∂
∂x
Ψe0(x, t0 + t1/2)]|e˜〉}.
In an analogous way, the other error states {PC/S21kl (x, r, t0 + t1/2)} can be ob-
tained. It can be found that among these error states there are the symmetrical
relations:
P
C/S
21kl (x, r, t0 + t1/2) = P
C/S
21lk (x, r, t0 + t1/2), for k 6= l.
Now by substituting (4.83), etc., into (4.82) and using these symmetrical rela-
tions the error state p2Ψ12C/S(x, r, t0 + t1/2) may be expressed as
p2Ψ21C/S(x, r, t0 + t1/2) = P
C/S
2111 (x, r, t0 + t1/2) + P
C/S
2122 (x, r, t0 + t1/2)
+P
C/S
2133 (x, r, t0 + t1/2) + 2P
C/S
2112 (x, r, t0 + t1/2)
+ 2P
C/S
2113 (x, r, t0 + t1/2) + 2P
C/S
2123 (x, r, t0 + t1/2). (4.84)
Here the error states P
C/S
2111 (x, r, t0 + t1/2), P
C/S
2122 (x, r, t0 + t1/2), and P
C/S
2112 (x, r,
t0 + t1/2) are proportional to the motional states Ψ
a
0(x, t0 + t1/2) with a = g
and e. Now define SUM1(C/S) as the sum of norms of these error states,
SUM1(C/S)
def≡ ||PC/S2111 (x, r, t0 + t1/2)||
+||PC/S2122 (x, r, t0 + t1/2)||+ 2||PC/S2112 (x, r, t0 + t1/2)||.
Then it can turn out that SUM1(C/S) is bounded by
SUM1(C/S) ≤ ΓC/S1
∑
a=g,e
||[ ∂
2
∂x2
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||
+Γ
C/S
2
∑
a=g,e
||[ ∂
∂x
V ho1 (x, ε)]
2Ψa0(x, t0 + t1/2)||
+Γ
C/S
3
∑
a=g,e
||δ(x− xL, ε)[ ∂
∂x
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||
+Γ
C/S
4
∑
a=g,e
||[ ∂
∂x
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||
+
∑
a=g,e
2∑
k=1
1∑
l=0
J
C/S
kl ||xlδ(x− xL, ε)kΨa0(x, t0 + t1/2)||
+
∑
a=g,e
1∑
l=0
L
C/S
l ||x2lΘ(x− xL, ε)Ψa0(x, t0 + t1/2)||, (4.85)
where all these parameters {ΓC/Sk }, {JC/Skl }, and {LC/Sl } are non-negative,
bounded, and controllable. Both the error states P
C/S
2113 (x, r, t0 + t1/2) and
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P
C/S
2123 (x, r, t0 + t1/2) in (4.84) are proportional to the first-order coordinate
derivatives ∂Ψa0(x, t0 + t1/2)/∂x with a = g and e. It can turn out that the
sum of norms of the two error states is bounded by
SUM2(C/S)
def≡ 2||PC/S2113 (x, r, t0 + t1/2)||+ 2||PC/S2123 (x, r, t0 + t1/2)||
≤ ΛC/S1
∑
a=g,e
||[ ∂
∂x
V ho1 (x, ε)]
∂
∂x
Ψa0(x, t0 + t1/2)||
+Λ
C/S
2
∑
a=g,e
||δ(x− xL, ε) ∂
∂x
Ψa0(x, t0 + t1/2)||
+
∑
a=g,e
2∑
l=0
K
C/S
l ||x2lΘ(x− xL, ε)
∂
∂x
Ψa0(x, t0 + t1/2)|| (4.86)
where all these non-negative parameters {ΛC/Sk } and {KC/Sl } are bounded and
controllable. The error state P
C/S
2133 (x, r, t0 + t1/2) in (4.84) is proportional to
the second-order coordinate derivatives ∂2Ψa0(x, t0 + t1/2)/∂x
2 with a = g and
e. It can turn out that
||PC2133(x, r, t0 + t1/2)|| ≤
1
2
t21
∑
a=g,e
||V ho1 (x, ε)2
∂2
∂x2
Ψa0(x, t0 + t1/2)||
+ 2|ℏΩ0t1|2
∑
a=g,e
||Θ(x− xL, ε) ∂
2
∂x2
Ψa0(x, t0 + t1/2)|| (4.87a)
and
||PS2133(x, r, t0 + t1/2)|| ≤ ℏt1
∑
a=g,e
||V ho1 (x, ε)
∂2
∂x2
Ψa0(x, t0 + t1/2)||
+ 2ℏt1|ℏΩ0|
∑
a=g,e
||Θ(x− xL, ε) ∂
2
∂x2
Ψa0(x, t0 + t1/2)||. (4.87b)
Now it follows from (4.84) that the error state p2Ψ21C/S(x, r, t0+t1/2) is bounded
by
||p2Ψ21C/S(x, r, t0+t1/2)|| ≤ SUM1(C/S)+SUM2(C/S)+||PC/S2133(x, r, t0+t1/2)||
where the upper bounds of SUM1(C/S), SUM2(C/S), and ||PC/S2133 (x, r, t0 +
t1/2)|| are determined from (4.85), (4.86), and (4.87), respectively. Below inves-
tigate in detail the upper bounds of SUM1(C/S), SUM2(C/S), and ||PC/S2133 (x, r,
t0 + t1/2)||, respectively.
The upper bound of SUM1(C/S) consists of six sum terms on the RH side
of (4.85). The first sum term contains the two norms ||[ ∂2∂x2V ho1 (x, ε)]Ψa0(x, t0 +
t1/2)|| with a = g and e. It is known from (3.33b) in the section 3 that each one
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of the two norms has an upper bound consisting of one basic norm NBAS2 and
seven basic norms {NBAS1}. The second sum term consists of the two norms
||[ ∂∂xV ho1 (x, ε)]2Ψa0(x, t0 + t1/2)|| with a = g and e. It is known from (3.33c)
in the section 3 that each one of the two norms has an upper bound consisting
of one basic norm NBAS2 and nine basic norms {NBAS1}. The third sum
term consists of the two norms ||δ(x−xL, ε)[ ∂∂xV ho1 (x, ε)]Ψa0(x, t0+ t1/2)|| with
a = g and e. It is known from (4.55) that each one of the two norms has an
upper bound consisting of four basic norms {NBAS1}. The fourth sum term
contains the two norms ||[ ∂∂xV ho1 (x, ε)]Ψa0(x, t0 + t1/2)|| with a = g and e. As
can be seen in (4.46), each one of the two norms has an upper bound consisting
of three basic norms {NBAS1} and one basic norm NBAS2. The fifth sum
term consists of eight basic norms {NBAS1} at most and the sixth sum term
is composed of four basic norms {NBAS2}. Therefore, the inequality (4.85)
shows that the upper bound of SUM1(C/S) consists of a finite number of the
basic norms {NBAS1} and {NBAS2}.
The upper bound of SUM2(C/S) contains three sum terms on the RH side
of (4.86). The first sum term contains the two norms ||[ ∂∂xV ho1 (x, ε)] ∂∂xΨa0(x, t0+
t1/2)|| with a = g and e. Formally, ∂∂xΨa0(x, t0 + t1/2) = (Ca1x+Ca0 )Ψa0(x, t0 +
t1/2), where the parameters C
a
1 and C
a
0 are determined from (4.49). Then it
can be found that
||[ ∂
∂x
V ho1 (x, ε)]
∂
∂x
Ψa0(x, t0 + t1/2)||
≤ |Ca1 | × ||x[
∂
∂x
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||
+|Ca0 | × ||[
∂
∂x
V ho1 (x, ε)]Ψ
a
0(x, t0 + t1/2)||.
Furthermore, it is known from (4.46) that the norm ||xl[ ∂∂xV ho1 (x, ε)]Ψa0(x, t0 +
t1/2)|| for l = 0, 1, ..., has an upper bound consisting of three basic norms
{NBAS1} and one basic normNBAS2. Thus, the norm ||[ ∂∂xV ho1 (x, ε)] ∂∂xΨa0(x,
t0 + t1/2)|| of the first sum term has an upper bound consisting of the basic
norms {NBAS1} and {NBAS2}. The second sum term consists of the two
norms ||δ(x − xL, ε) ∂∂xΨa0(x, t0 + t1/2)|| with a = g and e. It is easy to prove
that each one of the two norms has an upper bound consisting of two basic norms
{NBAS1}. The third sum term consists of six norms {||x2lΘ(x−xL, ε) ∂∂xΨa0(x,
t0 + t1/2)||} at most, each one of which has an upper bound consisting of two
basic norms {NBAS2}. Thus, the inequality (4.86) shows that the upper bound
of SUM2(C/S) consists of a finite number of the basic norms {NBAS1} and
{NBAS2}.
The upper bound of the norm ||PC2133(x, r, t0 + t1/2)|| contains two sum
terms on the RH side of (4.87a). The first sum term contains the two norms
||V ho1 (x, ε)2 ∂
2
∂x2Ψ
a
0(x, t0+t1/2)|| with a = g and e. Here the second-order deriva-
tive ∂
2
∂x2Ψ
a
0(x, t0+t1/2) can be computed exactly with the help of (4.49). It may
be written formally as ∂
2
∂x2Ψ
a
0(x, t0+ t1/2) = (C
a
2x
2+Ca1x+C
a
0 )Ψ
a
0(x, t0+ t1/2),
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where Ca2 , C
a
1 , and C
a
0 are the complex parameters which may be obtained with
the aid of (4.49). Then it is easy to prove that
||V ho1 (x, ε)l
∂2
∂x2
Ψa0(x, t0 + t1/2)|| ≤ |Ca2 | × ||x2V ho1 (x, ε)lΨa0(x, t0 + t1/2)||
+|Ca1 | × ||xV ho1 (x, ε)lΨa0(x, t0 + t1/2)||
+|Ca0 | × ||V ho1 (x, ε)lΨa0(x, t0 + t1/2)||.
It is known from (4.73) that the norm ||xjV ho1 (x, ε)Ψ0(x, r, t0 + t1/2)|| with
j = 0, 1, or 2 has an upper bound consisting of two basic norms {NBAS2}.
It is also known from (4.79) that the norm ||xlV ho1 (x, ε)2Ψa0(x, t0 + t1/2)|| with
l = 0, 1, or 2 has an upper bound consisting of three basic norms {NBAS2}.
Therefore, the norm ||V ho1 (x, ε)l ∂
2
∂x2Ψ
a
0(x, t0+t1/2)|| with l = 1 or 2 has an upper
bound consisting of the basic norms {NBAS2}. The second sum term on the
RH side of (4.87a) contains the two norms ||Θ(x − xL, ε) ∂2∂x2Ψa0(x, t0 + t1/2)||
with a = g and e, each one of which has evidently an upper bound consisting of
three basic norms {NBAS2}. Therefore, the inequalities (4.87a) indicates that
the norm ||PC2133(x, r, t0 + t1/2)|| has an upper bound consisting of the basic
norms {NBAS2}. Similarly, it can be shown by the inequality (4.87b) that the
norm ||PS2133(x, r, t0 + t1/2)|| has an upper bound consisting of the basic norms
{NBAS2}.
Now all these terms SUM1(C/S), SUM2(C/S), and ||PC/S2133 (x, r, t0+t1/2)||
are shown to have upper bounds consisting of the two types of basic norms
{NBAS1} and {NBAS2}. This shows that the norm ||p2Ψ21C/S(x, r, t0+ t1/2)||
has an upper bound consisting of the basic norms {NBAS1} and {NBAS2}.
Then the inequality,
||p2Ψ21er(x, r, t0 + t1/2)|| ≤ ||p2Ψ21C (x, r, t0 + t1/2)||+ ||p2Ψ21S (x, r, t0 + t1/2)||,
further indicates that the norm ||p2Ψ21er(x, r, t0 + t1/2)|| has an upper bound
consisting of the basic norms {NBAS1} and {NBAS2}.
As a summary, all the six norms on the RH side of (4.70) are shown to
have upper bounds consisting of a finite number of the basic norms {NBAS1}
and {NBAS2}, respectively. Then the inequality (4.70) indicates that the
norm 2m||MV21(x, r, t1, t3)|| has an upper bound consisting of a finite num-
ber of the basic norms {NBAS1} and {NBAS2}. This shows that the norm
||MV21(x, r, t1, t3)|| decays exponentially with the square deviation-to-spread ra-
tios of the GWP states {Ψa0(x, t0 + t1/2)}. This is the desired result!
4.3.2 The upper bound of the norm ||MV22(x, r, t1, t3)||
It is very complex to calculate strictly the upper bound of the error state
MV22(x, r, t1, t3). The error state M
V
22(x, r, t1, t3) of (4.65b) is the product of the
commutator [Hho0 , [H
ho
0 , V1(x, α, γ, ε)]] and the following product state:
exp[− i
ℏ
HI(x, α, γ)t1] exp[− i
ℏ
V1(x, α, γ, ε)t1]Ψ0(x, r, t0 + t1/2)
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def≡ ΨC00 (x, r, t0 + t1/2) + ΨCS0 (x, r, t0 + t1/2) + ΨS0 (x, r, t0 + t1/2). (4.88)
Here the error state Ψµ0 (x, r, t0 + t1/2) with the label µ = C0, CS, or S is
determined by calculating explicitly the product state on the LH side of (4.88).
This explicit calculation needs to use the unitary transformation (4.19) and the
product state Ψ0(x, r, t0 + t1/2) of (4.42). According to the calculated result
these three error states in (4.88) are defined by
ΨC00 (x, r, t0 + t1/2) = Ψ
g
0(x, t0 + t1/2)|g˜0〉+Ψe0(x, t0 + t1/2)|e˜〉, (4.89a)
ΨCS0 (x, r, t0 + t1/2) = −{1− cos[
1
ℏ
t1V
ho
1 (x, ε)] cos[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1]
+ i sin[
1
ℏ
t1V
ho
1 (x, ε)] cos[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1]}ΨC00 (x, r, t0 + t1/2), (4.89b)
and
ΨS0 (x, r, t0 + t1/2) = i exp[−
i
ℏ
t1V
ho
1 (x, ε)] sin[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1]
×{exp[iϕ(x, γ)]Ψg0(x, t0+t1/2)|e˜〉+exp[−iϕ(x, γ)]Ψe0(x, t0+t1/2)|g˜0〉}, (4.89c)
where the superposition states |g˜0〉 and |e˜〉 are given by (4.75). Both the er-
ror states ΨCS0 (x, r, t0 + t1/2) and Ψ
S
0 (x, r, t0 + t1/2) are spatially selective,
while ΨC00 (x, r, t0 + t1/2) is not. Then according to (4.88) the error state
MV22(x, r, t1, t3) may be divided into the three error states:
MV22(x, r, t1, t3) =M
V C0
22 (x, r, t1, t3) +M
V CS
22 (x, r, t1, t3) +M
V S
22 (x, r, t1, t3)
(4.90)
where the state MV µ22 (x, r, t1, t3) with the label µ = C0, CS, or S is given by
MV µ22 (x, r, t1, t3) = [H
ho
0 , [H
ho
0 , V1(x, α, γ, ε)]] exp[−
i
2ℏ
Hho0 t3]Ψ
µ
0 (x, r, t0 + t1/2).
(4.91)
It is very complex to compute strictly the norms of these error states {MV µ22 (x, r,
t1, t3)}. This is due to that there is the propagator exp[− i2ℏHho0 t3] between
the commutator [Hho0 , [H
ho
0 , V1(x, α, γ, ε)]] and the non-Gaussian product state
Ψµ0 (x, r, t0 + t1/2) in (4.91). The commutator in (4.91) is proportional to the
momentum operators {pk} with the order k ≤ 2 and the coordinate operators
{xl} with the total order k+ l ≤ 5. Thus, in order to calculate the upper bound
of the error state MV µ22 (x, r, t1, t3) it is involved in calculating the fifth-order
coordinate derivative of the product state Ψµ0 (x, r, t0+ t1/2). This is a complex
calculational task. On the other hand, it is quite different in method to calculate
the upper bound of the product state MV C022 (x, r, t1, t3) from those of the two
states MV CS22 (x, r, t1, t3) and M
V S
22 (x, r, t1, t3). The upper bounds for the two
error statesMV CS22 (x, r, t1, t3) andM
V S
22 (x, r, t1, t3) may be controlled by the two
states ΨCS0 (x, r, t0 + t) and Ψ
S
0 (x, r, t0 + t) themselves, respectively, while that
one of the error stateMV C022 (x, r, t1, t3) has to be controlled by the commutator
[Hho0 , [H
ho
0 , V1(x, α, γ, ε)]], here the control factor that is related to a Gaussian
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factor comes from the perturbation term V1(x, α, γ, ε) in the commutator. A
Gaussian (coordinate) operator does not commute with the harmonic-oscillator
propagator exp[− i2ℏHho0 t3].Moreover, the product state Ψµ0 (x, r, t0+t1/2) is not
a pure GWP state. These lead to that it is quite complex to calculate strictly
the upper bound of the error stateMV C022 (x, r, t1, t3). There are two methods to
calculate strictly the upper bound of the error state MV C022 (x, r, t1, t3) based on
(i) the Multiple Gaussian W ave-Packet (MGWP ) expansion (See also the
next section 5)
(ii) the commutation relation [G(x − xc), exp(− i2ℏHho0 t3)], here G(x − xc)
is a Gaussian coordinate operator.
Either method is not easy! The first method is mainly used below.
In order to calculate conveniently the product stateMV µ22 (x, r, t1, t3) the com-
mutator 2m[Hho0 , [H
ho
0 , V1(x, α, γ, ε)]] in (4.91) is divided into the two operators
T1(x, p, ε) and T2(x, p, ε):
2m[Hho0 , [H
ho
0 , V1(x, α, γ, ε)]] = T1(x, p, ε) + T2(x, p, ε) (4.92)
where the two operators are given by
T1(x, p, ε) = −2ℏ
2
m
[
∂2
∂x2
V ho1 (x, ε)]p
2 + i
2ℏ3
m
[
∂3
∂x3
V ho1 (x, ε)]p
+ 2ℏ2mω2[
∂
∂x
V ho1 (x, ε)]x+
ℏ
4
2m
[
∂4
∂x4
V ho1 (x, ε)] (4.93a)
and
T2(x, p, ε) =
2ℏ2
m
{ ∂
2
∂x2
[HI(x, α, γ)Θ(x− xL, ε)]}p2
−i2ℏ
3
m
{ ∂
3
∂x3
[HI(x, α, γ)Θ(x− xL, ε)]}p
− 2ℏ2mω2{ ∂
∂x
[HI(x, α, γ)Θ(x− xL, ε)]}x− ℏ
4
2m
∂4
∂x4
[HI(x, α, γ)Θ(x− xL, ε)].
(4.93b)
The operator T1(x, p, ε) is independent on the interaction HI(x, α, γ). By sub-
stituting (4.92) into (4.91) one can find that the error state MV µ22 (x, r, t1, t3) is
bounded by
||MV µ22 (x, r, t1, t3)|| ≤ ||T1(x, p, ε) exp[−
i
2ℏ
Hho0 t3]Ψ
µ
0 (x, r, t0 + t1/2)||
+ ||T2(x, p, ε) exp[− i
2ℏ
Hho0 t3]Ψ
µ
0 (x, r, t0 + t1/2)||. (4.94)
Then by using this inequality one further finds from (4.90) that
2m||MV22(x, r, t1, t3)|| ≤
∑
µ=C0,CS,S
{||T1(x, p, ε) exp[− i
2ℏ
Hho0 t3]Ψ
µ
0 (x, r, t0+t1/2)||
+ ||T2(x, p, ε) exp[− i
2ℏ
Hho0 t3]Ψ
µ
0 (x, r, t0 + t1/2)||}. (4.95)
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Therefore, one may calculate the six norms on the RH side of (4.95) to determine
the upper bound of the norm ||MV22(x, r, t1, t3)||.
Now by inserting the continuous perturbation term V ho1 (x, ε) of (2.10) into
(4.93a) one obtains
T1(x, p, ε) = δ(x− xL, ε)Θ(xL + L− x, ε)Γ1(x, p)
+δ(x− xL, ε)δ(x− xL − L, ε)Γ2(x, p)
+Θ(x− xL, ε)δ(xL + L− x, ε)Γ3(x, p)
+ Θ(x− xL, ε)Γ4(x, p) + δ(x− xL, ε)Γ5(x, p). (4.96)
Here {Γk(x, p)} with k = 1, 2, ..., 5 are polynomials in momentum operator
p and coordinate operator x. The order of momentum operator p in all these
operator polynomials {Γk(x, p)} is not more than two and the total order for
each one of these polynomial operators is not more than five. In particular, the
polynomial operator Γ5(x, p) contains the operators x
3p2, x4p, and x5 whose
polynomial order are highest. The operator T1(x, p, ε) of (4.96) leads to that
the upper bound of the first norm on the RH side of (4.95) for any given index
µ may be determined from
||T1(x, p, ε) exp[− i
2ℏ
Hho0 t3]Ψ
µ
0 (x, r, t0 + t1/2)||
≤ ||δ(x− xL, ε) exp[− i
2ℏ
Hho0 t3]Γ1(x(t3/2), p(t3/2))Ψ
µ
0 (x, r, t0 + t1/2)||
+||δ(x− xL, ε)δ(x− xL − L, ε) exp[− i
2ℏ
Hho0 t3]
×Γ2(x(t3/2), p(t3/2))Ψµ0 (x, r, t0 + t1/2)||
+||δ(x− xL − L, ε) exp[− i
2ℏ
Hho0 t3]Γ3(x(t3/2), p(t3/2))Ψ
µ
0 (x, r, t0 + t1/2)||
+||Θ(x− xL, ε) exp[− i
2ℏ
Hho0 t3]Γ4(x(t3/2), p(t3/2))Ψ
µ
0 (x, r, t0 + t1/2)||
+ ||δ(x− xL, ε) exp[− i
2ℏ
Hho0 t3]Γ5(x(t3/2), p(t3/2))Ψ
µ
0 (x, r, t0 + t1/2)||. (4.97)
Here in the Heisenberg picture the momentum operator p(t3/2) and coordinate
operator x(t3/2) are given by (4.69), respectively, and the operator polynomial
Γk(x(t3/2), p(t3/2)) with k = 1, 2, ..., 5 is written as
Γk(x(t3/2), p(t3/2)) = exp[
i
2ℏ
Hho0 t3]Γk(x, p) exp[−
i
2ℏ
Hho0 t3]. (4.98)
On the other hand, after the operator T2(x, p, ε) of (4.93b) is further simplified,
it is used to calculate the second norm on the RH side of (4.95) for any given
index µ. It can turn out that this norm is bounded by
||T2(x, p, ε) exp[− i
2ℏ
Hho0 t3]Ψ
µ
0 (x, r, t0 + t1/2)||
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≤
1∑
j=0
AT2j ||Θ(x− xL, ε) exp[−
i
2ℏ
Hho0 t3]x(t3/2)
jΨµ0 (x, r, t0 + t1/2)||
+
2∑
j=1
BT2j ||Θ(x− xL, ε) exp[−
i
2ℏ
Hho0 t3]p(t3/2)
jΨµ0 (x, r, t0 + t1/2)||
+
3∑
k=0
2∑
l=0
CT2kl ||δ(x− xL, ε) exp[−
i
2ℏ
Hho0 t3]x(t3/2)
kp(t3/2)
lΨµ0 (x, r, t0 + t1/2)||.
(4.99)
Here the parameter CT2kl = 0 if the subscript sum k + l > 3, indicating that
the total order (k+ l) for any operator polynomial x(t3/2)
kp(t3/2)
l is not more
than three on the RH side of (4.99). These non-negative parameters {AT2j },
{BT2j }, and {CT2kl } in (4.99) can be exactly calculated by using the interaction
HI(x, α, γ) and other relevant parameters. They are bounded and controllable.
The two inequalities (4.97) and (4.99) will be used to determine the upper
bounds of the norms ||MV µ22 (x, r, t1, t3)|| with the label µ = C0, CS, and S.
There are five norms on the RH side of (4.97), while there are also thir-
teen norms on the RH side of (4.99). Then in order to prove that these norms
{||MV µ22 (x, r, t1, t3)||} decay exponentially with the square deviation-to-spread
ratios one may first prove that all these norms on the RH sides of (4.97) and
(4.99) decay exponentially with the square deviation-to-spread ratios. Note
that the total polynomial order is not more than five for each one of these five
operator polynomials {Γk(x, p)} in (4.96). By substituting the unitary trans-
formations (4.69) into (4.98) one can find that any one of the five polynomials
{Γk(x(t3/2), p(t3/2))} in momentum and coordinate operators on the RH side
of (4.97) also has a total order not more than five. Similarly, it can be seen
that any operator polynomial x(t3/2)
kp(t3/2)
l in momentum and coordinate
operators on the RH side of (4.99) has a total order not more than three. Fur-
thermore, by using the basic commutation relation [x, p] = iℏ one always can
express any one of the operator polynomials {Γk(x(t3/2), p(t3/2))} in (4.97) and
{x(t3/2)kp(t3/2)l} in (4.99) as
Qλ(x, p, t3) = F
λ
0 (x, t3)p
5 + Fλ1 (x, t3)p
4 + ...+ Fλ4 (x, t3)p+ F
λ
5 (x, t3), (4.100)
where Fλl (x, t3) is a polynomial in coordinate x and its polynomial order is
not more than the index l for l = 0, 1, ..., 5. The polynomial Fλl (x, t3) may be
generally written as
Fλl (x, t3) = F
λ
l,l(t3)x
l + Fλl,l−1(t3)x
l−1 + ...+ Fλl,1(t3)x+ F
λ
l,0(t3), (4.101)
where all these parameters {Fλl,l′(t3)} (0 ≤ l′ ≤ l) are bounded and controllable.
For each one of the operator polynomials {Γk(x(t3/2), p(t3/2))} in (4.97) and
{x(t3/2)kp(t3/2)l} in (4.99) there may be different polynomial {Fλl (x, t3)} in
(4.100). For example, any operator polynomial x(t3/2)
kp(t3/2)
l in (4.99) has
a total order not more than three. Then there are always Fλ0 (x, t3) = 0 and
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Fλ1 (x, t3) = 0 in (4.100) when any operator polynomial x(t3/2)
kp(t3/2)
l in (4.99)
is written formally as the operator polynomial Qλ(x, p, t3) of (4.100). Now by
using the operator polynomial Qλ(x, p, t3) every norm on the RH sides of (4.97)
and (4.99) may be written as
NORM(1, λ, µ) = ||δ(x− xc, εc) exp[− i
2ℏ
Hho0 t3]Qλ(x, p, t3)Ψ
µ
0 (x, r, t0 + t1/2)||
(4.102)
or
NORM(2, λ, µ) = ||Θ(x− xL, ε) exp[− i
2ℏ
Hho0 t3]Qλ(x, p, t3)Ψ
µ
0 (x, r, t0 + t1/2)||.
(4.103)
Here the parameters xc and εc in the smooth δ−function δ(x− xc, εc) are given
as follows. Except for the second and third norms on the RH side of (4.97) the
parameter xc = xL and εc = ε for any one of the norms on the RH sides of
(4.97) and (4.99). The parameter xc = xL + L and εc = ε for the third norm
on the RH side of (4.97). With the help of the relation (3.35) the second norm
on the RH side of (4.97) may be rewritten as
1
ε
√
2pi
exp(−1
2
L2
ε2
)||δ(x− xL − L/2, ε/
√
2) exp[− i
2ℏ
Hho0 t3]
×Γ2(x(t3/2), p(t3/2))Ψµ0 (x, r, t0 + t1/2)||.
Thus, for this norm the parameter xc = xL + L/2 and εc = ε/
√
2. In compar-
ison with other norms on the RH sides of (4.97) and (4.99) this norm has an
extra exponentially-decaying factor exp(− 12 L
2
ε2 ). When the length L >> ε, this
exponentially-decaying factor is so small that this norm can be neglected with re-
spect to other norms on the RH sides of (4.97) and (4.99). Thus, a norm such as
the second norm on the RH side of (4.97) that contains at least two δ−functions
with different COM positions may be neglected in calculation. It can be found
that there are four norms {NORM(1, λ, µ)} and one norm NORM(2, λ, µ) on
the RH side of (4.97), while there are nine norms {NORM(1, λ, µ)} and four
norms {NORM(2, λ, µ)} on the RH side of (4.99). Because every one of the
norms on the RH sides of (4.97) and (4.99) is either the norm NORM(1, λ, µ)
of (4.102) or NORM(2, λ, µ) of (4.103), one needs only to calculate strictly the
two norms NORM(1, λ, µ) and NORM(2, λ, µ) below.
4.3.2.1 The upper bounds for the norms NORM(k, λ, µ) with
µ = CS and S
Because both the error states Ψµ0 (x, r, t0 + t1/2) with the index µ = CS
and S contain the spatially selective functions, as can be seen below, all the
norms inside containing the states Ψµ0 (x, r, t0 + t1/2) with the index µ = CS
and S on the RH sides of (4.97) and (4.99) may be controlled by the states
Ψµ0 (x, r, t0+ t1/2) themselves. On the other hand, since the state Ψ
C0
0 (x, r, t0+
t1/2) does not contain any spatially selective function, all these norms inside
containing the state ΨC00 (x, r, t0 + t1/2) on the RH sides of (4.97) and (4.99)
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must be controlled by the spatially selective factor Θ(x− xL, ε) or δ(x− xc, εc)
inside these norms. These result in that it is different to calculate the norms
inside containing the states Ψµ0 (x, r, t0 + t1/2) with µ = CS and S from those
norms inside containing the state ΨC00 (x, r, t0 + t1/2). In this subsection it is
carried out to calculate strictly the norms NORM(1, λ, µ) and NORM(2, λ, µ)
that contain the states Ψµ0 (x, r, t0+ t1/2) with µ = CS and S. These norms may
be controlled by the states Ψµ0 (x, r, t0 + t1/2) with µ = CS and S. It is known
that the continuous step function Θ(x− xL, ε) and δ−function δ(x− xc, εc) are
defined by (2.11) and (3.32), respectively. It can be seen from these definitions
that 0 ≤ Θ(x − xL, ε) ≤ 1 and 0 ≤ δ(x − xc, εc) ≤ 1εc√pi . Then these two
inequalities lead to that the two norms (4.102) and (4.103) can be reduced to
the simpler forms
NORM(1, λ, µ) ≤ 1
εc
√
pi
||Qλ(x, p, t3)Ψµ0 (x, r, t0+t1/2)||, µ = CS, S, (4.104a)
and
NORM(2, λ, µ) ≤ ||Qλ(x, p, t3)Ψµ0 (x, r, t0 + t1/2)||, µ = CS, S. (4.104b)
One sees that the harmonic-oscillator propagator exp[− i2ℏHho0 t3] disappears on
the RH sides of (4.104). By these two inequalities (4.104) one may calcu-
late the upper bounds of the two norms NORM(1, λ, µ) and NORM(2, λ, µ).
Actually, in order to determine these upper bounds of NORM(1, λ, µ) and
NORM(2, λ, µ) one needs only to calculate the norm ||Qλ(x, p, t3)Ψµ0 (x, r, t0+
t1/2)|| with µ = CS, S. Now by using the operator polynomial Qλ(x, p, t3) of
(4.100) it can turn out that the norm is bounded by
||Qλ(x, p, t3)Ψµ0 (x, r, t0+t1/2)|| ≤
5∑
l=0
||Fλ5−l(x, t3)plΨµ0 (x, r, t0+t1/2)||. (4.105)
The six norms on the RH side of (4.105) can be calculated strictly and di-
rectly. The complexity to calculate these norms consists in that one needs to
calculate the higher-order (up to the fifth order) coordinate derivatives of the
states {Ψµ0 (x, r, t0 + t1/2)}. It follows from (4.89b) and (4.89c) that the states
Ψµ0 (x, r, t0 + t1/2) with µ = CS and S always can be expressed as the product
of a spatially-selective function Fµ0 and a product state Ψ˜
µ
0 (x, r, t0 + t1/2),
Ψµ0 (x, r, t0 + t1/2) = F
µ
0 Ψ˜
µ
0 (x, r, t0 + t1/2), (4.106a)
where for the state ΨCS0 (x, r, t0 + t1/2) the spatially-selective function is given
by
FCS0 = −{1− cos[
1
ℏ
t1V
ho
1 (x, ε)] cos[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1]
+ i sin[
1
ℏ
t1V
ho
1 (x, ε)] cos[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1]} (4.106b)
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and the product state is just ΨC00 (x, r, t0 + t) of (4.89a),
Ψ˜CS0 (x, r, t0 + t1/2) = Ψ
C0
0 (x, r, t0 + t); (4.106c)
while for the state ΨS0 (x, r, t0 + t1/2) the spatially-selective function is given by
FS0 = i exp[−
i
ℏ
t1V
ho
1 (x, ε)] sin[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1] (4.106d)
and the product state is
Ψ˜S0 (x, r, t0 + t1/2) = exp[iϕ(x, γ)]Ψ
g
0(x, t0 + t1/2)|e˜〉
+ exp[−iϕ(x, γ)]Ψe0(x, t0 + t1/2)|g˜0〉. (4.106e)
By applying the m−th power of momentum operator pm (1 ≤ m ≤ 5) to the
state of (4.106a) one obtains
pmΨµ0 (x, r, t0 + t1/2) = (−iℏ∂/∂x)m{Fµ0 Ψ˜µ0 (x, r, t0 + t1/2)}
= (−iℏ)m
m∑
j=0
(
m
j
)
[
∂m−j
∂xm−j
Fµ0 ]× [
∂j
∂xj
Ψ˜µ0 (x, r, t0 + t1/2)]. (4.107)
Then by substituting (4.107) into (4.105) one may calculate any one of the six
norms on the RH side of (4.105). In order to simplify further the product state
(4.107) it is needed to calculate explicitly any j−order (0 ≤ j ≤ m ≤ 5) coordi-
nate derivatives of both the function Fµ0 and the product state Ψ˜
µ
0 (x, r, t0+t1/2)
in (4.106a).
By using (4.106c) and (4.89a) one can directly calculate the j−order coor-
dinate derivative of the product state Ψ˜CS0 (x, r, t0 + t1/2). It can be found that
the derivative may be expressed as
∂j
∂xj
ΨC00 (x, r, t0 + t1/2) =
j∑
l=0
(
j
l
)
∂l
∂xl
|g˜0〉 × ∂
j−l
∂xj−l
Ψg0(x, t0 + t1/2)
+
j∑
l=0
(
j
l
)
∂l
∂xl
|e˜〉 × ∂
j−l
∂xj−l
Ψe0(x, t0 + t1/2). (4.108a)
Similarly, by using (4.106e) one can directly calculate the j−order coordinate
derivative of the product state Ψ˜S0 (x, r, t0 + t1/2),
∂j
∂xj
Ψ˜S0 (x, r, t0+t1/2) =
j∑
l=0
(
j
l
)
∂l
∂xl
|e˜〉× ∂
j−l
∂xj−l
{exp[iϕ(x, γ)]Ψg0(x, t0+t1/2)}
+
j∑
l=0
(
j
l
)
∂l
∂xl
|g˜0〉 × ∂
j−l
∂xj−l
{exp[−iϕ(x, γ)]Ψe0(x, t0 + t1/2)}. (4.108b)
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Here the two l−order coordinate derivatives ∂l∂xl |g˜0〉 and ∂
l
∂xl |e˜〉 can be calculated
by using the normalization superposition states |g˜0〉 of (4.75a) and |e˜〉 of (4.75b),
respectively. These coordinate derivatives of (4.108) can be further simplified.
On the basis of (4.49) it can turn out that the j−order (j ≥ 0) coordinate
derivatives of the wave functions Ψa0(x, t0+ t1/2) and {exp[±iϕ(x, γ)]Ψa0(x, t0+
t1/2)} are given by
∂j
∂xj
Ψa0(x, t0 + t1/2) = Q
a
j (x)Ψ
a
0(x, t0 + t1/2), (4.109a)
∂j
∂xj
{exp[±iϕ(x, γ)]Ψa0(x, t0 + t1/2)}
= Qaj (x,±ϕ(x, γ)){exp[±iϕ(x, γ)]Ψa0(x, t0 + t1/2)}, (4.109b)
where both Qaj (x) and Q
a
j (x,±ϕ(x, γ)) are the j−order polynomials in co-
ordinate x and particularly, Qa0(x) = Q
a
0(x,±ϕ(x, γ)) = 1. The polynomial
Qaj (x,±ϕ(x, γ)) is different from Qaj (x) only in that Qaj (x,±ϕ(x, γ)) is depen-
dent on ϕ(x, γ), while Qaj (x) is not. Now by substituting (4.109a) into (4.108a)
and (4.109b) into (4.108b) one obtains
∂j
∂xj
ΨC00 (x, r, t0 + t1/2) =
j∑
l=0
(
j
l
)
(
∂l
∂xl
|g˜0〉)Qgj−l(x)Ψg0(x, t0 + t1/2)
+
j∑
l=0
(
j
l
)
(
∂l
∂xl
|e˜〉)Qej−l(x)Ψe0(x, t0 + t1/2) (4.110a)
and
∂j
∂xj
Ψ˜S0 (x, r, t0 + t1/2) =
j∑
l=0
(
j
l
)
(
∂l
∂xl
|e˜〉)Qgj−l(x,+ϕ(x, γ))
× exp[iϕ(x, γ)]Ψg0(x, t0 + t1/2)
+
j∑
l=0
(
j
l
)
(
∂l
∂xl
|g˜0〉)Qej−l(x,−ϕ(x, γ)) exp[−iϕ(x, γ)]Ψe0(x, t0 + t1/2).
(4.110b)
Both the equations (4.110) show that the derivatives ∂
j
∂xjΨ
C0
0 (x, r, t0+ t1/2) and
∂j
∂xj Ψ˜
S
0 (x, r, t0 + t1/2) are proportional to the wave functions Ψ
a
0(x, t0 + t1/2)
with a = g and e. By these two equations these coordinate derivatives of the
wave functions ΨC00 (x, r, t0+ t1/2) and Ψ˜
S
0 (x, r, t0+ t1/2) can be converted into
the wave functions {Ψa0(x, t0 + t1/2)}. This property is very useful for the
rigorous error estimation below. By substituting these coordinate derivatives
into (4.107) one can find that the product state pmΨµ0 (x, r, t0 + t1/2) is really
proportional to the wave functions Ψa0(x, t0 + t1/2) with a = g and e. On the
other hand, the coordinate derivatives for the two functions FCS0 of (4.106b)
and FS0 of (4.106d) also can be calculated directly. They are given later.
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For convenience to use these coordinate derivatives of (4.110) in the error
estimation later it needs to prove that the norms of the two derivatives ∂
l
∂xl |g˜0〉
and ∂
l
∂xl
|e˜〉 are bounded. According to (4.75) this can be done by proving that
both the derivatives ∂
l
∂xl cos[
1
2ℏΩ(x)t1] and
∂l
∂xl {exp[±iϕ(x, γ)] sin[ 12ℏΩ(x)t1]} are
bounded. It is known that the two functions Ω(x) and ϕ(x, γ) are given in (4.18)
and (4.19), respectively. Both the functions are bounded. Then the coordinate
derivatives for the functions ϕ(x, γ) and Ω(x) are given by ∂∂xϕ(x, γ) =
1
2 (k0+k1)
and ∂
l
∂xl
ϕ(x, γ) = 0 for l > 1 and
∂2l+1
∂x2l+1
Ω(x) = (−1)l+1(1
2
∆k)2l+1(4ℏΩ0) sin[
1
2
∆kx− pi/4],
∂2l
∂x2l
Ω(x) = (−1)l(1
2
∆k)2l(4ℏΩ0) cos[
1
2
∆kx− pi/4], l = 0, 1, ....
Here the zero-order derivative of a function is defined as the function itself.
These formulae show that the l−order derivatives ∂l
∂xl
Ω(x) and ∂
l
∂xl
ϕ(x, γ) (l =
0, 1, 2, ...) are bounded. Now it can turn out that the l−order coordinate
derivative of the phase factor exp[±i 12ℏΩ(x)t1] (l = 0, 1, 2, ...) may be generally
written as
∂l
∂xl
exp[±i 1
2ℏ
Ω(x)t1] = F±l(x) exp[±i 1
2ℏ
Ω(x)t1]
where the l−th function F±l(x) (l > 0) is determined from the recursive relation:
F±l(x) =
∂
∂x
F±(l−1)(x) + (±i
1
2ℏ
t1)[
∂
∂x
Ω(x)]F±(l−1)(x),
and particularly, the zeroth and first functions are given by F0(x) = 1 and
F±1(x) = (±i 12ℏ t1)[ ∂∂xΩ(x)], respectively. This recursive relation shows that the
l−th function F±l(x) is composed of the derivatives { ∂k∂xkΩ(x)} with order k ≤ l.
Because the derivative ∂
k
∂xk
Ω(x) for k = 0, 1, 2, ... is bounded, the l−th func-
tion F±l(x) is bounded too, indicating that the derivative ∂
l
∂xl exp[±i 12ℏΩ(x)t1] is
bounded. This further shows that both the l−order derivatives ∂l
∂xl
cos[ 12ℏΩ(x)t1]
and ∂
l
∂xl sin[
1
2ℏΩ(x)t1] (l ≥ 0) are bounded. Moreover, it is easy to prove that the
l−order coordinate derivative ∂l
∂xl
exp[±iϕ(x, γ)] (l ≥ 0) is bounded. Then the
fact that both the l−order derivatives ∂l∂xl sin[ 12ℏΩ(x)t1] and ∂
l
∂xl exp[±iϕ(x, γ)]
are bounded can lead directly to that the l−order derivative ∂l
∂xl
{exp[±iϕ(x, γ)]
× sin[ 12ℏΩ(x)t1]} (l ≥ 0) is bounded. Now according to (4.75) one can find that
|| ∂
l
∂xl
|g˜0〉||2 = | ∂
l
∂xl
cos{ 1
2ℏ
Ω(x)t1}|2 + | ∂
l
∂xl
{exp[iϕ(x, γ)] sin[ 1
2ℏ
Ω(x)t1]}|2,
|| ∂
l
∂xl
|e˜〉||2 = | ∂
l
∂xl
cos{ 1
2ℏ
Ω(x)t1}|2 + | ∂
l
∂xl
{exp[−iϕ(x, γ)] sin[ 1
2ℏ
Ω(x)t1]}|2.
Therefore, the two equations show that these norms || ∂l∂xl |g˜0〉|| and || ∂
l
∂xl |e˜〉||
(l ≥ 0) are bounded. On the other hand, by using directly the derivatives
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∂k
∂xkΩ(x) and
∂k
∂xkϕ(x, γ) with k ≥ 0 one may calculate explicitly these deriva-
tives ∂
l
∂xl
cos[ 12ℏΩ(x)t1] and
∂l
∂xl
{exp[±iϕ(x, γ)] sin[ 12ℏΩ(x)t1]} for the present
case 0 ≤ l ≤ 5. For the other case l > 5 these coordinate derivatives also
can be directly calculated. But they will not be used in the error estimation
later.
(A) The spatially-selective functions
Here the concept of a spatially-selective function is introduced, so that with
the aid of the concept one may prove conveniently that each one of the six norms
on the RH side of (4.105) has an upper bound consisting of the basic norms
{NBAS1} and/or {NBAS2}. A spatially-selective function S(x) is defined
through its induced norm ||S(x)Ψ0(x, r, t)||. If the induced norm has an upper
bound that decays exponentially with the square deviation-to-spread ratio of the
GWP state Ψ0(x, r, t) or it consists of the two types of basic norms {NBAS1}
and {NBAS2}, then the function S(x) is a spatially-selective function. Here
Ψ0(x, r, t) = Ψ0(x, t)|ψ(r)〉, in which |ψ(r)〉 is some internal state and Ψ0(x, t) is
a normalized GWP motional state. There are some parameters in the spatially-
selective function S(x) that control the induced norm ||S(x)Ψ0(x, r, t)||. As a
typical example, the control parameter may be the joint position xL of the
double-well potential field of (2.1). The basic spatially-selective functions (or
factors) are Θ(x−xL, ε) and δ(x−xc, εc). The two basic spatially-selective factors
satisfy 0 ≤ Θ(x−xL, ε) ≤ 1 and 0 ≤ δ(x−xc, εc) ≤ 1εc√pi . Thus, the smooth step
function Θ(x, ε) and δ−function δ(x, ε) are always bounded functions. However,
the smooth step function Θ(xL+L−x, ε) may not be considered as a spatially-
selective function in the sense that its induced norm ||Θ(xL+L−x, ε)Ψ0(x, r, t)||
could not have an upper bound that decays exponentially with the square
deviation-to-spread ratio of the GWP state Ψ0(x, r, t). The reason for it is that
the halting-qubit atom is within the LH potential well and hence the COM po-
sition of the motional state Ψ0(x, t) of the atom is smaller than the joint position
xL and the coordinate position xL + L, resulting in that Θ(xL + L − x, ε) ≈ 1
in the effective spatial region of the state Ψ0(x, t). On the other hand, the first-
order coordinate derivative ∂Θ(xL + L − x, ε)/∂x = −δ(x − xL − L, ε) is a
spatially-selective function.
There are some properties for a spatially-selective function. It is clear that
a linear combination of spatially-selective functions is still a spatially-selective
function. If Ωl(x) is an arbitrary bounded function, i.e., |Ωl(x)| ≤ Const,
then Ωl(x)S(x) is a spatially-selective function; and moreover, if Sl(x) is the
l−th spatially-selective function, then the combination ∑l Ωl(x)Sl(x) is also
a spatially-selective function. For simplicity, here consider the basic spatially-
selective factors Θ(x − xL, ε) and δ(x − xc, εc) and their derivatives. Suppose
that q(x) is any finite-order polynomial in coordinate x. It proves in the section
3 that the induced norm ||q(x)S(x)Ψ0(x, r, t)|| for the basic spatially-selective
factor S(x) = Θ(x−xL, ε) or δ(x−xc, εc) has an upper bound that consists of the
two types of basic norms {NBAS1} and {NBAS2}. Therefore, the functions
q(x)Θ(x − xL, ε) and q(x)δ(x − xc, εc) are spatially-selective functions. Given
87
the two spatially-selective functions q1(x)Θ(x − xL, ε) and q2(x)δ(x − xc, εc)
with q1(x) and q2(x) being any finite-order polynomials, the product of a pair
of spatially-selective functions of the set {q1(x)Θ(x−xL, ε), q2(x)δ(x−xc, εc)} is
also a spatially-selective function. That is, q1(x)Θ(x−x′L, ε′)q2(x)Θ(x−x′′L, ε′′),
q1(x)Θ(x−x′L, ε)q2(x)δ(x−xc, εc), and q1(x)δ(x−xc, εc)q2(x)δ(x−x′c, ε′c) all are
spatially-selective functions. That the first two functions are spatially-selective
functions is due to the fact that 0 ≤ Θ(x − xL, ε)k ≤ Θ(x − xL, ε) ≤ 1 for
k ≥ 1 and xL = x′L or x′′L, while that the third function is a spatially-selective
function is due to that the product of a pair of smooth δ−functions is still a
smooth δ−function up to a Gaussian factor, as can be seen in (3.35) and (3.36)
in the previous section 3. These properties of a spatially-selective function
are important to prove more complex functions as given below to be spatially-
selective functions. Besides the basic spatially-selective factors Θ(x−xL, ε) and
δ(x− xc, εc) there are some important spatially-selective functions that may be
useful in the error estimation below. They are given as follows.
(i) The function q(x)Θ(x − xL, ε)kΘ(xL + L − x, ε)l with the integers k > 0
and l ≥ 0 is a spatially-selective function. This is because (a) the continuous
step function Θ(xL + L − x, ε) satisfies 0 ≤ Θ(xL + L − x, ε)l ≤ 1 for l ≥ 0,
that is, Θ(xL+L−x, ε)l is a bounded function; (b) the spatially-selective factor
Θ(x− xL, ε) satisfies 0 ≤ Θ(x− xL, ε)k ≤ Θ(x− xL, ε) ≤ 1 for k ≥ 1.
(ii) The function q(x)δ(x− xc, εc)lΘ(y, ε)k with k ≥ 0, l ≥ 1 and y = x− xL or
xL + L − x is a spatially-selective function. According to the definition (3.32)
of a continuous δ−function the function δ(x− xc, εc)l may be written as
δ(x− xc, εc)l = 1√
l
(
1
εc
√
pi
)l−1δ(x− xc, εc/
√
l), l ≥ 1. (4.111)
In particular, this equation is reduced to (3.36) when l = 2. Then δ(x− xc, εc)l
is a spatially-selective function and so is the function q(x)δ(x− xc, εc)lΘ(y, ε)k
because Θ(y, ε)k is a bounded function.
(iii) The function q(x) ∂
l
∂xl
δ(x−xc, εc)Θ(y, ε)k with k ≥ 0, l ≥ 0 and y = x−xL
or xL + L− x is a spatially-selective function. It is known from (3.32) that the
continuous δ−function δ(x− xc, εc) is a Gaussian function. Then with the help
of (4.49) its l−order coordinate derivative may be written as
∂l
∂xl
δ(x− xc, εc) = Hl(x, xc, εc)δ(x− xc, εc) (4.112)
where Hl(x, xc, εc) is a l−order polynomial in coordinate x and it is also depen-
dent on xc and εc. In particular, H0(x, xc, εc) = 1. Therefore, the l−order coor-
dinate derivative of the δ−function δ(x−xc, εc) is a spatially-selective function.
Since Θ(y, ε)k is a bounded function, the function q(x) ∂
l
∂xl
δ(x − xc, εc)Θ(y, ε)k
is clearly a spatially-selective function.
(iv) The smooth perturbation term V ho1 (x, ε) and its k−th power term V ho1 (x, ε)k
with the integer k ≥ 1 are spatially-selective functions. According to the smooth
perturbation term of (2.10) the k−th power term V ho1 (x, ε)k may be written as,
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by the binomial expansion,
V ho1 (x, ε)
k = [
1
2
mω2]k
k∑
l=0
(
k
l
)
(−1)k−lx2lLx2(k−l)
×Θ(x− xL, ε)kΘ(xL + L− x, ε)l. (4.113)
The RH side of (4.113) contains k + 1 terms. Because all these k + 1 func-
tions {x2(k−l)Θ(x − xL, ε)kΘ(xL + L − x, ε)l} are spatially-selective functions,
V ho1 (x, ε)
k is a spatially-selective function.
(v) The k−order coordinate derivative of the perturbation term V ho1 (x, ε) is
a spatially-selective function. By using the continuous perturbation term of
(2.10) the k−order coordinate derivative is calculated below. The first-order
coordinate derivative is simply given by
∂
∂x
V ho1 (x, ε) = −
1
2
mω2x2LΘ(x− xL, ε)δ(x− xL − L, ε)
+
1
2
mω2x2LΘ(xL + L− x, ε)δ(x− xL, ε)
− 1
2
mω2x2δ(x− xL, ε)−mω2xΘ(x− xL, ε). (4.114a)
It is clear that this is a spatially-selective function. With the help of (4.112)
and (4.114a) the second-order coordinate derivative can be expressed as
∂2
∂x2
V ho1 (x, ε) = −(
mω2x2L
ε2
)(x − xL)Θ(xL + L− x, ε)δ(x− xL, ε)
−mω2x2Lδ(x − xL, ε)δ(x− xL − L, ε)−mω2Θ(x− xL, ε)
+(
mω2x2L
ε2
)(x − xL − L)Θ(x− xL, ε)δ(x− xL − L, ε)
+ [(
mω2
ε2
)(x− xL)x2 − 2mω2x]δ(x− xL, ε). (4.114b)
Clearly this is also a spatially-selective function. In general, by using the unified
formula (See, (4.107)) to calculate the higher-order coordinate derivatives and
with the help of (4.112) the k−order coordinate derivative (k > 2) may be
expressed as
∂k
∂xk
V ho1 (x, ε) = −
1
2
mω2x2LHk−1(x, xL + L, ε)Θ(x− xL, ε)δ(x − xL − L, ε)
+
1
2
mω2x2LHk−1(x, xL, ε)Θ(xL + L− x, ε)δ(x − xL, ε)
−mω2{1
2
x2Hk−1(x, xL, ε) + kxHk−2(x, xL, ε)
+
1
2
k(k − 1)Hk−3(x, xL, ε)}δ(x− xL, ε) + Σ1k(L, ε) (4.114c)
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where the secondary term Σ1k(L, ε) is given by, with the help of (3.35),
Σ1k(L, ε) = −
1
2
mω2x2L
k−1∑
j=1
(
k
j
)
Hj−1(x, xL, ε)Hk−j−1(x, xL − L, ε)
× 1
ε
√
2pi
exp(−1
2
L2
ε2
)δ(x− xL − L/2, ε/
√
2).
The term Σ1k(L, ε) is clearly a spatially-selective function. It is proportional to
the Gaussian decaying factor exp(− 12 L
2
ε2 ).When L >> ε, it is so small that it can
be neglected with respect to the other terms on the RH side of (4.114c). Thus,
the term Σ1k(L, ε) is a secondary term in (4.114c). If the secondary term Σ
1
k(L, ε)
is neglected, then the RH side of (4.114c) contains only three terms. Then the
equation (4.114c) shows that the k−order coordinate derivative (k > 2) of the
perturbation term V ho1 (x, ε) is a spatially-selective function. Now the three
equations of (4.114) together show that any finite-order coordinate derivative of
the perturbation term V ho1 (x, ε) is a spatially-selective function.
(vi) The function { ∂∂xV ho1 (x, ε)}k with k = 2, 3, ... is a spatially-selective func-
tion. By using the first-order derivative ∂∂xV
ho
1 (x, ε) of (4.114a) and the formula
(4.111) it can turn out that the function [ ∂∂xV
ho
1 (x, ε)]
k (k > 1) may be expressed
as
[
∂
∂x
V ho1 (x, ε)]
k = (mω2)k(−x)kΘ(x− xL, ε)k
+
k∑
l=1
(
k
l
)
1
2l
√
l
(
1
ε
√
pi
)l−1(mω2)k(−x)k−l
×[x2LΘ(xL + L− x, ε)− x2]lΘ(x− xL, ε)k−lδ(x− xL, ε/
√
l)
+
k∑
l=1
(
k
l
)
(−1)lx2lL
2l
√
l
(
1
ε
√
pi
)l−1(mω2)k(−x)k−l
×Θ(x− xL, ε)kδ(x − xL − L, ε/
√
l)
+
k∑
l=2
(
k
l
)
1
2l
(mω2)k(−x)k−lΘ(x− xL, ε)k−lΣ2l (L, ε) (4.115a)
where the term Σ2l (L, ε) is written as
Σ2l (L, ε) =
l−1∑
j=1
(
l
j
)
(−1)jx2jL [x2LΘ(xL + L− x, ε)− x2]l−j
×Θ(x− xL, ε)jδ(x− xL − L, ε)jδ(x− xL, ε)l−j .
The term Σ2l (L, ε) contains δ(x − xL − L, ε)jδ(x − xL, ε)l−j with j ≥ 1 and
l − j ≥ 1, which may be reduced to a single smooth δ−function, according to
(4.111) and (3.35),
δ(x− xL − L, ε)jδ(x− xL, ε)l−j
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= (
1
ε
√
pi
)l−1 exp{− j(l− j)
l
x2L
ε2
}δ(x− xL − (j
l
)L, ε/
√
l).
Therefore, the term Σ2l (L, ε) is proportional to the Gaussian decaying factors
{exp{− j(l−j)l
x2L
ε2 }}. Since j ≥ 1 and l−j ≥ 1, there holds the relation j(l−j)l
x2L
ε2 ≥
(l−1)
l
x2L
ε2 for j = 1, 2, ..., l− 1. When L >> ε, the secondary term Σ2l (L, ε) is so
small that the last sum term that contains Σ2l (L, ε) can be neglected with respect
to the other terms on the RH side of (4.115a). Then the last sum term on the
RH side of (4.115a) is a secondary term. Notice that [x2LΘ(xL+L−x, ε)−x2]m
with m = l−j ≥ 1 orm = l ≥ 1 that appears in the term Σ2l (L, ε) or the second
sum term on the RH side of (4.115a) may be expanded as
[x2LΘ(xL + L− x, ε)− x2]m =
m∑
k=0
(
m
k
)
x
2(m−k)
L (−x2)kΘ(xL + L− x, ε)m−k.
Here Θ(xL + L− x, ε)m−k (m− k ≥ 0) is a bounded function. Thus, the term
Σ2l (L, ε) and the second sum term on the RH side of (4.115a) may be expressed
as a sum of the spatially-selective functions. The equation (4.115a) shows that
if the last sum term is neglected, then the function [ ∂∂xV
ho
1 (x, ε)]
k consists of
2k+1 terms, each one of which is a spatially-selective function. Thus, the func-
tion [ ∂∂xV
ho
1 (x, ε)]
k is a spatially-selective function.
(vii) The function { ∂2∂x2V ho1 (x, ε)}k with k = 2, 3, ... is a spatially-selective func-
tion. By starting from the function ∂
2
∂x2V
ho
1 (x, ε) of (4.114b) one can calculate
strictly the function [ ∂
2
∂x2V
ho
1 (x, ε)]
k for k > 1. The result is written as
[
∂2
∂x2
V ho1 (x, ε)]
k = Σ3k(L, ε) + (−mω2)kΘ(x− xL, ε)k
+
k∑
j=1
(
k
j
)
(−mω2)k−jQ˜0(x)jΘ(x− xL, ε)k−jδ(x− xL, ε)j
+
k∑
j=1
(
k
j
)
(
mω2x2L
ε2
)j(−mω2)k−j(x−xL−L)jΘ(x−xL, ε)kδ(x−xL−L, ε)j .
(4.115b)
Here the secondary term Σ3k(L, ε) is
Σ3k(L, ε) = Σ
31
k (L, ε) +
k∑
j=2
(
k
j
)
(−mω2)k−jΘ(x− xL, ε)k−jΣ32j (L, ε),
while the secondary terms Σ31k (L, ε) and Σ
32
j (L, ε) are given by
Σ31k (L, ε) =
k∑
l=1
(
k
l
)
exp(− l
2
L2
ε2
)(−mω
2x2L
ε
√
2pi
)lδ(x − xL − L/2, ε/
√
2)l
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×{mω
2x2L
ε2
(x− xL − L)Θ(x− xL, ε)δ(x − xL − L, ε)
+Q˜0(x)δ(x− xL, ε)−mω2Θ(x− xL, ε)}k−l
and
Σ32j (L, ε) =
j−1∑
n=1
(
j
n
)
{(mω
2x2L
ε2
)n(x− xL − L)nQ˜0(x)j−n
×Θ(x− xL, ε)nδ(x− xL − L, ε)nδ(x− xL, ε)j−n},
and the function Q˜0(x) is defined by
Q˜0(x) = −mω
2x2L
ε2
(x− xL)Θ(xL + L− x, ε)− 2mω2x+ mω
2
ε2
x2(x− xL).
Here Θ(xL+L−x, ε)l (l = 1, 2, ...) is a bounded function. A simple calculation
shows that both the terms Σ31k (L, ε) and Σ
32
k (L, ε) are spatially-selective func-
tions, indicating that the term Σ3k(L, ε) is a spatially-selective function. The
term Σ31k (L, ε) is proportional to the Gaussian decaying factors {exp(− l2 L
2
ε2 )}
with l ≥ 1, while the term Σ32j (L, ε) contains {δ(x−xL−L, ε)nδ(x−xL, ε)j−n}
with n ≥ 1 and j − n ≥ 1, which are proportional to the Gaussian decaying
factors {exp{−n(j−n)j
x2L
ε2 }}. Therefore, Σ3k(L, ε) contains the Gaussian decaying
factors and hence it is a secondary term, similar to the term Σ2l (L, ε) in (4.115a).
If the secondary term Σ3k(L, ε) is neglected in (4.115b), then [
∂2
∂x2V
ho
1 (x, ε)]
k con-
sists of 2k + 1 terms, each one of which is a spatially-selective function. Thus,
the function [ ∂
2
∂x2V
ho
1 (x, ε)]
k is a spatially-selective function.
(viii) The function [ ∂
k
∂xk
V ho1 (x, ε)]
n with k > 2 and n > 1 is a spatially-selective
function. By using the function ∂
k
∂xk V
ho
1 (x, ε) of (4.114c) with k > 2 one may
compute strictly the function [ ∂
k
∂xk
V ho1 (x, ε)]
n with k > 2 and n > 1. The result
is given by
[
∂k
∂xk
V ho1 (x, ε)]
n = Σ4nk(L, ε) + Σ
5
nk(L, ε)
+{1
2
mω2x2LHk−1(x, xL, ε)Θ(xL + L− x, ε)
−1
2
mω2x2Hk−1(x, xL, ε)− k(mω2)xHk−2(x, xL, ε)
−1
2
k(k − 1)(mω2)Hk−3(x, xL, ε)}nδ(x− xL, ε)n
+(−1
2
mω2x2L)
n{Hk−1(x, xL+L, ε)}nΘ(x−xL, ε)nδ(x−xL−L, ε)n, (4.115c)
where Σ4nk(L, ε) and Σ
5
nk(L, ε) are given by
Σ4nk(L, ε) =
n−1∑
l=0
(
n
l
)
{Σ1k(L, ε)}n−l
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×{−1
2
mω2x2LHk−1(x, xL + L, ε)Θ(x− xL, ε)δ(x − xL − L, ε)
+
1
2
mω2x2LHk−1(x, xL, ε)Θ(xL + L− x, ε)δ(x − xL, ε)
−mω2[ 1
2
x2Hk−1(x, xL, ε) + kxHk−2(x, xL, ε)
+
1
2
k(k − 1)Hk−3(x, xL, ε)]δ(x− xL, ε)}l
and
Σ5nk(L, ε) =
n−1∑
l=1
(
n
l
)
{−1
2
mω2x2LHk−1(x, xL + L, ε)Θ(x− xL, ε)}n−l
×{1
2
mω2x2LHk−1(x, xL, ε)Θ(xL + L− x, ε)
−mω2[ 1
2
x2Hk−1(x, xL, ε) + kxHk−2(x, xL, ε)
+
1
2
k(k − 1)Hk−3(x, xL, ε)]}lδ(x− xL, ε)lδ(x− xL − L, ε)n−l.
Here the k−order polynomial Hk(x, xc, ε) (xc = xL or xL + L) is defined by
(4.112) and Θ(xL+L−x, ε)l (l = 1, 2, ...) is a bounded function. A simple calcu-
lation shows that both the terms Σ4nk(L, ε) and Σ
5
nk(L, ε) are spatially-selective
functions. The term Σ4nk(L, ε) is controlled by the term Σ
1
k(L, ε) which is pro-
portional to the Gaussian decaying factor exp(− 12 L
2
ε2 ), as shown above. The term
Σ5nk(L, ε) contains {δ(x− xL − L, ε)n−lδ(x− xL, ε)l} with l ≥ 1 and n− l ≥ 1,
which are proportional to the Gaussian decaying factors {exp{− l(n−l)n
x2L
ε2 }}.
Thus, both the terms Σ4nk(L, ε) and Σ
5
nk(L, ε) are secondary, similar to the terms
Σ2l (L, ε) and Σ
3
k(L, ε) above. If the secondary terms Σ
4
nk(L, ε) and Σ
5
nk(L, ε) are
neglected in (4.115c), then [ ∂
k
∂xk V
ho
1 (x, ε)]
n consists of these spatially-selective
functions q(x)δ(x − xL, ε)n, q(x)Θ(xL + L − x, ε)kδ(x − xL, ε)n (1 ≤ k ≤ n),
and q(x)Θ(x−xL, ε)nδ(x−xL−L, ε)n. Thus, the function [ ∂k∂xk V ho1 (x, ε)]n with
k > 2 and n > 1 is a spatially-selective function.
Actually, the first three types (i), (ii), and (iii) of spatially-selective func-
tions are more basic. From them one can deduce the last five groups (iv),
(v), (vi), (vii), and (viii) of spatially-selective functions. With the help of (1)
the first three types of spatially-selective functions, (2) the formulae (3.35) and
(4.111), and (3) the bounded function Θ(y, ε)k that satisfies 0 ≤ Θ(y, ε)k ≤ 1
for k ≥ 1 and y = x−xL or xL+L−x, it can turn out that the product of a pair
of the spatially-selective functions given by (i), (ii), ..., (viii) is still a spatially-
selective function. This important property is often used in the following error
estimation. The following error estimation uses these spatially-selective func-
tions [ ∂
k
∂xk
V ho1 (x, ε)]
n with 5 ≥ k ≥ 0 and 5 ≥ n ≥ 1. Then the number of
the spatially-selective functions is finite and not too large which appear in the
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expansions (4.114) and (4.115) of the functions [ ∂
k
∂xk V
ho
1 (x, ε)]
n with 5 ≥ k ≥ 0
and 5 ≥ n ≥ 1.
In the following error estimation one also meets some specific spatially-
selective functions. It is known above that the amplitude Ω(x) in (4.19) of
the PHAMDOWN laser light beams and its k−order (k = 0, 1, 2, ...) coor-
dinate derivative ∂
k
∂xkΩ(x) are bounded. Then the function Θ(x − xL, ε)Ω(x)
is a spatially-selective function. Besides the function Θ(x − xL, ε)Ω(x) some
important spatially-selective functions related to Θ(x− xL, ε)Ω(x) are given as
follows.
(a) The function [Θ(x−xL, ε)Ω(x)]k with k > 0 is a spatially-selective function.
(b) The k−order coordinate derivative ∂k
∂xk
[Θ(x − xL, ε)Ω(x)] (k ≥ 0) is a
spatially-selective function. Actually, the k−order derivative may be expressed
as
∂k
∂xk
[Θ(x− xL, ε)Ω(x)] = fk(x)Θ(x− xL, ε) + gk(x)δ(x − xL, ε) (4.116)
where fk(x) =
∂k
∂xk
Ω(x) and gk(x) is given by
gk(x) =
k∑
j=1
(
k
j
)
[
∂k−j
∂xk−j
Ω(x)]Hj−1(x, xL, ε).
Here Hl(x, xL, ε) is still defined by (4.112). Since
∂l
∂xlΩ(x) for 0 ≤ l ≤ k is
bounded, the equation (4.116) shows that the k−order derivative ∂k
∂xk
[Θ(x −
xL, ε)Ω(x)] is a spatially-selective function.
(c) The function { ∂k∂xk [Θ(x− xL, ε)Ω(x)]}m is a spatially-selective function. By
starting from the function ∂
k
∂xk
[Θ(x−xL, ε)Ω(x)] of (4.116) and using the formula
(4.111) it can turn out that
{ ∂
k
∂xk
[Θ(x− xL, ε)Ω(x)]}m = fk(x)mΘ(x− xL, ε)m
+
m−1∑
l=0
1√
m− l (
1
ε
√
pi
)m−l−1
(
m
l
)
fk(x)
lgk(x)
m−l
×Θ(x− xL, ε)lδ(x − xL, ε/
√
m− l). (4.117)
The RH side of (4.117) contains m+ 1 terms, each one of which is a spatially-
selective function. This shows that the function { ∂k∂xk [Θ(x− xL, ε)Ω(x)]}m is a
spatially-selective function. The following error estimation uses the spatially-
selective functions { ∂k
∂xk
[Θ(x − xL, ε)Ω(x)]}m with 0 ≤ k ≤ 5 and 1 ≤ m ≤ 5.
Therefore, for these spatially-selective functions the number of the spatially-
selective functions appearing in the expansion (4.117) is finite and not too large.
Now consider a more general norm ||q(x)S(x)Ψ0(x, r, t)|| in which the prod-
uct state Ψ0(x, r, t) is a Gaussian superposition product state. Suppose that
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the Gaussian superposition state Ψ0(x, r, t) is given by (3.14) and (3.15) with
the setting tc = t. Then it is easy to prove that the norm ||q(x)S(x)Ψ0(x, r, t)||
is bounded by
||q(x)S(x)Ψ0(x, r, t)|| ≤
ng∑
k=1
|Agk(t)| × ||q(x)S(x)Ψg0k(x, r, t)||
+
ne∑
k=1
|Aek(t)| × ||q(x)S(x)Ψe0k(x, r, t)||,
where Ψg0k(x, r, t) = Ψ
g
0k(x, t)|g0〉, Ψe0k(x, r, t) = Ψe0k(x, t)|e〉, and both Ψg0k(x, t)
and Ψe0k(x, t) are normalized GWP motional states. If now any k−th normal-
ized GWP state Ψa0k(x, t) with a = g or e has a COM position x
a
ck(t) < xL,
then the norm ||q(x)S(x)Ψa0k(x, r, t)|| has an upper bound that consists of the
two types of basic norms {NBAS1} and {NBAS2}. Therefore, given the finite
integers ng and ne the upper bound of the norm ||q(x)S(x)Ψ0(x, r, t)|| con-
sists of the two types of basic norms {NBAS1} and {NBAS2}. The norm
||q(x)S(x)Ψ0(x, r, t)|| with the Gaussian superposition state Ψ0(x, r, t) is quite
popular in the following error estimation. In particular, here consider the
two such norms: {||q(x)Θ(x − xL, ε) ∂j∂xj Ψ˜µ0 (x, r, t0 + t1/2)||} and {||q(x)δ(x −
xc, εc)
∂j
∂xj Ψ˜
µ
0 (x, r, t0 + t1/2)||} with the derivative order j = 0, 1, 2, .... They
are often met in the following error estimation. When the order j = 0, the
two norms are reduced to ||q(x)Θ(x− xL, ε)Ψ˜µ0 (x, r, t0 + t1/2)|| and ||q(x)δ(x−
xc, εc)Ψ˜
µ
0 (x, r, t0 + t1/2)||, respectively. In this case the former norm has an
upper bound consisting of the basic norms {NBAS2}, while the latter has an
upper bound consisting of the basic norms {NBAS1}. Below consider the gen-
eral case j > 0. The coordinate derivatives { ∂j∂xj Ψ˜µ0 (x, r, t0 + t1/2)} may be
obtained from the two equations (4.110). By using these coordinate derivatives
one can determine the upper bounds of the two norms. For the case µ = CS
the derivative ∂
j
∂xjΨ
C0
0 (x, r, t0 + t1/2) is obtained from (4.110a). Then by using
the derivative it can turn out that the two norms satisfy
||q(x)S(x) ∂
j
∂xj
ΨC00 (x, r, t0 + t1/2)||
≤
j∑
l=0
(
j
l
)
|| ∂
l
∂xl
|g˜0〉|| × ||q(x)Qgj−l(x)S(x)Ψg0(x, t0 + t1/2)||
+
j∑
l=0
(
j
l
)
|| ∂
l
∂xl
|e˜〉|| × ||q(x)Qej−l(x)S(x)Ψe0(x, t0 + t1/2)|| (4.118a)
where the spatially-selective factor S(x) = Θ(x−xL, ε) or δ(x−xc, εc). It already
proves above that both the norms || ∂l
∂xl
|g˜0〉|| and || ∂l∂xl |e˜〉|| are bounded and the
function Qaj−l(x) with a = g or e is a (j − l)−order polynomial in coordinate x
(See (4.109a)). Hereafter the norms || ∂l
∂xl
|g˜0〉|| and || ∂l∂xl |e˜〉|| are considered as
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bounded parameters. Then it is clear that the function q(x)Qaj−l(x)S(x) with
a = g or e is a spatially-selective function. Thus, the RH side of (4.118a) is
a linear combination of 2j + 2 norms, each one of which has an upper bound
consisting of the basic norms {NBAS2}, if S(x) = Θ(x−xL, ε). It is also a linear
combination of 2j+2 norms, each one of which has an upper bound consisting of
the basic norms {NBAS1}, if S(x) = δ(x−xc, εc). Then the inequality (4.118a)
shows that the norm on the LH side of (4.118a) with S(x) = Θ(x − xL, ε) or
δ(x − xc, εc) for the case µ = CS has an upper bound consisting of the basic
norms {NBAS2} or {NBAS1}. Here the number of the basic norms {NBAS1}
or {NBAS2} depends on the order of the polynomial q(x)Qaj−l(x) in coordinate
x. If q(x)Qaj−l(x) is a ka−order polynomial, then the number is ka + 1 at most
for each norm on the RH side of (4.118a). Similarly, for the case µ = S the
derivative ∂
j
∂xj Ψ˜
S
0 (x, r, t0 + t1/2) is obtained from (4.110b). Then by using the
derivative one can prove that the two norms satisfy
||q(x)S(x) ∂
j
∂xj
Ψ˜S0 (x, r, t0 + t1/2)||
≤
j∑
l=0
(
j
l
)
|| ∂
l
∂xl
|e˜〉|| × ||q(x)Qgj−l(x,+ϕ(x, γ))S(x)Ψg0(x, t0 + t1/2)||
+
j∑
l=0
(
j
l
)
|| ∂
l
∂xl
|g˜0〉|| × ||q(x)Qej−l(x,−ϕ(x, γ))S(x)Ψe0(x, t0 + t1/2)||.
(4.118b)
Here Qaj−l(x,±ϕ(x, γ)) with a = g or e is a (j − l)−order polynomial in coordi-
nate x, as shown in (4.109b). Therefore, the function q(x)Qaj−l(x,±ϕ(x, γ))S(x)
is a spatially-selective function. Note that both the norms | ∂l
∂xl
|g˜0〉|| and || ∂l∂xl |e˜〉||
are bounded parameters. The RH side of (4.118b) is therefore a linear combi-
nation of 2j+2 norms, each one of which has an upper bound consisting of the
basic norms {NBAS2}, if S(x) = Θ(x − xL, ε). It is also a linear combination
of 2j+2 norms, each of which has an upper bound consisting of the basic norms
{NBAS1}, if S(x) = δ(x−xc, εc). This indicates that the norm on the LH side
of (4.118b) with S(x) = Θ(x− xL, ε) or δ(x− xc, εc) for the case µ = S has an
upper bound consisting of the basic norms {NBAS2} or {NBAS1}. Here the
number of the basic norms {NBAS1} or {NBAS2} depends on the order of
the polynomial q(x)Qaj−l(x,±ϕ(x, γ)) in coordinate x. If q(x)Qaj−l(x,±ϕ(x, γ))
is a ka−order polynomial, then the number is (ka + 1) at most for each norm
on the RH side of (4.118b).
More generally, for a general spatially-selective function S(x) the norm
||q(x)S(x) ∂j∂xj Ψ˜µ0 (x, r, t0 + t1/2)|| with j = 0, 1, 2, ... and µ = CS or S has
an upper bound consisting of the basic norms {NBAS1} and/or {NBAS2}.
These results will be used below to prove that the six norms on the RH side
of (4.105) have upper bounds consisting of the basic norms {NBAS1} and/or
{NBAS2}.
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(B) The upper bound of the norm ||Qλ(x, p, t3)Ψµ0 (x, r, t0 + t1/2)|| with
µ = CS
Now begin to calculate the norms {||Qλ(x, p, t3)Ψµ0 (x, r, t0+t1/2)||} in (4.105).
The case µ = CS is first considered. The product state ΨCS0 (x, r, t0 + t1/2) in
the norms is expressed as (4.106a) with the label µ = CS, here the function
FCS0 is given by (4.106b) and Ψ˜
CS
0 (x, r, t0 + t1/2) is equal to Ψ
C0
0 (x, r, t0 +
t1/2), as shown in (4.106c). There are six norms on the RH side of (4.105)
to be computed for the case µ = CS. It is easy to calculate the first norm
||Fλ5 (x, t3)ΨCS0 (x, r, t0 + t1/2)|| on the RH side of (4.105) with the index l = 0.
It can turn out that this norm satisfies
||Fλ5 (x, t3)FCS0 ΨC00 (x, r, t0 + t1/2)||
≤ 2( 1
4ℏ
t1)
2||Fλ5 (x, t3)[Θ(x− xL, ε)Ω(x)]2ΨC00 (x, r, t0 + t1/2)||
+2(
1
2ℏ
t1)
2||Fλ5 (x, t3)V ho1 (x, ε)2ΨC00 (x, r, t0 + t1/2)||
+ (
1
ℏ
t1)||Fλ5 (x, t3)V ho1 (x, ε)ΨC00 (x, r, t0 + t1/2)|| (4.119)
where the inequality below is already used:
1− cos[ 1
ℏ
t1V
ho
1 (x, ε)] cos[
1
2ℏ
t1Θ(x− xL, ε)Ω(x)]
≤ 2[ 1
2ℏ
t1V
ho
1 (x, ε)]
2 + 2[
1
4ℏ
t1Θ(x− xL, ε)Ω(x)]2.
The functions V ho1 (x, ε)
l with l = 1 and 2 are spatially-selective functions, as
shown in (4.113), and so is [Θ(x−xL, ε)Ω(x)]2. As shown in (4.101), the function
Fλ5 (x, t3) is a polynomial in coordinate x with order not more than five. The
norms |||g˜0〉|| = 1 and |||e˜〉|| = 1 because both the superposition states |g˜0〉 and
|e˜〉 are normalized. The product state ΨC00 (x, r, t0 + t1/2) is given by (4.89a).
Then it can turn out that each one of the three norms on the RH side of (4.119)
can be reduced to a linear combination of the basic norms {NBAS2}, indicating
that the first norm on the RH side of (4.105) has an upper bound consisting of
the basic norms {NBAS2}.
It also is easy to calculate the second norm ||Fλ4 (x, t3)pΨCS0 (x, r, t0 + t1/2)||
on the RH side of (4.105) with l = 1. With the help of (4.107) it can turn out
that this norm is bounded by
||Fλ4 (x, t3)pΨCS0 (x, r, t0 + t1/2)|| ≤ ℏ||Fλ4 (x, t3)(
∂
∂x
FCS0 )Ψ
C0
0 (x, r, t0 + t1/2)||
+ ℏ||Fλ4 (x, t3)FCS0
∂
∂x
ΨC00 (x, r, t0 + t1/2)||. (4.120)
It is easy to calculate the first-order coordinate derivative ( ∂∂xF
CS
0 ) by using
the function FCS0 of (4.106b). This derivative is a spatially-selective function.
It may be expressed as
∂
∂x
FCS0 = −(
1
ℏ
t1) exp[−i1
ℏ
t1V
ho
1 (x, ε)]
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×{i[ ∂
∂x
V ho1 (x, ε)] cos[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1]
+
1
2
∂
∂x
[Θ(x− xL, ε)Ω(x)] sin[ 1
2ℏ
Θ(x− xL, ε)Ω(x)t1]}. (4.121)
It results in that the first norm on the RH side of (4.120) is bounded by
||Fλ4 (x, t3)(
∂
∂x
FCS0 )Ψ
C0
0 (x, r, t0 + t1/2)||
≤ ( 1
ℏ
t1)||Fλ4 (x, t3)[
∂
∂x
V ho1 (x, ε)]Ψ
C0
0 (x, r, t0 + t1/2)||
+ (
1
2ℏ
t1)||Fλ4 (x, t3)
∂
∂x
[Θ(x− xL, ε)Ω(x)]ΨC00 (x, r, t0 + t1/2)||. (4.122)
Here ∂∂xV
ho
1 (x, ε) and
∂
∂x [Θ(x− xL, ε)Ω(x)] are spatially-selective functions, as
shown in (4.114a) and (4.116), respectively. The function Fλ4 (x, t3) is a polyno-
mial in coordinate x with order not more than four, as shown in (4.101). Then
each one of the two norms on the RH side of (4.122) can be reduced to a linear
combination of the basic norms {NBAS1} and {NBAS2}. Thus, the inequality
(4.122) shows that the first norm on the RH side of (4.120) has an upper bound
that can be expressed as a linear combination of the basic norms {NBAS1}
and {NBAS2}. On the other hand, by using the function FCS0 of (4.106b) it
can turn out that the second norm on the RH side of (4.120) is bounded by
||Fλ4 (x, t3)FCS0
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
≤ 2( 1
4ℏ
t1)
2||Fλ4 (x, t3)[Θ(x− xL, ε)Ω(x)]2
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
+2(
1
2ℏ
t1)
2||Fλ4 (x, t3)V ho1 (x, ε)2
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
+ (
1
ℏ
t1)||Fλ4 (x, t3)V ho1 (x, ε)
∂
∂x
ΨC00 (x, r, t0 + t1/2)||. (4.123)
This inequality is similar to that one of (4.119). Actually, it is equal to the
inequality (4.119) if one makes the replacement Fλ5 (x, t3) ↔ Fλ4 (x, t3) and
ΨC00 (x, r, t0 + t1/2)↔ ∂∂xΨC00 (x, r, t0 + t1/2) in (4.119). Generally, the k−order
coordinate derivative ∂
k
∂xk
ΨC00 (x, r, t0 + t1/2) (k = 0, 1, 2, ...) can be computed
by the formula (4.110a). It can be reduced to a combination of the motional
states {Ψa0(x, t0 + t1/2)},
∂k
∂xk
ΨC00 (x, r, t0 + t1/2) = Ψ
g
0(x, t0 + t1/2)Φ
g
k(x, r, t0 + t1/2)
+ Ψe0(x, t0 + t1/2)Φ
e
k(x, r, t0 + t1/2). (4.123a)
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Here Φak(x, r, t0+ t1/2) with a = g or e is the superposition of the internal states
|g0〉 and |e〉. It may be called the internal superposition state. It is generally
determined from (4.110a),
Φak(x, r, t0 + t1/2) =
k∑
l=0
(
k
l
)
(
∂l
∂xl
|a˜〉)Qak−l(x) (4.123b)
where |a˜〉 = |g˜0〉 if the index a = g and |a˜〉 = |e˜〉 if the index a = e. In
particular, when k = 0, the equation (4.123a) is reduced to (4.89a). Then one
has Φg0(x, r, t0+ t1/2) = |g˜0〉 and Φe0(x, r, t0+ t1/2) = |e˜〉. For k = 1 the internal
superposition state is given by
Φa1(x, r, t0 + t1/2) = Q
a
1(x)|a˜〉+Qa0(x)(
∂
∂x
|a˜〉). (4.123c)
Since the norm || ∂l
∂xl
|a˜〉|| is a bounded parameter and Qal (x) is a l−order poly-
nomial in coordinate x (l = 0, 1, 2, ...), the two equations (4.123a) and (4.123c)
lead to that each one of the three norms on the RH side of (4.123) can be
reduced to a linear sum of the four norms, as shown in (4.118a). Actually, each
norm on the RH side of (4.123) can be reduced as follows:
||Fλ4 (x, t3)S(x)
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
≤ ||(|g˜0〉)|| × ||Fλ4 (x, t3)Qg1(x)S(x)Ψg0(x, t0 + t1/2)||
+||( ∂
∂x
|g˜0〉)|| × ||Fλ4 (x, t3)Qg0(x)S(x)Ψg0(x, t0 + t1/2)||
+||(|e˜〉)|| × ||Fλ4 (x, t3)Qe1(x)S(x)Ψe0(x, t0 + t1/2)||
+ ||( ∂
∂x
|e˜〉)|| × ||Fλ4 (x, t3)Qe0(x)S(x)Ψe0(x, t0 + t1/2)|| (4.123d)
where the spatially-selective function S(x) = [Θ(x − xL, ε)Ω(x)]2, V ho1 (x, ε)2,
or V ho1 (x, ε). Each one of the four norms on the RH side of (4.123d) has an
upper bound consisting of the basic norms {NBAS2}, because the spatially-
selective function S(x) contains only the spatially-selective factor Θ(x − xL, ε)
and Fλ4 (x, t3)Q
a
l (x) with a = g or e and l = 0 or 1 is a polynomial in coordinate
x with order not more than five. Note that the norms || ∂l∂xl |g˜0〉|| and || ∂
l
∂xl |e˜〉||
for l = 0, 1 are bounded parameters. Then the inequality (4.123d) shows
that each norm on the RH side of (4.123) has an upper bound consisting of
the basic norms {NBAS2}. Therefore, all the three norms on the RH side of
(4.123) can be reduced to the linear combinations of the basic norms {NBAS2},
respectively. Then the inequality (4.123) indicates that the second norm on the
RH side of (4.120) has an upper bound consisting of the basic norms {NBAS2}.
It is already shown by the inequality (4.122) that the first norm on the RH
side of (4.120) has an upper bound consisting of the basic norms {NBAS1}
and {NBAS2}. Since now both the norms on the RH side of (4.120) have
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upper bounds consisting of the basic norms {NBAS1} and/or {NBAS2}, the
inequality (4.120) indicates that the second norm on the RH side of (4.105) has
an upper bound consisting of the basic norms {NBAS1} and {NBAS2}.
The third norm on the RH side of (4.105) with l = 2 is ||Fλ3 (x, t3)p2ΨCS0 (x, r,
t0 + t1/2)||. With the help of (4.107) it can turn out that the norm is bounded
by
||Fλ3 (x, t3)p2ΨCS0 (x, r, t0+ t1/2)|| ≤ ℏ2||Fλ3 (x, t3)(
∂2
∂x2
FCS0 )Ψ
C0
0 (x, r, t0+ t1/2)||
+2ℏ2||Fλ3 (x, t3)(
∂
∂x
FCS0 )
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
+ ℏ2||Fλ3 (x, t3)FCS0
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)||. (4.124)
Here the function Fλ3 (x, t3) is a polynomial in coordinate x with order not more
than three, as shown in (4.101). The second norm on the RH side of (4.124) can
be simply calculated. It can be calculated in a similar way that one calculates
the norm on the LH side of (4.122) above. Actually, if in the inequality (4.122)
one makes the replacement Fλ4 (x, t3) ↔ Fλ3 (x, t3) and ΨC00 (x, r, t0 + t1/2) ↔
∂
∂xΨ
C0
0 (x, r, t0 + t1/2), then one finds that the second norm on the RH side of
(4.124) obeys the inequality (4.122),
||Fλ3 (x, t3)(
∂
∂x
FCS0 )
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
≤ ( 1
ℏ
t1)||Fλ3 (x, t3)[
∂
∂x
V ho1 (x, ε)]
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
+ (
1
2ℏ
t1)||Fλ3 (x, t3)
∂
∂x
[Θ(x− xL, ε)Ω(x)] ∂
∂x
ΨC00 (x, r, t0 + t1/2)||. (4.124a)
Here the derivative ∂∂xΨ
C0
0 (x, r, t0 + t1/2) is given by the formula (4.123a) with
the internal superposition state Φa1(x, r, t0 + t1/2) of (4.123c). Now one can
find that each norm on the RH side of (4.124a) obeys the inequality (4.123d)
if one makes the replacement Fλ4 (x, t3) ↔ Fλ3 (x, t3) and lets the spatially-
selective function S(x) = ∂∂xV
ho
1 (x, ε) or
∂
∂x [Θ(x−xL, ε)Ω(x)] in (4.123d). Then
such modified inequality of (4.123d) leads to that each norm on the RH side
of (4.124a) can be reduced to the four norms, each of which has an upper
bound consisting of the basic norms {NBAS1} and {NBAS2}, because now
the spatially-selective function S(x) contains both the spatially-selective fac-
tors Θ(x − xL, ε) and δ(x − xc, εc). Therefore, the inequality (4.124a) shows
that the second norm on the RH side of (4.124) has an upper bound consist-
ing of the basic norms {NBAS1} and {NBAS2}. Similarly, the third norm
on the RH side of (4.124) obeys the inequality (4.119) if there is the replace-
ment Fλ5 (x, t3) ↔ Fλ3 (x, t3) and ΨC00 (x, r, t0 + t1/2) ↔ ∂
2
∂x2Ψ
C0
0 (x, r, t0 + t1/2)
in (4.119),
||Fλ3 (x, t3)FCS0
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)||
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≤ 2( 1
4ℏ
t1)
2||Fλ3 (x, t3)[Θ(x− xL, ε)Ω(x)]2
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)||
+2(
1
2ℏ
t1)
2||Fλ3 (x, t3)V ho1 (x, ε)2
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)||
+ (
1
ℏ
t1)||Fλ3 (x, t3)V ho1 (x, ε)
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)||. (4.124b)
Here the second-order derivative ∂
2
∂x2Ψ
C0
0 (x, r, t0 + t1/2) is given by the formula
(4.123a), where the internal superposition state Φa2(x, r, t0+ t1/2) of (4.123b) is
explicitly given by
Φa2(x, r, t0 + t1/2) = Q
a
2(x)|a˜〉+ 2Qa1(x)
∂
∂x
|a˜〉+Qa0(x)
∂2
∂x2
|a˜〉. (4.124c)
Now by using the derivative ∂
2
∂x2Ψ
C0
0 (x, r, t0+t1/2) of (4.123a) with Φ
a
2(x, r, t0+
t1/2) of (4.124c) each norm on the RH side of (4.124b) can be further reduced
to the form
||Fλ3 (x, t3)S(x)
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)||
≤
2∑
l=0
(
2
l
)
||( ∂
l
∂xl
|g˜0〉)|| × ||Fλ3 (x, t3)Qg2−l(x)S(x)Ψg0(x, t0 + t1/2)||
+
2∑
l=0
(
2
l
)
||( ∂
l
∂xl
|e˜〉)|| × ||Fλ3 (x, t3)Qe2−l(x)S(x)Ψe0(x, t0 + t1/2)||, (4.124d)
where the spatially-selective function S(x) = [Θ(x − xL, ε)Ω(x)]2, V ho1 (x, ε)2,
or V ho1 (x, ε). This inequality is really a special instance of (4.118a). Note that
the norms | ∂l
∂xl
|g˜0〉|| and || ∂l∂xl |e˜〉|| for l = 0, 1, 2 are bounded parameters and
Fλ3 (x, t3)Q
a
2−l(x) with a = g or e and l = 0, 1, 2 is a polynomial in coordinate x
with order not more than five. Therefore, each norm on the RH side of (4.124b)
is reduced to a combination of six norms on the RH side of (4.124d), each one
of which has an upper bound consisting of the basic norms {NBAS2}, because
here the spatially-selective function S(x) contains only Θ(x − xL, ε). Then the
inequality (4.124b) shows that the third norm on the RH side of (4.124) has
an upper bound consisting of the basic norms {NBAS2}. Now one needs to
calculate explicitly the first norm on the RH side of (4.124). Here the second-
order derivative ∂
2
∂x2F
CS
0 can be calculated directly by using the function F
CS
0
of (4.106b). Then by using the derivative to calculate further the norm one
obtains
||Fλ3 (x, t3)(
∂2
∂x2
FCS0 )Ψ
C0
0 (x, r, t0 + t1/2)||
≤ ( 1
ℏ
t1)||Fλ3 (x, t3)[
∂2
∂x2
V ho1 (x, ε)]Ψ
C0
0 (x, r, t0 + t1/2)||
+(
1
ℏ
t1)
2||Fλ3 (x, t3)[
∂
∂x
V ho1 (x, ε)]
2ΨC00 (x, r, t0 + t1/2)||
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+(
1
ℏ
t1)
2||Fλ3 (x, t3)[
∂
∂x
V ho1 (x, ε)](
∂
∂x
[Θ(x− xL, ε)Ω(x)])ΨC00 (x, r, t0 + t1/2)||
+(
1
2ℏ
t1)||Fλ3 (x, t3)(
∂2
∂x2
[Θ(x− xL, ε)Ω(x)])ΨC00 (x, r, t0 + t1/2)||
+ (
1
2ℏ
t1)
2||Fλ3 (x, t3)(
∂
∂x
[Θ(x− xL, ε)Ω(x)])2ΨC00 (x, r, t0 + t1/2)||. (4.125)
The functions ∂
2
∂x2V
ho
1 (x, ε) and [
∂
∂xV
ho
1 (x, ε)]
k for k = 1 and 2 are spatially-
selective functions. This can be seen in (4.114b), (4.114a), and (4.115a). On the
other hand, it is known from (4.116) that the function ∂
2
∂x2 [Θ(x − xL, ε)Ω(x)]
is a spatially-selective function and it follows from (4.117) that the functions
( ∂∂x [Θ(x− xL, ε)Ω(x)])k with k = 1 and 2 are also spatially-selective functions.
The product of the two spatially-selective functions [ ∂∂xV
ho
1 (x, ε)] and (
∂
∂x [Θ(x−
xL, ε)Ω(x)]) is also a spatially-selective function. These show that each one of
the norms on the RH side of (4.125) has an upper bound that can be expressed
as a linear combination of the basic norms {NBAS1} and {NBAS2}, indicating
that the first norm on the RH side of (4.124) also has an upper bound consisting
of the basic norms {NBAS1} and {NBAS2}. Now all the three norms on the
RH side of (4.124) are proven to have upper bounds consisting of the basic
norms {NBAS1} and/or {NBAS2}. This indicates that the third norm on the
RH side of (4.105) indeed has an upper bound consisting of the basic norms
{NBAS1} and {NBAS2}.
Now calculate the fourth norm on the RH side of (4.105). It can turn out
by using (4.107) that the norm is bounded by
||Fλ2 (x, t3)p3ΨCS0 (x, r, t0+t1/2)|| ≤ ℏ3{||Fλ2 (x, t3)(
∂3
∂x3
FCS0 )Ψ
C0
0 (x, r, t0+t1/2)||
+3||Fλ2 (x, t3)(
∂2
∂x2
FCS0 )
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
+3||Fλ2 (x, t3)(
∂
∂x
FCS0 )
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)||
+ ||Fλ2 (x, t3)FCS0
∂3
∂x3
ΨC00 (x, r, t0 + t1/2)||}. (4.126)
Here the function Fλ2 (x, t3) is a polynomial in coordinate x with order not
more than two, as shown in (4.101). One needs to calculate all the four norms
on the RH side of the inequality (4.126). The last norm on the RH side of
(4.126) satisfies the inequality (4.119) if one makes the replacement Fλ5 (x, t3)↔
Fλ2 (x, t3) and Ψ
C0
0 (x, r, t0+ t1/2)↔ ∂
3
∂x3Ψ
C0
0 (x, r, t0+ t1/2) in (4.119). Here the
third-order derivative ∂
3
∂x3Ψ
C0
0 (x, r, t0 + t1/2) is given by (4.123a), where the
internal superposition state Φa3(x, r, t0 + t1/2) of (4.123b) is given by
Φa3(x, r, t0 + t1/2) = Q
a
3(x)|a˜〉+ 3Qa2(x)
∂
∂x
|a˜〉
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+ 3Qa1(x)
∂2
∂x2
|a˜〉+Qa0(x)
∂3
∂x3
|a˜〉. (4.126a)
There are three norms on the RH side of this modified inequality of (4.119),
each one of which satisfies the inequality (4.118a):
||Fλ2 (x, t3)S(x)
∂3
∂x3
ΨC00 (x, r, t0 + t1/2)||
≤
3∑
l=0
(
3
l
)
||( ∂
l
∂xl
|g˜0〉)|| × ||Fλ2 (x, t3)Qg3−l(x)S(x)Ψg0(x, t0 + t1/2)||
+
3∑
l=0
(
3
l
)
||( ∂
l
∂xl
|e˜〉)|| × ||Fλ2 (x, t3)Qe3−l(x)S(x)Ψe0(x, t0 + t1/2)||, (4.126b)
where the spatially-selective function S(x) = [Θ(x − xL, ε)Ω(x)]2, V ho1 (x, ε)2,
or V ho1 (x, ε). Note that the norms || ∂
l
∂xl
|g˜0〉|| and || ∂l∂xl |e˜〉|| for 0 ≤ l ≤ 3 are
bounded parameters and Fλ2 (x, t3)Q
a
3−l(x) is a polynomial in coordinate x with
order not more than five. The RH side of (4.126b) has eight norms, each one
of which has an upper bound consisting of the basic norms {NBAS2}, because
here the spatially-selective function S(x) contains only Θ(x − xL, ε). Then the
norm on the LH side of (4.126b) has an upper bound consisting of the basic
norms {NBAS2}, indicating that the last norm on the RH side of (4.126) has an
upper bound consisting of the basic norms {NBAS2}. Now the third norm on
the RH side of (4.126) satisfies the inequality (4.122) if one makes the replace-
ment Fλ4 (x, t3) ↔ Fλ2 (x, t3) and ΨC00 (x, r, t0 + t1/2) ↔ ∂
2
∂x2Ψ
C0
0 (x, r, t0 + t1/2)
in (4.122). Here the derivative ∂
2
∂x2Ψ
C0
0 (x, r, t0 + t1/2) is given by (4.123a)
with the internal superposition state Φa2(x, r, t0 + t1/2) of (4.124c). There
are two norms on the RH side of this modified inequality of (4.122), each
one of which is given by ||Fλ2 (x, t3)S(x) ∂
2
∂x2Ψ
C0
0 (x, r, t0 + t1/2)||, where the
spatially-selective function S(x) = ∂∂xV
ho
1 (x, ε) or
∂
∂x [Θ(x − xL, ε)Ω(x)]. One
can find that such a norm satisfies the inequality (4.124d) with the replacement
Fλ3 (x, t3) ↔ Fλ2 (x, t3). It follows from this modified inequality of (4.124d) that
the norm can be reduced to a combination of six norms, each one of which has
an upper bound consisting of the basic norms {NBAS1} and {NBAS2} due
to that the current spatially-selective function S(x) contains both Θ(x− xL, ε)
and δ(x − xc, εc). Therefore, this shows that the third norm on the RH side
of (4.126) has an upper bound consisting of the basic norms {NBAS1} and
{NBAS2}. Similarly, the second norm on the RH side of (4.126) satisfies
the inequality (4.125) if one makes the replacement Fλ3 (x, t3) ↔ Fλ2 (x, t3) and
ΨC00 (x, r, t0 + t1/2) ↔ ∂∂xΨC00 (x, r, t0 + t1/2) in (4.125). Here the derivative
∂
∂xΨ
C0
0 (x, r, t0 + t1/2) is given by (4.123a) with the internal superposition state
Φa1(x, r, t0 + t1/2) of (4.123c). It can be found that there are five norms on the
RH side of the modified inequality of (4.125), each one of which may be writ-
ten as ||Fλ2 (x, t3)S(x) ∂∂xΨC00 (x, r, t0+ t1/2)||, where the spatially-selective func-
tion S(x) = ∂
2
∂x2V
ho
1 (x, ε), [
∂
∂xV
ho
1 (x, ε)]
2, [ ∂∂xV
ho
1 (x, ε)](
∂
∂x [Θ(x − xL, ε)Ω(x)]),
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( ∂
2
∂x2 [Θ(x− xL, ε)Ω(x)]), or ( ∂∂x [Θ(x− xL, ε)Ω(x)])2. One can further find that
such a norm satisfies the inequality (4.123d) with the replacement Fλ4 (x, t3)↔
Fλ2 (x, t3). Then this modified inequality of (4.123d) shows that the norm can be
reduced to a combination of four norms, each one of which has an upper bound
consisting of the basic norms {NBAS1} and {NBAS2} due to that the current
spatially-selective function S(x) contains both Θ(x − xL, ε) and δ(x − xc, εc).
These show that the second norm on the RH side of (4.126) has an upper bound
consisting of the basic norms {NBAS1} and {NBAS2}. Below one calculates
explicitly the first norm on the RH side of (4.126). At first the derivative
∂3
∂x3F
CS
0 is computed explicitly by using the function F
CS
0 of (4.106b). Then by
using the derivative it can turn out that this norm satisfies the inequality:
||Fλ2 (x, t3)(
∂3
∂x3
FCS0 )Ψ
C0
0 (x, r, t0 + t1/2)|| ≤ NA4 +NB4 +NC4. (4.127)
All the three terms NA4, NB4, and NC4 on the RH side of (4.127) are non-
negative. They are given below. The term NA4 is given by
NA4 =
∑
k,l,m,n
β4A(k, l,m, n)||Fλ2 (x, t3)[
∂k
∂xk
V ho1 (x, ε)]
m
× [ ∂
l
∂xl
V ho1 (x, ε)]
nΨC00 (x, r, t0 + t1/2)||. (4.128)
There are only three non-zero parameters {β4A(k, l,m, n)} in (4.128). Moreover,
these three parameters are non-negative. They are given by β4A(3, 0, 1, 0) =
( 1
ℏ
t1), β
4
A(1, 2, 1, 1) = 3(
1
ℏ
t1)
2, and β4A(1, 0, 3, 0) = (
1
ℏ
t1)
3. This shows that each
one of these parameters is proportional to (t1/ℏ)
µ with the integer µ in between
1 and 3 (i.e., µ ∈ [1, 3]) and hence it can be controlled by the time t1. The term
NB4 may be written as
NB4 =
∑
k,l,m,n
β4B(k, l,m, n)||Fλ2 (x, t3)[
∂k
∂xk
V ho1 (x, ε)]
m
× { ∂
l
∂xl
[Θ(x− xL, ε)Ω(x)]}nΨC00 (x, r, t0 + t1/2)||. (4.129)
There are only four non-zero parameters {β4B(k, l,m, n)} in (4.129). They
are non-negative and given by β4B(2, 1, 1, 1) = β
4
B(1, 2, 1, 1) =
3
2 (
1
ℏ
t1)
2 and
β4B(1, 1, 2, 1) = 2β
4
B(1, 1, 1, 2) =
3
2 (
1
ℏ
t1)
3. The term NC4 is given by
NC4 =
∑
k,l,m,n
β4C(k, l,m, n)||Fλ2 (x, t3){
∂k
∂xk
[Θ(x− xL, ε)Ω(x)]}m
× { ∂
l
∂xl
[Θ(x− xL, ε)Ω(x)]}nΨC00 (x, r, t0 + t1/2)||. (4.130)
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There are only three non-zero parameters {β4C(k, l,m, n)} in (4.130). They
are non-negative and given by β4C(3, 0, 1, 0) = (
1
2ℏ t1), β
4
C(1, 2, 1, 1) = 3(
1
2ℏ t1)
2,
β4C(1, 0, 3, 0) = (
1
2ℏ t1)
3. It is clear that all these indices (k, l, m, n) satisfy 0 ≤ k,
l, m, n ≤ 3, k+l > 0, andm+n > 0 for those terms with non-zero parameters in
these three terms NA4, NB4, and NC4. This really means that there is always
a spatially-selective function inside every norm of these three terms. It can be
found from (4.128), (4.129), and (4.130) that there appear only the two types of
the spatially-selective functions [ ∂
k
∂xk
V ho1 (x, ε)]
m and { ∂k
∂xk
[Θ(x− xL, ε)Ω(x)]}m
in the three terms NA4, NB4, and NC4, here k > 0 and m > 0.
Now investigate the three norms of the term NA4 on the RH side of (4.128).
Each one of the three norms inside contains the spatially-selective function
S(x) = [ ∂
k
∂xk
V ho1 (x, ε)]
m[ ∂
l
∂xl
V ho1 (x, ε)]
n, which is the product of the two spatially-
selective functions [ ∂
k
∂xk V
ho
1 (x, ε)]
m and [ ∂
l
∂xlV
ho
1 (x, ε)]
n, here 0 ≤ k, l, m, n ≤
3 and 0 < m + n ≤ 3. In the previous subsection (A) the three formulae
(4.114) show that the functions ∂∂xV
ho
1 (x, ε),
∂2
∂x2V
ho
1 (x, ε), and
∂k
∂xk
V ho1 (x, ε)
with k > 2 consist of four, five, and three spatially-selective functions, re-
spectively, here the relevant secondary terms are already neglected. It also is
known from the three formulae (4.115) that the function [ ∂
k
∂xk
V ho1 (x, ε)]
m with
k > 0 and m > 1 consists of 2m + 1 spatially-selective functions at most af-
ter the relevant secondary terms are neglected. These together show that the
function [ ∂
k
∂xk V
ho
1 (x, ε)]
m with k > 0 and m ≥ 1 is a spatially-selective func-
tion and moreover, the product function [ ∂
k
∂xk
V ho1 (x, ε)]
m[ ∂
l
∂xl
V ho1 (x, ε)]
n may
be expanded as a sum of a few spatially-selective functions after the rele-
vant secondary terms are neglected, because here 0 ≤ k, l, m, n ≤ 3 and
0 < m + n ≤ 3. This means that each one of the three norms of the term
NA4 in (4.128) can be further reduced to a linear combination of the basic
norms {NBAS1} and {NBAS2}. Thus, the equation (4.128) shows that the
term NA4 has an upper bound that is composed of the basic norms {NBAS1}
and {NBAS2}. On the other hand, it is known from (4.116) that the function
∂k
∂xk
[Θ(x − xL, ε)Ω(x)] with k > 0 consists of two spatially-selective functions,
and it is also known from (4.117) that the function { ∂k∂xk [Θ(x − xL, ε)Ω(x)]}m
for k > 0 and m > 1 consists of m + 1 spatially-selective functions. These
together show that the function { ∂k
∂xk
[Θ(x− xL, ε)Ω(x)]}m for k ≥ 1 and m ≥ 1
is a spatially-selective function. Now as can be seen in (4.129), each one of
the four norms of the term NB4 inside contains the spatially-selective function
which is the product of the two spatially-selective functions [ ∂
k
∂xk V
ho
1 (x, ε)]
m and
{ ∂l
∂xl
[Θ(x−xL, ε)Ω(x)]}n, here 0 ≤ k, l, m, n ≤ 3 and 0 < m+n ≤ 3. Then the
product function [ ∂
k
∂xk V
ho
1 (x, ε)]
m{ ∂l∂xl [Θ(x−xL, ε)Ω(x)]}n may be expanded as
a sum of a few spatially-selective functions after the relevant secondary terms
are neglected. Therefore, the equation (4.129) shows that the upper bound of
the term NB4 can be expressed as a linear combination of the basic norms
{NBAS1} and {NBAS2}. Similarly, each one of the three norms of the term
NC4 in (4.130) inside contains the spatially-selective function, which is the
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product of the two spatially-selective functions { ∂k∂xk [Θ(x − xL, ε)Ω(x)]}m and
{ ∂l
∂xl
[Θ(x − xL, ε)Ω(x)]}n. This product function may be expanded as a sum
of a few spatially-selective functions, because here 0 ≤ k, l, m, n ≤ 3 and
0 < m + n ≤ 3. Then the equation (4.130) indicates that the upper bound of
the term NC4 may be expressed as a linear combination of the basic norms
{NBAS1} and {NBAS2}. Now all the three terms NA4, NB4, and NC4 on
the RH side of (4.127) are shown to have the upper bounds which are composed
of the basic norms {NBAS1} and {NBAS2}. Then the inequality (4.127) shows
that the upper bound of the first norm on the RH side of (4.126) consists of
the basic norms {NBAS1} and {NBAS2}. Since now all the four norms on
the RH side of (4.126) are shown to have the upper bounds consisting of the
basic norms {NBAS1} and {NBAS2}, the inequality (4.126) indicates that the
fourth norm on the RH side of (4.105) indeed has an upper bound consisting
of the basic norms {NBAS1} and {NBAS2}.
Now calculate the fifth norm on the RH side of (4.105). With the help of
(4.107) it can turn out that the norm is bounded by
||Fλ1 (x, t3)p4ΨCS0 (x, r, t0+t1/2)|| ≤ ℏ4{||Fλ1 (x, t3)(
∂4
∂x4
FCS0 )Ψ
C0
0 (x, r, t0+t1/2)||
+4||Fλ1 (x, t3)(
∂3
∂x3
FCS0 )
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
+6||Fλ1 (x, t3)(
∂2
∂x2
FCS0 )
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)||
+4||Fλ1 (x, t3)(
∂
∂x
FCS0 )
∂3
∂x3
ΨC00 (x, r, t0 + t1/2)||
+ ||Fλ1 (x, t3)FCS0
∂4
∂x4
ΨC00 (x, r, t0 + t1/2)||}. (4.131)
There are five norms on the RH side of (4.131) which will be calculated one
by one below. The last norm on the RH side of (4.131) satisfies the inequality
(4.119) if one makes the replacement Fλ5 (x, t3) ↔ Fλ1 (x, t3) and ΨC00 (x, r, t0 +
t1/2) ↔ ∂4∂x4ΨC00 (x, r, t0 + t1/2) in (4.119). Here the fourth-order derivative
∂4
∂x4Ψ
C0
0 (x, r, t0 + t1/2) is given by (4.123a), where the internal superposition
state Φa4(x, r, t0 + t1/2) of (4.123b) is given by
Φa4(x, r, t0 + t1/2) = Q
a
4(x)|a˜〉+ 4Qa3(x)
∂
∂x
|a˜〉
+ 6Qa2(x)
∂2
∂x2
|a˜〉+ 4Qa1(x)
∂3
∂x3
|a˜〉+Qa0(x)
∂4
∂x4
|a˜〉. (4.131a)
Then the last norm on the RH side of (4.131) is reduced to a linear sum of the
three norms on the RH side of this modified inequality of (4.119), each one of
which satisfies the inequality (4.118a):
||Fλ1 (x, t3)S(x)
∂4
∂x4
ΨC00 (x, r, t0 + t1/2)||
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≤
4∑
l=0
(
4
l
)
||( ∂
l
∂xl
|g˜0〉)|| × ||Fλ1 (x, t3)Qg4−l(x)S(x)Ψg0(x, t0 + t1/2)||
+
4∑
l=0
(
4
l
)
||( ∂
l
∂xl
|e˜〉)|| × ||Fλ1 (x, t3)Qe4−l(x)S(x)Ψe0(x, t0 + t1/2)||, (4.131b)
where the spatially-selective function S(x) = [Θ(x − xL, ε)Ω(x)]2, V ho1 (x, ε)2,
or V ho1 (x, ε). The RH side of (4.131b) has ten norms, each one of which has
an upper bound consisting of the basic norms {NBAS2} due to that here
the spatially-selective function contains only Θ(x − xL, ε). Therefore, the last
norm on the RH side of (4.131) has an upper bound consisting of the ba-
sic norms {NBAS2}. The fourth norm on the RH side of (4.131) satisfies
the inequality (4.122) if one makes the replacement Fλ4 (x, t3) ↔ Fλ1 (x, t3) and
ΨC00 (x, r, t0 + t1/2) ↔ ∂
3
∂x3Ψ
C0
0 (x, r, t0 + t1/2) in (4.122). This leads to that
this fourth norm may be reduced to a linear sum of the two norms on the
RH side of this modified inequality of (4.122), each one of which is given by
||Fλ1 (x, t3)S(x) ∂
3
∂x3Ψ
C0
0 (x, r, t0 + t1/2)|| with S(x) = ∂∂xV ho1 (x, ε) or ∂∂x [Θ(x −
xL, ε)Ω(x)] and obeys the inequality (4.126b) with the replacement F
λ
2 (x, t3)↔
Fλ1 (x, t3). Then according to this modified inequality of (4.126b) each one of
the two norms may be further reduced to a linear sum of eight norms, each
one of which has an upper bound consisting of the basic norms {NBAS1} and
{NBAS2} due to that here the spatially-selective function S(x) contains both
Θ(x−xL, ε) and δ(x−xc, εc). Thus, the fourth norm on the RH side of (4.131)
has an upper bound consisting of the basic norms {NBAS1} and {NBAS2}.
The third norm on the RH side of (4.131) satisfies the inequality (4.125) with the
replacement Fλ3 (x, t3)↔ Fλ1 (x, t3) and ΨC00 (x, r, t0 + t1/2)↔ ∂
2
∂x2Ψ
C0
0 (x, r, t0 +
t1/2). This leads to that this third norm may be reduced to a linear sum of the
five norms on the RH side of this modified inequality of (4.125), each one of
which is given by ||Fλ1 (x, t3)S(x) ∂
2
∂x2Ψ
C0
0 (x, r, t0+t1/2)|| where the five spatially-
selective functions S(x) can be found directly from (4.125) and it also obeys the
inequality (4.124d) with the replacement Fλ3 (x, t3) ↔ Fλ1 (x, t3). Then accord-
ing to this modified inequality of (4.124d) each one of these five norms may be
further reduced to a linear combination of six norms, each one of which has an
upper bound consisting of the basic norms {NBAS1} and {NBAS2}. There-
fore, the third norm on the RH side of (4.131) has an upper bound consisting
of the basic norms {NBAS1} and {NBAS2}. Similarly, the second norm on
the RH side of (4.131) satisfies the inequality (4.127) with the replacement
Fλ2 (x, t3)↔ Fλ1 (x, t3) and ΨC00 (x, r, t0 + t1/2)↔ ∂∂xΨC00 (x, r, t0 + t1/2) :
||Fλ1 (x, t3)(
∂3
∂x3
FCS0 )
∂
∂x
ΨC00 (x, r, t0 + t1/2)|| ≤ NA4′ +NB4′ +NC4′.
Here the current three terms NA4′, NB4′, andNC4′ correspond to the previous
three terms NA4, NB4, and NC4 in (4.127), respectively. They are also cal-
culated by the three modified equations of (4.128), (4.129), and (4.130), respec-
tively, in which Fλ2 (x, t3) and Ψ
C0
0 (x, r, t0 + t1/2) are replaced by F
λ
1 (x, t3) and
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∂
∂xΨ
C0
0 (x, r, t0+t1/2), respectively. Similar to the previous term NA4 of (4.128),
NB4 of (4.129), and NC4 of (4.130) the current three terms NA4′, NB4′, and
NC4′ also contain three, four, and three norms, respectively. Each one of these
ten norms may be formally written as ||Fλ1 (x, t3)S(x) ∂∂xΨC00 (x, r, t0 + t1/2)||,
where the spatially-selective function S(x) is obtained directly from (4.128),
(4.129), and (4.130), and moreover, it obeys the inequality (4.123d) with the
replacement Fλ4 (x, t3) ↔ Fλ1 (x, t3). Thus, according to this modified inequal-
ity of (4.123d) this norm can be reduced to a linear sum of four norms, each
one of which has an upper bound consisting of the basic norms {NBAS1} and
{NBAS2}. Therefore, all the current three terms NA4′, NB4′, and NC4′ have
upper bounds consisting of the basic norms {NBAS1} and {NBAS2}. This
indicates that the second norm on the RH side of (4.131) has an upper bound
that is a linear sum of the basic norms {NBAS1} and {NBAS2}. Now one
needs only to calculate explicitly the first norm on the RH side of (4.131). By
using the function FCS0 of (4.106b) to compute the derivative
∂4
∂x4F
CS
0 it can
turn out that this norm satisfies
||Fλ1 (x, t3)(
∂4
∂x4
FCS0 )Ψ
C0
0 (x, r, t0+t1/2)|| ≤ NA5+NB5+NC5+ND5. (4.132)
Here the four terms NA5, NB5, NC5, and ND5 are given below. The term
NA5 can be expressed as
NA5 =
∑
k,l,m,n
β5A(k, l,m, n)||Fλ1 (x, t3)[
∂k
∂xk
V ho1 (x, ε)]
m
× [ ∂
l
∂xl
V ho1 (x, ε)]
nΨC00 (x, r, t0 + t1/2)||, (4.133)
where only five parameters {β5A(k, l,m, n)} take non-zero values. The termNB5
is given by
NB5 =
∑
k,l,m,n
β5B(k, l,m, n)||Fλ1 (x, t3)[
∂k
∂xk
V ho1 (x, ε)]
m
× { ∂
l
∂xl
[Θ(x− xL, ε)Ω(x)]}nΨC00 (x, r, t0 + t1/2)||, (4.134)
where among these parameters {β5B(k, l,m, n)} there are only eight non-zero
parameters. The term NC5 is written as
NC5 =
∑
k,l,m,n
β5C(k, l,m, n)||Fλ1 (x, t3){
∂k
∂xk
[Θ(x− xL, ε)Ω(x)]}m
× { ∂
l
∂xl
[Θ(x− xL, ε)Ω(x)]}nΨC00 (x, r, t0 + t1/2)||, (4.135)
where among these parameters {β5C(k, l,m, n)} there only five non-zero param-
eters. The indices in (4.133) – (4.135) satisfy 0 ≤ k, l, m, n; 0 < k + l ≤ 4; and
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0 < m + n ≤ 4. All these non-zero parameters {β5λ(k, l,m, n)} with λ = A, B,
and C are non-negative, each one of which is proportional to (t1/ℏ)
µ with the
integer µ ∈ [1, 4]. Thus, these parameters are controllable. The last term ND5
is given by
ND5 = 6(
1
ℏ
t1)
3||Fλ1 (x, t3)[
∂
∂x
V ho1 (x, ε)][
∂2
∂x2
V ho1 (x, ε)]
×( ∂
∂x
[Θ(x− xL, ε)Ω(x)])ΨC00 (x, r, t0 + t1/2)||
+3(
1
ℏ
t1)
3||Fλ1 (x, t3)[
∂
∂x
V ho1 (x, ε)](
∂
∂x
[Θ(x− xL, ε)Ω(x)])
× ( ∂
2
∂x2
[Θ(x− xL, ε)Ω(x)])ΨC00 (x, r, t0 + t1/2)||. (4.136)
Below a detailed investigation is given to the four terms NA5, NB5, NC5,
and ND5. There appear only the two types of the spatially-selective func-
tions [ ∂
k
∂xk V
ho
1 (x, ε)]
m and { ∂k∂xk [Θ(x − xL, ε)Ω(x)]}m in the four terms NA5,
NB5, NC5, and ND5, here k > 0 and m > 0. If one makes the replace-
ment Fλ1 (x, t3) ↔ Fλ2 (x, t3) in every norm inside of the terms NA5, NB5,
and NC5, one will find that the three terms NA5, NB5, and NC5 are for-
mally similar to the three terms NA4, NB4, and NC4 on the RH side of
(4.127), respectively. The term NA5 is similar to the term NA4 of (4.128).
As shown in (4.133), the term NA5 consists of five norms, each one of which
inside contains the spatially-selective function [ ∂
k
∂xk
V ho1 (x, ε)]
m[ ∂
l
∂xl
V ho1 (x, ε)]
n.
This spatially-selective product function may be expanded as a sum of a few
spatially-selective functions, because here 0 ≤ k, l, m, n ≤ 4 and 0 < m+n ≤ 4.
Thus, similar to the term NA4 of (4.128), the term NA5 can be proven to have
an upper bound consisting of the basic norms {NBAS1} and {NBAS2}. The
term NB5 is similar to the term NB4 of (4.129). As shown in (4.134), it con-
sists of eight norms, each one of which contains the spatially-selective function
[ ∂
k
∂xk V
ho
1 (x, ε)]
m{ ∂l∂xl [Θ(x − xL, ε)Ω(x)]}n. This product function also may be
expanded as a sum of a few spatially-selective functions as 0 ≤ k, l, m, n ≤ 4
and 0 < m + n ≤ 4. Therefore, similar to the term NB4 of (4.129), the term
NB5 has an upper bound that is composed of the basic norms {NBAS1} and
{NBAS2}. The term NC5 is similar to the term NC4 of (4.130). As shown in
(4.135), it has five norms, each one of which contains the spatially-selective func-
tion { ∂k∂xk [Θ(x−xL, ε)Ω(x)]}m{ ∂
l
∂xl [Θ(x−xL, ε)Ω(x)]}n. This spatially-selective
product function also can be expanded as a sum of a few spatially-selective
functions as 0 ≤ k, l, m, n ≤ 4 and 0 < m + n ≤ 4. Thus, just like the term
NC4 of (4.130), the term NC5 can be shown to have an upper bound consist-
ing of the basic norms {NBAS1} and {NBAS2}. As shown in (4.136), the
term ND5 has two norms, the first one inside contains the product of three
spatially-selective functions: [ ∂∂xV
ho
1 (x, ε)][
∂2
∂x2V
ho
1 (x, ε)](
∂
∂x [Θ(x−xL, ε)Ω(x)]),
while the second also contains the product of three spatially-selective functions:
[ ∂∂xV
ho
1 (x, ε)](
∂
∂x [Θ(x − xL, ε)Ω(x)])( ∂
2
∂x2 [Θ(x − xL, ε)Ω(x)]). Each one of the
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two (spatially-selective) product functions can be expanded as a sum of a few
spatially-selective functions. Thus, it is easy to prove that the upper bound of
the term ND5 may be expressed as a linear sum of the basic norms {NBAS1}
and {NBAS2}. Now all these four terms NA5, NB5, NC5, and ND5 on the
RH side of (4.132) are shown to have the upper bounds consisting of the basic
norms {NBAS1} and {NBAS2}. Then it follows from the inequality (4.132)
that the upper bound of the first norm on the RH side of (4.131) is composed
of the basic norms {NBAS1} and {NBAS2}. Since now all the five norms
on the RH side of (4.131) are shown to have the upper bounds consisting of
the two types of basic norms {NBAS1} and {NBAS2}, the inequality (4.131)
shows that the fifth norm on the RH side of (4.105) indeed has an upper bound
consisting of the basic norms {NBAS1} and {NBAS2}.
With the help of (4.107) it can turn out that the last norm on the RH side
of (4.105) is bounded by
||Fλ0 (x, t3)p5ΨCS0 (x, r, t0+t1/2)|| ≤ ℏ5{||Fλ0 (x, t3)(
∂5
∂x5
FCS0 )Ψ
C0
0 (x, r, t0+t1/2)||
+5||Fλ0 (x, t3)(
∂4
∂x4
FCS0 )
∂
∂x
ΨC00 (x, r, t0 + t1/2)||
+10||Fλ0 (x, t3)(
∂3
∂x3
FCS0 )
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)||
+10||Fλ0 (x, t3)(
∂2
∂x2
FCS0 )
∂3
∂x3
ΨC00 (x, r, t0 + t1/2)||
+5||Fλ0 (x, t3)(
∂
∂x
FCS0 )
∂4
∂x4
ΨC00 (x, r, t0 + t1/2)||
+ ||Fλ0 (x, t3)FCS0
∂5
∂x5
ΨC00 (x, r, t0 + t1/2)||}. (4.137)
There are six norms on the RH side of (4.137) to be calculated below. The
last norm on the RH side of (4.137) satisfies the inequality (4.119) with the
replacement Fλ5 (x, t3)↔ Fλ0 (x, t3) and ΨC00 (x, r, t0 + t1/2)↔ ∂
5
∂x5Ψ
C0
0 (x, r, t0 +
t1/2). Here the fifth-order derivative
∂5
∂x5Ψ
C0
0 (x, r, t0+ t1/2) is given by (4.123a)
with the internal superposition state Φa5(x, r, t0+t1/2) of (4.123b) which is given
by
Φa5(x, r, t0 + t1/2) = Q
a
5(x)|a˜〉+ 5Qa4(x)
∂
∂x
|a˜〉+ 10Qa3(x)
∂2
∂x2
|a˜〉
+ 10Qa2(x)
∂3
∂x3
|a˜〉+ 5Qa1(x)
∂4
∂x4
|a˜〉+Qa0(x)
∂5
∂x5
|a˜〉. (4.137a)
This leads to that the last norm on the RH side of (4.137) may be reduced to
a linear sum of the three norms on the RH side of this modified inequality of
(4.119). Each one of these three norms is given by ||Fλ0 (x, t3)S(x) ∂
5
∂x5Ψ
C0
0 (x, r,
t0 + t1/2)||, where the spatially-selective function S(x) = [Θ(x − xL, ε)Ω(x)]2,
V ho1 (x, ε)
2, or V ho1 (x, ε), and moreover, with the help of (4.123a) and (4.137a) it
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can turn out that the norm obeys the inequality (4.118a) with the settings j = 5
and q(x) = Fλ0 (x, t3), indicating that the normmay be reduced to a linear sum of
the twelve norms, each one of which has an upper bound consisting of the basic
norms {NBAS2}. Therefore, these show that the last norm on the RH side of
(4.137) has an upper bound consisting of the basic norms {NBAS2}. Now the
fifth norm on the RH side of (4.137) satisfies the inequality (4.122) with the
replacement Fλ4 (x, t3)↔ Fλ0 (x, t3) and ΨC00 (x, r, t0 + t1/2)↔ ∂
4
∂x4Ψ
C0
0 (x, r, t0 +
t1/2). This leads to that the fifth norm may be reduced to a linear sum of the
two norms on the RH side of this modified inequality of (4.122). Each one of the
two norms may be expressed as ||Fλ0 (x, t3)S(x) ∂
4
∂x4Ψ
C0
0 (x, r, t0 + t1/2)||, where
the spatially-selective function S(x) = ∂∂xV
ho
1 (x, ε) or
∂
∂x [Θ(x − xL, ε)Ω(x)].
This norm obeys the inequality (4.131b) with the replacement Fλ1 (x, t3) ↔
Fλ0 (x, t3). Then according to this modified inequality of (4.131b) it may be
reduced to a linear sum of the ten norms, each one of which has an upper bound
consisting of the basic norms {NBAS1} and {NBAS2}. Therefore, these show
that the upper bound of the fifth norm on the RH side of (4.137) may be
expressed as a linear sum of the basic norms {NBAS1} and {NBAS2}. The
fourth norm on the RH side of (4.137) satisfies the inequality (4.125) with the
replacement Fλ3 (x, t3)↔ Fλ0 (x, t3) and ΨC00 (x, r, t0 + t1/2)↔ ∂
3
∂x3Ψ
C0
0 (x, r, t0 +
t1/2). According to this modified inequality of (4.125) the fourth norm may be
reduced to a linear sum of the five norms. Each one of these five norms may
be written as ||Fλ0 (x, t3)S(x) ∂
3
∂x3Ψ
C0
0 (x, r, t0 + t1/2)||, where the five spatially-
selective functions S(x) can be obtained directly from (4.125). The norm clearly
obeys the inequality (4.126b) with the replacement Fλ2 (x, t3)↔ Fλ0 (x, t3). Then
according to this modified inequality of (4.126b) it may be reduced to a linear
sum of the eight norms, each one of which has an upper bound consisting of the
basic norms {NBAS1} and {NBAS2}. Therefore, these show that the fourth
norm on the RH side of (4.137) has an upper bound consisting of the basic
norms {NBAS1} and {NBAS2}. The third norm on the RH side of (4.137)
satisfies the inequality (4.127) with the replacement Fλ2 (x, t3) ↔ Fλ0 (x, t3) and
ΨC00 (x, r, t0 + t1/2)↔ ∂
2
∂x2Ψ
C0
0 (x, r, t0 + t1/2),
||Fλ0 (x, t3)(
∂3
∂x3
FCS0 )
∂2
∂x2
ΨC00 (x, r, t0 + t1/2)|| ≤ NA4′′ +NB4′′ +NC4′′.
Here the current three terms NA4′′, NB4′′, and NC4′′ correspond to the pre-
vious three terms NA4, NB4, and NC4 in (4.127), respectively. They also are
given by the three modified equations of (4.128), (4.129), and (4.130), respec-
tively, in which Fλ2 (x, t3) and Ψ
C0
0 (x, r, t0 + t1/2) are replaced by F
λ
0 (x, t3) and
∂2
∂x2Ψ
C0
0 (x, r, t0 + t1/2), respectively. They contain the three, four, and three
norms, respectively. Each one of these ten norms may be formally written as
||Fλ0 (x, t3)S(x) ∂
2
∂x2Ψ
C0
0 (x, r, t0+t1/2)||, where the ten spatially-selective product
functions S(x) can be obtained directly from the equations (4.128), (4.129), and
(4.130), respectively. This norm clearly satisfies the inequality (4.124d) with the
replacement Fλ3 (x, t3) ↔ Fλ0 (x, t3). Then according to this modified inequality
of (4.124d) it may be reduced to a linear sum of the six norms, each one of which
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has an upper bound consisting of the basic norms {NBAS1} and {NBAS2}.
Therefore, these show that the third norm on the RH side of (4.137) has an up-
per bound consisting of the basic norms {NBAS1} and {NBAS2}. The second
norm on the RH side of (4.137) satisfies the inequality (4.132) with the replace-
ment Fλ1 (x, t3)↔ Fλ0 (x, t3) and ΨC00 (x, r, t0 + t1/2)↔ ∂∂xΨC00 (x, r, t0 + t1/2),
||Fλ0 (x, t3)(
∂4
∂x4
FCS0 )
∂
∂x
ΨC00 (x, r, t0 + t1/2)|| ≤ NA5′ +NB5′ +NC5′ +ND5′.
Here the current four terms NA5′, NB5′, NC5′, and ND5′ correspond to the
previous four terms NA5, NB5, NC5, and ND5 in (4.132), respectively. They
also are given by (4.133), (4.134), (4.135), and (4.136), respectively, in which
Fλ1 (x, t3) and Ψ
C0
0 (x, r, t0+t1/2) are replaced with F
λ
0 (x, t3) and
∂
∂xΨ
C0
0 (x, r, t0+
t1/2), respectively. They contain five, eight, five, and two norms, respectively.
Each one of these twenty norms may be formally written as ||Fλ0 (x, t3)S(x)
× ∂∂xΨC00 (x, r, t0+ t1/2)||, where the twenty spatially-selective product functions
S(x) are obtained directly from (4.133), (4.134), (4.135), and (4.136), respec-
tively. This norm clearly obeys the inequality (4.123d) with the replacement
Fλ4 (x, t3) ↔ Fλ0 (x, t3). Then according to this modified inequality of (4.123d)
it may be reduced to a linear sum of the four norms, each one of which has an
upper bound consisting of the basic norms {NBAS1} and {NBAS2}. There-
fore, these show that the second norm on the RH side of (4.137) has an upper
bound consisting of the basic norms {NBAS1} and {NBAS2}. Now one needs
only to compute explicitly the first norm on the RH side of (4.137). Here one
may compute directly the fifth-order coordinate derivative ∂
5
∂x5F
CS
0 by using the
function FCS0 of (4.106b). Then by using the derivative it can turn out that
this norm is bounded by
||Fλ0 (x, t3)(
∂5
∂x5
FCS0 )Ψ
C0
0 (x, r, t0+t1/2)|| ≤ NA6+NB6+NC6+ND6. (4.138)
Here the term NA6 is given by
NA6 =
∑
k,l,m,n
β6A(k, l,m, n)||Fλ0 (x, t3)[
∂k
∂xk
V ho1 (x, ε)]
m
× [ ∂
l
∂xl
V ho1 (x, ε)]
nΨC00 (x, r, t0 + t1/2)|| (4.139)
where among these parameters {β6A(k, l,m, n)} there are only seven non-zero
parameters. The term NB6 may be expressed as
NB6 =
∑
k,l,m,n
β6B(k, l,m, n)||Fλ0 (x, t3)[
∂k
∂xk
V ho1 (x, ε)]
m
× { ∂
l
∂xl
[Θ(x− xL, ε)Ω(x)]}nΨC00 (x, r, t0 + t1/2)|| (4.140)
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where among these parameters {β6B(k, l,m, n)} there are only fourteen non-zero
parameters. The term NC6 is given by
NC6 =
∑
k,l,m,n
β6C(k, l,m, n)||Fλ0 (x, t3){
∂k
∂xk
[Θ(x− xL, ε)Ω(x)]}m
× { ∂
l
∂xl
[Θ(x− xL, ε)Ω(x)]}nΨC00 (x, r, t0 + t1/2)|| (4.141)
where only seven parameters {β6C(k, l,m, n)} are non-zero parameters. All these
non-zero parameters in the terms NA6, NB6, and NC6 take non-negative val-
ues, each one of which is proportional to (t1/ℏ)
µ with the integer µ ∈ [1, 5].
Therefore, they are controllable. Moreover, all these indices in the terms NA6,
NB6, and NC6 satisfy 0 ≤ k, l, m, n; 0 < k + l ≤ 5; and 0 < m+ n ≤ 5. The
term ND6 can be written as
ND6 =
1∑
m=0
β60D (m)||Fλ0 (x, t3)S60m (x)ΨC00 (x, r, t0 + t1/2)||
+
∑
k,l,m,n
β61D (k, l,m, n)||Fλ0 (x, t3)S61klmn(x)ΨC00 (x, r, t0 + t1/2)||
+
∑
k,l,m,n
β62D (k, l,m, n)||Fλ0 (x, t3)S62klmn(x)ΨC00 (x, r, t0 + t1/2)|| (4.142)
where β60D (0) = 5(
1
ℏ
t1)
3 and β60D (1) = 10(
1
ℏ
t1)
3; the only three non-zero parame-
ters {β61D (k, l,m, n)} are given by β61D (1, 1, 2, 1) = 2β61D (1, 1, 1, 2) = 15( 1ℏ t1)4 and
β61D (1, 2, 1, 1) = 15(
1
ℏ
t1)
3; the only three non-zero parameters {β62D (k, l,m, n)}
are β62D (2, 1, 1, 1) =
15
2 (
1
ℏ
t1)
3 and β62D (1, 1, 2, 1) = 2β
62
D (1, 1, 1, 2) =
15
2 (
1
ℏ
t1)
4;
and correspondingly the eight spatially-selective product functions are given by
S600 (x) = [
∂
∂x
V ho1 (x, ε)](
∂
∂x
[Θ(x− xL, ε)Ω(x)]){ ∂
3
∂x3
[Θ(x− xL, ε)Ω(x)]},
S601 (x) = [
∂
∂x
V ho1 (x, ε)](
∂
∂x
[Θ(x− xL, ε)Ω(x)])[ ∂
3
∂x3
V ho1 (x, ε)],
S61klmn(x) = [
∂2
∂x2
V ho1 (x, ε)]{
∂k
∂xk
V ho1 (x, ε)}m{
∂l
∂xl
[Θ(x− xL, ε)Ω(x)]}n,
S62klmn(x) = (
∂2
∂x2
[Θ(x− xL, ε)Ω(x)])[ ∂
k
∂xk
V ho1 (x, ε)]
m{ ∂
l
∂xl
[Θ(x− xL, ε)Ω(x)]}n.
There are only two types of the spatially-selective functions [ ∂
k
∂xk
V ho1 (x, ε)]
m and
{ ∂k∂xk [Θ(x−xL, ε)Ω(x)]}m appearing in these four terms NA6, NB6, NC6, and
ND6.
Below investigate simply the four terms NA6, NB6, NC6, and ND6. These
four terms are formally similar to the previous four terms NA5, NB5, NC5, and
ND5 on the RH side of (4.132), respectively. The term NA6 of (4.139) consists
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of seven norms. Each one of which inside contains the spatially-selective function
which is the product of a pair of the spatially-selective functions [ ∂
k
∂xk
V ho1 (x, ε)]
m
and [ ∂
l
∂xlV
ho
1 (x, ε)]
n, here 0 < k + l ≤ 5 and 0 < m + n ≤ 5. Thus, the term
NA6 is similar to the term NA4 of (4.128) and NA5 of (4.133). Similar to
the terms NA4 and NA5, the term NA6 has an upper bound consisting of the
basic norms {NBAS1} and {NBAS2}. As shown in (4.140), the term NB6
has fourteen norms, each one of which contains the spatially-selective function
[ ∂
k
∂xk
V ho1 (x, ε)]
m{ ∂l
∂xl
[Θ(x−xL, ε)Ω(x)]}n, here 0 < k+ l ≤ 5 and 0 < m+n ≤ 5.
The term NB6 is similar to the term NB4 of (4.129) and NB5 of (4.134). Thus,
just like the terms NB4 andNB5, the term NB6 has an upper bound consisting
of the basic norms {NBAS1} and {NBAS2}. The term NC6 of (4.141) has
seven norms. Each one of these norms inside contains the spatially-selective
function { ∂k∂xk [Θ(x− xL, ε)Ω(x)]}m{ ∂
l
∂xl [Θ(x− xL, ε)Ω(x)]}n, here 0 < k+ l ≤ 5
and 0 < m+ n ≤ 5. Then the term NC6 is similar to the term NC4 of (4.130)
and NC5 of (4.135). Thus, similar to the terms NC4 and NC5, the term NC6
has an upper bound consisting of the basic norms {NBAS1} and {NBAS2}.
The term ND6 of (4.142) is composed of eight norms. Each one of these norms
has a spatially-selective function that is the product of three spatially-selective
functions. There are eight spatially-selective product functions in the term
ND6, in which the first two functions are given by S600 (x) and S
60
1 (x), the
central three functions are {S61klmn(x)}, and the last three functions are given
by {S62klmn(x)}, where 0 < k+ l ≤ 3 and 0 < m+n ≤ 3. Each one of these eight
spatially-selective functions can be expanded as a sum of a few spatially-selective
functions. Thus, the term ND6 is similar to the term ND5 of (4.136). It can
turn out that the term ND6 has an upper bound consisting of the basic norms
{NBAS1} and {NBAS2}. Now all the four terms NA6, NB6, NC6, and ND6
on the RH side of (4.138) are shown to have the upper bounds consisting of the
basic norms {NBAS1} and {NBAS2}. Then the inequality (4.138) shows that
the upper bound of the first norm on the RH side of (4.137) can be expressed
as a linear sum of the basic norms {NBAS1} and {NBAS2}. Since now all
these six norms on the RH side of (4.137) are shown to have the upper bounds
that consist of the two types of basic norms {NBAS1} and {NBAS2}, the
inequality (4.137) shows that the last norm on the RH side of (4.105) has an
upper bound consisting of the basic norms {NBAS1} and {NBAS2}.
As a summary, the theoretical calculation in this subsection shows that all
the six norms on the RH side of (4.105) with µ = CS have the upper bounds,
each one of which can be expressed as a linear sum of a finite number of the
basic norms {NBAS1} and/or {NBAS2}. Therefore, the inequality (4.105)
shows that the norm ||Qλ(x, p, t3)ΨCS0 (x, r, t0+ t1/2)|| has an upper bound that
consists of a finite number of the basic norms {NBAS1} and {NBAS2}. Fi-
nally, the two inequalities (4.104) indicate that both the norms NORM(1, λ, µ)
and NORM(2, λ, µ) with µ = CS have the upper bounds consisting of a finite
number of the basic norms {NBAS1} and {NBAS2}. This is the desired result.
(C) The upper bound of the norm ||Qλ(x, p, t3)Ψµ0 (x, r, t0 + t1/2)|| with
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µ = S
Now the norm ||Qλ(x, p, t3)ΨS0 (x, r, t0+ t1/2)|| in (4.105) is computed. Here
the product state ΨS0 (x, r, t0+ t1/2) may be expressed as (4.106a) with the label
µ = S, in which the product state Ψ˜S0 (x, r, t0+t1/2) is given by (4.106e) and the
function FS0 by (4.106d). This norm can be strictly computed in a similar way
that one calculates the norm ||Qλ(x, p, t3)ΨCS0 (x, r, t0 + t1/2)|| in the preceding
subsection (B). This means that in this subsection there are also six norms to
be computed on the RH side of (4.105) with the label µ = S. The first norm
on the RH side of (4.105) with l = 0 is ||Fλ5 (x, t3)ΨS0 (x, r, t0+ t1/2)||.With the
help of the product state (4.106a) and the function FS0 of (4.106d) it can turn
out that the norm is bounded by
||Fλ5 (x, t3)ΨS0 (x, r, t0 + t1/2)||
≤ |2Ω0t1| × ||Fλ5 (x, t3)Θ(x− xL, ε)Ψ˜S0 (x, r, t0 + t1/2)||. (4.143)
Note that the norms |||e˜〉|| = 1 and |||g˜0〉|| = 1. By using the product state
Ψ˜S0 (x, r, t0 + t1/2) of (4.106e) the norm on the RH side of (4.143) may be
reduced to a linear sum of two basic norms {NBAS2}. Then the inequality
(4.143) shows that the first norm on the RH side of (4.105) has an upper bound
consisting of the basic norms {NBAS2}.
The second norm on the RH side of (4.105) with l = 1 is calculated below.
With the help of (4.107) it can turn out that this norm is bounded by
||Fλ4 (x, t3)pΨS0 (x, r, t0 + t1/2)|| ≤ ℏ||Fλ4 (x, t3)(
∂
∂x
FS0 )Ψ˜
S
0 (x, r, t0 + t1/2)||
+ ℏ||Fλ4 (x, t3)FS0
∂
∂x
Ψ˜S0 (x, r, t0 + t1/2)||. (4.144)
Here the first-order coordinate derivative ( ∂∂xF
S
0 ) can be calculated directly by
using the function FS0 of (4.106d). It is given by
∂
∂x
FS0 = (
1
ℏ
t1) exp[− i
ℏ
t1V
ho
1 (x, ε)]{[
∂
∂x
V ho1 (x, ε)] sin[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1]
+ i
1
2
(
∂
∂x
[Θ(x− xL, ε)Ω(x)]) cos[ 1
2ℏ
Θ(x− xL, ε)Ω(x)t1]}. (4.145)
Then by using the derivative ( ∂∂xF
S
0 ) it can turn out that the two norms on the
RH side of (4.144) satisfy, respectively,
||Fλ4 (x, t3)(
∂
∂x
FS0 )Ψ˜
S
0 (x, r, t0 + t1/2)||
≤ ( 1
ℏ
t1)||Fλ4 (x, t3)[
∂
∂x
V ho1 (x, ε)]Ψ˜
S
0 (x, r, t0 + t1/2)||
+
1
2
(
1
ℏ
t1)||Fλ4 (x, t3)(
∂
∂x
[Θ(x− xL, ε)Ω(x)])Ψ˜S0 (x, r, t0 + t1/2)|| (4.146)
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and
||Fλ4 (x, t3)FS0
∂
∂x
Ψ˜S0 (x, r, t0 + t1/2)||
≤ |2Ω0t1| × ||Fλ4 (x, t3)Θ(x− xL, ε)
∂
∂x
Ψ˜S0 (x, r, t0 + t1/2)||. (4.147)
Since ∂∂xV
ho
1 (x, ε) and
∂
∂x [Θ(x−xL, ε)Ω(x)] are spatially-selective functions, the
inequality (4.146) shows that the first norm on the RH side of (4.144) has an up-
per bound consisting of the basic norms {NBAS1} and {NBAS2}. In order to
calculate the second norm on the RH side of (4.144) it is needed to calculate the
first-order derivative ∂∂xΨ˜
S
0 (x, r, t0 + t1/2). In general, by the formula (4.110b)
the k−order coordinate derivative of the product state Ψ˜S0 (x, r, t0 + t1/2) may
be written as
∂k
∂xk
Ψ˜S0 (x, r, t0 + t1/2) = exp[iϕ(x, γ)]Ψ
g
0(x, t0 + t1/2)Γ
g
k(x, r, t0 + t1/2)
+ exp[−iϕ(x, γ)]Ψe0(x, t0 + t1/2)Γek(x, r, t0 + t1/2) (4.147a)
where the internal superposition states Γak(x, r, t0 + t1/2) with a = g and e are
respectively given by
Γgk(x, r, t0 + t1/2) =
k∑
l=0
(
k
l
)
(
∂l
∂xl
|e˜〉)Qgk−l(x,+ϕ(x, γ)), (4.147b)
Γek(x, r, t0 + t1/2) =
k∑
l=0
(
k
l
)
(
∂l
∂xl
|g˜0〉)Qek−l(x,−ϕ(x, γ)). (4.147c)
The internal superposition state Γak(x, r, t0+t1/2) is similar to Φ
a
k(x, r, t0+t1/2)
of (4.123b). In particular, when k = 1, Γak(x, r, t0 + t1/2) with a = g and e are
respectively given by
Γg1(x, r, t0 + t1/2) = Q
g
1(x,+ϕ(x, γ))|e˜〉+Qg0(x,+ϕ(x, γ))
∂
∂x
|e˜〉, (4.147d)
Γe1(x, r, t0 + t1/2) = Q
e
1(x,−ϕ(x, γ))|g˜0〉+Qe0(x,−ϕ(x, γ))
∂
∂x
|g˜0〉. (4.147e)
Thus, the first-order derivative ∂∂xΨ˜
S
0 (x, r, t0+ t1/2) may be obtained by insert-
ing (4.147d) and (4.147e) into (4.147a). Now by using this first-order derivative
it can turn out that the norm on the RH side of (4.147) satisfies
||Fλ4 (x, t3)S(x)
∂
∂x
Ψ˜S0 (x, r, t0 + t1/2)||
≤ ||(|e˜〉)|| × ||Fλ4 (x, t3)Qg1(x,+ϕ(x, γ))S(x)Ψg0(x, t0 + t1/2)||
+|| ∂
∂x
|e˜〉|| × ||Fλ4 (x, t3)Qg0(x,+ϕ(x, γ))S(x)Ψg0(x, t0 + t1/2)||
+||(|g˜0〉)|| × ||Fλ4 (x, t3)Qe1(x,−ϕ(x, γ))S(x)Ψe0(x, t0 + t1/2)||
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+ || ∂
∂x
|g˜0〉|| × ||Fλ4 (x, t3)Qe0(x,−ϕ(x, γ))S(x)Ψe0(x, t0 + t1/2)|| (4.147f)
where the spatially-selective function S(x) = Θ(x−xL, ε). Note that the norms
|| ∂l∂xl |g˜0〉|| and || ∂
l
∂xl |e˜〉|| with l ≥ 0 are bounded parameters and Qak(x,±ϕ(x, γ))
is a k−order polynomial in coordinate x. The inequality (4.147f) is similar to
(4.123d). It shows that the norm on the RH side of (4.147) is reduced to a
linear sum of four norms, each one of which has an upper bound consisting of
the basic norms {NBAS2}. Thus, the inequality (4.147) shows that the second
norm on the RH side of (4.144) has an upper bound that is composed of the
basic norms {NBAS2}. Now both the norms on the RH side of (4.144) have
the upper bounds consisting of the basic norms {NBAS1} and/or {NBAS2},
indicating that the second norm on the RH side of (4.105) has an upper bound
consisting of the basic norms {NBAS1} and {NBAS2}.
Before the third norm on the RH side of (4.105) is calculated in detail, it
is investigated how the theoretical calculation in the preceding subsection (B)
may be used to help the present theoretical calculation. One can find that the
derivative ( ∂∂xF
S
0 ) of (4.145) is similar to the derivative (
∂
∂xF
CS
0 ) of (4.121).
Both the derivatives may be respectively expressed as
∂
∂x
FS0 = exp[−
i
ℏ
t1V
ho
1 (x, ε)]FS(x) (4.148a)
and
∂
∂x
FCS0 = exp[−
i
ℏ
t1V
ho
1 (x, ε)]FCS(x). (4.148b)
Their difference is in the two functions FS(x) and FCS(x) which are given by
FS(x) = (
1
ℏ
t1)[
∂
∂x
V ho1 (x, ε)] sin[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1]
+ i
1
2
(
1
ℏ
t1)(
∂
∂x
[Θ(x− xL, ε)Ω(x)]) cos[ 1
2ℏ
Θ(x− xL, ε)Ω(x)t1] (4.148c)
and
FCS(x) = −i( 1
ℏ
t1)[
∂
∂x
V ho1 (x, ε)] cos[
1
2ℏ
Θ(x− xL, ε)Ω(x)t1]
− 1
2
(
1
ℏ
t1)(
∂
∂x
[Θ(x− xL, ε)Ω(x)]) sin[ 1
2ℏ
Θ(x− xL, ε)Ω(x)t1]. (4.148d)
Now construct the two norms:
NkS = ||q(x)[
∂k
∂xk
(
∂
∂x
FS0 )]Ψ˜(x, r, t0 + t)||, k ≥ 0,
and
NkCS = ||q(x)[
∂k
∂xk
(
∂
∂x
FCS0 )]Ψ˜(x, r, t0 + t)||, k ≥ 0.
Here q(x) may be a finite-order polynomial in coordinate x or a general bounded
function and Ψ˜(x, r, t0 + t) is a product state such as Ψ
C0
0 (x, r, t0 + t1/2) or
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Ψ˜S0 (x, r, t0+ t1/2) and so on. Below it proves that both the norms N
k
S and N
k
CS
may have the same upper bound. It is known from the theoretical calculation
in the previous subsection (B) that the coordinate derivative ∂
k
∂xk (
∂
∂xF
CS
0 ) for
0 ≤ k ≤ 4 may be expressed as
∂k
∂xk
(
∂
∂x
FCS0 ) = exp[−i
1
ℏ
t1V
ho
1 (x, ε)]
nk∑
m=1
W kmZ
CS
km (x)S
k
m(x) (4.149)
where Skm(x) is a spatially-selective function, Z
CS
km (x) a trigonometric func-
tion, and W km a non-negative weighting parameter. Of course, the derivative
∂k
∂xk
( ∂∂xF
CS
0 ) may be calculated directly by starting from the derivative
∂
∂xF
CS
0
of (4.148b) and the function FCS(x) of (4.148d). All these spatially selec-
tive functions {Skm(x)} are different for a given order k. The function ZCSkm (x)
takes only one of the trigonometric functions {η sin[ 12ℏΘ(x− xL, ε)Ω(x)t1]} and
{η cos[ 12ℏΘ(x − xL, ε)Ω(x)t1]} with η = ±, ±i. The weighting parameter W km
is dependent on (t1/ℏ). The term number in (4.149) is nk = 2, 5, 10, 20, 36
for k = 0, 1, 2, 3, 4, respectively. For example, when k = 0, it is known from
(4.148d) that the spatially-selective function S01(x) =
∂
∂xV
ho
1 (x, ε) and S
0
2(x) =
∂
∂x [Θ(x − xL, ε)Ω(x)]; the trigonometric function ZCS01 (x) = −i cos[ 12ℏΘ(x −
xL, ε)Ω(x)t1] and Z
CS
02 (x) = − sin[ 12ℏΘ(x−xL, ε)Ω(x)t1]; and the weighting pa-
rameter W 01 = (
1
ℏ
t1) and W
0
2 =
1
2 (
1
ℏ
t1). Now by using the derivative
∂
∂xF
S
0 of
(4.148a) and the function FS(x) of (4.148c) to calculate explicitly the coordinate
derivative ∂
k
∂xk (
∂
∂xF
S
0 ) with 0 ≤ k ≤ 4 one can find that the derivative can be
expressed as
∂k
∂xk
(
∂
∂x
FS0 ) = exp[−i
1
ℏ
t1V
ho
1 (x, ε)]
nk∑
m=1
W kmZ
S
km(x)S
k
m(x). (4.150)
This derivative is similar to that one of (4.149). The only difference between the
two derivatives (4.149) and (4.150) is in their trigonometric functions ZCSkm (x)
and ZSkm(x). Similar to the function Z
CS
km (x) the function Z
S
km(x) takes one of
the trigonometric functions {η sin[ 12ℏΘ(x − xL, ε)Ω(x)t1]} and {η cos[ 12ℏΘ(x −
xL, ε)Ω(x)t1]} with η = ±, ±i. But both the functions ZCSkm (x) and ZSkm(x)
may take different trigonometric functions from {η sin[ 12ℏΘ(x − xL, ε)Ω(x)t1]}
and {η cos[ 12ℏΘ(x − xL, ε)Ω(x)t1]} with η = ±, ±i, respectively. For exam-
ple, it is known from (4.148c) that ZS01(x) = sin[
1
2ℏΘ(x − xL, ε)Ω(x)t1] and
ZS02(x) = i cos[
1
2ℏΘ(x − xL, ε)Ω(x)t1], which are different from ZCS01 (x) and
ZCS02 (x), respectively. It is clear that both the functions Z
CS
km (x) and Z
S
km(x)
satisfy the inequalities |ZCSkm (x)| ≤ 1 and |ZSkm(x)| ≤ 1, respectively. In the
theoretical calculation in the previous subsection (B) the upper bound of the
norm ||Fλk (x, t3)( ∂
j
∂xjF
CS
0 )
∂l
∂xlΨ
C0
0 (x, r, t0 + t1/2)|| with j > 0 and l ≥ 0 is de-
termined with the help of the inequalities | sin[ 12ℏΘ(x − xL, ε)Ω(x)t1]| ≤ 1 and
| cos[ 12ℏΘ(x − xL, ε)Ω(x)t1]| ≤ 1 and the equality || exp[−i 1ℏ t1V ho1 (x, ε)]|| = 1.
Thus, in the theoretical calculation the trigonometric function sin[ 12ℏΘ(x −
xL, ε)Ω(x)t1] is not treated as a spatially-selective function. Then these trigono-
metric functions {η sin[ 12ℏΘ(x−xL, ε)Ω(x)t1]} and {η cos[ 12ℏΘ(x−xL, ε)Ω(x)t1]}
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with η = ±, ±i do not have an effect on the upper bounds of the norms NkCS
if here the norms NkCS are just set to those norms (corresponding to N
k
CS) in
the theoretical calculation in the previous subsection (B), resulting in that the
functions {ZCSkm (x)} do not have an effect on the the upper bounds of the norms
NkCS. It can be seen below that the functions {ZSkm(x)} do not yet have an
effect on the the upper bound of the norm NkS .
In contrast, these trigonometric functions sin θ and cos θ with θ = [ 12ℏΘ(x−
xL, ε)Ω(x)t1] or [
1
ℏ
t1V
ho
1 (x, ε)] must be treated as the components of a spatially-
selective function in the theoretical calculation for the norm ||Fλk (x, t3)FCS0
× ∂l
∂xl
ΨC00 (x, r, t0 + t1/2)|| in the previous subsection (B) and also for the norm
||Fλk (x, t3)FS0 ∂
l
∂xl
Ψ˜S0 (x, r, t0+t1/2)|| in the present subsection. Both these norms
are different from NkCS and N
k
S .
By using the formulae (4.149) and (4.150) and then using the inequalities
|ZCSkm (x)| ≤ 1 and |ZSkm(x)| ≤ 1 and the equality || exp[−i 1ℏ t1V ho1 (x, ε)]|| = 1
one may calculate the upper bounds of the norms NkS and N
k
CS for 0 ≤ k ≤ 4,
NkS ≤
nk∑
m=1
W km||q(x)Skm(x)Ψ˜(x, r, t0 + t)||, (4.151a)
NkCS ≤
nk∑
m=1
W km||q(x)Skm(x)Ψ˜(x, r, t0 + t)||. (4.151b)
These two inequalities show that both the norms NkS and N
k
CS have the same
upper bound that is determined from the RH side of (4.151a) or (4.151b).
Now setting the norm Nk−1CS = ||Fλ5−k(x, t3)( ∂
k
∂xk
FCS0 )Ψ˜
S
0 (x, r, t0 + t1/2)|| and
Nk−1S = ||Fλ5−k(x, t3)( ∂
k
∂xkF
S
0 )Ψ˜
S
0 (x, r, t0+ t1/2)|| for 1 ≤ k ≤ 5. Both the norms
Nk−1CS and N
k−1
S clearly have the same upper bound, which is determined from
the RH side of (4.151a) or (4.151b). This means that the upper bound of
the norm Nk−1S for 1 ≤ k ≤ 5 may be equal to that one of Nk−1CS . There-
fore, in order to obtain the upper bound of the norm Nk−1S for 1 ≤ k ≤ 5,
which is the main task in the present subsection, one needs only to determine
the upper bound of the norm Nk−1CS . It is known that the upper bound of the
norm Nk−1CSC0 = ||Fλ5−k(x, t3)( ∂
k
∂xk
FCS0 )Ψ
C0
0 (x, r, t0 + t1/2)|| for 1 ≤ k ≤ 5 is
already obtained in the previous subsection (B). The only difference between
the two norms Nk−1CS and N
k−1
CSC0 is that the former inside contains the prod-
uct state Ψ˜S0 (x, r, t0 + t1/2), while the latter inside contains the product state
ΨC00 (x, r, t0 + t1/2). While the norm N
k−1
CSC0 may be reduced to a linear sum of
the norms {||Fλ5−k(x, t3)S(x)ΨC00 (x, r, t0 + t1/2)||}, each one of which may be
further reduced to the RH side of (4.118a) with j = 0, the norm Nk−1CS may
be reduced to a linear sum of the norms {||Fλ5−k(x, t3)S(x)Ψ˜S0 (x, r, t0+ t1/2)||},
each one of which may be further reduced to the RH side of (4.118b) with
j = 0. This is their only difference in the theoretical calculation for their upper
bounds. Therefore, the inequality (or more generally the theoretical calculation
method) that is used to determine the upper bound of the norm Nk−1CSC0 in the
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previous subsection (B) also may be used to determine that one of the norm
Nk−1CS if one makes the replacement Ψ
C0
0 (x, r, t0 + t1/2) ↔ Ψ˜S0 (x, r, t0 + t1/2)
in the inequality (or in the theoretical calculation method). When the up-
per bound of the norm Nk−1CS is determined from this modified inequality,
one really determines the upper bound of the norm Nk−1S too as both the
norms Nk−1CS and N
k−1
S have the same upper bound. Similarly, the upper
bound of the norm ||Fλ5−k−l(x, t3)( ∂
k
∂xk
FS0 )
∂l
∂xl
Ψ˜S0 (x, r, t0 + t1/2)|| for 1 ≤ k ≤ 5
and 0 < l may be determined from the inequality (or the theoretical cal-
culation method) that is used to determine the upper bound of the norm
||Fλ5−k−l(x, t3)( ∂
k
∂xk
FCS0 )
∂l
∂xl
ΨC00 (x, r, t0 + t1/2)|| in the previous subsection (B)
if one makes the replacement ∂
l
∂xlΨ
C0
0 (x, r, t0 + t1/2) ↔ ∂
l
∂xl Ψ˜
S
0 (x, r, t0 + t1/2)
in the inequality (or in the theoretical calculation method). Here the former
norm and its upper bound are just what one wants to calculate in the present
subsection. Below this method will be used to calculate the norms on the RH
side of (4.105) with µ = S. For convenience, hereafter without confusion the
norm ||Fλ5−k−l(x, t3)( ∂
k
∂xkF
S
0 )
∂l
∂xl Ψ˜
S
0 (x, r, t0+t1/2)||, the state Ψ˜S0 (x, r, t0+t1/2),
etc., are denoted simply by ||Fλ5−k−l( ∂
k
∂xk
FS0 )
∂l
∂xl
Ψ˜S0 ||, Ψ˜S0 , etc., respectively. As
an example, the inequality used to determine the upper bound of the norm
||Fλ3 ( ∂
2
∂x2F
CS
0 )Ψ
C0
0 || is given by (4.125). Now by making the replacement ΨC00 ↔
Ψ˜S0 in the inequality (4.125) one obtains the modified inequality of (4.125):
||Fλ3 (x, t3)(
∂2
∂x2
FS0 )Ψ˜
S
0 (x, r, t0 + t1/2)||
≤ ( 1
ℏ
t1)||Fλ3 (x, t3)[
∂2
∂x2
V ho1 (x, ε)]Ψ˜
S
0 (x, r, t0 + t1/2)||
+(
1
ℏ
t1)
2||Fλ3 (x, t3)[
∂
∂x
V ho1 (x, ε)]
2Ψ˜S0 (x, r, t0 + t1/2)||
+(
1
ℏ
t1)
2||Fλ3 (x, t3)[
∂
∂x
V ho1 (x, ε)](
∂
∂x
[Θ(x− xL, ε)Ω(x)])Ψ˜S0 (x, r, t0 + t1/2)||
+(
1
2ℏ
t1)
2||Fλ3 (x, t3)(
∂
∂x
[Θ(x− xL, ε)Ω(x)])2Ψ˜S0 (x, r, t0 + t1/2)||
+ (
1
2ℏ
t1)||Fλ3 (x, t3)(
∂2
∂x2
[Θ(x− xL, ε)Ω(x)])Ψ˜S0 (x, r, t0 + t1/2)||. (4.152)
Here the norm ||Fλ3 ( ∂
2
∂x2F
CS
0 )Ψ˜
S
0 || (i.e., N1CS) on the LH side of (4.152) is already
replaced with the norm ||Fλ3 ( ∂
2
∂x2F
S
0 )Ψ˜
S
0 || (i.e., N1S). This is just the inequality
(i.e., the modified inequality of (4.125)) that is used to determine the upper
bound of the norm N1S .
Now calculate the third norm on the RH side of (4.105) with l = 2. With
the help of (4.107) it can turn out that the norm is bounded by
||Fλ3 (x, t3)p2ΨS0 (x, r, t0 + t1/2)|| ≤ ℏ2||Fλ3 (x, t3)(
∂2
∂x2
FS0 )Ψ˜
S
0 (x, r, t0 + t1/2)||
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+2ℏ2||Fλ3 (x, t3)(
∂
∂x
FS0 )
∂
∂x
Ψ˜S0 (x, r, t0 + t1/2)||
+ ℏ2||Fλ3 (x, t3)FS0
∂2
∂x2
Ψ˜S0 (x, r, t0 + t1/2)||. (4.153)
This inequality is similar to (4.124) that is used to determine the upper bound
of the norm ||Fλ3 (x, t3)p2ΨCS0 (x, r, t0 + t1/2)||. Actually, the two inequalities of
(4.124) and (4.153) are convertible to each other if one makes the replacement
FCS0 ↔ FS0 and ΨC00 ↔ Ψ˜S0 . The last norm on the RH side of (4.153) is bounded
by
||Fλ3 (x, t3)FS0
∂2
∂x2
Ψ˜S0 (x, r, t0 + t1/2)||
≤ |2Ω0t1| × ||Fλ3 (x, t3)Θ(x− xL, ε)
∂2
∂x2
Ψ˜S0 (x, r, t0 + t1/2)||. (4.154)
Here the derivative ∂
2
∂x2 Ψ˜
S
0 is given by (4.147a), in which the internal superpo-
sition states Γa2(x, r, t0 + t1/2) are given by (4.147b) and (4.147c) with k = 2,
respectively. By using (4.147a) the norm on the RH side of (4.154) can be re-
duced to a linear sum of six norms, as shown in (4.118b), each one of which has
an upper bound consisting of the basic norms {NBAS2}. Then the inequal-
ity (4.154) indicates that the upper bound of the last norm on the RH side of
(4.153) consists of the basic norms {NBAS2}. The second norm on the RH
side of (4.153) satisfies the inequality (4.146) with the replacement Fλ4 ↔ Fλ3
and Ψ˜S0 ↔ ∂∂xΨ˜S0 . Then according to this modified inequality of (4.146) the
second norm is reduced to a linear sum of two norms. Each one of the two
norms may be written as ||Fλ3 S(x) ∂∂xΨ˜S0 ||, where the spatially-selective function
S(x) = [ ∂∂xV
ho
1 (x, ε)] or (
∂
∂x [Θ(x− xL, ε)Ω(x)]). It clearly obeys the inequality
(4.147f) with the replacement Fλ4 ↔ Fλ3 , leading to that this norm is reduced to
a linear sum of four norms, each one of which has an upper bound consisting of
the basic norms {NBAS1} and {NBAS2}. Thus, these show that the second
norm on the RH side of (4.153) has an upper bound consisting of the basic
norms {NBAS1} and {NBAS2}. The first norm on the RH side of (4.153)
satisfies the inequality (4.152). Note that the inequality (4.152) is obtained from
the inequality (4.125) by making the replacement FCS0 ↔ FS0 and ΨC00 ↔ Ψ˜S0
in the inequality (4.125). Then according to the inequality (4.152) it can turn
out that the upper bound of the first norm on the RH side of (4.153) may be
expressed as a linear sum of the basic norms {NBAS1} and {NBAS2}. This
proof is completely according to that procedure to prove that every norm on the
RH side of (4.125) has an upper bound consisting of the basic norms {NBAS1}
and {NBAS2} in the previous subsection (B). Now all the three norms on the
RH side of (4.153) are shown to have the upper bounds consisting of the basic
norms {NBAS1} and/or {NBAS2}. Then the inequality of (4.153) indicates
that the third norm on the RH side of (4.105) has an upper bound consisting
of the basic norms {NBAS1} and {NBAS2}.
The fourth norm on the RH side of (4.105) is calculated below. With the
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help of (4.107) it can turn out that it obeys the inequality:
||Fλ2 (x, t3)p3ΨS0 (x, r, t0 + t1/2)|| ≤ ℏ3{||Fλ2 (x, t3)(
∂3
∂x3
FS0 )Ψ˜
S
0 (x, r, t0 + t1/2)||
+3||Fλ2 (x, t3)(
∂2
∂x2
FS0 )
∂
∂x
Ψ˜S0 (x, r, t0 + t1/2)||
+3||Fλ2 (x, t3)(
∂
∂x
FS0 )
∂2
∂x2
Ψ˜S0 (x, r, t0 + t1/2)||
+ ||Fλ2 (x, t3)FS0
∂3
∂x3
Ψ˜S0 (x, r, t0 + t1/2)||}. (4.155)
This norm may be calculated in a similar way that one calculates the norm
||Fλ2 (x, t3)p3ΨCS0 (x, r, t0 + t1/2)|| in the previous subsection (B). Actually, it
satisfies the inequality (4.126) with the replacement ΨCS0 ↔ ΨS0 on the LH side
and FCS0 ↔ FS0 and ΨC00 ↔ Ψ˜S0 on the RH side. There are four norms to be
calculated on the RH side of (4.155). The last norm satisfies
||Fλ2 (x, t3)FS0
∂3
∂x3
Ψ˜S0 (x, r, t0 + t1/2)||
≤ |2Ω0t1| × ||Fλ2 (x, t3)Θ(x− xL, ε)
∂3
∂x3
Ψ˜S0 (x, r, t0 + t1/2)||. (4.155a)
Here the derivative ∂
3
∂x3 Ψ˜
S
0 is given by (4.147a), in which the internal superposi-
tion states Γa3(x, r, t0 + t1/2) are given by (4.147b) and (4.147c) with k = 3,
respectively. Now by using (4.147a) the norm on the RH side of (4.155a)
may be reduced to a linear sum of eight norms, as shown in (4.118b), each
one of which has an upper bound consisting of the basic norms {NBAS2}.
Thus, the inequality (4.155a) shows that the upper bound of the last norm
on the RH side of (4.155) may be written as a linear sum of the basic norms
{NBAS2}. As shown in the two inequalities (4.151), the third norm on the RH
side of (4.155), i.e., ||Fλ2 ( ∂∂xFS0 ) ∂
2
∂x2 Ψ˜
S
0 ||, has the same upper bound as the norm
||Fλ2 ( ∂∂xFCS0 ) ∂
2
∂x2 Ψ˜
S
0 ||. The latter can be calculated in the way that is used to
calculate the third norm on the RH side of (4.126), i.e., ||Fλ2 ( ∂∂xFCS0 ) ∂
2
∂x2Ψ
C0
0 ||,
in the previous subsection (B) if one makes the replacement ΨC00 ↔ Ψ˜S0 . While
the norm ||Fλ2 ( ∂∂xFCS0 ) ∂
2
∂x2Ψ
C0
0 || may be reduced to a linear sum of the norms
{||Fλ2 S(x) ∂
2
∂x2Ψ
C0
0 ||}, each one of which may be further reduced to the RH side
of (4.118a) with j = 2, the norm ||Fλ2 ( ∂∂xFCS0 ) ∂
2
∂x2 Ψ˜
S
0 || may be reduced to a
linear sum of the norms {||Fλ2 S(x) ∂
2
∂x2 Ψ˜
S
0 ||}, each one of which may be further
reduced to the RH side of (4.118b) with j = 2. This is the only difference gener-
ated by the replacement ΨC00 ↔ Ψ˜S0 in the theoretical calculation for the upper
bounds of the two norms. It turns out in the previous subsection (B) that the
norm ||Fλ2 ( ∂∂xFCS0 ) ∂
2
∂x2Ψ
C0
0 || has an upper bound consisting of the basic norms
{NBSA1} and {NBAS2}. Then in an analogous way it can turn out that
the norm ||Fλ2 ( ∂∂xFCS0 ) ∂
2
∂x2 Ψ˜
S
0 || also has an upper bound consisting of the basic
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norms {NBSA1} and {NBAS2}. This indicates directly that the third norm
on the RH side of (4.155) has an upper bound consisting of the basic norms
{NBSA1} and {NBAS2}. Similarly, as shown in the two inequalities (4.151),
the second norm on the RH side of (4.155), i.e., ||Fλ2 ( ∂
2
∂x2F
S
0 )
∂
∂x Ψ˜
S
0 ||, has the
same upper bound as the norm ||Fλ2 ( ∂
2
∂x2F
CS
0 )
∂
∂x Ψ˜
S
0 ||. Here the latter can be cal-
culated in the way that one calculates the second norm ||Fλ2 ( ∂
2
∂x2F
CS
0 )
∂
∂xΨ
C0
0 ||
on the RH side of (4.126) in the previous subsection (B) if one makes the re-
placement ΨC00 ↔ Ψ˜S0 . It already proves in the previous subsection (B) that the
norm ||Fλ2 ( ∂
2
∂x2F
CS
0 )
∂
∂xΨ
C0
0 || has an upper bound consisting of the basic norms
{NBAS1} and {NBAS2}. Then in an analogous way it can prove that the norm
||Fλ2 ( ∂
2
∂x2F
CS
0 )
∂
∂xΨ˜
S
0 || also has an upper bound consisting of the basic norms
{NBAS1} and {NBAS2}, indicating directly that the second norm on the RH
side of (4.155) has an upper bound consisting of the basic norms {NBAS1} and
{NBAS2}. The first norm on the RH side of (4.155), i.e., ||Fλ2 ( ∂
3
∂x3F
S
0 )Ψ˜
S
0 ||,
has the same upper bound as the norm ||Fλ2 ( ∂
3
∂x3F
CS
0 )Ψ˜
S
0 ||. The upper bound
of the latter norm can be determined in the way that the upper bound of the
first norm ||Fλ2 ( ∂
3
∂x3F
CS
0 )Ψ
C0
0 || on the RH side of (4.126) is determined in the
previous subsection (B) if one makes the replacement ΨC00 ↔ Ψ˜S0 . It is known
that the upper bound of the norm ||Fλ2 ( ∂
3
∂x3F
CS
0 )Ψ
C0
0 || is determined from the
inequality (4.127) in the previous subsection (B). Now by making the replace-
ment ΨC00 ↔ Ψ˜S0 in the inequality (4.127) one obtains the modified inequality
of (4.127):
||Fλ2 (x, t3)(
∂3
∂x3
FCS0 )Ψ˜
S
0 (x, r, t0 + t1/2)|| ≤ SA4 + SB4 + SC4. (4.155b)
Here the current three terms SA4, SB4, and SC4 correspond to the three terms
NA4, NB4, and NC4 in (4.127), respectively. They are still determined from
the equations (4.128), (4.129), and (4.130) with the replacement ΨC00 ↔ Ψ˜S0 ,
respectively. Because the norm ||Fλ2 ( ∂
3
∂x3F
S
0 )Ψ˜
S
0 || has the same upper bound
as the norm ||Fλ2 ( ∂
3
∂x3F
CS
0 )Ψ˜
S
0 ||, its upper bound also is determined from the
inequality (4.155b). With the same theoretical calculation method that is used
to calculate the upper bounds of the three terms NA4, NB4, and NC4 in
(4.127) in the previous subsection (B) one can prove on the basis of these three
modified equations of (4.128), (4.129), and (4.130) that each one of the current
three terms SA4, SB4, and SC4 has the upper bound consisting of the basic
norms {NBAS1} and {NBAS2}. This indicates directly that the first norm
on the RH side of (4.155) has an upper bound consisting of the basic norms
{NBAS1} and {NBAS2}. Now all the four norms on the RH side of (4.155)
are shown to have the upper bounds consisting of the basic norms {NBAS1}
and/or {NBAS2}, indicating that the fourth norm on the RH side of (4.105)
has an upper bound consisting of the basic norms {NBAS1} and {NBAS2}.
The fifth norm on the RH side of (4.105) with l = 4 is calculated below.
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With the aid of (4.107) one can prove that this norm obeys the inequality:
||Fλ1 (x, t3)p4ΨS0 (x, r, t0 + t1/2)|| ≤ ℏ4{||Fλ1 (x, t3)(
∂4
∂x4
FS0 )Ψ˜
S
0 (x, r, t0 + t1/2)||
+4||Fλ1 (x, t3)(
∂3
∂x3
FS0 )
∂
∂x
Ψ˜S0 (x, r, t0 + t1/2)||
+6||Fλ1 (x, t3)(
∂2
∂x2
FS0 )
∂2
∂x2
Ψ˜S0 (x, r, t0 + t1/2)||
+4||Fλ1 (x, t3)(
∂
∂x
FS0 )
∂3
∂x3
Ψ˜S0 (x, r, t0 + t1/2)||
+ ||Fλ1 (x, t3)FS0
∂4
∂x4
Ψ˜S0 (x, r, t0 + t1/2)||}. (4.156)
This inequality is really equal to (4.131) with the replacement FCS0 ↔ FS0 and
ΨC00 ↔ Ψ˜S0 . It is clear that one needs to calculate the five norms on the RH
side of (4.156). The last norm on the RH side of (4.156) obeys the inequality:
||Fλ1 (x, t3)FS0
∂4
∂x4
Ψ˜S0 (x, r, t0 + t1/2)||
≤ |2Ω0t1| × ||Fλ1 (x, t3)Θ(x− xL, ε)
∂4
∂x4
Ψ˜S0 (x, r, t0 + t1/2)||. (4.156a)
Here the derivative ∂
4
∂x4 Ψ˜
S
0 is given by (4.147a), in which the internal super-
position states Γa4(x, r, t0 + t1/2) are given by (4.147b) and (4.147c), respec-
tively. By using (4.147a) the norm on the RH side of (4.156a) may be re-
duced to a linear sum of ten norms, as shown in (4.118b), each one of which
has an upper bound consisting of the basic norms {NBAS2}. Then the in-
equality (4.156a) indicates that the last norm on the RH side of (4.156) has
an upper bound consisting of the basic norms {NBAS2}. As shown in the
two inequalities (4.151), the fourth norm on the RH side of (4.156) has the
same upper bound as the norm ||Fλ1 ( ∂∂xFCS0 ) ∂
3
∂x3 Ψ˜
S
0 ||. The latter can be cal-
culated in the way that one calculates the fourth norm on the RH side of
(4.131), i.e., ||Fλ1 ( ∂∂xFCS0 ) ∂
3
∂x3Ψ
C0
0 ||, in the previous subsection (B) if one makes
the replacement ΨC00 ↔ Ψ˜S0 . In the previous subsection (B) it proves that the
norm ||Fλ1 ( ∂∂xFCS0 ) ∂
3
∂x3Ψ
C0
0 || has an upper bound consisting of the basic norms
{NBAS1} and {NBAS2}. Then in an analogous way it can prove that the
norm ||Fλ1 ( ∂∂xFCS0 ) ∂
3
∂x3 Ψ˜
S
0 || also has an upper bound consisting of the basic
norms {NBAS1} and {NBAS2}. This directly indicates that the fourth norm
on the RH side of (4.156) has an upper bound consisting of the basic norms
{NBAS1} and {NBAS2}. The third and second norms on the RH side of
(4.156) have the same upper bounds as the two norms ||Fλ1 ( ∂
k
∂xk
FCS0 )
∂4−k
∂x4−k
Ψ˜S0 ||
with k = 2 and 3, respectively. Now the two latter norms can be calculated
in the ways that one calculates the third and second norms on the RH side
of (4.131) in the subsection (B), i.e., ||Fλ1 ( ∂
k
∂xk
FCS0 )
∂4−k
∂x4−k
ΨC00 || with k = 2 and
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3, respectively, if one makes the replacement ΨC00 ↔ Ψ˜S0 . In the subsection
(B) both the norms ||Fλ1 ( ∂
k
∂xkF
CS
0 )
∂4−k
∂x4−kΨ
C0
0 || with k = 2 and 3 are already
proven to have upper bounds consisting of the basic norms {NBAS1} and
{NBAS2}. Now by using the same theoretical calculation method one can
prove that both the norms ||Fλ1 ( ∂
k
∂xk
FCS0 )
∂4−k
∂x4−k
Ψ˜S0 || with k = 2 and 3 also have
the upper bounds consisting of the basic norms {NBAS1} and {NBAS2}. This
indicates directly that the third and second norms on the RH side of (4.156),
i.e., ||Fλ1 ( ∂
k
∂xk
FS0 )
∂4−k
∂x4−k
Ψ˜S0 || with k = 2 and 3, have the upper bounds consisting
of the basic norms {NBAS1} and {NBAS2}. Now the first norm on the RH
side of (4.156), i.e., ||Fλ1 ( ∂
4
∂x4F
S
0 )Ψ˜
S
0 ||, has the same upper bound as the norm
||Fλ1 ( ∂
4
∂x4F
CS
0 )Ψ˜
S
0 ||. The latter satisfies the inequality (4.132) with the replace-
ment ΨC00 ↔ Ψ˜S0 :
||Fλ1 (x, t3)(
∂4
∂x4
FCS0 )Ψ˜
S
0 (x, r, t0+ t1/2)|| ≤ SA5+SB5+SC5+SD5. (4.156b)
Here the current four terms SA5, SB5, SC5, and SD5 correspond to the four
terms NA5, NB5, NC5, and ND5 in (4.132), respectively. They are still given
by the four modified equations of (4.133), (4.134), (4.135), and (4.136), respec-
tively, in which the state ΨC00 is replaced with Ψ˜
S
0 . From these four modified
equations one can determine the upper bounds of the current four terms SA5,
SB5, SC5, and SD5 by using the same theoretical calculation method used in
the previous subsection (B). It can turn out that these four terms SA5, SB5,
SC5, and SD5 have the upper bounds consisting of the basic norms {NBAS1}
and {NBAS2}. Then the inequality (4.156b) shows directly that the first norm
on the RH side of (4.156) has an upper bound consisting of the basic norms
{NBAS1} and {NBAS2}. Now all the five norms on the RH side of (4.156)
are shown to have the upper bounds consisting of the basic norms {NBAS1}
and/or {NBAS2}, indicating that the fifth norm on the RH side of (4.105) also
has an upper bound consisting of the basic norms {NBAS1} and {NBAS2}.
The last norm on the RH side of (4.105) is calculated below. With the help
of (4.107) it can turn out that this norm obeys the inequality:
||Fλ0 (x, t3)p5ΨS0 (x, r, t0 + t1/2)|| ≤ ℏ5{||Fλ0 (x, t3)(
∂5
∂x5
FS0 )Ψ˜
S
0 (x, r, t0 + t1/2)||
+5||Fλ0 (x, t3)(
∂4
∂x4
FS0 )
∂
∂x
Ψ˜S0 (x, r, t0 + t1/2)||
+10||Fλ0 (x, t3)(
∂3
∂x3
FS0 )
∂2
∂x2
Ψ˜S0 (x, r, t0 + t1/2)||
+10||Fλ0 (x, t3)(
∂2
∂x2
FS0 )
∂3
∂x3
Ψ˜S0 (x, r, t0 + t1/2)||
+5||Fλ0 (x, t3)(
∂
∂x
FS0 )
∂4
∂x4
Ψ˜S0 (x, r, t0 + t1/2)||
+ ||Fλ0 (x, t3)FS0
∂5
∂x5
Ψ˜S0 (x, r, t0 + t1/2)||}. (4.157)
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This norm may be calculated in a similar way that the norm ||Fλ0 (x, t3)p5
×ΨCS0 (x, r, t0+ t1/2)|| is calculated on the basis of the inequality (4.137) in the
subsection (B). The inequality (4.157) is really equal to the inequality (4.137)
with the replacement FCS0 ↔ FS0 and ΨC00 ↔ Ψ˜S0 . There are six norms to be
calculated on the RH side of (4.157). The last norm satisfies the inequality:
||Fλ0 (x, t3)FS0
∂5
∂x5
Ψ˜S0 (x, r, t0 + t1/2)||
≤ |2Ω0t1| × ||Fλ0 (x, t3)Θ(x− xL, ε)
∂5
∂x5
Ψ˜S0 (x, r, t0 + t1/2)||. (4.157a)
Here the derivative ∂
5
∂x5 Ψ˜
S
0 is given by (4.147a), in which the internal superpo-
sition states Γa5(x, r, t0 + t1/2) are given by (4.147b) and (4.147c) with k = 5,
respectively. Now by using the derivative of (4.147a) the norm on the RH side
of (4.157a) may be reduced to a linear sum of the twelve norms, as shown in
(4.118b), each one of which has an upper bound consisting of the basic norms
{NBAS2}. Then the inequality (4.157a) indicates that the last norm on the
RH side of (4.157) has an upper bound consisting of the basic norms {NBAS2}.
Now the first five norms on the RH side of (4.157) have the same upper bounds
as the five norms ||Fλ0 ( ∂
5−k
∂x5−k
FCS0 )
∂k
∂xk
Ψ˜S0 || with k = 0, 1, 2, 3, and 4, respec-
tively. The upper bounds of the latter five norms can be determined in the ways
that the upper bounds of the corresponding five norms ||Fλ0 ( ∂
5−k
∂x5−kF
CS
0 )
∂k
∂xkΨ
C0
0 ||
with k = 0, 1, 2, 3, and 4 on the RH side of (4.137) are determined in the sub-
section (B), respectively, by making the replacement ΨC00 ↔ Ψ˜S0 . It is already
proven in the subsection (B) that all the five norms ||Fλ0 ( ∂
5−k
∂x5−k
FCS0 )
∂k
∂xk
ΨC00 ||
with k = 0, 1, 2, 3, and 4 have the upper bounds consisting of the basic norms
{NBAS1} and {NBAS2}. Then by using the same theoretical calculation
method in the subsection (B) one may strictly calculate the upper bounds of
the corresponding five norms ||Fλ0 ( ∂
5−k
∂x5−k
FCS0 )
∂k
∂xk
Ψ˜S0 ||} with k = 0, 1, 2, 3, and
4 and prove that these five norms also have the upper bounds consisting of the
basic norms {NBAS1} and {NBAS2}. This really means that the first five
norms on the RH side of (4.157), i.e., ||Fλ0 ( ∂
5−k
∂x5−k
FS0 )
∂k
∂xk
Ψ˜S0 ||} with k = 0, 1, 2,
3, and 4, also have the upper bounds consisting of the basic norms {NBAS1}
and {NBAS2}. As a typical example, the first norm on the RH side of (4.157)
has the same upper bound as the norm ||Fλ0 ( ∂
5
∂x5F
CS
0 )Ψ˜
S
0 ||, which satisfies the
inequality:
||Fλ0 (x, t3)(
∂5
∂x5
FCS0 )Ψ
S
0 (x, r, t0+ t1/2)|| ≤ SA6+SB6+SC6+SD6. (4.157b)
This inequality is similar to (4.138) that the first norm on the RH side of (4.137)
obeys. Here the current four terms SA6, SB6, SC6, and SD6 correspond to the
four terms NA6, NB6, NC6, and ND6 in (4.138), respectively. They are still
given by the four modified equations of (4.139), (4.140), (4.141), and (4.142),
respectively, in which the state ΨC00 is replaced with Ψ˜
S
0 . Then according to
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the same theoretical calculation method that is used to calculate the previ-
ous four terms NA6, NB6, NC6, and ND6 on the RH side of (4.138) in the
subsection (B) one may calculate the current four terms SA6, SB6, SC6, and
SD6 by using these four modified equations of (4.139), (4.140), (4.141), and
(4.142), respectively. It can turn out that all the current four terms SA6, SB6,
SC6, and SD6 have the upper bounds consisting of the basic norms {NBAS1}
and {NBAS2}. Then the inequality (4.157b) really means that the first norm
on the RH side of (4.157) has an upper bound consisting of the basic norms
{NBAS1} and {NBAS2}. Now all these six norms on the RH side of (4.157)
are shown to have the upper bounds consisting of the basic norms {NBAS1}
and/or {NBAS2}. This indicates that the last norm on the RH side of (4.105)
has an upper bound consisting of the basic norms {NBAS1} and {NBAS2}.
As a summary, it proves in this subsection that all the six norms {||Fλ5−k(x, t3)
×pkΨS0 (x, r, t0 + t1/2)||} for 0 ≤ k ≤ 5 on the RH side of (4.105) with µ =
S have the upper bounds consisting of a finite number of the basic norms
{NBAS1} and/or {NBAS2}. Then the inequality (4.105) shows that the norm
||Qλ(x, p, t3)ΨS0 (x, r, t0 + t1/2)|| has an upper bound consisting of a finite num-
ber of the basic norms {NBAS1} and {NBAS2}. Finally, the two inequalities
(4.104) indicate that both the norms NORM(1, λ, µ) and NORM(2, λ, µ) with
µ = S have the upper bounds consisting of a finite number of the basic norms
{NBAS1} and {NBAS2}. This is the desired result.
4.3.2.2 The upper bounds for the norms NORM(k, λ, C0)
The product state ΨC00 (x, r, t0+t1/2) does not contain any spatially-selective
function. Both the norms NORM(1, λ, µ) of (4.102) and NORM(2, λ, µ) of
(4.103) with the label µ = C0 are controlled by the spatially-selective factors
δ(x − xc, εc) and Θ(x − xL, ε) inside the two norms, respectively. In order
to obtain correctly the upper bounds of the two norms NORM(1, λ, C0) and
NORM(2, λ, C0) one can not neglect the two spatially-selective factors inside
the two norms. This is different from the two previous cases with µ = CS and
S. By substituting Qλ(x, p, t3) of (4.100) into (4.102) and (4.103), respectively,
one obtains
NORM(1, λ, C0) ≤
5∑
k=0
||δ(x− xc, εc) exp[− i
2ℏ
Hho0 t3]
× Fλ5−k(x, t3)pkΨC00 (x, r, t0 + t1/2)|| (4.158)
and
NORM(2, λ, C0) ≤
5∑
k=0
||Θ(x− xL, ε) exp[− i
2ℏ
Hho0 t3]
× Fλ5−k(x, t3)pkΨC00 (x, r, t0 + t1/2)||. (4.159)
The upper bounds of the two norms NORM(1, λ, C0) and NORM(2, λ, C0)
may be calculated rigorously on the basis of the two inequalities (4.158) and
(4.159), respectively. Here one may use the formula (4.108a) to calculate exactly
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the product state pkΨC00 (x, r, t0 + t1/2) for 0 ≤ k ≤ 5. But it may be more
convenient to use the following method to calculate the product state. Now
define the two GWP motional states by
Ψg0(x,+ϕ, t0 + t1/2) = exp[iϕ(x, γ)]Ψ
g
0(x, t0 + t1/2)
and
Ψe0(x,−ϕ, t0 + t1/2) = exp[−iϕ(x, γ)]Ψe0(x, t0 + t1/2).
Then define the Gaussian superposition state Ψ0(x, r, ϕ, t0 + t1/2) as
Ψ0(x, r, ϕ, t0+t1/2) = Ψ
g
0(x,+ϕ, t0+t1/2)|e〉+Ψe0(x,−ϕ, t0+t1/2)|g0〉. (4.160)
By using this superposition state the product state ΨC00 (x, r, t0+t1/2) of (4.89a)
may be simply re-expressed as
ΨC00 (x, r, t0 + t1/2) = cos[
1
2ℏ
Ω(x)t1]Ψ0(x, r, t0 + t1/2)
− i sin[ 1
2ℏ
Ω(x)t1]Ψ0(x, r, ϕ, t0 + t1/2). (4.161)
Here the product state Ψ0(x, r, t0 + t1/2) is given by (4.42). Now the m−order
coordinate derivative of the product state ΨC00 (x, r, t0+ t1/2) may be expressed
as
∂m
∂xm
ΨC00 (x, r, t0 + t1/2) =
m∑
l=0
(
m
l
)
{ ∂
l
∂xl
cos[
1
2ℏ
Ω(x)t1]}
×{ ∂
m−l
∂xm−l
Ψ0(x, r, t0 + t1/2)}
− i
m∑
l=0
(
m
l
)
{ ∂
l
∂xl
sin[
1
2ℏ
Ω(x)t1]}{ ∂
m−l
∂xm−l
Ψ0(x, r, ϕ, t0 + t1/2)}. (4.162)
Furthermore, it can turn out that the l−order coordinate derivatives (0 ≤ l ≤ 5)
for the two trigonometric functions cos[ 12ℏΩ(x)t1] and sin[
1
2ℏΩ(x)t1] may be
formally written as
∂l
∂xl
cos[
1
2ℏ
Ω(x)t1] = P
l
C(CX , SX) cos[
1
2ℏ
Ω(x)t1] + P
l
S(CX , SX) sin[
1
2ℏ
Ω(x)t1],
(4.163a)
∂l
∂xl
sin[
1
2ℏ
Ω(x)t1] = Q
l
C(CX , SX) cos[
1
2ℏ
Ω(x)t1] +Q
l
S(CX , SX) sin[
1
2ℏ
Ω(x)t1],
(4.163b)
where P lC(CX , SX), P
l
S(CX , SX), Q
l
C(CX , SX), and Q
l
S(CX , SX) are the poly-
nomials in variables CX and SX , and the trigonometric functions CX and SX
are defined by
CX = cos[
1
2
∆kx− pi/4], SX = sin[1
2
∆kx− pi/4].
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In the previous subsection 4.3.2.1 it is shown that both the l−order derivatives
∂l
∂xl
cos[ 12ℏΩ(x)t1] and
∂l
∂xl
sin[ 12ℏΩ(x)t1] (l ≥ 0) are bounded. This means that
the four polynomials P lC(CX , SX), P
l
S(CX , SX), Q
l
C(CX , SX), and Q
l
S(CX , SX)
are bounded on the RH sides of the two equations (4.163). Actually, these
derivatives ∂
l
∂xl cos[
1
2ℏΩ(x)t1] and
∂l
∂xl sin[
1
2ℏΩ(x)t1] for 0 ≤ l ≤ 5 may be cal-
culated directly. It can be found that these four polynomials indeed are bounded
and both the derivatives ∂
l
∂xl
cos[ 12ℏΩ(x)t1] and
∂l
∂xl
sin[ 12ℏΩ(x)t1] are also bounded,
| ∂
l
∂xl
cos[
1
2ℏ
Ω(x)t1]| ≤ |P lC(CX , SX)|+ |P lS(CX , SX)|,
| ∂
l
∂xl
sin[
1
2ℏ
Ω(x)t1]| ≤ |QlC(CX , SX)|+ |QlS(CX , SX)|.
The two inequalities further show that both the norms || ∂l
∂xl
|g˜0〉|| and || ∂l∂xl |e˜〉||
are indeed bounded for 0 ≤ l ≤ 5 in the two inequalities (4.118). This is in
agreement with the results obtained in the previous subsection 4.3.2.1.
There are two methods to calculate strictly the upper bounds of the norms
NORM(1, λ, C0) and NORM(2, λ, C0). One of which is first to set up the com-
mutative relation [exp(− [x−xc]2ε2c ), exp(−
i
2ℏH
ho
0 t3)]. An exponentially-decaying
factor is therefore generated. This exponentially-decaying factor then is used to
directly control the upper bounds of the normsNORM(1, λ, C0) andNORM(2,
λ, C0). The detailed work for this method will not be described here. Another
method is based on the multiple Gaussian wave-packet (MGWP ) expansion.
Here this method is named the MGWP expansion method. The MGWP ex-
pansion method has an extensive application in the research field of quantum
computational chemistry [25]. The detail for the MGWP expansion method
also may be seen in the next section 5. Simply speaking, the MGWP expan-
sion is that a quantum state may be approximated by a linear combination of
many different Gaussian wave-packet (basis) states. The key step to calculat-
ing strictly the two norms of (4.158) and (4.159) is how to calculate strictly
the following time evolution process under the harmonic-oscillator propagator
exp[− i2ℏHho0 t3]:
ΨC00k (x, r, t0 + t1/2 + t3/2) = exp[−
i
2ℏ
Hho0 t3]
× {Fλ5−k(x, t3)pkΨC00 (x, r, t0 + t1/2)}. (4.164)
It is well known that it is easy to calculate exactly the time evolution process
of a harmonic oscillator with a GWP state or more generally with a Gaussian
superposition state. However, it can be found from (4.161) and (4.162) that the
product states {pkΨC00 } are not pure Gaussian superposition states and hence
the product states {Fλ5−kpkΨC00 } in (4.164) are not yet pure Gaussian super-
position states. This is the reason why it is difficult to calculate exactly the
time evolution process of (4.164). Here one may use the MGWP expansion
method to calculate approximately the time evolution process. In the MGWP
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expansion method the product states {pkΨC00 } may be approximately expanded
as the Gaussian superposition states, respectively. Here the truncation errors in
theMGWP expansion can be controlled, as can be seen below. Here the ampli-
tudes in the Gaussian superposition states allow to be finite-order polynomials
in coordinate x. Note that in a conventional Gaussian superposition state the
amplitudes are generally complex coefficients. These Gaussian superposition
states with the amplitudes of finite-order polynomials in coordinate x are the
generalized Gaussian superposition states. Just like a conventional Gaussian
superposition state, such a generalized Gaussian superposition state still allows
the time evolution process of (4.164) to be calculated exactly, as can be shown
below and in the next section 5. The key point for this is that the unitary
inverse of the harmonic-oscillator propagator exp[− i2ℏHho0 t3] in (4.164) can be
obtained exactly [15] and the coordinate operator x(t) in the Heisenberg picture
also can be obtained exactly. It is another key point to the present MGWP
expansion method.
It can be found from (4.161) and (4.162) that the two trigonometric functions
cos[ 12ℏΩ(x)t1] and sin[
1
2ℏΩ(x)t1] directly result in that the exact calculation
for the time evolution process of (4.164) becomes difficult. Now according to
the MGWP expansion one may first expand the two trigonometric functions
cos[ 12ℏΩ(x)t1] and sin[
1
2ℏΩ(x)t1] in (4.161) and (4.162) as the Taylor series:
cos[
1
2ℏ
Ω(x)t1] =
n∑
k=0
(−1)k
(2k)!
[
1
2ℏ
Ω(x)t1]
2k +R2n+1[
1
2ℏ
Ω(x)t1], (4.165a)
sin[
1
2ℏ
Ω(x)t1] =
n∑
k=0
(−1)k
(2k + 1)!
[
1
2ℏ
Ω(x)t1]
2k+1 + S2n+2[
1
2ℏ
Ω(x)t1], (4.165b)
where the residual errors R2n+1[
1
2ℏΩ(x)t1] and S2n+2[
1
2ℏΩ(x)t1] are bounded by
|R2n+1[ 1
2ℏ
Ω(x)t1]| ≤ 1
(2n+ 1)!
{ 1
2ℏ
|Ω(x)|t1}2n+1 ≤ (2|Ω0|t1)
2n+1
(2n+ 1)!
, (4.165c)
|S2n+2[ 1
2ℏ
Ω(x)t1]| ≤ 1
(2n+ 2)!
{ 1
2ℏ
Ω(x)t1}2n+2 ≤ (2Ω0t1)
2n+2
(2n+ 2)!
. (4.165d)
The two residual error terms can be controlled by the truncation term num-
ber n. According to the Stirling formula n! ≈
√
2pin(n/e)n one can find that
the two residual error terms have the upper bounds: |R2n+1[ 12ℏΩ(x)t1]|max ∝
(2e|Ω0|t12n+1 )
2n+1 and |S2n+2[ 12ℏΩ(x)t1]|max ∝ (2e|Ω0|t12n+2 )2n+2. Therefore, the two er-
ror terms decay exponentially with the numbers 2n+1 and 2n+2, respectively,
when 2n+1 > 2e|Ω0|t1. Both the upper bounds on the rightest sides of (4.165c)
and (4.165d) are used to determine the truncation term numbers n on the RH
sides of (4.165a) and (4.165b), respectively. By substituting the two equations
(4.163) into (4.162) and then using the two expansions (4.165a) and (4.165b)
one obtains
∂m
∂xm
ΨC00 (x, r, t0 + t1/2) = Dm(x, r, t0 + t1/2) + Erm(x, r, t0 + t1/2), (4.166)
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where the main term Dm(x, r, t0 + t1/2) is written as
Dm(x, r, t0 + t1/2) =
n∑
k=0
(−1)k
(2k)!
[
1
2ℏ
Ω(x)t1]
2k
×
m∑
l=0
(
m
l
)
P lC(CX , SX)
∂m−l
∂xm−l
Ψ0(x, r, t0 + t1/2)
+
n∑
k=0
(−1)k
(2k + 1)!
[
1
2ℏ
Ω(x)t1]
2k+1
m∑
l=0
(
m
l
)
P lS(CX , SX)
∂m−l
∂xm−l
Ψ0(x, r, t0+ t1/2)
−i
n∑
k=0
(−1)k
(2k)!
[
1
2ℏ
Ω(x)t1]
2k
m∑
l=0
(
m
l
)
QlC(CX , SX)
∂m−l
∂xm−l
Ψ0(x, r, ϕ, t0 + t1/2)
−i
n∑
k=0
(−1)k
(2k + 1)!
[
1
2ℏ
Ω(x)t1]
2k+1
×
m∑
l=0
(
m
l
)
QlS(CX , SX)
∂m−l
∂xm−l
Ψ0(x, r, ϕ, t0 + t1/2) (4.167)
and the residual error term Erm(x, r, t0 + t1/2) is given by
Erm(x, r, t0 + t1/2) = R2n+1[
1
2ℏ
Ω(x)t1]
×
m∑
l=0
(
m
l
)
P lC(CX , SX)
∂m−l
∂xm−l
Ψ0(x, r, t0 + t1/2)
+S2n+2[
1
2ℏ
Ω(x)t1]
m∑
l=0
(
m
l
)
P lS(CX , SX)
∂m−l
∂xm−l
Ψ0(x, r, t0 + t1/2)
−iR2n+1[ 1
2ℏ
Ω(x)t1]
m∑
l=0
(
m
l
)
QlC(CX , SX)
∂m−l
∂xm−l
Ψ0(x, r, ϕ, t0 + t1/2)
− iS2n+2[ 1
2ℏ
Ω(x)t1]
m∑
l=0
(
m
l
)
QlS(CX , SX)
∂m−l
∂xm−l
Ψ0(x, r, ϕ, t0 + t1/2).
(4.168)
Now by substituting (4.166) into (4.158) and (4.159), respectively, one obtains
NORM(1, λ, C0) ≤ 1
εc
√
pi
5∑
m=0
ℏ
m||Fλ5−m(x, t3)Erm(x, r, t0 + t1/2)||
+
5∑
m=0
ℏ
m||δ(x−xc, εc) exp[− i
2ℏ
Hho0 t3]F
λ
5−m(x, t3)Dm(x, r, t0+t1/2)||, (4.169a)
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and
NORM(2, λ, C0) ≤
5∑
m=0
ℏ
m||Fλ5−m(x, t3)Erm(x, r, t0 + t1/2)||
+
5∑
m=0
ℏ
m||Θ(x− xL, ε) exp[− i
2ℏ
Hho0 t3]F
λ
5−m(x, t3)Dm(x, r, t0 + t1/2)||.
(4.169b)
Here the relations 0 ≤ δ(x − xc, εc) ≤ 1εc√pi and 0 ≤ Θ(x − xL, ε) ≤ 1 are
already used when there appears the residual term Erm(x, r, t0 + t1/2) inside
the norms on the RH sides of the two inequalities (4.169). This means that those
norms inside containing the residual term Erm(x, r, t0 + t1/2) are controlled by
the residual terms themselves on the RH sides of the two inequalities (4.169),
respectively.
Below evaluate first the contribution of the residual error terms {Erm(x, r, t0+
t1/2)} of (4.168) to the normNORM(1, λ, C0) in (4.169a) andNORM(2, λ, C0)
in (4.169b). With the help of the residual error term Erm(x, r, t0 + t1/2)
of (4.168) and the upper bounds of the residual terms R2n+1[
1
2ℏΩ(x)t1] and
S2n+2[
1
2ℏΩ(x)t1], which are determined from (4.165c) and (4.165d), respectively,
it is easy to find that the first sum term of the norms inside containing the resid-
ual error term Erm(x, r, t0 + t1/2) on the RH sides of (4.169a) and (4.169b)
satisfies
5∑
m=0
ℏ
m||Fλ5−m(x, t3)Erm(x, r, t0 + t1/2)||
≤ (2|Ω0|t1)
2n+1
(2n+ 1)!
5∑
m=0
m∑
l=0
(
m
l
)
ℏ
m|P lC(CX , SX)|max ×Nλml(0)
+
(2Ω0t1)
2n+2
(2n+ 2)!
5∑
m=0
m∑
l=0
(
m
l
)
ℏ
m|P lS(CX , SX)|max ×Nλml(0)
+
(2|Ω0|t1)2n+1
(2n+ 1)!
5∑
m=0
m∑
l=0
(
m
l
)
ℏ
m|QlC(CX , SX)|max ×Nλml(ϕ)
+
(2Ω0t1)
2n+2
(2n+ 2)!
5∑
m=0
m∑
l=0
(
m
l
)
ℏ
m|QlS(CX , SX)|max ×Nλml(ϕ) (4.170)
where the norms Nλml(0) and N
λ
ml(ϕ) are defined by
Nλml(0) = ||Fλ5−m(x, t3)[
∂m−l
∂xm−l
Ψ0(x, r, t0 + t1/2)]||,
Nλml(ϕ) = ||Fλ5−m(x, t3)[
∂m−l
∂xm−l
Ψ0(x, r, ϕ, t0 + t1/2)]||.
Here one needs to prove that these norms Nλml(0) and N
λ
ml(ϕ) are bounded.
It is known above that all the four polynomials P lC(CX , SX), P
l
S(CX , SX),
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QlC(CX , SX), and Q
l
S(CX , SX) are bounded. If now these norms N
λ
ml(0) and
Nλml(ϕ) are also bounded, then it follows from (4.170) that the upper bound of
the norm on the LH side of (4.170) is controlled by the truncation-error up-
per bounds (2|Ω0|t1)
2n+1
(2n+1)! and
(2Ω0t1)
2n+2
(2n+2)! , which are the exponentially-decaying
factors when 2n + 1 > 2e|Ω0|t1. It is easy to calculate strictly the two norms
Nλml(0) and N
λ
ml(ϕ). From the formulae (4.109), (4.42), and (4.160) one obtains
∂m−l
∂xm−l
Ψ0(x, r, t0 + t1/2) = Q
g
m−l(x)Ψ
g
0(x, t0 + t1/2)|g0〉
+Qem−l(x)Ψ
e
0(x, t0 + t1/2)|e〉 (4.171a)
and
∂m−l
∂xm−l
Ψ0(x, r, ϕ, t0 + t1/2) = Q
g
m−l(x,+ϕ(x, γ))Ψ
g
0(x,+ϕ, t0 + t1/2)|e〉
+Qem−l(x,−ϕ(x, γ))Ψe0(x,−ϕ, t0 + t1/2)|g0〉. (4.171b)
With the help of the two equations (4.171) it turns out that the two norms
Nλml(0) and N
λ
ml(ϕ) satisfy
Nλml(0) ≤ ||Fλ5−m(x, t3)Qgm−l(x)Ψg0(x, t0 + t1/2)||
+ ||Fλ5−m(x, t3)Qem−l(x)Ψe0(x, t0 + t1/2)|| (4.172a)
and
Nλml(ϕ) ≤ ||Fλ5−m(x, t3)Qgm−l(x,+ϕ(x, γ))Ψg0(x,+ϕ, t0 + t1/2)||
+ ||Fλ5−m(x, t3)Qem−l(x,−ϕ(x, γ))Ψe0(x,−ϕ, t0 + t1/2)||. (4.172b)
Here Fλ5−m is a polynomial in coordinate x with order not more than five,
while Qgm−l(x), Q
e
m−l(x), Q
g
m−l(x,+ϕ(x, γ)), and Q
e
m−l(x,−ϕ(x, γ)) all are the
polynomials in coordinate x with order not more than five. Then in the two
inequalities (4.172) Fλ5−mQ
g
m−l(x), F
λ
5−mQ
e
m−l(x), F
λ
5−mQ
g
m−l(x,+ϕ(x, γ)), and
Fλ5−mQ
e
m−l(x,−ϕ(x, γ)) are the polynomials in coordinate x with order not
more than five. Notice that Ψg0(x, t0 + t1/2), Ψ
e
0(x, t0 + t1/2), Ψ
g
0(x,+ϕ, t0 +
t1/2), and Ψ
e
0(x,−ϕ, t0 + t1/2) all are GWP motional states. Then with the
help of the Gaussian integrals [44a] it can turn out that each one of the four
norms on the RH sides of the two inequalities (4.172) is bounded. Thus, the
two inequalities (4.172) indicate that both the norms Nλml(0) and N
λ
ml(ϕ) are
bounded. On the other hand, it is known from the two equations (4.163) that
P lC(CX , SX), P
l
S(CX , SX), Q
l
C(CX , SX), and Q
l
S(CX , SX) are the polynomials
in the trigonometric functions CX and SX with a total order not more than l
and here 0 ≤ l ≤ 5. It is already shown above that all these four polynomials are
bounded. These results together show that all the four sum terms (
∑5
m=0
∑m
l=0)
on the RH side of (4.170) are bounded. Therefore, the inequality (4.170) shows
that the upper bound of the sum term on the LH side of (4.170) is proportional
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to the maximum one of the two exponentially-decaying factors (2|Ω0|t1)
2n+1
(2n+1)! (≈
(2e|Ω0|t12n+1 )
2n+1) and (2Ω0t1)
2n+2
(2n+2)! (≈ (
2e|Ω0|t1
2n+2 )
2n+2) with 2n + 1 > 2e|Ω0|t1. This
indicates that the contribution of the residual error terms {Erm(x, r, t0+ t1/2)}
to the norm NORM(1, λ, C0) in (4.169a) and NORM(2, λ, C0) in (4.169b) can
be completely controlled by the truncation term number n. It can be neglected
when 2n+ 1 >> 2e|Ω0|t1.
Now evaluate the contribution of the main terms {Dm(x, r, t0 + t1/2)} of
(4.167) to the norm NORM(1, λ, C0) in (4.169a) and NORM(2, λ, C0) in
(4.169b). It is needed to calculate strictly the second sum terms on the RH sides
of (4.169a) and (4.169b), respectively. The second sum term ofNORM(1, λ, C0)
on the RH side of (4.169a) consists of six norms, each one of which inside con-
tains the spatially-selective factor δ(x−xc, εc), while that one ofNORM(2, λ, C0)
on the RH side of (4.169b) also consists of six norms, each one of which in-
side contains the spatially-selective factor Θ(x − xL, ε). These six norms of
NORM(1, λ, C0) can be converted into those six norms of NORM(2, λ, C0),
respectively, if the spatially-selective factor δ(x− xc, εc) is replaced with Θ(x−
xL, ε). Thus, here one needs only to calculate strictly the second sum term
of NORM(1, λ, C0). The obtained result is available as well for that one of
NORM(2, λ, C0) as long as the spatially-selective factor δ(x − xc, εc) is re-
placed with Θ(x − xL, ε). With the aid of Dm(x, r, t0 + t1/2) of (4.167) it can
turn out that the second sum term on the RH side of (4.169a) is bounded by
5∑
m=0
ℏ
m||δ(x− xc, εc) exp[− i
2ℏ
Hho0 t3]F
λ
5−m(x, t3)Dm(x, r, t0 + t1/2)||
≤ NA7 +NB7 +NC7 +ND7 (4.173)
where the four terms NA7, NB7, NC7, and ND7 all are non-negative and they
are given by
NA7 =
∑
a=g,e
n∑
k=0
5∑
m=0
m∑
l=0
ℏ
m(Ω0t1)
2k
(2k)!
(
m
l
)
||δ(x − xc, εc)Fλ5−m(x(t′3), t3)
×Qam−l(x(t′3)) exp[−
i
2ℏ
Hho0 t3](2CX)
2kP lC(CX , SX)Ψ
a
0(x, t0+ t1/2)||, (4.174a)
NB7 =
∑
a=g,e
n∑
k=0
5∑
m=0
m∑
l=0
ℏ
m(|Ω0|t1)2k+1
(2k + 1)!
(
m
l
)
||δ(x− xc, εc)Fλ5−m(x(t′3), t3)
×Qam−l(x(t′3)) exp[−
i
2ℏ
Hho0 t3](2CX)
2k+1P lS(CX , SX)Ψ
a
0(x, t0 + t1/2)||,
(4.174b)
NC7 =
∑
a=g,e
n∑
k=0
5∑
m=0
m∑
l=0
ℏ
m(Ω0t1)
2k
(2k)!
(
m
l
)
||δ(x− xc, εc)Fλ5−m(x(t′3), t3)
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×Qam−l(x(t′3), ϕa) exp[−
i
2ℏ
Hho0 t3](2CX)
2kQlC(CX , SX)Ψ
a
0(x, ϕa, t0 + t1/2)||,
(4.174c)
ND7 =
∑
a=g,e
n∑
k=0
5∑
m=0
m∑
l=0
ℏ
m(|Ω0|t1)2k+1
(2k + 1)!
(
m
l
)
||δ(x− xc, εc)Fλ5−m(x(t′3), t3)
×Qam−l(x(t′3), ϕa) exp[−
i
2ℏ
Hho0 t3](2CX)
2k+1QlS(CX , SX)Ψ
a
0(x, ϕa, t0 + t1/2)||.
(4.174d)
Here define ϕa = +ϕ(x, γ) if a = g and ϕa = −ϕ(x, γ) if a = e. Some relations
are already used to derive these four terms of (4.174). They include Ω(x) =
4ℏΩ0CX , the two relations (4.171), and the following unitary transformations:
exp[− i
2ℏ
Hho0 t3]F
λ
5−m(x, t3)Q
a
m−l(x) exp[
i
2ℏ
Hho0 t3]
= Fλ5−m(x(t
′
3), t3)Q
a
m−l(x(t
′
3)), a = g or e, (4.175a)
and
exp[− i
2ℏ
Hho0 t3]F
λ
5−m(x, t3)Q
a
m−l(x, ϕa) exp[
i
2ℏ
Hho0 t3]
= Fλ5−m(x(t
′
3), t3)Q
a
m−l(x(t
′
3), ϕa), a = g or e. (4.175b)
Here the coordinate operator x(t′3) is defined by
x(t′3) = exp[−
i
2ℏ
Hho0 t3]x exp[
i
2ℏ
Hho0 t3]. (4.175c)
A key point to calculating strictly the upper bounds of the four terms NA7,
NB7, NC7, and ND7 by the four equations (4.174), respectively, is to cal-
culate strictly the two unitary transformations (4.175a) and (4.175b), while a
rigorous calculation for the two unitary transformations needs to obtain the co-
ordinate operator x(t′3) from (4.175c). Because the propagator exp[− i2ℏHho0 t3]
is of the harmonic oscillator with the Hamiltonian Hho0 , its unitary inverse is
easy to obtain and it is given by exp[−iHho0 t′3/ℏ] up to a global phase factor
[15], here t′3 + t3/2 = 2kpi/ω (k = 0, 1, 2, ...) and ω is the oscillatory (angu-
lar) frequency of the harmonic oscillator. Then the coordinate operator x(t′3)
also can be expressed as x(t′3) = exp[iH
ho
0 t
′
3/ℏ]x exp[−iHho0 t′3/ℏ]. This shows
that x(t′3) is just the coordinate operator in the Heisenberg picture. Thus, the
coordinate operator x(t′3) can be exactly obtained from (4.69b). More gener-
ally, if the Hamiltonian Hho0 is replaced with a general quadratic Hamiltonian,
it is also easy to obtain exactly the unitary transformation (4.175c) due to
that in this case the inverse unitary propagator can be obtained exactly [15].
However, if Hho0 is replaced with other spatially-dependent Hamiltonian than a
quadratic Hamiltonian, it is generally difficult to obtain exactly (4.175c) except
for some simple and special cases. Notice that Fλ5−mQ
g
m−l(x), F
λ
5−mQ
e
m−l(x),
Fλ5−mQ
g
m−l(x,+ϕ(x, γ)), and F
λ
5−mQ
e
m−l(x,−ϕ(x, γ)) all are polynomials in co-
ordinate x with order not more than five. It is known from (4.69b) that the
coordinate operator x(t′3) in the Heisenberg picture is a linear combination of
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the coordinate operator x and momentum operator p. Then by using the co-
ordinate operator x(t′3) of (4.69b) and the commutative relation [x, p] = iℏ one
always can write those operators on the RH sides of (4.175a) and (4.175b) as
Fλ5−m(x(t
′
3), t3)Q
a
m−l(x(t
′
3)) = q
λa
ml,0(x)p
5 + qλaml,1(x)p
4
+ ...+ qλaml,4(x)p+ q
λa
ml,5(x), (4.176a)
Fλ5−m(x(t
′
3), t3)Q
a
m−l(x(t
′
3), ϕa) = q
λa
ml,0(x, ϕa)p
5 + qλaml,1(x, ϕa)p
4
+ ...+ qλaml,4(x, ϕa)p+ q
λa
ml,5(x, ϕa). (4.176b)
Here both the operators qλaml,j(x) and q
λa
ml,j(x, ϕa) (0 ≤ j ≤ 5) are the polyno-
mials in coordinate operator x and their orders are not more than the index j.
These relations (4.176) will be further used to calculate the four terms NA7,
NB7, NC7, and ND7.
Now one needs to prove that the following motional states that appear in the
four terms NA7, NB7, NC7, and ND7 are Gaussian superposition motional
states:
Ψa,PCl,2k (x, t0 + t1/2) = (2CX)
2kP lC(CX , SX)Ψ
a
0(x, t0 + t1/2),
Ψa,PSl,2k+1(x, t0 + t1/2) = (2CX)
2k+1P lS(CX , SX)Ψ
a
0(x, t0 + t1/2),
Ψa,QCl,2k (x, ϕa, t0 + t1/2) = (2CX)
2kQlC(CX , SX)Ψ
a
0(x, ϕa, t0 + t1/2),
Ψa,QSl,2k+1(x, ϕa, t0 + t1/2) = (2CX)
2k+1QlS(CX , SX)Ψ
a
0(x, ϕa, t0 + t1/2).
Here the trigonometric functions CX and SX may be rewritten as
CX =
1
2
{exp[i(1
2
∆kx− pi/4)] + exp[−i(1
2
∆kx− pi/4)]} (4.177a)
and
SX =
1
2i
{exp[i(1
2
∆kx− pi/4)]− exp[−i(1
2
∆kx− pi/4)]}. (4.177b)
By using the binomial expansion the trigonometric function (2CX)
m may be
expressed as
(2CX)
m =
m∑
j=0
(
m
j
)
exp{−i(m− 2j)[1
2
∆kx− pi/4]}. (4.178)
This means that the trigonometric function (2CX)
m for any integer m > 0 is
a linear combination of the m + 1 phase factors {exp(±ikqx)} with the real
number q and the integer k. Notice that a GWP state times any phase factor
exp(±ikqx) is still a GWP state. Then these states (2CX)mΨa0(x, t0+t1/2) and
(2CX)
mΨa0(x, ϕa, t0+ t1/2) are Gaussian superposition motional states. There-
fore, the above four motional states, Ψa,PCl,2k (x, t0+t1/2), etc., are Gaussian super-
position states if the four polynomials P lC(CX , SX), P
l
S(CX , SX), Q
l
C(CX , SX),
136
andQlS(CX , SX) (0 ≤ l ≤ 5) in variables CX and SX can be expressed as a linear
combination of the phase factors {exp(±ikqx)}. By substituting these two for-
mulae (4.177) into the four polynomials and then using the binomial expansion
one can prove that each one of the four polynomials P lC(CX , SX), P
l
S(CX , SX),
QlC(CX , SX), and Q
l
S(CX , SX) may be expressed as a linear combination of
the phase factors {exp(±ikqx)}. Actually, these four polynomials can be di-
rectly calculated by the two equations (4.163). In particular, it can be found
that P 0C(CX , SX) = Q
0
S(CX , SX) = 1 and P
0
S(CX , SX) = Q
0
C(CX , SX) = 0;
P 1S(CX , SX) = −Q1C(CX , SX) = (4ℏΩ0)(12 t1/ℏ)(12∆k)SX and P 1C(CX , SX) =
Q1S(CX , SX) = 0. Thus, for the two cases l = 0 and 1 each one of the four poly-
nomials can be expressed as a linear combination of the three phase factors {1,
exp[i 12∆kx], exp[−i 12∆kx]} at most. Here the value 1 = exp(ilqx) with l = 0.
It also can be found that the total polynomial order for each one of the four
polynomials, P lC(CX , SX), etc., is not more than l. Therefore, each one of the
four polynomials may be expressed as a linear combination of the 2l + 1 phase
factors {1, exp[±i 12∆kx], ..., exp[±li 12∆kx]} at most,
P lC/S(CX , SX) =
l∑
j′=−l
α
C/S
j′ exp{ij′[
1
2
∆kx− pi/4]}, (4.179a)
QlC/S(CX , SX) =
l∑
j′=−l
β
C/S
j′ exp{ij′[
1
2
∆kx− pi/4]}, (4.179b)
where {αC/Sj′ } and {βC/Sj′ } are bounded and controllable. Now in the four mo-
tional states, Ψa,PCl,2k (x, t0+t1/2), etc., the two polynomials (2CX)
2kP lC(CX , SX)
and (2CX)
2kQlC(CX , SX) have a total order not more than 2k + l and other
two polynomials (2CX)
2k+1P lS(CX , SX) and (2CX)
2k+1QlS(CX , SX) have a to-
tal order not more than 2k + l + 1. Therefore, each one of the two polyno-
mials (2CX)
2kP lC(CX , SX) and (2CX)
2kQlC(CX , SX) may be expressed as a
linear combination of the 2(2k + l) + 1 phase factors {1, exp[±i 12∆kx], ...,
exp[±i(2k + l)(12∆k)x]} at most. Similarly, each one of the two polynomials
(2CX)
2k+1P lS(CX , SX) and (2CX)
2k+1QlS(CX , SX) may be expressed as a lin-
ear combination of the 2(2k + l + 1) + 1 phase factors {1, exp[±i 12∆kx], ...,
exp[±i(2k+ l+1)(12∆k)x]} at most. Here the indices k and l satisfy 0 ≤ k ≤ n
and 0 ≤ l ≤ 5 for the four terms NA7, NB7, NC7, and ND7, as can be
seen in the four formulae (4.174). These results show that each one of the two
states Ψa,PCl,2k (x, t0 + t1/2) and Ψ
a,QC
l,2k (x, ϕa, t0 + t1/2) may be expressed as a
linear combination of the 2(2k+ l)+ 1 GWP motional states at most, each one
of which has a different motional momentum. Similarly, each one of the two
states Ψa,PSl,2k+1(x, t0 + t1/2) and Ψ
a,QS
l,2k+1(x, ϕa, t0 + t1/2) may be expressed as a
linear combination of the 2(2k+ l)+ 3 GWP motional states at most, each one
of which has a different motional momentum. Now it is convenient to use di-
rectly the expansions (4.178) and (4.179) to express these four motional states,
Ψa,PCl,2k (x, t0 + t1/2), etc. Then the two motional states Ψ
a,PC
l,2k (x, t0 + t1/2) and
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Ψa,PSl,2k+1(x, t0+t1/2) may be respectively expressed as the Gaussian superposition
states:
Ψa,PCl,2k (x, t0 + t1/2) =
2k∑
j=0
(
2k
j
) l∑
j′=−l
αCj′Ψ
a
0,2k−2j−j′ (x, t0 + t1/2), (4.180a)
Ψa,PSl,2k+1(x, t0 + t1/2) =
2k+1∑
j=0
(
2k + 1
j
) l∑
j′=−l
αSj′Ψ
a
0,2k+1−2j−j′ (x, t0 + t1/2),
(4.180b)
where the Gaussian motional state Ψa0,m(x, t0 + t1/2) is defined by
Ψa0,m(x, t0 + t1/2) = exp{−im[
1
2
∆kx− pi/4]}Ψa0(x, t0 + t1/2). (4.181)
Similarly, the two motional states Ψa,QCl,2k (x, ϕa, t0+ t1/2) and Ψ
a,QS
l,2k+1(x, ϕa, t0+
t1/2) also may be respectively expressed as the Gaussian superposition states:
Ψa,QCl,2k (x, ϕa, t0 + t1/2) =
2k∑
j=0
(
2k
j
) l∑
j′=−l
βCj′Ψ
a
0,2k−2j−j′ (x, ϕa, t0 + t1/2),
(4.182a)
Ψa,QSl,2k+1(x, ϕa, t0 + t1/2) =
2k+1∑
j=0
(
2k + 1
j
)
×
l∑
j′=−l
βSj′Ψ
a
0,2k+1−2j−j′ (x, ϕa, t0 + t1/2), (4.182b)
where the Gaussian motional state Ψa0,m(x, ϕa, t0 + t1/2) is defined by
Ψa0,m(x, ϕa, t0 + t1/2) = exp{−im[
1
2
∆kx− pi/4]}Ψa0(x, ϕa, t0 + t1/2). (4.183)
These Gaussian motional states Ψa0,m(x, t0+ t1/2) and Ψ
a
0,m(x, ϕa, t0+ t1/2) are
different from their original ones Ψa0(x, t0 + t1/2) and Ψ
a
0(x, ϕa, t0 + t1/2) only
in their motional momentum and phase factors, respectively.
The time evolution process for these GWP states Ψa0,m(x, t0 + t1/2) and
Ψa0,m(x, ϕa, t0 + t1/2) under the propagator exp[− i2ℏHho0 t3] may be written as
Ψa0,m(x, t0 + t1/2 + t3/2) = exp[−
i
2ℏ
Hho0 t3]Ψ
a
0,m(x, t0 + t1/2), (4.184a)
Ψa0,m(x, ϕa, t0+ t1/2+ t3/2) = exp[−
i
2ℏ
Hho0 t3]Ψ
a
0,m(x, ϕa, t0+ t1/2). (4.184b)
Here Ψa0,m(x, t0 + t1/2 + t3/2) and Ψ
a
0,m(x, ϕa, t0 + t1/2 + t3/2) are still the
GWP states as the Hamiltonian Hho0 is of the harmonic oscillator. They are
further used to calculate the upper bounds of these four terms NA7, NB7,
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NC7, and ND7. Consider first the term NA7 of (4.174a). In order to calculate
the upper bound of the term NA7 one needs to calculate the time evolution
process: exp[− i2ℏHho0 t3]Ψa,PCl,2k (x, t0 + t1/2). According to (4.180a) and (4.184a)
this time evolution process may be written as
exp[− i
2ℏ
Hho0 t3](2CX)
2kP lC(CX , SX)Ψ
a
0(x, t0 + t1/2)
=
2k∑
j=0
(
2k
j
) l∑
j′=−l
αCj′Ψ
a
0,2k−2j−j′ (x, t0 + t1/2 + t3/2). (4.185)
By substituting (4.185) into (4.174a) and then using the operator polynomial
Fλ5−m(x(t
′
3), t3)Q
a
m−l(x(t
′
3)) in coordinate x and momentum p of (4.176a) it is
easy to prove that the term NA7 is bounded by
NA7 ≤
∑
a=g,e
n∑
k=0
2k∑
j=0
5∑
m=0
m∑
l=0
(
m
l
)(
2k
j
)
(Ω0t1)
2k
(2k)!
l∑
j′=−l
ℏ
m|αCj′ |
×
5∑
ν=0
||δ(x− xc, εc)qλaml,5−ν(x)pνΨa0,2k−2j−j′ (x, t0 + t1/2 + t3/2)||. (4.186)
Here the Gaussian motional state Ψa0,m(x, t0+ t1/2+ t3/2) is given by (4.184a).
According to the formula (4.109a) one has the relation:
pνΨa0,m(x, t0 + t1/2 + t3/2) = q
a,m
ν (x)Ψ
a
0,m(x, t0 + t1/2 + t3/2),
where qa,mν (x) is a ν−order polynomial in coordinate x. By substituting this
relation into (4.186) one can see that the RH side of (4.186) can be fur-
ther reduced to a linear combination of the basic norms {NBAS1}. Since
qλaml,5−ν(x)q
a,2k−2j−j′
ν (x) is a polynomial in coordinate x with order not more
than five, each one of the norms on the RH side of (4.186) may be reduced to
a linear sum of five norms {NBAS1} at most. In the sum terms on the RH
side of (4.186) the indices ν, j′, l, and m satisfy 0 ≤ ν, |j′|, l, m ≤ 5 and the
index a = g, e. Then the total number (here it is denoted as N(ν, j′, l,m; a)) of
these terms labelled by the index a and these indices ν, j′, l, and m is fixed and
finite for any given index values k and j. On the other hand, the indices j and
k satisfy 0 ≤ k ≤ n and 0 ≤ j ≤ 2k, respectively. Here one needs to determine
the truncation term number n. It is known from (4.170) that the truncation
term number n satisfies 2n + 1 >> 2e|Ω0|t1, so that the contribution of the
residual error terms {Erm(x, r, t0 + t1/2)} to the norms NORM(1, λ, C0) and
NORM(2, λ, C0) can be neglected. Given the index values ν, j′, l, and m and
the index a the number of the norms on the RH side of (4.186) is proportional to
n2 approximately (less than 2(n+1)2). Then the total number of all these norms
on the RH side of (4.186) is proportional to n2N(ν, j′, l,m; a) approximately.
Now examine the non-negative coefficient (or parameter) in front of each norm
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on the RH side of (4.186). It is clear that the non-negative parameter is given
by
C(a, k, j,m, l, j′, ν) = ℏm|αCj′ |
(
m
l
)(
2k
j
)
(Ω0t1)
2k
(2k)!
.
Note that 0 ≤ ν, |j′|, l, m ≤ 5 and a = g, e; and 0 ≤ k ≤ n, 0 ≤ j ≤ 2k.
This shows that when the truncation term number n is not large, the pa-
rameter C(a, k, j,m, l, j′, ν) is not yet large. Thus, here one needs only to
consider a large truncation term number, e.g., n >> 5. Then in this case
the parameter C(a, k, j,m, l, j′, ν) is mainly dependent on the parameter value(
2k
j
)
(Ω0t1)
2k
(2k)! . Notice that
(
2k
j
)
≤
(
2k
k
)
≤ 22k ≤ 22n for 0 ≤ j ≤ 2k ≤
2n. This means that the value
(
2k
j
)
(Ω0t1)
2k
(2k)! satisfies
(
2k
j
)
(Ω0t1)
2k
(2k)!
≤
(
2k
k
)
(Ω0t1)
2k
(2k)!
≤ (2Ω0t1)
2k
(2k)!
.
It is known that (2Ω0t1)
2n
(2n)! << 1 when 2n+ 1 >> 2e|Ω0|t1. Then the maximum
value of (2Ω0t1)
2k
(2k)! occurs at some value k with 0 < k < n and so does the one
of
(
2k
k
)
(Ω0t1)
2k
(2k)! . It also is known that in the Poisson distribution [44] the
probability Pk(λ) =
λk
k! exp(−λ) with 0 ≤ k < +∞. Because 0 ≤ Pk(λ) ≤ 1,
one has λk/k! ≤ exp(λ) for 0 ≤ k < +∞. This means that [ (2Ω0t1)2k(2k)! ]max ≤
exp(2|Ω0|t1). Thus, the value
(
2k
j
)
(Ω0t1)
2k
(2k)! satisfies
(
2k
j
)
(Ω0t1)
2k
(2k)!
≤ [ (2Ω0t1)
2k
(2k)!
]max ≤ exp(2|Ω0|t1) ≤ exp(2|Ω0|τ ).
Here 0 ≤ t1 ≤ τ , as can be seen from (4.2). Note that the time interval τ
usually satisfies τ << 1, as can be seen in the next sections 5 and 6. Then the
value exp(2|Ω0|τ ) usually is not large. Now given the value 2|Ω0|t1 the upper
bound of
(
2k
j
)
(Ω0t1)
2k
(2k)! may be determined completely and it is independent
on the truncation term number n. Therefore, for given index values m, l, j′,
and ν and the index a the upper bound of the parameter C(a, k, j,m, l, j′, ν) in
front of each norm on the RH side of (4.186) may be determined completely
by the value 2|Ω0|t1 and it also is independent of the truncation term number
n. Thus, it follows from the inequality (4.186) that the upper bound of the
term NA7 of (4.174a) may be expressed as a linear combination of the basic
norms {NBAS1}. Similarly, one can prove that the term NB7 of (4.174b) also
has an upper bound consisting of the basic norms {NBAS1}. In an analo-
gous way, by substituting the state Ψa,QCl,2k (x, ϕa, t0 + t1/2) of (4.182a) into the
RH side of (4.174c), then using the equation (4.184b), and finally using the
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expansion (4.176b) of the operator polynomial Fλ5−m(x(t
′
3), t3)Q
a
m−l(x(t
′
3), ϕa)
one can prove that the term NC7 of (4.174c) is bounded by
NC7 ≤
∑
a=g,e
n∑
k=0
2k∑
j=0
5∑
m=0
m∑
l=0
(
m
l
)(
2k
j
)
(Ω0t1)
2k
(2k)!
l∑
j′=−l
ℏ
m|βCj′ |
×
5∑
ν=0
||δ(x−xc, εc)qλaml,5−ν(x, ϕa)pνΨa0,2k−2j−j′ (x, ϕa, t0+t1/2+t3/2)||. (4.187)
This inequality is similar to (4.186). Thus, the upper bound of the term NC7
can be obtained in a similar way that one obtains the upper bound of the term
NA7 above. Here according to (4.109b) one has the relation:
pνΨa0,m(x, ϕa, t0 + t1/2 + t3/2) = q
a,m
ν (x, ϕa)Ψ
a
0,m(x, ϕa, t0 + t1/2 + t3/2),
where qa,mν (x, ϕa) is a ν−order polynomial in coordinate x. By substituting this
relation into the RH side of (4.187) one can prove that the RH side of (4.187)
may be further reduced to a linear combination of the basic norms {NBAS1},
indicating that the term NC7 of (4.174c) has an upper bound consisting of the
basic norms {NBAS1}. Similarly, one also can prove that the term ND7 of
(4.174d) has an upper bound consisting of the basic norms {NBAS1}. Now all
the four terms NA7, NB7, NC7, and ND7 of (4.174) are shown to have the
upper bounds consisting of the basic norms {NBAS1}. Then the inequality
(4.173) shows that the second sum term on the RH side of (4.169a) has an
upper bound consisting of the basic norms {NBAS1}. On the other hand,
it is already shown by the inequality (4.170) that the first sum term on the
RH side of (4.169a) can be controlled completely and it can be neglected when
2n + 1 >> 2e|Ω0|t1. If now the first sum term can be neglected, then the
inequality (4.169a) shows that the upper bound of the norm NORM(1, λ, C0)
is determined from the second sum term on the RH side of (4.169a). Since the
second sum term has an upper bound consisting of the basic norms {NBAS1},
the norm NORM(1, λ, C0) has an upper bound consisting of the basic norms
{NBSA1} too.
Now calculate the upper bound of the norm NORM(2, λ, C0) by the in-
equality (4.169b). The upper bound consists of the two sum terms on the RH
side of (4.169b). The first sum term originates from the residual error terms
{Erm(x, r, t0 + t1/2)} and it obeys the inequality (4.170). As shown in (4.170),
the upper bound of the first sum term is proportional to the maximum one
of the two exponentially-decaying factors (2|Ω0|t1)
2n+1
(2n+1)! (≈ (
2e|Ω0|t1
2n+1 )
2n+1) and
(2Ω0t1)
2n+2
(2n+2)! (≈ (
2e|Ω0|t1
2n+2 )
2n+2) with 2n + 1 > 2e|Ω0|t1. Therefore, the first sum
term can be controlled by the truncation term number n and it can be ne-
glected when 2n+ 1 >> 2e|Ω0|t1. On the other hand, the second sum term on
the RH side of (4.169b) obeys the inequality (4.173) if one makes replacement
δ(x− xc, εc)↔ Θ(x− xL, ε) in the inequality,
5∑
m=0
ℏ
m||Θ(x− xL, ε) exp[− i
2ℏ
Hho0 t3]F
λ
5−m(x, t3)Dm(x, r, t0 + t1/2)||
141
≤ NA7′ +NB7′ +NC7′ +ND7′. (4.188)
Here the current four terms NA7′, NB7′, NC7′, and ND7′ correspond to the
four terms NA7, NB7, NC7, and ND7 in (4.173), respectively. They are
still given by the four modified equations of (4.174a), (4.174b), (4.174c), and
(4.174d), respectively, in which δ(x− xc, εc) is replaced with Θ(x− xL, ε). Now
according to the above theoretical calculation method used for the four terms
NA7, NB7, NC7, and ND7 one can calculate strictly the upper bounds for
the current four terms NA7′, NB7′, NC7′, and ND7′. It can turn out that
each one of these upper bounds can be expressed as a linear sum of the basic
norms {NBAS2}. Actually, the current four terms NA7′, NB7′, NC7′, and
ND7′ on the RH side of (4.188) can be converted into the four terms NA7,
NB7, NC7, and ND7 on the RH side of (4.173), respectively, and vice versa
if one makes the replacement δ(x − xc, εc) ↔ Θ(x − xL, ε). Then these upper
bounds of the current four terms also can be converted into those of the four
terms in (4.173), respectively, and vice versa if one makes the replacement δ(x−
xc, εc)↔ Θ(x−xL, ε). If now the truncation term number n is chosen such that
2n+ 1 >> 2e|Ω0|t1, then the first sum term can be neglected on the RH side
of (4.169b). In this case the upper bound of the norm NORM(2, λ, C0) is
determined from the second sum term on the RH side of (4.169b). Since the
second sum term has an upper bound consisting of the basic norms {NBAS2},
the norm NORM(2, λ, C0) has an upper bound consisting of the basic norms
{NBAS2} too.
In this subsection it proves that the norm NORM(1, λ, C0) has an upper
bound consisting of a finite number of the basic norms {NBAS1}, while the
norm NORM(2, λ, C0) has an upper bound which consists of a finite number
of the basic norms {NBAS2}.
A summary for the subsection 4.3.2 is given below. This subsection is de-
voted to a rigorous calculation of the norm ||MV22(x, r, t1, t3)||. It is known from
(4.90) that the upper bound of the norm ||MV22(x, r, t1, t3)|| may be determined
from
||MV22(x, r, t1, t3)|| ≤ ||MV C022 (x, r, t1, t3)||+ ||MV CS22 (x, r, t1, t3)||
+||MV S22 (x, r, t1, t3)||.
Here the upper bound for each one of the three norms ||MV µ22 (x, r, t1, t3)|| with
the label µ = C0, CS, and S can be determined from (4.94). This means that
the upper bound of the norm ||MV µ22 (x, r, t1, t3)|| with the label µ = C0, CS,
or S is determined by the two norms on the RH side of (4.94). One of the
two norms inside contains the operator T1(x, p, ε), while another inside contains
the operator T2(x, p, ε). The upper bound of the norm inside containing the
operator T1(x, p, ε) may be determined by the five norms on the RH side of
(4.97), while that one inside containing the operator T2(x, p, ε) is determined
by the thirteen norms on the RH side of (4.99). Therefore, for each one of the
three norms {||MV µ22 (x, r, t1, t3)||} one needs to calculate the five norms on the
RH side of (4.97) and the thirteen norms on the RH side of (4.99). It can be
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found that each one of these five norms of (4.97) and these thirteen norms of
(4.99) may be expressed in a unified form as either the norm NORM(1, λ, µ)
of (4.102) or NORM(2, λ, µ) of (4.103). This means that in order to calculate
the upper bound of the norm ||MV µ22 (x, r, t1, t3)|| one needs only to calculate
the upper bounds of the two norms NORM(1, λ, µ) and NORM(2, λ, µ). In
the subsection 4.3.2 all these six norms NORM(1, λ, µ) and NORM(2, λ, µ)
for µ = C0, CS, and S are calculated strictly. Here the upper bounds of
the norms NORM(1, λ, µ) and NORM(2, λ, µ) for µ = CS and S are strictly
calculated in the subsection 4.3.2.1, while those of the norms NORM(1, λ, µ)
and NORM(2, λ, µ) for µ = C0 are strictly calculated in the subsection 4.3.2.2.
These calculated results show that each one of these six norms NORM(1, λ, µ)
and NORM(2, λ, µ) for µ = C0, CS, and S has an upper bound that consists of
a finite number of the basic norms {NBAS1} and/or {NBAS2}. This further
shows that each one of the three norms {||MV µ22 (x, r, t1, t3)||} has an upper bound
consisting of a finite number of the basic norms {NBAS1} and {NBAS2}.
Thus, the norm ||MV22(x, r, t1, t3)|| has an upper bound consisting of a finite
number of the basic norms {NBAS1} and {NBAS2}, indicating that it decays
exponentially with the square deviation-to-spread ratios of the relevant GWP
states.
A summary for the subsection 4.3 is given below. In the subsection 4.3.1 it
proves that the upper bound of the norm ||MV21(x, r, t1, t3)|| consists of a finite
number of the basic norms {NBAS1} and {NBAS2}, while in the subsection
4.3.2 it turns out that the norm ||MV22(x, r, t1, t3)|| has an upper bound consist-
ing of a finite number of the basic norms {NBAS1} and {NBAS2}. It is known
from (4.64) that the norm ||MV2 (x, r, t1, t3)|| is bounded by ||MV2 (x, r, t1, t3)|| ≤
||MV21(x, r, t1, t3)||+ ||MV22(x, r, t1, t3)||. This indicates that the norm ||MV2 (x, r,
t1, t3)|| also has an upper bound consisting of the basic norms {NBAS1} and
{NBAS2} and it decays exponentially with the square deviation-to-spread ra-
tios of the relevant GWP states.
Finally, according to the inequality (4.15) one can prove that the error
EVr (x, r, t0 + τ ) in (4.13) is bounded by
||EVr (x, r, t0 + τ )|| ≤ ||OVp (x, r, τ )Ψ00(x, r, t0)||
+
1
2
1
3!
τ3
ℏ3
{||MV1 (x, r, t1, t3)||max +
1
2
||MV2 (x, r, t1, t3)||max} (4.189)
where ||MVk (x, r, t1, t3)||max = max{||MVk (x, r, t1, t3)||} for k = 1 and 2 in the
time region 0 ≤ t3, t1 ≤ τ . It is known from (4.35) in the subsection 4.1 that the
norm ||OVp (x, r, τ )Ψ00(x, r, t0)|| decays exponentially with the square deviation-
to-spread ratios of the relevant GWP states. In the subsection 4.2 it proves that
for any times t1 and t3 in the time region [0, τ ] the norm ||MV1 (x, r, t1, t3)|| has
an upper bound consisting of a finite number of the basic norms {NBAS1} and
{NBAS2}, while in the subsection 4.3 it turns out that for any times t1 and t3
in the time region [0, τ ] the norm ||MV2 (x, r, t1, t3)|| has an upper bound con-
sisting of a finite number of the basic norms {NBAS1} and {NBAS2}. Thus,
the maximum norms ||MVk (x, r, t1, t3)||max for k = 1 and 2 in (4.189) also have
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the upper bounds consisting of the basic norms {NBAS1} and {NBAS2}, indi-
cating that they decay exponentially with the square deviation-to-spread ratios
of the relevant GWP states. Then the inequality (4.189) shows that the error
EVr (x, r, t0 + τ) also decays exponentially with the square deviation-to-spread
ratios of the relevant GWP states. This is the expected result for the error
EVr (x, r, t0 + τ ).
4.4 The upper bound of the norm ||E0r (x, r, t0 + τ )||
In addition to requiring that the error EVr (x, r, t0 + τ ) originating from the
spatially-selective effect be negligible the time evolution process of (4.13) also
requires that the error E0r (x, r, t0 + τ ) be controllable. Below calculate strictly
the upper bound of the error E0r (x, r, t0 + τ). It can turn out that the error is
bounded by
||E0r (x, r, t0 + τ )|| ≤
1
2
1
3!
τ3
ℏ3
{||M01 (x, r, t1, t3)||max +
1
2
||M02 (x, r, t1, t3)||max}.
(4.190)
This inequality is obtained by substituting (4.10) into (4.3). It is a special
form of the general inequality (4.7). Here the error states M01 (x, r, t1, t3) and
M02 (x, r, t1, t3) are given by (4.11a) and (4.11b), respectively, while ||M0k (x, r, t1,
t3)||max for k = 1 and 2 are the maximum norms in the time region 0 ≤ t3, t1 ≤ τ ,
that is, ||M0k (x, r, t1, t3)||max = max0≤t3,t1≤τ{||M0k (x, r, t1, t3)||}. The inequality
(4.190) indicates that if the maximum norms {||M0k (x, r, t1, t3)||max} for k = 1
and 2 are bounded over the whole coordinate space −∞ < x < +∞, then the
upper bound of the error E0r (x, r, t0 + τ) is proportional to τ
3 approximately
and may be controlled effectively by the single time parameter τ, and this is in
agreement with the error term O(τ 3) in the decomposition formula (4.1) of the
conventional Trotter-Suzuki decomposition method. It will prove below that
the maximum norms {||M0k (x, r, t1, t3)||max} are indeed bounded over the whole
coordinate space −∞ < x < +∞. Now by using the two basic commutation
relations of (4.37) one may calculate explicitly the two commutation relations of
the error state M01 (x, r, t1, t3) of (4.11a) and M
0
2 (x, r, t1, t3) of (4.11b), respec-
tively,
[HI(x, α, γ), [H
ho
0 , HI(x, α, γ)]] = g1(x)Izp+ g2(x)Iz + g3(x), (4.191a)
[Hho0 , [H
ho
0 , HI(x, α, γ)]] = f1(x)Ixp
2 + f2(x)Iyp
2 + f3(x)Ixp
+ f4(x)Iyp+ f5(x)Ixx+ f6(x)Iyx+ f7(x)Ix + f8(x)Iy . (4.191b)
Here one also needs to use the harmonic-oscillator Hamiltonian Hho0 of (2.3)
and the interaction term HI(x, α, γ) (α = pi/4) of (4.16). The interaction term
HI(x, α, γ) is proportional to the time-independent amplitudes {Qx,y(x, α, γ)}
of the PHAMDOWN laser light beams, which are given by (4.17), respectively.
In the two equations (4.191) these functions {gk(x)} and {fk(x)} of coordinate
x are explicitly obtained from the two functions Qx,y(x, α, γ) of (4.17). They
also contain the coordinate derivatives of the two functions Qx,y(x, α, γ). Since
the two functions Qx,y(x, α, γ) are the trigonometric functions of coordinate x,
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as can be seen in (4.17), their coordinate derivatives are also the trigonometric
functions. Hence the upper bounds of these functions {gk(x)} and {fk(x)} may
be independent of the coordinate x. Therefore, all these functions {gk(x)} and
{fk(x)} are bounded. Denote the upper bounds of these functions {gk(x)} and
{fk(x)} as {Gk} and {Fk}, respectively,
|gk(x)| ≤ Gk, k = 1, 2, 3, −∞ < x < +∞,
|fk(x)| ≤ Fk, k = 1, 2, ..., 8, −∞ < x < +∞.
Here the upper-bound values {Gk} and {Fk} also may be independent of the
phases α and γ of the functions Qx,y(x, α, γ). The upper bounds {Gk} are
dependent only on the parameters of the PHAMDOWN laser light beams,
while {Fk} depend on these parameters of both the harmonic potential field
and the PHAMDOWN laser light beams. Therefore, the upper bounds {Gk}
and {Fk} can be controlled by these parameters of both the harmonic potential
field and the PHAMDOWN laser light beams.
Before the norms {||M0k (x, r, t1, t3)||} are calculated, one needs to calculate
the product state:
Ψ0(x, r, t0 + t1/2 + τ1) = exp[− i
ℏ
HI(x, α, γ)τ1]Ψ0(x, r, t0 + t1/2)
where τ1 = t1 − t3 for the product state M01 (x, r, t1, t3) of (4.11a) and τ1 = t1
for M02 (x, r, t1, t3) of (4.11b). By using the unitary transformation (4.19) this
product state may be reduced to the form
Ψ0(x, r, t0 + t1/2+ τ1) = Ψ
g
0(x, t0 + t1/2)|g˜0(x, τ1)〉+Ψe0(x, t0 + t1/2)|e˜(x, τ1)〉.
Here both the superposition states |g˜0(x, τ 1)〉 and |e˜(x, τ1)〉 are generated by
applying the unitary operator exp[−iHI(pi/4, γ)τ1/ℏ] to the states |g0〉 and |e〉,
respectively. They are explicitly given by (4.75) with the time setting t1 = τ1.
Now by substituting the commutation relation of (4.191a) and the product state
Ψ0(x, r, t0 + t1/2 + τ1) with τ1 = t1 − t3 into (4.11a) one can prove that the
product state M01 (x, r, t1, t3) is bounded by
||M01 (x, r, t1, t3)|| ≤ ||g1(x)IzpΨg0(x, t0 + t1/2)|g˜0(x, τ1)〉||
+ ||g1(x)IzpΨe0(x, t0 + t1/2)|e˜(x, τ1)〉|| +
1
2
G2 +G3, (4.192)
where the relations |gk(x)| ≤ Gk for k = 1, 2, 3; ||Iµ|| = 1/2 for µ = x, y, z;
and the normalization ||Ψ0||2 = 1 are already used. By using the superposition
state |g˜0(x, τ1)〉 of (4.75a) and |e˜(x, τ1)〉 of (4.75b) (here τ1 = (t1− t3)) and the
relations |||g˜0(x, τ1)〉|| = 1 and |||e˜(x, τ1)〉|| = 1 it can turn out that the first
(a = g) and the second norm (a = e) on the RH side of (4.192) are bounded by
||g1(x)IzpΨa0(x, t0 + t1/2)|a˜〉|| ≤ (
1
2
G1ℏ)|| ∂
∂x
Ψa0(x, t0 + t1/2)||
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+(
1
2
G1ℏ)|Ω0∆k(t1 − t3)| × ||Ψa0(x, t0 + t1/2)||
+
1
2
|k0 + k1|(1
2
G1ℏ)||Ψa0(x, t0 + t1/2)|| (4.193)
where |a˜〉 = |g˜0(x, τ 1)〉 if a = g and |a˜〉 = |e˜(x, τ1)〉 if a = e, as usual. Denote
Aa0 as the amplitude of the non-normalization GWP state Ψ
a
0(x, t0+ t1/2) with
a = g or e. Then one has ||Ψa0(x, t0 + t1/2)||2 = |Aa0 |2 ≤ 1. It is clear that
|Ag0|2 + |Ae0|2 = 1 according to the normalization condition ||Ψ0||2 = 1. Notice
that the GWP state Ψa0(x, t0+ t1/2) has the characteristic parameters {xac (t0+
t1/2), p
a
c (t0 + t1/2), W
a
c (t0 + t1/2), ε
a
c (t0 + t1/2)}. Its coordinate derivative is
given by (4.49). Then it can turn out that the norm || ∂∂xΨa0 || is bounded by
|| ∂
∂x
Ψa0(x, t0 + t1/2)|| ≤
1
2
1
|W ac (t0 + t1/2)|
||xΨa0(x, t0 + t1/2)||
+ {1
2
| x
a
c (t0 + t1/2)
W ac (t0 + t1/2)
|+ |pac (t0 + t1/2)|/ℏ}||Ψa0(x, t0 + t1/2)||. (4.194)
Here ||xΨa0 ||2 is given by
||xΨa0(x, t0 + t1/2)||2 = |Aa0 |2{
1
2
εac (t0 + t1/2)
2 + xac (t0 + t1/2)
2}. (4.195)
By substituting (4.194) into (4.193) one obtains
||g1(x)IzpΨa0(x, t0 + t1/2)|a˜〉||
≤ 1
4
ℏG1|Aa0 |
|W ac (t0 + t1/2)|
√
1
2
εac (t0 + t1/2)
2 + xac (t0 + t1/2)
2
+|Aa0 |(
1
2
G1ℏ){1
2
| x
a
c (t0 + t1/2)
W ac (t0 + t1/2)
|+ |pac (t0 + t1/2)|/ℏ}
+ |Aa0 |(
1
2
G1ℏ){|Ω0∆k(t1 − t3)|+ 1
2
|k0 + k1|}. (4.196)
It is known from (4.192) that the upper bound of the norm ||M01 (x, r, t1, t3)||
consists of the term (G2/2+G3) and the two norms ||g1(x)IzpΨa0|a˜〉|| with a = g
and e. Now the upper bounds of the two norms {||g1(x)IzpΨa0|a˜〉||} can be de-
termined from (4.196). Obviously, the RH side of the inequality (4.196) is inde-
pendent of any unbounded variables like momentum and coordinate. Therefore,
both the norms {||g1(x)IzpΨa0 |a˜〉||} are bounded. This results in that the norm
||M01 (x, r, t1, t3)|| is also bounded in the time region 0 ≤ t3, t1 ≤ τ and over the
whole coordinate space−∞ < x < +∞.As shown in (4.192) and (4.196), the up-
per bound of the norm ||M01 (x, r, t1, t3)|| is mainly dependent on the three types
of parameters: (i) the characteristic parameters of the GWP motional states
{Ψa0(x, t0 + t1/2)}, (ii) the characteristic parameters of the PHAMDOWN
laser light beams, (iii) the characteristic parameters of the harmonic oscillator.
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Therefore, the norm ||M01 (x, r, t1, t3)|| can be controlled by these three types of
the characteristic parameters.
Now calculate the second norm ||M02 (x, r, t1, t3)||. At first the commutation
relation (4.191b) is substituted into (4.11b). Then by using the unitary trans-
formations:
exp[
i
2ℏ
Hho0 t3]x exp[−
i
2ℏ
Hho0 t3] = x(t3/2),
exp[
i
2ℏ
Hho0 t3]p exp[−
i
2ℏ
Hho0 t3] = p(t3/2),
where the momentum operator p(t3/2) and the coordinate operator x(t3/2) in
the Heisenberg picture are explicitly given by the two equations (4.69), respec-
tively, it can turn out that the norm ||M02 (x, r, t1, t3)|| satisfies the inequality
(τ1 = t1):
||M02 (x, r, t1, t3)|| ≤
1
2
(F1 + F2)||p2Ψ0(x, r, t0 + t1/2 + τ1)||
+
1
4
mω(F1 + F2)||(px+ xp)Ψ0(x, r, t0 + t1/2 + τ1)||
+
1
2
(mω)2(F1 + F2)||x2Ψ0(x, r, t0 + t1/2 + τ1)||
+
1
2
[(F3 + F4) +
F5 + F6
mω
]||pΨ0(x, r, t0 + t1/2 + τ1)||
+
1
2
[mω(F3 + F4) + (F5 + F6)]||xΨ0(x, r, t0 + t1/2 + τ1)||
+
1
2
(F7 + F8) (4.197)
where the relations |fk(x)| ≤ Fk for 1 ≤ k ≤ 8; ||Iµ|| = 1/2 for µ = x, y, z;
| sin θ| ≤ 1 and | cos θ| ≤ 1 for any angle θ; and the normalization ||Ψ0||2 = 1
and || exp[± i2ℏHho0 t3]|| = 1 are already used. There are six terms on the RH
side of (4.197). Among these six terms the first five terms are proportional to
their own norms inside containing the product state Ψ0, respectively. These
norms may be calculated strictly below. It is easy to calculate the fifth norm
on the RH side of (4.197). Its upper bound may be directly determined from
||xΨ0(x, r, t0 + t1/2 + τ1)|| = ||xΨ0(x, r, t0 + t1/2)||
≤ ||xΨg0(x, t0 + t1/2)||+ ||xΨe0(x, t0 + t1/2)||.
By using further (4.195) one finds that the norm is bounded by
||xΨ0(x, r, t0 + t1/2 + τ1)||
≤
∑
a=g,e
|Aa0 |
√
1
2
εac (t0 + t1/2)
2 + xac (t0 + t1/2)
2. (4.198)
147
Therefore, the upper bound of the norm is dependent on the Gaussian charac-
teristic parameters xac (t0 + t1/2) and ε
a
c (t0 + t1/2). Similarly, the upper bound
of the third norm is directly determined from
||x2Ψ0(x, r, t0 + t1/2 + τ1)|| ≤
∑
a=g,e
||x2Ψa0(x, t0 + t1/2)|| (4.199)
Here the norm ||x2Ψa0 || with a = g or e can be directly calculated. It is deter-
mined from
||x2Ψa0(x, t0 + t1/2)||2 = |Aa0 |2{
3
4
εac (t0 + t1/2)
4
+ 3εac (t0 + t1/2)
2xac (t0 + t1/2)
2 + xac (t0 + t1/2)
4}. (4.200)
Then by substituting (4.200) into the RH side of (4.199) one finds that the
upper bound of the third norm is dependent on the Gaussian characteristic
parameters xac (t0+ t1/2) and ε
a
c (t0+ t1/2). The upper bound of the fourth norm
may be calculated by
||pΨ0(x, r, t0 + t1/2 + τ1)|| ≤
∑
a=g,e
||pΨa0(x, t0 + t1/2)|a˜〉||.
Here the norms ||pΨa0 |a˜〉|| with a = g and e can be calculated in a similar way
that the norms ||g1(x)IzpΨa0|a˜〉|| in (4.193) are calculated above. It turns out
that the norm ||pΨ0|| is bounded by
||pΨ0(x, r, t0 + t1/2 + τ1)|| ≤ ℏ
∑
a=g,e
|| ∂
∂x
Ψa0(x, t0 + t1/2)||
+ ℏ(|(Ω0∆k)t1|+ 1
2
|k0 + k1|)(|Ag0 |+ |Ae0|) (4.201)
where the upper bound of the norm || ∂∂xΨa0 || is determined from (4.194). It is
known from (4.194) that the upper bound of the norm || ∂∂xΨa0 || is dependent
on the four Gaussian characteristic parameters. Then the inequality (4.201)
shows that the upper bound of the fourth norm is dependent on the three types
of parameters as stated above. Now with the aid of the commutation relation
[x, p] = iℏ and ||Ψ0||2 = 1 it can turn out that the second norm on the RH side
of (4.197) is bounded by
||(px+ xp)Ψ0(x, r, t0 + t1/2 + τ1)|| ≤ ℏ+ 2||xpΨ0(x, r, t0 + t1/2 + τ1)||.
Here the norm ||xpΨ0|| can be calculated in a similar way that the norm ||pΨ0||
is calculated in (4.201). Then it can turn out that the second norm is bounded
by
||(px+ xp)Ψ0(x, r, t0 + t1/2 + τ1)|| ≤ ℏ+ 2ℏ
∑
a=g,e
||x ∂
∂x
Ψa0(x, t0 + t1/2)||
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+ 2ℏ{|(Ω0∆k)t1|+ 1
2
ℏ|k0 + k1|}
∑
a=g,e
||xΨa0(x, t0 + t1/2)||. (4.202)
Here the norm ||x ∂∂xΨa0 || can be calculated directly. It is bounded by
||x ∂
∂x
Ψa0(x, t0 + t1/2)|| ≤
1
2
1
|W ac (t0 + t1/2)|
||x2Ψa0(x, t0 + t1/2)||
+ {1
2
| x
a
c (t0 + t1/2)
W ac (t0 + t1/2)
|+ |pac (t0 + t1/2)|/ℏ}||xΨa0(x, t0 + t1/2)||, (4.203)
where the two norms ||xkΨa0 || for k = 1 and 2 are determined from (4.195) and
(4.200), respectively. Since both the norms {||xkΨa0||} are dependent on the
Gaussian characteristic parameters εac (t0+t1/2) and x
a
c (t0+t1/2), the inequality
(4.203) shows that the upper bound of the norm ||x ∂∂xΨa0 || is also dependent on
the four Gaussian characteristic parameters. Then the inequality (4.202) further
shows that the upper bound of the second norm on the RH side of (4.197) is
dependent on the three types of parameters. Now it follows from the inequality
(4.202) that the second term on the RH side of (4.197) is bounded by
1
4
mω(F1 + F2)||(px + xp)Ψ0(x, r, t0 + t1/2 + τ1)||
≤ 1
4
mω(F1 + F2){ℏ+ 2ℏ
∑
a=g,e
||x ∂
∂x
Ψa0(x, t0 + t1/2)||
+ 2ℏ(|(Ω0∆k)t1|+ 1
2
ℏ|k0 + k1|)
∑
a=g,e
||xΨa0(x, t0 + t1/2)||}. (4.204)
Since F1 and F2 are dependent on the characteristic parameters of both the har-
monic potential field and the PHAMDOWN laser light beams, the inequality
(4.204) shows that the second term are also dependent on the three types of
parameters. The first norm is more complex than any other norms on the RH
side of (4.197). It can turn out that the norm is bounded by (τ1 = t1)
||p2Ψ0(x, r, t0 + t1/2 + τ1)|| ≤ ℏ2
∑
a=g,e
||Ψa0(x, t0 + t1/2)
∂2
∂x2
|a˜〉||
+2ℏ2
∑
a=g,e
||[ ∂
∂x
Ψa0(x, t0+ t1/2)](
∂
∂x
|a˜〉)||+ ℏ2
∑
a=g,e
||[ ∂
2
∂x2
Ψa0(x, t0+ t1/2)]|a˜〉||.
(4.205)
Then one needs to calculate the three norms on the RH side of (4.205) for a
given index a = g or e. For the first norm on the RH side of (4.205) one needs
to calculate the second-order coordinate derivative ∂
2
∂x2 |a˜〉 for a = g or e. It is
known that the two superposition states |g˜0(x, τ1)〉 and |e˜(x, τ 1)〉 are explicitly
given by the two equations (4.75), respectively. Note that τ1 = t1 in (4.205). By
using the two superposition states one can calculate the derivatives ∂∂x |a˜〉 and
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∂2
∂x2 |a˜〉 for a = g or e. Then the derivative ∂
2
∂x2 |a˜〉 is further used to calculate the
norm. It can turn out that the first norm on the RH side of (4.205) is bounded
by
||Ψa0(x, t0 + t1/2)
∂2
∂x2
|a˜〉|| ≤ |Aa0 |{
1
2
|∆k(Ω0∆k)t1|+ |(Ω0∆k)t1|2
+ |(k0 + k1)(Ω0∆k)t1|+ 1
4
(k0 + k1)
2}. (4.206)
It is clear that in addition to the time parameter t1 and the amplitude |Aa0 | the
upper bound of the norm is dependent only on the characteristic parameters
of the PHAMDOWN laser light beams. By using the coordinate derivative
∂
∂xΨ
a
0 of (4.49) and the derivative
∂
∂x |a˜〉 it can turn out that the second norm
on the RH side of (4.205) is bounded by
||[ ∂
∂x
Ψa0(x, t0 + t1/2)](
∂
∂x
|a˜〉)||
≤ {|(Ω0∆k)t1|+ 1
2
|k0 + k1|}{1
2
1
|W ac (t0 + t1/2)|
||xΨa0(x, t0 + t1/2)||
+ |Aa0 |{
1
2
| x
a
c (t0 + t1/2)
W ac (t0 + t1/2)
|+ |pac (t0 + t1/2)|/ℏ}}. (4.207)
Obviously, the upper bound of the norm is dependent on the three types of
parameters as stated above. On the other hand, the second-order coordinate
derivative ∂
2
∂x2Ψ
a
0 can be calculated on the basis of the first-order derivative
∂
∂xΨ
a
0 of (4.49). Then by using the derivative
∂2
∂x2Ψ
a
0 one can prove that the last
norm on the RH side of (4.205) is bounded by
||[ ∂
2
∂x2
Ψa0(x, t0 + t1/2)]|a˜〉|| ≤
1
4
1
|W ac (t0 + t1/2)|2
||x2Ψa0(x, t0 + t1/2)||
+
1
|W ac (t0 + t1/2)|
{1
2
| x
a
c (t0 + t1/2)
W ac (t0 + t1/2)
|+ |pac (t0 + t1/2)|/ℏ}||xΨa0(x, t0 + t1/2)||
+|Aa0 |{
1
4
xac (t0 + t1/2)
2
|W ac (t0 + t1/2)|2
+ pac (t0 + t1/2)
2/ℏ2
+
(12 + |xac (t0 + t1/2)pac(t0 + t1/2)|/ℏ)
|W ac (t0 + t1/2)|
}. (4.208)
It is clear that the upper bound of the norm is dependent on the four Gaussian
characteristic parameters. Now these three inequalities (4.206), (4.207), and
(4.208) show that all the three norms (for a given label a = g or e) on the
RH side of (4.205) are dependent on the three types of parameters as stated
above. Then the inequality (4.205) further indicates that the upper bound of
the first norm on the RH side of (4.197) is dependent on these three types of
parameters. The above theoretical calculation therefore shows that the first
five norms on the RH side of (4.197) are bounded and controllable. Since the
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upper bounds {Fk} are bounded, all the six terms on the RH side of (4.197)
are bounded and controllable. This indicates that the upper bound of the norm
||M02 (x, r, t1, t3)|| is independent of the unbounded variables, i.e., the momentum
p and coordinate x and it is bounded in the time region 0 ≤ t3, t1 ≤ τ and over
the whole coordinate space −∞ < x < +∞.
Both the upper bounds of the norms ||M01 (x, r, t1, t3)|| and ||M02 (x, r, t1, t3)||
are controlled by the three types of parameters, that is, the four Gaussian char-
acteristic parameters, the characteristic parameters of the PHAMDOWN laser
light beams, and those of the harmonic potential field. It is clear that one can
set externally the latter two types of the characteristic parameters. Below it
is shown that the Gaussian characteristic parameters can be controlled by the
motional energy of the harmonic oscillator. Let Ea0 be the motional energy
of a harmonic oscillator with the Hamiltonian Hho0 and in the initial GWP
motional state Ψa00(x, t0). Then the time evolution process of the harmonic os-
cillator is given by Ψa0(x, t0 + t1/2) = exp[− i2ℏHho0 t1]Ψa00(x, t0). According to
the energy conservation law the motional energy of the harmonic oscillator in
the GWP motional state Ψa0(x, t0 + t1/2) is still equal to E
a
0 . Then from the
motional energy Ea0 and the energy equation of a harmonic oscillator that is
given by (3.13a) in the section 3 or (5.43) in the section 5, one may determine
the upper and lower bounds of the characteristic parameters of the GWP state
Ψa0(x, t0 + t1/2). As shown in the section 5 below, the upper and lower bounds
for these characteristic parameters |xac (t0+ t1/2)|, |pac (t0+ t1/2)|, εac (t0 + t1/2),
and |W ac (t0 + t1/2)| in the time region 0 ≤ t1 ≤ τ are determined from
0 ≤ |xac (t0 + t1/2)| ≤ |xac (t0 + t1/2)|max <
√
2Ea0
mω2
, (4.209a)
0 ≤ |pac (t0 + t1/2)| ≤ |pac (t0 + t1/2)|max <
√
2mEa0 , (4.209b)
ℏ
2
8mEa0
< (∆xa(t0 + t1/2))
2
min ≤ (∆xa(t0 + t1/2))2
≤ 1
2
εac (t0 + t1/2)
2 ≤ 1
2
εac (t0 + t1/2)
2
max <
2Ea0
mω2
, (4.209c)
ℏ
2
8mEa0
< (∆xa(t0 + t1/2))
2
min ≤ |W ac (t0 + t1/2)|
≤ 1
2
εac (t0 + t1/2)
2
max <
2Ea0
mω2
. (4.209d)
where ω is the oscillatory (angular) frequency of the harmonic oscillator. These
inequalities are similar to those of (3.13b) and (3.13c). They show that given
the motional energy Ea0 and the oscillatory frequency ω one may approximately
determine the upper bounds of the absolute COM position |xac (t0 + t1/2)| and
momentum |pac (t0 + t1/2)| and the lower and upper bounds of the wave-packet
spread εac (t0 + t1/2) and the absolute complex linewidth |W ac (t0 + t1/2)|. Here
it needs to be pointed out that the upper bound of the norm ||M01 (x, r, t1, t3)||
is inversely proportional to the absolute complex linewidth |W ac (t0 + t1/2)|,
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while the upper bound of the norm ||M02 (x, r, t1, t3)|| is inversely proportional
to |W ac (t0 + t1/2)| and |W ac (t0 + t1/2)|2. Therefore, one must use the minimum
value of the absolute complex linewidth |W ac (t0+ t1/2)| to calculate these upper
bounds. Obviously, this minimum value is greater than zero and it can be
controlled by the motional energy Ea0 , as shown in (4.209d).
In this subsection the theoretical calculation shows that both the maximum
norms ||M01 (x, r, t1, t3)||max and ||M02 (x, r, t1, t3)||max in (4.190) are bounded in
the time region 0 ≤ t3, t1 ≤ τ and over the whole coordinate space −∞ < x <
+∞. They are really dependent upon the time interval τ and the three types
of parameters. One type of parameters come from the GWP motional states of
the halting-qubit atom, while the other two types of parameters come from the
PHAMDOWN laser light beams and the harmonic potential field, respectively.
Thus, both the maximum norms ||M01 (x, r, t1, t3)||max and ||M02 (x, r, t1, t3)||max
may be controlled by these three types of parameters and the time interval τ .
Then the inequality (4.190) shows that once the three types of parameters are set
for the time evolution process of (4.13), the upper bound of the errorE0r (x, r, t0+
τ) in (4.13) is proportional to τ3 approximately, that is, ||E0r (x, r, t0 + τ )|| ∝
O(τ3), and hence it may be effectively controlled by the single time parameter
τ. This is the expected result!
In the above theoretical calculation the initialGWP product state is Ψ00(x, r,
t0) = Ψ
g
0(x, t0)|g0〉 + Ψe0(x, t0)|e〉, where Ψa0(x, t0) with a = g or e is a single
GWP state with no normalization. This case is simpler. In general, the ini-
tial state Ψ00(x, r, t0) may be a Gaussian superposition state consisting of m
GWP product states: Ψ00(x, r, t0) =
∑m
l=1Ψ0l(x, r, t0). Here the l−th state
Ψ0l(x, r, t0) = Ψ
g
0l(x, t0)|g0〉 + Ψe0l(x, t0)|e〉, where Ψa0l(x, t0) with a = g or e is
a GWP state with no normalization. Then in this general case the total error
generated by the error operator Op(τ
3) of (4.2) is given by
Er(x, r, t0 + τ ) = Op(τ
3)Ψ00(x, r, t0) =
m∑
l=1
Op(τ
3)Ψ0l(x, r, t0).
Therefore, the upper bound of the total error is determined from
||Er(x, r, t0 + τ )|| ≤
m∑
l=1
||Op(τ3)Ψ0l(x, r, t0)||. (4.210)
Now the upper bound of the error Op(τ
3)Ψ0l(x, r, t0) can be calculated sepa-
rately according to the above theoretical calculation method by using each state
Ψ0l(x, r, t0) to replace the initial state Ψ00(x, r, t0). Then by summing up all
these m upper bounds one may obtain the total error upper bound.
A summary for this section is given below. This section is particularly long.
It is devoted to a rigorous calculation for the two errors EVr (x, r, t0 + τ ) and
E0r (x, r, t0 + τ ) in the time evolution process of (4.13) for the halting-qubit
atom in the LH potential well and in the presence of the spatially-selective
PHAMDOWN laser light beams. The error EVr (x, r, t0 + τ) originates from
the imperfection of the LH harmonic potential well and the spatially-selective
152
effect of the PHAMDOWN laser light beams. In the section it proves strictly
that this error can be neglected when the joint position xL is large enough. It
also proves strictly that the error E0r (x, r, t0+ τ) can be controllable. Here both
the GWP states and the unitary propagators of the halting-qubit atom in a
harmonic potential field (or more generally a quadratic potential field) play a
key role in the strict theoretical calculation for the upper bounds of the two
errors. These results show that the final state of the time evolution process of
(4.13) may be reduced to the simpler desired final state of (4.14) when the two
errors are neglected. This indicates that the Trotter-Suzuki decomposition for-
mula (4.1) indeed can be used to calculate rigorously the time evolution process
of (4.13) of the halting-qubit atom even if the process is involved in the COM
motion of the atom. The time evolution process of (4.13) and the Trotter-Suzuki
decomposition formula of (4.1) may be further used to calculate the time evo-
lution process of the halting-qubit atom during the SSISS triggering pulse in
the section 6 below.
5 The Lamb-Dicke limit
It is known in Ref. [15] that the two state-selective triggering pulses Ptr(δt) =
[Ptr(δt/
√
n)]n, where the basic pulse sequences Ptr(δt/
√
n) are given by (6.1a)
and (6.1b) in the next section, respectively, generate theoretically the same uni-
tary propagator, if neglecting their truncation errors. This unitary propagator
is
exp[iQ(δt/ℏ)2] = exp{−i(4Ω0δt)2Iz cos2[ 1
2
∆kx− pi/4]}, (5.1)
where the wave-number difference ∆k = k0 − k1, the Hermitian operator Q =
i[HI(x, pi/4, 0), HI(x, pi/4, pi/2)] with the Hamiltonian HI(x, α, γ) of (4.16), and
the atomic internal-state operator Iz = (|e〉〈e| − |g0〉〈g0|)/2. This unitary prop-
agator may transfer a GWP state to another approximately if the Lamb-Dicke
limit |∆kx| << 1 is met. However, there are two error terms in the state
transfer, one is the truncation error term O((δt)3/
√
n) or O((δt)4/n) due to the
Trotter-Suzuki formulae [34, 39] and another is the error due to the Lamb-Dicke
limit [7, 10a]. The truncation error term may be neglected if the pulse duration
δt is short and the number n is large enough [39]. Below it is discussed how the
Lamb-Dicke limit affects the Gaussian shape of the atomic GWP state when the
state is acted on by the unitary propagator exp[iQ(δt/ℏ)2]. Since Iz |g1〉 = 0 for
any atomic internal state |g1〉 /∈ {|g0〉, |e〉}, the state-selective triggering pulse
does not affect the halting-qubit atom in the internal state |g1〉. Here consider
only the case that the halting-qubit atom is really excited by the state-selective
triggering pulse, meaning that the atom is in the internal state |g0〉 or |e〉 instead
of |g1〉 at the initial time of the state-selective triggering pulse. Now suppose
that the initial atomic product state is Ψ0(x, t0)|g0〉, where the motional state
Ψ0(x, t0) is a GWP state with the characteristic parameter set {xc(t0), pc(t0),
W (t0), ε(t0)}. As shown in Ref. [15], at the end of the state-selective triggering
pulse the atomic product state is Ψ(x, t)|g0〉 = exp[iQ(δt/ℏ)2]Ψ0(x, t0)|g0〉, if
neglecting the truncation error term O((δt)3/
√
n) or O((δt)4/n), and the mo-
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tional state Ψ(x, t) may be written as
Ψ(x, t) = exp(iϕ0)[
(∆x)2
2pi
]1/4
√
1
W (t0)
exp{−1
4
(x− xc(t0))2
W (t0)
}
× exp{ipc(t0)x/ℏ} exp{i(2Ω0δt)2 sin(∆kx)}. (5.2)
The state Ψ(x, t) is not an ideal GWP state. According to the Bessel func-
tion theory [45] the exponential function exp[iz cos θ] can be expanded in terms
of the Bessel functions {Jn(z)}, i.e., exp[iz cos θ] =
∑∞
n=−∞ i
nJn(z) exp(inθ),
where J−n(z) = (−1)nJn(z). Then according to this expansion the exponential
function exp{i(2Ω0δt)2 sin(∆kx)} in (5.2) with sin(∆kx) = cos(∆kx−pi/2) can
be expanded as
exp{i(2Ω0δt)2 sin(∆kx)} =
∞∑
n=−∞
Jn((2Ω0δt)
2) exp[in∆kx]. (5.3)
Now inserting the expansion (5.3) into (5.2) one can find that the state Ψ(x, t) is
really a superposition of the GWP states. All these GWP states have the same
COM position and complex linewidth but different momentum (pc(t0)+nℏ∆k)
and amplitude Jn((2Ω0δt)
2). Though such an expansion is exact for the state
Ψ(x, t), it may be more complex to use this expansion state than a single GWP
state in a UNIDYSLOCK process. On the other hand, if the Lamb-Dicke limit
|∆kx| << 1 is met, then one may approximate sin(∆kx) ≈ ∆kx and finds that
the state Ψ(x, t) is approximately a single GWP state. However, if the COM
position xc(t0) is large, then the coordinate x in the state Ψ(x, t) may take a
large value, resulting in that the Lamb-Dicke limit |∆kx| << 1 can not be met.
Thus, in a general case the Lamb-Dicke limit needs to be modified. Now denote
y = x− xc(t0). Then the wave-packet state of (5.2) may be rewritten as
Ψ(y, t) = exp(iϕ1)[
(∆x)2
2pi
]1/4
√
1
W (t0)
exp{−1
4
y2
W (t0)
}
× exp{ipc(t0)y/ℏ} exp{i[qs sin(∆ky) + qc cos(∆ky)]} (5.4)
where qs = (2Ω0δt)
2 cos[∆kxc(t0)] and qc = (2Ω0δt)
2 sin[∆kxc(t0)]. Because
the probability density |Ψ(y, t)|2 is proportional to the Gaussian exponential
decaying factor exp[−y2/ε(t0)2] with the wave-packet spread ε(t0), it decays
exponentially with the square deviation y2. The probability density is very
close to zero when the deviation |y| >> ε(t0). Thus, there is an effective spatial
region [−yMε(t0), yMε(t0)] with the deviation yM >> 1 for the wave-packet
state Ψ(y, t) outside which the amplitude of the wave-packet state is so small
that it may be neglected. This shows that the major effect of the phase fac-
tor exp{i[qs sin(∆ky) + qc cos(∆ky)]} on the wave-packet state Ψ(y, t) occurs
only within the effective spatial region [−yMε(t0), yMε(t0)]. If now the Lamb-
Dicke limit |∆ky| ≤ |∆kyMε(t0)| << 1 is met over the whole effective spatial
region [−yMε(t0), yMε(t0)], one may expand sin(∆ky) = ∆ky +R3(∆ky∗) and
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cos(∆ky) = 1 − (∆ky)2/2 + R4(∆ky∗) up to the second-order approximation
for y ∈ [−yMε(t0), yMε(t0)]. Here R3(∆ky∗) and R4(∆ky∗) are the residual
terms of the Taylor series expansions of the trigonometric functions sin(∆ky)
and cos(∆ky), respectively. Then in the Lamb-Dicke limit the state Ψ(y, t) may
be approximated well by the following state:
ΨLD(y, t) = exp(iϕ1)[
(∆x)2
2pi
]1/4
√
1
W (t0)
exp{−1
4
y2
W (t0)
}
× exp{ipc(t0)y/ℏ} exp{i[qs∆ky + qc(1− 1
2
(∆ky)2)]}. (5.5)
Notice that here the coordinate y may be extended to the whole coordinate
space −∞ < y < +∞ rather than confined in the effective spatial region
[−yMε(t0), yMε(t0)]. This is because the phase factor exp{i[qs∆ky + qc(1 −
1
2 (∆ky)
2)]} does not have a significant effect on the wave-packet state ΨLD(y, t)
outside the effective spatial region [−yMε(t0), yMε(t0)]. The state ΨLD(y, t) of
(5.5) is called the Lamb-Dicke-limit state. This is a pure GWP state close
to the original wave-packet state Ψ(y, t) of (5.4). The Lamb-Dicke-limit state
ΨLD(y, t) has a slightly different complex linewidth from the original state (5.4).
In order to evaluate quantitatively how close the Lamb-Dicke-limit state
ΨLD(y, t) is to the original state Ψ(y, t) one may express the original state
Ψ(y, t) as
Ψ(y, t) = ΨLD(y, t) + Er(y, t) (5.6)
where Er(y, t) is the error term, which is also thought of as a motional state
with no normalization. The error term Er(y, t) can be obtained from the two
states Ψ(y, t) and ΨLD(y, t),
Er(x, t) = 2ΨLD(y, t) sin{[qsR3(∆ky∗) + qcR4(∆ky∗)]/2}
×{− sin{[qsR3(∆ky∗) + qcR4(∆ky∗)]/2}
+ i cos{[qsR3(∆ky∗) + qcR4(∆ky∗)]/2}}. (5.7)
Therefore, the norm ||Er(y, t)|| is given by
||Er(y, t)|| = ||2ΨLD(y, t) sin{[qsR3(∆ky∗) + qcR4(∆ky∗)]/2}||. (5.8)
Notice that ||Er(y, t)||2 is just the probability of the error state Er(y, t). There
are some relations to help the determination of the upper bound of the error
term Er(y, t). These relations include | sin θ| ≤ |θ|, |R3(∆ky∗)| ≤ |∆ky|3/3!,
and |R4(∆ky∗)| ≤ |∆ky|4/4!. With the help of these relations one can prove
that the error term is bounded by
||Er(y, t)|| ≤ {
2∑
l=0
(
2
l
)
(
1
3!
)l(
1
4!
)2−l|qlsq2−lc ||∆k|8−lILD8−l(ε(t0))}1/2 (5.9)
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where the Gaussian integral ILDm (ε(t0)) is defined by
ILDm (ε(t0)) =
∫ ∞
−∞
dy{|ΨLD(y, t)|2|y|m}
=
{
(m−1)!!√
2m
ε(t0)
m, if m is even
1√
pi
[(m− 1)/2]!ε(t0)m, if m is odd (5.10)
The second equality of (5.10) is obtained by using the Lamb-Dicke-limit state
of (5.5) and the Gaussian integral formula [44a]:
∫ ∞
0
yn exp[−ay2]dy =


1
2
(n−1)!!√
(2a)n
√
pi
a , if n is even
1
2
[(n−1)/2]!√
an+1
, if n is odd
(5.11)
Note that |qc|, |qs| ≤ (2Ω0δt)2. Then the upper bound of (5.9) is proportional to
(2Ω0δt)
2, ε(t0)
3, and |∆k|3 in the lowest-order approximation. The error term
Er(y, t) measures how close the Lamb-Dicke-limit state of (5.5) to the original
state of (5.4). If the upper bound ||Er(y, t)|| is close to zero, then the two states
are really close to each other.
The Lamb-Dicke-limit state ΨLD(y, t) tells ones that at the end of the state-
selective triggering pulse the motional momentum of the halting-qubit atom is
given approximately by
p(t) = pc(t0) + ℏ∆k(2Ω0δt)
2 cos[∆kxc(t0)].
Thus, after the state-selective triggering pulse the atomic motional momentum
increment is given by ∆p = ℏ∆k(2Ω0δt)
2 cos[∆kxc(t0)]. It is known that when
the state-selective triggering pulse starts to apply to the halting-qubit atom
in the quantum program of the reversible and unitary halting protocol [14],
the atom is in the GWP state with the COM position xc(t0) = 0 and mo-
mentum pc(t0) = 0. Then after the state-selective triggering pulse the atomic
motional momentum is just equal to ptr = p(t) = ℏ∆k(2Ω0δt)
2. The atomic
motional momentum ptr is proportional to the wave-number difference ∆k and
the strength factor (2Ω0δt)
2 which is dependent upon the Rabi frequency Ω0
of the PHAMDOWN laser light beams. Now by using the atomic motional
momentum ptr one can find from (5.9) that the error term Er(y, t) is bounded
by
||Er(y, t)|| ≤ |(ptr/ℏ)||∆k|2{
2∑
l=0
(
2
l
)
(
1
3!
)l(
1
4!
)2−l|∆k|2−lILD8−l(ε(t0))}1/2.
(5.12)
Suppose that the atomic motional momentum ptr at the end of the state-
selective triggering pulse is set to a given value. Then the upper bound of
the error term Er(y, t) on the RH side of (5.12) is approximately proportional
to |∆k|2 and ε(t0)3 in the lowest-order approximation. Thus, one may choose
small enough wave-number difference |∆k| and wave-packet spread ε(t0) such
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that the error norm ||Er(y, t)|| is less than the desired value close to zero and
at the same time the atomic motional momentum keeps at the given value ptr.
A slightly worse Lamb-Dicke-limit state also can be obtained from the orig-
inal state of (5.4) by using the expansions sin(∆ky) = ∆ky + R3(∆ky
∗) and
cos(∆ky) = 1 + R2(∆ky
∗) for y ∈ [−yMε(t0), yMε(t0)]. This Lamb-Dicke-limit
state ΨLD(y, t) is still given by (5.5), but now it has not the quadratic term
qc(∆ky)
2/2. The original state Ψ(y, t) is still expressed as (5.6), but in (5.6) the
error term Er(y, t) has the norm:
||Er(y, t)|| = ||2ΨLD(y, t) sin{[qsR3(∆ky∗) + qcR2(∆ky∗)]/2}||.
Notice that |R3(∆ky∗)| ≤ |∆ky|3/3! and |R2(∆ky∗)| ≤ (∆ky)2/2. It can turn
out that the error term Er(y, t) is bounded by
||Er(y, t)|| ≤ |(ptr/ℏ)||∆k|{
2∑
l=0
(
2
l
)
(
1
2!
)l(
1
3!
)2−l|∆k|2−lILD6−l(ε(t0))}1/2.
(5.13)
Obviously, the upper bound of the error term is approximately proportional
to the wave-number difference |∆k| and square wave-packet spread ε(t0)2 in
the lowest-order approximation if the atomic motional momentum ptr is kept
constant. This is different from the previous case, where the upper bound of
the error term in (5.12) is proportional to |∆k|2 and ε(t0)3. The error term
Er(y, t) in (5.13) can be neglected when the wave-number difference |∆k| and
the wave-packet spread ε(t0) are small enough. In order that the error norm
||Er(y, t)|| is less than the desired value close to zero and at the same time
the atomic motional momentum ptr keeps at the constant one must set smaller
values for the wave-number difference |∆k| and the wave-packet spread ε(t0) in
the present case than in the previous case of (5.12). Obviously, in the present
case the state-selective triggering pulse does not have a significant contribution
to the complex linewidth of the Lamb-Dicke-limit state. This is the special point
for the present Lamb-Dicke-limit state. Thus, sometimes this Lamb-Dicke-limit
state may be more useful.
Now consider a general case for the Lamb-Dicke limit. The wave-packet
state of (5.4) may be rewritten as
Ψ(y, t) = exp(iϕ1)[
(∆x)2
2pi
]1/4
√
1
W (t0)
exp{−1
4
y2
W (t0)
}
× exp{ipc(t0)y/ℏ} exp{iS(y)}. (5.14)
This is equivalent to that the phase factor exp{i[qs sin(∆ky) + qc cos(∆ky)]} in
the original state of (5.4) is replaced with a general phase factor exp{iS(y)},
where S(y) is a real continuous function in the effective spatial region [−yMε(t0),
yMε(t0)]. There are two methods to approximate the state Ψ(y, t) of (5.14) in
terms of the GWP states. The first method is to use a single GWP state to
approximate the state Ψ(y, t). The second method is to use a superposition
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of a finite number of the GWP states to approximate the state Ψ(y, t). It is
just the MGWP expansion method. The first method is just the generaliza-
tion of the Lamb-Dicke limit mentioned above. In the effective spatial region
[−yMε(t0), yMε(t0)] the function S(y) is expanded as
S(y) = S(0) + S′(0)y + S′′(0)y2/2! +R3(y∗) (5.15)
where the residual term Rn+1(y
∗) with n ≥ 2 is given by, according to the
Taylor series expansion [44b],
Rn+1(y
∗) =
yn+1
(n+ 1)!
S(n+1)(y∗), y∗ ∈ (0, y) ⊂ [−yMε(t0), yMε(t0)],
and the upper bound of the residual term can be obtained from
|Rn+1(y∗)| ≤ |y
n+1|
(n+ 1)!
|S(n+1)(y∗)|.
Then in the second-order approximation the phase factor exp{iS(y)} is written
as exp{iS(y)} = exp{i[S(0) + S′(0)y + S′′(0)y2/2!]}. The generalized Lamb-
Dicke-limit state therefore is defined as
ΨLD(y, t) = exp(iϕ1)[
(∆x)2
2pi
]1/4
√
1
W (t0)
exp{−1
4
y2
W (t0)
}
× exp{ipc(t0)y/ℏ} exp{i[S(0) + S′(0)y + S′′(0)y2/2!]}. (5.16)
This is a pure GWP state. Thus, in the second-order approximation the original
state (5.14) still can be approximated by a single GWP state, i.e., the Lamb-
Dicke-limit state (5.16). If the original state of (5.14) is still expressed as (5.6)
in which the Lamb-Dicke-limit state ΨLD(y, t) is given by (5.16), then the error
term Er(y, t) is given by
Er(y, t) = 2ΨLD(y, t) sin{R3(y∗)/2}[− sin{R3(y∗)/2}+ i cos{R3(y∗)/2}].
Thus, the error term has the probability:
||Er(y, t)||2 = ||2ΨLD(y, t) sin{R3(y∗)/2}||2.
Suppose that the (n+1)−th derivative S(n+1)(y∗) is bounded within the effective
spatial region [−yMε(t0), yMε(t0)], that is, |S(n+1)(y∗)| ≤ Mn+1(y1) for some
value y1 ∈ [−yMε(t0),+yMε(t0)]. Then the upper bound of the error term is
determined from
||Er(y, t)||2 = 4
∫
dy|ΨLD(y, t) sin{R3(y∗)/2}|2
≤ ( 1
3!
)2
∫ yMε(t0)
−yMε(t0)
dy|ΨLD(y, t)S(3)(y∗)y3|2
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+4
∫ ∞
yMε(t0)
dy|ΨLD(y, t)|2 + 4
∫ −yMε(t0)
−∞
dy|ΨLD(y, t)|2
≤ 5
96
M3(y1)
2ε(t0)
6 +
8√
pi
exp(−y2M )
yM +
√
y2M + 4/pi
(5.17)
where the Gaussian integral (5.10) has been used andM3(y1) could be dependent
on the deviation yM . This is a general upper bound of the error term when the
original state of (5.14) is approximated by a single GWP state (5.16).
It has been shown above that on one extreme one may use the Lamb-Dicke-
limit state that is a single GWP state to approximate the original state, on the
other extreme one also may use a superposition of an infinite number of GWP
states obtained from the Bessel function expansion (5.3) to express exactly the
same original state. The Lamb-Dicke-limit method is simpler as it uses only
one GWP state to approximate the original state. It is known that at the end
of the state-selective triggering pulse the atomic motional state is given by the
wave-packet state (5.2). It has been shown above that this wave-packet state
may be well approximated by a single GWP state, i.e., the Lamb-Dicke-limit
state ΨLD(y, t) of (5.5). However, during the state-selective triggering pulse
the atomic motional state could be quite complicated. It may not be suited
to use a single GWP state, i.e., the Lamb-Dicke-limit state to approximate
such a motional state. Thus, it could not be a good scheme to use a single
GWP state to approximate the intermediate motional state of the halting-qubit
atom during the state-selective triggering pulse. Therefore, the Lamb-Dicke-
limit method could not lead to a better error estimation for the time evolution
process of the halting-qubit atom during the state-selective triggering pulse.
On the other hand, the Bessel function expansion (5.3) is exact, but it is too
complex to use conveniently in practice. A compromise is to use a finite number
of the GWP states to express approximately the intermediate motional state.
It can be seen below that this scheme has an advantage over the two extreme
methods mentioned above when it is used to estimate the errors of the time
evolution process of the halting-qubit atom during the state-selective triggering
pulse. The MGWP expansion method may result in a better error estimation,
meanwhile the computation for the MGWP expansion is not too complex to
carry out. In fact, the main advantage to use the MGWP expansion is that
the time evolution process of a single atom in a harmonic potential field and in
a Gaussian superposition state can be calculated exactly.
Suppose that the function S(y) in the original state (5.14) is taken as S(y) =
qs sin(∆ky) − qc[1 − cos(∆ky)]. Obviously, S(0) = 0. Then the state (5.14) is
really reduced to the state (5.4) up to a global phase factor. Generally, the
phase factor exp{iS(y)} of the original state (5.14) may be expanded as
F (S(y)) ≡ exp{iS(y)} =
n∑
k=0
1
k!
[iS(y)]k +Rn+1(S
∗(y)) (5.18)
where the residual term Rn+1(S
∗(y)) is given by, according to the Taylor series
159
expansion [44],
Rn+1(S
∗(y)) =
S(y)n+1
(n+ 1)!
F (n+1)(S∗(y)) (5.19)
with the (n+ 1)−order derivative of the function F (S(y)) given by
F (n+1)(S∗(y)) = [
dn+1
dS(y)n+1
exp{iS(y)}]|S(y)=S∗(y), S∗(y) ∈ [0, S(y)],
and the upper bound of the residual term can be obtained from
|Rn+1(S∗(y))| ≤ |S(y)
n+1|
(n+ 1)!
|F (n+1)(S∗(y))|. (5.20)
If the function S(y) = qs sin(∆ky)− qc(1− cos(∆ky)) is inserted into (5.18) and
the residual term Rn+1(S
∗(y)) is neglected, one can find that the expansion
(5.18) can be expressed as a linear sum of the phase factors {exp(±il∆ky),
l = 0, 1, ..., n}. Then by inserting the expansion (5.18) into (5.14) one can
further find that the state (5.14) is a superposition of a finite number of the
GWP states:
ΨnMG(y, t) = exp(iϕ1)[
(∆x)2
2pi
]1/4
√
1
W (t0)
exp{−1
4
y2
W (t0)
}
× exp{ipc(t0)y/ℏ}
n∑
k=0
[iS(y)]k/k!. (5.21)
Obviously, this superposition state ΨnMG(y, t) is close to the original state (5.14)
if the integer n is large. For convenience, the state ΨnMG(y, t) is called the
n−orderMGWP state of the original state (5.14). If the state Ψ(y, t) of (5.14)
is expressed as Ψ(y, t) = ΨnMG(y, t)+E
n
rMG(y, t), then the error term E
n
rMG(y, t)
has the probability:
||EnrMG(y, t)||2 =
1
ε(t0)
√
pi
∫
dy{exp[− y
2
ε(t0)2
]|Rn+1(S∗(y))|2}. (5.22)
The formula (5.22) together with (5.20) may be used to calculate the upper
bound of the error term EnrMG(y, t). Therefore, the MGWP expansion may
be used to estimate the error terms during the time evolution process of the
halting-qubit atom under the state-selective triggering pulse.
TheMGWP expansion method has been used to calculate the upper bounds
of the norms NORM(1, λ, C0) and NORM(2, λ, C0) in the previous subsection
4.3.2.2. Below it is used to approximate the intermediate product states of the
halting-qubit atom during the state-selective triggering pulse. It can be seen
in the next section that during the SSISS triggering pulse there appears the
atomic product state which is a superposition of the wave-packet product states:
Ψ(x, r, t0 + τ ) = cos{Ω(τ) cos(1
2
∆kx− pi/4)}Ψ0(x, t0)|g0〉
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+ sin{Ω(τ) cos(1
2
∆kx− pi/4)} exp[i1
2
(k0 + k1)x]Ψ0(x, t0)|e〉. (5.23)
Here the parameter Ω(τ ) usually takes a small value, |Ω(τ )| << 1, and hence
| sin{Ω(τ) cos(12∆kx − pi/4)}| << 1, indicating that the probability for the
halting-qubit atom in the excited internal state |e〉 is small. This case is met in
the next section. The atomic product state Ψ(x, r, t0 + τ ) is not a pure GWP
product state, but it could be approximated well by a superposition of a finite
number of the GWP product states. Suppose that the GWP state Ψ0(x, t0) in
(5.23) has the characteristic parameter set {xc(t0), pc(t0), W (t0), ε(t0)}. De-
note y = x− xc(t0). Then the trigonometric functions on the RH side of (5.23)
may be expressed as
cos{Ω(τ) cos(1
2
∆kx− pi/4)} = cosβc cos[S0(y)] + sinβc sin[S0(y)], (5.24a)
sin{Ω(τ) cos(1
2
∆kx− pi/4)} = sinβc cos[S0(y)]− cosβc sin[S0(y)], (5.24b)
where the function S0(y) is defined by
S0(y) = βc(1− cos(
1
2
∆ky)) + βs sin(
1
2
∆ky) (5.25)
with the parameters
βc = Ω(τ ) cos[
1
2
∆kxc(t0)− pi/4], βs = Ω(τ ) sin[
1
2
∆kxc(t0)− pi/4].
Since the parameter Ω(τ ) usually satisfies |Ω(τ )| << 1, the function S0(y) usu-
ally takes a small value, that is, |S0(y)| << 1 and satisfies S0(0) = 0. Moreover,
in the Lamb-Dicke limit the function S0(y) becomes much smaller in the effective
spatial region [−yMε(t0), yMε(t0)]. Now the trigonometric functions sin[S0(y)]
and cos[S0(y)] may be respectively expanded as
sin[S0(y)] = S0(y) +R3(S
∗
0 (y)) (5.26a)
and
cos[S0(y)] = 1− 1
2
S0(y)
2 +R4(S
∗
0 (y)). (5.26b)
It is known from (5.18), (5.19), and (5.20) that the residual terms R3(S
∗
0 (y))
and R4(S
∗
0 (y)) for y ∈ (−∞,+∞) are respectively bounded by
|R3(S∗0 (y))| ≤
1
3!
|S0(y)|3, |R4(S∗0 (y))| ≤
1
4!
|S0(y)|4. (5.27)
Now by using the two expansions (5.26) and the two equations (5.24) the state
(5.23) may be rewritten as
Ψ(x, r, t0 + τ ) = Ψ0(x, r, t0 + τ ) + Er(x, r, t0 + τ ) (5.28)
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where Ψ0(x, r, t0 + τ ) is the Gaussian superposition state,
Ψ0(x, r, t0 + τ ) = {[1− S0(y)2/2] cosβc + S0(y) sinβc}Ψ0(x, t0)|g0〉
+ {[1− S0(y)2/2] sinβc − S0(y) cosβc} exp[i
1
2
(k0 + k1)x]Ψ0(x, t0)|e〉, (5.29)
and the error term Er(x, r, t0 + τ) is given by
Er(x, r, t0 + τ) = {R4(S∗0 (y)) cos βc +R3(S∗0 (y)) sinβc}Ψ0(x, t0)|g0〉
+ {R4(S∗0 (y)) sinβc −R3(S∗0 (y)) cosβc} exp[i
1
2
(k0 + k1)x]Ψ0(x, t0)|e〉. (5.30)
Actually, it can be easily found that the state Ψ0(x, r, t0 + τ ) is a superposition
of the ten GWP product states, while the upper bound of the error term may
be calculated by
||Er(x, r, t0 + τ)||2 =
∫
dy{|Ψ0(y, t0)|2[|R3(S∗0 (y))|2 + |R4(S∗0 (y))|2]}. (5.31)
The exact calculation for the error upper bound is not difficult. Notice that
|S0(y)| << 1 and the residual term |R3(S∗0 (y))|2 ≤ |S0(y)|6/36 and |R4(S∗0 (y))|2
≤ |S0(y)|8/256. The residual term |R3(S∗0 (y))|2 >> |R4(S∗0 (y))|2 and thus
|R4(S∗0 (y))|2 may be neglected in (5.31). Then the probability of the error term
(5.31) may be approximately written as
||Er(x, r, t0 + τ )||2 ≈
∫
dy{|Ψ0(y, t0)|2|R3(S∗0 (y))|2}
≤ 1
36
∫
dy{|Ψ0(y, t0)|2|S0(y)|6}. (5.32)
Now the function |S0(y)|6 in (5.32) may be expanded as
|S0(y)|6 =
6∑
l=0
(
6
l
)
[βc(1 − cos(
1
2
∆ky))]6−l[βs sin(
1
2
∆ky)]l
≤
6∑
l=0
(
6
l
) |βlsβ6−lc |
26−l
|(1
2
∆ky)|12−l, (5.33)
where the inequalities |(1 − cos(12∆ky))| ≤ (12∆ky)2/2 and | sin(12∆ky)| ≤
|(12∆ky)| have been used. By combining (5.33) with (5.32) and then using
the Gaussian integrals (5.11) it can turn out that the error term Er(x, r, t0+ τ )
is bounded by
||Er(x, r, t0 + τ)||2 ≤ 1
36
6∑
l=0
(
6
l
)
(
1
2
∆k)12−l
|βlsβ6−lc |
26−l
I12−l(ε(t0)) (5.34)
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where the integral I12−k(ε(t0)) is defined by
I12−k(ε(t0)) =
∫ ∞
−∞
dy{|Ψ0(y, t0)|2|y|12−k}
=
{
(12−k−1)!!√
212−k
ε(t0)
12−k, if 12− k is even
1√
pi
[(12− k − 1)/2]!ε(t0)12−k, if 12− k is odd
If the wave-number difference |∆k| is small enough, then one may retain the
lowest-order terms of the wave-number difference |∆k| on the RH side of (5.34)
and neglect any other higher-order terms. Then the upper bound of the error
term Er(x, r, t0 + τ) may be determined from
||Er(x, r, t0 + τ)||2u ≈
5
6144
β6sε(t0)
6(∆k)6 +
1
256
1√
pi
|βcβ5s|ε(t0)7|∆k|7. (5.35)
The upper bound ||Er(x, r, t0 + τ )||u is proportional to |βs|3, ε(t0)3, and |∆k|3
approximately. Thus, the error term Er(x, r, t0 + τ ) in (5.28) may be neglected
when the wave-number difference |∆k|, the wave-packet spread ε(t0), and/or
|βs|, |βc| are small enough. Then in this case the state Ψ(x, r, t0 + τ) of (5.23)
may be approximated well by the superposition state Ψ0(x, r, t0 + τ ) of (5.29)
that consists of the ten GWP product states.
As a second example, consider the following atomic product state to be
approximated by a superposition of a finite number of the GWP states,
Ψ(x, r, t) =
1
2
(1 + i)Ψ0(x, t0)|g0〉
+
1
2
(1− i){cosβc cos[S0(y)] + sinβc sin[S0(y)]}Ψ0(x, t0)|g0〉
+
1
2
(1 + i){sinβc cos[S0(y)]− cosβc sin[S0(y)]}
× exp[i1
2
(k0 + k1)x]Ψ0(x, t0)|e〉 (5.36)
where the function S0(y) is still defined by (5.25). The state Ψ(x, r, t) with
t = t0 + τ may be encountered in the next section. It may be expressed as
Ψ(x, r, t) = Ψ0(x, r, t) +Er(x, r, t), where the state Ψ0(x, r, t) is a superposition
of the ten GWP product states,
Ψ0(x, r, t) =
1
2
(1 + i)Ψ0(x, t0)|g0〉
+
1
2
(1− i){[1− S0(y)2/2] cosβc + S0(y) sinβc}Ψ0(x, t0)|g0〉
+
1
2
(1 + i){[1− S0(y)2/2] sinβc − S0(y) cosβc}
× exp[i1
2
(k0 + k1)x]Ψ0(x, t0)|e〉 (5.37)
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and the error term Er(x, r, t) is given by
Er(x, r, t) =
1
2
(1− i){R4(S∗0 (y)) cosβc +R3(S∗0 (y)) sinβc}Ψ0(x, t0)|g0〉
+
1
2
(1 + i){R4(S∗0 (y)) sinβc −R3(S∗0 (y)) cosβc}
× exp[i1
2
(k0 + k1)x]Ψ0(x, t0)|e〉. (5.38)
It can turn out that the probability ||Er(x, r, t)||2 with t = t0+τ is equal to half
the probability ||Er(x, r, t0+τ)||2 of (5.31), that is, ||Er(x, r, t)||2 = ||Er(x, r, t0+
τ)||2/2. Then it follows from (5.35) that the upper bound ||Er(x, r, t)||u of the
error term (5.38) is approximately given by
||Er(x, r, t)||2u ≈
5
12288
β6sε(t0)
6(∆k)6 +
1
512
1√
pi
|βcβ5s|ε(t0)7|∆k|7. (5.39)
Therefore, the state Ψ(x, r, t) of (5.36) may be approximated well by the Gaus-
sian superposition state Ψ0(x, r, t) of (5.37) when the wave-number difference
|∆k|, the wave-packet spread ε(t0), and/or |βs|, |βc| are small enough, so that
the error term Er(x, r, t) can be neglected.
In addition to the second-order expansions (5.26a) and (5.26b) the higher-
order expansions (5.18) for the trigonometric functions sin[S0(y)] and cos[S0(y)]
also may be used to approximate the original states (5.23) and (5.36), respec-
tively. This means that one may use a superposition state consisting of more
than ten GWP states to approximate each one of these original states. Then
in this case the errors Er(x, r, t0+ τ ) of (5.30) and Er(x, r, t) of (5.38) will have
smaller upper bounds than those of (5.35) and (5.39), respectively. However,
it can be seen that the present MGWP expansion consisting of the ten GWP
states is good enough for the error estimation for the SSISS triggering pulse
in the next section.
The MGWP expansion method has been extensively applied to calculat-
ing rigorously the upper bounds of a variety of error terms in the paper. In
the MGWP expansion method (See also the subsection 4.3.2.2) a non-GWP
product state Ψ(x, r, t0) may be generally expanded as a linear combination of
a finite number of the GWP product states,
Ψ(x, r, t0) =
m∑
k=1
AkΨ0k(x, r, t0) + Er(x, r, t0). (5.40)
Here Ψ0k(x, r, t0) is the k−th normalized GWP product state and Er(x, r, t0)
the truncation error. If the amplitude Ak is a complex coefficient, then the
superposition state on the RH side of (5.40) is a conventional Gaussian super-
position state. However, in a general case the amplitude Ak may be a function
of the coordinate x, that is, Ak = Ak(x). In many cases the amplitude Ak is
a complex number or a finite-order polynomial in coordinate x. Then the su-
perposition state is a generalized Gaussian superposition state. For convenience
164
such a generalized Gaussian superposition state is still called a Gaussian super-
position state. When the halting-qubit atom in the non-GWP state Ψ(x, r, t0)
is acted on by a unitary propagator exp(−iHτ), its time evolution process may
be expressed as Ψ(x, r, t0+τ ) = exp(−iHτ)Ψ(x, r, t0). Then according to (5.40)
the final product state Ψ(x, r, t0 + τ ) may be written as
Ψ(x, r, t0+τ) =
m∑
k=1
Ak(x(−τ ))Ψ0k(x, r, t0+τ)+exp(−iHτ)Er(x, r, t0), (5.41)
where the product state Ψ0k(x, r, t0 + τ ) = exp(−iHτ)Ψ0k(x, r, t0) and the
operator function Ak(x(−t)) is defined by
Ak(x(−τ )) = exp(−iHτ)Ak(x) exp(iHτ ). (5.42)
It is clear that Ak(x(−τ )) = Ak is a complex coefficient if Ak is a complex
coefficient. A strict calculation for the final product state Ψ(x, r, t0+τ) consists
of several steps as follows: (i) calculate the expansion (5.40); (ii) calculate the
product state Ψ0k(x, r, t0 + τ ); (iii) calculate the operator function Ak(x(−τ ))
according to the unitary transformation (5.42); and (v) calculate the product
state Ak(x(−τ ))Ψ0k(x, r, t0 + τ ). The first step (i) is usually trivial [25]. This
also can be seen in the present section, the previous subsection 4.3.2.2, and the
next section. In quantum mechanics [22] any wave function can be expanded
in terms of the complete set of the harmonic-oscillator eigenbases. Such an
expansion also could be considered as a special instance of the expansion (5.40).
By the first step (i) one may obtain the truncation error Er(x, r, t0) or its upper
bound. Note that || exp(−iHτ)Er(x, r, t0)|| = ||Er(x, r, t0)||. This means that
one really obtains the upper bound of the error exp(−iHτ)Er(x, r, t0) of the
final product state (5.41). It is not easy and tends to be difficult to perform in
an exact form the last three steps. It seems that the second step (ii), i.e., the
calculation of the product state Ψ0k(x, r, t0 + τ ), is relatively easy among these
three steps. Whether or not this step is easy is dependent on the Hamiltonian
H . However, the third step (iii), i.e., the calculation for the operator function
Ak(x(−τ )), is generally difficult except for some simple and special cases. Here
the inverse unitary propagator usually plays a crucial role in the calculation.
Since the operator function Ak(x(−τ )) could contain the momentum operator,
whether or not the last step (v) is easy is dependent on the functional form of
Ak(x(−τ )). If Ak(x(−τ )) is a complicated function of the momentum operator,
then the last step tends to be difficult. However, when the Hamiltonian H in the
propagator exp(−iHτ) is a general quadratic Hamiltonian, it is not difficult to
carry out exactly all the last three-step calculations, mainly because the inverse
unitary propagator of a general quadratic Hamiltonian can be obtained exactly
[15]. This is the main reason why theMGWP expansion method has been used
extensively throughout the paper.
An important purpose for the MGWP expansion method to be used in the
error estimation is to determine the deviation-to-spread ratios (or their lower
bounds) for these GWP states {Ψ0k(x, r, t0 + τ )} in (5.41). The deviation-
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to-spread ratio of a GWP state is an important control parameter in the er-
ror estimation. For example, as shown in the previous sections 3 and 4, an
error term generated by the imperfection of the LH harmonic potential well
and/or the spatially-selective effect of the PHAMDOWN laser light beams
decays exponentially with the square deviation-to-spread ratios of the rele-
vant GWP states. Suppose that the time evolution process of the halting-
qubit atom from the initial non-GWP state of (5.40) to the final state of
(5.41) is governed by the harmonic-oscillator Hamiltonian Hho0 which is a simple
quadratic Hamiltonian. Suppose further that the GWP motional state Ψ0k(x, t)
(t = t0 + τ , 0 ≤ τ , 1 ≤ k ≤ m) of the product state Ψ0k(x, r, t) in (5.41) has
the four characteristic parameters {xkc (t), pkc (t), W kc (t), εkc (t)}. As shown in
the section 3, the deviation-to-spread ratio of the state Ψ0k(x, t) is defined as
ykM (xL, x
k
c (t)) = [xL − xkc (t)]/εkc (t) > 0. For a different time interval τ ≥ 0 the
motional state Ψ0k(x, t0+ τ ) (t = t0+ τ ) has different COM position x
k
c (t0+ τ )
and wave-packet spread εkc (t0 + τ ) and hence has different deviation-to-spread
ratio ykM (xL, x
k
c (t0 + τ)). One method to determine the deviation-to-spread ra-
tio ykM (xL, x
k
c (t)) (or its lower bound) is to calculate directly the time evolution
process: Ψ0k(x, t0 + τ ) = exp(−iHho0 τ )Ψ0k(x, t0) for k = 1, 2, ...,m. For every
initial motional state Ψ0k(x, t0) one needs to calculate the time evolution pro-
cess and obtains the characteristic parameters of the motional state Ψ0k(x, t)
with t0 ≤ t = t0 + τ ≤ tb. Here tb is the final time of the time evolution pro-
cess. Then by using these relevant characteristic parameters one can calculate
the deviation-to-spread ratio ykM (xL, x
k
c (t)) and finds out the minimum value of
ykM (xL, x
k
c (t)) in the time region [t0, tb]. This is an exact method to determine
the deviation-to-spread ratio (or its lower bound).
While the above exact method is not difficult to determine the deviation-to-
spread ratio (or its lower bound), it is a cumbersome method! There could be
simpler methods to determine the deviation-to-spread ratio (or its lower bound)
for a GWP state. One of which is based on the energy conservation law. It
uses the motional energy of each GWP motional state Ψ0k(x, t) to determine
approximately the lower bound of the deviation-to-spread ratio ykM (xL, x
k
c (t)).
This method is simple and hence has been used in the paper, although it is not
an exact method. Below this method is described in detail.
According to quantum mechanics [22] the mean motional energy of the har-
monic oscillator in a motional state Ψ0(x, t) at any time t ∈ [t0, tb] is given
by
Eho(t) = 〈Ψ0(x, t)|Hho0 |Ψ0(x, t)〉 = 〈Ψ0(x, t0)|Hho0 [t− t0]|Ψ0(x, t0)〉,
where Hho0 (t0) ≡ Hho0 is the Hamiltonian of the harmonic oscillator and Hho0 [t−
t0] is the Hamiltonian operator of the harmonic oscillator in the Heisenberg
picture [22]. Because the Hamiltonian Hho0 is time-independent, according to
the Heisenberg picture there hold the relations:
Hho0 [t−t0] = exp[iHho0 (t−t0)/ℏ]Hho0 (t0) exp[−iHho0 (t−t0)/ℏ] = Hho0 (t0) ≡ Hho0 .
These relations show that the motional energy Eho(t) is equal to Eho(t0) (here
Eho ≡ Eho(t0)). Then the energy equation Eho(t) = Eho(t0) (or Eho(t) = Eho)
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for any time t ∈ [t0, tb] means that the energy conservation law holds for the har-
monic oscillator. It is known that the initial GWP motional states {Ψ0k(x, t0)}
in (5.40) evolve into the motional states {Ψ0k(x, t0+ τ)} in (5.41), respectively,
according to the time evolution process: Ψ0k(x, t0+τ ) = exp(−iHho0 τ )Ψ0k(x, t0).
This time evolution process obeys the energy conservation law because the
Hamiltonian Hho0 is time-independent. Then the energy conservation law may
help one to determine the upper and lower bounds of the four characteristic
parameters {xkc (t), pkc (t), W kc (t), εkc (t)} of the motional state Ψ0k(x, t) with
t0 ≤ t = t0 + τ ≤ tb. Now the mean motional energy of the harmonic oscilla-
tor with the Hamiltonian Hho0 and in the motional state Ψ0k(x, t) at the time
t ∈ [t0, tb] is given by Ekho(t) = 〈Ψ0k(x, t)|Hho0 |Ψ0k(x, t)〉. Then a direct calcu-
lation by using the Hamiltonian Hho0 and the GWP motional state Ψ0k(x, t)
shows that the mean motional energy Ekho(t) is given by (See also (3.13a))
Ekho(t) =
pkc (t)
2
2m
+
1
2
mω2xkc (t)
2 +
1
4
mω2εkc (t)
2 +
1
4
ℏ
2
2m(∆xkc (t))
2
(5.43)
where (∆xkc (t))
2 = 2|W kc (t)|2/εkc (t)2. In particular, for the initial motional
state Ψ0k(x, t0) the mean motional energy E
k
ho(t0) (or E
k
ho) can be obtained di-
rectly by substituting the four characteristic parameters {xkc (t0), pkc (t0), W kc (t0),
εkc (t0)} of the initial motional state Ψ0k(x, t0) into (5.43) with t = t0. The RH
side of (5.43) consists of the four terms, each one of which is non-negative.
In particular, the wave-packet spread εkc (t) > 0 and ε
k
c (t) = {2(∆xkc (t))2 +
2[ℏT/(2m∆xkc (t))]
2}1/2 ≥ √2|∆xkc (t)|. Then the equation (5.43) shows that
Ekho(t) >
pkc (t)
2
2m , E
k
ho(t) >
1
2mω
2xkc (t)
2, Ekho(t) >
1
4mω
2εkc (t)
2, and Ekho(t) >
1
4
ℏ
2
2m(∆xkc (t))
2 . Now the energy conservation law shows that E
k
ho(t) = E
k
ho. Then
it can be found that the upper and lower bounds for {xkc (t), pkc (t), εkc (t)} are
determined from
0 ≤ |xkc (t)| ≤ |xkc (t)|max <
√
2Ekho
mω2
, (5.44a)
0 ≤ |pkc (t)| ≤ |pkc (t)|max <
√
2mEkho, (5.44b)√
1
4
ℏ2
mEkho
<
√
2|∆xkc (t)|min ≤
√
2|∆xkc (t)| ≤ εkc (t) ≤ [εkc (t)]max <
√
4Ekho
mω2
.
(5.44c)
Note that |W kc (t)|2 = 12 (∆xkc (t))2εkc (t)2. Then the upper and lower bounds for
the absolute complex linewidth |W kc (t)| are determined from
ℏ
2
8mEkho
< (∆xkc (t))
2
min ≤ |W kc (t)| ≤
1
2
[εkc (t)]
2
max <
2Ekho
mω2
. (5.44d)
These upper and lower bounds are dependent on the motional energy Ekho and
the oscillatory frequency ω of the harmonic oscillator with the Hamiltonian Hho0
except the lower bounds of |xkc (t)| and |pkc (t)|. Some of these inequalities (5.44)
or their invariants have appeared in the previous sections 3 and 4 and in the
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next section. Once the upper bounds of |xkc (t)| and εkc (t) are obtained, one may
calculate the lower bound of the deviation-to-spread ratio ykM (xL, x
k
c (t)) in the
time region [t0, tb],
[ykM (xL, x
k
c (t))]min ≥ {xL − |xkc (t)|max}/[εkc (t)]max
> {xL −
√
2Ekho
mω2
}/
√
4Ekho
mω2
> 0. (5.45)
There are m different initial GWP motional states {Ψ0k(x, t0)} in (5.40), each
one (Ψ0k(x, t0)) of which may have different mean motional energy (E
k
ho) and
obeys the same time evolution process: Ψ0k(x, t0+τ) = exp(−iHho0 τ )Ψ0k(x, t0).
Now by inserting the mean motional energy value Ekho into these inequalities
(5.44) one may determine the upper and lower bounds of the four characteris-
tic parameter values {|xkc (t)|, |pkc (t)|, |W kc (t)|, εkc (t)} in the time region [t0, tb]
for each one of all these m GWP motional states {Ψ0k(x, t)} in (5.41). Then
by using (5.45) one may further calculate the lower bounds of the deviation-
to-spread ratios {ykM (xL, xkc (t))} in the time region [t0, tb] by using the upper
bounds of the characteristic parameter values {|xkc (t)|, εkc (t)} for all these m
motional states {Ψ0k(x, t)}. It is known from the previous sections 3 and 4 that
the upper bounds of these errors generated by the imperfection of the LH poten-
tial well and/or the spatially-selective effect of the PHAMDOWN laser light
beams usually could be determined mainly by the smallest one among these m
minimum deviation-to-spread ratios {[ykM (xL, xkc (t))]min}.
6 Generating the spatially-selective and internal-state-
selective triggering pulses
Two state-selective triggering pulses have been constructed in Ref. [15] (i.e.,
the pulse sequences (41a) and (41b) in Ref. [15]). They are the ideal state-
selective triggering pulses and not spatially-selective. They could be considered
as the basic units to construct a higher-order state-selective triggering pulse
[15] with the help of the Trotter-Suzuki decomposition method. Based on the
two state-selective triggering pulses the spatially-selective and internal-state-
selective (or SSISS briefly) triggering pulses are constructed in this section.
Then it is investigated the possible errors of the SSISS triggering pulses due to
the imperfection of the LH harmonic potential field and the spatially-selective
effect of the PHAMDOWN laser light beams. The theoretical methods to
estimate strictly these possible errors have already been developed and set up
in the previous three sections 3, 4, and 5. These methods also could be helpful
to construct a useful SSISS triggering pulse. As shown in Ref. [15], each
one of the two state-selective triggering pulses consists of a sequence of the
PHAMDOWN laser light pulses (See also the section 2). The basic pulse
sequences Ptr(δt/
√
n) for the two state-selective triggering pulses are given by
[15]
Ptr(δt/
√
n) = UI(pi/4, 0, δt/
√
n)UI(pi/4, pi/2, δt/
√
n)
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× UI(pi/4, pi, δt/
√
n)UI(pi/4, 3pi/2, δt/
√
n) (6.1a)
and
Ptr(δt/
√
n) = UI(pi/4, 0, δt/
√
2n)UI(pi/4, pi/2, δt/
√
2n)
×[UI(pi/4, pi, δt/
√
2n)UI(pi/4, 3pi/2, δt/
√
2n)]2
× UI(pi/4, 0, δt/
√
2n)UI(pi/4, pi/2, δt/
√
2n). (6.1b)
The state-selective triggering pulses then are generated by
Ptr(δt) = [Ptr(δt/
√
n)]n.
Therefore, each one of them consists of n basic pulse sequences {Ptr(δt/
√
n)}. It
is clear that the basic pulse sequence (6.1a) is much simpler than the sequence
(6.1b). Both the state-selective triggering pulses generate the same unitary
propagator exp{iQ(δt/ℏ)2}, where the Hermitian operator Q = i[HI(x, pi/4, 0),
HI(x, pi/4, pi/2)] with the interaction term HI(x, α, γ) of (4.16), but there are
also their own truncation errors [15]. For the simpler one that consists of the
basic pulse sequences of (6.1a) the truncation error is O((δt)3/
√
n), while the
truncation error is O((δt)4/n) for that one consisting of the basic pulse sequences
of (6.1b). Therefore, the state-selective triggering pulse with the sequence (6.1b)
is slightly better than that one with the sequence (6.1a). The convergence of the
unitary propagator Utr(δt) of the state-selective triggering pulse [Ptr(δt/
√
n)]n
for a large number n may be proven through the theoretical methods in the
previous sections 3, 4, and 5. This convergence could be not only dependent on
the pulse sequence Ptr(δt) itself but also the wave-packet motional states of the
halting-qubit atom in the LH potential well of the double-well potential field.
Since the state-selective triggering pulse Ptr(δt) consists of n basic pulse se-
quences {Ptr(δt/
√
n)}, the basic pulse sequence Ptr(δt/
√
n) is first investigated
in detail below. The basic pulse sequence Ptr(δt/
√
n) of (6.1a) generates the
unitary propagator:
Utr(δt/
√
n) = exp{iQ(δt/ℏ)2/n}+O((δt/√n)3). (6.2a)
Similarly, the basic pulse sequence (6.1b) generates the unitary propagator:
Utr(δt/
√
n) = exp{iQ(δt/ℏ)2/n}+O((δt/√n)4). (6.2b)
Here, as a typical example, the simpler basic pulse sequence Ptr(δt/
√
n) of (6.1a)
will be studied in detail. For simplicity, in the rotating frame the unitary prop-
agator UI(α, γ, δt/
√
n) of the simpler basic pulse sequence (6.1a) is constructed
by [15]
UI(α, γ, δt/
√
n)
def≡ exp{Z(α, γ, δt/√n)}
= U+o (δt/
√
4n)UI(δt/
√
n)U+o (δt/
√
4n) (6.3)
where UI(δt/
√
n) is the unitary propagator of the halting-qubit atom in the ideal
harmonic potential well and in the presence of the ideal PHAMDOWN laser
light beams and U+o (δt/
√
4n) the inverse of the unitary propagator Uo(δt/
√
4n)
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of the harmonic oscillator. According to the Baker-Campbell-Hausdorff (BCH)
formula [35, 36, 37, 18],
exp(A/2) exp(B) exp(A/2) = exp{A+B + 1
12
[B, [B,A]]− 1
24
[A, [A,B]] + ...},
(6.4)
the operator Z(α, γ, δt/
√
n) in (6.3) may be expressed as
Z(α, γ, δt/
√
n) = − i
ℏ
(δt/
√
n)HI(x, α, γ) +O((δt/
√
n)3). (6.5)
This formula (6.5) could be used better for a short time interval δt/
√
n (i.e.
δt/
√
n << 1). The operator Z(α, γ, δt/
√
n) is equal to the first-order term on the
RH side of (6.5) if the time interval δt is small and/or the number n is large such
that the higher-order term O((δt/
√
n)3) can be neglected. In this case one may
use reasonably the first-order approximation of the operator Z(α, γ, δt/
√
n) to
obtain the unitary propagator UI(α, γ, δt/
√
n) in (6.3). Then such a first-order
approximation propagator UI(α, γ, δt/
√
n) is further substituted into (6.1a).
This results in that the basic pulse sequence Ptr(δt/
√
n) of (6.1a) generates the
unitary propagator:
Utr(δt/
√
n) = exp{− i
ℏ
HI(x, pi/4, 0)(δt/
√
n)} exp{− i
ℏ
HI(x, pi/4, pi/2)(δt/
√
n)}
× exp{− i
ℏ
HI(x, pi/4, pi)(δt/
√
n)} exp{− i
ℏ
HI(x, pi/4, 3pi/2)(δt/
√
n)}. (6.6)
Note that there is an error O((δt/
√
n)3) when the basic pulse sequence (6.1a)
is reduced to Utr(δt/
√
n). The propagator (6.6) can be further reduced to the
unitary operator exp{iQ(δt/ℏ)2/n} of (6.2a) by using the BCH formula [35, 36,
37, 18]. Here an error O((δt/
√
n)3) also is generated, as shown in (6.2a). There-
fore, the total error generated by the reduction from the basic pulse sequence
(6.1a) to the propagator exp{iQ(δt/ℏ)2/n} of (6.2a) is still O((δt/√n)3). On
the other hand, by inserting the rightest side of (6.3) into (6.1a) one may obtain
theoretically the explicit basic pulse sequence of (6.1a). For convenience, here-
after this theoretical basic pulse sequence of (6.1a) is denoted as P itr(δt/
√
n).
Then it may be explicitly written as
P itr(δt/
√
n) = exp[
i
ℏ
Hho0 (δt/
√
4n)] exp[− i
ℏ
(Hho0 +HI(x, pi/4, 0))(δt/
√
n)]
× exp[ i
ℏ
Hho0 (δt/
√
n)] exp[− i
ℏ
(Hho0 +HI(x, pi/4, pi/2))(δt/
√
n)]
× exp[ i
ℏ
Hho0 (δt/
√
n)] exp[− i
ℏ
(Hho0 +HI(x, pi/4, pi))(δt/
√
n)] exp[
i
ℏ
Hho0 (δt/
√
n)]
× exp[− i
ℏ
(Hho0 +HI(x, pi/4, 3pi/2))(δt/
√
n)] exp[
i
ℏ
Hho0 (δt/
√
4n)]. (6.7a)
It must be pointed out that in theory the PHAMDOWN laser light beams of
the basic pulse sequence of (6.7a) are applied to the halting-qubit atom over
170
the whole coordinate space (−∞,+∞) and the halting-qubit atom is in the
ideal harmonic potential well. Then in these ideal conditions the basic pulse
sequence P itr(δt/
√
n) can generate the desired propagator Utr(δt/
√
n) of (6.6)
up to the error term O((δt/
√
n)3) and hence the state-selective triggering pulse
Ptr(δt) = [P
i
tr(δt/
√
n)]n generates the desired propagator of (5.1) in theory.
In practice the PHAMDOWN laser light beams could be space-selectively
applied to the halting-qubit atom within the LH potential well whose spa-
tial region is (−∞, xL) instead of the whole coordinate space (−∞,+∞). Such
PHAMDOWN laser light beams are spatially selective. Moreover, the LH
harmonic potential well of the double-well potential field is not yet an ideal
harmonic potential well. If now these spatially-selective PHAMDOWN laser
light beams and the double-well potential field V (x) of (2.1) replace the ideal
PHAMDOWN laser light beams and the ideal harmonic potential field, re-
spectively, then does the basic pulse sequence P itr(δt/
√
n) of (6.7a) still work
well? That is, does the basic pulse sequence (6.7a) still generate the propagator
Utr(δt/
√
n) of (6.6)? This section is devoted to proving that this spatially-
selective basic pulse sequence with these spatially-selective PHAMDOWN
laser light beams and the double-well potential field of (2.1) still may gener-
ate the propagator Utr(δt/
√
n) of (6.6). Then it is necessary to investigate how
the imperfections of these spatially-selective PHAMDOWN laser light beams
and the LH harmonic potential well affect this spatially-selective basic pulse
sequence (i.e., the SSISS basic pulse sequence). All the possible errors gener-
ated by the SSISS basic pulse sequence also need to be calculated strictly and
proven to be negligible or controllable. These are the main task in the present
section. First of all, according to the theoretical basic pulse sequence of (6.7a)
one may construct the corresponding SSISS basic pulse sequence (i.e., the ex-
perimental basic pulse sequence). This experimental basic pulse sequence may
be explicitly written as
P rtr(δt/
√
n) = exp[− i
ℏ
Hδt′1] exp[−
i
ℏ
(H +HrI (x, pi/4, 0))(δt/
√
n)]
× exp[− i
ℏ
Hδt1] exp[− i
ℏ
(H +HrI (x, pi/4, pi/2))(δt/
√
n)]
× exp[− i
ℏ
Hδt1] exp[− i
ℏ
(H +HrI (x, pi/4, pi))(δt/
√
n)] exp[− i
ℏ
Hδt1]
× exp[− i
ℏ
(H +HrI (x, pi/4, 3pi/2))(δt/
√
n)] exp[− i
ℏ
Hδt′1]. (6.7b)
Here H is the Hamiltonian of the halting-qubit atom in the LH potential well
of the double-well potential field of (2.1), while H +HrI (x, pi/4, γ) is the Hamil-
tonian of the atom in the LH potential well and in the presence of the spatially-
selective PHAMDOWN laser light beams. The experimental basic pulse se-
quence (6.7b) is space-selective and could be used directly as a SSISS triggering
pulse. Such an experimental pulse sequence as P rtr(δt/
√
n) could be directly re-
alized in experiment (See also its more practical version in the next paragraph).
Both the experimental basic pulse sequence (6.7b) and the theoretical one (6.7a)
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are really the product of nine unitary propagators. One can find that the ex-
perimental propagator exp[−iHτ ′/ℏ] (τ ′ = δt′1 or δt1) in (6.7b) corresponds
to the theoretical propagator exp[iHho0 τ/ℏ] (τ = δt/
√
4n or δt/
√
n) in (6.7a).
In the theoretical pulse sequence P itr(δt/
√
n) the Hamiltonian Hho0 is of the
halting-qubit atom in the ideal harmonic potential well, while in the experimen-
tal basic pulse sequence P rtr(δt/
√
n) the Hamiltonian H is of the halting-qubit
atom in the double-well potential field of (2.1). The latter may be written as
H = Hho0 +V
ho
1 (x, ε), where the harmonic-oscillator HamiltonianH
ho
0 is given by
(2.3) and the smooth spatially-selective perturbation term V ho1 (x, ε) by (2.10).
In theory the inverse propagator exp[iHho0 τ/ℏ] in (6.7a) should correspond to
the inverse propagator exp[iHτ/ℏ] which would appear in the experimental ba-
sic pulse sequence (6.7b). But the inverse propagator exp[iHτ/ℏ] may not be
realized directly in experiment for the halting-qubit atom in the double-well
potential field. Then this problem needs to be solved for the experimental basic
pulse sequence. Notice that the propagator exp[iHho0 τ/ℏ] is an inverse propa-
gator of the harmonic oscillator. As shown in Ref. [15], it may be expressed as
exp[iHho0 τ/ℏ] = exp[−iHho0 τ ′/ℏ] with ωτ ′ = 2kpi−ωτ up to a global phase fac-
tor. Now the propagator exp[−iHho0 τ ′/ℏ] may be realized directly in experiment
for the harmonic oscillator. By replacing the HamiltonianHho0 in the propagator
exp[−iHho0 τ ′/ℏ] with the spatially-selective Hamiltonian H = Hho0 + V ho1 (x, ε)
one may obtain the spatially-selective propagator exp[−iHτ ′/ℏ] with τ ′ = δt′1
or δt1 in (6.7b). Now this spatially-selective propagator exp[−iHτ ′/ℏ] may be
directly realized for the halting-qubit atom in the double-well potential field.
Therefore, there are the corresponding relations between the theoretical and
experimental propagators:
exp[iHho0 (δt/
√
4n)/ℏ] = exp[−iHho0 δt′1/ℏ]↔ exp[−iHδt′1/ℏ],
and
exp[iHho0 (δt/
√
n)/ℏ] = exp[−iHho0 δt1/ℏ]↔ exp[−iHδt1/ℏ].
Obviously, such a replacement exp[iHho0 τ/ℏ]↔ exp[−iHτ ′/ℏ] with τ = δt/
√
4n
↔ τ ′ = δt′1 or τ = δt/
√
n ↔ τ ′ = δt1 must ensure that the experimental
basic pulse sequence (6.7b) has almost the same performance as the theoret-
ical one of (6.7a). This is a crucial precondition for the experimental basic
pulse sequence (6.7b) and its SSISS triggering pulse to be useful. Thus,
it is necessary to show in what conditions this precondition can be met in
the section. The present method could be simpler to solve the problem. Of
course, a more complex method could be required to solve the problem for the
halting-qubit atom in a more complex external potential field, but it will not
be discussed here. Similarly, one also can find that the experimental propa-
gator exp[−i(H + HrI (x, α, γ))τ/ℏ] (τ = δt/
√
n) in (6.7b) corresponds to the
theoretical propagator exp[−i(Hho0 +HI(x, α, γ))τ/ℏ] in (6.7a). The Hamilto-
nian HrI (x, α, γ) in (6.7b) is the electric dipole interaction between the halting-
qubit atom and the spatially-selective PHAMDOWN laser light beams within
the LH potential well (−∞ < x < xL). Since the PHAMDOWN laser
light beams are applied space-selectively to the halting-qubit atom, in (6.7b)
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the total Hamiltonian H + HrI (x, α, γ) is really given by H + H
r
I (x, α, γ) =
Hho0 +HI(x, α, γ) + V1(x, α, γ, ε), where the smooth spatially-selective pertur-
bation term V1(x, α, γ, ε) is given by (2.12) and HI(x, α, γ) by (4.16) with
−∞ < x < +∞. Obviously, both the spatially-selective perturbation terms
V ho1 (x, ε) and V1(x, α, γ, ε) result in that the experimental basic pulse sequence
P rtr(δt/
√
n) is different from the theoretical one P itr(δt/
√
n). Notice that the
spatially-selective effect of the perturbation terms V ho1 (x, ε) and V1(x, α, γ, ε)
on the halting-qubit atom in the LH potential well becomes small and small
as the joint position xL becomes large and large. When the joint position xL
approaches the infinite point +∞, the experimental basic pulse sequence ap-
proaches the theoretical one,
lim
xL→+∞
P rtr(δt/
√
n) = Ptr(δt/
√
n).
The effect of the imperfection of the LH potential well and the spatially-
selective effect of the PHAMDOWN laser light pulses of the experimental
basic pulse sequence may be evaluated strictly on the basis of the theoretical
methods developed in the previous sections 3, 4, and 5. In the following it
proves that the experimental basic pulse sequence P rtr(δt/
√
n) generates the
propagator Utr(δt/
√
n) of (6.6), which may be further reduced to the propaga-
tor exp{iQ(δt/ℏ)2/n} in (6.2a). The possible errors of the experimental basic
pulse sequence P rtr(δt/
√
n) are also estimated strictly, with the help of these
theoretical methods developed in the sections 3, 4, and 5.
A more practical potential field that is used to generate the SSISS triggering
pulse could be defined by
Vrw(x) =


0, −∞ < x < −xR −R
Rh, − xR −R < x < −xR
1
2mω
2x2, − xR < x < xL
Lh, xL < x < xL + L
0, xL + L < x < +∞
where xR > xL; R >> ε, L >> ε; Rh =
1
2mω
2x2R, Lh =
1
2mω
2x2L. Here
the halting-qubit atom locates within the central harmonic potential well with
the spatial region (−xR, xL). The spatially-selective PHAMDOWN laser light
beams then are applied to the atom within the central harmonic potential well
(−xR, xL). The potential field Vrw(x) is more close to the real world. It ap-
proaches the double-well potential field V (x) of (2.1) when xR → ∞. The ex-
perimental basic pulse sequence such as (6.7b) also may be generated by the
potential field Vrw(x) and its corresponding spatially-selective PHAMDOWN
laser light beams. Such an experimental basic pulse sequence is more close to the
real world and could be directly realized in experiment. The difference between
the potential field Vrw(x) and the double-well potential field V (x) generates
only the difference between their corresponding spatially-selective perturbation
terms V1(x, t) in their total Hamiltonians of (2.2). A similar difference also ex-
ists between their corresponding spatially-selective PHAMDOWN laser light
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beams. These result in that their SSISS triggering pulses do not have an essen-
tial difference, because those errors generated by the spatially-selective effects
can be neglected, as shown in the previous sections 3 and 4. Below only the
experimental basic pulse sequence (6.7b) is calculated strictly. A similar calcu-
lated result should be obtained if the experimental basic pulse sequence (6.7b) is
generated by the potential field Vrw(x) and its corresponding spatially-selective
PHAMDOWN laser light beams.
It is not easy to calculate the time evolution process of the halting-qubit
atom under the experimental basic pulse sequence P rtr(δt/
√
n) and carry out a
strict error estimation. The nine unitary propagators in the experimental ba-
sic pulse sequence may be divided into the two different types of propagators:
exp(−iHτ ′/ℏ) (τ ′ = δt′1 and δt1) and exp[−i(H+HrI (x, α, γ))τ/ℏ] (τ = δt/
√
n).
Therefore, one needs to calculate the two different types of time evolution pro-
cesses. These two types of time evolution processes have already been calculated
strictly in the previous sections 3 and 4, respectively. These calculated results
may be used here. The first kind of time evolution process is governed by
the propagator exp(−iHτ ′/ℏ) (τ ′ = δt′1 or δt1). It may be calculated strictly
by using the formula (3.25). The second kind is governed by the propagator
exp[−i(H + HrI (x, α, γ))τ/ℏ] (τ = δt/
√
n). It may be calculated strictly by
using the formula (4.13). Denote Ψ0(x, r, t0) as the initial product state for
the propagator exp(−iHτ ′/ℏ) or exp[−i(H +HrI (x, α, γ))τ/ℏ]. The initial state
could not be a pure GWP state or a Gaussian superposition state, but it may
be generally expressed as
Ψ0(x, r, t0) = Ψ00(x, r, t0) + E
d
r (x, r, t0), (6.8)
where Ψ00(x, r, t0) is a Gaussian superposition state, while E
d
r (x, r, t0) measures
the difference between the initial Gaussian superposition state Ψ00(x, r, t0) and
the initial state Ψ0(x, r, t0). The expansion (6.8) may simplify greatly the theo-
retical calculation of the experimental basic pulse sequence P rtr(δt/
√
n) and also
the theoretical one P itr(δt/
√
n). Here take an example to show this. When an
initial GWP state is acted on by the propagator exp[−i(H +HrI (x, α, γ))τ/ℏ],
it is generally converted into a non-GWP state. If now this non-GWP state is
further acted on by the harmonic-oscillator propagator exp(−iHho0 τ/ℏ), then it
is difficult to calculate exactly the time evolution process under the propagator
exp(−iHho0 τ/ℏ). However, this non-GWP state may be expanded approxi-
mately as a superposition of a finite number GWP states such as Ψ00(x, r, t0)
in (6.8) according to the MGWP expansion in the section 5. Here the trun-
cation error in the MGWP expansion is just Edr (x, r, t0) in (6.8). It can be
controlled. Now the time evolution process for the Gaussian superposition state
Ψ00(x, r, t0) under the propagator exp(−iHho0 τ/ℏ) can be calculated exactly.
Now calculate the time evolution process for the initial state Ψ0(x, r, t0) of
(6.8) under the first kind of propagator exp(−iHτ ′/ℏ) (τ ′ = δt′1 or δt1). The
time evolution process may be formally expressed as
Ψ(x, r, t0 + τ
′)
def≡ exp{−i[Hho0 + V ho1 (x, ε)]τ ′/ℏ}Ψ0(x, r, t0)
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= Ψ0(x, r, t0 + τ
′) + E(12)r (x, r, t0 + τ
′) + E(3)r1 (x, r, t0 + τ
′) (6.9)
where the expected product state Ψ0(x, r, t0 + τ
′) is written as
Ψ0(x, r, t0 + τ
′) = exp[−iHho0 τ ′/ℏ]Ψ0(x, r, t0). (6.10)
The errors E
(12)
r (x, r, t0 + τ
′) and E(3)r1 (x, r, t0 + τ
′) in (6.9) are obtained below.
The expansion (6.8) for the initial state Ψ0(x, r, t0) is first substituted into (6.9).
Then according to the exact expression (3.25) in the section 3, where H0 = H
ho
0
and V1 is equal to V
ho
1 (x, ε) of (2.10), the time evolution process for the initial
Gaussian superposition state Ψ00(x, r, t0) under the propagator exp(−iHτ ′/ℏ)
may be expressed as
exp{−i[Hho0 + V ho1 (x, ε)]τ ′/ℏ}Ψ00(x, r, t0)
= exp[−iHho0 τ ′/ℏ]Ψ00(x, r, t0) + E(12)r (x, r, t0 + τ ′)
= Ψ0(x, r, t0 + τ
′) + E(12)r (x, r, t0 + τ
′)− exp[−iHho0 τ ′/ℏ]Edr (x, r, t0). (6.11)
Here Ψ0(x, r, t0+τ
′) is just given by (6.10). As shown in the section 3, the error
E
(12)
r (x, r, t0 + τ
′) originates from the imperfection of the LH potential well. It
is generated directly by the spatially-selective perturbation term V ho1 (x, ε). If
Ψ00(x, r, t0) is a single GWP state, then the error is given by, according to the
exact expression (3.25),
E(12)r (x, r, t0 + τ
′) = E(1)r (x, r, t0 + τ
′) + E(2)r (x, r, t0 + τ
′). (6.12a)
Here E
(1)
r (x, r, t0+ τ
′) is the first-order approximation error term and E(2)r (x, r,
t0 + τ
′) is the correction to the first-order approximation error term. The two
errors are explicitly given by the two formulae (3.27), respectively. Their upper
bounds can be calculated strictly with the theoretical method in the section
3, and the initial state used in the calculation is the Gaussian superposition
state Ψ00(x, r, t0) in (6.8) instead of the original state Ψ0(x, r, t0). These two
upper bounds can be determined from the two inequalities (3.28) (or (3.12)) and
(3.30), respectively. It has been shown in the section 3 that the upper bound
for each one of the two error terms consists of a finite number of the basic
norms {NBAS1} and/or {NBAS2}. Therefore, both the error terms decay
exponentially with the square deviation-to-spread ratios of the relevant GWP
states. When the joint position xL in the double-well potential field of (2.1) is
large enough, both the error terms are so small that they can be neglected. In
general, suppose that Ψ00(x, r, t0) is a Gaussian superposition state consisting of
m GWP states: Ψ00(x, r, t0) =
∑m
k=1 AkΨ0k(x, r, t0). Then for each normalized
GWP state, e.g., Ψ0k(x, r, t0), one may separately calculate the upper bounds of
the two errorsE
(1)
rk (x, r, t0+τ
′) and E(2)rk (x, r, t0+τ
′) by using the two inequalities
(3.28) (or (3.12)) and (3.30), respectively. Then the total upper bound for the
error E
(l)
r (x, r, t0+ τ
′) with l = 1 or 2 may be obtained by summing up all these
upper bounds of the m errors {E(l)rk (x, r, t0 + τ ′)} according to the inequality
(3.64) in the section 3. Thus, it also consists of a finite number of the basic
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norms {NBAS1} and {NBAS2}, indicating that the total upper bound for
the error E
(12)
r (x, r, t0 + τ
′) in (6.12a) (or (6.9)) decays exponentially with the
square deviation-to-spread ratios of the relevant GWP states. When the joint
position xL is large enough, the error E
(12)
r (x, r, t0 + τ
′) in (6.9) also can be
neglected. On the other hand, the error E
(3)
r1 (x, r, t0 + τ
′) in (6.9) comes from
the deviation of the initial Gaussian superposition state Ψ00(x, r, t0) from the
initial state Ψ0(x, r, t0). Now these relations (6.8), (6.9), and (6.11) together
show that the error can be written as
E
(3)
r1 (x, r, t0 + τ
′) = exp{−i[Hho0 + V ho1 (x, ε)]τ ′/ℏ}Edr (x, r, t0)
− exp[−iHho0 τ ′/ℏ]Edr (x, r, t0). (6.12b)
This formula directly results in that the error is bounded by
||E(3)r1 (x, r, t0 + τ ′)|| ≤ 2||Edr (x, r, t0)||. (6.12c)
Since the deviation Edr (x, r, t0) in (6.8) can be controlled, the inequality (6.12c)
means that the error E
(3)
r1 (x, r, t0+τ
′) also can be controlled. In particular, when
the deviation Edr (x, r, t0) is equal to zero, there is not the error E
(3)
r1 (x, r, t0 +
τ ′) in (6.9). Then the upper bound of the error E(12)r (x, r, t0 + τ ′) can be
calculated strictly from the two formulae (3.27) by using directly the initial
Gaussian superposition state Ψ0(x, r, t0) of (6.8).
The second kind of time evolution process is governed by the propagator
exp[−i(H +HrI (x, α, γ))τ/ℏ] (τ = δt/
√
n << 1). It may be formally written as
Ψ(x, r, t0 + τ)
def≡ exp[−i(Hho0 +HI(x, α, γ) + V1(x, α, γ, ε))τ/ℏ]Ψ0(x, r, t0)
= Ψ0(x, r, t0+ τ)+E
0
r (x, r, t0+ τ)+E
V
r (x, r, t0+ τ)+E
(3)
r2 (x, r, t0+ τ), (6.13)
where the desired product state Ψ0(x, r, t0 + τ ) is written as
Ψ0(x, r, t0+τ ) = exp[− i
2ℏ
Hho0 τ ] exp[−
i
ℏ
HI(x, α, γ)τ ] exp[− i
2ℏ
Hho0 τ ]Ψ0(x, r, t0).
(6.14)
There are three error terms on the RH side of (6.13). These error terms can be
obtained below. The initial product state Ψ0(x, r, t0) of (6.8) is first substituted
into (6.13). Then according to the exact formulae (4.13) and (4.14) in the pre-
vious section 4 the time evolution process for the initial Gaussian superposition
state Ψ00(x, r, t0) in (6.8) under the propagator exp[−i(H + HrI (x, α, γ))τ/ℏ]
can be written as
exp[−i(Hho0 +HI(x, α, γ) + V1(x, α, γ, ε))τ/ℏ]Ψ00(x, r, t0)
= Ψ0(x, r, t0 + τ ) + E
0
r (x, r, t0 + τ ) + E
V
r (x, r, t0 + τ)
− exp[− i
2ℏ
Hho0 τ ] exp[−
i
ℏ
HI(x, α, γ)τ ] exp[− i
2ℏ
Hho0 τ ]E
d
r (x, r, t0). (6.15)
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Here the expected product state Ψ0(x, r, t0+ τ) is just the product state (6.14).
Both the errors E0r (x, r, t0 + τ ) and E
V
r (x, r, t0 + τ ) in (6.15) can be calcu-
lated strictly with the theoretical method in the section 4 and the initial prod-
uct state used in the calculation is the initial Gaussian superposition state
Ψ00(x, r, t0) in (6.8) instead of Ψ0(x, r, t0). As shown in the subsection 4.3, the
error EVr (x, r, t0 + τ ) originates from the imperfection of the LH harmonic po-
tential well and the spatially-selective effect of the PHAMDOWN laser light
beams. It is generated directly by the spatially-selective perturbation term
V1(x, α, γ, ε). Consider first the simple case that Ψ00(x, r, t0) is a Gaussian su-
perposition state: Ψ00(x, r, t0) = Ψ
g
0(x, t0)|g0〉 + Ψe0(x, t0)|e〉, where Ψa0(x, t0)
with a = g or e is a single GWP state with no normalization. In this simple case
it proves in the section 4 that the upper bound of the error EVr (x, r, t0+ τ) con-
sists of a finite number of the basic norms {NBAS1} and {NBAS2}. Therefore,
the error decays exponentially with the square deviation-to-spread ratios of the
relevantGWP states. It can be controlled by the joint position xL. It may be ne-
glected when the joint position xL is large enough. The error E
0
r (x, r, t0+τ ) orig-
inates from the truncation approximation of the decomposition formula (4.1).
It is usually the main error term in the time evolution process of (6.15). It is
independent on the imperfection of the LH harmonic potential well and the
spatially-selective effect of the PHAMDOWN laser light beams. Its upper
bound is calculated strictly in the subsection 4.4. As shown in the subsection
4.4, in addition to the time interval τ the upper bound of the error is dependent
on the three types of parameters including the four characteristic parameters of a
GWP state and the characteristic parameters of both the PHAMDOWN laser
light beams and the harmonic potential field. It can be determined from (4.190).
It is proportional to τ3 approximately, that is, ||E0r (x, r, t0+ τ)|| ∝ O(τ 3), when
these three types of parameters are given. Therefore, the error E0r (x, r, t0 + τ )
is controllable and it may be neglected when the time interval τ << 1. In
a general case the initial state Ψ00(x, r, t0) may consist of m non-normalized
GWP product states: Ψ00(x, r, t0) =
∑m
l=1Ψ0l(x, r, t0). Here the term num-
ber m should be taken as a large enough integer so that the truncation error
Edr (x, r, t0) in (6.8) can be neglected. For example, the term number m = 10
is usually large enough in the following error estimation for the experimental
basic pulse sequence (6.7b). For each GWP state Ψ0l(x, r, t0) one may calculate
strictly the upper bounds of both the errors EVr (x, r, t0+ τ) and E
0
r (x, r, t0+ τ )
completely according to the theoretical calculation method in the section 4, in
which the initial state Ψ00(x, r, t0) is replaced with the state Ψ0l(x, r, t0). Then
by summing up all these m upper bounds of the error EVr (x, r, t0 + τ) one may
obtain the total upper bound of the error EVr (x, r, t0 + τ). Similarly, by sum-
ming up all these m upper bounds of the error E0r (x, r, t0 + τ) one also may
obtain the total upper bound of the error E0r (x, r, t0 + τ ). For a given number
m the error EVr (x, r, t0+ τ) is still controlled by the joint position xL, while the
error E0r (x, r, t0+ τ ) is still controlled approximately by the time interval τ . On
the other hand, the error E
(3)
r2 (x, r, t0 + τ) in (6.13) originates from the devia-
tion Edr (x, r, t0) of the initial Gaussian superposition state Ψ00(x, r, t0) from the
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initial state Ψ0(x, r, t0) of (6.8). Now these relations (6.8), (6.13), and (6.15)
together show that the error E
(3)
r2 (x, r, t0 + τ ) is given by
E
(3)
r2 (x, r, t0 + τ) = exp[−i(Hho0 +HI(x, α, γ) + V1(x, α, γ, ε))τ/ℏ]Edr (x, r, t0)
− exp[− i
2ℏ
Hho0 τ ] exp[−
i
ℏ
HI(x, α, γ)τ ] exp[− i
2ℏ
Hho0 τ ]E
d
r (x, r, t0). (6.16a)
This equation directly leads to that the error is bounded by
||E(3)r2 (x, r, t0 + τ )|| ≤ 2||Edr (x, r, t0)||. (6.16b)
The upper bound of the error indeed may be determined from that one of
the deviation Edr (x, r, t0). Because the deviation E
d
r (x, r, t0) in (6.8) can be
controlled, the error E
(3)
r2 (x, r, t0+τ) can be controlled too. Obviously, the error
E
(3)
r2 (x, r, t0 + τ ) in (6.13) will not exist if there is not the deviation E
d
r (x, r, t0)
in (6.8) or if the initial state Ψ0(x, r, t0) of (6.8) is a Gaussian superposition
state.
When the spatially-selective perturbation term V1(x, α, γ, ε) disappears, the
error EVr (x, r, t0+τ ) will not exist in the time evolution process of (6.13). In this
case the equation (6.13) still describes the time evolution process of the halting-
qubit atom in the ideal harmonic potential well and in the presence of the ideal
PHAMDOWN laser light beams, and the error E0r (x, r, t0 + τ ) therefore is
a dominating term. Similarly, when the spatially-selective perturbation term
V ho1 (x, ε) disappears, the error E
(12)
r (x, r, t0+ τ
′) vanishes in the time evolution
process of (6.9). Then in this case the equation (6.9) still describes the time
evolution process of the halting-qubit atom in the ideal harmonic potential well.
Therefore, these equations (6.9) and (6.13) may be used to analyze both the ex-
perimental basic pulse sequence (6.7b) and the theoretical one (6.7a). They also
may be used to estimate strictly the possible errors of the two basic pulse se-
quences. Because the difference between the experimental basic pulse sequence
(6.7b) and the theoretical one (6.7a) originates from the spatially-selective per-
turbation terms V ho1 (x, ε) and V1(x, α, γ, ε), it can be expected that both the
experimental and theoretical basic pulse sequences generate the same result if
both the perturbation terms V ho1 (x, ε) and V1(x, α, γ, ε) have a negligible effect
on the halting-qubit atom.
6.1 Theoretical calculation of the experimental basic pulse sequence
On the basis of these equations (6.9) and (6.13) in the following it is analyzed
in detail the time evolution process of the halting-qubit atom in the LH potential
well and in the presence of the experimental basic pulse sequence P rtr(δt/
√
n).
Suppose that at the starting time of the experimental basic pulse sequence the
halting-qubit atom is in the GWP motional state Ψ00(x, t0) and in the atomic
internal state |g0〉. This means that the experimental basic pulse sequence is
applied to the atom in the starting product state Ψ00(x, r, t0) = Ψ00(x, t0)|g0〉.
Here suppose that the GWP state Ψ00(x, t0) has the characteristic parameters
{xc(t0), pc(t0),W (t0), ε(t0)}. Since the experimental basic pulse sequence is a
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product of the nine unitary propagators, the calculation for the time evolution
process will be carried out by the following nine consecutive steps. At the first
step the first propagator exp(−iHδt′1) of the experimental basic pulse sequence
(from the right to the left side of the pulse sequence (6.7b)) acts on the initial
product state Ψ00(x, r, t0). The propagator exp(−iHδt′1) is one of the first type
of propagators. The time evolution process of this step is described by the
equation (6.9). According to the equation (6.9) the time evolution process from
the starting time t0 to the time t0 + δt
′
1 may be expressed as
Ψ1(x, r, t0 + δt
′
1)
def≡ exp{−i[Hho0 + V ho1 (x, ε)]δt′1/ℏ}Ψ00(x, r, t0)
= Ψ01(x, r, t0 + δt
′
1) + E
0
r1(x, r, t0 + δt
′
1) (6.17)
where the desired state Ψ01(x, r, t0 + δt
′
1) is written as, according to (6.10),
Ψ01(x, r, t0 + δt
′
1) = exp[
i
ℏ
Hho0 (δt/
√
4n)]Ψ00(x, r, t0), (6.18)
here the relation exp[iHho0 (δt/
√
4n)/ℏ] = exp[−iHho0 δt′1/ℏ] is already used af-
ter neglecting the global phase factor. Again according to (6.9) the error
E0r1(x, r, t0 + δt
′
1) in (6.17) is written as
E0r1(x, r, t0 + δt
′
1) = E
(12)
r (x, r, t0 + δt
′
1) + E
(3)
r1 (x, r, t0 + δt
′
1). (6.19a)
The physical meaning is clear for the equation (6.17) that the first propaga-
tor exp(−iHδt′1) of the experimental basic pulse sequence (6.7b) acting on
the initial state Ψ00(x, r, t0) is approximately equal to the first propagator
exp[(i/ℏ)Hho0 (δt/
√
4n)] of the theoretical basic pulse sequence (6.7a) acting on
the same initial state, and their difference is the error E0r1(xb, r, t0 + δt
′
1). As
shown in (6.19a), this error consists of the two error terms E
(12)
r (x, r, t0 + δt
′
1)
and E
(3)
r1 (x, r, t0 + δt
′
1). Since the initial state Ψ00(x, r, t0) in (6.17) is a GWP
state, there is not the deviation Edr (x, r, t0) and according to (6.8) one has
Ψ0(x, r, t0) = Ψ00(x, r, t0). Hence according to (6.12b) the error E
(3)
r1 (x, r, t0 +
δt′1) = 0. Then it follows from (6.19a) that the error E
0
r1(x, r, t0 + δt
′
1) =
E
(12)
r (x, r, t0 + δt
′
1). Furthermore, as shown in (6.12a), the error E
(12)
r (x, r, t0 +
δt′1) is a sum of the two error terms E
(k)
r (x, r, t0 + δt
′
1) with k = 1 and 2,
indicating that the error E0r1(x, r, t0 + δt
′
1) is bounded by
||E0r1(x, r, t0 + δt′1)|| ≤ ||E(1)r (x, r, t0 + δt′1)||+ ||E(2)r (x, r, t0 + δt′1)||. (6.19b)
As shown in the section 3, both the first-order approximate error E
(1)
r (x, r, t0+
δt′1) and its correction term E
(2)
r (x, r, t0 + δt
′
1) originate from the imperfection
of the LH harmonic potential well. They can be calculated strictly with the
theoretical calculation method in the section 3. The initial state used in the
calculation is just the initial GWP state Ψ00(x, r, t0) and here Ψ00(x, r, t0) =
Ψ0(x, r, t0). It is shown in the section 3 that the upper bound of the error
E
(1)
r (x, r, t0 + δt
′
1) is determined explicitly from the inequality (3.12) with the
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final time tb = t0 + δt
′
1 and from (3.12) one can find that it is proportional to
the exponentially-decaying factor exp[−yM (xL, t∗c0)2/2]. It has been shown also
in the section 3 that the error E
(2)
r (x, r, t0+ δt
′
1) has an upper bound consisting
of a finite number of the basic norms {NBAS1} and {NBAS2}, indicating that
the error decays exponentially with the square deviation-to-spread ratios of the
relevant GWP states. These results together with the inequality (6.19b) show
that the error E0r1(x, r, t0+ δt
′
1) decays exponentially with the square deviation-
to-spread ratios of the relevant GWP states. Thus, it can be controlled by the
joint position xL. Generally, the error E
0
r1(x, r, t0 + δt
′
1) is secondary and may
be neglected when the joint position xL is large enough. Then one can concludes
that if the joint position xL is large enough, then according to (6.17) the final
product state Ψ1(x, r, t0 + δt
′
1), which is generated by acting the experimental
propagator exp(−iHδt′1) on the starting product state, is really equal to the
desired product state Ψ01(x, r, t0 + δt
′
1) of (6.18), which is generated by acting
the theoretical propagator exp[(i/ℏ)Hho0 (δt/
√
4n)] on the same starting product
state.
At the second step the second propagator of the experimental basic pulse
sequence is applied to the halting-qubit atom after the atom is acted on by
the first experimental propagator. In the experimental basic pulse sequence
the second, fourth, sixth, and eighth propagator are generated by the spatially-
selective PHAMDOWN laser light beams. For convenience these propagators
are simply denoted as
UDWN (α, γ, τ )
def≡ exp{− i
ℏ
[Hho0 +HI(x, α, γ) + V1(x, α, γ, ε)]τ}.
Here τ = δt/
√
n, α = pi/4, and γ = 3pi/2, pi, pi/2, and 0 corresponding to the
second, fourth, sixth, and eighth propagator, respectively. Then the second ex-
perimental propagator is given by UDWN (pi/4, 3pi/2, δt/
√
n). The time evolution
process of the second propagator may be expressed as
Ψ2(x, r, t0+δt
′
1+δt/
√
n)
def≡ UDWN (pi/4, 3pi/2, δt/
√
n)Ψ1(x, r, t0+δt
′
1), (6.20a)
where Ψ1(x, r, t0+ δt
′
1) is the atomic product state (6.17) at the end of the first
experimental propagator. The product state (6.20a) may be expressed formally
as
Ψ2(x, r, t0+τ1) = Ψ02(x, r, t0+τ1)+E
0
r2(x, r, t0+τ1)+E
0
r1(x, r, t0+τ1). (6.20b)
Here denote τ1 = δt
′
1 + δt/
√
n. The task now is to determine the product state
Ψ02(x, r, t0 + τ1) and the two error terms E
0
rk(x, r, t0 + τ1) with k = 1 and 2
in (6.20b). First of all, by substituting the state Ψ1(x, r, t0 + δt
′
1) of (6.17) into
(6.20a) one obtains
Ψ2(x, r, t0 + δt
′
1 + δt/
√
n) = UDWN (pi/4, 3pi/2, δt/
√
n)Ψ01(x, r, t0 + δt
′
1)
+ E0r1(x, r, t0 + τ1). (6.21)
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Here the error E0r1(x, r, t0 + δt
′
1) is given by
E0r1(x, r, t0 + τ1) = UDWN (pi/4, 3pi/2, δt/
√
n)E0r1(x, r, t0 + δt
′
1). (6.22a)
This error is just the last term on the RH side of (6.20b). Notice that a unitary
propagator acting on an error state does not change the norm of the error state.
Then it follows from (6.22a) that there is the relation:
||E0r1(x, r, t0 + τ1)|| = ||E0r1(x, r, t0 + δt′1)||. (6.22b)
Hence the upper bound of the error E0r1(x, r, t0+ τ1) is just equal to that one of
the error E0r1(x, r, t0 + δt
′
1). It is shown above that the error E
0
r1(x, r, t0 + δt
′
1)
decays exponentially with the square deviation-to-spread ratios of the relevant
GWP states. Then the same conclusion holds also for the error E0r1(x, r, t0+τ1).
The key step to calculate strictly the time evolution process of (6.20a) is to
calculate the first term on the RH side of (6.21). This calculation needs to use
the time evolution process of (6.13) as the propagator UDWN (pi/4, 3pi/2, δt/
√
n)
is one of the second type of propagators. It is known from (6.13) that the first
term on the RH side of (6.21) may be written as
UDWN (pi/4, 3pi/2, δt/
√
n)Ψ01(x, r, t0 + δt
′
1) = Ψ02(x, r, t0 + τ1)
+ E0r (x, r, t0 + τ1) + E
V
r (x, r, t0 + τ1) + E
(3)
r (x, r, t0 + τ1) (6.23)
where the desired product state is written as, according to (6.14),
Ψ02(x, r, t0 + τ1) = exp[− i
2ℏ
Hho0 (δt/
√
n)] exp[− i
ℏ
HI(x, pi/4, 3pi/2)(δt/
√
n)]
× exp[− i
2ℏ
Hho0 (δt/
√
n)]Ψ01(x, r, t0 + δt
′
1). (6.24)
The initial state Ψ01(x, r, t0 + δt
′
1) in (6.23) is given by (6.18). It is a GWP
state. The product state (6.24) is just the first term on the RH side of (6.20b).
Now these relations (6.20b), (6.21), and (6.23) together show that the error
E0r2(x, r, t0 + τ1) in (6.20b) is given by
E0r2(x, r, t0+τ1) = E
0
r (x, r, t0+τ1)+E
V
r (x, r, t0+τ1)+E
(3)
r2 (x, r, t0+τ1). (6.25a)
Here the error E
(3)
r2 (x, r, t0 + τ1) = 0 because the initial state Ψ01(x, r, t0 + δt
′
1)
in (6.23) is a GWP state. Thus, the upper bound of the error E0r2(x, r, t0 + τ1)
is determined from
||E0r2(x, r, t0 + τ1)|| ≤ ||E0r (x, r, t0 + τ1)||+ ||EVr (x, r, t0 + τ1)||. (6.25b)
Now all the three terms on the RH side of (6.20b) can be determined from
(6.24), (6.25a), and (6.22a), respectively. The inequality (6.25b) shows that the
upper bound of the error E0r2(x, r, t0 + τ1) can be determined from those of
both the errors E0r (x, r, t0 + τ1) and E
V
r (x, r, t0 + τ1). On the basis of the time
evolution process of (6.23) a strict calculation for the upper bounds of the two
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errors E0r (x, r, t0+ τ1) and E
V
r (x, r, t0+ τ1) may be carried out according to the
theoretical calculation method in the section 4. Here one should use the initial
GWP state Ψ01(x, r, t0 + δt
′
1) of (6.18) and the interaction HI(x, pi/4, 3pi/2) of
(4.16) to calculate the upper bounds of the two errors. The error EVr (x, r, t0 +
τ1) originates from the imperfection of the LH harmonic potential well and
the spatially-selective effect of the PHAMDOWN laser light beams. It has
been shown in the section 4 that the upper bound of the error consists of a
finite number of the basic norms {NBAS1} and {NBAS2}. Thus, it decays
exponentially with the square deviation-to-spread ratios of the relevant GWP
states. It can be controlled by the joint position xL. Therefore, it may be
neglected when the joint position xL is large enough. On the other hand, the
error E0r (x, r, t0 + τ1) is the dominating term in the error E
0
r2(x, r, t0 + τ1) in
(6.25a). It is independent of the imperfection of the LH potential well and the
spatially-selective effect of the PHAMDOWN laser light beams. It is due to
the truncation approximation of the decomposition formula (4.1). As shown
in the subsection 4.4, the upper bound of the error E0r (x, r, t0 + τ1) may be
controlled by the time interval δt/
√
n and the three types of parameters. One
type of parameters come from the GWP motional states of the halting-qubit
atom, while the other two types come from the PHAMDOWN laser light
beams and the harmonic potential field, respectively. Thus, the latter two types
of parameters are of the experimental basic pulse sequence (6.7b) itself. It is
shown in the subsection 4.4 that the upper bound of the error E0r (x, r, t0+τ1) is
proportional to (δt/
√
n)3 approximately. Thus, the error can be controlled by
the time interval δt/
√
n in addition to the three types of parameters. Then the
inequality (6.25b) shows that the upper bound of the error E0r2(x, r, t0 + τ1) is
proportional to (δt/
√
n)3 approximately. Therefore, the error E0r2(x, r, t0 + τ1)
may be controlled by the joint position xL and the time interval δt/
√
n.
Now by inserting (6.18) into (6.24) the state Ψ02(x, r, t0 + τ1) is reduced to
the simple form
Ψ02(x, r, t0 + τ1) = exp[− i
ℏ
Hho0 (δt/
√
4n)]Ψ02(x, r, t0 + δt/
√
n) (6.26)
where the state Ψ02(x, r, t0 + δt/
√
n) is defined by
Ψ02(x, r, t0+δt/
√
n) = exp{− i
ℏ
HI(x, pi/4, 3pi/2)(δt/
√
n)}Ψ00(x, r, t0). (6.27a)
The state Ψ02(x, r, t0 + δt/
√
n) may be calculated exactly by using the unitary
transformation (4.18) of the propagator exp{−iHI(x, pi/4, 3pi/2)(δt/
√
n)/ℏ}. It
may be explicitly written as
Ψ02(x, r, t0 + δt/
√
n) = cos{2Ω0δt/
√
n cos(
1
2
∆kx− pi/4)}Ψ00(x, t0)|g0〉
+ sin{2Ω0δt/
√
n cos(
1
2
∆kx− pi/4)} exp[i1
2
(k0 + k1)x]Ψ00(x, t0)|e〉. (6.27b)
The state Ψ02(x, r, t0 + δt/
√
n) is just the state (5.23) with the settings Ω(τ ) =
2Ω0δt/
√
n and Ψ0(x, t0) = Ψ00(x, t0). Obviously, it is not a pure GWP state.
The state (6.27b) will be further used in the following error estimation.
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At the third step the third experimental propagator exp[−iHδt1/ℏ] is applied
to the halting-qubit atom at the end of the second experimental propagator. The
time evolution process of the halting-qubit atom under the third propagator may
be formally written as
Ψ3(x, r, t0+τ1+δt1)
def≡ exp{−i[Hho0 +V ho1 (x, ε)]δt1/ℏ}Ψ2(x, r, t0+τ1), (6.28a)
where the initial state Ψ2(x, r, t0 + τ1) is given by (6.20b). By substituting
the state (6.20b) into (6.28a) the product state Ψ3(x, r, t0 + τ1 + δt1) may be
rewritten as
Ψ3(x, r, t0 + τ1 + δt1) = Ψ03(x, r, t0 + τ1 + δt1) +
3∑
k=1
E0rk(x, r, t0 + τ1 + δt1).
(6.28b)
Here the two errors E0rk(x, r, t0 + τ1 + δt1) for k = 1 and 2 are obtained by the
unitary transformation:
E0rk(x, r, t0+τ1+δt1) = exp{−i[Hho0 +V ho1 (x, ε)]δt1/ℏ}E0rk(x, r, t0+τ1). (6.29)
Thus, the upper bounds of the two errors are determined respectively from
||E0r1(x, r, t0 + τ1 + δt1)|| = ||E0r1(x, r, t0 + δt′1)||, (6.30a)
||E0r2(x, r, t0 + τ1 + δt1)|| = ||E0r2(x, r, t0 + τ1)||. (6.30b)
Here the equation (6.30a) is obtained from (6.29) after using the equation
(6.22b). The upper bounds of the two errors E0r1(x, r, t0+δt
′
1) and E
0
r2(x, r, t0+
τ1) are determined from (6.19b) and (6.25b), respectively. Then both the equa-
tions (6.30) show that the upper bounds of the two errors E0rk(x, r, t0+τ1+δt1)
with k = 1 and 2 also may be determined from (6.19b) and (6.25b), respectively.
The desired state Ψ03(x, r, t0 + τ1 + δt1) and the error E
0
r3(x, r, t0 + τ1 + δt1)
on the RH side of (6.28b) may be obtained below on the basis of the time evo-
lution process of (6.9). By applying the current propagator exp[−iHδt1/ℏ] to
the initial state Ψ02(x, r, t0 + τ1), which is just the desired state (6.26) of the
second experimental propagator, one obtains formally
exp{−i[Hho0 + V ho1 (x, ε)]δt1/ℏ}Ψ02(x, r, t0 + τ1)
= Ψ03(x, r, t0 + τ1 + δt1) + E
0
r3(x, r, t0 + τ1 + δt1). (6.31)
Here Ψ03(x, r, t0 + τ1 + δt1) is the desired product state, while E
0
r3(x, r, t0 +
τ1+ δt1) is the corresponding error. They can be explicitly obtained below. As
shown in (6.26), the state Ψ02(x, r, t0+τ1) is not a pure GWP state, because the
state (6.27b) is not. In order to calculate the time evolution process of (6.31) one
needs to expand the state Ψ02(x, r, t0 + τ1) as a Gaussian superposition state.
This is similar to the expansion (6.8). Now according to the MGWP expansion
in the section 5 the state Ψ02(x, r, t0 + δt/
√
n) of (6.27b) is first expanded as a
superposition of the GWP states,
Ψ02(x, r, t0 + δt/
√
n) = ΨG02(x, r, t0 + δt/
√
n) + Er2(x, r, t0 + δt/
√
n), (6.32)
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where ΨG02(x, r, t0 + δt/
√
n) is a Gaussian superposition state and Er2(x, r, t0 +
δt/
√
n) the truncation error of the MGWP expansion. Then inserting the
expansion (6.32) into (6.26) the state Ψ02(x, r, t0 + τ1) is accordingly expanded
as
Ψ02(x, r, t0 + τ1) = Ψ
G
02(x, r, t0 + τ1)
+ exp[− i
ℏ
Hho0 (δt/
√
4n)]Er2(x, r, t0 + δt/
√
n) (6.33)
where the state ΨG02(x, r, t0 + τ1) is given by
ΨG02(x, r, t0 + τ1) = exp[−
i
ℏ
Hho0 (δt/
√
4n)]ΨG02(x, r, t0 + δt/
√
n). (6.34)
The state ΨG02(x, r, t0 + τ1) is a Gaussian superposition state due to that the
propagator exp[−iHho0 (δt/
√
4n)/ℏ] is of a harmonic-oscillator. By comparing
(6.33) with (6.8) one finds that there are the corresponding relations:
Ψ0(x, r, t0)↔ Ψ02(x, r, t0 + τ1),
Ψ00(x, r, t0)↔ ΨG02(x, r, t0 + τ1),
Edr (x, r, t0)↔ exp[−
i
ℏ
Hho0 (δt/
√
4n)]Er2(x, r, t0 + δt/
√
n).
Now by inserting the state Ψ02(x, r, t0 + τ1) of (6.33) into (6.31) and then
comparing (6.31) with (6.9) one can find from (6.31) that the desired state
is given by, similar to the state of (6.10),
Ψ03(x, r, t0 + τ1 + δt1) = exp[−iHho0 δt1/ℏ]Ψ02(x, r, t0 + τ1) (6.35)
and the corresponding error is
E0r3(x, r, t0+τ1+δt1) = E
(12)
r (x, r, t0+τ1+δt1)+E
(3)
r1 (x, r, t0+τ1+δt1). (6.36)
Here the error E0r3(x, r, t0 + τ1 + δt1) consists of the two following terms. One
of which is given by, similar to the error of (6.12a),
E(12)r (x, r, t0+τ1+δt1) = E
(1)
r (x, r, t0+τ1+δt1)+E
(2)
r (x, r, t0+τ1+δt1). (6.37a)
and another by, similar to the error of (6.12b),
E
(3)
r1 (x, r, t0 + τ1 + δt1) = exp{−i[Hho0 + V ho1 (x, ε)]δt1/ℏ}
× exp[− i
ℏ
Hho0 (δt/
√
4n)]Er2(x, r, t0 + δt/
√
n)
− exp[−iHho0 δt1/ℏ] exp[−
i
ℏ
Hho0 (δt/
√
4n)]Er2(x, r, t0 + δt/
√
n). (6.37b)
The error E
(12)
r (x, r, t0+ τ1+ δt1) consists of the two error terms E
(k)
r (x, r, t0+
τ1 + δt1) with k = 1 and 2. A strict calculation for the two error terms can
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be carried out with the theoretical calculation method in the section 3. Here
one should use the initial Gaussian superposition state ΨG02(x, r, t0 + τ1) in the
calculation. As shown in (6.34) and (6.38) below, the state ΨG02(x, r, t0 + τ1)
consists of the ten lower-order GWP states. Thus, for each one of these ten
GWP states which acts as the initial state in the calculation one may separately
calculate the upper bound of the error E
(k)
r (x, r, t0 + τ1 + δt1) for k = 1 and
2 with the theoretical calculation method in the section 3. Then by summing
up these ten upper bounds one may obtain the total upper bound of the error
E
(k)
r (x, r, t0+τ1+δt1). Then the upper bound of the error E
(12)
r (x, r, t0+τ1+δt1)
is determined from
||E(12)r (x, r, t0+τ1+δt1)|| ≤ ||E(1)r (x, r, t0+τ1+δt1)||+||E(2)r (x, r, t0+τ1+δt1)||.
(6.37c)
As shown in the section 3, both the errors E
(k)
r (x, r, t0+τ1+δt1) with k = 1 and
2 originate from the imperfection of the LH harmonic potential well and hence
so does the error E
(12)
r (x, r, t0 + τ1 + δt1). It has been shown in the section 3
that the upper bounds of the two errors E
(k)
r (x, r, t0 + τ1 + δt1) with k = 1 and
2 decay exponentially with the square deviation-to-spread ratios of the relevant
GWP states. This indicates that the error E
(12)
r (x, r, t0 + τ1 + δt1) also decays
exponentially with the square deviation-to-spread ratios of the relevant GWP
states. Therefore, the error can be controlled by the joint position xL. It can
be neglected when the joint position xL is large enough.
The error E
(3)
r1 (x, r, t0+τ1+δt1) in (6.36) really originates from the deviation
of the initial state Ψ02(x, r, t0+τ1) from the initial Gaussian superposition state
ΨG02(x, r, t0 + τ1). Its upper bound is determined from, according to (6.37b),
||E(3)r1 (x, r, t0 + τ1 + δt1)|| ≤ 2||Er2(x, r, t0 + δt/
√
n)||. (6.37d)
Here the error Er2(x, r, t0+δt/
√
n) is given by (6.32). Below the upper bound of
the error Er2(x, r, t0+δt/
√
n) is obtained explicitly from the state Ψ02(x, r, t0+
δt/
√
n) of (6.27b). It is known that the initial GWP motional state Ψ00(x, t0) in
(6.27b) has the COM position xc(t0), momentum pc(t0), and wave-packet spread
ε(t0). Denote that y = x−xc(t0). According to theMGWP expansion the state
Ψ02(x, r, t0 + δt/
√
n) may be expanded as a superposition of the GWP states
approximately. This Gaussian superposition state is just the state ΨG02(x, r, t0+
δt/
√
n) of (6.32), which may consist of the ten lower-order GWP states, just
like the state (5.29),
ΨG02(x, r, t0+ δt/
√
n) = {Bg0 +(βc cosβc− sinβc)[βc cos(
1
2
∆ky)−βs sin(
1
2
∆ky)]
+
1
2
cosβc[βcβs sin(∆ky)−
1
2
(β2c − β2s) cos(∆ky)]}Ψ00(x, t0)|g0〉
+{Be0 + (βc sinβc + cosβc)[βc cos(
1
2
∆ky)− βs sin(
1
2
∆ky)]
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+
1
2
sinβc[βcβs sin(∆ky)−
1
2
(β2c−β2s) cos(∆ky)]} exp[i
1
2
(k0+k1)x]Ψ00(x, t0)|e〉,
(6.38)
where the amplitude Bg0 = βc sinβc+(1− 34β2c− 14β2s) cosβc and Be0 = −βc cosβc
+(1− 34β2c− 14β2s) sinβc; the coefficients βs and βc are given by βc = (2Ω0δt/
√
n)
× cos[ 12∆kxc(t0) − pi/4] and βs = (2Ω0δt/
√
n) sin[ 12∆kxc(t0) − pi/4]. The two
coefficients βs and βc here are really equal to those in (5.25), respectively, if
setting Ω(τ ) = (2Ω0δt/
√
n). Obviously, the state Ψ02(x, r, t0+ δt/
√
n) also may
be expanded as a superposition of more than ten lower-order GWP states.
But for the present error estimation it is good enough to use the superposition
state (6.38) of the ten lower-order GWP states to calculate the upper bound
of the error Er2(x, r, t0 + δt/
√
n). Now by inserting the Gaussian superposition
state (6.38) into (6.34) one can further obtain the Gaussian superposition state
ΨG02(x, r, t0 + τ1). This Gaussian superposition state also consists of the ten
GWP states. It serves as the initial state to calculate the upper bounds of the
error terms E
(k)
r (x, r, t0+τ1+δt1) with k = 1 and 2 in the theoretical calculation
method in the section 3. The difference between the original state Ψ02(x, r, t0+
δt/
√
n) and its approximated Gaussian superposition state ΨG02(x, r, t0+δt/
√
n)
of (6.38) is measured by the error Er2(x, r, t0+ δt/
√
n) in (6.32). This error can
be estimated strictly. According to (5.35) in the section 5 the upper bound for
the error may be determined from
||Er2(x, r, t0 + δt/
√
n)||u ≈ (2Ω0δt/
√
n)3ε(t0)
3|∆k|3
× { 5
6144
+
1
256
1√
pi
ε(t0)|∆k|}1/2. (6.39)
This upper bound is proportional to (δt/
√
n)3, ε(t0)
3, and |∆k|3 approximately.
When the time interval δt/
√
n is short enough or the wave-number difference
|∆k| is small enough, the error Er2(x, r, t0 + δt/
√
n) may be neglected. As
shown in the inequality (6.37d), the upper bound of the error E
(3)
r1 (x, r, t0+τ1+
δt1) is determined from that one of the error Er2(x, r, t0 + δt/
√
n). Thus, the
upper bound of the error E
(3)
r1 (x, r, t0+ τ1+ δt1) may be equal to ||Er2(x, r, t0+
δt/
√
n)||u of (6.39). This means that when the time interval δt/
√
n is short
enough or the wave-number difference |∆k| is small enough, the error E(3)r1 (x, r,
t0+τ1+δt1) may be neglected. Now the upper bound of the error E
0
r3(x, r, t0+
τ1 + δt1) in (6.28b) is obtained from, according to (6.36),
||E0r3(x, r, t0 + τ1 + δt1)|| ≤ ||E(12)r (x, r, t0 + τ1 + δt1)||
+ ||E(3)r1 (x, r, t0 + τ1 + δt1)||. (6.40)
This shows that the error E0r3(x, r, t0 + τ1 + δt1) can be controlled by the joint
position xL, the time interval δt/
√
n, the wave-packet spread ε(t0), and the
wave-number difference |∆k|.
Since exp[−iHho0 δt1/ℏ] = exp[iHho0 (δt/
√
n)/ℏ] up to a global phase factor,
by inserting (6.26) into (6.35) one may obtain the desired product state in
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(6.28b):
Ψ03(x, r, t0 + τ1 + δt1) = exp[
i
ℏ
Hho0 (δt/
√
4n)]Ψ02(x, r, t0 + δt/
√
n). (6.41a)
This state is not a pure GWP state. By inserting the expansion (6.32) into
(6.41a) one obtains
Ψ03(x, r, t0 + τ1 + δt1) = Ψ
G
03(x, r, t0 + τ1 + δt1)
+ exp[
i
ℏ
Hho0 (δt/
√
4n)]Er2(x, r, t0 + δt/
√
n) (6.41b)
where the Gaussian superposition state ΨG03(x, r, t0 + τ1 + δt1) is defined by
ΨG03(x, r, t0 + τ1 + δt1) = exp[
i
ℏ
Hho0 (δt/
√
4n)]ΨG02(x, r, t0 + δt/
√
n). (6.42)
The state ΨG03(x, r, t0+ τ1+ δt1) is a superposition of the ten GWP states. It is
obtained from the Gaussian superposition state ΨG02(x, r, t0 + δt/
√
n) of (6.38)
by a unitary transformation with the inverse harmonic-oscillator propagator
exp[ i
ℏ
Hho0 (δt/
√
4n)]. The expansion (6.41b) will be further used in the following
error estimation.
Now the fourth experimental propagator UDWN (pi/4, pi, δt/
√
n) is applied to
the state Ψ3(x, r, t0 + τ1 + δt1) of (6.28b) at the end of the third experimental
propagator. Then the atomic product state at the end of the fourth propagator
may be written as
Ψ4(x, r, t0+τ2+δt1) = Ψ04(x, r, t0+τ2+δt1)+
4∑
k=1
E0rk(x, r, t0+τ2+δt1), (6.43)
where the time interval τ2 = δt
′
1 + 2δt/
√
n. The error E0rk(x, r, t0 + τ2 + δt1)
with k = 1, 2, or 3 on the RH side of (6.43) is obtained by applying the current
propagator UDWN (pi/4, pi, δt/
√
n) to the error E0rk(x, r, t0+ τ1+ δt1) in (6.28b).
Because a unitary transformation does not change the upper bound of an error
state, both the errors E0rk(x, r, t0 + τ2 + δt1) and E
0
rk(x, r, t0 + τ1 + δt1) with
k = 1, 2, or 3 have the same upper bound. This means that the upper bounds
for the three errors E0rk(x, r, t0 + τ2 + δt1) with k = 1, 2, and 3 in (6.43) may
be obtained from
||E0r1(x, r, t0 + τ2 + δt1)|| = ||E0r1(x, r, t0 + δt′1)||,
||E0r2(x, r, t0 + τ2 + δt1)|| = ||E0r2(x, r, t0 + τ1)||,
||E0r3(x, r, t0 + τ2 + δt1)|| = ||E0r3(x, r, t0 + τ1 + δt1)||.
Here the upper bounds of the errors E0r1(x, r, t0 + δt
′
1), E
0
r2(x, r, t0 + τ1), and
E0r3(x, r, t0+ τ1+ δt1) are determined from (6.19b), (6.25b), and (6.40), respec-
tively. Now only the desired product state Ψ04(x, r, t0 + τ2 + δt1) and the error
E0r4(x, r, t0+τ2+δt1) need to be determined on the RH side of (6.43). They can
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be obtained on the basis of the time evolution process of (6.13). By applying
the current propagator to the initial state Ψ03(x, r, t0 + τ1 + δt1), which is the
final desired state (6.41b) of the third propagator, and then according to (6.13)
one may obtain
UDWN (pi/4, pi, δt/
√
n)Ψ03(x, r, t0 + τ1 + δt1)
= Ψ04(x, r, t0 + τ2 + δt1) + E
0
r4(x, r, t0 + τ2 + δt1) (6.44)
Here the desired state is first obtained according to (6.14) and then by using
(6.27a) and (6.41a) it can be reduced to the form
Ψ04(x, r, t0 + τ2 + δt1) = exp[−1
2
i
ℏ
Hho0 (δt/
√
n)]Ψ04(x, r, t0 + 2δt/
√
n), (6.45)
where the state Ψ04(x, r, t0 + 2δt/
√
n) is given by
Ψ04(x, r, t0 + 2δt/
√
n) = exp{− i
ℏ
HI(x, pi/4, pi)(δt/
√
n)}
× exp{− i
ℏ
HI(x, pi/4, 3pi/2)(δt/
√
n)}Ψ00(x, r, t0). (6.46)
The error E0r4(x, r, t0 + τ2 + δt1) is obtained directly from (6.13). It is clearly
bounded by
||E0r4(x, r, t0 + τ2 + δt1)|| ≤ ||E0r (x, r, t0 + τ2 + δt1)||
+ ||EVr (x, r, t0 + τ2 + δt1)||+ ||E(3)r2 (x, r, t0 + τ2 + δt1)||. (6.47)
Here the two errors EVr (x, r, t0 + τ2 + δt1) and E
0
r (x, r, t0 + τ2 + δt1) can be
strictly calculated according to the theoretical calculation method in the section
4. This calculation should use the interaction HI(x, pi/4, pi) and the Gaussian
superposition state ΨG03(x, r, t0 + τ1 + δt1) of (6.42) as its initial state. Note
that the state ΨG03(x, r, t0+ τ1+ δt1) consists of the ten GWP states. One may
take each one of the ten GWP states as the initial state to calculate the upper
bounds of the two errors. Then by summing up these ten upper bounds of the
error EVr (x, r, t0 + τ2 + δt1) one may obtain the total upper bound of the error
EVr (x, r, t0+ τ2+ δt1). Similarly, by summing up these ten upper bounds of the
error E0r (x, r, t0+τ2+δt1) one also may obtain the total upper bound of the error
E0r (x, r, t0+τ2+δt1). The error E
V
r (x, r, t0+τ2+δt1) is generated by the imper-
fection of the LH potential well and the spatially-selective PHAMDOWN laser
light beams, while the error E0r (x, r, t0+τ2+δt1) originates from the truncation
approximation of the decomposition formula (4.1). It is shown in the section 4
that the upper bound of the error EVr (x, r, t0 + τ2 + δt1) decays exponentially
with the square deviation-to-spread ratios of the relevant GWP states. This
is similar to the error EVr (x, r, t0 + τ1) in (6.23). Therefore, the error can be
controlled by the joint position xL. It can be neglected when the joint position
xL is large enough. The error E
0
r (x, r, t0 + τ2 + δt1) is the dominating term in
the error E0r4(x, r, t0+ τ2+ δt1). It is shown also in the section 4 that the upper
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bound of the error E0r (x, r, t0 + τ2 + δt1) is proportional to (δt/
√
n)3 approx-
imately and also dependent on the three types of parameters as stated in the
subsection 4.4. Hence the error can be controlled by the time interval (δt/
√
n)
and these three types of parameters. This is similar to the error E0r (x, r, t0+τ1)
in (6.23). On the other hand, the error E
(3)
r2 (x, r, t0 + τ2 + δt1) is generated
by the deviation of the initial state Ψ03(x, r, t0 + τ1 + δt1) in (6.44) from the
initial Gaussian superposition state ΨG03(x, r, t0+τ1+δt1) of (6.42). It is known
from (6.41b) that this deviation is just exp[ i
ℏ
Hho0 (δt/
√
4n)]Er2(x, r, t0+δt/
√
n).
Then according to (6.16) it can turn out that the error is bounded by
||E(3)r2 (x, r, t0 + τ2 + δt1)|| ≤ 2||Er2(x, r, t0 + δt/
√
n)||.
Here the upper bound of the error Er2(x, r, t0+δt/
√
n) is obtained directly from
(6.39). Therefore, it follows from (6.39) that the error E
(3)
r2 (x, r, t0 + τ2 + δt1)
can be controlled by the time interval δt/
√
n, the wave-packet spread ε(t0), and
the wave-number difference |∆k|. Now the upper bounds of the three error
terms E0r (x, r, t0 + τ2+ δt1), E
V
r (x, r, t0+ τ2+ δt1), and E
(3)
r2 (x, r, t0+ τ2+ δt1)
together with the inequality (6.47) show that the error E0r4(x, r, t0+τ2+δt1) can
be controlled by the joint position xL, the time interval δt/
√
n, the wave-packet
spread ε(t0), and the wave-number difference |∆k|.
It is clear that both the desired state Ψ04(x, r, t0 + τ2 + δt1) of (6.45) and
the state Ψ04(x, r, t0+2δt/
√
n) of (6.46) are not pure GWP states. The former
state can be calculated analytically by using the unitary transformations (4.18)
of the propagators exp{−iHI(x, pi/4, γ)(δt/
√
n)/ℏ} with γ = pi and 3pi/2. It is
explicitly given by
Ψ04(x, r, t0 + 2δt/
√
n) =
1
2
(1 + i)Ψ00(x, t0)|g0〉
+
1
2
(1 − i) cos{4Ω0(δt/
√
n) cos[
1
2
∆kx− pi/4]}Ψ00(x, t0)|g0〉
+
1
2
(1 + i) sin{4Ω0(δt/
√
n) cos[
1
2
∆kx− pi/4]} exp[i1
2
(k0 + k1)x]Ψ00(x, t0)|e〉.
(6.48)
The state Ψ04(x, r, t0 + 2δt/
√
n) is really equal to the state (5.36) if one sets
Ω(τ ) = 2Ω0δt/
√
n and Ψ0(x, t0) = Ψ00(x, t0) in (5.36). It may be expanded as
a Gaussian superposition state approximately according to the MGWP expan-
sion. Then by inserting the MGWP expansion of (6.48) into (6.45) one may
obtain the explicitMGWP expansion of the desired state Ψ04(x, r, t0+τ2+δt1).
Both the desired state of (6.45) and its MGWP expansion will be further used
in the next-step error estimation.
Now the fifth experimental propagator exp[−iHδt1/ℏ] is applied to the
halting-qubit atom at the end of the fourth experimental propagator. Here
the initial state is the final state Ψ4(x, r, t0 + τ2 + δt1) of (6.43) of the fourth
propagator. Then the atomic product state at the end of the fifth propagator
may be written as
Ψ5(x, r, t0 + τ2 + 2δt1) = Ψ05(x, r, t0 + τ2 + 2δt1)
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+5∑
k=1
E0rk(x, r, t0 + τ2 + 2δt1). (6.49)
There are five error terms in the state (6.49). The first four error terms in (6.49)
are obtained by applying the current propagator exp[−iHδt1/ℏ] to the four error
terms on the RH side of (6.43), respectively. Therefore, the upper bounds of
these four error terms are equal to those of the four error terms E0r1(x, r, t0+δt
′
1),
E0r2(x, r, t0 + τ1), E
0
r3(x, r, t0 + τ1 + δt1), E
0
r4(x, r, t0 + τ2 + δt1), respectively.
This shows that the upper bounds of the first four error terms in (6.49) can be
directly obtained in the previous error estimation. Thus, only the fifth error
E0r5(x, r, t0 + τ2 + 2δt1) and the desired state Ψ05(x, r, t0 + τ2 + 2δt1) in (6.49)
need to be calculated explicitly. The desired state and the fifth error may be
determined below on the basis of the time evolution process of (6.9). By applying
the current propagator to the initial state Ψ04(x, r, t0 + τ2 + δt1), which is the
desired state (6.45) of the fourth propagator, and then according to (6.9) one
may obtain formally
exp{−i[Hho0 + V ho1 (x, ε)]δt1/ℏ}Ψ04(x, r, t0 + τ2 + δt1)
= Ψ05(x, r, t0 + τ2 + 2δt1) + E
0
r5(x, r, t0 + τ2 + 2δt1) (6.50)
Here the desired state is first obtained according to (6.10) and then by using
(6.45) it can be reduced to the form
Ψ05(x, r, t0 + τ2 + 2δt1) = exp[
1
2
i
ℏ
Hho0 (δt/
√
n)]Ψ04(x, r, t0 + 2δt/
√
n). (6.51)
On the other hand, according to (6.9) it can turn out that the fifth error is
bounded by
||E0r5(x, r, t0 + τ2 + 2δt1)|| ≤ ||E(12)r (x, r, t0 + τ2 + 2δt1)||
+ ||E(3)r1 (x, r, t0 + τ2 + 2δt1)||. (6.52)
As shown in (6.45) and (6.48), the state Ψ04(x, r, t0 + τ2 + δt1) is not a pure
GWP state. In order to calculate the time evolution process of (6.50) one needs
to expand its initial state Ψ04(x, r, t0 + τ2 + δt1) as a Gaussian superposition
state. According to the MGWP expansion the state (6.48) is first expanded as
a Gaussian superposition state ΨG04(x, r, t0 + 2δt/
√
n) :
Ψ04(x, r, t0+2δt/
√
n) = ΨG04(x, r, t0+2δt/
√
n)+Er4(x, r, t0+2δt/
√
n). (6.53)
Here Er4(x, r, t0+2δt/
√
n) is the difference between the two states Ψ04(x, r, t0+
2δt/
√
n) and ΨG04(x, r, t0 + 2δt/
√
n). For the present error estimation it is good
enough to express the state ΨG04(x, r, t0 +2δt/
√
n) as a superposition of the ten
lower-orderGWP states. Then it can be found that both the state Ψ04(x, r, t0+
2δt/
√
n) and its Gaussian superposition state ΨG04(x, r, t0 + 2δt/
√
n) are just
equal to the states (5.36) and (5.37), respectively, with the settings Ω(τ ) =
2Ω0δt/
√
n and Ψ0(x, t0) = Ψ00(x, t0). This means that the error Er4(x, r, t0 +
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2δt/
√
n) is the same as that one of (5.38). Therefore, the upper bound of the
error may be determined by, according to (5.39),
||Er4(x, r, t0 + 2δt/
√
n)||u ≈ (2Ω0δt/
√
n)3ε(t0)
3|∆k|3
× { 5
12288
+
1
512
1√
pi
ε(t0)|∆k|}1/2. (6.54)
This upper bound is proportional to (δt/
√
n)3, ε(t0)
3, and |∆k|3 approximately
and hence the error can be controlled by the time interval (δt/
√
n), the wave-
packet spread ε(t0), and the wave-number difference |∆k|. Now by substituting
the expansion (6.53) into (6.45) one obtains theMGWP expansion of the initial
state Ψ04(x, r, t0 + τ2 + δt1) in (6.50):
Ψ04(x, r, t0 + τ2 + δt1) = Ψ
G
04(x, r, t0 + τ2 + δt1)
+ exp[−1
2
i
ℏ
Hho0 (δt/
√
n)]Er4(x, r, t0 + 2δt/
√
n) (6.55)
where the Gaussian superposition state is
ΨG04(x, r, t0 + τ2 + δt1) = exp[−
1
2
i
ℏ
Hho0 (δt/
√
n)]ΨG04(x, r, t0 + 2δt/
√
n). (6.56)
The expansion (6.55) is similar to (6.8). Here the second term on the RH side
of (6.55) is the deviation of the state Ψ04(x, r, t0 + τ2 + δt1) from the Gaus-
sian superposition state ΨG04(x, r, t0 + τ2 + δt1). It corresponds to the deviation
Edr (x, r, t0) in (6.8). The error term E
(3)
r1 (x, r, t0+ τ2+2δt1) in (6.52) originates
from this deviation. Thus, according to (6.12b) and (6.12c) it turns out that
the upper bound of the error E
(3)
r1 (x, r, t0 + τ2 + 2δt1) may be obtained from
||E(3)r1 (x, r, t0 + τ2 + 2δt1)|| ≤ 2||Er4(x, r, t0 + 2δt/
√
n)||. (6.57a)
These two relations (6.54) and (6.57a) show that the upper bound of the error
E
(3)
r1 (x, r, t0 + τ2 + 2δt1) is proportional to (δt/
√
n)3, ε(t0)
3, and |∆k|3 approx-
imately. Thus, this error may be controlled by the time interval (δt/
√
n), the
wave-packet spread ε(t0), and the wave-number difference |∆k|. Now one may
use the initial Gaussian superposition state ΨG04(x, r, t0 + τ2 + δt1) of (6.56) to
calculate strictly the error term E
(12)
r (x, r, t0 + τ2+2δt1) in (6.52) according to
the theoretical calculation method in the section 3. As shown in (6.12a), the
error E
(12)
r (x, r, t0 + τ2 + 2δt1) consists of the two error terms and its upper
bound is determined from
||E(12)r (x, r, t0 + τ2 + 2δt1)|| ≤ ||E(1)r (x, r, t0 + τ2 + 2δt1)||
+ ||E(2)r (x, r, t0 + τ2 + 2δt1)||. (6.57b)
Both the error terms E
(k)
r (x, r, t0 + τ2 + 2δt1) with k = 1 and 2 are generated
by the imperfection of the LH potential well. Their upper bounds can be
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calculated strictly by using the theoretical calculation method in the section
3. Here the initial state in the calculation is the Gaussian superposition state
ΨG04(x, r, t0+τ2+δt1) of (6.56), which consists of the ten GWP states. One may
calculate strictly the upper bounds of the errors E
(k)
r (x, r, t0 + τ2 + 2δt1) with
k = 1 and 2 according to the theoretical calculation method in the section 3 by
taking each one of these ten GWP states as the initial state in the calculation.
Then by summing up these ten upper bounds of the error E
(1)
r (x, r, t0 + τ2 +
2δt1) according to (3.64) one may obtain the total upper bound of the error
E
(1)
r (x, r, t0 + τ2 + 2δt1). Similarly, by summing up these ten upper bounds of
the errorE
(2)
r (x, r, t0+τ2+2δt1) according to (3.64) one also may obtain the total
upper bound of the errorE
(2)
r (x, r, t0+τ2+2δt1). It has been shown in the section
3 that the upper bounds of both the errorsE
(k)
r (x, r, t0+τ2+2δt1) with k = 1 and
2 decay exponentially with the deviation-to-spread ratios of the relevant GWP
states. Hence the inequality (6.57b) shows that the upper bound of the error
E
(12)
r (x, r, t0 + τ2 + 2δt1) also decay exponentially with the deviation-to-spread
ratios of the relevant GWP states. Then the error E
(12)
r (x, r, t0 + τ2 + 2δt1)
can be controlled by the joint position xL. Now the upper bounds of the errors
E
(12)
r (x, r, t0+τ2+2δt1) and E
(3)
r1 (x, r, t0+τ2+2δt1) together with the inequality
(6.52) show that the error E0r5(x, r, t0+ τ2+2δt1) can be controlled by the joint
position xL, the time interval (δt/
√
n), the wave-packet spread ε(t0), and the
wave-number difference |∆k|.
The desired state (6.51) is not a pure GWP state, but it may be expanded
as a Gaussian superposition state by using the MGWP expansion (6.53),
Ψ05(x, r, t0 + τ2 + 2δt1) = Ψ
G
05(x, r, t0 + τ2 + 2δt1)
+ exp[
1
2
i
ℏ
Hho0 (δt/
√
n)]Er4(x, r, t0 + 2δt/
√
n) (6.58)
where ΨG05(x, r, t0 + τ2 + 2δt1) is a Gaussian superposition state:
ΨG05(x, r, t0 + τ2 + 2δt1) = exp[
1
2
i
ℏ
Hho0 (δt/
√
n)]ΨG04(x, r, t0 + 2δt/
√
n). (6.59)
It is clear that the state ΨG05(x, r, t0+τ2+2δt1) consists of the ten GWP states.
TheMGWP expansion (6.58) will be further used in the error estimation below.
Now the sixth propagator UDWN (pi/4, pi/2, δt/
√
n) is applied to the halting-
qubit atom at the end of the fifth propagator. The initial state of the current
propagator UDWN (pi/4, pi/2, δt/
√
n) is the final state (6.49) of the fifth propa-
gator. At the end of the current propagator the atomic product state may be
written as
Ψ6(x, r, t0 + τ3 + 2δt1) = Ψ06(x, r, t0 + τ3 + 2δt1)
+
6∑
k=1
E0rk(x, r, t0 + τ3 + 2δt1) (6.60)
where τ3 = δt
′
1+3δt/
√
n. There are six error terms on the RH side of (6.60). The
first five error terms in (6.60) are generated by applying the current propagator
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to the five error terms on the RH side of (6.49), respectively. Then their upper
bounds are equal to those of the error terms E0r1(x, r, t0 + δt
′
1), E
0
r2(x, r, t0 +
τ1), E
0
r3(x, r, t0 + τ1 + δt1), E
0
r4(x, r, t0 + τ2 + δt1), E
0
r5(x, r, t0 + τ2 + 2δt1),
respectively. Therefore, these upper bounds are already obtained in the previous
error estimation. Now only the sixth error E0r6(x, r, t0+τ3+2δt1) and the desired
state Ψ06(x, r, t0 + τ3 + 2δt1) in (6.60) need to be explicitly calculated. Both
the desired state and the sixth error can be obtained below on the basis of the
time evolution process (6.13). By applying the current propagator to the state
Ψ05(x, r, t0 + τ2 + 2δt1) of (6.58), which is the final desired state of the fifth
propagator, and then according to (6.13) one may formally obtain
UDWN (pi/4, pi/2, δt/
√
n)Ψ05(x, r, t0 + τ2 + 2δt1)
= Ψ06(x, r, t0 + τ3 + 2δt1) + E
0
r6(x, r, t0 + τ3 + 2δt1). (6.61)
Here the desired state is first obtained according to (6.14) and then by using
(6.51) and (6.46) it can be reduced to the form
Ψ06(x, r, t0+ τ3+2δt1) = exp[−1
2
i
ℏ
Hho0 (δt/
√
n)]Ψ06(x, r, t0+3δt/
√
n), (6.62)
where the state Ψ06(x, r, t0 + 3δt/
√
n) is defined by
Ψ06(x, r, t0 + 3δt/
√
n) = exp{− i
ℏ
HI(x, pi/4, pi/2)(δt/
√
n)}
× exp{− i
ℏ
HI(x, pi/4, pi)(δt/
√
n)}
× exp{− i
ℏ
HI(x, pi/4, 3pi/2)(δt/
√
n)}Ψ00(x, r, t0). (6.63)
On the other hand, according to (6.13) and (6.61) it can be found that the sixth
error E0r6(x, r, t0 + τ3 + 2δt1) consists of the three error terms and its upper
bound is determined from
||E0r6(x, r, t0 + τ3 + 2δt1)|| ≤ ||E0r (x, r, t0 + τ3 + 2δt1)||
+ ||EVr (x, r, t0 + τ3 + 2δt1)||+ ||E(3)r2 (x, r, t0 + τ3 + 2δt1)||. (6.64)
This inequality is similar to (6.47) that the error E0r4(x, r, t0 + τ2 + δt1) obeys.
The upper bounds of both the errors E0r (x, r, t0+τ3+2δt1) and E
V
r (x, r, t0+τ3+
2δt1) in (6.64) can be strictly calculated according to the theoretical calculation
method in the section 4. Here one should use the interaction HI(x, pi/4, pi/2)
and take the Gaussian superposition state ΨG05(x, r, t0 + τ2 + 2δt1) of (6.59) as
the initial state in the calculation. Note that the state ΨG05(x, r, t0 + τ2 + 2δt1)
consists of the ten GWP states. Then one may separately calculate the upper
bounds of the errors E0r (x, r, t0+τ3+2δt1) and E
V
r (x, r, t0+τ3+2δt1) by taking
each one of the ten GWP states as the initial state in the calculation. Then by
summing up the ten upper bounds of the error E0r (x, r, t0 + τ3 +2δt1) one may
obtain the total upper bound of the error E0r (x, r, t0 + τ3 + 2δt1). Similarly, by
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summing up the ten upper bounds of the error EVr (x, r, t0 + τ3 +2δt1) one also
may obtain the total upper bound of the error EVr (x, r, t0+τ3+2δt1). The error
EVr (x, r, t0 + τ3 + 2δt1) is generated by the imperfection of the LH harmonic
potential well and the spatially-selective effect of the PHAMDOWN laser light
beams. It is shown in the section 4 that the error decays exponentially with the
square deviation-to-spread ratios of the relevant GWP states. Thus, it can be
controlled by the joint position xL. The error E
0
r (x, r, t0 + τ3 +2δt1) originates
from the truncation approximation of the decomposition formula (4.1). The
strict calculation in the section 4 shows that its upper bound is proportional to
(δt/
√
n)3 approximately and also dependent on the three types of parameters
as stated in the subsection 4.4. Thus, it can be controlled by the time interval
δt/
√
n and these three types of parameters. The error E
(3)
r2 (x, r, t0 + τ3 + 2δt1)
in (6.64) measures the deviation of the initial state Ψ05(x, r, t0 + τ2 + 2δt1)
from the Gaussian superposition state ΨG05(x, r, t0 + τ2 + 2δt1) of (6.59). This
deviation is given by the second term on the RH side of (6.58). It corresponds
to the deviation of (6.8). Then according to (6.16) it can be found that the
error E
(3)
r2 (x, r, t0 + τ3 + 2δt1) is bounded by
||E(3)r2 (x, r, t0 + τ3 + 2δt1)|| ≤ 2||Er4(x, r, t0 + 2δt/
√
n)||. (6.65)
Here the upper bound of the error Er4(x, r, t0 + 2δt/
√
n) is determined from
(6.54). As shown in (6.54), this upper bound is proportional to (δt/
√
n)3,
ε(t0)
3, and |∆k|3 approximately. Hence the inequality (6.65) shows that the
error E
(3)
r2 (x, r, t0 + τ3 + 2δt1) can be controlled by the time interval (δt/
√
n),
the wave-packet spread ε(t0), and the wave-number difference |∆k|. In the er-
ror E0r6(x, r, t0 + τ3 + 2δt1) both the error terms E
(3)
r2 (x, r, t0 + τ3 + 2δt1) and
EVr (x, r, t0+τ3+2δt1) are secondary, while the error term E
0
r (x, r, t0+τ3+2δt1)
is the dominating term. Now the upper bounds of these three error terms to-
gether with the inequality (6.64) show that the sixth error E0r6(x, r, t0+τ3+2δt1)
in (6.60) can be controlled by the joint position xL, the time interval (δt/
√
n),
the wave-packet spread ε(t0), and the wave-number difference |∆k|.
With the help of the unitary transformations (6.18) of the propagators
exp{−iHI(x, pi/4, γ)(δt/
√
n)/ℏ} with γ = pi/2, pi, and 3pi/2 the state Ψ06(x, r,
t0+3δt/
√
n) of (6.63) may be calculated analytically. It turns out that the state
may be exactly expressed as
Ψ06(x, r, t0 + 3δt/
√
n) =
1
2
[(2 + i) cos{2Ω0(δt/
√
n) cos[
1
2
∆kx− pi/4]}
−i cos{6Ω0(δt/
√
n) cos[
1
2
∆kx− pi/4]}]Ψ00(x, t0)|g0〉
−1
2
i[sin{2Ω0(δt/
√
n) cos[
1
2
∆kx− pi/4]}
− sin{6Ω0(δt/
√
n) cos[
1
2
∆kx− pi/4]}] exp[i1
2
(k0 + k1)x]Ψ00(x, t0)|e〉. (6.66)
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This is a non-GWP state. Both the states (6.62) and (6.66) will be further used
in the error estimation below.
Now the seventh propagator exp[−iHδt1] is applied to the halting-qubit
atom at the end of the sixth propagator. Here the initial state of the current
propagator exp[−iHδt1] is the final state (6.60) of the sixth propagator. The
atomic product state at the end of the current propagator may be written as
Ψ7(x, r, t0 + τ3 + 3δt1) = Ψ07(x, r, t0 + τ3 + 3δt1)
+
7∑
k=1
E0rk(x, r, t0 + τ3 + 3δt1). (6.67)
There are seven errors on the RH side of (6.67). In analogous way to the above
error estimation one can find that the first six errors in (6.67) have the same
upper bounds as the errors E0r1(x, r, t0 + δt
′
1), E
0
r2(x, r, t0 + τ1), E
0
r3(x, r, t0 +
τ1+ δt1), E
0
r4(x, r, t0+ τ2+ δt1), E
0
r5(x, r, t0+ τ2+2δt1), and E
0
r6(x, r, t0+ τ3+
2δt1), respectively. This means that the upper bounds of these six errors can
be obtained from the previous error estimation. Thus, only the seventh error
E0r7(x, r, t0 + τ3 + 3δt1) and the desired state Ψ07(x, r, t0 + τ3 + 3δt1) need to
be calculated explicitly below. The desired state and the seventh error may be
obtained below on the basis of the time evolution process (6.9). By acting the
current propagator on the initial state Ψ06(x, r, t0+ τ3+2δt1), which is just the
final desired state (6.62) of the sixth propagator, and then according to (6.9)
one may formally obtain
exp{−i[Hho0 + V ho1 (x, ε)]δt1/ℏ}Ψ06(x, r, t0 + τ3 + 2δt1)
= Ψ07(x, r, t0 + τ3 + 3δt1) + E
0
r7(x, r, t0 + τ3 + 3δt1). (6.68)
Here the desired state is written as, according to (6.10),
Ψ07(x, r, t0 + τ3 + 3δt1) = exp[
1
2
i
ℏ
Hho0 (δt/
√
n)]Ψ06(x, r, t0 + 3δt/
√
n). (6.69)
It follows from (6.9) and (6.68) that the seventh error consists of the two error
terms E
(12)
r (x, r, t0 + τ3 + 3δt1) and E
(3)
r1 (x, r, t0 + τ3 + 3δt1) and it is bounded
by
||E0r7(x, r, t0 + τ3 + 3δt1)|| ≤ ||E(12)r (x, r, t0 + τ3 + 3δt1)||
+ ||E(3)r1 (x, r, t0 + τ3 + 3δt1)||. (6.70)
Here in order to calculate the two error terms one needs to expand the non-
GWP state Ψ06(x, r, t0+ τ3+2δt1) in (6.68) as a Gaussian superposition state.
This can be done by first expanding the state Ψ06(x, r, t0 + 3δt/
√
n) of (6.66)
as a superposition of the GWP states, according to the MGWP expansion,
Ψ06(x, r, t0+3δt/
√
n) = ΨG06(x, r, t0+3δt/
√
n)+Er6(x, r, t0+3δt/
√
n), (6.71)
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whereEr6(x, r, t0+3δt/
√
n) is the truncation error and ΨG06(x, r, t0+3δt/
√
n) is a
superposition of the ten lower-orderGWP states in the present error estimation.
It can turn out that the error Er6(x, r, t0 + 3δt/
√
n) has the upper bound:
||Er6(x, r, t0 + 3δt/
√
n)||u ≈ (2Ω0δt/
√
n)3ε(t0)
3|∆k|3
× { 245
1536
+
49
64
1√
pi
ε(t0)|∆k|}1/2. (6.72)
This upper bound is proportional to (δt/
√
n)3, ε(t0)
3, and |∆k|3 approximately.
Thus, the error Er6(x, r, t0 + 3δt/
√
n) may be controlled by the time interval
(δt/
√
n), the wave-packet spread ε(t0), and the wave-number difference |∆k|.
Then by substituting the expansion (6.71) into (6.62) the state Ψ06(x, r, t0 +
τ3 + 2δt1) may be expanded as
Ψ06(x, r, t0 + τ3 + 2δt1) = Ψ
G
06(x, r, t0 + τ3 + 2δt1)
+ exp[−1
2
i
ℏ
Hho0 (δt/
√
n)]Er6(x, r, t0 + 3δt/
√
n) (6.73)
where ΨG06(x, r, t0 + τ3 + 2δt1) is given by
ΨG06(x, r, t0+ τ3+2δt1) = exp[−
1
2
i
ℏ
Hho0 (δt/
√
n)]ΨG06(x, r, t0+3δt/
√
n). (6.74)
In the present error estimation the state ΨG06(x, r, t0+τ3+2δt1) is a superposition
of the ten GWP states. Now the error term E
(12)
r (x, r, t0+ τ3+3δt1) in (6.70),
which according to (6.12a) consists of the two error terms E
(k)
r (x, r, t0 + τ3 +
3δt1) with k = 1 and 2, can be strictly calculated according to the theoretical
calculation method in the section 3. Here one should use the superposition
state ΨG06(x, r, t0 + τ3 + 2δt1) of the ten GWP states as the initial state in the
calculation. One may separately calculate the upper bounds of the error terms
E
(k)
r (x, r, t0 + τ3 + 3δt1) with k = 1 and 2 by taking each one of the ten GWP
states as the initial state in the theoretical calculation. Then by summing up
these ten upper bounds of the error term E
(k)
r (x, r, t0+ τ3+3δt1) for k = 1 or 2
according to (3.64) one may obtain the total upper bound of the error term. As
shown in the section 3, the error terms E
(k)
r (x, r, t0 + τ3+3δt1) with k = 1 and
2 originate from the imperfection of the LH harmonic potential well and hence
so does the error E
(12)
r (x, r, t0+ τ3+3δt1). It is shown in the section 3 that the
error terms E
(k)
r (x, r, t0 + τ3+3δt1) with k = 1 and 2 decay exponentially with
the square deviation-to-spread ratios of the relevant GWP states and hence so
does the error E
(12)
r (x, r, t0+τ3+3δt1). Then the error E
(12)
r (x, r, t0+τ3+3δt1)
in (6.70) can be controlled by the joint position xL. The second term on the RH
side of (6.73) corresponds to the deviation of (6.8). Thus, as shown in (6.12b),
this term generates the error E
(3)
r1 (x, r, t0 + τ3 + 3δt1) in (6.70). It follows from
(6.12c) that the error is bounded by
||E(3)r1 (x, r, t0 + τ3 + 3δt1)|| ≤ 2||Er6(x, r, t0 + 3δt/
√
n)||. (6.75)
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This inequality shows that the upper bound of the error E
(3)
r1 (x, r, t0+τ3+3δt1)
is also determined from (6.72). This upper bound is proportional to (δt/
√
n)3,
ε(t0)
3, and |∆k|3 approximately. Thus, the error can be controlled by the time
interval (δt/
√
n), the wave-packet spread ε(t0), and the wave-number difference
|∆k|. Now the upper bounds of the two errors E(12)r (x, r, t0 + τ3 + 3δt1) and
E
(3)
r1 (x, r, t0+τ3+3δt1) together with the inequality (6.70) show that the seventh
error E0r7(x, r, t0+τ3+3δt1) in (6.67) can be controlled by the joint position xL,
the time interval (δt/
√
n), the wave-packet spread ε(t0), and the wave-number
difference |∆k|.
The desired state Ψ07(x, r, t0 + τ3 + 3δt1) of (6.69) is not a pure GWP
state. According to the MGWP expansion it can be expanded as a Gaussian
superposition state approximately. This can be done easily by inserting the
state (6.71) into (6.69),
Ψ07(x, r, t0 + τ3 + 3δt1) = Ψ
G
07(x, r, t0 + τ3 + 3δt1)
+ exp[
1
2
i
ℏ
Hho0 (δt/
√
n)]Er6(x, r, t0 + 3δt/
√
n) (6.76)
where ΨG07(x, r, t0 + τ3 + 3δt1) is a Gaussian superposition state:
ΨG07(x, r, t0 + τ3 + 3δt1) = exp[
1
2
i
ℏ
Hho0 (δt/
√
n)]ΨG06(x, r, t0 + 3δt/
√
n). (6.77)
It is clear that the state ΨG07(x, r, t0 + τ3 + 3δt1) is a superposition of the ten
GWP states. Both the states (6.76) and (6.77) will be used in the following
error estimation.
Now the eighth propagator UDWN (pi/4, 0, δt/
√
n) is applied to the halting-
qubit atom at the end of the seventh propagator. At this step the initial state is
the final state (6.67) of the seventh propagator. Then the atomic product state
at the end of the eighth propagator may be written formally as
Ψ8(x, r, t0 + τ4 + 3δt1) = Ψ08(x, r, t0 + τ4 + 3δt1)
+
8∑
k=1
E0rk(x, r, t0 + τ4 + 3δt1) (6.78)
where τ4 = δt
′
1+4δt/
√
n. There are eight errors on the RH side of (6.78) to be
calculated. But the upper bounds of the first seven errors in (6.78) are equal to
those of the errors E0r1(x, r, t0 + δt
′
1), E
0
r2(x, r, t0 + τ1), E
0
r3(x, r, t0 + τ1 + δt1),
E0r4(x, r, t0 + τ2 + δt1), E
0
r5(x, r, t0 + τ2 + 2δt1), E
0
r6(x, r, t0 + τ3 + 2δt1), and
E0r7(x, r, t0 + τ3 + 3δt1), respectively. Therefore, actually these seven upper
bounds can be obtained from the previous error estimation. Now only the eighth
error E0r8(x, r, t0+ τ4+3δt1) and the desired state Ψ08(x, r, t0+ τ4+3δt1) have
not yet been calculated in (6.78). The desired state and the eighth error can be
obtained below on the basis of the time evolution process (6.13). By applying
the current propagator to the initial state Ψ07(x, r, t0+ τ3+3δt1), which is just
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the final desired state (6.69) of the seventh propagator, and then according to
(6.13) one may obtain formally
UDWN (pi/4, 0, δt/
√
n)Ψ07(x, r, t0 + τ3 + 3δt1)
= Ψ08(x, r, t0 + τ4 + 3δt1) + E
0
r8(x, r, t0 + τ4 + 3δt1). (6.79)
Here the desired state is first obtained according to (6.14) and then by using
(6.63) it can be reduced to the form
Ψ08(x, r, t0+ τ4+3δt1) = exp[−1
2
i
ℏ
Hho0 (δt/
√
n)]Ψ08(x, r, t0+4δt/
√
n), (6.80)
where the state Ψ08(x, r, t0 + 4δt/
√
n) may be written as
Ψ08(x, r, t0 + 4δt/
√
n) = Utr(δt/
√
n)Ψ00(x, r, t0), (6.81)
and the propagator Utr(δt/
√
n) is just given by (6.6). By comparing (6.79) with
(6.13) it can be found that the error E0r8(x, r, t0+τ4+3δt1) consists of the three
error terms and its upper bound may be determined from
||E0r8(x, r, t0 + τ4 + 3δt1)|| ≤ ||E0r (x, r, t0 + τ4 + 3δt1)||
+ ||EVr (x, r, t0 + τ4 + 3δt1)||+ ||E(3)r2 (x, r, t0 + τ4 + 3δt1)||. (6.82)
The two error terms E0r (x, r, t0 + τ4 + 3δt1) and E
V
r (x, r, t0 + τ4 + 3δt1) can
be calculated strictly with the theoretical calculation method in the section
4. This calculation needs to use the interaction HI(x, pi/4, 0) and take the
MGWP expansion state ΨG07(x, r, t0 + τ3 + 3δt1) of (6.77) as its initial state.
Note that ΨG07(x, r, t0+ τ3+3δt1) consists of the ten GWP states in the present
error estimation. One may separately calculate the upper bounds of the two
error terms E0r (x, r, t0 + τ4 + 3δt1) and E
V
r (x, r, t0 + τ4 + 3δt1) by taking each
one of the ten GWP states as the initial state in the calculation. Then by
summing up these ten upper bounds for each one of the two error terms one
may obtain the total upper bound of the error term. The error EVr (x, r, t0 +
τ4 + 3δt1) is generated by the imperfection of the LH potential well and the
spatially-selective effect of the PHAMDOWN laser light beams. Its upper
bound decays exponentially with the square deviation-to-spread ratios of the
relevant GWP states. Thus, the error can be controlled by the joint position
xL. The error E
0
r (x, r, t0 + τ4 + 3δt1) is the dominating term in the eighth
error E0r8(x, r, t0 + τ4 + 3δt1). It originates from the truncation approximation
of the decomposition formula (4.1). Its upper bound is proportional to (δt/
√
n)3
approximately and also dependent on the three types of parameters as stated
in the subsection 4.4. Hence the error may be controlled by the time interval
δt/
√
n and these three types of parameters. On the other hand, the error
E
(3)
r2 (x, r, t0 + τ4 + 3δt1) in (6.82) is generated by the second term on the RH
side of (6.76), which is the truncation error of the MGWP expansion of the
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initial state Ψ07(x, r, t0 + τ3 + 3δt1) in (6.79). Then according to (6.16) it can
turn out that the upper bound of the error can be determined from
||E(3)r2 (x, r, t0 + τ4 + 3δt1)|| ≤ 2||Er6(x, r, t0 + 3δt/
√
n)||. (6.83)
Here the error Er6(x, r, t0 + 3δt/
√
n) has the upper bound that is determined
from (6.72). It follows from (6.72) and (6.83) that the upper bound of the
error E
(3)
r2 (x, r, t0 + τ4 + 3δt1) is proportional to (δt/
√
n)3, ε(t0)
3, and |∆k|3
approximately. Thus, the error may be controlled by the time interval δt/
√
n,
the wave-packet spread ε(t0), and the wave-number difference |∆k|. Now the
upper bounds of the three error terms E0r (x, r, t0+ τ4+3δt1), E
V
r (x, r, t0+ τ4+
3δt1), and E
(3)
r2 (x, r, t0+τ4+3δt1) together with the inequality (6.82) show that
the eighth error E0r8(x, r, t0 + τ4 + 3δt1) can be controlled by the joint position
xL, the time interval δt/
√
n, the wave-packet spread ε(t0), and the wave-number
difference |∆k|.
Now the last propagator exp[−iHδt′1] of the experimental basic pulse se-
quence P rtr(δt/
√
n) is applied to the halting-qubit atom at the end of the eighth
propagator. At this last step the initial state is Ψ8(x, r, t0+ τ4+3δt1) of (6.78).
Then the atomic product state at the end of the experimental basic pulse se-
quence may be written as
Ψ9(x, r, t0 + τ4 + 3δt1 + δt
′
1) = Ψ09(x, r, t0 + τ4 + 3δt1 + δt
′
1)
+
9∑
k=1
E0rk(x, r, t0 + τ4 + 3δt1 + δt
′
1). (6.84)
There are nine errors to be calculated in (6.84). But the upper bounds of
the first eight errors in (6.84) are equal to those of the errors E0r1(x, r, t0 + δt
′
1),
E0r2(x, r, t0+τ1), E
0
r3(x, r, t0+τ1+δt1), E
0
r4(x, r, t0+τ2+δt1), E
0
r5(x, r, t0+τ2+
2δt1), E
0
r6(x, r, t0+τ3+2δt1), E
0
r7(x, r, t0+τ3+3δt1), and E
0
r8(x, r, t0+τ4+3δt1),
respectively. Thus, these eight upper bounds can be really obtained from the
previous error estimation. Now only the ninth error E0r9(x, r, t0+τ4+3δt1+δt
′
1)
and the desired state Ψ09(x, r, t0+τ4+3δt1+δt
′
1) in (6.84) need to be calculated
strictly. Both the ninth error and the desired state may be obtained below on
the basis of the time evolution process (6.9). By applying the current propagator
exp[−iHδt′1] to the initial state Ψ08(x, r, t0+τ4+3δt1), which is the final desired
state (6.80) of the eighth propagator, and then according to (6.9) one may obtain
formally
exp{−i[Hho0 + V ho1 (x, ε)]δt′1/ℏ}Ψ08(x, r, t0 + τ4 + 3δt1)
= Ψ09(x, r, t0 + τ4 + 3δt1 + δt
′
1) + E
0
r9(x, r, t0 + τ4 + 3δt1 + δt
′
1). (6.85)
Here the desired state is first obtained according to (6.10) and then by further
using (6.80) it can be reduced to the form
Ψ09(x, r, t0 + τ4 + 3δt1 + δt
′
1) = Utr(δt/
√
n)Ψ00(x, r, t0). (6.86)
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One can find that the desired state (6.86) is just equal to the state Ψ08(x, r, t0+
4δt/
√
n) of (6.81). By comparing (6.85) with (6.9) one can find that the ninth
error consists of the two error terms and its upper bound may be determined
from
||E0r9(x, r, t0 + τ4 + 3δt1 + δt′1)|| ≤ ||E(12)r (x, r, t0 + τ4 + 3δt1 + δt′1)||
+ ||E(3)r1 (x, r, t0 + τ4 + 3δt1 + δt′1)||. (6.87)
Both the error terms on the RH side of (6.87) can be calculated strictly. But
here one needs first to expand the initial state Ψ08(x, r, t0+ τ4+3δt1) in (6.85)
as a superposition of the GWP states. As shown in (6.80), such an expansion
may be achieved by expanding the state Ψ08(x, r, t0 + 4δt/
√
n) of (6.81) as a
Gaussian superposition state. The state Ψ08(x, r, t0 + 4δt/
√
n) can be exactly
calculated and it is equal to the state (6.93a) below. Then by using theMGWP
expansion one may expand the state Ψ08(x, r, t0 + 4δt/
√
n) as
Ψ08(x, r, t0+4δt/
√
n) = ΨG08(x, r, t0+4δt/
√
n)+Er8(x, r, t0+4δt/
√
n), (6.88)
where Er8(x, r, t0 + 4δt/
√
n) is the truncation error and in the present error
estimation ΨG08(x, r, t0+4δt/
√
n) is a superposition of the ten lower-orderGWP
states. It can turn out that the upper bound of the error Er8(x, r, t0+4δt/
√
n)
may be determined from
||Er8(x, r, t0 + 4δt/
√
n)||u ≈ (2Ω0δt/
√
n)3ε(t0)
3|∆k|3
× {125
192
+
25
8
1√
pi
ε(t0)|∆k|}1/2. (6.89)
This upper bound is approximately proportional to (δt/
√
n)3, ε(t0)
3, and |∆k|3.
Thus, the error may be controlled by the time interval δt/
√
n, the wave-packet
spread ε(t0), and the wave-number difference |∆k|. The upper bound of (6.89)
may be further used to obtain the upper bound of the error E
(3)
r1 (x, r, t0 + τ4 +
3δt1 + δt
′
1) in (6.87). By inserting the state (6.88) into (6.80) one obtains the
MGWP expansion of the state Ψ08(x, r, t0 + τ4 + 3δt1):
Ψ08(x, r, t0 + τ4 + 3δt1) = Ψ
G
08(x, r, t0 + τ4 + 3δt1)
+ exp[−1
2
i
ℏ
Hho0 (δt/
√
n)]Er8(x, r, t0 + 4δt/
√
n). (6.90)
Here ΨG08(x, r, t0 + τ4 + 3δt1) is given by
ΨG08(x, r, t0+ τ4+3δt1) = exp[−
1
2
i
ℏ
Hho0 (δt/
√
n)]ΨG08(x, r, t0+4δt/
√
n). (6.91)
It is a superposition of the ten GWP states. The second term on the RH side
of (6.90) corresponds to the deviation of (6.8). Then it follows from (6.85),
(6.12b), and (6.12c) that the error E
(3)
r1 (x, r, t0 + τ4 + 3δt1 + δt
′
1) in (6.87) is
bounded by
||E(3)r1 (x, r, t0 + τ4 + 3δt1 + δt′1)|| ≤ 2||Er8(x, r, t0 + 4δt/
√
n)||. (6.92)
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This inequality shows that the upper bound of the error E
(3)
r1 (x, r, t0+τ4+3δt1+
δt′1) also may be determined from (6.89). As shown in (6.89), this upper bound is
approximately proportional to (δt/
√
n)3, ε(t0)
3, and |∆k|3. Then the error may
be controlled by the time interval δt/
√
n, the wave-packet spread ε(t0), and the
wave-number difference |∆k|. On the other hand, the error E(12)r (x, r, t0 + τ4+
3δt1 + δt
′
1) in (6.87) can be strictly calculated with the theoretical calculation
method in the section 3. As shown in (6.12a), the error E
(12)
r (x, r, t0 + τ4 +
3δt1 + δt
′
1) consists of the two error terms E
(k)
r (x, r, t0 + τ4 + 3δt1 + δt
′
1) with
k = 1 and 2, which can be strictly calculated with the theoretical calculation
method in the section 3. Here one should use the Gaussian superposition state
ΨG08(x, r, t0 + τ4 + 3δt1) of (6.91) as the initial state in the calculation. Note
that the state ΨG08(x, r, t0 + τ4 + 3δt1) consists of the ten GWP states. One
may separately calculate the upper bounds of the error terms E
(k)
r (x, r, t0 +
τ4 +3δt1 + δt
′
1) with k = 1 and 2 by taking each one of the ten GWP states as
the initial state in the calculation. Then by summing up the ten upper bound
of the error term E
(k)
r (x, r, t0 + τ4 + 3δt1 + δt
′
1) for k = 1 or 2 according to
(3.64) one may obtain the total upper bound of the error term. Both the error
terms originate from the imperfection of the LH harmonic potential well. It is
shown in the section 3 that they decay exponentially with the square deviation-
to-spread ratios of the relevant GWP states. Thus, they may be controlled
by the joint position xL. Then according to (6.12a) the error E
(12)
r (x, r, t0 +
τ4 + 3δt1 + δt
′
1) in (6.87) also decays exponentially with the square deviation-
to-spread ratios of the relevant GWP states and can be controlled by the joint
position xL. Now the upper bounds of the errors E
(3)
r1 (x, r, t0 + τ4 + 3δt1 + δt
′
1)
and E
(12)
r (x, r, t0+τ4+3δt1+δt
′
1) together with the inequality (6.87) show that
the ninth error E0r9(x, r, t0 + τ4 + 3δt1 + δt
′
1) in (6.84) can be controlled by the
joint position xL, the time interval δt/
√
n, the wave-packet spread ε(t0), and
the wave-number difference |∆k|.
The desired state Ψ09(x, r, t0 + τ4 + 3δt1 + δt
′
1) of (6.86) is also the desired
final state of the experimental basic pulse sequence. It is just equal to the state
Ψ08(x, r, t0 + 4δt/
√
n) of (6.81). Then the two equations (6.84) and (6.86) to-
gether show that the experimental basic pulse sequence P rtr(δt/
√
n) indeed gen-
erates the unitary propagator Utr(δt/
√
n) of (6.6) if all the nine errors in (6.84)
can be neglected. By using the propagator Utr(δt/
√
n) of (6.6) and the unitary
transformations (4.18) of the propagators exp{−iHI(x, pi/4, γ)(δt/
√
n)/ℏ} with
γ = 0, pi/2, pi, and 3pi/2 one can obtain exactly the state Ψ08(x, r, t0 +4δt/
√
n)
from (6.81), which is just the desired state (6.86). Then it can be found that
the desired state (6.86) may be exactly expressed as
Ψ09(x, r, t0 + τ4 + 3δt1 + δt
′
1) = {
1
4
(1 + i) + cos{4Ω0(δt/
√
n) cos[
1
2
∆kx− pi/4]}
−1
4
(1 + i) cos{8Ω0(δt/
√
n) cos[
1
2
∆kx− pi/4]}}Ψ00(x, t0)|g0〉
+
1
2
(1− i){sin{4Ω0(δt/
√
n) cos[
1
2
∆kx− pi/4]}
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− 1
2
sin{8Ω0(δt/
√
n) cos[
1
2
∆kx−pi/4]}} exp[i1
2
(k0+k1)x]Ψ00(x, t0)|e〉. (6.93a)
On the other hand, according to the BCH formula (6.4) the unitary propagator
Utr(δt/
√
n) also is given by (6.2a). Then by inserting the propagatorUtr(δt/
√
n)
of (6.2a) into (6.86) the desired state (6.86) also can be written as
Ψ09(x, r, t0 + τ4 + 3δt1 + δt
′
1) = exp{iQ(δt/ℏ)2/n}Ψ00(x, r, t0)
+Op((δt/
√
n)3)Ψ00(x, r, t0) (6.93b)
where Op((δt/
√
n)3) should be considered as an error operator which is just
equal to O((δt/
√
n)3) in (6.2a). The upper bound of the error Op((δt/
√
n)3)
×Ψ00(x, r, t0) in (6.93b) can be calculated strictly from the exact desired state
(6.93a). It can turn out that it is proportional to (δt/
√
n)3 approximately,
||Op((δt/
√
n)3)Ψ00(x, r, t0)|| ≤ 5
6
|(4Ω0δt/
√
n)|3
+
1
2
(4Ω0δt/
√
n)4 +
1
48
(4Ω0δt/
√
n)6. (6.94)
Since (δt/
√
n) << 1, one may expand both the desired states (6.93a) and (6.93b)
as power series of the time interval (δt/
√
n). Then by comparing the two states
(6.93a) and (6.93b) with each other one can find that the two states are really
the same up to the error term O((δt/
√
n)3). This shows that the experimen-
tal basic pulse sequence P rtr(δt/
√
n) indeed generates the unitary propagator
exp{iQ(δt/ℏ)2/n} in (6.2a) up to the error term O((δt/√n)3). This also indi-
cates that the propagator Utr(δt/
√
n) of (6.6) indeed can be reduced to the
propagator exp{iQ(δt/ℏ)2/n} in (6.2a) up to the error term O((δt/√n)3). This
is in agreement with the result obtained by the conventional BCH formula.
It is known that the propagator Utr(δt/
√
n) of (6.6) is generated by the the-
oretical basic pulse sequence P itr(δt/
√
n) of (6.7a). Of course, there is an error
O((δt/
√
n)3) when the theoretical basic pulse sequence is reduced to Utr(δt/
√
n).
Thus, the theoretical basic pulse sequence acting on the initial state Ψ00(x, r, t0)
is equal to the propagator Utr(δt/
√
n) acting on the same initial state which
generates the desired state (6.86) after neglecting the error O((δt/
√
n)3). On
the other hand, the desired state (6.86) is generated by the experimental basic
pulse sequence P rtr(δt/
√
n) of (6.7b). If now all these nine errors on the RH
side of (6.84) can be neglected, then both the states (6.84) and (6.86) show that
the experimental basic pulse sequence applying to the initial state Ψ00(x, r, t0)
is equal to the propagator Utr(δt/
√
n) applying to the same initial state. These
show that both the theoretical basic pulse sequence P itr(δt/
√
n) and the exper-
imental one P rtr(δt/
√
n) applying to the same initial state Ψ00(x, r, t0) generate
the same desired state (6.86) if all these relevant errors can be neglected. This
is just the expected result in the section.
Below the nine errors on the RH side of (6.84) is analyzed in a summary
form. For convenience, here the final product state of the experimental basic
pulse sequence may be simply written as
P rtr(δt/
√
n)Ψ00(x, r, t0) = Utr(δt/
√
n)Ψ00(x, r, t0) + E
0
rt(x, r, t10) (6.95)
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where the total error E0rt(x, r, t10) consists of all the nine errors on the RH side
of (6.84) and it is bounded by
||E0rt(x, r, t10)|| ≤
9∑
k=1
||E0rk(x, r, t0 + δt′1 + 4δt/
√
n+ 3δt1 + δt
′
1)||. (6.96)
These nine errors may be divided into the two families, the first family con-
sisting of the first, third, fifth, seventh, and ninth error, and the second com-
prising the second, fourth, sixth, and eighth error. The first family are gen-
erated during the time evolution processes of the first kind of propagators
exp{−i[Hho0 + V ho1 (x, ε)]τ ′}. They originate from the imperfection of the LH
harmonic potential well and the deviation of the initial state from the initial
Gaussian superposition state of the first kind of propagator. As shown in the
above error estimation, each error of the family is bounded by
||E0rk(x, r, t0 + δt′1 + 4δt/
√
n+ 3δt1 + δt
′
1)||
≤ ||E(12)r (x, r, t0 + tk)||+ ||E(3)r1 (x, r, t0 + tk)||, k = 1, 3, 5, 7, 9,
where the time interval tk is given by t1 = δt
′
1, t3 = τ1 + δt1, t5 = τ2 + 2δt1,
t7 = τ3 + 3δt1, and t9 = τ4 + 3δt1 + δt
′
1 or t9 = δt
′
1 + 4δt/
√
n+ 3δt1 + δt
′
1. The
error E
(3)
r1 (x, r, t0 + tk) is a truncation error of the MGWP expansion of the
initial state. The above error estimation shows that each one of the five errors
{E(3)r1 (x, r, t0 + tk)} is bounded by
||E(3)r1 (x, r, t0 + t1)|| = 0,
||E(3)r1 (x, r, t0 + t2l+1)|| ≤ 2||Er2l(x, r, t0 + l × δt/
√
n)||, l = 1, 2, 3, 4.
The upper bound of the error E
(3)
r1 (x, r, t0 + t2l+1) for l = 1, 2, 3, 4 is therefore
determined from that one of the error Er2l(x, r, t0+ l×δt/
√
n).When the initial
Gaussian superposition state consists of the ten lower-order GWP states, the
upper bound of the error Er2l(x, r, t0 + l× δt/
√
n) is proportional to (δt/
√
n)3,
ε(t0)
3, and |∆k|3 approximately. This can be seen from (6.39), (6.54), (6.72),
and (6.89). Therefore, the upper bound of the error E
(3)
r1 (x, r, t0 + t2l+1) also
is proportional to (δt/
√
n)3, ε(t0)
3, and |∆k|3 approximately. Then the error
may be controlled by the time interval (δt/
√
n), the wave-packet spread ε(t0),
and the wave-number difference |∆k|. It may be improved greatly when the
initial Gaussian superposition state consists of more than ten lower-order GWP
states. Therefore, it usually may make a secondary contribution to the error
E0rk(x, r, t0 + t9). On the other hand, the error E
(12)
r (x, r, t0 + tk) for k = 1, 3,
5, 7, 9 originates from the imperfection of the LH harmonic potential well. As
shown in (6.12a), the error E
(12)
r (x, r, t0 + tk) consists of the two error terms
and it is bounded by
||E(12)r (x, r, t0 + tk)|| ≤ ||E(1)r (x, r, t0 + tk)||+ ||E(2)r (x, r, t0 + tk)||.
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It is shown above that they decay exponentially with the deviation-to-spread
ratios of the relevant GWP states. They can be controlled by the joint position
xL. When the joint position xL is large enough, they can be neglected. There-
fore, the first family of errors {E0rk(x, r, t0 + t9)} can be controlled by the joint
position xL, the time interval (δt/
√
n), the wave-packet spread ε(t0), and the
wave-number difference |∆k|. They usually make a secondary contribution to
the total error E0rt(x, r, t10) in (6.95).
The second family of errors {E0rk(x, r, t0 + t9)} with k = 2, 4, 6, 8 on the
RH side of (6.96) are generated during the time evolution processes of the
second kind of propagators {UDWN(pi/4, γ, δt/
√
n)}. They originate from the
imperfection of the LH harmonic potential well and the spatially-selective effect
of the PHAMDOWN laser light beams, the truncation approximation for the
decomposition formula (4.1), and the deviation of the initial state from the
initial Gaussian superposition state of the second kind of propagator. Each
error of the family is bounded by
||E0rk(x, r, t0 + δt′1 + 4δt/
√
n+ 3δt1 + δt
′
1)|| ≤ ||E0r (x, r, t0 + tk)||
+||EVr (x, r, t0 + tk)||+ ||E(3)r2 (x, r, t0 + tk)||, k = 2, 4, 6, 8,
where the time interval tk is given by t2 = τ1, t4 = τ2+ δt1, t6 = τ3+2δt1, and
t8 = τ4+3δt1. The error E
(3)
r2 (x, r, t0+ tk) for k = 2, 4, 6, 8 is generated by the
deviation of the initial state from the initial Gaussian superposition state of the
second kind of propagator. It is bounded by
||E(3)r2 (x, r, t0 + t2l)|| ≤ 2||Er2l(x, r, t0 + l× δt/
√
n)||, l = 1, 2, 3, 4.
Then the upper bound of the error E
(3)
r2 (x, r, t0 + t2l) may be determined from
that one of the error Er2l(x, r, t0 + l × δt/
√
n) for l = 1, 2, 3, 4. As shown
above, this means that the upper bound of the error E
(3)
r2 (x, r, t0+ t2l) for l = 1,
2, 3, 4 is proportional to (δt/
√
n)3, ε(t0)
3, and |∆k|3 approximately, when the
initial Gaussian superposition state consists of the ten GWP states. The error
can be controlled by the time interval δt/
√
n, the wave-packet spread ε(t0), and
the wave-number difference |∆k|. It may be greatly improved when the initial
Gaussian superposition state consists of more than ten GWP states. Therefore,
it usually may make a secondary contribution to the error E0rk(x, r, t0+ t9). The
error EVr (x, r, t0+ tk) is generated by the imperfection of the LH harmonic po-
tential well and the spatially selective effect of the PHAMDOWN laser light
beams. It decays exponentially with the square deviation-to-spread ratios of
the relevant GWP states. Hence it may be controlled by the joint position
xL. When the joint position xL is large enough, it can be neglected. There-
fore, the error EVr (x, r, t0 + tk) usually makes a secondary contribution to the
error E0rk(x, r, t0+ t9). The error E
0
r (x, r, t0+ tk) originates from the truncation
approximation of the decomposition formula (4.1). It is independent of the im-
perfection of the LH harmonic potential well and the spatially selective effect
of the PHAMDOWN laser light beams. It is approximately proportional to
(δt/
√
n)3 and also dependent on the three types of parameters of the GWP
motional states of the halting-qubit atom and the experimental basic pulse se-
quence (6.7b). Hence it can be controlled by the time interval δt/
√
n and these
three types of parameters. The error E0r (x, r, t0 + tk) is usually the dominating
term in the error E0rk(x, r, t0 + t9). The above error analysis shows that the
second family of errors {E0rk(x, r, t0 + t9)} with k = 2, 4, 6, 8 on the RH side
of (6.96) may be controlled by the joint position xL, the time interval δt/
√
n,
the wave-packet spread ε(t0), the wave-number difference |∆k| and so on. They
usually make a dominating contribution to the total error E0rt(x, r, t10) in (6.95).
Here a summary is given for the above theoretical analysis. After the ini-
tial GWP product state Ψ00(x, r, t0) is acted on consecutively by the nine
propagators of the experimental basic pulse sequence P rtr(δt/
√
n) (from the
right to the left side in (6.7b)), it is converted into the final product state
P rtr(δt/
√
n)Ψ00(x, r, t0). The detailed theoretical analysis above shows that the
final product state is really equal to approximately the desired product state
Utr(δt/
√
n)Ψ00(x, r, t0) which also is generated approximately by applying the
theoretical basic pulse sequence P itr(δt/
√
n) to the same initial product state.
6.2 Theoretical analysis of the SSISS triggering pulse
The experimental basic pulse sequence P rtr(δt/
√
n) is the basic starting point
to further analyze the SSISS triggering pulse P rtr(δt) = [P
r
tr(δt/
√
n)]n below.
For convenience, here the desired state (6.86) is simply written as Ψtr10(x, r, t10) =
Utr(δt/
√
n)Ψ00(x, r, t0), where the time t10 = t0 + δtr and δtr ≡ t9 = 2δt′1 +
4δt/
√
n+3δt1 is the total time period of the experimental basic pulse sequence
P rtr(δt/
√
n). It follows from (6.93b) that the desired state Ψtr10(x, r, t10) may be
rewritten as
Ψtr10(x, r, t10) = Ψ
TR
10 (x, r, t10) +O10((δt/
√
n)3). (6.97)
Here the product state ΨTR10 (x, r, t10) is given by
ΨTR10 (x, r, t10) = exp{iQ(δt/ℏ)2/n}Ψ00(x, r, t0),
and the error O10((δt/
√
n)3) by
O10((δt/
√
n)3) = Op((δt/
√
n)3)Ψ00(x, r, t0).
The upper bound of the error is proportional to (δt/
√
n)3 approximately, as
shown in (6.94). Furthermore, it is shown in the section 5 that in the Lamb-
Dicke limit the state ΨTR10 (x, r, t10) may be approximated well by a single GWP
state. Notice that Ψ00(x, r, t0) = Ψ00(x, t0)|g0〉. As shown in (5.1) and (5.2),
the product state ΨTR10 (x, r, t10) may be explicitly written as
ΨTR10 (x, r, t10) = exp{i[(2Ω0δt)2/n] sin(∆kx)}Ψ00(x, r, t0)
= ΨLD10 (x, r, t10) + E
LD
r10 (x, r, t10). (6.98)
Here the Lamb-Dicke-limit state is defined by
ΨLD10 (x, r, t10) = exp{i[(qs/n)∆ky+ (qc/n)(1−
1
2
(∆ky)2)]}Ψ00(x, r, t0), (6.99)
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and it can turn out that the upper bound of the error ELDr10 (x, r, t10) is deter-
mined from
||ELDr10 (x, r, t10)||u ≈ [(2Ω0δt)2/n]ε(t0)3|∆k|3
× { 15
288
+
1
12
1√
pi
ε(t0)|∆k|}1/2. (6.100)
Obviously, this upper bound is proportional to |∆k|3 and ε(t0)3 approximately
and inversely proportional to the number n. Thus, the error ELDr10 (x, r, t10) can
be controlled by the wave-number difference |∆k|, the wave-packet spread ε(t0),
and the number n. The Lamb-Dicke-limit state ΨLD10 (x, r, t10) is a single GWP
state. It has the same internal state |g0〉 as the starting GWP state Ψ00(x, r, t0).
It also has the same COM position xc(t10) = xc(t0) and wave-packet spread
ε(t10) = ε(t0) as the starting state Ψ00(x, r, t0). But its momentum pc(t10) =
pc(t0) + (qs/n)ℏ∆k is different from that one (pc(t0)) of the starting state and
its complex linewidthW (t10) also slightly different from that one (W (t0)) of the
starting state. Though by using the MGWP expansion the state ΨTR10 (x, r, t10)
may be expanded approximately as a superposition of a finite number of the
GWP states instead of a singleGWP state (6.99) so that a better approximation
can be achieved, this expansion could lead to a big trouble if a superposition
of the GWP states, instead of a single GWP state, appears in the unitary
STIRAP decelerating and accelerating processes [14, 16]. Now by substituting
(6.97) and (6.98) into (6.95) the final product state of the experimental basic
pulse sequence is reduced to the form
P rtr(δt/
√
n)Ψ00(x, r, t0) = Ψ
LD
10 (x, r, t10) + E
0
rT (x, r, t10) (6.101)
where the total error E0rT (x, r, t10) is given by
E0rT (x, r, t10) = E
0
rt(x, r, t10) +O10((δt/
√
n)3) + ELDr10 (x, r, t10). (6.102)
This error is generated when the product state P rtr(δt/
√
n)Ψ00(x, r, t0) is reduced
to the desired state Ψtr10(x, r, t10) and then to the state Ψ
TR
10 (x, r, t10) and finally
to the single GWP state ΨLD10 (x, r, t10). The three error terms on the RH side
of (6.102) are given in (6.95), (6.97), and (6.98), respectively.
There is only one experimental basic pulse sequence P rtr(δt/
√
n) to be an-
alyzed in the above error estimation. A SSISS triggering pulse usually con-
sists of many experimental basic pulse sequences {P rtr(δt/
√
n)}. For example,
the SSISS triggering pulse may be constructed by P rtr(δt) = [P
r
tr(δt/
√
n)]n.
Then the above error estimation may be used as well for the SSISS trigger
pulse P rtr(δt). The equation (6.101) shows that at the end of the first exper-
imental basic pulse sequence P rtr(δt/
√
n) of the SSISS trigger pulse P rtr(δt)
the halting-qubit atom is in the product state ΨLD10 (x, r, t10) of (6.99) if the
error E0rT (x, r, t10) of (6.102) is neglected. Obviously, this product state also
is the starting product state of the second experimental basic pulse sequence
P rtr(δt/
√
n) of the SSISS trigger pulse P rtr(δt). Then it follows from (6.101)
that at the end of the second experimental basic pulse sequence the halting-
qubit atom is in the product state:
[P rtr(δt/
√
n)]2Ψ00(x, r, t0) = P
r
tr(δt/
√
n)ΨLD10 (x, r, t10)
206
+ P rtr(δt/
√
n)E0rT (x, r, t10). (6.103)
Since the unitary propagator P rtr(δt/
√
n) does not change the total probability
of the error state E0rT (x, r, t10), the error P
r
tr(δt/
√
n)E0rT (x, r, t10) in (6.103) has
really the same upper bound as the error E0rT (x, r, t10),
||P rtr(δt/
√
n)E0rT (x, r, t10)|| = ||E0rT (x, r, t10)||. (6.104)
It can be seen in (6.103) that the product state ΨLD10 (x, r, t10) now acts as
the initial state of the second experimental basic pulse sequence. As shown in
(6.99), the product state ΨLD10 (x, r, t10) is a single GWP state. This is similar
to the starting product state Ψ00(x, r, t0) of the first experimental basic pulse
sequence. Its internal state |g0〉 is also the same as that one of the starting
product state. Then the theoretical analysis in the subsection 6.1 may be used
as well to evaluate the time evolution process for the second experimental basic
pulse sequence applying to the starting product state ΨLD10 (x, r, t10). Hence by
applying the equation (6.95) to the first term on the RH side of (6.103) one
obtains
P rtr(δt/
√
n)ΨLD10 (x, r, t10) = Utr(δt/
√
n)ΨLD10 (x, r, t10) + E
1
rt(x, r, t20). (6.105)
Here the time t20 = t10 + δtr. By comparing (6.105) with (6.95) one sees
that there are the corresponding relations: ΨLD10 (x, r, t10) ↔ Ψ00(x, r, t0) and
E1rt(x, r, t20)↔ E0rt(x, r, t10). Thus, the error E1rt(x, r, t20) here is similar to the
error E0rt(x, r, t10) in (6.95). It also consists of the nine error terms. If the
initial product state Ψ00(x, r, t0) in the nine error terms {E0rk(x, r, t0 + t9)} of
the first experimental basic pulse sequence is replaced with the initial product
state ΨLD10 (x, r, t10), then these nine error terms {E0rk(x, r, t0+ t9)} are changed
to the corresponding nine error terms {E1rk(x, r, t10 + δtr)} of the second ex-
perimental basic pulse sequence, respectively. Therefore, the nine error terms
{E1rk(x, r, t10 + δtr)} of the second experimental pulse sequence can be strictly
calculated with the same theoretical calculation method that is used to calculate
strictly the nine error terms {E0rk(x, r, t0 + t9)} of the first experimental basic
pulse sequence in the subsection 6.1. Here the calculation uses the starting
product state ΨLD10 (x, r, t10) instead of Ψ00(x, r, t0). Once the nine error terms
{E1rk(x, r, t10 + δtr)} are obtained, the upper bound of the error E1rt(x, r, t20) is
determined from
||E1rt(x, r, t20)|| ≤
9∑
k=1
||E1rk(x, r, t10 + δtr)||. (6.106)
This is similar to the inequality (6.96) of the error E0rt(x, r, t10). Notice that the
product state ΨLD10 (x, r, t10) of (6.99) has the same COM position xc(t10) =
xc(t0) and wave-packet spread ε(t10) = ε(t0) as the starting product state
Ψ00(x, r, t0). Denote y = x−xc(t10) = x−xc(t0). Then in the Lamb-Dicke limit
the desired product state Utr(δt/
√
n)ΨLD10 (x, r, t10) in (6.105) may be written as
Utr(δt/
√
n)ΨLD10 (x, r, t10) = Ψ
TR
20 (x, r, t20) +O20((δt/
√
n)3)
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= ΨLD20 (x, r, t20) + E
LD
r20 (x, r, t20) +O20((δt/
√
n)3) (6.107)
where the product state ΨTR20 (x, r, t20) = exp{iQ(δt/ℏ)2/n}ΨLD10 (x, r, t10), the
error O20((δt/
√
n)3) = Op((δt/
√
n)3)ΨLD10 (x, r, t10), and the Lamb-Dicke-limit
state ΨLD20 (x, r, t20) is given by
ΨLD20 (x, r, t20) = exp{i[(qs/n)∆ky + (qc/n)(1−
1
2
(∆ky)2)]}ΨLD10 (x, r, t10).
(6.108)
These equations appearing in (6.107) are similar to those equations of (6.97)
and (6.98), while the equation (6.108) is similar to (6.99). By using (6.107) the
state (6.105) may be reduced to the form
P rtr(δt/
√
n)ΨLD10 (x, r, t10) = Ψ
LD
20 (x, r, t20) + E
1
rT (x, r, t20). (6.109)
Here the total error E1rT (x, r, t20) is given by
E1rT (x, r, t20) = E
1
rt(x, r, t20) +O20((δt/
√
n)3) + ELDr20 (x, r, t20). (6.110)
This error is similar to the error E0rT (x, r, t10) of (6.102). Now by inserting the
state (6.109) into (6.103) one further obtains
[P rtr(δt/
√
n)]2Ψ00(x, r, t0) = Ψ
LD
20 (x, r, t20)
+ E1rT (x, r, t20) + P
r
tr(δt/
√
n)E0rT (x, r, t10). (6.111)
This is the final state after the experimental pulse sequence [P rtr(δt/
√
n)]2 is
applied to the halting-qubit atom in the starting product state Ψ00(x, r, t0). It
can prove that the product state ΨLD20 (x, r, t20) is still a single GWP state. By
inserting the state ΨLD10 (x, r, t10) of (6.99) into (6.108) the state Ψ
LD
20 (x, r, t20)
is reduced to the form
ΨLD20 (x, r, t20) = exp{i2[(qs/n)∆ky + (qc/n)(1−
1
2
(∆ky)2)]}Ψ00(x, r, t0).
(6.112)
This is indeed a single GWP state. Moreover, this state has the same COM
position xc(t20) = x(t0) and wave-packet spread ε(t20) = ε(t0) as the starting
state Ψ00(x, r, t0). Thus, the equation (6.111) shows that after the starting state
Ψ00(x, r, t0) is acted on by the experimental pulse sequence [P
r
tr(δt/
√
n)]2, it is
converted into the pure GWP state ΨLD20 (x, r, t20) of (6.112), which has the same
COM position and wave-packet spread but different momentum and complex
linewidth from the starting state Ψ00(x, r, t0), if all the error terms on the RH
side of (6.111) are neglected. As shown in (6.112), the momentum for the final
state ΨLD20 (x, r, t20) is pc(t20) = pc(t0) + 2(qs/n)ℏ∆k. Thus, the experimental
pulse sequence [P rtr(δt/
√
n)]2 achieves a double increment for the motional mo-
mentum of the halting-qubit atom with respect to the experimental basic pulse
sequence P rtr(δt/
√
n).
More generally, an experimental pulse sequence [P rtr(δt/
√
n)]n
′
(n ≥ n′ ≥ 1)
may be used to excite the halting-qubit atom in the initial state Ψ00(x, r, t0).
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The above theoretical analysis for the experimental pulse sequences P rtr(δt/
√
n)
and [P rtr(δt/
√
n)]2 needs to be generalized to describe the time evolution process
of the experimental pulse sequence [P rtr(δt/
√
n)]n
′
. According to the relations
(6.101) and (6.111) one can deduce that the atomic product state at the end of
the experimental pulse sequence [P rtr(δt/
√
n)]n
′
is given by
[P rtr(δt/
√
n)]n
′
Ψ00(x, r, t0) = Ψ
LD
n′0(x, r, tn′0) + ER(n
′). (6.113)
Here the Lamb-Dicke-limit state ΨLDn′0(x, r, tn′0) is written as
ΨLDn′0(x, r, tn′0) = exp{in′[(qs/n)∆ky + (qc/n)(1−
1
2
(∆ky)2)]}Ψ00(x, r, t0),
(6.114)
and the total error ER(n
′) is given by
ER(n
′) =
n′∑
k=1
[P rtr(δt/
√
n)]k−1En
′−k
rT (x, r, tn′−k+1,0) (6.115)
where the error term EmrT (x, r, tm+1,0) with m = 0, 1, ..., n
′ − 1 is given by, as
can be deduced from the relations (6.102) and (6.110),
EmrT (x, r, tm+1,0) = E
m
rt (x, r, tm+1,0)+Om+1,0((δt/
√
n)3)+ELDr,m+1,0(x, r, tm+1,0).
(6.116)
In particular, when n′ = n, the SSISS triggering pulse P rtr(δt) = [P
r
tr(δt/
√
n)]n
generates the Lamb-Dicke-limit state,
ΨLDn0 (x, r, tn0) = exp{i[qs∆ky + qc(1−
1
2
(∆ky)2)]}Ψ00(x, r, t0), (6.117)
and the total error ER(n) that is given by (6.115) with n
′ = n. Obviously, the
Lamb-Dicke-limit state ΨLDn′0(x, r, tn′0) for n
′ = 1, 2, ..., n is a pure GWP state.
It has the same internal state |g0〉 as the initial state Ψ00(x, r, t0) and it also has
the same COM position xc(tn′0) = xc(t0) and wave-packet spread ε(tn′0) = ε(t0)
as the initial state, but it has different motional momentum pc(tn′0), complex
linewidth W (tn′0), and global phase factor from the initial state. In particular,
the motional momentum of the final GWP state ΨLDn0 (x, r, tn0) of the SSISS
triggering pulse P rtr(δt) is given by
pc(tn0) = pc(t0) + qsℏ∆k,
where qs is given in (5.4) in the section 5. Actually, one can find that the state
ΨLDn0 (x, r, tn0) of (6.117) is just equal to the Lamb-Dicke-limit state ΨLD(y, r, t) =
ΨLD(y, t)|g0〉 in which the motional state ΨLD(y, t) is given by (5.5). It is known
in the section 5 that the original motional state Ψ(y, t) of (5.4) of the Lamb-
Dicke-limit state ΨLD(y, t) of (5.5) is generated by acting the unitary propagator
exp[iQ(δt/ℏ)2] of (5.1) on the starting state Ψ0(x, r, t0) (here Ψ0(x, r, t0) is just
equal to Ψ00(x, r, t0)), while the propagator exp[iQ(δt/ℏ)
2] of (5.1) is generated
approximately by the theoretical state-selective triggering pulse [P itr(δt/
√
n)]n
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whose basic pulse sequence P itr(δt/
√
n) is given by (6.7a). Then the equation
(6.113) with n′ = n shows that, just like the theoretical state-selective trig-
gering pulse [P itr(δt/
√
n)]n, the SSISS triggering pulse [P rtr(δt/
√
n)]n indeed
generates the desired atomic motional state ΨLD(y, t) of (5.5) if the total error
ER(n) on the RH side of (6.113) can be neglected.
Below investigate the total errorER(n) in (6.113) with n
′ = n. Note that any
unitary operator acting on a state does not change the norm of the state. Thus,
both the errors [P rtr(δt/
√
n)]k−1En−krT (x, r, tn−k+1,0) andE
n−k
rT (x, r, tn−k+1,0) for
k = 1, 2, ..., n on the RH side of (6.115) have the same norm:
||[P rtr(δt/
√
n)]k−1En−krT (x, r, tn−k+1,0)|| = ||En−krT (x, r, tn−k+1,0)||.
Now by using these relations it follows from (6.115) and (6.116) that the total
error ER(n) is bounded by
||ER(n)|| ≤
n∑
l=1
||El−1rt (x, r, tl,0)||+
n∑
l=1
Ol,0((δt/
√
n)3) +
n∑
l=1
||ELDr,l,0(x, r, tl,0)||,
(6.118)
where Ol,0((δt/
√
n)3) should be referred to as the upper bound of the error
Ol,0((δt/
√
n)3) in (6.116) without any confusion. The total error ER(n) is di-
vided into the three types of errors. The first type of errors are the n errors
{El−1rt (x, r, tl,0)}. Each one of which consists of the nine error terms. The first
error E0rt(x, r, t10) consists of the nine error terms {E0rk(x, r, t0 + t9)} in (6.84).
These nine error terms are already calculated in detail in the subsection 6.1. The
upper bound of the error E0rt(x, r, t10) is determined from (6.96). The second er-
ror E1rt(x, r, t20) also consists of the nine error terms {E1rk(x, r, t10+δtr)}. Its up-
per bound is determined from (6.106). Generally, the l−th error El−1rt (x, r, tl,0)
with l = 1, 2, ..., n consists of the nine error terms {El−1rk (x, r, tl−1,0 + δtr}. Its
upper bound is determined from
||El−1rt (x, r, tl,0)|| ≤
9∑
k=1
||El−1rk (x, r, tl−1,0 + δtr)||. (6.119)
Here tl,0 = tl−1,0 + δtr for l = 1, 2, ..., n and t0,0 ≡ t0. This inequality is a
generalization of (6.96) and (6.106). Since the l−th experimental basic pulse
sequence (1 ≤ l ≤ n) is the same as the first one in the SSISS triggering pulse
P rtr(δt) = [P
r
tr(δt/
√
n)]n, the difference between the l−th error El−1rt (x, r, tl,0)
(1 < l ≤ n) and the first error E0rt(x, r, t10) originates from different initial states
of the l−th experimental basic pulse sequence and the first one. The nine error
terms {El−1rk (x, r, tl−1,0 + δtr)} of the l−th error El−1rt (x, r, tl,0) can be calcu-
lated strictly with the same theoretical calculation method that is used in the
subsection 6.1 to calculate the nine error terms {E0rk(x, r, t0 + t9)} of the first
error E0rt(x, r, t10). Here the initial state in the calculation should be taken as
the GWP state ΨLDl−1,0(x, r, tl−1,0). In particular, here denote Ψ
LD
0,0 (x, r, t0,0) =
Ψ00(x, r, t0). Therefore, if in the previous theoretical calculation for the nine er-
ror terms {E0rk(x, r, t0 + t9)} in (6.84) one replaces the initial state Ψ00(x, r, t0)
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with the initial state ΨLDl−1,0(x, r, tl−1,0), then one may obtain the nine error
terms {El−1rk (x, r, tl−1,0 + δtr)} of the l−th error El−1rt (x, r, tl,0). Now investi-
gate how the initial states {ΨLDl−1,0(x, r, tl−1,0)} affect their corresponding errors
{El−1rt (x, r, tl,0)}, respectively. Since a GWP state is completely characterized
by its four characteristic parameters, one needs only to investigate how each one
of these error terms is affected by the four characteristic parameters of its initial
GWP state ΨLDl−1,0(x, r, tl−1,0). Just like the nine error terms {E0rk(x, r, t0+ t9)}
of the first error E0rt(x, r, t10), the nine error terms {El−1rk (x, r, tl−1,0 + t9)} of
the l−th error El−1rt (x, r, tl,0) (1 ≤ l ≤ n) have the upper bounds:
||El−1rk (x, r, tl−1,0 + t9)|| ≤ ||E(12)r (x, r, tl−1,0 + tk)||
+ ||E(3)r1 (x, r, tl−1,0 + tk)||, k = 1, 3, 5, 7, 9, (6.120a)
and
||El−1rk (x, r, tl−1,0 + t9)|| ≤ ||E0r (x, r, tl−1,0 + tk)||
+ ||EVr (x, r, tl−1,0 + tk)||+ ||E(3)r2 (x, r, tl−1,0 + tk)||, k = 2, 4, 6, 8. (6.120b)
Then it follows from (6.119) and (6.120) that the total upper bound of the n
errors {El−1rt (x, r, tl,0)} is determined from
n∑
l=1
||El−1rt (x, r, tl,0)|| ≤
n∑
l=1
∑
k=1,3,5,7,9
||E(12)r (x, r, tl−1,0 + tk)||
+
n∑
l=1
∑
k=1,3,5,7,9
||E(3)r1 (x, r, tl−1,0 + tk)||+
n∑
l=1
∑
k=2,4,6,8
||EVr (x, r, tl−1,0 + tk)||
+
n∑
l=1
∑
k=2,4,6,8
||E0r (x, r, tl−1,0 + tk)||+
n∑
l=1
∑
k=2,4,6,8
||E(3)r2 (x, r, tl−1,0 + tk)||.
(6.121)
This upper bound consists of five groups of the error norms on the RH side
of (6.121). The first group consists of 5n error norms {||E(12)r (x, r, tl−1,0 +
tk)||}. These error terms {E(12)r (x, r, tl−1,0 + tk)} of the group originate from
the imperfection of the LH harmonic potential well. Each one of which can be
strictly calculated with the theoretical calculation method in the section 3. As
shown in the subsection 6.1, it can be controlled by the joint position xL as
its upper bound decays exponentially with the deviation-to-spread ratios of the
relevant GWP states. When the joint position xL is large enough, each error
norm of the first group can be neglected. Thus, this group of the error norms
are usually secondary on the RH side of (6.121). The third group consists of
4n error norms {||EVr (x, r, tl−1,0+ tk)||}. The error terms {EVr (x, r, tl−1,0+ tk)}
of the group originate from the imperfection of the LH harmonic potential well
and the spatially-selective effect of the PHAMDOWN laser light beams. They
can be calculated strictly with the theoretical calculation method in the section
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4. As shown in the subsection 6.1, their upper bounds decays exponentially with
the square deviation-to-spread ratios of the relevant GWP states. Then the sum
of these 4n error norms still decays exponentially with the square deviation-to-
spread ratios of the relevant GWP states. Thus, the group can be controlled by
the joint position xL. When the joint position xL is large enough, it is negligible.
Therefore, the third group of error norms are usually secondary on the RH side
of (6.121).
It is known from (6.114) that the l−th initial GWP state ΨLDl−1,0(x, r, tl−1,0)
for l = 2, 3, ..., n has the same COM position and wave-packet spread as the first
initial state Ψ00(x, r, t0), and it has different motional momentum and slightly
different complex linewidth from the first initial state. Then, as shown in the
energy equation (5.43), the differences of the motional energy among these n
initial states {ΨLDl−1,0(x, r, tl−1,0)} come mainly from the motional momentum
differences among these initial states. These motional energy differences can
lead to the differences of the minimum deviation-to-spread ratios, as shown in
(5.45) in the section 5. Therefore, when one calculates the upper bounds of
these error terms {EVr (x, r, tl−1,0 + tk)} and {E(12)r (x, r, tl−1,0 + tk)}, one needs
to take into account these different motional momentums or energies of these n
initial states {ΨLDl−1,0(x, r, tl−1,0)}.
The second group on the RH side of (6.121) consists of 5n error norms
{||E(3)r1 (x, r, tl−1,0 + tk)||}. As shown in the subsection 6.1, these error terms
{E(3)r1 (x, r, tl−1,0 + tk)} (k ≥ 1) of the group originate from the deviation of
the initial states from their initial Gaussian superposition states in (6.8), which
are used to calculate the errors terms {E(12)r (x, r, tl−1,0 + tk)} in (6.121). Par-
ticularly in the group these error norms ||E(3)r1 (x, r, tl−1,0 + t1)|| = 0 for l =
1, 2, ..., n because their initial states ΨLDl−1,0(x, r, tl−1,0) are single GWP states.
The fifth group is similar to the second group. It consists of 4n error norms
{||E(3)r2 (x, r, tl−1,0 + tk)||}. These error terms {E(3)r2 (x, r, tl−1,0 + tk)} of the
group originate from the deviation of the initial states from their initial Gaus-
sian superposition states in (6.8), which are used to calculate the errors terms
{E0r (x, r, tl−1,0+tk)} and {EVr (x, r, tl−1,0+tk)} in (6.121). All these error terms
{E(3)r1 (x, r, tl−1,0+ tk)} and {E(3)r2 (x, r, tl−1,0+ tk)} can be calculated strictly, as
shown in the subsection 6.1. Their upper bounds are determined from those of
the errors {Er2j(x, r, tl−1,0 + j× δt/
√
n)} with j = 1, 2, 3, 4 and l = 1, 2, ..., n.
That is, there are the relations (l = 1, 2, ..., n):
||E(3)r1 (x, r, tl−1,0 + t1)|| = 0,
||E(3)r1 (x, r, tl−1,0 + t2j+1)|| ≤ 2||Er2j(x, r, tl−1,0 + j × δt/
√
n)||, j = 1, 2, 3, 4;
and
||E(3)r2 (x, r, tl−1,0 + t2j)|| ≤ 2||Er2j(x, r, tl−1,0 + j × δt/
√
n)||, j = 1, 2, 3, 4.
The upper bounds of the four errors Er2j(x, r, tl−1,0 + j × δt/
√
n) with j = 1,
2, 3, 4 and for a given l are still obtained from (6.39), (6.54), (6.72), and (6.89),
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respectively. Each one of which is proportional to (δt/
√
n)3, |∆k|3, and ε(tl−1,0)3
approximately. Here ε(tl−1,0) is the wave-packet spread of the initial GWP state
ΨLDl−1,0(x, r, tl−1,0) of the l−th experimental basic pulse sequence. Notice that
the initial state ΨLDl−1,0(x, r, tl−1,0) has the same wave-packet spread as the initial
state Ψ00(x, r, t0), that is, ε(tl−1,0) = ε(t0). Then it follows from (6.39), (6.54),
(6.72), and (6.89) that these n norms {||Er2j(x, r, tl−1,0 + j × δt/
√
n)||} for a
given j and for l = 1, 2, ..., n have really the same upper bound:
||Er2j(x, r, tn−1,0 + j × δt/
√
n)||u = ||Er2j(x, r, tn−2,0 + j × δt/
√
n)||u
= ... = ||Er2j(x, r, t0 + j × δt/
√
n)||u.
These result in that the sum of the norms of the second and fifth groups on the
RH side of (6.121) is bounded by
n∑
l=1
∑
k=1,3,5,7,9
||E(3)r1 (x, r, tl−1,0 + tk)||+
n∑
l=1
∑
k=2,4,6,8
||E(3)r2 (x, r, tl−1,0 + tk)||.
≤ 4
∑
j=1,2,3,4
n||Er2j(x, r, t0 + j × δt/
√
n)||u.
This upper bound is proportional to (δt)3/
√
n, |∆k|3, and ε(t0)3 approximately
because the upper bound ||Er2j(x, r, t0+j×δt/
√
n)||u is proportional to (δt/
√
n)3,
|∆k|3, and ε(tl−1,0)3 approximately. Then it may be neglected when the num-
ber n is large enough and/or the wave-number difference |∆k| is small enough.
Because all these errors {Er2j(x, r, tl−1,0+j×δt/
√
n)} may be greatly improved
if each one of the initial Gaussian superposition states contains more than ten
GWP states, both the second and fifth groups of the error norms usually may
be secondary on the RH side of (6.121).
The fourth group consists of 4n error norms {||E0r (x, r, tl−1,0+ tk)||}. These
error terms {E0r (x, r, tl−1,0 + tk)} of the group are generated by the trunca-
tion approximation of the decomposition formula (4.1). Their upper bounds
may be calculated strictly according to the theoretical calculation method in
the section 4. Their norms are usually the dominating terms on the RH side
of (6.121). As shown in the subsection 6.1, each one of their upper bounds is
approximately proportional to (δt/
√
n)3 and also dependent on the three types
of parameters of the relevant GWP states of the halting-qubit atom and the
experimental basic pulse sequence (6.7b). Then the sum of these 4n error norms
{||E0r (x, r, tl−1,0+ tk)||} is approximately proportional to (δt)3/
√
n and also de-
pendent on these three types of parameters. Thus, the fourth group of error
norms on the RH side of (6.121) may be controlled by the number n, the time
interval δt, and these three types of parameters. Note that the initial GWP
states {ΨLDl−1,0(x, r, tl−1,0)} may have different motional momentums and ener-
gies. As shown in the four inequalities (5.44), different motional energies may
lead to different upper bounds and/or lower bounds of the Gaussian character-
istic parameters. These facts need to be considered when one calculates the
upper bounds of the errors {E0r (x, r, tl−1,0 + tk)}.
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The above theoretical analysis for the five groups of error norms on the RH
side of (6.121) shows that the first sum term
∑n
l=1 ||El−1rt (x, r, tl,0)|| on the RH
side of (6.118) can be controlled by the joint position xL, the number n and the
time interval δt, the wave-number difference |∆k| and the wave-packet spread
ε(t0) and so on.
In the total error ER(n) of (6.118) the second type of errors consist of
the n error terms {Ol,0((δt/
√
n)3)}. Each one of these error terms is gener-
ated due to the reduction of the propagator Utr(δt/
√
n) to the propagator
exp{iQ(δt/ℏ)2/n}, as can be seen in (6.93b). As shown in (6.94), its upper
bound is proportional to (δt/
√
n)3 approximately. Thus, the upper bound for
the sum of the n error norms {Ol,0((δt/
√
n)3)} is proportional to (δt)3/√n ap-
proximately. Then the second sum term
∑n
l=1Ol,0((δt/
√
n)3) on the RH side
of (6.118) may have a negligible contribution to the total error ER(n) if the
number n is large enough and/or the time interval δt is short enough.
The third type of errors of the total error ER(n) consist of the n error
terms {ELDr,l,0(x, r, tl,0)}. It is known from (6.100) that the upper bound of the
error term ELDr10 (x, r, t10) is proportional to |∆k|3 and ε(t0)3 approximately
and inversely proportional to the number n. Similarly, the upper bound of
the error term ELDrl,0(x, r, tl,0) (l = 1, 2, ..., n) is proportional to |∆k|3 and the
wave-packet spread ε(tl−1,0)3 of the initial state ΨLDl−1,0(x, r, tl−1,0) approxi-
mately and inversely proportional to the number n. Notice that the initial state
ΨLDl−1,0(x, r, tl−1,0) has the same wave-packet spread as the first initial state
Ψ00(x, r, t0). That is, ε(tl−1,0) = ε(t0) for l = 1, 2, ..., n. Then according to
(6.100) all these errors {ELDrl,0(x, r, tl,0)} for l = 1, 2, ..., n have the same upper
bound:
||ELDr,n,0(x, r, tn,0)||u = ... = ||ELDr2,0(x, r, t2,0)||u = ||ELDr1,0(x, r, t1,0)||u.
Thus, the upper bound of sum of the n error norms {||ELDrl,0(x, r, tl,0)||} satisfies
the inequality:
n∑
l=1
||ELDr,l,0(x, r, tl,0)|| ≤ n||ELDr1,0(x, r, t1,0)||u.
It can be found from (6.100) that the upper bound n||ELDr10 (x, r, t10)||u is in-
dependent of the number n and it is proportional to (2Ω0δt)
2ε(t0)
3|∆k|3 or
|ptr/ℏ|ε(t0)3|∆k|2 approximately, here the final atomic motional momentum
value |ptr| = (2Ω0δt)2ℏ|∆k| is usually set to a given value for the SSISS trig-
gering pulse [P rtr(δt/
√
n)]n. Thus, the last sum term
∑n
l=1 ||ELDr,l,0(x, r, tl,0)|| on
the RH side of (6.118) can be controlled by the wave-number difference |∆k|
and the wave-packet spread ε(t0).
Now by setting suitably the joint position xL (> 0) in the double-well poten-
tial field of (2.1), the number n (>> 1) and the time interval δt, the wave-packet
spread ε(t0), and the wave-number difference |∆k| and so on one may control
the upper bound of the total error ER(n) of (6.118). When the upper bound
of the total error ER(n) is controlled to be so small that the total error ER(n)
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can be neglected on the RH side of (6.113), the equation (6.113) with n′ = n is
reduced to the form
[P rtr(δt/
√
n)]nΨ00(x, r, t0) = Ψ
LD
n0 (x, r, tn0). (6.122)
This means that the final state of the SSISS triggering pulse [P rtr(δt/
√
n)]n is
just the GWP state ΨLDn0 (x, r, tn0). This is just the desired result of the SSISS
triggering pulse.
In this section the experimental basic pulse sequence P rtr(δt/
√
n) and the
SSISS triggering pulse [P rtr(δt/
√
n)]n are constructed explicitly and are cal-
culated strictly on the basis of the theoretical methods in the previous three
sections 3, 4, and 5. This theoretical calculation shows that the SSISS trig-
gering pulse may be different from its ideal non-spatially-selective counterpart
[15], but the difference of their final states can be controlled when they are
applied to the halting-qubit atom in a GWP state, respectively. It also proves
rigorously that both the SSISS triggering pulse [P rtr(δt/
√
n)]n and its ideal
non-spatially-selective counterpart are convergent, that is, all the possible er-
rors that are generated by the SSISS triggering pulse and its ideal counterpart
are controllable when the two triggering pulses are applied to the halting-qubit
atom in a GWP state, respectively. These are the most important results of
the present theoretical calculation.
7 Discussion and conclusion
The SSISS triggering pulses are constructed explicitly in the paper. A
SSISS triggering pulse consists of the spatially-selective PHAMDOWN laser
light beams that are applied to the halting-qubit atom in the (approximate)
harmonic potential well of the double-well potential field or other more practical
potential field like Vrw(x) in the section 6. The present SSISS triggering pulse
[P rtr(δt/
√
n)]n and the experimental basic pulse sequence P rtr(δt/
√
n) are simple.
A better or much better SSISS triggering pulse also could be constructed
explicitly. Such a SSISS triggering pulse is generally much more complex than
the present one. A slightly better SSISS triggering pulse may be generated by
using the theoretical basic pulse sequence (6.1b). Actually, as pointed out in
Ref. [15], a higher-order state-selective triggering pulse may be constructed by
using the Trotter-Suzuki decomposition method [34], while here the basic pulse
sequences of (6.1) may act as the building blocks to construct the triggering
pulse. An ideal state-selective triggering pulse could become no useful in a real
physical system. It is necessary to solve the problem how to convert an ideal
state-selective triggering pulse into a real one (i.e., a SSISS triggering pulse)
that can be realized directly in a real physical system. This problem may be
solved with the theoretical method in the section 6. According to the theoretical
method one may generate a SSISS triggering pulse that corresponds to the ideal
state-selective triggering pulse. A SSISS triggering pulse could be useful and
could be realized directly in the real physical system. The present work solves
completely the problem how to construct a SSISS triggering pulse.
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It is not difficult to construct a SSISS triggering pulse in theory, but it
is a challenge to prove that the SSISS triggering pulse is convergent! Only a
convergent SSISS triggering pulse is useful in practice. Therefore, it is nec-
essary to make a strict error estimation for a SSISS triggering pulse. This
means that all the possible errors that are generated during the SSISS trigger-
ing pulse need to be estimated rigorously. The present theoretical calculation
in the error estimation is based on the Trotter-Suzuki decomposition method,
while the multiple Gaussian wave-packet expansion method, i.e., the MGWP
expansion method, has been used extensively in the theoretical calculation. The
theory and method can be used as well to prove a higher-order SSISS trigger-
ing pulse to be convergent. It tends to be very complex to prove a higher-order
SSISS triggering pulse to be convergent, although it is not difficult in theory.
The radical reason for it is that the unitary quantum dynamics in time and
space for a quantum system in COM motion is generally complicated except
for some simple and special cases. This can be seen in the present work. The
present theoretical calculation shows that the upper bounds of these possible
errors generated by the SSISS triggering pulse are dependent on not only the
characteristic parameters of the SSISS triggering pulse itself but also the char-
acteristic parameters of the GWP motional states of the halting-qubit atom.
Therefore, whether or not a SSISS triggering pulse is convergent is not only
dependent on the SSISS triggering pulse itself but also largely dependent on
the COM motional states of the halting-qubit atom that is acted on by the
SSISS triggering pulse.
It proves in the paper that the present SSISS triggering pulse is conver-
gent. All possible errors generated by the SSISS triggering pulse are strictly
calculated and shown to be controllable. This strict error estimation is neces-
sary because by the strict error estimation one may set suitably the relevant
parameters for the SSISS triggering pulse. It also is shown in the paper that
the SSISS triggering pulse may achieve the same result as its ideal counterpart
if dropping the negligible errors, when both the triggering pulses are applied to
the halting-qubit atom in a GWP state, respectively. This further shows that
the spatially-selective effect of the SSISS triggering pulse is negligible. This
point is important. Spatially selective excitations, operations, or processes are
necessary components for a quantum computer based on an atomic physical
system, because a quantum computer cannot have an infinite dimensional size
in space. The present work shows that these spatially selective excitations, op-
erations, or processes are completely realizable in a single-atom system in an
external potential field if the atomic motional state, the externally applied elec-
tromagnetic wave field and potential field are chosen suitably. Here one of the
best schemes is that the atomic motional state is chosen as a GWP motional
state, while the external potential field is chosen as a general quadratic potential
field.
The present SSISS triggering pulse could be used to construct the reversible
and unitary halting protocol and the UNIDYSLOCK process and its inverse pro-
cess which may be further used to construct the unstructured quantum search
process based on the tensor-product Hilbert-space symmetric structure and the
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unitary quantum dynamics [47]. The methods and techniques developed in the
present work also could be used to realize the spatially selective excitations,
operations, or processes even in a multiple-atom system in an external potential
field. They are also useful for studying the quantum-computing speedup mech-
anism of the unitary quantum dynamics [47] in the quantum system of a single
atom.
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