Abstract-This paper describes a two-handed interaction framework for desktop virtual environment, called TH3D. The design goal of this framework is to support the deviceindependent, task-centered, and fast development of twohanded applications on desktop computers. Existing research on two-handed interaction focuses mainly on specific interaction techniques and fails to achieve this goal. Our framework is characterized by its multi-layer design applied to two-handed interaction, including the normalization of raw input data, interaction primitive and task construction, and an efficient, built-in, two-handed interaction technique that integrates the benefits of both egocentric and exocentric interactions. With this framework, application developers can pay more attention to the analysis of interaction tasks and the design of an interaction technique without mainly considering a variety of devices and the mapping between interaction task and technique. The current implementation is tested with ordinary Spacemouse and 2D mouse, but the framework can easily be ported to other device combinations.
I. INTRODUCTION
In order to obtain a more efficient and natural interaction in virtual environment, researchers have done much work on interface paradigms and interaction techniques and devices over the past decade. However, the dominant position of the WIMP graphical interface has not been toppled. The fundamental reason may be that most of the studies conducted on user interface so far are not human-centered, i.e., users have to adapt themselves to the computer and not vice-versa. We believe that natural interaction can be achieved only if users themselves, particularly their perceptual and behavioral characteristics, are considered first.
In the physical world, people often use both hands to perform a number of tasks. Many researchers have explored the possibility of using both hands simultaneously for interactive 3D graphics [1, 2] and virtual environments [3] . As a whole, these systems provide a number of case studies that demonstrate compelling two-handed interaction techniques. However, there is little scientific knowledge about the nature of two-handed interaction and how interaction primitives and tasks are generated, which is needed to guide the design of new two-handed user interfaces. Previous research has focused mainly on interaction techniques. Meanwhile, there is a lack of framework for systematically designing two-handed interaction, which therefore increases the difficulty of using it in a number of applications.
In this paper, we propose TH3D, a multi-layer framework for two-handed interaction in desktop virtual environment, which make application development easier and faster. After summarizing the four main characteristics of two-handed interaction, we formally present this framework and its key components, including an abstract device layer, an interaction core layer, and an interaction technique layer. We also describe a build-in interaction technique, Seamless World in Miniature (WIM), which extends WIM [4] and SSWIM [5] techniques for combining the advantages of egocentric and exocentric interactions.
II. RELATED WORK
Guiard's Kinematic Chain (KC) model [6] of human bimanual action is a fundamental theoretical insight that drives much of current design and experimental research in two-handed interaction. The KC model proposes three general principles that reveal the different roles of each hand: 1) dominant-to-non-dominant spatial reference, 2) asymmetric scales of motion, and 3) precedence of the non-dominant hand. Moreover, well-designed, twohanded interaction techniques can decrease the cognitive load because two-handed manipulations can be chunked and phrased naturally [7] . Interaction accuracy can also be improved as people use their kinesthesia to perceive the location and orientation of their hands [8] . Guided by these theories, many two-handed interaction techniques emerged, which can be categorized as follows:
(1) Selection: Two-handed input expands the design space for 3D selection due to more degrees of freedom. The flexible pointer [3] requires the use of both hands to control a curved arrow that allows the user to point around objects and select fully or partially obscured objects, where the two hands cooperatively change the curve's length and curvature. By incorporating a 3D box for selecting volumetric data, Ulinski et al. [9] compared two bimanual asymmetric selection techniques and one bimanual symmetric technique. He found the former to be better when performing gross selection for potentially long periods of time and for cognitively demanding tasks. WIM-based techniques have been successfully used for object selection. Users can select an object in miniature held by their non-dominant hand with the dominant hand pointing, which simultaneously provide both egocentric and exocentric views.
(2) Manipulation: Object manipulation can be strongly improved in terms of both accuracy and efficiency when bimanual interaction is well designed. Hinckley et al. [10] presented a two-handed user interface to support three-dimensional neurosurgical visualization. The system verified that two hands provide the user with more information and can structure how the user thinks about a task. Both Grossman et al. [1] and Owen et al. [2] use 6DOF trackers to control the design of a 3D curve and surface. Moreover, Onishi et al. [11] discussed a manipulation technique for 3D plant model editing with a bimanual, symmetric input.
(3) Navigation: The WIM technique provides an exocentric view of the whole virtual world, so users can easily position their viewpoint based on camera-in-hand or target-based metaphor. The main limitation of WIM, however, is that it can only operate effectively in worlds of limited scale. Hence, it is not sufficient for precise manipulation and travel when the world becomes very large. By extending WIM using scaling and scrolling, SSWIM [5] successfully overcomes this limitation. In order to provide the user continuous spatial orientation awareness, Stanislav et al. [12] presented a two-handed navigation technique which he called Through-The-Lens. This method allows for the exploration of the distant locations or hidden features of the virtual world surrounding the user without having to fly/walk virtually or physically to the remote location. Tactile interaction devices are also used in two-handed input for a more realistic feedback [13] .
The research discussed above focused mainly on the design of interaction techniques. In comparison, there has been nearly no systematic research on a two-handed interaction framework that guides user interface design. Fortunately, some interaction frameworks for the universal 3D user interface already exist for reference. Ray and Bowman [14] presented a 3D interaction technique toolkit based on XML description with the aim of reusing the technique on different virtual reality development platforms. VRID [15] is a component-based 3D interaction design model in which an interaction component is put forward for the first time. However, both studies were technology-centered and did not describe how the interaction task was generated. Pietro et al. [16] proposed a higher-level interaction software layer that fits into many VR setups. Although it allows the VR application to deal with interaction aspects in terms of tasks in an input device-independent manner, it can only map fundamental interaction tasks, which have to be broken down from the compound task generated by a two-handed input.
Compared with traditional 3D interaction, two-handed 3D interaction needs not only real-time capturing of the time sequence between two hands but also the generation of tasks according to the user's mental model. In this paper, we propose a multi-layer task-centered framework for two-handed interaction in desktop virtual environments. It normalizes different device inputs and decreases the times of mode switch. A two-handed interaction technique, Seamless WIM, has already been built using this framework, enabling the user to move an object between the world in miniature and the virtual world seamlessly with continuous scaling WIM.
III. CHARACTERISTICS OF TWO-HANDED INTERACTION
There are four main characteristics of two-handed interaction when considering its design space:
(1) Hybrid input: Many different types of devices can be used for bimanual input, such as Spacemouse, trackers, pen-tablet, and data gloves, so that the input may include both discrete events (e.g., switching button state) and continuous events (e.g., continuous 6DOF tracking). This interaction style is very different from that using a 2D mouse and keyboard so that the input can not be modeled by the traditional state transition diagram.
(2) Concurrent input: The main characteristic of two-handed input is that hybrid input streams from two hands are often generated simultaneously when doing a cooperative task. The time sequence between inputs from the two hands must be extracted in order to construct compound events and high-level interaction primitives. In bimanual asymmetric interaction, although two input streams are concurrent, the granularity of action of the non-dominant hand is generally coarser and slower than that of the dominant hand because it needs to set the frame of reference.
(3) Multimodal input: Besides the fact that two hands can be treated as two modals, most 3D input devices are multimodal. For example, a trackingaugmented pen can output position, pressure, rolling, orientation, time stamp, and spatial orientation all at the same time. All of these raw data are integrated into a complete lexical input, expanding the design space for natural and efficient two-handed interaction techniques.
(4) Real-time input: Time context is a very important cue for multimodal fusion and for the construction of the interaction primitive. Especially in two-handed asymmetric interaction, the time sequence between two hands is the most important factor for the user's intent extraction. In addition, most input devices refresh at more than 120 Hz so a compound event has to be built within a time threshold.
For a better understanding of the concept, we can abstract two-handed interaction as two concurrent processes composed of a set of continuous relationships that are mostly temporary. Jacob et al. [17] pointed out that some of these relationships are stable, whereas Var2). For example, in a Spacemouse + pen device setup, the continuous tracking 3D position from Spacemouse can be mapped to the camera or object position depending on whether a button is pressed. Similarly, a pen input can be used for object manipulation or for drawing the navigation path if the normal pressure exceeds the threshold value.
IV. TH3D FRAMEWORK OVERVIEW
The framework should not be confined to specific device setups for the sake of portability and flexibility, i.e., it should be device independent. The traditional event model based on discrete events in the WIMP user interface is not suitable for capturing concurrent realtime, two-handed interaction with input devices that are polling based at more than a 120 Hz refreshing rate. In TH3D, we design an abstract device layer responsible for unifying raw data from various devices into a normalized form and for device management, including classification, registering, and input format definition.
This layer entails separating handling device input from application development, so users can easily switch to different device setups. After unifying raw data into a normalized form, the abstract device layer routes them to the interaction core layer, which will analyze the time sequence and construct a high-level interaction primitive. Another key component of this second layer, the interaction task generator, then builds tasks based on the interaction context and the user's mediation. Finally, an interaction task will be executed through the interaction technique layer. Fig. 2 shows these three layers and the communications between them. The device configuration file, which contains information on the device type and output format, can be edited manually. A typical process describing the generation and execution of a task is as follows:
(1) Two packets from two hands are collected and unified into two normalized events by the abstract device layer, which can be location, selection, or stroke. These basic events will be routed to the interaction primitive constructor of the interaction core layer.
(2) Based on the interaction context, the primitive constructor combines basic input events into compound events and interaction primitives.
(3) After accepting the interaction primitives, the task generator constructs and schedules interaction tasks, while the user inputs mediation information.
(4) The interaction technique layer accepts and executes the interaction task and changes the state of the virtual world.
V. KEY COMPONENTS OF TH3D FRAMEWORK

A. Abstract device layer
The abstract device layer is not a new concept. He and Kaufman [18] presented the device-unified interface (DUI) for communicating between applications and input devices. DUI, however, is designed for constructing universal interaction tasks and does not consider devices' pragmatic differences [19] . For example, Spacemouse is suitable for object rotation and positioning but not for pointing selection, whereas the tracker is suitable for 6DOF location but not for stroking. In this paper, we Figure 2 . The TH3D framework overview propose a method combining DUI and a device configuration file that defines device classification information according to its pragmatic features and priority. When raw input data are unified, these definitions are referred to for generating appropriate normalized events. The events from a standard mouse and keyboard are hooked directly from the message queue and normalized.
Considering the concurrent and real-time characteristics of two-handed interaction, we add a time stamp into raw data and unify it as a quaternion (TYPE, PARA, TIME, DEVICE), where TYPE is the event type identification, PARA is a set of event parameters, TIME is the time stamp with accuracy in milliseconds, and DEVICE is the description of currently device-generating events. Based on Machinlay's classification method for different input devices [20] , we define six basic interactive events as follows:
Location 
B. Interaction primitive constructor and task generator
An interaction primitive is an atom operation corresponding to an interaction task and is application specific in most cases. As the normalized events from the abstract device layer are often time related, interaction primitives in two-handed interaction have to be constructed based on events' time sequences, which may either be sequential or concurrent. For example, the carry primitive can be captured when the dominant hand is manipulating an object while the non-dominant hand is changing viewpoints. Primitive construction must be completed within the time threshold, especially when a discrete event happens for triggering a new continuous relationship. Moreover, construction parameters such as time threshold can be changed at run time in order to meet different users' requirements.
All normalized events are first buffered in an event queue before time sequence analysis. An interaction primitive is a meaningful compound event in nature and can be represented as an event tree, as Fig. 3 Step 1: Assign the event tree (T) empty.
Step 2: Get all events in a time interval (dT) from LQ and RQ and try to recognize a compound event (ce) from the time sequence between them and T (the time interval can be adjusted at runtime).
Step 3: If ce is recognized within the time threshold, add it into T and delete the events in dT from LQ and RQ. Otherwise, go to step 2.
Step 4: If the root node of T can be recognized as an interaction primitive, route it to the task generator and set T empty.
Step 5: If LQ or RQ is not null, go to step 2; otherwise, stop.
The interactive task generator is responsible for receiving and dispatching interaction primitives, generating tasks, and driving the interactive technique layer to update the virtual world. It is composed of a primitive controller, a task integrator, and a primitive buffer, as Fig.4 shows. After receiving a new primitive, the primitive controller dispatches it to the scene manipulator, object manipulator, or system controller for three universal interaction tasks and output lexical feedback at the same time. The task integrator monitors the primitive buffer and knows how to build a task based on the interaction context and the user's mediation, and outputs grammatical and semantic feedback.
C. Built-in interaction technique
Generally, all 3D interactive techniques can be classified into two categories according to metaphor: egocentric and exocentric. The former refers to the operation in the first-person point of view and is therefore precise but in limited space. Meanwhile, the latter is in the third-person point of view and is not precise enough while users can operate covering a large range. Both WIM and SSWIM provide both points of view at the same time, enabling the user's interaction whether in WIM or in the virtual world. However, neither of them permits object manipulation between these points of view, which integrates both of their benefits, i.e., the user can interact both at a high resolution and within a large range.
In the TH3D framework, we propose a two-handed interaction technique, Seamless WIM, which extends SSWIM for combining the benefits of egocentric and Figure 4 . Interactive task generator exocentric interaction. Similarly, the non-dominant hand transforms the miniature for the global reference frame, whereas the dominant hand performs object selection and manipulation. The travel task can be fulfilled either through transforming the avatar in miniature or changing the viewpoint directly with the non-dominant hand. Two hands can operate simultaneously, so the user can do a compound task composed of universal tasks (selection, manipulation, and navigation) without switching modes frequently. Fig. 5 gives an overview of Seamless WIM. The WIM can be scaled and scrolled continuously by the non-dominant hand with a Spacemouse or 6DOF tracker, which provides user space orientation awareness. The avatar in WIM is the user's virtual representation in the first-person point of view. The main advantage of Seamless WIM over SSWIM is its capability to allow objects to move between WIM and the virtual world seamlessly while transforming WIM continuously. In addition to common interaction methods for selection, manipulation, and navigation, this two-handed technique provides more possibilities for novel methods which are described as follows.
Selection: Selecting small or remote objects in a virtual environment is difficult, especially when the object is occluded or if there are too many neighboring objects along the pointing direction. Seamless WIM provides two selection methods to solve this problem: (1) pushing and transforming WIM backward to the current viewpoint until the user can select the object miniature in WIM directly; and (2) pointing at an object group to make a copy of it just before the current viewpoint in the virtual world, and then using the non-dominant hand to transform this group until the user can select the remote small object in this group (Fig. 6 a-b) . The first method is very useful when users want to move an object (e.g., an object in group C in Fig. 5 ) from an invisible position to the virtual world at the current viewpoint because he/she does not need to travel to that position for selection. However, when the virtual world becomes very large, transforming WIM to a proper position and orientation for selection becomes time consuming and sometimes frustrating. Therefore, the second method is preferable if the object group (e.g., an object group A in Fig.5 ) is visible at the current viewpoint.
Manipulation: Designing a single best 3D manipulation technique that fits all possible interaction scenarios is difficult, if not impossible. Therefore, combining manipulation techniques has become a popular research direction as it attempts to bring together the best properties of different interaction techniques. Both object selection and manipulation can be done either in WIM or in the full-scale virtual world. Most importantly, an object can be moved across WIM and the virtual world while the user is scaling WIM. Object moving and WIM scaling are two concurrent processes Figure 5 . Seamless WIM overview. Object group A is visible at the current viewpoint and has a miniature B in WIM, whereas object group C is only visible in WIM. and once the user finishes the manipulation task, whether from WIM to the virtual world or from the virtual world to WIM, they update simultaneously. The initial user feedback shows that this method is very efficient for moving objects over a large distance or when the target position is not visible in the virtual world. An object moving task and an updated WIM and virtual world are shown in Fig. 6c and d . Note that the user can scale WIM with the non-dominant hand while moving an object with the dominant hand at any time. Another novel twohanded manipulation method in Seamless WIM is carrying, which refers to moving an object with the dominant hand while changing viewpoints with the nondominant hand, as carrying something in the real world. This is nearly impossible with existing manipulation techniques because most of them are composed of sequential travel and manipulation techniques. Navigation: There are two navigation methods implemented in Seamless WIM: target-based and camerain-hand. In some cases, the user's only goal is just to move the viewpoint to a specific position instantly. The user in this situation is likely willing to give up control of the actual motion to the system and simply specify the endpoint. With the target-based method, the WIM provides a global reference frame, so the avatar representing the current viewpoint can be instantly moved to a different location in WIM with the result of updating the virtual world simultaneously. A shortcoming of this method is that users often find it difficult to obtain their bearings for spatial orientation. Therefore, continuous movement from the starting point to the endpoint is always recommended. Camera-in-hand is one of such methods implemented for many one-handed navigation techniques. It can be effective for a desktop virtual environment because the user can use his/her proprioceptive sense to get a feeling of the spatial relationships between objects in the 3D world [21] . Seamless WIM adds velocity control to this method through the input of the dominant hand while the nondominant hand steers the navigation direction.
In our testbed application, we use a Spacemouse and a 2D mouse for the left and right hands, respectively. The left hand is responsible for scaling and scrolling WIM, transforming an object or object group, and changing the viewpoint. Mode switching between them depends on whether the user has pressed buttons on Spacemouse. At the same time, the right hand can perform precise selection and manipulation with the help of a reference frame provided by the left hand. Informal evaluation gives a positive feedback on efficiency and user preference.
VI. SUMMARY AND FUTURE WORK
This paper has introduced our effort to build a framework for two-handed interaction in a desktop virtual environment. Based on two-handed behavioral characteristics in the real world, several key features, including hybrid, multimodal, concurrent, and real-time input of two-handed interaction, are analyzed. A framework for two-handed interaction, called TH3D, is proposed. This framework is composed of an abstract device layer, a core interaction layer, and an interaction techniques layer. After raw input data are normalized from different devices to abstract events, interaction primitives are extracted based on the time sequence of such events. Finally, interaction tasks are generated with the aid of interaction context and user mediation. The built-in interaction technique, Seamless WIM, can provide both accurate and large-distance interaction, which results in natural and efficient two-handed interaction.
At present, work is being carried out to test and compare TH3D with other device setups such as two trackers and a tracker + tracking-augmented digital pen. We expect to design more two-handed interaction techniques and encapsulate them in the third layer. Moreover, automatically selecting the appropriate technique for the current interaction task is a good solution that needs further experimental evaluation. 
