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a b s t r a c t
DLASQ is a routine in LAPACK for computing the singular values of a real upper
bidiagonal matrix with high accuracy. The basic algorithm, the so-called dqds algorithm,
was first presented by Fernando–Parlett, and implemented as the DLASQ routine by
Parlett–Marques. DLASQ is now recognized as one of the most efficient routines for
computing singular values. In this paper, we prove the asymptotic superquadratic
convergence of DLASQ in exact arithmetic.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Matrix singular values play important roles inmany applications. For example, it is required in themethodof least squares
frequently used in data processing or related applications. Accordingly, numerical methods for computing singular values
are of great importance in practice. The singular values of A are equal to the square roots of the eigenvalues of ATA and hence
an iterative computation is inevitable. Usually, any given matrix A is first transformed to a bidiagonal matrix with suitable
orthogonal matrices to reduce the overall computational cost.
Until about a decade ago, methods for computing singular values of bidiagonal matrices had been mainly based on the
QR algorithm [1,14,16]. Then in 1994, the differential quotient difference with shifts (dqds) algorithm was discovered [2],
and since then it has rapidly become popular due to its high accuracy and stability. Now the dqds is implemented as the
subroutine DLASQ in LAPACK [13,15], incorporated with an elegant shift selecting strategy which aggressively accelerates
the convergence of the algorithm. Quite recently, the dqds has also been integrated into the multiple relatively robust
representations (MR3) algorithm [3–5], which is now a new standard for the eigenvalue and singular value decompositions.
On the theoretical aspects of the dqds, several important results are known. If we note the fact that the dqds algorithm
is equivalent to the shifted Cholesky LR method applied to tridiagonal matrices, the early work in [6] which discusses the
global convergence property (i.e., convergence from arbitrary initial matrices) of the shifted Cholesky LRmethod for generic
positive definite matrices can be regarded as the first milestone that claims the global convergence property of the dqds.
Quite recently, a simpler and direct proof for the dqds has been given by the present authors [7], and based on the techniques
used in the proof, asymptotic convergence rates for several specific shift strategies such as the Johnson shift case have been
also revealed for the first time [8,9,7].
With such a background, the aim of this paper is to reveal the convergence rate of the DLASQ algorithmwhich is themost
popular routine as of writing this paper. As mentioned above, DLASQ incorporates an extremely complicated shift strategy
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for the highest efficiency, and at a first glance it seems impossible to discuss its asymptotic behavior. It turns out, however,
that by scrutinizing the shift strategy we can identify how the strategy behaves in the long run, and then an analysis similar
to those in [7] can be applied to conclude the asymptotic superquadratic convergence of DLASQ.
2. Problem setting
In view of the standard computational procedure of singular values mentioned above, let us assume that the given real
matrix A has already been transformed to a bidiagonal matrix
B =

b1 b2
b3
. . .
. . . b2m−2
b2m−1
 , (1)
and the dqds algorithm is applied to this form.
Furthermore, following [2], we assume without loss of generality that the matrix is normalized to satisfy the following
assumption.
Assumption A. The bidiagonal elements of B are positive, i.e., bk > 0 for k = 1, 2, . . . , 2m− 1.
This assumption guarantees (see [10]) that the singular values of B are all distinct: σ1 > · · · > σm > 0.
3. The dqds algorithm
In this section the dqds algorithm and its properties are briefly reviewed.
3.1. The dqds algorithm
The dqds algorithm [2] is derived by combining the basic dqd algorithm [11] and the idea of shifts for accelerating
convergence. The dqds algorithm, in computer program form, is shown in Algorithm 1.
Algorithm 1 The dqds algorithm
Initialization: q(0)k = (b2k−1)2 (k = 1, 2, . . . ,m); e(0)k = (b2k)2 (k = 1, 2, . . . ,m− 1)
1: for n := 0, 1, . . . do
2: choose a shift s(n)(≥ 0)
3: d(n+1)1 := q(n)1 − s(n)
4: for k := 1, . . . ,m− 1 do
5: q(n+1)k := d(n+1)k + e(n)k
6: e(n+1)k := e(n)k q(n)k+1/q(n+1)k
7: d(n+1)k+1 := d(n+1)k q(n)k+1/q(n+1)k − s(n)
8: end for
9: q(n+1)m := d(n+1)m
10: end for
The outermost loop is terminatedwhen some suitable convergence criterion, say |e(n)m−1| ≤  for someprescribed constant
 > 0, is satisfied. At the termination we have
σm
2 ≈ q(n)m +
n−1∑
l=0
s(l) (2)
and hence σm can be approximated by
√
q(n)m +∑n−1l=0 s(l). Then by the deflation process the problem is shrunk to an
(m− 1)× (m− 1) problem, and the same procedure is repeated until σm−1, . . . , σ1 are obtained in turn.
It is convenient to define the bidiagonal matrix
B(n) =

√
q(n)1
√
e(n)1√
q(n)2
. . .
. . .
√
e(n)m−1√
q(n)m
 (3)
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to simplify the expression of Algorithm 1. With this notion Algorithm 1 can be rewritten in terms of the Cholesky
decomposition (with shifts):
(B(n+1))TB(n+1) = B(n)(B(n))T − s(n)I. (4)
3.2. Fundamental facts about convergence
Some relevant facts about the dqds algorithm are reviewed in this section. We begin with the global convergence
theorem. Recall that σ1 > σ2 > · · · > σm are singular values of B, and σ (n)min denotes the smallest singular value of B(n).
Theorem 1 (Convergence of the dqds Algorithm [7]). Supposematrix B satisfies AssumptionA, and the shifts in the dqds algorithm
satisfy 0 ≤ s(n) < (σ (n)min)2 (n = 0, 1, 2, . . .). Then
∞∑
n=0
s(n) ≤ σm2. (5)
Moreover,
lim
n→∞ e
(n)
k = 0 (k = 1, 2, . . . ,m− 1), (6)
lim
n→∞ q
(n)
k = σk2 −
∞∑
n=0
s(n) (k = 1, 2, . . . ,m). (7)
In matrix form, we have
lim
n→∞(B
(n))TB(n) = diag
(
σ1
2 −
∞∑
n=0
s(n), . . . , σm2 −
∞∑
n=0
s(n)
)
. 
Theorem 1 guarantees the convergence of the variables in the dqds algorithm. Furthermore, the variables are guaranteed
to remain positive, as follows. This fact is crucial to the proof of Theorem 1 as well as to the numerical stability of the
algorithm.
Lemma 2 ([7]). Suppose the dqds algorithm is applied to the matrix B satisfying Assumption A. If s(l) < (σ (l)min)
2 for l =
0, 1, . . . , n, then (B(l+1))TB(l+1) are positive definite for l = 0, 1, . . . , n, and hence q(l+1)k > 0 (k = 1, . . . ,m), e(l+1)k > 0 (k =
1, . . . ,m− 1), and d(l+1)k > 0 (k = 1, . . . ,m) for l = 0, 1, . . . , n. 
The asymptotic rate of convergence of the dqds algorithm is given by the following lemma.
Lemma 3 ([7]). Under the same assumption as in Theorem 1, we have
lim
n→∞
e(n+1)k
e(n)k
=
σk+12 −
∞∑
n=0
s(n)
σk2 −
∞∑
n=0
s(n)
< 1 (k = 1, . . . ,m− 1). (8)
Therefore, e(n)k (k = 1, . . . ,m − 2) are of linear convergence as n → ∞. The bottommost element e(n)m−1 shows superlinear
convergence if σ 2m −
∑∞
n=0 s(n) = 0. 
Lemma 3 states that only the bottommost element e(n)m−1 can converge superlinearly when suitable shifts satisfying
σ 2m −
∑∞
n=0 s(n) = 0 are chosen. In view of this, in practical implementations such as DLASQ, main focus is usually set
on the bottommost elements, and suitable deflation is applied to reduce the overall computational cost. Thus when we say
‘‘the convergence rate of the dqds’’, we usually mean the rate of the bottommost element e(n)m−1.
4. The DLASQ algorithm
The DLASQ algorithm is briefly summarized in this section for readers’ convenience; refer to [12] for the details.
4.1. Outline of the algorithm
In DLASQ, as soon as it is judged that one singular value is obtained with sufficient accuracy (say at the double-precision
accuracy), it terminates the computation and then after a deflation process proceeds to the next singular value. In the present
paper, however, in order to evaluate the asymptotic behavior of the algorithm, we concentrate only on the sub-procedure
of finding one singular value, and assume that all the calculations are done in exact arithmetic without termination.
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In view of Theorem 1, the shifts must be chosen such that 0 ≤ s(n) < (σ (n)min)2, where σ (n)min is the smallest singular value
of B(n). In this process, a shift should be chosen so that it is a sharp lower bound of (σ (n)min)
2, since the sharper the shift is,
the faster the convergence become. However, the values of σ (n)min are unknown (if it is known, then
√
(σ
(n)
min)
2 +∑n−1l=0 s(l)
immediately gives the exact singular value!), and thus a sharp lower bound estimator using only q(n)k , e
(n)
k and d
(n)
k must be
introduced into the dqds algorithm.
In order to answer this demand, DLASQ carefully utilizes the variable
d(n)min = min1≤k≤m d
(n)
k , (9)
to modify the dqds as the following algorithm. The details of Shift strategy (D) will be mentioned in the next section.
Algorithm (D)
1: for n := 0, 1, . . . do
2: execute Shift strategy (D) and choose a (tentative) shift s(n) ≥ 0
3: repeat
4: execute one iteration of the dqds algorithm (n→ n+ 1)
5: if d(n+1)min ≤ 0 then
6: reject this iteration and choose another shift s(n) ≥ 0
7: end if
8: until d(n+1)min > 0
9: end for
The shift rejection process (line 5–7) guarantees that the convergence condition 0 ≤ s(n) < (σ (n)min)2 in Theorem 1 is kept.
This is based on the next lemma (see, for example, [12, Section 1.1]).
Lemma 4. For a fixed n, assume that e(n)k > 0 (k = 1, . . . ,m − 1) and q(n)k > 0 (k = 1, . . . ,m), and apply Algorithm 1 with
shift s(n) to compute d(n+1)k (k = 1, . . . ,m). Then s(n) < (σ (n)min)2 if and only if d(n+1)k > 0 (k = 1, . . . ,m). 
In view of Lemma 4 the convergence of the variables e(n)k and q
(n)
k in Algorithm (D) is guaranteed by Theorem 1. From line
5 of Algorithm 1 we also see the convergence of d(n)k .
Corollary 5. When Algorithm (D) is applied to thematrix B satisfying Assumption (A), the variables e(n)k , q
(n)
k and d
(n)
k converge, i.e.,
lim
n→∞ e
(n)
k = 0 (k = 1, 2, . . . ,m− 1), (10)
lim
n→∞ q
(n)
k = σk2 −
∞∑
n=0
s(n) (k = 1, 2, . . . ,m), (11)
lim
n→∞ d
(n)
k = σk2 −
∞∑
n=0
s(n) (k = 1, 2, . . . ,m).  (12)
4.2. Shift strategy (D)
In this subsection, Shift strategy (D) which appears in line 2 of Algorithm (D) is briefly summarized. Note that the whole
structure of the shift strategy implemented in DLASQ is quite complicated; in fact, in the FORTRAN DLASQ routine, 300 lines
or more are devoted to this procedure. Here we do not dare to get into the detail, but try to extract the essential parts that
are needed in the subsequent analysis without destroying the overall logical structure (refer to [12] for the omitted details).
Note that in Shift strategy (D), two more variables
d(n)min1 = min1≤k≤m−1 d
(n)
k , (13)
d(n)min2 = min1≤k≤m−2 d
(n)
k (14)
are introduced in addition to d(n)min defined in (9).
Shift strategy (D)
1: if n = 0 then
2: set s(n) ≥ 0 by a certain preprocessor (case 1)
3: else
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4: if d(n)min = d(n)m and d(n)min1 = d(n)m−1 then
5: gap2(n) := 3d(n)min2/4− q(n)m−1 − e(n)m−1
6: if gap2(n) > 0 and (gap2(n))2 > e(n)m−2q
(n)
m−1 then
7: gap1(n) := q(n)m−1 + e(n)m−1 − e(n)m−2q(n)m−1/gap2(n) − d(n)m
8: else
9: gap1(n) := q(n)m−1 + e(n)m−1 −
√
e(n)m−1q
(n)
m + e(n)m−2q(n)m−1 − d(n)m
10: end if
11: if gap1(n) > 0 and (gap1(n))2 > e(n)m−1q
(n)
m then
12: s(n) := max(d(n)m − e(n)m−1q(n)m /gap1(n), d(n)m /2) (case 2)
13: else
14: x(n)1 := max(0, d(n)m −
√
e(n)m−1q
(n)
m )
15: x(n)2 := max(0, q(n)m−1 + e(n)m−1 −
√
e(n)m−1q
(n)
m + e(n)m−2q(n)m−1)
16: s(n) := max(min(x(n)1 , x(n)2 ), d(n)m /3) (case 3)
17: end if
18: else
19: set s(n) ≥ 0 by a certain algorithm
20: end if
21: end if
22: return
To summarize, when n = 0, the shift is given by a certain preprocessor (its detail is omitted here). Then, in the case of
n ≥ 1, if the condition in line 4 is satisfied, the shift is given in line 12 or in line 16; otherwise, according to line 19, through a
different (complex) procedure a certain shift is set (the detail omitted). In what follows, we show that for sufficiently large n
(i.e., for an asymptotic analysis) the omitted parts are irrelevant, and investigation on (case 2) and (case 3) in the algorithm
is sufficient.
4.3. Parlett–Marques’ idea on the choice of shifts
We claimed above that for large n only the shift choice (case 2) or (case 3) should become effective. Actually, it is exactly
Parlett–Marques’ intention in designing their strategy that (case 2) shifts are to be used in the final phase of convergence,
since they must be good enough for accelerating the convergence in such a circumstance. We briefly explain below why
Parlett–Marques came to such an idea.
First, recall the well-known result on eigenvalue bounds [10, Section 11.7].
Lemma 6. Let ‖x‖ = 1, ρ = ρ(x) = x∗Ax, and r = r(x) = Ax−ρx for any symmetric matrix A. Let λ be the closest eigenvalue
of A to ρ and let ‘‘gap’’ be the distance of ρ from the rest of A’s spectrum. Then
λ > ρ − ‖r‖2/gap.  (15)
As mentioned above, the shift in the dqds algorithm must satisfy 0 ≤ s(n) < (σ (n)min)2 for global convergence and
numerical stability. In other words, the shift must be less than the smallest eigenvalue of B(n)(B(n))T, where B(n) is thematrix
defined in (3). In order to show how this can be established, let us introduce a new variable T (n)m := B(n)(B(n))T, and let
λ
(n)
1 > λ
(n)
2 > · · · > λ(n)m be the eigenvalues of T (n)m . Then from Corollary 5 we see
T (n)m ≈ diag(q(n)1 , . . . , q(n)m ), (16)
λ
(n)
k ≈ q(n)k (k = 1, . . . ,m) (17)
for all sufficiently large n. Parlett–Marques then applied Lemma 6 to the tridiagonal matrix T (n)m with x = (0, . . . , 0, 1)T,
which implies ρ := q(n)m and ‖r‖ :=
√
e(n)m−1q
(n)
m . Because λ := λ(n)m and gap := λ(n)m−1 − q(n)m for all sufficiently large n from
(16) and (17), we reach the following corollary.
Corollary 7. For all sufficiently large n,
λ(n)m > q
(n)
m − e(n)m−1q(n)m /(λ(n)m−1 − q(n)m ).  (18)
It is known that the right-hand side of this equality gives a sharp lower bound of λ(n)m , and hence the shift given by
s(n) := q(n)m − e(n)m−1q(n)m /(λ(n)m−1 − q(n)m ) (19)
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must be a sharp lower bound of λ(n)m = (σ (n)min)2, which considerably accelerates the convergence. Unfortunately, however,
the value of λ(n)m−1 on the right-hand side of (18) is unknown and hence must be approximated by known variables in the
algorithm. As a solution, Parlett–Marques proposed to approximate gap := λ(n)m−1 − q(n)m by gap1(n) (which is defined in the
algorithm of Shift strategy (D)), and then (noticing q(n)m = d(n)m from line 9 of Algorithm 1) set a shift candidate by
s(n) := d(n)m − e(n)m−1q(n)m /gap1(n) (20)
as an approximation to (19). In the final algorithm (line 12 (case 2) in Shift strategy (D)), however, amore aggressive approach
is employed that the shift candidate by (20) is compared with d(n)m /2, and the bigger one is adopted to take as large a shift as
possible. On the other hand, when certain conditions are not met, a shift based on the Gersgorin-type lower bound is used;
it can be found in line 16 (case 3).
In the subsequent sections, we prove rigorously that for all sufficiently large n the shift is determined by (20), and the
shift satisfies s(n) < (σ (n)min)
2. Hence, d(n+1)min computed with the shift (20) is always positive (i.e., d
(n+1)
min > 0) from Lemma 4,
and we can conclude that for all sufficiently large n the shift (20) is never rejected in line 6 in Algorithm (D). This enables us
to reveal the asymptotic superquadratic convergence.
5. Superquadratic convergence theorem
In this section, we prove the asymptotic superquadratic convergence of the DLASQ algorithm in exact arithmetic. More
specifically, we show the superquadratic convergence of e(n)m−1 (recall the discussion in Section 3). To this end, as declared
above we show that the shift is always given by (20) for all sufficiently large n.
First, we notice that for all sufficiently large n the condition in line 4 of Shift strategy (D) is always satisfied. This is
straightforward from (9), (13) and (12) in Corollary 5 which means d(∞)k (k = 1, . . . ,m) are in descending order.
Corollary 8. In Shift strategy (D), for all sufficiently large n, the condition of line 4 is always satisfied, and thus the shift is always
given by (case 2) or (case 3). 
Then, by scrutinizing the behavior of each variables in the final phase of convergence, we find that the shift is always
given by (20) for all sufficiently large n as follows.
Lemma 9. In Shift strategy (D), the shift is always determined by (20) for all sufficiently large n.
Proof. The proof consists of the following two steps:
(i) show that the conditions in line 11 of Shift strategy (D), i.e. gap1(n) > 0 and (gap1(n))2 > e(n)m−1q
(n)
m , are always met for
all sufficiently large n;
(ii) show also that in the ‘‘max’’ of line 12, the first term is always chosen (i.e. d(n)m − e(n)m−1q(n)m /gap1(n) > d(n)m /2) for all
sufficiently large n.
(i) It is sufficient to show that for sufficiently large n gap1(n) > 0; this follows from
gap1(∞) = σm−12 − σm2 > 0, (21)
which can be deduced as follows. The value gap1(n) is determined either in line 7 or line 9. If the conditions in line 6 are not
met, i.e., when gap2(n) ≤ 0 or (gap2(n))2 ≤ e(n)m−2q(n)m−1, line 9 is executed, and in this case it is straightforward to see (21) in
view of Corollary 5. Otherwise line 7 is executed; this time by noticing
e(n)m−2q
(n)
m−1
gap2(n)
<
√
e(n)m−2q
(n)
m−1,
which is clear from the condition (gap2(n))2 > e(n)m−2q
(n)
m−1, we come to the same conclusion by Corollary 5.
(ii) From line 9 in Algorithm 1, we readily see
d(n)m −
e(n)m−1q
(n)
m
gap1(n)
− d
(n)
m
2
= d(n)m
(
1
2
− e
(n)
m−1
gap1(n)
)
, (22)
and the right-hand side of this equality is positive for all sufficiently large n in view of (21) and e(∞)m−1 = 0. This completes
the proof. 
Now we understood that for all sufficiently large n a tentative shift is always given by (20) in line 2 of Algorithm (D).
Next, we prove that this tentative shift is never rejected in line 6 of Algorithm (D) (see Corollary 11). To this end, we prepare
the following lemma.
Lemma 10. The shift given by (20) satisfies s(n) < (σ (n)min)
2 for all sufficiently large n.
K. Aishima et al. / Journal of Computational and Applied Mathematics 234 (2010) 1179–1187 1185
Proof. Compare (18) and (20), with λ(n)m = (σ (n)min)2 and q(n)m = d(n)m in mind; since all variables are positive, and from (21)
gap1(n) is also positive for all sufficiently large n, in order to prove the claim it is sufficient to show
λ
(n)
m−1 − d(n)m ≥ gap1(n) (23)
for all sufficiently large n. Now gap1(n) is determined either in line 7 or line 9 in Shift strategy (D); below we consider these
two cases separately.
First, we consider the line 9 case. Let T (n)m−1 denote the leading principal (m− 1)× (m− 1) submatrix of T (n)m = B(n)(B(n))T
and µ(n)m−1 denote the smallest eigenvalue of T
(n)
m−1. Then we have
λ
(n)
m−1 ≥ µ(n)m−1. (24)
Recall that λ(n)1 > · · · > λ(n)m are the eigenvalues of T (n)m = B(n)(B(n))T where the elements of B(n) are defined by (3).
Considering the Gersgorin circle of T (n)m−1 with (3) and Corollary 5 in mind, we see
µ
(n)
m−1 ≥ q(n)m−1 + e(n)m−1 −
√
e(n)m−2q
(n)
m−1 (25)
for all sufficiently large n, which then yields
λ
(n)
m−1 ≥ µ(n)m−1 ≥ q(n)m−1 + e(n)m−1 −
√
e(n)m−1q
(n)
m + e(n)m−2q(n)m−1. (26)
This implies (23).
Next, we consider the line 7 case. Let µ(n)m−2 denote the second smallest eigenvalue of T
(n)
m−1. Let us consider to apply
Lemma 6 to the tridiagonal matrix T (n)m−1 with x = (0, . . . , 0, 1)T (then ρ := q(n)m−1 + e(n)m−1 and ‖r‖ :=
√
e(n)m−2q
(n)
m−1).1 Since
from Corollary 5 for all sufficiently large nwe readily see λ := µ(n)m−1 and gap := µ(n)m−2−(q(n)m−1+e(n)m−1), Lemma 6 claims that
µ
(n)
m−1 > q
(n)
m−1 + e(n)m−1 − e(n)m−2q(n)m−1/(µ(n)m−2 − (q(n)m−1 + e(n)m−1)). (27)
On the right-hand side of this inequality, we have
lim
n→∞µ
(n)
m−2 − (q(n)m−1 + e(n)m−1) = q(∞)m−2 − q(∞)m−1 (28)
from Corollary 5. On the other hand, we also see from line 5 of Shift strategy (D) that
lim
n→∞ gap2
(n) = 3
4
q(∞)m−2 − q(∞)m−1. (29)
Hence from these two equalities we see
µ
(n)
m−2 − (q(n)m−1 + e(n)m−1) > gap2(n) (30)
for all sufficiently large n. Since now we are considering the line 7 case where the conditions in line 6 are assumed to be
satisfied, we can assume that gap2(n) > 0, and thus conclude
µ
(n)
m−1 > q
(n)
m−1 + e(n)m−1 − e(n)m−2q(n)m−1/gap2(n) (31)
from (27). This, together with (24), implies (23). 
From Lemmas 4, 9 and 10, we have the following corollary.
Corollary 11. For all sufficiently large n, the shift in Algorithm (D) is always determined by (20), and it is never rejected. 
Using this corollary, we can identify the limits of the diagonal elements q(n)k (k = 1, . . . ,m) as n→∞.
Lemma 12. In Algorithm (D) we have
∞∑
n=0
s(n) = σm2, (32)
lim
n→∞ q
(n)
k = σk2 − σm2 (k = 1, . . . ,m− 1); limn→∞ q
(n)
m = 0. (33)
Proof. Since the shift is determined by (20) for all sufficiently large n from Corollary 11, we see limn→∞ s(n) = limn→∞ q(n)m ,
whereas limn→∞ s(n) = 0 by (5) in Theorem 1. Hence limn→∞ q(n)m = 0. This, together with (7), proves (32) and (33). 
1 This application of Lemma 6 was proposed by Parlett–Marques [12].
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Fig. 1. Convergence behavior of e(n)m−1 .
Wenow state themain theoremof this paper, which shows the asymptotic superquadratic convergence of Algorithm (D).
Theorem 13 (Superquadratic Convergence). In Algorithm (D) we have
lim
n→∞
e(n+1)m−1
(e(n)m−1)2
= 0. (34)
Therefore e(n)m−1 is of superquadratic convergence.
Proof. By Corollary 11 the shift is determined by (20) and hence we have
e(n+2)m−1
(e(n+1)m−1 )2
= q
(n+1)
m
e(n+1)m−1 q
(n+2)
m−1
= d
(n+1)
m−1 q
(n)
m /q
(n+1)
m−1 − s(n)
e(n+1)m−1 q
(n+2)
m−1
= q
(n)
m − e(n)m−1q(n)m /q(n+1)m−1 − s(n)
e(n+1)m−1 q
(n+2)
m−1
= q
(n)
m − e(n+1)m−1 − s(n)
e(n+1)m−1 q
(n+2)
m−1
= e
(n)
m−1q
(n)
m /gap1(n) − e(n+1)m−1
e(n+1)m−1 q
(n+2)
m−1
= q
(n+1)
m−1 − gap1(n)
q(n+2)m−1 gap1(n)
,
where the first equality is due to line 6 in Algorithm1 (with k = m−1 and n replaced by n+1), the second one is due to line 9
and line 7 (with k = m− 1), the third one is due to line 5 (with k = m− 1), the fourth one is due to line 6 (with k = m− 1),
the fifth one is due to (20), and the last one is due to line 6 (with k = m) in Algorithm 1. Combining this equality with
q(∞)m−1 = gap1(∞) = σm−12 − σm2 > 0,
which can be seen from (21) and Lemma 12, we obtain (34). 
6. A numerical experiment
In this section, a simple numerical experiment is presented to illustrate the theory. We consider a 10 × 10 bidiagonal
matrix B obtained from the Cholesky decomposition of the symmetric tridiagonal matrix of which diagonal elements are
1, subdiagonal elements are 0.45. When Algorithm (D) is applied to the bidiagonal matrix B, the bottommost subdiagonal
element e(n)m−1 converges to zero as is shown in Fig. 1. In view of Theorem 13, we define
α(n) = e
(n+1)
m−1
(e(n)m−1)2
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Fig. 2. Convergence behavior of α(n) .
which should converge to zero according to the theory. Fig. 2 shows the result, where α(n) indeed converges to zero; this
confirms the asymptotic superquadratic convergence. We also would like to comment that, in this numerical experiment,
the shift s(n) is determined by line 12 (case 2) in Shift strategy (D) for all n ≥ 6without any rejections; this is consistent with
Corollary 11.
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