I. INTRODUCTION
Linearization of switching functions based on linear transformation of variables is a classical method of optimization in circuit synthesis originating already in 1958 [22] . It has been recently efficiently exploited by several authors and discussed for different aspects due to its : 1) Effectiveness. When properly performed, the method provides considerable savings in complexity of the representation of functions with respect to different optimization criteria. 2) Simplicity of the implementation. The overhead comprises EXOR circuits required to perform the selected linear combination of variables. The overhead is usually quite negligible compared to the overall complexity of the implementation [12] . The linearization can be performed over different data structures used to represent functions. For example, it has been performed over Sum-of-Product (SOP) expressions [10] , [13] , [15] , [28] , AND-EXOR expressions [5] , word-level expressions [27] as well as decision diagrams [7] , [14] , [18] .
In spectral techniques, this method is studied as a mean to reduce the number of non-zero coefficients in spectral expressions for discrete functions [8] , [12] . In [12] , [20] , and [21] the extensions to multiple-valued logic functions are discussed.
The complexity of determining an optimal non-singular binary matrix that defines the optimal linear transformation of variables is NP-complete. For this reason different strategies have been suggested in exploiting this method.
In searching for exact optimum, some restrictions should to be made on the number of variables in functions processed. For example, it has been reported in [7] that the complete Another approach is to restrict considerations to particular classes of functions. For instance, in [10] , [27] a method has been used for specific circuits, such as n-bit adders and an optimal linear transform has been found.
Alternatively, nearly optimal solutions can be provided by deterministic algorithms if analysis of additional information about the functions can be provided. In this direction, research has been reported by analyzing besides the functions their Walsh coefficients and autocorrelation coefficients, see, for instance, [8] , [12] and [14] and references therein.
In this paper, we discuss a compromising approach. We show that when the class of functions is the totally symmetric Boolean functions, then an efficient linear transformation of variables can be determined analytically, it reduces to Gray decoding of input variables.
A justification to consider symmetric functions can be found in the following considerations. Symmetric Boolean functions represent an important fraction of Boolean functions. There are 2 n+1 binary-valued symmetric functions out of 2 2 n functions. There are efficient circuit-based methods and complete BDDbased methods for identifying symmetries of completely and incompletely specified functions [11] , [17] , [19] , [23] , [29] , [32] .
In last several years, symmetric functions have been studied from different aspects. Optimal Fixed Polarity Reed-Muller (FPRM) expansions for totally symmetric functions are discussed in [4] , [31] and references therein. A lower bound on the number of gates in conjunctive (disjunctive) normal form representation of symmetric Boolean functions is given in [30] and a method for generating a minimal SOP cover is presented in [3] . A multilevel synthesis of symmetric functions which exploits the disjoint decomposability and weight dependency of the functions is presented in [16] and a mapping of symmetric and partially symmetric functions to the CA-type FGPAs was suggested in [2] . A new expansion of symmetric functions and their application to non-disjoint functional decompositions for LUT-type FPGAs is presented in [25] . In this paper we show that the Gray decoding of the input variables almost always reduces the complexity in terms of the above three measures: the number of gates in two-level realization, the number of FPRM terms and the number of FPGA LUTs.
The paper is organized as follows. Section II gives basic definitions of symmetric Boolean functions and Gray codes. Section III presents the implementation of a symmetric function as a superposition of a Gray decoder and a non-linear function.
ection IV presents an illustrative example discussing in detail application of the proposed method. In Section V we discuss features of the proposed method and prove that the solutions produced can never increase complexity of representation of SOPs compared to the given initial representations. Section VI contains experimental results and Section VII concludes the paper.
II. PRELIMINARIES

A. Totally symmetric functions
Let f (x) = f (x n−1 , . . . x 0 ) a Boolean function of n ≥ 2 inputs and a single output. The function f is symmetric in x i and x j iff
(1) The function f is totally symmetric iff it is symmetric in all pairs of its variables.
A function f (x) = S i (x) is called an elementary symmetric function with working parameter i iff
where ||x|| is the Hamming weight of x. There are n + 1 elementary symmetric functions satisfying
Any symmetric function can be represented as a linear combination of elementary symmetric functions, i.e. A Fixed Polarity Reed-Muller (FPRM) expansion is an EXOR of product terms, where no two products consists of the same variables and each variable appears in complemented or un-complemented form, but not in both [24] . In matrix notation [1] , the FPRM expansion of a function f (x n−1 , . . . x 0 ) with a given polarity vector h = (h n−1 , . . . h 1 , h 0 ), is defined as
where ⊗ is a Kronecker product,
and F is the truth vector. The number of product terms in the FPRM depends on the polarity vector.
Example 2:
The FPRM expansion of the 3-out-of-5 function in Example 1 with a positive polarity (h = 0) comprises 10 terms,
The positive polarity produces the minimal number of terms, all the other 31 polarity vectors produces FPRM expansions of at least 16 product terms.
B. Gray code
The reflected binary code, also known as Gray code after Frank Gray [6] , is used for listing n-bit binary numbers so that successive numbers differ in exactly one bit position. The definition of the Gray encoding and decoding is the following: Elements of a binary vector of length n, z = (z n−1 , . . . z 0 ) and the vector x = (x n−1 , . . . x 0 ) derived by Gray encoding are related as
otherwise
otherwise .
This relation can be written using matrix notation as
is a nonsingular matrix of the form
and
E . The matrices G E and G D are called the Gray encoding and the Gray decoding matrices, respectively. The implementation of the Gray encoder (decoder) requires n − 1 two-input EXOR gates.
Example 3: Let n = 4 and z = (1, 1, 0, 1) then Any set of n linearly independent vectors forms a basis, and in particular, the columns {τ i } n−1 i=0 of the matrix G E . Since Ix = G E z, the vector x can be interpreted as the coefficient vector that defines an element of {0, 1} n using the initial basis, and z can be interpreted as the coefficient vector representing an element with the set of τ 's. Thus, the matrices G E and G D define a linear transformation between the coefficient vectors. In theoretical considerations, complexity of circuit realization of a Boolean function is usually estimated without referring to a specific implementation technology. It is, therefore, often expressed in the number of two-input gates (AND/OR) that are required for the realization of the function considered. Formally, this criterion can be written in terms of a cost function [12] , [26] 
where + stands for a bitwise EXOR of two binary vectors and ||τ || is the Hamming weight of a binary vector τ. The autocorrelation function of f, is defined as R(τ ) = x∈{0,1} n f (x)f (x ⊕ τ ). For a given function f, the value of μ can be related to the values of the autocorrelation function of f, at points corresponding to the base vectors, In the case of initial basis, these are points 2 i , and linear transformation of variables performs the shift of these values.
There is a variety of minimization procedures that construct a linear transformation deterministically, see, for instance [14] , [15] and [28] and references therein. It should be noticed that implementation of such procedures may be a space and time demanding task, and therefore, it is useful to take into considerations specific features of functions to be realized. In particular, we point out that for totally symmetric Boolean functions the linear transformation of variables derived from the Gray code almost always reduce the implementation cost. The same transformation often reduces the number of terms in Fixed polarity Reed-Muller expressions.
IV. MOTIVATION EXAMPLE
Consider the 3-out-of-5 function in Example 1. Let G E and the G D be the 5×5 Gray encoding and decoding matrices. The columns of G E are binary vectors of length 5 corresponding to the integer values 1, 3, 6, 12 and 24. Let z = G D x be the Gray decoded inputs. Table II shows the K-map of f GD . The minimal SOP representation of f GD consists of 5 products,
The FPRM expansion of f GD with a polarity vector h = (11000) is
The values of the autocorrelation function of the original 3-out-of-5 function are shown in Figure 2 0, . . . , 4 is 4 · 6 + 0, therefore, the number of pairs in the first merging step of the Quine-McClusky minimization algorithm is now 12 which leads to a minimal SOP representation.
||τ || is even 0 otherwise
Therefore, the autocorrelation values in positions corresponding the the initial set of base vectors
On the other hand, the autocorrelation values at positions corresponding to the base vectors τ i = δ i + δ i+1 , i = 0, . . . n − 2, defined by the columns of the Gray encoding matrix G E , are
The following Theorem states that the realization cost of f GD with the Gray decoded inputs is less or equal to the realization cost of f for any totally symmetric function.
, a i ∈ {0, 1} a totally symmetric function, and let f GD the corresponding function with the Gray decoded inputs, i.e. f (
Proof: The proof is based the fact that
We now show that Δ i ≥ 0 for all i. From 6, if a k = 0 than d k = 0, otherwise, there are four possible cases:
3) If a k+1 = 0 and a k+2 = 1 than d k > 0. 4) If a k+1 = 1 and a k+2 = 0 than we may consider the sum d k + d k+1 and get [12] , the cost function μ f of a function f : {0, 1} n → {0, 1} equals to
, and thus μ fG D ≥ μ f .
VI. EXPERIMENTAL RESULTS
In this section, we compare the implementation cost of the original and Gray-coded functions in terms of: a) The number of Look-Up-Tables (LU T s) required to implement the function by SPARTAN3 xcs200ft256 as computed by LeonardoSpectrum. b) The number of literals (L) in its minimal SOP representation as produced by ESPRESSO. c) The number of nonzero terms in the optimal Fixed-Polarity Reed-Muller (F P RM) expansion. Tables III and IV show the number LUTs for several totally symmetric functions of 8 and 12 input variables, the number of literals in the minimal SOP expression and the number of non-zero FPRM terms as computed with and without the Gray decoding. The improvement in those parameters is given in percentage. The symmetric functions f = i a i S i (x) are specified by a set I, I = {i|a i = 0}, of working parameters, I is written in the left column of Tables III and IV. Table V shows how the Gray decoding reduces the implementation cost of several totally symmetric LGSynth93 benchmark functions. Given a polarity vector, the number of non-zero FPRM terms of a k-output function is defined as the size of the union of the non-zero terms in the FPRM expansion of each one of the k single-output functions. For example, the original benchmark function rd84 has four outputs, the number of non-zero FPRM terms of each is 28, 8, 1 and 70 and the size of the union of these terms is 107. The number of non-zero terms of the corresponding Gray coded single-output functions is 14, 4, 1 and 38 and the size of their union is 39. VII. CONCLUSIONS
The problem of linearization of logic functions may be considered as a determining a linear transform for variables in a given function, which produces a representation of the function appropriate for particular applications. However, it is not always necessary to determine the best possible linear transformation for a class of functions. For many practical applications it is sufficient to find a suitable transform producing acceptable solutions.
In this paper we consider the class of symmetric functions and point out a suitable linear transformation of variables resulting in considerably reduced number of product terms in AND-OR and Reed-Muller expressions.
We propose a method to represent a symmetric logic function as a superposition of a linear portion that realize the Gray decoding of input vectors and a non-linear portion. Being a particular case of the linear transformation, the described Gray decoding transform enables to achieve very compact implementations of the initial symmetric function.
We have shown that the use of the Gray transform improves the complexity of the initial function implementation in terms of a specific cost function. Experimental results show that for majority of benchmarks the proposed method improves also a LUT based implementation of the function. The suggested approach can be extended to partially symmetric functions by the Gray decoding of each symmetry class separately.
