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Abstrakt:
Ciel’om bakalárskej práce je predstavit’ základné pojmy regresnej analýzy a ná-
sledne regresné spliny ako parametrické modely pre regresnú funkciu. Sú diskuto-
vané základné vlastnosti regresných splinov (spojitost’, spojitost’ derivácíı, vol’ba
polohy a počtu uzlových bodov). Ďalej sú predstavené dve bázy vhodné pre re-
prezentáciu regresných splinov (useknutá mocninová báza a B-spliny). Taktiež
je predstavený model prirodzených (kubických) splinov a je odvodená vhodná
báza pre jeho reprezentáciu. Následne je diskutované použitie prirodzených spli-
nov za účelom zvýšenia presnosti odhadu regresnej funkcie, sú odvodené vzorce
pre strednú štvorcovú chybu odhadu a je kvalitat́ıvne diskutované a ilustrované,
za akých okolonost́ı je použitie prirodzených splinov vhodné. Práca je doplnená
Monte Carlo simuláciou, zasadenou do kontextu modelov splinov, ktorej výsledky
naznačujú, že v praxi bežne použ́ıvané kritéria pre výber modelu (R2adj, PRESS
štatistika, test hypotézy) neposkytujú vždy správne rozhodnutie, aký model je
skutočne optimálny z hl’adiska presnosti odhadu regresnej funkcie. Všetky výpočty
sú prevedené v softvéri R a sú k dispoźıcii v elektronickej pŕılohe.
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Mnoho problémov, či už v technických alebo ekonomických odvetviach, zahŕňa
skúmanie vzt’ahu, teda závislosti alebo nezávislosti medzi dvoma alebo viacerými
premennými. Riešeńım práve týchto problémov sa zaoberá regresná analýza.
Regresná analýza je dôležitým štatistickým nástrojom zahrňujúci množstvo
metód, pomocou ktorých odhadujeme mimo iné aj strednú hodnotu nejakej ná-
hodnej veličiny Y . Túto náhodnú veličinu nazývame odozva alebo závislá pre-
menná. Jej strednú hodnotu odhadujeme na základe jednej alebo viacerých spo-
jitých či diskrétnych velič́ın nazývaných regresory, vysvetl’ujúce alebo nezávislé
premenné. Pokial’ skúmame závislost’ strednej hodnoty závislej premennej na hod-
notách jednej nezávislej premennej, hovoŕıme o tzv. jednoduchej lineárnej regresii,
kdežto pri skúmańı závislosti na hodnotách viacerých nezávislých premenných ide
o viacnásobnú regresnú analýzu.
Závislost’ medzi strednou hodnotou závislej a danými nezávislými premennými
bude popisovat’ funkcia, ktorú nazývame regresná funkcia. Krivka určujúca para-
metrický predpis regresnej funkcie môže nadobúdat’ vel’a rôznych podôb, z ktorých
sa primárne budeme venovat’ regresnej funkcii splinov1.
V úvode kapitoly 2 si predstav́ıme jeden z najjednoduchš́ıch regresných mo-
delov - regresný model priamky. Z názvu je zrejmé, že vzt’ah popisujúci závislost’
strednej hodnoty závislej a nezávislej premennej bude lineárny, teda regresnou
funkciou bude v tomto pŕıpade (regresná) priamka. Práve na tomto modeli si
ukážeme ako z dát, ktoré tvoŕı súbor n pozorovańı spomı́naných premenných,
vypoč́ıtame odhady regresných koeficientov určujúcich tvar odhadnutej regres-
nej priamky. Odhady vypoč́ıtame metódou najmenš́ıch štvorcov, ktorú si bližšie
poṕı̌seme v sekcii 2.3. Ďalej si v kapitole 2 zadefinujeme lineárny model viac-
násobnej regresie. Následne si v sekcii 2.4 zadefinujeme podmodel a ukážeme si
dva pŕıstupy ako ho môžeme z modelu źıskat’. Ďalej si v danej sekcii zadefinu-
jeme F-test, ktorým skúmame pŕıpadnú platnost’ podmodelu. Záver kapitoly 2 je
venovaný rôznym kritériám pre výber regresného modelu.
V kapitole 3 si predstav́ıme regresné spliny. Poṕı̌seme si ich základné vlastnosti
a následne si predstav́ıme dva rôzne systémy bázových funkcíı, ktorých lineárnou
kombináciou źıskame regresnú funkciu regresného splinu. Následne budeme v sek-
cii 3.5 rozoberat’ rôzne pŕıstupy vol’by polohy a počtu uzlových bodov. Ďalej si
predstav́ıme model prirodzených splinov a odvod́ıme si vhodnú bázu pre jeho re-
prezentáciu. V sekcii 3.7 budeme diskutovat’, za akých okolnost́ı je vhodné použit’
1 č́ıtaj splajnov
2
prirodzené spliny za účelom zvýšenia presnosti odhadu regresnej funkcie. V závere
práce budeme Monte Carlo simuláciou kvalitat́ıvne skúmat’, či sa na základe v
praxi bežne použ́ıvaných kritéríı pre výber regresného modelu môžeme správne





Model lineárnej regresie môžeme chápat’ ako predpis, ktorý nám bližšie popi-
suje vzt’ah medzi závislou a nezávislou premennou. Defińıciu modelu viacnásobnej
lineárnej regresie môžeme nájst’ v sekcii 2.2, no pre názornost’ a lepšie pochopenie
si postupy a metódy vyšetrovania vzt’ahu medzi strednou hodnotou náhodnej
veličiny Y a hodnotami jednej nenáhodnej veličiny, ukážeme na pŕıklade re-
gresného modelu priamky. V tomto kontexte budeme uvažovat’, že naša nezávislá
premenná je nejaká spojitá nenáhodná veličina, ktorú budeme značit’ x.
2.1 Pŕıklad regresného modelu priamky
Ako sme už naznačili v úvode kapitoly, predpokladáme, že regresná funkcia
popisujúca vzt’ah medzi premennými bude priamka. Naše dáta budú pozostávat’
z n pozorovańı (Yi, xi), i = 1,...,n, kde Yi predstavuje i-tú hodnotu závislej pre-
mennej a xi bude zase predstavovat’ i-tú hodnotu nezávislej premennej. Regresný
model priamky môžeme zaṕısat’ v tvare
Yi = β0 + β1xi + εi, (2.1)
ktorý môžeme interpretovat’ tak, že pre dané konštanty xi pozostávajú odpo-
vedajúce hodnoty Yi z hodnoty β0 + β1xi a nejakého náhodného vychýlenia
označeného εi. Aby tento model sṕlňal predpoklady lineárneho regresného mo-
delu (Def. 1), muśı mimo iné platit’ E εi = 0 pre každé i = 1,...,n. Potom z rovnice
(2.1) vyplýva
EYi = β0 + β1xi. (2.2)
Rovnica (2.2) nám udáva hodnotu regresnej funkcie v i-tom pozorovańı. Neznáme
parametre β0 a β1, nazývané regresné koeficienty, predstavujú prienik priamky s
osou y a smernicu našej regresnej priamky. Tieto parametre sa budeme snažit’ z
našich dát čo najlepšie odhadnút’.
Odhady, či už koeficientov β0 a β1, alebo strednej hodnoty odozvy Yi, budeme
značit’ symbolom striešky, tj. β̂0, β̂1 alebo Ŷi. Odhad Ŷi, ktorý nazývame i-tou
vyrovnanou hodnotou, môžeme zaṕısat’ v tvare
Ŷi = β̂0 + β̂1xi. (2.3)
Odhady β̂0 a β̂1 budeme hl’adat’ pomocou metódy najmenš́ıch štvorcov, bližšie
poṕısanú v sekcii 2.3. Touto metódou budeme minimalizovat’ sumu štvorcov chyby,
4







(Yi − β0 − β1xi)2, (2.4)
pričom výraz (2.4) je funkciou v neznámych parametroch β0 a β1. Ako sme už
naznačili, chceme nájst’ také hodnoty parametrov β0 a β1, v ktorých je (2.4)
minimálna, teda pôjde o problém hl’adania minima funkcie dvoch premenných.
Hodnoty, v ktorých je (2.4) minimálna, sú práve odhady metódou najmenš́ıch
štvorcov.












(Yi − β0 − β1xi)(−xi).
(2.5)
Následne si derivácie (2.5) polož́ıme rovné nule, č́ım źıskame systém rovńıc,
ktorý nazývame systémom normálnych rovńıc. Po vydeleńı týchto rovńıc č́ıslom
(−2) a rozvedeńı súm dostane naše hl’adané odhady β̂0 a β̂1 ako
n∑
i=1














Systém rovńıc (2.6) má práve jedno riešenie, ak aspoň dve z hodnôt xi, i =
1,...,n sú navzájom rôzne. Je zrejmé, že minimalizovaná funkcia (2.4) je konvexná
(vid’ sekciu 2.3), riešenie je teda skutočne globálnym minimom.
Riešeńım rovńıc (2.6) dostaneme odhady β̂0 a β̂1 v tvare
β̂0 =
∑n





























kde x̄ = 1
n
∑n




i=1 Yi sú aritmetické priemery.
V praxi sa však tento postup výpočtu odhadov regresných koeficientov, tj.
dosadeńım do (2.7) a (2.8), nepouž́ıva. Vhodneǰsou alternat́ıvou je použitie vbu-
dovanej funkcie lm() v softvéri R. Ďalej v práci budeme dopoč́ıtavat’ odhady práve
využit́ım tejto funkcie.
Regresný model priamky nemuśı byt’ v niektorých pŕıpadoch dost’ flexibilný
na to, aby dostatočne dobre poṕısal vzt’ah závislosti strednej hodnoty Y na
x. V praxi je preto bežné tento vzt’ah popisovat’ flexibilneǰśımi funkciami, ako
napŕıklad kvadratickým alebo kubickým polynómom, či regresnými splinami,
ktoré sú špeciálnymi pŕıpadmi lineárneho modelu viacnásobnej regresie. Ten si
zadefinujeme v nasledujúcej sekcii 2.2. Spomenutými špeciálnymi pŕıpadmi re-
gresných funkcíı (a mnohými d’aľśımi) sa potom budeme zaoberat’ v kapitole 3.
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2.2 Model viacnásobnej lineárnej regresie
Model viacnásobnej lineárnej regresie sa od modelu regresnej priamky ĺı̌si
predpokladom, že pre každú hodnotu náhodnej veličiny Yi, i = 1, . . . ,n je po-
zorovaných obecne k rôznych hodnôt známych nenáhodných konštánt xij, j =
1, . . . , k, tj. nezávislých premenných, ktoré nejakým spôsobom ovplyvňujú strednú
hodnotu velič́ın Y1, . . . ,Yn.
Predpokladajme, že vzt’ah medzi strednou hodnotou Yi, i = 1, . . . , n a danými
hodnotami nenáhodných konštánt môžeme poṕısat’ nasledovne
EYi = β0 + β1xi1 + . . .+ βkxik, i = 1, . . . , n, (2.9)
pričom βj, j = 0, . . . , k, sú neznáme parametre, tj. regresné koeficienty. Známe
konštanty vyskytujúce sa v rovnici (2.9) je vhodné pre ich d’aľsie použitie usporia-




1 x11 · · · x1k





1 xn1 · · · xnk
 . (2.10)
Poznámka. V práci budeme uvažovat’, že st́lpce regresnej matice X sú lineárne
nezávislé, teda matica X bude mat’ plnú hodnost’ h(X) = k + 1.
Prvý st́lpec regresnej matice X, odpovedajúci jednotkovému vektoru, prislúcha
regresnému parametru β0, ktorý nazývame absolútny člen. Tento člen nám udáva
očakávanú hodnotu veličiny Y v pŕıpade, ak by všetky vysvetl’ujúce premenné boli
rovné nule. Nad’alej v práci budeme uvažovat’, že pojmom lineárny regresný model
(vid’ Def. 1) mysĺıme práve lineárny regresný model s absolútnym členom. Pojem
lineárny zdôrazňuje, že vzt’ah popisujúci závislost’ medzi závislou a nezávislými
premennými je lineárny v regresných koeficientoch.
Poznámka. Konštanty xij nemusia obsahovat’ iba hodnoty pozorovańı, ale môžu
nadobúdat’ tvar stransformovaných pôvodných porovańı, napr. transformáciou
jednej nezávislej premennej xi v tvare xi1 = xi a xi2 = x
2
i sa v Kapitole 3
dostaneme k predpisu modelu kvadratickej regresie. Stransformované konštanty
xij zvykneme nazývat’ regresory.
Nasledujúca defińıcia lineárneho regresného modelu je sformulovaná podl’a [3].
Defińıcia 1. Nech Y = (Y1, . . . ,Yn)
> je náhodný vektor n × 1 a nech Xn×(k+1)
je matica známych reálnych konštánt určená predpisom (2.10). Nech n > k+ 1 a
h(X) = k + 1. Povieme, že Y spolu s maticou modelu X spĺňa lineárny regresný
model, ak pre vektor neznámych regresných parametrov β = (β0, β1, . . . , βk)
> plat́ı
Yi = β0 + β1xi1 + . . .+ βkxik + εi, (2.11)
kde εi, i = 1, . . . ,n, ktoré nazveme chybové členy, sú zložky náhodného vektora ε,
pre ktorý plat́ı E ε = 0 a var ε = σ2In, pričom σ2 > 0 je d’aľśı neznámy parameter.
Z Defińıcie 1 môžeme vyvodzovat’, že náhodný vektor Y má strednú hodnotu
Xβ a variačnú maticu σ2In, ktorou predpokladáme rovnaký rozptyl a nekore-
lovanost’ jednotlivých zložiek náhodného vektora Y. Lineárny (regresný) model
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budeme zapisovat’ v tvare Y ∼ (Xβ, σ2In) alebo ho pŕıpadne môžeme zaṕısat’
vektorovo ako Y = Xβ + ε, kde ε ∼ (0, σ2In).
Ak by sme špeciálne uvažovali, že vektor Y má mnohorozmerné normálne
rozdelenie, potom model Y ∼ Nn(Xβ, σ2In) budeme nazývat’ normálny lineárny
model. V tomto modeli plat́ı ε ∼ Nn(0, σ2In). Uvažovańım daného predpokladu
si v sekcii 2.3 ukážeme základne vlastnosti a rozdelenie štatist́ık týkajúcich sa
(nielen) odhadu vektora regresných koeficientov β, ktorý źıskame metódou naj-
menš́ıch štvorcov.
2.3 Metóda najmenš́ıch štvorcov
Metóda najmenš́ıch štvorcov (MNŠ) patŕı medzi najpouž́ıvaneǰsie metódy na
výpočet odhadu regresných koeficientov. Označme β̂ vektor odhadnutých re-
gresných koeficientov β̂j, j = 0, . . . ,k a rovnako ako v sekcii 2.1, nám hodnoty
vektora Ŷ = Xβ̂, ktorý nazývame vektorom vyrovnaných hodnôt, budú predsta-
vovat’ odhadnuté stredné hodnoty závislej premennej. Jednotlivé zložky vektora
Ŷ sú dané nasledovne
Ŷi = β̂0 + β̂1xi1 + . . .+ β̂kxik, i = 1, . . . , n. (2.12)
Vzt’ah (2.12) môžeme vektorovo zaṕısat’ ako Ŷi = x
>
i β̂, i = 1, . . . , n, kde vektor
xi = (1, xi1, xi2, . . . , xik)
>, i = 1, . . . ,n je i-tým riadkom matice X. Predtým, ako
si ukážeme výpočet vektora β̂, uvedieme si defińıciu sformulovanú podl’a [1], ktorá
s metódou najmenš́ıch štvorcov úzko súviśı.
Defińıcia 2. Náhodný vektor u = Y−Ŷ budeme nazývat’ vektorom reźıdúı a jeho
jednotlivé zložky určujúce vzdialenost’ medzi Yi a Ŷi, tj. ui=Yi − Ŷi = Yi − x>i β̂
budeme nazývat’ reźıduum. Ďalej, náhodnú veličinu




budeme nazývat’ reziduálny súčet štvorcov.
Vektor β̂ budeme hl’adat’ tak, aby RSS, teda vzdialenost’ medzi vektormi Y a
Ŷ, bola v euklidovskom priestore čo najmenšia. Podl’a [4] je




(Yi − x>i β)2 = arg min
β∈Rk+1
(Y −Xβ)>(Y −Xβ). (2.13)
Maticové derivácie (2.13) podl’a vektoru β
∂
∂β
(Y−Xβ)>(Y−Xβ) = −X>(Y−Xβ)−(Y−Xβ)>X = −2(X>Y−X>Xβ),
polož́ıme rovné nule, č́ım źıskame systém k+1 lineárnych rovńıc. Vektor β̂ źıskame
riešeńım systému (normálnych) rovńıc (2.14)
(X>X)β̂ = X>Y. (2.14)
Minimalizovaná funkcia (2.13) je konvexná, ked’že jej druhá derivácia podl’a vek-
toru β je rovná 2X>X, čo je pozit́ıvne semidefinitná matica (vid’ Tvrd. 1).
Riešenie sústavy (2.14) bude preto globálne minimum.
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Defińıcia 3. Symetrická matica A je pozit́ıvne definitná, ak pre každý vektor y 6=
0 je y>Ay > 0, ([6, str. 209]). Štvorcová matica A je symetrická ak A = A>,([7,
str. 45]).
Tvrdenie 1. Matica X>X je pozit́ıvne definitná.
Dôkaz. Pre X>X plat́ı
(X>X)> = X>X,
teda matica je symetrická. Uvažujme nejaký vektor y 6= 0. Výraz
y>X>Xy = (Xy)>(Xy), (2.15)
je suma štvorcov, teda je nezáporný. Z lineárnej nezávislosti st́lpcov matice X
vyplýva, že Xy 6= 0, (pre y 6= 0), vid’ [7, str. 25], teda výraz 2.15 je kladný.
k
Ak predpokladáme lineárnu nezávislost’ st́lpcov matice X, štvorcová matica
X>X je regulárna, a preto existuje práve jedno riešenie danej sústavy (2.14), a
to
β̂ = (X>X)−1X>Y.
Vektor Ŷ môžeme ṕısat’ v tvare Ŷ = Xβ̂ = X(X>X)−1X>Y, pričom maticu
X(X>X)−1X> si označ́ıme H, takže plat́ı Ŷ = HY.
Poznámka. Označenie matice X(X>X)−1X> ṕısmenom H je zauž́ıvané v regres-
nej analýze podl’a anglického slova hat, tj. strieška.
Tvrdenie 2. Matica H je idempotentná (plat́ı HH = H) a plat́ı HX = X.
Dôkaz. Je zrejmý dosadeńım H = X(X>X)−1X>.
k
Vlastnosti odhadov źıskaných MNŠ
V nasledujúcich vetách si ukážeme základné vlastnosti odhadu vektora re-
gresných koeficientov β̂ źıskaného metódou najmenš́ıch štvorcov, ako aj odhadu
vektora strednej hodnoty odozvy Ŷ.
Veta 3. Nech Y ∼ (Xβ, σ2In). Pre β̂ plat́ı E β̂ = β , var β̂ = σ2(X>X)−1.
Dôkaz. Vid’ [3, str. 82].
k
Poznámka. Pre naše d’aľsie potreby si zavedieme maticu V = (X>X)−1 a jej
jednotlivé zložky si označ́ıme vij, 0 ≤ i,j ≤ k.
Veta 4. Nech Y ∼ (Xβ, σ2In). Pre Ŷ plat́ı E Ŷ = Xβ , var Ŷ = σ2H.
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Dôkaz. S využit́ım vety 3 môžeme dôkaz zjednodušit’ nasledovne
E Ŷ = EXβ̂ = XE β̂ = Xβ,
var Ŷ = var (Xβ̂) = X var β̂X> = Xσ2(X>X)−1 X> = σ2H.
k
Dôsledok 1. Metódou najmenš́ıch štvorcov sme źıskali nestranné odhady vektoru
β a EY.
Uvažovańım normálneho lineárneho modelu Y ∼ Nn(Xβ, σ2In) môžeme podl’a
[1] sformulovat’ d’aľsie vety, prostredńıctvom ktorých si urč́ıme rozdelenia jedno-
tlivých štatist́ık.
Veta 5. Nech Y ∼ Nn(Xβ, σ2In). Potom
(i) Ŷ ∼ Nn(Xβ, σ2In), (2.16)





kde χ2n−k−1 je ch́ı-kvadrát rozdelenie s n− k − 1 stupňami vol’nosti.
Dôkaz. Vid’ [2, str. 62].
k
Teraz si v nasledujúcej sekcii 2.4 zadefinujeme d’aľśı dôležitý pojem lineárnej
regresie, a to podmodel. Následne si ukážeme dva spôsoby źıskania podmodelu, a
to vypusteneńım st́lpcov regresnej matice X a zavedeńım lineárnych obmedzeńı
na regresné koeficientu lineárneho regresného modelu.
2.4 Podmodel
V praxi sa často vyžaduje, aby model popisujúci vzt’ah medzi závislou pre-
mennou a regresormi bol čo najjednoduchš́ı. Hl’adáme teda taký model, ktorý
zmenšuje priestor M(X) (vid’ Poznámku nižšie) všetkých možných stredných
hodnôt náhodného vektoru Y. Tento model nazývame podmodel. Uved’me si jeho
defińıciu sformulovanú podl’a [1].
Poznámka. Symbolom M(X) budeme značit’ lineárny obal st́lpcov matice X.
Tento lineárny priestor, ktorý je tvorený všetkými lineárnymi kombináciami st́lp-
cov matice X, nazývame regresným priestorom. Je zrejmé, že EY ∈M(X), ked’že
EY = Xβ.
Defińıcia 4. Povieme, že plat́ı podmodel modelu Y ∼ (Xβ, σ2In), ak pre ne-
jaký vektor β0 a maticu (nenáhodných) konštánt X0, ktorá spl’̌na M(X0) ⊂
M(X), 0 < h(X0) = r0 < k + 1, plat́ı EY = X0β0.
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Porovnanie modelu a podmodelu patŕı medzi jednu z najdôležiteǰśıch metód v
regresnej analýze. Ako môžeme vidiet’ vo vete 6, porovnávanie modelov je založené
na rozdiely medzi reziduálnym súčtom štvorcov v modeli, ktorý budeme značit’
štandardne (podl’a Def. 2) RSS a reziduálnym súčtom štvorcov v podmodeli,
ktorý budeme značit’ RSS0. Pre odvodenie tvaru testovej štatistiky o prechode k
podmodelu uvažujme opät’ normálny lineárny model.
Veta 6 (F-test). Ak plat́ı v normálnom lineárnom modeli Y ∼ Nn(Xβ, σ2In)
podmodel, potom
F0 =
n− k − 1




kde Fk+1−r0,n−k−1 predstavuje Fisherovo rozdelenie s k+1−r0 a n−k−1 stupňami
vol’nosti.
Dôkaz. Vid’ [1, str. 31].
k
Štatistika F0 z vety 6 je testovou štatistikou tzv. F -testu, ktorého nulová
hypotéza je H0 : EY ∈ M(X0) a alternat́ıva H1 : EY /∈ M(X0). Ak nulovú
hypotézu H0 nezamietame v prospech alternat́ıvy, znamená to, že plat́ı podmo-
del Y ∼ Nn(X0β0, σ2In). H0 zamietame, ak F0 ≥ Fk+1−r0,n−k−1(1 − α), kde
Fk+1−r0,n−k−1(1− α) znač́ı (1− α)-kvantil rozdelenia Fk+1−r0,n−k−1.
V tejto práci si ukážeme dva pŕıstupy źıskania podmodelu, a to vypusteńım
st́lpcov matice X a zavedeńım lineárnych obmedzeńı na vektor β. Druhý zo spo-
menutých spôsobov źıskania podmodelu budeme následne využ́ıvat’ v kapitole 3
napr. pri źıskavańı podmodelu regresných splinov, a to model prirodzených spli-
nov, (vid’ sekciu 3.6).
2.4.1 Vypustenie st́lpcov matice X
Prvý, jednoduchš́ı postup ako od modelu prejst’ k jeho podmodelu, je vypu-
steńım st́lpcov regresnej matice X. Predpokladajme rozklad matice X = (X0|X1)




Rr0 a β1 ∈ Rk+1−r0 . Náš model Y môžeme ṕısat’ v tvare
Y = X0β0 + X1β1 + ε. (2.20)
Ak si označ́ımeRSS0 reziduálny súčet štvorcov v podmodeli Y ∼ Nn(X0β0, σ2In),
môžeme (uvažovańım ε ∼ Nn(0, σ2In)) štatistikou (2.19) a hypotézou H0 : β1 = 0
testovat’ prechod od modelu (2.20) k spomı́nanému podmodelu.
2.4.2 Lineárne obmedzenia na regresné koeficienty
Druhý postup, ako môžeme źıskat’ podmodel, je zavedeńım lineárnych obme-
dzeńı na vektor regresných koeficientov β. Lineárne obmedzenia môžeme vyjadrit’
v tvare Tβ = c, pričom matica T má rozmery d × (k + 1) a vektor konštánt c
má rozmery d× 1.
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Poznámka. Hodnota d nám určuje počet obmedzeńı aplikovaných na regresné
koeficienty
Teraz si uved’me vetu, sformulovanú podl’a [1] o tom, že dané lineárne obme-
dzenia nám skutočne určujú podmodel.
Veta 7. Nech matica Td×(k+1) má lineárne nezávislé riadky. Ďalej nech plat́ı
0 < d < k+1 = h(X) a súčasneM(T>) ⊂M(X>). Potom konzistentná sústava
lineárnych rovńıc
Tβ = c
určuje podmodel modelu Y ∼ (Xβ, σ2In) dimenzie r0 = k + 1− d.
Dôkaz. Vid’ [1, str. 33].
k
Odhad strednej hodnoty Y budeme opät’ hl’adat’ metódou najmenš́ıch štvorcov,
teda minimalizovańım ‖Y − Xβ‖2 s tým, že zároveň plat́ı Tβ = c. Vektor
Ŷ0 = Xβ̂0, ktorý predstavuje odhad EY v podmodeli, budeme hl’adat’ tak, aby
vzdialenost’ medzi vektormi Ŷ0 a Y bola v priestoreM(X) čo najmenšia. Vektor
β̂0, teda vektor odhadnutých regresných koeficientov v podmodeli, ktorý sṕlňa
Tβ̂0 = c, źıskame pomocou metódy Langrageových multiplikátorov, pričom mi-
nimalizovanú funkciu uvažujeme v tvare
Φ(β,λ) = ‖Y −Xβ‖2 + 2λ>(Tβ − c),
kde zložky vektora λd×1 sú Langrangeové multiplikátory. Postup riešenia daného
minimalizujúceho problému môže čitatel’ nájst’ v [1, str. 33], odkial’ je prevzatý
nasledujúci tvar vektoru β̂0 a varβ̂0 nasledovne











Na záver tejto kapitoly si povieme niečo o predpovediach. Táto téma tvoŕı
základ regresnej analýzy, ked’že často chceme zistit’ predpoved’ individuálnej alebo
odhad strednej hodnoty závislej premennej v nejakom novom, nami doteraz ne-
pozorovanom bode. Tejto téme ako aj
V sekcii 2.5 si zadefinujeme tvar predpovede individuálnej a odhadu strednej
hodnoty závislej premennej ako aj ukazovatele toho, ako dobre prekladá dáta
odhadnutá regresná funkcia lineárneho modelu.
2.5 Ďaľsie pojmy regresnej analýzy
2.5.1 Odhad strednej hodnoty závislej premennej v no-
vom bode
Pri pojme predpoved’ sa nám často vybav́ı odhadovanie budúcej hodnoty
závislej premennej na základe nami už pozorovaných hodnotách regresorov. V
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kontexte lineárnej regresie sa predpoved’ou mysĺı odhad hodnoty náhodnej veličiny
Y v nejakom novom bode x∗ = (1, x∗1, . . . , x∗k)
>, pričom uvažujeme x∗ ∈M(X>)
a regresory x∗j, j = 1, . . . ,k sú opät’ nenáhodné konštanty. Nasledujúca teória sa
opiera o výklad knihy [5, Sek. 3.6.5].
Uvažujme model Y ∼ (Xβ, σ2In). Predpoved’ individuálnej hodnoty závislej
premennej v bode x∗ uvažujeme v tvare
Y∗ = β0 + β1x∗1 + . . .+ βkx∗k + ε∗, (2.23)
kde chyba ε∗ je nezávislá so zložkami vektora ε lineárneho regresného modelu.
Predpokladajme, že Eε∗ = 0 a varε∗ = σ2. Pre (teoretickú) strednú hodnotu Y∗
(v bode x∗) potom plat́ı
EY∗ = x>∗ β. (2.24)
Odhad výrazu (2.24) uvažujeme podl’a [5] v tvare
Ŷ∗ = β̂0 + β̂1x∗1 + . . .+ β̂kx∗k = x
>
∗ β̂. (2.25)
Tvrdenie 8. Pre Ŷ∗ plat́ı EŶ∗ = x>∗ β a varŶ∗ = σ2x>∗ (X>X)−1x∗.
Dôkaz. Platnost’ EŶ∗ = x>∗ β je využit́ım Vety 3 zrejmá.
Opät’ využit́ım Vety 3 dostaneme varŶ∗ = x
>




Dôsledok 2. Ŷ∗ je nevychýleným odhadom (vid’ Def. 5) predpovede Y∗.
Defińıcia 5. Povieme, že odhad θ̂ je nevychýleným odhadom (skalárneho) para-
metru θ, ak plat́ı
E(θ̂ − θ) = bias(θ̂, θ) = 0.
Dôkaz. (Dôsledku 2). Plynie priamo z tvrdenia 8.
k
K predpovediam sa vrátime v podsekcii 2.5.3, kde vyššie poṕısanú teóriu
použijeme napr. pre defińıciu tzv. PRESS štatistiky, a potom neskôr v sekcii
3.7. Predtým, ako sa k spomı́nanej podsekcii dostaneme, zadefinujme si niekol’ko
d’aľśıch pojmov potrebných pre pochopenie a odvodenie výrazov v danej podsek-
cii.
2.5.2 Sumy štvorcov v lineárnom modeli
V tejto podsekcii si zadefinujeme d’aľsie sumy štvorcov často použ́ıvané v
regresnej analýze a uvedieme si vetu, ktorá popisuje vzt’ah medzi nimi a RSS.
Pripomeňme si, že v práci uvažujeme lineárny (regresný) model, ktorý (spravidla)
obsahuje absolútny člen. Tento predpoklad odpovedá tomu, že niektorý zo st́lpcov
regresnej matice X je identicky rovný 1n. Podl’a [2, str. 66] model Y ∼ (Xβ, σ2In)
potom splňuje slabšiu požiadavku
1n ∈M(X). (2.26)
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Poznámka. Pre modely nesṕlňajúce požiadavku (2.26) nasledujúca defińıcia a
veta neplat́ı.
Defińıcia 6. Nech Y ∼ (Xβ, σ2In). Potom výrazy definované nasledujúcimi pred-
pismi nazveme




(Yi − Ȳ )2. (2.27)




(Ŷi − Ȳ )2. (2.28)
Výraz SST definovaný predpisom (2.27) môžeme chápat’ ako celkovú variabi-
litu hodnôt závislej premennej. Výraz SSR určený (2.28) predstavuje čast’ varia-
bility, ktorú môžeme vysvetlit’ pôsobeńım regresorov, tzv. vysvetlená variabilita,
zatial’ čo hodnota RSS udáva tzv. nevysvetlenú variabilitu.
Veta 9. Nech Y ∼ (Xβ, σ2In), potom pre sumy štvorcov plat́ı rovnost’
n∑
i=1










(Yi − Ŷi)2︸ ︷︷ ︸
RSS
. (2.29)
Dôkaz. Vid’ [2, str. 66].
k
Pomocou Defińıcie 6 a Vety 9, ako aj teóriou poṕısanou v podsekcii 2.5.1,
môžeme prejst’ k defińıcii a určeńı výrazov, ktoré nám vyjadrujú ako dobre mo-
del popisuje vzt’ah medzi závislou premennou a regresormi. V nasledujúcej pod-
sekcii si ukážeme predpis koeficientu determinácie spolu s jeho upravenou for-
mou a následne si pomocou metódy n-násobnej kŕıžovej validácie zadefinujeme
tzv. PRESS štatistiku. Tieto ukazovatele budeme v nasledujúcej kapitole 3 často
použ́ıvat’.
2.5.3 Kritéria pre výber regresného modelu
Medzi najbežneǰsie ukazovatele toho, ako dobre model popisuje závislost’ me-
dzi závislou premennou a regresormi nachádzajućımi sa v modeli, patria koeficient
determinácie a upravený koeficient determinácie. Ich hodnoty môžeme vyč́ıtat’ z
výstupu funkcie summary()(aplikovanej na výstup funkcie lm() v softvéri R), ako
hodnoty R-squared a Adjusted R-squared.








nazveme koeficientom determinácie (angl. coefficient of determination) lineárneho







nazveme upraveným koeficientom determinácie (angl. adjusted coefficient of de-
termination).
Hodnota R2 nám vypovedá o percentuálnom vysvetleńı variability hodnôt
Yi naš́ım modelom a poskytuje náznak toho, ako dobre môžeme predpovedat’
hodnoty Y na základe regresorov, obsiahnutých v modeli ([8]). Táto veličina
nadobúda hodnoty z intervalu [0,1], pričom hodnotu 1 nadobúda pri dokonalom
preložeńı dát odhadom regresnej funkcie, tj. ak pre každé i = 1, . . . ,n plat́ı Yi = Ŷi.
Za platnosti tohto predpokladu je RSS = 0 a teda R2 = 1. Naopak, koeficient
R2 nadobúda hodnotu 0 ak model obsahuje iba absolútny člen (vid’ Lemma 10
nižšie), teda ani jeden z regresorov nám nedáva žiadnu informáciu o správańı sa
strednej hodnoty závislej premennej.
Lemma 10. Pre model Y ∼ (Xβ, σ2In), ktorý obsahuje iba absolútny člen,
tj. Yi = β0 + εi, plat́ı SSR = 0.
Dôkaz. Regresná matica modelu obsahujúci iba absolútny člen je X = 1n. Z
platnosti Ŷ = HY a predpisu matice H je zrejmé, že









z čoho vyplýva Ŷi = Ȳ pre každé i = 1, . . . ,n. Platnost’ SSR = 0 je z predpisu
(2.28) zrejmá.
k
Nie je náročné si rozmysliet’, že R2 je neklesajúca funkcia počtu regresorov.
Vyplýva to z toho, že SST je nezávislá od počtu regresorov, zatial’ čo RSS sa
pridańım regresoru (resp. regresorov) do modelu zńıži (alebo ostane nemenné). Z
tejto vlastnosti vyplýva, že pri porovnávańı modelu a jeho podmodelu s rovna-
kou závislou premennou, nie je vhodné tento koeficient použ́ıvat’ ako ukazovatel’
lepšej aproximácie dát odhadnutou regresnou funkciou modelu. Na porovnávanie
takýchto modelov je vhodneǰsie použ́ıvat’ napr. práve upravenú verziu koeficientu
determinácie R2adj, ktorý berie v úvahu počet regresorov (ten je rovný h(X)) vy-
skytujúcich sa v modeli a je definovaný predpisom (2.31).
Ďaľsou veličinou popisujúcou presnost’ regresného modelu je hodnota PRESS
(angl. predicted residual sum of squares). Tú źıskame metódou n-násobnej kŕıžovej
validácie tak, že z naš́ıch dát postupne vynecháme i-té pozorovanie a zvyšné n−1
pozorovania použijeme na výpočet odhadu vektora regresných koeficientov v mo-
deli. Odhad vektora regresných koeficientov v modeli s vynechaným i-tým po-
zorovańım označ́ıme β̂(−i) a strednú hodnotu závislej premennej vo vynechanom





Ďalej si i-té vynechané reźıduum označme u(−i), pričom
u(−i) = Yi − Ŷ(−i). (2.33)
Poznámka. Odhad β̂(−i) poč́ıtame vždy pri jednom vynechanom pozorovańı, a
preto sa daný postup źıskania hodnoty rovnice (2.35) občas nazýva LOOCV (angl.
Leave-one-out cross validation).
Aby sme sa vyhli n-násobnému odhadovaniu regresných koeficientov v modeli,
využijeme platnost’ rovnosti (2.34) (vid’ [13, str. 45])











Pri rozhodovańı sa, ktorý z (rôznych) modelov popisuje vzt’ah medzi premennými
lepšie si vyberieme ten, ktorého hodnota (2.35) bude nižšia.
V tejto kapitole sme si predstavili základné pojmy lineárnej regresie. Zadefi-
novali sme si lineárny model viacnásobnej regresie a predviedli sme si, ako odhady
regresných koeficientov dopoč́ıtame metódou najmenš́ıch štvorcov. Následne sme
si ukázali základne vlastnosti týchto odhadov a ich vlastnosti ak by sme uvažovali
mnohorozmerné normálne rozdelenie náhodného vektora Y. Ďalej sme si zadefi-
novali pojem podmodelu a vetu o prechode k podmodelu, na ktorú sa budeme
v nasledujúcej kapitole 3 často odkazovat’. V závere kapitoly (2) sme si zadefino-
vali niekol’ko ukazovatel’ov určujúcich ako dobre model popisuje závislost’ medzi
závislou a nezávislými premennými.
Teraz sa v nasledujúcej kapitole pozrieme na niektoré konkrétne predpisy
rôznych lineárnych modelov, ktorých postupnou kombináciou sa dostaneme k
predpisu modelu regresných splinov a ako sa uvažovańım lineárnych obmedzeńı





Pôvod slova spline môžeme nájst’ v lodnom inžinierstve, kde sa týmto pojmom
označoval nástroj na kreslenie kriviek. Dnes sa so slovom spline stretneme mimo
iné aj v regresnej analýze, kde splinom nazývame po častiach spojitú polynomickú
funkciu. Body, v ktorých sa jednotlivé polynómy napájajú nazývame uzly a ich
význam si vysvetĺıme v sekcii 3.2. Predtým, ako sa dostaneme k predpisu modelu
regresného splinu, prevedieme čitatel’a modelom regresných polynómov (sekcia
3.1), ako aj modelom skokovej regresnej funkcie (sekcia 3.2), ktoré, ako uvid́ıme,
s modelom regresného splinu úzko súvisia.
V kapitole 2 sme zadefinovali lineárny model viacnásobnej regresie, v ktorom
sme uvažovali, že spolu s hodnotami závislej premennej je obecne pozorovaných k
rôznych regresorov. Ďalej v práci sa však budeme venovat’ iba modelom, v ktorých
spolu s náhodou veličinou Y je pozorovaná jedna spojitá (nenáhodná) veličina x.
Rovnako ako v prechádzajúcej kapitole bude uvažovat’, že naše dáta pozostávajú
z n pozorovańı daných velič́ın, (Yi, xi), i = 1, . . . , n. Regresnú funkciu takýchto
modelov budeme uvažovat’ v tvare
EYi = β0f0(xi) + β1f1(xi) + ...+ βkfk(xi) =
k∑
j=0
βjfj(xi) = f(xi), (3.1)
kde fj : R → R, j = 0,...,k sú známe, lineárne nezávislé funkcie. Tieto funkcie
budeme nazývat’ bázové funkcie.
Defińıcia 8. Množinu lineárne nezávislých známych funkcíı fj(x), j = 0, . . . ,k
budeme nazývat’ systémom bázových funkcíı.
Poznámka. Bázovú funkciu odpovedajúcu absolútnemu členu β0 budeme auto-
maticky (až na niektoré výnimky) uvažovat’ ako f0(xi) = 1.
Jednotlivé pŕıklady modelov predstavené v tejto kapitole źıskame uvažovańım
rôznych predpisov bázových funkcíı fj(x), j = 0, . . . ,k. Je zrejmé, že náš re-
gresný model priamky (2.1) je vyjadrený lineárnou kombináciou bázových funkcíı
f0(xi) = 1 a f1(xi) = xi, teda {1, x} je báza vektorového priestoru všetkých pria-
mok. Predpisom bázových funkcíı fj(xi) = x
j
i môžeme pre j ∈ N0 generovat’ bázu
regresného modelu polynómu l’ubovol’ného stupňa v tvare {1, x, x2,..., xj, ...}, ktorý
si rovno predstav́ıme v nasledujúcej sekcii 3.1.
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3.1 Regresný model polynómu
Ako sme už spomenuli v kapitole 2, model regresnej priamky nemuśı, a v
praxi často ani nie je kvôli svojej jednoduchosti vel’mi vhodným modelom pre po-
pis vzt’ahu závislosti medzi závislou a nezávislou premennou. Zvlášt’, ak je vzt’ah
popisujúci závislost’ medzi premennými nelineárny, je model priamky priam ne-
použitel’ný. Ako nám napovedá názov sekcie, uvažovańım komplexneǰśıch funkcíı,
akými sú polynómy, môžeme preloženie dát odhadom regresnej funkcie modelu
polynómu výrazne zlepšit’.
Uvažujme, že regresory v lineárnom modeli viacnásobnej regresie (2.11) na-
hrad́ıme transformáciou našej jednej nezávislej premennej, a to konkrétne moc-
ninami vyššieho rádu. Náš model nadobúda pre d ∈ N0 tvar
Yi = β0 + β1xi + β2x
2
i + ...+ βdx
d
i + εi, i = 1,...,n, (3.2)
ktorý nám zachováva vlastnosti obecného modelu (2.11) a nazveme ho regresný
model polynómu (jednej nezávislej premennej).
V tomto modeli môžeme pomocou štatistiky z Vety 6 a hypotézou H0 : βr =
. . . = βd = 0 pre r ≤ d testovat’, či by nebolo vhodné prejst’ k podmodelu modelu
regresného polynómu stupňa d, a to k modelu regresného polynómu stupňa r−1.
Model (3.2) je stále lineárny v parametroch, ked’že jeho regresná funkcia je
vyjadrená lineárnou kombináciou bázových funkcíı, hoci funkcia popisujúca vzt’ah
strednej hodnoty závislej premennej a nezávislej premennej lineárna nie je ( pre
vol’bou d > 1). V praxi sa stupeň polynómu d voĺı maximálne 3 alebo 4, ked’že
krivka vyšš́ıch polynómov môže byt’ pŕılǐs flexibilná a nadobúdat’ pŕılǐs oscilujúci
tvar. Je zrejmé, že pri vol’be d = 1 dostaneme tvar nášho regresného modelu
priamky (vzt’ah (2.1)) a vol’bou d = 2 (resp. d = 3) dostaneme kvadratickú (resp.
kubickú) závislost’ strednej hodnoty Y na vysvetl’ujúcej premennej. Ako vid́ıme
nižšie na obrázku 3.1, zvyšovańım stupňa d polynómu dostávame lepšie odhady
strednej hodnoty odozvy, v zmysle zväčšovania hodnoty R2adj pre vol’bu d = 1, 2, 3.
Poznámka. Dáta na obrázku 3.1 pochádzajú z baĺıčka MASS v softvéri R. Hod-
notami závislej premennej Yi budú pozorovania accel (zrýchlenie) a hodnoty
nezávislej premennej xi pozorovania times (čas) datasetu mcycle. Uvažujme iba
pozorovania, pre ktoré je hodnota premennej times väčšia ako 19. Vel’kost’ tohto
dátového súboru je n = 78. S týmito dátami budeme pracovat’ v sekciách 3.2 -
3.4.
3.2 Model skokovej regresnej funkcie
Hlavnou myšlienkou modelu skokovej funkcie je rozdelenie si intervalu na-
meraných hodnôt nezávislej premennej [min(xi),max(xi)] na niekol’ko rôznych
neprekrývajúcich sa úsekov. Body, ktoré nám rozdelia interval hodnôt nezávislej
premennej na menšie podintervaly, označ́ıme min(xi) = ξ0 < ξ1 < . . . < ξK+1 =
max(xi). Body ξk, k = 1, . . . , K, nazývame vnútorné uzly (resp. iba uzly či uzlové
body) a body ξ0 a ξK+1 nazývame hraničné uzly - určujú nám hranice intervalu
prekladania dát odhadom regresnej funkcie. Predpokladajme, že tieto body sú
vopred dané konštanty.
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Obr. 3.1: Dáta (vid’ Pozn. 3.1) preložené odhadmi polynómov rôznych stupňov
d. Upravené koeficienty determinácie jednotlivých (zaokrúhlene na 2 desatinné
miesta) volieb d sú R2adj = 0.30 pre d = 1, R
2
adj = 0.60 pre d = 2 a R
2
adj = 0.67
pre d = 3.
Uzlové body nám rozdelia škálu nameraných hodnôt nezávislej premennej na
K + 1 podintervalov
Ik = [ξk, ξk+1) , k = 0, . . . , K, (3.3)
na ktorých budeme dáta zvlášt’ aproximovat’ najprv odhadom konštanty a
potom lineárnou funkciou. Aby sme ukázali prvý typ aproximácie, tj. odhadom
konštanty, zadefinujeme si indikátorovú funkciu IA(x) nasledovne
IA(x) =
{
1, x ∈ A,
0, inak.
Model skokovej funkcie s K uzlovými bodmi nadobúda pre i = 1,...,n tvar
Yi = β0 + β1II1(xi) + ...+ βKIIk(xi) + εi. (3.4)
Pre xi ∈ [ξ0, ξ1) je v modeli (3.4) EYi = β0 a pre xi ∈ [ξk, ξk+1) , k = 1,...,K
je EYi = β0 + βk. Jednotlivé regresné koeficienty βk, k = 1,...,K, predstavujú
rozdiel medzi strednou hodnotou závislej premennej Yi na podintervale I0 a po-
dintervale Ik. Z predpisu EYi (na jednotlivých intervaloch) vid́ıme, že EYi je po
častiach konštantná funkcia (premennej xi) so skokmi v uzloch ξk, k = 1,...,K.
Na obrázku 3.2 môžeme vidiet’ naše dáta preložené odhadom regresnej funkcie
modelu (3.4) s dvoma uzlovými bodmi ξ1 a ξ2 volenými rovnomerne na intervale
[min(xi),max(xi)] .
3.3 Model po častiach lineárnej funkcie
Teraz prejdeme k trochu komplexneǰsiemu modelu, a to k aproximácíı dát
odhadom po častiach lineárnej funkcie. Jednotlivé podintervaly (3.3) budeme
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Obr. 3.2: Dáta preložené odhadom regresnej funkcie modelu skokovej funkcie,
teda konštantou na jednotlivých podintervaloch oddelených zvislou prerušovanou
čiarou znázorňujúcou polohu uzlových bodov ξ1 a ξ2.
prekladat’ odhadmi priamok. Je zrejmé, že daný model bude obsahovat’ dvakrát
viac regresných koeficientov ako model (3.4).
Model po častiach lineárnych funkcíı s K uzlovými bodmi definujeme predpi-
som
Yi = β0II0(xi) + β1 xi II0 (xi) + β2 II1 (xi) + β3 xi II1 (xi) + ...
+ β2K IIK (xi) + β2K+1 xi IIK (xi) + εi.
(3.5)
Pre xi ∈ [ξr, ξr+1) , r = 0, . . . ,K plat́ı EYi = β2r + β2r+1xi, teda na jednotlivých
intervaloch je regresná funkcia priamkou. Hypotézou H0 : β1 = β3 = . . . = β2K+1
môžeme testovat’ prechod k podmodelu modelu (3.5) - modelu skokovej funkcie
(3.4). V grafe na obrázku 3.3 vid́ıme preklad dát odhadom priamky na jednolivých
podintervaloch s dvoma uzlovými bodmi ξ1 a ξ2.
Pridávańım d’aľśıch mocninových transformácíı nezávislej premennej by sme
mohli model (3.5) rozš́ırit’ tak, aby sme jednotlivé úseky prekladali odhadom
polynómu stupňa d > 1. Predtým, ako tak urob́ıme, si náš model (3.5) uprav́ıme,
aby sa jednotlivé priamky v uzlových bodoch na seba napájali, teda aby bola
naša regresná funkcia v uzloch spojitá.
3.3.1 Model po častiach spojitej lineárnej regresnej fun-
kcie
Teraz si podl’a [14] ukážeme intuit́ıvny spôsob źıskania modelu po častiach spo-
jitej lineárnej regresnej funkcie. Bez ujmy na obecnosti uvažujme nejaký l’ubovol’ný
(vnútorný) uzol ξ. Ďalej predpokladajme, že tento bod nám hodnoty nezávislej
premennej rozdel’uje na dve podintervaly, na ktorých budeme dáta prekladat’ od-
hadmi priamky. Na intervale x < ξ uvažujme priamku určenú predpisom β0 +β1x
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Obr. 3.3: Dáta preložené odhadmi po častiach lineárnych funkcíı oddelené zvislými
prerušovanými čiarami znázorňujúce polohu uzlových bodov ξ1 a ξ2.
a na intervale x ≥ ξ priamku určenú predpisom β ′0 + β
′
1x. Požiadavkou spojitosti
v bode x = ξ vyžadujeme







1 si môžeme vyjadrit’ v tvare β
′
1 = β1 + α, kde α predstavuje zmenu
smernice priamky pri prechode z intervalu x < ξ do intervalu x ≥ ξ. Rovnicu
(3.6) si teda môžeme preṕısat’ do tvaru
β0 + β1ξ = β
′
0 + (β1 + α)ξ,
odkial’ dostaneme β
′
0 = β0 − αξ. Hodnotu regresnej funkcie v i-tom pozorovańı
nášho uvažovaného modelu, teda modelu s jedným uzlovým bodom, v ktorom je
regresná funkcia spojitá, môžeme vyjadrit’ v tvare
EYi = (β0 + β1xi) I(−∞, ξ) (xi) + (β
′
0 + (β1 + α)xi) I[ξ,∞) (xi)
= (β0 + β1xi) I(−∞, ξ) (xi) + (β0 + β1xi + α(xi − ξ)) I[ξ,∞) (xi)
= β0 + β1xi + α(xi − ξ) I[ξ,∞) (xi).
(3.7)
Výraz (xi − ξ) I[ξ,∞) (xi) budeme značit’ (xi − ξ)+ a definujeme predpisom
(xi − ξ)+ =
{
xi − ξ, xi ≥ ξ,
0, inak.
Defińıcia 9. Funkciu h(x) stupňa d ∈ N0 určenú predpisom
h(x) = (x− ξ)d+ = ((x− ξ)+)d (3.8)
budeme nazývat’ useknutou mocninovou funkciou (stupňa d) (angl. truncated po-
wer function).
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Pre d > 0 je funkcia (3.8) v bode ξ pre spojitá a s predpokladom 00 = 0 má
táto funkcia pre d = 0 v bode ξ skok o vel’kosti 1 ([9, str. 82]).
Dôsledok 3. Derivácia h(x) je rovná
dh(x)
dx
= d(x− ξ)d−1+ ,
teda funkcia má d−1 spojitých derivácíı, pričom d-tá derivácia má v bode ξ skok
o vel’kosti d!.
Model po častiach spojitej lineárnej regresnej funkcie sK (vnútornými) uzlami
ξ1, . . . , ξK , si zadefinuje zobecneńım (3.7) ako
Yi = β0 + β1xi +
K∑
k=1
β1+k(xi − ξk)+ + εi, i = 1,...,n. (3.9)
Regresnú funkciu modelu (3.9) môžeme ṕısat’ v tvare




a jej bázu ako
{1, x, (x− ξ1)+, . . . , (x− ξK)+}.
V grafe na Obrázku 3.3.1 môžeme vidiet’ preložené dáta odhadom regresnej
funkcie modelu 3.9. Ako môžeme vidiet’ z obrázku 3.3.1, odhad regresnej fun-
kcie modelu (3.9) (s dvoma uzlovými bodmi) nadobúda v uzloch ostré hrany,
tzn. že v daných uzloch nie je funkcia diferencovatel’ná. Tento problém môžeme
vyriešit’ pomocou bázy generovanej vyšš́ımi mocninami useknutej mocninovej fun-
kcie. Báza funkcie spojitého polynómu v K uzloch stupňa d pozostáva z funkcíı
1, x,..., xd, (x−ξ1)d+,..., (x−ξK)d+. Lineárnou kombináciou daných bazových funkcíı
sa dostávame k prepisu a defińıcii regresného splinu.
3.4 Obecný model splinu
Ako sme si ukázali postupnými nadväznost’ami regresného modelu polynómu
a modelu skokovej regresnej funkcie, spliny si môžeme predstavit’ ako po častiach
spojité polynómické funkcie.
Defińıcia 10. Funkciu f : [ξ0, ξK+1]→ R nazveme splinom stupňa d ≥ 0 s uzlami
ξ0 < ξ1 < . . . < ξK < ξK+1 ak spĺňa nasledujúce podmienky:
1. f(x) je (d− 1)−krát spojito diferencovatel’ná. Výnimka nastáva pre d = 1,
ked’ funkcia f(x) je spojitá, ale nie diferencovatel’ná. (Pre d = 0 funkcia nie
je spojitá).
2. f(x) je polynóm stupňa d na jednotlivých intervaloch [ξk, ξk+1).
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Obr. 3.4: Dáta preložené odhadom regresnej funkcie modelu (3.9) s 2 uzlami,
ktorých poloha je znázornená zvislou prerušovanou čiarou.
Spliny s vopred pevne danými uzlovými bodmi budeme nazývat’ regresné
spliny. Model regresného splinu stupňa d sK vnútornými uzlovými bodmi môžeme
vyjadrit’ v tvare





βd+k(xi − ξk)d+ + εi, i = 1,...,n, (3.10)
kde βk, k = 0, . . . , K + d + 1, sú regresné koeficienty a systém bázových funkcíı
daného modelu
{1, x,..., xd, (x− ξ1)d+,..., (x− ξK)d+} (3.11)
nazývame useknutá mocninová báza. Vol’bou d = 1, 2, 3 v (3.10) dostaneme (v
odpovedajúcom porad́ı) model lineárneho(vid’ (3.9)), kvadratického a kubického
splinu. Práve model kubického splinu je jedným z najpouž́ıvaneǰśıch modelov
regresných splinov. Ked’že má spojitú prvú a druhú deriváciu, krivka určujúca
kubický spline je dostatočne hladká pre väčšinu praktických problémov. K modelu
kubického splinu sa vrátime v sekcii 3.6, kde uvažovańım reštrikcíı na regresnú
funkciu tohto modelu źıskame predpis jeho podmodelu, a to model prirodzených
splinov.
Na obrázku 3.5 môžeme vidiet’ systém bázových funkcíı modelu regresného
splinu (3.10) s vol’bou d = 1 a vol’bou d = 3 na obrázku 3.6 s dvoma uzlovými
bodmi ξ1 = 0.3 a ξ2 = 0.6.
Z predpisu (3.10) je zrejmé, že uvažovańım βd+k = 0, k = 1,...,K by sme do-
stali predpis (3.2) regresného modelu polynómu stupňa d, teda model polynómu
je podmodelom modelu regresných splinov. Uvažovańım ε ∼ Nn(0, σ2In) v mo-
deli (3.10) by sme mohli testovou štatistikou zavedenou vo vete 6 a hypotézou
H0 : βd+1 = . . . = βd+K = 0 skúmat’ platnost’ podmodelu, teda či by vzt’ah me-
dzi premennými Y a x nebolo vhodneǰsie popisovat’ práve modelom regresného
polynómu.
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Bázové funkcie modelu regresného splinu stupna 1
Obr. 3.5: Systém bázových funkcíı lineárneho regresného splinu (d=1) s dvoma
uzlovými bodmi ξ1 = 0.3 a ξ2 = 0.6.













Bázové funkcie modelu regresného splinu stupna 3
Obr. 3.6: Systém bázových funkcíı kubického regresného splinu (d=3) s dvoma
uzlovými bodmi ξ1 = 0.3 a ξ2 = 0.6.
Poznámka. V elektronickej pŕılohe (súbor funkcie.R) môžeme nájst’ nami na-
programovanú funkciu rs(), ktorú sme použ́ıvali pri konštrukcii Obrázku 3.7. Táto
funkcia nám generuje regresnú maticu modelu (3.10). Jej argumenty sú x, do
23
ktorého zadávame hodnoty nezávislej premennej, potom argument uzly, ktorým
udávame postupnost’ (vnútorných) uzlov a argument stup, ktorým zadávame
stupeň splinu.
Z obrázku 3.7 nižšie môžeme vidiet’, ako postupným zvyšovańım stupňa splinu
d dostávame (v rámci nášho dátového súboru) stále lepš́ı odhad regresnej funkcie,
v zmysle zvyšovania hodnoty R2adj so zvyšujúcim sa stupňom d. Prerušovanou
čiarou sú znázornené uzly volené v rovnomerne na intervale [min(xi),max(xi)] .
Upravené koeficienty determinácie (zaokrúhlene na 2 desatinné miesta) sú pre
d = 1 R2adj = 0.71, pre d = 2 je R
2
adj = 0.71 a pre d = 3 je R
2
adj najvyšš́ı, a to 0.78.
















Obr. 3.7: Dáta preložené odhadmi regresnej funkcie splinu s odpovedajúcim
stupňom d a troma uzlovými bodmi, ktorých poloha je vyznačená zvislou
prerušovanou čiarou.
3.4.1 B-spline báza
Pre odhad regresných koeficientov modelu splinov je možné v softvéri R použit’
vbudovanú funkciu bs() z baĺıčka splines. Táto funkcia nám generuje regresnú
maticu s inými bázovými funkciami, ako sú nami vyššie uvedené bázové funkcie
(3.11) modelu regresných splinov. Bázové funkcie tohto modelu totiž nemusia
byt’ vhodné, ked’že pre uzly nachádzajúce sa bezprostredne bĺızko seba sú tieto
funkcie takmer lineárne závislé, či ako sa doč́ıtame v ([13, str. 70]), pri vysokom
počte uzlov môže viest’ výpočet odhadov regresných koeficientov k numerickej ne-
stabilite. Preto sa v praxi použ́ıvajú ekvivalentné bázy (bázy generujúce rovnaký
priestor), pomocou ktorých je výpočet odhadov regresných koeficientov nume-
ricky stabilneǰśı. Medzi najpouž́ıvaneǰsie patŕı B-spline báza. Ako sa môžeme
doč́ıtat’ v [13, str. 70], vyrovnané hodnoty Ŷi, i = 1,...,n modelu regresných spli-
nov s bázou (3.11) a bázou tvorenou B-spline bázovými funkciami, sú pre obe
bázy totožné.
Predtým, ako si zadefinujeme predpis B-spline bázových funkcíı, muśıme si
našu postupnost’ vnútorných a hraničných uzlov rozš́ırit’. Uvažujme d’aľśıch 2(m−
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1) vonkaǰśıch uzlov, ktoré sú potrebné pre konštrukciu bázových funkcíı B-splinu
rádu m = d+ 1 označených Bj,m(x), j = −(m− 1),...,K.
Rastúcu postupnost’ uzlov si označme ξ = (ξ−(m−1),...,ξK+m). Potom Bj,m(x)
je j-tá B-spline bázová funkcia rádu m (stupňa d + 1) s postupnost’ou uzlov ξ,
daná rekurźıvnym predpisom podl’a [9, str. 90] nasledovne
Bj, 1 (x) =
{











Týmto predpisom rekurzie si môžeme napoč́ıtat’ B-spline bázu l’ubovol’ného
rádu. Teraz si podl’a výkladu kńıh [9] a [10] sformulujeme základné vlastnosti
B-spline bázových rádu m.
1. Pozitivizmus : Plat́ı
Bj,m(x) ≥ 0, x ∈ R.
2. Nosič funkcie: Plat́ı
Bj,m(x) = 0, x /∈ [ξj, ξj+m] .
















a pre m = 1 je derivácia bázovej funkcie rovná nule ([9, str. 117]). Z daného
predpisu vyplýva, že derivácia B-spline bázových funkcíı rádu m sa dá vy-
jadrit’ ako lineárna kombinácia B-spline bázových funkcíı rádu m− 1, teda
spline generovaný B-spline bázou je diferencovatel’ný do rádu 1.
Poznámka. O d’aľśıch vlastnostiach B-spline báze a B-spline bázových funkcíı sa
môžeme doč́ıtat’ v [9], pŕıpadne v [10].
Regresnú funkciu splinu źıskame lineárnou kombináciou jeho bázových funkcíı
[10, str. 11], teda spline s B-spline bázou rádu m s uzlovými bodmi ξ nadobúda
tvar




kde βj, j = −(m− 1),..., K sú regresné koeficienty.
Na obrázku 3.8 môžeme vidiet’ B-spline bázové funkcie rádu m = 4 so štyrmi
rovnomerne rozmiestnenými (vnútornými) uzlami na intervale [0, 10] .
Teraz si v nasledujúcej sekcii 3.5 zhrnieme niekol’ko najbežneǰsie použ́ıvaných
pŕıstupov vol’by polohy a počtu uzlových bodov.
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Obr. 3.8: B-spline bázové funkcie rádu m = 4 so štyrmi rovnomerne rozmiest-
nenými (vnútornými) uzlami, ktorých poloha je znázornená zvislou prerušovanou
čiarou.
3.5 Vol’ba polohy a počtu uzlov
V tejto sekcii si podl’a výkladu kńıh [11] a [13] poṕı̌seme niektoré základne
pŕıstupy vol’by polohy a počtu uzlových bodov. Správnou vol’bou polohy a počtu
uzlov môžeme totiž dosiahnut’ výrazné zlepšenie preloženia dát odhadom regresnej
funkcie.
Jedným z intuit́ıvnych pŕıstupov vol’by polohy uzlov je vol’ba väčšieho počtu
uzlov v miestach, kde je regresná funkcia výrazneǰsie variabilná, zatial’ čo v mies-
tach, kde je táto funkcia stabilneǰsia, je vhodné volit’ menej uzlov. V praxi sa
však skôr stretávame s vol’bou rovnomerného rozmiestnenia uzlov. V pŕıpade,
ak sú hodnoty nezávislej premennej rozmiestnené na intervale [min(xi),max(xi)]
s (približne) rovnakým odstupom, vhodným pŕıstupom vol’by polohy uzlov je
rovnomerné rozmiestnenie na danom intervale. Pre vol’bu K (vnútorných) uzlov
môžeme použit’ nasledujúcu formulu
ξk = min(xi) + (max(xi)−min(xi))k/(K + 1), k = 1, . . . ,K.
Naopak, ak hodnoty nezávislej premennej nie sú (približne) rovnako rozmiestnené
na intervale prekladania, vhodným pŕıstupom vol’by uzlov je rovnomerne v kvan-
tiloch hodnôt nezávislej premennej. Tento pŕıstup nám zaruč́ı väčš́ı počet uzlov
v miestach intervalu [min(xi),max(xi)], kde máme väčšie množstvo pozorovańı,
zatial’ čo v častiach intervalu s menš́ım počtom pozorovańı bude počet uzlov malý.
Ako sa môžeme doč́ıtat’ v [12, str. 23], na rozdiel od polohy uzlov je pre
zlepšenie odhadu regresnej funkcie práve dôležiteǰśım kritériom správna vol’ba
počtu uzlov K. Medzi najpouž́ıvaneǰsie pŕıstupy posúdenia optimálneho počtu
uzlov (pri predom danej vol’be ich polohy) patŕı napr. rozhodovanie sa na základe
R2adj, či PRESS štatistiky (sekcia 2.5.3) alebo napr. v modeli regresného alebo
prostredńıctvom F -testu, ktorým môžeme skúmat’ pŕıpadnú platnost’ podmodelu
s odstráneným jedným alebo viacero uzlov.
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V nasledujúcej sekcii si zadefinujeme podmodel regresného kubického splinu,
a to model prirodzeného splinu. Následne si odvod́ıme pred bázových funkcíı
vhodných na jeho reprezentáciu.
3.6 Prirodzený kubický spline
Ako sme si ukázali v sekcii 3.4, regresné spliny môžeme chápat’ ako po častiach
spojité polynomické funkcie. Ako sa môžeme doč́ıtat’ v [16], odhady regresných
funkcíı modelu regresného splinu (3.10) majú v hraničných častiach intervalu
hodnôt nezávislej premennej vel’ký rozptyl, čo môže viest’ k vel’mi nepresnej ex-
trapolácíı, teda odhadu stredných hodnôt závislej premennej mimo interval pre-
kladania [min(xi),max(xi)]. Tento problém môžeme potenciálne vyriešit’ zave-
deńım reštrikcíı na regresné koeficienty modelu regresného splinu s K (vnútor-
nými) uzlami ξk, k = 1, . . . , K, tak, aby regresná funkcia daného modelu bola vo
chvostoch, teda nal’avo od najmenšieho uzla ξ1 a napravo od najväčšieho uzla ξK ,
lineárna. Uvažovańım takýchto reštrikcíı sa dostávame k defińıcíı modelu priro-
dzeného (kubického) splinu.
Poznámka. V tejto sekcii budeme uvažovat’ iba model kubického regresného splinu,
a preto slovo kubický budeme vynechávat’.
Regresnú funkciu regresného splinu s K uzlami si označme f(x), a kvôli po-
trebe d’aľsej práce s danou funkciou si preznačme regresné koeficienty. Regresnú
funkciu uvažujme v tvare
f(x) = β0 + β1 x+ β2 x





kde βj, j = 0, . . . , 3 a θk, k = 1, . . . , K sú regresné koeficienty. Linearita regresnej
funkcie (3.15) je v jej chvostoch zaručená položeńım f ′′(x) = f ′′′(x) = 0 pre x ≤ ξ1
a x ≥ ξK . Uvažovańım daného obmedzenia sa dostaneme k reštrikciám na regresné
koeficienty, ktoré nám zaručia linearitu f(x) vo chvostoch a ich aplikovańım si
urč́ıme predpis bázových funkcíı prirodzeného splinu.
Pre hodnoty x ≤ ξ1 je zrejmé, že výraz (x− ξk)3+ bude pre k = 1,...,K nulový,
teda linearitu f(x) (pre x ≤ ξ1) dosiahneme položeńım
β2 = β3 = 0. (3.16)
Pre x ≥ ξK je výraz (x− ξk)3+ pre k = 1,...,K nenulový, teda aplikovańım (3.16)
na (3.15) dostávame druhú a tretiu deriváciu f(x) v tvare
f ′′(x) = 6
K∑
k=1
θk(x− ξk), x ≥ ξK , (3.17)
f ′′′(x) = 6
K∑
k=1
θk, x ≥ ξK . (3.18)








ξkθk = 0. (3.20)
Zavedeńım reštrikcíı (3.19) a (3.20) si môžeme dva parametre, θK a θK−1,
vyjadrit’ pomocou zvyšných K − 2 vol’ných parametrov θk, k = 1, . . . , K − 2.
Riešeńım sústavy o dvoch neznámych θK a θK−1,


















Po dosadeńı θK−1 do prvej rovnice (3.21) vyjadŕıme θK v tvare
θK =
∑K−2





Aplikovańım reštrikcíı (3.16) na regresnú funkciu (3.15) dostávame predpis v
tvare




























Označme si zk regresor odpovedajúci koeficientu θk, k = 1, . . . , K − 2. Potom
zk nadobúda pre k = 1, . . . , K − 2 tvar







Poznámka. Jednoduchou úpravou (3.25) sa dostaneme ku rovnakému tvaru re-
gresorov, aký je uvedený v [12, str. 20].
Zhrnut́ım vyššie prevedených výpočtov sa dostávame k predpisu regresného





βkfk(xi) + εi, i = 1, . . . , n, (3.26)
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kde
f0(xi) = 1, f1(xi) = xi,
a pre k = 1, . . . , K − 2 je







Opät’, podobne ako pri modeli regresného splinu (3.10), môžeme uvažovańım
ε ∼ Nn(0, σ2In) v modeli (3.26) prostredńıctvom F-testu (veta 6) a hypotézou
H0 : β2 = . . . = βK−1 = 0 testovat’ platnost’ podmodelu modelu prirodzeného
splinu (3.26), a to model regresnej priamky.
Odhady regresných koeficientov modelu prirodzeného splinu (s K uzlovými
bodmi) môžeme vypoč́ıtat’ v softvéri R (prostredńıctvom funkcie lm()) pomocou
funkcie ns(), ktorá generuje (regresnú) maticu s B-spline bázovými funkciami
modelu prirodzeného splinu.
Poznámka. Je potrebné si uvedomit’, že na rozdiel od funkcie bs() argumentom
Boundary.knots funkcie ns() udávame uzly, od ktorých je regresná funkcia pri-
rodzeného splinu lineárna, tj. uzly ξ1 a ξK .
Ďaľśı možný spôsob źıskania odhadu regresnej funkcie prirodzeného splinu je
zavedeńım lineárnych obmedzeńı (vid’ sekciu 2.4) na vektor regresných koeficien-
tov β v modeli regresných splinov s regresnou funkciou v tvare (3.15). Uvažujme
lineárne obmedzenia Tβ = c na základe reštrikcíı (3.16), (3.19) a (3.20) v tvare
T =

0 0 1 0 0 · · · 0
0 0 0 1 0 · · · 0
0 0 0 0 1 · · · 1
0 0 0 0 ξ1 · · · ξK

















Vektor odhadov regresných koeficientov β̂0, ktorý sṕlňa podmienku Tβ̂0 = c
vypoč́ıtame podl’a vzorca (2.21) v sekcii 2.4. Odhad regresnej funkcie prirodzeného
splinu je daný jednoznačne vektorom β̂0.
Poznámka. V priloženom súbore môžeme nájst’ zdrojový kód, kde sme ilustro-
vali zhodnost’ odhadov regresných funkcíı (s pevne zvolenými troma vnútornými
uzlami), vypoč́ıtaných troma rôznymi pŕıstupmi, a to:
1. Výpočtom odhadov regresných koeficientov modelu (3.26) prostredńıctvom
nami naprogramovanej funkcie ps(), ktorá nám generuje regresnú maticu s
danými bázovými funkciami.
2. Výpočtom odhadov regresných koeficientov prostredńıctvom funkcie ns().
3. Výpočtom odhadov regresných koeficientov za platnosti lineárneho obme-
dzenia v tvare (3.28) (pre K=3).
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V tejto kapitole sme si predstavili model regresného splinu a jeho podmo-
del - model prirodzeného splinu. Teraz budeme skúmat’ rozdiel medzi odhadmi
regresných funkcíı daných modelov za platnosti väčšieho modelu, teda modelu
regresného splinu. Podobný problém je riešený v článku [17], kde autor skúma
rozdiel medzi odhadmi regresných funkcíı regresného modelu viacnásobnej regre-
sie a jeho podmodelu za platnosti väčšieho modelu.
3.7 Porovnanie presnosti odhadu regresnej fun-
kcie v modeli regresného a prirodzeného spli-
nu
Ako sme už spomenuli na začiatku predošlej sekcie 3.6, odhady regresných
funkcíı v modeli regresného splinu (3.10) sú vo chvostoch variabilné, čo vedie k
nepresnej predpovedi individuálnej, či odhadu strednej hodnoty závislej premen-
nej na krajoch a mimo interval nameraných hodnôt nezávislej premennej. Tento
problém môžeme potenciálne vyriešit’ uvažovańım modelu prirodzeného splinu
(3.26), ked’že ako si v tejto sekcii ukážeme, zavedeńım reštrikcíı zaručujúcich
linearitu regresnej funkcie v modeli regresného splinu v hraničných častiach in-
tervalu [min(xi),max(xi)], źıskame v obecnosti odhady strednej hodnoty závislej
premennej v novom bode x∗ s potenciálne menš́ım rozptylom.
Poznámka. Slovo kubický budeme v nasledujúcom texte vypúšt’at’, ked’že zo sekcie
3.6 je zrejmé, že model prirodzených splinoch źıskame práve z modelu kubického
regresného splinu.
Uvažujme platnost’ modelu regresného splinu Y ∼ (Xβ, σ2In) s K (vnútor-
nými) uzlovými bodmi ξk, k = 1, . . . , K a regresnou maticou X generovanou
bázovými funkciami (3.11) (d=3). My napriek tomu predpokladajme platnost’
nesprávneho modelu, a to modelu prirodzeného splinu. Ten źıskame aplikovańım
lineárnych obmedzeńı Tβ = c tak, ako sme si predviedli v sekcii 3.6. Označme β̂0














Ďalej vieme, že σ2(X>X)−1 = varβ̂ (vid’ Veta 3), kde β̂ je vektor odhadnutých
regresných koeficientov modelu regresného splinu.
Pre odhad strednej hodnoty závislej premennej v bode x∗ ∈M(X>), v modeli
prirodzeného splinu, ktorý si označ́ıme η̂
(0)




var(η̂(0)∗ ) = x
>
∗ var(β̂0)x∗ = var(η̂∗)− σ2xT∗Ωx∗ ≤ var(η̂∗), (3.31)
kde var(η̂∗) je rozptyl odhadu strednej hodnoty v bode x∗ v modeli regresného
splinu, η̂∗ = x
>
∗ β̂. Posledná nerovnost’ plat́ı, ked’že matica Ω je pozit́ıvne semide-
finitná.
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Nerovnost’ (3.31) implikuje, že rozptyl odhadu strednej hodnoty závislej pre-
mennej, teda odhadu regresnej funkcie v bode x∗, nebude v modeli prirodzeného
splinu (oproti rozptylu odhadu v modeli regresného splinu) nikdy väčš́ı.
Naopak, ako si ukážeme nižšie, vychýlenie odhadu η̂
(0)
∗ je potenciálne nenu-
lové, kdežto nenulovost’ odhadu strednej hodnoty závislej premennej v modeli
regresného splinu bez lineárneho obmedzenia na regresné koeficienty priamo ply-
nie z defińıcie 5.
Pre vychýlenie odhadu η̂
(0)




bias(η̂(0)∗ , η∗) = E η̂(0)∗ − η∗, (3.32)
kde pre E η̂(0)∗ s využit́ım vzorca (2.21) plat́ı
E η̂(0)∗ = Ex>∗ β̂0
= E(xT∗ (β̂ − (XTX)−1TT (T(XTX)−1TT )−1︸ ︷︷ ︸
A
(Tβ̂ − c))
= xT∗Eβ̂ − xT∗ATEβ̂ + xT∗Ac
= xT∗ β − xT∗ATβ + xT∗Ac,
(3.33)
z čoho vyplýva
bias(η̂(0)∗ , η∗) = E η̂(0)∗ − η∗ = x>∗ β − x>∗ATβ + x>∗Ac− xT∗ β = x>∗A(c−Tβ).
(3.34)
Ako sme si ukázali, uvažovańım ”nesprávneho”modelu prirodzených splinov
sme za platnosti väčšieho modelu regresných splinov źıskali odhad strednej hod-
noty závislej premennej, ktorý je potenciálne vychýlený, no v žiadnom bode x∗
nemá oproti nevychýlenému odhadu strednej hodnoty v modeli regresných splinov
väčš́ı rozptyl.
Charakteristika, na základe ktorej budeme porovnávat’ presnost’ týchto odha-
dov sa nazýva stredná štvorcová chyba a je určená nasledujúcou defińıciou.







Tvrdenie 11. Pre strednú štvorcovú chybu odhadu plat́ı






E(θ̂ − θ)2 = E
[




(θ̂ − Eθ̂)2 + (Eθ̂ − θ)2 + 2(θ̂ − Eθ̂)(Eθ̂ − θ)
]
= E(θ̂ − Eθ̂)2 + E(Eθ̂ − θ)2 + 2E
[

















Porovnajme odhady strednej hodnoty závislej premennej našich modelov po-
mocou vyššie definovanej strednej štvorcovej chyby. Plat́ı
MSE(η̂∗) = var(η̂∗),






Poznámka. Odhad s menšou strednou štvorcovou chybou je lepš́ı.
Skúmajme, za akých podmienok je odhad strednej hodnoty závislej premennej









Z nerovnosti (3.38) môžeme pozorovat’, že odhad strednej hodnoty závislej pre-
mennej modelu prirodzeného splinu bude lepš́ı za väčšieho poklesu v rozptyle
odhadu ako je vo štvorci jeho vychýlenia.
Dalo by sa skúmat’, aký typ dát danú nerovnost’ (určite) sṕlňa, no tejto prob-
lematike sa v práci venovat’ nebudeme. Namiesto toho preberieme výsledky z
článku [17], ktoré uvádzajú, že pre zvyšujúcu sa smerodajnú odchýlku chybovej
zložky σ a zmenšujúci sa počet pozorovańı n bude mat’ MSE odhadu strednej
hodnoty závislej premennej v podmodeli tendenciu byt’ nižšia ako MSE odhadu
strednej hodnoty vo väčšom modeli. Túto teóriu si budeme teraz ilustrovat’ na
pŕıklade.
Uvažujme platnost’ modelu kubického splinu s troma pevne zvolenými uzlami
rovnomerne rozmiestnenými na intervale hodnôt nezávislej premennej. Pomocou
funkcie generateSpline() si náhodne1 vygenerujeme vektor regresných koeficien-
tov, ktoré nám určujú skutočný tvar regresnej funkcie, a tú si následne vyhod-
not́ıme v nami uvažonom maximálnom počte hodnôt nezávislých premenných.
Uvažujeme, že hodnoty nezávislej premennej sú rovnomerne rozložené na inter-
vale [0, 10] .
Vygenerujeme si dve sady pozorovańı. Prvú s počtom pozorovańı n1 = 512
smerodajnou odchýlkou chybovej zložky σ1 = 0.108 a druhú s počtom pozorovańı
n2 = 32 a smerodajnou odchýlkou chybovej zložky σ2 = 0.579. Vd’aka znalosti
presného predpisu skutočnej regresnej funkcie si môžeme l’ahko dopoč́ıtat’ hodnoty
MSE (použit́ım vzorcov (3.37)) odhadov strednej hodnoty zavislej premennej v
modeli prirodzeného a regresného splinu.
Na obrázku 3.7 vid́ıme na l’avom grafe MSE odhadu strednej hodnoty závislej
premennej v modeli regresného splinu (modrá čiara) a odhadu strednej hodnoty
v modeli prirodzeného splinu (červená čiara) prvého datasetu, teda pri počte
pozorovańı n1 = 512 a σ1 = 0.108 a na pravom grafom eventuálne MSE odhadov
druhého datasetu s počtom pozorovańı n2 = 32 a σ2 = 0.579. Obdobné výsledky
dostávame zmenou hodnotou seed, teda generovańım iných regresných funkcíı,
ako je nami použitá v tejto ukážke. Z obrázku 3.7 môžeme vidiet’, že dané výsledky
sú v súlade s nami vyššie poṕısanou teóriu.
1reprodukovatel’nost’ výsledkov je zaručená funkciou set.seed()
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Obr. 3.9: Graf priebehu MSE odhadu regresnej funkcie modelu regresného splinu
(RS - modrá farba) a MSE odhadu regresnej funkcie modelu prirodzeného splinu
(PS - červená čiara) za platnosti modelu regresného (kubického) splinu s troma
pevne zvolenými uzlami rovnomerne rozmiestnenými na intervale [0, 10] .
3.7.1 Simulácie Monte Carlo
Na posúdenie toho, pri akom type dát2 je model prirodzených splinov lepš́ı
ako model regresných splinov s tým, že sme uvažovali platnost’ modelu regresného
splinu s pevne zvolenými troma uzlovými bodmi, sme v prechádzajúcej sekcii
použili strednú štvorcovú chybu odhadu (regresnej funkcie). Na jej výpočet je však
potrebná znalost’ skutočnej regresnej funkcie, ktorú v praxi nepoznáme. V praxi
teda na zhodnotenie toho, ktorý z modelov3 popisuje závislost’ medzi strednou
hodnotou závislej a hodnotami nezávislej premennej lepšie, použ́ıvame mimo iné
napr. R2adj, PRESS štatistiku, či F -test (vid’ sekcia 2.4 a 2.5.3).
V tejto časti práce budeme chciet’ pomocou jednoduchých Monte Carlo si-
mulácíı posúdit’, do akej miery sme schopńı na základe týchto charakterist́ık
korektne vybrat’ skutočne lepš́ı model. Model, ktorý je skutočne lepš́ı, budeme
posudzovat’ pomocou MSE odhadu regresnej funkcie daných modelov.
Budeme uvažovat’ rôzne počty pozorovańı nj = 2
10−j, j = 1, . . . , 6 a rôzne hod-
noty smerodajnej odchýlky chybovej zložky σl = 0.02 ∗ 1.42(l−1)+1, l = 1, . . . , 6.
Označme njx, j = 1, . . . , 6 vektor hodnôt nezávislej premennej d́lžky nj a njη
vektor hodnôt skutočnej regresnej funkcie v bodoch njx, rovnomerne rozmiest-
nených na intervale [0, 10] . Pre každú hodnotu σl, l = 1, . . . , 6 si vygeneruje vektor
hodnôt závislej premennej njY d́lžky nj, j = 1, . . . , 6 ako
njY = njη + njε,
kde njε ∼ Nnj(0, σ2l Inj), j = 1, . . . , 6, l = 1, . . . , 6, č́ım źıskame celkovo 36 rôznych
kombinácíı počtu pozorovańı a hodnoty smerodajnej odchýlka chybovej zložky.
2tj. pre aký počet pozorovańı n a smerodajnú odchýlku chybovej zložky σ
3nielen modelu prirodzeného a regresného splinu, ale rôznych modelov v obecnosti
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Regresná funkcia, ktorú sme vygenerovali pomocou generateSpline() je pevná
a pre rôzne kombinácie nj a σl sa nemeńı. Jednotlivé simulácie sa ĺı̌sia iba v
realizovaných hodnotách chybovej zložky4.
Za skutočne lepš́ı model budeme považovat’ ten, ktorého hodnoty MSE vy-
poč́ıtané v primárnych hodnotách jednotlivých vektorov njx, j = 1, . . . , 6,, sú vo
všetkých hodnotách daného vektoru menšie ako u druhého modelu. Ak by žiadny
z modelov nemal nižšiu MSE vo všetkých hodnotách vektoru, za skutočne lepš́ı
model budeme považovat’ ten, ktorého priemerná MSE je nižšia.
Upravený koeficient determinácie
Uvažujme počet simulácíı S. Pre každú simuláciu dát s = 1,...,S rôznej kom-
binácie nj, j = 1, . . . ,6 a σl, l = 1, . . . ,6, si odhadneme model regresného a pri-
rodzeného splinu. Pre oba odhady si zist́ıme hodnotu upraveného koeficientu








adj), s = 1,...,S,
kde sRSR
2
adj predstavuje hodnotu R
2
adj odhadu modelu regresného splinu s-tej si-
mulácie. sPSR
2
adj si definujeme obdobne pre odhad modelu prirodzeného splinu.
Funkciu g(·,·) si definujeme predpisom
g(x,y) =
{
1, x > y,
0, inak.
Potom plat́ı, že Z1,...,ZS je náhodný výber z alternat́ıvneho rozdelenia Alt(p),
p ∈ (0,1), kde p označuje pravdepodobnost’, že odhad modelu regresného splinu
je na základe hodnoty R2adj horš́ı ako odhad modelu prirodzeného splinu. Ne-






V tabul’ke 3.1 nižšie môžeme vyč́ıtat’ hodnoty relat́ıvnej početnosti p̂ pre rôzne
kombinácie nj a σl. Modrou farbou sú vyznačené hodnoty, v ktorých je prie-
merná MSE odhadu regresnej funkcie regresného splinu menšia ako priemerná
MSE odhadu regresnej funkcie prirodzeného splinu. Hrubou modrou kurźıvou je
vyznačená hodnota, kde je hodnota MSE menšia v každom bode odhadnutej re-
gresnej funkcie regresného splinu, v ktorom bola MSE vyhodnotená. Obdobný
vzt’ah plat́ı pre červenú farbu a odhad regresnej funkcie prirodzeného splinu.
nj a σl 0.028 0.055 0.108 0.211 0.413 0.810
512 0.00 0.00 0.00 0.00 0.00 0.08
256 0.00 0.00 0.00 0.00 0.01 0.21
128 0.00 0.00 0.00 0.00 0.07 0.36
64 0.00 0.00 0.00 0.01 0.21 0.45
32 0.00 0.00 0.00 0.08 0.35 0.50
16 0.00 0.00 0.01 0.19 0.43 0.51
Tabul’ka 3.1: Tabul’ka relat́ıvnych početnost́ı p̂ rôznych kombinácíı nj a σl.
4reprodukovatel’nost’ výsledkov je opät’ zaručená pevnou hodnotou seed
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Podl’a [3, Veta 2.10] plat́ı




Smerodajnú chybu odhadu p̂, teda chybu spôsobenú konečným počtom simulácíı,









Inou charakteristikou modelu, na základe ktorej môžeme rozhodnút’, ktorý z
modelov popisuje vzt’ah medzi strednou hodnotou závislej premennej a hodnotami
nezávislej premennej je PRESS štatistika, bližšie poṕısaná v sekcii 2.5.3.
Tabul’ku relat́ıvnych početnost́ı źıskame analogickým spôsobom ako je poṕısaný
v predošlej časti s tým, že tabul’ka bude prezentovat’ relat́ıvne početnosti, v
ktorých bol zvolený ako lepš́ı model na základe PRESS štatistiky opät’ model
prirodzeného splinu. Kvôli následnej interpretácíı výsledkov si pravdepodobnost’,
že na základe PRESS štatistiky vyberieme model prirodzeného splinu označme
q. Farebné odĺı̌senie hodnôt nachádzajúcich sa v tabul’ke je totožné s tabul’kou
3.1 .
n a σ 0.028 0.055 0.108 0.211 0.413 0.810
512 0.00 0.00 0.00 0.00 0.00 0.31
256 0.00 0.00 0.00 0.00 0.06 0.56
128 0.00 0.00 0.00 0.00 0.33 0.75
64 0.00 0.00 0.00 0.10 0.60 0.83
32 0.00 0.00 0.03 0.45 0.78 0.87
16 0.00 0.11 0.56 0.83 0.92 0.94
Tabul’ka 3.2: Tabul’ka relat́ıvnych početnost́ı výberu modelu prirodzeného splinu
na základe PRESS štatistiky pre rôzne kombinácie nj a σl.
Smerodajnú chybu jednotlivých relat́ıvnych početnost́ı pre rôznu kombináciu
nj a σl môžeme podobne ako v predchádzajúcej časti obmedzit’ zhora hodnotou
0.01.
F-test
Posledným pŕıstupom rozhodovania sa, ktorý z odhadov regresnej funkcie
uvažovaného modelu a podmodelu popisuje lepšie vzt’ah medzi závislou a nezávislou
premennou, je prostredńıctvom testovej štatistiky definovanej vo vete 6. Ked’že
model prirodzených splinov je podmodelom modelu regresných splinov, je možné
prostredńıctvom F -testu rozhodnút’ o zamietnut́ı resp. nezamietnut́ı platnosti mo-
delu prirodzeného splinu.
Uvažujme bežnú hladinu významnosti α = 0.05. Symbolom ps, s = 1, . . . , S, si
označme p-hodnotu s-tej simulácie spomenutého testu. Podobne ako v predchá-
dzajúcich dvoch častiach si náhodné veličiny Zs = g(ps, α), s = 1, . . . , S, tvoria
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opät’ náhodný výber z alternat́ıvneho rozdelenia Alt(r), r ∈ (0, 1), kde r pred-
stavuje pravdepodobnost’, že na základe F -testu nezamietame nulovú hypotézu
o platnosti podmodelu (pri stanovenej hodnote hladiny významnosti α). Pravde-
podobnost’ r odhadneme opät’ relat́ıvnou početnost’ou r̂ = Z̄.
V tabul’ke nižšie môžeme vidiet’ relat́ıvnu početnost’ r̂ pre rôzne kombinácie
nj a σl. Chybu odhadu r̂ môžeme takisto ako v predchádzajúcich častiach tejto
sekcie obmedzit’ zhora hodnotou 0.01 (pre počet S = 2500). Farebné odĺı̌senie
hodnôt nachádzajúcich sa v tabul’ke je opät’ totožné s tabul’kou 3.1 .
n a σ 0.028 0.055 0.108 0.211 0.413 0.810
512 0.00 0.00 0.00 0.00 0.00 0.41
256 0.00 0.00 0.00 0.00 0.10 0.67
128 0.00 0.00 0.00 0.01 0.43 0.84
64 0.00 0.00 0.00 0.13 0.71 0.89
32 0.00 0.00 0.01 0.47 0.83 0.92
16 0.00 0.00 0.26 0.76 0.91 0.93
Tabul’ka 3.3: Tabul’ka relat́ıvnych početnost́ı výberu modelu prirodzeného splinu
na základe F -testu pre rôzne kombinácie nj a σl.
Zhrnutie výsledkov
Ako vid́ıme v tabul’kách 3.1, 3.2 a 3.3, relat́ıvne početnosti majú pre rôzne
vol’by nj, j = 1, . . . , 6, a σl, l = 1, . . . , 6, tendenciu stúpat’ smerom k pravému
dolnému rohu tabul’ky, tzn. k miestu kde sa počet pozorovańı nj zmenšuje a
smerodajná odchýlka chybovej zložky σl zväčšuje. Tvar náhodnej veličiny Zs, s =
1, . . . , S bol v jednotlivých častiach tejto sekcie volený tak, aby jednotlivé pravde-
podobnosti p, q a r odpovedali pravdepodobnosti toho, že odhad regresnej funkcie
modelu prirodzeného splinu je (na základe R2adj, PRESS štatistiky a p-hodnoty
F -testu s hladinou α = 0.05) lepš́ı ako odhad regresnej funkcie modelu regresného
splinu. Hodnoty v daných tabul’kách sú niekedy v kontraste so skutočnost’ou,
ked’že niekedy by sme podl’a hodnôt relat́ıvnej početnosti mali rozhodnút’ pre
model, ktorý skutočne na základe priemernej MSE alebo hodnoty MSE nižšej v
každom vyhodnotenom bode neplat́ı. Z týchto hodnôt môžeme teda pozorovat’, že
tieto ukazovatele nie sú vždy vhodné pre výber ”správneho”modelu. Treba však
zohl’adnit’, že nami źıskané výsledky môžeme posúdit’ iba kvalitat́ıvne, ked’že sme
uvažovali iba jednu pevnú regresnú funkciu s pevne zvolenými uzlovými bodmi,
no zmenou hodnotou seed, teda generovańım inej regresnej funkcie, boli výsledky





V tejto bakalárskej práci sme sa zaoberali parametrickými modelmi regresných
splinov. Na začiatku práce sme zadefinovali základné pojmy regresnej analýzy
neskôr využ́ıvané v kapitole 3. V danej kapitole sme následne diskutovali základne
vlastnosti rôznych regresných funkcíı parametrických modelov so zamerańım na
model regresných splinov. Predstavili sme si dve bázy slúžiace na reprezentáciu
regresných splinov a to useknutú mocninovú bázu a tzv. B-spline bázu. Pred-
stavili sme si model prirodzených splinov a jeho použitie zo zámerom možného
zlepšenia presnosti odhadu regresnej funkcie. Následne sme samostatne odvodili
tvar bázových funkcíı daného modelu. Ďalej sme diskutovali základne pŕıstupy
vol’by polohy a počtu uzlových bodov.
V sekcii 3.7 sme sa venovali porovnávaniu presnosti odhadov regresných fun-
kcíı modelu regresného a prirodzeného splinu. Odvodili sme vzorec strednej štvor-
covej chyby odhadu a následne sme kvalitat́ıvne diskutovali okolnosti, za ktorých
je vhodné použit’ model prirodzeného splinu a túto teóriu sme si ilustrovali na
jednoduchom pŕıklade.
V poslednej časti práce sme sa Monte Carlo simuláciou snažili skúmat’, či
ukazovatele, ktoré sú v praxi bežne použ́ıvané pre výber modelu, dokážu správne
rozhodnút’ v prospech skutočne platného modelu. Na základe nami źıskaných
výsledkov, ktoré sú zachytené v tabul’kách sme dospeli k záveru, že tieto ukazo-
vatele nedokážu vždy správne zachytit’ platnú skutočnost’.
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ξ1 a ξ2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
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