Abstract-In his 1992 paper entitled "A universal statistical test for random bit generators," Maurer discusses a statistic whose value is closely related to the per-bit-entropy of an ergodic stationary source. Here we derive an entropy estimate from a class of generalized serial tests and discuss its relationship to return-time-based entropy estimators and frequency-based goodness-of-fit tests. Our setup extends Kullback's -divergence approach for independent stationary sequences to the class of ergodic Markov chains. The effects caused by the order of the source are examined theoretically and by an empirical study.
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I. INTRODUCTION

I
NVESTIGATIONS about randomness of given sequences of symbols, as occurring in the quality assessment of (pseudo-) random number generators, for example, mostly require a statistical tool for the comparison of distributions. Two well-understood concepts are goodness-of-fit tests and entropy estimates. Whereas the former are usually built upon the occurrence rates of certain events and their comparison with the expected frequencies derived from some null-hypothesis, the latter estimate a property of the underlying common distribution of the symbols in the sequence and may be calculated from relative frequencies or, alternatively, return times.
The two approaches are linked by Kullback's -divergence which provides for both goodness-of-fit statistics ("distance to null-hypothesis") and an entropy-related information measure ("distance to equidistribution"). As the original -divergence is applicable for independent and identically distributed (i.i.d.) sequences only, we develop a modified generalized -divergence in this paper which applies to the class of finite ergodic Markov chains. Furthermore, we study the relation to return-time-based entropy estimates and prove Maurer's conjecture [1] on the speed of convergence.
The paper is structured as follows. After introducing some notation we review the i.i.d. case in Section II. In Section III, we introduce the (modified) generalized -divergence and give an example of its application with respect to goodness-of-fit hypothesis-testing. A linear transform of is used to estiManuscript received May 26, 1999; revised March 5, 2001 . This research was supported by the Austrian Science Foundation (FWF) under Project P13480-MAT and FSP "Number-Theoretic Algorithms and their Applications."
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mate the entropy of ergodic chains in Section IV. The relationship to return-time-based entropy estimators and Maurer's conjecture are considered in Section V, and, finally, a comparison of the different statistics in an empirical study is done in Section VI. Section VII summarizes the results, and the Appendix contains technical details.
Throughout the paper, we use the following notation: for an integer let denote the state space and define the set of -variate discrete probability distributions, and the set of probability distributions with support . We denote the Markov chain , , with initial distribution , , , and transition matrix , , by . Unless stated otherwise, we assume that the chain is of order , i.e., for and We denote the th-order transition probabilities, i.e., the elements of the th power of the matrix by , . All the chains considered in this paper are finite, irreducible, and aperiodic, and thus ergodic:
for all , where we call the stable distribution of the chain. We abbreviate the stationary ergodic chain with equal to the stable distribution, , by . Define the counter vector , where :
, and let be the normalized counter (or relative frequency) vector An important special case here is the independent or zeroorder chain with respect to a vector which is defined by the transition matrix , . This chain forgets the initial distribution after one step and yields a sequence of i. Note that these counter vectors are defined using the cyclic version of the overlapping tuples of states and that, consequently, for ,
The vectors and are so-called higher order types, see [2, Sec. VII.A]. The theory of types, a powerful tool in Shannon theory, can be applied to prove convergence in distribution of divergence statistics depending on these relative frequency vectors. It also provides large deviation results yielding probability-one convergence for several statistics for Markov chains.
We denote convergence in distribution by , convergence in probability by , and almost sure convergence by . Further, denotes the logarithm with respect to base and denotes the natural logarithm.
II. THE INDEPENDENT CASE
In 1963, Csiszár [3] introduced the family of -divergences as measures for the divergence of two probability distributions; see also [4] for the relationship to statistical information. We consider the following scaled version for discrete distributions. Let : be a function with continuous second derivative on some nonempty interval such that and , and let be arbitrary outside of . Define the -divergence of and by Under the condition that is distributed multinomial with parameters and , , the asymptotic distribution of as is a chi-square with degrees of freedom. Two famous measures among this family are Pearson's goodness-of-fit statistic [5] for the loss function , and the -Divergence of Kullback-Leibler [6] for , which is also called the log-likelihood ratio statistic. The factor in the definition of is needed to get convergence in distribution in the multinomial setting. It does not appear in the standard definition of the log-likelihood ratio statistic. In the equiprobable case , is equal to , where is the sample entropy.
In the setup of ergodic chains we might summarize: a stationary independent chain with respect to yields a sequence which is multinomial distributed with parameters and , and the asymptotic distribution of and is chi-square with degrees of freedom. The strong law of large numbers guarantees that the sample entropy converges almost sure to the entropy of the distribution , . This entropy coincides with the entropy of the chain in the independent case, see Section IV. As stated above, the sample entropy and the goodness-of-fit statistic are equal up to a linear transformation in the equiprobable case (2) This gives a framework for relating standard serial tests-i.e., goodness-of-fit tests based on the frequency count in independent chains-and the assessment of the randomness of i.i.d. sequences by their estimated entropy. Rewriting (2) as we observe that a properly normalized -divergence estimates the difference between the entropy of the equidistribution and that of .
III. GENERALIZED -DIVERGENCE AND THE DEPENDENT CASE
Various generalizations of can be considered. We refer the reader to [7] for an extensive treatment within the framework of -divergences. From [8] we cite without proof the following theorem on a generalized -divergence which unifies the -divergence approach with that of Rao [9] for quadratic forms in weak inverses.
Theorem III.1 ( -Divergence):
Let : be a function with continuous second derivative on some interval , for which and , and let be arbitrary outside of . Let and, for a matrix , let
On the conditions that for a covariance matrix with rank , and that is a weak inverse of , , this statistic is asymptotically chi-square distributed with degrees of freedom, .
By the Central Limit Theorem for finite, irreducible, and aperiodic chains (see, e.g., [10, Ch. 4] ) there exists a covariance matrix such that the normalized counter vector converges weakly to a normal distribution as for every initial distribution . Here, is the (unique) stable distribution. Letting be a weak inverse of (which does always exist but need not be unique), serves as a goodness-of-fit statistic for such chains and thereby extends the notion of serial tests to observations from dependent processes with finite memory. We refer the reader to [8] for details and for the computation of the stable distribution and the covariance matrix in terms of determinants of minors of the transition matrix . Among the family of divergences we mention the generalized Pearson statistic , which is nothing but the quadratic form in the weak inverse , and the generalized -Divergence . Also, note that comprises in the independent case since a weak inverse of the multinomial distribution with parameters and is given by and since . is independent with respect to , the overlapping chain with dimension is not independent any more and standard goodness-of-fit tests are not appropriate for the relative frequencies of the overlapping tuples. In this special case, there is a compact representation of a weak inverse of the asymptotic covariance matrix , say, of the normalized counter vector . However, for let , and put , where otherwise (3) then and the rank of equals ; see [11] , [12] for details. If is stationary and independent with respect to , the probability of the sample path becomes
The generalized Pearson statistic for the overlapping chain of such a stationary independent chain is especially easy to evaluate (see [11] - [13] ), since it turns out that it equals the difference of two ordinary Pearson statistics, one for dimension and one for dimension (4) Here we rely on the cyclic definition of the counters for the overlapping tuples of states. The difference between normalized cyclic and noncyclic counters becoming arbitrarily small as increases, the effects can be ignored for high enough sample sizes .
The above example and the special case (4) indicate a slight generalization of Theorem III.1 such that conditions for the weak convergence to a chi-square for sums and differences of -divergences are given. In fact, it is easy to see that the arguments for the proof of Theorem III.1 apply also to the following modified generalized -divergence. (5) converges to a chi-square with degrees of freedom, , as approaches infinity.
Similar statistics for overlapping tuples of states from independent chains and their application in the area of empirical assessment of random number generators have been studied in [15] .
The essential point here is that (5) is an appropriate analog to (4) for the generalized -divergence based on the function . The difference between the -divergence for overlapping -tuples and that for overlapping -tuples gives a modified generalized -divergence if the data stems from sampling successive overlapping tuples of states from an independent chain. In particular, we will consider the accordingly modified generalized -divergence which we denote by for and let . We will see in the following that this statistic has an interesting application even if the data is sampled from a dependent chain, although the convergence to a chi-square is not guaranteed then.
IV. ENTROPY ESTIMATES
So far we have a proper generalization from the independent to the dependent case concerning goodness-of-fit tests and a special representation in the case of overlapping tuples of successive states sampled from an independent chain. Recalling the relation between goodness-of-fit tests and entropy estimates in the independent case from Section II, we might suspect that we will have to compare to the equidistribution in order to relate the statistic to appropriate entropy estimators in the case of dependent chains. In the following, we study this relation in more detail.
Denote by the entropy of the process of states of the ergodic chain where is the stable distribution of the chain. The Theorem of Shannon-Breiman-McMillan states that for almost every sequence and for every initial distribution , the average converges to . Note that for independent chains with respect to . A standard estimator of the entropy can be derived from the normalized counter vector which converges almost surely to the stable distribution of the overlapping chain of dimension due to the strong law for ergodic chains. Consider the following inductive rule for the entropies of stable distributions of overlapping chains. With the additional definition , the chain rule also holds for if is independent with respect to some . As mentioned in the Introduction, chains with order can be treated as ordinary chains by analyzing overlapping -tuples of successive states, so that we restrict ourselves to the case of ordinary chains to avoid excessive notation. It is clear, however, how to extend the definitions of and such that Lemma IV.1 holds for every chain of order provided that . The aforementioned almost sure convergence of the normalized counters and the continuity of the entropy (where we define ) imply (6) so that the difference may be used to estimate the entropy of the chain . By (1), this entropy estimator is based on counting overlapping -tuples of successive states. Estimating entropies from relative frequency histograms is a standard technique. A nice example concerning the entropy of English is given in [16, Sec. 6.6] . The relation to serial testing can now be established by observing that and that for the independent equiprobable case with , -we get , , so that
We summarize the results in the following corollary.
Corollary IV.2 (Entropy Estimates Versus Serial Tests):
Let and consider the loss function and the statistic (5) i) If is ergodic and independent with respect to then providing for an asymptotically chi-square distributed goodness-of-fit test for the hypothesis that the normalized overlapping counter vector has been sampled from an independent chain with respect to . ii) If is an ergodic, not necessarily independent chain, then This statistic thus provides for an entropy estimate for ergodic chains of order .
Proof: Item i) follows directly from Theorem III.3, item ii) is deduced from (7) by observing that (8) Note that both applications of actually compare data sampled from an (imaginary) chain process to a specified chain. In i), the chain is specified by the null-hypothesis of the test out of the family of independent chains whereas in ii) the data is always compared to the independent equiprobable chain. In perfect accordance with the results from Section II, the properly normalized modified -divergence for overlapping chains estimates the difference between the entropy of the equidistribution (i.e., the entropy of an i.i.d. equidistributed process) and that of the data-generating chain.
Also note that if in ii) the estimator estimates the entropy of the stable distribution of the data generating chain, so that ii) also holds if and is an independent chain. By this, the special case (2) is also included. If the order , say, of the data-generating chain was greater than , one would have to increase such that in order to get an estimator for its entropy. Compare the above note on the definition of the entropy of such chains. As to i) again, if the chain were not independent, would have to be replaced by the modified generalized -divergence with an appropriate weak inverse for the asymptotic covariance matrix of in order to get convergence in distribution to a chi-square. An example for the application of the -divergence in the analysis of a gambling strategy is given in [8, Ch. 5.2], where we consider the quality of huge-period pseudorandom number generators. Further examples for the application of the statistics (4) and in the area of quality assessment of pseudorandom number generators are discussed in [15] , [17] . From Corollary IV.2 , we conclude that similar results may be obtained by the corresponding entropy estimates.
V. RELATIONSHIP TO THE FIRST RETURN TIME
In his 1992 paper [1] , Maurer discussed a "universal statistical test"
for random bit generators. The statistic is presented in a setup of stationary ergodic chains with two states and finite memory, the generalization to arbitrary finite-state chains being obvious. A related statistic and its application to testing pseudorandomness is considered in [18] , [19] .
These statistics are based on the observation that the logarithm of the first return time is related to the entropy of the chain. Let denote the first return time to the vector of the initial states. In [20] , it is shown that converges in probability to the entropy as if the chain is ergodic and stationary, see also [21] for a pointwise theorem. Now let be vectors of nonoverlapping -tuples of successive states of the chain. The sequence clearly is a Markov chain itself and has as stable distribution. In the following, we consider the modified first return time For stationary ergodic chains , the chain is ergodic itself and the conditional expectation consequently equals the inverse of the corresponding probability in the stable distribution of the nonoverlapping chain This theorem was proved for binary sources in [22] . Here, we prove the general stationary case and thereby also extend the results obtained in [23] .
Proof: First observe that by the chain rule (Lemma IV.1) so that
The theorem holds, if we can show that (11) We write and let and so that for (see the first lemma in the Appendix). The convergence as , which is uniform in , implies that and (see the second lemma in the Appendix). Letting we get, after some analysis, the limit , which is also uniform in . The theorem now follows owing to the fact that , by
More on this topic can be found in [23] . Again, the arguments extend easily to chains of order by replacing the elements of the tuples by overlapping -tuples of successive states and considering the corresponding chains. Note that in the special case when is independent with respect to , we have so that Theorem V.1 simplifies to in accordance with the results in [1] .
Remark V.2:
According to (9) , the expectation equals the number of paths with positive probability for both the nonoverlapping chain and a stationary independent chain with respect to . Similar arguments as employed in the proof of Theorem V.1 show that the expectation of the logarithm of the return time also converges to the same limit for both chains as . This seems intuitively clear from the small deviation of the single waiting time probabilities from the geometric distribution.
Corollary V.3:
Let be stationary and ergodic, then
Proof: The corollary follows trivially from Theorem V.1 which also gives the speed of convergence for (12) .
VI. EMPIRICAL RESULTS
Viewing the unknown probabilities as expectations of the corresponding relative frequences, we might infer from (9) that entropy estimates built on the estimation of the return time of nonoverlapping -tuples are on a par with the corresponding estimator of Corollary IV.2 ii) which is built on the estimation of the stable distribution itself. However, there might be differences in the speed of convergence and power of the tests for finite sample sizes and dimensions. In this section, we report some empirical results.
In all the examples, we select an integer denoting the size of the state space , and generate an transition matrix depending on two parameters and , such that for every where and for we let , and for we let if , and otherwise. Although this seems a somewhat ad hoc construction of test chains, the parameters give a good control over the entropies: parameters yield independent chains, whereas parameters yield dependent chains where we control the difference between and by . We now choose a dimension and a sample size and calculate a sample path , , of the chain by straightforward simulation. To do so, we start with an initial distribution and simulate transitions before actually sampling . Since the influence of wears off exponentially, it can be neglected. The simulation is based on the very stable high-performance pseudorandom number generator TT800, see [24] , [25] , [8] . We use the notation and in accordance to the definitions in the Introduction to denote overlapping and nonoverlapping -tuples of successive states in the sample path.
Our goal is to analyze the behavior of the following three statistics.
1) Maurer's statistic
. The dimension is equal to the parameter in [1] . Besides the sample size we need an additional parameter denoting the "warmup. Note that is calculated from nonoverlapping vectors and that the total number of sample states needed for the test equals . For and fixed , converges to the expectation almost surely by the linearity of the expectation and by the Birkhoff Ergodic Theorem.
2) The statistic . This one is similar to , but instead of using the asymptotic value we correct by the numerically computed expectations of an indepen- dent equidistributed chain from [1, column 2 in Table I ].
For small values of , this seems to provide higher accuracy, especially if the entropy is nearly maximal. In all our examples, is an integer.
3) The statistic where is calculated from the sequence of overlapping vectors of successive states. The total number of sample states needed for equals , only due to the cyclic definition of the overlapping .
All the statistics can be used to estimate for large enough . We use the normalization in order to get the per-bit entropy which equals for any independent equidistributed chain regardless of . The statistic estimates if Note that for a fixed sample size and parameter , each statistic scans the same number of -dimensional vectors, but and need an -times longer sample path to do so. Whereas the time complexity of and is regardless of and , that of should be written . For any setting of the parameters , , and we calculate the per-bit entropies and . The vector of parameters is indicated below the single plots. We use ANSI C to implement the chain simulation and the calculation of the sample values of , , and , and Wolfram's Mathematica 3.0 system for the calculation of and and for the graphical output.
Our first goal is to get an impression of the speed of convergence as we increase the total sample size of the test. We vary the parameters in the set
Here the values of have been chosen such that the statistics and have a reasonable "warmup" before actually scanning return-time values. For every such pair, we simulate 32 sample paths of length , and calculate the mean values and (where the latter uses only one th of the data in each sample path ), and the according sample standard deviations , and . In the plots, the values of , , and are indicated by the symbols triangle, diamond, and star, respectively, and the sample standard variation is plotted as an error bar. The left-hand plot in Fig. 1 shows that in an independent chain the parameter yields correct estimates for reasonable sample sizes with the statistic , whereas is too small to get the correct entropy from or . The sample standard deviation decreases as increases for all three statistics. The right-hand plot shows that the speed of convergence in for higher is a little better for the statistics and , but, recall that they scan an times longer sample path. Clearly, one has to choose a much larger sample size for dimension than for dimension to obtain reasonable estimates. In both parts of the figure, equals since the chains are independent. In a second series of examples, we study the impact of the parameter in Figs. 2 
VII. CONCLUSION
In our paper, we study the relation between serial-or relative frequency-tests out of the family of (modified) generalized -divergences on the one hand, and the assessment of randomness based on estimators for the entropy, on the other. We select the loss function which originally led to Kullback's -divergence and have the following three applications. In the first place, for goodness-of-fit tests one has to parameterize the generalized -divergence with a weak inverse of the asymptotic covariance matrix of the vector of relative frequencies as specified by the null hypothesis. Such an inverse exists, e.g., for data sampled from an irreducible aperiodic finite chain. If the null hypothesis is an independent chain with respect to a vector , a simple weak inverse can not only be given for the process of states (where and is diagonal and leads to the original Kullback -divergence measure), but also for the process of cyclic overlapping -tuples of successive states.
Second, the modified generalized divergence , gives a slightly different framework and allows for the additive structure of the aforementioned inverses . comprises the well-known overlapping serial test and extends it to more general loss functions. If we again employ and arrive at the modified generalized -divergence, , for short. Finally, the linear transform of this goodness-of-fit statistic with the null-hypothesis of an independent equidistributed process gives an estimator for the entropy of data sampled from an ergodic chain, provided that the tuple size is larger than the order of the chain. Thus, the whole setup which was already well known for i.i.d. processes is extended to the class of processes with finite memory and time-independent transition probabilities.
We also studied the relationship to entropy estimates built on the notion of return time and reported some empirical results from a sample study. Since expected return time and expected relative frequency are inversely proportional in ergodic chains, we did not expect much difference in terms of efficiency between the two types of entropy estimates which was well demonstrated in our samples. The main difference lies in the meaning of the dimension parameter, which is clearly connected to the memory or order of the chain for the frequency-based estimator, whereas this connection is blurred in the case of the return-time-based statistics. Further theoretical work has to be done with respect to the estimation of the variance and asymptotic efficiency of these statistics. 
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