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Energieverbruik is een belangrijk milieuprobleem in ict-intensieve organisaties. Het 
energieverbruik van rekencentra in Nederland is tussen 2006 en 2008 met vijftig procent 
gestegen (Clevers, Popma, & Elderman, 2009). De verwachting is dat deze trend doorzet, 
terwijl sinds 2008 een meerjarenafspraak van kracht is voor de ICT-sector in Nederland. 
Hierin is de ambitie uitgesproken om in 2020 gezamenlijk dertig procent minder energie te 
verbruiken dan in 2005. In bovenstaande ligt de aanleiding om op zoek te gaan naar ruimte 
voor verlaging van het energieverbruik. 
De nummer één maatregel om energieverbruik van rekencentra te verminderen blijft de 
komende decennia het oogsten van ‘laaghangend fruit’ (Brown & Reams, 2010). Het gaat 
daarbij om het doorvoeren van maatregelen die met een beperkte investering kunnen 
worden uitgevoerd. De vraag welke maatregelen kunnen worden beschouwd als 
‘laaghangend fruit’ blijft echter vooralsnog onbeantwoord. 
De doelstelling van dit onderzoek is tweeledig. Ten eerste is onderzocht welke maatregelen 
kunnen bijdragen aan het verbeteren van de energie-efficiëntie van rekencentra. Daarnaast 
is de geschiktheid van het OpenDCME1 model als methode voor het inzichtelijk maken van 
het energieverbruik van een rekencentrum geëvalueerd. Bij dit laatste ligt de nadruk op het in 
kaart brengen van het verbeterpotentieel. 
Literatuuronderzoek heeft plaatsgevonden om inzicht te krijgen in de werking van de 
belangrijkste systemen in een rekencentrum, vanuit het oogpunt van energieverbruik. 
Vervolgens is gekeken welke methoden worden genoemd voor het inzichtelijk maken van de 
energie-efficiëntie van rekencentra en is een overzicht samengesteld van concrete 
maatregelen die kunnen worden genomen om het energieverbruik van systemen binnen het 
rekencentrum te beperken. 
De belangrijkste indicator voor het inzichtelijk maken van de energie-efficiëntie van 
rekencentra die in de literatuur is aangetroffen, is ‘Power Usage Effectiveness’ (PUE).  Het 
nut van deze indicator lijkt echter beperkt, omdat deze niet verder gaat dan het aangeven 
van de verhouding tussen het totale energieverbruik in het rekencentrum en het 
energieverbruik van de IT-apparatuur. Twee belangrijke nadelen van PUE zijn dat deze 
verhouding beïnvloed kan worden zonder de energie-efficiëntie daadwerkelijk te verbeteren, 
en dat deze geen inzicht geeft in de vraag waar het verbeterpotentieel zich bevindt.  
Om richting te geven aan verbeterinitiatieven is gezocht naar een methode die ook concrete 
richting geeft door aan te wijzen waar verbetering mogelijk is. In de academische literatuur is 
geen methode aangetroffen die kan worden toegepast voor het uitvoeren van 
detailmetingen. Om die reden is gekozen voor het hanteren van het ‘OpenDCME’ model 
(Open Data Center Measure of Efficiency). Dit model wordt toegepast om de energie-
efficiëntie van de IT functie van een organisatie te bepalen. Aan de hand van een zestiental 
KPI’s wordt een score vastgesteld voor de belangrijkste systemen in het rekencentrum en 
een aantal processen die van invloed zijn op de apparatuur die in het rekencentrum 
beschikbaar is. Op basis van de scores op de verschillende KPI’s wordt inzichtelijk waar de 
                                               
1 OpenDCME staat voor ‘Open Data Center Measure of Efficiency’. OpenDCME is een methode om de 
efficiëntie van rekencentra te meten en uit te drukken. De methode is ontwikkeld door Mansystems. 
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belangrijkste mogelijkheden tot verbetering van de energie-efficiëntie voor het betreffende 
rekencentrum zich bevinden. 
Vanuit de literatuur is daarnaast een overzicht samengesteld van maatregelen die kunnen 
bijdragen aan het verlagen van het energieverbruik van componenten binnen het 
rekencentrum. Elk van deze (zeventien) maatregelen is voorzien van een classificatie (één, 
twee of drie) die aangeeft wat de impact is van doorvoering van de betreffende maatregel. 
De classificatie ‘één’ staat voor ‘lage impact’: de betreffende maatregel kan met relatief 
weinig inspanning worden doorgevoerd. Op basis van deze classificatie kan de prioriteit van 
invoering worden bepaald: de maatregelen met de laagste impact kunnen zonder 
noemenswaardige investeringen worden doorgevoerd en gelden om die reden als 
'laaghangend fruit'. 
Verder is onderzocht welke wetgeving en maatschappelijke initiatieven op het gebied van 
energieverbruik van toepassing zijn op rekencentra in Nederland. Daarbij is één belangrijke 
wet aangetroffen die specifiek van toepassing is op rekencentra: op grond van de wet 
milieubeheer geldt voor alle bedrijven in Nederland de verantwoordelijkheid om energie 
zuinig te gebruiken.  
Artikel 2.15 van het Activiteitenbesluit behorende bij deze wet stelt specifieke eisen aan 
energie-efficiëntieverbeteringen in een bedrijf. Zo worden drijvers van een rekencentrum 
verplicht om maatregelen door te voeren met een terugverdientijd van vijf jaar of minder. 
Welke maatregelen dit zijn blijft echter onbenoemd.  
Naast deze wet bestaan een tweetal maatschappelijke initiatieven die in het kader van dit 
onderzoek relevant worden geacht. De ‘meerjarenafspraak energie-efficiëntie (MJA3)’ is een 
Nederlands initiatief gericht op het terugdringen van energieverbruik in de ict sector als 
geheel en de ‘Code of Conduct on Data Centres Energy Efficiency’ is een initiatief van de 
Europese Commissie gericht op energieverbruik van rekencentra in het bijzonder. Deelname 
aan beide initiatieven is vrijwillig.  
In het empirisch deel van dit onderzoek heeft een casestudy plaatsgevonden, waarbij een 
dataset met gegevens over het energieverbruik van rekencentra van instellingen voor hoger 
onderwijs in Nederland is geanalyseerd. Deze dataset is samengesteld uit doorlichtingen van 
rekencentra aan de hand van het OpenDCME model in 2010. Analyse van deze 
doorlichtingen heeft een zestal maatregelen opgeleverd die een bijdrage kunnen leveren aan 
het beperken van het energieverbruik. Vijf daarvan kunnen zonder noemenswaardige 
investeringen worden geïmplementeerd en verdienen om die reden de kwalificatie 'quick 
win'. 
Naast analyse van deze reeds bestaande dataset heeft een doorlichting plaatsgevonden van 
een rekencentrum van Defensie. Deze doorlichting is uitgevoerd op gelijke wijze als de 
doorlichtingen bij de instellingen voor hoger onderwijs en had als doel het evalueren van het 
OpenDCME model voor toepassing in de praktijk. Deze evaluatie heeft laten zien dat 
OpenDCME geschikt is voor het inzichtelijk maken van het aanwezige verbeterpotentieel. 
Verder is duidelijk geworden dat, hoewel een doorlichting zelfstandig kan worden uitgevoerd, 
diepgaande kennis van de verschillende domeinen nodig is om de resultaten op de juiste 
manier te kunnen duiden. 
Naar aanleiding van de doorlichting van het rekencentrum van Defensie zijn tenslotte een 
aantal aanbevelingen gedaan voor het verbeteren van de energie-efficiëntie voor dat 
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rekencentrum. De belangrijkste aanbevelingen zijn het stapsgewijs verhogen van de 
temperatuur en het terugbrengen van de hoeveelheid koude lucht. Deze maatregelen 
kunnen een substantiële verlaging van het energieverbruik opleveren.  
Opvallend is dat de maatregelen voortkomend uit de dataset hoger onderwijs en de 
maatregelen uit de doorlichting bij Defensie grotendeels overeenkomen. Dit kan een aanzet 
zijn tot het vaststellen van algemeen geldende quick-wins voor het verbeteren van de 
energie-efficiëntie van rekencentra, maar om uit te sluiten dat de overeenkomsten 





In ‘Duurzame ICT; Grondstof en energiebron voor een duurzame wereld’ (Counotte-Potman 
& van Eekelen, 2010) beschrijven de auteurs acht thema’s van milieubeleid. Ze concluderen 
dat de belangrijkste milieuproblemen die een rol spelen in ict-intensieve organisaties 
optreden bij energiegebruik (CO2-uitstoot, het opraken van olie en gas, risico van kernafval, 
stoffen waar zonnecollectoren en batterijen van worden gemaakt) en materiaalgebruik (wordt 
er zo min mogelijk materiaal gebruikt en kan het in componenten worden gescheiden om te 
worden hergebruikt?). Dit onderzoek is gericht op het thema energiegebruik. 
Het energieverbruik van rekencentra in Nederland is in de periode 2006-2008 met vijftig 
procent gegroeid tot 954 gigawatt uur per jaar (Clevers et al., 2009). Een verdere stijging van 
het energieverbruik van rekencentra wordt verwacht. In de ‘European Code of Conduct on 
Data Centres’ (European Commission, 2008) wordt uitgegaan van een stijging van het 
energieverbruik van rekencentra in West-Europa van 56 duizend gigawatt uur per jaar in 
2007 naar 104 duizend gigawatt uur per jaar in 2020. Dit is een stijging van vijfentachtig 
procent, terwijl sinds 2008 een meerjarenafspraak van kracht is voor de ICT-sector in 
Nederland, de MJA3. Hierin is afgesproken dat ondernemingen zich inspannen om in 2020 
gezamenlijk een gemiddelde verlaging van het energieverbruik te bereiken van dertig 
procent ten opzichte van 2005 (SenterNovem, 2008). 
Met enerzijds het stijgende energieverbruik binnen rekencentra en anderzijds de afspraken 
die zijn vastgelegd in de MJA3 moet binnen de ICT-sector worden gezocht naar 
mogelijkheden om de energie-efficiëntie van rekencentra te verbeteren. De Europese 
Commissie wijst in haar ‘Code of Conduct on Data Centres’ een belangrijke factor aan die 
leidt tot inefficiënt gebruik van energie: veel van de bestaande rekencentra zijn ontworpen op 
basis van achterhaalde uitgangspunten (European Commission, 2008, p. 3). 
Enkel bewustzijn van het feit dat het energieverbruik van rekencentra de komende jaren 
substantieel zal stijgen leidt, door het ontbreken van kaders om na te streven, niet 
noodzakelijkerwijs tot het nemen van de juiste beslissingen (European Commission, 2008, p. 
4). Het duurzaamheids-volwassenheidsmodel, in ontwikkeling bij de Open Universiteit, kan 
dergelijke kaders bieden. Het beoogd model biedt, naar analogie met het 
volwassenheidsmodel CMM voor softwareontwikkeling, ondersteuning bij het permanent 
verbeteren van de wijze waarop binnen ICT-intensieve organisaties wordt omgegaan met 
duurzaamheid (Counotte-Potman & van Eekelen, 2010, p. 10). De kern van een dergelijk 
model wordt gevormd door het meten en verbeteren. Het onderwerp van dit onderzoek is 
daarom tweeledig. Enerzijds is dit onderzoek gericht op de vraag wat het beste kan worden 
gemeten en hoe dat wordt gedaan, en anderzijds op de vraag welke maatregelen kunnen 





De verwachting is dat het energieverbruik van rekencentra in West-Europa tussen 2007 en 
2020 zal stijgen van 56 duizend naar 104 duizend gigawatt uur per jaar (European 
Commission, 2008). De nummer één maatregel om energieverbruik van rekencentra te 
verminderen blijft de komende decennia het oogsten van ‘laaghangend fruit’ (Brown & 
Reams, 2010). De vraag welke maatregelen kunnen worden beschouwd als ‘laaghangend 
fruit’ blijft echter onbeantwoord. 
2.2. Onderzoeksdoelstellingen 
De doelstelling van dit onderzoek is tweeledig. Ten eerste is dit onderzoek gericht op het 
identificeren van ‘quick-wins’ voor reductie van energieverbruik van rekencentra. Daarnaast 
wordt de geschiktheid van het OpenDCME model als methode voor het inzichtelijk maken 
van het energieverbruik van een rekencentrum geëvalueerd. Bij dit laatste ligt de nadruk op 
het in kaart brengen van de mogelijkheden tot zelfverbetering.  
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3. Methoden en maatregelen voor het beheersen van het 
energieverbruik in rekencentra 
Dit hoofdstuk bevat een weergave van de literatuurstudie. Het doel van de literatuurstudie is 
tweeledig: enerzijds is deze gericht op het in kaart brengen van beschikbare methoden voor 
het inzichtelijk maken van het verbeterpotentieel rondom het energieverbruik van 
rekencentra. Daarnaast is onderzocht welke maatregelen kunnen worden genomen voor het 
verbeteren van de energie-efficiëntie van rekencentra. De eerste stap is het verwerven van 
inzicht in de vraag uit welke systemen een rekencentrum bestaat. 
3.1. Wat bepaalt het energieverbruik in een rekencentrum? 
Een vijftal duidelijk te onderscheiden subsystemen nemen het grootste deel van het 
energieverbruik in het rekencentrum voor hun rekening (Pelley, Meisner, Wenisch, & 
VanGilder, 2009). Achtereenvolgens zijn er: (1) servers en opslagsystemen, (2) systemen 
voor stroomverdeling en omzetting, (3) koel- en luchtbehandelingssystemen, (4) 
netwerkapparatuur en (5) systemen voor verlichting en fysieke beveiliging. 
Belangrijkste subsystemen in het rekencentrum en hun interactie 
Figuur 1 illustreert de belangrijkste energie verbruikende subsystemen in het rekencentrum 
en de energie- en warmtestromen tussen deze systemen. De getallen in de figuur 
corresponderen met de getallen tussen rechte haken in de toelichting van de werking en 
samenhang van de subsystemen die volgt na de figuur. 
 
 
Figuur 1 - De belangrijkste energie verbruikende subsystemen in het rekencentrum en hun interactie (Pelley et 
al., 2009) 
Elektrische infrastructuur 
Doorgaans wordt de elektrische infrastructuur gevoed met wisselstroom van een 
energieleverancier [1] waarna de stroom binnen de infrastructuur wordt omgevormd [2] en 
geleverd aan de noodvoeding [3]. In figuur 1 is de noodvoeding aangeduid als ‘UPS’, een 
afkorting voor ‘Uninterruptable Power Supply’. Noodvoedingen worden in de meeste gevallen 
voortdurend opgeladen en leveren, bij onderbreking van de stroomvoorziening vanuit het 
energienet van de leverancier, gedurende korte tijd stroom tot de volledige 




Vanaf de UPS wordt elektriciteit op hoge spanning verspreid naar Power Distribution Units 
(PDU’s) [4], stroomverdelingseenheden (ook wel naar gerefereerd als omvormers) waar het 
voltage wordt aangepast aan de vereisten van de IT-apparatuur. Zowel PDU’s als UPS-en 
brengen een substantiële overhead van het elektriciteitsverbruik met zich mee, en die 
overhead neemt toe met de belasting van deze componenten (Pelley et al., 2009). 
Mechanische infrastructuur 
Vrijwel alle elektriciteit die in het rekencentrum wordt verbruikt wordt omgezet naar warmte, 
die moet worden verwijderd uit de faciliteit om probleemloze werking van apparatuur te 
kunnen (blijven) garanderen. Het verwijderen van deze warmte, terwijl voldaan moet blijven 
worden aan de eisen met betrekking tot luchtvochtigheid en luchtkwaliteit, vereist een 
uitgebreide koelinfrastructuur.  
Een belangrijk onderdeel van het koelsysteem is de luchtbehandelingsinstallatie [5]. In figuur 
1 is deze aangeduid als ‘CRAH’, een afkorting voor ‘Computer Room Air Handler’. De warme 
koellucht afkomstig van servers wordt naar een koellus gebracht waardoor een koelmedium 
stroomt (vaak een mengsel van water en glycol). De warmte uit de lucht wordt afgegeven 
aan het koelmedium waarna de gekoelde lucht terug het rekencentrum wordt ingevoerd. 
Luchtbehandelingsinstallaties zijn er in verschillende vormen. Van airconditioners in de 
computerruimte die gekoelde lucht door leidingen onder de computervloer pompen die 
vervolgens via de vloer langs de racks met apparatuur wordt geleid, tot koelsystemen die zijn 
opgenomen in rij-eenheden in de serverracks, zo dicht mogelijk bij de apparatuur. 
Het door de luchtbehandelingsinstallatie opgewarmde koelmedium wordt vervolgens naar 
een koelmachine gepompt [6]. In deze koelmachine wordt de warmte middels een 
warmtewisselaar2 afgegeven aan de buitenlucht. Het op deze wijze onttrekken van warmte 
aan het rekencentrum kost een substantiële hoeveelheid energie; de koelmachine gebruikt 
de meeste energie van het totale koelsysteem, waarbij het energieverbruik meegroeit met 
zowel de thermische belasting van het rekencentrum als de buitentemperatuur. 
IT-apparatuur 
Een belangrijk deel van de energie in het rekencentrum wordt verbruikt door servers, 
opgesteld in racks, waarbij het energieverbruik varieert met het (nuttig) gebruik. Ook 
opslagsystemen verbruiken relatief gezien veel energie. Deze systemen verbruiken echter 
een relatief constante hoeveelheid energie, onafhankelijk van de intensiteit van het gebruik. 
  
                                               
2 twee fysiek van elkaar gescheiden lussen waarin de warmte wordt afgegeven van de binnenste lus aan een 
tweede lus die is verbonden aan een koeltoren [7] 
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3.2. Welke methoden zijn beschikbaar voor het meten van de energie-
efficiëntie van rekencentra? 
Methoden om energie-efficiëntie te meten worden in de literatuur genoemd voor 
verschillende niveaus en domeinen, variërend van componenten als CPU en geheugen tot 
complete rekencentra (Lamb, 2009, pp. 109-124; Rivoire, Shah, Ranganathan, Kozyrakis, & 
Meza, 2007). In ‘Models and Metrics to Enable Energy-Efficiency Optimizations’ geven 
Rivoire et al. (2007) een overzicht van ‘energy efficiency benchmarks and metrics’. Voor het 
domein rekencentra worden alleen de meeteenheden genoemd van The Green Grid 
(2008a).  
Ook Kant (2009), Salim (2009), Arts et al. (2009) en (Dickens, 2010, p. 56) geven aan dat de 
The Green Grid’s PUE (Power Usage Effectiveness) de enige meeteenheid voor rekencentra 
is die breed wordt toegepast. In 2010 wordt het gebruik van PUE als geprefereerde 
meeteenheid voor energie-efficiëntie van rekencentra bevestigd. Door een groep 
toonaangevende spelers binnen de bedrijfstak (onder andere ASHRAE, The Green Grid, 
Energy Star en Uptime Institute) wordt een overeenkomst bereikt over metingen, 
meeteenheden en rapportagestandaarden op het gebied van energie-efficiëntie van 
rekencentra. Centraal in deze afspraken staat het gebruik van PUE als geprefereerde 
meeteenheid (The Green Grid, 2010a). Eveneens in 2010 zijn door de Verenigde Staten, de 
Europese Unie en Japan afspraken vastgelegd over leidende uitgangspunten betreffende 
energie-efficiëntie meeteenheden voor rekencentra (The Green Grid, 2010b). In 2011 wordt 
het gebruik van PUE als geprefereerde meeteenheid nogmaals bevestigd door een aantal 
Amerikaanse en Japanse overheidsdiensten en de Europese commissie en wordt een 
overeenkomst bereikt over de wijze waarop PUE gemeten wordt (The Green Grid, 2011a). 
The Green Grid: PUE vs. DCiE 
The Green Grid is een belangengroepering zonder winstoogmerk waarin onder andere 
eindgebruikers, technologie aanbieders, beleidsmakers en energiemaatschappijen 
samenwerken aan het verbeteren van de energie-efficiëntie van rekencentra en zakelijke 
automatiseringsomgevingen. The Green Grid werkt verder samen met de industrie aan 
energie-efficiëntie richtlijnen voor alle componenten in het rekencentrum (Lamb, 2009, p. 
126; The Green Grid, 2008a) . 
The Green Grid kent twee meeteenheden voor het inzichtelijk maken van de energie-
efficiëntie van rekencentra: ‘Power Usage Effectiveness’ (PUE) en ‘Data Center 
infrastructure Efficiency’ (DCiE). Door de energie-efficiëntie van een rekencentrum uit te 
drukken in een cijfer (PUE) of een percentage (DCiE) is het mogelijk om de energie-
efficiëntie van het betreffende rekencentrum snel te beoordelen. Daarnaast bieden beide 
meeteenheden de mogelijkheid tot vergelijking van de energie-efficiëntie van verschillende 
rekencentra onderling, het verbeteren van de operationele efficiëntie van het rekencentrum 
en kan het effect van maatregelen op het totaal van het energieverbruik worden bepaald 




PUE wordt berekend door het totaal binnen het rekencentrum opgenomen elektrisch 
vermogen te delen door het totaal opgenomen elektrisch vermogen van de binnen het 
rekencentrum aanwezige IT-apparatuur (figuur 2). 
PUE=  
𝑇𝑜𝑡𝑎𝑙 𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑃𝑜𝑤𝑒𝑟 (𝑘𝑊ℎ)
𝐼𝑇 𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 𝑃𝑜𝑤𝑒𝑟 (𝑘𝑊ℎ)
 
Figuur 2 - Formule voor het berekenen van de ‘Power Usage Effectiveness’ 
DCiE wordt berekend door het totaal opgenomen elektrisch vermogen van de binnen het 
rekencentrum aanwezige IT-apparatuur te delen door het totaal binnen het rekencentrum 
opgenomen elektrisch vermogen en de uitkomst hiervan te vermenigvuldigen met 100% 
(figuur 3). 
DCiE=  
𝐼𝑇 𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 𝑃𝑜𝑤𝑒𝑟 (𝑘𝑊ℎ)
𝑇𝑜𝑡𝑎𝑙 𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑃𝑜𝑤𝑒𝑟 (𝑘𝑊ℎ)
 𝑥 100%    of:   DCiE= 
1
𝑃𝑈𝐸
 𝑥 100% 
Figuur 3 - Formule voor het berekenen van de ‘Data Center Infrastructure Efficiency’ 
Hoewel beide meeteenheden in essentie aan elkaar gelijk zijn kunnen ze op verschillende 
manieren worden toegepast om inzicht te geven in de energietoewijzing in het rekencentrum 
(Lamb, 2009, p. 123). PUE is altijd hoger dan één, waarbij geldt dat hoe dichter de PUE 
waarde van een rekencentrum bij één ligt, hoe beter deze energie-technisch presteert. Zijn 
tegenhanger DCiE wordt uitgedrukt als percentage. Voor DCiE geldt dat het rekencentrum 
beter presteert naarmate het percentage hoger ligt. 
Het totale energieverbruik in een rekencentrum kan worden onderverdeeld in een drietal 
categorieën: IT-apparatuur, de ondersteunende infrastructuur ten behoeve van het 
rekencentrum en als laatste de overige voorzieningen zoals kantoren en toiletruimten, 
waarbij als voorwaarde geldt dat deze uitsluitend worden gebruikt voor het rekencentrum 
(The Green Grid, 2011c, p. 4). Figuur 4 geeft inzicht in de samenstelling van de categorieën 




Figuur 4 - Data Center Components and PUE (Salim, 2009) 
NB: In de formules voor de berekening van PUE en DCiE worden de begrippen ‘Total Facility 
Power’ (totale energieverbruik van het rekencentrum) en ‘IT Equipment Power’ (het totaal 
opgenomen elektrisch vermogen van de binnen het rekencentrum aanwezige IT-apparatuur) 
gebruikt. In figuur 4 wordt naar deze begrippen respectievelijk gerefereerd als ‘Total data 
center power’ en ‘Total IT power’. 
Verder is van belang dat energie in deze figuur wordt uitgedrukt in kilowatt (kW). Tabel 1 laat 
zien dat de eenheid waarin energie wordt uitgedrukt bij het berekenen van PUE afhankelijk is 
van de meetcategorie. Dit verklaart het gebruik van kilowatt (kW) als eenheid voor energie in 
deze figuur en het gebruik van kilowattuur (kWh) in de formules voor het berekenen van PUE 
(figuur 2) en DCiE (figuur 3).  
In figuur 4 worden een aantal afkortingen gebruikt, deze worden hieronder verklaard: 
FP-Gen. Service – Fuel Powered Generator service (noodstroomvoorziening) 
UPS – Uninterruptible Power Supply (tijdelijke noodvoeding) 
STS – Static Transfer Switch (Statische overdracht schakelaar) 
PDU – Power distribution Unit (stroomverdelingseenheid) 





Binnen de categorieën aan de hand waarvan PUE wordt berekend, worden diverse typen 
apparatuur aangetroffen. Een overzicht van deze apparatuur is opgenomen in figuur 5.  
De figuur is aangevuld met cijfers die corresponderen met de door Pelley et al. (2009) 
genoemde subsystemen die het grootste deel van het energieverbruik in het rekencentrum 
voor hun rekening nemen. Na de figuur volgt een toelichting op de relatie tussen deze 
subsystemen en de categorieën in de figuur. 
 
 
Figuur 5 - Breakdown van apparatuur per PUE categorie (The Green Grid, 2008a) 
 
In paragraaf 3.1 is een overzicht geschetst van de belangrijkste subsystemen in het 
rekencentrum. Pelley et al. (2009) onderscheiden in dat overzicht de volgende subsystemen 
als de grootste energieverbruikers in het rekencentrum: 
(1) servers en opslagsystemen 
(2) systemen voor stroomverdeling en omzetting 
(3) koel- en luchtbehandelingssystemen 
(4) netwerkapparatuur 
(5) systemen voor verlichting en fysieke beveiliging.  
Bovengenoemde subsystemen corresponderen op de volgende wijze met de categorieën uit 
figuur 5. Tot de ‘IT load’ (de totale hoeveelheid energie die wordt verbruikt door de IT-
apparatuur) behoren servers en opslagsystemen (1) en netwerkapparatuur (4). De categorie 
‘Power’ uit het overzicht van The Green Grid omvat systemen voor stroomverdeling en 
omzetting (2). Tot de categorie ‘Cooling’ behoren alle systemen voor koeling en 
luchtbehandeling (3). De categorieën ‘Power’ en ‘Cooling’ worden verder, in lijn met de 
bevindingen in de volgende deelvraag, verder aangeduid als respectievelijk ‘elektrische 
infrastructuur’ en ‘mechanische infrastructuur’. 
De systemen voor verlichting en fysieke beveiliging (5), door Pelley et al. (2009) benoemd 
als apart subsysteem, maken in de figuur onderdeel uit van de totale ‘Building Load’. Het 
subsysteem maakt weliswaar deel uit van de totale infrastructuur, maar is als afzonderlijke 
categorie voor de berekening van PUE niet relevant. 
Het energieverbruik van alle bovengenoemde systemen samen vormt de ‘Total Facility 
Power’, ofwel de totale hoeveelheid energie die door het rekencentrum wordt opgenomen. 
 
18 
Energy Star Rating for Data Centers 
Door de ‘United States Environmental Protection agency’ (EPA), een Amerikaanse 
overheidsinstelling gericht op het beschermen van de volksgezondheid en het milieu, wordt 
de ‘Energy Star Rating’ voor rekencentra ontwikkeld (U.S. Environmental Protection Agency, 
2012). De onderliggende meeteenheid van deze beoordelingsmethodiek is PUE. De 
toegevoegde waarde van EPA ligt in het aanbieden een hulpmiddel waarin PUE waarden 
van verschillende rekencentra worden vastgelegd en een vergelijking ondergaan met alle 
overige data centers die zijn opgenomen (U.S. Environmental Protection Agency, 2010). 
OpenDCME 
In 2010 heeft in opdracht van SURF foundation en AgentschapNL een serie doorlichtingen 
plaatsgevonden van rekencentra van instellingen voor hoger onderwijs in Nederland. Deze 
doorlichtingen, gericht op het in kaart brengen van energieverbruik van werkplekapparatuur 
en rekencentra, zijn uitgevoerd door Mansystems aan de hand van het door hen ontwikkelde 
‘Open Data Center Measure of Efficiency’ (OpenDCME) model (Mansystems, 2012). 
Het OpenDCME model wordt toegepast om de energie-efficiëntie van de IT functie van een 
organisatie te bepalen. Het model bestaat uit vier kwadranten: ‘facility’, ‘IT assets’, 
‘Management’ en ‘Process’ (zie de figuur in bijlage A, paragraaf 2). Elk van deze vier 
kwadranten kent een specifieke set van vier kritische prestatie indicatoren (KPI’s). 
De set van KPI’s binnen het ‘facility’ kwadrant is gericht op het facilitaire deel van het 
rekencentrum. De KPI’s in dit kwadrant worden vastgesteld voor het beoordelen van de 
status van efficiëntieverbeteringen. DCiE (The Green Grid) is één van de indicatoren binnen 
dit kwadrant. De overige indicatoren binnen dit kwadrant zijn ‘floor usage’ (de bezetting van 
de rekencentrumvloer met apparatuur), ‘bypass’ (het percentage ongebruikte koellucht) en 
‘recirculation’ (het percentage warme koellucht dat nogmaals door de apparatuur stroomt). 
De tweede groep van KPI’s, binnen de kwadrant ‘IT Assets’, geeft inzicht in de efficiëntie van 
de in het rekencentrum toegepaste IT middelen. Van de netwerkarchitectuur, 
opslagarchitectuur, x86 architectuur (een veel in Windows systemen toegepaste processor) 
en RISC architectuur (een type processor die vaak wordt aangetroffen in UNIX servers) 
wordt de efficiëntie bepaald ten opzichte van een referentiecapaciteit. De referentiecapaciteit 
kan bijvoorbeeld bestaan uit het meest recente type apparaat binnen de betreffende 
categorie. 
Om optimalisatie mogelijk te maken is het beheer van IT- en facilitaire apparatuur essentieel. 
Binnen de kwadrant ‘Management’, de derde groep van KPI’s, wordt een beeld gevormd van 
de beschikbare capaciteit op het gebied van netwerk, opslag, rekenkracht (servers) en 
elektrische en mechanische infrastructuur. De KPI’s binnen dit kwadrant zijn gericht op het 
operationeel houden van de aanwezige capaciteit en het beschikbaar stellen van voldoende 
reservecapaciteit zonder het ontstaan van overcapaciteit. 
Het vierde en laatste kwadrant, ‘Process’, is gericht op de processen die een directe 
uitwerking hebben op de efficiëntie. Onder regie van de processen wijzigingen- en 
configuratiebeheer, beheer van productlevenscycli, capaciteitsbeheer en beheer van 




De methode waarbij het OpenDCME model wordt toegepast is erop gericht om KPI’s te 
meten, verbetermogelijkheden te identificeren en implementatie van geselecteerde 
verbetermaatregelen te plannen en uit te voeren. Vervolgens worden de metingen op 
dezelfde wijze herhaald om de invloed van de getroffen verbetermaatregelen inzichtelijk te 
maken. De methode geeft scores op iedere KPI en maakt het via presentatie in een 
spinnenweb-diagram mogelijk om snel inzicht in de prestatie te verkrijgen. 
Ontwikkelingen 
PUE geeft de verhouding weer tussen de energie die wordt opgenomen door het gehele 
rekencentrum en de energie opgenomen door de IT-apparatuur. Hoewel bruikbaar is PUE 
een nogal primitieve meeteenheid. Het is eenvoudig om een meeteenheid als PUE vast te 
stellen op vrijwel elk niveau, maar aangezien efficiëntie over het algemeen toeneemt 
naarmate de belasting toeneemt, zou de meeteenheid afhankelijk zijn van de belasting. 
Bovendien lijkt vaststellen van energie-efficiëntie zonder de belasting in ogenschouw te 
nemen niet erg nuttig (Kant, 2009). Ook Rivoire et al. (2007, pp. 42,43), Kant (2009, p. 2942) 
en Fanara, Haines, en Howard (2009, pp. 1,2) bepleiten voor de lange termijn de noodzaak 
voor methoden die niet alleen energieverbruik maar ook het geleverde werk in ogenschouw 
nemen. The Green Grid richt zich voor de lange termijn op het ontwikkelen van 
meeteenheden voor het meten van rekencentrum productiviteit en op het ontwikkelen van 
efficiëntie meeteenheden voor de voornaamste energie verbruikende subsystemen in 
rekencentra (Lamb, 2009, p. 121). 
Rivoire et al. (2007, p. 42) beschrijven in deze context de ontwikkeling door The Green Grid 
van een ‘Datacenter Performance Efficiency’ meeteenheid, waarin het nuttig uitgevoerde 
werk wordt gedeeld door totaal opgenomen facilitair vermogen. Lamb beschrijft dezelfde 
ontwikkeling maar refereert naar deze meeteenheid als DCP, ‘Data Center Productivity’ 
(Lamb, 2009, p. 125). Voor de korte termijn richt The Green Grid zich bij de ontwikkeling van 
DCP op het voorzien in een meeteenheid waarmee een rekencentrum kan worden 
genormaliseerd zodat de productiviteit van verschillende dagen met elkaar kan worden 
vergeleken. Uiteindelijk doel is om te komen tot een meeteenheid waarmee het mogelijk is 
om de productiviteit tussen rekencentra onderling te vergelijken (The Green Grid, 2008b, p. 
3). 
Data Center Productivity wordt beschreven als een methode om het nuttig werk dat door het 
rekencentrum wordt uitgevoerd kwantificeerbaar te maken, relatief tot de hoeveelheid van 
elke resource die wordt opgenomen om dit werk te produceren. In het geval van energie als 
resource wordt de meeteenheid ‘Data Center energy Productivity’, of DCeP (The Green Grid, 
2008b, p. 7). De DCP methodiek is nog in ontwikkeling met als ultiem doel de ontwikkeling 
van een integrale beoordelingsmethodiek voor rekencentra door de diverse meeteenheden 
voor productiviteit met elkaar te combineren. 
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3.3. Welke gegevens zijn nodig voor het toepassen van de gevonden 
methoden? 
Voor het berekenen van zowel PUE als DCiE zijn een tweetal waarden nodig. Allereerst het 
totale energieverbruik van het gehele rekencentrum. Dit is de totale hoeveelheid energie die 
door het rekencentrum wordt opgenomen en die wordt gemeten op de aansluiting van de 
energieleverancier (Lamb, 2009, p. 122). De tweede waarde die nodig is voor het berekenen 
van de energie-efficiëntie is de totale hoeveelheid energie die wordt verbruikt door de IT-
apparatuur. Hierbij gaat het om alle energie die nodig is om data te beheren, verwerken, te 
routeren en op te slaan binnen het rekencentrum. Deze waarde wordt het beste gemeten 
aan de uitgang van de Power Distribution Units in de computerzaal (in figuur 1 gemarkeerd 
met nummer vier), en moet het totale vermogen weergeven dat wordt geleverd naar de 
computerapparatuur in het rekencentrum (Lamb, 2009, pp. 122-123; The Green Grid, 
2011a). 
In 2011 zijn door de taskforce die zich namens alle betrokken partijen bezighoudt met het 
ontwikkelen en verbeteren van energie-efficiëntie meeteenheden, vier categorieën 
vastgesteld voor het meten van PUE. Deze categorieën, waarvan in tabel 1 een overzicht is 
opgenomen, variëren van relatief eenvoudige metingen waarmee een momentopname kan 
worden gemaakt (categorie 0) tot meer geavanceerde metingen die gedetailleerde resultaten 
laten zien3 (categorie 3). Het doel van de indeling in categorieën is om ook rekencentra waar 
niet alle componenten afzonderlijk kunnen worden gemeten, omdat slechts beperkte 
meetapparatuur aanwezig is, te kunnen laten participeren. Gelijktijdig biedt het raamwerk 
van categorieën de mogelijkheid om de nauwkeurigheid van het meetprogramma te laten 
toenemen door later additionele meetpunten op te nemen (The Green Grid, 2011c, p. 2). 
Tabel 1 - PUE meetcategorieën (The Green Grid, 2011c, p. 6) 
 PUE categorie 04 PUE categorie 1 PUE categorie 2 PUE categorie 3 
Meetlocatie van 
IT energie 
UPS output UPS output PDU output IT-apparatuur 
input 
Definitie van IT 
energie 



















Voor de KPI ‘DCiE’ binnen het OpenDCME model geldt dat elk van de categorieën uit tabel 1 
kan voorkomen, afhankelijk van de beschikbare meetpunten binnen het rekencentrum waar 
de doorlichting plaatsvindt. 
Voor de doorlichting van een rekencentrum middels het OpenDCME model is een vragenlijst 
ontwikkeld. Aan de hand van deze vragenlijst worden alle gegevens verzameld die nodig zijn 
voor berekening van de verschillende KPI’s. De integrale vragenlijst is in dit rapport 
opgenomen als bijlage A. 
                                               
3 Van de in de tabel opgenomen PUE categorieën laat categorie 3 het meest gedetailleerde resultaat zien. Door 
direct op de input van de afzonderlijke IT-apparatuur te meten worden alle verliezen in de elektrische verdeling 
en omzetting buiten het meetresultaat gelaten waardoor het meest zuivere beeld wordt verkregen. 
4 Voor PUE categorie 0 bestaan de metingen uit de elektriciteitsvraag in kilowatt (kW) 
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3.4. Zijn er meetobjecten en parameters die in de bestaande methoden niet in 
ogenschouw worden genomen? 
The Green Grid (2007, p. 6) overweegt het opdelen van meeteenheden in aparte eenheden 
voor groepen van componenten: Cooling Load Factor (CLF) en Power Load Factor (PLF).  
Lamb (p. 125) verwijst in 2009 nogmaals naar deze potentiële ontwikkeling. 
Salim (2009, p. 26) brengt een zelfde soort verbijzondering aan op de Power Usage 
Effectiveness door onderscheid te maken tussen mechanische PUE en elektrische PUE. 
PUEmechanical wordt verkregen door de energie die wordt opgenomen door de mechanische 
infrastructuur te delen door de energie die wordt opgenomen door de IT infrastructuur. De 
aldus gevonden waarde geeft uitdrukking aan de efficiëntie van het luchtbehandelings-
systeem. 
PUEelectrical is bepaald als het totaal van de energie opgenomen door het elektrische systeem 
(het totaal van elektrische verliezen, verlichting en door IT-apparatuur opgenomen 
vermogen) gedeeld door het door IT-apparatuur opgenomen vermogen. PUEelectrical resulteert 
weer in een waarde hoger dan één, waarvoor geldt dat hoe dichter de waarde bij één ligt, 
hoe efficiënter het elektrisch systeem is. 
Het aanbrengen van onderscheid tussen enerzijds de mechanische componenten die deel 
uitmaken van de facilitaire infrastructuur en anderzijds de elektrische componenten waarvan 
de IT-apparatuur deel uitmaakt draagt bij aan het identificeren van de belangrijkste 
energieverbruikers binnen het rekencentrum. Inspanningen om de energieprestaties van het 
rekencentrum te verbeteren kunnen aan de hand van deze waarden gericht worden op de 
categorie waar de grootste winst te halen is: maatregelen kunnen worden genomen 
waarmee het verbruik van de grootste energieverbruikers het eerst wordt aangepakt. 
Prestaties in ogenschouw 
Diverse auteurs benadrukken het belang van het in ogenschouw nemen van het geleverde 
werk in relatie tot het energieverbruik in rekencentra (Fanara et al., 2009; Kant, 2009; Rivoire 
et al., 2007). Fanara et al. (2009, p. 1) noemen het verband tussen prestaties en 
energieverbruik noodzakelijke informatie voor ontwerpers en beheerders van rekencentra. 
Zoals ook bij de beantwoording van de tweede deelvraag duidelijk is geworden neemt de 
energie-efficiëntie van systemen over het algemeen toe naarmate de belasting toeneemt. In 
dit verband merken Brown en Reams (2010) op dat het energieverbruik van een systeem 
niet evenredig stijgt met de hoeveelheid werk die door het systeem wordt verricht. 
Voor de lange termijn speelt het meten van productiviteit van rekencentra een belangrijke rol 
in het werk van The Green Grid (Lamb, 2009, p. 121). Uiteindelijk doel is om te komen tot 
een meeteenheid waarmee het mogelijk is om de productiviteit tussen rekencentra onderling 
te vergelijken (The Green Grid, 2008b, p. 3). De methodiek waarin productiviteit en 
energieverbruik tegen elkaar worden afgezet is nog in ontwikkeling: diverse testen zijn 
voorgesteld om te komen tot een gevalideerde werklast (The Green Grid, 2011b) waarmee 




3.5. Welke Indicatoren zijn beschikbaar voor het uitdrukken van het 
energieverbruik? 
Zoals al in paragraaf 3.3 naar voren is gekomen, is consistente toepassing van de 
berekeningswijze van PUE noodzakelijk om onderlinge vergelijking van PUE waarden tussen 
rekencentra mogelijk te maken. Om dezelfde reden is het van belang dat alle energie wordt 
weergegeven in dezelfde eenheid, waarbij de voorkeur uitgaat naar kilowattuur (The Green 
Grid, 2011a). Voor rekencentra waar andere energiebronnen worden toegepast dan 
elektriciteit zijn per energietype genormaliseerde wegingsfactoren vastgesteld ten opzichte 
van elektriciteit, om ook in deze gevallen uniforme vergelijking tussen rekencentra onderling 
mogelijk te maken (The Green Grid, 2011c, p. 6). 
3.6. Welke maatregelen worden genoemd om het energieverbruik in 
rekencentra te beperken? 
In deze paragraaf worden in de literatuur aangetroffen maatregelen voor het verbeteren van 
energie-efficiëntie beschreven. Hierbij worden eerst de maatregelen beschreven die 
betrekking hebben op de elektrische infrastructuur, daarna de maatregelen met betrekking 
tot de mechanische infrastructuur en als laatste de maatregelen betreffende de IT-
apparatuur. 
Aan het einde van deze paragraaf zijn de aangetroffen maatregelen opnieuw weergegeven, 
dit maal in tabelvorm (tabel 3). In onderstaande tekst zijn de aangetroffen maatregelen 
gemarkeerd met een letter tussen vierkante haken; deze letter correspondeert met de letter 
die in de tabel is weergegeven bij de desbetreffende maatregel. Op deze wijze kunnen de 
maatregelen uit de tabel eenvoudig worden teruggevonden in hun respectievelijke context.  
Er bestaat significant potentieel voor energie-efficiëntieverbeteringen in rekencentra. Er is 
geen uitgebreide dataset beschikbaar die de spreiding van PUE van rekencentra laat zien, 
maar voorlopige resultaten geven de indicatie dat veel rekencentra een PUE hebben groter 
dan 3, terwijl met een juist ontwerp een PUE van ten minste 1,6 haalbaar moet zijn. Deze 
theorie wordt ondersteund door metingen die zijn uitgevoerd door het Lawrence Berkeley 
Nationaal Laboratorium die aantonen dat van 22 gemeten rekencentra de PUE lag tussen 
1.3 en 3.0 (Lamb, 2009, p. 124). Ook cijfers van EPA, die aangeven dat de IT 
ondersteunende infrastructuur 50% van het jaarlijks elektriciteitsverbruik in rekencentra 
omvat, impliceren een gemiddelde PUE van ongeveer 2 (U.S. Environmental Protection 
Agency, 2007, p. 25). 
Zelfs met bestaande IT-apparatuur kan door het toepassen van best practices het 
energieverbruik in bestaande rekencentra met ongeveer 20% worden teruggebracht.  
In haar ‘Report to Congress on Server and Data Center Energy Efficiency’ beschrijft het U.S. 
Environmental Protection Agency (2007, p. 8) een drietal scenario’s voor de verbetering van 




 Het ‘improved operation’ scenario omvat energie-efficiëntie maatregelen die 
hoofdzakelijk operationeel van aard zijn en geen grote investeringen vereisen. Dit 
scenario omvat het ‘laaghangend fruit’ dat kan worden geoogst door bestaande 
middelen eenvoudigweg efficiënter in te zetten.  
 Het ‘best practice’ scenario geeft de efficiëntieverbeteringen weer die kunnen worden 
behaald door brede toepassing van gewoonten en technologieën zoals die in de 
meest energie-efficiënte voorzieningen op dit moment worden toegepast. 
 Het ‘state-of-the-art’ scenario laat zien wat de maximale energie-
efficiëntieverbeteringen zijn die kunnen worden bereikt gebruikmakend van de meest 
efficiënte technologieën en de beste besturingsmethoden die momenteel beschikbaar 
zijn. 
Tabel 2 bevat een overzicht van deze efficiëntiescenario’s met bijbehorende maatregelen 
gecategoriseerd naar IT-apparatuur en facilitaire infrastructuur. 
Tabel 2 - Efficiency scenario’s en bijbehorende maatregelen (U.S. Environmental Protection Agency, 2007, p. 9) 
 Rekencentrum 
Scenario  IT-apparatuur Facilitaire infrastructuur 
Improved operation  Voortzetten van gangbare 
trend van server 
consolidatie 
 Verwijderen van 
ongebruikte servers (bijv. 
verouderde applicaties)  
 Op beperkte schaal 
toepassen van energie-
efficiënte servers  
 Toepassen van 
energiebeheer op alle 
servers waarop dit mogelijk 
is  
 Uitgaan van bescheiden 
afname van energieverbruik 
van opslagapparatuur 
30% verbetering van de 
energie-efficiëntie van de 
facilitaire infrastructuur door 
betere beheersing van 
luchtstromen  
Best practice Alle maatregelen uit het 
‘Improved operation’ scenario, 
plus: 
 Op middelmatige schaal 
consolideren van servers 
 Offensief toepassen van 
energie-efficiënte servers 
 Uitgaan van middelmatige 
consolidatie van 
opslagapparatuur 
Tot 70% verbetering van de 
energie-efficiëntie van de 
facilitaire infrastructuur door 
alle maatregelen uit het 
‘Improved operation’ scenario, 
plus: 
 Verbeterde omvormers en 
noodvoedingen (UPS-en) 
 Verbeterde efficiëntie van 
koelers, ventilatoren en 
pompen  
 Vrije lucht koeling (koeling 
door directe toepassing 
van buitenlucht) 
State-of-the-art Alle maatregelen uit het ‘Best 
practice’ scenario, plus: 
 Offensief consolideren van 
servers 
 Offensief consolideren van 
opslagapparatuur 
Tot 80% verbetering van de 
energie-efficiëntie van de 
facilitaire infrastructuur door 
alle maatregelen uit het ‘Best 
practice’ scenario, plus: 
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 Toepassen van 
energiebeheer op 
rekencentrumniveau van 
applicaties, servers en 
netwerk- en 
opslagapparatuur 
 Directe vloeibare koeling 
daar waar de warmte 
ontstaat 
 Gecombineerde warmte en 
stroom  
 
Een belangrijke kanttekening die in het rapport bij bovenstaande tabel wordt gemaakt luidt 
dat de ‘best practice’ en ‘state-of-the-art’ scenario’s significante wijzigingen met zich mee 
brengen voor de facilitaire infrastructuur en dat wijzigingen aan de facilitaire infrastructuur in 
deze scenario’s vrijwel uitsluitend haalbaar zijn bij grote renovaties of nieuwbouw. 
Jie, Feng, Xue, en Wenbo (2009, p. 69) hebben het in dit verband over ‘het statisch aspect 
van koeling’. Deze beïnvloedt het ontwerp van het rekencentrum, zoals grootte van de 
ruimtes, rack lay-out, plaatsing van ventilatoren en de toepassing van buitenlucht voor 
koeling. Wanneer een rekencentrum eenmaal is gebouwd vergt aanpassing van de statische 
aspecten grote investeringen in geld. 
NB: Het rapport waaruit bovenstaande tabel afkomstig is dateert van 2007. Wellicht lijkt dat 
in dit licht tamelijk oud; uit de literatuur blijkt echter dat de scenario’s en maatregelen nog 
steeds relevant zijn. 
Elektrische infrastructuur 
Een significante hoeveelheid elektriciteit gaat verloren in de energie distributie- en 
omzettingsinfrastructuur in het rekencentrum. Kant (2009) noemt een tweetal maatregelen 
om de efficiëntie van de elektrische infrastructuur te verbeteren. Enerzijds bestaat de 
mogelijkheid tot verhoging van het voltage [A] van de huidige 110-220 Volt naar 400-440 Volt 
die automatisch leidt tot minder elektrisch verlies. Er zijn echter veiligheidsissues die moeten 
worden opgelost voor deze maatregel kan worden ingezet. Anderzijds kan omzettingsverlies 
worden teruggebracht door het aantal keren dat omzetting tussen wisselstroom en 
gelijkstroom plaatsvindt in het rekencentrum te beperken [B]. In principe kan na initiële 
omzetting van wisselstroom naar gelijkstroom alle verdere omzetting en distributie in 
gelijkstroom plaatsvinden. Beide maatregelen zijn echter nogal radicaal en om die reden 
alleen haalbaar in nieuwe rekencentra. 
Door overdimensionering van de (elektrische) energie capaciteit nemen kosten voor 
inrichting en onderhoud van energie omzettings- en distributie faciliteiten en 
koelingsinfrastructuur toe op alle niveaus [C]. Er wordt in rekencentra al voorzichtig een 
bepaald percentage van de door de fabrikant aangegeven elektrische vereisten in mindering 
gebracht (vaak 25% of meer) bij het berekenen van elektriciteits- en koelingsbehoeften 
(Kant, 2009).  
Mechanische infrastructuur 
Koeling is een belangrijke verbruiker van energie in rekencentra. Doorgaans komt meer dan 
20% van het energieverbruik van een rekencentrum voor rekening van koelsystemen 
(Agentschap NL, 2011; Woods, 2010). Jie et al. (2009) stellen dat de meeste rekencentra 
ondanks dit feit geen geavanceerde systemen hebben voor het beheer van deze 
koelsystemen en dat temperatuur en luchtvochtigheid zeer conservatief worden ingesteld om 
mogelijke ‘hotspots’ te voorkomen (Jie et al., 2009, p. 69). Aanbeveling van ASHREA, de 
‘American Society of Heating, Refrigerating and Air Conditioning Engineers’, is een 
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temperatuur tussen 20 en 25 graden Celsius, maar excessieve koeling betekent niet per 
definitie betere betrouwbaarheid of afname van storingen in apparatuur. Het strikt hanteren 
van lage temperaturen kost veel energie om te koelen; als bewijs hiervoor geldt dat de 
meeste datacentra een PUE kennen in de buurt van 2 (Jie et al., 2009, p. 67) [D]. 
Bij het beoordelen van de energiebehoefte van koelsystemen spelen twee aspecten een rol 
(Woods, 2010, p. 36): 
 Externe overwegingen – klimatologische omstandigheden en de daarmee gepaard 
gaande warmte uitwisseling tussen het gebouw en buiten 
 Interne overwegingen – de toe te passen koelmethode en de daarmee gepaard 
gaande uitdagingen om efficiënte warmte uitwisseling te bereiken 
Externe overwegingen 
De geografische locatie van een rekencentrum en het lokale klimaat spelen een sleutelrol bij 
het terugdringen van energieverbruik voor koeling. Directe warmtewisseling met de 
buitenlucht bij een lage buitentemperatuur zou kunnen zorgen voor een groot percentage 
besparing van energie voor koeling [E]. Dit wijst echter op de noodzaak om rekencentra in 
koelere klimaatzones onder te brengen waar de buitentemperatuur directe warmtewisseling 
gedurende een groot deel van het jaar mogelijk maakt (Woods, 2010, p. 40). 
Het effect van klimaatzone op energie-efficiëntie is van belang. Salim (2009, p. 28) geeft 
bewijs voor de impact van de klimaatzone op de PUE: koudere klimaatzones bieden 
mogelijkheid van vrije luchtkoeling waarmee substantiële reductie van mechanisch 
energieverbruik en verbetering van PUE mogelijk is [E]. 
Interne overwegingen 
Traditionele koelinfrastructuren zijn vaak zeer kostbaar in aanschaf en verbruiken een kwart 
of meer van het totale energieverbruik van het rekencentrum. Opkomende koeltechnieken 
zijn gericht op het bereiken van plaatselijke koeling, dat wil zeggen zo dicht mogelijk bij de 
warmtebron, of op vereenvoudiging van de koelinfrastructuur (Kant, 2009, p. 2961). 
Het toepassen van plaatselijke koeling kan de efficiëntie verhogen doordat de koeling direct 
bij de warmtebron wordt geplaatst [F]. Voor het koelen van IT-apparatuur kunnen 
koelmodules worden ingebouwd in een rack. Dit soort modulaire koeling kan worden 
toegepast om de gebouw- of ruimtekoeling aan te vullen of zelfs helemaal te vervangen 
(Kant, 2009, p. 2961). 
Omgevingskoeling of andere ‘vrije’ koeloplossingen rekenen af met koelinstallaties die erg 
kostbaar zijn in aanschaf, veel ruimte in beslag nemen, energie verbruiken en veel water 
verbruiken door verdamping [G]. Dergelijke ‘vrije’ systemen zijn open systemen in de zin dat 
omgevingslucht wordt opgenomen en warme lucht uit het gebouw wordt afgevoerd (figuur 7). 
Afhankelijk van de buitentemperatuur kan omgevingskoeling leiden tot werking bij hogere 
temperaturen in het rekencentrum. Er zijn studies op grote schaal die erop duiden dat 
omgevingskoeling een significante kostendaling kan betekenen zonder aan betrouwbaarheid 
af te doen (Kant, 2009, p. 2961). Om de hogere inlaattemperatuur van de buitenlucht te 
compenseren moet een grotere hoeveelheid lucht door het rekencentrum worden verplaatst. 
De grotere energiebehoefte van het ventilatiesysteem die hierdoor ontstaat, moet goed 
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worden afgewogen tegen de besparing die wordt gerealiseerd door het verdwijnen van de 
koelinstallatie. 
Een ander potentieel gebied voor verbetering van de energie-efficiëntie is de geometrische 
rangschikking van de apparatuur in het rekencentrum [H]. Het eenvoudig plaatsen van 
apparatuur in een ruimte is goedkoop, maar kan ‘hot spots’ tot gevolg hebben door ongelijke 
koeling of vermenging van warme en koude lucht (Kant, 2009, p. 2941). 
Controle over de warmteafgifte en koelingsbehoefte door efficiënte rangschikking van 
apparatuur kan lokale temperatuurstijging helpen voorkomen. Uiteindelijk resulteert dit in 
afname van de benodigde hoeveelheid koele lucht en een lagere koelingsvraag (Woods, 
2010, p. 42). 
Ook Salim (2009) noemt een aantal maatregelen waarmee het energieverbruik van 
koelsystemen kan worden teruggebracht: 
 Toepassen van warmtewisselaars (buitenlucht of water) [E] 
 Variabele toerentalregeling op alle mogelijke componenten binnen het koelsysteem [I] 
 Verhogen van de temperatuurinstelling van de koelinstallatie [D]  
 Hoge aanvoertemperatuur van koellucht voor servers [J] 
 Breed instellingsbereik van luchtbevochtingingsinstallaties [K] 
 Volledig van elkaar gescheiden koude en warme gangen (figuur 6) om vermenging van 
warme en koude lucht te voorkomen [L] 
 
Figuur 6 - Warmte/koude straten (Thiadens, van der Lee, Dorenbos, Kasper, & Counotte, 2009) 
Figuur 6 laat zien hoe in een rekencentrum met gescheiden koude en warme gangen 
vermenging van lucht wordt voorkomen. Koude lucht wordt via de vloer aangevoerd tegen de 
voorkant van serverracks. Deze lucht wordt via de achterkant van de racks afgevoerd nadat 
ze gebruikt is om in de racks aanwezige apparatuur te koelen. Ook de wijze van bekabeling 
is van belang: door datakabels van stroomkabels te scheiden wordt de vrije stroming van 
lucht door het rekencentrum bevorderd (Thiadens et al., 2009). 
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Wanneer de hiervoor genoemde scheiding van koude en warme lucht [L] gecombineerd 
wordt met omgevingskoeling [G] ontstaat het beeld dat wordt weergegeven in figuur 7. 
Middels omgevingskoeling gekoelde lucht wordt in de dubbele vloer van het rekencentrum 
gebracht en via de vloer tegen de voorkant van de serverracks aangevoerd. De opgewarmde 
lucht wordt via een apart luchtkanaal direct naar buiten afgevoerd zonder vermengd te raken 
met vers aangevoerde, gekoelde lucht. 
 
Figuur 7 - Luchtstroom in een serverruimte met toepassing van omgevingskoeling (Masayoshi, 2012) 
De verdeling van de gekoelde lucht om alle servers te kunnen koelen wordt door Woods 
(2010, p. 41) genoemd als één van de voornaamste uitdagingen binnen het rekencentrum. 
Implementeren van variabele luchtstroming [M] kan energieverbruik van ventilatoren met 
40% terugdringen (Salim, 2009, p. 30). 
Laaghangend fruit 
In het algemeen geldt dat maatregelen die benodigd zijn om ‘laaghangend fruit’ te kunnen 
oogsten met een zeer beperkte investering kunnen worden uitgevoerd; deze verdienen zich 
snel terug. Salim (2009, p. 27) noemt in deze context typische efficiëntie maatregelen als: 
 Het uitschakelen van redundante koeling [N] 
 Het oprekken van vochtigheidstoleranties [K] 
 Het verhogen van temperatuurinstellingen in koelinstallaties [D] 
 Het plaatsen van blindplaten en borstels voor een efficiënte luchtstroom en het 
voorkomen van voortijdige vermenging van koele en warme lucht [L] 
IT-apparatuur 
Van de vijf typen IT-apparatuur die onderzocht zijn valt op dat ‘volume servers’ (low-end, 
intel based) alleen verantwoordelijk zijn voor 29% van het totale energieverbruik in 
rekencentra. Dit komt overeen met 68% van het totale energieverbruik van IT-apparatuur 
(Brown & Reams, 2010, p. 51; U.S. Environmental Protection Agency, 2007, p. 26). 
Het processorgebruik van ‘volume servers’ bedraagt gemiddeld ongeveer 15%, terwijl het 
energieverbruik bij een dergelijke lage belasting tussen de 60% en 90% bedraagt van het 
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energieverbruik bij maximum systeemvermogen (U.S. Environmental Protection Agency, 
2007, pp. 42-44). Het toepassen van virtualisatie5 kan een significante energiebesparing 
betekenen [O]: verschillende fysieke servers kunnen worden vervangen door een enkele 
‘host’ server die daardoor efficiënter gebruikt wordt (Arts et al., 2009; Jie et al., 2009, p. 69; 
U.S. Environmental Protection Agency, 2007, p. 43). Eén server op maximale belasting 
verbruikt minder energie dan verschillende servers die slechts licht belast worden, met als 
gevolg een daling van het totale energieverbruik. Arts et al. (2009, p. 31) noemen in dit 
verband een daling van het elektriciteitsverbruik van 60% wanneer bij consolidatie (het 
terugbrengen van het aantal servers dat nodig is voor de IT-dienstverlening) door virtualisatie 
van vijf servers wordt overgaan op één grote server. 
Overdimensionering binnen alle categorieën: elektrische en mechanische 
infrastructuur en IT-apparatuur. 
De huidige benadering bij het ontwerpen van koelinstallaties voor rekencentra, die is 
gebaseerd op maximale energieopname door alle IT-servers, netwerk- en opslagapparatuur 
en de handmatige instelling van de airconditioning apparatuur, leidt tot overdimensionering 
van koelsystemen (Patel, 2003). Dit wordt bevestigd door het U.S. Environmental Protection 
Agency (2007, p. 87) die aangeeft dat de verbruikswaarden van servers die door de fabrikant 
genoemd worden, door toepassing van veiligheidsmarges vaak veel hoger zijn dan het 
feitelijk gebruik [P].  
Overdimensionering van koelinstallaties leidt tot een onnodig hoog energieverbruik. Dit wordt 
nog eens versterkt door het feit dat rekencentra traditioneel overgedimensioneerd zijn voor 
elke toepassing: het aantal servers per toepassing is groot genoeg is om de grootste 
werklast in de nabije toekomst aan te kunnen (Jie et al., 2009, p. 67) [Q].  
Ook Kant (2009) legt het verband tussen overdimensionering en het hoge energieverbruik 
van rekencentra. Hij stelt dat het normaal is om systemen op alle niveaus van de 
elektriciteitsvoorziening te ruim uit te rusten om de zwaarst denkbare belastings-scenario’s te 
kunnen faciliteren. Hij refereert hierbij naar een overdimensionering van ongeveer 40% in 
rekencentra van Google. Dit overdimensioneren wordt veroorzaakt door het gebruik van de 
elektriciteits- en thermische eisen die door de fabrikant genoemd worden. Vaak wordt 
aangenomen dat de hardware met het maximaal mogelijke aantal fysieke bronnen is 
uitgevoerd, en dat deze gelijktijdig allemaal op maximum vermogen werken. In de praktijk 
komt het echter zelden voor dat meer dan twee systeembronnen gelijktijdig worden 
aangesproken [C, P]. 
Opsomming van aangetroffen maatregelen 
In tabel 3 op de volgende pagina worden alle in deze paragraaf beschreven maatregelen 
nogmaals opgesomd. In de laatste kolom is de impact van de respectievelijke maatregelen 
weergegeven conform de EPA scenario’s in tabel 2. De categorieën 1, 2 en 3 betreffen 
respectievelijk het ‘improved operation’, het ‘best practice’ en het ‘state-of-the-art’ scenario. 
  
                                               
5 Voorheen draaiden veel applicaties op een eigen server. Tegenwoordig is het door toepassing van virtualisatie 
mogelijk om verschillende applicaties op een enkele server onder te brengen, zodat met minder hardware - en 
minder stroomgebruik - dezelfde prestaties kunnen worden behaald. 
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Tabel 3 - In de literatuur aangetroffen maatregelen6 om energie-efficiëntie te verbeteren 
Categorie Verbetermaatregel  Impact volgens 
EPA: categorie 
 
Elektrische infrastructuur [A] Verhogen van het Voltage (Kant, 2009) 3 
Elektrische infrastructuur [B] Beperken van het aantal omzettingen tussen 
wisselspanning (ac) en gelijkspanning (dc) (Kant, 
2009) 
3 
Elektrische infrastructuur [C] Overdimensionering tegengaan door een 
bepaald percentage van de door de fabrikant 
aangegeven elektrische vereisten in mindering te 




[D] Verhogen van temperatuurinstellingen van 





[E] Toepassen van warmtewisseling met de 




[F] Toepassen van plaatselijke koeling (Kant, 2009) 3 
Mechanische 
infrastructuur 
[G] Vereenvoudigen koelinfrastructuur door 




[H] Voorkomen van hotspots door efficiëntere 




[I] Toepassen van variabele toerentalregeling op 
alle mogelijke componenten koeling (Salim, 2009) 
2 










[L] Verbeteren van luchtstroming door het plaatsen 
van blindplaten en borstels voor een efficiënte 
luchtstroom en het voorkomen van voortijdige 
vermenging van koele en warme lucht (Salim, 




[M] Toepassen van variabele toerentalregeling op 




[N] Overdimensionering tegengaan door 
uitschakelen van redundante koeling (Salim, 2009) 
1 
                                               
6 NB: de maatregelen [A] t/m [Q] worden in de tekst van paragraaf 3.6 besproken. 
 
30 
Categorie Verbetermaatregel  Impact volgens 
EPA: categorie 
 
IT-apparatuur [O] Capaciteit beter benutten door toepassen van 
server virtualisatie (Arts et al., 2009; Jie et al., 




[P] Overdimensionering tegengaan door bij het 
ontwerp van een koelinstallatie een bepaald 
percentage van de door de fabrikant aangegeven 
thermische vereisten in mindering te brengen 
(Patel, 2003; U.S. Environmental Protection 
Agency, 2007) 
2 
IT-apparatuur [Q] Overdimensionering tegengaan door 
uitschakelen van overcapaciteit (Jie et al., 2009) 
1 
 
3.7. Welke wetgeving en maatschappelijke initiatieven zijn van toepassing op 
het energieverbruik van rekencentra binnen Nederland? 
Verschillende overheden over de gehele wereld nemen actie om beheerders van 
rekencentra te bewegen de energie-efficiëntie van hun rekencentra te verbeteren (Lamb, 
2009, p. 45). Voorbeelden van dergelijke initiatieven zijn de ‘European Code of Conduct on 
Data Centres Energy Efficiency’ (European Commission, 2008) en de meerjarenafspraak 
energie-efficiëntie (SenterNovem, 2008).  
Courtney (2010, p. 49) legt een verband tussen het bestaan van dergelijke maatschappelijke 
initiatieven en de druk die het bestaan van dergelijke initiatieven legt op managers van 
rekencentra om de energie prestaties van het door hen beheerde rekencentrum te 
verbeteren. 
Hieronder volgt een opsomming van initiatieven die van toepassing zijn op rekencentra 
binnen Nederland. In tabel 4 zijn deze nogmaals opgenomen met daarbij per regeling de 
belangrijkste kenmerken. 
Code of Conduct on Data Centres Energy Efficiency  
De ‘Code of Conduct on Data Centres Energy Efficiency’ is een initiatief van de Europese 
Commissie. Deze gedragscode is erop gericht om beheerders en eigenaren van rekencentra 
te informeren en hen te stimuleren de mogelijkheden te benutten die beschikbaar zijn om het 
energieverbruik van rekencentra op kostenefficiënte wijze omlaag te brengen zonder af te 
doen aan de bedrijfskritische aard van rekencentra (European Commission, 2008, p. 3).  
De Code of Conduct is een vrijwillig initiatief. Het biedt algemene uitgangspunten en 
praktische richtlijnen die resulteren in een efficiënter gebruik van energie in het rekencentrum 
zonder de betrouwbaarheid en continuïteit van de geleverde diensten in gevaar te brengen. 
Deelname aan de Code of Conduct is mogelijk door het aangaan van een verbintenis om 
binnen een vastgestelde tijd aan een vooraf overeengekomen (minimum) deel van de 
richtlijnen te voldoen. Ook zonder formele deelname, die feitelijk neerkomt op een publieke 
verbintenis, kunnen organisaties baat hebben bij de Code of Conduct: de doelen en 
richtlijnen zijn voor iedereen toegankelijk. 
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Meerjarenafspraak energie-efficiëntie  
Een Nederlands initiatief is de meerjarenafspraak energie-efficiëntie (MJA3). MJA3 is een 
convenant tussen het Ministerie van Economische Zaken en branchevereniging ICT-Office. 
Het doel van dit convenant is het realiseren van een verbetering van de energie-efficiëntie 
van de ICT sector van 30% in 2020 ten opzichte van 2005 (SenterNovem, 2008, p. 7). MJA3 
beperkt zich niet tot rekencentra, maar heeft betrekking op de gehele bedrijfsvoering. 
Deelname is vrijwillig: bij deelname verplichten organisaties zichzelf om binnen negen 
maanden na toetreding een energie-efficiëntieplan (EEP) op te stellen voor de komende vier 
jaar. Verder dient binnen drie jaar een energiezorgsysteem te worden geïmplementeerd en 
moet jaarlijks gerapporteerd worden over de energie-efficiëntie (ICT-Office, 2010; 
SenterNovem, 2008, pp. 8,11-12).  
Net als de eerder genoemde Code of Conduct biedt MJA3 lijsten met maatregelen en best 
practices. Voor rekencentra is de ‘maatregellijst ICT-sector’ van belang, waarin naast 
algemene ICT maatregelen tevens maatregelen zijn opgenomen voor verbetering van de 
energie-efficiëntie van rekencentra. De MJA3 gaat echter een stap verder dan de Code of 
Conduct. Deelnemers krijgen kosteloos een nulmeting, ondersteuning bij het opstellen van 
een energie-efficiëntieplan en hulp bij de implementatie van een energiezorgsysteem. 
Daarnaast komt voor deelnemers die jaarlijks meer dan tien miljoen kilowattuur energie 
verbruiken de energiebelasting over de vierde schijf te vervallen en zal de milieudienst in het 
kader van de wet milieubeheer primair bedrijven controleren die niet aan de MJA deelnemen 
(ICT-Office, 2010). Op grond van de wet milieubeheer geldt voor alle bedrijven in Nederland 
de verantwoordelijkheid om energie zuinig te gebruiken (AgentschapNL, 2012). Bij bedrijven 
die deelnemen aan MJA3 wordt via de energie-efficiëntieplannen (de EEP's) de wettelijke 
plicht voor zuinig gebruik van energie geborgd. 
Wet milieubeheer 
Zoals hierboven al gesteld is, geldt op grond van de Wet milieubeheer voor alle bedrijven in 
Nederland de verantwoordelijkheid om energie zuinig te gebruiken. Vanaf 2008 is het ‘besluit 
algemene regels voor inrichtingen milieubeheer’, of het ‘Activiteitenbesluit’ van kracht. Het 
Activiteitenbesluit stelt eisen aan energie-efficiëntieverbeteringen in een bedrijf 
(AgentschapNL, 2012). Artikel 2.15 eerste lid van het Activiteitenbesluit schrijft voor dat 
‘Degene die de inrichting drijft alle energiebesparende maatregelen met een terugverdientijd 
van vijf jaar of minder of alle energiebesparende maatregelen die een positieve netto 
contante waarde hebben bij een interne rentevoet van 15% neemt’. Deze bepaling geldt 
overigens niet indien het energiegebruik in de betreffende inrichting kleiner is dan 50 duizend 
kilowattuur per jaar. 
De ‘drijver van de inrichting’ (veelal is dit de ondernemer of eigenaar van het bedrijf) heeft de 
plicht om alle energiebesparende maatregelen te realiseren die in vijf jaar (of minder) worden 
terugverdiend. Verder wordt in het tweede en derde lid van artikel 2.15 voorgeschreven dat 
wanneer aannemelijk is dat niet wordt voldaan aan het eerste lid een onderzoek kan worden 
gevorderd waaruit blijkt dat aan het eerste lid wordt voldaan. Wanneer dit niet het geval blijkt 
is sprake van een economisch delict waarop een sanctie staat. Lid 2 en 3 zijn alleen van 
toepassing op inrichtingen waarvan het energieverbruik in enig kalenderjaar groter is dan 
200 duizend kilowattuur aan elektriciteit. 
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Energy Performance of Buildings Directive 
Het ‘Energy Performance of Buildings Directive’ (European Parliament, 2002) bevat enkele 
wettelijke vereisten met betrekking tot energie-efficiency waaraan commerciële gebouwen 
moeten voldoen. Vereist wordt dat alle commerciële gebouwen die worden verkocht of 
verhuurd voorzien zijn van een energie prestatie certificaat. Hoewel van toepassing op 
rekencentra heeft deze richtlijn betrekking op alle gebouwen en worden op het energie 
prestatie certificaat de theoretische prestaties van activa in kaart gebracht en niet het 
operationele energieverbruik. De implicaties van de richtlijn voor rekencentra zijn dan ook 
beperkt (The Green Grid, 2012, p. 23).
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Tabel 4 - Eisen aan energie-efficiëntie vanuit wetgeving en maatschappij 
Naam Uitvoeringsinstantie Kenmerken 
Code of Conduct on 
Data Centres Energy 
Efficiency 
Europese commissie  Deelname op vrijwillige basis 
 Biedt uitgangspunten en richtlijnen voor efficiënter gebruik van energie in rekencentra 




Agentschap NL  Deelname op vrijwillige basis 
 Kosteloze nulmeting van energieverbruik 
 Ondersteuning bij het opstellen van een energie-efficiëntieplan (EEP) 
 Hulp bij de implementatie van een energiezorgsysteem 
 Bij verbruik boven 10 Miljoen kWh vervalt energiebelasting op 4e schijf 





Infrastructuur en Milieu 
 Verplichting 
 Voor een instelling die niet aan MJA3 deelneemt, geldt dat artikel 2.15 van het Activiteitenbesluit 
direct wordt toegepast. Artikel 2.15 van het activiteitenbesluit schrijft het volgende voor: · 
Lid 1. alle energiebesparende maatregelen met een terugverdientijd van vijf jaar of minder of alle 
energiebesparende maatregelen die een positieve netto contante waarde hebben bij een interne 
rentevoet van 15% moeten worden uitgevoerd 
Lid 2. Indien aannemelijk is dat niet wordt voldaan aan het eerste lid, kan het bevoegd gezag degene 
die de inrichting drijft waarvan het energieverbruik in enig kalenderjaar groter is dan 200.000 
kilowattuur aan elektriciteit of groter is dan 75.000 kubieke meter aardgasequivalenten aan 
brandstoffen, verplichten om binnen een door het bevoegd gezag te bepalen termijn, onderzoek te 
verrichten of te laten verrichten waaruit blijkt of aan het eerste lid wordt voldaan. 
Lid 3. Indien uit het onderzoek, bedoeld in het tweede lid, blijkt dat niet wordt voldaan aan het eerste 
lid, neemt degene die de inrichting drijft de in het eerste lid bedoelde maatregelen binnen een door het 
bevoegd gezag te bepalen redelijke termijn.  
Lid 4. lid 1 is niet van toepassing indien het energiegebruik in de inrichting in enig kalenderjaar kleiner 
is dan 50.000 kilowattuur aan elektriciteit en kleiner is dan 25.000 kubieke meter aardgasequivalenten 
aan brandstoffen 
Energy Performance of 
Buildings Directive 
Europees Parlement  Verplichting 
 Vereist een energie prestatiecertificaat voor alle commerciële gebouwen die worden verkocht of 
verhuurd 
 Betreft theoretische prestaties van activa, niet het operationele energieverbruik 
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Naast de in deze paragraaf opgenomen initiatieven en wetten zijn er wettelijke eisen die niet 
direct van toepassing zijn op bestaande rekencentra. Een voorbeeld hiervan is het 
Nederlandse bouwbesluit. Behalve aan zaken als veiligheid en toegankelijkheid worden in 
het bouwbesluit eisen gesteld aan de energie-efficiëntie van gebouwen. Vooralsnog is het 
bouwbesluit alleen gericht op nieuwbouw van alle typen gebouwen, dus ook rekencentra. 
Deze categorie wordt in de context van dit onderzoek buiten beschouwing gelaten. 
3.8. Conclusies van het literatuuronderzoek 
In dit hoofdstuk is in kaart gebracht wat het energieverbruik in een rekencentrum bepaalt. Er 
is een overzicht geschetst van de belangrijkste energieverbruikende subsystemen in het 
rekencentrum en hun interactie. Daarnaast is onderzocht welke methoden beschikbaar zijn 
om het verbeterpotentieel inzichtelijk te maken, welke maatregelen kunnen worden 
uitgevoerd om het energieverbruik te verlagen en welke wetgeving een maatschappelijke 
initiatieven specifiek in Nederland van toepassing zijn. 
Uit bestudering van de literatuur blijkt ‘Power Usage Effectiveness’ (PUE), ontwikkeld door 
The Green Grid, de enige methode die breed wordt toegepast voor het uitdrukken van de 
energie-efficiëntie van rekencentra. Een alternatieve wijze om de energie-efficiëntie uit te 
drukken is ‘Data Center infrastructure Efficiency’ (DCiE). DCiE is door The Green Grid 
ontwikkeld naast PUE en is gebaseerd op dezelfde gegevens maar representeert de 
uitkomst op een andere manier. Zowel PUE als DCiE geven uitdrukking aan de verhouding 
tussen de energie die is opgenomen door de IT-apparatuur en het totale energiegebruik. 
Daarmee wordt echter niet de efficiëntie van de IT aangegeven. 
Het door Mansystems ontwikkelde ‘Open Data Center Measure of Efficiency’ (OpenDCME) 
(Mansystems, 2012) wordt toegepast om de energie-efficiëntie van de IT functie van een 
organisatie te bepalen. Het model bestaat uit vier kwadranten met elk een specifieke set van 
vier kritische prestatie indicatoren (KPI’s). Ook DCiE is als KPI opgenomen in het model.  
In de academische literatuur is geen methode aangetroffen waarmee detailmetingen kunnen 
worden uitgevoerd. Om die reden is gekozen voor het OpenDCME model. OpenDCME wordt 
in Nederland veel toegepast om rekencentra door te lichten en advies te geven voor 
efficiëntieverbetering. Door meerdere KPI’s in ogenschouw te nemen wordt inzichtelijk waar 
het verbeterpotentieel zich bevindt. OpenDCME lijkt dan ook beter geschikt voor het 
identificeren van verbeterpotentieel dan enkel PUE of DCiE. 
Voor het berekenen van zowel PUE als DCiE is een tweetal waarden nodig: het totale 
energieverbruik van het gehele rekencentrum en de totale hoeveelheid energie die wordt 
verbruikt door de IT-apparatuur. De nauwkeurigheid van de metingen wordt mede bepaald 
door de positie waar wordt gemeten. De nauwkeurigheid van de meting komt tot uitdrukking 
door bij rapportage van de PUE waarden een PUE categorie aan te geven. De categorieën 
variëren, in oplopende nauwkeurigheid, van nul tot drie. 
Voor het doorlichten van een rekencentrum aan de hand van het OpenDCME model is een 
vragenlijst ontwikkeld (bijlage A). Aan de hand van deze vragenlijst worden alle, voor het 
berekenen van de KPI’s benodigde, gegevens verzameld. 
Het belang van het in ogenschouw nemen van het geleverde werk in relatie tot het 
energieverbruik in rekencentra door diverse auteurs genoemd. Dit aspect wordt onderkend: 
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een methodiek waarin productiviteit en energieverbruik tegen elkaar worden afgezet is in 
ontwikkeling bij ‘The Green Grid’. 
Net als consistente toepassing van de berekeningswijze blijkt het, om onderlinge vergelijking 
tussen rekencentra mogelijk te maken, van belang dat alle energie wordt weergegeven in 
dezelfde eenheid. Daarbij gaat de voorkeur uit naar kilowattuur. Wanneer andere 
energiebronnen worden toegepast dan elektriciteit zijn per energietype genormaliseerde 
wegingsfactoren vastgesteld ten opzichte van elektriciteit. 
In de literatuur is een overzicht aangetroffen van efficiency scenario’s en bijbehorende 
maatregelen van het U.S. Environmental Protection Agency (EPA). Dit overzicht is 
weergegeven in tabel 2. Daarnaast zijn in de literatuur diverse maatregelen aangetroffen 
voor het verbeteren van de energie-efficiëntie van rekencentra of van componenten binnen 
het rekencentrum. Deze maatregelen zijn gebundeld in tabel 3. De verschillende 
maatregelen in deze tabel zijn voorzien van een categorie, corresponderend met de indeling 
van EPA, waarmee de impact van de uitvoering van de betreffende maatregel wordt 
weergegeven. De impact wordt in dit verband bepaald door de vereiste aanpassingen die 
nodig zijn in- of aan het rekencentrum om de betreffende maatregel(en) te kunnen 
doorvoeren. Enkele maatregelen van de tweede en derde categorie brengen significante 
wijzigingen aan de facilitaire infrastructuur met zich mee en zijn om die reden alleen mogelijk 
bij nieuwbouw of renovatie. 
Als laatste is gekeken wat de invloed is van wet- en regelgeving en maatschappelijke 
initiatieven op het energieverbruik van rekencentra.  
Het Activiteitenbesluit voortvloeiend uit de Wet milieubeheer verplicht ‘drijvers van een 
inrichting’ (veelal de ondernemer of eigenaar van het bedrijf) om alle energiebesparende 
maatregelen te realiseren die in vijf jaar (of minder) worden terugverdiend. Dit besluit is ook 
van toepassing op rekencentra in Nederland. 
Daarnaast zijn wettelijke vereisten aangetroffen met betrekking tot energie-efficiëntie 
waaraan alle commerciële gebouwen, dus ook rekencentra, moeten voldoen. Deze vereisten 
zijn echter gericht op de theoretische prestaties van activa en niet op het operationele 
energieverbruik. Om die reden wordt dit type wetgeving binnen voorliggend onderzoek 
verder buiten beschouwing gelaten. 
In de literatuur wordt een verband gelegd tussen het bestaan van maatschappelijke 
initiatieven en de druk die het bestaan van dergelijke initiatieven legt op managers van 
rekencentra om de energie prestaties van het door hen beheerde rekencentrum te 
verbeteren. In dat licht zijn de aangetroffen initiatieven, de EU Code of Conduct en de 
Nederlandse meerjarenafspraak energie-efficiëntie (MJA3) van belang. Beide initiatieven 
bieden een aantal praktische aanbevelingen in de vorm van concrete maatregelen voor het 
beperken van het energieverbruik van componenten binnen rekencentra. Binnen dit 
onderzoek worden de aanbevelingen vanuit beide initiatieven buiten beschouwing gelaten 
vanwege het ontbreken van argumentatie en onderbouwing betreffende de totstandkoming 
van de genoemde maatregelen. Een deel van de genoemde maatregelen zijn elders in de 
literatuur aangetroffen met onderbouwing. Vanuit die context worden de betreffende 





In dit hoofdstuk wordt beschreven op welke wijze het onderzoek is vormgegeven en worden 
de gemaakte keuzes verantwoord. 
4.1. Conceptueel onderzoeksontwerp 
In deze paragraaf worden de achtergronden van het onderzoek beschreven en wordt 
aandacht besteed aan de wijze waarop invulling is gegeven aan het onderzoek. 
4.1.1. Probleemstelling 
De verwachting is dat het energieverbruik van rekencentra in West-Europa tussen 2007 en 
2020 zal stijgen van 56 duizend naar 104 duizend gigawatt uur per jaar (European 
Commission, 2008). De nummer één maatregel om energieverbruik van rekencentra te 
verminderen blijft de komende decennia het ‘laaghangend fruit’ (Brown & Reams, 2010). De 
vraag welke maatregelen kunnen worden beschouwd als ‘laaghangend fruit’ blijft echter 
onbeantwoord. 
4.1.2. Doelstelling 
De doelstelling van dit onderzoek is tweeledig. Ten eerste is dit onderzoek gericht op het 
identificeren van ‘quick-wins’ voor reductie van energieverbruik van rekencentra. Daarnaast 
wordt de geschiktheid van het OpenDCME model als methode voor het inzichtelijk maken 
van het energieverbruik van een rekencentrum geëvalueerd. Bij dit laatste ligt de nadruk op 
het in kaart brengen van de mogelijkheden tot zelfverbetering. 
4.1.3. Conceptueel onderzoeksmodel 
Als eerste stap in het onderzoek is een literatuuronderzoek uitgevoerd met als doel het 
vaststellen van een metriek om relevante indicatoren te monitoren. In deze context gaat het 
om indicatoren die uitdrukking geven aan energieverbruik van rekencentra. Het resultaat van 
het literatuuronderzoek is een methode aan de hand waarvan het energieverbruik van een 
rekencentrum inzichtelijk kan worden gemaakt. Verder geeft de geselecteerde methode 
inzicht in het verbeterpotentieel met betrekking tot verlaging van het energieverbruik van het 
betreffende rekencentrum. 
Naast het vaststellen van de meetobjecten is aan de hand van de literatuur onderzocht welke 
maatregelen genomen kunnen worden om het energieverbruik van de binnen het 
rekencentrum aangetroffen objecten te beperken. Toepassing van deze maatregelen kan als 
optimaal worden beschouwd. Deze optimale situatie wordt gecompleteerd door de stand van 
de techniek te combineren met eisen die vanuit de wetgever en de maatschappij worden 
gesteld met betrekking tot maatschappelijk verantwoord ondernemen in rekencentra. Het 
resultaat van dit deel van het literatuuronderzoek is een overzicht van maatregelen waarmee 
verlaging van het energieverbruik van een rekencentrum mogelijk is. 
Het tweede deel van het onderzoek bestaat uit het analyseren van een dataset met 
geaggregeerde gegevens over het energieverbruik in rekencentra van instellingen voor 
hoger onderwijs. De betreffende dataset is samengesteld vanuit doorlichtingen van 
instellingen voor hoger onderwijs aan de hand van het OpenDCME model. Deze 
doorlichtingen zijn uitgevoerd door Mansystems in opdracht van SURF foundation en 
Agentschap NL en zijn specifiek gericht op het in kaart brengen van energieverbruik van 
werkplekapparatuur en rekencentra (Mansystems, 2010b). Het doel van de analyse is om, 
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aanvullend aan de literatuur, inzicht te krijgen hoe in de praktijk prioriteiten gesteld kunnen 
worden.  
Het derde en laatste deel van het onderzoek bestaat uit een evaluatie van de toepassing van 
het OpenDCME model in de praktijk. Dit vindt plaats via een doorlichting van een 
rekencentrum bij het Ministerie van Defensie. De uitkomst van deze doorlichting wordt 
geanalyseerd aan de hand van de uitkomsten van de eerste twee delen van het onderzoek. 
De resultaten van deze analyse worden verwerkt tot aanbevelingen om het energieverbruik 
van het betreffende rekencentrum van het Ministerie van Defensie te verlagen voorzien van 
prioriteiten voor uitvoering.  
Figuur 8 geeft een conceptuele weergave van het onderzoek. De lichtgekleurde elementen in 
de figuur zijn ontleend aan derden, de donkergekleurde elementen zijn eigen inbreng. 
Evaluatie 
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4.1.4. Opzet empirisch onderzoek 
Uit het literatuuronderzoek zijn een aantal maatregelen voortgekomen die kunnen worden 
genomen om de energie-efficiëntie van rekencentra te optimaliseren. Een opsomming van 
deze maatregelen is opgenomen in tabel 3. 
Verder is in het literatuuronderzoek aandacht geschonken aan het ‘OpenDCME’ model. Dit 
model is in 2010 toegepast bij een serie doorlichtingen van rekencentra van instellingen voor 
hoger onderwijs in Nederland. Van het resultaat van deze doorlichtingen, een dataset met 
gegevens over het energieverbruik van deze rekencentra, wordt gemaakt in dit onderzoek. 
Een overzicht van de onderliggende KPI’s binnen dit model en de wijze van dataverzameling 
en berekening van de waarden bij de KPI’s is opgenomen in bijlage B. 
Het empirisch deel van het onderzoek bestaat uit een drietal fasen: 
Fase 1: vaststellen van een in de praktijk haalbare ideale situatie 
De dataset met geaggregeerde gegevens ICT gebruik hoger onderwijs 2010 bevat gegevens 
over het energieverbruik van rekencentra van instellingen voor hoger onderwijs in Nederland. 
Dit betreft een nulmeting in 2010. Deze dataset zal worden geanalyseerd aan de hand van 
de volgende vragen: 
Over alle 16 KPI’s heen, waar van toepassing: 
1. Welke mogelijkheden tot verbetering zijn het meest aangegeven? 
2. Welke investering is nodig voor het doorvoeren van de betreffende maatregel 
(organisatorisch, installatietechnisch of IT-technisch)? 
3. Welke maatregelen leveren de grootste bijdrage tegen de laagste kosten? 
4. Wat zijn de waarden van de onderliggende KPI’s uit het OpenDCME-model? 
5. Welke overige zaken vallen op of zijn vermeldenswaardig met betrekking tot het 
energieverbruik van de betreffende rekencentra? 
Voor elk van de 16 KPI’s uit het OpenDCME model: 
1. Wat is de waarde? 
2. Wat is de waardering van die waarde? 
3. Wat is het verbeterpotentieel? 
 
Fase 2: doorlichting rekencentrum ministerie van Defensie 
De volgende stap is de doorlichting van een rekencentrum van het Ministerie van Defensie 
op gelijke wijze als waarop de dataset van instellingen voor hoger onderwijs heeft 
plaatsgevonden. Hierbij wordt gebruik gemaakt van het OpenDCME model. De doorlichting 
wordt uitgevoerd door de onderzoeker in aanwezigheid van de auditor van Mansystems en 
de functionaris verantwoordelijk voor het rekencentrum. 
Fase 3: evaluatie van het OpenDCME model in de praktijk, analyse doorlichting 
rekencentrum Ministerie van Defensie en opstellen aanbevelingen 
Na uitvoering van de doorlichting van een rekencentrum bij het Ministerie van Defensie wordt 
de toepasbaarheid van het OpenDCME model in de praktijk geëvalueerd. Hierbij wordt 
beschouwd in hoeverre de maatregelen die zijn aangetroffen tijdens het literatuuronderzoek 
worden geadresseerd wanneer gebruik wordt gemaakt van het OpenDCME model. 
Als laatste worden de uitkomsten van de doorlichting van het rekencentrum van het 
Ministerie van Defensie geanalyseerd, waarna aanbevelingen worden opgesteld voor het 
verbeteren van de energie-efficiëntie van dit rekencentrum. 
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4.2. Technisch onderzoeksontwerp 
In deze paragraaf wordt de wijze beschreven waarop het empirisch onderzoek is uitgevoerd. 
4.2.1. Onderzoeksstrategie 
Onderzoeksstrategie wordt door Verschuren en Doorewaard (2007) uitgelegd als ‘een 
geheel van met elkaar samenhangende beslissingen over de wijze waarop het onderzoek 
wordt uitgevoerd’. Hierbij wordt vooral gedoeld op het vergaren van relevant materiaal en de 
verwerking van dit materiaal tot valide antwoorden op de vragen in de vraagstelling. 
Het ontwerp van een onderzoek is afhankelijk van de doelstelling. De doelstelling van dit 
onderzoek is theorievorming: het onderzoek is gericht op de vraag welke maatregelen 
genomen kunnen worden om het energieverbruik van een rekencentrum te beperken. Om 
deze vraag te kunnen beantwoorden wordt tevens de toepassing in de praktijk van het 
OpenDCME model voor het inzichtelijk maken van de energie-efficiëntie van rekencentra 
bekeken. 
Een belangrijk kenmerk van voorliggend onderzoek is dat vooraf geen vastomlijnde theorie 
beschikbaar is. Bij dit kenmerk past exploratief onderzoek, waarbij vragen worden gesteld als 
‘Waarom…’, ‘Waardoor…’, ‘Welke factoren spelen een rol…’. Op voorhand kan niet precies 
worden aangegeven hoe de verbanden liggen (Schreuder Peters, 2005, pp. 68-69). Behalve 
het ontbreken van een vastomlijnde theorie is typerend voor exploratief onderzoek dat 
meestal een realistische onderzoeksomgeving wordt gebruikt. Dat is ook hier het geval: het 
energieverbruik van de verschillende elementen binnen het rekencentrum wordt onderzocht 
als samenhangend geheel om de onderzoekssituatie zo weinig mogelijk te beïnvloeden. 
Voor exploratief onderzoek bestaat geen duidelijk afgerond basisontwerp (Schreuder Peters, 
2005, p. 69). Verschuren en Doorewaard (2007) stellen dat in de praktijk vaak wordt 
uitgekomen op mengvormen van verschillende onderzoeksstrategieën. Daarbij 
onderscheiden zij een vijftal belangrijke strategieën. Elk van deze vijf strategieën is in tabel 5 
voorzien van een toelichting en appreciatie voor toepassing binnen dit onderzoek. 
 
Tabel 5 - Vijf belangrijke onderzoeksstrategieën en hun geschiktheid voor toepassing binnen dit onderzoek 
Strategie Toelichting Geschiktheid voor dit onderzoek 
Survey Een survey is een type onderzoek 
waarbij de onderzoeker probeert om 
een breed beeld te krijgen van een 
in principe tijdruimtelijk uitgebreid 
fenomeen. Survey is meer gericht 
op het verkrijgen van breedte dan 
diepte en wordt toegepast op een 
ruim domein bestaande uit een 
groot aantal onderzoekseenheden 
met logischerwijs kwantitatieve 
verwerking van gegevens 
(Verschuren & Doorewaard, 2007). 
De survey is ongeschikt voor 
toepassing binnen dit onderzoek 
omdat gebruik gemaakt dient te 
worden van een groot aantal 
onderzoekseenheden. 
Experiment Volgens Verschuren en Doorewaard 
(2007) is een experiment het type 
onderzoek waarmee ervaringen 
Het experiment is ongeschikt voor 
toepassing binnen dit onderzoek 
omdat binnen dit onderzoek niet 
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kunnen worden opgedaan met 
nieuw te creëren situaties en 
processen en waarmee kan worden 
nagegaan wat de effecten zijn van 
veranderingen.  
wordt ingegrepen om een 
verandering te bewerkstelligen. Het 
tegendeel is in dit onderzoek van 
belang: de onderzoekssituatie wordt 
zo weinig mogelijk beïnvloedt om de 
interne validiteit te waarborgen. 
Casestudy Een onderzoek waarbij de 
onderzoeker probeert om een 
diepgaand en integraal inzicht te 
krijgen in één of enkele tijdruimtelijk 
begrensde objecten of processen 
(Verschuren & Doorewaard, 2007). 
Van een kwalitatieve casestudy is 
sprake wanneer een persoon, 
groep, locatie of situatie onder 
alledaagse omstandigheden en in 
zijn geheel wordt onderzocht. De 
onderzoeksverschijnselen worden in 
de praktijk in samenhang 
bestudeerd (Baarda, De Goede, & 
Teunissen, 2005). 
De casestudy is geschikt voor 
toepassing binnen dit onderzoek. De 
verschijnselen worden inzichtelijk 
gemaakt binnen hun specifieke 
context, waarbij de bestaande 
situatie intact wordt gelaten (Baarda 
et al., 2005, p. 114). Het 
energieverbruik van de 
verschillende elementen binnen het 
rekencentrum wordt onderzocht als 
samenhangend geheel en op 
kwalitatieve wijze geanalyseerd 






Volgens Verschuren en Doorewaard 
(2007) is een onderzoek uitgevoerd 
volgens de gefundeerde 
theoriebenadering te karakteriseren 
als “een manier om, met bewust 
afzien van kennis die de 
onderzoeker van het object onder 
studie heeft en door het voortdurend 
op elkaar betrekken van fenomenen, 
te komen tot nieuwe theoretische 
inzichten”.  
Dit type onderzoek is vooral nuttig 
voor onderzoek waarin wordt 
getracht om gedrag te voorspellen 
of te verklaren. 
Voor toepassing binnen dit 
onderzoek is de gefundeerde 
theoriebenadering ongeschikt 
vanwege het ontbreken van een 
theorie.  
Bureauonderzoek Bureauonderzoek is voornamelijk 
gericht op analyse van 
administratieve gegevens en 
documenten. Er vindt geen 
waarneming met eigen zintuigen 
plaats in empirische werkelijkheid 
(Verschuren & Doorewaard, 2007) 
Bureauonderzoek is ongeschikt voor 
een deel van het onderzoek bij het 
rekencentrum van het Ministerie van 
Defensie omdat daarbij op locatie 
waarnemingen dienen te worden 
verricht. Voor het analyseren van de 
reeds bestaande dataset met 
gegevens betreffende 
energieverbruik van instellingen 
voor hoger onderwijs is 




Zoals gesteld door Verschuren en Doorewaard (2007) wordt bij exploratief onderzoek in de 
praktijk vaak uitgekomen op mengvormen van verschillende onderzoeksstrategieën. Dit is 
ook bij voorliggend onderzoek het geval. Het analyseren van de reeds bestaande dataset 
met geaggregeerde gegevens ICT gebruik hoger onderwijs 2010 is te classificeren als 
bureauonderzoek. Daarnaast wordt het energieverbruik van een aantal elementen binnen 
het rekencentrum onderzocht. Daarbij wordt gezocht naar mogelijkheden om het 
energieverbruik te beperken door het nemen van maatregelen die eerder in het 
literatuuronderzoek zijn vastgesteld. Een kwalitatieve casestudy is hiervoor de aangewezen 
methode: de onderzoeksverschijnselen worden in de praktijk in samenhang bestudeerd 
(Baarda et al., 2005) en er wordt gebruik gemaakt van verschillende 
dataverzamelingsmethoden: gesprekken, bestaand materiaal en observaties. 
Verschuren en Doorewaard (2007) noemen een aantal specifieke kenmerken van de 
casestudy die deze methode geschikt maken voor toepassing binnen dit onderzoek: 
 Een smal domein, bestaande uit een klein aantal onderzoekseenheden; 
 Een arbeidsintensieve benadering (onderzoek op locatie); 
 Meer diepte dan breedte (kleinschalige aanpak); 
 Een ‘selectieve’ ofwel strategische steekproef (beschikbaarheid van de dataset 
energieverbruik hoger onderwijs, toegang tot gegevens en rekencentrum van het 
Ministerie van Defensie voor de onderzoeker); 
 Het beweerde betreft het geheel (de onderdelen van het rekencentrum worden 
bekeken in samenhang met de overige onderdelen binnen het rekencentrum); 
 Een open waarneming op locatie (onderzoek binnen het rekencentrum van Defensie); 
 Kwalitatieve gegevens en dito onderzoeksmethoden. 
4.2.2. Toegang tot gegevens 
De onderzoeker is werkzaam bij het Ministerie van Defensie. Voor de empirisch te 
verzamelen gegevens (bij het Ministerie van Defensie) geldt dat onderzoeker rechtstreeks 
toegang heeft tot geschreven bronnen en medewerkers. Dataverzameling in het 
rekencentrum van het Ministerie van Defensie heeft plaatsgevonden na afspraak met de 
voor dit rekencentrum verantwoordelijke functionaris. 
De dataset betreffende het energieverbruik van rekencentra bij instellingen voor hoger 
onderwijs in Nederland is door Mansystems in overleg met AgentschapNL beschikbaar 
gesteld voor dit onderzoek. 
4.2.3. Methoden en technieken van dataverzameling 
Er is gebruik gemaakt van secundaire gegevens, in de vorm van een reeds bestaande set 
met gegevens over het energieverbruik van rekencentra bij instellingen voor hoger onderwijs 
in Nederland (Mansystems, 2010b). Deze dataset is verzameld door Mansystems in 
opdracht van SURFfoundation en AgentschapNL. 
Daarnaast is gebruik gemaakt van primaire gegevens die op verschillende manieren 
verzameld zijn. Er is gebruik gemaakt van geschreven bronnen, en gesprekken hebben 
plaatsgevonden met medewerkers van het Ministerie van Defensie. Verder zijn gegevens 
over het energieverbruik van het rekencentrum van het Ministerie van Defensie verzameld 
door eigen waarneming. Voorbeelden daarvan zijn het aflezen van energieverbruiksmeters 
en opnemen van temperatuur van de koellucht op verschillende plaatsen in het 
rekencentrum. Deze gegevensverzameling heeft plaatsgevonden aan de hand van de 
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vragenlijst die ook is gebruikt voor het verzamelen van de eerder genoemde dataset met 
gegevens over het energieverbruik van rekencentra bij instellingen voor hoger onderwijs in 
Nederland. De vragenlijst is integraal opgenomen als bijlage A. 
4.2.4. Interne Validiteit 
Validiteit geeft aan of de resultaten werkelijk over datgene gaan waarover ze lijken te gaan 
(Saunders, Lewis, & Thornhill, 2008). De interne validiteit hangt samen met de keuze van de 
onderzoeksopzet (Baarda et al., 2005, p. 198): welke onderzoeksopzet is het meest geschikt 
om een geldig antwoord te vinden op de onderzoeksvraag? 
In dit onderzoek is ervoor gekozen om een casestudy uit te voeren bij het Ministerie van 
Defensie. Deze keuze is toegelicht in paragraaf 4.2.1. Om de interne validiteit van dit 
onderzoek te waarborgen heeft het verzamelen van gegevens in het rekencentrum van het 
Ministerie van Defensie plaatsgevonden aan de hand van het OpenDCME model. Dit model 
is ook toegepast bij het aanleggen van de dataset betreffende het energieverbruik van 
instellingen voor hoger onderwijs in Nederland. Voor deze werkwijze is gekozen om de 
resultaten op eenduidige wijze tot stand te laten komen. Als extra waarborg voor een 
eenduidige wijze van gegevensverzameling heeft het verzamelen van gegevens in het 
rekencentrum van Defensie plaatsgevonden in aanwezigheid van de functionaris van 
Mansystems die ook de metingen bij instellingen voor hoger onderwijs in Nederland heeft 
uitgevoerd. 
4.2.5. Externe validiteit 
Externe validiteit, ook wel generaliseerbaarheid, is de mate waarin onderzoeksresultaten van 
toepassing zijn op andere onderzoekssituaties (Saunders et al., 2008). Het streven om de 
gewone, alledaagse situatie zoveel mogelijk intact te laten en tot onderzoekssituatie te 
maken, wordt mede ingegeven door de wens de onderzoekssituatie en de feitelijke situatie 
zo veel mogelijk op elkaar te laten lijken. De onderzoeksresultaten zullen dan meer waarde 
hebben omdat ze wellicht ook toepasbaar of bruikbaar zijn in andere, vergelijkbare situaties 
(Baarda et al., 2005, p. 199). Kanttekening hierbij is dat de keuze voor diepgaande analyse 
van slechts een klein aantal onderzoekseenheden ten koste gaat van breedte en daarmee 
van de generaliseerbaarheid van de resultaten. 
4.2.6. Betrouwbaarheid 
Betrouwbaarheid heeft te maken met de mate waarin de gekozen 
gegevensverzamelingstechnieken en analyseprocedures tot consistente bevindingen leiden 
(Saunders et al., 2008). 
Om de betrouwbaarheid te vergroten heeft waar mogelijk methoden- en bronnentriangulatie 
plaatsgevonden. Voorbeelden hiervan zijn dat inhoud van documenten op juistheid zijn 
getoetst door middel van gesprekken met medewerkers en antwoorden van medewerkers 
waar mogelijk zijn getoetst aan documenten en informatiesystemen. Het gebruik van 
verschillende soorten bronnen moet leiden tot een zo betrouwbaar mogelijk beeld. 
Het OpenDCME model is gebaseerd op schattingen en metingen, waarbij kan worden 
opgemerkt dat schattingen een grotere mate van onbetrouwbaarheid met zich meebrengen 
dan metingen. Temperatuurmetingen zijn bij het samenstellen van de dataset hoger 
onderwijs bijvoorbeeld uitgevoerd met een nauwkeurigheid van een halve graad Celsius. 
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4.2.7. Wijze van analyseren 
Omdat gekozen is voor een diepgaande casestudy wordt gewerkt met een klein aantal 
onderzoekseenheden. Een consequentie van deze keuze is dat in principe een kwantitatieve 
analyse van de gegevens niet mogelijk is (Verschuren & Doorewaard, 2007, p. 184). De 
gegevens zijn daarom op kwalitatieve wijze geanalyseerd.  
4.2.8. Vooruitblik op mogelijke resultaten 
De verwachting is dat uit het empirisch deel van het onderzoek zal blijken dat een aantal 
verbetermaatregelen die genoemd worden in de literatuur een bijdrage kunnen leveren aan 
het beperken van het energieverbruik van rekencentra. Uit het empirisch onderzoek zal 
moeten blijken welke maatregelen dat zijn en welke prioriteit aan de uitvoering van deze 
maatregelen meegegeven moet worden. 
De toepassing van het OpenDCME model brengt met zich mee dat niet alleen naar het 
energieverbruik van een aantal componenten binnen het rekencentrum wordt gekeken. Door 
ook de processen in ogenschouw te nemen kan de hoeveelheid in het rekencentrum 
aanwezige apparatuur worden beperkt tot rationele aantallen. De verwachting is dat door 
toepassing van het OpenDCME model zal blijken dat meer capaciteit in het rekencentrum 
aanwezig is dan voor de bedrijfsvoering noodzakelijk. Dergelijke overcapaciteit kan zonder 
gevolgen voor de bedrijfsvoering worden uitgeschakeld, wat een directe verlaging van het 
energieverbruik tot gevolg heeft. 
Een belangrijke kanttekening die bij dit onderzoek kan worden geplaatst is dat de uitkomsten 
vooral kwalitatief relevant zijn. OpenDCME is weliswaar deels gebaseerd op natuurkundige 





Dit hoofdstuk bevat de resultaten van het empirisch onderzoek en, waar van toepassing, de 
relatie tussen wat in de literatuur is aangetroffen en de situatie in de praktijk. Het hoofdstuk 
wordt afgesloten met een samenvatting van de onderzoeksvragen per fase en de 
beantwoording daarvan. 
5.1. Fase 1: vaststellen van een in de praktijk haalbare ideale situatie 
De dataset met geaggregeerde gegevens ICT gebruik hoger onderwijs (Mansystems, 2010b) 
is samengesteld vanuit doorlichtingen van instellingen voor hoger onderwijs aan de hand van 
het OpenDCME model. Dit betreft een nulmeting in 2010. De pure resultaten van deze 
nulmeting zijn opgenomen in bijlage C. Dit zijn de resultaten per instelling die de basis 
vormen voor de gemiddelde waarden waarmee in dit onderzoek wordt gewerkt. 
De informatie op basis waarvan beantwoording van onderstaande vragen heeft 
plaatsgevonden is ontleend aan de presentatie ‘MJA Gebruikersgroep ICT inventarisatie 
Hoger Onderwijs Nederland’ (Mansystems, 2010a) en een toelichting op de uitkomsten van 
de inventarisatie door de uitvoerder ervan, dr. D.H. Harryvan. Deze presentatie vormt de 
terugkoppeling van de bevindingen van de doorlichtingen aan de deelnemers. 
Analyse van de dataset ‘ICT gebruik hoger onderwijs’ vindt plaats in twee delen. Eerst 
worden de individuele resultaten per KPI bekeken, daarna wordt gekeken naar de 
bevindingen over alle KPI’s heen. 
5.1.1. Bevindingen voor elk van de KPI’s 
Het eerste deel van de analyse is opgenomen in tabel 6. Voor elk van de 16 KPI’s uit het 
OpenDCME model is bekeken: 
1. Welke gemiddelde waarde is gerapporteerd? 
2. Wat is de waardering van die waarde? 
3. Wat is het verbeterpotentieel binnen de betreffende KPI? 
De eerste kolom van tabel 6 bevat de 16 KPI’s uit het OpenDCME model. De tweede kolom 
(waarde) bevat de gemiddelde score op de betreffende KPI bij de instellingen voor hoger 
onderwijs. De derde kolom (waardering van die waarde) geeft een toelichting op de waarde, 
en de laatste kolom (verbeterpotentieel) laat zien waar het verbeterpotentieel met betrekking 
tot de betreffende KPI ligt. 
Tabel 6 - Beantwoording onderzoeksvragen m.b.t. de dataset hoger onderwijs voor elk van de 16 KPI’s over de 
geaggregeerde gegevens 
KPI Waarde Waardering van die waarde Verbeterpotentieel. 
KPI groep: 
Facility 
- n.v.t. Deze groep geeft een indicatie 
van de efficiëntie van de facilitaire 
systemen in het rekencentrum. De 
groep kent geen algemeen 
geldend verbeterpotentieel. 
DCiE 50% Een DCiE van 50% komt overeen 
met een PUE van 2. Deze score 
houdt in dat voor elke kWh 
elektriciteit die wordt verbruikt 
DCiE is een indicator die 
uitdrukking geeft aan de 
verhouding tussen het 
energieverbruik van IT-apparatuur 
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KPI Waarde Waardering van die waarde Verbeterpotentieel. 
door de IT-apparatuur een zelfde 
hoeveelheid elektriciteit wordt 
verbruikt door de facilitaire 
infrastructuur. 
in een rekencentrum en het 
energieverbruik van systemen die 
nodig zijn om deze IT-apparatuur 
te kunnen faciliteren. DCiE kent in 
deze context geen ‘eigen’ 
verbeterpotentieel; alle overige 
maatregelen komen in deze 
indicator tot uitdrukking. 
Floor usage 22 Een score van 22 op vloergebruik 
betekent dat van de beschikbare 
computervloer 22% daadwerkelijk 
wordt gebruikt voor racks. De 
benodigde 'service area' voor en 
achter de racks is daarin 
meegenomen, waardoor tot een 
totaal van 100% kan worden 
gevuld. 
Vloergebruik is een indicator. Een 
lage bezetting heeft vaak een 
reden, zoals bijvoorbeeld de 
beschikbare stroomvoorziening, 
het gewicht (wanneer het 
rekencentrum zich op een 
verdiepingsvloer bevindt), of een 
recent afgerond virtualisatie 
project. Vloergebruik boven de 
60% wordt beschouwd als hoge 
bezetting. Bij lage bezetting is het 
beter om compartimenten te 
maken zodat de koellucht over 
een kleinere afstand hoeft te 
worden verplaatst middels het 
ventilatiesysteem (Harryvan, D, 
personal communication, 02-04-
2014). 
Bypass 64 Een gemiddelde efficiëntie van 
64% betekent dat 36% van de 
koellucht rechtstreeks 
terugstroomt naar de CRAC, 
zonder daadwerkelijk apparatuur 
te koelen. 
Luchttransport kost veel energie. 
Wanneer de hoeveelheid bypass 
wordt teruggebracht kan worden 
volstaan met het koelen van een 
kleiner volume lucht waardoor ten 
eerste kan worden volstaan met 
een koelunit met minder capaciteit 
en ten tweede minder 
ventilatiecapaciteit nodig is om de 
benodigde hoeveelheid lucht te 
verplaatsen. Een manier om dit te 
bereiken is het sluiten van racks 
met warme en koude gangen. Tot 
10% bypass (wat overeen komt 
met een score van 90% op deze 
KPI) wordt acceptabel geacht 
maar ideaal is 0. Dit komt overeen 
met een gewenste score op deze 





KPI Waarde Waardering van die waarde Verbeterpotentieel. 
Recirculation 60 Een gemiddelde efficiëntie van 
60% betekent dat 40% van de 
warme uitlaatlucht van actieve IT-
apparatuur terug circuleert naar 
de inname van actieve IT-
apparatuur zonder eerst opnieuw 
gekoeld te worden.  
Bij een hoge mate van recirculatie 
ontstaan 'hotspots', plaatsen waar 
onvoldoende gekoelde lucht 
doordringt. De 
minimumtemperatuur op de uitlaat 
van de airconditioningunit (CRAC) 
kan aanzienlijk omhoog wanneer 
recirculatie wordt tegengegaan. 
Een manier om dit te bereiken is 
het sluiten van racks met warme 
en koude gangen. Tot 10% 
recirculatie (wat overeen komt 
met een score van 90% op deze 
KPI) wordt acceptabel geacht 
maar ideaal is 0 (Harryvan, D, 
personal communication, 02-04-
2014).. 
KPI Groep: IT 
Assets 
- De referentiecapaciteit voor de 
berekening van de KPI’s in deze 
groep is ter eigen vaststelling. In 
deze dataset is deze vastgesteld 
op ‘1: als alles wordt vernieuwd’.  
Niets doen gedurende een 
periode tot de volgende 'meting' 
betekent dat de score daalt omdat 
de waarde van de 
referentiecapaciteit stijgt.  
De gewenste belasting wordt als 
uitgangspunt genomen voor de 
berekening; dit kan betekenen dat 
een belasting van 60% als 
gewenste belasting wordt 
gehanteerd en dus een belasting 
100% representeert. Dit varieert 
per omgeving en om die reden is 
geen algemeen geldende 
gewenste waarde te geven. in 
een meer dynamische omgeving 
moet een grotere 
capaciteitsmarge worden 
aangehouden dan in een meer 
statische omgeving (waar de 
belasting door de tijd minder 
fluctueert). Om de 
referentiecapaciteit te kunnen 
vaststellen is ervaring met de 
omgeving cruciaal. 
Het verhogen van de benutting 
van apparatuur is een goede 
manier om de efficiëntie ervan te 
verhogen. Dit kan worden bereikt 
door de beschikbare capaciteit 
terug te brengen of een deel 
ervan uit te schakelen. Een 
alternatief is het vervangen van 
verouderde apparatuur. Moderne 
apparatuur heeft een grotere 
capaciteit per eenheid, zodat voor 
dezelfde totale capaciteit kan 
worden volstaan met de inzet van 
minder eenheden. Hierdoor daalt 
het energieverbruik voor de totale 
capaciteit en is minder 
koelcapaciteit benodigd. 
Bovenstaand verbeterpotentieel 
geldt voor alle vier KPI’s in deze 
groep en zijn om die reden 
hieronder niet verder toegelicht. 
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29 De berekende efficiëntie van de 
netwerk architectuur bedraagt 
29%. Deze efficiëntie omvat zowel 
het effectief gebruik van de 
beschikbare capaciteit als het 
ontwerp van de architectuur van 
het netwerk. 
Verhogen van de benutting van 
apparatuur 





66 De berekende efficiëntie van de 
opslag architectuur bedraagt 
66%. Deze efficiëntie omvat zowel 
het effectief gebruik van de 
capaciteit als het ontwerp van de 
storage-architectuur. 
Verhogen van de benutting van 
apparatuur 





27 De berekende efficiëntie van de 
X86 architectuur bedraagt 27%. 
Deze efficiëntie omvat zowel het 
effectief gebruik van de capaciteit 
als het ontwerp van de x86-server 
architectuur. 
Verhogen van de benutting van 
apparatuur 





52 De berekende efficiëntie van de 
RISC architectuur bedraagt 52%. 
Deze efficiëntie omvat zowel het 
effectief gebruik van de capaciteit 
als het ontwerp van de RISC-
server architectuur. 
Verhogen van de benutting van 
apparatuur 




- Deze groep van KPI’s geeft 
inzicht in de mate van controle 
over de respectievelijke delen van 
de infrastructuur. 
Het noodzakelijk perspectief bij de 
analyse van het beheer is 
zelfverbetering. De grondslag 
voor de analyse kan worden 
aangepast door vragen toe te 
voegen of te verwijderen, 
afhankelijk van de 
toepasselijkheid voor de 
specifieke situatie. Vanwege deze 
specifieke toepasselijkheid is voor 
deze KPI geen algemeen 
geldende gewenste waarde te 
geven. 
Een beter inzicht in de huidige en 
toekomstige capaciteitsbehoefte 
van netwerk, opslag, server en 
elektrische en mechanische 
infrastructuur maakt het mogelijk 
om de fysieke en logische 
uitvoering van het netwerk beter 
laten aansluiten op de eisen 
vanuit de organisatie. 
Network 
Management  
53 De mate van controle over het 
netwerk bedraagt 53% 
Vergroten van het inzicht in de 
huidige en toekomstige 
capaciteitsbehoefte van netwerk 
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KPI Waarde Waardering van die waarde Verbeterpotentieel. 
Storage 
Management 
52 De mate van controle over de 
opslag infrastructuur bedraagt 
52% 
Vergroten van het inzicht in de 
huidige en toekomstige 




52 De mate van controle over de 
server infrastructuur bedraagt 
52% 
Vergroten van het inzicht in de 
huidige en toekomstige 





33 De mate van controle over de 
elektrische en mechanische 
infrastructuur bedraagt 33% 
Vergroten van het inzicht in de 
huidige en toekomstige 
capaciteitsbehoefte van de 




- Het noodzakelijk perspectief bij de 
analyse van de processen is 
zelfverbetering. De grondslag 
voor de analyse kan worden 
aangepast door vragen toe te 
voegen of te verwijderen, 
afhankelijk van de 
toepasselijkheid voor de 
specifieke situatie. Vanwege deze 
specifieke toepasselijkheid is voor 
deze KPI geen algemeen 
geldende gewenste waarde te 
geven. 
In algemene zin kan worden 
opgemerkt dat de processen zorg 
moeten dragen voor inzicht in de 
relatie tussen de gewenste 
dienstenniveaus en de aantallen 




46 De proces efficiëntie van het 
proces Service Level 
Management bedraagt 46% 
Service Level Management (SLM) 
heeft betrekking op de vraag op 
welke serviceniveaus diensten 
worden geleverd. 
Dienstenniveaus worden middels 
SLM vastgelegd en dienen als 
onderbouwing voor business 
cases met betrekking tot aanschaf 
van hardware en voor de inzet 
van redundante apparatuur. 
Capacity 
Management 
45 De proces efficiëntie van het 
proces Capacity Management 
bedraagt 45% 
Capaciteitsbeheer wordt 
uitgevoerd om het ‘just in time’ 
principe te kunnen hanteren bij de 
inzet van capaciteit. Juiste inzet 
van capaciteitsbeheer kan het 
gebruik van resources naar een 
hoger niveau brengen, met als 
gevolg lagere kosten voor 
apparatuur en energie. 
 
49 




34 De proces efficiëntie van het 
proces Product Lifecycle 
Management bedraagt 34% 
De levenscyclus van IT-
apparatuur omvat de hele periode 
van aanschaf, exploitatie en 
afstoting. 
In elk van deze drie fasen is 
aandacht nodig voor het beperken 
van het energieverbruik van de IT-
apparatuur en het waarborgen of 
verbeteren van de luchtstroming 
in het rekencentrum.  
Een voorbeeld hiervan is het in 
ogenschouw nemen van de 





40 De proces efficiëntie van het 
proces Change and Configuration 
Management bedraagt 40% 
Een integrale benadering van 
rekencentra en IT binnen het 
wijzigingenproces kan problemen 
in de omgeving en bedreigingen 
voor de organisatie aan het licht 
brengen. Denk daarbij aan een 
rack dat dubbel gevoed zou 
moeten zijn maar slechts enkel 
gevoed is of een bedrijfskritische 
applicatie die wordt gehost op een 
enkele server met een enkele 
voeding. 
 
5.1.2. Bevindingen over alle KPI’s heen 
Aan de hand van onderstaande vragen wordt over alle KPI’s heen gekeken welke 
maatregelen bijdragen aan een in de praktijk haalbare ideale situatie. Dit zijn in dit licht de 
meest doeltreffende, economisch haalbare maatregelen. 
1. Welke mogelijkheden tot verbetering zijn het meest aangegeven? 
 
‘Het meest aangegeven’ refereert hier naar de resultaten over de geaggregeerde gegevens 
zoals teruggekoppeld aan de gebruikersgroep middels de presentatie ‘MJA Gebruikersgroep 
ICT inventarisatie Hoger Onderwijs Nederland’ (Mansystems, 2010a). 
 
De gemiddelde temperatuur aan de voorzijde van de racks is slechts 20 graden. Deze 
temperatuur kan worden verhoogd wanneer ook maatregelen worden genomen om 
recirculatie en bypass terug te dringen. De koelinstallatie kan dan volstaan met het terug 
koelen naar een temperatuur die hoger ligt dan de huidige temperatuurinstelling en 
afhankelijk van de koelconfiguratie kan een deel van de koelinstallatie worden uitgeschakeld. 
Beide maatregelen zullen leiden tot een beperking van het energieverbruik. 
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Een hoge virtualisatiegraad en de inzet van moderne, kleinere servers heeft geleid tot een 
lage gemiddelde vloerbezetting. Afhankelijk van de daadwerkelijke bezetting kan worden 
overwogen om de rekencentrumvloer op te delen in compartimenten, zodat de koellucht door 
het ventilatiesysteem over een kleinere afstand hoeft te worden verplaatst. Voor het 
verplaatsen van een kleiner volume lucht kan worden volstaan met kleinere of een kleiner 
aantal ventilatoren.  
In de onderzochte rekencentra wordt veel data verzameld, waarbij opvalt dat energie- en 
temperatuurmetingen achterblijven. Ondanks de goede monitoring ontbreekt in de regel het 
overzicht over, en integratie tussen, de verschillende deelgebieden.  
Door de algemene focus bij het beheer van rekencentra uit te breiden met gegevens 
betreffende de (energie)efficiëntie en deze integraal onderdeel te laten uitmaken van het 
proces van monitoring en analyse, ontstaat beter inzicht in de vraag in welke componenten 
in de infrastructuur de energie exact wordt verbruikt. Dit inzicht maakt het mogelijk om 
maatregelen te treffen om het energieverbruik terug te brengen.  
Een voorbeeld is de relatie tussen energiegebruik, prestaties en werkdruk in een moderne 
server. De gemiddelde technische levensduur bedraagt bij de deelnemende partijen 4,5 jaar. 
De ‘performance-per-Watt’7 bedraagt na 5 jaar 32% (een moderne server is hierbij gesteld op 
100%). De rekenkracht per server bedraagt na die periode slechts 4% van de rekenkracht 
van een moderne machine.  
Deze cijfers laten zien dat het terugbrengen van de technische levensduur (in de praktijk is 
dit de afschrijvingstermijn) van servers kan leiden tot een lager energieverbruik. Wanneer 
eerder tot vervanging wordt overgegaan kan de totale werklast worden uitgevoerd met 
minder servers. Hiermee wordt niet alleen bespaard op server apparatuur, maar ook de 
benodigde hoeveelheid koeling, ventilatie en rekencentrumvloer nemen af. 
Integreren en combineren van meetgegevens van deelgebieden kan helpen bij het 
inzichtelijk maken van de voor de bedrijfsvoering benodigde capaciteit, zodat overcapaciteit 
kan worden uitgeschakeld. Winst is te behalen, vooral in verrijking van CMDB8 data. Dit moet 
leiden tot beter inzicht in wat voor de organisatie echt van belang is en daarmee tot 
efficiëntere inzet van apparatuur. Het gebruik van resources kan daarmee naar een hoger 
niveau worden gebracht, met als gevolg lagere kosten voor apparatuur en energie. 
2. Welke investering is nodig voor het doorvoeren van de betreffende maatregel 
(organisatorisch, bouwkundig, installatietechnisch of IT-technisch)? 
 
Om een verhoging van de temperatuur op de rekencentrumvloer te kunnen doorvoeren is 
geen investering nodig, tenzij daarvoor recirculatie en bypass moeten worden teruggebracht. 
In dat geval zijn bouwkundige aanpassingen nodig. Door het plaatsen van wandjes en 
plafonds kunnen warme en koude gangen worden gecreëerd waarmee de aangevoerde 
koude koellucht en de warme uitlaatlucht van elkaar worden gescheiden. 
Wanneer vanwege een lage vloerbezetting wordt besloten om de rekencentrumvloer in 
compartimenten op te delen zijn installatietechnische investeringen nodig. Naast 
                                               
7 De rekenkracht die door een server wordt geleverd per Watt opgenomen vermogen 
8 CMDB is de afkorting voor ‘configuration management database’. Hierin wordt informatie bijgehouden 
betreffende alle componenten binnen een netwerk en hun onderlinge verhoudingen. 
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bouwkundige aanpassingen voor het daadwerkelijk realiseren van compartimenten zullen de 
koel- en ventilatiesystemen moeten worden aangepast aan de kleinere eenheden. De opzet 
is dan om deze systemen modulair op te zetten, zodat eenheden rekencentrumvloer met de 
benodigde technische installatie kunnen worden in- of uitgeschakeld afhankelijk van de 
behoefte aan rekencentrumvloer van de organisatie.  
Door het combineren van meetgegevens kunnen de kosten per deel van de levenscyclus 
van de apparatuur inzichtelijk worden gemaakt. Dit vergt een investering in de vorm van tijd 
die moet worden vrijgemaakt om de gecombineerde meetgegevens te analyseren. Naast 
deze organisatorische investering kan het doorvoeren van deze maatregel leiden tot een 
verlaging van de afschrijvingstermijn van apparatuur. In dat geval vindt een verschuiving van 
kosten plaats van de exploitatiefase naar de inkoopfase. Er wordt vaker geïnvesteerd in 
apparatuur; de kosten tijdens exploitatie zullen dalen door stijging van de ‘performance-per-
Watt’ en meer rekenkracht per server. 
Het aanbrengen van focus op energie-efficiëntie moet integraal onderdeel worden van het 
beheer van een rekencentrum, maar ook van bijvoorbeeld het inkoop proces. Ook hiervoor is 
een organisatorische investering nodig, net als voor verrijking van CDMB data om inzicht te 
krijgen in wat voor de organisatie echt van belang is.  
3. Welke maatregelen leveren de grootste bijdrage tegen de laagste kosten? 
 
Bij het vaststellen van de grootste bijdrage tegen de laagste kosten bestaat de factor ‘kosten’ 
uit de impact die invoering van een specifieke maatregel met zich mee brengt. 
In deze context is gekeken naar de prioritering die is voorgesteld door EPA, waarin een 
drietal scenario’s is opgenomen (U.S. Environmental Protection Agency, 2007). De impact 
van de uitvoering van binnen deze scenario’s opgenomen maatregelen varieert en neemt toe 
van laag in het ‘improved operation’ scenario, via middel in het ‘best practice’ scenario tot 
hoog in het ‘state-of-the-art’ scenario. De scenario’s kunnen als volgt worden omschreven: 
 Het ‘improved operation’ scenario omvat energie-efficiëntie maatregelen die 
hoofdzakelijk operationeel van aard zijn en geen grote investeringen vereisen. Dit 
scenario omvat het ‘laaghangend fruit’ dat kan worden geoogst door bestaande 
middelen eenvoudigweg efficiënter in te zetten.  
 Het ‘best practice’ scenario geeft de efficiëntieverbeteringen weer die kunnen worden 
behaald door brede toepassing van gewoonten en technologieën zoals die in de 
meest energie-efficiënte voorzieningen op dit moment worden toegepast. 
 Het ‘state-of-the-art’ scenario laat zien wat de maximale energie-
efficiëntieverbeteringen zijn die kunnen worden bereikt gebruikmakend van de meest 
efficiënte technologieën en de beste besturingsmethoden die momenteel beschikbaar 
zijn. 
Door elk van de meest genoemde maatregelen uit analyse van de dataset hoger onderwijs te 
plaatsen binnen één van de categorieën van EPA ontstaat een overzicht van de impact die 
het doorvoeren van elk van de betreffende maatregelen met zich mee brengt. Op basis van 
deze impact worden prioriteiten bepaald voor de uitvoering. Hierbij geldt dat de maatregelen 
uit het ‘improved operation’ scenario relatief weinig impact hebben en op korte termijn 
kunnen worden doorgevoerd als ‘laaghangend fruit’. 
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Tabel 7 bevat een opsomming van de eerdergenoemde maatregelen, de benodigde 
investering voor uitvoering van de respectievelijke maatregelen en de bijbehorende categorie 
volgens de classificatie van EPA. 
Tabel 7 – Maatregelen voortkomend uit doorlichtingen hoger onderwijs met prioritering volgens EPA 
Maatregel Benodigde investering Categorie volgens EPA  
Verhoging temperatuur  Geen investering nodig, tenzij 
recirculatie en bypass moeten worden 
teruggebracht. In dat geval is de 
investering beperkt tot het creëren van 
warme- en koude gangen. 
Improved operation 
Rekencentrumvloer 
opdelen in compartimenten 
Realiseren van compartimenten en 
aanpassen van koel- en 
ventilatiesystemen aan de kleinere 
eenheden. 
Best practice 
Opnemen van energie- en 
temperatuurmetingen 
Tijd moet worden vrijgemaakt voor het 
verzamelen en analyseren van 
gegevens. 
Improved operation 
Overzicht over, en 
integratie tussen, de 
verschillende deelgebieden 
Tijd moet worden vrijgemaakt om de 
gecombineerde meetgegevens te 
analyseren. 
Improved operation 
Terugbrengen van de 
technische levensduur van 
servers 
De afschrijvingstermijn van servers 
wordt teruggebracht waardoor vaker een 
vervangingscyclus wordt doorlopen. 
Improved operation 
Inzichtelijk maken van de 
voor de bedrijfsvoering 
benodigde capaciteit 
Inzicht verkrijgen in wat voor de 
organisatie echt van belang is vergt 
(organisatorische) aanpassingen. Er 
moet worden vastgelegd welke eisen en 
wensen leven ten opzichte van de vanuit 
het rekencentrum geleverde diensten. 
Daarnaast moeten relaties worden 
gelegd tussen afspraken en contracten 
enerzijds en de hiervoor benodigde 




Vanuit het onderzoek ‘ICT inventarisatie Hoger Onderwijs Nederland’ zijn zes maatregelen 
geïdentificeerd. Bovenstaande analyse laat zien dat vijf van deze zes maatregelen passen 
binnen de categorie ‘improved operation’. Maatregelen binnen deze categorie kunnen zonder 
noemenswaardige investeringen worden geïmplementeerd.  
In algemene zin kan op basis van bovenstaande worden gesteld dat de grootste winst op de 




4. Wat zijn de waarden van de onderliggende KPI’s uit het OpenDCME-model? 
 
In tabel 6 zijn per KPI de gemiddelde waarden over de onderzochte instellingen opgenomen, 
met daarbij per KPI de waardering van die waarde en het verbeterpotentieel.  
De onderliggende KPI waarden per rekencentrum zijn opgenomen in bijlage C. 
5. Welke overige zaken vallen op of zijn vermeldenswaardig met betrekking tot het 
energieverbruik van de betreffende rekencentra? 
 
In het algemeen lopen deelnemende partijen voorop in het gebruik van nieuwe technieken, 
zoals server virtualisatie en storage thin provisioning9. Als gevolg hiervan is een duidelijke 
neerwaartse trend zichtbaar in de fysieke server infrastructuur en zijn er goede waarden voor 
asset efficiency. In het bijzonder worden voor de opslag omgevingen zeer goede 
bezettingsgraden gerapporteerd. 
5.1.3. Wetgeving 
Naast een aantal vrijwillige initiatieven (opgesomd in tabel 4) hebben drijvers van een 
rekencentrum in Nederland te maken met de wet milieubeheer. Artikel 2.15 lid 1 van het 
activiteitenbesluit van deze wet verplicht drijvers van een rekencentrum, met een 
energieverbruik groter dan 50 duizend kilowattuur per jaar, alle maatregelen door te voeren 
met een terugverdientijd van vijf jaar of minder of alle energiebesparende maatregelen die 
een positieve netto contante waarde hebben bij een interne rentevoet van 15%.  
Welke maatregelen dit concreet zijn blijft in het midden. Ondanks het feit dat de 
terugverdientijd van de in dit onderzoek geïdentificeerde maatregelen niet vaststaat, ligt in de 
lijn der verwachting dat de quick wins voortkomend uit dit onderzoek vallen binnen de in de 
wet milieubeheer aangegeven marge.  
                                               
9 Een techniek waarbij door het storage systeem continu de minimum benodigde capaciteit wordt toegekend, 
terwijl het opslagsysteem doet geloven dat er genoeg vrije ruimte beschikbaar is. Technisch gezien wordt de 
opslagcapaciteit pas toegekend wanneer deze daadwerkelijk beschreven worden. Dit in tegenstelling tot het 




5.2. Fase 2: doorlichting rekencentrum Ministerie van Defensie 
De resultaten van de doorlichting van het rekencentrum van het Ministerie van Defensie in 
2013 en de berekening van deze resultaten zijn in onderstaande tekst weergegeven per 
kwadrant en binnen de kwadrant per KPI.  
1. Kwadrant Facility 
De KPI’s in dit kwadrant zijn gericht op het facilitaire deel van het rekencentrum en worden 
vastgesteld voor het beoordelen van de status van efficiëntieverbeteringen 
1.1. Kwadrant Facility – KPI DCiE 
DCiE = (IT ENERGIE verbruik / TOTAAL ENERGIE verbruik) * 100% 
 
IT verbruik = 1711440 kW 
Facilitair verbruik = 1878480 kW 
Totaal energieverbruik = 3589920 kW 
 
DCIE = (1711440 / 3589920) * 100% = 47,67 % 
1.2. Kwadrant Facility – KPI Floor usage 
Floor usage = (aantal racks x vloergebruik per rack x gemiddelde vulling van de racks) / 
totale oppervlakte computervloer 
 
Waar: 
Aantal racks = het totale aantal racks op de computervloer 
Vloergebruik per rack = geschat vloergebruik van een enkel rack, inclusief serviceruimte 
Gemiddelde vulling van de racks = gemiddeld percentage van de ruimte in de racks die 
daadwerkelijk in gebruik is 
Totale oppervlakte computervloer = de totale oppervlakte in vierkante meters beschikbaar 
voor de plaatsing van racks 
 
Aantal racks = 50 
Vloergebruik per rack = 5,0 m2 
Gemiddelde vulling van de racks = 40% 
totale oppervlakte computervloer 540 m2 
 
Het vloergebruik is (50 x 5 x 40%) / 540 = 0,185 wat neerkomt op 19% wanneer een schaal 
van 0 tot 100 wordt gebruikt.  
1.3. Kwadrant Facility – KPI Bypass 
Bypass = (100 − (
rack uitlaattemp− CRAC inlaattemp
rack uitlaattemp−CRAC uitlaattemp
)) ∗ 100% 
 
Rack uitlaattemperatuur = 27 oC 
CRAC inlaattemperatuur = 22 oC 
CRAC uitlaattemperatuur = 18,5 oC 
 
Bypass = (100 − (
27−22
27−18,5




1.4. Kwadrant Facility – KPI Recirculation 
Recirculation = (100 − (
rack inlaattemp − CRAC uitlaattemp
rack uitlaattemp − CRAC uitlaattemp
)) ∗ 100% 
 
Rack inlaattemperatuur = 18,5 oC 
CRAC uitlaattemperatuur = 18,5 oC 
Rack uitlaattemperatuur = 27 oC 
 
Recirculation = (100 − (
18,5−18,5
27−18,5
)) ∗ 100% = 100% 
Een score van 100% op deze KPI betekent dat geen sprake is van recirculatie 
2. Kwadrant IT Assets 
Het doel van deze groep van KPI’s is om het evenwicht tussen de geïnstalleerde capaciteit 
enerzijds en de gebruikte capaciteit anderzijds te bepalen. De meeste IT-hardware maakt 
gebruik van energie, ongeacht de hoeveelheid werk die wordt uitgevoerd. 
Een eenvoudig voorbeeld in een aantal stappen: 
De schijven die in gebruik zijn in de opslageenheid zijn 1 TB 7200 rpm SATA-schijven. 
De gemiddelde bezettingsgraad van de opslageenheid is 35%. 
De huidige / moderne grootte van een 7.200 rpm SATA schijf is 2 TB. 
De asset-efficiëntie is (1 TB * 30 %) / 2 TB = 15%. 
 
Dit betekent dat de eerste stap bij het bepalen van de energie-efficiëntie van de 
opslageenheid resulteert in een efficiëntie van 15 %: zou de opslageenheid vandaag worden 
aangeschaft, dan zou deze voorzien zijn van 2TB schijven in plaats van 1TB schijven. En 
omdat slechts 35 % van de huidige capaciteit wordt gebruikt, waarom zou dan niet in eerste 
instantie minder capaciteit worden aangeschaft om later, wanneer dat nodig is, grotere 
schijven toe te voegen? 
 De volgende stap zou zijn om het stroomverbruik van de geselecteerde onderdelen in de 
berekening mee te nemen. Een grotere of nieuwere schijf kan minder energie verbruiken dan 
degene die zijn geïnstalleerd. Zelfs wanneer dezelfde hoeveelheid energie wordt verbruikt is 
de hoeveelheid verbruikte energie per opslagvolume (in dit voorbeeld terabyte) lager. 
Om de hoogste score te bereiken moet 100% van de capaciteit worden benut op de meest 
moderne hardware. 100% bezetting van de capaciteit is niet gewenst, dus moet het 
gemiddelde gebruik worden aangepast aan het gewenste maximum. Wanneer het gewenste 
maximum gebruik 80% bedraagt wordt de 35% van het voorbeeld aangepast door het te 
vermenigvuldigen met 100/80, wat resulteert in 43,75. 
De score is dan 43,75 in plaats van 35 wanneer rekening wordt gehouden met een gewenste 
maximumvulling van 80%. Stel het maximum op een uitdagend niveau per KPI of pas zelfs 
voor meerdere soorten hardware een eigen maximum toe binnen elke KPI om makkelijk 




Kwadrant IT Assets - KPI Network Architecture Efficiency 
𝑁𝑒𝑡𝑤𝑜𝑟𝑘 𝐴𝑟𝑐ℎ𝑖𝑡𝑒𝑐𝑡𝑢𝑟𝑒 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =




De in gebruik zijnde hardware komt vanuit efficiëntie oogpunt overeen met de maximaal 
benodigde capaciteit (in dit geval poortsnelheid) voor de daarop aangesloten apparatuur. 
Investeren in meer recente hardware levert geen performance winst op. ‘Current capacity’ is 
daarom gelijk aan 1 (de situatie die correspondeert met de meest recente, en daarmee 
meest efficiënte hardware). 
Het gemiddelde percentage poorten in gebruik (Current capacity utilization) bedraagt 54,06% 
(tabel 8).  
Tabel 8 – Gemiddeld percentage poorten in gebruik 
Soort poort 1GBps 10GBps fiberchannel 
Aantal beschikbaar 3600 260 800 
Aantal in gebruik 1200 140 600 
Percentage in gebruik 33,33% 53,85% 75% 




Het gewenste maximum percentage in gebruik zijnde poorten bedraagt 80% (dit om 
uitbreiding op korte termijn te kunnen faciliteren). Het gemiddeld gebruik wordt daarmee 
(54,06/80)*100=67,57% 
De referentiecapaciteit wordt gelijk gesteld aan 1: de situatie die correspondeert met de 
meest recente, en daarmee meest efficiënte hardware. 
De Network Architecture Efficiency wordt dan: 





2.1. Kwadrant IT Assets - KPI Storage Architecture Efficiency  
𝑆𝑡𝑜𝑟𝑎𝑔𝑒 𝐴𝑟𝑐ℎ𝑖𝑡𝑒𝑐𝑡𝑢𝑟𝑒 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =




Current capacity utilization: 755512 GB beschikbaar, waarvan 185805 GB in gebruik. Dit komt 
overeen met 24,59% 
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De gewenste maximum vulling van de storage capaciteit bedraagt 80% (dit om uitbreiding op 
korte termijn te kunnen faciliteren). Het gemiddeld gebruik wordt daarom gecorrigeerd naar 
(24,59/80)*100=30,74% 
De referentiecapaciteit wordt gelijk gesteld aan 1: de situatie die correspondeert met de 
meest recente, en daarmee meest efficiënte hardware. 







2.2. Kwadrant IT Assets - KPI X86 Architecture Efficiency 
𝑋86 𝐴𝑟𝑐ℎ𝑖𝑡𝑒𝑐𝑡𝑢𝑟𝑒 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =




Current capacity wordt bepaald door de ‘performance per Watt’ van de aanwezige hardware 
te bepalen in verhouding tot ‘moderne’ (op dit moment verkrijgbare) hardware. Hiervoor 
worden een aantal aannames gedaan. Deze zijn hieronder weergegeven (tabel 9). 
Tabel 9 - Aannames bij bepalen current capacity 
Increase per year  Assumption or customer fact 
Processing capacity 60% with customer agreed assumption 
Power draw 20% with customer agreed assumption 
   
Current capacity utilization 32% with customer agreed assumption 
Maximum capacity utilization 70% with customer agreed assumption 
   
Age distribution  Estimated from the 4 year lifecycle 
< 1 year 17% Estimated 
1-2 years 33% estimated 
2-3 years 33% estimated 
3-4 years 17% estimated 





Door de relatie aan te brengen tussen de leeftijdsverdeling en de eerder genoemde jaarlijkse 
toename van rekencapaciteit en energieverbruik ontstaat het volgende overzicht (tabel 10): 
Tabel 10 - Relatie leeftijdsverdeling, jaarlijkse toename rekencapaciteit en energieverbruik 
Year 
Age 
distribution  Relative capacity Relative power draw 
< 1 year 17,0% 17,0% 17,0% 
1-2 years 33,0% 20,6% 27,5% 
2-3 years 33,0% 12,9% 22,9% 
3-4 years 17,0% 4,2% 9,8% 
4+ years 0,0% 0,0% 0,0% 
SUM 100,0% 54,7% 77,3% 
 
De current capacity wordt dan (tabel 11): 
Tabel 11 - Current capacity 
Relative capacity   0,547 
Relative power draw   0,773 








Figuur 9 laat zien dat de bijdrage van een system aan de totale rekencapaciteit kleiner wordt 
naarmate deze langer in het rekencentrum in gebruik is. De bijdrage van een systeem aan 
het energieverbruik neemt langzamer af dan de bijdrage aan de rekencapaciteit. Dit 
betekent dat een lange technische levensduur (in de praktijk vaak bepaald door de 
afschrijvingstermijn) een negatief effect heeft op de architectuur efficiency. 
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De ‘performance per Watt’ van 0,71 wordt gebruikt als basis voor het berekenen van de 
architectuur efficiency van X86 servers. 
De ‘current capacity utilization’ is gebaseerd op de volgende gegevens (de percentages 
belasting zijn aannames): 
Op een totaal van 303 servers zijn 150 servers voorzien van zware applicaties (Virtual 
Server hosts, Citrix en Oracle servers); deze worden zwaar (gemiddeld 60%) belast. 153 
servers zijn voorzien van overige applicaties; deze worden licht (gemiddeld 5%) belast. 
Current capacity utilization wordt dan (150*60)+(153*5)/303=32,23% 
Maximaal gewenst gebruik is gesteld op 70%. De average utilization komt daarmee op 
(32,23/70)*100=46,04% 
De referentiecapaciteit (net als current capacity uitgedrukt in ‘performance per Watt’) is 
gebaseerd op een afschrijvingstermijn van 3 jaar. De verhouding tussen de leeftijd, de 
relatieve capaciteit en het relatieve stroomverbruik is dan als volgt (tabel 12): 








< 1 year 25,0% 25,0% 25,0% 
1-2 years 50,0% 31,3% 41,7% 
2-3 years 25,0% 9,8% 17,4% 













< 1 year 1-2 years 2-3 years 3-4 years 4+ years
Age distribution 16,0% 33,0% 33,0% 16,0% 0,0%
Relative capacity 30,0% 38,6% 24,1% 7,3% 0,0%
Relative power draw 21,1% 36,3% 30,3% 12,2% 0,0%
 
Figuur 9 - Relatie tussen leeftijd, relatieve capaciteit en relatief energieverbruik voor servers 
in het rekencentrum 
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Op basis van de verhouding tussen de relatieve capaciteit en het relatieve stroomverbruik 
wordt de referentiecapaciteit berekend (tabel 13): 
Tabel 13 - Referentiecapaciteit (performance per Watt) 
Relative capacity     0,66 
Relative power draw     0,84 










De KPI kan met deze gegevens als volgt worden berekend: 





2.3. Kwadrant IT Assets - KPI RISC Architecture Efficiency 
 
𝑅𝐼𝑆𝐶 𝐴𝑟𝑐ℎ𝑖𝑡𝑒𝑐𝑡𝑢𝑟𝑒 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =




Current capacity wordt bepaald door de ‘performance per Watt’ van de aanwezige hardware 
te bepalen in verhouding tot ‘moderne’ (op dit moment verkrijgbare) hardware. Hiervoor 
worden een aantal aannames gedaan. Deze zijn weergegeven in tabel 14. 
 
Tabel 14 - Aannames bij bepalen current capacity 
Increase per year  Assumption or customer fact 
Processing capacity 60% with customer agreed assumption 
Power draw 20% with customer agreed assumption 
   
Current capacity utilization 25% with customer agreed assumption 
Maximum capacity utilization 80% with customer agreed assumption 
   
Age distribution   
< 1 year 0% fact 
1-2 years 0% fact 
2-3 years 0% fact 
3-4 years 0% fact 





Door de relatie aan te brengen tussen de leeftijdsverdeling en de eerder genoemde jaarlijkse 
toename van rekencapaciteit en energieverbruik ontstaat het overzicht in tabel 15: 
Tabel 15 - Relatie leeftijdsverdeling, jaarlijkse toename rekencapaciteit en energieverbruik 
Year 
Age 
distribution  Relative capacity Relative power draw 
< 1 year 0% 0% 0% 
1-2 years 0% 0% 0% 
2-3 years 0% 0% 0% 
3-4 years 0% 0% 0% 
4+ years 100% 15,3% 48,2% 
SUM 100,0% 15,3% 48,2% 
 
De current capacity wordt dan (tabel 16): 
Tabel 16 - Current capacity 
Relative capacity   0,15 
Relative power draw   0,48 










De ‘performance per Watt’ van 0,32 wordt gebruikt als basis voor het berekenen van de 
architectuur efficiency van de RISC servers. 
Bij de current capacity utilization is uitgegaan van een geschatte belasting van 25% voor alle 
(9) RISC servers. 
Maximaal gewenst gebruik is gesteld op 80%. De average utilization komt daarmee op 
(25/80)*100=31,25% 
De referentiecapaciteit (net als current capacity uitgedrukt in ‘performance per Watt’) is 
gebaseerd op een afschrijvingstermijn van 3 jaar. De verhouding tussen de leeftijd, de 
relatieve capaciteit en het relatieve stroomverbruik is dan als volgt (tabel 17): 








< 1 year 25,0% 25,0% 25,0% 
1-2 years 50,0% 31,3% 41,7% 
2-3 years 25,0% 9,8% 17,4% 




Op basis van de verhouding tussen de relatieve capaciteit en het relatieve stroomverbruik 
wordt de referentiecapaciteit berekend (tabel 18): 
Tabel 18 - Referentiecapaciteit (performance per Watt) 
Relative capacity     0,66 
Relative power draw     0,84 










De KPI kan met deze gegevens als volgt worden berekend: 





3. Kwadrant Management 
De vragen binnen de kwadrant ‘Management’ kunnen niet kwantitatief worden beantwoord. 
Deze worden daarom voorzien van een gewogen score, die als volgt wordt berekend: 
Elke vraag is voorzien van de classificatie ‘must have’ of ‘should have’, aan de hand waarvan 
een weging wordt toegekend. Voor ‘must have’ is dit 60, voor ‘should have’ is de weging 40. 
De som van de wegingen is daarmee 100 (%). 
De antwoorden op de vragen in de vragenlijst leiden tot de uitkomst ‘ja’, ‘deels’ of ‘nee’. Per 
vraag is een maximum score vastgesteld, waarbij het antwoord gelijk aan het optimale 
antwoord leidt tot de maximum score, het antwoord ‘deels’ tot de helft van de maximum 
score. Het aan het optimale antwoord tegengestelde antwoord levert geen score op. 
Samengevat ziet dit er als volgt uit (tabel 19): · 
Tabel 19 - Bepaling scores kwadranten Management en Process 
Expected answers Rank Aantal punten toegekend voor betreffende 
vraag vóór weging 
Yes 3 Maximale score (afhankelijk van aantal 
vragen) 
Some 2 Helft van maximale score 
No 1 0 punten 
N/A 0 Vraag wordt niet meegenomen in de 
beoordeling 
     
Question classification weight  
Must have 60  
Should have 40  




De totale score van de antwoorden per categorie wordt vergeleken met de optimale 
(maximum) score van die categorie waarmee de verhouding zichtbaar wordt van de gegeven 
antwoorden in relatie tot de optimale situatie. 
3.1. Kwadrant Management – KPI Network Management 
Tabel 20 bevat de berekening van de score voor deze KPI: 
Tabel 20 - Berekening score KPI Network Management 
   Score 







Yes Yes Must have 20,00 20,00 
  Threshold 
high 
Yes Yes Should have 5,71 5,71 
  Threshold 
low 





Yes Yes Must have 20,00 20,00 
  Threshold 
high 
Yes Yes Should have 5,71 5,71 
  Threshold 
low 
No No Should have 5,71 0,00 
Power draw Trends 
collected 
Yes Yes Must have 20,00 20,00 
  Threshold 
high 
No No Should have 5,71 0,00 
  Threshold 
low 
No No Should have 5,71 0,00 
IT domain 
integration 
  No Yes Should have 5,71 0,00 
              
          100,00 71,43 
 
3.2. Kwadrant Management – KPI Storage Management 
Tabel 21 bevat de berekening van de score voor deze KPI: 
Tabel 21 - Berekening score KPI Storage Management 
   Score 





Provisioned capacity Trends collected Yes Yes Must have 15,00 15,00 
  Threshold high Yes Yes Should 
have 
4,44 4,44 
  Threshold low No Yes Should 
have 
4,44 0,00 
Utilized capacity Trends collected Yes Yes Must have 15,00 15,00 
  Threshold high Yes Yes Should 
have 
4,44 4,44 





IOPS Trends collected No Yes Must have 15,00 0,00 
  Threshold high No No Should 
have 
4,44 0,00 
  Threshold low No No Should 
have 
4,44 0,00 
Power draw Trends collected No Yes Must have 15,00 0,00 
  Threshold high No No Should 
have 
4,44 0,00 





  No No Should 
have 
4,44 0,00 
              
          100,00 38,89 
 
3.3. Kwadrant Management – KPI Compute Management 
Tabel 22 bevat de berekening van de score voor deze KPI: 
Tabel 22 - Berekening score KPI Compute Management 
   Score 
Question   Response Optimized Classificatio
n 
Max Response 
Processor utilization Trends collected Some Yes Must have 12,00 6,00 
  Threshold high No No Should have 3,33 0,00 
  Threshold low No No Should have 3,33 0,00 
Memory utilization Trends collected Some Yes Must have 12,00 6,00 
  Threshold high Yes Yes Should have 3,33 3,33 
  Threshold low No No Should have 3,33 0,00 
Disk utilization Trends collected No Yes Must have 12,00 0,00 
  
Threshold high No No Should have 3,33 0,00 
  
Threshold low No No Should have 3,33 0,00 
Network utilization Trends collected No Yes Must have 12,00 0,00 
  Threshold high No No Should have 3,33 0,00 
  Threshold low No No Should have 3,33 0,00 
Power draw Trends collected yes Yes Must have 12,00 12,00 
  Threshold high Yes Yes Should have 3,33 3,33 
  Threshold low No No Should have 3,33 0,00 
Power capping   No No Should have 3,33 0,00 
IT domain integration   No No Should have 3,33 0,00 
              





3.4. Kwadrant Management – KPI Electrical and Mechanical Management 
Tabel 23 bevat de berekening van de score voor deze KPI: 
Tabel 23 - Berekening score KPI Electrical and Mechanical Management 
    Score 
Question   
Respons
e 
Optimized Classification Max Response 
Transformer Power trends 
collected 




yes Yes Must have 6,00 6,00 
  Threshold high yes Yes Should have 1,11 1,11 
  Threshold low No Yes Should have 1,11 0,00 
Humidifier(s) Power trends 
collected 




No Yes Should have 1,11 0,00 
  Threshold high N/A N/A Should have 0,00 0,00 
  
Threshold low N/A N/A Should have 0,00 0,00 








yes Yes Must have 6,00 6,00 
  Threshold high No No Should have 1,11 0,00 
  Threshold low N/A N/A Should have 0,00 0,00 
Cooling - fan(s) Power trends 
collected 




No No Should have 1,11 0,00 
  Threshold high No No Should have 1,11 0,00 
  Threshold low No Yes Should have 1,11 0,00 
Power factor Trends collected yes Yes Should have 1,11 1,11 
  Threshold low yes Yes Should have 1,11 1,11 
UPS input Power trends 
collected 




No No Should have 1,11 0,00 
  Threshold high No No Should have 1,11 0,00 
  Threshold low No No Should have 1,11 0,00 
UPS output Power trends 
collected 




yes Yes Must have 6,00 6,00 
  Threshold high yes Yes Should have 1,11 1,11 
  Threshold low No No Should have 1,11 0,00 
PDU group Power trends 
collected 




No No Should have 1,11 0,00 
  Threshold high No No Should have 1,11 0,00 
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  Threshold low No No Should have 1,11 0,00 
PDU rack Power trends 
collected 




No No Should have 1,11 0,00 
  Threshold high No No Should have 1,11 0,00 
  Threshold low No No Should have 1,11 0,00 
Temperature CRAC 
in 
Trends collected No Yes Must have 6,00 0,00 
  Threshold high No No Should have 1,11 0,00 
  Threshold low No No Should have 1,11 0,00 
Temperature CRAC 
out 
Trends collected No Yes Must have 6,00 0,00 
  Threshold high No No Should have 1,11 0,00 
  Threshold low No No Should have 1,11 0,00 
Temperature IT in Trends collected yes Yes Should have 1,11 1,11 
  Threshold high yes Yes Should have 1,11 1,11 
  Threshold low No No Should have 1,11 0,00 
Temperature IT out Trends collected No No Should have 1,11 0,00 
  Threshold high No No Should have 1,11 0,00 
  Threshold low No No Should have 1,11 0,00 
Humidity Trends collected yes Yes Should have 1,11 1,11 
  Threshold high yes Yes Should have 1,11 1,11 
  Threshold low yes Yes Should have 1,11 1,11 
              
          100,00 46,00 
 
4. Kwadrant Process 
De vragen binnen de kwadrant Process kunnen niet kwantitatief worden beantwoord. Deze 
worden daarom voorzien van een gewogen score, die als volgt wordt berekend: 
Elke vraag is voorzien van de classificatie ‘must have’ of ‘should have’, aan de hand waarvan 
een weging wordt toegekend. Voor ‘must have’ is dit 60, voor ‘should have’ is de weging 40. 
De som van de wegingen is daarmee 100 (%). Zo ontstaat dezelfde tabel als bij het kwadrant 




4.1. Kwadrant Process – KPI Service Level Management 
Tabel 24 bevat de berekening van de score voor deze KPI: 
Tabel 24 - Berekening score KPI Service Level Management 
   Score 
Questions  Service Levels Response Optimized Classification Max Response 
1. Is Service Level Management defined 
as a process? 
yes Yes Must have 6,67 6,67 
2. Are services defined? yes Yes Must have 6,67 6,67 
3. Are the users of the services defined? yes Yes Must have 6,67 6,67 
4. Are service levels based on end-user / 
business transactions (amount of orders 
processed for example)? 
yes Yes Should have 4,00 4,00 
5. Are service levels based on technical 
criteria, for example component uptime 
or ping response? 
yes Yes Should have 4,00 4,00 
6. Are service levels based on end-user 
requests, for example helpdesk 
response? 
yes Yes Should have 4,00 4,00 
7. Are the services and their facility 
and/or IT components explicitly defined 
and documented? 
No Yes Must have 6,67 0,00 
8. Are service components identified as 
configuration items (CIs)? 
No Yes Must have 6,67 0,00 
9. Are these CIs stored in the CMDB? No Yes Must have 6,67 0,00 
10. Do you compare service provision 
with the agreed service levels or goals? 
No No Should have 4,00 0,00 
11. Are the agreed service levels in line 
with the actual experience? 
yes Yes Should have 4,00 4,00 
12. Uses the data center zoning to offer 
multiple service levels? 
No No Should have 4,00 0,00 
13. Uses IT zoning to offer multiple 
service levels? 
No No Should have 4,00 0,00 
14. Are the service levels of the data 
center and IT in line? 
No Yes Must have 6,67 0,00 
      Score 
Questions Energy Efficiency Response Optimized Classification Max Response 
15. Is the energy consumption of the 
defined services reported? 
No No Should have 4,00 0,00 
16. Is energy consumption of the 
services charged to the users? 
No No Should have 4,00 0,00 
17. Are members of the IT department(s) 
that delivers the services educated on 
energy usage of IT and how they can 
support/improve energy efficiency? 
No Yes Must have 6,67 0,00 
18. Are users of the services educated 
on energy usage of IT and how they can 
support/improve energy efficiency? 
No No Should have 4,00 0,00 
 
68 
19. Do contracts with 3rd party service 
providers and outsourcers/outtaskers 
contain goals to improve energy 
efficiency? 
No Yes Must have 6,67 0,00 
            
        100,00 36,00 
 
4.2. Kwadrant Process – KPI Capacity Management 
Tabel 25 bevat de berekening van de score voor deze KPI: 
Tabel 25 - Berekening score KPI Capacity Management 
   Score 
Questions Response Optimized Classification Max Response 
1. Is Capacity Management defined as a 
process? 
Yes Yes Must have 8,89 8,89 
2. In operations is Capacity Management 
used to ensure service levels? 
No No Should have 1,18 0,00 
      Score 
Questions capacity trends Response Optimized Classification Max Response 
3. Is the capacity trend of network 
utilization available? - <= 12 months 
yes Yes Must have 8,89 8,89 
3. Is the capacity trend of network 
utilization available? - > 12 months 
No No Should have 1,18 0,00 
3. Is the capacity trend of network 
utilization available? - Future forecast 
No No Should have 1,18 0,00 
4. Is the capacity trend of server 
utilization available? - <= 12 months 
No Yes Must have 8,89 0,00 
4. Is the capacity trend of server 
utilization available? - > 12 months 
No No Should have 1,18 0,00 
4. Is the capacity trend of server 
utilization available? - Future forecast 
No No Should have 1,18 0,00 
5. Is the capacity trend of storage 
utilization available? - <= 12 months 
No Yes Must have 8,89 0,00 
5. Is the capacity trend of storage 
utilization available? - > 12 months 
No No Should have 1,18 0,00 
5. Is the capacity trend of storage 
utilization available? - Future forecast 
No No Should have 1,18 0,00 
6. Is the capacity trend of electrical 
energy utilization at data center level 
(transformer) available? - <= 12 months 
yes Yes Must have 8,89 8,89 
6. Is the capacity trend of electrical 
energy utilization at data center level 
(transformer) available? - > 12 months 
yes Yes Should have 1,18 1,18 
6. Is the capacity trend of electrical 
energy utilization at data center level 
(transformer) available? - Future forecast 
yes Yes Should have 1,18 1,18 
7. Is the capacity trend of electrical 
energy utilization at IT level (UPS) 
available? - <= 12 months 
yes Yes Must have 8,89 8,89 
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7. Is the capacity trend of electrical 
energy utilization at IT level (UPS) 
available? - > 12 months 
yes Yes Should have 1,18 1,18 
7. Is the capacity trend of electrical 
energy utilization at IT level (UPS) 
available? - Future forecast 
yes Yes Should have 1,18 1,18 
8. Is the capacity trend of physical data 
center space utilization available? - <= 
12 months 
No Yes Must have 8,89 0,00 
8. Is the capacity trend of physical data 
center space utilization available? - > 12 
months 
No No Should have 1,18 0,00 
8. Is the capacity trend of physical data 
center space utilization available? - 
Future forecast 
No No Should have 1,18 0,00 
9. Is the capacity trend of floor weight 
(kg/m2) utilization available? - <= 12 
months 
No Yes Must have 8,89 0,00 
9. Is the capacity trend of floor weight 
(kg/m2) utilization available? - > 12 
months 
No No Should have 1,18 0,00 
9. Is the capacity trend of floor weight 
(kg/m2) utilization available? - Future 
forecast 
No No Should have 1,18 0,00 
10. Is the capacity trend of cooling 
capacity utilization available? - <= 12 
months 
yes Yes Must have 8,89 8,89 
10. Is the capacity trend of cooling 
capacity utilization available? - > 12 
months 
yes Yes Should have 1,18 1,18 
10. Is the capacity trend of cooling 
capacity utilization available? - Future 
forecast 
yes Yes Should have 1,18 1,18 
            
        100,00 51,50 
 
4.3. Kwadrant Process – KPI Product Lifecycle Management 
Tabel 26 bevat de berekening van de score voor deze KPI: 
Tabel 26 - Berekening score KPI Product Lifecycle Management 
   Score 
Questions Procurement Response Optimized Classification Max Response 
1. Is measured power draw on various 
utilization rates part of IT hardware 
selection criteria? 
No Yes Must have 10,00 0,00 
2. Is the inlet temperature part of IT 
hardware selection criteria? 
No No Should have 5,00 0,00 
3. Is the heat load part of IT hardware 
selection criteria? 
No No Should have 5,00 0,00 
4. Is the physical design of IT hardware, 
for example airflow direction, part of IT 
hardware selection criteria? 
No Yes Must have 10,00 0,00 
 
70 
5. Are certifications like Energy Star and 
80Plus part of IT hardware selection 
criteria? 
No Yes Must have 10,00 0,00 
6. Is IT or another single 
department/team the owner of all IT 
physical and virtual hardware? 
No No Should have 5,00 0,00 
7. Is ‘capacity while you grow’ preferred 
over ‘all capacity that you might ever 
need’? 
No Yes Must have 10,00 0,00 
      Score 
Questions Operations Response Optimized Classification Max Response 
8. Is the energy-capacity ratio of each IT 
device evaluated regularly? 
No Yes Must have 10,00 0,00 
9. Is unutilized IT hardware powered off 
and preferably disconnected while 
waiting for re-use? 
No Yes Must have 10,00 0,00 
10. Does IT get the (financial) benefit of 
energy efficiency initiatives that they 
have to invest in? 
No No Should have 5,00 0,00 
      Score 
Questions Decommission Response Optimized Classification Max Response 
11. Is decommissioned IT hardware 
recycled, sold to brokers, donated to 
non-profit organizations, returned to the 
vendor or anything else that contributes 
to the global environment? 
Yes Yes Must have 10,00 10,00 
12. Is the decommission date influenced 
by the energy consumption? 
No Yes Must have 10,00 0,00 
            
        100,00 10,00 
 
4.4. Kwadrant Process – KPI Change and Configuration Management 
Tabel 27 bevat de berekening van de score voor deze KPI: 
Tabel 27 - Berekening score KPI Change and Configuration Management 
   Score 
Questions Change Management Response Optimized Classification Max Response 
1. Is Change Management defined as a 
process? 
yes Yes Must have 6,67 6,67 
2. Do data center related change 
procedures span both IT and facility? 
yes Yes Must have 6,67 6,67 
3. Is minimum and maximum power draw 
of the IT device a factor when 
adding/(re)moving it in the data center? 
yes Yes Must have 6,67 6,67 
4. Is the weight of the IT device a factor 
when adding/(re)moving it in the data 
center? 
No No Should have 1,03 0,00 
5. Is the size (dimension) of the IT device 
a factor when adding/(re)moving it in the 
data center? 
No No Should have 1,03 0,00 
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6. Is the cooling requirement(s) of the IT 
device a factor when adding/(re)moving it 
in the data center? 
No No Should have 1,03 0,00 
7. Do the relevant change procedures 
ensure that the three electrical phases 
are in balance? 
yes Yes Must have 6,67 6,67 
      Score 
Questions Configuration Management Response Optimized Classification Max Response 
8. Is Configuration Management defined 
as a process? 
yes Yes Must have 6,67 6,67 
9. Is configuration data of IT and facility 
stored in a (or multiple) CMDB? 
yes Yes Must have 6,67 6,67 
10. Is the content of the CMDB audited at 
a regular interval? 
yes Yes Must have 6,67 6,67 
11. Is the CMDB data used in change 
planning? 
No Yes Must have 6,67 0,00 
12. Is the CMDB data used in validating 
service levels and other requirements 
that (should) justify IT and data center 
architecture decisions? 
No Yes Must have 6,67 0,00 
13. Does the CMDB contain the 
relationships between network devices 
and storage devices? 
No No Should have 1,03 0,00 
14. Does the CMDB contain the 
relationships of network devices and 
servers? 
No No Should have 1,03 0,00 
15. Does the CMDB contain the 
relationships of storage devices / 
provisioned storage and servers? 
No No Should have 1,03 0,00 
16. Does the CMDB contain the 
relationships of IT devices and the rack 
PDU’s? 
No No Should have 1,03 0,00 
17. Does the CMDB contain the 
relationships of rack PDU’s and group 
PDU’s? 
No No Should have 1,03 0,00 
18. Does the CMDB contain the 
relationships of group PDU’s and UPS’? 
No No Should have 1,03 0,00 
19. Does the CMDB contain the 
relationships of UPS’ and power feeds? 
No No Should have 1,03 0,00 
20. Are physical network/other cable 
connections recorded in the CMDB? 
No No Should have 1,03 0,00 
      
Questions ‘Does the CMDB store…’ Response Optimized Classification Max Response 
Facility - Procurement date yes yes Should have 1,03 1,03 
Network - Procurement date yes yes Should have 1,03 1,03 
Storage - Procurement date yes yes Should have 1,03 1,03 
Servers - Procurement date yes yes Should have 1,03 1,03 
Facility - Power draw – idle (measured) No No Should have 1,03 0,00 
Network - Power draw – idle (measured) No No Should have 1,03 0,00 
Storage - Power draw – idle (measured) No No Should have 1,03 0,00 
Servers - Power draw – idle (measured) No No Should have 1,03 0,00 
Facility - Power draw – load (measured) No No Should have 1,03 0,00 
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Network - Power draw – load (measured) No No Should have 1,03 0,00 
Storage - Power draw – load (measured) No No Should have 1,03 0,00 
Servers - Power draw – load (measured) No No Should have 1,03 0,00 
Facility - Power draw – name plate No No Should have 1,03 0,00 
Network - Power draw – name plate No No Should have 1,03 0,00 
Storage - Power draw – name plate No No Should have 1,03 0,00 
Servers - Power draw – name plate No No Should have 1,03 0,00 
Facility - Weight No No Should have 1,03 0,00 
Network - Weight No No Should have 1,03 0,00 
Storage - Weight No No Should have 1,03 0,00 
Servers - Weight No No Should have 1,03 0,00 
Facility - Space / Physical dimension yes yes Should have 1,03 1,03 
Network - Space / Physical dimension yes yes Should have 1,03 1,03 
Storage - Space / Physical dimension yes yes Should have 1,03 1,03 
Servers - Space / Physical dimension yes yes Should have 1,03 1,03 
Facility - Cooling requirements No No Should have 1,03 0,00 
Network - Cooling requirements No No Should have 1,03 0,00 
Storage - Cooling requirements No No Should have 1,03 0,00 
Servers - Cooling requirements No No Should have 1,03 0,00 
            
        100,00 54,87 
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Samenvatting resultaten doorlichting rekencentrum Ministerie van Defensie 
Om een goed overzicht te vormen van de resultaten van de doorlichting zijn alle scores van 
het rekencentrum van Defensie nogmaals opgenomen in tabel 28. Waar van toepassing zijn 
de scores afgerond op hele getallen. 
Tabel 28 - Scores per KPI rekencentrum Ministerie van Defensie 
Kwadrant KPI Score 
Facility DCiE 48% 
Facility Floor usage 19% 
Facility Bypass 41% 
Facility Recirculation 100% (geen recirculatie) 
IT Assets Network Architecture Efficiency 68% 
IT Assets Storage Architecture Efficiency 31% 
IT Assets X86 Architecture Efficiency 41% 
IT Assets RISC Architecture Efficiency 13% 
Management Network Management  71% 
Management Storage Management 39% 
Management Compute Management 31% 
Management Electrical and Mechanical Management 46% 
Process Service Level Management 36% 
Process Capacity Management 52% 
Process Product Lifecycle Management 10% 




5.3. Fase 3: evaluatie OpenDCME in de praktijk, analyse doorlichting 
rekencentrum Ministerie van Defensie en opstellen aanbevelingen 
5.3.1. Evaluatie OpenDCME in de praktijk 
Het OpenDCME model schrijft niet voor hoe de KPI’s worden gemeten. Ook bestaat geen 
één op één relatie tussen de gehanteerde vragenlijst (bijlage A) en de gegevens die nodig 
zijn voor berekening van de KPI’s. De analyse is sterk visueel en gebaseerd op ervaring, 
waarbij de vragenlijst wordt gehanteerd als ‘interview-guideline’ (Harryvan, D, personal 
communication, 02-04-2014). Deze werkwijze brengt het risico met zich mee dat bij 
toepassing en analyse interpretatieverschillen ontstaan. Dit maakt de uitkomst potentieel 
persoonsafhankelijk. 
OpenDCME is een model voor zelfverbetering. Dit komt onder andere tot uitdrukking in de 
verschillende referentiecapaciteiten. Deze zijn niet vooraf vastgelegd maar zijn aanpasbaar 
aan de specifieke situatie binnen een rekencentrum. In een dynamische omgeving moet een 
grotere capaciteitsmarge worden aangehouden dan in een meer statische omgeving (waar 
de belasting door de tijd minder fluctueert). Om de referentiecapaciteit te kunnen vaststellen 
is ervaring met de omgeving dan ook cruciaal10. Ook zijn de vragen op basis waarvan de 
kwadranten Management en Proces in kaart worden gebracht facultatief: vragen kunnen 
naar eigen inzicht worden toegevoegd of weggelaten om uitdrukking te geven aan de 
gewenste situatie. 
Door de hierboven geschetste dynamiek is het OpenDCME model minder geschikt om mee 
naar buiten te treden voor vergelijking met andere rekencentra, omdat de resultaten 
eenvoudig te manipuleren zijn. Het risico van manipulatie bestaat overigens ook bij de veel 
toegepaste PUE of DCiE11. 
Tabel 29 bevat een opsomming van de maatregelen die zijn aangetroffen in de literatuur (zie 
tabel 3) en een toelichting op de relatie tussen de betreffende maatregelen en het 
OpenDCME model aan de hand van de doorlichtingen van instellingen voor hoger onderwijs.  
  
                                               
10 Een uitgebreid voorbeeld van het vaststellen van een referentiecapaciteit is te vinden bij de berekening van 
de KPI ‘X86 architecture efficiency’ in paragraaf 5.2. 
11 Een manier om de PUE waarde te verbeteren zonder daadwerkelijke verbetering van de energie-
efficiëntie is om niet het facilitair verbruik te verlagen (zodat de verhouding tussen het IT verbruik en 
het facilitair verbruik verschuift in de richting van IT) maar het IT verbruik te verhogen, met als gevolg 
een lagere en dus betere PUE waarde. Dit kan bijvoorbeeld door minder facilitaire koeling toe te 
passen zodat het facilitair verbruik afneemt. De ventilatoren in de apparatuur gaan harder draaien 
waardoor het IT verbruik stijgt. 
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Tabel 29 - In de literatuur aangetroffen verbetermaatregelen in relatie tot OpenDCME 
Verbetermaatregel  KPI in 
OpenDCME 
Toelichting aan de hand van de doorlichting van 
instellingen voor hoger onderwijs 
[A] Verhogen van het Voltage 
(Kant, 2009) 
n.v.t. Binnen het OpenDCME model wordt deze maatregel niet 
geadresseerd. Ook door de uitvoerders van de 
doorlichtingen is verhoging van het voltage niet benoemd 
als maatregel om de energie-efficiëntie te vergroten. 
Gezien de grote impact die uitvoering van deze maatregel 
met zich mee zou brengen ligt dit in de lijn der 
verwachtingen.  
[B] Beperken van het aantal 
omzettingen tussen 
wisselspanning en 
gelijkspanning (Kant, 2009) 
n.v.t. Deze maatregel wordt noch geadresseerd binnen het 
model, noch benoemd door de uitvoerders van de 
doorlichtingen. 
[C] Overdimensionering 
tegengaan door een bepaald 
percentage van de door de 
fabrikant aangegeven 
elektrische vereisten in 
mindering te brengen (Kant, 
2009) 
n.v.t. Deze maatregel is vooral gericht op de schaalbaarheid van 
de elektrische infrastructuur (de capaciteit van de 
elektrische infrastructuur die nodig is om de in het 
rekencentrum geplaatste apparatuur van energie te kunnen 
voorzien).  
De winst van deze maatregel zit in de benodigde capaciteit 
van de elektrische infrastructuur voor de geplaatste IT-
apparatuur. Door van de, door de leveranciers van de IT-
apparatuur aangegeven, elektrische vereisten een 
percentage in mindering te brengen kan worden volstaan 
met een installatie met minder capaciteit of kan bij dezelfde 
capaciteit meer IT-apparatuur worden geplaatst. 
Wanneer onvoldoende capaciteit aanwezig is levert het 
uitschakelen van daadwerkelijke overcapaciteit aan IT-
apparatuur meer op. Wanneer de theoretisch beschikbare 
capaciteit maar net toereikend is voor de 
energievoorziening van de aanwezige apparatuur kan aan 
de hand van deze maatregel een herberekening van de 
benodigde capaciteit plaatsvinden aan de hand waarvan 
extra apparatuur kan worden geplaatst. Het is dan niet 
nodig om extra capaciteit bij te schakelen. 
Deze maatregel wordt niet specifiek geadresseerd in het 
OpenDCME model. Wel is aandacht voor de algemene 
overdimensionering van de binnen het rekencentrum 
beschikbare IT capaciteit (voor bedrijfsvoering benodigde 
vs. in het rekencentrum beschikbare capaciteit).  
[D] Verhogen van 
temperatuurinstellingen van 
koelwater in koelinstallaties (Jie 
et al., 2009; Salim, 2009) 
n.v.t. Voor de KPI’s bypass en Recirculation wordt de 
temperatuur gemeten bij het verlaten van de CRAC12, aan 
de voorkant van het rack, aan de achterkant van het rack 
en bij het binnenkomen in de CRAC. Het doel van de 
metingen is het bepalen van het percentage koellucht die 
wordt gerecirculeerd naar de apparatuur zonder opnieuw te 
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worden gekoeld en het percentage koellucht die 
terugstroomt naar de CRAC zonder daadwerkelijk 
apparatuur te hebben gekoeld. 
Het advies vanuit de doorlichtingen is om de temperatuur 
aan de voorzijde van de racks te verhogen. De 
koelinstallatie kan dan voor het koelen van de lucht 
volstaan met koelwater van een hogere temperatuur. 
Dit advies komt niet rechtstreeks voort uit een KPI binnen 
het OpenDCME model maar uit een inschatting vanuit de 
ervaring van de uitvoerders van de doorlichtingen op basis 
van de gemeten temperaturen. 
[E] Toepassen van 
warmtewisseling met de 
buitenlucht (Woods, 2010) 
n.v.t. Binnen het OpenDCME model wordt geen aandacht 
besteed aan het type koeling dat wordt toegepast. Er wordt 
enkel gekeken naar de mogelijkheden tot optimalisatie van 
de inzet van de bestaande installatie. 
[F] Toepassen van plaatselijke 
koeling (Kant, 2009) 
n.v.t. Net als de overige maatregelen die een specifieke 
technische invulling voorstellen komt toepassing van 




omgevingskoeling (Kant, 2009) 
n.v.t. De maatregelen [E] en [G] liggen in elkaars verlengde, 
waarbij [E] specifiek gericht is op het energiebesparende 
effect van het toepassen van warmtewisseling met de 
buitenlucht en [G] op het neveneffect dat hierdoor kan 
worden volstaan met een eenvoudiger koelinfrastructuur. 
Beide worden, net als de overige technisch-inhoudelijke 
maatregelen, niet geadresseerd middels KPI’s in het 
OpenDCME model. 
[H] Voorkomen van hotspots 
door efficiëntere rangschikking 
van apparatuur (Kant, 2009) 
Recirculation 
Floor usage 
Efficiënte rangschikking van apparatuur betekent in dit 
verband dat apparatuur op dusdanige wijze in het 
rekencentrum wordt geplaatst dat koellucht langs alle 
apparatuur stroomt zonder dat recirculatie optreedt. Naast 
efficiënte rangschikking van apparatuur is hierbij ook de 
route van belang die door de koellucht wordt afgelegd. Een 
mogelijkheid om deze route te beïnvloeden is maatregel [L]. 
Ook het advies om het rekencentrum modulair in te richten 
heeft een relatie met de route die door de koellucht moet 
worden afgelegd. De feitelijke fysieke omvang van de 
ruimte is van invloed op de ventilatiecapaciteit die nodig is 
voor de verplaatsing van de benodigde hoeveelheid lucht. 
Door modulaire inrichting kan de capaciteit van de facilitaire 
infrastructuur worden aangepast aan de vraag: de actief 
gekoelde oppervlakte kan worden aangepast aan de 
hoeveelheid actieve apparatuur. 
Ook hier geldt dat het advies niet rechtstreeks voort komt 
uit een KPI binnen het OpenDCME model maar uit een 
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inschatting vanuit de ervaring van de uitvoerders van de 
doorlichtingen. De inschatting vindt wel plaats op basis van 
bij de doorlichting in kaart gebrachte KPI’s. 
[I] Toepassen van variabele 
toerentalregeling op alle 
mogelijke componenten koeling 
(Salim, 2009) 
n.v.t. Ook hier geldt dat weliswaar wordt gekeken naar het 
energieverbruik van de gehele installatie, maar dat de 
mogelijkheden voor verbetering niet uit het model 
voortkomen maar uit de ervaring van de persoon die de 
doorlichting uitvoert. 
[J] Hoge aanvoertemperatuur 




Deze maatregel heeft een directe relatie met maatregel [D], 
het verhogen van de temperatuur van het koelwater in de 
koelinstallatie.  
De temperatuurinstellingen worden gemeten bij het verlaten 
van de CRAC13, aan de voorkant van het rack, aan de 
achterkant van het rack en bij het binnenkomen in de 
CRAC. Het doel van de metingen is het bepalen van het 
percentage koellucht die wordt gerecirculeerd naar de 
apparatuur zonder opnieuw te worden gekoeld en het 
percentage koellucht die terugstroomt naar de CRAC 
zonder daadwerkelijk apparatuur te hebben gekoeld. 
Het advies vanuit de doorlichtingen is om de temperatuur 
aan de voorzijde van de racks te verhogen.  
Dit advies komt niet rechtstreeks voort uit een KPI binnen 
het OpenDCME model maar uit een inschatting vanuit de 
ervaring van de uitvoerders van de doorlichtingen op basis 
van bij de doorlichting gemeten temperaturen. 
[K] Oprekken van 
vochtigheidstoleranties (Salim, 
2009) 
n.v.t. Luchtbevochtiging voorkomt of vermindert statische 
elektriciteit. Hoewel statische elektriciteit voor apparatuur 
niet schadelijk is, is het voor mensen die op de 
rekencentrumvloer werken vervelend. 
Vochtigheidstoleranties maken geen deel uit van het 
OpenDCME model. Net als voor een aantal van de overige 
maatregelen geldt dat de uitvoerder van de doorlichting, 
daarmee geconfronteerd in het rekencentrum, wel adviseert 
om de vochtigheidstoleranties op te rekken of de 
bevochtigingsinstallatie zelfs helemaal uit te schakelen. Dit 
komt echter niet uit het model naar voren. 
[L] Verbeteren van 
luchtstroming door het plaatsen 
van blindplaten en borstels voor 
een efficiënte luchtstroom en 
het voorkomen van voortijdige 
vermenging van koele en 
warme lucht (Salim, 2009; 
Bypass en  
Recirculation 
Vanuit de KPI’s bypass en recirculation wordt bepaald in 
welke mate vroegtijdige vermenging van koude en warme 
lucht plaatsvindt.  
Net als vanuit de overige KPI’s worden vanuit de KPI’s 
bypass en recirculation geen specifieke maatregelen 
voorgesteld om voortijdige vermenging te voorkomen, maar 
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Thiadens et al., 2009) komen voorgestelde maatregelen voort uit de ervaring van 
de uitvoerder van de doorlichting. 
[M] Toepassen van variabele 
toerentalregeling op 
Ventilatoren (Salim, 2009) 
n.v.t. Variabele toerentalregeling komt in het model niet voor. 
Ook in de adviezen is aan deze maatregel geen aandacht 
geschonken. 
[N] Overdimensionering 
tegengaan door uitschakelen 
van redundante koeling (Salim, 
2009) 
n.v.t. Overdimensionering van IT-apparatuur wordt wel 
geadresseerd in het OpenDCME model; specifieke 
overdimensionering van de koelinstallatie is niet gevat in 
een KPI maar komt net als de adviezen betreffende de 
overige technische maatregelen voort uit de ervaring van 
degene die de doorlichting uitvoert. 
Vanuit de KPI ‘Electrical and Mechanical Management’ 
wordt wel inzichtelijk gemaakt in hoeverre de organisatie 
inzicht heeft in de huidige en toekomstige 
capaciteitsbehoefte van de koelinfrastructuur. Hieraan 
worden echter geen maatregelen gekoppeld. 
[O] Capaciteit beter benutten 
door toepassen van server 
virtualisatie (Arts et al., 2009; 






Binnen de KPI groep ‘architecture efficiency’ wordt de 
capaciteitsbenutting van in het rekencentrum geplaatste 
systemen in ogenschouw genomen. De score op deze KPI 
geeft inzicht in de benutting van de respectievelijke groep 
van apparatuur, maar net als bij de andere specifieke 
maatregelen komt het verbeteradvies niet rechtstreeks 
voort uit het model maar van de uitvoerder van de 
doorlichting: één van de bevindingen uit de doorlichtingen 
is dat bij de deelnemende partijen technieken zoals server 
virtualisatie en storage thin provisioning breed worden 
toegepast.  
[P] Overdimensionering 
tegengaan door bij het ontwerp 
van een koelinstallatie een 
bepaald percentage van de door 
de fabrikant aangegeven 
thermische vereisten in 
mindering te brengen (Patel, 
2003; U.S. Environmental 
Protection Agency, 2007) 
n.v.t. Deze maatregel is vooral gericht op de schaalbaarheid van 
de koelinfrastructuur (de capaciteit van de 
koelinfrastructuur die nodig is om het rekencentrum van 
voldoende koeling te kunnen voorzien).  
De winst van deze maatregel zit in de benodigde 
koelcapaciteit voor de geplaatste IT-apparatuur. Door van 
de, door de leveranciers van de IT-apparatuur aangegeven, 
thermische vereisten een percentage in mindering te 
brengen kan worden volstaan met een koelinstallatie met 
minder capaciteit of kan bij dezelfde koelcapaciteit meer IT-
apparatuur worden geplaatst. 
Wanneer onvoldoende koelcapaciteit aanwezig is levert het 
uitschakelen van daadwerkelijke overcapaciteit aan IT-
apparatuur meer op. Wanneer de theoretisch beschikbare 
koelcapaciteit maar net toereikend is voor koeling van de 
aanwezige apparatuur kan aan de hand van deze 
maatregel een herberekening van de benodigde 
koelcapaciteit plaatsvinden aan de hand waarvan extra 
apparatuur kan worden geplaatst. Het is dan niet nodig om 
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extra koelcapaciteit bij te plaatsen. 
Deze maatregel wordt niet specifiek geadresseerd in het 
OpenDCME model. Wel is aandacht voor de algemene 
overdimensionering van de binnen het rekencentrum 
beschikbare IT capaciteit (voor bedrijfsvoering benodigde 
vs. in het rekencentrum beschikbare capaciteit). 
[Q] Overdimensionering 
tegengaan door uitschakelen 







Een aantal KPI’s hebben een relatie met deze maatregel.  
Overdimensionering wordt zichtbaar gemaakt binnen de 
KPI’s in de groep ‘architecture efficiency’. Binnen deze 
KPI’s worden de feitelijke bezettingsgraden van de 
systemen bekeken en wordt, afhankelijk van onder andere 
de dynamiek in een omgeving, de gewenste 
bezettingsgraad bepaald. Wanneer de feitelijke 
bezettingsgraad lager is dan de gewenste bezettingsgraad 
duidt dit op overdimensionering en kan ervoor worden 
gekozen om apparatuur uit te schakelen. 
De KPI’s binnen de groep Management zijn gericht op het 
inzichtelijk maken van de mate van controle over de 
verschillende delen van de infrastructuur binnen het 
rekencentrum. Controle over de infrastructuur is van belang 
voor het beschikbaar hebben van de juiste capaciteit op het 
juiste moment. Dit is indirect van belang voor het 
tegengaan van overdimensionering, omdat zonder inzicht in 
de capaciteit de bezettingsgraden niet kunnen worden 
vastgesteld. 
Op basis van de scores op deze KPI’s kan, wanneer 
overcapaciteit wordt aangetroffen, worden geadviseerd om 
apparatuur uit te schakelen. Dit advies is in voorkomende 
gevallen weer afkomstig van de uitvoerder van de 
doorlichting en komt niet rechtstreeks uit het model.  
 
Wanneer nu op basis van de relatie tussen de verbetermaatregelen uit de literatuur en de 
KPI’s uit het OpenDCME model (uit tabel 29) in kaart wordt gebracht in hoeverre de 
maatregelen aan de hand van het OpenDCME model worden geadresseerd bij de 
doorlichtingen van instellingen voor hoger onderwijs in Nederland, ontstaat het volgende 




Tabel 30 - Identificatie van maatregelen uit de literatuur a.d.h.v. OpenDCME 
Wordt niet geadresseerd Komt niet rechtstreeks voort uit het model, wordt wel 
door uitvoerder genoemd als advies op basis van (delen 
van) KPI’s. 
[E] Toepassen van warmtewisseling met de 
buitenlucht 
[D] Verhogen van temperatuurinstellingen van koelwater in 
koelinstallaties 
[I] Toepassen van variabele toerentalregeling 
op alle mogelijke componenten koeling 
[K] Oprekken van vochtigheidstoleranties 
[F] Toepassen van plaatselijke koeling [L] Verbeteren van luchtstroming door het plaatsen van 
blindplaten en borstels voor een efficiënte luchtstroom en 
het voorkomen van voortijdige vermenging van koele en 
warme lucht 
[G] Vereenvoudigen koelinfrastructuur door 
toepassen van omgevingskoeling 
[Q] Overdimensionering tegengaan door uitschakelen van 
overcapaciteit 
[P] Overdimensionering tegengaan door bij het 
ontwerp van een koelinstallatie een bepaald 
percentage van de door de fabrikant 
aangegeven thermische vereisten in mindering 
te brengen 
[O] Capaciteit beter benutten door toepassen van server 
virtualisatie 
[M] Toepassen van variabele toerentalregeling 
op Ventilatoren 
[J] Hoge aanvoertemperatuur koellucht 
[C] Overdimensionering tegengaan door een 
bepaald percentage van de door de fabrikant 
aangegeven elektrische vereisten in mindering 
te brengen 
[H] Voorkomen van hotspots door efficiëntere rangschikking 
van apparatuur 
[A] Verhogen van het Voltage [N] Overdimensionering tegengaan door uitschakelen van 
redundante koeling 
[B] Beperken van het aantal omzettingen 
tussen wisselspanning en gelijkspanning 
 
 
Analyse van de relatie tussen de maatregelen uit de literatuur en de bevindingen van de 
doorlichtingen hoger onderwijs leert dat toepassing van het OpenDCME model leidt tot het 
identificeren van verbeterpotentieel zonder daaraan verbetermaatregelen te koppelen. Geen 
van de maatregelen uit de literatuur komt rechtstreeks voort uit toepassing van het model en 
interpretatie van de resultaten van de doorlichting volgt niet logischerwijs uit de toepassing 
van de methode maar uit de ervaring van de uitvoerder van de doorlichting.  
Hieruit kan worden geconcludeerd dat diepgaande kennis van de verschillende domeinen 
nodig is om een doorlichting van een rekencentrum op de juiste manier te kunnen duiden. 
Zelfverbetering betekent in dit perspectief dan ook niet per definitie dat een doorlichting 




Wanneer wordt gekeken naar de aard van de maatregelen dan blijkt uit de opsomming in 
tabel 30 verder dat maatregelen die een specifieke technische invulling voorstellen binnen de 
doorlichtingen niet geadresseerd worden. Samengevat kan worden gesteld dat OpenDCME 
is gericht op optimalisatie van de inzet van de bestaande installatie en op het identificeren 
van verbeterpotentieel zonder daaraan rechtstreeks verbetermaatregelen te koppelen. 
5.3.2. Analyse doorlichting rekencentrum Defensie en aanbevelingen 
De scores per KPI en de analyse van de score met betrekking tot het verbeterpotentieel zijn 
opgenomen in tabel 31. 
Tabel 31 - Analyse doorlichting rekencentrum Defensie met verbeterpotentieel 
KPI Waarde verbeterpotentieel 
KPI Groep 
Facility 
n.v.t. Deze groep geeft een indicatie van de efficiëntie van de facilitaire 
systemen in het rekencentrum. De groep kent geen algemeen geldend 
verbeterpotentieel. 
DCiE 48% DCiE is een indicator die uitdrukking geeft aan de verhouding tussen het 
energieverbruik van IT-apparatuur in een rekencentrum en het 
energieverbruik van systemen die nodig zijn om deze IT-apparatuur te 
kunnen faciliteren. DCiE kent in deze context geen ‘eigen’ 
verbeterpotentieel; alle overige maatregelen komen in deze indicator tot 
uitdrukking. Een DCiE waarde van 48% geeft aan dat verbeterpotentieel 
aanwezig is. 
Floor usage 19% Vloergebruik boven de 60% wordt beschouwd als hoge bezetting 
(Harryvan, D, personal communication, 02-04-2014). 
Luchttransport kost veel energie. Bij lage bezetting is het beter om 
compartimenten te maken zodat de koellucht over een kleinere 
afstand hoeft te worden verplaatst middels het ventilatiesysteem. 
Bypass 41% Tot 10% bypass wordt acceptabel geacht (Harryvan, D, personal 
communication, 02-04-2014) maar ideaal is 0. 
Een gemiddelde efficiëntie van 41% betekent dat 59% van de koellucht 
rechtstreeks terugstroomt naar de CRAC, zonder daadwerkelijk 
apparatuur te koelen. Wanneer de hoeveelheid bypass wordt 
teruggebracht kan worden volstaan met het koelen van een kleiner 
volume lucht waardoor ten eerste kan worden volstaan met een koelunit 
met minder capaciteit en ten tweede minder ventilatiecapaciteit nodig is 
om de benodigde hoeveelheid lucht te verplaatsen. Een manier om dit te 
bereiken is het sluiten van racks met warme en koude gangen. 
In combinatie met een hoge score op de KPI recirculation duidt de lage 
score op de KPI bypass op te hoge druk aan koude lucht aan de 
voorkant. De eerste stap is daarom het terugbrengen van de 
hoeveelheid koude lucht. (Harryvan, D, personal communication, 02-04-
2014). Na het terugbrengen van de hoeveelheid koude lucht moeten 
beide KPI’s opnieuw worden berekend om te bepalen of extra 
maatregelen nodig zijn. 
Recirculation 100% Bij een hoge mate van recirculatie ontstaan 'hotspots', plaatsen waar 
onvoldoende gekoelde lucht doordringt. Dit verschijnsel vereist dat de 
aangevoerde koellucht veel kouder is om het effect ervan teniet te doen. 
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De minimumtemperatuur op de uitlaat van de airconditioningunit (CRAC) 
kan aanzienlijk omhoog wanneer recirculatie wordt tegengegaan. 
Een gemiddelde efficiëntie van 100% betekent dat geen warme 
uitlaatlucht van actieve IT-apparatuur terug circuleert naar de inname 
van actieve IT-apparatuur zonder eerst opnieuw gekoeld te worden. 
Een hoge score op de KPI recirculatie in combinatie met een lage score 
op de KPI bypass duidt op te hoge druk aan koude lucht aan de 
voorkant. De hoeveelheid (koude) lucht kan daarom fors worden 




n.v.t. Het verhogen van de benutting van apparatuur is een goede manier 
om de efficiëntie ervan te verhogen. Dit kan worden bereikt door de 
beschikbare capaciteit terug te brengen of een deel ervan uit te 
schakelen. Een alternatief is het vervangen van verouderde 
apparatuur. Moderne apparatuur heeft een grotere capaciteit per 
eenheid, zodat voor dezelfde totale capaciteit kan worden volstaan met 
de inzet van minder eenheden. Hierdoor daalt het energieverbruik voor 




68% Het verlagen van het aantal actieve netwerkpoorten is niet eenvoudig te 
realiseren omdat dit impact heeft op de totale netwerktopologie. 




31% Gezien de verhouding tussen de hoeveelheid beschikbare capaciteit en 
de hoeveelheid in gebruik kan een deel van de capaciteit worden 





41% De lange technische levensduur van servers heeft een negatief effect op 
de architectuur efficiëntie. Terugbrengen van de afschrijvingstermijn 
van servers betekent daardoor een hogere performance per Watt, met 




13% De RISC systemen zijn sterk verouderd (alle aanwezige systemen zijn 
ouder dan 4 jaar). Dit leidt tot een lage relatieve capaciteit en 
performance per Watt. De RISC systemen worden uitgefaseerd en 
worden om die reden niet meer vervangen en in de aanbevelingen 
buiten beschouwing gelaten. 
KPI Groep 
Management 
n.v.t. Een beter inzicht in de huidige en toekomstige capaciteitsbehoefte 
van netwerk, opslag, server en elektrische en mechanische 
infrastructuur maakt het mogelijk om de fysieke en logische uitvoering 
van het netwerk beter laten aansluiten op de eisen vanuit de organisatie. 
Network 
Management  
71% Uit de vragenlijst blijken de drempelwaarden voor laag gebruik en 
drempelwaarden voor energieverbruik niet te zijn ingesteld. Verder 
ontbreekt integratie van de gegevens over de verschillende domeinen. 
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Storage 
Management 
39% Uit de vragenlijst blijkt dat gegevens betreffende IOPS en 
energieverbruik niet worden vastgelegd. Verder ontbreekt integratie van 
gegevens over de verschillende domeinen. 
Compute 
Management 
31% Uit de vragenlijst blijkt dat gegevens betreffende gebruik van CPU en 
geheugen slechts deels worden vastgelegd en gegevens betreffende 
diskgebruik helemaal niet. Verder ontbreekt integratie van gegevens 




46% Uit de vragenlijst blijkt dat niet alle gewenste gegevens betreffende het 
gebruik van facilitaire systemen worden vastgelegd. 
KPI Groep 
Processes 
n.v.t. In algemene zin geldt dat de processen zorg moeten dragen voor 
inzicht in de relatie tussen de gewenste dienstenniveaus en de 
aantallen en uitrusting van de apparatuur in het rekencentrum. 
Service Level 
Management 
36% Service Level Management (SLM) heeft betrekking op de vraag op 
welke serviceniveaus diensten worden geleverd. 
Dienstenniveaus worden middels SLM vastgelegd en dienen als 
onderbouwing voor business cases met betrekking tot aanschaf van 
hardware en voor de inzet van redundante apparatuur. 
Uit de vragenlijst blijkt dat dienstenniveaus wel als zodanig zijn 
vastgelegd, maar dat afstemming en aansluiting tussen de diensten 




52% Capaciteitsbeheer wordt uitgevoerd om het ‘just in time’ principe te 
kunnen hanteren bij de inzet van capaciteit. Juiste inzet van 
capaciteitsbeheer kan het gebruik van resources naar een hoger niveau 
brengen, met als gevolg lagere kosten voor apparatuur en energie. 
Uit de vragenlijst blijkt capaciteitsbeheer in opzet aanwezig. 
Operationeel capaciteitsmanagement wordt echter niet toegepast 




10% De levenscyclus van IT-apparatuur omvat de hele periode van aanschaf, 
exploitatie en afstoting. In elk van deze drie fasen is aandacht nodig 
voor het beperken van het energieverbruik van de IT-apparatuur en het 
waarborgen of verbeteren van de luchtstroming in het rekencentrum.  
Een voorbeeld hiervan is het in ogenschouw nemen van de prestaties 
per Watt gedurende de exploitatiefase. 





55% Een integrale benadering van rekencentra en IT binnen het 
wijzigingenproces kan problemen in de omgeving en bedreigingen voor 
de organisatie aan het licht brengen. Denk daarbij aan een rack dat 
dubbel gevoed zou moeten zijn maar slechts enkel gevoed is of een 
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bedrijfskritische applicatie die wordt gehost op een enkele server met 
een enkele voeding. 
Uit de vragenlijst blijkt dat aan de belangrijkste voorwaarden voor 
change management worden voldaan. Bij configuration management 
blijkt echter dat de CMDB niet optimaal wordt benut en het gebruik 
ervan onvoldoende is geïntegreerd in de overige processen.  
 
5.3.3. Aanbevelingen voor het rekencentrum van Defensie  
De belangrijkste aanbevelingen voor het rekencentrum van Defensie zijn verhogen van de 
temperatuur en het terugbrengen van hoeveelheid koude lucht. Deze aanpassingen zouden 
als eerste moeten worden uitgevoerd: ze hebben vrijwel geen impact en kunnen op korte 
termijn stapsgewijs worden doorgevoerd.  
De verhouding tussen de KPI’s bypass en recirculation duidt op een te hoge druk aan koude 
lucht aan de voorkant van de racks. De hoeveelheid koude lucht kan worden teruggebracht 
door het uitschakelen van een groot deel (ongeveer de helft) van alle downflow units (air 
handlers).  
De temperatuur in het rekencentrum aan de voorzijde van de racks bedraagt 18,5 graden 
Celsius. Een dergelijke lage temperatuur is voor de apparatuur niet nodig maar leidt wel tot 
een hoger energieverbruik dan noodzakelijk. Een verhoging van de temperatuur in het 
rekencentrum brengt met zich mee dat de water temperatuur in de koelinstallatie omhoog 
kan. Dit levert een besparing op doordat een langere periode van vrije koeling mogelijk is. 
Het facilitaire energieverbruik is 190.800 kWh in september (met compressie koeling) en 
126.800 in november (met vrije koeling). De 64000 kWh per maand besparing (een 
besparing van € 12.800 per maand bij een KWh prijs van € 0,20) zou door bovengenoemde 
aanpassingen langer effectief kunnen zijn dan momenteel het geval.  
Een hoge virtualisatiegraad en de inzet van moderne, kleinere servers heeft geleid tot een 
lage gemiddelde vloerbezetting. Afhankelijk van de daadwerkelijke bezetting kan worden 
overwogen om de rekencentrumvloer op te delen in compartimenten, zodat de koellucht door 
het ventilatiesysteem over een kleinere afstand hoeft te worden verplaatst. Voor het 
verplaatsen van een kleiner volume lucht kan worden volstaan met kleinere of een kleiner 
aantal ventilatoren. 
Gezien de verhouding tussen de hoeveelheid beschikbare capaciteit en de hoeveelheid in 
gebruik kan een deel van de capaciteit worden uitgeschakeld om de energie-efficiëntie van 
de storage architectuur te verbeteren. 
De lange technische levensduur van servers heeft een negatief effect op de architectuur 
efficiëntie. Terugbrengen van de afschrijvingstermijn van servers betekent daardoor een 
hogere performance per Watt, met als gevolg een lager energieverbruik per eenheid werk. 
De gemiddelde technische levensduur bedraagt 4 jaar. De ‘performance-per-Watt’14 bedraagt 
                                               
14 De rekenkracht die door een server wordt geleverd per Watt opgenomen vermogen 
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na 4 jaar 43%15 (een moderne server is hierbij gesteld op 100%). Wanneer eerder tot 
vervanging wordt overgegaan kan de totale werklast worden uitgevoerd met minder servers. 
Hiermee wordt niet alleen bespaard op server apparatuur, maar ook de benodigde 
hoeveelheid koeling, ventilatie en rekencentrumvloer nemen af. 
Er worden veel gegevens gemeten en vastgelegd waarbij opvalt dat de integratie van 
gegevens tussen de verschillende deelgebieden achterblijft. Ook blijven energie- en 
temperatuurmetingen achter. Om beter inzicht te krijgen in de vraag in welke componenten 
in de infrastructuur de energie exact wordt verbruikt is het van belang om energiemetingen 
integraal onderdeel te laten uitmaken van het proces van monitoring en analyse. Dit inzicht 
maakt het mogelijk om maatregelen te treffen om het energieverbruik terug te brengen. 
Uit analyse van de processen blijkt dat ondanks het feit dat dienstenniveaus wel als zodanig 
zijn vastgelegd, afstemming en aansluiting tussen de diensten en de voor het leveren van de 
dienstenniveaus benodigde IT infrastructuur ontbreekt. Iets vergelijkbaars speelt bij 
capaciteitsbeheer. Juiste inzet van capaciteitsbeheer kan het gebruik van resources naar 
een hoger niveau brengen, met als gevolg lagere kosten voor apparatuur en energie. Uit de 
vragenlijst blijkt capaciteitsbeheer in opzet aanwezig, echter operationeel 
capaciteitsmanagement wordt niet toegepast om dienstenniveaus te garanderen.  
De levenscyclus van IT-apparatuur omvat de hele periode van aanschaf, exploitatie en 
afstoting. In elk van deze drie fasen is aandacht nodig voor het beperken van het 
energieverbruik van de IT-apparatuur. Een voorbeeld hiervan is het in ogenschouw nemen 
van de prestaties per Watt gedurende de exploitatiefase. Uit de vragenlijst blijkt echter dat 
energie-efficiëntie geen rol speelt bij de product lifecycle. 
Een integrale benadering van rekencentra en IT binnen het wijzigingenproces kan problemen 
in de omgeving en bedreigingen voor de organisatie aan het licht brengen. Denk daarbij aan 
een rack dat dubbel gevoed zou moeten zijn maar slechts enkel gevoed is of een 
bedrijfskritische applicatie die wordt gehost op een enkele server met een enkele voeding 
Uit de vragenlijst blijkt dat aan de belangrijkste voorwaarden voor change management 
wordt voldaan. Met betrekking tot configuration management blijkt echter dat de CMDB niet 
optimaal wordt benut en het gebruik ervan onvoldoende is geïntegreerd in de overige 
processen. 
  
                                               
15 Tabel 10 in paragraaf 5.2. laat zien dat de relatieve capaciteit na 4 jaar 4,2% bedraagt en het relatieve 
energieverbruik 9,8%. Door de relatieve capaciteit te delen door het relatieve energieverbruik ontstaat een 
‘Performance-per-Watt’ van 43%. 
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5.4. Samenvatting van de onderzoeksresultaten 
Fase 1 is gericht op het in kaart brengen van de bestaande situatie in de rekencentra van 
instellingen voor hoger onderwijs in Nederland. Dit heeft plaatsgevonden aan de hand van 
een nulmeting op basis van het OpenDCME model. In tabel 6 in paragraaf 5.1.1 is voor elk 
van de 16 KPI’s is over de geaggregeerde gegevens m.b.t. de dataset hoger onderwijs 
weergegeven welke gemiddelde waarde is gerapporteerd, wat de waardering is van die 
waarde en wat het verbeterpotentieel is binnen de betreffende KPI. 
Verder is in deze fase over alle KPI’s heen gekeken welke maatregelen bijdragen aan een in 
de praktijk haalbare ideale situatie. In paragraaf 5.1.2 zijn de bijbehorende 
onderzoeksvragen beantwoord, waarmee een overzicht is gevormd van maatregelen die een 
bijdrage leveren aan het optimaliseren van de bestaande situatie. Een overzicht van deze 
maatregelen is opgenomen in tabel 7. Ter completering van een in de praktijk haalbare 
ideale situatie is in paragraaf 5.1.3 beschreven met welke wetgeving en maatschappelijke 
initiatieven drijvers van een rekencentrum in Nederland te maken hebben. 
In de tweede fase van het empirisch onderzoek is een rekencentrum van Defensie 
doorgelicht op gelijke wijze als waarop de doorlichtingen van instellingen voor hoger 
onderwijs hebben plaatsgevonden. Het doel van deze doorlichting was tweeledig. Ten eerste 
is de toepassing van het OpenDCME model in de praktijk geëvalueerd. Daarnaast zijn 
aanbevelingen opgesteld voor het beperken van het energieverbruik van het betreffende 
rekencentrum. De totstandkoming van de resultaten van de doorlichting van het 
rekencentrum van Defensie is uiteengezet in paragraaf 5.2. Aan het einde van deze 
paragraaf is in tabel 8 een opsomming opgenomen van de resultaten. 
Fase 3 bevat een kwalitatieve analyse van wat in beide voorgaande fasen is vastgesteld. 
Paragraaf 5.3.1 bevat de evaluatie van de toepassing van OpenDCME in de praktijk, op 
basis van de ervaringen die zijn opgedaan bij de doorlichting van het rekencentrum van 
Defensie. Door de bevindingen van het literatuuronderzoek in verband te brengen met de 
bevindingen van deze doorlichting is vastgesteld waarvoor het OpenDCME model al dan niet 
geschikt lijkt.  
De analyse van de uitkomsten van de doorlichting van het rekencentrum van Defensie is 
beschreven in paragraaf 5.3.2. Per KPI is in tabel 31 het verbeterpotentieel voor dit 
rekencentrum weergegeven. Paragraaf 5.3.3 bevat tot slot de aanbevelingen die op basis 
van de resultaten van de doorlichting zijn opgesteld voor het beperken van het 




6. Conclusies en aanbevelingen 
PUE wordt veel toegepast, en geldt als indicator van de efficiëntie van een rekencentrum 
door het energieverbruik van de IT-apparatuur af te zetten tegen het totale energieverbruik in 
het rekencentrum. Deze metriek kent echter twee nadelen. Ten eerste is de uitkomst 
beïnvloedbaar, en ten tweede geeft PUE niet aan waar de mogelijkheden tot verbetering zich 
bevinden. 
Om richting te geven aan verbeterinitiatieven is gezocht naar een methode die ook concrete 
richting geeft door aan te wijzen waar verbetering mogelijk is. In het OpenDCME model 
wordt het 'rendement' van het rekencentrum bekeken aan de hand van een aantal KPI's. 
Door naar meerdere KPI's te kijken wordt inzichtelijk waar zich verbeterpotentieel bevindt. 
Verder kan aan de hand van OpenDCME, door naast het energieverbruik van de aanwezige 
apparatuur ook het beheer en de processen in ogenschouw te nemen, de hoeveelheid in het 
rekencentrum aanwezige apparatuur tot rationele aantallen worden beperkt. Capaciteit die 
voor de bedrijfsvoering niet nodig is, kan worden uitgeschakeld en verbruikt derhalve geen 
energie. 
In de vooruitblik naar mogelijke resultaten is de verwachting uitgesproken dat door 
toepassing van het OpenDCME model zou blijken dat meer capaciteit in het rekencentrum 
aanwezig is dan voor de bedrijfsvoering noodzakelijk. Dit is echter niet onomstotelijk vast 
komen te staan vanwege het ontbreken van de daarvoor benodigde meetgegevens. Wel is 
gebleken dat integreren en combineren van meetgegevens van deelgebieden kan helpen bij 
het inzichtelijk maken van de voor de bedrijfsvoering benodigde capaciteit. 
Vanuit het onderzoek ‘ICT inventarisatie Hoger Onderwijs Nederland’ zijn zes maatregelen 
geïdentificeerd. De analyse in paragraaf 5.1.2 laat zien dat vijf van deze zes maatregelen 
passen binnen de categorie ‘improved operation’. Maatregelen binnen deze categorie 
kunnen zonder noemenswaardige investeringen worden geïmplementeerd. In algemene zin 
kan op basis van deze analyse worden gesteld dat de grootste winst op de korte termijn kan 
worden gerealiseerd door het doorvoeren van verbeteringen van organisatorische aard. 
De wet milieubeheer verplicht drijvers van een rekencentrum binnen bepaalde grenzen 
energiebesparende maatregelen door te voeren. Welke maatregelen dat concreet zijn blijft in 
het midden, maar het ligt in de lijn der verwachting dat de quick wins die in de analyse van 
de dataset hoger onderwijs zijn geïdentificeerd, vallen binnen de in de wet milieubeheer 
aangegeven marge. 
6.1. discussie 
Dit onderzoek laat zien dat OpenDCME is gericht op optimalisatie van de inzet van de 
bestaande installatie en op het identificeren van verbeterpotentieel zonder daaraan 
verbetermaatregelen te koppelen. 
OpenDCME is een model voor zelfverbetering. Ervaring met de omgeving is dan ook 
cruciaal. Zelfverbetering betekent in dit perspectief echter niet per definitie dat een 
doorlichting eenvoudig zelf kan worden uitgevoerd. Diepgaande kennis van de verschillende 
domeinen is nodig om een doorlichting van een rekencentrum op de juiste manier te kunnen 
duiden. 
Het OpenDCME model is niet geschikt of bedoeld om mee naar buiten te treden voor 
vergelijking met andere rekencentra, omdat de resultaten eenvoudig te manipuleren zijn. Het 
risico van manipulatie bestaat overigens ook bij de veel toegepaste PUE. 
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De doorlichting van een rekencentrum aan de hand van het OpenDCME model is sterk 
visueel en gebaseerd op ervaring, waarbij de vragenlijst wordt gehanteerd als ‘interview-
guideline’. Deze werkwijze brengt het risico met zich mee dat bij toepassing en analyse 
interpretatieverschillen ontstaan, en maakt de uitkomst potentieel persoonsafhankelijk. 
De analyse van de dataset hoger onderwijs laat zien dat OpenDCME vooral gericht blijkt op 
het identificeren van de mogelijkheden voor verbetering die zich bevinden in het ‘improved 
operation’ scenario: energie-efficiëntie maatregelen die hoofdzakelijk operationeel van aard 
zijn en geen grote investeringen vereisen. Op basis van dit onderzoek lijkt het OpenDCME 
model dan ook geschikt voor het identificeren van quick wins voor de reductie van het 
energieverbruik in rekencentra.  
Een belangrijke kanttekening die bij dit onderzoek kan worden geplaatst is dat de uitkomsten 
vooral kwalitatief relevant zijn. OpenDCME is weliswaar deels gebaseerd op natuurkundige 
formules, maar geen ‘harde wiskunde’. Een betere (meer exacte) methode is vooralsnog niet 
beschikbaar. 
Opvallend is dat de bevindingen van de doorlichting van het rekencentrum van Defensie 
grotendeels overeen komen met de bevindingen van de analyse van de dataset hoger 
onderwijs. Dit kan een aanzet zijn tot het vaststellen van algemeen geldende quick wins voor 
reductie van energieverbruik van rekencentra, maar de overeenkomsten zouden ook kunnen 
voortkomen uit de toegepaste methode. Om dit laatste uit te sluiten is verder onderzoek aan 
te bevelen.  
Verder zou ieder rekencentrum dat is doorgelicht met OpenDCME op een later moment 
benaderd dienen te worden met de vraag of en hoe de uitkomst van de meting is gebruikt om 
de energie-efficiëntie te verbeteren. Daarbij zou bekeken moet worden wat dat heeft 
opgeleverd, of, wanneer de uitkomst niet is gebruikt, wat het gebruik van de resultaten in de 
weg heeft gestaan. 
Door de doorlichting van het rekencentrum van het Ministerie van Defensie uit te voeren aan 
de hand van de methode waarmee ook de dataset ‘hoger onderwijs’ is aangelegd, komen de 
resultaten op eenduidige wijze tot stand en is de interne validiteit gegarandeerd. Als extra 
waarborg voor een eenduidige wijze van gegevensverzameling heeft het verzamelen van 
gegevens in het rekencentrum van Defensie plaatsgevonden in aanwezigheid van de 
functionaris van Mansystems die ook de metingen bij instellingen voor hoger onderwijs in 
Nederland heeft uitgevoerd. 
De generaliseerbaarheid van voorliggend onderzoek wordt positief beïnvloed door de 
gekozen onderzoeksopzet. De omgeving waarin het onderzoek is uitgevoerd is door het 
onderzoek niet beïnvloed. Kanttekening hierbij is dat de keuze voor diepgaande analyse van 
slechts een klein aantal onderzoekseenheden ten koste gaat van breedte en daarmee van 
de generaliseerbaarheid van de resultaten. 
Om de betrouwbaarheid te vergroten heeft waar mogelijk methoden- en bronnentriangulatie 
plaatsgevonden. Het gebruik van verschillende soorten bronnen moet leiden tot een zo 
betrouwbaar mogelijk beeld. Dit komt ook tot uiting bij de doorlichting van het rekencentrum 
van defensie. Bij de feitelijke doorlichting waren naast de onderzoeker zowel de auditor van 
Mansystems met kennis van het OpenDCME model, als de verantwoordelijke voor het 




In dit hoofdstuk wordt teruggekeken op het onderzoeksproces. 
Eind 2010 ben ik gestart met het afstudeeronderzoek. Op dat moment was mijn verwachting 
dat het onderzoek binnen een jaar zou kunnen worden afgerond. Al snel bleek deze ambitie 
te hoog gegrepen: naast een fulltime baan en een gezin is een dergelijk traject een flinke 
belasting gebleken. 
Mijn belangstelling ging al langer uit naar het thema duurzaamheid, dus toen duidelijk werd 
dat binnen de Open Universiteit een onderzoeksgebied bestaat met dit thema ben ik na een 
informatief gesprek met dr. A. Counotte-Potman, als begeleider verbonden aan dit thema, 
‘aangehaakt’. 
Tijdens een verkennend gesprek werd duidelijk dat op het gebied van energieverbruik van 
rekencentra een aantal openstaande vragen bestonden. Twee belangrijke vragen waren 
welke methode geschikt is voor het inzichtelijk maken van verbeterpotentieel en welke 
maatregelen daadwerkelijk bijdragen aan het beperken van het energieverbruik in een 
rekencentrum zonder de noodzaak van verbouwingen of grote aanpassingen. Met andere 
woorden: quick wins.  
Gedurende de literatuurstudie bleek dat veel geschreven is over het onderwerp. Niet alle 
artikelen waren daarbij van recente datum, toch bleek gaandeweg het proces dat ook de 
oudere artikelen aan geldigheid niet hadden ingeboet. Gecombineerd met de 
karaktereigenschap om compleet te willen zijn was dit een ingrediënt voor een langdurig 
traject, waarbij ik na drie iteraties in november 2012 voor mezelf eindelijk de conclusie kon 
trekken dat verder zoeken geen nieuwe informatie opleverde en dat daarmee het 
literatuuronderzoek kon worden afgerond. 
De volgende stappen (opdrachtformulering en onderzoeksaanpak) zijn van groot belang 
geweest voor mijn eigen beeldvorming rond het onderzoeksonderwerp. Door heel 
gestructureerd zaken te gaan vastleggen werd ik gedwongen om alle openstaande vragen 
eerst voor mezelf van antwoorden te voorzien. Met dit geconcretiseerde beeld is in mei 2013 
gestart met het empirisch onderzoek.  
De periode waarin het empirisch onderzoek is uitgevoerd is gekenmerkt door grote drukte op 
het werk, waardoor vertraging is opgelopen ten opzichte van de gehanteerde planning. 
Uiteindelijk heeft het begrip van, en goede contact met de afstudeerbegeleider geresulteerd 
in het afronden van het onderzoek en het rapport dat voor u ligt. Terugkijkend heb ik het hele 
onderzoeksproces als bijzonder leerzaam ervaren. De contacten die ik hierbij heb opgedaan 
waren erg waardevol bij de totstandkoming van het geheel, waarbij ik dank wil uitspreken in 
de richting van dr. A. Counotte-Potman voor haar niet aflatende geduld en ondersteuning en 
dr. D.H. Harryvan voor zijn uitgebreide toelichtingen op zowel de gehanteerde methode als 
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Bijlage A: Vragenlijst t.b.v. doorlichtingen OpenDCME 
De vragenlijst die is opgesteld voor het verzamelen van de gegevens met betrekking tot het 
energieverbruik in de rekencentra van instellingen voor hoger onderwijs in Nederland is 
integraal opgenomen in deze bijlage. De antwoorden op deze vragen vormen de input voor 
de berekening van de KPI scores binnen het OpenDCME model. Deze werkwijze is herhaald 
bij de doorlichting van een rekencentrum van het Ministerie van Defensie. 
Vragenlijst 





Deze vragenlijst is onderdeel van de ‘Kansherkenning energie efficiënter ICT gebruik’ in het 
kader van de ‘MJA gebruikersgroep ICT voor hoger onderwijs’. 
De antwoorden op deze vragen zullen vertrouwelijk worden behandeld en alleen inzichtelijk 
zijn voor afgevaardigden van AgentschapNL en Mansystems. De gegevens van alle 
deelnemers van de MJA gebruikersgroep zullen wel worden geaggregeerd en 
geanonimiseerd, deze geaggregeerde gegevens zullen als discussie punten worden 
ingebracht in een volgende gebruikersgroep bijeenkomst,  
Als ontvanger van deze lijst neemt u de verantwoordelijkheid voor het verzamelen van de 
benodigde gegevens en het retourneren van deze ingevulde vragen lijst. 
In het geval van uitbesteding van (delen) van de besproken infrastructuur dienen, waar 





















2 Meetmodel datacenter efficientie, OpenDCME 
De geaccumuleerde gegevens over de centrale computer ruimtes (datacenters) binnen uw 
bedrijf zullen worden gebruikt voor het invullen van het OpenDCME model. Dit opensource 
model staat beschreven op http://www.opendcme.org en bestaat uit 16 sleutel indicatoren 
die een beeld geven van de efficiëntie van het datacenter, de IT-apparatuur in het 
datacenter, de meet infrastructuur en de overkoepelende processen. De resultaten worden 
























































Onder Datacenters worden centrale computer ruimtes verstaan, in de regel met een 
oppervlak groter dan 100 vierkantenmeter uitgerust met IT racks en voorzien van een eigen 
infrastructuur voor klimaatbeheersing en elektrische installaties. 
Daar waar in de onderstaande vragen over energie wordt gesproken wordt de Elektrische 
energie bedoeld.  
3.1 Datacenter infrastructuur 
Gebouw Antwoorden  
Datacenters (lijst) 
naam / gebouw type 
 
 
 1: alleenstaand 
2: gecombineerd (met 
kantoren) 
3: co-locatie 
Datacenter oppervlak totaal (lijst) 
(het totale oppervlak inclusief de ruimtes voor 





Datacenter oppervlak bruto computervloer (lijst) 
(Bruto wil zeggen inclusief de ruimte voor op de 




bouwjaar van het datacenter, of indien het centrum 
een tussentijdse verbouwing heeft ondergaan, het 
jaar van de meest recente verbouwing (retrofit)  
 
 
 jaar  
Zijn bovengenoemde datacenters (het vastgoed) in 
eigendom van het bedrijf?  
Indien ja, wil dit zeggen dat het bedrijf volledige 
zeggenschap heeft over de inrichting en installaties 
van het datacenter. 
 
 Lijst ja/nee 
Is het beheer van bovengenoemde datacenters in 








Totaal elektrische energie verbruik van de 
organisatie 
 
Totaal elektrische energie verbruik van de 
bovengenoemde datacenters. (per datacenter) 
 
 kWh / jaar 
 
kWh/ jaar  
 
Is er datacenter ruimte in gebruik waarvoor geen 
energie in rekening wordt gebracht? Bv co-locatie 
met een vaste vierkante meter prijs. 
 







Is er voor bovengenoemd energie verbruik een 
historisch overzicht beschikbaar (per maand over de 









Is het mogelijk om voor bovengenoemde 
datacenters energieverbruik te specificeren naar 
gebruik? 
Zo ja kunt u dit energieverbruik per datacenter 
uitsplitsen naar: 
Totaal IT gebruik (gemeten in het rack of 
als UPS output) 
 
Totaal niet IT 
 
 Ja / nee 
  
 
kWh / jaar 
 
 
kWh / jaar 
Worden relevante meters naar behoren 
onderhouden en indien nodig gekalibreerd.? 
  
In het geval van co-locatie is het niet IT 
gerelateerde verbruik vaak als opslag aan het IT 
verbruik verbonden. 
Indien relevant, wat is deze opslag gemiddeld? 
  
Wie/welke afdeling is verantwoordelijk voor het 
energie verbruik? 
  
Welke afdeling betaalt de energierekeningen?   
 




Onderstaande vragen gaan over de inrichting en het gebruik van de beschikbare datacenter. 
Indien datacenters wezenlijk van elkaar verschillen dient u de vragen per datacenter te 
beantwoorden.  
Datacenter gebruik Antwoorden 
Totaal aantal vierkante meter in gebruik voor IT 
Dit is het daadwerkelijk in gebruik zijnde deel van 
eerdergenoemde bruto vloeroppervlak, met aftrek 
van de ruimte voor technische installaties zoals bv 
luchtbehandeling en UPS, ook zogenaamde ‘inrow’ 
koeling en UPS-en.  
 
 m² 
Totaal aantal IT racks in gebruik 
 
  
Wordt apparatuur geplaatst in verschillende zones 
naar gelang het energie gebruik van de betreffende 
apparatuur? 
Zo ja, welke vermogens categorieën worden 
gehanteerd 
 




Zijn de datacenters voorzien van een verhoogde 
vloer? 
 Ja / nee 
Zijn de gebruikte vloerhoogtes gedimensioneerd op 
de vermogensdichtheid van de geplaatste IT 
omgeving? 
 Ja / nee 
Worden koude en warme luchtstromen momenteel 
fysiek gescheiden? 
Hoe? 
 Ja / nee 
Wat zijn de gemiddelde temperaturen in het 
datacenter op de volgende meetpunten: 
Indien niet consistent over de verschillende 
datacenters, graag een lijst en opgave van reden 
voor de gehanteerde verschillen. 
 
 (evt lijst) 








Datacenter gebruik Antwoorden 
Op de uitlaat van de ruimte koeling  °C 
Aan de voorzijde van de IT racks  °C 
Aan de achterzijde van de IT racks  °C 




 Ja / nee  
(thermisch/ultrasoon) 
Ingestelde minimumwaarde voor luchtvochtigheid   % of dauwpunt in °C 
Ingestelde maximumwaarde voor luchtvochtigheid  % 
Wie is verantwoordelijk voor de fysieke inrichting 
van de datacenters (ontwerp, redundantie, 
UPS/Diesel/koeling/bekabeling/enz.) 
 (evt lijst) 
   
Is deze inrichting ontstaan uit vastgelegde 
eisen vanuit de business (SLA)? 
Worden deze eisen periodiek getoetst? 
 Ja / nee 
 
Ja / nee / nvt 
Gelden deze eisen en (resulterende) 
inrichting voor het gehele datacenter (of 
over de verschillende datacentra) of is er 
differentiatie naar gelang het business 
belang van de omgeving? 
Bv worden ook test en acceptatie 
omgevingen in volledig redundante 
omgevingen uitgerold? 
  
Wie is verantwoordelijk voor de fysieke inrichting 
van de datacentervloer (keuze voor racks, 
afgesloten gangen, kabelbanen, enz)? 
 (evt. lijst) 
Is deze inrichting ontstaan uit vastgelegde 
eisen vanuit de business (SLA)? 
Worden deze eisen periodiek getoetst?  
 Ja / nee 
 
Ja / nee / nvt 
Gelden deze eisen en (resulterende) 
inrichting voor het gehele datacenter (of 
over de verschillende datacentra) of is er 
differentiatie naar gelang het business 
belang van de omgeving? 
Bv worden ook test en acceptatie 
omgevingen in volledig redundante 
omgevingen uitgerold? 
  
Wie is verantwoordelijk voor de inrichting van de 
racks (plaatsing van apparatuur, kabelmanagement 
in de racks, plaatsing van blindplaten in de racks)? 
 (evt lijst) 
Is deze inrichting ontstaan uit vastgelegde 
eisen vanuit de business (SLA)? 
Worden deze eisen periodiek getoetst?  
 Ja / nee 
 
Ja / nee / nvt 
Gelden deze eisen en (resulterende) 
inrichting voor het gehele datacenter (of 
over de verschillende datacentra) of is er 
differentiatie naar gelang het business 
belang van de omgeving. 
Bv worden ook test en acceptatie 
omgevingen in volledig redundante 
omgevingen uitgerold? 
  
Wie is verantwoordelijk voor de operationele 
instellingen van de datacenters (temperatuur en 
vochtigheid) 
 (evt. lijst) 
Vragenlijst 




Datacenter gebruik Antwoorden 
Zijn deze instellingen voortgekomen uit 
vastgelegde eisen vanuit de business 
(SLA)? 
Worden deze eisen periodiek getoetst?  
 Ja / nee 
 
Ja / nee / nvt 
Gelden deze eisen en (resulterende) 
inrichting voor het gehele datacenter (of 
over de verschillende datacentra) of is er 
differentiatie naar gelang het business 
belang van de omgeving. 
Bv worden ook test en acceptatie 





 Technisch Antwoorden   
Wat voor type koeling wordt toegepast? 
(evt lijst) 
o        directe expansie 
o       directe expansie met water gekoelde condensor 
o        water gekoelde warmtewisselaars,  
          wat zijn de gebruikte watertemperaturen : 
…/…°C 
o        lucht gekoelde warmtewisselaars,  
          wat zijn de gebruikte luchttemperaturen : …/…°C 
o        wordt er vrije koeling ingezet 
o        anders 
UPS o        Type:………………………. . 
 o        Statische (batterijen) 
o        Dynamisch (kinetische energie) 
o        anders:  ……………………….. 
Nood aggregaten o       diesel 
o        gas turbine  
o        brandstof cellen 
o        ander nl………… 
Elektrische distributie o        busbar 
o        kabels  
o        gemengd (omschrijving) 
Bemetering elektrisch o        inkomend vermogen      o  netwerk uitleesbaar  
o        inkomend energie           o  netwerk uitleesbaar 
o        UPS vermogen uit           o netwerk uitleesbaar 
o        UPS energie uit                o  netwerk uitleesbaar 
o        rack vermogen                o  netwerk uitleesbaar 
o        rack energie                     o  netwerk uitleesbaar 
o        PDU outlet vermogen    o  netwerk uitleesbaar 
o        PDU oulet energie          o  netwerk uitleesbaar 
o        elders…..                          o netwerk uitleesbaar 
Bemetering temperatuur en luchtvochtigheid o        inlaat ruimtekoeling      o  netwerk uitleesbaar  
o        uitlaat ruimtekoeling     o  netwerk uitleesbaar 
o        koude gangen                 o  netwerk uitleesbaar 
o        warme gangen               o  netwerk uitleesbaar 
o        elders…..                          o netwerk uitleesbaar 
  
Vragenlijst 





Onder gedecentraliseerde netwerk infrastructuur worden de actieve netwerkcomponenten 
buiten het rekencentrum verstaan.  
 
 
Decentraal  Netwerk16 Antwoorden 
aantal 10/100 Mb poorten 
 
# aanwezig / # in gebruik 
aantal 1 Gb poorten 
 
# aanwezig / # in gebruik 
aantal 10 Gb poorten  
 
# aanwezig / # in gebruik 
 
 
Core Netwerk Antwoorden 
aantal 10/100/1000 Mb poorten 
 
 
aantal 1 Gb poorten 
 
 
aantal 10 Gb poorten  
 
 
aantal FC poorten 
 
 
aantal PoE poorten (PoE = Power over Ethernet) 
 
 




Wordt bandbreedte gebruik gemeten  
 
 
Huidig gemiddeld bandbreedte gebruik 
 
 
Historische groei in aantal poorten 
 
 




                                               
 
Vragenlijst 






Storage infrastructuur beschikbare ruimte Bruto 
(TB) 
# schijven Netto (TB) 
SAN   Tier 1,  
          Tier 2,  
          Tier 3,  
 
 
   
Diskback-uptier    
NAS tier 1, 
         tier 2, 
         tier 3 
 
   
lokaal (intern werkplek) 
 
   
Gedistribueerd (afdeling niveau) 
 
   
 
Storage infrastructuur toegewezen ruimte Netto (TB) 
SAN   Tier 1,  
          Tier 2,  




NAS tier 1, 
         tier 2, 
         tier 3 
 
 
Gedistribueerd (afdeling niveau) 
 
 
Storage infrastructuur gebruikte ruimte Netto (TB) 
SAN   Tier 1,  
          Tier 2,  




NAS tier 1, 
         tier 2, 
         tier 3 
 
 








Tape infrastructuur TB # Tapes # Drives 
Tape HSM 
 
- - - 
Tape backup 
 
   
 
Wordt data gerepliceerd in en tussen datacenters? 
 
aantal  replica’s   






Is er sprake van dataclassificatie naar 
beschikbaarheid en snelheidseisen? (SLA vast 
gelegd) 
Omschrijf de tier eisen. 
 





tier 1 / tier 2 / tier 3%  
 - 
Vragenlijst 





Is er sprake van data lifecycle management, dit wil 
zeggen dat data een voorgeschreven (vastgelegd in 
SLA) tier indeling volgt vanaf creatie tot vernietiging? 
 
 Ja / nee 
 
 
Welk product wordt hiervoor ingezet? 
Welk percentage van de data valt 
hieronder? 
Is er sprake van technisch data lifecycle 
management, dit wil zeggen dat geautomatiseerd, op 
basis van gebruikskarakteristieken, een data tier 
wordt toegekend (HSM)? 
 
 Ja / nee 
 
 
Percentage data dat zo wordt 
behandeld? 
Percentage actief % / inactief % 
Is er sprake van automatische data ontdubbeling? 
 
 Ja / nee 
 
 
Hoeveel data is dubbele data (%) 
 
 
Wordt er gebruik gemaakt van ‘thin-provisioning’? 
 
 Ja / nee 
 
Historische groei in data capaciteit  
 
 










Voor de rekenkracht in het datacenter worden in de OpenDCME 2 categorieën gehanteerd: 
1. De X86 processor gebaseerde systemen, voornamelijk draaiend onder Windows, 
Linux en Novell. 
2. De RISC en EPIC processor gebaseerde systemen, voornamelijk draaiend onder 
Unix (Solaris, HP-ux, AIX, I) 
Voor de mainframe capaciteit die in gebruik is worden apart vragen gesteld. De ervaring is 
dat deze capaciteit in de regel boven de 80% benut en gezien het geringe verbeter potentieel 
in deze categorie buiten de OpenDCME wordt gehouden. Onder mainframe verstaan wij in 
deze niet alleen de IBM system Z maar ook BULL, TANDEM, NEC, Fujitsu e.d. 
 
Om dezelfde redenen als voor het Mainframe worden ook  HPC machines en clusters apart 
behandeld. Indien uw datacenter een dergelijke omgeving bevat , kunt u dan een 
beschrijving van deze omgeving toevoegen, inclusief het bijbehorende energie gebruik 
(indien beschikbaar)  
 
  
x86 en RISC/EPIC servers Antwoorden  x86 Antwoorden RISC/EPIC 
Totaal Aantal fysieke servers    
1-2 socket   
4 socket   
>4 socket   
   
Aantal 1-2 socket servers die dienst 
doen als virtuele server platform  
Aantal: 
Hypervisor leverancier: 




Virtuele server /fysieke server 
verhouding:  
 
Aantal 4 socket servers die dienst 
doen als virtual server platform. 
Aantal: 
Hypervisor leverancier: 





Virtuele server /fysieke server 
verhouding:  
 
Aantal >4 socket servers die dienst 
doen als virtual server platform 
Aantal: 
Hypervisor leverancier: 





Virtuele server /fysieke server 
verhouding:  
 
Aantal 1-2 socket servers die dienst 
doen als platform voor zware 









Aantal 4 socket servers die dienst 
doen als platform voor zware 
applicaties (bv citrix farms, 
geconsolideerde database 












x86 en RISC/EPIC servers Antwoorden  x86 Antwoorden RISC/EPIC 
Aantal >4 socket servers die dienst 
doen als platform voor zware 















Indien meervoudige gebruik, bv 
acceptatie als failover voor 







Technische levensduur van 
bovengenoemde apparatuur 
  
Economische levensduur van 
bovengenoemde apparatuur 
  
Wordt het capaciteitsgebruik, zoals 
cpu belasting en geheugen gebruik, 
van boven genoemde servers 
geregistreerd? 
Welke parameters worden 
geregistreerd? 





Worden deze gegevens bewaard, 
voor bv trend analyse? 
 Ja / nee 
 
Is er sprake van dynamische 
werklast verdeling over de (virtuele) 
infrastructuur? 
 Ja / nee 
Gebruikte techniek (bv LPar 
mobility) 
 
Worden gedeeltes van de 
omgeving uitgeschakeld in dal 
uren? 
 Ja / nee  
Aantallen en periode 
 
Staat ‘power management’ 
standaard aan op de servers? 
  
Zijn de bovengenoemde servers 
voorzien van ‘cable management’ 
arms? 
 Ja / nee 
 
Historische groei in gebruikte 
server capaciteit 
 Value in % 
Geprognosticeerde groei in 
benodigde server capaciteit 
 Value in % 
 
Mainframe Antwoorden 
Totaal Aantal fysieke servers   
Geïnstalleerde MIPS  
Gemiddelde belasting  
Historische groei  







Gemiddelde belasting  
Historische groei  
Vragenlijst 





Groei prognose  
  
Vragenlijst 




4 Beheer Infrastructuur  
‘If you cannot measure it, you cannot improve it.’ 
– Lord Kelvin 
 
Data verzameling op IT en facilitair niveau is noodzakelijk voor ondermeer:  
1. Beschikbaarheid – monitoring en event management voor het detecteren en 
oplossen van problemen en de naleving van afspraken 
2. Performance monitoring 






















4.1 Netwerk beheer 
Het hier bedoelde netwerk is het interne datacenter netwerk. Buitenbeschouwing blijft hier 
het netwerk waarmee datacenters, kantoren e.d. met elkaar verbonden zijn. 
Netwerk beheer Antwoorden 
Wordt het netwerk beheerd?   
Welke gegevens worden 
verzameld?  
o beschikbaarheid 
o   Bandbreedte 
o  Latency 
o  energie verbruik 
o  temperatuur 
o  Andere (lijst) 
 
Wordt er gebruik gemaakt van 
Quality of Service? 
o   ja voor VOIP 
o   ja voor beheerverkeer 
Worden deze gegevens centraal 
opgeslagen en met welke 
bewaartermijn? 
 
Worden deze gegevens gebruikt 
voor trendanalyse 
(capaciteitsbeheer)en contract 
management (service levels)? 
 
Indien meerdere producten gebruikt 
worden voor het beheren van dit 
domein, worden deze gegevens 
geïntegreerd?  
 
Is er integratie van de gegevens 




4.2 Storage beheer 
Storage beheer Antwoorden 
 Wordt het datadomein beheerd? Nee / ja handmatig / ja geautomatiseerd 
 
 
Welke gegevens worden 
verzameld?  
o  beschikbaarheid 
 
o   beschikbare capaciteit 
 
o  gebruikte capaciteit 
 
o  energie verbruik 
 
o  temperatuur 
 
o  Andere (lijst)  
Worden deze gegevens centraal 
opgeslagen en met welke 
bewaartermijn? 
 
Worden deze gegevens gebruikt 
voor trendanalyse 
(capaciteitsbeheer)en contract 
management (service levels)? 
 
Indien meerdere producten gebruikt 
worden voor het beheren van dit 
domein, worden deze gegevens 
geïntegreerd?  
 
Is er integratie van de gegevens 









4.3 Server beheer 
Server beheer Antwoorden 
Worden de servers beheerd? Nee / ja handmatig / ja geautomatiseerd 
 
 
Welke gegevens worden 
verzameld?  
o  beschikbaarheid 
o  beschikbare capaciteit 
o  gebruikte capaciteit 
o  energie verbruik 
o  temperatuur 
o  Andere (lijst) 
 
Worden deze gegevens centraal 
opgeslagen en met welke 
bewaartermijn? 
 
Worden deze gegevens gebruikt 
voor trendanalyse 
(capaciteitsbeheer)en contract 
management (service levels)? 
 
Indien meerdere producten gebruikt 
worden voor het beheren van dit 
domein, worden deze gegevens 
geïntegreerd?  
 
Is er integratie van de gegevens 





4.4 Elektrisch & Mechanisch beheer  
Onderstaande vragen zijn gedeeltelijk overgenomen uit de basis check energiezorg van de 
MJA. 
U wordt verwacht deze vragen te beantwoorden voor de IT specifieke situatie, niet voor de 
gehele organisatie.  
Electrical & Mechanical beheer Antwoorden 
Zijn taken, verantwoordelijkheden en 
bevoegdheden (T.V.B.) vastgesteld voor 
medewerkers betrokken bij energiezorg 
(bijvoorbeeld energieaspecten, energiegebruik, 
doelstellingen, corrigerende maatregelen, enz.) ? 
  
Worden afdoende financiële middelen ter 
beschikking gesteld voor het beheersen en 
verbeteren van de energieprestatie (gebruik en 
efficiency)? 
  
Is afgesproken hoe het energiegebruik van de 
bedrijfsactiviteiten wordt beheerst? 
 Hier wordt verwacht dat voor de belangrijke 
bedrijfsactiviteiten (energieaspecten) de werkwijze is 
afgesproken om het energiegebruik te beheersen. 
Bijvoorbeeld: instructies over bediening van 
installaties, handleidingen met instelwaarden, 
geautomatiseerde processturing, en bevoegdheden 
van medewerkers. 
Vragenlijst 




Electrical & Mechanical beheer Antwoorden 
Is de noodzakelijke kennis en informatie op gebied 
van efficiënt energiegebruik bekend en zijn de 
medewerkers die het energiegebruik kunnen 
beïnvloeden geïnstrueerd en/of opgeleid? 
 
 Hier wordt verwacht dat bekend is welke personen en 
groepen binnen het bedrijf moeten zijn opgeleid of 
geïnstrueerd ten aanzien van energiegebruik. De 
benodigde kennis varieert en is afhankelijk van de rol 
van de medewerkers  
Wordt intern regelmatig over de energieprestatie en 
energiezorg gesproken op uitvoerend en management 
niveau? 
 
 Hier wordt verwacht dat energie (gebruik, afwijkingen, 
voortgang realisatie doelstellingen) periodiek op de 
agenda van intern overleg staat van betrokken 
medewerkers.  
Is afgesproken hoe en aan wie de energieprestaties 
bekend worden gemaakt? 
 
  




Bestaat er een energie beleidsverklaring?   
 
Is deze energiebeleidsverklaring vastgesteld door het 
hoogste leidinggevende (operationele) niveau? 
 
  
Is er een plan van aanpak om de energieprestatie te 
verbeteren, in overeenstemming met het beleid? 
 
 Hier wordt verwacht dat een document (bijv. een EBP 
en/of uitwerking van het EBP) beschikbaar is. 
Algemene eisen aan het plan van aanpak zijn dat ze 
Specifiek, Meetbaar, Haalbaar, Realistisch en 
Tijdsgebonden zijn (SMART). 
 
Is vastgelegd (schriftelijk of elektronisch)  hoe 
energiezorg werkt en wordt een relatie gelegd naar 
relevante instructies en procedures? 
 
 Hier wordt verwacht dat het energiezorgsysteem is 
vastgelegd in een formele set van documenten, 
toegankelijk voor de gebruikers.  Hieruit blijkt ook wie 
er verantwoordelijk is voor de documenten en hoe 
daarmee wordt omgegaaan met name mbt 
energieregistraties. De energiezorgdocumenten 
kunnen als zelfstandig systeem bestaan of deel uit 
maken van een ander zorgsysteem (bijvoorbeeld ISO 
9001, 14001 of HACCP). 
Wordt, minimaal één keer per jaar een interne audit van 
het energiezorgsysteem uitgevoerd en wordt over de 
werking gerapporteerd aan het management? 
 
 Hier wordt verwacht dat het gehele proces van 
energiezorg wordt beoordeeld (geaudit). Bij voorkeur 
door medewerkers die niet direct betrokken zijn bij de 
uitvoering van de betrokken activiteiten. Voor 
bedrijven met een beperkt aantal medewerkers kan 
het invullen van deze Basischeck volstaan. De 
bevindingen en resultaten worden gerapporteerd aan 
het management (bijvoorbeeld in de vorm van een 
toegelichting op de ingevulde Basischeck). 
Vragenlijst 




Electrical & Mechanical beheer Antwoorden 
In de energiezorgaudits wordt bepaald of medewerkers 
de ten aanzien van energiegebruik vastgestelde 
werkwijzen volgen en afspraken nakomen? 
 
  
In de energiezorgaudits wordt bepaald of de activiteiten 
op het gebied van beheersing van energiegebruik 




Wordt bij afwijkingen de oorzaak onderzocht en 
correctieve en of preventieve maatregelen genomen 
om herhaling te voorkomen? 
 
  
De evaluatie van het energiezorgsysteem wordt 




Tijdens de evaluatie wordt de doeltreffendheid van het 




Tijdens de evaluatie wordt besproken of het beleid en 
de doelstellingen moeten worden bijgesteld als gevolg 
van veranderde omstandigheden en de  verplichting tot 
continue verbetering van de prestatie? 
 
  
Wordt de fysieke datacenter infrastructuur 
beheerd? 
 Nee / ja handmatig / ja geautomatiseerd 
Welke gegevens worden verzameld? 
 o  beschikbaarheid 
o  beschikbare capaciteit 
o  gebruikte capaciteit 
o   temperaturen 
o  luchtvochtigheid 
o  Andere (lijst) 
 
Worden deze gegevens gebruikt voor trendanalyse 
(capaciteitsbeheer)en contract management 
(service levels)? 
  
Indien meerdere producten gebruikt worden voor 








Electrical & Mechanical beheer Antwoorden 
Is er integratie van de gegevens met de andere in 








5 IT Processen 
‘You can expect what you inspect.’ 
– W. Edwards Deming 
In welke mate en hoe diep in de organisatie zijn een aantal basis ITIL processen 
geïmplementeerd?  
1. Change en Configuration management 
2. Product lifecycle management 
3. Capacity management 
4. Service level management 
Ieder van deze processen beïnvloed de efficiëntie van het datacenter op een voor ieder 
proces specifieke wijze. 
5.1 Change en Configuration management 
Vragen Antwoorden 
Is configuratie management in de 
organisatie ingebed? 
Zijn processen gedefinieerd en 
gedocumenteerd? 
Is er een configuratie management proces 
eigenaar? 
Is er software in gebruik om IT en 
datacenter personeel in de dagelijkse 
werkzaamheden rondom Configuratie 
Management te ondersteunen? 
 
Is change management in de organisatie 
ingebed? 
Zijn processen gedefinieerd en 
gedocumenteerd? 
Is er een change management proces 
eigenaar? 
Is er software in gebruik om IT en 
datacenter personeel in de dagelijkse 
werkzaamheden rondom Change 
Management te ondersteunen? 
 
Is er een centraal configuratie management 
systeem aanwezig? (ITIL v2 CMDB, ITIL v3 
CMS) 
Is dit system beschikbaar en wordt het 
actief gebruikt door het datacenter- en IT 
personeel? 
 
Welke zaken worden in deze CMDB 
opgeslagen? 
 
o  hardware 
o  software 
o  onderlinge relaties 
o  Waar is een CI? 
o  Wat is de business functie? 
o  Wie is de eigenaar? 
o  Wat zijn de geassocieerde contracten? 
o Wat zijn de gebruikskarakteristieken? 
 
Wordt de CMDB regelmatig ge-audit? 
Worden er automatische discovery tools 
gebruikt ter ondersteuning van de vulling 
van de CMDB en de bewaking van de 
kwaliteit van de gegevens en de werking 









Worden ‘changes’ gepland en CAB 
beslissingen gebaseerd op de CMDB 
informatie  
 
Wordt de CMDB gebruikt voor operationele 
impact analyse van geplande 
veranderingen?  
 
Wordt de CMDB gebruikt voor operationeel 
risico analyse van mogelijke storingen? 
 
 
5.2 Product Lifecycle Management 
Vragen Antwoorden 
Is Product lifecycle management in de 
organisatie ingebed? 
Zijn processen gedefinieerd en 
gedocumenteerd? 
Is er een proces eigenaar? 
Is er software in gebruik om IT en 
datacenter personeel in de dagelijkse 
werkzaamheden rondom Product Lifecycle 
Management te ondersteunen? 
 
Welke parameters worden meegenomen in 
het bepalen van de afschrijvingstermijn en 
operationele levensduur van 
fysieke/virtuele hardware.  
Is energie efficiëntie een van de gebruikte 
criteria? 
 
Welke criteria worden in het hardware 
selectie proces meegenomen? 
o volledige TCO over verwachte levensduur 
o tolerantie voor hoge lucht inlaat temperatuur 
o variabele fans in de apparatuur 
o architectuur conform datacenter inrichting 
o energie gebruik in rust 
o energie gebruik maximaal 
o power management features  
o Energy Star labels 
o andere (graag lijst) 
 
 
Wordt hard- en software centraal 
ingekocht? 
Wordt deze hard- en software ter 
beschikking gesteld voor projecten en na 
afloop van een project weer ingenomen? 
Dit in tegenstelling tot project organisaties 
die zelf hardware en software aanschaffen. 
 
Wordt alle hardware gelabeld en 
geregistreerd? 
 
Wordt niet gebruikte hardware uitgezet, 
eventueel losgekoppeld en ter beschikking 
gesteld voor hergebruik? 
 
Wordt hardware, dat aan het eind van zijn 
levensduur is, uit het datacenter verwijderd 









5.3 Capacity management 
De hieronder gestelde vragen hebben betrekking op alle capaciteit in de keten, dus naast 
productiecapaciteit, ook de capaciteitsbehoefte van ontwikkel, test acceptatie en disaster 
recovery omgevingen. 
Vragen Antwoorden 
Is capaciteitsmanagement in de organisatie 
ingebed? 
Zijn processen gedefinieerd en 
gedocumenteerd? 
Is er een proces eigenaar? 
Is er software in gebruik om IT en 
datacenter personeel in de dagelijkse 
werkzaamheden rondom 
Capaciteitsmanagement te ondersteunen? 
 
Zijn de actuele en historische gegevens 
aangaande beschikbare en in gebruik 
zijnde datacenter capaciteit voor stroom, 
koeling, ruimte, gewicht 
beschikbaar en wordt er zicht gehouden en 
geanticipeerd op de toekomstige 
capaciteitsvraag?  
Hoe ver vooruit? 
 
Zijn de actuele en historische gegevens 
aangaande beschikbare en in gebruik 
zijnde verwerkingscapaciteit van servers 
beschikbaar en wordt er zicht gehouden en 
geanticipeerd op de toekomstige 
capaciteitsvraag?  
Hoe ver vooruit? 
Is er een agressief virtualisatie-beleid 
gericht op de optimalisatie van gebruikte 
capaciteit? 
 
Zijn de actuele en historische gegevens 
aangaande beschikbare en in gebruik 
zijnde storage-capaciteit beschikbaar en 
wordt er zicht gehouden en geanticipeerd 
op de toekomstige capaciteitsvraag?  
Hoe ver vooruit? 
Is er een data en/of informatie lifecycle 
beleid gericht op het terug dringen van 
ongebruikte data en het optimaliseren van 
de storage infrastructuur?. 
 
Zijn de actuele en historische gegevens 
aangaande beschikbare en in gebruik 
zijnde netwerkcapaciteit beschikbaar en 
wordt er zicht gehouden en geanticipeerd 
op de toekomstige capaciteitsvraag?  
Hoe ver vooruit? 
Is er differentiatie in prioriteit van 
datatransport gericht op het terug dringen 
van overcapaciteit met behoud van 
bandbreedte en latency garanties voor 
business kritische applicaties? 
 
Is de beschikbare capaciteit in lijn met de 
huidige en verwachte capaciteitsvraag van 
de organisatie? 
 
Wat is de verhouding van benodigde 
productie capaciteit en de capaciteit 
toegekend aan Ontwikkel, Test, Acceptatie 








5.4 Service level management 
Vragen Antwoorden 
Is Service Level Management (SLM) in de 
organisatie ingebed? 
Zijn processen gedefinieerd en 
gedocumenteerd? 
Is er een proces eigenaar? 
Is er software in gebruik om IT en 
datacenter personeel in de dagelijkse 
werkzaamheden rondom SLM te 
ondersteunen? 
 
Welke parameters worden meegenomen in 





o hardware beschikbaarheid 
o OS beschikbaarheid 
o applicatie beschikbaarheid 
o respons tijd van een applicatie 
o energie efficiëntie  
o MVO doelstellingen 
o andere (graag omschrijving) 
 
Is de focus van de SLA’s op het leveren 
van IT diensten? 
Zoals bv helpdesk responsetijd, of garantie 
op orderverwerking volume.  
 
Bestaan er naast gedocumenteerde SLA’s 




Worden service levels afgesproken en 
bewaakt over de gehele IT en datacenter 
keten? 
 
Wordt CMDB data gebruikt om service 
levels en infrastructuur op elkaar af te 
stemmen? 
 
Wordt de keten geheel doorbelast aan de 
eindgebruiker? 
Welke parameters worden hierin 
meegenomen? 












6 Decentrale automatisering 
Onder Decentrale IT  wordt hier bedoeld alle traceerbare IT middelen die zich buiten het 
datacenter bevinden, werkplekken, maar ook bij bv vakgroepen gelokaliseerde server en 
netwerk componenten. In veel gevallen zal traceerbaar betekenen dat er geen beeld 
verkregen wordt van de door de studenten zelf meegebrachte IT middelen die wel van de 
centrale faciliteiten gebruik maken (stroom en netwerk).  
De decentrale IT kan een veel omvattend gedeelte zijn van de IT omgeving in uw 
organisatie. Gezien het gegeven dat de variatie hierin groot is geven wij naast 
ondergenoemde vragen graag de ruimte voor een eigen beschrijving van uw situatie. In het 
kader van dit onderzoek zijn wij voornamelijk op zoek naar een indicatie van de omvang van 
de decentrale IT .   
 
Vragen Antwoorden 
Hoeveel werknemers heeft uw 
organisatie? 
  
Hoeveel werkplekken van het type? 
 
 
 # fat client 
# thin client 
# laptop 
Wordt in de business case voor thin 
clients de benodigde additionele capaciteit 
in het datacenter in zijn geheel 
meegenomen? 
  
Is uw organisatie volledig over op LCD 
monitors? Zo niet, welk percentage is 
CRT?  
 Ja / nee 
 (% CRT monitors) 
Wordt er primair gebruik gemaakt van 
afdelingsprinters (multifunctionals)?  
Is er ‘follow me printing’ 
geïmplementeerd? 
 Ja / nee  
 
Ja / nee 
Is power management standaard 
geactiveerd op alle werkplekken?  
Is er beleid en controle op het gebruik van 
software die power management te niet 
doet? 
(b.v. screen savers en community grid 
software) 
 Ja / nee 
 
Ja / nee 
Worden werkplekken buiten kantoor uren 
standaard uitgeschakeld? 
Is hier (geautomatiseerd) controle op? 
 
 Ja / nee (waarom niet) 
 
Ja / nee 
Hoeveel studenten zijn verbonden aan uw 
instelling?  
  
Zijn er voor deze studenten bijzondere IT 
voorzieningen zoals: 
  
WIFI access points  # 
Laadpunten voor laptops  # 
Vaste werkplekken (type)   
Zijn er naast eerder genoemde 
werkplekken nog server en storage 





Zo ja, wat en hoeveel?   
 
Vragenlijst 




7 Algemene aandachtspunten 
 
Zijn er zaken die u in bovenstaande vragenlijst heeft gemist maar die uws inziens van belang 







Bijlage B: Dataverzameling en berekening KPI waarden binnen het OpenDCME model 
Tabel 32 laat zien welke gegevens verzameld moeten worden om de waarde van de respectievelijke KPI’s te kunnen vaststellen en op welke 
wijze eventuele berekening van de KPI waarde plaatsvindt. 
Tabel 32 - Dataverzameling en berekening KPI waarden binnen het OpenDCME model 
OpenDCME model  
Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
Facility DCIE De verhouding tussen de totale hoeveelheid energie 
verbruikt in het rekencentrum en de hoeveelheid 
verbruikt door de IT-apparatuur.  
 
DCiE = (IT ENERGIE verbruik / TOTAAL ENERGIE 




IT verbruik = 320 kW 
Totaal energieverbruik = 512 kW 
 
DCIE = (320 / 512) * 100% = 62,5% 
Facility Floor usage Hoeveelheid verhoogde vloer in gebruik om de IT-
apparatuur te huisvesten. 
 
Floor usage = (aantal racks x vloergebruik per rack x 
gemiddelde vulling van de racks) / totale oppervlakte 
computervloer 
Waar: 
Aantal racks = het totale aantal racks op de 
computervloer 
 
Vloergebruik per rack = geschatte vloergebruik van 
een enkel rack, inclusief serviceruimte 
 
Gemiddelde vulling van de racks = gemiddeld 
percentage van de ruimte in de racks die daadwerkelijk 




OpenDCME model  
Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
Totale oppervlakte computervloer = de totale 
oppervlakte in vierkante meters beschikbaar voor de 




Op een computervloer in een rekencentrum van 500m2 
zijn 200 racks geïnstalleerd. Elk rack van 60cm breed 
en 100cm diep neemt samen met de benodigde 
serviceruimte ervoor en erachter 2m2 vloer in beslag. 
De gemiddelde vulling van de racks bedraagt 30%. Het 
vloergebruik is (200 x 2 x 30%) / 500 = 0,24 wat 
neerkomt op 24 wanneer een schaal van 0 tot 100 
wordt gebruikt.  
 
Facility Bypass De verhouding tussen het volume gekoelde lucht die 
door de CRAC17 het rekencentrum in wordt geblazen 
en het volume gekoelde lucht die rechtstreeks terug 
circuleert naar de CRAC zonder apparatuur te 
koelen. 
 
Bypass = (rack uitlaattemperatuur - CRAC 





Rack uitlaattemperatuur = 27 oC 
CRAC inlaattemperatuur = 22 oC 
CRAC uitlaattemperatuur = 19 oC 
 
Bypass = (27-22) / (27-19) = 0,625 wat overeen komt 
met 62,5% 
                                               
17 CRAC=’Computer Room Air Conditioning unit’ 
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Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
Facility Recirculation Door actieve IT-apparatuur uitgestoten warme 
uitlaatlucht die rechtstreeks terug circuleert naar de 
koellucht-inlaat van actieve IT-apparatuur, zonder 
eerst opnieuw gekoeld te worden. 
Recirculation = (rack inlaattemperatuur - CRAC 





Rack inlaattemperatuur = 20 oC 
CRAC uitlaattemperatuur = 19 oC 
Rack uitlaattemperatuur = 27 oC 
 
Recirculation = (20-19) / (27-19) = 0,125 wat overeen 
komt met 12,5% 
IT Assets Het doel is om het evenwicht tussen geïnstalleerde capaciteit en gebruikte capaciteit te bepalen. De meeste IT-hardware 
maakt gebruik van energie, ongeacht de hoeveelheid werk die wordt uitgevoerd. 
Een eenvoudig voorbeeld in een aantal stappen: 
De schijven die in gebruik zijn in de opslageenheid zijn 1 TB 7200 rpm SATA-schijven. 
De gemiddelde bezettingsgraad van de opslageenheid is 35%. 
De huidige / moderne grootte van een 7.200 rpm SATA schijf is 2 TB. 
De asset-efficiëntie is (1 TB * 30 %) / 2 TB = 15%. 
 
Dit betekent dat de eerste stap bij het bepalen van de energie-efficiëntie van de opslageenheid resulteert in een efficiëntie 
van 15 %: zou de opslageenheid vandaag worden aangeschaft, dan zou deze voorzien zijn van 2TB schijven in plaats van 
1TB schijven. En omdat slechts 35 % van de huidige capaciteit wordt gebruikt, waarom zou dan niet in eerste instantie 
minder capaciteit worden aangeschaft om later, wanneer dat nodig is, grotere schijven toe te voegen? 
  
117 
OpenDCME model  
Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
 De volgende stap zou zijn om het stroomverbruik van de geselecteerde onderdelen in de berekening mee te nemen. Een 
grotere of nieuwere schijf kan minder energie verbruiken dan degenen die zijn geïnstalleerd. Zelfs wanneer dezelfde 
hoeveelheid energie wordt verbruikt is de hoeveelheid verbruikte energie per opslagvolume (in dit voorbeeld terabyte) lager. 
Om de hoogste score te bereiken moet 100% van de capaciteit worden benut op de meest moderne hardware. 100% 
bezetting van de capaciteit is niet gewenst, dus moet het gemiddelde gebruik worden aangepast aan het gewenste 
maximum. Wanneer 80% het maximum is, pas dan de 35% van het voorbeeld aan door het te vermenigvuldigen met 100/80, 
wat resulteert in 43,75. 
De score is dan 43,75 in plaats van 35 wanneer rekening wordt gehouden met een gewenste maximumvulling van 80%. Stel 
het maximum op een uitdagend niveau per KPI of pas zelfs voor meerdere soorten hardware een eigen maximum toe binnen 
elke KPI om makkelijk scoren te voorkomen, en om realistisch scoren bereiken. 
IT Assets Network 
Architecture 
Efficiency 
De capaciteit van de netwerkinfrastructuur wordt 
weergeven als bandbreedte of het aantal 
beschikbare poorten. Wanneer de fysieke 
netwerkinfrastructuur erg dynamisch is wordt het 
aantal poorten gebruikt, in andere gevallen 
bandbreedte. 
 
De beschikbare netwerkinfrastructuur wordt in 
verband gebracht met de hoeveelheid energie die 
door de apparatuur wordt gebruikt. Keuze voor 
energiezuinige apparatuur en toepassen van opties 
voor energiebesparing worden binnen deze KPI 
beloond. 
asset efficiency = (current capacity X average 
utilization) / reference capacity  
 
IT Assets Storage 
Architecture 
Efficiency 
Voor opslag geldt de hoeveelheid feitelijk opgeslagen 
gegevens als percentage van de totale 
opslagcapaciteit van de systemen  
asset efficiency = (current capacity X average 
utilization) / reference capacity  
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Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
als de gemiddelde bezettingsgraad. Keuze voor 
energiezuinige apparatuur en toepassen van opties 
voor energiebesparing worden binnen deze KPI 
beloond. 
IT Assets X86 
Architecture 
Efficiency 
Rekenkracht is onderverdeeld in twee categorieën 
naar hun respectievelijke architecturen, X86 en 
RISC. Beide architecturen kennen hun specifieke 
verdiensten en kunnen onafhankelijk worden 
geoptimaliseerd omdat ze meestal onafhankelijk van 
elkaar worden ontworpen en beheerd. Voor beide 
categorieën gelden in de context van energie-
efficiëntie dezelfde karakteristieken. 
Voor servers wordt de processorbelasting gebruikt 
voor het uitdrukken van het gebruik. Bij virtualisatie 
en andere consolidatietechnieken is RAM geheugen 
vaak de beperkende factor. 
In beide gevallen worden de geïnstalleerde 
capaciteit, de bezettingsgraad en een referentie-
capaciteit met elkaar in verband gebracht. Op basis 
daarvan kan worden bepaald wat de meest efficiënte 
schaling van de componenten processorcapaciteit en 
geheugen is. 
asset efficiency = (current capacity X average 
utilization) / reference capacity  
IT Assets RISC18 
Architecture 
Efficiency 
Zie toelichting bij KPI ‘X86 Architecture Efficiency‘ 
hierboven 
asset efficiency = (current capacity X average 
utilization) / reference capacity  
Management De vragen binnen de kwadrant ‘Management’ kunnen niet kwantitatief worden beantwoord. Deze worden daarom voorzien 
van een gewogen score, die als volgt wordt berekend: 
                                               
18 RISC=’Reduced Instruction Set Computer’ 
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Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
 
Elke vraag is voorzien van de classificatie ‘must have’ of ‘should have’, aan de hand waarvan een weging wordt toegekend. 
Voor ‘must have’ is dit 60, voor ‘should have’ is de weging 40. De som van de wegingen is daarmee 100 (%). 
 
De antwoorden op de vragen in de vragenlijst leiden tot de uitkomst ‘ja’, ‘deels’ of ‘nee’. Per vraag is een maximum score 
vastgesteld, waarbij het antwoord gelijk aan het optimale antwoord leidt tot de maximum score, het antwoord ‘deels’ tot de 
helft van de maximum score. Het aan het optimale antwoord tegengestelde antwoord levert geen score op. 
 
De totale score van de antwoorden per categorie wordt vergeleken met de optimale (maximum) score van die categorie 




Deze KPI draait om het beschikbaar hebben van de 
juiste capaciteit op het juiste moment. Om dit te 
bereiken is controle over het netwerk cruciaal. 
 
Het is van belang om de relatie aan te brengen 
tussen de beschikbare capaciteit en het 
daadwerkelijke gebruik. Om deze verhouding tussen 
beschikbaarheid enerzijds en gebruik anderzijds 
inzichtelijk te maken worden metingen gedaan. 
 
Vanuit het perspectief van energie-efficiëntie wordt bij 
deze KPI gekeken naar: 
 Het aantal beschikbare poorten vs. het aantal 
gebruikte poorten per type 
 De beschikbare bandbreedte vs. de gebruikte 
bandbreedte 
 Vermogensopname 
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Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
Management Storage 
Management 
Deze KPI draait om het beschikbaar hebben van de 
juiste capaciteit op het juiste moment. Om dit te 
bereiken is controle over de opslagcapaciteit cruciaal. 
 
Het is van belang om de relatie aan te brengen 
tussen de beschikbare capaciteit en het 
daadwerkelijke gebruik. Om deze verhouding tussen 
beschikbaarheid enerzijds en gebruik anderzijds 
inzichtelijk te maken worden metingen gedaan. 
 
Vanuit het perspectief van energie-efficiëntie wordt bij 
deze KPI gekeken naar: 
 beschikbaar gestelde opslagcapaciteit en het 
daadwerkelijke gebruik 
 I/O bewerkingen per seconde 
 vermogensopname  




Deze KPI draait om het beschikbaar hebben van de 
juiste capaciteit op het juiste moment. Om dit te 
bereiken is controle over servers die rekenkracht 
leveren cruciaal. 
 
Het is van belang om de relatie aan te brengen 
tussen de beschikbare capaciteit en het 
daadwerkelijke gebruik. Om deze verhouding tussen 
beschikbaarheid enerzijds en gebruik anderzijds 
inzichtelijk te maken worden metingen gedaan. 
 
Vanuit het perspectief van energie-efficiëntie wordt bij 
deze KPI gekeken naar: 
 Gebruik van processor, geheugen en netwerk 
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Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
 Gebruik van lokale disks of externe opslag 
 Vermogensopname 
Management Electrical and 
Mechanical 
Management 
Deze KPI draait om het beschikbaar hebben van de 
juiste capaciteit op het juiste moment. Om dit te 
bereiken is controle over de elektrische en 
mechanische infrastructuur cruciaal. 
 
Het is van belang om de relatie aan te brengen 
tussen de beschikbare capaciteit en het 
daadwerkelijke gebruik. Om deze verhouding tussen 
beschikbaarheid enerzijds en gebruik anderzijds 
inzichtelijk te maken worden metingen gedaan. 
 
Vanuit het perspectief van energie-efficiëntie wordt bij 
deze KPI gekeken naar: 
 Vermogensopname en energieverbruik van 
alle elektrische en mechanische 
componenten binnen de facilitaire 
infrastructuur 
 Temperatuur van de koellucht bij de ingang 
en uitgang van de koelinstallatie en IT kasten 
 Luchtvochtigheid 
Zie toelichting bij kwadrant ‘Network Management’ 
hierboven 
Process De vragen binnen de kwadrant ‘Process’ kunnen niet kwantitatief worden beantwoord. Deze worden daarom voorzien van 
een gewogen score, die als volgt wordt berekend: 
 
Elke vraag is voorzien van de classificatie ‘must have’ of ‘should have’, aan de hand waarvan een weging wordt toegekend. 
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Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
De antwoorden op de vragen in de vragenlijst leiden tot de uitkomst ‘ja’, ‘deels’ of ‘nee’. Per vraag is een maximum score 
vastgesteld, waarbij het antwoord gelijk aan het optimale antwoord leidt tot de maximum score, het antwoord ‘deels’ tot de 
helft van de maximum score. Het aan het optimale antwoord tegengestelde antwoord levert geen score op. 
 
De totale score van de antwoorden per categorie wordt vergeleken met de optimale (maximum) score van die categorie 
waarmee de verhouding zichtbaar wordt van de gegeven antwoorden in relatie tot de optimale situatie. 
 
Process Service Level 
Management 
Service Level Management (SLM) heeft betrekking 
op de vraag op welke serviceniveaus diensten 
worden geleverd. 
Dienstenniveaus worden middels SLM vastgelegd en 
dienen als onderbouwing voor business cases met 
betrekking tot aanschaf van hardware en voor de 
inzet van redundante apparatuur. 
Zie toelichting bij kwadrant ‘Process’ hierboven 
Process Capacity 
Management 
Capaciteitsbeheer wordt uitgevoerd om het ‘just in 
time’ principe te kunnen hanteren bij de inzet van 
capaciteit. 
Juiste inzet van capaciteitsbeheer kan het gebruik 
van resources naar een hoger niveau brengen, met 
als gevolg lagere kosten voor apparatuur en energie. 




De levenscyclus van IT-apparatuur omvat de hele 
periode van aanschaf, exploitatie en afstoting. 
In elk van deze drie fasen is aandacht voor het 
waarborgen of verbeteren van de luchtstroming in het 
rekencentrum en het beperken van het 
energieverbruik van de IT-apparatuur. 
Zie toelichting bij kwadrant ‘Process’ hierboven 
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Kwadrant KPI Toelichting volgens OpenDCME Berekeningsmethode en/of voorbeeld 
Process Change and 
Configuration 
Management 
Een integrale benadering van rekencentra en IT 
binnen het wijzigingenproces kan problemen in de 
omgeving en bedreigingen voor de organisatie aan 
het licht brengen. Denk daarbij aan een rack die 
dubbel gevoed zou moeten zijn maar slechts enkel 
gevoed is of een bedrijfskritische applicatie die wordt 
gehost op een enkele server met een enkele 
voeding. 




Bijlage C: Resultaten dataset hoger onderwijs per instelling 
De pure resultaten uit de dataset ‘hoger onderwijs’ zijn opgenomen in tabel 33. Hierbij zijn de 
instellingen gecodeerd weergegeven: universiteiten en hogescholen zijn weergegeven als 
respectievelijk ‘uni’ of ‘hs’ met een volgnummer. 
Voor een aantal instellingen geldt dat niet alle gegevens beschikbaar zijn. Waar van 
toepassing is in de tabel een ‘-‘ opgenomen en wordt de ontbrekende waarde niet 
meegenomen in de bepaling van de gemiddelde score op de betreffende KPI. Ditzelfde geldt 
in de gevallen waarin de KPI ‘RISC Architecture Efficiency´ voorzien is van ‘nvt’. In deze 
gevallen wordt dit type apparatuur binnen de betreffende instellingen niet toegepast. 




















1.1 DCiE 50 66 40,2 64 50 40 38 50 50 50 50 
1.2 Floor 
usage 22 21 6,7 1,8 45 16 14 30 24 40 20 
1.3 Bypass 64 60 88 - 44 63 67 62 100 51 45 
1.4 
Recirculation 60 47 25 - 72 55 94 62 20 79 82 
2.1 NA 
efficiency 29 25 75 - 25 42 8 - 10 - 20 
2.2 SA 
efficiency 66 86 80 - 60 40 59 12519 41 85 80 
2.3 X86 A 
efficiency 27 18 15 - 71 5 25 13 27 35 35 
2.4 RISC A 
efficiency 52 nvt 30 - 64 - 54 nvt nvt 60 nvt 
3.1 Network 
man 53 80 60 - 50 50 60 60 50 - 16 
3.2 Storage 
man 52 50 50 - 75 90 70 25 50 40 16 
3.3 Compute 
man 52 50 50 - 75 90 33 60 50 32 24 
3.4 Electrical 
man 33 25 40 - 50 30 58 25 30 27 8 
                                               
19 De maximum score van 100 wordt hier overstegen doordat de hoeveelheid storage in gebruik de maximaal 
wenselijke bezetting van 80% overschrijdt. Deze waarde wordt om die reden niet meegenomen bij het bepalen 




man 40 53 50 - 67 52 27 40 10 40 17 
4.2 Prod Lifecl 
man 34 35 55 - 40 38 40 44 30 20 5 
4.3 Capacity 
man 45 31 40 - 60 53 100 62 10 33 13 
4.4 SLM 46 7 40 - 70 50 50 67 7 73 - 
 
