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Abstract
Let  and  be positive constants. Let X be the supercritical super-Brownian motion corre-
sponding to the evolution equation ut = 12+ u− u2 in Rd and let Z be the binary branching
Brownian-motion with branching rate . For t>0, let R(t)=
St
s=0 supp(X (s)), that is R(t) is the
(accumulated) support of X up to time t. For t>0 and a> 0, let Ra(t) =
S
x2R(t) B(x; a): We
call Ra(t) the super-Brownian sausage corresponding to the supercritical super-Brownian motion
X . For t>0, let R^(t) =
St
s=0 supp(Z(s)), that is R^(t) is the (accumulated) support of Z up to
time t. For t>0 and a> 0, let R^
a
(t) =
S
x2R(t) B(x; a): We call R^
a
(t) the branching Brownian
sausage corresponding to Z . In this paper we prove that
lim
t!1
1
t
logE0 [exp(−jRa(t)j)jX survives]
= lim
t!1
1
t
log E^0 exp(−jR^
a
(t)j) =−
for all d>2 and all a; ; > 0. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 60J80; 60J65; 60D05
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1. Introduction and main results
In the classic paper, Donsker and Varadhan (1975) described the asymptotic behavior
of the volume of the so-called ‘Wiener-sausage’. If W denotes the Wiener-process in
d-dimension, then for t > 0,
Wat =
[
06s6t
B(W (s); a) (1.1)
is called the Wiener-sausage up to time t, where B(x; a) denotes the closed ball with
radius a centered at x 2 Rd. Let us denote by jWat j the d-dimensional volume of Wat .
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By the classical result of Donsker and Varadhan, the Laplace-transform of jWat j obeys
the following asymptotics:
lim
t!1 t
−d=(d+2)logE0 exp(−jWat j) =−c(d; ); > 0 (1.2)
for any a> 0, where
c(d; ) = 2=(d+2)

d+ 2
2

2d
d
d=(d+2)
and d is the lowest eigenvalue of − 12 for the d-dimensional sphere of unit volume
with Dirichlet boundary condition.
The lower estimate for (1.2) had been known by Kac and Luttinger (1974), and in
fact the upper estimate turned out to be much harder. This latter one was obtained in
Donsker and Varadhan (1975) by using techniques from the theory of large deviations.
Note that if P denotes the law of the Poisson point process ! on Rd with intensity
 dl (l is the Lebesgue-measure), > 0 and with expectation E (in the notation we
suppress the dependence on ), and
T 0:= inf
8<
:s>0; W (s) 2
[
xi2 supp(!)
B(xi; a)
9=
; ;
then
E0 exp(−jWat j) = E P0(T0>t) for t > 0: (1.3)
Denition 1. The random set
K :=
[
xi2 supp(!)
B(xi; a)
is called a trap conguration (or hard obstacle) attached to !.
Remark 1. In the sequel, we will identify ! with K , that is an !-wise statement will
mean that it is true for all trap congurations (with a xed).
By (1.3), the law of jWat j can be expressed in terms of the ‘annealed’ or ‘averaged’
probabilities that the Wiener-process avoids the Poissonian traps of size a up to time
t. Using this interpretation of the problem, Sznitman (1998) presented an alternative
proof for (1.2). His method, called the ‘enlargement of obstacles’ turned out to be
extremely useful and resulted in a whole array of results concerning similar questions
(see Sznitman, 1998 and references therein).
The motivation for studying trapping problems comes from various models in chem-
istry and physics. In those models particles move according to a random motion process
in a space containing randomly located traps, which may or may not be mobile. Typ-
ically, the particles and traps are spheres or points and in the simplest models the
point-like particles are annihilated when hitting the immobile and sphere-shaped traps.
In the language of reaction kinetics: when molecule A (particle) and molecule B (trap)
react, the A is annihilated while the B remains intact. The basic object of interest is
the probability that a single particle avoids traps up to time t averaged over all trap
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congurations. For several particles we assume independence and obtain the probability
that no reaction has occurred between the two types of molecules up to time t. (See
den Hollander and Weiss, 1994 for more on the subject.)
Actually, in many models (nuclear physics is a good example), the particles also have
a typical additional feature: branching. It seems therefore quite natural to ask whether
a similar asymptotics to (1.2) can be obtained for branching processes. Analogously to
the single-particle case we can study the probability that no reaction has occurred up
to time t between the family generated by a single particle and the traps. Note that the
large time behavior of branching particle systems is not trivial even in one dimension
(see Revesz (1998a,b), and the references therein).
Another problem arising quite naturally here is whether a similar asymptotics to
(1.2) can be obtained when replacing W by a super-Brownian motion. Super-Brownian
motions (see Denition 2) are intimately related to branching processes as they are
obtained as high-density limits of approximating branching particle systems | see e.g.
Dawson (1993). Their behavior has been extensively studied by numerous authors in
the past three decades (see e.g. Dawson, 1993; Dynkin, 1993 and references therein).
Notation. In the sequel, C+b (Rd) and C+c (Rd) will denote the space of nonnegative,
bounded, continuous functions on Rd and the space of nonnegative, continuous func-
tions with compact support in Rd, respectively. MF(Rd) and N(Rd) will denote the
space of nite measures and the space of discrete measures on Rd, respectively.
Denition 2. Let > 0 and  be constants. One can dene a unique continuous
measure-valued Markov process X which satises for any  2 MF(Rd) and g 2
C+b (Rd),
E exp(−hX (t); gi) = exp

−
Z
Rd
u(x; t)(dx)

;
where u(x; t) is the minimal nonnegative solution to
ut = 12u+ u− u2; (x; t) 2 Rd  (0;1);
lim
t!0
u(x; t) = g(x); x 2 Rd: (1.4)
We call X an ( 12; ; ;R
d)-superprocess (see Pinsky, 1996; Englander and Pinsky
1999; Dawson, 1993).
X is also called a supercritical (resp. critical, subcritical) super-Brownian motion
(SBM) for positive (resp. zero, negative) .
The size of the support for super-Brownian motions has been investigated in a num-
ber of research papers (see e.g. Iscoe, 1988; Pinsky, 1995b; Delmas, 1999; Tribe, 1994).
Results has been obtained concerning the radius of the support (that is the radius of
the smallest ball centered at the origin and containing the support) in Iscoe (1988) and
Pinsky (1995b); the volume of the -neighborhood of the range up to t > 0 is studied
in Delmas (1999) and Tribe (1994). Note that in Iscoe (1988), Delmas (1999) and
Tribe (1994) the super-Brownian motion is critical; Pinsky (1995b) is one of the few
articles in the literature which treat the supercritical case.
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In this paper we will prove analogous results to (1.2) replacing W by the bi-
nary branching Brownian-motion Z and the supercritical super-Brownian motion X .
Although it is merely a question of taste, X will be considered as our main object of
interest (while Z will be introduced later only as a tool for studying X ), and so we
rst concentrate on X .
In the sequel, X will still denote the ( 12; ; ;R
d)-superprocess and  will be as-
sumed to be positive. We will denote the corresponding probabilities by fP;  2
MF(Rd)g. Note that X will become extinct with positive probability and in fact (see
formula 1.4 in Pinsky, 1996),
Px(X (t) = 0 for all t large) = e
−=: (1.5)
Notation. In the sequel, we will use the notations S=fX (t;Rd)> 0 for all t > 0g and
E = Sc, and will call the events S and E survival and extinction.
We will need the following result concerning extinction (for the proof see Evans
and O’Connell, 1994, Proof of Proposition 3:1 or Englander and Pinsky, 1999, Proof
of Theorem 3:1).
Proposition EO. If the family fP;  2MF(Rd)g corresponds to the ( 12; ; ;Rd)-
superprocess, then fP(jE);  2 MF(Rd)g corresponds to the ( 12;−; ;Rd)-
superprocess.
Analogously to (1.1) we make the following denition.
Denition 3. For t>0, let R(t) =
St
s=0 supp(X (s)), that is R(t) is the (accumulated)
support of X up to time t. Note that R(t) is a.s. compact whenever supp(X (0)) is
compact (see Englander and Pinsky, 1999; Iscoe, 1988 for the critical case). For t>0
and a> 0, let
Ra(t) =
[
x2R(t)
B(x; a) = fx 2 Rd j dist(x; R(t))6ag: (1.6)
We call Ra(t) the super-Brownian sausage corresponding to the supercritical super-
Brownian motion X .
By the rightmost expression in (1.6) it is clear that Ra(t) is also compact P-a.s.
whenever supp() is compact and thus it has a nite volume (Lebesgue measure)
in Rd P-a.s. Let us denote this (random) volume by jRa(t)j. Note, that if  denotes
extinction time, that is = infft > 0 jX (t;Rd) = 0g; then
9l := lim
t!1 E0 (exp(−jR
a(t)j) jE) = E0 exp(−jRa()j)
and l 2 (0; 1). Therefore, we are interested in the long-time behavior of
E0 [exp(−jRa(t)j) j S]:
Our main result is as follows.
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Theorem 1. Let > 0 be xed. Then
lim
t!1
1
t
logE0 [exp(−jRa(t)j) j S] =− (1.7)
for all d>2 and all a; ; > 0.
It is interesting that, unlike in (1.2), the scaling is independent of d and the limit
is independent of d and . One should interpret this phenomenon as the overwhelm-
ing inuence of the branching over the spatial motion. The fact that the limit does
not depend on  as well could also be surprising at the rst sight. An explanation
for this is as follows. Using (1.4) it is easy to check that if P corresponds to the
( 12; ; ;R
d)-superprocess, and P0 corresponds to the ( 12; ; ;R
d)-superprocess, then
P0



X 2 

= P0=0 (X 2 ):
Since the support process t 7! supp (X (t)) is the same for X and =  X , one only
has to show that the starting measures 0 and =  0 give the same limit in (1.7) if
such a limit exists at all. This is not hard and we omit the details.
We now give a brief description on the strategy of the proof. The proof of Theorem
1 will be ‘atypical’ in a sense. In similar problems, like in the proof of (1.2), the upper
estimate is usually obtained by using either large deviation techniques or Sznitman’s
method; the lower estimate is relatively simple in general. For the upper estimate in
(1.7) we will use a comparison theorem based on a result due to Evans and O’Connell
(1994) and some elementary estimates. The lower estimate in (1.7) however will be
quite tedious { it will be obtained by analyzing certain pde’s related to the superprocess.
In the analysis we will also utilize some estimates on the solutions of these equations
obtained by Pinsky (1995a).
The diculty in proving (1.7) is, of course, compounded in the fact that although,
by Proposition EO, X ( jE) is a superprocess itself, this does not hold for X ( j S).
However we will be able to show that the long-term behavior of E0 [exp(−jRa(t)j) j S]
remains the same if we replace X by a certain branching process, which survives with
probability one. Let Z denote the branching Brownian-motion (BBM) with branching
term (z − z2) (that is, binary branching at rate ), and starting with initial measure
 2N(Rd). The corresponding expectation will be denoted by E^. Note that Z can
be considered as a measure-valued process where the state space of the process is
N(Rd): One can dene the ‘branching Brownian sausage’ fR^a(t); t>0g analogously
to (1.6) as follows.
Denition 4. For t>0, let R^(t) =
St
s=0 supp(Z(s)), that is R^(t) is the (accumulated)
support of Z up to time t. For t>0 and a> 0, let
R^
a
(t) =
[
x2R(t)
B(x; a): (1.8)
We call R^
a
(t) the branching Brownian sausage corresponding to the branching
Brownian motion Z.
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Again, it is easy to see that R^
a
(t) is compact for any compactly supported starting
measure  2N(Rd) (and thus has a nite volume) with probability one.
A crucial ingredient of the proof will be the demonstration of a comparison re-
sult for E0 [exp(−jRa(t)j) j S] and E^0 exp(−jR^
a
(t)j): We will prove the following
proposition.
Proposition 1 (Comparison). Let > 0 be xed. Then
E0 [exp(−jRa(t)j) j S]6E^0 exp(−jR^
a
(t)j) (1.9)
for all d>1 and all a; ; > 0.
After having the above comparison, we will prove the following two estimates.
Proposition 2 (Upper estimate on BBM). Let > 0 be xed. Then
lim sup
t!1
1
t
log E^0 exp(−jR^
a
(t)j)6−  (1.10)
for all d>2 and all a; > 0.
Proposition 3 (Lower estimate on SBM). Let > 0 be xed. Then
lim inf
t!1
1
t
logE0 [exp(−jRa(t)j)j S]>−  (1.11)
for all d>1 and all a; ; > 0.
Theorem 1 will then follows from (1.9){(1.11). Also, as a by-product of our method,
we will obtain the following result for the branching Brownian motion.
Theorem 2. Let > 0 be xed. Then
lim
t!1
1
t
log E^0 exp(−jR^
a
(t) j ) =− (1.12)
for all d>2 and all a; > 0.
The proof of Theorem 2 is immediate from (1.9){(1.11).
We end this section with four further problems.
Problem 1 (Higher-order asymptotics). In light of the fact that the limit under (1.7)
does not depend on > 0 and d>2, it would be desirable to rene the results
E0 [exp(−jRa(t)j)jS] = exp(−t + o(t)) as t !1
and
E^0 exp(−jR^
a
(t)j) = exp(−t + o(t)) as t !1;
by obtaining higher-order asymptotics for the above Laplace-transforms.
Problem 2 (One-dimensional case). What are the corresponding asymptotics for d =
1? The formulation of the problem is simpler than for d>2, since the trap-avoiding
depends only on the positions of the two traps on either side of the origin that are
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closest to it. (For the distribution of the rightmost particle given survival in a critical
branching random walk setting see Revesz (1998a); for trap-avoiding asymptotics in a
(nonbranching) random walk setup see formula (4.33) in Hollander and Weiss (1994)
together with the whole Section 4:2 of that paper.)
Problem 3 (Zero or negative ). According to (1.5), the event S has zero probability if
60 (critical or subcritical super-Brownian motion). However, replacing S by f> tg
( was dened in the paragraph preceding Theorem 1), the asymptotic behavior of
E0 [exp(−jRa(t)j) j > t] can still be studied (see Remark 2). How can the result
of Theorem 1 be extended for this case? It is important to point out that the results
of this paper indicate a kind of equivalence between the superprocess X conditioned
on survival and the supercritical binary branching Brownian-motion with branching
rate > 0 with regard to the associated ‘sausages’. Does this correspondence remain
valid for  = 0? In other words: Do we get back the single-particle asymptotics of
Donsker and Varadhan for critical super-Brownian motions?
The upper estimate seems to work, because the comparison we use for > 0 (Propo-
sition 1) is based on a decomposition result for superprocesses (see Theorem EO), and
an analogous result is known for  = 0, when instead conditioning on survival for all
times one conditions on survival up to time t > 0 (see Evans, 1993). In that decom-
position the supercritical branching process appearing in Theorem EO is replaced by a
single ‘immortal’ particle.
Problem 3 was suggested by A.-S. Sznitman.
Remark 2. Concerning the previous problem, we mention that for the original (> 0)
case, (1.7) remains true if we replace S by St :=f> tg. To see this, denote ~P=P( jE):
Then, suppressing the starting measure 0 in the notation, we have
E[exp(− jRa(t)j); St]
=E[exp(− jRa(t)j); S] + E[exp(− jRa(t)j); St \ E]
=E[exp(− jRa(t)j); S] + ~E[exp(− jRa(t)j); St]P(E)
6E[exp(− jRa(t)j); S] + ~P(St):
As we will show later (see (2.21)),
lim
t!1 e
t ~P(St) = 1:
Putting this together with (1.7), we have
E[exp(− jRa(t)j); St] = exp(−t + o(t)) as t !1:
Then, clearly, also
E[exp(− jRa(t)j) j St] = exp(−t + o(t)) as t !1:
Problem 4 (General superprocesses). The concept of the ( 12; ; ;R
d)-superprocess
has been generalized for spatially dependent  and  and for a general domain DRd
with the elliptic operator L on it (see Englander and Pinsky, 1999). (See also the
remark after Theorem EO in the next section.) How can the results of this paper be
generalized for such a general setting?
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2. Proofs
It will be more convenient to rewrite the Laplace-transforms in (1.9){(1.11) using
a ‘trap-avoiding’ setting similarly to (1.3). We record the basic correspondences. Let
E be as in (1.3) and K as in Denition 1, and recall that Z denotes the branching
Brownian motion with branching rate > 0. The corresponding probabilities will be
denoted by P^. Let
T := infft>0 jX (t; K)> 0g
and
T^ := infft>0 jZ(t; K)> 0g;
where Z(t; B) denotes the number of particles of Z located in B at time t for BRd
Borel and t > 0. Then
E0 [exp(− jRa(t)j) j S] = E P0 (T > t j S) (2.13)
and
E^0 exp(− j R^
a
(t)j) = E P^0 (T^ >T ): (2.14)
The proof of Proposition 1 will be based on a result on the decomposition of super-
processes with ‘immigration’ which was proved in Evans and O’Connell (1994). Let
X be the ( 12; ; ;R
d)-superprocess with corresponding probabilities fPg.
Theorem EO. Let ~X be the ( 12;− ;Rd)-superprocess. By Proposition EO; ~X cor-
responds to P( jE). Let Z = 2Z. Conditional on fZ (s)g1s=0; let (;P;) be the
superprocess obtained by taking the process ~X with starting measure ; and adding
immigration; where the immigration at time t is according to the measure Z (t). This
is described mathematically by the conditional Laplace functional
E;(exp(−h(t); gi − hZ(t); ki) jZ (s); s>0)
= exp

−h; ~ug(; t)i −
Z t
0
dshZ (s); ~ug(; t − s)i − hZ (t); ki

(2.15)
for g; k 2 C+c (Rd); where ~ug denotes the minimal nonnegative solution to (1:4); with
 replaced by −. Denote by N the law of the Poisson random measure on Rd with
intensity (=) and dene the random initial measure  by
L()    N:
Then the law of  under P is P.
The intuitive meaning of the previous theorem (sometimes called ‘the immortal par-
ticle representation’) is that one can decompose the superprocess into two parts: one
is just the part of the process which becomes extinct, the other one is the ‘immigration
part’, which is determined by a supercritical branching process, and which makes sur-
vival possible for the superprocess. The initial number of particles for that branching
process is random; when it is zero, the superprocess becomes extinct due to the lack
of immigration.
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Remark 3. We note that Theorem EO has been generalized (Englander and Pinsky,
1999, Theorem 6:1) for the more general setting mentioned in Problem 4.
We now prove Propositions 1{3. In the proofs we will use the following notation:
Notation. The notation f  g will mean that f(x)=g(x) ! 1. The notation f = o(g)
will mean that f(x)=g(x)! 0.
Proof of Proposition 1. By (2.13) and (2.14) we must prove that
E P0 (T > t j S)6E P^0 (T^ > t): (2.16)
We will, in fact, prove the stronger result that (2.16) holds !-wise, that is
P0 (T > t j S)6P^0 (T^ > t) for every !: (2.17)
Let Q be the law of the Poisson distribution with parameter = conditioned on positive
integers, that is, if m is a random variable distributed according to Q then
Q(m= i) = e
−=
1− e−= 
(=)i
i!
; i = 1; 2; : : : :
LetM denote the corresponding expectation. Finally, let K be a xed trap conguration.
By Theorem EO it is intuitively clear that
P0 (T > t j S)6M P^m0 (T^ > t): (2.18)
The rigorous proof of (2.18) however is a bit tedious. By standard probabilistic con-
siderations, (2.18) will follow from the lemma below.
Lemma 1. Fix an x0 2 Rd and let B = B(x0; a). Fix also a t > 0 and an  2 (0; t).
Then for any m>1;
P0 ;m0 ((t; B)> 0 jZm0 (s; B)> 0 8t − 6s6t) = 1:
Obviously, Zm0 can be replaced by Z

m0 in Lemma 1. Thus, taking k =0 in (2.15),
using the test functions
gn(x) =

n if jx − x0j6a;
0 if jx − x0j>a
and nally letting n!1, the proof of the lemma reduces to the proof of the following
claim.
Claim 1. Let Ua be the minimal nonnegative solution to (1:4) with  replaced by −
and
g(x) :=
1 if jx − x0j6a;
0 if jx − x0j>a:
(In fact; Ua can be obtained as a pointwise limit (as n ! 1) of solutions to (1:4)
with  replaced by − and with the above gn’s.) ThenZ 
0
Ua(l(t); t) dt =1
for any > 0 and any continuous function l: [0; ]! B.
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Proof. We may assume that x0 = 0. Let U 1a be the minimal nonnegative solution to
(1.4) with  replaced by − and
g(x) :=

0 if jxj6a;
1 if jxj>a
and let V be the minimal nonnegative solution to (1.4) with  replaced by − and
g(x)  1. We claim that
V (x; t) = V (t) =


[(1− e−t)−1 − 1]: (2.19)
Note that by Englander and Pinsky (1999, Theorem 3:1) and Proposition EO,
~Px(h1; X (t)i= 0) = e−V (t) for all x 2 Rd; (2.20)
where ~P = P( jE) and P corresponds to ( 12; ; ;Rd). It is not hard to show that
Px(h1; X (t)i= 0) = exp

−

(1− e−t)−1

(see for example Englander and Pinsky, 1999, Proposition 3:1). Using (1.5) it follows
that
~Px(h1; X (t)i= 0) = exp

−

((1− e−t)−1 − 1)

: (2.21)
Then (2.19) follows from this and (2.20).
By the minimality of the solution and the parabolic maximum principle (see Englander
and Pinsky, 1999), it is easy to show that
Ua + U 1a>V: (2.22)
Since we know V explicitly it will suce to have an upper estimate on U 1a . Similarly
as in the proof of Pinsky (1995a, Theorem 2(i)), one can show that
U 1a (x; t)6V (t)exp(−(k1a2=t − t − k2)+) for x 2 B(0; a) (2.23)
with some k1; k2> 0. (In Pinsky (1995a, Theorem 1(i)) the nonlinearity u − u2 is
considered and the above estimate is proved with the function (1 − e−t)−1 in place
of V (t). The same proof goes through in the present case.) It then follows that for t
small
U 1a (x; t)6V (t) exp(−ka2=t) for x 2 B(0; a) (2.24)
with some k > 0. From (2.19), (2.22) and (2.24), one obtains
Ua(x; t)>V (t)(1− exp(−ka2=t)) for x 2 B(0; a): (2.25)
Using (2.19),
V (t)(1− exp(−ka2=t))  V (t)  1
t
as t ! 0; (2.26)
which completes the proof.
The proof of (2.18) has thus been completed. In order to complete the proof of the
proposition, we must show how (2.18) implies (2.17). Let m be the random number
of particles with expectation M as in (2.18). Obviously, it is enough to show that
M P^m0 (T^ > t)6P^0 (T^ > t):
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For this, denote
pi; t := P^i0 (T^ > t); i = 1; 2; : : : :
Using the independence of the particles,
M P^m0 (T^ > t) =
e−=
1− e−=
1X
i=1
(=)i
i!
pi; t
=
e−=
1− e−=
1X
i=1
(=p1; t)i
i!
=
e−=
1− e−= (exp(p1; t =)− 1):
By the convexity of the exponential function,
e; x= − 16(e= − 1)x for 06x61;
and thus
M P^m0 (T^ > t)6
e−=
1− e−= (e
= − 1)p1; t = p1; t :
This completes the proof of Proposition 1.
Proof of Proposition 2. By (2.14) we must show that
lim sup
t!1
1
t
log E P^0 (T^ > t)6− : (2.27)
The strategy for proving (2.27) is as follows. We will split the time interval [0; t] into
two parts: [0; t] and (t; t]. In the rst part we will use the fact that ‘many’ particles
are produced, in the second one, that each particle hits the traps with ‘large’ probability.
Then the probability of avoiding traps in [0; t] will be ‘small’. To make things more
precise, let T0 be as in the paragraph preceding (1.3) and denote Y tx = Px(T0>t),
where Px corresponds to W . Then for any x 2 Rd; t > 0 xed, Y tx = Y tx(!) is a
random variable. As before, E^ denote now the expectations corresponding to Z . Let
Z(t)=(Z1(t); Z2(t); : : : ; Zk(t)); t > 0; k>1, for jZ(t)j=k, where jZ(t)j denotes the num-
ber of particles alive at t. Using a well-known formula (see e.g. Karlin and Tay-
lor, 1975, formula 8:11:5 and the discussion afterwards) for the distribution of jZ(t)j,
one has
qk;s := P^0 (jZ(s)j= k) = e−s(1− e−s)k−1 = cs(1− e−s)k ;
where
cs :=
e−s
1− e−s :
Fix  2 (0; 1). By the Markov property,
E P^0 (T^ > t)6E E^0
1X
k=1
qk;t  Y (1−)tZ1(t) : : : Y
(1−)t
Zk (t)
: (2.28)
At this point we note that we are going to work with expectations of nonnegative series
like the right-hand side of (2.28) which in principle might sum up to +1. After a
number of upper estimates however we will show that the last one is in fact nite for
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t large enough. Using the inequality between the arithmetic and the geometric means,
we obtain
E P^0 (T^ > t)6
1X
k=1
qk;t
1
k
E^0  E
h
(Y (1−)tZ1(t) )
k +   + (Y (1−)tZk (t) )k
i
:
In fact, the right-hand expression can be much simplied since the spatial homogeneity
of ! implies that
E^0  E

Y (1−)tZi(t)
k
= E

Y (1−)t0
k
; 8 16i6k:
Denote pt :=Y t0 ; t > 0 and recall that pt is the probability that a single Brownian
particle starting at zero avoids the traps up to t. We have
E P^0 (T^ > t)6
1X
k=1
qk;t Epk(1−)t = E
1X
k=1
ct
h
(1− e−t)p(1−)t
ik
6 ct E
1X
k=0
pk(1−)t = ct E
1
1− p(1−)t :
We are going to show that there exists a L> 0 and a t0> 0 such that
kt :=E
1
1− pt <L for t > t0: (2.29)
If (2.29) holds then we are done because from (2.29) we obtain that
E P^0 (T^ > t)6ctk(1−)t < ctL if (1− )t > t0;
that is if t > t0=(1− ). Then
lim sup
t!1
1
t
log E P^0 (T^ > t)
6 lim sup
t!1
1
t
log (ct  L) = lim sup
t!1
1
t
log ct =−
and (2.27) follows by letting ! 1.
It remains to show (2.29). For r > 0, let r denote the rst exit time of W from the
d-dimensional r-ball,
r := inf f t>0 jW (t) 62 B(0; r)g:
Furthermore, let Cn (n 2 N) denote the event that there is no point of ! in the n-ball,
that is Cn:=f! j!( B(0; r)) = 0g. Finally, let Pd0 denote the probability corresponding
to W in d-dimension and starting from the origin. Fix ! 2 Cn−1 n Cn and choose
some xi 2 supp (!) with jxij 2 (n − 1; n]. Denote mn:=jxij. Let Sd−1 denote the
d-dimensional unit sphere with the normalized surface measure . Writing pt =pt(!)
and K = K(!), we have
1− pt(!) >Ed0 (W (mn) 2 K(!) j mn6t)Pd0 (mn6t)
>Pd0 (n6t)
Z
Sd−1
(dv) 1K(!) (mnv)>
a;d
nd−1
Pd0 (n6t)
for some a;d > 0. Thus
E [(1− pt)−1 jCn−1 n Cn]6 n
d−1
a;dPd0 (n6t)
:
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Since P (C0) = 1 and limn!1P (Cn) = 0; we have
E (1− pt)−1 =
1X
n=1
E [(1− pt)−1 jCn−1 n Cn]P (Cn−1 n Cn)
and by our last inequality we can continue with
6
1X
n=1
nd−1P (Cn−1)
a;dPd0 (n6t)
: (2.30)
To estimate the probability Pd0 (n6t), recall that (see Karlin and Taylor, 1975, 7.3.3)
P10 (W (s) = n; for some 06s6t) =
r
2

Z 1
n=
p
t
e−y
2=2 dy:
Hence, for t > 0 xed,
Pd0 (n6t)>
r
2

Z 1
n=
p
t
e−y
2=2 dy  ptn−1e−n2=2t as n!1; (2.31)
where the asymptotics has been obtained by using L’Hospital’s rule. Let cd denote the
volume of the d-dimensional unit ball. It follows from (2.30) and (2.31) that for t > 0
xed, the summability condition
1X
n=1
nd exp

n2
2t
− cd(n− 1)d

<1 (2.32)
implies E(1 − pt)−1<1. Now, if d>3 then (2.32) holds for all t > 0 and thus
E(1−pt)−1<1 for all t > 0. If d=2 then (2.32) holds whenever t > t0:=(2cd)−1.
This proves (2.29) and completes the proof of Proposition 2.
Proof of Proposition 3. We will need the following lemma.
Lemma 2. Denote
An; t := fX (s; Bc(0; n)) = 0; s6tg: (2.33)
(i) For each n 2 N there exists a minimal positive solution un to
ut = 12u+ u− u2; (x; t) 2 B(0; n) (0;1);
lim
x!@B(0; n)
u(x; t) =1; t > 0;
lim
t!0
u(x; t) = 0; x 2 B(0; n): (2.34)
Moreover;
Px(An; t) = e
−un(x; t): (2.35)
(ii) For each n 2 N there exists a minimal positive solution u^ n to
ut =
1
2
u− u− u2; (x; t) 2 B(0; n) (0;1);
lim
x!@B(0; n)
u(x; t) =1; t > 0;
lim
t!0
u(x; t) = 0; x 2 B(0; n): (2.36)
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Moreover;
Px(An; t jE) = e−u^ n(x; t): (2.37)
For the proof of (i), see the proof of Pinsky (1995a, formula 1.3; 1995 b, formula 6).
The proof of (ii) is similar.
Let An; t be as in (2.33). Our goal is to show that if t !1 and n!1 simultane-
ously and in such a way that nd = o(t), then
lim inf
t!1
1
t
logP0 (An; t j S)>− : (2.38)
Indeed, if (2.38) is true, then using the notation v1 for the volume of the d-dimensional
unit ball (and suppressing the dependence of n on t in the notation),
lim inf
t!1
1
t
log E P0 (T > t j S)
> lim inf
t!1
1
t
log [P0 (An; t j S)  P fThere are no traps in B(0; n)g]
= lim inf
t!1
1
t
log [P0 (An; t j S)exp(−v1(n+ a)d)]
= lim inf
t!1
1
t
logP0 (An; t j S)>− 
and (1.11) follows from this and (2.13).
In the rest of this paper the following assumption will be in force.
Assumption 1. n(t)!1 and nd(t) = o(t) as t !1.
Notation. In the sequel, we will mostly suppress the dependence of n on t in the
notation and simply write n instead of n(t); we will use n(t) only when it will be
important to remind the reader that n is a function of t.
We have
P0 (An; t j S) =
P0 (An; t)
P0 (S)
P0 (S jAn; t) =
P0 (An; t)
P0 (S)
[1− P0 (E jAn; t)]
=
P0 (An; t)
P0 (S)

1− P0 (An; t jE)
P0 (E)
P0 (An; t)

:
Using Lemma 2, it follows,
P0 (An; t j S) =
P0 (An; t)
P0 (S)
(1− exp− [u^ n(0; t) + =− un(0; t)]): (2.39)
Before proving (2.38), rst recall that R(t) is bounded with P0 -probability one for all
given t > 0 (see Denition 3), and thus
lim
t!1 P0 (An; t jE) = 1; whenever limt!1 n(t) =1:
Therefore, by Lemma 2(ii),
lim
t!1 u^ n(0; t) = 0; whenever limt!1 n(t) =1: (2.40)
By Theorem A(a)(i{ii) in Pinsky (1995b) it follows that
lim
t!1 un(0; t) = =; (2.41)
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whenever limt!1 n(t) =1 and limt!1 n(t)=t = 0 hold. We conclude that
lim
t!1 [u^ n(0; t) + =− un(0; t)] = 0; (2.42)
whenever limt!1 n(t) =1 and limt!1 n(t)=t = 0 hold.
By Lemma 2(i) and (2.41), P0 (An; t) ! e−= under Assumption 1. From this and
(2.39) we obtain that
P0 (An; t j S)  const [u^ n(0; t) + =− un(0; t)]; as t !1; (2.43)
whenever limt!1 n(t) =1 and limt!1 n(t)=t = 0 hold. Therefore, in order to prove
(2.38), it will suce to prove that
lim inf
t!1
1
t
log gn(0; t)>− ; (2.44)
where
gn(x; t) := u^ n(x; t) + =− un(x; t):
Note that gn>0 by (2.39).
The next observation is that we may assume that  = . To see this, note that if
vn and v^n denote the minimal positive solutions to (2.34) and (2.36), respectively, but
with  replaced by , then in fact (as a simple computation shows), vn = (=)un
and v^n=(=)u^ n. Therefore, if gn(x; t) := v^n(x; t)+ 1− vn(x; t), then g=(=)gn. This
means that if (2.38) holds for  = , then it also holds for  6= . So, from now on,
for simplicity, we will work with  =  and
gn = u^ n + 1− un:
A key step in the proof is to observe that { as a direct computation reveals { 06gn
satises the following parabolic equation:
gt = 12g− (1 + 2u^)g+ g2; (x; t) 2 B(0; n) (0;1);
lim
t!0
u(; t) = 1: (2.45)
In order to analyze (2.45), we will need some more facts concerning un and u^ n.
First, note that by (2.35) and (2.37), un and u^ n are monotone nondecreasing in t. Let
n() := lim
t!1 un(; t) and ^n() := limt!1 u^ n(; t):
Then, using (2.35) and (2.37), it follows that
Px(X (t; B
c(0; n)) = 0; 8t>0) = e−n(x); x 2 B(0; n) (2.46)
and
Px(X (t; B
c(0; n)) = 0; 8t>0 jE) = e−^n(x); x 2 B(0; n): (2.47)
Using this, it follows from Lemma 7:1 in Englander and Pinsky (1999) that n and
^n are nite for all n>1. We claim that in fact
^n = n − 1 for all n>1: (2.48)
To see this denote
An = fX (t; Bc(0; n)) = 0; 8t>0g:
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By Englander and Pinsky (1999), formula 3.8),
Px(An \ S) = 0; x 2 B(0; n):
Therefore,
Px(An \ E) = Px(An)
and thus
Px(An jE) = Px(An)
1
Px(E)
; x 2 B(0; n):
By (1.5), (2.46) and (2.47) then,
e−^n = e−ne:
Now let us return to (2.45). In order to prove (2.44), rst we will compare gn to the
unique nonnegative solution vn of the linear equation
vt = 12v− (1 + 2^n)v; (x; t) 2 B(0; n) (0;1);
lim
t!0
v(; t) = 1;
lim
jxj!n
v(x; t) = 0; 8t > 0: (2.49)
(As is well known, the existence of the solution to (2.49) is guaranteed by the
negative sign of the zeroth-order term on the right-hand side of the rst equation
of (2.49); the uniqueness and the nonnegativity follows by the parabolic maximum
principle { see e.g. Protter and Weinberger (1984) for more elaboration.) Using (2.45)
along with the fact that u^ n(; t)6^n() 8t > 0; 8n>1, we have
1
2gn − (1 + 2^n)gn − (gn)t60; (x; t) 2 B(0; n) (0;1);
lim
t!0
gn(; t) = 1: (2.50)
Therefore, by the parabolic maximum principle again,
gn>vn; 8n>1
and consequently it will suce to prove (2.44) with gn replaced by vn. To do this, it
will be useful to rescale (2.49). Let
wn(x; t):=vn(nx; n2t) for (x; t) 2 B(0; 1) [0;1):
Then a simple computation shows that 06wn satises the rescaled equation,
wt(x; t) = 12w(x; t)− n2(1 + 2^n(nx))w(x; t); (x; t) 2 B(0; 1) (0;1);
lim
t!0
v(; t) = 1;
lim
jxj!1
w(x; t) = 0; 8t > 0: (2.51)
We note that n is in fact the minimal positive solution to the elliptic boundary-value
problem,
1
2+ − 2 = 0 in B(0; n);
lim
jxj!n
(x) =1 (2.52)
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and satises the upper estimate for suciently large n (that is, for n>N (d; )):
n(x)61 +
cn2
(n2 − r2)2
with c= c := 12=, where r := jxj. (See Proposition 1 in Pinsky (1997a) and its proof
with D = 1=.) It then follows from (2.48) that for suciently large n:
^n(nx) = n(nx)− 16
cn2
(n2 − n2r2)2 =
c
n2(1− r2)2 : (2.53)
By (2.51) and the Feynman{Kac formula (Freidlin 1985, Theorem 2:2),
wn(x; t) = Ex

exp

−n2
Z t
0
[1 + 2^n(nW (s))] ds

; 1>t

;
where W is the d-dimensional Wiener process and
1 := infft>0 jW (t) 62 B(0; 1)g:
Therefore,
vn(0; t) =wn(0; t=n2)
=E0
"
exp
(
−n2
Z t=n2
0
h
1 + 2^n(nW (s))
i
ds
)
; 1>
t
n2
#
=e−t E0
"
exp
(
−2
Z t=n2
0
n2^n(nW (s)) ds
)
; 1>
t
n2
#
:
Using this along with (2.53) and the fact that c = 12, we obtain that for suciently
large n:
vn(0; t)>e−tE0
"
exp
(
−
Z t=n2
0
24
(1− jW (s)j2)2 ds
)
; 1>
t
n2
#
:
Using the notation
V (x) :=− 24
(1− jxj2)2 ;
it follows
lim inf
t!1
1
t
log vn(0; t)
>−  + lim inf
t!1
1
n2
n2
t
log E0
"
exp
(Z t=n2
0
V (W (s)) ds
)
; 1>
t
n2
#
: (2.54)
First consider d>2. Then by assumption, t=n2(t) ! 1 as t ! 1. Let (1−)< 0
denote the principal eigenvalue of the operator 12 + V on B(0; 1 − ) with Dirichlet
boundary data. Since V is smooth on B(0; 1 − ), by a well-known theorem (Pinsky
1995c; Theorem 3:6:1),
lim
t=n2!1
n2
t
log E0
"
exp
(Z t=n2
0
V (W (s)) ds
)
; 1− >
t
n2
#
= (1−);
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where 1− is dened analogously to 1. Since (1−)>−1, then, a fortiori,
lim inf
t=n2!1
n2
t
log E0
"
exp
(Z t=n2
0
V (W (s)) ds
)
; 1>
t
n2
#
>−1:
Putting this together with (2.54) and with the fact that limt!1 n(t) =1; we obtain
that
lim inf
t!1
1
t
log vn(0; t)>− :
This completes the proof for d>2.
Finally, even if d=1 and t=n2(t)!1 is not satised as t !1, the above argument
still works because the expectation on the right-hand side of (2.54) is clearly monotone
non-increasing with t=n2.
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