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Resumo
A etapa mais importante do método de pontos interiores preditor-corretor para solução de
problemas de programação linear de grande porte, consiste em resolver sistemas de equações
lineares para determinar as direções de busca. Esse é o passo que requer maior esforço
computacional do método e, dessa forma, é fundamental realizá-lo da maneira mais eficiente
possível. Uma abordagem que pode ser utilizada consiste em reduzir o sistema linear em um
sistema de equações normais equivalente, cuja matriz é simétrica e definida positiva e aplicar
o método iterativo dos gradientes conjugados precondicionado para resolvê-lo. Encontrar um
único precondicionador que funcione bem em todas iterações do método preditor-corretor
não é uma tarefa simples, pois os sistemas vão se tornando cada vez mais mal condicionados.
Na literatura, foi proposta uma abordagem híbrida de precondicionamento que combina
dois precondicionadores, a qual apresentou bons resultados e que consiste em nas primeiras
iterações do preditor-corretor utilizar o precondicionador Fatoração Controlada de Cholesky
e depois de certo número de iterações realizar a troca e o precondicionador Separador passa
a ser utilizado. Algumas heurísticas simples para determinar o momento ideal para trocar
de precondicionador já foram desenvolvidas. Porém, motivados pela importância dessa
etapa, desenvolvemos e testamos novas heurísticas que utilizam estimativas do número
de condição da matriz do sistema, uma vez que calcular o valor exato para matrizes
de grande porte é caro computacionalmente e torna-se inviável na prática, e análise da
dispersão dos autovalores da matriz. Além disso, com o intuito de proporcionar outras
melhorias para a abordagem híbrida de precondicionamento e, consequentemente, obter
um método de pontos interiores ainda mais eficiente e robusto, a densidade da matriz
é usada como critério para a atualização do parâmetro de preenchimento utilizado na
Fatoração Controlada de Cholesky. Diversos experimentos computacionais foram realizados
com problemas pertencentes à coleções com acesso livre para testar todas as heurísticas
desenvolvidas e compará-las com as existentes. De acordo com os resultados obtidos
podemos afirmar que os objetivos deste trabalho foram alcançados, uma vez que algumas
das heurísticas propostas contribuíram para determinar um melhor momento de trocar de
precondicionador e tornaram o precondicionador Fatoração Controlada de Cholesky mais
adequado.
Palavras-chave: Programação Linear, Método de Pontos Interiores, Sistemas Lineares,
Método dos Gradientes Conjugados, Precondicionamento.
Abstract
The most important step of the predictor-corrector interior point method for large scale
linear programming problems is to solve linear systems to determine the search directions.
This is the most costly computational step of the method and therefore it is essential to
perform it in the most efficient way possible. One approach that can be used is to reduce
the linear system in an equivalent normal equations system, which matrix is symmetric
and positive definite and apply the preconditioned conjugate gradient method to solve it.
Finding a single preconditioner that works well in all iterations of the interior point method
is not a simple task as the systems become increasingly ill conditioned. In the literature, it
was proposed a hybrid preconditioning approach that combines two preconditioners, which
presented good results and that consists in using the Controlled Cholesky Factorization
preconditioner in the first iterations of the predictor-corrector method changing it after
a certain number of iterations, and adopting Splitting preconditioner thereafter. Some
simple heuristics to determine the ideal time to change preconditioner have already been
developed. However, motivated by the importance of this step, we develop and test new
heuristics that estimate the condition number of the system matrix, since computing the
exact value for large matrices is computationally expensive and becomes prohibitive in
practice, and investigate the eigenvalues dispersion. In addition, in order to provide other
improvements to the hybrid pre-conditioning approach and consequently to obtain an
even more efficient and robust interior point method, the matrix density is used as a
criterion for updating the fill parameter used in Controlled Cholesky Factorization. Several
computational experiments are carried out with problems belonging to the collections with
free access in order to test all developed heuristics and to compare them with existing ones.
According to the results obtained we can conclude that the objectives of this work were
reached, since some of the proposed heuristics contributed to determine a better iterarion
to change preconditioners and made Controlled Cholesky Factorization Preconditioner
more suitable.
Keywords: Linear Programming, Interior Point Methods, Linear Systems , Conjugate
Gradient Method, Preconditioning.
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Introdução
A programação linear surgiu como um dos mais importantes ramos da pro-
gramação matemática com uma vasta aplicação prática. Desde o seu desenvolvimento
na década de 1940, ela tem se tornado um campo de destaque na área da otimização
(GONDZIO, 2012). Muitas técnicas da teoria de otimização recaem em formulações lineares
para problemas de aplicações práticas oriundas de diversos campos, entre eles: militar,
administração, economia e finanças, transporte, produção, industrial, governamental e pla-
nejamento urbano. A programação linear tem, entre as razões que justificam o seu sucesso,
a habilidade em modelar problemas de grande porte, assim como possibilitar a resolução
de tais problemas utilizando algoritmos eficientes com razoável tempo computacional (G.
M. BAZARAA; SHERALI, 2010).
George B. Dantzig, foi um dos precursores da programação linear, com o
desenvolvimento do método Simplex em 1947. Este método foi por muitos anos o único
método disponível para resolver problemas de programação linear. Porém, mesmo que
este método seja bastante eficiente, confiável e utilizado, seu algoritmo teoricamente
possui complexidade não polinomial, uma vez que ele pode realizar um número de passos
que depende exponencialmente do tamanho do problema (GONDZIO, 2012). Assim,
isto motivou muitos pesquisadores da época a trabalhar na procura de outros métodos
polinomiais. O primeiro algoritmo de tempo polinomial foi desenvolvido por Khachiyan
(GÁCS; LOVÁSZ, 1981), o qual constrói uma série de elipsóides inscritos na região factível
do problema de programação linear e os centros desses elipsóides formam uma sequência de
pontos que convergem para uma solução ótima do problema. Este método deveria ser mais
rápido que o método Simplex, porém na prática este último ainda se mostrava superior.
Em 1984, Karmarkar publicou um artigo (KARMARKAR, 1984a), no qual
foi proposto um algoritmo para resolver problemas de programação linear em tempo
polinomial. Este método tem uma complexidade inferior ao método dos elipsóides. Embora
cada iteração do método de Karmarkar seja computacionalmente cara, tendo em vista a
requisição de uma operação de projeção que muda a cada iteração, ele atinge a otimalidade
em poucas iterações. Esta publicação tornou-se o evento mais importante da área desde o
desenvolvimento do método Simplex.
Os trabalhos de Khachiyan e Karmarkar deram origem a uma nova família
de métodos conhecida como Métodos de Pontos Interiores, os quais tiveram um rápido
desenvolvimento que continua até hoje. Tais métodos buscam a solução ótima do problema
construindo uma série de pontos que percorrem o interior da região factível, diferente do
que acontece no método Simplex onde a sequência de pontos percorre os vértices da região
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de factibilidade do problema.
Os métodos de pontos interiores, são métodos iterativos. Em cada iteração dos
métodos de pontos interiores é necessária a resolução de um ou mais sistemas lineares. Em
consequência, este é o passo que precisa de maior esforço computacional. Em (MEHROTRA,
1992b) foi proposto o método de pontos interiores preditor-corretor, o qual teve destaque
nos anos seguintes, devido às suas propriedades computacionais atraentes. Este algoritmo
resolve dois sistemas lineares com a mesma matriz de coeficientes para determinar as
direções preditora e corretora, além de usar uma heurística para estimar o tamanho de
passo, de tal modo que a distância à otimalidade seja reduzida a cada iteração, mas com
convergência quadrática.
Os sistemas lineares envolvidos no método preditor-corretor podem ser resol-
vidos por abordagens diretas ou iterativas. Métodos diretos fornecem a solução exata,
porém com custo computacional maior, por isso é recomendável utilizá-los em sistemas
cujas matrizes sejam de ordem moderada. Por outro lado, os métodos iterativos depen-
dem das condições de convergência para obter a solução, mas precisam de menor esforço
computacional e são mais competitivos quando utilizados em matrizes de ordem grande.
Neste trabalho, utilizamos o método dos gradientes conjugados precondicionado, pois ele
preserva a esparsidade original da matriz e tem menor custo computacional.
O precondicionamento de uma matriz é uma técnica muito importante, pois
melhora o condicionamento da matriz e, consequentemente, pode melhorar e acelerar a
convergência do método dos gradientes conjugados. Em (CAMPOS, 1995) foi proposto
um precondicionador chamado Fatoração Controlada de Cholesky (FCC). Mais tarde, em
(OLIVEIRA, 1997) foi proposto o precondicionador Separador, o qual apresenta melhores
resultados nas iterações finais dos métodos de pontos interiores.
Em (BOCANEGRA, 2005a) uma abordagem híbrida de precondicionamento
para os sistemas lineares oriundos do método de pontos interiores preditor-corretor foi
desenvolvida. Esta abordagem combina os precondicionadores FCC e Separador aprovei-
tando suas características anteriormente descritas, ou seja, nas primeiras iterações utiliza
o precondicionador FCC e depois de algumas iterações, quando a FCC perde eficiência, o
algoritmo passa a utilizar o precondicionador Separador.
Em (VELAZCO; OLIVEIRA; CAMPOS, 2011) os autores fizeram uma me-
lhoria na heurística utilizada para a troca de precondicionadores na abordagem híbrida
apresentada por Bocanegra. Mais tarde, em (BARTMEYER, 2016) uma heurística para
melhorar a troca de fase foi proposta, a qual utiliza uma estimativa do número de condição
de matriz de restrições calculada por meio dos valores de Ritz. Em 2017, (ORELLANA,
2017) apresentou uma nova heurística para a troca de precondicionador baseada num
parâmetro relacionado com os valores da matriz diagonal, a qual varia a iteração do método
de pontos interiores. Esta matriz é chamada como matriz D.
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O objetivo principal desta tese é propor outras melhorias para a abordagem
híbrida de precondicionamento, visto que esta abordagem vem apresentando bons resul-
tados. Para isso desenvolvemos quatro heurísticas para a troca de precondicionadores,
baseadas principalmente no número de condição da matriz do sistema, o qual não é
calculado de forma exata, pois o número de operações necessárias para determiná-lo seria
muito grande, principalmente, para matrizes de grande porte, o que inviabilizaria o uso
da heurística. Dessa forma, optamos por usar um valor aproximado para o número de
condição, determinado pelas heurísticas propostas em (C. S.KENNEY; REESE, 1998) e
(CLINE et al., 1979), as quais determinam respectivamente uma estimativa da norma de
Frobenius e norma-2 da inversa da matriz do sistema. Além disso, propomos uma outra
forma de atualizar o parâmetro η utilizado na Fatoração Controlada de Cholesky, a qual
está relacionada com a esparsidade da matriz do sistema.
Com estas melhorias, esperamos que a resolução dos sistemas de equações
lineares oriundos do método de pontos interiores preditor-corretor seja feita de forma
ainda mais eficiente e, consequentemente, tal método tenha um melhor desempenho e se
torne mais robusto para encontrar a solução ótima de problemas de programação linear,
principalmente, os de grande porte.
O texto está organizado da seguinte forma: no Capítulo 1, é feita uma revisão
dos métodos de pontos interiores primal-dual, dando ênfase ao método preditor-corretor. No
Capítulo 2, são apresentados alguns métodos diretos e iterativos que podem ser usados para
resolver os sistemas de equações lineares a cada iteração do método de pontos interiores.
O Capítulo 3 trata de técnicas de precondicionamento de matrizes e apresenta uma
revisão de alguns precondicionadores propostos na literatura para os métodos de pontos
interiores. No Capítulo 4, são descritas as melhorias propostas para a abordagem híbrida
de precondicionamento. O Capítulo 5, mostra os experimentos computacionais realizados
para validar as implementações e analisar o desempenho das heurísticas propostas. As
conclusões e trabalhos futuros são apresentados no Capítulo 6. Finalizando, são listadas
as referências bibliográficas.
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1 Métodos dos Pontos Interiores
Os métodos de pontos interiores surgiram a partir de 1960. Entretanto, tornaram-
se mais conhecidos e utilizados após a publicação do trabalho (KARMARKAR, 1984b) em
que foi mostrado um método polinomial para resolver problemas de programação linear
(PPL).
Os métodos de pontos interiores (MPIs), se caracterizam por obter a solu-
ção ótima de um problema de otimização caminhando pelo interior de sua região de
factibilidade.
Neste capítulo, definiremos um problema de programação linear, apresentaremos
alguns métodos de pontos interiores, em particular o método preditor-corretor, o qual foi
considerado neste trabalho e trataremos de algumas questões sobre a implementação dos
métodos de pontos interiores.
1.1 Programação linear
Um problema de programação linear (PPL) é um problema de otimização,
no qual a função objetivo é uma função linear com relação às variáveis e as restrições
consistem de equações e/ou inequações também lineares. A forma destas desigualdades
pode mudar de um problema para outro, mas qualquer PPL pode ser escrito na seguinte
forma padrão (G. M. BAZARAA; SHERALI, 2010):
min cTx
s.a Ax “ b
x ě 0,
(1.1)
em que A P Rmˆn é a matriz de restrições do problema com posto completo, isto é,
postopAq “ m, c P Rn o vetor dos coeficientes da função objetivo, b P Rm o vetor de termos
independentes e x P Rn o vetor das variáveis a serem determinadas, também chamadas de
variáveis de decisão. A desigualdade x ě 0 indica que cada componente xi, i “ 1, ..., n do
vetor x é não negativa.
Todo problema primal (1.1) tem associado um problema dual:
max bTy
s.a ATy ` z“ c
zě 0,
(1.2)
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em que y P Rm é o vetor de variáveis livres e z P Rn é o vetor das variáveis de folga duais.
Na sequência, destacamos alguns conceitos e propriedades importantes da
programação linear que fazem parte da base teórica desse trabalho. Para mais detalhes
veja (LUENBERGER, 1984; G. M. BAZARAA; SHERALI, 2010).
Definição 1.1. (Solução Factível). Para o problema primal (1.1), uma solução factível px
é um ponto do Rn que satisfaz as restrições desse problema, ou seja, Apx “ b e px ě 0.
Chama-se uma solução factível para o problema dual os vetores py e pz, que
satisfazem AT py ` pz “ c e pz ě 0.
Dadas uma solução factível px do problema primal e uma solução factível do
problema dual (py, pz), o gap de dualidade γ é definido como sendo
γ “ cT px´ bT py “ pxTpz ě 0.
Definição 1.2. (Solução Ótima). Uma solução ótima x˚ é uma solução factível com o
menor valor possível para a função objetivo.
Definição 1.3. (Solução Básica). Dado um sistema Ax “ b com posto(A)= m ď n, existe
um conjunto de m colunas de A linearmente independentes. Seja B a matriz formada por
este conjunto de colunas. Logo, o sistema BxB “ b, em que xB corresponde aos elementos
de x associados às colunas de B, tem solução única. O vetor xB “ B´1b é chamado de
solução básica.
Se xB ě 0 então temos uma solução básica factível, com os demais elementos
de x nulos. Se uma solução básica contém zeros, então ela é chamada de solução básica
degenerada.
Um importante conceito em programação linear é o das condições de otimalidade.
Estas são condições algébricas que devem ser satisfeitas pelas soluções do problema de
programação linear e são derivadas do princípio de dualidade e da teoria relacionada
com o mesmo. Esta teoria pode ser consultada em vários textos de programação linear,
entre eles podemos citar:(WRIGHT, 1996; LUENBERGER, 1984; VANDERBEI, 1996).
Estas condições também podem ser descritas como um caso particular das condições de
otimalidade para os problemas gerais de otimização restrita, conhecidas como as condições
de Karush-Kuhn-Tuckher ou somente condições KKT.
O problema primal-dual baseia-se nas condições de otimalidade de primeira
ordem (KKT) dos problemas (1.1) e (1.2), as quais são dadas por:
Ax´ b “ 0
ATy ` z ´ c “ 0
XZe “ 0
px, zq ě 0,
(1.3)
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sendo X “ diagpxq, Z “ diagpzq, e P Rm, tal que eT “ p1, ..., 1q.
A solução do sistema de equações não lineares (1.3) determina a solução do
problema primal-dual. Dessa maneira, a solução (x, y, z) deste problema indica que x é a
solução ótima do problema (1.1) e (y, z) do problema (1.2).
O ponto (x, y, z) é chamado de ponto interior se, além de satisfazer as restrições
dos problemas primal e dual, tem-se que px, zq ą 0. Para os métodos de solução apresentados
nas próximas seções consideramos que os problemas de programação linear já estão na
forma padrão para simplificar a notação.
Entre os métodos mais conhecidos para resolver problemas de programação
linear, dois deles se destacam por se mostrarem eficientes, são eles: o Método Simplex e o
Método de Pontos Interiores.
De um modo geral, o método Simplex realiza muito mais iterações que os
métodos de pontos interiores, porém as iterações do método Simplex são muito mais
baratas que as dos métodos de pontos interiores que por sua vez realizam poucas iterações.
Por isso, os métodos de pontos interiores têm-se mostrado uma excelente alternativa
ao método Simplex na resolução de problemas de programação linear de grande porte
(GONDZIO, 2012).
1.2 Método primal-dual
Os métodos de pontos interiores do tipo primal-dual foram desenvolvidos por
Kojima, Mizuno e Yoshise (KOJIMA; MIZUNO; YOSHISE, 1989). Estes métodos são
considerados os mais eficientes dentre as diversas variações dos métodos de pontos interiores,
pois eles apresentam melhores propriedades teóricas para a análise de complexidade e
convergência (TAPIA; ZHANG, 1992). Testes numéricos mostraram sua superioridade em
relação as abordagens primal e dual (LUSTIG; MARSTEN; SHANNO, 1991). A seguir
faremos uma breve apresentação do método de Newton, dado que a maioria destes métodos
utilizam-no este em suas iterações.
1.2.1 Método de Newton
Conforme (BURDEN; FAIRES, 2015.; RUGGIERO; LOPES, 1996), este é o
método numérico mais eficiente e conhecido para a solução de um problema de determinação
de raiz. Este método é utilizado para resolver sistemas de equações não lineares. A resolução
destes sistemas baseia-se em encontrar, ao mesmo tempo, o zero de um conjunto de funções
de n variáveis.
Considere uma função não linear F : D Ă Rn Ñ Rn, em que F “ pF1, F2, ..., Fnq
e as funções não lineares Fi : D Ă Rn Ñ R, com as seguintes propriedades:
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(i) Existe v˚ P Rn, tal que F pv˚q “ 0;
(ii) A função F é contínua e diferenciável na vizinhança de v˚;
(iii) Para qualquer v diferente de v˚, a matriz das derivadas parciais de F , denominada
de Matriz Jacobiana (J), é não singular.
O objetivo é encontrar as soluções para F pxq “ 0. Para isso, utilizamos o
método de Newton, no qual, calcular v˚ tal que F pv˚q “ 0 pode ser derivado usando
expansão de F em série de Taylor nas vizinhanças de um ponto vk, desta forma:
F pvk `4vkq « F pvkq ` Jpvkq4 vk.
Agora, F pvk `4vkq “ 0, se somente se,
Jpvkq4 vk “ ´F pvkq.
As equações deste sistema são conhecidas como equações de Newton e 4vk é a
direção de Newton. O novo ponto é dado por :
vk`1 “ vk `4vk.
Iniciamos o procedimento para k “ 0, até que um critério de parada seja
satisfeito. No Algoritmo 1 descrevemos os passos do método de Newton para calcular a
solução de um sistema de equações não lineares.
v0 P Rn: solução inicial,
ε: tolerância,
F : vetor de funções não lineares.
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Algoritmo 1: Método de Newton
Entrada: v0 P Rn, ε, F
Saída: v, solução.
1 início
2 k “ 0;
3 para critério de convergência > ε faça
4 Calcule: Jpvkq, Ji,j “ BFiBvj
ˇˇˇˇ
vjk
, i, j “ 1, 2, ..., n;
5 Determine: 4vk, resolvendo: Jpvkq4 vk “ ´F pvkq;
6 vk`1 “ vk `4vk;
7 k “ k ` 1;
8 fim
9 v “ vk`1;
10 fim
1.2.2 Método primal-dual
Este método utiliza o método de Newton para calcular aproximações da solução
dos sistemas não lineares (1.3) perturbados por um parâmetro µ, o qual é originado do
uso da função barreira para relaxar as restrições de não negatividade, isto é:
F “
»—– Ax´ bAty ` z ´ c
XZe´ µe
fiffifl “ 0, (1.4)
em que px, zq ě 0. Note que na função F , as duas primeiras componentes são lineares e
associam-se à viabilidade primal e dual, e a terceira componente é não linear e atende à
condição de complementaridade quando µ “ 0. Por outro lado, os problemas (1.3) e (1.4)
são equivalentes se µ “ 0. Portanto, a solução do problema (1.4) se aproxima da solução
do problema primal-dual conforme µÑ 0.
Para encontrar uma solução aproximada para o problema, este método gera uma
sequência de pontos (xk, yk, zk) e de parâmetros µk. Os pontos (xk, yk, zk) que satisfazem
o sistema (1.4) para todo µ ą 0, são chamados de trajetória central, e a solução (x, y, z)
não negativa é denominada centro analítico.
Após ter uma solução x e o parâmetro µ associado, podemos medir o erro na
complementaridade utilizando o gap de complementaridade, o qual é definido por:
γ “ xT z.
O algoritmo deste método, fundamenta-se em que a cada iteração é aplicado
um passo do método de Newton para resolver o sistema (1.4), com um dado parâmetro
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µk. Então, para encontrar a direção de Newton é necessário resolver o seguinte sistema de
equações lineares:»—–A 0 00 AT I
Z 0 X
fiffifl
»—–4x
k
4yk
4zk
fiffifl “
»—– b´ Ax
k
c´ ATyk ´ zk
µke´XkZke
fiffifl “
»—–rprd
rc
fiffifl , (1.5)
em que rp é o resíduo primal, rd é o resíduo dual e rc é o resíduo de complementaridade.
O novo ponto é calculado da seguinte forma:
pxk`1, yk`1, zk`1q “ pxk, yk, zkq ` pαP 4 xk, αD 4 yk, αD 4 zkq,
em que αP e αD representam os tamanhos dos passos primal e dual, respectivamente. Os
tamanhos máximos para os passos primal e dual são determinados por:
αP “ maxtα P p0, 1s|xk ` α4 xk ą 0u,
αD “ maxtα P p0, 1s|zk ` α4 zk ą 0u.
A importância destes valores é devido ao fato que eles servem para preservar a não
negatividade de x e z. O parâmetro de barreira µk é calculado por:
µk “ λpxkqT zk{n.
em que λ P p0, 1q.
Este parâmetro é diminuído e o processo se repete até que uma solução seja
encontrada suficientemente próxima da solução ótima ou detectada a infactibilidade do
problema. No Algoritmo 2, apresentamos os passos deste método.
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Algoritmo 2: Método Primal-Dual
Entrada: (x0, y0, z0q, ε
Saída: px, y, zq, solução.
1 início
2 k “ 0;
3 Determine λ tal que λ P p0, 1q;
4 µk “ λpx0qtz0{n;
5 para critério de convergência > ε faça
6 Calcule p4xk,4yk,4zkq resolvendo o sistema (1.5);
7 Determine: αP , αD;
8 Atualize:
9 pxk`1, yk`1, zk`1q “ pxk, yk, zkq ` pαP 4 xk, αD 4 yk, αD 4 zkq;
10 µk`1 “ λpxk`1qtzk`1{n;
11 k “ k ` 1;
12 fim
13 px, y, zq “ pxk`1, yk`1, zk`1q.
14 fim
1.3 Método Preditor-Corretor
O método Preditor-Corretor proposto em (MEHROTRA, 1992b) é um dos
mais bem sucedidos métodos de pontos interiores do tipo primal-dual para a resolução
de PPL. Este método calcula as direções de Newton um pouco diferente, pois nele a
direção 4 “ p4x,4y,4zq é calculada através da soma de duas direções da seguinte
forma: 4 “ 4a `4c, em que 4a é chamada de direção preditora, e é obtida mediante a
resolução do sistema linear (1.5) para µ “ 0, ou seja,
»—–A 0 00 AT I
Z 0 X
fiffifl
»—–4ax
k
4ayk
4azk
fiffifl “
»—– rprd
´XkZke
fiffifl . (1.6)
A direção 4a preditora, também chamada de direção afim-escala, é responsável
por determinar a melhor predição para o parâmetro da barreira, o qual é determinado
assim:
µk “
ˆpxk ` αPa4a xkqT pzk ` αDa4a zkq
γk
˙2ˆpxk ` αPa4a xkqT pzk ` αDa4a zkq
n
˙
,
sendo αPa e αDa os passos primal e dual.
A direção 4c, chamada de corretora, é obtida ao resolver o seguinte sistema
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linear: »—–A 0 00 AT I
Z 0 X
fiffifl
»—–4cx
k
4cyk
4czk
fiffifl “
»—– 00
µke´4aXk 4a Zke
fiffifl , (1.7)
em que 4aXk “ diagp4axkq e 4aZk “ diagp4azkq. A direção tem por objetivo fazer com
que a nova iterada seja a mais centrada possível e ao mesmo tempo, realize a correção
não linear. Da equação (1.7), observamos que, o vetor de termos independentes depende
da solução do sistema (1.6). Porém, a direção de Newton pode ser obtida diretamente,
resolvendo o sistema (1.7) com o vetor de termos independentes substituído por:
»—– rprd
µke´4aXk 4a Zke
fiffifl . (1.8)
Portanto, evita-se o cálculo de 4 “ 4a `4c. O acréscimo de trabalho para calcular 4 a
cada iteração é compensado pela redução significativa no número de iterações.
1.4 Implementações dos Métodos de Pontos Interiores
Ao implementar os métodos de pontos interiores devemos ter em conta as
seguintes etapas:
d Preprocessamento: O preprocessamento tem como finalidade detectar e rearranjar
informações redundantes para reduzir o tamanho do problema, tornando mais
fácil sua solução. Por exemplo, podem ser eliminadas linhas e colunas duplicadas,
algumas variáveis podem ser consideradas fixas, restrições redundantes podem ser
removidas. Além disso, podemos identificar infactibilidades primal e dual por meio
do preprocessamento.
d Solução inicial: (MEHROTRA, 1992b) sugere que se utilize o seguinte ponto inicial:
x˜ “ AT pAAT q´1b,
z˜ “ c´ A
Ty0
2 .
A seguir, calculamos
αp “ δp ` 0, 5px˜` δpeq
T pz˜ ` δdeq
pz˜j ` δdq ,
αd “ δd ` 0, 5px˜` δpeq
T pz˜ ` δdeq
px˜j ` δpq ,
em que
δp “ maxt´1, 5pmin x˜jq; 0, 01u,
δd “ maxt´1, 5pmin z˜jq; 0, 01u.
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Em consequência, o ponto inicial é dado por
x0 “ x˜` αpe,
z0 “ z˜ ` αde,
y0 “ pAAT q´1Ac,
d Critério de parada: Os critérios de parada para os métodos de pontos interiores
baseiam-se nas condições de otimalidade (1.3). Essas condições podem ser medidas
calculando a factibilidade primal e dual relativa e o gap de dualidade, ou seja,
}b´ Ax}
1` }b} ď , (1.9)
}c´ ATy ´ z}
1` }c} ď , (1.10)
| cTx´ bTy |
1` | cTx | ď , (1.11)
em que  é um número pequeno, em geral, é considerado igual a 10´8.
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2 Solução de sistemas de equações lineares
O cálculo dos sistemas de equações lineares que surgem a cada iteração dos
métodos de pontos interiores para determinar as direções de busca influenciam diretamente
no desempenho desses métodos, uma vez que este é o passo que requer maior esforço
computacional. Dessa forma, a escolha adequada de qual método utilizar na resolução de
tais sistemas lineares é fundamental para se obter eficiência e um bom desempenho.
Para resolver os sistemas de equações lineares podemos considerar tanto méto-
dos diretos quanto métodos iterativos, os quais devem ser escolhidos de acordo com as
propriedades da matriz dos coeficientes do sistema.
Neste capítulo, serão definidos os sistemas de equações normais e o sistema
aumentado, os quais são equivalentes ao sistema original, porém de menor dimensão,
facilitando a resolução. Além disso, trataremos de métodos diretos e iterativos para a
resolução dos sistemas lineares, dando um pouco mais de ênfase ao método iterativo dos
gradientes conjugados precondicionado, o qual é utilizado neste trabalho.
2.1 Sistemas de equações lineares
Para encontrar as direções de busca nos métodos de pontos interiores temos
que resolver um ou mais sistemas lineares por iteração. Estes sistemas têm a mesma matriz
de coeficientes então, trataremos aqui somente o seguinte sistema linear:»—–A 0 00 AT I
Z 0 X
fiffifl
»—–4x4y
4z
fiffifl “
»—– b´ Ax
k
c´ ATyk ´ zk
µke´XkZke
fiffifl “
»—–rprd
rµ
fiffifl . (2.1)
Eliminando variáveis, podemos transformar o sistema (2.1) num sistema equi-
valente de menor dimensão. Isolando a variável 4z da terceira equação do sistema (2.1),
Z 4 x`X 4 z “ rµ
temos:
4z “ X´1prµ ´ Z 4 xq. (2.2)
Substituindo (2.2) na segunda equação do sistema (2.1), dada por:
AT 4 y `4z “ rd,
obtemos:
AT 4 y `X´1prµ ´ Z 4 xq “ rd,
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AT 4 y ´X´1Z 4 x “ rd ´X´1rµ.
Logo, de (2.1) temos as seguintes equações:
A4 x “ rp,
´X´1Z 4 x` AT 4 y “ rd ´X´1rµ.
(2.3)
Considerando D´1 “ ´X´1Z, obtemos o sistema linear a seguir, chamado de
sistema aumentado: «
D´1 AT
A 0
ff«
4x
4y
ff
“
«
rd ´X´1rµ
rp
ff
. (2.4)
O sistema (2.4) pode ser ainda reduzido. Para isso, da primeira equação isolamos
4x, obtendo:
4x “ Dprd ´X´1rµ ´ AT 4 yq,
4x “ DAT 4 y ´Dprd ´X´1rµq.
(2.5)
Substituindo 4x na segunda equação de (2.4), obtemos:
ADAT 4 y ´Dprd ´X´1rµqq “ rp,
ADAT 4 y ´ ADprd ´X´1rµq “ rp.
(2.6)
De (2.6) temos as seguintes equações chamadas de sistema de equações normais:
pADAT q4 y “ ADprd ´X´1rµq ` rp. (2.7)
Vale observar que nos métodos de pontos interiores de programação linear, a
matriz D é uma matriz diagonal cujos elementos são todos valores positivos. Mas, conforme
uma solução ótima se aproxima, alguns elementos de D tendem ao infinito, enquanto
outros se aproximam de zero, causando problemas de instabilidade numérica. Pois, pelo
Algoritmo 2 podemos observar que, a cada iteração do método de pontos interiores, a
matriz D de ADAT se altera. Além disso, está mudança torna-se mais brusca quando se
está perto de uma solução ótima. Isto deve-se ao fato de que na solução ótima px˜, y˜, z˜q do
problema, tem-se que γ “ xT z “ 0, ou seja,
x˜iz˜i “ 0 para i “ 1, ..., n.
Então, se na k ´ ésima iteração do método de pontos interiores uma solução pxk, yk, zkq
está próxima à solução ótima, tem-se:
xki z
k
i « x˜iz˜i “ 0. (2.8)
Ademais, sabemos que para i “ 1, ..., n os elementos da matriz Dk são:
dki “ zki pxki q´1.
Daí, pela equação (2.8) tem-se que dki Ñ 0 ou dki Ñ 8.
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2.1.1 Sistemas de equações normais
Muitas das implementações de métodos de pontos interiores utilizam métodos
diretos para resolver os sistemas de equações normais (ADLER et al., 1989b; LUSTIG;
MARSTEN; SHANNO, 1991; LUSTIG; MARSTEN; SHANNO, 1992). Um dos métodos
mais usados consiste em decompor a matriz ADAT de (2.7) em LD1LT , sendo D1 uma
matriz diagonal e L uma matriz triangular inferior. Este método é um tipo de fatoração
de Cholesky e será descrito na Subseção (2.2.1).
Conforme (BOCANEGRA, 2005a), estes sistemas têm a vantagem de trabalhar
com matrizes simétricas e definidas positivas, pois elas apresentam boas propriedades nu-
méricas. Quando métodos diretos são usados para resolvê-los, a decomposição das matrizes
é estável e dispensa estratégias de pivotamento. Porém, existem algumas desvantagens
nesta abordagem. Uma delas é a instabilidade originada em problemas que apresentam
variáveis livres. Outra, é a perda de esparsidade da matriz ADAT , na simples presença de
colunas densas em A.
Uma forma de contornar o problema de perda de esparsidade pode ser utilizar
métodos iterativos para resolver tais sistemas, pois a matriz é requerida apenas para calcular
o produto matriz-vetor e, portanto, ADAT não precisa ser explicitamente construída, a
menos que seja necessária para o cálculo do precondicionador. Um método iterativo utilizado
para resolver os sistemas lineares a cada iteração dos métodos de pontos interiores é o
método dos gradientes conjugados precondicionado (ADLER et al., 1989a; MEHROTRA,
1992a; WANG; O’LEARY, 2000).
2.1.2 Sistema aumentado
O sistema aumentado (2.4) é formado por matrizes esparsas, simétricas e
indefinidas. Portanto, não é possível utilizar a fatoração de Cholesky. A fatoração de
Bunch-Parlett (BUNCH; PARLETT, 1971) é um método direto muito utilizado em
implementações de pontos interiores que tratam sistemas aumentados. Em (VANDERBEI,
1995) foi proposto um outro método que permite transformar o sistema indefinido em um
sistema quase definido por meio do método de regularização primal e dual.
O sistema aumentado apresenta algumas vantagens em relação às equações
normais: os fatores resultantes da decomposição normalmente são mais esparsos e nume-
ricamente mais estáveis; variáveis livres e colunas densas são facilmente tratadas. Isto
motivou muitos pesquisadores a incluírem esta formulação em seus códigos.
O método dos gradientes conjugados não é adequado, já que pode falhar na
solução de sistemas com matrizes indefinidas. Entretanto, ele tem sido aplicado com
sucesso usando precondicionadores adequados (BERGAMASCHI; GONDZIO; ZILLI, 2004;
DURAZZI; RUGGIERO, 2003). O MINRES e SYMMLQ são métodos mais apropriados
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para resolver sistemas indefinidos (PAIGE; SAUNDERS, 1975).
A seguir, apresentamos brevemente alguns métodos diretos e iterativos que
podem ser utilizados para resolver os sistemas de equações lineares dos métodos de pontos
interiores. Daqui em diante, consideramos o sistema linear denotado por: Ax “ b.
2.2 Métodos diretos
Um método direto é aquele que encontra a solução do sistema linear após um
número finito de operações aritméticas. Existem diversos métodos diretos que podem
ser utilizados no caso da matriz ser simétrica definida positiva. Entre eles se destaca a
fatoração de Cholesky.
2.2.1 Fatoração de Cholesky
Consideremos um sistema de equações lineares Ax “ b, em que A P Rnˆn é
uma matriz simétrica definida positiva, isto é, uTAu ą 0, @u P Rn e u ‰ 0. Assim, A pode
ser fatorada em
A “ LLT ,
em que L é uma matriz triangular inferior. A “ LLT é chamada de fatoração de Cholesky
e sua existência é garantida pelo Teorema 2.1, cuja demonstração pode ser vista em
(GOLUB; VAN LOAN, 1989).
Teorema 2.1. Se A P Rnˆn for uma matriz simétrica definida positiva, então existe uma
única matriz triangular L P Rnˆn com elementos da diagonal positivos tal que A “ LLT .
Portanto, para resolver o sistema Ax “ b, a matriz na forma fatorada
Ax “ bñ LLTx “ b
é usada. Considerando,
Ly “ b e LTx “ y,
temos que a solução y do sistema triangular inferior é obtida por substituições progressivas
e a solução x do sistema triangular superior, por substituições regressivas. A matriz L é
calculada da seguinte forma:
ljj “
gffeajj ´ j´1ÿ
r“1
l2jr,
lij “
aij ´
j´1ř
r“1
lirljr
ljj
, i ą j.
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Uma outra forma de resolver o sistema Ax “ b quando A é positiva definida,
a qual evita o uso da raiz quadrada, consiste em decompor a matriz em A “ LDLT , em
que L é uma matriz triangular inferior, cujos elementos da diagonal são iguais a 1, isto é,
lii “ 1, @i e D é uma matriz diagonal. Consequentemente, o sistema Ax “ b é resolvido da
seguinte forma:
Ax “ bñ LDLTx “ b.
Considerando
Ly “ b, Dz “ y, LTx “ z,
tem-se que a solução y do sistema é obtida pelas substituições progressivas e a solução x
pelas substituições regressivas.
Neste caso, as matrizes L e D são calculadas da seguinte forma:
djj “ ajj ´
j´1ÿ
r“1
l2jrdrr,
lij “
aij ´
j´1ř
r“1
lirdrrljr
djj
, i ą j.
Conforme (GOLUB; VAN LOAN, 1989), as matrizes definidas positivas, quando
fatoradas, possuem alta estabilidade numérica, não sendo necessário o uso de estratégias
de pivotamento.
Na prática, algumas estratégias devem ser utilizadas para que a fatoração de
Cholesky tenha êxito ao ser aplicada na solução de um sistema linear. Algumas vezes é
necessário manipular colunas densas e escolher alguma técnica de reordenamento para obter
fatores com preenchimento mínimo. Implementações eficientes da fatoração de Cholesky
podem ser encontradas em (GEORGE; LIU, 1981; GONDZIO, 1993).
Trabalhar com métodos diretos tem suas suas vantagens, entre elas destacamos
a precisão obtida na solução. Porém, quando a matriz L, obtida da fatoração, for muito
mais densa que a matriz original, seu uso pode se tornar proibitivo. Nestes casos, métodos
iterativos tornam-se mais atrativos, desde que sejam utilizados com precondicionadores
adequados.
2.3 Métodos iterativos
Nesta seção, serão descritos alguns métodos iterativos utilizados para calcular
aproximadamente as soluções de sistemas de equações lineares. Primeiramente, apresenta-
mos alguns conceitos relativos aos métodos iterativos , os quais serão úteis para entender
melhor o método que utilizamos nesse trabalho.
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2.3.1 Noções básicas sobre métodos iterativos
Conforme (LIMA, 2008), muitos problemas matemáticos, quando não é possível
ou então é muito difícil obter a solução exata de um certo sistema, opta-se por determinar
um valor aproximado dessa solução. Esse valor aproximado é geralmente obtido por um
método de aproximações sucessivas ou um método iterativo, em que cada nova aproximação
é obtida a partir da anterior (ou das anteriores), por meio de um procedimento conhecido,
de modo a tornar o erro de aproximação cada vez menor. As seguintes definições podem
ser encontradas em (LIMA, 2008).
Definição 2.1. (Método iterativo a p passos). Seja E um espaço normalizado e X um
subconjunto de E. Chama-se método iterativo a p passos em E (definido sobre X) a qualquer
aplicação Ψ, que a cada sucessão de p elementos pξ0, ..., ξp´1q P Xp, faz corresponder uma
sucessão infinita txku8k“0, xk P E, com as seguintes propriedades:
1. Os primeiros p termos da sucessão txku8k“0 são dados:
xi “ ξi, i “ 0, ..., p´ 1.
2. Os demais elementos de txku8k“0 são determinados a partir destes da seguinte forma:
xk`p “ φpxk, xk`1, ..., xk`p´1q,
em que φ é uma função conhecida (chamada de função iteradora) com domínio em Xp e
valores em E.
Geralmente, na prática só se calcula um número finito de termos da sucessão
txku8k“0 (também chamados de iteradas ), tantos quanto forem necessários para alcançar a
precisão desejada. Por isso, a cada método iterativo estão associados os critérios de parada,
isto é, regras que permitem verificar se as iteradas tem ou não a precisão exigida.
Definição 2.2. Dizemos que um método iterativo Ψ a p passos, definido sobre x, é
convergente para um x P E, num certo domínio A Ă XP , se para quaisquer valores iniciais
pξ0, ..., ξp´1q P A se verifica xk Ñ x, quando k Ñ 8 (segundo a norma em E).
Para efeitos práticos, não basta que o método iterativo seja convergente, mas
também que ele convirja rapidamente, isto é, que seja possível alcançar a precisão desejada
com um número não muito grande de iterações. Quanto a este aspecto, os métodos
iterativos distinguem-se entre si pela ordem de convergência.
Definição 2.3. Seja txku8k“0 uma sucessão convergente para x num espaço normalizado
E. Diz-se que esta sucessão tem ordem de convergência não inferior a r pr P R`q se existir
uma constante positiva Cr tal que
}xk`1 ´ x} ď Cr}xk ´ x}r, @k P N. (2.9)
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Se r for o maior número real para o qual a sucessão txku8k“0 tem ordem de convergência
não inferior a r, então diz-se que esta sucessão tem ordem de convergência r.
Definição 2.4. Diz-se que uma sucessão converge linearmente ou tem convergência linear
se tiver ordem de convergência r “ 1.
Definição 2.5. Diz-se que uma sucessão tem convergência supralinear se tiver ordem de
convergência r > 1. Em particular, se tiver ordem de convergência r = 2, diz-se que tem
convergência quadrática.
Definição 2.6. Seja txku8k“0 uma sucessão convergente para x num espaço normalizado
E, com ordem de convergência r. Chama-se fator assintótico de convergência ao ínfimo
de todas as constantes Cr para as quais é satisfeita a condição (2.9).
Além da convergência, outra propriedade importante dos métodos iterativos é
a sua estabilidade.
Definição 2.7. Um método iterativo Ψ a p passos, definido no conjunto X, é dito estável
em A Ă X, se existir uma constante C ą 0, tal que
max
nPN }x
n ´ yn} ď C max
i“1,...,n }ξ
i ´ ηi} @ξ, η P Ap, (2.10)
em que txnu e tynu são, respectivamente, as sucessões geradas a partir das sucessões
ξ “ pξ0, ξ1, ..., ξp´1q e η “ pη0, η1, ..., ηp´1q.
Em outras palavras, um método iterativo é dito estável se para dois conjuntos
próximos de valores iniciais, ξ e η, ele obtém sucessões igualmente próximas. Note que se
um método iterativo for convergente em todo o espaço para um certo elemento x, então
ele também é estável em todo o espaço (neste caso, diz-se incondicionalmente estável).
Mas, se ele só for convergente num certo subespaço X, então pode não ser estável nesse
subespaço.
2.3.2 Método dos gradientes conjugados
Este método é considerado um método eficiente para resolver sistemas de
equações lineares de grande porte, cuja matriz dos coeficientes é simétrica, definida
positiva e esparsa. Considere o sistema linear:
Ax “ b, (2.11)
em que A P Rnˆn é uma matriz simétrica e definida positiva e b P Rn. Uma forma
quadrática é uma função f : Rnˆn Ñ R, definida por:
fpxq “ 12x
TAx´ bTx` c, (2.12)
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com c constante. Resolver o sistema (2.11) é equivalente a encontrar o ponto de mínimo
de (2.12) (GOLUB; Van Loan, 1996). Isto equivale a resolver o problema de minimização:
min
xPRn fpxq. (2.13)
Por outro lado, sabemos que o vetor gradiente aponta na direção de maior
crescimento de fpxq. Temos que, ∇fpxq “ Ax ´ b e considerando ∇fpxq “ 0, encontra-
se um ponto crítico de fpxq. Como A é simétrica e definida positiva, pode-se garantir
que A possui inversa e com isto o sistema tem solução única. Desta forma, se x˜ for
uma aproximação para a solução do problema de minimização (2.13), então será uma
aproximação para a solução do sistema linear (2.11) (PULINO, 2012; GOLUB; Van Loan,
1996).
Antes de continuar a descrição do método dos gradientes conjugados, apresen-
taremos brevemente os métodos de máxima descida e das direções conjugadas.
2.3.3 Método de máxima descida
Este é um dos métodos mais antigos utilizados para minimizar uma função
de n variáveis, ele também é chamado de método do gradiente ou de Cauchy. Apesar
de possuir convergência lenta, este método é de grande importância, devido ao seu
embasamento teórico e sua simplicidade. A função f encontra seu mínimo na direção de
´∇fpxkq “ b ´ Axk a partir do ponto xk, que no caso é o resíduo. Isto é, na k-ésima
iteração, tem-se:
´∇fpxkq “ b´ Axk “ rk.
Se o resíduo for não nulo, existe um parâmetro λ P R tal que
fpxk ` λrkq ă fpxkq.
Assim, λ é escolhido de modo a obter o mínimo de f na variedade linear
Sk “ tz P Rn; z “ xk ` λrk, λ P Ru,
obtendo xk`1 “ xk ` λkrk tal que fpxk`1q “ mintfpzq, z P Sku. Para achar λk, definimos
φpλq “ fpxk ` λrkq,
onde λ P R. Logo, para encontrar o minimizador λk fazemos φ1pλq “ 0. Portanto, com
rk ‰ 0
λk “ pr
kqT rk
prkqTArk .
Usando o fato de que A é uma matriz definida positiva, temos que λk ą 0. O Algoritmo 3,
resume o método de máxima descida.
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Algoritmo 3: Método de Máxima Descida
Entrada: x0 P Rn, aproximação inicial para x˚
Saída: x˚, solução de (2.11)
1 início
2 para k = 0,1,2,... até convergir faça
3 rk “ b´ Axk;
4 λk “ pr
kqT rk
prkqTArk ;
5 xk`1 “ xk ` λkrk;
6 fim
7 fim
2.3.3.1 Método das direções conjugadas
O método das direções conjugadas é similar ao método de máxima descida. A
diferença entre eles consiste em que no método de máxima descida, os vetores das direções
escolhidos são ortogonais, já no método das direções conjugadas, os vetores são conjugados.
Definição 2.8. Seja A P Rnˆn, os vetores das direções d0, d1, ..., dn pertencentes a Rn são
conjugados se
pdkqTAdj “ 0, j ď n, k ‰ j. (2.14)
De modo similar ao método de máxima descida, é necessário determinar λk
que minimiza fpxq no ponto xk`1. Este valor é dado por:
λk “ pr
kqT rk
pdkqTAdk . (2.15)
Para gerar um conjunto de n direções conjugadas linearmente independente
utiliza-se o processo de ortogonalização de Gram-Schmidt, o qual consiste em, a partir de
um conjunto de n vetores u0, u1, ..., un´1, construir direções conjugadas de modo que:
di “
$’&’%
u0, se i “ 0,
u1 `
i´1ÿ
r“0
βi,rd
r se i ą 0. (2.16)
em que os βi,j são dados por:
βi,j “ ´pu
iqTAdj
pdjqTAdj , para todo i ą j.
O processo de Gram-Schmidt apresenta algumas dificuldades ao ser usado
no método das direções conjugadas, pois todos os vetores das direções têm que ser
armazenados, pois os anteriores são sempre utilizados na construção de cada novo vetor.
O custo requerido das operações por este método é Opn3q.
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2.3.3.2 Método dos gradientes conjugados
O método dos gradientes conjugados é simplesmente o método das direções con-
jugadas, onde as direções de busca são construídas a partir da conjugação dos resíduos. Note
que, no método da máxima descida, o k-ésimo passo é sobre o espaço xk ` spant∇fpxkqu.
Pode-se escolher um subconjunto gerado por tp0, p1, ..., pku de forma que as direções pk
tornem o processo iterativo passível de convergir em n passos, em que n é a dimensão do
sistema linear
As direções consecutivas pk e pk`1 são construídas de maneira que sejam
A-conjugadas, isto é,
ppk`1qTApk “ 0,
onde p0 “ ´∇fpx0q e pk`1 “ rk`1 ` βkpk. Tem-se então que
βk “ pp
kqTArk`1
ppkqTApk “
“ pr
k`1qTApk
ppkqTApk .
(2.17)
Assim, a direção pk`1 é a projeção ortogonal do resíduo rk`1 sobre o espaço
gerado pela direção pk, (PULINO, 2012). Note que,
rk`1 “ b´ Axk`1 “ b´ Axk ´ λkApk “
“ rk ´ λkApk. (2.18)
Por outro lado, temos que
ppkqT rk “ prkqT rk ` βk´1ppk´1qT rk “
“ prkqT rk,
uma vez que ppk´1qT rk “ 0, visto que rk “ ∇fpxkq, onde xk é o ponto de mínimo de f na
direção pk´1. Assim, temos
λk “ pr
kqT rk
ppkqTApk , (2.19)
finalmente, da equação (2.18) segue que
Apk “ r
k ´ rk`1
λk
.
Substituindo a última igualdade em (2.19) obtemos:
βk “ pr
k`1qT rk`1
prkqT rk .
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Algoritmo 4: Método dos gradientes conjugados
Entrada: x0 P Rn, aproximação inicial para x˚
Saída: x˚, solução de (2.11)
1 início
2 r0 “ b´ Ax0;
3 para k = 0,1,2,... até convergir faça
4 λk “ pr
kqT rk
ppkqTApk ;
5 xk`1 “ xk ´ λkApk;
6 βk “ pr
k`1qTApk
ppkqTApk ;
7 pk`1 “ rk`1 ` βkpk;
8 fim
9 fim
No Algoritmo 4 são apresentados os passos do método dos gradientes conjugados
(PULINO, 2012).
Em (PULINO, 2012) foi mostrado que dois resíduos consecutivos são ortogonais,
que tr0, r1, ..., rk, ...u é um conjunto ortogonal e que tp0, p1, ..., pk, ...u é um conjunto A-
conjugado, garantindo que o método dos gradientes conjugados converge para a solução
exata do sistema (2.11) em n passos.
As características de convergência dos métodos gradientes conjugados dependem
dos autovalores da matriz de coeficientes. Se a magnitude de todos os autovalores for
aproximadamente a mesma, as superfícies se tornam mais esféricas e a convergência será
rápida. Para um caso mais geral, pode-se mostrar que em aritmética exata, o número de
iterações necessárias para a convergência do método é o número de autovalores distintos.
2.3.4 Método dos gradientes conjugados precondicionado
Em (GOLUB; Van Loan, 1996) foi mostrado que se A “ In ` UDUT é uma
matriz definida positiva com U P Mnˆr, D P Mr e r ă n então o método de gradientes
conjugados aplicado ao sistema (2.11) converge para a solução exata do sistema linear em
até r`1 iterações. Desta forma, o método dos gradientes conjugados converge rapidamente
se o número de condição segundo a norma 2 é próximo a 1, isto é, κ2 « 1 ou se a
matriz A tiver poucos autovalores distintos. Isto motivou o estudo de sistemas lineares
precondicionados.
Considere o sistema (2.11) e seja C PMnpRq uma matriz simétrica e definida po-
sitiva precondicionadora para (2.11). Assim, A “ C´1AC´1 é uma matriz precondicionada
e o sistema Ax “ b, em que x “ C´1b e b “ C´1b é um sistema linear precondicionado.
Considerando o método dos gradientes conjugados aplicado ao sistema Ax “ b
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e que xk “ C´1xk e rk “ b´ Axk temos que
rk “ b´ Axk
“ C´1pb´ Axkq
“ C´1rk.
Fazendo M “ C2, obtemos
λk “ pr
kqT rk
ppkqTApk
“ pr
kqTM´1rk
C´1ppkqTAC´1pk ,
Cxk`1 “ Cxk ` λkpk,
C´1rk`1 “ Cxk ´ λkC´1AC´1pk,
βk “ pr
k`1qTM´1rk`1
prkqTM´1rk ,
pk`1 “ C´1rk`1 ` βkpk.
Definindo pk “ C´1pk e zk “ M´1rk obtemos a versão precondicionada do
método dos gradientes conjugados, a qual é apresentada no Algoritmo 5, a seguir.
Algoritmo 5: Método dos gradientes conjugados precondicionado
Entrada: x0 P Rn, aproximação inicial para x˚, M o precondicionador
Saída: x˚, solução de (2.11)
1 início
2 r0 “ b´ Ax0;
3 Obtenha z0 de Mz0 “ r0;
4 p0 “ z0;
5 para k = 0,1,2,... até convergir faça
6 λk “ pz
kqT rk
ppkqTApk ;
7 xk`1 “ xk ` λkpk;
8 rk`1 “ rk ´ λkApk;
9 Obtenha zk`1 de Mzk`1 “ rk`1;
10 βk “ pz
k`1qT rk`1
pzkqT zk ;
11 pk`1 “ zk`1 ` βkpk;
12 fim
13 fim
No Capítulo 3, trataremos de precondicionadores que podem ser usados para
precondicionar as matrizes dos sistemas lineares oriundos dos métodos de pontos interiores.
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3 Precondicionamento de Sistemas Lineares
A técnica de precondicionamento permite melhorar o condicionamento de uma
matriz e consiste em transformar o sistema linear original em um sistema equivalente, mas
com melhores propriedades para ser resolvido por um método iterativo. Isto é, a ideia
de precondicionamento tem implícita a redução do número de iterações necessárias para
a convergência, transformando o sistema original Ax “ b em um sistema A˜x “ b˜, de tal
forma que:
• o número de operações necessárias para resolver A˜x “ b˜ não deve ser consideravel-
mente maior que o requerido para resolver Ax “ b.
• os sistemas lineares Ax “ b e A˜x “ b˜ tenham a mesma solução.
A matriz A˜ e o vetor b˜ são obtidos ao multiplicar ambos A e b por uma matriz
M , a qual é chamada de matriz precondicionadora.
Note que o novo sistema A˜x “ b˜ deve ter melhores propriedades espectrais,
como por exemplo, autovalores próximos da unidade. De fato, a convergência do método
dos gradientes conjugados depende da distribuição dos autovalores da matriz. Por esta
razão, é importante o precondicionamento de matrizes em muitos casos. Devido a isto, o
precondicionamento tornou-se uma das ferramentas mais importantes no desenvolvimento
de resolvedores eficientes para problemas difíceis em computação científica (BENZI, 2002;
SAAD; VORST, 2000; TREFETHEN; BAU, 1997).
Neste trabalho, utilizamos o método iterativo dos gradientes conjugados pre-
condicionado, pois como a matriz diagonal D torna-se muito mal condicionada ao longo
das iterações do método de pontos interiores e, consequentemente, ADAT também, se a
técnica de precondicionamento não for utilizada, o método dos gradientes conjugados não
terá um bom desempenho podendo até mesmo não convergir.
Neste capítulo, serão apresentados os precondicionadores Fatoração Controlada
de Cholesky (FCC) e o Precondicionador Separador utilizados na abordagem híbrida.
Além disso, descreveremos as mudanças de fase e as propostas para definição do parâmetro
η o qual é utilizado na FCC, e sua atualização encontradas na literatura.
3.1 Abordagem híbrida de Precondicionamento
A abordagem híbrida de precondicionamento se mostrou uma ferramenta
bastante útil para a resolução de sistemas lineares oriundos do método de pontos interiores,
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os quais são resolvidos pelo método iterativo do gradiente conjugado. Isto pode ser visto
conforme os resultados apresentados nos trabalhos em (BOCANEGRA, 2005b; GHIDINI;
OLIVEIRA; SORENSEN, 2014; SUÑAGUA; OLIVEIRA, 2016; BARTMEYER, 2016),
dentre outros. Esta estratégia consiste em combinar dois ou mais precondicionadores
distintos com intuito de melhorar a eficiência do método iterativo. Espera-se que com uma
combinação inteligente dos precondicionadores o método se torne mais eficiente.
Este trabalho considera a abordagem híbrida de precondicionamento proposta
em (BOCANEGRA, 2005a; BOCANEGRA; CAMPOS; OLIVEIRA, 2005), a qual, durante
as iterações de pontos interiores, combina dois precondicionadores especialmente adaptados
para os sistemas lineares oriundos dos métodos de pontos interiores. Inicialmente, a matriz
precondicionadora M é construída pela Fatoração Controlada de Cholesky (FCC) e depois
de um certo número de iterações do método de pontos interiores, numa segunda fase, a
matriz precondicionadora M passa a ser construída pelo precondicionador Separador.
Abordagens desse tipo baseiam-se no fato de que, de um modo geral, os
precondicionadores oriundos de fatorações incompletas de Cholesky funcionam bem nas
iterações iniciais do método de pontos interiores, quando a matriz ADAT ainda não é tão
mal condicionada, enquanto o precondicionador separador, funciona melhor nas iterações
finais quando a matriz ADAT já está mal condicionada.
Nas duas próximas seções, descrevemos ambos precondicionadores, Fatoração
Controlada de Cholesky e Separador.
3.1.1 Fatoração Controlada de Cholesky
A Fatoração Controlada de Cholesky, proposta em (CAMPOS, 1995; CAM-
POS; BIRKETT, 1998.) é uma variação da Fatoração Incompleta de Cholesky (JONES;
PLASSMANN, 1995). Sua finalidade consiste em construir uma matriz precondicionadora
que possua os autovalores agrupados e próximos a unidade, de forma a acelerar a conver-
gência do método dos gradientes conjugados. Independentemente de esta fatoração ter
sido desenvolvida para aplicações gerais, este tipo de fatoração tem algumas propriedades
desejáveis, tais como, armazenamento previsível e controle do preenchimento de acordo
com a memória disponível.
Considere a matriz ADAT P Rmˆm fatorada da seguinte forma:
ADAT “ LLT “ L˜L˜T `R, (3.1)
sendo
L : fator obtido pela fatoração completa de Cholesky;
L˜ : fator obtido pela fatoração incompleta de Cholesky;
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R : matriz resto.
Usando L˜ como uma matriz precondicionadora para ADAT , temos:
L˜´1pADAT qL˜´T “ pL˜´1LqpLT L˜´T q “
“ pL˜´1LqpL˜´1LqT . (3.2)
Definindo E “ L´ L˜ e substituindo L “ L˜` E na última igualdade obtemos:
L˜´1pADAT qL˜´T “ pI ` L˜´1EqpI ` L˜´1EqT .
Observe que, quando L˜ ÝÑ L então E ÝÑ 0 e L˜´1pADAT qL˜´T ÝÑ I.
Em (DUFF; MEURANT, 1989) foi mostrado que o número de iterações ne-
cessárias para convergência do método dos gradientes conjugados está relacionado com a
norma da matriz R. Por outro lado, da equação (3.1), temos:
R “ LLT ´ L˜L˜T “
“ LpE ` L˜qT ´ pL´ EqL˜T “
“ LET ` LL˜T ´ LL˜T ` EL˜ “
“ LET ` EL˜.
(3.3)
Conforme (BOCANEGRA, 2005a), a Fatoração Controlada de Cholesky é
construída baseada na minimização da norma de Frobenius de E, visto que, quando
}E} ÝÑ 0 ñ }R} ÝÑ 0. Para tal, considere o seguinte problema:
min }E}2F “ min
mÿ
j“1
cj, sendo cj “
mÿ
i“1
|lij ´ l˜ij|2.
Separando os dois somatórios em:
cj “
mj`ηÿ
s“1
|lisj ´ l˜isj|2 `
mÿ
s“mj`η`1
|lisj|2,
sendo mj o número de elementos não nulos abaixo da diagonal principal na j-ésima coluna
da matriz ADAT , η o número de elementos não nulos extra permitidos por coluna e m a
ordem da matriz. Para minimizar a norma de E, considera-se a seguinte heurística:
• Aumentar o fator η, permitindo maior preenchimento. Desta forma, cj decresce, pois
o primeiro somatório contém mais elementos, o mesmo que ocorre quando níveis de
preenchimento são usados nas fatorações incompletas.
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• Escolher os maiores mj ` η elementos de L˜, em valor absoluto, para η fixo. Desta
forma os maiores elementos estão no primeiro somatório e os menores no segundo,
produzindo um fator L˜ ótimo para uma determinada quantidade de armazenamento.
Este é um esquema de minimização seletiva, semelhante ao de eliminação por
tolerância.
O cálculo deste precondicionador é feito de uma coluna por vez e são armaze-
nados os maiores elementos em valor absoluto. Assim, uma melhor aproximação para o
fator completo é obtida de acordo com a quantidade de memória disponível.
3.1.2 Detalhamento da Fatoração Controlada de Cholesky
A matriz precondicionadora obtida pela Fatoração Controlada de Cholesky
(FCC) contém, em cada j-ésima coluna, mj ` η elementos não nulos. Lembrando que mj
é o número de elementos não nulos da j-ésima coluna da matriz original. Para isso, são
selecionados os maiores (em modulo) mj ` η elementos da L.
Portanto, cada vez que uma coluna da matriz precondicionadora é calculada e
armazenada, os maiores elementos são guardados e os menores elementos são descartados.
Dessa forma, uma aproximação ótima para a decomposição completa, no espaço de arma-
zenamento permitido, é obtida. O Algoritmo 6 resume os passos da fatoração controlada
de Cholesky.
Este algoritmo determina bons precondicionadores quando pouco armazena-
mento é necessário em comparação com precondicionadores que conservam o padrão de
esparsidade da matriz original. O nome Fatoração Controlada de Cholesky se deve ao fato
de que neste algoritmo um bom controle no preenchimento da matriz pode ser feito.
Dado que um limite é pré-escolhido para o armazenamento total por coluna,
esse método pode ser facilmente implementado de modo que a memória disponível não
seja excedida.
O fato do número de elementos não nulos poder ser calculado e armazenado
antecipadamente garante um tempo pequeno necessário para construir o precondicionador
e também um bom controle. Isto se deve à estrutura de dados adotada, que permite acesso
eficiente aos elementos necessários.
Note que as posições dos elementos não nulos guardados pode não coincidir
com todas aquelas da matriz original uma vez que a seleção foi feita por valor e não por
posição.
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Algoritmo 6: Fatoração Controlada de Cholesky
Entrada: A, n, η
Saída: L, matriz precondicionadora.
1 início
2 D “ diagonalpAq
3 A “ D´1{2AD´1{2
4 σ “ 0
5 l “ 0
6 repita
7 falha “ falso
8 para j “ 1 até n faça
9 ts “ lj,sds, 1 ď k ď j ´ 1
10 wi “ lj,sdj “ ai,j ´
j´1ÿ
s“1
li,sts, j ` 1 ď i ď n
11 mj “ número de elementos não nulos nesta coluna de A
12 w “ seleção dos mj ` η elementos de w
13 dj “ 1´
j´1ÿ
s“1
lj,sts ` σ
14 se dj ď m então
15 l “ l ` 1; σ “ 5ˆ 10´1 ˆ 2l
16 falha “ verdadeiro
17 fim se
18 para s “ 1 até mj ` η faça
19 is “ índice da linha selecionada
20 lis,j “ wis{dj
21 fim para
22 fim
23 se (não falha) ou l ą 25 então
24 interrompa
25 fim se
26 fim repita
27 fim
3.1.3 Precondicionador Separador
O precondicionador Separador proposto em (OLIVEIRA, 1997) foi desenvolvido
especialmente para os sistemas aumentados oriundos do método de pontos interiores e é
uma generalização do que foi proposto em (RESENDE; VEIGA, 1993) para problemas de
fluxos em redes. Este precondicionador apresenta melhores resultados nas proximidades da
solução ótima, quando os sistemas lineares já estão muito mal condicionados, sendo esta
sua principal característica. Entretanto, ele não tem um bom desempenho nas iterações
iniciais do método de pontos interiores podendo até não convergir para algumas classes de
problemas.
O precondicionador separador é construído da seguinte forma:
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Considerando que é sempre possível definir uma matriz de permutação P P Rnˆn
para que a matriz A possa ser organizada como: A “ rB N sP , sendo a matriz B P Rmˆm
não singular e a matriz N P Rnˆpn´mq, dado que a matriz A é de posto completo.
Assim,
ADAT “ rB N sPDAP T
«
BT
NT
ff
“
“ rB N s
«
DB 0
0 DN
ff«
BT
NT
ff
“
“ BDBBT `NDNNT .
O precondicionador separador é dado por: M “ D´1{2B B´1.
Logo, a matriz precondicionada T tem a seguinte forma:
T “ D´1{2B B´1pADAT qB´TD´1{2B “
“ Im `WW T ,
em que W “ D´1{2B B´1ND´1{2N P Rmˆn.
O produto B´1N pode ser visto como um processo de escalonamento do
problema de programação linear. Próximo da solução, pelo menos n ´m das entradas
de D são pequenas. Assim, com uma escolha adequada das colunas de B, as entradas da
diagonal de D´1B e DN são muito pequenas perto da solução. Desta forma, W tende à
matriz nula e, portanto, T se aproxima da matriz identidade.
O que requer mais trabalho ao utilizar o precondicionador separador é determi-
nar a matriz B e resolver os sistemas lineares usando-a. Porém, a fatoração QB “ LU ,
em que Q P Rmˆm é uma matriz de permutação, é mais fácil de calcular que a Fatoração
de Cholesky.
Uma forma de determinar a matriz B consiste em minimizar ‖ W ‖, uma vez
que próximo da solução a matriz precondicionada tende à matriz identidade para uma
adequada escolha das colunas de B, devido às componentes de D´1{2B e DN se aproximarem
de zero. Porém, este problema é difícil de resolver. Uma solução aproximada foi obtida em
(OLIVEIRA, 1997) por meio da seleção das primeiras m colunas linearmente independentes
da matriz AD com a menor norma-1 para criar a matriz B.
Nas abordagens híbridas de precondicionamento, saber qual é o melhor momento
de fazer a troca de precondicionador é fundamental para que o método tenha um bom
desempenho. A seguir, apresentaremos os critérios propostos na literatura até o momento
para a realização dessa troca.
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3.2 Mudança de Fase
A mudança de fase ou troca de precondicionadores é uma etapa crítica nas
abordagens híbridas de precondicionamento, pois é nesse momento que deve-se avaliar o
desempenho do primeiro precondicionador usado (em nosso caso, a Fatoração Controlada
de Cholesky (FCC)) e decidir se está na hora de mudar para o outro precondicionador
(Separador), de forma a obter mais eficiência e robustez para o método de pontos interiores.
A primeira heurística que iremos a apresentar para a mudança de fase foi
proposta em (BOCANEGRA, 2005a), cujos passos são apresentados no Algoritmo 7. Nesta
heurística a troca de precondicionador ocorrerá quando o gap inicial, γ0 “ xT0 z0, é reduzido
por um fator de 10´6, indicando proximidade da solução ótima ou quando o método dos
gradientes conjugados precondicionado pela FCC estiver perdendo eficiência ou ainda
quando η já atingiu seu valor máximo ηmax pré-estabelecido. O ηmax é escolhido de acordo
com a quantidade de memória disponível. A atualização do parâmetro η é realizado de
forma empírica como η “ η ` 10.
Algoritmo 7: Heurística proposta em (BOCANEGRA, 2005a)
Entrada: γ0 “ xT0 z0, iterGC, η, ηmax
Saída: η, troca(variável booleana, 1 indica troca)
1 início
2 k “ 0;
3 se γ ă 10´6 ˆ γ0 ou p2ˆ iterGC ď m e η “ ηmaxq então
4 Troca de fase
5 fim
6 se 4ˆ iterGC ě m e η ă ηmax então
7 η “ η ` 10;
8 fim
9 fim
Uma outra heurística para mudança de fase foi proposta em (VELAZCO;
OLIVEIRA; CAMPOS, 2011). Esta heurística considera o número de iterações do método
dos gradientes conjugados precondicionado, a dimensão m da matriz A do sistema e o
valor de ηmax pré-estabelecido.
Nesta heurística, quando o número de iterações do método dos gradientes
conjugados for maior que m6 e o valor de η for menor ao ηmax é somado 10 ao valor de η,
caso contrario é feita a troca de precondicionador. O Algoritmo 8 resume esta heurística.
Mais recentemente, em (BARTMEYER, 2016) é proposta uma heurística
para a troca de fase que utiliza uma estimativa do número de condição pκq da matriz
precondicionada, o número de iterações do método dos gradientes conjugados piterGCq e a
dimensão pmq da matriz do sistema. O número de condição por sua vez é estimado usando
θmax e θmin, o maior e o menor valor de Ritz da matriz precondicionada (BRANDTS;
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Algoritmo 8: Heurística proposta em (VELAZCO; OLIVEIRA; CAMPOS, 2010)
Entrada: iterGC, η, ηmax, m
Saída: η, troca.
1 início
2 se 6ˆ iterGC ą m então
3 se η ă ηmax então
4 η “ η ` 10;
5 senão
6 Troca de fase
7 fim
8 fim
9 fim
VORST, 2004), respectivamente. Isto é,
κ « θmax
θmin
.
Algoritmo 9: Heurística proposta em (BARTMEYER, 2016)
Entrada: iterGC, η, ηmax,m, γ, β, c
Saída: v, solução.
1 início
2 se κ ą 10β então
3 se κ ą cˆ 10γ então
4 Troca de fase
5 fim
6 se 3ˆ iterGC ą m então
7 η “ η ` 10.
8 fim
9 fim
10 fim
Esta heurística é apresentada no Algoritmo 9. Os valores de γ, β e c foram
estimados empiricamente e são os seguintes: c “ 5, β “ 5 e γ “ 5. A tolerância considerada
para o método dos gradientes conjugados foi de 10´8.
Em (ORELLANA, 2017) foi proposto um novo critério para troca de precondi-
cionador utilizando uma variável chamada δ, a qual é obtida analisando os elementos da
matriz diagonal D
Esta proposta consiste no seguinte: se o número de iterações do método do
gradiente conjugado numa iteração do MPI primal-dual é maior que m{5, então verifica-se
se η ă ηmax e δ ă 1, 5ˆ 105, isto é, verifica-se que a FCC ainda não está apta para ter um
bom desempenho, pois a matriz Dk não apresenta diferenças súbitas nos elementos da sua
diagonal. Se a condição for verdadeira, η é aumentado em 10. Caso contrário, a mudança
de fase é realizada. No Algoritmo 10 está resumida esta proposta.
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Algoritmo 10: Heurística proposta em (ORELLANA, 2017)
Entrada: iterGC, η, ηmax, m
Saída: η, troca.
1 início
2 Calcular δ;
3 se 5ˆ iterGC ě m então
4 se η ă ηmax e δ ă 1, 5ˆ 105 então
5 η “ η ` 10;
6 senão
7 Troca de fase
8 fim
9 fim
10 fim
11 fim
3.3 Cálculo inicial e atualização do parâmetro η
Nota-se no Algoritmo 6 que a construção do precondicionador Fatoração Contro-
lada de Cholesky (FCC) envolve um parâmetro η, que permite controlar o preenchimento
da matriz L˜. Isto é, η controla a quantidade de elementos não nulos que podem ser retirados
ou inseridos em cada coluna da matriz que será construída pelo Algoritmo 6.
Conforme (BOCANEGRA, 2005b), determinar um valor inicial para o parâ-
metro η é muito importante. A seguinte estratégia é baseada na densidade da matriz
ADAT .
O valor η inicial, η0, é obtido da seguinte forma:
η0 “
$’’’’&’’’’%
´nnzpADA
T q
m
, se nnzpADA
T q
m
ą 10;
nnzpADAT q
m
, caso contrário,
(3.4)
em que m é a dimensão de ADAT e nnnzp.q o número de elementos não nulos da matriz.
Por outro lado, a atualização do valor do η é feita da seguinte forma: incrementar
em 10 unidades, isto é, η “ η ` 10, sempre que o número de iterações do método de
Gradientes Conjugados Precondicionado aumenta e chega a ser maior que m{6. Esta
atualização é feita até alcançar o valor do ηmax permitido.
Em (RODRIGUEZ, 2017) foi proposta uma outra forma de atualização do η, a
qual tem como objetivo garantir que a quantidade de elementos não nulos da matriz L˜ seja
no máximo pnnzpADAT q ` 3mq{2 quando o precondicionador FCC é usado na abordagem
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híbrida. Nesta proposta para o cálculo do valor η0 é necessário determinar o valor de c :
c “ nnzpADA
T q
nnzpAq ,
em que nnz é o número de elementos não nulos de uma matriz. A seguir mostraremos
como este parâmetro c é utilizado na escolha do η0 :.
η0 “
$’&’%
´tpnnzpAq ´mq{p2mqu, se c < 1;
´tp2nnzpAq ´mq{p2mqu, caso contrário.
(3.5)
Por outro lado, se o número de iterações do método de gradientes conjugados
for maior que m{5 então, efetua-se a atualização do η como segue:
ηk`1 “
$’&’%
tηk{2u, se c < 1;
tηk` | η0 | {10u, caso contrário.
(3.6)
t.u indica o arredondamento para abaixo de um número real. Além disso, em (RODRI-
GUEZ, 2017) foi utilizado o seguinte valor do parâmetro η final no critério de troca de
precondicionador:
ηf “
$’&’%
0, se c < 1;
1, caso contrário.
(3.7)
No seguinte Capítulo descreveremos detalhadamente nossas propostas nesta
tese.
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4 Melhorias para abordagem híbrida de pre-
condicionamento
Nas abordagens híbridas de precondicionamento utilizadas para resolver os
sistemas lineares oriundos dos métodos de pontos interiores são de grande importância os
critérios que nos permitem, se for necessário, fazer a troca oportuna de precondicionador,
assim como a atualização do parâmetro η utilizado na fatoração controlada de Cholesky.
Sendo assim, neste trabalho propomos novas heurísticas com o objetivo de aperfeiçoar a
abordagem híbrida considerada.
Como podemos observar, as heurísticas propostas em (BOCANEGRA, 2005a)
e (VELAZCO; OLIVEIRA; CAMPOS, 2011), descritas na Seção 3.2, não levam em
consideração certas características dos problemas, tais como, número de condição da matriz
precondicionada ADAT , dimensão e densidade, para fazer a troca de precondicionador.
Somente em (BARTMEYER, 2016) foi proposta uma heurística que utiliza uma estimativa
do número de condição, determinada com o auxilio dos valores de Ritz.
Sendo assim, em uma primeira proposta, desenvolvemos uma heurística para
a troca de precondicionadores que também utiliza o número de condição, cujo valor é
determinado de modo aproximado por meio de algumas heurísticas propostas na literatura.
Além da apresentação das heurísticas escolhidas para encontrar estimativas
para o valor do número de condição de uma matriz, neste capítulo, também descreveremos
as novas heurísticas propostas tanto para a troca de precondicionador quanto para a
atualização do parâmetro η do precondicionador fatoração controlada de Cholesky usado
na abordagem híbrida de precondicionamento.
4.1 Número de condição de uma matriz não singular
O número de condição é uma medida da sensibilidade ou estabilidade do sistema
linear Ax “ b, onde A é uma matriz não singular (GOLUB; Van Loan, 1996; STRANG,
2010). Ele mede o quanto a solução é afetada por uma perturbação na matriz A ou no
vetor b do sistema. O número de condição pode ser uma ferramenta importante a ser
utilizada, pois ao trabalhar em aritmética de ponto flutuante existem erros ou perturbações
inevitáveis, seja na hora de inserir dados, no decorrer das operações ou no próprio método
que pode não ser exato, como o método de pontos interiores. Isto pode ser observado
através da seguinte análise (PULINO, 2012).
Sejam Ax “ b um sistema linear, em que a matriz A é inversível, o vetor b não
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nulo e x˚ a solução do sistema. Como A é uma matriz inversível, tem-se
x˚ “ A´1b
a única solução do sistema linear. Considerando δx e δb perturbações ou erros na solução
deste sistema e no vetor do lado direito, respectivamente, temos o seguinte sistema
perturbado:
Apx` δxq “ b` δb. (4.1)
Para que o sistema seja bem condicionado, quando a norma de δb for pequena o valor de
δx também deve ser. Seja x˜ uma solução do sistema perturbado dada por x˜ “ x˚ ` δx˚,
em que δx˚ é a solução para Aδx˚ “ δb. Então,
δx˚ “ A´1δb.
Assim, temos que
}δx˚} “ }A´1δb} (4.2)
}δx˚} ď }A´1}}δb}. (4.3)
Dividindo a (4.3) por }A}}x˚}, tem-se :
}δx˚}
}x˚} ď
}A´1}}A}}δb}
}A}}x˚} . (4.4)
Fazendo as devidas manipulações obtém-se a seguinte relação:
}δx˚}
}x˚} ď κpAq
}δb}
}b} ,
em que κpAq “ }A´1}}A} é chamado número de condição de A. Portanto, o número
de condição de A depende da norma R escolhida e desse modo, pode ser escrito da seguinte
forma:
κRpAq “ }A}R}A´1}R. (4.5)
Além disso, se κRpAq for pequeno, a perturbação da solução será proporcional a δb e então
o sistema será bem condicionado. No caso da perturbação ser próxima de zero, o erro do
sistema tende a ser nulo. Matrizes bem condicionadas tem número de condição próximo
da unidade.
Conforme (KELLEY, 1995), o número de condição da matriz de coeficientes
de um sistema linear a ser resolvido está diretamente relacionado com a eficiência e
convergência do método de gradientes conjugados, pois em (LUENBERGER, 1973) (ver
pag 187) demonstra-se que um ponto xk dos gradientes conjugados satisfaz o seguinte:
‖ xk ´ x˚ ‖Aď 2 ‖ x0 ´ x˚ ‖A
«a
κ2pAq ´ 1a
κ2pAq ` 1
ffk
, (4.6)
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em que ‖ . ‖A é chamada A ´ norma e está definida como ‖ x ‖A“
?
xTAx e κ2pAq é
o número de condição da matriz A. Este fato tem sido pouco explorado em pesquisas
anteriores, que tratam da abordagem híbrida.
Dado que o cálculo do valor exato do número de condição de uma matriz não
singular e de grande porte requer um grande esforço computacional e como nesse trabalho
estamos considerando problemas de otimização linear de grande porte, optamos por utilizar
estimativas convenientes para o número de condição ao invés de calculá-lo exatamente.
Além do trabalho (BARTMEYER, 2016), que utiliza os valores de Ritz para
estimar o número de condição de uma matriz, na literatura existem outros trabalhos
que apresentam formas diferentes de determinar um valor aproximado para o número de
condição, dentre eles podemos citar (C. S.KENNEY; REESE, 1998), (G. PIAZZA, 2002),
(CHENG, 2014), (CLINE et al., 1979) e (HAGER, 1984) entre outras.
Porém, o cálculo de A´1, em particular, muitas vezes é bastante caro computa-
cionalmente e, consequentemente, o valor de }A´1}N também. Sendo assim, por motivos
de eficiência computacional, decidimos usar as estimativas propostas em (C. S.KENNEY;
REESE, 1998; CLINE et al., 1979), as quais serão descritas em detalhes na Subseção 4.1.1
e na Subseção 4.1.2, respectivamente.
4.1.1 Estimativa do número de condição com respeito à norma de Frobenius
De acordo com (C. S.KENNEY; REESE, 1998), esta heurística é baseada em
teoria estatística. Para calcular esta estimativa, é necessário realizar os seguintes passos:
1. Gerar um vetor b de norma 2 igual a 1, tal que dimpbq “ m, em que m é a ordem
da matriz A. Além disso, as componentes do vetor b devem seguir uma distribuição
normal com média igual a zero e variança igual a 1, isto é, b „ Np0, 1q.
2. Resolver o sistema linear Az “ b.
3. Calcular a norma de Frobenius do vetor solução z.
4. Calcular o fator de Wallis Wm conforme (KENNEY; LAUB, 1994):
Wm “
d
2
pipm´ 12q
.
5. Calcular uma estimativa para norma de Frobenius de A´1 como segue:
}A´1}F « }z}F
Wm
.
A seguir apresentamos o Algoritmo 11 para determinar um valor aproximado
para }A´1}F .
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Algoritmo 11: Estimativa para }A´1}F
Entrada: A, m
Saída: NF estimativa.
1 início
2 Calcule b˜ P Np0, 1q com dim(b˜) = m;
3 b “ b˜}b˜} ;
4 Resolva o sistema Az “ b;
5 Calcule }z}2;
6 Calcule Wm “
d
2
pipm´ 12q
;
7 Calcule NF “ }z}2
Wm
;
8 }A´1}F « NF ;
9 fim
4.1.2 Estimativa do número de condição com respeito à norma 2
O algoritmo proposto em (CLINE et al., 1979) para calcular uma estimativa
da norma-2 da matriz A´1 envolve Opn2q operações aritméticas.
A seguir apresentamos uma breve descrição da estratégia para calcular esta
estimativa.
Seja A uma matriz invertível de dimensão nˆ n e b um vetor n dimensional
não nulo. Consideremos o sistema«
AT 0
´I A
ff«
x
y
ff
“
«
b
0
ff
. (4.7)
Então, pelo Teorema A.1 da decomposição espectral SVD(ver apêndice A), temos que A “
UΣV T , em que V e U são ortogonais (i.e. U´1 “ UT e V ´1 “ V T ) e Σ “ diagpσ1, . . . , σnq.
Além disso, σi ‰ 0 para i “ 1, ..., n, pelo fato de A ser não singular.
Por outro lado, como V é não singular e b não nulo, existe um vetor coluna ω
de dimensão n tal que b “ V ω. Por consequência, a solução do sistema (4.7) é da forma:
ATx “ b,
V ΣUTx “ b,
ΣUTx “ V ´1b,
ΣUTx “ ω,
UTx “ Σ´1ω,
x “ pUT q´1Σ´1ω,
x “ UΣ´1ω,
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e
Ay “ x,
UΣV Ty “ UΣ´1ω,
ΣV Ty “ Σ´1ω,
V Ty “ Σ´2ω,
y “ V Σ´2ω.
Calculando a norma euclidiana de x e y temos,
}x}2 “
„
ω21
σ21
` ω
2
2
σ22
` . . .` ω
2
n
σ2n
 1
2
(4.8)
e
}y}2 “
„
ω21
σ41
` ω
2
2
σ42
` . . .` ω
2
n
σ4n
 1
2
. (4.9)
Suponhamos que σi " σn, consequentemente 1
σn
" 1
σi
para todo i. Nessa situação,
}x}2 « ωn
σn
(4.10)
e
}y}2 « ωn
σ2n
. (4.11)
Portanto,
}y}2
}x}2 «
1
σn
. (4.12)
Em resumo, dada uma matriz não singular A, o algoritmo para encontrar esta
estimativa consiste nos seguintes passos:
1. Gerar um vetor b “ p1, ..., 1q P Rn.
2. Resolver o sistema linear ATx “ b.
3. Resolver o sistema linear Ay “ x.
4. Calcular }x}2 e }y}2
5. Calcular a estimativa como segue: }A´1}2 « }y}2}x}2 .
Note que, quando a matriz A for mal condicionada, podemos resolver o sistema
(4.7) para estimar
}A´1}2 “ 1
σn
.
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Sob outra perspectiva, quando a dimensão da matriz A é grande, calcular a
norma }A}2 precisa de muitas operações, portanto, podemos usar o algoritmo descrito
anteriormente para calcular a norma da seguinte forma:
}A}2 “}pA´1q´1}2 “
“ 11
σ1
“
“ σ1.
Desse modo, o número de condição pode ser estimado usando o esquema
anterior, ou seja,
k2pAq « }y}2}x}2
}AT b}2
}Ax}2 . (4.13)
4.2 Novas heurísticas para troca de precondicionadores
Um dos motivos que faz necessária a troca de precondicionadores na abordagem
híbrida é o fato da matriz do sistema, mesmo sendo precondicionada, tornar-se muito mal
condicionada com as iterações do método de pontos interiores e, com isso, o desempenho
do método dos gradientes conjugados vai piorando.
Vale ressaltar que, nas primeiras heurísticas para troca de precondicionadores
apresentadas na Seção 3.2, foram utilizados o parâmetro η0, assim como a atualização
do η, proposto em (BOCANEGRA; CAMPOS; OLIVEIRA, 2005). Quando eles forem
alterados em alguma heurística, este fato será mencionado.
No início da pesquisa utilizamos a estimativa do número de condição descrita
na Seção 4.1.1, a qual nos permitiu criar uma nova heurística de troca de fase, na tentativa
de melhorar os resultados apresentados em (VELAZCO; OLIVEIRA; CAMPOS, 2011).
Nesta nova heurística, que chamamos de HTf1, primeiramente é avaliado
se o número de iterações do método de pontos interiores é maior ou igual a 3, pois
nas primeiras iterações do método de pontos interiores as matrizes não estão tão mal
condicionadas e consideramos que ainda não é necessário fazer uma troca de precondi-
cionador. Em caso afirmativo, o próximo passo é verificar se o número de iterações do
método dos gradientes conjugados precondicionado é maior que m{3. Se for, então é
calculada uma estimativa para o valor do número de condição (κ) da matriz precondicio-
nada D´1{22 L´TD1ADATD1L´TD
´1{2
2 , em que D2 “ pdiagpADAT qq1{2, D1 “ D1{2 e D é
a matriz diagonal resultante da fatoração controlada de Cholesky ADAT “ LDLT . Obtido
o valor estimado, se ele for menor que 5ˆ 105, é feita a atualização do η acrescentando 10
unidades ao seu valor (η “ η ` 10). Caso contrário, é feita a troca de precondicionadores.
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Foram testadas outras possibilidades para o limitante do número de condição
e o número de iterações do método dos gradientes conjugados precondicionados na nova
heurística. Para um limitante para o número de condição consideramos os seguintes valores:
1, 5 ˆ 104, 1, 5 ˆ 105, 1, 5 ˆ 106. Para o número de iterações do método dos gradientes
conjugados, iterGC, testamos os valores: m{3,m{4 e m{6. Porém, a nova heurística obteve
melhores resultados em relação ao tempo de resolução dos problemas com os parâmetros
apresentados no Algoritmo 12.
Algoritmo 12: Heurística HTf1
Entrada: iterGC, η, iter, m
Saída: troca,
1 início
2 se iter >= 3 então
3 se 3ˆ iterGC ą m então
4 Calcular κF , conforme Subseção (4.1.1);
5 se κF ď 1, 5ˆ 105 então
6 η “ η ` 10;
7 senão
8 Troca de fase
9 fim
10 senão
11 iter “ iter ` 1;
12 fim
13 senão
14 iter “ iter ` 1;
15 fim
16 fim
Posteriormente, com o intuito de melhorar os resultados encontrados até o
momento, decidimos criar a heurística HTf2 utilizando a estimativa proposta em (CLINE
et al., 1979) depois de utilizar o software MATLAB para comparar a precisão com os
resultados da estimativa dada em (C. S.KENNEY; REESE, 1998). Esta heurística se
diferencia da heurística HTf1, mostrada no Algoritmo 12, somente na forma de calcular
a estimativa do número de condição, os outros parâmetros foram mantidos, pois eles
forneceram os melhores resultados. A heurística HTf2 é apresentada no Algoritmo 13.
Capítulo 4. Melhorias para abordagem híbrida de precondicionamento 59
Algoritmo 13: Heurística HTf2
Entrada: iterGC, η, iter, m
Saída: troca,
1 início
2 se iter >= 3 então
3 se 6ˆ iterGC ą m então
4 Calcular κ2 : conforme Subseção (4.1.2);
5 se κ2 ď 5ˆ 105 então
6 η “ η ` 10;
7 senão
8 Troca de fase
9 fim
10 senão
11 iter “ iter ` 1;
12 fim
13 senão
14 iter “ iter ` 1;
15 fim
16 fim
Devido à eficácia do parâmetro δ proposto em (ORELLANA, 2017), opta-
mos por utilizá-lo combinado com as estimativas do número de condição propostas em
(BARTMEYER, 2016; C. S.KENNEY; REESE, 1998; CLINE et al., 1979), para criar as
heurísticas para a troca de precondicionador HTFβ’s.
Esta heurística é semelhante à presentada no Algoritmo 10, porém a novidade
que estamos incluindo nela é que, depois do critério utilizando, se δ falhar, utilizaremos
uma das heurísticas propostas em (BARTMEYER, 2016; C. S.KENNEY; REESE, 1998;
CLINE et al., 1979) (ver Algoritmo 9, Algoritmo 12, Algoritmo 13) para calcular uma
estimativa do número de condição da matriz precondicionada e dessa forma permitir ou
não a troca de precondicionador.
No Algoritmo 14, é apresentada a nova heurística HTFβ a qual nesse momento
pode utilizar uma das três estimativas do número de condição κE descritas na Subseção
4.1.1, Subseção 4.1.2 e (BARTMEYER, 2016). O κE é utilizado para representar que
nesse momento pode ser utilizado no algoritmo alguma dessas três estimativas, que serão
referenciadas por 1, 2, e 3, respectivamente.
Depois dos testes realizados com a heurística HTFβ, observamos que os melhores
resultados numéricos (ver Tabela 4, pag 85) foram obtidos utilizando a heurística HTFβ3.
Por isso, optamos em continuar trabalhando com ela.
Dando continuidade ao trabalho, uma outra condição sobre a dimensão da
matriz em que pode ser calculada a estimativa do número de condição, foi considerada
e incluída na heurística HTFβ3, a qual permitiu melhorar ainda mais a eficiência desta,
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Algoritmo 14: Heurística HTFβ
Entrada: iterGC, η0, η, iter, m
Saída: troca,
1 início
2 Calcular δ, conforme (ORELLANA, 2017);
3 se 5ˆ iterGC ą m então
4 se η < 10 e δ ă 1, 5ˆ 105 então
5 η “ η ` 10;
6 senão
7 Calcular κE ;
8 se κE ă 5ˆ 105 então
9 η “ η ` 10;
10 senão
11 Troca de fase
12 fim
13 fim
14 senão
15 aumenta = 0;
16 fim
17 fim
pois observamos que para alguns problemas de grande porte o cálculo de estimativa do
número de condição demorava muito tempo e este não interferia na iteração onde se troca
de precondicionador. Desse modo surgiu a heurística HTF3 a qual está apresentada no
Algoritmo 15.
Por outro lado, conforme (WILKINSON, 1988), além do número de condição da
matriz do sistema, a convergência do método dos gradientes conjugados está relacionado
com a forma como estão distribuídos os autovalores da matriz. Além disso, da equação
(2.8) tem-se que dki Ñ 0 ou dki Ñ 8.
Em razão disso, decidimos utilizar esta informação para fazer uma análise do
espalhamento dos autovalores da matriz ADAT considerando um novo parâmetro que
denotamos por ΥspAq, o qual é o desvio médio absoluto (ver Apêndice B) dos autovalores
de uma matriz não singular A. Isto é:
ΥspAq “ Σ
`
λipAq ´ λ
˘s
m´ 1 ,
em que λipAq representam os autovalores da matriz A e λ representa a média destes
autovalores, m é a dimensão da matriz.
Este parâmetro estatístico foi selecionado para substituir o parâmetro δ utilizado
na heurística nova HTF3 apresentada no Algoritmo 15. Esta escolha foi feita com base na
teoria ao seu respeito para obter informação sobre a dispersão dos autovalores da matriz
ADAT . Porém, calcular os λipADAT q requer de um grande esforço computacional. Então,
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Algoritmo 15: Heurística HTF3
Entrada: iterGC, η0, η, m
Saída: troca,
1 início
2 Calcular δ conforme (ORELLANA, 2017);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e δ ă 1, 5ˆ 105 então
5 η “ η ` 10;
6 senão
7 se m ă 2000 e δ ă 108 então
8 Calcular κ conforme Subseção (4.1.2) ;
9 se κ ă 5ˆ 105 então
10 η “ η ` 10;
11 senão
12 Troca de fase
13 fim
14 senão
15 Troca de fase
16 fim
17 fim
18 senão
19 aumenta = 0;
20 fim
21 fim
para contornar esta dificuldade calcularemos:
Υ1pDq “ Σ|di ´ d|
m´ 1 , (4.14)
onde D “ diagpd1, d2, ..., dnq e d é a média dos di. Esta informação é de grande importância
para nosso análise, pois baseados em testes no Matlab, temos a seguinte conjectura:
Υ1pDq ď Υ1pADAT q.
Desse modo, baseados nessa conjectura foi apresentada uma nova heurística.
Esta heurística, denotada por HTF4, contém um novo critério para troca de precondicio-
nador e está descrita no Algoritmo 16.
Além de propor melhorias na troca de fase na abordagem híbrida de precondi-
cionamento, conforme descrito na Seção 4.2, o nosso outro objetivo é explorar o parâmetro
η utilizado pelo precondicionador Fatoração Controlada de Cholesky e desenvolver novos
critérios para o cálculo do valor inicial, η0, assim como para sua atualização. O intuito foi
de melhorar ainda mais a eficiência e manter a robustez do método de pontos interiores.
Para isso, desenvolvemos e implementamos uma nova forma de atualização desse
parâmetro, a qual tornou-se mais automatizada e agora depende de algumas características
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Algoritmo 16: Heurística HTf4
Entrada: iterGC, η0, η, m
Saída: troca,
1 início
2 Calcular Υ1pDq conforme equação (4.14);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e Υ1pDq ă 1, 5ˆ 106 então
5 η “ η ` 10;
6 senão
7 se m ă 2000 e Υ1pDq ă 108 então
8 Calcular κ conforme Subseção (4.1.2);
9 se κ ă 5ˆ 105 então
10 η “ η ` 10;
11 senão
12 Troca de fase
13 fim
14 senão
15 Troca de fase
16 fim
17 fim
18 senão
19 aumenta = 0;
20 fim
21 fim
do problema, diferentemente de como era feita até o momento, de forma simples e fixa
(η “ η ` 10) ou da forma proposta por (RODRIGUEZ, 2017).
4.3 Novas heurísticas para o parâmetro η
Inicialmente, testamos várias formas de escolher o η0 para conseguir melhorar
os resultados até o momento obtidos. Os testes foram realizados com a seguinte proposta:
η0ϕ “
$’’’’&’’’’%
´
ˆ
nnzpADAT q
m
` ϕ
˙
, se nnzpADA
T q
m
ą 10;
nnzpADAT q
m
` ϕ, caso contrário.
(4.15)
em que ϕ variava entre os valores no seguinte conjunto {5, 10, 15, 20}. Vale ressaltar
que mantendo os demais critérios ou parâmetros da heurística proposta em (VELAZCO;
OLIVEIRA; CAMPOS, 2011) (ver Algoritmo 8), observamos que o valor de ϕ “ 10 foi o
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que obteve melhores resultados. Isto é:
η0ϕ “
$’’’’&’’’’%
´
ˆ
nnzpADAT q
m
` 10
˙
, se nnzpADA
T q
m
ą 10;
nnzpADAT q
m
` 10, caso contrário.
(4.16)
Esta proposta é apresentada no Algoritmo 17.
Algoritmo 17: Heurística HEt1
Entrada: iterGC, η0ϕ , η, ηmax, m
Saída: η, troca.
1 início
2 se 6ˆ iterGC ě m então
3 se η ă ηmax então
4 η “ η ` 10;
5 senão
6 Troca de fase
7 fim
8 fim
9 fim
Sabemos que a densidade de uma matriz quadrada qualquer A é dada por:
ξ “ nnzpAq
m2
,
em que m representa a dimensão da matriz. Portanto, temos que ξ pertence ao intervalo
p0, 1s.
Nossa proposta para a atualização do parâmetro η foi desenvolvida com base na
informação sobre a densidade da matriz ADAT e pelo fato dela ser esparsa nos problemas
de programação linear que estamos considerando.
A escolha do parâmetro de preenchimento η utilizado na FCC está relacionado
com esta esparsidade, isto é, quando ADAT é mais esparsa, o valor do parâmetro η
pode assumir um valor maior e quando ela é menos esparsa o valor do parâmetro η tem
que ser menor. Assim, considerando estas informações, uma função que, devido ao seu
comportamento no intervalo p0, 1s, pode nos ajudar a escolher com melhor precisão e de
forma mais automatizada o parâmetro η é a função ln, pois como podemos ver na Figura 1,
neste intervalo esta função tem um comportamento apropriado para nossa ideia de escolha
do η, isto é, dependendo da esparsidade podemos escolher valores próximos do valor 10
utilizando:
η1 “ t´2, 5 lnpξqqu (4.17)
Logo, uma nova forma de fazer a atualização do η é realizando os seguintes passos:
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1. Calcular: ξ “ nnzpADA
T q
m2
.
2. Calcular η1 “ tβ lnpξqqu.
3. Atualizar: η “ η ` η1.
0.2 0.4 0.6 0.8 1
0
20
40
´2.5 lnpxq
´2.7 lnpxq
´5 lnpxq
´1 lnpxq
´10 lnpxq
Figura 1 – Gráficos das funções βlnpxq para x P p0, 1q
Em que t.u indica o truncamento de um número real. Depois de fazer vários testes,
β “ ´2, 5 foi o valor com o qual obtivemos melhores resultados com relação ao tempo
total de resolução dos problemas pelo método de pontos interiores. Porém, como pode ser
observado na Tabela 14 (ver pag 103) com o valor de β “ ´10, isto é:
η3 “ t´10 lnpξqqu, (4.18)
conseguimos resolver alguns problemas de grande porte que não foram resolvidos por
nenhuma outra heurística. A seguir, no Algoritmo 18 será descrita a heurística HEt2
a qual se diferencia da heurística HEt1, pois esta utiliza o valor do η inicial η0 e na
atualização usa η1.
No Algoritmo 19 será descrita a heurística HEt3. Ela se diferencia de HEt1,
pois utiliza o valor inicial η0ϕ e para a atualização, usa-se η1.
No Algoritmo 20 será descrita a heurística HEt4, a qual diferencia-se da HEt1,
pois utiliza o valor inicial η0ω proposto em (RODRIGUEZ, 2017) e para a atualização usa
η1.
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Algoritmo 18: Heurística HEt2
Entrada: iterGC, η0, ηmax, m, ξ
Saída: η, troca.
1 início
2 se 6ˆ iterGC ě m então
3 se η ă ηmax então
4 Calcular η1
5 η “ η ` η1;
6 senão
7 Troca de fase
8 fim
9 fim
10 fim
Algoritmo 19: Heurística HEt3
Entrada: iterGC, η0ϕ , ηmax, m, ξ
Saída: η, troca.
1 início
2 se 6ˆ iterGC ě m então
3 se η ă ηmax então
4 Calcular η1
5 η “ η ` η1;
6 senão
7 Troca de fase
8 fim
9 fim
10 fim
Algoritmo 20: Heurística HEt4
Entrada: iterGC, η0ω , ηmax, m, ξ
Saída: η, troca.
1 início
2 se 6ˆ iterGC ě m então
3 se η ă ηmax então
4 Calcular η1
5 η “ η ` η1;
6 senão
7 Troca de fase
8 fim
9 fim
10 fim
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4.4 Novas heurísticas combinando troca de fase, valor inicial e atu-
alização do parâmetro η
Com o intuito de alcançar melhores resultados com respeito à eficiência, propo-
mos novas heurísticas que aperfeiçoam ao mesmo tempo a troca de precondicionadores e o
parâmetro η. Estas novas heurísticas foram o resultado da combinação das heurísticas de
troca de precondicionadores HTf3, HTf4 e as heurísticas para melhorar o parâmetro η
HEt1, HEt2, HEt3, HEt4.
4.4.1 Heurísticas provenientes da combinação de HTf3 e as heurísticas para
cálculo de η
As heurísticas deste tipo se caracterizam por ser o resultado de utilizar o critério
de troca de precondicionadores apresentado na heurística HTf3 e uma das melhoras para
o parâmetro η0 e/ou η, tais como η0ϕ , η0ω e a atualização η1 e η3 . Desta combinação
resultaram as seguintes heurísticas: HTf3E1, HTf3E2, HTf3E3, HTf3E4 e HTf3E5.
A seguir faremos uma descrição detalhada delas, acompanhadas do seus algoritmos.
• HTf3E1 se caracteriza por utilizar η0ϕ como eta inicial conforme a equação (4.16) e
a atualização do η dada por η “ η ` 10 e para a troca de precondicionador utiliza a
heurística HTf3. No Algoritmo 21 descrevemos esta heurística.
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Algoritmo 21: Heurística HTf3Et1
Entrada: iterGC, η0ϕ , m
Saída: troca,
1 início
2 Calcular δ conforme (ORELLANA, 2017);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e δ ă 1, 5ˆ 106 então
5 η “ η ` 10;
6 senão
7 se m ă 2000 e δ ă 108 então
8 Calcular κ conforme Subseção (4.1.2) ;
9 se κ ă 5ˆ 105 então
10 η “ η ` 10;
11 senão
12 Troca de fase
13 fim
14 senão
15 Troca de fase
16 fim
17 fim
18 senão
19 aumenta = 0;
20 fim
21 fim
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• HTf3E2 se caracteriza por utilizar η0 como eta inicial e a atualização do η dada
por η1 “ tβ lnpξqqu e a heurística HTf3 para a troca de precondicionador. No
Algoritmo 22 descrevemos esta heurística.
Algoritmo 22: Heurística HTf3Et2
Entrada: iterGC, η0, ηmax, m, ξ
Saída: troca,
1 início
2 Calcular δ conforme (ORELLANA, 2017);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e δ ă 1, 5ˆ 106 então
5 Calcular η1;
6 η “ η ` η1;
7 senão
8 se m ă 2000 e δ ă 108 então
9 Calcular κ conforme Subseção (4.1.2);
10 se κ ă 5ˆ 105 então
11 Calcular η1;
12 η “ η ` η1;
13 senão
14 Troca de fase
15 fim
16 senão
17 Troca de fase
18 fim
19 fim
20 senão
21 aumenta = 0;
22 fim
23 fim
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• HTf3E3 utiliza η0ϕ como eta inicial, a atualização do η dada por η1 e a heurística
HTf3 para a troca de precondicionador. No Algoritmo 23 descrevemos esta heurística.
Algoritmo 23: Heurística HTf3Et3
Entrada: iterGC, η0ϕ , ηmax, m, ξ
Saída: troca,
1 início
2 Calcular δ conforme (ORELLANA, 2017);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e δ ă 1, 5ˆ 106 então
5 Calcular η1
6 η “ η ` η1;
7 senão
8 se m ă 2000 e δ ă 108 então
9 Calcular κ conforme Subseção (4.1.2)
10 se κ ă 5ˆ 105 então
11 Calcular η1;
12 η “ η ` η1;
13 senão
14 Troca de fase
15 fim
16 senão
17 Troca de fase
18 fim
19 fim
20 senão
21 aumenta = 0;
22 fim
23 fim
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• HTf3E4 utiliza η0ω como eta inicial, a atualização do η dada por η1 e a heurística
HTf3 para a troca de precondicionador. No Algoritmo 24 descrevemos esta heurística.
Algoritmo 24: Heurística HTf3Et4
Entrada: iterGC, η0ω , ηmax, m, ξ
Saída: troca,
1 início
2 Calcular δ conforme (ORELLANA, 2017);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e δ ă 1, 5ˆ 106 então
5 Calcular η1
6 η “ η ` η1;
7 senão
8 se m ă 2000 e δ ă 108 então
9 Calcular κ conforme Subseção (4.1.2);
10 se κ ă 5ˆ 105 então
11 Calcular η1;
12 η “ η ` η1;
13 senão
14 Troca de fase
15 fim
16 senão
17 Troca de fase
18 fim
19 fim
20 senão
21 aumenta = 0;
22 fim
23 fim
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• HTf3E5 utiliza η0ω como eta inicial, a atualização do η dada por η2 proposta em
(RODRIGUEZ, 2017) e a heurística HTf3 para a troca de precondicionador. No
Algoritmo 25 descrevemos esta heurística.
Algoritmo 25: Heurística HTf3Et5
Entrada: iterGC, η0ω , m
Saída: troca,
1 início
2 Calcular δ conforme (ORELLANA, 2017);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e δ ă 1, 5ˆ 106 então
5 Calcular η2 conforme equação (3.6);
6 η “ η ` η2;
7 senão
8 se m ă 2000 e δ ă 108 então
9 Calcular κ conforme Subseção (4.1.2)
10 se κ ă 5ˆ 105 então
11 Calcular η2
12 η “ η ` η2;
13 senão
14 Troca de fase
15 fim
16 senão
17 Troca de fase
18 fim
19 fim
20 senão
21 aumenta = 0;
22 fim
23 fim
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4.4.2 Heurísticas provenientes da combinação de HTf4 e as heurísticas para
cálculo de η
As heurísticas deste tipo são o resultado de combinar o critério de troca de
precondicionadores apresentado na heurística HTf4 e uma das melhorias para o parâmetro
η0 e/ou η, tais como η0ϕ , η0ω , e as atualizações η1 e η3 . Desta combinação resultaram as
seguintes heurísticas: HTf4E1, HTf4E2, HTf4E3, HTf4E4, HTf4E5 e HTf4E6. A
seguir faremos uma breve descrição delas, acompanhadas dos seus algoritmos.
˚ HTf4E1 se caracteriza por utilizar η0ϕ como eta inicial e a atualização do η dada
por η “ η ` 10 e para a troca de precondicionador utiliza a heurística HTf4. No
Algoritmo 26 descrevemos esta heurística.
Algoritmo 26: Heurística HTf4Et1
Entrada: iterGC, η0ϕ , m, ξ
Saída: troca,
1 início
2 Calcular Υ1pDq conforme a equação (4.14);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e Υ1pDq ă 1, 5ˆ 106 então
5 η “ η ` 10;
6 senão
7 se m ă 2000 e Υ1pDq ă 108 então
8 Calcular κ conforme Subseção (4.1.2) ;
9 se κ ă 5ˆ 105 então
10 η “ η ` 10;
11 senão
12 Troca de fase
13 fim
14 senão
15 Troca de fase
16 fim
17 fim
18 senão
19 aumenta = 0;
20 fim
21 fim
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˚ HTf4E2 se caracteriza por utilizar η0 como eta inicial e a atualização do η dada
por η1 e para a troca de precondicionador utiliza a heurística HTf4. No Algoritmo 27
descrevemos esta heurística.
Algoritmo 27: Heurística HTf4Et2
Entrada: iterGC, η0, m, ξ
Saída: troca,
1 início
2 Calcular Υ1pDq conforme a equação (4.14);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e Υ1pDq ă 1, 5ˆ 106 então
5 Calcular η1 conforme ;
6 η “ η ` η1;
7 senão
8 se m ă 2000 e Υ1pDq ă 108 então
9 Calcular κ conforme Subseção (4.1.2);
10 se κ ă 5ˆ 105 então
11 Calcular η1;
12 η “ η ` η1;
13 senão
14 Troca de fase
15 fim
16 senão
17 Troca de fase
18 fim
19 fim
20 senão
21 aumenta = 0;
22 fim
23 fim
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˚ HTf4E3 utiliza η0ϕ como eta inicial e a atualização do η dada por η1 e para a
troca de precondicionador utiliza a heurística HTf4. No Algoritmo 28 descrevemos
esta heurística.
Algoritmo 28: Heurística HTf4Et3
Entrada: iterGC, η0ϕ , η, iter, m, ξ
Saída: troca,
1 início
2 Calcular Υ1pDq conforme a equação (4.14);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e Υ1pDq ă 1, 5ˆ 106 então
5 Calcular η1;
6 η “ η ` η1;
7 senão
8 se m ă 2000 e Υ1pDq ă 108 então
9 Calcular κ conforme Subseção (4.1.2);
10 se κE ă 5ˆ 105 então
11 Calcular η1;
12 η “ η ` η1;
13 senão
14 Troca de fase
15 fim
16 senão
17 Troca de fase
18 fim
19 fim
20 senão
21 aumenta = 0;
22 fim
23 fim
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˚ HTf4E4 utiliza η0ω como eta inicial e a atualização do η dada por η1 e para a
troca de precondicionador utiliza a heurística HTf4. No Algoritmo 29 descrevemos
esta heurística.
Algoritmo 29: Heurística HTf4Et4
Entrada: iterGC, η0ω , m, ξ
Saída: troca,
1 início
2 Calcular Υ1pDq conforme a equação (4.14);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e Υ1pDq ă 1, 5ˆ 106 então
5 Calcular η1;
6 η “ η ` η1;
7 senão
8 se m ă 2000 e Υ1pDq ă 108 então
9 Calcular κ conforme Subseção (4.1.2);
10 se κ ă 5ˆ 105 então
11 Calcular η1;
12 η “ η ` η1;
13 senão
14 Troca de fase
15 fim
16 senão
17 Troca de fase
18 fim
19 fim
20 senão
21 aumenta = 0;
22 fim
23 fim
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˚ HTf4E5 se identifica por utilizar η0ω , como eta inicial e a atualização do η dada
por η2 e para a troca de precondicionador utiliza a heurística HTf4. No Algoritmo 30
descrevemos esta heurística.
Algoritmo 30: Heurística HTf4Et5
Entrada: iterGC, η0ω , m, ξ
Saída: troca,
1 início
2 Calcular Υ1pDq conforme a equação (4.14);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e Υ1pDq ă 1, 5ˆ 106 então
5 Calcular η2;
6 η “ η ` η2;
7 senão
8 se m ă 2000 e Υ1pDq ă 108 então
9 Calcular κ conforme Subseção (4.1.2);
10 se κ ă 5ˆ 105 então
11 Calcular η2;
12 η “ η ` η2;
13 senão
14 Troca de fase
15 fim
16 senão
17 Troca de fase
18 fim
19 fim
20 senão
21 aumenta = 0;
22 fim
23 fim
Capítulo 4. Melhorias para abordagem híbrida de precondicionamento 77
˚ HTf4E6 se caracteriza por utilizar η0ϕ como eta inicial e a atualização do η dada
por η “ η ` η3 e para a troca de precondicionador utiliza a heurística HTf4. No
Algoritmo 31 apresentamos uma outra heurística, cuja atualização do parâmetro η
utiliza η3 “ t´10ˆ lnpξqu. Além disso, será usado outro critério para troca de fase,
no qual será incluída a informação da média dos elementos da matriz D (m), como
pode visto na linha 4 do algoritmo.
Algoritmo 31: Heurística HTf4Et6
Entrada: iterGC, η0ϕ , m, ξ
Saída: troca,
1 início
2 Calcular Υ1pDq conforme a equação (4.14);
3 se 5ˆ iterGC ą m então
4 se η ă 10 e maxtΥ1pDq,mpDqu ă 1, 5ˆ 106 então
5 Calcular η3;
6 η “ η ` η3;
7 senão
8 se m ă 2000 e Υ1pDq ă 108 então
9 Calcular κ conforme Subseção (4.1.2) ;
10 se κ ă 5ˆ 105 então
11 Calcular η3;
12 η “ η ` η3;
13 senão
14 Troca de fase
15 fim
16 senão
17 Troca de fase
18 fim
19 fim
20 senão
21 aumenta = 0;
22 fim
23 fim
A fim de facilitar a compreensão de nossas propostas para aperfeiçoar o de-
sempenho da abordagem híbrida de precondicionamento, apresentamos o organograma
(Figura 2) que contém de forma sucinta as novas heurísticas distribuídas de acordo com
suas ações no algoritmo. Na primeira coluna apresentamos as novas heurísticas propostas
somente para troca de precondicionadores, na segunda estão as novas heurísticas propostas
para melhorar o parâmetro η e na terceira coluna estão as novas heurísticas propostas que
foram o resultado de combinar melhorias na troca de precondicionador com melhorias no
parâmetro η.
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Novas Heurísticas
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Figura 2 – Organograma das novas heurísticas propostas.
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No Capítulo 5, descrevemos os experimentos computacionais realizados após
implementar todas as heurísticas propostas para aperfeiçoar a abordagem híbrida de
precondicionamento. Além disso, apresentamos e analisamos os resultados obtidos.
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5 Experimentos computacionais
Neste capítulo, inicialmente serão apresentados os experimentos computacionais
realizados para observar a qualidade das estimativas do número de condição ao usar as
heurísticas propostas em (C. S.KENNEY; REESE, 1998) e (CLINE et al., 1979), os quais
foram realizados usando o software Matlab 2010. Depois, descreveremos os experimentos
computacionais feitos com as novas heurísticas propostas e apresentaremos os resultados
obtidos assim como as discussões e análises realizadas a partir deles.
Todas as implementações foram feitas em linguagem C e incorporadas ao
código do PCx modificado. Nesta versão, os sistemas de equações lineares são resolvidos
utilizando o método de gradientes conjugados precondicionados pela abordagem híbrida.
Ele é resultado de diversas pesquisas, desde o trabalho proposta em (BOCANEGRA,
2005a), passando pela proposta em (VELAZCO; OLIVEIRA; CAMPOS, 2011), entre
outros.
Os experimentos computacionais foram realizados em um processador Intel
Core i7-6700 CPU @ 3.40 GHz x 8, 32 GB RAM, 2 TB HD e Sistema Operacional Linux.
5.1 Problemas testes
Os problemas de programação linear usados nos experimentos computacionais
pertencem a diversas coleções de livre acesso, listadas a seguir:
NETLIB: <http://www.netlib.org/lp/data/>
KENNINGTON: <http://www.netlib.org/lp/data/kennington/>
QAPLIB: <http://anjos.mgi.polymtl.ca/qaplib/>
MESZAROS: <http://old.sztaki.hu/~meszaros/public_ftp/lptestset/misc/>
RAIL: <http://plato.asu.edu/ftp/lptestset/rail/>
Nos primeiros experimentos foi usado um total de 250 problemas testes, pertencentes a
estas bibliotecas. Dado que a dimensão da matriz de restrições associada a alguns deles é
considerada pequena ou então alguns não foram resolvidos por nenhuma heurística ou não
trocavam de fase, foram somente considerados os problemas apresentados na Tabela 1,
os quais satisfazem os seguintes critérios: número de linhas ou de colunas maior que 400,
problemas que convergiram em pelo menos uma das heurísticas consideradas, problemas
que trocaram de fase com pelo menos uma das heurísticas, o que totalizou 95 problemas.
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Vale ressaltar que alguns problemas de grande porte tais como os pds, osa, entre outros
não foram considerados para nossas análises, pois eles não trocaram de precondicionador.
As colunas da Tabela 1 contém as seguintes informações:
Problema: nomes dos problemas de programação linear selecionados.
Linhas: número de linhas da matriz A depois do pré-processamento.
Colunas: número de colunas da matriz A depois do pré-processamento.
nnz(ADAT ): número de elementos não nulos da matriz ADAT .
Coleção: nome da biblioteca ao qual pertence cada problema.
Tabela 1 – Problemas testados
Problema Linhas Colunas nnz(ADAT ) Coleção
1 25fv47 788 1843 11642 NETLIB
2 agg2 514 750 13380 NETLIB
3 agg3 514 750 13390 NETLIB
4 agg 390 477 9307 NETLIB
5 bnl1 610 1491 4847 NETLIB
6 bnl2 1964 4008 14712 NETLIB
7 chr22b 5587 10417 153680 QAPLIB
8 chr25a 8149 15325 249324 QAPLIB
9 cre-a 2989 6692 21527 KENNINGTON
10 cre-b 5328 36382 96270 KENNINGTON
11 cre-c 2370 5412 17625 KENNINGTON
12 cre-d 4094 28601 74710 KENNINGTON
13 d2q06c 2132 5728 27942 NETLIB
14 d6cube 403 5443 13446 NETLIB
15 degen2 442 757 7204 NETLIB
16 degen3 1501 2604 51637 NETLIB
17 els19 4350 13186 137825 QAPLIB
18 etamacro 334 669 2492 NETLIB
19 ex01 235 1556 8155 KENNINGTON
20 ex02 227 1548 7757 KENNINGTON
21 ex05 832 7805 34382 KENNINGTON
22 ex06 825 7797 32903 KENNINGTON
23 ex09 1821 18184 72532 KENNINGTON
24 finnis 438 935 2845 NETLIB
25 fit2p 3000 13525 4501500 NETLIB
26 fort45 1152 1582 9365 NETLIB
27 fort46 1152 1582 9365 NETLIB
28 fort47 1152 1582 9365 NETLIB
29 fort48 1152 1582 9365 NETLIB
30 fort49 1152 1582 9365 NETLIB
31 fort51 1157 1588 11970 NETLIB
32 fort52 1156 1586 11565 NETLIB
33 fort53 1156 1586 11565 NETLIB
34 fort54 1156 1586 11028 NETLIB
35 fort55 1156 1586 11028 NETLIB
36 fort56 1156 1586 11635 NETLIB
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37 fort57 1156 1586 11635 NETLIB
38 fort58 1156 1586 11565 NETLIB
39 fort59 1156 1586 11565 NETLIB
40 fort60 1156 1586 11566 NETLIB
41 fort61 1156 1566 11566 NETLIB
42 ganges 1113 1510 8565 NETLIB
43 grow22 440 946 5040 NETLIB
44 ken11 9964 16740 35979 KENNINGTON
45 ken13 22365 36561 77459 KENNINGTON
46 ken18 78538 128434 289462 KENNINGTON
47 nesm 654 2922 4727 NETLIB
48 nug05 148 225 977 QAPLIB
49 nug06-3rd 3540 4686 46961 QAPLIB
50 nug06 280 486 2398 QAPLIB
51 nug07 474 931 4919 QAPLIB
52 nug07-3rd 8594 12691 139618 QAPLIB
53 nug08 742 1632 9272 QAPLIB
54 nug08-3rd 18270 29856 351305 QAPLIB
55 scfxm2 610 1136 5727 NETLIB
56 scfxm3 915 1704 8600 NETLIB
57 scr15 2234 6210 59009 QAPLIB
58 scr20 5079 15980 166709 QAPLIB
59 ship08l 470 3121 4334 NETLIB
60 ship12l 610 4171 5478 NETLIB
61 ste36a 27683 131076 1564487 QAPLIB
62 stocfor2 1980 2868 11888 NETLIB
63 truss 1000 8806 13561 NETLIB
64 perold 593 1374 6383 NETLIB
65 pilot4 396 1022 6655 NETLIB
66 pilot87 1971 6373 117271 NETLIB
67 pilot 1368 4543 59968 NETLIB
68 pilotja 810 1804 12694 NETLIB
69 pilotnov 848 2117 10570 NETLIB
70 pilots 1368 4543 59968 NETLIB
71 pilotwe 701 2814 5331 NETLIB
72 qap8 742 1632 9063 QAPLIB
73 rou20 7359 37640 356689 QAPLIB
74 rail507 507 62689 25309 RAIL
75 rail516 516 47827 28821 RAIL
76 rail582 582 54906 31856 RAIL
77 aa03 690 8572 43069 MESZAROS
78 air06 690 8572 43069 MESZAROS
79 bas1lp 5410 9824 1301209 MESZAROS
80 dbic1 34205 174457 1068384 MESZAROS
81 nemsemm1 3230 41048 73498 MESZAROS
82 nemsemm2 4526 26754 38359 MESZAROS
83 nsir2 4450 10054 239291 MESZAROS
84 nsir1 4406 10010 219105 MESZAROS
85 pcb3000 3852 7532 45639 MESZAROS
86 seymour 4827 6082 608847 MESZAROS
87 lpl1 34037 89383 185923 MESZAROS
88 baxter_mat 23871 30122 537281 MESZAROS
89 nsct1 15259 26430 3458815 MESZAROS
90 nsct2 15341 26512 3607636 MESZAROS
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91 dbir1 14025 38763 1128140 MESZAROS
92 dbir2 14100 38838 1224176 MESZAROS
93 nug12 2794 8856 56508 NETLIB
94 nug15 5698 22275 148879 NETLIB
95 nug12m 2794 8856 56508 NETLIB
5.2 Estimativas do número de condição
Os primeiros experimentos computacionais foram feitos com o intuito de verificar
se as estimativas do número de condição escolhidas apresentavam resultados adequados
para o nosso propósito. Para isso, inicialmente foi implementada no Matlab e testada em
um grupo de matrizes oriundas de problemas de programação linear a estimativa proposta
em (C. S.KENNEY; REESE, 1998).
Os resultados obtidos foram comparados com os números de condição calculados
pelo Matlab utilizando o comando cond(A,’fro’) e podem ser vistos na Tabela 2.
Na primeira coluna da Tabela 2, está o nome dos problemas, na segunda coluna
está o número de linhas da matriz A que será utilizada para encontrar o número de condição
da matriz AAT . Na terceira coluna está o resultado do cálculo do número de condição da
AAT utilizando o comando cond(A,’fro’) do Matlab, na quarta coluna está o resultado
do cálculo do número de condição da matriz AAT utilizando a estimativa encontrada
em (C. S.KENNEY; REESE, 1998) (ver Subseção 4.1.1). Matrizes com dimensões muito
maiores não foram usadas, devido a limitação do Matlab.
Tabela 2 – Comparação do Número de Condição.
Problema m Matlab Estimativa
afiro 27 1,419242e+02 1,167429e+02
bandm 305 1,774959e+08 3,653287e+07
blend 74 8,100077e+14 6,505816e+14
brandy 220 1,022954e+20 5,165928e+19
capri 271 1,585724e+12 2,871024e+11
els19 4350 9,569816e+08 5,601636e+07
d6cube 415 1,178702e+20 3,511206e+19
nug06 372 4,843698e+04 2,545564e+03
Avaliando a ordem de grandeza dos valores, consideramos que a estimativa
apresentou bons resultados, por isso foi utilizada na criação de uma nova heurística (ver
Algoritmo 12, pag 58), proposta para a troca de precondicionadores na abordagem híbrida.
Com o intuito de melhorar ainda mais os resultados obtidos até o momento,
decidimos utilizar a heurística proposta em (CLINE et al., 1979) (ver Subseção 4.1.2).
Neste caso, diferentemente da primeira estimativa, não testamos sua precisão com matrizes
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oriundas de problemas de programação linear, e sim optamos por implementar em Matlab,
para cada uma, a razão média, pois consideramos que desta forma obteríamos uma
informação mais rápida e confiável acerca da precisão. A razão média é definida da seguinte
forma:
r “ }A
´1}Ne
}A´1}Nr , (5.1)
onde }.}Ne e }.}Nr denotam N-norma calculada pela estimativa e a N-norma calculada de
forma exata, respectivamente. O valor r será 1, se somente se, a estimativa for perfeita.
Para observar melhor o comportamento e a precisão das duas estimativas
e poder fazer uma comparação mais adequada, geramos dois gráficos, um para cada
estimativa. Como amostras para calcular a razão média, foram utilizadas para cada gráfico
500 matrizes geradas de forma aleatória e cujas dimensões variam de 50 a 200, conforme
apresentado na Figura 3 e na Figura 4.
Figura 3 – Gráfico das razões médias da estimativa proposta em (C. S.KENNEY; REESE,
1998)
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Figura 4 – Gráfico das razões médias da estimativa proposta em (CLINE et al., 1979)
Pela Figura 3 e Figura 4, podemos observar que a estimativa proposta em
(CLINE et al., 1979) tem uma melhor precisão, pois observa-se que muitos dos valores da
razão média ficaram perto de 1. Este fato nos motivou a implementar esta estimativa no
PCx modificado, mesmo ela requerendo mais esforço computacional que a proposta em
(C. S.KENNEY; REESE, 1998), uma vez que esta resolve dois sistemas lineares, e assim
utilizá-la para criar uma nova proposta de troca de fase.
5.3 Heurísticas novas
As heurísticas para determinar uma estimativa para o número de condição
foram implementadas e incorporamos no código PCx modificado.
Os procedimentos para resolver os sistemas lineares precondicionados estão
escritos na linguagem C, com exceção do precondicionador fatoração controlada de Cholesky,
que foi implementado na linguagem FORTRAN.
Salientamos, que daqui em diante, os símbolos a seguir utilizados nas tabelas
terão o seguinte significado:
* : Indicará que o problema não foi resolvido pela heurística.
- : Indicará que durante a resolução do problema não houve troca de precondicionador.
Capítulo 5. Experimentos computacionais 86
negrito : Apontará o melhor (menor) tempo de processamento na resolução de cada
problema.
Os primeiros experimentos computacionais foram realizados com o objetivo de avaliar
o desempenho das novas heurísticas HTF1 e HTF2 descritas no Algoritmo 12 e no
Algoritmo 13 (ver pags 58 e 59). Para isso, utilizamos as estimativas já mencionadas, que
atuam diretamente na fase de troca de precondicionadores, para melhorar a eficiência da
abordagem híbrida de precondicionamento no método preditor-corretor.
5.3.1 Análise das heurísticas para troca de precondicionador
Esta análise será feita de acordo com a ordem em que as atividades desse
trabalho foram desenvolvidas. Na Figura 5, as heurísticas cujos resultados numéricos serão
discutidos nessa subseção estão em destaque.
Figura 5 – Organograma destacando as heurísticas de troca de precondicionador
5.3.1.1 Primeira proposta para troca de precondicionadores
Os primeiros experimentos foram feitos com o objetivo de analisar o desempenho
do PCx modificado utilizando as heurísticas propostas no Algoritmo 12 e no Algoritmo 13
comparadas com as versões do PCx modificado que usa as heurísticas propostas em
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(VELAZCO; OLIVEIRA; CAMPOS, 2011), (BARTMEYER, 2016) e (ORELLANA, 2017)
para a troca de precondicionador e identificar qual é a versão mais eficiente.
Observamos que os parâmetros η0, η e a sua atualização foram os mesmos
usados em (VELAZCO; OLIVEIRA; CAMPOS, 2011). As heurísticas aqui analisadas
serão referenciadas como:
H1: heurística proposta em (VELAZCO; OLIVEIRA; CAMPOS, 2011) (ver pag
49).
H2: heurística proposta em (BARTMEYER, 2016) (ver pag 49).
H3: heurística proposta em (ORELLANA, 2017) (ver pag 50).
HTf1: heurística proposta no Algoritmo 12 (ver pag 58).
HTf2: heurística proposta no Algoritmo 13 (ver pag 59).
Na Tabela 3, são mostrados os tempos em segundos para o resolução dos problemas pelo
PCx.
Tabela 3 – Comparação do tempo total de resolução dos problemas em
segundos utilizado pelas primeiras heurísticas propostas para
troca de precondicionadores
Problemas H2 HTf1 HTf2 H1 H3
25fv47 * 3,90 2,64 4,18 4,30
agg2 * 0,30 0,30 0,38 0,37
agg3 * 0,24 0,26 0,58 0,33
agg 0,19 0,12 0,17 0,18 0,12
bnl1 * 1,17 1,01 1,07 1,24
bnl2 1,59 2,74 5,94 2,27 2,73
chr22b 7,19 8,09 24,15 15,83 16,43
chr25a 16,28 13,98 40,85 34,59 36,79
cre-a 5,02 5,26 6,47 5,41 5,44
cre-b 34,80 31,46 40,69 40,07 43,44
cre-c 3,37 3,40 4,23 3,60 3,76
cre-d 21,58 21,36 25,32 25,07 28,58
d6cube 1,44 1,35 1,46 0,92 0,94
degen2 * 0,18 0,27 0,20 0,30
degen3 3,06 3,35 3,54 4,57 5,85
els19 44,79 39,28 44,50 43,63 43,31
etamacro 0,20 0,18 0,16 0,20 0,16
ex01 * * * 0,46 0,45
ex02 * * 0,80 * *
ex05 * 8,26 * 6,82 7,81
ex09 * 60,21 61,27 59,31 58,11
finnis 0,15 0,13 0,20 0,11 0,14
fit2p * 4,58 5,90 * 6,98
fort48 * * 2,62 * *
fort49 * * 2,40 * *
fort55 * * 2,35 * *
ganges * 0,49 1,18 0,48 0,46
grow22 * * * 0,09 *
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ken11 4,04 10,21 39,89 10,33 17,17
ken13 * 73,57 95,53 72,52 63,64
ken18 372,98 1006,46 1548,70 1251,43 805,41
nesm * 1,83 3,02 1,82 1,81
nug06 * 0,16 0,12 0,12 0,11
nug07 * * 0,36 * *
nug07-3rd * * 0,70 * *
scfxm2 * 0,56 1,22 0,51 0,50
scfxm3 * 1,16 2,87 1,08 1,10
scr15 7,73 6,22 9,70 6,94 6,87
scr20 * 70,46 69,20 61,07 64,65
ship08l 0,19 0,16 0,15 0,16 0,16
ship12l 0,25 0,20 0,20 0,22 0,24
stocfor2 0,64 0,92 5,21 0,82 0,85
truss 1,93 1,60 * 0,98 0,78
pilotnov 1,20 * * 0,59 0,60
qap8 * * 0,70 0,98 0,98
rou20 * * 1306,54 945,69 748,29
rail507 16,78 18,69 35,17 15,33 16,29
rail516 * 12,12 36,14 10,71 11,06
rail582 21,48 * 74,50 18,10 18,28
aa03 * 5,48 5,92 6,77 6,61
air06 * 5,47 5,96 6,85 6,62
bas1lp * * * 361,01 *
dbic1 * 1022,92 2466,96 1561,23 919,74
nemsemm1 * * * 61,17 *
nemsemm2 * * * 39,84 *
nsir2 * 61,73 65,38 105,22 94,43
nsir1 * 41,72 44,44 47,81 47,96
pcb3000 * * * 41,59 *
seymour * * * 192,38 *
lpl1 * * * 6784,84 *
baxter_mat * * * 278,84 *
nsct1 * * * 1743,70
nsct2 * 815,43 846,52 5680,52 5503,63
dbir1 * 1028,52 1071,01 * *
Para comparar a eficiência e robustez do método de pontos interiores preditor-
corretor ao usar as heurísticas H1, H2, H3, HTf1, HTf2, na abordagem híbrida de
precondicionamento fizemos o Perfil de Desempenho (DOLAN; MORÉ, 2002) e apre-
sentamos na Figura 6, utilizando os resultados da Tabela 3. Na Figura 7, fazemos uma
ampliação da Figura 6 no intervalo (0;0,8) para observar melhor a eficiência das heurísticas
comparadas.
Ficou evidente que em relação à velocidade na resolução as heurísticas H1
e HTf1 tiveram melhores resultados, pois resolveram respectivamente, 28% e 26% dos
problemas com menor tempo computacional. Porém, em relação a robustez as heurísticas
H1 e HTf2 foram as melhores, pois resolveram 88% e 80% dos problemas, respectivamente.
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Figura 6 – Perfil de desempenho com respeito ao tempo total de resolução utilizado pelas
heurísticas para troca de precondicionadores.
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Figura 7 – Perfil de desempenho com respeito ao tempo total de resolução utilizado pelas
heurísticas para troca de precondicionadores no intervalo (0;0,8).
5.3.1.2 Segunda proposta para troca de precondicionadores
Para alcançar melhores resultados, optamos por criar e testar heurísticas
combinando o critério para troca de precondicionador proposto em (ORELLANA, 2017)
com as estimativas de número de condição usando valores de Ritz e as estimativas propostas
em (C. S.KENNEY; REESE, 1998) e (CLINE et al., 1979), que foram representadas no
Algoritmo 14. Os resultados numéricos obtidos pelas heurísticas estão na Tabela 4, onde
as heurísticas são referenciadas como:
HTfβ1: Heurística proposta no Algoritmo 14 e que utiliza a estimativa proposta em
(C. S.KENNEY; REESE, 1998), apresentada na Subseção 4.1.1.
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HTfβ2: Heurística proposta no Algoritmo 14 e que utiliza a estimativa proposta em
(BARTMEYER, 2016).
HTfβ3: Heurística proposta no Algoritmo 14 e que utiliza a estimativa proposta em
(CLINE et al., 1979), apresentada na Subseção 4.1.2.
Tabela 4 – Comparação do tempo total em segundos de resolução dos
problemas
Problemas HTfβ1 HTfβ2 HTfβ3
25fv47 2,30 1,34 *
agg2 0,40 0,44 0,45
agg3 0,66 0,55 0,35
agg 0,28 0,16 0,20
bnl1 0,79 * 1,10
bnl2 2,37 1,86 2,68
chr22b 22,66 24,52 16,27
chr25a 49,94 35,76 35,55
cre-a 7,34 6,30 5,59
cre-b 45,74 40,26 43,81
cre-c 4,88 4,29 3,86
cre-d 28,46 25,22 28,52
d6cube 1,00 0,96 1,20
degen2 0,49 * 1,55
degen3 6,78 * 23,15
els19 48,36 44,18 43,54
etamacro * * 0,18
ex01 * * 0,50
ex02 * * 0,69
ex05 13,52 14,37 7,76
ex06 27,76 22,60 *
ex09 * 68,68 57,69
finnis 0,27 0,16 0,14
fit2p 7,60 * 7,01
fort45 * * 1,37
fort46 * * 1,42
fort47 * * 1,67
fort48 * 0,95 0,99
fort49 1,76 * 1,34
fort52 * * 2,22
fort54 2,60 * *
fort55 * 1,10 1,26
fort57 * * 1,50
fort58 2,83 * 2,53
fort59 * * 1,86
fort60 * * 1,92
ganges 0,64 * 0,52
grow22 0,19 0,12 *
ken11 16,76 6,74 17,53
ken13 98,22 * 64,78
ken18 1783,58 769,50 815,41
nesm 3,09 * 2,24
nug05 * * 0,08
nug06 * * 0,34
nug08 * * 2,64
scfxm2 0,44 0,21 0,48
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scfxm3 0,92 0,44 0,99
scr15 9,87 * 6,98
scr20 73,45 * 64,22
ship08l 0,29 0,25 0,22
ship12l 0,38 0,31 0,57
stocfor2 2,51 2,90 4,50
truss 1,70 1,03 0,96
pilotnov 0,79 0,73 0,65
qap8 * * 2,96
rou20 770,25 * 743,62
rail507 20,62 14,63 44,80
rail516 14,60 * 27,34
rail582 30,58 18,27 57,58
aa03 7,74 * 22,70
air06 7,74 * 22,61
bas1lp 1016,16 * *
dbic1 * * 908,09
nsir2 101,31 * 94,40
nsir1 55,67 * 47,78
lpl1 6149,98 * *
nsct1 * * 1602,67
nsct2 5946,53 * 5496,98
dbir1 1338,50 * *
dbir2 * * *
A Figura 8 é o perfil de desempenho das heurísticas HTfβ1, HTfβ2 e HTfβ3,
construído utilizando os dados da Tabela 4. Nela nota-se que a heurística HTfβ3 apresenta
melhores resultados em relação a robustez e eficiência. Pois resolveu 58% dos problemas
com menor tempo computacional e 72% dos problemas. Por este motivo, escolhemos
continuar trabalhando no seu aperfeiçoamento.
Adicionamos agora na heurística HTfβ3 mais um critério para a troca de
precondicionador e com isso desenvolvemos a heurística HTf3, a qual foi apresentada no
Algoritmo 15 (ver pag 61).
5.3.1.3 Terceira proposta para troca de precondicionadores
Em seguida, substituímos o parâmetro δ na heurística HTf3 pelo parâmetro
Υ1pDq definido na equação (4.14). Esta nova heurística foi chamada HTf4 e é apresentada
no Algoritmo 16 (ver pag 62).
De agora em diante, com o intuito de realizar uma análise mais profunda sobre
o comportamento das heurísticas e avaliá-las com mais cuidado em termos de eficiência e
robustez, salientamos que nas Tabelas 5, 8, 11 e 14, que contém os tempos de resolução
dos problemas utilizando as diferentes heurísticas, serão inseridas duas novas colunas:
(Dif) que contém a diferença entre o maior e o menor tempo de resolução e (%) na qual
evidenciamos essa diferença (redução de tempo) em termos de porcentagem.
Na Tabela 5, apresentamos o tempo total em segundos necessários para resolver
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Figura 8 – Perfil de desempenho com respeito ao tempo total de resolução utilizado por
HTfβ1, HTfβ2, HTfβ3
cada problema. Nesta análise as heurísticas são referenciadas como:
H1: heurística proposta em (VELAZCO; OLIVEIRA; CAMPOS, 2011) (ver pag
49).
H3: heurística proposta em (ORELLANA, 2017) (ver pag 50).
HTf3: heurística proposta no Algoritmo 15 (ver pag 61).
HTf4: heurística proposta no Algoritmo 16 (ver pag 62).
Tabela 5 – Tempo total em segundos de processamento dos problemas
de PL
Problemas H1 H3 HTf3 HTf4 Dif %
25fv47 4,18 4,30 * 1,38 2,92 67,90
agg2 0,38 0,37 0,45 0,44 0,08 17,77
agg3 0,58 0,33 0,35 0,34 0,25 43,10
agg 0,18 0,12 0,20 0,19 0,08 40
bnl1 1,07 1,24 1,10 0,91 0,33 26,61
bnl2 2,27 2,73 2,68 2,71 0,46 16,84
chr22b 15,83 16,43 16,27 15,95 0,6 3,65
chr25a 34,59 36,79 35,55 35,28 2,2 5,97
cre-a 5,41 5,44 5,59 5,52 0,18 3,22
cre-b 40,07 43,44 43,81 43,19 3,74 8,53
cre-c 3,60 3,76 3,86 3,78 0,26 6,73
cre-d 25,07 28,58 28,52 28,67 3,6 12,55
d6cube 0,92 0,94 1,20 1,34 0,42 31,34
degen2 0,20 0,30 1,55 1,52 1,35 87,09
degen3 4,57 5,85 23,15 26,47 21,9 82,73
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els19 43,63 43,31 43,54 43,36 0,32 0,73
etamacro 0,20 0,16 0,18 0,22 0,06 27,27
ex01 0,46 0,45 0,50 0,72 0,27 37,5
ex02 * * 0,69 0,66 0,03 4,34
ex05 6,82 7,81 7,76 7,52 0,99 12,67
ex06 * * * 23,06
ex09 59,31 58,11 57,69 47,72 11,59 19,54
finnis 0,11 0,14 0,14 0,20 0,09 45
fit2p * 6,98 7,01 * 0,03 0,42
fort45 * * 1,37 1,36 0,01 0,72
fort46 * * 1,42 1,84 0,42 22,82
fort47 * * 1,67 2,21 0,54 24,43
fort48 * * 0,99 1,26 0,27 21,42
fort49 * * 1,34 1,33 0,016 0,74
fort52 * * 2,22 2,12 0,1 4,50
fort53 * * * 1,85
fort54 * * * 1,85
fort55 * * 1,26 1,98 0,72 36,36
fort56 * * * 3,48
fort57 * * 1,50 *
fort58 * * 2,53 2,57 0,04 1,55
fort59 * * 1,86 1,99 0,13 6,53
fort60 * * 1,92 2,88 0,96 33,33
fort61 * * * 1,99
ganges 0,48 0,46 0,52 0,51 0,06 11,53
grow22 0,09 * * *
ken11 10,33 17,17 17,53 17,06 7,2 41,07
ken13 72,52 63,64 64,78 71,28 8,88 12,24
ken18 1251,43 805,41 815,41 1246,36 446,02 35,64
nesm 1,82 1,81 2,24 4,36 2,55 58,48
nug05 * * 0,08 0,06 0,02 25
nug06 0,12 0,11 0,34 0,32 0,23 67,64
nug08 * * 2,64 2,60 0,04 1,5
scfxm2 0,51 0,50 0,48 0,39 0,12 23,52
scfxm3 1,08 1,10 0,99 0,74 0,36 32,72
scr15 6,94 6,87 6,98 6,90 0,11 1,57
scr20 61,07 64,65 64,22 64,03 3,58 5,53
ship08l 0,16 0,16 0,22 0,25 0,09 36
ship12l 0,22 0,24 0,57 0,54 0,35 61,40
stocfor2 0,82 0,85 4,50 12,45 11,63 93,41
truss 0,98 0,78 0,96 3,28 2,5 76,21
pilotnov 0,59 0,60 0,65 0,64 0,06 9,23
pilotwe * * * 0,86
qap8 0,98 0,98 2,96 3,33 2,35 70,57
rou20 945,69 748,29 743,62 742,33 203,36 21,50
rail507 15,33 16,29 44,80 49,43 34,1 68,98
rail516 10,71 11,06 27,34 28,27 17,56 62,11
rail582 18,10 18,28 57,58 69,84 51,74 74,08
aa03 6,77 6,61 22,70 22,64 16,09 70,88
air06 6,85 6,62 22,61 22,60 15,99 70,72
bas1lp 361,01 * * *
dbic1 1561,23 919,74 908,09 899,37 661,86 42,39
nemsemm1 61,17 * * *
nemsemm2 39,84 * * *
nsir2 105,22 94,43 94,40 101,09 10,82 10,28
nsir1 47,81 47,96 47,78 47,63 0,33 0,68
pcb3000 41,59 * * *
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seymour 192,38 * * *
lpl1 6784,84 * * *
dano3mip 278,84 * * *
nsct1 1743,70 * * 1797,10 53,4 2,97
nsct2 5680,52 5503,63 5496,98 6072,65 575,67 9,47
De acordo com os dados da Tabela 5, as heurísticas H1, H3, HTf3 e HTf4
resolveram 72, 2%, 62%, 79, 2% e 87% dos problemas, respectivamente. A primeira e a
segunda melhores heurísticas em relação à eficiência foram H1 e HTf4 respectivamente,
pois resolveram em menor tempo 31 (40%) e 21 (26%) dos 79 problemas considerados
neste caso. Porém, HTf4 foi a mais robusta.
Por outro lado, ressaltamos que a resolução dos problemas fort pelas heurísticas
HTf3 e HTf4 é consequência do cálculo da estimativa do número de condição utilizado no
critério para troca de precondicionador, pois ele permitiu que o momento mais oportuno de
trocar ou não de precondicionador fosse melhor avaliado para este conjunto de problemas.
Em contrapartida, a heurística H1 resolveu 8 problemas que as outras heurísticas não
conseguiram.
Outra informação que podemos ressaltar ao observar a Tabela 5 é a diferença
ou redução de tempo (como mostrado nas colunas Dif e (%)) de alguns problemas mais
relevantes. Na Tabela 6, apresentamos estas informações. Observamos que daqui em
diante as colunas m, H+ e H- representam respectivamente, número de linhas da matriz,
heurística mais eficiente e heurística menos eficiente.
Tabela 6 – Diferenças em destaque do tempo total de processamento das
heurísticas para troca de precondiconador
Problemas m H+ H- Dif %
ken18 78538 H3 H1 446,02 35
rou20 7359 HTf4 H1 203 21
dbic1 34205 HTf4 H1 661,86 42
nsct2 15341 HTf3 HTf3 575,67 9,47
A Tabela 7 contém em cada coluna o número total de iterações do MPI e
entre parênteses apresentamos o número da iteração do MPI em que houve (ou não)
troca de precondicionador. É importante ressaltar que nela os elementos em negrito estão
relacionados com os melhores tempos de processamento dos problemas cujos resultados
estão na Tabela 5.
Tabela 7 – Comparação do número total de iterações do MPI
Problemas H1 H3 HTf3 HTf4
25fv47 44 (15) 39 (11) * () 26 (21)
agg2 23 (-) 24 (2) 24 (16) 24 (16)
agg3 30 (-) 22 (1) 22 (12) 22 (13)
agg 19 (-) 19 (1) 19 (10) 19 (-)
bnl1 40 (17) 40 (17) 40 (17) 40 (36)
bnl2 36 (33) 36 (24) 36 (24) 36 (24)
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chr22b 29 (12) 29 (12) 29 (12) 29 (12)
chr25a 28 (12) 28 (12) 28 (12) 28 (12)
cre-a 27 (13) 27 (13) 27 (13) 27 (13)
cre-b 43 (25) 43 (27) 43 (27) 43 (27)
cre-c 26 (14) 26 (15) 26 (15) 26 (15)
cre-d 42 (25) 42 (28) 42 (28) 42 (28)
d6cube 18 (13) 18 (14) 18 (17) 19 (-)
degen2 12 (4) 12 (5) 12 (-) 12 (-)
degen3 16 (6) 16 (7) 16 (15) 17 (-)
els19 31 (12) 31 (13) 31 (13) 31 (13)
etamacro 27 (19) 27 (16) 27 (16) 27 (20)
ex01 27 (9) 27 (2) 27 (3) 27 (-)
ex02 * () * () 31 (-) 31 (-)
ex05 34 (13) 35 (3) 35 (3) 35 (20)
ex06 * () * () * () 63 (-)
ex09 45 (17) 43 (7) 43 (7) 44 (-)
finnis 26 (16) 26 (12) 26 (12) 26 (18)
fit2p * () 21 (12) 21 (12) * ()
fort45 * () * () 15 (-) 15 (-)
fort46 * () * () 17 (15) 17 (-)
fort47 * () * () 18 (15) 18 (17)
fort48 * () * () 15 (13) 15 (-)
fort49 * () * () 15 (-) 15 (-)
fort52 * () * () 20 (-) 20 (-)
fort53 * () * () * () 16 (-)
fort54 * () * () * () 18 (15)
fort55 * () * () 18 (11) 19 (15)
fort56 * () * () * () 20 (19)
fort57 * () * () 19 (15) * ()
fort58 * () * () 23 (17) 23 (18)
fort59 * () * () 23 (13) 18 (-)
fort60 * () * () 21 (12) 17 (16)
fort61 * () * () * () 17 (-)
ganges 17 (12) 17 (10) 17 (10) 17 (10)
grow22 23 (-) * () * () * ()
ken11 22 (19) 22 (20) 22 (20) 22 (20)
ken13 28 (23) 29 (20) 29 (20) 28 (23)
ken18 34 (30) 34 (26) 34 (26) 34 (30)
nesm 31 (6) 31 (6) 31 (12) 31 (23)
nug05 * () * () 7 (-) 7 (-)
nug06 6 (2) 6 (2) 6 (-) 6 (-)
nug08 * () * () 9 (-) 9 (-)
scfxm2 21 (7) 21 (7) 20 (14) 20 (-)
scfxm3 20 (8) 20 (7) 20 (14) 20 (-)
scr15 24 (9) 24 (9) 24 (9) 24 (9)
scr20 21 (13) 21 (13) 21 (13) 21 (13)
ship08l 16 (14) 16 (14) 16 (-) 16 (-)
ship12l 17 (14) 17 (14) 17 (-) 12 (-)
stocfor2 21 (12) 21 (12) 21 (18) 21 (-)
truss 20 (18) 20 (16) 20 (17) 21 (-)
pilotnov 17 (-) 17 (-) 17 (-) 17 (-)
pilotwe * () * () * () 48 (-)
qap8 9 (4) 9 (4) 9 (-) 9 (-)
rou20 24 (10) 24 (11) 24 (11) 23 (-)
rail507 32 (13) 32 (14) 32 (31) 33 (-)
rail516 30 (16) 30 (18) 30 (29) 30 (-)
rail582 40 (16) 40 (17) 40 (36) 40 (-)
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aa03 22 (9) 22 (9) 23 (-) 23 (-)
air06 22 (9) 22 (9) 23 (-) 23 (-)
bas1lp 15 (-) * () * () * ()
dbic1 50 (-) 50 (42) 50 (42) 50 (42)
nemsemm1 78 (77) * () * () * ()
nemsemm2 42 (31) * () * () * ()
nsir2 31 (23) 31 (22) 31 (22) 31 (25)
nsir1 24 (7) 24 (7) 24 (7) 24 (7)
pcb3000 29 (15) * () * () * ()
seymour 21 (-) * () * () * ()
lpl1 73 (35) * () * () * ()
dano3mip 56 (26) * () * () * ()
nsct1 29 (-) * () * () 29 (-)
nsct2 36 (33) 36 (33) 36 (33) 36 (34)
Na Tabela 7 evidencia-se que não houve muita variação nos valores do nú-
mero de iterações do MPI entre as heurísticas consideradas, exceto em 3 problemas
(25fv47, agg3 e fort59). Além disso, podemos observar que as heurísticas H1 e HTf4
permitiram adiar a troca de precondicionador e consequentemente, melhoraram o tempo
total de resolução em 1 e 2 problemas, respectivamente. Além disso, as heurísticas H1,
H3 e HTf3 permitiram adiantar a troca de precondicionador em 11, 11 e 8 problemas,
respectivamente, conseguindo assim melhores resultados. De outro modo, não permitindo
trocar de precondicionador, as heurísticas H1, HTf3 e HTf4 obtiveram melhores tempos
em 5, 1 e 13 problemas, respectivamente.
Na Figura 9, apresentamos o gráfico de perfil de desempenho com relação ao
tempo total de resolução utilizado pelas heurísticas aprimoradas somente em relação a
troca de precondicionadores. Ele permite visualizar melhor as afirmações feitas em nossa
análise com relação a robustez e eficiência das heurísticas consideradas.
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Figura 9 – Comparação do tempo de resolução utilizado pelas heurísticas para troca de
precondicionadores da terceira proposta.
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Figura 10 – Comparação do tempo de resolução utilizado pelas heurísticas para troca de
precondicionadores da terceira proposta no intervalo (0; 1,5).
Em resumo, verificamos que a heurística H1 foi a mais eficiente, pois resolveu
em torno de 40% dos problemas em menor tempo computacional. A heurística HTF4 foi
a segunda melhor, ao resolver 26% com melhor tempo.
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5.3.2 Análise das heurísticas para melhorias do parâmetro η
Nesta seção, analisaremos somente os resultados obtidos pelas heurísticas que
propõem novos valores para η0, η, e/ou a sua atualização. Na Figura 11, estão em destaque
as heurísticas discutidas nesta subseção.
Figura 11 – Organograma destacando as heurísticas para melhorias do parâmetro η
Ressaltamos que foi utilizado o critério de troca de fase usado em (VELAZCO;
OLIVEIRA; CAMPOS, 2011), exceto na H4, pois estávamos interessados em comparar
nossos resultados com a melhor proposta sobre esse parâmetro. As seguintes heurísticas
serão comparadas:
H1: heurística proposta em (VELAZCO; OLIVEIRA; CAMPOS, 2011) (ver pag 49
).
H4: heurística proposta em (RODRIGUEZ, 2017) (ver pag 51).
HEt1: heurística proposta no Algoritmo 17 (ver pag 63).
HEt2: heurística proposta no Algoritmo 18 (ver pag 65).
HEt3: heurística proposta no Algoritmo 19 (ver pag 65).
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HEt4: heurística proposta no Algoritmo 20 (ver pag 65).
Na Tabela 8, mostramos o tempo total em segundos utilizado pelas heurísticas na resolução
dos problemas.
Tabela 8 – Tempo total de processamento dos problemas de PL utilizado
pelas heuristicas propostas para melhorias do parâmetro η
Problemas H1 H4 HEt1 HEt2 HEt3 HEt4 Dif %
25fv47 4,18 4,37 3,56 4,08 4,58 * 1,02 22,27
agg2 0,38 0,55 0,32 0,55 0,32 0,34 0,23 41,81
agg3 0,58 * 0,50 0,38 * 0,50 0,2 34,48
agg 0,18 0,24 0,17 0,27 0,19 0,23 0,1 37,03
bnl1 1,07 1,43 1,12 1,10 0,99 0,88 0,55 38,46
bnl2 2,27 3,31 1,86 2,29 1,82 * 1,49 45,01
chr22b 15,83 42,79 16,56 13,24 16,55 26,68 29,55 69,05
chr25a 34,59 100,93 38,90 28,76 47,57 58,72 72,17 71,50
cre-a 5,41 4,33 6,02 5,54 6,20 4,60 1,87 30,16
cre-b 40,07 40,86 39,76 39,19 45,47 46,40 7,21 15,53
cre-c 3,60 2,70 4,14 3,63 4,38 3,24 1,68 38,35
cre-d 25,07 24,61 25,01 23,55 28,91 29,73 6,18 20,78
d6cube 0,92 1,03 0,90 0,94 0,97 0,96 0,13 12,62
degen2 0,20 0,39 0,22 0,19 0,23 0,29 0,2 51,28
degen3 4,57 7,76 * 4,56 5,68 4,68 3,2 41,23
els19 43,63 54,25 43,13 42,60 41,52 44,53 12,73 23,46
etamacro 0,20 0,10 0,13 0,13 0,14 0,16 0,1 50
ex01 0,46 0,44 0,45 0,48 0,42 0,46 0,06 12,5
ex02 * * * * * 1,01
ex05 6,82 6,82 6,53 6,49 6,80 6,67 0,33 4,83
ex09 59,31 54,65 52,60 57,54 54,48 53,86 6,71 11,31
finnis 0,11 0,13 0,10 0,15 0,12 0,16 0,06 37,5
fit2p * 1337,20 * * * *
fort48 * * * * * 0,74
fort49 * * * * * 0,85
ganges 0,48 0,66 0,45 0,50 0,46 0,57 0,21 31,81
grow22 0,09 0,17 0,10 0,10 0,10 0,11 0,08 47,05
ken11 10,33 11,32 6,48 14,32 10,28 12,68 7,84 54,74
ken13 72,52 70,24 47,57 81,81 48,90 81,84 34,27 41,87
ken18 1251,43 1025,54 741,03 1254,77 748,81 1106,93 513,74 40,94
nesm 1,82 1,89 1,83 1,84 1,81 1,78 0,11 5,82
nug05 * * * * * 0,02
nug06 0,12 0,12 0,08 0,11 0,09 0,10 0,04 33,33
nug07 * 0,32 0,25 * 0,24 * 0,08 25
nug08 * 0,77 * * * 0,90 0,13 14,44
scfxm2 0,51 0,62 0,47 0,50 0,52 0,54 0,15 24,19
scfxm3 1,08 1,20 1,05 1,11 1,13 1,08 0,15 12,5
scr15 6,94 14,25 8,32 6,34 7,07 7,71 7,91 55,50
scr20 61,07 70,58 63,98 62,96 59,6 * 10,98 15,55
ship08l 0,16 0,13 0,19 0,17 0,20 0,15 0,07 35
ship12l 0,22 0,18 0,24 0,21 0,27 0,19 0,09 33,33
ste36a * 12016,76 * * * *
stocfor2 0,82 1,01 0,82 0,88 0,93 1,08 0,26 24,07
truss 0,98 1,00 0,99 0,98 0,84 1,06 0,22 20,75
pilotnov 0,59 * 0,62 0,52 0,66 0,59 0,14 21,21
qap8 0,98 0,77 * * * * 0,21 21,42
rou20 945,69 637,05 739,58 1083,17 752,37 950,29 446,12 41,18
rail507 15,33 17,88 15,52 18,88 18,90 * 3,57 18,88
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rail516 10,71 13,36 10,95 14,89 16,10 * 5,39 33,47
rail582 18,10 19,77 18,36 20,06 22,69 * 4,59 20,22
aa03 6,77 5,50 7,10 7,88 7,80 6,27 2,38 30,20
air06 6,85 5,60 7,14 7,91 7,79 6,29 2,31 29,20
bas1lp 361,01 * 358,96 * * * 2,05 0,56
dbic1 1561,23 1993,81 1543,64 1691,68 1680,96 2073,96 530,32 25,57
nemsemm1 61,17 * 62,32 * * * 1,15 1,84
nemsemm2 39,84 * 40,74 * * * 0,9 2,20
nsir2 105,22 115,50 101,97 109,55 103,54 86,22 29,28 25,35
nsir1 47,81 46,41 49,29 43,55 50,11 40,32 9,79 19,53
pcb3000 41,59 * 41,86 * * * 0,27 0,64
seymour 192,38 * 176,48 * * * 15,9 8,26
lpl1 6784,84 6031,77 5561,77 6627,56 6505,37 * 1223,07 18,02
dano3mip 278,84 * * * * *
nsct1 1743,70 3843,50 1936,04 1798,72 1936,84 1712,98 2130,52 55,43
nsct2 5680,52 3671,08 6155,64 * 6039,26 1759,39 4396,25 71,41
dbir1 * 1091,87 1210,74 1046,36 1132,16 1034,59 176,15 14,54
De acordo com os dados da Tabela 8, as heurísticas H1, H4, HEt1, HEt2,
HEt3, HEt4 resolveram respectivamente, 86%, 80%, 84%, 75%, 75% e 70% dos 65
problemas considerados. As heurísticas mais eficientes foram: HEt1, H4 e HEt4, pois
resolveram em menor tempo 19, 12 e 11 dos problemas, respectivamente. Porém, as
heurísticas H1 e HEt1 foram as mais robustas, pois resolveram 86% e 84% dos problemas,
respectivamente.
Além disso, é possível observar que as heurísticas H1 H4, HEt4 resolveram 1,
1 e 4 problemas, respectivamente, que as outras heurísticas consideradas não conseguiram
resolver. Outro fato importante que podemos notar na Tabela 8 são as diferenças significa-
tivas com respeito ao tempo de resolução de alguns problemas, as quais são apresentadas
na Tabela 9.
Tabela 9 – Diferenças em destaque do tempo de resolução das heuristicas
propostas para melhorias do parâmetro η
Problemas m H+ H- Dif %
chr22b 5587 HEt2 H4 29,55 69,05
chr24a 8149 HEt2 H4 72,17 71,50
rou20 7359 H4 HEt2 446,12 41,18
ken18 78538 HEt1 HEt2 513,74 40,94
dbic1 34205 HEt1 HEt4 530,32 25,57
lpl1 34037 HEt1 H1 1223,07 18,02
nsct1 15259 HEt4 H4 2130,52 55,43
nsct2 15341 HEt4 HEt1 4396,25 71,41
dbir1 14025 HEt4 HEt1 176,15 14,54
Na Tabela 10, apresentamos o número total de iterações do MPI utilizado pelas
heurísticas consideradas nesta análise e entre parênteses o número de iteração do MPI em
que houve (ou não) troca de precondicionador. Novamente, os elementos em negrito nesta
tabela estão relacionados com os melhores resultados apresentados na Tabela 8.
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Tabela 10 – Número total de iterações do MPI
Problemas H1 H4 HEt1 HEt2 HEt3 HEt4
25fv47 44 (15) 44 (13) 40(15) 44(15) 48 (16) *()
agg2 23(-) 26 (-) 23 (-) 28 (-) 23 (-) 23 (-)
agg3 30 (-) *() 27 (-) 22(-) * () 26 (-)
agg 19 (-) 19 (14) 19 (-) 19 (-) 19 (-) 19 (-)
bnl1 40 (17) 40 (8) 40 (17) 40 (18) 40(20) 40(24)
bnl2 36 (33) 36 (18) 37(33) 36(33) 37(33) *()
chr22b 29 (12) 29(16) 29(12) 29(11) 29(12) 29(13)
chr25a 28(12) 28(16) 28(12) 28 (11) 28(13) 28(13)
cre-a 27(13) 27(11) 27(13) 27(13) 27(13) 27(13)
cre-b 43(25) 43 (25) 43(25) 43(25) 43 (28) 43(28)
cre-c 26(14) 26(11) 26(14) 26(14) 26(15) 26(14)
cre-d 42(25) 42(24) 42(25) 42(25) 42(28) 42(28)
d6cube 18(13) 18(13) 18 (13) 18(14) 18(14) 18()14
degen2 12 (4) 12 (9) 12 (5) 12 (4) 12 (5) 12 (5)
degen3 16 (6) 16 (10) 16 (7) 16 (6) 16 (7) 16 (6)
els19 31 (12) 31 (15) 31 (12) 31 (11) 31 (12) 31 (12)
etamacro 27 (19) 27 (9) 27 (19) 27 (19) 27 (20) 27 (20)
ex01 27 (9) 27 (8) 27 (9) 27 (10) 27 (12) 27 (9)
ex02 * () * () * () * () * () 45 (13)
ex05 34 (13) 34(13) 36 (13) 34 (13) 35 (15) 34 (15)
ex09 45 (17) 44 (17) 43 (17) 45 (17) 44 (19) 45 (19)
finnis 26 (16) 26 (12) 26 (16) 26 (16) 26 (18) 26 (15)
fit2p * () 21 (-) * () * () * () * ()
fort48 * () * () * () * () * () 15 (12)
fort49 * () * () * () * () * () 17 (12)
ganges 17 (12) 17 (11) 17 (12) 17 (12) 17 (12) 17 (12)
grow22 23 (-) 23 (-) 23 (-) 23 (-) 23 (-) 23 (-)
ken11 22 (19) 22 (15) 22 (19) 22 (20) 22 (20) 22 (20)
ken13 28 (23) 28 (17) 28 (23) 28 (23) 28 (23) 28 (23)
ken18 34 (30) 34 (21) 34 (30) 34 (30) 34 (30) 34 (30)
nesm 31 (6) 31 (6) 31 (5) 31 (6) 31 (5) 31 (6)
nug05 * () * () * () * () * () 7 (3)
nug06 6 (2) 7 (6) 6 (1) 6 (2) 6 (2) 6 (3)
nug07 * () 10 (7) 10 (4) * () 10 (4) * ()
nug08 * () 9 (8) * () * () * () 9 (3)
scfxm2 21 (7) 20 (9) 20 (7) 20 (7) 22 (8) 22 (7)
scfxm3 20 (8) 20 (10) 20 (8) 20 (8) 20 (8) 20 (8)
scr15 24 (9) 24 (16) 24 (10) 24 (8) 24 (9) 24 (9)
scr20 21 (13) 21 (16) 21 (13) 21 (12) 21 (12) * ()
ship08l 16 (14) 16 (13) 16 (13) 16 (14) 16 (13) 16 (14)
ship12l 17 (14) 17 (15) 17 (13) 17 (14) 17 (13) 17 (14)
ste36a * () 37 (26) * () * () * () * ()
stocfor2 21 (12) 21 (10) 21 (12) 21 (13) 21 (13) 21 (13)
truss 20 (18) 20 (18) 20 (18) 20 (18) 20 (17) 20 (18)
pilotnov 17 (-) * () 17 (-) 17 (-) 17 (-) 17 (-)
qap8 9 (4) 9 (8) * () * () * () * ()
rou20 24 (10) 25 (17) 24 (11) 24 (9) 24 (11) 24 (10)
rail507 32 (13) 32 (12) 32 (13) 32 (14) 32 (5) * ()
rail516 30 (16) 30 (12) 30 (16) 30 (16) 30 (17) * ()
rail582 40 (16) 40 (13) 40 (16) 40 (16) 40 (17) * ()
aa03 22 (9) 22 (7) 22 (10) 22 (12) 22 (13) 22 (9)
air06 22 (9) 22 (7) 22 (10) 22 (12) 22 (13) 22 (9)
bas1lp 15 (-) * () 15 (-) * () * () * ()
dbic1 50 (-) 50 (-) 50 (-) 50 (-) 50 (-) 50 (-)
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nemsemm1 78 (77) * () 79 (78) * () * () * ()
nemsemm2 42(31) * () 42 (31) * () * () * ()
nsir2 31 (23) 34 (27) 31(24) 31 (22) 31 ( 24) 34 (5)
nsir1 24 (7) 24 (9) 24 (8) 24 (6) 24 (7) 24 (5)
pcb3000 29 (15) * () 29 (15) * () * () * ()
seymour 21 (-) * () 21 (-) * () * () * ()
lpl1 73 (35) 73 (34) 73 (35) 73 (35) 73 (35) * ()
dano3mip 56 (26) * () * () * () *() * ()
nsct1 29 (-) 29 (-) 31 (-) 31 (-) 31 (-) 29 (6)
nsct2 36 (33) 36 (22) 36 (34) 36 (34) 36 (34) 36 (6)
dbir1 * () 32 (10) 32 (11) 32 (9) 32 (9) 32 (8)
Podemos observar na Tabela 10, que em relação ao número total de iterações
do MPI, não houve muitas variações nos valores entre as heurísticas, exceto em 3 proble-
mas (25fv47, agg2 e agg3). Além disso, nesta tabela distinguimos outras informações
relevantes tais como: as heurísticas H1, H4, HEt1, HEt2, HEt3 e HEt4 permitiram
adiantar a troca em 1, 5, 8, 6, 2 e 6 problemas, respectivamente, e consequentemente
melhorar o tempo de resolução.
Por outro lado, ao permitir adiar a troca de precondicionador, as heurísticas
H4, HEt3 e HEt4 conseguiram em 4, 1 e 2 problemas, respectivamente melhores resul-
tados. Também destacamos que as heurísticas aqui analisadas não permitiram trocar de
precondicionador em 9 problemas. No entanto, as heurísticas H1, H4, HEt1, HEt2 e
HEt3, obtiveram melhores tempos em 1, 1, 5, 1 e 1 problemas, respectivamente, ao não
permitir a troca de precondicionador durante sua resolução.
Pela Figura 12, verificamos que a heurística HEt1 é a mais eficiente, pois
resolveu 28% dos problemas com menor tempo computacional. As heurísticas H1 e HEt1
foram as mais robustas, resolvendo em torno de 86% dos problemas.
Capítulo 5. Experimentos computacionais 103
0 0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
τ
P(
 (lo
g 2
(r p
,s))
 ≤ 
τ 
: 
1 
≤ 
s 
≤ 
n
s)
 
 
H1
HT
HEt1
HET2
HEt3
HEt4
Figura 12 – Comparação do tempo de resolução dos problemas utilizados pelas heurísticas
propostas para melhorias do parâmetro η.
Prosseguindo, apresentamos novas heurísticas com o intuito de melhorar os
resultados obtidos até o momento. Vale ressaltar que, por ter muitas heurísticas para
comparar e analisar, vamos apresentar estes resultados em duas seções: a primeira seção só
com as análises das heurísticas HTf3, HTf3E1, HTf3E2, HTf3E3, HTf3E4, HTf3E5
e outra seção com a análise das heurísticasHTf4,HTf4E1,HTf4E2,HTf4E3,HTf4E4,
HTf4E5, HTf4E6.
Esta divisão na análise é possível, pois as novas heurísticas utilizam a troca de
precondicionador proposta em HTf3 ou HTf4, em que HTf3 é baseada na combinação
do parâmetro δ e a estimativa de número de condição e a heurística HTf4 é baseada na
combinação do parâmetro Υ1pDq e a estimativa do número de condição.
Em cada seção estabeleceremos qual foi a melhor heurística em relação a
eficiência e robustez. Em seguida, estas serão comparadas com H1 e HEt1, as quais foram
as melhores heurísticas encontradas nas análises anteriores.
5.3.3 Análise das heurísticas que combinam HTf3 e melhorias no parâmetro
η.
Nesta seção serão analisadas as heurísticas que utilizam a heurística HTf3
para troca de precondicionador e as melhorias no cálculo do parâmetro η0 e a atualização
do η propostas nas heurísticas HEt1, HEt2, HEt3, HEt4, HEt5.
Na Figura 13, estão em destaque as heurísticas analisadas nessa subseção.
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Figura 13 – Organograma destacando as heurísticas que surgem ao combinar HTf3 com
melhorias do parâmetro η
Estas novas heurísticas serão referenciadas como:
HTf3E1: heurística proposta no Algoritmo 21 (ver pag 67).
HTf3E2: heurística proposta no Algoritmo 22 (ver pag 68).
HTf3E3: heurística proposta no Algoritmo 23 (ver pag 69).
HTf3E4: heurística proposta no Algoritmo 24 (ver pag 70).
HTf3E5: heurística proposta no Algoritmo 25 (ver pag 71).
Na Tabela 11, é apresentado o tempo total em segundos, utilizado pelas heurísticas desta
análise para a resolução dos problemas pelo MPI.
Tabela 11 – Tempo total de processamento em segundos dos problemas
utilizados pelas heurísticas HTf3 e η
Problemas HTf3 HTf3E1 HTf3E2 HTf3E3 HTf3E4 HTf3E5 Dif %
25fv47 * 2,36 * 1,90 1,90 * 0,46 19,49
agg2 0,45 0,40 0,44 0,24 0,39 0,50 0,26 52
agg3 0,35 0,31 0,34 0,30 0,60 0,60 0,3 50
agg 0,20 0,16 0,19 0,20 0,50 0,48 0,34 68
bnl1 1,10 1,10 1,08 1,15 0,85 * 0,3 26,08
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bnl2 2,68 1,82 2,63 1,83 * * 0,86 32,08
chr22b 16,27 15,87 15,65 983,51 205,20 165,84 967,86 98,40
chr25a 35,55 34,71 34,79 * 421,22 347,74 386,51 91,75
cre-a 5,59 6,26 6,53 6,11 19,59 16,82 14 71,46
cre-b 43,81 39,90 44,67 * 97,83 125,89 85,99 68,30
cre-c 3,86 4,34 3,84 4,14 10,93 10,04 7,09 64,86
cre-d 28,52 25,06 27,71 * 59,61 70,34 45,28 64,37
d2q06c * * * 18,30 * *
d6cube 1,20 1,11 1,16 0,98 1,15 1,19 0,22 18,33
degen2 1,55 1,46 1,44 0,86 0,77 0,39 1,16 74,83
degen3 23,15 22,90 22,88 56,62 8,60 8,72 48,02 84,81
els19 43,54 42,90 42,75 591,28 * * 548,53 92,76
etamacro 0,18 0,18 0,16 0,16 0,24 0,18 0,08 33,33
ex01 0,50 0,43 0,44 0,18 0,96 0,82 0,78 81,25
ex02 0,69 0,62 0,94 0,18 0,94 * 0,76 80,85
ex05 7,76 7,59 8,11 7,04 8,64 7,94 1,6 18,51
ex06 * * * 8,13 25,48 * 17,35 68,09
ex09 57,69 61,22 57,74 87,72 37,54 37,08 50,64 57,72
finnis 0,14 0,12 0,12 0,16 * * 0,04 25
fit2p 7,01 6,07 7,28 168,79 * * 162,72 96,40
fort45 1,37 1,31 1,27 0,57 1,40 * 0,83 59,28
fort46 1,42 1,60 1,44 0,80 1,43 * 0,8 50
fort47 1,67 1,55 1,48 0,80 * * 0,87 52,09
fort48 0,99 1,09 1,05 2,02 1,09 * 1,03 50,99
fort49 1,34 1,24 1,19 0,62 1,20 3,19 2,57 80,56
fort52 2,22 2,17 1,86 0,57 2,12 * 1,65 74,32
fort53 * * * 0,51 1,45 * 0,94 64,82
fort54 * * * 0,75 3,03 * 2,28 75,24
fort55 1,26 1,18 1,32 0,75 2,37 * 1,62 68,35
fort56 * * * 0,68 * *
fort57 1,50 * * 0,56 * * 0,94 62,66
fort58 2,53 1,99 * 0,55 2,16 * 1,98 78,26
fort59 1,86 1,80 1,79 0,54 2,07 * 1,53 73,91
fort60 1,92 * 2,10 0,85 2,33 * 1,48 63,51
fort61 * * * 0,52 1,7 * 1,18 69,41
ganges 0,52 0,47 0,46 0,53 * * 0,07 13,20
grow22 * * * * 0,16 0,16
ken11 17,53 6,78 17,01 6,62 13,74 46,00 39,38 85,60
ken13 64,78 50,11 63,36 48,46 186,61 384,96 336,5 87,41
ken18 815,41 780,18 797,00 748,86 6926,82 6876,14 6177,96 89,18
nesm 2,24 2,31 2,24 2,40 * * 0,16 6,66
nug05 0,08 0,09 0,08 0,04 * * 0,05 55,55
nug06-3rd * * * 238,46 15,37 10,15 238,37 99,96
nug06 0,34 0,29 0,33 0,16 0,21 0,09 9,99 98,42
nug07 * 1,41 * 0,97 1,40 0,40 1,01 71,63
nug07-3rd * * * * 122,46 84,09 38,37 31,33
nug08-3rd * * * * 748,57 *
nug08 2,64 2,24 2,76 0,88 2,97 0,84 2,13 71,71
scfxm2 0,48 0,42 0,49 * 0,35 495,68 495,33 99,92
scfxm3 0,99 0,77 1,10 0,14 1,40 * 1,26 90
scr15 6,98 8,38 6,70 1,32 * * 7,06 84,24
scr20 64,22 64,14 63,40 81,21 * * 17,81 21,93
ship08l 0,22 0,26 0,24 705,59 0,17 * 705,42 99,97
ship12l 0,57 0,59 0,52 0,33 0,20 0,12 0,47 79,66
ste36a * * * 0,60 * 0,23 0,37 61,66
stocfor2 4,50 4,37 4,17 5,04 7,92 4,97 3,75 47,34
truss 0,96 0,95 1,01 2,94 1,75 * 1,99 67,68
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pilot4 * * * 0,27 * *
pilot87 * * * 27,73 * *
pilot * * * 15,83 * *
pilotja * * * * 4,01 *
pilotnov * 0,65 0,57 0,65 0,60 1,33 0,87 65,41
pilotwe * 0,62 * * 1,12 * 0,5 44,64
qap8 2,96 2,59 3,21 0,55 3,54 0,87 2,99 84,46
rou20 743,62 740,11 938,34 * * * 198,23 21,12
rail507 44,80 43,24 50,83 37,31 42,02 27,25 23,58 46,38
rail516 27,34 28,50 31,62 13,52 22,91 40,61 27,09 66,70
rail582 57,58 58,00 63,95 45,89 51,52 43,95 20 31,27
aa03 22,70 21,81 20,08 31,46 7,38 6,23 25,23 80,19
air06 22,61 21,87 20,06 31,33 7,37 6,20 25,13 80,21
dbic1 908,09 900,01 893,09 930,18 2054,90 1990,23 1161,81 56,53
nsir2 94,40 94,20 103,90 522,01 183,80 156,12 427,81 81,95
nsir1 47,78 48,80 43,72 353,65 69,10 54,85 309,93 87,63
lpl1 * 5995,07 * 6673,32 * 5709,17 964,15 14,44
nsct1 1602,67 * * 15024,85 3907,14 3803,80 13422,18 89,3
nsct2 5496,98 5438,08 * 18103,06 9381,20 7231,42 12664,98 69,96
dbir1 * 1206,93 1046,02 * 1503,44 1476,80 457,42 30,42
dbir2 * * * * 2713,99 2809,03 95,04 3,38
Da Tabela 11, ressaltamos que as heurísticas HTf3, HTf3E1, HTf3E2,
HTf3E3, HTf3E4, HTf3E5 resolveram 73.5%, 77%, 76%, 85.5%, 77%, 53% dos 83
problemas considerados neste teste. A heurística HTf3E3 foi a heurística que apresentou
os melhores resultados com relação a eficiência e robustez, pois resolveu 85.5% dos pro-
blemas, sendo que 37 problemas com menor tempo. Além disso, podemos observar que
HTf3E3 e HTf3E4 resolveram 4 e 2 problemas a mais que as outras 5 heurísticas e 3
problemas foram resolvidos somente por HTf3E3 e HTf3E4.
As diferenças notáveis na Tabela 11 em relação ao tempo de processamento
estão resumidas na Tabela 12.
Tabela 12 – HTf3 e η: Principais diferenças
Problemas m H+ H- Dif %
chr22b 5587 HTf3E2 HTf3E3 967,86 98,40
chr25a 8149 HTf3E1 HTf3E4 386,51 91,75
els19 4350 HTf3E2 HTf3E3 548,53 92,76
fit2p 3000 HTf3E1 HTf3E3 162,72 96,40
ken18 78538 HTf3E3 HTf3E4 6177,96 89,18
nug06-3rd 1410 HTf3E5 HTf3E2 238,37 99,92
scfxm2 610 HTf3E4 HTf3E5 495,33 99,92
ship08l 470 HTf3E4 HTf3E3 705,42 99,97
rou20 7359 HTf3E1 HTf3E2 198,23 21,12
dbic1 34205 HTf3E2 HTf3E4 1161,81 56,53
nsir2 4450 HTf3E1 HTf3E3 427,81 81,95
nsir1 4406 HTf3E2 HTf3E3 309,93 87,63
lpl1 34037 HTf3E5 HTf3E3 964,15 14,44
nsct1 15259 HTf3 HTf3E3 13422,18 89,3
nsct2 15341 HTf3E1 HTf3E3 12664,98 69,96
dbir1 14025 HTf3E2 HTf3E4 457,52 30,42
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A Tabela 13 contém o número total de iterações do MPI e entre parênteses o
número de iterações do MPI em que houve (ou não) troca de precondicionador. Novamente,
os elementos em negrito nesta tabela estão relacionados com os melhores resultados
apresentados na Tabela 11.
Tabela 13 – Número de iterações do MPI utilizando as heurísticas HTf3
e η
Problemas HTf3 HTf3E1 HTf3E2 HTf3E3 HTf3E4 HTf3E5
25fv47 * () 32 (14) * () 26 (-) 26 (-) * ()
agg2 24 (16) 24 (14) 24 (15) 24 (-) 23 (-) 23 (-)
agg3 22 (12) 22 (11) 22 (12) 22 (-) 25 (-) 25 (-)
agg 19 (10) 19 (10) 19 (8) 19 (-) 19 (-) 19 (-)
bnl1 40 (17) 40 (17) 40 (17) 40 (17) 40 (17) * ()
bnl2 36 (24) 37 (33) 36 (24) 37 (33) * () * ()
chr22b 29 (12) 29 (12) 29 (12) 29 (21) 31 (-) 31 (-)
chr25a 28 (12) 28 (12) 28 (12) * () 29 (-) 29 (-)
cre-a 27 (13) 27 (13) 27 (14) 27 (13) 28 (-) 28 (-)
cre-b 43 (27) 43 (25) 43 (27) * () 43 (-) 43 (-)
cre-c 26 (15) 26 (14) 26 (15) 26 (14) 26 (-) 26 (-)
cre-d 42 (28) 42 (25) 42 (28) * () 42 (-) 42 (-)
d2q06c * () * () * () 31 (28) * () * ()
d6cube 18 (17) 18 (17) 18 (17) 18 (17) 18 (15) 18 (14)
degen2 12 (-) 12 (-) 12 (-) 12 (-) 12 (8) 12 (9)
degen3 16 (15) 16 (15) 16 (15) 16 (15) 16 (7) 16 (10)
els19 31 (13) 31 (12) 31 (12) 31 (22) * () * ()
etamacro 27 (16) 27 (19) 27 (16) 27 (19) 26 (-) 26 (-)
ex01 27 (3) 27 (3) 27 (3) 27 (-) 27 (-) 27 (-)
ex02 31 (-) 31 (-) 31 (-) 31 (-) 31 (-) * ()
ex05 35 (3) 34 (3) 36 (3) 35 (-) 35 (-) 35 (-)
ex06 * () * () * () 63 (-) 63 (-) * ()
ex09 43 (7) 44 (6) 43 (7) 44 (-) 44 (-) 44 (-)
finnis 26 (12) 26 (16) 26 (12) 26 (16) * () * ()
fit2p 21 (12) 21 (12) 21 (12) 21 (20) * () * ()
fort45 15 (-) 15 (-) 15 (-) 15 (-) 15 (-) * ()
fort46 17 (15) 17 (-) 17 (15) 17 (-) 20 (-) * ()
fort47 18 (15) 18 (15) 18 (15) 18 (15) * () * ()
fort48 15 (13) 15 (-) 15 (-) 15 (13) 15 (-) * ()
fort49 15 (-) 15 (-) 15 (-) 15 (-) 15 (-) 18 (11)
fort52 20 (-) 20 (-) 23 (17) 20 (-) 20 (-) * ()
fort53 * () * () * () 16 (-) 16 (-) * ()
fort54 * () * () * () 18 (-) 18 (-) * ()
fort55 18 (11) 19 (13) 19 (13) 19 (-) 19 (-) * ()
fort56 * () * () * () 19 (-) * () * ()
fort57 19 (15) * () * () 19 (-) * () * ()
fort58 23 (17) 23 (16) * () 19 (-) 20 (-) * ()
fort59 23 (13) 18 (-) 18 (-) 18 (-) 19 (-) * ()
fort60 21 (12) * () 23 (12) 18 (12) 17 (13) * ()
fort61 * () * () * () 17 (-) 61 (-) * ()
ganges 17 (10) 17 (12) 17 (10) 17 (12) * () * ()
grow22 * () * () * () * () 23 (-) 23 (-)
ken11 22 (20) 22 (19) 22 (20) 22 (19) 22 (-) 22 (-)
ken13 29 (20) 28 (23) 29 (20) 28 (23) 28 (-) 28 (-)
ken18 34 (26) 34 (30) 34 (26) 34 (30) 34 (-) 34 (-)
nesm 31 (12) 31 (12) 31 (13) 31 (12) * () * ()
nug05 7 (-) 7 (-) 7 (-) 6 (-) * () * ()
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nug06-3rd * () * () * () 6 (5) 7 (-) 6 (-)
nug06 6 (-) 6 (-) 6 (-) 6 (-) 6 (-) 7 (6)
nug07 * () 11 (-) * () 11 (-) 10 (9) 11 (8)
nug07-3rd * () * () * () * () 8 (-) 8 (-)
nug08-3rd * () * () * () 9 (-) * () * ()
nug08 9 (-) 9 (-) 9 (-) 9 (-) 9 (8) 9 (8)
scfxm2 20 (14) 22 (13) 21 (14) 20 (-) 20 (-) * ()
scfxm3 20 (14) 20 (14) 20 (11) 22 (11) 20 -() * ()
scr15 24 (9) 24 (10) 24 (9) 24 (19) * () * ()
scr20 21 (13) 21 (13) 21 (12) 21 (18) * () * ()
ship08l 16 (-) 16 (-) 16 (-) 16 (13) 16 (14) * ()
ship12l 17 (-) 17 (-) 17 (-) 17 (-) 17 (13) * ()
ste36a * () * () * () * () * ()
stocfor2 21 (18) 21 (18) 21 (18) 21 (18) 21 (-) 21 (-)
truss 20 (17) 20 (17) 20 (17) 20 (19) 20 (-) * ()
pilot4 * () * () * () 48 (-) * () * ()
pilot87 * () * () * () 36 (-) * () * ()
pilot * () * () * () 38 (-) * () * ()
pilotja * () * () * () * () 33 (-) * ()
pilotnov * () 17 (-) 17 (-) 17 (-) 17 (-) 17 (-)
pilotwe * () 48 (-) * () * () 48 (-) * ()
qap8 9 (-) 9 (-) 9 (-) 9 (-) 9 (8) 9 (8)
rou20 24 (11) 24 (11) 24 (10) * () 9 () * ()
rail507 32 (31) 32 (31) 32 (31) 32 (31) 37 (26) 32 (19)
rail516 30 (29) 30 (29) 30 (29) 30 (29) 29 (22) 30 (25)
rail582 40 (36) 40 (36) 40 (36) 40 (36) 40 (29) 40 (25)
aa03 23 (-) 23 (-) 23 (-) 23 (-) 22 (9) 22 (7)
air06 23 (-) 23 (-) 23 (-) 23 (-) 22 (9) 22 (7)
dbic1 50 (42) 50 (40) 50 (42) 50 (40) 51 (-) 51 (-)
nsir2 31 (22) 31 (22) 31 (22) 31 (28) 33 (-) 34 (-)
nsir1 24 (7) 24 (8) 24 (6) 24 (-) 24 (-) 25 (-)
lpl1 * () 73 (35) * () 73 (35) * () 74 (-)
nsct1 (-) * () * () 29 (-) 29 (-) 29 (-)
nsct2 36 (33) 36 (33) * () 36 (30) 36 (-) 36 (-)
dbir1 * () 32 (11) 32 (8) * () 32 (-) 34 (-)
dbir2 * () * () * () * () 32 (-) 32 (-)
Considerando os dados na Tabela 13 relacionados com os problemas em que as
heurísticas obtiveram melhores tempos, podemos constatar que as heurísticas HTf3E3,
HTf3E4 e HTf3E5 não permitiram a troca de precondicionadores em 24, 6 e 8 problemas,
respectivamente. Porém, as heurísticas H3, HTf3E1, HTf3E2 e HTf3E1 permitiram
adiantar a troca de precondicionador em 2, 6, 10 e 3 problemas e as heurísticas HTf3E1,
HTf3E2 e HTf3E3 permitiram adiar a troca de precondicionador em 5, 2 e 4 problemas,
respectivamente.
Na Figura 14, apresentamos o gráfico de perfil de desempenho com respeito ao
tempo total necessário para a resolução dos problemas. Este gráfico nos permite verificar
que neste caso a heurística HTf3E3 foi a heurística mais eficiente assim como a mais
robusta.
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Figura 14 – Comparação do tempo total de resolução das heurísticas HTf3 e eta
5.3.4 Análise das heurísticas que combinam HTf4 e melhorias no parâmetro
η.
Nesta seção serão analisadas as heurísticas que utilizam a heurística para
troca de precondicionador HTf4 e as melhorias no parâmetro η0, η e a atualização deste
propostas nas heurísticas HEt1, HEt2, HEt3, HEt4, H4. Na Figura 15, estão em
destaque as heurísticas analisadas nessa subseção.
Figura 15 – Organograma destacando as heurísticas que surgem ao combinar HTf4 com
melhorias do parâmetro η
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Estas novas heurísticas são referenciadas como:
HTf4E1: heurística proposta no Algoritmo 26 (ver pag 72).
HTf4E2: heurística proposta no Algoritmo 27 (ver pag 73).
HTf4E3: heurística proposta no Algoritmo 28 (ver pag 74).
HTf4E4: heurística proposta no Algoritmo 29 (ver pag 75).
HTf4E5: heurística proposta no Algoritmo 30 (ver pag 76).
HTf4E6: heurística proposta no Algoritmo 31 (ver pag 77).
Na Tabela 14, são mostrados os resultados numéricos em relação ao tempo total de
processamento utilizado pelas heurísticas referenciadas nesta análise para a resolução dos
problemas testes.
Tabela 14 – Tempo total de resolução em segundos dos problemas via as
heurísticas HTf4 e η
Problema HTf4 HTf4E1 HTf4E2 HTf4E3 HTf4E4 HTf4E5 HTf4E6 Dif %
25fv47 1,38 1,97 1,37 1,36 1,86 2,48 1,51 1,12 45,16
agg2 0,44 0,40 0,39 0,38 0,40 0,57 0,34 0,23 40,35
agg3 0,34 * 0,30 0,33 0,66 0,65 0,30 0,36 54,54
agg 0,19 0,28 0,19 0,24 0,25 0,25 0,28 0,09 32,14
bnl1 0,91 1,45 0,96 0,93 1,10 0,97 1,03 0,54 37,24
bnl2 2,71 * 2,64 1,85 * * * 0,86 31,73
chr22b 15,95 7,42 13,26 16,42 204,30 168,52 2530,82 2523,4 99,70
chr25a 35,28 15,17 28,94 47,15 423,33 350,69 * 408,16 96,41
cre-a 5,52 6,13 5,64 6,19 19,51 17,21 36,86 31,34 85,02
cre-b 43,19 31,10 39,34 44,84 97,32 127,97 157,82 126,72 80,29
cre-c 3,78 4,36 3,62 4,35 10,83 10,26 27,74 24,12 86,95
cre-d 28,67 20,00 23,62 28,72 59,14 70,69 68,61 50,69 71,70
d6cube 1,34 2,34 1,22 1,37 1,13 1,22 0,89 1,45 61,96
degen2 1,52 1,54 1,57 1,36 0,84 0,40 1,37 1,17 74,52
degen3 26,47 30,22 29,70 26,31 8,75 8,71 46,37 37,66 81,21
els19 43,36 39,36 39,46 41,36 * * * 4 9,22
etamacro 0,22 0,24 0,13 0,16 0,23 0,2 0,22 0,11 45,83
ex01 0,72 0,77 0,84 0,91 0,95 0,96 0,48 0,48 50
ex02 0,66 0,70 0,80 0,84 0,99 1,66 0,60 1,06 63,85
ex05 7,52 14,24 8,58 7,84 11,16 10,29 14,28 6,76 47,33
ex06 23,06 24,24 23,83 24,61 24,73 * 22,28 2,45 9,90
ex09 47,72 50,30 55,54 48,57 45,98 55,58 49,56 9,6 17,27
finnis 0,20 * 0,12 0,12 * * * 0,08 40
fit2p * 4,50 * * 1285,18 1288,42 * 1283,92 99,65
fort45 1,36 1,36 1,23 1,30 1,38 * 0,95 0,43 31,15
fort46 1,84 1,96 1,43 1,50 1,51 * * 0,53 27,04
fort47 2,21 2,49 * 2,31 * * 1,28 1,21 48,59
fort48 1,26 1,18 0,96 1,01 1,07 * 0,90 0,36 28,57
fort49 1,33 1,31 1,13 1,38 1,25 * 0,88 0,5 36,23
fort51 * 6,39 * * * * 2,45 3,94 61,65
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fort52 2,12 2,64 2,05 2,08 2,07 * 1,72 0,92 34,84
fort53 1,63 2,13 1,41 1,57 1,56 * 1,31 0,82 38,49
fort54 1,85 2,80 1,85 2,10 2,40 * 1,86 0,95 33,92
fort55 1,98 3,49 1,75 1,78 1,67 * 1,80 1,82 52,14
fort56 3,48 * 1,92 2,63 * * * 1,56 44,82
fort57 * 2,42 1,56 1,71 1,88 * 1,76 0,86 35,53
fort58 2,57 2,94 2,30 2,72 2,22 * 1,84 1,1 37,41
fort59 1,99 2,35 1,81 1,78 1,82 * 1,59 0,76 32,34
fort60 2,88 4,08 2,82 2,60 2,46 * 3,15 1,62 39,70
fort61 1,99 2,41 1,66 1,84 1,91 * 1,60 0,81 33,60
ganges 0,51 * 0,44 0,52 0,48 0,52 * 0,08 15,38
grow22 * 0,11 * * 0,15 0,16 0,06 0,1 62,5
ken11 17,06 10,23 14,40 9,98 13,89 45,96 12,30 35,98 78,28
ken13 71,28 48,10 81,22 47,10 187,07 385,71 305,00 338,61 87,78
ken18 1246,36 749,55 1288,99 741,30 1787,00 6495,16 2472,08 5753,86 88,58
nesm 4,36 9,26 4,32 4,05 6,95 3,02 3,08 6,24 67,38
nug05 0,06 0,09 0,06 0,04 * * * 0,05 55,55
nug06-3rd * * * * 15,72 10,34 75,92 65,58 86,38
nug06 0,32 0,35 0,27 0,28 0,20 0,14 0,20 0,21 60
nug07 * 1,52 * 1,40 1,42 0,4 1,40 1,12 73,68
nug07-3rd * * * * 123,45 84,53 848,41 763,88 90,03
nug08 2,60 2,47 2,81 2,54 2,99 0,84 3,44 2,6 75,58
nug08-3rd * * * * 759,32 496,34 * 262,98 34,63
scfxm2 0,39 0,39 0,35 0,32 0,36 1,0 0,22 0,78 78
scfxm3 0,74 0,76 0,50 0,66 0,81 1,85 0,31 1,54 83,24
scr15 6,90 6,18 6,48 7,0 * * * 0,82 11,71
scr20 64,03 65,64 62,39 59,63 * * * 6,01 9,15
ship08l 0,25 0,32 0,21 0,24 0,21 0,16 0,35 0,19 54,28
ship12l 0,54 0,70 0,52 0,60 0,18 0,30 0,94 0,76 80,85
stocfor2 12,45 14,34 12,86 13,14 12,62 6,22 16,20 9,98 61,60
truss 3,28 3,67 3,39 3,66 3,54 1,90 2,49 1,77 48,22
perold * 2,56 * * 1,40 2,05 2,17 1,16 45,31
pilot4 * 0,82 * * 0,62 * 0,63 0,2 24,39
pilot87 * 55,58 * * * * 38,71 16,87 30,35
pilot * 43,91 * * * * 41,74 2,17 4,94
pilotja * 9,72 * * * * 8,12 1,6 16,46
pilotnov 0,64 0,82 0,57 0,60 0,62 1,22 0,56 0,66 54,09
pilots * 43,67 * * * * 41,76 1,91 4,37
pilotwe 0,86 0,74 0,75 0,74 0,77 2,57 0,67 1,9 73,92
qap8 3,33 2,97 3,27 2,92 3,55 0,90 2,81 2,65 74,64
rou20 742,33 * 1112,18 744,05 * * * 369,85 33,25
rail507 49,43 54,44 56,34 55,89 * 27,33 26,20 30,14 53,49
rail516 28,27 34,02 32,54 33,19 33,54 35,33 14,72 20,61 58,33
rail582 69,84 77,60 71,31 76,00 * 46,75 40,07 37,53 48,36
aa03 22,64 19,27 19,86 18,86 7,57 6,24 20,41 16,4 72,43
air06 22,60 19,56 19,85 18,90 7,54 6,14 20,40 16,46 72,83
dbic1 899,37 924,34 886,74 921,52 2043,81 2028,55 1815,45 1157,07 56,61
nsir2 101,09 52,64 110,11 102,61 183,18 164,61 422,97 370,33 87,55
nsir1 47,63 36,55 43,71 49,76 69,23 55,95 133,80 97,25 72,68
lpl1 * 6135,81 6546,18 6430,70 * 5725,34 63331,04 57605,7 90,95
nsct1 1797,10 499,88 1818,72 1939,66 3900,92 3810,01 3085,28 3401,04 87,18
nsct2 6072,65 588,50 * 6063,05 9365,28 7251,98 8576,61 8776,78 93,71
dbir1 * 861,26 1052,90 1159,42 1479,43 1484,63 1731,84 870,58 50,26
dbir2 * * * * 2657,21 2769,46 2651,79 117,67 4,24
nug12 * * * * * * 499,80
nug15 * * * * * * 2933,41
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nug12m * * * * * * 498,54
Da Tabela 14, vemos que as heurísticas HTf4, HTf4E1, HTf4E2, HTf4E3,
HTf4E4, HTf4E5 e HTf4E6, resolveram 77%, 85%, 78.1%, 81.6%, 78.1%, 63.2%, 85%,
dos 87 problemas testados. A heurística HTf4E6 foi a mais eficiente, pois resolveu 32
problemas em menor tempo e as heurísticas HTf4E1 e HTf4E6 foram as mais robustas.
Vale ressaltar que a heurística HTf4E6 resolveu os problemas: nug12, nug12m e nug15,
os quais não tinham sido resolvido até agora por nenhuma outra heurística testada até o
momento.
Na Tabela 15, apresentamos os problemas com as maiores diferenças no tempo
de resolução utilizado pelas heurísticas.
Tabela 15 – HTf4 e η: Principais diferenças
Problemas m H+ H- Dif %
chr22b 5587 HTf4E1 HTf4E6 2523,4 99,70
chr25a 8149 HTf4E1 HTf4E4 408,16 96,41
cre-b 5328 HTf4E1 HTf4E6 126,72 80,29
fit2p 3000 HTf4E1 HTfE5 1288,42 99,65
ken13 22365 HTf4E3 HTf4E5 338,61 87,78
ken18 78538 HTf4E3 HTf4E5 5753,86 88,58
nug06-3rd 1410 HTf4E5 HTf4E6 65,58 86,38
nug07-3rd 9422 HTf4E5 HTf4E6 763,88 90,03
nug08-3rd 19728 HTf4E5 HTf4E4 262,98 34,63
rou20 7359 HTf4 HTf4E2 369,85 33,25
dbic1 34205 HTf4E2 HTf4E5 1157,07 56,61
nsir2 4450 HTf4E1 HTf4E6 370,33 87,55
nsir1 4406 HTf4E1 HTf4E6 97,25 72,68
lpl1 34037 HTf4E5 HTf4E2 57605,7 90,95
nsct1 15259 HTf4E1 HTf4E4 3401,04 87,18
nsct2 15341 HTf4E1 HTf4E4 8776,78 93,71
dbir1 14025 HTf4E1 HTf4E6 870,58 50,26
dbir2 14100 HTf4E1 HTf4E6 117,67 4,24
A Tabela 16 contém o número total de iterações do MPI utilizadas durante a
resolução dos problemas assim como entre parênteses o número da iteração do MPI em
que houve ou não troca de precondicionador.
Tabela 16 – Número de iterações do MPI utilizando as heurísticas HTF4
e η
Problemas HTf4 HTf4E1 HTf4E2 HTf4E3 HTf4E4 HTf4E5 HTf4E6
25fv47 26 (21) 26 (-) 26 (22) 26 (21) 26 (-) 26 (-) 26 (-)
agg2 24 (16) 23 (-) 24 (17) 24 (14) 23 (-) 23 (-) 24 (-)
agg3 22 (13) * () 22 (14) 22 (15) 25 (-) 25 (-) 22 (-)
agg 19 (-) 19 (-) 19 (16) 19 (14) 19 (-) 19 (-) 19 (-)
bnl1 40 (36) 40 (-) 40 (36) 40 (36) 40 (-) 40 (29) 40 (-)
bnl2 36 (24) * () 36 (23) 37 (33) * () * () * ()
chr22b 29 (12) 29 (8) 29 (11) 29 (12) 31 (-) 31 (-) 31 (-)
chr25a 28 (12) 28 (8) 28 (11) 28 (13) 29 (-) 29 (-) * ()
cre-a 27 (13) 27 (13) 27 (13) 27 (13) 28 (-) 28 (-) 27 (-)
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cre-b 43 (17) 43 (11) 43 (25) 43 (28) 43 (-) 43 (-) 43 (-)
cre-c 26 (15) 26 (15) 26 (14) 26 (15) 26 (-) 26 (-) 26 (-)
cre-d 42 (28) 42 (9) 42 (25) 42 (28) 42 (-) 42 (-) 42 (-)
d6cube 19 (-) 19 (-) 19 (-) 18 (-) 18 (15) 18 (14) 18 (-)
degen2 12 (-) 12 (-) 12 (-) 12 (-) 12 (8) 12 (9) 12 (-)
degen3 17 (-) 17 (-) 17 (-) 17 (-) 16 (7) 16 (10) 16 (-)
els19 31 (13) 31 (7) 31 (11) 31 (12) * () * () * ()
etamacro 27 (20) 26 (-) 27 (19) 27 (20) 26 (-) 26 (-) 26 (-)
ex01 27 (-) 27 (-) 27 (24) 27 (-) 27 (-) 27 (-) 27 (-)
ex02 31 (-) 31 (-) 31 (-) 31 (-) 31 (-) 31 (-) 31 (-)
ex05 35 (20) 35 (-) 35 (20) 35 (20) 35 (-) 35 (-) 35 (-)
ex06 63 (-) 63 (-) 63 (-) 63 (-) 63 (-) * () 63 (-)
ex09 44 (-) 44 (-) 44 (23) 44 (-) 44 (-) 44 (-) 44 (-)
finnis 26 (18) * () 26 (16) 26 (18) * () * () * ()
fit2p * () 21 (10) * () * () 21 (-) 21 (-) * ()
fort45 15 (-) 15 (-) 15 (-) 15 (-) 15 (-) * () 15 (-)
fort46 17 (-) 17 (-) 17 (-) 17 (-) 20 (13) * () * ()
fort47 18 (17) 18 (-) * () 19 (-) * () * () 19 (-)
fort48 15 (-) 15 (-) 15 (-) 15 (-) 15 (-) * () 15 (-)
fort49 15 (-) 15 (-) 15 (-) 16 (15) 15 (-) 20 (12) 15 (-)
fort51 * () 26 (-) * () * () * () * () 26 (-)
fort52 20 (-) 20 (-) 20 (-) 20 (-) 20 (-) * () 20 (-)
fort53 16 (-) 16 (-) 16 (-) 16 (-) 16 (-) * () 16 (-)
fort54 18 (15) 18 (-) 18 (15) 18 (-) 18 (-) * () 18 (-)
fort55 19 (15) 19 (-) 19 (15) 19 (15) 19 (13) * () 19 (-)
fort56 20 (19) * () 19 (-) 19 (-) * () * () * ()
fort57 * () 19 (-) 19 (16) 19 (16) 19 (-) * () 19 (-)
fort58 23 (18) 19 (-) 23 (18) 24 (18) 20 (-) * () 19 (-)
fort59 18 (-) 18 (-) 18 (-) 18 (-) 18 (-) * 18 (-)
fort60 17 (16) 17 (-) 17 (16) 17 (16) 17 (15) * () 17 (-)
fort61 17 (-) 17 (-) 17 (-) 17 (-) 17 (-) * () 17 (-)
ganges 17 (10) * () 17 (10) 17 (12) 17 (6) 17 (6) * ()
grow22 * () 23 (-) * () * () 23 (-) 23 (-) 23 (-)
ken11 22 (20) 22 (20) 22 (20) 22 (20) 22 (-) 22 (-) 22 (-)
ken13 28 (23) 28 (23) 28 (23) 28 (23) 28 (-) 28 (-) 28 (-)
ken18 34 (30) 34 (30) 34 (30) 34 (30) 34 (-) 34 (-) 34 (-)
nesm 31 (23) 31 (-) 31 (23) 31 (23) 31 (-) 32 (13) 31 (-)
nug05 7 (-) 7 (-) 7 (-) 7 (-) * () * () * ()
nug06-3rd * () * () * () * () 7 (-) 6 (-) 6 (-)
nug06 6 (-) 6 (-) 6 (-) 6 (-) 6 (-) 7 (6) 6 (-)
nug07 *() 11 (-) *() 11(-) 10(9) 11(-) 11(-)
nug07-3rd * () *() *() * () 8(-) 8 (-) 8(-)
nug08 9(-) 9(-) 9(-) 9(-) 9(8) 9(8) 9(-)
nug08-3rd *() *() *() *() 9(-) 9(-) *()
scfxm2 20(-) 20(-) 20(-) 20(-) 20(-) 20(13) 20(-)
scfxm3 20(-) 20(-) 20(-) 20(-) 20(-) 20(13) 20(-)
scr15 24(9) 24(5) 24(8) 24(9) *() *() *()
scr20 21(13) 21(7) 21(12) 21(12) *() *() *()
ship08l 16(-) 16(-) 16(-) 16 (-) 16(14) 16(13) 16(-)
ship12l 12(-) 17 (-) 17(-) 17(-) 17(13) 12(15) 17(-)
stocfor2 21(-) 21(-) 21(-) 21(-) 21(20) 21(18) 21(-)
truss 21(-) 21(-) 19(-) 21(-) 21(20) 20(19) 21(-)
perold *() 34(-) *() *() 34 (-) 34(-) 34(-)
pilot4 *() 48(-) *() *() 48(-) *() 48(-)
pilot87 *() 36(-) *() *() *() *() 36(-)
pilot *() 38(-) *() *() *() *() 38(-)
pilotja *() 33 (-) *() *() *() *() 33(-)
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pilotnov 17 (-) 17(-) 17(-) 17 (-) 17(-) 17 (-) 17(-)
pilots *() 38(-) *() *() *() *() 38(-)
pilotwe 48(-) 48(-) 48(-) 48(-) 48(-) 48(-) 48(-)
qap8 9(-) 9(-) 9(-) 9(-) 9(8) 9(8) 9(-)
rou20 23(-) * () 24(9) 24(11) * () *() *()
rail507 33 (-) 33(-) 33(-) 33(-) *() 32(19) 33(-)
rail516 30(-) 30 (-) 30(-) 30(-) 37(34) 30(27) 30(-)
rail582 40(-) 40(-) 40(-) 40 (-) *() 40(28) 40(-)
aa03 23(-) 23(-) 23(-) 23(-) 22(9) 22(7) 23(-)
air06 23 (-) 23(-) 23(-) 23(-) 22(9) 22(7) 23(-)
dbic1 50 (42) 50(42) 50(40) 50(42) 51(-) 51(-) 50(-)
nsir2 31(25) 31(1) 31(22) 31(24) 33(-) 34(-) 31(-)
nsir1 24 (7) 24(1) 24 (6) 24(7) 24 (-) 25 (-) 24(-)
lpl1 *() 73(35) 73(35) 73(35) *() 74(-) 74(-)
nsct1 29(-) 29(1) 29(-) 31(-) 29(-) 29(-) 29(-)
nsct2 36 () 36(1) *() 36(34) 36 (-) 36(-) 36 (-)
dbir1 *() 32 (1) 32 (8) 32(9) 32(-) 34(-) 32(-)
dbir2 *() * () *() *() 32(-) 32(-) 32(-)
nug12 *() * () *() *() *() *() 21(-)
nug15 *() *() *() *() *() *() 24(-)
nug12m *() * () *() *() *() * () 21 (-)
Podemos observar na Tabela 16, que a heurística HTf4E6 não permitiu a troca
de fase em nenhum dos problemas que conseguiu resolver. Além disso, HTf4, HTf4E1,
HTf4E2, HTf4E3, HTf4E4 e HTf4E5 permitiram adiantar a troca em 3, 12, 7, 5, 3 e
10 problemas, respectivamente, e consequentemente foram resolvidos em menor tempo
computacional.
Pelo gráfico de perfil de desempenho com relação ao tempo total necessário
para a resolução dos problemas apresentado na Figura 16, podemos notar que a heurística
HTf4E6 foi a mais eficiente, pois resolveu 38% dos problemas com melhor tempo. Por
outo lado, pela Figura 17 verificamos que as heurísticas HTf4E1 e HTf4E6 foram as
mais robustas.
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Figura 16 – Comparação do tempo de resolução utilizado pelas heurísticas que provierem
das combinação HTf4 e melhorias do parâmetro η no intervalo (0;1,5)
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Figura 17 – Comparação do tempo de resolução utilizado pelas heurísticas que provierem
das combinação HTf4 e melhorias do parâmetro η
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Finalmente, para concluir as análises e comparações dos resultados dos ex-
perimentos de forma mais simples, apresentamos o perfil de desempenho das seguintes
heurísticas:
• H1: melhor heurística em relação a troca de precondicionadores.
• HEt1: melhor heurística em relação à melhoras do parâmetro η.
• HTf3E3: melhor heurística em relação a Subseção (4.4.1).
• HTf4E1, HTf4E6 : melhores heurísticas em relação a Subseção (4.4.2).
Pela Figura 18 vemos que a heurística HTf3E3 resolveu 33% dos problemas com melhor
tempo computacional, isto é, foi a mais eficiente de todas. Por outro lado, na Figura 19
podemos observar que as heurísticas HTf4E1 e HTf4E6 foram as mais robustas, pois
resolveram 78%.
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Figura 18 – Perfil de desempenho com respeito ao tempo de processamento utilizado pelas
melhores heurísticas em cada caso no intervalo (0;1,5).
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Figura 19 – Perfil de desempenho com respeito ao tempo de processamento utilizado pelas
melhores heurísticas em cada caso.
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6 Conclusões e Trabalhos Futuros
Neste capítulo, apresentamos as conclusões desse trabalho após as análises
feitas com relação aos resultados obtidos nos experimentos computacionais realizados
com todas as heurísticas propostas para a troca de precondicionador e para a atualização
de forma automatizada do parâmetro η, o qual é utilizado na Fatoração Controlada de
Cholesky, como melhorias da abordagem híbrida de precondicionamento. Na sequência,
apresentamos algumas propostas de trabalhos futuros que podem ser implementadas e
testadas com o intuito de melhorar ainda mais os resultados obtidos até agora.
6.1 Conclusões
Neste trabalho, foram propostas quatro heurísticas para a troca de precon-
dicionadores na abordagem híbrida de precondicionamento das matrizes dos sistemas
de equações lineares resolvidos a cada iteração do método de pontos interiores preditor-
corretor. Nestas heurísticas foram utilizadas duas formas diferentes de calcular estimativas
do número de condição da matriz precondicionada.
Para comparar a qualidade destas estimativas, implementamos e testamos no
Matlab com matrizes geradas de forma aleatória e, comparamos os valores estimados do
número de condição com os valores calculados utilizando a ferramenta cond do Matlab.
Considerando a ordem de grandeza e o raio médio das estimativas, os resultados foram
bons, o que nos levou a implementá-las no PCx modificado.
Os resultados iniciais obtidos para o cálculo da estimativa do número de
condição da matriz precondicionada, nos permitiu considerá-la como uma boa ferramenta
para a criação de novas heurísticas para a troca de precondicionadores na abordagem
híbrida. Em consequência, foram propostas as heurísticas HTf1 e HTf2, as quais foram
comparadas com as heurísticas H1, H2 e H3 propostas em (VELAZCO; OLIVEIRA;
CAMPOS, 2011), (BARTMEYER, 2016) e (ORELLANA, 2017), respectivamente. Pelos
resultados obtidos, observamos que a heurística H1 mostrou-se mais eficiente e robusta
mas, as heurísticas HTf1 e HTf2 permaneceram próximas desta com respeito a eficiência
e robustez.
Dado que o cálculo da estimativa do número de condição afeta o tempo total
na resolução dos problemas, ele deve ser utilizado num momento adequado. Então, com o
intuito de melhorar as heurísticas propostas até o momento, criamos a heurística HTf3,
a qual foi a melhor heurística resultante da combinação das heurísticas para troca de
precondicionadores H2, H3, HTf1 e HTf2.
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Uma de nossas estratégias mais relevantes nesta tese foi incorporar o uso de
estimativas do número de condição de custo computacional aceitável no critério para a
troca de precondicionador. Isto permitiu ter uma informação mais precisa em relação ao
mal condicionamento das matrizes e dessa forma poder adiantar, adiar ou até mesmo não
permitir a troca em alguns casos. Vale ressaltar o fato de conseguir com isto resolver os
problemas fort que não foram resolvidos pelas outras heurísticas com as quais estamos
comparando.
Continuando com o objetivo de melhorar os resultados obtidos até o momento,
propomos a heurística HTf4, a qual difere da heurística HTf3 somente no fato que agora
não utilizamos o parâmetro proposto em (ORELLANA, 2017), o qual identifica diferenças
muito abruptas nos elementos da matriz diagonal D, e por sua vez incorporamos no
critério de troca de precondicionador um outro parâmetro que mede a variabilidade dos
autovalores da matriz ADAT através da variabilidade dos elementos da matriz D. Essas
duas novas propostas foram mais robustas em comparação com às heurísticas H1 e H3.
Em particular, a heurística HTF4 resolveu 15% a mais dos problemas considerados em
comparação com a heurística H1.
Uma alternativa para aperfeiçoar o desempenho da FFC é usar novas propostas
para calcular o valor do parâmetro η0 e realizar uma atualização automatizada do η.
Outra de nossas estratégias foi neste sentido, e assim, propusemos uma nova forma de
atualização do parâmetro η. Para isso, usamos a densidade da matriz ADAT que é uma das
características do problema. Inicialmente propomos, a heurística chamadaHEt1, a qual é
similar à heurística H1, nela somente muda o valor do parâmetro η0, o qual foi escolhido
empiricamente. Uma segunda heurística chamada HEt2 foi proposta, nela consideramos a
função ln da esparsidade de matriz ADAT para calcular o parâmetro η1, o qual permite
a automatização na atualização do parâmetro η. Vale ressaltar que na heurística HEt2
é utilizado o mesmo η0 da heurística H1. Além disso, foram propostas as heurísticas,
HEt3 e HEt4, as quais são uma combinação das propostas neste assunto das heurísticas
HEt1, HEt2 e H4, esta última proposta em (RODRIGUEZ, 2017). Ao compará-las com
a heurística H1, observamos que a heurística HEt1 foi a mais eficiente e com respeito à
robustez as heurísticas H1 e HEt1 foram as melhores.
A seguir, decidimos combinar as heurísticas propostas para troca de precon-
dicionadores HTf3, HTf4 com as heurísticas propostas para melhorias no cálculo e
atualização do parâmetro η. Em consequência, foram obtidos dois conjuntos de heurísticas:
{ HTf3E1, HTf3E2, HTf3E3, HTf3E4, HTf3E5 } e { HTf4E1, HTf4E2, HTf4E3,
HTf4E4, HTf4E5, HTf4E6}. Comparadas somente as heurísticas do primeiro conjunto,
observamos que a heurística HTF3E3 foi a mais eficiente e robusta. Do segundo conjunto,
observamos que a heurística HTf4E6 foi a mais eficiente. Por outro lado, as heurísticas
HTf4E1 e HTf4E6 foram as mais robustas.
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Por último, realizamos uma comparação das heurísticas H1, HEt1, HTf3E3
HTf4E1 e HTf4E6, que são as heurísticas que apresentaram melhores resultados em cada
tipo de teste (troca de precondicionador, melhorias no parâmetro η e combinação dos dois).
Podemos concluir que no conjunto de problemas testes considerados, o método de pontos
interiores preditor-corretor tornou-se mais eficiente utilizando a heurística HTF3E3, pois
ela resolveu 33% dos problemas com menor tempo total de resolução. Porém, utilizando as
heurísticas HTF4E2 e HTF4E6 ele foi mais robusto. Portanto, podemos concluir que,
os objetivos propostos foram alcançados com as heurísticas desenvolvidas nesse trabalho
para a abordagem híbrida de precondicionamento, uma vez que o método preditor-corretor
tornou-se mais eficiente e robusto como era esperado.
6.2 Trabalhos Futuros
Como trabalhos futuros, as seguintes pesquisas podem ser realizadas:
• Implementar outras estimativas de número de condição que também forneçam boa
precisão como as já utilizadas, mas que seu cálculo seja feito em menor tempo
computacional, para que sua utilização em matrizes de grandes dimensões se torne
mais viável, permitindo melhorar ainda mais a eficiência do algoritmo híbrido de
precondicionamento.
• Explorar outras funções e parâmetros que permitam desenvolver e implementar
novas formas de atualização automatizada do parâmetro η utilizado na Fatoração
Controlada de Cholesky, e consequentemente, melhorar a robustez e eficiência do
método preditor-corretor.
• Combinar e testar as melhores heurísticas propostas neste trabalho com as melhores
propostas na literatura em relação à correção de falhas na diagonal e melhorias no
precondicionador Separador.
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APÊNDICE A – Decomposição em valores
singulares
Teorema A.1. Teorema(Decomposição em valores singulares:SVD)
Seja A P Rmˆn, então existem matrizes ortogonais
U “ ru1, ..., ums P Rmˆm e V “ rv1, ..., vns P Rnˆn
tais que,
A “ UΣV T
onde Σ “ diagpσ1, ..., σpq P Rmˆn, p “ minpm,nq e σ1, ..., σp ě 0. Os σi são chamados os
valores singulares não nulos de A. Além disso, a matriz A pode ser escrita da seguinte
forma:
A “ σ1u1vT1 ` σ2u2vT2 , ..., σpupvTp .
A prova deste teorema pode ser consultada em (GOLUB; Van Loan, 1996).
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APÊNDICE B – Medidas de dispersão
Em Estatística, dispersão (também chamada de variabilidade ou espalhamento)
mostra o quão esticada ou exprimida uma distribuição (teórica ou que defina uma amostra)
está. Exemplos comuns de medidas de dispersão estatística são a variância, o desvio padrão
e a amplitude interquartil.
Uma medida de dispersão estatística é um número real não negativo que é zero
se todos os dados são os mesmos.
O desvio padrão é uma medida importante de dispersão em torno da média
populacional de uma variável aleatória. Um baixo desvio padrão indica que os pontos dos
dados tendem a estar próximos da média ou do valor esperado. Um alto desvio padrão
indica que os pontos dos dados estão por uma ampla gama de valores.
Há outras medidas de desvio como o desvio médio absoluto, que fornece
propriedades propriedades matemáticas diferentes a partir do desvio padrão (GORARD,
2005). Além de expressar a variabilidade da população, o desvio padrão comumente é
usado para medir a confiança em cálculos estatísticos e geralmente permite sintetizar os
resultados de uma experiência repetida varias vezes.
Para um conjunto de números tx1, ..., xnu, com média x “ Σ
n
i“1xi
n
, o desvio
padrão absoluto, está definido como
dma “ Σ
n
i“1|xi ´ x|
n
.
