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A MULTI-VALUED LOGARITHM ON TIME SCALES
DOUGLAS R. ANDERSON AND MARTIN BOHNER
Abstract. A new definition of a multi-valued logarithm on time scales is introduced for delta-
differentiable functions that never vanish. This new logarithm arises naturally from the definition
of the cylinder transformation that is also at the heart of the definition of exponential functions on
time scales. This definition will lead to a logarithm function on arbitrary time scales with familiar
and useful properties that previous definitions in the literature lacked.
Dedicated to Professor Allan C. Peterson, our mentor, colleague, and friend, on the occasion of his
retirement after 51 years at the University of Nebraska-Lincoln.
1. introduction
A recurring open problem for dynamic equations on time scales [1, 2] has been the following [3]:
Define a “nice” logarithm function on time scales and present its properties. The aim of this paper
is to introduce on time scales a new multi-valued logarithm arising from the cylinder transformation
employed in definitions of exponential functions for dynamic equations.
The development of this logarithm on general time scales will proceed as follows. In Section 2,
we extend the definition of the traditional single-valued cylinder transformation to a multi-valued
cylinder transformation. This transformation has useful properties across the circle plus (⊕) and
circle dot () operations, and is the basis for the definition of the logarithm, for non-vanishing
delta-differentiable functions. In Section 3, nice properties of this new logarithm are shown to
hold. Section 4 establishes a similar logarithm for the nabla case. In Section 5, the Cayley cylinder
transformation is also considered, and is shown to lead to the very same logarithm. Finally, in
Section 6, we give a brief list of logarithm functions on time scales from the literature. Numerous
examples on various time scales are given throughout the paper to illustrate our results.
Throughout this paper, we will assume a working knowledge of time scales and time scales
notation.
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2 ANDERSON AND BOHNER
2. a new logarithm on time scales
We begin our presentation of a new definition of a logarithm for dynamic equations on time scales
with some motivation provided by the definition of exponential functions for dynamic equations
based on the cylinder transformation. The following definition [1, Definition 2.21] is the original
cylinder transformation; a modified cylinder transformation will also be examined, in Section 5.
Definition 2.1 (Single-Valued Cylinder Transformation). For h > 0, define the cylinder transfor-
mation ξh : Ch → Zh by
ξh(z) =

1
h
Log(1 + zh) for h 6= 0
z for h = 0,
(2.1)
where C is the set of complex numbers,
Ch =
{
z ∈ C : z 6= −1
h
}
, Zh =
{
z ∈ C : −pi
h
< Im(z) ≤ pi
h
}
, (2.2)
and Log is the principal logarithm function.
The following definition is [1, Definition 2.25].
Definition 2.2 (Regressive Function). A function p : T→ R is regressive provided
1 + µ(t)p(t) 6= 0 for all t ∈ Tκ
holds. The set of all regressive and rd-continuous functions p : T→ R is denoted by R.
The following definition is [1, Definition 2.30].
Definition 2.3 (Exponential Function). For functions p ∈ R, the exponential function on time
scales is given by
ep(t, s) = exp
(∫ t
s
ξµ(τ)(p(τ))∆τ
)
for s, t ∈ T,
where ξh(z) is the cylinder transformation given in (2.1).
We now set the foundation for offering a new definition of logarithms on time scales. This
definition will be of a multi-valued function, for which we need to modify the single-valued cylinder
function given in (2.1).
Definition 2.4 (Multi-Valued Cylinder Transformation). For h > 0, define the multi-valued cylin-
der transformation ζh : Ch → C by
ζh(z) =

1
h
log(1 + zh) for h 6= 0
z for h = 0,
(2.3)
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where C is the set of complex numbers, Ch is given in (2.2), and log is the multi-valued complex
logarithm function.
Lemma 2.5. Let f, g : T → C be ∆-differentiable functions with f, g 6= 0 on T, and let the
multi-valued cylinder transformation ζ be given by (2.3). Then, for fixed τ ∈ Tκ,
ζµ(τ)
((
f∆
f
⊕ g
∆
g
)
(τ)
)
= ζµ(τ)
(
f∆(τ)
f(τ)
)
+ ζµ(τ)
(
g∆(τ)
g(τ)
)
.
Proof. First, note that the simple useful formula fσ = f + µf∆ (suppressing the variable) implies
(fg)∆
fg
=
fσg∆ + f∆g
fg
=
(f + µf∆)g∆
fg
+
f∆
f
=
f∆
f
+
g∆
g
+ µ
f∆g∆
fg
=
f∆
f
⊕ g
∆
g
.
It follows that for fixed τ ∈ Tκ,
ζµ(τ)
((
f∆
f
⊕ g
∆
g
)
(τ)
)
= ζµ(τ)
(
(fg)∆(τ)
(fg)(τ)
)
=

1
µ(τ)
log
(
1 + µ(τ)
(fg)∆(τ)
(fg)(τ)
)
for µ(τ) 6= 0
(fg)∆(τ)
(fg)(τ)
for µ(τ) = 0
=

1
µ(τ)
log
(
(fg)σ(τ)
(fg)(τ)
)
for µ(τ) 6= 0(
f∆
f
⊕ g∆
g
)
(τ) for µ(τ) = 0
=

1
µ(τ)
log
(
fσ(τ)
f(τ)
)
+
1
µ(τ)
log
(
gσ(τ)
g(τ)
)
for µ(τ) 6= 0(
f∆
f
+ g
∆
g
)
(τ) for µ(τ) = 0
=

1
µ(τ)
log
(
(f + µf∆)(τ)
f(τ)
)
+
1
µ(τ)
log
(
(g + µg∆)(τ)
g(τ)
)
for µ(τ) 6= 0
f∆(τ)
f(τ)
+ g
∆(τ)
g(τ)
for µ(τ) = 0
= ζµ(τ)
(
f∆(τ)
f(τ)
)
+ ζµ(τ)
(
g∆(τ)
g(τ)
)
.
This completes the proof. 
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Lemma 2.6. Let α ∈ R, and let p : T→ C be a ∆-differentiable function with p 6= 0 on T. For the
multi-valued cylinder transformation ζ given by (2.3) and for fixed τ ∈ Tκ,
ζµ(τ)
((
α p
∆
p
)
(τ)
)
= αζµ(τ)
(
p∆(τ)
p(τ)
)
.
Proof. Let α ∈ R, and let p : T → C be a ∆-differentiable function with p 6= 0 on T. Then [2,
Theorem 2.43] yields
1 + µ(α f) = (1 + µf)α
on Tκ for f = p
∆
p
. It follows that for fixed τ ∈ Tκ,
ζµ(τ)
((
α p
∆
p
)
(τ)
)
=

1
µ(τ)
log
(
1 + µ(τ)
(
α p
∆
p
)
(τ)
)
for µ(τ) 6= 0(
α p∆
p
)
(τ) for µ(τ) = 0
=

1
µ(τ)
log
(
1 + µ(τ)
p∆(τ)
p(τ)
)α
for µ(τ) 6= 0
αp
∆(τ)
p(τ)
for µ(τ) = 0
= α

1
µ(τ)
log
(
1 + µ(τ)
p∆(τ)
p(τ)
)
for µ(τ) 6= 0
p∆(τ)
p(τ)
for µ(τ) = 0
= αζµ(τ)
(
p∆(τ)
p(τ)
)
.
This completes the proof. 
Definition 2.7 (Logarithm Function). For a ∆-differentiable function p : T→ C with p 6= 0 on T,
the multi-valued logarithm function on time scales is given by
`p(t, s) =
∫ t
s
ζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ for s, t ∈ T,
where ζh(z) is the multi-valued cylinder transformation given in (2.3). Define the principal logarithm
on time scales to be
Lp(t, s) =
∫ t
s
ξµ(τ)
(
p∆(τ)
p(τ)
)
∆τ for s, t ∈ T,
where ξh(z) is the single-valued cylinder transformation given in (2.1).
Remark 2.8. According to this definition, if p ≡ constant, then `p(t, s) = 0 for all t, s ∈ T. Thus,
this logarithm does not distinguish between either constants or constant multiples of functions. We
moreover note here that even in the case T = R, the dynamics along the negative and positive real
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line necessitate the existence of a logarithm with principal and multiple values, making a multi-
valued logarithm on general time scales both natural and expected, though heretofore unexplored.
Example 2.9. For T = R,
`p(t, s) =
∫ t
s
ζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ =
∫ t
s
p′(τ)
p(τ)
dτ = log
(
p(t)
p(s)
)
,
where log is the multi-valued complex logarithm function. For T = hZ,
f∆(τ) = ∆hf(τ) =
f(τ + h)− f(τ)
h
and
`p(t, s) =
∫ t
s
ζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ =
t
h
−1∑
j= s
h
ζh
(
∆hp(jh)
p(jh)
)
h =
t
h
−1∑
j= s
h
1
h
log
(
1 +
h∆hp(jh)
p(jh)
)
h
=
t
h
−1∑
j= s
h
log
(
p(jh+ h)
p(jh)
)
= log
 th−1∏
j= s
h
p((j + 1)h)
p(jh)
 = log( p(t)
p(s)
)
.
For T = qN0 ,
f∆(τ) =
f(qτ)− f(τ)
(q − 1)τ
and
`p(t, s) =
∫ t
s
ζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ
=
∑
τ∈[s,t)
ζ(q−1)τ
(
p∆(τ)
p(τ)
)
(q − 1)τ
=
∑
τ∈[s,t)
1
(q − 1)τ log
(
1 +
(q − 1)τp∆(τ)
p(τ)
)
(q − 1)τ
=
∑
τ∈[s,t)
log
(
p(qτ)
p(τ)
)
= log
(
p(t)
p(s)
)
.
This ends the example.
Example 2.10. For a, b, c, d ∈ R with a < b < c < d, let T = [a, b] ∪ [c, d]. Assume p : T → C is
differentiable with p 6= 0 on T. If s, t ∈ [a, b) or s, t ∈ [c, d], then µ(τ) ≡ 0 for τ ∈ [s, t], so that by
the definition of the multi-valued cylinder function (2.3),
`p(t, s) =
∫ t
s
p′(τ)
p(τ)
dτ = log
(
p(t)
p(s)
)
.
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Assume without loss of generality that s ∈ [a, b] and t ∈ [c, d]. Then c = σ(b), and
`p(t, s) =
∫ t
s
ζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ
=
(∫ b
s
+
∫ σ(b)
b
+
∫ t
σ(b)
)
ζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ
= log
(
p(b)
p(s)
)
+ log
(
p(t)
p(σ(b))
)
+
∫ σ(b)
b
ζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ
= log
(
p(b)
p(s)
)
+ log
(
p(t)
p(c)
)
+ µ(b)ζµ(b)
(
p∆(b)
p(b)
)
= log
(
p(b)
p(s)
)
+ log
(
p(t)
p(c)
)
+ µ(b)
[
1
µ(b)
log
(
1 +
µ(b)p∆(b)
p(b)
)]
= log
(
p(b)
p(s)
)
+ log
(
p(t)
p(c)
)
+ log
(
pσ(b)
p(b)
)
= log
(
p(b)
p(s)
)
+ log
(
p(t)
p(c)
)
+ log
(
p(c)
p(b)
)
= log
(
p(t)
p(s)
)
.
Consequently, in all cases, we see that `p(t, s) = log
(
p(t)
p(s)
)
on this time scale as well.
Example 2.11. Let T = (−∞,−4] ∪ [2,∞), and p(t) = t3. Let t = 3 and s = −5. Then
µ(−4) = σ(−4)− (−4) = 2− (−4) = 6,
and the principal logarithm on this time scale is
Lp(t, s) = Lp(3,−5)
=
∫ 3
−5
ξµ(τ)
(
(τ 3)∆
τ 3
)
∆τ
=
(∫ −4
−5
+
∫ 2
−4
+
∫ 3
2
)
ξµ(τ)
(
σ(τ)2 + τσ(τ) + τ 2
τ 3
)
∆τ
= 3
(∫ −4
−5
+
∫ 3
2
)
dτ
τ
+ µ(−4)ξµ(−4)
(
22 − 4(2) + (−4)2
(−4)3
)
= 3 (Log[−4]− Log[−5] + Log[3]− Log[2]) + Log
(
1 + 6
12
−64
)
= Log
(
27
−125
)
= ln
(
27
125
)
+ ipi,
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where Log is the principal complex logarithm, and ln is the natural logarithm.
3. properties of the logarithm
Using the definition of the multi-valued logarithm on time scales given above, we establish the
following properties.
Theorem 3.1. Let p : T → C be a ∆-differentiable function with p 6= 0 on T. Then, for s, t ∈ T,
we have
exp (Lp(t, s)) = e p∆
p
(t, s).
Proof. Let p : T→ C be a ∆-differentiable function with p 6= 0 on T. Then, for s, t ∈ T, we have
Lp(t, s) =
∫ t
s
ξµ(τ)
(
p∆(τ)
p(τ)
)
∆τ.
Now exponentiate both sides and use the definition of the exponential function ep(t, s). 
Corollary 3.2. Let p ∈ R and s, t ∈ T. Then
exp
(
Lep(t, s)
)
= ep(t, s).
Theorem 3.3 (Logarithm of Product & Quotient). Let f, g : T→ C be ∆-differentiable functions
with f, g 6= 0 on T. Then, for s, t ∈ T, we have
`fg(t, s) = `f (t, s) + `g(t, s)
and
` f
g
(t, s) = `f (t, s)− `g(t, s).
Proof. Let f, g : T → R be ∆-differentiable functions with f, g 6= 0 on T. Then, for s, t ∈ T, we
have via Lemma 2.5 and its proof that
`fg(t, s) =
∫ t
s
ζµ(τ)
(
(fg)∆(τ)
(fg)(τ)
)
∆τ
=
∫ t
s
ζµ(τ)
((
f∆
f
⊕ g
∆
g
)
(τ)
)
∆τ
=
∫ t
s
ζµ
(
f∆(τ)
f(τ)
)
∆τ +
∫ t
s
ζµ
(
g∆(τ)
g(τ)
)
∆τ
= `f (t, s) + `g(t, s).
8 ANDERSON AND BOHNER
In a similar manner,
` f
g
(t, s) =
∫ t
s
ζµ(τ)

(
f
g
)∆
(τ)(
f
g
)
(τ)
∆τ
=
∫ t
s
ζµ(τ)
((
f∆
f
	 g
∆
g
)
(τ)
)
∆τ
=
∫ t
s
ζµ
(
f∆(τ)
f(τ)
)
∆τ −
∫ t
s
ζµ
(
g∆(τ)
g(τ)
)
∆τ
= `f (t, s)− `g(t, s).
This completes the proof. 
Theorem 3.4. Let α ∈ R, and let p : T→ C be a ∆-differentiable function with p 6= 0 on T. Then,
for s, t ∈ T, we have
`pα(t, s) = α`p(t, s).
Proof. For the multi-valued cylinder transformation ζ given by (2.3) and for fixed τ ∈ Tκ,
ζµ(τ)
((
α p
∆
p
)
(τ)
)
= αζµ(τ)
(
p∆(τ)
p(τ)
)
using Lemma 2.6. Moreover, by [2, Theorem 2.37], we have
(pα)∆
pα
= α p
∆
p
.
Consequently,
`pα(t, s) =
∫ t
s
ζµ(τ)
(
(pα)∆ (τ)
pα(τ)
)
∆τ
=
∫ t
s
ζµ(τ)
((
α p
∆
p
)
(τ)
)
∆τ
=
∫ t
s
αζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ
= α`p(t, s).
This ends the proof. 
Theorem 3.5. Let p : T → R be a ∆-differentiable function with p 6= 0 on T. Then, for s, t ∈ T,
we have
`∆p (t, s) =

1
µ(t)
log
(
pσ(t)
p(t)
)
for µ(t) 6= 0
p∆(t)
p(t)
for µ(t) = 0,
where ∆-differentiation is with respect to t.
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Figure 1. A plot of the function 1
t
versus Log
(
1 + 1
t
)
for Example 3.6.
Proof. Using the definition of the logarithm and ∆-differentiating with respect to t,
`∆p (t, s) = ζµ(t)
(
p∆(t)
p(t)
)
=

1
µ(t)
log
(
1 + µ(t)
p∆(t)
p(t)
)
for µ(t) 6= 0
p∆(t)
p(t)
for µ(t) = 0.
Now substitute µp∆ = pσ − p. This ends the proof. 
Example 3.6. Let t ∈ T with t 6= 0, and set p(t) = t. For s ∈ T, we have
`∆p (t, s) =

1
µ(t)
log
(
σ(t)
t
)
for µ(t) 6= 0
1
t
for µ(t) = 0,
where ∆-differentiation is with respect to t. Thus,
`∆p (t, s) =

1
t
for T = R
1
h
log
(
1 +
h
t
)
for T = hZ
log(q)
(q − 1)t for T = q
N0 ,
where h > 0 and q > 1.
See Figure 1 for T = Z. This ends the example.
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Example 3.7. Consider a discrete time scale with alternating graininess function. In particular,
for the two step sizes α, β > 0 with α 6= β, let
T := Tα,β = {0, α, (α + β), (α + β) + α, 2(α + β), 2(α + β) + α, 3(α + β), · · · }.
Then, for t ∈ T and k ∈ N0 = {0, 1, 2, 3, 4, · · · }, we have
µ(t) =
α for t = k(α + β),β for t = k(α + β) + α.
Set p(t) = t. We claim that for t ∈ Tα,β with t 6= 0,
`∆p (t, s) =

1
α
log
(
1 +
α
t
)
for t = k(α + β)
1
β
log
(
1 +
β
t
)
for t = k(α + β) + α.
To see this, note that
`∆p (t, s) =
1
µ(t)
log
(
σ(t)
t
)
=

1
α
log
(
k(α + β) + α
k(α + β)
)
for t = k(α + β)
1
β
log
(
(k + 1)(α + β)
k(α + β) + α
)
for t = k(α + β) + α
=

1
α
log
(
1 +
α
t
)
for t = k(α + β)
1
β
log
(
1 +
β
t
)
for t = k(α + β) + α.
This ends the example.
4. the nabla case
A logarithm is also possible for the nabla case.
Definition 4.1 (Cylinder Transformation). For h > 0, define the single-valued cylinder transfor-
mation ξ̂h : Ĉh → Zh by
ξ̂h(z) =

−1
h
Log(1− zh) for h 6= 0
z for h = 0
(4.1)
and the multi-valued cylinder transformation ζ̂h : Ĉh → C by
ζ̂h(z) =

−1
h
log(1− zh) for h 6= 0
z for h = 0.
(4.2)
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Here C is the set of complex numbers, Zh is in (2.2),
Ĉh =
{
z ∈ C : z 6= 1
h
}
,
and Log is again the principal logarithm function.
The following definition is [2, Definition 3.4].
Definition 4.2 (Regressive Function). A function p : T→ R is ν-regressive provided
1− ν(t)p(t) 6= 0 for all t ∈ Tκ
holds. The set of all ν-regressive and ld-continuous functions p : T→ R is denoted by R̂.
The following definition is [2, Definition 3.10].
Definition 4.3 (Exponential Function). For functions p ∈ R̂, the nabla exponential function on
time scales is given by
êp(t, s) = exp
(∫ t
s
ξ̂ν(τ)(p(τ))∇τ
)
for s, t ∈ T,
where ξ̂h(z) is the single-valued cylinder transformation given in (4.1).
We now offer a new definition of logarithms for the nabla case on time scales.
Definition 4.4 (Logarithm Function). For a ∇-differentiable function p : T→ R with p 6= 0 on T,
the multi-valued nabla logarithm function on time scales is given by
̂`
p(t, s) =
∫ t
s
ζ̂ν(τ)
(
p∇(τ)
p(τ)
)
∇τ for s, t ∈ T,
where ζ̂h(z) is the multi-valued cylinder transformation given in (4.2), while the principal nabla
logarithm is given by
L̂p(t, s) =
∫ t
s
ξ̂ν(τ)
(
p∇(τ)
p(τ)
)
∇τ for s, t ∈ T,
where ξ̂h(z) is the single-valued nabla cylinder transformation given in (4.1)
Properties analogous to those given earlier can be established for the nabla case as well.
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5. logarithms for Cayley-exponential functions
In [4], the author introduced an improved exponential function (or the Cayley-exponential func-
tion) on a time scale defined by
Ep(t, s) = exp
(∫ t
s
Ψµ(τ)(p(τ))∆τ
)
, (5.1)
where p : T → C is rd-continuous and satisfies the regressivity condition µ(τ)p(τ) 6= ±2 for all
τ ∈ Tκ, and the modified cylinder transformation Ψ is given by
Ψh(z) =
1
h
Log
(
1 + 1
2
zh
1− 1
2
zh
)
, Ψ0(z) = z, (5.2)
for h > 0. Here again, Log represents the principal complex logarithm. Consider the multi-valued
function version of (5.2) denoted, i.e.,
ψh(z) =
1
h
log
(
1 + 1
2
zh
1− 1
2
zh
)
, ψ0(z) = z, (5.3)
where log represents the multi-valued complex logarithm. We introduce the following Cayley-
logarithm functions on time scales.
Definition 5.1. For a ∆-differentiable function p : T → C with p 6= 0 on T, the multi-valued
Cayley-logarithm function on time scales is given by
caylogp(t, s) =
∫ t
s
ψµ(τ)
(
2p∆(τ)
p(τ) + pσ(τ)
)
∆τ for s, t ∈ T,
where ψh(z) is the multi-valued cylinder transformation given in (5.3). Define the principal Cayley-
logarithm on time scales to be
CayLogp(t, s) =
∫ t
s
Ψµ(τ)
(
2p∆(τ)
p(τ) + pσ(τ)
)
∆τ for s, t ∈ T,
where Ψh(z) is the single-valued cylinder transformation given in (5.2).
Lemma 5.2. The Cayley-logarithm functions are well-defined functions.
Proof. For a ∆-differentiable function p : T→ C with p 6= 0 on T, we need to show that
µ(τ)
2p∆(τ)
p(τ) + pσ(τ)
6= ±2,
A MULTI-VALUED LOGARITHM ON TIME SCALES 13
in other words, that the regressivity condition holds. The following are equivalent:
2µ(τ)p∆(τ)
p(τ) + pσ(τ)
= ±2
pσ(τ)− p(τ)
p(τ) + pσ(τ)
= ±1
pσ(τ)− p(τ) = ± (p(τ) + pσ(τ))
pσ(τ)∓ pσ(τ) = p(τ)± p(τ),
so that we have either 0 = 2p(τ) or 2pσ(τ) = 0, both contradictions. 
Theorem 5.3. For a ∆-differentiable function p : T→ C with p 6= 0 on T,
caylogp(t, s) = `p(t, s) and CayLogp(t, s) = Lp(t, s) (5.4)
for all t, s ∈ T.
Proof. Consider (5.3). For fixed τ ∈ Tκ with µ(τ) 6= 0, we have
ψµ(τ)
(
2p∆(τ)
p(τ) + pσ(τ)
)
=
1
µ(τ)
log
1 + 12 2p∆(τ)p(τ)+pσ(τ)µ(τ)
1− 1
2
2p∆(τ)
p(τ)+pσ(τ)
µ(τ)

=
1
µ(τ)
log
1 + µ(τ)p∆(τ)p(τ)+pσ(τ)
1− µ(τ)p∆(τ)
p(τ)+pσ(τ)

=
1
µ(τ)
log
(
1 + p
σ(τ)−p(τ)
p(τ)+pσ(τ)
1− pσ(τ)−p(τ)
p(τ)+pσ(τ)
)
=
1
µ(τ)
log
(
pσ(τ)
p(τ)
)
=
1
µ(τ)
log
(
p(τ) + µ(τ)p∆(τ)
p(τ)
)
= ζµ(τ)
(
p∆(τ)
p(τ)
)
for ζh defined in (2.3). For fixed τ ∈ Tκ with µ(τ) = 0, we have σ(τ) = τ and
2p∆(τ)
p(τ) + pσ(τ)
=
p∆(τ)
p(τ)
.
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Consequently,
ψµ(τ)
(
2p∆(τ)
p(τ) + pσ(τ)
)
=
2p∆(τ)
p(τ) + pσ(τ)
=
p∆(τ)
p(τ)
= ζµ(τ)
(
p∆(τ)
p(τ)
)
.
Thus, in either case, we have
ψµ(τ)
(
2p∆(τ)
p(τ) + pσ(τ)
)
= ζµ(τ)
(
p∆(τ)
p(τ)
)
.
It follows that
caylogp(t, s) =
∫ t
s
ψµ(τ)
(
2p∆(τ)
p(τ) + pσ(τ)
)
∆τ
=
∫ t
s
ζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ
= `p(t, s).
Similarly, we have
CayLogp(t, s) = Lp(t, s),
completing the proof. 
Remark 5.4. The previous theorem and proof can be generalized in the following way. Let η ∈
[0, 1], and set
ψηh(z) =
1
h
log
(
1 + (1− η)hz
1− ηhz
)
, ψη0(z) = z. (5.5)
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Then, for a ∆-differentiable function p : T→ C with p 6= 0 on T, and for all τ ∈ Tκ, we have
ψηµ(τ)
(
p∆(τ)
(1− η)p(τ) + ηpσ(τ)
)
=
1
µ(τ)
log
1 + (1− η)µ(τ) p∆(τ)(1−η)p(τ)+ηpσ(τ)
1− ηµ(τ) p∆(τ)
(1−η)p(τ)+ηpσ(τ)

=
1
µ(τ)
log
(
(1− η)p(τ) + ηpσ(τ) + (1− η)µ(τ)p∆(τ)
(1− η)p(τ) + ηpσ(τ)− ηµ(τ)p∆(τ)
)
=
1
µ(τ)
log
(
(1− η)p(τ) + ηpσ(τ) + (1− η)(pσ(τ)− p(τ))
(1− η)p(τ) + ηpσ(τ)− η(pσ(τ)− p(τ))
)
=
1
µ(τ)
log
(
pσ(τ)
p(τ)
)
=
1
µ(τ)
log
(
p(τ) + µ(τ)p∆(τ)
p(τ)
)
= ζµ(τ)
(
p∆(τ)
p(τ)
)
for ζh defined in (2.3). For fixed τ ∈ Tκ with µ(τ) = 0, we have σ(τ) = τ and
p∆(τ)
(1− η)p(τ) + ηpσ(τ) =
p∆(τ)
p(τ)
.
As a result,
ψη0
(
p∆(τ)
(1− η)p(τ) + ηpσ(τ)
)
=
p∆(τ)
(1− η)p(τ) + ηpσ(τ)
=
p∆(τ)
p(τ)
= ζ0
(
p∆(τ)
p(τ)
)
.
Thus, in either case, we have
ψηµ(τ)
(
p∆(τ)
(1− η)p(τ) + ηpσ(τ)
)
= ζµ(τ)
(
p∆(τ)
p(τ)
)
for all η ∈ [0, 1]. Consequently,
logηp(t, s) :=
∫ t
s
ψηµ(τ)
(
p∆(τ)
(1− η)p(τ) + ηpσ(τ)
)
∆τ
=
∫ t
s
ζµ(τ)
(
p∆(τ)
p(τ)
)
∆τ
= `p(t, s).
This ends the remark.
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6. previous logarithms on time scales
As shown in previous sections, the key to arriving at useful logarithm properties is to allow for a
multi-valued logarithm, as exists for the T = R case. Here, we present the previous definitions of a
logarithm on time scales, noting that they are all single-valued functions.
The first logarithm on time scales [5] interprets the integral∫ t
t0
2
τ + σ(τ)
∆τ
as a time scales analogue of ln t. This is understandable, because if T = R, then σ(τ) = τ , and∫ t
t0
2
τ + σ(τ)
∆τ =
∫ t
t0
2
2τ
dτ = ln t− ln t0.
A second approach [3, Section 3] is to view the slightly different integral∫ t
t0
1
τ + 2µ(τ)
∆τ
as the time scales version of ln t, due to the same fact that it reduces to ln t− ln t0 on T = R, and
as it is part of a solution form to a certain EulerâĂŞCauchy dynamic equation whose differential
equation analogue involves the natural logarithm.
A third approach [3, Section 4] could be to define a logarithm via
Lp(t, t0) =
∫ t
t0
p∆(τ)
p(τ)
∆τ
for ∆-differentiable functions p : T→ R. Clearly if p(τ) = τ , then this is
Lp(t, t0) =
∫ t
t0
p∆(τ)
p(τ)
∆τ =
∫ t
t0
1
τ
∆τ,
a form that is similar to its continuous analogue for T = R.
A fourth approach [6] is to take the logarithm to be given by
logT p(t) =
p∆(t)
p(t)
for ∆-differentiable functions p : T → R, where the time scale logarithm on R does not play
the role of the logarithm, clearly, but rather its derivative. The motivation here is to maintain
some attractive algebraic properties of logarithms, and to serve in some sense as an inverse to the
exponential function.
A fifth approach [7], only for time scales such that 1 ∈ T, is to define the natural logarithm via
LT(t) =
∫ t
1
1
τ
∆τ,
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which hearkens back to [3, Section 4]. Here the motivation is clearly that
LR(t) = ln t, LT(1) = 0, L
∆
T (t) =
1
t
.
Each of these definitions has advantages and drawbacks, and each one satisfies some of what one
might wish for in a logarithm function. As shown earlier in this work, however, a multi-valued
logarithm on time scales with a definition based on cylinder transformations is a natural move that
leads to nice properties.
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