nodes are modified according to feedback. 23, 33 The computational power of an ANN is derived from the distributed nature of its connections. Once a model is trained, output predictions based on novel input data can be obtained. 23, 31, 33 In their study of a comparison of ANN and logistic regression, Lang et al. 18 showed negligible differences in predicting outcomes of severe head injuries. Another comparison of ANN and logistic regression by Eftekhar et al. 10 demonstrated that ANN had significantly better fields of discrimination and calibration but poorer accuracy. They also confirmed that no single comparison between these 2 models reliably represents the true end results. Despite the improving capability to predict TBI surgery outcomes, previous studies have shown major shortcomings. 13, 29 First, few have used longitudinal data exceeding 2 years. Second, most studies have analyzed populations in the US or in OECD (Organisation for Economic Co-operation and Development) countries. Third, no studies have considered group differences in other patient characteristics such as age and nonsurgical treatment. Finally, since most reports have compared ANN models and logistic regression models in only a single data set, the essential issue of internal validity (reproducibility) of the models has not been adequately addressed. Therefore, the primary aim of this study was to validate the use of ANN models in predicting in-hospital mortality of TBI surgery. The secondary aim was to compare the predictive ability of ANNs with that of logistic regression models.
Methods

Ethics and Study Population
This study analyzed administrative claims data obtained from the Taiwan BNHI. Because the BNHI is the sole payer in Taiwan, the BNHI data set was assumedly the most comprehensive and reliable data source for the study. Furthermore, the database contains a registry of contracted medical facilities, a registry of board-certified physicians, and monthly summaries for all inpatient claims. Because these were aggregate secondary data without personal identification, this study was exempt from full review by the institutional review board. The study protocol conforms to ethical standards according to the Declaration of Helsinki published in 1964. Additionally, the requirement for written or verbal patients' consent for this data linkage study was waived.
The recruitment criterion was a recent (within the past 12 months) diagnosis of TBI coded according to the ICD-9 as a fracture of the vault and base of the skull (800.1-801.9); as other skull fracture (803.0-804.9); or as a concussion, brain contusion, or brain hemorrhage (850.1-854.1). The relevant procedure codes included craniectomy (01.23, 01.25, 01.39, and 02.01), removal of epidural hematoma (01.24), removal of acute subdural hematoma (01.31), removal of chronic subdural hematoma (01.31), and removal of intracerebral hematoma (01.39). Exclusion criteria were codes for multiple TBI procedures (n = 25,204), cerebrovascular disease (ICD-9 diagnosis code 430-438; n = 26,466), incomplete data (n = 2218), and age younger than 18 years old (n = 3259). The final study sample included the remaining patients (n = 16,956) who had undergone surgery for TBI between January 1, 1998, and December 31, 2009. Since the Taiwan Neurosurgical Society has not established official guidelines for surgical management of TBI, the indications for surgical management of TBI in Taiwan are based on the professional judgment of the individual surgeon. Most neurosurgical studies in the literature agree that establishing an evidence-based standard set of surgical indications for this procedure is problematic. Therefore, in Taiwan, the decision to perform a procedure for TBI is based on many other factors in addition to the medical condition of the patient, including the social and financial support provided by the family of the patient, the need to continue working, and religious beliefs. Nevertheless, the indications for surgery, the timing of surgery, and the surgical methods applied when TBI is performed in Taiwan are consistent with those reported in the literature (for example, the reports by Servadei et al., 26 and Bullock and Povlishock 2 ). According to the consensus of neurosurgeons in Taiwan, the indications for TBI surgeries are briefly described as follows: 1) An epidural hematoma 30 cm 3 or larger confirmed by imaging, regardless of GCS score. 2) An acute subdural hematoma with a thickness of 10 mm or more or a midline shift of 5 mm or more on CT scanning, regardless of GCS score; in patients with an initial GCS Score 8 or lower, a 2-point or more decrease in GCS score, and/or asymmetrical or fixed and dilated pupils. 3) Open cranial fractures with a skull depression of 1 cm or larger, frontal sinus involvement, gross cosmetic deformity, and/or gross wound contamination. 4) Parenchymal or posterior fossa mass lesions, mass effect on CT scanning, intracranial hypertension despite conservative treatment, neurological deficits, or deterioration in the GCS score induced by the lesion.
Potential Confounders
The following attributes of this Taiwan population of patients with TBI were analyzed: age, sex, comorbidity, hospital volume, surgeon volume, and LOS. Comorbidities were identified by ICD-9-CM codes for primary and secondary diagnoses excluding cancer-related codes. These ICD-9-CM codes were used to calculate the Deyo-Charlson comorbidity index. 8 Hospitals and surgeons were divided into 4 groups based on the average number of surgeries for TBI they had performed annually within the 12-year study period. Hospitals that performed an average of 1-9, 10-18, 19-33, and 34 or more TBI surgeries annually were classified as low-, medium-, high-, and very high volume hospitals, respectively. Surgeons who performed an average of 1-3, 4-7, 8-12, and 13 or more TBI surgeries annually were classified as low-, medium-, high-, and very high volume surgeons, respectively. The low-volume quartiles for surgeons and hospitals served as the reference groups.
Development of Logistic Regression Models
The data set was randomly divided into 2 sets: a training set of 11,304 cases (67% of the entire data set) and a test set of 5652 cases. The independent variables in the logistic regression models were sex, Charlson comorbidity index, and LOS, and the dependent variable was outcome (death/survival). These steps (randomized division of the data set and regression analysis using the same variables) were repeated 1000 times. The resulting 1000 pairs of training and testing data sets (two-thirds and onethird of the original data set, respectively) were used for further analysis of the neural network.
Development of ANN Models
The ANN used in this study was a standard feed-forward, back-propagation neural network with 3 layers: an input layer, a hidden layer, and an output layer. The MLP network is an emerging tool for designing special classes of layered feed-forward networks. 12 Its input layer consists of source nodes, and its output layer consists of neurons; these 2 layers connect the network to the outside world. The typical MLP also has 1 or more layers of neurons referred to as hidden neurons because they are not directly accessible. The hidden neurons extract important features contained in the input data. A neural network is optimized using a training data set. A separate test data set is used to halt training to mitigate overfitting. The training cycle is repeated until the test error no longer decreases.
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Statistical Analysis
The unit of analysis in this study was the individual patient undergoing surgery for TBI. The data analysis was performed in several stages. First, continuous variables were tested for statistical significance using 1-way ANOVA, and categorical variables were tested using Fisher exact analysis. Significant (p < 0.05) predictors were identified by univariate analysis. Second, the discriminatory power of the models was analyzed using the AUC. In this context, discrimination referred to the ability of a model to distinguish patients who died from those who survived. In a perfectly discriminating model, the probability of death assigned to patients who died would be higher than that of patients who survived. Third, the relative calibration of the models (that is, the accuracy of the models in predicting the entire range of severity) was compared using the Hosmer-Lemeshow statistic. The Hosmer-Lemeshow test is a statistical test of goodness of fit in logistic regression models. The test is frequently used in risk prediction models. The test assesses whether the observed event rates match expected event rates in subgroups of the model population. 10, 30 The smaller the Hosmer-Lemeshow C statistic, the better the fit, and a perfectly calibrated model has a Hosmer-Lemeshow value of 0. Finally, sensitivity analysis was performed to assess the importance of variables in the fitted models. The training process was simplified by introducing key variables and excluding unnecessary variables. A sensitivity analysis was also performed to assess the relative significance of input parameters in the system model and to rank the importance of the variables. The global sensitivity of the input variables versus the output variable was expressed as the ratio of the network error (sum of squared residuals) with a given input omitted to the network error with the input included. A ratio of 1 or lower indicates that the variable diminishes network performance and should be removed.
For every 1000 pairs of ANN models and logistic models (trained and tested on the same data sets), these indices (accuracy rate, AUC, and Hosmer-Lemeshow statistic) were calculated and were compared using the McNemar test. STATISTICA (version 10.0, StatSoft) software was used to construct the ANN model and the logistic regression model of the relationship between the identified predictors and selected significant variables (p < 0.05). Table 1 shows the patient characteristics in this study. The mean age of the study population was 50.8 ± 21.4 years (± SD). On average, 73.5% of the patients were male, and the overall mortality rate was 26.8%. Table 2 shows that sex, age, Charlson comorbidity index, hospital volume, surgeon volume, and LOS are significant predictors for in-hospital mortality when using the training set in the logistic regression model (p < 0.05).
Results
The ANN-based approaches provide the 3-layer networks and the relative weights of neurons used for predicting in-hospital mortality. The MLP 6-8-1 model includes 6 inputs, 1 bias neuron in the input layer, 8 hidden neurons, 1 bias neuron in the hidden layer, and 1 output neuron (Fig. 1) . The activation functions used in each neuron of the hidden layer and output layer are logistic sigmoid and hyperbolic tangent, respectively. Table 3 shows that ANN significantly outperformed logistic regression in terms of discrimination, calibration, and accuracy (cutoff point 0.5). Compared with the logistic regression model, the neural network model had a better accuracy (95.23% vs 82.44%, ANN vs logistic regression), a better Hosmer-Lemeshow C statistic (43.90 vs 53.18), and a better AUC (89.61% vs 77.39%). In the ANN model, the p value of 0.08 obtained for the HosmerLemeshow C statistic was < 0.05, which indicated a goodfit calibration.
The training data set was also used to calculate the VSR for the MLP network. Table 4 presents the VSR values for the outcome variable (in-hospital mortality) in relation to sex, age, Charlson comorbidity index, hospital volume, surgeon volume, and LOS. For predicting in-hospital mortality, the most sensitive parameter in the MLP network was surgeon volume (VSR 1.922) followed by hospital volume (1.874), Charlson comorbidity index (1.469), LOS (1.224), sex (1.066), and age (1.049). All VSR values exceeded 1, which indicated that the network performs better when all variables were considered. 
Discussion
The data showed that the ANN model significantly outperformed the logistic regression model in predicting in-hospital mortality after TBI surgery (p < 0.001). To the best of our knowledge, this study is the first to use a nationwide population-based database to train and test a neural network for predicting TBI surgery outcomes. The model was tested against actual outcomes, and the neural network performance was compared with the logistic regression model created with the same inputs. When using a limited number of identical clinical inputs and a simple outcome measure, the performance comparisons consistently showed that the ANN model outperformed the logistic regression model.
In comparison with reports that have used data for a single medical center, this national registry study based on Taiwan BNHI data gives a better overview of the current practice of TBI surgery. Compared with single-center series, studies that use registry data provide a better overview of practices in large populations while avoiding referral bias or bias reflecting the practices of individual surgeons or institutions. 3, 28, 32 Although conventional statistical methods have been used to construct mortality prediction models, their application at the individual level is limited by the high interdependence of clinical variables, which can result in reciprocal enhancement of the variables. [21] [22] [23] Three major limitations of this algorithm are 1) the inability to capture interactions of the disease, 2) the inability to capture process dynamics, and 3) the very large confidence intervals in individual risk assessment. Hence, classic statistical approaches have intrinsic limitations in handling this nonlinear and complex information.
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The ANNs are adaptive models that use a dynamic approach to analyzing mortality risk, and their internal structure can be modified in relation to a functional objective by using bottom-up computation (that is, the data are used to generate the model itself). Despite their inability to deal with missing data, ANN models can simultaneously process numerous variables and can consider outliers and nonlinear interactions among variables. 23, 31, 33 Therefore, whereas conventional statistics reveal parameters that are significant only for the overall population, the ANN model includes parameters that are significant at the individual level even if they are not significant in the overall population. Unlike standard statistical tests, the ANN model can also manage complexity even when samples are small and when the ratio of variables to records is unbalanced. In this respect, the ANN model avoids the dimensionality problem. We believe that the large and homogeneous data set used in this study enabled robust network training because all clinical variables showed strong correlations with mortality in previous logistic regression models. 23, 31, 33 Lang et al. 18 were the first group to demonstrate that the accuracy, sensitivity, and specificity of ANN models are comparable to those of standard logistic regression in predicting 6-month survival after severe head injury. Segal et al. 25 compared an ANN model with a multiple regression model in predicting several different functional outcome scores at 1 year after TBI. The accuracy of their sophisticated linear models was again comparable to that of ANN models. More recently, Rughani and colleagues 22 designed an ANN model to predict in-hospital survival after TBI. Comparisons of predictions made by their proposed ANN model with predictions made by regression models and with predictions made by clinicians without the assistance of prediction models showed that, given the same limited clinical information, the ANN model significantly outperformed regression models and clinicians in multiple performance measures. The ANN approach developed in this study extends the predictive range of the logistic regression model by replacing identity functions with nonlinear activation functions. The approach is apparently superior to linear regression for describing systems. The ANNs may be trained with data acquired in various clinical contexts and can consider local expertise, racial differences, and other variables with uncertain effects on clinical outcome. 23, 31, 33 The analysis is not limited to clinical parameters. Other potentially useful variables could be tested to improve the predictive value of the model. The proposed ANN architecture can also include more than 1 dependent variable and can perform a nonlinear transformation between dependent variables. 23, 31, 33 Future studies may evaluate how other patient characteristics or clinical characteristics affect the proposed architecture.
This nationwide population-based study showed that the best single predictor of in-hospital mortality was surgeon volume, which was consistent with the results of other reports that high-volume surgeons consistently achieve superior outcomes. 27 Therefore, their treatment strategies should be carefully analyzed and emulated. If in-hospital mortality is considered a benchmark, surgeon volume, which is a major predictor of postoperative outcomes, is crucial. Clearly, outcomes of surgical procedures depend not only on patient management, but also on the skill and experience of individual surgeons. Meanwhile, high-volume surgeons in high-volume hospitals are most likely to achieve good patient outcomes because they are assisted by highly skilled and interdisciplinary care teams. 4, 19 The ANN model revealed that Charlson comorbidity index, LOS, sex, and age also can predict in-hospital mortality, which is compatible with the literature. 1, 24 Patients with comorbidities who undergo surgery for TBI are typically burdened by a host of TBI-related comorbidities that increase their risk of surgical complications. No studies have used LOS to predict the in-hospital mortality rate. Survival is typically very short after severe TBI, which may explain the short LOS and the high mortality rate observed in this study. Furthermore, in our study, males had a higher mortality rate. We hypothesize that the higher mortality rate in males resulted from their lower GCS scores and the tendency of diseases to be more severe in males than in females at the time of surgery because males tend to delay surgery. 21 Additionally, advanced age is a well-recognized risk factor for mortality in TBI surgery because it has a strong positive association with high Charlson comorbidity indices. 14 This study has several limitations that are inherent in any large database analysis. First, the clinical picture obtained in this analysis of claims data is not as precise as that of a prospective clinical trial data analysis due to possible errors in the coding of primary diagnoses and surgical modalities. Second, our data have a limited number of inputs and do not include GCS scores, pupillary examination, brainstem reflexes, image studies, intracranial pressure, and combined injuries. Among these unavailable data, GCS scores, which are supposed to be an important factor in predicting survival after TBI, were not included in this study because they were not available from the BNHI database. Therefore, a correlation between patient GCS scores and outcome could not be established. However, the patients enrolled in this study were candidates for surgery; thus, they were selected from those with moderate to severe TBIs. Third, since only neurosurgeons are qualified to perform TBI surgeries, the standard protocol in Taiwan is to transfer patients with severe TBI to very high volume medical centers. The selective referral hypothesis postulates that the severity of TBI at admission may differ between very high volume and low-volume hospitals. Since patients who have sustained a TBI cannot access official hospital performance data when selecting health care providers, they tend to choose hospitals based on reputation or based on suggestions by their relatives and friends. Finally, only 2 models were used to predict in-hospital survival after TBI surgery. The database could not be used to predict other outcomes such as patient-reported quality of life. Nevertheless, in addition to comparing predictive accuracy in the 2 models, this study achieved its main objective of identifying predictors of TBI and outcomes in this population.
Conclusions
Compared with the conventional logistic regression model, the ANN model in this study was more accurate in predicting in-hospital survival and had higher overall performance indices. The global sensitivity analysis also showed that the most important predictor of in-hospital survival after TBI surgery was surgeon volume followed by hospital volume, Charlson comorbidity index, LOS, sex, and age. The predictors analyzed in this study could be addressed in preoperative and postoperative health care consultations to educate candidates for TBI surgery on the expected course of recovery and health outcomes.
Further studies of this model may consider the effect of a more detailed database that includes complications and clinical examination findings as well as more detailed outcome data. Hopefully, the model will evolve into an effective adjunctive clinical decision-making tool.
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