Although numerical heat transfer and fluid flow models have provided significant insight about fusion welding processes and welded materials in recent years, several model input parameters cannot be easily prescribed from fundamental principles. As a result, the model predictions do not always agree with the experimental results. In order to address this problem, the approach adopted here is to develop and test a model that embodies a heat transfer and fluid flow sub-model and an algorithm for optimizing and learning the values of uncertain process variables from a limited volume of experimental data. The heat transfer and fluid flow sub-model numerically calculates three-dimensional temperature and velocity fields, the weld geometry and the shape of the solidified weld reinforcement surface during gas metal arc (GMA) welding of fillet joints. Apart from the transport of heat from the welding arc, additional heat from the metal droplets is also considered in the model. Alternative algorithms for optimization of uncertain welding variables are examined. The overall model is capable of estimating uncertain parameters such as the arc efficiency, effective thermal conductivity and effective viscosity from a limited number of data on weld geometry. Part I of this paper is focused on the details of the numerical model, optimization technique used and an examination of the important features of the model. In an accompanying article (part II), the application of the model to GMA fillet welding of mild steel is described.
Introduction
In the last decade, significant progress has been made in applying transport phenomena for obtaining a better understanding of complex fusion welding processes and welded materials [1] [2] [3] [4] . For example, numerical calculations of heat transfer and fluid flow in welding have enabled accurate quantitative calculations of thermal cycles and fusion zone geometry in both gas tungsten arc [5] and laser welding [6] . In many simple systems, the computed thermal cycles have been used to quantitatively understand weld metal composition and phase composition [7, 8] , grain structure [9, 10] and inclusion structure [11] . Numerical modelling of heat transfer and fluid flow has also been used to study the weld metal composition change owing to both evaporation of alloying elements [6] and dissolution of gases [12] . However, the numerical heat transfer and fluid flow codes for fusion welding have so far been used mostly by researchers rather than by practicing engineers [13] [14] [15] . There are several reasons for the restricted use of these advanced tools. An important difficulty is the uncertainty in specifying several input parameters of the model such as the arc efficiency. As a result, the computed results do not always match the experimental data. In order to overcome this difficulty, new models are needed that can assure correct prediction of temperature fields and fusion zone geometry.
The arc efficiency, the effective thermal conductivity and the effective viscosity of the liquid metal in the weld pool are the three important input parameters that cannot be easily specified [13] [14] [15] [16] [17] [18] [19] [20] [21] . Although the values of arc efficiency have been experimentally measured for many welding conditions, the reported values vary significantly even for apparently similar welding conditions, reflecting the complexity of the welding process. The values of the effective thermal conductivity and effective viscosity are important, since they allow accurate modelling of the high rates of transport of heat and mass in systems with strong fluctuating velocities that are inevitable in small weld pools with very strong convection currents [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Since fluctuating components of velocities exist in small weld pools with strong mean recirculating velocities, a common practice has been to consider an enhancement in the values of the liquid thermal conductivity and viscosity higher than their corresponding molecular values. Currently there is no fundamental basis for prescribing the effective thermal conductivity and effective viscosity in the weld pool based on scientific principles [13] [14] [15] . This work attempts to outline a modelling procedure utilizing the power of a numerical heat transfer and fluid flow model and an optimization algorithm to estimate these parameters as a function of power input. Due to the narrow range of the experimental data set, the variations of arc efficiency, effective thermal conductivity and effective viscosity are considered to be linear with input power.
The goal of this work is to estimate the variation of arc efficiency, effective thermal conductivity and effective viscosity with input power through a combination of an optimization algorithm, a heat transfer and fluid flow model and a set of experimentally measured weld pool penetration, throat and leg length. The optimization algorithm minimizes the error between the predicted and the experimentally observed penetration, throat and leg length during the gas metal arc (GMA) welding process by considering the sensitivity of these geometric parameters to each of the uncertain parameters. The Levenberg-Marquardt (LM) method and two versions of the conjugate gradient (CG) method, i.e. FletcherReeves and Polak-Ribiere non-linear parameter optimization, are used to estimate these uncertain parameters with a well tested three-dimensional numerical heat and fluid flow model.
Due to the complexity of the problem, the work is divided into two parts: the numerical model and its application to fillet welding of mild steel. In this part (part I) of the paper, the salient features of the numerical heat transfer and fluid flow model and optimization modules are presented. Furthermore, the important features of the model are examined. An application of the model to investigating GMA parameters during fillet welding of A-36 mild steel is presented in part II.
Model description

Modelling of heat transfer and fluid flow during GMA fillet welding
The heat transfer and fluid flow model takes into account the liquid metal convection in the weld pool, the complex fillet joint geometry, the deformation of the weld pool top surface, additions of the filler metal and the heat transfer by metal droplets. The output from the model includes the temperature and velocity fields, thermal cycles, fusion zone geometry and solidified geometry of the weld reinforcement. Since, the numerical model of the heat transfer and fluid flow has been described in [1, 20, 21] , only the salient features of the sub-model are summarized below.
Governing equations.
By using a coordinate system attached to the heat source, the welding process can be treated as a steady state problem [1, 16, 17, 22] . Therefore, the heat transfer and fluid flow during welding can be calculated by solving the steady state continuity, momentum and energy conservation equations. For fillet welding, accurate solution of heat transfer and fluid flow with a deformable weld pool surface and complex joint geometry requires the use of a non-orthogonal deformable curvilinear grid system [16, 17] . Therefore, these governing equations are transformed from the Cartesian to the curvilinear coordinate system [16, 17] . The transformed governing equations are discretized using the control volume method, where the computational domain is divided into many small rectangular control volumes. Discretized equations for a variable are formulated by integrating the corresponding governing equation over the control volumes in the computational domain. A power law based scheme is used to describe the convective flux at the control volume faces [23] . A modified semi-implicit algorithm for pressure linked equations (SIMPLE) is used to solve the discretized equations.
Heat transfer from metal droplets.
An important feature of the GMA welding is the finger penetration, which is mainly caused by the transfer of heat from the superheated metal droplets into the weld pool. In this work, the droplet heat transfer in the spray mode is effectively simulated by incorporating a time-averaged volumetric heat source term (S v ) in the energy conservation equation [1, 16, 24, 25] .
Calculation of the weld pool top surface profile.
During GMA fillet welding, the weld pool top surface under the electrode is depressed by the arc force. Furthermore, the addition of filler metal also deforms the weld pool. Therefore, the weld pool top surface is not flat and the surface profile needs to be determined. In this work, an energy minimization method was used. The total energy to be minimized includes the surface energy due to the change in area of the pool surface, the potential energy in the gravitational field and the work performed by the arc pressure displacing the pool surface. The arc pressure, P a , is normally represented by a Gaussian distribution as
where F is the total arc force, σ p is the distribution parameter for arc pressure and x h and y h are the x and y distances to the arc axis, respectively. As shown in equation (1), the calculation of arc pressure distribution at the weld pool top surface requires knowledge of the total force and the distribution parameter.
The total arc force was calculated by integrating the measured arc pressure distribution data:
where P a is the measured arc pressure at a distance of r from the arc axis. Once the total arc force was obtained, the pressure distribution parameter was then determined by fitting [1, 16] the experimental distribution into equation (1). The governing equations are solved simultaneously to obtain the temperature and velocity fields and the free surface profile. First, the modified SIMPLE algorithm is used to calculate the temperature and velocity fields [16, 17, 23] . Then, the free surface profile is calculated based on the temperature field obtained in the previous step. After the solution of the free surface profile, the z locations of the grids along the vertical direction are adjusted to fit the surface profile, and the temperature and velocity fields are then recalculated in the fitted grid system. The calculation procedure is repeated until converged temperature and velocity fields and the free surface profile are obtained. The physical property data of the A-36 mild steel [16, 17] used in the calculations are summarized in table 1. A 72 × 66 × 47 grid system was used and the corresponding solution domain had dimensions of 450 mm length, 108 mm width and 18 mm depth. Spatially non-uniform grids with finer grids near the heat source were used for maximum resolution of the variables. The calculations normally converged within 4000 iterations, which took about 12 min on a PC with 3.06 GHz Intel P4 CPU and 512 MB PC2700 DDR-SDRAM.
Optimization of uncertain variables
The uncertain variables.
The goal of the optimization problem is to determine how the uncertain parameters, e.g. arc efficiency, effective thermal conductivity and effective viscosity, vary with heat input per unit length. For simplicity we assume the following linear relations between these variables and heat input.
where η is the arc efficiency, k e the effective thermal conductivity, k L the conductivity of the liquid material, µ e the effective viscosity, µ L the viscosity of the liquid material, I the current, V the voltage, r w the wire radius, w f the wire feeding rate, ρ the density, c p the specific heat, T L the liquidus temperature, T a the ambient temperature, L the latent heat of the alloy, r b the arc radius, U w the welding speed and f 1 , f 2 , f 3 , f 4 , f 5 and f 6 are constants. In the literature, it has been shown that arc efficiency varies linearly with heat input per unit length but the slope of this variation depends on the welding conditions and the welding process [14, 15, 20, 24] . Recent work on butt welding showed that the effective thermal conductivity and effective viscosity are also linear functions of the heat input per unit length [14] . Also, due to the narrow range of the experimental data set used in this work, it is justified to use the linear variation of the arc efficiency, effective thermal conductivity and effective viscosity with input power. In equation (3), the input power is non-dimensionalized with the wire feeding rate and wire radius because if any of these two parameters is large more power will be consumed in wire melting. Therefore, less power will go to the workpiece from the arc. In the expressions of effective thermal conductivity and effective viscosity, the input power is non-dimensionalized with respect to the welding speed and the arc radius. At a high welding speed or the arc radius, the input power is distributed over a large area, which reduces the turbulence in the weld pool and lowers the effective thermal conductivity and viscosity. The values of η, k e and µ e calculated from equations (3), (4) and (5) 
where (7) corresponds to a specific weld in a series of M number of total welds. In equation (7), f refers to a set of six uncertain nondimensional parameters, f 1 , f 2 , f 3 , f 4 , f 5 and f 6 , that are constant terms in the assumed linear functions of efficiency, η, effective thermal conductivity, k e , and effective viscosity, µ e , expressed by equations (3)-(5).
For the estimation of these uncertain variables, the LM method and two modifications of the CG method suggested by Fletcher-Reeves and Polak-Ribiere are used in this study. The mathematical descriptions of these techniques are available in various books [26] [27] [28] [29] [30] [31] , and the specific application of these methods for welding is described briefly in appendices A and B. A brief description of the main features of the calculations related to the welding problem is provided later.
The LM and the CG methods differ in the calculation of the step size, i.e. the increment in the uncertain parameter and the direction of descent, i.e. the relative change in the uncertain parameters. These methods require calculation of the partial derivatives of weld penetration, actual throat and leg length with respect to all six coefficients of uncertain parameters indicated in equations (3)-(5). These partial derivatives are generally referred to as the sensitivity of the computed weld penetration, actual throat and leg length with respect to the uncertain parameters [13] [14] [15] [26] [27] [28] [29] [30] [31] . The values of these sensitivity terms are numerically computed from the heat transfer and fluid flow model. These sensitivity terms can be written in a matrix form, known as the sensitivity matrix, [J ] . The elements of the sensitivity matrix, i.e. sensitivity coefficients, J k ij , are defined as:
∂f j where i = 1 to M and j = 1 to 6,
where k is the iteration number. The solution methodology is discussed briefly in the appendix.
Results and discussion
The calculated temperature and velocity fields and surface profile at various vertical longitudinal sections parallel to the welding direction for case #1 (table 2) are shown in figure 1 , where the weld pool boundary is represented by the 1745 K solidus isotherm of the mild steel A-36. As shown in figure 1(a) , the liquid metal motion is quite complicated due to the combined effects of the driving forces. In the middle of the weld pool, the liquid metal is driven downwards by the electromagnetic force, and a major anticlockwise circulation loop is formed along the central longitudinal plane, i.e. Y = 0 plane, as shown in figure 1(a) . Behind this region, at the top surface of the weld pool, the Marangoni shear stress drives the melt away from the middle to the edge of the pool. The region directly under the heat source is severely depressed under the effect of the arc pressure. As a result of the filler metal addition, the solidified weld metal forms a pronounced weld reinforcement. Figures 1(b) and (c) show that away from the heat source the weld pool surface shows considerably less depression, as would be expected from the reduction in arc pressure. Also, the peak temperatures are higher at locations close to the weld centre and decrease away from the heat source. Figure 2 shows how the arc efficiency affects the computed weld dimensions. As expected, a higher arc efficiency results in larger weld dimensions because of the increase in heat input to the workpiece. All weld dimensions show a pronounced effect of arc efficiency. An opposite effect is observed in figure 3 , where the effect of the effective thermal conductivity on the weld dimensions is examined. The increase in effective thermal conductivity, k e , improves the heat transfer rate. More efficient heat distribution away from the heat source leads to smaller weld dimensions as shown in figure 3 . Figure 4 shows that the weld pool dimensions do not change significantly with an increase in µ e . This is due to the fact that the weld dimensions are mainly dependent on the absorbed power and other factors such as the droplet temperature, frequency and welding speed. The droplet radius and droplet frequency significantly affect the dimensions of the actual throat and penetration, whereas the leg length is influenced by the arc radius and the input power. The trends shown in figures 2, 3 and 4 are also true for other values of current, voltage, wire feed rate, CTWD and welding speed. as suggested in [18] [19] [20] [21] 24] . The non-dimensional penetration value obtained using these values are higher than 1.0 for most of the cases. Therefore, the suggested combination of µ e and k e will not lead to optimum prediction of geometry for the weld conditions studied here, and a set of optimized values of η, µ e and k e is needed.
The following tasks were undertaken to examine the effectiveness of the optimization scheme: , respectively, to calculate the leg length, penetration and actual throat for the welding conditions pertinent to cases #1, #3, #7 and #8 in table 2. These cases were selected because of the similarity of the welding conditions, so that the same values of arc efficiency, effective thermal conductivity and effective viscosity are appropriate for all the four cases.
(b) In order to check if the optimization model is capable of determining the correct values of uncertain welding parameters, the computed values of leg length, penetration and actual throat calculated in step (a) for the four cases were used as known geometric parameters. The model should be able to predict the same values of η, µ e and k e as assumed in step (a). To start the calculations, a set of initial values of these parameters were deliberately chosen to be different from the values used in step (a). The starting values of η = 0.75, (c) The objective function was then calculated using equation (7) and the computed values of leg length, penetration and actual throat obtained in step (a). This computed objective function was minimized by adjusting the values of η, µ e and k e using the optimization methods discussed in this paper. The obtained optimized values of η, µ e and k e were compared with those used in step (a) and presented in table 3.
All the three optimization techniques gave converged solutions within seven iterations as evidenced by the low values of the objective function, smaller than 10 −6 m 2 . Table 3 shows that almost exact values of all three parameters are obtained from all the optimization techniques. Thus, the optimization techniques can provide correct values of η, µ e and k e when the weld dimensions are known.
In reality, weld dimensions may vary from run to run for the same welding conditions because of random measurement errors. To simulate this variation and examine how the random errors in the measurements would affect the optimization process, random errors were introduced in the values of leg length, penetration and actual throat obtained from step (a) by adding appropriate error terms to the weld dimensions in the following manner [27] :
where the subscript 'ex' means exact dimension obtained in step (a), σ is the standard deviation in these dimensions and ω 1 , ω 2 and ω 3 are random variables with normal distribution, zero mean and unitary standard deviation. It may be noted from equation (9) that the same magnitude of errors was added to the penetration, leg length and actual throat since the measurement errors were experimentally found to be roughly equal. The value of σ was taken as 0.2 mm based on analysis of experimental data, and the Box-Miller method [27, 32] was used to generate the three random numbers, ω 1 , ω 2 and ω 3 . The values of penetration, actual throat and leg length obtained from equation (9) represent the region where the actual values of these variables will lie for a known value of the variance and probability (or confidence limit (9) are Gaussian in distribution, the accuracy of the calculated values of η, µ e and k e can be checked by calculating the standard deviation of their values. The confidence intervals of η, µ e and k e obtained from the covariance matrix and given in table 3 show that the original values of these parameters lie in the range predicted by the proposed model for the 95% confidence level. These results show that the proposed model is able to capture the values of η, µ e and k e accurately when the measurements of geometrical dimensions contain random errors.
Summary and conclusions
To improve the reliability of numerical heat transfer and fluid flow calculations, a comprehensive model has been developed and tested that embodies a heat transfer and fluid flow submodel and an algorithm for searching and optimizing the values of uncertain process variables from a limited volume of experimental data. The model was used to estimate the values of three parameters, arc efficiency (η), effective thermal conductivity (k e ) and viscosity (µ e ), as a function of the welding conditions. The numerical heat transfer and fluid flow model can capture the main geometric characteristics of fillet weld beads. In particular, the characteristic shape of finger penetration and weld reinforcement can be reasonably calculated considering the volumetric heat source, droplet addition and free surface deformation. The numerical heat transfer and fluid flow model was used to study the effect of η, µ e and k e on the fusion zone dimensions. It is found that the fusion zone dimensions increase with an increase in arc efficiency and decrease with a increase in the value of the effective thermal conductivity. The effective viscosity has much less effect on the fusion zone dimensions than do the other two parameters. It is shown that the values of the uncertain welding parameters can be determined from the proposed method even when the measurements contain random errors.
