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NEGATIVE PROBABILITIES:
WHAT THEY ARE AND WHAT THEY ARE FOR
ANDREAS BLASS AND YURI GUREVICH
What are numbers and what are they for?
— Richard Dedekind [9]
Abstract. In quantum mechanics, the probability distributions of position
and momentum of a particle are normally not the marginals of a joint distri-
bution, that is unless — as shown by Wigner in 1932 — negative probabilities
are allowed. Since then, much theoretical work has been done to study nega-
tive probabilities; most of this work is about what those probabilities are. We
suggest shifting the emphasis to what negative probabilities are for. In this
connection, we introduce the framework of observation spaces. An observa-
tion space is a family S = 〈Pi : i ∈ I〉 of probability distributions sharing a
common sample space in a consistent way; a grounding for S is a signed proba-
bility distribution P such that every Pi is a restriction of P; and the grounding
problem for S is the problem of describing the groundings for S. We show that
a wide variety of quantum scenarios can be formalized as observation spaces,
and we solve the grounding problem for a number of quantum observation
spaces. Our main technical result is a rigorous proof that Wigner’s distribu-
tion is the unique signed probability distribution yielding the correct marginal
distributions for position and momentum and all their linear combinations.
1. Introduction
The idea of negative probabilities arose in quantum mechanics [24, 16, 11]. This
is not surprising. The weirdness of quantum mechanics required bold fresh ideas.
The idea has its critics. “It is absurd to talk about an urn containing −17 red
balls or 3eipi/12 wooden balls” [19, page 148]. Indeed, the frequency approach to
probabilities does not apply to negative probabilities. But recall that the standard
meaning of numbers used to be quantity. It is absurd to talk about the quantity of
3eipi/12, yet the introduction of complex numbers paid off richly.
The original purpose of complex numbers was to solve algebraic equations with
real coefficients. What plays the role of algebraic equations in the case of negative
probabilities? This question motivated the present study.
The first use of negative probabilities in physics was instructive. The uncertainty
principle asserts a limit to the precision with which position x and momentum p
of a particle can be known simultaneously. You may know the probability distri-
butions of x and p individually in a given quantum state but the joint probability
distribution with these marginal distributions of x and p makes no physical sense.
Partially supported by the US Army Research Office under W911NF-20-1-0297.
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2 ANDREAS BLASS AND YURI GUREVICH
Does it make mathematical sense? More exactly, does there exist a joint distribu-
tion with the correct marginal distributions of x and p? In 1932, Eugene Wigner
exhibited such a joint distribution [24]. Some of its values were negative, but this,
wrote Wigner, “must not hinder the use of it in calculations as an auxiliary function
which obeys many relations we would expect from such a probability.” And indeed
Wigner’s idea has been used, especially in quantum optical tomography; see [21]
for example.
This joint-distribution question provoked us to introduce the framework of ob-
servation spaces. An observation space S is a family of probability distributions〈Pi : i ∈ I〉 sharing a common sample space Ω in a consistent way, so that any two
distributions agree on the events where both of them are defined. Each index i ∈ I
corresponds to some measurement, whereby one can learn which of the events in
the domain of Pi have occurred. An event is observable if it belongs to the domain
of some Pi and thus has a well defined probability. A family F of events is simul-
taneously observable, or coobservable, if the domain of some Pi includes the whole
family F , in which case all legitimate combinations of events in F (i.e. the events
in the σ-algebra generated by F ) have well defined probabilities.
It is reasonable to ask whether the legitimate combinations of all observable
events can be assigned probabilities in a consistent way. Our notion of grounding
formalizes the hope of doing just that. A ground distribution, or grounding, for
the observation space S is a signed probability distribution P on Ω such that the
original distributions Pi are restrictions of P. The grounding problem for S is
the problem of describing the groundings for S. Is there a grounding? Is there
a grounding which is nonnegative, i.e., has no negative values? Is the groundig
unique? What are the general forms of groundings and of nonnegative groundings?
In §2, we recall signed probability distributions, define observation spaces and
prove a modeling theorem according to which a wide variety of quantum and clas-
sical scenarios can be formalized as observation spaces.
In many cases, the resulting observation space is finite. §3 is devoted to quantum
scenarios modeled by finite observation spaces. We solve the grounding problem
for a number of observation spaces. In particular, we address the scenario, studied
by Feynman, involving two components of a particle’s spin [11]. The uncertainty
principle implies that these two quantities cannot have definite values simultane-
ously. So it seems plausible that an attempt to assign joint probabilities would
again, as in Wigner’s case, lead necessarily to negative probabilities. It turns out
that groundings for Feynman’s scenario form an infinite family with one real pa-
rameter t, and there is a nonempty real interval [m,M ] such that the grounding is
nonnegative if and only if m ≤ t ≤ M . We also consider a Feynman-type scenario
involving three independent components of a particle’s spin. There are nonnegative
groundings in that scenario as well. We give a general solution for all groundings
and for all nonnegative groundings.
The proof of the modeling theorem gives us a universal method of modeling
quantum scenarios by observation spaces. But, in specific scenarios, modeling can
be done more economically, using smaller observation spaces. There is, however, a
limitation on how economical the desired modeling can be. At the end of §3, we
use a version of the Kochen-Specker Theorem to illustrate that limitation.
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Wigner’s distribution happens to be the unique signed probability distribution on
the phase space that yields the correct marginal distributions not only for position
and momentum but for all their linear combinations [3]. In §4, we give a rigorous
proof of that fact.
Acknowledgement. We thank Alexander Volberg for contributing Lemma 4.1.
2. Observation spaces and the modeling theorem
2.1. Signed probability distributions. A measurable space is a set Ω together
with a σ-algebra of subsets of Ω. Elements of Ω are sample points, Ω is the sample
space and members of the σ-algebra are measurable sets. In this paper, by default,
the sample space is not empty.
Definition 2.1. A signed probability distribution on a measurable space (Ω,Σ) is a
real-valued, countably additive function on Σ assigning value 1 to Ω. If e ∈ Dom(P),
then the number P(e) is the probability of e. If all probabilities are nonnegative,
then P is nonnegative. /
One may worry whether countable additivity makes sense in signed probability
spaces, i.e., whether P(⋃n en) = ∑n P(en) whenever events en are pairwise dis-
joint. A priori, the sum could depend on the order of the events. But in fact it
does not. Indeed,
∑{P(en) : P(en) ≥ 0} converges to the probability p of event⋃{en : P(en) ≥ 0}, and ∑{|P(en)| : P(en) < 0} converges to the probability q of
event
⋃{en : P(en) < 0}. Accordingly, ∑n P(en) = p− q.
Many laws of nonnegative probability theory survive the generalization to signed
probability theory.
“Since the formal structure for the distributions is unaltered, it is trivial to
show that the probabilities in the extended theory must for consistency obey
the same rules as before, that is, the addition and multiplication laws.” [2,
p. 72]
For example, we can use, in the signed case, the standard definitions of random
variable, expectation, independence, and standard deviation, and we still have
E(aX + bY ) = aE(X) + bE(Y ),
X, Y are independent =⇒ E(XY ) = E(X)E(Y ),
σ(aX + b) = |a| · σ(X).
But one should be careful. For example, the following laws fail in the signed case.
P(e) ≤ 1,(P(e) = 0 and ω ∈ e) =⇒ P(ω) = 0,(
X(ω) ≤ Y (ω) for all sample points ω) =⇒ E(X) ≤ E(Y ).
Probabilistic experiments, whether real-world experiments or thought experi-
ments, may give rise to a signed probability distribution.
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Example 1 (Piponi’s thought experiment [18]). A machine produces boxes with
pairs (l, r) of bits. In any run of the experiment, exactly one of the following three
tests can be done.
(1) Look through the left window and observe l.
(2) Look through the right window and observe r
(3) Test whether l = r.
Performing these tests repeatedly, you find out that
• in the left window you always see 1,
• in the right window you always see 1,
• the two bits are always different.
This gives rise to a signed probability distribution P on the sample space Ω ={
(l, r) : l, r ∈ {0, 1}}. Let plr = P(l, r), so that
p00 + p01 + p10 + p11 = 1.
The three tests give three additional constraints:
p10 + p11 = 1, p01 + p11 = 1, p01 + p10 = 1.
The unique solution of this system of four linear equations is this:
p00 = −1
2
, p01 = p10 = p11 =
1
2
. /
Piponi’s thought experiment allows one to perform some computations, e.g.,
E(l) = 0 · (−1/2) + 0 · 1/2 + 1 · 1/2 + 1 · 1/2
= (1/2)[−0 + 0 + 1 + 1] = 1 = E(r),
E(l + r) = (1/2)[−0 + 1 + 1 + 2] = 2,
σ(l) =
√
E[(l − 1)2] =
√
(1/2)[−1 + 1 + 0 + 0] = 0 = σ(r),
σ(l + r) =
√
E[(l + r − 2)2] =
√
(1/2)[−4 + 1 + 1 + 0] = √−1.
Note some unusual features of standard deviation. The most glaring is the imag-
inary standard deviation of l + r. But there is something else. In nonnegative
probability theory, a standard deviation of zero indicates that the random variable
is almost everywhere constant. This still works for l in the sense that l = 1 on the
set {10, 11} whose complement {00, 01} has measure −1/2+1/2 = 0. Similarly r is
almost everywhere constant. But it is not the case that l + r is almost everywhere
constant; in signed probability spaces, the union of sets of measure zero need not
have measure zero.
Does Piponi’s thought experiment make any physical sense? Maybe. Perhaps
one can come up with an appropriate real-world quantum experiment involving two
qubits and three projective yes/no measurements.
But physics isn’t the only prospective application domain for signed probability
distributions. Piponi’s experiment may make some sense in social sciences. It may
be possible that
• one party provides overwhelming evidence in favor of a claim L,
• the other party provides overwhelming evidence in favor of an alternative
claim R, and
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• in all circumstances, exactly one of the two claims is true and the other is
false; sometimes L is true and sometimes R is true.
2.2. Observation spaces. We introduce a general framework of observation
spaces for the sort of situation that arises in Piponi’s experiment. Certain events
and combinations of events are observable and have probabilities. Other combina-
tions of events cannot be simultaneously observed and need not have well defined
probabilities. It is reasonable to ask whether such combinations can be assigned
probabilities in a way consistent with the given probabilities of observable events.
Our notion of observation space will formalize the picture of simultaneously ob-
servable events and their probability distributions. Our notion of grounding will
formalize the hope of consistently assigning probabilities even to combinations of
events which are not simultaneously observable.
Definition 2.2. An observation space is a nonempty set Ω together with non-
negative probability distributions
〈Pi : i ∈ I〉 on Ω subject to the consistency
requirement
e ∈ Dom(Pi) ∩Dom(Pj) =⇒ Pi(e) = Pj(e).
Elements of Ω are sample points, subsets of Ω are events, and Ω itself is the (un-
derlying) sample space. An event e is observable if it belongs to some Dom(Pi). A
family F of events is coobservable if F ⊆ Dom(Pi) for some i. /
Piponi’s thought experiment gives rise to an observation space with sample space
{00, 01, 10, 11} and three nonnegative probability distributions P1,P2,P3 corre-
sponding to the tests (1)–(3). In addition to ∅ and {00, 01, 10, 11}, the Boolean
algebras Dom(P1), Dom(P2) and Dom(P3) contain complementary atoms
(1) {00, 01}, {10, 11},
(2) {00, 10}, {01, 11},
(3) {00, 11}, {01, 10}
respectively. Dom(P1) consists of the events that can be observed by looking into
the left window. Dom(P2) and Dom(P3) represent looking into the right window
and testing the equality respectively. An individual outcome, like 01, represents
an unobservable combination of events, namely, looking into the left and the right
windows simultaneously (or looking into one of the windows and testing equality
simultaneously).
Definition 2.3. A ground distribution, or grounding, of an observation space(
Ω,
〈Pi : i ∈ I〉) is a signed probability distribution P on Ω such that every Pi
is the restriction of P to Dom(Pi). /
The grounding problem for a given observation space is the problem of the char-
acterization of the groundings for the observation space:
• Is there a grounding? Is there a nonnegative grounding?
• Is the grounding unique?
• What are the general forms of signed groundings and of nonnegative
groundings?
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Convention 2.4. For the purpose of grounding problem, we don’t distinguish
between groundings which coincide on the σ-algebra generated by the observable
events. /
The grounding problem is trivial if the given observation space has only one
original distribution. Due to the convention, in this case, the original distribution is
the unique grounding. But the case of two original distributions is already nontrivial
as we will see in §3.1.
2.3. Modeling theorem. A wide variety of quantum and classical scenarios can
be formalized as observation spaces.
Definition 2.5. A multi-test experiment over a Hilbert space H is a pair(|ψ〉, 〈Mi : i ∈ I〉)
where |ψ〉 is a unit vector in H, and 〈Mi : i ∈ I〉 is an indexed family of measure-
ments over H, called tests. /
Intuitively, a multi-test experiment is a laboratory experiment or thought exper-
iment where a source repeatedly produces quantum systems in the specified state
|ψ〉, and each time a test, arbitrarily chosen from 〈Mi : i ∈ I〉, is performed on the
system.
If M is a measurement, let Out(M) be the set of the possible results of M . For
simplicity of exposition, in this section, we deal only with measurements where
Out(M) is finite.
Definition 2.6. An observation space (Ω,
〈Pi : i ∈ I〉) models a multi-test experi-
ment
(|ψ〉, 〈Mi : i ∈ I〉) if, for each i ∈ I, there are events 〈eir : r ∈ Out(Mi)〉 such
that
(1) Dom(Pi) is the Boolean algebra of events with atoms
〈
eir : r ∈ Out(Mi)
〉
,
and
(2) each Pieir is the probability that, according to quantum mechanics, the
test Mi in quantum state |ψ〉 exhibits r. /
Theorem 2.7. Every multi-test experiment is modeled by some observation space.
Proof. Consider a multi-test experiment
(|ψ〉, 〈Mi : i ∈ I〉). For every i ∈ I and
every r ∈ Out(Mi), let pir be the probability that, according to quantum mechanics,
the test Mi in quantum state |ψ〉 exhibits r.
We construct an observation space S = (Ω, 〈Pi : i ∈ I〉) modeling the experi-
ment. Define
Ω =
∏〈
Out(Mi) : i ∈ I
〉
.
For every i ∈ I and every r ∈ Out(Mi), let
eir = {f ∈ Ω : f(i) = r}.
For every i ∈ I, the events 〈eir : r ∈ Out(Mi)〉 partition Ω; define Pi so that
the domain of Pi is the Boolean algebra generated by the atoms eir, and each
Pieir = pir.
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The required consistency follows from the claim that, for all indexes i 6= j, the
intersection Dom(Pi) ∩ Dom(Pj) is either empty or the whole Ω. To prove the
claim, let e be a nonempty event in Dom(Pi) ∩ Dom(Pj). There are nonempty
subsets X,Y of Out(Mi), Out(Mj) respectively such that
e =
⋃
r∈X
eir =
⋃
s∈Y
ejs.
Choose any r ∈ X and any f ∈ eir = {g ∈ Ω : g(i) = r}. Change the jth component
of f to any s ∈ Out(Mj); the resulting element of Ω still belongs to eir ⊆ e. It
follows that Y = Out(Mj) and therefore e = Ω.
This completes the proof of the theorem. 
The observation space S constructed in the proof of Theorem 2.7 models the
given multi-test experiment E in a perfunctory way. In particular, S always has a
nonnegative grounding; just use the product measure on Ω, i.e., make the results of
tests probabilistically independent. Still, the theorem demonstrates the existence
of some observation space S for E . One does not have to be a proponent of hidden
variables to realize that a grounding of an observation space for E can be useful in
the mathematical analysis of the experiment.
3. Finite observation spaces
Given multi-test experiment E , it is often possible to construct an observation
space S for E which is much smaller than the observation space constructed in the
proof of Theorem 2.7 and which models E much more closely. We illustrate this
point on four examples in subsections §3.1 – 3.4 respectively. The example in §3.2
is new; the other three examples come from the literature.
There is, however, a limitation on how frugal the observation-space modeling can
be. In the final subsection §3.5, we use a version of the Kochen-Specker Theorem
[14] to illustrate that limitation.
3.1. Feynman’s experiment. Let H = C2 and recall the Pauli operators given
by matrices
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
.
in the computational basis |0〉, |1〉 of H. Each of the Pauli operators P has eigenval-
ues ±1. The eigenvectors for +1 and −1 of P are the eigenvectors for eigenvalues
1 and 0 of operator (I + P )/2 and also eigenvectors for eigenvalues 0 and 1 re-
spectively of operator (I − P )/2; here I is, as usual, the identity operator. If you
measure P in state |ψ〉, the probability of obtaining +1 in |ψ〉 is (1 + 〈P〉) /2 and
the probability of obtaining −1 in |ψ〉 is (1− 〈P〉) /2; here 〈P〉 is, as usual, the
expectation of P in state |ψ〉.
For any unit vector |ψ〉 in H, consider a multi-test experiment with two tests in
state |ψ〉: measuring Z and measuring X; this is essentially the experiment studied
by Richard Feynman in [11].
The experiment gives rise to an observation space S with sample space Ω and
two nonnegative probability distributions PZ and PX described below.
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Since Z and X have eigenvalues ±1, each run of the Z or X test produces +1
or −1, and the result may be described by + or − respectively. Accordingly, the
sample space Ω = {++,+−,−+,−−} where the first sign in each pair refers to Z
and the second to X. The domain of PZ is the Boolean algebra of events generated
by events
+∗ = {++,+−} and − ∗ = {−+,−−},
and the domain of PX is the Boolean algebra of events generated by events
∗+ = {++,−+} and ∗ − = {+−,−−}.
In a given state |ψ〉, PZ(+∗) = 12 (1 +
〈
Z
〉
) and PZ(−∗) = 12 (1 −
〈
Z
〉
), while
PX(∗+) = 12 (1 +
〈
X
〉
) and PX(∗−) = 12 (1−
〈
X
〉
).
Grounding problem. Let P be an alleged signed ground probability distribution
for observation space S. Using Feynman’s notation, we abbreviate P(++) to f++
and similarly for the other three sample points +−,−+ and −−. We have
f++ + f+− = PZ(+∗) = 1
2
(1 +
〈
Z
〉
),
f−+ + f−− = PZ(−∗) = 1
2
(1− 〈Z〉),
f++ + f−+ = PX(∗+) = 1
2
(1 +
〈
X
〉
),
f+− + f−− = PX(∗−) = 1
2
(1− 〈X〉).
There is a redundancy in the equations. For example, the fourth equation is ob-
tained by adding the first two and subtracting the third. But the first three are
independent, so there’s one free parameter in the general solution. In fact, it’s easy
to write down the general solution:
f++ =
1
4
(1 +
〈
Z
〉
+
〈
X
〉
+ t)
f+− =
1
4
(1 +
〈
Z
〉− 〈X〉− t)
f−+ =
1
4
(1− 〈Z〉+ 〈X〉− t)
f−− =
1
4
(1− 〈Z〉− 〈X〉+ t),
where t is arbitrary real number.
Feynman considered the solution where t is the expectation
〈
Y
〉
in the same
state |ψ〉 of the third Pauli operator Y = ( 0 −ii 0 ).
A question arises whether there is a nonnegative grounding for S. The answer is
affirmative. For each state |ψ〉, there is a choice of t that makes all four components
of f nonnegative.
Indeed, write down the four inequalities f±± ≥ 0 using the formulas above for
these f±±’s. Solve each one for t. You find two lower bounds on t, namely
−1− 〈Z〉− 〈X〉 (from f++ ≥ 0)
−1 + 〈Z〉+ 〈X〉 (from f−− ≥ 0),
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and two upper bounds, namely
1 +
〈
Z
〉− 〈X〉 (from f+− ≥ 0)
1− 〈Z〉+ 〈X〉 (from f−+ ≥ 0).
An appropriate t exists if and only if both of the lower bounds are less than or
equal to both of the upper bounds. That gives four inequalities, which simplify to
−1 ≤ 〈Z〉 ≤ 1 and −1 ≤ 〈X〉 ≤ 1. But these are always satisfied, because the
eigenvalues of Z and X are ±1. Thus, if
m = max
(−1− 〈Z〉− 〈X〉,−1 + 〈Z〉+ 〈X〉) ,
M = min
(
1 +
〈
Z
〉− 〈X〉, 1− 〈Z〉+ 〈X〉) ,
then m ≤M and the general solution above yields a nonnegative grounding for the
observation space S if and only if m ≤ t ≤M .
3.2. Three-test version of Feynman’s experiment. Again, there is a source
that repeatedly produces single qubits, all in the same state |ψ〉, but this time
around there are three tests — X, Y and Z — which can be performed on each of
these qubits. Test X (resp., Y or Z) is measuring the Pauli operator X (resp., Y
or Z) in state |ψ〉.
This time around, the sample points of our observation space S are represented
by words of length three in the alphabet {−,+} where the signs in each triple refer
to X, Y and Z respectively. Accordingly, the sample space
Ω = {− −−,−−+,−+−,−+ +,+−−,+−+,+ +−,+ + +}.
Enumerating these triples in the given lexicographic order, we obtain an alternative
representation Ω = {0, 1, 2, 3, 4, 5, 6, 7}.
The domain of the probability distribution PX , corresponding to test X, is the
Boolean algebra generated by two events − ∗ ∗ and + ∗ ∗ where ∗ stands for either
+ or −, and similarly for the domains of PY and PZ .
Grounding problem. Let P be an alleged signed ground probability distribution
for S. Abbreviating P(−−−),P(−−+), . . . ,P(+++) to f0, f1, . . . , f7 respectively,
and abbreviating
〈
X
〉
,
〈
Y
〉
,
〈
Z
〉
to x, y, z respectively, we have
f0 + f1 + f2 + f3 = PX(− ∗ ∗) = (1− x)/2 (1)
f4 + f5 + f6 + f7 = PX(+ ∗ ∗) = (1 + x)/2 (2)
f0 + f1 + f4 + f5 = PY (∗ − ∗) = (1− y)/2 (3)
f2 + f3 + f6 + f7 = PY (∗+ ∗) = (1 + y)/2 (4)
f0 + f2 + f4 + f6 = PZ(∗ ∗ −) = (1− z)/2 (5)
f1 + f3 + f5 + f7 = PZ(∗ ∗+) = (1 + z)/2 (6)
It is easy to see that this system of six equations is equivalent to the following
system of four equations obtained by removing equations (1), (3) and (5) and adding
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a new equation (0).
f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 = 1 (0)
f4 + f5 + f6 + f7 = (1 + x)/2 (2)
f2 + f3 + f6 + f7 = (1 + y)/2 (4)
f1 + f3 + f5 + f7 = (1 + z)/2 (6)
Indeed (0) follows from (1) and (2), while (2), (4) and (6) imply (1), (3) and (5)
respectively in the presence of (0).
Viewing f3, f5, f6, f7 as parameters allows us to give a general solution of the
grounding problem:
f1 = (1 + z)/2− f3 − f5 − f7
f2 = (1 + y)/2− f3 − f6 − f7
f4 = (1 + x)/2− f5 − f6 − f7
f0 = 1− (1 + x)/2− (1 + y)/2− (1 + z)/2 + f3 + f5 + f6 + 2f7
Theorem 3.1. For every state |ψ〉, there is also a nonnegative grounding P.
Proof. View the triple (x, y, z) as a point in a three-dimensional real vector space.
Since −1 ≤ x ≤ 1, we have 0 ≤ (1 + x)/2 ≤ 1, and the same holds for y and z.
Thus the point
q =
(
(1 + x)/2, (1 + y)/2, (1 + z)/2
)
lies in the cube C with corners
p0 = (0, 0, 0), p1 = (0, 0, 1), p2 = (0, 1, 0), p3 = (0, 1, 1),
p4 = (1, 0, 0), p5 = (1, 0, 1), p6 = (1, 1, 0), p7 = (1, 1, 1).
(In fact, point (x, y, z) lies on the unit sphere around p0, so that point q lies on
the sphere of radius 1/2 inscribed in the cube C, but this is not important for the
current proof.)
For each i = 0, 1, . . . , 7, let ~pi be the vector from p0 to pi, and let ~q be the vector
from p0 to q. Since the cube C is the convex closure of the points p0, . . . , p7, there
are nonnegative coefficients f0, . . . , f7 such that
7∑
i=0
fi = 1 and
7∑
i=0
fi~pi = ~q (F)
It is easy that (F) is equivalent to the system of equations (0),(2),(4),(6). Indeed,
if we project the vector equation in (L) to the three axes, we get
0f0 + 0f1 + 0f2 + 0f3 + 1f4 + 1f5 + 1f6 + 1f7 = (1 + x)/2
0f0 + 0f1 + 1f2 + 0f3 + 0f4 + 1f5 + 1f6 + 1f7 = (1 + y)/2
0f0 + 1f1 + 0f2 + 1f3 + 0f4 + 1f5 + 0f6 + 1f7 = (1 + z)/2 
The proof gives a four-dimensional polytope of nowhere negative solutions of
the grounding problem. The average of these solutions is also a nowhere negative
solution.
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An explicit canonical nowhere negative solution of the grounding problem. Recall
that each i ∈ {0, 1, . . . , 7} represents a string aibici in alphabet {−,+}. Define
fi =
1± x
2
× 1± y
2
× 1± z
2
where the signs of x, y and z are ai, bi and ci respectively.
Claim 3.2. Coefficients fi satisfy equations (1)–(6).
Proof. By symmetry, it suffices to prove that equations (1) and (2) are satisfied.
We prove (1):(
1− x
2
1− y
2
1− z
2
+
1− x
2
1− y
2
1 + z
2
)
+
(
1− x
2
1 + y
2
1− z
2
+
1− x
2
1 + y
2
1 + z
2
)
=
(
1− x
2
1− y
2
)
+
(
1− x
2
1 + y
2
)
=
1− x
2
The intended proof of (2) is similar; just replace 1−x2 with
1+x
2 above. 
3.3. Schneider’s experiment. We formalize the experiment described in David
Schneider’s blog post [20], model it by means of an observation space, and then
analyze the observation space. Schneider’s experiment is a version of the Einstein-
Podolsky-Rosen-Bohm thought experiment [10, 6]. Figure 1, together with the
caption, is from article [1].
Figure 1: The two photons, emitted in state |ψ〉 are analyzed by linear polarizers in
orientations a and b. One can measure the probabilities of single or joint detections
in the output channels of the polarizers.
In the figure, the two photons are moving along the z axis. The pure state
|ψ〉 = (|00〉+ |11〉)/√2. The computational basis vectors |0〉 and |1〉 correspond to
polarization in the directions of the x and y axes respectively.
Proposition 3.3 ([17], §6.2). If θ is the angle ∠(α, β) between the orientations α
and β of the two polarizers in Figure 1, then the outcomes (+1,+1) and (−1,−1),
in which the two measurements give us the same result, have probability 12 cos
2 θ
each, and the outcomes (+1,−1) and (−1,+1) have probability 12 sin2 θ each.
In particular, if α = β then the probability of getting the same result is 1.
Our experiment involves three orientations A,B,C with angles
∠(A,B) = pi/4, ∠(B,C) = pi/8, ∠(A,C) = 3pi/8.
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Let Alice and Bob manage the left and the right polarizers respectively. To perform
one run of the experiment, Alice gives her polarizer one of the three orientations,
and Bob gives his polarizer one of the three orientations.
A priori this gives rise to nine tests: (A,A), (A,B), . . . , (C,C). But the three
tests where Alice and Bob choose the same orientation are not very interesting. We
are going to ignore the runs of the experiment with any of the three uninteresting
tests. The remaining six tests split into three groups of dual tests: (A,B) with
(B,A), (B,C) with (C,B), and (A,C) with (C,A).
Further, view every pair, (α, β) and (β, α), of dual tests as insignificantly different
variants of one symmetric test where one party chooses orientation α and the other
party chooses orientation β. The symmetric test will be denoted simply αβ where
the letters are in the lexicographical order. (So the three symmetric tests are
AB, BC and AC.) The outcome (−1,+1) of the symmetric test αβ means that
the party that chose α observed −1 while the party that chose β observed +1.
Similarly, the outcome (+1,−1) means that the party that chose α observed +1
and the party that chose β observed −1.
There is a natural observation space S that models the experiment. A sample
point is a three-letter word abc in in the alphabet {−,+}. The intention is that
a = − (resp. a = +) if a party choosing orientation A would observe the result −1
(resp. +1). Of course, the same applies also to b and c. The sample space is
Ω = {− −−, −−+, −+−, −+ +, +−−, +−+, + +−, + + +}.
Enumerating these triples in the given lexicographical order, we obtain an alterna-
tive representation Ω = {0, 1, 2, 3, 4, 5, 6, 7}.
Test AB gives rise to a probability distribution PAB whose domain is the Boolean
algebra of events generated by the four events
−− ∗ = {− −−, −−+}, −+ ∗ = {−+−, −+ +},
+− ∗ = {+−−, −−+}, + + ∗ = {+ +−, + + +}
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determined by the values of a and b. Similarly for the other two tests. According
to Proposition 3.3,
PAB(−− ∗) = PAB{0, 1} = (1/2) cos2(pi/4) = 1/4,
PAB(−+ ∗) = PAB{2, 3} = (1/2) sin2(pi/4) = 1/4,
PAB(+− ∗) = PAB{4, 5} = (1/2) sin2(pi/4) = 1/4,
PAB(+ + ∗) = PAB{6, 7} = (1/2) cos2(pi/4) = 1/4,
PBC(∗ − −) = PBC{0, 4} = (1/2) cos2(pi/8) = (1/4) + (
√
2/8),
PBC(∗ −+) = PBC{1, 5} = (1/2) sin2(pi/8) = (1/4)− (
√
2/8),
PBC(∗+−) = PBC{2, 6} = (1/2) sin2(pi/8) = (1/4)− (
√
2/8),
PBC(∗+ +) = PBC{3, 7} = (1/2) cos2(pi/8) = (1/4) + (
√
2/8),
PAC(− ∗ −) = PAC{0, 2} = (1/2) cos2(3pi/8) = (1/4)− (
√
2/8),
PAC(− ∗+) = PAC{1, 3} = (1/2) sin2(3pi/8) = (1/4) + (
√
2/8),
PAC(+ ∗ −) = PAC{4, 6} = (1/2) sin2(3pi/8) = (1/4) + (
√
2/8)
PAC(+ ∗+) = PAC{5, 7} = (1/2) cos2(3pi/8) = (1/4)− (
√
2/8).
The consistency requirement is easy to check. Dom(PAB) ∩ Dom(PAC) is the
Boolean algebra generated by two complementary atoms − ∗ ∗, + ∗ ∗ determined
by the values a. These atoms should have probability 1/2 with respect to both,
PAB and PAC , and they do:
PAB(− ∗ ∗) = PAB{0, 1, 2, 3} = PAC{0, 1, 2, 3} = PAC(− ∗ ∗) = 1/2,
PAB(+ ∗ ∗) = PAB{4, 5, 6, 7} = PAC{4, 5, 6, 7} = PAC(− ∗ ∗) = 1/2,
The cases of Dom(PAB) ∩Dom(PBC) and Dom(PAC) ∩Dom(PBC) are similar.
Proposition 3.4. The groundings for observation space S form a family with one
real parameter, and no grounding is nonnegative.
Proof. Suppose that P is a grounding for S, and let t = P(0). We have
P(1) = 1/4− t because PAB{0, 1} = 1/4
P(2) = 1/4− (
√
2/8)− t because PAC{0, 2} = (1/4)− (
√
2/8)
P(3) = (
√
2/8) + t because PAB{2, 3} = 1/4
P(4) = 1/4 + (
√
2/8)− t because PBC{0, 4} = (1/4) + (
√
2/8)
P(5) = −(
√
2/8) + t because PAB{4, 5} = 1/4
P(6) = t because PBC{2, 6} = (1/4)− (
√
2/8)
P(7) = 1/4− t because PAB{6, 7} = 1/4
It is easy to check that, for any value of t, P is consistent with PAB , PBC and PAC .
For no value of t is P nonnegative, because
P{2, 5} = (1/4)− (
√
2)/4 < 0. 
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3.4. Hardy’s experiment. Lucien Hardy described an interesting approach to
non-locality in [13], and David Mermin elaborated it in [15]. The following thought
experiment is based on an example in [15].
Two one-qubit particles emerge from a common source heading in opposite di-
rections toward distant detectors. Alice and Bob manage the left and right detector
respectively. Aside from the passage of the particles from the source to the detec-
tors, there are no connections between Alice, Bob, and the source. Figure 2 is from
[15].
 Figure 2:
Ahead of each run of the experiment, Alice and Bob set their detectors arbitrarily
to one of two modes, indicated by “1” and “2” in the figure. When a particle
arrives at a detector, the detector performs a measurement and exhibits the result.
In mode 1, Pauli observable Z is measured, and in mode 2, Pauli observable X is
measured. Initially, the two particles are in the entangled state
|ψ〉 = 1√
3
(
|01〉+ |10〉 − |00〉
)
. (7)
The initial state is given to us in the computational basis {|00〉, |01〉, |10〉, |11〉}.
It will be convenient to express it in three additional bases. Recall that |+〉 =
(|0〉 + |1〉)/√2 and |−〉 = (|0〉 − |1〉)/√2, and therefore |0〉 = (|+〉 + |−〉)/√2 and
|1〉 = (|+〉 − |−〉)/√2. We have
√
3|ψ〉 = |0〉(|1〉 − |0〉) + |10〉 = |0〉(|1〉 − |0〉) + |1〉(|+〉+ |−〉)/
√
2,
and so, in basis {|0+〉, |0−〉, |1+〉, |1−〉},
|ψ〉 = −
√
2√
3
|0−〉+ 1√
6
|1+〉+ 1√
6
|1−〉. (8)
By the symmetry of (7),
|ψ〉 = −
√
2√
3
| − 0〉+ 1√
6
|+ 1〉+ 1√
6
| − 1〉. (9)
Finally, in basis {|+ +〉, |+−〉, | −+〉, | − −〉}, we have
|ψ〉 = 1
2
√
3
|+ +〉 − 1
2
√
3
|+−〉 − 1
2
√
3
| −+〉 −
√
3
2
| − −〉. (10)
Next we describe an observation space, starting with the sample space. In each
run of the experiment, Alice and Bob measure Z or X. Thus there are four tests
— ZZ,ZX,XZ, and XX — performed jointly by Alice and Bob. When either of
them measures one of the observables (Z or X), the result of the measurement is
either +1 or −1, and (it will be useful to assume that) the detector exhibits 0 or 1
respectively.
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The sample space Ω has 16 a priori possible sample points represented by binary
strings
ZAXAZBXB
where ZA, ZB are the symbols exhibited after measuring Z by Alice or Bob respec-
tively, and XA, XB are the symbols exhibited after measuring X by Alice or Bob
respectively.
The four tests give rise to four probability distributions PZZ , PZX , PXZ and
PXX . The domain of each of these distributions consists of the events that can
be detected by the corresponding test. Each of these four domains is a Boolean
algebra of sample points generated by four atoms. The probabilities are assigned
to the atoms in accordance with (7)–(10) respectively.
Distributions Atoms Probabilities
PZZ 0 ∗ 0∗, 0 ∗ 1∗, 1 ∗ 0∗, 1 ∗ 1∗ 1/3, 1/3, 1/3, 0 (11)
PZX 0 ∗ ∗0, 0 ∗ ∗1, 1 ∗ ∗0, 1 ∗ ∗1 0, 2/3, 1/6, 1/6 (12)
PXZ ∗ 00∗, ∗01∗, ∗10∗, ∗11∗ 0, 1/6, 2/3, 1/6 (13)
PXX ∗ 0 ∗ 0, ∗0 ∗ 1, ∗1 ∗ 0, ∗1 ∗ 1 1/12, 1/12, 1/12, 3/4 (14)
where ∗ means either of the binary digits.
To check the consistency requirement, we examine all six pairwise intersections
of our four domains. Dom(PZZ)∩Dom(PXX) = Dom(PZX)∩Dom(PXZ) = {∅,Ω}.
Dom(PZZ)∩Dom(PZX) is the Boolean algebra generated by two complementary
atoms 0 ∗ ∗∗ and 1 ∗ ∗∗. It suffices to check that one of the two atoms has the same
probability in both distributions. Indeed, we have PZZ(0∗∗∗) = 2/3 = PZX(0∗∗∗).
The case of Dom(PZZ)∩Dom(PXZ) is similar. The complementary atoms are ∗∗0∗
and ∗ ∗ 1∗, and PZZ(∗ ∗ 0∗) = 2/3 = PXZ(∗ ∗ 0∗).
Dom(PZX)∩Dom(PXX) is the Boolean algebra generated by two complementary
atoms ∗ ∗ ∗0 and ∗ ∗ ∗1. We have PZX(∗ ∗ ∗0) = 1/6 = PXX(∗ ∗ ∗0). The case of
Dom(PXZ)∩Dom(PXX) is similar. The complementary atoms are ∗0∗∗ and ∗1∗∗,
and PXZ(∗0 ∗ ∗) = 1/6 = PXX(∗0 ∗ ∗). The consistency requirement is satisfied.
This completes the definition of our observation space for the experiment de-
scribed above. By (7), the initial state is symmetric with respect to the two qubits,
and therefore the sides of Alice and Bob play symmetric roles. The transformation
ZAXAZBXB −→ ZBXBZAXA (15)
is an automorphism of our observation space. We will take advantage of that
symmetry later.
Finally, we address the grounding problem for the observation space in question.
There are no nonnegative groundings. Indeed suppose toward a contradiction that
P is such a distribution. Observe that, thanks to nonnegativity, if an event has
probability zero, then so does each point in it. By (11)–(13), P(ω) = 0 for any
sample point ω in 1 ∗ 1∗ or 0 ∗ ∗0 or ∗00∗; call these points ω idle. The remaining
points are
0011, 0101, 0111, 1100, 1101.
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By (12), P(1100) = 1/6 because 1100 is the only non-idle point in set 1 ∗ ∗0. On
the other hand, by (14), P(1100) = 1/12 because 1100 is the only non-idle point in
∗1 ∗ 0. This gives the desired contradiction.
Now let’s consider the general case where negative probabilities are allowed. The
grounding problem reduces to solving a system of linear equations in 16 variables.
Let P be an alleged grounding. To avoid fractions, we deal with variables
v0 = 12P(0000), v1 = 12P(0001), . . . , v14 = 12P(1110), v15 = 12P(1111).
Notice that each subscript of v is the number represented in binary by the corre-
sponding argument of P. Each of the 16 atoms in (11)–(14) gives rise to a linear
equation in four variables:
0 ∗ 0∗ generates v0 + v1 + v4 + v5 = 4
0 ∗ 1∗ generates v2 + v3 + v6 + v7 = 4
1 ∗ 0∗ generates v8 + v9 + v12 + v13 = 4
1 ∗ 1∗ generates v10 + v11 + v14 + v15 = 0
0 ∗ ∗0 generates v0 + v2 + v4 + v6 = 0
0 ∗ ∗1 generates v1 + v3 + v5 + v7 = 8
1 ∗ ∗0 generates v8 + v10 + v12 + v14 = 2
1 ∗ ∗1 generates v9 + v11 + v13 + v15 = 2 (16)
∗00∗ generates v0 + v1 + v8 + v9 = 0
∗01∗ generates v2 + v3 + v10 + v11 = 2
∗10∗ generates v4 + v5 + v12 + v13 = 8
∗11∗ generates v6 + v7 + v14 + v15 = 2
∗0 ∗ 0 generates v0 + v2 + v8 + v10 = 1
∗0 ∗ 1 generates v1 + v3 + v9 + v11 = 1
∗1 ∗ 0 generates v4 + v6 + v12 + v14 = 1
∗1 ∗ 1 generates v5 + v7 + v13 + v15 = 9
Any solution of this system of 16 equations with 16 variables determines a
grounding for our observation space. More interesting and relevant groundings
are those which conform to the automorphism (15) which has four fixed points
0000, 0101, 1010, 1111 and pairs the remaining twelve points as follows:
0001↔ 0100, 0010↔ 1000, 0011↔ 1100,
0110↔ 1001, 0111↔ 1101, 1011↔ 1110.
The conformant groundings give rise to symmetric solutions of system (16), subject
to the following constraints:
v1 = v4, v2 = v8, v3 = v12, v6 = v9, v7 = v13, v11 = v14. (17)
Notice that any solution ~v of (16) leads to a symmetric solution. Indeed, let ~w be
obtained from ~v by swapping the values of the variables vi, vj whenever the equality
vi = vj occurs in (17). Due to the automorphism (15), if ~v is a solution for system
(16) then so is ~w. But the solutions for (16) form an affine space, and so the average
(~v + ~w)/2 is a symmetric solution for (16).
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Here we restrict attention to symmetric solutions of (16). The constraints (17)
simplify the problem considerably. 0**0 and *00* generate the same equation in
(16), and so do pairs (0**1,*10*), (1**0,*01*), and (1**1,*11*). Accordingly, we
have 12 equations with 10 variables(
v0, v1, v2, v3, v5, v6, v7, v10, v11, v15
)
.
We spare the reader the details of solving this system of linear equations. The
general solution can be given in the following form
(−3, −1, 2, 0, 9, 2, 0, 0, 0, 0)
+ a · ( 2, −1, −1, 1, 0, 0, 0, 0, 0, 0)
+ b · ( 0, 1, 0, 0, −2, −1, 1, 0, 0, 0)
+ c · ( 0, 0, 1, 0, 0, −1, 0, −2, 1, 0)
+ d · (−1, 1, 1, 0, −1, −1, 0, −1, 0, 1)
where a, b, c, d are real parameters.
3.5. One limitation. The notion of observation space gives rise to a simpler notion
of observation frame by abstraction from numerical values.
Definition 3.5. An observation frame is a nonempty set Ω together with a family〈
Σi : i ∈ I
〉
of σ-algebras of subsets of Ω. /
Again, elements of Ω are sample points, subsets of Ω are events, and Ω is the
(underlying) sample space in S. Further, an event e is observable if it belongs to
some Σi, and a family F of events is coobservable if F ⊆ Σi for some i.
Definition 3.6. Let O be a set of Hermitian operators on a finite-dimensional
Hilbert space H. For each operator A ∈ O, let EA be the Boolean algebra of the
eigenspaces of A. An observation frame with sample space Ω rigidly interprets O if
there is a map µ :
(⋃
A∈O EA
) → 2Ω satisfying the following rigidity requirement :
for any A ∈ O, the events {µ(S) : S ∈ EA} partition Ω. /
Consider the example of Cabello et al. [7] given in color on the Wikipedia page
for “Kochen-Specker Theorem” [25]. The example uses 18 vectors in C4 forming 9
bases B1, . . . , B9. Invent Hermitian operators B˜1, . . . , B˜9 such that, for every i, the
eigenspaces of B˜i are exactly the one-dimensional spaces spanned by the 4 vectors
in Bi.
Theorem 3.7. No observation frame rigidly interprets the operators B˜1, . . . , B˜9
over C4.
Proof. Suppose, toward a contradiction, that an observation frame (or space) with
sample space Ω rigidly interprets O using a map µ : (⋃A∈O EA) → 2Ω. Fix any
sample point ω ∈ Ω. By the partition requirement, each basis Bi contains exactly
one vector |v〉 such that ω belongs to µ of the eigenspace {c · |v〉 : c ∈ C}. This
way ω selects one of the 4 vectors in each Bi and, if a vector v ∈ Bi ∩ Bj , then
it is selected from Bi if and only if it is selected from Bj . But the point of the
Cabello et al. example is precisely that such a selection is impossible. Indeed, we
would have 9 selections, one from each basis, but every selection would occur twice
because, as indicated by the colors in [25], each of the 18 vectors occurs in exactly
two bases. So 9 would have to be even. 
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The C4 in the theorem can be improved to C3 at the cost of using a more
complicated example, as in the original Kochen-Specker proof.
There is another natural requirement that Definition 3.6 could have imposed.
Let us explain. Let S1, . . . , Sk be the eigenspaces of an operator A ∈ O for eigen-
values v1, . . . , vk respectively. Intuitively, µ(Si) is the event that the result of the
measurement of A is vi. The actual result of the measurement tells us which of the
events µ(S1), . . . , µ(Sk) occurred; the rest of them did not occur. In that sense the
events S1, . . . , Sk are coobservable. Accordingly, one would expect Definition 3.6
to require that, for any A ∈ O, events {µ(S) : S ∈ EA} are coobservable. But the
preceding theorem makes no use of the coobservability requirement.
For any state |ψ〉 ∈ C4, the proof of Theorem 2.7, provides an observation space
S modeling the multi-test experiment given by |ψ〉 and the (measurements of)
operators B˜1, . . . , B˜9. The sample space Ω of S is Out(B˜1)× · · · ×Out(B˜9) where
each set Out(B˜i) comprises the eigenvalues of B˜i. For each i ∈ {1, . . . , 9}, there are
events {eir : r ∈ Out(B˜i)} that partition Ω. Nevertheless, S violates the rigidity
requirement. The events eir and ejs are distinct if i 6= j, even if the eigenspace of
B˜i for eigenvalue r coincides with the eigenspace of B˜j for eigenvalue s. Thus we
do not have a map µ needed for rigid interpretation.
4. Wigner’s distribution as a ground distribution
Heisenberg’s uncertainty principle asserts a limit to the precision with which
position x and momentum p of a particle can be known simultaneously. One can
know the probability distributions of x and p individually, yet the joint probability
distribution with the correct marginal distributions of x and p makes no physical
sense. But maybe such a joint distribution makes mathematical sense.
In 1932, Eugene Wigner exhibited a joint signed distribution [24] with the cor-
rect marginal distributions of x and p. Some of the values of Wigner’s distribution
are negative. “But of course this must not hinder the use of it in calculations as an
auxiliary function which obeys many relations we would expect from such a prob-
ability” [24, p. 751]. Wigner’s ideas indeed have been used in optical tomography;
see [21] for example.
According to [3], Wigner’s distribution is the unique signed probability distri-
bution that yields the correct marginal distributions for position and momentum
and all their linear combinations. Here we rigorously prove that assertion1. For
simplicity we work with one particle moving in one dimension, but everything we
do in this section generalizes in a routine way to more particles in more dimensions.
In this context we have to deal with the Hilbert space L2(R) of square integrable
functions f : R → C where the inner product 〈f | g〉 is given by the Lebesgue
integral ∫ ∞
−∞
f∗(x)g(x)dx.
In the rest of this section, by default, the integrals are from −∞ to ∞.
1When we found a simple proof of the assertion, we attempted, in [4], to popularly explain that
proof. Here we replace all hand-waving in our explanation with rigorous mathematical arguments.
Fortunately, the proof remains relatively simple.
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A state of the particle is given by a unit vector |ψ〉 in L2(R). The position and
momentum are given by Hermitian operators X and P where
(Xψ)(x) = x · ψ(x) and (Pψ)(x) = −i~dψ
dx
(x)
and ~ is the (reduced) Planck constant. For any real numbers a, b, not both zero,
consider the Hermitian operator (an observable) Z = aX + bP .
The unbounded operator Z is not defined on the whole state space L2(R). But its
domain clearly includes the space C∞c (R) of smooth, compactly supported functions
on R. For brevity, we will say that a state |ψ〉 in L2(R) is nice if the function
|ψ〉 ∈ C∞c (R). The restriction of the operator Z to C∞c (R) is essentially self-adjoint
[12, Proposition 9.40] which is implicitly used below.
Fix a nice state |ψ〉 and consider an observation space(
R× R, 〈Pa,b : a, b ∈ R and a2 + b2 6= 0〉) (18)
where the domain of any Pa,b consists of sets [ax+bp ∈ E] =
{
(x, p) : ax+bp ∈ E},
wherein E ranges over Borel subsets of R, and Pa,b[ax + bp ∈ E] is the quantum
mechanical probability Pψ[aX + bP ∈ E] that the measurement of aX + bP in |ψ〉
produces a value in E.
To check the consistency requirement, let e = [ax+bp ∈ E] = [a′x+b′p ∈ E′] 6= ∅.
Pick any point (x0, p0) ∈ e. Since e = [ax+bp ∈ E], the value c = ax0 +bp0 belongs
to E, and e includes the line L given by equation ax + bp = c. Pick any point
(x′, p′) ∈ L. Since L ⊆ e = [a′x+ b′p ∈ E′], the value c′ = a′x′+ b′p′ belongs to E′,
and e includes the line L′ given by equation a′x+b′p = c′ If L′ 6= L, then e includes
all lines parallel to L′, because (x′, p′) could be any point on L. Thus e = R2 and
1 = Pa,b(e) = Pa′,b′(e). If L′ = L, then a′ = ar, b′ = br, c′ = cr for some r, and
E′ = rE, and Pa,b(e) = Pψ[aX + bP ∈ E] = Pψ[a′X + b′P ∈ E′] = Pa′,b′(e).
We restricted the range of the variable E to Borel sets because it is sufficient for
our purposes and because the functional calculus guarantees that, for Borel sets E,
the probabilities Pψ[aX + bP ∈ E] are well defined [12, §6].
Lemma 4.1 ([23]). For any real a, b, not both zero, there is a probability density
function g(z) for Z = aX + bP , so that for every Borel set E
Pψ[Z ∈ E] =
∫
E
g(z)dz.
Proof. If Z is X or P , the claim is well known. Suppose b 6= 0. To simplify
notation, assume without loss of generality that b = 1, and let c = −a/~ so that
Z = −c~X + P . Let U be the unitary operator f 7→ eicx2/2f over L2(R). For any
differentiable function f(x) ∈ L2(R), we have
(UPU−1)f = −i~ · eicx2/2 d
dx
(
e−icx
2/2f
)
= −c~xf − i~f ′ = −c~Xf + Pf = Zf.
Since Z is the unitary conjugate of P , there is a density function for Z in state |ψ〉
because there is a density function for P in the nice state U−1|ψ〉. 
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Wigner’s distribution is the signed probability distribution on R2 with the density
function
w(x, p) =
1
2pi
∫
ψ∗(x+
β~
2
)ψ(x− β~
2
)eiβp dβ. (19)
All values of Wigner’s density functions are real. Indeed, if F (x, p, β) is the inte-
grand in (19), then
F ∗(x, p, β) = ψ(x+
β~
2
)ψ∗(x− β~
2
)e−iβp = F (x, p,−β),
and therefore
w∗(x, p) =
1
2pi
∫ ∞
−∞
F ∗(x, p, β)dβ =
1
2pi
∫ ∞
−∞
F (x, p,−β)dβ = w(x, p).
On the other hand, the values of w(x, p) may be negative.
Theorem 4.2. In every nice state |ψ〉, Wigner’s density function is the unique
signed density function on R2 that yields the correct marginal density functions for
all linear combinations Z = aX + bP where a, b are real numbers, not both zero.
Corollary 4.3. For every nice state |ψ〉, Wigner’s distribution is the unique con-
tinuous grounding on the Borel sets in Ω for the observation space (18).
In the rest of this section, we prove Theorem 4.2. Throughout the proof, we use
(a, b) to denote pairs of real numbers not both zero.
If f(x, p) is a signed probability density function on R2, and z = ax + bp, then
the marginal density function g(z) can be defined thus:
g(z) =

1
b
∫
f(x,
1
b
(z − ax)) dx if b 6= 0
1
a
∫
f(
1
a
(z − bp), p) dp if a 6= 0
(20)
Here’s a justification in the case b 6= 0. We have
p =
1
b
(z − ax), dp = 1
b
(dz − a dx),
f(x, p) dx dp = f
(
x,
1
b
(z − ax))1
b
dx dz.
For any real u ≤ v, the probability that u ≤ z ≤ v should be∫ v
u
g(z)dz =
∫∫
u≤ax+bp≤v
f(x, p) dx dp
=
∫∫
u≤ax+bp≤v
1
b
f
(
x,
1
b
(z − ax)) dx dz
=
∫ v
u
dz
∫ ∞
−∞
1
b
f
(
x,
1
b
(z − ax)) dx.
Since the first and last expressions coincide for all u ≤ v, we have
g(z) =
1
b
∫
f
(
x,
1
b
(z − ax)) dx.
Lemma 4.4. For any a, b not both zero, the following claims are equivalent.
(1) g(z) is the marginal probability density function of z = ax+ bp.
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(2) gˆ(ζ) =
√
2pi · fˆ(aζ, bζ) where fˆ and gˆ are (forward) Fourier transforms of
f and g respectively.
Proof. To prove (1)→(2), suppose (1) and compare the forward Fourier transforms
of g and f :
gˆ(ζ) =
1√
2pi
∫
g(z)e−iζz dz
=
1√
2pi
∫∫
f
(
x,
1
b
(z − ax))e−iζz 1
b
dx dz
=
1√
2pi
∫∫
f(x, p)e−iζ(ax+bp) dx dp.
Since fˆ(ξ, η) =
1
2pi
∫∫
f(x, p)e−i(ξx+ηp) dx dp, we have gˆ(ζ) =
√
2pifˆ(aζ, bζ).
To prove (2)→(1), suppose (2) and use the implication (1)→(2). If h is the
marginal distribution of z = ax + by then hˆ(ζ) =
√
2pi · fˆ(aζ, bζ) = gˆ(ζ), and
therefore g = h. 
Corollary 4.5. For any real α, β not both zero, fˆ(α, β) =
1√
2pi
gˆ(ζ) where g(z) is
the marginal distribution for the linear combination z = ax+ bp such that α = aζ,
β = bζ for some ζ.
Lemma 4.6. For any nice state |ψ〉 and any real numbers α, β, not both zero, we
have
〈ψ|e−i(αX+βP )|ψ〉 = eiαβ~/2
∫
ψ∗(y)e−iαyψ(y − β~) dy.
Proof. We want to split the exponential on the left side of this equation into a
factor with X times a factor with P . This is not as easy as it might seem, because
X and P don’t commute. We have, however, two pieces of good luck. First,
there is Zassenhaus’s formula [8], which expresses the exponential of a sum of non-
commuting quantities as a product of (infinitely) many exponentials, beginning
with the two that one would expect from the commutative case, and continuing
with exponentials of nested commutators:
eA+B = eAeBe−
1
2 [A,B] · · · ,
where the “· · · ” refers to factors involving double and higher commutators.
The second piece of good luck is that [X,P ] = i~I, where I is the identity opera-
tor. (Below, we’ll usually omit writing I explicitly, so we’ll regard this commutator
as the scalar i~.) Since that commutes with everything, all the higher commutators
in Zassenhaus’s formula vanish, so we can omit the “· · · ” from the formula. We
have
〈ψ|e−iαX−iβP |ψ〉 = 〈ψ|e−iαXe−iβP eiαβ~/2|ψ〉.
The last of the three exponential factors here arose from Zassenhaus’s formula as
−1
2
[−iαX,−iβP ] = 1
2
αβ[X,P ] = iαβ~/2.
22 ANDREAS BLASS AND YURI GUREVICH
That factor, being a scalar, can be pulled out of the bra-ket:
〈ψ|e−i(αX+βP )|ψ〉 = eiαβ~/2
∫
ψ∗(y)e−iαyψ(y − β~) dy. 
Finally, we are ready to prove Theorem 4.2. Assume that, in a given nice state
|ψ〉, a signed probability density function f(x, p) yields correct marginal density
functions for all linear combinations of position and momentum.
Fix any real a, b not both zero, and let Z be the operator aX+bP and z = ax+bp
where x, p are real variables. By Lemma 4.1, there is a probability density function
g0(z) for Z. For any real ζ, we have
1√
2pi
gˆ0(ζ) =
1
2pi
∫
g0(z)e
−iζz dz
=
1
2pi
〈ψ|e−iζZ |ψ〉 (21)
=
1
2pi
〈ψ|e−iζ(aX+bP )|ψ〉.
Let g(z) be the marginal distribution of f given by formula (20). By the assumption,
g coincides with g0. By Corollary 4.5, we have
fˆ(α, β) =
1√
2pi
gˆ(ζ) =
1
2pi
〈ψ|e−iζ(aX+bP )|ψ〉. (22)
By Lemma 4.6,
fˆ(α, β) =
eiαβ~/2
2pi
∫
ψ∗(y)e−iαyψ(y − β~) dy. (23)
To get f(x, p), apply the (two-dimensional) inverse Fourier transform.
f(x, p) =
1
(2pi)2
∫∫∫
ψ∗(y)e−iαyeiαβ~/2ψ(y − β~)eiαxeiβp dy dα dβ.
Collecting the three exponentials that have α in the exponent, and noting that α
appears nowhere else in the integrand, perform the integration over α and get a
Dirac delta function: ∫
e−iα(y−
β~
2 −x) dα = 2piδ(y − x− β~
2
).
That makes the integration over y trivial, and what remains is
f(x, p) =
1
2pi
∫
ψ∗(x+
β~
2
)ψ(x− β~
2
)eiβp dβ, (24)
which is Wigner’s signed probability distribution w(x, p).
To check that Wigner’s signed probability distribution yields correct marginal
distributions, note that the derivation of (24) from (22) is reversible. By (22) and
(21)
1√
2pi
gˆ(ζ) =
1
2pi
〈ψ|e−iζ(aX+bP )|ψ〉 = 1√
2pi
gˆ0(ζ),
so that gˆ = gˆ0 and therefore g = g0. This completes the proof of Theorem 4.2.
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