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Nanoconfinement generally leads to drastic effect on the physical and chemical properties of ionic
liquids. Here we investigate how the electrochemical reactivity in such media may be impacted
inside nanoporous carbon electrodes. To this end, we study a simple electron transfer reaction using
molecular dynamics simulations. The electrodes are held at constant electric potential by allowing
the atomic charges on the carbon atoms to fluctuate. We show that the Fe3+/Fe2+ couple dissolved
in an ionic liquid exhibits a deviation with respect to Marcus theory. This behavior is rationalized
by the stabilization of a solvation state of the Fe3+ cation in the disordered nanoporous electrode
that is not observed in the bulk. The simulation results are fitted with a recently proposed two
solvation state model, which allows us to estimate the effect of such a deviation on the kinetics of
electron transfer inside nanoporous electrodes.
Nanoconfinement effects strongly impact on many liq-
uid properties, such as transport, diffusion coefficients,
phase transitions, and solvation structures1–4. They are
particularly important for supercapacitors, which have
emerged as a complimentary energy storage solution to
batteries5. This is due to the fact that supercapacitors
display faster charging times, and consequently higher
power deliveries than batteries, while attaining longer life
cycles. However, the energy density of batteries is higher.
In supercapacitors energy storage is realized through the
adsorption of ions at the surface of two oppositely po-
larized electrodes, forming a so-called electrical double
layer6. Nanoconfinement has been observed to have a
significant influence on the performance of supercapac-
itors, as has been demonstrated by experiments7,8 and
simulations9–12, where it was shown that the use of ma-
terials with sub nanometric pores as electrodes greatly
increase the capacitance of these devices.
Within the realm of electrochemical applications, room
temperature ionic liquids (RTILs) have attracted a con-
siderable attention13,14. In principle, the properties of
RTILs are tunable due to the wide variety of cations and
anions from which they can be prepared. Because RTILs
are solely made of charged species, it would have been ex-
pected that using them to replace standard electrolytes
would increase the performance of supercapacitors. Yet,
the interfacial capacitance of RTILs and acetonitrile-
based electrolyte supercapacitors remain somewhat sim-
ilar. This rather disappointing observation has been at-
tributed to the more important correlations between ions
in RTILs, which is due to the absence of electrostatic
screening by the solvent15.
An alternative could be to take advantage of the tun-
ability of RTILs to develop new storage concepts. Re-
cently, Mourad et al. reported a large enhancement of the
energy stored due to simultaneous capacitive and Faradic
processes when biredox RTILs are used as electrolytes in
a supercapacitor16. Among the various questions raised
by this study, the most important ones are: How is the
electron transfer rate affected by confinement? Does the
charging of such a supercapacitor remain dominated by
the ionic diffusion?
From the theoretical point of view, electron transfer
reactions in solution are usually studied in the frame-
work of Marcus theory, which aims at accounting for the
influence of solvent fluctuations on the rate of electron
transfer17. Marcus theory has been widely used to inter-
pret experiments and simulations with an undeniable suc-
cess. However, some systems exhibiting a deviation from
Marcus linear behavior have been reported18,19. Several
extensions to the theory were proposed to account for
them20,21. A reason why Marcus theory might fail arises
from the fact that one of its key assumptions is that the
fluctuations of the solvent around the reactant and the
product are similar. Yet, if the solvation states of the
two species are structurally different, this hypothesis can
be wrong as evidenced by the use of density functional
theory-based Molecular Dynamics simulations of aqueous
copper and silver ions19,21. In experiments as well, intro-
ducing asymmetry in Marcus theory22 was necessary to
fit the voltammetric data of various RTILs23. Finally, in
the case of interfacial systems several studies have under-
lined the importance of field penetration into the metal
and of solvent spatial correlations.24,25
Confinement might have a drastic influence on the sol-
vation shell of the adsorbed species26,27. Thus, it is
worth investigating this effect on the electron transfer
rate28. We report here a molecular dynamics study of
the Fe3+/Fe2+ electron transfer reaction which has al-
ready been proposed in previous redox supercapacitor
concepts29,30. The experimental studies involve complex
species, so that we focus on a simplified system in order
to gain a first insight on electron transfer reactions in
carbon nanopores. In particular, our study corresponds
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to infinite dilution since it is known that inorganic salts
have low solubilities in imidazolium-based RTILs31. The
studied ionic liquid is the 1-ethyl-3-methylimidazolium
tetrafluoroborate (EMIM-BF4), which is put in contact
with model carbide-derived carbon (CDC) nanoporous
electrodes. We show that the free energy profiles for the
electron transfer reaction strongly deviate from Marcus
theory due to the presence of two solvation states for the
Fe3+ species.
We build on previous work by using a simulation
cell similar to the one we used to investigate the ori-
gin of increased capacitance in nanoporous carbon-based
supercapacitors10. We employ a coarse-grained model of
the EMIM-BF4 with, respectively, 3 and 1 interaction
sites for the cation and the anion33, to which we add one
iron ion and the appropriate number of chloride counter
ions. We keep the electric potential inside the electrodes
constant and equal to 0 V by using the procedure de-
veloped by Sprik et al.34, which allows the charge on
the electrode to adjust in response to the local electric
potential due to the electrolyte ions. Each electrode is
represented by a model of CDC containing 3821 carbon
atoms35. To address the effect of the local environment
experienced by the redox species we ran several simula-
tions in which the initial position of the iron ion is set
in different pores of the disordered carbon material. In
order to study the following redox half-reaction:
Fe2+ → Fe3+ + e−
we performed simulations of the reduced species Fe2+
and of the oxidized one Fe3+. It has been shown by
Warshel36,37 that a relevant reaction coordinate to study
electron transfer reaction is the vertical energy gap ∆E,
which is defined as
∆E({RN}) = E1({RN})− E0({RN}), (1)
where E1 and E0 are the instantaneous potential ener-
gies of a system with either the reduced or the oxidized
state of the redox-active species for a given microscopic
configuration {RN}. We recall here that in the linear
response assumption in Marcus theory17,38, the distribu-
tion of the order parameter is Gaussian39 and, in par-
ticular, the shape of the distribution of ∆E obtained by
performing simulations with the Hamiltonian of the re-
actant or the product should be identical. As shown in
2a, this is clearly not the case, the distribution for the
Fe2+ being almost Gaussian, while the one for the Fe3+
is not. This is a first indicator that this system does not
follow Marcus theory picture.
In order to increase the statistical accuracy, we use the
free-energy perturbation method. This variant of um-
brella sampling introduces a coupling parameter (η) be-
tween the reduced and oxidized states40. The simulations
are then performed with an intermediate Hamiltonian as-
sociated to the potential energy surface Eη defined as the
linear superposition:
Eη = (1− η)E0 + ηE1 (2)
A direct consequence of the linear assumption of Marcus
theory is that Eη should vary linearly with η
40. To test
this, we carried out simulations with different values of
the coupling parameter η = 0, 0.25, 0.5, 0.75, 0.8, 0.9
and 1.0. It is clear for 2b that the Marcus picture is
violated, since the corresponding vertical energy gaps do
not follow the expected linear variation.
As pointed out in the introduction, discrepancy with
Marcus theory often originates from strong changes in the
solvation shell between the reduced and oxidized states.
To investigate if that is indeed the case here, we examine
the coordination number of the iron cation along the sim-
ulations. The radius of the first solvation shell is taken
equal to the first minimum of the Fe-BF−4 radial distri-
bution function in the absence of electrodes (3.8 A˚). We
observe that the coordination number (CN) of the Fe3+
cation fluctuates between values of 4 and 6 during the
simulation. This is clearly an effect of the confinement
since the cation remains close to the carbon electrode,
and the corresponding CN is 4 in the pure RTIL. In con-
trast, the Fe2+ cation has a CN that remains equal to 4
during the whole simulations, as shown in Supplementary
Figure S1.
The distances between Fe3+ and the six nearest anions
along a representative trajectory are displayed in 3a; the
other simulations display similar variations. The alterna-
tion between two coordination environments is confirmed
by the fact that during some parts of the simulations
we detected that 4 anions are closely coordinated to the
Fe3+ with a Fe-BF4 distance of 2.8 A˚, the two remain-
ing anions being located further away from the iron with
a distance greater than 4 A˚, while in other parts the
6 anions are coordinated with Fe3+ with metal-ligand
distances fluctuating between 2.6 and 3.8 A˚. 3c and 3d
show representative snapshots of the two coordination
states which appear to be tetrahedral and octahedral,
respectively. The corresponding fluctuations of the ver-
tical energy gap are shown on 3b. Sudden changes occur
concommitently with the jumps in CN in 3a, which shows
that the confinement effect on the solvation of Fe3+ is at
the origin of the departure from Marcus theory discussed
above.
Among all models available in the literature to extend
Marcus theory to non-linear behavior41 we use the one
proposed by Vuilleumier et al.21. In particular, we em-
ployed their two-Gaussian solvation (TGS) state model,
which allows the reactant and product to experience two
different solvation states (S0 and S1). This leads to four
(two pairs) diabatic free energy parabolas instead of two
in the case of Marcus theory. For each of the states S0 or
S1, the Landau free energy is assumed to be quadratic,
which corresponds to a Gaussian probability distribution
Pη. The authors also derived the necessary equations to
compute the average energy gap 〈∆E〉η and the Landau
free energies.
FIG. 1: The simulation cell is constituted of two porous electrodes held at constant potential (cyan C atoms). The electrolyte
is composed of a FeCl3 or FeCl2 unit dissolved in EMIM-BF4, modeled using a coarse-grained force-field
32 (red: the three
interaction sites of EMIM+, green: the single site of BF−4 , blue: Fe (III) cation and violet: Cl
− anions).
a) b)
FIG. 2: a) Probability distribution of the vertical energy gap in reduced and oxidized states, b) Average vertical energy gap
for Fe3+/Fe2+ in RTILs with various coupling parameters η.
Marcus theory involves only 2 parameters: ∆A mea-
sures the relative position of the two parabolas while λ is
the reorganization energy of the solvent, which fixes the
curvature of the parabola and also the width of the Gaus-
sian distribution of the reaction coordinate. In the TGS
model, 4 parameters are required, one reorganization en-
ergy for each state λS0 and λS1 and the relative positions
of the two parabola for each solvation state ∆AS0 and
∆AS1 . Moreover, a fifth parameter is necessary to set
the relative position of the two pairs of parabolas, for in-
stance the difference in free energy between the two solva-
tion states of the reduced species ∆SA0 = A
Fe2+
S1
−AFe2+S0 .
The effect of the confinement was not investigated by
the authors of the TGS model, since they only carried
out simulations in bulk. However, it has been shown
from simulation studies of the Eu3+/Eu2+ redox couple
in potassium chloride molten salt at an fcc metallic elec-
trode that the reorganization energy strongly depends on
the distance between the ion and the electrode42. This
reorganization energy is expected to decrease when the
redox species get closer to the electrode. We mention
that this behavior had previously been predicted theo-
retically by Marcus for perfect conductors,38,43 but this
effect should decrease if the role of field penetration into
the metal electrode was accounted.24,25
To quantify this effect in our system, we performed
additional simulations with a planar graphite electrodes.
They confirm the dependency on the distance to the
electrode of the reorganization energy, as shown in
Supplementary Figures S2 to S4. In nanoporous elec-
trodes it is not possible to define a simple distance
to the electrode, the fit of the TGS model should
therefore yield an averaged contribution of all the
possible distances. However we observed that the iron
does not go into contact with the carbon during the
whole simulation data, regardless of the iron solvation
state, the nature of the pore in which it is solvated or
its coordination number. For this reason and for the
sake of simplicity we made the additional assumption
that the reorganization energies should be equal for
both states, turning the original 5-parameter model
TGS into a 4 parameter-one. The different parame-
FIG. 3: a) Distance between Fe3+ and the six closest anions, b) Vertical energy gaps of the oxidized state Fe3+, c) and d)
Snapshots of the two different solvation structures.
TABLE I: TGS model parameters for Fe3+/Fe2+ obtained by
fitting simultaneously on Pη(∆E) and 〈∆E〉η.
TGS parameters λS0 ∆AS0 λS1 ∆AS1 ∆SA0
(eV) 1.11 0.24 1.11 -0.27 0.52
ters obtained by fitting the simulation data are given in I.
4 compares the results obtained by simulations to the
TGS model with the parameters given in I. The left hand
panel shows the probability distribution of the vertical
energy gap, for the simulations realized with different
values of the η parameter. The fitted TGS model agrees
well with the whole set of distribution. The right hand
panel reproduces the data of 2 i.e. the vertical energy
gap as a function of η. While those data could not be
well reproduced by assuming linear response, the use of
the TGS model allows an almost perfect fit to the data.
The diabatic free energy curves for the reduced and ox-
idized species in Fe3+/Fe2+ predicted by the TGS model
with the parameters of I are plotted in 5. The two
parabolas for the reduced or oxidized state (η = 0 or
1) correspond to a given solvation state. The free en-
ergy difference (∆SA0) between the hexacoordinated and
the tetracoordinated forms of Fe2+ is large (0.52 eV)
with respect to the thermal energy kBT (34.5 meV at
T = 400 K). The hexacoordinated state is therefore
very unlikely, which explains why it is never observed
in our equilibrium simulations. On the other hand, the
free energies of the two coordination states are very close
from each other for Fe3+.
The thermodynamic and kinetic informations ex-
tracted from 5 are summarized in a mechanistic diagram
in 6. We can see that the electron transfer from tetraco-
ordinated Fe2+ to hexacoordinated Fe3+ is as likely as the
transfer to the tetracoordinated Fe3+ from a thermody-
namic point of view, since the corresponding free energy
differences are very similar, 0.24 and 0.25 eV respectively.
From a kinetic point of view the picture is completely dif-
ferent since the corresponding activation energy, taken
at the intersection between the two parabolas, is much
higher (0.55 eV vs. 0.39 eV). As a consequence, the effect
of the confinement is likely to have a negative impact on
the kinetic rate of the electron transfer reaction. Indeed,
it allows for the existence of hexacoordinated Fe3+, which
is not stable in the bulk liquid in our simulations. The
electron transfer from Fe2+ to this chemical species has a
a) b)
FIG. 4: a) Probability distribution of the vertical energy gap, as a function of the coupling parameter η. Points are the
simulation data, and lines are the TGS model with the parameters from I. b) Comparison between the simulated average
vertical energy gap for Fe3+/Fe2+ in RTILs with various coupling parameters η (points) and the TGS model (red line).
FIG. 5: Diabatic free energy curves of the reduced and ox-
idized species obtained by TGS model with the parameters
of I. “CN4” and “CN6” labels refer to the tetra and hex-
acoordinated solvation states and correspond to S0 and S1
respectively.
very large activation energy barrier, making such events
unlikely to occur. This result contrasts with the observa-
tion of Remsing et al. who observed an enhancement of
the electron transfer due to the confinement44 in a very
different system. This is easily explained because in their
work both the reduced and oxidized species where des-
olvated with respect to the bulk, while we observe the
opposite behavior.
In conclusion, the aim of this work was to investigate
the free energy properties of an electron transfer reaction
in a nanoporous carbon electrode. We performed MD
simulations of the Fe3+/Fe2+ redox couple dissolved
in EMIM-BF4 RTIL in contact with CDC electrodes.
The latter were maintained at a constant potential of
0 V during the simulations. The vertical energy gap
Fe2+, CN4 Fe2+, CN6
Fe3+, CN4 Fe3+, CN6
0.24 eV 0.25 eV
0.01 eV
0.52 eV
-0.27 eV
0.39 eV 0.55 eV
FIG. 6: Mechanistic diagram of the electron transfer reaction
under confinement. Black numbers: free energy differences;
red numbers: activation energies (labelled ∆A†1 and ∆A
†
2 on
5).
between the redox species was used as the reaction
coordinate, which enabled us to interpret the micro-
scopic solvent fluctuation properties. The computed
probability distribution of the vertical energy gaps
and the equilibrium value of energy gaps do not follow
the linear response approximation of standard Marcus
theory. We demonstrated the strong influence of the
nanoconfinement effect on the solvation shell of the iron
cations, which is the main reason for this departure from
Marcus theory. In particular, the Fe3+ cation, which is
tetracoordinated in the bulk, admits two stable solvation
states in the nanoporous material: tetracoordinated
and hexacoordinated. To account for this deviation we
used the two-Gaussian solvation model 21, from which
the free energy curves for all the redox species in their
various solvation states were extracted. This allowed us
to qualitatively analyse the effect of the confinement on
the electron transfer reaction. The fluctuations in the
structure of the solvation shell of Fe3+ were shown to
have a negligible effect from a thermodynamic point of
view. Rather, it was shown that the activation energy
of the associated electron transfer process is much
higher for the hexacoordinated form. It is therefore
likely that the stabilization of this solvation state will
result in a slow down of the electron transfer reaction
kinetic. This work is a first step towards a deeper
understanding of the influence of the confinement on
the electron transfer in redox supercapacitor devices29,
which will be extended in future years to promising
systems such as biredox RTILs16. To this end, it
will be necessary to simulate more complex redox
probes and to account systematically for the various
complexation states. Another important aspect will be
to decouple the contribution of the electron transfer
event from the work-term that controls the approach
of the ion to the interface in nanoconfinement28. The
techniques develop in this work could also provide useful
information for the development of ionic liquids-based
thermo-electrochemical cells45.
Methods
We performed molecular dynamics (MD) simula-
tions of the present systems using coarse-grained force
fields. The non-bonded interactions are represented us-
ing Lennard-Jones and Coulomb potentials, and the cor-
responding parameters for carbon atoms and EMIM-BF4
interaction sites we used herein are obtained from our
previous work32,46. The parameters for the chloride and
the iron ions are respectively taken from references47
and48 (the chloride anions were added in order to main-
tain the electroneutrality of the simulation cell, however
their effect on the vertical energy gap was not studied
since we focus on infinite dilution conditions). The sim-
ulations were conducted in the NVT ensemble, with the
temperature set at 400 K using a Nose´-Hoover thermo-
stat (relaxation time: 10 ps). The simulation cell is or-
thorhombic, with x = y = 4.37 nm, z = 14.86 nm, which
reproduces the density of the RTILs compared with ex-
perimental results. Periodic boundary conditions are em-
ployed along x and y directions only through the use of
a 2D-Ewald summation49. For all the simulations, the
time step is 2 fs and the time scales of productions are
over 500 ps after equilibration. The electrodes are main-
tained at a constant potential (0 V in our present study)
during the production runs. The vertical energy gap is
sampled every 1 ps during the simulation. Following our
previous work, a constant has been added to the energies
calculated in the simulation to represent the (gas-phase)
ionisation potential of Fe2+ and the work function of the
metal42; in practice, the value (15.78 eV) was chosen to
bring the calculated redox potential close to the typical
experimental values for the Fe3+/Fe2+ couple in RTILs50.
Supplementary figures
FIG. 7: The distance between selected anions (A−) and Fe2+
with respect to time, in CDC cell.
FIG. 8: The structure of simulation cell comprising EMIM-
BF4 ionic liquids and graphite planar electrodes.
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