Abstract. In this paper we investigate the distribution of the set of values of a quadratic form Q, at integral points. In particular we are interested in the n-point correlations of the this set. The asymptotic behaviour of the counting function that counts the number of n-tuples of integral points (v 1 , . . . , vn), with bounded norm, such that the n − 1 differences
It should be noted that the actual results from [DM93] and [EMM98] are more general than stated above. The situation regarding the upper bounds for the case when d = 3 or 4 is particularly interesting and is also considered in [EMM98] . In the cases when Q has signature (2, 1) or (2, 2) no asymptotic formula of the form (1.1) is possible for general quadratic forms, since in these cases there exist examples of quadratic forms for which (1.1) fails. In [EMM05] , quadratic forms of signature (2, 2) satisfying a slightly modified version of (1.1) are characterised by certain Diophantine conditions. The work of Eskin-Margulis-Mozes can be interpreted as providing conditions which ensure the set Q Z d is equidistributed in R. One can ask still finer questions about the distribution of the set Q Z d . Let e 1 , . . . , e nd be the standard basis of R nd , let p 1 . . . , p n denote the projections onto e 1 , . . . , e d , . . . , e (n−1)d+1 , . . . , e nd respectively. For v ∈ R nd and 1 ≤ i ≤ n, we will write v i = p i (v). Let I 1 , . . . , I n−1 be intervals and In order to understand the n-point correlations of the set Q Z d , one asks for an asymptotic formula for the size of the set Z nd ∩ P n Q (I 1 , . . . , I n−1 , T ). A more general problem about the distribution of values at integral points of systems of quadratic forms was studied by W. Müller in [Mül08] . In particular, it follows from Theorem 1 of [Mül08] When n = 2 and d ≥ 3, it is easy to see that (1.2) follows from the main Theorem of [EMM98] . For positive definite forms the n-point correlation problem was also studied by Müller. In [Mül11] , Müller obtains the following result: if d ≥ 4 and Q is a nondegenerate, irrational and positive definite form, then (1.2) holds for every n. In [Mül11] Müller formulates the problem in slightly different language, but it is easily seen to be equivalent to the form stated here up to a change of variables and modifications of the norms involved. The main result of this paper extends the results of Müller to a larger range of n for indefinite forms.
Statement of results.
Using the notation from the previous subsection we can now state the main results. For quadratic forms Q satisfying the following Diophantine condition it is possible to prove an effective version of Theorem 1.1. Let Q also denote the symmetric d × d matrix that is associated to the quadratic form Q. Let 0 < κ < 1 and A > 0, say that Q is of type (κ, A) if for every M ∈ Mat d (Z) and q ∈ Z \ {0} we have inf t∈ [1, 2] M q −1 − tQ ≥ Aq −1−κ .
The size of κ depends on how well Q can be approximated by a rational matrix, if κ is close to 1, then Q is in some sense close to a rational matrix. Remark 1.4. In Theorem 1.2 we use . to denote the Euclidean norm. The exponent δ (κ) depends on the choice of norm and is possibly non optimal. If the maximum norm was chosen, the bounds in subsection 5.2 could be improved, and δ (κ) could be replaced with δ ′ (κ) = 2(1−κ) (d+1+κ) at the cost of a factor of log nd (T ) appearing. This statement is proved in Corollary 5.5.
Theorem 1.2. Suppose that Q is of Diophantine type (κ,
1.3. The Berry-Tabor Conjecture. For positive definite forms there is a similar problem about the n-point correlations of the normalised values of Q at integral points. This problem is discussed in [Mül08] and is interesting because it is related to the so called Berry-Tabor Conjecture (see [BT77] ). A special case of this Conjecture states that the spacings of eigenvalues of the Laplacian on 'generic' multidimensional tori should have a Poisson distribution. This problem has been studied in [Sar97] by P. Sarnak, in [Van99] and [Van00] by J. VanderKam and in [Mar02] by J. Marklof.
1.4. Outline of paper and summary of the methods. One can try to prove Theorems 1.1 and 1.2 by using the theory of unipotent flows, in analogy to what was done in [EMM98] . The problem one encounters, is that the subgroup of linear transformations of R nd stabilising the quadratic forms
n and this seems too small to obtain the required statements. If one had access to a precise quantitative equidistribution statement, in the form of an explicit rate for the limit in (1.1), one could hope to prove results like Theorems 1.1 and 1.2. Unfortunately, since the the results of [EMM98] relied on the equidistribution of unipotent flows, no good error term was available. However, recently, F. Götze and G. Margulis proved such a statement in the preprint [GM13] (see also [GM10] for an older version). Their methods do not rely on the equidistribution of unipotent flows. Instead they use Fourier analysis to reduce the problem to one of obtaining asymptotic estimates for certain theta series. In order to estimate these theta series, they use some of the techniques developed in [EMM98] , in particular the crux of their proof relies on a non divergence statement about average of the translates of orbits of certain compact subgroups in the space of lattices. One cannot apply the results of [GM13] directly, since in order to do this one would need the error to be uniform across all intervals. However, the proofs of Theorems 1.1 and 1.2 are based on the methods of [GM13].
The object of interest is
where, here and throughout the rest of the paper, for any set S, 1 S stands for the characteristic function of the set S. Theorems 1.1 and 1.2 follow from suitable bounds for R 1 P n Q (I1,...,In−1,T ) . To obtain these bounds, the function 1 P n Q (I1,...,In−1,T ) is replaced with a smoothened version at the cost of 'smoothing errors' which can be estimated in terms of volumes of certain regions of R nd . This is carried out in subsections 2.1 and 5.1. The next step is to use Fourier analysis to transfer the problem into the 'frequency domain'. After taking Fourier transforms, the smoothened version of R 1 P n Q (I1,...,In−1,T ) can be estimated by considering an integral over the 'frequency domain', ω ∈ R n−1 , of the difference between a theta series, θ (ω) and its corresponding smooth version, ϑ (ω) (see (2.9)). This step is carried out in subsection 2.2. In order to estimate the integral, the domain of integration is split into two parts, namely a neighbourhood of the origin and its complement.
The integral over the region bounded away from the origin is dealt with by considering the integral of θ (ω) and the integral of ϑ (ω) separately. The integral of θ (ω) contributes the main term in the bound for R 1 P n Q (I1,...,In−1, T ) and it contains the arithmetic information about Q. This term is dealt with in subsection 3.3. The integral of ϑ (ω) only contributes a lower order term to the bound for R 1 P n Q (I1,...,In−1, T ) and is dealt with in subsection 3.1. These two integrals can be estimated using techniques and results from [GM13]. The reason for this, is that θ (ω) and ϑ (ω) can be written as a product of n sums/integrals of the form studied in [GM13] (see (2.10) and (2.11)).
The integral, over the neighbourhood of the origin, is dealt with in subsection 3.2. This term contributes a lower order term, but it grows with n, faster than the main term. For n > d this term dominates the main term, explaining why the assumption n ≤ d is needed. The reason for this, is that here we consider the difference, θ (ω) − ϑ (ω). Poisson summation is used to convert this into a sum over Z nd \{0}, the problem that arises is that for m ∈ Z nd \{0} we can still have m i = 0 for some 1 ≤ i ≤ d. Therefore, although it is still possible to take advantage of the fact that the sum obtained by Poisson summation can be written as a product of n sums, an additional argument is needed to deal with the fact that 0 could be included in each of the sums in the product.
Finally in Section 4 all of the bounds are collected and Theorems 1.1 and 1.2 are proved. The bounds obtained in Section 3 depend on the L 1 norm of a certain function which depends on a smoothing parameter. In order to prove Theorem 1.2 we need a precise estimates for this norm in terms of the smoothing parameter. This is carried out in subsection 5.2.
Set up.
For the rest of the paper let n and d be natural numbers with n ≤ d. In the case when n = 2, there is only one quadratic form and the conclusions of Theorems 1.1 and 1.2 follow from the results of [EMM98] and [GM13] . Hence, throughout the rest of the paper we suppose that n ≥ 3. For 1 ≤ i ≤ n − 1, fix intervals I i and Q : R d → R a nondegenerate quadratic form, suppose that d ≥ 5 and keep the notation from the introduction. Let Q + = Q 2 , hence Q + corresponds to a positive definite quadratic form. Let sp (Q) denote the spectrum of Q, λ min = min λ∈sp(Q) |λ| and λ max = max λ∈sp(Q) |λ|. Since the problem is unaffected by rescaling Q, we may suppose that λ min ≥ n − 1, this supposition will be used in the proof of Lemma 3.13. Define
where we use . to denote the Euclidean norm and . ∞ to denote the maximum norm. Let
As is standard, we use the notationf to denote the Fourier transform of a function f . We will also make heavy use the Vinogradov asymptotic notation f (s) ≪ g (s), which means that there exists some constant C > 0 such that f (s) ≤ Cg (s) for all values of s indicated. The constant C will be independent of those parameters but will usually depend on d, n, Q and the intervals I 1 , . . . , I n−1 . 
Smoothing. For any
For
For any ǫ > 0 and ω ∈ R n−1 , let
Note that R (f ) is only well defined if both the quantities on the right hand side of (2.3) are finite. Let ν T and ν τ,T be measures on R nd and R n−1 respectively, defined bŷ
In the next two Lemmas we approximate R 1 P n Q (I1,...,In−1) 1 B(T ) by a smoothened version.
Lemma 2.1. For all τ > 0 and T > 0,
Proof. Define a measure µ T on R nd , bŷ
Define functions on R nd by f = 1 B(1) and f ±τ = 1 B(1±τ ) . Note that
From the definition of k
Since all the functions in the previous inequality are bounded and have compact support and the measure µ T − ν T is locally finite, by integrating with respect to µ T − ν T we obtain
In view of (2.4) and the definition of w ±τ,T the conclusion of the Lemma follows from the previous two inequalities.
Lemma 2.2. For all ǫ > 0, τ > 0 and T > 0,
Proof. Define a measure µ τ,T on R n−1 , bŷ
Define functions on R nd by f = 1 I1×···×In−1 and
.
Since all the functions in the previous inequality are bounded and have compact support and the measure µ τ,T −ν τ,T is locally finite, by integrating with respect to µ τ,T − ν τ,T as in the proof of Lemma 2.1 we obtain
In view of (2.5) and the definition of S Q ±ǫ the conclusion of the Lemma follows from the previous inequality. In subsection 5.1 we will obtain bounds for the smoothing errorŝ
that arise from Lemmas 2.1 and 2.2.
Fourier transforms. To obtain bounds for R S
Q ±ǫ w ±τ,T the strategy of [GM13] will be used, in particular we proceed via the Fourier transform. Numerous text books on Fourier analysis are available, for instance see [Gra08] . Let S R d denote the space of Schwartz functions on R d (see Section 2.2 of [Gra08] ) and let
This fact implies that S ǫ ∈ S R n−1 and ζ ±τ ∈ S R nd , therefore it is possible to use the Fourier inversion formula. Hence
Therefore, by using the definition (2.3) and (2.6) we obtain
. Also using the definitions of w ±τ,T and ζ ±τ we have
Combining this with (2.7) gives
where θ T,y (ω) and ϑ T,y (ω) are defined as follows:
,
Remark 2.3. For the rest of the paper the convention that ω 0 = ω n = 0, will be used in order to simplify the notation.
For ω ∈ R n−1 and y ∈ R nd , let
From (2.9) and the definition of Q T,y , it follows that
Next we define a certain bounded region of R n−1 . Let
Decomposing the integral over R n−1 in (2.8) into regions we see that
where
Bounding the integrals
In this section we obtain bounds for the integrals E 0 , E 1 and E 2 , in terms of ζ τ 1 . Precise bounds for ζ τ 1 are given in subsection 5.2. We will only consider the case when ǫ > 0 and τ > 0 since the other three cases can be dealt with in an identical manner. The following Theorem will be proved in Propositions 3.4, 3.7 and 3.13.
where for any fixed ǫ > 0 we have
The bounds for E 0 and E 1 contribute only to lower order terms. Note that the bound for E 0 is of smaller order of magnitude than T nd−2(n−1) all n ∈ N. The bound for E 1 is of smaller order of magnitude than T nd−2(n−1) only for n ≤ d. Using the fact that ϑ y (t) can be split as in (2.11) the required bound for E 0 is relatively simple to obtain. The bound for E 1 is slightly more involved since the formula (3.9) is used. This means that, although one can still take advantage of the splitting given in (2.10), the sums in the product may include 0 and this causes extra difficulties. To overcome these difficulties we employ Lemma 3.6, which enables us to bound the minimum of certain quantities from below by a weighted average. The bound for E 2 contributes to the main term and this term depends on the arithmetic properties of Q. Using (2.10), the bound for E 2 follows reasonably directly from results in [GM13].
3.1. Bound for E 0 . The following bound will be used in subsections 3.1 and 3.2 to obtain bounds for E 0 and E 1 . It is relatively straightforward to prove via a direct computation involving Gaussian integrals (see Formula (3.28) in [GM13]). The notation Q −1 + will stand for the positive definite quadratic form that corresponds to the matrix Q −1
We will need estimates for the Fourier transform of the smoothened characteristic function.
Lemma 3.3. For all ǫ > 0 and ω ∈ R n−1 ,
. Then a simple computation and (2.1) gives
≤ min {k, |1/x|} for all x ∈ R, the claim of the Lemma follows.
The bound for E 0 is obtained by using Lemmas 3.2 and 3.3, together with some elementary estimates of integrals of powers of
Proof. Using (2.11) and Lemma 3.2,
Note that for any x ∈ R and T ∈ R, g T (x) ≤ |T x| −1 . It follows that for all ω ∈ R n−1 and y ∈ R nd and 1 ≤ i, j ≤ n with i = j,
Choose 1 ≤ l ≤ n with l = i or j. Since, we assume that n ≥ 3, this is always possible. Note that g T (x) ≤ T and hence
Let T n = (n − 1) T and
the triangle inequality and hence ω ∈ B (T ). Using the definition of E 0 ,
From Lemma 3.3 we get that for all ǫ > 0 we have the uniform bound, S ǫ (ω) ≪ 1. Hence using (3.1) and (3.2),
By doing the change of variables ϕ :
By making change of variables T 2 x = sinh y, we get
The last two observations, (3.4) and (3.5) imply that for all 1 ≤ i, j ≤ n with i = j,
The conclusion of the Lemma follows from (3.3).
3.2. Bound for E 1 . We will need two preliminary Lemmas. The first is probably standard, but for completeness, a proof is provided. exp −c y − m 2 < B.
It is easy to check that for any u ∈ R nd ,´[ −1/2,1/2] nd exp (−2c u, v ) dv ≥ 1 and hence we get the inequality
Hence
The second preliminary Lemma is the crucial step in obtaining the estimate for 
where b 1 = 0 and
Note that 1 ≤ α i ≤ 2 for all 1 ≤ i ≤ n and α 1 = min 1≤i≤n α i . For all s i such that |s i | ∈ 1/T 2 , 1/T we have 
Let n−1 i=2 δ i = ∆ and note that for all 2 ≤ i ≤ n − 1, ∆ − δ i ≤ n − 2. Hence by multiplying by the denominators in (3.8) we get
Since this holds for all T ≥ 1 we get n−1 i=2 δ i ≤ n − 2. Finally, note that from (3.6) and (3.7), we obtain
i=2 2δ i ≤ 2 (n − 2) the claim of the Lemma follows.
Using the preceding two results we can now obtain a bound for E 1 . This is done by using Poisson summation to convert the difference θ T,y (ω) − ϑ T,y (ω), into a sum over m ∈ Z nd \ {0}. An estimate for each term in the sum can be obtained provided that y/T − m is bounded from below. The integral over y ∈ R nd is then decomposed into boxes centred at each point of Z nd . Thus, the estimates for the summands can be used and there will be additional term coming from the point at the centre of the box under consideration. Lemma 3.6 is used to bound a function of the form
). Finally, Lemma 5.8 is used to estimate the term that arises for small y/T − m . 
Proof. Recall (see Section 2)
Note that e Q,ωẽQ,T,y ∈ S R nd and thus, there exists a constant C, so that e Q,ωẽQ,T,y (v) + e Q,ωẽQ,T,y (v) ≤ C (1 + x ) −(n+1) . Hence, using Poisson summation (Theorem 3.1.17 in [Gra08] )
By using (3.9), (3.10)
Let Σ T,ω,y = m∈Z nd \{0} ϑ T,y−T m (ω). By Lemma 3.2 we have
+ is a positive definite quadratic form and because ω ∈ B (T ) we have (using that
Recall, λ max is the maximum (in terms of absolute value) eigenvalue of Q. Therefore,
Thus, by combining Lemma 3.5, (3.11) and (3.12), (3.13)
nd + m 0 for some m 0 ∈ Z nd \ {0} then y/T − m ≥ 1/2 for m ∈ Z nd \ {m 0 }. Therefore, we can repeat the above argument and get that (3.14)
It follows from (3.13) that (3.15)ˆB
and from (3.14) that
By Lemma 3.6 for {s 1 , . . . , s n } = {ω i − ω i−1 } 1≤i≤n , with ω ∈ B (T ) there exist positive constants c 1 , . . . , c n , and
where b 1 = 0 and 
Also note that
and thus by using Lemma 3.6 again
Note that g T (x) ≤ T for all x ∈ R and hence we also have the trivial bound
For y ∈ R nd , let y Z nd = min z∈Z nd z − y . By rearranging and using the fact that Q −1
max y/T Z nd + T −4/n nd/4 dy. Note that
Hence, if T ≥ τ −1 , we can apply Lemma 5.8 and use (3.18) to get
Finally by using this, (3.10), (3.15), (3.16) and (3.17) we see that, provided T ≥ τ −1 ,
3.3. Bound for E 2 . This term contributes the main error term. It is easy to see that
is a positive definite quadratic form on Z 2d . From Lemma 3.3 of [GM13] and (2.10) we have that
We can now use results and the strategy of [GM13]. Namely, the quadratic form H T,x is parametrised in terms of the action of certain geodesic and unipotent elements of SL 2 (R). Qm. Let Π ∈ SL 2d (Z) be the permutation matrix such that
It is shown in [GM13] (equation (4.21)) and is indeed not hard to see, that
The following Lemma follows from Lemma 3.4 of [GM13].
where the implicit constant does not depend on ∆.
It is easy to see that by using (3.21) and the definition of ψ that Lemma 3.8 implies 
and α (∆) = max
The following Lemma collects together several results from [GM13] regarding the alpha functions.
These We proceed by finding an approximation of the integral in (3.19) over a fixed box in R n−1 . As in [GM13] we use (3.20) together with the parametrisation of the quadratic form H T,x discussed previously. The function α is then introduced via (3.22) and Lemma 3.9, part (i). Let K = SO 2 (R). A change of variables is used to convert the problem from an integral over a box in R n−1 into an integral over K n−1 . This is done via Lemma 4.9 of [GM13], which is reproduced below. 
where k θ = cos θ − sin θ sin θ cos θ ∈ SO 2 (R) and x = tan θ.
Then the problem is to understand the averages over translated K orbits. This problem is studied in Section 5 of [GM13]. In particular, the following Theorem (Theorem 5.11 in [GM13]) is the critical estimate. 
As previously remarked the bounds for E 2 contain the arithmetic information regarding the quadratic form Q. This is encoded via the following function. For an interval I, and 2/d < β < 1/2 define γ I,β (T ) =
Proof. By using (3.22) and Lemma 3.9, part (i) we get
It easily follows from the previous formula and the definition of γ I,β (T ) that for all
Note that by Lemma 3.9, part (iii),
Therefore, by using (3.20) and (3.23),
for ω ∈ π 2 L we have
where we did the change of variables
Changing variables from ξ i to s i,j we get,
where Λ Q,li,j = d λmax u li,j Λ Q . By using Lemma 3.10 we see that
where tan θ i,j = s i,j . By Theorem 3.11, (3.27)ˆπ
Note that Lemma 3.9, part (ii) implies α Λ Q,li,j ≪ α d Λ Q,li,j and Lemma 3.9, part (iii) implies
Hence, using (3.24), (3.25), (3.26) and (3.27) we get the conclusion of the Lemma.
We can now prove the bound for E 2 . Recall T n = (n − 1) T . Let
By Lemma 3.9, part (v) for any fixed ǫ > 0 we have lim T →∞ A ǫ (T ) = 0 provided that Q is irrational.
Proposition 3.13. For all 0 < ǫ < 1 , τ > 0 and T ≥ λ max ,
We consider the only the portion of R n−1 \ B (T ) lying in the positive cone since bounds for the other cones can be obtained in an identical manner.
, therefore the portion of R n−1 \ B (T ) lying in the positive cone is contained in −1≤i1,...,in−1 (i1...,in−1) =(−1,...,−1)
By Lemma 3.12,
From Lemma 3.3 we have
For N > 1, 
Moreover, Lemma 3.9, part (iii) and a similar calculation as (3.31) yields
By Lemma 3.9, part (iv) provided that λ min ≥ n − 1, we get
Using (3.19) combined with the estimates (3.29), (3.33), (3.34) and (3.35) we get that for all τ > 0, 0 < ǫ < 1,
n , 1 and N > 1,
the claim of the Lemma follows.
Proof of the main Theorems
In this section we combine the results from the previous sections to prove Theorems 1.1 and 1.2. Throughout this section the assertions will hold with the parameter T larger than some constant, which will be called T 0 . However the actual value of T 0 may change from one occurrence to the next. In principle the the actual values of T 0 can be determined by analysing the proofs, but we will not do this here.
Lemma 4.1. For all τ ∈ (0, 1/2) and ǫ ∈ (0, 1), there exists T 0 > 0 such that for all T > max T 0 , τ −1 ,
Proof. First note that from Corollary 5.5, there exists
From Lemmas 2.1 , 2.2 and Corollaries 5.3 and 5.4 for all T > T 0 , τ ∈ (0, 1/2) and ǫ ∈ (0, 1) we get
From (2.12) and Propositions 3.4, 3.7 and 3.13, we get that that for all τ ∈ (0, 1/2), ǫ ∈ (0, 1) and
Finally, using Corollary 5.7 to bound ζ τ 1 ≪ (1/τ ) (nd−1)/2 we get the conclusion of the Lemma from (4.1), (4.2) and (4.3).
The proof of Theorem 1.1 follows immediately from Lemma 4.1.
Proof of Theorem 1.1. Note that for n ≤ d and all τ ∈ (0, 1/2) and ǫ ∈ (0, 1),
By Lemma 3.9, part (v) for all ǫ > 0, lim T →∞ A ǫ (T ) = 0, when Q is irrational. Hence, for all τ ∈ (0, 1/2) and ǫ ∈ (0, 1), lim T →∞ E ǫ,τ (T ) = ǫ + τ and this is the claim of Theorem 1.1.
Note that in order to prove Theorem 1.1 we did not need to use bounds for ζ τ 1 from subsection 5.2. It was only necessary to know that for any τ > 0 the quantities involving τ remain finite. In order to prove Theorem 1.2 we will use the bounds from subection 5.2 together with bounds from Section 3 and results from [GM13] (see Lemma 3.9, part (vi)) that give an explicit rate for the convergence of lim T →∞ γ [N−,N+],β (T ) when Q is of Diophantine type (κ, A).
Proof of Theorem 1.2. Recall the definition of A ǫ (T ). Take
Then for all τ ∈ (0, 1/2), ǫ ∈ (0, 1) and T ≥ 1
n , 1 and
Thus, from (4.5) we get
≤ σ < 1, and (4.6) becomes
(1+nd)(d+1+κ) . Thus, using this and (4.4) we get that there exists T 0 > 0 such that for all T > T 0 ,
for any ς > 0. Finally, we can apply Lemma 4.1, to get that for all T > max T 0 , τ −1 ,
−1 is automatically satisfied for the choices that were made. This completes the proof the Theorem. . . , gv n ). Let f 1 and f 2 be compactly supported functions on R and R n−1 respectively. Let
, where Q 0 is equal to a diagonal form with coefficients equal to ±1. Suppose that the signature of Q 0 is (p, q). Since d ≥ 5, without loss of generality we may suppose that q ≥ 2. By making the change of variables y i = g 0 v i , we get
Q is indefinite). We will work in polar coordinates. We can write
The following Lemma will be used to obtain the required bounds for the smoothing errors. 
Proof. Change variables in the equations (5.1) and (5.2) by letting u = F (ρ), where F is defined by
if i is even and i = 2n.
Note that the Jacobian of F is given by 2 n−1 T
Moreover, we can write
Since f 1 is continuous with compact support, f 1 can be bounded by an integrable function and hence by the Dominated Convergence Theorem
Since f 1 is continuous we get
Hence, we see that
Because f 1 has compact support, it follows that the support of Ψ f1 (u 1 , . . . , u 2n−1 , u 2n ) is also compact. Let g 1 ∈ SL 2n (R) be such that u ′ = g 1 u where
The fact that f 2 has compact support and thus can be bounded by an integrable function, means that the Dominated Convergence Theorem, together with (5.4) and (5.6) yields
Therefore, by setting f 2 = 1 V we get
is a positive constant, as required.
Remark 5.2. The case when p = 0 (i.e. Q is negative definite) can be dealt with in the same way up to minor modifications of coordinates involved. Specifically, we write
The change of variables (5.3) also needs to be replaced by
The Jacobian is then 2 n−1 n−1 i=1 |ρ i |, and it is straightforward to check that the rest of the proof remains intact for this situation. See also Lemma 5 of [Mül08] . 
Norm estimates.
In this subsection we prove estimates for ζ τ 1 and the related quantity that appeared in the proof of Proposition 3.7. The estimates follow from standard results about Bessel functions. Note that for any fixed τ > 0 the fact that ζ τ ∈ S R nd implies that ζ τ 1 < ∞. In order to prove Theorem 1.1, this is the only information regarding ζ τ 1 that is required. However, in order to prove Theorem 1.2, an explicit bound for ζ τ 1 is required. The required bound will follow from an estimate of w τ 1 . Moreover, by B6 of [Gra08] we get that J nd/2 (2π (1 + τ ) v ) / v nd/2 is bounded for all 0 < v ≤ r. Also, from the definition in B1 of [Gra08] , it follows that when v = 0, this quantity is also bounded. Therefore 
