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SODIUM COBALTATE SUPERCONDUCTORS

7Cobaltates - Superconductivity
on triangular CoO2-planes
Layered intercalates AMX2 (A = alkali metal, M = transition metal, X = O,
Se, Te) are widely studied, especially in the ﬁeld of ionic conductors. In
1972, Jansen et al. [321, 322] reported for the ﬁrst time on the cobaltate
of sodium. The material again gained high interest in 1997, when Terasaki
et al. [323] reported unconventional high thermoelectrical power values for
NaxCoO2. However, the breakthrough came, when Takada et al. [3] reported
in 2003, that the waterlogged Na0.3CoO2 · 1.3H2O is superconducting. The
ﬁnding of superconductivity in the sodium-cobalt bronze caused an upsurge
in the physical community, as it is indicated in Fig. 7.1, where the annual
amount of publications on NaxCoO2 are plotted versus the publication year.
From even a brief examination of its structure, NaxCoO2 appears similar to
other high temperature superconductors, which have separated oxide layers,
but with the critical exception that NaxCoO2 contains cobalt oxide rather
then copper oxide sheets (Fig. 7.3). Similar to the cupric oxide high Tc’s,
the separated cobalt oxide layers lend themselves to an analysis as a 2D
electronic system. In the stoichiometric state x = 1, the cobalt exists in its
Co3+ state with S = 0 in a low spin t62g conﬁguration. When the x < 1
sub-stoichiometric state is created, the cobalt in the oxide plane becomes a
mixed valence system, NaxCo
3+
x Co
4+
1−xO2, where the Co
4+ ions are in a low
spin S = 1/2 conﬁguration and where x electrons are doped into a t52g state.
Thus, manipulations of the doping concentration x directly correlates to a
control on both charge carrier concentration as well as the concentration of
magnetic Co+4 ions in the planes. This causes a rich variety of physical
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Fig. 7.1: Amount of published articles on the hexagonal layered system NaxCoO2 vs.
year. In 1972 (1), the material has been reported for the ﬁrst time. In 1997 (2), high
Seebeck-coeﬃcients have been found. The breakthrough in 2003 (3) is associated with the
ﬁnding of superconductivity.
states, as shown in Fig.7.2. Initial results obtained on as-grown materials
with x close to 2/3 showed that the material is an excellent, if not remark-
able, electrical conductor. However, its magnetic susceptibility - a measure
of how well a magnetic ﬁeld aligns the electron spins - is decidedly odd.
In a metal, the fraction of electron spins that can be ﬁeld-aligned is very
small and steadily shrinks to zero with decreasing temperature. By contrast,
in NaxCoO2, the susceptible spin population just equals the population of
carriers with positive charge (holes) and stays unchanged with falling tem-
perature. The susceptibility resembles that of an insulator that is frustrated
from attaining the ordered Ne´el state as described above. This Janus-like
ambivalence - metallic in charge conduction but insulator-like in spin align-
ment has been dubbed a Curie-Weiss metal [324, 325]. Equally puzzling was
the ﬁnding that NaxCoO2 has an enhanced thermopower [323]. In metals,
an electrical (or charge) current involves the ﬂow of electrons, but because
electrons carry entropy, the charge current is accompanied by an electronic
heat current. The thermopower measures the ratio of the heat to the charge
current. As a rule, the thermopower in metals is very small because in an
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electric ﬁeld, nearly equal populations of electrons and holes ﬂow in opposite
directions. Experiments by Wang et al. [326] has unearthed a vital clue
to the large thermopower in NaxCoO2. At 2K, a magnetic ﬁeld completely
suppresses the thermopower to zero (this is possibly the ﬁrst such obser-
vation in any solid). Quantitative estimates conﬁrm that the vanishing of
the thermopower coincides with the complete alignment of the spins by the
ﬁeld. By inference, this implies that the thermopower derives mostly from
the spin entropy carried by the holes in the Curie-Weiss phase. Structurally,
Fig. 7.2: Schematic phase diagram of the hexagonal layered system NaxCoO2. From
[327].
NaxCoO2 has a hexagonal lattice (space group P63/mmc) with two cobalt
oxide layers per unit cell, each forming an edge-sharing network of CoO6 oc-
tahedra. In the gamma phase, x = 0.75, the structure has lattice constants
of a = 2.83 A˚and c = 10.85 A˚ at 300K. Within the cobalt oxide sheets, the
Co-O-Co bonds have been found to be of the order of 95 degrees in this
doping state. This presents a major structural diﬀerence between the oxide
sheets of NaxCoO2 and the copper oxide sheets of traditional cuprate high
Tc superconductors where Cu-O-Cu bonds are nearly 180 degrees. For many
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years, NaxCoO2 has been of interest for reasons besides its recently discov-
ered superconducting hydrated state. In 1997, Terasaki et al.[323] published
that for sodium content of nearly x ≈ 0.75, the material exhibited simulta-
neously large thermoelectric power with low resistivity, which is rare for an
oxide. This made the compound an excellent candidate for thermoelectric
applications due to its high chemical stability and non-toxicity when com-
pared to other materials with similar properties such as Bi2Te3 and PbTe
[328]. Furthermore, it suggested that the system might possess interesting
electronic correlations. Indeed, the origins of this incredible cooling capacity
were eﬀectively explained [326] as the result of spin-entropy due to strong
electron-electron interaction eﬀects which was evident from the observed sup-
pression of the thermopower in an applied longitudinal magnetic ﬁeld.
For its notable similarities, the discovery of superconductivity in hydrated
Na0.35CoO2 by Takada et al. in 2003 [3] came as a surprise. In this ini-
tial work, superconductivity was observed in Na0.35CoO2 · 1.3H2O with a Tc
of approximately 5K. The susceptibility measurements illustrate the large
diamagnetic transition that occurs at roughly that temperature. Such an
extreme diamagnetic transition can only be explained by the onset of super-
conductivity. An important factor seems to be the ability of water molecules
to screen the strongly ﬂuctuating electrostatic potential of the Na ions from
the charge carriers in the CoO2 layers. Further support for this original asser-
tion came from the abrupt drop in resistivity measured at roughly 4K as well
as its apparent suppression in the presence of an external ﬁeld of the order
of 1T. Further studies by diﬀerent groups have conﬁrmed these observations
and also suggest the material has very strong similarity to unconventional
superconductivity as in the high Tc cuprates with the dependence of Tc on
electronic doping and the behavior of the resistivity for temperatures above
Tc. Suﬃcient hydration, appears to be an essential part of the supercon-
ducting phase of the compound. Attempts to measure superconductivity
in Na0.3CoO2 · 0.6H2O have yielded no evidence of the phenomenon [329].
Indeed, the presence of the intercalated H2O or D2O has a dramatic eﬀect
on the spacing between the cobalt oxide layers and no apparent eﬀect on
the a-axis direction. Figures 7.3(b) and (c) illustrate two models (based
on diﬀerent scattering measurements) of how the water may intercalate into
the crystal. As anhydrous Na0.3CoO2 has lattice constants a = 2.80 A˚ and
c = 11.23 A˚, the hydrated sample Na0.3CoO2 · 0.9H2O has a = 2.825 A˚
and c = 13.831 A˚[330]. In the superconducting phase, Na0.3CoO2 · 1.3H2O,
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Fig. 7.3: Structure of Na0.3CoO2 (a) and possible structures of Na0.3CoO2 ·1.3H2O (b,c)
with diﬀerent Na+-ion and H3O+ arrangement.
a = 2.823 A˚ and c = 19.635 A˚, nearly twice the original inter-planar sep-
aration. Similar lattice constants and superconducting transitions are also
measured for intercalated D2O which appears to not change the transition
temperature. Initially, it was suggested that Tc was very strongly peaked at
x = 0.3 [331]. However more recent measurements suggest that Tc is more
constant over a much larger range in x. Work by Milne et al.[332] reports
Tc varying from 4.3 to 4.8K over a range of concentrations 0.28 < x < 0.37.
However, probable non-uniformity in the sodium doping of the samples may
explain these conﬂicting results, making the region of allowed x for super-
conductivity much smaller. If the range of x is as large as Milne et al.
propose, this suggests that the mechanism of superconductivity is, in fact,
conventional and not of a nature similar to high-Tc compounds like LSCO,
BSCO, etc. Yet, the triangular nature of the CoO2 lattice clearly suggests
magnetic frustration and unconventional superconductivity is expected as a
result. Thus, since this phenomenon is still in a relatively early stage, there
remain many critical, unresolved questions. Understanding the mechanism
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of superconductivity in NaxCoO2 · yH2O is of primary importance. Until
now, most transition metal oxide superconductors contained layered copper
oxides with the exception of Sr2RuO4 whose Tc = 1.5K[2]. The appearance
of NaxCoO2 · yH2O provides us with an opportunity to investigate a system
with similar properties to the high Tc cuprates but with fascinating chemical
and structural diﬀerences. As it is shown in the phase diagram (Fig. 7.2),
the region for x < 0.4 includes the superconducting phase (with water inter-
calation), whereas the region near x = 2/3 harbors the Curie-Weiss metal
described earlier. The diﬀerent electron densities in the two phases have
been investigated by Fermi surface measurements with photoemission spec-
troscopy [333, 334, 335, 336, 337]. This raises a natural question, if these two
distinct phases evolve smoothly into each other. The phase diagram reveals
that the answer is no. Unexpectedly, a new state, occupying a strip centered
at x = 1/2, rises like a ﬁrewall between them. In this state, the material
is a very poor electrical conductor. Apparently, with half of the sites occu-
pied by electrons, the system has found a new way to accommodate both
the strong Coulomb forces and geometric frustration by ﬁrmly localizing the
charge carriers (so they lose their ability to carry a current). The mechanism
for the formation of this charge-ordered insulating phase is currently an open
issue. Finally, for x > 3/4 there are hints that the material attains very weak
magnetic ordering (a spin density wave (SDW) metal, as shown in the phase
diagram (Fig. 7.2) at low temperatures).
However, especially for the superconducting phase, other viewpoints may
also be possible. Drawing a diﬀerent scenario NaxCoO2 · yH2O appears to
be a perfect candidate to study a doped resonant valence bond (RVB) state
because of the material’s S = 1/2 triangular lattice. Proposed by Philip An-
derson, the RVB state is meant to describe a lattice of antiferromagnetically
coupled spins where long-range magnetic order is suppressed due to strong
quantum ﬂuctuations, such as geometric spin frustrations[338]. In this sys-
tem, a resonance occurs between diﬀerent states, such that diﬀerent pairs of
spins form S = 0 singlet states. This RVB state is one possible theoretical
approach to explaining high-Tc superconductivity and NaxCoO2 ·yH2O oﬀers
an unprecedented opportunity to study a real RVB system since Anderson’s
original RVB model for superconductivity was calculated for a triangular
lattice. Early theoretical work [339, 340] suggests that near x = 1/3 the
material can have further RVB superconducting instabilities. However, the
strongest RVB superconductivity would be expected at much lower doping
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which may be at odds with current data that generally shows that the su-
perconducting state disappear below x = 0.26.
The appearance of superconductivity of a S = 1/2 system on a triangular
lattice canonically raises questions on the symmetry of the order parameter of
the superconducting state. Several suggestions for its symmetry (s, p, dx2−y2 ,
f) have been proposed[4]. However, so far it was not possible, to unambigu-
ously determine the order parameter using bulk samples. A promising route
to ascertain the symmetry of the superconducting state in NaxCoO2 · yH2O
are thin ﬁlms.
7.1 Scope
In comparison to cuprate superconductors, where thin ﬁlms have been suc-
cessfully used to determine the order parameter [22] and the pseudogap be-
havior [33], so far thin ﬁlms of NaxCoO2 were lacking. However, chemistry
of NaxCoO2 is diﬀerent from those of cuprates. Moreover, a stringent stoi-
chiometry control of the sodium content, homogeneous sodium distribution
and scalable water-intercalation to NaxCoO2 are vital for the understanding
of this new type of superconductor. In this context, the preparation of thin
ﬁlms of NaxCoO2 and NaxCoO2 · yH2O is the focus of the second part of this
thesis.
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8Pulsed laser deposition of
NaxCoO2 thin ﬁlms
As already mentioned in the introduction, the pulsed laser deposition tech-
nique gained high attention when thin ﬁlms of high temperature supercon-
ductors have been grown. Since then, this technique has been improvised
from time to time and has become a growth technique of choice for the
growth of a wide variety of advanced complex oxide materials. The technique
uses high power laser pulses (typically ∼ 108 Wcm−2) to melt, evaporate and
ionize material from the surface of a target. This ablation event produces a
transient, highly luminous plasma plume that expands rapidly away from the
target surface. The ablated material condenses on an appropriately placed
substrate upon which the thin ﬁlm grows. The novelty of the pulsed laser
deposition technique (PLD) is its ability to reproduce the composition of
the target on to the ﬁlm even when the target material belongs to the in-
congruent melting class of materials. Applications of the technique range
from the production of superconducting and insulating circuit components
for improved wear and bio-compatible materials in medical applications. In
spite of this widespread usage, the fundamental processes occurring during
the transfer of material from target to substrate are not fully understood and
are consequently the focus of much research. In principle PLD is a simple
technique, which uses pulses of laser energy to vaporize material from the
surface of a target. Film growth occurs on a substrate upon which some of
the plume material recondenses. In practice, however, the situation is not so
simple, with a large number of variables aﬀecting the properties of the ﬁlm,
such as laser ﬂuence, background gas and/or pressure and substrate tempera-
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Fig. 8.1: Ternary phase diagram of the Na-Co-O system. Beside simple oxides like
CoO, Co3O4, Na2O and Na2O2 several phases have been found so far. Here, we are
interested in the blue/yellow squares, namely NaxCoO2. Na6Co2O6 [341], Na9Co2O7
[342], Na7(CoO3)2 [343], Na10Co4O9 and Na4CoO3 [344] are other possible compounds
within the Na-Co-O system.
ture. These variables allow the ﬁlm properties to be manipulated somewhat,
to suit individual applications. However, optimization can require a consid-
erable amount of time and eﬀort. Indeed, much of the early research into
PLD concentrated on the empirical optimization of deposition conditions for
individual materials and applications, without attempting to understand the
processes occurring as the material is transported from target to substrate.
The technique of PLD was found to have signiﬁcant beneﬁts over other ﬁlm
deposition methods, including:
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Fig. 8.2: Possible crystal structures of NaxCoO2 depending on the sodium content x.
From left to right: x = 0 (R3m), x = 0.3 (S.G. P63mmc), x = 0.5 (P6322), x = 0.67
(P21m), x = 0.74 (P63mmc) and x = 1.0 (R3m). However, the CoO2-plane itself remains
stable. The crystal structure for very low sodium contents (x < 0.1) is still unclear. Yellow
dots correspond to sodium, blue to oxygen and red ones to cobalt ions [345, 346, 347, 348].
• The capability for stoichiometric transfer of material from target (even
non-congruently melting materials) to substrate, i.e., the exact cation
composition of a complex material such as YBa2Cu3O6+δ, can be re-
produced in the deposited ﬁlm.
• Relatively high deposition rates, typically several ∼ 100 A˚/min, can be
achieved at moderate laser ﬂuences, with ﬁlm thickness controlled in
real time by the number of pulses.
• The fact that a laser is used as an external energy source results in
an extremely clean process without ﬁlaments. Moreover, one has the
ﬂexibility in choosing the appropriate deposition atmosphere (e.g., inert
and/or reactive background gases).
• The use of a carousel, housing a number of target materials, enables
multilayer ﬁlms to be deposited without the need to break vacuum
when changing between materials.
8.1 Introduction
Since the discovery of high temperature superconductors, where supercon-
ductivity appears on the CuO2-layers, every endeavor has been made to ﬁnd
superconductivity in other layered transition metal oxides. Well before the
ﬁrst reports on superconductivity on ruthenates and cuprates appeared, the
crystal structure of these compounds have been already reported. In 1972,
the ﬁrst report on the crystal structure of the non-stoichiometric compound
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NaxCoO2 was written by M. Jansen. From 1972 till 1997 18 reports on crys-
tallographic changes, magnetic and transport properties upon the sodium
content have been published. Since 1997 the material attracted high interest
since reports on high thermoelectric power values were published by Terasaki
et al.. It was found, that the thermoelectric eﬃciency of sodium cobaltate
Z = S
2
ρκ
exceeds the best values reported on well known compounds, such
as Bi2Te3. The big advantage of NaxCoO2 is, that it shows metallic rather
than semiconducting behavior. Moreover, since it is already an oxide it will
be easier to handle in atmosphere.
In 2003, NaxCoO2 caused a real upsurge in the research community after
superconductivity has been reported in waterlogged NaxCoO2 by Takada et
al.. NaxCoO2 has a remarkable diﬀerence to the above mentioned ruthenates
and cuprates: the transition metal oxygen plaquette is triangular rather than
square. Since 2003, several hundreds of articles have been published.
The NaxCoO2 · yH2O-system stimulated many discussions due to its simi-
Fig. 8.3: Geometrical frustration on a triangle with antiferromagnetic interaction. The
empty side might be spin-up or spin-down.
larities and diﬀerences to cuprates. At ﬁrst, one has a highly anisotropic
layered transition metal oxide plaquette. Second, superconductivity appears
in a diluted spin 1
2
-system. Now, the striking diﬀerence is, that it is not a
square plaquette but a triangular plaquette. This triangular arrangement of
spins causes a frustrated spin system (see Fig. 8.3) since it is not possible to
have a triangular ordered antiferromagnet1. First transport measurements
1 Imagine that you are hosting a dinner with an odd number of people in the party.
You quickly realize that it is impossible to seat every guest between two members of the
opposite sex. This is hardly a calamity, of course. However, for electrons living on a
triangular lattice, the concept of ”geometrical frustration” in the face of strong electric
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on powder material for the NaxCoO2-system led to a ﬁrst schematic phase di-
agram which is shown in Fig. 7.2. Let us start discussing the properties from
right hand side where x = 1. This compound crystallizes in the α-NaFeO2
crystal structure2 (P.G. 166) and shows metallic behavior although the ab-
solute resistivity values are high (≈ 200mΩcm at room temperature) [359].
With decreasing sodium content the absolute resistivity value decreases. For
x ≈ 0.85 the point group changes from 166 to 194. These compounds show
metallic behavior and the absolute resistivity value is now about 0.5mΩcm.
For 0.55 < x < 0.75 the susceptibility shows conventional paramagnetic be-
havior together with metallic conductivity. The situation drastically changes
Fig. 8.4: Schematics of the layer structure of hydrated sodium cobaltate Na0.3CoO2 ·
1.3H2O and atomic microstructure of the basic cobalt oxide triangular plaquets.
when approaching half ﬁlling at x = 0.5. There, the charge density wave
appears around 100K and localizes the free charge carriers. This is a critical
(Coulomb) mutual repulsion is a crucial, decisive factor that shapes their behavior. In
an insulating material, the Coulomb repulsion force is relieved if each electron can point
its spin antiparallel to that of its nearest neighbors. On most lattices, this is readily
implemented and leads to a state in which spins alternate up and down along each bond
direction (the Ne´el state). On a triangular lattice, however, the geometric arrangement
frustrates such ideal regularity. Two of the three electrons in each triangle must share
the same spin orientation. At a temperature of 0K, the spins remain in a disordered
quantum state with no discernible pattern, often called a ”spin liquid.” Understanding
the spin-liquid state is a major goal of the science of strongly correlated materials (these
are materials in which the Coulomb force is very large relative to familiar metals such as
gold). Further, the problem is greatly enriched if the electrons are free to hop between
sites and carry an electrical current. Does this electron itinerancy relieve the geometrical
frustration? Does the disordered quantum spin state leave its imprint on the conductivity?
Can these electrons form ”Cooper” pairs to produce superconductivity?
2 Several other transition metal oxides also occupy the α-NaFeO2 crystal structure, e.g.,
LiMoO2 [349] NaFeO2 [350], NaCrO2 [351], NaNiO2 [352], NaRhO2 [187], NaRuO2 [353],
NaScO2 [354], NaMnO2 [355], LiCoO2, NaTiO2 [356], LiNiO2 [357], NaVO2 [358].
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point since half of the cobalt ions are in a 3+ state and the other half in
4+ state. From Fig. 8.5 one can see that there are several possibilities for
the cobalt ions of spin states. The associated spin entropy is the trigger-
ing mechanism for the high thermoelectric power values in this system. For
sodium concentrations smaller than 0.5, the metallicity drastically increases.
Fig. 8.5: Schematic representation of the electronic states of cobalt ions, Co3+ and Co4+
with the magnitude of spin S. The horizontal lines indicate the energy levels of eg and
t2g orbitals where the arrow represents the spin of an electron. (a) Low-spin states, (b)
high-spin states and (c) intermediate-spin states [360].
Unfortunately, up to now it was not possible to stabilize sodium free CoO2,
although there have been some attempts [361, 362]. Strong oxidizing agents
and electro-chemical cells have been used to fully de-intercalate LixCoO2 in
order to achieve CoO2. However, the authors found blatant deviation within
the oxygen content since the stoichiometry of the obtained product was found
to be CoO1.88. However, oxygen deﬁciencies also start playing a role when
x < 0.15 in the case of NaxCoO2.
8.2 Target preparation
It was already mentioned above, that for the PLD technique one has a stoi-
chiometry transfer from the target to the substrate. This statement can not
be held if one has to deal with highly volatile elements or compounds. In the
case of NaxCoO2 of course, one has to deal with the vapor pressure of Na2O
[363]. This behavior has to be taken into account for the synthesis of a target
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from which a thin ﬁlm be grown. Therefore, the initial trial to grow NaxCoO2
thin ﬁlms from a target with sodium content of x ≈ 0.75 failed since mainly
Co3O4 or CoO was formed. The same behavior was found for the x ≈ 0.5 or
Fig. 8.6: Photograph of the ready-to-use target of NaxCoO2. Plate- and needle type of
crystals are clearly visible.
x ≈ 0.33 case. Next, the sodium content has been increased to x = 1.0. The
reaction was carried out in a cobalt coated alumina crucible. Since sodium
oxide is very reactive and there is a possibility to form stable NaAlO2 [364],
cobalt coating avoids such impurity phases. Starting materials were 99.999%
Na2CO3 (Sigma-Aldrich) and 99.999% Co3O4 (Sigma-Aldrich). The mixture
was carefully ground in an agate mortar, followed by heating in the cobalt
coated alumina crucible at 850 ◦C for 24 h in air. Powder x-ray diﬀraction
pattern conﬁrmed that the resulting product was single phase. The powder
was pressed to a pellet of 16mm diameter in a hydrostatic cold press with
approx. 3.5 kbar. Although several thin ﬁlms have been grown from this tar-
get, it was found, that after some time the target becomes inhomogeneous.
Since during the ablation process, the target faces the substrate heater, the
radiation from the substrate heater results in heating of the target which in
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turn raises the temperature and therefore loses sodium.
Other target preparation concepts have been also tested. A promising way
for homogeneous targets was to grow single crystals and press them into a
pellet shape. Crystals of NaxCoO2 have been grown from a molten NaCl
ﬂux [365]. As it is shown in Fig. 8.7 hexagonal plates of NaxCoO2 have been
Fig. 8.7: Crystals of NaxCoO2 obtained from a NaCl ﬂux. The hexagonal symmetry is
preserved in the obtained crystals.
obtained after washing the ﬂux by deionized water. The disadvantage of this
approach is, that it is quite time consuming, e.g., preparation of one target
(diameter ∅16mm, thickness ≈ 9mm) takes approx. 3 weeks.
The following described method circumvents many disadvantages de-
scribed above. As starting material 99.999% Na2CO3 (Sigma-Aldrich) and
99.999% Co3O4 (Sigma-Aldrich) have been used with stoichiometric ratio
of Na:Co=1.8:1. The mixture was carefully ground and heated in a Muﬄe
furnace at 780 ◦C for 12 h in air in a cobalt coated alumina crucible. After
cooling, the mixture was again ground by ball mill. The powder was heated
in the same crucible and kept for another 12 h at 830 ◦C in air. The resultant
product was ground again, pressed into cylindrical disc shape and heated in
the furnace at 870 ◦C for 80 h. The resultant disc contains visible crystals
and has density close to the bulk value. A picture of the target is shown in
Fig. 8.6. All thin ﬁlms have been grown from this type of target.
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8.3 Thermodynamics
In PLD processes, the kinetic energy part, by far dominates the growth pro-
cess. When the laser pulses impinge on the target3, clusters of ions [366]
are generated at approx. 10000K. Since the process is done at low pressure,
Fig. 8.8: log pO2 − 1T phase diagram for the Co - O system. Equilibria lines have been
calculated by the commercially available program MALT2. The numbered points mark a
typical growth process for a NaxCoO2 thin ﬁlm. The deposition takes place at point 1,
where ϑgrowth ≈ 500 ◦C and pO2 ≈ 5 · 10−3 mbar. After the deposition step the sample
is annealed in 1 bar oxygen at 700 ◦C and then the sample is cooled to room temperature
(point 3). Note: The black dashed line represents the vapor pressure of Na2O [363]. The
star marks the melting point of bulk NaxCoO2.
3 In the present study, the laser ﬂuence at the target was kept at 1.8 J/cm2 with 5Hz
repetition rates.
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the mean free path of the particles is at least in the range of centimeters
[367]. They condense on the surface of the substrate and relax while forming
agglomerates. In order to enhance the formation process the substrate tem-
perature is a crucial parameter. Moreover, also the environmental gas plays
a vital role in ionization potential and oxidizing potential. Although the
phase formation is mainly triggered by kinetic driven processes, one should
keep in mind the thermodynamic limit case. In Fig. 8.8 a log pO2 − 1T phase
diagram is shown for cobalt oxides. The blue line separates metallic cobalt
from cobalt oxides. For the region above the blue line, cobalt forms oxides
with diﬀerent oxidizing states. Since NaxCoO2 thin ﬁlms have been grown
also in O3, equilibria oxidizing potential lines for ozone are also plotted. One
can easily recognize, that for e.g., the oxidizing potential of ozone is superior
to oxygen4 Higher oxidation potential is required when the sodium concen-
Fig. 8.9: Time dependency of a typical growth of NaxCoO2 thin ﬁlms. Number 1 and 2
are equal to Fig. 8.8. Step number 3 is necessary for NaxCoO2 thin ﬁlms with x > 0.7.
There, a pressed pellet of Na2CO3 is used for depositing Na2O on the NaxCoO2 thin ﬁlm.
tration has to be reduced. Using ozone gas during the deposition step, x is
reduced in NaxCoO2 by ∆x ≈ 0.05. However, this seriously changes during
4 In these calculations the reduced life time upon increasing temperature has been ig-
nored.
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Fig. 8.10: Custom designed growth chamber for NaxCoO2 thin ﬁlms at Max Planck
Institute. The parts are: (1) focusing lens, (2) gas inlet, (3) link for turbo-molecular
pump, (4) electrical power supply for heater, (5) target rotator, (6) substrate heater (Pt-
Rh 90/10), (7) target, (8) shutter, (9) target changer and (10) PLD-chamber tripod.
the annealing process. NaxCoO2 thin ﬁlms, that have been annealed in
ozone instead of oxygen, show an increase of the c-axis length which clearly
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Fig. 8.11: Typical half life time of N2O and radical oxygen O at 1000 ◦C.
indicates, that the sodium concentration has been reduced. Although ozone
ﬁts the exigencies of an oxidation agent (Table 8.1), the surface quality of
the NaxCoO2 thin ﬁlm deteriorates. Sodium, that diﬀuses out from the thin
ﬁlm and approaches its surface, forms Na2O. Therefore, the samples do not
fulﬁll the exigencies for optical investigations, since Na2O accumulates at its
surface. Protecting a black-shiny surface is of prior interest in the present
investigation. Sodium concentrations as low as x = 0.4 can be achieved di-
rectly in an as-grown sample. Without ozone, however, the change in the
sodium content originates from high vapor pressures of Na2O. Varying the
growth temperature (Tsubstrate), one can utilize the vapor pressure depen-
dency for the growth of NaxCoO2 thin ﬁlms as is shown in Fig. 8.13. Lower
growth temperatures lead to an increase of x. However, the growth temper-
ature can not be reduced without any limits, since the crystallinity pejorate.
In Fig. 8.13, data for samples grown in N2O atmosphere are shown. The
inﬂuence of the N2O oxidizing agent on the growth of NaxCoO2 is exigu-
ous compared to the growth in oxygen atmosphere. However, NaxCoO2 thin
ﬁlms annealed in N2O atmosphere show drastic deterioration in crystallinity.
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Fig. 8.12: Typical half life time of N2O plotted vs. temperature.
8.4 Preparation of superconducting NaxCoO2 · yH2O thin
ﬁlms
In the case of bulk material of NaxCoO2 the road-map for preparing supercon-
ducting Na0.3CoO2 · 1.3H2O is given in the following and was ﬁrst described
by Takada et al.. At ﬁrst, NaxCoO2 with x ≈ 0.7 is synthesized by standard
solid state reaction5. Typical growth conditions are:
1. grinding of Na2CO3 and Co3O4
2. ﬁring at 800 ◦C - 850 ◦C in air in alumina crucible for 12− 16 h
For superconducting samples, the sodium content has to be lowered down to
x ≈ 0.3, but such compound is not stable at elevated temperatures (> 150 ◦C)
and therefore a direct synthesis seems to be impossible. Therefore, the as-
grown NaxCoO2 with x ≈ 0.7 has to be oxidized ex situ. This means, that the
cobalt valency has to be increased. In Table 8.1 several oxidizing agents are
listed along with their relative oxidizing potentials. As far as bulk synthesis
is concerned, mainly Br2/CH3CN solution is used. Thereby, the bromine
concentration (χ) is set to roughly twenty times the amount of sodium to be
5 The value x ≈ 0.7 is the canonical sodium concentration when bulk material, prepared
by solid state reaction technique, is prepared in air. Changes on the initial stoichiometric
ratio of Na:Co result in more or less Co3O4 contaminated sample. Hence, an increase of
the reaction temperature will increase the formation of Co3O4 or CoO.
180 Pulsed laser deposition of NaxCoO2 thin ﬁlms
Fig. 8.13: Growth temperature dependency of sodium content in NaxCoO2 thin ﬁlms.
The dashed-blue line and the orange line are guide to the eye. For a given growth tem-
perature, the sodium concentration x ranges within ∆x ≈ 0.1. Published in [368].
removed from the sample.
The oxidation process can be described as follows:
NaxCoO2 +
χ
2
Br2 −→ Nax−χCoO2 + χNaBr. (8.1)
A possible explanation might be, that the oxidation process is aﬀected by
diﬀusion of sodium ions. Since acetonitrile is hygroscopic, the experiments
should be carried out under dry atmosphere. Although there have been
reports of oxidizing the NaxCoO2 by KMnO4 or Na2S2O8, we will not go
into details. However, the oxidation process of NaxCoO2 is seriously aﬀected
by the crystal structure, which is illustrated in Fig. 8.14. There is strong
repulsion between the CoO2-planes suppressing the diﬀusion along the c-
axis. Therefore, the sodium ions will easily diﬀuse between the oxygen layers.
However, in the case of thin ﬁlms also, the grain size plays an import role
in diﬀusion triggered processes and therefore aﬀecting the required oxidizing
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oxidizing agent oxidizing potential (eV) usability
Br2 1.06 dissolved in acetonitrile (forms NaBr)
O3 2.07 in-situ PLD chamber (forms Na2O)
HNO3 0.96 dissolved in water (forms NaNO3)
NO2BF4 0.78 dissolved in acetonitrile (forms NaBF4)
I2 0.54 dissolved in acetonitrile (forms NaI)
F2 2.87 not recommended
Tab. 8.1: Possible oxidizing agents for the oxidation of NaxCoO2. Although the NaxCoO2
thin ﬁlm can be annealed in ozone atmosphere, this method is not recommended. The
released sodium accumulates at the surface, forming Na2O and then in air Na2CO3 (white
surface). Such ﬁlms are useless for further optical investigations. The use of nitric acid,
however, is also not recommended since the sample instantaneously incorporates water.
Using iodine as an oxidation agent requires long time (> 200 h). Therefore, only acetoni-
trile solutions of bromine or nitronium-tetraﬂuorborate have been successfully utilized.
Fig. 8.14: Pathways of sodium in NaxCoO2 thin ﬁlms between oxygen layers.
time for a desired sodium content. However, the real thrilling part in the
preparation of superconducting, epitaxially grown thin ﬁlms of Na0.3CoO2 ·
1.3H2O is the waterlogging step [369]. Naturally, compounds containing
alkali metals are hygroscopic. This means, if there is water available, it will
be incorporated. Since the waterlogging process is accompanied by almost
doubling the c-axis length (from ≈ 11.2 A˚ for dry samples to ≈ 19.6 A˚, where
y = 1.3), as one expects, directly dipping the thin ﬁlm into water does not
yield to the anticipated result. In our experiments, the thin ﬁlm peel oﬀ from
the substrate. In order to circumvent the peel oﬀ problem, the waterlogging
step has to be slowed down. A closed chamber designed within this thesis
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compound rel. humidity at 20 ◦C [%] y of Na0.3CoO2 · yH2O
P2O5 (no water!) 0.0 0.0
H3PO4 · 12H2O 8.8 0.0
LiCl·H2O 15.0 0.0 and 0.9
CaCl2 20.0 0.0 and 0.9
MgCl·6H2O 33.0 0.0 and 0.9
CrO3 35.0 0.9
K2CO3 42.9 0.9
KCNS 47.0 0.9
Mg(NO3)2 · 6H2O 52.4 0.9
NaNO2 66.0 0.9
NaCl 74.8 0.9 and 1.3
Na2S2O3 · 5H2O 78.0 0.9 and 1.3
BaCl2 · 2H2O 88.5 1.3
NaBrO3 92.0 1.3
NH4H2PO4 93.1 1.3
H2O 100.0 1.3
Tab. 8.2: Relative humidities of various saturated solutions at ambient temperature. The
water content in NaxCoO2 · yH2O or NaxCoO2 · yD2O thin ﬁlms has been determined by
the c-axis length after exposing it to humid N2 atmosphere for 80 h.
(Fig. 8.15) was used for the preparation of superconducting thin ﬁlms of
NaxCoO2. A saturated solution of a salt (see Table 8.2) is placed at the
bottom of the chamber. The sample stays on a plate right above the salty
solution. After the sample is mounted, the chamber is closed and ﬂushed by
pure nitrogen or oxygen gas. Flushing the chamber by nitrogen or oxygen
is crucial for successful preparation of superconducting NaxCoO2 thin ﬁlms.
Naturally, air contains CO2 gas of roughly 0.035% and easily reacts with
NaxCoO2, forming Na2CO3 and Co3O4 - in other words, the thin ﬁlm will
be destroyed. Three sensors are attached to the chamber monitoring the
CO2 concentration, the humidity and the temperature. The y values given
in Table 8.2 are based on the exposure of dry, deintercalated thin ﬁlms for
80 h.
Applying the above described recipe ensures reproducible, single phase c-axis
oriented superconducting thin ﬁlms of NaxCoO2 · 1.3H2O.
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Fig. 8.15: Sketch of a custom designed chamber (”green-house”) for the water interca-
lation in Na0.3CoO2 thin ﬁlms. A saturated solution of a humidity agent (see Table 8.2)
provides a desired amount of water vapor. The chamber is ﬂushed with N2-gas (the CO2
gas concentration is monitored by a Testo 435 sensor) until its concentration is below
1 ppm.
8.5 Inﬂuence of the substrate
Usually, the growth of thin ﬁlms on single crystal substrates is aﬀected by the
substrate material. Parameters, e.g., lattice parameter, chemical compatibil-
Fig. 8.16: Rocking curve of the (004) peak of Na0.3CoO2 on (001)SrTiO3 (black line).
The red line is a least square ﬁt of a gaussian peak giving FWHM≈ 0.7 ◦.
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material and orientation lattice parameter (A˚) NaxCoO2 thin ﬁlm quality
(001) SrLaGaO4 3.843 ©
(100) SrLaGaO4 12.68 ©
(100) SrLaAlO4 3.756 ©
r-Al2O3 3.502 
c-Al2O3 4.770 ⊕⊕
(100) MgO 4.211 
(100) SrTiO3 3.905 ⊕⊕
(110) SrTiO3 3.905 
(111) SrTiO3 3.905 
(111) Y:ZrO2 5.120 
(110) NdGaO3 3.837 ©
(110) DyScO3 3.944 
(110) KTaO3 3.987 
(100) LaAlO3 3.790 ⊕⊕
(100) Si 5.431 ⊕
SiO2 - ⊕
Tab. 8.3: Quality of grown NaxCoO2 thin ﬁlms on various substrate materials. ⊕⊕,
⊕, © and  represents excellent (FWHM(002)< 1 ◦), good (FWHM(002)1 < 1.5 ◦) and
acceptable (FWHM(002)1.5 < ◦) and the case, where no phase has been formed, respec-
tively.
ity, etc., induce compressive or tensile strain to the deposited ﬁlm material
or even prevent its growth. The results obtained in the present investigation
are summarized in Table 8.3. Several substrate materials have been used
in this investigation. It was found, that NaxCoO2 can be grown epitaxially
on (001)SrTiO3, (001)LaAlO3 or c-cut sapphire substrates. As an example
for the obtained high crystallinity, the rocking curve of the (004) peak of
Na0.3CoO2 is plotted in Fig. 8.16. Taking a ﬁrst view it seems, that the
growth of NaxCoO2 on substrate material is arbitrary. As it is depicted in
Table 8.3 the growth quality on (001)SrTiO3 is excellent, while the phase does
not form on (110)DyScO3. Such behavior is in strong contrast to cuprates
(see Chapter 3). Moreover, the NaxCoO2 phase even grows on amorphous
substrates. The growth of NaxCoO2 thin ﬁlms on diﬀerent substrate materi-
als are discussed below. Although NaxCoO2 possesses a hexagonal symmetry,
it still grows on rectangular or cubic structured substrates. This incontro-
vertible fact can be addressed to the formation of a buﬀer layer. Usually,
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Fig. 8.17: Model for the epitaxial growth of c-axis oriented NaxCoO2 on (001)SrTiO3.
Between the hexagonal CoO2-layers of NaxCoO2 and SrTiO3, a (111) oriented Co3O4
monolayer is formed. The distance of Sr-ions is 3.905 A˚. The unit cell dimensions of cubic
Co3O4 are a = 8.084 A˚. Therefore, the cobalt ions stick to the position of the strontium-
ions. The distance of two cobalt ions of the (111)-plane of Co3O4 is d1,2 = 5.717 A˚. This
provides ideal growth conditions for NaxCoO2, where the Co-Co distance is about 2.82 A˚.
Since crystal structure and lattice parameters of SrTiO3 and LaAlO3 are comparable
(Table 8.3) the growth of NaxCoO2 on (001)LaAlO3 is performed in an identical way. The
epitaxial relationship is as follows: (002)NaxCoO2 ‖(111)Co3O4 ‖(001)SrTiO3.
buﬀer layers are used to reduce strain eﬀects or to enhance the adhesion of
the substrate material to the grown thin ﬁlm. Here, we assume that the
buﬀering layer material is spinel type Co3O4. The thickness of this buﬀer
layer is in the range of one or two unit cells since there are no indications from
the x-ray diﬀraction for such a layer (see Fig. 8.20). In a similar way, the
growth of NaxCoO2 on (001)LaAlO3 is assumed. The formation of a buﬀer-
ing layer becomes also likely for the growth of NaxCoO2 on an amorphous
substrate material like SiO2. Fuji et al. [370, 371] studied the growth of
CoO and Co3O4 on glass using plasma enhanced metal-organic chemical va-
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Fig. 8.18: In-plane axis length vs. sodium content of NaxCoO2. Data points have been
taken from literature were powder or single crystals have been investigated by ICP analysis
or EDX analysis together with x-ray reﬁnement. The straight line is a least square linear
ﬁt with a ≈ 2.77 + 0.099 · x.
por deposition technique. Depending on growth temperature (100) or (111)
oriented Co3O4 thin ﬁlms were obtained. The growth of NaxCoO2 on (001)
Si can be derived easily from the growth on SiO2. Since the substrate is in
an oxidizing atmosphere (pO2 ≈ 5 · 10−3 mbar), SiO2 is formed at the surface
and therefore the growth becomes identical as in the SiO2 case. NaxCoO2
grows c-axis oriented on SiO2. In the case of c-cut or (0001)Al2O3 the growth
behavior of NaxCoO2 is probably similar as mentioned above. (111) oriented
Co3O4 can easily grow on c-cut sapphire and hence allows the formation of
c-axis oriented NaxCoO2.
Interestingly, some substrate materials, although with comparable lattice
parameters, are not suitable for the growth of NaxCoO2. This might be cor-
related to the fact, that also Co3O4 is not forming, at least not in the desired
(111) orientation.
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The epitaxial growth of c-axis oriented thin ﬁlms of NaxCoO2 is assisted by
the formation of a buﬀering (111) oriented Co3O4 monolayer. As it is shown
in Fig. 8.17 the misﬁt between these two materials is tiny (approx. 1%). A
small misﬁt value on the other hand indicates, that the bonding distances
are scarcely aﬀected by the substrate material. In other words, strain eﬀects
can be simply neglected. However, such behavior implies, that the expected
electronic and magnetic properties should be similar compared to bulk ma-
terial.
In addition, the in-plane lattice constant a of NaxCoO2 is hardly aﬀected by
the sodium content x, which is shown in Fig. 8.18. The in-plane lattice pa-
rameter a changes only by less than 0.05 A˚, when the sodium content change
by 50%. This behavior allows one to study the properties of NaxCoO2 thin
ﬁlms without changing the substrate for the entire doping range (e.g., in
the case of cuprates if one uses the same substrate for whole doping range
strain-eﬀects have to be taken into account).
8.6 X-Ray diﬀraction and sodium content determination
The reliability of the phase diagram of NaxCoO2 including waterlogged
NaxCoO2 · yH2O depends on the ability of precise sodium content mea-
surements. In the case of cuprates, stringent stoichiometric control of the
dopants is required to study their phase diagram. Combining sophisticated
in situ rate monitoring (e.g., EIES) and ex situ elemental analysis (e.g., ICP)
enabled reliable data. However, in the case of NaxCoO2 thin ﬁlms, a PLD
system is used where the target stoichiometry in principle determines the sto-
ichiometry of the grown thin ﬁlm. Though, sodium-oxide is a highly volatile
compound and therefore the stoichiometry in the thin ﬁlm strongly deviates
from the target stoichiometry. This correlation has been already utilized in
the target preparation.
Inductively coupled plasma analysis seems to be a promising way for the de-
termination of the sodium concentration. Typically, thin ﬁlms of NaxCoO2
are grown on substrates with size 5 · 5mm2 and ﬁlm thickness of ≈ 2000 A˚.
A rough estimation easily leads to ≈ 10−8 g mass of sodium in the total thin
ﬁlm. For the dissolution of NaxCoO2 double distilled HCl-solution (TraceS-
electUltra, Sigma-Aldrich) has been used. According to the elemental anal-
ysis, the sodium content is ≤ 1µg/kg. Therefore, also ICP analysis is not
suitable for the determination of the sodium concentration in NaxCoO2 in
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Fig. 8.19: c-axis length vs. sodium content of NaxCoO2. Data points have been taken
from literature were powder or single crystals have been investigated by ICP analysis or
EDX analysis together with x-ray reﬁnement. The straight line is a least square linear ﬁt
with c ≈ 11.533− 0.995 · x.
thin ﬁlms. Another method had to be developed. Since the sodium ions
in NaxCoO2 are located in between the CoO2-layers, they act as a charge
reservoir, providing electrons to the CoO2-layers. This, on the other hand,
reduces the repulsion between layers and therefore the inter-layer distance
shrinks. In other words, the c-axis depends on the sodium concentration.
However, for a proper relation between the length of the c-axis6 and the
sodium concentration, reliable data are inevitable. Several authors have de-
termined sodium concentrations of bulk samples using ICP or energy disper-
sive x-ray analysis (EDX). Simultaneously, cell parameters have been reﬁned
of the same samples by x-ray diﬀraction or neutron diﬀraction technique.
6 The c-axis length of NaxCoO2 was determined from x-ray diﬀraction patterns applying
the Nelson-Riley equation.)
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Fig. 8.20: X-ray diﬀraction patterns of NaxCoO2 thin ﬁlms grown on (001)SrTiO3 sub-
strates. The black curve corresponds to standard growth process with x ≈ 0.62. The red
curve corresponds to the same sample after it has been treated ex situ by an oxidizing
agent. The x-ray pattern of a Na1.0CoO2 sample is plotted in green color.
The relationship is plotted in Fig. 8.19, including linear least square ﬁt
c ≈ 11.533− 0.995 · x. (8.2)
In principle, Equation 8.2 is applicable for sodium concentrations in the range
of 0.1 < x < 0.85. For higher sodium concentration the space group changes.
On the other hand, the existence of pure CoO2 has not been reported so
far. It was found by Manthiram et al. that after LixCoO2 has been com-
pletely deintercalated, a highly oxygen deﬁcient phase CoO1.88 was obtained,
showing metallic behavior. In the present work, Eq. 8.2 is being used for the
sodium content determination in NaxCoO2 thin ﬁlms. As it was discussed
earlier, a precise determination of the sodium content is not an easy task.
This is the reason why the data points in Fig. 8.19 are somehow scattered
around the ﬁt-line. However, the ﬁt-line matches exactly with the canonical
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Fig. 8.21: ϕ-scan of the (102) peak of an epitaxially grown thin ﬁlm of Na0.63CoO2. Due
to its high reﬂection intensity, the (102) peak was chosen.
Fig. 8.22: Water content y vs. c-axis length of NaxCoO2 · yH2O. Data points have
been taken from literature [330, 372, 3, 373] were powder or single crystals have been
investigated with x-ray or neutron diﬀraction reﬁnement.
point7 around x ≈ 0.75, where three independently determined data points
match within the error-limit of 2%. On the low-doping side, the ﬁt-line also
7 The canonical point at x = 0.75 is forming as a natural result, when Na2CO3 and
Co3O4 powders are grounded and heated at 850 ◦C in air for 12 h. The initial stoichiometry
only matters in the amount of Co3O4 which remains after the reaction.
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matches the two data-points at x ≈ 0.3 within the error-bars. The physical
properties of NaxCoO2 are not only decreed by sodium content but also on
the water content y. Water incorporation on the other hand is governed
by the sodium content. NaxCoO2 intakes water only for sodium concentra-
tions x < 0.4. However, the water content has drastic eﬀects on the c-axis
length which is shown in Fig. 8.22. Data points have been taken from the
literature (see references in Fig. 8.22), where the water content has been de-
termined using Rietveld reﬁnement process. For superconducting samples y
data range 1.25 < y < 1.8 while the c-axis length8remains almost constant
(19.62 < c < 19.77). Since neutron scattering measurements unambigu-
ously proofed that the superconducting Na0.3CoO2 · yD2O material contain
y = 1.3, in the present study the water content in the thin ﬁlm is presumed
to be y = 1.3.
For lower water contents, also no unique value is found in literature. In the
present work, y = 0.9 is assumed for c-axis length of c = 13.84 A˚.
Typical x-ray diﬀraction patterns of thin ﬁlms of NaxCoO2 with sodium con-
centrations of x = 0.31, x = 0.62 and x = 1.0 are plotted in Fig. 8.20. The
single phase thin ﬁlms are grown on (001)SrTiO3 substrates and their quality
even allows the observation of a (0 0 12) reﬂection around 2θ ≈ 115 ◦. Note,
for x = 1.0, the space group changes from P63mmc to R3m and therefore
also the indexing. In this case, the peak observed at 2θ = 17.1 ◦ is indexed as
(003). Moreover, as it is depicted in Fig. 8.21, epitaxial growth is observed.
In addition to the x-ray data shown in Fig. 8.20, data for the waterlogging
process of dry Na0.3CoO2 are discussed. In Fig. 8.23 (a) the x-ray diﬀraction
pattern of dry and deintercalated thin ﬁlm of Na0.3CoO2 are plotted. After
the sample was kept for 80 h in a chamber at 88% humidity (see Section 8.4),
the diﬀraction pattern changed drastically (Fig. 8.23 (b)). The origin of this
change is attributed to an enlargement of the c-axis length by more than 8 A˚.
8 Sakurai et al. [374] reported, that the chemical formula is Nax(H3O)O2 ·yH2O. In this
investigation, a hidden superconducting phase has been discovered where the Co valence
was kept constant. Three superconducting phases exist in the system and two of them are
placed sandwiching a magnetically ordered phase. This phase diagram strongly suggests
that magnetic interaction is the origin of superconductivity but that the superconduc-
tivity is suppressed by a too strong interaction, and instead magnetic ordering takes its
place. The ﬁnding of diﬀerent superconducting regions is associated to the c-axis length
of Nax(H3O)O2 ·yH2O. Samples, with c-axis lengths of 19.63−19.72 A˚and 19.77−19.80 A˚
exhibited superconductivity whereas samples of other c-axis lengths not.
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Fig. 8.23: X-ray diﬀraction pattern of dry Na0.3CoO2 (a) and waterlogged Na0.3CoO2 ·
1.3D2O (b) thin ﬁlms with 2000 A˚ thickness on (001)SrTiO3. Red circles indicate substrate
reﬂections.
8.6.1 The necessity of annealing
NaxCoO2 thin ﬁlms were grown on diﬀerent substrates (e.g., (001) SrTiO3),
as it is described above. The thin ﬁlm deposition is followed by an annealing
step shown in Fig. 8.8. At the very beginning of the deposition, a (111) Co3O4
layer growth over the substrate material. Hereafter, NaxCoO2 grains start
growing. However, the absolute crystallinity of an as-grown sample is poor
(the rocking curve FWHM value of the (002)NaxCoO2 is about 2
◦). X-ray
diﬀraction patterns9 for identical growth conditions, but diﬀerent annealing
environments are shown in Fig. 8.24. Samples, that have been annealed at
700 ◦C and 1000mbar oxygen pressure clearly show supreme crystallinity over
samples annealed at lower temperatures (e.g., 330 ◦C) or samples quenched
to room temperature.
9 Here, a two-circle Philips XPert x-ray diﬀractometer with CuKα1 , CuKα2 and CuKβ
radiation has been used.
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Fig. 8.24: X-ray diﬀraction patterns of Na0.62CoO2 thin ﬁlms grown on (001)SrTiO3
substrates. The growth conditions were kept constant while the annealing environment is
varied. Green x-ray diﬀraction pattern corresponds to a sample, that has been quenched
to room temperature in pO2 = 0.3mbar. Blue curve shows the x-ray diﬀraction pattern
of a sample, annealed at 330 ◦C at pO2 = 1000mbar. Red and black diﬀraction patterns
correspond to samples annealed at 700 ◦C at pO2 = 1000mbar, respectively.
8.7 Surface of NaxCoO2 thin ﬁlms
Epitaxially grown thin ﬁlms have the advantage of smooth surfaces. Smooth
surfaces are a prerequisite for optical investigations and spectroscopies. The
samples prepared here are mainly utilized for optical spectroscopies, e.g., far-
infrared ellipsometry, far-infrared reﬂectometry and far-infrared transmission
spectroscopy (Chapter 9). Therefore it is desirable to have the surface of the
thin ﬁlm as smooth as possible. In Fig. 8.25, the surface of a Na0.58CoO2
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Fig. 8.25: White-light interferometry pattern of Na0.63CoO2 thin ﬁlms with 2000 A˚ thick-
ness on (001)SrTiO3. The scanning area is (600.4 × 456.9)µm2. Clearly visible spikes of
approx. 1µm height are distributed over the surface.
thin ﬁlm is shown. Here, the technique of white-light interferometry (WLI)
is used10. Compared to AFM, large areas can be scanned easily in short
time (minutes). The area, scanned in Fig. 8.25, has an average roughness
RMS= 13 nm. However, large spikes of roughly 1µm height are randomly
distributed over the surface with an average distance of 350µm. It is as-
sumed, that these spikes correspond to Na2CO3 that has formed while the
sample stayed in ambient atmosphere. However, such surface quality is suit-
able for the exigencies of optical investigations.
In summary it was shown, that thin ﬁlms of NaxCoO2 and NaxCoO2 · yH2O
10 White light interferometry has been used for many years as a reliable non-contact op-
tical proﬁling system for measuring step heights and surface roughness in many precision
engineering applications. Recent developments in both instrumentation and in measure-
ment software for this technique have increased the vertical (i.e., height) resolution of
these instruments to give a capability of better than 0.01 nm (i.e. 0.1 A˚), which makes
it a potentially practical tool for assessing surfaces of thin ﬁlms. The main disadvantage
compared to atomic force microscope (AFM) measurements is that, being an optical tech-
nique, the ultimate lateral resolution is limited to around 0.35µm. However for routine
examination of most transition-metal oxide surfaces in common use this is not a severe
limitation.
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can be grown epitaxially on various substrate materials (Table 8.3). On amor-
phous substrate materials, e.g., SiO2, c-axis oriented thin ﬁlms of NaxCoO2
have been grown. The sodium concentration can be controlled by adjusting
the growth temperature in a range of 0.4 < x < 0.7. Lower sodium concen-
tration are obtained by applying soft-chemical methods using an oxidation-
agent. Here, sodium-concentrations as low as x = 0.16 has been achieved.
For high sodium concentrations (x > 0.7) additional Na2O will be deposited
using PLD technique from a Na2CO3 target. Single phase, epitaxially grown
thin ﬁlms of NaxCoO2 have been grown and the conditions for waterlogging
to obtain superconductivity have been described.
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9NaxCoO2 · yD2O thin ﬁlm
characterization
In the previous chapter, the growth process of NaxCoO2 and NaxCoO2 ·yH2O
thin ﬁlms has been discussed. It was found that NaxCoO2 can be grown epi-
taxially on several substrate materials (see Table 8.3). X-ray diﬀraction stud-
ies revealed that the NaxCoO2 thin ﬁlms were single phase. Moreover, the
smooth surface of NaxCoO2 thin ﬁlms makes them the candidate of choice for
optical spectroscopy measurements. However, stringent stoichiometry con-
trol and smooth surfaces are exigencies for the determination of the electronic
phase diagram of a triangular transition-metal oxide layered material.
9.1 Resistivity and Magnetization
As it was already discussed in Chapter 5.1, resistivity measurements are fun-
damental for the investigation of electronic properties of materials. In the
case of NaxCoO2 one expects, that upon changing the doping level, also the
physical properties of the NaxCoO2 vary as it is shown in the schematic
phase diagram in Fig. 7.2. Indeed, resistivity measurements on epitaxially
grown NaxCoO2 thin ﬁlms exhibit, that the sodium content seriously aﬀects
its properties. In Fig. 9.1, resistivity vs. temperature curves are plotted
for several sodium concentrations x. One can see, that for low sodium con-
centrations, x = 0.16, high conductivity and metallic behavior is obtained.
For high sodium concentrations, x = 1.0, the absolute value of resistivity
increases by four orders of magnitude. At half ﬁlling, x = 0.49, the resis-
tivity curve does not show metallic behavior at all; in fact, a sharp increase
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Fig. 9.1: Resistivity vs. temperature of epitaxially grown thin ﬁlms of NaxCoO2 on
(001)SrTiO3. The sodium concentration is determined by the relationship given in Eq. 8.2.
of the resistivity is observed below 50K. However, at elevated temperatures
a combination of diﬀerent physical eﬀects (phonons, spin-states, magnons,
etc.) contribute and therefore inﬂuence the physical properties. Therefore,
it is more adjuvant considering the properties at low temperatures as it is
shown in Fig. 9.2. The conductivity σ is highest for x = 0.18 and decreases
drastically approaching the half ﬁlled state at x = 0.5. For sodium con-
centrations higher than x = 0.5, the conductivity increases and reaches a
maximum at x ≈ 0.7. However, from x = 0.7 up to x = 1.0 the conductivity
decreases again.
For the electrons on a triangular CoO2 lattice, the concept of geometrical
frustration in the face of strong electric (Coulomb) mutual repulsion is a
crucial decisive factor that shapes their behavior. In an insulating material,
the Coulomb repulsion force is relieved if each electron can point its spin
antiparallel to that of its nearest neighbors. On most lattices, this is readily
implemented and leads to a state in which spins alternate up and down along
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Fig. 9.2: Conductivity (at 4.2K) vs. sodium content x of epitaxially grown thin ﬁlms of
NaxCoO2 on (001)SrTiO3 substrates. The data points are obtained from the resistivity
curves in Fig. 9.1.
each bond direction (the Ne´el state). On a triangular lattice, however, the
geometric arrangement frustrates such ideal regularity. As it was already
discussed in Chapter 7, two of the three electrons in each triangle must share
the same spin orientation. At a temperature of 0K, the spins remain in a
disordered quantum state with no discernible pattern, often called a spin
liquid. Understanding the spin-liquid state is a major goal of the science of
strongly correlated materials (these are materials in which the Coulomb force
is very large relative to familiar metals such as gold). Further, the problem
is greatly enriched if the electrons are free to hop between sites and carry
an electrical current. Does this electron itinerancy relieve the geometrical
frustration? Does the disordered quantum spin state leave its imprint on
the conductivity? Can these electrons form Cooper pairs to produce super-
conductivity? These theoretical questions are relevant to explain the rich
physics in Fig. 9.2 on the cobalt oxide NaxCoO2 in which the Co ions deﬁne
200 NaxCoO2 · yD2O thin ﬁlm characterization
a triangular lattice (and the Na ions are sandwiched between CoO2 layers).
9.1.1 Superconducting samples
The intriguing feature, that is responsible for the fascination on NaxCoO2,
is the superconducting state. Although the phase diagram of NaxCoO2
Fig. 9.3: Log-Log plot of resistivity vs. temperature of epitaxially grown thin ﬁlms
of Na0.3CoO2 · yD2O on (001)SrTiO3 substrates. Black data points correspond to a dry
(y = 0) sample. Blue and red data points represent cases y = 0.9 and y = 1.3, respectively.
shows a range of phases (charge density wave, antiferromagnetism, metal-
lic, etc.), superconductivity is obtained only when water molecules enter its
lattice. This behavior was ﬁrst reported on bulk samples by Takada et al..
In Chapter 8.4 the preparation of epitaxially grown, waterlogged thin ﬁlms
of NaxCoO2 · yH2O is described. The transport properties of these thin ﬁlms
have been measured and plotted in a double-logarithmic diagram and are
shown in Fig. 9.3. For the dry sample (y = 0, black data points), metallic
behavior is observed. When water incorporates into the lattice, the absolute
9.1 Resistivity and Magnetization 201
Fig. 9.4: Magnetization vs. temperature of Na0.3CoO2 · 1.3H2O epitaxial thin ﬁlm on
(001)SrTiO3. The external ﬁeld of B = 10Oe is applied parallel to the thin ﬁlm surface.
The diamagnetic substrate-signal has been subtracted.
resistivity value increases whereas metallic behavior persists. For y = 1.3, the
resistivity also exhibits metallic behavior and moreover, the absolute resis-
tivity drops by four orders of magnitude around 4.5K. This is clear evidence
for superconductivity. Moreover, as it was shown in Chapter 2.2, a supercon-
ductor shows magnetic-ﬂux expulsion, usually termed Meissner-Ochsenfeld
eﬀect. Although the sample mass of the thin ﬁlm is tiny1 , superconductivity
can be easily detected due to the large diamagnetic signal2. This behavior
is shown in Fig. 9.4, where the magnetization is plotted versus tempera-
ture. The diamagnetic signal sets in at Tc = 4.3K. At 1.8K (lowest possible
temperature in the MPMS), magnetization versus applied magnetic ﬁeld of
Na0.3CoO2 · 1.3H2O thin ﬁlms are measured and plotted in Fig. 9.5. For low
magnetic ﬁelds (< 25Oe), the diamagnetic magnetization signal increases up
1 The bulk-density value of Na0.3CoO2 · 1.3H2O is 6 g/cm3.
2 Magnetic properties have been measured using a Quantum Design MPMS system.
202 NaxCoO2 · yD2O thin ﬁlm characterization
Fig. 9.5: Magnetization vs. applied magnetic ﬁeld of Na0.3CoO2 · 1.3H2O epitaxial thin
ﬁlm. The external ﬁeld is applied parallel to the thin ﬁlm surface. The temperature was
1.8K. The diamagnetic substrate-signal has been subtracted.
to a maximum at µ0H ≈ 26Oe. Although the measurement temperature is
quite low, the ratio to the superconducting transition temperature Tc is still
remarkable (≈ 40%). Therefore, it would be not correct, if the magnetic ﬁeld
value, where the diamagnetic signal is highest, is attributed as Hc1 . However,
for a rough estimation Hc1 is set to be 25Oe.
For magnetic ﬁelds larger than Hc1 , the diamagnetic signal decreases which
indicates, that the Shubnikov-phase has been entered. The applied magnetic
ﬁeld reaches the critical value Hc2 at ≈ 1500Oe. Here, ﬁnite size eﬀects
(ﬁlm thickness is 2000 A˚) play a crucial role. However, for bulk samples
Hc2 ≈ 1.8T [375] or Hc2 ≈ 61.0T [376] have been reported giving coherence
lengths of ξ ≈ 140 A˚ or ξ ≈ 23 A˚, respectively. The large deviation of the
two Hc2 values is indicative for the drastic variation of the sample qualities
in hydrated NaxCoO2.
Magnetization measurements of Na0.3CoO2 ·1.3H2O thin ﬁlms have been per-
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Fig. 9.6: Magnetization vs. applied magnetic ﬁeld of Na0.3CoO2 · 1.3H2O epitaxial thin
ﬁlm. The external ﬁeld is applied parallel to the thin ﬁlm surface. The temperature was
1.8K. The diamagnetic substrate-signal has been subtracted.
formed by applying external ﬁelds up to 9T. For magnetic ﬁelds larger than
Hc2 , paramagnetic behavior is observed (Fig. 9.6).
Another crucial parameter of superconducting Na0.3CoO2 · 1.3H2O is the su-
perconducting volume fraction. From the data in Fig. 9.4, a superconducting
volume fraction of 58% has been estimated, which is by far higher than re-
ports on bulk samples.
Within the present investigation, no diﬀerence between hydrated or deuter-
ated samples has been observed.
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9.2 FIR ellipsometry measurements
Optical spectroscopy techniques, such as far-infrared ellipsometry3, oﬀer the
possibility to study frequency dependent electronic responses of materials.
For the investigation of NaxCoO2 thin ﬁlms using FIR ellipsometry, a setup
Fig. 9.7: Elementary electronic excitations with the corresponding frequency range.
described by Bernhard et al. [377] was used. As a light source, a synchrotron
beam light at ANKA4 has been utilized, since its brilliance in the IR range
exceeds that of conventional light sources by about three orders of magnitude
[378]. The wavelength range, where the measurements have been performed
is 100 < ν < 660 cm−1. Figure 9.7 shows the electro-magnetic spectra and
the corresponding solid state physical processes. Our setup is suitable to
measure responses from correlated modes and phonons. Ellipsometry is a
3 A monochromatic electromagnetic wave is a transverse wave constituted of both elec-
tric E and magnetic B ﬁelds. They are mutually perpendicular and both are perpendicular
to the direction of propagation. Polarization is deﬁned as the trajectory described by the
electric ﬁeld vector when varying in time in the plane deﬁned by E and B. In the general
case, this trajectory is an ellipse. The technique of ellipsometry takes its name from this
shape.
4 Angstro¨mquelle Karlsruhe, Germany
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technique (Fig. 9.8), which measures the change of polarization state of a
light beam when it is reﬂected at a surface. This change is related to the
Fig. 9.8: Principle of ellipsometry. An interpretation of Ψ and ∆ upon reﬂection of a
linearly polarized beam at an interface A between two media. The plane of incidence B
is determined by the incident and the reﬂected light beams. The p-direction is deﬁned
parallel to the plane of incidence, the s-direction (in german: senkrecht) perpendicular
to the plane of incidence. The incident beam has two equally large p- and s-components
and is incident at an angle θ. The p-component experiences a reﬂection coeﬃcient rp, the
s-component a reﬂection coeﬃcient rs.
physical, optical, and chemical properties of the material. The trajectory of
the beam lies in a plane normal to the surface of the sample, called plane of
incidence. By convention, the electric ﬁeld is expressed in two perpendicular
directions, one being in the plane of incidence and associated to the index
p, the other is indexed s. Ellipsometry allows for the determination of the
complex reﬂectance ratio ρ of a surface. This quantity is deﬁned as the
ratio of p and s reﬂection coeﬃcients, rp and rs respectively. Commonly, the
reﬂectance ratio is expressed with the variables Ψ and ∆
ρ =
rp
rs
= tanΨ · ei∆. (9.1)
The technique of ellipsometry therefore allows directly to calculate the com-
plex dielectric constant ˜ of the measured material without applying the
Kramers-Kronig analysis [379]. Moreover, one directly measures the conduc-
tivity σ of the sample. However, the ellipsometry measurements carried out
in the present study are done on NaxCoO2 thin ﬁlms grown on a (001)SrTiO3
or (001)LaAlO3 substrate. Since the penetration depth of an electromagnetic
wave is in the range of µm, also substrate features (e.g., phonons) are included
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Fig. 9.9: Real part of optical conductivity vs. wavenumber of NaxCoO2 epitaxial thin
ﬁlms obtained by far-infrared-ellipsometric measurements at ANKA.
in the obtained spectra. Measurements on clean substrate materials are nec-
essary to subtract its inﬂuences in order to obtain pure information of the
thin ﬁlm material.
NaxCoO2 thin ﬁlms with various sodium contents (see Fig. 9.9) have been
measured by FIR ellipsometry technique. The inﬂuence from the substrate
has been already subtracted and the data plotted in Fig. 9.9 shows conduc-
tivity versus wave-number of pure NaxCoO2 thin ﬁlms for various sodium
concentrations. The real part of the dielectric constant 1 for the same sam-
ples is plotted in Fig. 9.10. The phase diagram shown in Fig. 9.11 was
calculated using a Drude-Lorentz model (see [380]) at 10K for diﬀerent
sodium concentrations. At x = 0.31 the conductivity is highest, conform-
ing results obtained by resistivity measurements (Fig. 9.1). Low conduc-
tivity is found in the case of x = 0.47 indicating, that the charge-density
wave phenomena localizes the electrons. However, for sodium concentrations
higher than x = 0.5, the phase diagram shows exactly the same trend as
in the case of resistivity measurements (Fig. 9.2). The lattice structure
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Fig. 9.10: Real part of the refraction index vs. wavenumber of NaxCoO2 epitaxial thin
ﬁlms obtained by far-infrared-ellipsometric measurements at ANKA.
of NaxCoO2 produces a lattice response to the optical spectra. For the
P63/mmc space group with 2 formula units per unit cell and two occupied
Na Wyckoﬀ sites, the modes grouped according to their optical activity are
ΓIR = 4A2u + 4E1u, ΓRaman = A1g + E1g + 3E2g, Γacoustic = A2u + E1u, and
Γsilent = 2B2u +2E2u +3B1g. The displacement symmetries are A2u and A1g
for the z direction and E1u, E1g, and E2g for xy displacements (E1g, E2g, and
E1u are doubly degenerate). The Co atoms do not contribute to the Raman
modes; the A1g and E1g modes involve vibrations of oxygen only. Na is in-
volved in the E2g modes. Accordingly, the mode at approx. 550 cm
−1 in the
10K spectrum is assigned to Co against O. The weaker mode at 515 cm−1
(with a ﬁne structure) may arise from a superstructure due to Na ordering.
Indeed, the splitting of the Co-O in-plane mode can be explained by a Co4+
ordering. The localized positive charge of Co4+ will attract the neighboring
oxygen ions giving rise to alternatively squeezed octahedra around Co4+ and
distorted ones around Co3+. Accordingly, one obtains three types of shorter,
longer, and almost undistorted Co-O bonds. The sodium concentration af-
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Fig. 9.11: DC-conductivity vs. sodium content of NaxCoO2 epitaxial thin ﬁlms obtained
by far-infrared-ellipsometric measurements at ANKA. Here, the temperature is 10K.
fects the ratio Co3+/Co4+ and therefore the peak splitting. In Fig. 9.12, the
position of the peak maxima are plotted against the sodium concentration x.
For x > 0.7, the splitting becomes more pronounced. This might be associ-
ated to a change in the crystal structure, with 3 formula unit per unit cell5.
However, for x = 0.31, no splitting could be determined from the spectra
(Fig. 9.9).
The situation changes for waterlogged Na0.3CoO2 · 1.3H2O, which is shown
in Fig. 9.13. The plasma frequency (1 = 0) is around ωp ≈ 5000 cm−1
(mid-IR-result). In Fig. 9.3, the resistivity behavior shows metallic rather
than insulating behavior for Na0.3CoO2 · 1.3H2O. The conduction behav-
ior plotted in Fig. 9.13 does not support metallic conductivity, since the
Drude-response (ω −→ 0) vanishes with decreasing the temperature. Hy-
5 The change in crystal structure is attributed to new sodium-ion arrangement and
therefore a 50% increase of the c-axis length (Fig. 8.19).
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Fig. 9.12: Position of the splitted Co-O mode vs. sodium content of NaxCoO2 epitax-
ial thin ﬁlms obtained by far-infrared-ellipsometric measurements at ANKA. Here, the
temperature is 10K.
Fig. 9.13: Real part of optical conductivity σ1 (a) and real part of the refraction index 1
(b) vs. wavenumber of Na0.3CoO2 · 1.3H2O epitaxial thin ﬁlms obtained by far-infrared-
ellipsometric measurements. The substrate inﬂuence is not subtracted.
drated Na0.3CoO2 ·1.3H2O is very sensitive to its environment. In the case of
FIR-ellipsometry, the sample is installed at ambient temperature in a UHV-
atmosphere (< 10−6), before cooling to low temperatures. Here, water-loss
may play a crucial role and therefore aﬀecting the obtained spectra.
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9.3 Raman spectroscopy
At the present stage, Raman spectroscopy has been applied on two
Na0.63CoO2 thin ﬁlms grown on (001)SrTiO3 and SiO2. A green light laser
(532 nm) has been used for the present investigation. It was already pointed
Fig. 9.14: Scattering intensity vs. Raman-shift of NaxCoO2 thin ﬁlms grown on
(001)SrTiO3 (black curve) and SiO2 (red curve) substrates. Data have been measured
at the Raman-lab at TU Braunschweig at room temperature.
out in the previous Chapter, that each of the E1g, E2g and E1u modes are
doubly degenerated. According to lattice shell model calculations [348], the
frequency of the E1g and A1g modes are 458 cm
−1 (457 cm−1) and 586 cm−1
(577 cm−1), respectively. The E1g mode is an in-plane oxygen mode with
diagonal displacements while the A1g mode is an out-of-plane mode. These
modes are clearly visible in both spectra plotted in Fig. 9.14 irrespective of
the substrate material. However, in the case of SiO2 substrate material, ad-
ditional modes appear at 690 cm−1 and 1076 cm−1. These modes have been
identiﬁed as modes of Co3O4. The absence of these modes in thin ﬁlms
grown on (001)SrTiO3 substrate material provides an additional proof, that
the thin ﬁlm has been grown as single phase.
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Fig. 9.15: Two projections on a simpliﬁed structure of NaxCoO2. In (a) and (b), the
projection is (111) and (001), respectively. The Na sites in (a) are only partially occupied.
(c) Electronic level scheme of Co3+/Co4+ with a sketch of two distorted CoO6 octahedra.
The two sites Na1 and Na2 have an approximate occupation of 1/4 and 1/2 respectively.
The line gives the unit cell. The dashed line marks a distortion of the octahedron. Figure
taken from [381].
The hump around 300 cm−1 in the Raman spectra of the thin ﬁlm grown
on (001)SrTiO3 is typical for SrTiO3 material and correlated to a phonon-
softening phenomena. Generally speaking, this phonon-softening phenomena
overlaps the response from the thin ﬁlm in a way, that its response can not
be investigated. Therefore, SrTiO3 substrate material is not the material of
choice for optical investigations below 100 cm−1.
The two-dimensional structure of NaxCoO2 is given by an incoherent cou-
pling of CoO2 layers with Na layers stacked along the c-axis. The resulting
misﬁt and pronounced strain eﬀects allow, similar to other misﬁt-layered ox-
ides, a considerable non-stoichiometry both on the cation and the oxygen
sites and an inhomogeneity in charge distribution along the stacking direc-
tion of the compound. In NaxCoO2, with x ≈ 0.7, two partly occupied Na
sites on a honeycomb lattice alternate along the c-axis with a CoO2 layer of
edge-sharing CoO6 octahedra. Ionic conduction based on high Na mobility
exists at room temperature. The octahedra in the CoO2 layers are tilted
and have only two oxygen coordinates per layer along the c-axis. These oxy-
gen sites surround a single Co site. In the a − b plane the Co sites form a
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planar triangular lattice, from a geometrical point of view, the perfect base
for competing magnetic interactions. In Fig. 9.14(a) and (b) two projected
views of the layered structure of NaxCoO2 are shown. The electrons in the
3d5 and 3d6 conﬁgurations of Co4+ and Co3+ occupy t2g levels in a low-spin
state with S = 1/2 and S = 0, respectively. Therefore, the above-mentioned
triangular lattice of Co sites with S = 1/2, is far from half-ﬁlled, i.e., the
spins are considerably diluted with S = 0 states. In Fig. 9.15(c) the corre-
sponding crystalline electric ﬁeld level schemes are shown, together with the
local coordination of two distorted CoO6 octahedra with the two Na sites,
Na1 and Na2. Relevant states at the Fermi level are given by a1g states of
3d5 in Co4+ that are split oﬀ from the other t2g levels. It has been proposed
that spin orbit coupling shifts the a1g state to lowest energy, leaving the hole
in two degenerate in-plane states [382]. This would imply orbital degeneracy
for this system.
At the present stage, a conclusive understanding of the observed Raman spec-
tra is still elusive and hence more experiments are necessary to illuminate
the underlying physics.
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Summary and outlook
In this thesis, the techniques of reactive molecular beam epitaxy and pulsed
laser deposition have been utilized for the investigation of electron doped
cuprates RE2−xCexCuO4 and the oxocobaltate of sodium NaxCoO2, respec-
tively. The main results are:
• The establishment of the phase diagram of electron doped cuprates
for diﬀerent rare earth elements based on epitaxially grown thin ﬁlms
by reactive molecular beam epitaxy (Fig. 5.24). The phase dia-
gram usually associated with the
”
intrinsic“ phase diagram of electron
doped cuprates is only one among many other possible phase diagrams
(Fig. 2.12). In particular, the phase diagram seriously depends on the
ionic radius of the rare earth element in RE2−xCexCuO4. The doping
level where the highest Tc is observed shifts with larger ions to lower
doping values. For La2−xCexCuO4 the maximum Tc is observed for
x ≈ 0.075. This result has serious impact on the theoretical model-
ing of the phase diagram. The long believed asymmetric behavior for
hole and electron doping, in that superconductivity is weaker for elec-
tron doping, seems not to hold. In contrast, the presented results even
seem to suggest the opposite. (A corresponding publication has been
submitted to Physical Review Letters.)
• Within this thesis, thin ﬁlms of Gd2−xCexCuO4, Eu2−xCexCuO4
and Sm2−xCexCuO4 have been grown for the ﬁrst time. While
Eu2−xCexCuO4 and Sm2−xCexCuO4 thin ﬁlms show superconductivity,
Gd2−xCexCuO4 thin ﬁlms do not. The absence of superconductivity in
Gd2−xCexCuO4 is plausibly associated to the lanthanide contraction
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causing shrinkage of the unit cell dimensions.
• As high-temperature superconductors are discussed often in the context
of a doped Mott-insulator, the investigation of this mother compound
for the La-based electron doped cuprates is an important issue. In
this thesis, a method is described by which such a material can be
synthesized. The key to this result is the substitution of smaller but
isovalent rare earth ions for La3+ as for example Tb3+, Y3+, etc. While
this result is important in itself, surprisingly the nominally undoped
compound even shows superconductivity where theory would expect
an antiferromagnetic insulator. The explanation of this result is still
open. The role of oxygen deﬁciencies is unclear and very diﬃcult to
elucidate experimentally in oxide thin ﬁlms on oxide substrates. (A
corresponding work has been published in Solid State Communications
133, 427 (2005).) Within this context, a universal resistivity behavior
in RE2CuO4 has been observed (Fig. 5.23) which gives a clear evidence
that apical defect oxygen plays the key role in the electronic transport
by determining the electron scattering rate. (A corresponding publica-
tion is in preparation.)
• Within this thesis, the ﬁrst epitaxial sodium cobaltate epitaxial thin
ﬁlms have been grown. (See publication in Applied Physics Letters 86,
191913 (2005)). The key to success was a thorough study of the growth
behavior including the volatile nature of sodium oxide. Such ﬁlms are
not only the base for later fabrication of superconducting waterlogged
sodium cobaltates, but might have applications in thermoelectric de-
vices. In this context the successful growth of textured NaxCoO2 on
SiO2 substrates is in particular a promising result.
• Within this thesis also the ﬁrst superconducting epitaxial NaxCoO2 ·
yH2O thin ﬁlms have been grown by pulsed laser deposition. (See pub-
lication in Applied Physics Letters 88, 162501 (2006)). Here, the key
for the success was a smooth way intercalating water into the thin ﬁlms
in an artiﬁcial
”
green house“(Fig. 8.15). The superconducting critical
temperature of the ﬁlms is identical to those of corresponding bulk ma-
terial. The epitaxial thin ﬁlms are even in some respects superior to
bulk material: The surfaces of the thin ﬁlms are very clean and allow
for all surface sensitive measurement methods. Also, based on thin
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ﬁlms, critical currents and Josephson behavior can be investigated.
As an outlook, the ongoing research on the materials and thin ﬁlms as
developed in this thesis would facilitate the points noted below.
• It is of fundamental interest to investigate in more detail the undoped
mother compound of the electron doped cuprates. The important ques-
tion is whether this compound is indeed having the proper oxygen sto-
ichiometry as required for the true La2CuO4+y with y = 0. If this
compound would not be a Mott-insulator, the current understanding
mainstream view on high-temperature superconductors as doped Mott-
insulators could be wrong. The answer to this question, however, can
only be obtained by neutron scattering on bulk material with high
resolution allowing for the site sensitive determination of the oxygen
ions. For this purpose ﬁrst poly-crystalline bulk La1.7Y0.3CuO4 has
been synthesized and ﬁrst neutron scattering measurements have been
underway which up to now are still missing the required resolution.
• A further important goal is the development of hole doped supercon-
ductors having the crystal structure of the electron doped cuprates
(namely the T′-structure). This would allow for the ﬁrst time ever
to compare directly the inﬂuence of hole and electron doping. First
preliminary bulk synthesis attempts on superconducting T′-structured
La1.7Y0.3CuO4 have been made.
• For the sodium cobaltate superconductors the thin ﬁlms are the base of
a newly established joint research project between TU Braunschweig,
Max Planck Institute for Solid State Physics (Stuttgart) und TU Darm-
stadt funded by the German Research Society (DFG). The goals of this
project comprise to use the thin ﬁlms for studying Josephson junctions
of this novel superconductor, to investigate the superconducting en-
ergy gap by tunneling spectroscopy or optical spectroscopy making use
of the atomically smooth surface of the thin ﬁlms. Furthermore, Ra-
man spectroscopy is used to investigate the doping dependence of the
phonon structure in this material and answer the question of the pos-
sibility of hydronium doping. First measurements have been made at
Augsburg University and ANKA at Karlsruihe. The thin ﬁlms are also
used for an exact determination of the superconducting phase diagram
in sodium cobaltate.
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• For the non-superconducting sodium cobaltate thin ﬁlms (in particular
on SiO2) the investigation of the thermal conductivity properties - as
the Seebeck coeﬃcient as a function of temperature and magnet ﬁeld
are of high importance. Corresponding measurements are currently go-
ing on in collaboration with the University of Cologne. A suited mate-
rial with increased thermoelectric coeﬃcient could be Nax−yPdyCoO2.
As a ﬁnal remark, the overwhelming richness of physical materials prop-
erties are of high interest for fundamental research and modern applications
that can be found in complex transition metal oxide compounds. Here only
a small ﬂavor could be given in the ﬁeld of unconventional superconductors.
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