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ABSTRACT
FUNCTIONALIZATION OF CARBON NANOTUBES
Sefa Dag˘
PhD in Physics
Supervisors: Prof. Dr. Salim C¸ıracı
June, 2005
Carbon nanotubes, in which two-dimensional hexagonal lattice of graphene is
transformed to a quasi one-dimensional lattice that conserves the local bond
arrangement, provide several structural parameters to engineer novel structures
with desired properties allowing ultimate miniaturization. Most of the effort has
gone to reveal various physical properties of nanotubes and to functionalize them
by external agents. This thesis covers the investigation of electrical, mechanical,
magnetic and contact properties of single wall carbon nanotubes functionalized
with deformation, doping, coating, etc. All investigations in this thesis are based
on the first principles calculations.
At the beginning, the adsorption of individual atoms and molecules on the
semiconducting and metallic single-walled carbon nanotubes (SWNT) has been
investigated. First calculations cover an extensive and systematic analysis of the
oxygenation of semiconducting and metallic single-wall carbon nanotubes. The
physisorption of oxygen molecules, chemisorption of oxygen atoms and forma-
tion of an oxide, as well as the equilibrium binding geometry and corresponding
electronic energy structure have been treated. Apart from oxygen, the stable ad-
sorption geometries and binding energies have been determined for a large number
of foreign atoms ranging from alkali and simple metals to the transition metals
and group IV elements. We found that the character of the bonding and associ-
ated physical properties such as electronic, magnetic and mechanical properties
strongly depend on the type of adsorbed atoms, in particular, on their valence
electron structure.
Nanotube coverage is one of the important phenomena to produce metallic
nanowires and high-conducting interconnects in nanoelectronics. We were in-
terested in preparing decorated nanotubes by using transition-metal atoms onto
nanotube surfaces. We have shown that a semiconducting SWNT can only be
iv
vcovered uniformly by titanium atoms and form a complex but regular atomic
structure. The circular cross section of the tube changes to a square-like form,
and the system becomes metallic with high state density at the Fermi level, and
with high quantum ballistic conductance. Even more interesting is that uniform
titanium covered tubes have magnetic ground state with significant net magnetic
moment. Other than Ti, Ga is also shown to be a potential element that can
make good conducting wires through coverage of SWNTs.
We report the crossed junctions which are modelled by two-dimensional grids
of zigzag SWNTs. The atomic and electronic structure, stability, and energetics
of the junctions are studied for different magnitudes of contact forces pressing the
tubes towards each other and hence inducing radial deformations. The intertube
conductance through such a junction diminish because of finite potential barrier
intervening between the tubes. On the other hand, our study of the contact
between a semiconducting SWNT and metal electrodes shows that the electronic
structure and potential depend strongly on the type of metal.
Because of high surface-volume ratio nanotubes are also considered impor-
tant systems for hydrogen storage. We demonstrated that hydrogen molecule
can not bind to SWNT surface. But the character of the bonding changes dra-
matically when SWNT is functionalized by the adsorption of Pt atom. Single H2
is chemisorbed to Pt atom on the SWNT either dissociatively or molecularly. If
Pt-SWNT bond is weakened either by displacing Pt from bridge site to a specific
position or by increasing number of the adsorbed H2, the dissociative adsorption
of H2 is favored. Present results reveal the important effect of transition metal
atom adsorbed on SWNT and advance our understanding of the molecular and
dissociative adsorption of hydrogen for efficient hydrogen storage. In particular,
they led to the study of Ti adsorbed SWNT on the adsorption of hydrogen. It
is reported that a single Ti atom coated on a SWNT binds up to four hydrogen
molecules. The first H2 adsorption is dissociative with no energy barrier while
the other three adsorptions are molecular with significantly elongated H-H bonds.
We carried the adsorption of H2 on the innerwall of SWNT to increase the stor-
age capacity further. These results advance our fundamental understanding of
dissociative adsorption of hydrogen in nanostructures and suggest new routes to
better storage and catalyst materials.
vi
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Karbon nanotu¨pler, grafitin iki boyutlu hekzagonal o¨rgu¨nu¨n silindirik, bir
boyutumsu o¨rgu¨ye do¨nu¨s¸mu¨s¸ halidir. Bu do¨nu¨s¸u¨m esnasında yerel bag˘ du¨zeni ko-
runur. Bu yapılar, en as¸ırı minyatu¨rles¸tirme ile arzu edilen o¨zelliklerde alıs¸ılmadık
yapıların tasarlanabilmesini sag˘layacak c¸ok farklı yapısal niteliklere sahiptir.
Gu¨nu¨mu¨zde bu konuda yapılan c¸alıs¸malar, nanotu¨plerin fiziksel o¨zelliklerini or-
taya c¸ıkarma ve dıs¸ etkenler yardımıyla nasıl fonksiyonel hale getirilebileceg˘ini an-
lamaya yo¨neliktir. Bu tez c¸alıs¸ması, esas olarak, karbon nanotu¨plerin katkılama
ve kaplama etkisi ile yapısal, elektronik, manyetik, ve iletkenlik o¨zelliklerinin bir-
inci dereceden (ab-initio) hesaplar yardımı ile incelenmesini ic¸ermektedir.
O¨nce tek tek atom ve moleku¨llerin yarıiletken ve metalik tu¨p u¨zerinde
sog˘urulmaları incelenmis¸tir. Bu konuda yapılan ilk c¸alıs¸malar yarıiletken
ve metalik tu¨plerin oksitlenmesinin ayrıntılı ve sistematik analizleridir. Bu
c¸alıs¸ma oksijen moleku¨lu¨nu¨n fiziksel sog˘urulmasını, oksijen atomlarının kimyasal
sog˘urulmasını ve oksitlenmenin olus¸umunu kapsamaktadır. Ayrıca dengede bulu-
nan sistemin elektronik enerji yapısı da incelenmis¸tir. Bunun yanısıra, gec¸is¸ ele-
mentlerinden grup IV elementlerine kadar genis¸ aralıkta bu¨tu¨n atomların ayrı ayrı
sog˘urulma o¨zellikleri incelenmis¸, bag˘lanma enerjileri ve etkileri hesaplanmıs¸tır.
Bag˘lanma karakteristig˘i sog˘urulmus¸ atomun o¨zelliklerine, o¨zellikle deg˘erlik elek-
tron yapısına bag˘lı olmaktadır.
Nanotu¨plerin kaplanması metalik nanoteller ve as¸ırı iletken bag˘lantı nokta-
ları elde etmek ic¸in o¨nemli bir olgudur. Bu bag˘lamda nanotu¨plerin gec¸is¸ ele-
mentleri ile su¨slenmesi ile ilgilenmekteyiz. C¸alıs¸mamızda yarıiletken tek duvarlı
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nanotu¨plerin sadece titanyum atomları ile du¨zgu¨n ve homojen bic¸imde kaplan-
abileceg˘ini go¨sterdik. Burada dairesel kesit alanının yapısal optimizasyon sonunda
kare bic¸imli kesit alanına do¨nu¨s¸tu¨g˘u¨nu¨, sistemin Fermi du¨zeyinde c¸ok yu¨ksek du-
rum yog˘unlug˘u go¨sterdig˘ini ve yu¨ksek kuvantum balistik iletime sahip oldug˘unu
go¨sterdik. Daha da o¨nemli ve ilginc¸ olan, homojen bic¸imde titanyum ile ka-
planmıs¸ tu¨pu¨n manyetik taban durumuna sahip olması ve net manyetik moment
vermesidir. O¨te yandan, galyum elementinin de c¸ok iyi kaplama malzemesi ola-
bileceg˘ini ve yu¨ksek elektriksel iletime sahip olan malzeme yapmak ic¸in olası bir
element oldug˘unu go¨sterdik.
Dig˘er bir c¸alıs¸mada ise c¸apraz tu¨p-tu¨p eklemleri, zigzag tek duvarlı nanotu¨p
kullanılarak modellenmis¸tir. Bu eklemlerin, tu¨pler arasındaki farklı kontak
kuvvetleri etkisi altında ve farklı radyal deformasyonlarda atomsal, elektronik
yapıları, kararlılık durumları, ve enerjileri incelenmis¸tir. C¸apraz tu¨p-tu¨p kon-
taklarında tu¨pler arasındaki potansiyel engel sebebiyle tu¨pler arasında iletkenlik
yok olmaktadır. Dig˘er bir taraftan nanotu¨p ile metal yu¨zeyi arasındaki kontak
o¨zellikleri incelenmis¸ ve burada elde edilen kontak o¨zelliklerinin kullanılan metal
yu¨zeyindeki atomların yu¨zey dag˘ılımına ve metal o¨zelliklerine bag˘lı oldug˘u birinci
dereceden hesaplar ile go¨sterilmis¸tir.
Son olarak nanotu¨plerin hidrojen depolamada kullanılabilecek o¨nemli yapılar
oldug˘unu ortaya koyduk. Hidrojen moleku¨lu¨ nanotu¨p ile kuvvetli bag˘ yapmamak-
tadır. Ancak aradaki etkiles¸im, tek boyutlu nanotu¨pu¨n Pt atomunun sog˘urulması
sonucunda fonksiyonelles¸tirilmesi ile deg˘is¸mektedir. Tek bir H2 moleku¨lu¨ SWNT
u¨zerine sog˘urulmus¸ Pt ile kimyasal bag˘ yapmakta bunun sonucunda Pt’ nin yu¨zey
u¨zerindeki konumuna go¨re ya moleku¨l ya da parc¸alanmıs¸ halde bulunmaktadır.
Eg˘er Pt-SWNT arasındaki bag˘ zayıflarsa (bu durum Pt nin C-C ko¨pru¨ bag˘ı
u¨zerindeki konumundan bas¸ka bir belirgin noktaya gitmesiyle, ya da sog˘urulmus¸
H2 sayısının deg˘is¸imiyle mu¨mku¨ndu¨r) H2’nin parc¸alanarak sog˘urulması mu¨mku¨n
olmaktadır. Bu c¸alıs¸mada bulunan sonuc¸lar, SWNT tarafından sog˘urulmus¸
gec¸is¸ elementlerinin ne kadar o¨nemli bir o¨zellig˘e sahip oldug˘unu go¨stermekte
ve hidrojen depolama ic¸in gerekli olan hidrojen sog˘urma is¸lemini anlamamıza
yardım etmektedir. En o¨nemlisi elde edilen sonuc¸lar SWNT u¨zerine sog˘urulan
titanyum elementinin yu¨ksek hidrojen depolama kapasitesine sahip olabileceg˘inin
go¨sterilmesine yol ac¸mıs¸tır. SWNT’nin ic¸ cidarlarına sog˘urulmus¸ Ti atomunun H2
depolama o¨zellikleride aras¸tırılarak H2 depolamada o¨ngo¨ru¨len kapasitenin daha
da artırılması beklenmektedir.
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derived tubule,” one layer in thickness, is formed. Shown here is
a schematic theoretical model for a single-wall carbon tubule with
the tubule axis OB (see. Fig. 3.2) normal to: (a) the θ = 30o di-
rection (an ”armchair” tubule), (b) θ = 0o (a ”zigzag” tubule), and
(c) a general direction B with 0 < |θ| < 30o (a ”chiral” tubule).
The actual tubules shown in the figure correspond to (n,m) values
of (a)(5,5), (b)(9,0), and (c) (10,5). Ref. [96] . . . . . . . . . . . . 62
3.4 The 2D graphine sheet is shown along with the vector which spec-
ifies the chiral nanotube. The pairs of integers (n,m) in the figure
specify chiral vectors Ch (see table 3.1) for carbon nanotubes, in-
cluding zigzag, armchair, and chiral tubules. Below each pair of
integers (n,m) is listed the number of distinct caps that can be
joined continuously to the cylindrical carbon tubule denoted by
(n,m). The circled dots denote metallic tubules and the small
dots are for semiconducting tubules. Ref. [96] . . . . . . . . . . . 63
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3.5 The relation between the fundamental symmetry vector R =
pa1 + qa2 and the two vectors of the tubule unit cell for a car-
bon nanotube specified by (n,m) which, in turn, determine the
chiral vector Ch and the translation vector T. The projection
of R on the Ch and T axes, respectively, yield ψ (or χ) and
τ . After (N/d) translations, R reaches a lattice point B′′. The
dashed vertical lines denote normals to the vector Ch at distances
of L/d, 2L/d, 3L/d, ..., L from the origin. Ref. [96] . . . . . . . . . 67
3.6 A hexagonal lattice with the lattice vectors a1 and a2, the grey
area corresponds to one choice of unit cell, rA and rB points to the
two atoms in the unit cell. . . . . . . . . . . . . . . . . . . . . . . 69
3.7 The figure shows the reciprocal lattice point and the Brillouin zone
for graphene, with its high symmetry points. K and K ′ are the
points where the π and π∗ dispersion bands is touching each other.
The three K points are equivalent since they are connected by the
reciprocal lattice vectors b1 and b2. Since the points K and K
′
cannot be connected by the reciprocal lattice vectors these point
are not equivalent. . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.8 (a) Shows the dispersion relation for graphene, called the tent dis-
persion. The points Γ, K, K ′, M is high symmetry points and
their placement in the Brillouin zone can be seen in Figure 3.7,
(b) is appeared by cutting (a) in straight lines between the points
K → Γ→M → K . . . . . . . . . . . . . . . . . . . . . . . . . . 74
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3.9 An illustration of three Brillouin zones of graphene (gray areas)
mutual displaced for clearance. The black lines shows allowed wave
vectors for three different kinds of tubes (in all the cases some of the
lines have been translated with reciprocal lattice vectors making
them as close to symmetrical around Γ as possible). (a) shows the
allowed states for a (10,10) tube. It can be seen that it is metallic
since one of the lines go through the K and K ′ points. (b) shows
the allowed states for a (12,0) tube which is also metallic. (c)
is the same figure for a (11,0) tube and it can be seen that it is
semiconducting since none of the lines go through the K and K ′
points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.10 Band diagram of dispersion relation for three different tubes (a) is
a metallic (10,10) tube, the inset is zoom-in of the bands touching
the Fermi surfaces −0.95 < k < 0.75. (b) is a metallic (15,0) tube
the inset is again a zoom-in around k = 0. (c) is semiconducting
(12,8) tube. Due to the huge unit cell there are a lot of bands. Left
inset is energy zoom-in where k is in the same range as in the big
plot. The right inset is a zoom-in energy and around k=0 showing
the band gap.(Reproduced from Ref. [101]) . . . . . . . . . . . . . 77
3.11 Inset: A schematic side view of a zigzag SWNT, indicating two
types of C–C bonds and C–C–C bond angles. These are labelled
as d1, d2, θ1 and θ2. (a) Normalized bond lengths (d1/d0 and d2/d0)
versus the tube radius R. (d0 = 1.41 A˚). (b) The bond angles (θ1
and θ2) versus R. (c) The curvature energy, Ecur per carbon atom
with respect to graphene as a function of tube radius. The solid
lines are the fit to the data as α/R2. (Reproduced from Ref. [105]) 80
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3.12 (a) Energies of the double degenerate π–states (VB), the double
degenerate π∗–states (CB) and the singlet π∗–state as a function of
nanotube radius. Each data point corresponds to n ranging from
4 to 15 consecutively. (b) The calculated band gaps of Ref. [105]
are shown by filled symbols. Solid (dashed) lines are the plots of
Eq. 3.23 (Eq. 3.22). The experimental data taken from [15, 104,
116] are shown by open diamonds. (Reproduced from Ref. [105]) . 82
3.13 The energy band diagram (left) and density of states (right) for
a metallic (top) and a semiconducting (bottom) nanotube. The
energy dispersion diagrams are calculated with Eqs. (2.4) and
(2.5) for a (5,5) and (10,0) nanotube respectively. The energy is
divided by the energy overlap integral γ0 = 2.9 eV. In the density
of states (DOS) diagrams a series of sharp peaks appear which are
the subband onsets. The energy differences between the first two
singularities near the Fermi level are indicated for the metallic and
the semiconducting case by ∆Esub and ∆Egap respectively. . . . . 85
3.14 Shows the electrostatic potential through a metallic carbon nan-
otube measured with Electrostatic Force Microscopy (EFM). It can
be seen that the potential is constant corresponding to very low
intrinsic resistance indicating that the tube is ballistic. From [140]. 90
3.15 Illustrates a simple model for the system that we are looking at . 92
3.16 (a) The strain component ǫxx = (R0 − a)/R0 along the major axis
as a function of applied strain ǫyy = (R0 − b)/R0 along the minor
axis. The slope is the in-plane Poisson ratio, ν‖. (b) Variation of
the elastic deformation energy per carbon atom, (c) The restoring
force on fixed carbon atoms. For (8, 0) SWNT, the force is scaled
by 0.5 since it is only on one carbon atom, while for the other tubes
it is on two carbon atoms. (Reproduced from Ref. [131]). . . . . . 95
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3.17 (a) The variation of the band gap, Eg. (b) Density of states at the
Fermi level D(EF ) as a function of applied strain ǫyy. (Reproduced
from Ref. [131]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.18 The variation of energy eigenvalues of states near the band gap
at the Γ–point of the BZ as a function of the applied strain. The
shaded region is the valance band. The singlet state originating in
the conduction band is indicated by squares. (Reproduced from
Ref. [131]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.19 Binding energies Eb of single hydrogen and aluminum atom ad-
sorbed on the zigzag SWNTs versus the radius of the tube R. The
solid line is the fit to the Eb,A(R) = Eo,A +CA/R explained in the
text. (Reproduced from Ref. [113]). . . . . . . . . . . . . . . . . . 101
3.20 (a) Variation of the binding energies Eb of single hydrogen atom
adsorbed on a (8,0) zigzag SWNT as a function of the radial de-
formation ǫyy defined in the text. The upper curve corresponds to
H adsorbed on the high curvature site of the deformed tube. The
lower curve is for the adsorption on the low curvature site. (b)
Same as (a) for a single Al atom. (Reproduced from Ref. [113]). . 103
3.21 Optimized structures of SWNT ropes.(a) (6, 0), (b) (7, 0) nan-
otubes are packed by VdW interaction under zero pressure, and
(c) (7, 0) one-dimensional interlinked under pressure. The inter-
linked structure in (c) has lower total energy than VdW packed
structure in (b). Lattice parameters of the ropes, a, b, and c, and
γ angle are shown. (Reproduced from Ref. [154]). . . . . . . . . . 105
3.22 Total energy versus 2D lattice constant of (7, 0) nanotube ropes in
different phases. The top view along the axis of the rope of the
different phases are shown by inset. The zero of energy is set to the
total energy calculated for the optimized structure of VdW packed
rope at zero pressure. (Reproduced from Ref. [154]). . . . . . . . . 106
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3.23 Two-dimensional crystal structure and relevant physical parame-
ters for various high-density phases of carbon nanotubes. (a)2D
interlinked structure of (5, 0) nanotubes. (b) A hexagonal network
of (9, 0) nanotubes, in which (9, 0) tubes are interlinked along a,
b, and [110] directions. (c) A very dense structure of (7, 0) nan-
otubes obtained under 30 GPa. (d) The optimized structure of
(6, 6) armchair tubes under 53 GPa. Nanotubes are distorted in
such a fashion that the local nearest-neighbor structure is reminis-
cent of the graphite. dC−C indicates the smallest distance between
two carbon atoms of nearest-neighbor tubes in the rope. (Repro-
duced from Ref. [154]). . . . . . . . . . . . . . . . . . . . . . . . . 108
4.1 Schematic description of the physisorption sites of O2 molecule
on the (8, 0) SWNT. Geometrical data and binding energies corre-
sponding to these sites are given in Table 4.1. The GGA optimized
distance from one O atom of the molecule to the nearest C atom
of SWNT is denoted by dC−O. Es is the GGA chemical bonding
energy for spin-polarized triplet state. Eb is the binding energy
including the van der Waals interaction. . . . . . . . . . . . . . . 114
4.2 Schematic description of the various adsorption sites of atomic O
on the (8, 0) SWNT. Some relevant geometrical data and GGA
chemical bond (chemisorption) energies, corresponding to these
sites are also given. Es: chemisorption energy; dC−O: length of
the C–O bond; dC−C : length of the C–C bond under adsorbed O
atom. Es is obtained from the spin-unpolarized calculations of the
total energies in Eq. 4.1. . . . . . . . . . . . . . . . . . . . . . . . 120
4.3 Charge density contour plots on a plane containing O atom and
nearest C–C bond in the case of a-site chemisorption (a) and z-
site chemisorption (b). These chemisorption sites and their atomic
configuration are described as insets. . . . . . . . . . . . . . . . . 123
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4.4 (a) Spin unpolarized energy bands of the (8, 0) bare s-SWNT; (b)
spin polarized (dashed lines) and spin unpolarized (solid lines) en-
ergy bands of the linear O2 chain with the same lattice parameter
c; (c) spin unpolarized energy bands of the O2 physisorbed on the
(8, 0) tube with Oppπ∗ state pinning the Fermi level. (d) Spin-
polarized bands corresponding to (c). Zero of energy is taken at
the Fermi level shown by dash-dotted line. Up-spin and down-spin
bands are indicated by corresponding arrows. Here csc = c. . . . . 124
4.5 Spin unpolarized and spin polarized bands of O2 physisorbed on
different sites of (8, 0). calculations are performed by using dou-
ble cells. The adsorption sites are shown by insets. (a) Spin-
unpolarized and (e) triplet state bands for A-site physisorption.
The total density of states with thin and dashed lines, and par-
tial density of states of adsorbed O2 with thick lines are presented
in panel (e). The zero of energy is taken at the Fermi level in-
dicated by dash-dotted lines. (b) spin-unpolarized and (f) triplet
state bands for H-site. (c) and (g) are same for T-site; (d) and
(h) for Z-site. For the triplet state in left panels, the spin-up and
spin-down bands are shown by dashed and thin lines . . . . . . . 126
4.6 (a) Spin polarized electronic energy band structure of the zigzag
chain of O2 adsorbed above the adjacent axial C-C bonds along
the axis of a (8, 0) s-SWNT as shown by inset. Solid and dashed
lines are the spin-down and spin-up bands. The zero of energy
is taken at the Fermi level EF indicated by dash-dotted line. (b)
Corresponding total density of states of s-SWNT+O2 and par-
tial density of states on the oxygen atoms are shown by solid and
dashed lines. (c) Band structure of the row of O2 physisorbed at
T-sites as shown by inset. (d) Same as (b). . . . . . . . . . . . . . 129
4.7 Energy band structures of O2 physisorbed on the (6,6) armchair
SWNT. (a) B-site, (b) H-site. Spin-up and spin-down bands are
shown by broken and continuous lines. . . . . . . . . . . . . . . . 130
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o and Eog corresponds to the stable physisorption state
with do = 2.89 A˚ at the A-site. (b) The total energies of the sin-
glet bound states found at small d at Z-site (square) and at the
A-site (diamond). The total energy of the triplet ground state cor-
responding to the physisorption state for the Z- and A- sites at
d ∼ 2.9A˚ are shown by continuous and broken lines. . . . . . . . . 131
4.9 Variation of the total energy, ET ; force acting on the O2 molecule,
F⊥; bond distance of O2, dO−O; and magnetic moment, µ with O2-
(6,6) SWNT distance d for O2 adsorbed on the H-site of the (6,6)
SWNT. Calculations have been performed in the double-cell. . . . 133
5.1 A schematic description of different binding sites of individual
atoms adsorbed on a zigzag (8,0) tube. H: hollow; A: axial; Z:
zigzag; T: top; S: substitution sites. . . . . . . . . . . . . . . . . . 137
5.2 Variation of the calculated spin-unpolarized Eub and spin-polarized
Epb binding energy of transition metal atoms with respect to the
number of d-electrons Nd. The bulk cohesive energy Ec and the
bulk modulus B from Ref. [75] is included for the comparison of
the trends. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.3 Energy band structures and total density of states (TDOS) of bare
tubes with fully relaxed atomic structure. (a) Electronic structure
of the semiconducting (8,0) zigzag SWNT calculated for the dou-
ble primitive unit cells consisting of 64 C atoms. (b) same for the
metallic (6,6) armchair SWNT calculated for the quadruple prim-
itive unit cells including 96 C atoms. Zero of energy is set at the
Fermi level EF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
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5.4 Energy band structures and total density of states (TDOS) of sin-
gle Au, Mn, Mo, and Ti adsorbed on a zigzag (8,0) tube. Zero
of energy is set at the Fermi level. Bands and state density of
spin-up and spin-down states are shown by dotted and continuous
lines, respectively. Mn, Mo, Ti are adsorbed at the H-site; and Au
is adsorbed at the T-site. . . . . . . . . . . . . . . . . . . . . . . . 145
6.1 (a) Fully optimized atomic structure of Ti covered (8,0) SWNT.
(b) The cross section with different types of C atoms (identified
as C1, C2, and C3) and adsorbed Ti atoms (Ti1, Ti2 and Ti3).
Dark-small and light-large circles indicate C and Ti atoms, respec-
tively. (c) Histograms show the variation of bond-lengths of differ-
ent carbon-carbon (dC−C), carbon-Ti (dC−T i) and Ti-Ti (dT i−T i)
bonds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.2 (a) Electronic energy band structure of a Ti covered (8,0) SWNT.
(b) The total density of states (TDOS). TDOS of bare (8,0) tube
is shown by dashed lines. Zero of energy is taken at the Fermi level.151
6.3 Calculated state densities.(a) Local density of states (LDOS) on
C1, C2, C3 atoms of carbon nanotube which has the same atomic
configuration and square-like cross section as the carbon nanotube
covered by Ti as shown in Fig. 6.1. See inset. (b) LDOS on the
carbon atoms of the Ti covered SWNT (i.e. C1+C2+C3). (c)
LDOS calculated on the Ti atoms of the Ti covered SWNT (i.e.
Ti1+Ti2+Ti3). Partial density of states of s-, p-, and d-orbitals
are also shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.4 Fully optimized atomic structures of Ti, Co, Cr, Fe, Mo covered
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6.5 Optimized atomic structures of Ti covered: (a) (8,0) SWNT
(C32Ti16); (b) (9,0) SWNT (C36Ti18); (c) (6,6) SWNT (C24Ti12). 158
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6.6 Optimized atomic structure of (8,0) and (9,0) zigzag, and (6,6)
armchair SWNT which are uniform covered with Ti. Correspond-
ing density of states for spin-up and spin-down electrons are shown.159
6.7 (a) Fully optimized atomic structure and square-like cross section
of Ti coated (8,0) zigzag SWNT including 16 Ti atoms per unit
cell (C32Ti16). Ti and C atoms are indicated by large-light and
small-dark circles. (b) Spin-polarized band structure of C32Ti16 at
ǫzz = 0 with the Fermi level set to zero of energy. Majority spin,
En(k ↑) and minority spin, En(k ↓) bands are shown by continuous
and dotted lines, respectively. Spin polarized density of states
for majority D↑(E) and minority D↓(E) spin states. (d) Fully
optimized atomic structure of Ti covered (8,0) SWNT including
four additional Ti atoms adsorbed at the corners of the square-like
tube (i.e. C32Ti24). (e) and (d) show corresponding spin-polarized
band structure and DOS, respectively. Nearest Ti atoms to the
four additional adsorbed Ti atoms are indicated by nnTi. . . . . . 161
6.8 Top Inset: side view of the Ti covered (8,0) SWNT (i.e. C32Ti16)
strained along its axis. ǫzz > 0 corresponds to the stretched struc-
ture with c > c0. (a) Variation of the magnetic moment µ per unit
cell of C32Ti16 as a function of the lattice parameter c or strain.
(b) Calculated axial stress in the system as a function of c. (c)
Variation of the total energy E with c. The minimum of E oc-
curs at c0 = 4.17 A˚. Insets in (c) show the distribution of Ti-Ti
bond-lengths corresponding to c0 = 4.17 A˚ and c = 4.34 A˚. . . . . 163
6.9 Calculated spin-polarized band structure of C32Ti16 under ǫzz =
0.04 at c = 4.34 A˚. En(k ↑) and En(k ↓) are shown by continuous
and dotted lines, respectively. Corresponding densities of majority
and minority spin states are shown in the panel on the right hand
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6.10 Densities of majority and minority spin states of C32Ti showing
curvature effect on P (E). (a) Density of spin states for a single Ti
atom adsorbed on a bare (8,0) SWNT. (b) Density of states for a
single Ti atom adsorbed on the high curvature site of (8,0) SWNT
under radial deformation ǫyy = 0.3, which transforms the circular
cross section to an elliptical one as shown by insets. . . . . . . . 166
7.1 (a) Supercell used to simulate a junction of two crossed tubes.
Fp(D) is the contact force generated due to a fixed distance
D < DV dW , and s(D) is optimized spacing between the surfaces of
two SWNTs at the contact. (b) Bridge-Hollow (B-H) atomic reg-
istry between two parallel zigzag SWNT, where the C-C bonds of
top SWNT along its axis face the hexagon of the bottom SWNT.
(c) Same as (b) for the crossbar structure. (d) Hexagon-Hexagon
(H-H) atomic registry for the crossbar structure. The lattice pa-
rameter of the bare (8,0) tube is cSWNT = 4.25 A˚. . . . . . . . . . 174
7.2 Relaxed atomic structures of two crossed (8, 0) SWNTs with dif-
ferent atomic registries (H-H and B-H). B-H junction has been
studied for five different spacing values of s(D) labelled by B-H1,
B-H2, B-H3, B-H4, and B-H5. . . . . . . . . . . . . . . . . . . . . 175
7.3 (a) Variation of relaxed spacing s, between two crossed nanotubes
and (b) its energy (shown by diamonds) and contact force Fp
(shown by triangles) as a function of D. The stress per super-
cell and atomic configuration of the junction are shown by insets.
In (a) filled circles, light diamond and triangle indicate B-H, H-H
registries and B-H registry including single vacancy, respectively.
In (b) diamonds and triangles are joined by lines as a guide to the
eye; but the detailed structure of possible local minima are omitted.176
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7.4 Contour plots of total charge density ρT and SCF electronic po-
tential Ve of B-H2 and B-H3 junctions. In the right panels the
potential energy in the white regions is higher than the Fermi en-
ergy, ie. ΦB > 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
7.5 Relaxed atomic structure, total charge density ρT and SCF-
electronic potential Ve of junction of crossed SWNTs. Left panels:
B-H5 contact; right panels: B-H5 type contact including a single
carbon vacancy. (a) and (b) are charge density contour plots on
a lateral plane bisecting the spacing s between tubes. (c) and (d)
are the same for electronic potential energy. While Ve > EF at the
contact and hence ΦB > 0 in (c), the potential barrier is collapsed
and an orifice is formed between two tubes through the contact in
(d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
7.6 Relaxed atomic structure of the junctions between two parallel
tubes under different contact force or D. (a) Large D and hence
weak deformation. (b) Small D hence strong deformation. (c)
Relaxed junction after the contact force in (b) is released. Parallel
tubes have B-H registry. . . . . . . . . . . . . . . . . . . . . . . . 182
7.7 Relaxed atomic structure of a junction B-H2 after the contact
forces Fp are released. . . . . . . . . . . . . . . . . . . . . . . . . . 183
7.8 Energy band structure along the z-axis shown by inset, and relaxed
atomic structure of the corresponding 3D grid of the (8, 0) zigzag
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7.9 An atomistic model which describes the electronic transport
through the junction. L and R are reservoirs where finite tubes
forming the junction are coupled to. . . . . . . . . . . . . . . . . . 186
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7.10 Calculated conductance G versus energy E for various junctions.
(a) Distribution ordering of interatomic distances in the B-H2 junc-
tion i.e. Rij versus number index of sorted distances. Dashed line
at 1.75 A˚ and 2.91 A˚ correspond to the domains of tight-binding
parametrization; (b) B-B junction of two parallel tubes connected
by a carbon atom; (c) B-H2 junction of crossed tubes. (d) B-H2
junction relaxed after contact forces are released; (e) B-H3 junc-
tion; (f) B-H4 junction; (g) Junction having H-H registry; (h) B-H6
junction which is B-H5 including a single vacancy. In all plots cou-
pling parameter is fixed at γ = 0.5. Zero of energy is set at the
Fermi level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
7.11 (a) LDOS at different Au and C atoms of the (8,0) zigzag SWNT
side bonded to the Au(100) surface. The location of atoms are
described by inset. The zero of energy is taken at the Fermi energy
EF . State densities shown by empty circle and filled diamonds
correspond to 6 neighboring carbon atoms. Other densities are for
single atoms. (b) Contour plots of the SCF electronic potential,
Ve(r), on a vertical plane. (c) Same as in (b) on a horizontal plane
bisecting s. In the dark gray regions Ve(r) > EF . (d), (e) and (f)
correspond to the radially deformed (8,0) SWNT pressed between
two 3-layer Au(100) slabs with b/a = 0.47 as shown by inset. State
densities shown by empty circles in (d) correspond to 6 neighboring
carbon atoms. Other densities are for single atoms. (g) Variation
of Ve(z) on a perpendicular line passing through the center of SWNT.193
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7.12 (a) LDOS at different Mo and C atoms of the (8,0) zigzag SWNT
side bonded to the Mo(110) surface. The location of atoms are
described by inset. The zero of energy is taken at the EF . State
densities shown by empty circles and filled diamond correspond
to 8 neighboring carbon atoms, Others are for single atoms. (b)
Contour plots of the total SCF charge density on a vertical plane.
(c) Difference charge density showing the charge depleted (white)
regions and charge accumulate (black) regions. (d) LDOS corre-
sponding to the (8,0) SWNT radially deformed between two 3-layer
Mo(110) slabs with b/a = 0.56 as shown by the inset. State densi-
ties shown by empty circles correspond to 10 neighboring carbon
atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
8.1 Variation of chemical interaction energy EC between SWNT and
H2 molecule as a function of distance d between them. Two cases,
namely adsorption to bare and radially deformed SWNT are shown
by dashed and continuous lines, respectively. In calculating both
curves, atomic structures corresponding to d→∞ have been used
without relaxation. Dash-dotted line indicate zero of chemical in-
teraction energy. Optimized distance for two cases are indicated
by arrows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
8.2 Atomic configuration, energy band structure and LDOS calculated
for the coadsorption of H2 molecule and single Li atom. Two cases
correspond to Li atom chemisorbed on the external and internal
surface of the (8,0) zigzag SWNT. Zero of energy is set at the
Fermi level, EF . LDOS calculated at Li and H2 are shown by
continuous and dotted lines, respectively. Metallized SWNT bands
are indicated by arrows. . . . . . . . . . . . . . . . . . . . . . . . 203
8.3 (a) Atomic configurations for single, double and triple Pt atoms
adsorbed on the (8,0) SWNT. Average binding energy of adsorbed
Pt atoms Eb and bond distances are indicated. . . . . . . . . . . . 206
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8.4 Optimized binding configuration of H2 molecules adsorbed to a free
Pt atom. (a) Dissociative adsorption of a single H2 molecule. (b)
The first H2 is dissociatively, second H2 molecularly adsorbed. (c)
Two H2 are molecularly adsorbed. (d) Two H2 are molecularly, one
H2 dissociatively adsorbed (e) Four different configurations related
with the adsorption of two H2 to the same free Pt atom. Binding
energy of the nth H2 molecule adsorbed to Pt atom, E
(n)
b ; average
binding energy per H2, Eb, total energy with respect to constituent
atoms ET and bond distances are indicated. . . . . . . . . . . . . 207
8.5 Optimized geometry for a single H2 molecule adsorbed to a single
Pt atom. (a) Pt atom is adsorbed near the H-site of (8,0) SWNT
(side and top view) (b) Pt at the A-site (bridge position) of (8,0)
SWNT (side and top view) (c) Pt atom is adsorbed near the H-site
of the graphite surface (d) Pt atom at the A-site of graphite. ET is
the total energy relative to the constituent free C, Pt and H atoms. 209
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Chapter 1
Introduction
Miniaturization is the act of making things on a greatly reduced scale. Nan-
otechnology is a giant step toward miniaturization. The smaller the wires and
switches on silicon chips that run everything from toys to supercomputers, the
more efficient and less expensive these things become. Since 1960s the number
of switches and other elements on a finger-nail size chip has doubled every 18
months from dozens to tens of millions. The new field of science, nanotechnology,
can now provide wires with diameters a scant few hundreds of millionths of an
inch in diameter, a hundred or so atoms across. Why these state of the art wires
are so important for nanoelectronics?
Scientists had in fact been looking for many years for a suitable molecule to use
as a miniscule electrical wire. In a bottom-up strategy proposed to design ultra-
small electronic circuits, individual atoms and molecules could be building blocks
for the construction of devices. However, the fabrication of a single molecule de-
vice proved to be experimentally challenging because of the difficulty to achieve
electrical contacts to molecules. In 1991, reported observation about this kind of
molecules, ”Carbon Nanotubes”, was done by Iijima[1]. In his first observation
he found multi-wall nanotubes (Figure 1.1). It took, however, less than two years
before single-wall carbon nanotubes (SWNTs) were discovered experimentally by
also Iijima[2] at the NEC Research Laboratory in Japan and by Bethune[3] at
the IBM Almaden Laboratory in California. These experimental discoveries and
1
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Figure 1.1: The observation by TEM of multi-wall coaxial nanotubes with various
inner and outer diameters, di and d0, and numbers of cylindrical shells N reported
by Iijima in 1991: (a) N = 5, d0 = 67A˚; (b) N = 2, d0 = 55A˚; and (c) N = 7,
di = 23A˚, d0 = 65A˚. (Reproduced from Ref. [1])
the theoretical work, which predicted many remarkable properties of carbon nan-
otubes, launched this field and propelled it forward. The field has been advancing
at a rapid pace ever since leading many interesting discoveries. Carbon nanotubes
were soon recognized as ideal candidates for nanotechnology. They are robust,
flexible and long enough to connect two microfabricated devices[4, 5]. Above all,
they can be well-conducting. It took a few years however, until 1995, before it
became possible to produce clean carbon nanotubes consisting of only one shell
in large, practical quantities[6].
Carbon nanotubes are unique nanostructures (Figure 1.2)with remarkable
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(a)
(b)
Figure 1.2: Images of carbon nanotubes, taken by a transmission electron mi-
croscope (TEM) (reproduced from Ref. [6]). (a) An entangled web of nanotube
ropes. The scale bar is 100 nm. (b) A cross section of a rope with many paral-
lel nanotubes, packed in an ordered lattice. Each circle within the rope, with a
diameter of about 1.4 nm, is a nanotube. The scale bar is 10 nm.
electronic and mechanical properties[4, 5], so stemming from the close relation
between carbon nanotubes and graphite, and some from their one-dimensional
aspects. Initially, carbon nanotubes aroused great interest in the research
community because of their exotic electronic structure. As other intriguing
properties have been discovered, such as their remarkable electronic transport
properties[7, 8, 9, 10, 11, 12, 13, 14], their unique Raman spectra[5] (figure 1.3),
and their unusual mechanical properties, interest has grown in their potential use
in nanometer-sized electronics and in a variety of other applications.
Carbon nanotubes can be semiconducting or metallic which depends on two
parameters, the diameter and the chiral winding of the carbon network along the
tube shell. Although this prediction was already made in 1992, it was confirmed
experimentally only six years later by scanning tunnelling microscopy (STM)
measurements[11, 15]. STM proved to be a useful technique to study nanotubes
since it has the power to reveal both the atomic and electronic structure. It is
possible to obtain beautiful images of atomically resolved nanotubes from which
their chiralities can be obtained. An example is shown for example in Figure 1.4
together with a theoretical model of a nanotube with a comparable chirality. The
tip of an STM can also be used as a spectroscopic probe by keeping the tip fixed
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Figure 1.3: Image of the integral intensity of all Raman lines: Carbon nanotubes
assembled in rows with corresponding Raman spectra Scan range: 100 × 100
µm.(Samples were obtained from Prof. Tsukruk, Iowa State University,USA)
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(a)
(b)
Figure 1.4: An atomically resolved STM image of a chiral carbon nanotube (a)
compared to a theoretical model of a nanotube with a similar chirality (b) The
diameter of the tube is 1.2 nm.(Reproduced from [11, 15])
above the sample and measure the tunnel current as a function of the bias voltage.
By taking current-voltage spectra on a large number of nanotubes with various
chiralities, two classes of nanotubes could be identified[16] (Figure 1.5). The
STM spectra for these two classes corresponded remarkably well to the predicted
electronic density of states (DOS) for the metallic and the semiconducting type,
respectively. Due to the quantization of available energy modes in the circumfer-
ential direction the DOS for nanotubes does not consist of one smooth band but
it splits up into several subbands with sharp singularities at the onsets. These
subbands represent separate one-dimensional channels for conduction along the
nanotube [16]. The subbands and their sharp onsets were indeed observed in the
tunnelling DOS that was obtained from the STM spectroscopy measurements[16].
Both the semiconducting and metallic types of nanotubes may be of use for
nanoscale electronic devices (Figure 1.6(a,b,c)). Junctions between two differ-
ent nanotubes that have a different electronic character are interesting as well.
Theoretical calculations have shown that two nanotubes with different chirality
and similar diameter can connect to each other when defect pairs of five- and
seven-rings of carbon are present in the hexagonal carbon lattice [18]. The con-
nections appear as sharp kinks (Figure 1.6d) which have been also observed in
real nanotube material. Figure 1.6e shows for example a sharply kinked nanotube
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Figure 1.5: STM images and tunnel spectra for two different carbon nanotubes.
The 0.5-nm bar indicates the scale for all four images in (a) and (b). (a) Atomi-
cally resolved STM images of two nanotubes 1 and 2. (b) Two calculated images
based on the (n,m) indices that are found for the nanotubes shown in (a). (b)
Normalized dI/dV spectra for these nanotubes. Nanotube 1 appears to be semi-
conducting whereas nanotube 2 is metallic. Band edge separations ∆Esub are
indicated for both curves. (Reproduced from Ref. [16])
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(a) (b)
(c) (d) (e)
Figure 1.6: A nanotube as a molecular electronic wire on two microfabricated
electrodes. By applying a bias voltage over the electrodes, a current can be
measured through the molecule. (a)-(b) show nanotube device. Pt electrodes
used in this device. The electrode in the upper-left corner acts as a gate and can
modulate the conductance of the nanotube by applying an electric field. The scale
bar is 50 nm. (c) Artistic figure of nanotube device used for transistor action.
(c) Nanotube kinks. A theoretical model for a junction between two nanotubes
with different chirality and similar diameter. Such a junction is possible when
defect pairs of pentagons and heptagons are present in the hexagonal lattice. In
this model the five-and seven-ring are opposite to each other in the kink. (b)
A nanotube that contains a kink lying across electrodes. Such a sample layout
allows to measure the electronic transport across a nanotube kink. The scale bar
is 200 nm. (Reproduced from Ref. [17])
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lying across electrodes. Recent electronic transport measurements on this type
of sample indicate that these kinks can indeed be semiconductor-metal junctions
[19]. The mechanical properties of carbon nanotubes are also of large interest
to scientists. Nanotubes have extremely high Young modulus. When they are
strongly bent, they do not break but buckle. When the bending strain is released,
nanotubes come back to its original position.
1.0.1 Historical Introduction
Very small diameter (less then 10 nm) carbon filaments were prepared in the
1970’s and 1980’s through the synthesis of vapor grown carbon fibers by the de-
composition of hydrocarbons at high temperatures in the presence of transition
metal catalyst particles of < 10 nm diameter. However, no detailed systematic
studies of such very thin filaments were reported in these early years. It was the
Iijima’s observation of the multiwall carbon nanotubes in Fig. 1.1 in 1991 that
heralded the entry of many scientists into the field of carbon nanotubes, stimu-
lated at first by the remarkable 1D quantum effects predicted for their electronic
properties, and subsequently by the promise that the remarkable structure and
properties of carbon nanotubes might give rise to some unique applications. The
most striking of these theoretical developments was the prediction that carbon
nanotubes could be either semiconducting or metallic depending on their geomet-
rical characteristics, namely their diameter and the orientation of their hexagons
with respect to the nanotube axis. Though predicted in 1992, it was not until
1998 that these predictions regarding their remarkable electronic properties were
corroborated experimentally.
A major breakthrough occurred in 1996 when Smalley[6] and coworkers at
Rice university successfully synthesized bundles of aligned single wall carbon nan-
otubes, with a small diameter distribution, thereby making it possible to carry
out many sensitive experiments relevant to 1D quantum physics, which could
not previously be undertaken. Of course, actual carbon nanotubes have finite
length, contain defects, and interact with other nanotubes or with the substrate
and these factors often complicate their behavior.
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In 1997, Dekker[21] and his coworkers made first step to use nanotubes as a
nanodevices. They made electrical contacts to carbon nanotubes so that a large
array of electrodes have been fabricated with conventional electron beam lithogra-
phy, metal-evaporation and lift-off. They investigated the quantum conductance
of SWNT. Also in this year carbon nanotubes dealt with as a hydrogen storage de-
vice. Bethune et al.[22] proposed that SWNT can be used as a potential hydrogen
storage. In 1998, aligned SWNT synthesized by using chemical vapor deposition
technique[23]. At that year nanotube peapods synthesized[24]. In 2000, unusual
high thermal conductivity observed in nanotubes[25]. The thermal conductiv-
ity of both SWNTs and MWNTs should reflect the on-tube phonon structure,
regardless of tube-tube coupling. Measurements of the thermal conductivity of
bulk samples show graphite-like behavior for MWNTs but quite different behav-
ior for SWNTs, specifically a linear temperature dependence at low T which is
consistent with one-dimensional phonons.
In 2001, integration of SWNT for logic circuits achieved[26]. Nanotubes cir-
cuits using electrical breakdown obtained by Collins et al.[26] At that time su-
perconductivity observed in nanotubes[27].
1.1 Functionalization of carbon nanotubes
With their remarkable physical, electronic, and chemical properties, they are
potential materials for their use in various applications ranging from reinforced
fibers and nanocomposites to field-emission devices to capability of hydrogen
storage. However, many of these applications require modifications to the pris-
tine nanotube to render it functionally active for the various applications. The
central problem in carbon nanotube functionalization remains a method of mod-
ifying while preserving the strength and conductivity of nanotubes. This process
is usually named functionalization, and carries great potential in tailoring new
nanostructures for engineering them according to a desired application. Func-
tionalization can be handled with different cases. For example, side-wall func-
tionalization, which occurs with interaction of nanotubes with different chemical
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molecules. With this case we investigate the change of electronic properties with
the circumference of wide spectrum of molecules or atoms. There are many rea-
sons why one would want to form chemical attachments to the walls or ends
of carbon nanotubes; these chemical bonds might be used to tailor the interac-
tion of the nanotube with other entities, such as solvent, a polymer matrix, or
other nanotubes. The challenge is to find a way to make carbon nanotubes re-
producible, reliable and chemically active. Mechanical functionalization, which
happens with mechanical deformation or other external physical effects applied
to nanotube. With this external condition, it is possible to change the whole
electronic structure of carbon nanotubes. Organic functionalization becomes an
interesting application for biologists; many of the efforts in functionalization have
so far been directed towards solubilization of nanotubes and nanotube bundles.
We followed a logical order that starts from fundamental aspects and ends
with technological applications. We first established a background concerning
the atomic and electronic structure of various SWNTs. We then examined vari-
ous methods which are used to modify the properties of SWNTs to generate new
nanostructures. We describe comprehensive study of functionalization through
this thesis. The organization of the thesis is as follows. In Chapter II, we discuss
the physics behind the theoretical calculations. Generally, in our calculations
we use ab-initio first principles pseudopotential plane wave method within Den-
sity Functional Theory (DFT). Extensive information about DFT and the
approximations used in theoretical calculations are also described in this chapter.
Chapter III is devoted to the description of physical properties of carbon nan-
otubes. Chapter IV includes the chemical relation between atomic or molecular
oxygen with carbon nanotube. Chapter V treats the individual adsorption of 24
different atoms (ranging from alkali and simple metal atoms to group IV atoms
and most transition metal atoms), where their binding structures and binding
energies, and the effect of their adsorption on the electronic structure, have been
investigated. Since the ground state for most of the transition metal atoms ad-
sorbed on the surface of SWNTs is magnetic, and hence has net spin, this section
is important for the magnetic properties of functionalized nanotubes. Physical
properties of full-metal covered of carbon nanotubes are treated in Chapter VI.
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We discovered new interesting materials with the full-coverage of nanotubes with
transition metal atoms. We also searched new materials for spintronic applica-
tions with the metal-coverage. Contact problem is in range of our thesis studies.
Searching a good material and surface which can be candidate of contact with
carbon nanotubes is also important research subject. This comes from impor-
tance of contact properties in the nanoscopic electronic devices. Enabling low
resistance ohmic contacts to nanotubes are critical to elucidating their intrinsic
electrical properties and obtaining functional electronic devices with useful char-
acteristics. In nanoelectronics, people aimed at connecting two or more carbon
nanotubes in device applications. We treat contact properties of two physically
interacting nanotubes in Chapter VII. Physics of crossing nanotubes defines so
that here we handled crossing nanotubes, nanotube grid and so on. In this chap-
ter we also investigate transport properties of these structures. We will indicate
the importance of contact region by looking transport properties of crossed tubes.





In this chapter, the theoretical approaches and approximations used in standard
first principles calculations, in particular of Density Functional Theory (DFT),
will be described. Here, I will present most essential features of the DFT for the
sake of completeness. The details of the theory can be obtained from the review
article by Kohanoff et.al.[28].
2.1 The problem of structure of matter
Here we handle a collection of interacting atoms, which may also affected by some
external field. This ensemble of particles may be in the gas phase (molecules and
clusters), or in a condensed phase (solids, surfaces, wires). However, in all cases we
can describe the system by a number of nuclei and electrons interacting through
Coulombic (electrostatic) forces. Formally, we can write the Hamiltonian of such
a system in the following general form:
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|RI − ri| (2.1)
where R = RI , I = 1...P , is a set of P nuclear coordinates, and r = ri,
i = 1...N , is a sets of N electronic coordinates. Zi and MI are the P nuclear
charges and masses, respectively. All the ingredients are perfectly known and, in
principle, all the properties can be derived by solving the many body Schro¨dinger
equation:
HˆΨi(r,R) = EiΨi(r,R) (2.2)
In practice, this problem is almost impossible to treat in a full quantum me-
chanical framework. Only in a few cases a complete analytic solution is available,
and numerical solutions are also limited to a very small number of particles. The
problem is the full Schro¨dinger equation cannot be easily decoupled into a set of
independent equations so that, in general, we have to deal with (3P+3N) coupled
degrees of freedom. The usual choice is to solve this problem is to resort to some
sensible approximations. The large majority of the calculations presented in the
literature are based on: (1) the adiabatic separation of nuclear and electronic
degrees of freedom (adiabatic approximation), and (2) the classical treatment of
nuclei.
2.2 Born-Oppenheimer Approximation
The possibility of treating separately the electrons and the ions of a real system,
ab-initio calculations generally rely on, is the result of the adiabatic approxima-
tion of Born and Oppenheimer [29] which is a consequence of the large mass
difference between the two families of particles. In other words, being much
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lighter than the ions, the electrons can move in a solid much faster than the nu-
clei and the electronic configuration can be considered as completely relaxed in its
ground state at each position the ions assume during their motion. This means
that while studying the electronic degrees of freedom the ions can be considered
at rest; thus the total wavefunction of the system can (approximately) be written
as the product of a function describing the ions and another for the electrons
depending only parametrically upon the ionic positions:
Ψ(R,r) = Φ(R)ψR(r) (2.3)
where R = RI is the set of all the nuclear coordinates, and r = ri is the same
quantity for all the electrons in the system (though not explicitly indicated, the
many particle wavefunction ψR(r) also depends on the electronic spin degrees of
freedom). Within this approximation, the ionic wavefunction Φ(R) is the solution










Φ(R) = εΦ(R) (2.4)
where MI is the mass of the I
th nucleus and E(R) is the so called Born-
Oppenheimer potential energy surface corresponding to the ground state energy
of the electronic system when the nuclei are fixed in the configuration R. More
generally electronically excited potential energy surfaces can be defined which
are important when electronic transitions driven by ionic motion, through the
non adiabatic coupling terms (electron-phonon interaction), are considered. The




























ψαR(r) = Eα(R)ψαR(r) (2.5)
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where ZI is the charge of the I
th nucleus, −e and m are the electronic charge
and mass, and α is an index for the electronic state.
The equations describing the electronic and the ionic problems are obtained
from the equation for the total system assuming the wavefunction factorization
of eq. 2.3 and neglecting the non adiabatic terms which come from the kinetic
energy operator for the nuclei acting on the electronic wavefunction ψR(r). This
is expected to be a good approximation for most real materials since the neglected
terms are of the order of the ratio me/M between the (effective) electronic mass
and the ionic one. The separation among electronic and ionic degrees of free-
dom is a very useful simplification of the problem and allows to treat the ions
within a classical formalism as generally done in molecular dynamics calcula-
tions. However the electronic problem is a quantum many body problem; the
total wavefunction of the system depends on the coordinates of all the electrons
and cannot be decoupled in single particle contributions because of their mutual
interaction, so that the problem is still far too complicated to be solved exactly
in practical computations. Owing to this difficulty, further developments are re-
quired to perform ab-initio calculations for real materials. Density Functional
Theory provides a framework for these developments.
2.3 Density Functional Theory
DFT is a general approach to the ab-initio description of quantum many-body
systems, in which the original many-body problem is taken as single-particle
problem. For the most simple case of (nondegenerate) stationary problems, DFT
is based on the fact that any ground state observable is uniquely determined by
the corresponding ground state density n, i.e. can be understood as a functional
of n. This statement applies in particular to the ground state energy, which
allows to represent the effects of the particle-particle interaction in an indirect
form via a density-dependent single-particle potential. In addition to the Hartree
(direct) contribution this potential contains an exchange-correlation (xc) com-
ponent, which is obtained from the so called xc-energy functional. The exact
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density functional representation of this crucial quantity of DFT is not known,
the derivation of suitable approximations being the major task in DFT.
The total ground state energy of an inhomogeneous system composed by N
interacting electrons is given by:
E = < Φ|Tˆ + Vˆ + Uˆee|Φ >
= < Φ|Tˆ |Φ > + < Φ|Vˆ |Φ > + < Φ|Uˆee|Φ > (2.6)
where |Φ > is the N -electron ground state wavefunction, which has neither
the form given by the Hartree approximation nor the Hartree-Fock form. In fact,
this wave function has to include correlations amongst electrons, and its general
form is unknown. Tˆ is kinetic energy, Vˆ is the interaction with external fields,
and Uˆee is the electron-electron interaction. We are going to concentrate now on
this latter, which is the one that introduces many-body effects.

























< Φ|Ψ†σ(r)Ψ†σ′(r′)Ψσ′(r′)Ψσ(r)|Φ > (2.8)
the two-body density matrix expressed in real space, being Ψ and Ψ† the an-
nihilation and creation operators for electrons, which obey the anticommutation
relations {Ψσ(r),Ψ†σ′(r′)} = δσ,σ′δ(r − r′). We define now the two-body direct





ρ(r, r)ρ(r′, r′)g(r, r′) (2.9)
where ρ(r, r′) is the one body density matrix (in real space), whose diagonal
elements ρ(r) = ρ(r, r) correspond to the electronic density. The one-body density
matrix is defined
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|r− r′| [g(r, r
′)− 1]drdr′ (2.12)
The first term is the classical electrostatic interaction energy corresponding
to a charge distribution ρ(r). The second term includes correlation effects of
both, classical and quantum origin. Basically, g(r, r′) takes into account the
fact that the presence of an electron at r discourages a second electron to be
located at a position r′ very close to r because of the Coulomb repulsion. In
other words, it says that the probability of finding two electrons in proximity
(two particles with charges of the same sign, in the general case) is reduced with
respect to the probability of finding them at infinite distance. This is true already
at the classical level, and it is further modified at the quantum level. Exchange
further diminishes this probability in the case of electrons having the same spin
projection, due to the Pauli exclusion.
To understand the effect of exchange, let us imagine that we stand on an
electron with spin ↑, and we look at the density of the other (N − 1) electrons.
Pauli principle forbids the presence of electrons with spin ↑ at the origin, but it





, for r→ r′ (2.13)
In Hartree-Fock theory we can rewrite the electron-electron interaction as



















meaning that the exact expression for the exchange depletion (also called




σ |ρHFσ (r, r′)|2
ρHF (r)ρHF (r′)
(2.15)
The density and density matrix are calculated from HF ground state Slater
determinant.
The calculation of the correlation hole −gC(r, r′)− is a major problem in many
body theory and, up to the present, it is an open problem in the general case
of an inhomogeneous electron gas. The exact solution for the homogeneous elec-
tron gas is known numerically[30], and also in a number of different analytical
approximations. There are several approximations that go beyond the homoge-
neous limit by including slowly varying densities through its spatial gradients
(gradient corrections), and also expressions for the exchange correlation energy
that aims at taking into account very weak, nonlocal interactions of the Van der
Waals type[31] (dispersion interactions). The energy of the many-body electronic
system can, then, be written in the following way:
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|r− r′| [g(r, r
′)− 1]drdr′ (2.19)
2.3.1 Thomas-Fermi Theory
According to the Thomas-Fermi Theory (1927), the total energy can be con-
structed in terms only of the electronic density[32]. They used the expression for
the kinetic, exchange and correlation energies of the homogeneous electron gas
to construct the same quantities for the inhomogeneous system in the following
way Eα =
∫
εα[ρ(r)]dr, where εα[ρ(r)] is the energy density (corresponding to the
state α), calculated locally for the value of the density at that point in space.
This was the first time that the local density approximation, of LDA was used.



















Then, the kinetic energy is written TTF = Ck
∫
ρ(r)5/3dr, with Ck =
3(3π2)2/3/10 = 2.871 atomic units. The inhomogeneous system is thought of as
locally homogeneous. At variance with the usual approaches in modern density
functional theory, here the LDA is applied also to the kinetic energy. Neglecting
exchange and correlation in expression 2.16 we arrive to Thomas-Fermi theory:
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It can be seen that ETF depends only on the electronic density, it is a
functional of the density. Assuming intuitively some variational principle, one
can search for the density ρ(r) which minimizes ETF [ρ], subjected to the con-
straint that the total integrated charge be equal to the number of electrons:∫











2/3 + v(r) +
∫ ρ(r′)
|r− r′|dr (2.24)
with µ the chemical potential.
Exchange can be straightforwardly added to the expression above by
considering Slater’s expression for the homogeneous electron gas: εX [ρ] =
−CX
∫
ρ4/3(r)dr, with CX = 3(3/π)
1/3/4. Expression 2.24 is modified by the
addition of the term −(4/3)CXρ(r)1/3. This level of approximation is called
Thomas-Fermi-Dirac theory.
Correlation can also be easily added by using any approximation to the
homogeneous electron gas, for instance the one proposed by Wigner: εC [ρ] =
−0.056ρ4/3/[0.079 + ρ1/3].
2.3.2 Hohenberg-Kohn theorem
In 1964, P. Hohenberg and W. Kohn[37] formulated and proved a theorem which
put on solid mathematical grounds the former ideas, which were first proposed
by Thomas and Fermi. The theorem is divided into two parts:
i) The external potential is univocally determined by the electronic density,
except for a trivial additive constant.
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We will suppose the opposite to hold, that the potential is not univocally
determined by the density. Then one would be able to find two potentials v, v′
such that their ground state density ρ is the same. Let Ψ and E0 =< Ψ|Hˆ|Ψ >
be the ground state and ground state energy of Hˆ = Tˆ + Uˆ + Vˆ , and Ψ′ and
E ′0 =< Ψ
′|Hˆ ′|Ψ′ > the ground state and ground state energy of Hˆ ′ = Tˆ ′+ Uˆ ′+ Vˆ ′











Ψ′|Hˆ − Hˆ ′|Ψ′
〉




where, we have also used that different Hamiltonians have necessarily different
ground states Ψ 6= Ψ′. It is straightforward to show since the potential is a
multiplicative operator. Now we can simply reverse the situation of Ψ and Ψ′ (H





















0 + E0, which is
strange. There are no v(r) 6= v′(r) that correspond to the same electronic density
for the ground state.
Since ρ(r) univocally determines v(r), then is also determines the ground state
wave function Ψ.
ii) Let ρ˜(r) be a non-negative density normalized to N . Then: E0 < Ev[ρ˜],
for
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F [ρ˜] =
〈
Ψ[ρ˜]|Tˆ + Uˆ |Ψ[ρ˜]
〉
(2.28)
where Ψ[ρ˜] is the ground state of a potential which has ρ˜ as its ground state
density.
The knowledge of F [ρ] implies that one has solved the full many-body
Schro¨dinger equation. It has to be remarked that F [ρ] is a universal functional
which does not depend explicitly on the external potential. It depends only on the
electronic density. In the Hohenberg-Kohn formulation, F [ρ] =
〈
Ψ
∣∣∣Tˆ + Uˆ ∣∣∣Ψ〉,
where Ψ is the ground state wave function. These two theorems form the basis
of density functional theory, or DFT.
Using DFT one can determine the electronic ground state density and energy
exactly provided that F [ρ] is known. A common misleading statement is that
DFT is a ground state theory, and that the question of excited states cannot be
addressed within it. This is actually an incorrect statement, because the density
determines univocally the potential, and this, in turn, determines univocally the
many-body wavefunctions, ground and excited states, provided that the full many-
body Schro¨dinger equation is solved. For the ground state such a scheme was
devised by Kohn and Sham and will be discussed in the next subsection.
2.3.3 Kohn-Sham Equations
In 1965, W. Kohn and L. Sham[42] proposed the ideas of replacing the kinetic
energy of the interacting electrons with that of an equivalent non-interacting
system, because this latter can be easily calculated. The density matrix ρ(r, r′)
that derives from the (interacting) ground state is the sum of the spin up and
down density matrices, ρ(r, r′) =
∑
s ρs(r, r
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where {ϕi,s(r)} are single-particle spin orbitals, and {ni,s} are the occupations
numbers of these orbitals. In the atomic units (h¯2 = m) the kinetic energy can















In the following we shall assume the equivalent non-interacting system, i.e.
a system of non-interacting fermions whose ground state density coincides with
that of the interacting system, does exist. We shall call this the non-interacting












where the potential vR(r) is such that the ground state density of HˆR equals
ρ, and the ground state energy equals the energy of the interacting system. This
Hamiltonian has no electron-electron interactions and, thus, its eigenstates can





where we have chosen the occupation numbers to be i ≤ Ns(s=1,2), and 0 for
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ϕi,s(r) = εi,sϕi,s(r) (2.35)
Using TR[ρ], the universal density functional can be written in the following
form:





′ + EXC [ρ] (2.36)
where this equation defines the exchange and correlation energy as a functional
of the density.
The fact that TR[ρ] is the kinetic energy of the non-interacting reference sys-
tem implies that the correlation piece of the true kinetic energy has been ignored,
and has to be taken into account somewhere else. In practise this is done by re-
defining the correlation energy functional in such a way as to include kinetic
correlations.
Upon substitution of this expression for F in the total energy functional
Ev[ρ] = F [ρ] +
∫
ρ(r)v(r)dr, the latter is usually is renamed the Kohn-Sham
(KS) functional:







′ + EXC [ρ] (2.37)
In this way we have expressed the density functional in terms of the N =
N↑ +N↓ orbitals (Kohn-Sham orbitals) which minimize the kinetic energy under
the fixed density constraint.
The Kohn-Sham orbitals always satisfy Eqs. 2.35 and the problem is to de-
termine the effective potential vR or veff as it is also known. This can be done
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by minimizing the KS functional over al densities which integrate to N particles.









The functional derivative δTR[ρ]/δρ(r) can be quickly found by considering
the noninteracting Hamiltonian HˆR (2.31). Its ground state energy is E0. We
can construct the functional
EvR [ρ˜] = TR[ρ] +
∫
ρ˜(r)vR(r)dr (2.39)
Then, clearly EvR [ρ˜] ≥ E0 and only for the correct density ρ we will have
EvR [ρ] = E0. Hence the functional derivative of EvR [ρ˜] must vanish for the




where µR is the chemical potential for the non-interacting system.








ϕi,s(r) = εi,sϕi,s(r) (2.41)
where the effective potential vR or veff is given by:
veff (r) = v(r) +
∫ ρ(r′)
|r− r′|dr
′ + µXC [ρ(r)] (2.42)
and the electronic density is constructed with Kohn-Sham orbitals







The exchange-correlation potential µXC [ρ(r)] defined above is simply the func-
tional derivative of the exchange-correlation energy δEXC [ρ]/δρ. Notice the sim-
ilarities between the Kohn-Sham and Hartree equations.
The solution of the Kohn-Sham equations has to be obtained by iterative
procedure, in the same way of Hartree and Hartree-Fock equations. As in these
methods, the total energy cannot be written simply as the sum of the eigenvalues


















We have described a theory that is able to solve the complicated many-body
electronic ground state problem by mapping the many-body Shro¨dinger equation
into a set of N coupled single particle equations. Therefore, given an external
potential, we are in a position to find the electronic density, the energy, and any
desired ground state property (e.g. stress, phonons, etc.). The density of the
non-interacting reference system is equal to that of the true interacting system.
Up to now the theory is exact. We have not introduced any approximation into
the electronic problem. All the ignorance about the many fermion problem has
been displaced to the EC [ρ] term, while the remaining terms in the energy are
well-known.
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2.4 Exchange and correlation
Up to this point no approximation was introduced into the theory, but there
still exists a term (the exchange-correlation energy) in principle, that has a very
complicated expression which is not known explicitly. Some assumptions are thus
needed in the definition of EXC to convert the DFT to a practical tool for ab-initio
calculations.
If the exact expression for the kinetic energy including correlation effects,
T [ρ] = 〈Ψ[ρ] |T |Ψ[ρ]〉, (with Ψ[ρ] is the interacting ground state of the external
potential which has ρ as the ground state density), were known, then we could use






|r− r′| [g(r, r
′)− 1]drdr′ (2.45)
Since we are using non-interacting expression for the kinetic energy TR[ρ], we
have to redefine it in the following way:
EXC [ρ] = E
0
XC + T [ρ]− TR[ρ] (2.46)
It can be shown that the kinetic contribution to the correlation energy (the
kinetic contribution to exchange is just Pauli’s principle, which is already con-
tained in TR[ρ] and in the density when adding up the contributions of the N
lowest eigenstates) can be taken into account by averaging pair correlation func-





|r− r′| [g˜(r, r
′)− 1]drdr′ (2.47)
where







′) is the pair correlation function corresponding to the Hamiltonian
Hˆ = Tˆ+Vˆ +λUˆee[43]. If we separate the exchange and correlations contributions,
we have:







′) the spin up and down components of the one body density ma-
trix, which in general is a non-diagonal operator. For the homogeneous electron
gas the expression for the density matrix is well-known, so that the exchange
contribution to g˜(r, r′) assumes an analytic closed form
gX(r, r







where j1(x) = [sin(x)−x cos(x)]/x2 is the first order spherical Bessel function.










′) = ρ(r′)[g˜(r, r′)− 1].
Then, EXC [ρ] can be written as the interaction between the electronic charge
distribution and the charge distribution that has been displaced by the exchange
and correlation effects. i.e. by the fact that the presence of an electron at r
reduces the probability for a second electron to be at r′, in the vicinity of r.
Actually, ρ˜XC(r, r
′) is the exchange-correlation hole averaged over the strength
of the interaction, which takes into account kinetic correlations. The properties
of g˜(r, r′) and ρ˜XC(r, r′) are very interesting and instructive:
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• g˜(r, r′) = g˜(r′, r) (symmetry)
• ∫ g˜(r, r′)ρ(r′)dr′ = ∫ g˜(r, r′)ρ(r)dr = N − 1 (normalization)
• ∫ ρ˜XC(r, r′)dr′ = ∫ ρ˜XC(r, r′)dr = −1
This means that the exchange-correlation hole contains exactly one displaced
electron.
2.4.1 The Local Density Approximation
The main idea of the Local Density Approximation (LDA) is to consider the
general inhomogeneous electronic systems as locally homogeneous, and then to
use the exchange-correlation hole corresponding to the homogeneous electron gas




g˜h[|r− r′|, ρ(r)]− 1
)
(2.52)
with g˜h[|r − r′|, ρ(r)] the pair correlation function of the homogeneous gas,
which depends only on the distance between r and r′ and is evaluated at the
density ρh itself locally equals ρ(r). Within this approximation, the exchange-




∫ ρ˜LDAXC (r, r′)
|r− r′| dr
′ (2.53)
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In general, the exchange-correlation energy density is not a functional of ρ.
From its very definition it is clear that it has to be a non-local object, because
it reflects the fact that the probability of finding an electron at r depends on the
presence of other electrons in the surroundings, through the exchange-correlation
hole.
There are in fact two approximations embodied in the LDA:
1. The LDA exchange-correlation hole is centered at r, and interacts with the
electronic density at r. The true XC hole is actually centered at r′ instead of r.
2. The pair correlation function (g) is approximated by that of the homo-
geneous electron gas of density ρ(r) corrected by the density ratio ρ(r)/ρ(r′) to
compensate the fact that the LDA XC hole is centered at r instead of r′.
2.4.2 The Local Spin Density Approximation
In magnetic systems or, in general, in systems where open electronic shells are
involved, better approximations to the exchange-correlation functional can be
obtained by introducing the two spin densities, ρ↑(r) and ρ↓(r) such that ρ(r) =
ρ↑(r) + ρ↓(r), and the magnetization density is ζ(r) = (ρ↑(r)− ρ↓(r))/ρ(r). The
non-interacting kinetic energy (2.34) splits trivially into spin-up and spin-down
contributions, and the external and Hartree potential depend on the full electron
density ρ(r), but the approximate XC functional- even if the exact functional
should depend only on ρ(r)- will depend on both spin densities independently,
EXC = EXC [ρ↑(r), ρ↓(r)]. Kohn-Sham equations then read exactly as in (2.41),
but the effective potential veff (r) now acquires a spin index:
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The density given by the expression (2.43) contains a double summation, over the
spin states and over the number of electrons in each spin state Ns. These latter
have to be determined according to the single particle eigenvalues, by asking for
the lowest N = N↑ + N↓ to be occupied. This defines a Fermi energy εF such
that the occupied eigenstates have εi,s < εF .
In the case of non-magnetic systems ρ↑(r) = ρ↓(r), and everything reduces to
the simple case of double occupancy of the single-particle orbitals.
The equivalent of the LDA in the spin-polarized systems is the local spin den-
sity approximation (LSDA), which basically consists of replacing the XC energy
density with a spin-polarized expression:
ELSDAXC [ρ↑(r), ρ↓(r)] =
∫
[ρ↑(r) + ρ↓(r)]εhXC [ρ↑(r), ρ↓(r)]dr (2.56)
2.4.2.1 Why does the LDA work so well in many cases ?






ρ(r)g˜h[|r− r′|, ρ(r)]dr′ = −1 (2.57)
because for each r, g˜h[|r-r′|, ρ(r)] is the pair correlation function of an existing
system, i.e. the homogeneous gas at density ρ(r). Therefore, the middle expres-
sion is just the integral of the XC hole of the homogeneous gas. For this latter,
both, approximations and numerical results carefully take into account that the
integral has to be -1.
2. Even if the exact ρ˜XC has no spherical symmetry, in the expression for the
XC energy what really matters is the spherical average of the hole:




























The spherical average ρ˜SAXC(r, s) is reproduced to a good extent by the LDA,
whose ρ˜XC is already spherical.
2.4.2.2 LDA properties
The features of the LDA is written as:
1. It favors more homogeneous systems.
2. It over-binds molecules and solids.
3. Chemical trends are usually correct.
4. For ”good” systems (covalent, ionic, and metallic bonds): geometries are
good, bond lengths, bond angles and phonon frequencies are within a few percent,
while dielectric properties are overestimated by about a 10%.
5. In finite systems the XC potential does not decay as −e2/r in the vacuum
region, thus affecting the dissociation limit and ionization energies. This is a
consequence of the fact that both the LDA and LSDA fail at cancelling the self-
interaction included in the Hartree term of the energy. This is one of the most
severe limitations of these approximations.
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2.4.2.3 When does the LDA fail ?
The LDA is very successful an approximation for many systems of interest, es-
pecially those where the electronic density is quite uniform such as bulk metals,
but also for less uniform systems as semiconductors and ionic crystals. There are,
however, a number of known features that the LDA fails to reproduce:
1. In atomic systems, where the density has large variations, and also the
self-interaction is important.
2. In weak molecular bonds, e.g. hydrogen-bonds, because in the bonding
region the density is very small and the bonding is dominated by inhomogeneities.
3. In van der Waals –closed shell– systems, because there the binding is due
to dynamical charge-charge correlations between two separated fragments, and
this is an inherently non-local interaction.
4. In metallic surfaces, because the XC potential decays exponentially while
it should follow a power law (image potential).
5. In negatively charged ions, because the LDA fails to cancel exactly the
electronic self-interaction, due to approximative character of the exchange. Self-
interaction corrected functionals have been proposed[48], although they are not
satisfactory from the theoretical point of view because the potential depends on
the electronic state, while it should be the same for all states. The solution to
this problem is the exact treatment of exchange.
6. The energy band gap in semiconductors turns out to be very small. The
reason is that when one electron is removed from the ground state, the exchange
hole becomes screened, and this is absent in the LDA. On the other hand, also
Hartree-Fock has the same limitation, but the band gap turns out to be too large.
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2.4.3 Generalized Gradient Approximations






CXC [ρ]|∇ρ(r)|2/ρ(r)4/3dr+ ..... (2.61)
which is asymptotically valid for densities that vary slowly in space. The LDA
retains only the leading term of Eq. 2.61 It is well-known that a straightforward
evaluation of this expansion is ill-behaved, in the sense that it is not monotonically
convergent, and it exhibits singularities that cancel out only when an infinite
number of terms is re-summed, like in the random phase approximation (RPA). In
fact, the first order correction worsens the results, and the second order correction
is plagued with divergences[58]. The largest error of this approximation actually
arises from the gradient contribution to the correlation term. Provided that the
problem of the correlation term can be cured in some way, as the real space cutoff
method proposed by Langreth and Mehl[59], the biggest problem remains with
the exchange energy.
One of the main lessons learnt from these works is that the gradient expansion
has to be carried out carefully in order to retain all the relevant contributions
to the desired order. The other important lesson is that these expansions easily
violate one or more of the exact conditions required for the exchange and the
correlation holes. For instance, the normalization condition, the negativity of
the exchange density, and the self interaction cancellation (the diagonal of the
exchange density has to be minus a half of the density). Perdew has shown that
imposing these conditions to functionals that originally do not verify them, results
in a remarkable improvement of the quality of exchange energies[61]. On the basis
of this type of reasoning, a number of modified gradient expansions have been
proposed along the years, mainly between 1986 and 1996. These have received
the name of generalized gradient approximations (GGA).
The basic idea of GGAs is to express the exchange-correlation energy in the
following form:






where the function FXC is asked to satisfy a number of formal conditions for
the exchange-correlation hole, like sum rules, long-range decay, etc. This can
not be done by considering directly the bare gradient expansion (2.61). What is
needed from the functional is a form that mimics a re-submission to finite order,
and this is the main idea of the GGA, for which there is not a unique scheme.
Naturally, not all the formal properties can be enforced at the same time, and this
differentiates one functional from another. A thorough comparison of different
GGA can be found in Ref.[63] In the following we quote a number of them:















(2e−F + 18f 2) (2.64)
where F = b|∇ρ(r)|/ρ(r)7/6, b = (9π)1/6f , a = π/(16(3π2)4/3), and f = 0.15.
2. Perdew-Wang’86 (PW86) exchange functional[64].
εX = ε
LDA
X (1 + 0.0864
s2
m
+ bs4 + cs6)m (2.65)
with m = 1/15, b = 14, c = 0.2, and s = |∇ρ(r)|/(2kFρ) for kF = (3π2ρ)1/3.
















Cc(ρ) = C1 +
C2 + C3rs + C4r
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being f˜ = 0.11, C1 = 0.001667, C2 = 0.002568, C3 = 0.023266, C4 = 7.389×
10−6, C5 = 8.723, C6 = 0.472, C7 = 7.389× 10−2.




1 + a1s sinh
−1(a2s) + (a3 + a4e−100s
2
)s2
1 + a1s sinh
−1(a2s) + a5s4
) (2.69)
where a1 = 0.19645, a2 = 7.7956, a3 = 0.2743, a4 = −0.1508, and a5 = 0.004.
5. Perdew-Wang’91 (PW91) correlation functional[66].
εC = ε
LDA
C + ρH[ρ, s, t] (2.70)
with







1 + At2 + A2t4






2 − 1]−1 (2.72)
where α = 0.09, β = 0.0667263212, Cc0 = 15.7559, Cc1 = 0.003521, t =
|∇ρ(r)|
(2ksρ)
for ks = (4kF/π)
1/2, and ρεC [ρ] = ε
LDA
C [ρ].
6. Becke’88 (B88) exchange functional[67].







1 + 6βx sinh−1(x)
) (2.73)
for x = 2(6π2)1/3s = 21/3|∇ρ(r)|/ρ(r)4/3, Ax = (3/4)(3/π)1/3, and β = 0.0042.
7. Closed-shell Lee-Yang-Parr (LYP) correlation functional[281].



























and CF = 3/10(3π
2)2/3, a = 0.04918, b = 0.132, c = 0.2533, and, d = 0.349.
This correlation functional is nor based on the LDA as the others, but it has
been derived as an extension of the Colle-Salvetti expression for the electronic
correlation in Helium, to other closed-shell systems.
8. Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional[69].
First the enhancement factor FXC over the local exchange, is defined:
EXC [ρ] =
∫
ρ(r)εLDAX [ρ(r)]FXC(ρ, ζ, s)dr (2.76)
where ρ is the local density, ζ is the relative spin polarization, and s =
|∇ρ(r)|/(2kFρ) is the dimensionless density gradient, as in Perdew-Wang’86:
FX(s) = 1 + κ− κ
1 + µs2/κ
, (2.77)
where µ = β(π2/3) = 0.21951 and β = 0.066725 is related to the second order
gradient expansion[66]. This form: a) satisfies the uniform scaling condition, b)
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recovers the correct electron gas limit because Fx(0) = 1, c) obeys the spin scaling
relationship, d) recovers the LSDA linear response limit for s → 0 (FX(s) →
1+µs2), and e) satisfies the local Lieb-Oxford bound[70], εX(r) ≥ −1.679ρ(r)4/3,
i.e. FX(s) ≤ 1.804, for all r, provided that κ ≤ 0.804. PBE choose the largest
allowed value κ = 0.804. Other authors have proposed the same form, but with
values of κ and µ fitted empirically to a database of atomization energies[71, 72].
The proposed values of κ violate Lieb-Oxford inequality.
The correlation energy is written in a form similar to PW91[66], i.e.
EGGAC =
∫
ρ(r)[εLDAC (ρ, ζ) +H[ρ, ζ, t]]dr (2.78)
with












Here, t = |∇ρ(r)|/(2φksρ) is a dimensionless density gradient, ks =
(4kF/πa0)
1/2 is the Thomas-Fermi screening wave number, and φ(ζ) = [(1 +
ζ)2/3+(1− ζ)2/3]/2 is a spin-scaling factor. The quantity β is the same as for the
exchange term β = 0.066725, and γ = (1− ln 2)/π2 = 0.031091. The function A







3e2/a0) − 1]−1 (2.80)
So defined, the correlation-correlation term H satisfies the following proper-
ties: a) it tends to the correct second-order gradient expansion in the slowly-
varying (high density) limit (t→ 0), b) it approaches minus the uniform electron
gas correlation −εLDAC for rapidly varying densities (t → ∞), thus making the
correlation energy to vanish (this results from the correlation hole sum rule), c) it
cancels the logarithmic singularity of εLDAC in the high density limit, thus forcing
the correlation energy to scale to a constant under uniform scaling of the density.
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This GGA retains the correct features of LDA (LSDA), and combines them
with the inhomogeneity features which are supposed to be the most energetically
important. It sacrifices a few correct, but less important features, like the correct
nonuniform scaling of the exchange energy in the rapidly varying density region.
In the beginning of the age of GGAs, the most popular scheme (methods) was
to use Becke’88 exchange complemented with Perdew’86 correlations corrections
(BP). Becke’88 for exchange remained preferred, while Lee-Yang-Parr correlation
proved to be more accurate than Perdew’86, particularly for hydrogen bonded
systems (BLYP). The most recent GGA in the market is the PBE due to Perdew,
Burke and Ernzerhof[69]. This is very satisfactory from the theoretical point of
view, because it verifies many of the exact conditions for the XC hole, and it does
not contain any fitting parameters. In addition, its quality is equivalent or even
better then BLYP[73].
The different recipes for GGAs verify only some of the mathematical proper-
ties known for the exact exchange-correlation hole. A compilation and comparison
of different approximations can be found in the work of Levy and Perdew[74].
We carried out comparative studies between LDA and some functionals of
GGAs to understand their capacity in predicting experimental properties such as
lattice constant, cohesive energy and band gap. We used Si crystal as a prototype.
Table 2.1 compares physical properties by using different functionals with each
other and experimental values.
2.4.3.1 Trends of the GGAs
The general trends of GGAs concerning improvements over the LDA are the
following:
1. They improve binding energies and also atomic energies.
2. They improve bond lengths and angles.
3. They improve energetics, geometries and dynamical properties of water, ice
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Table 2.1: Calculated and experimental values of cohesive energies, Ec, lattice
constants, c and energy gaps, Eg for Si crystal by using LDA, functionals of
GGA; Langreth-Mehl (LM), Perdew-Wang 86 (PW86), Perdew-Wang 91 (PW91),
Perdew-Becke (B88), Perdew-Burke-Ernzerhof (PBE).
XC Ec (eV) c (A˚) Eg (eV)
Experiment[75] -4.63 5.43 1.17
LDA -5.98 5.39 0.47
LM -5.97 5.39 0.47
PW86 -5.13 5.49 0.88
PW91 -5.43 5.46 0.66
B88 -5.27 5.44 0.72
PBE -5.98 5.39 0.47
and water clusters. BLYP and PBE show the best agreement with experiment.
In general, they improve the description of hydrogen-bonded systems, although
this is not very clear for the case of F...H bond.
4. Semiconductors are marginally better described within the LDA then in
GGA, except for the binding energies.
5. For 4d-5d transition metals the improvement of the GGA over the LDA is
not clear, and will depend on how well the LDA does in the particular case.
6. Lattice constants of noble metals (Ag, Au, Pt) are overestimated. The
LDA values are very close the experiment, and thus any modification can only
worsen them.
7. There is some improvement for the gap problem (and consequently for the
dielectric constant), but it is not substantial because this feature is related to the
description of the screening of he exchange hole when one electron is removed,
and this feature is usually not fully taken into account by GGA.
8. They do not satisfy the known asymptotic behavior, e.g. for isolated atoms:
(a)vXC(r) ∼ −e2/r for r →∞ while vLDA,GGAXC (r) vanish exponentially.
(b) vXC(r)→ const for r → 0 while vLDAXC (r)→ const, but vGGAXC (r)→ −∞.
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2.5 Periodic Systems: the Bloch Theorem
The description of real (bulk) materials within ab-initio calculations is based on
the assumption that the atoms which compose them are at rest in their equi-
librium positions and these form an infinite, periodically repeated structure. In
mathematical terms, if we call V the external potential acting on the electrons,
we have:
V (r+R) = V (r) (2.81)
where R is a direct lattice vector corresponding to an integer linear combi-
nation of three fundamental vectors determining the periodicity of the lattice
in three independent directions. The whole electronic Hamiltonian and all the
physical quantities describing the periodical system also share the translational
invariance of the lattice and this allows to use the Bloch theorem which states





where k is the crystal momentum of the electrons (it actually describes the
translational properties of the wavefunction), n is a discrete index (called the
band index) classifying states corresponding to the same k-vector and u
n,k(r) is
a function with the same periodicity of the crystal:
u
n,k(r+R) = un,k(r) : (2.83)
Due to the translational invariance of the system different k-points can be
treated independently. In fact, the Hamiltonian commutes with the operators
which generate translations through the points of the lattice and is thus block
diagonal on the basis set of the eigenvectors of these latter operators which cor-
responds to Bloch wavefunction of the form given in 2.82 and are classified by
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k. In this context the band index n numbers the eigenvalues of the hamiltonian
belonging to the same k-block.
The k-vectors are defined within the so called first Brillouin Zone (BZ) of the
reciprocal space which has a periodic structure whose fundamental lattice vectors
Gi are related to the ones of the real (direct) space Ri as follows:
Gi.Rj = 2πδij i, j = 1, 2, 3. (2.84)
The sums over the electronic states which define many physical quantities as,
for instance, Eband and ρ(r), actually correspond to integrals over the BZ (and
sums over the band index n). Using the symmetry of the crystal, the integration
can be conveniently confined in a smaller region of the BZ, the so called irreducible
wedge of the Brillouin zone (IBZ). This result can be further improved by the
use of the special point integration technique which allows to perform reciprocal
space integration (needed for example when calculating the charge density or the
sum of the eigenvalues) using generally a small set of k-vectors in the IBZ. These
points can be chosen according to different techniques [76](in this thesis we use the
Monkhorst and Pack scheme) and in general the accuracy of the (approximate)
method can be checked by the convergence properties of the physical properties
of interest upon increasing their number. As an example, the reciprocal space


















where NS is the number of symmetry operations S in the space group of the
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crystal and f a possible fractional translation. In Eq. 2.85 the ωk coefficient is
the k-point weight calculated within the special point technique.
The special points technique is very efficient in the description of semiconduc-
tors or insulators but gives poor results when directly applied to metals. This
happens because the region around the Fermi level (which is crossed by some
electronic states) needs to be sampled quite accurately and in general a larger
number of vectors is required. If the used k-point grid is not fine enough, there
could also be problems of instability during the self-consistent run because even
small shifts in the Fermi energy could include or exclude in the reciprocal space
sums (like the one in Eq. 2.85) a finite number of electronic states thus producing
considerable fluctuations in the corresponding quantities. A possible solution to
this problem can be achieved using the tetrahedron method which consists in de-
composing the BZ into symmetry breaking elemental volumes and connecting the
energy bands between neighboring k-points by linear interpolation. However this
method presents some important drawbacks [77] so that we choose to use another
approach to the problem of describing metallic systems. This technique consists
in introducing a finite smearing of the Fermi distribution (actually corresponding
to consider a finite effective temperature) which smoothes the weight of the states
around this level and avoids large fluctuations in the calculated quantities. The
convoluting function used to introduce the smearing can be chosen in many ways:
finite temperature Fermi distribution, Lorentzian, Gaussian [78], cold smearing
factors [79], and so on. In this thesis the Methfessel and Paxton smearing tech-
nique [80] is used which adopts a combination of Gaussians and polynomials as
spreading functions. This approximation works quite well for metals (even if a
larger number of k-points is usually required than for semiconductors) and the
accuracy of the reciprocal space integrations at finite smearing can be checked by
their convergence properties upon increasing the number of the special k-vectors
in the IBZ and reducing the broadening width σ. The main drawback introduced
by the smearing technique is the dependence of the ground state total energy on
the chosen σ. The Methfessel and Paxton methods allows to considerably reduce
this dependence by accurately choosing the convoluting function to smear the
Fermi distribution.
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2.5.1 Brillouin Zone Sampling
Electronic states are allowed only at a set of k-points determined by the bound-
ary conditions that apply to the bulk solid. The infinite number of electrons
in the periodic solid are accounted for by an infinite number of k-points. The
Bloch theorem changes the problem of calculating an infinite number of electronic
wavefucntions to one of calculating a finite number of wavefunctions at an infi-
nite number of k-points. The occupied states at each k-point contribute to the
electronic potential, so that in principle an infinite number of calculations are
needed. However, the electronic wavefunctions at k-points that are very close
together will be almost identical. This suggests that the DFT expressions that
contain a sum over k-points (or, equivalently, an integral over the Brillouin zone)
can be efficiently evaluated using a numerical scheme that performs summation
over a small number of special points in the Brillouin zone. In addition, symme-
try considerations suggest that only k-points within the irreducible segment of
the Brillouin zone should be taken into account. A number of prescriptions exist
for generating such points and corresponding weights to be used in the summa-
tion (see Payne et al.[81], 1992 and Srivastava and Weaire[82], 1987 for reviews).
Using these methods, one can obtain an accurate approximation of the electronic
potential and the total energy of an insulator by calculating electronic states at
a very small number of k-points. The calculations for metallic systems require a
more dense set of k-points to determine the Fermi level accurately.
The magnitude of any error in the total energy due to limited k-point sampling
can always be reduced by using a denser set of k-points, in much the same way as
the convergence with respect to the number of basis set functions is achieved. It is
important to achieve high convergence with respect to the k-point sampling when
the energies of two systems with different symmetries are compared, for example
if you are looking at the relative stabilities of a FCC and an HCP structure. There
is no cancellation of errors in this case and both energies have to be absolutely
converged.
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2.5.1.1 Monkhorst-Pack Special Points
One of the most popular schemes for generating k-points was proposed by
Monkhorst and Pack[83] (1976). This scheme, which was later modified to in-
clude hexagonal systems (Monkhorst and Pack[83], 1977), produces a uniform
grid of k-points along the three axes in reciprocal space. The Monkhorst-Pack
grid is defined by three integers, qi where i = 1, 2, 3, which specify the number of
divisions along each of the axes. These integers generate a sequence of numbers
according to the following:
ur = (2r − qi − 1)/2qi (2.87)
where r varies from 1 to qi. The Monkhorst-Pack grid is obtained from these
sequences by:
kprs = upb1 + urb2 + usb3 (2.88)
This set of q1q2q3 distinct points is further symmetrized and weights are as-
signed according to the number of symmetry images of a given point in the
symmetrized set.
It is possible to add a constant shift to all of the points in the set before
symmetrization. This operation, when applied to hexagonal symmetry systems,
results in a slightly modified recipe for the points along the a and b axes:
up = (p− 1)/qi (2.89)
where p varies from 1 to qi.
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2.6 The Planewave Basis Set
In order to solve the KS equations by practical calculations we need to transform
the original integro-differential problem into a more tractable algebraic one. This
can be achieved by expanding the electronic wavefunctions on a basis set and
using this representation in all operators in the hamiltonian. The one chosen in
this work (and one of the most used in ab-initio calculations) is the Plane Wave
(PW) basis set [84] which takes advantage from efficient algorithms, like the Fast
Fourier Transform (FFT), to move back and forth from real to reciprocal space.








where is the volume of the unit cell, the G vectors are the reciprocal lattice
vectors, and the cv(k+G) coefficients are normalized in such a way that:
∑
G
|cv(k+G)|2 = 1 (2.91)






+vh(G−G′)+vxc(G−G′)+vext(G,G′)]cv(k+G′) = ǫkvcv(k+G) (2.92)
It is evident from this expression that the Hamiltonian has block diagonal form
with respect to the k vectors and the diagonalization can thus be performed within
each of these block separately. As we are studying the ground state properties of
the system, for each k-point only a finite number of the lowest-energy electronic
states on which all the electrons of the system can be accommodated, need to be
computed to obtain the charge density. This quantity is then used to construct
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a new guess of the potential to be reintroduced in the Kohn-Sham equations for
the successive step of the iterative diagonalization. Of course the PW expansion
is exact in the limit of infinite number of G-vectors. In practical calculations
one can deal only with a finite number of plane waves and usually chooses those
contained in a sphere of maximum kinetic energy Ecut (the energy cut-off):
h¯2
2m
|k+G|2 ≤ Ecut (2.93)
The accuracy we obtain in resolving the KS equation under the condition in
Eq. 2.93 has to be checked each time by increasing the value of the energy cut-off
and studying the convergence of the properties we are interested in. The big
advantage of using the PW expansion mainly consists in the fact that Ecut is
the only parameter in the theory which controls the accuracy of the description
of the system under consideration. This means that, once Ecut is fixed, all the
wavefunctions of the system whose variation takes place over distances larger
than (and up to) 2πh¯/
√
2mEcut can be well described.
2.7 Pseudopotentials
Unfortunately, the PW expansion uses the same resolution in each region of
space so that, to describe the ionic cores and the electronic states partially lo-
calized around them, we would need an intractably large number of G-vectors.
One possible way around this difficulty is the Pseudopotential (PP) technique,
which is based on the assumption that the most relevant physical properties of
a system, as far as bonding and chemical reactivity are concerned, are brought
about by its valence electrons only, while the ionic cores (the nuclei dressed by
the most internal electronic cloud) can be considered as frozen in their atomic
configurations. The valence electrons thus move in the effective external field
produced by these inert ionic cores and the pseudopotential tries to reproduce
the interaction of the true atomic potential on the most external (valence) states
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without explicitly including the core states in the calculations. There exist dif-
ferent procedures to build a pseudopotential but the general ideas they rely on
are similar. Once a full potential calculation is performed for the isolated atom,
the electronic states are divided into two categories: the internal states and the
valence ones. The internal electrons remain frozen in their ground state atomic
configuration whereas for the external ones a pseudowavefunction is built (which
matches the corresponding full potential one in the region external to a fixed core
radius) which is chosen to be smooth and nodeless inside the core, while conserv-
ing the total valence charge in this region (norm conserving condition). Given a
choice for both the core radius and the shape of the pseudowavefunction, a pseu-
dopotential is built (inverting the Schro¨dinger-like equation for the considered
electronic state) which reproduces the scattering properties of the ”real” valence
states of the reference atomic configuration in a region of energies which has to
be as large as possible in order to give good transferability of the pseudopotential
when used in different chemical environments. Owing to the smoothness of the
pseudowavefunction, the calculations can be performed with a reasonable number
of plane waves. However in order to reproduce the scattering properties of the
all-electrons (AE) wavefunctions of several angular momenta, it is usually neces-
sary to split the pseudopotential in a local part (matching the real full potential
outside the core) and a non local one (vanishing outside the core) which acts in
different ways on each different angular momentum channel. The first expression
for this non local contribution was given in a semi-local form [85, 86, 87] where
the non-locality is built just on the angular coordinates:
V (r, r′) = Vloc(r)δ(r− r′) +
lmax∑
l=0
Vlδ(r− r′)Pl(r, r′) (2.94)
where Pl is the projector operator onto the l
th angular momentum subspace.
However, in order to make the PW calculation more efficient, Kleinman and
Bylander (KB) [88] replaced the above semilocal expression with a fully separable
form:
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V (r, r′) = Vloc(r)δ(r− r′) +
∑
i
|i > Vi < i| (2.95)
where the wavefunctions |i > are (modified) atomic pseudo-states such that
the KB potential reproduces the action of the original semilocal one on the ref-
erence atomic pseudowavefunctions.
The most complete generalization (and improvement) of this scheme was in-
troduced by Vanderbilt [89, 90] who found a method to increase the transferability
of the PPs while reducing the workload necessary to describe the pseudowave-
functions inside the cores. The region of energy corresponding to occupied states
in the crystals is sampled with more than one projector so that the index i in
eq. 2.95 runs not just on the atomic reference states but also, for each angular
momentum, on a set of (usually two) energy values around them used to repro-
duce the correct scattering properties of the ion. This requires a generalization




Bij|βi >< βj| (2.96)
where the functions |βi > are built from the chosen pseudowavefunctions (cor-
responding to the chosen energy εi) and local pseudopotential and are localized
in the core region (they vanish at a chosen core radius of the atom on that site),
while the matrix Bij is an Hermitian operator built using the same quantities.
This is already a very useful improvement as it allows to increase the PP transfer-
ability, but the most important reduction of the computational load introduced
by the ultrasoft (US) PPs comes from the relaxation of the norm conserving con-
dition on the pseudowavefunctions and the possibility of choosing them as smooth
as possible inside the core regions. This is possible by introducing a generalized
overlap operator:
S = 1 +
∑
i,j
qi,j|βi >< βj| (2.97)
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so that the orthonormality condition to be satisfied in the solution of the KS
equations is:
< ψi|S|ψj >= δij (2.98)








j (r)− ψPS∗i (r)ψPSj (r) (2.100)
where the wavefunctions appearing in eq. 2.100 are the atomic (all-electrons
and pseudo) states used to build the crystal electronic ones. Owing to this gen-
eralization of the overlap, the charge density has to be completed with the aug-







Qlij(r −Rl) < ψkv|βli >< βlj|ψkv >] (2.101)
In this expression an index, I, counting the different ions, in position RI has
been added to the augmentation charges QIij and to the f functions. This mod-
ification in n(r) also involves the expression of the potential in the KS equations.
If we describe the external potential in the form:
V (r, r′) = Vloc(r)δ(r− r′) +
∑
l,i,j
Dlionij |βli >< βlj| (2.102)
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and the KS equations (which have to be solved with the generalized orthonor-







Dlij|βli >< βlj|+ Veff ]|ψkv >= ǫkvS|ψkv > (2.104)
where







As evident from the last expression, the pseudopotential needs to be updated
at each iteration (the effective potential Veff is built with the electronic charge
density) and this makes it participate to the screening process, further increasing
its transferability. The prize to be paid to obtain the advantages introduced by
US PPs (beside updating the DIij coefficients each time) consists in the fact that
we need a very large cut-off energy to describe the augmentation contribution to
the charge density. However this term is important just in the calculation of n(r)
and does not enter the diagonalization problem which has the dimension fixed by
the (smaller) wave function energy cut-off.
2.7.1 The non-linear core correction
The PW PPs method is based on the assumption that the electronic charge
density can be separated into a valence term nv(r) and a frozen core contribution
nc(r). In its original form H and xc potentials in the solid are calculated using
nv(r) only. This is not an approximation for the Hartree potential because it’s
linear in the charge density and the contribution coming from the core term can
be easily separated from the other (and included in the local part of the pseudo
potential). The problem exists instead for the xc potential which is not linear in
the density. Thus separating the xc energy density as
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ǫxc(nv(r) + nc(r)) ∼ ǫxc(nv(r)) + ǫxc(nc(r)) (2.106)
introduces a systematic error which is more serious when the two contributions
to the charge density considerably overlap with each other. It follows that the
systems having valence electrons strongly penetrating in the core regions (they
usually are very localized external states like d bands for transition metals or f
states in rare earths compounds)
may be affected by this problem. The exact solution would be to include the
core states with strong overlap with the valence ones in the valence manifold,
but this would become very expensive from a computational point of view, also
requiring a larger space for the wavefunctions to be stored. The non linear core
correction (NLCC) approximately overcomes this difficulty including the core
contribution in the charge density when computing the xc energy and potential.
The xc energy thus results:
Exc[nv + nc] =
∫
(nv(r) + nc(r))ǫxc(nv(r) + nc(r))dr (2.107)
where the core contribution is still fixed in its frozen atomic configuration (it
is not updated during iteration). The need of introducing the NLCC formalism
is particularly evident when dealing with magnetic crystals: without including






could be significantly overestimated thus spuriously enhancing the tendency
of the system to acquire a finite magnetization.
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2.8 Numerical calculations
We performed our numerical calculations by using Vienna Ab-initio Simulation
Program (VASP) program. VASP is a program package which includes ab-initio
first principles calculations using pseudopotentials and a plane wave basis set.
The approach implemented in VASP is based on the (finite temperature) local-
density approximation with the free energy as variational quantity and an exact
evaluation of the electronic ground state. Most of the algorithms implemented in
VASP use an iterative matrix-diagonalization scheme: we used algorithms based
on the conjugate gradient scheme [91]. For the mixing of the charge density
an efficient Broyden/Pulay mixing scheme[92] is used. Fig. 2.1 shows a typical
flow-chart of VASP. Input charge density and wavefunctions are independent
quantities. Within each selfconsistency loop the charge density is used to set
up Hamiltonian, then the wavefunctions are optimized iteratively so that they
get closer to the exact wavefunctions of this Hamiltonian. From the optimized
wavefunctions a new charge density is calculated, which is then mixed with the
old input-charge density. The interaction between ions and electrons is described
by ultra-soft Vanderbilt pseudopotentials (US-PP). US-PP. Forces and the full
stress tensor can be calculated with VASP and used to relax atoms into their
instantaneous ground-state. If forces are smaller than a force convergent value,
program reaches required accuracy then we get point on the Born-Oppenheimer
surface. In order to check the stability of this point we also treat phonon ananlysis
and finite temperature Molecular Dynamics simulations. So that after these tests
we will obtain local minima for a given system.
2.9 Charge Density
In order plot total or band-decomposed charge density of a system, we wrote
charge density program which uses fast-fourier-transform (FFT) routine. Pro-
gram reads wavefunctions which are obtained with VASP program and it creates
charge density values in reciprocal space. At the same time G-vectors are also
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Figure 2.1: Flow chart of VASP program.
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created. By applying FFT routine charge densities are obtained in real space. In
this manner, we can obtain total charge density on a given plane with a dense




Carbon is the lightest atom in column IV of the periodic table and is an ele-
ment with unique properties. Carbon differs in many ways from Si, Ge, and
Sn, the other column elements, which all have sp3-bonding in their cubic solid
ground states, while carbon in the condensed phase has a hexagonal ground state
graphite with sp2 bonding and is highly anisotropic, nearly two-dimensional (2D)
semimetal; lying close in energy to diamond, a three-dimensional (3D) material
with nearly isotropic properties. The recent discoveries of fullerenes (a zero-
dimensional form of carbon) and carbon nanotubes (a 1D form) have stimulated
great interest in carbon materials overall.
In first subsection, I will present a brief description of growth techniques
of nanotubes. After that I will outline the relations governing the geometry of
nanotubes. Finally, I discuss some of the basic electronic and structural properties
of these nanotubes extracted from theoretical studies.
56
CHAPTER 3. CARBON NANOTUBES 57
Figure 3.1: Schematic experimental setup for the three common carbon nan-
otube growth methods, (a) arc-discharge, (b) laser ablation (vaporization) and
(c) chemical vapor deposition (CVD).
3.2 Carbon Nanotube Growth
There are three common methods for growing carbon nanotubes: Arc-discharge,
laser vaporization and chemical vapor deposition (CVD). The arc-discharge and
laser vaporization methods are similar while the CVD method differs. An illus-
tration of the three methods is shown in Figure 3.1.
3.2.1 Laser Vaporization
In laser vaporization, also called laser ablation, one uses laser pulses to vapor-
ize a target consisting of graphite mixed with transition metals. The vaporized
material is swept down through the pipe to the cold finger by a flow of inert
gas. A schematic view of the setup is seen in Figure 3.1 (b). The water cooled
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cold finger lies just outside the oven, which is heating the pipe to a tempera-
ture around 1200 Co. On the cold finger the material condenses as SWNTs and
carbon-catalyst soot. The growth mechanism has not been exactly determined
yet but some explanation have been proposed [93]: The laser-pulses heat the
target surface made of carbon and catalyst transition metals and the result is a
fume of vaporized molecules and atoms that cools as the fume expand. As the
carbon atoms and molecules cools they condense into larger molecules, before
these molecules can close into a smaller fullerene as for example a C60, a catalyst
particle attaches to the carbon molecule and prevent the closing. The catalyst
might even open already closed smaller fullerenes when they attach to them. The
carbon molecules rolls up into fullerenes to avoid dangling bonds at the edges.
From these carbon-catalyst molecules the tubes grow. The feedstock is carbon
atoms or molecules that either hit the catalyst or the tube/rope (A rope is a
bundle of carbon nanotubes lying together like the fibers in a rope.). In the last
case the atoms diffuses along the rope until they reach the catalyst-carbon inter-
face and then participates in the building of a nanotube. This mechanism also
explains why the tubes in a rope almost always have nearly identical lengths[93]:
If one tube is shorter than the other then there is an enhanced chance that a
carbon atom diffusing along the rope will hit the shorter tubes interface before
it hits the carbon catalyst interface at the end of the rope and this process is
speeding up the growth of the shorter tube until it catches up with the rest of
the tubes in the rope [6]. This process happens until the catalyst particle gets
too big or the fume gets to cold for diffusion of the carbon through or along the
catalyst and rope to happen. It has also been proposed that the process can
be terminated by a saturation or covering of so much of the catalyst particle by
carbon atoms, that the diffusion is impossible.
3.2.2 Arc-discharge
In an arc-discharge method the graphite rods, doped with a transition metal for
single-wall growth, are heated by an electric arc. The two carbon electrodes are
separated by ∼1 nm and a voltage difference of 20-25 V is applied resulting in a
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current between 50-120 A. The heating takes place in an inert gas and the tubes
grows in the fume around the negative electrode. For the production of single-
wall tubes with the arc-discharge method the growth mechanism is presumably
the same as in the laser-ablation method.
3.2.3 Chemical vapor deposition
Although the laser-ablation method can give a relative high yield of nanotubes
both this and the arc-discharge method need very high temperatures to work.
Graphite vaporizes at temperatures over 3000 Co so these two methods demand
a lot of energy and are therefore not adequate for scale up production. Besides
this there is also the problem of placing the tubes where you want them. In CVD
growth you have some control of the positioning.
In a CVD system the growth is taking place on a chip that has been prepared
with catalyst material. The chip is placed in a oven heated to 500-1000 Co. The
carbon is applied by a feedstock gas that could be methane CH4. The reason
for this choice is that it is the most stable of the hydrocarbons. A schematic
setup for the growth method is seen in Figure 3.1(c). The nanotube is growing
on the catalyst particles, so by placing these in predefined islands one can have
tubes growing from these exact spots. There have been different proposals of
how to control the growth direction of the nanotube. It have been shown that
to some extent the growth direction can be controlled by an electrical field and
that this method might even be able to distinguishing between semiconducting
and metallic tubes [94, 95].
Another advantage of the CVD method is that the tubes are grown directly
on the chip and therefore there is no need for purification and one also avoids the
deposition process. Both the purification and the deposition processes tend to
introduce defects and it is therefore advantageous to avoid them. Unfortunately
this was not a possible approach, in our case, since we wanted the tubes lying on
a GaAs substrate and at CVD growth temperature the amorphous As and the
GaAs decomposes.
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3.3 Physics of Carbon nanotubes
For 1D systems on a cylindrical surface, translational symmetry with a screw
axis could affect the electronic structure and related properties. The interesting
electronic properties of 1D multilayer carbon nanotubes are seen to arise pre-
dominately from intralayer interactions, rather than from interlayer interactions
between multilayers within a single wall carbon nanotube or between two different
nanotubes. Since the symmetry of a single nanotube is essential for understand-
ing the basic physics of carbon nanotubes, we focuses on the symmetry properties
of single layer nanotubes.
3.3.1 Fundamental parameters and relations from carbon
nanotubes
It is convenient to specify a general carbon nanotubule in terms of the tubule
diameter dt and the chiral angle θ, which are shown in figure 3.2. The chiral
vector Ch is defined in table 3.1 in terms of the integers (n,m) and the basis
vectors a1 and a2 of the honeycomb lattice, which are also given in the table in
terms of rectangular coordinates. the integers (n,m) uniquely determine dt and
θ. The length L of the chiral vector Ch is directly related to the tubule diameter
dt. The chiral angle θ between the Ch direction and the zigzag direction of the
honeycomb lattice (n, 0) is related in table 3.1 to the integers (n,m).
We can specify a single-wall C60-derived carbon nanotube by bisecting a C60
molecule at the equator and joining the two resulting hemispheres with a cylin-
drical tube having the same diameter as the C60 molecule, and consisting of the
honeycomb structure of a single layer of graphite. If the C60 molecule is bisected
normal to a five-fold axis, the armchair tubule is formed. It is specified with (n, n)
integers (Fig. 3.3(a)). If the C60 molecule is bisected normal to a 3-fold axis, the
zigzag tubule is formed which is defined with (n, 0) (Fig. 3.3(b)). Armchair and
zigzag nanotubes of larger diameter, and having correspondingly larger caps, can
likewise be defined, and these nanotubules have a general appearance shown in
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Figure 3.2: The 2D graphine sheet is shown along with the vector which specifies
the chiral nanotube. The chiral vector OA or Ch = na1 + ma2 is defined on
the honeycomb lattice by unit vectors a1 and a2 and the chiral angle θ is defined
with respect to the zigzag axis. Along the zigzag axis θ = 0o. Also shown are the
lattice vector OB=T of the 1D tubule unitcell, and the rotation angle ψ and the
translation τ which constitute the basic symmetry operation R =< ψ|τ >. The
diagram is constructed for (n,m)=(4, 2). Ref. [96]
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Figure 3.3: By rolling up a graphene sheet (a single layer of carbon atoms from
a 3D graphite crystal) as a cylinder and capping each end of the cylinder with
half of a fullerene molecule, a ”fullerene-derived tubule,” one layer in thickness,
is formed. Shown here is a schematic theoretical model for a single-wall carbon
tubule with the tubule axisOB (see. Fig. 3.2) normal to: (a) the θ = 30o direction
(an ”armchair” tubule), (b) θ = 0o (a ”zigzag” tubule), and (c) a general direction
B with 0 < |θ| < 30o (a ”chiral” tubule). The actual tubules shown in the figure
correspond to (n,m) values of (a)(5,5), (b)(9,0), and (c) (10,5). Ref. [96]
Fig. 3.3. In addition, a large number of chiral carbon nanotubes can be formed
for 0 < |θ| < 30o, with a screw axis along the axis of tubule. It is described with
(n,m), which is n 6= m. A representative chiral nanotube is shown in Fig. 3.3(c)
The unit cell of the carbon nanotube is shown in Fig. 3.2 as the rectangle
bounded by the vectors Ch and T, where T is the 1D translation vector of the
nanotube. The vector T is normal to Ch and extends from the origin to the first
lattice point B in the honeycomb lattice. It is convenient to express T in terms
of the integers (t1, t2) given in table 3.1, where it is seen that the length of T is√
3L/dR and dR is either equal to the highest common divisor of (n,m), denoted
by d, or to 3d, depending on whether n −m = 3dr, r being an integer, or not.
The number of carbon atoms per unit cell nc of the 1D tubule is 2N (N is defined
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Figure 3.4: The 2D graphine sheet is shown along with the vector which specifies
the chiral nanotube. The pairs of integers (n,m) in the figure specify chiral
vectors Ch (see table 3.1) for carbon nanotubes, including zigzag, armchair, and
chiral tubules. Below each pair of integers (n,m) is listed the number of distinct
caps that can be joined continuously to the cylindrical carbon tubule denoted
by (n,m). The circled dots denote metallic tubules and the small dots are for
semiconducting tubules. Ref. [96]
as the number of hexagon in the unit cell), as given in table 3.1, each hexagon
(or unit cell) of the honeycomb lattice containing two carbon atoms.
Figure 3.4 shows the number of distinct chiral vectors which are specified with
the pairs of integers (n,m). By wrapping the graphene sheet along the direction of
chiral vector, we obtain zigzag, armchair and chiral nanotubes. The circled dots
in the figure denote metallic tubules and the small dots describe semiconducting
tubules. The reason of different electrical properties of nanotubes described with
(n,m) pairs will be explained in section 3.4.
Corresponding to selected and representative (n,m) pairs, listed values in
Table 3.3.1 for various parameters enumerated in Table 3.1, including the tubule
diameter dt, the highest common divisors d and dR, the length L of the chiral
vector Ch in units of a (where a is the length of the 2D lattice vector), the length
of the 1D translation vector T of the tubule in units of a, and the number of
carbon hexagons per 1D tubule unit N .
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Table 3.1: Parameters of carbon nanotubes Ref. [96]
Symbol Name Formula Value
aC−C carbon-carbon distance 1.421A˚ graphite

















a in (x, y) coordinates
















in (x, y) coordinates
Ch chiral vector Ch = na1 +ma2 ≡ (n,m) n,m : integers
L circumference of nanotube L = |Ch| = a
√
n2 +m2 + nm 0 ≤ |m| ≤ n














0 ≤ |θ| ≤ 30o








d the highest common divisor
of (n,m)
dR the highest common divisor
of (2n+m, 2m+ n)
dR=
{
d, if n−m not a multiple of 3d
3d, if n−m a multiple of 3d.
T translational vector of 1D
unit cell




t2 = − 2n+mdR









2N ≡ nC/unit− cell
R symmetry vector R = pa1 + qa2 ≡ (p, q) p, q: integers
d = mp− nq, 0 ≤ p ≤ n/d, 0 ≤ q ≤ m/d
M number of 2π revolutions M = [(2n+m)p+ (2m+ n)q].R M : integer
NR = MCh + dT
R basic symmetry operation R =< ψ|τ >








τ translation operation τ = dT
N
τ, χ: length
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Table 3.2: Values for characterization parameters for selected carbon nanotubes
labelled by (n,m) Ref. [96]
(n,m) d dR dt(A˚) L/a T/a N ψ/2π τ/a M
(5,5) 5 15 6.78
√
75 1 10 1/10 1/2 1
















31 62 17/62 1/
√
124 17












(6,6) 6 18 8.14
√
108 1 12 1/12 1/2 1











7 70 3/70 1/
√
28 3







. . . . . . . . . .
. . . . . . . . . .





3n 1 2n 1/2n 1/2 1





3.3.1.1 Symmetry of Carbon Nanotubes
The symmetry groups for carbon nanotubes can be either symmorphic [such as
armchair (n, n) and zigzag (n, 0) tubules], where the translational and rotational
symmetry operations can each be executed independently, or the symmetry group
can be non-symmorphic (for a general nanotube), where the basic symmetry
operations require both a rotation ψ and translation τ and is written as R =<
ψ|τ >[97]. Here the symmorphic case in some detail and refer the reader to the
paper by Euklund et. al. [98]
The symmetry operations of the infinitely long armchair tubule (n = m), or
zigzag tubule (m = 0), are described by the symmetry groups Dnh or Dnd for
even or odd n[99]. Character tables for the Dn groups are given in figure 3.3
(for odd n = 2j + 1) and in figure 3.4 (for even n = 2j), where j is n integer.
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Table 3.3: Character table for group D(2j+1). Ref. [96]
ℜ E 2Cφj1 2Cφj2 ... 2Cφjj (2j + 1)C ′2
A1 1 1 1 ... 1 1
A2 1 1 1 ... 1 -1
E1 2 2cosφj 2cos2φj ... 2cosjφj 0
E2 2 2cos2φj 2cos4φj ... 2cos2jφj 0
. . . . . . .
. . . . . . .
. . . . . . .
Ej 2 2cosjφj 2cos2jφj ... 2cosj
2φj 0
Useful basis functions are listed in figure 3.5 for both symmorphic groups (D2j
and D2j+1) and non-symmorphic groups CN/Ω[98].
Table 3.4: Character table for group D(2j+1). Ref. [96]
ℜ E C2 2Cφj1 2Cφj2 ... 2Cφjj−1 (2j)C′2 (2j)C′′2
A1 1 1 1 1 ... 1 1 1
A2 1 1 1 1 ... 1 -1 -1
B1 1 -1 1 1 ... 1 1 -1
B2 1 -1 1 1 ... 1 -1 1
E1 2 -2 2cosφj 2cos2φj ... 2cos(j − 1)φj 0 0
E2 2 2 2cos2φj 2cos4φj ... 2cos2(j − 1)φj 0 0
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
Ej−1 2 (-1)j−12 2cos(j − 1)φj 2cos2(j − 1)φj ... 2cos(j − 1)2φj 0 0
The symmetry group for the chiral tubules are Abelian groups. The corre-
sponding space groups are non-symmorphic and the basis symmetry operations
R =< ψ|τ > require translations τ in addition to the rotations ψ. The irreducible
representations for all Abelian groups have phase factor ǫ, consistent with the re-
quirement that all h symmetry elements of the symmetry group commute.
To find the symmetry operations for the Abelian group for a carbon nanotube
specified by the (n,m) integer pair, we introduce the basic symmetry vector
R = pa1+qa2, shown in Figure 3.5, which has a very important physical meaning.
The projection of R on the Ch axis specifies by the angle of rotation ψ in the
basic symmetry operation R =< ψ|τ >, while the projection of R and T axis
specifies the translation τ . In Figure 3.5 the rotation angle ψ is shown as χ =
ψL/2π. If we translate R by (N/d) times, we reach a lattice point B′′ (see
Figure 3.5). This leads to the relation NR = MCh + dT where the integer M
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Table 3.5: Basis functions for groups D(2j) and D(2j+1). Ref. [96]
Basis function D2j D2j+1 CN/Ω
(x2 + y2, z2) A1 A1 A
z A2 A1 A
Rz A2 A2 A
(xz, yz) (x, y) E1 E1 E1
(xz, yz) (Rx, Ry) E1 E1 E1




Figure 3.5: The relation between the fundamental symmetry vectorR = pa1+qa2
and the two vectors of the tubule unit cell for a carbon nanotube specified by
(n,m) which, in turn, determine the chiral vector Ch and the translation vector
T. The projection of R on the Ch and T axes, respectively, yield ψ (or χ) and
τ . After (N/d) translations, R reaches a lattice point B′′. The dashed vertical
lines denote normals to the vector Ch at distances of L/d, 2L/d, 3L/d, ..., L from
the origin. Ref. [96]
is interpreted as the integral number of 2π cycles of rotation which occur after
N rotations of ψ. Explicit relations for R, ψ, and τ are contained in Table 3.1.
If d is the largest common divisor of (n,m) is an integer greater than 1, than
(N/d) translations of R will translate the origin O to a lattice point B′′, and the
projection (N/d)R.T = T2. The total rotation angle ψ then becomes 2π(M/d)
when (N/d)R reaches a lattice point B′′. Listed in Table 3.3.1 are values for
several representative carbon nanotubes for the rotation angle ψ in units of 2π,
and the translation length τ in units of lattice constant a for the graphene layer,
as well as values for M .
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3.4 Electronic Structures of Carbon Nanotubes
The electronic structure of carbon nanotubes can be deduced by mapping the
band structure of graphene in a 2D hexagonal lattice onto a cylinder. Basi-
cally, one takes the dispersion relation for graphene and imposes it with periodic
boundary conditions in one direction. Out of this grows a band structure that is
semiconducting or metallic depending on the direction and size of the boundary
condition. Thus to find the band structure of carbon nanotubes the first step is
to find the band structure of graphene.
Carbon atom has six electrons around it which occupy the 1s2, 2s2 and 2p2
orbitals respectively. The 1s2 core electrons are tightly bound to the atom while
the four 2s2 and 2p2 valence electrons are more weakly bound. In the crystalline
phase these valence electrons give rise to the 2s, 2px, 2py and 2pz orbitals. Because
of the little energy difference between the 2s and the 2p orbitals a mixing of these
will take place, this mixing is called hybridization. When one 2s and two 2p
electrons participate in the mixing it is called an sp2 hybridization.
In graphene it is the electrons participating in the sp2 hybridization which
are responsible for the bindings to the three nearest neighbor atoms in the plane.
This kind of bond is called a σ-bond. The last pz electron then makes a π-orbital
perpendicular to the plane. It is the electron in this orbital, that is responsible
for the weak binding between the planes in graphite, and which is able to move
around, both in and perpendicular to the graphite plane, making graphite a semi-
metal or a zero gap semiconductor. Now, I will focus on a single graphene sheet,
thus ignoring movement perpendicular to the plane.
The hexagonal lattice of graphene is shown in Figure 3.6 where one notices
that there are two atoms in every unit cell. The distance between two nearest
neighbor (n.n.) atoms is aC = 1.42 A˚. The unit cell that is seen in the figure is
defined by the unit vectors a1 and a2. In x-y-coordinates these vectors are given
by
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Figure 3.6: A hexagonal lattice with the lattice vectors a1 and a2, the grey area
















where a = |a1| = |a2| = 1.42 A˚×
√
3 = 2.46 A˚ is the lattice constant.
Lets we calculate the electronic structure using the tight binding or LCAO
approximation scheme. Since there is only one orbital on each atom, participating
in the band structure, but two atoms in every unit cell we have that the Bloch







Here α = A,B corresponding the A and B atoms in the unit cell (see Fig-
ure 3.6), φα is the wave function for the pz orbitals which by the approximation
is localized at the position of the α-atom, N is the number of lattice points and
G is a set of vectors pointing to every lattice point in the graphene. The eigen-
functions of the electron in the solid can now be written as a linear combination
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Putting this into the Schro¨dinger equation minimizing the energy by varying
the coefficients and doing some algebra we get to a secular equation which is
defined by
det[Hˆ − EiS] = 0 (3.4)
Here Hˆ and S are matrices called the transfer and the integral matrix with
Hˆjj′ and Sjj′ as the entries. These are given by
Hˆjj′(k) =< Φj|H|Φj′ > and Sjj′(k) =< Φj|Φj′ > (3.5)
Eq 3.4 is of degree n and its solution gives the n different eigenvalues for
E(k) resulting in the dispersion relation for the n bands, where n is the number
of electronic orbitals participating in the band structure in each unit cell. In
graphite this number is 2 due to the two atoms participating each with one
orbital. From eq 3.5 we have that
























ǫ2p + (terms more distant than n.n.) ≈ ǫ2p (3.6)
To deduce the last line we have used the tight binding approximation. That is
the assumption that φα is localized to such a degree that the only contributions
from overlapping wave functions we need to calculate is between n.n. The other
matrix elements are assumed to be vanishingly small. ǫ2p is the orbital energy
from the 2p level which is not simply the energy value for the free atom since
the Hamiltonian contains a crystal potential. HˆAA is the diagonal element in the
transfer matrix. The off-diagonal terms are given by


























e−ik.a2 < φA(r −R′)|H|φB(r −R) >
+ (terms more distant than n.n.) (3.7)
Due to symmetry it is seen that < φA(r − R)|H|φB(r − R) >=< φA(r −
(R + a1))|H|φB(r − R) >=< φA(r − (R + a2))|H|φB(r − R) > and this will
from now on be denoted γ1. It should be noted that due to symmetry i.e.,
< φA(r − R)|H|φB(r − R) >=< φB(r − R)|H|φA(r − R) > γ1 is a real number.
The last term in eq 3.7 is small and with the tight binding approximation we
neglect it. Using this and γ1 we now get
HˆAB = Hˆ
∗
BA = γ1(1 + e
−ik.a1 + e−ik.a2) = γ1g(k) (3.8)
With the use of the unit vectors a1 and a2 we find that






















To get to the secular equation we now need to find the integral matrix S.
SAA = SBB = 1 under the assumption that the wave function is normalized. The
off diagonal terms in the integral matrix are calculated similar to the off diagonal









′) < φA(r −R′)|φB(r −R) >












e−ik.a2 < φA(r −R′)|φB(r −R) >
+ (terms more distant than n.n.) (3.10)
Again we have that < φA(r − R)|φB(r − R) >=< φA(r − (R + a1))|φB(r −
R) >=< φA(r − (R + a2))|φB(r − R) >. These quantities will from now on be
denoted by γ0. By neglecting the last term in eq 3.10 we get
SAB = S
∗
BA = γ0f(k) (3.11)
















This gives us the secular equation for graphite which is
det[Hˆ − EiS] = det

 ǫ2p − Ei (γ1 − Eiγ0)g(k)
(γ1 − Eiγ0)g∗(k) ǫ2p − Ei

 = 0 (3.13)





Here |g(k)| is given by
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Figure 3.7: The figure shows the reciprocal lattice point and the Brillouin zone
for graphene, with its high symmetry points. K and K ′ are the points where
the π and π∗ dispersion bands is touching each other. The three K points are
equivalent since they are connected by the reciprocal lattice vectors b1 and b2.
Since the points K and K ′ cannot be connected by the reciprocal lattice vectors
these point are not equivalent.
|g(k)| =
√











The Brillouin zone of two-dimensional graphite is shown as the shaded area
in Figure 3.7 where Γ, K, K ′, and M represent points of high symmetry. The













In Figure 3.8, the energy dispersion relation of a graphene sheet is drawn with
the help of eq 3.14 where we have chosen our energy level such that ǫ2p = 0 and
the parameters used for γ0 and γ1 are given by γ0 = 0.129 eV and γ1 = −3.033 eV
[100]. The curve in Figure 3.8(b) is a slice of Figure 3.8(a) between the symmetry
point. The upper half of the energy dispersion relation curves is called π∗ or the
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Figure 3.8: (a) Shows the dispersion relation for graphene, called the tent dis-
persion. The points Γ, K, K ′, M is high symmetry points and their placement
in the Brillouin zone can be seen in Figure 3.7, (b) is appeared by cutting (a) in
straight lines between the points K → Γ→M → K
anti bonding band and π is then the bonding band. It is seen that the two bands
are degenerated at the K and K0 points where they attain the same value. This
is also the energy of the Fermi energy εF . We have two atoms per unit cell and
therefore two π electrons per unit cell so the electrons fully occupy the lower π
band leaving the π∗ anti-bonding band empty. A density of states calculation
shows that the density of states at the Fermi surface is zero making graphite
a zero-gap semiconductor or a semi-metal. When the overlapping integral γ0
becomes zero the dispersion relation eq 3.14 simplifies to
Ei(k) = ±γ1|g(k)| = ±γ1
√











This approximation is called the Slater-Koster scheme and is used as a simple
approximation for the electronic structure of graphene.
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3.4.1 Band structure of carbon nanotubes
From the electronic structure of graphene the electronic structure of a carbon nan-
otube can be found by imposing the geometrical constrains from the nanotube on
the band structure of graphene. It will be shown that armchair tubes are always
metallic while zigzag and chiral tubes can be either metallic or semiconducting
depending on the geometry.
3.4.1.1 Dispersion Relation of carbon nanotubes
From the translation and chiral vectors we can find the reciprocal lattice vectors.
Since there are 2N atoms in the unit cell this should lead to N pairs of π-bonding
and π∗-antibonding bands. The reciprocal lattice vectors K1 and K2 for a carbon
nanotube are defined by the following relations
Ch.K1 = 2π Ch.K2 = 0
T.K1 = 0 T.K2 = 2π (3.18)




(−t2b1 + t1b2), K2 = 1
N
(mb1 − nb2) (3.19)
where b1 and b2 are the reciprocal lattice vector for graphite and t1 =
2m+n
dR
and t2 = −2n+mdR . Under the periodic boundary conditions the only allowed
wavevector components in the circumferential direction are those that obey
k.Ch = l2π, where l is an integer. The vectors that fulfill this requirement
are those whose circumferential component is a multiple of K1. The number
of allowed wave vectors in the circumferential direction ends up being N since
N.K1 = −t2b1 + t1b2 is a reciprocal lattice vector for graphene. Under the as-
sumption of an infinite long nanotube there are no boundary for the wave vectors
along the tube and all states in this direction are allowed. Although we still have
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Figure 3.9: An illustration of three Brillouin zones of graphene (gray areas) mu-
tual displaced for clearance. The black lines shows allowed wave vectors for three
different kinds of tubes (in all the cases some of the lines have been translated
with reciprocal lattice vectors making them as close to symmetrical around Γ as
possible). (a) shows the allowed states for a (10,10) tube. It can be seen that it
is metallic since one of the lines go through the K and K ′ points. (b) shows the
allowed states for a (12,0) tube which is also metallic. (c) is the same figure for
a (11,0) tube and it can be seen that it is semiconducting since none of the lines
go through the K and K ′ points.
that the nanotube is invariant under a translation of T and so we must have
that 2π|T | is the length of the Brillouin zone along the tube. In the circumferential
direction the diameter is Ch giving the Brillouin zone in this direction a length of
2π
|Ch|
but since the lattice in this direction is only repeated once, i.e., once around
the tube, there is only one state in this direction, making the nanotubes Brillouin
zone essentially one dimensional. In Figure 3.9 the allowed states for an electron
in a nanotube are indicated by the black lines on a background of the reciprocal
lattice of graphene where the light-grey hexagon indicate the first Brillouin zone
of a graphene sheets.
The dispersion relation can now be found by slicing the dispersion relation
for graphene (Figure 3.8) along the lines with allowed wave vectors that are seen
as black lines in Figure 3.9. These black lines indicating the allowed states are
defined by
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Figure 3.10: Band diagram of dispersion relation for three different tubes (a) is
a metallic (10,10) tube, the inset is zoom-in of the bands touching the Fermi
surfaces −0.95 < k < 0.75. (b) is a metallic (15,0) tube the inset is again a
zoom-in around k = 0. (c) is semiconducting (12,8) tube. Due to the huge unit
cell there are a lot of bands. Left inset is energy zoom-in where k is in the same
range as in the big plot. The right inset is a zoom-in energy and around k=0
showing the band gap.(Reproduced from Ref. [101])




|T| ≤ l2 ≤
π
|T| , l1 = 0, 1, ....,N− 1. (3.20)
If one of these slices happens to cut through the K point the nanotube will be
metallic and if the slice does not cut through a K point it will be semiconducting.
It can be seen that K = 1
3
(b1− b2). A necessary condition for a metallic tube
is then that there exists a pair l1, l2 such that k = K. With a little algebra this




Since l1 is an integer the condition for a metallic nanotube is that n−m is a
multiple of 3. The condition for k = K0 turns out to be precisely the same. In
the case of a metallic tube we therefore have two bands touching each other at
two points as seen on the dispersion relation in Figure 3.10(a) (in Figure 3.10(b)
the band touching the Fermi surface(εF = 0) is degenerated)[101]. This results
in two conduction channels giving the nanotube a conductance of 4e2/h where
CHAPTER 3. CARBON NANOTUBES 78
2e2/h is the quantum of conductance. For all other choices of (n,m) the tube
will be semiconducting with a band gap and it can be shown that this band gap
is inversely proportional to the diameter. This is due to the fact that the band
gap is determined by the distance between the allowed states indicated by the
black lines in Figure 3.9 and the K, K ′ points. As the diameter is increased the
distance between the black lines are diminished and this implies that the distance
between these states and the K points must also be smaller.
Band calculations of SWNTs were initially performed by using a one–band
π–orbital tight binding model.[114] Subsequently, experimental data [11, 15, 115,
116] on the band gaps were extrapolated to confirm the inverse proportional-
ity with the radius of the nanotube.[117] Later, first principles calculation [118]
within Local Density Approximation (LDA) showed that the σ∗–π∗ hybridiza-
tion becomes significant at small R (or at high curvature). Recent analytical
studies[119, 120, 121] showed the importance of curvature effects in carbon nan-
otubes. Nonetheless, band calculations performed by using different methods
have been at variance on the values of the band gap. Extensive theoretical
analysis of the band structure of SWNTs together with the curvature effects
on geometric and electronic structure has been carried out recently [105] by us-
ing first-principles pseudopotential planewave method[81] calculations within the
Generalized Gradient Approximation[122] (GGA).
The inset to Fig. 3.11 shows a schematic side view of a zigzag SWNT which
indicates two types of C–C bonds (d1 and d2) and C–C–C bond angles (Θ1 and
Θ2). The variations of the normalized bond lengths (i.e. d1/d0 and d2/d0 where
d0 is the optimized C–C bond length in graphene) and the bond angles with tube
radius R (or n) are shown in Fig. 3.11a and 3.11b, respectively. Both the bond
lengths and the bond angles display a monotonic variation and approach the
graphene values as the radius increases. As pointed out earlier for the armchair
SWNTs [123], the curvature effects, however, become significant at small radii.
The zigzag bond angle (θ1) decreases with decreasing radius. It is about 12
o
less than 120o for the (4, 0) SWNT, while the length of the corresponding zigzag
bonds (d2) increases with decreasing R and the length of the parallel bond (d1)
decreases to a lesser extent with decreasing R. The angle involving this latter
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bond (θ2) is almost constant.
An internal strain is implemented upon the formation of tubular structure
from the graphene sheet. The associated strain energy, which is specified as
the curvature energy, Ecur, is calculated (Ref. [105]) as the difference of total
energy per carbon atom between the bare SWNT and the graphene (i.e. Ecur =
ET,SWNT − ET,graphene) for 4 ≤ n ≤ 15. The calculated curvature energies are
shown in Fig. 3.11c. As expected Ecur is positive and increases with increasing
curvature. The cohesive energy of SWNTs are also curvature dependent, and
are calculated from the expression Ecoh = ET [C] − ET [SWNT ] in terms of the
total energy of free carbon atom, and total energy of SWNT per carbon atom.
For a zigzag tube, it is small for small n and increases with n, and eventually
saturates to the cohesive energy of graphene. Similar trends also exist for the
armchair tubes. In classical theory of elasticity the curvature energy is given
by the following expression [124, 125, 126] Ecur = α/R
2, where α = Y t3Ω/24.
Here Y is the Young’s modulus, t is the thickness of the tube, and Ω is the
atomic volume. Interestingly, curvature energies obtained from first-principles
calculations yield a perfect fit to the relation α/R2 as seen in Fig. 3.11c. In this
fit α is found to be 2.14 eV A˚2/atom, using the value of Y and an appropriate
choice of t.[105]
According to the zone folding scheme a (n,m) SWNT has been predicted to
be metallic when n − m = 3 × integer, since the double degenerate π and π∗
states, which overlap at the K–point of the hexagonal Brillouin zone (BZ) of
graphene folds to the Γ point of the tube [114, 129]. Thus, to the first order
all (n, n) armchair tubes are metallic, but (n, 0) zigzag tubes becomes metallic
when n is multiples of 3. In Fig. 3.4, a map of chiral vector specified by (n,m)
indices indicate whether a SWNT is a semiconductor or metal. This simple
picture provides a qualitative understanding, but fails to describe some important
features, in particular for small radius or metallic nanotubes. SWNTs specified
by ”C” in Fig. 3.4 form a subgroup of semiconducting tubes, which have a small
band gap induced by the curvature. This situation is clearly shown in Table 3.6,
where the band gaps Eg of (n, 0) SWNTs calculated by different methods are
compared.
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Figure 3.11: Inset: A schematic side view of a zigzag SWNT, indicating two
types of C–C bonds and C–C–C bond angles. These are labelled as d1, d2, θ1
and θ2. (a) Normalized bond lengths (d1/d0 and d2/d0) versus the tube radius R.
(d0 = 1.41 A˚). (b) The bond angles (θ1 and θ2) versusR. (c) The curvature energy,
Ecur per carbon atom with respect to graphene as a function of tube radius. The
solid lines are the fit to the data as α/R2. (Reproduced from Ref. [105])
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Table 3.6: Band gap, Eg, as a function of radius R of (n,0) zigzag nanotubes.
M denotes the metallic state. First row values were obtained within GGA in
Ref. [105] Second and third rows from Ref. [118] are LDA results, while all the
rest are tight-binding (TB) results. Two rows of Ref. [128] are for two different
TB parametrizations.
n 4 5 6 7 8 9 10 11 12 13 14 15
R (A˚) 1.66 2.02 2.39 2.76 3.14 3.52 3.91 4.30 4.69 5.07 5.45 5.84
Ref. [105] M M M 0.243 0.643 0.093 0.764 0.939 0.078 0.625 0.736 0.028
Ref. [118] M 0.09 0.62 0.17
Ref. [118] 0.05 1.04 1.19 0.07
Ref. [114] 0.21 1.0 1.22 0.045 0.86 0.89 0.008 0.697 0.7 0.0
Ref. [128] 0.79 1.12 0.65 0.80
Ref. [128] 1.11 1.33 0.87 0.96
First-principles GGA calculations[105] resulted in small, but non-zero energy
band gaps of 93, 78 and 28 meV for (9, 0), (12, 0) and (15, 0) SWNTs, respec-
tively. These gaps are measured by Scanning Tunnelling Spectroscopy (STS)
experiments [104] as 80, 42 and 29 meV, in the same order. Recently, Kim
et al.[127] synthesized ultralong and high percentage of semiconducting SWNTs
where another experimental evidence for the small band gap tubes has been pro-
vided. The biggest discrepancy noted in Table 3.6 is between the tight-binding
and the first-principles values of the gaps for small radius tubes such as (7, 0).
These results indicate that curvature effects are important and the simple zone
folding picture has to be improved. Moreover, the analysis of the LDA bands of
the (6, 0) SWNT calculated by Blase et al. [118] brought another important effect
of the curvature. The antibonding singlet π∗- and σ∗- states mix and repel each
other in curved graphene. As a result, the purely π∗-state of planar graphene is
lowered with increasing curvature. For zigzag SWNTs, the energy of this singlet
π∗–state is shifted downward with increasing curvature.
In Fig. 3.12a, the double degenerate π–states (which are the valence band edge
at the Γ–point), the double degenerate π∗–states (which become the conduction
band edge at Γ for large R), and the singlet π∗–state (which is in the conduction
band for large R) are shown. As seen, the shift of the singlet π∗–state is curvature
dependent, and below a certain radius determines the band gap. For tubes with
radius greater than 3.3 A˚ (i.e. n > 8), the energy of the singlet π∗–state at
the Γ–point of the BZ is above the doubly degenerate π∗–states (i.e. bottom of
the conduction band), while it falls between the valence and conduction band
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Figure 3.12: (a) Energies of the double degenerate π–states (VB), the double
degenerate π∗–states (CB) and the singlet π∗–state as a function of nanotube
radius. Each data point corresponds to n ranging from 4 to 15 consecutively.
(b) The calculated band gaps of Ref. [105] are shown by filled symbols. Solid
(dashed) lines are the plots of Eq. 3.23 (Eq. 3.22). The experimental data taken
from [15, 104, 116] are shown by open diamonds. (Reproduced from Ref. [105])
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edges for n = 7, 8, and eventually dips even below the double degenerate valence
band π–states for the zigzag SWNT with radius less than 2.7 A˚ (i.e. n < 7).
Therefore, all the zigzag tubes with radius less than 2.7 A˚ are metallic. For
n = 7, 8, the edge of the conduction band is set by the singlet π∗–state, but not
by the double degenerate π∗–state. The band gap derived from the zone folding
scheme is reduced by the shift of this singlet π∗–state as a result of curvature
induced σ∗−π∗ mixing. This explains why the tight-binding calculations predict
band gaps around 1 eV for n = 7, 8 tubes, while the self-consistent calculations
predict much smaller value. Based on π–orbital tight binding model, it was





which is independent from helicity. Within the simple π–orbital tight-binding
model, γo is taken to be equal to the hopping matrix element Vppπ. d0 is the
bond length in graphene. However, as seen in Fig. 3.12b, the band gap displays
a rather oscillatory behavior. The relation given in Eq. 3.22 was obtained by
a second order Taylor expansion of one-electron eigenvalues of π-orbital tight-
binding model [117] around the K–point of the BZ, and hence it fails to represent
the effect of the helicity. By extending the Taylor expansion to the next higher
order, Yorikawa and Muramatsu [128, 130] included another term in the empirical









which depends on the chiral angle, θ, as well as an index p. Here γ is a constant
and the index p is defined as the integer from k = n− 2m = 3q + p. The factor
(−1)p comes from the fact that the allowed k is nearest to either the K- or K ′-
point of the hexagonal Brillouin zone. For zigzag nanotubes θ = 0, and hence




2, obtained from Eq. 3.23 by using the parameters Vppπ = 2.53 eV and
γ = 0.43. The agreement between the first-principles calculations[105] and the
STS data [15, 116] is very good considering the fact that there might be some
uncertainties in identifying the nanotube in the experiment.
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The situation displayed in Fig. 3.12 indicates that the variation of the band
gap with the radius is not simply 1/R, but additional terms incorporating the
chirality dependence are required. Most importantly, the mixing of the singlet
π∗–state with the singlet σ∗–state due to the curvature, and its shift towards the
valence band with increasing curvature is not included in neither the π–orbital
tight binding model, nor the empirical relations expressed by Eq. 3.22 and 3.23.
This behavior of the singlet π∗–states is of particular importance for the applied
radial deformation that modifies the curvature and in turn induces metalliza-
tion [111, 131, 132] as discussed in section 6.2 and 7.2.
3.4.2 Density of States
The right figure of Fig. 3.13 schematically shows the density of states (DOS) that
can be derived from the energy dispersion diagrams shown in the left figure. The
linear crossing bands near the Fermi level yield a small constant DOS for the
armchair nanotube. At energies away from the Fermi energy, the next subbands
lead to Van Hove singularities at the onset due to the one-dimensional nature of
the subbands. The energy separation between the first singularities above and
below the Fermi level is here defined as ∆Esub. The DOS for a semiconducting
nanotube also consists of a series of sharp van Hove singularities. In this case
however, there is an energy gap ∆Egap.
For chiral nanotubes, the unit cell T × C is typically an order of magnitude
larger than for nonchiral nanotubes. It has been argued that a large number
of subbands and therefore also many singularities in the DOS may be expected
[133]. However, it has been found that near the Fermi level a universal DOS
exists that scales with diameter and depends, to first order, only on the metallic
or semiconducting character of a nanotube [134, 135, 136]. The DOS for a chi-
ral nanotube with the same diameter is therefore similar to that of a zigzag or
an armchair nanotube. This is illustrated in Fig. 3.9. Near the Fermi point K,
the energy dispersion is approximately radially symmetric within the kx,ky-plane
(see Fig. 3.7). The point of closest approach from K to any allowed k-line (K1)
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Figure 3.13: The energy band diagram (left) and density of states (right) for a
metallic (top) and a semiconducting (bottom) nanotube. The energy dispersion
diagrams are calculated with Eqs. (2.4) and (2.5) for a (5,5) and (10,0) nanotube
respectively. The energy is divided by the energy overlap integral γ0 = 2.9 eV.
In the density of states (DOS) diagrams a series of sharp peaks appear which are
the subband onsets. The energy differences between the first two singularities
near the Fermi level are indicated for the metallic and the semiconducting case
by ∆Esub and ∆Egap respectively.
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yields therefore the first Van Hove singularity. The second point of closest ap-
proach (K2) yields the next singularity etc. A different chirality means that the
allowed k-lines are rotated and oriented differently around K. However, due to
the discreteness of the hexagonal lattice it can be found that for semiconducting
nanotubes the discrete
3.5 Transport Properties of Carbon Nanotubes
I will focus on the transport properties of metallic tubes and not go into the area
of semiconducting tubes.
The insets in Figure 3.10 (a) and (b) show the dispersion relation for a zigzag
and an armchair metallic nanotube around the Fermi energy[101]. It can be seen
that the dispersion relation for energies right around the Fermi energy is highly
linear.
To find this linear dispersion we expand the function g(k) defined in eq 3.9
around K by writing k = K + κ using the expansion in eq 3.14, setting Ei(k) =






The signs are for the left and right moving branch of the two crossing lines












= 9.81× 105 (3.25)
It is seen that this value does not depend upon the indices (n;m) so this is
the value of the Fermi velocity for all metallic carbon nanotubes.
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3.5.1 Definition of the Ballistic Transport
In this section I will define what I mean by ballistic transport, since it seems
that people are using it in different meanings depending on which system they
are actually measuring upon. Before going into this discussion I will define the
relevant lengths with the help of Datta[137].
Mean Free Path lm
We begin by defining a collision time τc which is the time between two colli-
sions changing the state of the electron. The momentum relaxation time τm then
has a relation to the collision time τc with a constant αm describing the efficiency







By the Fermi velocity the corresponding length of the mean free path can
easily be found to be lm = vF τm.
Phase Relaxation Length lφ
In the same way as τm is related to τc we can relate a phase relaxation time τφ







This scattering time can also be converted to a length that for τm ∼ τφ is
given by lφ = vF τφ.
The effectiveness at which different collision process changes the momentum
and phase is very different. Electron-electron interaction does not change the
momentum of the system, since any momentum loss by one electron is picked up
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by the other electron so αm = 0 but α 6= 0 in this process. It can also be seen
that elastic collisions with any static impurities have αm 6= 0 but αφ = 0. So even
though τm and τφ both have a relation to τc the efficiency with which a collision
couples to them can be very different.
A sample of length L can be in different regimes depending on its relation
to lm and lφ. Normally one defines three regimes; ballistic, diffusive and ohmic.
Ohmic is where L≫ lm, lφ basically normal classic conductors, diffusive is where
L > lm and lm < lφ. The problem about ballistic transport is that it is in some
cases used in the meaning L < lm, lφ and sometimes it is just L < lm with no
reference to lφ so we could have either lφ > L or lφ > L or lφ > L. I will in this
thesis in most cases understand ballistic transport as the regime where L < lm,
lφ at the times where this is not the case it will be clearly stated.
3.5.2 Phase Coherence Length
Normally a way to obtain information about the coherence length lφ of a material
is to evaluate the magnetoresistance in a transport experiment. But SWNTs are
not expected to show any magnetic field dependence except in extremely high
fields so this method cannot be used for tubes. Still some groups have managed
to extract some information. Liang et. al.[138] have seen Fabry-Perot interference
in a nanotube with a length of 530 nm measured at 4 K, since the electron wave is
interfering with it self the coherence length must be much longer than the length
of the nanotube. Actually the coherence length has to be at least three times
as long as the nanotube to get any kind of interference. Liang et al. also show
that the mean free path lm ≥ 530nm i.e., transport must be ballistic. Avouris et
al.[139] have measured the phase coherence length in ropes of carbon nanotubes
to be on the order of microns at temperatures around 1 K.
As long as an electron is keeping its phase it will not make spin-flips. It can,
however still process around an external magnetic field, thereby changing its spin
direction, but it will happen in a coherent way i.e., the polarization of the electron
gas is kept. On the other hand the electrons can keep their spin even though they
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are not phase coherent. It is expected that electrons in nanotubes will keep their
spins over long distances since the g-factor is around 2 and there is nearly no
spin-orbit coupling due to the low mass of the carbon atoms.
3.5.3 Ballistic Transport
Due to the one-dimensionality of SWNTs the branch of allowed states can be
described as straight lines crossing the Fermi energy. Since a scattering electron
needs to have an empty state to scatter to and there are less available states in a
carbon nanotube than in a ordinary metal the amount of scattering in a carbon
nanotube must be anticipated to be severely decreased. Furthermore carbon
nanotubes are nearly perfect molecules so the number of impurities and lattice
defects are very limited, this also helps to diminish the scattering. Theoretical
calculations show that metallic tubes are unaffected by long potential scatters
[13].
Experimentally there have also been a lot of groups showing evidence of long
mean free paths in SWNTs. McEuen et al.[13] found that a tube with a length
of 8 µm measured at low temperatures, did not contain any significant back-
scatterers, the length was estimated from the charging energy in the Coulomb
blockade regime.
Bachtold et al.[140] and Pablo et al.[141] have made scanned gate measure-
ment of the intrinsic resistance in SWNTs. Batholds group measured the poten-
tial a function of length and the result is seen in Figure 3.14. The figure shows
the electrostatic potential in a metallic tube. It can be seen that the potential is
nearly constant which is a sign of very low intrinsic resistance, they set an upper
bound on the intrinsic resistance per nanotube on Ri = 3 kΩ. If we imagine diffu-
sive transport then by measuring the length of the tube we can find the resistivity
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Figure 3.14: Shows the electrostatic potential through a metallic carbon nanotube
measured with Electrostatic Force Microscopy (EFM). It can be seen that the
potential is constant corresponding to very low intrinsic resistance indicating
that the tube is ballistic. From [140].
Herem is the electron mass, e is the electron charge, L is the length of the tube
and n1D is the number of electron per unit length participating in the transport.
To estimate this number we take the density of states at the Fermi surface which
in a metallic nanotube is given by D(ǫF ) =
a
2π2γ1dt
the units of this density is
per energy per carbon atom to get a number per length out we multiply with
number of carbon atom
length
= 2N|T | and make an estimate which says it is the electrons
from the Fermi energy and 1 eV down that participate in the transport. This is
a rough estimate and without a doubt to far down in energy but it still can give






= 6.4× 10−12s (3.29)
From this a lower bound for the mean free path lm is lm > vF τm = 6.3 µm.
This is longer than the nanotube which indicates that we are in the ballistic
regime which at the same time invalidates the use of the Drude formula. Still the
conclusion from these arguments are that the transport is ballistical which is also
the conclusion Batholds group reaches with some other arguments. Both groups
have made their measurement at room temperature and Bachtold et al.[140] find
ballistic transport over a length > 1 µm while Pablo et al.[141] find that there is
ballistic transport over a length that is at least 1.5
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So metallic nanotubes are ballistic conductors with a mean free path of more
than one micron. The precise length of the mean free path is very depending on
surroundings, perfection of the tube and geometry such as if the tube has any
kinks.
3.5.4 Spin-Flip
From the two previous sections it is clear that the amount of scatters in a carbon
nanotube is really small. At low temperatures we have ballistic transport for
many microns. At higher temperatures the mean free path is still very long but
there has not been any evidence of room temperature coherent transport over
microns in carbon nanotubes. Still it is reasonable to assume that the spin flip
length is pretty long. This is because the normal scattering mechanism causing
spin- ip is inelastic scattering on impurities and spin orbit coupling. In carbon
nanotubes we have a very pure system so the amount of impurity is normally
really low. At the same time is the carbon nuclear very light giving a small spin-
orbit coupling. For the Zeeman splitting to have a significant size the applied
external field has to be pretty big since carbon nanotubes have a g-factor of 2
making this spin splitting in most cases negligible.
3.5.5 Landauer-Bu¨ttiker Formalism
In a system made of two leads contacting a nanotube we must have that the total
resistance is given by R = h/4e2 + Ri + Rc1 + Rc2 where h/4e
2 is the contact
resistance that comes from the current going from a continuum of modes in the
contacts to the four quantized modes in the tube. This resistance cannot be
avoided, Ri is the intrinsic resistance of the tube and Rc1,c2 are the resistances
stemming from the metal tube junction. As just mentioned many metallic nan-
otubes show ballistic transport meaning that Ri = 0 or at least very low, so most
of the electrons are passing through the tube without being scattered. In these
systems at low temperatures we have L < lm, lφ.
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Figure 3.15: Illustrates a simple model for the system that we are looking at
Landauer-Bu¨ttiker formalism[142] can be used to describe transport in bal-
listic systems at low temperatures, where the conductance is taking place in a
limited number of modes, such as the case is for carbon nanotubes.
So we imagine coherent electron waves moving through a system that schemat-
ically looks like the one seen in Figure 3.15. The current I in such a system must
be











Here I+(I−) is the current from left to right (right to left), 1
L
is the density
of states, e the charge, 2 is for the two spin degenerated modes conducting the
current in a nanotube, f+, f− are the occupation functions in the left and right
contact respectively and the
∑
is over spin j and k-states. In the last equation




. Since the measurement is
taking place at low temperatures we approximate the occupation functions with

















is the conductance for a lead with two modes such as a nan-
otube. Quantized conductance have been observed in carbon nanotubes with
conductance changes of 2e2 = h by de Heer et al.[103].
3.6 Modification of electronic structure with ra-
dial deformation
Modification of electronic properties of condensed systems by an applied external
pressure or strain in the elastic range has been subject of active study. However,
in most of the cases, the changes one can induce by the elastic deformation are
minute even negligible due to the rigidity of the crystals. On the other hand, the
situation is rather different for SWNTs owing to their tubular geometry.[120] Car-
bon nanotubes display very interesting mechanical properties. While the MWNTs
show the greatest values for the Young’s modulus as high as 2 TPa, SWNTs ap-
pear to be very soft in the radial direction.[143] SWNTs are highly flexible: they
can sustain remarkable elastic deformations. The softness of carbon nanotubes in
the radial directions has been observed experimentally by the fact that the con-
tact area is flattened when two nanotubes are brought close to each other.[144]
If R is large, a nanotube takes a flattened structure.[145] It has been argued that
SWNTs show linear elasticity under hydrostatic pressure up to 1.5 GPa at room
temperature.
It has been shown that the structure and the electronic properties of SWNTs
undergo dramatic changes by these deformations.[110, 131, 146, 147, 280, 149,
150, 151, 152, 153, 154, 155, 156] Significant radial deformation of SWNTs can be
realized in the elastic range, whereby the curvature is locally changed. This way,
zones with higher and lower curvatures relative to the undeformed SWNT can be
attained on the same circumference[111, 112, 157, 158, 159, 160]. Tight-binding
calculations have indicated that a SWNT may undergo an insulator-metal tran-
sition under a uniaxial or torsional strain [111, 155, 156]. Multiprobe transport
experiments [110] on individual SWNTs showed that the electronic structure can
be modified by bending the tube, or by applying a circumferential deformation.
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Empirical extended Hu¨ckel calculations [146] predicted that the conductance of
an armchair SWNT can be affected by the circumferential deformations and a
band gap can develop in a metallic armchair SWNT upon twisting.
A systematic analysis of the effect of the radial deformation on the electrical
properties has been carried out by Gu¨lseren et al.[131] using first-principles total
energy and electronic structure calculations. In their study the radial deformation
is generated by applying uniaxial compressive stress σyy on a narrow strip on the
surface of a SWNT. In practice such a deformation can be realized by pressing
the tube between two rigid and flat surfaces. As a result, the radius is squeezed
in the y–direction, while it is elongated along the x–direction, and hence the
circular cross section is distorted to an elliptical form with major and minor
axes, a and b, respectively. A natural variable to describe the radial deformation










where R0 is the radius of the undeformed (zero strain) nanotube. The point
group of the undeformed nanotubes is Dnh or Dnd for n even or odd, respectively.
Under radial deformation described above, the point group becomes C2h or D2h.
However, depending on the nanotube orientation around the tube axes, the in-
plane mirror symmetry can be broken. For the (6, 6) tube, there are several
different orientations to investigate the effect of mirror symmetry on the band
crossing at the Fermi level. The first-principles calculations predict that elastic
radial deformation does not have a noticeable effect on the first and second nearest
neighbor C–C distances but it induces significant changes in the bond angles[131].
This observation is therefore important and has to be taken into account in tight
binding studies of SWNTs with radial deformation.
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Figure 3.16: (a) The strain component ǫxx = (R0−a)/R0 along the major axis as
a function of applied strain ǫyy = (R0− b)/R0 along the minor axis. The slope is
the in-plane Poisson ratio, ν‖. (b) Variation of the elastic deformation energy per
carbon atom, (c) The restoring force on fixed carbon atoms. For (8, 0) SWNT,
the force is scaled by 0.5 since it is only on one carbon atom, while for the other
tubes it is on two carbon atoms. (Reproduced from Ref. [131]).
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3.6.1 Elasticity
For the radial deformation, the relation between stress and strain is given by the
generalized Hooke’s law,





= C12ǫxx + C11ǫyy (3.35)
Here Fy is the restoring force applied on the surface area A, C11 and C12 are
the in-plane elastic stiffness constants. Assuming the validity of the Hooke’s law,
the elastic deformation energy ED (i.e. the difference between total energies of





(1 + ν2‖)C11 − ν‖C12
]
ǫ2yy (3.36)







Deformation energies obtained from classical elasticity in Eq. 3.36 are com-
pared with those calculated from first-principles in Fig. 3.16. Interestingly, the
quadratic form obtained from classical theory fits very well to the elastic deforma-
tion energy calculated from the first-principles. Hooke’s relation, and hence elas-
tic character of the deformations, persists up to ǫyy = 0.25. It is also noted that
the SWNT becomes stiffer as R decreases. The variation of the restoring forces
is expected to be linear in the elastic range. The restoring forces in Fig. 3.16c are
in overall agreement with this argument, except the deviations at certain data
points due to uncertainties in the first-principles calculations, which are amplified
because the force is a derivative quantity. Elastic constants calculated from the
first-principles are listed in Table 3.7.
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Figure 3.17: (a) The variation of the band gap, Eg. (b) Density of states at
the Fermi level D(EF ) as a function of applied strain ǫyy. (Reproduced from
Ref. [131]).
CHAPTER 3. CARBON NANOTUBES 98
Table 3.7: In–plane elastic constants of SWNTs. All elastic constants are in GPa
except for ν‖ which is unitless. Ceff = C11(1− ν2‖).(Reproduced from Ref.[131])
Radius (A˚) ν‖ Ceff C11 C12
(7,0) 2.76 0.904 129.88 713.36 645.15
(8,0) 3.14 0.874 98.70 416.88 364.20
(9,0) 3.52 0.864 91.02 319.67 270.36
(6,6) 4.06 0.828 86.12 273.46 226.34
3.6.2 Effect of radial deformation on the electronic struc-
ture
First-principles calculations confirm that the band gaps of zigzag tubes reduce
with applied strain, and eventually vanish leading to metallization. Figure 3.17
summarizes the variation of band gap and density of states at the Fermi level,
D(EF ), as a function of the applied strain. For (7, 0) and (8, 0) SWNTs the band
gaps decrease monotonically and the onset of an insulator-metal transition follows
with the band closures occurring at different values of strain. Upon metallization
D(EF ) increases with increasing strain. However, the behavior of the (9, 0) tube
is different. Initially, the band gap increases with increasing strain, but then de-
creases with strain exceeding a certain threshold value and eventually diminishes.
For all these zigzag SWNTs the band gap strongly depends on the magnitude of
the deformation, and Eg is closed at 13%, 22% and 17% strain for (7,0), (8,0)
and (9,0) nanotubes, respectively. Whereas, the armchair (6, 6) SWNT, which
is normally metallic, remained metallic with a slowly decreasing D(EF ) even for
significant radial deformation. Earlier Delaney et al. [161] showed that the π∗-
conduction and π-valence bands of a (10, 10) tube which normally cross at the
Fermi level with quasi linear dispersion, open a pseudogap in the range of ∼ 0.1
eV at certain directions of the BZ perpendicular to the axis of the tube owing to
tube-tube interactions in a rope. The opening of the gap is caused by the broken
mirror symmetry. Lammert et al. [151] pointed out the gapping by squashing
(20, 20) and (36, 0) metallic tubes, since circumferential regions are brought into
close proximity. Uniaxial stress of a few kilobars can reversibly collapse a small
radius tube inducing a 0.1 eV gap, while the collapsed large radius tubes are
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Figure 3.18: The variation of energy eigenvalues of states near the band gap at
the Γ–point of the BZ as a function of the applied strain. The shaded region is the
valance band. The singlet state originating in the conduction band is indicated
by squares. (Reproduced from Ref. [131]).
stable. In the study of Park et al. [132], the bandgap of the (5, 5) tube was mono-
tonically increasing probably due to bilayer interactions, since the separation of
the two nearest wall of the tube became comparable to the interlayer distance of
graphite.
In order to explain the band gap variation of (n, 0) tubes, the energies of a few
bands near the band gap are plotted as a function of strain in Fig. 3.18. The sin-
glet π∗–state in the conduction band shifts downwards in energy much faster than
the other states do with increasing strain. This is due to the increasing curvature
with increasing radial deformation. Since the singlet π∗–state lies below the dou-
ble degenerate π∗–states for both (7, 0) and (8, 0) SWNTs, their band gaps are
closed monotonically with increasing ǫyy. On the other hand, for the (9, 0) SWNT
this singlet π∗–state is above the double degenerate π∗–states. The increase of the
band gap at the initial stages of radial deformation is connected with relatively
higher rate of downward shift of the double degenerate π–valence band relative
to the π∗–conduction band under low strains. Once the singlet π∗–band, which
shows faster decrease with strain, crosses the doublet conduction band and enters
into the gap, the band gap begins to decrease with increasing strain. Applying
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a radial strain through the tip of an Atomic Force Microscope and by simulta-
neously measuring the conductance, Minot et al.[152] confirmed that the band
structure of carbon nanotubes can be altered as predicted in Refs.[111, 131, 132]
earlier.
3.6.3 Effect of radial deformation on the chemical reac-
tivity
Srivastava et al.[162] examined the effect of conformational strain on the chemi-
cal reactivity of a SWNT. A (10, 10) SWNT, which was either bent or subjected
to torsional strain had kinks or ribbon structure on its surface. Actually those
deformed places have sites with higher curvature as compared to the curvature
of the bare (10, 10) SWNT. Using a many-body, bond-order potential, they per-
formed the classical trajectory simulations on the interaction between hydrogen
atom and strained nanotube. These predicted that the chemisorption of hydrogen
atoms is enhanced by as much as 1.6 eV at regions of high conformational strain.
Analysis of atomic cohesive energies, local density of states obtained from empiri-
cal tight binding method showed that the sites with enhanced binding energies of
hydrogen atom correspond to destabilized cohesive energies and electronic states
near the Fermi level. The heightened chemical reactivity of deformed sites was
attributed to the introduction of radical p-orbital character.
First-principles pseudopotential calculations have shown that indeed adsorp-
tion of foreign atoms on SWNTs can be modified continuously and reversibly.[113]
The effect of radial deformation becomes noticeable through the binding prop-
erties of foreign atoms on undeformed SWNTs. This situation is described in
Fig. 3.19, where the calculated binding energies Eb of H and Al adsorbed on the
zigzag tubes are plotted as a function of the radius R for n =7,8,9,10,12. As de-
scribed in the previous sections, H is adsorbed at the top site, directly above the
C atom of the tube; Al favors H-site. It is seen that Eb decreases with increasing
radius (or decreasing curvature), and eventually saturates at a value correspond-
ing to that on graphene. The variation of binding energies of H and Al with the
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Figure 3.19: Binding energies Eb of single hydrogen and aluminum atom adsorbed
on the zigzag SWNTs versus the radius of the tube R. The solid line is the fit to
the Eb,A(R) = Eo,A+CA/R explained in the text. (Reproduced from Ref. [113]).
radius of the zigzag tube fits to the curve given by the expression,




where Eo,A is the binding energy of the adatom A (here H or Al) on the graphene
plane, and calculated to be 1.49 eV and -0.02 eV for H and Al, respectively
[113]. The fitting parameter, CA is calculated to be ∼3.14 eV/A˚ for both H
and Al. Calculated data for n < 7 slightly deviate from the above simple Eb(R)
relation perhaps due to the fact that the singlet π∗-band, which is normally in the
conduction band falls into the band gap as a result of increased curvature. Note
that, while the band gap shows significant change with n [for example by going
from (8, 0) to (9, 0) Eg changes from 0.65 eV to 0.09 eV], the binding energies
vary smoothly with R−1. Increase of Eb with decreasing R (or with decreasing
n) shows that for small R the character of the surface deviates from that of the
graphene. This result has been exploited to create different zones with different
curvatures on the surface of a single SWNT by radial deformation and hence to
attain different chemical reactivity.
The radial deformation can be created by applying a uniaxial compressive
stress on a narrow strip on the surface of the SWNT.[113, 131] where the circular
cross section of the bare tube is distorted to an elliptical one with major and
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minor axes a and b, respectively. In Fig. 3.20(a) the variation of the binding
energies of a single hydrogen atom adsorbed on the (8, 0) surface shows that Eb
at the sharp site, i.e. near one of the ends of the major axis increases with
increasing ǫyy (defined in Eq. 4), and traces the upper curve. The lower curve
is associated with the adsorption on the flat site, i.e. near one of the ends of
the minor axis. According to the predictions of this study, at the high curvature
site Eb has increased by 0.85 eV for ǫyy=0.3. On the other hand, Eb for the
adsorption on the low curvature (flat) site first decreases with increasing strain,
and than saturates at an energy 0.25 eV less than that corresponding to ǫyy = 0.
The difference of binding energies of the sharp and flat sites is substantial and
is equal to ∼1.1 eV for ǫyy = 0. This is 44% of the binding energy of H on
the undeformed SWNT. As a result of H adsorption, the sp2 character of the
bonding of the tube has changed locally and become more like sp3. In Fig. 3.20b
the binding energy of Al exhibits a behavior similar to that of H, despite H and
Al favoring different sites on the (8,0) tube; Eb at the sharp site of the deformed
SWNT increases with increasing ǫyy. For example Eb increases by ∼0.80 eV for
ǫyy =0.3 which is 80% of the binding energy on the undeformed tube. For Al is
adsorbed on the flat site, Eb first decreases with increasing ǫyy, then gradually
increases. Adsorption of Al induces local changes in the atomic and electronic
structures. For example, the surface of the tube where Al adsorbed expands.
We see that according to the first-principles calculations the chemical reac-
tivity of a zigzag SWNT can be modified reversibly and variably by radial de-
formation. The effect of deformation is significantly different for the zigzag and
armchair SWNTs. It is remarkable that Al, which does not bind to the graphite
surface, can be adsorbed at high curvature site of a zigzag tube under radial
deformation with a significant binding energy. Similarly, it has been shown that
the H2 molecule which is bound to the surface of (8, 0), becomes physisorbed at
the high-curvature site with a significant binding energy [289]. If the physisorbed
H2 can approach to the surface as close as 1.5 A˚, it dissociates into two H atom,
each becomes bound to adjacent C atoms of SWNT at the surface. We believe
that the tunable adsorption can have important implications for metal coverage
and selective adsorption of foreign atoms and molecules on the carbon nanotubes,
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Figure 3.20: (a) Variation of the binding energies Eb of single hydrogen atom
adsorbed on a (8,0) zigzag SWNT as a function of the radial deformation ǫyy
defined in the text. The upper curve corresponds to H adsorbed on the high
curvature site of the deformed tube. The lower curve is for the adsorption on
the low curvature site. (b) Same as (a) for a single Al atom. (Reproduced from
Ref. [113]).
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and can lead to a wide variety of applications, ranging from hydrogen storage to
chemical sensors and new nanomaterials.
3.6.4 Effect of pressure on nanoropes
It is anticipated that physical properties can also be altered by intertube inter-
actions between nanotubes packed in hexagonal lattice, as so called nanoropes.
Intertube interactions in nanoropes can be probed by applying external pres-
sure to vary the intertube distance. For fullerenes, such high-pressure stud-
ies have yielded many interesting results[164] including new compounds such
as the pressure-induced polymeric phases of C60. Similar covalent bonding can
occur between the nanotubes in a rope. Such a property could have impor-
tant consequences for nanoscale device applications and composite materials that
require strong mechanical properties since nanoropes consisting of interlinked
SWNT will be significantly stronger than nanoropes composed of VdW packed
nanoropes.[153]
Raman studies on SWNT ropes have been carried out up to 25.9 GPa, and
have indicated that the mode intensities and energies are not completely reversible
upon pressure cycling.[165] Those results have been interpreted as irreversible
pressure induced changes in the atomic structure. Furthermore, observation of
very large volume reduction and high compressibility[150] has suggested that a
microscopic volume reducing deformation other than VdW compression can occur
under high pressure. Some of these effects are tentatively attributed to crushing
or flattening of nanotube surfaces in the rope deforming the circular cross section
to elliptical or hexagonal ones.[150]. Peters et al.[166] reported that a structural
phase transition occurred at 1.7 GPa. Furthermore they performed empirical
uniform force field calculations, and obtained equilibrium lattice constants of the
(10, 10) nanotube rope as a function of applied pressure P . These calculations
have indicated a sudden transition of structure at 1.75 GPa.[166] Their interpre-
tation on the structural transition has been objected by Tang et al.[167] on the
ground that their experiments were reversible up to P = 4 GPa.
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Figure 3.21: Optimized structures of SWNT ropes.(a) (6, 0), (b) (7, 0) nanotubes
are packed by VdW interaction under zero pressure, and (c) (7, 0) one-dimensional
interlinked under pressure. The interlinked structure in (c) has lower total energy
than VdW packed structure in (b). Lattice parameters of the ropes, a, b, and c,
and γ angle are shown. (Reproduced from Ref. [154]).
Yildirim et.al [154] were first to investigate the effects of pressure on the ropes
based on the first-principles calculations. The zigzag tubes (5, 0), (6, 0), (7, 0),
(9, 0) and armchair tube (6, 6) were included in that study. The pressure depen-
dence was determined by minimizing the total energy as a function of nanotube
separation, i.e. ET (a, b) while the other parameters, including atom positions,
c, and γ = 2π/n were optimized. At critical pressure, a structural phase trans-
formation from VdW lattice to a new orthorhombic (space group CmCm) lattice
was observed in which the nanotubes are interlinked along the [110] direction.
The covalent bonding between nanotubes occurred at the high-curvature sites
as a result of rehybridization of the carbon orbitals. Figure 3.21 compares the
structure of VdW packed (7, 0) nanorope with that of 1D interlinked one. The
same structural transformation was observed for the (5, 0), (6, 0), (9, 0) zigzag
tubes.
The bonds interlinking two adjacent tubes have bond lengths comparable
to those in diamond. This indicates that the rehybridization occurs from sp2
to sp3-type. However, the bond angles differ from exact value of tetrahedral
angle and vary between 100o and 120o indicating some strain. For some (n, 0)
tubes the energy difference between the 1D interlinked structure and VdW packed
structure is small. Regardless of that, the 1D interlinked structure is stable once
it is formed, since one has to overcome an energy barrier of 0.7 eV in order to
break the links as illustrated in Fig. 3.22.
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Figure 3.22: Total energy versus 2D lattice constant of (7, 0) nanotube ropes in
different phases. The top view along the axis of the rope of the different phases
are shown by inset. The zero of energy is set to the total energy calculated for
the optimized structure of VdW packed rope at zero pressure. (Reproduced from
Ref. [154]).
The total energies of the VdW and 1D interlinked phases cross each other
at a ∼ 9 A˚ with a small energy barrier of 46 meV/unitcell (552 K) from the
VdW side. The pressure to attain this lattice constant is only about 0.3 GPa for
the VdW phase, indicating that polymerization of VdW (7, 0) nanoropes could
occur at modest pressures and temperatures. Conversely, 0.7 eV/unitcell (or
25 meV/atom) is required to go from 1D interlinked phase to the VdW packed
structure. This energy is comparable to the 1D polymerization energy of C60.
Interestingly, at about a ∼8 A˚ there occurs another interlinked phase of (7, 0)
nanorope, where nanotubes are interlinked along both a and b axes. This 2D
interlinked phase is not favored energetically. Its minimum lies ∼ 1 eV/unitcell
above the minimum of the 1D linked phase. However, once it is formed, it is stable
and sixteen times stiffer (d2E/da2=13.7 eV/A˚2) than the VdW packed rope.
The structures transform to even more complex structures at higher pressure.
The rope of the (6, 6) armchair tubes do not form interlinking upto 60 GPa.
They are rather hexagonally distorted such that local structure of nanotube faces
is reminiscent of graphite sheet. Upon releasing the pressure the hexagonally
CHAPTER 3. CARBON NANOTUBES 107
distorted (or polygonalized) structure returns to original one, indicating that the
deformation of the (6, 6) nanorope is elastic (See Fig. 3.23). The above structural
transformations induced by the applied pressure lead to significant changes in the
electronic structure[154]. In spite of the fact that an individual (7, 0) tube is a
semiconductor with Eg =0.65 eV, the dispersion of the bands near Fermi level in
the direction perpendicular to the tube axis makes the VdW rope metallic. At
high pressure (30 GPa), the (2D interlinked) high-density phase becomes a wide
band-gap insulator with Eg ∼ 2 eV.
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Figure 3.23: Two-dimensional crystal structure and relevant physical parameters
for various high-density phases of carbon nanotubes. (a)2D interlinked structure
of (5, 0) nanotubes. (b) A hexagonal network of (9, 0) nanotubes, in which (9, 0)
tubes are interlinked along a, b, and [110] directions. (c) A very dense structure
of (7, 0) nanotubes obtained under 30 GPa. (d) The optimized structure of (6, 6)
armchair tubes under 53 GPa. Nanotubes are distorted in such a fashion that
the local nearest-neighbor structure is reminiscent of the graphite. dC−C indicates
the smallest distance between two carbon atoms of nearest-neighbor tubes in the
rope. (Reproduced from Ref. [154]).
Chapter 4
Oxygenation of SWNTs
This study presents an extensive and systematic analysis of the oxygenation of
semiconducting and metallic SWNTs by using first principles pseudopotential
plane wave method. Our study involves the physisorption of oxygen molecules,
chemisorption of oxygen atoms and formation of oxide, and deals with the equi-
librium binding geometry and corresponding electronic energy structure. The
binding energies of oxygen molecule physisorbed at different sites are determined
by calculating short and long range interaction.
The modification of electronic properties of carbon nanotubes by the adsorp-
tion of foreign atoms or molecules has been actively studied.[113, 168, 169, 170]
Hydrogen chemisorption can give rise to modifications on the electronic and
atomic structure.[168] It has been predicted that, depending on the hydrogen
decoration, the tube can undergo changes between a wide band gap insulator and
a metal with high density of states at the Fermi level.[171] A well-defined pattern
of hydrogen adsorption can change the circular cross section to a square one.[171]
Remarkable effects on the electrical resistance of a semiconducting single wall
carbon nanotube (s-SWNT) upon exposure to gaseous molecules such as NO2
and NH3, have been reported.[169] Collins et al.[170] found similar effects for
oxygen. Exposure to air or oxygen dramatically influences electrical resistance
and the thermoelectric power of a SWNTs. A s-SWNT, which can be converted
to a good metal and hence its electronic properties can be reversibly modified by
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surprisingly small concentration of adsorbed oxygen has been proposed as a can-
didate for chemical sensor devices. Also the metallic connects to a device made
from a SWNT could easily be realized by physisorption of O2. Experimental
studies on carbon nanotube field emitters have shown that the adsorption of am-
bient gases, in particular O2 instantaneously induces a significant increase in the
emission current.[172] In addition to functionalization, oxygenation involves other
applications. For example, carbon nanotubes synthesized by using arc-discharge
are purified from other undesired, carbon based nanoparticles through oxidation.
At elevated temperatures, oxygen undergoes chemical reaction preferably with
the strained C–C bonds and eliminates carbonaceous nanoparticles as well as the
caps of nanotubes.[173, 174, 175]
Observed effects on the electronic structure of SWNTs due to O2 physisorp-
tion have been subject to recent theoretical investigations based on first-principles
calculations.[176, 177, 178, 179, 180, 181, 182, 183] Spin-unpolarized band struc-
ture calculations based on the local density approximation (LDA) predicted that
the semiconducting (8, 0) tube becomes metallic, since the valence band is hole
doped by the Fermi level touching the top of the valence band as a result of O2
physisorption.[176] The analysis based on the local spin density approximation
(LSDA) has indicated that the physisorbed O2 favors the triplet state. While the
spin-up states are fully occupied, the spin-down states are nearly empty and hence
give rise to finite density of states at the Fermi level.[176] The binding geometry
and the corresponding electronic energy structure of O2+SWNT system based
on the first principles and fully relaxed, spin polarized calculations including the
long range interactions have not been thoroughly investigated yet. Therefore, the
previous, spin unpolarized calculations of the electronic structure may not show
the real effect of O2 physisorption on the electronic structure of s-SWNT. The en-
ergetics of oxygen adsorption on the surface of graphite [177] and on (8, 0) SWNT
were calculated for selected sites.[178] Adsorption and desorption of an oxygen
molecule and various precursor states at the edges of finite size armchair (5, 5)
and zigzag (9, 0) SWNTs were studied to provide an understanding of oxidative
etching process.[179] Similarly, the mechanism of the oxidative etching of the caps
and walls of the small radius (5, 5) armchair SWNT was investigated.[180] The
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effects of oxygen adsorption on the field emission from carbon nanotubes were
treated by using an ab-initio approach.[181] Dynamics of thermal collision of O
atom with (6, 0) SWNT is simulated by ab-initio calculations.[182]
In this study we presented a detailed, first-principles analysis of the oxygen
adsorption on the SWNTs. Our prime motivation has been reveal how the ad-
sorption of O2 and O modify the electronic properties. The zigzag (8, 0) and
armchair (6, 6) tubes are taken as prototype tubes for semiconducting (s-SWNT)
and metallic (m-SWNT) single-wall carbon nanotubes, respectively. We expect
similar trends in other tubes with curvature effects being emphasized at small
radii.[131] In Section 4.1, we summarized the methods used in the calculations.
In Section 4.2 we investigated the character of bonding and energetics in the
adsorption of O2. We calculated binding energy for O2 adsorbed at different
sites and coverage for both magnetic (spin-polarized) and non-magnetic (spin-
unpolarized) states within the DFT.[291] We found that the O2 + SWNT system
in the triplet state becomes energetically more favorable, but the weak binding
of O2 on a SWNT is further weakened in the magnetic state. Moreover, in the
magnetic state a small band gap opens between the top of the valence band of s-
SWNT and the spin-up states of O2. Previous first-principles calculations dealing
with the physisorption of O2 have omitted the van der Waals (VdW) interaction.
Here, in addition to the short range (chemical) interaction, we calculated the long
range VdW interaction for different adsorption sites of the O2. In Section 4.3, we
studied the chemisorption of atomic O at different sites and found that at certain
conditions strained zigzag C–C bond is replaced by a strong C–O–C bridge bond
upon the chemisorption of O atom. Results of electronic structure calculations for
O2+SWNT systems with different pattern and coverage are given in Section 4.4.
Discussion of results and conclusions are presented in Section 4.6.
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4.1 Method
Further to the extensive discussion about DFT method presented in Chapter
II, we now give detailed parameters of our calculation. The first principles to-
tal energy and electronic structure calculations have been performed using the
pseudopotential plane wave method [81] within the generalized gradient approx-
imation (GGA).[122] We carried out both spin-unpolarized and spin-polarized
calculations using a periodically repeating tetragonal supercell with lattice con-
stants, asc, bsc and csc. The lattice constants, asc and bsc, are chosen such that
the interaction between nearest neighbor tubes is negligible (the minimum C–C
distance between two nearest neighbor tubes is taken as ∼10 A˚). The lattice con-
stant along the axis of the tube, csc, is taken to be equal to the one-dimensional
(1D) lattice parameter, c, of the tube (which is specified as single supercell). To
minimize the adsorbate-adsorbate interaction, some calculations are performed in
longer supercells by taking csc = 2c (double supercell). We used ultra soft pseu-
dopotentials for carbon and oxygen atoms [89] and plane waves up to an energy
cutoff of 400 eV. Owing to the very large lattice constants of the supercell, asc
and bsc, k–point sampling is done only along the tube axis. The Monkhorst-Pack
special k–point scheme[83] is used with 12 and 6 k-points for single and double
supercells, respectively. For all systems we studied all atomic positions of adsor-
bate and SWNT, as well as c are fully optimized by using the conjugate gradient
(CG) method.
Relative to GGA, the LDA predicts a smaller lattice constant (or bond dis-
tance) and larger bulk modulus.[122, 185] In particular,for graphite we found
that LDA cohesive energy was larger than both GGA and experiment, but inter-
layer distance calculated by GGA was much larger than experiment, as well as
LDA. The ratio of lattice parameters of graphite, cg/ag, have been found to be
2.73 and 3.73 for LDA and GGA respectively. The corresponding experimental
value [186] at zero temperature is 2.72. Upon including the long range interac-
tions described below while GGA value improves to 2.73, LDA value is lowered
to 2.47. This clearly shows that LDA overbinds. These trends are in agreement
with those found by Janotti et. al.[187] and Furthmu¨ller et. al.[188]. It is well
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known that both GGA and LDA takes into account only short range (chemical)
interactions, but excludes weak, long range van der Waals (VdW) interaction.
However neither of these approximation describe correctly the asymptotic bond-
ing behavior of neutral systems. The contribution of weak VdW interaction to
the binding energy is usually omitted in the chemisorption of atoms or molecules
resulting in strong bonding. The situation is, however, different in the case of the
physisorption where the contribution of short range and long range interactions
are comparable. Therefore, in treating the binding energy of the physisorbed
O2 we include the attractive VdW interaction, and calculate the correspond-




ij, using the asymptotic form of the Lifshitz’s
formula.[189, 190, 191] We assign a positive sign to EV dW since stable binding is
specified by positive energies in the present study. Here rij is the distance between
ith O atom and jth C atom, and the constant C6ij is calculated within the Slater-
Kirkwood approximation[192] to be 10.604 eV(A˚)6. We note, however, that this
standard calculation of VdW energy may involve ambiguities due to relatively
small distance between the physisorbed molecule and SWNT. Nevertheless, the
VdW interaction is attractive and strengthens the chemical bond.
4.2 Physisorption of O2 molecules
We studied the bonding of O2 by placing the molecule at different sites on the
SWNT, and by calculating the binding energy corresponding to the optimized
structure. Different physisorption positions described in Fig 4.1, i.e. on top of
the axial C–C bond (A-site), above the center of the hexagonal carbon rings (H-
site), on top of the zigzag C–C bond (Z-site), and perpendicular to the axis of
the tube and above two adjacent zigzag bond (T-site) were considered.
The binding energy involves short and long range interaction, i.e. Eb =
Es+EV dW . The contribution of the short range interaction (i.e. chemical bonding
energy) is calculated by using the expression,
Es = ET [SWNT ] + ET [O2]− ET [O2 + SWNT ] (4.1)
in terms of the GGA total energies of the fully optimized bare SWNT
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Figure 4.1: Schematic description of the physisorption sites of O2 molecule on
the (8, 0) SWNT. Geometrical data and binding energies corresponding to these
sites are given in Table 4.1. The GGA optimized distance from one O atom of
the molecule to the nearest C atom of SWNT is denoted by dC−O. Es is the GGA
chemical bonding energy for spin-polarized triplet state. Eb is the binding energy
including the van der Waals interaction.
(ET [SWNT ]), the molecule (ET [O2]), and O2 physisorbed on the SWNT
(ET [O2 + SWNT ]), which are calculated by using the same (single or double)
supercell and calculational parameters. By definition, Es > 0 in Eq. 4.1 cor-
responds to a stable and exothermic chemical bonding. In some cases, Es < 0
is endothermic, but it corresponds to a local minimum where the desorption of
O2 from SWNT is prevented by a barrier. Note that the calculation of the bare
molecules in the same supercell excludes the contribution of the nearest neigh-
bor O2–O2 coupling in Es. Our results for the bond dissociation energies of O2
obtained from the double supercell is 8.60 eV and 5.86 eV for spin-unpolarized
and spin-polarized triplet state calculations, respectively. The triplet state is the
ground state of O2. The experimental bond energy of O2 in the triplet state,
5.2 eV,[193] is in fair agreement with the calculated value of 5.86 eV found in
this study.
The VdW energies are calculated for a single O2 physisorbed on a (8, 0) SWNT
with a cutoff distance of 1000 unit cells. Using the binding geometries determined
from the minimization of GGA total energies, ET [O2 + SWNT ], we calculated
EV dW ’s to be 125, 155, 185 and 155 meV for A-, H-, Z-, and T-site, respec-
tively. When we repeat the same calculations for a s-SWNT of 100 unit cell
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long, these VdW energies changed only by 10−4 meV. We believe that this is a
reasonable convergence for a tube having finite length. By adding these EV dW
values to those corresponding GGA chemical bonding energies, Es we obtain
binding energies Eb of physisorbed O2 for different sites. Calculated binding
energies of the physisorbed O2 by using single and double supercells at various
sites for spin-unpolarized and spin-polarized states are listed in Table 4.1. Our
calculations of the binding energy as a function of the distance between O2 and
SWNT, Eb(d) = Es(d) +EV dW (d) indicates that under the VdW interaction the
equilibrium distance moves towards the surface of SWNT. Since Es(d) decreases
much faster than EV dW (d) increases with decreasing d, the equilibrium distance
occurs ∼ 0.2 A˚ less than the GGA optimized distance. Note that in these cal-
culations GGA and VdW interaction treated in different level of approximation;
while the first one is calculated from the first-principles, the latter is empirical
and is derived from the Lifshitz’s asymptotic formula which is valid for large d.
Similar arguments are also valid for the equilibrium distance calculated within
LDA+VdW. The latter approximation is expected to yield relatively smaller equi-
librium distance than the GGA+VdW.
The small binding energies in Table 4.1 are characteristics of physisorption.
Although the spin unpolarized state of the O2+SWNT system is energetically un-
favorable, we first discuss it for comparison with previous calculations. Strongest
binding for spin unpolarized calculations (u) occurs at Z-site with Es=187 meV,
where O2 is placed on top of (and parallel to) a zigzag C–C bond. The stability
of the Z-site physisorption is tested by starting from a configuration, where O2
molecule is rotated from the equilibrium position by 90◦, and hence becomes per-
pendicular to the underlying zigzag bond. Upon relaxing, the molecule rotated
towards its original equilibrium, Z-site position. The GGA chemical bonding en-
ergy of the A-site physisorption is calculated to be 122 meV from single supercell.
However, this energy increases to 221 meV when the O2–O2 coupling energy in
the single cell is not subtracted from Es. This can be achieved by taking ET [O2]
in Eq. 4.1 calculated from the double cell as the energy of the isolated O2 molecule
energy. The GGA spin-unpolarized chemical bonding energy of O2 at A-site is
calculated in the double cell and is found to be 141 meV, i.e. ∼20 meV larger than
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Table 4.1: Calculated binding energies, Eb, of O2 molecule at different sites of
the (8, 0) SWNT. Different sites of physisorption, A-, H-, Z-, and T-sites, are
described in Fig 4.1. Calculation of GGA chemical bonding energies, Es are
performed by using single (i.e. csc = c) and double (i.e. csc = 2c) supercells.
In the third column u, s, and t indicate spin-unpolarized, spin-polarized singlet
state and triplet calculations, respectively. The GGA optimized distance from
one O atom of the molecule to the nearest C atom of SWNT is denoted by dC−O.
The average bond length of O2 is 1.24 A˚. The GGA chemical bonding energies
Es exclude the O2–O2 coupling energy except one given in the parenthesis. The
binding energies, Eb in the sixth column includes the van der Waals interactions.
site supercell state dC−O(A˚) Es(meV) Eb(meV)
A single u 2.87 122 (221)
single t 2.87 -32
single s 2.87 -0.5
double u 2.90 141
double t 2.90 -5 120
H double u 2.89 155
double t 2.89 4 159
Z double u 2.70 187
double t 2.70 -27 158
T double u 3.17 172
double t 3.17 37 191
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that of the single supercell value. This suggests that the bonding between O2 and
SWNT becomes relatively stronger in the absence of O2–O2 coupling, since the
charge rearrangement is affected in the presence of the latter interaction. Using
a similar first-principles method within the local density approximation (LDA),
Jhi et al.[176] found Es =250 meV for the A-site physisorption. We repeated
our calculations by using LDA, and found Es=204 meV. Our LDA results are
in fair agreement with that of Jhi et al. [176] and also confirm that LDA yields
overbinding as compared to GGA. Surprisingly, Moon et al.[180] did not report
a physisorbed state of O2 on the (5, 5) armchair SWNT. For higher coverage, we
considered that all A-sites in a unit cell of a s-SWNT are filled by physisorbed
O2 molecules. The energy Es relative to the spin-unpolarized energy of an indi-
vidual O2 molecule is found to be larger than 400 meV per molecule from the
single supercell. In compliance with the above arguments, the increased value of
Es with respect to the single A-site physisorption is due to the increased O2–O2
coupling, which is not subtracted from the chemical bonding energy.
Spin polarized calculations yield relatively lower (stronger) total energies,
ET [O2 + SWNT ] and hence sets the triplet state as the ground state with a
net magnetic moment of ∼ 2µB per unitcell. In this case, GGA chemical bonding
energies are generally weakened and at A- and Z-site they become even negative
with Ets =-5 and -27 meV, respectively. The spin-polarized calculations yield that
T-site is energetically most favorable site with Ets=37 meV. Then the binding en-
ergy Eb is found to be 191 meV by adding EV dW=154 meV to Es. This binding
energy is in agreement with the recent measurement by Ulbricht et. al.[194] We
note that these binding energies are small, and becomes exothermic mainly owing
to the long range VdW interaction.
We also studied the physisorption of O2 on the (6, 6) armchair SWNT to
reveal the effect of metallicity of the tube on physisorption of O2. We consider
two possible physisorption sites; i.e. above the center of the hexagon (H-site),
and on top of the C-C bond and perpendicular to the axis of the tube (B-site).
B-site of a (6, 6) tube is similar to A-site of a (8, 0) tube, but in the former case
the C–C bonds under the adsorbed O2 is highly strained, since it lies on the
circumference. The binding structure and binding energies calculated with spin
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Table 4.2: Calculated C–O distance dC−O, chemical bonding energy Es, van der
Waals energy EV dW , and binding energy Eb for O2 physisorbed on the H-, and
B-site of (6, 6) armchair m-SWNT.
site dC−O(A˚) Es(meV) EV dW (meV) Eb(meV)
H 3.04 -19 151 132
B 2.92 -32 138 106
Table 4.3: Calculated chemical bonding energies of chemisorbed O atom at a-
site and z-site. For Ests and E
ss
s the ground state for the oxygen chemisorbed
SWNT is the singlet state, but isolated O atom (reference state) is in the triplet
state and the singlet state, respectively. Etts corresponds to the both isolated O
and O chemisorbed SWNT in the triplet state. Eus stands for spin-unpolarized






polarized GGA are given in Table 4.2.
4.3 Chemisorption of oxygen atoms
Atomic oxygen is reactive and highly electronegative. The ground state of the
atomic oxygen is the triplet state, and its energy is found 0.93 eV lower than
the singlet state. It forms strong bonds with the substrate atoms and eventually
oxidizes the surface. For example, atomic O may break the Si–Si bond, and forms
Si–O–Si on the surface of Si. In this respect, the effect of the adsorbed oxygen on
the structural and electronic properties of a SWNT is important. The breaking
of the O–O bond of a physisorbed O2 molecule is unlikely owing to the weak
interaction with the SWNT. However, it was shown that near the defect sites of
the graphite surface O2 molecule can dissociate.[177] A carbon nanotube, that
can be visualized as a graphene rolled into a cylinder, is normally more reactive
than the surface of graphite. As a result, O2 physisorbed near the defect sites of
a SWNT is expected to dissociate into atomic oxygens.[195] In fact, it was shown
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that there is no activation barrier for dissociation of O2 when it is adsorbed at
the zigzag edge of a SWNT.[179] Owing to the concerted motion of the atoms at
the proximity of the molecule and energy gained by the individual oxygen atoms
engaging in the bonding with the SWNT concomitant with the dissociation, the
activation energy for dissociation is expected to be low. In this section, we study
the interaction between atomic O and SWNT, and reveal the nature of the chem-
ical bonding. We consider only the short range interaction and hence resulting
chemisorption energies, Es for the following reasons. First, the chemisorption
energies are rather high (in the range of 5 eV), and hence much larger than the
VdW energies. Secondly, the Lifshitz’s asymptotic formula may not be appropri-
ate for relatively smaller inter atomic distances, rij, such as dC−O ∼ 1.5 A˚, and
yields energies which may give rise to misleading conclusions.[191] For example,
we calculated EV dW of O atom chemisorbed at the a-site to be 2.39 eV.
Various adsorption sites and summary of our results are shown in Fig 4.2.
Spin-polarized calculations yield the singlet state with a net zero magnetic mo-
ment as the ground state. Since free oxygen atom has different energies for
its different states (i.e EtT [O] triplet state, E
s
T [O] singlet state, and E
u
T [O] spin-
unpolarized state), Es of chemisorbed O calculated from Eq. 4.1 depends on which
reference state is taken. For example, for the a-site chemisorption one can give,
Etts = 1.88 eV, E
st
s = 3.16 eV, E
ss
s = 4.09 eV, E
u
s = 5.04 eV. Chemisorption en-
ergies calculated with respect to different reference states are listed in Table 4.3.
In Fig 4.2, the chemisorption energies Es obtained from the spin-unpolarized
calculations are shown. Interestingly, spin-unpolarized calculations are resulted
with approximately the same total energy as the singlet state. On the other
hand, the total energy of the triplet state for a-site is found to be 1.28 eV higher
(energetically less favorable) than that of the singlet state.
Among all sites considered in this study the single O adsorbed on top of the
zigzag C–C bond (i.e. z-site) is energetically most favorable with Es = E
u
s =5.07
eV. The hollow (c-) site, i.e. the center of the hexagons on the surface of SWNT,
appears to be a local minimum with relatively smaller Es. Whereas the adsorption
on top of carbon atoms does not correspond to a local minimum; O atom moves
towards the center of neighboring C–C bonds. Apparently, atomic oxygen favors
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Figure 4.2: Schematic description of the various adsorption sites of atomic
O on the (8, 0) SWNT. Some relevant geometrical data and GGA chemical
bond (chemisorption) energies, corresponding to these sites are also given. Es:
chemisorption energy; dC−O: length of the C–O bond; dC−C : length of the C–C
bond under adsorbed O atom. Es is obtained from the spin-unpolarized calcula-
tions of the total energies in Eq. 4.1.
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the bonding on top of a C–C bond, where strong C–O bonds can form. The
binding energies as large as ∼ 5 eV suggest that atomic O is, actually chemisorbed
with a significant charge transfer from C to O. Moreover, the energy gained from
the chemisorption of two atomic oxygen is more than the bond energy of O2
in either magnetic or non-magnetic state. This implies the dissociation of O2
followed by the chemisorption of individual O atoms is an exothermic process
similar to other oxidation processes.
The binding energy of O at a-, and z-site are comparable, but the length of
the C–C bond under adsorbed O is different for these different sites. The zigzag
bond is elongated to 2.16 A˚ upon O chemisorption at z-site, while the length
of the axial C–C bond is practically unaltered after O chemisorption at a-site.
The elongation of the zigzag bond followed by the contraction of the C–O bonds
indicates that the C–C bond of the bare SWNT is either broken or weakened
after the chemisorption of O. One can argue that at the a-site the C–C bond
could have not broken, if it is constrained by the periodic boundary condition.
Binding energies (Es=4.72, 4.99, 5.03 and 4.84 eV) and stress (σ=-45.9, -19.2, 9.2
and 37.8 kB) calculated for different values of lattice parameter (c=4.35,4.30,4.25,
and 4.20 A˚) invalidate this argument and confirms the fact that c changes slightly
upon the chemisorption of a single O atom. Then the question as to why the C–C
bond at z-site is broken upon the chemisorption of O, but not at a-site can be
answered by the fact that the zigzag bonds are highly strained and hence their
sp2 character are modified.[113, 131] This is an important manifestation of the
curvature effect.[118] Experimentally, it was shown that oxygen exposure first
oxidizes, eventually etches away the nanotube with smaller radius.[196] Earlier,
we showed that the binding energy of Al and H increases at the high curvature
site of a SWNT under a circumferential elliptic deformation.[113] It is, therefore,
expected that the reactivity of SWNT for oxygen chemisorption, even the dis-
sociation of O2 molecule can be enhanced at the high curvature sites which is
realized by the applied radial deformation. The charge density contour plots on
the planes passing through the O atom chemisorbed at either a- or z-sites and the
underlying C–C bond are compared in Fig 4.3. In the case of a-site chemisorp-
tion we see that the C–C bond survives with characteristic bonding charge, but
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new C–O bonds are formed. On the other hand, while the C–C bond of z-site is
weakened, even is broken, the C–O bonds become stronger as compared to the
similar bonds at a-site chemisorption.
Other relevant sites and configurations in O chemisorption are also included
in Fig 4.2. The binding energies do not change significantly in the case of more
O atoms are chemisorbed at neighboring sites. Notably, the total binding en-
ergy of two O atoms chemisorbed on top of adjacent zigzag bonds (i.e. zz-site
chemisorption) is ∼ 10.4 eV; 4.5 eV higher than the bond dissociation energy of
the bare O2 molecule in the triplet state. Therefore the chemisorption of two O
atoms following the dissociation of physisorbed O2 molecule in the triplet state is
exothermic. The comparison of the az1-, and az2-site chemisorption reveals that
the zigzag C–C bond is stabilized by an adjacent a-site chemisorption. However,
this bond is broken when a- and z-site chemisorption are farther apart. In the
azz configuration the average binding energy of three O atoms is lowered, but
is still close to the binding energy of a single O. This implies that higher cov-
erage of O atom on the SWNT can be stable. We examined two different high
oxygen coverage corresponding to the oxidation of the nanotube. These are half
coverage, (where oxygen atoms are adsorbed to all the a-sites) and full coverage,
(where oxygens are adsorbed to all a- and z-sites of SWNT). The half coverage
was stable with an average binding energy of 4.96 eV. In the case of full cover-
age, O2 molecules reformed due to the increased interaction between closely lying
adsorbed O atoms.
4.4 Electronic structure
In the previous sections we studied the atomic structure and energetics of O2 and
O adsorption on s-SWNT and m-SWNT, and revealed various stable adsorption
sites (and patterns) at different coverage. In this section, we will examine the
electronic structure corresponding to these adsorption patterns. Because of su-
percell method used in the present study we obtain energy bands and density
of states corresponding to a periodically repeating adsorption pattern. For the
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Figure 4.3: Charge density contour plots on a plane containing O atom and
nearest C–C bond in the case of a-site chemisorption (a) and z-site chemisorption
(b). These chemisorption sites and their atomic configuration are described as
insets.
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Figure 4.4: (a) Spin unpolarized energy bands of the (8, 0) bare s-SWNT; (b)
spin polarized (dashed lines) and spin unpolarized (solid lines) energy bands of
the linear O2 chain with the same lattice parameter c; (c) spin unpolarized energy
bands of the O2 physisorbed on the (8, 0) tube with Oppπ∗ state pinning the Fermi
level. (d) Spin-polarized bands corresponding to (c). Zero of energy is taken at
the Fermi level shown by dash-dotted line. Up-spin and down-spin bands are
indicated by corresponding arrows. Here csc = c.
energy level structure of a single adsorbate, the adsorbate-adsorbate interaction
indigenous to the supercell method can be reduced by taking relatively longer
cell sizes allowing longer nearest neighbor distances. Under these circumstances
the bands are flatten and represent the energy level of the dopant.
First we studied the electronic energy structure of an oxygen molecule ph-
ysisorbed on A-site of (8, 0) SWNT. Although A-site is not energetically most
favorable site we consider it in order to compare our results with those of Jhi et.
al.,[176] who performed first-principle LDA and LSDA calculations for a single
O2 physisorbed per unit cell.
In Fig 4.4(a) we present the band structure of the bare (8, 0) SWNT, which
is a semiconductor with a band gap Eg ∼ 0.7 eV at Γ-point between the bottom
of the conduction band EC and the top of the valence band EV . The π
∗ − σ∗
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hybridized singlet state is in the conduction band.[118, 131] The free linear chain
of O2 molecules, in principle, has a weak bonding state with an equilibrium lattice
parameters slightly larger than c. In Fig 4.4(b), the free linear chain of O2 in
registry with the (8, 0) tube has half filled doubly degenerate ppπ∗ bands. For
the triplet state, (which is energetically more favorable than the spin unpolarized
state as well as singlet state) these bands split into two doubly degenerate bands
[ppπ∗(↑) and ppπ∗(↓)]. The ppπ∗(↑) bands are filled and separated from the empty
ppπ∗(↓) bands by an energy gap of ∼2 eV. In Fig 4.4(c) spin unpolarized GGA
calculations with csc = c yield doubly degenerate, half filled ppπ
∗ bands in the
band gap for the physisorption of O2 at A-site. The Fermi level touching the top
of the valence band EV makes the system metallic.
The above situation is, however, changed in the spin polarized calculations,
which yields the triplet state as the ground state. Under these circumstances two
Oppπ∗ bands split into four bands, two of them occur ∼2eV below the valence
band of s-SWNT. Remaining two empty bands rise 350 meV above EV at the Γ-
point and make a band gap of 90 meV [see Fig 4.4(d)]. Therefore, the hole doping
picture developed from the LDA and LSDA calculations[176] does not appear in
the present spin polarized GGA calculation, since the bands of triplet ground state
open a band gap. To reveal the source of disagreement between the present GGA
results and the LSDA results of Jhi et. al [176], we carried out LDA and LSDA
calculations (with the binding geometry used by Jhi et. al [176] and also with
fully relaxed atomic structure, and using different type of pseudopotentials and
cut-off energies). We found that all our LDA (spin-unpolarized) calculations are
in agreement with our spin-unpolarized GGA calculations yielding Oppπ∗ band
overlapping with the top of the s-SWNT valence band, and hence are confirming
the results of Jhi et. al [176]. However, all our LSDA calculations (corresponding
to the triplet ground state) have resulted in a significant band gap (of 140-90
meV) agreeing with the present spin-polarized GGA results.
Note that the bands here are only the artifact of the supercell method, and
hence in the absence of band dispersion the energy level due to the single ph-
ysisorbed O2 and the top of the s-SWNT valence band, EV shall be relatively
larger than the calculated band gap. Our arguments are better explained by
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Figure 4.5: Spin unpolarized and spin polarized bands of O2 physisorbed on
different sites of (8, 0). calculations are performed by using double cells. The
adsorption sites are shown by insets. (a) Spin-unpolarized and (e) triplet state
bands for A-site physisorption. The total density of states with thin and dashed
lines, and partial density of states of adsorbed O2 with thick lines are presented in
panel (e). The zero of energy is taken at the Fermi level indicated by dash-dotted
lines. (b) spin-unpolarized and (f) triplet state bands for H-site. (c) and (g) are
same for T-site; (d) and (h) for Z-site. For the triplet state in left panels, the
spin-up and spin-down bands are shown by dashed and thin lines
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double cell calculations in which the O2-O2 coupling is reduced due to the large
distance (∼7 A˚) between nearest molecules. In Fig 4.5 we summarize our results
for spin unpolarized and triplet ground state bands obtained from double cell cal-
culations. Owing to relatively large O2-O2 distance, the bands related with the
physisorbed molecule can be taken as if the energy levels of the single adsorbate.
We see that spin-paired bands in Fig 4.5(a),(b),(c),(d) (which are in fact energet-
ically unfavorable) comply with the hole doping picture[176] for all sites except
Z-site. For the latter, half filled O2 states are 0.2 eV above EV . On the other
hand, the situation is rather different for triplet ground state bands illustrated
in Fig 4.5(e),(f),(g),(h). A sizable energy band gap of 0.2-0.4 eV occurs between
EV and the unoccupied spin-down bands [Oppπ
∗(↓) states] of oxygen molecule.
This situation eliminates the hole doping picture. The dispersionless Oppπ∗(↓)
bands indicate that the coupling between O2 molecules are negligible.
The effects of band formation are examined by studying the electronic energy
structure corresponding to various patterns of physisorbed O2. In Fig 4.6 we
show the band structures and density of states calculated for the zigzag chain
and row of O2 physisorbed on (8, 0) s-SWNT in the triplet ground state. In the
zigzag chain, O2 molecules are placed initially above the adjacent axial C-C bonds
(i.e. A-sites), but upon relaxation they are tilted by 40o and inclined side ways to
increase O-O separation of nearest molecules. We calculated the chemical bonding
energy Es =56 meV/molecule. Since the number of O2 molecules per single cell
is doubled, the Oppπ∗(↑) and Oppπ∗(↓) bands are doubled as compared to those
illustrated in Fig 4.4(d). The system is a semiconductor with a direct band gap
Eg ∼0.4 eV. As clearly seen from the total and partial density of states the Oppπ∗
bands are split by ∼ 2.5 eV upon spin polarization. The band structure of the
O2 row in Fig 4.6(b) display slightly different situation. Here the gap between
the lowest Oppπ∗(↓) band and EV reduced to 25 meV at the Z-point; it is so far
the smallest band gap we obtained from spin polarized calculations. While this
band complies with the hole doping picture since its is in the range of thermal
excitation at room temperature, the metallization of s-SWNT is still too far.
Electronic energy structure of higher O2 coverage was further analyzed by
a system where initially O2 molecules are physisorbed to all A-sites of (8, 0)
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tube. Upon relaxation of the system, the distance between O2 molecule and
SWNT surface has increased continuously. This indicates that under increased
O2–O2 coupling the chemical bonding is weakened and eventually molecules start
to escape from the surface of s-SWNT. The VdW interactions was needed to
keep the molecules attached to s-SWNT. At each step of ionic relaxation, the
bands derived from the bare s-SWNT and molecular oxygen are clearly identified.
This situation suggests a negligible mixing between O2 and s-SWNT states. In
fact, the bands of bare s-SWNT remain practically unchanged, and the states
of O2 are broadened into bands owing to the intermolecular coupling. Several
bands derived from Oppπ∗(↑) states form a sharp peak at ∼2 eV below EV .
Empty bands derived from Oppπ∗(↓) states occur always above EV , and appear
as another peak. Even in full coverage we see that empty O2 states and highest
filled s-SWNT states are separated by a gap of ∼100 meV, so that the electron
transfer from SWNT to empty O2 states and hence the metallization of the tube
is prohibited. Under these circumstances, the s-SWNT+O2 system can be viewed
by two semiconductors forming a two-liquid system. The first one is due to O2;
the second one is a due to s-SWNT. The excitation of the electrons from s-SWNT
bands to O2 states may mediate intermixing of these two liquids.
The physisorption of O2 on the (6,6) armchair SWNT has been investigated
for the bridge (B-) and hollow (H-) sites described as inset in Fig. 4.7. Similar
to the (8,0) tube, O2 adsorbed on the (6,6) SWNT has magnetic ground state
(µ ∼ 1.9µB) for both sites. The spin-polarized electronic energy band structures
are presented in Fig. 4.7. Because of relatively weak O2-SWNT interaction, the
overall features of the bands associated with O2 are similar. The π
∗-conduction
and π-valence bands of the bare (6,6) SWNT, which normally cross at EF , split
upon O2 physisorption. While the spin-up bands continue to cross, spin-down
bands open a gap. At the middle of the gap two Oppπ∗(↓) bands are located.
Accordingly, the metallic (6,6) SWNT continues to be metallic with a constant
density of states at EF only for spin-up electrons. Such a situation may occur
due to symmetry breaking [161] and is certainly important for spintronics.
Electronic states of oxygen atom chemisorbed on a SWNT depends on the
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Figure 4.6: (a) Spin polarized electronic energy band structure of the zigzag
chain of O2 adsorbed above the adjacent axial C-C bonds along the axis of a
(8, 0) s-SWNT as shown by inset. Solid and dashed lines are the spin-down and
spin-up bands. The zero of energy is taken at the Fermi level EF indicated by
dash-dotted line. (b) Corresponding total density of states of s-SWNT+O2 and
partial density of states on the oxygen atoms are shown by solid and dashed lines.
(c) Band structure of the row of O2 physisorbed at T-sites as shown by inset. (d)
Same as (b).
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Figure 4.7: Energy band structures of O2 physisorbed on the (6,6) armchair
SWNT. (a) B-site, (b) H-site. Spin-up and spin-down bands are shown by broken
and continuous lines.
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o and Eog corre-
sponds to the stable physisorption state with do = 2.89 A˚ at the A-site. (b) The
total energies of the singlet bound states found at small d at Z-site (square) and
at the A-site (diamond). The total energy of the triplet ground state correspond-
ing to the physisorption state for the Z- and A- sites at d ∼ 2.9A˚ are shown by
continuous and broken lines.
coverage and pattern of adsorption. For example, since single oxygen (per unit-
cell) chemisorbed at a-site gives rise to flat bands below EV , the band gap of
(8, 0) SWNT remains unaffected. However, as a well-known and usual effect of
oxygen, the band gap of (8, 0) tube opens up to 3.64 eV when all a-sites are filled
by the chemisorbed oxygen atom.
4.5 Singlet Bound State
The interaction of O2 with SWNT as a function of O2-SWNT distance d has
been examined by calculating the total energy ET , bond distance of O2 dO−O,
magnetic moment µ, and energy gap Eg of the O2 physisorbed (8,0) SWNT. In
these calculations, d has been constrained, but dO−O has been relaxed.
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Figure 4.8(a) shows the variation of the ratio of ET , dO−O, µ, Eg to their
corresponding equilibrium value at do = 2.89A˚. We see that |ET | decreases in
the range 1.6A˚< d <2.9A˚. For a wide range of O2-SWNT separation, Eg con-
tinues to exist, and the total energy difference between the spin-polarized and
spin-unpolarized O2+SWNT, (i.e. ∆ET = 0.86 eV) induces the gap Eg and pre-
vents it from closing. For ∼ 1.6A˚< d < do a strong perpendicular force F⊥ is
generated on the O2 molecule to push it away from SWNT. The magnetic mo-
ment of O2+SWNT diminish at a distance d < 2A˚. Moreover, the singlet state
of adsorbed O2 leads to a bound state at the Z-site at d = 1.48A˚ and 0.8 eV
above the corresponding physisorption state. (i.e. ET − EoT = 0.8 eV). Similar
singlet bound state occurs also at the A-site at d = 1.47A˚ and 0.45 eV above
the physisorption state of the A-site at d = 2.89A˚. These singlet bound states in
Fig 4.8(b) correspond to local minima on the Born-Oppenheimer surface and are
separated from the more energetic physisorption states by an energy barrier. We
note that these states [197, 295] are neither easily accessible from the physisorp-
tion state, nor supporting the hole-doping picture because the band gap of ∼ 0.5
eV. However, O2 adsorbed at the H- site of the (6,6) SWNT behave differently.
In Fig 4.9, we show the variation of ET (d), F⊥(d), µ(d) and dO−O(d) in the range
of 1.3A˚< d <3A˚. As d decreases from the physisorption distance, µ(d) decreases
rapidly and vanishes at d = 2A˚. The variation of ET , F⊥ and dO−O indicates that,
at d ∼ 1.25A˚, dO−O is increased to 2.5A˚ and hence the bond is broken, i.e. O2
molecule dissociates into two O atoms. Passing over a barrier, |ET | increases and
|F⊥(d)| decreases. In contrast to this site, the O2 molecule has a bound singlet
state at the B-site with dO−O = 1.51A˚.
4.6 Discussions
The physisorption of O2 molecules and chemisorption of O atoms are investigated
for different coverage and adsorption patterns. Binding is stabilized by the Van
der Waals interaction. Our results obtained from spin polarized calculations re-
veal that: (i) An O2 molecule can be adsorbed at different sites on a SWNT with
comparable binding energies. Adsorption at T-site of a (8, 0) tube is found to be
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Figure 4.9: Variation of the total energy, ET ; force acting on the O2 molecule,
F⊥; bond distance of O2, dO−O; and magnetic moment, µ with O2-(6,6) SWNT
distance d for O2 adsorbed on the H-site of the (6,6) SWNT. Calculations have
been performed in the double-cell.
energetically most favorable. The ground state of the adsorbed O2 molecule is the
triplet state with a net magnetic moment of 2µB Bohr magneton. The binding
energies calculated by including short and long range interactions are small and
characteristics of physisorption. (ii) Stable chain formation and also uniform cov-
erage of O2 molecules in the triplet ground state on a s-SWNT are also possible.
Since physisorbed O2 has net magnetic moment in the ground state, new magnetic
molecules (or nanomagnets) can be constructed as a result of O2 decoration. (iii)
GGA electronic structure calculations performed for optimized atomic geometry
corresponding to the triplet ground state indicate that the unoccupied Oppπ∗(↓)
bands (states) of O2 occur 0.2–0.4 eV above the top of the valence band of the
s-SWNT. Only the row of O2 among different patterns studied here yields a band
gap as small as 25 meV. No matter how the coverage and pattern of adsorbed O2
be, Fermi level always occurred above but close to EV . The energy position of
Oppπ∗(↓) bands are robust and are not affected by small shift of GGA optimized
equilibrium position of O2 under van der Waals attraction. According to these
results the hole doping of s-SWNT by the physisorption of O2 is not valid. This
conclusion is also corroborated by Derycke et. al.[199] who showed that the main
effect of oxygen physisorption is not to dope the bulk of the tubes, but to modify
the barriers of the metal-semiconductor contact. It should be noted that the
metallization of the tube can occur only by the lowering of Oppπ∗(↓) states and
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dipping into the valence band of the s-SWNT. As a result, charge is transferred
from s-SWNT to the molecule, whereby the physisorption state changes into a
chemisorption state. This argument is corroborated by the fact that the same
ppπ∗(↓) level of single O−2 molecule is lowered significantly. It appears that the
lowering of Oppπ∗(↓) state and hence electron transfer from C atoms to O2 does
not occur by itself; it may be prevented by a kinetic barrier.[194] Perhaps adsorp-
tion at a different environment, such as a defect site and impurity, or other factors
help to overcome the kinetic barrier. (iv) The metallic (6,6) tube continues to
be metallic for spin-up bands of SWNT which cross at EF . Spin-down bands of
SWNT open a gap, and empty Oppπ∗(↓) states are located in this gap.
(v) Character of binding and range of the binding energy of O2 adsorbed
on the metallic (6, 6) armchair tube are similar to those on the semiconducting
(8, 0) tube. (vi) Dissociation of O2 molecule and then chemisorption of individual
O atoms is an exothermic process. However, an O2 molecule physisorbed on a
perfect (8, 0) tube cannot dissociate by itself at low temperature owing to a finite
activation energy. Our calculations predict that individual O atoms are adsorbed
preferably on top of the C–C bonds and bind with C atoms by forming directional
O–C bonds. On the other hand, a metal atom like Al favors the H-site leading
to non-directional bonds between metal atom and SWNT.[113, 200] The axial
C–C bond survives after an oxygen atom is chemisorbed on top of this bond. In
contrast, upon O chemisorption the zigzag C–C bond is broken while C–O bond
is strengthen. The oxidation of the nanotube in the conventional sense starts
with the breaking of the strained zigzag C–C bonds upon the chemisorption of
O. The band gap of the (8, 0) tube is further opened at high O coverage.
We obtained different behavior for different tubes as d decreases. While O2
physisorbed at the H-site of the (6,6) SWNT is dissociated at d ∼ 1.25A˚. Singlet
bound states of O2 occur at d ∼ 1.47A˚ for the A- and Z- sites of the (8,0) SWNT,
and for the B- site of the (6,6) SWNT. These conclusions are expected to be
valid for similar tubes with different radii, except that the binding energies are
modified due to the curvature effect. [113, 171]
Chapter 5
Adsorption of individual atoms
on SWNT
As we have shown through adsorption of O2 and on the surface of SWNTs[1, 201,
202] can be functionalized by adsorption of atoms or molecules, which can induce
dramatic changes in the physical and chemical properties of the bare tube. Func-
tionalization of SWNTs has been attracting our interest for two possible, insofar
technologically important applications; namely fabrication of metallic nanowires
and nanomagnets. As nanoelectronics are promising rapid miniaturization pro-
viding higher and higher device density and operation speeds, the fabrication of
interconnects with high conductance and low energy dissipation appear to be real
technological problems.
Theoretical studies [200] have indicated that stable rings and tubes of Al atoms
can form around a semiconducting SWNT. It is argued that either persistent
currents through these conducting nanorings, or conversely very high magnetic
fields can be induced at their center.[200] Such a set-up has been also proposed
as possible qubits in quantum computation.[216]It has been shown experimen-
tally that the implementation of iron atoms inside the tube can give rise to
magnetization.[217] Such a system may be specified as nanomagnet, and can be
used in several applications ranging from various research tools to high density
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storage devices.
It is expected that novel molecular nanomagnets and electromagnetic devices
can be generated from these metallic nanostructures formed by the adsorption of
specific atoms on the surface of SWNTs. Thus, the study of adsorption of atoms
on nanotube surfaces is essential to achieve low resistance ohmic contacts to nan-
otubes, to produce nanowires with controllable size, and to fabricate nanomagnets
and functional nanodevices.
This chapter presents our study of the adsorption of individual transition
metal atoms on the surface of a semiconducting (8,0) and also a metallic (6,6)
SWNT. The binding geometry and binding energy and resulting electronic struc-
ture of various (most of the transition metal atoms) have been investigated. The
prime objective is to reveal the character and geometry of the bonding, and to
understand why transition metal atoms form strong bonds while others are only
weakly bound. The effect of the adsorption on the physical properties, such as
electronic, magnetic, is another issue, which we deal in detail in this work. Specif-
ically, we addressed the question whether the ground state of a SWNT with an
adsorbed atom has a net spin. We have explored the situation whether the mag-
netic ground state gives rise to the bands with one type of spin. We believe that
our results are important for a number of applied and theoretical research, such
as coating of carbon nanotubes, design and fabrication of functionalized nan-
odevices and nanomagnets, spintronics, gluing and solding SWNTs, and forming
metal-SWNT junctions and contacts.
5.1 Method of calculations
Spin-unpolarized and spin-polarized (relaxed) DFT calculations within GGA have
been carried out for single atom, bare SWNT, and single atom absorbed SWNT.
Ultra soft pseudopotentials [89] and plane waves up to an energy cutoff of 300
eV are used. The Brillouin zone of the supercell is sampled by (1,1,11) k-points
within the Monkhorst-Pack special k—point scheme.[83] Calculations have been
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Figure 5.1: A schematic description of different binding sites of individual atoms
adsorbed on a zigzag (8,0) tube. H: hollow; A: axial; Z: zigzag; T: top; S:
substitution sites.
performed in momentum space by using periodically repeating tetragonal super-
cell with lattice constants, as = bs ∼ 15 A˚ and cs. To minimize the adsorbate-
adsorbate interaction, the lattice constant along the axis of the tube, cs, is taken
to be twice the 1D lattice parameter of the bare tube, i.e. cs ∼ 2c for the zigzag
SWNT and cs ∼ 4c for the armchair SWNT.
For the adsorption of individual atoms we considered four possible sites (i.e.
H-site, above the hexagon; Z-, and A-sites above the zigzag and axial C-C bonds;
and T-site above the carbon atom) as described in Fig. 6.1.
The binding energies E
u(p)
b are obtained from the total energies corresponding
to either non-magnetic (spin-unpolarized) state with zero net spin or magnetic
(spin-relaxed) state with net spin. A bare nanotube has a non-magnetic ground
state with zero net spin. E
u(p)
b > 0 corresponds to a CG optimized stable structure
and indicates the bonding (a local or global minimum on the Born-Oppenheimer
surface). Only the short range (chemical) interactions are included in the binding
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energy, E
u(p)
b . Long range Van der Waals interaction, EV dW is expected to be
much smaller than the chemisorption binding energy and is omitted. However,
for specific elements the binding energy is small and the character of the bond is
between chemisorption and physisorption. In this case, the weak and attractive
Van der Waals interaction energy is comparable with the physisorption energy.
It can be calculated from the asymptotic form of the Lifshitz’s formula.[189]
5.2 Binding geometry and binding energy
The cohesive energies of C atoms in the (8,0) and (6,6) tube, i.e. Ec = (NE
u
T [C]−
EuT [SWNT ])/N , (N being the number of C atoms in the unit cell of SWNT) are
calculated to be E(8,0)c =9.06 eV and E
(6,6)
c =9.14 eV, respectively. The zigzag
(8,0) SWNT is an insulator with a calculated band gap, Eg =0.64 eV. The (6,6)
armchair SWNT is a metal, since π∗-conduction and π-valence bands cross at
the Fermi level. As far as the electronic properties are concerned, our study has
sampled two extreme cases in the class of SWNTs. The binding geometries and
binding energies Eub , calculated from spin-unpolarized total energies are given in
Table 5.1 for the (8,0) SWNT and in Table 5.2 for the (6,6) SWNT.
We note that specific adsorbate-SWNT (A+SWNT) systems are found to be
in a magnetic ground state, hence EpT [A+SWNT ] < E
u
T [A+SWNT ]. No matter
what the value of the binding energy is, a stable binding of a particular A+SWNT
geometry is meaningful if it belongs to a ground state. In Table 5.3 and Table 5.4
we present the differences between the spin-unpolarized and spin-polarized total
energies, i.e. ∆ET = E
u
T [A+SWCT ]−EpT [A+SWNT ]. Here ∆ET > 0 indicates
that magnetic ground state with a net spin is favored.
We can extract following useful information from the results of calculations
listed in these Tables. In general, the binding energies calculated for non-magnetic
state are higher than those corresponding to the magnetic ground state. Most
of the transition metal atoms adsorbed on the (8,0) and (6,6) SWNT have mag-
netic ground state with ∆ET > 0, and hence they give rise to the net magnetic
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Table 5.1: Calculated binding energies and average carbon-adatom bond dis-
tances, d¯C−A of individual atoms adsorbed at H-, Z-, A-, and T-sites of the (8,0)
SWNT as described in Fig. 6.1. Binding energies, Eub are obtained from spin-
unpolarized total energies calculated for fully relaxed atomic structure. . →H
implies that the adatom at the given site is not stable and eventually it moves to
the H-site.
Atom H (eV) A (eV) Z (eV) T (eV) d¯C−A (Ao)
Ti 2.9 2.1 2.7 2.1 2.2
V 3.2 2.2 → H → H 2.1
Cr 3.7 2.5 → H → H 2.0
Mn 3.4 2.5 → H → H 2.1
Fe 3.0 2.5 → H 1.6 2.1
Co 2.8 2.5 → H → H 2.1
Ni 2.2 2.4 2.3 → A 1.9
Cu 0.5 0.8 0.6 → A 2.1
Zn 0.05 0.05 0.03 0.04 3.7
Mo 4.6 3.0 → H → H 2.2
Table 5.2: Calculated binding energies and average carbon-adatom bond dis-
tances, d¯C−A of individual atoms adsorbed at H-, Z-, A-, and T-sites of the (6,6)
SWNT as described in Fig. 6.1. Binding energies, Eub are obtained from spin-
unpolarized total energies calculated for fully relaxed atomic structure.
Atom H (eV) A (eV) Z (eV) T (eV) d¯C−A (Ao)
Ti 2.62 1.66 1.79 1.74 2.2
Mn 3.25 → H → H → H 2.1
Mo 4.34 → H → H → H 2.2
Au 0.23 0.27 → T 0.41 2.3
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Table 5.3: Strongest binding site (as described in Fig. 6.1); adsorbate-C distance
d¯C−A; the difference between spin-unpolarized and spin-polarized total energies
∆ET ; binding energy E
u
b obtained from spin-unpolarized calculations; binding
energy Epb obtained from spin-polarized calculations; magnetic moment (µB per
supercell) of the magnetic ground state corresponding to the adsorption of various
individual atoms on the (8,0) SWNT.
Atom Site d¯C−A(Ao) △ET (eV ) Esub (eV ) Espb (eV ) µ(µB)
Ti H 2.2 0.58 2.9 2.2 2.21
V H 2.2 1.20 3.2 1.4 3.67
Cr H 2.3 2.25 3.7 0.4 5.17
Mn H 2.4 2.42 3.4 0.4 5.49
Fe H 2.3 1.14 3.1 0.8 2.27
Co H 2.0 0.41 2.8 1.7 1.05
Ni A 1.9 0.02 2.4 1.7 0.04
Cu A 2.1 0.03 0.8 0.7 0.53
Zn H 3.7 0 0.05 0.04 0
Mo H 2.2 0.32 4.6 0.4 4
Table 5.4: Strongest binding site (as described in Fig. 6.1); adsorbate-C distance
d¯C−A; the difference between spin-unpolarized and spin-polarized total energies
∆ET ; binding energy E
u
b obtained from spin-unpolarized calculations; binding
energy Epb obtained from spin-polarized calculations; magnetic moment µ per
supercell corresponding to the magnetic ground state corresponding to the ad-
sorption of individual Ti, Mn, Mo, Au atoms on a (6,6) SWNT.
Atom Site d¯C−A(Ao) △ET (eV) Esub (eV) Espb (eV) µ(µB)
Ti H 2.2 0.48 2.62 1.81 1.68
Mn H 2.5 2.23 3.25 0.1 5.60
Mo H 2.3 0.2 4.34 0.1 3.61
Au T 2.3 0.02 0.41 0.28 0.79
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moment ranging from 5.49µB (for Mn) to zero magnetic moment. Ni adsorbed
SWNT has very low magnetic moment (0.04µB). Our spin-polarized and spin-
unpolarized calculations show that these transition metal atoms in Table 5.3 have
also magnetic ground state when they are free. Since a bare SWNT having a non-
magnetic ground state, the net spin of the A+SWNT system originates from the
magnetic moment of the adsorbed atom. The calculated magnetic moments of
these free atoms are in good agreement with the values given by Moore.[222] The
magnetic moment generated upon the adsorption of individual transition atoms
has important implications, and points to an issue, whether molecular magnets
(or nanomagnets) can be produced from carbon nanotubes. Addressing this issue
may open an active field of study of transition metal atom covered according to
a well-defined pattern or substitutional transition atom doped SWNTs. Imple-
mentation of transition metal atoms inside the tube might be another interesting
subject of study. Whether a permanent magnetic moment by the exchange in-
teraction can be generated on these transition metal coated SWNTs would be an
interesting question to answer. Recently, the magnetization and hysteresis loops
of iron nanoparticles partially encapsulated at the tips and inside of aligned car-
bon nanotubes have been demonstrated by recent experimental works.[217]
Figure. 5.2 presents the variation of the ground state properties[223] (such as





first row transition metal elements with respect to the number of d-electrons Nd.
Ec(Nd) and B(Nd) curves show a minimum (at Nd = 5 for the 3d
54s2 configura-
tion of Mn atom) between two maxima of equal strength; first maximum occurs
at Nd = 3 or 4, the second one at Nd = 7. This behavior of bulk properties were
explained by the Friedel model.[224] Although the overall shape of the variation
of the binding energies of first row transition metal atoms with Nd, E
p
b (Nd) is
reminiscent of the B(Nd) and Ec(Nd), there are some differences. The binding
energy of Ti(Nd = 2) is highest, and hence the first maximum is higher than the
second one Epb (Nd = 7) and E
p
b (Nd = 8) corresponding to the binding energies of
Co and Ni. While the binding energy of Sc(Nd=1) is close to that of Ti at the
first maximum, the binding energy of Cu(Nd = 10) is small, and it eventually
decreases to almost zero for Zn, which has a filled valence shells (i.e 3d104s2).
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Figure 5.2: Variation of the calculated spin-unpolarized Eub and spin-polarized
Epb binding energy of transition metal atoms with respect to the number of d-
electrons Nd. The bulk cohesive energy Ec and the bulk modulus B from Ref. [75]
is included for the comparison of the trends.
Interestingly, Cr and Mn atoms which have the same 3d54s2 configuration, have
similar binding energies forming the minimum between double maximum, but




b with Nd, however, shows dra-
matic differences. While Epb (Nd) mimics Ec(Nd) and has a minimum for Nd =5,
as Ec and B do, E
u
b passes through a maximum. This situation confirms that
magnetic states correspond to ground state.
Binding energies listed in Table 5.3 are of particular interest for coating of
SWNTs by metal atoms, and hence for the fabrication of nanowires. We also
note that in forming a good coverage not only adatom-SWNT interaction, but
also other factors, possibly adatom-adatom interaction play a crucial role. Here
we point out an interesting trend between Table 5.1 and Table 5.2, and also
between Table 5.3 and Table 5.4. The binding energies Eub , as well as E
p
b and
magnetic moments of the adatom adsorbed on the (8,0) SWNT came out to be
consistently lower for the adatom adsorbed on the (6,6) tube. Perhaps, this trend
can also be explained by the curvature effect.[113, 118]
The transition metal atoms with a few d-electrons, such as Sc, Ti, Nb, Ta
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form strong bonds with a binding energy ranging from 2.4 eV to 1.8 eV, and
hence can be suitable for metal coating of SWNT. These metals can also be used
as a buffer layer to form uniform coating of good conductors such as Au, Ag, Cu.
Most of the adatoms we studied yield strongest binding at the H-site.
5.3 Electronic structure of adatom-SWNT sys-
tem
Modification of electronic structure induced by the adsorbed foreign atoms is the
prime interest of this study. We analyze the induced modifications by energy band
structure and local and total density of states obtained for fully relaxed structures.
An individual atom adsorbed on an SWNTmay give rise to resonance states in the
valence and conduction bands, and also localized states in the band gaps. Owing
to the supercell method used in this study the energy states associated with an
single adsorbate form energy bands, however. Actually these bands correspond
to a linear chain of adsorbates with a 1D lattice constant cs. The dispersion or
width of the bands is a measure of the adsorbate-adsorbate coupling.
5.3.1 Semiconducting (8,0) SWNT
The localized states are relevant for the doping of a semiconducting SWNT.
Depending on their position relative to the band edges they are specified as donor
states (if they are close to the edge of the conduction band EC) or as acceptor
states (if they can occur close to the edge of the valence band, EV ). The latter
case is also known as hole doping. Whether the associated localized state is a
donor or acceptor state can be inferred from the energy position of the band in
the gap.
In Fig. 5.4 the spin-polarized band structure and TDOS of adsorbed transition
metal atoms (i.e. Au, Mn, Mo, and Ti) display a different situation due to
magnetic ground state. Au yield two bands in the band gap of bare SWNT;

























Figure 5.3: Energy band structures and total density of states (TDOS) of bare
tubes with fully relaxed atomic structure. (a) Electronic structure of the semi-
conducting (8,0) zigzag SWNT calculated for the double primitive unit cells con-
sisting of 64 C atoms. (b) same for the metallic (6,6) armchair SWNT calculated
for the quadruple primitive unit cells including 96 C atoms. Zero of energy is set
at the Fermi level EF .
these are filled Au spin-up and empty spin-down bands. This is in compliance
with the calculated magnetic moment of 1.02 µB per adsorbed Au atom. There
is a small band gap of ∼0.2 eV between these Au bands. Comparing these bands
with those of bare (8,0) SWNT in Fig. 5.3(a), we see that the adsorbtion of
Au did not induce significant modification in the bands of (8,0), except the Au
6s(↑) and Au 6s(↓) bands in the gap, give rise to two sharp peaks below and
above EF , respectively in TDOS. That the contribution of SWNT states to these
peaks is minute and the band gap between the conduction and valence bands of
SWNT is practically unchanged confirms the weak interaction between Au and
SWNT. Filled Au 5d(↑) and 5d(↓) bands occur in the valence band of SWNT
2 eV below EF . Free Mn atom has normally (3d
5)(4s2) configuration and has
magnetic moment of 5µB. The flat spin-up and spin-down bands of Mn occur
in the band gap and near the edge of valence band. The band gap between the
highest occupied spin-up and lowest empty spin-down band is very small (< 0.1
eV). The d-bands of adsorbed Mo occur in the band gap and near the top of








































Figure 5.4: Energy band structures and total density of states (TDOS) of single
Au, Mn, Mo, and Ti adsorbed on a zigzag (8,0) tube. Zero of energy is set at the
Fermi level. Bands and state density of spin-up and spin-down states are shown
by dotted and continuous lines, respectively. Mn, Mo, Ti are adsorbed at the
H-site; and Au is adsorbed at the T-site.
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the valence band of SWNT. The band gap between the highest occupied spin-
up band and the lowest spin-down band is ∼0.2 eV. Thus, the highest occupied
state due to Mo occurs near the edge of conduction band. The number of 4d(↑)
bands confirm that the net magnetic moment of Mo adsorbed SWNT is 4µB per
cell. Three bands formed from Ti 3d(↑) are fully occupied and accommodate 3
electrons of adsorbed Ti atom. Other Ti 3d(↑) bands occur above EF , but they
overlap with the conduction band of SWNT. The dispersive and almost fully
occupied spin-down band is formed from the states of carbon and hence derived
from the conduction band of the bare SWNT. The SWNT is metallized upon Ti
adsorbtion, since this band cross the Fermi level and also overlap with the other
conduction bands. This situation is in accordance with the Mulliken analysis,
which predicts electrons are transferred from Ti to SWNT.
5.4 Discussions
We have shown that interesting physical properties can be generated by the ad-
sorption of single atom on a SWNT. Changes in the physical properties depend
on the valency of the adsorbate. Na having 3s-valence state with small ionization
potential donates this valence electron to the empty conduction band of semicon-
ducting SWNT. Therefore, adsorption of Na results in the metallization of the
(8,0) tube. Similar effects occur upon the adsorption of Al. However, adsorption
of individual transition metal atoms gives rise to dramatically different results.
Because of their occupied d-states, the transition metal adsorbed SWNT has a
magnetic ground state. In most of the cases, adsorbed individual transition atom
gives rise to a band gap between spin-up and spin-down bands within the super-
cell geometry. Ti , that leads to a metal, appears to be an exception. Another
important property that is specific for Ti is its continuous coating of SWNT.
This should be related to both Ti-Ti and Ti-SWNT interaction. Whether the
Ti covered SWNT leads to regular atomic structure, and the nanowire produced
from Ti covered SWNT allows ballistic quantum transport are important issues
requiring further investigations. The adsorption of transition metal atoms on
the (6,6) tube exhibits similar trends as the (8,0) tube, except that the binding
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energies in the former are consistently smaller. We attribute this behavior to the
relatively smaller curvature of the (6,6) tube.
Higher coverage and decoration of adsorbed foreign atoms can produce nanos-
tructures (such as nanomagnets, nanometer size magnetic domains, 1D conduc-
tors and thin metallic connects, and electronic devices) which may find interesting
technological application, such as spintronics and high density data storage, and
interconnects between devices. The d-orbitals of the transition metal atoms are
responsible for relatively higher binding energies, which display an interesting
variation with the number of filled d-states.
Chapter 6
Metal-atom coverage of SWNTs
Motivated by the experimental work of Zhang et al. [72] showing the continuous
coating of SWNT by Ti, we investigated the coverage of (8,0) tube by specific
transition element atoms, such as Ti, Fe, Co, Cr, etc., and metal-atom coverage
such as Ga element.
6.1 Magnetic nanowires obtained from uniform
transition-metal-atom coverage of carbon
nanotubes.
The fabrication of interconnects with high conductance and low energy dissipation
has been a real challenge in rapidly developing field of nanoelectronics. Very thin
metal wires and atomic chains have been produced by retracting the STM tip
from an indentation and then by thinning the neck of the materials that wets the
tip.[204, 205, 226] While those nanowires produced so far played a crucial role in
understanding the quantum effects in electronic and thermal conductance,[102,
191, 207, 208] they were neither stable nor reproducible to offer any relevant
application. It has been shown that SWNTs can serve as templates to produce
reproducible, very thin metallic wires with controllable sizes.[210] Continuous Ti
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coating of varying thickness, and quasi continuous coating of Ni and Pd were
obtained by using electron beam evaporation techniques.[211] Good conductors,
such as Au, Al, were able to form only isolated discrete particles or clusters instead
of a continuous coating of SWNT. Low resistance ohmic contacts to metallic and
semiconducting SWNTs have been achieved also by Ti and Ni atoms.[212] In
spite of the impact made by these experimental works[210, 211, 212] there has
been very little effort so far to present an atomic scale understanding of uniform
Ti coverage.
In this study we show that a semiconducting s-SWNT is transformed to a
good conductor as a result of Ti coverage. Moreover, Ti covered tubes have
magnetic ground state with a net magnetic moment. These results have important
implications in nanoscience and nanotechnology. We carried out first-principles,
spin-unpolarized (SU) and spin-relaxed (SR) calculations within the generalized
gradient approximation[122]. Calculations have been performed in momentum
space by using periodically repeating tetragonal supercell with lattice constants,
as = bs ∼ 20 A˚ and cs = c (c being the 1D lattice constant of SWNT). The
Brillouin zone of the supercell is sampled by using special k-point scheme. All
atomic positions (i.e. all adsorbed Ti atoms and carbon atoms of SWNT), as
well as cs(hence c) have been optimized. Using same parameters of calculations
we achieved to reproduce structural parameters of bulk Ti, as well as Ti2 and Ti3
molecules.
An individual Ti atom is adsorbed at specific sites on the external and internal
surface of SWNT. The H-site, i.e. above the center of hexagon formed by C-C
bonds, is found to be energetically most favorable site with a binding energy of
Eb = 2.2 eV for the magnetic ground state. The average C-Ti distance, dC−T i
has been found to be 2.2 A˚. At the internal H-site, the bonding is stronger and
the binding energy is Eb = 2.5 eV, the average bond distance dC−T i = 2.3A˚[220].
The magnetic moment of the individual Ti absorbed (8,0) SWNT is calculated to
be µ = 2.2µB (Bohr magneton). Ti 3d-orbitals play a crucial role in the bonding
and electrons are transferred from Ti to SWNT.[220, 227]
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6.1.1 Geometrical Analysis
A strong Ti-SWNT chemical interaction is responsible from the continuous coat-
ing. Here, the Ti coverage of (8,0) SWNT has been analyzed first by attaching Ti
atoms at all H-sites in the unit cell, and subsequently by optimizing the atomic
structure and the lattice constant c. The relaxation of the SWNT lattice was
crucial in obtaining stable structures; frozen lattice constant has led to instabil-
ities. The average binding energy, E¯b = (16ET [Ti] + ET [SWNT ] − ET [16Ti +
SWNT ])/16, has been found (in terms of the total energies of individual Ti atom,
optimized bare SWNT and Ti covered SWNT) to be 4.3 eV. Apparently, owing
to the Ti-Ti coupling, E¯b comes out much higher than the binding energy of the
adsorbed single Ti atom. For the same reason the charge transfer from Ti to C
has decreased to ∼0.3 electrons, and d¯C−T i increased to ∼ 2.5A˚.
The optimized atomic structure shown in Fig. 6.1 depicts an interesting feature
of the Ti covered SWNT. Atoms have rearranged in a quasi 1D ”crystalline”
structure and formed a square-like cross section. We distinguish three specific
C atoms (identified as C1, C2, and C3) and three Ti atoms (Ti1, Ti2 and Ti3)
depending on their different bonding geometry. The C1 and Ti1 atoms located
at the corner of square are at the high curvature site, while C3 and Ti3 are at the
flat region. In spite of the periodic arrangement of adsorbed Ti and underlying C
atoms, the Ti-Ti, Ti-C, and C-C bond-distances show some dispersion depending
on their location. The histogram in Fig. 6.1 identifies different types of bonds at
different places.
6.1.2 Electronic Transport
The energy band structure and the TDOS of the Ti covered (8,0) SWNT are pre-
sented in Fig. 6.7. The band structure of the bare semiconducting (8,0) SWNT
has changed dramatically having several bands crossing the Fermi level. Accord-
ingly, the Ti covered SWNT becomes a good conductor with high density of states
at the Fermi level, D(EF ). The current associated with the electron transport
can be given by a Landauer type expression,[228]
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Figure 6.1: (a) Fully optimized atomic structure of Ti covered (8,0) SWNT.
(b) The cross section with different types of C atoms (identified as C1, C2, and
C3) and adsorbed Ti atoms (Ti1, Ti2 and Ti3). Dark-small and light-large circles
indicate C and Ti atoms, respectively. (c) Histograms show the variation of bond-
lengths of different carbon-carbon (dC−C), carbon-Ti (dC−T i) and Ti-Ti (dT i−T i)
bonds.
Figure 6.2: (a) Electronic energy band structure of a Ti covered (8,0) SWNT. (b)
The total density of states (TDOS). TDOS of bare (8,0) tube is shown by dashed
lines. Zero of energy is taken at the Fermi level.






dE(fL − fR)T (E, Vb)dE (6.1)
in terms of the bias voltage Vb; the Fermi distribution function of left and
right electrodes fL and fR, and their chemical potentials µL and µR. T (E, Vb)
is the transmission function for the total electrons calculated using the Green’s
function approach. Electron scattering in the contacts is crucial for the calculation
of conductance. Therefore, the calculation of quantum conductance G of an
interconnect between two electrodes requires detailed description of the contacts
and phonon spectrum at the operation temperature. Here, since we are concerned
only with the nanowire, we infer G from an ideal Ti covered SWNT. Under these
circumstances, the mean free path of electrons lm becomes infinite at T=0, and
the electronic transport occurs ballistically and coherently. This situation has
been treated as an ideal 1D constriction, where the electrons are confined in
the transversal direction, but propagate freely along the axis.[102] The current
is expressed as I =
∑
i 2ηievi[Di(EF + eVb) − Di(EF )] where degeneracy, group
velocity and density of states of each subband crossing EF are given by ηi, vi,
Di, respectively. Since Di(EF + eVb) − Di(EF ) ∼ (eVb)dDi(E)/dE |EF and vi =
(h−1)∂Di/∂E |EF , then G = I/Vb =
∑
i 2ηie
2/h. Accordingly each subband
crossing the Fermi level is counted as ηi current-carrying state for two spins with
channel transmission T = 1. Then the maximum ”ideal” conductance of defect-
free Ti covered ideal tube becomes G = 2e2Nb/h, where Nb =
∑
ηi. Calculated
conductance is four times higher than that of bare metallic armchair tube. High
D(EF ) in Fig. 6.7 justifies this result.
In reality, T (E) in Eq. 6.1 is reduced due to scattering of carriers from the
abrupt change of cross sections and irregularities at the contacts to electrodes
and from the imperfections, impurities, and electron-phonon scattering in the
tube by itself. In a self-consistent treatment the contact potential also causes T
to decrease. Therefore, a rigorous treatment of the conductance of a finite-size
Ti coated SWNT (device) requires a detailed description of electrodes and the
contact structure. We note that the regular structure shown in Fig. 6.1 may occur
under idealized conditions; normally irregularities are unavoidable, in particular
for a thick Ti coating. While the channel transmission is decreased in the thick
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but inhomogeneous Ti coating, G is expected to be still high owing to the new
conductance channels opened at EF . Based on these arguments and in view of
the high D(EF ) in Fig. 6.7, the conductance of a Ti coated tube can be several
2e2/h.
Any defect in 1D system gives rise to the localization of current transporting
states which is characterized by the localization length ξ. While ξ ∼ lm for a
strictly 1D wire, ξ ∼ lmd/λF for a 1D stripe and ξ ∼ lmd2/λ2F for a wire with
width or diameter d and Fermi wavelength, λF = h/mvF .[229] We expect that
for the present Ti covered SWNT ξ ∼ lm(d/λF )α with 1 < α < 2. Then the net
resistance of (Ti+SWNT) wire having length L between two contact and including
contact resistance Rc and localization effect can be given by R = Rc+he
L/ξ/2e2.
A very crude estimation yields ξ ≥ 200A˚, which is much larger than a typical L
for interconnects in nanoelectronics.
The origin of metallicity is the next question we will address. First, let us
consider the nanotube having the same atomic configuration, hence the same
square-like cross section as in Fig. 6.1, but depleted from all adsorbed Ti atoms.
The local densities of states (LDOS) at C1, C2, and C3 carbon atoms in Fig. 6.3(a)
clarify whether such a deformed SWNT continues to be semiconducting. For the
atom C3, which is located at the center of the edge of square, i.e. at the flat region
of the tube the state density vanishes at EF . In contrast, as one approaches
the corner, LDOS at EF increases, and eventually at C1 (i.e. the atom at the
corner of the square) has the highest density. This situation implies that the
square nanotube by itself (without Ti) can be viewed as if four metal strips
passing through its four corners, and four semiconductors at the flat edges. The
metallization is induced by the singlet conduction band that crossed the Fermi
level due to enhanced π∗ − σ∗ hybridization at the corner region in Fig. 6.3(a)
and 6.3(b) [113, 118, 230]. In Fig. 6.3(c), the LDOS and orbital projected LDOS
calculated at Ti atoms have high state density at EF due to the states derived
mainly from Ti 3d-orbitals. Accordingly, the main contribution to the highD(EF )
in Fig. 6.7 is due to adsorbed Ti atoms, but the underlying carbon tube itself has
some contribution.
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Figure 6.3: Calculated state densities.(a) Local density of states (LDOS) on
C1, C2, C3 atoms of carbon nanotube which has the same atomic configuration
and square-like cross section as the carbon nanotube covered by Ti as shown in
Fig. 6.1. See inset. (b) LDOS on the carbon atoms of the Ti covered SWNT (i.e.
C1+C2+C3). (c) LDOS calculated on the Ti atoms of the Ti covered SWNT (i.e.
Ti1+Ti2+Ti3). Partial density of states of s-, p-, and d-orbitals are also shown.
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Uniform coverage of Ti on the SWNT is crucial for the future technological
applications. Ti can be used as a buffer layer to form uniform coating of good
conductors, such as Au, Cu, on the SWNT,[220] since these atoms have low
binding energy (0.5 and 0.7 eV, respectively). Strong Ti-SWNT interaction can be
utilized to bond or to connect individual SWNTs in order to form T, Y and cross
junctions or grids. It appears that fabrication of photonic band gap materials
or nanowave guides based on SWNT may not be a mere speculation. Earlier,
it has been shown that quantum structures can be realized on a single s-SWNT
through band gap modulation either by modulating radial deformation or by
modulating adsorption of hydrogen atoms.[230, 231] These quantum structures
can be connected to the electrodes through their both ends which are metallized
by Ti coverage. This way one can fabricate an electronic nanodevice on a single
SWNT, such as a Schottky barrier diode or a resonant tunnelling device.
The uniform Ti coverage of SWNT may be of interest in a completely different
field of research. Individual Fe atom is weakly bound on a SWNT, but it has a
magnetic ground state. The binding energy and the magnetic moment have been
calculated to be Eb = 0.8 eV, µ ≈ 2µB, respectively. However, our calculations
have revealed that Fe, Co, Mn, Cr, Mo, and Ga atoms cannot form a uniform
and continuous coverage (shown in Fig. 6.4); rather they are accumulated into
small clusters attached to the surface of SWNT. Alternatively, uniform coating
of Fe can be realized over the Ti covered SWNT and hence nanomagnets can
be generated. The exchange interaction and the ferromagnetism of these quasi
1D nanomagnets would be an important subject of study. The individual Cr
and Mn adsorbed on the (8,0) tube have also low binding energy (Eb ∼ 0.4 eV),
but high magnetic moment (µ = 5.17 and 5.49 µB, respectively) [220]. Similar
to the case of Fe, magnetic nanostructures can be obtained when these atoms
cover or decorate the Ti covered SWNT. This way, the band structures of these
magnetic nanostructures can be engineered for desired spin-dependent electron
transport. Interestingly, the SR total energy of Ti covered (8,0) tube is found
to be ∼ 0.6eV/cell lower than SU total energy. Hence Ti covered (8,0) tube
shown in Fig. 6.1 has magnetic ground state with calculated magnetic moment




Figure 6.4: Fully optimized atomic structures of Ti, Co, Cr, Fe, Mo covered (8,0)
SWNT.
CHAPTER 6. METAL-ATOM COVERAGE OF SWNTS 157
of ∼ 15.3µB. The magnetization and hysteresis loops of iron nanoparticles par-
tially encapsulated at the tips and inside of aligned carbon nanotubes have been
demonstrated by recent experimental works.[217] Through ab-initio calculations
it has been shown that SWNTs filled or coated with transition metal elements
can exhibit substantial spin-polarization [232].
Finally, we demonstrated that the uniform coverage of Ti resulting in a reg-
ular atomic structure occurs also for SWNTs with different radius and chirality.
Fig. 6.5 shows the optimized atomic structure of Ti covered (9,0) zigzag and (6,6)
armchair tubes. The former bare tube has a very small band gap of 0.09eV, ra-
dius of 3.6A˚ and odd number of C atoms on the circumference. The latter tube
is a metal and has radius of 4.1A˚ and chiral angle of 30o when it is free of Ti.
However, both tubes become metal with high D(EF ) and have magnetic ground
state upon coverage with Ti shown in Figure 6.6. The calculated magnetic mo-
ments are 13.7µB and 9.5 µB for (9,0) and (6,6) SWNTs, respectively. Sharp
corners of the square-like cross section in Fig 6.1 start to be flattened and change
to polygonal form for the Ti covered (6,6) SWNT.
6.1.3 Coverage and strain dependent magnetization of ti-
tanium coated SWNTs
Spintronics aims to increase the information transport capacity and versatil-
ity of electronic devices by using the spin-degrees of freedom of conduction
electrons[233, 234, 235, 236, 237]. Owing to the broken spin-degeneracy in a
magnetic ground state, energy bands En(k ↑) and En(k ↓) split, and may lead
to different density of states for different spin orientation. Here, we elucidate our
findings reported earlier as a short communication [238] by placing emphasis on
the electronic structure of Ti coated SWNT corresponding to its ferromagnetic
ground state and by further investigating its spin-dependent properties. We, in
particular, are concerned with the spin-polarization at EF ,
P (EF ) =
|D↑(EF )−D↓(EF )|
D↑(EF ) +D↓(EF )
(6.2)










Figure 6.5: Optimized atomic structures of Ti covered: (a) (8,0) SWNT (C32Ti16);
(b) (9,0) SWNT (C36Ti18); (c) (6,6) SWNT (C24Ti12).
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Figure 6.6: Optimized atomic structure of (8,0) and (9,0) zigzag, and (6,6) arm-
chair SWNT which are uniform covered with Ti. Corresponding density of states
for spin-up and spin-down electrons are shown.
in terms of majority (minority) spin density of states D↑(EF ) (D↓(EF )). We
investigate how the magnetic moment µ, and P (EF ) can be modified with the
applied strain and amount of Ti coverage. We found that µ, as well as P (EF )
depend strongly on the applied strain and on the Ti coverage. While a strain of
ǫzz = 0.1 along the axis of the tube induces 25% increase of µ, the adsorption of
four additional Ti atoms on the Ti coated (8,0) SWNT, causes to 44% reduction
of the magnetic moment. The radial strain leading to the elliptical deformation
of the circular cross section modifies the spin-dependent electronic structure near
EF . The manipulation of spin-dependent properties of Ti coated SWNT with
applied strain and with Ti coverage suggest interesting technological applications
such as spin filter, spin-resonant-tunnelling diode, unipolar spin transistor and
nanoscale magnetism, etc..
Now we investigate the effect of the adsorption of additional Ti atoms on
C32Ti16 surface. Whether regular atomic structure and the electronic properties
of C32Ti16 are affected will be the issue we shall clarify. To this end, we consider
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four additional Ti atoms are attached at the corners of the square-like cross
section of C32Ti16 to make C32Ti20. The fully optimized, stable atomic structure
of C32Ti20 is shown in Fig. 6.7(d). The adsorption of four additional Ti atoms
corresponds to the initial stage of second Ti atomic layer to cover SWNT surface.
The average binding energy of these additional Ti atoms was found to be ∼4.6
eV/atom. It is larger than that of C32Ti16 owing to the onset of Ti-Ti coupling
in 3D. The effect of these four Ti atoms on the structure of C32Ti16 is minute.
However, the calculated magnetic moment undergoes a dramatic change upon the
chemisorption; µ of C32Ti16 decreases from 15.3 µB/cell to 6.8 µB/cell in C32Ti20.
This important result implies that the net magnetic moment of Ti covered SWNT
is strongly dependent on the amount, as well as geometry of Ti coverage. The
magnetization of the nanostructure C4nTiN can be engineered by varying the
number N , and the decoration of adsorbed Ti atoms.
Next, we examine the effect of Ti coverage on the spin-dependent electronic
properties. Spin-polarized energy band structure and densities of states for ma-
jority and minority spin states of the Ti coated (8,0) SWNT are presented in
Fig. 6.7. The band structure of the bare (8,0) sSWNT has changed dramatically;
the band gap between conduction and valence band diminished because of several
bands crossing the Fermi level. Since up-spin and down-spin state are separated,
we can define corresponding I↑ and I↓. The total current in magnetic systems can
be obtained as I = I↑ + I↓ where I↑ (I↓) is the contribution to the current from
majority (minority) spin current-carrying states. The current for a given spin






dE(fL − fR)T ↑(↓)(E, Vb) (6.3)
Here T ↑(↓)(E, Vb) is written for the majority or spin-up (spin-down) electrons
calculated using the Green’s function approach. We note that this expression
differs from Eq. 6.1 since the spin of electrons are distinguished. In the above
expression the mixing of spin-channels, namely the spin-flip from one orientation
to the other is not allowed. In reality, owing to the coupling with phonons the
spin-flip can take place. Here, since we are concerned with transport properties of












































Figure 6.7: (a) Fully optimized atomic structure and square-like cross section of Ti
coated (8,0) zigzag SWNT including 16 Ti atoms per unit cell (C32Ti16). Ti and C
atoms are indicated by large-light and small-dark circles. (b) Spin-polarized band
structure of C32Ti16 at ǫzz = 0 with the Fermi level set to zero of energy. Majority
spin, En(k ↑) and minority spin, En(k ↓) bands are shown by continuous and
dotted lines, respectively. Spin polarized density of states for majority D↑(E) and
minority D↓(E) spin states. (d) Fully optimized atomic structure of Ti covered
(8,0) SWNT including four additional Ti atoms adsorbed at the corners of the
square-like tube (i.e. C32Ti24). (e) and (d) show corresponding spin-polarized
band structure and DOS, respectively. Nearest Ti atoms to the four additional
adsorbed Ti atoms are indicated by nnTi.
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nanowire rather than with a particular device, we infer G from an ideal Ti covered
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crossing the Fermi level is counted as η
↑(↓)
i current-carrying state for a given spin
direction with channel transmission T ↑(↓) = 1. Then the maximum ”ideal” con-







i . We found G
↑ = 4e2/h, G↓ = 5e2/h for C32Ti16 and G↑ = 6e2/h,
G↓ = 8e2/h for C32Ti20. Apparently, more bands which cross the Fermi level
increase D↑(EF ) and D↓(EF ) upon the adsorption of additional four Ti atoms.
We note that the regular structure shown in Fig. 6.7 may occur under ideal-
ized conditions; normally irregularities are unavoidable, in particular for a thick
Ti coating. While the transmission coefficient can decrease in the thick but inho-
mogeneous Ti coating, G is expected to be still high owing to the new conductance
channels opened at EF .
Densities of states corresponding to majority and minority spin states in
Fig. 6.7 indicate that P (EF ) is low and hence C32Ti16 and C32Ti20 structures
apart being high-conducting may not be of interest for spintronics applications.
Present results indicate that the spin-dependent electronic structure and the mag-
netic moment of these nanostructures can be modified also by applied axial and
radial strain, ǫzz. In Fig. 6.8(a) the magnetization of a Ti covered (8,0) SWNT is
plotted as a function of c. Each theoretical data point corresponds to the mag-
netic moment of C32Ti16 system relaxed under the constraint of a fixed c, hence
under a given axial strain ǫzz. Figure 6.8(b) and 6.8(c) also show the change
of stress and total energy as a function of c. The equilibrium lattice parameter
occurs at c0 = 4.17 A˚. The axial strain is defined as ǫzz = (c − c0)/c. Starting
from a compressive range with ǫzz < 0, the net magnetic moment µ of C32Ti16
increases with increasing c, and continues to increase by stretching the system
along the tube axis in the expansive range with ǫzz > 0.
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Figure 6.8: Top Inset: side view of the Ti covered (8,0) SWNT (i.e. C32Ti16)
strained along its axis. ǫzz > 0 corresponds to the stretched structure with c > c0.
(a) Variation of the magnetic moment µ per unit cell of C32Ti16 as a function of
the lattice parameter c or strain. (b) Calculated axial stress in the system as a
function of c. (c) Variation of the total energy E with c. The minimum of E
occurs at c0 = 4.17 A˚. Insets in (c) show the distribution of Ti-Ti bond-lengths
corresponding to c0 = 4.17 A˚ and c = 4.34 A˚.
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Ferromagnetism in magnetic structures is generally explained in terms of
Heisenberg model which considers spin-spin coupling between magnetic atoms
at different lattice sites through exchange interaction. First-principles calcula-
tions based on DFT, which treat the magnetism of metallic structures from the
viewpoint of itinerant electrons reveal that a ferromagnetic state is energetically
favorable. In fact, when c increases, average Ti-Ti distance will increase (see inset
in Fig. 6.8). Here parallel spin alignment is promoted by a p − d hybridization,
hence by electron transfer between the localized d orbitals of Ti atoms and ex-
tended 2p orbitals of C atoms. The important role of C atoms is also pointed
out in recent DFT calculations[220], where p-orbitals of C are found to interact
strongly with the d-orbitals of adsorbed Ti. The stronger the p−d hybridization,
the lower the d − d exchange interaction and consequently resulting magnetic
moment. Here increasing Ti-Ti distance decreases the d − d coupling between
Ti-Ti atoms, but increases the p− d hybridization. The fact that in the absence
of Ti-Ti coupling the magnetic moment of C32Ti16 could be sixteen times the
magnetic moment of C32Ti, i.e 16×2.2 µB instead of 15.3 µB, corroborates our
arguments.
The decrease of magnetic moment of C32Ti16 from 15.3 µB to 6.8 µB owing to
the adsorption of four additional Ti atoms can be explained also by using similar
arguments. In Fig. 6.7(d), additional Ti atoms adsorbed at the high curvature
sites of square-like cross section of C32Ti16 affect the interaction between existing
Ti atoms at their close proximity with nearest C atoms of SWNT. These Ti atoms
are specified as nnTi atoms in Fig. 6.7(d). Increasing coupling among Ti atoms
by forming 3D-like Ti particles at the corners causes electronic charge which
was donated to nearby C atoms to be back donated to nnTi atoms and hence to
decrease the p−d hybridization. A detailed charge density analysis show that the
excess charge of ∼ 0.3 electrons at each carbon atom interacting with nnTi atoms
of C32Ti20 decreases to ∼ 0.2 electrons upon the adsorption of four additional Ti
atoms. At the end, nnTi atoms which initially carry majority spin as others,
have their spin flipped upon the adsorption of additional Ti atom. This situation
implies that the magnetic moment of Ti coated SWNT will decrease further as
Ti coverage increases.
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Figure 6.9: Calculated spin-polarized band structure of C32Ti16 under ǫzz = 0.04
at c = 4.34 A˚. En(k ↑) and En(k ↓) are shown by continuous and dotted lines,
respectively. Corresponding densities of majority and minority spin states are
shown in the panel on the right hand side.









































Figure 6.10: Densities of majority and minority spin states of C32Ti showing
curvature effect on P (E). (a) Density of spin states for a single Ti atom adsorbed
on a bare (8,0) SWNT. (b) Density of states for a single Ti atom adsorbed on
the high curvature site of (8,0) SWNT under radial deformation ǫyy = 0.3, which
transforms the circular cross section to an elliptical one as shown by insets.
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Half-metals[235, 236, 237] are another class of materials, which exhibit spin-
dependent electronic properties relevant for spintronics. Half-metals, where the
bands exhibit metallic behavior for one spin direction, but become semiconduct-
ing for the opposite spin-direction provide ultimate spin polarization of P = 1 at
EF . Accordingly, the difference between the majority and minority spin electrons
per unit cell should be an integer number. Interestingly, as seen in Fig. 6.8(a) the
magnetic moment of C32Ti16 becomes equal to 17 µB under the strain ǫzz ∼ 0.04
corresponding to c = 4.34 A˚. An integer µ per unit cell reminds the possibility of
a half-metallic behavior. In Fig. 6.9 the band structure and DOS of C32Ti16 cor-
responding to ǫzz ∼ 0.04 are illustrated. Here, since both En(k ↑) and En(k ↓)
cross the Fermi level, the system is a ferromagnetic metal, but P (EF ) is sig-
nificantly increased as compared to the case of ǫzz = 0 shown in Fig. 6.7(b).
Hence, whereas the half-metallic behavior did not occurred, the spin-polarization
has been enhanced significantly and becomes suitable for spintronic applications.
The analysis of spin-polarized bands of C32Ti16 for c0 =4.17 A˚ and c =4.34 A˚
shows that in the later 64% (36%) of the current is carried by majority (minor-
ity) spin states. Whereas, in the case of c0 =4.17 A˚ (i.e. ǫzz = 0) the shares of
majority and minority spins are almost equal. This is clearly another interesting
effect of applied strain.
Finally, we explore the effect of radial strain ǫyy = (b − R)/R, which is de-
fined in terms of the minor, b and major, a axis of the elliptically deformed cross
section and the radius R of the bare tube. Earlier studies have revealed impor-
tant effects of the radial deformation of SWNTs on their electronic and chemical
properties[111, 240]. For example a sSWNT has become metallic and electronic
charge distribution on its surface has undergone a significant change. It has been
also found that the chemical activity of SWNT at the high curvature site has
increased to lead to a stronger bonding with foreign atoms such as H, Al[171].
Here we expect that the spin-dependent electronic structure of Ti adsorbed on
SWNT is affected by radial deformation. In Fig. 6.10, we show the calculated
D↑(E) and D↓(E) of the C32Ti, where Ti is adsorbed on the bare, as well as at
the high curvature site of a radially deformed (ǫyy ∼ 0.3) (8,0) SWNT. Radial
deformation had minute effect to the value of net magnetic moment. However,
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the dispersion of bands and P (E) near EF have been affected by radial deforma-
tion. The forms of D↑(E) and D↓(E) near EF suggest that the spin-dependent
transport under bias voltage Vb can be monitored by ǫyy.
6.1.4 Discussion
We showed that Ti atoms can form a uniform coverage on SWNTs. Upon Ti
coverage the Ti+SWNT nanowire undergoes three major changes: (i) Depending
on the radius and the chirality the circular cross section changes to either square
like or polygonal form. (ii) It becomes a quasi 1D metal with high state density
at EF . Owing to the uniform and periodic atomic structure, the several states at
EF contribute to quantum ballistic transport with high transmission probability
and hence high conductance. (iii) Ti covered SWNT have a magnetic ground
state with net magnetic moment.
Spin-relaxed calculations predict interesting spin-dependent electronic and
magnetic properties. The magnetic moment of the (8,0) SWNT can increase
with increasing number of adsorbed Ti atoms to a value as large as 15.3 µB; it,
however, decreases if additional Ti atoms are adsorbed on the Ti coating covering
on SWNT surface. On the other hand, electronic conduction channels for each
spin direction undergo a change; while G↑ = 4e2/h (G↓ = 5e2/h) for C32Ti16,
it changes to G↑ = 6e2/h (G↓ = 8e2/h) for C32Ti20. We showed that the mag-
netic properties of the Ti covered SWNT can be modified also by applied axial
strain; the magnetic moment increases with increasing ǫzz (namely by stretch-
ing the tube). Not only net magnetic moment, but also the spin-polarization
at the Fermi level can be increased by increasing axial strain. Finally, we stud-
ied the effect of the radial strain on the spin-dependent electronic and magnetic
properties. We found the dispersion of the spin-dependent bands and resulting
density of states near the Fermi level of a single Ti-atom-adsorbed (8,0) SWNT
is modified upon radial deformation. We expect that these coverage and strain
dependent electronic and magnetic properties of Ti coated SWNTs can lead to




Much of the research on carbon nanotubes have been carried out with the mo-
tivation to generate devices, such as sensors, transistors, nanomagnets etc, and
hence to find a feasible way that contribute to the objectives of miniaturiza-
tion. Attempts to design and fabricate nanodevices from carbon nanotubes have
exploited several properties discovered recently, some of them reviewed in the
previous chapters. In this chapter, we treat the contact properties of carbon
nanotubes. First we examine the 3D grid or network structures of SWNTs. The
atomic and electronic structure, stability, and energetics of the junctions are
studied for different magnitudes of contact forces pressing the tubes towards each
other and hence inducing radial deformations. Three dimensional grid structure
formed by SWNTs are considered as a possible framework in device integration.
As a second, the microscopic aspects of the contact between carbon nanotubes
and metal electrode are investigated. The contact between a s-SWNT and metal
electrodes shows that the electronic structure and potential depend strongly on
the type of metal.
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7.1 A theoretical study of crossed and paral-
lel carbon nanotube junctions and three-
dimensional grid structures
Single-wall carbon nanotubes have been considered as a major nanostructure for
future nanoscale electronics[10, 213, 215, 240, 252]. Not only various devices to
be fabricated from SWNTs, but also SWNT based interconnects have been of
interest[210, 238]. Recent theoretical analyses have shown that electronic de-
vices together with their metallic interconnects can, in principle, be fabricated
on a single tube[111]. Parallel, cross and Y junctions of carbon nanotubes, be-
cause of their unusual physical properties have been studied experimentally and
theoretically[154, 253, 254, 255, 256, 257, 258, 259, 260, 261, 262, 263, 264, 265,
266, 267]. Based on generalized tight-binding molecular dynamics (MD) calcula-
tions Menon and Srivastava[253] proposed that stable T junction of SWNTs can
form the smallest prototypes of microscopic metal-semiconductor-metal contact.
Yildirim et al.[154] investigated the character of link between tubes in SWNT
ropes under pressure. In addition to the Van der Waals packing they found two
more different phases with local minima where the linkage is provided by C-C
bonds between adjacent parallel zigzag SWNTs. However, similar interlinking C-
C bonds did not form between the (6,6) parallel tubes even if they are deformed
under a very high pressure. Terrones et al.[262] have fabricated stable junctions
of various geometries (+,X,T,Y) in-situ in a transmission electron microscope.
Electron beam exposure at high temperatures induced structural defects which
promoted the joining of tubes. Classical MD calculations have been carried out
to simulate various junctions of SWNT[261, 262]. Employing empirical potential
MD, Krasheninnikov et al.[263] simulated the bombardment of nanotubes and
demonstrated that crossed nanotubes can be welded. Recently, Yoon et al.[258]
presented first-principles study of deformation and quantum electronic conduc-
tance of junctions formed by two crossed (5,5) metallic SWNTs. Despite, high
contact forces, the C-C bonds between these tubes did not form to link the junc-
tion.
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The conductance through nanotube junctions has been also a subject of inter-
est. Using an atomic force microscope, Postma et al.[257] manipulated SWNTs
to create a junction such as buckles and crossings within individual metallic
SWNT connected to metallic electrodes. They showed that these manipulated
structures behave as tunnel junctions. By changing the angular alignment of the
atomic lattices at the SWNT-graphite contact it has been shown that the contact
resistance can be varried by more than an order of magnitude in a controllable
and reproducible manner, indicating that momentum conservation also dictates
the junction resistance[256]. Buldum and Lu[260] carried out electron transport
calculations through the junction of two crossing SWNTs. By rotating one of
the tubes they found that intertube conductance is strongly dependent on the
atomic registry between two tubes. It is now well understood that the junctions
of SWNTs exhibit novel electronic properties so that they can be ideal nanos-
tructures to fabricate robust molecular scale electronics[255, 259]. As a kind
of nanotube contact, the geometry of telescopic arrangement of two shells of a
MWNT have been recently considered for calculating inter-shell currents [268].
They find a trend of quasi-linear increase in the inter-shell conductance with the
increase in the length of overlap region.
All previous studies have indicated the importance of nanotube junctions in
device applications and brought about issues to be addressed both theoretically
and experimentally. In particular, the description of the atomic structure of the
contact between two tubes as a function of contact forces (or uniaxial stress),
and electronic energy structure and electronic potential have needed a detailed
ab-initio analysis. It is now important to know under what circumstances crossed-
nanotubes remain attached (or welded) to each other and the junction becomes
conductor. Also questions as to the roles of the atomic registry, forces pressing
the tubes to induce radial deformation and point defects at the contact in forming
junctions have remained to be clarified.
In this section, we present a detailed, first-principles analysis of the junction
of crossed and parallel semiconducting SWNTs in different atomic registries as
a function of uniaxial stress pressing the tubes. We examined their energetics,
stability and electronic properties. As a first-step in three dimensional (3D) device
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integration based on SWNTs, we also examined a 3D grid made by periodically
stacking of SWNTs. Our results are summarized as follows: (i) The intertube
interactions and resulting electronic properties are strongly dependent on the
radial deformation of the tubes at the contact. They do not vary continuously,
but exhibit various phases depending upon the strength of the contact forces. (ii)
A vacancy created at the contact promotes the linking through sp3-like bonds
forming between tubes. (iii) These sp3-like bonds link crossing tubes not only
mechanically, but also electronically, and may survive even after the contact forces
are released.
7.1.1 Computational model and method
Two crossed tube (also a crossbar structure) are modelled by parallel rows of (8,0)
tubes along x -direction which are placed on a similar but perpendicular rows of
(8,0) tubes along y-direction. This way, a 2D square grid of crossed tubes are
generated. These grids are repeated periodically along z -direction with a vacuum
spacing of 10 A˚ between grids. Owing to this large vacuum spacing and supercell
lattice parameters a = b =12.76 A˚=(3×lattice parameter of (8,0) tube, cSWNT )
along the x - and y-directions the coupling of adjacent junctions of the grids is
expected to be small. However, the tube sides between two adjacent junction can
be affected from the radial deformation of the contact. In a crossbar having free
ends, the circular cross section of the bare tube is expected to be recovered after
some distance from the junction. As for the junction of parallel tubes, they are
modelled by two infinite parallel (8,0) SWNTs in contact.
Normally, two crossed or parallel, stress free tubes are linked with very weak
Van der Waals interaction with a spacing sV dW ∼ 3.3 A˚. Then, the distance
from the top of one tube to the bottom of the other one, D = DV dW ∼=
sV dW + 2R1 + 2R2, where R1 and R2 are radii of free tubes. In order to cre-
ate contact beyond Van der Waals linkage, carbon atoms located at the top and
bottom of the junction are fixed at a given distance, D < DV dW as indicated in
Fig. 7.1. This situation is equivalent to generate contact forces Fp(D) which press
two tubes towards each other. Rest of the atoms in the supercell are relaxed to
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minimize the total energy. At the end, the tubes in contact are deformed radially
to have elliptical cross sections and a spacing s(D) between the tubes is achieved
after the relaxation. By changing D different contact forces Fp(D) yielding dif-
ferent spacings s(D) are obtained to examine the effect of the deformation at the
junction. In the force-free calculations, all the atoms in the supercell have been
relaxed.
We considered two different atomic registries at the contact as described in
Fig. 7.1: (i) H-H registry where a hexagon on one tube lies over a hexagon on the
other tube; (ii) B-H configuration where one C-C bridge-bond along the axis of
the tube faces a hexagon on the other tube at the center of contact. By removing
the vacuum spacings between adjacent 2D grids, 3D grid structures (where each
tube is now in contact with two perpendicular tubes from above and below) have
been constructed. We used 5 k-points within the Monkhorst-Pack[83] special
k-point scheme in the sampling of the Brillouin zone of 2D grid. For 3D grid
structure 14 special k-points have been used.
Since our main objective is to reveal the electronic properties of SWNT junc-
tions, we carried out an extensive analysis for the quantum transport of electrons.
To this end, we used nonequilibrium Green’s function formalism together with
an empirical tight-binding method to investigate the electron transport from one
finite tube to the other one through the junction. Each finite tube is attached to
a different reservoir. The details of the method are explained in Section V.
7.1.2 Atomic and electronic structures of junctions
7.1.2.1 Junctions of crossed SWNTs
We considered 2D grids having either H-H or B-H atomic registry at the contact
region. For the H-H registry, we studied only one junction which has D=12.53
A˚ . The relaxed junction together with C-C bonds connecting two SWNTs is
illustrated in Fig. 7.2. The circular cross sections of tubes are significantly de-
formed. The deformation energy is calculated as the difference between the total












Figure 7.1: (a) Supercell used to simulate a junction of two crossed tubes. Fp(D)
is the contact force generated due to a fixed distance D < DV dW , and s(D)
is optimized spacing between the surfaces of two SWNTs at the contact. (b)
Bridge-Hollow (B-H) atomic registry between two parallel zigzag SWNT, where
the C-C bonds of top SWNT along its axis face the hexagon of the bottom SWNT.
(c) Same as (b) for the crossbar structure. (d) Hexagon-Hexagon (H-H) atomic
registry for the crossbar structure. The lattice parameter of the bare (8,0) tube
is cSWNT = 4.25 A˚.




Figure 7.2: Relaxed atomic structures of two crossed (8, 0) SWNTs with different
atomic registries (H-H and B-H). B-H junction has been studied for five different
spacing values of s(D) labelled by B-H1, B-H2, B-H3, B-H4, and B-H5.
energy of two non-interacting bare tubes and the total energy of crossed ones
and is found to be 19.1 eV per supercell (or per 6 unitcells of SWNT). The elec-
tronic band structure of the corresponding 2D grid structure in the H-H registry
is semiconducting and has a band gap of ∼0.3 eV.
Junctions of crossed (8,0) tubes in B-H registry have been treated for five
different values of D as illustrated in Fig. 7.2. As one goes from junction B-H1
to B-H5, the distance D has decreased gradually (12.35, 11.95, 11.55, 10.35, and
9.15 A˚ , respectively). While D is reduced from 12.35 A˚ to 9.65 A˚, some physical
properties have displayed irregular changes. Figure 7.3 shows variations of the
spacing, energy and contact forces with D; namely s(D), ET (D) and Fp(D),






























































Figure 7.3: (a) Variation of relaxed spacing s, between two crossed nanotubes and
(b) its energy (shown by diamonds) and contact force Fp (shown by triangles) as
a function of D. The stress per supercell and atomic configuration of the junction
are shown by insets. In (a) filled circles, light diamond and triangle indicate B-
H, H-H registries and B-H registry including single vacancy, respectively. In (b)
diamonds and triangles are joined by lines as a guide to the eye; but the detailed
structure of possible local minima are omitted.








Figure 7.4: Contour plots of total charge density ρT and SCF electronic potential
Ve of B-H2 and B-H3 junctions. In the right panels the potential energy in the
white regions is higher than the Fermi energy, ie. ΦB > 0.
respectively. It should be noted that Fp(D) = 0, for values of D that make ED
a local minimum. The changes of the spacing, bonding and atomic structure,
as well as the electronic structure are nontrivial, even paradoxical. For example,
B-H1 and B-H2 junctions have small spacings (s(D) ∼ 1.7 A˚), which allow bond
formation between the crossed tubes. The tubes by themselves display high
curvature where the C-C bonds can form between their surfaces. On the other
hand, in spite of smaller D and stronger Fp in the B-H3 - B-H5 junctions, their
spacings s(D) increase to ∼ 2.7 A˚ and the interlinking bonds at the contact are
broken. This situation arises due to the flattening of the curved tube surfaces
at the junction. While contact atoms in B-H1 and B-H2 geometries are forming
sp3-like bonds between the tube surfaces, the flattened surfaces of B-H3 - B-
H5 junctions behave more graphite like with large intertube spacings and finite
potential barrier ΦB(z = s/2) = Ve(z = s/2) − EF > 0 (where Ve is electronic
potential energy).
Depending on the value of s(D) and the presence of interlinking bonds, we
distinguish two different types of junctions. Junctions such as B-H1 and B-H2
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have established electronic contact between the tubes, while in B-H3 - B-H5
junctions s(D) increases and interlinking bonds at the contact are broken. These
cases can be analyzed by charge density, ρT (r) and electronic potential energy,
Ve(r) contour plots as shown in Fig. 7.4. For example, small spacing s(D)∼1.6 A˚
of B-H2 junction allows the formation of C-C bonds between the surfaces of two
SWNTs. These interlinking bonds are easily distinguished in Fig. 7.4. Whereas
in the B-H3 junction s(D) has increased to ∼2.7 A˚, and a finite potential barrier
ΦB has developed between two tubes.
Important features of the electronic structure of the junctions are revealed
from the electronic band structure of the corresponding 2D grid structure along
kx- and ky-direction. The grid formed of H-H junctions is a semiconductor with
a band gap of Eg =0.3 eV in spite of the C-C bonds which connect crossing
SWNTs. Similarly, the 2D grids of B-H1 and B-H2 junctions are semiconductor,
but the band gap gets gradually smaller. It is 0.17 eV in the former, but is
reduced to 0.1 eV in the latter. The gap is closed in B-H3 and B-H4 structures
owing to relatively stronger deformation of tubes at the contact. Interestingly,
upon further decreasing of D, the gap opened again and hence 2D grid becomes
again a semiconductor. The metallicity at the intermediate levels of deformation
is due to the radial deformation of each tube at the contact. Because of σ∗ − π∗
hybridization[105, 111, 118], the conduction band of the π∗-singlet states dips
below the Fermi level of both SWNT. First closing, then opening of the band
gap of the 2D grid structure is a behavior specific to the junction of crossed (8,0)
tubes. Note that the metallization of the grid is due to relatively short distance
(approximately one unit cell of SWNT) between two adjacent nodes. If the edges
of the squares of the grid were taken long enough, the central regions of SWNT
between two nodes would be unaffected and remain undeformed in spite of the
severe radial deformation at the contacts. Under these circumstances the 2D
grid would maintain its gap. On the other hand, the edges of the 2D grid made
by metallic SWNTs (such as armchair tubes) is expected to remain metallic no
matter what the character of the junction is. The conductivity is then controlled
by the contact resistance of the metallic tubes.
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7.1.2.2 Effect of vacancy and carbon impurity
Crossbars have been produced by the exposure of the junction to the electron
beam, where one generates several imperfections[261, 262]. As a possible imper-
fection we considered the effect of a vacancy existing on one of the tubes at the
contact region. In spite of a high deformation and small D in the B-H5 junction
the spacing between the tubes has been rather large. After creating a vacancy on
the surface of one of the tubes the bonding character near the vacancy has been
changed from sp2 to sp3-like configuration, thereafter the spacing has decreased
and eventually an interlinking bond has formed. It appears that an imperfec-
tion like a vacancy at the contact provides an electronic charge distribution and
atomic structure which are suitable for linking of two tubes. The linkage and
eventually welding (or merging) of two tubes at the junction can take place by
the creation of a large number of vacancies or divacancies. Interestingly, we found
that the 2D grid having a single vacancy at the contact is semiconducting with a
band gap Eg ∼0.25 eV.
The effect of vacancy is further examined in Fig. 7.5 by comparing total charge
density and SCF-potential in a plane bisecting s(D) between the tubes at the
junction. In the absence of vacancy B-H5 junction has low ρT , but Ve > EF
in the same plane. A finite barrier ΦB develops, and prevents electrons from
the ballistic motion between the tubes. The situation is, however different if a
vacancy is incorporated to one of the tubes at the contact. In the region of the
interlinking C-C bond induced by the vacancy, we see high charge density and
low potential. This situation is reminiscent of the fact that the interlinking C-C
bond made an orifice or hole through the potential barrier. Such an orifice can
allow the ballistic electron transfer if its diameter is large so that an effective
barrier does not develop due to size effects.
A single carbon atom placed between two tubes and on top of the mutual
axial bonds crossing at the contact can form four directional and strong bonds.
The interlinking of the tubes is found to be favorable energetically. We found
the total energy of the whole system is lowered by 4.6 eV. This means that an
energy of 4.6 eV is required to disconnect the crossed (8,0) tubes linked by a






Figure 7.5: Relaxed atomic structure, total charge density ρT and SCF-electronic
potential Ve of junction of crossed SWNTs. Left panels: B-H5 contact; right
panels: B-H5 type contact including a single carbon vacancy. (a) and (b) are
charge density contour plots on a lateral plane bisecting the spacing s between
tubes. (c) and (d) are the same for electronic potential energy. While Ve > EF
at the contact and hence ΦB > 0 in (c), the potential barrier is collapsed and an
orifice is formed between two tubes through the contact in (d).
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single carbon atom.
7.1.2.3 Parallel tubes
The junctions made by parallel tubes may display a behavior which is slightly
different from the crossing SWNTs. Earlier Yildirim et al.[154] examined the
interlinking of SWNTs forming a 2D hexagonal lattice under pressure. In addition
to the interlinking of tubes via Van der Waals attractive interactions under zero
pressure, they found two different local minima of the Born-Oppenheimer surface
at different ranges of applied pressure. In the phases corresponding to these
minima, C-C bonds have formed to link the tubes in one direction in the first
minimum and in two directions in the second minimum. The present structure
and model differs from those of Yildirim et al.[154], since only two parallel tubes
are considered in contact. Two free SWNTs are expected to be linked by the
Van der Waals interaction with sV dW ∼ 3.3 A˚ and DV dW ∼= sV dW + 2R. By
constraining them with D < DV dW , we see that interlinking bonds are easily
formed between two tubes for low Fp. In contrast to what one sees in the junctions
of crossing tubes, these bonds continue to exist even under strong contact forces.
The spacing s(D) is in the range of ∼ 1.6 A˚ no matter what the value of D is.
Each interlinking bond pulls and connects two C atoms, one from each tube and
change the local sp2-type bonding to sp3-like bonding configuration (See Fig. 7.6).
7.1.2.4 Free junctions
Having examined the energetics and atomic structure of junctions of crossing and
parallel tubes, we next address the question as to what happens if the contact
force is released and hence the tubes are left free. It is important to know whether
the junction survives or the linking of tubes ceases. To this end, we optimized
B-H2 and B-H3 junctions after Fp(D) is released (or the constraint due to D is
lifted). Note that under contact forces, the former had interlinking bonds, but the
latter had relatively larger s(D) whereby interlinking bonds were broken. Once
the Fp is released from the B-H2 junction, the deformation of SWNTs steadily










Figure 7.6: Relaxed atomic structure of the junctions between two parallel tubes
under different contact force or D. (a) Large D and hence weak deformation. (b)
Small D hence strong deformation. (c) Relaxed junction after the contact force
in (b) is released. Parallel tubes have B-H registry.




Figure 7.7: Relaxed atomic structure of a junction B-H2 after the contact forces
Fp are released.
relaxed to reassume their original bare circular shape. After the full relaxation
the C-C bonds continued to link two SWNTs, but the form of the cross section
at the contact region has changed and the upper tube has rotated as shown in
Fig. 7.7. The curvature increased locally at both ends of interlinking C-C bonds
to comply with the sp3-like bond configuration. It appears that B-H2 type junc-
tion forming under weak Fp can provide a connection between crossed SWNTs
as a local minimum. However, the B-H3 junction behaves differently upon lifting
of the contact forces. Without being captured in any local minimum, cross sec-
tional deformation is gradually eliminated and eventually two SWNTs become
disconnected. In the case of parallel junctions two tubes remained connected
with interlinking C-C bonds as shown in Fig. 7.6c even after the contact force is
released.
In closing this section we note that Yoon et al.[258] investigated the junc-
tion of crossed (5,5) SWNTs by performing a constrained total energy minimiza-
tion within a supercell structure, in which only the positions of the atoms near
the junction are relaxed while fixing the center-to-center intertube distance at
the boundaries to produce the desired contact force. By using the Landauer-
Bu¨ttiker[270, 271] formula they calculated intertube and intratube conductance
as a function of contact force. These calculations[258] of crossed nanotube junc-
tions differ from the present one in many respects. First of all the (5,5) metallic
tubes considered by Yoon et al.[258] do not form the interlinking C-C bonds
between the tubes. Consequently, the large spacing (s ∼= 3.35 A˚) occurring in
the absence of the contact force, is reduced only to ∼2.5 A˚ under strong contact
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force. Although this spacing is still too large to form C-C interlinking bonds, it
may allow a significant wave function overlap of individual tubes at the Fermi
level and hence may enhance the tunnelling current as in fact found by Yoon et
al.[258] In the present study (8,0) zigzag tubes can form C-C bonds at the contact
which, in turn, may lower or even collapse the tunnelling barrier. For the same
reason the variation of s with Fp is more complex and varies from 3.35 A˚ (Van der
Waals linking not included in this study) to ∼1.6 A˚. Our work also differs from
the earlier one by the constrains which create the contact force between crossed
tubes. Similar to the experimental condition using an Atomic Force Microscope,
we pressed the tubes from top and bottom (namely by fixing only a few atoms
designated in Fig. 7.1 at a desired distance) and relaxed the rest of the atoms.
As a result, the deformation of the tubes are more realistic, in particular for the
case of strong Fp.
7.1.3 3D grid structure
The 3D grids of SWNTs add an additional dimension to the planar structures and
may be of use in 3D integration and other similar applications such as forming
a 3D periodic framework for the artificial crystal structure of giant molecules.
Here we studied a 3D grid made of a supercell containing 6 unit cells of the (8, 0)
SWNT. As described in Sec. II, our model for the 3D grid structure shown in
Fig. 7.8 is generated by stacking the B-H1 junctions along the z-axis. The contact
force is imposed by fixing the supercell parameter along z-axis at a specific value,
which leads to certain deformation of tubes upon relaxation. Owing to the initial
structure and the supercell parameters, the SWNTs along y-axis form interlinking
bonds with the SWNTs along x-axis from only one side. At the other (opposite)
side of SWNTs the spacing s between adjacent tubes is large and does not allow
any interlinking bonds. Accordingly, a potential barrier develops which prevents
the ballistic electron transfer along z-axis. Such a one-sided linking of tubes at
the junction appears to be circumstantial, however. Under different Fp either
two-sided linkings or two-sided detached junctions with large s may occur.
The electronic band structure shown in Fig. 7.8 confirms the situation that the

















Figure 7.8: Energy band structure along the z-axis shown by inset, and relaxed
atomic structure of the corresponding 3D grid of the (8, 0) zigzag tubes.
3D grid structure is electronically disconnected along z-axis. It has a band gap
of 0.15 eV, and flat bands. We, however, note that the electronic and mechanical
properties of grid structure can be tuned by changing the supercell parameters.
The electronic and mechanical linking of SWNTs along x-, y-, and z-directions
depend on the contact forces inducing radial deformation, and on the lateral
lattice parameters. Upon releasing the contact force, the interlinking bonds can
provide stability and may lead to metallic properties. Nevertheless, the model
discussed here demonstrates that stable 3D grid and crystal structure can, in
principle, be formed from SWNTs. These 3D grid structures can be modified by
external agents, such as stress, modulating absorption of molecules and atoms.
For example, through decoration of transition metal atoms or magnetic molecules
the grid can gain magnetic properties. 3D grids made by armchair tubes have
metallic interconnects between nodes.






Figure 7.9: An atomistic model which describes the electronic transport through
the junction. L and R are reservoirs where finite tubes forming the junction are
coupled to.
7.1.4 Electron transport
The rapid advances in the measurements of electrical conductance of individ-
ual molecular- and atomic-sized devices require commensurate advances in the
theoretical understanding of the detailed microscopic mechanisms. Modelling of
a single element of nanodevices is needed to provide interpretations to predict
device characteristics. Several approaches have been developed to calculate the
quantum conductance in nanostructures, based on semiempirical (tight-binding,
Hu¨ckel) models. More recently, a variety of first-principles formulations have ap-
peared. Ab-initio approaches have also been extensively used to characterize the
electrical transport properties of nanostructures.
In the present study to analyze the conductance properties of junctions of two
SWNTs we used Green’s function technique combined with Landauer-Bu¨ttiker
formalism and a parameterized tight binding model [269]. The junction is taken
to be coupled to two semi-infinite electrodes (reservoirs) from the end surfaces L
and R as depicted in Fig. 7.9.
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The conductance through the junction is given by the Landauer type formula
[270, 271] in terms of the Green’s functions of the junction and the coupling of







where Gr and Ga are the retarded and advanced Green’s functions of the conduc-
tor and ΓL and ΓR are the coupling functions of the conductor to the electrodes.
The retarded Green’s function is given by the expression
Gr = (ǫ−H − ΣL − ΣR)−1 (7.2)
where H is the Hamiltonian of the conductor region, and ΣL, ΣR are the self-
energy terms due to the electrodes. The self-energies and the coupling functions
are related through ΓL(R) = −2ImΣL(R). In this approach the properties and the
effects of the electrodes are represented by the self energy terms which we have
parameterized by the corresponding line-width functions (ΓL(R))ij = γδij, where
the indices run through the orbitals of the surface atoms at the contacts. Such
parameterization of self-energy terms corresponds to the approximation of wide-
band limit [272] where the level shifts, ReΣL(R), are neglected and the linewidths
are taken as energy-independent constant, γ, for every level of the surface atoms.
After a few trials, in our calculations we chose γ = 0.5 fixed, which provides a
sensible broadening of conduction channels shown in Fig. 7.10.
Within the tight-binding model all these functions are 4n × 4n matrices
(n is the number of atoms in the junction region) expressed in terms of s,
px, py, pz parametrization of carbon as given in Ref. [269]. Here, the selec-
tion of range for a suitable nearest neighbor interactions in the matrix elements
< ϕi,n(r)|H|ϕj,m(r − Rij) > (or setting a cutoff distance so that Rij < Rcutoff
yields nonzero interatomic interaction) and the appropriate scaling factor of en-
ergy parameters are essential. To this end, we examined the distribution of
interatomic distances in these structures. Figure 7.10(a) shows the ordering of
interatomic distance Rij in the B-H2 junction. Here we can clearly distinguish
three nearest neighbor distances; namely the first nearest neighbor distance with
Rij < 1.75 A˚, and second and third nearest neighbor distances with Rij < 2.91



















































Figure 7.10: Calculated conductance G versus energy E for various junctions. (a)
Distribution ordering of interatomic distances in the B-H2 junction i.e. Rij versus
number index of sorted distances. Dashed line at 1.75 A˚ and 2.91 A˚ correspond
to the domains of tight-binding parametrization; (b) B-B junction of two parallel
tubes connected by a carbon atom; (c) B-H2 junction of crossed tubes. (d) B-H2
junction relaxed after contact forces are released; (e) B-H3 junction; (f) B-H4
junction; (g) Junction having H-H registry; (h) B-H6 junction which is B-H5
including a single vacancy. In all plots coupling parameter is fixed at γ = 0.5.
Zero of energy is set at the Fermi level.
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A˚. Then, Slater-Koster Hamiltonian parameters of the tight-binding model are
as follows: The on-site energies are ǫs = −7.3 eV for the s-orbital and ǫp = 0 for
the triply-degenerate p-orbitals. The nearest neighbor pairs determined by the
condition that the interatomic distance Rij being less than 1.75 A˚ are assigned
the hopping parameters Vssσ = −4.30 eV, Vspσ = 4.98 eV, Vppσ = 6.38 eV, and
Vppπ = −2.66 eV. Further interactions are taken into account up to Rij = 2.91
A˚ which covers all the 2nd and 3rd nearest neighbors pairs by using scaled param-
eters Vssσ = −0.18α, Vspσ = 0, Vppσ = 0.35α, and Vppπ = −0.10α with the scaling
parameter α = (3.335/Rij)
2. This set of tight-binding parameters were success-
fully used earlier[269, 273] to calculate electronic properties of carbon nanotubes
having deformed cross-sections. The original derivation of these empirical tight-
binding parameters was performed by fitting to the ab-initio-calculated band
structure of bulk graphite[274]. The similar sp2 coordination of atoms both in
graphite and in SWNT makes this parameterization reasonably valid for SWNTs
as well. To test the tight-binding model we have calculated ballistic conductance
of infinite (5,5) and (8,0) SWNTs and found agreement with earlier calculations.
Using the above model we made conductance calculations for junction of par-
allel tubes connected with a carbon atoms, B-H2, force-free B-H2, B-H3, B-H4,
H-H and B-H6 (i.e. the B-H5 junction which has a vacancy) configurations.
Figure 7.10 shows the intertube equilibrium conductances of these systems. All
conductance values for these structures do not exceed unit quantum of conduc-
tance G0 = 2e
2/h.
In Fig. 7.10b, despite a large separation (∼ 2.2A˚) between two parallel tubes,
significant intertube conductance, 0.5G0, is achieved through the carbon atom
that connects the tubes. The existence of the extra C atom between the tubes
provides a ballistic channel for the conduction, however, the scattering mecha-
nisms and the effect of the contact resistance limit its value below unit quantum
of conductance. The contact geometry of two parallel SWNTs that we studied
can be contrasted to that of the telescopic arrangement of double wall carbon
nanotubes (DWNT) as considered in Ref. [268]. In the latter case, although the
distance between the walls is comparable to our case, the intertube conductance
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they calculate is more than two orders of magnitude smaller due to the poten-
tial barrier between the walls of DWNT. In that case the system is in tunnelling
regime.
The contact force dependence of the intertube conductance in (5,5) crossed
nanotube junctions was investigated in calculations by Yoon et al.[258], and a
strong dependence on the contact force was calculated. On the contrary, in the
present study using (8,0) zigzag tubes, intertube conductance is inversely pro-
portional with contact force. For B-H2 structure we calculated the equilibrium
conductance as 0.28 G0. Conductance plots for B-H3 and B-H4 junctions support
the previous conclusions reached through the analysis of contact structure and
electronic potential. Hence the intertube conductance of highly compressed junc-
tions is negligible due to a wide ΦB intervening between tubes. The conductance
of the junction which was relaxed after constraints on the B-H2 lifted and hence
FP was released increases to 0.40 G0. A slight increase of G can be attributed
to the reduced deformation of contact in the absence of the constraints. The
conductance of H-H junction on the Fig. 7.10g is comparable to those of B-H2
and B-H2(r). The B-H5 junction, with a large s and finite ΦB between tubes, has
G ∼ 0. There is an empty gap of ∼ 0.5 eV for ballistic conductance. However,
upon creation of vacancies, the potential barrier has collapsed and the calculated
conductance increased to a value close to 0.8 G0. We note that the model used in
calculating G in Fig. 7.9 has short arms of (8,0) SWNT leading to the junction.
These short arms, which are also deformed under Fp appear to be conductor, in
spite of the fact that a long bare (8,0) is a semiconductor.
7.2 Electronic structure of the contact between
carbon nanotube and metal electrodes
The switching of the current in a s-SWNT at room temperature by an external
electric field has been utilized to fabricate a new field effect transistor (FET). [213,
214, 215] The interaction between s-SWNT and metal electrode, and the Schottky
barrier, ΦB formed thereof have been proposed as the origin of FET operation.
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Model calculations have been carried out to provide further understanding of
experimental I-V characteristics.[275, 276] The SWNT-electrode interaction and
resulting electronic structure are crucial for the electron transport and hence for
all device properties. This letter presents an analysis of the self-consistent field
(SCF) electronic potential and electronic energy structure of a zigzag (8,0) SWNT
side-bonded to either gold or molybdenum electrodes.
A metal electrode is presented by a slab consisting of five atomic planes. First,
the lattice parameters of the slab have been changed slightly to match to that
of the SWNT. Induced strains along the directions perpendicular to the axis of
SWNT have been determined by using bulk Poisson’s ratio. Then the calculated
stress is minimized by varying the lattice parameters of the SWNT-adsorbed
slab. Finally, all atomic positions except those at the bottom two planes of slab
have been fully relaxed. The lattice parameter of the Au (Mo) substrate along the
SWNT axis expanded (contracted) by 1.5%(2.7%) upon the relaxation. Mo atoms
in the close proximity of SWNT have significant perpendicular displacements. In
the study of the effect of radial deformation, the SWNT is pressed between two
metal electrodes, each made of three atomic planes having fixed atomic positions
and 2D periodicity lattice matched to the tube. Note that the supercell geometry
gives rise to a continuous contact of infinite extension, but it can provide accurate
prediction of the electronic structure and atomic positions, which are crucial to
determine the Fermi level pinning and band diagram of finite semiconductor-
metal heterostructures.
We start by summarizing our results for the adsorption of individual Au and
Mo atoms, since the character of their bonding determines the interaction be-
tween SWNT and corresponding metal electrodes.[220] The adsorption geometry
is determined first by placing single Au or Mo atom at different possible adsorp-
tion sites (i.e. above the center of hexagon, H-site; just above a carbon atom,
T-site; and above the axial or zigzag C-C bond, A-, and Z-sites) and then by
optimizing the atomic structures. We found that the binding energy of an indi-
vidual Au atom is, in general, weak and ranges between 0.3-0.5 eV depending on
the adsorption site. In contrast, the bonding of an individual Mo atom at the
H-site is rather strong and involves significant charge transfer.
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The contact on the gold electrode is formed by placing the s-SWNT on the
Au(100) surface, so that a surface Au atom faces the center of the hexagon.
The Au-SWNT distance, s, was initially 2.2 A˚, but it increased to 3.18 A˚ as
a result of full structure optimization. The interaction energy Ei is calculated
by subtracting the total energies of SWNT alone and metal electrode alone from
the total energy of the electrode+SWNT system. For the Au, we found Ei to
be very small and repulsive (-48 meV per supercell). The equilibrium position
may correspond to a local shallow minimum, but it shall be further stabilized by
Van der Waals interaction. This situation implies a weak Au-SWNT interaction
which is characterized by physisorption.
The effect of Au electrode on the band structure of the bare SWNT may be
deduced from the single Au atom adsorbed on the SWNT. Adsorbed single Au
does not induce any significant change in the bands of the bare tube; the form
of the band gap remains unaltered. Au gives rise to a single isolated band. The
effect on the electronic structure can be revealed for the LDOS calculations. The
LDOS calculated for two Au atoms at different sites (one is at the contact just
below the SWNT hexagon; the second being farthest to SWNT mimics the clean
Au surface) in Fig 7.11(a) have finite state density at the Fermi level. These
two LDOS’s are similar; there are only minute changes. Whereas the LDOS of
the carbon atoms at the contact still has a band gap. The Fermi level lies near
the top of the valence band of SWNT and complies with a small ΦB in the hole
doping picture. The LDOS at the carbon atom which is farthest from the metal
electrode displays a state distribution similar to that of the carbon atom at the
contact region. Calculated total charge density of SWNT bonded to the metal
electrode, E, i.e. ρ[SWNT +E], and difference charge density, ∆ρ = ρ[SWNT +
E]−ρ[E]−ρ[SWNT ], shows minute charge rearrangement. These results indicate
that the weak Au electrode-SWNT interaction does not induce significant changes
in the electronic structure. The SCF electronic potential between SWNT and Au
electrode, Ve(r) = Vion(r) + VH(r) + Vx(r), is presented on a vertical plane and
also on a horizontal plane bisecting s in Fig 7.11(a) and (b). The shaded area
shows that the electronic potential energy at the contact yields a potential barrier
Φc = Ve − EF > 0. At the contact midway between SWNT and Au(100) surface
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Figure 7.11: (a) LDOS at different Au and C atoms of the (8,0) zigzag SWNT
side bonded to the Au(100) surface. The location of atoms are described by
inset. The zero of energy is taken at the Fermi energy EF . State densities shown
by empty circle and filled diamonds correspond to 6 neighboring carbon atoms.
Other densities are for single atoms. (b) Contour plots of the SCF electronic
potential, Ve(r), on a vertical plane. (c) Same as in (b) on a horizontal plane
bisecting s. In the dark gray regions Ve(r) > EF . (d), (e) and (f) correspond
to the radially deformed (8,0) SWNT pressed between two 3-layer Au(100) slabs
with b/a = 0.47 as shown by inset. State densities shown by empty circles in
(d) correspond to 6 neighboring carbon atoms. Other densities are for single
atoms. (g) Variation of Ve(z) on a perpendicular line passing through the center
of SWNT.
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Φc is calculated to be ∼ 3.9 eV, that is comparable with the calculated work
function (Φ ∼ 5 eV) of Au-slab. Fig. 7.11(g) shows the variation of Ve(z) on a
line passing through the center of the SWNT and perpendicular to the Au(100)
surface. The effective potential barrier Φc,eff , can be even higher owing to the
increased confinement of electrons at the contact region. Therefore, electrons
which are transferred from the metal to the semiconducting SWNT has to tunnel
a potential barrier Φc,eff (r).
By pressing the s-SWNT between two Au slabs, hence by imposing a radial
deformation on the tube (see the inset in Fig 7.11(d)) we examined the electronic
structure and the contact potential. Normally, the semiconducting tubes undergo
an insulator-metal transition, since the π∗-singlet states in the conduction band
are lowered because of increased π∗ − σ∗ hybridization at the high curvature site
and eventually overlap with the valence band.[111, 113, 131] In the present case,
at a radial deformation, ǫr = b/a = 0.47, the state density of SWNT+electrode
system near EF has increased partly due to increased state density of the met-
allized s-SWNT. The spacing s has decreased to 2.6 A˚, and eventually potential
barrier has collapsed (i.e. Ve < EF ) at specific sites at the contact (see Fig 7.11(e)
and (f)). Under these circumstances, the electron from the SWNT can be ballis-
tically transferred to the gold electrodes.
The above situation is, however, different in the case of s-SWNT side-bonded
to the Mo(110) surface as shown in Fig 7.12(a). Upon relaxation, the tube has
rotated slightly so that C atoms tend to approach to Mo atoms. The interaction
energy Ei has been calculated to be ∼3.5 eV. The LDOS at the Mo atom inter-
acting with the C atoms of the SWNT is different from that at the clean Mo(110)
surface. Moreover, the LDOS at the carbon atom closest to the Mo surface has
finite state density at EF . In particular, the peak near EF is associated with
the C-Mo bond states and hence may be identified as the metal induced gap
states (MIGS). The LDOS of the C atoms farthest from the contact has a band
gap near EF . This situation indicates that the site of SWNT forming contact
is conducting, while the opposite site farthest from the contact remains semi-
conducting. Owing to the strong Mo-C bond, the spacing between SWNT and
Mo electrode is smaller (s=1.96 A˚) than that with the Au electrode. The strong
CHAPTER 7. NANOTUBE JUNCTIONS AND NANOTUBE CONTACT 195
Figure 7.12: (a) LDOS at different Mo and C atoms of the (8,0) zigzag SWNT
side bonded to the Mo(110) surface. The location of atoms are described by inset.
The zero of energy is taken at the EF . State densities shown by empty circles and
filled diamond correspond to 8 neighboring carbon atoms, Others are for single
atoms. (b) Contour plots of the total SCF charge density on a vertical plane.
(c) Difference charge density showing the charge depleted (white) regions and
charge accumulate (black) regions. (d) LDOS corresponding to the (8,0) SWNT
radially deformed between two 3-layer Mo(110) slabs with b/a = 0.56 as shown
by the inset. State densities shown by empty circles correspond to 10 neighboring
carbon atoms.
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C-Mo bond formation is clarified by the calculated total SCF charge density in
Fig 7.12(b). The difference charge density ∆ρ presented on a vertical plane in
Fig 7.12(c) shows the strong charge transfer to the C-Mo bonds. The electronic
potential calculated on the horizontal plane bisecting s and also on a line from
SWNT to the Mo(110) surface through the contact show that Ve(r) < EF at
the contact region. Accordingly, a potential barrier, Φc does not form at the
extended contact between the SWNT-Mo electrode. The radial deformation on
the s-SWNT induced by squeezing it between two Mo(110) electrodes gives rise
to the metallization of the tube and hence to the increase of state density at EF .
7.3 Discussions
Junctions with different registry and radial deformation have been considered.
Two tubes which are normally under a weak and attractive Van der Waals inter-
action can be further linked by pressing them towards each other. Compressing
tubes radially induces deformation and changes the circular cross section into el-
liptical one. We showed that two parallel (8, 0) tubes can be linked by C-C bonds
between the tubes under weak as well as strong contact forces. The junctions
of crossed nanotubes are studied by using a 2D grid model for a wide range of
contact forces. It has been shown that certain physical properties do not vary
continuously with the contact forces. The C-C bonds interlinking the tubes can
form under relatively weak contact forces. These bonds survive even after the
contact forces are released. However, strong forces induce significant radial de-
formation and give rise to flattening of the tube surfaces. Once the surfaces
becomes locally planar at the contact, the curvature effects diminish. At the
end, interlinking bonds are broken and the spacing between chemically inactive
flat surfaces increases as in graphite layers. Under these circumstances a finite
potential barrier between tubes hinders ballistic electron transport from one tube
to other. The potential barrier collapses if linking bonds between the tubes are
present.
The formation of interlinking bonds can be enhanced by making the contact
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chemically active. This can be achieved by implementing imperfections, such as
substitutional impurities with valencies different from four (such as B, N, P etc.)
or more conventionally by creating vacancies and divacancies. A single carbon
atom between tube surfaces can also provide the interlinking. A single vacancy
created on one of the tube surfaces makes the junction chemically active and
establishes an sp3-like bonding configuration. As a result, the potential barrier
is collapsed through interlinking bonds. Our results related to junctions with
vacancy explain how the stable crossbar structures can be fabricated by in-situ
processes. An alternative process to make crossbar, T and other types of junctions
is to weld the tubes at the junction site by the chemisorption of atoms, which make
stable chemisorption bonds. Here we mention Ti atom, which is easily adsorbed
and also can make thick coating of SWNTs. Calculation of quantum ballistic
conductance through various junctions confirm the analysis based on potential
energy and atomic structure for the behavior of the contact as a function of the
contact force.
We also examined the 3D grid structure of tubes by using only limited super-
cell size consisting of 3×3 unit cells of (8, 0) zigzag tube laterally. Our results
indicate that formation of linking bonds, stability and variation of electronic
structure depend on the applied contact force. We believe that 2D and 3D grid
structures can render a framework to integrate SWNT-based devices or function-
alization by adsorption of molecules.
A large spacing and sizable potential barrier between the tube and metal elec-
trode, Φc ∼ 3.9eV are characteristics of the contact made with the Au surface.
This explains why the devices made from Au electrodes have high contact re-
sistance. Here, weak coupling of electronic states cannot lead to MIGS, and the
(8,0) SWNT is identified to be semiconducting even after the contact has been set
with the Au surface. Because of weak coupling and hence finite Φc, the s-SWNT-
Au contact is reminiscent of the metal-oxide-semiconductor (MOS) junction. A
small ΦB is estimated for the p-type character. Upon radial deformation, s de-
creases and eventually Φc collapses. Similar features have been observed recently
in STM studies using multi-wall carbon nanotube tip and Au(111) sample.[277]
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However, Φc has disappeared due to strong coupling between the states of s-
SWNT and Mo(110).[278] The height of the Schottky barrier ΦB that forms at
the SWNT-Mo(110) junction having a finite contact region followed by a free
s-SWNT depends on the position where the Fermi level is pinned in the gap of
s-SWNT. A crude estimate based on the LDOS suggests that ΦB ∼ 0.4 eV for the
p-type character. The small cross section of the tube does not allow us to identify
a band diagram across the diameter. But the bands are normally bent along the
axis of the s-SWNT and the height of the barrier is monitored by the applied gate
voltage. Finally, we note that the electronic properties of present metal-SWNT
junctions, in particular the Fermi level pinning exhibit marked differences from
those of metal-Si heterostructures, which are known to be insensitive to the type
of metal.
Chapter 8
Hydrogen Storage of Carbon
Nanotubes
Fuel cells have been a real challenge for clean and efficient source of energy in
diverse fields of applications in different size and capacity range. Once hydrogen
molecule is chosen as potential fuel, its storage, easy discharge for consump-
tion and dissociation into hydrogen atoms in the fuel cell to produce the desired
electromotive force involve several problems to be solved. Dillon et al.[22] have
pioneered the idea that nanotubes can be efficient, cheap and rechargeable storage
medium for small-scale fuel cells and they estimated 5-10 weight percent (wp) H2
adsorption in single-wall carbon nanotubes (SWNT). Later, Ye et al.[279] and Liu
et al.[280] obtained H2 storage capacities of 8.2 and 4.2 wp, respectively. Unfortu-
nately, recent studies further exploring this idea have come up with controversial
conclusions[281, 282, 283, 284, 285, 286]. In the mean time, adsorption of al-
kali atoms on SWNTs have been proposed to enhance the H2-uptake[286, 287].
Nevertheless, carbon nanotubes have high surface-volume ratio and their func-
tionalization to render them feasible for hydrogen storage through coverage of
suitable adatoms has remained to be explored.
In this Chapter, to clarify controversial issues related to the storage of hydro-
gen molecule on carbon nanotubes we first addressed following questions: (i) Can
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Figure 8.1: Variation of chemical interaction energy EC between SWNT and H2
molecule as a function of distance d between them. Two cases, namely adsorption
to bare and radially deformed SWNT are shown by dashed and continuous lines,
respectively. In calculating both curves, atomic structures corresponding to d→
∞ have been used without relaxation. Dash-dotted line indicate zero of chemical
interaction energy. Optimized distance for two cases are indicated by arrows.
H2 molecule be adsorbed on the SWNT? (ii)What is the nature and strength of
the bonding? (iii)Can the strength of the bonding be modified either by changing
the curvature of the surface or by the coadsorption of metal atoms? Then, we ex-
amined whether the functionalization of SWNTs by transition metal elements can
promote the H2-uptake and give rise to the dissociation of H2. To answer all these
questions we investigated the interaction between H2 molecule and bare, radially
deformed and foreign atom adsorbed SWNTs by carrying out calculations within
DFT[37, 290]. Our results not only advance our understanding of H2 adsorption
on carbon nanotubes, but also suggest new ways for efficient hydrogen storage.
Recently, Taner et al. found that every Ti atom adsorbed on hexagonal site of
SWNT can hold up to 4 H2 molecule and they obtained 8% wp hydrogen with
this system [288]. They suggests that Ti doped nanotubes are better systems for
hydrogen storage mechanisms.
Our calculations have been carried out using first-principles plane wave
CHAPTER 8. HYDROGEN STORAGE OF CARBON NANOTUBES 201
method and ultrasoft pseudopotentials[89, 241] within Generalized Gradient Ap-
proximation (GGA)[122]. Adsorption and dissociation of H2 is treated within the
supercell geometry with lattice parameters aSC=20 A˚, bSC=20 A˚ and cSC=4.26
A˚. The lattice parameter of the SWNT along its axis, c is taken to be equal to
cSC . Certain systems are treated in double supercell with cSC = 2c to reduce the
adsorbate-adsorbate interaction. All atomic positions (SWNT and adsorbate), as
well as the lattice parameter of the supercell, cSC are optimized by minimizing
total energy, ET , atomic forces and the stress of the system. Brillouin zone is
sampled by 1 × 1 × 23 special k-points (1 × 1 × 11 for double cells) using the
Monkhorst-Pack scheme[83]. The calculations involving the graphite-adsorbate
systems are carried out by 4×4×1 special k-point sampling. Bloch wave functions
are expanded by plane waves with the kinetic energy h¯2|k+G|2/2m < 400 eV.
The weak attractive Van der Waals (VdW) interaction becomes crucial in calcu-
lating binding energies of weak physisorption bonds, but is not well represented
in DFT using GGA[291]. Therefore, in the case of physisorption, the contribution
of weak and attractive VdW interaction energy, EV dW , to the binding is obtained
from the Slater-Kirkwood approximation[192] using the asymptotic form of the
Lifshitz’s equation[189]. This approach, however, cannot be suitable to determine
the contribution of VdW interaction in the chemisorption of molecules. Never-
theless, in the chemisorption regime the VdW interaction is dominated by the
chemical interaction. In the present calculations we take the zigzag (8,0) SWNT
as a prototype tube.
8.1 Adsorption of H2 on bare and radially de-
formed SWNT
To clarify whether H2 can form stable bonding on the outer or inner surface of a
SWNT, we calculated the chemical interaction energy between H2 and the outer
surface of the (8,0) SWNT at different sites (i.e. H-site, above the hexagon; Z-
and A-site above the zigzag and above the axial C-C bonds; T-site, a bridge site
between two adjacent zigzag C-C bonds) as a function of spacing d. The chemical
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interaction energy is obtained from the expression, EC(d)=ET [H2+SWNT,d]-
ET [SWNT]-ET [H2], in terms of the total energies of bare nanotube (ET [SWNT]),
free H2 (ET [H2]), and H2 attached to SWNT at a distance d (ET [H2+SWNT,d]).
Here EC < 0 corresponds to an attractive interaction. The stable binding occurs
at the minimum of EC(d)+EV dW (d), the negative of it is denoted as the binding
energy Eb. The binding is exothermic when Eb > 0. In Fig. 8.1 we show the
variation of EC(d) calculated for unrelaxed atomic structures at the H-site. Once
the atomic structure of both SWNT and H2 molecules are relaxed the minimum
value of EC(d) is found to be -27 meV at d0 = 3.1A˚ at the H-site. Minimum values
of EC(d) calculated for A-, Z-, and T-sites are also very small and comparable to
that of H-site. We expect that as n or radius R of SWNT increases the calculated
|EC(d)| slightly decreases. Similar DFT calculations by Han and Lee [292] found
that EC(d) of H2 with a vertical orientation at the H-site of a (10,0) SWNT
has a minimum value of 34 meV at d0=3.44 A˚. The long range VdW interaction
energy calculated for the H-site at do is EV dW ∼-30 meV. Then the binding energy
associated with H2 molecule adsorbed at H-site is calculated to be Eb ∼57 meV.
This is a small binding energy and indicates physisorption[293].
Previous studies[281, 282] revealed that the physisorption of individual H2
molecules with Eb > 0 cannot occur on the inner wall of SWNT. Hydrogen
molecules prefer to stay either at the center of the tube or to form some cylindrical
shells inside depending on radius of the tube. Owing to increased H-H interaction
at high coverage, even the atomic hydrogen cannot form stable structure when it
is adsorbed to the inner wall of small radius tube. For (8,0) tube we found that
H2 is trapped and stabilized at the center of the tube with a repulsive interaction
energy EC = +0.34 eV. The implementation of H2 inside the tube having radius
in the range of 3 A˚ is expected to be hindered by this repulsive interaction.
Earlier it has been shown that binding energy of foreign atoms adsorbed on
SWNT increase with increasing curvature[113]. Tada et al.[294] have argued
that the potential barrier associated with the dissociative adsorption of H2 on
SWNT is lowered with increasing curvature of the tube. It has been proposed
that the potential barrier for the dissociation of H2 adsorbed in the interstitial
region between tubes can be lowered by applying radial deformation to the rope
























Figure 8.2: Atomic configuration, energy band structure and LDOS calculated
for the coadsorption of H2 molecule and single Li atom. Two cases correspond
to Li atom chemisorbed on the external and internal surface of the (8,0) zigzag
SWNT. Zero of energy is set at the Fermi level, EF . LDOS calculated at Li and
H2 are shown by continuous and dotted lines, respectively. Metallized SWNT
bands are indicated by arrows.
CHAPTER 8. HYDROGEN STORAGE OF CARBON NANOTUBES 204
or SWNT[295]. It is known that under radial deformation the circular cross
section changes and consequently the curvature varies at different locations on
the surface. Motivated with those effects of curvature, we examine whether the
attractive interaction energy EC can be enhanced by changing the curvature of
the tube via radial deformation. Radial deformation is realized by pressing the
tube between two ends of a given diameter. It, in turn, changes the circular cross
section of the bare tube with radius Ro to an elliptical one with major and minor
axes 2a and 2b, respectively. The atomic structure of (8,0) tube is optimized
under radial strain ǫr = (Ro − b)/Ro ≃0.3 by fixing row of carbon atoms at the
end of minor axis. The deformation is reversible so that the tube goes back to
its original, undeformed form upon the release of radial strain[105, 131]. The
deformation energy (that is the difference between the total energies of deformed
and undeformed SWNTs) is calculated to be ED =1.4 eV per unit cell. We
examined whether the binding energy of H2 molecule changes under the radial
deformation of SWNT. Figure 8.1 shows the variation of EC(d) for H2 approaching
toward the high curvature site of the tube (i.e. one end of the major axis) at
the H-site. The minimum value of the attractive interaction, EC is -30 meV and
occurs at do=2.9 A˚. For ǫr =0.25, we also obtained very small enhancement of
EC(d). Hence, the enhancement of the binding energy of H2 due to curvature
effect is negligibly small due to relatively large do. This result also suggests that
the physisorption energy does not vary significantly depending on the radius of
SWNT. The minimum of EC(d) is small and does not vary significantly relative
to the adsorption site. This suggests that the chirality of the tube has negligible
effect on the physisorption energy. Apparently, the binding of H2 on the outer
surface of SWNT is weak and the corresponding physisorption energy is small.
The binding cannot be enhanced by increasing the curvature locally through
radial deformation. Curvature effect or radial deformation may be significant at
small d when H2 is forced towards SWNT surface. Present results are in line with
the work by Kostov et al.[296].
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8.2 Coadsorption of hydrogen molecule and
Lithium atom on SWNT
Next, we examine whether the binding of H2 is enhanced by the coadsorbed
foreign atoms. To this end we first consider Li atom adsorbed on the (8,0) SWNT,
since the adsorption of an alkali atom has been proposed to enhance the H2-
uptake[286, 287]. Li atom is chemisorbed at the H-site, 1.5 A˚ above the surface
of SWNT with a binding energy of 0.8 eV. Self-consistently calculated electronic
structure shown in Fig. 8.2 reveals that chemisorbed Li atoms donate their 2s-
valence electrons to the lowest conduction π∗-band so that the semiconducting
(8,0) SWNT (having band gap Eg =0.6 eV) becomes metallic. This is a behavior
common to the other alkali atoms adsorbed on SWNTs[220]. In order to examine
the indirect effect of coadsorbed Li we considered H2 as attached at the opposite
site to Li. The optimized structure of the physisorbed H2 is shown in Fig. 8.2
together with relevant structural parameters. We found EC has a minimum value
of -35 meV at do =3.4 A˚. Similar study has been also performed for Li atom
adsorbed on the inner wall of SWNT while H2 is on the external wall directly
above the coadsorbed Li as shown in Fig. 8.2. In this adsorption configuration
minimum value of EC practically did not change. The local density of states
calculated on Li atom and H2 refuse the possibility of any significant interaction
between adsorbates. As a result, our calculations for both external and internal
adsorption of Li rule out any indirect effect of coadsorbed Li to enhance the
binding of H2 on SWNT. The occupation of empty conduction band by the alkali
electrons and hence metallization of SWNT did not affect the bonding of H2.
These results are in agreement with the first principles calculations by Lee et
al.[298]. However, the effect of Li on the adsorption of H2, whereby H2 is attached
directly to Li atom is found significant. The minimum value of EC has increased
to -175 meV, while do decreased to 2.1 A˚. Briefly, the coadsorption of Li does
not have any indirect effect on the binding of H2, but the energy associated with
direct binding to Li is enhanced. The nature of bonding remains physisorption
in direct and indirect cases.
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Figure 8.3: (a) Atomic configurations for single, double and triple Pt atoms
adsorbed on the (8,0) SWNT. Average binding energy of adsorbed Pt atoms Eb
and bond distances are indicated.
8.3 Coadsorption of Hydrogen molecule and
Platinum atom on SWNT
A single transition metal atom adsorbed on the outer surface of SWNT has shown
interesting properties, such as high binding energy and magnetic ground state
with high net magnetic moment. For example, transition element atoms (Ti, V,
Cr, Mn, Fe, Co, Pt, etc.) have crucial adsorption states on nanotubes[220] and
some of them (Ti, Ni, Pd) form continuous or quasi-continuous metal coating on
the SWNT[211, 238, 297]. As for Pt atom, it is known to be a good catalyst
in various chemical processes. While SWNTs offer high surface/volume ratio,
the interaction between H2 and Pt atom adsorbed on SWNT may be of interest.
Now we investigate the character of the bonding between H2 and Pt adsorbed on
SWNT and address the question of how many H2 molecules can be attached to
an adsorbed Pt atom and how strong is the binding.
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Figure 8.4: Optimized binding configuration of H2 molecules adsorbed to a free
Pt atom. (a) Dissociative adsorption of a single H2 molecule. (b) The first H2
is dissociatively, second H2 molecularly adsorbed. (c) Two H2 are molecularly
adsorbed. (d) Two H2 are molecularly, one H2 dissociatively adsorbed (e) Four
different configurations related with the adsorption of two H2 to the same free Pt
atom. Binding energy of the nth H2 molecule adsorbed to Pt atom, E
(n)
b ; average
binding energy per H2, Eb, total energy with respect to constituent atoms ET
and bond distances are indicated.
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8.3.1 Adsorption of Pt atoms on SWNT
We first examine the adsorption of Pt atom(s) on (8,0) SWNT. The character of
the bonding has been investigated by placing Pt atoms on the A-sites of (8,0) tube
(that is known to yield highest binding energy[220]) and then by optimizing the
structure. Three different adsorption configuration have been examined, namely
one, two and three Pt atoms adsorbed on the adjacent sites to represent a small
cluster on SWNT as described in Fig. 8.3. Calculated binding energies of Pt
atoms have increased as the number of Pt atoms increases from one to three in
the same neighborhood. On the other hand, the C-Pt distance gradually increases
with increasing number of Pt atoms adsorbed in the same neighborhood. This
paradoxical situation can be understood by the increasing Pt-Pt coupling, which
happens to retract electronic charge from C-Pt bonding derived by the Pt-3d and
C-2p orbitals.
8.3.2 Adsorption of H2 to a free Pt atom
We now consider the interaction between H2 molecules and a free Pt atom. Op-
timized binding structures are shown in Fig. 8.4. Upon approaching to a free
Pt atom, single H2 molecule dissociates and form PtH2 with Pt-H bond distance
dPt−H=1.51 A˚ and dH−H=2.08 A˚. The total energy ET relative to the ener-
gies of free Pt and H atoms is calculated -9.88 eV. The binding energy relative
to H2 molecule and free Pt atom (namely, E
(1)
b =ET [H2]+ET [Pt]-ET [Pt+2H]) is
E
(1)
b =3.09 eV. As for the adsorption of H2 to PtH2, there are several minima
on the Born-Oppenheimer surface: The first minimum corresponds to a config-
uration in Fig. 8.4(b) where PtH2 preserves the dissociated configuration while
second H2 is molecularly adsorbed. Even if H-H interaction of adsorbed H2 is
weakened and hence the H-H distance has increased to 0.87A˚, we identify it as
molecular adsorption. We denote this configuration as PtH2-H2. The adsorbed
H2 molecule is perpendicular to the plane of PtH2. The binding energy of the
second H2 to PtH2 (namely, E
(2)
b =ET [H2]+ET [Pt+2H]-ET [Pt+2H+H2] ) is cal-
culated to be 0.87 eV. Under these circumstances the average binding energy per
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Figure 8.5: Optimized geometry for a single H2 molecule adsorbed to a single
Pt atom. (a) Pt atom is adsorbed near the H-site of (8,0) SWNT (side and top
view) (b) Pt at the A-site (bridge position) of (8,0) SWNT (side and top view)
(c) Pt atom is adsorbed near the H-site of the graphite surface (d) Pt atom at
the A-site of graphite. ET is the total energy relative to the constituent free C,
Pt and H atoms.
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H2 is Eb=1.98 eV. In the second configuration, identified as Pt-2H2 as shown
in Fig. 8.4(c), both H2 are molecularly adsorbed. As H-H molecular bonds are
weakened, dH−H is increased to 0.96A˚ and all Pt-H bonds have uniform length
with dPt−H =1.65A˚. Here adsorbed H2 molecules are perpendicular. The binding
energy of each molecules is calculated to be 1.94 eV slightly less then the aver-
age binding energy in PtH2-H2 configuration. The configuration PtH2-2H2 shown
in Fig. 8.4(d) involves the adsorption of three H2 molecules; one dissociatively,
remaining two are molecularly adsorbed. Here Pt-H2 planes of two molecularly
adsorbed H2 are perpendicular. The binding energy of the third H2 relative to the
energy of PtH2-H2 in Fig. 8.4(b) is found to be E
(3)
b =0.81 eV. Accordingly, the av-
erage binding energy of each H2 is Eb=1.6 eV relative to free H2 and free Pt atom.
Fig. 8.4(e) compares four distinct configurations related with the adsorption of
two molecules on the same free Pt atom. It appears that these configurations de-
termined by conjugate gradient method correspond to local energy minima and
the configuration in Fig. 8.4(b) appears to have lowest energy.
8.3.3 Adsorption of H2 to a Pt atom on SWNT
We deduced two configurations for the adsorption of a single molecule to a
Pt atom adsorbed on the (8,0) SWNT as described in Fig. 8.5. While these
two chemisorption configurations look dramatically different, their total ener-
gies differ only by 20 meV. In the configuration described in Fig. 8.5(a) H2
is dissociatively adsorbed with binding energy (E
(1)
b =ET [H2]+ET [SWNT+Pt]-
ET [SWNT+Pt+2H]) 1.18 eV. The H-H and Pt-C distances are 1.86 A˚ and 2.3
A˚, respectively. Whereas in the configuration in Fig. 8.5(b) H2 is molecularly
adsorbed with a significantly weakened H-H bond. H2 approaching from differ-
ent directions and angles results in a chemisorption state with binding energy
Eb =1.16 eV and Pt-H distance 1.7 A˚. The length of H-H bond has increased
from 0.75 A˚ to 0.95 A˚ upon adsorption[299]. As compared to the configuration
of dissociative adsorption in Fig. 8.5(a), in the case of molecular adsorption the
Pt-SWNT bond is relatively stronger with shorter dPt−C=2.1 A˚. Notably, while in
the first configuration leading to dissociative adsorption in Fig. 8.5(a) Pt atom is
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Figure 8.6: Optimized structure of H2 molecules adsorbed to the Pt atom on
the SWNT. (a) One H2 adsorbed to PtH2. The inset show the regions of charge
depletion (∆ρ < 0) and charge accumulation (∆ρ > 0) as a result of the bonding
between SWNT and PtH2+H2 in (a). (b) Another local minima where two H2
is molecularly adsorbed to the Pt atom. (c) One H2 is chemisorbed two H2 are
weakly bound. (d) four H2.
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located near hollow H-site, in the ”molecular” adsorption of H2 in Fig. 8.5(b) Pt
atom is adsorbed at the A-site. We also note that because of the Pt-SWNT bond
in Fig. 8.5(a) and 8.5(b) the binding energies are smaller than that in Fig. 8.4(a).
Adsorption of H2 to a single Pt atom attached to the surface of graphite is
of interest in order to reveal how the binding energy and binding configuration
of H2 depends on the radius of SWNT. We considered two configuration, namely
single Pt atom is adsorbed near hollow H-site, as shown in Fig. 8.5(c) and Pt
at the A-site as shown in Fig. 8.5(d). For both location of Pt atom on the
graphite surface, H2 molecule approaching the adsorbed Pt atom is dissociated
and eventually formed two Pt-H bonds with individual Pt atom. In this case
the binding of Pt with the graphite surface is weaker than that on SWNT, and
thus dPt−C is increased to 2.4A˚. Relatively weaker interaction between Pt and
graphite surface allows stronger interaction between H2 and Pt, as in the case of
free Pt atom, and hence leads to the dissociation of the molecule. In view of two
limiting case in Fig. 8.5, one can expect that dissociation of H2 may be favored
if Pt is adsorbed on SWNTs having large R (or large n).
To answer the questions of how many H2 molecule can be attached to a single
Pt atom we perform a systematic study outlined in Fig. 8.6. First we let a second
H2 approaches to Pt atom on SWNT that already has one H2 molecule attached as
in Fig. 8.5(b). The final optimized geometry of Pt and adsorbed H2 molecules in
Fig. 8.6(a) is similar to the configuration PtH2-H2 described in Fig. 8.4(b). This
situation is explained by the weakening Pt-C bond between PtH2 and SWNT
shown in Fig. 8.5(a) which is followed by the increase of dPt−C . First H2, which
was initially chemisorbed to Pt as a molecule (with relatively increased dH−H) has
dissociated upon the molecular adsorption of the second H2. The dissociation of
H2 is an indirect process and is mediated by the weakening of the Pt-C bonding
through the molecular adsorption of second H2. The difference charge density
∆ρ(r) = ρT (r) − ρSWNT(r) − ρPtH2+H2(r) calculated from the difference of total
charge density ρT (r) of SWNT+PtH2+H2 in Fig. 8.6(a) and those of SWNT
and PtH2+H2 indicates that while the charge of Pt-dxy and C-px,y orbitals are
depopulated, the Ptdz2 and C-pz orbitals become populated to form Pt-SWNT
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Figure 8.7: Dissociative adsorption of single H2 on a small Pt cluster adsorbed on
SWNT (a). One H2 is approaching two adjacent Pt atoms adsorbed on SWNT.
(b) Optimized geometry after dissociative adsorption of H2. (c) Variation of total
energy with distance z. Dashed curve corresponds to ET for unrelaxed H2 and
unrelaxed SWNT. Continuous curve corresponds to ET of the geometry relaxed
at certain values of z. (d), (e) and (f) same as (a), (b) and (c) except the Pt
cluster consists of 3 Pt atoms. z is the distance from the surface of SWNT.
Variation of ET (z) is amplified by inset.
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bond. This result suggests that in a reverse situation the weakening of the Pt-
SWNT bond would lead to the transfer of charge from Pt-C bond to Pt-H bonds
resulting in increased population of dxy-orbitals that favors the dissociation of H2.
Interestingly, exactly the same configuration has been obtained even when two
H2 molecule approach concomitantly the bare Pt adsorbed on SWNT. Another
configuration related with two molecularly adsorbed H2 is shown in Fig. 8.6(b),
which appears to be a local minima on the Born-Oppenheimer surface and has
∼0.4 eV less binding energy than that in Fig. 8.6(a). We note that the atomic
configuration of PtH2-H2 complex in Fig. 8.6(a) does not change significantly
even after SWNT is removed and the remaining system is relaxed.
In Fig. 8.6(c), two H2 approaching from both sites of PtH2 on SWNT have
been attached by weak physisorption bonds resulting in PtH2+2H2 configura-
tion. Their distances to Pt atom are relatively larger (dPt−H2=2.1A˚ and 3.2A˚)
than that occurred for molecularly chemisorption of H2. The latter Pt-H2 dis-
tance is too long and the corresponding binding energy is only ∼ 20 meV; the
binding energy can increase slightly by the VdW interaction but the adsorbed
molecule can desorb and escape from Pt at high-temperature. Note that due to
weak interaction between Pt and both H2 molecules in Fig. 8.6(c) H-H distance
of PtH2 remained small to be associated with H2 and consequently the Pt-C bond
retained its strength with relatively smaller Pt-C distance. The attempts to at-
tach more than three molecules to the Pt atom have failed. For example, as shown
in Fig. 8.6(d), from four H2 brought at the close proximity of Pt atom, only three
were attached (one dissociatively chemisorbed, one molecularly chemisorbed, one
physisorbed and the forth escaped). At the same time the Pt-SWNT bond has
weakened and hence dPt−C distance has increased to 2.3A˚. The binding energy
of second H2 molecule E
(2)
b in Fig. 8.6(a); the average binding energy per H2 in
Fig. 8.6(b), Eb; the binding energy of the physisorbed H2 with dPt−H2 = 3.2 A˚, Eb,p
are indicated. Furthermore, we define the interaction energy between Pt+nH2,
(with n=2, 3 and 4 where one of H2 is dissociated) and SWNT in Fig. 8.6(a-
c) as EC [Pt-nH2]=ET [SWNT]-ET [Pt+nH2+SWNT]. Here the total energies are
calculated using the same atomic structures in Fig. 8.6(a-c). Calculated interac-
tion energies for each case are 0.68 eV, 1.88 eV and 0.78 eV, respectively. Using
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the similar procedure we also calculated the interaction energy between Pt+H2
(where H2 is molecularly adsorbed) and SWNT in Fig. 8.5(a) to be 1.93 eV.
Clearly, the variation of these energies with structure and Pt-C distances con-
firm the above arguments that the dissociation of one of H2 is followed by the
weakening of the bond between Pt and SWNT.
8.3.4 Adsorption of H2 to a small Pt cluster on SWNT
As shown in Fig. 8.7(a-b), the situation is different in the case of interaction
between H2 and a small Pt cluster (consisting of a few Pt atoms adsorbed at close
proximity). As H2 approaches two Pt atoms on SWNT it starts to dissociate at a
distance ∼ 3.9A˚ from the surface of SWNT. The optimized configuration is shown
in Fig. 8.7(b) where H-H molecular bond is broken and each adsorbed Pt atom
formed a Pt-H bonds with dPt−H=1.56A˚. Upon chemisorption dPt−C increased
from 2.15A˚ to 2.36A˚. The dissociation process schematically shown in Fig. 8.7(c)
by plotting the variation of total energy ET as a function of z for two different
cases. The dashed curve corresponds to the total energy of SWNT+Pt2 and H2
calculated for different H2-tube distance z by keeping the atomic configuration
at z → ∞ unchanged for all z. The continuous curve is obtained by relaxing
the atomic configuration at certain values of z. We see that for z < 4.2A˚ ET
starts to lower upon the onset of dissociation. We note very small barrier at
about z ∼ 4.5A˚. Upon overcoming this energy barrier, the process is exothermic
with an energy gain of ∼ 1.2 eV. The continuous curve ended with (×) that
corresponds to the equilibrium configuration. As described in Fig. 8.7(d-f), the
adsorption of single H2 on a Pt cluster consisting of three Pt atoms also results
in dissociation of the molecule. As the size of cluster increased by inclusion of
the third Pt atom, the small potential barrier at z ∼ 4.5A˚ is further lowered,
the binding energy increased to 1.5 eV. Also one of the Pt atoms which binds
both H atom is detached from the SWNT surface. This situation confirms that
Pt-SWNT bonds are weakened upon the (molecular or dissociative) adsorption
of H2 to Pt.
The interaction between Pd atoms adsorbed on SWNT and H2 molecule is
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somehow similar to that with Pt atom. However, the latter case leads relatively
less strong interaction and smaller binding energies. For example, the interaction
between H2 and a single Pd atom adsorbed on SWNT results in a binding between
chemisorption and physisorption with a binding energy of 0.6 eV. In this case,
while the H-H bond length is stretched a little from the normal value 0.7 A˚ to
0.8 A˚, the C-Pd bond is stretched from 2.1 A˚ to 2.2 A˚. Small changes after
the adsorption of H2 are manifestations of relatively weak H2-Pd interaction. In
contrast to adsorbed two Pt atom in Fig. 8.7(a) breaking the H2 molecule, two
adsorbed Pd atoms give rise to chemisorption of molecule with more stretched
H-H bonds.
8.4 Discussions
In summary, we presented a detailed analysis of the interaction between hydrogen
molecule and a SWNT. We found that the binding energy between H2 and outer
surface of a bare SWNT is very weak and the physisorption bond can easily
be broken. We showed that the binding of H2 to the outer surface cannot be
enhanced by applying radial deformation to increase curvature effects at the site
facing H2 molecule. In contrast, the interaction between the inner surface of (8,0)
tube and H2 is repulsive which can prevent molecules from entering inside the
tube having small radius. The repulsive interaction may turn to be attractive
for large tube radius. To promote H2 uptake on SWNT surface we considered
functionalized tubes through adsorption of foreign atoms. The binding energy
of H2 on SWNT surface did not increase significantly by the coadsorption of Li.
However, the binding energy increased if H2 is directly attached to adsorbed Li;
yet the nature of the bonding remained physisorption.
The situation with Pt atom, which can make strong chemisorption bonds
with the outer surface of SWNT is found to be interesting from the point of
view of H2 storage. We showed that H2 molecule can form chemisorption bonds
with free Pt as well as Pt adsorbed on SWNT. Single H2 adsorbed on a free Pt
atom dissociates and forms two strong Pt-H bonds. On the other hand, while
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single H2 molecule is molecularly chemisorbed to a single Pt atom at the A-site
of SWNT surface, it can dissociate if Pt atom adsorbed near the hollow site. The
latter configuration is favorable energetically. Even the molecular adsorption of
single H2 can turn dissociative if a second H2 is molecularly adsorbed to the
same Pt atom. The dissociative adsorption is mediated by the weakening of Pt-C
bonds either due to a specific location of Pt on SWNT or due to the second H2
molecularly adsorbed to Pt. Dissociative adsorption of single H2 to a single Pt
atom on the graphite surface suggests that the dissociation of H2 is favored on
SWNTs having large radius. Our analysis suggests that single Pt adsorbed on
SWNT can bind up to two H2 molecules with significant binding energy in the
chemisorption range. Beyond two adsorbed H2, additional H2 molecule may form
very weak physisorption bonds with Pt. Single Pd atom adsorbed on SWNT
exhibits similar effects but in relatively weaker manner as compared to that of
Pt. Certainly, SWNT surfaces decorated by adsorbed Pt (or Pd) atoms each
binding two H2 molecules (disregarding additional H2 attached by very weak
physisorption bonds) cannot meet the target of 6 wp set for a feasible hydrogen
storage. However, present results revealed interesting interaction between H2 and
Pt and resulting bonding mechanisms which have led to similar investigations of
SWNTs functionalized by other transition elements (in particular Ti, Ni, Cr, V)
for more efficient H2 storage.
Chapter 9
Conclusion
In the present thesis, the structural, magnetic and electronic properties of Func-
tionalized Carbon Nanotubes have been analyzed in detail by applying ab-initio
plane-wave pseudopotential formalism. We have implemented different kinds of
functionalization to nanotubes to obtain new materials which show novel physical
and chemical properties. Our computational work will be of interest for exper-
imental studies aiming at new materials to be used in new generation devices.
Besides, these approaches necessary to understand: (i) how can we generate ma-
terials? (ii) How can we find interesting properties by using different kind of
atoms? (iii) Are these new materials appropriate for widely used devices?
Our studies showed that bare Nanotubes are very active materials and their
physical and chemical properties are attractive for new ideas about them. They
are suitable for the use in potential technological applications. That a (n,m)
SWNT can be metallic or semiconducting depending on n and m offers a wide
range of options. Moreover, these options are multiplied several times through
the functionalization of tubes. Here we dealt with specific cases wherein the
properties of the nanotube undergo a dramatic change upon physisorption of
foreign atoms. Not only functionalization but also radial deformation has been
seen to modify the nanotube properties. A semiconducting nanotube can be
metallic under a radial strain which changes the circular cross section into an
elliptical one. Even more interesting is that these changes can be tuned reversibly.
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For the accuracy, number of k-points and value of cutoff wavevector which
are taken during calculations are important parameters for first-principles cal-
culations. Cutoff energy necessary to determine number of plane waves which
are used during self consistent calculations. Generally in our calculations we use
the most appropriate value after we tested its suitably for convergence. In real
crystal structure, it is necessary to use infinite number of k-points. But for these
systems energy change with respect to k-points will high for small number of k-
points. When we increase number of k-points we realized that energy change goes
to saturate case. For this reason we use most probable number of k-points by
looking change of energy with respect to k-points. For metals, for small number
case smearing is important parameter for ab-initio calculations. By using smear-
ing we determine how the partial occupancies are set for each wavefunctions.
For magnetic systems spin-polarized case is more energetic than the spin-coupled
case. For this reason, we also performed spin-polarized calculations for systems
which include foreign atoms like O, H, transition metal atoms. We also consider
exchange-correlations formalisms during our calculations. We both used LDA
and GGA formalisms. However, LDA gives overbinding for binding energies in
crystallic systems, GGA gives underbinding with respect to experimental results
but electronic properties of systems which is found with GGA formalisms
9.1 Results
The important results that we have obtained from our calculations can be ar-
ranged as a conclusion;
1. Oxygenation of carbon nanotubes: atomic structure, energetics and elec-
tronic structure:
• The triplet state of the physisorbed oxygen molecule is energetically favor-
able, whereas the non-magnetic (spin paired) state yields relatively stronger
binding energy.
• Results invalidate the hole doping of semiconducting carbon nanotube upon
CHAPTER 9. CONCLUSION 220
the physisorption of oxygen. O2 adsorbed SWNT show dramatic differences
depending on the type of the tube. Upon O2 physisorption, the zigzag
SWNT remains semiconducting, while the metallicity of the armchair is
lifted for the spin-down bands. The spin-up bands continue to cross at the
Fermi level, and make the system metallic only for one type of spin.
2. Energetics and electronic structure of individual atoms adsorbed on carbon
nanotubes:
• It is found that the character of the bonding and associated physical prop-
erties strongly depend on the type of adsorbed atoms.
• Our results indicate that the properties of SWNTs can be modified by the
adsorbed foreign atoms. While the atoms of good conducting metals, such
as Zn, Cu, Ag and Au, form very weak bonds, transition metal atoms such
as Ti, Sc, Nb and Ta, and group IV elements C and Si are adsorbed with
relatively high binding energy.
• Owing to the curvature effect, these binding energies are larger than the
binding energies of the same atoms on the graphite surface. We have showed
that the adatom carbon can form strong and directional bonds between two
SWNTs.
3. High Conducting nanowires obtained from metal-atom coverage of carbon
nanotubes:
• We have shown that a semiconducting single-wall carbon nanotubes, SWNT
can be covered uniformly by titanium atoms and form a complex but reg-
ular atomic structure. However, the other transition-metal atoms can not
uniformly covered on SWNT. The circular cross section changes to a square-
like form, and the system becomes metallic with high state density at the
Fermi level and with high quantum ballistic conductance.
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• We also found that the net magnetic moment of Titanium covered SWNT
can be dramatically altered by the stress applied along axial direction. Ab-
initio spin-density-functional calculations show that titanium atoms can
make a uniform coverage on SWNT with a net magnetization. Infinite Ti
covered nanotube is found to be metallic and ferromagnetic. We also found
that high Ti coverage decrease the net magnetic moment of system.
• We showed that Ga can form stable metallic linear and zigzag monatomic
chain structures. The interaction between individual Ga atom and SWNT
leads to a chemisorption bond involving charge transfer.
• Ga nanowires produced by the coating of carbon nanotube templates are
found to be stable and high-conducting.
4. Nanotube Junctions and Nanotube Contacts:
• Under relatively weak contact forces the tubes are linked with intertube
bonds which allow a significant conductance through the junction. These
interlinking bonds survive even after the contact forces are released and
whole structure is fully relaxed. Upon increasing contact force and radial
deformation the tube surfaces are flattened but the interlinking bonds are
broken to lead to a relatively wider intertube spacing. The intertube con-
ductance through such a junction diminish because of finite potential barrier
intervening between the tubes. The linkage of crossing tubes to form stable
junctions is enhanced by a vacancy created at the contact.
• The contact between a s-SWNT and metal electrodes shows that the elec-
tronic structure and potential depend strongly on the type of metal. The
s-SWNT is weakly side-bonded to the gold surface with minute charge re-
arrangement and remains semiconducting. A finite potential barrier forms
at the contact region. In contrast, molybdenum surface forms strong bonds
resulting significant charge transfer and metallicity at the contact. The ra-
dial deformation of the tube lowers the potential barrier at the contact and
increases the state density at the Fermi level.
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5. Hydrogen Storage of Carbon Nanotubes:
• Interaction between bare nanotube and hydrogen molecule is low. For this
reason H2 molecule can make weak physisorption bonds with bare SWNT.
• Even if Li atom adsorbed on SWNT surface, the nature of the bonding
remained as physisorption.
• When single Pt atom adsorbed on the surface of bare SWNT, single H2
molecule make chemisorbtion bond with Pt atom.
• Dissociation of H2 molecule occurs only in case nanotube have large radius.
• Single Pt adsorbed on SWNT can bind up to two H2 molecules with signif-
icant binding energy in the chemisorption range. When third and forth H2
molecules exist around Pt atom after first and second H2 molecule interact
with Pt, they can stay in physisorption case.
9.2 Suggestion and Remarks
Half-Metallicity (HM) is a novel physical property for material systems. Because
spin-dependent devices are of current interest. Nanotubes can be functional-
ized by using foreign atoms to obtain half-metallic properties. We created chain
structures on (8,0) SWNT by using TM atoms. This work is in progress. Early
electronic structures that we obtained for this work have showed that there are
HM property for TM chain doped Nanotube structures. Actually there is no
%100 percent polarization but there is high contribution to majority spin with
respect to minority spin.
The other important and interesting subject that in progress is Hydrogen
storage. In this case hydrogen adsorption is investigated for carbon nanotubes
having TM atoms like Ti, Fe, Co, V etc. attached to the surface.
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This Thesis based on the following articles:
• ”Oxygenation of carbon nanotubes: Atomic structure, energetics, and elec-
tronic structure ”, S. Dag, O. Glseren, T. Yildirim, and S. Ciraci, Phys.
Rev. B 67, 165424 (2003).
• ”Systematic study of adsorption of single atoms on a carbon nanotube”, E.
Durgun, S. Dag, V. M. K. Bagci, O. Glseren, T. Yildirim, and S. Ciraci,
Phys. Rev. B 67, 201401 (R) (2003).
• ”High-conducting magnetic nanowires obtained from uniform titanium-
covered carbon nanotubes”, S. Dag, E. Durgun, and S. Ciraci, Phys.
Rev. B 69, 121407 (2004).
• ”A comparative study of O2 adsorbed carbon nanotubes”, S. Dag, O.
Glseren and S. Ciraci, Chem. Phys. Lett. 380, Issues 1-2, 1-5 (2003).
• ”Electronic structure of the contact between carbon nanotube and metal
electrodes”, S. Dag, O. Glseren, S. Ciraci, T. Yildirim , Appl. Phys.
Lett. 83, Issue 15, 3180-3182, (2003). (This study highlighted in
Nano Today, December 2003. )
• ”Functionalized carbon nanotubes and device applications”, S. Ciraci, S
Dag, T Yildirim, O Glseren and R T Senger J. Phys.: Condens. Matter
16, 29 R901-R960 (2004).
• ”Energetics and Electronic Structures of Individual Atoms Adsorbed on
Carbon Nanotubes”, E. Durgun, S. Dag, S. Ciraci, O. Gulseren, J. Phys.
Chem. B 108(2); 575-582 (2004).
• ”Theoretical study of Ga-based nanowires and the interaction of Ga with
single-wall carbon nanotubes”, E. Durgun, S. Dag, and S. Ciraci, Phys.
Rev. B 70, 155305 (2004).
• ”Theoretical study of crossed and parallel carbon nanotube junctions and
three-dimensional grid structures”, S. Dag, R. T. Senger and S. Ciraci,
Phys. Rev. B 70, 205407, (2004).
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• ”Coverage and Strain Dependent Magnetization of titanium coated carbon
nanotubes”, S. Dag and S. Ciraci Phys. Rev. B 71, 165414 (2005).
• ”Adsorption and dissociation of hydrogen molecule on carbon nanotubes”,
S. Dag, Y. Ozturk, S. Ciraci, T. Yildirim, Phys. Rev. B (in press).
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