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A graph is focal if the stabiliser of every vertex x fixes exactly one edge not incident with x. It 
is shown that the problem of testing whether a connected bipartite graph is focal has the same 
complexity as the graph isomorphism problem. Several other similar questions are also 
considered. 
1. Introduction 
A graph is focal if the stabiliser of every edge fixes exactly one vertex not 
incident with the edge. These graphs were introduced by Rosa [4] who also posed 
the problem of characterising them. It turns out that there is little hope for doing 
so. 
In spite of the apparent restrictiveness of their definition, focal graphs form a 
very large class. Moreover, as pointed out by Cameron [l], the problem of 
determining whether a given graph is focal is isomorphism-easy, suggesting the 
possibility that focality and graph isomorphism are of the same complexity. In this 
paper we show that this is indeed the case. 
On the model of focal graphs-in which the stabilisers of edges fix vertices 
(“edge-vertex” focality) - we define three other types of focality (vertex-vertex, 
vertex-edge, and edge-edge), and show that they are equivalent to graph 
isomorphism. In fact, we have the stronger result that each of the four kinds of 
focality for connected, bipartite graphs is equivalent to graph isomorphism. 
All graphs considered in this paper will be non-empty, finite, undirected, 
without multiple edges or loops, and without isolated vertices. Aut G is the 
automorphism group of G. For x E V(G) the stubiliser of x will be denoted by S, 
or S(X; G), i.e., S, := {a E Aut G: ox =x}. The stabiliser of an edge e E E(G) is 
defined similarly and will be denoted by S, or s(e; G). If there is a u E S, which 
interchanges the endpoints of e, then e is involutorial. The graph G is involutorial 
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if all edges are involutorial. A vertex z is a fixed point of G if it is fixed by every 
automorphism of G. 
Definition 1.1. (i) A vertex x E V(G) is O-focal if there is a unique vertex x’ fx 
such that S, c S,.; x is l-focal if there is a unique edge e not incident with x such 
that S, c S,. Dually, an edge e E E(G) is O-focal if there is a unique vertex z not 
incident with e such that S, c S,; e is l-focal if there is a unique edge e’ #e such 
that S, c S,.. 
(ii) G is (0, i)-focal [resp. (1, i)-f oca I] ‘f 1 every vertex of G is i-focal [every edge 
of G is i-focal], i E (0, l}. 
Given a graph G, put &. *= V(G), Z1 := E(G). If G is (i, j)-focal, then by 
definition there is a unique map f: Zi+ Zj such that S, c SrCx, for any x E &. This 
will be called the focal map of G. 
With this terminology we can state the main result of this paper: 
Theorem 1.2. For any i, j E (0, l} the problem of testing whether a given 
connected bipartite graph is (i, j)-focal is equivalent to the graph isomorphism 
problem. 
It is easy to see how testing for (i, j)-focality can be reduced to the 
isomorphism problem. We give here a sketch of the argument for (i, j) = (1, 0) 
(focality in the sense of Rosa), the other cases being similar. 
From the definition of focality it is immediate that it suffices to show that for a 
given graph G and a given edge e of G, the problem of determining whether e is 
O-focal can be reduced to the isomorphism problem. Let G be a graph of order n, 
e = [x, y] E E(G). Form G, by taking a path P of length n, disjoint from G, and 
joining one endpoint of P to x and y. Then Aut G, = S(e; G) (more precisely, 
restriction to V(G) is an isomorphism Aut G,+ s(e; G)). Hence e is a O-focal 
edge of G if and only if G, has a unique fixed point z not belonging to 
V(P) U {x, y}. Therefore every vertex in V(G)\ {x, y} has to be tested for being 
a fixed point in G,. Testing for fixed points is known to be reducible to graph 
isomorphism [3]. 
The various reductions of graph isomorphism to bipartite (i, j)-focality are 
carried out in Section 3. The general idea is the same in all cases. We take a small 
bipartite “test graph” T which is (i, j)-focal but loses this property when it is 
relativised to some subgroup r of Aut T. Given an instance G? s H of the 
isomorphism problem, a graph X is constructed by replacing some or all of the 
vertices of T by copies of suitably chosen bipartite graphs FG, FH which encode 
the structure of G and H and have appropriate focality properties. The 
replacement is carried out in such a way that if G and H are isomorphic, then 
Aut X acts on the underlying test graph T like Aut T; if they are not, then Aut X 
acts like r, thus ensuring that X is (i, j)-focal if and only if G = H. 
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Throughout, we shall make use of the following technical notions which are 
closely related to focality. 
Definition 1.3. A vertex x E V(G) is O-displacing if S, r# & for any vertex x’ fx 
(i.e., the stabiliser of x displaces all other vertices); x is l-displacing if 5, q! 5, for 
any edge e of G (contrary to the definition of 1-focality the edges incident with x 
are not excluded). Similarly one can define i-displacing edges, i = 0, 1. An edge 
e = [x, y] is pointwise O-displacing [pointwise l-displacing] if the pointwise 
stabiliser of e, S, rl S,,, displaces all vertices not incident with e [displaces all edges 
e’ # e]. (i, j)-Displacing graphs and pointwise (1, j)-displacing graphs are then 
defined by stipulating that all vertices or all edges have the appropriate 
displacement property. A graph will be called totally displacing if it is (i, j)- 
displacing as well as pointwise (1, j)-displacing for any i, j = 0, 1. 
It is clear that the same kind of argument which establishes that (i, j)-focality is 
isomorphism-easy establishes this also for (i, j)-displacement. One can show that 
for any i, j E (0, l}, testing graphs for (i, j)-displacement is equivalent to graph 
isomorphism. A proof of this is given for (0, 0)-displacement which naturally 
arises in connection with (0, 0)-focality (Proposition (3.4)). 
We conclude this section with some examples illustrating the above definitions. 
Examples 1.4. (i) Dkplacement. The graphs K,,, n 2 5, and K,,,,, n 2 m 2 3, are 
totally displacing (in addition, K,, and K,,, are involutorial). 
(ii) Focality (random assortment). K4 is (l,l)-focal and (i, j)-displacing for any 
(i, j) #(l, 1). The C ar esian t product of two odd cycles is (1, 0)-focal and 
(l,l)-focal, as well as (0, 0)-displacing. The complete bipartite graphs K2,“, n 22, 
are (1, 0)-focal and (1 ,l)-focal without being (0, 0)-displacing. Cycles with a 
pendant edge attached at each vertex are (0, 1)-focal as well as (1, 1)-focal. The 
strong product of an even cycle of length 2 6 with K, is (i, j)-focal for 
(i, j) = (0, 0), (0, l), (1, 1). No graph can be both (0, 0)-focal and (1, 0)-focal [5]. 
2. Displacement properties of graphs of lexicographic product type 
In the sequel it will be necessary to encode arbitrary graphs by graphs with 
prescribed focality or displacement properties. By a coding we mean a mapping 
G I+ FG of the class of all graphs into itself such that given any two graphs G, G’, 
the coding graphs FG and FGf are isomorphic if and only if G and G’ are 
isomorphic. A case in point of such a construction is to hx some graph H and to 
consider the lexicographic product FG . *= G[H]. It is known from [2], Satz 1, that 
G[H] = G’[H] implies G = G’. 
The displacement properties of the lexicographic product depend to a large 
extent on the second factor. In the following lemma we sum up what is relevant 
for our purposes. 
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Lemma 2.1. Let G, H be graphs. Then: 
(i) ZfH is (0, i)-displacing, then so is G[H], i E (0, l}. 
(ii) 1f H rS [pointwise] (1, 0)-displacing and (0, 0)-displacing, then G[H] is 
[pointwise] (1, 0)-displacing. 
(ii) If H is [pointwise] (1, 1)-displacing as well as (0, 0)- and (0, 1)-displacing, 
then G[H] is [pointwise] (1, 1)-displacing. 
(iv) 1f H is totally displacing, then so is G[H]. 
Proof. Given any vertex u E V(G) and any (Y E Aut H, then the map 
o,,,: (4 Y) * (4 (Yy), o,,,:(X,Y)*(X,Y) ifx+u, 
is an automorphism of G[H]. The group generated by all o~,~‘s i  the subgroup of 
Aut G[H] stabilising each of the fibers isomorphic to H. The conditions given in 
(i), (ii), (iii) g uarantee that in each case there is a a,,, having the required 
fixing/displacing property. Checking the details is routine. (iv) follows from the 
other three statements. Cl 
We shall also need a similar construction which provides coding graphs which 
are bipartite. To this end we define what might be called the bipartite composition 
of two graphs. Given a graph G denote by G’ the subdivision of G, i.e. the graph 
obtained by subdividing each edge e of G by a new vertex u,. Thus V(G’) = 
V(G) U U,, where U, := {u,: e E E(G)}. G . is bipartite, and if G is connected, 
V(G) and U, are the colour classes of G’. 
Definition 2.2. Let G, H be graphs. The bipartite composition GH is the graph 
given by 
V(GH) = V(G’) x V(H’), 
[(x, y), (x’, y’)] E E(GH)Gx =x’ and [y, y’] E E(H’) 
or [x, x’] E E(G’) and y, y’ E V(H) 
(recalling that by convention V(H) c V(H’)). In other words, GH is obtained 
from the lexicographic product G’[H] by subdivision of all edges in the fibers 
corresponding to H. 
Clearly GH is bipartite. If G is connected and H arbitrary, then GH is 
connected. A suitable adaptation of the proof of the theorem of Imrich 
mentioned above shows that GH = G’H implies G = G’. 
For U, v E V(GH) define u - v if and only if there is a iv-path every other 
vertex of which is of degree 2. This is an equivalence relation (on any graph). In 
the case where H is connected the --classes of GH are precisely the sets 
{v} x V(H’), 21 E V(G’). This provides an invariant characterisation of the fibers 
of GH. It follows that the automorphisms of GH respect the fibers, which in turn 
says that if both G and H are connected, then GH has no colour-inverting 
automorphism except when G’ (and hence G) is a cycle. 
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Concerning the displacement properties of GH it is to be noted that they 
depend considerably less on those of H than in the case of the lexicographic 
product. In general, none of the four properties is transmitted if taken separately. 
We need the following two results which are used in the proofs of Propositions 
(3.4) and (3.6), respectively. 
Lemma 2.3. If G is any graph and H is totally displacing and involutorial, then 
GH is totally displacing. 
The proof is quite similar to that of Lemma 2.2. The hypothesis that H be 
involutorial is needed to make sure that in GH the neighbours (and incident 
edges) of the vertices of degree 2 are properly displaced. 
Lemma 2.4. Zf G is any graph and C a cycle, then CC is (0, 0)-focal and 
(0, 1)-displacing. 
Proof. The fibers of CC are copies of C’, hence they are 2r-cycles, where 
r = ICI. For any y E V(C) let Y be the vertex of C’ opposite y. Then 
is the focal map of CC. To see this consider any (v, w) E V(GC). Denote by c 
the automorphism of C’ induced by the cyclic automorphism of C (i.e. 5; rotates 
C’ by two units). Define I;, by 
(v,y)++(v,~), (x,Y)++(~ <Y) ifxfv. 
This is an automorphism of CC which fixes (v, w) and displaces all vertices and 
edges of CC not in the fiber through (v, w). This fiber, call it F, is fixed by 
S := S((v, w); CC) (automorphisms respect fibers). S has exactly one non- 
identity element, viz. the reflection of F fixing (v, w). Since F is an even cycle, 
this reflection displaces all edges of F and fixes exactly the vertex (v, @). Cl 
3. Reduction of graph isomorphism to focality 
Because it is particularly simple yet incorporates all significant features of the 
subsequent proofs we begin with the case of (0, 1)-focality, not assuming 
bipartiteness. 
Proposition 3.1. Graph isomorphism is reducible to testing connected graphs for 
(0, l)-focal@. 
Proof. Fix an integer r 2 5. We use coding by the lexicographic product 
G * G[K,]. By Lemma 2.1(i), G[K,] is (0, 0)-displacing and (0, 1)-displacing. 
Recall also that G[K,] = H[K,] implies G = H. 
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As test graph we take a pentagon with vertices ui, . . . , v5, say. Given any two 
graphs G, H let X1, . . . , X4 be copies of G[K,], X5 a copy of H[K,], all disjoint, 
and form X by jointing every x E V(X,) to vi, i = 1, . . . , 5. If G and H are 
non-isomorphic, then S(v,;X) fixes every edge of the pentagon. On the other 
hand, if G = H, then for any x E V(Xi) U {vi} the only edge non-incident with x 
fixed by S(x; X) is the edge of the pentagon opposite vi, i = 1, . . . ,5 (here one 
uses that the Xi’s are (O,O)-displacing and (0, 1)-displacing). Hence X is 
(0, 1)-focal if and only if G = H. Notice that X is always connected. Cl 
The remainder of this section deals with reductions of graph isomorphism to 
bipartite focality. 
Lemma 3.2. With every graph G one can associate a connected bipartite graph FG 
in such a way that 
(i) FG is (1, 0)-focal and (1, l)-focal and has a unique fixed point; 
(ii) Fo = FH if and only if G = H. 
Proof. Let D be a graph which is (0, j)-displacing and pointwise (1, j)-displacing 
for j = 0 and 1. Form the Zykov join Z of D with a single vertex z, i.e. join z with 
every vertex of Z, and let F := Z’ (the subdivision of Z). It is a matter of 
straightforward verification to see that F is (1, j)-focal, j = 0 and 1, the focal maps 
being given by [x, u,] my for j = 0, and [x, u,]~ [u,, y] for j = 1, where 
e = [x, y] E E(Z) an d U, is the vertex subdividing e. The vertex z is a fixed point 
of F, its degree being greater than any other. Finally, since D is (0, 0)-displacing 
it has no fixed point, and hence z is the only fixed point of F. Thus F satisfies 
condition (i) of the lemma. 
To obtain F, for an arbitrary graph G fix some r 2 5 and apply the above 
construction to D G := G[K,]. By Lemma 2.1, DG has the required displacement 
properties. 
Statement (ii) expresses the right cancellation property of the lexicographic 
product. Cl 
Proposition 3.3. Graph isomorphism is reducible to testing connected bipartite 
graphs for (1, k)-focality, k = 0, 1. 
Proof. The coding here is G H Fc as given by Lemma 3.2. The test graph is K2,3 
(which is (1, k)-focal, k =O, 1). Denote its colour classes by {a,, a,}, 
{b,, b1, b2]. 
Given any two graphs G, H form a new graph X by taking two copies of FG and 
one of FH, and attaching them to bO, bl, bZ, respectively, in each case using the 
fixed point as vertex of attachment. Obviously X is connected and bipartite. 
Regardless of what the graphs G and H are, it is clear that in X any edge of the 
two copies of FG is k-focal, and the same holds for the edges of the copy of FH. 
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The edges [a,, b2], i = 0, 1, are likewise k-focal (indeed, the only vertex fixed by 
S([a,, b,]; X) is al-i, the only edge which is fixed is [al-i, &I). If G s H, then the 
remaining four edges [ai, b,], i, j = 0, 1, also are k-focal, whereas in the opposite 
case S([Ui, b,]; X) fixes every vertex of K2,3. Thus X is (1, k)-focal if and only if 
G=:H. 0 
Proposition 3.4. Graph isomorphism is reducible to testing connected bipartite 
graphs for (0, 0)-foculity. 
Proof. We show that graph isomorphism is reducible to testing connected 
bipartite graphs for (0, O)-displacing, with Lemma 3.5 providing the reduction to 
(0, 0)-focality. 
The coding we use here will be the bipartite composition G * GK, for some 
fixed r 2 5. By Lemma 2.3, GK, is connected, bipartite, (O,O)-displacing and 
(0, l)-displacing. Denote by AG the colour class of GK, containing V(G) x U, 
where U is the set of vertices of K; which subdivide the edges of K,. 
As test graph we use Kj,, (with vertices labeled as in Fig. 1). This is a 
(0, 0)-displacing graph. However, endowed with the black-white bicolouration 
indicated in the figure, Kj,, ceases to be (0, 0)-displacing. For example, there is 
no automorphism, which respects the bicolouration, fixes uol and displaces uo3. 
Following the bicolouration of K;,3 let Xi be a copy of GK, or HK, according as 
i = 0, 3 or i = 1,2,4, 5. By Ai denote the colour class of Xi corresponding to Ao 
or AH, as the case may be. Construct X by replacing each vertex vi of Kj,, by Xi, 
joining all vertices in Ai to uij whenever [ui, Uij] E E(K;,,), i = 0, . . . , 5 (Fig. 2). 
Clearly X is connected and bipartite. From the preceding remarks it follows that 
if G and H are non-isomorphic, then uol is not a O-displacing vertex of X. On the 
other hand, the displacement and invariance properties of the Xi’s together with 
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Fig. 2. 
Lemma 3.5. (0, 0)-Displacement reduces to (0, 0)-focality within the class of 
connected bipartite graphs. 
Proof. Given an aribtrary graph G form a new graph G’ by attaching a pendant 
edge e, at each vertex x of G. Then clearly G’ is (0, 0)-focal if and only if G is 
(0, 0)-displacing (the endpoints of the edges e, correspond to each other under 
the focal map). Moreover, G’ is [connected] bipartite if and only if G is 
[connected] bipartite. Cl 
This simple construction also shows that the focal map of a (0, 0)-focal graph, 
while necessarily of period 2, need not be an automorphism. 
Proposition 3.6. Graph isomorphism is reducible to testing connected bipartite 
graphs for (0, 1)-focal@. 
Proof. Here we code by taking G H Fo := (CC)’ (notation of Lemma 3.5, i.e. 
attachment of pendant edges), where C is some fixed cycle. Fo is connected and 
bipartite; we denote by A, the colour class which contains V(G) x UC, where U, 
is the set of subdividing vertices of C. By Lemma 2.4, GC is (0, 0)-focal and 
(0, 1)-displacing, and therefore FG is (0, 1)-focal. Because of the transitive action 
of Aut C, Fo has no fixed point. 
Given an instance G? = H of the isomorphism problem we may assume w.1.o.g. 
that G, H are connected and that neither is a cycle. This implies that Fo, FH have 
only colour-preserving automorphisms. 
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Fig. 3. 
Let Y be a 4-cycle with a pendant edge attached at each vertex (this is 
essentially the test graph). We construct X as follows. Take three copies 
Yr, Y2, Y3 of Y. The pendant vertices of yi will be denoted by y,,, . . . , yi4, 
i = 1, 2, 3, and the unique neighbour of yij by Zij. Let X1, X,, X3 be copies of FG, 
X, a copy of FH, and denote by Ak the colour class of X, corresponding to A, or 
AH, as the case may be. To obtain X join every vertex in Ak to y,,, y,,, ySk, 
k=l,..., 4 (Fig. 3). X is connected and bipartite. 
From the construction and the (0, 1)-focality of the Xk’s it follows immediately 
that every x E V(Xk) is l-focal in X, k = 1, . . . , 4, and the same holds for the 
vertices yi2, yi4 as well as their neighbours Zi2, Zi4, i = 1, 2, 3. The vertices which 
“distinguish” between G and H are those of the form yil, yi3, zil, zi3. Indeed, if G 
and H are non-isomorphic, then S(yil; X) fixes all of Y; whereas if G = H, then 
exactly one edge of X is fixed by S(yi,; X), viz. [yi3, +I. Then X is (0, 1)-focal if 
and only if G = H. 0 
References 
[l] P. Cameron, personal communication. 
[2] W. Imrich, ober das lexikographische Produkt von Graphen, Arch. Math. 20 (1969) 228-234. 
[3] R.C. Read and D.G. Corneil, The graph isomorphism disease, J. Graph Theory 1 (1977) 
339-363. 
(41 A. Rosa, in: M. Deza and I.G. Rosenberg (Eds.) Combinatorics 79 Part II, Annals of Discrete 
Math. 9 (1980) 307. 
(51 G. Sabidussi, Some remarks on focal graphs, C.J. Colbourn and R. Mathon (Eds.) in: 
Combinatorial Design Theory, Annals of Discrete Math. 34 (1987) 409-418. 
