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Abstract
We derive upper bounds on the generalization error of learning algorithms based
on their algorithmic transport cost: the expected Wasserstein distance between the
output hypothesis and the output hypothesis conditioned on an input example. The
bounds provide a novel approach to study the generalization of learning algorithms
from an optimal transport view and impose less constraints on the loss function,
such as sub-gaussian or bounded. We further provide several upper bounds on the
algorithmic transport cost in terms of total variation distance, relative entropy (or
KL-divergence), and VC dimension, thus further bridging optimal transport theory
and information theory with statistical learning theory. Moreover, we also study
dierent conditions for loss functions under which the generalization error of a
learning algorithm can be upper bounded by dierent probability metrics between
distributions relating to the output hypothesis and/or the input data. Finally, under our
established framework, we analyze the generalization in deep learning and conclude
that the generalization error in deep neural networks (DNNs) decreases exponentially
to zero as the number of layers increases. Our analyses of generalization error in
deep learning mainly exploit the hierarchical structure in DNNs and the contraction
property of f -divergence, which may be of independent interest in analyzing other
learning models with hierarchical structure.
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1 Introduction
When designing a learning algorithm, one fundamental goal is to make the learning algo-
rithm perform well on unseen test data, only with access to a nite number of training data.
Formally, we hope that the population risk ( i.e. test error) of the learning algorithm is as
small as possible. Unfortunately, minimizing the population risk directly is computationally
intractable, because the underlying distribution of the data is unknown. Therefore, to
achieve this goal, we separate the population risk as a trade-o sum between empirical risk
( i.e. training error) and the generalization error. The empirical risk measures the extent to
which the learning algorithm is consistent with empirical evidence ( i.e. data tting), while
the generalization error quanties how well the empirical risk can be a valid estimate of
the population risk ( i.e. generalization). Thus, one can obtain a hypothesis with minimal
population risk by minimizing both the generalization error and empirical risk. Minimizing
the empirical risk alone can be realized though empirical risk minimization (Vapnik 1999)
or its alternatives, for example, the stochastic approximation (Kushner and Yin 2003).
However, as the generalization error cannot be minimized directly, it is a common practice
to derive a generalization upper bound analytically so that we can study the conditions
under which it is guaranteed to be small.
In this paper, we analyze the generalization error of a learning algorithm from an
optimal transport perspective. Specically, our contributions lie in four aspects:
• We derive an optimal-transport type of generalization error bounds for learning
algorithms with Lipschitz continuous loss functions. This result does not put any
constraint, for example, the sub-gaussian assumption, on the distribution of input
data or the model parameter and applies to unbounded loss functions.
• The bound we derive can be related to other probability metrics, e.g., total variation
distance, relative entropy, and some notions in classical learning theory, for example,
the VC dimension. Therefore, our theory bridges optimal transport theory and
information theory with statistical learning theory.
• Some other generalization error bounds with dierent probability metrics are also
derived under dierent assumptions on the loss function. For example, for a learn-
ing algorithm with a bounded loss function, a total-variation type generalization
error bound can be derived. Via inequalities between probability metrics, the total-
variation type generalization error bound can further be bounded by other probability
metrics, such as Hellinger distance and χ2 distance.
• Under our established framework, we are able to analyze the generalization error
in deep learning by exploiting the contraction property of f -divergence and the
hierarchical structure in DNNs and conclude that the generalization error in DNNs
decreases exponentially to zero as the number of layers increases.
The rest of this paper is structured as follows. In Section 2, some related works are
introduced. Section 3 formalizes the research problem and gives some basic denitions. In
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Section 4, we derive our main theorem that studies the generalization error of a learning
algorithm from an optimal transport perspective. Section 5 further relates the main theorem
to some notions in classical learning theory, for instance, the VC dimension, and derives
generalization upper bounds w.r.t. other probability metrics under dierent conditions for
loss functions, which extends the main theorem. In Section 6, we analyze the generalization
error in deep learning under our established framework and conclude that the key to the
non-overtting puzzle in a DNN is its hierarchical structures.
2 Related Works
Our work is related to several dierent research topics about algorithmic or theoretic
aspects of machine learning, summarized below.
2.1 Generalization in Classical Statistical Learning Theory
We note that there exists extensive studies on the generalization in classical learning theory.
Hence, the references listed here are far from exhaustive.
One central goal in statistical learning theory is to study the condition under which
a learning algorithm can generalize. Mathematically, it requires that the generalization
error converges asymptotically to zero as the number of training examples goes to innity.
Traditional ways of charactering the generalization capability of a learning algorithm
mainly rely on the complexity of hypothesis class, e.g. VC dimension, Rademacher and
Gaussian Complexities, covering number (Vapnik 2013, Bartlett and Mendelson 2002,
Bartlett et al. 2005, Zhou 2002, Zhang 2002) or the algorithmic property of the learning
algorithm itself, e.g. uniform stability, robustness, algorithmic luckiness (Liu et al. 2017,
Shalev-Shwartz et al. 2010, Bousquet and Elissee 2002, Xu and Mannor 2012, Herbrich and
Williamson 2002). These classical learning theory based approaches consider the worst
case generalization error over all functions in the hypothesis class and have successfully
explained some prevalent learning models, such as the Support Vector Machines (SVMs)
for binary classication (Vapnik 2013). Some other approaches are also proposed to analyze
the generalization in machine learning, such as PAC-Bayesian approach, Occam’s Razor
bound, and sample compression approach(Langford 2005, Ambroladze et al. 2007).
It is worth mentioning that some works show that these approaches are tightly con-
nected. For example, Liu et al. 2017 proves that a higher algorithmic stability implies a
smaller hypothesis complexity and Rivasplata et al. 2018 analyzes the PAC bayesian bounds
for stable learning algorithms. Nevertheless, these approaches are insucient to explain
the generalization of learning models with large hypothesis space, such as deep neural
networks (Zhang et al. 2016). Therefore, it is necessary to nd a valid approach that can
explain why deep learning is attractive in terms of its generalization properties.
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2.2 Information Theoretic Learning and Generalization
Recently, inspired by an observation in learning theory that learning and information
compression are closely related, in the sense that both tasks involve nding identifying
patterns or regularities in the training data to re-construct or re-identify future data with
similar patterns, some information-theoretic approaches to analyze the learnability and
generalization capability of learning algorithms are studied (Nachum et al. 2018, Bassily
et al. 2018, Alabdulmohsin 2018, Xu and Raginsky 2017, Alabdulmohsin 2017, Russo and Zou
2016, Bassily et al. 2016, Raginsky et al. 2016, Alabdulmohsin 2015, Dwork et al. 2015, Wang
et al. 2016). Specically, Russo and Zou 2016 show that mutual information the collection of
empirical risks and the nal output hypothesis can be used to bound the generalization error
for learning algorithms with nite hypothesis class. Xu and Raginsky 2017 then extend this
result to the case of uncountable innite hypothesis space and bound the generalization
error by the mutual information between the input training set and the output hypothesis,
providing a clearer explanation that when the output hypothesis relies less on the training
data, the generalization will be better. However, both of these results require that the
loss function is sub-gaussian, where the result may not apply to the case when the data
distribution is heavy tailed. Alabdulmohsin 2015 also provides an analysis of stability and
generalization from an information-theoretic perspective and shows that the stability of a
learning algorithm can be controlled by an information-theoretic notion of algorithmic
stability, which is also dened as the mutual information between the input training
data and output hypothesis, but the underlying metric dening the mutual information
is total variation instead of relative entropy. However, the analysis of Alabdulmohsin
2015 restricts to bounded loss functions and countable instance and hypothesis space.
In a similar information-theoretic spirit, other information-theoretic notions of stability
are proposed: Raginsky et al. 2016 proposes the several information-theoretic notions of
stability, such as erasure mutual information, which is an information-theoretic analogous
of replace-one stability proposed in Shalev-Shwartz et al. 2010; Dwork et al. 2015, Wang
et al. 2016, Bassily et al. 2016 propose notions of stability based on KL divergence, which
often arises in the problem of dierential privacy.
2.3 Optimal Transport in Machine Learning
Optimal transport provides a powerful, exible, and geometric way to compare probability
measures, which is equivalent to measure the Wasserstein distance between two probability
distributions (Peyré et al. 2017) . Optimal transport has recently drawn attention from the
machine learning community, because it is capable of tackling some challenging learning
scenarios such as generative learning (Arjovsky et al. 2017, Gulrajani et al. 2017), transfer
learning (Courty et al. 2017) , and distributionally robust optimization (Lee and Raginsky
2017, Gao and Kleywegt 2016) . When comparing dierent probability distributions, the
main advantage of Wasserstein metric over other common probability metrics (such as
relative entropy, total variation distance) lies in its good convergence property even when
the supports of two probability measures have a a negligible intersection (see example 1 of
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Arjovsky et al. 2017). To our knowledge, the studies of characterizing the generalization
capability of a learning algorithm from an optimal transport perspective are quite limited.
3 Problem Setup
We consider the traditional paradigm of statistical learning, where there is an instance
space Z , a hypothesis spaceW , and a nonnegative loss function ` : Z ×W → R+. The
training sample of size n is denoted by Sn = {Z1, . . . , Zn} ∈ Zn where each element
Zi ∈ Z, i = 1, . . . , n is drawn i.i.d. from an unknown underlying distribution D. A
learning algorithm A : ∪∞n=1Zn →W can be viewed as a (possibly randomized) mapping
from the training sample space Zn to the hypothesis space W . Following the settings
above, the learning algorithm can be uniquely characterized by a Markov kernel PW |Sn ,
which means that given the training sample Sn, the learning algorithm picks the output
hypothesis W ∈ W according the conditional distribution PW |Sn . Note that when PW |Sn
degenerates to a Dirac Delta distribution, the mapping A becomes deterministic, which
matches the traditional setting of statistical learning, such as Support Vector Machines
and linear regression. For any hypothesis W ∈ W , the population risk is dened as
R(W ) = Ez∼D[`(z;W )] . (1)
The population risk is the performance measure of the hypothesis W . Therefore, the
goal of learning is to nd a hypothesis W with small population risk, either with high
probability or by expectation, under the data generating distribution D. However, as
the underlying population D is unknown, the learning algorithm cannot compute and
minimize the population risk R(W ) directly. Instead, it can compute the empirical risk of
W on the training sample as a proxy, which is dened by
RSn(W ) = Ez∼Sn [`(z;h)] =
1
n
n∑
i=1
`(zi;W ) (2)
where Sn is the empirical distribution of the training examples. To evaluate how well the
empirical risk can be a valid estimate of the population risk, it denes the generalization
error as the dierence between the population risk and the empirical risk:
GSn(D,PW |Sn) = R(W )−RSn(W ) . (3)
A small generalization error implies that the empirical risk on the training sample can be a
good estimate of the population risk on the underlying unknown population D. In this
paper, we are interested in expected generalization error, which is dened as
G(D,PW |Sn) = E[R(W )−RSn(W )] (4)
where the expectation is taken over the joint distribution of training sample Sn and the
hypothesis W (i.e. PSn,W = PSn × PW |Sn = Dn × PW |Sn).
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As discussed earlier, the goal of learning is to make the population risk R(W ) as
small as possible, either in expectation or with high probability. In this paper, we are
interested in the expected population risk, which is E[R(W )]. We then have the following
decomposition,
E[R(W )] = G(D,PW |Sn) + E[RSn(W )] , (5)
where the rst term in the right hand side of the equation controls the generalization
and the second term measures the data tting. To minimize the expected population
risk E[R(W )], we need to minimize both terms. Often, when the training error is small,
the learning algorithm tends to t the training data too well and thus generalizes poorly
to unseen test data; when the training error is large, the learning algorithm tends to
be insensitive to the training data and therefore has better generalization capabilities
towards test data. Thus, a learning algorithm faces a trade-o between minimizing the
empirical risk (i.e. data-tting) and generalization, which is also known as bias-variance
trade-o (Mohri et al. 2012) in statistical learning. In what follows, it will be shown how
the generalization error can be related to optimal transport.
4 GeneralizationGuarantees viaAlgorithmicTransport
Cost
We assume that the hypothesis spaceW is a Polish space (i.e. a complete separable metric
space) with metric dW and denote by Pp(W) the space of all Borel probability measures
with nite p-th (p ≥ 1) moments onW . We can dene a family of metrics on the space
Pp(W) with respect to the metric structure dW onW .
Denition 1 (Wasserstein Distance). For any p ≥ 1, the p-Wasserstein distance between
two probability measures P,Q ∈ Pp(W) is dened as
Wp(P,Q) := inf
M∈Γ(P,Q)
(E(W,W ′)∼M [dpW(W,W
′)])1/p (6)
where Γ(P,Q) denotes the collections of all measures onW ×W with marginals P andQ on
the rst and second factors respectively. The set Γ(P,Q) is also called the set of all couplings
of P and Q.
The Wasserstein distance is often used in the problem of optimal transport, which
is also called earth mover’s distance. Intuitively, for any coupling Γ(P,Q) of W ∼ P
and W ′ ∼ Q, if each distribution can be viewed as a unit amount of “dirt” piled onW ,
the conditional distribution PW ′|W can be seen as a randomized policy for moving a unit
quantity of dirt from a random location W to another location W ′ . If the cost for moving
a unit amount of dirt is dpW(W,W ′)], then the optimal cost is identical to the denition of
Wpp(P,Q) .
In the proof of our main result, we will adopt the Kantorovich dual representation of
1-Wasserstein metric. It is worth mentioning that as p-Wasserstein metric is a monotonic
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increasing function of p for p ≥ 1, any upper bound holds for p = 1 naturally holds for
any p ≥ 1.
Lemma 1 (Villani 2008). Let P,Q be two probability measures dened on the same metric
space W , i.e., P,Q ∈ Pp(W). Then the 1-Wasserstein distance between P and Q can be
represented as
W1(P,Q) =
1
K
sup
Lip(f)≤K
Ex∼P [f(x)]− Ex∼Q[f(x)] (7)
where Lip(f) denotes the Lipschitz constant for f .
We then dene the notion of algorithmic transport cost for a learning algorithm A .
Denition 2 (algorithmic transport cost). For a learning algorithm A : ∪∞n=1Zn → W
with the training set S ∈ Zn, the data generating distribution D, and the Markov kernel
PW |Sn , the algorithmic transport cost can be dened as
Opt(D,PW |Sn) = Ez∼D[W1(PW , PW |z)] . (8)
Remark 1. The notion of algorithmic transport cost is dened by the average 1-Wasserstein
distance between W and W |z, where z is one input example. Intuitively, when one input
example z has less contribution on determining W , the cost of moving probability mass
from W to W |z will become less and thus the generalization will be better. An extreme
case is that, when W is independent of z, then the generalization error will become zero,
since the output hypothesis does not have any correlation with input and therefore has
the same performances on both training data and test data.
Following the denitions and the lemma above, we have our main theorem, which
bounds the generalization error of a learning algorithm via algorithmic transport cost.
Theorem 1. Assume that the function W 7→ `(W, z) is K-Lipschitz continuous for any
z ∈ Z :
|`(W, z)− `(W ′, z)| ≤ K ∗ dW(W,W ′) for any W,W ′ ∈ W . (9)
The expected generalization error of a learning algorithm A can be upper bounded by
E[R(W )−RSn(W )] ≤ K ∗ Opt(D,PW |Sn) . (10)
Proof. Let A : ∪∞n=1Zn → W be a learning algorithm that has access to a nite set
of training examples Sn = {Zi}i=1,...,n ∈ Zn where each element draws i.i.d. from an
unknown underlying distribution D. Let W ∼ PW |Sn be a random variable that stands for
the hypothesis output by A with a Markov kernel PW |Sn and z ∼ Sn be a single random
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training example. By denition, we have
E[R(W )−RSn(W )]
= EW,Sn
[
Ez∼D[`(z;W )]− 1
n
n∑
i=1
`(zi;W )
]
= EW,Sn [Ez∼D[`(z;W )]− Ez∼Sn [`(z;h)]]
= EW,SnEz∼D[`(z;W )]− EW,SnEz∼Sn [`(z;W )]
= EWEz∼D[`(z;W )]− EWESn|WEz∼Sn [`(z;W )] . (11)
As z ∼ Sn is a random training example which is chosen uniformly at random from the
training set Sn, we have the following relationship between the output hypothesis W , the
training set Sn, and the random training example z:
z ← Sn → W (12)
which means that z and W are conditionally independent of each other when given Sn.
Therefore, by marginalization, we have
ESn|WP(z|Sn) = ESn|WP(z|Sn,W ) = P(z|W ) . (13)
Substituting (13) into (11) yields
E[R(W )−RSn(W )]
= EWEz[`(z;W )]− EWEz|W [`(z;W )]
= EzEW [`(z;W )]− EzEW |z[`(z;W )]
= Ez
[
EW [`(z;W )]− EW |z[`(z;W )]
]
≤ K ∗ Ez
[
1
K
sup
Lip(fz)≤K
EW∼PW [fz(W )]− EW∼PW |z [fz(W )]
]
= K ∗ Ez
[
W1(PW , PW |z)
]
= K ∗ Opt(D,PW |Sn) , (14)
where the inequality follows Lemma 1, which completes the proof.
Remark 2. The derivation of this generalization error bound only requires that the
loss function `(W, z) is K-Lipschitz continuous w.r.t. its rst argument W . The Lipschitz
condition can also be imposed on the second argument z or (W, z). Similar results also
hold by slightly modifying the denition of algorithmic transport cost.
5 Upper Bound via Probability Metrics
In the previous section, we derive an upper bound on the expected generalization error of a
learning algorithm w.r.t. the algorithmic transport cost, which is dened as the expected 1-
Wasserstein distance between the output hypothesis and the output hypothesis conditioned
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on an input example. In this section, we will rst show that the generalization error can
also be bounded by other probability metrics via inequalities between probability metrics.
5.1 Generalization Bound with Total Variation Distance
In this subsection, we will show that the generalization error can be further upper bounded
by total variation distance among distributions relating to input data and output hypothesis.
First, we give the denition of total variation distance along with its dual and coupling
representations.
Denition 3 (Total Variation). Let P,Q be two probability measures dened on the same
metric spaceW . The total variation distance between P and Q is dened by
TV(P,Q) := sup
A⊂W
|P (A)−Q(A)| (15)
where the supremum is over all Borel measurable sets.
Lemma 2 (Dual Representation of Total Variation Distance). Let P,Q be two probability
measures dened on the same metric spaceW . The total variation distance between P and Q
is can be represented as
TV(P,Q) =
1
2F
sup
‖f‖∞≤F
Ex∼P [f(x)]− Ex∼Q[f(x)] . (16)
Lemma 3 (Coupling Characterization of Total Variation Distance). Let P,Q be two proba-
bility measures dened on the same metric spaceW . The total variation distance between P
and Q has a coupling characterization
TV(P,Q) = inf
(X,Y )∼Γ(P,Q)
P(X 6= Y ) . (17)
With the above denition and lemmas, we derive a generalization upper bound w.r.t.
total variation distance.
Theorem 2. Assume that the hypothesis spaceW is bounded, i.e.,
diam(W) := sup
w,w′∈W
dW(w,w′) <∞ , (18)
and the function W 7→ `(W, z) is K-Lipschitz continuous for any z ∈ Z . The expected
generalization error of a learning algorithm A can be upper bounded by
E[R(W )−RSn(W )] ≤ K ∗ diam(W) ∗ TV(PW × Pz, PW,z) . (19)
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Proof. For any W,W ′ ∈ W and W ∼ PW ,W ′ ∼ PW |z , we have
dW(W,W ′) = 1W 6=W ′dW(W,W ′) ≤ 1W 6=W ′ ∗ diam(W) . (20)
Taking the inmum of the expected value over Γ(PW , PW |z) on both sides of the above
inequality and following Denition 1 and Lemma 3, we have
W1(PW , PW |z) ≤ diam(W) ∗ TV(PW , PW |z) . (21)
Following the denition of algorithmic transport cost and Theorem 1, we obtain
E[R(W )−RSn(W )] ≤ K ∗ diam(W) ∗ Ez∼D
[
TV(PW , PW |z)
]
. (22)
By Denition 3, it follows
Ez∼D
[
TV(PW , PW |z)
]
= Ez∼D[ sup
A⊂W
|PW (A)− PW |z(A|z)|]
=
∫
Z
p(z) sup
A⊂W
|PW (A)− PW |z(A|z)|dz
= sup
A⊂W
∣∣∣∣PW (A)∫Z p(z)dz −
∫
Z
PW,z(A, z)dz
∣∣∣∣
≤ sup
(A,B)⊂W×Z
|PW (A)Pz(B)− PW,z(A,B)|
= TV(PW × Pz, PW,z) . (23)
Combining (23) and (22), it completes the proof.
The above theorem requires that the loss function is Lipschitz continuous and the
hypothesis space is bounded. When the loss function is bounded, we can also upper bound
the generalization error via total variation distance by exploiting the dual representation of
total variation distance. This result is an extension of Alabdulmohsin 2015, which requires
that both the instance space Z and the hypothesisW are countably nite.
Theorem 3. Assume that the loss function `(W, z) is bounded for any (W, z), i.e.,
F = sup
(W,z)∈W×Z
`(W, z) <∞ . (24)
The expected generalization error of a learning algorithm A can be upper bounded by
E[R(W )−RSn(W )] ≤ 2F ∗ TV(PW × Pz, PW,z) . (25)
Proof. From Equation (14), the expected generalization error can be rewritten as
EWEz[`(z;W )]− EW,z[`(z;W )] . (26)
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By the dual representation of total variation, as shown in Lemma 2, we have
EWEz[`(z;W )]− EW,z[`(z;W )]
≤ sup
‖f‖∞≤F
E(W,z)∼PW×Pz [f(W, z)]− E(W,z)∼PW,z [f(W, z)]
= 2F ∗ TV(PW × Pz, PW,z) (27)
which completes the proof.
5.2 Generalization Bound with Mutual Information
Following the results in the previous section, we can further bound the generalization error
via the mutual information between the input training sample S and the output hypothesis
W . The result in this section is complementary to that of Xu and Raginsky 2017, in the
sense that we do not require that the loss function is sub-gaussian w.r.t. (W, z).
Denition 4 (Relative Entropy). Let P,Q be two probability measures dened on the same
metric spaceW .The relative entropy between P and Q is dened by
KL(P‖Q) :=
∫
W
P (x) log
P (x)
Q(x)
dx . (28)
Denition 5 (Mutual Information). Let X, Y be two random variables dened on the same
metric spaceW .The mutual information between X and Y is dened by
I(X, Y ) := KL(PX,Y ‖PX × PY ) =
∫
W
P (x, y) log
P (x, y)
P (x)P (y)
dx , (29)
where PX,Y denotes the joint distribution of (X, Y ) and PX , PY are corresponding marginal
distributions.
Theorem 4. Assume that the hypothesis spaceW is bounded, i.e.,
diam(W) := sup
w,w′∈W
dW(w,w′) <∞ , (30)
and the function W 7→ `(W, z) is K-Lipschitz continuous for any z ∈ Z . The expected
generalization error of a learning algorithm A can be upper bounded by
E[R(W )−RSn(W )] ≤ K ∗ diam(W) ∗
√
I(W ;Sn)
2n
. (31)
Proof. Using Pinsker’s inequality, we obtain
TV(PW × Pz, PW,z) ≤
√
KL(PW,z||PW × Pz)
2
=
√
I(W ; z)
2
. (32)
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As S = {zi}ni=1 ∼ Dn and each element zi is drawn i.i.d. from the underlying unknown
distribution D, we deduce the following inequalities
I(W ;Sn)
= I(W ; z1, . . . , zn)
= H(z1, . . . , zn)−Hcond(z1, . . . , zn|W )
=
n∑
i=1
H(zi)−
n∑
i=1
Hcond(zi|zi−1, . . . , z1;W )
≥
n∑
i=1
H(zi)−
n∑
i=1
Hcond(zi|W )
= nI(W ; z) . (33)
It follows naturally
I(W ; z) ≤ I(W ;Sn)
n
. (34)
The proof ends by combining (32) and (34) .
5.3 Generalization Bound with Bounded Lipschitz Distance
Under assumption that the loss function is both Lipschitz and bounded, we derive the
generalization error bound with respect to the Bounded Lipschitz distance.
Denition 6 (Bounded Lipschitz Distance). Let P,Q be two probability measures dened
on the same metric spaceW .The bounded Lipschitz distance between P and Q is dened by
BL(P,Q) :=
1
G
sup
‖f‖BL≤G
Ex∼P [f(x)]− Ex∼Q[f(x)] (35)
where the bounded-Lipschitz norm ‖f‖BL of f is dened by
‖f‖BL = max
{
‖f‖∞, sup
x 6=y
|f(x)− f(y)|
dW(x, y)
}
. (36)
Theorem 5. Assume that the loss function `(W, z) = `z(W ) is bounded and Lipschitz
continuous continuous with respect toW for any z ∈ Z , i.e., there exists G, such that
G = ‖`z‖BL <∞ . (37)
The expected generalization error of a learning algorithm A can be upper bounded by
E[R(W )−RSn(W )] ≤ G ∗ Ez∼D[BL(PW , PW |z)] . (38)
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Proof. The proof is similar to Theorem 1 where the expected generalization error can be
rewritten as
EWEz[`(z;W )]− EW,z[`(z;W )] . (39)
By denition 6 , we deduce
EWEz[`(z;W )]− EW,z[`(z;W )]
Ez
[
EW [`(z;W )]− EW |z[`(z;W )]
]
≤ Ez
[
sup
‖fz‖BL≤G
EW [fz(W )]− EW |z[fz(W )]
]
= G ∗ Ez[BL(PW , PW |z)] (40)
which completes the proof.
5.4 Relationships to VC-dimension
We have derived several upper generalization upper bounds with respect to several proba-
bility metrics, such as total variation, Wasserstein distance, and relative entropy. In this
subsection, we will show how these results can be related to some traditional notions, for
example, the VC dimension, that characterize the learnability and generalization capability
in statistical learning.
The notion of VC-dimension arises in the problem of binary classication. In this
setting, the instance space Z = X ×Y , where X denotes the feature space and Y = {0, 1}
denotes the label space. The training set is Sn = {z1, . . . , zn} = {(xi, yi)}ni=1 ∈ X n × Yn.
The hypothesis spaceW is a class of functions that dene the mapping X → {0, 1} . For
any integer n ≥ 0, we present the denition of the growth function as in Mohri et al. 2012 .
Denition 7 (Growth Function). The growth function of a function classW is dened as
ΠW(n) = max
x1,...,xn∈X
|{(W (x1), . . . ,W (Xm)) : W ∈ W}| . (41)
In the following theorem, we show how the notion of VC dimension can be related to
our previous generalization bounds with probability metrics.
Theorem 6. IfW has nite VC-dimension d, the expected generalization error of a learning
algorithm A for binary classication can be upper bounded by
E[R(W )−RSn(W )] ≤ 2 ∗ TV(PW × Pz, PW,z) ≤
√
2d log+(
ne
d
)
n
, (42)
where log+(x) := max{1, log x} .
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Proof. In the setting of binary classication with hypothesis spaceW , we have
F = sup
(W,z)∈W×Z
`(W, z)
= sup
(W,(x,y))∈W×X×Y
`(W (x), y)
= max{`(0, 1), `(1, 0), `(0, 0), `(1, 1)}
<∞. (43)
Without loss of generality, we let F = 1. Therefore, by Theorem 3 , we have
E[R(W )−RSn(W )] ≤ 2 ∗ TV(PW × Pz, PW,z) . (44)
Using Pinsker’s inequality and Equation (34), it follows
E[R(W )−RSn(W )] ≤
√
2I(Sn;W )
n
. (45)
Denote the collection of empirical risks of the hypothesis in W on Sn by
ΛW (Sn) = {RSn(W )}W∈W . (46)
As the output hypothesis W only depends on the empirical risk of the training data Sn,
the following equality holds:√
2I(Sn;W )
n
=
√
2I(ΛW (Sn);W )
n
. (47)
Therefore, we have √
2I(ΛW (Sn);W )
n
≤
√
2H(ΛW (Sn))
n
≤
√
2 log(ΠW(n))
n
≤
√
2d log+(
ne
d
)
n
(48)
where the last inequality is due to Sauer’s lemma
ΠW(n) ≤
{
2n, n < d(
en
d
)d
, n ≥ d . (49)
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5.5 Generalization Bounds with Other Probability Metrics
In previous sections, we have derived generalization bounds with dierent probability
metrics under dierent assumptions (e.g. bounded, Lipschitz) of the loss function. By using
the relationships between dierent probability metrics, in this subsection, we can further
extend previous results to other probability metrics listed in Table 1. We rst present
precise denitions of these probability metrics.
Let P,Q be two probability measures dened on the same metric spaceW . We have
the following denitions.
Denition 8 (Prokhorov metric). The Prokhorov metric between P and Q is dened by
PR(P‖Q) := inf
B⊂W
{ > 0 : P (B) ≤ Q(B) + } (50)
where B = {x : infy∈B dW(x, y) ≤ } and the inmum is over all Borel sets B .
Denition 9 (Hellinger distance). The Hellinger distance between P and Q is dened by
HL(P‖Q) :=
[∫
W
(√
P (x)−
√
Q(x)
)2
dx
]1/2
. (51)
Denition 10 (χ2 distance). The χ2 distance between P and Q is dened by
χ2(P‖Q) :=
∫
W
(P (x)−Q(x))2
Q(x)
dx . (52)
We present some relationships among dierent probability metrics in Table 1.
Lemma 4. Let Ω be any metric space with metric dΩ and P,Q be two probability measures
on Ω. Then the following relationships holds.
(1). The Wasserstein and Prokhorov metrics satisfy
W(P,Q) ≤ (diam(Ω) + 1) ∗ PR(P,Q) (53)
where diam(Ω) = supx,y∈Ω dΩ(x, y) denotes the diameter of the probability space.
(2). The Bounded Lipschitz distance and Wasserstein metric satisfy
BL(P,Q) ≤W(P,Q) . (54)
(3). The Bounded Lipschitz distance and total variation distance satisfy
BL(P,Q) ≤ 2 ∗ TV(P,Q) . (55)
(4). The total variation distance and Hellinger distance satisfy
TV(P,Q) ≤ HL(P,Q) . (56)
(5).The relative entropy and χ2 distance satisfy
KL(P‖Q) ≤ log(1 + χ2(P‖Q)) ≤ χ2(P‖Q) . (57)
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Proof. (1). This result is due to Theorem 2 in Gibbs and Su 2002.
(2) & (3). These two results are classical facts in probability theory, which can
be proved by combining Denition 6 with the Kantorovich dual representation of 1-
Wasserstein metric in Lemma 1 and the dual representation of total variation distance in
Lemma 2 respectively.
(4). See p.35 in Le Cam 1969 .
(5). This result is proved by Gibbs and Su 2002 in Theorem 5.
The relationships are illustrated in Figure 1. Combining it with results in previous
subsections, we have the following generalization bounds for Lipschitz, bounded, bounded-
Lipschitz loss functions respectively.
Corollary 1 (Generalization Bounds for Lipschitz Continuous Loss functions). Assume
that the hypothesis spaceW is bounded, i.e.,
diam(W) := sup
w,w′∈W
dW(w,w′) <∞ , (58)
and the function W 7→ `(W, z) is K-Lipschitz continuous for any z ∈ Z . The following
generalization bounds holds:
(1). Generalization Bound by Prokhorov metric.
E[R(W )−RSn(W )] ≤ K ∗ (diam(W) + 1) ∗ Ez∼D[PR(PW , PW |z)] . (59)
(2). Generalization Bound by Hellinger distance.
E[R(W )−RSn(W )] ≤ K ∗ diam(W) ∗HL(PW × Pz, PW,z) . (60)
(3). Generalization Bound by χ2 distance.
E[R(W )−RSn(W )] ≤ K ∗ diam(W) ∗
√
log (1 + χ2(PW,Sn||PW × PSn))
2n
. (61)
Proof. (1). The result is due to Theorem 1 and (1) of Lemma 4.
(2). The result is due to Theorem 2 and (4) of Lemma 4.
(3). The result is due to Theorem 4 and (5) of Lemma 4.
Corollary 2 (Generalization Bounds for Bounded Loss functions). Assume that the loss
function `(W, z) is bounded for any (W, z), i.e.,
F = sup
(W,z)∈W×Z
`(W, z) <∞ . (62)
The following generalization bounds holds:
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(1). Generalization Bound by Mutual Information.
E[R(W )−RSn(W )] ≤ F ∗
√
2I(Sn;W )
n
. (63)
(2). Generalization Bound by Hellinger distance.
E[R(W )−RSn(W )] ≤ 2 ∗ F ∗HL(PW × Pz, PW,z) . (64)
(3). Generalization Bound by χ2 distance.
E[R(W )−RSn(W )] ≤ F ∗
√
2 log (1 + χ2(PW,Sn||PW × PSn))
n
. (65)
Proof. (1). The result is by Theorem 3, Pinsker’s inequality, and Equation (34).
(2). The result is due to Theorem 3 and (4) of Lemma 4.
(3). The result is due to (1) of Corollary 2 and (5) of Lemma 4.
Corollary 3 (Generalization Bounds for Bounded and Lipschitz Continuous Loss func-
tions). Assume that the loss function `(W, z) = `z(W ) is bounded and Lipschitz continuous
continuous with respect toW for any z ∈ Z , i.e., there exists G, such that
G = ‖`z‖BL <∞ . (66)
The following generalization bounds holds:
(1). Generalization Bound by algorithmic transport cost.
E[R(W )−RSn(W )] ≤ G ∗ Ez∼D[W1(PW , PW |z)] . (67)
(2). Generalization Bound by total variation distance.
E[R(W )−RSn(W )] ≤ 2G ∗ TV(PW × Pz, PW,z) . (68)
(3). Generalization Bound by Prokhorov metric.
E[R(W )−RSn(W )] ≤ G ∗ (diam(W) + 1) ∗ Ez∼D[PR(PW , PW |z)] . (69)
(4). Generalization Bound by Mutual Information.
E[R(W )−RSn(W )] ≤ 2G ∗
√
2I(Sn;W )
n
. (70)
(5). Generalization Bound by Hellinger distance.
E[R(W )−RSn(W )] ≤ 2G ∗HL(PW × Pz, PW,z) . (71)
(6). Generalization Bound by χ2 distance.
E[R(W )−RSn(W )] ≤ 2G ∗
√
2 log (1 + χ2(PW,Sn||PW × PSn))
n
. (72)
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Abbreviation Metric
W Wasserstein Metric
KL Relative entropy
TV Total variation distance
BL Bounded Lipschitz distance
PR Prokhorov metric
HL Hellinger distance
χ2 χ2 distance
Table 1: Abbreviations for Metrics
WBL
KLTVPR
HL
 2
r
x
2
log(1 + x)
x
x
x
diam(⌦) ⇤ x
(diam(⌦) + 1) ⇤ x
2x
Figure 1: Relationships among dierent probability metrics on the same measurable space
Ω. A directed arrow from metric A to metric B annotated by a function g(x) means that
A(·, ·) ≤ g(B(·, ·)) . The symbol diam(Ω) denotes the diameter of the probability space.
Proof. (1). The result is due to Theorem 5 and (2) of Lemma 4.
(2). The result is due to Theorem 5 and (3) of Lemma 4.
(3). The result is due to (1) of Corollary 3 and (1) of Lemma 4.
(4). The result is due to (2) of Corollary 3, Pinsker’s inequality, and Equation (34).
(5). The result is due to (2) of Corollary 3 and (4) of Lemma 4.
(6). The result is due to (4) of Corollary 3 and (5) of Lemma 4.
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· · ·w1 w2 w3 wHinput hD
D1 D2 D3 DH 1 DH
prediction
Figure 2: The hierarchical structure of DNNs.
6 Application: ExplainingGeneralization inDeepLearn-
ing
Deep neural networks has shown its attractive generalization capability without explicit
regularization even in the heavily over-parametrized regime. Traditional statistical learning
theory fails to explain the generalization mystery of deep learning mainly because of the
following two reasons:
• Worst Case Analysis. The generalization upper bounds derived in traditional statisti-
cal learning are based on worst-case analyses over all functions in the hypothesis
space, and thus too loose to bound the generalization error of models with large
hypothesis space, such as deep neural networks.
• Structure Independence. Traditional statistical learning views a learning model as
a whole, ignoring specic structures inside a learning model, such as hierarchical
structures in deep neural networks.
In this section, we will explain the non-overtting puzzle in deep learning via xing
the above two issues arisen in statistical learning. As shown in the proof of Theorem 1,
the analysis of generalization bound via optimal transport only takes the supremum over
all Lipchitz functions, and therefore does not rely on worst case analysis as in traditional
statistical learning. Besides, in previous sections, we derive generalization error bounds
w.r.t. dierent probability metrics, some of which belong to f -divergence (Sason and Verdú
2016), such as total variation distance, relative entropy, Hellinger distance, and χ2 distance.
It is well-known that the strong data processing inequalities (SDPIs) for noisy Markov
chains can be applied to f -divergence or its related quantities, such as total variation,
relative entropy, and mutual information (Polyanskiy and Wu 2017), which leads to a
contraction property. In this subsection, we will use the contraction property for mutual
information, as stated in Polyanskiy and Wu 2017.
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Lemma 5 (Data Processing Inequalities and Strong Data Processing Inequalities for Mutual
Information). Consider a Markov chain X → Y → Z and the corresponding random
mapping PZ|Y , by the data processing inequalities, we have I(X,Z) ≤ I(X, Y ) and the
equality holds i.i.f. X → Z → Y also forms a Markov chain. If the mapping PZ|Y is noisy
(that is, we cannot recover Y perfectly from the observed random variable Z), then there exists
0 ≤ η < 1, such that
I(X,Z) ≤ ηI(X, Y ) . (73)
The above lemma quanties an intuitive observation that for a Markov chain X →
Y → Z , the noise inside the channel PZ|Y must reduce the information that Z carries
about the data X (Ajjanagadde et al. 2017).
A DNN with H hidden layers is illustrated in Figure 2, which conducts H feature
transformations sequentially on the input z ∼ D and makes predictions on the learned
feature zL ∼ DL by the hypothesis h of the output layer. The output of i-th hidden layer
is denoted by zi ∼ Di . The training set is denoted by Sn = {zi}ni=1 and the transformed
training set at the output of k-th hidden layer is denoted by Tkn = {zki}ni=1, where zki
denotes the i-th training sample of the output of k-th hidden layer . The parameter of
this DNN is W = [w1, . . . , wH ;h] ∈ W = W1 × W2 × . . . ,WH × H where Wi is the
parameter space of i-th hidden layer and H is the parameter space of the output layer,
equipped with metric dH. When given w1, . . . , wH , we have the following Markov chain,
z → z1 → · · · → zH . (74)
Often, as the feature mappings in hidden layers of deep neural networks are noisy (e.g.
dropout, noisy SGD) and non-invertible (e.g. convolution, pooling, ReLU activation, non-
full column rank in the wight matrix), the channel zi−1 → zi, for i = 1, . . . , H (let z0 = z)
is often noisy, which will cause a contraction property for the mutual information and
we term it a contraction layer. By exploiting the contraction property of hidden layers
recursively, we have the following exponential generalization bound w.r.t. the depth H of
DNNs, i.e., the generalization error of deep learning will decrease exponentially to zero as
we increase the depth of neural networks.
Theorem 7 (Generalization in Deep Learning). For a DNN with H hidden layers, the
input Sn = {z1, . . . , zn} ∈ Zn, and the output hypothesis W = [w1, . . . , wH ;h] ∈ W =
W1 ×W2 × . . . ,WH ×H, assume that the parameter space of the output layer is bounded
by R, i.e., R := suph,h′ dH(h, h′) and the function h 7→ `(W, z) = `([w1 . . . , wH ;h], z) is
K-Lipschitz continuous for any z ∈ Z and w1, . . . , wH :
|`([w1 . . . , wH ;h], z)− `([w1 . . . , wH ;h′], z)| ≤ K ∗ dH(h, h′) for any h, h′ ∈ H. (75)
Without loss of generality, let all L hidden layers be contraction layers. Then, the expected
generalization error can be upper bounded as follows,
E[R(W )−RSn(W )] ≤ exp
(
−H
2
log
1
η
)√
K2R2I(Sn;W )
2n
(76)
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where
η =
(
Ew1,...,wH
(
H∏
i=1
ηi
)) 1
H
< 1 . (77)
denotes the geometric mean of contraction coecients for all H contraction layers.
Proof. In order to exploit the hierarchical structure in deep neural networks, we have the
following decomposition for the expected generalization error, by using the smoothness of
the conditional expectation.
EW,Sn [R(W )−RSn(W )]
= E[w1,...,wH ;h],Sn [R(W )−RSn(W )]
= Ew1,...,wH [ESn,h[R(W )−RSn(W )|w1, . . . , wH ]] . (78)
We then give an upper bound on ESn,h[R(W ) − RSn(W )|w1, . . . , wH ] in the following
lemma.
Lemma6. Under the same condition as in Theorem 7, the termE[R(W )−RSn(W )|w1, . . . , wH ]
can be upper bounded as
ESn,h[R(W )−RSn(W )|w1, . . . , wH ] ≤
√
K2R2I(h;THn|w1, . . . , wH)
2n
. (79)
Proof. By denition, we obtain
ESn,h[R(W )−RSn(W )|w1, . . . , wH ]
= ESn,h
[
Ez∼D[`(W, z)]− 1
n
n∑
i=1
`(W, zi)|w1, . . . , wH
]
= ETHn ,h
[
EzH∼DH [`(h, zH)]−
1
n
n∑
i=1
`(h, zHi)|w1, . . . , wH
]
:= ETHn ,h
[
R(h|w1, . . . , wH)−RTHn (h|w1, . . . , wH)
]
(80)
where R(h|w1, . . . , wH) and RTHn (h|w1, . . . , wH) denote the conditional expected risk
and conditional empirical risk respectively when giving w1, . . . , wH . By Theorem 4, the
above conditional expected generalization error given w1, . . . , wH can be upper bounded
by
ETHn ,h
[
R(h|w1, . . . , wH)−RTHn (h|w1, . . . , wH)
] ≤√K2R2I(h;THn|w1, . . . , wH)
2n
(81)
which completes the proof.
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It is worth mentioning that the term I(h;THn|w1, . . . , wH) refers to the mutual in-
formation between the output classier h and the learned feature THn given w1, . . . , wH
while the corresponding conditional mutual information is dened as
Icond(h;THn|w1, . . . , wH) = Ew1,...,wH [I(h;THn|w1, . . . , wH)] . (82)
We then upper bound the term I(h;THn|w1, . . . , wH) by using SDPIs recursively. When
w1, . . . , wH are given, the hierarchical feature mappings in the DNN form a Markov chain,
z → z1 → · · · → zH . (83)
Therefore, by using SDPIs for contraction hidden layers, we obtain
I(h;THn|w1, . . . , wH) ≤ ηHI(h;TH−1n|w1, . . . , wH)
≤ ηHηH−1I(h;TH−2n|w1, . . . , wH) ≤ . . .
≤
(
H∏
i=1
ηi
)
I(h;Sn|w1, . . . , wH) (84)
Combining (78), (84), and Lemma 6, we obtain,
EW,Sn [R(W )−RSn(W )]
= Ew1,...,wH [ESn,h[R(W )−RSn(W )|w1, . . . , wH ]]
≤ Ew1,...,wH
[√
K2R2I(h;THn|w1, . . . , wH)
2n
]
≤ Ew1,...,wH

√√√√ H∏
i=1
ηi
√
K2R2I(h;Sn|w1, . . . , wH)
2n

≤
√√√√Ew1,...,wH
(
H∏
i=1
ηi
)√
K2R2Icond(h;Sn|w1, . . . , wH)
2n
. (85)
Using the fact that condition reduces entropy (Cover and Thomas 2012 p.27), we have
Icond(h;Sn|w1, . . . , wH)
= Hcond(Sn|w1, . . . , wH)−Hcond(Sn|h;w1, . . . , wH)
≤ H(Sn)−Hcond(Sn|W )
= I(Sn;W ) . (86)
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Substituting (86) into (85), we obtain√√√√Ew1,...,wH
(
H∏
i=1
ηi
)√
K2R2Icond(h;Sn|w1, . . . , wH)
2n
≤
√√√√Ew1,...,wH
(
H∏
i=1
ηi
)√
K2R2I(Sn;W )
2n
≤
√
ηH
√
K2R2I(Sn;W )
2n
= exp
(
−H
2
log
1
η
)√
K2R2I(Sn;W )
2n
(87)
where
η =
(
Ew1,...,wH
(
H∏
i=1
ηi
)) 1
H
. (88)
7 Conclusions and Future Remarks
In this paper, we derive optimal-transport type of generalization bounds for learning
algorithms with Lipschitz loss functions. We further extend the main result in two ways:
(1). by leveraging the relationships among dierent probability metrics and hypothesis
complexities, we can also bound the generalization error w.r.t. other probability metrics
and hypothesis complexities, such as total variation, relative entropy, and VC dimension;
(2). under dierent constraints on the loss function, we also derive generalization bounds
based on various probability metrics, such as total variation distance for bounded loss
functions. Finally, we explain the generalization in deep learning under our proposed
framework and conclude that the hierarchical structure is the key to the generalization in
DNNs. Our results can naturally lead to several extensions, summarized as follows,
• From Generalization by Expectation to Generalization with High Probability. Our
established results consider the expected generalization error for learning algorithms.
It is nature to extend our results to the case of generalization with high probability
by exploiting concentration inequalities.
• Algorithm Design. It is necessary to design a learning algorithm that is able to
leverage a right balance between data tting and generalization. One natural way
is to contain our established generalization upper bound to the objective function
via regularization and thus the trade-o can be controlled by the regularization
coecient.
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• Computational Exploration. Most of our generalization error bounds consist of
probability metrics between the distributions relating to the training sample and/or
the output hypothesis. However, as the instance space and hypothesis space are
often high dimensional, it remains a challenging problem to estimate these quantities
dened over dierent probability metrics such as optimal transport cost.
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