This work presents new correlations for the Truncated Gaussian-TG thermal contact conductance model during first loading. The TG model is also incorporated into existing models for the hysteresis effect of thermal contact conductance and for the plastic contact pressure. The 
experimental data collected at very low contact pressures. Comparison between the models and the data shows that the fully Gaussian model underpredicts data at low contact pressures, as already extensively reported in the literature. The first-loading TG model predicts the experiments very well over the entire range of the contact pressures tested. The hysteresis effect model proved to be accurate only for contact pressure above 400 kPa, in general. The TG model requires a surface roughness parameter, the level of truncation of the probability density function of surface heights, which can not be obtained accurately from ordinary surface profilometry. The most accurate and straightforward way to estimate this surface geometry parameter is from thermal tests. made an extensive review of the most frequently used thermal contact conductance models. They compared the available models against experimental data collected by other researchers and concluded that the CMY based models are the easiest to use and are very accurate, especially when the surfaces are subjected to relatively high contact pressures. At low contact pressures, the models systematically underestimate experimental data.
Recently, Milanez et al. 4 proposed an explanation for this unexpected behavior of the thermal contact conductance at low contact pressures. According to these authors, the reason why the models underpredict the experiments at low contact pressures is the truncation of the highest contacting asperities. The CMY based models, as well as many other theoretical models, assume that the height distribution of the asperities that constitute real surfaces is Gaussian. Milanez et al. 4 showed that this hypothesis is valid only up to some extent: real surfaces may have Gaussian height distribution up to 4.5 times the RMS roughness (σ), approximately, but they generally do not have asperities above 4.5σ. In other words, the highest asperities are shorter than predicted by the Gaussian model. Since the highest asperities are shorter than expected, the mean separation gap between contacting surfaces at low contact loads is smaller than predicted. As a consequence, the contact conductance is larger than predicted. As the contact pressure increases, more and more asperities that are not truncated come into contact. The effect of the few truncated asperities then becomes negligible, and the Gaussian model is accurate at higher contact pressures. 
REVIEW OF THERMAL CONTACT CONDUCTANCE MODELS
Real surfaces obtained by the actual machining processes present deviations from their idealized geometry. When real surfaces are analyzed in a microscopic scale, roughness and waviness can be observed. When two bodies are put into contact, they will touch each other only at their highest asperities. These asperities are deformed, generating small contact spots. The real contact area is only a very small fraction of the apparent area. In the remaining portion of the apparent contact area the two surfaces are separated by small gaps.
The heat transfer through the interface between two solids can take place by three different mechanisms: conduction through the contact spots, radiation through the gap between the solids and conduction through gas or fluid that may fill the gap. These three mechanisms are generally treated separately, and the thermal conductance of the joint is the summation of the three parts:
contact, radiation and gap conductances. There are numerous theoretical models available in the literature to predict these heat transfer mechanisms. In this work, a vacuum environment is considered, which means that the gap conductance is negligible. Also, small temperature differences and relatively low temperature levels are considered, meaning that radiation can also be neglected. Therefore, in this work, the thermal conductance of the interface is a function of the heat flow through the contact spots only.
The existing thermal contact conductance models can be classified according to the deformation mode assumed for the contacting asperities: elastic, plastic or elastoplastic. Under plastic deformation, the asperities are permanently deformed during first loading and do not recover their original shape after the surfaces are pulled apart. Under elastic deformation, as the surfaces are pulled apart the asperities recover the original shape. For the elastoplastic case, some intermediate behavior between fully plastic and fully elastic deformation is observed.
The elastic models predict exactly the same behavior for thermal contact conductance during both ascending and descending levels of contact pressure, i. e., there is no hysteresis. On the other hand, the plastic models were developed only for the first loading between the contacting surfaces. During unloading, the contact spots are larger than predicted by the plastic models because of the permanent deformation of the asperities during first loading. As a consequence, the thermal contact conductance in descending pressure levels is greater than during the first loading. This phenomenon is known as hysteresis effect of contact conductance.
The CMY based models will be employed here because a comparative study presented by Sridhar and Yovanovich 3 showed that these models are easy to manipulate and accurately to predict SS 304 and Ni 200 contacts, which are the materials employed in the experimental study developed here.
The CMY based models can be divided into three sub-models: thermal, geometrical and deformation models. The thermal model predicts the thermal contact conductance for a given set of contact parameters, which are the shape, mean size and number of contact spots. The contact parameters are obtained using a particular deformation model and a geometry model. Cooper et al. 1 employed the Gaussian model for the surface asperity height distribution and assumed random distribution of asperities over the apparent contact area. In these models, it is also assumed that the surface roughness is isotropic and therefore the contact spots are approximately circular in shape.
Thermal model
According to the Cooper et al. 1 thermal model, the thermal contact conductance between conforming isotropic rough surfaces as a function of the contact parameters is given by:
where n is the density of contact spots per unit apparent area, a is the mean contact spot radius, 
where σ and m are the combined RMS roughness and mean absolute slope of the surface asperities, respectively, which are geometrical parameters that must be obtained from surface profilometry. The apparent contact pressure is P and the contact plastic hardness is H c .
Substituting the expressions for the contact parameters (Eqs. 2 to 5) into the thermal model (Eq. 1), one obtains:
, presented the following simple correlation for Eq. (6):
Truncated Gaussian (TG) geometry model
There are numerous works in the literature, such as Milanez et al. (8) where:
The density of contact spots n and the real-to-apparent area ratio A ri /A a are computed using the same expressions as for the fully Gaussian model. As discussed by Milanez et al. 4 , the density of contact spots n must be computed using the same expression as the fully Gaussian model, Eq.
(2), because for a given mean separation gap λ smaller than z trunc , the number of asperities higher than λ is still the same as if the distribution were Gaussian. This expression would lead to errors only for λ i > z trunc , because there are no asperities higher than z trunc . Therefore, according to the TG geometry model used here, all the asperities that were supposed to be higher than z trunc have a maximum height of z trunc . As for the real-to-apparent area ratio A ri /A a , Eq. (5) is still valid because it was derived based on a force balance between the contacting surfaces and does not depend on the type of surface geometry model employed. Substituting Eqs. (2), (5), (8) and (9) into the thermal model, Eq. (1), one gets the expression for the thermal contact conductance according to the TG geometry model. Since the final expression is difficult to manipulate, the present authors developed the following novel correlation for the Milanez et al. 4 TG thermal contact conductance model:
where:
is a function that takes into account the truncation effect on the thermal contact conductance. In the limiting case where z trunc → i ∞, i. e., the distribution of surface heights is fully Gaussian, f→ i ∞ and Eq. (10) gives exactly the same correlation as proposed by Yovanovich 7 for fully Gaussian distribution of surface heights, presented here as Eq. (7). Therefore, the CMY model is the limiting case of the TG model when the surface height distribution is not truncated. In practical applications, for fi> i 40 the difference between the fully Gaussian model, Eq. (7), and the TG model, Eq. (10), models is less than 1%. The correlation above was obtained by substituting erfc i (x) and erfc(x) -1 , appearing in Eqs. (8) and (9), by correlations available in Yovanovich 7 .
The correlation gives a maximum difference of 4% compared with the exact expression in the range of 10 
As already mentioned, the plastic contact hardness model presented above assumes fully
Gaussian distribution of surface asperity heights. In the next sections, the present authors propose novel models for the plastic contact hardness and for the hysteresis effect of thermal contact conductance according to the TG geometry model.
PLASTIC CONTACT HARDNESS ACCORDING TO THE TG GEOMETRY MODEL
Employing the same procedure as Song and Yovanovich 6 , the present authors developed the following correlation for the dimensionless contact pressure P/H c , according to the Truncated Gaussian model:
( ) 
and p i = i 3.9 i + i 52 i exp i (10 i c 2 ). In the limiting case where z trunc →∞, Eq. (15) goes to zero and Eq.
(14) shows that P/H c is equal to Eq. (12), which was developed for Gaussian surfaces, as already mentioned. In this work, Eq. (14) is used in order to compute the dimensionless contact pressure P/H c , which is an input to the TG thermal contact conductance model, Eqs. (10) and (11).
HYSTEREIS EFFECT MODEL ACCORDING TO THE TG GEOMETRY MODEL
The models presented so far are valid only during the first loading of contact pressure, when the surfaces are deformed plastically. When the contacting pair is pressed against each other up to a maximum contact pressure P max and then the contact load is decreased to a new contact pressure P 1 so that P 1i < i P max , the thermal contact conductance at P 1 is larger than the value obtained at P 1 during first loading.
This behavior is due to the hysteresis effect of thermal contact conductance, as mentioned before. proposed an explanation for this phenomenon as follows. During first loading, the asperities deform plastically up to the maximum contact pressure P max , and then, during subsequent unloading, the asperities recover part of the deformation elastically. But since the plastic deformation is not completely recovered during unloading, the real contact area during unloading is larger than during first loading for the same contact pressure. Therefore the contact conductance during unloading is larger than during first loading. If the surfaces are then reloaded, the deformation is elastic and reversible, i. e., it is possible to return to the same value of contact conductance at P max as during the first loading. Mikic 
where H max is the plastic hardness, λ max is the mean separation gap and n max is the number of contact spots, all evaluated at the maximum contact pressure P max . These parameters are computed using Eqs. (14), (9) and (2) .
EXPERIMENTAL STUDY
The experimental study consisted of measuring the thermal contact conductance between two SS 304 or two Ni 200 specimens under vacuum environment. The test specimens have cylindrical shape, 25 mm dia. by 45 mm long, and the contact surfaces are nominally flat. The contact surface of one of the specimens is smooth (lapped) and the contact surface of the other is rough (bead blasted). Three roughness levels of each metal were tested.
Experimental set-up
The experimental set-up is shown in Fig. 1 . It consists of a cold plate, a test column, a load cell, an electrical heater and a loading mechanism. The cold plate is a hollow copper cylinder 
The correlation for the ARMCO Iron was obtained using the tabulated values available in the literature. 9 The correlations for the SS 304 and for the Ni 200 were obtained in a previous conductivity test. The conductivity test employed the same experimental set-up described here.
One SS 304 (or Ni 200) specimen was placed between two ARMCO flux-meters. The conductivity of the sample was found by dividing the average heat flux of the two ARMCO fluxmeters by the slope of the temperature distribution inside the specimen. This conductivity value was assigned to the mean temperature of the specimen. The tests were performed at various mean temperature levels of the specimens. The measured values of conductivity were then correlated to the respective mean temperatures of the specimens, yielding Eqs. (21) and (22).
Test procedure
The test pair, consisting of a flat lapped specimen and a bead blasted surface, was assembled inside the vacuum chamber with no load applied by the loading arm. Therefore, the first contact pressure level (15.8 kPa for SS 304 and 16.2 kPa for Ni 200) is determined by the dead weights of the upper specimen, flux-meter and electric heater. The chamber was closed and vacuum was drawn using a mechanical pump connected in series with a diffusion pump. The vacuum inside the chamber was 10 -6
Torr. The electrical heater was turned on and the system was left for at least 16 hours to achieve steady state.
The thermal contact conductance was computed by means of the following expression:
where q is the average of the heat fluxes of the two contacting specimens and ∆T is the temperature drop at the interface, which is computed by extrapolating the temperature profiles of each contacting specimen to the interface.
This experimental procedure was repeated for each contact pressure level tested. The pressure levels varied from approximatelly 16 kPa to 3000 kPa in both ascending and descending levels.
Two loading/unloading cycles were measured for each pair. For the lightest contact pressure tested the steady state was achieved after 12 hours. As the contact pressure level was increased, the time spent to achieve steady state became smaller. For the maximum pressure tested, approximately 3000 kPa, the time required to achieve steady state was less than 2 hours. The system was considered to be in steady state when the thermal contact conductance between the specimens did not vary more than 1% in 1 hour. As the contact pressure was increased between each pressure step, the power level of the electrical heater was increased in order to maintain a reasonable temperature drop between the samples.
Uncertainty analysis
The total uncertainty in thermal conductivity estimation using Eqs. (21) and (22) at 3000 kPa of contact pressure. The uncertainties in temperature drop measurements are 0.25% at 16 kPa and 1.25% at 3000 kPa. Using the method described by Holman 9 , the uncertainties of the thermal contact conductance measurements for SS 304 are ±15% at 16 kPa and ±4% at 3000 kPa. For Ni 200, the uncertainties are ±16% at 16 kPa and ±6% at 3000 kPa.
EXPERIMENTAL RESULTS AND COMPARISON WITH THEORY
The mechanical and thermal properties and roughness parameters of the test specimens as well as the range of other test parameters are presented in Table 1 . The tests are named here with a letter followed by a number: S1, S2, S3, N1, N2, and N3. The letter refers to the metal, "S" for SS 304 and "N" for Ni 200, and the numbers are related to the roughness of the pair tested: the rougher the pair, the larger the number, i. e., the N3 test specimens have total roughness σ larger than the N2 test and so on. Table 1 were obtained from five indentations for each load. The average of the ten diagonal lengths (two diagonals each indentation) and the average of the five hardness values for each indentation were used to obtain the correlation coefficients according to Eq. (13).
The range of values of the apparent contact pressures P, mean interface temperature T m , temperature drop ∆T and heat flux at the interface q, as well as the thermal conductivity at the interface k, computed as a function of T m according to Eqs. (21) and (22), are also presented in Table 1 .
The values of z trunc presented in Table 1 were obtained by fitting the correlation of the TG thermal contact conductance model for plastic deformation during the first loading, Eqs. (10) and (11) to the experimental data points. Figure 2 illustrates this procedure. The first-loading data is plotted in a log-log graph along with a family of curves of the TG model generated with different values of z trunc . For the case presented in Fig. 2 (test S3 ), the TG model with a value of z trunci = i 3.5
gives a line that is parallel to the data points, therefore z trunci = i 3.5 is adopted as the truncation level in this case. The data points do not have to lie exactly over the best line. Instead, the best line is the one which is parallel to the data points. This procedure avoids that errors of roughness, conductivity and hardness measurements, which could displace the theoretical curves up or down in the graph, affect the choice of the best theoretical curve. As discussed extensively by Milanez et al. 4 and it will be addressed later on, this is believed to be the only accurate method to estimate In general, the results are practically the same for both metals and all roughness levels tested.
The first-unloading data points lie above the first-loading data points, which characterizes the hysteresis effect of thermal contact conductance. That is an indication that plastic deformation took place during the first loading. In general, the hysteresis effect is negligible during the firstunloading/second-loading/second-unloading process, indicating the appearance of elastic deformation. These observations are in agreement with the theory described by Mikic Table 2 ilustrates the improvement in the agreement between theory and experiments when one uses the TG model instead of the fully Gaussian geometry model. This table shows the RMS differences between the measured and the predicted values of thermal contact conductance during first loading according to both the fully Gaussian and the TG models. As one can see, the differences for the TG model are between 5.4 and 17.5%, while the differences for the fully Gaussian model are between 21.1 and 48.4%.
Both unloading models (fully Gaussian and TG) predicted the experimental data fairly well for contact pressure larger than 300 kPa. For P i < i 300 kPa, the fully Gaussian unloading model predicted the data better than the TG unloading model, although the TG unloading model predicted the trend of data points better than the fully Gaussian unloading model.
Truncation levels of bead blasted surfaces
As seen in Table 1 The values of z trunc presented in Table 1 can be used as a reference for the truncation levels and will be briefly reviewed here.
The stylus profilometer is the most common equipment employed for surface roughness measurements. It consists basically of a sharp diamond stylus which is dragged over the surface.
As the stylus passes over the asperities that constitute the surface, it moves up and down and the 
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