Knuth [10] observed that the Gaussian integers Z[i] admit a unique representation with radix b = −1 + i. In last decade, these concepts have been further extended to the following generalized base representations. 
Definition. Let

B(x)
and S = {0, 1, 2, . . . , |b 0 | − 1}. If every P (x) ∈ Z[x] has an expression of the form
where Q (x) ∈ Z[x] has all coefficients in S, then we say that (B, S) is a complete base (CB) or canonical number system (CNS). In the sequel we use the term complete base (CB) and refer to B(x) as a CB polynomial.
For a detailed account on the historical development and the connections of the concept of complete base to other theories, e.g. shift radix systems, finite automata and fractal tilings, as well as the applications of complete base to computer arithmetics, cryptography and quasicrystals in physics, see [1, 2, 4, 6, 9, [11] [12] [13] .
Not all polynomials B(x) will form a complete base. It is easy to show that B(x) = x + b 0 with b 0 2 forms a complete base. For the quadratic polynomials B(x) = x 2 + b 1 x + b 0 , Gilbert [6] proved that B is a CB polynomial if and only if −1 b 1 b 0 and b 0 2. It is natural to ask whether there exists a complete classification of all CB polynomials. Unfortunately, existing research results indicate that the structure of CB polynomials (even polynomials of only degree three) is very complicated and only partial results have been achieved. Recently, Kane [8] found a class of CB polynomials which have k distinct integer roots with k 4.
The purpose of this paper is to characterize completely reducible quintic CB polynomials. Our results extend Kane's recent work to k = 5. We also provide a Mathematica program that determines whether a given polynomial B(x) is a CB polynomial or not.
Preliminaries
In this section, we review some existing results regarding CB polynomials. [12] , Kane [8] .) If B(x) is a CB polynomial, then
Theorem 1. (See Pethö
all roots of B(x) lie outside the closed unit disk, and
2. all real roots of B(x) are less than −1.
The linear and quadratic CB polynomials are completely determined by the comparative sizes of their coefficients. Thus, we are interested in generally characterizing CB polynomials by the sizes of their coefficients.
There are three special cases that necessitate our attention. The first describes the "monotonicity condition" on the coefficients of CB polynomials. [11] .) If B(x) has no roots on the closed unit disk and its coefficients satisfy
Theorem 2. (See Pethö
b 0 2 and b 0 b 1 · · · b m−1 > 0,
then B is a CB polynomial.
The second theorem describes the "dominance condition" on the coefficients of CB polynomials. Akiyama and Pethö [3] .) If B(x) has no roots on the closed unit disk and its coefficients satisfy
Theorem 3. (See
The third result characterizes completely reducible polynomials of degree four and below. [11] , Kane [8] 
Theorem 4. (See Pethö
.
In particular, for the quintic case, we have
where α, β, γ , δ, are distinct integers greater than or equal to 2, then the coefficients of T are in the set
Proof. It is easy to see that the range of the coefficients of T given by Lemma 6 is maximized when the coefficients of B are minimized. Thus, in the case of (2) 
We are now in the position to characterize completely reducible quintic CB polynomials. The following lemma provides considerable machinery to prove Theorem 8. (2) whose roots are five distinct integers less than −1, then the following inequalities hold:
Lemma 9. If B(x) is a polynomial given by
Proof. We prove Lemma 9.1. The proofs of the remaining inequalities are analogous. In view of (2), the coefficients of B(x) are
We use the following well-known fact regarding symmetric functions:
. , x n ). If f is continuous and increasing for each x i in
It is easy to see that Lemma 9.1 is the consequence of the two inequalities p 5 + p 4 > 3p 3 and
Thus, f (α, β, γ , δ, ) is continuous and symmetric. Moreover,
On the other hand, noticing that f α is also symmetric, hence, without loss of generality, we assume β = 2, γ , δ, 3 and deduce
Thus, f is increasing for α. Using symmetry and Proposition 10 yields (2, 3, 4, 5, 6) Now, we turn to the proof of Theorem 8.
Proof of Theorem 8. Suppose for the sake of contradiction that (B, S) does not form a complete base.
Since B has no roots on the closed unit disk, by Theorem 5, we just have to prove that there exists no polynomial T ∈ Z[x] of degree less than n so that when B · T is reduced modulo 1 − x n the result has coefficients in S. Suppose that such a T does exist. Let
and
where s i ∈ S for all 0 i n − 1 and
For 0 k 4, comparing the coefficients of x k on both sides of (4) yields
On the other hand, comparing the coefficients of x n+k on both sides of (4) for 0 k 4 gives
Thus,
If n 6, for 5 k n − 1, we have
Therefore, in general, for 0 k n − 1, we have
where the indices of the t i are taken modulo n. We now show that for any given polynomial T , at least one of the coefficients of (5) is either negative or greater than p 5 − 1. This contradicts to the assumption that s k ∈ S.
In contrast with Kane's k = 4 case, we need to deal with the greatly increasing numbers of coefficient strings. Note that in the proof, the coefficients in the coefficient strings are listed in reverse order. In other words, the rightmost integer in each string corresponds to the coefficient of a term of T with higher power than the next integer to the left does. When listing coefficient strings in this section, a/b refers to a or b. First, we demonstrate that thirty cases of coefficient strings cannot appear in T for the given reasons, which imply the full cases. The chart below shows the details. At this point, we have completely addressed all coefficient strings involving 3, so all further cases will not include 3. Now we take care of the coefficients +2 and −2. At this point, we have addressed all strings involving +2 and −2, so the remaining cases will not involve either of the two numbers. Next, we explicitly analyze and prove the nonexistence of two typical coefficient strings: Case 1 
A Complete Base polynomial test program
In this section we introduce a Mathematica program which determines whether a given polynomial B(x) is a CB polynomial or not. Brunotte [5] proved that • (1, 0, . . . , 0) ∈ E,
• −E ⊆ E,
• τ (E) ⊆ E, • for every x ∈ E there exists some k ∈ N such that τ k (x) = 0, then B is a CB polynomial.
Theorem 11 provides the following algorithmic process to test whether B(x) is a CB polynomial or not.
1. Begin with E 1 = {(0, 0, . . . , 0), (−1, 0, . . . , 0) , (1, 0, . . . , 0)}.
If E i is defined for
i < k then E k is defined by E k = E k−1 ∪ τ (E k−1 ) ∪ (−τ (−E k−1 )).
