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Abstract　’F　We　discuss　a　stationary　Gaussian　process　U（t）　，　t　E　R．，　having　a　correlation
function　of　the　form　cユe→・団十。2e一λ・国，and　give　a　complete　description　of　the　double
Markov　structure　of　U（t）　on　the　half－line　t　〉／　O．　ln　fact，　we　obtain　the　exact　form　of．
KM　20－Langevin　equation　as　well　as　the　canonical　representation　of　U（t）’，　t　／〉　O．
gl．　lntroduction
　Letσ（t），‘∈R，　be　a　stationary　Gaussian　process　having　a　correlation　function　r（t）of
the　form
　　（1）　　　　　　　r（の＝c、e”λ・1・1＋c、e一λ・1・1，
whereλ、，λ2＞Oand　c、，c2＞Owiもh　the　normalizing　condition　c1十。2＝1．　The　time
evolution　of　such　a　processσ（のstarting　at　the　remote　past亡。＝一∞was　studied　by
Okabe　within　his　framework　of　KMO－Langevin　equations（［10］，［12］and［13］）．
　The　purpose　of　this　paper　is　to　investigate　the　time　evolution　ofσ（のwhen　the　initial
time亡。　is　finite（we　take　t　o　・＝　O　fot　notational　simplicity）；inde’ed，　we　establish　a　coln－
plete　description　of　the　variation　dU（の＝．ﾐ（t十dt）一σ（のin　the　form　of　KM20－
1．angevin　equation（see［8］，［11］and［13］）．　At　the　same　time，　We　obtain’the．canonical
re’垂窒?唐?獅狽≠狽奄盾氏@ofσ（t）on　the　half－line亡．＞O（see（5）and（7）below）．
　For　our　purpose，　we　define　a　Gaussian　process
　　（2）　　　X．（古）＝σ（亡）一E［σ（．の1σ（0）］＝σ（の一r（亡）σ（0），t≧・．0，
and　calculate　its　covar．iance　function
　　（3）　　　　　r（ちs）＝E［X（のX（8）］＝r（亡一s）一r（亡）r（8）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＝ΣCieTλit（eA‘s－r（s）），　0≦≡s≦≡亡．
　　　　　　　　　　　　　　　　　　　　　　　　i＝l
This．垂窒盾モ?唐刀@is　easily　seen　to　be（ioul）le　Mαrkoひ　；for　the　definition　and　basic　facts：about
double　Markov　Gaulisian　process6s，　we　refer　to　the　book［2］．
平成3年度科学研究費補助金（一般研究C）（No．　03640209）による研究成果の一部分を，この論文とし
て発表する。
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　　We　carry　out　detailed　computations　for　this　particular　process　to　get　the　following
stochastic　differential　eq耳ation　of　the　Ito　type：
（4）　．曲）一・dB（・）＋dt［一β（t）x（・砿・（ちのxωぬ］．
This　yields　the　desired　KM　20－Langevin　equati．on
．（5）dU（t＞一・酬＋d・［一β（t）σ（の．{∫1・（ちのσ（u）du＋・（川・）］，t＞・．
The　canonical　representations　of　X（t）．　and．ofσ（の　then　take　the　following　forms，
respectively：
（・）． @　　細一雌・一点・ω｝・疎），
and
（・）．．Aσω一・（・）σ（・）＋∫嬉・一・・‘・・（の｝・伽）・・≧・・
In　the　above　expressions，　B（のis　a　standard　Brownian　motion　expressing　the　innovation
process　of　X（亡），and　the　initial　valueσ（0）is　an　N（0，1）一random　variable　independent　of
the　Brownian　motion　B（t）．
　　Both　the　coefficients　｛α，β（の，．γ（t，　u），δ（‘）｝and　the　functions　lgi（u）｝み、1satisfy一
　　　　　ingΣθ『A・u8i（の≡．1，　can　be　determined　explicitly　in　terms　of　given　data｛λi，c‘｝1一、　of
　　　ピこ　
r（の，which　will　be　discussed　in　Sections　2　and　3．　These　formulae　stated　in　Theorems　1～
3consti㌻ute　the　main　result　of　this　paper。
　　The　stationary　p．rocessσ（のadmits　a．simple　representation　of　independent　sum
（8）　σ（t）一σ・（・）＋σ・（t）一、抑・…誕．．・一・・　・・一…dBi（u），・∈・，
whereひωis　a　familiar　Ornstein－Uhlenbeck　process　corresponding　to　riω＝ci　e一λi田
（i＝1，2），and　IB，（釧～一1　are　two　independent　Brownian　motions．　The　present　task　stems
from　our　problem　of　seeking　the　canonical　representation（［2］，［6］and［7］），and　in　vie．w
of　the　stationary　property，σ．（t）is　expressible　by　means　of　oπθBrownian　motion　B（‘）
as　in　（7）　（cf．［4］　and　［14］）。
　　In　case　o2　is　very　small，σ（のshould　be　viewed　as　a　perturbation　of　the　Ornstein－
Uhlenbeck　processσ1（t）．　By　describing　the　curveこy＝log　r（亡）on　a　short　interval
O＜‘＜τ　（τ　depending　on　｛λi，ci｝），one　can　observe　an　interesting　behaviour　of　r（亡）
sirnilar　to　the　one　studied　in［3］．　So　the　stationary　processσ（の　can　be　thought　of　as　a
good皿odel　for　the　phenomena　described　in［3］，and　thus　our　results（5）and（7）are
expected　to　be　valuable　beyond　the　theory　of　stochastic　processes．
　　In　the　final　section，　we　will　briefly　discuss　a（iouble　Mαrhov　process　y（t）in　the
restricted　sense　that　is　connected　with　the　process（2）via　the．　equation
（・）　　　．x（t）一ψ1の髭y（の・・〉・・
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with　a　suitable　positive　function　¢　（t）　on　［O，　oo）　．
　　The　author　is　grateful　to　Professor　A．Minakata　who　gave　him　valuable　information
about　the　paper　［3］　．　He　is　also　grateful　to　Professor　Y．Okabe　who　kindly　indicated　nice
relations（see　Proposition　4）among　the　KM20－Langevin　data｛α，β（t），γ（t，　u），δ（釧
that　were　discovered　in　a　general　setting　of　stationary　Gaussian　proces’ses　（cf．　［11］　and
［8］）．
　　　　　　　　　　　　　　　　　　　　g2．　The　time　evolution　of　X（t）
　　This　section　is　devoted　to　the　study　of　the　Gaussian　process　X　（t）　having　the　covariance
function　（3）．　ln　particular，　we　are　going　tb　establish　the　equation　（4）　and　the　canonical
representation　（6）　by　carrying　out　explicit　calculations　of　all　requ’isite　’quantities
一｛α，β（の，γ（ちu）｝and　lgi（u）｝み、．
　　Assuming　that　Ai　＞A2　without　loss　of　generality，　we　begin　with　discussing　the　modified
process
　　（10）　　　　　　　　　　　．　　　　X（の＝X（亡）／cユθ一λlt，　t≡≧0．
Its　covariance　functi．on　takes　the　form
（11）　「（ち・）＝一・r（ち・！／・1・一λ’（亡＋s』ん・（・）＋ノ（助・（・）・0≦・≦‘・
where　f（t）：　＝：　（c2　／ci）e（A　i一”2）t，　hi　（s）：　＝：　e2AiS／ci－1－f（S）　and　h2（s）：　＝
e（”i’”2）S／ci　一1－f（s）．　ln　vi6w　of　this　form　（11），　the　canonical　representation　of
X　（t）　is　expected　to　be　expressible　as
（12）　X（t）　＝＝　fj　ll＋（f　（t）　一f　（u））g（u）lo　（u）dB　（u），
which　leads　us　to　write
（・3）　d■（t）一碗’（・）ぬ・（u）・（u）疎）］＋・畑．〈・）．
　　In　fact，　the　positive　function　a　（t）　can　be　first　determined　by　computing　the　variance
of　（13）：
　　　　　　　　　　　　　　　　　　　　　　E　［（dX　（t））　2］・＝　a　2（t）　dt　＋　o　（dt）　．
This　yields
　　　　　σ2（t）＝｛r（t十（1ち‘十（iの一2r（‘十dち亡）十r（ちの｝／（泥
　　　　　　　　　　一贈［kfi（ち・）一幅（…）］一hl（・）＋！（・漁）ゴ’（・）h・（の
　　　　　　　　　　＝　e2Ait　2　（ci　，li＋　c2　，12）　／Ci・
We　thus　get
　　（14）　a（t）　＝＝　（a／ci）　eA　it，　a：　＝V　2（ciAi十。2A2）　＞O．
The　next　task　is　to　analyse　the　first　term　in　（13），　which　is　F，　（B）（＝F，　（X））一measiur－
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able　and　independent　of　the　innovation　dB　（t）　oc6urred　on　the　infinitesimal　interval
（t，　t　十　dt）．　Here　we　used　the　notation
　　　　　　　　　　　　　　　F，．（Y）＝the　σ．一field　generated　by　｛y（8）　；0〈×sくt｝，
for　Y＝B，　X．　lf　we　write
．（15）　　　fjg（u）・・．（の伽）一・∫jk（ち．u）認ω，
then　we　have
（・3）ノ @　σ（・協ω一譲ωづ・r（砿礁・）讃ω］．
　　A　cbmbinatipn　of　（15）　and　（13）’　implies　the　resolvent　equation
（16）．　h・（…u）一・（u．）二∫ン’（・）．・（・）h（・・u）．d・・
This　equation　is　equivalent　to
　　　　　　　　　　　　　　二二）r一’（t）・（t）・・（t，・u），・回一・（の，
and　further　to　the　expression
（16）’ @　　h（亡，u）一9’（u）・xp［一∫‘／ノ（・）9（・）d・］．
　　Now，　what　one　really　wants　to　determine　is　this　function：
（17）　　．　w（t）一・xp［∫」！ノ（・）9（・）d・］，
because　unknown　key　functions　can　be　expressed　as　follows：
（18）　　9（u）一（1・9ω（の）’／／ノ（u）一ω’（u）／ω（u）ノ’（u），
and
　　（19）　．　h（t，　u）＝w（u）g（u）／w　（t）＝w”　（u）／w　（t）f’　（q）．
　　We　are　ready　to　derive　a　linear　differential　equation　of　the　second　order　to　give　the
exact　form　ofω（のby　using　its　solution．　For　that　purpose，　we　start　wi．th　the　illtegral
equation　・’　・　　　　　　　　　　　E　［（dX　（t））X（s）］一dt　（f’（t）fjk（t，　u）　’E　［（dX　（u））　・X　（s）］1
　　　　　　　　　　＝a　（t）・E’　［（dB　（t））　X　（s）］　＝．O，　’　’O　〈×　s　〈×　t，
which　is　expressible　in　terms　of　the　covariance　functio’氏@F：　・（・・）Si・（・の∂守）du＋£・（t，・u）∂鴇s）du一∂B（1・8）／／’（の．
Differentiating　this　equation　with　respect　to　the　variable　s，　we　obtain
（20）’．・・（・）礁・）＋撫（t，u）ノ’（・＞u）刷・〈u）・du一ん各（・），0＜・〈・，
where　sVu　＝＝　max　（s，　u）　and　sAu＝　min　（s，　u）．
　Note　that
　　　　　　　　　　　　　　　Q　（s）：　m一　hS　（s）　／f’　（s）　＝＝　mEll」’（il！llmml，Am’　A，）　e2”　？S　一　1　〉　O，
　　　　　　　　　　　　　　q’（s）：＝Q’（s）＝WtA，2（（AA，’一＋AR，2））　e2A2s’＞o，
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and　o　（s）／f’　（s）　＝＝　a　eA　2　S／c2　（Ai－A2）　＝　V－Eqi一（li－5－ra）　with．a：＝　c2A2．　（A｛一A；）／
（ci－Ai十　e2A2）　＞O．　Then　the　integral　term　in　（20）’　becomes
　　　　　　　　　　　　r，’　（w’　（u）／tv　（t））　f’　（s）　Q．（s　Au）　du
　　　　　　　　　　　　一げ’（・）／ω（の）｛〔ω（のQ（・剛1一∫1ωωα（のぬ｝
　　　　　　　　　　　　一齢）一．〈・・’（・）ノω（t））IQ（・）＋∫1ωωαω鳳
and　hence
（21）　　　q（・）ω’（・）一・IQ（q）＋ぬωω9（の伽｝
holds　for　all　O〈s〈　t〈oo．　lt　follows　that　z　（s）：＝＝　q　（s）　w　（s）．is　a　solution　of　the
following　differential　equation
　　　　　　　　　　　　　　　d　　　　　　　　　　　　　　　　　　lz’　（s）一（q’　（s）／q　（s））2（s）1＝az（s），　s＞O，（22）
　　　　　　　　　　　　　　　ds
under　the　initial　condition
　　（23）　．　z（O）　＝＝q（O）　and　z’　（O）＝aQ（O）十2A2　q（O）．
　　Since　q’　（s）／q　（s）＝＝　2　A2　（constant），　（22）　takes　the　simple　form
　　（22）’　z”　（s）一2A2　z’　（s）一az　（s）　＝O，
which　yields
　　（24）　z（s’）＝　eA　2S　lbi　cosh　pt　s十（b2／　pt）sinh　pt　s　l，　s＞／　O，’
withμ：＝V　13＝F－E一＝　（c，λビ←c、λ2）λ1λ，／（clλ1十。、λ2）　　（λ一2＜μ〈λ1）．　By　virtue　of
（23），the　coefficients　bi　are　given　as　follows：
　　　　　　　　　　　　　　　　bi　＝q　（O）　and　b2　＝aQ　（O）　十A2　q　（O）　＝　b＋　q　（O），
where　we　put％〒｛c2λ、＋c1λ2（±〉λ、λ2／（cユλ1＋c2λ2）｝／2．　Note　thatμくb＋〈λ、，　and
another　constant　b一＝clc2（λrλ2）2／2（01λ汁。2λ2）＞Owill　be　important　in　what
follows．　We　thus　arrive　at　the　exact　form　of　w（s）　m－z（s）　／q（s）　：
　　（25）　tv　（s）＝　e－A　2　S　¢　（s），　¢　（s）：　＝　cosh　g　s十（b＋／Lt）sinh　Ft　s．
Conversely，　if　we　start　with　this　function　（25），　then　we　defipe　g　（u）’@by （18） and
k　（t，　u）　by　（19）：
　　（26）　g　（u）　＝（ci／e2　（Ai－A2））　e一（”　i－A　2）“（¢’　（u）／　di　（u）一A・2）
and
　　（27）　le　（t，　u）＝（ci／c2．　（Ai－A2））　eA　2t一”　i”（9S’　（u）一A2　gS　（u））／gS　（t）．
Then　the　equation　（20）　as　well　as　（20）’　holds　for　all　O〈s〈　t〈oo，　which　tells　us　that
the　expression（13）ノdefines　a　true　innovation　process．　Taking（15）into　account，　we　get
the　equation（13）equivalent　to（13）ノ．　Integrating　this（13），we　can　reach　the　canonical
representation　（12）　of　X　（t）．　Thus　we　have　found　explicit　expressions　of　all　ingredients
in　the　equations　（12），（13）　and　（13）ノ．
　　We　are　now　in　a　position　to　state　our　result　on　the　Gaussian　process　X　（t）　．．
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　　Theorem．1．　We　have　the．　canonical　representation　（6）　of　X（t）　with　gi（u）＝＝
eA・U｛！一（¢’　（u）／¢　（u）一R，）／（λ1一λ・）｝αnd　9・（の；eλ・U（φノ（の／φ（の一λ・）／
（A，一A，）．
　　This　is　an　immediate　conSequence　of　（10）　and　〈12）　．
　．！11t｝gg！ggLieorem　2．　・　The　process　X（t）　6atisfies　the　stochastic　differential　equation　（4）．　of　the
∬古0亡）¢）召ωithβ（t）＝λ1．＋λ2一φノ（の．／φ（‘）αn（iγ（ちU）＝（b＿／φ（t））（λ、一＋λ2）
lcosh　pt　u十　（　At　／　（c2　Ai　十。．i　A2））　sinh　Lt　ul　．
　　11！tggtoof．　We，have　already　shown　the　stochastic　differential　equation　of　the　modified
process　（10）：
（13）”dX（・）一（・膨・1）・dB（t）＋d・・l　if’（の／ω（t））∫」（ω’（の／／’（・）＞dX（の｝．
With　the　exact　form　（25）　in　mind，　we　compute　the　above　dC－part　as　follows：・
　　　　（ω’（・）／ω（・））x（の「げ’（・）／・（・））∫1（・’ω／∫’（u））ノx（の伽
　　　一（・・ヴCl）｛（1・9ω．（・））’X（t）」（e一…／ω（・））距ωノ・（u）θ一…一・．・・u）’θλ1・X（u）du｝
　　　＝＝　（eA　it／ci）　1（¢’　（t）／¢　（t）　一A2）　X（t）　＋　（b一　／¢　（t））fj　¢　（u）　X　（u）dul，
where　we　set
（・8）ψ（の一一1÷・一λ1…（の・・嘱一．
　　　　　　　　　　　　＝＝　［1（A，十A，）　b．一（Lt　2十A，A，）1　cosh　xt　u十　1（A，十A，）　st　一
　　　　　　　　　　　　　　　　　b＋　（y2十AiA2）／yl　sinh　pt　u］　／b一
　　　　　　　　　　　　＝（Ai十A2）　lcosh　y　u十（y／（ezAi十　ci　A2））　sinh　ptul　＞O．
　　We　thus　have
　　　　　　　dXω；C、θ一λ1亡（ix（の一λ、X（‘）dt
　　　　　　　　　　　　＝＝　a　ciB　（t）　＋　dt　lm　（Ai＋A2一　¢’　（t）／¢　（t））　X　（t）　＋　（b一／　¢’（t））
　　　　　　　　　　　　　　　　　　∫：ψωx（の伽｝，
which　completes　the　proof　of　Theorem　2．
　　Following　Okabe　［13］　，　we　prefer　the　present　style　of　KMO－Langevin　equation　（4）　，
although　it　admits　another　useful　form　similar　to　（13）　’　：
（4）’ @．砥ω一・dB（の一輔ノ（ちu）・dX（の，　t＞・。
It　is　easy　to　see　that　the　Volterra　kernel　in　（4）’　is　given　by
’（29）　．　j（t，　u）　＝＝B（t）一Sj　7（t，　s）　ds．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　聞　　　　　～
　　Remark．　The　canonical　representation　（12）　of　X　（t）　can　be　derived　by　a　different
method　due　to　・Pitt　［14］　that　includes　solving　a　Riccati　differential　equation　（cf．　［15］）　．
The　rriethod　of　［14］　seems　to　be　efficient　only　for　double　Markov　Gaussian　processes．　On
the　other　hand，　the　present　approach　via　the　linear　differential　equation　（22）　of　the　second
order　can　be　further　extended　to　arbitrary　N－ple　Marhov　cases　in　which　the　correlation
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function　ofσ（‘．）can　take　the　general　form
　　　　　　　　　　　　　　　　　　　　　　　　　ハド　　　　　　　　　　　　　　レ
　　（1）’　　　　　　　　　　　r（亡）＝ΣCiゼλiltl　（Σ．　Ci＝1，　N≧ラ2）．
　　　　　　　　　　　　　　　　　　　　　　　　　i＝l　　　　　　　　　　　　i＝＝1
The　details　will　be　published　in　a．forthcoming　paper．
　　　　　　　　　　　　　　　　　　　　§3．．The　time　evolution　of乙ノ（t）
　　Having　analysed　the　probabilistic　structure　of　X　（t）　in　ehe　previous　seetion，　we　now
proceed　to　study　the　stationary　process　U　（t）　itself．　First　note　that．the　canonical　repre－
sentation　（7）　of　U（t）　on　the　half－line　t　〉／　O　is　an　obvious　consequence　of　Theorem　1，
because　U　（O）　is　an　N（O，1）一random　variable　independent　of　the　process　X　（t）　．
　We　are　ready　to　derive　the　KM　20－Langevin　equation　（5）　froih　Theorem　2，　which　gives
us　the　following：
　　　　　dU　（t）　＝＝　r’　（t）　dtU　（O）　＋　dX　（t）
　　　　　一・dB（の＋d・　［一・B（のσ（の＋∫1・．（ちu）σωぬ
　　　　　　　　　　　　　　　　　　　　　　　　　　＋　lr’　（t）　＋r　（t）　B　（t）　一J’」　7　（t，　u）　r　（u）du　1　U　（O）］．
Hence　the　a　（t）一function，　important　in　the　theory　of　KM　20－LangeVin　equations　（［13］），
is　equal　to
（30）　．　6　（t）　＝＝　r’　（t）　Tl一．r　（t）　B（t）’一　Sj　7　（t，　u・）r　（u）du’　＝＝£，ci　ai（t）・，
wh・・e　w・d・fi・・dδ、（t）一（・一・1り’＋・一・靴）一∫1・（ちの・→iu・du．
　　In　the　proof　of　Theorem　2，　we　showed
　　　　　　　　　　　　　　　　B　（t）　＝Ai一（Lv’　（t）　／w　（t）），　and
　　　　　　　　　　　　　　　　γ（ちU）＝一（e一λ2t／ω（の）（ω’（‘）e一（λ1一λ2）U），θλIU
　　　　　　　　　　　　　　　　　　　　　　＝（b一／　¢　（t））ψ（の．
We　therefore　have
　　　　　　　Oi　（t）　＝”e一”　it　w’　（t）　／w　（t）　十　e－A　zt　lw’　（t）　e’（A　1”A　2）t－w’　（O）1　／w　（t）
　　　　　　　　　　　　＝：　（A，一b．）／¢　（t），
and
6・（・）一・一・・t［λ1一・・一ω’（・）／・（・）＋£（ω’（・）・一…一…り’…一・…du／・（t）］
　　　　　　＝　e－A　2“　［Ai－A2－w’　（t）’／Lv　（t）　十　lw’　（t）　一w’　（O）　一　（Ai－Ai）　（tv　（t）　一1）1　／w　（t）］
　x
　　　　　　＝　（A，一b．）／　¢　（t）　．
It　follows　from　（30）　that
　　（31）　a（t）＝　（c2Ai十ciA2一　b＋）／¢　（t）　＝＝　b一／¢（t）．’
　　Using　¢　”　（t）　＝＝　pt　2¢　（t）　and　the　above　formula　（31），　we　can　write
　　　　　　　　　　　　　　　　　　　　　　　　　　　ω（の＝b＿θ一λ2亡／．δ（の，
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as　well　as　the　following　equalities：
　　　　　　　　　β（の＝λ1十λ2十δノ（の／δ（の＝ψ（0）十（lo9δ（t））’，
　　（32）　　．γ（ちu）＝δ（t）ψ（u），
　　　　　　　　　ψ（の＝一θλIU｛（e－A2U／δ（U））’e一（λ・一λ．2）U｝’
　　　　　　　　　　　　　＝　（Ai＋A2）　1（1／　（1）　（u）　），’　TAiA2／（ciAi＋ez　A2）　6　（u）　1　．
　　Summ’ing　up　the　above　diScussions，　we　stelte　the　following
　　Theorem　3．　The　process・U（t），　t　〉／　O，　satisfies　the　KM20－Langevin　equation　（5）　with
6　（t）／’№奄魔?氏@by　（31）．
　　In　addition　to　（31）　and　（32）　men’tioned　above，　we　prove　some　relations　found　by　Okabe
within　his　framework　of　stationary　Gaussian　processes　（cf．　his　unpublished　note　and
［11］）．
　　Proposition　4．　We　have（i）　β’（の＝δ2（の，・（ii）　γ（t，0）＝β．（t）δ（亡）一δ’（の，・．
　　　　0　　　　　　　7　（t　十　u，　u）十6　（t　十u）　7’（t　十　u，　t）　＝O．GiD
　　　　Ou
　　Proof．　（i）　is　immediate；　since　bg十’pt　2＝’：bl，　we　easily　see　that
　　　　　　　　　　　　　　　　　　　¢　’　（t）　¢　’　（t）
　　　　　　　　　β’（の＝：一　　　　　　　　　 ／φ2（の；δ2（t）｛（φノ（の）2－Pt　2φ2（t）｝／b三
　　　　　　　　　　　　　　　　　　　¢’（t）　ip”　　　　　　　　 　　　　　 　（t）
　　　　　　　　　　　　　　　：　6　2　（t）　（b4一　pt　2）　（cosh　2　y　t　一　sinh　2　pt　t）／bg　＝＝　6　2　（t）　．
（ii）　We　have　only　to　recall　the　formula　（32）　：
　　　　　　　　　　　　　　　　　　　β（t）δ（の「δ’（‘）＝ψ（0）δ（t）＝γ（ち0）．．
GiD・　Note　that
　　　　　　　　　　　　　　謙（・＋醐一・’（t＋U）ψ（U）＋・（t＋・）・diノ（・）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　δ2（t＋．u）　φ（t十のψ（の
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　b一　1¢”（t＋u）　ip’（u）1’
and
　　　d　1¢　（t＋u）　sb　（u）1　1¢　（t＋u）　sb　（u）・1　．1¢（t＋u）　sb（u）
duφ’（t＋のψ’（。）＝ﾓ〃（t＋。）ψ〃（の＝tZ　2ﾓ（t＋のψ（の≡o・
Hence
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　di　（t）　1¢　（t＋u） di （u） φ（のψ（0）
　　　　　　　　　　　　　　　　　　　　　　＝1’．11　’　’1　1　一　sb　（o）
　　　　　φ．ノ（t＋．のψ’（の　　¢’（‘）ψ’（0）　　　φ’（の；・　2／（c、λ1＋c1λ，）
　　　＝　（，1，十A，）　1（　Ft　2／　（c，　A，十　c，　A，）　一　b．）　cosh　／1　t
　　　　　　　　　　　　　　　十　（b＋／　（c2Ai十　ci　A2）　一　1）　Lt　sinh　st　t　1　＝＝　一b一　sb　（t）　，
which　completes　the　proof　of鋤．
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III，：gpgsi！lglLliioposition　5・　（i＞　limm．．　B（t）＝Ri＋R2－pt：＝＝B．．；
（ii）　IAim　7　（t　＋　s，　u＋　s）＝　（Ai一　／t）　（　pt　一A2）　e一”’（t　U”）：　＝＝　7　co　（t，　u）　for’　ever3，　O　〈x　u　〈x　t；
　　　s－oo
GiD　li－m．　6（t）　＝＝　O．
　　The　proof　is　obvious，　so　is　omitted．
　　Before　closing　this　section，　we　would　like　to　mention　that　．the　KM　20－Langevin　equation
of　U（t）　for　t／〉　to　tends　to　the　right　KMO－Langevin　equation　of　U（t），　t　E　R，　as
to一一〇〇　（［11］）．　Namely，　the　stationarity　of　U　（t）　enables　us　to　write
（・）・dσ（t）〒・dB（t）＋dt［一β（t－t・）σω＋∫：。γ（t－t・・面川ゆ
　　　　　　　　　　　　　　　　　　　　　　　　　＋　6　（t　m　to）　U　（te）］，　t　〉　to．
Letting　the　initial　time　t　o　go　to　一　co，　it，follows　from　Proposition　5　that　the　above
equation　tends　to
（5）　eo　dU　（t）　＝　a　dB　（t）　＋　dt　［一　B－U（t）＋St．　7一（t，　u）　U　（u）　du　］，
which　coincides　with　the　result　of　Okabe　［10］　，　［12］　．
　　　　　　　　　　　g4．　Dquble　Markov　process　in　the　restricted　sense
　In　this　final　section，　we　find　a　double　Markov　process　Y　（t）　in　the　restricted　sense　that
is　derived　from　the　process　X．（t）　．　lndeed，　define
（33）．　Y（t）一Sj¢（u）X（u）　du，　t＞．　O．
Then　we　get　X（の＝yノ（の／ψ（t）and
　　（4）”　　　　　　dX（の＝α（沼（t）＋dt［一β（t）X（の＋δ（t）y（の］，
which　shows　the　simple　Markbv　structure　of　the　pair　（X　（t），　Y　（t））　．　’
　We　are　going　to　show　the　double　Markov・structure　of　Y　（t）　in　the　restri6ted’　sense　（cf．
［2］　and　［9］）．　That　is，　we　have　to　compute　three　positive　functions　．vi　（t）　（’．i　r　O，　1，　2）
such　that
（34）　　．y¢）一v・（t）Sl・i∫二・1（・）d・1…’（u）・ciB・（u）一）　　　・
which　means　that
（34）ノ B。1、）9、．。、1謡（。，？，）Y（t））一・B（t）（w・・t・…se）・
　Now，　substitute　the　canonical　representation　（6）　intp　（33）．　Then　we　have
　　　　　　　　　　y（t）一£F回・dB（の・F（・，の・一き、9i（の∫：・一・・sψ（・）d・・
It　follows　from　（31）　and　（32）　that
　　　　　　　　　　　　b一　r．　e－A　iS　¢　（s　）　ds　＝一　［　（e－A　zs　¢　（s　））t　e一　（A　i－A　z）　s］Z
　　　　　　　　　　　　　　＝＝　一e－A　it　（¢’　（t）　一A2　¢　（t））＋　e－A　i”　（¢’　（u）一A2　¢　（u）），
and
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　　　　　　　　b－f．　e一”　2S　e　（s）　ds　＝一［（e－A　2S　¢　（s））’］Z＋　（Ai－A2）　f．　（e－A　2S　¢　（s））’　ds
　　　　　　　　；．一　e－A　2t　（　gS　’　（t）　一A，　gS　（t））＋　e一”　2“　（　gS　’　〈u）　一A2　gS　（u））＋　（Ai－A2）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（e－A　2t　¢　（t）　一　emA　2U　．¢　（u））．
Hence　by　Theorem　1，　we　obtain
　　　　　わ．F（t，　u）＝［eptA　i（t－u）（φ’．ω一λ，φ（‘））（φ’ω一λ、　¢（の）
　　　　　　　　　　　　　　　　一・7λ・⑳（ヂノ（t）一・・φ（・））（φ1ω睡φ（朗／（λ一・・）φω・
　　Noting　that　Ai　¢　（t）　一　¢　’　（t）　〉・O，　we　can　rewrite　the　preceding　expression　as　follows：
F（t，　u）　i・＝　b－A2t　（Ai　¢　（t）　一　¢r　（t）’）　le一（A　i一”　2）t　ww1　（（tt））　一m．　AA2，　9gS6　（〈tt））
　　　　　　　　　　　　二θ一・2’・畷髪賛1．8／），｝…u（λ1一φノ（u）／φ（の）／・一（1・両
which　coincides　with　the　specified　fQrm　of　（34）　if　we　ehoose’
　　　　　　　　　　　ひ、（t）　＝　e－A2t　gS　（t）　（Ai一　9S　’　（t）／　9S　（t））＞0，
（35）　lvi（t）＝（e＋‘”i一’”2）tww1（（tt））一mAAIdi¢（（tt）））’／b一（Ai－A2），
　　　　　　　　　　　び。（t）　・＝　e’A　・t（λ・一φノ（t）／φω）＞e，
It　is　easy　to　check　the　positivity　of　v　i，（t）　：
　　　　　び1ω〒轟11鶉1（1留≒灘1）’一（λ・二・・磯1≡諜1｝
　　　　　　　　　　＝e一（λ1一λ2）t（λ1十λ2）φ（t）｛φ’（‘）一λ1λ2φ（t）／（C1λ1一トC2λ2）｝／
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　b一　（　gS　’　（t）　一Ai　¢　（t））2
　　　　　　　　　　＝：　e一（A　i一”　2）t　¢　（t）　di　（t）／（¢’　（t）　N　A　i　di　（t））2　〉　O，
where　we　used　again　the　relations　（31）　and　（32）　．
　　We　thus　．arrive　at　．the　．follow．ing
　　Theorem　6．　The　process　Y　（t）　is　double　Marhov　in　the　restricted　sense　and　has　the
canonical　representation　（34）　with　positive　functions　vi　（t）　defined　by　（35）　．
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