Деякі особливості проектування мікроконтролерів для СНК by Сергієнко, А. М. & Лепеха, В. Л.
 УДК 681.322 
 
СЕРГІЄНКО А.М., 
ЛЕПЕХА В. Л. 
 
ДЕЯКІ ОСОБЛИВОСТІ ПРОЕКТУВАННЯ МІКРОКОНТРОЛЕРІВ ДЛЯ СНК 
 
Рассмотрены особенности проектирования ядра микроконтроллера для системы на кристалле 
(СНК). Показан пример разработки ядра микроконтроллера с архитектурой і8051 с высокими харак-
теристиками при реализации СНК в программируемой логической интегральной схеме (ПЛИС). 
 
Details of the microcontoller IP core design for the modern SOC are considered. An example of the 
i8051 microcontroller IP core design is shown which has good characteristics by configuring in FPGA-based 
SOC.  
 
Вступ 
Одним з основних принципів розробки 
систем на кристалі (СНК) є застосування  го-
тових бібліотечних обчислювальних  моду-
лів (ІР cores), які повинні бути надійно по-
вторювані в ряді проектів СНК. Технологія 
використання готових модулів поширилась з 
кінця дев′яностих років, завдяки чому змен-
шились трудовитрати і строки проектування 
СНК. Але їхнє впровадження при усклад-
ненні технології СНК стає рідшим, що по-
в′язано з їхньою втратою властивості повто-
рюваності [1].  
Мікроконтролер і8051 набув поширення у 
формі повторюваного мікропроцесорного яд-
ра. Ядра клонів архітектури і8051 виконують 
команди за 1−6 тактів, тобто на порядок 
швидше, ніж стандартний мікроконтролер 
і8051. За даними сайту www.design-
reuse.com, зараз більше трьох десятків фірм 
пропонують ці модулі споживачам. Причому 
більшість з них, як рекламний хід, деклару-
ють, що мікроконтролер виконує 1 команду 
за такт.   
В статті розглядаються можливості збіль-
шення повторюваності мікропроцесорних 
ядер на прикладі ядра з архітектурою і8051.  
 
Деякі особливості технології СНК 
 При впровадженні глибокої субмікронної 
технології (DSM) стали діяти нові фізичні 
явища, які перешкоджають використанню 
готових модулів. Так, при нормах 65 нм від-
ношення середньої затримки в лініях зв′язку 
і затримки вентилів складає 9:1. Кожні чоти-
ри роки сумарна довжина ліній зв′язку крис-
талу подвоюється і зараз дорівнює близько 
2000 м/см2. В лініях зв′язку розсіюється все 
більша частка споживаної потужності. 
Як висновок, при DSM-технології швид-
кодія, енергоспоживання, площа кристалу в 
більшому ступені залежать від системи ліній 
зв′язку, ніж від множини вентилів СНК. То-
му оптимізація ліній зв′язку повинна вико-
нуватись на початкових стадіях проектуван-
ня СНК [1]. Те саме стосується розробки ІР 
cores.  
Виконання СНК на базі програмованих 
логічних інтегральних схем (ПЛІС) дає змо-
гу розробляти складні СНК у стислі строки і 
з мінімальними витратами. Але в ПЛІС оде-
ржуються довгі лінії зв′язку, затримка в яких 
складає 20−90% загальної затримки критич-
ного шляху зконфігурованого модуля. Тому 
проблема оптимізації ліній зв′язку стосуєть-
ся СНК на ПЛІС ще більше, ніж СНК на  
ЗВІС [2]. 
 
Архітектура ядра і8051 
В мікроконтролері і8051 команди зберіга-
ються в пам′яті команд і вибираються з неї за 
послідовними адресами за винятком команд 
переходу і переривання. Тобто він має не-
йманівську архітектуру. Уточненням архіте-
ктури є те, що пам′ять команд відокремлена 
від пам′яті даних і виконана як постійний 
запам′ятовуючий пристрій (ПЗП). 
Нейманівська архітектура передбачає ато-
марне виконання команд, тобто виконання 
наступної команди можна почати лише після 
закінчення виконання попередньої команди. 
Те саме стосується архітектури і8051. Більш 
того, коректне переривання в цій архітектурі 
неможливе без строгого виконання цієї ви-
моги.  Також всі компілятори для цієї архіте-
ктури розраховані на атомарність виконання 
команд. 
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Особливості ядер з архітектурою і8051 
 Критичний шлях в СНК представляє со-
бою маршрут з найбільшою затримкою, який 
проходить сигнал, починаючи з виходу од-
ного з тригерів і кінчаючи входом іншого 
тригера. Довжина критичного шляху, вимі-
рювана в наносекундах, визначає мінімаль-
ний період тактової частоти Fmax СНК , тобто 
її швидкодію. 
 Більшість ядер і8051, що пропонуються 
фірмами, мають частину команд, які викону-
ються за 1 такт. Це означає, що критичний 
шлях починається і кінчається в лічильнику 
команд, і проходить через ПЗП програм 
(ПЗПП), дешифратор команд, а також ариф-
метико-логічний пристрій (АЛП). Альтер-
нативний критичний шлях починається і кін-
чається в пам′яті даних і проходить через 
АЛП.  
Вимога виконання команди за 1 такт при-
зводить до ряду суворих обмежень на 
реалізацію ядра і8051. По-перше, програма 
повинна зберігатись тільки в безрегістрово-
му ПЗП. По-друге, дані, що обробляються 
командою і результати повинні зберігатись 
тільки в регістрах або локальній пам′яті да-
них.  
ПЗП великого об′єму без проміжних регі-
стрів при реалізації в ПЛІС має великі апара-
тні витрати і затримку. Тому в ПЛІС велику 
ПЗП, як правило, виконують на основі опе-
ративного запам′ятовуючого пристрою 
(ОЗП), який має додаткові регістри адреси і 
зчитаного даного, тобто це − синхронний 
ОЗП, звертання до якого додає такт до пері-
оду виконання команд.  
Як результат, в ядрах мікроконтролерів 
об′єм ПЗП програм має невеликий об′єм. А 
для звертання до ПЗП і ОЗП великого об′єму 
використовують 1−8 тактів затримки коман-
дного періоду (wait states). 
Крім того, команди переходу, виклику пі-
дпрограм, читання-модифікації-запису, ко-
манди з непрямою адресацією, в тому числі 
звертання до зовнішнього ОЗП даних, прин-
ципово не можуть бути виконані за 1 такт. 
Таким чином, хоча в мікропроцесорних 
ядрах і задекларовано, що команди викону-
ються за 1 такт, насправді, при вирішенні 
практичних задач для їхнього виконання по-
трібно 2 і більше тактів. При цьому необхід-
не збільшення кількості тактів виконується 
штучно і в додаткові такти ядро практично 
простоює.  
Проектування ядра FS8051 
При проектуванні власного ядра мікроп-
роцесора FS8051 на кафедрі обчислювальної 
техніки НТУУ "КПІ" були визначені наступ-
ні умови. Вважаючи на показану вище без-
підставність виконання однієї команди за 1 
такт, домагатись застосування 2,3 і 4-тактних 
команд. Задля підвищення можливості по-
вторюваності ядра, знайти таке рішення, яке 
має як мінімізовані апаратні витрати, так і 
оптимізовану систему ліній зв′язку. 
Таким чином, при виконанні команди за 2 
такти командний цикл можна розділити на 2 
частини, перша з яких включає читання ко-
манди з ПЗПП і запис її в регістр команди 
(РК), а друга – власне виконання команди і 
визначення адреси наступної команди в 
лічильнику  команд (ЛК). 
 Слід відмітити, що при розробці СНК 
широко використовується метод ресинхроні-
зації, який полягає в пересуванні регістрів 
вздовж шляхів розповсюдження сигналів, 
чим досягається балансування затримок в 
критичних шляхах. Причому ресинхроніза-
цію можна виконувати як вручну, так і авто-
матично. Після ресинхронізації схеми мікро-
контролера РК і ЛК можуть стати відсутніми 
як такі, так як, наприклад,  регістр РК може 
переміститися на вихід дешифратора команд. 
Слід також відзначити, що регістри в ПЗПП і 
ОЗП даних (ОЗПД) не переміщуються при 
ресинхронізаціїї, так як вони є складовою 
частиною відповідних блоків синхронної 
пам′яті. 
 Як правило, структура мікроконтролера 
має дві чітко виражні частини: перша − це 
керуючий пристрій, що включає ПЗПП, ЛК і 
пристрій керування (ПК) у вигляді окремого 
мікропрограмного автомата, а друга − це 
операційний пристрій, який включає АЛП, 
блок пам'яті даних (ОЗПД), блок керування 
перериваннями (БП), блок спеціальних регіс-
трів і  портів (БСР). Таким чином, керування 
мікроконтролера зосереджено в ПК, ЛК і 
ПЗПП . 
Раніше при розробці ПК мікропроцесорів 
віддавалась перевага мікропрограмному ав-
томату, завдяки простоті його розробки і  
модификації. Але при його реалізації в СНК, 
як апаратні витрати, так і критична затримка 
схем можуть виявитись надмірно великими. 
Вісник НТУУ «КПІ» Інформатика, управління та обчислювальна техніка №50  3 
Сучасні засоби логічного синтезу значно 
зпрощують розробку ПК на основі автомата 
Мілі, мінімізючи при цьому апаратні витра-
ти. Але при локалізації керування процесора 
в одному автоматі виникають довгі затримки 
логічних схем і великі апаратні витрати, які 
викликані наступними причинами.  
По-перше, складний ПК передбачає вико-
ристання логічних рівнянь з великим числом 
аргументів. Такі рівняння частіше всього по-
гано мінімізуються і потребують для своєї 
реалізації схему з довгими логічними лан-
цюжками. По-друге, як було згадано вище, 
затримка в лініях з'вязку може бути біль-
шою, ніж сумарна затримка в логічних схе-
мах і її можна оцінити як таку, що пропор-
ційна їхній довжині. Якщо все керування 
зконцентрувати в одному блоці, то його ба-
гаточисельні входи і виходи необхідно підк-
лючити до решти блоків мікропроцесора че-
рез довгі маршрути з великими затримками. 
Крім того, сумарне навантаження на один 
вихід блоку виявляється великим, що також 
збільшує затримку.  
Тому для мінімізації як затримки в крити-
чних шляхах, так і апаратних витрат пропо-
нується структура мікроконтролера з розпо-
діленим керуванням, яка показана на рис. 1. 
Чотири блоки: ЛК, ОЗПД, АЛП і  БП ма-
ють локальні регістри команди РК і блоки 
керування, які дешифрують тільки ті коман-
ди і  видають такі керуючі сигнали, які ма-
ють відношення тільки до даного блоку. 
Причому, кожен з блоків керування має в 
декілька разів менші апаратні витрати і 
більш високу швидкодію, ніж загальний ПК. 
Завдяки такій структурі, блоки мікропро-
цесора стають локалізованими кластерами, 
які зв'язані між собою малою кількістю зв'яз-
ків. 
 
 
 
 
 
 
Така кластеризованість проекту забезпе-
чує одержання схеми з мінімальними крити-
чними затримками при автоматичному роз-
міщенні і розводці проекту у відповідній 
САПР ПЛІС. 
Розділення ресурсів вважається ефектив-
ним способом мінімізації апаратних витрат. 
При його реалізації до входів розділених ре-
сурсів, таких як АЛП, лічильники, блоки па-
м'яті, підключаються багатовходові мульти-
плексори, а до розділених загальних шин 
приєднують велике число тристабільних бу-
ферів. 
Якщо ці розділені ресурси реалізувати в 
ПЛІС, то і апаратні витрати, і часові затрим-
ки будуть збільшеними. Це роз'яснюється 
тим, що великі мультиплексори реалізуються 
в ПЛІС як декілька рівнів логічних схем. Та-
кож багатовходові мультиплексори передба-
чають наявність великого числа міжз'єднань. 
Автоматичне розведення таких міжз'єднань в 
ПЛІС може привести до надмірних затримок 
в міжз'єднаннях.  
З іншого боку, в ПЛІС складність сумато-
ра порівняно невелика і  співпадає зі склад-
ністью двохвходового мультиплексора, а йо-
го затримка значно менша, ніж у складного 
мультиплексора. Причому в ядрі мікроконт-
ролера ефективніше збільшити кількість та-
ких ресурсів, як суматор, лічильник, регістр, 
ніж мінімізувати їхнє число за рахунок дода-
вання великої кількості багатовходових му-
льтиплексорів. Наприклад, додавання, мно-
ження, ділення, бітові операції і порівняння в 
АЛП можна виконувати в окремих вузлах. 
Структура такого АЛП показана на рис. 2. 
Цей АЛП складається з арифметічного прис-
трою (АП), блоків бітових операцій (ББО),  
множення (БМ), ділення (БД) і десяткової 
корекції (БДК). Таким чином, відмова від 
розподілених ресурсів забезпечує мініміза-
цію критичних шляхів поширення як даних, 
так і керуючих сигналів. 
 
 
 
 
 
 
 
 
 
Крім того, кожний з пристроїв (БМ, БД та 
ін.) може бути видалений з АЛП під час син-
тезу ядра, якщо відповідні йому команди не 
Рис.1. Структура мікроконтролера FS8051 
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Рис.2. Структура АЛП 
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використовуються в програмі. При цьому, 
крім мінімізації апаратних витрат АЛП, 
зпрощується ПК, який не дешифрує ці ко-
манди.   
Аналогічно оптимізуються структури БП і 
БСР. В них під час синтезу можна вилучати 
незадіяні периферійні пристрої і регістри, а 
також входи переривань. 
 
Результати реалізації ядра FS8051 
Розроблене ядро мікроконтролера FS8051 
було зконфігуроване в ряді ПЛІС фірми Xi-
linx. Одержані параметри ядра показані в 
табл.1.  
Табл.1. Параметри ядер мікроконтролерів 
Параметр R8051 DP80390 E8051 FS8051 
Тком,  тактів 2,8-3,5 3,4 3,3 2,9 
QV4, CLB slices 1706 1175 1424 1126 
QV5, CLB slices 779 − 710 615 
FmaxV4, МГц  79 107 130 198 
FmaxV5, МГц 73 − 185 229 
Tлог, % − − 19-51 46-73 
Посилання [3] [4] [5]  
В табл.1. Тком − це середня тривалість вико-
нання однієї команди. Вона розраховувалась 
з урахуванням вірогідності виконання тих чи 
інших команд в типових програмах, які вико-
нуються в мікроконтролерах і8051. Для ана-
логів в Тком враховано, що команди читають-
ся з синхронного ПЗП, доступ до якої збіль-
шується на 1 такт. QV4 і QV5 − це апаратні ви-
трати в еквівалентних конфігурованих логіч-
них блоках ПЛІС Virtex-4 і Virtex-5, відпові-
дно. FmaxV4 і FmaxV5 − це максимальні тактові 
частоти ядер в цих ПЛІС. Tлог − це частка за-
тримки в логічних схемах від загальної за-
тримки в критичному шляху, яка взята зі 
звітів САПР розведення ядер в ПЛІС. 
Аналіз таблиці показує, що ядро FS8051 
має більшість переваг в порівнянні з кращи-
ми аналогічними ядрами мікроконтролерів з 
такою самою архітектурою. 
 
Висновки 
Сучасні СНК мають такі характерні особ-
ливості, як висока затримка міжз′єднань, ус-
кладнення повторюваності готових обчислю-
вальних модулів. Це вимагає переглянути 
сталі підходи до розробки проектів СНК в 
бік більшої уваги до міжз′єднань, навіть за 
рахунок збільшених апаратних витрат. Но-
вий підхід, який полягає в проектуванні роз-
поділених керування і АЛП, формування 
кластерної структури, був перевірений при 
розробці ядра мікроконтролера FS8051, ре-
зультати якого показали наступне.  
Розподілені керування і операційні блоки 
дали змогу, завдяки локалізації зв′язків і 
зменшенню частки затримок в 
міжз′єднаннях, збільшити тактову частоту в 
1,5−2,5 рази в порівнянні з аналогами. Від-
мова від однотактного виконання команд і 
використання синхронної пам′яті для збері-
гання програми дали змогу збільшити про-
дуктивність ядра в 1,14−1,2 рази. Як резуль-
тат, було одержано ядро мікроконтролера, 
яке має продуктивність вдвічі вищу, ніж у 
кращих світових зразків при таких самих або 
зменшених до 1,5 разів апаратних витратах. 
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