Abstract: The paper considers: 1) the determination problem of optimal filtering and interpolation estimations in the mean square sense for stochastic processes with continuous time on continuous-discrete time-delay (memory) observations; 2) the determination problem of likelihood ratio for recognition of the stochastic processes on observations of the same type; 3) the anomalous noises detection in discrete channel with memory observations
INTRODUCTION
The modern stage in the synthesis theory of the algorithms for stochastic processes treatment began from paper (Kalman, 1960) . The pair {x t ; y t }, t ≥ 0, where x t is an unobservable process and y t is an observable process, is the basic mathematical object in the Kalman systems. This theory received further development in (Kallianpur, 1980; Liptser and Shiryayev, I. 1977, II. 1978; Sage and Melse, 1972; Van Trees, 1971) . A new class of problems is the situation when: 1) the observable process is a set of process with continuous time z t and discrete time η(t m ), i.e. y t = y(t, t m ) = {z t ; η(t m ); m = 0, 1, · · ·}; 2) the processes z t and η(t m ) are time-delay processes and possess the memory relatively unobservable process, i.e. depend not only on the current values but also on the past values of process x t . For continuousdiscrete observations with memory the filtering problem was considered in (Abakumova et. al., 1995a (Abakumova et. al., , 1995b , the extrapolation problem was considered in (Dyomin et. al., 1997; 2000; , the recognition problem with fixed memory was investigated in (Dyomin et. al., 2001 ). The present paper considers problems of adaptive in sense (Lainiotis, 1971 ) estimation and recognition with moving memory (see Remark 2).
Notations: P {·} is event probability, E{·} is expectation; N {y; a, B} denotes Gaussian probability density function with given parameters a and B; |D| is a determinant of matrix; D −1 is the inversion matrix of D; D T denotes transpose of a matrix or a vector; I and O are unit and zero matrixes of appropriate size; B > 0 is positively defined matrix; a vector is column-vector.
STATEMENT OF THE PROBLEM
On the probability space (Liptser and Shiryayev, I. 1977, II. 1978) (Ω, F, F = (F t ) t≥0 , P) the unobservable n-dimensional process x t and the observable l-dimensional process z t with continuous time are described by the stochastic differential equations (in the Ito sense)
and the observable q -dimensional process with discrete time η(t m ) has the form
where
It is assumed: 1) the parameter θ can accept values from the set Θ = {θ 0 , θ 1 , · · · , θ r } with the a priori probabilities p 0 (θ j ) = P {θ = θ j }, j = 0; r; 2) w t and v t are standard Wiener processes; 3) for all θ ∈ Θ coefficients of the equations (1), (2) satisfy conditions (Kallianpur, 1980; Liptser and Shiryayev, I. 1977, II. 1978) and g(·) is continuous for all arguments; 4) ξ (t m ) is the standard white Gaussian sequence; 5) x 0 , w t , v t , ξ(t m ), θ are assumed to be statistically independent; 6)
Problem 1 (estimation).
To determine the optimal estimations µ(t) and µ(t − t * k , t) in meansquare sense for x t and
Problem 2 (recognition).
To determine the likelihood ratio Λ t = (θ j : θ α ) for the hypotheses recognition problem H j {θ = θ j } and H α {θ = θ α } on the realizations set F z,η t . Remark 1. The term "delay" means time delay in mathematical models of both observed and nonobserved processes (Dion et. al., 1999; Basin and Martinez-Zuniga, 2003; Wang and Ho, 2003) . Since in this paper delay is present only in mathematical models of observed processes, the given paper uses the term "memory" meaning that the current values of observed processes have a memory relative to the past values of nonobserved process according to (Abakumova et. al., 1995a (Abakumova et. al., , 1995b Dyomin et. al., 1997 Dyomin et. al., , 2000 Dyomin et. al., , 2001 Dyomin et. al., , 2003 .
Remark 2. The models of the processes z t , η(t m ) of (2), (3) are adequate to the observations with moving memory (Abakumova et. al., 1995a (Abakumova et. al., , 1995b Dyomin et. al., 1997; 2000) .
observations have fixed memory (Dyomin et. al., 2001; .
MAIN RESULTS
For k = 1; N , we shall enter extended processes
.
Theorem 1. The posterior probabilities (6) and the posterior conditional probability densities (7) on the time intervals t m ≤ t < t m+1 are determined by the equations
with the initial conditions
Proof. For (j = 0; r)
on the time intervals t m ≤ t < t m+1 we have the equations
which follows from (Abakumova et. al., 1995a ; Theorems 1, 3). Since
integrating (19), (21) with respect to {x; x N } taking into account (14), (16) yields (9), (11), and (12) follows from (11), (21). As innovation process
is such that
is Wiener process (Kallianpur, 1980; Liptser and Shiryayev, I. 1977, II. 1978) with
then differentiating according to Ito formula (Kallianpur, 1980; Liptser and Shiryayev, I. 1977, II. 1978 )
taking into account (9), (19), (23), (24) yields (10).
Theorem 2. The mean-square optimal filtering estimation µ(t) and interpolation estimations µ(t − t * k , t), k = 1; N are determined by
where (see (4), (7))
and p t (θ j ), p t (x; x N |θ j ) are determined by Theorem 1.
Proof. As the meant-square optimal estimations are posterior expectations (Kallianpur, 1980; Liptser and Shiryayev, I. 1977, II. 1978) then
As F z,η t
⊆ F
z,η,θ t then according to (27) , (28) 
Then formulas (26) follow from (6), (7), (27)-(29).
Remark 3. In Lainiotis sense (Lainiotis, 1971 ) estimations (26) are adaptive estimations of filtering and interpolation with respect to the set of continuous and discrete observations with moving memory.
Theorem 3. For the likelihood ratio Λ t (θ j : θ α ) in the problem of hypotheses recognition H j {θ = θ j } and H α {θ = θ α }, j = 0; r, α = 0; r, j = α, we have (Sage and Melse, 1972; Van Trees, 1971 ) then differentiating according to Ito formula taking into account (9), (23), (24) yields for t m ≤ t < t m+1 the equation
with the initial condition
which follows from (11). Let us denote Λ t (θ j : θ α ) = ln{Λ t (θ j : θ α )}. Differentiating according to Ito formula taking into account (23), (24) yields for t m ≤ t < t m+1 the equation (33) with the initial condition
Then (30) follows from (33), (34).
From Theorem 1-3 follows that the effective cal-
In following item the particular case of the processes x t , z t , η(t m ) supposing such possibility is considered.
CONDITIONALLY-GAUSSIAN CASE
Proposition 1. Assume (see (1)- (4))
and block components of distribution (37) parameters µ N +1 (·), Γ N +1 (·) for all j = 0; r are defined by system of differential-recurrent equations (11)- (20), (24)- (29) in (Abakumova et. al., 1995b) .
The formulated proposition follows immediately from the results of (Abakumova et. al., 1995b) . 
Proof. The formula (40) follows from (14), (35)- (38), and (41) are proved by analogy with (4.26) in (Dyomin et. al., 2001 ).
Let us consider the case when coefficients of (35), (36) are independent of z and solutions are made in moments t m of discrete observations recept, i.e. only by values of Λ tm (θ j : θ α ).
Theorem 5. Let coefficients of (35), (36) are independent of z. Then
where for all i = 0; r (50) i.e. x t is Ornstein-Uhlenbeck process (Kallianpur, 1980) , z t is process without memory, ξ 0 ∼ N {0, V 0 }, ξ 1 ∼ N {b, V 1 }, Θ = {θ 0 ; θ 1 } = {0; 1}, ξ 0 (t m ) is a regular noise, ξ 1 (t m ) is an anomalous noise. Therefore the problem of hypotheses recognition H 0 {θ = θ 0 } and H 1 {θ = θ 1 } is problem of anomalous noise detection. The case of rare observations is considered when solution is made only with respect to the current discrete observation η(t m ).
