Combining outputs from different classifiers to achieve high accuracy in classification task is one of the most active research areas in ensemble method. Although many state-of-art approaches have been introduced, no method is outstanding compared with the others on numerous data sources. With the aim of introducing an effective classification model, we propose a Gaussian Mixture Model (GMM) based method that combines outputs of base classifiers (called meta-data or Level1 data) resulted from Stacking Algorithm. We further apply Genetic Algorithm (GA) to that data as feature selection strategy to explore an optimal subset of Level1 in which our GMM-based approach can achieve high accuracy. Two methods are combined in a single framework called GAGMM. Experiments implemented on 21 UCI Machine Learning Repository data files and CLEF2009 medical image database demonstrate the advantage of our framework compared with other well-known combining algorithms such as Decision Template, Multiple Response Linear Regression (MLR), SCANN and fixed combining rules as well as GMM-based approaches on original data.
INTRODUCTION
In recent years, ensemble methods which have been studied extensively are one of the most active research areas in supervised learning. There are several taxonomies of ensemble methods introduced that focuses on the different factors and views on the ensemble [1] . Here we introduce a simple classification by Ho [2] where she simply divided ensemble methods into two types:
• Mixture of experts: Using a fixed set of classifiers and after that making decision from outputs of these classifiers.
• Coverage: Generating genetic classifiers, which are classifiers from same family but have different few factors; for instance, classifiers with different parameters. Next, classifiers are combined to have final decision. In this paper, we focus on the first type of ensemble methods where decision is formed by combining outputs of different classifiers. There are several combining classifiers strategies proposed and among of them, Stacking-based approaches are one of the most popular ensemble methods. The Stacking was first proposed by Wolpert [3] and was further developed by Ting [7] . In this model, the training set is divided into nearly equal disjoint parts. One part plays as test set and the others play as training set so all observations will be tested once. The outputs of Stacking are posterior probabilities that observations belong to a class according to each classifier. Posterior probabilities of all observations are gathered in a group called meta-data or Level1 data to distinguish it from Level0 data which is the original data.
To apply Stacking to ensemble of classifiers, Ting [7] proposed Multiple Response Linear Regression algorithm (MLR) to combine posterior probabilities of each observation based on sum of weights calculated from linear regression functions. The idea of MLR is that each classifier sets a different weight on each class and combining algorithm is then conducted based on posterior probability and its associated weight. Kuncheva [4] defined Decision Template for each class computed on posterior probability of observations in training set and their true class label and then detailed eleven measurements between posterior probability of unlabeled observation and each Decision Template [4] to output the prediction Meanwhile, Metz [9] combined Stacking, Correspondence Analysis (CA) and K Nearest Neighbor (KNN) in a single algorithm called SCANN. His idea was to form representation on new space for outputs of base classifiers generated by applying Stacking plus true label of each observation. Finally, KNN is used as classifier on new space to obtain prediction for unlabeled observation. Recently, Szepannek [12] developed idea from pairwise combining by finding which classifier is best for a pair including class i and j ( i j ≠ ) and used a pairwise coupling algorithm to combine outputs of all pairs to make posterior for each class. Zhang [13] used linear programming to find weight that each classifier puts on a particular class. Sen [14] introduced a method that was inspired by MLR used hinge loss function to the combiner instead of using conventional least square loss. By using new function with regularization, he proposed three different combination, namely weighted sum, dependent weighted sum and linear stacked generalization based on different regularizations with group sparsity.
Another popular and simple approach to combine outputs from base classifiers is using fixed rules. Kittler [8] presented six fixed rules namely Sum, Product, Vote, Min, Max and Average. The advantage of applying fixed rules for ensemble system is that it only needs Level1 data of unlabeled observation as input instead of Level1 data of training set. Consequently, computational cost is reduced.
Generally speaking, most of strategies have focused on discovering "secrets" of Level1 data so as to exploit strategies to form hypothesis about relationship between feature vector and its corresponding label. We adopt that strategy by proposing new framework operated on Level1 data that could be competitive with these other state-of-art combining algorithms. In this paper, a novel combining classifiers that operates on outputs of base classifiers is introduced with different perspective; we put attention on distribution model of Level1 data. The proposed classifier fusion is formed by combining Gaussian Mixture Model (GMM) as classifier and Genetic Algorithm (GA) as feature selection method in a single effective framework. The purpose is that we want to construct a model which is competitive with respect to other state-of-art ensemble methods such as fixed combining rules as well as trainable methods like Decision Template, SCANN and MLR. In the next section, we introduce the proposed framework in detail and then perform empirical evaluations on two popular datasets namely UCI Machine Learning Repository [23] and CLEF2009 medical image database. Finally, we summarize and propose several future improvements.
METHODOLOGY

Classifier fusion based on GMM
Let us denote class label set by { } 
is in the form:
Level1 data of an observation X is defined as: The most important distinction between our work and the previous work is we use GMM-based approach on Level1 to construct combining classifiers model. In our knowledge, all previous GMM-based approaches were conducted on Level0 in which they suffer from significant limitations in modeling real data sets. Attributes in Level0 are frequently different in nature, measurement unit, and type; as a result, GMM cannot perform well when it is selected to approximate distribution of Level0. Level1, on the other hand, can be viewed as scaled result from feature domain to posterior domain where data is reshaped to be all real values in [0, 1] . Observations belonged to the same class will have nearly equal posterior probabilities by prediction from a base classifier; as a result they may be located nearby in the new domain. It is likely that Level1 will be more discriminative than the original data and therefore GMM on Level1 will have been more effective than on Level0. Besides, it is well known in literature that the higher the dimension of the data, the lower the effectiveness of GMM approximation. Therefore applying GMM to Level1 not only results in a reduction in storage cost but also improves its effectiveness in scenarios that Level1 has lower dimension than Level0.
Our proposed model is illustrated in Fig 1. Here training set is classified by K base classifiers based on Stacking Algorithm to generate the Level1 data. Because the label of all observations in training set is known so we can group Level1 into M classes such that observations belonging to the same class are grouped together. Next, GMM is employed as a statistical representation model for each class and then the class label of an observation is predicted by posterior probability using Bayes model.
In testing produce, unlabeled observation is classified by K base classifiers with the model generated on training set to output Level1 data of that observation (eqn. 2). That meta-data is then gone through MGMMs as input data and the final prediction is released through maximization among posterior probabilities corresponding with all classes. For th i class, we propose the prediction framework based on Bayes model
Here the likelihood function is modeled by GMM:
where 
where i n is the number of observations in th i class and N is the total number of observations in the training set. To find parameters of GMM, we apply Expectation Maximization (EM) algorithm by maximize the likelihood function with respect to the means, covariances of components, and mixing coefficients [21] . Now with dataset 
where P W X is nearly constant for all i. Hence, the covariance matrix may be singular and EM is unable to solve for GMM. To overcome this problem, we propose to regularize Level1 before applying GMM to Level1, by checking for condition in eqn. 8 on all columns. If the condition is satisfied, we choose several random elements in this column and increase its value by a small quantity. This procedure only adds small value to some random elements in a column so it does not affect the nature of the posterior probability as well as the covariance matrix.
x x ε − < ∀ column vector x on Level1 data and small value ε
where x is mean value of vector x. 3) as
GAGMM Framework
Recently, several GA-based approaches have been proposed to improve the accuracy of classifier fusion by solving both the classifier and feature selection problems [6, 15 and 16] . For GMM, GA is only applied to improve EM algorithm [17] . Here, our novel idea is to employ GA as a feature selection technique on Level1 data. It means that if columns (W | )( 1, )
for each m and k , which is posterior probability that i X belong to class W m given by th k classifier, is not discriminative enough, its elimination from Level1 data could increase the classification accuracy of the combining algorithm.
To build the GAGMM framework on Level1, first, we propose the structure of chromosome in population. Each chromosome includes M K × genes due to dimension of Level1 (Fig 2) . We use two values {0,1} to encode for each gene in a chromosome in which: At crossover stage, we employ single splitter since a same single random point is selected on two parents. Each parent exchanges its head to the other while keeps its tail. After this stage, two new offspring chromosomes are created. Next, based on mutation probability, we select random genes from the offspring chromosomes in population and change their values by 0 1 → or 1 0 → . Mutation helps GA reaches not only local extreme value but also global one. Here we use accuracy of combination by GMMbased approach on Level1 as fitness value of GA such that extreme value is maximized.
This framework can be viewed as mechanism to learn an optimal subset feature from Level1 data of training set by using GMM based classifiers and therefore it can be classified to wrapper type among feature selection methods [24] . Since only single training set is available to evaluate, cross validation method is used to divide Level1 data of training set to several disjoint parts in which each is selected as Level1 validation set while the others grouped in a single Level1 training set to build classification model with GMM classifiers. Attributes are selected corresponding with encoding of each chromosome, and therefore, GMM classifiers will work on reduced dimensional data. Fitness value which is accuracy of classifier is computed by averaging of all accuracy obtained from Level1 validation test. It is the single objective to select optimal subset based on GMM classifiers. It is worth to note that due to low dimension of Level1 data in several cases, GA-based approach can converge after a small number of interactions; as a result, training process plus GA is less time-consuming than that applied on original data.
GAGMM framework is detailed below:
Training process:
Input: Training set (Level0), K base classifiers, mutation probability (PMul), population size (L).
Output: optimal chromosome encoding as an optimal subset of Level1 feature and GMMs for classes associated with that chromosome.
Step1: Use Algorithm 1 to generate Level1 of training set. 
EXPERIMENTAL RESULTS
We empirically evaluated our framework on two data sources namely UCI dataset and CLEF2009 medical image database. In our assessment, we compared error rates of our model with each among 6 benchmarks: selecting best results from fixed rules based on outcomes on test set, Decision GMM on Level0 and GMM on Level1. The appearance of GMM Level0 and GMM Level1 was that we wanted to demonstrate the high performance ability of our model on Level 1 data compared with that on original data as well as the effectiveness of feature selection method. It is interesting to note that MLR, Decision Template and SCANN do not require any initialized parameters in their implementation. Three base classifiers namely Linear Discriminant Analysis, Naïve Bayes and K Nearest Neighbor (with K set to 5) were chosen. The motivation of choosing these base classifiers is that all they have different approaches to classification task; as a result, diversity of ensemble system is ensured. Parameters for GA were initialized by setting population size to 20 and mutation probability to 0.015. To ensure objectiveness, we performed 10-fold validation and implemented the test 10 times so we had 100 error rates result for a file according to each combining algorithm. For comparison purpose, we used paired statistical t-test to compare the classification results of our approach and each benchmark (level of significance set to 0.05)
Experiment on UCI files
We chose 21 common UCI data files with number of classes ranging from 2 (Bupa, Artificial, etc…) to 26 (Letter). The number of attributes also changes in a wide range from only 3 attributes (Haberman) to 60 attributes (Sonar). The number of observations in each file also varies considerably, from small files like Iris, Fertility to big file such as Skin&NonSkin (up to 245057 observations) ( Table 1) . Experimental results of all 21 files are shown in Table 2 and 3 .
From the paired statistical t-test in Table 4 , it can be concluded that our framework is superior to compared methods. First, there are 6 cases in which GAGMM outperforms the best result from fixed rules while on the other 13 files, both methods are competitive. Besides, GAGMM is better than Decision Template in 14 cases and is not worse in any cases. Remarkable results are obtained on Skin&NonSkin Next, GAGMM has 18 wins and 1 loss whereas GMM on Level1 has 16 wins and 1 loss with respect to GMM on Level0. This demonstrates GMM on Level1's ability to exceed the performance of GMM-based approaches on Level0.As mentioned in section 2, Level1 data is more uniformity than Level0 data in which all components of feature vector are real data type and being scaled in [0, 1]. As a result, GMM has better representation for distribution approximation on Level1 data than on original data and therefore, advantage of our model is demonstrated. On the other hand, regarding the one loss, we should point out that Ring is simulated data generated from multivariate Gaussian distribution [23] , so GMM is expected to perform well on this dataset at Level0.
Comparing SCANN to GAGMM reveals that SCANN outperforms on just 1 file (Letter 0.063 vs. 0.0802) but has 8 losses. In our experiment, SCANN cannot be run on 3 files, namely Fertility, Balance and Skin&NonSkin, because the indicator matrix has columns with all 0 values posterior probability from the K base classifiers. As a result, its column mass will be singular and standardized residuals is not available. Here, we did not put these files in the comparison.
Moreover, we compare GAGMM and MLR. In general, GAGMM performs better than MLR, posting 6 wins and 2 losses. Significant improvements are on Ring (0.1108 vs. 0.17), Balance (0.0755 vs. 0.1225) and Tae (0.4313 vs. 0.4652). However on Letter, MLR performs well with error rate of only 0.0427 while our framework has twice the error rate.
Finally, GAGMM outperforms GMM on Level1, posting 5 wins and no loss. It is the consequence of feature selection method on Level1 data that causes not only reducing dimension of data but also improve performance of combining classifiers system. Fives datasets address the high accuracy of GAGMM compared with GMM Level1 are Pima (22.79% vs. 24.32%), Balance (7.55% vs. 8.39%), Fertility (12.7% vs. 18.5%), Wdbc (3.21% vs. 3.87%) and Iris (2.67% vs. 3.6%).
We also assess the dimension of data in Level0, Level1, and the data resulted from GAGMM. Fig 3 shows that the dimensions of data from GAGMM are significantly lower than those of Level0 and Level1. Remarkable results are observed on Fertility, Pima, Phoneme (with just 1 dimension) and Magic, Twonorm and Haberman (with just 2 dimensions). It is noted that we can use Level1 as feature of dataset instead of using features from Level0. Hence, our GAGMM framework helps reduce the dimension of data. Thus our framework not only lessens storage space but also improves performance of the classification system. 
Experiment on CLEF2009 database
We also fulfilled on CLEF 2009 database, a large set of medical image collected by Archen University. It includes 15,363 images allocated in 193 hierarchical categories. In our experiment we chose 7 classes where each has different number of images (Table 5) . Firstly, we performed necessary preprocessing techniques like histogram equation and then, Histogram of Local Binary Pattern (HLBP) [22] as feature vector is extracted. The results of the experiment on 7 classes are summarized in Table 6 . Table 7 illustrates the comparison between GAGMM and 6 benchmarks included best result from fixed rules, MLR, Decision Template, SCANN, GMM on Level0 and GMM on Level1. GAGMM posts all 6 wins on experiment and again, it is addressed advantage of our proposed framework since GAGMM is outstanding performance compared with other state-of-art combining algorithms. GMM on Level1, in turn, significantly outperforms than GMM on Level10 (14.69% vs. 24.53) but underperforms GAGMM (14.69% vs. 11.64%). Again, the benefit of proposed model and feature selection method on Level1 is reported. 
CONCLUSION AND FUTURE WORK
We have introduced a framework based on GA and GMM to combining classifiers in a multi classifier system. Our model is run on Level1 data which is the posterior probabilities obtained from applying Stacking Algorithm. Empirical evaluations have demonstrated the superiority of our framework compared with its rivals including best result from fixed rules, Decision Template, SCANN and MLR. Novel framework also remarkably outperforms that on original data due to uniformity characteristic of Level1 data. We reported lower classification error rate on both the 21 UCI files and CLEF2009 medical image database. Besides, the GA-based approach also helps to select the optimal subset of features from the original feature set; resulting in a significant reduction in the dimension of data during classification process. Although feature selection method is time-consuming task, we can conduct that process off-line so it is not a significant problem.
Three problems in our model warrant further research effort. First, GMM is time-consuming due to the determination of optimal number of components by BIC. Second, implementation on small data set is a problem with GMM since when the number of observations in a class is too small; EM algorithm has difficulty estimating the model parameters properly. Finally, the prior probability of eqn. 6 is less appropriate for small and imbalance data. These problems will be the future improvements of our framework. 
