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Abstract 
Simulating human motions in industrial environments is costly, manual effort. Available solutions that automate modeling suffer from lacking 
naturalness. Data driven motion synthesis may solve this issue. However, it requires a large number of previously recorded motions as input.  
This work investigates experimental effort for covering motion variability of picking actions observed on an actual automotive assembly shop 
floor. The gathering of the necessary data at the shop floor with feasible effort is depicted. A set of 17 motion styles is identified and analyzed 
for frequency of occurrences at an exemplary assembly station at an automotive OEM. From this analysis, an estimate for the lower bound of 
experimental effort in terms of required training data is derived. Considering an existing data driven human motion simulation approach, possi-
bilities to minimize the number of experiments are discussed. 
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1. Introduction 
Market demand for individualized and up-to-date products 
has led to increasing requirements for flexibility and adapta-
bility in automotive end assembly (c. [1]). Systematically 
optimized and verified assembly process design becomes a 
key requirement for staying competitive [2]. Planning and 
verification complexity of these processes is high because 
assembly is typically done at a conveyor belt that closely cou-
ples processes [3]. Capacity and variant flexibility is achieved 
by workers that may move out of their station if necessary – at 
the expense of interfering with their colleagues at the next 
station. Therefore, exact planning and synchronization of 
assembly processes is verified in a series of workshops before 
start of production. This verification is classically done while 
assembling physical prototypes (c. [4]). With the current in-
crease in product variants, prototype cost for these verifica-
tions become prohibitive. Therefore, virtual verification with 
simulations is being explored to replace physical workshops. 
However, classical 3D human simulation interpolates between 
manually modeled poses and therefore requires considerable 
modeling time of up to one week per station process for highly 
detailed models [5]. 
One methodology that could overcome this drawback is da-
ta driven motion synthesis (c. [6]). In the data driven human 
simulation approach considered, real motions are captured and 
cut into motion primitives such as left step or reach (c. [7]). 
All cut motions of a primitive are aggregated into a statistical 
model of their styles. In this sense, examples for motion types 
are “walk” or “pick” while motion styles may be “curve walk” 
or “bent over both handed pick”. In a workshop, motions 
would be automatically derived from this model, 3D product 
and layout data and textual input of the work process. 
While this methodology has been positively tested to scale 
well and derive realistic human motions from a large set of 
motion capture examples in reasonable time [7], the amount of 
necessary motion capture input obviously increases with in-
creasing numbers of motion types and motion variability. In 
order to validate if the methodology is practically applicable 
for virtual assembly verification, the number of motion cap-
ture takes that are required has to be estimated. Therefore, 
motion variability has to be quantitatively assessed and trans-
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formed into an estimation of the required number of motion 
capture cuts. 
This work proposes a methodology to assess assembly mo-
tion variability with reasonable effort and to estimate the 
number of motion capture cuts for a data driven human simu-
lation approach from variability assessment results. The meth-
odology is then tested for picking operations at an automotive 
end assembly station.  
2. Physical and virtual assessment of assembly processes 
2.1. Assessment of assembly processes 
Since final assembly takes place close to the end of the 
production process, the aggregated value of products at this 
stage is relatively high and disruptions in production plans are 
therefore especially costly. In multi-model assembly lines 
with high product variety, possible sources for assembly er-
rors and production disruptions are abundant and can origi-
nate in a wide variety of subject areas. Planners in charge of 
different subjects, e.g. design for assembly, workplace design 
and ergonomics or logistics, have to coordinate and synchro-
nize plans in order for all processes to work together seam-
lessly during production. Hence, assembly process plans have 
to be assessed in an integrated and concurrent manner before 
start of production. This can be achieved by conducting veri-
fication workshops in which all relevant planners and subject 
experts take part, as is current practice at automotive OEMs. 
In the end, all process plans need to satisfy a number of re-
quirements coming from different subject areas. Assessment 
is done in workshops, so that all participants may take notice 
of and discuss about necessary plan changes. Assessment 
methods depend on the subject, e.g. NIOSH or OWAS as-
sessments for ergonomic requirements [8]. 
Simulation plays a key role in validation of assembly 
plans. In automotive industry, due to the cost of physical 
prototypes needed for real world simulations, computer based 
digital simulations are an especially attractive means of veri-
fication. This introduces virtual and augmented reality to 
assembly planning methods [9]. 
2.2. Virtual and augmented reality in production verification 
With the goal of being able to validate assembly plans ear-
ly in the product development process and forgo physical 
prototypes for related validation tasks, virtual and augmented 
reality methods are being researched and tested for use in 
assembly planning. Already, comprehensive compilations of 
available methods and frameworks exist, e.g. [10] and [11]. 
Software tools for virtual modelling of manual assembly 
processes, e.g. Delmia or Tecnomatix Jack, are available and 
offer a wide range of functionalities that can support assembly 
plan verification, e.g. limb reachability analysis, automated 
ergonomics assessment or field of view analysis. However, 
studies show that practitioners are still lacking trust and moti-
vation to use these current state of the art digital tools, reasons 
among others being difficulty of use, presentation of the tools 
and needed modelling effort [12,13,14]. High effort for mod-
elling motions of digital human models (DHMs) for manual 
assembly is especially prohibitive for the aforementioned 
practice of integrated assembly plan verification in workshop 
scenarios [5]. 
One approach to reduce manual modelling effort and in-
crease expressiveness of the digital simulation is using aug-
mented reality methods to control and experience the digital 
model [15,16]. A variety of so-called augmented reality 
agents (AURAs) can be used for this purpose. They can pro-
vide an intuitive and easy to use interface for the user / simu-
lator [17]. 
Alternatively, the effort for modelling digital assembly 
simulations can be drastically reduced by letting algorithms 
automatically calculate motions of digital human models 
and/or part trajectories, e.g. with Siemens Kineo. Planning 
tools such as EMA follow this idea [18]. The automated cal-
culation of digital human motions shall be called motion syn-
thesis. There is a variety of approaches to calculate human 
motions, including analytical algorithms based on biomechan-
ical models such as IMMA – Intelligently Moving Manikin 
[19,20], data-driven algorithms (see section 2.3) as well as 
hybrid approaches such as the HUMOSIM framework [21]. 
This paper investigates the effort in terms of training data for 
a data-driven approach that follows [7]. 
2.3. Data driven motion synthesis in production verification 
The core idea of data driven motion synthesis is to derive a 
model of realistic motions from recorded motion data. The 
approach of directly generating assembly related models from 
sensor input data has been explored by several research teams 
that present successful applications for specific assembly use 
cases. 
Keyvani et al. employ warping of motion-captured actions 
to derive synthesized motions from Methods-Time Measure-
ment building blocks [22]. The approach is validated in a pin 
insertion use case. Sophisticated motion blending methods are 
proposed for improving computational efficiency and quality 
of results. 
Mijovic ғ et al. present an approach for sensor data based as-
sembly worker behavior. It employs gesture recognition and 
EEG analysis during the assembly process [23]. 
Faraway and Reed describe methods for data driven mod-
eling of basic elements of motion and illustrate two applica-
tion examples in truck driver behavior and sheet metal assem-
bly [6]. 
The data driven motion synthesis approach that is em-
ployed in this work follows the motion primitive construction 
approach that was proposed by Min et al. [7]. 
Motion Capture data from an Optitrac system is employed 
as input data. Pick operations are recorded in a laboratory 
setting so that they start when the respective arm starts reach-
ing for the object and stop when the subject reaches a prede-
fined area that is considered suitable for carrying.  
The recorded motions are first aligned to each other so that 
they follow the same direction. Next, they are converted into 
joint angle quaternion space in an optimization that minimizes 
quaternion variation and avoids singularities. The motions are 
mapped to a unified time line using dynamic time warping 
(DTW) so that all motions get equal length. The resulting 
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spatial trajectories of all joints are converted to cubic B-
splines, for which functional principal component analysis 
(fPCA) is conducted. The mapping between the recorded and 
the unified time line is also converted to cubic B-splines, for 
which a separate fPCA is applied. The resulting weight vec-
tors of the harmonics are concatenated and generalized by 
constructing a Gaussian mixture model (GMM). 
Synthesized motions are generated from random vectors 
that follow the GMM. These vectors are transformed back via 
inversely applying fPCA matrices and DTW to motion trajec-
tories. 
3. Assembly Motion Variability Assessment 
3.1. Spatio-temporal joint locations at specific key frames 
For a virtual motion, there are different requirements to 
variation.  
First, for each motion one or more joints are crucial for any 
assessment as well as for visual acceptability regarding their 
spatio-temporal motions. Since it is very hard to derive all 
motions in detail without high quality motion capture in the 
target environment, critical motion events are considered. The 
joints and the event types differ from motion to motion. For 
example for a walk stance, the location of moving leg’s foot 
joint when floor contact is established is of primary interest. 
The points in time of such crucial events for a motion shall be 
called key frames.  
Following [7], for single-handed pick motions in the pre-
sented use case, the location of the respective hand joint at the 
time that the hand gets in contact with the grasped object is 
the key frame. The location is represented by a point in space, 
i.e. three degrees of freedom. For this type of joint, the spatial 
distribution that is present in the practical context must be 
reproducible, i.e. the entire observed position space has to be 
covered by the input data for data driven motion synthesis. 
This prerequisite is essential to the proposed assessment 
method. 
Second, auxiliary joints influence the style of the motion in 
a distinct way while not being strictly necessary e.g. to reach a 
target location. For picking, such auxiliary joints can be the 
feet as well as the hip and the spine joints. Auxiliary joints are 
considered as categorical options. This way, the input data is 
formed by all data points for covering the crucial (hand) joint 
space for each of the practically relevant style options defined 
by the auxiliary joints. 
3.2. Motion assessment method 
For each assessment, a certain environment is relevant, in 
which workers behave dependently. Therefore, as a first step 
the process environment has to be defined. This process defi-
nition can be conducted straight forward by defining a target 
workstation. In the example case, this station is an existing 
tail light assembly station. 
The target workstation is then qualitatively analyzed for 
the motion styles to be considered. Starting from an empty 
list, all motions that occur during analysis are documented by 
a team of analysts. Afterwards, motions are categorized by 
their style options (see section 3.1). These categories form the 
basis for a checklist that allows efficient quantitative analysis. 
Appendix A. shows such a checklist for picking operations. 
The checklists are then assigned to members of the ana-
lysts’ team. Trying out different options for assessment with a 
team of two, a practicable setup turned out to be letting each 
member assess all picking motions of every other station 
cycle, which comprised between three and five picks in the 
example case. This allows sufficient documentation time so 
that no motions are lost. 
On the shop floor, the assessing team members have to 
make sure that they have full view of all actions. When this is 
difficult due to obstructions, the standing locations should be 
dynamically adapted. A second assessment in parallel is bene-
ficial at least for a sub set of the motions to ensure that the 
assessment criteria are applied in the same way. 
4. Data Requirement Estimation for Picking Motions at an 
Assembly Station 
As discussed in section 3.1, joints’ positions at the key 
frames form the basis for data requirement estimation. Since 
joints and key frames may differ for different motion types, 
the first step of the data requirement estimation methodology 
is to find the relevant joints and key frames for the given 
motion type.  
Data driven motion synthesis employs statistical methods 
to derive a probabilistic motion model from input samples. 
Therefore, a good model should exhibit a joint position distri-
bution of the key frames that resembles the distribution of the 
same joint at the input sample key frames. The distribution 
should cover all joint locations of the samples. 
The basic idea of how to get an estimate of the number of 
samples that is required is that space coverage is more im-
portant than resemblance of probability density. If there are 
gaps in the probability density function, no natural motions 
with key frames in this volume are synthesizable. Therefore, 
evenly distributed input data should represent a lower limit of 
data requirements. Since getting motion capture data with 
evenly distributed key frames is hard because of the difficulty 
to control proband actions in detail, motion capture data from 
a design of experiments list that demands evenly distributed 
samples is employed.  
From 190 motion capture takes that result from a laborato-
ry mock-up station, a data driven model is derived. Next, five 
takes are randomly removed and another model is derived. 
This procedure is repeated until no takes remain. From each 
model, 20000 motions are created. The relevant joints at the 
key frames are observed and compared to the input data. 
Models, for which the joint locations of the created motions 
do not cover the convex hull of the joint locations from input 
data, are considered to be of inadequate motion variability. 
Motions that exhibit clusters at areas, where there is no input 
data are considered unnatural. 
Note that in order to get the full spectrum of picking mo-
tions that are synthesizable, all motions are created without 
constraints (c. [7]). 
Test results suggest that there is a lower boundary of input 
motion density in order for adequate motions to be generated. 
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In Fig. 1, the difference between 35, 85 and 110 input motions 
is displayed. For the model from 35 input motions, the distri-
bution of 20000 generated motions shows obvious artefacts 
i.e. steep peaks and a parabola-like structure, and motions are 
rarely natural when watched as a video. For 85 input motions, 
the peaks and the parabola are not visible any more but the 
pattern is still different from the input data set. Starting from 
110 input motions, the shape of the model’s distributions also 
matches input. Since the dataset has a convex hull volume of 
524 [dm³], the minimum average input density is estimated 





Distribution of left hand joint 
positions at contact key frame for 
input motions.  
Distribution of left hand joint 





Fig. 1. Joint target locations at left hand picking contact key frame for input 
data (left) and for 20000 samples from the data driven motion model (right).  
In order to gain insight about the variability of pick mo-
tions, a tail light assembly station at an automotive assembly 
plant is assessed. The tail light is assembled to the car body. 
Fig. 2 schematically depicts the process of one work cycle: 
 
1. Pick first parts from rack/cart according to the current 
order and move to car body. 
2. Assemble first parts onto car body. 
3. Get next parts from next rack/cart and again move to car 
body. 
4. Finish assembling parts and move to start of process 
(beginning of station). 
 
 
Fig. 2. Tail light assembly process. 
Results of the picking operations of five workers at the as-
sembly tail tight stations show that the reach distance peaks at 
40 cm distance to the worker and that it completely covers the 
left hemisphere (s. Fig. 3). Note that the hand position pattern 
differs from that of the laboratory derived motion capture data 
in section 4.  
 
 
Fig. 3. Distribution of left hand picking locations at the tail light assembly 
station (top view). Darker colors mean more occurrences. 
Auxiliary joint motions can be categorized into lower and 
upper body motions. From all motion style combinations, 17 
occur at the shop floor analysis (s. Table 1).  
The analysis reveals that the volume of picking motion 
styles varies considerable. It is highest for standard picking 
with side step and lowest for walking past a rack while pick-
ing. Therefore, not all motion style combinations have been 
observed in the study.  
Each of the 17 motion style combinations is assessed for 
the location of the hand at the end of the reach motion, i.e. at 
the time when the hand gets contact with the object to be 
picked. The convex hulls of the hand locations of each catego-
ry are derived and their volume calculated. The volumes vary 
between 5.8 [dm³] and 167.8 [dm³]. The sum of all different 
picking styles’ volumes is 709.53 [dm³]. As described in sec-
tion 4, a data driven model should ideally be built with at least 
0.21 [input motions / dm³] for the motion type picking.  
Therefore, at least 149 pick motions need to be captured. 
Note that for the categories with one, three and four exam-
ples, the convex hull volumes are zero so that these three 
categories are ignored.  
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Table 1. Motion style combinations and their occurrence in the tail light 
assembly station. 
Lower \ Upper body Straight Bent Stretched Total 
Left stance while 
reaching 
133 10 4 147 
Body rotation without 
foot movement 
75 18 1 94 
Walk away sideward 
after picking 
35 17 9 61 
Fluent forth and back 
stance while picking 
16 16 4 36 
Backwards stance after 
pick 
11 7 3 21 
Right stance while 
reaching 
9 0 0 9 
Curve walk while 
picking 
5 0 0 5 
Total 284 68 21 373 
5. Discussion 
In the presented shop floor analysis of a tail light assembly 
station, a considerable variety of picking motion styles could 
be differentiated. Even though the analysis has been conduct-
ed with a small group of five workers, the same motion styles 
can be observed from all of the workers. This suggests that 
there may be a set of common styles to conduct repetitive 
motions such as picking in an assembly environment. A data 
driven simulation of assembly motions should cover all of 
these styles in order to provide a detailed analysis of process 
and layout efficiency. Note that the use case study takes place 
in a well-optimized environment. In less optimized environ-
ments, the number of styles may vary. Furthermore, the pro-
vided lower bound estimate does not account for systematic 
variation of worker anthropometry. The number of samples 
that need to be recorded increases with anthropometric varie-
ty. While captured motions can be rescaled to a certain degree 
in order to cover a larger population, this does not apply to 
outlying anthropometric percentiles. It should also be noted 
that the method systematically overestimates grasp location 
volume by using the convex hull of the grasp points.  
The presented effort estimation methodology provides a 
lower bound for the amount of motion capture data that is 
required for data driven worker motion simulation. It consid-
ers more than reaching any point in a target space. Instead, all 
commonly employed motion styles have to be synthesizable, 
which means considerably higher motion variability. The 
methodology is not limited to the type of data driven simula-
tion presented in this paper, but may also serve as a compari-
son method for other data driven approaches. One difficulty 
of the methodology is that motion synthesis is based on mo-
tion capture data that is recorded in a laboratory and not at the 
shop floor. This laboratory data set does not contain examples 
for motion styles in which picking is combined e.g. with 
walking. Covering different curvatures in curve walks while 
picking would require more data than estimated with the pre-
sented approach. 
The presented effort estimation methodology should be 
applicable for motions that are similar to picking in requiring 
one key frame of one joint with three degrees of freedom. 
However, it has to be adapted for motions that differ from 
picking motions. Such motions may require several relevant 
key frames and joints. Furthermore, the number of relevant 
degrees of freedom per joint may differ. A common example 
is walking, where the relevant foot joints are always situated 
on the ground at the contact key frames. Additionally, the 
more constrained the motion space, the less repetitive motions 
become. For example inserting screws in cavities of arbitrary 
forms requires extensive additional motion variability and 
therefore a very large variety of input motion styles. It re-
mains unclear if purely data driven motion synthesis ap-
proaches are feasible at all in such scenarios.  
While the analysis in this use case focuses on picking, over 
100 different motion types have been found to be relevant in 
assembly planning at an automotive OEM. Ultimately, a data 
driven simulation for process planning and verification would 
have to model all of these motions. 
6. Conclusion and Outlook 
The estimated number of samples suggests considerable 
motion capture effort with a lower bound of 149 motion cap-
ture takes just for the picking styles that could be found at one 
example assembly work place. Considering that picking is one 
of more than 100 motions that are relevant for assembly, this 
high number is considered an obstacle for data driven motion 
synthesis – especially if the sample motions are recorded in a 
laboratory setup. 
Besides the presented lower bound estimate, analysis of the 
optimum amount of input motions should be conducted. This 
should give insight into how far the presented lower bound 
estimate falls below the actually required number of motion 
capture takes. 
Three ways of reducing recording effort come into mind: 
First, one could limit application of process verification with 
data driven motion synthesis to domains of lower motion 
variability such as warehousing operations. Second, one could 
combine data driven motion synthesis with other motion syn-
thesis approaches such as controller based motion synthesis, 
e.g. employing biomechanical models in order to cover mo-
tion space. Third, one could record worker motions at the 
shop floor. If shop floor recordings took place over a period 
of e.g. a day for each workstation, then the number of re-
quired samples would be acquired with reasonable effort. 
Therefore, such recording options should be explored even if 
practical issues such as non-interference requirements of re-
cording equipment with assembly operations and ethical is-
sues such as work place surveillance concerns have to be 
overcome. A second challenge of shop floor recording is that 
the expected amount of data puts solution into the big data 
domain. Therefore, additional research in automated post-
processing and automated semantic annotation of motion 
capture data is required. 
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