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We consider the double cosine-sine series (* ) 1 x I,ajk cos jx sin ky, where the 
coefficients {a,, : j = 0, 1, . . . . k = 1, 2, . ..} form a null sequence of bounded variation 
and A, = i or 1 according to j = 0 or 1, 2, . In this case, series ( * ) converges 
pointwise in Pringsheim’s ense for all x, y such that x # 0 (mod 2x) to a function 
h(.x, v), say. We prove that h(x, y) sin y is integrable in the sense of improper 
Riemann integral with respect o x and continuous with respect o y, and series ( * ) 
is the generalized Fourier sine series of its sum. This implies the important corollary 
that if h(x, y) is Lebesgue integrable, then series (* ) is the (Lebesgue) Fourier series 
of its sum. Furthermore, we give a sulhcient condition for the integrability of h(x, y) 
in the sense of improper Riemann integral. This condition is also necessary in the 
special case when A,Oa,k > 0 for all j and k. Finally, we give sufficient conditions, 
under which h(x,y)/y and h(x, y)/xy are integrable in the sense of improper 
Riemann integral. 0 1992 Academic Press. Inc. 
1. INTRODUCTION 
Let {uik :j=O, 1, . . . . k = 1,2, . . . } be a double sequence of real numbers 
such that 
lim a,=0 
/+k-n; (1.1) 
and 
(1.2) 
where 
AII"jk~AOI(AIOajk)~AIO(AOIajk)~ 
A majk = ajk - aj+ 1.k and Ao,ajk=ajk-al,k+I. 
We say that {ujk } is a double null sequence of bounded variation. 
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We consider the double cosine-sine series 
z x 
1 1 liaik cosjx sin ky 
,=O k=l 
(1.3) 
on the positive quadrant 
T: = [0, n-j x [0, x] 
of the two-dimensional torus, where 2, = i and Aj = 1 for j= 1,2, . . . . The 
pointwise convergence of series (1.3) is meant in Pringsheim’s sense. (See, 
e.g., [7, Vol. 2, Chap. 17, especially p. 3031.) In other words, we form the 
rectangular partial sums 
s,,(x,y)= i i ;Ijaikcosjxsinky (m = 0, 1, . . . . n = 1, 2, . ..) 
j=O k=I 
of series (1.3), then let both m and n tend to co independently of one 
another, and assign the limit h(x, y) (if it exists) to series (1.3) as its sum. 
As is known, under conditions (1.1) and (1.2), series (1.3) converges for 
all x, y such that x # 0 (mod 27c), and this convergence is uniform on each 
rectangle 
T,,, = Cd, ~1 x Cc, 711 (0 < 6, & < ?T). 
(See also the first part of the proof of Theorem 2 in Section 4.) 
We note that even more is true : under conditions (1.1) and (1.2), series 
(1.3) converges regularly for all x, y such that x # 0 (mod 2~). (Concerning 
the notion of regular convergence, we refer the reader to [2] and also 
[3].) As to the proof of the regular convergence of series (1.3) under condi- 
tions (1.1) and (1.2), see [4] where a proof is carried out in the case of 
double complex trigonometric series. 
2. MAIN RESULTS 
Conditions (1.1) and (1.2) do not imply, in general, the Lebesgue 
integrability of the sum h(x, y) of series (1.3) (cf. [6] for single cosine and 
sine series) or the integrability of h(x, y) in the sense of improper Riemann 
integral (cf. [l] for single sine series). On the other hand, we will show 
that, under conditions (1.1) and (1.2), series (1.3) is the generalized Fourier 
sine series of its sum h(x, y). (Concerning this terminology, see [7, Vol. 1, 
P. 481.1 
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THEOREM 1. Under conditions ( 1.1) and ( 1.2), 
(i) h(x, y) sin y is integrable in the sense of improper Riemann 
integral with respect to x and continuous with respect to y, 
(ii) series (1.3) is the generalized Fourier sine series of h(x, y) in the 
sense that 
a h(x, y) cos mx sin ny dx dy 
(m = 0, 1, . . . . n = 1, 2, . ..). 
We draw the following important corollary from Theorem 1. 
(2.1) 
COROLLARY. Zf conditions (1.1) and (1.2) are satisfied and the sum 
h(x, y) of series (1.3) is Lebesgue integrable, then (1.3) is the (Lebesgue) 
Fourier series of h(x, y). 
The integrability of h(x, y) in the sense of improper Riemann integral is 
a delicate question. First, we treat this problem in the special case when 
Aloajk>O (j=O, 1, . . ..k= 1, 2, . ..). (2.2) 
THEOREM 2. If conditions (1.1 ), ( 1.2), and (2.2) are satisfied, then the 
improper integral 
lim ’ n Jj exists &&IO 6 W, Y 1 dx 4 (2.3) E 
if and only if 
f f Aloka”i,. 
j=O k=l 
(2.4) 
Since conditions (1.1) and (2.2) imply that {ajk :j=O, 1, . ...} is a 
nonincreasing sequence of nonnegative numbers for each k = 1,2, . . . . and 
condition (2.4) collapses into the condition 
k;,+% 
Theorem 2 has a limited scope of applications. In the general case, we give 
a sufficient condition for the improper integrability of h(x, y) as follows. 
THEOREM 3. If conditions (1.1) and (1.2) are satisfied, and the series 
converges regularly, 
then relation (2.3) holds. 
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We raise two problems in connection with Theorem 3. 
PROBLEM 1. The requirement of regular convergence in condition (2.5) 
seems to be essential. We conjecture that there exists a double sequence 
{ujk > such that conditions (1.1) and (1.2) are satisfied, the double series in 
(2.5) converges in Pringsheim’s ense, and relation (2.3) does not hold. 
PROBLEM 2. We guess that condition (2.5) is not necessary for the 
fulfillment of (2.3) in general (i.e., when (2.2) is not satisfied). 
We note, however, that the conditions in Theorem 3 imply more than 
(2.3). To go into details, we consider the so-called “row” series (i.e., when 
k is fixed and sin ky is deleted in series (1.3)) 
f l,a,k cos jx =,fk (x) (k = 1, 2, . ..) 
j=o 
(2.6) 
and “column” series 
t aik sin ky=gj(y) (j=O, 1, . ..). (2.7) 
k=l 
The pointwise convergence of these single series, except possibly at x = 0 
(mod 27-c), follows from the fact that the single sequences {a/k :j = 0, 1, . . . > 
and {u,~ :k = 1,2, . . . } are null sequences of bounded variation for each 
fixed k or j, respectively, due to conditions (1.1) and (1.2). By virtue of the 
corresponding one-dimensional result of Boas [ 11, the improper integral 
lim n I g,(y) 4 exists (2.8) J. 1 0 6 
if and only if the series 
kYfy converges (j = 0, 1, . ..). 
while the improper integral 
exists (k = 1, 2, . ..) 
(2.9) 
without any further condition on the ajk. Since the regular convergence of 
the series in (2.5) implies the (ordinary) convergence of its cohunns, in 
particular, the fulfillment of (2.9), we can conclude (2.8) (together with 
(2.3)) from the conditions of Theorem 3. 
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In spite of this observation, we conjecture that there exists a double 
sequence { ujk > such that conditions ( 1.1 ), (1.2), and (2.3) are satisfied, and 
the series in (2.5) does not converge regularly. By Theorem 2, if the 
differences A,,ajk are of constant sign, then {ujk} cannot be a counter- 
example. 
Finally, we study the integrability of h(x, y)/y and h(x, y)/xy in the sense 
of improper Riemann integral, under stronger conditions than (1.2). 
THEOREM 4. If condition (1.1) is satisfied and 
c c 140ajkI <=J, (2.10) 
j=O k=l 
then the improper integral 
lim x n h(x,y) ii - dx dy exists. &El0 6 E 4’ 
(2.11) 
PROBLEM 3. We note that if condition (2.2) is satisfied, then 
> . ..I . is a nonincreasing sequence of nonnegative numbers for 
) . . . and condition (2.10) collapses into the condition 
k=l 
We conjecture that, under (1.1) and (2.2) conditions (2.10) and (2.11) are 
equivalent. 
It is easy to obtain a natural preassumption in the problem of the 
integrability of h(x, y)/xy. Namely, if h(x, y)/xy is integrable in the sense of 
improper Riemann integral, then we have necessarily h(0, y) = 0 for all y, 
that is 
jzo Qjk = 0 (k = l, 25 -), 
THEOREM 5. Zf condition (2.12) its satisfied, 
and the double series 
(2.12) 
(2.13) 
converges regularly, (2.14) 
424 FERENC M6RlCZ 
then the improper integral 
lim n nhh(x,y) SI - dx dy exists. 6,610 6 I: xy 
We raise two problems in connection with Theorem 5. 
(2.15) 
PROBLEM 4. We consider again the row series (2.6) and column series 
(2.7) of the double series (1.3). By virtue of the corresponding one-dimen- 
sional result of Boas [l] (observe that condition (2.12) is crucial), the 
improper integral 
lim nf&& 
i exists 
(2.16) 
ii10 6 x 
if and only if the series 
mt, Ayf’ ‘jaik converges (k = 1, 2, . ..). 
I=0 
while the improper integral 
lim *gj(Y) 
I 
- 4 exists (j = 0, 1, . ..) El0 E y 
without any further condition on the ajk. Since the regular convergence 
of series (2.14) implies the (ordinary) convergence of its rows, we can 
conclude (2.16) (together with (2.15)) from the conditions of Theorem 5. 
In spite of this fact, we guess that there exists a double sequence {ajk} 
such that conditions (2.12), (2.13), and (2.15) are satisfied, and the series 
in (2.14) does not converge regularly. 
PROBLEM 5. It would be of interest to know, under what further condi- 
tions imposed on (a&} (e.g., A ,i ajk > 0 for all j and k), conditions (2.14) 
and (2.15) are equivalent. 
On closing, we note that we dealt with the problem of the improper 
integrability of double cosine and double sine series in [5 J. 
3. AUXILIARY RESULTS 
We need four lemmas. 
LEMMA 1 (Known). Let { 6, : k = 1, 2, . ..} be a sequence of real numbers, 
{ ck } a monotone sequence of positive numbers, and 
B,= i b, (OQn<N). 
k=n 
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Then 
where the maximum is extended over n d n, d N. 
LEMMA 2. Zf conditions (1.1) and (1.2) are satisfied, then there exist two 
sequences ( bjk ) and ( cjk > of nonnegative numbers uch that 
aIk = bjk - cjk (j= 0, 1, . . . ; k = 1, 2, . ..). 
lim bjk = lim c,~ = 0, 
j+k+cc j+k-cc 
A,,bjk>O and A 11 cjk >/ 0. 
We note that hence it follows that 
analogous inequalities for cjk, and condition (1.2) is satisfied with bjk and 
cjk, respectively, instead of ujk .
Proof: It is easy to check the fulfillment of the statements in Lemma 2 
if we put 
and 
M=J’ n=k 
LEMMA 3. If conditions (1.1) and (1.2) are satisfied, then the series 
f f ycosky converges regularly 
j=O k=I 
for all y # 0 (mod 27~). 
Proof: We have to show that, for any 0 <y < x, the sums 
S(m,p;n,q)= i i Fc0sk.y 
j=m k=n 
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are arbitrarily small if max(m, n) is large enough whenever p > m and y 3 n. 
A summation by parts with respect o k yields 
Since 
and, for O<y<rc, 
=lsin(k+f)y-sin(n-f)yI 
2 sin( y/2) 
c, 
Y 
(3.1) 
we can infer that 
and 
SUP f IA,oaj,l < f f lA,,aj,I <a. (3.2) 
4>lj=O ,=o I=1 
These inequalities are enough to conclude the statement of Lemma 3. 
In the sequel, let 
sin(j + $) x 
Dj(x)=i+ ,i COS ix= 2 sin(x,2) (j=O, 1, . ..) 
,=I 
be the well-known Dirichlet kernel and let 
Since the partial sums of the series 
m sin id 
I-- 
i=, 1 
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are uniformly bounded, we see that the bjd’ are also uniformly bounded for 
all j = 0, 1, . . . . and O<k?<z, and 
lim b!“) = 71 
ajo ’ 2 
(j= 0, 1, *,.). (3.4) 
LEMMA 4. If conditions (1 .l ) and (1.2) are satisfied, then the series 
p’(y)= f f 55pq”‘cosky 
/=O k=l 
converges regularly for all 0 c 6 6 7c and 
!; S’6’(y) = f -f -f 9 cos ky. 
,=o k=I 
Proof It runs along the same lines as the proof of Lemma 3. Therefore 
we omit it. 
4. THE PROOFS OF THE MAIN RESULTS 
Proof of Theorem 1. We multiply series (1.3) by 2 sin y. As a result we 
obtain 
2h(x,y)siny= f f ~ja~kcosjx{cos(k-l)y-cos(k+~)y}. 
j=O k=l 
Hence a summation by parts with respect o k yields 
2h(x,y)siny= f Ajcosjx a,,+ f (aj,k+l-aj,k-,)cosky 
J=o k=l 
with the agreement hat afl = 0 for all j > 0. Another summation by parts 
(this time with respect oj) gives 
2h(x, y) sin y = f d loajlDj(x) 
j=O 
+ f f (~loai,k+l-~ loaj.k- 1) D,(X) cos ky. (4.1) 
j=O k=l 
Since 
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by (1.2), the series on the right-hand side of (4.1) converges uniformly on 
each rectangle 6 6 x < 7~ and 0 < y d TC, where 0 < 6 < 7~. Thus, a term-by- 
term integration of (4.1) is allowed, 
where bj6’ is defined by (3.3). By (3.4), 
(4.2) 
which proves (2.1) in the case of m = 0 and n = 1 
Now let m > 1 be fixed. Then, by (4.1), 
cos mx sin y dx dy = i f c$)d loajI, 
,=o 
where 
cp= 7L 
Jm s D,(x) cos mx dx 6 . 
-Jj y’ y if j=O,l,...,m-1; 
r=m-.J 
= n-6 1 Jfm --- 
2 c 
sin i6 
--;g; $2 
2i,J-m+, i 
if j=m,m+l,.... 
It follows again (cf. (3.3) and (3.4)) that the c$,’ are uniformly bounded and 
lim c!') = 
i 
0 if j=O, l,...,m-1; 
610 Irn 42 if j=m,m+l,.... 
Consequently, 
lim 1:; = f ,f 
610 J=m 
A 1oaJl = % a,, , 
which proves (2.1) in the case of m 2 1 and n = 1. 
Finally, let n 2 1 be fixed. On the one hand, 
2 Ian 1: h(x, y) cos mx sin y cos ny dx dy 
n n 
= 
IS 
h(x, y) cos mx {sin(n + 1) y - sin(n - 1) y} dx dy 
s 0 
(4.3) 
(4.4) 
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On the other hand, by (4.1), 
2 j: 1: h(x, y) cos mx sin y sin ny dx dy 
~~j~oc~~)~A~Ouj,~+~~AIOu~,~-I)~ 
Hence, by (4.3), 
lim (I:,‘, + 1 - ZE,), - I ) 
610 
=$ ,f tAIOuj,n+ 1 -A,Ouj,.~,)=~(a,,,+,-u,.,,,). 
,=m 
Applying an induction argument, while relying on the “initial values” 
occurring in (4.2) and (4.4) we can justify (2.1) in the general case, too. 
Proof of Theorem 2. Assume that conditions (1.1) and (1.2) are 
satisfied. By a summation by parts with respect o i gives 
m-l n 
G,,(x,Y)= c 1 A ,oujkDj(x) sin ky + i umkDm(x) sin ky. (4.5) 
.j=O k=l k=l 
We will prove that 
lim i &&D,,,(x) sin ky = 0 uniformly in Td,E (4.6) 
for all 0 < 6, E < rc. To this effect, we perform a summation by parts as 
follows 
n 
c umk D,(x) sin ky 
k=l 
n-1 
=k;, 
Ao,%zkDm(x) Dk(Y) + GJL,(x)&~(Y)~ (4.7) 
where 
k 
D,(y)= c sinly= 
cos( y/2) - cos(k + ;) y 
2 sin( y/2) 
(k = 1, 2, . ..) 
I=1 
is the conjugate Dirichlet kernel. Since 
IDm(x)I <n/2x and lmY)l <Z/Y (O<x, y<n) (4.8) 
409;165/2-9 
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for all m = 0, 1, . . . . and n = 1, 2, (see, e.g., [7, Vol. 1, p. 51 I), and 
from (4.7) we can conclude (4.6). 
Now we consider the first sum on the right-hand side of (4.5). A summa- 
tion by parts with respect o k yields 
111 -- I ,I 
1 c A 10ajkDj(x) sin b 
/=O k=l 
m-l n--I m ~~ I 
= 1 c dll”jkDj(x)Bk(Y)+ c dlClajnD,(x)bn(Y). (4.9) 
J=o k=l j=O 
Similarly to (4.6), we can prove again that 
m-l 
lim 1 A*O"jnDj(x) b~(Y)=o uniformly in T,,, (4.10) m,n+m j=O 
for all 0 < 6, F < rr. By (1.2) and (4.8), the first sum on the right-hand side 
of (4.9) also converges uniformly in T,,, as m, n -+ co. 
To sum up, by (4.5), (4.6) (4.9), and (4.10), we obtain that, under 
conditions (1.1) and (1.2), 
h(x,y)= lim s,,,(x,y)= f f d,,ajkDi(x)sinky (4.11) 
ml,” + m ,=O k=l 
and the convergence is uniform in T,,, for all 0 < 6, E < rr. 
We note that in the above proof we did not use the full strength of (1.1); 
instead, we used only the following conditions: 
lim ujk =O, 
.I. k - x 
lim do,u,,=O (k = 1, 2, . ..) 
j-cc 
and 
lim A loujk = 0 
k-rm 
(j= 0, 1, . ..). 
Su$?ciency. We start with conditions (2.2) and (2.4). By (4.1 l), for all 
O-cd, ECT-C we have 
“h(x,y)dxdy= f f ~b~“‘(cosks-coskn). (4.12) 
j=O k=l 
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By Lemma 4 and (2.4) 
Necessity. This time we start with conditions (2.2) and (2.3). By (4.12), 
we conclude that 
(I-coskxf=2 f f A,;;lac2;-1<rri. (4.13) 
j=O /=I 
Taking into account that 
~Ioaj,2j~Alo~,,2~-l +lAll~j,2,..~I~ 
relation (2.4) follows from (1.2) and (4.13). 
Proof of Theorem 3. We begin with relation (4.12). By Lemma 4, 
lim alo~;j^h(x,y)drdy= f f y(cosks-coskn). 
E j-0 k-1 
By Lemma 3, it is enough to prove that 
m c1’c3 A,,a,k 5 f +cm&-- 1 C -+o; 
j=O k=l ,j=O k= 1 
(4.14) 
where [u] denotes the greatest integral part of U. 
By (2.5), for every q > 0 we can choose n so large that 
if n<k,dk,. (4.15) 
In the sequel, we assume that 0 <E -C l/n. Then 
k,= [l/c] >n. (4.16) 
We decompose the double sums in (4.14) as follows 
j=O k=kg+l 
say, and 
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Clearly, 
n -1 K Alaa,& v,-u,= 1 (1-coske) 1 - 
,=a k 
+O as EJ 0, (4.17) 
k-l 
provided n is fixed (cf. (3.2)). 
Applying Lemma 1 with ck = 1 - cos ke and using (4.15) and (4.16), we 
obtain that 
IV,-U,I= 2 (1-COSkE) f *I 
k=n ;=a 
<2(1 -cos l)rj<‘l. (4.18) 
Finally, we estimate 1 U, 1. By Lemma 2, we can write ajk = bjk - cjk, 
where the bjk and cjk possess the properties indicated there. Then U3 is the 
difference of two similar sums, one with bjk and one with cjk. By Lemma 1, 
the first of these sums 
u; = -f cos kE c 2 m A,,& 
k=ko+ I /=a k 
does not exceed in absolute value the quantity 
* Alobj,ko+ 1 
c j=o ko+l SUP 
cos kE . 
ki>ko k=ko+l 
Hence, by (3.1) and (4.16), 
‘““‘(ko:I)Ej=O f A1ob,,ko+, 
rcb 
=(k,+l)c 
03ko+ ’ < zbO,ko+, -, 0 as ko+co, 
or equivalently, as E JO. The second part of U, is treated in the same way. 
Thus, 
u,-+o as ~10. (4.19) 
Combining (4.17)-(4.19) yields (4.14) to be proved. 
Proof of Theorem 4. We introduce a new sequence { bjk } defined by 
bjk = 2 aj, (j=O, 1, . . . . k= 1, 2, . ..). 
l=k 
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This definition is justified by (1.1) and (2.10), according to which 
ail = 1 A loai~y 
i=, 
whence 
Clearly, 
Ao,bjk=ajk and A,lbjk=Aloajk. 
BY (2.101, 
lim bjk = 0 
j+k-cc 
and 
jEo &!I IAllbjkI= f f IA,,a,kI<a. 
j=O &=I 
A summation by parts with respect o k gives 
(4.20) 
(4.21) 
h(x, JI) = f ,lj cosjx f bjk {sin kY - sin@ - 1) Y > 
j=O &=I 
=h,(x,Y)-h*(x>Y), (4.22) 
where 
h, (x, y) = sin y f f ljbjk cos jx cos ky, 
j=O k=O 
h2 (x, Y) = 2 Sin* i ,f. f Ajbjk cos jx sin ky. 
J=o k=l 
Since the function (sin y)/y has the limit 1 as y JO, the improper integral 
lim 71 *h,(x,y) s?’ - dx dy 
exists (4.23) 
k&10 6 E y 
if and only if the improper integral 
Ajbjk cos jx cos ky dx dy exists. 
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Due to (4.20) and (4.21), [IS, Theorem l] is applicable and furnishes the 
existence of the latter improper integral. Consequently, (4.23) holds. 
Now we consider the function 2 sin* (-~/2)/y sin ~7, which has the limit 4 
as J JO, and conclude that the improper integral 
x 
lim SJ’ 
= h, (x, y) 
~ dx dy exists (4.24) 
&c/O ii 6 J’ 
if and only if 
Ajb, cosjx (cos(k - 1) y - cos(k + 1) y } dx dy exists. 
By (4.20) and (4.21), we can apply [5, Theorem l] again and obtain that 
(4.24) holds. 
Putting (4.22)-(4.24) together provides (2.11) to be proved. 
Proof of Theorem 5. We introduce a new sequence (b,, ) defined by 
m-1 a 
b,, = C 2 A+jk (m, n = 1, 2, . ..). (4.25) 
,=O k=n 
Then 
A,obm,= - f amk, 
m-~ I 
Ao,b,,,,, = C Jwjap,, All&,,,= -a,,,,,, 
k = ,I i=o 
and (2.12)-(2.14) imply 
lim 6,,=0, (4.24) 
Wl+n-cr: 
f, ,;, IA,~bmrtI <a, (4.27) 
f, nf?,* converges regularly. 
We perform a double summation by parts to obtain 
h(x,y)= - f 5 b,,{cosmx-cos(m-1)x} 
In=, “=I 
x {sin ny - sin(n - 1) JJ} 
(4.28) 
sin(m-i).cos(n-k)y. 
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Hence 
h(x,y)=sinxsiny 2 f b,,sinmxcosny 
m=L n=l 
J3 w 
+ 2 sin x sin’ : C C h,, sin mx sin ny 
m=l n=l 
- 2 sin* g sin y f 2 h,,, cos mx cos ny 
m = 1 II = I 
- 4 sin’ 5 sin’ i f f h,, cos mx sin ny 
m=l ,,=I 
=h,(x,Y)+h~(X,Y)+hs(X,y)+hg(X,Y), 
say. 
First, the improper integral 
(4.29) 
lim 71 SI 
n b(x, Y) dx dy exists 
6~10 6 E -XY 
(4.30) 
if and only if 
b,, sin mx cos ny dx dy exists. 
m=l n=l 
By (4.26)-(4.28), the symmetric counterpart of Theorem 3 applies and 
results in (4.30). 
Second, the improper integral 
lim li ~ II 
x h‘t(X> Y) dx dy 
k&l0 8 E xy 
if and only if 
b’,T,~~zjCXsiny f f b,,sinmxsin 
m=l n=l 
A single summation by parts with respect o n 
‘x m 
sin y 1 c b,, sin mxsin ny 
m=l n=, 
exists (4.31) 
ny dx dy 
yields 
exists. (4.32) 
= f f Ao,bm ” sin mx 1 sin ky sin y 
m=l n=l k=l 
=$ f f AO,bmnsinmx 
m=l n=l 
x {1 +cosy-cosny-cos(n+l)y}. (4.33) 
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Since 
c c A,, b,, sin mx = c b,,, sin mx 
m=l n=l m = I 
and by (2.12)-(2.14) 
lim b,, = lim 1 c 2,ajk = 0, 
m-r-x 
we can apply the corresponding theorem of Boas [ 11 on single sine series 
to obtain that 
lim ’ 
cc 
s 1 b,, sin mx dx exists. 610 6 m=, 
Obviously, conditions (4.26)-(4.28) are also satisfied for { doI b,, } instead 
of {b,, }. Thus, we can apply the symmetric counterpart of Theorem 3 to 
obtain that 
A,, b,, sin mx cos ny dx dy exists. (4.35) 
m=, n=l 
Combining (4.33)(4.35) yields (4.32) and consequently (4.31). 
Third, the case of h,(x, y)/xy can be treated in an analogous way. That 
is, the improper integral 
lim 11 JJ 
K h,(x, Y) -dxdy exists 
&El0 6 I: XY 
if and only if 
j~mo~~~~Ezsinx 5 f b,,,,cosmxcosnydxdy exists. 
m=O n=l 
A single summation by parts with respect o m gives 
sinx f f b,, cos mxcosny 
m=l n=l 
= f f A,oL m cos ny 1 cosjx sin x 
m=l n=l j=l 
(4.36) 
=& f f Alob,,cosny {-sinx+sinmx+sin(m+l)x}. 
*=I ?I=, 
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We can apply again Theorem 3, the corresponding theorem of Boas [ 1 ] on 
single cosine series in order to obtain (4.36). 
Fourth, the improper integral 
lim K ___ 1.l 
“MX~Y)dxdy exists 
&&106& xy 
(4.37) 
if and only if 
lim n 7[ SI 4 sin 5 sin f f f b,, cos mx sin ny dx dy 
exists. 
&&lo 6 E m=l n=l 
(4.38) 
A double summation by parts gives that the integrand in (4.38) equals 
;u cc m n 
1 2 A,,b,, c 2cosjxsinz 
m=l n=l j= 1 2 
c 2sinkysiny 
k=l 2 
=z, iI d,,b,,{ -sint+sin(m+i)x) 
x{cos;-cos(n+;),). 
From here and (4.27) it follows that relation (4.38) holds (even in the sense 
of absolute Lebesgue integral). This proves (4.37). 
Combining (4.29)-(4.31), (4.36), and (4.37) yields (2.15) to be proved. 
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