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Abstract—Efficient and accurate state estimation is essential
for the optimal management of the future smart grid. However,
to meet the requirements of deploying the future grid at a large
scale, the state estimation algorithm must be able to accomplish
two major tasks: (1) combining measurement data with different
qualities to attain an optimal state estimate and (2) dealing
with the large number of measurement data rendered by meter
devices. To address these two tasks, we first propose a practical
solution using a very short word length to represent a partial
measurement of the system state in the meter device to reduce
the amount of data. We then develop a unified probabilistic
framework based on a Bayesian belief inference to incorporate
measurements of different qualities to obtain an optimal state es-
timate. Simulation results demonstrate that the proposed scheme
significantly outperforms other linear estimators in different test
scenarios. These findings indicate that the proposed scheme not
only has the ability to integrate data with different qualities but
can also decrease the amount of data that needs to be transmitted
and processed.
Index Terms—Bayesian belief inference, data reduction, incor-
poration, quantization, smart grid, state estimation.
I. INTRODUCTION
Integrating renewable energy generations, distributed mi-
crogenerators, and storage systems into power grids is one
of the key features of enabling the future smart grid [1].
However, this integration gives rise to new challenges, such
as the appearance of overvoltages at the distribution level.
Accurate and reliable state estimation must be developed to
achieve the real-time monitoring and control of this hybrid
distributed generation system and therefore assure the proper
and reliable operation of the future grid [2]. An increase in
the penetration of the distributed generator necessarily leads
to an unusual increase in measurements [3].
Conventional state estimation techniques, such as the
weighted least squares (WLS) algorithm, rely on measure-
ments from the supervisory control and data acquisition
(SCADA) systems [4]. A well-known fact is that the mea-
surements provided by SCADA are intrinsically less accurate
[5, 6]. Moreover, adapting conventional WLS technique to
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SCADA-based state estimation is not robust due to its vulner-
ability to poor measurements [6]. More recently, the deploy-
ment of high-precision phasor measurement units (PMUs) in
electric power grids has been proven to improve the accuracy
of state estimation algorithms [6–9]. However, PMUs remain
expensive at present, and limited PMU measurements, along
with conventional SCADA measurements, must be incorpo-
rated into the state estimator for the active control of the smart
grid.
Several state estimation methods using a mix of conven-
tional SCADA and PMU measurements have already been
proposed for electric power grids, as shown in Refs. [10, 11].
However, the joint processing of measurements of different
qualities may result in an ill-conditioned system. Moreover,
another critical challenge but essential task in deploying the
future grid at a large scale is the massive amount of measure-
ment data that needs to be transmitted to the data processing
control center (DPCC). This poses a risk to the grid’s operator:
DPCC is drowning in data overload, a phenomenon called
“data tsunami.” A massive amount of measurement data also
results in a long time for data collection, so that the state
estimation result is not prompt. To alleviate the impact of data
tsunami, Alam et al. [12] took advantage of the compressibility
of spatial power measurements to decrease the number of
measurements based on the compressive sensing technique.
Nevertheless, the performance of [12] is relatively sensitive to
the influence of the so-called compressive sensing matrix.
We first propose a practical solution to address the above-
mentioned challenges. Inspired by [12], we can compress
the measurement not only with compressive sensing matrix
but also itself. Therefore, we use a very short length to
compress the partial measurements of the system.1 The use
of a very short word length (e.g., 1-6 bits)2 to represent
a partial measurement of the system state in the meter de-
vice reduces the amount of data that the DPCC needs to
process. This data-reduction technique considerably enhances
the efficiency of the grid’s communication infrastructure and
bandwidth because only a limited number of bits representing
1The work in [12] designed a compressed matrix to shorten the measure-
ments, where the compressed measurements are still represented with 12 or 16
bits for transmission. However, in the present study, partial measurements are
represented in extremely short length for transmission. Therefore, the focus
of our study is different from that of [12].
2In practical application, all of the measurements obtained by the meter
devices must be quantized before being transmitted to the DPCC for process-
ing. Modern SCADA systems use a typical word length of 12 (or 16) bits to
represent the measurements employed to obtain a high-resolution quantized
measurement.
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the measurements are sent to the DPCC. In addition, instead
of substituting all sensors in the cerrunt power system with
PMUs, we only have to add several wireless meters with
low bit analog-to-digital converter, which are cheaper than
conventional meters. Hence, the cost of placing the meters
can be reduced.
Nevertheless, the traditional state estimation methods cannot
be applied to the system with partial measurements represented
by very short length. Thus, we develop a new scheme to obtain
an optimal state estimate and then minimize the performance
loss due to quantization while incorporating measurements of
different qualities. Before designing the state estimation algo-
rithm, we first formalize the linear state estimation problem
using data with different qualities as a probabilistic inference
problem. Then, this problem can be tackled efficiently by
describing an appropriate factor graph related to the power
grid topology. Particularly, the factorization properties of the
factor graphs improve the accuracy of mixing measurements
of different qualities. Then, the concept of the estimation
algorithm is motivated by using the maximum posteriori
(MAP) estimate to construct the system states.
The proposed MAP state estimate algorithm derived from
the generalized approximate message passing (GAMP)-based
algorithms [13–15], which exhibit excellent performance in
terms of both precision and speed in dealing with high-
dimensional inference problems, while preserving low com-
plexity. In contrast to the traditional linear solver for state
estimation, which does not use prior information on the system
state, the proposed scheme can learn and therefore exploit
prior information on the system state by using expectation-
maximization (EM) algorithm [16] based on the estimation
result for each iteration.
The proposed framework is tested in different test systems.
The simulation results show that the proposed algorithm
performs significantly better than other linear estimates. In
addition, by using the proposed algorithm, the obtained state
estimations retain accurate results, even when more than half
of the measurements are quantized to a very short word length.
Thus, the proposed algorithm can integrate data with different
qualities while reducing the amount of data.
Notations—Throughout the paper, we use R and C to
represent the set of real numbers and complex numbers, re-
spectively. The superscripts (·)H and (·)∗ denote the Hermitian
transposition and conjugate transpose, respectively. The iden-
tity matrix of size N is denoted by IN or simply I. A complex
Gaussian random variable x with mean x̂ and variance σ2x is
denoted by NC(x; x̂, σ2x) , (piσ2x)−1 exp(−|x − x̂|2/σ2x) or
simply NC(x̂, σ2x). E[·] and VAR[·] represent the expectation
and variance operators, respectively. <{·} and ={·} return the
real and imaginary parts of its input argument, respectively.
arg(·) returns the principal argument of its input complex
number. Finally, j ,
√−1.
II. SYSTEM MODEL AND DATA REDUCTION
A. System Model
Our interest is oriented toward applications in the distribu-
tion system. Following the canonical work on the formulation
Yj0Yi0
Bus i Bus j
PMU PMU
Fig. 1. Transmission pi-line model for calculating line flows.
of the linear state estimation problem [9] and power flow anal-
ysis [17], we use a pi-model transmission line to indicate how
voltage and current measurements are related to the considered
linear state estimation problem. For easy understanding of this
model, we start with a pi-equivalent of a transmission line
connecting two PMU-equipped buses i and j as shown in
Fig.1, where Yij is the series admittance of the transmission
line, Yi0 and Yj0 are the shunt admittances of the side of
the transmission line in which the current measurements Ii0
and Ij0 are taken, respectively, and the parallel conductance
is neglected. In this case, the system state variables are the
voltage magnitude and angle at each end of the transmission
line, that is, Vi ∈ C and Vj ∈ C.
In Fig. 1, the line current Iij , measured at bus i, is positive
in the direction flowing from bus i to bus j, which is given
by
Iij = Il + Ii0 = Yij (Vi − Vj) + Yi0Vi. (1)
Likewise, the line current Iji, measured at bus j, is positive
in the direction flowing from bus j to bus i, which can be
expressed as
Iji = −Il + Ij0 = Yij (Vj − Vi) + Yj0Vj . (2)
Then, (1) and (2) can be written in matrix form as[
Iij
Iji
]
=
[
Yij + Yi0 −Yij
−Yij Yij + Yj0
] [
Vi
Vj
]
. (3)
Given that PMU devices are installed in both buses, the bus
voltage and the current flows through the bus are available
through PMU measurements. Based on these measured data,
the complete state equation can be expressed as
Vi
Vj
Iij
Iji
 =

1 0
0 1
Yij + Yi0 −Yij
−Yij Yij + Yj0

︸ ︷︷ ︸
,H
[
Vi
Vj
]
. (4)
Here, H can be decomposed into four matrices related to
power system topology [9, 18]. These matrices are termed
the current measurement-bus incidence matrix, the voltage
measurement-bus incidence matrix, the series admittance ma-
trix, and the shunt admittance matrix, as explained later in this
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Fig. 2. (a) A fictitious six-bus system, where current measurement is
represented by an arrow above a current meter. (b) The corresponding A,
Π, Yl, and Ys for this six-bus system. (c) The full state equation for this
six-bus system.
section. Thereafter, (4) can be further extended to the general
model in power systems.
Before explaining the rules for constructing these matrices
used in the state equation, a fictitious six-bus system is first
presented, as shown in Fig. 2(a). This simple system is used
to demonstrate how each of these matrices is constructed for
the sake of clarity. As Fig 2(a) indicates, the line current
flowing through each line is directly measurable with a current
meter. However, bus voltages are measurable only at buses 1,
5, and 6 because of the PMUs are installed only in these three
buses. Thus, in this example, the number of buses is N = 6,
the number of PMUs (or the number of buses that have a
voltage measurement) is L = 3, and the number of current
measurements is M = 5.
The explicit rules for constructing each of the four matrices
are provided. First, A ∈ RM×N is the current measurement-
bus incidence matrix that indicates the location of the cur-
rent flow measurements in the network, where the rows and
columns of A represent, respectively, the serial number of the
current measurement and the bus number. More specifically,
the entries of A are defined as follows. If the m-th current
measurement Im (corresponding to the m-th row) leaves from
the n-th bus (corresponding to the n-th column) and heads
toward the n′-th bus (corresponding to the n′-th column), the
(m,n)-th element of A is 1, the (m,n′)-th element of A is
−1, and all the remaining entries of A are identically zero.
Second, Π ∈ RL×N is the voltage measurement-bus incidence
matrix that points out the relationship between a voltage
measurement and its corresponding location in the network,
where the rows and columns of Π represent the serial number
of the voltage measurement and the bus number, respectively.
Hence, the entries of Π can be defined in such a way. If the l-th
voltage measurement (corresponding to the l-th row) is located
at the n-th bus (corresponding to the n-th column), then the
(l, n)-th element of Π is 1, and all the other elements of Π are
zero. Third, Yl ∈ CM×M , which denotes the series admittance
matrix, is a diagonal matrix, whose diagonal terms are the
line admittance of the transmission line being measured. Thus,
Yl is populated using the following single rule. For the m-th
current measurement, the (m,m)-th element of Yl is the series
admittance of the line being measured. Fourth, Ys ∈ CM×N
is the shunt admittance matrix whose elements are determined
by the shunt admittances of the lines which have a current
measurement. The following rules are used to populate the
matrix. If the m-th current measurement leaves the n-th bus,
then the (m,n)-th element of Ys is the shunt admittance of the
line, and all the other elements of Ys are zero. By following
these rules, the constructions of A, Π, Yl, and Ys for the
six-bus system are illustrated in Fig. 2(b).
Given the above definitions, the linear state equation in (4)
can be further extended to general linear state equation with
N buses, L voltage measurements, denoted by v ∈ CL, and
M current measurements, denoted by i ∈ CM , as follows [18][
v
i
]
︸︷︷︸
, z
=
[
Π
YlA + Ys
]
︸ ︷︷ ︸
,H
x, (5)
where z ∈ CL+M denotes a vertical concatenation of the set
of voltage and current phasor measurements, x ∈ CN is the
complex system state, and H ∈ C(L+M)×N is a topology
matrix (i.e., also referred to as the measurement matrix in
a general linear system).3
Considering again the fictitious six-bus system presented
earlier, the full system state for this system is also provided
3Using slight modifications, the system model in (5) can easily be extended
to three-phase power systems [18]. Each element of H is modified as follows.
Elements “1” and “0” in Π and A are replaced with a 3× 3 identity matrix
and a 3×3 null matrix, respectively. Each diagonal element of Yl is replaced
with 3× 3 admittance structures, whereas the off-diagonal elements become
3 × 3 zero matrices. Finally, each nonzero element of Ys is replaced with
3 × 3 admittance structures and the remaining elements become 3 × 3 zero
matrices.
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in Fig. 2(c) for ease of understanding. Defining P , L + M
and accounting for the measurement error in the linear state
equation, (5) then becomes4
y = Hx︸︷︷︸
= z
+ e, (6)
where y ∈ CP is the raw measurement vector of the voltage
and current phasors, z ∈ CP is also referred to as the
noiseless measurement vector, and e ∈ CP is the measurement
error, in which each entry is modeled as an identically and
independently distributed (i.i.d.) complex Gaussian random
variable with zero mean and variance σ2.
B. Data Reduction and Motivation
In reality, all of the measurements must be quantized before
being transmitted to the DPCC for processing. For example,
modern SCADA systems are equipped with an analog device
that converts the measurement into binary values (i.e., the
usual word lengths are 12 to 16 bits). To achieve this, the
measurements y = {yµ}Pµ=1 are processed by a complex-
valued quantizer in the following componentwise manner:
y˜ = {y˜µ}Pµ=1 = QC (y) = {QC (yµ)}Pµ=1 , (7)
where y˜ = {y˜µ}Pµ=1 is the quantized version of y = {yµ}Pµ=1,
and each complex-valued quantizer QC (·) is defined as y˜µ =
QC (yµ) , Q (< (yµ))+jQ (= (yµ)). This means that, for each
complex-valued quantizer, two real-valued quantizers exist
that separately quantize the real and imaginary part of the
measurement data. Here, the real-valued quantizer Q (·) is a B
bit midrise quantizer [19] that maps a real-valued input to one
of 2B disjoint quantization regions, which are defined asR1 =
(−∞, r1],R2 = (r1, r2], . . . ,Rb = (rb−1, rb], . . . ,R2B =
(r2B−1,∞), where −∞ < r1 < r2 < · · · < r2B−1 < ∞.
All the regions, except for R1 and R2B , exhibit equal spacing
with increments of ∆. In this case, the boundary point of Rb is
given by rb =
(−2B−1 + b)∆, for b = 1, . . . , 2B−1. Thus, if
a real-valued input falls in the region Rb, then the quantization
output is represented by rb − ∆2 , that is, the midpoint of the
quantization region in which the input lies.
When the DPCC receives the quantized measurement vector
y˜, it can perform state estimation using the linear minimum
mean square error (LMMSE) method:
x̂LMMSE =
(
HHH + σ2I
)−1
HHy˜. (8)
As can be observed, the accuracy of the LMMSE state
estimator highly depends on the quantized measurements y˜.
A relatively high-resolution quantizer must be employed in
the meter device to maintain the high-precision measurement
data and therefore prevent the LMMSE performance from
being affected by lower-resolution measurements. However,
this is unfortunately accompanied by a significant increase in
the data for transmission and processing. This unusual trend
of increasing data motivates the need for a data-reduction
solution.
4As described in (6), the considered system model is expressed as y =
Hx + e because we aimed to estimate x. Thus, H should be at least a square
matrix or an overdetermined system. In this case, P = (L+M) ≥ N .
To reduce the amount of high-precision measurement data,
we propose quantizing and representing partial measurements
using a very short word length (e.g., 1-6 bits), instead of
adopting a higher number of quantization bits to represent
all the measurements. In this way, a more efficient use of
the available bandwidth can be achieved. However, lower-
resolution measurements tend to degrade the state estimation
performance. Moreover, quantized measurements with differ-
ent resolutions require a proper design of the data fusion
process to improve the state estimation performance. Given
the above problems, we develop in the next section a new
framework based on a Bayesian belief inference to incorporate
the quantized measurements from the meter devices employ-
ing different resolution quantizers to obtain an optimal state
estimate.
III. STATE ESTIMATION ALGORITHM
A. Theoretical Foundation and Factor Graph Model
The objective of this work is to estimate the system state
x = {xi}Ni=1 from the quantized measurement vector y˜ and the
knowledge of matrix H using the minimum mean square error
(MMSE) estimator. A well-known fact is that the Bayesian
MMSE inference of xi is equal to the posterior mean,5 that
is,
x̂MMSEi =
∫
xiP(xi|H, y˜)dxi, ∀i, (9)
whereP(xi|H, y˜) is the marginal posterior distribution of the
joint posterior distribution P(x|H, y˜). According to Bayes’
rule, the joint posterior distribution obeys
P(x|H, y˜) ∝P(y˜|H,x)Po(x), (10)
where P(y˜|H,x) is the likelihood function, Po(x) is the
prior distribution of the system state x, and ∝ denotes that the
distribution is to be normalized so that it has a unit integral.6
Given that the entries of the measurement noise vector e
are i.i.d. random variables and under the assumption that the
prior distribution of x has a separable form, that is, Po(x) =∏N
i=1Po(xi), (10) can be further factored as
P(x|H, y˜) ∝
P∏
µ=1
P(y˜µ|H,x)
N∏
i=1
Po(xi), (13)
5In what follows, we will derive the posterior mean and variance based on
the MMSE estimation.
6On the basis of Bayes’ theorem, (10) is originally expressed as
P(x|H, y˜) = P(y˜|H,x)Po(x)
P(y˜|H) , (11)
where the denominator
P(y˜|H) =
∫
P(y˜|H,x)Po(x)dx (12)
defines the “prior predictive distribution” of y˜ for a given topology matrix
H and may be set to an unknown constant. In calculating the density of x,
any function that does not depend on this parameter, such as P(y˜|H), can
be discarded. Therefore, by removing P(y˜|H) from (11), the relationship
changes from being “equals” to being “proportional.” That is, P(x|H, y˜)
is proportional to the numerator of (11). However, in discarding P(y˜|H),
the density P(x|H, y˜) has lost some properties, such as integration to one
over the domain of x. To ensure that P(x|H, y˜) is properly distributed, the
symbol ∝ simply means that the distribution should be normalized to have a
unit integral.
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Fig. 3. Factor graph representing the state estimation problem for Fig. 2. The
unobserved/observed random variables are depicted as solid/dashed lines with
open circles, and the factor nodes as depicted as black squares. The factor
nodes ensure (in probability) the condition y˜µ = QC
(∑
iHµixi + eµ
)
.
where Po(xi) is the prior distribution of the i-th element
of x and P(y˜µ|H,x) describes the µ-th measurement with
i.i.d. complex Gaussian noise [20], which can be explicitly
represented as follows:
P(y˜µ|H,x) =
∫ y˜µ+ ∆2
y˜µ−∆2
NC
(
yµ;
N∑
i=1
Hµixi, σ
2
)
dyµ, (14)
where Hµi denotes the component of H in the µ-th row
and i-th column. For the considered problem, the entries of
the system state x can be treated as i.i.d. complex Gaussian
random variables with mean νx and variance σ2x for each prior
distribution Po(xi), that is, Po(xi) = NC(νx, σ2x) [21]. For
brevity, the prior distribution of xi is characterized by the prior
parameter θo = {νx, σ2x}.
The decomposition of the joint distribution in (13) can
be well represented by a factor graph G = (V,F , E),
where V = {xi}Ni=1 is the set of unobserved variable
nodes, F = {P(y˜µ|H,x)}Pµ=1 is the set of factor nodes,
where each factor node ensures (in probability) the condition
y˜µ = QC (
∑
iHµixi + eµ), and E denotes the set of edges.
Specifically, edges indicate the involvement between function
nodes and variable nodes; that is, an edge between variable
node xi and factor node P(y˜µ|H,x) indicates that the given
factor functionP(y˜µ|H,x) is a function of xi. Fig. 3 provides
a factor graph representation for the fictitious six buses system
shown in Fig. 2.
Given the factor graph representation, message-passing-
based algorithms, such as belief propagation (BP) [22, 23],
can be applied to compute P(xi|H, y˜) approximately. Me-
thodically, BP passes the following “messages,” which denote
the probability distribution functions, along the edges of the
Algorithm 1: EMSwGAMP algorithm
Input: y˜,H, σ
Output: {x̂(t)i }Ni=1
1 x̂(0) = {x̂(0)i }Ni=1 ← {1}
2 τ (0) = {τ (0)i }Ni=1 ← {1}
3 %(0) = {%(0)µ }Pµ=1 ← {1}
4 ω(0) = {ω(0)µ }Pµ=1 ← {y˜µ}
5 t← 1
6 while Stopping criteria are not met do
7 for µ = 1 to P do
8 %
(t)
µ ←
∑N
i=1 |Hµi|2 τ (t−1)i
9 ω
(t)
µ ←
∑N
i=1Hµix̂
(t−1)
i −
y˜µ−ω(t−1)µ
σ+%
(t−1)
µ
%
(t)
µ
10 ς
(t)
µ ← VAR
[
zµ|y˜µ, ω(t)µ , %(t)µ
]
11 ẑ
(t)
µ ← E
[
zµ|y˜µ, ω(t)µ , %(t)µ
]
12 ŝ
(t)
µ ← ẑ
(t)
µ −ω(t)µ
%
(t)
µ
13 ζ
(t)
µ ←
(
1− ς
(t)
µ
%
(t)
µ
)
1
%
(t)
µ
14 [`1, `2, · · · , `N ]← permute({1, 2, · · · , N})
15 for k = 1 to N do
16 i← `k
17 (Σ
(t)
i )
2 ←
[∑P
µ=1 |Hµi|2 ζ(t)µ
]−1
18 R
(t)
i ← x̂(t−1)i + (Σ(t)i )2
∑P
µ=1H
∗
µi ŝ
(t)
µ
19 x̂
(t)
i ← E
[
xi|θo, R(t)i , (Σ(t)i )2
]
20 τ
(t)
i ← VAR
[
xi|θo, R(t)i , (Σ(t)i )2
]
21 for µ ∈ L (i) do
22 %˘
(t)
µ ← %(t)µ
23 %
(t)
µ ← %˘(t)µ + |Hµi|2 (τ (t)i − τ (t−1)i )
24 ω
(t)
µ ←
ω
(t)
µ +Hµi(x̂
(t)
i − x̂(t−1)i )−
y˜µ−ω(t−1)µ
σ+%
(t−1)
µ
(%
(t)
µ − %˘(t)µ )
25 νx ← 1N
∑N
i=1R
(t)
i
26 σ2x ← 1N
∑N
i=1
[
(νx −R(t)i )2 + (Σ(t)i )2
]
27 t← t+ 1
graph as follows [24]:
M
(t+1)
i→µ (xi) ∝Po(xi)
∏
γ ∈L (i)
γ 6=µ
M
(t)
γ→i(xi), (15)
M
(t+1)
µ→i (xi) ∝
∫ ∏
k∈L (µ)
k 6= i
dxk
[
P(y˜µ|H,x)
∏
k∈L (µ)
k 6= i
M
(t)
k→µ(xk)
]
, (16)
where superscript t indicates the iteration number, Mi→µ(xi)
is the message from the i-th variable node to the µ-th factor
node, Mµ→i(xi) is the message from the µ-th factor node to
the i-th variable node, L (i) is the set of factor nodes that are
neighbors of the i-th variable node, and L (µ) is the set of
variable nodes that are neighbors of the µ-th factor node. Then,
the approximate marginal distribution is computed according
to the following equation:
P(t)(xi|H,y) ∝Po(xi)
∏
µ∈L (i)
M
(t)
µ→i(xi). (17)
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B. EM-assisted GAMP for the State Estimation Problems
However, according to [13, 25, 26], BP remains computa-
tionally intractable for large-scale problems because of the
high-dimensional integrals involved and large number of mes-
sages required. Moreover, the prior parameters θo and σ2 are
usually unknown in advance. Fortunately, BP can be simplified
as the GAMP algorithm [13] based on the central limit theorem
and Taylor expansions to enhance computational tractability.7
By contrast, the EM algorithm can be applied to learn the
prior parameters [16]. With the aid of these two algorithms,
we develop an iterative method involving the following two
phases per iteration for the state estimation problems: First,
“swept” GAMP (SwGAMP) [15], a modified version of GAMP,
is exploited to estimate x. Second, the EM algorithm is
applied to learn the prior parameters from the data at hand.
The stepwise implementation procedure of the proposed state
estimation scheme, referred to as EMSwGAMP, is presented
in Algorithm 1. Considering the space limitations, a detailed
derivation of (complex) GAMP and EM is excluded in this
paper. For the details, refer to [13–16, 27]. Then, we provide
several explanations for each line of Algorithm 1 to ensure
better understanding of the proposed scheme.
In Algorithm 1, x̂(t)i denotes the estimate of the i-th element
of x in the t-th iteration and τ (t)i can be interpreted as an
approximation of the posterior variance of x̂(t)i ; these two
quantities are initialized as x̂(0)i = 1 and τ
(0)
i = 1, respectively.
For each factor node, we introduce two auxiliary variables ω(t)µ
and %(t)µ , given in Lines 9 and 8 of Algorithm 1, describing
the current mean and variance estimates of the µ-th element
of y˜, respectively. The initial conditions of ω(0)µ and %
(0)
µ are
specified in Lines 4 and 3 of Algorithm 1, respectively. As
stated previously, zµ is the µ-th element of the noise free
measurement vector z, that is, zµ =
∑
iHµi xi. Therefore,
according to the derivations of [13], zµ conditioned on xi
can be further approximated as a Gaussian distribution with
the mean and variance given in Lines 9 and 8 of Algorithm 1,
respectively, which are evaluated with respect to the following
expression
P(zµ|y˜µ) ∝
∫ y˜µ+ ∆2
y˜µ−∆2
NC(yµ; zµ, σ
2)NC(zµ;ω
(t)
µ , %
(t)
µ )dyµ.
(18)
(18) represents the quantization noise that can be regarded as
a Gaussian distribution whose mean is ωµ and variance is %µ.
Finally, the messages from factor nodes to variable nodes are
reduced to a simple message, which is parameterized by ŝµ
and ζµ, given in Lines 12 and 13 of Algorithm 1. Therefore,
we refer to messages {ŝµ, ζµ} as measurement updates.
Similarly, for the variable nodes, we also introduce two
auxiliary variables R(t)i and (Σ
(t)
i )
2, given in Lines 18 and
17 of Algorithm 1, describing the current mean and variance
estimates of the i-th element of x without considering the
prior information of xi, respectively. Then, adding the prior
7To state this more precisely, applying the central limit theorem to messages
yields a Gaussian approximation that can be used to simplify BP from a
recursion on functions to a recursion on numbers. On the basis of a series of
Taylor expansions, the number of messages can be reduced significantly.
information of xi, that is, Po(xi) = NC(νx, σ2x), to the
message updates, the posterior mean and variance of xi are
given in Lines 19 and 20 of Algorithm 1, respectively where
is considered with respect to the following expression:
P(xi; x̂
(t)
i , τ
(t)
i )∝NC(xi; νx, σ2x)NC(xi;R(t)i , (Σ(t)i )2). (19)
Here, x̂(t)i (i.e., the calculation of Expectation in Line 19 of
Algorithm 1) and τ (t)i (i.e., the calculation of VAR in Line
20 of Algorithm 1) can be easily obtained using the standard
formulas for Gaussian distributions as [28, 29]
x̂
(t)
i = R
(t)
i +
(Σ
(t)
i )
2
(Σ
(t)
i )
2 + σ2x
(
νx −R(t)i
)
, (20)
τ
(t)
i =
(Σ
(t)
i )
2σ2x
(Σ
(t)
i )
2 + σ2x
. (21)
Manoel et al. [15] slightly modified the update scheme
for GAMP, where partial quantities are updated sequentially
rather than in parallel, to improve the stability of GAMP. 8
Specifically,
∑
iHµix̂
(t−1)
i and %
(t)
µ are recomputed as the
sweep updates over i for a single iteration step. Lines 22-
24 of Algorithm 1 are the core steps to perform the so-called
sweep (or reordering) updates. In brief, we refer to messages
{x̂i, τi} as variable updates and to messages {ŝµ, ζµ} as
measurement updates for the SwGAMP algorithm. One iteration
of the SwGAMP algorithm involves the implementation of these
updates together with the estimation of the system state x.
In the first phase of Algorithm 1, the prior parameters
θo = {νx, σ2x} are treated as known parameters, but may be
unknown in practice. Thus, the second phase of the proposed
algorithm is to adopt the EM algorithm to learn the prior
parameters θo on the basis of the quantities acquired in the
first phase of the algorithm. The EM algorithm is a general
iterative method for likelihood optimization in probabilistic
models with hidden variables. In our case, the EM-updates
will be expressed in the following form [16]
θnewo = arg max
θo
E {lnP(x,y;θo)} , (22)
where the expectation takes over the posterior probability of
x conditioned on θo and y. Following similar steps in [16],
we can derive a set of EM-based update equations for the
hyperparameters, that is, the prior information of the system
states (i.e., νx and σ2x) that should be inferred. The detailed
EM updates for the hyperparameters are provided in Lines 25
and 26 of Algorithm 1, respectively. Notably, the quantities
{R(t)i }Ni=1, {(Σ(t)i )2}Ni=1, {ẑ(t)µ }Pµ=1, and {ς(t)µ }Pµ=1 are readily
available after running the SwGAMP algorithm in the first
phase.
Remark 3.1 (Calculating Lines 10 and 11 of Algorithm 1
with high resolution representation of the measured data) :
In modern SCADA systems, each measurement is quantized
and represented using a word length of 12 (or 16) bits. With
such high precision representation of the measurement data,
the error between the quantized value y˜µ and the actual value
8The empirical studies demonstrate that GAMP with slight modifications
not only exhibits good convergence performances but is also more robust to
difficult measurement matrix H as compared with the original GAMP.
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yµ can be negligible, that is, y˜µ ' yµ. In this case, (18) can
be rewritten as follows:
P(zµ|y˜µ) ∝ NC(yµ; zµ, σ2)NC(zµ;ω(t)µ , %(t)µ ). (23)
Then, the moments, ẑ(t)µ and ς
(t)
µ , can be easily obtained using
standard formulas for Gaussian distributions, as follows [28]:
ẑ(t)µ = ω
(t)
µ +
%
(t)
µ
%
(t)
µ + σ2
(
y˜µ − ω(t)µ
)
, (24)
ς(t)µ =
%
(t)
µ σ2
%
(t)
µ + σ2
. (25)
Remark 3.2 (Calculating Lines 10 and 11 of Algorithm 1
under the “quantized” scenario) : When quantization error
is nonnegligible, particularly at coarse quantization levels,
(23) is no longer valid because of the fact that using y˜µ to
approximate yµ will result in severe performance degradation.
In this case, we have to adopt (18) to determine the conditional
mean ẑ(t)µ and conditional variance ς
(t)
µ , which can be obtained
as follows:
ẑ(t)µ =
∫ y˜µ+ ∆2
y˜µ−∆2
yµNC(yµ;ω
(t)
µ , σ2 + %
(t)
µ )dyµ∫ y˜µ+ ∆2
y˜µ−∆2
NC(yµ;ω
(t)
µ , σ2 + %
(t)
µ )dyµ
, (26)
ς(t)µ =
∫ y˜µ+ ∆2
y˜µ−∆2
|yµ − ŷ(t)µ |2NC(yµ;ω(t)µ , σ2 + %(t)µ )dyµ∫ y˜µ+ ∆2
y˜µ−∆2
NC(yµ;ω
(t)
µ , σ2 + %
(t)
µ )dyµ
. (27)
Explicit expressions of (26) and (27) are provided in [20].
Remark 3.3 (Stopping criteria): The algorithm can be dis-
continued either when a predefined number of iterations is
reached or when it converges in the relative difference of the
norm of the estimate of x, or both. The relative difference of
the norm is given by the quantity  ,
∑N
i |x̂(t)i − x̂(t−1)i |2.
IV. SIMULATION RESULTS AND DISCUSSION
In this section, we evaluate the performance of the proposed
EMSwGAMP algorithm for single-phase state and three-phase
state estimations. The optimal PMU placement issue is not
included in this study, and we assume that PMUs are placed
in terminal buses. In the single-phase state estimation, IEEE
69-bus radial distribution network [30] is used for the test
system, where the subset of buses with PMU measurements
is denoted by P69 = {1, 27, 35, 46, 50, 52, 67, 69}. A modified
version of IEEE 69-bus radial distribution network, referred to
as 69m in this study, is examined to verify the robustness of
the proposed algorithm. The system settings of this modified
test system are identical to those of the IEEE 69-bus radial
distribution network, with the exception of the bus voltages
of this test system being able to vary within a large range,
thereby increasing the load levels of this system. For these two
test system, we have 68 current measurements and 8 voltage
measurements. The software toolbox MATPOWER [31] is uti-
lized to run the proposed state estimation algorithm for various
cases in the single-phase state estimation. The IEEE 37-bus
three-phase system is used as the test system for the three-
phase state estimation, where the subset of buses with PMU
measurements is denoted by P37 = {1, 10, 15, 20, 29, 35}.
TABLE I
THE PRIOR DISTRIBUTION OF BUS VOLTAGE FOR DIFFERENT SYSTEMS
N
Magnitude Phase
σ2x(mean) (mean)
single-phase 69 1.00 5.60× 10
−4 5.46× 10−7
69m 1.04 1.71× 10−2 5.66× 10−4
three-phase 37 0.01 1.12 9.86× 10−1
TABLE II
AVERAGE ESTIMATION RESULTS OBTAINED BY EMSwGAMP AND LMMSE
WITH THE UNQUANTIZED MEASURED DATA FOR THE VARIOUS SYSTEMS
N Algorithm MSE MSEmagn MSEphase
69 EMSwGAMP 3.84× 10
−4 2.06× 10−4 7.78× 10−4
LMMSE 8.16× 10−4 4.65× 10−4 3.55× 10−4
69m EMSwGAMP 7.11× 10
−4 3.00× 10−4 3.78× 10−4
LMMSE 8.22× 10−4 4.75× 10−4 3.23× 10−4
In contrast to the single-phase state estimation, the system
state of the three-phase estimation is generated by test system
documents instead of MATPOWER. We have 105 current
measurements and 18 voltage measurements in 37-bus three-
phase system. Prior distributions of the voltage at each bus
for different test systems can be found in Table I. In each
estimation, the mean squared error (MSE) of the bus voltage
magnitude and that of the bus voltage phase angle are used
as comparison measures, which are expressed as MSE =
1
N
∑N
i=1 |xi − x̂i|2, MSEmagn = 1N
∑N
i=1(|xi| − |x̂i|)2, and
MSEphase =
1
N
∑N
i=1[arg(xi) − arg(x̂i)]2, respectively. The
LMMSE estimator is tested for comparison. In our imple-
mentation, termination of Algorithm 1 is declared when the
corresponding constraint violation is less than  = 10−8.
A total of 1, 000 Monte Carlo simulations were conducted
and evaluated to obtain average results and to analyze the
achieved measures. The simulations for computation time
were conducted utilizing an Intel i7-4790 computer with 3.6
GHz CPU and 16 GB RAM. For clarity, the number of
measurements quantized to be B-bit is denoted as K, where
B denotes the number of bits used for quantization.
Table II shows a summary of the average MSE, MSEmagn,
and MSEphase achieved by EMSwGAMP and LMMSE for
single-phase state estimation with various systems. The results
show that even under the traditional unquantized setting,9
EMSwGAMP still outperforms LMMSE because EMSwGAMP
exploits the statistical knowledge of the estimated parameters
θo, which is learned from the data via the second phase
of EMSwGAMP, that is, the EM learning algorithm. Table
III reveals that the estimation results of the system states
using EMSwGAMP are close to the true values, which validates
the effectiveness of the proposed learning algorithm. From a
detailed inspection of Table III, we found that the mean value
of voltage magnitude can be exactly estimated through the
9As mentioned in Remark 3.1, when the measured data are represented
using a wordlength of 16 bits, the quantization error can be negligible. In this
case, such high-precision measurement data are henceforth referred to as the
unquantized measured data. Therefore, all measurements are quantized with
16 bits in In Table II.
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TABLE III
PARAMETER LEARNING RESULTS USING EMSwGAMP
N Algorithm Magnitude Phase(mean) (mean)
69 True value 1.00 5.60× 10
−4
EMSwGAMP 1.00 −2.53× 10−4
69m True value 1.04 1.71× 10
−2
EMSwGAMP 1.04 1.10× 10−2
EM learning algorithm. Therefore, the average MSEmagn of
EMSwGAMP is better than that of LMMSE. However, the mean
value of voltage phase cannot be estimated accurately by the
EM learning algorithm. As a result, the average MSEphase of
EMSwGAMP is inferior to that of LMMSE.
We consider an extreme scenario where several measure-
ments are quantized to “1” bit, but others are not, to reduce
the amount of transmitted data. The measurements selected to
be quentized are provided in Appendix A. Table IV shows the
average MSE, MSEmagn, and MSEphase against K obtained
by EMSwGAMP, where in the performance of the LMMSE
algorithm with K = 17 is also included for the purpose of
comparison. The following observations are noted on the basis
of Table IV: First, when the measurement is quantized with
1 bit, we only know that the measurement is positive or not
so that the information related to the system is lost. Hence,
as expected, increasing K naturally degrades the average
MSE performance because more information is lost. However,
the achieved performance of the 69-bus test system is less
sensitive to K because the bus voltage variations in this
system are small. Thus, the proposed algorithm can easily deal
with incomplete data. Second, for the system with large bus
voltage fluctuations, the obtained MSEphase performance of
the modified 69-bus test system can still achieve 10−3 when
K ≤ 17. However, with K = 17, the LMMSE algorithm
exhibits poor performance for both considered test systems,
which cannot be used in practice.
Table IV also shows that the proposed algorithm can only
achieve reasonable performance with K = 17. This finding
naturally raises the question: How many quantization bits of
these 17 measurements are needed to achieve a performance
close to that of the unquantized measurements? Therefore,
Table V shows the performance of the proposed algorithm
using different quantization bits for the 17 measurements,
where the number of bits used for quantization is denoted
as B. For ease of reference, the performance of the proposed
algorithm with the unquantized measurements is also provided.
Furthermore, the average running time of the proposed algo-
rithm for Table V is provided in Table VI. Table V shows that
increasing B results in the improvement of the state estimation
performance. However, as shown in Table VI, the required
running time also increases with the value of B. Fortunately,
the required running time is within 2 s even at B = 6.
Moreover, if we further increase the quantization bit from
B = 6 to B = 7, the performance remains the same. However,
the corresponding running time rapidly increases from 1.90
s to 2.45 s. These findings indicate that (B,K) = (6, 17) are
appropriate parameters for the proposed framework. Therefore,
TABLE IV
AVERAGE ESTIMATION RESULTS OBTAINED BY EMSwGAMP WITH
DIFFERENT NUMBER OF 1-BIT QUANTIZED MEASUREMENTS FOR THE
VARIOUS SYSTEMS
N Algorithm K MSE MSEmagn MSEphase
69 EMSwGAMP
0 3.84×10−4 2.07×10−4 1.77×10−4
2 1.00×10−3 5.97×10−4 4.44×10−4
4 1.00×10−3 6.18×10−4 4.74×10−4
17 1.00×10−3 5.76×10−4 4.19×10−4
19 1.00×10−3 5.72×10−4 4.34×10−4
23 1.00×10−3 5.89×10−4 4.56×10−4
27 1.10×10−3 6.04×10−4 4.87×10−4
34 1.00×10−3 5.70×10−4 4.47×10−4
42 1.00×10−3 5.59×10−4 4.41×10−4
LMMSE 17 2.39×10−1 1.07×10−1 1.59×10−1
69m EMSwGAMP
0 7.00×10−4 3.90×10−4 3.58×10−4
2 1.00×10−3 5.59×10−4 3.87×10−4
4 1.00×10−3 5.68×10−4 3.99×10−4
17 1.00×10−3 5.40×10−4 3.74×10−4
19 1.20×10−3 7.19×10−4 4.37×10−4
23 1.20×10−3 7.12×10−4 4.64×10−4
27 1.30×10−3 7.20×10−3 5.17×10−4
34 1.30×10−3 7.45×10−3 5.44×10−4
42 1.50×10−3 8.00×10−3 6.04×10−4
LMMSE 17 2.46×10−1 1.01×10−1 1.65×10−1
TABLE V
THE PERFORMANCE OF EMSwGAMP USING DIFFERENT QUANTIZATION
BITS FOR THE 17 MEASUREMENTS FOR THE VARIOUS SYSTEMS
N B-bit MSE MSEmagn MSEphase
69
1-bit 9.49× 10−4 5.40× 10−4 4.05× 10−4
2-bit 9.49× 10−4 5.40× 10−4 4.05× 10−4
3-bit 9.47× 10−4 5.39× 10−4 4.04× 10−4
4-bit 9.11× 10−4 5.22× 10−4 3.87× 10−4
5-bit 8.80× 10−4 5.06× 10−4 3.71× 10−4
6-bit 8.69× 10−4 5.00× 10−4 3.66× 10−4
unquantized 3.78× 10−4 2.02× 10−4 1.75× 10−4
69m
1-bit 9.79× 10−4 5.53× 10−4 3.91× 10−4
2-bit 9.79× 10−4 5.53× 10−4 3.91× 10−4
3-bit 9.75× 10−4 5.49× 10−4 3.89× 10−4
4-bit 9.36× 10−4 5.28× 10−4 3.73× 10−4
5-bit 9.04× 10−4 5.12× 10−4 3.58× 10−4
6-bit 8.93× 10−4 5.06× 10−4 3.54× 10−4
unquantized 7.15× 10−4 3.09× 10−4 3.74× 10−4
in the following simulations, we consider the scenario where
more than half of the measurements are quantized to 6 bits and
the others are unquantized to reduce the data transmitted from
the measuring devices to the data gathering center further.
Table VII shows the average performance of two algorithms
with K = 34 and K = 42 for the two test systems. Here,
K denotes the number of 6-bit quantized measurements and
the performance of EMSwGAMP using only the unquantized
measurements is also listed for convenient reference. Notably,
the proposed EMSwGAMP algorithm significantly outperforms
LMMSE, where the performance of LMMSE deteriorates
again to an unacceptable level. We also observed that increas-
ing the number of 6 bit quantized measurements from K = 34
to K = 42 only results in a slight performance degradation
for EMSwGAMP. Consequently, by using EMSwGAMP, we can
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TABLE VI
THE RUN TIME OF EMSwGAMP USING DIFFERENT QUANTIZATION BITS FOR
THE 17 MEASUREMENTS FOR THE VARIOUS SYSTEMS
N B-bit Time (s) N B-bit Time (s)
69
1-bit 1.22
69m
1-bit 1.17
2-bit 1.28 2-bit 1.23
3-bit 1.31 3-bit 1.29
4-bit 1.37 4-bit 1.36
5-bit 1.56 5-bit 1.53
6-bit 1.90 6-bit 1.87
unquantized 0.20 unquantized 0.20
drastically reduce the amount of transmitted data without com-
promising performance. The total amount of measurements of
a 69-bus test system is 76, where 68 current measurements and
8 voltage measurements originate from the meters and PMUs,
respectively. Therefore, if the measurements are quantized as
16 bits for the conventional meters and PMUs, 16 × 76 =
1, 216 bits should be transmitted. However, for the proposed
algorithm with K = 34 (i.e., 34 measurements quantized with
6 bits and 42 measurements quantized with 16 bits), only
34×6+42×16 = 876 bits should be transmitted. In this case,
the transmission data can be reduced by 27.96%. Similarly, for
the proposed algorithm with K = 42 (i.e., 42 measurements
quantized with 6 bits and 34 measurements quantized with
16 bits), the transmission data can be reduced by 34.53%. In
addition, we further discuss the required transmission band-
width of the proposed framework and the conventional system
under the assumption that the meters can update measurements
every 1 s. As defined by IEEE 802.11n, when the data are
modulated with quadrature phase-shift keying for a 20 MHz
channel bandwidth, the data rate is 21.7 Mbps. Therefore, we
can approximate the transmission rate as 1.085/Hz/s. For the
proposed algorithm with K = 34 and B = 6 (i.e., 876 bits
should be transmitted), the required transmission bandwidth
is 808 Hz. However, the required transmission bandwidth for
the conventional system (i.e., 1, 216 bits should be transmitted)
is 1, 121 Hz. In this case, the proposed architecture can also
reduce the transmission bandwidth by 27.83%. Notably, this
study only focuses on the reduction of the transmission data.
However, references that specifically discuss the smart meter
data transmission system are few (e.g., [32, 33]), which are not
considered in this study. Further studies can expand the scope
of the present work to include these transmission mechanism
to provide more efficient transmission framework.
Finally, we evaluate the performance of the proposed
EMSwGAMP algorithm for three-phase state estimation. The
above simulation results show that almost half of the mea-
surements can be represented with low-precision. Hence, in
this test system, K = 51 measurements are quantized with
6-bit. Therefore, Table VIII shows the average performance
of two algorithms with K = 51 for IEEE 37-bus three-
phase system. The performance of EMSwGAMP using only
unquantized measurements is also included for ease of ref-
erence. Table VIII shows that EMSwGAMP still outperformed
LMMSE but only with a slight degradation as compared to the
unquantized result. The proposed EMSwGAMP algorithm can
TABLE VII
AVERAGE ESTIMATION RESULTS OBTAINED BY EMSwGAMP AND LMMSE
WITH DIFFERENT NUMBERS OF 6-BIT QUANTIZED MEASUREMENTS FOR
THE VARIOUS SYSTEMS
N K Algorithm MSE MSEmagn MSEphase
69
34
unquantized 3.86×10−4 2.11×10−4 1.78×10−4
EMSwGAMP 1.00×10−3 6.01×10−4 4.34×10−4
LMMSE 9.39×10−1 9.34×10−1 2.21×10−1
42
unquantized 3.77×10−4 2.06×10−4 1.72×10−4
EMSwGAMP 7.89×10−4 4.52×10−4 3.32×10−4
LMMSE 9.39×10−1 9.32×10−1 2.88×10−1
69m
34
unquantized 7.78×10−4 3.89×10−4 3.56×10−4
EMSwGAMP 1.10×10−3 6.28×10−4 4.31×10−4
LMMSE 1.02 1.02 2.10×10−1
42
unquantized 6.77×10−4 2.86×10−4 3.59×10−4
EMSwGAMP 1.20×10−3 6.56×10−4 4.53×10−4
LMMSE 1.02 1.02 2.69×10−1
TABLE VIII
AVERAGE ESTIMATION RESULTS OBTAINED THROUGH EMSwGAMP AND
LMMSE WITH 6-BIT QUANTIZED MEASUREMENTS FOR THE
THREE-PHASE SYSTEMS
N K Algorithm MSE MSEmagn MSEphase
37 51
unquantized 2.02×10−4 1.17×10−4 8.79×10−5
EMSwGAMP 6.64×10−4 4.42×10−4 2.30×10−4
LMMSE 0.92 0.92 1.49×10−4
reduce transmission data by 25.91% compared to the high-
precision measurement data. Hence, the proposed algorithm
can be applied not only to a single-phase but also to a three-
phase system. Most importantly, the proposed algorithm can
also decrease the amount of data required to be transmitted
and processed.
V. CONCLUSION
We first proposed a data reduction technique via coarse
quantization of partial uncensored measurements and then
developed a new framework based on a Bayesian belief
inference to incorporate quantization-caused measurements of
different qualities to obtain an optimal state estimation and
reduce the amount of data while still incorporating different
quality of data. The simulation results indicated that the
proposed algorithm performs significantly better than other
linear estimates, even for a case scenario in which more than
half of measurements are quantized to 6 bits. This finding
verifies the effectiveness of the proposed scheme.
APPENDIX A
HOW THE MEASUREMENTS ARE BEING PICKED FOR
QUANTIZATION
For ease of explanation, a 69-bus test system is provided
in Fig. 4, where the subset of buses M = {1, 2, . . . , 27},
called the main chain of the system, plays an important role
for estimating the system states. Therefore, the measurements
from the side chain of the system are selected for quantiza-
tion. In addition, the numbers of the quantized measurements
considered in this study are K = 2, K = 4, K = 17,
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Fig. 4. A 69-bus test system.
K = 19, K = 23, K = 27, K = 34, and K = 42. More
specifically, if K = 2, the current measurements from the
subset of buses {12, 68, 69} are selected for quantization; if
K = 4, the current measurements from the subset of buses
{12, 68, 69} and {11, 66, 67} are selected for quantization; if
K = 17, the current measurements from the subset of buses
{12, 68, 69}, {11, 66, 67} and {9, 53, 54, . . . , 65} are being
picked for quantization; if K = 19, the current measurements
from the subset of buses {12, 68, 69}, {11, 66, 67}, {8, 51, 52}
and {9, 53, 54, . . . , 65} are selected for quantization; if K =
23, the current measurements from the subset of buses
{12, 68, 69}, {11, 66, 67}, {8, 51, 52}, {4, 47, 48, 49, 50}, and
{9, 53, 54, . . . , 65} are selected for quantization; if K =
27, the current measurements from the subset of buses
{12, 68, 69}, {11, 66, 67}, {8, 51, 52}, {3, 28, 29, . . . , 35}, and
{9, 53, 54, . . . , 65} are selected for quantization; if K =
34, the current measurements from the subset of buses
{12, 68, 69}, {11, 66, 67}, {8, 51, 52}, {4, 47, 48, 49, 50},
{36, 38, . . . , 46}, and {9, 53, 54, . . . , 65} are selected for
quantization; if K = 42, the current measurements from
the subset of buses {12, 68, 69}, {11, 66, 67}, {8, 51, 52},
{4, 47, 48, 49, 50}, {3, 28, 29, . . . , 35}, {36, 38, . . . , 46}, and
{9, 53, 54, . . . , 65} are selected for quantization.
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