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INTRODUCTION 27 28
The representation of space, time, and number is foundational to the computational brain [1] [2] [3] , 29 yet whether magnitudes share a common (conceptual or symbolic) format in the brain is unclear. Walsh's 30 A Theory Of Magnitude (ATOM) [2] proposes that analog quantities are mapped in a generalized 31 magnitude system which entails that space, time, and number may share a common neural code. One 32 additional implication for the hypothesis of a common representational system for magnitudes is that the 33 estimation of a target magnitude dimension should be affected by the manipulation of another, non-target 34 magnitude dimension, such that the larger the magnitude of the non-target feature, the larger one should 35 perceive the target magnitude to be ( Figure 1A) . Such predictions can be formalized in Bayesian terms 36
[04] so that each dimension magnitude yields a likelihood estimate subsequently informed by an amodal 37 prior common to all magnitude dimensions ( Figure 1B ). In line with ATOM and the common magnitude 38 system hypothesis, a growing body of behavioral evidence ([5-26] , for review see [27] [28] [29] space and number has been reported, the directionality of these interactions is not always consistent in the 44 literature (e.g. [13] [14] ): for instance, manipulating the duration of events has seldom been reported to 45 affect numerical and spatial magnitudes [12, 13, 26] and size [5, 7] typically influence duration. Yet, if 46 time, number and space share a common representational system in the brain and a common amodal prior, 47 all magnitude dimensions should interact with each other in a bi-directional manner ( Figure 1A) . In a second working hypothesis, we manipulated the accumulation regime of sensory evidence for 80 N and S estimation ( Figure 2B ). The accumulation of sensory evidence in time for space and number has 81 seldom been controlled for or manipulated during magnitude estimations. In a prior experiment [13] , 82 constraining the duration of sensory evidence accumulation in the S and N dimensions, the estimation of 83 duration remained resilient to changes in the other dimensions, whereas D affected the estimation of S and 84 N: curiously, the longer (shorter) durations decreased (increased) the estimation of S and N. These results 85 were discussed in the context of a possible Bayesian integration of magnitude dimensions. Similarly, here, 86 using a dynamic paradigm in which N and S accumulate over time raises the question of the implications 87 of varying the speed or rate of sensory evidence delivery: for a given N or S, if D increases, the speed of 88 presentation decreases, and vice versa. Hence, while the number of dots and the cumulative surface 89 accumulated linearly in time in the Experiment 1 ( Figure 1B) , in the second experiment (Experiment 2) 90 we investigated whether changes in the rate of presentation of visual information affected the estimation 91 of D, N, and S. Two evidence accumulation regimes were tested: a fast-slow (FastSlow) and a slow-fast 92 distribution (SlowFast), see Stimuli part in Material & Methods section. 93
In a third question, we wished to investigate the extent to which Bayesian models could explain 95 the behavioral results obtained in magnitude estimation, independent of the means by which participants 96 provided their estimates. Thus far, studies demonstrating central tendency effects [39, 42, 43] have all 97 relied on continuous estimation procedures, wherein participants estimated a particular magnitude value 98 with a motor response. In particular, these studies utilized reproduction tasks, which require participants to 99 demarcate where (when) a particular magnitude matched a previously presented standard. In contrast, the 100 majority of studies demonstrating congruency effects in magnitude estimation have all employed two-101 alternative forced choice (2AFC) designs. This difference may be particularly relevant as recent studies 102 have demonstrated that the size-time congruency effect, one of the most heavily studied and replicated, 103 depends on the type of decision being made ( [44] but see [25, 45] for congruency effects with temporal 104 reproduction). As such, for both Experiment 1 and 2, we provide systematic quantifications of the 105 magnitude estimates as categorical estimations together with analysis of continuous reports. 106 between 35 ms to 294 ms, and the diameter between 0.35 to 1.14 degrees. A cloud of dots was 137 characterized by its duration (D: total duration of the trial during which dots were presented), its 138 numerosity (N: cumulative number of dots presented on the screen in a given trial) and its surface (S: 139 cumulative surface covered by the dots during the entire trial). On any given trial, D, N and S could each 140 take 6 possible values corresponding to 75, 90, 95, 105, 110 and 125 % of the mean value. We fixed D to 141 800 ms (D mean = 800 ms) and initially picked N mean = 30 dots and S mean = 432 mm² which were individually 142 calibrated in the first session of the experiment (see Procedure). To ensure that luminance was not used as 143 a cue to perform the task, the relative luminance of dots varied randomly across all durations among 57, 144 64, 73, 85, 102 and 128 in the RGB-code. In Experiment 1, the total number of dots accumulated linearly 145 over time, 2 to 7 dots at a time in steps of 9 to 13 iterations ( Figure 2A ). In Experiment 2, the total number 146 of dots accumulated in a fast-to-slow or in a slow-to-fast progression (FastSlow or SlowFast, 147 respectively): in FastSlow, 75% ± 10% of the total number of dots in the trial were presented in the first 148 25% of the duration of the trial, whereas in SlowFast, 25% ± 10% of the total number of dots was shown 149 in 75% of the total duration of the trial. 150
Procedure 152
Participants were seated in a quiet room ~60 cm away from the computer screen with their head 153 maintained on a chinrest. The main task consisted in estimating the magnitude of the trial along one of its 154 three possible dimensions (D, N, or S). Each experiment consisted of two sessions: in the first session, 155 stimuli were calibrated to elicit an identical discrimination threshold in all three dimensions on a per 156 individual basis (see [13] ); the second session consisted in the experiment proper. 157
In the first session of Experiment 1 and 2, the task difficulty across magnitudes was individually calibrated 158 by computing the participant's Point of Subjective Equality (PSE: 50% discrimination threshold) and the 159
Weber Ratio (WR) for each dimension D, N, and S. Specifically, participants were passively presented 160 with exemplars of the minimum and maximum value for each dimension and were then required to 161 classify 10 of these extremes as minimum '-' or maximum '+' by pressing 'h' or 'j' on an AZERTY 162 keyboard. Participants then received feedback indicating the actual number of good answers that they 163 provided. Subsequently, the PSE and the WR were independently assessed for each magnitude by varying 164 one dimension and keeping the other two dimensions at their mean values (e.g. if D varied among its 6 165 possible values, S was S mean and N was N mean ). 5 trials per value of the varying dimension were collected 166 yielding a total of 30 trials per dimension from which the individual's PSE and WR were computed and 167 compared. This process (~15 min) was iterated until the PSE and the WR were similar and stabilized 168 across magnitudes. The final mean values (mean +/-SD) for Experiment 1 were N mean = 32 +/-3 dots and 169 S mean = 476 +/-58 mm². The final mean values for Experiment 2, N mean = 32 +/-2 dots and S mean = 490 +/-170 41 mm². 171
In the second session, and for both Experiment 1 and 2, participants first performed 30 trials/magnitude 172 dimension similar to the first session to ensure that their PSE and WR remained identical. Only two 173 participants in Experiment 1 required a recalibration procedure. 174
Subsequently, participants performed the magnitude estimation task proper in which participants were 175 asked to provide a continuous estimation of a given magnitude by moving a cursor on a vertical axis 176 whose extremes were the minimal and maximal values of the dimension. In a given trial, participants were 177 provided with the written word 'Durée' (Duration), 'Nombre' (Number) or 'Surface' (Surface) which 178 indicated to participants which dimension they had to estimate (Figure 2A ). At the end of a trial, the 179 vertical axis appeared on the screen with the relative position of '+' and '-' pseudo-randomly assigned. 180
The cursor was always initially set in the middle position on the axis. Participants used the mouse to 181 vertically move the slider along the axis and made a click to validate their response. They were asked to 182 emphasize accuracy over speed. Trials were pseudo-randomized across dimensions and conditions. In Experiment 1, five experimental conditions were tested per dimension: in the control condition, the two 184 non-target dimensions were kept to their mean values, and in the four remaining conditions, one of the 185 other non-target dimension was minimal or maximal while the other was kept to its mean (Table 1) 
. A 186
total of 1080 trials were tested (3 dimensions x 5 conditions x 6 values x 12 repetitions). 187
In Experiment 2, there were two main sensory accumulation regimes (FastSlow, and SlowFast) and the 188 emphasis was on the effect of duration on surface and number. Hence, the main control condition 189 consisted in assessing the estimation of duration with S mean and N mean and whether the rate of evidence repetitions) for a grand total of 1008 trials. (Table 2) . and participants for whom the associated p-values in the control conditions were >.05 were excluded from 206 the analysis. Per condition, PSE and WR that were 2 standard deviations away from the mean were 207 disregarded and replaced by the mean of the group (max of 2 values / condition across all individuals). 208
Statistics were run using R (Version 3.2.2). PSE and WR were defined as: 209
Additionally, continuous estimates were analyzed to interrogate central tendency effects. For each 212 magnitude dimension, continuous estimates were expressed as the relative position on the slider that participants selected on each given trial, with higher percentages indicating closer proximity to '+'. To 214 measure the central tendency effects, continuous estimates were plotted against the corresponding 215 magnitude for each condition, also expressed as a percentagewhere 0 indicated the smallest magnitude 216 and 100 indicated the largestand fits with a linear regression, and the slope and y-intercept of the best 217 fitting line were extracted [46, 47] . Slope values closer to 1 indicated veridical responding (participants 218 responded with perfect accuracy), whereas values closer to 0 indicated a complete regression to the mean 219 (participants provided the same estimate for every magnitude). In contrast, intercept values of these 220
regressions could indicate an overall bias for over-or under-estimation. To compare central tendency 221 effects between magnitude dimensions, correlation matrices between slope values for D, N, and S were 222 constructed. Bonferroni corrections were applied to control for multiple comparisons. To examine Bayesian effects in the magnitude system, we evaluated both choice and continuous 228 judgments in two magnitude estimation experiments using variations of the same paradigm ( Figure 2A) . 229
To evaluate choice responses, continuous estimates were binned according to which end of the scale they 230 were closer to. Previous work has demonstrated that bisection tasks and continuous estimations are 231 compatible and provide similar estimates of duration [43, 48] . Our intention was thus to first replicate the 232 effects of Lambrechts and colleagues [13] with a modified design, and second, to measure central 233 tendency effects in our sample to examine whether these effects correlated between magnitude 234 dimensions, which would suggest the existence of global priors ([4], Figure 2D ). 235 236
Control conditions: matching task difficulty across magnitude dimensions 237
Two independent repeated-measures ANOVAs with the PSE or WR as dependent variables using 238 magnitude dimensions (3: D, N, S) and control conditions (3: Linear (Experiment 1), SlowFast and 239
FastSlow (Experiment 2) distributions) as within-subject factors did not reveal any significant differences 240 (all p >.05). This suggested that participants' ability to discriminate the different values presented in the 241 tested magnitudes was well matched across magnitude dimensions ( Figure 2C ). 242
Experiment 1: Duration affects Number and Surface estimates 243
We first analyzed the data of Experiment 1 as categorical choices. Figure found. Specifically, when the non-target dimensions were at their minimal value, the PSE obtained in the 254 estimation of N was lower than when the non-target dimensions were at their maximal value. 255
Additionally, in N estimation, D min lowered the PSE more than S min , and D max raised the PSE more than these results suggest that the main effect of non-target dimension on numerosity estimation was driven by 261 the duration of the stimuli. 262
In the estimation of S, we found no main effect of non-target magnitude dimension (F[1,16] = 1.571, p = 263 0.228) but a significant main effect of magnitude value (F[1,16]=22.63, p =0.000215). The interaction 264 was on the edge of significance (F[1,16] = 3.773, p =0.0699) suggesting that, as for N, only one non-target 265 magnitude dimension may be the main driver of the significant results observed in the magnitude effect. 266
Paired t-tests contrasting the PSE obtained in the estimation of S during the control (D mean N mean ) and other 267 conditions showed that D min significantly increased (PSE(D min ) < PSE(D mean ): p = 8.7e -4 ), whereas D max 268 significantly decreased (PSE(D max ) > PSE(D mean ): p = 0.035) the perceived surface ( Fig. 3A, right 
panel). 269
No significant effects of N on S were found. As observed for the estimation of N, these results suggest that 270 the main effect of non-target magnitude dimension on the estimation of S was entirely driven by the 271
duration. 272
Overall, the analysis of PSE indicated that participants significantly overestimated N and S when dots 273 were presented over the shortest duration, and underestimated N and S when dots accumulated over the longest duration. Additionally, manipulating N or S did not significantly alter the estimation of duration. 275 No significant interactions between N and S were found. To ensure that these results could not be 276 accounted for by changes in participants' perceptual discriminability in the course of the experiment, 277 repeated-measures ANOVA were conducted independently for each target dimension (3: D, N, S) with the 278
Weber Ratio (WR) as dependent variable and experimental conditions (5) as main within-subject factors. 279
No significant differences (all p > .05) were found suggesting that the WRs were stable over time, and that 280 task difficulty remained well matched across dimensions in the course of the experiment. 281
For the analysis of continuous estimates ( Figure 3B ), we first examined the effect of central tendency for 282 each target magnitude dimension, collapsing across the non-target magnitudes ( Figure 4A To examine the central tendency effects across magnitude dimensions, we correlated the slope values 299 between target magnitude dimensions ( Figure 4C ). Collapsing across the non-target dimensions, we 300 found that all three slope values significantly correlated with one another [D to S: Pearson r = 0.594; D to 301 N: r = 0.896; S to N: r = 0.662]. Given that S exhibited a greater central tendency than D or N, we 302 compared the Pearson correlation coefficients with Fisher's z-test for the differences of correlations; this 303 analysis revealed that the D to N correlation was significantly higher than the D to S correlation [Z = 2.03, 304 p = 0.04], and marginally higher than the S to N correlation [Z = 1.73, p = 0.083], suggesting that D and N 305 dimensions, which had similar slope values, were also more strongly correlated with each other than with 306 S. To further explore this possibility, we conducted partial Pearson correlations of slope values; here, the only correlation to remain significant was D to N, when controlling for S [r = 0.8352], whereas D to S, 308 controlling for N, and N to S, when controlling for D were no longer significant [r = 0.0018 and 0.3627, 309 respectively]. 310
The results of the correlation analysis revealed that D and N tasks were highly correlated in slope, 311
indicating that individual subjects exhibited a similar degree of central tendency for these two magnitude 312 dimensions ( Figure 4A ). To explore this at a more granular level, we expanded our correlation analysis to 313 include all non-target dimensions ( Figure 4C ). The result of this analysis, with a conservative Bonferroni 314 correction (r > 0.8) for multiple comparisons confirmed the above results, demonstrating that D and N 315 dimensions were correlated across most non-target dimensions, but that D and N dimensions were weakly 316
and not significantly correlated with S. This finding suggests that D and N estimation may rely on a 317 shared prior, that is separate from S; however, a shared (D, N) prior would not explain why D estimates 318
were unaffected by changes in N, nor would it explain why S estimates are affected by changes in D. 319
Lastly, we sought to compare the quantifications based on continuous data with those from the categorical 320
analysis. Previous work has demonstrated that the WR on a temporal bisection task correlates with the 321 central tendency effect from temporal reproduction [43] . To confirm this, we measured the correlations 322 between the slope values of continuous magnitude estimates with the WR from the categorical analysis. 323
As predicted, we found a significant negative correlation between slope and WR for D (r = -0.69) and N (r 324 = -0.57); however, the correlation for S failed to reach significance (r = -0.41, p = 0.1), indicating that 325 greater central tendency (lower slope values) were associated with increased variability (larger WR). This 326 finding is notable, as the analysis of WR values did not reveal any difference between magnitude 327 dimensions. This suggests that the slope of continuous estimate judgments may be a better measure of 328 perceptual uncertainty than the coefficient of variation derived from categorical responses. 329 330 Experiment 2: Duration is robust to accumulation rate, not N and S 331
In Experiment 2, participants estimated D, N or S while the accumulation regime was manipulated as 332 either FastSlow or SlowFast (Fig. 2B , Table 2 ). As previously, we systematically analyzed the categorical 333 and the continuous reports. First, we tested the effect of the accumulation regime on the estimation of each 334 magnitude dimension by using a 2x3 repeated-measures ANOVA with PSE measured in control 335 conditions ( Table 2 , 1 st row) as independent variable and distribution (2: FastSlow, SlowFast) and 336 magnitude dimension (3: N, D, S) as within-subject factors. Marginal main effects of accumulation regime 337 (F[1,28] = 2.872, p = 0.0734) and magnitude dimensions (F[1,14] = 4.574, p = 0.0506) were observed. 338
Their interaction was significant (F[2,28] = 10.54, p = 0.0004). A post-hoc t-test revealed no significant 339 effects of accumulation regime on the estimation of D (p = 0.23), but significant effects of accumulation 340 regime in the estimation of N (p =0.016) and S (p = 0.0045) ( Fig. 5A) . 341
Second, we tested the effect of D and accumulation regime on the estimation of N and S ( Figure 5A other main effects or interactions were significant although two interactions trended towards significance, 348 namely the two-way interaction between accumulation regime and duration (F[1,14] = 3.482, p = 0.0831) 349 and the three-way interaction between dimension, accumulation regime, and duration (F[1,14] = 3.66, p = 350 0.0764). These trends were likely driven by the SlowFast condition as can be seen in Figure 5A . = 0.013] and of accumulation regime [F(2,32) = 11.345, p = 0.004], but not of duration [F(2,32) = 1.403, 369 p = 0.261]. Using the same analysis for intercept values, we found no main effects of magnitude [F(2,32) 370 = 1.296, p = 0.272], but a significant effect of accumulation regime [F(2,32) = 5.540, p = 0.032] and of 371 duration [F(2,32) = 21.103, p = 0.000001]. More specifically, we found that intercept values were lower 372 for longer durations, indicating greater underestimation when the interval tested was longer. No other 373 effects reached significance (all p >.05). 374
Overall, these findings indicate that duration estimations were immune to changes in the rate of 375 accumulation of non-target magnitudes, similar to the findings of Experiment 1. Also similar, we found 376 that estimates of S and N were affected by duration as non-target magnitude, with longer durations 377 associated with greater underestimation of S and N ( Figure 6 ). In addition, our results demonstrate a 378 difference between accumulation regimes for S and N, with SlowFast regimes associated with greater 379 underestimation than FastSlow, regardless of duration. Lastly, we observed that SlowFast accumulation 380 regimes led to an increase in the central tendency effect, suggesting that slower rates of accumulation may 381 increase reliance on the magnitude priors. In this study, we report that when sensory evidence accumulates equally over time and when task 387 difficulty is equated across magnitude dimensions (space, time, number), duration estimates are resilient 388 to manipulations of number and surface, whereas number and surface estimates are biased by the temporal 389
properties of sensory evidence accumulation. Specifically, we replicated the findings of Lambrechts and 390 colleagues [13] by demonstrating that number and surface estimates are under-and over-estimated when 391 presented for long and short durations, respectively. As we did not find robust bidirectional interactions 392 between dimensions, these findings do not support the idea of a common magnitude system in the brain. 393
However, we do not argue that time, number and space do not interact under certain constraints. 394
Specifically, by considering a Bayesian model relying on multiple priors (one for each dimension), 395 magnitudes may interact when providing conflicting sensory cues. Recent hypotheses suggest that a 396
Bayesian framework can provide a general explanation for the variety of behavioral features observed in 397 magnitude estimations independently applied to distance, loudness, numerical or temporal judgments [4] . 398
The proposed Bayesian framework combines an estimate of the likelihood (sensory input) with a prior 399 representation (memory). One major goal of our study was thus to determine the degree to which 400 different magnitude dimensions might rely on an amodal global prior representation of magnitude as would be expected in a generalized magnitude system such as ATOM [2]. To accomplish this, 402 participants took part in two experiments independently manipulating the congruence across magnitude 403 dimensions (Experiment 1) and the rate of sensory evidence provided to participants (Experiment 2). 404
A first prediction was that if different magnitude dimensions rely on a single amodal prior, then 405 magnitude estimates should exhibit similar levels of central tendency across magnitude dimensions 406 (duration, surface, number; Figure 2D ). Instead, in Experiment 1, our results demonstrated that surface 407 estimates exhibited greater central tendency than either duration or number, and further was not correlated 408 with the degree of central tendency for either dimension. However, duration and number did exhibit 409 correlated central tendency effects. This finding suggests that estimates of surface are distinct from 410 estimates of duration and number, but that duration and number may be more similar to one another. Another possible interpretation of the results obtained in Experiment 1 is to consider multiple 419 priors in magnitude estimations. When participants make temporal judgements, the combination of prior 420 knowledge P(π) and noisy sensory inputs P(D|π) (duration of the given trial) enables participants to make 421 an accurate posterior estimate, represented by P(π|D) ∞ P(D|π)  P(π) (see [4] , Box 3 for more details), 422 which explains the regression to the mean. Neither numerosity nor surface priors are present in this 423 equation, which could explain why duration estimates are robust to numerosity or surface manipulations. 424
Because numerosity and surface accumulate over time, one possible strategy for the participants is to 425 estimate numerosity and surface based on the speed of presentation of stimuli, and on the duration of the 426 trial (i.e. a high (low) speed and a long (short) duration of presentation correspond to a large (small) value 427 of numerosity or surface). Under this hypothesis, the uncertainty related to the temporal dimension may 428 add noise in the decision or the accumulation process, so that the perceived duration of the trial can bias 429 numerosity and surface estimates ( Figure 6) . When numerosity and surface accumulate over a given 430 duration, if that duration is short (long) it will affect the accuracy of participants' estimations. Because the 431 short (long) duration was overestimated (underestimated) it may explain why participants overestimated 432 (underestimated) numerosity and surface in the D min (D max ) condition. This explanation would be 433 compatible with the hypothesized effect of duration as introducing noise on sensory accumulation. 434
Indeed, one noteworthy aspect unique to the time dimension is that the objective rate of 435 presentation is fixed [56] . That is, objective time by conventional measurements proceeds at a single mean 436 rate. In contrast, we can experimentally manipulate the rate at which we present information for number 437 and surface. In Experiment 1, in order to keep the values of surface and number fixed when duration was 438 manipulated, we necessarily had to change the rate of accumulation for these values. For example, 439 between short and long durations with the same value of number, we had to change the rate of 440 accumulation for number so that the same total value was reached at the end of the duration. This may 441 explain the incongruent effects of duration on surface and number; shorter (longer) durations may 442 engender larger (smaller) estimates of surface and number because the rate of accumulation is faster 443 (slower). In this sense, surface and number are not being influenced by the magnitude of time as a 444 dimension per se, but rather time is interfering with the rate of accumulation, and so the effect of duration 445 is an epiphenomenon of the experimental design. Hence, to test this hypothesis, we modulated the 446 accumulation rate of the presentation of numerosity and surface in Experiment 2. 447
In Experiment 2, where the rate of accumulation for number and surface experienced a rate-448 change a little less (more) than halfway through the presentation time from fast-to-slow (slow-to-fast), we 449 replicated and extended our findings of Experiment 1. Specifically, we again found that shorter (longer) 450 durations led to longer (shorter) estimates of surface and number, regardless of the rate-change in 451 accumulation regime. However, we also found a difference in accumulation regimes: when the rate of 452 accumulation was slower in the beginning of the session, estimates of surface and number were smaller 453 than when the rate of accumulation was faster. It is important to remember that the ultimate value of the 454 presented surface and number was the same, regardless of the accumulation regime. As such, participants 455 were biased in their estimates by the rate of evidence accumulation in the first-half of the given trial, 456 regardless of how long that trial lasted. This strongly suggests that human observers are biased by the rate 457 of accumulation at the start of a trial, and are resistant to changes in rate throughout the trial. 
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5% of its mean value, while the second one was set to its minimal or maximal value, and the third one to its mean value ( Table   782 1). At the end of the stimulus presentation, participants used a vertical scale to estimate the target magnitude. B: Three 783 distributions were used for evidence accumulation: while D linearly accumulates over time (black trace), the rate of dot 784 presentation could be manipulated to control N and S. Experiment 1 tested a linear distribution (filled black trace); Experiment 785 2 tested two distributions: a fast-slow (filled grey trace) and a slow-fast (dotted grey trace) distribution. C: Equated task 786 difficulty across magnitudes. For illustration purposes, the psychometric curve captures the grand average performance 787 obtained for the estimation of Duration, Number and Surface when all non-target dimensions were kept at their mean value.
788
The task difficulty was equated across magnitude dimensions so that no differences in discriminability (PSE and WR) existed 
871
Additionally, slower rates of sensory evidence are associated with greater uncertainty; greater uncertainty results in increased 872 reliance on the priors. To accommodate these findings, we suggest that the rate of sensory evidence is effectively estimated 873 independently of the total duration although the duration may regulate the noise level in sensory evidence accumulation of 905 mean values (S mean and N mean , respectively). In MIN trials (second row), participants estimated the magnitude of a given 906 dimension (e.g. D) varying between the 6 possible values while one of the two non-target magnitude dimensions was kept at its 907 mean value (e.g. N mean ) and the other was set to its minimal value (e.g. S min ). In MAX trials (third row), participants estimated the 908 magnitude of a given dimension varying between the 6 possible values while one of the two non-target dimensions was kept at its 909 mean value and the other was set to its maximal value. In total, 72 trials per experimental condition were collected (i.e. 12 trials 910 per tested magnitude value in all possible combinations). D: duration; S: surface; N: number; min = minimal; max = maximal. 
927
participants estimated S or N when D was the shortest (D min ) or the longest (D max ) and the other dimension was kept to its mean 928 value (N mean and S mean , respectively). Importantly in Experiment 2, the clouds of dots could accumulate over time according to 929 two accumulation regimes (FS:FastSlow, and SF:SlowFast). A total of 144 trials per experimental condition was collected (i.e. 12 930 trials for a given magnitude value in a specific condition x 2 distributions). 
