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Abstract The correlation of the only two error sources in
the solution of the electronic Schro¨dinger equation is
addressed: the basis set convergence (incompleteness) error
(BSIE) and the electron correlation effect. The electron
correlation effect and basis set incompleteness error are
found to be correlated for all of the molecules in Grimme’s
‘‘mindless’’ data set (MB08-165). One can use an extrap-
olation to the HF or MP2 complete basis set (CBS) limit to
see with which type of quantum chemical problem
(‘‘simple’’ and ‘‘hard’’) the researcher is dealing. The origin
of the slow convergence of the partial wave expansion can
be the Kato cusp condition for electron–electron coales-
cence. Such an extrapolation is possible for many large
molecular systems and would give the researcher an idea
about the expected electron correlation level that would
lead to the desired theoretical accuracy. In other words, it is
possible to use not only the CBS energy value itself but the
speed with which it is reached to get extra information
about the molecular system under study.
Keywords Basis set superposition error (BSSE)  Basis
set incompleteness (BSIE)  Intermolecular interactions 
Metal ions
Introduction
The main task of modern ab initio quantum chemistry
(QC) is the generation of (approximate) solutions to the
Schro¨dinger equation for different molecular systems: from
single atoms to molecular complexes and large biomole-
cules (peptides, proteins, DNAs, etc.) [1–8]. Today many
experimental results can be greatly supported by applica-
tion of QC theoretical methods [9–13]. Unfortunately, an
exact solution to the Schro¨dinger equation is not possible
today for systems of practical importance, with sizes above
diatomic molecules, ions, or radicals [14–16]. But modern
ab initio quantum chemical methods allow one to system-
atically increase the accuracy of his/her calculation in order
to achieve the desired accuracy, though not without rapidly
increasing the computational cost (computational time and
computer hardware resources needed) [5, 8, 16].
A simple row of QC methods—HF, MP2, CCSD(T),
etc.—is extremely popular today to systematically con-
verge the theoretical prediction of molecular energies or
properties in a framework of different computational
schemes, starting from Gaussian and Weizmann thermo-
chemistry protocols (Gn/Wn, n = 1–4) [17, 18] to com-
plete basis set/focal-point analysis (CBS/FPA) schemes
[19–22]. The need to overcome basis set incompleteness
and systematically approach the complete basis set limit
has led to the creation of correlation consistent basis sets:
(aug-)cc-pVxZ, x = D - 6 [23–25].
There are only two sources of error in the solution of the
electronic Schro¨dinger equation (for molecules composed
of light elements, within Born-Oppenhiemer approxima-
tion): basis set (BS) convergence error due to incom-
pleteness of any finite basis set and electronic structure
method error due to incomplete inclusion of electron cor-
relation (EC) [3–5, 8]. For many years these two error
sources were regarded and treated as independent ones
[8, 16, 26]. Moreover, the classical scheme of ab initio
quantum chemistry, shown in Fig. 1, is valid only if the
basis set incompleteness and electron correlation are
‘‘orthogonal’’ to each other. In other words, one can
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independently increase the electron correlation level or
basis set and expect to increase the accuracy of the final
theoretical answer [16]. However, does it really?
In the coupling between improvement of the basis set
and the valence electron correlation method has been
studied quantitatively by Martin [26] for the total atom-
ization energies (TAEs) of a number of small molecules
(HNO, CO2, CO, F2, N2, N2O, C2H2, CH4, H2CO, H2O, H2,
HCN, HF, NH3), using basis sets of up to aug
0-cc-p-V5Z
[7s6p5d4f3g2h/5s4p3d2f1g] quality. Very significant cou-
pling is found to exist [26].
In this communication, we try to test the popular
assumption of independence between basis set convergence
and electron correlation effect in medium-sized organic
molecules. Coupled-cluster and Moller–Plesset theory
levels were used together with Dunning correlation con-
sistent basis sets. It was proved that the errors produced by
deficiencies in electron correlation treatment and basis set
incompleteness are correlated.
Calculations
A ‘‘mindless’’ molecular set (MB08-165; 165 items, 8
atoms each) of medium-sized (MW = 58 ± 22 Da)
organic molecules from Prof. Grimme [27] was used
throughout the study. Despite being single-reference main-
group (H–Cl, without He and Ne) molecules, the generated
‘‘artificial molecules’’ show a large structural diversity with
interesting bonding features [27]. Many of the molecules
and molecular complexes are, chemically, rather unusual.
One expects that this set will provide an unbiased
estimation for the whole range of possible organic mole-
cules and even go beyond that [24, 25, 27]. After the initial
geometry optimizations at the DFT-PBE/TZVP level and
CCSD/cc-pVDZ single-point calculations for the T1- and
D1-diagnostics as described in [27], the CCSD(T) com-
plete basis set (CBS) correlation energy was extrapolated
using cc-pVTZ and cc-pVQZ single-point values [19, 20,
28]. Note that T1 diagnostics alone might not be fully
sufficient: in more thorough analysis one looks also at first
few t1- and t2-amplitudes from CCSD since they provide
better picture for judging MR cases. The CCSD(T) correc-
tion, dCCSD(T) = ECCSD(T) - EHF, was added to HF/CBS
energy, calculated by a three-point scheme (x = D, T, Q).
The basis set incompleteness error BSIE was calculated as
the difference between the calculated total energy value the
finite basis set (e.g., cc-pVDZ) and the CBS energy value:
BSIE = Ebs - ECBS [3–5]. The dCCSD(T) and BSIE
values were normalized by HF/CBS energy or number of
electrons (Nel) to eliminate the molecular size depen-
dence. The same procedure was applied for MP2, MP3,
MP4(SDQ), and MP4/MP4(SDTQ) energies [19, 20]. All
coupled-cluster calculations were done using Molpro
2006.1, [27] while Gaussian 09 was used for Moller–
Plesset theory application [29].
Of course, a better way to represent the correlation of
basis set and electron correlation effects would be to cal-
culate the difference between CCSD(T)/MP4/MP2 and full
CI (FCI) results; these would be better coordinates for the
representation of a theory level in Fig. 1. Unfortunately,
the FCI energy values are available nowadays only for the
smallest molecular systems, and the calculation at this
level for medium-sized organic molecules is not expected
to be possible in the near future [14–16]. Nevertheless,
dCCSD(T) can be regarded as a good approximation of
electron correlation effects in molecular systems [19–22].
In many cases, the corrections above the CCSD(T) level
are negligible [22, 24, 25, 28].
Results and discussion
Figure 2 represents the results of simple statistical analysis
of 165 molecules in terms of BSIE vs. dCCSD(T) correla-
tion. The double-log representation allows one to cover a
wide range of energy values and shows the data correlation
more clearly. From Fig. 2, one can clearly see that a high
correlation (R2 [ 0.84) between basis set convergence and
the electron correlation effect is observed. The degree of
this correlation decreases when going from double-f
(R2 = 0.93) to triple-f (0.91) to quadruple-f (0.84) basis
sets. This can be explained by the saturation effect in the
basis set increase when going from an already rather large
cc-pVTZ basis set to a cc-pVQZ one [22, 27, 28]. At the
Fig. 1 The approximate solutions of the Schro¨dinger equation for
molecular systems: their ranking in terms of accuracy and conver-
gence to the exact solution (FCI/CBS, black). Two perpendicular axes
represent basis set (X-axis) and electron correlation (Y-axis) conver-
gence. The 90 geometry represents the independence of the effects
discussed. The common notion in the QC community is that the
diagonal ‘‘trajectory’’ is the optimal way to improve the ab initio data
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Hartree–Fock level, the difference between cc-pVQZ and
cc-pVTZ energies is just -11 ± 5 mEh or -7 ± 3 kcal
mol-1 (±r). The same value for the CCSD(T) electron
correlation level is -43 ± 19 mEh or -27 ± 12 kcal
mol-1. The linearity of the dCCSD(T)-BSIE dependence is
seen especially well in the cc-pVDZ case, where all of the
points are inside the model error bars or very close to them
[30, 31].
Two groups of points are clearly seen for each basis set
in Fig. 2. The first group, with the molecules forming a
very good regression pattern, represents second-period
molecules (H–F). The second group, with the points
crowding in the top-right corner of the plot, represents the
molecules with at least one third-period atom (Na–Cl). In
the latter case, some points are coming out of the model’s
95%-confidence interval, especially in the cc-pVQZ case.
This can be explained by the presence of 10 core electrons
in the third-row atoms and by the use of the frozen-core
approximation for calculating the energy values [32]. Both
of these facts make uniform data normalization a compli-
cated task, so the fact that these data points are still inside
the model error bars should be regarded as remarkable. It
shows the generality of the correlation between basis set
and electron correlation effects in organic molecules.
The use of other electron correlation levels, e.g., MP4 as
shown in Fig. 3, does not change the results significantly.
An almost identical correlation pattern can be well
observed in Fig. 3. The same separation into two groups of
molecules is observed. Figure 3 also shows that no influ-
ence of molecular spin (multiplicity) is found for the data
set discussed. So, the correlation between BSIE and dE is
the same for open- and closed-shell molecular systems.
The data points in Figs. 2 and 3 were fitted with just one
independent parameter (k) of the form:
dE ¼ k  BSIE ð1Þ
where k depends on the size of the basis set applied.
Although the exact mathematical representation of this
correlation is a separate and complicated question, here we
state only that there is a dependence between energy and
basis set corrections: dE = f(BSIE). When this fact is
accepted, we can clearly see that outdated and often per-
sisting idea about the accuracy of ab initio quantum
chemistry should be corrected. One, of course, can still
independently choose the type of electron correlation
treatment and basis set size, but he or she should under-
stand that the ‘‘molecular’’ reality is different.
First of all, here we prove that there are ‘‘simple’’ and
‘‘hard’’ problems for ab initio QC: the first class has a quick
convergence in both basis set and electron correlation
spaces, while the second class has a slow convergence,
again, for both quantities [22, 27]. One can even use a
simple (with today’s hardware) extrapolation to the HF/
CBS limit to see with which type of problem he or she is
dealing [19, 20]. Such an extrapolation is possible for many
large molecular systems and would give the researcher an
idea about the expected electron correlation level that
would lead to the desired accuracy. In other words, one will
now use not only the CBS energy value itself but the speed
with which it is reached to get extra information about the
molecular system under study. Note that Figs. 2 and 3 also
prove that there is no well-defined border between ‘‘sim-
ple’’ and ‘‘hard’’ computational problems, and the whole
spectrum of problems is expected [26].
Fig. 2 The correlation between the basis set incompleteness error
(BSIE) and correction for electron correlation calculated at the
CCSD(T) level. Linear regression models (thick lines) are shown
together with their 95% confidence intervals (thin lines) for cc-pVDZ
(blue), cc-pVTZ (green), and cc-pVQZ (yellow) basis sets. The
corresponding R2 values are 0.93, 0.91, and 0.84. Circles represent
molecules made of second-period atoms only; triangles represent
molecules containing at least one third-row atom (Color figure online)
Fig. 3 The correlation between the basis set incompleteness error
(BSIE) and correction for electron correlation calculated at the MP4
level. Linear regression models (thick lines) are shown together with
their 95% confidence intervals (thin lines) for cc-pVDZ (blue),
cc-pVTZ (green), and cc-pVQZ (yellow) basis sets. The correspond-
ing R2 values are 0.93, 0.91, and 0.85. Crosses represent closed-shell
artificial molecules (S = 0, M = 1); triangles represent open-shell
artificial molecules (S = , M = 2) (Color figure online)
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Second, the application of rather sophisticated algorithms
of electron correlation evaluation, e.g., CCSD(T) method,
together with small basis sets (4-31G, 6-31G(d), 6-31G(d,p),
D95/D95V, DZV, cc-pVDZ, etc.) cannot be recommended
for estimation of ‘‘higher-order correlation corrections’’
[27, 28, 33, 34]. If the CCSD(T) electron correlation level is
needed to get a precise energy value, a large basis set is also
needed and vice versa. To date, many reported energy dif-
ferences or other molecular properties are extrapolated from
HF/CBS or MP2/CBS values using dCCSD(T) correction
with a double-f basis set [33, 34]. This practice can lead to an
underestimation of the electron correlation effect, although
the term ‘‘CCSD(T)/CBS’’ is used for such calculations.
Once again, if one really wants to have a better approxi-
mation (a solution that is closer to the exact one), he or she
needs to increase both the electronic structure theory level
and the basis set. Of course, extrapolation to CCSD(T)/CBS
theory level is possible, but a large (at least cc-pVTZ) basis
set is needed for the CCSD(T) calculation [27, 28]. These
data also clarify the low accuracy of CCSD(T)/cc-pVDZ
reaction energies for MB08-165 molecules as well as similar
facts in other benchmark studies [27].
The exact form of the dependence between basis set
convergence and the electron correlation effect is difficult
to determine if one wants to be sufficiently general and
include different types of molecules and heavy atoms [35].
Alternative to the data in Fig. 2, one can normalize the
energy values to the number of electrons in the molecular
system calculated (Fig. 4). Unfortunately, although such a
normalization scheme allows for the formation of the
two groups of molecules, as discussed above, closer on the
dE-BSIE plot, some separation between them is still
observed (compare squares and triangles in Fig. 4). As
expected, another normalization scheme leads to a different
form of the dependence between energy correction and
basis set convergence:
dE=Nel ¼ K  BSIE=Nelð Þ2=3 ð2Þ
where K is the only independent parameter. The power
dependence seems to be an artifact of not fully removing
the size effect.
The use of the total number of electrons in the system as
a normalization factor also degrades the quality of the
regression, leading to variance inflation factors (VIF) of
2.3 ± 0.4 in contrast to 11 ± 3 for Eq. 1 [36–38]. This is
understandable because the HF energy represents the size
of a molecular system from a quantum chemical point of
view better than just the number of electrons.
Conclusions
From the results presented above, one can conclude that
(i) the electron correlation effect and basis set incompleteness
error (BSIE) are correlated; [39–42] (ii) the form of their
dependence differs with the type of energy normalization;
(iii) one can use an extrapolation to the HF/CBS limit to see
the type of QC problem (‘‘simple’’ and ‘‘hard’’) he or she is
dealing with [27]. The standard representation of the hierar-
chy of quantum chemistry algorisms as points in Fig. 1 with
two independent coordinates—electron correlation level and
basis set size—should be altered [16, 26]. The origin of the
slow convergence of the partial wave expansion can be the
Kato cusp condition for electron–electron coalescence. Fur-
ther research can clarify the type of dE-BSIE dependence for
charged species, biopolymers (as well as other macromole-
cules and molecular clusters of scientific and industrial
importance), and molecules containing heavy atoms (e.g.,
transition metals) [43–50]. The type of correlation between
basis set convergence and the electron correlation effect for
DFT methods is also of great interest [51–54].
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