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Let A denote the set of functions ,f(z) = z + a2z2 + that are analytic nthe 
unit disc, and let S denote the subset of A consisting of univalent functions. With 
suitable conditions on the constants a,8, y, and 6, and on the analytic functions 
d(z) and O(z), the authors how that he integral operator 
l/B 
=z+bzz2+ 
maps certain subsets of A into .S. This result is then modified to obtain integral 
operators mapping S*, K, S* x K, and Kx K into S*. Here S* and K denote the 
subsets of S consisting of starlike and convex functions, respectively. c 1991 , 
Academic Press. Inc. 
1. INTRODUCTION 
Let A denote the set of functions f(z) =z + a2z2 + . that are analytic 
in the unit disc U, and let Sdenote the subset ofA consisting of univalent 
functions. During the last several years many authors have employed 
various methods to study different types of integral operators Z(f) mapping 
subsets ofS into S. In this paper we develop a more general type of 
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integral operator which maps subsets ofA into S, and which includes many 
of the previously examined operators. Theproof of this more general 
theorem involves a new method. Inaddition to defining many new integral 
operators, thetheorem extends and sharpens many of the previously 
obtained results. 
Let SEA. If (T is real, JcI <n/2, and Re{Czf’(z)/f(z)} > 0 for z E U, 
then fis said to be spirallike. We represent theclass of such functions by 
S. If 0 <p < 1 and Re zf’(z)/f(z) > b, then fis said to be starlike of order 
B. We represent theclass of such functions by S*[p]; S* = S*[O] is the 
class ofstarlike functions. The class ofconvex functions, denoted byK, are 
those fEA for which Re{zf “(z)/f’(z) + 1 }> 0. It is well known that 
Kc S*[1/2] c S* c SC S. 
The first integral operator defined ona subclass of Swas introduced by 
J. W. Alexander in 1915. In [I] Alexander showed that he operator 
Z,(f)(z) = j; Cf (tIltI dl 
maps S* onto K. In 1965 R. Liberia [12] showed that he operator 
I-(f)(z)=: j;f(t)dt 
maps S* into S*. In 1969 S. Bernardi [3] considered themore general 
operator 
Z3(f)(z)=Tl;,f(t)ti-’ dt 
and showed that Z3(S*) c S* if y= 1,2, .. 
Since 1963 many papers [4,7-9, 11, 13, 18, 201 have appeared con- 
cerning the operator 
ZJf )(z) = J; Cf (tYt1” & 
where c( is real and f is in a subclass of S. In particular, if 0< c( Q 1 then 
z,(s*) c s*. 
In 1974 S. Miller, P. Mocanu, and M. Reade [15] showed that if 
Z,(f)(z) = c( j; f “( t) t ’ dtj”z, 
and ct >0 then Z5(S*) c S*. Further xtensions f these results appeared in
[ 19, 211. 
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In 1973 R. Singh [25] showed that if 
and if /I, y = 1, 2, 3, . . then Z6(S*) c S*. 
Since 1974 [2, 5, 6, 10, many papers 16, 22, 23, 281 have appeared 
concerning theoperator 
where fand g are in certain subclasses of S.For example, conditions were 
determined [2, 5, 16, 231 for which Z,(S*, K)c S*. 
These seven operators a especial cases of a more general operator of the 
form Z(f)(z) = d(t) t”- ’ dt]‘? (1) 
This operator was investigated by the authors together with M. Reade 
[ 161 in 1978. In that article 01,p, y, and 6 were restricted to be real, while 
f was restricted to be in S* or K. In 1984 R. Sijuk [24] and Wu Zhwo-ren 
[27] considered special cases of this operator with similar restrictions. 
In this article, we again consider the operator Z, given by (l), but now 
allow CL, /I, y, and 6 to be complex and allow f to be in more general subsets 
of A. A new method of proof is used that provides anextension and 
sharpening of all previous results. 
In Section 2 we determine subsets B cA for which Z(B) cA, while in 
Section 3 we determine conditions so that Z(B) cS. By further modification 
we obtain in Sections 4, 5, and 6, respectively, integral operators mapping 
K, S* x K, and K x K into S*. 
Since the notion of subordination is used in some of our results, we 
restate the restricted detinition. Let .fand g be analytic in U. The function 
f is subordinate tog, written ,f<g or f(z) <g(z), if g is univalent, 
f(o)=g(Oh andf(Wcg(W 
We next define a class of functions that will be used extensively in the 
remainder ofthis article. 
D = (4 1 C$ is analytic in U, d(z) #0 for zE U and q)(O) = 1}. 
We close this first ection byindicating a useful decomposition of the 
operator I. Let J, and I, be operators defined on{f l A : f (z)/z # 0) as 
J,(f)(z) = zCf (Z)/Z12> (2) 
(3) 
150 MILLER AND MOCANU 
A straightforward computation shows that Z, as given by (l), can be 
written as
I=J,,,oI,,oJ,, (4) 
where q= p + y - 1. We shall take advantage ofthis decomposition in the 
proof of our main theorem in the next section. Also note that J, maps 
S*[S] bijectively onto S*[a6 + 1 -a]. 
2. ANALYTIC INTEGRAL OPERATORS 
Before introducing thefirst lemma, we need to introduce a special 
mapping from U onto aslit domain, which plays an important role in this 
article. 
DEFINITION 1. Let c be a complex number such that Re c > 0, and let 
N=N(c)= [lcl(l +2 Re~)“~+Imc]/Rec. (5) 
If h is the univalent function h(z) =2Nz/(l -z’) and b = h-‘(c) then we 
define the “open door” function Q, as 
Q,(z) = hC(z +b)l(l + 5~11, ZE u. (6) 
From its definition we see that Q, is univalent, Q,(O) = c, and 
Q,(U) =h(U) is the complex plane slit along the half-lines Re w = 0, 
Im w 2 N and Re w = 0, Im w < -N. The reason for the title “open door” 
will become apparent inthe remark following Theorem 1. 
LEMMA 1. [17]. Let Q, be the function given in Definition 1 and let P
be an analytic function in U satisfying P-CQ,.. If p is analytic nU, 
p(0) = l/c, and p satisfies thedifferential equation 
ZP’(Z) + P(z) P(Z) = 1, (7) 
then Rep(z) > 0 in U. 
Our first theorem provides conditions forwhich the function F= Z(f) 
defined by(1) will be an analytic function. This result isasignificant exten- 
sion of a similar result in[ 12, Theorem 11. 
THEOREM 1. Let q5, @ E D and let u, b, y, and 6 be complex numbers with 
/l#O, u+a=/l+y, and Re(u+6)>0. IffEA satisfies 
zf ‘(2) z&(z) 
uf(=)+ 4(z) +SiQ,+s(z)> (8) 
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=z+ . ..) (9) 
then FE A, F(z)/z # 0, and 
W’(z) + z@‘(z) + y > o 
~ __ 
F(z) 1 @(z) ’ 
for z E U. (10) 
(All powers in (9) are principal ones.) 
Proof: From (8) we see that f(z)/z # 0 in U. Since Re(cc + 6) > 0, the 
function g defined by
g(z) = zu+1,,2,[+]-‘j;[$)1’ tx+“-‘q5(t)dt (11) 
1 = 
I ‘I.“(t) t6-‘4(t) dt4wfW 0 
is analytic in U with g(0) = l/(a + 6). By differentiating (11) we deduce 
that g satisfies the differential equ tion (7) with c = c( +6 and P(z) =
uzf ‘(2)/f(z) + zd’(z)/d(z) + 6. Byusing (8) together with g(0) = l/(a + 6) we 
see that gsatisfies Lemma 1 and so we have Re g(z) >0. Since g(z) #0 in 
U, if we let 
y 1 (12) 
then his analytic in U and h(0) = 1. From (9) and (11) we easily obtain 
F(z)=z 
(D+Y)&)(b(z) “fi f(z) 
@P(z) 1 F-1 %‘aEz+ ,.. z 
Hence F is analytic in U and Qz)/z #0. A simple computation shows that 
zF’(z)/F(z) = h(z) and using this together with (12) we obtain 
Re [pzF’(z)/F(z) + z@‘(z)/@(z) + JJ] =Re [l/g(z)] > 0 
for ZE U, which completes the proof of the theorem. 
Remark. The condition 
ReCnzf'(z)lf(z)+z~'(z)/ca(z)+ 61’0 (13) 
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for zE U implies condition (8). This “right-half plane” condition given in 
(13) played a crucial role in the authors’ previous article in defining 
integral operators f the form (9) [17, Theorem 11. The new condition (8)
involving theslit mapping Q,, s opens up the left-half plane through the 
opening (“open door”) between the two slits ofQ,,,. This essentially 
doubles the region of variability of (13) and is a significant extension of 
earlier results. 
As an example of this extension l ok at Fig. 1and consider the infinite 
horizontal strip IIm WJ < N, where N = N(a + 6) is given by (5). This trip 
lies in the set & +6(U). Hence the condition 
IIm C~z.‘(zW(z) + zd’(zMz) + 61 I < N 
satisfies (8) and so by Theorem 1, F as given by (9) is an analytic function 
and satisfies (10). 
As another xample of this extension, consider the case when CI and 6 are 
complex and c=cr+6>0. The disc Iw--cl < 1 +c lies in the set Ql+JU) 
[see Fig. 21. Hence the condition 
Iazf’(z)/f(z) + zqY(z)/(fqz) -Lx < (Y +6 + 1 
satisfies (8) and so by Theorem 1, F as given by (9) is an analytic function 
and satisfies (10). Ifwe set y= 0 and @ - 1 we obtain the following starlike 
integral operator. 
EXAMPLE 1. Let @EC, B>O, and 4~ D. If YEA and lazf’(z)/‘(z) + 




UNIVALENT INTEGRALOPERATORS 153 
FIGURE 2 
As shown in this last example, byreplacing (8)with astronger condition 
on f we can improve the conclusion of Theorem 1. We will exploit this idea 
in the next section. Before proving Theorem 2, we need the following 
lemma, which can be found in [ 141. 
LEMMA 2. Let p, y E C with Re j3 >0 and suppose that psatisfies 
-Rey/Re/?=p,dp<l. (14) 
If gEA and 
then the function 
Re Pzg’(zY&) Z P Re P, 
G(z)=Z,,(g)(z)- (p+y)zP’/;gu(t) tY-’ dt]liB=z+ ... 
[ 
(15) 
is analytic in U and satisfies 
Re/3zG’(z)/G(z)3w(p).ReflzInf{Re H(z) :]z/ cl}, (16) 
where 
(1 -z) %--l)RcB H(z) =
&b-1(1 +tz)2~P~“R.~,t-;” 
This result issharp and p < w(p). 
Remarks. (1) Note p and w(p) may both be negative. If p 20 then 
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from Lemma 2 we see that w(p) >0. In the remainder of the article we will 
encounter important cases for which p< 0 < w(p). 
(2) In the special case when j3 and ‘J are real and p > (fi - y - 1)/2/3, 
the value of w(p) as given in (16) can be simplified. In particular, if (14) 
is replaced by 
Max{(B-y- 1)/28, -YIP) =podp< 1 (14’) 
then (16) can be replaced by 
where 2F1 is the hypergeometric fun tion. As in Lemma 2, w(p) 3p and 
(16’) issharp. This result follows from the fact that 2flp 2 B - y - 1 enables 
us to represent Re H(z)/P in terms of 2F1. Then using aresult ofWilken 
and Feng [26], which shows that w(p) =Re H( - 1)/j?, we obtain (16’). 
THEOREM 2. Let 4, @ED and let 8, B, y, and 6 be complex numbers with 
Recc>O, Rep>O, Re(cc+6)>0, andfi+y=a+b. LetfEA andsuppose 
Re rqf’(z)/f(z) > [T Re c(, (17) 
where a < 1. If there xists a real number p < 1 such that 
Re[cta + z&(z)/&z) + 612 Re[pP +y] > 0 (18) 
for z E U, then the function F defined by(9) is analytic nU, f (z)/z # 0, and 
Re[BzF’(z)/F(z) + z@‘(z)/@(z)] 3 w(p). Re 8, (19) 
where w(p) is given by (16) or (16’). 
Proof: Conditions (17) and (18) imply that (8) is satisfied. Hence by 
Theorem 1, FE A and F(z)/z # 0. From (17) we deduce that f(z)/z # 0and 
hence the function 
is in A. By using (17) and (18) we obtain 
ReCPzg’(zMz)l=Re C~zf'(z)/f(z)+Mz)N(z)+~- ~1 
k Re[acr + zqY(z)/d(z) + 6 - y] 3 p Re 8. 
Also from (18) we see that psatisfies (14). Hence the function g satisfies all 
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the conditions f Lemma 2. A simple calculation sh ws that F, as given by 
(9) can be written as
F= I,.;(g)/@“” = G/Q”“, 
where I,, is given by (15). Hence from Lemma 2 we obtain 
Re[pzF’(z)/F(z) + @‘(z)/@(z)] = RebzG’(z)/G(z) >, w(p) .Re p, which 
completes the proof of the theorem. 
Note that (19) implies 
Re[PzF’(z)/F(z)] 3 w(p). Re fl- Inf(Re[z@‘(z)/@(z)] : ]zI < 1 }. 
If the right side of this inequality is positive th n the function F will be 
univalent a dspirallike. Problems ofthis sort will be discussed in the next 
several sections. 
3. SPIRALLIKE INTEGRAL OPERATORS 
In this ection weimpose an additional condition on the terms in (10) 
so as to obtain FE S. Our first theorem follows immediately from 
Theorem 1. 
THEOREM 3. Let c(, fl, y, 6, c+$ CD, and f satisfy all of the conditions of 
Theorem 1. If Re[z@‘(z)/@(z) +y] GO, then F=I( f ) as gioen by (9) 
satisfies FE A, F(z)/z#O, Re[PzF’(z)/F(z)] >0 in U, and FE S. Zf in 
addition, p > 0then FE S*. 
If we let y= 0 and G(z) = 1 in Theorem 3 we obtain the following 
extension of Corollary 2.1in [ 171. 
COROLLARY 3.1. Let c( and 6 be complex numbers with Re(m + 6) > 0 and 
let 4E D. If E A and cczf ‘/f +z#‘/q5 + 6 < Q, + *, and if F is defined by 
F(z)=I(f)(z)= [(a+@ j-if’(t) t”-‘q5(t)dt]“(“+6), 
then FE A, Re [(a +6) zF’(z)/F(z)] >O in U, and FE 3. Zf in addition, 
a+~?>0 then FES. 
The conclusion of Theorem 3and its corollary show that we only need 
f to be analytic and to satisfy (8) in order to show that he function 
F= Z( f ) will be univalent a dspirallike. In theauthor’s previous article 
on these type of operators [16], we had to assume f was starlike 
156 MILLER AND MOCANU 
(univalent) a d that he constants LX,fi, y, and 6 were real in order to prove 
that F was starlike. 
If we let l+ 6= 1 and 4 z 1 in Corollary 3.1we obtain the following 
example. 
EXAMPLE 2. If M is complex, CI#0, f E A, and 
$‘(z)/f(z) s [Ql(Z, - 1I/u +1 = k(Z)> 
then 
F(z) =Z(F)(z) =s= [f(t)/t]” dzES*. 
0 
This extends the operator Z4(f ), given in the Introduction, to complex a 
and non-starlike functions F. The function h, maps U onto C with two slits 
[a-l+(J3+t)i]/a, tao. 
If we let 6 = 0 and 4 E 1 in Corollary 3.1we obtain the following 
example. 
EXAMPLE 3. If Re CI >0, fE A, and azf’(z)/f(z) < Q,(Z) then 
F(z)=Z(f)(z)=[oI;/l(r)r-‘dilli’&. 
0 
This extends the operator IS(f), given in the Introduction, to complex a 
and non-starlike functions. 
If we let G(z) =ep”, with p complex, inTheorem 3 we obtain the 
following example. 
EXAMPLE 4. If B#O, a+6=p+y, Refl>-Rey>I/.4, LED, fEA, 
and azf ‘If +z&/9 +6 < Q, + 6 then 




In the special case x=1, p=2, 6=0, y= -1, and p=l we obtain 
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4. INTEGRAL OPERATORS FROM S* INTO S* 




satisfies Z( S* )c S*. 
THEOREM 4. Let c(, /?, y, and 6 he real numbers uch that a> 0, p > 0, 
and j3 + y = CI + 6 > 0. Let p. be as given in (14) or (14’) and suppose that 
there xists p E [po, l] such that 0< w(p), where w is given by (16) or (16’). 
Let 4, @ED satisfy 
and 
6 + Re zd’(zYd(z) > BP + Y (21) 
Re z@‘(z)/@(z) d Bw(P). 
ZfZ is the operator given by (20) then Z(S*) c S*. 
(22) 
ProojI Since p2 p0 b -y/B, from (21) we deduce that 6 > 0 and 
p < (6 -?)//I Since f~s*, by using (21) we deduce conditions (17) and 
(18) will be satisfied w thCJ =0. Hence by Theorem 2, F= Z(f) EA. From 
(22) we obtain 
Re zF’(z)/F(z) > w(p) - /I-’ Re z@‘(z)/@(z), 
and combining this result with (22) we conclude FE S*. 
(23) 
Since fiw(p)+y >B+r we can obtain a weaker form of the theorem 
which is easier toapply. 
COROLLARY 4.1. Let c(, B, y, 6, po, 4, and @ be as given in Theorem 4. 
Zf there xists p E [po, 1) such that either 
or 
Y + Re z@‘(z)/@(z) d Bp + y 6 6 + Re zd’(z)/$(z), (24) 
y + Re z@‘(z)/@(z) 6 @w(p) + y d 6 + Re zd’(z)/&z) 
then Z( S* ) c S*, where Zis given by (20). 
(25) 
Note that (24) assumes that p3 0, while (25) presupposes that w(p) 2 0. 
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We can actually improve the conclusion FE S* of Theorem 4 and 
Corollary 4.1. From (23) we obtain 
FE S*Cpl, where ,U =Inf[w(p) - /V’ Re(z@‘(z)/@(z))]. 
In particular, if Q(z) z 1 then 
FE S*CW)l. (26) 
If in addition, 4(z) - 1, a= p, and y = 6 then this is a sharp result according 
to Lemma 2. 
In applying Theorem 4 or Corollary 4.1it would be advantageous to 
have the expressions /Ip+ y and /?w(p) + y as simple as possible. W  
attempt toaccomplish this in the next hree theorems. 
An ideal first choice would be to take p= -y/j?. This can be accom- 
plished byrequiring j? +y < 1 in (14’). 
THEOREM 5. Let 4, @ED, ab0, p>O, andO<fi+y=cx+k 1. If 
6 + Re zf(z)/#(z) B 0, (27) 
Re z@‘(z)/@(z) 6 Pw( -Y/B) (28) 
where w is given by (16) or (16’), andifZ is defined by(20), then Z(S*) c S*. 
Zf in addition @z 1, then Z(S*) c S*[w( -y/B)]. 
Proof: Note that (27) and (28) require that 6> 0 and w( -y/p) >0. The 
proof ollows bytaking p,, = --y/b in Theorem 4and using (26). 
We next take advantage ofanother critical v ue of p, namely 
P=u3-Yy--1)/W 
THEOREM 6. Let 4, @ED, ‘~20, /?>O, andp+y=a+6>1. Zf 
6 + Re z~‘(z)/&) 3 (1-3 + y- 1 j/2, (29) 
Re z@‘(z)/@(z) d (P - YW, (30) 
and if Z is defined by (20), then Z(S*) c S*. Moreover, if @ 3 1 then 
~(S*)cS*C(B-rYvl. 
Conditions (29) and (30) assume that (a- 6- 1)60 and O</I--y. 
Combining these with the other conditions f the theorem we can rewrite 
these conditions as 
0 < 4 l-B<Y<b, and -6<U-1<6. (31) 
Proof The condition /I +y b 1 leads to p,, = (/I -y - 1)/2/I in (14’). A 
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simple calculation usi g (16’) leads to w(pO) = (/I -y)/2/?. Taking p= p. in 
Theorem 4, then (21) and (22) simplify to (29) and (30). Hence Z(S*) c S*, 
and in the case Q(z) E 1, from (26), weobtain Z(S*) c S*[( fi -y)/2p]. 
If we take /3 = 1, Q(z) = 1, and use (31) then by Theorem 6we obtain 
the following corollary. 
COROLLARY 6.1. Let O<a<l+y/2, O<y<l, and q3~D with 
Re zd’(z)/#(z) 3 c( - 1-y/2. Zff~ S* then 
F(z) =Z(f)(z) = (1 + y) z my I ‘f”(t)q5(t)t7-‘dtES*[(l-y)/2]. 0 
For our final result ofthis ection we consider the critical value p= 0. 
THEOREM 7. Let 4, @ED, a>O, /?>O, anda+6=/?+6>0. If 
6 + Re zQ’(z)/#(z) 3 y, (32) 
Re z@‘(z)/@(z) d Bw(O), (33) 
where w is given by (16) or ( 16’), and if Zis defined by (20), then Z( S* ) c S*. 
Zf in addition @E 1, then Z(S*) c S*[w(O)]. 
Prooj Note that (32) requires that p-a = 6 -y 20. By Lemma 2, 
w(0) 20 and from this we see that (33) is well-defined. By applying 
Theorem 4and (26) we obtain the conclusions of the theorem. 
If we set 4 = @E 1, a = /?, and 7 = 6 in Theorem 7 we obtain the 
following corollary 
COROLLARY 7.1. Zf/?>O, y> -/?,and iffES* then 
i 1 
'iP F(z)= (j?+y)z-y tY- ’dt E s*[w(o)]. 
This extends and improves the Singh operator Z6, which required fl, 
y=1,2 9 “.’ If we set y= 0 we obtain an improvement of he result for the 
a-convex operator I,. 
If we set @E 1, /3= 1, and 6 = 1 +y -a in Theorem 7 we obtain the 
following corollary. 
COROLLARY 7.2. Let q4~ D, O<a< 1, y> -1, and Re zd’(z)/&z)> 
r - 1. Zf E S*, then 
F(z)=(l +y)z-y s ;f”(t)#(t) tY-‘dtES*[w(O)] 
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This extends and improves the result for the Bernardi operator I,, which 
required 4 E 1, tl = 1, and y = 1, 2, . . . 
If in (20) we started with fE S* [p], then using the techniques employed 
here we would expect Z(S*[,u]) c S*[q] for some q = r(p). We will not 
pursue this other than to mention a shortcut that should simplify this 
investigation. Let A( ,u; a, /I, y, 6) denote the order of starlikeness of theclass 
Z(S*[p]). In this notation, theorder of starlikeness of Z,(S*[p]), where I, 
is given by (3), is A(p; 1, 1, q, q). By using (2), (3), and (4) we obtain 
where q = /I +y - 1. Thus the problem of finding A(,u; LX, /I, y, 6) can be 
reduced tofinding A(p; 1, 1, q, q). 
5. INTEGRAL OPERATORS FROM KINTO S* 
We next restrict f to be in K and determine conditions forwhich 
Z(K) cS*. 
THEOREM 8. Let tl, b, y, and 6 be real numbers such that M20, /? >0, 
and B + y = a + 6 > 0. Let p0 be as given in (14) or (14’) and suppose that 
there exists p E[pO, 1) such that 06 w(p), where w is given by (16) or (16’). 
Let 4, @ED satisfy 
and 
a/2 +6 + Re z@(z)/d(z) B /$+ y (34) 
Re z@‘(z)/@(z) d Bw(p). (35) 
Zf Z is the integral operator defined by (20) then Z(K) cS*. 
ProoJ Since f EK implies Rezf ‘(z)/f (z) > l/2, from (17) we deduce that 
conditions (17) and (18) will be satisfied with 0 = l/2. Hence by 
Theorem 2, Z(K) cA. If we use (19) and (35) we conclude that Z(K) cS*. 
On comparing Theorem 8and Theorem 4we see that hey are identical 
except 6 in (21) is replaced by a/2 +6 in (34). Similarly, if we replace 6 by 
c(/2 + 6 in (24) and (25) of Corollary 4.1, or in (27) of Theorem 5, or in 
(29) of Theorem 6, or in (32) of Theorem 7 we obtain conditions for
Z(K) cS*. The analogue ofCorollary 7.2is the following corollary. 
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COROLLARY 8.1. Let 4 E D, 0 < r 6 2, y > - 1, and Re ZGf(Z)/d(Z) 2 
42 - 1. Zf E K, then 
F(z)=(l +y)z-’ s ~f”(t)qqt)t~-~dtES*[w(O)]. 0
If we let 4E 1, cx =2, and y = 1 we obtain the following example. 
EXAMPLE 5. IffE K then 
F(z) =22~’ j;f2(t) r’ dr E S*[w(O)]. 
If we let C$ E 1, CI =2, and y = 2 we obtain the following example. 
EXAMPLE 6. Tffe K then 
F(z)=3~-~j=f~(t)dt~S*[w(O)] 
0 
It is worth mentioning that in all of the results of this ection wehave 
used the fact that f~ K implies f~ S* [ l/2]. Hence all of the conclusions are 
valid for f~ S* [ l/2]. 
6. INTEGRAL OPERATORS FROM S*x K INTO S* 
Up to this point we have not taken advantage ofthe function C$ in the 
operator Z(f) given by (20). By placing some restrictions on q5 we can 
obtain operators f om S* x K into S*. This ection deals with operators f 
the form 
1 
l//1 (t)g”(t)t6-u-1dt . (36) 
THEOREM 9. Let a, /?, y, 6, and CJ be real numbers satisfying 0 6 a,0 < p, 
060, and /?+y=x+G>O. Let p. be asgiuen i (14) or (14’) andsuppose 
that here exists p E[ po, 1] such that 
6 - a/2 2 B + Y, (37) 
and w(p) >0, where u’ is gioen by (16) or (16’). Let @ED satisfy 
Re z@‘(z)/@(z) < /?w(p). Zff~ S*, gE K, and Z(h g) is given by (36) then 
Z(A g) E S*. In addition, if @p(z) E 1 then Z(L g) c S*[w(p)]. 
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ProoJ We can use Theorem 4 to prove this result by setting 
Q(z) = (g(z)/z)“. Since g E K implies g ES*( l/2) we obtain 
6 + Rz@(z)/c+~(z) = 6 + o Re[zg’(z)/g(z) - i] 3 6- 0/2 30. 
Hence the conditions f Theorem 4 are satisfied and the conclusions of 
Theorem 9follow immediately. 
If we take p in Theorem 9 to be the critical v ues p= -y/p, 
(p - y - 1)/2j, and p = 0 we obtain the following three corollaries. In ach 
of them we assume a, p, y, 6, (T are real, 0 <a, 0 < /?, 06 cr, fi+ y= a + 6, 
and @ED. 
COROLLARY 9.1. Let Oca+6< 1, 6-a/2bO, and Rez@‘(z)/@(z)6 
/?w( -y/p). If f E S* and g E K then Z(f, g) ES*. In addition, if @ z 1 then 
Z(f, g)E S”Cw( -Y/RI. 
COROLLARY 9.2. Let p+y=a+6> 1, S-a/2>(/I+y-1)/2, and 
Re z@‘(z)/@(z) < (b -y)/2. Zff eS* and g E K then Z(f, g)E S*. In addition, 
!f@=l then Z(f,g)ES*[(fl--y)/2/?]. 
COROLLARY 9.3. Let 6 - a/2 >y > -p and Re z@‘(z)/@(z) < bw(O). 
If E S* and g E K then Z(A g) E S*. If in addition @ = 1, then Z(f, g) E 
s* [w(O)]. 
If we take fi +y = CI +6 = 1 in Corollary 9.1then w( --y/a) = (28 - 1 )/2fi 
and we obtain the following symmetric example. 
EXAMPLES. Let O<a, $<p, and O<o62(1--a). IffeS* and geK 
then 
Cf (tYtl”Cs(t)ltl” dt] 
l/b 
E s*cm3 -1 Km 
If we take p= 1 we have 
5 : Cf (t)ltl”Cs(tVtl” d E S*C@l. 
If we make the further restriction 0 < 0 <2/3 then 
s 
’ Cf(tVtl”Cg(tY~l” dtg S*C@l. 
0 
If we take a = fi = 1 in Corollary 9.2than we obtain the following 
example. 
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EXAMPLE 8. Let Oda<y< 1. IffES* and gr.zK then 
(1 +y)z-y l @[g(t)ir]V- ‘dt~S*[(l--y/2]. 
If we take y= 1 we obtain 
2z-‘~=f(t)[g(1)/t]~dt~S* for OfaQl. (38) 
0 
If we take /I = 1 in Corollary 9.3, then 6= 1 + y - CI and we obtain the 
following. 
EXAMPLE 9. Let a>,O, y> -1, and O<a<2(1-a). IffES* and gEK 
then 
~~~~]a[~lutidteS’Cw(0),. 
As a special case we have 
$I;r]“[y1” PdtES*[w(O)] 
for y> -1 and 0<0<2/3. 
7. INTEGRAL OPERATORS FROM KxK INTO S* 
We can use the technique of Section 5 applied tothe operator Z(f, g)in 
Section 6 to determine conditions forwhich Z(K, K) E S*. The results and
proofs are analogous tothose of Section 6.Only the main theorem, one 
corollary, and afew examples will be listed. 
THEOREM 10. Let (Y, p, y, 6, and v be real numbers atisfying 0 6 CI, 
0 <b, 0 do, and /I +y =a+6 >O. Let p. be us given in (14) or (14’) and 
suppose that here xists p E [ po, 1 ] such that 
and w(p) > 0, where w is given by (16) or (16’). Let @E f) satisfy 
Re z@‘(z)/@(z) < flw(p). Zff, gE K then 
l/B 
ES*. (39) 
Jf <P(z) = 1, then Z(f, g) E S*[w( p)]. 
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By taking p = 0 in Theorem 10 we obtain the following corollary. 
COROLLARY 10.1. Let aa0, /3>0, a>O, y> -p, 6+a/2-a/23y, and 
/?+y=a+G. Let @ED satisfy Rez@‘(z)/@(z)<pw(O). If f, gE K and 
Z(f, g) is given by (39) then I(f, g) E S*. Zf @ E 1, then I(f, g) E S*[w(O)]. 
If we take @= 1 and use 6 = 1 + y - c( we obtain the following example. 
EXAMPLE 10. Let aa0, y> -1, and 0<062-u. Iff; gEKthen 
(40) 
If we take c( =y = 1 we obtain 
22~’ ;f(t)[g(t)/tl”dtES*[w(O)] I 
for 0d 0 < 2. Compare this with (38) of Example 8. 
Finally, if we take LX =0 = 1 and y = 2 in (40) we obtain the following 




1. J. W. ALEXANDER, Functions which map the interior fthe unit circle upon simple 
regions, Ann. of Math. 17 (1915), 12-22. 
2. S. K. BAJPAI, Spiral like integral operators, Internal J.Math. Math. Sci. 4 (1981), 337-351. 
3. S. D. BERNARDI, Convex and starlike univalent functions, Trans. Amer. Math. Sot. 135 
(1969), 429-446. 
4. W. M. CAUSEY, The univalence ofan intergral, Proc. Amer. Math. Sot. 27 (1971), 
500-502. 
5. W. M. CAUSEY AND W. L. WHITE, Starlikeness of certain functions with integral represen- 
tations, J. Math. Anal. Appl. 64 (1978), 458466. 
6. W. M. CAUSEY AND M. 0. READE, On the univalence offunctions defined by certain 
integral transforms, J. Math. Anal. Appl. 89 (1982), 28-39. 
7. W. M. CAUSEY AND M. 0. READE, On the univalence offunctions defined by certain 
integral transforms, 11J. Math. Anal. Appl. 93 (1983), 128-131. 
8. R. S. GUPTA, On the integrals of univalent functions, Rev. Mat. Hisp.-Amer. 34 (1974), 
269-275. 
9. Y. J. KIM AND E. P. MERKES, On an integral ofpowers of a spiral like function, 
Kyungpook Math. J. 12 (1972), 249-252. 
10. Y. J. KIM AND E. P. MERKES, On certain convex sets in the space of locally schlicht 
functions, Trans. Amer. Math. Sot. 196 (1974), 217-224. 
UNIVALENT INTEGRAL OPERATORS 165 
11. J. KRZY~ AND Z. LEWANDOWSKI, On the integral of univalent functions, Bull. Acad. Polon. 
Sic. Ser. Sci. Math. Astronom. Phys. 11 (1963) 447448. 
12. R. J. LIBERA, Some classes ofregular univalent functions, Proc. Amer. Math. Sot. 16 
(1965), 755-758. 
13. E. P. MERKES AND D. J. WRIGHT, On the univalence ofa certain tegral, Proc. Amer. 
Math. Sot. 27 (1971). 977100. 
14. S. S. MILLER AND P. T. MOCANU, On a class of spirallike ntegral operators, Rev. 
Roumaine Math. Pures Appl. 31 (1986), 225-230. 
15. S. S. MILLER, P. R. MOCANU, AND M. 0. READE, Bazilevic functions and generalized 
convexity, Rev. Roumaine Math. Pures Appl. 19 (1974) 213-224. 
16. S. S. MILLER, P. T. MOCANU AND M. 0. READE, Starlike integral operators, Pa@ 
J. Math. 79 (1978), 157-168. 
17. P. T. MOCANU, Some integral operators and starlike functions, Rev. Roumaine Math. 
Pures Appl. 31 (1986), 231-235. 
18. M. NUNOKAWA; On the univalence ofa certain tegral, Trans. Amer. Math. Sot. 146 
(1969), 439446. 
19. N. N. PASCU, Alpha-close-to convex functions, in “Roumanian-Finnish Seminar on 
Complex Analysis (Proc. Bucharest 1976);’ pp. 331-335, Lecture Notes in Math., 
Vol. 743, Springer, Berlin, 1979. 
20. D. V. PROHOROV, Integral transformations in some classes ofunivalent functions, Izv. 
Vyssh. Uchehn. Zaved. Mat. 12 (1980) 4549. [In Russian] 
21. G. S. SALAGEAN, Properties ofstarlikeness and convexity preserved by some integral 
operators, in“Roumanian-Finnish Seminar on Complex Analysis (Proc. Bucharest 
1976),” pp. 367-372, Lecture Notes in Math., Vol. 743, Springer, Barlin, 1979. 
22. E. A. SHIRAKOVA, The univalence ofcertain tegrals, Soviet Math. (Iz. VUZ) 21 (1977), 
8490. [English translation] 
23. S. L. SHUKLA AND V. KUMAR, Certain integral operators for cc-convex functions, Soochow 
J. Math. 8 (1982), 189-202. 
24. P. 1. SIJUK, On integrals of convex and starlike functions, in “Problems of the Theory of 
Special Classes of Functions,” pp. 67-88, Stavropol Ped. Inst. Pub., Stavropol, 1984. 
25. R. SINGH, On Bazilevic functions, Proc. Amer. Marh. Sot. 18 (1973), 261-271. 
26. D. WILKEN AND J. FENG, A remark on convex and starlike functions with integral 
representation, .I. Math. Anal. Appl. 64 (1978) 458466. 
27. Wu ZHWO-REN, Starlike integral operators and the class of Bazilevic functions, Acta 
Math. Sinica 27, No. 3 (1984) 394409. [In Chinese] 
28. V. A. ZMOROVIC: AND R. V. NIKOLAEVA, Certain integral transforms in classes ofunivalent 
functions, Dopovidi Akad. Nauk. Ukrain. RSR Ser. A 2 (1975), 976-978. 
