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EXTENSION THEOREMS FOR LARGE SCALE SPACES VIA COARSE
NEIGHBOURHOODS
JERZY DYDAK AND THOMAS WEIGHILL
Abstract. We introduce the notion of (hybrid) large scale normal space and prove coarse geo-
metric analogues of Urysohn’s Lemma and the Tietze Extension Theorem for these spaces, where
continuous maps are replaced by (continuous and) slowly oscillating maps. To do so, we first prove
a general form of each of these results in the context of a set equipped with a neighbourhood
operator satisfying certain axioms, from which we obtain both the classical topological results
and the (hybrid) large scale results as corollaries. We prove that all metric spaces are hybrid
large scale normal, and characterize those locally compact abelian groups which (as hybrid large
scale spaces) are hybrid large scale normal. Finally, we look at some properties of the Higson
compactifications and coronas of hybrid large scale normal spaces.
1. Introduction
Large scale geometry (also called coarse geometry) is concerned with studying the large scale
behaviour of spaces. This typically means studying properties which are invariant not under home-
omorphism or homotopy equivalence of spaces, but rather under so-called “coarse equivalence” of
spaces. The main applications of this theory are found in geometric group theory (see for example
[11]) and index theory [21]. For an introduction to the basic notions in coarse geometry we refer
the reader to [18] or [20]. All necessary definitions will be recalled in this paper.
Usually, topology does not play a role when studying the large scale properties of spaces. Indeed,
it is easy to check that every metric space is coarsely equivalent to a discrete metric space. On the
other hand, the literature shows that it is useful to introduce concepts in large scale geometry which
are analogous to well-known concepts in classical topology. For example, asymptotic dimension
(introduced by Gromov [11]) is the large scale analogue of covering dimension. Consider now the
following fundamental result in general topology.
Theorem 1.1 (Tietze Extension Theorem). Let X be a normal topological space and let A be a
closed subset of X. Then any continuous function f ∶ A → [0,1] extends to a continuous function
g ∶ X → [0,1].
When studying the large scale properties of spaces, one typically replaces continuous functions to
subsets of Rn with slowly oscillating functions to subsets of Rn. A good example of this analogy in
action can be found in [10], where asymptotic dimension is approached by considering extensions of
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slowly oscillating functions to spheres, based on the approach to covering dimension via extensions
of continuous maps to spheres. In the same paper, the authors also prove the following result:
Theorem 1.2 (Dydak-Mitra [10]). Given a metric space X, any slowly oscillating function on a
subset of X to [0,1] extends to a slowly oscillating function on the whole of X to [0,1].
This may be seen as a large scale Tietze Extension Theorem for metric spaces. In this paper,
we prove a more general version of this result for what we call large scale normal spaces. In fact,
we work in the more general context of hybrid large scale spaces introduced in [2] – that is, sets
equipped with a large scale structure and a topology satisfying a compatibility axiom – so that
we are interested in maps which are both slowly oscillating and continuous. Results for large scale
spaces (with no topology) can be recovered as special cases of the hybrid results by endowing the
large scale space with the discrete topology.
To make the analogy with the classical topological situation clear, we prove a version of Urysohn’s
Lemma and the Tietze Extension Theorem for sets equipped with a neighbourhood operator satis-
fying certain axioms. This approach via abstract neighbourhood operators may be of independent
interest to readers outside of coarse geometry. From the general versions of these results, we obtain
both the classical topological results and the new results for hybrid large scale spaces. We then
study (hybrid) large scale normal spaces further and give some examples of spaces which are hybrid
large scale normal as well as some examples which aren’t. As suggested by the above theorem
of Dydak and Mitra, all metric spaces are large scale normal. We also look at hybrid large scale
normality for certain special types of ls-structures, such as those arising from a group structure or
induced by a metrizable compactification. Finally, we look at some applications of this theory to
the Higson compactification, a compactification which captures large scale behaviour of a space,
and the Higson corona.
2. Hybrid large scale spaces
The main context for the results in this paper is that of a hybrid large scale space, which is a set
equipped with a topology (representing the small scale) and a large scale structure (or ls-structure)
which are compatible in a suitable sense. The idea to consider a space equipped with a topology
and ls-structure which are compatible goes back to Roe (see Chapter 2 of [20]). Note that the
notion of ls-structure is equivalent to the notion of coarse structure in the sense of [20] (see [9]).
Let us recall the definition of ls-structure from [9]. Let X be a set. Recall that the star st(B,U)
of a subset B of X with respect to a family U of subsets of X is the union of those elements of U
that intersect B. More generally, for two families B and U of subsets of X, st(B,U) is the family
{st(B,U) ∣ B ∈ B}.
Definition 2.1. A large scale structure L on a set X is a nonempty collection of families of
subsets of X (which we call the uniformly bounded families) satisfying the following conditions:
(1) B1 ∈ L implies B2 ∈ L if each element of B2 consisting of more than one point is contained
in some element of B1.
(2) B1,B2 ∈ L implies st(B1,B2) ∈ L.
A set equipped with a large scale structure will be called an ls-space. A uniformly bounded family
which is a cover is also called a scale.
Definition 2.2. A hybrid large scale space (or hls-space for short) is a set X equipped with
both a large scale structure and a topology (which together we call the hybrid large scale structure
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on X) such that there is a uniformly bounded cover of X which consists of open sets. We call a
uniformly bounded open cover an open scale.
Note that in an hls-space, any scale can be coarsened to an open scale (we say that U coarsens
V in case V refines U).
Lemma 2.3. Let X be a set equipped with an ls-structure and a topology. Then the following are
equivalent:
(1) X, together with the two structures, gives an hls-space.
(2) there is a uniformly bounded cover U relative to the ls-structure such that for every subset
A in X, cl(A) ⊆ st(A,U).
Moreover, if X is an hls-space, then for any open scale U and any subset A of X, we have cl(A) ⊆
st(A,U).
Proof. To prove the last statement, notice that for any open scale U and subset A of an hls-space
X , if x ∈ cl(A) and x ∈ U ∈ U , then U intersects A. This also gives (1) ⇒ (2).
(2) ⇒ (1): Let U be as in (2). Then the interiors of the elements of the cover st(U ,U) form
an uniformly bounded open family V of subsets. Moreover, if U ∈ U , then cl(X ∖ st(U,U)) ⊆
st(X ∖ st(U,U),U) ⊆X ∖U , so V coarsens U , and thus is a cover as required. 
Example 2.4. The canonical example of a large scale space is a metric space (X,d) equipped with
the ls-structure consisting of all families U of subsets which refine {B(x,R) ∣ x ∈X} for some R > 0.
In fact, this ls-structure together with the metric topology gives an hls-space.
Every result in this paper which is proved for hls-spaces provides a version of the result for
ls-spaces as a special case. This is because any ls-space can be viewed as an hls-space by equipping
it with the discrete topology. On the other hand, every topological space can be viewed as an
hls-space by equipping it with the ls-structure consisting of all families of subsets.
Let us now consider the notion of connectedness in the context of (hybrid) large scale spaces. In
any scale category (see [2]) an important issue is connectedness at some scale, that is, the existence
of a scale such that any two points in X are connected by a chain in that scale.
Definition 2.5. Given a cover U of a set X and two points x and y in X , we say that x and y are
U-connected and write x ∼U y if there is a finite sequence Ui, 1 ≤ i ≤ n, of elements of U such that
Ui ∩Ui+1 ≠ ∅ for all i < n, x ∈ U1 and y ∈ Un. A U-component of X is an equivalence class of the
equivalence relation ∼U . We say that X is U-connected, or connected at the scale U , if it has
at most one U-component.
In the case of ls-spaces one is often interested in spaces that are U-connected for some uniformly
bounded cover U (for example, every geodesic metric space, as an ls-space, is such). This is not to
be confused with the weaker condition, called coarse connectedness by Roe [20], which, in terms
of uniformly bounded covers, can be translated as saying that any two points are U-connected for
some uniformly bounded cover U . Clearly this is the same as to say that all finite subsets of X are
bounded (a subset of an ls-space is called bounded if it is an element of some uniformly bounded
cover).
Definition 2.6. A coarse component of a point x in an ls-space is the union of all the bounded
sets containing x.
A non-empty ls-space X is thus coarsely connected in the sense of Roe if it has only one coarse
component. To distinguish Roe’s version of connectivity from the stronger one we introduce the
following concept:
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Definition 2.7. An ls-space is scale connected if it is U-connected for some uniformly bounded
cover U .
For example, the subspace {x2 ∣ x ∈ N} with the ls-structure induced by the usual metric, is
coarsely connected but not scale connected. In an hls-space, the topology of X dictates large scale
connectivity:
Proposition 2.8. Let X be an hls-space and let U be an open scale. Then
(1) the U-components of X are open-closed,
(2) the coarse components of X are open-closed,
(3) if the topology of X is connected, then X is connected at all open scales.
Proof. Given an open scale U , the U-components of X are clearly open and they partition X , which
proves (1). Part (2) follows from the fact that every bounded set is contained in an open bounded
set. Finally, (3) follows from (1). 
Lemma 2.9. If X is a hybrid large scale space and U = {Us}s∈S is an open scale of X, then each
U-component of X can be expressed as a union ⋃∞n=1An, where the sequence {An} satisfies the
following properties:
(1) each An is closed and bounded,
(2) An is contained in the interior of An+1 for each n ≥ 1.
Proof. Let A be a U-component of X , and let Us ∈ U be contained in A. Consider the sequence Bn
defined as follows:
1. B1 = Us,
2. Bn+1 = st(Bn,U).
By the definition of U-component, the union ⋃∞n=1Bn is the whole of A. Define An = cl(Bn) for
each n. Then the sequence An satisfies the conditions by Lemma 2.3. 
Lemma 2.10. If X is a hybrid large scale space that is coarsely connected, then all precompact
subsets (that is, subsets whose closure is compact) of X are bounded.
Proof. This is an easy consequence of Lemma 2.9 and the fact that in any coarsely connected
ls-space, the finite union of bounded sets is bounded. 
Definition 2.11. A subset K of an ls-space X is called weakly bounded if its intersection with
any coarse component is bounded.
We now recall the definition of a slowly oscillating map. For a coarsely connected ls-space X ,
a slowly oscillating map is usually defined as a map to a metric space M such that for every
uniformly bounded family U in X and every ε > 0 there is a bounded set K in X such that
(U ∈ U) ∧ (U ∩K = ∅) Ô⇒ diam(f(U)) < ε. If X is not coarsely connected, then this definition is
too restrictive. Indeed, it is easy to check that, under this definition, a slowly oscillating map must
be constant on all but one of the coarse components of X . Thus we use the following definition
taken from [2], which reduces to the usual definition when X is coarsely connected, and agrees with
the classical definition of Higson function in [20] for proper metric spaces (or more generally for
proper hls-spaces introduced in the next section).
Definition 2.12. Let X be an ls-space,M a metric space and f ∶ X →M a map. Then f is slowly
oscillating if for every uniformly bounded family U in X and every ε > 0 there is a weakly bounded
set K in X such that (U ∈ U) ∧ (U ∩K = ∅) Ô⇒ diam(f(U)) < ε.
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Note that under Definition 2.12, a map from an ls-space X is slowly oscillating if and only if its
restriction to each coarse component is slowly oscillating.
3. Proper hls-spaces
By Lemma 2.10, every precompact subset of a coarsely connected hls-space is bounded. On the
other hand, even for metric spaces with the induced hls-structure, it may not be the case that all
bounded sets are precompact.
Definition 3.1. A hybrid large scale space X is called proper if its topology is Hausdorff, and its
family of bounded sets is identical with the family of all precompact subsets of X . In particular, X
is (topologically) locally compact and coarsely connected.
For example, any proper metric space (i.e. in which bounded sets are precompact) together with
the induced hls-structure is a proper hls-space. It might initially appear that the notion of a proper
hybrid large scale space is a generalization of the notion of coarsely connected proper coarse
space introduced by Roe (see [20], Definition 2.35), since the assumption of paracompactness is
missing in our definition. However, Corollary 3.2 below shows that a proper hls-space X must be
paracompact, so the two notions are, in fact, identical.
Corollary 3.2. The topology of any proper hybrid large scale space is paracompact.
Proof. Pick an open scale U and express each U-component of X as in Lemma 2.9. Suppose V is
an open cover of X . Since each An is closed and compact, we may suppose that each An intersects
only finitely many elements of V . Moreover, each An is paracompact since it is compact Hausdorff.
Pick a partition of unity on A1 subordinate to the cover {V ∩A1 ∣ V ∈ V}. By Theorem 1.5 in [8],
we can extend this to a partition of unity on A2 which is subordinate to the cover {V ∩A2 ∣ V ∈ V}.
Inductively we obtain a partition of unity on the whole of X subordinate to the cover V , where the
continuity follows from the fact that each An is contained in the interior of An+1. 
Corollary 3.3. There is no proper hybrid large scale structure on the space of all countable ordinals
SΩ whose topology is the order topology.
Proof. SΩ with the order topology is the basic example of a normal space that is not paracompact
(see [17]). 
We also have the following corollary of Lemma 2.9.
Corollary 3.4. If X is a proper hls-space and U is an open scale, then each U-component admits
a countable basis of bounded sets, that is, a countable set B of bounded sets such that every bounded
set is contained in some element of B. In particular, each U-component of X is σ-compact.
If f ∶ X → Y is a map from an ls-space X to an ls-space Y , we say that f is large-scale
continuous or ls-continuous if for every uniformly bounded family U in X , the family
f(U) = {f(U) ∣ U ∈ U}
is uniformly bounded in Y . A map f ∶ X → Y between hls-spaces is called hls-continuous if
it is continuous with respect to the topologies and ls-continuous with respect to the ls-structures.
Two ls-continuous maps f, g ∶ X → Y are said to be close if the family {{f(x), g(x)} ∣ x ∈ X} is
uniformly bounded.
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Recall that an ls-continuous map f ∶ X → Y between ls-spaces is called a large scale equiva-
lence (or coarse equivalence) if there is an ls-continuous map f ′ in the other direction such that
ff ′ and f ′f are both close to the identity, i.e. such that both families
{{ff ′(y), y} ∣ y ∈ Y }, {{f ′f(x), x} ∣ x ∈ X}
are uniformly bounded. It is easy to check that an ls-continuous map f ∶ X → Y is a large scale
equivalence if and only if both of the following hold:
● f is coarsely surjective, i.e. there is a uniformly bounded family U in Y such that Y ⊆
st(f(X),U);
● f is a a coarse embedding, i.e. for every uniformly bounded family U in Y , f−1(U) =
{f−1(U) ∣ U ∈ U} is uniformly bounded in X .
Proposition 3.5. If X is a hybrid large scale space, then it contains a topologically discrete subset
Y such that the inclusion i ∶ Y →X, with the induced ls-structure on Y , is a large scale equivalence.
If X is proper, then Y can be chosen such that the bounded subsets of Y are finite.
Proof. Pick an open scale U of X . Let Y be a maximal subset of X with respect to the following
property: Y ∩U contains at most one point for all U ∈ U . The inclusion i ∶ Y →X is clearly coarsely
surjective, and it is a coarse embedding since the ls-structure on Y is induced by X . 
Proposition 3.5 is well known in the case where X is a metric space. Indeed, the discrete subset
Y can be realised as a maximal 1-separated subset of X , that is, a maximal subset Y with respect
to the property that any two points of Y are at least distance 1 apart (see for example Section 1 of
[11]).
4. Neighbourhood operators
In order to make clear the connection between the results for (hybrid) large scale spaces contained
in this paper and the classical topological results for topological spaces, we prove some results in
the context of a set equipped with a neighbourhood operator satisfying certain axioms. By a
neighbourhood operator on a set X we mean a binary relation ≺ on the power set P(X) of
X such that A ≺ B Ô⇒ A ⊆ B. If A ≺ B, we say that B is a neighbourhood of A with respect
to ≺. Neighbourhood operators appear in many places in the literature: see for example [6] for
applications to topology, or [12] for a more categorical approach. For our purposes, we will be
interested in neighbourhood operators ≺ on a set X satisfying the following conditions:
(N0) A ≺X for all A ⊆X .
(N1) if A ≺ B then X ∖B ≺X ∖A.
(N2) if A ≺ B ⊆ C, then A ≺ C.
(N3) if A ≺ N and A′ ≺ N ′ then A ∪A′ ≺N ∪N ′.
It is easy to see that, together, axioms (N0) − (N3) imply:
(N0′) ∅ ≺ A for all A ⊆X .
(N2′) if A ⊆ B ≺ C then A ≺ C.
(N3′) if A ≺ N and A′ ≺ N ′ then A ∩A′ ≺N ∩N ′.
We now introduce some examples of neighbourhood operators, the first three of which are the most
important for our purposes.
● the topological neighbourhood operator on a topological space X : define A ≺ B if and
only if B contains an open set containing cl(A).
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● the coarse neighbourhood operator on an ls-space X : define A ≺ B if and only if B is
a coarse neighbourhood of A, that is, A ⊆ B and for every uniformly bounded cover U
of X , st(A,U) is contained in B ∪K for some weakly bounded set K.
● the hybrid neighbourhood operator on an hls-space X : define A ≺ B if and only if B
is a neighbourhood of A with respect to the topological neighbourhood operator and the
coarse neighbourhood operator on X .
● the uniform neighbourhood operator on a uniform space X (see for example [13]):
define A ≺ B if there is a uniform cover U such that such that st(A,U) ⊆ B.
If B is a neighbourhood of A with respect to the topological neighbourhood operator, then we say
that B is a topological neighbourhood of A, and similarly for the coarse and hybrid neighbourhood
operators. For proper metric spaces the notion of coarse neighbourhood is closely related to the
notion of asymptotic neighbourhood in [4]. Indeed, a coarse neighbourhood of a subset A of a proper
metric space is nothing but an asymptotic neighbourhood of A which contains A. Note that what
we in this paper call the topological neighbourhood operator does not capture the neighbourhood
relation in the usual sense (that is, where B is a neighbourhood of A if and only if B contains an
open set which contains A). Indeed, the usual neighbourhood relation does not satisfy (N1), while
one can check that the topological neighbourhood operator above does.
Observation 4.1. Conditions (N0)-(N3) are satisfied by all four examples given above.
Remark 4.2. Clearly every neighbourhood operator ≺ on a set X which satisfies (N0) and (N3′)
induces a topology on X wherein a set U ⊆X is open if and only if for every x ∈ U , {x} ≺ U . For a T1
topological space and the topological neighbourhood operator, this recovers the original topology.
For a uniform space and the uniform neighbourhood operator, this recovers the topology induced
by the uniform structure in the usual sense. For a large scale space and the coarse neighbourhood
operator, every superset of a singleton set is a coarse neighbourhood of that set, so the induced
topology is the discrete topology.
Definition 4.3. Let X and Y be sets equipped with neighbourhood operators ≺X and ≺Y respec-
tively. A set map f ∶ X → Y is called neighbourhood continuous with respect to ≺X and ≺Y
if A ≺Y B Ô⇒ f−1(A) ≺X f−1(B) for any subsets A and B of Y .
We now show that neighbourhood continuity generalises both topological continuity and being
slowly oscillating for maps into [0,1].
Proposition 4.4. Let X and Y be topological spaces and let f ∶ X → Y be a set map. If f is topolog-
ically continuous, then it is neighbourhood continuous with respect to the topological neighbourhood
operators on X and Y . If Y is a T1-space then the converse also holds.
Proof. It is easy to check that if f is topologically continuous then it is also neighbourhood continu-
ous. Suppose then that f is neighbourhood continuous, Y is a T1 space and let A be an open set with
f(x) ∈ A. Since the point f(x) is closed, we have {f(x)} ≺ A. Thus we have f−1(f(x)) ≺ f−1(A),
which gives us continuity at x. 
For convenience, when we are referring to a map f from a set X equipped with a neighbourhood
operator ≺ to a subset of R, we say that f is neighbourhood continuous to mean that it is neighbour-
hood continuous with respect to the neighbourhood operator ≺ and the topological neighbourhood
operator on the codomain.
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Lemma 4.5. Let X be a set and ≺ a neighbourhood operator on X satisfying (N0) − (N3). A
map f ∶ X → [0,1] is neighbourhood continuous if and only if for every a < b in [0,1] we have
f−1([0, a]) ≺ f−1([0, b)).
Proof. (⇒) is obvious.
(⇐) Suppose A has neighbourhoodN in [0,1] relative to the topological neighbourhood operator.
We must show that f−1(A) ≺ f−1(N). We may suppose that N is open and A is closed since the
neighbourhood operator ≺ satisfies (N2) and (N2′). Since [0,1] is compact, there is an ε > 0 such
that B(A,ε) ∩ [0,1] ⊆ N (indeed, the function x ↦ d(x,X ∖N) achieves a minimum on A which
cannot be 0). The connected components of A′ = {x ∈ [0,1] ∣ ∃a∈A d(a,x) ≤ ε/2} have diameter
at least ε, so A′ is a finite union of closed intervals. Moreover, A′ contains A and is contained in
N ′ = B(A′, ε/2)∩ [0,1], which is in turn contained in N . Using (N2) and (N2′) again together with
(N3), we may thus reduce to the case where A = [a, b] and N = (a′, b′) ∩ [0,1] for a′ < a and b < b′,
and we can choose b′ < 1 if b < 1. If 0 < a′ < b′ < 1, then noticing that [a, b] = [0, b] ∩ ([0,1] ∖ [0, a))
and (a′, b′) = [0, b′)∩([0,1]∖ [0, a′]) and using condition (N2′) and (N1), we can reduce to the case
of A = [0, x] and N = [0, y) for x < y. If a = 0 and b < 1, then we are already reduced to the desired
case. Finally, if A = [0,1], then by (N0), we have that f−1(A) =X ≺X = f−1(N), so we can discard
this case. 
Proposition 4.6. Let X be an ls-space and f ∶ X → [0,1] a set map. Then f is slowly oscillating
if and only if f is neighbourhood continuous with respect to the coarse neighbourhood operator on
X and the topological neighbourhood operator on [0,1].
Proof. It is enough to consider the case when X is coarsely connected.
(⇒) Let a < b, with b − a = ε. If U is a uniformly bounded cover, then there is a bounded set
K in X such that f(U) has diameter less than ε/2 for every U in U not contained in K. Thus
st(f−1([0, a]),U) is contained in f−1([0, a + ε)) ∪K, which gives the result by Lemma 4.5.
(⇐) Suppose that f is not slowly oscillating. Then there is an ε > 0 and a uniformly bounded
cover U of X such that Y = ⋃{U ∈ U ∣ diam(f(U)) > ε} is unbounded. Divide [0,1] into consecutive
closed intervals I1, . . . , Ik of length less than ε/2 with non-empty interior, and let I0 = Ik+1 = ∅ for
convenience. Then there exists a 1 ≤ m ≤ k such that f−1(Im) ∩ Y is unbounded (otherwise Y is
a finite union of bounded sets). The subset N = Im−1 ∪ Im ∪ Im+1 is a topological neighbourhood
of Im, but st(f−1(Im),U) ∖ f−1(N) is not bounded, so f−1(N) is not a coarse neighbourhood of
f−1(Im). 
Proposition 4.7. Let X be an hls-space and f ∶ X → [0,1] a set map. Then f is continuous and
slowly oscillating if and only if f is neighbourhood continuous with respect to the hybrid neighbour-
hood operator on X and the topological neighbourhood operator on [0,1].
Proof. This follows from Proposition 4.4 and 4.6 above. 
Now that we have motivated the notion of neighbourhood continuity, we are ready to prove some
general results about neighbourhood operators. Before we do, we introduce a “normality” condition
on a neighbourhood operator ≺.
(N4) for every pair of subsets A ≺ C, there is a subset B with A ≺ B ≺ C.
Lemma 4.8. Let X be a set equipped with a neighbourhood operator ≺ satisfying (N0)–(N3) and
let {As}s∈S be a family of subsets of X indexed by a dense subset S of [0,1]. If, for each s < t ∈ S,
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we have As ≺ At, then the function f ∶X → [0,1] defined by
f(x) = inf{t ∣ x ∈ At}
is neighbourhood continuous.
Proof. Let [0, a] ⊆ [0, b) be subsets of [0,1]. Pick s, s′ ∈ S such that a < s < s′ < b. Then
f−1([0, a]) ⊆ As ≺ As′ ⊆ f−1([0, b)).
Thus by Lemma 4.5 we obtain the result. 
Theorem 4.9 (Urysohn’s Lemma for neighbourhood operators). Let X be a set and ≺ a neigh-
bourhood operator satisfying (N0)–(N3). Then the following are equivalent:
(1) ≺ satisfies (N4),
(2) for any subsets A and B of X such that A ≺ X ∖ B, there is a neighbourhood continuous
function f ∶ X → [0,1] such that f(A) ⊆ {0} and f(B) ⊆ {1}.
Proof. (1) Ô⇒ (2): By Lemma 4.8, it is enough to produce a family of subsets As indexed by a
dense subset S of [0,1] such that As ≺ At whenever s < t. Using (N4) we can define such subsets
indexed by the dyadic fractions, starting with A0 = A and A1 =X ∖B.
(2) Ô⇒ (1): Given A ≺ N , construct a neighbourhood continuous map f taking A to 0 and
X ∖N to 1. Then f−1([0,1/2)) is the required intermediate neighbourhood. 
Notice that the proof of Theorem 4.9 is a straightforward adaptation of the standard proof of
Urysohn’s Lemma from topology. We can recover the classical Urysohn’s Lemma from Theorem
4.9 above.
Lemma 4.10. Let X be a topological space. Then X is normal if and only if the topological
neighbourhood operator on X satisfies (N4).
Corollary 4.11 (Urysohn’s Lemma). Let X be a normal topological space. Then for any closed
disjoint subsets A and B of X there is a continuous map f ∶ X → [0,1] such that f(A) ⊆ {0} and
f(B) ⊆ {1}.
5. Hybrid large scale Urysohn’s Lemma
In this section we apply the results of the previous section to prove results for hybrid large scale
spaces.
Definition 5.1. Let X be an ls-space and A, B be subsets of X . We say that A and B are coarsely
separated for every uniformly bounded family U in X , st(A,U) ∩ st(B,U) is weakly bounded.
Note that in the case of metric spaces, this is the same as saying that A and B diverge in the
sense of [7]. Clearly if A and B are disjoint subsets of an ls-space X , then A and B are coarsely
separated if and only if X ∖B is a coarse neighbourhood of A.
Definition 5.2. Let X be a hybrid large scale space. We say that X is hybrid large scale normal
(or hls-normal) if for every closed subset A and every hybrid neighbourhoodN of A, there is a closed
subset V of X such that V is a hybrid neighbourhood of A and N is a hybrid neighbourhood of
V . We say that an ls-space is ls-normal if it is hybrid large scale normal when equipped with the
discrete topology.
Lemma 5.3. An hls-space is hls-normal if and only if the hybrid neighbourhood operator satisfies
(N4).
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Proof. (⇒) Suppose A has a hybrid neighbourhood N . In particular then, cl(A) is contained in
the interior of N . But since cl(A) ⊆ st(A,U) for any open scale U , N is a coarse neighbourhood
of cl(A). Thus N is a hybrid neighbourhood of cl(A), and we can obtain an intermediate hybrid
neighbourhood as required.
(⇐) Consider a closed subset A and a hybrid neighbourhood N of A. Condition (N4) gives
us an intermediate hybrid neighbourhood V . Taking cl(V ), by similar arguments to the previous
direction, produces the required closed intermediate hybrid neighbourhood. 
Combining Lemma 5.3 and Lemma 4.9 we obtain:
Corollary 5.4 (Urysohn’s Lemma for hybrid large scale spaces). Let X be an hls-space. Then the
following are equivalent:
(1) X is hls-normal,
(2) if A has hybrid neighbourhood N , then there is a continuous slowly oscillating map f ∶ X →
[0,1] such that f(A) ⊆ {0} and f(X ∖N) ⊆ {1},
(3) for any closed coarsely separated disjoint subsets A and B of X there is a continuous slowly
oscillating map f ∶ X → [0,1] such that f(A) ⊆ {0} and f(B) ⊆ {1}.
Proof. The only part which needs proving is the equivalence of (2) and (3). Clearly (2) implies (3).
To show (3) implies (2), notice that if A has hybrid neighbourhood N , then cl(A) and cl(X ∖N)
are closed, coarsely separated and disjoint. 
6. Hls-normal spaces
In this section we look at some more properties of hls-normal spaces, as well as some classes of
examples of hls-normal hls-spaces.
Lemma 6.1. The topology of any hls-normal hls-space is normal.
Proof. It is enough to consider the case where X is U-connected for some open scale U (since the U-
components are open-closed). Notice that the topology induced on any closed and bounded subset
Y of X is normal due to the fact that any two disjoint, closed subsets of Y are coarsely separated
in X . Express X as in Lemma 2.9. Since each Ai is topologically normal, so is their directed union.
Indeed, for any closed subsets A and B of X , define a continuous function f1 taking A ∩ A1 to 0
and B ∩A1 to 1. Then use the Tietze Extension Theorem to extend the function which agrees with
f1 on A1 and which sends A ∩A2 to 0 and B ∩A2 to 1 to all of A2. Continuing this process one
defines a function f inductively which sends A to 0 and B to 1, and which is continuous by the
conditions on the An. 
Theorem 6.2. If X is a hybrid large scale space, then the following conditions are equivalent:
(1) X is hls-normal,
(2) X is ls-normal as an ls-space and the topology of X is normal.
Proof. (1) ⇒ (2) ∶ In view of Lemma 6.1, the topology of X is normal. Suppose A and B are
two disjoint and coarsely separated subsets of X . Then the closures of A and B are also coarsely
separated and disjoint outside of a bounded setK by Lemma 2.3. Thus there is a a slowly oscillating
continuous function f ∶ X → [0,1] sending cl(A)∖K to 0 and sending cl(B)∖K to 1 by hls-normality.
Redefine f on K such that it sends A∩K to 0 and B ∩K to 1, and notice that the new f is slowly
oscillating.
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(2)⇒ (1) ∶ Suppose A is a closed subset of X and U is its hybrid neighbourhood. We need to find
a closed coarse neighbourhood V of A such that U is a coarse neighbourhood of V . Pick an open
scale U ofX and pick a coarse neighbourhoodW of A so that U is a coarse neighbourhood ofW . The
set V = cl(st(W,U)) is closed and is a coarse neighbourhood of A. However, it may not be contained
in U . Nonetheless, since V is contained in st(st(W,U),U), it is contained in U∪K for some bounded
set K. Using the topological normality of X , we may find a closed topological neighbourhood V ′
of A which is contained in U . The required intermediate closed hybrid neighbourhood between A
and U is then (V ∖ st(K,U)) ∪ (V ′ ∩ cl(st(K,U))). 
Thus we may say that
hls-normality = topological normality + ls-normality.
We should note that the compatibility axiom played a crucial role in the proof of this fact. We now
present some examples of hls-normal spaces. In particular, we show that metric spaces, both with
the usual ls-structure and with the C0 structure introduced by Wright, are hls-normal, as is any set
equipped with the maximal uniformly locally finite ls-structure.
Definition 6.3 (Wright [26]). Let (X,d) be a metric space. Let L be the collection of all families
U of subsets of X such that for every ε > 0, there is a bounded set B ⊆ X such that diam(U) ≤ ε
for all U ∈ U not intersecting B. Then L is an ls-structure, called the C0 ls-structure associated
to the metric d.
Proposition 6.4. Let X be a metric space equipped with the metric topology. Then X equipped
with either the metric or C0 ls-structure is hls-normal.
Proof. The same construction works for both the metric and C0 ls-structures. Let A be a closed
subset and U a hybrid neighbourhood of A. Let V be the set of all points x ∈ X such that
d(x,A) ≤ d(x,X ∖ U). Clearly V is closed and contains a neighbourhood of A. We claim that V
is an intermediate coarse neighbourhood between A and U . Indeed, let U be a cover of X by balls
of bounded radii. If st(A,U) intersects X ∖ V in an unbounded set, then it is easy to check that
st(A,U ′) intersects X ∖ U in an unbounded set, where U ′ is the set formed from U by replacing
every ball B(x,R) by B(x,2R). This is a contradiction since U ′ is uniformly bounded whenever U
is for both ls-structures. A similar argument shows that U is a hybrid neighbourhood of V . 
A family U of subsets of a set X is uniformly locally finite if there is a natural number m so
that card(st(x,U)) ≤m for all x ∈X
Definition 6.5 (Sako [22]). A large scale space X is uniformly locally finite if every uniformly
bounded cover U of X is uniformly locally finite.
On any set X the collection of all uniformly locally finite families forms an ls-structure (called
themaximal uniformly locally finite ls-structure), which is the largest uniformly locally finite
ls-structure on X . Viewed as a coarse structure in the sense of Roe, the maximal uniformly locally
finite structure is nothing but the universal bounded geometry structure in the sense of [20].
Proposition 6.6. Let X be a set equipped with the maximal uniformly locally finite ls-structure.
Then X is an ls-normal space.
Proof. Note that given any two coarsely separated subsets A and B of X relative to this structure,
one of them is finite. The result follows easily from this observation. 
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7. Non-normal spaces
At this point, one might ask if there are any hls-spaces which are not hls-normal. An example
of an ls-space which is not ls-normal is described below in Proposition 7.1. In Section 11 we will
also see a class of topological groups which are not hls-normal as hls-spaces.
Proposition 7.1. Let X be the subset of the upper half-plane of Z2 given by −y ≤ x ≤ y, y > 0.
Let A = {(x,x) ∣ x ∈ Z, x > 0} and B = {(−x,x) ∣ x ∈ Z, x > 0}. Define an ls-structure on this space
as follows: let L be the set of all uniformly locally finite families V such that for any scale U in
the metric ls-structure on X the set of V ∈ V intersecting st(A ∪B,U) is uniformly bounded in the
metric ls-structure on X. Then:
(1) The collection L is a uniformly locally finite ls-structure on X. The uniformly bounded
families with respect to the metric ls-structure are members of L.
(2) A and B are coarsely separated in (X,L ).
(3) there is no slowly oscillating (with respect to L ) function f ∶ X → [0,1] such that f(A) = 0,
f(B) = 1.
so that, in particular, X is not hls-normal.
Proof. (1) Suppose V1,V2 ∈L are covers. We will show that st(V1,V2) is in L . Clearly st(V1,V2)
is uniformly locally finite. Suppose then that U is a scale in the metric ls-structure on X , and let
U = st(A ∪B,U). Let V ′2 be the family of elements of V2 intersecting U , V
′
1 the family of elements
of V1 intersecting st(U,V ′2) and V
′′
2 the family of elements of V2 intersecting st(st(U,V
′
2),V
′
1). Each
of these families is uniformly bounded in the metric ls-structure, and the family of elements of
st(V1,V2) intersecting U clearly refines st(V ′1,V
′
2 ∪ V
′′
2 ), so it is uniformly bounded in the metric
ls-structure.
(2) Suppose V ∈L . The set st(A,V)∩st(B,V) is contained in the union of all sets V1∩V2, where
V1 ∈ V intersects A and V2 ∈ V intersects B, so the family of those sets forms a uniformly bounded
family U in the metric ls-structure on X . Therefore st(A,V)∩ st(B,V) ⊂ st(A,U)∩ st(B,U) which
is finite.
(3) Suppose such an f exists. Let Xi be the set {(x, i) ∣ x ∈ Z} ∩X . Consider the cover of X
by 2-balls in the l1-metric structure on X . Since f is in particular slowly oscillating with respect
to the metric ls-structure, there is some M > 0 such that outside of the M -ball at (1,1) one has
∣f(z1) − f(z2)∣ < 1/6 if z1, z2 are on the same horizontal line and their distance is 1. Therefore
f−1([1/6,1/3]) and f−1([2/3,5/6]) both intersect Xi for i > M + 2. Take zi ∈ f−1([1/6,1/3]) ∩Xi
and wi ∈ f−1([2/3,5/6]) ∩ Xi for i > M + 2. Notice Z = {zi,wi}i>M+2 belongs to L . Indeed,
since f is slowly oscillating with respect to the metric structure, the union of Z must be coarsely
separated from A and B in the metric ls-structure. Thus the family Z is an element of L . However,
∣f(zi) − f(wi)∣ ≥ 1/3 for all i > M + 2, which contradicts the fact that f is slowly oscillating with
respect to L . 
8. The Tietze Extension Theorem
As with Urysohn’s Lemma, the proof of the Tietze Extension Theorem for neighbourhood op-
erators is a straightforward adaptation of the classical proof, and gives us the result for (hybrid)
large scale spaces as a corollary.
Lemma 8.1. Let ≺ be a neighbourhood operator on a set X satisfying (N0) − (N3) and let f, g ∶
X → [−M,M] be two neighbourhood continuous maps. Then f + g is neighbourhood continuous.
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Proof. By Lemma 4.5 (since [−2M,2M] is homeomorphic to [0,1]), it is enough to show that for any
interval [−2M,b] in R and ε > 0, that (f +g)−1([−2M,b]) has neighbourhood (f +g)−1([−2M,b+ε))
relative to ≺. Cover [−M,M] by finitely many intervals In = [−M, nε/4 + ε/4] and Jn = [−M, b −
nε/4], n ∈ Z. It follows that
(f + g)−1([−2M,b]) ⊆ ⋃
n
f−1(In) ∩ g−1(Jn)
⊆ ⋃
n
f−1(B(In, ε/4)) ∩ g−1(B(Jn, ε/4))
⊆ (f + g)−1([−2M,b + ε)).
Since f and g are neighbourhood continuous and ≺ satisfies (N0)− (N3), we have
⋃
n
f−1(In) ∩ g−1(Jn) ≺ ⋃
n
f−1(B(In, ε/4)) ∩ g−1(B(Jn, ε/4))
which completes the proof. 
Lemma 8.2. Let ≺ be a neighbourhood operator on a set X satisfying (N0) − (N3). Suppose
gn ∶ X → [−mn,mn] is a sequence of neighbourhood continuous maps such that
∞
∑
i=1
mn =m <∞.
Then f = ∑∞i=1 gn ∶ X → R is neighbourhood continuous.
Proof. By Lemma 4.5 (since [−m,m] is homeomorphic to [0,1]), it is enough to show that for any
interval [−m,b] in R and ε > 0, that f−1([−m,b]) has neighbourhood f−1([−m,b+ ε)) relative to ≺.
Pick M such that ∑∞n=M mn < ε/4 and let f
′ = ∑M−1n=1 gn. Then f
′ is neighbourhood continuous by
Lemma 8.1, so f ′−1([−m,b + ε/4]) has neighbourhood f ′−1([−m,b + ε/2)). But
f−1([−m,b]) ⊆ f ′−1([−m,b + ε/4])
and
f ′−1([−m,b + ε/2)) ⊆ f−1([−m,b + ε))
from which we obtain the required result. 
Definition 8.3. Let X be a set and ≺ a neighbourhood operator. If A is a subset of X , then the
induced neighbourhood operator ≺A on subsets of A is defined as follows: S ≺A T precisely
when there exists a subset T ′ of X such that S ≺ T ′ as subsets of X and T = T ′ ∩A.
Observation 8.4. If a neighbourhood operator ≺ on X satisfies (N0) − (N4), then so does the
induced neighbourhood operator on any subset.
Theorem 8.5 (Tietze Extension Theorem for neighbourhood operators). Let X be a set and ≺ a
neighbourhood operator satisfying (N0)−(N3). Then ≺ satisfies (N4) if and only if for any function
f ∶ A→ [−2,2] from a subset A of X which is neighbourhood continuous with respect to the operator
induced by ≺ on A and the topological neighbourhood operator on [−2,2], there is a neighbourhood
continuous function g ∶ X → [−2,2] which extends f .
Proof. The proof follows the classical topological proof closely. Suppose ≺ satisfies (N4).
Claim: Given a neighbourhood continuous map f ∶ A→ [−3m,3m], m > 0, there is a neighbour-
hood continuous map g ∶ X → [−m,m] such that ∣f(x) − g(x)∣ ≤ 2m for all a ∈ A.
Proof of Claim: Let S = f−1([−3m,−m]) and T = f−1([m,3m]). Since f is neighbourhood
continuous, we have S ≺A A ∖ T . It follows from the definition of ≺A and condition (N2) that
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S ≺ X ∖ T , so by Theorem 4.9, there is a neighbourhood continuous map g′ ∶ X → [0,1] such that
g′(S) ⊆ {0} and g′(T ) ⊆ {1}. Composing with the appropriate linear map [0,1] → [−m,m], we
obtain the required map g. This proves the claim.
Now, define m(n) = 2n+1/3n for n ≥ 0. Using the Claim, inductively construct a sequence of
functions gn ∶ X → [−m(n),m(n)] which are neighbourhood continuous and such that for all a ∈ A,
∣f(a) −
n+1
∑
i=1
gi(a)∣ ≤ 2m(n).
Then the map g = ∑∞i=1 gi is neighbourhood continuous by Lemma 8.2 and agrees with f on A.
For the other direction, note that if A ≺ N , then the function which sends A to 0 and X ∖N to
1 is neighbourhood continuous on A ∪ (X ∖N). Thus by Theorem 4.9 we have the result.

Corollary 8.6 (Tietze Extension Theorem). Let X be a normal topological space and let A be a
closed subset of X. Then any continuous function f ∶ A → [0,1] extends to a continuous function
g ∶ X → [0,1].
Proof. In order to apply Theorem 8.5, we have only to show that the function f is continuous with
respect to the neighbourhood operator ≺A induced by the topological neighbourhood operator on
X . Suppose S and T are subsets of A, and that the closure of S in A is contained in a subset V ⊆ T
which is open in A. Since A is closed, the closure of S in A coincides with the closure of S in X .
Let V ′ be an open set in X such that V ′ ∩ A = V . Thus the closure of S (in X) is contained in
V ′ which is contained in T ∪X ∖ A, so S ≺A T . This shows that the topological neighbourhood
operator associated to the subspace topology is contained (as a relation) in ≺A, which gives the
required result. 
We also obtain a result for hybrid large scale spaces. Note that if A is a subset of an ls-space X ,
then the coarse neighbourhood operator induced by the subspace ls-structure on A coincides with
the neighbourhood operator induced on A by the coarse neighbourhood operator on X .
Corollary 8.7 (Tietze Extension Theorem for hybrid large scale spaces). Let X be an hls-space.
Then X is hls-normal if and only if for any closed subset A of X, any continuous slowly oscillating
function f ∶ A→ [0,1] extends to a continuous slowly oscillating function g ∶ X → [0,1].
Corollary 8.8. Given a metric space X, any bounded continuous slowly oscillating function on a
closed subset of X to R extends to a bounded continuous slowly oscillating function on the whole of
X to R.
Proof. We have already seen that metric spaces are hls-normal as hls-spaces, so the result follows
from Corollary 8.7. 
The purely large scale version of the above result is just Theorem 1.2.
Neighbourhood operators can also be applied to obtain results for small scale/uniform spaces.
We will use the definition of uniform space in terms of covers introduced by Tukey [24] (see also
[13]), which is equivalent to the original definition in terms of entourages introduced by Weil [25]
and used in Chapter 2 of Bourbaki’s book on general topology [5]. A uniform space is a set X
equipped with a collection S of covers of X (which we call “uniform covers”) satisfying the following
axioms:
● {X} is in S,
● If st(U ,U) refines V and U is in S, then V is also in S,
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● if U and V are elements of S, then there exists an element W of S such that st(W ,W)
refines both U and V .
Note the apparent duality with the notion of large scale space. Indeed, uniform spaces are also
called small scale spaces in the literature. For a more formal investigation of the connections
and duality between large and small scale structures, we refer the reader to [1] and [2]. A map
f ∶ X → Y from a uniform space X to a uniform space Y is called uniformly continuous if for
every uniform cover V of Y , f−1(V) = {f−1(V ) ∣ V ∈ V} is a uniform cover of X . Metric spaces
such as R carry a natural uniform structure consisting of all covers which have positive Lebesgue
number. For compact metric spaces, this is just the set of all covers which are refined by an open
cover.
Lemma 8.9. Let X be a uniform space and f ∶ X → [0,1] a function. Then f is uniformly
continuous if and only if it is neighbourhood continuous with respect to the uniform neighbourhood
operator on X and the topological neighbourhood operator on [0,1].
Proof. (⇒) is easy to check using Lemma 4.5.
(⇐) Let ε > 0. Choose a finite number of points t1, . . . , tn in [0,1] such that 0 < tk+1 − tk < ε/2
for all 1 ≤ k ≤ n−1. By neighbourhood continuity, for each of the intervals [0, ti], we have a uniform
cover Un of X such that st(f−1([0, tn]),Un) ⊆ f−1([0, tn+1)). Taking a common refinement V of the
Un, we have that diam(V ) ≤ ε for every V ∈ V as required. 
One can check that for a subset A of a uniform space X , the uniform neighbourhood operator
on A induced by the subspace uniform structure on A coincides with the neighbourhood operator
induced by the uniform neighbourhood operator onX . Thus we recover the result of Katetov below.
Corollary 8.10 (Katetov [14]). Let X be a uniform space and A ⊆ X a subspace. Then any
uniformly continuous function f ∶ X → [0,1] extends to a uniformly continuous function g on the
whole of X.
Proof. It is enough to show that the uniform neighbourhood operator always satisfies the axiom
(N4). Suppose we have N,M ⊆X with N ≺M with respect to the uniform neighbourhood operator.
Then there is a uniform cover U inX such that st(N,U) ⊆M . By the definition of uniform structure,
there is a uniform cover V such that st(V ,V) refines U . Then N ≺ st(N,V) ≺ st(st(N,V),V) ⊆M
as required. 
We should mention some similarities between the work in [14] and the approach to extension
theorems via neighbourhood operators in this paper (which was developed independently with large
scale spaces in mind). In [14], Katetov proves a version of his insertion theorem for abstract relations
on sets and functions preserving them, with two key examples of such relations being what we call
the topological and uniform neighbourhood operators in this paper. From this he is able to obtain
the (topological) Katetov-Tong Theorem (Theorem 1 in [14]), as well as the result for uniform
spaces given above. In the corrections to [14], the author notes that some axioms are needed (on
the relations) in order to prove the insertion theorem for relations. These axioms (found in Lemma
1 of the corrections) closely resemble axioms (N3) and (N4) given in this paper.
9. The Higson compactification and corona
The concept of Higson compactification really belongs to hybrid large scale geometry. For com-
pleteness, let’s prove the following result:
Proposition 9.1. Given a hybrid large scale space X the following conditions are equivalent:
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(1) There is a Hausdorff compactification h(X) of X with the property that every continuous
slowly oscillating function f ∶ X → [0,1] extends uniquely over h(X),
(2) X is Tychonoff as a topological space.
Proof. The implication (1)Ô⇒ (2) holds for any space X that admits a Hausdorff compactification.
To show (2)Ô⇒ (1) first observe that, given any x0 ∈ X and given a bounded open neighbourhood
U of x0 in X , any continuous function f ∶ X → [0,1] that vanishes outside of U is slowly oscillating.
Thus the set of continuous slowly oscillating functions on X separates closed sets from points. It
is easy to check that the collection of continuous slowly oscillating functions from X to [0,1] is
a subring of the ring of continuous functions from X to [0,1] that is complete with respect to
the sup-norm and contains the constant functions. Thus (1) follows from well-known results in
compactification theory (see for example Theorem (m) in Section 4.5 of [19]). 
In [20] (pp. 30–31) the Higson corona of a coarse space X is defined abstractly as a compact
space νX satisfying
C(νX) =
Bh(X)
B0(X)
.
Here Bh(X) is the C∗-algebra of all bounded slowly oscillating (not necessarily continuous) complex-
valued functions and B0(X) is the closed two-sided ideal of functions that “approach 0 at infinity”,
i.e. all f ∈ Bh(X) such that for every ε > 0 there is a bounded set K such that ∣f(x)∣ < ε for all
x ∉K. It is shown that the geometric realization of the Higson corona, in the case of a (paracompact)
proper coarse space, can be obtained as h(X)∖X , where h(X) is the Higson compactification of X ,
i.e. the compactification corresponding to the algebra of all continuous bounded slowly oscillating
functions X → [0,1].
In case of arbitrary hybrid large scale spaces we can talk about two ways of defining the Higson
corona: one as above (using Bh(X)/B0(X)) and the other using continuous slowly oscillating
functions, that is via the formula
C(νX) =
Bch(X)
Bc
0
(X)
.
where Bch and B
c
0 are the subalgebras of continuous functions in Bh and B0 respectively. One
purpose of this section is to show that for normal hls-spaces these definitions are equivalent. There
is a natural homomorphism
Bc
h
(X)
Bc
0
(X)
→
Bh(X)
B0(X)
induced by the inclusion of Bch into Bh; what we are
interested in is when that homomorphism is an isomorphism.
Theorem 9.2. If X is hls-normal as a hybrid ls-space, then the natural homomorphism α ∶
Bc
h
(X)
Bc
0
(X)
→
Bh(X)
B0(X)
is an isomorphism.
Proof. Since α has trivial kernel, it is enough to show that Bh = B0 +Bch. Let f ∈ Bh and let U be
an open scale. Let A be a subset of X which is maximal with the property that no two elements
of A are in the same element of st(U ,U). Then A is a discrete subset of X , and no element of x
belongs to the closure of more than one element of A. Define a map f ′ from cl(A) to [0,1] which
sends a′ ∈ A to f(a), where a′ is in closure of {a}. Then one checks that f ′ is slowly oscillating
and continuous. By Theorem 8.7, we can extend f ′ to a continuous slowly oscillating function g on
all of X . It remains to show that g − f is in B0. Indeed, let ε > 0. Then for some bounded set K,
{a, b} ∈ U ∈ st(U ,U) implies that ∣g(a) − g(b)∣ < ε/2 and ∣f(a) − f(b)∣ < ε/2. Since every element of
X is in the same element of st(U ,U) as some element of A, we have that ∣f(x)− g(x)∣ < ε for every
x ∉K. 
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Proposition 9.3. Suppose X is a hybrid large scale space whose topology is Tychonoff. Then X is
hls-normal if and only if, for each closed subset Y of X, its closure Y in the Higson compactification
h(X) is the Higson compactification of Y .
Proof. The Higson compactification of a closed subset Y of X is completely characterized by the
fact that any continuous slowly oscillating complex-valued function on Y extends uniquely to hY .
If X is hls-normal, then any continuous slowly oscillating function on Y extends to the whole of X
by Corollary 8.7, and hence to hX and in particular, to Y , the closure of Y in hX . Uniqueness is
easy to check. Conversely, if Y is the Higson compactification of Y then any continuous bounded
slowly oscillating complex-valued function f on Y extends to a continuous function on Y = hY . By
the classical Tietze Extension Theorem, this extends to a continuous function on hX , which when
restricted to X is a continuous bounded slowly oscillating function extending f . 
Proposition 9.4. Let X be an hls-space whose topology is Tychonoff. Then the following are
equivalent, where for Y ⊆X, Y denotes the closure of Y in hX:
(1) X is hls-normal,
(2) two disjoint closed subsets A and B of X are coarsely separated if and only if A ∩B = ∅.
Proof. (1)Ô⇒ (2): Suppose X is hls-normal. If A∩B = ∅ then we can define a continuous map f
from hX to [0,1] which sends A to 0 and B to 1. The restriction of f to X is a slowly oscillating
function sending A to 0 and B to 1. It follows that A and B are coarsely separated. If A and B
are coarsely separated, then by Corollary 5.4, we can define a slowly oscillating function sending A
to 0 and B to 1. Extending this to hX we see that we must have A ∩B = ∅ as required.
(2) Ô⇒ (1): By Corollary 5.4 it is enough to produce, for closed subsets A and B of X such
that A ∩ B = ∅, a slowly oscillating continuous map f sending A to 0 and B to 1. This can be
accomplished by constructing a continuous map sending A to 0 and B to 1 and restricting to X . 
Note that for proper metric spaces, condition (2) in the above proposition follows from Proposi-
tion 2.3 in [7] and plays a crucial role in relating properties of a proper metric space with its Higson
corona in various places in the literature (see for example [3] or [7]),
10. Hybrid structures induced by compactifications
In this section we discuss hybrid ls-structures related to the work of Mine, Yamashita, and
Yamauchi (see [15], [16]) who studied properties of the C0-structure on a locally compact metric
space relative to a compact metric compactification. Our next definition generalises that concept.
Definition 10.1. Given a closed subset A of a topological space X with empty interior define the
large scale structure LS(X,A) on X ∖A as follows: a family U of subsets of X ∖A is in LS(X,A)
if and only if for each open neighbourhood U of any a ∈ A in X there is an open neighbourhood V
of a in U such that W ∈ U and W ∩ V ≠ ∅ implies W ⊂ U .
It is easy to check that this indeed defines an ls-structure. Note that the bounded sets in X ∖A
equipped with the ls-structure LS(X,A) are precisely the subsets of X ∖A whose closure does not
intersect A.
Proposition 10.2. Given a closed subset A of a topological space X with empty interior and given a
continuous function f ∶ X ∖A→ Y to a complete metric space Y , consider the following statements:
(1) f extends continuously over X,
(2) f is slowly oscillating with respect to the large scale structure LS(X,A) on X ∖A.
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It is always the case that (1)⇒ (2) and, if each point of A has a countable basis of neighbourhoods
and X is Hausdorff, then (2)⇒ (1).
Proof. (1)⇒ (2): Let U be an element of LS(X,A) and let ε > 0. For each point a ∈ A, pick a open
neighbourhood Va of a such that f(Va) has diameter less than ε, and choose an open neighbourhood
Wa of a inside Va such that for all U ∈ U , U ∩Wa ≠ ∅ ⇒ U ⊆ Va. Consider the union W of all the
Wa. Its complement is a closed subset of X ∖A, hence bounded. Any set U ∈ U which intersects
(X ∖A) ∖W must be contained in an element of Va, so that f is slowly oscillating as required.
(2) ⇒ (1) ∶ Suppose f ∶ X ∖ A → Y is continuous and slowly oscillating. The first issue is to
construct an extension g ∶ X → Y of f and then to show its continuity. The natural way to define
g(a) for a ∈ A is as the only point belonging to the intersection of all sets cl(f(U)), U being a
neighbourhood of a in X . Choose a decreasing sequence {Un} of neighbourhoods of a in X . The
intersection of all sets cl(f(Un)), n ≥ 1, consists of exactly one point if for each ǫ > 0 there is M > 0
such that the diameter of f(Un) for n >M is smaller than ǫ. Suppose for contradiction that there is
a sequence xn, yn ∈ Un so that dist(f(xn), f(yn)) ≥ ǫ. Since every bounded set in X∖A is contained
in some X∖Un, the family {xn, yn}n≥1 cannot be uniformly bounded because f is slowly oscillating.
By definition of the ls-structure LS(X,A), there must exist a b ∈ A and a neighbourhood V of b
such that for every neighbourhood V ′ ⊆ V of b, there is an n for which {xn, yn} ∩ (X ∖ V ) and
{xn, yn} ∩ V ′ each have exactly one point. We claim that a = b. Indeed, if not, then since X is
Hausdorff, we can choose a neighbourhood of b which contains none of the xn, yn, a contradiction.
Suppose then that Uk ⊆ V . We can choose a neighbourhood V ′ ⊆ Uk of a such that V ′ does not
contain xi or yi for i ≤ k. It follows that if {xn, yn} ∩ V ′ ≠ ∅, then {xn, yn} ⊆ Uk ⊆ V . This is a
contradiction. Thus f is well-defined, and its continuity is easy to show. 
Corollary 10.3. If X is compact Hausdorff, A is a closed subset of X with empty interior whose
every point has a countable basis of neighbourhoods in X, and LS(X,A) is a hybrid large scale
space when equipped with the topology induced from X, then the Higson compactification of X ∖A
equipped with the ls-structure LS(X,A) is exactly X.
Proposition 10.4. If X is a compact metric space and A is a closed subset of X with empty
interior, then LS(X,A) is a hybrid large scale space when equipped with the topology induced from
X.
Proof. Consider the family {B(x, d(x))}x∈X∖A, where d(x) is half the distance from x to A. It is a
scale in LS(X,A). 
Proposition 10.5. Suppose X is a Hausdorff topological space, A is a closed subset of X with
empty interior, and each point of A has a countable basis of neighbourhoods in X. If LS(X,A) is
a hybrid large scale space when equipped with the topology induced from X, then two closed subsets
B and C of X ∖A are coarsely disjoint if and only if their closures in X are disjoint.
Proof. Suppose B and C are coarsely disjoint but a ∈ A belongs to cl(B) ∩ cl(C). Pick sequences
bn ∈ B and cn ∈ C, both converging to a. We claim that F ∶= {bn, cn}∞n=1 is a uniformly bounded
family in LS(X,A). Indeed, let d ∈ A have open neighbourhood U in X . If d = a, then we can
choose N > 0 such that bn ∈ U and an ∈ U for all n > N . Using the fact that X is Hausdorff, we can
choose a smaller neighbourhood V ⊆ U of d which does not contain ai or bi for i ≤N . Thus if F ∈ F
intersects V , it must be contained in U . If a ≠ d, then we can use the fact that X is Hausdorff to
choose an open neighbourhood V ⊆ U of d which contains none of the an or bn, so that no element
of F intersects V . Thus F is uniformly bounded. On the other hand, st(B,F) ∩ st(C,F) is not
bounded because its closure contains a. This is a contradiction.
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Suppose B and C are closed in X ∖A and cl(B)∩ cl(C) = ∅. Since any scale of LS(X,A) can be
coarsened to an open scale, it suffices to show that st(B,U)∩st(C,U) is bounded for any open scale
U of LS(X,A). Suppose, on the contrary, that a ∈ A belongs to the closure of st(B,U) ∩ st(C,U).
Without loss of generality, we may assume a ∉ cl(B). Pick a neighbourhood V of a in X∖cl(B) such
that U ∩ V ≠ ∅, U ∈ U , implies U ⊂ X ∖ cl(B). Since V ∩ st(B,U) ≠ ∅, there is U ∈ U intersecting
both B and V . But then U ⊂X ∖ cl(B), a contradiction. 
Corollary 10.6. Suppose X is a normal topological space, A is a closed subset of X with empty
interior, and each point of A has a countable basis of neighbourhoods in X. If LS(X,A) is a hybrid
large scale space when equipped with the topology induced from X, then it is hls-normal.
Proof. Suppose B and C are disjoint, closed, coarsely separated subsets of X ∖A. By Proposition
10.5, the closures of B and C in X are disjoint. Thus the function f from cl(B)∪cl(C) ⊆X to [0,1]
which sends cl(B) to 0 and cl(C) to 1 is well-defined. Since it is continuous, it can be extended to
the whole of X by topological normality. Thus the restriction of f to X ∖A is a slowly oscillating
function, and sends B to 0 and C to 1. 
11. Topological groups as hls-spaces
Let G be a group. Then G admits a natural ls-structure given by all families of subsets U which
refine a family of the form {g ⋅ F ∣ g ∈ G} for some finite subset F [9]. If the group is finitely
generated, then this ls-structure coincides with the one given by the word-length metric associated
to any finite generating set (see for example [18] for a definition of this metric). If the group is
countable, then this ls-stucture coincides with the unique ls-structure which is induced by a proper
left-invariant metric on the group [23]. For a subset F of G, we denote the cover {g ⋅ F ∣ g ∈ G} by
G(F ). The following lemma gives an explicit formula for starring such covers.
Lemma 11.1. Let E and F be subsets of G. Then we have
st(E,G(F )) = E ⋅ F −1 ⋅ F
st(G(E),G(F )) = G(E ⋅ F −1 ⋅ F )
Proof. If x ∈ st(E,G(F )), then there is an e ∈ E and g ∈ G such that e = gf1 and x = gf2 for some
f1, f2 ∈ F . Thus g = ef−11 so x ∈ E ⋅F
−1
⋅F as required. On the other hand, if x = ef−11 f2 ∈ E ⋅F
−1
⋅F ,
then e ∈ E and {e = ef−11 f1, x = ef
−1
1 f2} ⊆ ef
−1
⋅ F , so x ∈ st(E,G(F )) as required. Since
st(G(E),G(F )) is the collection of all sets st(g ⋅E,G(F )), to prove the second equation it suffices
to note that g ⋅ (E ⋅ F −1 ⋅F ) = (g ⋅E) ⋅ F ⋅ F −1. 
More generally, if G is a locally compact topological group, then G admits an ls-structure given
by all families of subsets which refine G(K) for some compact set K. Since the product of two
compact subsets in a topological group is again compact, Lemma 11.1 shows that this is indeed an ls-
structure. Moreover,G together with this structure and the topology given form a hybrid large scale
space (the uniformly bounded open cover is just G(V ), where V is a precompact neighbourhood
of the identity element). We now describe coarse neighbourhoods in the case of a locally compact
topological group.
Lemma 11.2. Suppose V is a precompact, symmetric neighbourhood of the identity element in a
locally compact topological group G. Then the following conditions are equivalent:
(1) N is a coarse neighbourhood of U ,
(2) U ⋅ V ⋅F ⋅ V ∖N is precompact for each finite subset F of G,
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(3) U ⋅ V ⋅ x ⋅ V ∖N is precompact for each point x of G.
Proof. (1)Ô⇒ (2). Suppose N is a coarse neighbourhood of U and F is a finite subset of G. Enlarge
F , if necessary, to contain the neutral element 1G of G and be symmetric. Consider the uniformly
bounded family U = G(F ⋅ V ). If N is a coarse neighbourhood of U , then there is a precompact
set C such that st(U,U) ⊂ N ∪C. By 11.1 that implies U ⋅ V ⋅ F ⋅ F ⋅ V ∖N ⊂ C is precompact. In
particular, U ⋅ V ⋅ F ⋅ V ∖N is precompact.
(2)⇐⇒ (3) is obvious.
(2)Ô⇒ (1) Given a precompact C ⊂ G, find a symmetric finite subset F of G satisfying C ⊂ F ⋅V .
The uniformly bounded family W = G(F ⋅ V ) coarsens the cover C = G(C). Since (using 11.1)
st(U,W) ∖N is precompact, so is st(U,C) ∖N . 
Theorem 11.3. Let G be a locally compact abelian group. Then the following conditions are
equivalent:
(1) G is hybrid large scale normal as an hls-space,
(2) G is σ-compact,
(3) the ls-structure on G is metrizable, that is, induced by a metric.
Proof. (1) ⇒ (2) Suppose G is not σ-compact. By local compactness, we can pick a countably
infinite discrete subset B of G. Let V be a precompact symmetric neighbourhood of the identity
element. Notice that for any countable set C in G, G cannot be generated by V ∪C. Thus we can
construct an uncountable set A = {at}t<ω1 of elements of G indexed by countable ordinals such that
for any t < ω1, at is not in the subgroup generated by B∪V ∪{ar ∣ r < t}. Note that B is discrete, as
is A (since any subset g ⋅ V intersects at most one element of A), so that every precompact subset
of either A or B must be finite. We claim that A has coarse neighbourhood G∖B. First note that
cl(A) ⊆ st(A,G(V )) and cl(B) ⊆ st(B,G(V )) are disjoint, so that G∖B contains an open set which
contains the closure of A. We now show that G ∖B is a coarse neighbourhood of A. Let x be an
element of G, and consider the set A ⋅ V ⋅ x ⋅ V ∩B. If b1 = a1v1xv′1 ∈ B and b2 = a2v2xv
′
2 ∈ B with
a1, a2 ∈ A and v1, v′1, v2, v
′
2 ∈ V , then a1 (resp. a2) is in the subgroup generated by B ∪ V and a2
(resp. a1) so we must have a1 = a2. Thus A ⋅V ⋅x ⋅V ∩B contains only a single point, so by Lemma
11.2 we have that X ∖ B is a coarse neighbourhood of A. Suppose for contradiction there is an
intermediate coarse neighbourhood N between A and G∖B. For b ∈ B, let Z(b) = {a ∈ A ∣ a ⋅b ∉ N}.
Since N is a coarse neighbourhood of A, each Z(b) ⋅ b, and thus each Z(b), must be precompact,
hence finite. Thus the union of all the Z(b) is countable, so there is an a ∈ A such that a ⋅ b ∈ N for
all b ∈ B. But then a−1 ⋅N ⊆N ⋅V ⋅a−1 ⋅V intersects B in an infinite (in particular, not precompact)
set, which by Lemma 11.2 contradicts the fact that G ∖B is a coarse neighbourhood of N .
(2) ⇒ (3) Suppose G = ∪∞i=1Ki, where the Ki are compact subspaces. If V is an uniformly
bounded open cover, then G is the union of the countable set {st(Ki,V)}∞i=1 of precompact open
sets. Every compact set is contained in a union of finitely many of the st(Ki,V). It follows that
there is a countable set C of precompact subsets such that each precompact subset is contained in
an element of C, and that consequently, the ls-structure on G is countably generated, i.e. metrizable
(see Theorem 2.55 of [20]).
(3) ⇒ (1) Since the ls-structure is metric, G is ls-normal as an ls-space. It is well-known that
locally compact Hausdorff groups are topologically normal, so by Theorem 6.2 we have the result.

Corollary 11.4. Let X be the set R be equipped with the ls-structure coming from the group struc-
ture and the discrete topology. Then X is not hls-normal.
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Question 11.5. The proof of Proposition 11.3 holds more generally for any group where the “left-
translation structure” (that is, the ls-structure used here) and the “right-translation structure” (that
is, the ls-structure generated by families of the form {K ⋅ g ∣ g ∈ G} for K compact) coincide: only
the last sentence of (1) ⇒ (2) needs to be changed. Does Proposition 11.3 hold for all groups?
12. Coarse neighbourhoods and ls-structures
Since the coarse neighbourhood operator completely determines which maps to [0,1] from an
ls-space are slowly oscillating, one might ask to what extend coarse neighbourhoods determine the
ls-structure on a set.
Definition 12.1. Given any ls-space X with ls-structure X , we define X cn to be the collection of
all families of subsets U such that for every coarse neighbourhood N of A in X , st(A,U) ⊆ N ∪K
for some bounded set K (that is, bounded in the sense of the original structure X ).
Clearly we always have X ⊆ X cn, and if X1 ⊆ X2 are ls-structures on X which induce the same
bounded sets, then X cn1 ⊆ X
cn
2 . The collection X
cn need not coincide with X in general, as the
following example shows.
Example 12.2. Let X be an infinite set and let X be the maximal uniformly locally finite ls-
structure. Then N is a coarse neighbourhood of A ⊆ N if and only if either A is finite or N is
cofinite. Consider a cover of X by infinitely many disjoint finite subsets of unbounded cardinality.
One checks that this cover is in X cn, but it is clearly not in X .
For metric spaces, however, X cn turns out to be equal to the original (metric) ls-structure.
Proposition 12.3. Let X be a metric space and X the associated ls-structure. Then X = X cn.
Proof. We already have X ⊆ X cn, so suppose for contradiction that there is a family U in X cn which
is not in X . Since U is not uniformly bounded, we may choose a sequence Un of elements of U and
pairs {an, bn} ⊆ Un of points in X such that the bn are unbounded, and for each n, d(an, bn) > n.
Consider the subset N = ⋃∞n=0B(an, n). Clearly it is a coarse neighbourhood of A = {an ∣ n ∈ N},
but st(A,U) ∩X ∖N contains the bns, so it is unbounded. 
More generally, one may ask when X cn is an ls-structure. As shown below, for ls-normal ls-spaces
X cn turns out to be an ls-structure. Note that the maximal uniformly locally finite structure is
ls-normal, so even if X cn is an ls-structure, it need not coincide with the original structure X as
Example 12.2 above shows.
Proposition 12.4. Let X be an ls-space which is ls-normal. Then X cn is an ls-structure.
Proof. Let U and V be elements of X cn and let A have coarse neighbourhoodN . By normality, there
are intermediate coarse neighbourhoods A ≺ L ≺M ≺ N . Then A1 = st(A,V) is contained in L ∪K
for some bounded subset K. In particular, M is a coarse neighbourhood of st(A,V). Similarly,
A2 = st(A1,U) has coarse neighbourhood N . Finally, st(A2,V) = st(A, st(U ,V)) is contained in
N ∪K ′ for some bounded set K ′, which gives the result. 
Proposition 12.5. Let X and Y be metric spaces and let f ∶ X → Y be a map which sends
bounded sets in X to bounded sets in Y and which is proper (that is, the inverse image of a bounded
set is bounded). Then f is ls-continuous if and only if for every subset A of Y and every coarse
neighbourhood N of A, f−1(N) is a coarse neighbourhood of f−1(A).
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Proof. (⇒) Suppose N is a coarse neighbourhood of A ⊆ Y . Then for every uniformly bounded
cover U of X , the image of st(f−1(A),U) is contained in st(A,f(U)), which in turn is contained in
N ∪K for some bounded set K. It follows, since f is coarse, that f−1(N) is a coarse neighbourhood
of f−1(A).
(⇐) Suppose that f is not ls-continuous. Then there is some R > 0 such that the set
{d(f(x), f(x′)) ∣ (x,x′) ∈ X ×X, d(x,x′) < R}
is unbounded. In particular, we may choose a sequence of pairs of points (an, bn)n∈N in X such that
d(an, bn) < R and d(f(an), f(bn)) > n for every n. Because f sends bounded sets to bounded sets,
the an and bn cannot all be contained in a single bounded set K, since otherwise all the f(an) and
f(bn) would be contained in the bounded set f(K). Since each an is distance at most R from bn,
we can moreover say that neither of the sequences (an)n∈N and (bn)n∈N are bounded. Thus neither
of the sequences (f(an))n∈N and (f(bn))n∈N are bounded, because f is a proper map.
We now choose a subsequence of (an, bn) for which the images of the points are sufficiently spread
out. To do so, we pick a base point y0 ∈ Y and set φ(0) = 0. The induction proceeds as follows: for
i ∈ N, let
p(i) =max{{d(y0, f(aφ(k))) ∣ k ≤ i} ∪ {d(y0, f(bφ(k))) ∣ k ≤ i}} + i + 1
and choose φ(i + 1) ≥ i + 1 so that f(aφ(i+1)) and f(bφ(i+1)) are both outside the bounded set
B(y0, p(i)). Thus we obtain a subsequence (aφ(n), bφ(n))n∈N with the property that for every k, i ∈ N,
f(bφ(k)) is distance at least i − 1 from f(aφ(i)).
Clearly N = ⋃∞i=0B(f(aφ(n)), n − 1) is a coarse neighbourhood of A = {f(aφ(n)) ∣ n ∈ N}.
We claim, however, that f−1(N) is not a coarse neighbourhood of f−1(A). Indeed, if U is the
uniformly bounded cover of X by balls of radius R, then st(f−1(A),U) contains all the bφ(n). On
the other hand, X ∖ f−1(N) also contains each bφ(n) by construction. Since the set {bφ(n) ∣ n ∈ N}
is unbounded, we have that st(f−1(A),U)∩(X ∖f−1(N))) is unbounded, so f−1(N) is not a coarse
neighbourhood of f−1(A). 
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