X → Θ X : φ → φ(X) = Θ X (φ) . In this way, F is naturally identified with the set of real valued continuous functions on S E (F ). Our proof relies on a study of the congruences on F and on a new Gelfand-Mazur type Theorem. As a first application, we deduce that the spectrum of the Connes-Consani Banach algebra of the Witt vectors of (F , E) coincides with S E (F ). We give many other applications. Then we study the case of the commutative cancellative perfect semi-rings (R, ⊕, +) and also give structure theorems in the Banach case. Lastly, we use these results to propose the foundations of a new scheme theory in the characteristic 1 setting. We introduce a topology of Zariski type on S E (F ) and the concept of valuation associated to a character φ ∈ S E (F ). Then we come to the notions of v−local semi-ring and of scheme. Contents 1. Introduction. 2 2. Definitions, first properties and the spectrum S E (F ). 5 2.1. Definition of a commutative Banach perfect semifield of characteristic 1. 5 2.2. Spectrum of a commutative perfect semi-field F of characteristic 1. 11 3. Congruences on (F , ⊕, +). 13 3.1. Algebraic properties of congruences and operations on quotient spaces. 14 3.2. Maximal Congruences. An analogue of Gelfand-Mazur's Theorem. 18 4. The Classification Theorem 5. Applications. 20 5. Determination of the closed congruences of (F , ⊕, +). 25 6. About commutative perfect cancellative semirings of characteristic 1. A semi-ring (R, ⊕, +) of characteristic 1 is a set R endowed with two commutative and associative laws satisfying the following conditions. The law ⊕ is idempotent (e.g. X ⊕ X = X, ∀X ∈ R) whereas the additive law + has a neutral element 0 and is distributive with respect to ⊕. The semi-ring R is said to be cancellative if X + Y = X + Z implies Y = Z. If for any n ∈ N * , X → nX is surjective from R onto itself, then (R, ⊕, +) is called a perfect semi-ring. If (R, +) is a group then (R, ⊕, +) is called a semi-field and we denote it by F rather than R.
Morally, the first law ⊕ is the new addition and the second law + is the new multiplication. But, being idempotent, ⊕ is very far from being cancellative.
The theory of semi-rings is well developed (see for instance [Go] , [Pa-Rh] ). It has important applications in various areas: tropical geometry ([Ak-Ba-Ga], [Br-It-Mi-Sh] ), computer science, tropical algebra ( [Iz-Ro] , [Le] ), mathematical physics ( [Li] ). In the references of these papers the reader will find many other interesting works in these areas.
Thanks to Connes-Consani, the semi-ring theory of characteristic 1 plays also a very interesting role in Number Theory: , , , . For instance they constructed an Arithmetic Site (for Q) which encodes the Riemann Zeta Function. They analyzed the contribution of the archimedean place of Q through the semi-field (R, max (, ), +), the multiplicative action of (R + * , ×) on R being an analogue of the Frobenius. In constructing Arithmetic sites of Connes-Consani type for other numbers fields K, Sagnier( [Sa] ) was naturally lead to more general semi-fields of characteristic 1. They are associated to some tropical geometry. For example, in the case K = Q[i], [Sa] introduced the set R c of compact convex (polygons) of C which are invariant under multiplication by i. Then he analyzed the contribution of the archimedean place of Q[i] through the semi-field of fractions of the cancellative perfect semi-ring:
(R c , ⊕ = conv (, ), +) .
Furthermore, , [Co] ) have developed a very interesting theory of Witt vectors in characteristic 1. Following [Co] one defines the analogue of a p−adic metric on a perfect semi-field F in the following rough way (see Section 2 for details). First recall the well-known partial order on F defined by: X ≤ Y if X ⊕ Y = Y . Next, it turns out that F carries a natural structure of Q−vector space. Assume then the existence of E ∈ F such that for any X ∈ F there exists t ∈ Q + such that −tE ≤ X ≤ tE (see Assumption 1). Denote by r(X) ∈ R + the infimum of all such t ∈ Q + and assume moreover that r(X) = 0 implies X = 0 (see Assumption 2). Then (X, Y ) → r(X − Y ) defines a distance on F ; we say that (F , ⊕, +) is a Banach semi-field if F is complete for this distance.
The norm r(X) satisfies also the following inequality of non-archidemean type:
∀X, Y ∈ F , r(X ⊕ Y ) ≤ max(r(X), r(Y )) .
Thus there is also an analogy between the concept of commutative perfect Banach semi-field of characteristic 1 and the one of perfect nonarchimedean Banach field. The latter has been investigated by deep works in the nonarchimedean world ( [Be] , [Ke] , [Ke-Li] ), Therefore, it seems relevant to try first to classify the commutative Banach perfect semifields (F , ⊕, +) of characteristic 1. To this aim, it is natural to associate to (F , ⊕, +) the set S E (F ) of the characters φ : (F , ⊕, +) → (R, max( ), +) such that φ(E) = 1. More precisely, φ satisfies the following:
∀X, Y ∈ F , φ(X + Y ) = φ(X) + φ(Y ), φ(X ⊕ Y ) = max(φ(X), φ(Y )) .
We endow S E (F ) with a natural topology T making it a compact space, we may call it the spectrum of F . Then we construct (see Theorem 5 for details) an isometric isomorphism of Banach semi-fields of Gelfand-Naimark type:
X → Θ X : φ → φ(X) = Θ X (φ) . Thus X ∈ F is identified with the continuous function Θ X on the spectrum S E (F ). Now we describe briefly the content of this paper. In Section 2.1 we define the concept of commutative perfect semi-field (F , ⊕, +) of characteristic 1 and introduce some basic material. Actually we need to introduce on F the concept of F −norm which is more general than the one given by r(X − Y ). By definition a F −norm satisfies:
If (F , ) is complete then, guided by [Co] , we construct a continuous Frobenius action of (R + * , ×) on F and we obtain a natural real vector space structure on F . We also prove various Lemmas showing that r(X) has morally the properties of a spectral radius.
In Section 2.2 we introduce the set S E (F ) of the normalized characters and endow it with the weakest topology (called T ) rendering continuous all the maps φ → φ(X), X ∈ F . In Theorem 4 we prove that (S E (F ), T ) is a compact topological space.
In Section 3 we define and study algebraically the notion of congruence for (F , ⊕, +). A congruence ∼ is the analogue in characteristic 1 of the concept of ideal in classical Ring theory. The quotient map π : F → F / ∼ defines a homomorphism of semi-fields of characteristic 1. If ∼ is closed then the norm r(X − Y ) induces a F −norm on the quotient F / ∼ which is stronger than the norm r ∼ (π(X) − π(Y )) associated to π(E). When F is complete for r(X − Y ), it does not seem possible to see (directly) that F / ∼ is complete for the norm r ∼ (π(X) − π(Y )). This is why we introduced the concept of F −norm which, in some sense, is stable by passage to the quotient.
Maximal congruences ∼ are shown to be closed, and a Gelfand-Mazur type theorem is proved for such ones (see Theorem 3):
(F / ∼, ⊕, +) ≃ (R, max( , ), +) .
The proof uses a suitable spectral theory for the elements of F , obtained from the partial order of (F , ⊕, +). Notice that, in this setting, there is no available theory of holomorphic functions. Then we show that for each X ∈ F there exists φ ∈ S E (F ), |φ(X)| = r(X). In particular the set S E (F ) is not empty.
In Section 4 we state and prove our classification result Theorem 5. We also prove that if F is complete for a F −norm then the map Θ of (1) is only an injective continuous homomorphism with dense range.
As a first application, we consider the real Banach algebra of Witt vectors W (F , E) that Connes-Consani ( , [Co] ) constructed functorially with respect to (F , E). The authors observed that its norm is not C * . Nevertheless, they pointed out that the spectrum of W (F , E) should contain some interesting information for (F , ⊕, +). By applying first our Theorem 5 and then [Co] [Prop.6.13], we prove that the spectrum of W (F , E) ⊗ C coincides with S E (F ), see Theorem 6. Actually the Connes-Consani's construction of Witt vectors is done in a slightly broader context. It would be interesting to explore the connexion between our approach and [Co] , we shall try to bring a contribution to this in a separate paper.
We give several other applications of Theorem 5. Geometric characterization of the elements of F which are ≥ 0, regular, absorbing. Determination of the characters of (C 0 (K, R), max(, ), +), K being a compact space. Determination of the characters of the semi-ring C of the convex compact subsets of R n which contain the origin 0. More precisely consider a map φ : C → R such that:
where conv (A ∪ B) denotes the convex hull. Then we show the existence of ψ ∈ (R n ) * such that ∀A ∈ C, φ(A) = max v∈A ψ(v). In other words, the spectrum S E (C) of the semi-ring (C, ⊕ = conv(· ∪ ·), +) is an euclidean sphere of (R n ) * .
In Section 5 we determine the closed congruences of (F , ⊕, +) by using Theorem 5, its proof and Urysohn. Via Theorem 5, they correspond bijectively to the closed subsets of S E (F ): see Theorem 8.
In Section 6 we consider a commutative cancellative perfect semi-ring of characteristic 1 (R, ⊕, +), see Definition 11. We apply the tools constructed in the previous sections to the study of R.
We first establish a nice one to one correspondence between cancellative congruences on R and congruences on its semi-field of fractions F . Then, following again [Co] , we make Assumptions 3 and 4 which allow to define the distance r(X − Y ). Denote by S E (R) the (compact) set of normalized characters of R. We prove that the map:
X → j X : φ → φ(X) = j X (φ) defines an injective homomorphism of semi-rings. See Theorem 9.
Next we assume that R is Banach (i.e complete for the distance r(X − Y )) and consider a maximal cancellative congruence ∼ on R. We then prove a Gelfand-Mazur type Theorem (see Theorem 10). Precisely, if all the elements of the quotient R/ ∼ are ≥ 0 then one has:
otherwise one has R/ ∼ ≃ R. Lastly, in the special case R = {X ∈ F / 0 ≤ X}, we show that F is Banach and that the range of the map (2) is exactly C 0 (S E (R), R + ). See Theorem 11.
In Section 7, we have algebraic goals in mind and use our previous results to propose the foundations of a new scheme theory in characteristic 1. Notice that several interesting scheme theories, different from ours, already exist in the tropical setting: [Iz-Ro] , [Lo] , [To-Va] . We consider a cancellative commutative semi-ring (R, ⊕, +), with semi-field of fractions F , satisfying conditions stated in Assumption 6.
Our goal is to construct algebraic tools allowing to decide whether an element of F belongs or not to R. We would like also to detect sub semi-rings of R which have some arithmetic flavor. A basic example is provided by the semi-ring R c ([0, 1]) of the piecewise affine convex functions on [0, 1] and its semi-field of fractions F c ([0, 1] ). An example of sub semi-ring of R c ([0, 1]) having an arithmetic flavor is given by the set of functions x → max 1≤j≤n (a j x+b j ) where the a j , b j belong to a sub field K of R.
Our previous results enable us to define a topology Z on S E (F ) and prove that it satisfies properties of Zariski type. (See [Le] for a similar Zariski topology but on a different set). Then, motivated by the case of the semi-ring of piecewise affine functions on [0, 1], we define for each φ ∈ S E (R) = S E (F ) the concept of valuation V φ : φ −1 {0} ∩ R → R + . This map is additive and satisfies max(
Next, guided by an analogy with classical algebraic geometry, we define the concepts of v−local semi-ring (R, φ, V φ ) and of localization along (φ, V φ ).
Then we introduce the notion of localization data on S E (F ), which enables us to globalize these constructions in the framework of sheaf theory. Their existence is an hypothesis, it allows to define a structural sheaf O on S E (F ), this leads to the concept of affine scheme (S E (F ), O) in characteristic 1. More generally we define the notion of v−locally semi-ringed spaces (S, O); it is a scheme if in addition it is locally isomorphic to an open subset of an affine scheme. A natural example is provided by R/Z and the piecewise affine functions.
V. Kala kindly pointed out to us the references [Ka] [Thm.4.1] and [Bu-Ca-Mu] [Thm.5.1]. There, the authors have proved interesting structure theorems for finitely generated semifields which admit an order-unit but do not satisfy necessarily our Assumption 2. Of course a perfect semi-field is far from being finitely generated. Nevertheless, e-mail exchanges with V. Kala suggest that the comparison of the methods of this paper with the ones of [Ka] and [Bu-Ca-Mu] should lead to something interesting.
Acknowledgement. The author thanks S. Simon and G. Skandalis for interesting conversations and Etienne Blanchard for helpful comments. Part of this work was done while the author was visiting the University of Savoie-Mont Blanc, he would like to thank P Briand for the kind hospitality. Finally, the memory of Tilby has been a great motivation to achieve this work.
2. Definitions, first properties and the spectrum S E (F ).
2.1. Definition of a commutative Banach perfect semifield of characteristic 1.
We first define precisely the class of semi-fields we shall be interested in. Definition 1. A commutative perfect semifield of characteristic 1 is a triple (F , ⊕, +) where F is a set endowed with two laws ⊕, + such that the following conditions are satisfied: 1] (F , ⊕) is a commutative and associative monoid such that ∀X ∈ F , X ⊕ X = X. 2] (F , +) is an abelian group (with identity element 0) such that
3] For any n ∈ N * , θ n : X → nX is a (set theoretic) surjective map from F onto F , where nX = X + . . . + X, n times. Remark 1. Usually, one adds to F a (ghost) element denoted −∞ and require that for all X ∈ F , −∞ ⊕ X = X and −∞ + X = −∞. But, since this element will play no role for our goal, we shall forget it. Therefore, ⊕ has no identity element in our framework.
By a straightforward and well known computation, the conditions of Definition 1, imply:
Given the cancellative property of the group law + and Definition 1.3], one has the following fundamental result.
. Let (F , ⊕, +) be as in the previous Definition. Then: 1] For any n ∈ N * , the map θ n : X → nX is injective (and thus bijective) and induces an isomorphism of (F , ⊕, +). 2] For any n ∈ N * , the map θ −n : X → (−n)X = −(nX) is bijective from F onto F and induces an isomorphism of the additive group (F , +).
It is worth to outline that the injectivity of θ n is a fundamental fact which uses a subtle interplay between ⊕, + and the cancellativity property of +. Moreover, the following property is also non trivial.
The starting idea of the proof is to observe that (3) implies the following:
Notice of course that −(X ⊕ Y ) is not equal to −X ⊕ −Y . Indeed, see Lemma 2.4].
The next Lemma explains how the conditions of Definition 1 allow to endow F with a natural structure of Q−vector space.
defines an action of Q + * on (F , ⊕, +) satisfying:
2] Denote by θ 0 the (zero) map sending X ∈ F to 0 ∈ F and, for all (t, X) ∈ Q + * × F set:
Then the maps θ 0 and θ t , t ∈ Q endow (F , +) with a structure of Q−vector space.
Proof. 1] This is proved in [Co][Prop. 4.5] . 2] Given part 1], it suffices to check the following for all t, t ′ ∈ Q such that 0 ≤ t ≤ t ′ :
The second equality of (4) follows from the first by using the inverse for +. The equality
But this is true thanks to part 1].
It is time now to simplify the notation.
Definition 2. Let t ∈ Q and X ∈ F . In the sequel, we shall set tX = θ t (X). But one should keep in mind that for t ∈ Q + * , X → tX defines the analogue of the Frobenius action in characteristic p (see [Co] [Prop.4.5]).
We now recall the definition of the canonical partial order of (F , ⊕, +).
Definition 3. Any semifield F as in Definition 1 is endowed with the partial order ≤ defined by:
The set of positive (≥ 0) elements, {X ∈ F / 0 ⊕ X = X}, defines a perfect semiring which is cancellative.
Next, we give two explicit examples of such (F , ⊕, +).
Example 1. The two most elementary examples of perfect semifields (as in Definition 1) are given by (Q, max (, ), +) and (R, max (, ), +). The partial order is here of course the usual one.
Example 2. Endow the set F paf of piecewise affine functions [0, 1] → R with the law defined by
Denote by + the usual addition of functions: X + Y . Then (F paf , max (, ), +) is a commutative perfect semifield of characteristic 1. Moreover, with the notations of Definition 9,
In the next Lemma we collect a few properties of this partial order ≤.
Lemma 2. Let X, Y, Z ∈ F and t ∈ Q + * . Then the followings are true: 1] If X ≤ Y then one has:
Remark 2. The mental picture to have in mind is that X ⊕ Y is the max of X and Y , whereas −(−X ⊕ −Y ) is the minimum. Moreover, Part 3] shows that any X ∈ F admits a canonical decomposition as the sum of its positive (≥ 0) part and negative (≤ 0) part. 3] Using the distributivity of +, one sees that the identity to be proved is equivalent to:
Since the right hand side of the second equality is clearly zero, the result is proved. 4] can be proved similarly and is left to the reader.
The following Assumption requires the existence of an element E which allows, in some sense, to absorb any other element of F . Assumption 1. There exists E ∈ F such that ∀X ∈ F ,
Denote by r(X) ∈ R + the infimum of all such t ∈ Q + .
The next Lemma shows that such an E has to be ≥ 0 and that
Lemma 3. Suppose that the previous Assumption is satisfied. Then the following are true. 1] Let X ∈ F such that 0 ≤ X. Then:
2] One has necessarily:
Proof. 1] Observe that 0 ≤ (t ′ − t)X by Lemma 2.1]. Then, one has:
This proves the result.
2] Write
By Lemma 2.3], one has E = E + − E − . By Assumption 1 (and part 1]) there exists t ∈ Q + such that E + + E − ≤ tE + − tE − ≤ (t + 2)E + − tE − . This implies that:
Using Lemma 2.1], one obtains:
This proves the result. Lastly, 3] and 4] are easy consequences of Lemma 2 and are left to the reader.
Assumption 2. For any X ∈ F , r(X) = 0 if and only if X = 0.
Until the end of Section 5 we shall suppose that (F , ⊕, +) is a semi-field ( = {0}) as in Definition 1 which satisfies the two Assumptions 1 and 2.
Lemma 3 shows that (X, Y ) → r(X − Y ) defines a distance on F . As pointed out in [Co] [Sect.6], this distance is an analogue, in the characteristic 1 setting, of a p−adic distance. The following Lemma allows to conclude that, finally, all the algebraic operations of F are continuous for this distance. It also proves an inequality of ultra-metric (or non archimedean) type for the first law ⊕.
Then, by Lemma 2.1] we can write:
Similarly we obtain: We shall need to consider also a distance (X, Y ) → X − Y which is a bit more general than the one defined by r(X − Y ).
Definition 4. We shall call F-norm on F , a map : F → R + satisfying the following properties for valid all
Assumption 2 and the inequality r(X) ≤ X show that: X = 0 ⇒ X = 0. Notice also that by Lemmas 3 and 4, X → r(X) defines a F −norm in the sense of Definition 4.
Definition 5. Let F be a perfect semi-field as in Definition 1 endowed with a F-norm in the sense of Definition 4. One says that F is complete if it is complete for the
In Proposition 3 we shall see that the class of semi-fields which are complete for a F −norm is stable by passing to the quotient by a closed congruence. A priori, it does not seem possible to prove directly a similar result for the class of Banach semi-fields. Nevertheless, see Section 5. Now, let us give an explicit example of a F −norm which is not equal to X → r(X).
Example 3. Denote by F 0 the set of all the Lipschitz functions X : [0, 1] → R such that X(0) = 0. Then (F 0 , max(, ), +) is a semi-field satisfying Assumptions 1 and 2 with E(t) = t. One obtains a F −norm on F 0 by setting
One has r(X) = sup
Then an easy computation shows that r(X 0 ) < X 0 . Actually, (F 0 , ) is complete, whereas the completion of F 0 for X → r(X) is the real vector space of all the continuous functions on the Stone-Cech compactification of ]0, 1].
The next Lemma shows that the completeness hypothesis allows to extend continuously the action of Q * on F to one of R * .
Lemma 5. Let F be a semi-field which is complete for a F-norm . 1] The maps θ r , r ∈ Q + * of Lemma 1 extend by continuity to an action θ t , t ∈ R + * on (F , ⊕, +). For each (t, X) ∈ R + * × F , set tX = θ t (X) and (−t)X = −θ −t (X). Then, endowed with this action and with θ 0 , (F , +) becomes a R−vector space. 2] For any (t, X) ∈ R × F , one has tX = |t| X . 3] For any (t, X, Y ) ∈ R + × F × F :
Proof. 1] Let t ∈ R + * and X ∈ F . Consider two sequence of rational numbers (r n ), (r 
It is then clear that (r n X) and (r ′ n X) define two Cauchy sequences in F which converge in F to the same limit; we denote it tX. Now, using Lemma 1.1] and Definition 4.2] (which states the continuity of ⊕), one obtains for any X, Y ∈ F :
This shows that X → tX defines an automorphism of (F , ⊕, +).
Next proceeding as in the proof of Lemma 1.2], one demonstrates that (F , +) becomes endowed with a structure of R−vector space. The result is proved.
Lastly, 2], 3] and 4] are easy consequences of Lemmas 3 and 4, and are left to the reader.
The Lemmas 3 and 5 show that X → X defines a norm, in the usual sense, on F ( = {0}), giving it the structure of a real Banach vector space. Let us give a concrete example.
Example 4. Let K be a compact topological space. Then (C 0 (K; R), max(; ), +, ) defines a commutative Banach perfect semi-field, with E being the constant function 1 equal to 1. Here the F-norm is given by r(X) = sup t∈K |X(t)|, for any X ∈ C 0 (K; R).
The next Lemma suggests that we have a sort of spectral theory for the elements X of F where r(X) plays the role of a spectral radius satisfying r(X) ≤ X . A complete semi-field (F , ⊕, +), for a F −norm, is somewhat analogous to a commutative Banach algebra, whereas a Banach semi-field is analogous to a commutative C * −algebra.
Lemma 6. Let F be a complete semi-field for a F −norm. Then the following are true:
Proof. 1] Recall that 0 ≤ E so that, by Lemma 5.3], 0 ≤ t ′ E for any t ′ ∈ R + . Since 1.E = E, one has r(E) ≤ 1. Assume, by contradiction, that r(E) < 1. Then there exists t ∈]0, 1[ such that t · E ⊕ E = t · E. But, by distributivity of +:
Thus tE = E why implies that (1 − t)E = 0. Since F is not zero, Assumptions 1 and 2 show that E cannot be zero. Therefore one gets a contradiction. This proves that r(E) = 1.
2] is a direct consequence of the continuity of the scalar map t → tE, of the Definition of r(X) and of Definition 4.2] which states the continuity of ⊕.
3] By lemma 2.1], the inequality X ≤ r(X)E implies (given that 0 ≤ E):
Therefore, r(0 ⊕ X) ≤ r(X) and similarly, by Lemma 3.3], r(0 ⊕ −X) ≤ r(−X) = r(X). Now let us prove the reverse inequality. By Lemma 2.3]:
Let us explain the content of the previous Lemma on a concrete example.
Example 5. We use the notations of Example 4. Let X ∈ C 0 (K, R). Then
Moreover, for any real ǫ ≥ 0,
The following definition of character is somewhat analogous to the concept of character of a commutative complex Banach algebra.
Definition 6. A character of F is a map φ : F → R, not identically zero, satisfying the following properties valid for any
The set of characters satisfying the normalization condition φ(E) = 1 is called the spectrum S E (F ) of F .
Remark 3. Using Assumption 1 and the fact that E ≥ 0, one observes that any character φ satisfies φ(E) > 0. Then, morally a character is a geometric point of "Spec F ". The Frobenius action on the set of characters φ is given by (λ · φ)(X) = λ φ(X), λ ∈ R + * . An element of S E (F ) defines morally a closed point: an orbit of geometric points under the action of R + * .
Let us give an explicit example of a character.
Example 6. With the notations of Example 4. Every point
Here are several elementary properties of the normalized characters.
Lemma 7. Let F be a semi-field as in Definition 1. Consider φ ∈ S E (F ) and
Next, by definition of r(X), there exists a sequence of rational numbers (r n ) such that lim n→+∞ r n = r(X) and:
From Definition 6.2], one obtains φ(r n E) = r n φ(E) = r n and similarly, φ(−r n E) = −r n . Then, we deduce from all of this that ∀n ∈ N, −r n ≤ φ(X) ≤ r n . By letting n → +∞, one obtains the desired result.
Then it is well known that for any real t, ψ(t) = tψ(1), in other words: tφ(X + ) = φ(tX + ) and similarly tφ(X − ) = φ(tX − ). Since φ(−Z) = −φ(Z) for any Z ∈ F , one then obtains easily that ∀t ∈ R, φ(tX) = t φ(X). Now, motivated by the theory of commutative complex Banach algebras ( [Ru] ), we introduce the following topology T on S E (F ).
Definition 7. Let F be as in Definition 1. We denote by T the weakest topology on S E (F ) rendering continuous all the maps φ → φ(X) where X runs over F . Let φ 0 ∈ S E (F ), then a system of fundamental open neighborhoods of φ 0 for T is given by the open subsets:
where ǫ > 0 and the X 1 , . . . , X n run over F .
The next result is analogous to the compacity of the set of characters of a commutative Banach algebra ( [Ru] ). Theorem 1. S E (F ) is a compact topological space for the previous topology T .
Proof. Consider the following product (or functions space):
We endow it with the product topology associated to the compact intervals [−r(X), r(X)]. By Tychonoff's theorem, F is compact. The open subsets of this product topology are given by the subsets:
where the X j (1 ≤ j ≤ n) run over F and each I j is an open subset of [−r(X j ), r(X j )].
Lemma 7.1] shows that S E (F ) is naturally included in F. Then, we need two intermediate lemmas.
Lemma 8. The product topology of F induces the topology T of S E (F ).
Proof. With the notations of Definition 7, V φ 0 (ǫ, X 1 , . . . , X n ) is nothing but the intersection of S E (F ) (viewed as a subset of F) with the subset Lemma 9. S E (F ) is closed in the compact space F.
Proof. Let ψ ∈ S E (F ) and X, Y ∈ F . For any φ ∈ S E (F ) one can write the following inequalities:
Notice that (7) is a consequence of the following inequality.
Since ψ ∈ S E (F ), for any ǫ > 0, one can find φ ∈ S E (F ) such that the right hand sides of (5), (6) and (7) are all lower than ǫ. This shows that ψ ∈ S E (F ). Thus the Lemma is proved.
Notice that we did not assume F to be complete in the previous Theorem. This observation will be used in Sections 6 and 7 for algebraic goals.
Remark 4. We shall prove later that S E (F ) is not empty; this is not obvious. Besides, it will be clear in Section 4 that if F is not separable then the topological space (S E (F ), T ) is not metrizable.
Algebraic properties of congruences and operations on quotient spaces.
We shall use the notion of congruence ( [Iz-Ro] , [Le] , [Pa-Rh] ) as the analogue of the notion of ideal in the theory of complex Banach algebras. Of course, F will denote a semi-field as in Definition 1.
Definition 8. A congruence ∼ on F is an equivalence relation on F satisfying the following conditions valid for all X, Y, Z ∈ F :
We shall denote by π : F → F / ∼ the natural projection onto the set of equivalence classes. The trivial congruence is the one such that for all X, Y ∈ F , X∼Y .
The next Lemma allows to understand better this concept, its part 3] reveals a key absorption phenomenon.
Lemma 10. 1] Let ∼ be a congruence on F , then the class of 0, denoted π(0), is a sub semi-field of (F , ⊕, +) such that the following two properties hold:
2] Conversely, let H be a sub semi-field of (F , ⊕, +) satisfying (8) with π(0) replaced by H. Then one defines a congruence on F by setting:
In the same way one obtains that (π(0), +) is an additive sub group of F . Next, by the very definition of a congruence:
We leave the rest of the proof to the reader. 2] is easy and also left to the reader. Let us prove 3]. Consider A, B, C as in the statement of 3]. By hypothesis one has A⊕B = B and C ⊕B = C. Then, by definition of a congruence one has:
Now, since C ⊕ B = C ∼ 0, (10) implies that 0 ∼ 0 ⊕ B. But, by (9), 0 ⊕ B ∼ B. By the transitivity of ∼, one obtains B ∼ 0, which proves the result.
The following lemma describes the simplest example, but it is already instructive.
Lemma 11. Let ∼ be a congruence on (R, max(, ), +). Then either X ∼ Y for all X, Y ∈ R or, one has:
Proof. Assume that there exist two distinct reals X, Y such X ∼ Y . By Lemma 10.1], this means that π(0) is a non trivial subgroup of R, so it contains a positive real X > 0. By definition of a congruence, for any n ∈ N, −nX ∼ 0 and nX ∼ 0. But by Lemma 10.3] we obtain that [−nX, nX] ⊂ π(0). Therefore ∼ is the trivial congruence, which proves the result.
Here is a more elaborate example.
Example 7. With the notations of Example 4, consider a compact subset
Lemma 12. Assume that F is complete for a F −norm (see Definition 5) and let ∼ be a congruence on F . View ∼ as a subset of F × F and denote by ∼ its closure in F × F . Then ∼ defines also a congruence on F , and
where π(0) denotes the closure of π(0). Therefore, ∼ is closed if and only if π(0) is a closed subset of F .
Proof. By definition, X ∼ Y if and only one can find two sequences (X n ) n∈N , (Y n ) n∈N of points of F such that:
We then conclude that X ∼ Y if and only X − Y belongs to π(0). Since (π(0), +) is a subgroup of (F , +), it becomes then clear that ∼ is an equivalence relation.
By definition of a congruence, one has −X n ∼ −Y n , X n ⊕ Z ∼ Y n ⊕ Z and X n + Z ∼ Y n + Z for each n ≥ 0. By taking the limits and using Definition 4.2], one gets
The Lemma is proved.
By considering the structure of semi-field induced on the set of equivalence classes F / ∼ by the one of F , one gets a better understanding of the congruence ∼.
Proposition 2. Let ∼ be a congruence on F . 1] The laws ⊕, + of F induce two laws (denoted by the same symbols) on F / ∼ which gives it a natural structure of perfect semi-field in the sense of Definition 1. Moreover, the projection π : F → F / ∼ is a homomorphism of semi-fields. 2] For any (t, X, Y ) ∈ Q × F × F one has:
Proof. 1] is easy and left to the reader.
2] Since (F / ∼, ⊕, +) satisfies the conditions of Definition 1, we can apply to it Lemma 1, which gives immediately the desired result.
We then obtain:
Therefore, X ≤ (Y + H) which proves the first implication ⇒. The converse is trivial. Now let us examine the quotient semi-field F / ∼ when F is complete and ∼ is closed.
Proposition 3. Assume that F is a complete semi-field for a F −norm and let ∼ be a closed congruence on F (i.e it induces a closed subset of F × F ). Then: 1] The semi-field F / ∼ satisfies Assumptions 1 and 2 with π(E) in place of E. Denote by r ∼ (π(X)) (instead of r(π(X)) the corresponding real number associated to π(X) ∈ F / ∼ . 2] The class π(0) defines a closed real sub-vector space of F and for any (t, X, Y ) ∈ R×F ×F one has:
X ∼ Y ⇒ tX ∼ tY . In any words, the projection π : F → F / ∼ = F /π(0) defines a R−linear map between two R−vector spaces. 3] For any X ∈ F , one has:
and the real vector space F / ∼ is complete for the above norm
In other words, 1 defines a F −norm on F / ∼ . Proof. 1] Consider an element of F / ∼, it is of the form π(X) for a suitable X ∈ F . By Assumption 1 for F , there exists t ∈ Q + such that −tE ≤ X ≤ tE. This implies:
Therefore, (F / ∼, π(E)) satisfies Assumption 1. Assume now that r(π(X)) = 0. By Lemma 3.1] this means that:
This implies, by taking t = 1/n, that for any n ∈ N * , there exist H n , H ′ n ∈ π(0) such that:
Letting n → +∞ and using Definition 4.2], one obtains:
But by Lemma 12, π(0) is closed. We then deduce that 0 ⊕ X ∼ X, X ⊕ 0 ∼ 0. This implies that π(X) = 0 and F / ∼ satisfies the Assumption 2.
2] By Lemma 5.1] and by hypothesis, F is a real vector space which is complete for . By the previous Proposition, π(0) is a Q−sub vector space of F . Since π(0) is closed, it is also a real sub vector space. Then, using Lemma 10.1], one obtains easily the desired result.
3] One checks easily that for all X ∈ F :
Z∈π (0) r(X + Z) .
But, by Definition 4.1], r(X + Z) ≤ X + Z , so that the required inequality follows immediately. Lastly, the fact that (F / ∼, 1 ) is complete is an easy consequence of the completeness of (F , ).
Consider also H ∈ π(0). By Definition 4.2] one has:
Therefore:
Since this inequality holds for all X, Y satisfying π(X) = X 1 , π(Y ) = Y 1 , we deduce:
One checks easily that the right hand side is ≤ max(
The result is proved. Proposition 3.3] suggests that it is not clear at all whether, or not, F / ∼ is complete for the norm r ∼ (X 1 ). This is precisely the reason why we introduced the concept of F −norm in Definition 4. Let us explain the content of this on a concrete example.
Example 8. We use the notations of Examples 4 and 7. So F = C 0 (K, R) is a Banach semi-field for the norm r(X) = max t∈K |X(t)|. Consider the congruence
is exactly the set of continuous functions which vanish on K 1 . Since a compact space is normal, Urysohn's extension Theorem [Sc] [Page 347] implies the following natural identification:
where the class π(X) of the function X is identified with X |K 1 . Now, the inequality of Proposition 3.3] means that:
Actually, Urysohn's theorem implies that this inequality is in fact an equality. We shall come back to this in Section 5.
Maximal
Congruences. An analogue of Gelfand-Mazur's Theorem.
In the rest of this Section we fix a complete semi-field F for a F −norm as in Definition 5.
We recall below the natural partial order between congruences of F . It is analogous to the inclusion between ideals in a ring A, the trivial congruence of F has only one class and is the analogue of A.
Definition 9. One defines a partial order ≤ on the set of congruences of F in the following way. One says that ∼ 1 ≤ ∼ 2 if:
Denote by π j (0) the class of the congruence ∼ j , j = 1, 2. Then ∼ 1 ≤ ∼ 2 if and only if π 1 (0) ⊂ π 2 (0). Next, one says that a congruence ∼ is maximal if ∼ is not trivial and if ∼ ≤ ∼ implies either that ∼= ∼ or, that ∼ is the trivial congruence.
The following Theorem is the analogue of the fact that in a commutative complex Banach algebra, any ideal is included in a maximal ideal and that any maximal ideal is closed.
Theorem 2. 1] Let ∼ 1 be a non trivial congruence of F . Then there exists a maximal congruence ∼ 2 on F such that ∼ 1 ≤ ∼ 2 . 2] Each maximal congruence ∼ on F is closed, i.e. it defines a closed subset of F × F .
Proof. 1] Denote by Λ the set of non trivial congruences ∼ of F such that ∼ 1 ≤∼. Consider a chain C ⊂ Λ, this means that C is totally ordered for the order ≤. One then defines a congruence ∼ u on F by saying that X ∼ u Y if there exists ∼∈ C such that X ∼ Y . Clearly, ∼ u is an upper bound for C in Λ. Then, by Zorn Lemma, Λ admits a maximal element. This proves the result. 2] Suppose, by the contrary, that ∼ is not closed. The hypothesis that ∼ is maximal and Lemma 12 imply that ∼ is the trivial congruence so that in particular 0 ∼ E. This means that E belongs to the closure of π(0), the class of 0 for ∼.
is a Q−sub vector space of F , we obtain that ∀t ∈ Q, tE ∼ 0. By Assumption 1 and Lemma 10.3], we conclude that for all X ∈ F , X ∼ 0. This is a contradiction. The Theorem is proved.
The following Theorem is analogous to the one of Gelfand-Mazur stating that a complex Banach algebra which is a field is isomorphic to C.
Theorem 3. Let ∼ be a maximal congruence on F . Then F / ∼ = {tπ(E)/ t ∈ R}, and the map tπ(E) → t defines an isomorphism of semi-fields from (F , ⊕, +) onto (R, max(, ), +).
Proof. To simplify the notations set E 1 = π(E) and denote a general element of F / ∼ by X 1 (i.e. with the subscript 1). Suppose, by the contrary, that there exists X ∈ F such that X 1 = π(X) does not belong to RE 1 . By the previous Theorem ∼ is closed, so that Proposition 3.4] allows to apply Lemma 6.3] to F / ∼. Then, at the expense of replacing X 1 by −X 1 , we can assume that r ∼ (X 1 ) is the smallest real t such that X 1 ≤ tE 1 . In order to simplify the notation, set:
Using Proposition 3.4] and Lemma 5, one checks easily that H 1 is a real sub vector space of F / ∼. We are going to show that the relation ∼ 1 , defined by
induces a non trivial congruence on F / ∼ by following Lemma 10.2]. Consider H 1 , H 2 ∈ H 1 satisfying the inequalities of (11) with respectively λ 1 , λ 2 ≥ 0. Then, using Lemma 2 it is easily seen that:
By Lemma 10.2], the next Lemma will imply that the relation ∼ 1 (associated above to H 1 ), defines a congruence on F / ∼.
Lemma 13. Consider A 1 , B 1 ∈ F / ∼ and H 1 ∈ H 1 as in (11). Then there exists H 2 ∈ H 1 such that
Proof. Using the inequality 0 ≤ Ξ 1 and the fact that H 1 ∈ H 1 , we obtain:
Using the commutativity (and associativity) of ⊕ and the definition of ≤, we then deduce:
But this means precisely that:
Similarly, we can prove that:
. Therefore, we obtain:
The Lemma is proved. Now we check that ∼ 1 is not trivial. Suppose, by the contrary, that E 1 ∈ H 1 , then:
This implies that λ 1 X 1 ≤ (λ 1 r ∼ (X 1 ) − 1)E 1 . Therefore, by Lemma 5 one obtains:
But this inequality contradicts the definition of r ∼ (X 1 ) (see Proposition 3.1]). Therefore, ∼ 1 is indeed not trivial, so the set of equivalence classes of ∼ 1 in F / ∼ defines a (non trivial) semi-field S 1 . Denote by Π 1 : (F / ∼) → S 1 the associated projection. Consider then the (surjective) homomorphism of semi-fields
By hypothesis Ξ 1 is not zero and by construction Π 1 (Ξ 1 ) = 0. This means that r ∼ (π(X))E − X does not belong to the class of 0 for ∼ but belongs to the class of 0 for ∼.
We then conclude easily that ∼≤ ∼, and that ∼ is different both from ∼ and the trivial congruence. This contradicts the maximality of ∼. Therefore, we have proved that:
This λ is unique because, ∼ being non trivial, F / ∼ is a non trivial real vector space. Now thanks to Proposition 3.4] we can apply Lemma 5.4] to F / ∼. Then we obtain that for any t, t ′ ∈ R, tE 1 ⊕ t ′ E 1 = max(t, t ′ ) E 1 . Therefore, we can conclude that the map λE 1 → λ defines an isomorphism of semi-fields of characteristic 1 between (F / ∼ , ⊕, +) and (R, max(, ), +). The Theorem is proved.
The next Theorem shows that for any X ∈ F one can find a φ ∈ S E (F ) such that |φ(X)| takes the maximal value permitted by Lemma 7.1].
Theorem 4. Let X ∈ F \ {0}. Then there exists φ ∈ S E (F ) such that |φ(X)| = r(X).
Proof. At the expense of replacing X by −X, we can assume that r(X) is the smallest real ≥ 0 such that X ≤ r(X)E. Consider the subset H of F defined by:
The arguments of the proof of the previous Theorem show that one defines a non trivial congruence ∼ 0 on F by saying that A ∼ 0 B if A−B ∈ H. By construction X ∼ 0 r(X)E. By Theorem 2, there exists a maximal congruence ∼ such that ∼ 0 ≤∼. Consider the projection π : F → F / ∼, since ∼ 0 ≤∼, one has π(X) = π(r(X)E). But ∼ is closed, so by Proposition 3.2]: π(X) = π(r(X)E) = r(X)π(E) . Consider next the isomorphism Ψ : (F / ∼, ⊕, +) → (R, max(, ), +) given by the previous Theorem, by construction Ψ(π(E)) = 1. Now, the previous results of this proof show that, by settting φ = Ψ • π : F → R , one defines a character of F such that φ(E) = 1 and φ(X) = r(X). The Theorem is proved.
4. The Classification Theorem 5. Applications.
In this Section we consider a Banach semi-field F : it is complete for the norm r(X) (cf Definition 5). The following classification result is an analogue of the Gelfand-Naimark Theorem which classifies the complex commutative C * −algebras.
Theorem 5. Let (F , ⊕, +) be a commutative perfect Banach semi-field of characteristic 1.
defines an isometric isomorphism of Banach semi-fields:
Moreover, Θ E is the constant function 1: φ → 1.
Proof. By the very definition of the topology of S E (F ) (see Definition 7), for each X ∈ F , Θ X is continuous on S E (F ). Moreover, Lemma 7.2] shows that Θ is R−linear. The Definition 6 also shows that for each φ ∈ S E (F ):
, and Θ E (φ) = 1 .
Next, Lemma 7.1] and Theorem 4 imply that:
So we deduce that Θ defines an injective homomorphim of semi-fields which is isometric with respect to the norms. Since F is a Banach vector space for the norm r(X), we then conclude that Θ(F ) is a closed sub vector space of C 0 (S E (F ), R) endowed with the supremum norm. We are going to apply the Lemma 1 of [Sc] [Page 376] in order to show that
Therefore, if f, g ∈ Θ(F ) then min(f, g) and max(f, g) also belong to Θ(F ). Then we distinguish two cases. First case: S E (F ) is reduced to a point. Then C 0 (S E (F ), R) is a real line and Θ is clearly an isomorphism. Second case: S E (F ) is not reduced to a point. Consider then any two different points φ 1 and φ 2 of S E (F ) and also two reals α, β. Since φ 1 and φ 2 are not equal, we can find Z ∈ F such that a 1 = φ 1 (Z) = φ 2 (Z) = a 2 . Set:
An easy computation shows that:
Then, Lemma 1 of [Sc] [Page 376] shows that Θ(F ) is dense in C 0 (S E (F ), R). The Theorem is proved.
Let us briefly examine the case where F is not Banach but only complete for an F −norm (cf Definition 4).
Proposition 4. Assume that F is complete for a F −norm. Then the analogue of the map Θ of Theorem 5 is (only) an injective continuous homomorphism of semi-fields with dense range.
Proof. The proof of Theorem 5 extends here verbatim except at the last stage. Indeed, since Θ is no more isometric when F is endowed with a F −norm, we can only conclude that the range of Θ is dense.
As a first application, we consider the real Banach algebra of Witt vectors W (F , E) that Connes-Consani ( , [Co] ) constructed and associated functorially to (F , E). The authors observed that the norm of W (F , E) is not C * ( [Co] ) and pointed out that its spectrum should contain some interesting information.
Theorem 6. The spectrum of W (F , E) ⊗ C coincides with S E (F ).
Proof. The idea is to first apply Theorem 5 and then [Co] [Prop.6.13]. Notice that ConnesConsani wrote the second law multiplicatively whereas we wrote it additively. So one needs to use the Logarithm to pass from their view point to ours. This said, one applies [Co] [Prop.6.13] with ρ(x) = e (i.e T (x) ∼ = 1). Using our Theorem 5 one then obtains an identification of W (F , E) with C 0 (S E (F ), R). The Connes-Consani norm on W (F , E) is not C * but it is equivalent to the usual C * supremum norm on C 0 (S E (F ), R). The Theorem follows then easily.
The next result refers to Example 4 of Section 2.1 and determines its spectrum. Corollary 1. Let K be a compact topological space. Then the spectrum S 1 (C 0 (K, R)) is naturally identified with K. In other words, for any φ ∈ S 1 (C 0 (K, R)) there exists a unique
Proof. Using Tietze-Urysohn's Theorem ( [Sc] [Page 345]), one checks easily that the topology of K coincides with the weakest topology of K making continuous all the elements of C 0 (K, R). Of course, any t ∈ K defines a normalized character of (C 0 (K, R), max(, ), +) by the formula φ t : X → X(t). Thus, K ⊂ S 1 (C 0 (K, R)) and the topology of S 1 (C 0 (K, R)) induces on K its original topology. So K is a compact subset of S 1 (C 0 (K, R)). Suppose, by the contrary, that there exists an element ϕ ∈ S 1 (C 0 (K, R)) which does not belong K. By Tietze-Urysohn, there exists F ∈ C 0 S 1 (C 0 (K, R)) , R such that ∀t ∈ K, F (φ t ) = 0 and F (ϕ) = 1. By Theorem 5, there exists X ∈ C 0 (K, R) such that Θ X = F :
Then, for any t ∈ K, we have X(t) = φ t (X) = Θ X (φ t ) = F (φ t ) = 0 . So X = 0, which implies Θ X = F = 0. But this contradicts the fact that F (ϕ) = 1. The Corollary is proved.
Using the Riesz representation Theorem and integration theory, one can prove the previous corollary along the same idea. We could also prove it by combining Theorem 6 and [Co] . But we believe it is interesting to see how it follows, in our context, from Theorem 5.
Here is a simple example where the topology of S E (F ) is not metrizable.
Example 9. Let F 0 be the Banach semi-field of continuous functions f :
Consider the continuous function E on [0, 1] defined by t → t = E(t). Then the previous Theorem applies to F 0 with S E (F 0 ) equal to the Stone-Cech compactification of ]0, 1].
We now state several consequences, some of them being motivated by some Banach nonarchimedean theory [Ke-Li] [Section 2.3].
Proposition 5. Let ∼ be a non trivial congruence of F . Then there exists φ ∈ S E (F ) such that:
Proof. This is an easy consequence from Theorems 2 and 3.
Definition 10. Let X be an element of F . 1] X is said to be regular if there does not exist any non trivial congruence ∼ for which 0 ∼ X. 2] X is said to be absorbing if for any Z ∈ F there exists n ∈ N such that: Z ≤ nX.
The next Proposition gives a characterization of some algebraic notions internal to F in terms of the normalized characters. Its proof uses Theorem 5 and is left to the reader.
Proposition 6. Let X ∈ F . Then the following are true. 1] 0 ≤ X if and only if ∀φ ∈ S E (F ), 0 ≤ φ(X). 2] X is regular if and only if ∀φ ∈ S E (F ), φ(X) = 0. 3] X is absorbing if and only if ∃ǫ > 0, ∀φ ∈ S E (F ), ǫ < φ(X). Now we apply Corollary 1 to the determination of the spectrum of an interesting geometric example, which is in fact at the origin of our interest for this topic.
Theorem 7. Let F be a finite dimensional real vector space and denote by C the set of all the compact convex subsets of F which contains 0. Denote by conv(A ∪ B) the convex hull of A ∪ B for A, B ∈ C. Consider a map φ : C → R such that:
where + denotes the Minkowski sum. Then there exists a linear form ψ ∈ F * such that
Recall that l A (ψ) is the value at ψ of the so called support function of A. Since 0 ∈ A, l A (ψ) is automatically ≥ 0.
Proof. We can assume that φ is not identically zero. Since every element B of C contains 0, one observes that φ({0}) = 0 and that:
Therefore, φ(B) ≥ 0. Fix an euclidean norm N on F with scalar product <, > and closed unit ball E. At the expense of replacing φ by λφ for a suitable λ > 0 we can assume that φ(E) = 1. Next, recall that l E (ψ) is the operator norm (associated to N) of the linear form ψ ∈ F * . Consider the sphere of F * :
Observe that (C, ⊕ = conv (∪), +) is a semi-ring and that for each A ∈ C we can find a smallest real t ≥ 0 such that A ≤ tE (i.e A ⊂ tE). Call it r(A), then r(A) = 0 iff A = {0}. Explicitly, r(A) is the greatest euclidean norm N(v) for v ∈ A.
Lemma 14. For any (λ, A) ∈ R + × C one has: φ(λA) = λφ(A) and φ(A) ≤ r(A).
Proof. Set ψ(λ) = φ(λA) for λ ∈ R + . One observes that ψ defines an additive non decreasing map from R + to R + . Therefore, for any λ ≥ 0, ψ(λ) = λψ(1). This proves the first equality. Next consider A ∈ C, clearly A ⊕ r(A)E = r(A)E. By applying φ one obtains:
But by the first part, φ(r(A)E) = r(A)φ(E) = r(A). This proves the Lemma.
Next denote by R the set of convex functions g on F * with values in [0, +∞[ such that g(λψ) = λg(ψ) for any (λ, ψ) ∈ R + × F * . Endow R with the following norm:
Proof. 1] is a well known consequence of Hahn-Banach. 2] The euclidean scalar product <, > of F , fixed above, allows to identify S E with the euclidean sphere S of F . Using these identifications, one finds that for any A ∈ C:
By Cauchy-Schwartz (and S = −S), l A appears now to be the greatest euclidean norm N(a) of the elements of A. But this is precisely r(A). The Lemma is proved.
Thus the character φ of C induces a character, still denoted φ, on R; with this identification one has φ(A) = φ(l A ) for A ∈ C. Notice, by definition, that the restriction of l E to the sphere S E is the constant function 1 and that φ(E) = φ(l E ) = 1. The two previous Lemmas then imply:
∀g ∈ R, |φ(g)| ≤ g . In the rest of this proof we identify, via the map g → g |S E , R with a sub semi-ring of C 0 (S E ; R). Since R is clearly cancellative, we can consider its semi-field of fractions (G 0 , max(, ), +). It has the structure of a real vector space and is given by:
Lemma 16. By setting φ(g 0 − g 1 ) = φ(g 0 ) − φ(g 1 ) for any g 0 , g 1 ∈ R, one defines in an intrinsic way a character still denoted φ, of (G 0 , max(, ), +), which is R−linear. It satisfies:
Proof. The (intrinsic) extension of φ as a R−linear character to G 0 is left to the reader. One has: ∀g ∈ G 0 , − g 1 ≤ g ≤ g 1 . Since under the previous identifications φ(1) = 1, one obtains (12) by applying the character φ to the previous inequality in G 0 .
Observe that the semi-field G 0 is not complete for the norm g = max ψ∈S E |g(ψ)|. Next, consider two different points ψ 1 , ψ 2 of S E and denote by u 1 the (unitary) vector of F such that
Then the arguments of the end of the proof of Theorem 5 allow to show that G 0 is dense in C 0 (S E , R). Then inequality (12) implies that φ can be extended to a character, still denoted φ, of (C 0 (S E , R), max(, ), +). By Corollary 1 there exists ψ ∈ S E such that for any g ∈ C 0 (S E , R), φ(g) = g(ψ). Going back to C we obtain, using the previous identifications:
Theorem 7 is proved.
Determination of the closed congruences of (F , ⊕, +).
In this Section we fix a Banach semi-field F (see Definition 5) and a closed congruence ∼ on F . Consider then the natural projection π : F → F / ∼ and set E 1 = π(E). Our goal is to provide a geometric description of ∼, but since we have only an inequality in Proposition 3.3], we have to be careful.
Recall that S E 1 (F / ∼) denotes the set of characters of (F / ∼, ⊕, +) satisfying φ(E 1 ) = 1. By Theorem 1, S E 1 (F / ∼) is compact for the topology T , the weakest one making continuous all the maps φ → φ(X 1 ) where X 1 runs over F / ∼. The next Proposition identifies S E 1 (F / ∼) with a compact subset of (S E (F ), T ).
Proposition 7. The map φ → φ • π defines an injective map j : S E 1 (F / ∼) → S E (F ). Endow j(S E 1 (F / ∼)) with the induced topology of (S E (F ), T ). Then j induces a homeomorphism from S E 1 (F / ∼) onto j(S E 1 (F / ∼)). Thus we shall view freely S E 1 (F / ∼) as a compact subspace of S E (F ).
Proof. This is an easy consequence of the definition of the topology T (Definition 7) and of the fact that π : F → F / ∼ is a surjective homomorphism of semi-fields.
The following Theorem classifies all the closed congruences on F and is the main result of this Section.
where the map Θ is defined in Theorem 5. 2] The map
. In other words, under the identification of Proposition 7, Θ 1 π(X) is the restriction of Θ X to j(K 1 ).
Proof. We begin with preliminary observations. By Proposition 3, applied with F endowed with the complete F −norm r(X), F / ∼ is complete for the F −norm 1 and r ∼ is a norm. Define Θ 1 X 1 as in Part 2] of the Theorem. One obtains the inequality:
by the following arguments. First, apply the inequality of Proposition 3.3]. Second, apply Lemma 7.1] and Theorem 4 to F / ∼ instead of F , and then (13) follows immediately. Let us now prove 1]. It suffices to prove the result for Y = 0. Let X ∈ F then Theorem 4, applied to F / ∼ and π(X), shows that π(X) = 0 (or X ∼ 0) if and only if φ • π(X) = 0 for all φ ∈ K 1 . But φ • π(X) = 0 means precisely that Θ X (φ • π) = Θ X (j(φ)) = 0 where Θ X is defined in Theorem 5. By Proposition 7 which explains the way K 1 is embedded in S E (F ), we then conclude that π(X) = 0 if and only if Θ X vanishes on j(K 1 ). The result is proved.
Let us prove 2]. By the inequality (13) and the arguments of the proof of Theorem 5, the the map:
X 1 (φ) defines a continuous injective homomorphism of semi-fields with dense range in C 0 (K 1 , R). Let us now show that Θ 1 is both surjective and isometric. Consider F ∈ C 0 (K 1 , R); the homeomorphism j :
, and max
By Theorem 5, G = Θ X for a suitable X ∈ F , and r(X) = max w∈S E (F ) |G(w)|. Thus we obtain: (Θ X ) |j(K 1 ) = F • j −1 . By Proposition 7, this means that for any character φ ∈ K 1 one has, with j(φ) = φ • π:
In other words, we obtain F = Θ 1 π(X) . Moreover, Lemma 7.1] and Theorem 4, applied to π(X) ∈ F / ∼, show that r ∼ (π(X)) = max φ∈K 1 |F (φ)|. Using (14) we then conclude that:
But, by (13) one has:
Therefore, the two previous inequalities are in fact equalities. Hence, Θ 1 is an isometry and moreover we have just seen that it is surjective. Lastly, 3] now becomes obvious. The Theorem 8 is proved.
Therefore, the inequality of Proposition 3.3] is actually an equality !.
6. About commutative perfect cancellative semirings of characteristic 1.
Cancellative semi-rings and congruences.
In this Section, R will denote a cancellative semi-ring as in the following general definition. We shall apply the tools constructed in the previous sections to the study of (R, ⊕, +).
Definition 11. A commutative semi-ring of characteristic 1 is a triple (R, ⊕, +) where R is a set endowed with two associative laws ⊕, + such that the following two conditions are satisfied: 1] (R, +) is an abelian monoid (with identity element 0). 2] (R, ⊕) is a commutative monoid such that ∀X ∈ R, X ⊕ X = X, and,
4] (R, ⊕, +) is said to be perfect if for any n ∈ N * , the map θ n : X → nX is surjective from R onto R.
We recall the partial order ≤ on R defined by X ≤ Y if X ⊕ Y = Y . Let us first give two concrete examples. v → max(a 1 v + b 1 , . . . , a n v + b n ), where all the a j , b j ∈ Q .
Then (R 0 , max(, ), +) is a commutative cancellative perfect semi-ring.
Example 11. Let K a number field, consider the canonical embedding:
where (σ 1 , . . . , σ r 1 ) and (σ 1+r 1 , . . . , σ r 1 +r 2 , σ 1+r 1 , . . . , σ r 1 +r 2 ) denote respectively the list of real and complex field embeddings of K (see [Sam] [page 68]). Denote by C K the set of compact convex polygons of R r 1 × C r 2 whose extreme points belong to σ(K). Then (C K , ⊕ = conv (∪), +) is a commutative cancellative perfect semi-ring. Its semi-field of fractions is given by
the support function of A (cf Theorem 7).
We now recall the definition of a congruence for a semi-ring R. It is the analogue of the notion of ideal in Ring theory.
Definition 12. Let R be a commutative cancellative semi-ring of characteristic 1. 1] A congruence ∼ on R is an equivalence relation on R satisfying the following condition valid for all X, Y, Z ∈ R:
The congruence ∼ is said to be cancellative if for any X, Y, Z ∈ R,
Observe that for a cancellative congruence ∼, the class of 0 (denoted [0]), is a cancellative sub semi-ring of R.
It is well known ( [Go] ) that if ∼ is a cancellative congruence (as above) then the quotient semi-ring R/ ∼ is cancellative.
Every cancellative semi-ring R is canonically embedded in its semi-field of fractions F so that F = {X − Y / X, Y ∈ R} ( [Go] ). Therefore, it is interesting to examine to which extent a cancellative congruence on R can, in some sense, be extended to F .
Proposition 8.
1] Let ∼ be a cancellative congruence on R. Then, one defines in an intrinsic way a congruence ∼ F on F (see Definition 8) by saying that:
The class of 0 for ∼ F is given by π ∼ F (0) = {A − B/ A, B ∈ R, A ∼ B}. Moreover, for any A, B ∈ R, A ∼ B ⇔ A ∼ F B. 2] Conversely, let ∼ 1 be a congruence on F . Then there exists a unique cancellative congruence ∼ on R such that ∼ F =∼ 1 . Basically, ∼ is the restriction of ∼ 1 to R. 3] The natural map R/ ∼ → F / ∼ F is an injective homomorphism of semi-rings and identifies F / ∼ F with the semi-field of fractions of R/ ∼.
Proof. 1] First let us show that ∼ F is well defined. Suppose that A 1 − B 1 = A − B for two other elements A 1 , B 1 of R. Assume moreover that A + B ′ ∼ A ′ + B and let us show that
. By the congruence properties of ∼, we deduce:
Since A 1 + B = A + B 1 , we can replace A + B 1 by A 1 + B in the left hand side. One obtains:
. By the cancellativity of ∼, we can simplify by B and get:
Going a bit further along this argument, one obtains that ∼ F is intrinsically defined that way and that it is an equivalence relation. Moreover, it becomes clear that for any A, B ∈ R, A ∼ B ⇔ A ∼ F B. We shall use this fact soon. Now let A, B, A ′ , B ′ ∈ R be such that A + B ′ ∼ A ′ + B. Consider then U, V ∈ R. Let us show that:
By adding B + B ′ + V to both sides and using the very definition of ∼ F , one obtains that (15) is equivalent to:
But this is true by the hypothesis A + B ′ ∼ A ′ + B and the fact that ∼ is a congruence. Lastly, it is clear that A − B ∼ F A ′ − B ′ implies:
We have thus proved that ∼ F is a congruence. The next Proposition, whose proof is left to the reader, gives a sufficient condition for this to be true Proposition 9. We keep the notations of the previous Proposition and assume moreover that ∼ satisfies the following additional hypothesis:
Then π ∼ F (0) coincides with the semi-field of fractions of the class of 0 for ∼.
6.2.
Embeddings of a large class of abstract cancellative semi-rings into semirings of continuous functions. Now, we utilize the perfectness property for a semi-ring. Until the end of this Section, we shall assume that (R, ⊕, +) is a perfect commutative cancellative semi-ring of characteristic 1. Observe that its semi-field of fractions F is perfect too.
Then we know from [Go][Prop.4.43] and [Co] [Lemma 4.3] that the maps θ n of the Definition 11.4] are bijective for all n ∈ N * and also that:
defines an action of Q + * on (R, ⊕, +) satisfying:
In the sequel, we shall write tX instead of θ t (X).
We shall also assume until the end of this Section that R satisfies the following (cf [Co] ):
Assumption 3. There exists E ∈ R such that:
Of course, these inequalities hold in the semi-field F of fractions of R and they imply clearly that for any Z ∈ F there exists t ∈ Q + such that −tE ≤ Z ≤ tE. We leave to the reader the proof of the next Lemma, it follows easily from standard arguments used in Section 3.
Lemma 18. One defines a cancellative congruence ∼ on R by saying that X ∼ Y if:
where of course these inequalities hold in F .
At the expense of replacing R by R/ ∼ we may, and shall, assume also the following assumption for the rest of this Section:
Assumption 4. For any X, Y ∈ R, set:
It is clear that Assumptions 3 and 4 imply that F satisfies Assumptions 1 and 2. Therefore, by Lemma 3, (X, Y ) → r(X − Y ) defines a distance on F and, by restriction, on R. Next we consider the set of normalized characters on R.
Lemma 19. Denote by S E (R) the set of semi-ring homomorphisms (called characters) φ : (R, ⊕, +) → (R, max(, ), +) satisfying φ(E) = 1. Endow S E (R) with the weakest topology (called T ) rendering continuous all the maps φ → φ(X), X ∈ R.
Then the restriction map Ξ : S E (F ) → S E (R) induces a homeomorphism between compacts sets for the topologies T .
Proof. Observe that (S E (R), T ) is Hausdorff, and recall that S E (F ) is compact by Theorem 1. Let φ ∈ S E (R), let us show that it can be uniquely extended to an element of S E (F ). Consider an element X ∈ F , write it as
By applying φ to the equality A+B ′ = A ′ +B, one checks that φ(A)−φ(B) = φ(A ′ )−φ(B ′ ); we call this number φ(X). This defines an additive map φ : (S E (F ), +) → (R, +)
Next writing:
where the A j , B j belong to R, one checks that:
This shows that φ can be (uniquely) extended to an element of S E (F ). Therefore, Ξ is a bijection. It is clearly continuous, then by the compactness of S E (F ), Ξ is a homeomorphism. One can also check this last fact by hands.
Example 12. With the notations of Theorem 7, S E (C) is an euclidean sphere of F * .
The next Theorem provides a natural semi-ring embedding of R (satisfying Assumption 4) as a sub space of continuous functions on the compact space S E (R).
Theorem 9. One defines an injective homomorphism j of semi-rings in the following way:
Proof. We just give a short sketch, the interested reader can fill in the details by using the material of Section 2.1. One checks that the completion F of F for the metric r(X − Y ) is endowed naturally with the structure of a commutative Banach perfect semi-field of characteristic 1. Moreover, the injection i : F → F defines a homomorphism of semi-fields.
Lemma 20. The restriction map Ξ : S E ( F ) → S E (F ) defines a homeomorphim between compacts sets endowed with the topology T .
Proof. Consider φ ∈ S E (F ) and let us show briefly that it can extended uniquely to an element of S E ( F). Let X ∈ F and (X n ) a sequence of points of F converging to X. Then there exists a sequence of positive rationals (t n ) such that lim n→+∞ t n = 0 and:
By the properties of φ ∈ S E (F ), one gets −t n ≤ φ(X n ) − φ(X n+p ) ≤ t n . Thus for any sequence (X n ) in F converging to X, the sequence of reals (φ(X n )) converge. It is standard that this limit does not depend on the choice of (X n ), call it φ(X). Using the material of Section 2.1, one checks right away that this extension φ : F → R is a normalized character. Therefore Ξ is a bijection, which is obviously continuous. By the compactness of S E ( F), Ξ is a homeomorphism. This last fact can also be proved by hands.
By the two previous Lemmas, we have natural homeomorphisms:
Then, the Theorem follows by applying Theorem 5 to F , where j denotes the restriction of Θ to R (⊂ F).
One obtains the following analogue of [Ke-Li] [Cor.2.3.5] from non archimedean theory.
Corollary 2. Let ∼ be a non trivial cancellative congruence on R. Then, there exists φ ∈ S E (R), such that:
Proof. By Proposition 8 the congruence ∼ F is not trivial, denote by H the class of 0 (for ∼ F ) in F . Introduce as above the Banach completion F of F for the metric r(X − Y ). Consider then the closure H of H in F . Using Lemma 10, one checks easily that H is a sub semi-field of F . Consider (X, Y, H) ∈ F × F × H. We are going to show the existence of H ′ ∈ H such that:
By Lemma 10.2], this will show that the relation defined by U ∼ F V if U − V ∈ H is a congruence. Now, by Lemma 10.2] applied to F there exists a sequence (X n , Y n , H n ) n∈N of F × F × H converging to (X, Y, H) in F 3 such the following is true:
. By letting n → +∞ and applying Lemma 4 (for F ), one obtains (16). Now, suppose by the contrary that the congruence ∼ F is trivial. This means that H = F. In particular, E ∈ H and, by definition of the metric r(X − Y ), there exists H ∈ H such that:
This implies that 0 ≤ E ∈ H and by Proposition 2.2], tE ∈ H for any t ∈ Q. By the remark following Assumption 3 and Lemma 10.3] again, one then deduces that each X of F belongs to H. So ∼ F is trivial, and by Proposition 8, ∼ is also trivial which is a contradiction. Therefore, we have proved that ∼ F is not trivial.
One then obtains the result by applying Proposition 5 to ∼ F , and observing that any φ ∈ S E ( F ) induces by restriction an element of S E (R).
6.3. Banach semi-rings. An analogue of Gelfand-Mazur's Theorem.
The definition of Banach semi-ring of characteristic 1 is quite similar to the one for semifield given in Section 2.1. More precisely, in the rest of this Section we shall also make the following:
Assumption 5. (R, ⊕, +) is a commutative perfect Banach semi-ring of characteristic 1, namely it is complete with respect to the distance defined by r(X − Y ).
By using Cauchy sequences, the action of Q + * on (R, ⊕, +) described in Lemma 17 is extended naturally to one of R + * (see [Co] ). Then this action of R + * is extended to one on (F , ⊕, +). Moreover, F becomes endowed with a natural structure of R−vector space. By using the material of Section 2.1, one checks right away that X → r(X) defines a norm of real vector space on F . But in general F is not a Banach semi-field, indeed consider the example of the Banach semi-ring of all the convex functions [0; 1] → R + . We shall denote by ( F , ⊕, +) the Banach semi-field completion of F .
One defines the concept of maximal cancellative congruence of R (in the class of the cancellative congruences) in a similar way as in Definition 9. Then we state and prove the following analogue of the Gelfand-Mazur Theorem in the realm of Banach semi-rings.
Theorem 10. Let ∼ be a maximal cancellative congruence of the Banach semi-ring R, and denote by π 0 : R → R/ ∼ the projection. 1] Suppose that every element X 1 of R/ ∼ satisfies 0 ≤ X 1 . Then R/ ∼= {λπ 0 (E)/ λ ∈ R + } and one has an isomorphism of semi-rings:
Suppose that there exists an element X 1 of R/ ∼ which does not satisfy 0 ⊕ X 1 = X 1 . Then one has an isomorphism of semi-rings (actually semi-fields):
Proof. By Proposition 8, ∼ F is a maximal congruence of F . Denote by H the class of 0 for ∼ F in F . A priori, H is only a Q−vector space.
Lemma 21. H is a closed subset of F (endowed with the norm r(X)). In particular, H is a R−sub vector space of F and F / ∼ F is naturally endowed with the structure of a R−vector space.
Proof. By applying Lemma 10.2] to H and using sequences, one checks that the closure H of H in F satisfies the conditions of Lemma 10.2]. Therefore, one defines a congruence ∼ F on F by saying that X ∼ F Y iff X − Y ∈ H. By maximality of ∼ F , either ∼ F =∼ F or ∼ F is trivial. Suppose, by the contrary, that ∼ F is trivial, in other words, H = F . Then proceeding as in the proof of Corollary 2 one obtains that for all t ∈ Q, tE ∈ H. By Lemma 10.3] and Assumption 3, this implies that H = F . But this contradicts the maximality of ∼ and ∼ F . So, H is closed and the rest of the Lemma follows easily. Now, denote by H the closure of H in F . Proceeding as in the proof of the previous Lemma, one first defines a congruence ∼ 1 on F by saying that X ∼ 1 Y iff X − Y ∈ H. Second, one checks (just as before) that H cannot be equal to F . Therefore, by Lemma 12, ∼ 1 is a non trivial closed congruence on F. By Proposition 5 applied to H and ∼ 1 , there exists a character φ ∈ S E ( F) such that X ∼ 1 Y implies φ(X) = φ(Y ). Denote by π : F → F / ∼ F the (R−linear) projection and recall that by Lemma 7.2], φ is R−linear. Since H ⊂ H, the restriction of φ to F induces a R−linear semi-field homomorphism:
such that χ • π = φ |F and χ(π(E)) = 1. In particular, χ is not trivial. By the maximality of ∼ F , χ is necessarily an injective homomorphism, it then induces an isomorphism F / ∼ F ≃ R.
Now consider X, Y ∈ R such that X ∼ Y . Using Proposition 8.1] and the fact that H is a R−sub vector space of F , one obtains that for any λ ∈ R + , λX ∼ F λY and thus λX ∼ λY . Therefore R + * acts naturally on R/ ∼ so that the projection π 0 : R → R/ ∼ becomes R + * −equivariant and R/ ∼ contains the half line The example of the Banach semi-ring of all the convex functions f : [0, 1] → R such that f (1) ≥ 0 show that in the previous theorem the two cases indeed can occur. The congruence defined by f (1) = g(1) corresponds to the first case whereas the congruence defined by f (1/2) = g(1/2) corresponds to the second one.
We end this Section with a special case. The following Theorem gives a precise characterization of the Banach semi-rings R which coincide with the non negative part of their semi-field of fractions.
Theorem 11. Assume moreover that R = {X ∈ F / 0 ≤ X}. Then: 1] The semi-field of fractions F of R, is a Banach semi-field with respect to the distance (X, Y ) → r(X − Y ). 2] With the notations of Theorem 5, one has an isometric isomorphism of semi-rings:
Proof. 1] Recall that F is perfect since R is. Consider now a Cauchy sequence (X n ) n∈N of points of F . There exists a sequence of positive rational numbers (t n ) such that lim n→+∞ t n = 0 and:
Set for all n ∈ N :
A n = 0 ⊕ X n , B n = 0 ⊕ (−X n ) . The equality R = {X ∈ F / 0 ≤ X} shows that (A n ) n∈N is a sequence of points of R. The inequality (17) implies that X n ⊕ (X n+p + t n E) = X n+p + t n E. By applying ⊕0 ⊕ t n E to this equality one obtains:
Using the distributivity of +, one sees that this last equality implies:
Indeed, both 0⊕X n+p and t n E are ≥ 0. In other words, one has A n ≤ A n+p +t n E. Similarly, one obtains −t n E + A n+p ≤ A n . To summarize, we have proved that r(A n − A n+p ) ≤ t n . Therefore, the Cauchy sequence (A n ) converges to A ∈ R. Similarly, the sequence (B n ) converges to B ∈ R. This implies that (X n ) converges to A − B ∈ F . This proves that F is a Banach semi-field.
2] Since R = {X ∈ F / 0 ≤ X}, the result is a consequence of Theorem 5 applied to F and of Proposition 6.1].
Remark 5. Of course the weaker hypothesis R ⊂ {X ∈ F / 0 ≤ X } is not sufficient for the previous Theorem to hold. Let us mention two counter-examples. Consider the semiring of all the convex functions from [0, 1] to R + or the one of all the continuous functions
The next Proposition shows that for such Banach semi-rings the correspondence ∼ →∼ F of Proposition 8 extends nicely to the closure. Since we shall not use it in this paper, we leave the proof to the reader.
Proposition 10. Let ∼ be a cancellative congruence of R = {X ∈ F / 0 ≤ X}. Then the closure ∼, in R × R, of ∼ defines also a cancellative congruence. With the notations of Proposition 8, one has ∼ F = ∼ F .
Therefore, the congruence ∼ is closed if and only if ∼ F is a closed congruence of F .
7.
Foundations for a new theory of schemes in characteristic 1.
We fix (R, ⊕, +) a commutative perfect cancellative semi-ring of characteristic 1. For instance, R could be the semi-ring R c ([0, 1] ) of all the piecewise affine convex functions [0, 1] → R, its semi-field of fractions being denoted F c ([0, 1] ). We could also consider the semi-ring C K of Example 11.
In this Section we adopt a more algebraic view point. Our goal is to propose the foundations of a new scheme theory in characteristic 1 which should allow, in some sense, to decide whether an element of F belongs or not to R. We would like also to detect sub semi-rings of R which have some arithmetic flavor. A basic example is provided by F c ([0, 1]), R c ([0, 1]) and the semi-ring of functions x → max 1≤j≤n (a j x + b j ) where the a j , b j belong to a sub field K of R.
We shall assume in this Section that R is a semi-ring as in Definition 11, which satisfies the following: Assumption 6. 1] The semi-field of fractions F of R satisfies Assumptions 1 and 2. 2] The action of Q + * on (R, ⊕, +) and (F , ⊕, +) defined in Lemma 17 extends to R + * so that F becomes a R−vector space. 3] For any real t, tE ∈ R.
The requirement in 3] that −E ∈ R is harmless with respect to the goal of this Section. Indeed, notice for instance that the constant function -1 belongs to R c ([0, 1]).
A Topology of Zariski Type on S E (F ).
Recall that a congruence on F is the analogue of the notion of Ideal in Ring Theory. We shall denote a congruence by r rather than ∼ in order to simplify the notations, indeed several of them will involve indices.
Definition 13. Let r be a congruence on F and π r : F → F /r the natural projection. Denote by V (r) the set of elements φ ∈ S E (F ) which can be written as φ = ξ • π r for a suitable homomorphism of semi-fields ξ : F /r → R. In other words, φ ∈ V (r) if and only if
Lastly, we shall denote by [0] r the class of 0 of r in F .
Remark 6. Since by Assumption 6.2], any real t > 0 induces an automorphism X → tX of (F , ⊕, +), one obtains easily that:
Observe that V (r) is the analogue for F of the set V (I) of prime ideals of a ring A containing the ideal I (see [Ha] [page70]). If r is the trivial (resp. identity) congruence then V (r) = ∅ (resp. V (r) = S E (F )).
Proposition 11. Let r be a non trivial congruence on F , then V (r) is not empty.
Proof. This is a direct consequence of Corollary 2 applied with F instead of R.
We now recall two standards operations on the congruences. Definition 14. Let (r j ) j∈J be a family of congruences on F . 1] Denote by ∨ j∈J r j the intersection of all the congruences r satisfying the following condition:
∀X, Y ∈ F , ∃j ∈ J, X r j Y ⇒ X r Y . 2] Denote by ∧ j∈J r j the congruence defined by:
The following Proposition gives a precise description of ∨ j∈J r j and ∧ j∈J r j .
Proposition 12. Let (r j ) j∈J be a family of congruences on F . Then: 1] The class of 0 for ∨ j∈J r j is j∈J [0] r j , the sum of the classes of zero for each r j . In other words:
2] The class of 0 for ∧ j∈J r j is ∩ j∈J [0] r j .
Proof. 1] Consider a finite sub family of F of J and set H j = [0] r j . Using Lemma 10.2] for each H j , an easy induction and 0 = 0 ⊕ 0 at the end, one checks that j∈F H j is stable under the law ⊕. In fact, j∈F H j is a sub semi-field of F . Now, using again Lemma 10.2] for each H j and an induction, one checks that j∈F H j satisfies the conditions of Lemma 10.2]. Therefore, X − Y ∈ j∈F H j defines a congruence on F . By an inductive limit argument, one sees that X − Y ∈ j∈J H j defines a congruence on F . It is then obvious that this congruence coincides with ∨ j∈J r j .
2] is left to the reader.
The next proposition establishes, in characteristic 1, the analogue of the following two identities ( [Ha] [page 70]) for ideals of Ring theory:
Notice that the proof of the second identity becomes harder in this setting. Indeed, there is no product in our context.
Proposition 13.
1] Let (r j ) j∈J be a family of congruences on F . Then:
2] Let (r l ) l∈L be a finite family of congruences on F . Then:
Proof. 1] is an immediate consequence of part 1] of the previous Proposition. 2] We prove the result for L = {1, 2}, the general case following by an easy induction on Card L. First we prove that V (r 1 ) ∪ V (r 2 ) ⊂ V (r 1 ∧ r 2 ) .
Denote by P 1 : F /(r 1 ∧ r 2 ) → F /r 1 the projection. Clearly we have: P 1 • π r 1 ∧r 2 = π r 1 . Consider now φ ∈ V (r 1 ), by definition one has φ = ξ 1 • π r 1 , so that:
Therefore, setting ξ = ξ 1 • P 1 , one gets that V (r 1 ) ∪ V (r 2 ) ⊂ V (r 1 ∧ r 2 ) . Now we prove the converse. So, consider φ ∈ V (r 1 ∧ r 2 ) . Suppose, by contradiction, that
Recall that φ takes real values. Now, using the Definition 8 of congruences, we observe that:
But (18) immediately implies that
This shows that:
cannot be not equal to
This contradiction of the definition of φ ∈ V (r 1 ∧ r 2 ) shows that
The result is proved.
Definition 15. By the previous Proposition, the V (r), where r is any congruence on F , define the closed subsets of a topology on S E (F ). We call it the topology Z of Zariski.
Recall that in Definition 7 we introduced another topology, called T , on S E (F ). The following Proposition compares them. Proposition 14. The identity map:
c , the complementary of a closed subset associated to a congruence r. By definition, ∃X, Y ∈ F such that X r Y and |φ(X) − φ(Y )| = 5δ > 0. It is clear that if
c contains an open neighborhood for T of each of its point φ. Therefore V (r)
c is an open subset for T . Now, since (S E (F ), T ) is compact (Theorem 1), we obtain the whole proposition.
If F were a Banach semi-field, we could use Theorem 5 and Urysohn to show that (S E (F ), Z) is Hausdorff. But in general we do not know whether (S E (F ), Z) is, or not, Hausdorff.
Next we prove the analogue of the following well know fact for ideals I j in a ring A. If ∩ j∈J V (I j ) = ∅ then there exists a finite sub family F of J such that i∈F I i = A.
Corollary 3. Let (r j ) j∈J be a family of congruences of F . Assume that ∩ j∈J V (r j ) = ∅. There there exists a finite sub family F of J such that
Proof. By the previous Proposition, (S E (F ), Z) is quasi-compact, so there exists a finite sub family F of J such that ∩ i∈F V (r i ) = ∅. Set H = i∈F [0] r i . By parts 1] of Propositions 12 and 13, one defines a congruence ∼ on F by saying that X ∼ Y iff X − Y ∈ H, and there is no element φ ∈ S E (F ) which vanishes on H. Then, applying Corollary 2 with F instead of R, one deduces that H = F . The result is proved. Now let us examine the action of a homomorphim of semi-fields on these topologies.
Proposition 15. Let Φ : (F , ⊕, +) → (F ′ , ⊕, +) be a homomorphism between two semifields satisfying Assumption 6, such that
Proof. 1] Consider a congruence r on F . Denote by r ′ Φ the intersection of all the congruences r ′ of F ′ satisfying the condition:
Let us show that
, if and only if:
. But this means exactly that:
In other words, this means that
, which proves the continuity of F . 2] is left to the reader. 
. We denote it V x (X). Observe that for any X, Y ∈ F c ([0, 1]) with X(x) = Y (x) = 0, one has:
where E is the constant function 1. As for the extreme points of [0, 1], we set V 0 = V 1 = 0.
Recall that in this Section, R denotes a semi-ring of characteristic 1 satisfying Assumption 6. In order to be able to generalize properly these observations to R, we first define the notion of valuation in our context. Definition 16. A valuation on R is given by a pair (φ, V φ ) where φ ∈ S E (F ) and
. One defines similarly a valuation on the semi-field of fractions F of R. It is a pair (φ, V φ ) where φ ∈ S E (F ) and V φ : φ −1 {0} → R is a map satisfying the same two previous conditions but with X, Y ∈ φ −1 {0}.
We insist on the fact that by Definition, a valuation on a semi-ring R is defined only on φ −1 {0} ∩ R and takes positive values or zero. This said, a valuation V φ on F takes values in R and, morally V φ (X − φ(X) E) defines an order of vanishing.
Let us give several concrete examples of this concept of valuation. 
2] Consider the semi-ring R of all the functions X(x, y) = max 1≤j≤n (a j x + b j y + c j ) on the square [−1, 1] 2 . Define a character φ by φ(X) = X(0, 0). If X(0, 0) = 0, then the integral on the disc D(0, r):
X(x, y)dx dy does not depend on r > 0 for r small enough. Call it V φ (X). This defines a valuation on R.
The next Lemma explains how a valuation on R can be uniquely extended to a valuation on its semi-field of fractions F .
Lemma 22. Let (φ, V φ ) be a valuation on R. 1] One defines a valuation (φ, V ′ φ ) on F in the following way. For any A, B ∈ R such that φ(A − B) = 0, set:
is the unique valuation of F whose restriction to R gives (φ, V φ ). Therefore, we shall frequently write
Proof. 1] Notice that by Assumption 6, A − φ(A)E ∈ R for all A ∈ R. Consider then A, B, A ′ , B ′ ∈ R such that A − B = A ′ − B ′ and φ(A − B) = 0. Using the additivity of V φ , one checks easily that:
Therefore, V ′ φ is well defined. It is easily checked that V ′ φ satisfies, on φ −1 {0}, the additivity condition 1] of Definition 16. Let us prove that it satisfies also the condition 2]. So, consider A, B, A 1 , B 1 ∈ R such that φ(A − B) = 0 = φ(A 1 − B 1 ). We can write:
where we have set:
Next, using Definition 16.2] for V φ , we obtain:
Now, by subtracting V φ B + B 1 − φ(B + B 1 )E to both sides of this inequality, we obtain:
By the definition of V ′ φ , for any reals t, t ′ one has: ψ(t + t ′ ) = ψ(t) + ψ(t ′ ). Consider now (t, h) ∈ R × R + . Since 0 ≤ X + , Assumption 6.2] allows to check that tX + ⊕ (t + h)X + = (t + h)X + . By the definition of V ′ φ , one then has:
. In other words, ψ is nondecreasing on R. It is then standard that for all t ∈ R, ψ(t) = tψ(1), so that V Notice the following subtle point in the previous Lemma. Even if V ′ φ (X − φ(X)E) = 0 for an element X of F , then it is not true in general that X belongs to R. Now we come to the concept of v−local semi-ring.
Definition 17.
1] A semi-ring R is called v-local if it is endowed with a valuation (φ, V φ ) such that any X ∈ R satisfying V φ (X − φ(X)E) = 0 is invertible in (R, +). 2] A semi-ring R is said to be of local valuation if F is endowed with a valuation (φ, V φ ) such that R = {X ∈ F / 0 ≤ V φ (X − φ(X)E)}.
A local valuation semi-ring is clearly v−local, but the converse is false. Next we define the localized of a semi-ring R along (φ, V φ ) by analogy with the process of localization in classical commutative algebra.
Definition 18. Let R be a semi-ring (as in Assumption 6) endowed with a valuation (φ, V φ ). We define the localization R [φ] of R at φ ∈ S E (F ) to be the following sub semi-ring of F :
The valuation (φ, V φ ) extends naturally to a valuation (denoted by the same name) of R [φ] and makes it a v−local semi-ring.
That R [φ] is indeed a v−local semi-ring is an easy exercise. One motivates the previous definition as follows. In standard algebraic geometry, the idea of localization is to make invertible the regular functions which do not have a zero at φ. Now, in order to be able to associate a v−locally semi-ringed space to a semi-ring R, we need to assume that it has some extra structure. The set S E (F ) is endowed either with the topology T or the Zariski one (see end of Section 7.1).
Definition 22. Let R be a semi-ring (as in Assumption 6). We shall call localization data on R, the data for each φ ∈ S E (F ), of a valuation (φ, V φ ) on R such that the following condition is satisfied. Let (X, φ 0 ) ∈ F × S E (F ) be such that V φ 0 (X − φ 0 (X) E) = 0. Then there exists a neighborhood Ω of φ 0 in S E (F ) such that ∀φ ∈ Ω, V φ (X − φ(X) E) = 0 , where we have still denoted V φ the canonical extension of V φ to F . We shall denote such localization data by (S E (F ), (V φ )).
The next proposition shows that these localization data allow to define a natural semi-ring of F in the same way that the data (19) characterize the convex functions in F c ([0, 1]).
Proposition 16. We keep the notations of the previous Definition. One obtains a sub semi-ring of F stable by the action of R + by setting: R = {X ∈ F / ∀φ ∈ S E (F ), 0 ≤ V φ (X − φ(X) E)} .
Proof. Definition 16.1] implies that V φ (0) = 0, it is then clear that RE ⊂ R. Consider now X, X ′ ∈ R and let us check that X ⊕ X ′ ∈ R. Let φ ∈ S E (F ), assume for instance that φ(X ′ ) ≤ φ(X) so that φ(X ⊕ X ′ ) = φ(X) by the properties of a character. Set Z = X ⊕ X ′ − φ(X)E, then one has:
Applying then Definition 16.2], we deduce:
Since V φ (X − φ(X)E) ≥ 0, we obtain V φ (Z) ≥ 0, which proves that X ⊕ X ′ ∈ R. Moreover, it is clear that X + X ′ ∈ R. Lastly, consider t ∈ R + and X ∈ R, then by Lemma 22.2] it is clear that tX ∈ R. The Proposition is proved. Now we define the structural sheaf O R on S E (F ).
Definition 23. Assume that R is endowed with localization data (S E (F ), (V φ )). Let U be an open subset of S E (F ). An element of F ∈ O R (U) is a function on U which to each φ ∈ U associates an element F (φ) ∈ R [φ] It is worthwhile to recall that by definition of (R, V φ ), V φ (A − φ(A)E) ≥ 0. By combining the Definitions 22 and 23 we obtain immediately the following Lemma which fixes the concept of affine scheme in our context. Lemma 23. Assume that R is endowed with localization data (S E (F ), (V φ )). Then (S E (F ), O R ) is a v−locally semi-ringed space of a particular type, which we call affine. Then (R/Z, O) is a scheme in the sense of the previous definition.
Now we introduce a concept allowing to detect a structure having some arithmetic flavor.
Definition 25. Let (S, O) be a scheme and K a sub field of R. Consider a sub sheaf of semi-rings O of O where, for U open in S, the O(U) are not assumed to be preserved by the action of R + * . One says that O is defined over K if it satisfies the following conditions. 1] Let s ∈ S be such that φ s ( O s ) is not included in K. Then for any X ∈ O s , V φs (X − φ s (X)E) = 0. 2] If φ s ( O s ) ⊂ K then KE ⊂ O s , and for any X ∈ O s , V φs (X − φ s (X)E) ∈ K ∩ [0, +∞[. 3] The subset {s ∈ S/ φ s ( O s ) ⊂ K} is dense in S.
Consider the Example 14. Then the functions X with a, b, a ′ , b ′ ∈ K define a sub-sheaf O of O which is defined over K. Indeed, if s 0 does not belong to K then the equality as 0 + b = a ′ s 0 + b ′ implies a = a ′ so that V s 0 (X − X(s 0 )1) = 0.
We have developed some foundations for a new scheme theory in characteristic 1. We shall try to explore further this issue in a future paper.
