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Abstract

Utilizing business rules to govern business
processes however strongly assumes the consistency of
business rules. To clarify, the set of business rules must
Business Rules have matured to an important
not contain contradictions, as this impedes a correct
aspect in the development of organizations, encoding
usage of business rules. Figure 1 shows an example of
company knowledge as declarative constraints, aimed
such a contradiction. Here, two contradictory business
to ensure compliant business. The management of
rules determining the creditworthiness of a customer
business rules is widely acknowledged as a challenging
are shown. Due to the inconsistency of these business
task. A problem here is a potential inconsistency of
rules, it is not possible to use these rules for decision
business rules, as business rules are often
created
Neuer Prozessmaking in a corresponding process.
collaboratively. To support companies in managing
inconsistency, many works have suggested that a
quantification of inconsistencies could provide
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valuable insights. However, the actual effects of
Customer
Credit Worthiness
quantitative insights in business rules management
Bob
true
Bob
false
have not yet been evaluated. In this work, we present
the results of an empirical experiment using eyeFigure 1: Exemplary process model and
tracking and other performance measures to analyze
corresponding, inconsistent business rules
the effects of quantitative measures on understanding
inconsistencies in business rules. Our results indicate
that quantitative measures are associated with better
Recent research on analyzing business rules
understanding accuracy, understanding efficiency and
suggests that inconsistencies can be a problem in
less mental effort in business rules management.
collaborative settings [5]–[11]. For instance, Batoulis
and Weske [6] report on a recent case study with a
large insurance company, where those authors found
that 27% of analyzed business rules were erroneous.
1. Introduction
Such results emphasize the need to support companies
with the capacity to manage inconsistencies in business
Business Process Management (BPM) has received
rules [10], [11]. Next to a detection of inconsistencies,
widespread adaptation in the development of today’s
authors such as Lu et al. [10] or Sadiq and Governatori
organizations [1]. Here, so-called business processes
[11] suggest that companies should be provided with a
allow representing company activities and their
quantitative analysis in the context of business
interrelations, which helps organizations to define how
intelligence, in order to promote an understanding of
the business and its employees should function in order
inconsistencies and consequently foster inconsistency
to collaboratively pursue company goals. A central
resolution. The intuition is that some problems may be
objective in BPM is to warrant efficient and compliant
more severe than others and thus a quantification could
processes [1]–[3]. Business rules can support
provide means to assessing and prioritizing
companies through a specification of business logic
inconsistencies.
relative to business processes [2], [4]. Through this
Despite the suggestion of authors in [10], [11], who
formalization of business logic, companies can ensure
explicitly point out that quantitative insights provide
that processes are aligned towards company goals and
added-value to understanding problems in the scope of
regulations.
creditworthy
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sustainable business rules management, this
proposition has not yet been empirically evaluated.
In this report, we therefore investigate the
theoretical foundation of how a quantitative analysis
affects the understanding of inconsistencies in business
rules. To this aim, we hypothesize the relationship
between quantitative measures and understanding
inconsistencies in business rules (Section 3). We
present the results of an experiment showing that
quantitative measures provide added-value to business
rules management (Section 5). The underlying
experiment design is introduced in Section 4. Our
investigation is based on a preliminary discussion of
inconsistency measurement in Section 2 and is
concluded in Section 6.

2. Background and Related Work
Business rules can be distinguished into constraints
for data objects (structural rules) and rules defining the
principles in which business activities should be
performed (behavioral rules) [2]. In this work, we
focus on behavioral rules. Following Graham [2],
behavioral rules are of the general form
If I1,…,In → O,

(1)

where I1,…,In is a premise comprising certain
inputs, and O is the outcome of the rule which can be
concluded if the premise is satisfied. Numerous
standards to model business rules following this if/then
structure have been introduced and adopted in practice
[4]. As a design choice, we consider the Decision
Model and Notation (DMN)1 as a standard to represent
business rules, as this can be seen as a current industry
standard complementary to the Business Process
Model and Notation (BPMN) standard for modeling
business processes [6], [8].
DMN allows modeling business rules in decision
tables. An example is shown in Figure 2.

The columns in decision tables are used to denote
the in- and outputs of a rule. The rows of decision
tables relate to individual business rules. In Figure 2,
one can observe three business rules modeling the
creditworthiness of customers based on the input of
account balance. Rule 1 in Figure 2 can be read as „if
the Account Balance is <= 10.000€, then the customer
is credit-worthy“. The other two rules can be
interpreted analogously. As can be seen, the set of
business rules is inconsistent, due to an overlap and
contradictory conclusions of rule 2 with respect to the
other rules.
Following Zhang & Norman [12] and Sadiq &
Governatori [11], the modeling of business rules in
standards such as DMN is performed in an incremental
and collaborative process. Diverging views or
understandings on the same domain can yield
contradicting rules, making the set of business rules
inconsistent.
There have been some works towards a detection of
inconsistencies in business rules [6], [8], [9], [13]. One
approach of inconsistency detection is to consider all
business rules as a set, denoted as a rule base. We
define inconsistency of a rule base B as logical
inconsistency, i.e. there is support for contradictory
output „O“ and „not O“ at the same time. This settheoretic view allows defining minimal inconsistent
subsets MIS of B via
MIS(B) = {B’ ⊆ B | B’ is inconsistent and minimal
in terms of set inclusion}.
(2)
This definition of minimal inconsistent subsets can
be applied to find inconsistencies in a rule base B. For
example, the minimal inconsistent subsets for the rule
base in Figure 2 are shown in Figure 3 Here, two
minimal inconsistent subsets can be identified, denoted
as MIS1 and MIS2.
MIS1

Account Balance <= 10.000€ → creditworthy
Account Balance = 10.000€ → not creditworthy
Account Balance >= 10.000€ → creditworthy

Credit Worthiness

Input
Account Balance

Output
Credit Worthiness

2

<=10.000 €
10.000 €

true
false

3

>= 10.000 €

true

1

Figure 2: Exemplary DMN table containing
inconsistencies

1

https://www.omg.org/spec/DMN/About-DMN/

MIS2

Figure 3: Minimal inconsistent subsets for
Figure 2
Next to this detection, there is a broad consensus
that a quantitative inconsistency analysis in the context
of business intelligence could provide added-value to
the development and management of business rules
[9]–[11], [13]. A scientific field concerned with such a
quantitative analysis is the field of inconsistency
measurement [14]. Here, a central object of study are
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so-called inconsistency measures, which allow
assigning a numerical value to (business) rules, with
the informal meaning that a higher value reflects a
higher degree of inconsistency [15]. Inconsistency
measures subsequently provide the technical means for
quantitative analysis of business rule inconsistencies.
Let B be the set of all business rule bases, and R the set
of all rules that appear in the individual rule bases ∈ B.
Then, an inconsistency measure to assess the degree of
inconsistency for individual rules is a function
I: B × R → [0, ∞),

(3)

which assigns a non-negative value to a
combination of a rule base and a specific rule. This
measure can thus assess the culpability that this rule
represents with respect to the inconsistency of a rule
base. An example is the so-called C# measure [16]
which assesses the culpability of a rule r for a rule base
B, via
C# (B,r) = |{M ∈ MIS(B) | r ∈ M }|.

(4)

This measure counts the number of minimal
inconsistent subsets that a rule r belongs to. Applying
this measure to the rule base in Figure 3 results in the
following quantification:
C# (B, Rule 1) = 2
C# (B, Rule 2) = 1
C# (B, Rule 3) = 1

(5)

Following Thimm [15], a quantification by
inconsistency measures such as the C# measure allows
to assess the severity of inconsistency for individual
rules. This allows ranking individual rules by their
degree of inconsistency, where the rules are sorted by
the respective value as quantified by the inconsistency
measure. Given the rule base in Figure 3 and the
corresponding quantification in (5), Rule 1
consequently has the highest degree of inconsistency,
i.e. the highest amount of blame in the context of the
overall inconsistency.
This ranking can be displayed to the user as shown
in Figure 4, providing quantitative insights as a basis
for an informed inconsistency resolution strategy.

For a specific quantitative measure, we use
inconsistency measures to assess the severity of
inconsistency for individual business rules. In the
following, we denote the degree of inconsistency for a
rule as its inconsistency value.
In theory, an application of quantitative measures
for analyzing business rule bases seems intuitive. Yet,
the added-value of quantitative business intelligence
insights to understanding inconsistencies in business
rules has not been evaluated. In the following, we
present the results of our experiment empirically
assessing these effects.

3. Research Aim
In this work, we follow an Experimental Research
methodology as described by Neuman [17].
Experimental Research focuses on causal relations,
allowing to isolate and target the impacts of causal
variables. Experimental Research is highly suitable for
research aimed at investigating the effects of
independent variables. To this aim, the researcher
controls a condition in which events occur,
manipulates the independent variable and analyses the
causal effects that occur based on this manipulation. As
the aim of this work is to evaluate the effect of
quantitative measures, we see this methodology as
highly appropriate, as providing a quantification can be
seen as an independent variable and thus the causal
effects of providing, resp. not providing, a
quantification can be assessed.
Following [17], Experimental Research comprises
the steps of formulating a research question, develop
hypotheses based on an independent variable,
performing the experiment (i.e. data collection), and
analyzing the results.
Aligned with the aim of our work as motivated in
our introduction, we derive the following research
question:
RQ: How do quantitative measures affect the
understanding of inconsistencies in business rules?
In order to investigate the causal effect of
quantitative measures on the understanding of
inconsistencies in business rules, we developed three
hypotheses.
The first aim was to investigate the effect of
quantitative measures on understanding accuracy,
which means how well a user can understand
inconsistency related problems in business rules:

Figure 4: DMN table with inconsistency values
(example)
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Hypothesis 1: Providing a quantification of
inconsistency in business rules is associated with better
understanding accuracy compared to manual analysis.
Following [11], the quantitative insights provided by
inconsistency analysis increase the efficiency in which
modelers can understand problems in business rule
bases. To evaluate this proposition, we investigated
understanding efficiency, which relates to how much
time it takes a participant to understand the scenario
and answer corresponding questions.
Hypothesis 2: Providing a quantification of
inconsistency in business rules is associated with better
understanding efficiency compared to manual analysis.
Last, we investigated mental effort, as quantitative
insights could lower cognitive skills needed for
understanding inconsistencies in rule bases:
Hypothesis 3: Providing a quantification of
inconsistency in business rules is associated with less
mental effort needed for problem understanding
compared to manual analysis.

groups of participants, which we each tested in two
separated domains. A domain is defined as a test run,
which comprises a block of comprehension questions.
Each test run was performed with two different factor
configurations, one with and the other one without
access to quantitative measures.
The experiment was designed as a balanced single
factor experiment with repeated measurement, based
on an experiment design from [19]. This means that all
participants used all factor levels, which lead to every
subject generating data for both domains with
respective factor levels. This approach enables the
collection of more precise and powerful data as the
same number of participants generates twice as much
data [20]. In addition, each scenario was only shown
once to each participant, to mitigate learning effects.
The design of our experiment is illustrated in
Figure 5. In the first run, Group 1 was exposed to tasks
1-4 with access to inconsistency values, while Group 2
started without a respective quantitative insight. In the
second run the situation was inverted, i.e. the first
group had no access to inconsistency values to work on
tasks 5-8, whereas Group 2 was provided with
inconsistency values.

The dimensions of our hypotheses, i.e.
understanding accuracy, efficiency, and less mental
effort, are based on the experiment design in [18]. To
test these hypotheses, we performed controlled
experiments with participants. The following section
provides insights into our experiment design, as well as
the measures used to verify our hypotheses against the
data collected in our experiments.

4. Experiment
In this section, we introduce the experiment2 we
conducted as part of this research, including the
experiment design, structure, measurements, settings,
and participants.

4.1. Experiment Design
In order to test our hypotheses, we conducted an
experiment where participants were confronted with
questions and scenarios regarding inconsistencies in
business rules. The experiment was designed as a
single-factor experiment, which is especially suitable
to analyze the effects of a single factor on a common
response variable following Reijers et al. [19]. The
considered factor is the use of quantitative measures,
with factor levels “present” and “absent”. We used two

Figure 5: Experiment design
As each participant was tested for all domains and
factor levels, the generalizability of the results was
increased. A potential distortion due to learning effects
was counterbalanced across groups since the order of
factor levels was reversed between groups.
The questions were formulated in English in order
to enable participants with different native languages to
participate in the experiment, as well as to allow for
better comprehension in the scope of reproducible
research.
Figure 6 shows an exemplary scenario from the
second domain.

2

The experiment can be downloaded from: https://cloud.unikoblenz-landau.de/s/tJ5C8Ky2PEoCt89
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• Questions that asked for specific rules with the
highest/lowest amount of inconsistencies and that
could be answered with a particular rule (e.g.
“Which rule is in conflict with the highest number
of other rules?”)
• Questions that asked for the number of
inconsistencies of a particular rule (e.g. “How
many rules contradict rule 1?”)

4.3. Measurements

Figure 6: Exemplary scenario
Every task was divided into four areas. At the top, a
(single-choice) question including relevant response
options is displayed (A). Below the question, the
scenario is shown, which is divided into three areas.
On the left, one or more DMN tables (B) are shown.
The tables can either be independent or connected to
each other. In some cases, the participant is provided
with input data (C) that can be used to identify the
relevant rules in the DMN table. If a participant has
access to inconsistency values, they are shown in the
corresponding box (D). Otherwise, the box is empty.

4.2. Experiment Structure
All participants were shown a general introduction
to the experiment including a tutorial before being
exposed to the scenarios. The tutorial covered the
basics of decision management and DMN tables.
Additionally, the quantitative measures used in the
experiment were introduced.
Each run consisted of four different tasks,
containing a scenario and a corresponding question.
The scenarios were all independent from each other
and were designed to cover common types of
inconsistencies in the area of decision management.
While some scenarios only contained a single DMN
table, others covered inconsistencies across multiple
tables.
Across both domains there were three different
types of questions:
• Content-related questions, that could be answered
with true, false or uncertain (e.g. “Is Dave
contractually capable?”). Here, the answer
uncertain was correct for questions where no
conclusion could be inferred due to an
inconsistency of rules.

In our experiment, we distinguish between three
types of measurements, referred to as response
variables. To measure understanding accuracy, we use
the percentage of correctly answered comprehension
questions. Next, understanding efficiency was
measured by tracking the time from the point that the
first question of a run is displayed to the point that the
participants selected the answer to the last question of a
run. Last, mental effort was measured using eyefixation duration, which is the period of time where the
eyes remain still and focused on a single location.
During the eye saccade or movement, vision is
suppressed. New information can only be acquired
during fixation [21]. The longer the fixation duration,
the longer it takes for humans to comprehend
respective information. Thus, eye-fixation duration can
be used as an objective measure for mental effort [22].
In addition to this objective measure, the participants
were asked which run they found easier as a measure
of perception of required mental effort.

4.4. Settings
The tasks were implemented as HTML-files and –
in combination with the introductory slides – added to
the corresponding run using the eye-tracking software
Tobii Studio. A pre-test was used to verify that the
texts and tables were clearly visible from a distance of
over 60 cm, which is the distance required by the eyetracker (cf. Section 4.5 for details on the pre-test).
The screen was divided into four sections (see
Figure 6, section 4.1). The questions were shown at the
top and the corresponding DMN tables, input data and
inconsistency values were shown below. All sections
did neither require nor allow scrolling or zooming. We
used Tobii X60, an eye tracker with a 22-inch screen of
a resolution of 1680 x 1050. The experiment was set in
an IT lab at the University of Koblenz-Landau,
Germany. The blinds in front of the windows were
closed and the lights on the ceiling were the only light
source. The settings were the same for all participants.
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4.5. Participants
In advance of the actual experiment, we conducted
a pre-test with seven Ph.D. students. The main goal of
the pre-test was to ensure understandability, readability
and the overall usability of the experiment. After using
the results of the pre-test to refine the introductory
slides and the resolution and size of the scenarios, the
experiment was conducted with 37 Bachelor and
Master Students from the Faculty of Computer Science
at the University of Koblenz-Landau. Study programs
at this faculty range from computer sciences to
economic sciences including interdisciplinary courses
such as Business Process Management. The
experiment required no prior knowledge as all relevant
concepts were introduced in the tutorial. However, we
took into consideration that all participants came from
a business informatics background as they pursue an
IT-related degree. The students were randomly
assigned to two groups and they participated
voluntarily, so no incentive was offered.

5. Results
After data collection through our experiment, we
assessed the participant data with the respective
measures described in Section 4.3 to evaluate our
hypotheses.
First, we checked whether each dependent variable
was normally distributed. To this aim, we assumed the
data to be normally distributed if the standardized
skewness and standardized kurtosis are within the
range [-2, +2], following [19]. If the results of both
groups in one run were normally distributed, we used
Levene’s test at a significance level of 0.05 to check
whether the variance of both samples was equal. Given
equal variance, we applied an independent-sample ttest. If the data was not normally distributed, we ran
the Mann-Whitney U test, which can indicate a
significant difference between two sample medians of
not normally distributed samples [23]. For both the ttest and the Mann-Whitney U test, we assumed the
commonly used significance level of 0.05.

5.1. Understanding Accuracy
Figure 7 depicts an overview of test results for the
understanding accuracy measurement. The x-axis
groups the individual task results. The y-axis shows the
mean of the number of correctly answered questions
across all participants. In five out of eight tasks, the
percentage of correct answers differed by at least 40%,
suggesting higher understanding accuracy for test runs
with access to inconsistency values.

Figure 7: Overview of test result mean for
understanding accuracy
Both standardized skewness and standardized
kurtosis were not within the range [-2, +2]. Also, due
to the fact that we asked four questions per run, there
could only be five distinct results for the percentage of
correct answers (0, 0.25, 0.5, 0.75, 1), meaning the data
was not continuous. Hence, we could not apply other
tests to check normal distribution such as the
Kolmogorov-Smirnov test, as these tests are not
applicable for discrete data. Therefore, the values could
not be assumed to be normally distributed.
Consequently, we ran the Mann-Whitney U test. The
results are shown in Table 1.
Table 1: Test of Hypothesis 1 (understanding
accuracy)
Run 1
Run 2
Group
1
2
1
2
N
19
18
19
18
Mean
0.95
0.49
0.62 0.94
Standard
0.13
0.21
0.19 0.16
Deviation
p (1-tailed)
<0.0001
<0.0001
As both p-values are statistically significant, the
understanding accuracy was correlated with the access
to inconsistency measures in both runs, which supports
Hypothesis 1.
Conclusion 1: Quantitative measures for business
rule inconsistencies are associated with an improved
understanding accuracy.

5.2. Understanding Efficiency
Figure 8 shows an overview of test results for the
understanding efficiency measurement. The results for
the individual tasks are grouped along the x-axis. The
y-axis indicates the time needed for answering a task in
seconds. As can be seen, participants with access to
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inconsistency values had a lower completion time for
all tasks, indicating higher understanding efficiency.

Figure 8: Overview of test result mean for time
taken for task completion
The time the participants spent to answer the
questions was normally distributed and both samples
had equal variances (p values of Levene’s test were
0.087 and 0.101, respectively). We consequently ran
independent-sample t-tests between the two groups for
each run. Table 2 shows the results of this test.
Table 2: Test of Hypothesis 2 (understanding
efficiency)
Run 1
Run 2
Group
1
2
1
2
N
19
18
19
18
Mean
38.89 86.08 74.47 32.32
Standard
23.72 32.25 31.45 15.25
Deviation
t
-4.948
5.002
p (1-tailed)
<0.0001
<0.0001
The p-values are statistically significant. Thus, the
understanding efficiency was correlated with the
access of inconsistency measures in both runs, which
supports Hypothesis 2.
Conclusion 2: Quantitative measures for business
rule inconsistencies are associated with an improved
understanding efficiency.

5.3. Mental Effort
In order to measure mental effort, we used the eyefixation duration. Here, we encountered the problem
that the eye-tracking did not work for all 37
participants. Even though we cannot provide a
verifiable technical explanation for this, we noticed
that this phenomenon exclusively affected participants

with glasses. To clarify, this only affected a fraction of
participants with glasses. Based on this observation
and information provided by the manufacturer of the
eye-tracker [24], we assume that the condition of
specific glasses and their reflections could be
responsible for this. As the eye-tracking results were
only needed as a measure for Hypothesis 3, we decided
to still include the data of these participants towards
evaluating understanding accuracy and efficiency.
Accordingly, N was 30 for the eye-tracking
measurement.
Figure 9 displays an overview of test results for the
objective mental effort measurement. The respective
task results are grouped by task on the x-axis. The
average eye-fixation duration is shown on the y-axis.
For all tasks, participants who had access to
inconsistency values displayed a lower fixation
duration, meaning that the time for comprehending
information during a cognitive load was significantly
lower. Following [21], this suggests lower mental
effort during task completion.

Figure 9: Overview of test result mean for
objective mental effort
The eye-fixation durations were normally
distributed, and both samples had equal variances (p
values of Levene’s test were 0.082 and 0.193,
respectively), so we ran independent-sample t-tests
between the two groups for each run.
Table 3: Test of Hypothesis 3 (objective
mental effort)
Run 1
Run 2
Group
1
2
1
2
N
15
15
15
15
Mean
37.38 81.05 65.18 26.46
Standard
23.27 33.46 23.39 14.54
Deviation
t
-4.009
5.261
p (1-tailed)
0.0002
<0.0001
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The p-values are both statistically significant for
the eye-fixation duration, which suggests less mental
effort being correlated with the access to inconsistency
measures in both runs, supporting Hypothesis 3.
In addition to the objective mental effort, we also
asked the participants which run, i.e. the run with or
without access to inconsistency values, they found
easier or whether they perceived them as equally easy.
36 out of the 37 participants associated the run with
access to inconsistency measures with less mental
effort and only one person found the run without
inconsistency measures easier.
Conclusion 3: Quantitative measures for business
rule inconsistencies are associated with reduced mental
effort required for understanding and interpreting
inconsistencies in business rules.
Figure 10 and Figure 11 show heat maps for a
scenario from the first domain without and with access
to inconsistency values. Both figures show data from
all participants of the corresponding run. Heatmaps
display the focus of visual attention and how visual
gaze is distributed. When comparing Figure 10 and
Figure 11 it is observable that the participants without
access to inconsistency values spent a lot more time
and effort analyzing the four columns of the table. In
Figure 10, participants had a large fixation-duration
over the entirety of columns in the DMN tables.

Figure 10: Heat map for task 3 without access
to inconsistency values
On the contrary, the participants with access to
inconsistency values, however, only briefly looked at
the different columns after checking the provided
inconsistency values. It is visible that participants who
had quantitative insight were able to ignore irrelevant
parts of the rule base, allowing for a more efficient task
completion. Also, Figure 11 shows that participants

actively looked at and used the provided quantitative
ranking.

Figure 11: Heat map for task 3 with access to
inconsistency values

6. Discussion & Conclusion
In this paper, we presented the results of an
experiment investigating the effects of quantitative
measures on understanding inconsistencies in business
rules.
To verify our hypotheses, our focus was on three
measurements: understanding accuracy, understanding
efficiency, and mental effort measured via the
percentage of correct answers to comprehension
questions, the time needed for solving a given task and
eye-fixation duration, respectively. The data was
accumulated in empirical experiment research.
Due to the experimental nature of our research,
potential limitations should be considered.
Our results are based on an experiment with a total
number of 37 participants, which could affect the
external validity. To put our sample size into
perspective we compare our participant size to the
number of participants in other related studies. The
identified studies include [22] (23 participants), [19]
(28 participants), [25] (28 participants) and [18] (50
participants), indicating that our sample size is
comparable to those of mentioned works. Furthermore,
the results of our t-tests have very low p-values (most
below 0.0001), which already indicates an extremely
significant effect in the analyzed sample.
It is possible that a change in the structure of the
different scenarios or the order of questions might have
an effect on the experiment results. Also, English being
our language of choice could have had an impact on
the participants’ performance, as English was not the
native language of our subjects and the comprehension
of the scenarios therefore depends on the individual
language skills. However, we want to point out that the
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situation was the same for all participants in order to
enable internal validity.
The fact that our group of participants only
consisted of students as opposed to domain experts,
could have an impact on external validity, as the
scenarios used in this experiment do not necessarily
reflect those that occur in practice. However, since
these scenarios represent typical inconsistencies in
business rule bases, an application of our results to
other domains seems plausible.
Our results support all three hypotheses, which
were introduced in section 3. This indicates that
quantitative measures are associated with better
understanding accuracy, understanding efficiency and
less mental effort in business rules management. Due
to the applied experimental research methodology, our
conclusions are based on the tested group of
participants. To conclude, quantitative insights provide
added-value to business intelligence by supporting
companies in understanding inconsistencies in business
rules. Following the suggestions by [10], [11], this
work is the first to empirically show these effects.
We identify several possibilities for future work.
The inconsistency quantification in our experiments
was based on the C# measure. Future work could
investigate how other inconsistency measures impact
our experiment results. Additionally, the impact of
different visualization techniques could also be
evaluated.
Based on our results, we can identify several
implications for practitioners. First, our results show
positive effects of quantitative measures. This validates
the findings by [10]. While there has been a plethora of
work geared towards automatisms for the qualitative
analysis of rule bases (i.e. a detection of errors),
automated quantitative analysis has received far less
attention. Efforts should therefore be directed towards
incorporating quantitative measures in Business Rules
Management. This quantification provides a clearly
articulated impact assessment of compliance risks and
inconsistencies, which can be used as a basis for an
informed decision regarding a prioritization of
problems and a time-efficient inconsistency resolution
by domain experts.
Last, as suggested by [18], we utilized neurophysiological measurement for industry-related studies.
Current devices are becoming more attainable and less
intrusive while allowing for in-depth analysis of human
behavior in interaction with technology. This form of
measurement could provide new opportunities for
companies to understand the added-value of BI
solutions.
Future research should be geared towards
implementing quantitative insights in business
intelligence, fostering inconsistency resolution and

thus a correct decision-making, and sustainable
development of organizations.
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