Abstract. This paper presents a characteristic test for testing the elliptical distribution of the errors in the multivariate linear regression model. We obtain the asymptotic spherical distribution of the transformed residuals of the regression model under the null hypothesis. Based on bootstrap approximation, an algorithm is given to estimate the critical values of the test. The test statistic possesses symmetry and then the test power can be enhanced. The test is practical to implement for arbitrary dimension of the errors.
Introduction
A multivariate linear model describes the relationship between a response vector y and a vector x of covariables. Let 1 , , n y y  be n independent observation vectors in 
where the prime ' " "denotes transpose, the design vectors The family of elliptically symmetric distributions is a natural extension of the family of multivariate normal distributions. It contains short-tailed and long-tailed distributions, including symmetric Kotz type distributions, symmetric multivariate Pearson Types VII and II distributions. The errors in a multivariate regression model can be assumed to have an elliptical distribution when the normality assumption fails.
In this paper, we consider the multivariate linear model with errors j ε in (1)-(2) having an elliptical distribution. To avoid wrong conclusions in regression analysis, the distributional assumption on the errors should be checked. Let F be the unknown distribution of the errors j ε and let 0 F be the elliptical distribution. We want to test the hypothesis 0 = F F .
(3) Gamero, García and Mejías proposed a goodness-of-fit test for any fixed distribution of errors in multivariate linear models [1] . Su and Yang presented a goodness-of-fit test for uniformity on the surface of a unit sphere based on generalized inverse, the test possesses symmetry and has nice properties [2] .
Let m Ω denote the surface of a unit sphere centered at the origin in (ICECEE 2015) based on Cholesky decomposition leads to the transformed residuals whose joint distribution asymptotically does not depend on the unknown matrix m Σ of the elliptical distribution. Hence, the critical values can be approximated by Monte Carlo and bootstrap samples.
The paper is organized as follows. In Section 2, we introduce the multivariate linear regression model and some lemmas. In Section 3, the generalized inverse-based test for the elliptical distribution of the errors is proposed. The asymptotic null spherical distribution of the transformed residuals is obtained. In Section 4, the algorithm to estimate the critical values is given. 
where random variable 0 κ ≥ is independent of (m)
U . We shall use the notation ~( , )
Let n I denotes the n n × identity matrix and let 
whereY and ε are n m × random matrices, X is a known n p × matrix, and β is an unknown p m × matrix. Here, the sign ⊗ denotes the kronecker product of matrices.
The multivariate linear model (6) - (7) generalizes the multiple linear model ( 1 m = ) by allowing a vector of observations, given by the rows of a matrixY , to correspond to the rows of the design matrix X . Lemma1 [3] Assume that ~( , ) 
Letβ be the least squares estimate of β , i.e.,
where D is a positive definite matrix. Then (a). [4] ' 1ˆ( , , ) ( )
where P → denotes convergence in probability as n → ∞ . 
Then the distribution of W does not depend on m Σ . Lemma5 [3] If An 1 m × random vectorς has a spherical distribution then ~( )
where ⋅ denotes the Euclidean norm.
Then (a). The covariance matrix of 
Goodness of fit test for the elliptical distribution of errors
Let Σ andΣ be defined in (7) and (9), respectively. Let the Cholesky decomposition of Σ ,Σ and
respectively. Let 1 L − be the inverse of L and letˆi ε be defined in (9) . Let
(m) ' 1 ( , , ) , 1, , 
