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Abstract. The power spectrum has long been the workhorse summary statistics for large-
scale structure cosmological analyses. However, gravitational non-linear evolution moves pre-
cious cosmological information from the two-point statistics (such as the power spectrum) to
higher-order correlations. Moreover, information about the primordial non-Gaussian signal
lies also in higher-order correlations. Without tapping into these, that information remains
hidden. While the three-point function (or the bispectrum), even if not extensively, has
been studied and applied to data, there has been only limited discussion about the four
point/trispectrum. This is because the high-dimensionality of the statistics (in real space a
skew-quadrilateral has 6 degrees of freedom), and the high number of skew-quadrilaterals,
make the trispectrum numerically and algorithmically very challenging. Here we address
this challenge by introducing the i-trispectrum, an integrated trispectrum that only depends
on four k-modes moduli. We model and measure the matter i-trispectrum from a set of
5000 Quijote N-body simulations both in real and redshift space, finding good agreement
between simulations outputs and model up to mildly non-linear scales. Using the power spec-
trum, bispectrum and i-trispectrum joint data-vector covariance matrix estimated from the
simulations, we begin to quantify the added-value provided by the i-trispectrum. In par-
ticular, we forecast the i-trispectrum improvements on constraints on the local primordial
non-Gaussianity amplitude parameters fnl and gnl. For example, using the full joint data-
vector, we forecast fnl constraints up to two times (∼ 32%) smaller in real (redshift) space
than those obtained without i-trispectrum.
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1 Introduction
The clustering of large-scale structure (LSS) encloses key information about both the primor-
dial Universe, including the physics of inflation, and the growth of cosmological perturbations
which are driven by gravity and the physics of the late-time Universe. Future and forthcoming
large-scale structure surveys (e.g., DESI1 [57]; Euclid 2 [53]; PFS 3 [22]; SKA4 [6]; LSST5 [1]
and WFIRST6 [34]) will cover unprecedented effective volumes, giving in principle access to
this wealth of cosmological information.
While Bayesian hierarchical modelling, likelihood-free or forward modelling approaches
(e.g., [5, 68, 87] and Refs. therein) are extremely promising, to date the workhorse approach
still consists in considering and analysing summary statistics. The most popular is, of course,
the power spectrum –the Fourier space counterpart of the two-point correlation function–
which for a Gaussian random field encloses all the information. However, deviations from
Gaussianity induced, e.g., by non-linear gravitational evolution but also of primordial ori-
gin, generate higher-order statistics. The bispectrum –the Fourier space counterpart of the
three-point correlation function– is the next-to-leading-order statistic and it has been studied
somewhat extensively. However, bispectrum measurements from galaxy surveys and their
cosmological interpretation is still to a certain degree limited ([32, 73, 82, 93]). This is due
to the fact that it is much more challenging and computationally intensive to measure the
bispectrum signal, estimate its covariance matrix, account for its selection effects, than it is
for the power spectrum.
The trispectrum –the connected part of the four-point correlation function in Fourier
space– is even more off the beaten track. The trispectrum is non-zero when four k-vectors
make a closed skew-quadrilateral (i.e., it is embedded in a 3D space). For simplicity we
will loosely use the term quadrilateral from now on, but one should keep in mind that we
refer to sets of four k-vectors that do not necessarily lie on the same plane. Note that the
trispectrum is the lowest-order correlation where the connected part needs to be explicitly
disentangled from the unconnected part. In other words, the ensemble average of four Fourier
modes whose k-vectors make a closed quadrilateral would be, in general, non-zero even for
a Gaussian random field. But what carries additional information not enclosed in the power
spectrum is the connected part of that statistic.
While for the cosmic microwave background (CMB) fluctuations the trispectrum has
been studied in detail and has been measured [4, 21, 23, 24, 42, 48, 50, 52, 63–65, 69, 79], in the
late-time large-scale structure context it has received limited attention [10, 17, 54, 92] mainly
focused on its relation with the power spectrum covariance matrix [62, 67, 86]. An effective
field theory model of the trispectrum was derived in [11] while a formalism in angular space
was recently proposed by [55]. Applications of the trispectrum to data are at an even more
embryonic stage. The four-point correlation function in configuration space, was originally
measured by [26] from the Lick and Zwicky catalogs, from simulations by [84] and recently
at small scales from the BOSS NGC CMASS galaxy catalog by [70].
CMB studies on the trispectrum have proved its additional constraining power in partic-
ular regarding possibly primordial non-Gaussianities, which could confirm or rule out models
1http://desi.lbl.gov
2http://sci.esa.int/euclid/
3http://pfs.ipmu.jp
4https://www.skatelescope.org
5https://www.lsst.org/
6https://www.cosmos.esa.int/web/wfirst
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of the very early Universe (e.g., single/multi field inflation). Even if more noisy and difficult
to model due to non-linear gravitational evolution, the late-time 3D matter field trispectrum
contains by definition many more modes than the primordial 2D CMB counterpart. It is
reasonable to expect that, if measurable, it will provide additional information regarding the
same primordial non-Gaussianity parameters. This was also the initial motivation stressed in
[92] to look at this statistic.
Therefore the ultimate question we want to address is: "Is there additional information
in the matter/halo/galaxy fields which is not captured by the power spectrum and bispectrum
but that could be extracted by considering also the trispectrum?". In this paper, as a first step
we focus on the matter field. Only if this idealised case shows that there is additional useful
information in the trispectrum, then it would provide motivation to extend the treatment to
more complex and realistic cases.
Studying the LSS trispectrum is massively more challenging for several reasons. On the
theoretical and modelling side, several physical processes contribute to the trispectrum signal:
not only a possible primordial signature and systematics/foreground effects as in the CMB,
but also the mode-coupling arising from gravity and (non-linear) gravitational clustering.
Moreover, the trispectrum of galaxies or other dark matter tracers is also affected by real-
world effects such as redshift space distortions and galaxy bias, which need to be modelled
consistently (i.e., at least up to third order in perturbation theory).
On the more practical side of measuring the signal from (real or simulated) data, in the
CMB only co-planar quadrilaterals are considered, but in the three-dimensional LSS space,
the number of quadrilateral configurations increases very rapidly. This has been to-date the
showstopper for considering the trispectrum of LSS.
In this paper we address this challenge by considering a specific type of integrated
trispectrum of the late-time dark matter overdensity field, which we will call for simplicity
i-trispectrum and that depends only on the modulus of the four k-modes (k1, k2, k3, k4).
As it will become apparent later, the i-trispectrum is an integrated trispectrum over
(skew) quadrilaterals with all possible folding angles around a diagonal and all possible lengths
of the diagonal. This reduces greatly the computational and algorithmic challenge and makes
the trispectrum signal accessible.
The analysis is presented in both real and redshift space including possible primordial
non-Gaussianities. The theoretical model can be easily extended to the galaxy field in redshift
space using an appropriate bias expansion up to third order. The estimator can be directly
applied to the galaxy field in redshift space, but this is left for future work.
Modelling the dark matter quantities is a necessarily unavoidable and non-trivial first
step (and may in principle be useful for weak lensing applications). It enables us to assess how
well the adopted theoretical model reproduces the measured statistics of the simulated dark
matter field, before applying any kind of galaxy or halo bias prescription, or real-to-redshift
space conversion.
The goal of this paper is to present a theoretical modelling of the dark matter (con-
nected) i-trispectrum signal observed in N-body simulations of structure formation, and to
highlight the challenges of characterising correctly its covariance matrix. We also quantify
the added value of the i-trispectrum, when combined with power spectrum and bispectrum,
especially for constraints on primordial non-Gaussianities. The rest of the paper is organised
as follows. In section 2 the methodology of our analysis is presented, including the theoretical
modelling of statistics (section 2.1), the estimators applied on the simulated data (section 2.2)
and both local primordial non-Gaussianity theory and the formalism necessary for the Fisher
– 3 –
Figure 1. Trispectrum coordinates used to describe each configuration in the analytical model for
T . On the left hand side the real space coordinate system. Without loss of generality the diagonal D
can be aligned with the z-axis and the triangle k1 + k2 + D = 0 can be on the xz-plane. ψ denotes
the folding angle of the quadrilateral. On the right hand side is the redshift space coordinate system.
Now the line of sight is aligned with the z-axis and therefore another two angles are needed to fully
describe the quadrilateral and its T : ωD = arccosµD (the angle between D and the line of sight., and
φ12 (the angle between the xz-plane and the triangle k1 + k2 +D = 0).
forecasts (respectively sections 2.4 and 2.5). The results are presented in the second part of
the paper, section 3. In particular, the real space analysis comparing theory with measure-
ments is described in section 3.1 while the Fisher forecast for the primordial non-Gaussianity
parameters is reported in section 3.2. Finally, the same analysis and forecasts performed in
redshift space are reported in section 3.3. We conclude in section 4 where we also discuss
possible further extension of this work.
2 Methodology, theory modelling and estimators
In view of our goal to investigate whether and how the i-trispectrum could be a powerful
tool for cosmology, especially to further tighten the constraints on local primordial non-
Gaussianity, we have to lay out a suitable methodology. We set out to model and measure
the i-trispectrum signal of the dark matter particles field contained in a set of simulations
with regular geometry. We use 5000 realisations of the Quijote N-body suite [95].
A theoretical model for the i-trispectrum and an estimator for its measurement are
introduced and validated. For completeness we also review the adopted theory model and
the estimators for the power spectrum and bispectrum. Then the i-trispectrum covariance
(both auto and cross-covariance with the power spectrum and bispectrum) is presented and
estimated. With this in hand, we perform a Fisher forecast using a theoretical model for the
primordial non-Gaussianity signal.
The methodology is described here and the results are presented in section 3.
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2.1 Theoretical models of the signals
Our theory model for the matter power spectrum is provided by the Class code [56], which
returns both the linear and non-linear power spectrum via the halofit [12, 80, 85] fitting
formula7. We model the matter bispectrum in two ways: using the second-order standard
perturbation theory kernel F (2)SPT [k1,k2] [27, 66] and with its effective version F
(2)
EFF [k1,k2]
[30, 33], which was calibrated on simulations using the measured non-linear matter power
spectrum (Pnl) as input. Therefore for the bispectrum in real space we have
BSPT(k1,k2,k3) = 2F
(2)
SPT [k1,k2] P (k1)P (k2) + 2 permutations ,
BEFF(k1,k2,k3) = 2F
(2)
EFF [k1,k2] Pnl (k1)Pnl (k2) + 2 p. , (2.1)
where we indicate the cyclical terms by "permutations" or "p". In the BEFF case the non-
linear power spectrum can either be provided by the measured quantity from the N-body
simulations (this is the way how the kernel was originally calibrated), or alternatively, by
halofit. We also consider a variant of the standard perturbation theory bispectrum where
the F SPT2 kernel is used with the halofit non-linear power spectrum rather than the linear
one
BSPT−NL(k1,k2,k3) = 2F
(2)
SPT [k1,k2] Pnl (k1)Pnl (k2) + 2 p. (2.2)
The trispectrum model TSPT (k1,k2,k3,k4) has been already derived and presented in several
works e.g., [27, 76]; here we use the standard perturbation theory expression reported in the
appendix B3 of [37] which we briefly summarise also in appendix A. Appendix A also reports
the full expressions for the power spectrum, bispectrum and trispectrum theory models for
the galaxy field in redshift space.
It is important to specify that by trispectrum, T , and thus by trispectrum model TSPT,
we mean the signal corresponding to a quadrilateral configuration of a given shape defined
by the choice of the four k-vectors (k1,k2,k3,k4). In particular, for the matter trispectrum
in real space we use [27, 67]
TSPT(k1,k2,k3,k4) = 4P (k1)P (k2)×
{
F
(2)
SPT [k1,−k13]F (2)SPT [k2,k13]P (k13)
+ F
(2)
SPT [k1,−k14]F (2)SPT [k2,k14]P (k14)
}
+ 5 p.
+ 6 F
(3)
SPT [k1,k2,k3]P (k1)P (k2)P (k3) + 3 p., (2.3)
where kij = |ki + kj |. The expression for the second- and third-order standard perturbation
theory kernels F (2,3)SPT can be found in Ref. [37]. As for the case of the bispectrum, in equation
2.3 we might use the linear matter power spectrum for P yielding TSPT or the non-linear
matter power spectrum, yielding TSPT−NL.
From equation 2.3, the expression for the theoretical model of the trispectrum, we can
easily identify the two terms obtained by expanding the four-point correlator up to sixth order
in δ [27]: TSPT(k1,k2,k3,k4) = T(1122) + T(1113) (see also section 2.4, Appendices B and E).
The matter trispectrum (in real space) is a statistic measured on an isotropic field. This
reduces the number of degrees of freedom necessary to describe a quadrilateral configuration
7A more recent fitting formula for the matter power spectrum also implemented in Class is HMcode
[60]. We tested that for the chosen k-range the difference between halofit and HMcode is negligible for our
purposes
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from eight (needed when the signal depends on the orientation with respect to the line of
sight) down to six.
Here we use the convention illustrated in figure 1. We use as diagonal, D, the one defined
by D + k1 + k2 = 0. The module of this diagonal can then vary between a minimum and a
maximum value defined by
Dmin = max [|k1 − k2|, |k3 − k4|] and Dmax = min [|k1 + k2|, |k3 + k4|] , (2.4)
where the above conditions are imposed by the requirement that the triangles formed by
the diagonal D and the two k-vectors ({k1, k2} and {k3, k4}) are closed. In real space,
the orientation with respect to the line of sight does not matter and therefore, for each
quadrilateral, one could choose to set the diagonal vector D parallel to the line of sight
direction (namely, z-axis). With this choice, the two triangles defined by D + k1 + k2 = 0
and D− k3 − k4 = 0 will be orthogonal to the xy-plane.
Finally, the angle ψ describes the "folding" of the quadrilateral along the diagonal D, in
other words, the angle between the two planes defined by the two triangles D+ k1 + k2 = 0
and D − k3 − k4 = 0. It should be then clear that T (k1,k2,k3,k4) ≡ T (k1, k2, k3, k4, D,
ψ, [ω, φ12]) where ω, φ12 are varying only in the redshift space case (see section 2.1.1), because
each k1,k2,k3,k4 set corresponds univocally to a {k1, k2, k3, k4, D, ψ, [ω, φ12]} set and vice
versa. We choose to study an averaged version of the trispectrum signal which we call i-
trispectrum, with each configuration described only by the modulus of the four quadrilateral
sides, T (k1, k2, k3, k4). In other words, we integrate out, by averaging over all their possible
values, the additional two coordinates needed to fully describe a quadrilateral configuration
(in real space). According to our adopted convention (figure 1) this means integrating over
D and ψ. The redshift space i-trispectrum (see section 2.1.1) monopole is further averaged
over ω and φ12.
Therefore, differently from what happens for the power spectrum (line) and the bispec-
trum (triangle), the i-trispectrum signal as a function of just (k1, k2, k3, k4) is an average over
many different shapes characterised by different values of one diagonal D and the folding
angle around it ψ. The second diagonal that could be used as coordinate and its folding angle
is fixed by choosing the first coordinates pair {D,ψ}.
Following these conventions, we define matter i-trispectrum in real space as a function
of the module of the four k-vectors k1, k2, k3, k4 as
T (k1, k2, k3, k4) = 1
3
∑
k1,k2,k3,k4
k1,k3,k2,k4
k1,k2,k4,k3
1
2pi∆D
∫ Dmax
Dmin
dD
∫ 2pi
0
dψ T (k1, k2, k3, k4, D, ψ) ,
(2.5)
where ∆D = Dmax−Dmin. Given a (k1, k2, k3, k4) set, three different shapes can be obtained
by changing the order of the sides, this being the reason for the average in equation 2.5.
The corresponding estimator applied on data will be later defined in equation 2.15.
In appendix A the theoretical models for redshift space power spectrum, bispectrum and
trispectrum are briefly reported.
2.1.1 Redshift space i-trispectrum: coordinates
When redshift space distortions are present, and in the partial sky/plane parallel approxima-
tion, the signal is not isotropic anymore [40, 46]. The preferred direction is given by the line
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of sight, which, by convention, we align with the zˆ direction. Hence, compared to the real
space case discussed above, in order to define the orientation with respect to the line of sight
of all the possible quadrilaterals (defined by the set of coordinates (k1, k2, k3, k4, D, ψ)), only
two additional parameters are necessary.
First we define an angle φ12 to describe the rotation of the triangle D + k1 + k2 = 0
away from the xz-plane (illustrated in the right part of figure 1).
As remaining parameter we choose the cosine of the angle between the diagonal, D, and
the line of sight, µD. Then by rotating each vector by an angle ωD = arccosµD, together
with the choice of angles (ψ, φ12), all the possible orientations/shapes can be defined (and
spanned when integrating over).
It is indeed important to notice that the orientation with respect to the quadrilateral
line of sight, together with its shape, can also be modified by varying both angles φ12 and
ψ. These three variables (ψ, φ12, µD) may be used as a natural basis for an expansion in
terms of Legendre polynomials of the full anisotropic i-trispectrum signal. The redshift space
i-trispectrum monopole T (0) can be obtained by performing the four-dimensional integration
of the redshift space trispectrum, T s:
T (0) (k1, k2, k3, k4) = 1
3
∑
k1,k2,k3,k4
k1,k3,k2,k4
k1,k2,k4,k3
1
8pi2∆D
∫ Dmax
Dmin
dD
∫ +1
−1
dµD
∫ 2pi
0
dφ12
∫ 2pi
0
dψ
×T s (k1, k2, k3, k4, D, µD, φ12, ψ) . (2.6)
2.2 Estimators: measuring P, B, T of an overdensity field
Given an overdensity field, we need a procedure to estimate the statistics of interest: power
spectrum, bispectrum and i-trispectrum. The overdensity field, as sampled for example by
particles or haloes in an N-body simulation or by galaxies in a survey, is a discrete distribution,
which contains a shot-noise contribution to the measured statistics. Finally, estimators should
be adapted to take advantage of discrete Fast Fourier Transforms algorithms (FFT) [28].
This procedure is described in detail in appendices B (and C for what concerns the shot-noise
subtraction). We review here the key steps and present the main results derived following the
approach introduced by Refs. [71, 72] and used also in Ref. [91].
Given a cubic realisation of size L and volume V = L3, the overdensity δx is usually
pixelised within N3 cells whose volume is V/N3. Starting from the expressions for the direct
and inverse Fourier transforms of the matter density perturbation field,
δk =
∫
dx3 δx e
ikx and δx =
1
(2pi)3
∫
dk3 δk e
−ikx , (2.7)
where the integration is over the whole volume in configuration and Fourier space, the fol-
lowing quantities can be defined:
Ik(x) =
∫
k
dq3
(2pi)3
δqe
−ixq and Jk(x) =
∫
k
dq3
(2pi)3
e−ixq , (2.8)
where the integration is over the spherical shell with radius defined by the k-vector module
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and with thickness ∆k. Given these ingredients, we can define the power spectrum estimator:
Pˆ (k1) =
(2pi)−3
Np
∫
k1
dq31
∫
k2
dq32 δq1 δq2 δ
D (q1 + q2)
=
k3f
(2pi)3
∫
k1
dq31
∫
k1
dq32 δq1 δq2 δ
D (q1 + q2)∫
k1
dq31
∫
k1
dq32 δ
D (q1 + q2)
, (2.9)
where δD is the Dirac’s delta and where each integral is performed over a spherical shell of
radius ki for i = 1, 2 and thickness ∆k. Np = Vp/k3f is the number of pairs found inside the
integration volume in Fourier space, where Vp = 4pik2∆k is the integration volume in Fourier
space while kf = 2pi/L is the box’s fundamental frequency. Performing the pixelisation steps
on the field described in appendix B the discretised estimator becomes
Pˆ (k1) =
L3
N6
N3∑
ı=1
IDk1(xı) I
D
k1(xı)×
 N3∑
=1
JDk1(y) J
D
k1(y)
−1 , (2.10)
where ID and JD (full expression reported in equation B.10) denote the discretised
version of the quantities defined in equation 2.8 for a grid with N3 cells.
Similarly, for the bispectrum we start from the unbiased estimator
Bˆ (k1, k2, k3) =
V (2pi)−6
Nt
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33 δq1 δq2 δq3 δ
D (q1 + q2 + q3)
=
V k6f
(2pi)6
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33 δq1 δq2 δq3 δ
D (q1 + q2 + q3)∫
k1
dq31
∫
k2
dq32
∫
k3
dq33 δ
D (q1 + q2 + q3)
, (2.11)
where Nt = Vt/k6f is the number of triangles included in the integration volume in Fourier
space (Vt = 8pi2k1k2k3∆k3 is the integration volume in Fourier space for the bispectrum). As
for the power spectrum, the above theoretical estimator can be transformed into its discretised
form (see equation B.15):
Bˆ (k1, k2, k3) =
(
L6
N9
) N3∑
ı=1
IDk1(xı) I
D
k2(xı) I
D
k3(xı)×
 N3∑
=1
JDk1(y) J
D
k2(y) J
D
k3(y)
−1 . (2.12)
2.2.1 i-trispectrum
Analogously to the power spectrum and bispectrum, the estimator for the four-point correlator
could be defined as a quantity proportional to a suitable average of four δk modes. However,
differently from the power spectrum and bispectrum cases, this will not be a particularly
useful i-trispectrum estimator; when taking the ensemble average of such quantity, two terms
appear –according to Wick’s theorem–: a connected (c) and an unconnected (u) part.
So the estimator simply identified with the four-point correlator estimator will include
both these contributions:
Tˆc+u (k1, k2, k3, k4) = V
2(2pi)−9
Nq
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34
×δq1 δq2 δq3 δq4 δD (q1 + q2 + q3 + q4)
=
V 2k9f
(2pi)9
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34 δq1 δq2 δq3 δq4 δ
D (q1 + q2 + q3 + q4)∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k3
dq34 δ
D (q1 + q2 + q3 + q4)
,
(2.13)
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where Nq = Vq/k9f is the number of skew-quadrilaterals in the integration volume in Fourier
space (see [38]’s appendix for a derivation of the trispectrum integration volume in Fourier
space Vq = 16pi3k1k2k3k4∆k5). Notice that this estimator automatically averages over all the
possible shapes and permutations included in the model of equation 2.5.
In fact,
〈Tˆc+u (k1, k2, k3, k4)〉 = V
2(2pi)−9
Nq
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34
× [〈δq1 δq2 δq3 δq4〉c + 〈δq1 δq2〉〈δq3 δq4〉 + 2 p.] δD (q1 + q2 + q3 + q4) ,
(2.14)
where 〈δq1 δq2 δq3 δq4〉c denotes the connected i-trispectrum part, and the three permutations
of the product of two terms proportional to the power spectrum (〈δqi δqj 〉〈δqi′ δqj′ 〉) are
the unconnected part. The unconnected part is not of particular interest here, since it is
completely determined by the field’s power spectrum.
The signal of interest and the one we want to isolate is the connected part, the i-
trispectrum. In other words, the i-trispectrum estimator should be obtained by subtracting
the unconnected part from the total signal measured by the four-point correlator estimator
in equation 2.13:
Tˆ (k1, k2, k3, k4) ≡ Tˆc (k1, k2, k3, k4) = Tˆc+u (k1, k2, k3, k4)− Tˆu (k1, k2, k3, k4) . (2.15)
In the cosmological context of interest and for Gaussian initial conditions, perturbation theory
predicts the unconnected part (which is intrinsically a linear order quantity) to be dominant
with respect to the connected one (which is intrinsically third order). This will later be proven
using the simulations measurements, with the unconnected part resulting to be two orders of
magnitude larger than the connected one.
As derived in appendix B.4 the discretised estimator for the total signal of the four-point
correlator in Fourier space is8
Tˆc+u (k1, k2, k3, k4) = L
9
N12
N3∑
ı=1
IDk1(xı) I
D
k2(xı) I
D
k3(xı) I
D
k4(xı)
×
 N3∑
=1
JDk1(y) J
D
k2(y) J
D
k3(y) J
D
k4(y)
−1 . (2.16)
In order to isolate the unconnected term and to subtract it from the total signal measured
from the simulations we define the estimator
Tˆu (k1, k2, k3, k4) = V (2pi)
−9
Nq
∫
k1
dq31
∫
k2
dq32 δq1 δq2 δ
D (q1 + q2)
×
∫
k3
dq33
∫
k4
dq34 δq3 δq4 δ
D (q3 + q4) + 2 p. , (2.17)
8Recall that we describe the i-trispectrum using only the four sides of the quadrilateral as coordinates
and not also the diagonal (as introduced to compute the theoretical expression for the estimator). This
is motivated by numerical computation time considerations. If we had used the diagonal D as additional
coordinate, by writing the estimator with the closure conditions δD (q1 + q2 +D)× δD (q3 + q4 −D), in the
above expression there would have been a double sum over each grid element, implying a computation scaling
as ∝ N6 instead of ∝ N3. Introducing the diagonal here is not necessary because the estimator defined as a
function of (k1, k2, k3, k4) automatically integrates over all possible shapes given by the allowed values of the
diagonal D (and the folding angle ψ).
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where the above expression captures the fact that the unconnected part by definition is non-
zero when at least one of the terms ∝ P 2 – each involving product of the two-point correlators
〈δδ〉〈δδ〉– is non-zero. This contribution then appears only for those quadrilaterals sets with
two pairs of equal sides (or all four equal sides). The corresponding discretised estimator is
(appendix B.5)
Tˆu (k1, k2, k3, k4) = L
9
N15
N3∑
ı=1
IDk1(xı) I
D
k2(xı)
N3∑
`=1
IDk3(z`) I
D
k4(z`)
×
 N3∑
=1
JDk1(y) J
D
k2(y) J
D
k3(y) J
D
k4(y)
−1 . (2.18)
From equation 2.17 we can also derive an analytical expression to model the unconnected
signal of the four-point correlator in Fourier space T thu (see equation B.24 for the derivation):
〈Tˆ (k1, k2, k3, k4)u〉 ≈ T thu (k1, k2, k3, k4) =
(2pi)3δK12δ
K
34P (k1)P (k3)
pi∆k2∆k4∆D
=
(2pi)3S1234P (k1)P (k3)
pi∆k2∆k4∆D
.
(2.19)
where δKij denotes the Kronecker delta for ki−kj and S1234 is a symmetry factor whose value
is one in case the quadrilateral has two pairs of equal sides, three if the four sides are the
same and zero otherwise. It is important to notice that since the quadrilateral diagonal D is
not a fixed parameter given the four sides, ∆D = Dmax −Dmin.
We are aware that another option would be to simply discard all the symmetric config-
urations and by doing so avoiding the quadrilaterals sets whose i-trispectrum has an uncon-
nected part. While an interesting avenue to explore, we find that it would imply a loss of
constraining power, therefore here we proceed with the estimator of equation 2.15, since it
allows harvesting the information contained in the i-trispectrum of symmetric configurations.
2.3 Covariance matrix estimation and modelling
The power spectrum, bispectrum and i-trispectrum for different k-bins, triangles and quadri-
laterals sets can be organised into a data-vector. In our case, the measured power spectrum,
bispectrum and i-trispectrum joint data-vector is given by the elements
d =
(
Pˆk1 , ...PˆkPmax ; Bˆk1k1k1 , ...BˆkBmaxkBmaxkBmax ; Tˆk1k1k1k1 , ...TˆkTmaxkTmaxkTmaxkTmax
)
, (2.20)
where each statistic is characterised by its own maximum k-value, kmax. The theoretical
counterpart of this data-vector is composed by the adopted model for each of the statistics,
which we label dth. Sometimes for brevity we will refer to d(kmax) as the data-vector defined
above measured for the same kmax for all statistics. The configurations ordering for both
bispectrum and i-trispectrum in terms of the k-values of the triangle and quadrilaterals sets
sides is shown in figure 2. In order to avoid double-counting shapes, once k1 is chosen the
other sides respect the ordering k1 ≤ k2 ≤ k3 and k1 ≤ k2 ≤ k3 ≤ k4 for triangles and
quadrilaterals sets respectively. In the figure, k1 (in blue) increases from left to right and the
x-axis reports the label (index) of the configuration. For each configuration the figure shows
the length of k2 (orange), k3 (cyan) and k4 (red).
Besides the estimator for the statistic of choice (which comprises the elements of the data-
vector d) and the theoretical expression of the estimator (elements of dth), the remaining key
– 10 –
0 20 40 60 80
triangles
0.02
0.04
0.06
0.08
0.10
0.12
k
[h
/M
pc
]
triangles and quadrilaterals sets for kmax = 0.12 h/Mpc
0 50 100 150 200 250 300
quadrilaterals sets
0.02
0.04
0.06
0.08
0.10
0.12
k
[h
/M
pc
]
k1 k2 k3 k4
Figure 2. Illustration of the convention adopted for the ordering of triangles and quadrilaterals sets
in the bispectrum and i-trispectrum data-vectors, respectively. k1 increases from left to right while
the other sides follow the ordering k1 ≤ k2 ≤ k3 and k1 ≤ k2 ≤ k3 ≤ k4 for both triangles and
quadrilaterals sets.
ingredient of all the parameter constraints analyses and forecasts is the covariance matrix,
which encodes the uncertainty and correlation present in the data-vector. The uncertainty
is related to the error associated with the individual element measurement while correlation
quantifies how dependent to each other the different elements of the data-vector are.
The covariance matrix of the i-trispectrum and the cross-covariance with power spectrum
and bispectrum are fundamental ingredients for assessing the impact of adding this four-
point statistic to a parameter constraints analysis. In what follows, for brevity we refer to
the full joint power spectrum, bispectrum and i-trispectrum covariance, or data-vector, as
PBT . Usually in this kind of forecasts studies, an analytical template is used and often the
covariance is assumed to be diagonal (i.e., no correlation between different k-bins), with only
a Gaussian component (i.e., ignoring contributions from non-linear clustering), together with
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assuming no cross-correlation between different n-point statistics.
Alternatively, given a set of measurements from independent realisations of the data-
vector d of interest, the covariance matrix Cov can be numerically estimated by
Covd =
1
Nsim − 1
Nsim∑
i=1
(di − 〈d〉) (di − 〈d〉)ᵀ , (2.21)
where Nsim is the number of independent realisations (here we use 5000 realisations see
section 3.1) used to measure the data-vector and 〈d〉 denotes the average across the whole
set of realisations and ᵀ denotes the transpose.
The inverse of a covariance matrix Cov−1d estimated from a finite number of realisation
is known to be biased [41, 78]. We correct this by using the Hartlap factor hf = (Nsim−Nd−
2)/(Nsim− 1) [41], where Nd is the data-vector’s size while Nsim is the number of simulations
used to estimate the covariance (5000 in our case9). Notice that hf → 1 when Nsim  Nd.
A more accurate correction to the inverse of the covariance matrix estimated from a finite
number of independent realisations and its effect on the resulting likelihood was introduced
by [78]. We tested that for the purpose of evaluating the added benefit of including the
i-trispectrum in the analysis, the difference between the two corrections is negligible.
Often the lack of a large number of independent realisations is the reason why resorting
to an analytical model for the covariance is appealing. In particular, if the overdensity field
can be approximated by a Gaussian random field, the covariance matrix can be modelled
analytically (especially for simulated cubic boxes). We refer to this approximation as Gaussian
and its non-zero terms in the covariance as Gaussian terms. Recent studies on the power
spectrum and bispectrum covariance matrices and their analytical models can be found in
Refs. [38, 83, 96].
For what concerns the i-trispectrum, we compute, for the first time, the Gaussian terms
at leading order following the approach developed, for the power spectrum and bispectrum,
in [36, 37].
The real space matter field i-trispectrum covariance matrix is a specific case of the more
general covariance in redshift space for biased tracers, whose derivation is reported in the
appendix D at equation D.1. Since the kernels of the real space matter field do not depend
on the relative orientation of the k-vectors, and there is no dependence of each k-vector
orientation with respect to the line of sight, no integration is required. Consequently, the
analytical expression for the diagonal elements of Cov in the Gaussian approximation (see
equation D.1 for full expression) reduces to
CTuTuG (k1, k2, k3, k4) =
(2pi)9R1234
VsV
q
1234
× P (k1)P (k2)P (k3)P (k4) , (2.22)
where the expression of the Fourier integration volume, V q1234, is given in equation B.23; R1234
is a symmetry factor (given by n!, where n is the number of repeated k modules) that counts
the number of possible permutations of equal sides between the two identical quadrilaterals
sets, and its values for a given symmetry are given in equation D.2; Vs is the effective survey
volume.
9While the Quijote [95] suite offers more than 5000 realisations, we only use 5000 for each redshift for
computational reasons. Given the maximum length of our data-vector, this number is more than enough to
estimate the inverse of the covariance matrix. In fact the Hartlap factor is hf = 0.51 or higher.
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We will compare the diagonal elements of the covariance numerically estimated from
the simulations with the above theoretical model later in section 3.1.4 to show that for the
i-trispectrum the Gaussian approximation is only reasonable at high redshifts.
2.4 Primordial non-Gaussianity imprint on the i-trispectrum
Deviations from Gaussianity of the primordial gravitational potential [8] are a powerful tool to
constrain models of inflation [9] describing how the large-scale structure we currently observe
was generated. In this work we focus on primordial non-Gaussianities (PNG) of the local type
which are parametrised by an amplitude parameter f localnl (we will refer to it as fnl from now
on for simplicity). The Bardeen’s gravitational potential Φ [8] can be written as a polynomial
expansion in terms of a Gaussian field φ with coefficients fnl and gnl up to third order:
Φ(x) = φ(x) +
fnl
c2
[
φ2(x)− 〈φ2(x)〉]+ gnl
c4
[
φ3(x)− 3φ(x)〈φ2(x)〉] + . . . (2.23)
where c is the speed of light which is needed in the expansion since in this formalism φ has
units of c2. For more details see appendix E.
A detection of |fnl| & 1 would rule out single field inflationary models since they predict
a much smaller value of the same parameter [18, 58], while at the same time it would favour
multi-field inflationary models or alternatives to inflation. At the moment of writing, the
tightest constraints, from the Planck analysis of CMB data, are fnl = 0.9 ± 5.1 (at 68%
confidence level) [4]. For large-scale structure, using the DR14 eBOSS quasars sample and
exploiting the scale dependent bias effect induced by primordial non-Gaussianity [20, 59], the
state of the art constraints are −26 < fnl < 14 (at 68% confidence level) [14].
To date, only the bispectrum has been thoroughly studied in the literature for its sen-
sitivity to primordial non-Gaussianity signatures at the lowest-order in perturbation theory
[44, 51, 75, 76, 94]. Recently Ref. [38] suggested that the bispectrum anisotropic signal
could boost even further the late-time constraints on fnl. The expressions for the primordial
non-Gaussianity contributions to the matter power spectrum and bispectrum are reported in
appendix E.
The large-scale structure trispectrum as a test for Gaussianity of the initial conditions
was proposed in [92]. Since then the trispectrum has been mainly considered for CMB analy-
ses, targeted to produce constraints on primordial non-Gaussianity [24, 42, 48, 61, 63, 69, 79],
in particular with Planck [23] deriving constraints on both τnl = 0.4 ± 0.9 × 104 and gnl =
−1.2 ± 2.8 × 105. For what concerns late-time analyses, the 21-cm background anisotropies
trispectrum was studied in Ref. [17], while Ref. [10] included the trispectrum of LSS to
measure the energy-scale of inflation through its relation with primordial non-Gaussianities.
As described in detail in appendix E.3, and following [44, 76], one can see that in
the presence of primordial non-Gaussianity, when expanding the four-point correlator (with
shorthand notation 〈δδδδ〉) whose connected component is the trispectrum, four terms appear:
〈δδδδ〉 = T(1111) + T(1112) + T(1122) + T(1113) . (2.24)
The third and fourth terms, T(1122) and T(1113), represent the standard trispectrum due to
gravitational collapse (when limiting the expansion to order ∝ δ6, or in terms of the Gaussian
primordial potential ∝ φ6). The first term T(1111) produces two terms proportional to f2nl
and gnl, respectively. The second term T(1112) is a mixture of primordial non-Gaussianity and
– 13 –
gravitational non-linear evolution and it is proportional to fnl. Therefore the model for the
primordial non-Gaussianity imprint on the matter trispectrum in real space, TPNG, is given
by10,
TPNG(k1,k2,k3,k4) = T(1111) + T(1112)
= K−2 ×
{
f2nl
c4
4
Fk3Fk4
Fk1Fk2
P (k1)P (k2)
[
P (|k1 + k3|)
F2|k1+k3|
+
P (|k1 + k4|)
F2|k1+k4|
]
+ 5 p.
+
gnl
c4
[
6Fk4
P (k1)P (k2)P (k3)
Fk1Fk2Fk3
+ 3 p.
]}
+
fnl
c2
K−1 ×
{[
4
Fk1
Fk2
P (k2)P (k3)
P (|k3 + k4|)
F|k3+k4|
F (2) [−k3,k3 + k4] + 5 p.
]
+
[
2
F|k3+k4|
Fk1Fk2
P (k1)P (k2)P (k3)F
(2) [k3 + k4,−k3] + 2 p.
]}
+ 3 p. .
(2.25)
where K = 3D+/5ΩmH20 and Fk = k2Tk, with D+ being the linear growth factor, Ωm the
matter density parameter, H0 the Hubble constant and T(k) the transfer function. From
the above equation we can see that the term that has the potential to significantly improve
the bispectrum constraining power for fnl is T(1112). This is because T(1112) has a similar
functional form and k-dependence as the matter bispectrum PNG correction (equation E.29
in the appendix).
Figure 3 shows, for matter bispectrum and i-trispectrum in real space, the ratio between
primordial and gravitational components for fnl = 1 and gnl = 105. For the bispectrum,
as expected, the ratio is O ∼ 10−3 − 10−4 depending on scale, for the i-trispectrum there
are configurations where this ratio is larger and reaches O ∼ 10−2. These are symmetric
configurations of the i-trispectrum and the boost is driven by the sum of k-vectors appearing
at the denominator of one of the two components of T(1112) reported in equation 2.25.
2.5 Fisher-based forecasts
Before developing all the required theoretical and technical tools necessary to employ a new
statistics in the analysis of real survey data, there are mainly two ways to assess the additional
information harvested by measuring this new statistics on a cosmological field. One method
is to look at the general improvement of the full data-vector signal-to-noise (including both
old and new statistics). The other, more specific, alternative is to forecast the improvements
on the parameters of interest constraints obtained by employing the new statistics.
With the covariance matrix Cov for a given data-vector in hand, we can define two
quantities for these purposes. These are the cumulative signal-to-noise (S/N) and the Fisher
information matrix (F); from the latter, both conditional and marginalised errors on the
model parameters can be estimated.
10The corresponding redshift space quantity for the matter field is simply obtained by replacing the matter
case kernels F (i) with the redshift space ones Z(i) as done in appendix A for the purely gravitational terms
T(1122) and T(1113).
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Figure 3. Primordial imprint on the matter bispectrum and i-trispectrum in real space. The
first two rows from the top show the ratio between the primordial signal proportional to fnl and
the gravitational component for the bispectrum and i-trispectrum, for fnl = 1. In the bottom row
the i-trispectrum signal proportional to gnl, also divided by the gravitational part, is displayed for
gnl = 10
5. The analytical expression for these terms is given in equation 2.25. In particular for the
quadrilateral symmetric configurations, the integrals in the model of equation 2.5 have been checked
to converge for kmin . 10−4 h/Mpc.
The (expected) cumulative signal-to-noise as a function of the maximum k-value, given
a (theoretical description of a) data-vector and the relative covariance matrix Covd, is com-
puted as
(S/N) =
√
dᵀth Cov
−1
d dth . (2.26)
where the data-vectors d should be interpreted as functions of kmax.
Given a theoretical model description of the data-vector, dth(θi), with dependence on
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model parameters θi, the Fisher information matrix is the Hessian matrix of the associated
log likelihood, L, with the derivatives taken with respect to the model parameters,
Fij = −
〈
∂2L
∂θi∂θj
〉∣∣∣∣∣
θml
(2.27)
where θml indicates that the derivatives are evaluated at the likelihood maximum.
In the case of a single-parameter estimate, the minimum achievable error is given by
∆θimin = 1/
√
Fii. In the general multi-parameter case, this is the conditional error as it
assumes that all other parameters are perfectly known. To obtain the marginal error, in the
multi-parameter case the inverse of the Fisher information matrix needs to be used ∆θimin =√
F−1ii [88]. Using the data-vector’s covariance matrix and its derivatives with respect to the
model parameters, each element of the Fisher information matrix can be computed as
Fij =
∂dᵀth
∂θi
Cov−1d
∂dth
∂θj
(2.28)
since here (as in most Fisher forecasts and in most large-scale structure studies) we adopt a
Gaussian likelihood with fixed covariance matrix (see e.g., [13, 47]).
In what follows we will make use of another related quantity: the cumulative χ2 as
a function of kmax. Given a measured data-vector d and its theoretical model dth, the
cumulative χ2 can be computed using the full covariance matrix, χ2Cov, or can be approximated
(as often done in practice) by considering only the diagonal elements, χ2σ2 . These expressions
read,
χ2Cov(kmax) = (dth(kmax)− 〈d(kmax)〉)ᵀ Cov−1d (kmax) (dth(kmax)− 〈d(kmax)〉)
χ2σ2(kmax) =
∑
i|∀di∈dth(kmax)
(
dith(kmax)− 〈di(kmax)〉
)2
σ2i (kmax)
where,
σ2i (kmax) =
1
Nsim − 1
Nsim∑
`=1
(
di`(kmax)− 〈di(kmax)〉
)2
.
(2.29)
dth(kmax) , d(kmax) is a shorthand for the data-vector with configurations limited by kmax
(same for the covariance Cov−1d (kmax)), while 〈di(kmax)〉 and σ2i (kmax) are the mean and the
variance for the i-th mode (with i running over all the elements of the data-vector d(kmax))
estimated from the set of simulations. Here we assume (as often done) that the number
of degrees of freedom, Ndof , corresponds to the length of the data-vector up to a certain
kmax minus one. χ2Cov includes the cross correlations among different elements of the data
vector, χ2σ2 , on the other hand, assumes the different data-vector elements to be uncorrelated
and therefore uses only the variance. The χ2 is popular because it offers a relatively quick,
although often inaccurate, goodness of fit test.
3 Results
3.1 Real space: measure vs. model
In this section we compare the measurements of the power spectrum, bispectrum and i-
trispectrum estimators from the set of Quijote simulations [95] to the respective theoretical
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models (section 2.1) for three different redshift snapshots: z = {0.5, 1, 2}. We also measure
the i-trispectrum auto and cross (with power spectrum and bispectrum) covariance matrix,
and compare its diagonal elements with an analytical model.
3.1.1 Analysis set-up
We use 5000 realisations of the N-body simulations from the Quijote suite [95]. Given the
lenght of our data vector we estimate that Nsim = 5000 offer an optimum balance between
speed and computational resources and accuracy of the estimate of the covariance matrix and
its inverse. The simulations follow the gravitational evolution of 5123 dark matter particles,
in a periodic cubic box with size L = 1h−1Gpc. The initial conditions for the simulations
were generated at z = 127 using 2LPT [19, 74, 81], and we concentrate on the snapshots at
redshifts z = 0.5, 1 and 2.
The underlying cosmology of the Quijote simulations is a flat ΛCDM model (consistent
with the latest CMB constraints [16]). Specifically, the matter and baryon density parameters
are Ωm = 0.3175, Ωb = 0.049, and the dark energy equation of state parameter is w = −1; the
reduced Hubble parameter is h = 0.6711, the late-time dark matter fluctuations amplitude
parameter is σ8 = 0.834, the scalar spectral index is ns = 0.9624, and neutrinos are massless,
i.e. Mν = 0.0 eV.
We discretise the box in 2563 grid cells, and consider a bin size of ∆k = 2kf , where kf =
0.00625 h/Mpc is the fundamental frequency. Since non-linearities increase as the redshift
decreases, perturbation theory, and hence our model, breaks down at different scales for
different redshifts. In the following analysis the quadrilaterals sets sides for the i-trispectrum
are limited to kmax(z = 0.5) = 0.15 h/Mpc, kmax(z = 1) = 0.17 h/Mpc and kmax(z = 2) =
0.19 h/Mpc. For both power spectrum and bispectrum we display results for a kmax which is
one third larger than the one for the i-trispectrum at each redshift (i.e. kmax(z = 0.5) = 0.2
h/Mpc, kmax(z = 1) = 0.22 h/Mpc and kmax(z = 2) = 0.25 h/Mpc). In what follows, the
triangles (for the bispectrum) and quadrilaterals sets (for the i-trispectrum) are ordered and
labelled according to the convention illustrated in figure 2.
We assume a Poissonian shot-noise and we subtract it from the measured signal using
the procedure described in appendix C. This consists in using measured quantities (such as
power spectra and bispectra) to build the shot-noise corrections given in the literature e.g.,
[92].
3.1.2 Power spectrum and bispectrum
In figure 4 the mean and the standard deviation of the power spectrum measurements from the
Quijote simulations (orange solid lines) are compared to the theoretical model predictions.
The adopted k-bin size is ∆k = 0.0126 h/Mpc and the rms is computed by the scatter among
the 5000 realisations. Both linear theory (red dashed) and halofit (blue dot-dashed) P (k)
predictions are shown. In the first row the power spectra are multiplied by a factor of k
3
2
and normalised by the linear growth factor squared at each snapshot’s redshift, D+(z)2, also
computed using Class. The next row shows the ratio between the theoretical models and
the simulation measurement (simulation output in orange, halofit in blue dot-dashed and
linear theory prediction in red dashed). The third row shows the cumulative χ2 computed as
described in equation 2.29. It is possible to appreciate the redshift dependence of the kmax up
to which the models fit the data well. While for z = 0.5 and 1 halofit performs better than
the linear power spectrum prediction, at z = 2 the opposite happens and the linear model has
a good χ2 up to k ∼ 0.20h/Mpc. This effect is understood as follows. In this range of scales
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Figure 4. Matter power spectra (real space) measured from the Quijote simulations at redshifts
z = 0.5, 1, 2 compared with the theoretical models. The orange line is the power spectrum measured
from the simulations, with the shaded orange area being the standard deviation estimated from a set
of 5000 different realisations, while the red and blue lines are respectively the linear and halofit
power spectrum given by Class [56] using the same underlying cosmology of the simulations [95]. The
top row shows the quantity k3/2P (k)D−2+ (z) where D+ denotes the linear growth rate. The second
row shows the ratio of the power spectrum to the one measured from the simulation output. The
orange shaded area indicate the simulations’ standard deviation. On the lower part, the cumulative
χ2 using both linear and halofit for dth, is plotted, along with the number of degrees of freedom
(see text for more details). Dashed and dotted lines overlap because the covariance for the power
spectrum at these scales is to a good approximation diagonal.
at this redshift many k-modes are undergoing gravitational collapse simultaneously (for those
k values such that k3P (k)/(2pi)3 ' 1, which is the regime where structure formation is more
complex to describe with halo-model/semi-analytic approaches. On the other hand, at later
times, when the structure formation may be more nonlinear (and naively more difficult to
model), the collapse happens in a more ordered way, and it is easier for Halofit to capture
it. One should also recall that Halofit is designed to match the power spectrum shape up
to k ' 10h/Mpc, so it is not surprising that its description of the power spectrum is not too
accurate at relatively weakly non-linear scales.
The cumulative chi-square computed with χ2σ2 and χ
2
Cov from equation 2.29 almost
perfectly overlap: at these scales the power spectrum modes are not very correlated and the
P (k) covariance matrix is quasi-diagonal.
Figure 5 shows the same information for the bispectrum. In the top half of the plot all
triangle configurations are shown, while the lower half displays only equilateral configurations
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Figure 5. Same as figure 4 but for the bispectrum. The top half of the plot shows all configurations
and the bottom half shows only equilateral triangle configurations to make the dependence on scale
easier to interpret. In addition to standard perturbation theory (SPT) prediction using linear (red)
and halofit (blue) power spectra as input, the green lines correspond to the BEFF bispectrum
prediction using the effective kernels [30, 33] and for non-linear power spectrum the average of the
simulations measurements. In both cases the cumulative χ2 and the degrees of freedom curves are
reported. The difference between χ2σ2 and χ
2
Cov from equation 2.29 is visible only in the “all shapes”
case (top half of the plot); equilateral configurations are only very weakly correlated.
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in order to make the scale dependence easier to interpret.
In addition to the SPT models using the linear and halofit power spectra as input
(BSPT and BSPT−NL), we also present the comparison of the measurements with the effective
model BEFF (see equation 2.1 and Refs. [30, 33]). In this case we use the mean of the power
spectrum measurements from the simulations as non-linear power spectrum input for the
effective model ("measured EFF" in the figure). The SPT model with halofit non-linear
power spectrum always outperforms the standard SPT one (with linear power spectrum) and
becomes closer to the effective bispectrum model as the redshift increases. At all redshifts,
the effective bispectrum model significantly increases the maximum k at which the model fits
the measurements. It is interesting to note how the BEFF model, with the effective kernel
calibrated for only specific shapes from N-body simulations, offers a better description than
SPT for all triangle shapes.
The difference between the cumulative χ2 assuming uncorrelated bispectrum modes and
accounting for the full covariance, χ2σ2 and χ
2
Cov (equation 2.29), is visible in the âĂĲall
shapes" case (top half of the plot): different bispectrum modes (triangles) are in general
correlated; equilateral configurations on the other hand are only very weakly correlated.
3.1.3 i-trispectrum
As described in section 2.2.1, in order to obtain the i-trispectrum signal, the unconnected
part needs to be subtracted from the total signal measured using the estimator presented in
equation 2.13. In figure 6 we compare the unconnected signal theory template T thu , (equa-
tion 2.19) with the measurement performed using the estimator Tˆu in equation 2.18. The
unconnected part is approximately two orders of magnitude larger than the connected part
(which is expected from standard perturbation theory, being the unconnected part a lower
order term with respect than the connected one).
To avoid systematic errors due to limitations in the perturbation theory description of
the unconnected part of the signal, we prefer to estimate the unconnected contribution using
Tˆu equation 2.18 instead of the analytical model. This is to be subtracted from the total signal
Tˆc+u to obtain the i-trispectrum Tˆc according to equation 2.15. In the lower panel of figure 6
the ratio between the models for the i-trispectrum unconnected part using linear and halofit
matter power spectra can be seen to diverge from one as the size of the quadrilateral sides
(k1, k2, k3, k4) increases, as expected from the breaking down of perturbation theory non-linear
scales (see figure 2 to visualise how the sides vary among configurations).
In figure 7 we show the comparison between the resulting measured i-trispectrum Tˆc,
and the theoretical model, T thc defined in equations 2.3 and 2.5 (same conventions as for figure
5). For easier interpretation, in the lower part only equilateral configurations are shown.
The integrated theoretical model (equations 2.3 and 2.5), both for linear and halofit
power spectrum, performs reasonably well. Naively, since the trispectrum is a quantity of
intrinsically higher order in perturbation theory (two orders compared to the power spectrum
and one compared to the bispectrum), one would expect the SPT model to break down at
lower kmax; here, however, we find that SPT description works well for a similar k-range as
the lower-order statistics. When all the quadrilaterals sets are considered, the cumulative χ2
closely follows the line for our adopted Ndof , number of degrees of freedom. Notice that the
different quadrilaterals sets making up the i-trispectrum data-vector are correlated, as it can
be inferred from the covariance matrix shown in figure 8, therefore the effective number of
degrees of freedom is effectively lower than the number of configurations used.
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Figure 6. Connected (Tˆc) and unconnected (Tˆu) components of the total average four-point corre-
lator signal Tˆc+u measured from the 5000 dark matter simulations, using the estimator from equation
2.15 at redshifts z = 0.5, 1, 2. Since the k-range of interest varies with redshift (kmax increases with
z as the field is more linear) the number of configurations shown also depends on redshift (see text
for details). The light-blue dots (with error bars too small to be visible in this plot) correspond to
the unconnected term Tˆu measured from the simulations using the estimator described in equation
2.18. The green (+) and red (×) signs represent the theory prediction for the unconnected signal
(equation 2.19) computed respectively using linear and halofit matter power spectra. The orange
line corresponds to the mean of 5000 measurements of the total signal minus the unconnected part es-
timated also from 5000 measurements (equation 2.17), the orange shaded area indicates the standard
deviation (scatter among the 5000 simulations) for each mode. Tu is about two orders of magnitude
larger than Tc: in fact the unconnected part is of order ∝ δ4 while the connected one is ∝ δ6. The
fact that for both linear and halofit versions the ratio between model and estimated unconnected
part oscillates by approximately ∼ 10% justifies the choice of subtracting the measured unconnected
term from the total signal estimated by the four-point correlator (equation 2.15).
An improvement in the fit could be obtained by extending the effective model of the
kernels to the third-order ones needed to compute the i-trispectrum. At the same time the
second order kernels could be fitted using both bispectrum and i-trispectrum. We leave this
to future work.
– 21 –
/D
+
(z
)6
z=0.5 z=1.0
1012
1013
z=2.0
200 300 400 500 600
/
 
200 500 800 1100
quadrilaterals sets
200 600 1000 1400
0.5
1.0
1.5
200 300 400 500 600
2 2 = Ndof
200 500 800 1100
Ndof, quadrilaterals considered up to kmax [h/Mpc]
200 600 1000 1400
10 1
102
k9 2
×
/(1
0D
+
(z
))6
EQUILATERAL configurations
20
70
120
170
0.06 0.08 0.10 0.12 0.14
/
 
0.06 0.09 0.12 0.15
quadrilaterals sets ordered by largest k [h/Mpc]
0.06 0.09 0.12 0.15 0.18
0.5
1.0
1.5
3 4 6 8 9
0.06 0.08 0.10 0.12 0.14
2 2 = Ndof
3 5 8 10
Ndof     
0.06 0.09 0.12 0.15
quadrilaterals sets considered up to kmax [h/Mpc]
3 5 8 10 12
0.06 0.09 0.12 0.15 0.18
10 3
100
Quijote DM sim. linear SPT HALOFIT SPT
2
2 linear SPT 22 HALOFIT SPT 2Cov linear SPT 2Cov HALOFIT SPT
Figure 7. Same as figures 4 and 5 but for the i-trispectrum. The theoretical model T thc recovers
the mean of the measurements 〈Tˆc〉 well within the estimated variance. The cumulative χ2, by
closely following the number of degrees of freedom’s curve, confirms the good match between theory
and measurements at all the considered redshifts (z = 0.5, 1, 2) up to each respective smallest scale
considered kmax = 0.15, 0.17, 0.19 h/Mpc. Similarly to the bispectrum in figure 5, the difference
between χ2σ2 and χ
2
Cov from equation 2.29 is significant only when all the possible quadrilaterals sets
are considered (equilateral configurations appear to be significantly less correlated than generic ones).
3.1.4 Covariance matrix and Gaussian term analytical model
The covariance matrix of the i-trispectrum and that of the full power spectrum, bispectrum
and i-trispectrum data vector (PBT for short), are fundamental ingredients for assessing the
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Figure 8. Reduced covariance matrix, rij = Cov
ij
d /
√
CoviidCov
jj
d , estimated from the set of 5000
simulations at each redshift. In the top row the joint PBT covariance matrices are displayed while the
bottom row shows a zoom-in of the i-trispectrum (auto) covariance. The ordering of configurations
is the same as seen in figures 5 and 7. From left to right the different columns show the results for
z = 0.5, 1, 2 with kmax = 0.15, 0.17, 0.19 h/Mpc, respectively. The horizontal red lines guide the eye
to recognise the covariance parts corresponding to power spectrum, bispectrum and i-trispectrum.
The covariance matrices acquire more structure as z decreases, which is a sign of non-linear growth
and stronger mode coupling among different configurations/data-vector’s elements. Especially for
low redshifts (z = 0.5, 1), the above plots show that both the correlation between different modes
of the same statistics and cross-correlation between modes of different statistics are not negligible
and reach up to ∼ 30% the value of the diagonal elements. A Fisher forecast using a theoretically
computed diagonal covariance matrix under the Gaussian approximation (as it is often done in the
literature) would in this case produce too optimistic constraints by underestimating the redundancy
in the data-vector due to correlation among different elements.
impact of adding this four-point statistic to a parameter constraints analysis. Usually in this
kind of forecasts studies, an analytical template is used and often the covariance is assumed to
be diagonal with only a Gaussian component, together with assuming zero cross-correlation
between different n-point statistics.
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Figure 9. Comparison between the diagonal elements of the numerically-estimated i-trispectrum
covariance matrix and the theoretical model (only Gaussian term) of equation 2.22. The model is
shown for both the linear (red) and halofit (blue) power spectrum. The orange shaded area is the
rms estimated by jackknife i.e. standard deviation for the diagonal elements obtained by splitting
the 5000 simulations into (16z=0.5, 9z=1, 7z=2) equally populated subsets and then by estimating the
covariance matrix diagonal for each subset. From the different estimates it was then possible to
derive a standard deviation for each covariance matrix diagonal element. In agreement with what is
observed in figure 8, the Gaussian approximation for the covariance diagonal becomes increasingly
better as the redshift increases. Together with figure 8, this highlights the importance of using the
numerically-estimated covariance matrix and not a Gaussian approximation for redshifts lower than
z = 2. Using only the Gaussian term would indeed significantly underestimate both the correlation
between different data-vector’s elements (figure 8) and the non-linearly induced auto-correlation of
each element with itself.
In this section we show that following the above assumption in the case of the i-
trispectrum would induce a significant bias leading to an overestimate of the i-trispectrum
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constraining power when added to the power spectrum and bispectrum data-vector. To this
purpose, we numerically estimate the PBT covariance matrix from the simulations as de-
scribed in section 2.3. The kmax at each redshift for each statistics are the same as described
in section 3.1.1.
Figure 8 shows the reduced covariance matrix, rij = Cov
ij
d /
√
CoviidCov
jj
d , numerically
evaluated from the 5000 simulations. The top half shows the full (PBT ) covariance (to guide
the eye, the red lines indicate the P, B and T sections). In the lower half of figure 8 the
i-trispectrum auto-covariances are displayed. As the redshift increases it is evident how the
different elements of the joint data-vector become less and less correlated since the field is
more linear and the mode-mixing induced by gravitational collapse is less important. At
redshift z = 0.5 for the i-trispectrum, the off-diagonal elements of the reduced covariance
become up to ∼ 0.3. This means that two different configurations can be cross-correlated as
much as one third of their auto-correlation value. In other words, the level of redundancy in
the data-vector increases as the redshift decreases.
Note also that the cross-correlation between bispectra of triangle configurations and
i-trispectra of quadrilaterals sets (up to the i-trispectrum kmax) is non-negligible.
A quantitative idea of the importance of the non-Gaussian contributions appearing in
the i-trispectrum covariance matrix can be obtained by comparing the analytical model of the
diagonal Gaussian term of equation 2.22 with the one estimated numerically. This is shown
in figure 9: the difference increases as the redshift decreases. The shaded area is obtained by
estimating the scatter of the covariance diagonal elements as follows. We take measurements
from NG(z) = (16z=0.5, 9z=1, 7z=2) groups of simulations boxes randomly selected from the
whole set of 5000 realisations. The NG(z) is set by requiring that the number of simulation
boxes per group (i.e. 5000/NG(z)) is no smaller than half of the data-vector dimension. Note
that the number of realisations used to estimate the covariance can safely be lower than
the respective data-vector’s dimension since we are just interested in deriving the diagonal
elements, without inverting the covariance [41]. This confirms what is seen in figure 8, that
for the i-trispectrum data-vector the non-Gaussian terms in the covariance are not negligible,
in particular at lower redshifts.
The visible difference between χ2σ2 and χ
2
Cov (equation 2.29) in figure 7 when all the
configurations are considered further supports the importance of going beyond the Gaussian
diagonal covariance approximation for the i-trispectrum (and also previously in figure 5 for
the bispectrum) also for evaluating the goodness of fit of a theoretical model.
3.2 Primordial non-Gaussianity constraints: forecasts
For local primordial non-Gaussianity, a first assessment of the additional constraining power
given by the i-trispectrum can be made via a Fisher-based forecast, considering the real space
matter field. Promising results in this idealised case can motivate a more realistic analysis
(e.g., for biased discrete tracers, in redshift space).
Moreover, in this conservative scenario, we only consider conditional errors on the non-
Gaussianity parameters, i.e., assuming all other parameters are fixed. If these were let free to
vary, we expect the improvements on the constraints given by the i-trispectrum to be larger
due to the reduction of the degeneracies present in the parameters space. This expectation
is motivated by the analogy with the findings of [3, 15, 39, 77, 97] obtained when adding the
bispectrum to the power spectrum constraining power.
In particular for the forecasted constraints on fnl and gnl, when considering only the
bispectrum we report ∆fminnl = 1/
√
Ffnlfnl while for the i-trispectrum and bispectrum plus
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Figure 10. Signal-to-noise ratio and primordial non-Gaussianity constraints forecasts. The cumu-
lative signal-to-noise ratio computed using equation 2.26 is displayed on the top row for the following
statistics combinations: power spectrum (pink), bispectrum (blue), i-trispectrum (orange), power
spectrum plus bispectrum (cyan), bispectrum plus i-trispectrum (green), power spectrum plus bispec-
trum plus i-trispectrum (red). In the second and third rows the forecasts for the constraints (equation
2.28) on the primordial non-Gaussianity parameters fnl and gnl are shown as a function of the max-
imum k-values considered. The dashed vertical lines indicate the i-trispectrum kmax, beyond which
no additional quadrilaterals sets configurations are added to the joint data-vector as kmax increases.
Even if adding the i-trispectrum to the joint power spectrum and bispectrum data-vector does not
produce a significative change in terms of cumulative signal-to-noise, the benefits are evident when
looking at the forecast for the constraints on the primordial non-Gaussianity parameters fnl and gnl.
i-trispectrum we use ∆fminnl =
√
F−1fnlfnl and ∆g
min
nl =
√
F−1gnlgnl (i.e., we report the error on
a non-Gaussianity parameter marginalised over the other one accounting for the covariance
between gnl and fnl).
In figure 10 we show both cumulative signal-to-noise ratio (equation 2.26) and Fisher
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forecasts (equation 2.28) for the constraints on fnl and gnl as a function of kmax for each
of the redshifts considered in the analysis. The colours/line-styles are as follows: power
spectrum only in magenta, bispectrum in blue, i-trispectrum in orange (dashed), joint power
spectrum and bispectrum in cyan (dashed), joint bispectrum and i-trispectrum in green (dot-
dashed) and full PBT in red (dotted). In the cumulative signal-to-noise (top row) plots one
can appreciate the increase in signal generated by adding the i-trispectrum to both power
spectrum and bispectrum, especially in the mildly non-linear regime (as k increases). The
relative magnitude of the i-trispectrum effect is similar to that observed when adding the
bispectrum to the power spectrum.
Similarly, the middle row of figure 10 shows the substantial improvement obtained by
using the i-trispectrum together with the bispectrum in order to constrain fnl. We assumed
in this work that the power spectrum sensitivity to and constraining power for primordial
non-Gaussianity is negligible compared to bispectrum and i-trispectrum. This is because we
are considering the dark matter particles as tracers. When moving to haloes this is no longer a
reasonable approximation since PNG leaves a distinctive signature in the halo power spectrum
through the scale dependent bias [20, 59]. Moreover the inclusion of the power spectrum would
be fundamental for constraining additional cosmological or nuisance parameters, which in this
analysis have been kept fixed.
Note, perhaps not unexpectedly [92], that in the very mildly non-linear regime (k >
0.1h/Mpc at z = 0.5) virtually all the constraining power for fnl comes from the i-trispectrum.
Even if the bispectrum is not sensitive at the considered order in perturbation theory (∝ δ4
for the bispectrum) to gnl, when used together with the i-trispectrum it helps in reducing the
degeneracy present in T(1111) between the two terms proportional to f2nl and gnl (see bottom
row of figure 10).
The vertical dashed lines in figure 10 mark the maximum k-value used to build the
quadrilaterals sets sets for the i-trispectrum. We considered larger k-values for power spec-
trum and bispectrum in order to show that even if the i-trispectrum would be employed up to
a lower kmax (similarly to what happens between power spectrum and bispectrum), its effect
is still significant.
Finally in table 1 we summarise these findings. The table reports values for the forecasted
1D 68% confidence interval regions for both fnl and gnl. Especially at lower redshifts, adding
the i-trispectrum produces constraints on fnl that are two times tighter than the ones produced
by the bispectrum alone.
The results displayed in figure 10 and table 1 are encouraging for the prospect of large
scale structures surveys, such as DESI [57], which are expected to produce constraints on local
primordial non-Gaussianity parameters which will be competitive and complementary to the
ones obtained up now by CMB experiments such as Planck [4]. While certainly encouraging,
it would be naive to conclude that these findings translate not just qualitatively but also
quantitatively to realistic surveys. Real world issues such as survey geometry, galaxy bias
and redshift space distortions may affect the above conclusions. In what follows, we present
a first step towards more realistic estimates.
3.3 Redshift space
While the real space analysis presented so far indicates that in principle there is additional,
useful information in the i-trispectrum, realistic observations are affected by redshift space
distortions. To assess whether the real space results also hold in redshift space, in this section
we present the same analysis performed on the redshift space matter density field. For this
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kmax [h/Mpc]→ 0.12 0.15 0.17 0.19
d z = 0.5, 1, 2 z = 0.5, 1, 2 z = 0.5, 1, 2 z = 0.5, 1, 2
∆fnl
B 149 124 102 132 106 81 124 98 69 121 94 66
T 80 87 109 56 60 71 - 44 51 - - 44
B + T 78 81 83 55 58 60 54 45 47 53 45 42
1 -
∆fB+Tnl
∆fBnl
[%] 48 35 19 58 45 26 56 53 32 56 52 36
∆gnl T 368 304 252 296 231 179 - 195 138 - - 124
(×10−4) B + T 273 225 183 219 174 130 218 145 103 218 144 93
1 -
∆gB+Tnl
∆gTnl
[%] 14 12 11 19 17 16 - 20 16 - - 17
Table 1. 1D 68% forecasted credible regions for both fnl and gnl as a function of kmax for the
bispectrum, i-trispectrum and bispectrum plus i-trispectrum in real space. The highlighted numbers
correspond to the improvement on the parameters constraints given by employing both bispectrum
and i-trispectrum, with respect to using only the bispectrum. All the values have been obtained
through a Fisher forecast where the covariance matrix has been estimated from 5000 measurements
on simulations and its inverse corrected by the corresponding Hartlap factor [41]. Each simulation’s
volume is 1 [Gpc/h]3.
purpose, for each statistics we limit ourselves to the monopole signal only. Of course, there is
potentially a lot of additional information enclosed in redshift space multipoles, but this will
be presented elsewhere.
The theoretical modelling for the quantities in redshift space is presented in appendix
A. Notice that, as normally done for power spectrum and bispectrum, in redshift space T s
is corrected by a term DTFoG modelling the Fingers-of-God effect (hereafter FoG) [43] (see
appendix A).
We choose to focus on the redshift z = 0.5 case, which as it can be seen from figures 4,
5 and 7, is the case where the modelling is most severely tested: the field is more non-linear
and smaller error bars are derived from the measurements on simulations (compared to the
z = 1, 2 cases).
We begin by comparing the covariance matrix for the full data-vector in redshift space
to the real space one. The overall structure of the redshift space matrix is very similar to that
shown in the top panel of figure 8, however in details, the redshift space covariance shows
more coupling between different data-vector elements. To better appreciate this, figure 11
shows the absolute value of the ratio (redshift to real space) of the elements of the reduced
covariance matrices at z = 0.5. The off-diagonal cross-correlation between different data-
vectors elements increases when the measurement is performed in redshift space, especially
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Figure 11. Absolute value of the ratio between the reduced covariance matrices for the data-
vector measured in both real and redshift space for the z = 0.5 case. The absolute value helps
with noticing how the off-diagonal cross-correlation between different data-vectors elements increases
when the measurement is performed in redshift space. This seems to be relevant especially for the
configurations relative to the largest scales considered (top left corner of each auto-covariance matrix,
see figure 2 for better visualising the ordering of the configurations for bispectrum and i-trispectrum
as a function of the scale). Indeed for the bispectrum, for which kBmax = 1.3×kTmax, the bottom corner
of the auto-covariance shows the opposite effect, a reduction of the cross-correlation between different
triangles having sides with the largest k-values (smallest scales).
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at the largest scales (top left region of each auto-covariance block). For the small-scales
bispectrum on the other hand, the smallest scales (bottom right region of the relevant blocks)
show a reduction of the cross-correlation.
We attribute this effect to two factors. First the kmax for the bispectrum is higher than
for the i-trispectrum, therefore proportionally more modes are affected by FoG effect and in
the stable-clustering regime. Secondly the i-trispectrum, as it was described in section 2.1.1,
is by definition an integrated quantity over many different quadrilateral shapes and hence it
shows increased correlations.
Before we can proceed to show the comparison between simulation output and theoretical
modelling for the data-vector, we recall that the parameters describing the small-scales FoG
damping are ultimately phenomenological parameters that must be directly fit or calibrated
on N-body simulations (and possibly marginalised over).
We use a χ2Cov minimisation (equation 2.29) to find the values for the small-scales fingers-
of-God parameters σP , σB and σT (equations A.4 and A.5). This is illustrated in figure 14
in appendix A. In what follows, we adopt the values of σP , σB and σT that minimise the
respective χ2Cov. These FoG parameters are kept fixed in the Fisher forecast analysis.
Figures 4 and 5 haven shown that in real space at z = 0.5 the halofit matter power
spectrum model perform better than the linear one, also as input for the bispectrum model.
Therefore for all the results presented in this section we use the halofit matter power
spectrum as input for computing the theoretical models. In order to obtain the best possible
fit, we employ the redshift space version of the effective kernel Z(2) [33] for both bispectrum
and i-trispectrum models (equation A.1).
Figure 12 is the redshift space monopole equivalent of the z = 0.5 panels of figures 4, 5
and 7. Together with the lines showing the models for the power spectrum, bispectrum and
i-trispectrum models computed using the FoG parameters best-fit values, the models without
FoG correction are also shown. As expected, the FoG term becomes more important as k
increases and hence in particular for power spectrum and bispectrum whose kmax is larger
than the i-trispectrum one. In the i-trispectrum case, the FoG correction helps in stabilising
the ratio between model and mean of the measurements around unity for all the considered
quadrilaterals sets.
The forecasted constraints for primordial non-Gaussianity parameters and their improve-
ment when adding the i-trispectrum to the bispectrum are shown in figure 13 and reported
in table 2. In the left side of figure 13 the ratio between primordial non-Gaussianity and
gravitational components for both bispectrum and i-trispectrum is displayed in the redshift
space case (dashed lines) and for comparison also in real space (solid line, half transparent
identical colours).
Clearly the measurement in redshift space suppresses the strength of the primordial non-
Gaussian component of the signal with respect to the gravitational one. This effect appears
to be stronger in the i-trispectrum than for the bispectrum.
This can be understood as follows. The redshift-space distortions on large scales are
gravity-driven and give a larger boost to the gravitational signal than to the PNG signal.
The boost is naturally larger for the trispectrum than for the bispectrum. Because of cosmic
variance, this boost also increases the errors (via the covariance matrix).
In the top-right corner of the cumulative signal-to-noise plot, the reduction in the ratio
(S/N) is evident only for the i-trispectrum alone before the kTmax(z = 0.5) = 0.15h/Mpc
threshold. For the bispectrum something similar happens at smaller scales, around kmax ∼
0.18h/Mpc.
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z = 0.5, kmax [h/Mpc]→ 0.10 0.12 0.15 0.17
d RSD (real) RSD (real) RSD (real) RSD (real)
∆fnl
B(0) 194 (183) 157 (149) 135 (132) 125 (124)
T (0) 240 (136) 153 (80) 117 (56) - -
B + T (0) 164 (122) 118 (78) 91 (55) 88 (54)
1 -
∆fB
(0)+T (0)
nl
∆fB
(0)
nl
[%] 15 (34) 25 (48) 32 (58) 30 (56)
∆gnl T (0) 1404 (545) 938 (368) 710 (296) - -
(×10−4) B(0) + T (0) 1049 (379) 767 (273) 589 (219) 583 (218)
1 -
∆gB
(0)+T (0)
nl
∆gT (0)nl
[%] 8 (11) 4 (14) 5 (19) - -
Table 2. 1D 68% forecasted credible regions for both fnl and gnl as a function of kmax for the
bispectrum, i-trispectrum and bispectrum plus i-trispectrum in redshift space. Each simulation’s
volume is 1 [Gpc/h]3.
Finally the bottom right corner showing the forecasted constraints on both fnl and gnl,
for the different statistics combinations, connects all the elements appearing in the previous
results of this section regarding the measurement, modelling and forecasts in redshift space.
The increased cross-correlation between different quadrilaterals sets, highlighted by the ratio
between redshift and real space covariance matrices in figure 11, together with the decrease for
the i-trispectrum of both the relevance of the primordial term with respect to the gravitational
one and of the cumulative signal-to-noise ratio, result in a smaller impact in redshift space
of the i-trispectrum in improving the constraints on both fnl and gnl with respect to the
bispectrum alone. This is quantitatively described in table 2.
Nevertheless the improvements are still significant, reaching for fnl a ∼ 32% reduction
of the 68% 1D confidence interval when both bispectrum and i-trispectrum are employed in
the analysis. The improvement for fnl become larger as kTmax increases. This implies that
improving the modelling of the signal to extend the k-range to include smaller scales could
return even tighter constraints on fnl.
4 Conclusions
In this work we have undertaken the first step towards employing the four-point correlation
function’s Fourier transform, the trispectrum, in cosmological analyses of current and future
galaxy clustering data-sets.
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Figure 12. Comparison between measurements of the power spectrum, bispectrum and i-trispectrum
monopoles from the Quijote simulations in redshift space at z = 0.5 and their relative theoretical
models. Differently from what shown in the real space case in figure 5, here we use the effective kernels
for the bispectrum with both the linear and halofit fiducial matter power spectrum as input. Also
in this case we have that kPmax = kBmax = 1.3× kTmax, where kTmax(z = 0.5) = 0.15h/Mpc. As expected
for the chosen redshift,the power spectrum monopole tree level model (equation A.1) computed using
the halofit prescription for the matter power spectrum achieves a much better fit than the when
using the linear one. The effective model of the redshift second order perturbation theory kernels [33]
allows the bispectrum monopole model to have a very good fit up to the maximum k-value. Using the
effective second order kernel Z(2) also for the i-trispectrum model returns a very good fit. Especially
when the FoG damping is used the ratio between theory and average measurement stabilises around
unity for the entire k-range considered.
The major challenge associated to the trispectrum is its high-dimensionality: six degrees
of freedom are necessary to describe a skew-quadrilateral (eight in redshift space); this makes
the trispectrum algorithmically and numerically prohibitive.
We propose here to use a compressed version of the trispectrum signal, the i-trispectrum.
The i-trispectrum integrates the signal over all the skew-quadrilaterals defined by a set of
four k-modes moduli (k1, k2, k3, k4). As such, the i-trispectrum provides a solution to the
trispectrum challenge by reducing the number of degrees of freedom down to four.
For the first time we model and measure the i-trispectrum both in real and redshift
– 32 –
0.07 0.10 0.13 0.16
kmax [h/Mpc]
101
102
S/
N
102
103
f n
l=
F
1
ii
k
Tm
ax =
0.15 
0.07 0.10 0.13 0.16
kmax [h/Mpc]
106
107
g n
l=
F
1
ii
0 100 200 300
triangles
10 4
10 3
B(
f n
l)/
B(
gr
av
.)
z=0.5
fnl = 1
10 4
10 3
10 2
(
f n
l)/
(g
ra
v.
) fnl = 1
0 200 400 600
quadrilaterals sets
10 4
10 3
10 2
(
g n
l)/
(g
ra
v.
)
gnl = 105
P
B P+B
B+
P+B+
P(0)
B(0)
(0)
P(0)+B(0)
B(0)+ (0)
P(0)+B(0)+ (0)
Figure 13. Equivalent of figures 3 (left side) and 10 (right side) for the redshift space case (z =
0.5). Comparing with figure 3 relative to the real space case, we see that while the ratio between
primordial and gravitational part for the bispectrum is basically left unchanged, the same ratio for the
i-trispectrum monopole is on average slightly lower for both terms proportional to fnl and gnl. This
reflects into a lower impact in improving the constraints on fnl when adding the i-trispectrum signal
to the bispectrum with respect to the bispectrum monopole alone. Even if the parameter constraints
improvements for both fnl and gnl are smaller than the ones reported in table 1 for the real case, the
i-trispectrum monopole added value is still significant (see table 2 for the exact values) and increases
for increasing kTmax.
space. We present the i-trispectrum estimator (equation 2.15) which we then use to measure
the signal from the Quijote simulations suite at different redshifts, and compare it with
a theoretical model of the i-trispectrum (equation 2.5) based on perturbation theory. We
find very good agreement between i-trispectrum model and measurements (figure 7) up to
a maximum k that, as expected, depends on redshift (kz=0.5max = 0.15 h/Mpc, kz=1max = 0.17
h/Mpc and kz=2max = 0.19 h/Mpc).
It is important to point out that the unconnected component of the four-point correlator
(Tu) must be estimated and subtracted from the total measured four-point signal to isolate the
i-trispectrum. The unconnected part is far from being negligible for symmetric configurations
(figure 6), and its removal is fundamental in order to isolate the the signal (i-trispectrum)
containing cosmological information of the field not already present in the power spectrum.
From 5000 Quijote simulations we also estimate and present the i-trispectrum co-
variance matrix and its cross-correlation with power spectrum and bispectrum (figure 8).
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Comparing it with the simplest covariance analytical model (Gaussian field), we show that
non-Gaussian and off-diagonal terms are only negligible above z ∼ 2 (figure 9). At lower red-
shifts, where most of the volume of present and forthcoming surveys is located, the Gaussian
covariance approximation should not be used.
In analogy to the findings for the Cosmic Microwave Background anisotropies, we en-
visage the i-trispectrum to be particularly useful to improve the constraints on primordial
non-Gaussianity (PNG) arising from lower-order statistics. We thus derive an analytical
model for the local PNG signature in the i-trispectrum (equation 2.25 and figure 3), and pro-
duce conservative (matter field, non including the scale dependent bias effect) and realistic
(using a numerically estimated covariance matrix to account for all the cross-correlations)
Fisher forecasts on the PNG amplitude parameters fnl and gnl constraints.
Including the i-trispectrum in the power spectrum and bispectrum analysis has a signifi-
cant impact in the resulting constraints (figure 10 and table 1). In particular, in real space the
68% marginalised credible intervals for fnl are approximately halved when the i-trispectrum
constraining power is added to the bispectrum.
The redshift space results –monopole only– (section 3.3, figure 12) are qualitatively
similar to the real space ones. However the redshift space covariance matrix shows an increased
correlation between the i-trispectra of different quadrilaterals sets at the largest scales (figure
11). Only at high k-values this trend inverts, possibly because of the impact of the Finger-
of-God effects. This is why the i-trispectrum added value in terms of fnl and gnl constraints
(figure 13 and table 2) is reduced compared to the real space case. Nevertheless the inclusion
of the i-trispectrum provides a significant ∼ 30% improvement on fnl’s 68% 1D marginalised
credible intervals.
There are some conservative aspects to our analysis, since by considering the matter
field there is no scale dependent bias effect [20, 59] boosting the PNG signal. Moreover
we consider a parameters space limited to the two primordial non-Gaussianity amplitudes
fnl and gnl. It is reasonable to expect that when considering haloes/galaxies in redshift
space, thus constraining a larger parameter set, the inclusion of the i-trispectrum to the
data-vector can provide more significant improvements. For example the constraints on the
growth rate f , the bias coefficients, the amplitude of dark matter clustering σ8, could be
also significantly tightened by including the i-trispectrum. Therefore the i-trispectrum has
the potential of reducing degeneracies between nuisance (e.g. galaxy bias) and cosmological
parameters usually constrained by clustering analysis.
It is important to highlight that both in real and redshift space, the i-trispectrum added
value becomes larger as kmax increases. This motivates an update of the standard perturbation
theory effective model [30, 33] using the i-trispectrum together with the bispectrum to fit the
required parameters (Novell et al. in preparation).
The next step in order to bring the i-trispectrum into contact with real LSS data, is to
model the signal of haloes or galaxies as biased tracers of the underlying dark matter field.
For this we need to extend to third order the multivariate bias expansion necessary to account
for the scale-dependent bias effect. This has already been done in redshift space at second
order for the bispectrum [7, 29, 89, 90]. We plan to do this in future work.
An advantage of using higher-order statistics such as the bispectrum and i-trispectrum is
to derive constraints on fnl and gnl highly complementary to CMB ones, without needing the
signal from very large scales (k . 0.001 h/Mpc) often affected by observational systematic
errors, while at the same time including small scales modes. This may not be competitive
for the quasars (where volume is very large but the signal to noise ratio is low), but it is
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interesting for emission line galaxies (ELGs) and luminous red galaxies (LRGs) which cover
less volume but have higher signal to noise.
Finally, even more than for the bispectrum [35], an optimal compression algorithm will
be needed in order to make it feasible to exploit the i-trispectrum full potential by using the
maximum number of quadrilaterals sets allowed by the survey specifications.
We envision that, even if focused mainly on spectroscopic surveys and dark matter
tracers, the estimator and the modelling presented here will be of relevance to broader sections
of cosmology.
A Theoretical models for power spectrum, bispectrum and i-trispectrum
Below we report the standard perturbation theory (SPT) expressions used in the modelling
of the data-vector for the analysis presented in the main text. For completeness we write
the models for power spectrum, bispectrum and i-trispectrum for biased tracers in redshift
space, with dependence on the orientation with respect to the line of sight (µ = cos(θ) with
θ the angle of the k-vector with respect to the line of sight). The expressions for the real
space matter field are simply obtained by setting the linear bias parameter to unity in the
SPT kernels while all the higher-order bias parameters bi>1 together with the logarithmic
growth rate parameter f are set to zero. In particular, the halo power spectrum in real space
is related at first order to the matter one by Ph(k) = b21P (k); the real space expressions for
the matter bispectrum are reported in the main text in equations 2.1, the real space, matter
SPT expression for the i-trispectrum is given in the main text in equation 2.3. In redshift
space and for biased fields we have
P s(k) = Z(1) [µ, b1, f ]
2 P (k)
Bs(k1,k2,k3) = Z
(1) [µ1, b1, f ]Z
(1) [µ2, b1, f ]Z
(2) [k1,k2, b1, b2, bs2 , f ]P (k1)P (k2) + 2 p.
T s(k1,k2,k3,k4) = 4Z
(1) [µ1, b1, f ]Z
(1) [µ2, b1, f ]P (k1)P (k2)
×
{
Z(2) [k1,−k13, b1, b2, bs2 , f ]Z(2) [k2,k13, b1, b2, bs2 , f ]P (k13)
+ Z(2) [k1,−k14, b1, b2, bs2 , f ]Z(2) [k2,k14, b1, b2, bs2 , f ]P (k14)
}
+ 5 p.
+ 6Z(1) [µ1, b1, f ]Z
(1) [µ2, b1, f ]Z
(1) [µ3, b1, f ]
× Z(3) [k1,k2,k3, b1, b2, bs2 , b3, f ]P (k1)P (k2)P (k3) + 3 p. (A.1)
where the redshift-space distortions kernels can be found for example in Ref. [49]’s appendix
and a specific study on a more accurate bias expansion at cubic order was done by the authors
of Ref. [2]. For what concerns the primordial non-Gaussianity terms reported in equation
2.25 and appendix E for matter field in real space, the equivalent redshift space expressions
are obtained by simply replacing the matter field perturbation theory kernels F (i) with the
redshift space ones Z(i). Notice that this can be done only for the matter field since when
considering haloes or galaxies, the scale-dependent bias effect [20, 59] introduces additional
non-negligible terms. As it can be seen from the above expression (see also appendix E.3),
the i-trispectrum is composed of two different terms d expansions in perturbation theory up
to order ∝ δ6 [27]:
T s(k1,k2,k3,k4) = T
s
(1122) + T
s
(1113) . (A.2)
The isotropic signal component –monopole– for both power spectrum and bispectrum in
redshift space is given by
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Figure 14. χ2Cov-test (equation 2.29) used to find the best-fitting values for the Fingers-of-God
parameters, σP , σB and σT (equations A.4 and A.5), for the power spectrum, bispectrum and i-
trispectrum of the 5000 realisations of the Quijote N-body simulations.
P (0) =
1
2
∫ 1
−1
dµP s(k, µ) and B(0) =
1
4
∫ 1
−1
dµ1dµ2B
s(k1,k2,k3) , (A.3)
while the i-trispectrum monopole was defined in the main text in equation 2.6.
To model the small-scales incoherent velocity dispersion, a damping term is added for
each statistics [43]. Similarly to the prescriptions used for power spectrum and bispectrum
in [31] which require two effective parameters σP and σB entering the Lorentzian damping
functions in front of the respective data-vectors
DPFoG =
1[
1 + k2µ2σ2P /2
]2
DBFoG =
1[
1 + (k21µ
2
1 + k
2
2µ
2
2 + k
2
3µ
2
3)
2σ4B/2
]2 , (A.4)
in the case of the i-trispectrum we use the ansatz:
DTFoG =
1[
1 + (k21µ
2
1 + k
2
2µ
2
2 + k
2
3µ
2
3 + k
2
4µ
2
4)
3σ6T /2
]2 . (A.5)
The parameters σP , σB, σT , should be seen as effective parameters to be calibrated on
simulations (or measured/marginalised over when analysing the data). In our case we find
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for each statistic the best-fit value of the respective FoG parameter by minimising the χ2Cov
as in equation 2.29. The results of this procedure are displayed in figure 14 and the best-fit
values are σP = 4.6 Mpc/h, σB = 4.3 Mpc/h and σT = 5.2 Mpc/h.
B Estimators definition
Assuming a cubic survey volume V of size L, the fundamental frequency is kf = 2piL . If we
divide the box into N equal volume cubic cells per side, the Nyquist frequency is defined as
kNy = N × kf/2. In this section we will refer to the process of converting a continuous field
estimator into one that can be applied onto a pixelated field as "discretising".
Using the density (matter/galaxy) perturbation variable δ we define the Fourier trans-
form direct and inverse arbitrary convention:
δk =
∫
dx3 δx e
ikx and δx =
1
(2pi)3
∫
dk3 δk e
−ikx . (B.1)
B.1 Power spectrum
The theoretical estimator for the power spectrum is defined as [36]
Pˆ (k1) =
(2pi)−3
Np(k1)
∫
k1
dq31
∫
k1
dq32 δq1 δq2 δ
D (q12) , (B.2)
where each integral is performed over a spherical shell of radius ki and thickness ∆k, and
q12 ≡ q1 + q2. Np is the number of modes found inside the integration volume in Fourier
space and it is defined as
Np(k1) =
Vp(k1)
k3f
=
1
k3f
∫
k1
dq31
∫
k1
dq32 δ
D (q12) . (B.3)
In order to derive the discrete version of the above estimator we need the Dirac’s delta
expression as Fourier transform of 1:
δD (q) =
∫
dx3
(2pi)3
eixq . (B.4)
Therefore in equations B.2 and B.3 we can expand the Dirac’s delta and rearrange the order
of integration. Proceeding with equation B.2 by also expanding Np we have
Pˆ (k1) = (2pi)
−3 ∫ dx3 ∫k1 dq31 δq1 eixq1 ∫k1 dq32 δq2 eixq2
×
[
k−3f
∫
dy3
∫
k1
dq31 e
iyq1
∫
k1
dq32 e
iyq2
]−1
.
(B.5)
Now we introduce the two quantities:
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Iki(x) =
∫
ki
dq3i
(2pi)3
δqie
ixqi and Jki(x) =
∫
ki
dq3i
(2pi)3
eixqi , (B.6)
which applied to equation B.5 give,
Pˆ (k1) = (2pi)
3 k3f
∫
dx3 Ik1(x) Ik2(x)×
[
(2pi)6
∫
dy3Jk1(y) Jk2(y)
]−1
. (B.7)
To take advantage of fast Fourier transform techniques, each continuous integral over the
whole spatial volume can be discretised as
∫
dx3 −→ ∆V ∑N3`=1, where ∆V = L3N3 is the
volume of each cell. Then equation B.7 can be rewritten as,
Pˆ (k1) = (2pi)
−3k3f
N3∑
ı=1
Ik1(xı) Ik2(xı)×
 N3∑
=1
Jk1(y) Jk2(y)
−1
= L−3
N3∑
ı=1
Ik1(xı) Ik2(xı)×
 N3∑
=1
Jk1(y) Jk2(y)
−1 . (B.8)
We start by discretising the Fourier transform of the density field δqi :
δqi =
∫
dx3 δx e
ixqi −→
(
L
N
)3 N3∑
j=1
eiqixjδxj =
(
L
N
)3
Fqi , (B.9)
where Fi is the quantity computed from the Discrete Fourier Transforms algorithm (in our
case FFTW [25]). Then we can proceed to discretise both quantities in equation B.6:
Iki(x) =
∫
ki
dq3i
(2pi)3
eixqi
(
L
N
)3
Fqi =
∫
dq3
(2pi)3
eixq
(
L
N
)3
F iq
→
(
L
N
)3( 1
N
)3
IFT
N3∑
`=1
eixq` F iq` =
(
L
N
)3( 1
N
)3
IFT
IDki (x)
Jki(x) =
∫
ki
dq3i
(2pi)3
eixqi =
∫
dq3
(2pi)3
eixq Siq
→
(
1
N
)3
IFT
N3∑
`=1
eixq` Siq` =
(
1
N
)3
IFT
JDki (x) (B.10)
where in the first step the index i is used to indicate that the integrand is non-null only within
the shell with radius ki and thickness ∆k. Hence Siq is defined so that it is equal to unity for
q inside the ki-shell and zero outside. The normalisation factor due to the discrete inverse
Fourier transform has been specified using the "IFT" subscript (inverse Fourier transform).
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Finally with the discretised result of equation B.10, B.8 becomes:
Pˆ (k1) = L
−3
N3∑
ı=1
Ik1(xı) Ik2(xı)×
 N3∑
=1
Jk1(y) Jk2(y)
−1
→ L−3
(
L
N
)6( 1
N
)6
IFT
N3∑
ı=1
IDk1(xı) I
D
k2(xı)×
( 1
N
)6
IFT
N3∑
=1
JDk1(y) J
D
k2(y)
−1
=
L3
N6
N3∑
ı=1
IDk1(xı) I
D
k2(xı)×
 N3∑
=1
JDk1(y) J
D
k2(y)
−1 . (B.11)
By construction, Pˆ (k1) has the appropriate dimension of length to the power of 3.
B.2 Bispectrum
Starting from the unbiased estimator as defined in [36], for the bispectrum we have,
Bˆ (k1, k2, k3) =
V (2pi)−6
Nt(k1, k2, k3)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33 δq1 δq2 δq3 δ
D (q123) , (B.12)
where q123 ≡ q1 + q2 + q3, Nt is the number of triangles included in the integration volume
in Fourier space,
Nt(k1, k2, k3) =
Vt(k1, k2, k3)
k6f
=
1
k6f
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33 δ
D (q123) . (B.13)
Proceeding then as for the power spectrum and decomposing the Dirac’s deltas using equation
B.4 to derive the quantities in equation B.6 we have that
Bˆ (k1, k2, k3) = V (2pi)
3 k6f
∫
dx3 Ik1(x) Ik2(x) Ik3(x)×
[
(2pi)9
∫
dy3Jk1(y) Jk2(y) Jk3(y)
]−1
= V (2pi)−6 k6f
N3∑
ı=1
Ik1(xı) Ik2(xı) Ik3(xı)×
 N3∑
=1
Jk1(y) Jk2(y) Jk3(y)
−1
= L−3
N3∑
ı=1
Ik1(xı) Ik2(xı) Ik3(xı)×
 N3∑
=1
Jk1(y) Jk2(y) Jk3(y)
−1 . (B.14)
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We can fully discretise using equation B.10:
Bˆ (k1, k2, k3) = L
−3
N3∑
ı=1
Ik1(xı) Ik2(xı) Ik3(xı)×
 N3∑
=1
Jk1(y) Jk2(y) Jk3(y)
−1
= L−3
(
L
N
)9( 1
N
)9
IFT
N3∑
ı=1
IDk1(xı) I
D
k2(xı) I
D
k3(xı)
×
( 1
N
)9
IFT
N3∑
=1
JDk1(y) J
D
k2(y) J
D
k3(y)
−1
=
(
L6
N9
) N3∑
ı=1
IDk1(xı) I
D
k2(xı) I
D
k3(xı)×
 N3∑
=1
JDk1(y) J
D
k2(y) J
D
k3(y)
−1 . (B.15)
The dimension of Bˆ is by construction length to the power of 6.
B.3 Trispectrum
In analogy to the bispectrum, for the (integrated) i-trispectrum (see main text for more
details) we begin by defining the unbiased estimator
Tˆc+u (k1, k2, k3, k4) = V
2(2pi)−9
Nq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
×
∫
k4
dq34 δq1 δq2 δq3 δq4δ
D (q1234) ,
(B.16)
where q1234 ≡ q1 + q2 + q3 + q4, Nq is the number of skew-quadrilaterals in the integration
volume in Fourier space, defined as
Nq (k1, k2, k3, k4) =
Vq (k1, k2, k3, k4)
k9f
=
1
k9f
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k3
dq34 δ
D (q1234) .
(B.17)
We can confirm that it is actually an unbiased estimator, as for the cases of power spectrum
and bispectrum, by taking the ensemble average,
〈Tˆc+u (k1, k2, k3, k4)〉 = V
2(2pi)−9
Nq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34 〈δq1 δq2 δq3 δq4〉
× δD (q1234)
=
V 2(2pi)−9
Nq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
×
∫
k4
dq34 [〈δq1 δq2 δq3 δq4〉c + 〈δq1 δq2〉〈δq3 δq4〉 + 2 p.] δD (q1234) .
(B.18)
We then separately analyse the connected term and the unconnected one obtained by applying
Wick’s theorem.
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B.4 Trispectrum: connected part and total signal
If one considers only the connected part of the total signal estimator introduced in equation
B.18, it is possible to recover the correspondence with the i-trispectrum signal
〈Tˆc (k1, k2, k3, k4)〉 = V
2(2pi)−9k9f
Vq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34
× (2pi)3δD (q1234)2 T (q1,q2,q3,q4)
=
(2pi)−3k3f
Vq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34 (2pi)
3k−3f δ
D (q1234)T (q1,q2,q3,q4)
=
1
Vq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34 δ
D (q1234)T (q1,q2,q3,q4)
≈ Tc (k1, k2, k3, k4) 1
Vq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34 δ
D (q1234)
= T (k1, k2, k3, k4) . (B.19)
We used the approximation δD2 ≈ δD k−3f done in [45]. In the last passage we assumed
that if the k-shell’s thickness ∆k is small enough, then T (q1,q2,q3,q4) ≈ T (k1, k2, k3, k4).
Under these approximations, this connected part of the estimator is unbiased and equivalent
to measuring the i-trispectrum.
Then the full four-point correlation estimator can be discretised as
Tˆc+u (k1, k2, k3, k4) = V 2(2pi)3 k9f
∫
dx3 Ik1(x) Ik2(x) Ik3(x) Ik4(x)
×
[
(2pi)12
∫
dy3Jk1(y) Jk2(y) Jk3(y) Jk4(y)
]−1
= V 2 (2pi)−9 k9f
N3∑
ı=1
Ik1(xı) Ik2(xı) Ik3(xı) Ik4(xı)
×
 N3∑
=1
Jk1(y) Jk2(y) Jk3(y) Jk4(y)
−1
= L−3
N3∑
ı=1
Ik1(xı) Ik2(xı) Ik3(xı) Ik4(xı)×
 N3∑
=1
Jk1(y) Jk2(y) Jk3(y) Jk4(y)
−1 .
(B.20)
Again using equation B.10 the total estimator (trispectrum + unconnected part) becomes
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Tˆc+u (k1, k2, k3, k4) = L−3
N3∑
ı=1
Ik1(xı) Ik2(xı) Ik3(xı) Ik4(xı)
×
 N3∑
=1
Jk1(y) Jk2(y) Jk3(y) Jk4(y)
−1
=
L9
N12
N3∑
ı=1
IDk1(xı) I
D
k2(xı) I
D
k3(xı) I
D
k4(xı)×
 N3∑
=1
JDk1(y) J
D
k2(y) J
D
k3(y) J
D
k4(y)
−1 .
(B.21)
From the last line of equation B.21 we see that also the discretised version of the estimator
Tˆc+u has by construction dimensions of length to the power of 9.
B.5 Unconnected part
We now expand the unconnected part of the estimator for one of the three possible permuta-
tions:
〈Tˆu (k1, k2, k3, k4)〉 = V
2(2pi)−9k9f
Vq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34
× (2pi)3δD (q12)P (q1)(2pi)3δD (q34)P (q3)δD (q1234) (+ 2 p.)
=
(2pi)3k3f
Vq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32
∫
k3
dq33
∫
k4
dq34
× δD (q12) δD (q34) δD (q1234)P (q1)P (q3) (+2p.)
=
(2pi)3k3f
Vq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32 δ
D (q12)P (q1)
∫
k3
dq33
∫
k4
dq34 δ
D (q34)
2 P (q3) (+ 2p.)
=
(2pi)3
Vq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32 δ
D (q12)P (q1)
∫
k3
dq33
∫
k4
dq34 δ
D (q34)P (q3) (+ 2p.) .
(B.22)
To evaluate B.22 two alternatives are possible: the analytical approach or the numerical one.
In the analytical approach we use the theoretical expressions for the integration volume in
Fourier space for both power spectrum and i-trispectrum [38]. The other option is to discretise
this unconnected part of the estimator as done for the connected part.
In both cases the unconnected part needs to be subtracted from the measured total
signal in order to obtain the i-trispectrum.
Analytical approach We start by recalling the two expressions for the integration volumes
[38]:
Vp(k1) = 4pik
2
1∆k1 and Vq(k1, k2, k3, k4) = 16pi
3k1k2k3k4∆k1∆k2∆k3∆k4∆D .
(B.23)
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Resuming from the last line of equation B.22 and assuming that, if the k-shells are thin
enough, the averaged value of the power spectrum does not differ significantly from the value
computed at the centre of the bin, we have that
〈Tˆ (k1, k2, k3, k4)〉u ≈ (2pi)
3
Vq (k1, k2, k3, k4)
P (k1)P (k3)
∫
k1
dq31
∫
k2
dq32 δ
D (q12)
×
∫
k3
dq33
∫
k4
dq34 δ
D (q34) (+x p.)
= (2pi)3P (k1)P (k3)δ
K
12δ
K
34
4pik21∆k1 × 4pik23∆k3
16pi3k1k2k3k4∆k1∆k2∆k3∆k4∆D
+ (x p.)
=
(2pi)3δK12δ
K
34P (k1)P (k3)
pi∆k2∆k4∆D
+ (x p.) . (B.24)
where x = 2 for the case of a quadrilateral with four equal sides, k1 = k2 = k3 = k4. In the
case of quadrilaterals sets with pairs of equal sides there is only one non-null permutation
(x = 0). Given the algorithm we use to generate quadrilaterals sets (see figure 2), in our work
the above only happens for example k1 = k2 and k3 = k4.
A quick dimensional analysis shows that this result has the expected dimensions of length
to the power of 9, the same as the connected term (trispectrum).
Numerical approach By taking the ensemble average it is possible to check that the
following estimator is unbiased with respect to the final result of equation B.22
Tˆu (k1, k2, k3, k4) = V (2pi)
−9
Nq (k1, k2, k3, k4)
∫
k1
dq31
∫
k2
dq32 δq1 δq2 δ
D (q12)
×
∫
k3
dq33
∫
k4
dq34 δq3 δq4 δ
D (q34) + 2 p. , (B.25)
which we can discretise analogously to what done for the connected part for each of the
permutations:
Tˆu (k1, k2, k3, k4) = V (2pi)3 k9f
∫
dx3 Ik1(x) Ik2(x)
∫
dz3 Ik3(z) Ik4(z)
×
[
(2pi)12
∫
dy3Jk1(y) Jk2(y) Jk3(y) Jk4(y)
]−1
= V (2pi)−9 k9f ∆V
2
N3∑
ı=1
Ik1(xı) Ik2(xı)
N3∑
`=1
Ik3(z`) Ik4(z`)
×∆V
 N3∑
=1
Jk1(y) Jk2(y) Jk3(y) Jk4(y)
−1
=
1
L3N3
N3∑
ı=1
Ik1(xı) Ik2(xı)
N3∑
`=1
Ik3(z`) Ik4(z`)
 N3∑
=1
Jk1(y) Jk2(y) Jk3(y) Jk4(y)
−1 .
(B.26)
– 43 –
Once again, discretising using equation B.10, we have that the i-trispectrum estimator be-
comes
Tˆu (k1, k2, k3, k4) = 1
L3N3
N3∑
ı=1
Ik1(xı) Ik2(xı)
N3∑
`=1
Ik3(z`) Ik4(z`)
×
 N3∑
=1
Jk1(y) Jk2(y) Jk3(y) Jk4(y)
−1
=
L9
N15
N3∑
ı=1
IDk1(xı) I
D
k2(xı)
N3∑
`=1
IDk3(z`) I
D
k4(z`)
 N3∑
=1
JDk1(y) J
D
k2(y) J
D
k3(y) J
D
k4(y)
−1 .
(B.27)
C Shot-noise correction
If the observed field is a Poisson sample of a (possibly hypothetical) continuous underlying
field, the measured correlations would be affected by a shot-noise contribution which acts
as a noise bias. In order to subtract the shot-noise contribution from the measured signal,
we implement the suitable estimators (combinations of power spectra, bispectra and average
particles density number) necessary to reproduce the terms described in the appendix of [92]
under the assumption of Poissonian shot-noise. The expressions for power spectrum and
bispectrum are
〈δiδj〉dc = (2pi)3δD (kij)
[
P (ki) +
1
n¯
]
〈δiδjδl〉dc = (2pi)3δD (kijl)
[
B(ki, kj , kl) +
1
n¯
(P (ki) + P (kj) + P (kl)) +
1
n¯2
]
,
(C.1)
where the index "d" and subscript "c" stand for "discrete" and "connected", respectively and
n¯ denotes the number density of objects. For the i-trispectrum, given the fact that for each
set of (ki, kj , kl, km) there is an infinite number of possible quadrilateral shapes, the shot-noise
expression from [92] needs to be modified. In particular for a given ∆k used to bin the k-
values in the measurement there is a finite number of possible values of the diagonalD ranging
between a Dmin and a Dmax as defined in equation 2.4, ND = (Dmax−Dmin)/∆k. Therefore,
for each of the i-trispectrum configurations defined by a set of k-values (ki, kj , kl, km), the
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Figure 15. Comparison between measured connected discrete correlators (upper half, from equa-
tions 2.10, 2.12, 2.15) and the derived statistics obtained by subtracting the shot-noise estimated
contributions (lower half, following equations C.1 and C.2) for different randomly selected fractions of
the total number of dark matter particles present in the simulations. The results are shown for z = 1,
and the shaded areas are centred around the 100%Np case, which is used also as denominator in each
ratio sub-plot. The green, red and blue points are respectively the cases considering 30%, 10% and
5% of the dark matter particles (randomly selected). While being significant in the cases of power
spectrum and bispectrum especially at large k-values, for the i-trispectrum the shot-noise impact is
not noticeable because of the large sample variance which is always dominant even when lowering the
tracers density (at least up to the kmax considered in this work).
shot-noise expression becomes,
〈δiδjδlδm〉dc
= (2pi)3δD (kijlm)
{
T (ki, kj , kl, km)
+
1
3
∑
k1,k2,k3,k4
k1,k3,k2,k4
k1,k2,k4,k3
[
1
n¯
(
B(|ki + kj |, kl, km)
∣∣∣∣
Dav.
+ 5 perm.
)
+
1
n¯2
(
P (|ki + kj + kj |)
∣∣∣∣
Dav.
+ 3 perm. + 2P (|ki + kj |)
∣∣∣∣
Dav.
+ 2 perm.
)]
+
1
n¯3
,
(C.2)
– 45 –
where we used the diagonal intermediate value of each configuration’s possible range Dav. =
(Dmin + Dmax)/2 to compute the vectors sums appearing the bispectra and power spectra
arguments. The terms proportional to powers of 1/n¯ constitute the shot-noise "bias" which
should be subtracted from the measured signal. Therefore these terms are first measured
from the simulations and directly subtracted afterwards from the total signal measured using
the estimators in equations 2.10, 2.12 and 2.16.
Figure 15 shows the increase in relevance of the shot-noise term as the number of tracers
Np decreases. For one realisation at z = 1, the dark matter particles present in the cubic
box have been randomly sampled to include 5%, 10%, 30% and 100% of the total. In the
upper half of the figure shows the corresponding discrete power spectrum, bispectrum and
connected part of the i-trispectrum, measured using the estimators in equations 2.10, 2.12,
2.15. In the lower half the same cases have been shown for the statistics of interest obtained
subtracting the shot-noise terms as described in equations C.1 and C.2.
Without shot-noise correction a significant bias would be induced in both power spec-
trum and bispectrum measurements, especially at large k-values. The relevance of this bias
is given by its comparison with the error bars derived from the set of measurements on the
simulations. For the i-trispectrum, even when decreasing the number of samples down to
5% of the original set, the induced shift in the statistics is still smaller than the error bars.
The shot-noise correction does not have an impact as significative as in the case of power
spectrum and bispectrum because of the dominant sample variance error. In other words, the
large statistical error associated with measuring the i-trispectrum from a less dense catalogue
of tracers dominates over the shot-noise effect, at least up to the kmax considered in this work.
D Trispectrum covariance: Gaussian term in redshift space
Using the estimator defined in equation 2.15, the covariance matrix for the tracer field (halo
or galaxy) i-trispectrum in redshift space is given by:
CT
(0)T (0)
G (k1, k2, k3, k4; ka, kb, kc, kd) =
=
V 4
(2pi)18Nq1234N
q
abcd
4,d∏
i=1,a
∫
Vqi
δD (q1234) δ
D (qabcd)
× 〈δsh (q1) δsh (q2) δsh (q3) δsh (q4) δsh (qa) δsh (qb) δsh (qc) δsh (hd)〉
=
k−12f
(2pi)6k−18f V
q
1234V
q
abcd
4,d∏
i=1,a
∫
Vqi
δD (q1234) δ
D (qabcd)
× (2pi)12δD (q1a) δD (q2b) δD (qc3) δD (q4d) Psh (q1) Psh (q2) Psh (q3) Psh (q4) + 23 perm.
=
k3f (2pi)
6
V q,21234
δK1aδ
K
2bδ
K
3cδ
K
4d
4∏
i=1
∫
Vqi
δD (q1234) P
s
h (q1) P
s
h (q2) P
s
h (q3) P
s
h (q4) + 23 perm.
≈ (2pi)
9
VsV
q
1234
R1234
3
∑
k1,k2,k3,k4
k1,k3,k2,k4
k1,k2,k4,k3
1
8pi2∆D
∫ Dmax
Dmin
dD
∫ +1
−1
dµD
∫ 2pi
0
dφ12
∫ 2pi
0
dψ
× Psh (k1, µ1) Psh (k2, µ2) Psh (k3, µ3) Psh (k4, µ4) , (D.1)
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where we used the approximation made in [45] that δD2 ≈ Vs
(2pi)3
δD = k−3f δ
D; P sh denotes
the redshift space tracer (halo or galaxy) power spectrum, Vs is the survey volume and kf
the fundamental frequency; R1234 is a symmetry factor that counts the number of possible
combinations of equal sides between the two identical quadrilaterals sets. Depending on the
number of equal sides, R1234 assumes the values:
R1234 =

1 for (ka, kb, kc, kd)
2 for (ka, ka, kc, kd)
4 for (ka, ka, kc, kc)
6 for (ka, ka, ka, kd)
24 for (ka, ka, ka, ka) .
(D.2)
E Primordial non-Gaussianity
We recap here the formalism presented in the appendix of Ref. [35] for both power spectrum
and bispectrum and extend it to include the i-trispectrum for the matter field in real space
(replace the SPT kernels with the redshift space ones in appendix A for the redshift space
case).
For the three statistics (power spectrum, bispectrum and i-trispectrum) we compute the
contribution due to the presence of a primordial non-Gaussian component of the local type
in the potential field. The primordial (subscript p) potential (which in our work has units of
[c2] in order for equation E.6 appearing later to be dimensionless) can be thus parametrised
as:
Φp(x) = φ(x) +
fnl
c2
[
φ2(x)− 〈φ2(x)〉]+ gnl
c4
[
φ3(x)− 3φ(x)〈φ2(x)〉] + . . . (E.1)
where φ represents a Gaussian field. In Fourier space it translates to:
Φp(k) = φk +
fnl
c2
[
Ikabφaφb − δD(k)〈φ2〉
]
+
gnl
c4
[
Ikabcφaφbφc −
3
(2pi)3
φk〈φ2〉
]
, (E.2)
where in Fourier space 〈φ2〉 = ∫ dq3P φ(q) = (2pi)3σ2φ, and φk denotes the Fourier transform
of φ and P φ denotes the power spectrum of the φ field. In order to write in a compact way we
write for different quantities the argument as a subscript (e.g., P φ(k)→ P φk or F (2) [ka,kb]→
F
(2)
ab ). For the same reason to express many integrals appearing in the perturbation expansion
we have introduced the short notation:
Ikab =
∫
dq3adq
3
b
(2pi)3
δD(k− qa − qb) and Ikabc =
∫
dq3adq
3
bdq
3
c
(2pi)6
δD(k− qa − qb − qc) .
(E.3)
Late-time and primordial potentials are related by:
Φl.t.(k, a) = O (Φp(k))) ' 9
10
D+
a
T(k)Φp , (E.4)
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where the operator O describing the full non-linear evolution of the primordial field has been
linearised in the last step, D+(a) is the linear growth factor as a function of the scale factor
a and T(k) is the transfer function. At late-times the potential field is related to the density
perturbation variable by the Poisson equation:
∇2Φl.t.(x, a) = 3
2
ΩmH
2
0
a
δ(x, a) . (E.5)
This allows us to link the primordial potential with the late-time matter density perturbation
assuming, as normally done in the literature, that only the linearly evolved component of the
primordial (potentially including non-Gaussianities) field Φp sources the late time gravita-
tional potential Φl.t..:
δk =
3
5
D+
ΩmH20
k2TkΦp = KFkΦp where K = 3
5
D+
ΩmH20
, Fk = k2Tk . (E.6)
In the rest of this appendix, to use a more compact notation, the wave-vector or wave-
number in the argument is reported as a subscript index.
E.1 Power spectrum
As described in [35] up to order φ4 for the matter power spectrum we have the terms:
〈δδ〉 = 〈δ(1)δ(1)〉+ 2〈δ(1)δ(2)〉+ 〈δ(2)δ(2)〉+ 2〈δ(1)δ(3)〉
≡ P(11) + P(12) + P(22) + P(13) . (E.7)
The first term P(11) is given by
〈δ(1)(k)δ(1)(q)〉 = F (1)k F (1)q K2FkFq(2pi)3δD(k+ q)
{
P φk +
2f2nl
c4
∫
dp3a
(2pi)3
P φa P
φ
|k−pa|
}
.
(E.8)
where F (1) = 1 and we include it to simplify the transformation to the matter redshift space
expressions, where F (1) → Z(1). Notice that the integral in the second term proportional to f2nl
is divergent for k → 0. However these integrals should be performed for a kmin corresponding
to the size of the causally connected patch of the Universe and therefore it is effectively a
finite quantity.
The second term, P(12), reads
2〈δ(1)(k)δ(2)(q)〉 = (2pi)3δD(k+ q)4fnl
c2
F
(1)
k K3Fk
×
∫
dp3a
(2pi)3
FpaF|−k−pa|F (2)a,−k−paP
φ
|−k−pa|
[
P φa + 2P
φ
k
]
.
(E.9)
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The other terms in the power spectrum expansion, P(22) and P(13), are at first order already
proportional to φ4 and therefore in our case they just return the standard terms for the
Gaussian initial conditions.
E.2 Bispectrum
Limiting the expansion in terms of the Gaussian primordial potential up to order φ4, as
described in [35]’s appendix, for the bispectrum there is only a primordial term B(111) together
with the standard one B(112) due to gravitational collapse. The expression for B(111) is given
by
〈δ(1)δ(1)δ(1)〉 = (2pi)3F (1)k1 F
(1)
k2
F
(1)
k3
K3Fk1Fk2Fk3
2fnl
c2
δD(k1 + k2 + k3)P
φ
k2
P φk3 + cyc.
= (2pi)3δD(k1 + k2 + k3)F
(1)
k1
F
(1)
k2
F
(1)
k3
K−1 Fk1Fk2Fk3
2fnl
c2
Pmk2P
m
k3 + cyc. ,
(E.10)
where in the last line the primordial power spectrum was converted into the late-time matter
power spectrum.
E.3 Trispectrum
Similar terms were presented without derivation in [44] and [76]. In the case of i-trispectrum
primordial corrections appear at order φ6 at the lowest order in φ. By converting φ into the
late time matter perturbation density variable δ, it can be noticed that this is the same order
of the standard gravitational term for Gaussian initial conditions. It is indeed the lowest order
at which the connected part of the four-point correlation function in Fourier Space appears.
Therefore we will consider only terms of order φ6. Proceeding as before:
〈δδδδ〉 = 〈(δ(1) + δ(2) + δ(3) +O(δ(4)))(δ(1) + δ(2) + δ(3) +O(δ(4)))
× (δ(1) + δ(2) + δ(3) +O(δ(4)))(δ(1) + δ(2) + δ(3) +O(δ(4)))〉
= 〈δ(1)δ(1)δ(1)δ(1)〉+ 4〈δ(1)δ(1)δ(1)δ(2)〉+ 6〈δ(1)δ(1)δ(2)δ(2)〉+ 4〈δ(1)δ(1)δ(1)δ(3)〉
≡ T(1111) + T(1112) + T(1122) + T(1113) . (E.11)
The i-trispectrum corresponding to Gaussian initial conditions is given by terms T(1122) and
T(1113). Without PNG, T(1111) would represent the unconnected part of the four-point cor-
relator in Fourier space. However expanding in terms of PNG results in non-trivial terms
proportional to both f2nl and gnl. Finally T(1112) would be zero for Gaussian initial conditions
since it is an odd moment. However with PNG, up to order φ6 it will produce at least one
term proportional to fnl.
We will follow the approach of first expanding each expression in terms of late-time
density perturbation variables δk and then express each of these in terms of early time po-
tential field Φp using equation E.6. Finally we will convert Φp to its expansion in terms of
the early-time Gaussian potential φ using equation E.2.
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E.3.1 T(1111)
〈δ(1)δ(1)δ(1)δ(1)〉
∝ 〈
{
φk1 +
fnl
c2
[
Ik1abφaφb − δD(k1)〈φ2〉
]
+
gnl
c4
[
Ik1cdeφcφdφe −
3
(2pi)3
φk1〈φ2〉
]}
×
{
φk2 +
fnl
c2
[
Ik2fgφfφg − δD(k2)〈φ2〉
]
+
gnl
c4
[
Ik2hilφhφiφl −
3
(2pi)3
φk2〈φ2〉
]}
×
{
φk3 +
fnl
c2
[
Ik3mnφmφn − δD(k3)〈φ2〉
]
+
gnl
c4
[
Ik3oqrφoφqφr −
3
(2pi)3
φk3〈φ2〉
]}
×
{
φk4 +
fnl
c2
[
Ik4st φsφt − δD(k4)〈φ2〉
]
+
gnl
c4
[
Ik4uvzφuφvφz −
3
(2pi)3
φk4〈φ2〉
]}
〉
. (E.12)
We then have two kind of PNG-dependent terms, one proportional to f2nl and one to gnl:
〈δ(1)δ(1)δ(1)δ(1)〉 = F (1)k1 F
(1)
k2
F
(1)
k3
F
(1)
k4
K4Fk1Fk2Fk3Fk4
×
{
f2nl
c4
[
Ik3mnI
k4
st 〈φk1φk2φmφnφsφt〉 − Ik3mn〈φk1φk2φmφn〉δD(k4)〈φ2〉
− Ik4st 〈φk1φk2φsφt〉δD(k3)〈φ2〉+ 〈φk1φk2〉δD(k3)δD(k4)〈φ2〉2
]
+ 5 p.
+
gnl
c4
[
Ik4uvz〈φk1φk2φk3φuφvφz〉 − 3〈φk1φk2φk3φk4〉〈φ2〉
]
+ 3 p.
}
.
(E.13)
Given the several permutations let us split this computation in two terms proportional to
the two PNG parameters. Proceeding with the first, T f
2
nl
(1111), we can see that the six-point
correlator can be decomposed in the following terms:
T
f2nl
(1111) ∝

〈φk1φk2〉〈φmφn〉〈φsφt〉
〈φk1φk2〉〈φmφs〉〈φnφt〉 × 2
(〈φk1φkm〉〈φ2φn〉〈φsφt〉+ 〈φk1φks〉〈φ2φt〉〈φmφn〉)× 2
〈φk1φkm〉〈φ2φs〉〈φnφt〉 × 4 + 1 p. (k1 ←→ k2)
(E.14)
The symmetry factors are due to permutations over the auxiliary variables. Only the last
term is fully connected, therefore we expect the others to be cancelled out by the other three
terms appearing in the expression for T f
2
nl
(1111). Let us find out:
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T
f2nl
(1111) ∝
{
Ik3mnI
k4
st 〈φk1φk2〉〈φmφn〉〈φsφt〉+ 2Ik3mnIk4st 〈φk1φk2〉〈φmφs〉〈φnφt〉
+ 2Ik3mnI
k4
st [〈φk1φkm〉〈φk2φn〉〈φsφt〉+ 〈φk1φks〉〈φk2φt〉〈φmφn〉]
+ 4Ik3mnI
k4
st [〈φk1φkm〉〈φk2φs〉〈φnφt〉+ 〈φk1φks〉〈φk2φm〉〈φnφt〉]
− Ik3mnδD(k4)
[〈φk1φk2〉〈φmφn〉〈φ2〉+ 2〈φk1φm〉〈φk2φn〉〈φ2〉]
− Ik4st δD(k3)
[〈φk1φk2〉〈φsφt〉〈φ2〉+ 2〈φk1φs〉〈φk2φt〉〈φ2〉]+ δD(k3)δD(k4)〈φk1φk2〉〈φ2〉2
}
=
((((
((((
((((
((((
(
(2pi)3δD(k12)P
φ
k1
δD(k3)δ
D(k4)〈φ2〉2 + 2(2pi)3δD(k12)δD(k34)P φk1
∫
dp3mP
φ
mP
φ
|k4+pm|
+ 2(2pi)3P φk1P
φ
k2
〈φ2〉
[
((((
((((
((((
(((((
δD(k123)δ
D(k4) + δ
D(k124)δ
D(k3)
]
+ 4(2pi)3δD(k1234)P
φ
k1
P φk2
[
P φ|k1+k3| + P
φ
|k1+k4|
]
− (2pi)3
[
((((
((((
((((
(((
δD(k12)δ
D k3)δ
D(k4)P
φ
k1
〈φ2〉2 +
((((
((((
((((
((
2δD(k123)δ
D(k4)P
φ
k1
P φk2〈φ2〉
]
− (2pi)3
[
((((
((((
((((
(((
δD(k12)δ
D k4)δ
D(k3)P
φ
k1
〈φ2〉2 +
((((
((((
((((
((
2δD(k124)δ
D(k3)P
φ
k1
P φk2〈φ2〉
]
+
((((
((((
((((
((((
(
(2pi)3δD(k12)δ
D(k3)δ
D(k4)P
φ
k1
〈φ2〉2
= 2(2pi)3δD(k12)δ
D(k34)P
φ
k1
∫
dp3mP
φ
mP
φ
|k4+pm| + 4(2pi)
3δD(k1234)P
φ
k1
P φk2
[
P φ|k1+k3| + P
φ
|k1+k4|
]
(E.15)
From the last line we can see that one term did not cancel out (first one). However this
represents (as it can be seen from the Dirac’s deltas) an unconnected part of the four-point
correlation function. It is indeed the primordial contribution to the power spectrum reported
in equation E.8.
From the Dirac deltas appearing in the above computation we also notice that for first
part of the connected term km = −k1, ks = −k2, kn = k1 + k3 and kt = k2 + k4. For the
second one we have the relations ks = −k1, km = −k2, kn = k1 + k4 and kt = k2 + k3.
We can now focus on the other term, T gnl(1111):
T gnl(1111) ∝
{
(〈φk1φk2〉〈φk3φu〉〈φvφz〉 + 2 p.)× 3
〈φk1φu〉〈φk2φv〉〈φk3φz〉 × 6
(E.16)
The first term can be easily spotted to be unconnected and should cancel out:
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T gnl(1111) ∝
{
Ik4uvz [3 (〈φk1φk2〉〈φk3φu〉〈φvφz〉 + 2 p.) + 6〈φk1φu〉〈φk2φv〉〈φk3φz〉]
− 3
(2pi)3
[〈φk1φk2〉〈φk3φk4〉〈φ2〉 + 2 p.]
}
= 3
[
((((
((((
((((
((((
((((
((
δD(k12)δ
D(k34)(2pi)
3P φk1P
φ
k3
∫
dp3vP
φ
v + 2 p.
]
+ 6(2pi)3δD(k1234)P
φ
k1
P φk2P
φ
k3
− 3
(2pi)3

((((
((((
((((
((((
((((
((
(2pi)6δD(k12)δ
D(k34)(2pi)
3P φk1P
φ
k3
〈φ2〉 + 2 p.

= 6(2pi)3δD(k1234)P
φ
k1
P φk2P
φ
k3
. (E.17)
From the Dirac deltas appearing in the above computation we also notice that for the con-
nected term ku = −k1, kv = −k2 and kz = −k3.
We can plug the results of equations E.15 and E.17 into the full expression of equation
E.13:
T(1111) = F
(1)
k1
F
(1)
k2
F
(1)
k3
F
(1)
k4
K4Fk1Fk2Fk3Fk4
×
{
f2nl
c4
4P φk1P
φ
k2
[
P φ|k1+k3| + P
φ
|k1+k4|
]
+ 5 p.+
gnl
c4
[
6P φk1P
φ
k2
P φk3 + 3 p.
]}
.
(E.18)
Basically the PNG terms T fnl(1111) and T
gnl
(1111) are respectively the equivalent of the terms T(1122)
and T(1113) for the Gaussian initial condition due to gravitational non-linear evolution.
As last step we express the above result in terms of the late-time matter power spectrum
using equation E.6.
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T(1111) = F
(1)
k1
F
(1)
k2
F
(1)
k3
F
(1)
k4
K4Fk1Fk2Fk3Fk4
×
{
f2nl
c4
4P φk1P
φ
k2
[
P φ|k1+k3| + P
φ
|k1+k4|
]
+ 5 p.+
gnl
c4
[
6P φk1P
φ
k2
P φk3 + 3 p.
]}
= F
(1)
k1
F
(1)
k2
F
(1)
k3
F
(1)
k4
K−2Fk1Fk2Fk3Fk4
×
{
f2nl
c4
4
Pmk1P
m
k2
F2k1F2k2
[
Pm|k1+k3|
F2|k1+k3|
+
Pm|k1+k4|
F2|k1+k4|
]
+ 5 p.+
gnl
c4
[
6
Pmk1P
m
k2
Pmk3
F2k1F2k2F2k3
+ 3 p.
]}
= F
(1)
k1
F
(1)
k2
F
(1)
k3
F
(1)
k4
K−2
×
{
f2nl
c4
4
Fk3Fk4
Fk1Fk2
Pmk1P
m
k2
[
Pm|k1+k3|
F2|k1+k3|
+
Pm|k1+k4|
F2|k1+k4|
]
+ 5 p.+
gnl
c4
[
6Fk4
Pmk1P
m
k2
Pmk3
Fk1Fk2Fk3
+ 3 p.
]}
.
(E.19)
E.3.2 T(1112)
This is perhaps the most interesting PNG term of the i-trispectrum, since. as B(111) for the
bispectrum, it comes from a correlator that would be null for Gaussian initial conditions.
〈δ(1)δ(1)δ(1)δ(2)〉 = 〈F (1)k1 F
(1)
k2
F
(1)
k3
K5Fk1Fk2Fk3FkxFkyIk4xyF (2)xy
×
{
φk1 +
fnl
c2
[
Ik1abφaφb − δD(k1)〈φ2〉
]
+
gnl
c4
[
Ik1cdeφcφdφe −
3
(2pi)3
φk1〈φ2〉
]}
×
{
φk2 +
fnl
c2
[
Ik2fgφfφg − δD(k2)〈φ2〉
]
+
gnl
c4
[
Ik2hilφhφiφl −
3
(2pi)3
φk2〈φ2〉
]}
×
{
φk3 +
fnl
c2
[
Ik3mnφmφn − δD(k3)〈φ2〉
]
+
gnl
c4
[
Ik3oqrφoφqφr −
3
(2pi)3
φk3〈φ2〉
]}
×
{
φx +
fnl
c2
[
Ixstφsφt − δD(px)〈φ2〉
]
+
gnl
c4
[
Ixuvzφuφvφz −
3
(2pi)3
φx〈φ2〉
]}
×
{
φy +
fnl
c2
[
Iyζφφζ − δD(py)〈φ2〉
]
+
gnl
c4
[
Iyηλτφηφλφτ −
3
(2pi)3
φy〈φ2〉
]}
〉
+ 3 p.
(E.20)
There are two possible terms proportional to fnl from the above expansion. The first corre-
sponds to the fnl associated to a δ(1), the second to that associated to δ(2).
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T(1112) = F
(1)
k1
F
(1)
k2
F
(1)
k3
K5Fk1Fk2Fk3FkxFkyIk4xyF (2)xy
fnl
c2
×
{[
Ik1ab 〈φaφbφk2φk3φxφy〉 − δD(k1)〈φk2φk3φxφy〉〈φ2〉 + 2 p.
]
+ 2
[
Ixst〈φk1φk2φk3φsφtφy〉 − δD(px)〈φk1φk2φk3φy〉〈φ2〉
]}
, (E.21)
where the two permutations in the second line correspond to expanding k2 or k3 instead of
k1. Proceed step by step we now analyse the two terms separately, namely T a(1112) and T
b
(1112).
Starting from the first:
T a(1112) ∝

〈φaφb〉〈φk2φk3〉〈φxφy〉
〈φaφk2〉〈φbφk3〉〈φxφy〉 × 2
〈φaφb〉〈φk2φx〉〈φk3φy〉 × 2
〈φaφx〉〈φk2φk3〉〈φbφy〉 × 2
〈φaφk2〉〈φxφk3〉〈φbφy〉 × 4 + 1 p. (k2 ←→ k3)
(E.22)
In order to proceed as generally as possible, we need to separately treat the combinations
arising from the mixing between original wave vectors ki with auxiliary ones pj originating
from different sources (equation E.20).
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T a(1112) ∝
{
Ik4xyI
k1
abF
(2)
xy 〈φaφb〉〈φk2φk3〉〈φxφy〉+ 2Ik4xyIk1abF (2)xy 〈φaφk2〉〈φbφk3〉〈φxφy〉
+ 2Ik4xyI
k1
abF
(2)
xy 〈φaφb〉〈φk2φx〉〈φk3φy〉+ 2Ik4xyIk1abF (2)xy 〈φaφx〉〈φk2φk3〉〈φbφy〉
+
[
4Ik4xyI
k1
abF
(2)
xy 〈φaφk2〉〈φxφk3〉〈φbφy〉+ k2 ←→ k3
]
− δD(k1)〈φ2〉Ik4xyF (2)xy [〈φk2φk3〉〈φxφy〉+ 2〈φk2φx〉〈φk3φy〉]
}
+ 2 p.
=
((((
((((
((((
((((
(((
(2pi)3δD(k23)δ
D(k1)δ
D(k4)P
φ
k2
〈φ2〉2Cb + 2(2pi)3δD(k123)δD(k4)P φk2P
φ
k3
〈φ2〉Cb
+
((((
((((
((((
((((
(((
2(2pi)3δD(k234)δ
D(k1)P
φ
k2
P φk3F
(2)
k2k3
〈φ2〉
+ 2(2pi)3δD(k23)δ
D(k14)P
φ
k2
∫
dp3xP
φ
x P
φ
|k4−px|F
(2) [px,k4 − px]
+ 4(2pi)3δD(k1234)P
φ
k2
P φk3P
φ
|k3+k4|F
(2) [−k3,k3 + k4] + k2 ←→ k3
− δD(k1)〈φ2〉(2pi)3
[
((((
((((
((((
δD(k23)P
φ
k2
δD(k4)〈φ2〉Cb +
((((
((((
((((
(((
2(2pi)3δD(k234)F
(2)
k2k3
P φk2P
φ
k3
〈φ2〉
]
+ 2 p.
=
{
2(2pi)3
[
δD(k123)δ
D(k4)P
φ
k2
P φk3〈φ2〉Cb + δD(k23)δD(k14)P
φ
k2
∫
dp3xP
φ
x P
φ
|k4−px|F
(2) [px,k4 − px]
]
+ 4(2pi)3δD(k1234)P
φ
k2
P φk3P
φ
|k3+k4|F
(2) [−k3,k3 + k4] + k2 ←→ k3
}
+ 2 p.
(E.23)
The constant Cb = F (2) [q,−q] = b2/2 + bs2/3 derives from the second order kernel including
redshift space distortions in the case of opposite k-vectors. Only the term in the second
line represents a connected part of the initial four-point correlator. From the Dirac deltas
resulting in the connected part we can notice that kx = −k3 and ky = k3 + k4. This is a
clear example of mode coupling between non-linear evolution and primordial non-Gaussian
initial conditions. Moving to the second term T b(1112):
T b(1112) ∝

〈φk1φk2〉〈φk3φy〉〈φsφt〉 + 2 p.
〈φk1φk2〉〈φtφk3〉〈φsφy〉 × 2 + 2 p.
〈φk1φs〉〈φk2φt〉〈φk3φy〉 × 2 + 2 p.
(E.24)
Which then expanded becomes:
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T b(1112) ∝
{[
Ik4xyI
x
stF
(2)
xy 〈φk1φk2〉〈φk3φy〉〈φsφt〉 + 2 p.
]
+
[
2Ik4xyI
x
stF
(2)
xy 〈φk1φk2〉〈φtφk3〉〈φsφy〉 + 2 p.
]
+
[
2Ik4xyI
x
stF
(2)
xy 〈φk1φs〉〈φk2φt〉〈φk3φy〉 + 2 p.
]
−
[
δD(px)I
k4
xyF
(2)
xy 〈φk1φk2〉〈φk3φy〉〈φ2〉 + 2 p.
]}
=
((((
((((
((((
((((
((((
((((
((((
([
(2pi)3δD(k12)δ
D(k34)P
φ
k2
P φk3F
(2) [k4 + k3,−k3] 〈φ2〉 + 2 p.
]
+
[
(2pi)3δD(k12)δ
D(k34)P
φ
k2
P φk3
∫
dp3yF
(2) [k4 − py,py]P φy + 2 p.
]
× 2
+
[
(2pi)3P φk1P
φ
k2
P φk3δ
D(k1234)F
(2) [k3 + k4,−k3] + 2 p.
]
× 2
−
((((
((((
((((
((((
((((
((((
((((
([
(2pi)3P φk2P
φ
k3
δD(k12)δ
D(k34)F
(2) [k3 + k4,−k3] 〈φ2〉 + 2 p.
]
=
[
(2pi)3δD(k12)δ
D(k34)P
φ
k2
P φk3
∫
dp3yF
(2) [k4 − py,py]P φy + 2 p.
]
× 2
+
[
(2pi)3P φk1P
φ
k2
P φk3δ
D(k1234)F
(2) [k3 + k4,−k3] + 2 p.
]
× 2 ,
(E.25)
where all the permutations above consist in changing k3 with either k1 or k2. Only the second
term represents a connected part of the initial four-point correlator. From the Dirac deltas
resulting in the connected part we can notice that ky = −k3 and kx = k3 + k4. We can now
proceed with equation E.21, using only the connected terms from T a(1112) and T
b
(1112):
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T(1112) = 2F
(1)
k1
F
(1)
k2
F
(1)
k3
K5Fk1Fk2Fk3
fnl
c2
×
{[
2Fk3F|k3+k4| P φk2P
φ
k3
P φ|k3+k4|F
(2) [−k3,k3 + k4] + k2 ←→ k3
]
+ 2 p.
+
[
Fk3F|k3+k4| P φk1P
φ
k2
P φk3F
(2) [k3 + k4,−k3] + 2 p.
]}
+ 3 p.
= 2F
(1)
k1
F
(1)
k2
F
(1)
k3
K5Fk1Fk2Fk3
fnl
c2
×
{[
2Fk3F|k3+k4| P φk2P
φ
k3
P φ|k3+k4|F
(2) [−k3,k3 + k4] + 5 p.
]
+
[
Fk3F|k3+k4| P φk1P
φ
k2
P φk3F
(2) [k3 + k4,−k3] + 2 p.
]}
+ 3 p. .
(E.26)
As a final step we can convert the above result into an expression in terms of the late-time
matter power spectrum using equation E.6
T(1112) = K5
fnl
c2
F
(1)
k1
F
(1)
k2
F
(1)
k3
×
{[
Fk1Fk2F2k3F|k3+k4|P φk2P
φ
k3
P φ|k3+k4|F
(2) [−k3,k3 + k4] + 5 p.
]
+
[
2Fk1Fk2F2k3F|k3+k4|P φk1P
φ
k2
P φk3F
(2) [k3 + k4,−k3] + 2 p.
]}
+ 3 p.
=
fnl
c2
F
(1)
k1
F
(1)
k2
F
(1)
k3
K−1
×
{[
4
Fk1
Fk2
Pmk2P
m
k3
Pm|k3+k4|
F|k3+k4|
F (2) [−k3,k3 + k4] + 5 p.
]
+
[
2
F|k3+k4|
Fk1Fk2
Pmk1P
m
k2P
m
k3F
(2) [k3 + k4,−k3] + 2 p.
]}
+ 3 p. .
(E.27)
It is better to not further regroup together the two terms since the number of possible per-
mutations is different.
We conclude this i-trispectrum calculation by recalling that up to order φ6 the two
remaining terms T(1122) and T(1113) return only the standard expression.
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E.4 Recap: all PNG terms
Power Spectrum
PPNG(k) = P11 + P12
= F
(1)
k F
(1)
q K2F2k
2f2nl
c4
∫
dp3a
(2pi)3
P φa P
φ
|k−pa|
+
4fnl
c2
F
(1)
k K3Fk
∫
dp3a
(2pi)3
FpaF|−k−pa|F (2)a,−k−paP
φ
|−k−pa|
[
P φa + 2P
φ
k
]
.
(E.28)
Bispectrum
BPNG(k1,k2,k3) = B(111) = F
(1)
k1
F
(1)
k2
F
(1)
k3
K−1 Fk1Fk2Fk3
2fnl
c2
Pmk2P
m
k3 + cyc. . (E.29)
Trispectrum
TPNG(k1,k2,k3,k4) = T(1111) + T(1112)
= F
(1)
k1
F
(1)
k2
F
(1)
k3
F
(1)
k4
K−2
×
{
f2nl
c4
4
Fk3Fk4
Fk1Fk2
Pmk1P
m
k2
[
Pm|k1+k3|
F2|k1+k3|
+
Pm|k1+k4|
F2|k1+k4|
]
+ 5 p.+
gnl
c4
[
6Fk4
Pmk1P
m
k2
Pmk3
Fk1Fk2Fk3
+ 3 p.
]}
.
+
fnl
c2
F
(1)
k1
F
(1)
k2
F
(1)
k3
K−1
×
{[
4
Fk1
Fk2
Pmk2P
m
k3
Pm|k3+k4|
F|k3+k4|
F (2) [−k3,k3 + k4] + 5 p.
]
+
[
2
F|k3+k4|
Fk1Fk2
Pmk1P
m
k2P
m
k3F
(2) [k3 + k4,−k3] + 2 p.
]}
+ 3 p. .
(E.30)
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