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Quantum simulators based on cold atomic gases can provide an ideal platform to study the
microscopic mechanisms behind intriguing properties of solid materials and further explore novel
exotic phenomena inaccessible by chemical synthesis. Here we propose and theoretically analyze
a coherently coupled binary mixture of Fermi atoms in a triangular optical lattice as a promising
realization of synthetic frustrated antiferromagnets. We perform a cluster mean-field plus scaling
analysis to show that the ground state exhibits several nontrivial magnetic phases and a novel
spin reorientation transition caused by the quantum order-by-disorder mechanism. Moreover, we
find from Monte Carlo simulations that thermal fluctuations induce an unexpected coexistence
of Berezinskii-Kosterlitz-Thouless physics and long-range order in different correlators. These
predictions, besides being relevant to present and future experiments on triangular antiferromagnetic
materials, can be tested in the laboratory with the combination of the currently available techniques
for cold atoms.
Quantum simulations of solid materials with more flex-
ible systems based on cold atomic gases have attracted
increasing attention as the third platform to complement
the conventional theoretical and experimental studies1–3.
In particular, a binary mixture of Fermi atoms in an op-
tical lattice4–13 is a promising candidate to simulate the
Hubbard model that describes strongly correlated lat-
tice electrons and is believed to capture a wide variety of
intriguing phenomena including the Mott insulator tran-
sition, quantum magnetism14, and high-temperature su-
perconductivity15.
Although Fermi gases in optical lattices used to suffer
from a technical difficulty in cooling to the regime of mag-
netic ordering where many-body spin correlation appears
on stage, that is being overcome by recent innovative
experimental5,10,16 and theoretical17–20 efforts. There
has also been rapid development on detection techniques
of quantum states, especially imaging individual atoms
by the quantum gas microscope7–12. Owing to them,
the observations of dimerized4, short-ranged5–9,12, long-
ranged10, string11 and SU(N )13 spin correlations have
been achieved in the past few years. These important
progresses have opened a new chapter in the cold-atom
quantum simulation to study the broad field of strongly
correlated magnetism.
Here we make a proposal and provide the necessary
theoretical modeling in order to push the boundaries of
cold-atom simulation towards the study of a more chal-
lenging issue, namely, quantum frustrated magnetism.
Although many intriguing phenomena, such as quantum
spin liquids21, multipolar or multi-Q orders22–26, and un-
conventional quantum criticalities27, have been suggested
for frustrated systems, complete understanding of the
mechanism and the properties often remains out of reach
because of the difficulty in preparing ideal model mate-
rials with chemical synthesis and of the lack of suitable
numerical methods for analyzing the model Hamiltonian.
Motivated by the success of the Greiner group at Har-
vard University in simulating a long-range (unfrustrated)
Ne´el order with a square-lattice cold-atom simulator10,
we suggest a synthetic Hubbard system of binary Fermi
gases in a triangular optical lattice for studying the frus-
trated magnetism deeply connected to the ongoing ex-
periments on quasi-two-dimensional (quasi-2D) layered
materials of quantum triangular-lattice antiferromagnets
(TLAFs)28–38. We take into consideration the physi-
cally interesting parameter space defined by the spin-
exchange anisotropy (parameterized by J/Jz) of easy-
axis type and the magnetic field applied perpendicular to
the anisotropy axis, which can be created in cold-atom
experiments by state-dependent optical lattices39–41 and
by coherent couplings between two hyperfine states with
Raman laser beams or radio-frequency field created in an
atom chip42,43.
Although TLAFs are prototypical model systems for
geometrical frustration, there remain unanswered fun-
damental questions regarding nontrivial excitation spec-
tra34,35, various magnetization processes30,31,44,45, the
emergence and properties of quantum spin liquids35,46,47,
etc. From the standpoint of real materials, only very
few available compounds have an equilateral triangular-
lattice structure with quantum spin S = 1/228–33,36,45
and they typically do not fall into the range of easy-axis
anisotropy 0 < J/Jz ≤ 1 (with the possible exception of
Ba3CoNb2O9, according to Ref. 32; it is also worth men-
tioning Rb4Mn(MoO4)3
37 and Ba3MnNb2O9
38, which
are however S = 5/2). Therefore, the quantum simula-
tions of TLAFs will be a significant step towards one of
the fundamental goals of cold-atom quantum simulators,
namely to obtain a deeper understanding of solid-state
physics together with the possibility of testing it over a
wider parameter range.
2On the theoretical side, the interplay of quantum or
thermal fluctuations and geometrical frustration in our
proposed system with no U(1) spin-rotational symmetry
is an open problem. The lack of the symmetry inhibits
the decomposition of the Hilbert space into fixed spin
subspaces. This makes numerical calculations with, e.g.,
exact diagonalization and density matrix renormalization
group (DMRG) even more difficult, since they have a se-
rious limitation on the tractable system size in two di-
mensions (2D) or higher. Besides, the quantum Monte
Carlo (QMC) method suffers from the notorious minus-
sign problem48 for frustrated systems.
To overcome this numerical challenge, here we develop
a new framework of the cluster mean-field method
combined with a scaling analysis (CMF+S)49–51 by
employing the 2D DMRG algorithm as a solver of cluster
problems with mean-field boundary conditions. This
enables us to discuss the ground state of the quantum
frustrated system in a quantitative way. We find that
a particular quantum selection of the ground state
gives rise to a novel gradual reorientation transition
of three-sublattice magnetic orders, in addition to the
stabilization of nonclassical phases in a wide region of
the quantum phase diagram. Furthermore, performing
classical Monte Carlo simulations to investigate thermal
fluctuations, we show that the paramagnetic transition at
finite temperatures exhibits a two-step behavior through
an intermediate phase with an unexpected coexistence
of Berezinskii-Kosterlitz-Thouless (BKT) physics and
long-range order (LRO) in different correlators. Our
theoretical phase diagrams are meant to play a role in
the two-way relationship which characterizes this early
stage of the quantum simulation of frustrated physics:
on the one hand, they act as a benchmark for future
cold-atom experiments; on the other hand, they can and
must be checked with the help of the quantum simulator.
Results
Synthetic spin-1/2 XXZ model with a transverse
magnetic field. The system of coherently coupled
Fermi mixtures of two hyperfine states (σ =↑, ↓) is
described by the Hamiltonian
Hˆ = −
∑
〈i,j〉,σ
tσ
(
cˆ†iσ cˆjσ +H.c.
)
+ U
∑
i
nˆi↑nˆi↓
+
Ω
2
∑
i
(
cˆ†i↑cˆi↓ + cˆ
†
i↓cˆi↑
)
. (1)
The ingredients of this Hamiltonian and the triangular
optical lattice52 can be engineered in the laboratory with
the currently available techniques39–43 as stated above.
The frustrated magnetism of the Hamiltonian (1) for
dominant interactions (U/tσ ≫ 1)53 is described to lead-
ing order in t↑,↓/U by
Hˆ =
∑
〈i,j〉
(
JSˆxi Sˆ
x
j + JSˆ
y
i Sˆ
y
j + JzSˆ
z
i Sˆ
z
j
)
−H
∑
i
Sˆxi , (2)
where Sˆαi =
∑
σσ′ cˆ
†
iσσ
α
σσ′ cˆiσ′/2 with the Pauli ma-
trices σα plays the role of quantum spin S = 1/2.
The anisotropy in the spin exchange interactions
J = 4t↑t↓/U and Jz = 2(t2↑ + t
2
↓)/U must be of easy-axis
type (J ≤ Jz). The control of the Rabi frequency trans-
lates into tuning a transverse magnetic field, H = −Ω54.
Note that the synthetic spin Hamiltonian (2) has no
U(1) spin-rotational symmetry due to
∑
i[Sˆ
α
i , Hˆ] 6= 0
(α = x, y, z).
Classical spins. Let us begin with a classical-
spin analysis as reference to be compared with the
quantum case. By treating the spins as classical vectors
Si = (sin θi cosϕi, sin θi sinϕi, cos θi)/2, one gets the
classical (mean-field) energy of the system (2). The
minimization of the classical energy with respect to
the spin angles θi and ϕi leads to a three-sublattice√
3 × √3 coplanar order in which the polar angles
on the sublattices µ = A, B, and C are given by
θA = pi/2, θB = pi − θC = θcl ≡ arcsin |2H/3−J|J+Jz while
the azimuthal angles are ϕA = 0 and ϕB = ϕC = pi
for 0 < H < 3J/2 and ϕA = ϕB = ϕC = 0 for
3J/2 < H < Hcls ≡ 3J + 3Jz/2. The ground state has
a six-fold degeneracy corresponding to the exchange
of the sublattice indices A, B, C and resulting in a
S3 symmetry breaking. As illustrated in Fig. 1a, the
sublattice magnetic moments form an inverted-Y (resp.
Ψ) shape for low (resp. high) magnetic fields. Note,
however, that the apparent change in the expressions
for θµ and ϕµ arises only from following the convention
0 ≤ θ ≤ pi and 0 ≤ ϕ < 2pi. The inverted-Y and Ψ
states are continuously connected and thus equivalent.
Therefore, the classical ground state experiences no
phase transition up to the magnetic saturation at
H = Hcls (Ω = Ω
cl
s ≡ −3J − 3Jz/2), providing a rather
featureless phase diagram (Fig. 1a).
Quantum phase diagram. Next the numerical
CMF+S method49–51 with 2D DMRG solver is used
to unveil quantum fluctuation effects on the classical
ground state. We consider a triangular-shaped cluster
of NC spins placed in the environment of self-consistent
mean fields
(
Jmxµ, Jm
y
µ, Jzm
z
µ
)
(see Methods). The
sublattice magnetic moments mαµ characterize the
magnetic order. The CMF+S calculations permit the
systematic inclusion of quantum-fluctuation effects by
increasing NC , which connects between the classical
(NC = 1) and exactly quantum (NC →∞) regimes. We
will demonstrate that the use of the 2D DMRG solver
instead of the Lanczos diagonalization employed in the
previous works49–51 considerably enlarges the tractable
cluster size NC , providing the convergence of results
for NC or a systematic series of numerical data for a
quantitative extrapolation to NC →∞.
The quantum phase diagram obtained by the CMF+S
analysis is shown in Fig. 1b, which surprisingly reveals
various ground states that are absent in the classical
counterpart shown in Fig. 1a. First, we see that the se-
3FIG. 1: Ground-state phase diagrams. Quantum-fluctuation effects on the ground-state magnetic phases [(b)] in comparison
with the classical phase diagram [(a)]. The curves with open (filled) circles indicate first- (second-) order transitions. In (a),
there are classical degeneracies of the ground state along the lines of J/Jz = 1 and of H = 0 (red lines; see text). The
three-sublattice
√
3 × √3 structure and the classical inverted-Y (=Ψ) state are illustrated with the mapping between the
representations of spins and two-component Fermi atoms, namely (θ, φ)↔ cos(θ/2)| ↑〉 + eiϕ sin(θ/2)| ↓〉.
FIG. 2: Magnetization curves and saturation fields.
The magnetization curve M = (mxA + m
x
B + m
x
C)/3 and its
field derivative JzdM/dH are plotted for (a) J/Jz = 0.906 and
(b) J/Jz = 0.5. The quantum CMF+S results (solid lines)
are compared to the classical-spin analysis (dashed lines; no
phase transition down to H = Hcls ). The arrows indicate
the locations of first-order transitions. (c) Quantum (Hs)
and classical (Hcls ) values of the saturation field strength as
a function of J/Jz . The red arrow in (c) marks the previous
estimation given in Ref. 59 for the transverse Ising model
(J/Jz = 0).
quence of the three magnetic phases – coplanar Y-shaped
state, collinear up-up-down (UUD) state, and coplanar
V-shaped state – is stabilized from low to high fields
for J/Jz & 0.43. This quantum stabilization has been
studied for the isotropic (J/Jz = 1) case
55–57, in which
there is an accidental continuous degeneracy of the clas-
sical ground-state manifold along the line of J/Jz = 1 up
to the saturation field58. The correction to the energy
due to the zero-point quantum fluctuations selects the Y-
UUD-V sequence from the large ground-state manifold55,
resulting in the formation of a plateau structure in the
magnetization curve, corresponding to the UUD phase
with one third of the saturation magnetization55–57. Our
quantum phase diagram in Fig. 1b shows that this quan-
tum effect actually spreads over a wide region of J/Jz,
especially for high magnetic fields. Note that the UUD
magnetization plateau is not exactly flat for J/Jz < 1
since the U(1) spin rotational symmetry is absent, even
though the slope is quite small (see Fig. 2a). For the
same reason, the saturation field Hs is affected by quan-
tum fluctuations and reduced from the classical valueHcls
except at J/Jz = 1, as shown in Fig. 2c. The maximum
extent of the V phase in J/Jz is reached at H/Hs ≈ 0.71
(0.43 . J/Jz ≤ 1), and thus the magnetization process
exhibits a reentrant behavior for 0.43 . J/Jz . 0.68
from the inverted-Y to V and back to Ψ state (which is
continuously connected to the inverted-Y state) as shown
in Fig. 2b.
The CMF+S phase boundaries have been determined
by extrapolating the results of NC = 15, 21, and 36 (see
Methods for details). The error bars (shown in Fig. 1b)
estimated from the variation in the linear fittings for dif-
ferent pairs of the NC = 15, 21, 36 data are smaller than
the symbol size only with a few exceptions. As an exam-
ple of validation, the CMF+S value for the saturation
field at J/Jz = 0 (Hs/Jz ≈ 0.85) is in good agreement
with the previous value, Hs/Jz = 0.825±0.025, obtained
by the QMC simulations59.
Fluctuation-driven spin reorientation. Even
more interestingly, we find the emergence of a novel
spin-reorientation transition in the low-field region of the
4FIG. 3: Novel spin reorientation transition. (a) En-
larged view of the low-field region of Fig. 1b. The quantities
characterizing the reorientation along J/Jz = 0.3 are plotted
in (b). The sublattice indices A, B, and C can be exchanged.
quantum phase diagram (see Fig. 3). This stems from
a quantum order-by-disorder selection from another
nontrivial degenerate manifold of the classical ground
state at H = 0. While the minimization of the classical
energy leads to a coplanar ground state, whose plane
is identified by an arbitrary azimuthal angle ϕ, only
two independent constraints are imposed for the polar
angles θA, θB, and θC . Hence the classical ground state
forms a large degenerate manifold60–62, namely S1 × S1.
Quantum fluctuations select a specific Y-shape order in
which one sublattice spin moment is directed parallel
to the easy axis, as illustrated in Fig. 3a; this is in
agreement with the prediction of the linear spin-wave
approximation62.
When a transverse field is applied, a generic three-
sublattice state breaks a S3 × Z2 symmetry (corre-
sponding to the permutation of sublattice indices and
pi rotation around the field axis in spin space). Our
CMF+S analysis shows that a quantum magnetic
phase that indeed breaks such symmetry completely is
realized with a coplanar spin order in the Sz-Sx plane
in a low-field region of the quantum phase diagram.
However, when the magnetic field strength H exceeds
a threshold value Hr, the classical inverted-Y phase
(which breaks S3 symmetry, as mentioned above) is
recovered, with a quantum reduction in the length
of the ordered moments and a slight change in the
relative angles. Consequently, the structure of the
sublattice moments is gradually changed from a Y shape
to another Y shape with different orientations via the
intermediate S3 × Z2-broken phase (see Fig. 3b), which
does not occur in the classical case. The behavior of
this reorientation transition can be characterized by a
parameter θ¯ ≡ θA + θB + θC , which is independent of
the sublattice-exchange operation. As shown in Fig. 3c,
the value of θ¯ gradually changes from pi (or 2pi) to 3pi/2
when H is increased from 0 to Hr. The two branches,
one of which is spontaneously chosen, correspond to the
remaining Z2 degeneracy with respect to the pi rotation
around the field axis.
Thermodynamic phase diagram. Finally, let
us explore novel thermal-fluctuation effects in this frus-
trated system and provide the estimation of the ordering
transition temperature to assist with the experimental
implementation. Since the QMC simulations suffer from
the minus-sign problem48, we replace the spin operators
in the Hamiltonian (2) with classical spin vectors Si
of length 1/2 and perform Monte Carlo simulations on
L = 24, 48, 72, 96 under periodic boundary conditions
(see Methods). The classical Monte Carlo analysis
is expected to provide a reasonable approximation in
the temperature range away from the low-temperature
quantum region. Since the stabilization of the Y-UUD-V
sequence due to the thermal fluctuations has been stud-
ied for the isotropic (J/Jz = 1) model
58,63, here we focus
on the paramagnetic transition from the inverted-Y
(= Ψ) phase for a relatively small J/Jz.
The thermal phase diagram for J/Jz = 0.3 is sum-
marized in Fig. 4a. Supposing the inverted-Y order, we
estimate the correlation length for the three-sublattice
order in the Sz and Sx spin components (ξzz, ξxx) and
for the uniform order in the y component of the vector
chirality κ (ξκκ). The scaled quantity ξαα/L should
become independent of L at a critical point. As shown
in Fig. 4b, ξzz/L exhibits a finite critical range in T/Jz
with a constant value independent of L, which indicates
that a BKT phase with quasi-LRO appears despite the
absence of continuous symmetry in the model (2). In the
critical range, Tc1 < T < Tc2, the S
z correlation function
exhibits algebraic decay ∼ |ri− rj |−η with critical expo-
nent η. This can be explained from the discrete but high
degree (six-fold) of degeneracy of the inverted-Y ground
state, given the fact that two-dimensional systems with
the discrete Zp symmetry are believed to exhibit a BKT
behavior for p > 464. Figure 4c shows the exponent η for
Sz correlations, which takes values ∼ 1/9 and ∼ 1/4 at
the lower (Tc1) and upper (Tc2) endpoints of the critical
region. This is indeed consistent with the expectation
for the universality of the 2D 6-state clock model64,
whose Z6 symmetry group has six elements, same as the
S3 symmetry of the present case.
Coexistence of BKT and LRO. Interestingly,
however, ξxx/L and ξκκ/L show an isolated critical
point, unlike ξzz/L, as seen in Fig. 4b as the crossings
of the curves for different L. The critical points for
Sx and κ are coincident or very close to the upper
and lower endpoints of the BKT behavior in Sz, re-
spectively. Consequently, in the intermediate phase
for Tc1 < T < Tc2, BKT-type quasi-LRO in the
field-perpendicular component (Sz) and LRO in the
field-parallel spin component (Sx) coexist while the
chirality is disordered. This particular coexistence of
BKT and LRO should be attributed to the difference
of S3 from Z6; the nonabelian symmetric group S3 is
formed by the cycles and transpositions of {A,B,C}
and has two generators, while Z6 is just formed by the
cycles of six elements and has one generator. In fact, the
5FIG. 4: Thermodynamic phase transitions. (a) Thermal phase diagram for J/Jz = 0.3, obtained by the Monte Carlo
simulations. The phase boundaries are determined by the quantities in (b) and (c) (the values at H/Jz = 1.5 are shown). The
crossing points in ξxx/L with L = 24 to 96 are slightly different from Tc2 determined from η(S
z) = 1/4 for H/Jz . 1. This is
because the former has a strong finite-size effect, and is improved by taking L → ∞. (d) The inverted-Y states with positive
and negative values of chirality.
breaking of the even and odd permutation symmetries is
detected by Sx and κ, respectively. The Z6 clock model
instead cannot have such partial symmetry breaking
transitions. Note that the Sx component of the magnetic
moments in the inverted-Y order takes the same value
on two of the three sublattices, and thus all exchanges
generating three elements can be obtained only by cyclic
permutations of the sublattice indices while the chirality
changes its sign by transposing two sublattice indices as
illustrated in Fig. 4d.
Possible new universality class. It is notewor-
thy that the critical exponents associated with diverging
ξxx and ξκκ have no correspondence in the known univer-
sality classes. From the scaling analyses (see Methods),
we extract the values of the correlation-function (η),
order-parameter (β), and correlation-length (ν) expo-
nents for the transitions in Sx at Tc2 and in κ at Tc1,
respectively (see Fig. 5). In general, the estimation of
critical exponents are very sensitive to the determination
of critical points. We showed the critical exponents
extracted with two different ways to estimate Tc2 (Tc1),
namely from the crossings in the scaled correlation
length ξxx/L (ξκκ/L) and from the condition η = 1/4
(η = 1/9) for the Sz correlation function. Note that the
latter estimation of the critical points has less finite-size
effect. As shown in Fig. 5a, the values of η and β/ν for
Sx are roughly constant (at ∼ 1 and ∼ 0.5) for varying
H/Jz, keeping the 2D hyperscaling law η = 2β/ν, which
indicates the existence of a new weak universality65.
Moreover, the individual exponents β and ν might also
be constant (implying a new universality in the usual
sense), although we cannot reach a final conclusion with
the given numerical data. Note that by trying several
values of J/Jz, we could also confirm that the exponents
are roughly independent of the spin anisotropy, to the
same degree as they are of the magnetic field H/Jz. The
critical exponents associated with the chiral transition
at Tc1 also have a similar behavior as shown in Fig. 5b.
In both transitions at Tc2 and Tc1, the critical exponents
are clearly distinguished from the naively expected 2D
three-state Potts (η = 4/15, β = 1/9, ν = 5/6) and
Ising (η = 1/4, β = 1/8, ν = 1) ones, which means
that the two-step transition and the emergence of the
intermediate phase with the BKT and LRO coexistence
are indeed a new phenomenon and not a simple sequence
of standard Z3 and Z2 symmetry breaking transitions.
Discussion
We studied the quantum and thermal phase transitions
in the easy-axis triangular XXZ model under transverse
magnetic fields and proposed their quantum simula-
tion with coherently-coupled binary gases of ultracold
fermionic atoms. In the cold-atom Hubbard simulator,
the spin-dependent hoppings and coherent coupling
between the two components play the role of the spin
exchange anisotropy and transverse magnetic fields,
respectively. We found that in the ground state, the
order-by-disorder effects induced by the quantum fluc-
tuations give rise to several nontrivial phase transitions,
including a novel spin reorientation. Although the region
of the reorientation transition is limited to low magnetic
fields (H . 0.04Hs), this poses a minor threat for future
solid-state experiments, in which the saturation field
Hs is usually very large. The reorientation could be
observed as a kink in the magnetization curve or, more
conclusively, in the inelastic neutron scattering. The
detection in cold-atom quantum simulators should be
more challenging since a precise tuning of Rabi frequency
Ω and a sufficiently low temperature are required.
Moreover, the transition from the paramagnetic to the
ordered state with S3 symmetry breaking was found to
6FIG. 5: Scaling analyses and critical exponents. The scaling analyses on the structure factor S˜αα at the appropriate wave
vector and the order parameter Oαα (see Methods) for the transitions (a) at Tc2 (α = x) and (b) at Tc1 (α = κ) are shown
for H/Jz = 1.5. The scaled temperature is defined by t ≡ (T − Tc1,2)/Tc1,2. The extracted critical exponents are plotted as a
function of H/Jz. The blue and red symbols are the values obtained by using the critical points Tc2 (Tc1) determined by the
crossings in the scaled correlation length ξxx/L (ξκκ/L) and by the condition η = 1/4 (η = 1/9) for the Sz correlation function,
respectively. The scales of the upper and lower horizontal axes for the blue and red data points are slightly shifted from each
other for the sake of visibility.
exhibit a particular two-step behavior with an interme-
diate phase that showed a coexistent BKT and LRO cor-
relations. The temperature scale of the transitions was
estimated from the Monte Carlo analysis to be at most
of order 0.1Jz (see Fig. 4a), with little sensitivity to the
variation of J/Jz. With the caveat that quantum fluctua-
tions can actually lower this temperature to some extent,
this estimation should serve as a guideline for future de-
velopments of cold-atom quantum simulators for study-
ing novel frustrated magnetism.
Also from the standpoint of more fundamental sta-
tistical physics, our finding of the possible new (weak)
universality class related to the S3 symmetry breaking
should stimulate a further investigation of phase transi-
tion phenomena with a special focus on the comparison
between the well-studied cyclic groups Zp and the other
symmetry groups with the same order, such as Z4 versus
V4 ≃ Z2 × Z2 and Z10 ≃ Z5 × Z2 versus the nonabelian
D10; this will build a deeper understanding of the sponta-
neous breaking of discrete symmetries. It is important to
remark that the Ising limit (J = 0) of our model (2) has
been simulated very recently with the D-Wave quantum
annealing processor66, which has a great potential to test
the partial discrete symmetry breaking transitions that
we found and the associated critical phenomena.
Finally, we emphasize that our procedure for devel-
oping the CMF+S scheme with the use of a 2D DMRG
solver significantly expands the scope of its applications
to broader areas of quantum frustrated systems. For
example, the extension of the cluster size NC enables us
to deal with more challenging and physically rich lattice
systems such as the ones on the kagome lattice, which
requires a series of larger-size clusters because of the
geometry.
Methods
The CMF+S with 2D DMRG solver. We develop
the numerical CMF+S method49–51 by employing the
2D DMRG as a solver of the finite-size cluster prob-
lem. We consider a triangular-shaped cluster of NC
spins, in which the interaction between a cluster-edge
spin and its neighboring spin at an out-of-cluster site
with sublattice index µ is replaced by an effective
magnetic field
(
Jmxµ, Jm
y
µ, Jzm
z
µ
)
acting on the edge
spin (see Fig. 6). The sublattice magnetic moment
mαµ, which is self-consistently determined via the
condition mαµ ≡ 3NC
∑NC/3
iµ
〈Sˆαiµ〉, characterizes the
magnetic phase. We employ a series of clusters with
NC = 3, 6, 15, 21, 36 listed in Fig. 7a to carry out an
efficient extrapolation NC → ∞. As a solver for each
cluster problem to obtain the expectation value 〈Sˆαiµ〉,
we use the DMRG method in order to overcome the
past practical system-size limitation of the Lanczos
solver50,51. The DMRG method, whose efficiency is
well-known for 1D systems, can be applied to the 2D
cluster problem by mapping it to an equivalent 1D chain
with long-range interactions as shown in Fig. 6. For
our CMF+S analyis, in addition, the effective magnetic
fields coming from the mean-field boundary conditions
7FIG. 6: 2D DMRG under mean-field boundary con-
ditions. Finite-size 2D cluster embedded in the background
three-sublattice structure, which is mapped onto an equiva-
lent 1D chain with long-range interactions and mean fields.
FIG. 7: The CMF+S analysis. (a) Series of the clusters
of NC spins with the scaling parameter λ. Examples of the
CMF+S scalings, which determine the quantum phase dia-
gram in Fig. 1b, for (b) the saturation field and (c) the first-
order transition point between the inverted-Y (=Ψ) and V
phases. The red arrow in (b) marks the previous estimation
given in Ref. 59 for the transverse Ising model.
for the original 2D cluster have to be treated on each
site. Therefore, in order to determine the values of mean
fields,
(
Jmxµ, Jm
y
µ, Jzm
z
µ
)
, in a self-consistent way, one
has to iteratively perform the DMRG calculations until
convergence. The dimension of the truncated matrix
product states in the DMRG is kept sufficiently large
(typically ∼ 103-104) to obtain numerically precise
values of 〈Sˆαiµ〉. For the tensor operations, we used the
ITensor package67. It is also worth mentioning the CMF
analysis of Ref. 68 on a stacked layered system, in which
an effective cluster problem on a three-leg tube along
the stacking direction has been treated with the DMRG
method.
The CMF+S phase boundaries in Fig. 1b were
determined by extrapolating the results of NC = 15,
21, and 36 with a simple linear function of the scaling
parameter λ ≡ NB/3NC with NB being the number of
bonds within the cluster. We present the examples of
the extrapolations in Fig. 7b and 7c, which show that
the linear fittings actually work well.
Details of Monte Carlo analysis. To discuss
the thermal fluctuation effects, we perform the Monte
Carlo simulations on L × L rhombic clusters with
L = 24, 48, 72, 96 under periodic boundary conditions.
Typical simulations contain 2 × 106 MC steps, each
of which consists of one Metropolis sweep followed by
two over-relaxation sweeps. To discuss the spontaneous
symmetry breaking, we estimate the correlation length
for the α component of spins
ξαα =
√
3L
4pi
√
Sαα(k˜)
Sαα(k˜ + (0, 4pi/√3L)) − 1 (3)
from the structure factor
Sαα(k) = 1
L2
∑
i,j
〈Sαi Sαj 〉e−ik·(ri−rj). (4)
Similar quantities are also defined for the y component
of the vector chirality κi ≡ − 23√3 (Si × Si+a1 + Si+a1 ×
Si+a2+Si+a2×Si)y with a1,2 being the primitive vectors
of the triangular lattice. Supposing the three-sublattice
inverted-Y order, we take k˜ = (4pi/3, 0) for the Sz and
Sx components and k˜ = (0, 0) for the chirality.
In order to extract the critical exponents η, β, and
ν, we define the quantities S˜αα ≡ Sαα(k˜)/(T/Jz) and
Oαα ≡
√
Sαα(k˜)/L. Those quantities obey the following
scaling relations:
S˜αα = L2−ηS˜αα0 (tL1/ν),
Oαα = L−β/νOαα0 (tL1/ν) (5)
with unknown universal functions S˜αα0 and Oαα0 of t =
(T − Tc1,2)/Tc1,2. We determine the exponents η by the
condition that the scaled quantity S˜αα/L2−η should be-
come independent of system size at T = Tc1,2. The expo-
nents β and ν are determined through the data collapse
for different L in OααLβ/ν as a function of tL1/ν around
the critical point (see Fig. 5).
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