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Abstract
In this thesis we compute motivic classes of hypertoric varieties, Nakajima quiver
varieties and open de Rham spaces in a certain localization of the Grothendieck
ring of varieties. Furthermore we study the p-adic pushforward of the Haar measure
under a hypertoric moment map μ. This leads to an explicit formula for the Igusa
zeta function Iμ(s) of μ, and in particular to a small set of candidate poles for
Iμ(s). We also study various properties of the residue at the largest pole of Iμ(s).
Finally, if μ is constructed out of a quiver Γ we give a conjectural description of
this residue in terms of indecomposable representations of Γ over ﬁnite depth rings.
The connections between these diﬀerent results is the method of proof. At the
heart of each theorem lies a motivic or p-adic volume computation, which is only
possible due to some surprising cancellations. These cancellations are reminiscent
of a result in classical symplectic geometry by Duistermaat and Heckman on the
localization of the Liouville measure, hence the title of the thesis.
Keywords: Hypertoric Varieties, Nakajima Quiver Varieties, Open de Rham
Spaces, Igusa Zeta Functions, Motivic Fourier Transform, Duistermaat-Heckman
Theorem.
ii
Zusammenfassung
In dieser Dissertation berechnen wir die motivischen Klassen von hypertorischen
Varieta¨ten, Nakajima Ko¨cher Varieta¨ten und oﬀenen de Rahm Ra¨umen. Ausser-
dem studieren wir das p-adische Haar Mass unter dem Vorschieben einer hyper-
torischen Momentenabbildung μ. Dies fu¨hrt zu einer expliziten Formel fu¨r die
Igusa Zeta Funktion Iμ(s) von μ und insbesondere zu einer kleinen Menge von
mo¨glichen Polen von Iμ(s). Wir untersuchen ausserdem verschiedene Eigenschaften
des Residuums am gro¨ssten Pol von Iμ(s). Im Fall, wenn μ aus einem Ko¨cher Γ
konstruiert ist, erkla¨ren wir schliesslich eine Vermutung, welche dieses Residuum
mit der Anzahl nicht-aufteilbarer Darstellungen von Γ u¨ber Ringe endlicher Tiefe
in Verbindung bringt.
Diese verschiedenen Resultate sind alle durch eine a¨hnliche Beweismethode ver-
bunden. Im Zentrum jedes Theorems steht eine motivische oder p-adische Vol-
umenberechnung, welche nur durch u¨berraschende Vereinfachungen mo¨glich ist.
Diese Vereinfachungen erinnern an ein Resultat in klassischer symplektischer Ge-
ometrie von Duistermatt und Heckman u¨ber die Lokalisierung des Liouville Masses,
was den Title der Dissertation erkla¨rt.
Stichworte: Hypertorische Varieta¨ten, Nakajima Ko¨cher Varieta¨ten, Oﬀene de
Rham Ra¨ume, Igusa Zeta Funktionen, Motivische Fourier Transformation, Duistermaat-
Heckman Theorem.
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Introduction
A classical theorem in symplectic geometry due to Duistermaat and Heckman
[DH82] states, that the volume of a symplectic reduction M // G, where M is
a compact symplectic manifold and G a compact Lie group, is determined by local
data around the ﬁxed points of the G-action on M . This thesis grew out of the
question whether a similar localization theorem could hold in an algebraic context,
were manifolds are replaced by algebraic varieties and the symplectic volume by a
motivic or p-adic volume.
By the motivic volume of a variety we mean here simply its class in the
Grothendieck ring of varieties, and the p-adic volume of a variety over some lo-
cal ﬁeld F comes from the natural Haar measure on F . As these two volumes have
very little in common with the real symplectic volume, coming from integrating
the Liouville form, there is no way to apply Duistermaat’s and Heckman’s ideas
directly. Instead we will use their theorem as a guiding principle, which we apply
in each of the chapters 2, 3 and 4 to diﬀerent situations.
This approach turns out to be quite fruitful and we obtain in each case explicit
formulas for the respective volumes. The (sometimes conjectural) interpretations
of these volumes connect our computations with the geometry of various moduli
spaces, non-abelian Hodge theory, representations of quivers and even singularity
theory.
The thesis is divided in 4 chapters. Chapter 1 contains background material
for the later chapters and no original work apart from Deﬁnition 1.5 and Propo-
sition 1.6. In Section 1.1 we explain in more detail the motivation coming from
symplectic geometry and the Duistermaat-Heckman theorem. In Section 1.2 we
recall the deﬁnition of the Grothendieck ring of varieties KVar and introduce the
Grothendieck ring with exponential KExpVar [CL10, HK09]. The latter enables us
to talk about motivic character sums, which leads to the notion of motivic Fourier
transform. This Fourier transform is the key to exploit localization phenomena
for our computations in the Chapters 2 and 3. Section 1.3 then explains how to
extract geometrical and topological information about a variety from its motivic
volume. Finally, in Section 1.4 we discuss some basic combinatorics of hyperplane
arrangements.
We now summarize the original results of this thesis, which are contained in
the Chapters 2, 3 and 4. More details on the individual sections are given at the
beginning of each chapter.
Motivic Classes of Symplectic Reductions of Vector Spaces
In this chapter we study symplectic reductions of vector spaces and in particular
the two prominent examples of hypertoric varieties and Nakajima quiver varieties.
In Section 2.1 we construct these symplectic reductions algebraically using geo-
metric invariant theory and explain how to compute in principle their motivic
class (or volume) as an element in KVar, or more precisely in the localization
M = KVar[L−1; (1 − Ln)−1, n ≥ 1], where L = [A1] denotes the class of A1 in
v
KVar. The main ingredient here is Proposition 2.3, a Fourier transform argument
inspired by the ﬁnite ﬁeld computations in [Hau06], which exhibits some sort of
localization phenomenon as explained in Remark 2.4.
Section 2.2 is about hypertoric varieties. In the generic case they are smooth
algebraic varieties M(A) constructed out of a hyperplane arrangement A and their
geometry is closely related to the combinatorics of A [BD00, HS02]. Using our
motivic localization formalism we prove a formula for the motivic class of M(A)
in terms of the intersection lattice of ﬂats L(A) and the Mo¨bius function νA (see
Section 1.4 for details).
Theorem 0.1. The motivic class of the generic hypertoric variety M(A) in M is
given by the formula
[M(A)] = L
n−m
(L− 1)m
∑
F∈L(A)
νA(F,∞)L|F |,
where m denotes the rank of A and n = |A| the number of hyperplanes in A.
In Section 2.3 we repeat the same kind of computations for Nakajima quiver
varieties. Here the input data is a quiver Γ = (I, E, s, t), that is a ﬁnite vertex set
I, a set of arrows E ⊂ I × I and maps s, t : E → I sending an arrow to its source
and target. In [Nak94][Nak98] Nakajima associates to Γ and two dimension vectors
v,w ∈ NI a smooth algebraic varietyM(v,w) called Nakajima quiver variety. Our
main result here is again a formula for the class of M(v,w) in M . Explicitly let
P be the set of partitions. For λ ∈ P we write |λ| for its size and mk(λ) for the
multiplicity of k ∈ N in λ. Given any two partitions λ, λ′ ∈ P we deﬁne their inner
product as 〈λ, λ′〉 =∑i,j∈Nmin(i, j)mi(λ)mj(λ′). Then we prove
Theorem 0.2. For a ﬁxed dimension vector w ∈ NI the motivic classes of the
Nakajima quiver varieties M(v,w) in M are given by the generating function
∑
v∈NI
[M(v,w)]Ldv,wTv =
∑
λ∈PI
∏
e∈E L
〈λs(e),λt(e)〉∏
i∈I L
〈1wi ,λi〉
∏
i∈I L
〈λi,λi〉∏
k
∏mk(λi)
j=1 (1−L−j)
T |λ|
∑
λ∈PI
∏
e∈E L
〈λs(e),λt(e)〉
∏
i∈I L
〈λi,λi〉∏
k
∏mk(λi)
j=1 (1−L−j)
T |λ|
,
where dv,w denotes half the dimension of M(v,w).
We should mention that both Theorem 0.1 and 0.2 generalize known formulas
for the number of points of the respective varieties over a ﬁnite ﬁeld Fq, when we
replace everywhere L by q [Hau06, Hau10, PW07]. The real insight comes from the
idea of using Grothendieck rings with exponentials in order to perform the Fourier
transform computations motivically.
Open de Rham Spaces
Chapter 3 studies the motivic classes of open de Rham spaces and is part of a
joint project with Tama´s Hausel and Michael Wong [HWW]. In order to deﬁne an
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open de Rham space, we ﬁx an eﬀective divisor D on P1 and at each point in the
support of D some local data called a formal type. Then the open de Rham space
Mn is deﬁned as the moduli space of connections on the trivial rank n bundle on
P1 with poles along D with prescribed formal types at the punctures. If the formal
types are chosen generically, Mn is a smooth aﬃne variety and can be described
as a symplectic fusion of coadjoint orbits for the groups GLn(C[[z]]/z
k) for k ≥ 1
[Boa01].
The same motivic Fourier transform formalism already used in Chapter 2 allows
us to compute the class of Mn in M , at least when all the poles are prescribed to
be of order at least 2. We write Pn for the set of partitions of size n. For a partition
λ = (λ1 ≥ · · · ≥ λl) ∈ Pn we deﬁne the numbers l(λ) = l and N(λ) =
∑l
j=1 λ
2
j
and furthermore we put
Stab(λ) =
l∏
j=1
GLλj (C) ⊂ GLn(C).
Theorem 0.3. If the formal types are chosen generically and all poles are pre-
scribed to be of order at least 2, the motivic class of Mn in M is given by
[Mn] =
L
k
2 (n
2−2n)+n(d−n)+1
(L− 1)nd−1
∑
λ∈Pn
(−1)l(λ)−1(l(λ)− 1)!(n!)d∏
j(λj !)
d
∏
r≥1mr(λ)!
L
N(λ)
2 (k−2d)[Stab(λ)]d−1,
where k denotes the degree of D and d the number of points in D.
The proof uses motivic Fourier transform and convolution to reduce the com-
putation to a simpler one at each individual pole. The condition that a pole has
order at least 2 ensures then, that the computation localizes from the whole Lie
algebra gln(C) to the subspace of semisimple elements.
By passing to ﬁnite ﬁelds and using results from [HLRV11] the same formula
holds under the weaker condition that only one pole has to be of order at least 2.
As we will show in [HWW], these formulas are in agreement with the predictions
of Hausel, Mereb and Wong [HMW16] on the mixed Hodge polynomial of wild
character varieties, which was the original motivation for studying the motivic
class of Mn.
Push-forward Measures of Moment Maps over Local Fields
In Chapter 4 we consider the same situation as in Chapter 2, but instead of the
motivic measure we consider the Haar measure coming from ﬁxing our base ﬁeld to
be a local ﬁeld F with ring of integers O. More precisely we consider as in Section
2.2 a hyperplane arrangement A of rank m consisting of n hyperplanes and the
corresponding hypertoric moment map
μ : On ×On → Om.
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Then μ is by deﬁnition given by a homogeneous polynomial of degree 2 and as
it turns out, a similar localization philosophy as we used in the previous chapters
leads in this situation to a formula for the Igusa zeta function Iμ(s) of μ. Here s
can be thought of as a complex variable, and in fact the general theory for those
zeta functions will imply, that Iμ(s) is a rational function in q−s, where q denotes
the cardinality of the the residue ﬁeld of F [Igu00]. This rational function can be
written in terms of the combinatorics of A as follows (we refer to Section 1.4 for
details on the notation).
Theorem 0.4. For an essential hyperplane arrangement A the Igusa zeta function
Iμ(s) is given by
Iμ(s) = q
m − 1
qm − q−s +
1− qs
1− q−(s+m)
∑
∞=I0I1···Ir
q− rk(A
Ir )
r∏
i=1
χAIiIi−1
(q)
qs+δIi − 1 ,
where the sum is over all proper chains of ﬂats in L(A) of length r ≥ 1 and for
every ﬂat I ∈ L(A) we put δI = n− |I|+ rk(AI).
As an immediate consequence of the theorem we see that the real parts of the
poles of Iμ(s) are amongst the negative integers −δI for I ∈ L(A). In Section 4.5 we
derive a suﬃcient criterion for when −δI is an actual pole of Iμ(s). The interest in
such an analysis comes from Igusas’s long standing monodromy conjecture [Igu88],
which describes the poles of If (s) for any polynomial f in terms of the singularities
of f = 0.
In an other direction consider the ﬁnite rings Oα = O/mα, where m ⊂ O
denotes the unique maximal ideal and α ≥ 1. Then assuming that A is coloop-
free, Theorem 0.4 implies that the asymptotic number of solutions to μ = 0 in O2nα ,
that is
Bμ = lim
α→∞
|{x ∈ O2nα | μ(x) = 0}|
qα(2n−m)
,
converges to a rational function in q. After multiplying Bμ by an explicit factor
we obtain a polynomial B′μ(q). Using the functional equation for Igusa zeta func-
tions of homogeneous polynomials [DM91], we show that B′μ(q) is palindromic and
based on numerical evidence we conjecture furthermore, that B′μ(q) has positive
coeﬃcients, Conjecture 4.32.
Finally, when A is a induced from a quiver Γ it is natural to ask for a relation
between the number of solutions of the moment map equation μ = 0 and the
number of indecomposable representations of Γ by a theorem of Crawley-Boevey
and Van den Bergh [CBVdB04]. And indeed, the polynomial B′μ(q) seems to agree
with the asymptotic number of indecomposable representations of Γ over Oα up to
a factor, see Conjecture 4.37.
viii
1 Generalities
1.1 Symplectic geometry
A real manifold M is symplectic if it admits a non-degenerate, closed 2-form ω.
For such a form to exist it is certainly necessary, that dimM = 2n is even. Then
ω will induce a natural measure dL on M , called the Liouville measure, given by
integrating the volume form ω
n
n! .
Next consider a compact Lie group G acting on M by symplectomorphisms,
that is g∗ω = ω for every g ∈ G. Such an action is Hamiltonian if there exists a
map
μ : M → g∗ = Lie(G)∗,
satisfying the following two properties:
• For every X ∈ g there is an equality of 1-forms 〈dμ,X〉 = iξXω, where ξX
denotes the vector ﬁeld on M generated by X.
• μ is G-equivariant for the coadjoint action of G on g∗.
In this case μ is called a moment map for the G-action on M . From the ﬁrst
condition we deduce in particular, that λ ∈ g∗ is a regular value of μ if and only
if G acts locally freely on μ−1(λ). Hence if λ ∈ (g∗)G and G acts freely on μ−1(λ)
we can consider the quotient manifold
M //λ G = μ
−1(λ)/G.
By a theorem of Marsden and Weinstein [MW74] the manifold M / λ G is again
symplectic and hence admits in particular its own Liouville measure dLλ. The
dependence of dLλ on λ ∈ (g∗)G is described by a theorem if Duistermaat and
Heckman [DH82], which we explain now.
As this section serves mostly as a motivation we restrict ourselves to the case
where G = T is a torus, M is compact and the ﬁxed point locus MG is discrete.
Then for any p ∈ MG we get a torus action on the tangent space TpM . Equipping
TpM with a compatible complex structure, we write λ
p
1, . . . λ
p
n ∈ t∗ = Lie(T )∗ for
the weights of this action.
Theorem 1.1. [DH82, Theorem 4.1] For any t ∈ t with 〈λpj , t〉 	= 0 for all p ∈
MG, 1 ≤ j ≤ n the Fourier transform of the push-forward measure μ∗(dL) is given
by ∫
t∗
ei〈x,t〉μ∗(dL) =
∫
M
ei〈μ(p),t〉dL = (2π)n
∑
p∈MG
ei〈μ(p),t〉∏n
j=1
〈
λpj , t
〉 . (1)
The slogan we take away from (1) is, that the density of μ∗(dL) varies evenly
on t∗ away from μ(MG) ⊂ t∗ and hence the only contributions in the Fourier
transform come from MG. Their theorem was later reinterpreted by Atiyah and
Bott as a localization theorem in equivariant cohomology [AB84], which explains
the term ’localization’ in the title of this thesis.
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In what follows we will however be interested in a more algebraic setting, where
M is a (smooth) algebraic variety over some ﬁeld k. It still makes sense to talk
about symplectic forms on M and moment maps of an action of an algebraic group
on M . In this generality the Liouville measure doesn’t makes sense of course,
instead one can consider the tautological motivic measure, which we introduce in
Section 1.2 below. Also if k is a local ﬁeld one can in some sense reﬁne this motivic
measure using the Haar measure on k.
It turns out that in both situations there is a notion of Fourier transform with
respect to these measures. Therefore it makes sense to ask whether there is some
sort of localization theorem in this algebraic setting. The results in this thesis can
be seen as a series of examples, which indicate that such a theorem might exist,
even though there are still too many problems in order to make a precise conjecture.
1.2 Grothendieck rings, exponentials and Fourier transform
In this section we start by introducing various Grothendieck rings with exponentials
following closely [CLL13]. This allows us to deﬁne a naive Fourier transform and
prove a Fourier inversion formula for motivic functions. We should mention that
nothing in this section is new, but rather a special case of the theory developed in
[CL10].
Throughout this section let k be any ﬁeld. By a variety we will always mean
a separated reduced scheme of ﬁnite type over k. The Grothendieck ring of va-
rieties, denoted by KVar, is the quotient of the free abelian group generated by
isomorphism classes of varieties modulo the relation
X − Z − U,
for X a variety, Z ⊂ X a closed subvariety and U = X \ Z. The multiplication is
given by [X] · [Y ] = [X × Y ], where we write [X] for the class of a variety X in
KVar.
The Grothendieck ring with exponentials KExpVar is deﬁned similarly. Instead
of varieties we consider pairs (X, f), where X is a variety and f : X → A1 =
Spec(k[T ]) is a morphism. A morphism of pairs u : (X, f) → (Y, g) is a morphism
u : X → Y such that f = g ◦u. Then KExpVar is deﬁned as the free abelian group
generated by isomorphism classes of pairs modulo the following relations.
(i) For a variety X, a morphism f : X → A1, a closed subvariety Z ⊂ X and
U = X \ Z the relation
(X, f)− (Z, f|Z)− (U, f|U ).
(ii) For a variety X and prA1 : X ×A1 → A1 the projection onto A1 the relation
(X × A1, prA1).
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The class of (X, f) in KExpVar will be denoted by [X, f ]. We deﬁne the product
of two generators [X, f ] and [Y, g] as
[X, f ] · [Y, g] = [X × Y, f ◦ prX + g ◦ prY ],
where f ◦prX+g◦prY : X×Y → A1 is the morphism sending (x, y) to f(x)+g(y).
This gives KExpVar the structure of a commutative ring.
Denote by L the class of A1 resp. (A1, 0) in KVar resp. KExpVar. The
localizations of KVar and KExpVar with respect to the the multiplicative subset
generated by L and Ln − 1, where n ≥ 1 are denoted by M and E xpM .
For a variety S there is a straight forward generalization of the above construc-
tion to obtain the relative Grothendieck rings KVarS ,KExpVarS ,MS and E xpMS .
For example generators of KExpVarS are pairs (X, f) where X is a S-variety (i.e.
a variety with a morphism X → S) and f : X → A1 a morphism. The class of
(X, f) in KExpVarS will be denoted by [X, f ]S or simply [X, f ] if the base variety
S is clear from the context.
There is a natural map
KVarS → KExpVarS
[X] → [X, 0]
and similarly MS → E xpMS , which are both injective ring homomorphisms by
[CLL13, Lemma 1.1.3]. Hence we do not need to distinguish between [X] and [X, 0]
for a S-variety X.
For a morphism of varieties u : S → T we have induced maps
u! : KExpVarS → KExpVarT , [X, f ]S → [X, f ]T
u∗ : KExpVarT → KExpVarS , [X, f ]T → [X ×T S, f ◦ prX ]S .
In general u∗ is a morphism of rings and u! a morphism of additive groups. However
it is straightforward to check that for any u : S → T and any ϕ ∈ KExpVarS we
have
u!(L · ϕ) = L · u!(ϕ), (2)
where L denotes the class of A1 × S and A1 × T in KExpVarS and KExpVarT
respectively.
Elements of KExpVarS can be thought of as motivic functions on S. The
evaluation of ϕ ∈ KExpVarS at a point s : Spec(k) → S is simply
s∗(ϕ) ∈ KExpVarSpec(k) = KExpVar .
Computations with these motivic functions can sometimes replace ﬁnite ﬁeld com-
putations. More precisely let Fq be a ﬁnite ﬁeld and ﬁx a non-trivial additive
character Ψ : Fq → C×. Assume that S, X → S and f : X → A1 are also deﬁned
over Fq. Then the class of (X, f) ∈ KExpVarS corresponds to the function
3
S(Fq) → C, s →
∑
x∈Xs(Fq)
Ψ(f(x)). (3)
Furthermore for a morphism u : S → T the operations u! and u∗ correspond to
summation over the ﬁbres of u and composition with u respectively.
There is a slight technical disadvantage to working over ﬁnite ﬁelds. Namely
given a ﬁbration f : X → Y where each ﬁber is isomorphic to some ﬁxed variety
F , we cannot deduce in general
[X] = [F ][Y ] (4)
in KVar or M , whereas a similar relation clearly holds over a ﬁnite ﬁeld. However
(4) holds if the ﬁbration is Zariski-locally trivial i.e. Y admits an open covering
Y = ∪jUj such that f−1(Uj) ∼= F × Uj . Indeed, in this case we have
[X] =
∑
j
[f−1(Uj)]−
∑
j1<j2
[f−1(Uj1 ∩ Uj2)] + ... = [F ][Y ].
Next we discuss an analogue of the crucial identity for computing character
sums over ﬁnite ﬁelds∑
v∈V
Ψ(f(v)) =
{
qdim(V ) if f = 0
0 else,
where V is a Fq vector space and f ∈ V ∗ a linear form.
To establish a similar identity in the motivic setting we let V be a ﬁnite dimen-
sional vector space over k and S a variety. We replace the linear form above with
a family of aﬃne linear forms i.e. a morphism g = (g1, g2) : X → V ∗ × k, where X
is an S-variety. Then we deﬁne f to be the morphism
f : X × V → k
(x, v) → 〈g1(x), v〉+ g2(x).
Finally, we put Z = g−11 (0).
Lemma 1.2. With the notation above we have the relation
[X × V, f ] = LdimV [Z, g2|Z ]
in KExpVarS. In particular, if X = Spec(k) and f ∈ V ∗, we have [V, f ] = 0 unless
f = 0.
Proof. By using (2) we may assume S = X. Now because of [CLL13, Lemma 1.1.8]
it is enough to check for each point x ∈ X the identity
x∗([X × V, f ]) = x∗(LdimV [Z, g2|Z ])
and this is exactly Lemma 1.1.11 of loc. cit.
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Now we are ready to deﬁne a naive motivic Fourier transform for functions on
a ﬁnite dimensional k-vectorspace V and prove an inversion formula. All of this is
a special case of [CL10, Section 7.1].
Deﬁnition 1.3. Let pV : V × V ∗ → V and pV ∗ : V × V ∗ → V ∗ be the obvious
projections. The naive Fourier transformation FV is deﬁned as
FV : KExpVarV → KExpVarV ∗
ϕ → pV ∗!(p∗V ϕ · [V × V ∗, 〈, 〉]).
Here 〈, 〉 : V × V ∗ → k denotes the natural pairing. We will often write F instead
of FV when there’s no ambiguity.
Of course the deﬁnition is again inspired by the ﬁnite ﬁeld version, where one
deﬁnes for any function ϕ : V → C the Fourier transform at w ∈ V ∗ by
F(ϕ)(w) =
∑
v∈V
ϕ(v)Ψ(〈w, v〉).
Notice that F is a homomorphism of groups and thus it is worth spelling out
the deﬁnition in the case when ϕ = [X, f ] is the class of a generator in KExpVarV .
Letting u : X → V be the structure morphism we simply have
F([X, f ]) = [X × V ∗, f ◦ prX + 〈u ◦ prX , prV ∗〉]. (5)
Now we are ready to prove an inversion formula for the naive Fourier transform.
Proposition 1.4. For every ϕ ∈ KExpVarV we have the identity
F(F(ϕ)) = Ldim(V ) · i∗(ϕ),
where i : V → V is multiplication by −1.
Proof. Since F is a group homomorphism it is enough to prove the lemma for
ϕ = [X, f ] with X
u→ V . Iterating (5) we get
F(F([X, f ])) = [X × V × V ∗, f ◦ prX + 〈u ◦ prX + prV , prV ∗〉].
Now we can apply Lemma 1.2 with Z = {(x, v) ∈ X × V | u(x) + v = 0} to obtain
[X × V × V ∗, f ◦ prX + 〈u ◦ prX + prV , prV ∗〉] = LdimV ∗ [Z, f ◦ prX ].
Notice that Z is a V -variety via projection onto the second factor and hence the
projection onto the ﬁrst factor induces a V -isomorphism Z ∼= (X i◦u→ V ), which
gives the desired result.
Finally, we introduce a motivic version of convolution.
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Deﬁnition 1.5. Let R : KExpVarV ×KExpVarV → KExpVarV×V be the natural
morphism sending two varieties over V to their product, and s : V × V → V
the sum operation. The convolution product is the associative and commutative
operation
∗ : KExpVarV ×KExpVarV → KExpVarV
(ϕ1, ϕ2) → ϕ1 ∗ ϕ2 = s!R(ϕ1, ϕ2).
As expected the Fourier transform interchanges product and convolution prod-
uct.
Proposition 1.6. For ϕ1, ϕ2 ∈ KExpVarV we have
F(ϕ1 ∗ ϕ2) = F(ϕ1)F(ϕ2).
Proof. As both F and ∗ are bilinear it is enough to consider generators [X, f ], [Y, g] ∈
KExpVarV with structure morphisms u : X → V, v : Y → V respectively. Using
(5) we can then directly compute
F([X, f ] ∗ [Y, g]) = F(s![X × Y, f ◦ prX + g ◦ prY ])
= [X × Y × V ∗, f ◦ prX + g ◦ prY + 〈s ◦ (u, v) ◦ prX×Y , prV ∗〉]
= [X × V ∗, f ◦ prX + 〈u ◦ prX , prV ∗〉][Y × V ∗, g ◦ prY + 〈v ◦ prY , prV ∗〉]
= F [X, f ]F [Y, g].
We will use the convolution product to study equations in a product of varieties
i.e. consider V -varieties ui : Xi → V say for i = 1, 2. Then it follows from
the deﬁnition of ∗, that for any v : Spec(k) → V the class of {(x1, x2) ∈ X1 ×
X2 | u1(x1) + u2(x2) = v} is given by v∗([X1] ∗ [X2]). Through Proposition 1.6
we can compute the latter by understanding the Fourier transforms F(X1),F(X2)
separately.
1.3 Realization morphisms
As we will see later, the rings KVar and KExpVar and their localizationsM ,E xpM
are quite convenient to compute in. However it is a priori unclear how much
geometric information we can extract out of these computations. Typically this
is done via morphisms to other rings, which are better understood. We will not
give all the details of the constructions we mention here and refer to [Pop] and also
[HRV08, Appendix].
As a ﬁrst example, when k = Fq is a ﬁnite ﬁeld, (3) deﬁnes such a morphism
# : KExpVar → C. Notice that L and Ln − 1 get mapped to q and qn − 1 under
#, hence # even lifts to E xpM .
Since our focus is more on the topology of complex varieties, we will be in-
terested in realization morphism over a ﬁelds of characteristic 0. Assuming the
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transcendence degree of k/Q is at most the one of C/Q we can embed k into C
and consider any variety over k as a variety over C. This way the C points of any
variety inherit a topology from C and taking the Euler characteristic of that space
gives a ring homomorphism
e : KVar → Z.
Notice that in this case we do not have an extension to M , as for example
e(L− 1) = 0.
The most interesting realization morphism for us relies on two natural ﬁltra-
tions, called the weight and the Hodge ﬁltration, on the compactly supported
cohomology H∗c (X,C) of any complex algebraic variety X, which were constructed
by Deligne [Del71, Del74]. Taking the dimensions of the graded pieces we obtain
the (compactly supported) mixed Hodge numbers of X
hp,q;ic (X) = dimC
(
GrHp Gr
W
p+qH
i
c(X,C)
)
.
Out of these numbers we form the E-polynomial, a reﬁned Euler characteristic
deﬁned by
E(X;x, y) =
∑
p,q,i≥0
(−1)ihp,q;ic (X)xpyq. (6)
As it turns out we obtain this way a morphism
KVar → Z[x, y] (7)
[X] → E(X;x, y).
Example 1.7. If X = A1 is the aﬃne line, then H∗c (X,C) = H
2
c (X,C)
∼= C
and the generator is of type (1, 1), hence E(X;x, y) = xy. Since E descends to a
morphism on KVar we can use the cut and paste relations to compute further
E(An) = E(A1)n = (xy)n,
E(Pn) = E(Pn−1) + E(An) = (xy)n + (xy)n−1 + · · ·+ xy + 1.
From the example we see in particular that E will extend to a morphism
E : M → Z
[
x, y,
1
xy
;
1
(xy)n − 1 , n ≥ 1
]
.
However we do not know how to extend e or E to KExpVar, which is an interesting
question in its own right.
We ﬁnish with a lemma explaining how to extract some simple topological
information out of the E-polynomial.
Lemma 1.8. [HLRV13, Lemma 5.1.2] Let X be smooth and equidimensional of
dimension d. Then E(X; t, t) is a polynomial of degree 2d and the coeﬃcient of t2d
is the number of connected components of X.
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1.4 Hyperplane arrangements
A general reference for the theory of hyperplane arrangements is [Sta04] and we’ll
also use conventions from [PW07].
Let k be a ﬁeld. Generally speaking a hyperplane arrangement in a ﬁnite
dimensional k-vector space V is a union of ﬁnitely many aﬃne hyperplanes in V .
For us it will be important to consider hyperplanes together with a ﬁxed normal
vector, which will always be integral.
More precisely we ﬁx a basis of V and consider it’s dual V ∗ with the dual basis.
If we writem for the dimension of V , we have a natural morphism Zm → V ∗, which
is injective if Char(k) = 0. Now consider non-zero vectors a1, . . . , an ∈ Zm and
denote their images in V ∗ by the same letters (if Char(k) > 0 we’ll always assume
that the images of the ai’s are non-zero). We further ﬁx elements r1, . . . , rn ∈ k
and denote by Aa,r the hyperplane arrangement in V consisting of the hyperplanes
Hi = {v ∈ V | 〈v, ai〉 = ri} for 1 ≤ i ≤ n.
Most of the time we will just write A for an arrangement and assume implicitly
a choice (a, r).
Deﬁnition 1.9. A hyperplane arrangment A is called
• central, if all hyperplanes are linear subspaces i.e. ri = 0 for all i,
• essential, if span{a1, . . . , an} = V ∗,
• unimodular, if every collection of m linearly independent vectors ai1 , . . . , aim
spans Zm over the integers,
The rank of A is deﬁned as rk(A) = dim span{a1, . . . , an}. Most of the time we
consider essential arrangements, in which case rk(A) = dimV .
For a subset F ⊂ {1, . . . , n} put HF =
⋂
i∈F Hi. The subset F is called a ﬂat
if HF 	= ∅ and F = {i | HF ⊂ Hi}. The set of all ﬂats L(A) is a partially ordered
set with the relation F ≤ G if F ⊂ G. The unique minimal element in L(A) is the
empty ﬂat ∅ with H∅ = V and a unique maximal element exists if and only if A is
central, in which case we denote it by ∞. The rank rk(F ) of a ﬂat F is deﬁned as
the dimension of spani∈F {ai} and the corank as crk(F ) = m− rk(F ).
The Mo¨bius function of the poset L(A)
νA : L(A)× L(A) → Z (8)
is deﬁned inductively by
νA(F, F ) = 1, for every F ∈ L(A).∑
F≤G≤F ′
νA(F,G) = 0, for all F < F ′.
We also abbreviate νA(F ) = νA(∅, F ) for every F ∈ L(A).
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We give now a description of νA in terms of chains. A chain of ﬂats in L(A)
is a sequence F0  F1  · · ·  Fl of ﬂats where all the inclusions are strict. The
integer l is called the length of the chain. For two ﬂats F ⊂ F ′ write Nl(F, F ′) for
the number chains F0  F1  · · ·  Fl of length l with F0 = F and Fl = F ′.
Lemma 1.10. For any two ﬂats F ⊂ F ′ in L(A) we have
νA(F, F ′) =
∑
l≥0
(−1)lNl(F, F ′).
Proof. We simply deﬁne ν˜A(F, F ′) =
∑
l≥0(−1)lNl(F, F ′) and show that it satisﬁes
the same recursion as νA. First there’s only one chain of length 0 from F to F for
any F ∈ L(A) and hence ν˜A(F, F ) = 1. More generally for any F ⊂ F ′ we have
Nl(F, F
′) =
∑
F≤G<F ′
Nl−1(F,G)
and hence
ν˜A(F, F ′) =
∑
l≥0
(−1)lNl(F, F ′)
= −
∑
l≥0
∑
F≤G<F ′
(−1)l−1Nl−1(F,G) = −
∑
F≤G<F ′
ν˜A(F,G).
An other important invariant of L(A) is the characteristic polynomial χA(t) ∈
Z[t] given by
χA(t) =
∑
F∈L(A)
νA(F )tcrk(F ). (9)
By deﬁnition it is monic of degree m. A priory χA(t) depends on the ﬁeld
k, but it turns out that the dependence is rather mild. We deﬁne the k-variety
c(A) = V \⋃H∈AH.
Theorem 1.11. [Sta04, Theorem 5.15] For any ground ﬁeld k we have in KVark
the equality
[c(A)] = χA(L).
In particular, for k = Fq a ﬁnite ﬁeld we have
|c(A)(Fq)| = χA(q).
Furthermore, away from ﬁnitely many positive characteristics L(A) and χA(t) are
independent of the ﬁeld k.
Proof. In [Sta04, Theorem 5.15] the ﬁnite ﬁeld case is proven, but the same proof
works also motivically. The last statement is Proposition 5.13 in loc. cit.
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Corollary 1.12. The characteristic polynomial of any central hyperplane arrange-
ment is divisible by (t− 1).
Proof. The complement c(A) of a central arrangement A admits a k×-action by
scaling. Hence if k = Fq is a ﬁnite ﬁeld, this implies that |c(A)(Fq)| is divisible by
|F×q | = q − 1 and then statement now follows from Theorem 1.11.
Assume now that A is central. For a ﬂat F the localization AF is deﬁned as
AF = {Hi/HF | i ∈ F},
which is an arrangement in V/HF and we have rk(AF ) = rk(F ). The intersection
lattice L(AF ) can be identiﬁed with the sub-lattice of L(A) consisting of ﬂats
contained in F .
Dually, the restriction AF is deﬁned as
AF = {Hi ∩HF | i /∈ F},
which is an arrangement in the vector space HF . If A is essential we also have
rk(AF ) = crk(F ). Similarly L(AF ) can be identiﬁed with the sub-lattices of L(A)
consisting of ﬂats containing F . For two ﬂats F ⊂ F ′ we write AII′ = (AI′)I ∼=
(AI)I′ .
Proposition 1.13. Let A be a central hyperplane arrangement and F ⊂ F ′ two
ﬂats in L(A). Then we have
(−1)rk(AII′ )νA(I, I ′) > 0.
Proof. The statement depends only on L(A), hence we may assume, that A is
essential i.e. rk(A) = m. Furthermore by replacing A with AII′ we can assume
I = ∅, I ′ = ∞. Then by deﬁnition we have νA(∅,∞) = χA(0).
For any 1 ≤ i ≤ n we denote by F i ∈ L(A) the ﬂat corresponding to the single
hyperplane Hi and by A \ F i the arrangement we obtain by removing F i from A.
Then χA satisﬁes the deletion-restriction relation
χA(t) = χA\F i(t)− χAFi (t).
This is proven in [Sta04, Lemma 2.2] or can also be seen from Theorem 1.11. The
statement now follows by induction on rk(A) = m. If m = 0 there is nothing to
prove. For higher rank the deletion-restriction equation for any 1 ≤ i ≤ n implies
(−1)mνA(∅,∞) = (−1)rk(A)χA\F i(0) + (−1)m−1νAFi (∅,∞),
as AF i is again essential. Now if A \ F i is not essential we have χA\F i(0) = 0
and we are done by the induction hypothesis, as rk(AF i) = m − 1. Otherwise we
repeat the deletion restriction argument for A \ F i until we reach a non-essential
arrangement.
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2 Motivic Classes of Symplectic Reductions of Vec-
tor Spaces
In this chapter we give formulas for the classes of certain hypertoric and Nakajima
quiver varieties in the localized Grothendieck ring M introduced in 1.2. These
classes are given by a polynomial expression in L = [A1] and are the motivic
analogue of the point count of these varieties obtained by Hausel in [Hau06, Hau10].
Both hypertoric and Nakajima quiver varieties arise as symplectic GIT-reduction
of an algebraic symplectic vector space and many of the arguments work in this
general setting, which is the content of the ﬁrst section. In particular, we prove in
Proposition 2.3 a motivic analogue of [Hau06, Proposition 1], which was the main
reason to introduce the naive Fourier transform in 1.2. We also explain, how one
can interpret this as an example of ’motivic localization’ in the spirit of Theorem
1.1.
In the subsequent Sections 2.2 and 2.3 we start by deﬁning hypertoric and Naka-
jima quiver varieties respectively and then compute their motivic classes explicitly.
Having established Proposition 2.3 this simply amounts to redo carefully Hausel’s
ﬁnite ﬁeld computations in the Grothendieck ring of varieties.
Throughout the whole chapter k will denote an algebraically closed ﬁeld of
characteristic 0
2.1 Symplectic reductions of vector spaces
The following constructions are well known and appear for example in [Pro07]. For
a detailed account on GIT quotients and the relation with symplectic reduction we
refer to [MFK94] and for our purposes also [Kin94].
Let G be a reductive algebraic group over k with Lie algebra g and ρ : G →
GL(V ) a representation, where V is some ﬁnite dimensional k-vector space. We
will always assume that ρ is injective and hence the action of G on V eﬀective.
The derivative of ρ is the Lie algebra representation  : g → gl(V ). The action of
G on V induces a Hamiltonian action on T ∗V ∼= V ×V ∗ which has a moment map
μ : V × V ∗ → g∗ given by
〈μ(v, w), X〉 = 〈(X)(v), w〉 , (10)
for (v, w) ∈ V × V ∗ and X ∈ g.
Now for any character χ ∈ Hom(G,Gm) and any ξ ∈ (g∗)G we’ll be interested
in the GIT quotient
Mχ,ξ = μ−1(ξ) //χ G.
Here the right hand side is deﬁned as
μ−1(ξ) //χ G = Proj
∞⊕
m=0
k[μ−1(ξ)]G,χ
m
,
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with
k[μ−1(ξ)]G,χ
m
= {f ∈ k[μ−1(ξ)] | f ◦ ρ(g) = χ(g)mf ∀g ∈ G}.
In particular, for χ = 0 the trivial character M0,ξ is the aﬃne variety deﬁned
by
M0,ξ = Spec k[μ−1(ξ)]G.
For general χ there is always an aﬃnization map
Mχ,ξ → M0,ξ, (11)
which is proper.
There is a more geometric way to describe Mχ,ξ in terms of χ-(semi)stable
points. Instead of giving the deﬁnition of (semi)stable points we will directly state
’Mumford’s numerical criterion’ characterizing them. For the purpose of this thesis
Proposition 2.1 below may thus be taken as a deﬁnition.
A one-parameter subgroup of G is an inclusion λ : Gm ↪→ G. For any character
χ : G → Gm we deﬁne the paring 〈χ, λ〉 ∈ Z by χ(λ(t)) = t〈χ,λ〉.
Deﬁnition/Proposition 2.1. [Kin94, Proposition 2.5] A point (v, w) ∈ V × V ∗
is called χ-semistable and χ-stable respectively if every one-parameter subgroup λ of
G, for which limt→0 λ(t)(v, w) exists, satisﬁes 〈χ, λ〉 ≥ 0 and 〈χ, λ〉 > 0 respectively.
For any subvariety Z ⊂ V ×V ∗ we will write Zχ−ss ⊂ Z for the open subvariety
of semi-stable points. We also deﬁne an equivalence relation on (V × V ∗)χ−ss by
(v1, w1) ∼ (v2, w2) ⇔ G(v1, w1) ∩G(v2, w2) 	= ∅ inside (V × V ∗)χ−ss.
With this notation we can describe (the points of) Mχ,ξ as
Mχ,ξ = μ−1(ξ)χ−ss/ ∼ . (12)
The varieties of interest for us will be of the formMχ,0. However for computing
motivic classes the aﬃne varieties M0,ξ are much more tractable. The following
proposition connects the two under certain assumptions essentially by an argument
of Nakajima [CBVdB04, Appendix].
Proposition 2.2. Let ξ ∈ (g∗)G be non-zero and lξ ⊂ g∗ the linear subspace
spanned by ξ. If G acts freely on μ−1(lξ)χ−ss we have in the localized Grothendieck
ring M the equality
[Mχ,0] = [Mχ,ξ]. (13)
If furthermore G acts freely on μ−1(ξ) we have
[Mχ,0] = [M0,ξ]. (14)
Proof. Since G acts in particular freely on μ−1(0)χ−ss, we see as in Section 1.1
that μ−1(0)χ−ss is smooth. Also all G-orbits have the same dimension and are
thus closed. Hence by (12) Mχ,0 is the quotient space of a smooth manifold by a
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free action and is thus smooth itself. A similar argument also shows that the total
space of the family F : μ−1(lξ) //χ G → lξ is smooth.
Using the bilinearity of μ we obtain identiﬁcations F−1(0) ∼= Mχ,0 and F−1(lξ \
0) ∼= Mχ,ξ × k×, hence in KVar
[μ−1(lξ) //χ G] = [Mχ,0] + [Mχ,ξ](L− 1).
Now there is a natural contracting k×-action on μ−1(lξ) which descends to the
quotient μ−1(lξ) //χ G and covers the weight 2 action on lξ via F. It follows from
considering the aﬃnization map 11, that every k×-orbit under this action has a
unique limit point in (μ−1(lξ) //χ G)
k× . As we clearly have
(μ−1(lξ) //χ G)
k× = (F−1(0))k
×
= (Mχ,0)k× ,
we deduce from the Bialynicki-Birula Theorem [BB73, Theorem 4.1]
[μ−1(lξ) //χ G] = L[Mχ,0],
where we also used [Sum74, Corollary 2] to guarantee the existence of a k×-invariant
quasi-aﬃne open covering.
By comparing the two expressions for [μ−1(lξ) //χ G] we obtain (13) after in-
verting L− 1.
Finally, 14 follows simply because the aﬃnization Mχ,ξ → M0,ξ is an isomor-
phism if G acts freely on μ−1(ξ).
In our cases of interest we can compute [M0,ξ] from the class of the ﬁber of the
moment map [μ−1(ξ)] (see Propositions 2.8 and 2.14), so we ﬁnish this section by
explaining how to use the naive Fourier transform 1.3 to compute the latter.
We deﬁne
a = {(v,X) ∈ V × g | (X)v = 0} ,
which is a g-variety via he projection onto the second factor π : a → g. Analogous
to [Hau06, Proposition 1] we have
Proposition 2.3. Consider V × V ∗ as a g∗-variety via μ. Then we have in
KExpVarg the equality
F([V × V ∗]) = LdimV [a]. (15)
In particular, for any ξ ∈ g∗ the identity
[μ−1(ξ)] = LdimV−dim g[a, 〈−π, ξ〉] (16)
holds in E xpM .
Proof. By (5) the naive Fourier transform of [V × V ∗] is
F([V × V ∗]) = [V × V ∗ × g, 〈μ ◦ prV×V ∗ , prg〉].
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Now by the deﬁnition (10) of μ we have
[V × V ∗ × g, 〈μ ◦ prV×V ∗ , prg〉] = [V × V ∗ × g, 〈( ◦ prg)prV , prV ∗〉].
Thus Lemma 1.2 with X = V × g and Z = a gives (15). Next we apply F again
and use the inversion Lemma 1.4 to get
Ldim gi∗[V × V ∗] = F(LdimV [a]) = LdimV [a × g∗,
〈
π ◦ pra , prg∗
〉
].
Finally, passing to E xpMg∗ to invert Ldim g and using (i∗)2 = Idg∗ gives
[V × V ∗] = LdimV−dim g[a × g∗,
〈−π ◦ pra , prg∗〉].
Then (16) follows from pulling back both sides along ξ : Spec(k) → g∗.
Remark 2.4. We like to think of Proposition 2.3 as an instance of a motivic
localization formula in the spirit of Theorem 1.1. Namely if a motivic version of
(1) were to exist, it should ideally express the Fourier transform F([V × V ∗]) as a
sum over the ﬁxed points (V ×V ∗)G. As G acts linearly on V ×V ∗ we further can
assume (V ×V ∗)G = {0}. Then (15) indeed reﬂects such a localization phenomenon
by the fact, that F([V × V ∗]) is an honest class in KVarg and not KExpVarg.
2.2 Hypertoric varieties
An algebraic construction of hypertoric varieties was ﬁrst given in [HS02, Section
6], however much of our exposition is taken from [PW07].
Consider an inclusion of tori Tm ↪→ Tn which is given in coordinates by an
n×m-matrix A with integer entries and denote the rows of A by a1, . . . , an ∈ Zm.
Then the diagonal action of Tn on V = kn gives rise to the representation
ρ : Tm → GL(V )
t → diag(ta1 , . . . , tan), (17)
where we use the notation tb = tb11 . . . t
bm
m for any t ∈ Tm and b ∈ Zm. The
derivative  : tm → gl(V ) is for any X ∈ tm given by
(X) = diag(〈X, a1〉 , . . . , 〈X, an〉). (18)
From this we can now construct a variety as in 2.1. More precisely Tm will act
on V × V ∗ in a Hamiltonian way with moment map μ : V × V ∗ → Lie(Tm) = tm
given by the explicit formula
μ(v, w) =
n∑
i=1
viwiai, (19)
where (v, w) ∈ V × V ∗ and ai ∈ (tm)∗ via the natural pairing. For a character
χ ∈ Hom(Tm,Gm) we deﬁne the hypertoric variety Mχ(A) by
Mχ(A) = μ−1(0) //χ Tm.
14
There is a natural central arrangement A ⊂ tm given by the normal vectors
a1, . . . , an ∈ (tm)∗, whose combinatorics are closely related to the geometry of
Mχ(A).
Proposition 2.5. [HS02, Proposition 6.2] For a suitable character χ the hypertoric
variety Mχ(A) is smooth if and only if A is unimodular. In this case Tm acts freely
on (V × V ∗)χ−ss.
Proof. For the only if part we refer to [HS02, Proposition 6.2]. As in the proof
of Proposition 2.2, the if part follows from the second statement, which we prove
now.
To deﬁne χ consider the set Z = {F ∈ L(A) | rk(F ) = m − 1} that is the
set of the maximal ﬂats in L(A) \ ∞. For every F ∈ Z the intersection of all
its hyperplanes HF is a line in t
m which is spanned by a (up to a sign) unique
primitive λF ∈ Zm. By changing the sign of λF if necessary we can then choose
χ ∈ Zm such that 〈χ, λF 〉 < 0 for all F ∈ Z.
Let now (v, w) ∈ (V × V ∗)χ−ss. For every F ∈ Z the vector λF deﬁnes a
one-parameter subgroup of Tm by t → tλF . By Proposition 2.1 we therefore see,
that limt→0 λF (t)(v, w) doesn’t exist in V × V ∗ for all F ∈ Z. Writing out the
deﬁnitions we have
λF (t)(v, w) = (t
〈a1,λF 〉v1, . . . , t〈an,λF 〉vn, t−〈a1,λF 〉w1, . . . , t−〈an,λF 〉wn).
From this we deduce that for every F ∈ Z there must be an i ∈ {1, . . . , n} \ F
such that, depending on the sign of 〈ai, λF 〉, either vi 	= 0 or wi 	= 0. In particular,
we can construct from this inductively a set I = {i1, i2, . . . , im} ⊂ {1, . . . , n} such
that {ai}i∈I are linearly independent, hence a Z-basis of Zm as A is unimodular,
and for every i ∈ I we have either vi 	= 0 or wi 	= 0.
Now let s = (s1, . . . , sm) ∈ Tm be in the stabilizer of (v, w) i.e. s(v, w) = (v, w).
Then we see, that whenever vi 	= 0 or wi 	= 0 we must have sai = 1. Hence in
particular sai = 1 for all i ∈ I. Since {ai}i∈I form a Z-basis of Zm we deduce that
s = 1 which proves that the stabilizer of (v, w) is trivial.
Example 2.6. Consider the diagonal embedding Gm = T
1 ↪→ Tn. Then A is the
n×1-matrix A = (1, 1, . . . , 1) and the moment map is μ(v, w) = v1w1+v2w2+ · · ·+
vnwn. Then Mχ(A) will be smooth for any non-trivial character χ : Gm → Gm.
If we take for example χ = Id we get
μ−1(0)χ−ss = {(v, w) ∈ μ−1(0) | v 	= (0, 0, . . . , 0)}.
Thus the projection onto the v-coordinate gives a rank n − 1 vector bundle
MId(A) → Pn−1 and one can check that in fact MId(A) ∼= T ∗Pn−1.
2.2.1 Motivic classes of smooth hypertoric varieties
Throughout this section we assume that A is unimodular and χ is chosen as in
Proposition 2.5, so that Mχ(A) is smooth. Under these assumptions we prove the
following theorem.
15
Theorem 2.7. The motivic class of a smooth hypertoric variety Mχ(A) in M is
given by the formula
[Mχ(A)] = L
n−m
(L− 1)m
∑
F∈L(A)
νA(F,∞)L|F |, (20)
where νA : L(A)× L(A) → Z denotes the Mo¨bius function of the central arrange-
ment A.
Notice that, the geometry of Mχ(A) will in general depend on the choice of χ
[HS02, Section 9], however by Theorem 2.7 not its motivic class. This can already
be seen from the following proposition.
Proposition 2.8. Assume that ξ ∈ (tm)∗ does not vanish on HF for any F ∈
L(A) \∞. Then we have in M
[Mχ(A)] = [μ
−1(ξ)]
(L− 1)m . (21)
Proof. First we claim that Tm acts freely on μ−1(ξ). Indeed, let (v, w) ∈ μ−1(ξ) be
ﬁxed by some t ∈ Tm and put I = {i | viwi 	= 0} ⊂ {1, . . . , n}. From the moment
map equation (19) ∑
i
viwiai = ξ,
together with the choice of ξ we deduce that spani∈I{ai} = (tm)∗, and by unimod-
ularity {ai}i∈I contains a Z-basis of Zm. But now t · (v, w) = (v, w) implies tai = 1
for all i ∈ I, which ﬁnally implies t = 1 i.e Tm acts freely on μ−1(ξ). Combining
this with Propositions 2.2 and 2.5 we obtain
[Mχ(A)] = [μ−1(ξ) //0 Tm] = [Spec(k[μ−1(ξ)]T
m
)].
Now as in [Rei03, Lemma 6.5] one can show that Tm acts scheme-theoretically
freely on μ−1(ξ), which implies by [MFK94, Proposition 0.9, Ampliﬁcation 1.3],
that μ−1(ξ) → Spec(k[μ−1(ξ)]Tm) is a Tm-principal bundle. As every Tm-principal
bundle is Zariski-locally trivial [Ser58, Section 4.4] the proposition follows from
(4).
We are thus left with computing [μ−1(ξ)] which by (16) reduces to understand-
ing [a, 〈−π, ξ〉] ∈ KExpVar, where π : a → tm denotes the projection. This is
done by a familiar cut and paste argument. First we have a stratiﬁcation
tm =
∐
F∈L(A)
◦
HF , where
◦
HF = HF \
⋃
i/∈G
Hi. (22)
By (18) we see that π : π−1(
◦
HF ) →
◦
HF is a vector bundle of rank |F | and
hence we have
[a, 〈−π, ξ〉] =
∑
F∈L(A)
[π−1(
◦
HF ), 〈−π, ξ〉] =
∑
F∈L(A)
[
◦
HF , 〈·, ξ〉]L|F |,
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where 〈·, ξ〉 :
◦
HF → A1 denotes the paring with ξ. Theorem 2.7 now follows from
the following
Lemma 2.9. The class [
◦
HF , 〈·, ξ〉] lies in KVar and equals νA(F,∞)[Spec(k)].
Proof. We can check this directly using the recursive deﬁnition of νA (8). For
F = ∞ we clearly have
[
◦
H∞, 〈·, ξ〉] = [Spec(k), 〈·, ξ〉] = [Spec(k)],
and for any F < ∞ ∑
F≤F ′≤∞
[
◦
HF ′ , 〈·, ξ〉] = [HF , 〈·, ξ〉] = 0,
by Lemma 1.2, since by assumption ξ does not vanish on HF .
Example 2.10. We continue Example 2.6. The corresponding arrangement A is
given by n times the origin, in particular L(A) = {∅,∞}. Formula (20) then reads
[Mχ(A)] = L
n−1
L− 1 (−1 + L
n) = Ln−1[Pn−1],
which of course agrees with the class of T ∗Pn−1.
Remark 2.11. The proof of Theorem 2.7 relies crucially on Proposition 2.3, which
in turn can be interpreted as a motivic instance of the Duistermaat-Heckman The-
orem 1.1, see Remark 2.4. We will brieﬂy explain here, how the varieties Mχ(A)
themselves give rise to such localization phenomena, but with more than one ﬁxed
point.
First we describe a second arrangement B, which is commonly associated with
Mχ(A). Writing d = n − m and identifying Zn/Zm with Zd we obtain a linear
map B : Zn → Zd, where B is a d × n-matrix with integer coeﬃcients. We
write b1, . . . , bn ∈ Zd for the columns of B and χ˜ ∈ (Zn)∗ for any lift of χ ∈
Hom(Tm,Gm) ∼= (Zm)∗ ⊂ (tm)∗. Then B ⊂ (td)∗ is the arrangement consisting of
the n aﬃne hyperplanes
Hi = {v ∈ (td)∗ | 〈bi, v〉 = χ˜i} 1 ≤ i ≤ n. (23)
The hypertoric variety Mχ(A) admits a residual torus action of T d = Tn/Tm,
which is again Hamiltonian. The moment map is given explicitly by (see [PW07])
Φ : Mχ(A) → (td)∗
[v, w] → (v1w1, . . . , vnwn) ∈ ker(A∗) = (td)∗.
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As opposed to the Tm-action on V ×V ∗, the T d-action onMχ(A) will in general
have non-trivial isolated ﬁx points. For a generic point x : Spec(k) → td we thus
would expect by our localization philosophy in KExpVar a formula of the form
x∗F([Mχ(A)]) =
∑
p∈Mχ(A)Td
x∗[λp][Spec(k), 〈Φ(p), x〉],
for some λp → td.
This is indeed the case, as we can combine a inclusion-exclusion argument
similar to Lemma 2.9 with the following two facts:
(i) The moment map Φ induces a bijection between T d-ﬁxed points on Mχ(A)
and maximal ﬂats (i.e points) in L(B).
(ii) For any ﬂat F ∈ L(B) and
◦
HF ⊂ (td)∗ deﬁned as in (22) we have
Φ−1(
◦
HF ) ∼= λ′F ×
◦
HF .
Here (i) can can be found in [BD00, Corollary 3.5] and (ii) follows from covering
Mχ(A) with aﬃne hypertoric varieties as in [AP16, Proposition 4.6].
2.3 Nakajima quiver varieties
We start by recalling the deﬁnition of Nakajima quiver varieties. Almost everything
can be found in more detail in [Hau10] or in the original sources [Nak94][Nak98].
Let Γ = (I, E) be a quiver with I = {1, 2, . . . , n} the set of vertices and E the set
of arrows. We denote by s(e) and t(e) the source and target vertex of an arrow
e ∈ E. For each i ∈ I we ﬁx ﬁnite dimensional k-vector spaces Vi,Wi and write
v = (dimVi)i∈I ,w = (dimWi)i∈I ∈ NI for their dimension vectors.
From this data we construct the vector space
Vv,w =
⊕
e∈E
Hom(Vs(e), Vt(e))⊕
⊕
i∈I
Hom(Wi, Vi),
the algebraic group
Gv =
∏
i∈I
GL(Vi)
and its Lie algebra
gv =
⊕
i∈I
gl(Vi).
We have a natural representation
ρv,w : Gv → GL(Vv,w)
and its derivative
v,w : gv → gl(Vv,w).
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For g = (gi)i∈I , X = (Xi)i∈I and ϕ = (ϕe, ϕi)e∈E,i∈I ∈ Vv,w they are given
by the formulas
ρv,w(g)ϕ = (gt(e)ϕeg
−1
s(e), giϕi)e∈E,i∈I
v,w(X)ϕ = (Xt(e)ϕe − ϕeXs(e), Xiϕi)e∈E,i∈I .
We are again in the situation of section 2.1 i.e. Gv acts on the vector space
Vv,w × V∗v,w in a Hamiltonian way with moment map
μv,w : Vv,w ⊕ V∗v,w → g∗v,
given by (10).
Following [Nak98] we ﬁx once and for all χ to be the character of Gv given by
χ(g) =
∏
i∈I det(gi)
−1. For w 	= 0 the Nakajima quiver variety M(v,w) is then
deﬁned as
M(v,w) = μ−1v,w(0) //χ Gv.
Remark 2.12. For w = 0 the action of Gv will not be faithful, in which case
one should choose a diﬀerent character (see [Nak98, Remark 3.13]), but we do not
study this case here.
Example 2.13. [Nak99, Proposition 2.8] Consider the Jordan quiver Γ consisting
of a single vertex and a single loop on that vertex with the dimension vectors given
by positive integers v = n and w = 1. In this case we can identify μ−1n,1(0) with the
set of elements (X, r, Y, s) ∈ (End(kn)⊕ kn)2 satisfying
μn,1(X, r, Y, s) = [X,Y ] + rs
t = 0,
where [X,Y ] = XY − Y X denotes the commutator and st the transpose of s.
Now χ-stability will imply r = 0 and that
{f ∈ k[x, y] | stf(X,Y )v = 0 for all v ∈ kn} ⊂ k[x, y]
deﬁnes an ideal in k[x, y] of length n. This identiﬁes Mn,1 with HilbnA2, the
Hilbert scheme of n points on A2.
The motivic class of M(v,w) can again be determined through Proposition
2.2. Take  v ∈ g∗v to be the linear functional deﬁned by  v(X) =
∑
i∈I trXi for
X ∈ gv.
Proposition 2.14. The equality
[M(v,w)] = [μ
−1
v,w( v)]
[Gv]
,
holds in M .
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Proof. First by [Nak98, Lemma 3.10] Gv acts freely on
(
Vv,w ⊕ V∗v,w
)χ−ss
and
also on μ−1v,w( v) by [Hau10, Corollary 5]. Hence by Proposition 2.2 we get
[M(v,w)] = [μ−1( v) //0 Gv].
Now again as in Proposition 2.8, the quotient μ−1( v) → μ−1( v) //0 Gv is
a Gv-principal bundle, hence Zariski-locally trivial [Ser58, Lemma 5 and 6], this
implies the proposition by formula (4).
2.3.1 Motivic classes of Nakajima quiver varieties
In this section we deduce a formula for the motivic class of M(v,w) in terms of the
combinatorial data of the quiver Γ. It will be convenient to consider the generating
series
Φ(w) =
∑
v∈NI
[M(v,w)]Ldv,wTv ∈ M [[T1, . . . , Tn]], (24)
where we deﬁne
dv,w = dim(gv)− dim(Vv,w).
Combining Propositions 2.14 and 2.3 we have
Φ(w) =
∑
v∈NI
[V1(v,w)]
[GLv]
Ldv,wTv =
∑
v∈NI
[av,w , 〈−π, v〉]
[GLv]
Tv, (25)
with the notations
av,w = {(ϕ,X) ∈ Vv,w × gv | v,w(X)v = 0}
and π : av,w → gv the natural projection.
Next we use some basic linear algebra to split up the above generating series
into a regular and a nilpotent part. Given a ﬁnite dimensional vector space V of
dimension n and an endomorphism X of V , we can write V = N(X)⊕R(X), where
N(X) = ker(Xn) and R(X) = Im(Xn). With respect to this decomposition we
have X = Xnil ⊕Xreg with Xnil = X|N(X) nilpotent and Xreg = X|R(X) regular.
Now let v′ = (v′i)i∈I with v
′ ≤ v (i.e the inequality holds for every entry). We
deﬁne the three varieties
av
′
v,w = {(ϕ,X) ∈ av,w | dim(N(Xi)) = v′i for i ∈ I}
anilv,w = {(ϕ,X) ∈ av,w | X nilpotent},
aregv,w = {(ϕ,X) ∈ av,w | X regular}.
Lemma 2.15. For every v′ ≤ v we have the following relation in E xpM
[av
′
v,w , 〈−π, v〉]
[Gv]
=
[anilv′,w ]
[Gv′ ]
[aregv−v′,0 , 〈−π, v−v′〉]
[Gv−v′ ]
. (26)
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Proof. Fix for all i ∈ I a decomposition Vi = V ′i ⊕ V ′′i with dim(V ′i ) = v′i. This
induces inclusions
Vv′,w ⊕ Vv−v′,0 ↪→ Vv,w and gv′ ⊕ gv−v′ ↪→ gv.
We will prove that the morphism
Δ : anilv′,w × aregv−v′,0 ×Gv → av
′
v,w
(ϕ′, X ′, ϕ′′, X ′′, g) → (ρv,w(g)(ϕ′ ⊕ ϕ′′),Adg(X ′ ⊕X ′′))
is a Zariski-locally trivial Gv′ × Gv−v′ -ﬁbration. Since for every (ϕ′, X ′) ∈ anilv′,w
we have
〈−π, v′〉 (ϕ′, X ′) =
∑
i∈I
trX ′i = 0,
this will imply the lemma using (4).
First notice that Δ is well deﬁned because
v,w ◦Adg = Adρv,w(g) ◦ v,w.
The Gv′ × Gv−v′ -action on the domain of Δ is given as follows. For
h = (h′, h′′) ∈ Gv′ × Gv−v′ and (ϕ′, X ′, ϕ′′, X ′′, g) ∈ anilv′,w × aregv−v′,0 × Gv we
set
h · (ϕ′, X ′, ϕ′′, X ′′, g) = (ρv′,w(h′)ϕ′,Adh′X ′, ρv−v′,0(h′′)ϕ′′,Adh′′X ′′, gh−1),
where gh−1 is understood via the inclusion Gv′ × Gv−v′ ↪→ Gv. One checks
directly that Δ is invariant under this action and hence each ﬁber of Δ carries a
free Gv′ ×Gv−v′ -action.
On the other hand, assume Δ(ϕ′1, X
′
1, ϕ
′′
1 , X
′′
1 , g1) = Δ(ϕ
′
2, X
′
2, ϕ
′′
2 , X
′′
2 , g2). This
implies
Adg−12 g1
(X ′1 ⊕X ′′1 ) = X ′2 ⊕X ′′2 .
Since X ′j is nilpotent and X
′′
j regular for j = 1, 2, the decomposition Vi = V
′
i ⊕ V ′′i
is preserved by g−12 g1 i.e. g
−1
2 g1 ∈ Gv′ ×Gv−v′ , which shows that each ﬁber of Δ
is isomorphic to Gv′ ×Gv−v′ .
Finally, to trivialize Δ locally we notice, that there is an open covering av
′
v,w =∪jUj and algebraic morphisms tj : Uj → Gv such that for X ∈ Uj and i ∈ I the
columns of the matrix tj(X)i form a basis of N(Xi) and R(Xi).
Now we use the stratiﬁcation av,w =
∐
v′≤v a
v′
v,w together with Lemma 2.15
to get
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Φ(w)
(25)
=
∑
v∈NI
[av,w , 〈−π, v〉]
[GLv]
Tv
=
∑
v∈NI
∑
v′≤v
[av
′
v,w , 〈−π, v〉]
[GLv]
Tv
(26)
=
∑
v∈NI
∑
v′≤v
[anilv′,w ]
[Gv′ ]
[aregv−v′,0 , 〈−π, v−v′〉]
[Gv−v′ ]
Tv
= Φnil(w)Φreg, (27)
where we used the notations
Φnil(w) =
∑
v∈NI
[anilv,w ]
[Gv]
Tv
and
Φreg =
∑
v∈NI
[aregv,0 , 〈−π, v〉]
[Gv]
Tv.
Notice that equation (25) also makes sense for w = 0, in which case [Hau10,
Lemma 3] implies Φ(0) = 1. Therefore
Φ(w) =
Φnil(w)
Φnil(0)
, (28)
which leaves us with computing Φnil(w).
We denote by P the set of all partitions λ = (λ1, λ2, . . . ), where λ1 ≥ λ2 ≥ . . . .
The size of λ is |λ| = λ1 + λ2 + . . . and Pn denotes the set of partitions of size n.
For λ ∈ Pn we write C(λ) for the nilpotent conjugacy class, whose Jordan normal
form is given by λ. For λ = (λi) ∈ PI with λi ∈ Pvi we set
anilv,w(λ) = {(ϕ,X) ∈ anilv,w | Xi ∈ C(λi)},
which gives the stratiﬁcation
anilv,w =
∐
λ∈PI
λi∈Pvi
anilv,w(λ). (29)
To compute [anilv,w(λ)] we look at the projection
π : anilv,w(λ) → C(λ) =
∏
i∈I
C(λi). (30)
22
The ﬁber of π over X ∈ C(λ) is simply ker(v,w(X)). Because of v,w ◦ Adg =
Adρv,w(g)◦v,w the dimensions of those kernels are constant and hence π is a vector
bundle of rank, say, κv,w(λ).
Lemma 2.16. Denote by Z(λ) ⊂ Gv the centralizer of (some element in) C(λ).
We have the following relation in M .
[anilv,w(λ)]
[Gv]
=
Lκv,w(λ)
[Z(λ)]
(31)
Proof. The formula (33) below shows in particular that [Z(λ)] is invertible in M .
Since the projection (30) is a vector bundle, we are left with proving [Gv]/[Z(λ)] =
[C(λ)]. Since C(λ) is isomorphic to Gv/Z(λ), see for example [Bor12, Chapter
3.9.1], it is enough to prove that the Z(λ)-principal bundle Gv → Gv/Z(λ) is
Zariski locally trivial by (4). In fact, this is true for every Z(λ)-principal bundle,
which follows from combining Propositions 3.13 and 3.16 of [Mer13].
To compute κv,w(λ) and [Z(λ)], denote by mk(λ) the multiplicity of k ∈ N in
a partition λ ∈ P. Then given any two partitions λ, λ′ ∈ P we deﬁne their inner
product to be
〈λ, λ′〉 =
∑
i,j∈N
min(i, j)mi(λ)mj(λ
′).
Lemma 3.3 in [Hua00] implies now
κv,w(λ) =
∑
e∈E
〈
λs(e), λt(e)
〉
+
∑
i∈I
〈1wi , λi〉 , (32)
where 1wi ∈ Pwi denotes the partition (1, 1, . . . , 1).
For [Z(λ)] we can use the formula (1.6) from [Mac98, Chapter 2.1]. There the
formula is worked out over a ﬁnite ﬁeld but Lemma 1.7 of loc. cit. holds over any
ﬁeld. In our notation this gives (see [Hua00, Chapter 3] for details)
[Z(λ)] =
∏
i∈I
L〈λi,λi〉
∏
k∈N
mk(λi)∏
j=1
(1− L−j). (33)
Finally, combining (28), (29), (31), (32) and (33) we obtain
Theorem 2.17. For a ﬁxed non-zero dimension vector w ∈ NI the motivic classes
of the Nakajima quiver varieties M(v,w) in M are given by the generating func-
tion
∑
v∈NI
[M(v,w)]Ldv,wTv =
∑
λ∈PI
∏
e∈E L
〈λs(e),λt(e)〉∏
i∈I L
〈1wi ,λi〉
∏
i∈I L
〈λi,λi〉∏
k
∏mk(λi)
j=1 (1−L−j)
T |λ|
∑
λ∈PI
∏
e∈E L
〈λs(e),λt(e)〉
∏
i∈I L
〈λi,λi〉∏
k
∏mk(λi)
j=1 (1−L−j)
T |λ|
, (34)
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Example 2.18. Consider again the Jordan quiver as in 2.13, where we sawM(n, 1) ∼=
HilbnA2. Then formula (34) gives a generating series for the classes [HilbnA2]:
∑
n≥0
[HilbnA2]L−nTn =
∑
λ∈P
∏
k
∏mk(λ)
j=1 (1− L−j)−1L
∑
k mk(λ)T |λ|∑
λ∈P
∏
k
∏mk(λ)
j=1 (1− L−j)−1T |λ|
.
On the other hand there is a well known formula for [HilbnA2] due to Go¨ttsche
[G0¨1], which gives ∑
n≥0
[HilbnA2]L−nTn =
∏
k≥1
1
1− LT k .
Thus we see that (34) gives already in this case a quite non-trivial combinatorial
statement. Similar identities appear for example in [Hua00].
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3 Open de Rham spaces
In this chapter we study meromorphic connections on the trivial rank n bundle on
P1. By ﬁxing some local data C at the poles of the connection one obtains a ﬁnite
dimensional moduli space Mn(C), called the open de Rham space. Originally they
were introduced by Boalch [Boa01] to study isomonodromic deformations, however
for us they arise in a slightly diﬀerent context.
Our starting point is the conjecture of Hausel, Mereb and Wong [HMW16] on
the mixed Hodge polynomial of wild character varieties MBetti. These character
varieties are the target space for the wild Riemann-Hilbert correspondence, which
associates to a meromorphic connection its Stokes data [Boa11]. Even though
this correspondence is not algebraic, the purity conjecture [HRV08] predicts, that
H∗(Mn(C)) equals the pure part of H∗(MBetti).
In our forthcoming paper [HWW] we ﬁnd numerical evidence for both conjec-
tures by computing the E-polynomial of Mn(C) and proving an agreement with
the conjectural pure part of the mixed Hodge polynomial of the corresponding
MBetti. In this thesis we only explain how to compute E(Mn(C);x, y), or more
precisely [Mn(C)] ∈ M , as this ﬁts into the same motivic Fourier transform setting
we already used in Chapter 2.
In the ﬁrst two sections we introduce the relevant notation and prove some
computational lemmas on coadjoint orbits. It might therefore be more interesting
to ﬁrst read Section 3.3, where we deﬁne Mn(C) and give a description in terms of
coadjoint orbits following [Boa01]. More precisely a pole of order k can be modeled
locally by a coadjoint orbit O ⊂ gln(C[[z]]/zk)∗, and Mn(C) is obtained by a
symplectic fusion of the individual poles, see Proposition 3.6.
Using the motivic convolution construction 1.5, the computation of [Mn(C)]
reduces to understand the Fourier transform of the composition
O ↪→ gln(C[[z]]/zk)∗ → gln(C)∗.
This key computation is carried out in Section 3.4 under the assumption k ≥ 2,
which will ensure that the ’motivic function’ F([O]) ∈ KExpVargln(C) is supported
on semi-simple conjugacy classes, which fails for k = 1. Eventually we would like
to explain this phenomenon in a similar way as in Remarks 2.4, 2.11 i.e. as an
instance of a general motivic localization formula, but we are not able to do so at
the moment.
In Section 3.5 we put everything together and give in Theorem 3.9 an explicit
formula for [Mn(C)] as a polynomial in L, assuming that the order of each pole is
≥ 2. In the last section we combine our results with the work of [HLRV11] on order
one poles and sketch how to extend our computations, at least over ﬁnite ﬁelds,
to give a formula for |Mn(C)(Fq)| under the milder assumption, that at least one
pole has to be of order ≥ 2.
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3.1 Jets and duals
Let n ≥ 1 be an integer. We abbreviate G = GLn(C) and g = gln(C). Furthermore
T ⊂ G will denote the standard maximal torus consisting of diagonal matrices,
t ⊂ g its Lie algebra and treg ⊂ t the subset of elements with distinct eigenvalues.
We also have the jet versions
Gk = GLn(C[[z]]/z
k) =
{
g0 + zg1 + · · ·+ zk−1gk−1 | g0 ∈ G, g1, . . . , gk−1 ∈ g
}
,
gk = gln(C[[z]]/z
k) =
{
X0 + zX1 + · · ·+ zk−1Xk−1 | Xi ∈ g
}
,
and similarly we deﬁne Tk and tk.
Finally, we have the unipotent subgroup Bk ⊂ Gk and its Lie algebra bk deﬁned
by
Bk = { +zb1 + z2b2 + · · ·+ zk−1bk−1 | bi ∈ g},
bk = {zX1 + z2X2 + · · ·+ zk−1Xk−1 | Xi ∈ g}.
Note that we have Gk = Bk G, where G acts on Bk by conjugation, and thus a
decomposition gk = bk ⊕ g.
It will be convenient to identify the dual g∗k with
z−kgk =
{
z−kYk + z−(k−1)Yk−1 + · · ·+ z−1Y1 | Yi ∈ g
}
,
via the trace residue pairing i.e. for X ∈ gk and Y ∈ z−kgk we set
〈Y,X〉 = Res0 trY X =
k∑
i=1
trYiXi−1. (35)
Under this identiﬁcation g∗ corresponds to z−1g ⊂ z−kgk and b∗k to those elements
in z−kgk having zero residue term. We write
πres : g
∗
k → g∗, πirr : g∗k → b∗k (36)
for the natural projections. The adjoint and coadjoint actions of Gk on gk and g
∗
k
will both be denoted by Ad and are deﬁned by the same formula AdgX = gXg
−1.
Notice that with this convention we have 〈AdgY,X〉 =
〈
Y,Adg−1X
〉
.
3.2 Coadjoint orbit computations
We write god for matrices with zeros on the diagonal and for X,Y ∈ g we write
[X,Y ] = XY − Y X for the commutator.
Lemma 3.1. 1. For X ∈ g and Y ∈ t we have [X,Y ] ∈ god.
2. Let Y = z−kYk + z−(k−1)Yk−1 + · · ·+ z−1Y1 ∈ t∗k with Yk ∈ treg and g ∈ Gk
such that AdgY − Y ∈ t∗k−1. Then g ∈ Tk and AdgY = Y .
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3. Let g ∈ T and h ∈ Bk such that hgh−1 ∈ Tk. Then hgh−1 = g.
Proof. The ﬁrst statement is clear. For part 2 write AdgY−Y = W = z−(k−1)Wk−1+
· · ·+ z−1W1 ∈ t∗k−1. Then by rewriting we obtain
gY = (Y +W )g. (37)
The z−k term of (37) reads g0Yk = Ykg0, hence g0 ∈ T . We now proceed by
induction, assuming Wk−1 = · · · = Wr = 0 and g1, g2 . . . gk−r ∈ t for some r ≤ k.
The z−(r−1) terms of (37) equal
k−r+1∑
j=0
gjYr−1+j =
k−r+1∑
j=0
(Yr−1+jgj +Wr−1+jgj).
By the induction hypothesis this simpliﬁes to gk−r+1Yk = Wr−1g0 + Ykgk−r+1.
Now by the ﬁrst part [Yk, gk−r+1] ∈ god and hence Wr−1 = 0. But then Yk and
gk−r+1 commute, which implies gk−r+1 ∈ t since Yk ∈ treg.
For part 3 write h¯ = hgh−1 ∈ Tk and consider h¯h = hg term by term. An
argument analogous to the one for part 2 gives the desired statement.
Next we study regular semisimple Gk-coadjoint orbits i.e. let C = z
−kCk +
· · ·+z−1C1 ∈ t∗k with Ck ∈ treg and write OC = {AdgC | g ∈ Gk} for the coadjoint
orbit through C.
Lemma 3.2. There is an isomorphism
Γ : (G×Bodk )/T → OC
[g, b] → AdgbC,
where we put Bodk = {b ∈ Bk | b1, . . . , bk−1 ∈ god}. Here the action of T on G×Bodk
is given by (g0, b)t0 = (g0t0,Adt−10
b). In particular, (G×Bodk ) → (G×Bodk )/T is a
Zariski locally trivial T -principal bundle.
Proof. It follows from Lemma 3.1.2 that StabGk(C) = Tk, hence we have an iso-
morphism Gk/Tk ∼= OC which sends [g] ∈ Gk/Tk to AdgC. Since Gk = G  Bk
and Tk = T × (Tk ∩Bk) we can further write
Gk/Tk ∼= (G×Bk/(Tk ∩Bk)) /T.
Finally, given b ∈ Bk a direct computation shows that there are unique t ∈ Tk ∩Bk
and b′ ∈ Bodk such that b = b′t. This gives Bk/(Tk ∩ Bk) ∼= Bodk . It is then
straightforward to check that the T -action on G×Bodk is as indicated, and the ﬁnal
statement follows since G → G/T is a Zariski locally trivial T -principal bundle.
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3.3 Meromorphic connections
In this section we introduce irregular connections on P1 following [Boa01, Section
2]. Fix an eﬀective Z-divisor D = k1a1+k2a2+. . . kdad, where a1, . . . , ad are points
in P1 and k1, . . . , kd ≥ 1. Write K for the canonical divisor on P1. A meromorphic
connection with poles along D on a rank n vector bundle V → P1 is a C-linear
morphism
∇ : V → V ⊗K(D),
satisfying the Leibniz rule ∇(fs) = f∇(s)+ s⊗ df , where f is a local holomorphic
function and s a local section of V .
If z is a local coordinate around ai we can write, after ﬁxing a trivialization of
V , ∇ = d − A, where A is a meromorphic matrix of 1-forms. More precisely we
can write
A = Aki
dz
zki
+ · · ·+A1 dz
z
+A0dz + . . .
with Ai ∈ g. The non-holomorphic part
∑ki
j=1Aj
dz
zj is called the principal part of∇ at ai. Then ∇ is called regular if for every 1 ≤ i ≤ d the leading coeﬃcient Aki
is diagonalisable with distinct eigenvalues, if ki ≥ 2, or with distinct eigenvalues
modulo Z, if ki = 1.
Remark 3.3. 1. If g : U → GLn is the transition function for an other trivial-
ization of V on a neighborhood U of ai, then the transformation A
′ of A is
given by (see for example [Wel07, Lemma III.1.6])
A′ = gAg−1 + (dg)g−1,
hence being regular is independent of the choice of trivialization.
2. In [Boa01, Deﬁnition 2.2] the term ’generic’ is used instead of ’regular’, how-
ever ’generic’ will have a diﬀerent meaning for us, see Deﬁnition 3.5.
In order to obtain ﬁnite dimensional moduli spaces we need to ﬁx a formal type
of order ki at each pole ai, that is a matrix of meromorphic one forms
Ci = Ciki
dz
zki
+ · · ·+ Ci1
dz
z
+ . . . , (38)
where Ciki ∈ treg and Cij ∈ t for j < ki. One can think of d−Ci as a meromorphic
connection on the trivial rank n bundle over the formal disc Spec(C[[z]]) around
ai.
A meromorphic connection (V,∇) with poles along D has formal type Ci at ai if
there exists a local trivialization of V around ai and a formal bundle automorphism
g ∈ G(C[[z]]) such that we have ∇ = d−A and gAg−1+(dg)g−1−Ci is a diagonal
matrix of holomorphic 1-forms.
From now on the choice of an eﬀective divisor D = k1a1 + k2a2 + . . . kdad and
formal types Ci for 1 ≤ i ≤ d will be abbreviated by C and the degree of D by
k =
∑d
i=1 ki.
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Deﬁnition 3.4. The open de Rham space Mn(C) is the set of isomorphism classes
of meromorphic connections (V,∇) on P1, where V is a trivial bundle of rank n
and ∇ has poles along D with prescribed formal types Ci at ai.
Notice that Mn(C) should correspond inside the whole de Rham space (no
assumption on the vector bundle) to the locus, where the underlying bundle is
semi-stable, as on P1 a semi-stable bundle of degree 0 is trivial. Hence the name
open de Rham space.
We will see in Proposition 3.6 below, that Mn(C) admits the structure of an
algebraic variety. In order for this variety to be smooth we need to impose a
genericity condition on C, more precisely on the residue terms Ci1 of the C
i, which
will naturally reappear during the computations later, see Lemma 3.12. We will
thus be very explicit about it. Deﬁne for I ⊂ {1, 2, . . . , n} the matrix EI ∈ g by
(EI)ij =
{
1 if i = j ∈ I
0 otherwise.
(39)
Deﬁnition 3.5. We call C generic if
∑d
i=1 trC
i
1 = 0 and for every integer n
′ < n
and subsets I1, . . . , Id ⊂ {1, . . . , n} of size n′ we have
d∑
i=1
〈
Ci1, EIi
〉 	= 0. (40)
In other words there are no invariant subspaces V1, . . . , Vd ⊂ Cn of the same
dimension such that
∑
i trC
i
1|Vi = 0, if C is generic. It is clear that we can always
ﬁnd such a generic C and we will see by direct computations, that the invariants
we compute do not depend on the choice of C.
We now give an explicit description of Mn(C) in terms of Gk-coadjoint orbits.
First notice that a formal type C as in (38) naturally deﬁnes an element in g∗k
by taking the principal part and forgetting dz. We denote the Gk coadjoint orbit
through C by OC ⊂ g∗k. The action of Gk on OC is Hamiltonian with respect to
the standard symplectic structure on OC and the inclusion OC ↪→ g∗k is a moment
map. In particular, a moment map for the induced action of G ⊂ Gk is given by
πres : OC → g∗, see (36). Consequently, for formal types C1, . . . , Cd the action of
G on OC1 × · · · × OCd by simultaneous conjugation admits a moment map
μd : OC1 × · · · × OCd → g∗
(Y 1, Y 2, . . . , Y d) →
d∑
i=1
πres(Y
i).
Proposition 3.6. (i) For any choice of C there is a bijection
Mn(C) ∼= μ−1d (0)/G.
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(ii) If C is generic, we can identify Mn(C) with the points of the smooth aﬃne
GIT quotient μ−1d (0) // G = Spec(C[μ
−1
d (0)]
G). If non-empty, Mn(C) is
equidimensional of dimension k(n2 − n)− 2(n2 − 1).
Proof. The ﬁrst part is contained in [Boa01, Proposition 2.1], but we will reprove
the statement for the convenience of the reader. Fix a coordinate z on P1 and
assume that none of the ai’s are at inﬁnity. Given an element [V,∇] ∈ Mn(C) we
can write ∇ = d−A (after ﬁxing a trivialization of V ) with
A =
d∑
i=1
Aiki
dz
(ai − z)ki + · · ·+A
i
1
dz
z
+ holomorphic terms,
where all Aij ∈ g. Thus by looking at the principal parts of A and forgetting dz
we obtain for each 1 ≤ i ≤ d an element Ai ∈ g∗k. By our assumptions ∇ is
regular at each ai and hence has formal type C
i if and only if Ai ∈ OCi , see for
example [BJL79, Proposition 1]. Furthermore the condition μd(A
1, · · · , Ad) = 0
is equivalent to ∇ not having a pole at inﬁnity. Finally, an isomorphism of trivial
bundles over P1 is given by an element in G, which corresponds to simultaneous
conjugation on
∏d
i=1OCi .
Assume now C is generic. We show ﬁrst, that PGLn = G/C
× acts freely on
μ−1d (0). Let (A
1, . . . , Ad) ∈ μ−1d (0) and g ∈ G such that AdgAi = Ai for 1 ≤ i ≤ d.
We show now, that g is scalar, by looking at some non-zero eigenspace V of g.
Then clearly Ai1 will preserve V for all i and by the moment map condition we
deduce
∑
i trA
i
1|V = 0. The point is now, that for each i there is a subspace V
′
i of
the same dimension as V such that
trAi1|V = trC
i
|V ′i . (41)
By the genericity of C, 3.5 this implies then V = V ′i = C
n and hence g is scalar.
To prove (41) we ﬁx an i and write Ai = AdhC
i for some h ∈ Gki . By
conjugating Ai and g with the constant term h0 of h we can assume without loss
of generality h ∈ Bki i.e. h0 =  . Then Aiki = Ciki ∈ treg and thus g ∈ T .
Next consider h¯ = hgh−1, which satisﬁes Adh¯Ci = Ci. By Lemma 3.1.2 we have
h¯ ∈ Tk and then by 3.1.3 hgh−1 = g. This implies that hj preserves V for every
0 ≤ j ≤ ki − 1 and hence we have trA|V = tr(AdhCi)|V = trAdh|V Ci|V = trCi|V .
This proves (41) and hence PGLn acts freely on μ
−1
d (0).
In particular, all the G-orbits in μ−1d (0) are closed and hence set-theoretic quo-
tient agrees with the points of the GIT quotient μ−1d (0) //G [Dol03, Theorem 6.1].
Furthermore as in Section 1.1, freeness of the PGLn action implies that 0 is a reg-
ular value of μd, which in turn implies smoothness of μ
−1
d (0) and hence of Mn(C).
By looking at tangent spaces we see that the dimension of Mn(C) is given by
dim
d∏
i=1
OCi − 2 dimPGLn = k(n2 − n)− 2(n2 − 1).
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3.4 Fourier transform of a pole
In this section we compute the Fourier transform F([OC ]) ∈ KExpVarg of a coad-
joint orbit πres : OC → g∗ of a formal type C, where we use the language of Section
1.2. Assuming k ≥ 2 we can give an explicit formula for F([OC ]), but before we
need to introduce some more notation.
As in Section 2.3.1 we denote by Pn the set of partitions of n. A semi-simple
element X ∈ g has type λ = (λ1, . . . , λl) ∈ Pn if X has l diﬀerent eigenvalues
a1, . . . , al and the multiplicity of ai is λi for 1 ≤ i ≤ l. We write gλ = {X ∈
g | X has type λ} and iλ : gλ ↪→ g. Finally, we put N(λ) =
∑
i(λ
i)2.
Theorem 3.7. For any partition λ ∈ Pn we have in E xpMgλ the formula
i∗λF([OC ]) =
Ln+
1
2 (k(n
2−2n)+(k−2)N(λ))
(L− 1)n
[
Zλ, ϕ
C
]
, (42)
where Zλ = {(g,X) ∈ G × gλ | Adg−1X ∈ t} and ϕC(g,X) =
〈
C1,Adg−1X
〉
.
Furthermore the pullback of F([OC ]) to the complement g \
⊔
λ gλ equals 0.
Proof. By the formula (5) we have
F([OC ]) = [OC × g, 〈πirr ◦ prOC , prg〉] = [OC × g, 〈prOC , prg〉],
where for the second equality sign we used the deﬁnition of 〈, 〉 (35).
By Lemma 3.2 we can rewrite this in E xpMg as
F([OC ]) = (L− 1)−n
[
G×Bodk × g,
〈
Γ ◦ prG×Bodk , prg
〉]
.
Now notice that for all (g, b,X) ∈ G×Bodk × g we have
〈Γ(g, b), X〉 = 〈AdgbC,X〉 =
〈
AdbC,Adg−1X
〉
.
Thus we ﬁnally obtain
F([OC ]) = (L− 1)−n
[
G×Bodk × g,
〈
Adpr
Bod
k
C,Ad(prG)−1prg
〉]
. (43)
We will simplify this by applying Lemma 1.2. First write gl and gu for the
subspaces of strictly lower and upper triangular matrices in g respectively, such
that god = gl ⊕ gu. Next consider the decomposition Bodk = Bod+ ⊕Bod− with
Bod+ =
{
{b ∈ Bodk | b k2 = · · · = bk−1 = 0} if k is even
{b ∈ Bodk | b k−1
2
∈ gl, b k+1
2
= · · · = bk−1 = 0} if k is odd
Bod− =
{
{b ∈ Bodk | b1 = · · · = b k−2
2
= 0} if k is even
{b ∈ Bodk | b k−1
2
∈ gu, b1 = · · · = b k−3
2
= 0} if k is odd.
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It follows from Lemma 3.8 below that there are functions
(h1, h2) : G× g×Bod+ → (Bod− )∗ × C
such that
〈
AdbC,Adg−1X
〉
= 〈h1(g,X, b+), b−〉+ h2(g,X, b+) for all g ∈ G,X ∈ g
and b = (b+, b−) ∈ Bod+ ⊕Bod− . More explicitly h1 and h2 are given by
h2(g,X, b+) =
〈
Adb+C,Adg−1X
〉
,
〈h1(g,X, b+), b−〉 =
〈
AdbC −Adb+C,Adg−1X
〉
.
Applying now Lemma 1.2 to this decomposition, formula (43) becomes
F([OC ]) = (L− 1)−nLdimBod− [h−11 (0), h2].
Again by Lemma 3.8 we have
h−11 (0) = {(g,X, b+) ∈ G× g×Bod+ | Adg−1X ∈ t, [b+,Adg−1X] = 0}.
The condition Adg−1X ∈ t already implies, that F([OC ]) is supported on
⊔
λ gλ.
Notice further that for (g,X, b+) ∈ h−11 (0) as [b+,Adg−1X] = 0, we have
h2(g,X, b+) =
〈
C,Adb−1+
Adg−1X
〉
=
〈
C,Adg−1X
〉
,
in particular h2 is independent of b+. Furthermore for any λ ∈ Pn the pullback
i∗λh
−1
1 (0) → Zλ is a vector bundle of rank k−22 (N(λ)− n) and thus
i∗λ[h
−1
1 (0), h2] = L
k−2
2 (N(λ)−n)[Zλ, ϕC ].
Together with dimBod− =
k
2
(
n2 − n) the theorem follows.
We are left with proving Lemma 3.8, for which we need the following explicit
formula for the inverse of an element b =  +zb1+ · · ·+zk−1bk−1 ∈ Bk. If we write
b−1 =  +zw1 + · · ·+ zk−1wk−1, then wi is given for any 1 ≤ i ≤ k − 1 by
wi =
i∑
m=1
(−1)m
∑
(j1,j2,...,jm)
j1+···+jm=i
bj1 · · · bjm . (44)
Notice that for
⌊
k+1
2
⌋ ≤ m ≤ k − 1, bm can appear at most once in each
summand on the right hand side of (44). This is the crucial observation in the
proof of Lemma 3.8.
Lemma 3.8. For X ∈ g the function
ϕX : B
od
k → C
b → ϕX(b1, b2, . . . , bk−1) = 〈AdbC,X〉
32
is aﬃne linear in b k+12 , . . . , bk−1. It is independent of those variables if and only
if X ∈ t and b1, b2, . . . , b k−22  commute with X.
In this case, if k is odd and we decompose b k−1
2
= bl + bu, where bl and bu are
strictly lower and upper triangular respectively, then ϕX is aﬃne linear in b
u and
independent in of bu if and only if bl commutes with X.
Proof. It follows directly from (44), that ϕX depends linearly on bi for
⌊
k+1
2
⌋ ≤
i ≤ k − 1.
For b ∈ Bodk , using the notation (44) we have
〈AdbC,X〉 = tr
k∑
i=1
i−1∑
j=0
bjCiwi−j−1X, (45)
where we use the convention b0 = w0 =  . We start by looking at the dependence
of 〈AdbC,X〉 when varying bk−1. The terms in (45) containing bk−1 are given by
tr(bk−1CkX − Ckbk−1X) = tr[bk−1, Ck]X.
As Ck ∈ treg, the commutator [bk−1, Ck] can take any value god, thus tr[bk−1, Ck]X
is independent of bk−1 if and only if X ∈ (god)⊥ = t.
Assume from now on X ∈ t. We show now inductively that ϕX is independent
of b k+12 , . . . , bk−2 if and only if b1, b2, . . . , b k−22  all commute with X.
To do so, ﬁx
⌊
k+1
2
⌋ ≤ m ≤ k−2 and assume that b1, . . . , bk−2−m commute with
X. Consider the element
b′ =  +zb1 + · · ·+ zm−1bm−1 + zmbmX + zm+1bm+1 + · · ·+ zk−1bk−1 ∈ Bodk .
The point is now, that the bm-parts of the explicit formulas for 〈AdbC,X〉 and
Res0 tr(b
′Cb′−1) = Res0 tr(C) = tr(C1) are very similar. Indeed, from (45) we see,
that all the terms containing bm in 〈AdbC,X〉 are contained in
tr
k∑
i=m+1
bmCiwi−m−1X +
k−1∑
r=m
k∑
i=r+1
bi−r−1CiwrX. (46)
To write a formula for Res0 tr(b
′Cb′−1) we write b′−1 =  +zw′1+· · ·+zk−1w′k−1.
Then we can use a similar expression as (45) to conclude that all the terms con-
taining bm in Res0 tr(b
′Cb′−1) are contained in
tr
k∑
i=m+1
bmXCiw
′
i−m−1 +
k−1∑
r=m
k∑
i=r+1
bi−r−1Ciw′r. (47)
Next we want to study the dependence of the diﬀerence (46) - (47) on bm.
Notice ﬁrst, that since [bi, X] = 0 for 1 ≤ i ≤ k − 2 − m also [wi, X] = 0 for
1 ≤ i ≤ k− 2−m and furthermore [wk−m−1, X] = [X, bk−m−1]. From (44) we also
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see w′i = wi for all 1 ≤ i < m. Finally, we remark that wrX − w′r is independent
of bm for m ≤ r ≤ k − 2 and the terms containing bm in wk−1X − w′k−1 are given
by bm[bk−m−1, X]. Combining all this we see that the terms containing bm in (46)
- (47) are just
tr (bmCk[X, bk−m−1] + Ckbm[bk−m−1, X]) = tr[bm, Ck][X, bk−m−1].
Since Ck ∈ treg, the commutator [bm, Ck] can take any value in god as we vary bm ∈
god. Hence in order for tr[bm, Ck][X, bk−m−1] to be constant, we need [X, bk−m−1] ∈
t. Since X ∈ t this is only possible if [X, bk−m−1] = 0, which ﬁnishes the induction
step.
Finally, we consider the special case m = k−12 , when k is odd. Then by the
same argument as before we obtain, that all the terms in 〈AdbC,X〉 which depend
on bm are tr[bm, Ck][X, bm]. Now using the decomposition bm = b
l + bu we have
tr[bm, Ck][X, bm] = 2tr(b
u[Ck[X, b
l]]).
Since the orthogonal complement of strictly upper triangular matrices are the upper
triangular matrices we see that tr(bu[Ck[X, b
l]]) is independent of bu if and only if
[X, bl] = 0.
3.5 Motivic classes of open de Rham spaces
Let D = k1a1+ · · ·+kdad be an eﬀective divisor on P1 and C1, . . . , Cd formal types
such that C is generic. We compute now [Mn(C)] ∈ M , under the assumption
that all poles are at least of order two, i.e. ki ≥ 2 for 1 ≤ i ≤ d. For a partition
λ = (λ1 ≥ · · · ≥ λl) ∈ Pn we deﬁne the numbers l(λ) = l, N(λ) =
∑l
j=1 λ
2
j and
mj(λ) the multiplicity of j ∈ N in λ. Furthermore we put
Stab(λ) =
l∏
j=1
GLλj ⊂ GLn .
Theorem 3.9. The motivic class of Mn(C) in M for a generic C, where all poles
are of order at least 2, is given by
[Mn(C)] = (48)
L
k
2 (n
2−2n)+n(d−n)+1
(L− 1)nd−1
∑
λ∈Pn
(−1)l(λ)−1(l(λ)− 1)!(n!)d∏
j(λj !)
d
∏
r≥1mr(λ)!
L
N(λ)
2 (k−2d)[Stab(λ)]d−1.
We start by simplifying [Mn(C)] in the following standard way.
Lemma 3.10. In M we have
[Mn(C)] = (L− 1)[μ
−1
d (0)]
[G]
. (49)
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Proof. Similar to Lemma 3.2 we consider the T dk -principal bundle α : G
d
k →∏d
i=1OCi . Notice that α is G-equivariant with respect the free G-action on Gdk
given by left-multiplication. By restriction we obtain a G-equivariant T dk -principal
bundle X → μ−1d (0). Taking the (aﬃne GIT-)quotient by G, we obtain a C× \T dk /-
principal bundle G \X → Mn(C). Also X → G \X is a G-principal bundle, as it
is the restriction of Gdk → G \ Gdk. As the groups T dk , Gk and C× \ T dk are special
[Ser58, Section 4.3], all the principal bundles here are Zariski locally trivial and we
get
[Mn(C)] = [G \X]
[C× \ T dk ]
=
[X]
[G][C× \ T dk ]
=
[μ−1d (0)][T
d
k ](L− 1)
[G][T dk ]
=
(L− 1)[μ−1d (0)]
[G]
.
By (49) it is enough to determine [μ−1d (0)] = 0
∗[OC1 × · · · × OCd ], where we
consider 0 : Spec(C) → g∗ as a morphism. Using motivic convolution and in
particular Proposition 1.6 we have an equality of motivic Fourier transforms
F
([
d∏
i=1
OCi
])
= F ([OC1 ] ∗ · · · ∗ [OCd ]) =
d∏
i=1
F([OC ]) ∈ KExpVarg . (50)
Notice that the last product is relative to g, hence we have by Theorem 3.7 for
every λ ∈ Pn
i∗λ
d∏
i=1
F([OC ]) = (L− 1)−ndLdn+ 12 (k(n2−2n)+N(λ)(k−2d))
d∏
i=1
[
Zλ, ϕ
Ci
]
= (L− 1)−ndLdn+ 12 (k(n2−2n)+N(λ)(k−2d))
[
Zdλ,
d∑
i=1
ϕC
i
]
,
with the notations k =
∑
ki, Z
d
λ for the d-fold product Zλ×g · · ·×gZλ and
∑
i ϕ
Ci
for the function taking (z1, . . . , zd) ∈ Zdλ to
∑
i ϕ
Ci(zi). By Fourier inversion 1.4
we thus get
[μ−1d (0)] = 0
∗F
(
d∏
i=1
F([OC ])
)
= (L− 1)−ndLdn+ 12k(n2−2n)−n2
∑
λ∈Pn
L
1
2N(λ)(k−2d)
[
Zdλ,
∑
i
ϕC
i
]
(51)
This leaves us with understanding
[
Zdλ,
∑
i ϕ
Ci
]
as an element of KExpVar.
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We start by taking a closer look at Zλ = {(g,X) ∈ G × gλ | Adg−1X ∈ t}. If
we put tλ = t ∩ gλ we have an isomorphism
Zλ
∼−→ tλ ×G (52)
(g,X) → (Adg−1X, g).
Next we need to ﬁx some notation to describe tλ combinatorially. To parametrize
the eigenvalues of elements in tλ deﬁne for anym ∈ N the open subvariety Am◦ ⊂ Am
as the complement of ∪i=j{xi = xj}.
Furthermore we need some discrete data. A set partition of n is a partition I =
{I1, I2, . . . , Il} of {1, 2, . . . , n} i.e Ii ∩ Ij = ∅ for i 	= j and ∪iIi = {1, 2, . . . , n}. For
λ = (λ1 ≥ · · · ≥ λl) ∈ Pn we write Pλ for the set of set partitions I = {I1, . . . , Il}
of n such that {|I1|, . . . , |Il|} = {λ1, . . . , λl}. We stress that the Ii’s are not ordered
and hence |Pλ| = n!∏l
i=1 λi!
∏
j≥1 mj(λ)!
, where mj(λ) denotes the multiplicity of j in
λ.
With this notations we get a parametrization
p : Pλ × Al◦ ∼−→ tλ (53)
(I, α) →
l∑
j=1
αjEIj ,
where for any subset J ⊂ {1, . . . , n} EJ is deﬁned as in (39) and we require |Ij | =
λj . Notice that p is not uniquely deﬁned this way as we might switch Ia and Ib in
a given I, if |Ia| = |Ib|. As this doesn’t matter for us, we will just ﬁx a p once and
for all.
For any I ∈ Pλ we also deﬁne tIλ as the image of the restriction pI = p|{I}×Al◦ :
{I} × Al◦ ∼−→ tIλ.
Lemma 3.11. The following relation holds in KExpVar[
Zdλ,
d∑
i=1
ϕC
i
]
=
∏
r≥1
(mλ(r)!)
d−1[G×Stab(λ)d−1]
∑
(I1,...,Id)∈(Pλ)d
[
Al◦,
d∑
i=1
〈
Ci1, pIi
〉]
.
Proof. Combining (52) and (53) we have Zλ ∼=
⊔
I∈Pλ A
l
◦×G. One can then check
that (Al◦×G)×gλ (Al◦×G) has
∏
r≥1mλ(r)! connected components, each of which
is isomorphic to Al◦×G×Stab(λ). Applying this reasoning d−1 times and keeping
track of the isomorphisms gives the desired equality.
Proof of Theorem 3.9. Combining (49), (51) and Lemma 3.11 we are left with com-
puting the character sum
[
Al◦,
∑d
i=1
〈
Ci1, pIi
〉]
for a ﬁxed d-tuple (I1, . . . , Id) of set
partitions of n. For α ∈ Al◦ we can write
d∑
i=1
〈
Ci1, pIi(α)
〉
=
d∑
i=1
〈
Ci1,
l∑
j=1
αjEIij
〉
=
l∑
j=1
αj
d∑
i=1
〈
Ci1, EIij
〉
.
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Now for a ﬁxed 1 ≤ j ≤ l we have by deﬁnition |EI1j | = · · · = |EIdj |. Thus
by our genericity assumption (40) the numbers βj =
∑d
i=1
〈
Ci1, EIij
〉
satisfy the
assumptions of Lemma 3.12 below, and we deduce[
Al◦,
d∑
i=1
〈
Ci1, pIi
〉]
= (−1)l−1(l − 1)!L, (54)
which proves Theorem 3.9.
Lemma 3.12. Let β1, . . . , βm be complex numbers such that
∑m
j=1 βj = 0 and
for J ⊂ {1, 2, . . . ,m} be a proper subset ∑j∈J βj 	= 0. Then for the function
〈·, β〉 : Am◦ → C, α →
∑m
j=1 αjβj we have
[Am◦ , 〈·, β〉] = (−1)m−1(m− 1)!L ∈ KExpVar .
Proof. We use induction on m. For m = 1 we have β1 = 0 and A
1
◦ = A
1, hence the
statement is clear. For the induction step consider Am◦ as a subvariety of A
m−1
◦ ×A1.
As βm 	= 0 we have [Am−1◦ × A1, 〈·, β〉] = 0, hence
[Am◦ , 〈·, β〉] = −[Am−1◦ × A1 \ Am◦ , 〈·, β〉].
Now notice that the complement Am−1◦ ×A1\Am◦ has m−1 connected components,
each of which is isomorphic Am−1◦ , which implies the formula.
3.6 Remarks on ﬁnite ﬁelds and purity
The description of Mn(C) in Proposition 3.6 allows us to consider open de Rham
spaces over any ﬁeld, in particular over a ﬁnite ﬁeld Fq. By taking a spreading out
of Mn(C) over some ﬁnitely generated Z-algebra we see that if the characteristic
of Fq is large enough, Theorem 3.9 also hold when we replace every motivic class
with the number of rational points over Fq [HRV08, Appendix].
We can even say more. Namely the proof of Theorem 3.7 implies that the
Fourier transform of the count function #C : g
∗ → Z, Y → |π−1res(Y )(Fq)| associated
to the coadjoint orbit πres : OC → g∗ is supported on semi-simple elements in g,
whose eigenvalues are in the ﬁeld Fq. Given such an X ∈ g of type λ ∈ Pn, the
Fq-version of formula (42) reads
F(#C)(X) = q
n+ 12 (k(n
2−2n)+(k−2)N(λ))
(q − 1)n |Stab(λ)(Fq)|
∑
t∈AdGX∩t
Ψ(〈C1, t〉), (55)
where AdGX ⊂ g denotes the orbit of X under the adjoint action and F and Ψ
are deﬁned as in Section 1.2.
Now even though our argument in Section 3.4 does not work for k = 1, formula
(55) continues to hold for X ∈ g semi-simple with eigenvalues in Fq. Indeed in
this case #C is the characteristic function of the coadjoint orbit OC ⊂ g∗ and the
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formula (2.5.5) in [HLRV11] for its Fourier transform agrees with (55), when we
put k = 1.
Hence for a generic C with at least one pole of order ≥ 2, we can compute
|Mn(C)(Fq)| as in Section 3.5, since we have to evaluate the product in (50) only
on semi-simple elements whose eigenvalues are in Fq (if all poles are of order 1, one
also has to consider non semi-simple elements).
Corollary 3.13. For a generic C with at least one pole of order ≥ 2, the number
of Fq-rational points of Mn(C) is given by formula (48) when we replace L by q.
In particular, in this case Mn(C) is non-empty and connected.
Proof. The explanation why (48) continues to hold is given in the previous para-
graph. By Katz’s theorem [HRV08, Theorem 6.1.2] (or in the motivic case by
applying (7)) we see that the same formula (48) also gives the E-polynomial
E(Mn(C);x, y), when L is replaced everywhere with xy. By a direct inspection we
then see that E(Mn(C); t, t) is a monic polynomial of degree 2k(n2−n)−4(n2−1) =
2 dimMn(C), which implies that Mn(C) is non-empty and by Lemma 1.8 also
connected.
It is somewhat unfortunate that we have to use ﬁnite ﬁelds to be able to include
order 1 poles in our computations. We plan to come back to this problem in the
future and hopefully prove formula (55) in the motivic setting also for k = 1.
We ﬁnish by looking at some special cases of (48). For n = 2 the formula reads
[M2(C)] = L
k−3(Lk−d−1(L+ 1)d−1 − 2d−1)
L− 1 .
For small values of d [M2(C)] is then given by
d = 2; Lk−3
(
Lk−3 + 2Lk−4 + 2Lk−5 + · · ·+ 2) ,
d = 3; Lk−3
(
Lk−3 + 3Lk−4 + 4Lk−5 + · · ·+ 4) ,
d = 4; Lk−3
(
Lk−3 + 4Lk−4 + 7Lk−5 + 8Lk−6 + · · ·+ 8) .
It turns out that in all examples we can compute, the coeﬃcients of [Mn(C)]
as a polynomial in L will always be positive, in particular the coeﬃcients of
E(Mn(C);x, y) seem to be positive. By (6) a suﬃcient condition for this is that the
compactly supported cohomology of Mn(C) is pure i.e. hp,q;ic = 0 unless p+ q = i.
If all poles in C are of order 1 this is proven in [HLRV11, Theorem 2.2.6] using
the description of Mn(C) as a quiver variety. In [HWW] we obtain a quiver like
description of Mn(C) for poles of any order, giving more evidence and a possible
strategy for the following natural conjecture.
Conjecture 3.14. For any generic C the (compactly supported) mixed Hodge
structure of Mn(C) is pure.
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4 Push-forward Measures of Moment Maps over
Local Fields
In this ﬁnal Chapter we consider the same situation as in Section 2.1, but with
base ﬁeld a local ﬁeld F and instead of the motivic measure we consider the natural
Haar measure H on F . These two measures are not unrelated. Namely H will
induce a canonical measure dX on any variety X which is smooth over the ring
of integers O ⊂ F . By a theorem of Weil [Wei12] the volume of X(O) is up to a
factor equal to |X(Fq)|, where Fq is the residue ﬁeld of F , which is always assumed
to be ﬁnite. As counting over ﬁnite ﬁelds is essentially a realization of the motivic
measure, we see that dX is in some sense a reﬁnement of the motivic measure.
As a natural question we will thus study the analogue of Proposition 2.3, i.e.
the push forward of the Haar measure along the moment map
μ : V × V ∗ → g. (56)
By Weil’s theorem we do not expect to see anything new at the O-smooth ﬁbers of
μ, which is why we focus our attention to μ−1(0). More precisely we are interested
in the ’relative volume’ Bμ of μ
−1(0) i.e. the value of the density μ∗(HV×V ∗)/Hg
at 0 and the geometric information it contains. We are not able to give a precise
answer to this question here, but we hope that the computations and conjectures
we present will be a starting point for interesting future research directions.
We now explain the structure of this chapter in more detail. The ﬁrst section
contains the necessary background on local ﬁelds, we introduce in particular the
Fourier transform operator and the corresponding inversion formula.
In the second section we deﬁne the local Igusa zeta function If (s) of a poly-
nomial map f : An → Am between aﬃne spaces, our main example being f = μ
a moment map as in (56). Not only is Iμ(s) a strictly ﬁner invariant than Bμ,
but while Bμ can be inﬁnite, Iμ(s) is always a rational function in q−s and if Bμ
is ﬁnite we can recover it as a residue of Iμ(s) at a simple pole. Another reason
to consider If (s) is the functional equation it satisﬁes, which will explain certain
symmetries of Bμ.
In Section 4.3 we use our localization philosophy, or more precisely a p-adic
analogue of Proposition 2.3, to give a formula for computing Iμ(s). In general it
seems quite hard to evaluate this formula, but if we restrict ourselves to the moment
maps that appear in the construction of hypertoric varieties (19) we can be very
explicit. In this case we can express Iμ(s) = IA(s) in terms of the combinatorics
of the associated hyperplane arrangement A, which is the content of Section 4.4.
A direct consequence of this explicit formula is that the (real parts of the) poles
of IA(s) are contained in a ﬁnite set of negative integersPA. In Section 4.5 we give
a criterion, for when an integer in PA is an actual pole of IA(s) and deduce that
the two largest and the smallest number in Pμ(s) will always be poles of IA(s).
The interest in the poles of IA(s), or more generally If (s), comes from Igusa’s
long standing monodromy conjecture [Igu88]. One version of the conjecture states
that the poles of If (s) should agree with the roots of the so-called Bernstein-Sato
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polynomial bf of f . The conjecture has been checked in many cases when f is
a single polynomial, but in general only a few examples are known [HMY07]. It
would thus be interesting to see, if one can use analogous localization ideas to
compute the roots of bμ, which is a question we will try to answer in the future.
In the last two sections we come back to the relative volume Bμ. In 4.6 we use
the description of Bμ as a residue of IA(s) to prove that the ’numerator’ B′μ of Bμ
is palindromic as a polynomial in q. Based on numerical evidence we furthermore
conjecture that B′μ has positive coeﬃcients.
Finally, in Section 4.7 we consider hyperplane arrangements which come from a
quiver Γ. Here our motivation comes from a result of Crawley-Boevey and Van den
Bergh [CBVdB04], which says that the number of indecomposable representations
of Γ over Fq for an indivisible dimension vector is up to a factor equal to the
number of stable points on μ−1(0)(Fq). In our case, we consider idecomposable 1-
dimensional representations of Γ over the ﬁnite quotient rings O → O/mα, where
m ⊂ O denotes the maximal ideal. Using a formula of Mellit [Mel16] we show that
the asymptotic number of such representations as α → ∞ is given by a rational
function AΓ(q). We ﬁnish by giving some numerical evidence for the conjecture
that the numerator A′Γ(q) of AΓ(q) equals B
′
μ(q).
4.1 Local ﬁelds and some harmonic analysis
In this section we recall some basic facts about local ﬁelds. Everything we say here
can be found in various places, for example [Ser13, Tai75].
By a local ﬁeld F we will always mean a locally compact, non-discrete, totally
disconnected ﬁeld, where locally compact means that both abelian groups (F,+)
and F× are locally compact. With this deﬁnition there are two kinds of local ﬁelds:
Char(F) = 0 : F is a ﬁnite extension of a p-adic ﬁeld Qp for some prime
number p.
Char(F) > 0 : F is the ﬁeld of rational functions over a ﬁnite ﬁeld Fq i.e.
F = Fq((X)).
We ﬁx now a local ﬁeld F once and for all. Write ν : F → Z ∪ {∞} for the
valuation and | · | : F → Q for the norm. The latter is multiplicative and satisﬁes
the non-archimedean triangle inequality
|x+ y| ≤ max{|x|, |y|} for all x, y ∈ F. (57)
Moreover, we have an equality in (57) whenever |x| 	= |y|.
Hence the unit ball O = {x ∈ F | |x| ≤ 1} is a sub-ring of F called the ring
of integers. It is a regular local ring of dimension 1 with maximal ideal m = {x ∈
F | |x| < 1}. In particular, m is principal and we ﬁx for convenience a generator
π i.e. (π) = m. The quotient O/m is called the residue ﬁeld and is isomorphic to
a ﬁnite ﬁeld Fq. The characteristic of Fq is called the residue characteristic of F .
More generally we have for any α ∈ Z≥0 a ﬁnite ring Oα = O/mα.
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The units O× of O are the complement of m i.e O× = {x ∈ O | |x| = 1}. Then
every x ∈ F× can be written uniquely as x = uπα for some u ∈ O× and α ∈ Z. As
|π| = q−1 we see that the image of the norm map | · | : F → Q is qZ ∪ {0}.
We will need three more pieces of data naturally associated with F . The ﬁrst is
a natural section of the projection O → Fq called the Teichmu¨ller lift σ : Fq → O,
which is characterized by σ(0) = 0 and σ|F×q being multiplicative. Every x ∈ O
then has a unique presentation as convergent power series
x =
∞∑
α=0
σ(xα)π
α, xα ∈ Fq.
Hence we can speak of the coeﬃcient of x at πα as an element in Fq. In
particular, we have decompositions
O =
⊔
ζ∈Fq
σ(ζ) +m, O× =
⊔
ζ∈F×q
σ(ζ) +m. (58)
Next, since (F,+) is locally compact, we can consider the Haar measure H on
F and more generally Hn on Fn for any n ≥ 1, normalized by Hn(On) = 1 . For
any measurable subset A ⊂ Fn, x ∈ F and y ∈ Fn we have
Hn(xA) = |x|nHn(A), Hn(y +A) = Hn(A). (59)
All integrals we consider will be with respect to this Haar measure, and we will
in general only indicate the variable, over which we integrate. The following lemma
is an easy consequence of (59) and we will use it many times without explicitly
mentioning.
Lemma 4.1. For any α ∈ Z we have
H (παO) = H ({x ∈ O | |x| ≤ q−α}) = q−α,
H
(
παO×) = H ({x ∈ O | |x| = q−α}) = q−α (1− q−1) .
Proof. Both equations follow from (59), for the second one we also use O× =
O \m.
Finally, we ﬁx a non-trivial additive character Ψ : F → C× normalized by the
condition ker(Ψ) = m. As in the ﬁnite ﬁeld case, the integrals we compute will not
depend on the actual choice of Ψ.
We ﬁnish this section by introducing the Fourier transform on Fn. Write S(Fn)
for the C-vector space of locally constant, complex valued functions with compact
support on Fn. The Fourier transform F(f) of a function f ∈ S(Fn) is a function
on Fn deﬁned by
F(f)(y) =
∫
Fn
f(x)Ψ(〈y, x〉)dx for all y ∈ Fn,
where 〈, 〉 : Fn × Fn → F denotes the standard inner product.
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Lemma 4.2. [Igu00, Lemma 8.1.3] The Fourier transform deﬁnes a linear iso-
morphism F : S(Fn) → S(Fn) and satisﬁes
F(F(f))(x) = q−nf(−x)
for all f ∈ S and x ∈ Fn.
For any subset A ⊂ Fn we write χA for the characteristic function of A. In
practice all the Fourier transforms we need can be computed from the following
lemma using the linearity of F .
Lemma 4.3. For every α ∈ Z and y ∈ Fn we have
F(χπαOn)(y) =
∫
παOn
Ψ(〈y, x〉)dx = q−αnχπ−α+1On(y).
Proof. Since Ψ is a character we can write∫
παOn
Ψ(〈y, x〉)dx =
n∏
i=1
∫
παO
Ψ(yixi)dxi.
If for some 1 ≤ i ≤ n we have |yi| = qβ with β ≥ α, then xi → Ψ(yixi) will
descend to a non-trivial character on the ﬁnite abelian group παO/πβ+1O and
hence
∫
O Ψ(xiyi)dyi = 0. This implies the lemma.
4.2 Local Igusa zeta funcions
In this section we ﬁx a polynomial map f : An → Am given by f1, . . . , fm ∈
O[x1, . . . , xn]. As mentioned already, we are interested in the push-forward measure
f∗(Hn) and how it compares to Hm. As it turns out this is described by some
interesting arithmetics of f . For α ≥ 0 denote by Bf,α the number of solutions to
f ≡ 0 modulo πα i.e.
Bf,α = |{x ∈ Onα | f(x) = 0}|.
Looking at the projection On → Onα for every α ≥ 0, we see
f∗(Hn) (παOm) = Hn
({x ∈ On | ||f(x)|| ≤ q−α}) = Bf,αq−nα. (60)
In particular, the ”quotient” f∗(Hn)/Hm at the origin is given by
Bf = lim
α→∞
f∗(Hn) (παOm)
Hm(παOm) = limα→∞ q
−α(n−m)Bf,α
We think of Bf as the relative volume of f
−1(0), which is in general a singular
variety. If f−1(0) is smooth then it follows from a theorem of Weil [Wei12, Theorem
2.2.5], that Bf = q
− dim f−1(0)|f−1(0)(Fq)|. In the singular case Bf seems to have
some interesting properties, as we try to illustrate with the following example.
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Example 4.4. Take f : A2m+2 → Am to be given for all x, y ∈ Om+1 by
f(x, y) = (x1y1 − x2y2, x2y2 − x3y3, . . . , xmym − xm+1ym+1).
Then it is not hard to see, that we have
Bf,α =
∑
λ∈Oα
|{(z, w) ∈ O2α | zw = λ}|m+1. (61)
A direct computation then shows
|{(z, w) ∈ O2α | zw = λ}| =
{
(β + 1)(q − 1)qα−1 if |λ| = q−β 	= 0
(α+ 1)qα − αqα−1 if λ = 0. (62)
As it turns out the formula for Bf,α will not be particularly nice, however the limit
Bf = limα→∞ q−α(m+2)Bf,α seems to be much better behaved. First the λ = 0
term in (61) goes to zero and we get
Bf = lim
α→∞ q
−α(m+2)
α−1∑
β=0
(q − 1)qα−β−1(β + 1)m+1(q − 1)m+1q(α−1)(m+1)
= (1− q−1)m+2
∞∑
β=0
(β + 1)m+1q−β = q−mEm+1(q),
where En denotes the n-th Eulerian polynomial [Pet15]. These polynomials appear
in many places, notably as the Poincare´ polynomials of toric varieties associated
with the permutahedra. In particular, they are palindromic and have positive
coeﬃcients. The ﬁrst few are given by
E1(t) = 1, E2(t) = t+ 1, E3(t) = t
2 + 4t+ 1,
E4(t) = t
3 + 11t2 + 11t+ 1, E5(t) = t
4 + 26t3 + 66t2 + 26t+ 1.
From the deﬁnition of Bf it is not at all clear, that Bf < ∞ and indeed in
general it will not be. In fact this already fails in the following simple example.
Example 4.5. Consider the multiplication map f : A2 → A1 given by f(x, y) =
xy. From (62) we see that the number Bf,α of solution to xy = 0 in O2α is given
by (α+ 1)qα − αqα−1 and hence
Bf = lim
α→∞ q
−αBf,α = lim
α→∞(α+ 1)− q
−1α = ∞.
A both interesting and convenient way to deal with this problems is to intro-
duce an extra complex variable. The resulting object is called the local Igusa zeta
function associated with f and is deﬁned as
If (s) =
∫
On
||f(x)||sdx,
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where ||(y1, . . . , ym)|| = max(|y1|, . . . , |ym|) and s ∈ C with real part greater
than 0. Because of the non-Archimedian norm If (s) depends only on the ideal
(f1, . . . , fm) ⊂ O[x1, . . . , xn] hence one can think of If (s) as being associated to
the variety f−1(0).
The relation with the push-forward measure comes from the almost tautological
formula [Bog07, Section 3.6]∫
On
||f(x)||sdx =
∫
Om
||y||sdf∗(Hn) (63)
Maybe not so surprisingly If (s) is also closely related to the Bf,α’s. Namely
we deﬁne the Poincare´ series of f by
Pf (t) =
∑
α≥0
Bf,αq
−nαtα.
Then using again (60) we see
If (s) =
∫
On
||f(x)||sdx =
∑
α≥0
q−αsHn
({x | ||f(x)|| = q−α})
=
∑
α≥0
q−αs
(
Hn
({x | ||f(x)|| ≤ q−α})−Hn ({x | ||f(x)|| ≤ q−α−1}))
=
∑
α≥0
q−αs
(
Bf,αq
−αn −Bf,α+1q−(α+1)n
)
(64)
= (Pf (q
−s)− 1)(1− qs) + 1. (65)
The real advantage in introducing If (s) comes from its deﬁnition as an integral,
which makes it possible to use analytic and geometric methods to study it. We
quickly explain some basic structure results on If (s), assuming for the rest of this
section that Char(F ) = 0.
The key Idea of Igusa [Igu74] was to use an embedded resolution of f to prove
the following theorem, originally in the case m = 1 (for the multivariate case see
[Loe89]).
Theorem 4.6. The Igusa zeta function If (s) is a rational function in q−s. The
real parts of its poles in C, as a function of s, are negative rational numbers.
The numerical data of a resolution of f will give a set of possible poles for
If (s) which is in general larger that the actual set of poles. The description of the
actual poles is an intriguing open problem and the content of various monodromy
conjectures (see [Den90] for a survey). This is the reason we will spend some time
on the description of the poles of If (s) in the cases we can compute, see Section
4.5.
The same numerical data also describe the asymptotic behavior of Bf,α as
α → ∞ [VZG08]. For us however the following much simpler criterion will do.
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Lemma 4.7. Assume that the largest poles of If (s) is at s = −m. Then Bf is
ﬁnite if and only if s = −m is a simple pole, in which case we have
Bf =
qm
qm − 1 Ress=−m If (s) =
qm(qs+m − 1)
qm − 1 If (s)|s=−m.
Proof. Consider the generating series
(qs+m − 1)Pf (q−s) =
∑
α≥0
(qs+m − 1)Bf,αq−α(s+n)
= qs+m +
∑
α≥0
q−α(s+n)
(
qm−nBf,α+1 −Bf,α
)
.
If s = −m is a simple pole, then it follows from our assumptions and (65), that
(qs+m − 1)Pf (q−s) converges for |s| ≤ m. We can then compute the value at
s = −m as follows:
(qs+m − 1)Pf (q−s)s=−m = lim
N→∞
1 +
N∑
α=0
q−α(n−m)
(
qm−nBf,α+1 −Bf,α
)
= lim
N→∞
q−(N+1)(n−m)Bf,N+1 = Bf .
If s = −m is a higher order pole, a similar argument shows that Bf diverges.
Example 4.8. Continuing Example 4.5 we can use the formula Bf,α = (α+1)q
α−
αqα−1 to compute If (s) via (64):
If (s) =
∑
α≥0
q−αs
((
(α+ 1)− αq−1) q−α − ((α+ 2)− (α+ 1)q−1) q−(α+1))
= (1− q−1)2
∑
α≥0
(α+ 1)q−α(s+1) =
(1− q−1)2
(1− q−(s+1))2 .
In particular, If (s) has a poles of order 2 at s = −1 which by Lemma 4.7 explains
the divergence of Bf .
Finally, we discuss an analogue of the functional equation satisﬁed by the Weil
zeta function. For this consider a homogeneous polynomial f ∈ O[x1, . . . , xn]. We
denote for every e ≥ 1 by F (e) the unique unramiﬁed extension of F of degree
e and by I
(e)
f (s) the Igusa zeta function of f computed over F
(e). We call If (s)
universal over F if there exists If (u, v) ∈ Q(u, v) such that for every e ≥ 1 we
have I(e)f (s) = If (q−es, q−e). Under these assumptions the following is a simpliﬁed
version of a theorem of Denef and Meuser.
Theorem 4.9. [DM91] For almost all residue characteristics, if If (s) is universal
over F it satisﬁes the functional equation
If (u−1, v−1) = udeg fIf (u, v).
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Remark 4.10. The proof uses an embedded resolution of the projective hypersur-
face {f = 0} ⊂ Pn−1 and the functional equation of the Weil zeta function of the
exceptional divisors, which are now projective as well. The same argument should
hence also prove a version of Theorem 4.9 when f = (f1, . . . , fm) is a collection of
homogeneous polynomials of the same degree.
4.3 Push forward measures of moment maps
In this section we derive an analogue of Proposition 2.3 over local ﬁelds in the
following general set up. Let  : Om → gln(O) be an O-linear map, where gln(O)
denotes the O-module of n×n-matrices with entries in O. Deﬁne a ’moment map’
μ : On ×On → Om by the equation
〈μ(x, y), z〉 = 〈(z)x, y〉 ,
for all x, y ∈ On and z ∈ Om. Notice that the standard paring 〈, 〉 induces an
isomorphism HomO(On,O) ∼= On and hence μ is uniquely deﬁned this way.
Finally, we deﬁne a function a : F
m → R≥0 by
a(z) = Hn((z)On ∩mn) =
∫
On
χmn ((z)x) dx, (66)
for z ∈ Fn. Here we also use the notation χA for the characteristic function of
A ⊂ Fn.
Proposition 4.11. The Fourier transform of the push-forward measure μ∗(H2n)
is given by a. More precisely we have for every compact measurable A ⊂ Om
μ∗(H2n)(A) = qm
∫
Fm
F(χA)(z)a(z)dz.
Proof. By deﬁnition of the push-forward measure we can write
μ∗(H2n)(A) = H2n(μ−1(A)) =
∫
On×On
χA(μ(x, y))dxdy. (67)
For ﬁxed x, y ∈ On we have by the Fourier inversion Lemma 4.2
χA(μ(x, y)) = q
m
∫
Fm
F(χA)(z)Ψ(−〈μ(x, y), z〉)dz
= qm
∫
Fm
F(χA)(z)Ψ(−〈(z)x, y〉)dz.
By integrating along y ∈ On we thus have by lemma 4.3∫
On
χA(μ(x, y))dy = q
m
∫
Fm
F(χA)(z)
(∫
On
Ψ(−〈(z)x, y〉)dy
)
dz
= qm
∫
Fm
F(χA)(z)χmn((z)x)dz.
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Plugging this into (67) we obtain the proposition:
μ∗(H2n)(A) = qm
∫
On
∫
Fm
F(χA)(z)χmn((z)x)dzdx
= qm
∫
Fm
F(χA)(z)a(z)dz.
Remark 4.12. Ideally we would like to phrase Proposition 4.11 diﬀerently by
writing
μ∗(H2n)(A) = qm
∫
Fm
F(χA)(z)a(z)dz
= qm
∫
Fm
∫
A
Ψ(〈a, z〉)a(z)dadz = qm
∫
A
F(a)(a)da.
Then we could say, that the density of μ∗(H2n) with respect to Hm is given by
the Fourier transform of a, which would be the exact analogue of Proposition 2.3.
However a will in general not be integrable (Example 4.5 gives such a case), and
hence we cannot interchange the integration over Fm and A in general.
Example 4.13. An interesting special case of Proposition 4.11 comes from taking
A = σ(ζ) + mm where ζ = (ζ1, ζ2, . . . , ζm) ∈ Fmq . Then by deﬁnition of the
push-forward measure and similar as in (60) we have (the ·˜ will always denote the
reduction to the residue ﬁeld Fq).
μ∗(H2n)(A) = H2n(μ−1(A)) = q−2n|μ˜−1(ζ)(Fq)|.
On the other hand we have essentially by Lemma 4.3
F(χA)(z) = q−mχOm(z)Ψ(〈z, σ(ζ)〉)
and thus Proposition 4.11 reads
μ∗(H2n)(A) =
∫
Om
Ψ(〈z, σ(ζ)〉)a(z)
Notice now, that the integrand is invariant on cosets of mm and by (60) we have
the formula a(z) = q
−n| ker(˜)(z˜)(Fq)|. Hence we recover [Hau06, Proposition 1]:
|μ˜−1(ζ)(Fq)| = qn−m
∑
z˜∈Fmq
| ker(˜)(z˜)(Fq)|Ψ˜(〈ζ, z˜〉).
As we already mentioned in (63), the Igusa zeta function Iμ(s) is closely re-
lated to the push-forward measure μ∗(H2n) and hence Proposition 4.11 implies the
following general formula.
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Corollary 4.14.
Iμ(s) = q
(s+m) − qs
q(s+m) − 1 +
qm − qs+m
qs+m − 1
∫
Fm\mm
a(z)||z||−(s+m)dz
Proof. By the tautological equation (63) we have
Iμ(s) =
∫
Om
||w||sμ∗(H2n) =
∑
α≥0
q−αsμ∗(H2n)
(
παOm \ πα+1Om) .
With Proposition 4.11 and Lemma 4.3 this becomes
Iμ(s) = qm
∑
α≥0
q−αs
(∫
Fm
F(χπαOm)(z)a(z)dz −
∫
Fm
F(χπα+1Om)(z)a(z)dz
)
= qm
∑
α≥0
q−α(s+m)
(∫
π−α+1Om
a(z)dz − q−m
∫
π−αOm
a(z)dz
)
= 1 + (q−s − 1)
∑
α≥0
q−α(s+m)
∫
π−αOm
a(z)dz.
Now the domain of each integral in each summand contains mm. Using a|mn ≡ 1
we can evaluate the integrals over mm ﬁrst and get∑
α≥0
q−α(s+m)
∫
mm
a(z)dz = q
−m∑
α≥0
q−α(s+m) =
q−m
1− q−(s+m)
and then
Iμ(s) = q
s+m − qs
qs+m − 1 + (q
−s − 1)
∑
α≥0
q−α(s+m)
∫
π−αOm\mm
a(z)dz.
Finally, we can reorder the domains of integration according to the norm of z and
obtain
∑
α≥0
q−α(s+m)
∫
π−αOm\mm
a(z)dz =
∑
β≥0
(∫
π−βOm\π−β+1Om
a(z)dz
)∑
α≥β
q−α(s+m)
=
qs+m
qs+m − 1
∑
β≥0
(∫
π−βOm\π−β+1Om
a(z)dz
)
q−β(s+m)
=
qs+m
qs+m − 1
∫
Fm\mm
a(z)||z||−(s+m)dz.
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Example 4.15. Consider the casem = 1 and  : O → gln(O) given by (z) = z  n.
Then the moment map μ is given by μ(x, y) =
∑n
i=1 xiyi for all x, y ∈ On and Iμ(s)
is now straightforward to compute:
First we have for any z ∈ F \ m and x ∈ On the equivalence (z)x ∈ mn ⇔
|xi| ≤ (q|z|)−1 ∀i and hence a(z) = (q|z|)−n. Then∫
F\m
a(z)|z|−(s+1)dz = q−n
∫
F\m
|z|−(s+n+1)dz
= q−n
∑
α≥0
q−α(s+n+1)qα(1− q−1) = q
s(1− q−1)
qs+n − 1 .
Plugging this into Corollary 4.14 we obtain the formula
Iμ(s) = (q − 1)(q
n − 1)q2s
(qs+1 − 1)(qs+n − 1) .
This example appears already in [Igu00] and was part of the initial motivation
for looking at zeta functions of moment maps.
4.4 Hypertoric zeta functions
In this section we determine the Igusa zeta function for the moment maps that
appear in the construction of hypertoric varieties 2.2. LetA be a central hyperplane
arrangement of rank m, where the hyperplanes H1, . . . , Hn are given by normal
vectors a1, . . . , an ∈ Zm. From now on we will work under the following assumption:
Assumption 4.16. If A ∈ Mn×m(Z) denotes matrix whose rows are the ai, we
will always assume that the residue characteristic of F is larger than any of the
minors of A.
As a ﬁrst consequence of this assumption we notice that the intersection lattice
L(A) does not depend on whether we consider A over F or over Fq.
Associated to A we have a moment map μ : On × On → Om deﬁned by (19)
i.e.
μ(x, y) =
n∑
i=1
xiyiai for all x, y ∈ On.
The Igusa zeta function associated with A is then deﬁned as
IA(s) = Iμ(s) =
∫
O2n
||μ(x, y)||sdxdy.
This is really an invariant of A and does not depend on the choice of normal
vectors as long as 4.16 is satisﬁed. Also the assumption that A is essential is not
necessary here, as ||μ|| depends only on the span of the ai.
In this case a : F
m → R≥0 deﬁned in (66) takes a rather simple form. Namely
using (18) we have for z ∈ Fm
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a(z) =
∫
On
χmn((z)v)dv =
n∏
i=1
∫
O
χm(〈z, ai〉 vi)dvi =
n∏
i=1
min
{
1,
1
q| 〈z, ai〉 |
}
.
The determination of IA(s) thus reduces by Corollary 4.14 to computing
JA(s) =
∫
Fm\mm
n∏
i=1
min
{
1,
1
q| 〈z, ai〉 |
}
||z||−(s+m)dz. (68)
The point is now, that the integrand of JA(s) clearly takes only countably many
diﬀerent values and we can partition Fm \mm accordingly. Let c = (c1, . . . , cn) ∈
Zn≥0 \ 0 and deﬁne
ZA,c =
{
z ∈ Fm
∣∣∣∣∣ | 〈z, ai〉 |
{
= qci−1 if ci > 0
≤ q−1 if ci = 0.
}
. (69)
With this we can write Fm \mm = ⊔c∈Zn≥0\0 ZA,c. Now in general for a matrix
B ∈ Mk×l(O), which has full rank when reduced over Fq, we always have
||Bv|| = ||v|| for all v ∈ Ol (70)
by the non-archimedean triangle inequality (57). In particular, when we apply this
to the matrix A from 4.16 we get
||z|| = max
1≤i≤n
| 〈z, ai〉 |. (71)
Then (68) becomes
JA(s) =
∑
c∈Zn≥0\0
q−
∑
i ci−(c−1)(s+m)Hm(ZA,c), (72)
where we use the notation c¯ = max{c1, . . . , cn}. We will determine JA(s) using a
recursion for which it will be more convenient to consider
J ′A(s) = q−(s+m)JA(s) =
∑
c∈Zn≥0\0
q−
∑
i ci−c(s+m)Hm(ZA,c).
Now in general there are linear relations between the ai and hence ZA,c will be
empty for many choices of c. Again because of (57) we need for example
I = {i ∈ {1, . . . , n} | ci < c}
to be a ﬂat in A for ZA,c to be non-empty. Assuming I 	= ∅ we put cI = (ci)i∈I ∈
ZI≥0 and cI = maxi∈I(ci).
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Lemma 4.17. The volume of ZA,c is given by
Hm(ZA,c) = χAI (q)q
rk(AI)(c−2)Hrk(AI)(ZAI ,cI ),
where we set Hrk(AI)(ZAI ,cI ) = q
− rk(AI) if I = ∅ or cI = 0.
Proof. As we already remarked in (71) we have ||z|| = max1≤i≤n | 〈z, ai〉 | = qc−1
for every z ∈ ZA,c, hence in particular ZA,c ⊂ π−c+1Om. Furthermore for z ∈ ZA,c
and w ∈ mm we have by deﬁnition z + w ∈ ZA,c. In other words, if we write
ϕm : Fm → (F/m)m ,
then every non-empty ﬁber of ϕm|ZA,c is a translation of m
m and thus
Hm(ZA,c) = q−m|Z ′A,c|, (73)
where we abbreviate Z ′A,c = ϕ
m(ZA,c). Now assume ﬁrst I = ∅ i.e. c1 = · · · =
cn = c. Then the image of Z
′
A,c under the projection
(π−c+1O/m)m → (π−c+1O/π−c+2O)m ∼= Fmq
are exactly the points which do not lie in any hyperplane of A ⊂ Fmq . Thus by
Theorem 1.11 we obtain |Z ′A,c| = χA(q)qm(c−1) and Hm(ZA,c) = χA(q)qm(c−2).
Next assume I 	= ∅ but cI = 0. Then every z ∈ Z ′A,c satisﬁes
〈z, ai〉 = 0 for all i ∈ I. (74)
Furthermore by 4.16 we can write the set of all z ∈ (π−c+1O/m)m satisfying
(74) as (π−c+1O/m)rk(AI) in a suitable basis. Now the same argument as for I = ∅
shows
Hm(ZA,c) = q−m|Z ′A,c| = χAI (q)qrk(A
I)(c−1)−m = χAI (q)q
rk(AI)(c−2)q− rk(AI).
The general case works the same way by considering the image of Z ′A,c under
the projection
(
π−c+1O/m)m → (π−c+1O/π−cI+1O)m.
Proposition 4.18. J ′A(s) satisﬁes the recursion
J ′A(s) = q−m
∑
I∈L(A)
I =∞
q− rk(A
I)χAI (q)
(qs+δI − 1)
(
qrk(AI)J ′AI (s+ δI − rk(AI)) + 1
)
,
where we put δI = n− |I|+ rk(AI) and J ′A∅ = 0.
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Proof. Using Lemma 4.17 this is now a straightforward computation. Fix a ﬂat
I ∈ L(A) with I 	= ∞ = {1, . . . , n} and set ZnI =
{
c ∈ Zn≥0 | ci < c ⇔ i ∈ I
}
.
Then we have∑
c∈ZnI
q−
∑
i ci−c(s+m)Hm(ZA,c) =
∑
cI∈ZI≥0
q−
∑
i∈I ci
∑
c∈Z≥0
c>cI
q−c(s+n−|I|+m)Hm(ZA,c)
= χAI (q)q
−2 rk(AI) ∑
cI∈ZI≥0
q−
∑
i∈I ciHrk(AI)(ZAI ,cI )
∑
c>cI
q−c(s+δI)
=
χAI (q)q−2 rk(A
I)
qs+δI − 1
∑
cI∈ZI≥0
q−
∑
i∈I ci−cI(s+δI)Hrk(AI)(ZAI ,cI )
=
χAI (q)q−m−rk(A
I)
qs+δI − 1
(
qrk(AI)J ′AI (s+ δI − rk(AI)) + 1
)
,
where we used in the last line our convention Hrk(AI)(ZAI ,cI ) = q
− rk(AI) for
cI = 0. Now the proposition follows by summing over all ﬂats I 	= ∞.
Of course a recursion for J ′A(s) implies one for IA(s), which turns out to be
a bit cumbersome however. Instead we give an explicit formula by iterating the
recursion from Proposition 4.18. Recall that for any ﬂat I ∈ L(A) we can identify
L(AI) with the sublattice of L(A) consisting of ﬂats contained in I.
Theorem 4.19. The Igusa zeta function of an essential hyperplane arrangement
A of rank m is given by
IA(s) = q
m − 1
qm − q−s +
1− qs
1− q−(s+m)
∑
∞=I0I1···Ir
q− rk(A
Ir )
r∏
i=1
χAIiIi−1
(q)
qs+δIi − 1 , (75)
where the sum is over all proper chains of ﬂats in L(A) of length r ≥ 1.
Example 4.20. When A is the central arrangement in F consisting of n times the
origin i.e. a1 = · · · = an = 1 we recover Example 4.15. In this case L(A) = {∅,∞},
and the sum in (75) has only one term corresponding to the chain ∞  ∅.
From this example we also see that IA(s) is really an invariant of A and not
just of L(A).
Example 4.21. Next we consider the arrangement in F 2 deﬁned by the three
normal vectors a1 = (1, 0), a2 = (−1, 1), a3 = (0,−1). The moment map is then
given by
μ(x, y) =
(
x1y1 − x2y2
x2y2 − x3y3
)
.
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We have L(A) = {∅, {1}, {2}, {3},∞}, and hence there are 4 chains of length 1 and
3 of length 2. The contribution of each of them to the sum in (75) is given by
∞  ∅ : (q − 1)(q − 2)
q2(qs+2 − 1)
∞  {i} : (q − 1)
q(qs+2 − 1)
∞  {i}  ∅ : (q − 1)
2
q2(qs+2 − 1)2 .
Putting this together we get
IA(s) =
(q − 1)2qs (qs(q6 + 2q5 + 2q4 − 2q3) + 2q3 − 2q2 − 2q − 1)
(qs+2 − 1)(qs+3 − 1)2 .
We give a ﬁnal example to illustrate that in particular the numerators of IA(s)
get complicated very quickly and do not seem to have any interesting structure
apart from the symmetry predicted by Theorem 4.9.
Example 4.22. Consider the arrangement in F 3 given by the six normal vectors
a1 =
⎛⎝11
0
⎞⎠ , a2 =
⎛⎝01
1
⎞⎠ , a3 =
⎛⎝10
1
⎞⎠ , a4 =
⎛⎝ 1−1
0
⎞⎠ , a5 =
⎛⎝ 01
−1
⎞⎠ , a6 =
⎛⎝−10
1
⎞⎠ .
With the help of Sage we ﬁnd that the denominator of IA(s) is given by
(qs+3 − 1)(qs+5 − 1)(qs+6 − 1)3.
The numerator is the following:
(q − 1)2q2s
[
q3s(q24 + 2q23 + 3q22 + 3q21 + 3q20 − q19 − 11q18 + 6q17)
+q2s(3q19 + 9q18 − 12q17 − 9q16 − 9q15 − 9q14 − 3q13 + 9q12 + 3q11)
+qs(−3q13 − 9q12 + 3q11 + 9q10 + 9q9 + 9q8 + 12q7 − 9q6 − 3q5)
−6q7 + 11q6 + q5 − 3q4 − 3q3 − 3q2 − 2q − 1
]
4.5 Poles
Formula (75) shows that IA(s) is a rational function in q−s. We start by studying
the poles of IA(s) (as a function in s), more precisely the real parts of those poles.
Then if follows from our formula that the poles of IA(s) are amongst the nega-
tive integersPA = {−δI | I ∈ L(A)}, as opposed to just negative rational numbers
as in Theorem 4.6.
53
Of course for a given  ∈ PA the diﬀerent summands in (75) with a (qs−−1)−1-
term might cancel. We explain now a criterion which will show in many cases, that
there is no such cancellation. Consider the subset
L(A) = {I ∈ L(A) | − δI = },
with the induced ordering i.e. I ≥ I ′ iﬀ I ⊇ I ′. The following observation gives
some control over L(A).
Lemma 4.23. (i) For any two ﬂats I ⊃ I ′ in L(A) we have δI ≤ δI′ with
equality if and only if {ai | i ∈ I \ I ′} are linearly independent in Fm/HI .
In particular, if I, I ′ ∈ L(A), any J ∈ L(A) with I ⊃ J ⊃ I ′ is in L(A)
(ii) There are unique ﬂats J1, . . . , Jd ∈ L(A) such that every I ∈ L(A) contains
exactly one of the Ji’s
Proof. For (i) we can write
δI′ − δI = |I| − |I ′|+ rk(AI′)− rk(AI) = |I \ I ′| − rk(AI′I ).
Now the normal vectors deﬁning AII′ are exactly the images of {ai | i ∈ I \ I ′}
in Fm/HI and (i) follows.
Statement (ii) follows from the observation that given I, J1, J2 ∈ L(A) such
that I ⊃ Ji for i = 1, 2, we have J1 ∩ J2 ∈ L(A). Indeed, ﬁrst we can reduce this
to the case where J1∩J2 = ∅ by restricting to AJ1∩J2 . Then using (i) we can write
I = JiunionsqI ′i, where {aj | j ∈ I ′i} are linearly independent in Fm/HJi . As J1∩J2 = ∅
we conclude that J2 ⊂ I ′1, J1 ⊂ I ′2 and hence {ai | i ∈ I} are linearly independent
in Fm and δI = δ∅, which ﬁnishes the proof.
Next we write l() for the length of a maximal chain in L(A). Each maximal
chain is of the form I0  I1  · · ·  Il() = Ji for some 1 ≤ i ≤ d, where Ji is as in
Lemma 4.23. For a ﬁxed 1 ≤ i ≤ d we write Ji,1, Ji,2, . . . Ji,ki for the diﬀerent I0’s
that appear in a maximal chain with smallest ﬂat Ji. Notice that again by Lemma
4.23 {ae | e ∈ Ji,j \ Ji} are l() linearly independent vectors, hence any maximal
chain from Ji,j to Ji is constructed by adding the ae’s one by one. In particular,
there are l()! diﬀerent maximal chains from Ji,j to Ji.
Proposition 4.24. A negative integer  ∈ PA \ {−m} is a pole of IA(s) of order
l() + 1 if
∑
i,j νA(Ji,j ,∞) 	= 0.
Proof. We see directly from (75), that the order of the pole  is less than or equal
to l() as (qs− − 1)−1 can appear at most l() times in one summand. For  to be
exactly of order l() is equivalent to
R(q) = (qs− − 1)l()+1IA(s)|s= 	= 0.
We now study the contribution of a single summand corresponding to the chain
I = (∞ = I0  I1  · · ·  Ir) (notation as in (75)). Clearly I has to contain
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a maximal chain from L(A) in order to have a non-zero contribution to R(q),
so we assume this from now on. Then we can look at the contribution of I to
the limit limq→∞(1− q−(+m))R(q), where we include the factor (1− q−(+m)) to
cancel the factor in front of the sum in (75) . The polynomial
∏r
i=1 χAIiIi−1
(q) is of
degree rk(AIr ), which can be seen directly from the deﬁnition (9). Furthermore if
Ir /∈ L(A) the summand will contain a factor (qδIr+ − 1)−1, which will tend to
zero as q → ∞. Combining these two facts and the description of maximal chains
in L(A) above leads to
lim
q→∞(1− q
−(+m))R(q) = l()!
∑
i,j
∑
∞=I0I1···Il−1Ji,j
(−1)l−1
= −l()!
∑
i,j
νA(Ji,j ,∞).
Here we also used Lemma 1.10 for the last equality. By our assumption we then
have limq→∞(1− q−(+m))R(q) 	= 0, and hence also R(q) 	= 0.
Remark 4.25. The proof of Proposition 4.24 considers a limit for q → ∞ and it
is natural to look also at a similar limit when q → 0. It turns out however, that
this will produce exactly the same criterion.
In the next theorem we summarize all the information we have about the poles
of IA(s).
Theorem 4.26. Let A be a central arrangement of rank m consisting of n hyper-
planes and  one of the three numbers −m,−n,maxPA \ {−m}. Then  is a pole
of IA(s) of order l() + 1.
Proof. Assume ﬁrst  = −m. In this case we can directly look at
lim
s→−m(q
s+m − 1)l(m)+1IA(s),
where we consider the limit from above i.e. s > −m. As the characteristic polyno-
mial of any hyperplane arrangement is monic we see that every summand in (75)
tends either to 0 or +∞ individually (assuming q is large enough), hence −m is a
pole of order l(m) + 1.
For  ∈ {−n,maxPA \ {−m}} we use the criterion from Proposition 4.24.
Together with Proposition 1.13 the statement will then follow from the fact that
all Ji,j in L(A) have the same rank.
For  = −n = δ∅ we can see this since L(A)−n consists exactly of those ﬂats I
for which {ai}i∈I are linearly independent. Hence the rank of each Ji,j is simply
l().
For  = maxPA \ {−m} we ﬁrst notice that there is a unique minimal ﬂat J ∈
L(A)−m. Indeed, J is deﬁned by the property ai /∈ spank =i{ak} for all i /∈ J . We
can then see that rk(J) = rk(AJ) = m−rk(AJ) = m−l(−m) and since there cannot
be any ﬂat between J and any Ji,j ∈ L(A) we have rk(Ji,j) = m− l(−m)− 1.
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4.6 The residue at the largest pole
By Theorem 4.26 we know that IA(s) has its largest pole at s = −m. Furthermore
we know that −m is a simple pole if and only if l(−m) = 0. In this case A is called
coloop-free (see for example [PW07, Remark 2.3]) meaning there is no ai such that
ai /∈ spanj =i{aj}.
Recall that under these assumptions the residue Ress=−m IA(s) has an inter-
esting interpretation. Namely if μ : On × On → Om denotes the moment map
associated with A and Bμ the limit
Bμ = lim
α→∞ q
−α(2n−m) ∣∣{x ∈ O2nα | μ(x) = 0}∣∣ ,
then Lemma 4.7 implies Bμ =
qm
qm−1 Ress=−m Iμ(s). Combining this with Theorem
4.19 gives
Corollary 4.27. Bμ is ﬁnite if and only if A is essential and coloop-free. In this
case we have
Bμ =
∑
∞=I0I1···Ir
q− rk(A
Ir )
r∏
i=1
χAIiIi−1
(q)
qδIi−m − 1 , (76)
where the sum is over all proper chains of ﬂats in L(A) of length r ≥ 0.
The formula shows in particular that Bμ(q) ∈ Z(q) is a rational function in q
for q large enough, see 4.16. It is not hard to see that Bμ(q) has degree 0, where
the degree of a rational function is deﬁned as the degree of the numerator minus
the degree of the denominator. Indeed the contribution of r = 0 in (76) equals 1
and all other summands have negative degree since δI −m = n−|I|+rkAI −m =
n− |I| − rk(AI) > 0 for any ﬂat I 	= ∞, as A is coloop-free.
Example 4.28. As in Example 4.20 we start with the arrangement consisting of
n-times the origin in F . Then (76) has two terms, one for {∞} and one for ∞  ∅
and we get
Bμ = 1 +
q − 1
q(qn−1 − 1) =
(q − 1)(qn−1 + · · ·+ 1)
q(qn−1 − 1) .
Example 4.29. The case of m+1 hyperplanes in Fm in general position appeared
already in Example 4.4 and for m = 2 in 4.21. It is also interesting to consider
these arrangements with some hyperplanes doubled e.g. take A as in 4.21 and add
the normal vector a4 = a3. In this case we obtain
Bμ =
(q − 1)2(q4 + 3q3 + 6q2 + 3q + 1)
q2(q2 − 1)2 .
Example 4.30. Finally, we consider again Example 4.22, in which case Bμ looks
considerably nicer than IA(s):
(q − 1)4(q10 + 4q9 + 13q8 + 35q7 + 50q6 + 58q5 + 50q4 + 35q3 + 13q2 + 4q + 1)
q3(q2 − 1)(q3 − 1)3
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These examples suggest that the ”numerator” of Bμ satisﬁes some remarkable
properties. In order to make this more precise deﬁne the numerator B′μ(q) by
multiplying Bμ(q) with what we expect to be its denominator i.e.
B′μ(q) = q
m
∏
∈PA\{−m}
(
q−−m − 1
q − 1
)l()+1
Bμ(q) ∈ Z[q].
Notice that B′μ(q) is indeed a polynomial since the characteristic polynomial of
any central arrangement is divisible by q − 1, see Corollary 1.12.
One thing we would expect from the examples, is that the numerator B′μ(q)
is palindromic, which is indeed the case. This is a consequence of the functional
equation for the Igusa zeta function of a homogeneous polynomial4.9. Since μ is
in general not given by a single polynomial, we also rely on Remark 4.10.
Proposition 4.31. B′μ(q) is a polynomial of degree d = m+
∑
∈PA\{−m}−(+
m)(l() + 1) which is palindromic i.e.
B′μ(q) = q
dB′μ(q
−1).
Proof. We saw already, that Bμ(q) has degree 0, hence the formula for d follows
directly from the deﬁnition of B′μ(q). From the equation
Bμ(q) =
qm(qs+m − 1)
qm − 1 Iμ(s)|s=−m
and the functional equation 4.9 we deduce Bμ(q) = q
−mBμ(q−1), which now implies
palindromicity of B′μ(q).
The examples above and some further computer evidence also suggest that the
coeﬃcients of B′μ(q) are positive integers. Unfortunately we are unable to prove
this at the moment and can only record it as a conjecture.
Conjecture 4.32. B′μ(q) is a polynomial with positive coeﬃcients.
4.7 Indecomposable quiver representations in higher depth
In this section let Γ = (I, E) be a quiver as in 2.3. Most of what we say in this
section will be independent of the orientation of Γ, hence we use the words quiver
and graph interchangeably. By a subquiver Γ′ = (I ′, E′) of Γ we will always mean
a quiver with I ′ = I and E′ ⊂ E.
For a dimension vector v ∈ NI and α ≥ 1 we write Repα,v(Γ) for the free
Oα-module of representations of Γ over Oα with dimension v i.e.
Repα,v(Γ) =
⊕
e∈E
HomOα(Ovs(e)α ,Ovt(e)α )
We are only considering 1-dimensional representations here, that is v = (1, 1, . . . , 1),
in which case we abbreviate Repα(Γ) = Repα,v(Γ)
∼= Onα.
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A representation x ∈ Repα(Γ) is indecomposable if it is not isomorphic to the
sum of two representations with strictly smaller dimension vectors. We denote the
subset of indecomposable representations by Repindα (Γ). Since we are considering
only (1, . . . , 1)-dimensional representations, x ∈ Repα(Γ) will be indecomposable
if and only if the subquiver Γα,x = (I, Eα,x), where Eα,x = {e ∈ E | xe 	= 0}, is
connected.
As in 2.3 the group
Gα =
∏
i∈I
GL1(Oα) ∼=
(O×α )I
will act on Repα(Γ) and two representations are isomorphic if and only if they lie
in the same orbit under this action. The number AΓ,α of indecomposable repre-
sentations up to isomorphism is then given by
AΓ,α =
∣∣∣Repindα (Γ)/Gα∣∣∣ .
We now explain a formula for AΓ,α which we learned from unpublished notes
of Anton Mellit [Mel16]. First we have by Burnside’s Lemma
AΓ,α = |Gα|−1
∑
x∈Repindα (Γ)
|Aut(x)|. (77)
To evaluate this sum we deﬁne for every x ∈ Repα(Γ) a sequence
Γ1,x ⊆ Γ2,x ⊆ · · · ⊆ Γα,x
of subquivers of Γ by putting Γk,x = (I, Ek,x) and
Ek,x =
{
e ∈ E | |xe| > q−k
}
for 1 ≤ k ≤ α. Here the norm of an element in Oα is deﬁned as the norm of any
lift to O.
Lemma 4.33. The number of automorphism of x ∈ Repα(Γ) is given by
|Aut(x)| = (q − 1)c(Γα,x)q
∑α−1
k=1 c(Γk,x),
where we write c(Γ′) for the number of connected components of a graph Γ′.
Proof. An element g = (gi) ∈ Gα is an automorphism of x if and only if for every
e ∈ E we have
(gt(e) − gs(e))xe = 0. (78)
In particular, we have gt(e) = gs(e) whenever xe ∈ O×α ⇔ e ∈ E1,x. This proves the
lemma in the case α = 1. For α > 1 denote by Γ˜ the graph obtained from Γ by
contracting all the edges in E1,x. Then x and g descend to a representation x˜ ∈
Repα(Γ˜) and an automorphism g˜ ∈ Aut(x˜). Furthermore we have by construction
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x˜ = πy for some y ∈ Repα−1(Γ˜). This shows that the coeﬃcient of πα−1 in g˜ does
not actually appear in (78). As Γ˜ is a graph on c(Γ1,k) vertices we thus obtain the
recursion
|Aut(x)| = qc(Γ1,k)|Aut(y)|
and the lemma follows by induction on α.
Proposition 4.34. [Mel16] The number of indecomposable representations of Γ
up to isomorphism over Oα is given by
AΓ,α =
∑
Γ1⊆···⊆Γα⊆Γ
c(Γα)=1
(q − 1)b(Γα)q
∑α−1
k=1 b(Γk), (79)
where we write b(Γ′) = c(Γ′)− V (Γ′) +E(Γ′) for the ﬁrst Betti number of a graph
Γ′.
Proof. For a given sequence Γ1 ⊆ · · · ⊆ Γα ⊆ Γ the number of x ∈ Repα(Γ) with
Γk,x = Γk for all 1 ≤ k ≤ α is given by
(q − 1)E(Γ1)qE(Γ1)(α−1)(q − 1)E(Γ2)−E(Γ1)q(E(Γ2)−E(Γ1))(α−2) · · ·
· · · (q − 1)E(Γα−1)−E(Γα−2)qE(Γα−1)−E(Γα−2)(q − 1)E(Γα)−E(Γα−1)
= (q − 1)E(Γα)q
∑α−1
k=1 E(Γk),
as the norm |xe| is prescribed for each e ∈ E by the sequence of graphs. Since
|Gα| = ((q − 1)qα)V (Γ) and V (Γk) = V (Γ) for all 1 ≤ k ≤ α by deﬁnition, the
formula follows from Burnside’s Lemma (77).
As in Section 4.6 we consider now the limit of AΓ,α(q) as α → ∞ appropriately
normalized. In order to do this we have to make sure, that the coeﬃcient of the
highest q-power in AΓ,α doesn’t grow as we vary α, which will exactly be the case
when Γ is 2-(edge)connected i.e. when Γ stays connected after removing any of its
edges.
Corollary 4.35. AΓ,α(q) is a polynomial in q of degree αb(Γ). The limit AΓ(q) =
limα→∞ q−αb(Γ)AΓ,α(q) converges if and only if Γ is 2-connected, in which case it
is given by
AΓ(q) =
(
1− q−1)b(Γ) ∑
Γ′1···Γ′β−1Γ′β=Γ
β−1∏
j=1
1
qb(Γ)−b(Γ
′
j−1) − 1 , (80)
where the sum is over all strict chains of subgraphs of length β ≥ 1.
Proof. To get the degree of AΓ,α(q) we notice in general, that given two graphs
Γ′ ⊆ Γ′′ on the same set of vertices we have b(Γ′) ≤ b(Γ′′) since adding an edge to
a graph can at most connect two components. The leading coeﬃcient of AΓ,α then
comes from summing up over all sequences with b(Γ1) = · · · = b(Γα) = b(Γ). If
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there is any subgraph Γ′  Γ with b(Γ′) = b(Γ), then the number of such sequences
will go to inﬁnity as α → ∞. Hence limα→∞ q−αb(Γ)AΓ,α(q) converges if and only
if b(Γ′) < b(Γ) for any subgraph of Γ, which in turn is equivalent to Γ being
2-connected.
To compute AΓ(q) when Γ is 2-connected it will be convenient to rewrite (79)
as a sum over strict chains Γ′1  Γ
′
2  · · ·  Γ′β ⊆ Γ. Explicitly given any chain
Γ1 ⊆ · · · ⊆ Γα ⊆ Γ there exists an integer 1 ≤ β ≤ α and integers 0 = l0 < l1 <
· · · < lβ−1 < lβ = α such that Γlj+1 = · · · = Γlj+1 for 0 ≤ j ≤ β − 1. If we then
put Γ′j = Γlj for 1 ≤ j ≤ β we can rewrite (79) as
AΓ,α(q) =
∑
0<l1<···<lβ−1<lβ=α
∑
Γ′1···Γ′β⊆Γ
c(Γ′β)=1
(1− q−1)b(Γ′β)q
∑β
j=1(lj−lj−1)b(Γ′j)
=
∑
Γ′1···Γ′β⊆Γ
c(Γ′β)=1
(1− q−1)b(Γ′β)
∑
0<l1<···<lβ−1<α
qαb(Γ
′
β)
β−1∏
j=1
q−lj(b(Γ
′
j+1)−b(Γ′j)).
From this we see that the only sequences Γ′1  · · ·  Γ′β ⊆ Γ giving a non-
zero contribution to the limit AΓ(q) = limα→∞ q−αb(Γ)AΓ,α(q) are the ones where
b(Γ′β) = b(Γ) i.e. Γ
′
β = Γ. The corollary then follows from the iterated geometric
series summation∑
0<l1<···<lβ−1<∞
β−1∏
j=1
q−lj(b(Γ
′
j+1)−b(Γ′j)) =
β−1∏
j=1
1
qb(Γ)−b(Γ
′
j−1) − 1 .
In order to compare AΓ(q) with Bμ(q) from the last section, we deﬁne a hyper-
plane arrangement A = A(Γ) out of Γ. For every edge e ∈ E deﬁne the hyperplane
He in F
I by the equation xs(e)−xt(e). This way, if Γ is connected, we obtain an ar-
rangement of rank |I|−1, since the 1-dimensional subspace spanned by (1, 1, . . . , 1)
will be contained in all hyperplanes. Furthermore A will be coloop-free if and only
if Γ is 2-connected.
Since formula (80) is essentially a sum over all possible chains of subgraphs of
Γ it is quite cumbersome to evaluate it even for small graphs. That is why we used
Sage to compute the following examples.
Example 4.36. For Γ the aﬃne A˜2 i.e. I = {1, 2, 3} and E = {(1, 2), (2, 3), (3, 1)}
we get
AΓ(q) =
q2 + 4q + 1
(q − 1)2 .
Similarly for Γ = A˜3 we have
AΓ(q) =
q3 + 11q2 + 11q + 1
(q − 1)3 .
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The values Bμ(q) for the corresponding arrangements were studied in Example 4.4.
One can also consider non simply-laced quivers, for example A˜2 with one edge
doubled, which corresponds to Example 4.29. In this case we we have
AΓ(q) =
q4 + 3q3 + 6q2 + 3q + 1
(q2 − 1)2 .
The pattern in all the examples is of course that AΓ and BA seem to have very
similar numerators, but slightly diﬀerent denominators. We record this observation
in the following conjecture.
Conjecture 4.37. For any 2-connected graph Γ = (I, E) with associated arrange-
ment A we have
(qb(Γ) − 1)|I|−1AΓ(q) = B′A(q).
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Lausanne.
The Noether problem, Graduate seminar, EPFL, Lausanne.
Selected conferences
2017 SWAGP 2017, SISSA, Trieste.
2016 Research in pairs, with Michael Groechening and Paul Ziegler, MFO, Oberwolfach.
Workshop on Hall algebras, enumerative invariants and gauge theories, Fields Insti-
tute, Toronto.
Enumerative geometry of moduli spaces of sheaves in low dimension, EPFL,
Lausanne.
2015 Young researchers in singularities, CIRM, Marseille.
2014 Workshop on motivic integration, orbital integrals and zeta-functions, International
research station, Banﬀ.
Géométrie algébrique en liberté XXII, SISSA, Trieste.
Teaching
Spring 2016 Algebraic geometry by Tamás Hausel, Main assistant, EPFL.
Fall 2015 Geometry I by Philippe Michel, Teaching assistant, EPFL.
Spring 2015 Algebraic geometry by Tamás Hausel, Main assistant, EPFL.
Fall 2013 -
Fall 2014
Geometry I and II by Marc Troyanov, Teaching assistant, EPFL.
2009 - 2013 Teaching assistant for linear algebra and complex geometry, ETHZ.
Extracurricular activities
2016 - 2017 Head of the problem selection committee for the European girls mathematical
olympiad 2017.
2013 - 2016 President of the Swiss mathematical olympiad (SMO).
2012 Main organizer of the middle European mathematical olympiad.
2008 - 2013 Organization and problem selection for the SMO.
2008 Honourable mention at the international mathematical olympiad (IMO).
2008 Winner of the SMO.
2007 Member of the Swiss team for IMO .
Languages
German Mother tongue
English Fluent
French Fluent
Greek Basic

