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ABSTRACT. We prove surjectivity criteria for p-adic representations and we apply them
to abelian varieties over number fields. In particular, we provide examples of Jacobians
over Q of dimension d ∈ {1, 2, 3} whose 2-adic representations have as images GSp2d(Z2).
§1. Introduction
Let Spec(R) be a connected affine scheme. If M is an R-module, let GL(M) be the
group scheme over R of linear automorphisms ofM . If ∗R or ∗ is an object of the category
of R-schemes, let ∗U be its pull back via an affine morphism Spec(U) → Spec(R). A
reductive group scheme F over R has connected fibres. Let F der, Z(F ), F ab, and F ad be
the derived group, the center, the maximal abelian quotient, and respectively the adjoint
group of F . So F ad = F/Z(F ) and F ab = F/F der. Let Z0(F ) be the maximal torus of
Z(F ). Let F sc be the simply connected semisimple group cover of F der. Let c(F der) be
the degree of the central isogeny F sc → F der.
Let E be a number field. We fix an embedding iE : E →֒ C and we identify naturally
E = Q ⊂ C. Let A be an abelian variety over E of dimension d ∈ N. To ease notations,
let H1 := H1(AC,Z) be the first Betti homology group of AC with coefficients in Z and let
HA be the Mumford–Tate group of AC. We recall that HA is a reductive group over Q
and that HA is the smallest subgroup of GL(H1 ⊗Z Q) such that the Hodge cocharacter
µA:Gm → GL(H1 ⊗Z C) factors through HAC, cf. [9, 2.11, 3.4 and 3.6]. If H1 ⊗Z C =
F−1,0⊕F 0,−1 is the usual Hodge decomposition, then β ∈ Gm(C) acts through µA trivially
on F 0,−1 and as the multiplication with β on F−1,0.
Let p ∈ N be a prime. Let Tp(A) be the Tate-module of A. As a Zp-module
we identify it canonically with H1 ⊗Z Zp. Let HAZp be the Zariski closure of HAQp in
GL(Tp(A)) = GL(H1 ⊗Z Zp) and let
ρA,p: Gal(E)→ GL(Tp(A))(Zp) = GL(H1 ⊗Z Zp)(Zp)
be the p-adic representation. Let Vp(A) := Tp(A)[
1
p ] = H1⊗ZQp. Let Gp be the connected
algebraic subgroup of GL(Vp(A)) = GL(H1 ⊗Z Qp) that is the identity component of the
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Zariski closure of Im(ρA,p) in GL(Vp(A)). It is known that there is a smallest finite field
extension Econn of E such that the compact group
Kp(A) := ρA,p(Gal(E
conn))
is an open subgroup of Gp(Qp) (see [4]). The field E
conn does not depend on p, cf. [33,
p. 15] or [20, Th. 0.1]. A theorem obtained independently by Deligne, Borovoi and
Pyatetskii-Shapiro asserts that Gp is a subgroup of HAQp (for instance, cf. [9, 2.9 and
2.11]). So Kp(A) is a subgroup of HAZp(Zp).
1.1. The problem. The problem we deal with is to describe the subgroup Kp(A) of
HAZp(Zp). It has a long history for elliptic curves (see [21], [27], etc.) and for p >> 0 (see
[33], [19], [24], [11], [42], etc.). For instance, if A is a semistable elliptic curve over Q (so
d = 1 and E = Q), then Serre proved that for p≥ 3 the homomorphism ρA,p is surjective
iff its reduction mod p is irreducible (cf. [27, Prop. 21], [28, p. IV-23-24] and [31, §3.1]).
In this Part II we work in a context in which the following three conditions hold:
(a) the Mumford–Tate conjecture holds for (A, p) (i.e. we have Gp = HAQp);
(b) the group HAZp is a reductive group scheme over Zp;
(c) the group Kp(A) surjects onto HAZp/Z
0(HAZp)(Fp).
Fixing A, it is known that (a) implies that for p >> 0 we have Im(HscAZp(Zp) →
HderAZp(Zp)) ⊳ Kp(A) (see [42, Th. 2]; see also [19]). The main goal of this Part II is to
get several higher dimensional analogues of Serre’s result as well as some concrete forms
of Wintenberger and Larsen’s results. The refined study of Part I (see [37]) allows us
to treat also the harder cases when either p is small (like p = 2 or p = 3) or we are in
some exceptional situation (like when p divides either c(HderA ) or the order of Z(H
der
A )).
Condition (a) is almost always implied by (b) and (c). Condition (b) is often implied
by different geometric assumptions on A and EndE(A). So in §4 we gather examples
stated without assuming that conditions (a) to (c) hold. In particular, in 4.1.1 and 4.2 we
use Jacobians over Q of dimension d ∈ {1, 2, 3} to provide concrete situations when the
groups K2(A), Im(ρA,2) and HAZ2(Z2) are all equal and isomorphic to GSp2d(Z2). We
now describe the contents of §2 and §3.
1.2. Abstract theory. In §2 we work with a reductive group scheme G over the Witt ring
W (k) of a finite field k and with a closed subgroup K of G(W (k)). The results [37, 1.3,
4.1.1, 4.5] implicitly classify all semisimple group schemes G such that G(W (k)) has only
one closed subgroup surjecting onto G(k) (see 2.2.5). But for a refined study of Kp(A) this
classification does not suffice. So in 2.3 and 2.4 we do not assume that Z0(G) is nontrivial.
If Im(K → G(k)) contains Gder(k) and if g.c.d.(p, c(Gder)) = 1, then outside a precise
(finite) list of exceptions we show that Gder(W (k)) ⊳ K (see 2.3). But this does not
imply that K surjects onto (G/Z0(G))(W (k)). Theorem 2.4.1 identifies some conditions
that imply that K surjects onto (G/Z0(G))(W (k)). In particular, Theorem 2.4.1 applies
if Gder is a form of SLp2n/µp or if p = 2, c(G
der) = 2 and G/Z0(G) is adjoint of either
D2n+1 or
2D2n+1 Lie type. See 2.4.2 and 2.4.3 for variants and examples to 2.4.1.
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1.3. Geometric theory. In §3 we apply §2 to study Kp(A) under the conditions 1.1 (a)
to (c). It is expected that under a certain “maximal” assumption on the factorization of
µA through HAC, we have Kp(A) = HAZp(Zp) for p >> 0 (see [30, §9 to §11]). So if this
“maximal” condition holds (resp. does not hold), then it is of interest to recognize when the
equality Kp(A) = HAZp(Zp) (resp. the inclusion Im(H
sc
AZp
(Zp) → HderAZp(Zp)) ⊳ Kp(A))
holds, by working if possible only mod p.
For the study of Kp(A) in §3 we either assume that HabAZp is Gm (and so we can
“appeal” to the assumed to be surjective p-adic cyclotomic character of Gal(E/Econn)) or
take one of the following two approaches (see 3.3 and 3.4). In the first one we state results
in terms of the index [HAZp(Zp) : Kp(A)]. In the second one we get surjectivity criteria
onto HAZp/Z
0(HAZp)(Zp). If g.c.d.(p, c(HAZp/Z
0(HAZp))) = 1, then these results and
criteria are in essence consequences of [37, Th. 1.3]. So we now mention two applications
of 2.4.1 and 2.4.2 with p dividing c(HAZp/Z
0(HAZp)).
The first one is a mod 2 surjectivity criterion onto HAZ2/Z
0(HAZ2)(Z2) in contexts
with HabAZ2 = Gm and H
ad
AZ2
absolutely simple; see 3.4.1.1 (a). The second one is a mod
p surjectivity criterion onto HAZp/Z
0(HAZp)(Zp) (see 3.4.2.1) that combines our results
with standard properties of p-adic semistable representations; it involves an arbitrary p
and an HAZp that is a Gm ×GLpn group.
Each criterion of §3 has a version where instead of assuming that Kp(A) surjects
onto HAZp/Z
0(HAZp)(Fp) we only assume that Im(H
sc
AZp
(Fp) → HAZp/Z0(HAZp)(Fp)) ⊳
Im(Kp(A) → HAZp/Z0(HAZp)(Fp)). Though these variants are especially important for
the situations when the hinted at “maximal” condition on µA does not hold, not to make
this Part II too long they will not be stated here (they require no extra arguments).
§2. A reductive p-adic context
In 2.1 we list conventions and notations. In 2.2 we recall a problem and some results.
In 2.3 and 2.4 we include solutions of this problem for certain situations involving reductive
group schemes that are not semisimple.
Let q := pr, where r ∈ N. Let k := Fq. Always n ∈ N. Let Wn(k) :=W (k)/pnW (k).
2.1. Notations and conventions. We abbreviate absolutely simple as a.s. and sim-
ply connected as s.c. Let R and F be as in the beginning of §1. We say F ad is simple
(resp. is a.s.) if (resp. if each geometric fibre of) it has no proper, normal subgroup
of positive relative dimension. For S a closed subgroup of F , let Lie(S) be its R-Lie
algebra. If R is an Fp-algebra, let LieFp(S) be Lie(S) but viewed either as an abstract
group or as an Fp-Lie algebra. As sets, we identify Lie(S) = Ker(S(R[x]/x
2) → S(R)),
where the R-homomorphism R[x]/(x2) ։ R takes x into 0. If F1 → F is an e´tale
isogeny, then we identity canonically Lie(F1) = Lie(F ). If R1 →֒ R is a finite and flat
Z-monomorphism, then ResR/R1S is the group scheme over R1 obtained from S through
the Weil restriction of scalars (see [7, 1.5] and [3, 7.6]). It is defined by the functorial
identity HomSpec(R)(Y ×Spec(R1) Spec(R), S) = HomSpec(R1)(Y,ResR/R1S), where Y is an
arbitrary R1-scheme. We get a canonical identification LieR1(S) = Lie(ResR/R1S), where
LieR1(S) is Lie(S) but viewed just as an R1-Lie algebra. All modules over subgroups of
F (R) are left modules.
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Let F be semisimple. Let o(F ) be the order of Z(F ) as a finite, flat, group scheme.
So o(SL2) = 2 and c(F ) = o(F
sc)/o(F ). See [6] for the classification of connected Dynkin
diagrams. We say F is of isotypic DT ∈ {An, Bn, Cn|n ∈ N} ∪ {Dn|n ∈ N \ {1, 2}} ∪
{E6, E7, E8, F4, G2} Dynkin type if the Dynkin diagram of every simple factor of a geo-
metric fibre of F ad is DT ; if F ad is a.s. we drop the word isotypic. We use the stan-
dard notations for classical reductive group schemes over k, W (k), R or C (see [2]). So
PGLn = GL
ad
n = SL
ad
n , PGSp2n = Sp
ad
2n = GSp
ad
2n, PGUn = SU
ad
n , etc. Let
F (R)′ := Im(F sc(R)→ F (R)).
2.2. A review. Let G be a reductive group scheme over W (k). As Z(G) is a group
scheme of multiplicative type (cf. [10, Vol. III, 4.1.7 of p. 173]), the group Z(G)(k) has
order prime to p. Let A1 be the affine line over B(k) := W (k)[ 1p ]. The group G(B(k)) is
endowed with the coarsest topology making all maps G(B(k))→ A1(B(k)) = B(k) induced
by morphisms GB(k) → A1 to be continuous. We identify naturally Ker(G(Wn+1(k)) →
G(Wn(k))) with LieFp(Gk). Let K be a closed subgroup of G(W (k)). So K is compact.
Problem. Find practical conditions on G, K, and p that imply K = G(W (k)).
This Problem was first considered for SLn and Sp2n groups over Zp by Serre (see
[28, IV] and [33, p. 52]). For G semisimple, it is in essence solved in [37] (see 2.2.5). In 2.3
and 2.4 we present refinements of 2.2.5 for G non-semisimple. We now recall some basic
results.
2.2.1. Lemma. (a) We assume that either p≥ 3 and K surjects onto G(W2(k)) or p = 2
and K surjects onto G(W3(k)). Then K = G(W (k)).
(b)We assume p = 2. Let x, y ∈ Ker(G(W (k))→ G(k)). Let x¯, y¯ ∈ Ker(G(W2(k))→
G(k)) = LieF2(Gk) be the reductions mod 4 of x and y. Then the image of the commutator
xyx−1y−1 in Ker(G(W3(k))→ G(W2(k))) = LieF2(Gk) is the Lie bracket [x¯, y¯].
Proof: See [37, 4.1.2] for (a). Part (b) is just the computation [37, (20) of 4.7] performed
for a reductive (instead of a semisimple) group scheme. 
See [37, 4.2 3)] for the following classical result.
2.2.2. Proposition. The group Gad (resp. Gsc) is a product of Weil restrictions of a.s.
adjoint groups (resp. of simply connected groups having a.s. adjoints) over Witt rings of
finite field extensions of k.
Next we recall two well known results.
2.2.3. Proposition. We assume G is semisimple. Let S be a subgroup of G(k) whose
image in Gad(k) contains Gad(k)′. Then G(k)′ is a subgroup of S.
Proof: We can assume that S surjects onto Gad(k)′. It is known that Gsc(k) is generated
by elements of order p, cf. 2.2.2 and [15, 2.2.6 (f)]. So Gad(k)′ is also generated by elements
of order p. The kernel of the epimorphism S ։ Gad(k)′ is a subgroup of Z(G)(k) and so
of order prime to p. So any element of Gad(k)′ of order p is the image of an element of
S of order p. So by replacing S by its subgroup generated by elements of order p, we can
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assume that S is generated by elements of order p. So as the group G(k)/G(k)′ has order
prime to p, we have S 6 G(k)′. So the inverse image of S into Gsc(k) surjects onto S and
so also onto Gad(k)′.
So it suffices to prove the Lemma under the extra assumption G = Gsc. We have
G(k)/Z(G)(k) = S/S ∩ Z(G)(k) × Z(G)(k)/S ∩ Z(G)(k). So as G(k) is generated by
elements of order p and as Z(G)(k) has order prime to p, the group Z(G)(k)/S ∩Z(G)(k)
is trivial. So Z(G)(k) ⊳ S and so S = G(k). 
2.2.4. Theorem. If q = 3 we assume Gad has no simple factor that is a PGL2 group,
and if q = 2 we assume Gad has no simple factor that is a PGL2, PGSp4, PGU3 or a split
group of G2 Dynkin type. Then the group G
ad(k)′ is a product of non-abelian simple groups
generated by elements of order p; moreover, if Gad is simple, then Gad(k)′ is non-abelian
simple. So all factors of the composition series of Gder(k) are either non-abelian simple or
cyclic of order prime to p.
Proof: We can assume Gad is a.s., cf. 2.2.2. So the first part follows from [15, 2.2.1, 2.2.6
(f) and 2.2.7 (a)]. We have short exact sequences 0→ Z(Gsck )(k)→ Gsc(k)→ Gad(k)′ → 0
and 0→ Gder(k)′ → Gder(k)→ H1(k,Ker(Gsck → Gderk ))→ 0 and the finite abelian groups
Z(Gsc)(k) and H1(k,Ker(Gsck → Gderk )) are of order prime to p. From this and the first
part we get the second part. 
The next Theorem is a slightly weaker form of the combined results [37, 1.3, 4.1.1,
4.5] to be used often in what follows.
2.2.5. Theorem. We assume that G is semisimple. Then G(W (k)) is the unique closed
subgroup of G(W (k)) surjecting onto G(k) iff the following two statements hold:
(i) we have g.c.d.(p, c(G)) = 1, and
(ii) if q ∈ {3, 4}, then Gad has no simple factor that is a PGL2 group, and if q = 2,
then Gad has no simple factor that is a PGL2, PGL3, PGU3, PGU4, ResW (F4)/Z2PGL2
or a split group of G2 Dynkin type.
Proof: The “if” part is just a weaker form of [37, Th. 1.3]. We now check the “only if”
part. So G(W (k)) has no proper, closed subgroup surjecting onto G(k). This implies that
the epimorphism G(W2(k)) ։ G(k) has no right inverse. If (i) does not hold, then there
is an isogeny cover of G of degree p and so from [37, Ex. 4.1.1] we get that G(W (k)) has
proper, closed subgroups surjecting onto G(k). So (i) holds. We show that the assumption
that (ii) does not hold leads to a contradiction.
So q ∈ {2, 3, 4} and Gad has a simple factor G0 among those listed in (ii). Let F be
a semisimple, normal, closed subgroup of G such that (G/F )ad is naturally isomorphic to
G0. All torsors of Fk and so also of F are trivial (see [32, p. 132]). So we have a short
exact sequence 0 → F (W (k)) → G(W (k)) → (G/F )(W (k)) → 0. So the inverse image
into G(W (k)) of any proper, closed subgroup of (G/F )(W (k)) surjecting onto (G/F )(k),
is a proper, closed subgroup of G(W (k)) surjecting onto G(k). So in order to reach a
contradiction, we can assume F is the trivial subgroup of G. So G0 = G
ad. So from this
and (i) we get that either q = 4 and G is an SL2 group, or q = 3 and G is a PGL2 or an
SL2 group, or q = 2 and G is either a split group of G2 Lie type or an SL2, SL3, PGL3,
SU3, PGU3, SU4 or a ResW (F4)/Z2SL2 group.
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So as the epimorphism G(W2(k)) ։ G(k) has no right inverse, from [37, Th. 4.5]
we get that either q = 4 and G is an SL2 group or q = 2 and G is an SL2, SU4 or a
ResW (F4)SL2 group. It is well known that G can not be an SL2 group over Z2 and so from
now on we will exclude this case. In the remaining three cases with q ∈ {2, 4}, the group
Gad(k)′ = Gad(k) = G(k) is either SL2(F4) or SU4(F2) and so it is non-abelian simple (cf.
2.2.4). Let Σ be a subgroup of Gad(W2(k)) surjecting isomorphically onto G
ad(k), cf. [37,
Th. 4.5]. LetK be the inverse image of Σ via the homomorphism G(W (k))→ Gad(W2(k)).
It is a proper, closed subgroup of G(W (k)) containing Ker(G(W (k)) → G(W2(k))). As
Σ is a non-abelian simple group and as Gad(W2(k))/Im(G(W2(k)) → Gad(W2(k))) is an
abelian 2-group, we easily get that Σ is a subgroup of Im(G(W2(k)) → Gad(W2(k))). So
K surjects onto G(k). Contradiction. So (ii) holds. 
2.3. Proposition. Let F be a semisimple, normal, closed subgroup of Gder. Let K be
a closed subgroup of G(W (k)). Let K1 := Im(K → G(k)). Let Kd := K ∩ F (W (k)).
Let Kd1 := Im(K
d → F (k)). We assume that g.c.d.(p, c(F )) = 1 and that F (k) (resp.
and that F (k)′) is a subgroup of K1. If q ∈ {3, 4} we also assume that F ad has no
simple factor that is a PGL2 group, and if q = 2 we also assume that F
ad has no simple
factor that is a PGL2, PGL3, PGSp4, PGU3, PGU4, ResW (F4)/Z2PGL2 or a split group
of G2 Dynkin type. Then we have K
d = F (W (k)) (resp. we have F (k)′ ⊳ Kd1 and
Ker(F (W (k))→ F (k)) ⊳ Kd).
Proof: Let g ∈ K1∩F (k) be an arbitrary element. As we have F (k)′ ⊳ K1∩F (k) ⊳ F (k),
the quotient group F (k)/K1 ∩ F (k) is abelian. Moreover, all factors of the composition
series of K1 ∩ F (k) are either non-abelian simple or cyclic of order prime to p (cf. 2.2.4).
So we can write g as a product g′1g
′
2...g
′
u, where u ∈ N and each g′i is either of the form gpi
or of the form [gi1 , gi2 ], for some gi, gi1 , gi2 ∈ K1 ∩ F (k) (i ∈ {1, ..., u}).
We check by induction on s ∈ N that for any g ∈ K1 ∩ F (k) there is hs(g) ∈
K ∩ Ker(G(W (k)) → (G/F )(Ws(k))) whose reduction mod p is the element g of G(k).
The existence of h1(g) follows from the definition of K1. The passage from s to s+1 goes
as follows. If g′i = g
p
i , let h
′
i(g) := hs(gi)
p. If gi = [gi1 , gi2 ], let h
′
i(g) := [hs(gi1), hs(gi2)].
As Ker((G/F )(Ws+1(k)) → (G/F )(Ws(k))) is an abelian p-group, for i ∈ {1, ..., u} we
have h′i(g) ∈ K ∩ Ker(G(W (k)) → (G/F )(Ws+1(k))). So we can take hs+1(g) to be the
product h′1(g)h
′
2(g)...h
′
u(g). This ends the induction.
As K is compact, there is a subsequence of the sequence (hs(g))s∈N that converges
to an element h(g) ∈ Kd. The reduction mod p of h(g) is g.
So if F (k) ⊳ K1, then g is an arbitrary element of F (k) and so K
d surjects onto
F (k). Moreover from 2.2.5 we get that Kd = F (W (k)).
We now consider the case when F (k)′ ⊳ K1. By taking g to be an arbitrary element
of F (k)′, from the existence of h(g) ∈ Kd we get F (k)′ ⊳ Kd1 .
Let Ks be the inverse image of Kd into F sc(W (k)). As g.c.d.(p, c(F )) = 1, the
isogeny F sc → F is e´tale. So Ker(F (W (k))→ F (k)) = Ker(F sc(W (k))→ F sc(k)) and the
group Kd/Im(Ks → Kd) is finite of order prime to p. So the image of Im(Ks → F (k))
in F (k)′ is a normal subgroup of index prime to p and so it is F (k)′, cf. 2.2.4. So
Im(Ks → F (k)) = F sc(k), cf. 2.2.3. So Ks = F sc(W (k)), cf 2.2.5. So Ker(F (W (k)) →
F (k)) ⊳ Im(Ks → Kd) ⊳ Kd. 
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2.4. A setting. Let G˜ := G/Z0(G) (see beginning of §1 for Z0(G)). The hypothesis
g.c.d.(p, c(Gder)) = 1 of 2.3 (applied with F = Gder) is often too restrictive. So in this
section we will present a new approach that on one side allows us to treat cases with p
dividing c(Gder) and on another side gives us criteria of when K surjects onto G˜(W (k)).
These last criteria are especially of interest when p divides c(G˜) (i.e. when we can not
appeal to 2.2.5). Warning: until §3 we will use and refer to the conditions (i) to (v) below.
(i) The adjoint group G˜ad is simple and we have g.c.d.(p, o(G˜)) = 1.
(ii) The factors of the composition series of G˜(k) are either cyclic of order prime to
the order of Gab(W2(k)) or non-abelian simple groups.
(iii) We can write the natural isogeny Z0(G)→ Gab as a product ∏i∈I hi : Ti → T ′i
of isogenies in such a way that there is a non-empty subset Ip of I with the property that
for any i ∈ I \ Ip (resp. for any i ∈ Ip), the isogeny hi : Ti → T ′i has degree prime to p
(resp. factors through the p-th power endomorphism of Ti).
(iv) We have
∑
i∈Ip
dimk(Tik) = dimk(Lie(G˜k)/[Lie(G˜k),Lie(G˜k)]).
Condition (i) in essence says that G˜ “behaves” like a simple, adjoint group. Condition
(ii) is almost always satisfied, cf. 2.2.4. Conditions (iii) and (iv) require that the tori Z0(G)
and Gab have big enough ranks and the isogeny Z0(G) → Gab has degree divisible by a
sufficiently big power of p. So roughly speaking, in order that (iii) and (iv) hold, we will
use reductive group schemes G for which the isogeny Z0(G) → Gab “behaves” like the
analogue isogeny for the case of a (Weil restriction of a) GLpn group.
Let k1 be the finite field extension of k such that G˜
ad is the ResW (k1)/W (k) of an a.s.
adjoint group G˜ad1 over W (k1), cf. 2.2.2. The next condition will be needed only if p = 2.
(v) If p = 2, then at least one of the following two assumptions holds:
(va) the image of
∏
i∈Ip
Ti(W (k)) in G
ab(W3(k)) has odd order (for instance, this holds
if q = 2 and
∏
i∈Ip
Ti is a split torus);
(vb) the field k1 has at least four elements and G˜
ad
1 is either split or a PGU2n+2 group.
2.4.1. Theorem. Let G be a reductive group scheme over W (k) such that all the above
conditions (i) to (v) hold. Let K be a closed subgroup of G(W (k)) surjecting onto G˜(k) as
well as onto Gab(W (k)). Depending on the parity of p we have:
(a) Let p > 2. Then K surjects onto G˜(W (k)). If moreover we have I = Ip, then
the images of K and G(W (k)) in G˜(W2(k)) × Gab(W2(k)) are the same and isomorphic
to G˜(W2(k))×Gab(k).
(b) Let p = 2. Let K˜23 be the intersection of Im(K → G˜(W3(k))) with Ker(G˜(W3(k))→
G˜(W2(k))) = LieFp(G˜k) = LieFp(G˜
ad
1k1
). If we work under (vb), then we also assume that
K˜23 is a k1-vector subspace of Lie(G˜
ad
1k1
). Then K surjects onto G˜(W (k)). If moreover we
have I = I2 and we work under (va) (resp. and we work under (vb)), then the images of
K and G(W (k)) in G˜(Ws(k))×Gab(Ws(k)), with s = 3 (resp. with s = 2), are the same
and isomorphic to G˜(Ws(k))×Gab(k).
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Proof: We can assume I = Ip (otherwise we replace G by G/
∏
i∈I\Ip
Ti). From (iii) we get
that p|o(Gder). So G˜ is not of isotypic E8, F4 or G2 Dynkin type and the right hand side
of (iv) is at least 1. So the torus Gab is nontrivial. Let K22 (resp. K21) be the image of K
in G˜(W2(k)) × Gab(W2(k)) (resp. in G˜(W2(k)) × Gab(k)). From (ii) and our surjectivity
hypotheses we get that K surjects onto G˜(k)×Gab(k). So we have a short exact sequence
0→ K1121 → K21 → G˜(k)×Gab(k)→ 0,
where K1121 := K21 ∩ (Ker(G˜(W2(k))×Gab(k)→ G˜(k)×Gab(k))) = K21 ∩ LieFp(G˜k). Let
K2122 := K22 ∩ (Ker(G˜(W2(k))×Gab(W2(k))→ G˜(W2(k))×Gab(k))) = K22 ∩ LieF2(Gabk ).
We have a second short exact sequence
0→ K2122 → K22 → K21 → 0.
The isogeny Z0(G) → Gab factors through the p-th power endomorphism of Z0(G)
(cf. (iii)) and moreover the group Z0(G)(k) has order prime to p. So the homomorphism
Ker(Z0(G)(W2(k)) → Gab(k)) → Gab(W2(k)) is trivial. So as we have a short exact se-
quence 0 → Z0(G)(W2(k)) → G(W2(k)) → G˜(W2(k)) → 0, the group K2122 is trivial. So
we can identify K22 = K21 and so we will also view K
11
21 as a subgroup of G˜(W2(k)) ×
Gab(W2(k)). Each homomorphism G˜(k) → Gab(W2(k))/Im(K1121 → Gab(W2(k))) is triv-
ial, cf. (ii). As K surjects onto Gab(W2(k)), from the last two sentences we get that
K1121 surjects onto Ker(G
ab(W2(k))→ Gab(k)) and so is a nontrivial abelian group. As K
surjects onto G˜(k), under the adjoint representation G˜(k)→ GL(LieFp(G˜k)) both K1121 and
Ker(K1121 → Ker(Gab(W2(k))→ Gab(k))) are G˜(k)-modules. Let L := [LieFp(G˜k),LieFp(G˜k)].
We first consider the case when either p≥ 3 or p = 2 and G˜ is not of isotypic Bn
or Cn Dynkin type with n≥ 2. The G˜(k)-module L is simple and moreover G˜(k) acts
trivially on LieFp(G˜k)/L, cf. [37, 3.7.1 and 3.10 5)] applied to Resk/FpG˜k. From this
and [37, 3.10 1)] we get that the only simple G˜(k)-submodule of LieFp(G˜k) is L. So
L ⊳ K1121 . The image of L in Ker(G
ab(W2(k))→ Gab(k)) is trivial. So as K1121 surjects onto
Ker(Gab(W2(k))→ Gab(k)), the group K1121/L has at least as many elements as LieFp(Gabk )
and so (cf. (iv)) as LieFp(G˜k)/L. By reasons of orders we get K
11
21 = LieFp(G˜k).
We now consider the case when p = 2 and G˜ is of isotypic Bn or Cn Dynkin
type with n≥ 2. The group G˜ad1 is not a PGSp4 group over Z2, cf. (ii) and [15, 2.2.7
(a)]. We have o(Gsc) = 2[k1:k] and so from (i) we get that o(G˜) = 1. Thus G˜ = G˜ad.
So dimk(Lie(G˜k)/[Lie(G˜k),Lie(G˜k)]) = [k1 : k] dimk1(Lie(G˜
ad
1k1
)/[Lie(G˜ad1k1),Lie(G˜
ad
1k1
)]) =
[k1 : k], cf. [16, (Br) and (Cr) of 0.13]. So as
∏
i∈I Ker(hi) is a subgroup of Z(G
der), from
(iii) and (iv) we get that o(Gder) is at least 2[k1:k]. Thus o(Gder) = o(Gsc) = 2[k1:k] and so
Gder is s.c. The finite group Gder(k) = G˜(k) is non-abelian simple (cf. 2.2.4). So as G(k) =
Gder(k) × Gab(k) and as K surjects onto Gder(k), we have Gder(k) ⊳ Im(K → G(k)). So
Gder(W (k)) ⊳ K, cf. 2.3 applied with F = Gder. As K surjects onto Gab(W (k)), we get
K = G(W (k)). So we also have K1121 = LieF2(G˜k).
So regardless of who p and G˜ are, we always have K1121 = LieFp(G˜k). So K21 =
G˜(W2(k)) × Gab(k). But K22 is isomorphic to K21 and so also to G˜(W2(k)) × Gab(k).
Applying this with K being replaced by G(W (k)), we get that that the images of K and
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G(W (k)) in G˜(W2(k))×Gab(W2(k)) are the same. In particularK surjects onto G˜(W2(k)).
So if p≥ 3, then K surjects onto G˜(W (k)) (cf. 2.2.1 (a)). This proves (a).
We now take p = 2 and we prove the remaining part of (b). As o(Gder) is even, the
group G˜ad is of isotypic A2n+1, Bn, Cn, Dn or E7 Dynkin type. So as K surjects onto
G˜(W2(k)), from 2.2.1 (b) we get that L 6 K˜
2
3 6 LieF2(G˜k).
If (va) holds, then we proceed as in the mod 4 context. Let K33 (resp. K31) be
the image of K in G˜(W3(k)) × Gab(W3(k)) (resp. in G˜(W3(k)) × Gab(k)). Let K2233 :=
Ker(K33 → G˜(W2(k)) ×Gab(W2(k))). Let g˜23 ∈ K˜23 . Let g3 ∈ K33 surjecting onto g˜23. As
K22
∼→ G˜(W2(k)) × Gab(k) and as the order of Gab(k) is prime to p, the image of g33 in
K22 is the identity element and so g33 ∈ K2233 . So the natural homomorphism K2233 → K˜23 is
surjective. So based on (va), in the same way we got that we can identity K22 = K21, we
now get that we can identify K2233 = K˜
2
3 and K33 = K31. As K surjects onto G
ab(W3(k)),
the group K2233 surjects onto Ker(G
ab(W3(k))→ Gab(W2(k))) = Lie(Gabk ). If G˜ad is not of
isotypic Bn or Cn Dynkin type with n≥ 2, then entirely as in the mod 4 context for K
11
21
we argue that K2233 = K˜
2
3 is LieF2(G˜k). If G˜
ad is of isotypic Bn or Cn Dynkin type with
n≥ 2, then K = G(W (k)) (see above) and so we again have K2233 = K˜
2
3 = LieF2(G˜k).
So K33 = K31 = G˜(W3(k)) × Gab(k). Applying this with K being replaced by
G(W (k)), we get that that the images of K and G(W (k)) in G˜(W3(k))×Gab(W3(k)) are
the same and isomorphic to G˜(W3(k))×Gab(k).
We now consider the case when (vb) holds. If G˜ is (resp. is not) of isotypic D2n
Dynkin type, let u := 2 (resp. u := 1). We check that the assumptions of (vb) on G˜ad1
imply the existence of Gm subgroups T (j) of G˜
ad
1 , j = 1, u, such that the natural k1-linear
map
l : ⊕uj=1Lie(T (j)k1)→ Lie(G˜ad1k1)/[Lie(G˜ad1k1),Lie(G˜ad1k1)]
is an isomorphism. The codomain of l has dimension u (cf. [16, 0.13]) and the Lie algebra
of any maximal torus of a Borel subgroup of G˜ad1k1 surjects onto it (cf. [37, 3.7 3)]). So the
existence of T (j)’s when G˜ad1 is a PGU2n+2 group (resp. is split) is a consequence of the
fact that the Lie algebra of any maximal split torus of the simply connected group cover
G˜sc1k1 of G˜
ad
1k1
contains Lie(Z(G˜sc1k1)) (resp. is obvious).
As k1 has at least four elements, any closed subgroup of T (j)(W (k1)) surjecting onto
T (j)(W2(k1)) has a nontrivial image in Ker(T (j)(W3(k1)) → T (j)(W2(k1))). From this
and the facts that L 6 K˜23 and that LieF2(T (j)k1) = Ker(T (j)(W2(k1)) → T (j)(k1)) 6
Im(K → G˜ad(W2(k))), we get that K˜23/L has non-zero elements of the form l(xj), where
xj ∈ LieF2(T (j)k1). So the k1-vector subspace K˜23/L of Lie(G˜1k1)/[Lie(G˜1k1),Lie(G˜1k1)] =
Lie(G˜ad1k1)/[Lie(G˜
ad
1k1
),Lie(G˜ad1k1)], contains l(k1xj). So K˜
2
3 = LieF2(G˜k) = LieF2(G˜
ad
1k1
).
In both situations (va) and (vb) we got that K surjects onto G˜(W3(k)) and so onto
G˜(W (k)), cf. 2.2.1 (a). So (b) holds. 
2.4.2. Variants. (a) We assume that conditions (i), (iii), (iv) and (v) hold. We also
assume the following weaker variant of (ii): the factors of the composition series of G˜(k)
are either cyclic of order prime to p or non-abelian simple groups. We also assume that
Ker(Gab(W (k)) → Gab(k)) ⊳ Im(K → Gab(W (k))). Then the proof of 2.4.1 applies to
give us that K surjects onto G˜(W (k)).
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(b) We assume that either p = 2 and G˜ is of isotypic Dn+3 Dynkin type or p is
arbitrary and G˜ is of isotypic Ap2n−1 Dynkin type. If q = 2 we also assume that G˜
ad is not
a PGU4 group. Then we have a variant of 2.4.1 in which we replace (i) by the condition:
(i’) the group G˜ad is simple and one of the following disjoint two conditions holds:
– if G˜ is of isotypic Ap2n−1 Dynkin type, then we have an isogeny G˜
′ → G˜ of degree
prime to p, where G˜′ is the quotient of G˜sc by the maximal finite, flat subgroup of
Z(G˜sc) annihilated by p,
– if G˜ is of isotypic Dn+3 Dynkin type, then G˜ is the ResW (k1)/W (k) of a Spin
∗
n+3/µ2
group, where ∗ ∈ {+,−}.
The only difference from the proof of 2.4.1 is in arguing that K1121 = LieFp(G˜k).
Let k1 as before (v). We have dimk(Lie(G˜k)/[Lie(G˜k),Lie(G˜k)]) = [k1 : k], cf. [16,
(Ar) and (Dr) of 0.13]. The short exact sequence 0 → LieFp(G˜adk ) → G˜ad(W2(k)) →
G˜ad(k) → 0 does not have a section, cf. [37, Th. 4.5]. So the group K1121 is not included
in LieFp(Z(G˜k)) and so K
11
21 has a nontrivial image in LieFp(G˜k)/LieFp(Z(G˜k)). But this
last G˜(k)-module is canonically identified with a G˜(k)-submodule of LieFp(G˜
ad
k ) containing
Im(LieFp(G˜
sc
k )→ LieFp(G˜adk )) and so containing [LieFp(G˜adk ),LieFp(G˜adk )] (cf. [37, 3.7 3)]).
But [LieFp(G˜
ad
k ),LieFp(G˜
ad
k )] is a simple G˜(k)-submodule of LieFp(G˜
ad
k ) (cf. [37, 3.7.1]) and
moreover it is the only simple G˜(k)-submodule of LieFp(G˜
ad
k ) (cf. [37, 3.10 1) and 3.10
5)]). So the image of K1121 in LieFp(G˜
ad
k ) contains [LieFp(G˜
ad
k ),LieFp(G˜
ad
k )].
If G˜ is either of isotypic Ap2n−1 Dynkin type or of isotypic Dn+3 Dynkin type with
n even, then by reasons of dimensions we have Lie(G˜k)/Lie(Z(G˜k)) = [Lie(G˜
ad
k ),Lie(G˜
ad
k )]
(cf. [16, (Ar) and (Dr) of 0.13]). So K
11
21 surjects onto LieFp(G˜k)/LieFp(Z(G˜k)). But K
11
21
surjects also onto the abelian group LieFp(G
ab
k ) having the same number of elements as
k1 (cf. (iv)) and so as LieFp(Z(G˜k)). Thus by reasons of orders of factors of composition
series, we get that K1121 = LieFp(G˜k).
Let now G˜ be of isotypic Dn+3 Dynkin type with n odd; so we have p = 2. As
[Lie(G˜adk ),Lie(G˜
ad
k )] is a k-vector subspace of Lie(G˜k)/Lie(Z(G˜k)) of codimension [k1 : k],
the previous paragraph has to be slightly modified. The inverse image of [Lie(G˜adk ),Lie(G˜
ad
k )]
in Lie(G˜k) is [Lie(G˜k),Lie(G˜k)] (to check this we can assume k = k1 and this case follows
from [16, (Dr) of 0.13]). Moreover, L is the only G˜(k)-submodule of itself surjecting onto
[LieF2(G˜
ad
k ),LieF2(G˜
ad
k )] (cf. [37, 3.10 3)]). Thus we have L ⊳ K
11
21 . So as in the proof of
2.4.1 (b) we get that K1121 = LieF2(G˜k).
2.4.3. Examples. (a) Let G be a GLpn group. So G˜ = G˜
ad is a PGLpn group and so
condition (i) holds. Moreover, we have k1 = k. If q = 2 we assume that n > 1. So we have
the following weaker form of (ii): the factors of the composition series of G˜(k) are either
cyclic of order prime to p or non-abelian simple groups (cf. 2.2.4). If g.c.d.(n, q − 1) = 1,
then condition (ii) holds. The isogeny Z0(G) → Gab can be identified with the p-power
endomorphism of Gm and so by taking I = Ip to have one element, we get that (iii) holds.
We have
∑
i∈Ip
dimk(Tik) = 1 = dimk(Lie(G˜k)/[Lie(G˜k),Lie(G˜k)]) (cf. [16, (Ar) of 0.13]
for the last equality). So (iv) holds. If q = 2, then (va) holds and if p = 2 and q > 2, then
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(vb) holds. So if n is arbitrary (resp. if g.c.d.(n, q − 1) = 1), then the variant 2.4.2 (a) of
2.4.1 (resp. then 2.4.1) applies.
(b) Let n1 be a divisor of n ∈ N that is prime to p. Let m ∈ N be at least 2. Let
s ∈ {1, ..., m− 1}. Let G be a GLpmn/µpsn1 group; so g.c.d.(p, c(Gder)) = p > 1 and G˜ is
a PGLpmn group. If n is arbitrary (resp. if g.c.d.(n, q − 1) = 1), then as in (a) we argue
that the variant 2.4.2 (a) of 2.4.1 (resp. that 2.4.1) applies.
(c) Let p = 2. Let G be a GSpin2n+1 or a GSp2n group, with n≥ 2; so G˜ is an adjoint
group. If q = 2 we assume that G is not a GSpin5 = GSp4 group. So G˜(k) = G˜(k)
′ is
a non-abelian simple group, cf. 2.2.4. So condition (ii) holds. As in (a) we argue that
conditions (i), (iii), (iv) and (v) hold. So 2.4.1 (b) applies.
(d) Let ∗ ∈ {+,−}. Let n≥ 3 be an odd integer. Let p = 2. Let G be a GSO∗2n
group; so g.c.d.(2, c(Gder)) = 2 > 1. The group G˜ is a simple, adjoint group of Dn
Dynkin type and so (i) holds. Also as n≥ 3 the condition (ii) holds, cf. 2.2.4. The isogeny
Z0(G) → Gab can be identified with the 2-power endomorphism of Gm and so by taking
I = I2 to have one element, we get that (iii) holds. We have
∑
i∈I2
dimk(Tik) = 1 =
dimk(Lie(G˜k)/[Lie(G˜k),Lie(G˜k)]) (cf. [16, (Dr) of 0.13] for the last equality; here is the
place where we need n to be odd). If q = 2, then condition (va) holds. If q > 2 and ∗ = +,
then condition (vb) holds. In particular, if q = 2, then all conditions (i) to (v) hold and
so 2.4.1 (b) applies.
(e) Let ∗ ∈ {+,−}. Let p = 2. Let G be a GSpin∗2n group with n≥ 3. So G˜ is an
SO∗2n group and so condition (i’) of 2.4.2 (b) holds. As in (d) we argue that conditions (ii)
to (v) hold. So the variant 2.4.2 (b) of 2.4.1 applies.
2.4.4. Remark. If 1≤
∑
i∈Ip
dimk(Tik) < dimk(Lie(G˜k)/[Lie(G˜k),Lie(G˜k)]), then one
can use the proof of 2.4.1 to bound from above the order of LieFp(G˜k)/K
11
21 .
§3. Applications to the study of Kp(A)
Let E, iE , A, d, H1, HA, p, Tp(A), HAZp , ρA,p, Gp, E
conn and Kp(A) be as in the
beginning of §1. Let Qµp∞ be the algebraic field extension of Q obtained by adjoining all
p-power roots of 1. Until end we study Kp(A). In 3.1 and 3.2 we list the main assumptions
and few simple properties. Warning: in 3.2 to 3.5 we assume that conditions 1.1 (a) to (c)
hold and we apply 2.2 to 2.4. We end this Chapter with remarks (see 3.6). We recall that
all simple factors of HadAC are of classical Lie type, cf. [26] or [8].
We have the following remarkable prediction (cf. [23] and [30]):
3.1. Mumford–Tate conjecture for (A, p). As subgroups of the group GL(Vp(A)) =
GL(H1 ⊗Q Qp), we have Gp = HAQp .
Until 3.6 we assume 3.1 holds (see [25, 5.14 and 5.15] and [38] for concrete cases).
3.1.1. The p-torsion volume. As 3.1 holds, Kp(A) is an open subgroup of HAZp(Zp).
Let M(p) be the Haar measure on HAQp(Qp) normalized by the fact that a compact, open
subgroup of HAQp(Qp) of maximum volume, has volume 1. We call the number
Vp(A) := M(p)(Kp(A)) ∈ (0, 1] ∩Q
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as the p-torsion volume of (the isogeny class of) A. We think this is justified as for n >> 0
we have Vp(A) = M(p)(HAZp(Zp))[HAZp(Zp/p
nZp) : Im(Kp(A)→ HAZp(Zp/pnZp))]−1.
3.2. Simple properties. Until 3.6 we assume that conditions 1.1 (a) to (c) hold, i.e.
that 3.1 holds, that HAZp is a reductive group scheme over Zp and that by denoting
T := Z0(HAZp) and G˜ := HAZp/T
we have
(1) Im(Kp(A)→ G˜(Fp)) = G˜(Fp).
We have M(p)(HAZp(Zp)) = 1, cf. [35, 3.8.1 and 3.8.2]. So
(2) Vp(A)
−1 = [HAZp(Zp) : Kp(A)] ∈ N.
As HA contains Z(GL(H1 ⊗Z Q)), the torus T contains the group scheme Z(GL(Tp(A)))
of homotheties of Tp(A) = H1 ⊗Z Zp. The group scheme G˜ is semisimple.
We introduce three abstract groups:
KTp := Ker(Kp(A)→ G˜(Zp)) = Kp(A) ∩ T (Zp) ⊳ T (Zp),
Kabp := Im(Kp(A)→ HabAZp(Zp)) 6 HabAZp(Zp), and
Kdp := Ker(Kp(A)→ HabAZp(Zp)) = Kp(A) ∩HderAZp(Zp) 6 HderAZp(Zp).
All torsors of TFp and so also of T are trivial (see [32, p. 132]). So the complex 0 →
T (Zp)→ HAZp(Zp)→ G˜(Zp)→ 0 is a short exact sequence. We get a first index formula
(3) Vp(A)
−1 = [T (Zp) : K
T
p ][G˜(Zp) : Im(Kp(A)→ G˜(Zp))].
Similarly, the complex 0 → HderAZp(Zp) → HAZp(Zp) → HabAZp(Zp) → 0 is a short exact
sequence and so we have a second index formula
(4) Vp(A)
−1 = [HderAZp(Zp) : K
d
p ][H
ab
AZp
(Zp) : K
ab
p ].
3.2.1. Lemma. We assume that T is a Gm group, i.e. that T acts as homotheties on
Tp(A). Then T ∩ HderAZp = µ2. If moreover Econn is linearly disjoint from Qµp∞ , then
Kabp = H
ab
AZp
(Zp).
Proof: Let hA : ResC/RGm → HAR be the homomorphism defining the Hodge Z-structure
on H1. The image under hA of the compact subtorus of ResC/RGm is contained in H
der
AR
and contains the µ2 subgroup of Z(GL(H1 ⊗Z R)). So the µ2 subgroup of T is also a
subgroup of HderAZp . Let pA : Tp(A)⊗Zp Tp(A)→ Zp(1) = proj. lim.s∈Nµps(Qp) be the Weil
pairing defined by a polarization of A. It is fixed by HderAZp . So T ∩ HderAZp is a subgroup
of µ2. So T ∩ HderAZp = µ2. So HabAZp(Zp) = (T/µ2)(Zp) acts faithfully on the Zp-span of
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pA. As E
conn is linearly disjoint from Qµp∞ , the Galois group Gal(Qµp∞ /Q) is naturally
a quotient of Gal(Econn). So the image of the p-adic cyclotomic character of Gal(Econn)
can be identified with Gm(Zp) = H
ab
AZp
(Zp) and so K
ab
p = H
ab
AZp
(Zp). 
Let Z := Ker(G˜sc → HderAZp). The order o of the finite (abstract) group Z(Fp) is
prime to p (see first paragraph of 2.2). In 3.3 and 3.4 we consider two disjoint theories.
3.3. The g.c.d.(p, c(HderA )) = 1 theory. Until 3.4 we will consider only cases satisfying
g.c.d.(p, c(HderA )) = 1. So the finite, flat group scheme Z of multiplicative type is also e´tale.
3.3.1. Theorem. We assume that g.c.d.(p, c(HderA )) = 1 and that T is a Gm group. If
p = 3 we also assume that G˜ad has no simple factor that is a PGL2 group and if p = 2 we
also assume that G˜ad has no simple factor that is a PGL2, PGL3, PGSp4, PGU3, PGU4
or a ResW (F4)/Z2PGL2 group. We have the following four properties.
(a) If g.c.d.(p, c(G˜)) = 1, then the following three statements are equivalent:
(i) Kp(A) surjects onto HAZp(Fp);
(ii) KTp surjects onto T (k);
(iii) Vp(A) = p
−m(A,p), with m(A, p) ∈ N ∪ {0}.
We now also assume that Econn is linearly disjoint from Qµp∞ .
(b) If g.c.d.(p, c(G˜)) = 1 and if for p = 2 all simple factor of G˜ad are of some isotypic
An Dynkin type, then Vp(A)
−1 divides 2(p− 1).
(c) Always Vp(A)
−1 is a divisor of o. So if HderAZp is s.c., then Vp(A) = 1.
(d) If Kp(A) surjects onto HAZp(Fp), then Vp(A) = 1.
Proof: We prove (a). We have Im(Kp(A) → G˜(Zp)) = G˜(Zp), cf. (1) and 2.2.5. So
Vp(A)
−1 = [T (Zp) : K
T
p ], cf. (3). So as T (k) has order prime to p, (ii) and (iii) are
equivalent. Obviously (i) implies (iii). If (ii) holds, then Im(Kp(A)→ HAZp(Fp)) has T (k)
as a subgroup and surjects onto G˜(Fp); so (i) holds. So (a) holds.
For the rest of the proof we will assume that Econn is linearly disjoint from Qµp∞ .
So Kabp = H
ab
AZp
(Zp) (cf. 3.2.1) and so Kp(A) surjects onto H
ab
AZp
(Zp). We prove (b). Let
K˜ be the subgroup of G˜(Zp) ×HabAZp(Zp) generated by Im(Kp(A) → G˜(Zp) ×HabAZp(Zp))
and by the elements of G˜(Zp)×HabAZp(Zp) of order p− 1 whose components in G˜(Zp) are
identity. We have Ker(HAZp → G˜ ×HabAZp) = T ∩HderAZp = µ2. So to prove (b) it suffices
to show that K˜ = G˜(Zp)×HabAZp(Zp). For this it is enough to show that K˜ surjects onto
G˜(Zp/p
sZp)×HabAZp(Zp/psZp), where s = 2 if p≥ 3 and s = 3 if p = 2 (cf. 2.2.1 (a)). As K˜
surjects onto G˜(Fp)×HabAZp(Fp), G˜(Zp) and HabAZp(Zp), we only have to show that Lie(G˜Fp)
has no Fp-vector subspace of codimension 1 normalized by G˜(Fp). But this follows from
[37, 3.7.1] (resp. [37, 3.10 2)]) applied to each factor H of G˜scFp having a simple adjoint not
of (resp. of) isotypic Apn−1 Dynkin type. So (b) holds.
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We prove (c). We have Vp(A)
−1 = [HderAZp(Zp) : K
d
p ], cf. (4). As Kp(A) sur-
jects onto G˜(Fp), we also have G˜
ad(Fp)
′ ⊳ Im(Kp(A) → G˜ad(Fp)). So from 2.2.3 we
get that HderAZp(Fp)
′ 6 Im(Kp(A) → HderAZp(Fp)). So as g.c.d.(p, c(HderA )) = 1 we have
Ker(HderAZp(Zp) → HderAZp(Fp)) ⊳ Kdp , cf. 2.3 (applied with F = Gder). So as we have a
short exact sequence 0 → HscAZp(Fp)/Z(Fp) → HderAZp(Fp) → H1(Fp, Z) → 0, the index
[HderAZp(Zp) : K
d
p ] divides the order of H
1(Fp, Z) that is o. This proves (c).
We prove (d). But Vp(A)
−1 is prime to p (cf. (c), as g.c.d.(p, o) = 1) as well as a
power of p (cf. (a), as (iii) holds). So Vp(A) = 1 and so (d) holds. 
3.3.2. Theorem. We assume that p = 3 and that g.c.d.(3, c(G˜)) = 1. Then the index
[G˜(Z3) : Im(K3(A)→ G˜(Z3))] is 27m for some m ∈ N ∪ {0}.
Proof: We write G˜ad = G˜ad1 × G˜ad2 , where G˜ad1 is a product of PGL2 groups and G˜ad2
is a product of simple groups that are not PGL2 groups. Let G˜2 be the semisimple,
normal, closed subgroup of G˜ naturally isogenous to G˜ad2 . As g.c.d.(3, c(G˜)) = 1 we have
g.c.d.(3, c(G˜2)) = 1. Also G˜2(F3) is a subgroup of Im(K3(A)→ G˜(F3)) = G˜(F3) (cf. (1)).
So G˜2(Z3) ⊳ Im(K3(A)→ G˜(Z3)), cf. 2.3 (in the definition of G˜2 we excluded the PGL2
factors in order to be able to apply 2.3).
We have a short exact sequence 0 → G˜2(Z3) → G˜(Z3) → (G˜/G˜2)(Z3) → 0. As the
isogeny G˜/G˜2 → G˜ad1 is e´tale, we have Ker((G˜/G˜2)(Z3)→ (G˜/G˜2)(F3)) = Ker(G˜ad1 (Z3)→
G˜ad1 (F3)). So to prove the Theorem it suffices to show that for any s ∈ N, the sub-
group K1s := Im(K3(A) → G˜ad1 (Ws+1(F3))) ∩ Ker(G˜ad1 (Ws+1(F3)) → G˜ad1 (Ws(F3))) of
Lie(G˜ad1F3) = Ker(G˜
ad
1 (Ws+1(F3))→ G˜ad1 (Ws(F3))) has index 27m(s), wherem(s) ∈ N∪{0}.
The G˜ad1 (F3)
′-module Lie(G˜ad1F3) is a direct sum of simple G˜
ad
1 (F3)
′-modules that are Lie
algebras of simple factors of G˜ad1F3 , cf. [37, 3.7.1] applied to the A1 Dynkin type. As K
1
s
is a G˜ad1 (F3)
′-module (cf. (1)), it is isomorphic to a direct sum of such simple G˜ad1 (F3)
′-
modules. So [Lie(G˜ad1F3) : K
1
s ] is 27
m(s), where m(s) ∈ N ∪ {0}. 
3.4. The g.c.d.(p, c(G˜)) > 1 theory. Until 3.6 we will consider only cases satisfying
g.c.d.(p, c(G˜)) > 1. Sections 2.4.1 and 2.4.2 can be applied in many situations that either
involve arbitrary primes p and tori HabA of arbitrary high dimension or are such that we
can not apply 3.3.1 and 3.3.2 to them. To list few such applications we consider two cases.
3.4.1. Case 1. We assume T is a Gm group. So T ∩HderAZp = µ2, cf. 3.2.1. So in order
to be able to apply 2.4.1 and 2.4.2 we assume that p = 2 and HadA is a.s. of some Dynkin
type DT ∈ {A2n+1|n ∈ N} ∪ {Bn, Cn|n ∈ N \ {1, 2}}∪ {Dn|n ∈ N \ {1, 2, 3}}. The A1 and
B2 = C2 Dynkin types are excluded due to 2.4 (ii), cf. 2.2.4. If DT = A3 we also assume
HderAZ2 is split and if DT ∈ {D2n|n ∈ N \ {1}} we also assume HderAZ2 is s.c.
We now list few direct consequences of these assumptions. If DT ∈ {Bn, Cn|n ∈
N \ {1, 2}}, then G˜ is adjoint. If DT ∈ {A4n+1|n ∈ N} ∪ {Bn, Cn|n ∈ N \ {1, 2}}, then
Lie(G˜) = Lie(G˜ad). If DT /∈ {A2n+1, Dn|n ∈ 1 + 2N}, then c(HderAZ2) is odd. If c(HderAZ2) is
odd, then Lie(HderAZ2) = Lie(G˜
sc).
3.4.1.1. Theorem. We also assume Econn is linearly disjoint from Qµ2∞ . We have:
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(a) The group K2(A) surjects onto G˜(Z2) and the images of K2(A) and HAZ2(Z2)
in G˜(Z2/8Z2)×HabAZ2(Z2/8Z2) are the same and isomorphic to G˜(Z2/8Z2);
(b) If DT ∈ {A4n−1, D2n+3|n ∈ N} we assume c(HderAZ2) is odd. Then V2(A) = 1.
Proof: We have Kab2 = H
ab
AZ2
(Z2), cf. 3.2.1. We check that the conditions needed to apply
2.4.1 (b) and 2.4.2 (b) hold for HAZ2 and K2(A). If DT ∈ {A4n+3, Dn+3|n ∈ N} and
c(HderAZ2) is odd (resp. otherwise), then condition (i’) of 2.4.2 (b) (resp. 2.4 (i)) is implied
by our hypotheses on DT . Condition 2.4 (ii) holds, cf. 2.2.4 and the fact that HabAZ2(Z/4Z)
has order 2. The isogeny T → HabZ2 has degree 2. So by taking I = I2 to have one element
we get that 2.4 (iii) holds. As dimF2(Lie(G˜F2)/[Lie(G˜F2),Lie(G˜F2)]) = 1 (cf. [16, (Ar) to
(Dr) of 0.13]), 2.4 (iv) holds. As the torus T is split, 2.4 (va) holds. So (a) follows from
2.4.2 (b) (resp. 2.4.1 (b)) applied to HAZ2 and K2(A).
We prove (b). As K2(A) surjects onto HAZ2(F2) = H
der
AZ2
(F2) = G˜(F2) and as
c(HderAZ2) is odd we have K
d
2 = H
der
AZ2
(Z2), cf. 2.3. So (b) follows from (4). 
3.4.2. Case 2. We assume T is not a Gm group, i.e. that the rank of T is at least
2. We do not know any literature studying when Kabp is H
ab
AZp
(Zp) for an absolutely
simple abelian variety A.1 So we do not know how to “assure” in practice (by using some
geometric or algebraic assumptions like the linear disjointness of Econn and Qµp∞ ) that
Kabp is H
ab
AZp
(Zp). So here we present only one situation to which 2.4.2 (a) applies.
3.4.2.1. Theorem. We assume that the following three properties hold:
(i) the group HadA is a.s. of Apn−1 Dynkin type with p + n > 3 and H
ad
AR is a
PGU(a, pn− a)R group, for some a ∈ {1, ..., pn− 1} prime to p;
(ii) we have a product decomposition HAZp = G×Zp T1, with G as a GLpn group and
with T1 as a Gm group (so G˜ = G
ad = HadAZp);
(iii) there is a prime v of E of index of ramification prime to p and such that A has
semistable reduction with respect to it and Econn has a prime unramified over v.
Then Kp(A) surjects onto G(Zp) and so we have Vp(A)
−1 = ups, where u ∈ N
divides (p− 1) and s ∈ N ∪ {0}.
Proof: We can assume E = Econn. Let Ev be the completion of E with respect to v. We
fix an embedding iEv : Ev →֒ C extending iE and we use it to identify naturally Ev and Ev
with subfields of C. Let Gal(Ev) := Gal(Ev/Ev). Let ρdet : HAQp ։ G
ab
Qp
be the natural
epimorphism. See [13] and [14] for Fontaine comparison theory.
When viewed as a 1-dimensional representation of HAQp , ρdet is a direct summand
of the representation of HAQp on the tensor algebra of Vp(A)⊕HomQp(Vp(A),Qp), cf. [40,
3.5]. Let ρdet,v : Gal(Ev) → GabQp(Qp) be the representation obtained by composing the
natural homomorphism ρA,v : Gal(Ev) → HAQp(Qp) with ρdet(Qp). As A has semistable
reduction with respect to v (cf. (iii)), the representation of Gal(Ev) on Vp(A) is semistable
1 The only exception is [33, Th. of p. 60] that implies that Ker(HabAZp(Zp) →
HabAZp(Fp)) is a subgroup of K
ab
p for p >> 0.
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in the sense of [14] (cf. [36, Th. 0.2]). So as the category of semistable representations of
Gal(Ev) is Tannakian (cf. [14, 5.17]), ρdet,v is also a semistable representation of Gal(Ev).
So there is m ∈ Z such that ρdet,v can be identified with the m-th power of the p-adic
cyclotomic character χ of Gal(Ev), cf. [14, 5.4.1]. One computes m as follows.
Let µA : Gm → GL(H1 ⊗Z C) be as in §1. The embedding iEv allows us to write
HAC as a product GC ×C T1C. We identify GC with GL(V ), where V is a complex vector
space of dimension pn. Let µ0 : Gm → GC be the cocharacter that is the composite of the
factorization of µA through HAC with the projection epimorphism HAC ։ GC. As any
semistable representation of Gal(Ev) is also Hodge–Tate (see [14]), the composite of µ0
with the (determinant) epimorphism GC ։ G
ab
C can be identified with the −m-th power
of the identical character of Gm (this fact is also a particular case of [41, Prop. of 1.3]).
The cocharacter µ0 is a product of a cocharacter µ00 : Gm → Z(GC) with a cochar-
acter µ01 : Gm → GC that acts trivially on a subspace V0 of V of dimension c and via the
identical character of Gm on V/V0, where c ∈ {a, pn−a} (cf. (i)). Som is congruent mod p
to −c and so to either a or −a. So g.c.d.(p,m) = 1, cf. (i). So as the index of v is prime to
p (cf. (iii)), Im(Kp(A)→ Gab(Zp)) contains the Sylow p-subgroup of the image of them-th
power endomorphism of Gab(Zp). So Ker(G
ab(Zp)→ Gab(Fp)) 6 Im(Kp(A)→ Gab(Zp)).
Conditions 2.4 (i), (iii), (iv) and (va) hold in the context of G and Im(Kp(A) →
G(Zp)) (cf. 2.4.3 (a)). As n + p > 3 (cf. (i)), the factors of the composition series of
G(k) are either cyclic of order prime to p or non-abelian simple groups (cf. 2.2.4). So
Kp(A) surjects onto G˜(Zp), cf. 2.4.2 (a). Due to (1), the group Im(Kp(A) → G(Fp))
surjects onto Gad(Fp) = G˜(Fp). So Im(Kp(A) → G(Fp)) contains a normal subgroup S
generated by elements of order p and surjecting onto the simple group Gad(Fp)
′, cf. 2.2.4.
So S 6 Gder(Fp) and so S = G
der(Fp), cf. 2.2.3. So G
der(Zp) ⊳ Im(Kp(A) → G(Zp)),
cf. 2.3. So the group G(Zp)/Im(Kp(A) → G(Zp)) is naturally a quotient of Gab(Fp). As
Kp(A) surjects onto G
ad(Fp) = G˜(Fp) and as the group G
ad(Fp)/G
ad(Fp)
′ has the same
number of elements as H1(Fp, G
ab
Fp
) and so as Gab(Fp), by reasons of prime to p orders we
get that the group G(Zp)/Im(Kp(A)→ G(Zp)) is trivial. So Kp(A) surjects onto G(Zp).
As we have a short exact sequence 0 → T1(Zp) → HAZp(Zp) → G(Zp) → 0, from
(2) we get that Vp(A)
−1 = [T1(Zp) : T1(Zp) ∩Kp(A)]. So we have Vp(A)−1 = ups, where
u ∈ N divides (p− 1) and s ∈ N ∪ {0}. 
3.5. Variants of 3.4. We assume g.c.d.(p, c(G˜)) > 1. So G˜(Zp)×G˜(Zp) has proper, closed
subgroups surjecting onto each one of the two factors G˜(Zp) as well as onto G˜(Fp)× G˜(Fp)
(like the subgroup generated by Im(G˜1(Zp) × G˜1(Zp) → G˜(Zp) × G˜(Zp)) and by the
diagonal image of G˜(Zp) in G˜(Zp)× G˜(Zp), where G˜1 is an isogeny cover of G˜ of degree p).
So the methods of 3.4 can be extended to cases in which HadA is not a.s. only if by some
reasons we can appeal (see 2.4 (iv) and 2.4.1) to “sufficiently many” epimorphisms from
Gal(Econn) onto groups of Zp-valued points of quotients of H
ab
AZp
or if we are in situations
in which we can combine 2.2.5 and 2.4 with 3.4. Here is an example modeled on 3.4.1.1.
3.5.1. Corollary. We assume that p = 2, that T is a Gm group and that there is
a semisimple subgroup F of HderAZ2 such that c(F ) is odd, the intersection F ∩ T is the
identity section of T and the simple factors of F ad are not PGL2, PGL3, PGSp4, PGU3,
PGU4, or ResW (F4)/Z2PGL2 groups. We also assume that o(HAZ2/(TF )) is odd, that the
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adjoint of HderAZ2/F is a.s. of D2n+3 or A4n+3 Dynkin type, that o(H
der
AZ2
/F ) = 2, that
K2(A) surjects onto HAZ2(F2) and that E
conn is linearly disjoint from Qµ2∞ . Then K2(A)
surjects onto (HAZ2/T )(Z2).
Proof: We have F (Z2) ⊳ K2(A), cf. 2.3. So as in the proof of 3.4.1.1 (a), the Corollary
follows from 2.4.1 (b) applied to HAZ2/F and Im(K2(A)→ (HAZ2/F )(Z2)). 
3.6. Remarks. (a) We refer to 3.4.1.1. Only its cases when G˜ either is of A4n+1, Bn, Cn
or D2n Dynkin type, or is not adjoint of D2n+3 Dynkin type, or is of A4n+3 Dynkin type
with g.c.d.(2, o(G˜)) = 2, are also implied by 3.3.1.
(b) See [17] for Picard modular varieties. The simplest situations to which one
can apply 3.4.1.1 (resp. 3.4.2.1) are related to Siegel (resp. Picard) modular varieties of
dimension 6 (resp. 2) for p = 2 (resp. p = 3). Let now p be arbitrary. In the case of Picard
modular varieties, if HAZp is a GL3 × Gm group, then one can apply the classification of
subgroups of PGL3(Fp) (see [22]) to find general conditions under which (1) holds.
(c) See [38] for many cases for which 3.1 is known and so to which 3.2 to 3.5 apply.
Also we mention that except for the proof of 3.4.2.1, in 3.3 and 3.4.1 (resp. in all of 3.3 to
3.5) we can substitute the assumption that 3.1 holds for (A, p) by a reference to Bogomolov
theorem of [4] (resp. to the refinement of this theorem; see [38]) that asserts that always
Z(GL(Vp(A)) (resp. TQp) is a subgroup of Gp. In connection to 3.3.2 we need to add
that it can be checked that always Gp contains all semisimple, normal subgroups of H
der
AQp
whose adjoints are of isotypic A1 Dynkin type (for instance, see [38]). So almost always
1.1 (a) (i.e. 3.1) is implied by 1.1 (b) and (c).
§4. Examples
Let E, iE , A, d, H1, HA, p, Tp(A), HAZp , ρA,p, Gp, E
conn and Kp(A) be as in the
beginning of §1. In 4.1 and 4.3 we include two special cases of 3.4.1.1 (a) and (b) but
stated in a simpler way (i.e. with much fewer hypotheses). In 4.1.1, 4.1.2 and 4.2 we
include concrete examples pertaining to p≤ 3 and d ∈ {1, 2, 3}. In 4.4 we include remarks.
Warning: until end we do not assume that conditions 1.1 (a) to (c) hold but only
that A has a polarization pA of degree prime to p. We denote also by pA the perfect,
alternating form on Tp(A) defined by pA. For simplicity, we also denote
GL2d := GL(Tp(A)) and GSp2d := GSp(Tp(A), pA).
As pA is defined over E, the group Im(ρA,p) is a subgroup of GSp2d(Zp). It is well known
that if E is linearly disjoint from Qµp∞ , then Im(ρA,p) surjects onto GSp
ab
2d(Zp) (the proof
of this is the same as of the last part of 3.2.1). The following result is an extension to the
case of all primes of a result of Serre for p≥ 5 (see [33, pp. 50 to 53]).
4.1. Theorem. We assume that E is linearly disjoint from Qµp∞ and that A has a
polarization pA of degree prime to p. If p = 2 we also assume that d≥ 3 and if p = 3 we also
assume that d≥ 2. Then Im(ρA,p) = GSp2d(Zp) iff Im(ρA,p) surjects onto PGSp2d(Fp).
Proof: The only if part is trivial. We check the if part. Let K1 be the image of Im(ρA,p)
in GSp2d(Fp). The kernel of the epimorphism K1 → PGSp2d(Fp) has order prime to p
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and the normal subgroup PGSp2d(Fp)
′ of PGSp2d(Fp) is generated by elements of order p
(cf. 2.2.4) and has an index prime to p. So the subgroup K ′1 of K1 generated by elements
of order p surjects onto PGSp2d(Fp)
′. So as K ′1 6 Sp2d(Fp), we have K1 = Sp2d(Fp) (cf.
2.2.3). So Sp2d(Zp) ⊳ Im(ρA,p), cf. 2.3. So Im(ρA,p) = GSp2d(Zp). 
4.1.1. A quartic curve with p = 2. Let p = 2. Let A be the Jacobian of the projective,
smooth quartic curve C over Q defined by the homogeneous equation
xz3 + zx3 + zx2y + zy3 + x4 + x3y + x2y2 + y4 = 0.
So d = 3 and E = Q. Let pA be the canonical principal polarization of A. It is known
that Im(ρA,2) surjects onto GSp6(F2) = Sp6(F2), cf. [34, p. 69]. So from 4.1 we get that
Im(ρA,2) = GSp6(Z2).
4.1.2. A hyperelliptic curve of genus 2 with p = 3. Let p = 3. Let C be the
smooth, projective curve over Q having C0 := Spec(Q[x, y]/(y
2− x5 + x− 1)) as an open,
dense subscheme. It is a hyperelliptic curve of genus d = 2. Let A be the Jacobian of C
and let pA be its canonical principal polarization. It is known that Im(ρA,3) surjects onto
GSp4(F3), cf. [11, p. 509]. So from 4.1 we get that
Im(ρA,3) = GSp4(Z3).
Next we include examples that implicitly point out that the exclusions in 4.1 of the
cases when p = 2 and d ∈ {1, 2} are necessary.
4.2. Hyperelliptic curves of genus at most 2 with p = 2. Let x and y be independent
variables. Let d ∈ {1, 2}. Let f3d ∈ Q[x] be a polynomial of degree 3d that has 3d distinct
roots β1, ..., β3d in Q. Let F be the splitting field of f3d. The Galois group Gal(F/Q) is a
subgroup of the symmetric group S3d of permutations of the set {β1, ..., β3d}. Let C be the
smooth, projective curve over Q having C0 := Spec(Q[x, y]/(y
2− f(x))) as an open, dense
subscheme. If d = 1, then C is an elliptic curve and if d = 2, then C is a hyperelliptic
curve of genus d = 2. If d = 1, let P1 be the point of C(Q) \ C0(Q). If d = 2, let P1 and
P2 be the two distinct points of C(Q) \C0(Q). All these points are defined over Q. Let A
be the Jacobian of C. Let φ : C →֒ A be the embedding defined by the rule P → P − P1.
Let pA be the canonical principal polarization of A.
Let p = 2. Let Xi ∈ C0(F ) be of coordinates (βi, 0). For i, j ∈ {1, ..., 3d}, with
i 6= j, the point Xij := φ(Xi) − φ(Xj) ∈ A(F ) has order 2. So Gal(F/Q) normalizes the
F2-subspace X of T2(A)/2T2(A) = AQ[2] generated by Xij’s.
4.2.1. Theorem. We have Im(ρA,2) = GSp2d(Z2) iff the following two conditions hold
(i) the Galois group Gal(F/Q) is the full symmetric group S3d;
(ii) the field F does not contain any one of the following three fields Q(i), Q(
√
2),
Q(
√−2) (i.e. F and Q(i,√2) are linearly disjoint).
Proof: The group GSp4(F2) = Sp2d(F2) is isomorphic to S3d, cf. [2]. Let K := Im(ρA,2)
and let K0 := Ker(Sp2d(Z2)→ Sp2d(F2)).
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We first prove the “only if” part. So we assume that K = GSp2d(Z2). The represen-
tation of GSp2d(F2) on T2(A)/2T2(A) is irreducible and so we have X = T2(A)/2T2(A).
So the image of Im(ρA,2) in GSp2d(F2) is naturally identified with a quotient of Gal(F/Q)
and so by reasons of orders we get that (i) holds. The group GSp2d(Z2)/K0 is isomorphic
to Sp2d(F2)×Gm(Z2) = S3d×Gm(Z2). Moreover we can choose these products such that
Gal(Q) acts on {β1, ..., β3d} via S3d = Gal(F/Q) and on Z2 via the 2-adic cyclotomic char-
acter Gal(Q)→ Gm(Z2). So as (i) holds, K surjects onto GSp2d(Z2)/K0 iff the field F is
linearly disjoint from Qµ2∞ . The group S3d = Gal(F/Q) has only three normal subgroups:
the trivial one, A3d and S3d. So as (i) holds, we easily get that F and Qµ2∞ are linearly
disjoint over Q iff condition (ii) holds.
We now check the “if” part. So we assume that (i) and (ii) hold. We identify
Gm = GSp
ab
2d. It is easy to see that the representation of Gal(F/Q) on X is faithful. So
as (i) holds, the image of K in GSp2d(F2) has a subgroup isomorphic to S2d = Gal(F/Q).
So by reasons of orders we get that K surjects onto GSp2d(F2). Due to the iff’s of the
previous paragraph, as (ii) holds we get that K surjects onto GSp2d(Z2)/K0.
We first consider the case d = 2. The group K surjects onto Gm(Z2). So K =
GSp4(Z2) iff K
d := K ∩ Sp4(Z2) is Sp4(Z2). This is equivalent to Kd surjecting onto
Sp4(F2) (cf. 2.2.5) and so to K surjecting onto GSp4(Z2)/K0. So K = GSp4(Z2).
Let now d = 1; so GSp2 = GL2. Let g := Lie(GL2F2). We view h := Lie(PGL2F2)
as a quotient of g. Let k be the intersection of the image of K in GL2(Z2/4Z2) with
Ker(GL2(Z2/4Z2) → GL2(F2)). As K surjects onto GL2(F2), k is a GL2(F2)-submodule
of g. As K surjects onto Gm(Z2), k surjects onto h/[h, h]. It is well known that the short
exact sequence of GL2(F2)-modules 0→ [h, h]→ h→ h/[h, h]→ 0 does not split (this is a
particular case of [37, 3.10 1)]). So k surjects onto h. Also it is well known that the short
exact sequence of GL2(F2)-modules 0 → Lie(Z(GL2F2)) → g → h → 0 does not split. So
we have k = g = [g, g] and so K surjects onto GL2(Z2/4Z2). From this and 2.2.1 (b) we
get that K surjects onto GL2(Z2/8Z2). So K = GL2(Z2), cf. 2.2.1 (a). 
4.3. Theorem. We assume that p = 2, that End(A)⊗Z Z2 is an M2(Z2) matrix algebra,
that End(AE) ⊗Z R is the standard R-algebra of quaternions, that Econn = E, that E is
linearly disjoint from Qµ2∞ , and that d = 2n, with n ∈ 2N+ 3 such that 2n is not of the
form
(
2m+1
2m
)
, with m ∈ N. We also assume that A has a polarization pA of odd degree
and such that End(A)⊗Z Z2 as a Z2-subalgebra of End(T2(A)) is self dual with respect to
pA. Let CQ2 be the identity component of the subgroup of GSp2dQ2 fixing all elements of
End(A)⊗ZQ2. We also assume that the Zariski closure CZ2 of CQ2 in GL2d is a reductive
group scheme over Z2. If the reduction mod 2 of the factorization of ρA,2 through CZ2(Z2)
is surjective, then Im(ρA,2) surjects onto C
ad
Z2
(Z2).
Proof: Let B(F) be the field of fractions of the Witt ring W (F) of F := F2. It is well
known that CabZ2 is a Gm group, that C
ad
Z2
is a.s. of Dn Dynkin type and that o(C
der) =
2 (see [18, pp. 391 and 395] for the picture over C). The representation of CB(F) on
T2(A) ⊗Z2 B(F) is a direct sum of two irreducible 2n dimensional representations V1 and
V2. A well known theorem of Faltings says that the representation of G2B(F) on Vi is
irreducible (see [12, p. 9]; here i ∈ {1, 2}). It is known that there is a finite family of
cocharacters of the image G2B(F)(i) of G2B(F) in GL(Vi) that act on Vi via the trivial and
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the identical characters of Gm and such that G2B(F)(i) is generated by G2B(F)(i)(B(F))-
conjugates of these cocharacters, cf. [25, 5.10]. The hypotheses on n imply that for any
s ∈ N ∪ {0} we have 2n 6= (2ss
)
. So from [25, pp. 211 and 212] we get that G2B(F)(i)
is the image C2B(F)(i) of C2B(F) in GL(Vi). So as C2B(F)(i) is isomorphic to C2B(F), we
get dimQ2(G2)≥ dimQ2(C2Q2). So as G2 6 HAQ2 6 CQ2 , by reasons of dimensions we get
G2 = HAQ2 = CQ2 . So 3.1 holds and HAZ2 = CZ2 is a reductive group scheme over Z2. So
the Theorem follows from 3.4.1.1 (a). 
4.4. Remarks. (a) Due to Hilbert’s irreducibility theorem (see [29, Th. 5 of p. 9
and Ch. 9 and 10]), for each surjectivity criterion of 3.3, 3.4, 3.5, 4.1, and 4.3 there are
situations when all its hypotheses hold (cf. also 3.6 (c)). In particular, we get the existence
of polynomials f3d as in 4.2 such that F and Q(i,
√
2) are linearly disjoint. Also we get
that for any dimension d≥ 2, there are many examples similar to the ones of 4.1.1 and
4.1.2 but over some number field E (cf. also 4.1.1 and 4.1.2 for d ∈ {2, 3} and cf. the fact
that the locus Jd of Jacobians in the Siegel upper-half plane Hd is irreducible for d≥ 2; for
instance, see [1, §4 of Ch. IV] for this last fact).
(b) The proof of 4.2.1 also explains why in 2.3 we do need to exclude the PGSp4
simple factors for q = 2 (even if they are not excluded by 2.2.5).
(c) Theorem 4.2.1 implicitly classifies all elliptic curves over Q whose 2-adic repre-
sentation has image GL2(Z2). It is easy to see that [39, Th. 2.6] implies that if in 4.2 we
have d = 2 and 4.2.1 (i) holds, then HAZ2 = GSp4; so E
conn = E = Q and so the group
K of the proof of 4.2.1 is K2(A) itself. Also in 4.1.1 and 4.1.2 we have HAZp = GSp2d,
Econn = E and Kp(A) = Im(ρA,p) = GSp2d(Zp) and so Vp(A) = 1.
(d) We refer to 4.3. The subgroup C1Z2 of GL2d fixing End(A) ⊗Z Z2 is a GL2n
group. The group scheme CZ2 is reductive iff the standard involution of C1Z2 defined by
pA is mod 2 alternating (see [5, 23.5 and 23.6] for the picture over F2).
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