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Abstract
We initiate the systematic study of flux scalar potentials and their vacua by using asymp-
totic Hodge theory. To begin with, we consider F-theory compactifications on Calabi-Yau
fourfolds with four-form flux. We argue that a classifications of all scalar potentials can
be performed when focusing on regions in the field space in which one or several fields are
large and close to a boundary. To exemplify the constraints on such asymptotic flux com-
pactifications, we explicitly determine this classification for situations in which two complex
structure moduli are taken to be large. Our classification captures, for example, the weak
string coupling limit and the large complex structure limit. We then show that none of
these scalar potentials admits de Sitter vacua at parametric control, formulating a new no-
go theorem valid beyond weak string coupling. We also check that the recently proposed
asymptotic de Sitter conjecture is satisfied near any infinite distance boundary. Extending
this strategy further, we generally identify the type of fluxes that induce an infinite series
of Anti-de Sitter vacua, thereby generalizing the well-known Type IIA settings. Finally, we
argue that also the large field dynamics of any axion in complex structure moduli space is
universally constrained. Displacing such an axion by large field values will generally lead to
severe backreaction effects destabilizing other directions.
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1 Introduction
The search for a landscape of de Sitter vacua is one of the most fundamental tasks in string the-
ory. The Dine-Seiberg problem [1] together with well known no-go theorems [2–4] for weakly cou-
pled classical vacua in Type II compactifications (see also [5–8] for recent progress in this direc-
tion) suggest that a de Sitter vacuum will require to consider quantum and/or non-perturbative
corrections that will move us away from the regimes in which we have asymptotic perturbative
control of the effective theory. Note that these no-go results are formulated as observations
on certain string theory configurations and based on a study of examples. Embedding them
into universal constraints arising from consistency with quantum gravity is at the heart of the
swampland program (see [9] for a recent review). In particular, the recent asymptotic de Sitter
conjecture [10] (see [11,12] for previous formulations) claims a universal bound on the potential
that forbids de Sitter vacua when approaching any infinite distance limit in field space and
hence implies that there is a sort of Dine-Seiberg problem for any scalar field near any infinite
distance limit. The universality claim is motivated in [10] by a connection to another conjecture,
the so-called Swampland Distance Conjecture [13, 14], which asserts the universal existence of
an infinite tower of massless states at any infinite field distance limit. Crucial to this present
paper will be the fact that in the search of evidence for the Swampland Distance Conjecture the
works [15–17] uncovered a universal structure in any large field limit in geometric moduli spaces.
It turns out that this structure also constraints the form of the flux-induced scalar potentials
and provides us a tool to systematically classify such potentials at any large field limit and
promote the above conjectures into precise statements linked to this universal structure. We
will not only provide significant evidence for the asymptotic de Sitter conjecture [10], but also
bring a new angle to the origin of the set of seemingly infinite number of Anti-de Sitter vacua
of [18] and get general constraints on axion scalar potentials relevant for backreaction issues in
axion monodromy [19–21] that are related to the refined Distance Conjecture [14,22].
To answer systematically questions about the scalar potentials arising in string theory, we
initiate the general study of flux compactifications in any region of field space that involves
a large field limit. We call such settings asymptotic flux compactifications in the following.
These compactifications will share the common feature that they capture limits that occur
when approaching the boundary of the field space which, however, is not constrained to be
of infinite distance in the field space metric. Asymptotic flux compactifications often describe
an effective theory in which, at least in a dual description, a small coupling constant ensures
that the leading perturbative expansion suffices to study the properties of the system. Two
famous examples are Type IIB orientifold flux compactifications carried out at small string
coupling, and Type IIA flux compactifications studied in the large volume regime [23–25]. We
argue in this work that also the flux scalar potential in more general asymptotic limits can be
systematically studied by using F-theory compactified on a Calabi-Yau fourfold with G4-form
flux. The complex structure moduli space of such fourfolds has a very rich structure, which
allows us, among others, to recover flux potentials encountered at weak string coupling or large
volume. Clearly, interpreting the various limits might require to move to a dual frame, as we
will show by relating the flux scalar potentials in F-theory, Type IIB orientifolds and Type
IIA orientifolds via mirror symmetry. Although, in general, such a dual description does not
necessarily correspond to a perturbative string theory. It turns out that considering all possible
asymptotic flux compactifications of F-theory goes beyond these well-known settings and yields
a set of new characteristic scalar potentials. These insights then allow us to generalize the no-go
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theorems for flux-induced de Sitter vacua to more general asymptotic regimes beyond string
weak coupling. Let us remark that our results also go beyond the Maldacena-Nun˜ez no-go
theorem [26] as the F-theory potential also includes the contribution from higher derivative
terms and more exotic seven-branes, such as the ones combining into orientifold planes.
The mathematical machinery that we will employ is part of asymptotic Hodge theory, which
in particular implies that there exists a so-called limiting mixed Hodge structure at any asymp-
totic limit to the boundary of the moduli space. These mixed Hodge structures encode crucial
information about the behavior of the (p, q)-decomposition of forms on the compactification
manifold in the asymptotic limits in complex structure moduli space. In particular, asymp-
totic Hodge theory provides an asymptotic expression of the Hodge norm [27] that we will use
heavily in this work. It also allow us to discuss the conditions on self-dual fluxes in the asymp-
totic regime. Furthermore, it is crucial that all allowed limiting mixed Hodge structures can
be classified by using the underlying sl(2,C)-representation theory [28], as has been done for
Calabi-Yau threefolds in [16]. Our analysis aims to give the first steps towards a classification
of asymptotic regimes in Calabi-Yau fourfolds and subsequently all asymptotic flux-induced
scalar potentials induced by G4-flux. Let us note that this machinery has been proven useful to
test the Swampland Distance Conjecture and the Weak Gravity Conjecture [29] in Calabi-Yau
string compactifications [15–17,30,31]1.
In this paper we will study asymptotic flux compactifications with G4 with a focus on
asymptotic limits given by only two fields becoming large. In other words, we will consider
regions near codimension-two boundary loci in the complex structure moduli space and leave the
generalization to higher codimensions for future work. We classify all possible asymptotic two-
variable large field limits in general Calabi-Yau fourfolds, both at finite and infinite field distance.
We then focus on the strict asymptotic regime in which two fields and their ratio are large.
Physically this implies a suppression of certain perturbative corrections, while mathematically
it corresponds to using the so-called sl(2)-orbit approximation. It is then possible to explicitly
derive the asymptotic scalar potential for all such strict asymptotic regimes (see table 5.3).
This allows us to study the structure of flux vacua and obtain a no-go theorem that forbids
the presence of de Sitter vacua at parametric control near any large field limit of two fields
parametrizing complex structure deformations. The details of the no-go and assumptions can be
found in section 6.4. The list of scalar potentials also allows us to explicitly test the asymptotic
Sitter conjecture of [10] and to show that it is satisfied if we are dealing with infinite distance
limits. Note that we do not discuss the stabilization of Ka¨hler structure moduli. Remarkably,
our findings can be interpreted as stating that a subsector of moduli, which one aims to stabilize
near the boundary, already imposes strong constraints on the vacuum structure. This becomes
more apparent when considering the flux scalar potentials in a more general context in which
it yields a generalization of the Type IIA no-go of [2].
Crucially, we therefore also consider a more general class of flux scalar potentials that
capture, in particular, the potentials found in Type IIA flux compactifications [45]. These
potentials are, in contrast to the standard F-theory flux potentials not positive definite and
hence can admit Anti-de Sitter vacua. In particular, it was argued in [18] that a seemingly
infinite series of flux vacua exists in Type IIA at weak string coupling and large volume. We
identify the special fluxes that are necessary to generate such sequences and check if they can
1See [32, 19, 20, 33, 21, 34–41, 30, 42–44] for other works testing the Swampland Distance Conjecture in the
context of asymptotic string compactifications.
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exist at the various limits in moduli space. More precisely, such fluxes are necessarily having
vanishing Hodge norm in the asymptotic limit and drop out from the tadpole constraint. This
implies that they cannot correspond to self-dual fluxes and hence would induce a backreaction
on the geometry in the F-theory context. Remarkably, their construction and existence seems
deeply related to the infinite charge orbits presented in [15,16] in the study of the Swampland
Distance Conjecture.
Our approach also allows us to generally analyze the backreaction effects of axion mon-
odromy inflationary models in Calabi-Yau manifolds, in which the role of the inflaton is played
by an axion with a flux-induced potential. It was shown in [19–21] for particular examples that
displacing an axion for large field values implies in turn a displacement of the saxionic fields
which backreacts on the kinetic term of the axion such that the proper field distance grows
only logarithmically with the inflaton vev. This further implies that the cut-off scale set by the
infinite tower of states of the Distance Conjecture also decreases exponentially in terms of the
axionic field distance and invalidates the effective theory. It was argued [19–21] that for closed
string axions with a flux-induced potential generated at weak coupling and large volume, these
backreaction effects cannot be delayed but become important at transplanckian field values,
disfavoring certain models of large field inflation. However, it remained as an open question if
the backreaction can be delayed in other setups by generating a mass hierarchy between the
axion and the saxions [20, 46] (see also [47, 48]). Here, we will show with complete general-
ity that the backreaction cannot be delayed for any axion belonging to the complex structure
moduli space of F-theory Calabi-Yau compactifications in the asymptotic regimes analyzed in
this paper, as long as we move along a gradient flow trajectory. The reason is that the pa-
rameter that controls the backreaction becomes independent of the fluxes at large field for any
two-moduli asymptotic limit of the moduli space of a Calabi-Yau fourfold. Interpreted in the
Type IIB context this result implies that neither closed string complex structure deformations,
nor open-string seven-brane deformations can provide axions where backreaction effects can be
made small. This provides new evidence for the refined Distance Conjecture [14,22].
The outline of the paper goes as follows. We start in section 2 by reviewing the scalar poten-
tial of N = 1 compactifications of M/F-theory on a Calabi-Yau fourfold with G4 flux, and the
chain of dualities that reduce the setting to four dimensional Type IIB and IIA flux compact-
ifications. In section 3, we will introduce the machinery to study these flux compactifications
in the asymptotic regimes of the moduli space. Key results are the asymptotic decomposition
of the fluxes adapted to the different limits and the asymptotic behavior of the Hodge norm,
which allow us to determine the universal leading behavior of the flux-induced scalar potential
at the asymptotic limits. In section 4 we explain this structure in the context of an N = 1
supergravity embedding and its relation to the dual description of the scalar potential in terms
of three-form gauge fields. A complete classification of all possible two-moduli asymptotic lim-
its in the Calabi-Yau fourfold is performed in section 5 together with the flux-induced scalar
potential arising in each case. In section 6 we analyze the vacua structure of this potential
and get a new no-go theorem for de Sitter as well as new insights regarding infinite sets of
families of AdS vacua. The analysis of the axion dependence of the scalar potential and the
implications for axion monodromy models are discussed in section 7, while section 8 contains
our conclusions.
4
2 Flux compactifications on Calabi-Yau fourfolds
In this section we introduce the setup that we investigate in detail in this work. Concretely,
we will be interested in flux compactifications of F-theory and Type IIB orientifolds that can
be studied via the duality to M-theory. We will thus first recall in subsection 2.1 the scalar
potential VM of M-theory compactified on a Calabi-Yau fourfold with G4 flux and introduce
the tadpole cancellation condition [49, 50]. We briefly comment on how VM lifts to a four-
dimensional scalar potential of an N = 1 compactification of F-theory on an elliptically fibered
Y4. In subsection 2.2 we then recall how the F-theory setting reduces to a four-dimensional
flux compactified Type IIB on an orientifold background. Restricting the allowed background
fluxes we also show how a specific scalar potential (2.16) in Type IIA flux compactification can
be described within this setting and we will later on analyze generalizations of such potential
by loosening the correlation between the coefficients in the remaining sections.
2.1 Four-form flux and the scalar potential
Compactifications for M-theory, or rather eleven-dimensional supergravity, on a Calabi-Yau
fourfold leads to a three-dimensional effective supergravity theory with N = 2 supersymmetry.
This theory is characterized by a Ka¨hler potential, determining the metric of the dynamical
scalars, and a superpotential, inducing a non-trivial scalar potential for these fields. In case one
is considering a smooth Calabi-Yau fourfold the superpotential is only induced by four-form
fluxes G4, which parametrize non-vanishing vacuum expectation values of the field-strength Gˆ4
of the M-theory three-form Cˆ3 through four-cycles of the internal space Y4. Such fluxes Gˆ4 can
also induce a gauging of the theory [51, 52], but we will not discuss this part of the effective
action in any detail in the following. We will also be not concerned with the quantization of
fluxes, since this discreteness property will not be of significance in the later analysis.
Performing the dimensional reduction the three-dimensional scalar potential in the Einstein
frame takes the form
VM =
1
V34
( ∫
Y4
G4 ∧ ⋆G4 −
∫
Y4
G4 ∧G4
)
(2.1)
where V4 is the volume of Y4 and ⋆ is the Hodge-star on Y4. Note that the derivation of VM
requires to perform a dimensional reduction with a non-trivial warp-factor and higher-derivative
terms [53–58]. The warp-factor equation integrated over Y4 furthermore induces a non-trivial
consistency condition linking flux and curvature. This tadpole cancellation condition takes the
form
1
2
∫
Y4
G4 ∧G4 = χ(Y4)
24
, (2.2)
where χ(Y4) =
∫
Y4
c4(Y4) is the Euler characteristic of Y4. The condition (2.2) has to be used
crucially in the derivation of (2.1) and leads to the second term.
The scalar potential (2.1) depends via the Hodge-star and V4 both on the complex structure
moduli and Ka¨hler structure moduli of Y4. Since our main target will be to investigate the vacua
in complex structure moduli space, it is convenient to split the scalar potential with respect
to these two sets of moduli. We will do that by demanding that the flux under consideration
satisfies the primitivity condition
J ∧G4 = 0 , (2.3)
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which should hold in cohomology and defines the primitive cohomology H4p(Y4,R). This condi-
tion forces the scalar potential induced by this flux to only depend on the complex structure
moduli and the overall volume factor. In fact, one shows [59] that it then can be written as
VM = e
KGIJ¯DIWDJW , (2.4)
where K is a Ka¨hler potential, determining the metric GIJ¯ and its inverse G
IJ¯ , and W a
holomorphic superpotential. The derivative appearing in (2.4) are given by DIW = ∂IW +
(∂IK)W , with ∂I are derivatives with respect to the complex structure moduli fields of Y4.
Note that a term proportional to |W |2 does not arise due to the no-scale condition for the
Ka¨hler moduli.
Let us introduce the various quantities appearing in expression (2.4) in more detail. Firstly,
we have introduced the Ka¨hler potential K = −3 log V4+Kcs, which absorbs the overall volume
factor and depends on the Ka¨hler potential Kcs. The latter determines the metric GIJ¯ =
∂zI∂z¯JK
cs on the complex structure moduli space Mcs of Y4. In general, Kcs is a very non-
trivial function of the complex structure moduli zI , I = 1, . . . , h3,1(Y4). Explicitly it can be
written as
Kcs(z, z¯) = − log
∫
Y4
Ω(z) ∧ Ω¯(z¯) , (2.5)
where Ω is the, up to rescalings, unique (4, 0)-form on Y4. Note that Ω varies holomorphically
in the fields zJ . Secondly, we have used that the superpotential depending on the complex
structure moduli takes the form [60]
W (z) =
∫
Y4
G4 ∧ Ω(z) . (2.6)
In order to simplify the notation, let us introduce a bilinear form 〈 · , · 〉 and the Hodge norm
‖ · ‖ by defining
〈v, v′〉 ≡
∫
Y4
v ∧ v′ , ‖v‖2 ≡
∫
Y4
v ∧ ⋆v¯ , (2.7)
Note that 〈 · , · 〉 is symmetric for Calabi-Yau fourfolds. Using this notation one finds that (2.5)
and (2.6) reduce to
Kcs = − log〈Ω, Ω¯〉 = − log ‖Ω‖2 , W = 〈G4,Ω〉 , (2.8)
where we have used that ⋆Ω = Ω. Furthermore, we can write the scalar potential (2.1) elegantly
as
VM =
1
V34
(
‖G4‖2 − 〈G4, G4〉
)
=
1
2V34
‖G4 − ⋆G4‖2 . (2.9)
It will be crucial for our later discussion to recall some well-known features of the vacua of
(2.1), (2.4). If we look for supersymmetric vacua one has to demandDIW = 0 andW = 0, where
the later condition arises when considering a W independent of the Ka¨hler structure moduli.
Hence, in the (p, q)-Hodge decomposition of the primitive cohomology H4p(Y4,C), defined by
the vanishing of the wedge product of these forms with J as in (2.3), supersymmetric fluxes are
of type (2, 2). Clearly, the potential (2.4) is vanishing for these vacua. In fact, it is important
to stress that if one demands that the equations of motion for a background solution are strictly
satisfied, one has
G4 = ⋆G4 , (2.10)
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and the scalar potential (2.1) vanishes identically. Therefore, in order to obtain non-trivial
Anti-de Sitter or de Sitter solutions we have to violate (2.10) in the vacuum. In order that this
does not destabilize the solution, this has to be done in a controlled way, as we discuss in more
detail below.
Let us close the recap of the fourfold compactifications by noting that the scalar potential
(2.9) admits a lift to four-dimensional F-theory compactifications if Y4 is elliptically fibered with
a threefold base B3 [61]. In order to discuss this up-lift in some more detail, we note that the
restriction to primitive fluxes G4 is important in the following discussion. In fact, in contrast
to some of the Ka¨hler moduli, the complex structure moduli of Y4 will equally be complex
scalar fields in a four-dimensional F-theory compactification. Therefore, for primitive flux the
combination ‖G4‖2 − 〈G4, G4〉 in (2.9) will lift directly to four dimensions. The overall volume,
however, has to be split into a volume of the base B3 denoted by Vb and the volume of the
fiber as discussed in [52]. Identifying the fiber volume with the radius of the circle connecting
M-theory and F-theory, we then obtain the F-theory scalar potential
VF =
1
V2b
(
‖G4‖2 − 〈G4, G4〉
)
. (2.11)
Crucially, this result contains the volume Vb of a Type IIB compactification performed in ten-
dimensional Einstein frame and no further dilation factors appear in the overall prefactor. In
the next subsection we will discuss how (2.11) reduces to the flux potential of a Type IIB
orientifold compactification. The latter then relates to a Type IIA flux potential via mirror
symmetry.
2.2 Relation to flux vacua in Type IIB and Type IIA orientifolds
In this section we briefly discuss how the G4 flux compactifications introduced in section 2.1
are linked with flux compactifications of Type IIB and Type IIA orientifolds. In particular, we
will recall the well-known results about Type IIA flux vacua following [45,18,2]. This will make
it easier to compare later on our results to previous no-go theorems found in the literature.
Let us first discuss how the first term in the F-theory scalar potential (2.11) given by the
Hodge norm of G4 reduces to the well known flux induced scalar potential of Type IIB Calabi-
Yau orientifold compactifications. This requires to perform Sen’s weak coupling limit [62],
which is a well-know limit in complex structure moduli space and will arise as a special case
of the more general discussion introduced in the next section. Concretely, it requires to send
the imaginary part of one of the complex structure moduli, namely the one corresponding to
the complex structure modulus of the generic elliptic fiber of Y4, to be very large. Denoting
this modulus by S one then identifies S = C0+ ie
−φB , where φB is the ten-dimensional dilaton.
This implies that ImS ≫ 1 is indeed the weak string coupling limit. The flux G4 splits as
G4 = H3 ∧ dy + F3 ∧ dx, where dx and dy are the two one-forms on the generic elliptic fiber
and H3 and F3 are NS-NS and R-R fluxes in Type IIB, respectively. Inserting this form of G4
into the F-theory potential (2.11) and using the standard torus metric, one finds that Type IIB
orientifold flux potential takes the form
VIIB =
e3φB
4(VBs )2
[
e−φB
∫
Y3
H3 ∧ ⋆H3 + eφB
∫
Y3
F3 ∧ ⋆F3 −
∫
Y3
F3 ∧H3
]
. (2.12)
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Note that VBs is the volume of the Calabi-Yau threefold emerging in the orientifold limit in
the ten-dimensional string frame. The volume is related to Vb via VBs = Vbe3φB/2 and one has
B3 = Y3/Z2. This implies also that the Hodge norm in (2.12) now only includes the dependence
on the complex structure moduli of the threefold Y3, which were part of the complex structure
moduli of the fourfold Y4. It is straightforward to express (2.12) in terms of the complex flux
F3 − SH3 and then determine the well-known orientifold flux superpotential.
Let us now turn to discussing Type IIA orientifold compactifications with fluxes. Their
effective action can also be determined by direct dimensional reduction from massive IIA super-
gravity [45]. However, we can alternatively use mirror symmetry to derive the effective theory
of Type IIA on the mirror Calabi-Yau orientifold. By mirror symmetry, the complex structure
moduli are mapped to Ka¨hler moduli in Type IIA, while the four dimensional Type IIB dilaton
eDB = eφB/
√
VBs gets mapped to the Type IIA dilaton eDA = eφA/
√
VAs . It will be convenient
for us to define 2
s = e−φA
(VAs )1/2
|ΩA| , u = (V
A
s )
1/3 , (2.13)
where we defined |ΩA|2 ≡ i ∫Y˜3 Ω¯A ∧ ΩA. The mirror identification of the fields implies
e−φB ↔ s , VBs ↔ |ΩA|2 , |ΩB |2 ↔ VAs , (2.14)
with the definition |ΩB |2 ≡ i ∫Y3 Ω¯B ∧ ΩB.
The different components of the R-R three-form fluxes map to Type IIA R-R p-form fluxes
with p = 0, 2, 4, 6. The NS-NS flux, though, can yield different components mapping to NS-NS
flux, metric fluxes or non-geometric fluxes in IIA. For simplicity in this section, let us illustrate
the result only for the R-R fluxes and the NS-NS component which maps to a NS-NS flux in
IIA. Using (2.13) and (2.14) the Type IIA scalar potential dual to (2.12) reads
VIIA =
1
4s3|ΩA|4
( s
u3
|ΩA|2
∫
Y˜3
H3 ∧ ⋆H3 + 1
su3
∑
p
∫
Y˜3
Fp ∧ ⋆Fp −
∫
O6/D6
F0H3
)
. (2.15)
In performing this duality one has to realize that also the Hodge star maps non-trivially under
mirror symmetry (see e.g. [45, 63] for a more detailed discussion). Interestingly, not only all
these fluxes have the same M-theory origin in terms of G4, but also the contribution from O6-
planes can be derived from the second term in (2.1). Since the orientifold planes are geometrised
in M-theory, they will contribute to the Euler characteristic of the fourfold which appears in the
tadpole cancellation condition (2.2). This term is topological so the only moduli dependence
arises from the overall volume factor. Hence, there is an additional factor 1/s3 when comparing
the Type IIB/F-theory scalar potential (2.11) and Type IIA scalar potential (2.15) arising from
the change to the string frame and the use of the mirror map. For later reference it will be
useful to write (2.15) in a more compact form in the case one has only one volume modulus,
namely u. In this case one show that
∫
Y˜3
Fp ∧ ⋆Fp ∝ u6−2p and (2.15) becomes
VIIA =
1
4s3
( s
u3
AˆH3 +
u3
s
AˆF0 +
u
s
AˆF2 +
1
su
AˆF4 +
1
su3
AˆF6 − Aˆloc
)
, (2.16)
where we have absorbed |ΩA|4 in the definitions in the coefficients AˆH3 , AˆF0 , . . . , AˆF6 ≥ 0 and
Aˆloc.
2Note that s = ReCZ0 in the notation of [45]. The factor i
∫
Ω ∧ Ω¯ was not included in [2].
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The typical advantage of working using the M-theory language is that, as we have seen,
Type II objects with different nature are described in a unified way in M-theory. However,
this is not the only advantage. Notice that the volume and dilaton fields in Type IIA map to
complex structure and dilaton in Type IIB respectively, and both lift to complex structure of
the fourfold in M-theory. By studying different points in the complex structure moduli space
of the fourfold we are, therefore, considering different limits for the volume and dilaton in Type
IIA. Only a very special point in this complex structure moduli space corresponds to the large
volume and small coupling limit in Type IIA, and only near this special point we can follow the
chain of dualities by staying within the regime in which the Type IIA supergravity description
is under control. Therefore, another clear advantage of studying these effective theories in the
M-theory language, is that we can in fact move to other points in the complex structure moduli
space of the fourfold in a controlled way, which allows us to study the effective theory beyond
the large volume and weak coupling limit of Type IIA.
The question that drives our work is whether the conclusions and no-go’s obtained from
studying the structure of flux vacua at large volume and weak coupling limits are also valid
when exploring other infinite distance limits of the moduli space. For this purpose, we will
introduce a mathematical machinery that will allow us to compute the asymptotic splitting of
G4 into different components adapted to each type of infinite distance singularity. In the well
known case of the large complex structure point, this asymptotic splitting of G4 corresponds
to the different components that map to the RR and NS fluxes in Type IIA. However, this may
vary at other special points of the moduli space. Together with this asymptotic splitting we will
provide the moduli dependence of each component, which will allow us to study the asymptotic
structure of flux vacua in general grounds in section 6.
3 Asymptotic flux potential
In this section we discuss flux compactifications restricted to the asymptotic regime in the
complex structure moduli space of a Calabi-Yau fourfold Y4. The moduli space regions of
interest are near limits in moduli space in which Y4 becomes singular. To begin with, we first
explain in section 3.1 how the moduli dependence of the the (4, 0)-form Ω can be approximated
in each asymptotic regime when knowing the monodromy matrices and a limiting four-form a0
associated to the singular locus. We also briefly discuss how this data can be used to classify
the limits. Furthermore, we then sketch in section 3.2 that the same data defines, very non-
trivially, an orthogonal split of the fourth cohomology group, and hence the flux space, into
smaller vector spaces Vℓ with certain remarkable properties. In fact, in section 3.3 we show that
it can be used to give an asymptotic approximation to the Hodge norm in (2.1) and hence the
flux scalar potential itself. Using these insights, we are then able to show in section 3.4 that
self-dual fluxes take a particularly simple form in the strict asymptotic regime. In addition we
define a certain new class of fluxes in section 3.5, which are relevant in determining the scaling
limits of the scalar potential.
3.1 Asymptotic limits in Calabi-Yau fourfolds
In the following we will discuss the considered limits in the complex structure moduli space
Mcs(Y4). The limits of interest are taken to reach the boundary of Mcs(Y4) at which Y4
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becomes singular. Of particular interest will be the ones which lead us to points that are of
infinite geodesics distance in the metric GIJ¯ derived from (2.5). A well-known example of such a
degeneration point is the large complex structure point, but the following statements apply to all
infinite distance points that can also lie on higher-dimensional degeneration loci. One describe
the degeneration loci of Y4 locally as the vanishing locus of n coordinates z
1 = · · · = znˆ = 0.3
We can also introduce new coordinates tj = 12πi log z
j , such that the limits of interest are given
by
tj → i∞ , j = 1, . . . , nˆ , (3.1)
with all other coordinates ζκ finite. In the following we will set
tj = φj + isj , (3.2)
such that (3.1) corresponds to sending sj →∞, while the φj approach any finite values.
Since we will be interested in the region close to the degeneration locus of Y4, we will consider
large values of s1, . . . , snˆ. In this case we can use a result of [64] that the limiting behavior of
Ω is approximated by the so-called nilpotent orbit Ωnil which takes a much simpler form than
the general Ω and will be introduced next. Firstly, Ωnil depends on the monodromy matrix
Tj associated to the t
j = i∞ point. To define the monodromy matrix, one needs to choose a
flat basis for the four-form cohomology H4p(Y4,R) and identify the (4, 0)-form Ω with its period
vector Π under such an integral basis. This period vector Π solves the Picard-Fuchs equations
associated to the complex structure deformation. Then the monodromy matrix appears if one
asks how the period vector Π transforms under tj → tj + 1, i.e. it is defined via
Π(. . . , tj + 1, . . .) = T−1j Π(. . . , t
j, . . .) , (3.3)
where the appearance of the inverse of Tj is purely conventional. In the following we will use a
shorthand notation writing a matrix action on a form. This is always understood as having the
matrix acting on the integral basis of four-forms. For example, equation (3.3) is then expressed
as
Ω(. . . , tj + 1, . . .) = TjΩ(. . . , t
j , . . .) , (3.4)
where the inverse arises due to the action on the basis rather than on the coefficient vector.
If Tj possesses a non-trivial unipotent part, it defines a nilpotent matrix
4
Nj = log Tj . (3.5)
The Nj form a commuting set of matrices and one has 〈Nj · , · 〉 = −〈 · , Nj · 〉. The nilpotent
orbit theorem of [64] states that Ω is approximated by the nilpotent orbit 5
Ω(t, ζ) = et
iNia0(ζ)︸ ︷︷ ︸
Ωnil(t,ζ)
+O(e2πitj ) , (3.6)
3This equation describes the intersection of nˆ divisors in a blown-up version of the complex structure moduli
space.
4In the following we will assume that we have transformed the variables zj and tj , such that only the unipotent
part of Tj is relevant in the transformation (3.3). This procedure causes us to lose some of the information about
the monodromies of orbifold singularities, but the aspects crucial to the infinite distances are retained.
5Note that this statement is true up to an overall holomorphic rescaling of Ω. Such rescalings yield to a
Ka¨hler transformation of K given in (2.5). Unless otherwise indicated the following discussion is invariant under
such rescalings.
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where we sum in the exponential over i = 1, . . . , nˆ. Here a0 is a holomorphic function in
the coordinates that are not send to a limit (3.1). Note here that the exponential yields a
polynomial in ti, since the Ni are nilpotent matrices. The important statement of (3.6) is that
the vector Ωnil approximates Ω up to corrections that are suppressed by e
2πitj in the limit of
large s1, . . . , snˆ. The nilpotent orbit is the starting point for our analysis of the asymptotic
regions in Mcs.
Let us note that all possible nilpotent matrices N , defined via (3.5), arising from the de-
generation limits (3.1) of Calabi-Yau fourfolds can be classified systematically [28]. This clas-
sification proceeds analogously to the one of singularity types occurring for Calabi-Yau three-
folds discussed in [28, 16]. In the fourfold case one distinguishes five general types denoted by
I, II, III, IV, and V. Following a similar strategy as for Calabi-Yau threefolds we enumerate all
singularity types of the primitive middle Hodge numbers (1, h3,1, mˆ, h3,1, 1), where mˆ denotes
the dimension of the primitive part H2,2p (Y4) of H
2,2(Y4).
One way of distinguishing these cases is by asking what the highest power of N is that does
not annihilate a0, i.e. one determines the integer d satisfying
Nda0 6= 0 , Nd+1a0 = 0 . (3.7)
Since d ≤ 4, one finds exactly five cases, d = 0, . . . , 4 corresponding to the singularity types
I, . . . ,V. As for Calabi-Yau threefolds each of these types has further sub-types. For fourfolds
one can label them by two indices and write:
Ia,a′ 0 ≤ a ≤ a′ ≤ h3,1 2a′ − a ≤ mˆ
IIb,b′ 0 ≤ b ≤ b′ ≤ h3,1 − 1 2b′ − b ≤ mˆ
IIIc,c′ 0 ≤ c ≤ c′ ≤ h3,1 − 1 2c′ − c ≤ mˆ− 2
IVd,d′ 1 ≤ d+ 1 ≤ d′ ≤ h3,1 − 1 2d′ − d ≤ mˆ
Ve,e′ 1 ≤ e ≤ e′ ≤ h3,1 2e′ − e ≤ mˆ
(3.8)
The precise connection of N to the singularity type is summarized in table 3.1.
Type
Action on a0 Rank of
highest d : Nda0 6= 0 N N2 N3 N4
Ia,a′ d = 0 2a
′ − a a 0 0
IIb,b′ d = 1 2b
′ − b+ 2 b 0 0
IIIc,c′ d = 2 2c
′ + 4 c+ 2 0 0
IVd,d′ d = 3 2d
′ + 4 d+ 4 2 0
Ve,e′ d = 4 2e
′ + 2 e+ 2 2 1
Table 3.1: Classification of the arising limits and singularities occurring in the complex moduli
space of Calabi-Yau fourfolds.
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3.2 Asymptotic split of the flux space
In the following we want to introduce a basis of G4 fluxes, which is adapted to the limits
(3.1) discussed in the previous subsection. It turns out that in order to use the mathematical
machinery that we will introduce next, one has to first divide the space into growth sectors.
One such growth sector is given by
R12···nˆ =
{
tj = φj + isj
∣∣∣s1
s2
> γ, . . . ,
snˆ−1
snˆ
> γ, snˆ > γ, φj < δ
}
, (3.9)
where we can chose arbitrary positive γ, δ. Other growth sectors can be obtained by the same
expression but with permuted sj.
Let us now introduce a basis for the G4. It will depend on the following set of data: (1) the
monodromy matrices Ni and the vector a0 appearing in (3.6), (2) the growth sector (3.9) which
one considers. Given this data it was shown in [27] that one can always find an associated set
of
commuting sl(2,C)-triples : (N−i , N
+
i , Yi) , i = 1, . . . , nˆ , (3.10)
which captures the asymptotic behavior of the (3.6) and its derivatives. These triples satisfy
the standard commutation relations
[Yi, N
±
i ] = ±2N±i , [N+i , N−i ] = Yi . (3.11)
In practice it it non-trivial to construct these sl(2,C)-triples starting with the data defining the
nilpotent orbit (3.6). For Calabi-Yau threefolds an explicit example was worked out in [16]. In
the following we will assume that the steps summarized in [16] have been performed and the
commuting triples to the considered limit are known.
The sl(2,C)-triples can now be used to split the primitive cohomology group H4p(Y4,R) into
eigenspaces of Yi. Let us introduce
H4p(Y4,R) =
⊕
ℓ∈E
Vℓ , ℓ = (ℓ1, . . . , ℓnˆ) , (3.12)
where ℓi ∈ {0, . . . , 8} are integers representing the eigenvalues of Y(i) = Y1 + · · ·+ Yi, i.e.
vℓ ∈ Vℓ ⇐⇒ Y(i)vℓ = (ℓi − 4)vℓ . (3.13)
In writing (3.12) we have introduced the set E of all possible vectors ℓ labelling non-trivial
Vℓ and collecting all eigenvalue combinations of (Y(1), . . . , Y(nˆ)). The allowed vectors in E are
determined by investigating the properties of the singularity occurring in the limit (3.1) and we
will see in more detail below. The sl(2,C)-algebra allows to derive several interesting properties
of the vector spaces Vℓ. For example, one finds that
dimVℓ = dimV8−ℓ , (3.14)
where we abbreviated 8 = (8, . . . , 8), which implies that Vℓ ∼= V8−ℓ. Furthermore, the spaces
Vℓ satisfy the orthogonality property
〈Vℓ, Vℓ′〉 = 0 unless ℓ+ ℓ′ = 8 , (3.15)
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as can be inferred by using the fact that 〈 · , Y(i) · 〉 = −〈Y(i) · , · 〉. In other words using (3.12)
one finds a decomposition of an element H4p(Y4,R) into sets of pairwise orthogonal components.
Applied to the fluxes G4 ∈ H4p(Y4,R), this decomposition implies an asymptotic split of the
flux space into orthogonal components
G4 =
∑
ℓ∈E
Gℓ4, where G
ℓ
4 ∈ Vℓ for every ℓ ∈ E . (3.16)
This flux splitting will be the key of our starting program to classify possible flux scalar poten-
tials in string compactifications.
3.3 The asymptotic behavior of the Hodge norm
In the following we will introduce one of the most non-trivial consequences of the splitting
(3.12), by arguing that it determines the asymptotic behavior of the Hodge norm. To begin
with let us recall some facts about the Hodge star operator ⋆. To define its action on the
primitive middle cohomology H4p(Y4,C) we can introduce the Hodge decomposition
H4p(Y4,C) = H
4,0 ⊕H3,1 ⊕H2,2p ⊕H1,3 ⊕H0,4 . (3.17)
As long as the manifold Y4 is non-singular the action of ⋆ is simply given by ⋆v
p,q = (−1)p−qvp,q,
for any element vp,q ∈ Hp,q. Clearly, since the (p, q)-split in (3.17) depends on the choice of
complex structure, it will vary when changing the complex structure moduli. This is the origin
of the complex structure moduli dependence in (2.1). Close to a degeneration point of Y4 we
expect that also ⋆ takes a simplified form, just as the (4, 0)-form Ω simplifies as discussed in
section 3.1. In fact, we stated around (3.6) that Ω simplifies, when dropping exponentially
suppressed corrections, to the nilpotent orbit Ωnil. This approximation can also be applied to
the Hodge star operator ⋆ as we will discuss in the following.
Let us start with a general element of G4 ∈ H4p(Y4,R), which we can consider to be our
G4-flux. We want to evaluate the Hodge metric by using Ωnil rather than the complete (4, 0)-
form Ω. This can be done systematically, when extending the nilpotent orbit construction to
the whole cohomology as we discuss in appendix B. In this way one finds
‖G4‖2 =
∫
Y4
G4 ∧ ⋆G4 = 〈CnilG4, G4〉+O(e2πitj ) , (3.18)
where Cnil(t, ζ), the Weil operator associated to the nilpotent orbit, captures the moduli depen-
dence on the fields tj through terms involving et
iNi as appearing in the nilpotent orbit (3.6).
We will introduce Cnil properly in appendix B. Crucially, due to the fact that the t
j dependence
of Cnil is simplified due to the nilpotent orbit approximation, we find that its dependence on
the axions φi = Re ti can be made explicit by writing
Cnil(t, ζ) = e
φiNiCˆnile
−φiNi , Cˆnil ≡ Cnil(φi = 0) . (3.19)
We can use this identity by defining ρ(G4, φ) = e
−φiNiG4 and deduce that (3.18) becomes
‖G4‖2 =
∫
Y4
G4 ∧ ⋆G4 = 〈Cˆnilρ, ρ〉+O(e2πitj ) , (3.20)
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where crucially all φi dependence is now captured by ρ(G4, φ) when neglecting the exponentially
suppressed corrections. Let us note that we can expand the φi-dependent vectors ρ in any
basis vA, A = 1, . . . ,dimH4p(Y4,R) as ρ = ̺Av
A. If we also give the basis expression ZAB =
〈CˆnilvA, vB〉 for the inner product, we can write (3.20) as
‖G4‖2 = ZAB̺A̺B +O(e2πitj ) . (3.21)
It turns out that there is a clever choice of basis vA, which allows us to also make the field
dependence on the scalars si = Im ti explicit. This basis is adapted to the splitting (3.12) as
we will discuss in the following.
Let us consider the real four-form G4 and determine its split into vector spaces Vℓ by
expanding G4 =
∑
ℓ∈E G
ℓ
4 as in (3.16). These vector spaces further satisfy to be orthogonal
with respect to the inner product
〈C∞Vℓ, Vℓ′〉 = 0, for ℓ′ 6= ℓ . (3.22)
where C∞ is the Weil operator inducing a natural limiting Hodge norm
‖v‖∞ = 〈C∞v, v〉 , (3.23)
which is defined using only the structure at the limiting locus (3.1). It is therefore independent
of the coordinates t1, . . . , tnˆ, while non-trivially varying with the remaining coordinates ζκ. The
operator C∞ will be introduced in more detail in appendix B. We also point out that equation
(3.15) and (3.22) imply the following behavior of this Weil operator
C∞ : Vℓ → V8−ℓ, (3.24)
for all ℓ, i.e., C∞ exchanges Vℓ and V8−ℓ. For the purpose of this section, it is enough to remark
that the flux norm satisfies the following direct sum decomposition on the split (3.12),
‖G4‖2∞ =
∑
ℓ∈E
‖Gℓ4‖2∞ , (3.25)
thanks to the orthogonality property (3.22) which forces all non-diagonal terms to vanish.
The next step is to move a bit away from the singular loci in order to recover the dependence
on the scalar fields of the Hodge norm. First, in order to explicitly keep the axion dependence,
we use (3.19) to also include the exponential e−φ
iNi and expand
ρ(G4, φ) ≡ e−φiNiG4 =
∑
ℓ∈E
ρℓ(G4, φ) , ρℓ(G4, φ
i = 0) = Gℓ4 , (3.26)
where ρℓ is the restriction of e
−φiNiG4 to the vector space Vℓ. Notice that the components ρℓ
satisfy the same asymptotic orthogonality properties as Gℓ4, regardless of the value of the axions.
We can then use this expansion to get an asymptotic expression for the Hodge norm [27, 65]
with all dependence on φi and si being explicit. More precisely, one has
‖G4‖2 ∼ ‖G4‖2sl(2) =
∑
ℓ∈E
(s1
s2
)ℓ1−4 · · ·(snˆ−1
snˆ
)ℓnˆ−1−4
(snˆ)ℓnˆ−4 ‖ρℓ(G4, φ)‖2∞ . (3.27)
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where we have introduced the Weil operator Csl(2) by setting
‖G4‖2sl(2) ≡ 〈Csl(2)G4, G4〉 . (3.28)
More detailed discussion on the operator Csl(2) can be found in appendix B. This operator
captures the leading dependence on the saxionic coordinates si but neglects all sub-leading
polynomial corrections of the form si/si+1 for the corresponding growth sector (3.9). Hence,
it is only a good approximation once a growth sector is selected and provides the asymptotic
form of the Hodge norm along when considering the si in the growth sector with γ ≫ 1. From
now on, we will denote this regime of validity the strict asymptotic regime, in opposition to the
asymptotic regime which captured all polynomial corrections and neglect only the exponentially
suppressed terms of order O(e2πitj ). In the mathematical terminology, the latter corresponds to
the nilpotent orbit result while the strict asymptotic regime is given by the sl(2)-orbit approx-
imation. We have summarized the different approximations of the Hodge operator and their
regime of validity in table 3.2.
This strict asymptotic behavior of the Hodge norm is a very powerful result that will allow
us to classify all possible flux scalar potentials and their vacua arising in the asymptotic regions
of string compactifications. All we need is to provide a list of all possible values of the integer
vector ℓ = (ℓ1, ℓ2, . . . , ℓnˆ) ∈ E associated to the different singular limits. This classification will
be performed in section 5.2 for the case of two moduli becoming large in a Calabi-Yau fourfold.
Notice also that the operator Csl(2) still satisfies the same orthogonality properties as C∞ with
respect to the vector spaces Vℓ, implying that the flux scalar potential will be simply given by
a sum of squares, simplifying enormously the analysis of flux vacua.
We close this subsection by stressing that the symbol ∼ in (3.27) indicates that this ex-
pression displays the strict asymptotic behavior of the Hodge norm. In fact, this statement is
actually well-defined. The expression (3.27) implies that for s1/s2, . . . , snˆ−1/snˆ > γ, i.e. in a
growth sector (3.9), there exist two positive constants α, β such that
α‖G4‖2sl(2) ≤ ‖G4‖2 ≤ β‖G4‖2sl(2) . (3.29)
The constants α, β do, in general, depend on γ, but are independent of G4. Note that this
inequality has the immediate consequence that we have to be careful when approximating the
Hodge norm ‖G4‖2 with ‖G4‖2sl(2), since it limits our ability to infer detailed information about
‖G4‖2 from the much simpler norm ‖G4‖2sl(2). In general, only in the limit γ →∞ the constants
α, β will approach each other and the norm ‖G4‖2 converges to ‖G4‖2sl(2). However, there can
be particular situations in which ‖G4‖2sl(2) provides the full result for the Hodge norm up to
exponentially suppressed corrections, as we will explain more carefully when discussing the
supergravity embedding in section 4.1.
Regime of Asymptotic Strict asymptotic At boundary
validity: si large R1···nˆ with γ ≫ 1 si =∞
Approx. Hodge-operator: Cnil Csl(2) C∞
Corrections dropped: drop O(e2πitj ) drop sub-leading si
si+1
-polys ti-independent
Table 3.2: Weil operators and their regime of validity.
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3.4 Self-dual fluxes in the strict asymptotic regime
In this subsection we discuss a first way of finding vacua of the potential (2.1) by restricting to
asymptotically self-dual fluxes. Note that this potential is positive definite when written in the
form (2.4) and vanishes when considering vacua in which the flux G4 satisfies the self-duality
condition (2.10). Recall that the self-duality condition is a necessity if we want the vacuum to
solve the equations of motion of the eleven-dimensional supergravity. This condition fixes the
moduli, since it involves the moduli-dependent Hodge star ⋆. As in the previous subsection, we
can thus ask the question if, at least in the asymptotic regime, one can give an explicit moduli
dependence of the self-duality condition and eventually fix the moduli explicitly.
In order to study moduli stabilization we thus replace ⋆ with its asymptotic counterparts
Cnil, defined in (3.18), and Csl(2), defined in (3.28). In the former case one neglects exponentially
suppressed corrections in the variables ti that are taken to the limit. Using (3.19), we find that
the self-duality condition (2.10) is approximated by
Cˆnil ρ(G4, φ) = ρ(G4, φ) . (3.30)
Expanded into a basis this equation gives still a very complicated set of equations even in the
ti. To further decouple these equations we will move deeper into the asymptotic regime as in
section 3.3. Let us thus consider the asymptotic expression of (2.10) using Csl(2). In this case
we can exploit the fact that everything splits into the Vℓ and we can extract the explicit t
i
moduli dependence. We thus consider the asymptotic self-duality condition
Csl(2)G4 = G4 . (3.31)
In order to separate this condition into multiple equations we introduce a basis for the Vℓ
as
vℓiℓ : spanR
{
vℓ1, . . . , v
ℓ
dimVℓ
}
= Vℓ , (3.32)
where ℓ ∈ E is a vector as before. We normalize these basis vectors with respect to the inner
product, such that
〈vℓiℓ , v8−ℓj8−ℓ〉 = δiℓj8−ℓ , 〈vℓiℓ , vℓ
′
j
ℓ′
〉 = 0 for ℓ 6= 8− ℓ′ , (3.33)
where we recall that the orthogonality (3.15) of the Vℓ enforces all other products to vanish.
We also abbreviate the inner product between the basis vectors as
Kℓiℓjℓ = 〈C∞vℓiℓ , vℓjℓ〉 , 〈C∞vℓiℓ , vℓ
′
j
ℓ′
〉 = 0 for ℓ 6= ℓ′ , (3.34)
where we note that 〈C∞ · , · 〉 is block-diagonal on the Vℓ as noted in (3.25). Now we can expand
G4 =
∑
ℓ∈E
Gℓ4 =
∑
ℓ∈E
∑
iℓ
giℓ
ℓ
vℓiℓ , (3.35)
with giℓ
ℓ
being the ‘flux quanta’ of the G4.
With these preliminaries we can now split (3.31) into scalar equations. We first evaluate the
product of (3.31) with the basis {vmim} introduced in (3.32). Using the orthogonality conditions
(3.33) and (3.34) we find(s1
s2
)m1−4 · · ·(snˆ−1
snˆ
)mnˆ−1−4
(snˆ)mnˆ−4 〈C∞ρm, vimm 〉 = 〈ρ8−m, vimm 〉 . (3.36)
16
In order to interpret this expression, we set for the moment φi = 0, which implies that this
expression reduces to(s1
s2
)4−m1 · · · (snˆ−1
snˆ
)4−mnˆ−1
(snˆ)4−mnˆ =
gimm Kmimjm
gjm
8−m
, m not summed, (3.37)
with Kmimjm and gimm defined in (3.34), (3.35), respectively. Note that the right-hand-side only
depends on the fluxes gim
m
, gim
8−m and, via Kmimjm(ζ), the coordinates ζκ not taken to a limit.
This implies that the combination of the si appearing on the left-hand side are fixed when
imposing the asymptotic self-duality condition (3.31). Whether or not this fixes a particular si,
or even all of them, depends on the vectors ℓ ∈ E , and we will determine all possible sets for
two s1, s2 in section 5.3.
3.5 Unbounded asymptotically massless fluxes
In this subsection we want to define a specific type of four-form flux that will be relevant in
finding vacua in an asymptotic flux compactification. The basic idea is to identify a flux Gˆ4
that does not contribute to the tadpole cancellation condition (2.2) and thus, at lease taking
into account only this constraint, can be made arbitrary large. However, it is clear that such a
flux cannot satisfy the self-duality condition (2.10) and hence violates the equations of motion.
We therefore also require the flux to have an asymptotically vanishing norm ||Gˆ4||2. As we
will discuss in detail below, precisely such fluxes enable us to construct vacua that are under
parametric control.
Let us stress that the complete flux under consideration will be of the form
G4 = Gˆ4 +G
0
4. (3.38)
Here the flux Gˆ4 is defined to have the following properties
(1 a) 〈Gˆ4, Gˆ4〉 = 0 , (1 b) 〈Gˆ4, G04〉 = 0 , (3.39)
(2) ‖Gˆ4‖ → 0 on every path with t1, . . . , tnˆ → i∞ in (3.9) . (3.40)
while the rest of the fluxes will be part of G04. In the following we will call the fluxes satisfying
(1 a) and (1 b) to be unbounded, since they are not restricted by the tadpole condition (2.2).
The fluxes satisfying (2) will be called asymptotically massless in the following. As explained
above, this latter condition has been introduced to ensure that the self-duality condition (2.10)
is only violated mildly and restored in the limit. In fact, 〈Gˆ4, Gˆ4〉 = 0 implies that Gˆ4 cannot
be self-dual at any finite value of the moduli, since otherwise 〈Gˆ4, Gˆ4〉 = ‖Gˆ4‖2 > 0. In the
following, we will explain how to identify these unbounded asymptotically massless fluxes Gˆ4
in complete generality.
The split of the forth cohomology into Vℓ as in (3.12) and the general growth property of
the Hodge norm (3.27) gives us a powerful tool to specify the fluxes that satisfy the condition
(3.40). Recall that the asymptotic form of the Hodge norm was given in (3.27) and takes the
form
‖G4‖2 ∼
∑
ℓ∈E
(s1
s2
)ℓ1−4 · · ·(snˆ−1
snˆ
)ℓnˆ−1−4
(snˆ)ℓnˆ−4Aℓ , (3.41)
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where we have set
Aℓ ≡ ‖ρℓ(G4, φ)‖2∞ > 0 . (3.42)
Let us use this to identify the asymptotically massless part Gˆ4. Since by definition ρℓ(G4, φ) ∈
Vℓ we directly infer from (3.41) that a sufficient condition that ‖Gˆ4‖2 → 0 on all paths with
t1, . . . , tnˆ → i∞ in (3.9) is that Gˆ4 has only components in the Vℓ with ℓ1, . . . , ℓnˆ−1 ≤ 4 and
ℓnˆ < 4. To see this one can use that in (3.9) all fractions (s
1/s2)−1,. . . ,(snˆ−1/snˆ)−1 are bounded
and the power (snˆ)ℓnˆ−4 ensures that ‖Gˆ4‖2 vanishes asymptotically.
Note that this analysis suggests that it is natural to split the vector space H4p(Y4,R) into
three vector spaces as
H4p(Y4,R) = Vlight ⊕ Vheavy ⊕ Vrest , (3.43)
where we define
Vlight =
⊕
ℓ∈Elight
Vℓ , Elight = {ℓ1, . . . , ℓnˆ−1 ≤ 4, ℓnˆ < 4} , (3.44)
Vheavy =
⊕
ℓ∈Eheavy
Vℓ , Eheavy = {ℓ1, . . . , ℓnˆ−1 ≥ 4, ℓnˆ > 4} . (3.45)
Using the growth result (3.27) one infers that G4 ∈ Vlight is equivalent to the statement that
‖G4‖ → 0 on every path with t1, . . . , tnˆ → i∞ in (3.9). Similarly, one sees that G4 ∈ Vheavy is
equivalent to demanding ‖G4‖ → ∞ on every path to the limit in the considered growth sector.
It is not difficult to see from (3.15) and (3.14) that
〈Vlight, Vlight〉 = 0 , 〈Vheavy, Vheavy〉 = 0 , (3.46)
and that Vlight and Vheavy can be identified as vector spaces. With these observations at hand
the asymptotically massless fluxes satisfy
Gˆ4 ∈ Vlight . (3.47)
Note that this identification immediately implies also condition (1 a). In contrast, condition
(1 b) should be read as a constraint on both Gˆ4 and G
0
4. In fact, we will see that for a given choice
of fluxes in G04 we will have to switch off components in Gˆ4 to select only those asymptotically
massless fluxes Gˆ4 which have a vanishing inner product with G
0
4 to find a solution to both
(1), (2).
Finally, let us notice that the condition (3.47) is equivalent to the condition imposed over
the charge lattice of BPS states in [15–17] to find a tower of states that become massless at the
singular loci, as predicted by the Swampland Distance Conjecture. Analogously, the condition
to be unbounded resembles to the condition of stability [15]. A BPS state in a monodromy orbit
cannot fragment into two BPS states if they are mutually local, i.e. if the inner product (1 b)
vanishes. Therefore, the same element in H4p(Y4,R) that generated a tower of massless stable
BPS states at the singular loci gives rise here to an unbounded asymptotically massless flux
which is necessary to construct vacua at parametric control. This puts manifest an intriguing
relation between the Swampland Distance Conjecture and the presence of vacua at parametric
control which deserves further investigation in the future.
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4 Supergravity embedding and three-forms
In this section we will study the N = 1 supergravity embedding of the scalar potential at the
asymptotic limits of the moduli space. We will provide the asymptotic form of the Ka¨hler
potential and superpotential arising in these limits in section 4.1 and explain what the strict
asymptotic approximation taken in the previous section means for these supergravity quantities.
In section 4.2, we will relate our results to the dual field theory description in terms of three-
form gauge fields commonly used for axion monodromy models. This will allow us to provide
a geometric meaning to the underlying structure revealed by the the three-form gauge fields in
string flux compactifications. The reader only interested in the results of our analysis of flux
vacua can safely skip this section.
4.1 Asymptotic limits and the N = 1 supergravity data
Equivalently to studying the asymptotic limits of the scalar potential we can also determine the
asymptotic behavior of the Ka¨hler potential (2.5) and flux superpotential (2.6). This analysis
will highlight various properties of the asymptotic limits and clarify our approximation taken
in the strict asymptotic regime.
Let us begin by investigating the Ka¨hler potential (2.5), which can be written in a more
compact form as indicated in (2.8). The moduli dependence in Kcs on ti, ζκ arises through the
appearance of Ω. As a first approximation when taking the limit ti → i∞, we will replace Ω
with the nilpotent orbit Ωnil as discussed around (3.6). Inserting the expression for Ωnil we can
use the properties of Ni in 〈 · , · 〉 to write
Kcsnil = − log〈Ωnil, Ω¯nil〉 = − log〈e2is
jNja0(ζ), a¯0(ζ¯)〉 . (4.1)
Since Nj are nilpotent operators, the exponential in (4.1) can always be expanded to get a
polynomial with a finite number of terms. This implies that Kcs, in the nilpotent orbit approx-
imation with all exponential corrections e2πit
j
dropped, is the logarithm of a polynomial in the
si and is independent of the axions φi. Kcsnil still depends on a considered variable s
i if Nia0 6= 0.
This latter condition is a necessary condition for the limit to be at infinite distance in the metric
derived from Kcs. The appearance of the continuous shift symmetries φi → φi + ci at infinite
distance singularities was recently discussed in [15] in the context of the Swampland Distance
Conjecture. It is important to stress that Kcsnil given in (4.1) is not yet the strict asymptotic
expression obtained by using the growth result (3.27). In fact, to apply this growth estimate
one first has to fix a growth sector (3.9) and expand (4.1) in powers of the ratios si/si+1 to
obtain
Kcssl(2) ∼ − log
[(s1
s2
)d1 · · ·(snˆ−1
snˆ
)dnˆ−1
(snˆ)dnˆf(ζ, ζ¯)
]
, (4.2)
where di is the highest power of N1 + · · · + Ni acting on a0 that is non-zero as in (3.7). In
other words, the estimate (4.2) extracts the leading power of the coordinates si from the general
expression (4.1) in a sector (3.9). This implies that not only exponential corrections are omitted,
but also sub-leading polynomial corrections in the coordinates si.
In a next step we look at the flux superpotential W introduced in (2.6). The approximation
of neglecting exponential corrections is again implemented by replacing Ω with Ωnil in the
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asymptotic regime. Using the shorthand notation (2.8) we thus find
Wnil = 〈G4,Ωnil〉 = 〈ρ(G4, φ), eisjNja0〉 , (4.3)
where ρ(G4, φ) was defined in (3.26). Despite the fact that we have dropped exponential
corrections, this expression captures the field dependence in a non-trivial way. Let us expand ρ
into some basis. To be concrete we use the basis associated to the splitting of H4p(Y4,R) given
by the Vℓ, and denote it by
vℓiℓ : spanR
{
vℓ1, . . . , v
ℓ
dimVℓ
}
= Vℓ , (4.4)
where ℓ ∈ E is a vector as before. We thus write ρ = ̺iℓ
ℓ
vℓiℓ , such that (4.3) takes the form
Wnil =
∑
ℓ∈E
∑
iℓ
̺iℓ
ℓ
(G4, φ) Γ
ℓ
iℓ
(s, ζ) , Γℓiℓ = 〈vℓiℓ , eis
jNja0〉 . (4.5)
The remarkable fact about this expansion is, on the one hand, that we succeeded to separate
the φi and si dependence. On the other hand, we have done this cleverly, such that the Γℓiℓ are
polynomials of a highest si-power determined by ℓ, and the singularity type. Concretely they
admit the expansion
Γℓiℓ = (is
1)d1−4+ℓ1(is2)d2−d1+ℓ2−ℓ1 · · · (isnˆ)dnˆ−dnˆ−1+ℓnˆ−ℓnˆ−1 Γ̂ℓiℓ
(s1
s2
,
s2
s3
, . . . , snˆ
)
(4.6)
where Γ̂ℓiℓ
(
s1
s2 ,
s2
s3 , . . . , s
nˆ
)
involves subleading polynomial corrections in the coordinates si. To
determine the sl(2)-approximation, denoted for us as the strict asymptotic result, we have to
further drop out the subleading polynomial corrections in the coordinates ratios si/si+1 in (4.6),
so that Γ̂ℓiℓ becomes just a constant Γ̂
ℓ
iℓ
∼ cℓiℓ and the superpotential reads6
Wsl(2) =
∑
ℓ∈E
∑
iℓ
̺iℓ
ℓ
(G4, φ) c
ℓ
iℓ
(s, ζ)(is1)d1−4+ℓ1(is2)d2−d1+ℓ2−ℓ1 · · · (isnˆ)dnˆ−dnˆ−1+ℓnˆ−ℓnˆ−1 . (4.7)
This, together with (4.2), will give rise to the leading growth of the scalar potential given
in (3.27). We will see in section 4.2 that this expansion also allows us to extract the crucial
information when formulating the theory using Minkowski three-form gauge fields.
To sum up, the strict asymptotic approximation consists of neglecting, not only the expo-
nentially suppressed corrections, but also subleading polynomial terms in the coordinates si.
This can be done in a consistent way near any singular limit of the moduli space and provides
the leading behavior of the scalar potential for each growth sector (3.9). In terms of the super-
gravity embedding, it corresponds to consider a factorizable Ka¨hler potential that keeps only
the leading term, i.e. the logarithm of a monomial of degree dnˆ, and a superpotential where
each axionic function ̺iℓ
ℓ
is multiplied by a single saxionic monomial of degree dnˆ− 4+ lnˆ. This
yields a scalar potential that can be expressed as a sum of squares as in (3.27).
6 It is possible to get the same result for the superpotential if first extracting the leading dependence on the
coordinates si and denoting
̺ℓ ≡ 〈ρ(G4, φ), N
(d1−4+l1)/2
1 N
(d2−d1+l2−l1)/2
2 · · ·N
(d
nˆ
−d
nˆ−1+ln−lnˆ−1)/2
nˆ a0〉 .
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Let us close this section by noting that the expressions arising in the strict asymptotic
approximation can have a clear physical interpretation as neglecting some perturbative and
non-perturbative corrections. This is for example the case in the famous Sen’s weak coupling
limit in Type IIB and the mirror Type IIA duals at large volume, in which the dependence on
the dilaton can be factorized in the Ka¨hler potential to leading order in α′. Hence, the sl(2)-
norm provides the correct dilaton-dependence of the scalar potential at tree level and neglects
α′-corrections that will mix the dilaton and the Ka¨hler moduli. However, such an interpretation
fails in other types of limits, where the subleading polynomial corrections have nothing to do
with α′-corrections. It remains as an open question for the future to study how sensitive to this
approximation our results are for the flux vacua presented in the next sections.
4.2 Relation to Minkowski three-form gauge fields
The asymptotic flux splitting and the nilpotent orbit result for the scalar potential at the large
field limits derived in section 3 have a very intuitive physics interpretation in terms of the dual
formulation of Minkowski three-form gauge fields, as we will explain in the following.
First, let us notice that each infinite distance limit of the form (3.1) is characterized by the
appearance of some axions φi = Re ti whose discrete axionic shift symmetry is inherited from
the monodromy transformation Ti around the singular locus located at s
i = Im ti →∞. In the
context of the complex structure moduli space of Calabi-Yau compactifications, the axions can
receive a flux-induced scalar potential which is multi-branched, i.e. only the combined discrete
transformation of the axion and the fluxes leave invariant the effective theory.
The scalar potential of an axion can always be described in a dual picture by means of a
coupling to the field strength of a space-time three-form gauge field F4 = dC3 [66–68]. Allowing
for the presence of multiple axions and three-forms gauge fields, the scalar potential reads
V = −ZAB(si)FA4 FB4 + FA4 ̺A(φi) (4.8)
where A,B run over the number of three-form gauge fields. Here ZAB(s) is the kinetic matrix
of the three-form gauge fields and is parametrized by the saxions, while all the dependence on
the axion appears only through the shift symmetric functions ̺A(φ). In particular, it has been
shown in [69,70] that the flux induced scalar potential of Type II compactifications can always be
brought to the above form, where ZAB and ̺A were derived by dimensionally reduction from ten-
dimensional Type II supergravity to four dimensions.7 The functions ̺A are a shift symmetric
combination of the internal fluxes and the axions that can be generically expressed [74] as
̺A = (e
−φiNi)BA qB (4.9)
where Ni are nilpotent matrices associated to the discrete axionic symmetries and qB a vector
of internal fluxes.
Upon integrating out the three-form gauge fields via their equations of motion,
⋆ FA4 = Z
AB̺B (4.10)
7Note a three-form with action (4.8) naturally arises when computing the Type IIA scalar potential [45].
Furthermore, three-forms are essential when studying the couplings to D-branes [71–73].
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the scalar potential becomes
V = ZAB(s)̺A(φ)̺B(φ) (4.11)
which corresponds to a quadratic form on ̺A. It was also shown in [69] (see also [70, 74–79])
that the above scalar potential reproduces the usual form of the scalar potential derived from
the N = 1 supergravity formulae in four dimensional flux compactifications when combined
with the contribution of localized sources.
Interestingly, the form (4.11) is the same expression for the scalar potential found in (3.21)
upon applying the nilpotent orbit theorem in the asymptotic regime. Each flux component in
(3.26) corresponds to the on-shell result of a four-form (4.10) and the nilpotent matrices in (4.9)
are the same nilpotent operators Ni = log Ti of (3.5) in which the entire formalism is based
on. This is expected from the fact that both formalisms rely on the presence of axionic shift
symmetries inherited from the monodromy transformations and, therefore, become manifest in
these asymptotic regimes. Let us remark that, even if the discrete shift symmetries are valid
everywhere in the moduli space, the notion of an axion as a scalar field enjoying an approximate
continuous shift symmetry is only valid in these asymptotic regimes. Let us also notice that
this dual description in terms of four-form fields is independent of supersymmetry and can in
principle even describe non-perturbative potentials [80]. It would be thus very interesting to
further explore how the asymptotic Hodge theory approach can be interlinked with the use of
four-forms and how much of the structure derived with the four-forms has in fact a geometric
counterpart. To give another example, the flux sublattice of dynamical fluxes found in [78] has
a deep relation with the massless components in the asymptotic flux splitting of section 3.2
which would be interesting to further investigate in the future.
Finally, we would like to remark that the strict asymptotic approximation taken in (3.27)
allows us to further express the potential as the sum of asymptotically orthogonal flux compo-
nents at the large field limit. In other words, it is always possible to find a basis such that the
kinetic matrix ZAB of the four-forms is nearly block-diagonal in the sense that the non-diagonal
terms are subleading with respect to the diagonal ones. The strict asymptotic approximation
consists of neglecting these non-diagonal terms so that the potential becomes a sum of squares,
V =
∑
ℓ∈E
Zℓ(s)‖ρℓ(G4, φ)‖2 =
∑
ℓ∈E
∑
iℓ,jℓ
Zℓiℓjℓ(s) ̺
iℓ
ℓ
(φ)̺jℓ
ℓ
(φ) (4.12)
with the exception of a possible remnant coming from tadpole cancellation. Here, we have used
again the expansion (4.4) into a basis of vectors associated to the flux splitting into orthogonal
Vℓ vector spaces, such that ρ = ̺
iℓ
ℓ
vℓiℓ . Using the growth theorem (3.27) we can infer the leading
behavior of each block diagonal piece of the inverse metric ZAB(s),
Zℓiℓjℓ ∼
(s1
s2
)ℓ1−4 · · ·(snˆ−1
snˆ
)ℓnˆ−1−4
(snˆ)ℓnˆ−4Kℓiℓjℓ (4.13)
where Kℓiℓjℓ was defined in (3.34). This is something that could not be determined only in terms
of the four-forms. Hence, our classification of the asymptotic flux splittings at the large field
limits of Calabi-Yau manifolds can allow us to derive the three-form gauge field metrics and
with them, the axionic monodromic potential, at other types of singularities beyond the typical
case of the large complex structure limit. Furthermore, this monodromic potential written a`
la Dvali-Kaloper-Sorbo in terms of four-forms is useful to construct axion inflationary models
and study the viability of large field ranges. In section 7 we will exploit our formalism to
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derive general conclusions about backreaction issues and large field ranges in axion monodromy
models.
Let us finally mention that this bilinear form of the potential has been proven to be very
useful to minimize the scalar potential of weakly coupled Type IIA flux compactifications and
study the vacua structure in a systematic way [20, 79]. In fact, the ansatz assumed in [79]
is precisely guaranteed by the strict asymptotic approximation yielding (4.13). In this paper,
we will exploit the algebraic structure arising in the strict asymptotic regime to study the
vacua structure at any asymptotic limit of the complex structure moduli space of a Calabi-Yau
manifold.
5 General two-moduli limits
In this section we apply the machinery introduced in the previous sections for two-moduli
families of Calabi-Yau fourfolds. More precisely, we investigate the limits (3.1) with nˆ = 2
in the complex structure moduli space of any Calabi-Yau fourfold Y4 with h
3,1 = 2. We first
set up notations in order to get familiar with the asymptotic splitting of H4p(Y4,R) in the
two-moduli setting in subsection 5.1. Then, in subsection 5.2, we list all possible limits and
corresponding singularity types that can occur in this moduli space. As a consequence, we
are able to infer the asymptotic splitting of the flux space for each limit. To exemplify the
use of these results, we focus in subsection 5.3 on a particular limit and discuss all possible
decompositions G4 = Gˆ4+G
0
4, with Gˆ4 being an unbounded asymptotically massless flux. This
data will be used in the next section to establish universal no-go results on flux vacua.
5.1 Asymptotic flux splitting and scalar potential
Let us consider the complex structure moduli space of a Calabi-Yau fourfold Y4 with h
3,1 = 2.
We are interested in the case nˆ = 2 in (3.1) sending both coordinates to a limit. Around such
a limit we introduce local coordinates t1, t2 denoted by
t1 = φ1 + is , t2 = φ2 + iu , (5.1)
such that Y4 becomes singular at s, u → ∞. For any chosen positive γ, δ we can consider two
growth sectors (3.9) given by
R12 =
{
(t1, t2)
∣∣∣ s
u
> γ, u > γ, φi < δ
}
, R21 =
{
(t1, t2)
∣∣∣u
s
> γ, s > γ, φi < δ
}
. (5.2)
The first sector R12 can be interpreted as capturing paths in which s grows faster than u when
approaching the limit s, u→∞, while R21 exchanges the roles of s and u. Let us consider R12,
after possible renaming, and divide the limit into two steps. We first go to the singular locus
s→∞ and call the arising singularity type Type A, where we necessarily find one of the types
listed in (3.8). In a second step we send u→∞ arriving at singularity type Type B from the list
(3.8). In this situation, we say that the sector R12 is associated to the singularity enhancement
Type A → Type B . (5.3)
Importantly, we are able to classify all possible singularity types, as already discussed in sec-
tion 3.1, and determine all allowed enhancements, as discussed in section 5.2.
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Associated to an enhancement Type A→ Type B, there is an asymptotic splitting ofH4p(Y4,R)
introduced in (3.12). In the two-moduli case it takes the form
H4p(Y4,R) =
⊕
ℓ=(m,n)∈E
Vmn , (5.4)
where we explicitly spelled out the indices on the subspaces Vmn. The set E depends on the
enhancement Type A → Type B and will be given explicitly in subsection 5.2 for each possible
enhancement. Using (5.4) a general flux G4 can be decomposed as
G4 =
∑
(m,n)∈E
Gmn4 , G
mn
4 ∈ Vmn , (5.5)
and we also introduce the expansion
e−φ
iNiG4 =
∑
(m,n)∈E
ρmn , ρmn ∈ Vmn , (5.6)
Then the growth of the norm ‖G4‖2 can be inferred from (3.41) and reads
‖G4‖2 ∼
∑
(m,n)∈E
( s
u
)m−4
un−4 Amn(G4, φ) , (5.7)
where we defined Amn = ‖ρmn‖2∞ > 0. Inserting this asymptotic growth into the M-theory
scalar potential, we have
VM ∼ 1V34
( ∑
(m,n)∈E
sm−4un−mAmn −Aloc
)
, (5.8)
where we have set Aloc ≡ 〈G4, G4〉, which is independent of the moduli. The scalar potential
(5.8) will be the starting point of our study of flux vacua in section 6.
In the next section we aim to establish no-go results for vacua of (5.8) that are under
parametric control. This control is encoded by dealing the fluxes and hence the coefficients
Amn. Whether or not a flux can be made very large is determined by the tadpole constraint
(2.2). In section 3.5 we have introduced a type of flux, denoted by Gˆ4, that does not contribute to
the tadpole constraint and has an asymptotically vanishing contribution to the scalar potential.
Clearly, the determination of the allowed splits Gˆ4, G
0
4 depends crucially on the set of possible
indices E appearing in the asymptotic splitting (5.4). In particular, we recall from (3.47) that
Gˆ4 ∈ Vlight =
⊕
(m,n)∈Elight
Vmn , (5.9)
and hence the vectors in Elight crucially determine the allowed Gˆ4. It is the power of the used
formalism that we can classify systematically all possible singularities and hence all possible
splits (5.4). In the next subsection, we will show a full classification of singularity types of
Calabi-Yau fourfolds with h3,1 = 2. We determine all possible singularity enhancements, the
associated asymptotic splittings, and the form of the sets E and Elight. For each of these cases
one can then determine all possible Gˆ4 as we exemplify for an example in section 5.3.
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5.2 Classification of two-moduli limits and enhancements therein
In this section we summarize the classification of all possible singularity types that can arise
in a Calabi-Yau fourfold with h3,1 = 2, when both complex structure variables to a limit (3.1).
Following a similar strategy as for Calabi-Yau threefolds, as discussed in detail in [28, 16], we
enumerate all singularity types of the primitive middle Hodge numbers (1, 2, mˆ, 2, 1). Here
we denoted by mˆ the dimension of the primitive part H2,2p (Y4) of H
2,2(Y4). As explained in
section 3.1, there are five major types I, II, III, IV, and V. Each type is supplemented by two
indices as shown in (3.8). The classification is summarized in table 5.1. In fact, the appearance
of each type depends on the primitive Hodge number mˆ. When 0 ≤ mˆ ≤ 3, not all types can
occur. To avoid singling out special cases, we will assume mˆ ≥ 4. The cases dropped with this
assumption admit the same features as some of the cases we consider here and thus will not
alter our conclusions.
I I0,0, I0,1, I0,2, I1,1, I1,2, I2,2
II II0,0, II0,1, II1,1
III III0,0, III0,1, III1,1
IV IV0,1
V V1,1, V1,2, V2,2
Table 5.1: Table showing all 16 singularity types that can occur in a two-moduli family of
Calabi-Yau fourfolds with primitive Hodge number mˆ ≥ 4.
Given the list of allowed singularity types in table 5.1, we can now check which singularities
can occur in an enhancement where we send s, u to infinity successively. As in (5.3) we can
send s → ∞ to get a singularity type Type A and then u → ∞ to get a singularity type
Type B. We say Type A gets enhanced to Type B. There are intricate rules guarding the possible
enhancements among different singularity types. And these rules determine the asymptotic
splitting directly. These rules are described in [28] following the classic work [27], and its
application in Calabi-Yau threefold degenerations can be found in [28,16]. Following the same
procedure as in [16], we determine the enhancement network among the types given in table
5.1. The result is shown in figure 1.8
It is worth pointing out that the type II enhancements occur, for example, at the Sen’s
weak coupling limit when the Calabi-Yau fourfold is used as an F-theory background. This has
been discussed in detail in [82]. In a two-moduli limit as discussed here, one can combine the
weak coupling limit with another limit in complex structure moduli space. In fact, as we will
discuss below an example enhancement that occurs when combining Sen’s weak coupling limit
with another limit to reach the large complex structure point of Y4. Concretely one finds in
this case
II0,1 → V2,2 , (5.10)
where we have displayed the enhancement for which we first send s → ∞ and then u→ ∞ as
required for the growth sector R12 in (5.2). The limit s→∞ corresponds to the weak coupling
8 It was recently pointed out in [81] that this strategy, applied to the Ka¨hler moduli side, can be employed
to classify Calabi-Yau manifolds.
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limit.
I0,0
IV2,2
Figure 1: The enhancement network of Calabi-Yau fourfolds with primitive middle Hodge
numbers (1, 2, mˆ, 2, 1) with mˆ ≥ 4. In this graph, an edge Type A → Type B indicates an
enhancement of singularity type from Type A to Type B. Note that the enhancement relation
is not transitive, as can be easily checked in, e.g., the enhancement chain II0,0 → II0,1 → III0,0.
Having determined all possible enhancements we can also compute for each case the asso-
ciated asymptotic splitting (5.4). The results are shown in table 5.2. We will demonstrate
the usage of this table in the following subsection in which we discuss one case in detail and
determine the allowed unbounded asymptotically massless fluxes Gˆ4.
Given the data summarized in table 5.2 it is not hard to derive the corresponding scalar
potentials VM using (5.8). For completeness, we list the results in table 5.3. It is interesting
to point out that all potentials obtained in this way actually come in pairs. There are two
ways we find agreeing potentials, which we listed in table 5.3. Firstly, note that some of the
sets E in table 5.2 are simply identical, as, for example, for the enhancements I0,1 → III0,1 and
II0,0 → II1,1. Secondly, two potentials might agree if we exchange the names s ↔ u. This
happens, for example, for the enhancements II0,1 → V2,2 and IV0,1 → V2,2. Recall that all
enhancements in table 5.2 are determined for fixed growth sector R12 defined in (5.2), which
allows for the limit of sending first s→∞ and then u→∞. However, we can also look at the
other sector R21, in which the roles of s and u are exchanged. This implies that a certain form
of a potential can arise from two different enhancements depending on the considered growth
sector, the chosen names s, u, and thus the order of limits.
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Enhancements Elight Erest Eheavy
I0,1
I0,2 (3, 3), (4, 3) (4,4) (4,5), (5,5)
I1,1 (3, 2) (3, 4), (4,4), (5, 4) (5,6)
I1,2 (3, 2), (4, 3) (3, 4), (4,4), (5, 4) (4,5), (5,6)
I1,2 (3, 3), (4, 2) (4,4) (4,6), (5,5)
I2,2 (3, 2), (4, 2) (3, 4), (4,4), (5, 4) (4,6), (5,6)
II0,1 (3, 3), (4, 3) (4,4) (4,5), (5,5)
II1,1 (3, 2), (4, 3) (3, 4), (4,4), (5, 4) (4,5), (5,6)
III0,1 (3, 3), (4, 2) (4,4) (4,6), (5,5)
III1,1 (3, 2), (4, 2) (3, 4), (4,4), (5, 4) (4,6), (5,6)
V1,2 (3, 3), (4, 0), (4, 2) (4,4) (4, 6), (4,8), (5,5)
V2,2 (3, 2), (4, 0), (4, 2) (3, 4), (4,4), (5, 4) (4, 6), (4,8), (5,6)
I0,2
I1,2 (3, 2), (3, 3) (3, 4), (4,4), (5, 4) (5,5), (5,6)
I2,2 (3, 2) (3, 4), (4,4), (5, 4) (5,6)
I1,1
I1,2 (2, 2), (4, 3) (4,4) (4,5), (6,6)
I2,2 (2, 2), (4, 2) (4,4) (4,6), (6,6)
II1,1 (2, 2), (4, 3) (4,4) (4,5), (6,6)
III1,1 (2, 2), (4, 2) (4,4) (4,6), (6,6)
V2,2 (2, 2), (4, 0), (4, 2) (4,4) (4, 6), (4,8), (6,6)
I1,2 I2,2 (2, 2), (3, 2) (3, 4), (4,4), (5, 4) (5,6), (6,6)
II0,0
II0,1 (3, 3), (4, 3) (4,4) (4,5), (5,5)
II1,1 (3, 3), (4, 2) (4,4) (4,6), (5,5)
II0,1
II1,1 (3, 2), (3, 3) (3, 4), (4,4), (5, 4) (5,5), (5,6)
III0,0 (3, 2) (3, 4), (4,4), (5, 4) (5,6)
V2,2 (3, 0), (3, 2)
(3, 4), (3, 6), (4,4),
(5, 6), (5,8)
(5, 2), (5, 4)
III0,0
III0,1 (2, 2), (4, 3) (4,4) (4,5), (6,6)
III1,1 (2, 2), (4, 2) (4,4) (4,6), (6,6)
III0,1 III1,1 (2, 2), (3, 2) (3, 4), (4,4), (5, 4) (5,6), (6,6)
III1,1 V2,2 (2, 0), (2, 2), (4, 2) (2, 4), (4,4), (6, 4) (4, 6), (6, 6), (6,8)
IV0,1 V2,2 (1, 0), (1, 2), (3, 2) (3, 4), (4,4), (5, 4) (5, 6), (7, 6), (7,8)
V1,1
V1,2 (0, 0), (2, 2), (4, 3) (4,4) (4,5), (6, 6), (8,8)
V2,2 (0, 0), (2, 2), (4, 2) (4,4) (4,6), (6, 6), (8,8)
V1,2 V2,2 (0, 0), (2, 2), (3, 2) (3, 4), (4,4), (5, 4) (5,6), (6, 6), (8,8)
a
b
Table 5.2: Asymptotic splittings of all enhancements shown in figure 1. We assume mˆ ≥ 4,
otherwise not all enhancements can occur. A boldface (m,n) indicates that Vmn contains some
highest weight form amnjmn defined around equation (7.4). Note that we did not include the 16
cases I0,0 → Type B, since these are simply the one-modulus enhancements with all elements
in E of the form (4,m). The enhancement I0,1 → I1,2 has two different E set configurations,
and we distinguish them by adding small labels a and b on top of the arrows.
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Enhancements Potential VM
I0,1 V1,2
c1
s +
c2
u4
+ c3
u2
+ c4u
2 + c5u
4 + c6s− c0V1,1
I0,1 V2,2
c1
us +
c2
u4
+ c3
u2
+ c4us +
c5s
u + c6u
2 + c7u
4 + c8us− c0V1,2
I1,1 V2,2
c1
s2
+ c2
u4
+ c3
u2
+ c4u
2 + c5u
4 + c6s
2 − c0V1,1
II0,1 V2,2 c1u3s +
c2
us +
c3u
s +
c4u3
s +
c5s
u3
+ c6su + c7us+ c8u
3s− c0IV0,1
I0,1 I1,2
c1
us +
c2
u +
c3u
s +
c4s
u + c5u+ c6us− c0
I0,2
I0,1 II1,1II0,1
I0,1 I1,2
c1
s +
c2
u2
+ c3u
2 + c4s− c0
I1,1
I0,1 III0,1III0,0
II0,0 II1,1I1,1
I0,1 I2,2
c1
us +
c2
u2 +
c3u
s +
c4s
u + c5u
2 + c6us− c0I1,2I0,1 III1,1III0,1
I0,1 I0,2
c1
s +
c2
u + c3u+ c4s− c0
I0,1 II0,1
II0,0 II0,1
I0,1 II0,1II0,0
I0,1 I1,1
c1
us +
c2u
s +
c3s
u + c4us− c0I0,2 I2,2
II0,1 III0,0
I1,1 I2,2
c1
s2
+ c2
u2
+ c3u
2 + c4s
2 − c0
I1,1 III1,1
III0,0 III1,1
I1,1 III1,1III0,0
III1,1 V2,2
c1
u2s2
+ c2
s2
+ c3
u2
+ c4u
2
s2
+ c5s
2
u2
+ c6u
2 + c7s
2 + c8u
2s2 − c0
a
b
Table 5.3: Enhancements and their associated asymptotic scalar potential VM. In this table,
we group together the enhancements that are simply identical or identical as we exchange the
growth sector R12 and R21, i.e., exchange s with u. In each box there are two arrows with the
upper one valid for the growth sector R12 and the lower one valid for the growth sector R21. The
double-arrow cases, e.g. III1,1 → V2,2 in the last row, have the scalar potential VM symmetric
in s and u. The coefficients ci with i > 0 are positive, while the sign of c0 is undetermined.
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5.3 Main example: enhancement from type II singularity
In this subsection we focus on an enhancement from the type II singularity, i.e. II0,1 → V2,2.
This is one case appearing in table 5.2 and we already noted around (5.10) that it plays a
special role, since it involves Sen’s weak coupling limit. In fact, we will see later that it precisely
reproduces the potential and de Sitter no-go result of [2].
Vlight Vrest Vheavy
E (3, 0) (3, 2) (3, 4) (3, 6) (4, 4) (5, 2) (5, 4) (5, 6) (5, 8)
Vmn V30 V32 V34 V36 V44 V52 V54 V56 V58
dimVmn 1 1 1 1 mˆ− 2 1 1 1 1
Basis v30 v32 v34 v36 v
κ v52 v54 v56 v58
Flux number f6 f4 f2 f0 gκ h0 h1 h2 h3
Table 5.4: The data of the asymptotic splitting of the primitive middle cohomology H4p(Y4,R)
associated with the enhancement II0,1 → V2,2. The basis and flux numbers of the subspace
V44 are denoted by gκ and v
κ with κ = 1, . . . , mˆ − 2. Note that we assume mˆ ≥ 4, so all the
subspaces are present in the asymptotic splitting.
Let us first record the asymptotic splitting associated to this enhancement. According to
table 5.2, we have Elight = {(3, 0), (3, 2)}, Erest = {(3, 4), (3, 6), (4, 4), (5, 2), (5, 4)}, and Eheavy =
{(5, 6), (5, 8)}. The asymptotic splitting is then explicitly given by
H4p(Y4,R) = V30 ⊕ V32 ⊕ V34 ⊕ V36 ⊕ V44 ⊕ V52 ⊕ V54 ⊕ V56 ⊕ V58 , (5.11)
where the dimension and basis of each subspace is summarized in table 5.4 and we have also
recorded our choice of notation for the flux numbers in the enhancement II0,1 → V2,2. The flux
numbers are defined to be the coefficient of a flux G4 in the basis shown in table 5.4 to the
asymptotic splitting, i.e.
G4 = f6v30 + f4v32 + f2v34 + f0v36 + gκv
κ + h0v52 + h1v54 + h2v56 + h3v58 . (5.12)
The particular names of flux numbers are chosen for convenience of our discussion in section 6.3
when we show that our formalism reproduces well-known existing no-go results. Furthermore,
taking into account the orthogonality relation (3.15), we normalize the basis such that
〈v30, v58〉 = 〈v32, v56〉 = 〈v34, v54〉 = 〈v36, v52〉 = 1. (5.13)
The pairing in the basis vκ of V44 will be denoted by η
κλ. It is positive, i.e. one has ηκλgκgλ > 0
for non-zero gκ.
Applying the asymptotic splitting of flux (5.12) and table 5.4 to the asymptotic behavior of
the scalar potential (5.8), we have
VM ∼ 1V34
(
Af6
u3s
+
Af4
us
+
Af2u
s
+
Af0u
3
s
+
Ah0s
u3
+
Ah1s
u
+Ah2us+Ah3u
3s+A44 −Aloc
)
,
(5.14)
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where Aloc = 〈G4, G4〉 and the coefficients in the growth terms are defined according to our
notation of flux numbers in table 5.4 as follows
Af6 = ‖ρ30‖2∞ , Af4 = ‖ρ32‖2∞ , Af2 = ‖ρ34‖2∞ ,
Af0 = ‖ρ36‖2∞ , Ah0 = ‖ρ52‖2∞ , Ah1 = ‖ρ54‖2∞ ,
Ah2 = ‖ρ56‖2∞ , Ah3 = ‖ρ58‖2∞ , A44 = ‖ρ44‖2∞ .
Note that all A’s are positive and still functions of the axions φ1, φ2 via the exponential in (5.6).
Setting φi = 0 one finds that Af6 ∝ (f6)2, Af4 ∝ (f4)2 etc. With the asymptotic splitting (5.12)
and the normalization (5.13), the tadpole condition (2.2) can be expressed as
χ(Y4)
24
=
1
2
〈G4, G4〉 = f6h3 + f4h2 + f2h1 + f0h0 + 1
2
ηκλgκgλ. (5.15)
Now we discuss the separation G4 = Gˆ4 +G
0
4 of a flux G4 into an unbounded part Gˆ4 and
a remaining part G04. First we deal with the unbounded component Gˆ4 which belongs to Vlight.
By checking table 5.4, we see that the requirement Gˆ4 ∈ Vlight implies that an unbounded flux
Gˆ4 can contain components f6 or f4. Also the first orthogonality in (3.39) and the massless
condition (3.40) on Gˆ4 are automatically satisfied because we ask for Gˆ4 ∈ Vlight.
Once an unbounded part G4 is identified, the second condition in (3.39) can be used to
restrict the remaining part G04. The general results are displayed in table 5.5. We explain its
derivation in an example where we take f6 as the unbounded flux, i.e. we set Gˆ4 = f6v30. Then,
subtracting Gˆ4 from the splitting (5.12) we have the following form of G˜
0
4 which needs further
restriction
G˜04 = f4v32 + f2v34 + f0v36 + gκv
κ + h0v52 + h1v54 + h2v56 + h3v58.
According to our normalization (5.13), it is readily computed that
〈Gˆ4, G˜04〉 = 2f6h3. (5.16)
Hence the second condition in (3.39) implies h3 = 0, i.e.
G04 = f4v32 + f2v34 + f0v36 + gκv
κ + h0v52 + h1v54 + h2v56. (5.17)
In this way, we have separated the flux components in G4 into an unbounded flux component
f6 and the remaining flux components f4, . . . , h2, with the condition that the flux component
h3 = 0 is absent. Inserting the condition h3 = 0 into the tadpole condition (5.15), we see that
the tadpole condition is then satisfied by the remaining components
f4h2 + f2h1 + f0h0 +
1
2
ηκλgκgλ =
χ(Y4)
24
. (5.18)
We can now repeat this analysis for all combinations of possible unbounded fluxes f6 and f4,
we obtain table 5.5. This data will be used in section 6 to determine the vacua of (5.14).
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Gˆ4 G
0
4 Condition on G
0
4 Self-dual Pairs in G
0
4
f6 f4, f2, f0, gκ, h0, h1, h2 h3 = 0 (f4, h2), (f2, h1), (f0, h0)
f4 f6, f2, f0, gκ, h0, h1, h3 h2 = 0 (f6, h3), (f2, h1), (f0, h0)
f6, f4 f2, f0, gκ, h0, h1, h2, h3 f6h3 + f4h2 = 0 (f2, h1), (f0, h0)
Table 5.5: All possible ways of separating G4 into an unbounded flux Gˆ4 and a remaining part
G04. The third column, condition on the remaining part, is coming from the second orthogonality
in (3.39). The tadpole condition can be found by applying the third column to (5.15) and it is
satisfied by the remaining flux components. The forth column lists possible self-dual components
inside G04 which is introduced in section 3.4 and will be used in section 6.1.
6 Asymptotic structure of flux vacua
In this section we will analyze the vacua structure of the flux-induced scalar potential in the
strict asymptotic regimes of the field space. We will focus on asymptotic two-moduli limits of
the form (3.1) in the complex structure moduli space of a Calabi-Yau fourfold. These limits are
characterized by two scalar fields, denoted as s, u, becoming large and the choice of a growth
sector in (5.2), i.e. an order in the growth of the fields. We will select R12 describing paths in
which s grows faster than u, but the results for the other growth sector can be trivially found
after exchanging the roles of s and u and renaming the coordinates.
A complete classification of these two-moduli limits in the complex structure moduli space
of a Calabi-Yau fourfold was performed in section 5 together with the scalar potential arising
in each case (see table 5.3). Our starting point will, therefore, be the general asymptotic form
of the flux potential derived in (5.8) and given by
V =
1
sα
( ∑
(m,n)∈E
Amns
m−4un−m −Aloc
)
≡ 1
sα
( N∑
i=1
Aminis
mi−4uni−mi −Aloc
)
. (6.1)
where the possible values for (m,n) are given in table 5.2 and depend on the type of limit under
consideration. Recall that one just has to plug the values (m,n) of table 5.2 into eq. (6.1) to
recover all possible potentials shown in table 5.3. For later convenience, we have re-labelled the
elements of E as (mi, ni), i = 1, . . . ,N , where N is the number of different pairs (m,n) ∈ E
that can occur in each limit.
Notice that the coefficients Amn are not arbitrary but depend on the integer fluxes and
axions as in (3.42). However, we will leave them as free parameters in this section except for
their sign, since they are restricted to be positive definite in the strict asymptotic regime (see
eq.(3.42)). This way, we can keep our analysis more general and our results will also apply
to higher dimensional moduli spaces with h2,1 > 2 in which there are more spectator fields in
addition to the two moduli becoming large. In those situations, the coefficients Amn will also
be functions of these spectator fields, but the moduli scaling of s and u is expected to be the
same. Interestingly, we will be able to formulate a no-go theorem for de Sitter only based on
the scaling of s and u and independent of the concrete value of Amn as long as they remain
positive. Only in section 7 we will specify again the concrete values for Amn to study axion
stabilization and derive some universal results about backreaction effects in axion monodromy
models.
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The reader might have also noticed that we have included an additional overall factor
1/sα in (6.1) in comparison to (5.8). This will allow us to map our results to Type IIA flux
compactifications, in which an additional factor of the dilaton appears upon performing mirror
symmetry and going to the Einstein frame of Type IIA, as reviewed in section 2.2. This factor
is known to be 1/s3 in the weak coupling limit, but we will leave the power also as a free
parameter since its value is undetermined for any of the other limits of our list beyond weak
coupling.
Therefore, the general potential (6.1) includes all the asymptotic potentials arising in M-
theory flux compactifications in a Calabi-Yau fourfold (and their corresponding F-theory/Type
IIB duals) if we set α = 0, but can also describe other asymptotic string compactifications.
The goal in this section is to take this general form of the asymptotic potential and analyze its
vacuum structure. We will be particularly interested in whether this potential can admit any
kind of vacuum at parametric control. Interestingly, since we have left the coefficients Amn as
arbitrary parameters, the above potential can also potentially yield AdS vacua. This is impos-
sible in F-theory/Type IIB flux compactifications as the coefficients Amn are correlated such
that the potential is positive definite. However, it can occur in Type IIA flux compactifications
where Aloc can receive contributions from other sources like metric fluxes or other components
of NS flux which do not map to H3 or F3 fluxes in Type IIB. Hence, our general form of the
potential will also allow us to study the conditions to get candidates for AdS vacua at para-
metric control. It is important to keep in mind, though, that they are only candidates in the
sense that one should further check that the resulting values for Amn are compatible with some
top-down string construction.
Since this section contains many different interesting results about the structure of asymp-
totic flux vacua, let us add here a short outline of what comes next. In sections 6.1 and 6.2 we
will describe our strategy to determine the (non-)existence of vacua at parametric control. We
will then apply this strategy to a particular example corresponding to the familiar Sen’s weak
coupling limit and discuss the existence of dS and AdS vacua in section 6.3. Afterwards, we
will apply the same methodology to all possible limits classified in section 5 and present the
results for de Sitter in section 6.4 and for AdS vacua in section 6.5.
6.1 Flux ansatz and parametric control
In this paper, we are interested in the presence of critical points at parametric control, i.e.
for parametrically large field values of the scalars s, u. Let us recall that this is an additional
constraint we need to impose as the asymptotic flux potential of (6.1) can in general yield vacua
at finite values of s, u that are not necessarily large. Furthermore, we need to require to stay
in a growth sector in order to be consistent with the strict asymptotic approximation, so the
ratio s/u also needs to be large.
As it will become more clear through the following sections, we find that it is impossible
to get any critical point at parametrically large field values of s, u if all fluxes are bounded by
tadpole cancellation. Therefore, it becomes necessary to add some unbounded flux that can
be adjusted to be large in the asymptotic limit. For this reason, we will assume the following
general Ansatz for the fluxes,
G4 = Gˆ4 +G
0
4 (6.2)
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where Gˆ4 is an asymptotically massless unbounded flux with respect to the remaining back-
ground fluxes in G04. This special class of fluxes were introduced in section 3.5. We require
them to be massless, in addition to unbounded, so that they only violate the self-duality condi-
tion mildly and it is restored in the limit. The fluxes in G04 cannot be scaled to be large, but still
must be consistent with generating a critical point at parametric control. We will consider two
options, self-dual fluxes or more general fluxes with the same asymptotic scaling, as described
in the following.
Self-dual fluxes G04 :
Let us first consider in G04 only fluxes that are self-dual in the strict asymptotic regime. The self-
duality condition on the G4-flux in the strict asymptotic regime was given in (3.31). In order to
simplify the discussion and highlight the main properties we assume that every subspace Vmn
is one-dimensional, except for V44. Because of the property (3.24) of the operator C∞ and its
relation to the Csl(2) operator (3.27) (see also (B.14)), given an (m,n) ∈ E , the minimal form
of a non-vanishing self-dual flux should be
G4 = gmnv
mn + g8−m 8−nv
8−m 8−n , (6.3)
where vmn is the basis vector of Vmn and no sum over m,n is taken in (6.3). The self-dual
condition (3.37) on such G4 further specializes for the case of two moduli into the following
form
sm−4un−mgmnKmn = g8−m 8−n , (6.4)
where Kmn = ‖vmn‖2∞. One realizes immediately that in most cases, if we impose two such
conditions then both moduli s and u are fixed and one can find (finitely) many vacua by just
imposing the self-duality conditions. All these vacua are Minkowski as the vacuum energy
vanishes. It remains to check whether solving such self-dual conditions stabilizes the moduli
inside the strict asymptotic regime, where s/u and u are required to be large. Since the
product of flux components gmng8−m 8−n contributes to the tadpole condition, we see that it is
not possible to make both s/u and u parametrically large. So there are actually no vacua at
parametric control using only self-dual fluxes.
We now turn on only one pair of self-dual components and allow for an unbounded massless
flux as in (6.2). In this case, we can rewrite the self-dual condition (6.4) into
u =
(
g8−m 8−n
gmnKmn
) 1
n−m
sβ, (6.5)
where β = 4−mn−m . This actually imposes a correlation between two moduli in terms of fluxes
that are bounded by tadpole condition. The possibilities for the exponent β are:
1. β < 0 The modulus u grows inversely with s, so it is not possible to get vacua at
parametrically large field values of both s and u.
2. β = 0 The modulus u is completely fixed into a ratio of flux numbers bounded by the
tadpole condition, so it is not possible to make it parametrically large.
3. 0 < β < 1 In this case there is no obstruction to make s/u and u large, but only one
combination is fixed.
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4. β ≥ 1 This case also includes β = ∞, where s is fixed into a ratio of flux numbers
bounded by the tadpole condition. It is not possible to make s/u arbitrarily large to be
consistent with the strict asymptotic approximation.
We can then see that only case 3 could yield vacua at parametric control. Since only one
combination of s, u can be stabilized with the self-dual pair of fluxes, the other combination
needs to be fixed by turning on some massless unbounded flux components so that we can dial
both s/u and u into large values. To see this we substitute u given in terms of s by (6.5) back
into the scalar potential and minimize the remaining one-variable potential with respect to s.
The potential reads
V ∝ 1
sα
∑
(mˆ,nˆ)∈Eˆ
(
Aˆmˆnˆ s
mˆ−4+β(nˆ−mˆ) − Aˆloc
)
, (6.6)
where the sum only involves now unbounded massless fluxes. Recall that mˆ ≤ 4 and nˆ < 4
are required for the flux to be massless. Interestingly, this potential can never yield de Sitter
critical point for case 3 in which 0 < β < 1, since all the terms involve negative powers of s. In
F-theory/Type IIB flux compactifications, the contribution from Aloc cancels with the contribu-
tion from the pair of self-dual fluxes such that Aˆloc = 0. However, if we insist of keeping Aˆloc as
a free parameter so that it survives some negative contribution to the potential (as could occur
in Type IIA flux compactifications), the potential (6.1) might also have AdS vacua. We check
that, for all potentials in table 5.3, only the enhanced limit II0,1 → V2,2 could yield an AdS
vacuum at parametric control with 0 < β < 1. This case indeed corresponds to the famous large
volume and weak coupling limit in IIA. We will explain in more detail this vacuum in section 6.3.
General flux G04 :
Next, we will consider a more general situation in which any flux can appear in G04, but still
keeping the condition that the vacuum is at parametric control. Non self-dual fluxes can arise,
for instance, from backreaction effects of localized sources in the string compactification. A way
to implement the condition of parametric control is to require that all terms in the potential
that are necessary to stabilize the moduli should scale in the same way as s, u→∞. In other
words, we will look for solutions of the form
s ∼ λp , u ∼ λq , (6.7)
with p, q positive such that λ can be taken to be parametrically large. Each potential term will
then scale as
Vi ∼ Aiλri , ri = (mi − 4− α)p + (ni −mi)q , (6.8)
if Ai corresponds to a contribution from G
0
4. For massless unbounded fluxes in Gˆ4, there is no
such a constraint as the flux can always be scaled up to yield the desired asymptotic scaling
with λ.
We then require that a solution of the type (6.7) must be found only using unbounded
massless fluxes and terms in G04 yielding the same value for r and therefore scaling the same
way with λ. This guarantees that the solution will still exist in the limit λ → ∞, i.e. at
parametrically large values of s, u. As a final check if a solution is found, we need to require
that p > q in order to have the ratio s/u large and be consistent with the strict asymptotic
approximation. Similar scaling arguments to look for parametrically controlled vacua have also
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been recently used in [6, 7] for the weak string coupling limit in Type IIA compactifications.
Let us stress that the non-trivial part of our analysis does not lie in applying such scaling
arguments, but rather in identifying the asymptotic potentials that can arise in a valid flux
compactification.
We will show the results for our main example in section 6.3, and then for all possible two-
moduli limits in sections 6.4 and 6.5 in the case of dS and AdS vacua respectively. But first, let
us discuss our method to solve the minimization equations in a systematic and convenient way.
6.2 Minimization conditions
In order to study the existence of extrema of the potential (6.1) we will translate the existence
problem into a more convenient formulation using methods from linear optimization. To begin
with, we note that the extrema of V are determined by the conditions
u∂uV =
N∑
i=1
(ni −mi)Vi = 0 , (6.9)
s∂sV =
N∑
i=1
(mi − 4− α)Vi + αVN+1 = 0 , (6.10)
where we have defined
Vi ≡ Amini
sα
smi−4uni−mi , VN+1 =
Aloc
sα
, (6.11)
such that V =
∑N
i=1 Vi − VN+1. We have introduced VN+1 in order to treat Aloc in analogy
with other terms by associating it a scaling m = n = 0. We further define
V0 ≡ |V |∂V=0 , (6.12)
i.e. introduce the absolute value of the potential at this extremum. The definition of V0 implies
that at the extremum one has
N∑
i=1
Vi − VN+1 ± V0 = 0 , (6.13)
where the positive sign implies an Anti-de Sitter extremum while the negative sign a de Sitter
extremum. The equations (6.9), (6.10), and (6.13) can be packed into the following homogeneous
system Av = 0 with
A =
 m1 − 4− α m2 − 4− α · · · α 0n1 −m1 n2 −m2 · · · 0 0
1 1 · · · −1 ±1
 (6.14)
and vT = (V0, V1, V2, . . . , VN+1). Notice that we will have as many columns as contributions
Vi to the potential with different mi, ni plus one.
We can now use Stiemke’s theorem which states that either a linear homogeneous system
Av = 0 possesses a solution with all variables positive or there exists a linear combination of
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the equations that has all non-negative coefficients, one or more of which are positive. Applied
to our problem, one thus finds that either there exists a vT = (V0, . . . , VN+1) such that
Av = 0 , Vκ > 0 , κ = 0, . . . ,N + 1 , (6.15)
or there exists a πT = (a, b, c) 6= 0 such that
(ATπ)κ ≥ 0 , κ = 0, . . . ,N + 1 . (6.16)
This second condition will be much easier to prove, and will allows us generalize some no-
go theorems about de Sitter. Stiemke’s theorem thus implies that (6.1) has no extremum with
cosmological constant ∓V0 if the following system of inequalities is feasible, i.e. has a non-trivial
solution,
a(mi − 4− α) + b(ni −mi) + c ≥ 0 , (6.17)
αa− c ≥ 0 , (6.18)
±c ≥ 0 , (6.19)
where let us recall that + stands for AdS and − for dS. In other words, there will not be
a dS (AdS) critical point if one can find a, b ∈ R such that (6.17) is satisfied for every pair
(mi, ni) and c ≤ 0 (c ≥ 0). Notice that it only makes sense to impose the second inequality it if
VN 6= 0. Analogously, if no non-trivial solution is found to (6.17), then the system has a critical
point which is a solution of the minimization conditions (6.9). In order to determine whether it
corresponds to a minimum or a maximum one would need to further study the Hessian matrix
∂i∂jV . However, in this paper, we will restrict ourselves to analyze the presence of critical
points in general.
6.3 Parametrically controlled vacua for the main example
In this section we will analyze the presence of asymptotic flux vacua at parametric control for
a particular example: the enhancement II0,1 → V2,2 in a two-dimensional moduli space. This
enhancement is one of the possible limits appearing in table 5.2 and served as our main example
in section 5.3. The importance of this example arises from the fact that it corresponds to the
well known Sen’s weak coupling limit and large complex structure limit in Type IIB. It can also
be mapped to Type IIA at weak coupling and large volume, which will allow us to recover some
no-go theorems for de Sitter vacua found in Type IIA compactifications [2,3]. We will not find
new results in this section, but it will serve us to exemplify the methodology that we will later
apply to the other asymptotic limits of the moduli space of a Calabi-Yau fourfold.
The Sen weak coupling limit (s → ∞) corresponds to a Type II0,1 singular divisor [82, 83].
When intersecting with a Type IV0,1 corresponding the large complex structure point (u→∞),
it enhances to a Type V2,2 singularity of codimension-two at the intersection. The values of
m,n consistent with this type of singularity are given in table 5.2 and imply a scalar potential
of the form
V ∼ 1
sα
(
Af6
u3s
+
Af4
us
+
Af2u
s
+
Af0u
3
s
+
Ah0s
u3
+
Ah1s
u
+Ah2us+Ah3u
3s±Aloc
)
, (6.20)
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as already stated in (5.14). From the perspective of Type IIB perturbative string theory (α = 0),
the fluxes denoted as fp (hp) correspond to different components of R-R flux F3 (NS-NS fluxH3).
as discussed in section 2.2. When mapping the potential to Type IIA flux compactifications at
weak coupling and large volume (so α = 3), it is important that we stay in the growth sector
with s/u large, so that the 10d string coupling gs remains small (see (2.13)). The R-R flux F3
maps to R-R fluxes Fp in Type IIA (that is why we have chosen the notation), while only h0
maps to a NS flux in Type IIA. The other components have a more exotic interpretation in terms
of geometric h1 and non-geometric h2, h3 fluxes in Type IIA . In fact, the moduli dependence of
the term proportional to h1 can also arise as a contribution from the six-dimensional Ricci scalar
in case the manifold has positive curvature, or from KK monopoles. The term Aloc has the right
moduli dependence of a contribution from O6-planes. Since only the moduli dependence matters
and not the specific value of the coefficients Amn, our results will apply to compactifications
involving any of these ingredients or any other object exhibiting the same moduli dependence
as the above terms. See e.g. [84, 85, 4, 86–92] for works attempting to construct classical de
Sitter vacua using these ingredients. Notice that other types Oq-planes or NS5-branes are not
captured in this setup, as their moduli dependence does not have a geometric interpretation in
terms of G4-fluxes in M/F-theory.
First of all, let us prove that in case that all fluxes are bounded, i.e. cannot take arbitrarily
large values, it is impossible to have any AdS or dS extrema at parametric control. In order to
get a solution at parametric control, we will apply Stiemke’s theorem only to those terms that
can scale with the same power of λ in (6.8). The groups of terms that give rise to the same
asymptotic scaling are:
p = q : (f4, h0) , (f2, h1, Aloc) , (f0, h2) , (6.21)
p = 2q : (f2, h0) , (f0, h1) , (6.22)
p = 3q : (f0, h0, Aloc) . (6.23)
In particular, the pairs (f0, h0) and (f2, h1) correspond to self-dual pair of fluxes that exhibit
the same asymptotic scaling that the negative term Aloc. We can now check whether (6.17)
can be satisfied for any of the above groups. The answer is that we can always find a solution
to Stiemke’s problem, meaning that there is no way to solve the minimization conditions at
parametric control. Hence, there is nor AdS or dS minimum at parametric control if all fluxes
are bounded.
It is not hard to see, however, that the preceding analysis is too restrictive to establish a
general no-go statement, since it neglects the possibility to also adjust the fluxes to become
large in the asymptotic limit. As explain in section 3.5, fluxes are expected to be bounded
if they contribute to the tadpole cancellation condition. However, there is a special class of
fluxes, namely the unbounded massless fluxes introduced in section 3.5, that do not contribute
to the tadpole condition and violate the self-duality mildly. For this reason, in section 5.3, we
identified all possible unbounded massless fluxes compatible with the singular limit taken for
our main example (see table 5.5). In the following, we will consider a total flux of the form
(6.2) where we allow for unbounded massless fluxes Gˆ4 in addition to the group of flux terms
(6.21)-(6.23) denoted as G04. This means that we can always scale up Gˆ4 to achieve the desired
asymptotic scaling on λ fixed by the scaling of the fluxes in G04. Schematically, the procedure
to find an AdS or dS minimum at parametric control goes as follows:
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1. We select the fluxes in G04 such that all of them exhibit the same asymptotic scaling. This
imposes an extra constraint in table 5.5. In this case, there are six possibilities given by
equations (6.21)-(6.23).
2. We add any massless flux Gˆ4 which is unbounded with respect to the choice of G
0
4, fol-
lowing table 5.5.
3. We check whether the Stiemke’s problem (6.17) has a non-trivial solution.
G04 Gˆ4 s
αV0 AdS vacuum dS vacuum
(f4, h0) f6, f4 λ
−2q No No
(f2, h1, Aloc) f6, f4 λ
0 Yes if α > 0 No
(f0, h2) f6 λ
2q No No
(f2, h0) f6, f4 λ
−q No No
(f0, h1) f6, f4 λ
q No No
(f0, h0, Aloc) f6, f4 λ
0 Yes if α > 0 No
Table 6.1: All possible fluxes that have the potential to provide a minimum at parametric
control.
The results are summarized in table 6.1. Interestingly, the addition of the unbounded
massless fluxes allow us to find now AdS but not dS vacua. This is expected from previous
results in the literature [2], since the scalar potential (6.20) agrees with the one in [45, 2]
when taking α = 3. Hence, we recover the no-go theorems for de Sitter [2–4] in Type IIA
flux compactifications at weak coupling and large volume based on the moduli scaling of the
potential, including RR, NS and metric fluxes, O6-planes and even positive curvature. We
also slightly generalize it by including geometric and non-geometric fluxes yielding the moduli
dependence associated to h1, h2 and h3. The requirement of keeping parametric control of
the vacuum is what usually fails in previous classical de Sitter construction attempts, as also
recently noticed in [7, 5].
Regarding the AdS vacua, let us recall that they only appear thanks to leaving Aloc free
instead of completing a perfect square. Therefore, they are not exactly the mirror duals of the
Type IIB potentials with G3-flux, but there should be some additional contribution to Aloc. In
such a case, we find that there are only two possible candidates for AdS vacua at parametric
control as long as α > 0. These two possibilities indeed correspond to the pair of what would-be
self-dual fluxes in IIB in the case that Aloc was not a free parameter, but they loose such an
interpretation in IIA.
Let us first consider the group of flux terms (f0, h0, Aloc) with unbounded f4. This is pre-
cisely the combination of fluxes used in [18] to get supersymmetric AdS vacua at parametrically
large volume and small coupling in massive Type IIA. Taking Af4 ∼ λ2 and α = 3, the moduli
and the potential energy will scale asymptotically as
s ∼ λ3/2 , u ∼ λ1/2 : s
u
∼ λ , V ∼ 1
λ9/2
. (6.24)
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This implies that if one makes Af4 large enough, λ
1/2 > γ & 1, the vacua indeed lie in the
growth sector (5.2) and the nilpotent orbit approximation (3.6) is valid. Actually, one finds
that for this setting one can make γ stepwise larger when increasing the flux Af4 . In this limit
the strict asymptotic approximation using the sl(2)-norm (3.27) becomes more accurate, such
that the existence of the considered vacua can indeed be trusted. However, let us stress that
there could be other reasons for which this vacuum cannot be lifted to a true top-down string
theory construction. Here, we are only checking if the scaling of the moduli is adequate to
generate a vacuum at parametric control.
The Type IIA setting has several interesting features that follow from the scaling behavior
(6.24). Firstly, one sees that the Hubble scale H =
√
V /M2p becomes parametrically small when
sending λ→∞. Secondly, as stressed in [18] these Type IIA solutions also enjoy a separation
of scales between the Hubble scale and the Kaluza-Klein scale. The KK scale in Type IIA
Calabi-Yau compactifications is given by
MKK =
gsMp
(VAs )2/3
∼ Mp
st1/2
∼ λ−7/4 , (6.25)
implying H/MKK ∼ λ−1/2 → 0. This would go against the strong versions of the AdS conjec-
tures put forward in [93, 94]. In principle, it also seems possible to get a similar result using
the unbounded massless flux f6 instead of f4 but this possibility should, however, be discarded
when we further impose axion stabilization as discussed in section 7.
The other possible candidate for AdS vacuum arises from considering the group of terms
(f2, h1, Aloc) with unbounded f4 or f6 (as in [95]). However, in this case s and u scale the same
way, implying that s/u cannot be made large and the strict asymptotic approximation fails.
Hence, this vacuum cannot be trusted in our setup. Let us mention, though, for completeness,
that the vacuum energy and the KK scale also scale the same way at the asymptotic limit in
this example, H ∼MKK ∼ λ−3/2 , implying that there would not be scale separation unlike in
the previous example.
6.4 No-go results for de Sitter at parametric control
The power of using the theory of limiting MHS, is that it allows us to go beyond the singularities
corresponding to large volume and weak coupling and study the asymptotic vacua structure for
any other type of limit in a systematic way. As explained, the type of limit will determine the
moduli scaling of the flux potential by providing the values of m,n in (6.1) that are allowed in
each case. In this section, we will generalize our previous results to other types of singularities
in the Calabi-Yau four-fold as long as they can be understood as the singular limit of only two
moduli becoming large. These two moduli can correspond to any two complex structure moduli
of the fourfold, so either bulk complex structure, dilaton or 7-brane moduli in Type IIB. All
possible singular limits of this type have been classified in table 5.2 and the potentials have been
explicitly written in table 5.3. We will take the same ansatz for the fluxes as in (6.2), including
some unbounded massless fluxes Gˆ4 in addition to fluxes with the same asymptotic scaling in
G04. This guarantees that the minima of the potential (if any) will occur at parametrically large
field values of the moduli. We find the following no-go theorem:
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No-go statement: There is no dS critical point at parametric control near any two large field
limit of a Calabi-Yau fourfold in the strict asymptotic approximation if the scalar potential
V vanishes at the limit s, u→∞.
Let us recall that this no-go is valid for any possible two large field limit of a Calabi-Yau
fourfold. Hence, our results go beyond previous no-go theorems found at the large volume and
weak string coupling limits of Type II CY compactifications [2–8]. Generically our settings, if
they have a Type II interpretation at all, will yield situations in which one is not at weak string
coupling. The systematics to argue for the validity of our statement, though, is very similar to
the one taken for previous no-go theorems in which the moduli scaling of individual terms in
the potential is exploited.
Our no-go also goes beyond the famous Maldacena-Nun˜ez no-go theorem [26] in supergravity,
which is based on solving the equations of motion of the internal geometry when there are only
p-form gauge fluxes. Our starting scalar potential in M-theory includes higher derivative terms,
as we also include the term depending on the Euler characteristic of the Calabi-Yau fourfold
(2.2).9 Under M/F-duality and the application of mirror symmetry, terms are well-known to
map to effects arising, for example, from O6-planes. Furthermore, a certain G4-flux component
maps under this duality chain to the Romans mass. In addition we have further generalized
our discussion by allowing for independent potential terms. This can prevent cancellations and
correlations between the different terms assumed in the analysis of [26].
To avoid confusion, let us clearly list the assumptions that enter in the derivation of the
above de Sitter no-go theorem. We require:
• Only two fields, denoted as s and u, become large although the moduli space can be
higher dimensional.
• Parametric control: the vacuum should survive in the asymptotic limit as explained
around (6.7), i.e. for parametrically large field values of s and u.
• Strict asymptotic approximation: we only keep the leading asymptotic growth of each
term of the potential, as explained below (3.27).
• The potential should vanish asymptotically in the limit s, u→∞.
The first three assumptions will be relaxed in future work. As for the last one, it should be
understood more as a consistency constraint to keep control of the compactification. Only self-
dual fluxes satisfy the equations of motion of the Calabi-Yau, but have vanishing potential. To
keep the analysis as general as possible, we have allowed for any type of flux that could ever be
present, which implies that we are also allowing for some breaking of the self-duality condition.
However, we impose that the potential should still vanish asymptotically so this breaking is mild
and can be understood as a perturbation over the warped Calabi-Yau geometry. Otherwise, it
seems to us that the potential should not be trusted if it diverges at the large field limit. Let us
recall that this is a very mild assumption and most likely not enough to guarantee consistency
of the scalar potentials we study. However, since we already get a no-go theorem for de Sitter,
there is no need of reducing even further the list of examples by imposing further constraints
like satisfying the equations of motion of the internal geometry, which is obviously a much
harder task.
9See [55–58] for a complete treatment of M-theory higher-derivative terms relevant at this order.
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We can conclude that, for the moment, our findings are compatible with a generalized
Dine-Seiberg problem [1], conjectured in [11, 10], valid for any asymptotic limit of a string
compactification, forbidding the presence of de Sitter vacua at parametric control.
Finally, we can also check the (asymptotic) de Sitter conjecture [11] in our setting. This
conjecture, not only implies the absence of dS vacua, but goes beyond it by providing a bound
on the slope of the potential that also disfavors slow roll inflation. More precisely, it was
conjectured in [11,10] that there is an order one constant γ such that
|∇V | ≡ |(∂zKV )GKL¯(∂z¯LV )|1/2 ≥ γV . (6.26)
In the remaining of this subsection we ignore the axion dependence, and write all partial
derivatives with respective to saxions ∂i =
∂
∂si
. Let us assume that we can establish the following
bound
f−2 ≥ (κiksk)Gij(κjl sl) , (6.27)
where κik is some constant matrix which we will determine below. Then we can use Cauchy-
Schwarz to show the following estimate
(∂iV G
ij∂jV )
1/2 ≥ f(∂iV Gij∂jV )1/2((κiksk)Gij(κjksk))1/2 ≥ f∂jV (κjksk) (6.28)
Therefore, if the following inequality holds
f∂jV (κ
j
ks
k) ≥ γV (6.29)
then also the conjectured de Sitter bound is satisfied.
Let us next recall the Stiemke’s problem we are using to prove for the absence of dS vacua,
a(mi − 4− α) + b(ni −mi) + c ≥ 0 , (6.30)
αa− c ≥ 0 . (6.31)
If this system of inequalities has a solution with c ≤ 0 (c ≥ 0), then the potential does not have
a dS (AdS) extremum. Notice that the first inequality also implies that
N∑
i=1
(a(mi − 4− α) + b(ni −mi) + c)Vi − (c− αa)VN+1 ≥ 0 (6.32)
as Vi, VN+1 > 0. This further implies
as∂sV + bu∂uV ≥ −cV (6.33)
which corresponds to (6.29) with
κss = a , κ
u
u = b , c = −γ/f (6.34)
and all others vanishing. Hence, as long as (6.27) is satisfied, we can show that the conjecture
(6.26) holds by using the Stiemke’s inequality (6.30) again.
Let us then check (6.27). The leading behavior of the metric can be computed from the
asymptotic form of the Ka¨hler potential in (4.2), obtaining
gt1 t¯1 =
d1
s2
, gt2 t¯2 =
d2 − d1
u2
(6.35)
41
where d1, d2 are integers characterizing the singularity type as discussed after (4.2). Therefore,
by only using this leading term of the metric, it is trivial to check that the bound (6.27) gets
saturated for
f−2 = ad1 + b(d2 − d1) (6.36)
The next to leading order terms for the metric will be further suppressed in the asymptotic
regime. Combining this with (6.34) we get that the parameter in the de Sitter conjecture is
given by
γ2 = |c|2/(ad1 + b(d2 − d1)) (6.37)
where a, b, c are constrained to satisfy (6.33). We have already checked that it is always possible
to find some values of a, b, c such that the Stiemke’s inequalities (6.30), and thus (6.33), are
satisfied for all two-moduli limits of the Calabi-Yau fourfold. The remaining question is whether
this solution implies γ ∼ O(1). For this reason we check if the system (6.30) has a solution
with γ > 1, which is a stronger condition. Interestingly, we find that there is always such a
solution, implying that the bound (6.27) is always satisfied for any limit as long as d1 6= 0
and/or d2 − d1 6= 0 and α = 0 in (6.1). If d1 = d2 = 0, then the enhanced singularity is of
Type I, meaning that it is at finite distance, while α = 0 selects the potentials coming from
Type IIB/F-theory flux compactifications. If α 6= 0 the bound (6.29) is only satisfied if both
d1 6= 0 and d2 − d1 6= 0. However, this bound is a stronger condition than (6.26) so it does not
imply that de Sitter conjecture is not satisfied but only that we cannot determine its fate by
considering only the leading term of the field metric.
To sum up, we find that the de Sitter bound (6.26) is satisfied for any asymptotic limit in
F-theory flux compactifications which is at infinite distance in the complex structure moduli
space of a Calabi-Yau fourfold. This nicely matches with the argument in [10] that relates the
de Sitter Conjecture and the Distance Conjecture, as the latter only concerns infinite distance
regimes. For finite distance singularities, the bound (6.27) is not necessarily satisfied to leading
order so the analysis becomes more difficult and we leave it for future work.
6.5 Candidates for AdS minima at parametric control
Let us analyze the conditions to get AdS vacua at parametric control. First of all, let us stress
again that an AdS vacuum is not possible in Type IIB/F-theory Calabi-Yau compactifications as
the potential is definite positive. Even if there is a negative contribution coming from localized
sources, it always completes a perfect square when imposing tadpole cancellation. However,
an AdS vacuum might appear when dualizing the setup to Type IIA and assuming additional
contributions to the tadpole cancellation conditions that do not necessarily impose anymore
the completion of the perfect square. These additional sources can correspond for example to
other fluxes that do not simply map to G3 fluxes in Type IIB. They will modify the value of
the coefficients Amn and usually make Aloc to also depend on the complex structure moduli,
but the moduli dependence of each term on the IIA dilaton s and the IIA Ka¨hler modulus u is
expected to be the same. Since we are not specifying the value of the coefficients Amn here, this
possibility is automatically incorporated in our analysis. Furthermore, there is an additional
overall dilaton factor appearing in the dualization process that makes the negative contribution
Vloc to become moduli dependent. This moduli dependence of the negative contribution is
essential to get AdS vacua, as we will see.
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The main observation of this section is that, in order to get a vacuum at parametric control,
it is necessary to have an unbounded massless flux Gˆ4 satisfying the properties in (3.39) and
(3.40). Otherwise, in the absence of this flux, it is easy to check that the inequalities (6.17)
always admit a solution with c ≤ 0 implying the absence of AdS vacua at parametric control.
In this section, we identify the unbounded massless fluxes Gˆ4 that arise at the different limits
of table 5.2 for a given choice of G04. Recall that the background fluxes in G
0
4 are chosen to
have the same asymptotic scaling in order to yield minima at parametric control. From all
possible combinations of fluxes, there are only seventeen yielding a candidate for AdS vacua at
parametric control as long as α > 0, listed in table 6.2. Notice that we are only checking for
extrema of the potential, so they could correspond to either minima or maxima. However, even
if s and u can be made parametrically large, we need to also check that s/u is large so that we
remain in a growth sector (5.2) and the strict asymptotic approximation is valid.
For this purpose, we need to provide the asymptotic scaling of the moduli at the large field
limit. This scaling of the moduli, as well as the scaling of the vacuum energy, can be determined
even without providing the explicit solution for the scalars at the minimum, as we explain in
the following. Let us denote Aˆmˆnˆ as the flux coefficient associated to Gˆ4 and A
0
mini the ones
corresponding to G04. The potential reads
V =
1
sα
(
Aˆmˆnˆ
s4−mˆumˆ−nˆ
−Aloc
)
+
1
sα
A0mini
s4−miumi−ni
(6.38)
where all terms must scale the same way asymptotically in order to survive at the large field
limit and yield a minimum at parametric control. Taking into account that we can scale up the
flux Afˆ ∼ λ2 and denoting the scaling of the moduli as
s ∼ λp , u ∼ λq (6.39)
with p, q > 0, we get that the following equalities should hold true,
2 + p(mˆ− 4) + q(nˆ− mˆ) = 0 (6.40)
(mi − 4)p + (ni −mi)q = 0 . (6.41)
This guarantees that all terms scale the same way with λ in the limit λ→∞. Furthermore, if
an AdS solution exists, the vacuum energy will necessarily scale as
|V0| ∼ λ−αp . (6.42)
Notice that p, q are uniquely determined due to (6.40) and (6.41), so they can be determined
case by case. In table 6.2 we have included two columns with the asymptotic scaling of s and u
in each case. Remarkably, only one case allows for s/u large, meaning that the other solutions
cannot actually be trusted as they go away from the strict asymptotic regime. Interestingly, this
single solution with s/u large corresponds to the familiar case with f0, h0 fluxes and unbounded
f4 or f6 in the enhancement II0,1 → V2,2. This is the example already found in Type IIA
flux compactifications in [18, 95], and was discussed in great detail in section 6.3. It is quite
remarkable that there are not other AdS vacua at parametric control appearing at any of the
other limits of the Calabi-Yau fourfold.
It has been recently conjectured that AdS vacua with scale separation is in the swampland
[96,94]. This means that there should be an infinite tower of states with mass of the same order
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than the vacuum energy. If this tower corresponds to a KK tower, it further implies that there
is no scale separation between the external and internal dimensions. In Type IIA Calabi-Yau
compactifications at weak coupling, the KK scale is given by
MKK =
gsMp
ν2/3
∼ Mp
su1/2
∼ λ−p−q/2 (6.43)
where we have replaced the asymptotic scaling of the moduli (6.39) in the last step. This would
imply the following ratio with respect to the vacuum energy,
H
MKK
∼ λ−αp/2+p+q/2 (6.44)
where we have defined H ≡ √|V0|/Mp. A scale separation would then be possible if p >
q/(α − 2). Unfortunately, we cannot determine α in general. We only know that α = 3 at the
large volume and weak coupling point, which corresponds to the enhanced singularity of our
main example in section 6.3. In that case, scale separation occurs since p > q, i.e. the dilaton s
grows faster than the volume u. Hence, for α = 3 the condition of being in the strict asymptotic
regime is correlated to exhibit some scale separation.
In table 6.2 we have included a column specifying the value of (6.44) at each of the limits
yielding AdS vacua. Interestingly, none of them would exhibit scale separation except for the
typical example of weak coupling and large volume of Type IIA mentioned above and discussed
more carefully around eq.(6.24). However, it is important to remark that the use of the KK scale
(6.43) beyond the weak coupling limit is questionable and the results of this last column should
not be taken very seriously. An alternative way to define a cut-off scale valid at any infinite
distance singularity, regardless whether it occurs at weak coupling or large volume, could be
by means of the Swampland Distance Conjecture. At each infinite distance singularity, there
will be an infinite tower of states becoming exponentially light, and the cut-off of the effective
theory is given at most by the species scale of this tower. This tower has been identified in a
systematic way for every infinite distance singular limit of Calabi-Yau threefolds in [15–17] and
we leave the analogous analysis for fourfolds for future work. It would be interesting to check
if any of the examples in table 6.2 could enjoy a scale separation between the vacuum energy
and this SDC cut-off.
In fact, there seems to be an even deeper relation between these AdS vacua and the Distance
Conjecture. We have seen that an unbounded massless flux is required to get candidates for
AdS vacua at parametric control. The presence of this type of fluxes has the same mathematical
origin than the presence of an infinite massless tower of stable charged states at the large field
limit. The ‘masslessness’ condition for which the Hodge norm ||Gˆ4||2 should asymptotically
vanish is equivalent to the condition required in [15] for a charged BPS state to become massless
at the singular limit in a Calabi-Yau threefold. Furthermore, the condition to be ‘unbounded’
resembles the condition of stability for the BPS state [15]. The infiniteness of the tower would
correspond, though, to whether the flux coefficient Aˆmˆnˆ = ||ρmˆnˆ(Gˆ4, φ)||∞ depends on the
axionic fields.
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G04 Gˆ4 s u H/MKK
(3, 4), (4, 4), (5, 4) (3, 2) λ1 λ1 λ0
(3, 4), (4, 4), (5, 4) (4, 3) λ2 λ2 λ0
(3, 4), (4, 4), (5, 4) (4, 2) λ1 λ1 λ0
(3, 4), (4, 4), (5, 4) (4, 0) λ1/2 λ1/2 λ0
(3, 4), (4, 4), (5, 4) (3, 3) λ2 λ2 λ0
(3, 4), (4, 4), (5, 4) (2, 2) λ1 λ1 λ0
(3, 4), (4, 4), (5, 4) (3, 0) λ1/2 λ1/2 λ0
(3, 6), (4, 4), (5, 2) (3, 0) λ1 λ1/3 λ−1/3
(3, 6), (4, 4), (5, 2) (3, 2) λ3/2 λ1/2 λ−1/2
(2, 4), (4, 4), (6, 4) (2, 0) λ1/2 λ1/2 λ0
(2, 4), (4, 4), (6, 4) (4, 2) λ1 λ1 λ0
(2, 4), (4, 4), (6, 4) (2, 2) λ1 λ1 λ0
(1, 2), (4, 4), (7, 6) (1, 0) λ1/3 λ1 λ1/3
(1, 2), (4, 4), (7, 6) (3, 2) λ1/2 λ3/2 λ1/2
(3, 4), (4, 4), (5, 4) (1, 0) λ1/2 λ1/2 λ0
(3, 4), (4, 4), (5, 4) (1, 2) λ1 λ1 λ0
(3, 4), (4, 4), (5, 4) (0, 0) λ1/2 λ1/2 λ0
Table 6.2: All possible combinations of flux terms yielding an AdS extremum (assuming α > 0).
In the last column we have replaced α = 3 to relate to Type IIA perturbative string theory. The
notation has been chosen according to table 5.2 in which we provide the integers ℓ = (m,n) ∈ E
associated to each flux term. Only the shaded examples present s/u large, consistent with the
strict asymptotic approximation.
7 Asymptotic structure of flux vacua: axion dependence
In the previous section we have discussed the stabilization of the fields si, corresponding to the
imaginary part of ti = φi + isi, by studying the potential (6.1). The goal of this section is
to also include the dependence on the axions φi. Firstly, we will discuss the constraints that
arise upon imposing stabilization via fluxes for the candidate AdS minima discussed in section
6.5. Secondly, we will derive some universal backreaction effects that appear when displacing
the axions at large field values and discuss their implications for axion monodromy inflationary
models.
7.1 Axion stabilization
So far we have studied the minimization of the potential with respect to the saxions si and
ensured that the vacua are at large values of si. The axions do not need to be stabilized at
large field values to have a minimum at parametric control. Hence, even if we have an axionic
flat direction, this could be stabilized by higher order or non-perturbative corrections to the
scalar potential. This implies that, in order to derive no-go theorems for de Sitter vacua at
parametric control, it is sufficient to study stabilization of the saxions. Clearly, if we aim
to find a fully-fledged minimum, it is crucial to study axion stabilization as well. For this
reason it is interesting to study the fate of the AdS extrema found in section 6.5 upon studying
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axion stabilization. It turns out that minimization of the potential with respect to the axions
imposes additional constraints on the values of the limiting flux norm Aℓ = ‖ρℓ(G4, φ)‖2∞ that
can invalidate some of the AdS extrema found previously.
Let us repeat for convenience the asymptotic form of the scalar potential in the strict
asymptotic approximation. In the limit of two (saxionic) fields becoming large with su > γ, u >
γ, the potential reads
V =
1
sα
( ∑
(m,n)∈E
‖ρmn(G4, φ, ψ)‖2∞︸ ︷︷ ︸
Amn
sm−4un−m − Vloc
)
(7.1)
where φ ≡ φ1 and ψ ≡ φ2 are the axionic partners of s and u respectively, as in (5.1). The
ρmn arise as in (5.6) from the split into the vector spaces Vmn. In this section we will make the
replacement Ni → N−i in (5.6), as this will simplify our discussion significantly. The operator
N−i was introduced in (3.10) as part of the commuting sl(2,C)-triples in section 3.2. We
note that using Ni would induce new mixed terms that are, however, suppressed in the strict
asymptotic regime. Moreover, we expect that the conclusions of section 7.2 are not altered
under the exchange Ni ↔ N−i . Therefore, we will now consider
ρ−(G4, φ) = e
−φiN−i G4 =
∑
(m,n)∈E
ρ−mn . (7.2)
In order to proceed it will be convenient to use an explicit basis of Vmn denoted by v
mn
jmn as in
section 3.4. We will show in the following how such a basis can be constructed by starting with
some highest weight states, and applying the successive action of the lowering operators N−i .
Firstly, we recall that given an sl(2,C)-algebra with generators {N−, Y,N+} as in (3.10),
every (finite dimensional) irreducible representation is isomorphic to a vector space generated by
a highest weight vector aˆp+4, defined by demanding that (N−)paˆp+4 6= 0 while (N−)p+1aˆp+4 = 0,
and its images under N j. In other words the irreducible representation can be written as
spanC{aˆl+4, N−aˆl+4, . . . , (N−)laˆl+4} . (7.3)
A general representation of this sl(2,C)-algebra is then given by a direct sum of irreducible rep-
resentations. Therefore it suffices to specify a set of highest weight vectors to fix a representation
of the sl(2,C)-algebra.
In the case of two-moduli case introduced in section 3.2, we have two copies of commuting
sl(2,C)-algebras acting on H4p(Y4,R), turning it into a representation of two sl(2,C)-algebras.
In order to specify a basis for H4p(Y4,R), we introduce the highest weight vectors aˆ
p+4,q+p+4
κ ∈
Vp+4,q+p+4 with p, q ≥ 0. These states are characterized by the highest powers p, q of N−1 and
N−2 that are not annihilating aˆκ ≡ aˆp+4,q+p+4κ as
(N−1 )
paˆκ 6= 0 , (N−1 )p+1aˆκ = 0 , (7.4)
(N−2 )
qaˆκ 6= 0 , (N−2 )q+1aˆκ = 0 .
The index κ labels how many such highest weight states exist for the considered splitting. For
example, there could be multiple aˆκ in one Vp+4,q+p+4. In mathematical terms these highest
weight states capture the information about the primitive part of Vp+4,q+p+4. Let us next
discuss how the highest weight vectors span the spaces Vm,n. Each vector spaces Vmn is defined
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to be the simultaneous eigenspace of Y1 and Y1+Y2. Using the sl(2,C)-algebra we can generate
a special basis vmnjmn of Vm,n by acting with N
−
1 and N
−
2 on all highest weight vectors as{
vm,njmn
}dimVm,n
jmn=1
=
{
(N−1 )
a(N−2 )
b aˆm+2a,n+2a+2bκ
}
, (7.5)
where we have to use all highest weight states and therefore also collect the possible choices
for the index κ. Before using this basis in studying the axions, it is worthwhile to add two
observations. Firstly, in a Calabi-Yau fourfold there is always a highest weight vector a0 which
belongs to V4+d1,4+d2 , where d1, d2 are integers characterizing the singularity type as discussed
after (4.2). Secondly, we note that the basis given by (7.5) is not yet compatible with our
normalization (3.33), and we would reverse some signs for some of the basis vectors to ensure
compatibility. It turns out the that normalization will not be relevant in this section and it
suffices to use the basis (7.5).
Let us now return to our discussions of the axion-couplings appearing in (7.1). We first
expand the ρmn into the basis (7.5) writing
ρ−mn =
∑
jmn
̺jmnm,n(φ,ψ) v
m,n
jmn
, no sum over (m,n) , (7.6)
where ̺mn(φ,ψ) are the axion-dependent coefficient functions. We now show by using (7.5)
that
∂φ̺
jmn
m,n = −̺jmnm+2,n+2 , ∂ψ̺jmnm,n = −̺jmnm,n+2 , (7.7)
which holds due to the fact that the axions φ,ψ appear through an exponential factor e−φ
iNi
in (7.2). It is now straightforward to minimize the scalar potential (7.1) with respect to the
axions (φ,ψ). We first rewrite it in terms of the ̺jmnm,n as in (4.12). The minimization conditions
then read
∂φV = − 2
sα
∑
(m,n)∈E
∑
imn
jmn
Zmnimn,jmn ̺
imn
m,n ̺
jmn
m+2,n+2 = 0 , (7.8)
∂ψV = − 2
sα
∑
(m,n)∈E
∑
imn
jmn
Zmnimn,jmn ̺
imn
m,n ̺
jmn
m,n+2 = 0 , (7.9)
with the asymptotic from of Zmnimn,jmn given in (4.13). From these conditions (7.8) and (7.9),
it is eminent that the stabilization of axions by fluxes imposes additional relations between
the different ̺jmnm,n-functions and, therefore, in the coefficients Amn. For instance, if an axion
appears only through one function ̺
jm′n′
m′,n′ , the above minimization conditions imply that this
̺
jm′n′
m′,n′ has to vanish at the minimum. This determines the vacuum expectation value of the
axion in terms of the internal fluxes, but also implies that all terms proportional ̺
jm′n′
m′,n′ are
absent when studying the stabilization with respect to the saxions. Therefore, extrema of the
potential that arise from self-dual fluxes found in section 6.5 might disappear when imposing
these further constraints as some flux terms might not be present anymore.
For concreteness, let us illustrate the implications of these constraints in our main example
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of section 6.3. Using (7.2) and (5.12) we get
̺30 = f6 − f4ψ + 1
2
f2ψ
2 − 1
6
f0ψ
3 − h0φ+ h1φψ − 1
2
h2φψ
2 +
1
6
h3φψ
3 , ̺58 = h3 , (7.10)
̺32 = f4 − f2ψ + 1
2
f0ψ
2 − h1φ+ h2φψ − 1
2
h3φψ
2 , ̺56 = h2 − h3ψ , (7.11)
̺34 = f2 − f0ψ − h2φ+ h3φψ , ̺54 = h1 − h2ψ + 1
2
h3ψ
2 , (7.12)
̺36 = f0 − h3φ , ̺52 = h0 − h1ψ + 1
2
h2ψ
2 − 1
6
h3ψ
3 , (7.13)
which matches with the ̺-functions coupled to the three-form gauge fields obtained from dimen-
sionally reducing Type II compactification in [69]. In section 6.3 we found only two possible
candidates for AdS vacua at parametric control, shown in table 6.1. It can be checked that if
we want to keep the unbounded flux term Vf6 in the last row of the table, then we also need to
turn on some h1, h2 or h3 flux. Otherwise, (7.8) implies that ̺30 = 0 at the minimum. For Vf4 ,
there are no new restrictions appearing. The analysis for the other types of asymptotic limits
should be performed analogously. However, as explained in section 6.5, this example was the
only one leading to an AdS vacua at parametric control consistent with the growth sector, so
we conclude the analysis here.
7.2 Backreaction in axion monodromy inflation
It is also interesting to study the implications of the form (7.1) of the scalar potential for axion
monodromy inflation [97, 98]. In such models one axion is displaced far from its minimum
and then rolls down to its true vacuum. In order that such a model can be implemented, one
would like to slowly roll down the scalar potential along an almost purely axionic direction to
keep control of the potential over large field excursions. However, backreaction effects can be
very important and must be properly taken into account [99]. In the context of F-term axion
monodromy models [100–103] in Calabi-Yau compactifications, this constitutes a real challenge
[47, 48] as the problem is linked to the difficulties of achieving significant mass hierarchies. In
particular, as pointed out in [19] and further analysed in [20, 21], a large displacement of an
axion φ can severely modify the saxion vevs which backreact on the kinetic axionic term and
substantially reduce the field range. In those papers, it was found by analyzing various examples
that, in typical F-term axion monodromy models in Calabi-Yau compactifications, the saxion
vev behaves at large field as
〈s〉 ∼ λφ (7.14)
implying the following backreacted kinetic term for the axion
L ⊃ 1
s2
(∂φ)2 ∼ 1
λ2φ2
(∂φ)2 (7.15)
and only a logarithmic growth of the proper field distance ∆φ ∼ 1λ log φ. Furthermore, as
predicted by the Swampland Distance Conjecture, large field distances are accompanied by an
exponential drop-off of the quantum gravity cut-off due to an infinite tower of states becoming
massless as s → ∞. Due to (7.14), a large displacement of φ implies necessarily a large
displacement on the saxion s, so the quantum gravity cut-off behaves as
ΛQG ∼ exp (−λ∆φ) (7.16)
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spoiling inflation at distances ∆φ > λ. It was argued [19] that λ is an order one parameter in
Planck units if the axion corresponds to the closed string sector of Type II compactifications.
More generally, λ might be related to the mass hierarchy between the axion and the saxion [20],
allowing for some room to get large field ranges, although this mass hierarchy seems very difficult
to get in fully-fledged global string compactifications and is usually incompatible with keeping
the moduli masses below the Kaluza-Klein scale [21]. It is still an open question whether this
mass hierarchy can truly be obtained in a well controlled string compactification.
Although promising, this analysis of the backreaction in axion monodromy is very model
dependent and is missing some general understanding of the underlying reason for which the
minimization of the potential should always imply (7.14) at large field. Interestingly, we can now
revisit this issue by taking advantage of the universal tools that the mathematical machinery
of asymptotic Hodge theory provides. This will allow us to prove (7.14) for most of the two-
parameter large field limits arising in the Calabi-Yau compactification studied in the previous
sections and, more importantly, provide the underlying geometric reason for such a linear
backreaction at large field.
Let us first state the observation that aim to show in the following. We consider two-
parameter field limits with saxion-axion pairs (s, φ) and (u, ψ). Our main focus will be on the
(u, ψ)-pair, since the arguments are essentially identical for the (s, φ)-pair. We first extract the
leading potential V (ψ), obtained by keeping the term in each Amn in (7.1) that is dominant for
large ψ. Below we will identify the two-parameter limits in which V (ψ) enjoys the following
homogeneity property
V (ψ)
(
s, ζu;φ, ζψ
)
= ζh V (ψ)
(
s, u;φ,ψ
)
, (7.17)
for some homogeneous degree h. Let us now assume that V (ψ) has a extremum 〈u〉 > 0, i.e. one
demands that
0 = ∂uV
(ψ)
∣∣
u=〈u〉
. (7.18)
Then, assuming that the scalar potential V (ψ) is a polynomial in u, 1/u, and ψ, we find that
〈u〉 satisfies the linear-backreaction relation
〈u〉 ∼ λψ , (7.19)
as in (7.14). Therefore, our target is to check the homogeneity property (7.17) at leading order
in ψ for all possible two-parameter enhancements.
We note that the intuition for the property (7.17) to hold is rather simple. Notice first that
the axion ψ is always accompanied with a power of N−2 , since it only appears via ρ
−(G4, φ) =
e−φN
−
1 −ψN
−
2 G4, see (7.2). Now one can use the fact that N
−
2 (Vm,n) ⊂ Vm,n−2, which is a simple
consequence of the sl(2,C)-algebra, that the image of any basis vector vn,mjmn under N
−
2 will be
proportional to vm,n−2jmn−2 . We then deduce that while a flux along the basis vector v
mn
jmn yields a
term proportional to sm−4un−m in the scalar potential, the vector N2v
m,n
jmn
will induce a term
proportional to sm−4un−m−2. In other words, the action of N−2 reduces the power of u by 2 in
the scalar potential. Since one N−2 is accompanied by a ψ, in the scalar potential term will be
proportional to ψ2, which precisely compensates the reduced u-power. This suggests that the
scalar potential indeed can admit the homogeneity behavior (7.17), at least if the potential is
not generated by a too degenerate set of highest weight states am,njmn as we see in the remainder
of the subsection.
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Following the discussion on the sl(2,C)-representations in subsection 7.1, we now expand
G4 in the special basis generated from highest weight vectors as in (7.5),
G4 =
∑
(m,n)∈E
gm,nv
m,n . (7.20)
In this expansion we have suppressed the sum over jmn to simplify the notation. This simpli-
fication will not alter our discussion about axion backreaction. The crucial point is that the
special basis (7.5) allows us to split G4 into terms as
G4 =
∑
κ
G4(aˆκ) , (7.21)
where aˆκ are the highest weight vectors introduced in (7.4) and G4(aˆκ) is the part of G4 whose
basis elements are only generated by aˆκ. Crucially, the decomposition (7.21) is orthogonal with
respect to the norms || · ||∞ and || · ||sl(2) discussed in section 3.3. It will therefore suffice to
discuss the potential induced by the individual components G4(aˆκ) and then add the various
terms together.
The next step is to carry out the expansion (7.2) of the flux ρ−(G4, φ) into the special basis
(7.5). It is straightforward to compute
ρ−(G4, φ) =
∑
a,b
∑
(m,n)∈E
(−1)a+b
a!b!
φaψbgmn(N
−
1 )
a(N−2 )
b vm,n
=
∑
a,b
∑
(m′,n′)∈E
(−1)a+b
a!b!
φaψbgm′+2a,n′+2a+2b v
m′,n′ , (7.22)
where in the last equality we have shifted the sum over (m,n), so we obtain the flux component
̺mn =
∑
a,b
(−1)a+b
a!b!
φaψbgm+2a,n+2a+2b , (7.23)
for each (m,n) ∈ E . For each ̺mn we now extract the terms that have the leading growth
in ψ and then determine their contributions in the scalar potential using (3.27) in the strict
asymptotic regime. Let us denote by bmn the highest power of ψ appearing in (7.23) for which
gm+2a,n+2a+2bmn 6= 0. This implies the leading ψ contribution in ̺mn is given by
̺mn ∼
∑
a
(−1)a+bmn
a!bmn!
φaψbmngm+2a,n+2a+2bmn . (7.24)
In the strict asymptotic regime the leading scalar potential V (ψ) will then take the schematic
form
V (ψ)(u, ψ) ∼=
∑
(m,n)∈E
ψ2bmnun−m , (7.25)
where the factor 2 in the ψ-power arises due to the norm-squared appearing in the asymptotic
growth expression (3.27). Note that we have omitted all factors that are not related to ψ and
u. It is eminent that this V (ψ)(u, ψ) is not necessarily homogeneous and rather one finds
V (ψ)(ζu, ζψ) ∼=
∑
(m,n)∈E
ζn−m+2bmn ψ2bmnun−m , (7.26)
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whether or not one can factor out ζ as an overall scaling depends on the bmn.
In order to identify the situations in which V (ψ)(u, ψ) given in (7.25) is actually homogeneous,
we need to further characterize the exponents n − m + 2bmn. Here the split (7.21) becomes
important. Since the potential splits into a sum in this decomposition it will suffice to discuss
one of the terms depending on one of the highest weight vectors aˆ ≡ aˆκ′ . In other words, we
study the potential generated by the flux G4(aˆ) and later piece all potentials together. It will
also be important to introduce the highest power µ ≡ µ(G(aˆ)) of N−2 that does not annihilate
G4(aˆ) as
(N−2 )
µG4(aˆ) 6= 0, (N−2 )µ+1G4(aˆ) = 0 . (7.27)
The axion ψ appears in the scalar potential generated by this flux if µ > 0. Let us now
note that gm+2a,n+2a+2bmn entering the leading term in (7.24) is associated to the basis vector
vm+2a,n+2a+2bmn . Since we are concerned with the G4(aˆ) part of the potential, we know that
this basis element can be obtained by acting on the highest weight vector aˆ by acting with
(N−1 )
c, (N−2 )
d for some c, d ≥ 0 as in (7.5). This implies that aˆ ∈ Vm+2a+2c,n+2a+2bmn+2c+2d
such that
vm+2a,n+2a+2bmn = (N−1 )
c(N−2 )
daˆ . (7.28)
By using the definition (7.4) we know that the highest power q ≡ q(aˆ) of N−2 that does not
annihilate the highest weight vector aˆ is given by
q = n−m+ 2bmn + 2d . (7.29)
Since µ is defined to be the highest power of N−2 that does not annihilate G4(aˆ), one also has
(N−2 )
µvm+2a,n+2a+2bmn 6= 0 , (N−2 )µ+1vm+2a,n+2a+2bmn = 0 , (7.30)
since otherwise its flux component will not survive in the leading order of ψ in ̺mn. Expressing
the basis vector using the highest weight vector aˆ by inserting (7.28) and using that (7.28)
contains d additional powers of N−2 we infer that (7.30) implies
µ+ d = q . (7.31)
Inserting (7.29) into this expression we find the relation
n−m+ 2bmn = 2µ(G4(aˆ))− q(aˆ) . (7.32)
This equation completely determines the highest power of ψ appearing in (7.25). Note also
that the left-hand side of this expression is the scaling of the individual terms in (7.26), while
the right-hand side depends on the highest power q(aˆ) of N−2 that does not annihilate aˆ and
the highest power µ(G4(aˆ)) of N
−
2 that does not annihilate G4(aˆ). In other words, we have
translated the question of homogeneity into a condition on the highest weight state aˆ and the
flux G4(aˆ). By plugging this into (7.26), the flux scalar potential satisfies
V (ψ)(ζu; ζψ) =
∑
κ
ζ2µ(G4(aˆ))−q(aˆ) V (ψ)(G4(aˆκ)) , (7.33)
where we have used that we can split the leading flux scalar potential as V (ψ)(u;ψ) =
∑
κ V
(ψ)(G4(aˆκ))
since the involved norms split orthogonally with respect to the split (7.21). We can now deter-
mine under what circumstances the potential becomes homogeneous at large field as in (7.17).
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The simplest case in which the homogeneity property (7.17) of V (ψ) is realized arises when
we assume that G4 contains only flux directions generated from a single aˆ. This implies that
the sum (7.21) only contains a single term. In this case the homogeneity is immediate from
(7.32), since there is just a single q = q(aˆ) and each term in (7.26) has the same power ζ2µ−q.
Our main example discussed in section 5.3 displays such behavior, as all spaces Vmn (except for
V44, which is not relevant here
10) can be spanned by basis vectors built from aˆ = a0 and one
has q(aˆ) = d2 − d1 = 3.11 Clearly, our main example is very special in this respect. However,
the simple homogeneity argument extends to many other fluxes also in other enhancements.
Interestingly, cases in which there is a single highest weight state aˆκ can be understood as
arising from a superpotential in a two-dimensional moduli space. In these cases, all the flux
terms arise from aˆ = a0 and the linear backreaction is automatically satisfied.
On the other hand, the homogeneity is not automatic if (7.21) contains parts from different
heights weight vectors aˆκ. This can occur, for instance, when there are more moduli than those
sent to a limit, and whose dependence is typically hidden in the value of a0. Assuming that the
basis elements in G4 are built from two highest weight vectors aˆ1, aˆ2, we need to check whether
or not
2µ(G4(aˆ1))− q(aˆ1) = 2µ(G4(aˆ2))− q(aˆ2) . (7.34)
In order to check if this condition can be violated we inspect Table 5.2 and read of the possible
q = y − x (and p = x − 4) of the highest weight vectors aˆκ = aˆx,yκ in each enhancement. The
easiest way to violate (7.34) is to consider the cases with µ = 0, in which some terms of the
scalar potential are independent of ψ, and pick two appropriate highest weight vectors from
Table 5.2. More involved are situations in which µ > 0. In these cases, one identifies that only
special fluxes in the enhancements I0,1 → I2,2, I0,1 → III1,1, I0,1 → V2,2 can violate (7.34).12
Let us note that violating (7.34) does not imply that the linear relation (7.14) is necessarily
violated. In fact, we can proceed to order the terms V (ψ)(G4(aˆκ)) in (7.33) by their scaling
with ζ and denote the highest weight component with maximal 2µ − q by aˆ1. Clearly, if the
condition ∂uV
(ψ)(G4(aˆ1)) = 0 allows to fix u to a vacuum 〈u〉1 then one has a linear backreaction
〈u〉1 ∼ λ1ψ as in (7.14). The additive terms appearing in the full V (ψ) are then only yielding
sub-leading corrections that are proportional to 1/ψn, n ≥ 0. In other words, also in these
more involved situations, one cannot avoid a leading term in 〈u〉 proportional to the axion at
large field.
It is also important to emphasize that the leading term in the axions for each flux term has
the same coefficient given by the same internal flux, so it can be factorized out and plays no
role in the minimization process. This implies that λ in (7.14) becomes a parameter λ ∼ O(1)
independent of the fluxes for the case of h3,1 = 2. Hence, in this case, one cannot use the fluxes
to tune the parameter to be small, and the backreaction issues found in Calabi-Yau threefolds
seem to be also present in the complex structure moduli space of Calabi-Yau fourfolds. If there
are more moduli than those taken to the limit, λ could also depend on these spectator moduli,
but its precise numerical value and how much it can be tuned goes beyond the scope of this
10The constant terms V44 and Vloc always break the homogeneity property. However, it can be shown that, as
long as there is some flux with a growth proportional to a positive power of u, then these constant terms only
involve a subleading correction to (7.25) which becomes negligible for ψ ≫ 1.
11Strictly speaking one has to transform the a0 into its sl(2)-analog denote by a˜0 in [16]. With the notation
defined in (7.4) one can also write this element as a4+d1,4+d2 with (d1, d2) = (1, 4).
12The enhancements violating the to (7.34) analog condition in the (s, φ) coordinates for µ > 0 are I1,2 →
I2,2, III0,1 → III1,1, and V1,2 → V2,2.
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work. This nicely links to the results obtained in [47]. Interestingly, these properties remain
to be true when replacing N−i by Ni, i.e. when returning to the original expression for the
scalar potential, since the leading terms will keep their characteristic behavior. This further
strengthens the deep link of these homogeneity properties to the underlying geometric structure
and deserves more study in the future.
If the homogeneity result persists in general, it clearly has important implications for axion
monodromy inflation. The fact that λ ∼ O(1) implies that the backreaction cannot be delayed
and that the exponential drop-off of the cut-off (7.16) will occur as soon as the axionic field takes
transplanckian field values. In this sense, inflating along an axionic direction does not allow
one to travel further than inflating along the saxion, and both types of trajectories are sensitive
to the exponential drop-off of the cut-off predicted by the Swampland Distance Conjecture [14].
This is consistent with the refined Distance Conjecture [22] and the transplanckian censorship
[104]. Let us recall, though, that we are only studying gradient-flow trajectories satisfying
(7.18), while there could be other type of trajectories yielding successful inflation for a few
times Mp. Hence, although highly constraining the structure of the asymptotic potentials, the
phenomenological impact of our result is unclear. In any case, we find remarkable that the
linear backreaction found in [19–21] is indeed tied to a deep underlying mathematical structure
arising at the asymptotic limits, which allow us to check the large field behavior of gradient
flow trajectories in a model independent way and test in very general terms the swampland
conjectures [14,22,104,105] that disfavor transplanckian field ranges.
8 Conclusions
Motivated by the recent swampland conjectures on de Sitter and Anti-de Sitter vacua in string
theory and progress on the Swampland Distance conjecture, we initiated in this work the
systematic study of flux compactification at asymptotic regions in field spaces. Such asymptotic
flux compactifications turn out to be remarkably constrained by the arising universal structure
at the boundaries of geometric moduli spaces. This structure is described by asymptotic Hodge
theory and corresponds to the appearance of so-called limiting mixed Hodge structures at each
limit. While generally these constructions are mathematically involved, we have exploited
two of their features in this work that are directly useful in flux compactifications: (1) the
asymptotic expression for the Hodge norm and the asymptotic flux potential can be determined
and systematically approximated, (2) the appearing regimes and asymptotic behaviors can be
classified using sl(2,C)nˆ-representation theory. Importantly, these statements are true for any
Calabi-Yau fourfold and hence allow us to infer general conclusions about the validity of the
swampland conjectures and common features of all effective theories arising in these asymptotic
regimes.
In order to systematically study the asymptotic flux scalar potentials we have focused in
this work on F-theory compactifications on Calabi-Yau fourfolds with G4 and then generalized
the configurations to allow for non-positive definite potentials as they occur in Type IIA flux
compactifications. We classified all possible two-field limits in such settings and determined all
flux induced scalar potentials that can occur in the strict asymptotic regime. It is important
to stress that these potentials are rather constrained and it seems hard to infer simple rules for
their construction without referring to the underlying asymptotic Hodge theory. With this set
of scalar potentials at hand, we were able to show that none of them possesses de Sitter vacua,
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at least, when demanding parametric control and looking at scaling limits of the coordinates.
This allows us to establish a new no-go theorem for deSitter in section 6.4 extending the existing
literature. This no-go is in accord with the recent asymptotic de Sitter conjecture [10] and we
showed that the latter is indeed satisfied if one focuses on infinite distance limits in F-theory
flux compactifications. We did, however, not show that the bound on the potential suggested
in [11,12,10] is satisfied for finite distance singular limits, but rather leave this as an interesting
task for future research.
In is interesting to highlight that our asymptotic approach sheds new light on flux vacua
that have been investigated in the past [23,24]. We have seen that imposing self-duality on the
fluxes imposes simple conditions on the large moduli in the strict asymptotic regime, since the
associated Hodge operator identifies pairwise eigenspaces of the underlying sl(2,C)-structure.
Self-duality in the vacuum ensures consistency with the equations of motion of F-theory and M-
theory and leads to Minkowski vacua in these settings. To violate this condition only minimally,
we introduced the notion of asymptotically massless flux by imposing that its Hodge norm
vanishes when taking the asymptotic limit. Such fluxes can be unbounded by the tadpole
constraint and are crucial when trying to engineer chains of vacua with parametrically controlled
stabilized moduli. In fact, in our generalized settings these unbounded asymptotically massless
fluxes allow to identify infinite chains of candidate AdS vacua at parametric control, in analogy
to the F4 flux component in the Type IIA vacua of [18]. It turns out that the demand for
parametric control actually yields the conditions for being in the strict asymptotic regime and
hence ensures self-consistency of our approximation. However, even if these candidate vacua
seemingly become increasingly well controlled as one approaches large field values, more work
would be required to ensure consistency of the global compactification. While we believe that
our findings illuminate the underlying structure, which is also key in the Type IIA vacua of [18],
our analysis does not show the existence of these vacua. In fact, we have pointed out that the
geometric requirements to have infinite chains of candidate AdS vacua appear to be similar to
the ones relevant for the Swampland Distance Conjecture [15,16], which puts conditions on the
validity of effective theories. We hope that this refined understanding will eventually help to
elucidate the status of such chains of AdS vacua.
Last but not least, we also analyze the axion dependence on the scalar potentials and obtain
universal features about the large field behavior of gradient flow trajectories. Deeply linked to
the underlying mathematical structure, we get that the potential becomes to leading order a
homogeneous function at large field for any asymptotic limit, implying a linear backreaction on
the moduli when displacing the axions. This provides the geometric origin of the backreaction
pointed out in [19] and extends it to Calabi-Yau fourfolds, so it can also potentially apply
to D7-brane moduli. We also find that the parameter controlling the backreaction is flux-
independent so it cannot be tuned small for h3,1 = 2, constraining the length of these trajectories
to transplanckian values before the effective theory breaks down. This sheds new light to the
open debate [47,48,19,20,33,46,21,106] about backreaction issues in F-term axion monodromy
[100–103, 107] and provides evidence for the refined Distance Conjecture [14, 22]. It would be
interesting to study how much of this story can be extrapolated to other compactifications [99].
Let us remark, though, that our current asymptotic analysis does not actually establish strong
constraints on inflation at the moment. Such large field inflationary models often only require
axion displacements of a few ordersMp which are not necessarily excluded even if λ ∼ O(1) [108],
in agreement with current experimental bounds.
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Our findings immediately suggest several interesting and tractable problems to address in
the future. To begin with, it would be desirable to extend the analysis of two-field limits to
sending more fields to be large. The classification of all possible appearing structures would
then allow one to analyze all possible flux scalar potentials, at least, in the strict asymptotic
regime. It is curious to see if the no-goes on de Sitter vacua and the constructions of Anti-de
Sitter vacua can be generalized, possibly by employing inductive arguments. A challenging but
exciting task is to then leave the strict asymptotic approximation and show that the findings
persist. This would require to include corrections containing fractions of coordinates and induce
numerous mixed terms into the flux scalar potentials. Furthermore, we are not including the
effect of the warping on the geometry, so it would be interesting to study how this warping
factor could modify the results. Eventually it is also desirable to generalize the classification of
scalar potentials by going beyond Calabi-Yau manifolds. Let us stress that the used machinery,
based on asymptotic Hodge theory, is not restricted to Calabi-Yau manifolds. In fact, it is
actually algebraic in nature and not even requires the existence of an underlying geometric
setting.
In conclusion, the presented paper might be viewed as only a first step towards a much bigger
goal of classifying the scalar potentials that can arise in string compactifications. The universal
mathematical structure that emerges in the asymptotic regimes might not only allow us to test
the Swampland Conjectures, but also yield new universal patterns and constraints that any low
energy effective theory should satisfy to be consistent with a UV string theory embedding. Even
if we are restricted to the asymptotic limits of the moduli space, let us recall that these regions
correspond to regimes in which approximate global symmetries, weakly coupled gauge theories,
and an Einstein gravity description typically arise. If one could show that the realization of
these properties is necessarily tied to these asymptotic regimes, the systematic analysis of these
limits could have important implications for phenomenology. For the moment, this universal
structure indeed hints that there should be an underlying physical reason as of why all the
effective field theories arising at these limits share some common features. This could be related
to the restoration of global symmetries, the notion of emergence, the ubiquitous presence of
string dualities, or something still to be discovered.
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A Brief summary of the underlying mathematical machinery
In this section, we briefly introduce the mathematical machinery, theory of degenerating vari-
ation of Hodge structure, behind the asymptotic splitting (3.12) and the growth estimation
(3.27). More information on this theory for physicists can be found in [15–17,31]. The original
mathematical papers are [64,27,65] and the discussion of enhancements among singularity types
can be found in [28].
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While the whole machinery is very general, for the sake of concreteness, let us focus on the
primitive cohomology H4p(Y4,C) of a Calabi-Yau fourfold Y4. When the fourfold Y4 is smooth,
the cohomology H4p(Y4,C) enjoys a Hodge decomposition
H4p(Y4,C) =
⊕
p+q=4
Hp,q, (A.1)
where Hq,p = Hp,q and we denote by H2,2 the primitive part of the space of harmonic (2, 2)-
forms. The above decomposition depends on the complex structure on the fourfold Y4. As one
deforms the complex structure while keeping Y4 smooth, one varies the Hodge decomposition
(A.1). This is described by the theory of variation of Hodge structure on the vector space
H4p(Y4,C).
As discussed in the main text of this paper, for interesting physics to occur, one often
needs to push the complex structure moduli to certain limit in the complex structure moduli
space, to the extent that one is left with a singular Calabi-Yau fourfold Y4. When this happens,
mathematicians showed that the cohomology H4p(Y4,C) of a singular Calabi-Yau usually cannot
support a Hodge decomposition like (A.1). Instead, another structure, called the limiting mixed
Hodge structure replaces the role of the Hodge decomposition (A.1). This structure is commonly
defined in terms of filtrations, but here we refer to a characterization of such a structure showing
its similarity with the Hodge decomposition (A.1). A more precise description in terms of
filtrations is provided in appendix B.
To define a limiting mixed Hodge structure, one first fix the dimension of various subspaces
h4−q,q = dimH4−q,q in (A.1). Then a limiting mixed Hodge structure on the primitive coho-
mology H4p(Y4,C) is given by a decomposition (called Deligne splitting)
H4p(Y4,C) =
⊕
0≤p,q≤4
Ip,q, (A.2)
where a generalized conjugation property given by (B.9) on Ip,q and Iq,p holds. Moreover,
certain conditions on the dimensions of the subspaces Ip,q in (A.2) have to be satisfied. They
are
dim Ip,q = dim Iq,p, dim Ip,q = dim I4−q,4−p, for all p, q,
dim Ip,q ≤ dim Ip+1,q+1, for p+ q ≤ 2, (A.3)
4∑
p=0
dim Ip,q = h4−q,q, for all q.
As discussed in [28] and exemplified for Calabi-Yau threefolds in [16], the conditions on
the dimensions of the subspaces (A.3) are enough to classify all13 possible (R-split) limiting
mixed Hodge structures (A.2) on the middle cohomology H4p(Y4,C) up to some change of basis.
Since the conditions are about numerical dimensions, it is handy to record these numbers on
a 5× 5 lattice, with the left-bottom corner representing p = 0, q = 0, and p grows to the right
13In fact, these conditions can fully classify the R-split limiting mixed Hodge structures up to some change of
basis on the middle cohomology of a Calabi-Yau threefold. On Calabi-Yau fourfolds, there might be complications
[28]. We expect that these complications do not change much of our physical conclusions, and we will address
these complications in future work.
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horizontally while q grows upwards vertically. These grids recording the dimensions of Ip,q are
called Hodge-Deligne diamonds. As an example, we show the list of Hodge-Deligne diamonds
in the two-moduli example discussed in section 5.2. The results are given in table A.1. Note
how the diamonds reflect the conditions in (A.3).
The enhancement relations of the form Type A→ Type B are then derived by decomposing
the Hodge-Deligne diamond of Type A and recombining into the diamond of Type B in a way
coherent with the sl(2,C)-triples (3.10). Precise statements of the recipe can be found in [28]
and exemplified in [16]. For the two-moduli case, the enhancement network is displayed in
figure 1. When we derive each enhancement relation, we obtain the asymptotic splitting (3.12)
simultaneously. Explicit example of this asymptotic splitting in Calabi-Yau threefolds can be
found in [31]. We can also characterize the asymptotic splitting as follows. Let
⊕
Ip,q
A
and⊕
Ir,s
B
denote the Deligne splitting of Type A and Type B, respectively. Then
Vmn ∼=
( ⊕
p+q=m
Ip,q
A
)
∩
( ⊕
r+s=n
Ir,s
B
)
, (A.4)
as complex vector spaces, where Vmn is understood to be the complexification. Note that in
the above expression it is valid to take the intersection on the RHS as Ip,q
A
and Ir,s
B
are sub-
spaces of the same vector space, H4p(Y4,R). This finishes our brief discussion on the underlying
mathematical machinery.
B Norms associated with some special Hodge structures
In this section, we introduce norms associated with various special Hodge structures, including
the asymptotic norm ‖ · ‖2∞, which appears in the coefficients in the asymptotic Hodge norm
(3.27), and Weil operators C∞, Csl(2) inducing these norms. We will adopt an approach different
from appendix A, by introducing everything in terms of filtrations so that the interested reader
can compare the statements with mathematical literature [64,27].
First we recall the definition of polarized Hodge structure on the primitive cohomology
H4p(Y4,C). To ease the notation, we denote the underlying integral cohomology HZ := H
4
p(Y4,Z)
and its complexification H := H4p(Y4,C). A polarized Hodge structure of weight 4 on H is given
by a decreasing filtration
0 ⊂ F 4 ⊂ F 3 ⊂ F 2 ⊂ F 1 ⊂ F 0 = H, (B.1)
such that
F p ⊕ F 5−p ∼= H, for all p. (B.2)
We denote this Hodge structure on H by F when there is no danger of confusion. With such
definition of a Hodge structure, one can rewrite it into the form of Hodge decomposition in
(A.1) by setting the subspaces Hp,q = F p ∩ F q, where p+ q = 4.
A Hodge structure F given by (B.1) also defines a Weil operator CF , which is a linear
automorphism of H such that when restricted to the subspace Hp,q = F p ∩ F q, it acts as a
scalar multiplication by ip−q: For every v ∈ Hp,q, define CF (v) = ip−qv. A polarization form of
the structure (B.1) is given by an integer-valued bilinear form on HZ, S : HZ × HZ → Z and
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II0,0 I0,1 I0,2
(mˆ≥0) (mˆ≥2) (mˆ≥4)
mˆ mˆ−2 mˆ−4
I1,1 I1,2 I2,2
(mˆ≥1) (mˆ≥3) (mˆ≥2)
mˆ mˆ−2 mˆ
II
II0,0 II0,1 II1,1
(mˆ≥0) (mˆ≥2) (mˆ≥1)
mˆ mˆ−2 mˆ
III
III0,0 III0,1 III1,1
(mˆ≥2) (mˆ≥4) (mˆ≥3)
mˆ−2 mˆ−4 mˆ−2
IV
IV0,1
(mˆ≥2)
mˆ−2
V
V1,1 V1,2 V2,2
(mˆ≥1) (mˆ≥3) (mˆ≥2)
mˆ mˆ−2 mˆ
Table A.1: Sixteen possible Hodge-Deligne diamonds with h3,1 = 2, corresponding to 16 singu-
larity types given in table 5.1. We denote h2,2 = mˆ and ip,q = dim Ip,q. Then the number of dots
around the lattice point at (p, q) represents the value of ip,q, and the label at (2, 2) represents
the value of i2,2. The subscripts under a type are recording i3,3 and i3,3 + i3,2, respectively.
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extended to the whole complexified space H linearly, such that S(F p, F 5−p) = 0 for all p and
S(CF (v), v) > 0 for all non-zero v ∈ H.
To compare with the existing discussion in section 3.3, we see that taking F p = ⊕r≥pHr,4−r
in the Hodge decomposition (A.1) gives us a Hodge filtration. Also the role of the Hodge star
operator on the Calabi-Yau fourfold is played by the Weil operator, and the polarization form
is given by the intersection bilinear form 〈v,w〉 = ∫Y4 v ∧w.
When we move into limits in the complex structure moduli space, in general the cohomology
H will not support the existence of a pure Hodge structure. But we can still study the behavior
of the Hodge structure in the limit. The machinery allowing such study is given by the theory
of limiting mixed Hodge structures, which is developed in [64,27]. The essential tool is a special
generalization of pure Hodge structures, called limiting mixed Hodge structures. Let us briefly
introduce such structures.
To define a limiting mixed Hodge structure on H, one still needs to specify a decreasing
filtration
0 ⊂ F 4 ⊂ F 3 ⊂ F 2 ⊂ F 1 ⊂ F 0 = H, (B.3)
but we do not impose conjugation property (B.2) on these F p subspaces.
Furthermore, a new ingredient, weight filtration comes into the game. In the context of
limiting mixed Hodge structures associated with limits of Hodge structure (B.1) of weight 4,
the weight filtration is given by the monodromy weight filtration W (N) depending on a given
real nilpotent operator N ,
0 ⊂W0(N) ⊂W1(N) ⊂ · · · ⊂W8(N) = HR, (B.4)
where HR := H
4
p(Y4,R). The monodromy weight filtration is defined as the unique increasing
filtration on HR such that
NWk(N) ⊂ Wk−2(N), (B.5)
Nk :
W4+k(N)
W3+k(N)
∼−→ W4−k(N)
W3−k(N)
, (B.6)
for all k. There is a compatibility condition on the filtrations F andW : On each graded quotient
Wk(N)
Wk−1(N)
, the filtration F induces a pure Hodge structure of weight k. Precise discussions on the
definition of mixed Hodge structures can be found in [27]. We often denote a limiting mixed
Hodge structure by (F,W (N)) or simply (F,N).
The filtrations F and W are related to the Ip,q splittings discussed in appendix A. In fact,
the splitting H =
⊕
Ip,q is defined to be the unique splitting [27] such that, for all p, q, k,
F p =
⊕
r≥p
Ir,s, (B.7)
Wk =
⊕
r+s≤k
Ir,s, (B.8)
Ip,q = Iq,p mod
⊕
r<p
s<q
Ir,s. (B.9)
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The ‘big mod’ in the last condition (B.9) looks annoying and those mixed Hodge structures
without this ‘big mod’ deserves a special name. A mixed Hodge structure such that its Ip,q-
splitting satisfies Ip,q = Iq,p for all p, q is said to be R-split. To every mixed Hodge structure,
Deligne [27,109] constructed a real operator δ such that the mixed Hodge structure (e−iδF,W )
is R-split. This operator δ is unique with certain properties, and we refer the reader to [27] for
full discussion.
The limiting mixed Hodge structures and pure Hodge structures in limits are related by the
nilpotent orbit theorem. Recall that locally the limit in the complex structure moduli space is
given in local coordinates t1, . . . , tnˆ by sending t1, . . . , tnˆ → i∞. To each singular locus tj → i∞
there is an associated nilpotent operator Ni, the logarithm of the monodromy operator. We
usually record the change of the (4, 0)-form Ω in a variation of Hodge structure on the primitive
middle cohomology of a Calabi-Yau fourfold by period integrals. To describe the content of
nilpotent orbit theorem, one needs to describe the dependence of the full Hodge filtration F (t)
on the complex structure moduli. The nilpotent orbit theorem tells us that the varying Hodge
filtration F (t) in the limit t→ i∞ can be approximated by the so-called nilpotent orbit Fnil(t),
which is a filtration given by
Fnil(t) = e
∑
i t
iNiFnil, (B.10)
where Fnil is the decreasing filtration defining a mixed Hodge structure, i.e., it does not nec-
essarily satisfy (B.2). In section 3.1, the vector generating the subspace F 4nil is denoted by a0.
The filtration Fnil and the monodromy weight filtration W
nˆ := W (N1 + · · · + Nnˆ) together
define the limiting mixed Hodge structure (Fnil,W
nˆ) associated to the degeneration of Hodge
structure F (t). From the discussion in the last paragraph, there is an operator δ associated to
this limiting Hodge structure such that (e−iδFnil,W
nˆ) is R-split.
In section 3.2, we also discussed that when a singularity enhancement occurs, a set of
commuting sl(2,C)-triples with nilnegative elements N−1 , . . . , N
−
nˆ can be associated to such an
enhancement. One conclusion of the sl(2)-orbit theorem in [27] states that, the filtration defined
by
F∞ = e
i
∑nˆ
i=1N
−
i e−iδFnil, (B.11)
actually satisfies (B.2): F p∞ ⊕ F 5−p∞ ∼= H, for all p, and is polarized by the intersection bilinear
form 〈 · , · 〉. In other words, F∞ is a pure Hodge filtration of weight 4 polarized by 〈 · , · 〉. Let
C∞ be its Weil operator, then the asymptotic norm is defined by
‖v‖2∞ = 〈C∞v, v〉. (B.12)
What remains to be defined is the operator Csl(2). This is the operator that brings the
si/si+1 scaling into the norm estimate (3.27). It is defined via the help of another operator
e(s) :=
nˆ∏
j=1
exp
{
1
2
log(sj)Yj
}
, (B.13)
where Yi are the neutral elements in the commuting sl(2,C)-triples (3.10), and e(s) operates
on each subspace Vℓ as a scalar multiplication by
(s1
s2
) l1−4
2 · · · (snˆ−1
snˆ
) lnˆ−1−4
2 (snˆ)
lnˆ−4
2 .
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Then the operator Csl(2) is defined as
Csl(2) := e
−1(s)C∞e(s). (B.14)
It is clear that the norm defined under Csl(2) is given by expression (3.27). Note also that
for any real vector v one has ‖v‖2sl(2) = 〈Csl(2)v, v〉 = 〈C∞e.v, e.v〉, as e is an isometry of the
polarization pairing. So our condition (3.31) on asymptotic self-dual fluxes G4 with respect to
Csl(2) can also be written as a self-duality condition on e.G4 with respect to F∞.
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