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Abstract
First we study some properties of the modular group algebra Fpr [G]
where G is the additive group of a Galois ring of characteristic pr and
Fpr is the field of p
r elements. Secondly a description of the Generalized
Reed-Muller codes over Fpr in Fpr [G] is presented.
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1 Introduction
It is well known that the Reed-Muller codes of length pm over the prime field
Fp are the radical powers of the modular group algebra Fp[Fpm ] ([3],[4]).
In general, this property is no longer true for the Generalized Reed-Muller
(GRM) codes over a non prime field Fpr(r > 1). Let M be the radical of
the modular group algebra Fpr [G] where G is the additive group of the Galois
ring GR(pr,m) of characteristic pr and of rank m. Since Fpr [G] is isomorphic
to Fpr [X0, X1, . . . , Xm−1]/(X
pr
0 − 1, . . . , X
pr
m−1 − 1) (see Proposition 5.1), then
as shown in [1], except for M0, M and Mm(p
r−1), none of the radical powers of
1
Fpr [G] is a GRM code over the non prime field Fpr .
Many authors have described the GRM codes in group algebras, especially in
the group algebra Fpr [H ] where H is an elementary abelian p-group or H is the
additive group of an extension field of Fpr ([4],[5],[9]).
We give a description of the GRM codes over an arbitrary finite field Fpr in the
group algebra Fpr [G] whereG is the additive group of the Galois ringGR(p
r,m).
We organize this paper as follows. In section 2, we recall the definition and
some properties of the Galois ring GR(pr,m). In section 3, we summarize some
results on the group algebra Fpr [Fpm ] developed by Assmus and Key in [2].
In particular, some facts about a linear basis of the group algebra Fpr [Fpm ]
called Jennings basis ([7]) are pointed out. In section 4, We give some gener-
alizations of the properties of Fpr [Fpm ] presented in section 3 by considering
the group algebra Fpr [G] where G is the additive group of the Galois ring
GR(pr,m). In section 5, we establish a natural isomorphism between Fpr [G]
and Fpr [X0, X1, . . . , Xm−1]/(X
pr
0 − 1, . . . , X
pr
m−1 − 1). In section 6, we describe
the GRM codes over a finite field Fpr in Fpr [G] by using the fact that GRM
codes are extended cyclic codes. In section 7, an example is given.
2 Galois ring
Let us start with some basic properties of Galois ring (see [10]).
Set Zpr := Z/p
r
Z and let h(X) ∈ Zpr [X ] be a monic basic irreducible polynomial
of degree m. Such a polynomial always exists by Hensel’s Lemma. The Galois
ring of characteristic pr and of rank m, denoted by GR(pr,m), is defined as the
quotient ring
Zpr [X ]/(h(X)). (1)
In particular, GR(pr, 1) = Zpr and GR(p
1,m) = Fpm .
GR(pr,m) is a local ring with maximal ideal pGR(pr,m) and residue field
GR(pr,m)/pGR(pr,m) ∼= Fpm .
The Galois ring GR(pr,m) is a finite chain ring; all the ideals of GR(pr,m) are
ordered as follows:
{0} = prGR(pr,m) ⊂ pr−1GR(pr,m) ⊂ . . . ⊂ pGR(pr,m) ⊂ GR(pr,m).
Each element v ∈ GR(pr,m) can be expressed as v = ptu where u is an invert-
ible element in GR(pr,m) and in this expression t is unique up to modulo pr−t.
Finally, we recall that if m1 is a positive integer such that m1 | m, then
GR(pr,m1) is a subring of GR(p
r,m). Conversely, any subring of GR(pr,m) is
of the form GR(pr,m1) for some m1 | m.
3 The group algebra Fpr[Fpm]
We recall in this section some properties of the group algebra Fpr [Fpm ] treated
in [2]. Let F := Fpr be any subfield of Fpm . Set G equal to the additive group
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of the finite field Fpm . Thus G can be viewed as an elementary abelian p-group
of order pm. Set
R = F [G]
the group algebra of G over the field F . Using polynomial notation, an element
of R, which is a function from G to F , is a formal sum
∑
g∈G agX
g where the
coefficient ag is simply the value of the function at the group element g.
The operations in the group algebra R are defined as follows:∑
g∈G
agX
g +
∑
g∈G
bgX
g =
∑
g∈G
(ag + bg)X
g;
(
∑
g∈G
agX
g)(
∑
g∈G
bgX
g) =
∑
g,h∈G
agbhX
g+h =
∑
k∈G
(
∑
h∈G
ak−hbh)X
k;
and, for c ∈ F ,
c(
∑
g∈G
agX
g) =
∑
g∈G
(cag)X
g.
X0 is the multiplicative identity of the group algebra R; i.e X0a = a for every
a ∈ R. We will simply denote it by 1.
The augmentation map
φ : R −→ F∑
g∈G
agX
g 7−→
∑
g∈G
ag
(2)
is an algebra homomorphism.
The kernel of φ is denoted by
M =


∑
g∈G
agX
g ∈ R |
∑
g∈G
ag = 0

 . (3)
Thus, M is an ideal of R.
Since G is an elementary abelian p-group, we have
(
∑
g∈G
agX
g)p =
∑
g∈G
(ag)
pXpg =
∑
g∈G
(ag)
pX0 = (
∑
g∈G
ag)
pX0. (4)
3.1 Proposition. R is a local group algebra with unique maximal ideal
M = Rad(R) = {a ∈ R | ap = 0}.
3.2 Remark. Let p be a prime number. Then
1. (−1)p−1 = 1 mod p.
2.
(
p−1
i
)
= (−1)i mod p for all i = 0, 1, . . . , p− 1.
3
3.3 Proposition. Provided g 6= 0, we have
(Xg − 1)p−1 =
p−1∑
i=0
X ig
3.4 Remark. Let U be a non-empty subset of G. Then
∏
g∈U
(Xg − 1)p−1 =
{∑
g∈〈U〉X
g if U is a linearly independent set
0 otherwise
where 〈U〉 is the subspace spanned by U .
Let S be a subset of R = F [G]. The annihilator of S is defined by
Ann(S) := {a ∈ R | as = 0 for all s ∈ S}.
3.5 Theorem. Let G be an elementary abelian p-group of order pm, F a field
of characteristic p and R = F [G].
1. For any basis {g0, . . . , gm−1} of G, the p
m elements
∏m−1
ν=0 (X
gν − 1)eν
where 0 ≤ eν < p form a linear basis for R.
2. Moreover,
{∏m−1
ν=0 (X
gν − 1)eν |
∑m−1
ν=0 eν ≥ t, 0 ≤ eν < p
}
form a linear
basis of M t, where M is the radical of R.
3. Ann(M t) = mm(p−1)+1−t.
3.6 Definition. The basis for F [G] given in theorem 3.5. is called a Jennings
basis of the group algebra.
4 The group algebra Fpr[GR(p
r, m)]
In this section, we give some natural generalizations of the properties of the
group algebra Fpr [Fpm ] formulated in section 3.
Let F be the field Fpr of p
r elements where p is a prime number and r ≥ 1 is
an integer. Set G equal to the additive group of the Galois ring GR(pr,m). Set
R = F [G] =


∑
g∈G
agX
g | ag ∈ F

 (5)
the group algebra of G over the field F . The operations in R are defined as in
section 3.
We consider the ideal M :=
{∑
g∈G agX
g ∈ R |
∑
g∈G ag = 0
}
of R.
Since G is of characteristic pr, we have
(
∑
g∈G
agX
g)p
r
=
∑
g∈G
(ag)
prXp
rg =
∑
g∈G
agX
0 = (
∑
g∈G
ag)X
0. (6)
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4.1 Proposition. R is a local group algebra with unique maximal ideal
M = Rad(R) =
{
a ∈ R | ap
r
= 0
}
.
Proof. The relation (6) shows that (
∑
g∈G agX
g)p
r
is zero if and only if∑
g∈G ag = 0. Thus, M is the radical of R.
Moreover, it shows also that every element of R that is not in M is a unit of R
and it follows that M is the unique maximal ideal of R.
4.2 Remark. The set {Xg | g ∈ G} is a linear basis of R considered as a vector
space over F .
4.3 Proposition. The ideal M is generated linearly over the field F by the
elements Xg − 1 where g ∈ G− {0}.
Proof. Each element Xg − 1 is in M . Conversely, let
∑
g∈G agX
g ∈ M , i.e∑
g∈G ag = 0. We have∑
g∈G
agX
g =
∑
g∈G
ag [(X
g − 1) + 1]
=
∑
g∈G
[ag(X
g − 1) + ag1] =
∑
g∈G
ag(X
g − 1) +
∑
g∈G
ag1
=
∑
g∈G
ag(X
g − 1) + (
∑
g∈G
ag)1 =
∑
g∈G
ag(X
g − 1)
=
∑
g∈G−{0}
ag(X
g − 1).
4.4 Lemma. Let p be a prime number and r ≥ 1 an integer. Then
1. (−1)p
r−1 = 1 mod p.
2.
(
pr−1
i
)
= (−1)i mod p for all i = 0, 1, . . . , pr − 1.
Proof. The first assertion is trivial. The second can be proved by induction on
i.
4.5 Proposition. Provided g 6= 0, we have
(Xg − 1)p
r−1 =
pr−1∑
i=0
X ig
Proof.
(Xg − 1)p
r−1 =
pr−1∑
i=0
(
pr − 1
i
)
(−1)p
r−1−iX ig
=
pr−1∑
i=0
(
pr − 1
i
)
(−1)p
r−1(−1)−iX ig =
pr−1∑
i=0
X ig
5
by Lemma 4.4.
From (1), notice that
GR(pr,m) = Zpr [X ]/(h(X))
=
{
i0 + i1α+ . . .+ im−1α
m−1 | il ∈ Zpr , 0 ≤ l ≤ m− 1
} (7)
where α := X + (h(X)).
4.6 Proposition. We have
(X1 − 1)p
r−1(Xα − 1)p
r−1 . . . (Xα
m−1
− 1)p
r−1 =
∑
g∈G
Xg
Proof. By Proposition 4.5, we have
(X1 − 1)p
r−1(Xα − 1)p
r−1 . . . (Xα
m−1
− 1)p
r−1
= (
pr−1∑
i0=0
X i01)(
pr−1∑
i1=0
X i1α) . . . (
pr−1∑
im−1=0
X im−1α
m−1
)
=
∑
0≤il≤pr−1,0≤l≤m−1
X i01X i1α . . . X im−1α
m−1
=
∑
0≤il≤pr−1,0≤l≤m−1
X i01+i1α+...+im−1α
m−1
=
∑
g∈G
Xg
Set
E := {0, 1, . . . , pmr − 1}
the set of integers between 0 and pmr − 1. Let i be an element of E and
i = i0 + i1p
r + i2p
2r + . . .+ im−1p
(m−1)r
where 0 ≤ il ≤ p
r − 1 for all l = 0, 1, . . . ,m− 1 its pr-adic expansion.
The pr-weight of i is defined by
ωpr (i) :=
m−1∑
l=0
il. (8)
Then, set
Vi := (X
1 − 1)i0(Xα − 1)i1 . . . (Xα
m−1
− 1)im−1 (9)
and
Bt := {Vi | i ∈ E,ωpr (i) ≥ t} (10)
for all t such that 0 ≤ t ≤ m(pr − 1).
4.7 Proposition. B0 is a linear basis of R over F .
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Proof. We have card(B0) = p
rm = dimF (R).
Let us prove that B0 is a linearly independant set over F . Consider the linear
combination
∑
ωpr (i)≥0
λiVi = 0, where λi ∈ F for all i. We have λ0V0 +∑
ωpr (i)≥1
λiVi = 0 where V0 = 1 is the identity element of R. Multiplying by
Vprm−1, we get λ0Vprm−1 +
∑
ωpr (i)≥1
λiViVprm−1 = 0.
Let i =
∑m−1
l=0 ilp
lr such that ωpr (i) ≥ 1. Then, there is an integer l (0 ≤ l ≤ m−
1) such that il ≥ 1. thus, il+p
r−1 ≥ pr. Since (Xg−1)p
r
= 0 for any g, we have
ViVprm−1 = (X
1 − 1)i0+p
r−1 . . . (Xα
l
− 1)il+p
r−1 . . . (Xα
m−1
− 1)im−1+p
r−1 = 0.
Then, 0 = λ0Vprm−1 = λ0
∑
g∈GX
g by Proposition 4.6. Hence, λ0 = 0.
Thus, we have
∑
ωpr (i)≥1
λiVi = 0.
Let i =
∑m−1
l=0 ilp
lr such that ωpr(i) = 1.
We have λiVi +
∑
ωpr (j)≥1,j 6=i
λjVj = 0. Multiplying by Vprm−1−i, we have
λiViVprm−1−i +
∑
ωpr (j)≥1,j 6=i
λjVjVprm−1−i = 0.
Let j =
∑m−1
l=0 jlp
lr 6= i such that ωpr(j) ≥ 1 = ωpr(i). Then, there is an integer
l (0 ≤ l ≤ m− 1) such that jl > il, and hence jl ≥ il + 1 and jl + p
r − 1− il ≥
(il+1)+p
r−1− il = p
r. Since (Xg−1)p
r
= 0 for any g, we have VjVprm−1−i =
(X1 − 1)j0+p
r−1−i0 . . . (Xα
l
− 1)jl+p
r−1−il . . . (Xα
m−1
− 1)jm−1+p
r−1−im−1 = 0.
Consequently, 0 = λiViVprm−1−i = λi
∑
g∈GX
g.
Hence λi = 0.
Continuing in this way, we have
λi = 0 for all i such that ωpr (i) = 1, and
λi = 0 for all i such that ωpr (i) = 2, 3, . . . ,m(p
r − 1).
4.8 Corollary. B1 is a linear basis of M over F .
Proof. Since B1 ⊂ B0, then B1 is a linearly independant set of R over F . And
since Vi ∈ M for all i such that ωpr (i) ≥ 1, B1 ⊆ M . Moreover, we have
dimF (M) = p
rm − 1 = card(B1).
4.9 Corollary. Bt is a linear basis of M
t over F where 1 ≤ t ≤ m(pr − 1).
Proof. Since Bt ⊂ B0, Bt is a linearly independant set of R over F . M
t is gen-
erated as ideal by the set {a1a2 . . . at | ai ∈M, 1 ≤ i ≤ t}. Consider a product
a1a2 . . . at where ai ∈ M for all i (1 ≤ i ≤ t). Since M is linearly generated
by B1 over F , then we have ai =
∑prm−1
j=1 λijVj , where λij ∈ F for all i and
j. Therefore, a1a2 . . . at =
∏t
i=1(
∑prm−1
j=1 λijVj) =
∑
ωpr (j)≥t
βjVj ∈ Bt where
βj ∈ F . And it is clear that a finite sum of such products is a linear combination
of the elements of Bt with coefficients in F . Thus, M
t is generated by Bt over
F .
4.10 Remark. The index of nilpotency of the radical M is 1+m(pr− 1). And
we have the following sequence of ideals:
{0} =M1+m(p
r−1) ⊂Mm(p
r−1) ⊂ . . . ⊂M2 ⊂M ⊂ R.
4.11 Proposition. Ann(M t) =M1+m(p
r−1)−t where 1 ≤ t ≤ m(pr − 1).
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Proof. Let t be an integer such that 1 ≤ t ≤ m(pr − 1). By Corollary 4.9,
(10), (9) and (7), Bt := {Vi | i ∈ E,ωpr(i) ≥ t} is a linear basis of M
t over F
where Vi := (X
1 − 1)i0(Xα − 1)i1 . . . (Xα
m−1
− 1)im−1 and i = i0 + i1p
r + . . .+
im−1p
(m−1)r (0 ≤ il ≤ p
r − 1, ∀l).
By definition, Ann(M t) := {a ∈ R | as = 0 for all s ∈M t}.
Since the index of nilpotency of M is 1 +m(pr − 1), then we have Ann(M t) ⊇
M1+m(p
r−1)−t.
Let a ∈ Ann(M t). Since a ∈ R, we have a =
∑
ωpr (i)≥0
λiVi where λi ∈ F for
all i.
Let i such that ωpr(i) = m(p
r − 1). Thus, i = prm − 1.
Since Vprm−1 ∈M
m(pr−1) ⊆M t, then aVprm−1 = λ0Vprm−1 = λ0
∑
g∈GX
g = 0.
Hence, λ0 = 0.
Let i ∈ E such that ωpr (i) = m(p
r − 1)− 1.
Since Vi ∈ M
m(pr−1)−1 ⊆ M t, then aVi = λi¯
∑
g∈GX
g = 0 where i¯ = (pr −
1 − i0) + (p
r − 1 − i1)p
r + . . . + (pr − 1 − im−1)p
(m−1)r. Hence λi¯ = 0. We
have ωpr (¯i) = m(p
r − 1) − ωpr(i) = 1. Therefore, λi¯ = 0 for all i such that
ωpr(i) = m(p
r − 1)− 1.
Let i such that ωpr(i) = m(p
r − 1)− 2.
Since Vi ∈ M
m(pr−1)−2 ⊆ M t, then aVi = λi¯
∑
g∈GX
g = 0. Hence λi¯ = 0. It
follows that λi¯ = 0 for all i such that ωpr(i) = m(p
r − 1) − 2, i.e ωpr (¯i) = 2.
Continuing in this way, finally let i such that ωpr (i) = t.
Since Vi ∈ M
t, then aVi = λi¯
∑
g∈GX
g = 0. Hence λi¯ = 0 with ωpr (¯i) =
m(pr − 1)− t.
It follows that λi¯ = 0 for all i such that ωpr(i) = t, i.e ωpr (¯i) = m(p
r − 1)− t.
Then a ∈Mm(p
r−1)−t+1.
5 Isomorphism between Fpr [GR(p
r, m)] and
Fpr [X0, X1, . . . , Xm−1]/(X
pr
0 − 1, . . . , X
pr
m−1 − 1)
Recall that Fpr [G] =
{∑
g∈G agX
g | ag ∈ Fpr
}
where G is the additive group
of the Galois ring GR(pr,m).
5.1 Proposition. The group algebra Fpr [G] is isomorphic to the quotient ring
Fpr [X0, X1, . . . , Xm−1]/(X
pr
0 − 1, . . . , X
pr
m−1 − 1).
Proof. Consider the mapping
ψ : Fpr [X0, X1, . . . , Xm−1] −→ R
Xi 7−→ X
αi
(11)
where α is defined in (7).
It is clear that the ideal
〈
Xp
r
i − 1 | 0 ≤ i ≤ m− 1
〉
⊆ kerψ.
Conversely, let a(X0, . . . , Xm−1) ∈ kerψ. By using the division algorithm in
Fpr [X0, X1, . . . , Xm−1] (see[6]) with the lexicographic order such that X0 >
8
X1 > . . . > Xm−1, let us divide a(X0, . . . , Xm−1) by{
Xp
r
0 − 1, . . . , X
pr
m−1 − 1
}
. We have
a(X0, . . . , Xm−1) = b0(X
pr
0 − 1) + . . . + bm−1(X
pr
m−1 − 1) + g(X0, . . . , Xm−1)
where bi ∈ Fpr [X0, X1, . . . , Xm−1] for all i and
g(X0, . . . , Xm−1) =
∑
0≤ik≤pr−1
gi0,...,im−1X
i0
0 . . . X
im−1
m−1
with gi0,...,im−1 ∈ Fpr .
Then
ψ(a(X0, . . . , Xm−1)) = ψ(g(X0, . . . , Xm−1))
=
∑
0≤ik≤pr−1
gi0,...,im−1X
i0+i1α+...+im−1α
m−1
= 0.
By Remark 4.2, gi0,...,im−1 = 0 for all ik such that 0 ≤ ik ≤ p
r − 1 (0 ≤ k ≤
m − 1). This implies that g(X0, . . . , Xm−1) = 0 and thus a(X0, . . . , Xm−1) ∈〈
Xp
r
i − 1 | 0 ≤ i ≤ m− 1
〉
.
6 Description of the GRM codes in Fpr [GR(p
r, m)]
Set n := qm − 1 where q = pr, p is a prime number and r,m are integers ≥ 1.
Let A = Fq[Z]/(Z
n − 1). We have
A =
{
a0 + a1z + . . .+ an−1z
n−1 | ai ∈ Fq
}
where z = Z + (Zn − 1).
The shortened Generalized Reed-Muller code of length n and of order ν (0 ≤
ν < m(q − 1)) over Fq denoted by HCν(m, q) is the ideal of A generated by
fν(z) =
∏
0<ωq(i)≤m(q−1)−ν−1
(z − γi) (12)
where γ is a primitive element of the finite field Fqm ([8],[11]), and ωq(i) is
defined in (8).
Recall that G is the additive group of the Galois ring GR(pr,m). Let us order
the elements of G = {0, g0, g1, . . . , gqm−2} as follows:
0 < g0 < g1 < . . . < gqm−2.
Thus, we have the following identification:∑
g∈G agX
g ∈ Fq[G]←→ (ag)g∈G ∈ (Fq)
qm .
Let us order the monomials {Xg | g ∈ G} such that Xgi < Xgj if and only if
gi < gj.
For a =
∑
g∈G agX
g ∈ Fq[G], set md(a) := max {g ∈ G | ag 6= 0}.
We define the leading term of a by LT(a) := amd(a)X
md(a).
Consider the linear transformation
ϕ : A −→ Fq[G]
a0 + a1z + . . .+ an−1z
n−1 7−→ (−
n−1∑
i=0
ai)X
0 +
n−1∑
i=0
aiX
gi
(13)
9
The Generalized Reed-Muller codes of length qm and of order ν (0 ≤ ν <
m(q − 1)) over Fq is defined by
Cν(m, q) = ϕ(HCν(m, q)).
We have the following sequence:
{0} ⊂ C0(m, q) ⊂ C1(m, q) ⊂ · · · ⊂ Cm(q−1)−1(m, q) ⊂ Fq[G] (14)
Since ϕ is a one to one morphism, then we have
dimFq (Cν(m, q)) = dimFq(HCν(m, q)) (15)
with
dimFq(HCν(m, q)) = q
m − 1− deg(fν(z)). (16)
Set
θjν = ϕ(z
jfν(z)) (17)
where 0 ≤ ν ≤ m(q − 1)− 1.
By (13), we have
LT(θjν) = X
gdeg(zjfν (z)) . (18)
Set N(t) := card({k ∈ [0, qm − 1] | ωq(k) = t}) where [0, q
m − 1] is the set of
integers between 0 and qm − 1.
6.1 Theorem. We have
1. C0(m, q) is linearly generated over Fq by θ
0
0 .
2. Cν(m, q) is linearly generated over Fq by the set
Kν :=
{
θ00
}
∪
{
θji | 1 ≤ i ≤ ν , 0 ≤ j ≤ N(m(q − 1)− i)− 1
}
where 1 ≤
ν ≤ m(q − 1)− 1.
Proof. Let ν be an integer such that 0 ≤ ν ≤ m(q − 1)− 1.
We have θ00 = ϕ(f0(z)) = ϕ(
∏qm−2
i=1 (z − γ
i)) = ϕ(1 + z + z2 + . . . + zq
m−2) =∑
g∈GX
g.
Since dimFq(C0(m, q)) = dimFq (HC0(m, q)) = q
m − 1 − (qm − 2) = 1, then the
first assertion is proved.
For the integer ν such that 1 ≤ ν ≤ m(q − 1)− 1, fν(z) is a monic polynomial
and by (12), deg(fν(z)) =
∑m(q−1)−ν−1
t=1 N(t).
Thus, deg(zjfν(z)) = j +
∑m(q−1)−ν−1
t=1 N(t) for 1 ≤ j ≤ N(m(q − 1)− ν)− 1.
By (18), for the elements θji in Kν , we have
LT(θjλ) < LT(θ
k
µ) if λ > µ, and LT(θ
j
µ) < LT(θ
k
µ) if j < k.
This implies that the elements of Kν are linearly independant. And by (14),
they are elements of Cν(m, q).
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It is clear that card(Kν) = 1 +
∑ν
i=1N(m(q − 1)− i).
And since
N(m(q − 1)− i) = deg(fi−1(z))− deg(fi(z))
= (qm − 1− deg(fi(z)))− (q
m − 1− deg(fi−1(z)))
= dimFq (HCi(m, q))− dimFq (HCi−1(m, q))
= dimFq (Ci(m, q))− dimFq(Ci−1(m, q)),
then card(Kν) = dimFq (Cν(m, q)).
Form = 1, we consider the case of the Reed-Solomon codes Cν(1, q) of length
q and of order ν over Fq.
6.2 Corollary. Cν(1, q) is linearly generated over Fq by the set{
θ0i | 0 ≤ i ≤ ν
}
where 0 ≤ ν ≤ q − 2.
7 Example: the GRM codes of lenghth 16 over
F4 in F4[GR(2
2, 2)]
Let G = {0, g0, g1, . . . , g14} be the additive group of the Galois ring GR(2
2, 2)
with 0 < g0 < g1 < . . . < g14.
C0(2, 4):
We have C0(2, 4) = ϕ(HC0(2, 4)) with HC0(2, 4) = (f0(z)) and
f0(z) =
∏
0<ω4(i)≤5
(z − γi) =
14∏
i=1
(z − γi) = 1 + z + z2 + . . .+ z14
where γ is a primitive element of F16. We have θ
0
0 = ϕ(f0(z)) = X
0 +Xg0 +
Xg1 + . . .+Xg14 . Thus, LT(θ00) = X
g14 .
And by (15) and (16), we have
dimF4(C0(2, 4)) = dimF4(HC0(2, 4)) = 15− deg(f0(z)) = 15− 14 = 1.
Thus, C0(2, 4) is linearly generated over F4 by θ
0
0.
C1(2, 4):
We have C1(2, 4) = ϕ(HC1(2, 4)) with HC1(2, 4) = (f1(z)) and
f1(z) =
∏
0<ω4(i)≤4
(z − γi).
Consider N(5) := card({k ∈ [0, 15] | ω4(k) = 5}) = card({11, 14}) = 2.
We have deg(f1(z)) = deg(f0(z))−N(5) = 14− 2 = 12.
And by (15) and (16),
dimF4(C1(2, 4)) = dimF4(HC1(2, 4)) = 15 − deg(f1(z)) = 15 − 12 = 3. On the
other hand, by (18),
since θ01 = ϕ(f1(z)), then LT(θ
0
1) = X
g12 ,
and since θ11 = ϕ(zf1(z)), then LT(θ
1
1) = X
g13 .
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By (14), we have C0(2, 4) ⊂ C1(2, 4). Thus,
{
θ00 , θ
0
1, θ
1
1
}
= K1 is a linearly
independent set in C1(2, 4). Then it is a linear basis of C1(2, 4).
C2(2, 4):
We have C2(2, 4) = ϕ(HC2(2, 4)) with HC2(2, 4) = (f2(z)) and
f2(z) =
∏
0<ω4(i)≤3
(z − γi).
Consider N(4) := card({k ∈ [0, 15] | ω4(k) = 4}) = card({7, 10, 13}) = 3.
We have deg(f2(z)) = deg(f1(z))−N(4) = 12− 3 = 9.
And by (15) and (16),
dimF4(C2(2, 4)) = dimF4(HC2(2, 4)) = 15 − deg(f2(z)) = 15 − 9 = 6. On the
other hand, by (18),
- since θ02 = ϕ(f2(z)), then LT(θ
0
2) = X
g9 ,
- since θ12 = ϕ(zf2(z)), then LT(θ
1
2) = X
g10 ,
- since θ22 = ϕ(z
2f2(z)), then LT(θ
2
2) = X
g11 .
By (14), we have C0(2, 4) ⊂ C1(2, 4) ⊂ C2(2, 4). Thus,
{
θ00, θ
0
1 , θ
1
1, θ
0
2 , θ
1
2, θ
2
2
}
=
K2 is a linearly independent set in C2(2, 4). Then it is a linear basis of C2(2, 4).
C3(2, 4):
We have C3(2, 4) = ϕ(HC3(2, 4)) with HC3(2, 4) = (f3(z)) and
f3(z) =
∏
0<ω4(i)≤2
(z − γi).
Consider N(3) := card({k ∈ [0, 15] | ω4(k) = 3}) = card({3, 6, 9, 12}) = 4.
We have deg(f3(z)) = deg(f2(z))−N(3) = 9− 4 = 5.
And by (15) and (16),
dimF4(C3(2, 4)) = dimF4(HC3(2, 4)) = 15 − deg(f3(z)) = 15 − 5 = 10. On the
other hand, by (18),
- since θ03 = ϕ(f3(z)), then LT(θ
0
3) = X
g5 ,
- since θ13 = ϕ(zf3(z)) = 6, then LT(θ
1
3) = X
g6 ,
- since θ23 = ϕ(z
2f3(z)) = 7, then LT(θ
2
3) = X
g7 ,
and since θ33 = ϕ(z
3f3(z)) = 8, then LT(θ
3
3) = X
g8 .
By (14), we have C0(2, 4) ⊂ C1(2, 4) ⊂ C2(2, 4) ⊂ C3(2, 4). Thus,{
θ00 , θ
0
1, θ
1
1 , θ
0
2, θ
1
2, θ
2
2 , θ
0
3, θ
1
3 , θ
2
3, θ
3
3
}
= K3 is a linearly independent set in C3(2, 4).
Then it is a linear basis of C3(2, 4).
C4(2, 4) :
We have C4(2, 4) = ϕ(HC4(2, 4)) with HC4(2, 4) = (f4(z)) and
f4(z) =
∏
0<ω4(i)≤1
(z − γi).
Consider N(2) := card({k ∈ [0, 15] | ω4(k) = 2}) = card({2, 5, 8}) = 3.
We have deg(f4(z)) = deg(f3(z))−N(2) = 5− 3 = 2.
And by (15) and (16),
dimF4(C4(2, 4)) = dimF4(HC4(2, 4)) = 15 − deg(f4(z)) = 15 − 2 = 13. On the
other hand, by (18),
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- since θ04 = ϕ(f4(z)), then LT(θ
0
4) = X
g2 ,
- since θ14 = ϕ(zf4(z)) = 3, then LT(θ
1
4) = X
g3 ,
- since θ24 = ϕ(z
2f4(z)) = 4, then LT(θ
2
4) = X
g4 .
By (14), we have C0(2, 4) ⊂ C1(2, 4) ⊂ C2(2, 4) ⊂ C3(2, 4) ⊂ C4(2, 4). Thus,{
θ00 , θ
0
1, θ
1
1 , θ
0
2, θ
1
2, θ
2
2 , θ
0
3, θ
1
3 , θ
2
3, θ
3
3 , θ
0
4, θ
1
4, θ
2
4
}
= K4 is a linearly independent set
in C4(2, 4). Then it is a linear basis of C4(2, 4).
C5(2, 4):
We have C5(2, 4) = ϕ(HC5(2, 4)) with HC5(2, 4) = (f5(z)) and
f5(z) =
∏
0<ω4(i)≤0
(z − γi) = 1.
Then deg(f5(z)) = 0.
And by (15) and (16),
dimF4(C5(2, 4)) = dimF4(HC5(2, 4)) = 15 − deg(f5(z)) = 15. On the other
hand, by (18),
- since θ05 = ϕ(f5(z)), then LT(θ
0
5) = X
g0 ,
- since θ15 = ϕ(zf5(z)) = 1, then LT(θ
1
5) = X
g1 .
By (14), we have C0(2, 4) ⊂ C1(2, 4) ⊂ C2(2, 4) ⊂ C3(2, 4) ⊂ C4(2, 4) ⊂
C5(2, 4). Thus,{
θ00 , θ
0
1, θ
1
1 , θ
0
2, θ
1
2, θ
2
2 , θ
0
3, θ
1
3 , θ
2
3, θ
3
3 , θ
0
4, θ
1
4, θ
2
4 , θ
0
5, θ
1
5
}
= K5 is a linearly indepen-
dent set in C5(2, 4). Then it is a linear basis of C5(2, 4).
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