The word problem of a group G = ⟨Σ⟩ can be defined as the set of formal words in Σ * that represent the identity in G. When viewed as formal languages, this gives a strong connection between classes of groups and classes of formal languages. For example, Anīsīmov showed that a group is finite if and only if its word problem is a regular language, and Muller and Schupp showed that a group is virtually-free if and only if its word problem is a context-free language. Recently, Salvati showed that the word problem of ℤ 2 is a multiple context-free language, giving the first example of a natural word problem that is multiple context-free, but not context-free. We generalize Salvati's result to show that the word problem of ℤ n is a multiple context-free language for any n.
Introduction
Fix an alphabet Σ. The set of finite strings in Σ is denoted by Σ * = {a 1 a 2 ⋅ ⋅ ⋅ a n | n ∈ ℕ, a i ∈ Σ}. Any subset of Σ * is called a formal language. In an attempt to analyze natural languages, Chomsky [5] introduced the Chomsky-Schützenberger hierarchy. This includes regular, context-free, context-sensitive, and recursively enumerable languages, each one a larger class than the former. In this paper, we will be focusing on multiple context-free languages, which is a generalization of context-free languages introduced by Seki, Matsumura, Fujii, and Kasami [16] .
There are many ways to associate a formal language to a group. Indeed, for a group G generated by a finite set Σ that is closed under inverses, we define its word problem W(G) to be the subset of Σ * consisting of all strings that represent the identity element of G. Note that the word problem (and even the alphabet) depends on the choice of the generating set. However, we will see that this dependence is negligible for our discussion here.
There has been various work associating classes of languages and classes of groups via word problems. Anīsīmov [2] showed that G is finite if and only if W(G) is regular, Muller and Schupp [12] showed that G is virtually free if and only if W(G) is context-free, and Holt, Reese, and Shapiro [10] showed that G admits a non-deterministic Cannon's algorithm, a generalization of Dehn's algorithm, if and only if W(G) is growing context-sensitive, which is a proper subclass of context-sensitive languages. There is also work outside the Chomsky hierarchy such as the relation between blind n-counter automata and virtually free abelian groups of rank n (see [9] ) and the relation between nested stack automata and virtually free groups [7] .
Recently, Salvati [15] showed that the word problem of ℤ 2 is a 2-multiple context-free language. In doing so, Salvati gave the first example of a natural word problem that is multiple context-free, but not contextfree. In the proof, he used some geometric methods that seem to be specific to the two-dimensional case. Nederhof [13] gave a shorter proof of Salvati's result, which used a different approach to deal with how the paths can wind around each other and themselves.
In this paper, by using a topological lemma by Alon and West [1] , and independently by Burago [4] , we are able to replace the lemma about Jordan curves used by Salvati and generalize his theorem to show that the word problem of ℤ n is multiple context-free. However, this yields that W(ℤ 2 ) is a 6-multiple context-free language, which is weaker than Salvati's result that W(ℤ 2 ) is a 2-multiple context-free language. Thus, one natural endeavor will be improving our result to get the following conjecture proposed by Nederhof.
Conjecture 1.2 ([14]
). For any n, the language W(ℤ n ) is n-multiple context-free.
In the same paper, Nederhof also showed that W(ℤ n ) is not a K-multiple context-free language for any K < n, so this conjecture is indeed sharp.
To end the introduction, we propose the following open problem that may be interesting to group theorists. For more recent progress on this topic, the reader may wish to consult [8, 11] .
This paper is organized as follows: We give the necessary definitions and background in Section 2. We then set up our notation and introduce the main lemma in Section 3. Finally, we show the main theorem in Section 4.
Definition and background
We follow [14, 16] to give the definition of multiple context-free grammars. Definition 2.1. A K-multiple context-free grammar is a tuple (Σ, N, S, P), where Σ is the set of terminals, N is the set of non-terminals, S ∈ N is the start symbol, and P is the set of production rules, such that the following conditions hold:
• Each non-terminal I has an associated natural number m ≤ K which we call its arity.
• The arity of S is 1.
• Each of the production rules is of the following form for some p ≥ 0: An instance of a production rule or non-terminal is obtained by replacing the occurrences of each variable by a string in Σ * . A sequence of rule instances is valid if every non-terminal instance on the right-hand side of each rule instance in the sequence already appears on the left-hand side of some rule instances earlier in the sequence. We say a sequence ends in a non-terminal instance if it is the left-hand side of the last rule instance in the sequence.
We say a grammar admits a string s in Σ * if there is a valid sequence of rule instances, called a derivation, ending in S(s). The collections of all strings in Σ * admitted by a grammar is called the language it produces. 
I(axb, cyd) ← I(x, y) S(xy) ← I(x, y).
Then the following is a derivation for a n b n c n d n :
. . .
Indeed, this is the only kind of strings this grammar admits, so the language produced by this grammar is {a n b n c n d n | n ≥ 0}.
The class of multiple context-free languages is a cone [16] in the sense of [8] , i.e. closed under homomorphisms, inverse homomorphisms, and intersection with regular languages. A well-known consequence of being a cone is the following theorem, which we only state in the case of multiple context-free languages.
Theorem 2.4 ([8]). Let W(G) be the word problem of G with respect to a fixed generating set Σ. Suppose W(G) is multiple context-free. (i) The word problem of G is multiple context-free with respect to any generating set of G.
(ii) The word problem of any finitely-generated subgroup of G is multiple context-free. 
Notations and main lemma
For any curve α in ℝ n , we will write α to be the displacement vector of α, and |α| to be the length of α. Note that when α is the curve on the Cayley graph of ℤ n corresponding to a word w, then α is just the image of w in ℤ n and |α| is just the length of the word. We also write αβ to mean the concatenation of the two curves α and β.
We will need the following lemma to prove the main theorem; we include the proof here for completeness.
Proof. We will construct an odd map f : S n → ℝ n , i.e. a map f from the n-dimensional sphere
, and
One may verify that f is indeed an odd map. By the Borsuk-Ulam theorem (see [3] and [6, Chapter XVI, Section 6]), every odd map from S n → ℝ n has a zero. Thus, we can fix some p ∈ S n such that
The n + 1 (possibly empty) intervals [y i−1 , y i ] are partitioned into two sets of intervals,
Without loss of generality, assume |T| ≤ |S|, and thus |T| ≤ ⌊ n+1 2 ⌋. Also, we have
So, by possibly attaching some empty intervals, we may re-index the endpoints of intervals in T to be 0 
Proof of the main theorem
We restate and prove the main theorem. To make the proof clearer, we shall suppress the embedding when talking about curves. Proof. We will denote the standard generators of ℤ n by a 1 , a 2 , . . . , a n , and their inverses by A 1 , A 2 , . . . , A n . Suppose k = ⌊ n+1 2 ⌋ and m = 8k − 2. We consider the m-multiple context-free grammar with terminals Σ = {a 1 , A 1 , a 2 , A 2 , . . . , A n }, an m-ary non-terminal I, the start symbol S, and production rules
for every σ ∈ Sym(2m) and
By the first production rule, it suffices to show that x 1 x 2 ⋅ ⋅ ⋅ x m ∈ W(ℤ n ) if and only if there is a valid sequence ending in I(x 1 , x 2 , . . . , x m ). The if direction follows immediately from the definition of the production rules and commutativity of ℤ n . To show the only if direction, we will induct on the length of Now for every i, we write v i to be the curve in ℝ n that represents x i , which is contained in the Cayley graph of ℤ n . Applying Lemma 3.1 to the curve v 1 ⋅ ⋅ ⋅ v m/2 , we get 2k points on the curve, breaking the curve into 2k + 1 pieces u 0 , u 1 , . . . , u 2k with
Applying Lemma 3.1 to the curve v m/2+1 ⋅ ⋅ ⋅ v m in the same way, we get
Note that in these sums, each u i is just the difference of its endpoints. Thus, after possible cancellation, we may rewrite each of the above sums as a sum of +p or −p for the endpoints. If an endpoint appears as +p in such a sum, we say it contributes to the sum positively, and if it appears as −p, we say it contributes negatively. If an endpoint does not appear at all in a sum because both of its adjacent curves are in the same sum, then we say it does not contribute to the sum.
Claim. We may choose the endpoints of all the u i and u i to be either on lattice points, or mid-lattice points, i.e. the midpoints of two adjacent lattice points.
Proof. Fix the u i and u i that have the fewest number of endpoints not being a lattice point or a mid-lattice point. Suppose that the claim is false. Thus, there is some endpoint p that is not a lattice point or a mid-lattice point. Without loss of generality, say that p is an endpoint of u i , and its first coordinate is not a multiple of 1 
.
That forces all of its other coordinates to be integral since u 1 u 2 ⋅ ⋅ ⋅ u m is a curve contained in the lattice ℤ n .
However, each coordinate of the middle term of (4.1) is a multiple of 1 2 . Therefore, there must be another endpoint q of some u j (possibly with i = j) whose first coordinate is also not a multiple of 1 2 . Write e = e 1 = (1, 0, 0, . . . , 0) ∈ ℝ n . Define δ p (and similarly δ q ) to be the distance from p to the closest lattice or mid-lattice point. Let δ = min(δ p , δ q ). Without loss of generality, assume that δ = δ p , and p + δ p e is a lattice or mid-lattice point. Now depending on how p and q contributes to the sums in (4.1), we either replace p by p + δe and q by q + δe and still keep (4.1), or replace p by p + δe and q by q − δe and still keep (4.1). In either case, after we make the replacement, we obtain another choice of u i and u i that have at least one fewer endpoint not being a lattice point or a mid-lattice point. This is a contradiction to the minimality of the number of non-lattice and non-mid-lattice points of our original choice. Now, the 2k points together with the endpoints of the v i , which are lattice points by definition, give refinements w 1 , w 2 , . . . , w m/2+2k and w 1 , w 2 , . . . , w m/2+2k of the u i and u i . Notice that some of these may be empty curves if some of these points coincide. Now rewriting (4.1) and (4.2) in terms of the w i and w i , we get
for some S, T ⊂ {1, 2, . . . , Proof. The previous construction gives a partition satisfying (a) with every endpoint being either a lattice point or a mid-lattice point. It also satisfies (b) by (4.1), (4.2) , and the assumption that x 1 x 2 ⋅ ⋅ ⋅ x m/2 ̸ = 0. Thus, we may choose a partition satisfying (a) and (b) whose endpoints are either lattice points or mid-lattice points, with the fewest number of endpoints being mid-lattice points. Suppose that this partition does not satisfy (c). Let p be an endpoint that is a mid-lattice point. If both of the curves adjacent to it are in the same sum, we may simply replace p with one of the closest lattice points and reduce the number of endpoints being a mid-lattice point in our partition while still satisfying (a) and (b), contradicting that the partition we chose has the fewest number of endpoints being a mid-lattice point. Now without loss of generality, we may assume that p is adjacent to w 1 and w 2 , with 1 ∈ S and 2 ∉ S, and assume that p is not integral in the first coordinate, with all other coordinates being integral. Note that in this case p contributes positively to the first part of (4.3), and negatively to the second part of (4.3). As the sums equal 0, there must be another endpoint q which is also not integral in the first coordinate. By the argument in the previous paragraph, the two curves adjacent to q cannot be in the same sum. Otherwise, we may again move q to the closest lattice point. Thus, similar to the case of p, the endpoint q must contribute to either the first or second part of (4.3) positively, and the other part negatively.
We now replace p with p + , say all curves in the first part of (4.3) are empty, then this replacement must have reduced the total length of curves in the first part of (4.3) by 1. So, we may instead replace p with p − 1 2 e and q with q ± 1 2 e, and increase the total length of curves in the first part of (4.3) by 1, while reducing the total length of the second part by 1. However, as the total length of all curves are greater than m, the second part will have length at least m − 1 > 0 after this new replacement. In particular, it will satisfy (b).
In either case, this will replace the mid-lattice points p and q by lattice points, thus reducing the number of mid-lattice points of the partition. Hence, we will have a new partition satisfying (a) and (b) but having fewer endpoints being a mid-lattice point, which contradicts the minimality of the number of mid-lattice points of our original choice. Now we finally get a partition on which (4.3) holds and all its endpoints are lattice points. Thus, each part of the partition actually represents a word in ℤ n . We shall write y 1 , y 2 , . . . , y m to be the words given by {w i | i ∈ S} and {w i | i ∈ T}, and z 1 , z 2 , . . . , z m to be the words given by {w i | i ∉ S} and {w i | i ∉ T}. We let y j = ϵ for j > |T| + |S|, and z k = ϵ for k > |T| + |S|. Then I(y 1 , y 2 , . . . , y m ) and I(z 1 , z 2 , . . . , z m ), respectively. Since the y i and z i together form a refinement of the x i , there is also an instance of one of the last production rules that combines the y i and z i back to the x i . Concatenating the two sequences and this production rule will give a valid sequence ending in I(x 1 , x 2 , . . . , x m ). This completes the proof.
We finish with the following corollary by combining our main theorem with Theorem 2.4 to get a more general statement.
Corollary 4.2. The word problem of any finitely-generated virtually-abelian group is multiple context-free.

