We focus on the challenging task of realtime semantic segmentation in this paper. It finds many practical applications and yet is with fundamental difficulty of reducing a large portion of computation for pixel-wise label inference. We propose an compressed-PSPNet-based image cascade network (ICNet) that incorporates multi-resolution branches under proper label guidance to address this challenge. We provide in-depth analysis of our framework and introduce the cascade feature fusion to quickly achieve high-quality segmentation. Our system yields realtime inference on a single GPU card with decent quality results evaluated on challenging Cityscapes dataset.
Introduction
Semantic image segmentation is a fundamental task in computer vision. It predicts dense labels for all pixels in the image, and is regarded as a very important task that can help achieve deep understanding of scene, objects, and human. Development of recent deep convolutional neural networks (CNNs) makes remarkable progress on semantic segmentation [19, 2, 1, 20, 33, 30] . The effectiveness of these networks largely depend on the sophisticated model design regarding depth and width, which has to involve many operations and parameters.
CNN based semantic segmentation mainly exploits fully convolutional networks (FCNs). It is common wisdom now that increase of result accuracy almost means more operations, especially for pixel-level prediction tasks like semantic segmentation. To illustrate it, we show in Fig. 1 the accuracy and inference time of different frameworks on Cityscapes [5] dataset.
Status of Fast Semantic Segmentation
Contrary to the extraordinary development of high-quality semantic segmentation, research along the line to make semantic segmentation run fast while not sacrificing too much quality is left far behind. We note actually this line of work is simi- Figure 1 . Inference speed and mIoU performance on Cityscapes [5] test set. Methods involved are ResNet38 [30] , PSPNet [33] , DUC [29] , RefineNet [14] , LRR [6] , FRRN [22] , DeepLabv2 [3] , Dilation10 [32] , DPN [18] , FCN-8s [19] , DeepLab [2] , CRF-RNN [34] , SQ [28] , ENet [21] , SegNet [1] , and our ICNet.
larly important since it can inspire or enable many practical tasks in, for example, automatic driving, robotic interaction, online video processing, and even mobile computing where running time becomes a critical factor to evaluate system performance.
Our experiments show that high-accuracy methods of PSPNet [33] and ResNet38 [30] take more than 1 second to predict a 1024 × 2048 high-resolution image on one Nvidia TitanX GPU card during testing. These methods fall into the area illustrated in Figure 1 with high accuracy and low speed. Recent fast semantic segmentation methods of SegNet [1] , ENet [21] , and SQ [28] , contrarily, take quite different positions in the plot of Figure 1 . The speed is much accelerated; but accuracy notably drops, where the final mIoUs are lower than 60%. These methods locate near the right bottom corner in Figure 1 .
Our Focus and Contributions
In this paper, we focus on building a practically fast semantic segmentation system with decent prediction accuracy. Our method is the first in its kind to locate in the top-right area shown in Figure 1 and is between the only two available approaches that reach realtime semantic segmentation speed.
Different from previous strategies to only deal with accuracy or speed, we make comprehensive consideration on these two factors that are seemingly contracting. Our contribution is to utilize processing efficiency of low-resolution images and high inference quality of high-resolution ones and propose an image cascade framework to progressively refine segment prediction. The idea is to let low-resolution image go through the full semantic perception network first for a coarse prediction map. Then the proposed cascade fusion unit introduces middle-and high-resolution image feature and improves the coarse semantic map gradually.
This system reliably achieves high efficiency and decent quality in semantic segmentation. The code and trained models are publicly available 1 . Our main contributions and performance statistics are the following.
• We develop an image cascade network (ICNet), which utilizes semantic information in low resolution along with details from high-resolution images efficiently.
• The proposed ICNet achieves 5x+ speedup of inference, and reduces memory consumption by 5+ times.
• Our proposed fast semantic segmentation system can run at resolution 1024×2048 in speed of 30.3 fps while accomplishing high-quality results.
Related Work
Traditional semantic segmentation methods [16] adopt hand-craft feature to learn the representation. Recently, CNN based methods largely improve the performance.
High Quality Semantic Segmentation FCN [19] is the pioneer work to replace the last fully-connected layers in classification with convolution layers. DeepLab [2, 3] and [32] use dilated convolution to provide dense labeling and enlarge the receptive field. Encoder-decoder structures [20, 1] can restore the feature maps from higher layers with spatial information from lower layers. Multi-scale feature ensembles are also used in [4, 10, 31] .
In [2, 18, 34] , conditional random fields (CRF) or Markov random fields (MRF) were used to model the spatial relationship. Zhao et al. [33] used spatial pyramid pooling to aggregate context information for prediction. Wu et al. [30] explored network width and adopted a wider network to boost performance. In [14] , a multi-path refinement network combines multi-scale image features. These methods are effective to increase performance while cannot be directly applied in real-time systems.
Fast Semantic Segmentation In object detection, speed became one important factor in system design [7, 25] . Recent Yolo [23, 24] and SSD [17] much improved it. In contrast, research towards high inference speed in semantic segmentation just commences. SegNet [1] abandons layers to reduce layer parameters and ENet [21] is a lightweight network. These methods greatly raise efficiency. But accuracy turns a concern.
Video Segmentation Architectures Videos contain redundant information in frames, which can be utilized to reduce computation. Recent Clockwork [27] reused feature maps given stable video input. Deep feature flow [35] was based on a small-scale optical flow network to propagate features from key frames to others. We note when a high accuracy fast image semantic segmentation framework comes into existence, video segmentation will also be benefitted.
Our work gives a hierarchical structure for fast semantic segmentation. It is by nature different from the method of [14] where the latter focuses on fusion of features from different layers in a single forward pass to increase performance. Our image cascade network, on the contrary, adopts cascade images as input to speed up inference and constructs a real-time segmentation system. More comparisons will be provided in following sections.
Speed Analysis
To understand our system, we start from analyzing computation of components on the high performance segmentation framework PSPNet [33] . Then we introduce intuitive strategies for speedup in high-resolution image semantic segmentation. Learning from their drawbacks, we will detail our image cascade framework and the cascade feature fusion unit. 
Time Budget
We first study influence of image resolution in semantic segmentation using PSPNet. Fig. 2 shows the time cost with two resolution images in optimized PSPNet50 (structure change detailed in Section 6). Blue line corresponds to the high resolution input with size 1024 × 2048 and the green line is for the image with resolution 512×1024. Computation increases in an order of squares of image resolution.
In additional to image resolution, width of a network or the number of kernels also effect the inference time. As shown in Fig. 2 , although feature maps in stage4 and stage5 have the same spatial resolution, i.e., 1/8 of the original input, computation in stage5 is four times more than stage4. It is because convolutional layers in stage5 double the number of kernels.
Intuitive Speedup
Downsampling Input Image resolution is the most critical factor that affect speed, since above analysis shows a half-resolution image only uses quarter time compared to the full-resolution one. A simple approach is to use the small-resolution image as input. We test downsampling the image with ratios 1/2 and 1/4, and feed the resulting images into a FCN-based framework like PSPNet. After getting the prediction, we directly upsample it to the original size. This approach empirically has several drawbacks as illustrated in Fig. 3 . With scaling ratio 0.25, although the inference time is reduced by a large margin, the prediction map is very coarse, missing many small but important details compared to the higher resolution prediction. With scaling ratio 0.5, the prediction recovers more information compared to the 0.25 case. Unfortunately, the person and traffic light far from the camera are still lost and object boundaries are blurred. Worse, the running time is too long for a real-time system. Downsampling Feature Besides directly downsampling the input image, another straightforward choice is to scale down the feature map by a large ratio in the inference process. FCN [19] downsampled it for 32 times and DeepLab [2] did that for 8 times. We test PSPNet50 with downsampling ratios of 1:8, 1:16 and 1:32 and show results in Table 1 . A smaller feature map can yield faster inference at the cost of sacrificing prediction accuracy. The lost information is similarly details contained in low-level layers. Also, considering that even with the smallest resulting feature map using ratio 1:32, the system still takes about 131ms in inference. There is still a gap towards our goal of real-time segmentation.
Model Compression Apart from the above two strategies, another natural way to reduce network complexity is to trim kernels in each layer. Compressing models becomes an active research topic in recent years due to the high demand. The solutions [11, 8, 9, 13] can update a complicated network to a lighter one under user-controlled accuracy reduction.
We test the recent effective model compression strategy presented in [13] . For each filter, we first calculate the L1 sum of its kernel weights. Then we sort these L1 sums in a descending order for keeping only the most significant ones. Disappointingly, this strategy also does not meet our requirement given the compressed models listed in Table 2 . Even by keeping only a quarter of kernels, the inference time is still too long. Meanwhile the corresponding mIoU is intolerably low -it already cannot produce reasonable segmentation for many applications.
Our Image Cascade Network
Above analysis and experiments manifest the high difficulty to design a practical real-time segmentation network. Using low-resolution input images is effective to reduce running time. But they would yield coarse prediction maps. Missing a lot of details and generating blurry boundaries are not what we want. Directly feeding high-resolution images into a network is also unbearable in computation.
Main structures and Branches
Our system does not simply choose either way. Instead it takes low-resolution input to only catch a level of semantic information. Our final image cascade network (ICNet) also properly incorporates high-resolution image features to increase result quality under very limited time budget.
Low Resolution The proposed framework is illustrated in Fig. 4 . The input full-resolution image of scale 1 produces two lower-resolution images after downsampling with scales of 1/2 and 1/4. These cascade images are fed into our ICNet in three branches.
For the lowest resolution input, it goes through the top branch, which is an FCN-based PSPNet architecture. Since the input size is only 1/4 of the original one, convolution layers correspondingly downsize the feature maps by a ratio of 1/8 and yield 1/32 of the original spatial size. Then several dilated convolution layers are used to enlarge the receptive fields without downsampling the spatial size, outputting feature maps with sizes 1/32 of original ones.
Median Resolution For the 1/2 size middle-resolution image, it is processed in the second branch. Going through several convolution layers with downsampling rate 8, the output feature maps are of size 1/16 of the original ones. To fusion the 1/16 size feature map with the 1/32 size feature map in the top branch, we propose a cascade feature fusion (CFF) unit that will be discussed later in this paper. This fusion yields the combined feature map with resolution 1/16 of the original one. It is noteworthy that the convolutional parameters can be shared between the 1/4 and 1/2 resolution inputs, thus saving computational and reducing parameter number.
High Resolution For the high-resolution image, similar to the operation in the second branch, it is processed by several convolutional layers with downsampling rate 8. A 1/8 size feature map is resulted. Since the median-resolution image already restore most semantically meaningful details that are missing in the low-resolution one, we can safely limit the number of convolutional layers when processing the high-resolution input.
Here we use only three convolutional layers each with kernel size 3 × 3 and stride 2 to downsize the resolution to 1/8 of the original input. Similarly with the fusion as described in branch two, we use the CFF unit to incorporate the output of previous CFF unit and current feature map in full resolution in branch three. Finally, we get the feature map size 1/8 of the original one.
Cascade Label Guidance For the output feature map in each resolution, we first upsample it by a factor of 2 that will be detailed later when describing the CFF unit. To enhance the learning procedure, we adopt a cascade label guidance strategy. It uses 1/16, 1/8, and 1/4 of ground truth labels to guide the learning stage of low, median and high resolution input. In the testing phase, the low and median guidance operations are simply abandoned, where only high-resolution branch is retained. This cascade label guidance is surprisingly effective to cut down inference cost while not scarifying much accuracy of our final results. This cascade label guidance strategy grants each branch auxiliary learning promote, making gradient optimization smoother for easy training iteration. With more powerful learning ability in each branch, the final prediction map is far from being dominated by any single branch. Meanwhile, abandon of guidance parts during testing is a type of gain in terms of efficiency.
Branch Analysis
With these gradual feature fusion steps and cascade label guidance structure, we produce reasonably accurate prediction results. The output map of the second stage is much finer than the first branch and the output of the third branch is undoubted the best, as shown in Figure 5 . It manifests that our different-resolution information is properly made use of in this framework.
Meantime, in our ICNet, the deepest network structure with the most layers are only applied to the low resolution data, which can efficiently extract most semantic information. Therefore even with more than 50 layers, the inference operation and memory consumption are not large as 18ms and 0.6GB. Our experimental analysis in following sections will illustrate more statistics.
There are 17 convolutional layers in branch two and only 3 in branch three. With these small numbers of convolutional layers to process median and high resolution input data, the total number of inference operations from branches two and three are well constrained. Meantime, convolutional layers in branch two share weights and computation with branch one. Thus only 6ms more is spent to construct the fusion feature map using two branches. Branch three has even less layers. Although the resolution is high, the inference time in branch three is just 9ms. With all these three branches, our proposed ICNet becomes a very efficient and memory friendly architecture that can achieve Figure 6 . Cascade feature fusion unit. Given input two feature maps F1 and F2 where the spatial resolution of the latter is twice of the former one, the fused feature map F 2 is of the same spatial size as F2.
high prediction in semantic segmentation.
Difference from Other Cascade Structures
Several other segmentation frameworks also incorporate the multi-scale structure. FCN [19] and DeepLab-MSC [2] sum the multi-resolution prediction maps to generate the final score map. SegNet [1] and UNet [26] adopt skip connections during deconvolution to exploit middle-level features. LRR [6] applied a pyramid reconstruction architecture, where the feature maps are reconstructed from bottom up. RefineNet [14] fuses multi-path feature maps from different layers using long-range residual connections.
We note these methods focus on fusing features from different layers from a single-scale input or multi-scale ones [3] . All input data goes through the whole network. They all face the same problem of expensive computation given high-resolution input. Different by nature from all these methods, our ICNet uses the low-resolution input to go through the main semantic segmentation branch and adopts the high-resolution information to help refinement. The resulting feature maps are much reduced while still maintaining necessary details.
Cascade Feature Fusion and Final Model
To combine cascade features from different-resolution images, we finally propose a cascade feature fusion (CFF) unit as shown in Fig. 6 . The input to this unit contains three components: the two feature maps F 1 and F 2 of resolution H 1 × W 1 × C 1 and H 2 × W 2 × C 2 and a ground truth label in resolution H 2 × W 2 × 1. F 2 is with doubled size in spatial dimension of F 1 . Upsampling is applied to make F 1 the same size as F 2 . Then a dilated convolution layer with kernel size 3 × 3 and dilation 1 is applied to refine upsampled features.
This dilated convolution can combine feature information from several originally neighboring pixels while direct upsampling makes each pixel depends on just one location. Compared with deconvolution operation on the original feature, dilated convolution only need small kernels. In our implementation, for feature F 2 , a projection convolutional layer with kernel size 1 × 1 is utilized to project it with the same size as the output of feature F 1 .
Then two batch normalization layers are used to normalize these two features. Followed by an element-wise layer with 'SUM' operation and a 'ReLU' layer, we get the fused feature F 2 , which has the same resolution as F 2 . To enhance learning of F 1 , we use an auxiliary label guidance to the upsampled F 1 . The auxiliary loss weight is set to 0.4 as in [33] .
The Loss Function
To train ICNet, we append softmax cross entropy loss in each branch denoted as L 1 , L 2 and L 3 with corresponding weights λ 1 , λ 2 , and λ 3 . The total loss is L. The overall loss function is
(1)
The framework is trained to minimize the above loss function. All the losses we adopted are the cross-entropy loss on the corresponding downsampled score maps.
Final Model Compression
Our image cascade network tackles the computation complexity problem from the system design perspective. As discussed in Section 3.2, another orthogonal strategy is to reduce kernels in each layer. Directly training a simplified network, such as ENet [21] , faces the problem of under-fitting, thus possibly capping the segmentation accuracy in the structure level. We choose the scheme of compressing models. Note current model compression methods [11, 8, 9, 13 ] mainly aim at image classification. To quickly reduce structure complexity while not greatly affecting accuracy, we instead adopt a simple but effective process given below. We compress our model in a progressive way. Taking compression rate 1/2 as an example, instead of removing a half of kernels directly, we first choose to keep 3/4 of the kernels and initialize this compressed model for following fine tuning. After it is done, we remove more kernels and repeat this process until the goal of compression is achieved.
To choose the portion of kernels to keep, we follow the strategy of [13] . For each filter, we calculate the L1 sum of its kernel weights. Then we sort these sums in a descending order for ranking. Finally, we remove those least important kernels which have smaller weights. Progressive compression does not drastically update all parameters and thus is practically important to safely reduce network scales.
Experimental Evaluation
We conduct experiments based on learning platform Caffe [12] . All our experiments are performed on a workstation with TitanX GPU cards under CUDA 7.5 and CUDNN V5. Our testing uses only one card. To measure the forward inference time, we use the time measure tool 'Caffe time' and set the repeating number to 100 to eliminate accidental errors during testing.
Our network structure is modified from PSPNet. We changed the concatenation operations in the pyramid pooling module to summation, thus reducing feature length from 4096 to 2048. We changed the kernel size in the convolution layer after pyramid pooling from original 3 × 3 to 1 × 1. It does not much affect final accuracy but saves computation a lot. To train the hyper-parameters, the mini-batch size is set to 16. The base learning rate is 0.01 and the 'poly' learning rate policy is adopted with power 0.9 together with the maximum iteration number 30k. Momentum is 0.9 and weight decy is 0.0001. Data augmentation contains random mirror and rand resizing is between 0.5 and 2.
Dataset and Evaluation Metrics
We apply our system to the recent urban scene understanding data, i.e., Cityscapes [5] . This dataset contains high-resolution images up to 1024 × 2048, which is a big challenge for fast semantic segmentation. The data set contains 5,000 finely annotated images split into training, validation and testing sets with 2,975, 500, and 1,525 images respectively. The dense annotation contains 30 common class labels of road, person, car, etc. 19 of them are used in training and testing. For evaluation, both mean of class-wsie intersection over union (mIoU) and network forward time are used.
Model Compression
We first evaluate how model compression is useful in reducing computation in semantic segmentation. We take PSPNet50 as the example. When directly compressing PSPNet50 following our previously described procedure, 170ms inference time is yielded with mIoU reducing to 67.9% as shown in Table 3 . They indicate that only model compression has almost no chance to achieve realtime performance under the condition of keeping decent segmentation quality. In what follows, we take the modelcompressed PSPNet50, which is reasonably accelerated, as our baseline system for comparison.
Based on the compressed PSPNet50, our ICNet yields mIoU 67.7% with inference at 30.3 fps. It is 5.2 times accelerated.
Ablation Study for Image Cascade Framework
To show the effectiveness of the proposed cascade framework, we divide it into three stages and experiment with three settings denoted as 'sub4', 'sub24' and 'sub124'. The setting 'sub4' only uses the top branch with the lowresolution input. 'sub24' and 'sub124' respectively contain top two and all three branches. We test these three settings on the validation set of Cityscapes and list the results in Table 4 . With just the low-resolution input branch, although running time is short, the result quality drops to 59.6%. By using two and three branches, we increase mIoU to 66.5% and 67.7% respectively. The running time only increases by 7ms and 8ms. Note our result quality is already close to the powerful PSPNet50, and yet the method is 5.2+ times faster. The memory consumption is significantly reduced.
Visual Comparison
Several examples are shown in Fig. 8 . Among the seven rows, the top two show input images and their segmentation ground truth labels, the following three prediction maps are from settings 'sub4', 'sub24' and 'sub124' respectively. The second-last-row bi- nary maps show missing information using setting 'sub4' that can be recovered by 'sub24'. The final binary maps contain missing details when applying 'sub24' that however can be recovered by 'sub124'.
Intriguingly, the output of 'sub4' can already capture most of semantically meaningful objects. But the prediction is really coarse due to the low-resolution input. It misses a few small-size important regions, such as poles and traffic signs. Using the 'sub24' setting, a few of these regions are re-estimated correctly. It is noticeable that objects far from the camera including those persons are still lost with many blurry object boundaries. Our final system 'sub124' yields the best quality results remedying most of these problems.
Quantitative Analysis To further understand efficiency gain in each branch, we quantitatively analyze the predicted label maps based on connected components. Here we use ground truth label maps. For each connected region R i , we get the number of pixels it contains, denotes as N i . Then we count the number of pixels correctly predicted in the corresponding map as n i . The predicted region accuracy p i in R i is thus n i /N i . According to the region size N i , we project these regions onto a histogram H with interval K and average all related region accuracy p i as the value of current bin.
In experiments, we set bin size of the histogram as 40 and interval K as 3,000. It thus covers region size N i between 1 to 120k. We ignore regions with size exceeding 120k. Fig. 7 shows the accuracy change in each bin. The blue histogram stands for the difference between stage 'sub24' and 'sub4' while the green histogram shows the difference between 'sub124' and 'sub24'. For both histograms, the large difference is mainly on the front bins with small region sizes. This manifests that small region objects like traffic light and pole can be well improved in our framework. The front changes are large positives, proving that 'sub24' can restore much information on small objects on top of 'sub4'. 'sub124' is also very useful compared to 'sub24'. Figure 8 . Four frame Examples. Top two rows: input frames and ground truth labels. Middle three rows: Results from 'sub4', 'sub24' and 'sub124'. Bottom two rows: 'diff1' and 'diff2' denote difference maps between 'sub4' and 'sub24', and between 'sub24' and 'sub124'.
Final Results and Comparison
We finally tabulate mIoU performance and inference time of our proposed ICNet on test set of Cityscapes together with comparison with other methods. It is trained on training and validation sets of Cityscapes for 90K iterations. Results are listed in Table 5 . The reported mIoUs and running time of other methods are those shown in the official Cityscapes leadboard. For fairness, we do not include methods without reporting running time. Many of these methods may have adopted very time-consuming multi-scale testing for high result quality.
Compared with other methods that report time, our ICNet yields mIoU 69.5%. It is even quantitatively better than most methods that do not care about speed. It is about 10 points higher than the fast-speed SegNet [1] , ENet [21] and SQ [28] . It a 30 fps method on 1024 × 2048 resolution images using only one TitanX GPU card. Video example can be accessed through link 2 .
Conclusion
We have proposed a realtime semantic segmentation system ICNet. It incorporates effective strategies to simplify network structures without significantly reducing performance. The major contributions include the new framework for saving operations in multiple resolutions and the powerful fusion unit.
We believe the optimal balance of speed and accuracy makes our system important since it can benefit many other tasks that require fast scene and object segmentation. It greatly enhances the practicality of semantic segmentation in other disciplines.
