We investigate the turbulent structure of shallow open channel flows where the flow depth is too small ͑compared with the roughness height͒ to form a logarithmic layer but large enough to develop an outer layer where the flow is not directly influenced by the roughness elements. Since the log layer is not present, the displacement height d, which defines the position of the zero plane, and the shear velocity u * cannot be found by fitting the velocity data to the log law. However, these parameters are still very important because they are used for scaling flow statistics for the outer and roughness layers. In this paper we propose an alternative procedure for evaluating d in laboratory conditions, where d is found from additional experiments with the fully developed log layer. We also point out the appropriate procedure for evaluating the shear velocity u * for flows with low submergence. These procedures are applied to our own laboratory flume experiments with uniform sphere roughness, where velocities were measured using Particle Image Velocimetry. Results were interpreted within the framework of the double-averaged Navier-Stokes equations and include mean velocities, turbulence intensities, Reynolds stresses, and form-induced normal and shear stresses. The data collapse well and show that in flows without a developed log layer the structure of turbulence in the outer layer remains similar to that of flows with a log layer. This means that even though the roughness layer in the experiments reported herein was sufficiently high to prevent the development of the log layer, influence of the bed roughness did not spread further up into the outer layer. Furthermore, the results show that flow statistics do not depend on relative submergence except for the form-induced stresses which increase when relative submergence decreases.
Introduction

Background
Most natural open channel and overland flows belong to the class of hydraulically rough-bed flows. Knowledge of rough-bed flows is therefore crucial to river engineers and environmental scientists. Channel morphology ͑particularly plant-form effects͒ and local bed friction are major contributors to flow resistance, while the details of flow hydrodynamics can strongly influence the organisms living in a stream. Although hydrodynamics of roughbed flows has been studied extensively for the last 2 decades, there are still many unsolved problems awaiting clarification, especially for flows with relatively small relative submergence ͑ratio between mean water depth and roughness height, H a / k͒ e.g., mountain streams. Such flows are often studied using concepts originally developed for flows with large relative submergence ͑e.g., Dittrich and Koll 1997; Ferro and Baiamonte 1994͒. In flows with large relative submergence the logarithmic layer occupies the overlapping region between the outer layer and inner layer ͑Fig. 1͒, and dimensional analysis leads to the well-known universal velocity logarithmic law. For rough bed flows this law is used in the form
where ūϭmean streamwise velocity ͑the overbar denotes time averaging͒; u * ϭshear velocity; ϭuniversal von Karman constant; dϭdisplacement height which defines the position of the virtual origin of the velocity log law called the zero-plane; and z 0 ϭroughness length which depends on the roughness characteristics. In the region above the log layer, which extends up to the free surface, the velocity profile is given by the velocity defect law
where ␦ϭboundary layer thickness; and the wake component wϭfunction used to take into account the effect of the outer scales. Its influence on the flow is negligible below ͑z − d͒ / ␦ Ͻ 0.15-0.2, which is considered the upper limit of the logarithmic layer ͑Jimenez 2004; Graf and Altinakar 1998͒. ͟ is known as the Coles wake parameter and U m ϭmaximum velocity. Below the logarithmic layer there is a flow region, called the roughness layer, within which the flow is directly influenced by individual roughness elements and is therefore not spatially homogeneous.
In the roughness layer it is not possible to find a universal law because the roughness geometry introduces too many length scales which influence velocity statistics. To address the spatial flow heterogeneity the double-averaged Navier-Stokes ͑DANS͒ equations were suggested as an appropriate theoretical framework. The development of this new methodology for rough-bed flows was initiated and advanced by atmospheric scientists for describing and predicting turbulent flows within and above terrestrial canopies such as forests or bushes ͑Wilson and Shaw 1977; Raupach and Shaw 1982; Finnigan 1985͒ . In environmental hydraulics, the idea of spatial flow averaging was used in a number of studies ͑e.g., Gimenez-Curto and Corniero Lera 1996; McLean et al. 1999; Nikora et al. 2001 . Using double-averaging methodology Nikora ͑2004͒ suggested the existence of three classes of velocity profiles, exponential, linear, or constant, depending on the roughness geometry and flow conditions. For the case of open channel flows with small relative submergence, for which the bed surface is composed of roughness elements of a size comparable with the flow depth, it is rather difficult to find theoretical arguments for the existence of the universal law for mean velocity profiles or other one point statistics of the flow. The main reason for this anomaly is that the influence of both the outer and inner scaling parameters is felt throughout the flow depth ͑Fig. 1͒, so that dimensional analysis and similarity arguments cannot be used. Katul et al. ͑2002͒ have suggested that for H a / k Ͻ 10, existing boundary layer theory may fail, whereas Jimenez ͑2004͒ recommends that a similarity hypothesis can be applied only for H a / k Ͼ 40.
Instead of classifying flow types based on the relative submergence, Nikora et al. ͑2001͒ use the presence of the flow layers to distinguish between the following types of rough bed flows: Type I, with a roughness layer, a well-developed log layer and an outer layer; Type II, with a roughness layer and an outer layer; Type III, where the roughness layer occupies the entire flow depth; and Type IV, where the roughness elements protrude through the free surface. It is difficult to assign intervals of relative submergence to these flow types, because they also depend on other geometrical characteristics of roughness. For instance, Type I may occur at low submergence ͑e.g., H a / k Ͻ 10͒ but with streamlined roughness elements which produce a thin roughness layer and still allow the development of the log layer.
The absence of the universal velocity log law is the main difficulty in studying flows with a relatively small relative submergence or Type II flows. Physical meaning of the log-law parameters found by fitting the log formula through the data points for this flow type becomes questionable. However, in order to compare the data from various experiments, we still need a welldefined origin of the bed-normal coordinate and a velocity scale with which to scale the data. In other words we need a procedure to evaluate d and u * in the absence of the universal log law.
In this paper we present a methodology for evaluating the displacement height, d, in laboratory flume experiments involving rough-bed flows without the log layer ͑Type II flows͒. We also point out the appropriate procedure for evaluating shear velocity u * in such flows. These two flow parameters are used for interpretation of our own experiments with Type II turbulent flow over a rough bed composed of uniform size spheres. The paper is organized as follows: ͑1͒ the double-averaged Navier-Stokes equations are first presented as an underlying theoretical framework for the whole analysis; ͑2͒ the equipment and the procedures used in the experiments are then described, followed by a description of the methodology for evaluating d and the u * ; and ͑3͒ in the Results section the dependence of flow characteristics on relative submergence was tested, focusing on how the various flow statistics collapse when d and u * , determined without assuming the existence of the log layer, are used for their scaling. Finally, from momentum balance considerations, it is shown that a variation in the relative submergence may induce a shear stress redistribution within the roughness layer.
Double-Averaged Navier-Stokes Equations
The DANS equations are obtained by averaging the NavierStokes equations twice, once in time and then in space over bedparallel volumes of small thickness. These equations are used for two reasons: they smooth the spatial variability of the time averaged flow variables induced by the roughness elements and also introduce new physically significant terms, accounting for forminduced momentum fluxes due to the spatial heterogeneity of the time-averaged flow. A detailed mathematical analysis and derivation of the DANS equations can be found in Gimenez-Curto and Corniero Lera ͑1996͒ and Raupach et al. ͑1991͒. In the present paper we use the equations derived by Nikora ͑2004͒, for open channel flows with a two-dimensional ͑2D͒, steady uniform turbulent flow over a rough bed with a flat free surface. The DANS equation in the streamwise direction is given as 
͑5͒
In the above equations the straight overbar and the angle brackets denote respectively, the time and spatial average of flow variables, whereas the prime and the tilde denote, respectively, the time fluctuations and the spatial disturbances, i.e., uЈ = u − ū and ũ = ū − ͗ū͘; x , y , z and u , v , w=, respectively, streamwise, lateral, and bed normal coordinate and velocity components; ϭdensity; gϭgravity acceleration; S b ϭslope of the bed; ϭkinematic viscosity; pϭpressure; ϭporosity, equal the ratio between the volume occupied by the fluid and the total averaging volume ͑ ϵ 1 above the roughness top͒; and n = ͕n x , n y , n z ͖ϭunit vector ͑pointing into the fluid͒ normal to the bed surface S. The spatial averaging procedure introduces additional terms with respect to the traditional time-averaged Reynolds equations. These are the form-induced stress −͗ũw ͘, which becomes a part of the fluid shear stress given by Eq. ͑4͒, and the total drag f x , which exists only below roughness crests and represents the sum of the form drag and the viscous drag, i.e., the drag that the fluid exerts on individual roughness elements ͑per unit height and unit plan area of the flow͒ due to pressure and viscous forces, respectively. The form-induced stress and the associated form-induced momentum flux term 1 / ‫͗ץ‬ũw ͘ / ‫ץ‬z are a product of spatial averaging just as Reynolds stress is a product of time averaging of the nonlinear term in the Navier-Stokes equations. They represent the momentum flux induced by the heterogeneity of the timeaveraged flow. For modeling purposes there is a need to investigate the significance of these terms in the DANS equations for various flow conditions and relative submergences.
Experimental Technique
Equipment
The experiments were conducted using a tilting hydraulic flume at the University of Aberdeen. The channel has a straight, rectangular section 11 m long and 0.40 m wide, fed from a header tank through a hydraulically shaped inlet. The test section is 8 m downstream from the leading edge of the flume. This distance was sufficient, by a safe margin, for flow to become fully developed. ͓The distance required for the boundary layer to cover the whole flow depth can be evaluated from the semiempirical relationship ␦ = 0.33xu * / U ͑Monin and Yaglom 1971͒ where ␦ϭboundary layer thickness; xϭdistance from the leading edge; u * ϭfriction velocity; and Uϭfree flow velocity which for the hydraulic flume can be evaluated as profile velocity. For the hydraulic conditions used in our experiments the maximum distance required is 2.42 m or around 50 flow depths.͔ Downstream control is provided by a series of six vertical vanes, which can be simultaneously pivoted about their vertical axes to constrict the flow. Careful manipulation of the vanes was used for achieving flow uniformity over the majority of the flume's length. Uniformity was checked by Vernier gauge readings of the water depth. At the downstream end of the flume the water spills freely into a large holding tank, from where it is pumped through a 150-mmdiameter pipe to the header tank at the upstream end of the flume. Discharge is evaluated by means of a right-angled V-notch weir in the downstream holding tank.
Experiments were conducted by measuring velocities over a smooth and rough bed. The rough bed comprised one layer of glass balls, of 12 mm diameter, and packed in a cubic pattern. The cubic-packed bed extended for the downstream half of the flume length and the test area was placed 3 m upstream of the flume exit. In the upstream half of the flume, glass beads were placed randomly. Prior to the main experiments, a series of test measurements of mean velocity profiles along the flume confirmed that there was enough length between the change of the roughness packing and the test section for a new equilibrium boundary layer to develop.
Velocity measurements were recorded by means of a Particle Image Velocimetry ͑PIV͒ system. PIV is a quantitative flow visualization technique that relies on illumination of a plane area of the flow, which is seeded with small neutrally buoyant particles. In these experiments hollow glass spheres with a mean diameter of 15 m were used as the seeding material. PIV images were obtained from vertical planes in the longitudinal centerline of the flume by repeatedly illuminating the flow measurement area with a double pulsed Nd-YAG laser ͑frequency doubled to produce visible green light͒ which was then synchronized with a digital camera ͑Kodak Roper megaplus ES1.0͒ which recorded image pairs with a 1,008ϫ 1,008 pixel resolution. These images were then transferred directly to a high-specification PC with framegrabbing hardware. VidPIV analysis software was then used to analyze the images, in order to calculate the velocity field. The software cross correlates each image pair in several regions of the flow called interrogation areas ͑IAs͒ and thereby determines particle displacements in terms of pixel units. Hence, with a knowledge of the time delay between the laser pulses and the scale of the digital image, then the velocity vectors ͑u , w͒ could be calculated.
Experimental Procedure
All the experiments were carried out under uniform, fully turbulent rough flow conditions. The aspect ratio varied from 18 to 5.4 for which we can assume that the flow was 2D ͑Kironoto and Graf 1994͒. The main hydraulic parameters for the experiments are shown in Table 1 . Fig. 2 is a definition sketch, which shows origins of vertical coordinates and parameters used to plot results.
For each experiment, PIV measurements were made at two streamwise-oriented vertical planes one along the top of the roughness elements, the other running along the valley between neighboring spheres ͑Fig. 3͒, positioned along the flow and covering one wavelength of the roughness elements. This provided sufficient measurement detail to fairly estimate the doubleaveraged flow quantities. Below the roughness elements, the foreground spheres obscured the line of sight of the camera to some points along the "valley" section. However, results in this paper are focused on the flow regions above and just 1 -2 mm below the roughness tops where this lack of points is not significant. Results concerning measurements further below the roughness tops are presented for completeness, but were not analyzed further.
The PIV setup for each experiment is presented in Table 2 . Reliability of measured velocities was checked by comparing values of the shear stress profiles estimated from the momentum equation and those obtained from measured Reynolds stresses.
Excellent agreement between the two sets of results was achieved for all of the experiments, except for 78H400s and "smooth" where the image resolution ͑i.e., number of pixels per unit area͒ was not fine enough to accurately resolve small vertical instantaneous displacements of seeding particles. This affected all statistics of the flow involving vertical velocities. However, for these two experiments the main purpose was to work out the vertical distribution of mean longitudinal velocities, which were well resolved by the images, with the longitudinal displacement of particles being much bigger than their vertical component and hence making this component much easier to measure. In what follows, only mean velocity profiles are presented for "smooth" and "78H400s" experiments.
Evaluation of Main Flow Parameters in Absence of Universal Log Law
Flow Layers
The PIV data provided a detailed description of the flow field close to the roughness elements. With such detailed measurements, it was possible to assess the thickness of the roughness layer by identifying the z level at which the spatial variations of the time averaged flow statistics disappeared. It was observed that spatial uniformity is achieved at a distance of ϳ1.6k from the flume bed, regardless of flow conditions. This means that the roughness layer thickness was only a function of roughness geometry.
On the basis of the location of the roughness layer it is possible to evaluate the existence and thickness of the log layer. In general the log law ͓Eq. ͑1͔͒ can be applied in a region between the upper boundary of the roughness layer and 0.15␦ ͑Jimenez 2004͒. Contrary to the case of flows with high relative submergence, in these experiments the boundary layer thickness, ␦, is not approximated as the mean flow depth H a , but it is considered as the distance between the roughness and the free surface ͑the reason for this assumption is given later when dealing with the zeroplane position͒; 0.15␦ is measured from the roughness tops ͑Fig. 2͒. This implies that there is a log layer of 3.6 mm for the 78H400s flow case, whereas for 48H400s, 28H400s, and 27H200s there is no room for the log layer to develop. It is then possible to infer that 78H400s is a Type I flow, whereas all the others are Type II flows.
There is no general agreement on the best method to define either the top of the roughness layer or the top of the logarithmic layer. The former can be evaluated from the Reynolds stress profile ͑Nakagawa et al. 1991; Nikora et al. 2001͒ , while the latter can be higher than 0.15␦ and within the range 0.15␦ -0.2␦ ͑Jime-nez 2004; Pope 2000͒. For the experiments reported herein, adopting the maximum in the Reynolds stress profiles and 0.2␦ as the inner and the outer limit of the log layer, respectively, indicates the presence of a thin log layer for the experiments 48H400s, 28H400s, and 27H200s. However, fitting the log law to the mean velocity profile within those layers resulted in an unexpected value of von Karman constant of around 0.30, which further supports the conclusion that the logarithmic layer with the universal velocity log law did not exist in these experiments and they truly belong to Type II flow. 
Shear Velocity
In boundary layer flows it is widely recognized that the shear velocity, u * , provides a good scaling parameter for mean velocity profiles and higher velocity moments ͑Monin and Yaglom 1971͒.
In literature the shear velocity is usually defined as u * = ͱ 0 / , where 0 ϭwall shear stress, i.e., the total force acting per unit area of the wall surface. The origin of the shear velocity, u * , comes from theoretical arguments used to find an effective velocity scale to be used within the logarithmic layer of zero pressure gradient boundary layers. In fact, Landau and Lifshitz ͑1944͒ related u * to the turbulent shear stress acting within the log layer, log = u * 2 . Since total fluid stress is constant in zero pressure gradient boundary layers, log is equal to the wall shear stress 0 , implying that u * = ͱ 0 / becomes the obvious velocity scale.
Uniform open channel flows, however, are gravity driven, so that the total shear stress is not constant. Indeed, the total momentum supplied to the fluid between the free surface and an arbitrary bed-parallel plane at level z is equal to ͐ z z ws gS b dz ͓the left hand side of Eq. ͑3͒ integrated between z and z ws ͔. Above the roughness crest = 1 so the momentum supplied is gS b ͑z ws − z͒. It is in balance with the fluid shear stress ͑z͒, given by Eq. ͑4͒, which acts in the plane at level z and transfers momentum further down, toward the bed. Consequently, ͑z͒ increases linearly toward the bed until the roughness crest, where it is equal to gS b ͑z ws − z c ͒. This value of the fluid shear stress will be denoted by * . At the level of the roughness crest drag enters the momentum balance and hence introduces a major change into the mechanisms of momentum exchange. The total momentum supplied to a plane z below the crest is gS b ͑z ws − z c ͒ + ͐ z z c gS b dz, so its shape now depends on the roughness porosity function . It is partly extracted by the drag and partly transferred further down by the fluid shear stress. For relatively dense roughness such as in a gravel bed of a natural stream, the drag is larger than the additional momentum supplied below the roughness crest so fluid shear stress starts to decrease immediately below the roughness crest. At the lowest bed level, z min , the fluid shear stress diminishes altogether because total momentum has been extracted by drag. Thus the bed shear stress can be defined as
In summary, for rough-bed flows the momentum exchange between the bed and the fluid occurs gradually over the roughness height, rather than suddenly across a single plane like in smooth bed flows. This makes the bed shear stress 0 different from the fluid shear stress at the roughness crest * . The difference is negligible for rough bed flows with high relative submergence, but becomes significant when the ratio between flow depth and roughness size is low. It is not clear whether it is 0 , * , or another value based on momentum supplied to a level between the roughness troughs and crests, that should be used to formally define u * . In the literature there is no consensus about this question. The following approaches can be found: the minimum bed level, i.e., 0 ͑e.g., Katul et al. 2002͒ , the zero-plane position ͑e.g., Dittrich and Koll 1997͒, and the level of the roughness crests i.e., * ͑e.g., Jarvela 2005͒. It has to be pointed out that if u * is to be used as a unique velocity scale, expected to universally collapse data for flows with low relative submergence ͑with and without the log layer͒, the option of the minimum bed level has to be discarded, since it does not provide a universal velocity scale. An easy example might explain why: assume a flow over a bed composed of closely packed rods forming a porous medium with very low permeability, so that the mean velocity profile above is not influenced by the height of the rods. If we take the same flow conditions ͑i.e., slope of the bed and boundary layer thickness͒, but this time above a bed composed of higher rods, and we compare velocity profiles scaled with ͱ 0 / , the resulting scaled mean velocity profiles will be different even if the absolute values of mean velocities are exactly the same. Instead, using the zero-plane position or the top of the roughness would consistently reflect the equal nature of the two velocity profiles.
In this paper the shear velocity used to scale flow statistics is taken as u *RS = ͱ * / , where * ϭtotal stress acting at the roughness tops. This was obtained by extrapolating the value of the Reynolds stress ͗uЈwЈ͘ from the region above the roughness elements to their tops. The shear velocities estimated in such a manner, u *RS , are shown in Table 1 . In order to check the reliability of these results, the shear velocity was also calculated using the global momentum balance
where R = ␦B / ͑2␦ + B͒ϭhydraulic radius. Eqs. ͑6͒ and ͑7͒, respectively, define the minimum and maximum possible values for the shear velocity, since in Eq. ͑6͒ it is assumed that the stress on the sidewalls of the flume is the same as that on the bed, whereas in Eq. ͑7͒ side wall effects are completely neglected. The true value should lie between these two estimates and it is encouraging to see that u *RS respects this condition for most of the experiments ͑Table 1͒.
Zero-Plane Position
As pointed out before, in flows where the logarithmic layer is absent ͑like Type II flow͒ the displacement height, d, cannot be found by fitting data as the shape of the velocity profile is not known a priori. Although dϭparameter that exists only when a log layer exists, there is still a need to find an origin with a physical meaning, to be used for plotting mean velocity profiles for Type II flows. To solve this problem, we take advantage of the findings of Nikora et al. ͑2002͒ where the zero-plane in Type I flows is interpreted as the level to which the large scale eddies penetrate within the roughness "canopy." Nikora et al. ͑2002͒ calculated d for various types of roughness and flow conditions and the results showed that the position of the zero plane depended on roughness density and energy of large eddies ͑the energy of large scale eddies was quantified with u * 2 ͒ which is in agreement with the findings of Thom ͑1971͒. In general, it was shown that the zero plane goes up with increasing roughness density and goes down with the increase in turbulent energy. This implies that the position of the zero plane depends on the ability of the flow to penetrate within the roughness. We suggest that this property might be extended to Type II flows. In other words, a Type II flow having the same u * 2 as a flow with a high relative submergence and the same roughness geometry should have the same zero-plane displacement, d. For example, we can have flows with a high relative submergence but little slope and flows with a low relative submergence ͑Type II͒ but with a slope steep enough to have the same u * 2 . From the high relative submergence case it would be possible to work out d ͑since the logarithmic layer would be present͒, and then use it to plot mean velocities in the low relative submergence case as well. Using this methodology, there is no assumption made on the shape of the velocity profile and the position of d is evaluated using an argument based on physical considerations.
In our experiments, there was unfortunately only one case with a developed log layer ͑78H400s͒ and it had a u * 2 which is different from those of the flow Type II experiments ͑28H400s, 48H400s, 27H200s͒. However, it is possible to infer that since it represents the case with higher u * 2 , the zero-plane position for the other flow conditions will certainly be higher, i.e., closer to the roughness tops. The zero-plane position for 78H400s was evaluated by interpolating the data with the standard Clauser method as well as the method based on the inverse of the velocity profile derivative suggested in Nikora et al. ͑2002͒; both techniques gave similar results. With both methods, assuming a von Karman constant of 0.4, it was also possible to estimate the value of the shear velocity u * and compare it with those estimated from a momentum balance ͑i.e., u *R and u *H ͒, in order to check if the interpolation gave sensible results. Since the log layer in 78H400s is thin ͑ϳ3.6 mm͒, and there were only a few measurement points within it, the values obtained for d and u * were quite dependent on the points that were chosen for the interpolation, i.e., on where the log-layer boundaries were placed. However, despite the difficulties in finding the right boundaries for the log layer, reasonable estimates of u * were obtained using data between 0.26k above the roughness tops and 0.11-0.13␦. This gave the zero-plane position to be at roughly d ϳ 11-11.5 mm. It was now reasonable to assume that choosing the roughness tops ͑d =12 mm͒ as the zeroplane position for the shallower flow conditions involved an error, which at the very most was on the order of 1 mm and, hence, small. Placing the virtual origin for mean velocities at the level of the roughness tops also justified the assumption of taking the boundary layer thickness as being equal to ␦ as indicated in Fig. 2 . Fig. 4 displays the double-averaged velocity profiles plotted for all flow conditions, using outer and inner scaling parameters. Data collapse better when using outer scaling and, interestingly, they follow the velocity defect law described by Eq. ͑2͒ when using = 0.41 and ͟ = 0.08 ͑solid line͒, with these values being typical of those encountered in other "deep" open channel flow studies ͑e.g., Kironoto and Graf 1994͒. Some scatter is present only in the proximity of the bed roughness. This means that, by choosing u * and d properly, the velocity profiles for Type II flow seem to resemble those of a flow with a high relative submergence ͑Type I flow͒. Furthermore, despite the absence of the log layer, the structure of the outer layer is still preserved as for a Type I flow. This result seems to contradict the findings of Tani ͑1987͒, as commented on Jimenez ͑2004͒, where it was found that for boundary layers the wake parameter, ͟, strongly depended on the relative submergence. However, the range of relative submergences investigated in this study was not very wide due to the limited size of the flume, so it may have been insufficient to cause clear differences in velocity profiles. In other words, it is possible that in experiments with higher relative submergences one may start to observe velocity profiles with variable values of ͟.
Results
Mean Velocity Profiles
It must be noted that Nakagawa et al. ͑1991͒ studied mean velocity profiles over the same bed roughness as the experiments presented in this study and with very similar flow conditions. As Fig. 4 . Double-averaged velocity profile plotted in outer coordinates; u * = u RS for experiments 28H400s, 27H200s, and 48H400s; u * = u *R for experiments 78H400s and "smooth" in this study, they placed the zero-plane position at the top of the roughness elements and found that the velocity defect law was still applicable. However, in the authors' opinion, there was no clear argument presented to defend the choice of the zero-plane position at the roughness tops. This argument is instead presented here.
Momentum Balance
For the case of 2D open channel flows, integration of Eq. ͑3͒ along z indicates that the total shear stress above the bed, i.e., the sum of the Reynolds shear stresses ͗uЈwЈ͘, the form-induced shear stresses ͗ũw ͘, and the viscous shear stress ‫ץ‬ ͗ū͘ / ‫ץ‬z, has to balance gravity and has to have a linear profile. All these terms are shown in Fig. 5 , which shows how ͗uЈwЈ͘ dominates for most of the flow depth, except close to the roughness elements, where first it presents a maximum and then decreases closer to the bed. In this region where the mean flow is highly nonhomogeneous, the decrease of ͗uЈwЈ͘ is compensated for by the appearance of ͗ũw ͘ and by the viscous shear stress ‫ץ‬ ͗ū͘ / ‫ץ‬z, which have roughly the same magnitude above the roughness tops. Below the roughness elements the form-induced and Reynolds stresses are of comparable magnitude, whereas the viscous stress becomes negligible. Above the bed the sum of ͗uЈwЈ͘, ‫ץ‬ ͗ū͘ / ‫ץ‬z, and ͗ũw ͘ fairly reproduces the expected linear shear stress profile above the roughness elements.
The position of the maximum in the Reynolds stress profiles occurs in the range 2.5-3 mm above the roughness tops for all flow conditions and relative submergences, whereas the forminduced stresses show a peak just below this height. Interestingly, for the shallower flow conditions ͑i.e., experiments 28H400s and 27H200s͒, the magnitude of this peak is significantly bigger than for the experiment 48H400s, whereas all Reynolds stresses remain roughly the same for all flow conditions. Similar results were obtained by experiments conducted in open channel flows over square bars by Campbell ͑2005͒. The results in the current study therefore suggest that a change in the relative submergence H a / k produces a different redistribution of the components of the total stress below the roughness elements, where the forminduced stresses increase with decreasing H a / k. This result is also supported by the work of Gimenez-Curto and Corniero Lera ͑1996͒, who suggested that with a decrease in the relative submergence the form-induced stresses might assume more importance within the momentum balance equation. However, this assumption was not verified experimentally and was only derived using dimensional analysis arguments.
Normal Form-Induced Stress Components
The relative form-induced intensities, i.e., ͱ͗ũ 2 ͘ / u * and ͱ͗w 2 ͘ / u * are shown in Fig. 6 . As one would expect they both attain maximum values at the level of the roughness tops, then reduce with increasing z, and become negligible at ͑z − d͒ / k Ͼ 0.6. It is interesting to note that both profiles collapse well when scaled with the shear velocity, indicating that the relative magnitude of spatial fluctuations does not change with the relative submergence; slightly smaller values are obtained only for 48H400s and they are probably due to experimental scatter. This suggests that the increase in the form-induced intensities for experiments 28H400s and 27H200s is not related to an increase in the spatial fluctuations ũ and w , but rather to an increase in their correlation, which could be interpreted as a different adjustment of the flow around the roughness elements. This contradicts the theoretical findings of Gimenez-Curto and Corniero Lera ͑1996͒ who related an increase in the form-induced stresses to an increase in the spatial fluctuations.
Relative Turbulence Intensities Fig. 7 shows the vertical distribution of double-averaged RMS of velocity fluctuations, i.e., u = ͱ͗u Ј 2 ͘ and w = ͱ͗w Ј 2 ͘ for all experiments with Type II flow. Once scaled with u * , u , and w both collapse fairly well onto two curves which resemble those typical of open channel flow, i.e., Type I. This seems to be in contradiction to the findings of Dittrich and Koll ͑1997͒, who found that the turbulence intensities scaled with u * decreased when the relative submergence decreased. The reason for the contradiction is solely in the selected velocity scale u * : Dittrich and Koll ͑1997͒ used the shear stress at z / k = 0.43, while we used the stress at the roughness crests. By using the stress at z / k = 0.43 for u * , the same results for u / u * , w / u * would be obtained as those reported by Dittrich and Koll ͑1997͒. Such results have important consequences in other contexts, such as the prediction of grain entrainment in sediment transport, where they show that for lower relative submergences the critical shear stress must be higher than for higher submergences ͑Zanke 2003͒. However, u * determined from the bed shear stress 0 should not be used to compare turbulence characteristics in the outer layer in various experiments since, as explained earlier, it contains nonuniversal characteristics.
Several laws have been suggested to describe the vertical distribution of turbulence intensities in Type I flows. For example, in uniform open channel flow, Nezu and Nakagawa ͑1993͒ suggested that the turbulence intensity is distributed according to exponential laws such as
where D 1 , D 2 , 1 , 2 ϭexperimental constants, with these relationships not being based on the double-averaged equations and with only time averaging being considered. In these experiments the best fit of the data is accomplished using values of D 1 = 2.2, D 2 = 1.14, 1 = 0.88, and 2 = 0.76 ͑Fig. 7͒, which are values comparable to those proposed by Kironoto and Graf ͑1994͒ for open channel flows over gravel beds, i.e., D 1 = 2.04, D 2 = 1.14, 1 = 0.97, and 2 = 0.76. These exponential laws were used to describe turbulence intensities within the equilibrium-log layer, where it was assumed that turbulent kinetic energy production and dissipation were in balance ͑Nezu and Nakagawa 1993͒. In fact they do not properly resolve the behavior of the turbulence intensities near the bed and the free surface, where turbulent production and dissipation are not the only relevant terms in the turbulent kinetic energy balance equation. Deviations from the exponential laws are particularly evident for w / u * , whereas they seem smaller for u / u * .
Conclusions
Experiments have been carried out using PIV to measure velocities in open channel flows over a rough bed, comprising 12-mmdiameter glass balls packed in a cubic pattern. The turbulent structure of flows was investigated, where the ratio between the mean flow depth and the roughness size, H a / k, was too low to give rise to a logarithmic layer, but large enough to develop a flow region above the roughness layer not directly influenced by the roughness elements. This flow condition has been referred to as Type II flow, whereas the case with a developed logarithmic layer has been referred to as a Type I flow. Velocity statistics data were analyzed within the framework of the DANS equations and the analysis of the results led to the following findings: 1. The extent of the roughness layer in the flow was assessed by identifying the level z at which the spatial variations of the time averaged flow statistics disappeared. Spatial uniformity was achieved at a distance of ϳ1.6k from the flume bed, regardless of the relative submergence and flow condition, which means that the roughness layer thickness was only a function of the roughness geometry. 2. The definition of the shear velocity scale that will universally collapse the data for flows with low relative submergence ͑with and without the log layer͒ cannot be associated with the shear stress acting at the minimum elevation of the bed roughness, whereas the top of the roughness or the zeroplane displacement is a more sensible choice. 3. The zero-plane displacement for Type II flows cannot be evaluated from direct fitting to the experimental data, since the shape of the mean velocity profiles is not known a priori. Instead, it can be evaluated from Type I flow for the same roughness geometry and flow energy ͑u * 2 ͒. It is suggested here that this technique could be used to interpret laboratory data on mean velocity profiles for Type II flows. Using this definition of the zero plane, all velocity profiles for Type II flows collapse fairly well following the velocity defect law described by Eq. ͑2͒ ͑when using = 0.41 and ͟ = 0.08͒. Moreover, the "smooth" velocity profile follows this curve, indicating that for this roughness geometry and flow conditions the similarity hypothesis proposed by Townsend ͑1976͒ is still applicable. This also suggests that despite the absence of the log layer, the structure of the outer layer in Type II flows is still preserved and maintains its characteristics. 4. The ratio between the form-induced shear stresses and u * just below the top of the roughness elements increases with decreasing relative submergence. It is shown that this phenom- enon is not due to an increase in magnitude of the spatial fluctuations ͑as theoretically predicted by Gimenez-Curto and Corniero Lera 1996͒, but rather to their correlation. This was interpreted as a result of a different adjustment of the flow around the roughness elements. 5. Turbulence intensities for flows having different relative submergence scale well with the shear velocity, u * , associated with the shear stress at the top of the roughness elements. The resulting curves resemble those typical of Type I flows. The results presented in this paper can be used for laboratory investigations or numerical modeling of rough bed flows, and more directly in engineering practice. The methodology for defining the top of the roughness layer, shear velocity, and zero-plane position in rough-bed flows without a universal log layer is suitable for use in further laboratory investigations into rough-bed flows. Experimental results can be used for validation of numerical models and for the prediction of velocity and turbulence intensity profiles in environmental shallow rough-bed flows at moderate Reynolds numbers. The results on form-induced momentum transfer may form a basis for parameterizations of the form-induced stresses, which are yet to be included in the numerical models based on double-averaged Navier-Stokes equations.
