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Abstract
A base point of a surface rational parametrization maps to an indeterminate surface point
(0/0, 0/0, 0/0). A quotient resultant becomes indeterminate when it specializes to 0/0. These double
anomalies seem hazardous to implicitization. But surprisingly, when they do happen simultaneously, the
implicitization result may become simpler. This desirable situation arises when base points are due to a
corner-cut parametric monomial support and the corresponding quotient resultant is indeterminate due to the
collinearity of corner control vertices. The simplification effect is quite substantial: the implicit polynomial
is an a priori known maximal minor from the numerator determinant of the quotient resultant, consequently
not only the implicitization determinant is shrunk but division is avoided altogether.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Implicit polynomial equations and parametric rational equations are the most common
continuous representations for free-form curves and surfaces in computer geometric design.
These representations have their exclusive strengths. The most notable are the ease of space
partitioning by sign with implicit equations versus the direct generation of shape with parametric
equations. While not every implicit representation can be parametrized, it is well known that
every rational parametric representation can be implicitized. Since the pioneering work of
Sederberg et al. (1984) there has been much progress in implicitization (Kotsireas, 2004).
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The parametric rational equations of a surface can be written as
(X, Y, Z) =
(
x(s, t)
w(s, t)
,
y(s, t)
w(s, t)
,
z(s, t)
w(s, t)
)
, (1)
where w(s, t), x(s, t), y(s, t), z(s, t) are polynomials in the parameters s, t . Equivalently, the
parametrization can be rewritten as
x(s, t)− Xw(s, t) = 0, y(s, t)− Yw(s, t) = 0, z(s, t)− Zw(s, t) = 0. (2)
The above equations suggest that if they could be merged through getting rid of s and t , we might
just obtain the implicit equation.
Indeed when parametrization (1) has no base points (which are parameter values (s, t) that
correspond to an indeterminate surface point (X, Y, Z) = (0/0, 0/0, 0/0)), parameters s and t
can easily be eliminated from (2) with resultants and the implicit equation is expressed in the
determinantal form. This is possible with either the Macaulay quotient for the triangular total
degree parametrizations or the Dixon determinant for the rectangular bidegree parametrizations.
But the Macaulay quotient may specialize to 0/0 regardless of the absence of base points; what
is worse, when there are indeed base points the Macaulay quotient must vanish. Similarly when
there are base points beyond those accounted for by the rectangular monomial support, the Dixon
determinant must also vanish.
Naturally, the failure of the resultant implicitization technique in the presence of base points
arouses the suspicion that base points and quotient resultants are problematic for implicitization.
The main contribution of this paper is to argue the contrary. We present a situation in which
the implicitization result is simpler when there are base points and the implicitization quotient
resultant becomes indeterminate (that is, specializes to 0/0). To this end, base points are
introduced by corner cutting a rectangular parametric monomial support in such a way that
it has a corresponding quotient resultant. Furthermore, the quotient resultant can be made
indeterminate by aligning corner control vertices into a line. With this construction, the division
needed for the quotient resultant is replaced by an a priori knownmaximal minor of the numerator
determinant of the quotient to give the implicit equation. Thus not only the implicitization
determinant is smaller but no division is needed whatsoever. Implicitization has been extensively
studied by the geometric design and symbolic computation communities, Sederberg and Chen
(1995) are the first to show the benefits of base points in implicitization with the moving surfaces
technique. However, it seems there has not been work reporting the benefits of an indeterminate
implicitization quotient resultant in the presence of base points. Thus our results are original in
three aspects: (1) demonstrating that base points and indeterminate quotient resultants can be
beneficial for implicitization; (2) showing that an implicitization quotient resultant can be made
indeterminate by manipulating control vertices; and (3) establishing that a maximal minor of
the numerator determinant of an implicitization quotient resultant is the implicit equation, thus
simultaneously avoiding the division and making the implicitization determinant smaller. The
theory needed for this work is the construction of quotient resultant for corner-cut monomial
supports. Proofs of the relevant results in the theory are given in the references as they are quite
lengthy and nontrivial. However, the results are formulated in such a way that they can be easily
appreciated and applied in the forthcoming discussions.
The rest of the paper develops as follows. Section 2 reviews related work on the simplification
effects of base points not involving quotient resultants. Section 3 discusses the structure of
corner-cut monomial supports and the properties of the Dixon quotient resultants for these
supports. Corner-cut supports incur base points at axis vertices and have distinguished monomial
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points called exposed points which play a crucial role in the simplification effect. Section 4
relates the collinearity of corner control vertices to the indeterminacy of the quotient resultant
and exploits the 0/0 condition to obtain smaller implicitization determinants. Finally, Section 5
concludes the paper with a comparison between the simplification offered by the moving surfaces
technique and the indeterminate quotient resultants technique. It also suggests topics for future
research.
2. Related work on the simplification effects of base points
Sederberg and Chen (1995) are the first to show that though base points render the standard
resultant approach useless, they are helpful in the moving surfaces implicitization technique
because they produce smaller determinantal implicit equations. Zheng et al. (2003) greatly refine
the implicitization technique of moving surfaces to deal with more complicated base points.
Instead of a set of monomials, the later moving surfaces technique uses the set of blending
functions
Bm′,n′ = {b1(s, t), . . . , bk(s, t)} (3)
consisting of polynomials of degree at mostm′ in s and n′ in t (for some easily determinedm′, n′)
drawn from the derivative ideal
I ′ = 〈x(s, t), y(s, t), z(s, t), w(s, t),
xs(s, t), ys(s, t), zs(s, t), ws(s, t), (4)
xt (s, t), yt (s, t), zt (s, t), wt (s, t)〉
generated from the rational parametrization (1). The set of moving surfaces that follow surface
(1) consists of some moving planes
Pi (X, Y, Z ,W ; s, t) =
k∑
j=1
(cX,i, j X + cY,i, jY + cZ ,i, j Z + cW,i, jW )b j (s, t) (5)
and some moving quadrics
Qi (X, Y, Z ,W ; s, t) =
k∑
j=1
(cX2,i, j X
2 + · · · + cW 2,i, jW 2)b j (s, t). (6)
The set Bm′,n′ ⊂ I ′ can be computed with a Grobner basis G ⊂ I ′ by noting that
b(s, t) =
m′∑
i=0
n′∑
j=0
bi, j s
i t j ∈ Bm′,n′ if and only if b(s, t) ≡ 0 (mod G).
Empirically this approach always produces the implicit equation regardless of the number and
nature of base points. More significantly, the method somewhat quantifies the benefits of base
points in implicitization. It is observed:
(1) Effects of 2-ple base points:
“A 2-ple base point drops the degree of the implicit equation by four. But it does
not work to convert four moving quadrics to moving planes. Instead, two moving
quadrics become moving planes, one moving quadric is eliminated, and one
blending function is eliminated, thereby maintaining a square matrix.”
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(2) Effects of 3-ple base points:
“A 3-ple base point drops the degree of the implicit equation by nine. The method
deals with 3-ple base points by converting three moving quadrics to moving planes,
removing three moving quadrics, and removing three blending functions.”
Motivated by Zheng et al. (2003), this paper goes beyond quantifying the benefits of base
points in implicitization by exploiting the indeterminacy of quotient resultants.
3. Dixon quotient resultants for corner-cut monomial supports
This section presents the recently developed theory on quotient resultants for corner-cut
rectangular monomial supports. The theory extends the classical Dixon resultant (Dixon, 1908)
for rectangular monomial supports. Originally, the classical Dixon resultant is meant for corner-
cut monomial supports with exactly one exposed point at each of the four corners. Chionh (2001)
shows that the classical construction still works when there are at most two exposed points at each
of the four corners. Foo (2003, 2004), and Xiao (2004) extend the classical Dixon construction
to corner-cut monomial supports having three or more exposed points per corner with quotient
resultants.
This section consists of two main parts: structure of a corner-cut monomial support and
construction of the Dixon quotient resultant.
3.1. Structure of corner-cut monomial supports
3.1.1. Parametric monomial supports
Let the polynomials in rational parametrization (1) be
(w(s, t), x(s, t), y(s, t), z(s, t)) =
∑
(i, j)∈S
(
wi, j , xi, j , yi, j , zi, j
)
si t j , (7)
where
(
wi, j , xi, j , yi, j , zi, j
) 6= 0. The set S of exponent pairs (i, j) is called the parametric
monomial support of parametrization (1). We remark that the popular Bezier surfaces in
Bernstein bases(
m
i
)
(1− u)m−iui
(
n
j
)
(1− v)n− jv j (8)
can be easily converted into monomial bases si t j with the reparametrization
u = s
1+ s , v =
t
1+ t . (9)
3.1.2. Sets of rectangular lattice points
We shall denote the set of rectangular lattice points in the Euclidean plane
L = {x0, x0 + 1, . . . , x1} × {y0, y0 + 1, . . . , y1} (10)
with any two diagonally opposite corners as
L = (x0, y0)..(x1, y1) or L = (x0, y1)..(x1, y0). (11)
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3.1.3. Canonical bidegree m × n monomial supports
The set of rectangular lattice points
Sm,n = {0, . . . ,m} × {0, . . . , n} = (0, n)..(m, 0) = (0, 0)..(m, n) (12)
is known as the canonical bidegree m × n monomial support.
For example, the following shows respectively the lattice points of the bidegree monomial
supports S2,2, S1,3, S3,1:
x x x
x x x
x x x
x
x
x
x
x
x
x
x
x x x x
x x x x
3.1.4. Corner-specific expressions
The set of the four corners of Sm,n will be denoted as
Km,n = {(0, 0), (m, 0), (0, n), (m, n)}. (13)
To be concise in the forthcoming discussions, we shall adopt the following presentation format
when stating expressions specific to a corner:
expressions for corner (0, n) expressions for corner (m, n)
expressions for corner (0, 0) expressions for corner (m, 0)
.
3.1.5. Bidegree corner-cut monomial supports
Let S be a parametric monomial support such that
m = max{i | (i, j) ∈ S}, n = max{ j | (i, j) ∈ S} (14)
and
min{i | (i, j) ∈ S} = min{ j | (i, j) ∈ S} = 0. (15)
Then S ⊆ Sm,n and we call Sm,n the bidegree hull of S.
We are interested in supports S obtained from Sm,n by removing lattice points around some of
the corners of Sm,n in such a way that S still satisfies conditions (14) and (15). To highlight this
assumption we call S a bidegree m × n corner-cut monomial support; that is, its bidegree hull is
Sm,n . We shall use the notation
S ⊆ Sm,n (16)
to emphasize that the bidegree hull of parametric monomial support S is Sm,n .
Note that surface parametrization (1) on bidegree corner-cut monomial support S can have up
to three base points at the axis vertices (s, t) = (0, 0), (∞, 0), (0,∞), in addition to any others.
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3.1.6. Exterior points, exposed points, extra points
Consider a bidegree m × n corner-cut monomial support S ⊆ Sm,n . Let (u, v) ∈ Km,n be a
corner of Sm,n .
A point (i, j) ∈ Sm,n \ S is an exterior point of S with respect to corner (u, v) if
((i, j)..(u, v)) ∩ S = ∅. (17)
A point (i, j) ∈ S is exposed to corner (u, v) if
((i, j)..(u, v)) ∩ S = {(i, j)}. (18)
A point (i, j) ∈ S is extra if it is not exposed to any corner of Sm,n .
In diagrams of monomial supports, exposed points will be drawn with solid circles and extra
points will be drawn with empty circles. Exterior points will be unmarked. In set expressions of
monomial supports, extra points are marked with an asterisk.
For example, the following diagram x
x x
x
xx
h h
h h
depicts the 3× 3 corner-cut monomial support
S = {(0, 0), (1, 0), (2, 1), (0, 2), (3, 2), (3, 3), (0, 1)∗, (1, 1)∗, (1, 2)∗, (2, 2)∗}. (19)
The exterior and exposed points at the corners are respectively
(0, 3), (1, 3), (2, 3) none
none (2, 0), (3, 0), (3, 1)
,
(0, 2), (3, 3) (3, 3)
(0, 0) (1, 0), (2, 1), (3, 2)
.
3.1.7. Structure of S ⊆ Sm,n
Consider a corner-cut monomial support S ⊆ Sm,n . Let the sets of exterior points and exposed
points at the corner (u, v) ∈ Km,n be E(u,v) and X(u,v) respectively. Let A be the set of extra
points of S. Clearly we have
S ⊆ Sm,n \ (E(0,0) ∪ E(m,0) ∪ E(0,n) ∪ E(m,n)), (20)
and
S \ A = X(0,0) ∪ X(m,0) ∪ X(0,n) ∪ X(m,n). (21)
3.2. The Dixon quotient resultant
3.2.1. Three bidegree polynomials and brackets
Consider three polynomials defined on a support S:
( f (s, t), g(s, t), h(s, t)) =
∑
(i, j)∈S
(
fi, j , gi, j , hi, j
)
si t j . (22)
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Any 3-point subset T = {(i, j), (k, l), (p, q)} ⊆ S determines (up to sign) a 3×3 determinant
(i, j, k, l, p, q) =
∣∣∣∣∣∣
fi, j gi, j hi, j
fk,l gk,l hk,l
f p,q gp,q h p,q
∣∣∣∣∣∣ . (23)
We call the 3×3 determinant (i, j, k, l, p, q) the bracket corresponding to the set T . When there
is no risk of confusion we abbreviate
(i, j, k, l, p, q) = i jklpq. (24)
3.2.2. The Dixon polynomial and the Dixon matrix
The Dixon polynomial (Dixon, 1908) for f , g, h defined on the support S is
∆( f, g, h) = 1
(s − α)(t − β)
∣∣∣∣∣∣
f (s, t) g(s, t) h(s, t)
f (α, t) g(α, t) h(α, t)
f (α, β) g(α, β) h(α, β)
∣∣∣∣∣∣ . (25)
We remark that the quotient is actually a polynomial in s, t , α, β.
For example, the Dixon polynomial for f = 1, g = s, h = t on S = {(0, 0), (1, 0), (0, 1)} is
the constant 1. The Dixon polynomial for S = S1,1 is
(0, 0, 1, 0, 0, 1)+ (0, 0, 1, 1, 0, 1)t + (0, 0, 1, 0, 1, 1)α + (0, 1, 1, 0, 1, 1)tα. (26)
The Dixon matrix for f , g, h on S is the coefficient matrix D of ∆:
∆ =
[
. . . , si t j , . . .
]
D
[
. . . , αkβl , . . .
]T
. (27)
For example, when S = S1,1 we have
∆ = [1 t] [001001 001011
001101 011011
] [
1
α
]
. (28)
3.2.3. The row and column supports of the Dixon matrix
We recall that the Dixon polynomial∆ for (22) is a polynomial in s, t , α, β. The sets R and C
of exponent pairs (i, j) for si t j and (k, l) for αkβ j in ∆ are called respectively the row support
and column support of the Dixon matrix D.
For example, when S = Sm,n we have
R = Sm−1,2n−1, C = S2m−1,n−1. (29)
3.2.4. Relating a monomial support to its row and column supports
Consider a subset T(u,v) ⊆ S indexed by a corner (u, v) ∈ Km,n . Very often we have to
translate T(u,v) with respect to the corner (u, v) to become a subset T ′(u,v) ⊆ R or a subset
T ′′(u,v) ⊆ C using the Minkowski sum ⊕. The translated sets T ′(u,v) and T ′′(u,v) are defined as
follows:
T ′(0,n) = T ⊕ (0, n − 1) T ′(m,n) = T ⊕ (−1, n − 1)
T ′(0,0) = T T ′(m,0) = T ⊕ (−1, 0)
(30)
T ′′(0,n) = T ⊕ (0,−1) T ′′(m,n) = T ⊕ (m − 1,−1)
T ′′(0,0) = T T ′′(m,0) = T ⊕ (m − 1, 0)
. (31)
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3.2.5. The size of row and column supports
The following theorem describes the structure of the row and column supports of a corner-cut
monomial support.
Theorem 1. Let E(u,v) be the set of exterior points at the corner (u, v) ∈ Km,n of a bidegree
m×n corner-cut monomial support S ⊆ Sm,n . The row and column supports of the Dixon matrix
D on S are
R = Sm−1,2n−1 \ (E(0,0) ∪ E ′(m,0) ∪ E ′(m,n) ∪ E ′(0,n)) (32)
C = S2m−1,n−1 \ (E(0,0) ∪ E ′′(m,0) ∪ E ′′(m,n) ∪ E ′′(0,n)). (33)
A proof can also be found in Chtcherba and Kapur (2004).
For example, let S = {(0, 1), (1, 2), (2, 0), (1, 1)∗}, the diagrams for S, R, C are respectively:
x
x
x
h x
x
x x
x
x
Since the sets of exterior points are mutually disjoint, we have the following corollary.
Corollary 1. The dimension of the Dixon matrix for S ⊆ Sm,n is
dim(D) = 2mn −
∑
(u,v)∈Km,n
|E(u,v)|. (34)
3.2.6. Bracket factors from near exposed rows and columns
N rows (resp. columns) of the Dixon matrix are said to produce a factor F if the determinant
of any N × N submatrix of these rows (resp. columns) is a multiple of F .
Let
T(u,v) = {(i, j), (k, l), (p, q)}, i < k < p, (35)
be a set of three exposed points of a bidegree m × n corner-cut support S ⊆ Sm,n with respect to
the corner (u, v) ∈ Km,n . The bracket corresponding to T(u,v) is
B =
∣∣∣∣∣∣
fi, j gi, j hi, j
fk,l gk,l hk,l
f p,q gp,q h p,q
∣∣∣∣∣∣ . (36)
Let
x = min(p − k, k − i)− 1, y = min(|q − l|, |l − j |)− 1 (37)
and
N0,n = (0,−y)..(x, 0) Nm,n = (−x,−y)..(0, 0)
N0,0 = (0, 0)..(x, y) Nm,0 = (−x, 0)..(0, y) . (38)
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We define the trivial power of T(u,v) as
pi(T(u,v)) = (x + 1)(y + 1). (39)
We have the following important results concerning factor producing rows and columns.
Theorem 2. The rows indexed by the exponents
(T ′(u,v) ⊕ N(u,v)) ∩ Sm−1,2n−1 (40)
produce the factor |B|pi(T(u,v)).
Theorem 3. The columns indexed by the exponents
(T ′′(u,v) ⊕ N(u,v)) ∩ S2m−1,n−1 (41)
produce the factor |B|pi(T(u,v)).
3.2.7. Dixon quotient resultants
Let S ⊆ Sm,n be a bidegree m × n corner-cut monomial support. Let conv(S) be the convex
hull of S and let the exposed points at the corner (u, v) reduce the normalized area (twice
the Euclidean area) of conv(S) from 2mn (the normalized area of Sm,n) by V(u,v). Recall that
E(u,v), X(u,v) are the sets of exterior points and exposed points at the corner (u, v) ∈ Km,n . The
difference
(u,v) = V(u,v) − |E(u,v)| (42)
is called the excess degree at the corner (u, v).
For excess degrees we have the following theorem:
Theorem 4. Let (u, v) ∈ Km,n .
If |X(u,v)| ≤ 2 then (u,v) = 0.
If |X(u,v)| = 3 and X(u,v) has any of the following forms:
{(0, y), (1, n − 1), (x, n)} {(x, n), (m − 1, n − 1), (m, y)}
{(0, y), (1, 1), (x, 0)} {(x, 0), (m − 1, 1), (m, y)} (43)
or
{(0, y), (x − 1, y + 1), (x, n)} {(x, n), (x + 1, y + 1), (m, y)}
{(0, y), (x − 1, y − 1), (x, 0)} {(x, 0), (x + 1, y − 1), (m, y)} , (44)
then (u,v) = 1.
We have the following result concerning the Dixon quotient resultants.
Theorem 5. Let S ⊆ Sm,n be a bidegree m × n corner-cut monomial support and |X(u,v)| ≤ 3
for all (u, v) ∈ Km,n; furthermore, pi(X(u,v)) = (u,v) for any |X(u,v)| = 3. Then the resultant
for polynomials (22) defined on S is the quotient
ρ = |D|
B0,00,0Bm,0m,0Bm,nm,n B0,n0,n
, (45)
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where D is the Dixon matrix for (22) and
B(u,v) =
{
the bracket corresponding to X(u,v) if |X(u,v)| = 3;
1, if |X(u,v)| < 3. (46)
4. The simplification effect of an indeterminate quotient resultant
Clearly, when the resultant formula (45) applies, the implicit equation for surface
parametrization (1) is simply ρ = 0 where ρ is the quotient resultant for the polynomials
f (s, t) = x(s, t)− Xw(s, t),
g(s, t) = y(s, t)− Yw(s, t), (47)
h(s, t) = z(s, t)− Zw(s, t).
If any of the bracket B(u,v) for the set of exposed points X(u,v) at corner (u, v) ∈ Km,n is of
rank 2, the right-hand side of Eq. (45) is 0/0 though the left-hand side is non-zero. In this case,
instead of dividing |D| with B(u,v)(u,v) for each (u, v) with rank(B(u,v)) = 2, by the standard degree
argument of resultants, we may discard any one row and any one column from respectively
(X ′(u,v) ⊕ (p, q)) ∩ Sm−1,2n−1, (X ′′(u,v) ⊕ (p, q)) ∩ S2m−1,n−1 (48)
for each (p, q) ∈ N(u,v) (see definition (38)) to obtain a submatrix D′ of D, the resultant ρ is
then the determinant |D′| divided by the B(u′,v′)
(u′,v′) for the remaining corners (u
′, v′).
If at corner (u, v) the set of three exposed points is X(u,v) = {(i, j), (k, l), (p, q)}, then its
bracket is
B(u,v) =
∣∣∣∣∣∣
xi, j − Xwi, j yi, j − Ywi, j zi, j − Zwi, j
xk,l − Xwk,l yk,l − Ywk,l zk,l − Zwk,l
x p,q − Xwp,q yp,q − Ywp,q z p,q − Zwp,q
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
1 X Y Z
wi, j xi, j yi, j zi, j
wk,l xk,l yk,l zk,l
wp,q x p,q yp,q z p,q
∣∣∣∣∣∣∣∣ . (49)
Thus rank(B(u,v)) = 2 if and only if the matrix wi, j xi, j yi, j zi, jwk,l xk,l yk,l zk,l
wp,q x p,q yp,q z p,q
 (50)
is also of rank 2. But the tuples (wi, j , xi, j , yi, j , zi, j ), . . . , (wp,q , x p,q , yp,q , z p,q), can be thought
of as coordinates for points in the projective 3-space, thus these three points are collinear because
they lie on the intersection of the two projective planes∣∣∣∣∣∣∣∣
w x y z
wi, j xi, j yi, j zi, j
wk,l xk,l yk,l zk,l
w′ x ′ y′ z′
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
w x y z
wi, j xi, j yi, j zi, j
wk,l xk,l yk,l zk,l
w′′ x ′′ y′′ z′′
∣∣∣∣∣∣∣∣ = 0, (51)
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where w′, . . . , z′′ are any values such that∣∣∣∣∣∣∣∣
wi, j xi, j yi, j zi, j
wk,l xk,l yk,l zk,l
w′ x ′ y′ z′
w′′ x ′′ y′′ z′′
∣∣∣∣∣∣∣∣ 6= 0 (52)
as we may assume that (wi, j , xi, j , yi, j , zi, j ) and (wk,l , xk,l , yk,l , zk,l) are linearly independent.
Furthermore, if wi, jwk,lwp,q 6= 0 and
(wp,q , x p,q , yp,q , z p,q) = α(wi, j , xi, j , yi, j , zi, j )+ β(wk,l , xk,l , yk,l , zk,l), (53)
then (
1,
x p,q
wp,q
,
yp,q
wp,q
,
z p,q
wp,q
)
= α wi, j
wp,q
(
1,
xi, j
wi, j
,
yi, j
wi, j
,
zi, j
wi, j
)
+β wk,l
wp,q
(
1,
xk,l
wk,l
,
yk,l
wk,l
,
zk,l
wk,l
)
. (54)
Since
α
wi, j
wp,q
+ β wk,l
wp,q
= 1, (55)
the three control points(
xi, j
wi, j
,
yi, j
wi, j
,
zi, j
wi, j
)
,
(
xk,l
wk,l
,
yk,l
wk,l
,
zk,l
wk,l
)
,
(
x p,q
wp,q
,
yp,q
wp,q
,
z p,q
wp,q
)
(56)
are collinear in the Euclidean 3-space.
The following are examples illustrating the above discussions.
4.1. Example 1: The steiner surface
The Steiner Surface
X = 2st
s2 + t2 + 1 , Y =
2t
s2 + t2 + 1 , Z =
2s
s2 + t2 + 1 , (57)
has a 2× 2 corner-cut monomial support. Its monomial support S ⊆ S2,2, row support R ⊆ S1,3,
and column support C ⊆ S3,1 are as follows:
x x x
x x
x
x
x
x
x
x
x x x
x x
486 E.-W. Chionh / Journal of Symbolic Computation 43 (2008) 475–489
In this example Theorem 5 applies because
|X(0,0)| = |X(2,0)| = |X(0,2)| = 1; (58)
and
|X(2,2)| = 3, N(2,2) = {(0, 0)}, pi(X(2,2)) = 1, (2,2) = 4− |E(2,2)| = 1; (59)
so indeed pi(X(2,2)) = (2,2). Thus the quotient resultant for S is
ρ = |D||B22| , (60)
where D is the Dixon matrix for S. The dimension of D is 8− 3 = 5 in general.
For the f , g, h of parametrization (57), the Dixon polynomial is
4(X − Zt)+ 4(−Xt + Zt2)β + 4(−Y + 2t − Y t2 − Xs)α + 4(−Zt + Ys)α2. (61)
Let Pi, j = (wi, j , xi, j , yi, j , zi, j ). We see that
P00 = P20 = P02 = (1, 0, 0, 0). (62)
Thus the control points P20, P11, P02 corresponding to the three exposed points at the corner
(2, 2) are collinear. The resultant is thus the determinant of the maximal minor of D obtained by
discarding any of the rows indexed by
(X ′(2,2) ⊕ (0, 0)) ∩ S1,3 = {(0, 2), (1, 1)}, (63)
and any of the columns indexed by
(X ′′(2,2) ⊕ (0, 0)) ∩ S3,1 = {(1, 1), (2, 0)}. (64)
But the row indexed by (1, 1) and the column indexed by (1, 1) turn out to be zero. Thus the
implicit equation is simply the 4× 4 determinant (the only maximal minor of D):∣∣∣∣∣∣∣∣
4X 0 −4Y 0
−4Z −4X 8 −4Z
0 4Z −4Y 0
0 0 −4X 4Y
∣∣∣∣∣∣∣∣ = 0. (65)
For the Steiner parametrization (57) the moving surfaces method produces a smaller
determinantal implicit equation. There are two degree 1 (in s, t) planes that follow the surface
X − Ys, X − Zt (66)
and one degree 1 (in s, t) moving quadric that follows the surface
(Y Z − 2X)+ X Zs + XY t. (67)
Consequently the implicit equation obtained by the method of moving surfaces is∣∣∣∣∣∣
X −Y 0
X 0 −Z
Y Z − 2X X Z XY
∣∣∣∣∣∣ = 0. (68)
In this example the method of moving surfaces produces a smaller determinant at the expense
of computing the moving planes and moving quadrics that follow the surface. As for the method
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of indeterminate quotient resultant, the cost is simply the construction of the Dixon matrix D,
which can be done in parallel in several ways.
4.2. Example 2
Consider the bidegree 4× 4 corner-cut monomial support
S = {(2, 0), (3, 1), (4, 2), (3, 3), (2, 4), (1, 3), (0, 2), (1, 1),
(2, 1)∗, (1, 2)∗, (2, 2)∗, (3, 2)∗, (2, 3)∗}.
w
w w
w w
w w
w
g
g g g
g
In general, the resultant is
ρ = |D|
B00B40B44B04
, (69)
where D is a 20 × 20 matrix. If we make each of the following sets of three control points
collinear:
{P02, P11, P20}, {P20, P31, P42}, {P24, P33, P42}, {P02, P13, P24}, (70)
the implicit equation is given by a 16× 16 determinant obtained by dropping any one row from
each of the four sets of rows indexed by
{(0, 2), (1, 1)}, {(2, 1), (3, 2)}, {(2, 6), (3, 5)}, {(0, 5), (1, 6)}, (71)
and dropping any one column from each of the four sets of columns indexed by
{(1, 1), (2, 0)}, {(5, 0), (6, 1)}, {(5, 3), (6, 2)}, {(1, 2), (2, 3)}. (72)
Consequently, any of the two hundred and fifty six 16 × 16 maximal minors of D (they differ
from one another by a constant factor) gives the implicit equation and no division by bracket
factors whatsoever is necessary.
4.3. Example 3
Consider the 2× 4 corner-cut monomial support
S = {(0, 0), (2, 0), (1, 2), (2, 4), (1, 0)∗, (1, 1)∗, (2, 1)∗, (2, 2)∗, (2, 3)∗}. (73)
The diagrams for S, R (row support), C (column support) are as follows:
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x
x
x
x
h
h h
h
h
x x
x x
x x
x x
x
x
x x
x x
x x
x x
x
x
In general the resultant is
ρ = |D|
B20,4
, (74)
where D is a 10× 10 Dixon matrix. If the control points P00, P12, P24 are collinear, the resultant
is given by a 8 × 8 maximal minor of D obtained by discarding any of each of the set of two
rows:
{(0, 2), (1, 4)}, {(0, 3), (1, 5)}, (75)
and discarding any of each of the set of two columns:
{(1, 0), (2, 2)}, {(1, 1), (2, 3)}. (76)
Consequently, any of the sixteen 8 × 8 maximal minors of D (differing from one another by a
constant factor) gives the implicit equation and no division is needed.
5. Discussions
In this paper we discussed the simplification effects of base points by twomethods, the moving
surfaces method reported in Zheng et al. (2003) and the quotient resultants method described in
the paper. The end results are similar, both the methods produce determinantal implicit equations
smaller than that without base points. The major differences are:
(1) Generality
The moving surfaces method deals with any number and complexity of base points. The
quotient resultants method deals only with base points at the axis vertices due to corner
cutting. For the latter simplification happens when the quotient formula applies and sets of
three corner control points are collinear.
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(2) Rigor
The moving surfaces method is shown to be working empirically with predictable
numbers of moving plans and moving quadrics for some types of base points. The quotient
resultants method has a proof.
(3) Efforts
The moving surfaces method requires Grobner bases computation to find blending
functions and linear system solving to find moving surfaces. The quotient resultants method
requires no further computation: it uses some a priori known maximal minor of a Dixon
matrix.
(4) Control
There are no obvious ways to introduce base points in the moving surfaces method. In the
quotient resultants method, 0/0 is achieved by manipulating the control vertices associated
with exposed monomial points.
(5) Simplification
The moving surfaces method simplifies by reducing the number of blending functions and
increasing the number of moving quadrics. The quotient resultants method simplifies when
a priori known maximal minors of the Dixon matrix give the exact implicit equation and
division is avoided altogether.
We have achieved some success in using the Dixon quotient resultant to exploit base points
in implicitization. The method is quite restrictive because we can only deal with cases when
there are at most three exposed points at each corner. On the other hand, the requirement
that sets of three corner control points be collinear offers a geometric means to control
simplification effects. Relaxing the restriction on the number of exposed points and harnessing
geometric characteristics to achieve desirable simplification effects should be very interesting
and potentially fruitful future research.
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