Attribute dependency functions considering data efficiency  by Yamaguchi, Daisuke
International Journal of Approximate Reasoning 51 (2009) 89–98Contents lists available at ScienceDirect
International Journal of Approximate Reasoning
journal homepage: www.elsevier .com/locate / i jarAttribute dependency functions considering data efﬁciency
Daisuke Yamaguchi *
Noble Electronic Industry Co. Ltd., Ayase 252–1125, Japan
a r t i c l e i n f oArticle history:
Received 4 January 2009
Received in revised form 22 August 2009
Accepted 24 August 2009
Available online 29 August 2009
Keywords:
Rough sets
Reducts
Attribute dependency
Decision-relative discernibility matrix
Armstrong’s axioms0888-613X/$ - see front matter  2009 Elsevier Inc
doi:10.1016/j.ijar.2009.08.002
* Tel.: +81 467 78 1278.
E-mail address: daicom0204@yahoo.co.jpa b s t r a c t
Pawlak’s attribute dependency degree model is applicable to feature selection in pattern
recognition. However, the dependency degrees given by the model are often inadequately
computed as a result of the indiscernibility relation. This paper discusses an improvement
to Pawlak’s model and presents a new attribute dependency function. The proposed model
is based on decision-relative discernibility matrices and measures how many times condi-
tion attributes are used to determine the decision value by referring to the matrix. The pro-
posed dependency degree is computed by considering the two cases that two decision
values are equal or unequal. A feature of the proposed model is that attribute dependency
degrees have signiﬁcant properties related to those of Armstrong’s axioms. An advantage of
the proposed model is that data efﬁciency is considered in the computation of dependency
degrees. It is shown through examples that the proposed model is able to compute depen-
dency degrees more strictly than Pawlak’s model.
 2009 Elsevier Inc. All rights reserved.1. Introduction
In pattern recognition [14], reducing dimensionality is often carried out as data preprocessing to improve recognition
accuracy. This process is known as feature selection. When data include nominal or categorical values, the rough set
approach [25–27] is useful and is applied to feature selection in terms of the reduct and core [2,12,15,34]. Pawlak [23]
proposed a mathematical model, called the partial dependency of attributes [20], to compute, by means of an indiscernibility
relation, to what degree a set of attributes (dimensions) depends on another set of attributes. In addition, algebraic proper-
ties of Pawlak’s model are discussed in [8,21,22,24,28–30]. However, as Düntsch and Gediga [9] pointed out, Pawlak’s model
is inadequate in the computation of the dependency degree. The problem arises when an attribute contributes to the
determination of another attribute’s value, yet its dependency degree is given as 0. The details are explained in the next
section.
Several attribute dependency models are related to Pawlak’s model. Bhatt and Gopal [3] proposed a dependency degree
model by means of fuzzy-rough set approximation [7]. This model is an extension of Pawlak’s model and is applicable to
real-valued data. The underlying notion of the model is, however, essentially the same as Pawlak’s model and thus the prob-
lem mentioned above still arises. Chen et al. [5] also suggested a model based on fuzzy-rough sets, in which dependency
degrees are computed according to a fuzzy T-similarity relation. However, this model behaves like Pawlak’s model when
the fuzzy T-similarity relation is crisp, giving rise once again to the problem described above. Hu et al. [13] presented a dis-
tance-based rough set model and dependency function, which is similar to that proposed by Pawlak. Sakai and Okuma
[31,32] proposed an attribute dependency degree computation algorithm for non-deterministic decision tables [16,17,19]
(including set-valued data [11] and interval-valued data [18,35,36]). This algorithm requires two threshold values, which,. All rights reserved.
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thresholds is not discussed. Ziarko [39,40] proposed an attribute dependency model, called the k-dependency function, in
terms of probability. This model requires a target set for rough set approximation and dependency degrees are computed
based on the selected target set. Determining a proper target set is not discussed in [39,40]. Despite all these models, the
problem discussed in [9] is no closer to being solved.
This paper presents a new attribute dependency function based on decision-relative discernibility matrices [33] instead of
the indiscernibility relation. The rest of this paper is organized as follows. The problem with Pawlak’s model is explained in
Section 2, while the newmodel is presented in Section 3. In Section 4, three examples are given to verify the behavior of both
the proposed model and Pawlak’s model. Section 5 provides a discussion based on the results of the examples, while
conclusions are given in Section 6.2. Problem
Pawlak’s attribute dependency model [27] is described below. Let DT ¼ ðU;C [ DÞ be a decision table, where U is a set
of objects, C is a set of condition attributes, and D is a set of decision attributes. Given x as an object of U, the values of x
on c and x on d are given as cðxÞ and dðxÞ, respectively, where c 2 C and D ¼ fdg. A subset of C is denoted by B, where
B#C. The indiscernibility relation for two objects x and y is deﬁned by xIðBÞy, if and only if cðxÞ ¼ cðyÞ for every c 2 B,
where x 2 U and y 2 U. In other words, IðBÞ is called an equivalence relation. Quotient sets of U by an indiscernibility
relation, or by B, are called the family of equivalence classes or the blocks of the partition, denoted by U=IðBÞ or U=B.
The partition U=B containing x is denoted by BðxÞ. Let cðB;DÞ be an attribute dependency degree that represents to what
degree D depends on B:Table 1
Düntsch
x
x1
x2
x3
x4
x5
x6
x7
x8cðB;DÞ ¼ jPosBðDÞjjUj ð1Þ
PosBðDÞ ¼
[
8X2U=D
BðXÞ ð2Þ
BðXÞ ¼ fx 2 UjBðxÞ#Xg ð3Þwhere X#U and jUj is the cardinal number of U. Eq. (2) is called the positive region; that is, the set of objects that are cer-
tainly classiﬁed as members of U=D using B. Eq. (3) is called the lower approximation BðXÞ; that is, the set of objects that are
certainly classiﬁed into X using B.
Skowron proposed the decision-relative discernibility matrix [28]. Let aðx; yÞ be an entry in a decision-relative discern-
ibility matrix:aðx; yÞ ¼ ;; if and only if dðxÞ ¼ dðyÞ
fc 2 CjcðxÞ– cðyÞg; otherwise
(
ð4Þwhere x 2 U; y 2 U and ðx; yÞ 2 U  U.
According to Skowron’s concept of the discernibility matrix [33], a minimum subset of C called a reduct is
computed from the discernibility matrix given above. A reduct of C is represented by C 0 and a collection of all reducts
is represented by REDðCÞ, where 8C0#C and 8C0 2 REDðCÞ. The core, the intersection of all reducts, is given by
COREðCÞ ¼ T8C02REDðCÞC0.
Düntsch and Gediga [9] pointed out that Pawlak’s model, as deﬁned above, is inadequate. This can be explained with
reference to Table 1, which gives a decision table consisting of eight objects, two condition attributes, c1; c2, and one decision
attribute d. When Pawlak’s model is applied to this decision table, it is given that cðfc1g; fdgÞ ¼ 0 and cðfc2g; fdgÞ ¼ 0. The
results are obtained by the following steps:’s decision table [9].
c1 c2 d
0 0 0
0 2 0
0 2 0
1 1 0
1 0 1
1 2 1
1 2 1
0 1 1
Table 2
Cases to
Case
1
2
3
4
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U=fdg ¼ ffx1; x2; x3; x4g; fx5; x6; x7; x8gg
U=fc1g ¼ ffx1; x2; x3; x8g; fx4; x5; x6; x7gg
U=fc2g ¼ ffx1; x5g; fx4; x8g; fx2; x3; x6; x7gg
Posfc1gðfdgÞ ¼
[
8X2U=fdg
fc1gðXÞ ¼ ;
Posfc2gðfdgÞ ¼
[
8X2U=fdg
fc2gðXÞ ¼ ;
cðfc1g; fdgÞ ¼ 0=8 ¼ 0
cðfc2g; fdgÞ ¼ 0=8 ¼ 0No positive regions Posfc1gðfdgÞ and Posfc2gðfdgÞ are obtained from this operation. Note that six of the eight objects in U can be
classiﬁed using the following decision rules based on c1 : ðc1ðxÞ ¼ 0Þ ) ðdðxÞ ¼ 0Þ and ðc1ðxÞ ¼ 1Þ ) ðdðxÞ ¼ 1Þ. In contrast,
fewer objects in U can be classiﬁed using only c2. It seems that d is more dependent on c1 than c2, but Pawlak’s model gives
cðfc1g; fdgÞ ¼ cðfc2g; fdgÞ.
Thus this paper discusses whether Pawlak’s model can be improved. The next section presents the new attribute depen-
dency function from a different perspective.3. Proposal
3.1. New deﬁnition
Deﬁnition 1. Assume a decision table DT, a set of objects U ¼ fx1; x2; . . . ; xng, and a condition-attribute set B, where B#C and
D ¼ fdg. The degree of attribute dependency of B related to D is deﬁned as:cðB;DÞ ¼ jFEðBÞjjNEðDÞj þ
jFUðBÞj
jNUðDÞj
 
2 ð5ÞwhereFEðBÞ ¼ fðxi; xjÞj9c 2 B; c R aðxi; xjÞ ^ cðxiÞ ¼ cðxjÞ; i > jg ð6Þ
FUðBÞ ¼ fðxi; xjÞj9c 2 B; c 2 aðxi; xjÞ; i > jg ð7Þ
NEðDÞ ¼ fðxi; xjÞjdðxiÞ ¼ dðxjÞ; i > jg ð8Þ
NUðDÞ ¼ fðxi; xjÞjdðxiÞ– dðxjÞ; i > jg ð9Þ
i; j ¼ 1;2; . . . ; nNote that decision-relative discernibility matrices are symmetric. The proposed model focuses on the lower triangle of the
matrix, although diagonal entries are not considered.
The proposed model measures how many times condition attributes of B are used for attribute reduction. Decision-
relative discernibility matrices are convenient for counting these. The number of entries in the lower triangle of a deci-
sion-relative discernibility matrix is equal to CombðjUj;2Þ. Note that Combðn; rÞ is the number of ways of choosing r distinct
objects from n objects, where their order is not important. In this case, two distinct objects are chosen from jUj for discern-
ibility inspection. All the entries under consideration are classiﬁed into either NEðDÞ or NUðDÞ, using the following criterion:
dðxiÞ ¼ dðxjÞ or dðxiÞ – dðxjÞ. For this reason, it is known that jNEðDÞj þ jNUðDÞj ¼ CombðjUj;2Þ and NEðDÞ \ NUðDÞ ¼ ;. This is
the meaning of Eqs. (8) and (9).
The proposed model measures how many times the condition attributes of B contribute to determining the values of D in
terms of the following aspects (see also Table 2):be considered for given values in a decision table.
dðxÞ vs. dðyÞ cðxÞ vs. cðyÞ Usage within the proposed model
= = Aspect 1
– – Aspect 2
= – Don’t care
– = Don’t care
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When two decision values are equal, such that dðxiÞ ¼ dðxjÞ and xi – xj, determining the decision value is more
efﬁcient if two condition-attribute values are also equal, such that cðxiÞ ¼ cðxjÞ. Eq. (6) represents the number of
entries to which this situation is applicable.
Aspect 2. Case 2 of Table 2 indicates that condition attributes of B discern two objects with different decision classes.
When two decision values and condition-attribute values are not equal, such that dðxiÞ – dðxjÞ and
cðxiÞ– cðxjÞ, the condition-attribute of B contributes to determining the decision value. Eq. (7) represents the
number of entries to which this situation is applicable.
Don’t care. Case 3 of Table 2 is included in Case 1, while Case 4 implies inconsistency. For these reasons, the proposed model
considers only Cases 1 and 2.
From the above, it is known that jFEðBÞj þ jFUðBÞj 6 CombðjUj;2Þ and FEðBÞ \ FUðBÞ ¼ ;. The proposed attribute depen-
dency model incorporates two ratios as shown in Eq. (5): jFEðBÞjjNEðDÞj is the dependency degree when dðxiÞ ¼ dðxjÞ, and jFUðBÞjjNUðDÞj is
the dependency degree when dðxiÞ – dðxjÞ. Note that both ratios may be 1. The proposed dependency degree is ﬁnally
computed by taking the mean of the two ratios. If a weight parameter b is introduced instead of the mean, Eq. (5) becomescðB;DÞ ¼ b jFEðBÞjjNEðDÞj þ ð1 bÞ
jFUðBÞj
jNUðDÞj ð10Þwhere 0 6 b 6 1.
3.2. Properties
Deﬁnition 2. Based on Pawlak [27] and Yao [38], the following are deﬁned for the proposed model:
(2–1) If and only if cðB;DÞ ¼ 1, it can be said that D entirely depends on B.
(2–2) If and only if cðB;DÞ ¼ 0, it can be said that B is independent of D.
(2–3) If 0 < cðB;DÞ < 1, it can be said that D partially depends on B.
(2–4) Assume two condition-attribute sets B1 and B2, where B1  C;B2  C and B1 – B2. If cðB1;DÞ < cðB2;DÞ, it can be said
that D is more dependent on B2 than B1.
(2–5) Assume two condition-attribute sets B1 and B2, where B1  C;B2  C and B1 – B2. If cðB1;DÞ ¼ cðB2;DÞ, it can be said
that D depends equally on B1 and B2.Deﬁnitions (2–1), (2–2), and (2–3) are followed by the deﬁnitions presented by Pawlak [27]. Each deﬁnition can be rep-
resented mathematically: B! D in (2–1), B 9 D in (2–2), and B!cðB;DÞD in (2–3).
Deﬁnition (2–4) is a speciﬁc form of Yao’s preference relation [38], which can be mathematically represented by B1DB2.
This preference relation holds transitivity for sets of condition attributes. Deﬁnition (2–5) corresponds to Yao’s indifference
relation [38], which can be mathematically represented by B1¼DB2.
In addition to these deﬁnitions, attribute dependency degrees computed by the proposed model hold the following
properties:
(1) 0 6 cðB;DÞ 6 1 for any B#C, where B – ;.
(2) cðB;BÞ ¼ 1 for any B#C, where B– ;.
(3) cðB1;DÞ 6 cðB1 [ B2;DÞ for any B1 and B2, where B1  C;B2  C;B1 – ;;B2 – ;;B1 [ B2#C, and B1 \ B2 ¼ ;.
The second property is trivial and associated with Armstrong’s axiom of reﬂexivity [10] in functional dependencies [6].
The third property is associated with Armstrong’s axiom of augmentation and is important for discussing the relationship
between the dependency degree, reducts and core [37]. This needs to be proved.
Theorem 1. Assume two condition-attribute sets B1 and B2, where B1#C; B2#C;B1 – ;;B2 – ;;B1 [ B2#C, and B1 \ B2 ¼ ;. It
holds true that cðB1;DÞ 6 cðB1 [ B2;DÞ and cðB2;DÞ 6 cðB1 [ B2;DÞ.
Proof. It is obvious that jB1j 6 jB1 [ B2j for any B1 and B2. In this case, the set B2 inﬂuences jFEðB1Þj and jFUðB1Þjwhen B2 is added
to B1. This means that it is possible for jFEðB1Þj and jFUðB1Þj to increase. In other words, both jFEðB1 [ B2Þj and jFUðB1 [ B2Þj are
never smaller than jFEðB1Þj and jFUðB1Þj, respectively, since there is neither subtraction nor division in the conditions of Eqs. (6)
and (7). For this reason, it holds true that jB1j 6 jB1 [ B2j ) jFEðB1Þj 6 jFEðB1 [ B2Þj and jB1j 6 jB1 [ B2j ) jFUðB1Þj 6
jFUðB1 [ B2Þj. In contrast, both jNEðDÞj and jNEðDÞj are unchangeable since these values are not givenby the condition attributes,
but by the decision attribute. Thus, it holds true that jFEðB1Þj6 jFEðB1[B2Þj) jFEðB1ÞjjNEðDÞj6 jFEðB1[B2ÞjjNEðDÞj and jFUðB1Þj 6 jFUðB1 [ B2Þj )
jFUðB1Þj
jNUðDÞj 6
jFUðB1[B2Þj
jNUðDÞj . It also holds true that
jFEðB1Þj
jNEðDÞj6
jFEðB1[B2Þj
jNEðDÞj ) cðB1;DÞ6 cðB1[B2;DÞand jFUðB1ÞjjNUðDÞj 6 jFUðB1[B2ÞjjNUðDÞj ) cðB1;DÞ 6 cðB1 [ B2;DÞ.
Therefore, it holds true thatjB1j 6 jB1 [ B2j ) cðB1;DÞ 6 cðB1 [ B2;DÞ for any B1 and B2. Proving cðB2;DÞ 6 cðB1 [ B2;DÞ can be
done in the same way. h
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dependency degree as high as possible.
4. Examples
4.1. Application of the proposed model to Düntsch’s decision table
The proposed model has been applied to Table 1, giving the following decision-relative discernibility matrix:Ta
Sa
Ta
Atble 4
mple decision t
x
x1
x2
x3
x4
x5
x6
ble 3
tribute depende
Criterion
Pawlak’s cðB; f
Proposed cðB; fx1able 1.
ncy degrees within Dü
dgÞ
dgÞx2c1
0
0
2
2
1
1
ntsch’s decision table.
B ¼ fc
0
0.5625x31gx4c2
2
2
4
3
3
3
B ¼
0
0.39x5fc2g
58x6 x7B ¼ fc1;
1.00
0.75x8x1
x2 ;
x3 ; ;
x4 ; ; ;
x5 fc1g fc1; c2g fc1; c2g fc2g
x6 fc1; c2g fc1g fc1g fc2g ;
x7 fc1; c2g fc1g fc1g fc2g ; ;
x8 fc2g fc2g fc2g fc1g ; ; ;From this decision-relative discernibility matrix, it is given that jNEðfdgÞj ¼ 12; jNUðfdgÞj ¼ 16; jFUðfc1gÞj ¼
10; jFUðfc2gÞj ¼ 10, and jFUðfc1; c2gÞj ¼ 16. Note that CombðjUj;2Þ ¼ Combð8;2Þ ¼ jNEðDÞj þ jNUðDÞj ¼ 28. From Table 1, it
is given that:FEðfc1gÞ ¼ fðx1; x2Þ; ðx1; x3Þ; ðx2; x3Þ; ðx5; x6Þ; ðx5; x7Þ; ðx6; x7Þg
FEðfc2gÞ ¼ fðx2; x3Þ; ðx6; x7Þg
FEðfc1; c2gÞ ¼ fðx1; x2Þ; ðx1; x3Þ; ðx2; x3Þ; ðx5; x6Þ; ðx5; x7Þ; ðx6; x7ÞgBy means of Eq. (5), the attribute dependency degrees are given as follows:cðfc1g; fdgÞ ¼ ð6=12þ 10=16Þ=2 ¼ 0:5625
cðfc2g; fdgÞ ¼ ð2=12þ 10=16Þ=2 ¼ 0:3958
cðfc1; c2g; fdgÞ ¼ ð6=12þ 16=16Þ=2 ¼ 0:75The results of the computation are summarized in Table 3.
4.2. Example for verifying data efﬁciency
Let us consider Tables 4 and 5, both of which consist of six objects, two condition attributes, and one decision attribute.
The difference between the two decision tables is that c2ðx3Þ ¼ 4 in Table 4 whereas c2ðx3Þ ¼ 2 in Table 5. Note that c2 in
Table 5 classiﬁes all the objects perfectly. When both the proposed model and Pawlak’s model are applied to Tables 4
and 5, the attribute dependency degrees are as given in Tables 6 and 7, respectively.d
1
1
1
2
2
2
c2g
Table 5
Sample decision table 2.
x c1 c2 d
x1 0 2 1
x2 0 2 1
x3 2 2 1
x4 2 3 2
x5 1 3 2
x6 1 3 2
Table 6
Attribute dependency degrees for sample decision table 1.
Criterion B ¼ fc1g B ¼ fc2g B ¼ fc1; c2g
Pawlak’s cðB; fdgÞ 0.6667 1 1
Proposed cðB; fdgÞ 0.6111 0.8333 0.8333
Table 7
Attribute dependency degrees for sample decision table 2.
Criterion B ¼ fc1g B ¼ fc2g B ¼ fc1; c2g
Pawlak’s cðB; fdgÞ 0.6667 1 1
Proposed cðB; fdgÞ 0.6111 1 1
Table 8
Status of the Mushroom Data [1].
Total number of objects 8124
Number of valid objects 5644
Number of (decision) classes 2
Number of condition attributes 22
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4.3.1. Purpose
In this example, both the proposed model and Pawlak’s model are applied to the Mushroom Data [1], a benchmark data-
set in machine learning. The status of the data is given in Table 8: the decision table consists of 5644 objects1, 22 condition
attributes and 1 decision attribute. Attribute dependency degrees are computed by the two models and are veriﬁed using a sta-
tistical approach. The steps carried out in the veriﬁcation are the following:
Step 1. Compute all reducts of the Mushroom Data using the Rough Set Exploration System (RSES2[4]). The RSES is a tool for
analyzing data in terms of Rough Set Theory and can extract reducts with a graphical, user-friendly implementation.3
Step 2. For each condition-attribute, investigate the number of times it appears in the reducts computed. The number
represented by FreðBÞ is an important measure for evaluating condition attributes. The greater FreðBÞ, the more
indispensable is the set of condition attributes B. If B is a core then FreðBÞ is equal to the number of reducts
computed. If FreðBÞ ¼ 0 then B is not included in any reduct, which means that such a set of condition attributes
is dispensable in a decision table.
Step 3. Compute the attribute dependency degree for an individual condition attribute by the proposed model and Pawlak’s
model.
Step 4. Apply a nonparametric statistical test to inspect any inconsistency of the attribute dependency degrees computed by
both Pawlak’s model and the proposed model. For example, if B is more indispensable, both FreðBÞ and cðB; fdgÞ
should be greater. In this situation, the Spearman and Kendall rank-correlation tests are applied to two pairs:
FreðBÞ vs. Pawlak’s cðB; fdgÞ, and FreðBÞ vs. the proposed cðB; fdgÞ. If a pair is consistent, the relationship between
the two values should be proportional. For example, FreðBÞ increases as cðB; fdgÞ increases, while FreðBÞ decreases
as cðB; fdgÞ decreases. From a statistical perspective, the rank-correlation coefﬁcient for the pair should be positive
and statistically signiﬁcant.1 Objects with missing values have been removed from the original decision table.
2 http://www.logic.mimuw.edu.pl/~rses/.
3 Selected Version 2.2.2, Full Discernibility and Exhaustive Algorithm.
Fre (B)
Reducts 
Fig. 1. Screenshot of the RSES computing the Mushroom Data.
Table 9
Number of occurrences in the reducts and attribute dependencies of each condition attribute in the Mushroom Data.
Condition attribute (B) Number of occurrences in the reducts ðFreðBÞÞ Pawlak’s cðB; fdgÞ Proposed cðB; fdgÞ
fc22g 111 0.000 0.535
fc10g 75 0.000 0.669
fc20g 69 0.302 0.694
fc8g 65 0.000 0.534
fc2g 61 0.001 0.503
fc5g 58 0.508 0.787
fc4g 56 0.000 0.601
fc11g 55 0.034 0.492
fc19g 55 0.236 0.656
fc18g 42 0.006 0.508
fc3g 32 0.021 0.528
fc15g 29 0.186 0.568
fc7g 26 0.000 0.490
fc21g 26 0.123 0.500
fc12g 21 0.236 0.710
fc13g 21 0.230 0.683
fc14g 20 0.186 0.573
fc17g 13 0.001 0.501
fc9g 10 0.008 0.533
fc1g 0 0.006 0.495
fc6g 0 0.003 0.502
fc16g 0 0.000 0.500
Table 10
Rank-correlation test results.
Spearman’s test Kendall’s test
S p-Value q z p-Value s
FreðBÞ vs. Pawlak’s cðB; fdgÞ 1906.223 0.736 0.076 0.200 0.841 0.032
FreðBÞ vs. Proposed cðB; fdgÞ 1025.525 0.051 0.421 1.894 0.058 0.294
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the behavior of the proposed model.4.3.2. Results
All the reducts and FreðBÞ values have been computed using the RSES as shown in Fig. 1. The software extracted 156 re-
ducts from the Mushroom Data. Table 9 displays a summary of FreðBÞ, Pawlak’s cðB; fdgÞ and the proposed cðB; fdgÞ.
The results of the two rank-correlation tests are summarized in Table 10, where S and z are statistics values, q is Spear-
man’s rank-correlation coefﬁcient, and s is Kendall’s rank-correlation coefﬁcient.
Table 11 shows the attribute dependency degrees with respect to 30 of the 156 reducts.
Table 11
Representative reducts and their dependency degrees in the Mushroom Data.
Reduct (B) Pawlak’s cðB; fdgÞ Proposed cðB; fdgÞ
fc3; c5; c20g 1 0.878759
fc5; c20; c21g 1 0.896144
fc5; c21; c22g 1 0.870866
fc3; c4; c11; c20g 1 0.921293
fc3; c4; c5; c22g 1 0.947007
fc3; c5; c10 ; c22g 1 0.909370
fc3; c4; c11; c22g 1 0.886452
fc3; c5; c9; c22g 1 0.879224
fc3; c5; c7; c22g 1 0.974429
fc3; c5; c19; c22g 1 0.947108
fc3; c5; c11; c22g 1 0.877999
fc3; c5; c18; c22g 1 0.988298
fc4; c7; c11; c20g 1 0.939553
fc4; c5; c11; c22g 1 0.951359
fc4; c5; c12; c22g 1 0.963021
fc4; c5; c13; c22g 1 0.959595
fc4; c5; c14; c22g 1 0.976043
fc4; c5; c15; c22g 1 0.973759
fc4; c5; c17; c22g 1 0.999741
fc4; c8; c11; c20g 1 0.967114
fc4; c11; c18; c20g 1 0.996331
fc4; c11; c12; c22g 1 0.929850
fc4; c9; c11; c22g 1 0.878409
fc4; c11; c13; c22g 1 0.926423
fc4; c11; c20; c21g 1 0.919336
fc4; c11; c18; c22g 1 0.996360
fc4; c11; c20; c22g 1 0.918034
fc5; c7; c15; c20g 1 0.983818
fc5; c8; c15; c20g 1 0.956092
fc5; c7; c15; c22g 1 0.991437
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The proposed model has been applied to Düntsch’s decision table. As seen from Table 3, the problem discussed in Section
2 is improved using the proposed model: d is more dependent on c1 than c2 since cðfc2g; fdgÞ < cðfc1g; fdgÞ. Additionally, the
third property given in Section 3.2 is consistent such that cðfc1g; fdgÞ 6 cðfc1; c2g; fdgÞ and cðfc2g; fdgÞ 6 cðfc1; c2g; fdgÞ.
The proposed model has also been applied to two similar decision tables as shown in Tables 4 and 5. From Tables 6 and 7,
the preference order between the condition attributes is fc1gDfc2g¼Dfc1; c2g. Additionally, the third property given in Sec-
tion 3.2 is consistent such that cðfc1g;DÞ 6 cðfc1; c2g;DÞ and cðfc2g;DÞ 6 cðfc1; c2g;DÞ. From Tables 6 and 7, it is notable that
cðfc2g;DÞ and cðfc1; c2g;DÞ differ. The reason for this is that c2 in Table 5 is able to classify all the objects with fewer decision
rules. The decision rules on c2 taken from Table 5 are:c2ðxÞ ¼ 2) dðxÞ ¼ 1
c2ðxÞ ¼ 3) dðxÞ ¼ 2whereas the decision rules taken from Table 4 are:c2ðxÞ ¼ 2) dðxÞ ¼ 1
c2ðxÞ ¼ 4) dðxÞ ¼ 1
c2ðxÞ ¼ 3) dðxÞ ¼ 2It can be seen that the c2 in Table 5 classiﬁes the objects more efﬁciently. Therefore, cðfc2g;DÞ in Table 7 is greater than that
in Table 6. In contrast, cðfc2g;DÞ computed by Pawlak’s model is the same for both Tables 6 and 7. The proposed attribute
dependency model is able to take into account the efﬁciency of data (or decision rules), unlike Pawlak’s model.
In this paper, the term ‘‘data efﬁciency” means the degree to which a constraint [10] deﬁned in the functional dependency
is satisﬁed. For x 2 U; y 2 U; c 2 C, and d 2 D, this constraint implies that if cðxÞ ¼ cðyÞ is satisﬁed, then dðxÞ ¼ dðyÞ must also
be satisﬁed. The constraint is associated with Eqs. (6) and (8) in the proposed model. A condition-attribute set B is more efﬁ-
cient if the constraint is satisﬁed to a greater degree, i.e., FEðBÞ is greater.
The proposed model has been applied to a large decision table known as the Mushroom Data and statistical rank-
correlation tests have been applied to the attribute dependency degrees computed. According to Table 10, negative rank-cor-
relation coefﬁcients were obtained between the FreðBÞ and Pawlak’s cðB; fdgÞ. Additionally, the p-values computed have no
statistical signiﬁcance. In contrast, positive rank-correlation coefﬁcients were obtained between the FreðBÞ and the proposed
cðB; fdgÞ, although both the Spearman and Kendall coefﬁcients have weak signiﬁcance. The results suggest that the proposed
D. Yamaguchi / International Journal of Approximate Reasoning 51 (2009) 89–98 97model is more consistent than Pawlak’s model. In fact, Pawlak’s model gives cðfc22g; fdgÞ ¼ 0, despite the fact that c22 is
mostly used in the reducts as shown in Table 9.
According to Table 11, Pawlak’s model gives cðB; fdgÞ ¼ 1 for each reduct. In contrast, the proposed model gives different
values. The reason is that the proposed model considers data efﬁciency, as explained previously. Within Table 11, reduct
fc4; c5; c17; c22g is the most efﬁcient reduct to discern all the objects since cðB; fdgÞ ¼ 0:999741. It is rare that cðB; fdgÞ ¼ 1
using the proposed model, even if B is a reduct.
The proposed model is related to Principal Component Analysis (PCA) and Independent Component Analysis (ICA). While
PCA and ICA are given for real-valued data, the proposed model is applicable to nominal-valued data. If the original data are
real values, PCA or ICA can be applied to the real-valued data, or the proposed model can be applied to the data after some
form of discretization [28].6. Conclusion
In this paper, a new attribute dependency degree model based on decision-relative discernibility matrices has been pro-
posed. It has been shown through examples that the proposed model is able to compute dependency degrees more strictly
than Pawlak’s model. A feature of the proposed model is that attribute dependency degrees have signiﬁcant properties re-
lated to those of Armstrong’s axioms. An advantage of the proposed model is that data efﬁciency is considered in the com-
putation of dependency degrees.
Future work includes improving the proposed model further since the p-value computed in the example did not reach the
conﬁdence level ð : p < 0:05Þ. There may be a more appropriate way of computing attribute dependency degrees.References
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