Mental fatigue is a kind of mental exhaustion phenomenon caused by heavy mental work, excessive nervous tension or monotonous work for a long time, which brings great harm to traffic, construction and other fields. Hence, more and more attention has been paid to the research of fatigue prediction methods in recent years. The commonly used fatigue prediction methods fail to accurately predict the fatigue state without adding the influence of physiological factors on fatigue. In this paper, we introduce a fatigue prediction model based on subjective alertness model and physiological parameters, which can be used to predict the fatigue state of human body through deep sleep time, sleep time and workload (physiological parameters) in the future. Specifically, the input is the physiological parameters of the previous day, and the output is fatigue state of the following day. In order to avoid individual differences, this model is modified and verified by multimodal real-time monitoring and self-learning methods. Experiments show that our model is effective, accurate and convenient in practice, which is beneficial to fatigue prediction.
I. INTRODUCTION
Mental fatigue is a psychobiological state caused by prolonged periods of demanding cognitive activity [1] . Researchers have shown that stress increases the susceptibility to infection and illness [2] and affects a diverse range of physical, psychological and behavioral conditions, such as anxiety, depression, and sleep disorders [3] . In the fields of aerospace, driving, and clinical medicine, workers with fatigue often bring huge safety risks [4] . For example, the chance of accidental damage to a machine is relatively small in-flight accidents, but it is more likely to be caused by the fatigue of the human body and the failure to get timely rest during a long period of driving [5] . Therefore, the study of fatigue prediction has very important practical value, and it is necessary to design a better method to prevent the harm caused by fatigue.
Theories and models of fatigue forecast have been studied by many scholars in recent years. The existing problems in the prediction of fatigue are mainly reflected in the sleep/wake mode on the work schedule [6] . The initial fatigue forecast model is a two-process model [7] , [8] . They propose that
The associate editor coordinating the review of this manuscript and approving it for publication was Quan Zou . the sleep/wake cycle is explained by two processes: a homeostasis process and a circadian rhythm process. Later, this model was further improved by Borbely and Achermann [9] . One of the most famous achievement is a subjective alertness model proposed by Borbely to regulate the sleep/wake cycle, which consists of three components: the homeostatic component, the circadian component and the sleep inertia component [10] . Therefore, it is also called the three-process model of alertness (TPM). The homeostatic component, in the form of relaxation oscillators, represents a monotonous increase in ''sleep stress'' during the awakening process, which disappears during sleep. The circadian component shows the alternation of sleep and wakefulness, which changes periodically every 24 hours with the passage of day and night. The sleep inertia component shows reduced levels of neurobehavioral function that occur immediately after awakening and quickly disappear. Combined with the latest neurophysiological research, the model is further optimized. In 1999, Phillips et al. made the most extensive improvements in the model (PR), which has been used to explain sleep fragmentation experiments [11] , [12] , differences in mammalian sleep patterns [13] , and subjective fatigue during sleep deprivation [14] . Later, it has been demonstrated that the physiological basis of humans is consistent with the expression of the model, and the model has been widely used. The fatigue forecast model is verified by fatigue assessment methods: subjective evaluation and objective evaluation [15] . Subjective evaluation is a questionnaire survey conducted on the subject, which is very subjective and uncertain [16] . Objective evaluation includes invasive and non-invasive methods [17] . For example, the typical representative of the invasive type is the acquisition and analysis of EEG. In 2016, Mu et al. found that Electroencephalogram (EEG) shows different manifestations in the state of fatigue and non-fatigue [18] . The non-invasive fatigue detection method calculates the fatigue state through the eye movement characteristic parameters. The most famous one is the '' Percentage of Eyelid Closure Over the Pupil Over Time (PERCLOS)'', which is based on driving simulation experiments [19] . The model and calculation method have been verified by many experts, scholars, and the national road traffic safety administration of the United States, giving them certain accuracy and timeliness [20] . Although neither subjective evaluation nor objective evaluation can provide risk control and prediction of fatigue, it can provide verification for a fatigue forecast model.
The causes of fatigue are complex. Studies have found that workload and sleep duration not only affect physical fatigue, but also are associated with a variety of medical problems which include cardiovascular disease, alertness and cognitive decline [21] , [22] . In deep sleep, the cerebral cortex is fully rested and the body releases the most immune substances, so it has a vital role in eliminating fatigue, restoring energy, immunity and disease resistance [23] . Sleep disorder is due to the sleep-wake cycle and the human body's 24h biological rhythm disorders. Generally speaking, people who sleep for less than seven hours or stay up late for a long time are regularly fatigued [24] . Workload refers to the amount of work that the human body bears per unit of time. When the workload reaches its limit, people become fatigued and are unable to cope with emergencies [25] .
Therefore, this paper introduces deep sleep, workload and sleep time factors to improve TPM. The new model can directly reflect the trend of aggravation and recovery of fatigue in the future, which is called the fatigue prediction model. The parameters set of the model is based on the human physiological data, the physiological data is parameterized as the model input, and the output parameters represent the fatigue state obtained. The output parameters of model are defined as fatigue alertness [26] . The higher the fatigue alertness value, the lower the fatigue feeling. This model provides methods and mathematical model for fatigue prediction, and the quantitative data calculation results represent the strength of fatigue [27] . Later, EEG and PERCLOS are collected by Brain Product (BP) and Eye Tracker. The multimodal information fusion of EEG fatigue characteristics (power spectral density ratio) and eye movement fatigue characteristics (PERCLOS) is extracted to verify and optimize the fatigue prediction model.
II. METHODS

A. INDIVIDUALS
Forty healthy adults participated in the present study. Three individuals were excluded because of premature termination of the EEG recorder, technical problems during EEG collecting. The final sample comprised 37 individuals (14 women) with a mean age of 23.8 years (SD: 3.4). Women did not differ from men concerning age. Most of our study participants were university students (n = 30).
Individuals were free of psychotropic medication, had no history of neurological disease, and no magnetic resonance imaging contraindications. All individuals were native speakers of Chinese. Prior to the examinations, written informed consent was obtained from each subject. Upon completion of the experiment, individuals were debriefed, thanked, and dismissed. It is clear that the new model intuitively reflects the trend of the increase and recovery of fatigue in the future. It is worth noting that the workload factor is the number of hours worked per day.
1) SLEEP INERTIA COMPONENT
The sleep inertia component (W ) that represents the reduced levels of neurobehavioral functioning that occur immediately after waking up and dissipate rapidly thereafter. Specific formula:
During Scheduled Wake:
Constants:
During Scheduled Sleep:
For
For H + C < |W 0 | ,
where ω is defined as the The cosine function is introduced to calculate µ and σ for the actual workload and the actual sleep time.
where 
where µ(σ ) is jointly determined by µ Work (σ Work ), µ Sleep (σ Sleep ). In health medicine field, the sleep time has a great influence on fatigue. The initial weight ratio of the two factors:
Homeostatic component is corrected by the normal distribution function.
where H new (t) is the corrected homeostatic component, which can comprehensively reflect the changes of the alertness trough with time.
D. ULTIMODAL FUSION
In fatigue prediction model of homeostatic components, the value of the parameters µ and σ are fixed set on doctor's advice. However, the research experiment finds that the fixed value of µ leads to the limitation of the model due to the differences in the subjects' living habits and the uncertainty of the time when the individuals reached the fatigue peak every day. In order to avoid individual differences, this model is modified and verified by multimodal real-time monitoring method based on EEG and PERCLOS. Specifically, this paper proposes the method of real-time monitoring to obtain the real-time fatigue characteristics of the individuals, and to gain the maximum fatigue time as the µ of this model for the next day. The final fatigue prediction model of the individuals becomes more stable by constantly modifying the value of µ. The real-time monitoring method which is only used to verify and modify the model, is not the focus of this paper. In our method, the real-time EEG signals of individuals are collected by BP equipment, and the original EEG signals are processed by wavelet transform to remove artifact pollution contained in the EEG signals. Then Welch method is used to estimate the power spectrum density of the processed EEG signals, and the power spectrum energy ratio index is calculated as the EEG fatigue characteristics. The red curve in FIG.1. shows the characteristics of EEG fatigue. Individual PERCLOS parameters are collected by PERCLOS instruments, and the PERCLOS index based on P80 standard is calculated as PERCLOS fatigue characteristics. The blue curve in FIG.1. shows the characteristics of PERCLOS fatigue. Compared with the blinking frequency, PERCLOS is more effective in reflecting the fatigue state. Multimodal fusion is the arithmetic mean of peak fatigue time of EEG and PERCLOS.
The fatigue feature extraction of PERCLOS mainly relies on facial contour recognition. Accurate face location is particularly important for the whole human eye detection algorithm. Therefore, the AdaBoost based face location technology is firstly used to accurately identify the face, and then the gradient descent method is used to monitor the feature points of the face. Finally, the part of the face feature points carrying human eye information is used to extract the face and calculate the PERCLOS index. Specifically, the haarlike feature in the machine-learning method is used for face localization, and an image feature that can distinguish the face from other objects is used for training. Then, the parameters obtained from training are used as the operating parameters of the face detector to conduct face detection on an untrained image. In face detection, this paper firstly using AdaBoost to train weak classifier into strong classifier, each weak classifier for a haar-like features for training. At the beginning of the training, the weight value of each sample is the same. After the end of each training, the weak classifier with the lowest sample error rate is selected. And adjust the weight of the sample, so that the weight of the wrong sample increases and the weight of the right sample decreases. At this time, a new sample is formed, and the next round of training is continued. In this process, the samples with wrong classification will be paid attention to every time, which increases the accuracy of the classifier. Finally, a strong classifier can be obtained by combining the selected weak classifier with a certain weight. After obtaining the face detection results, the supervised gradient descent method is used to identify and locate the human eyes. A series of gradient descent directions are obtained by training the gradient descent directions between the initial feature points of the face and the target feature points, so as to quickly and accurately monitor the face feature points.
The fatigue feature extraction of EEG mainly depends on brain electrical signal collection. In this paper, BP equipment is selected to collect brainwaves, and corresponding experimental data are designed. EEG contains a variety of artifacts, the ocular artifact is the most obvious which is used to remove by wavelet decomposition. Firstly, the signal is decomposed in each scale under the premise of selecting appropriate wavelet basis. The decomposed signal contains noise component and useful signal component. For the noise component coefficient, a threshold value is set, the coefficient above this threshold value is reset, and the coefficient below this threshold value is retained. For useful signal components, they are directly retained or shrunk. Finally, the wavelet coefficients of each scale are reconstructed by using inverse wavelet transform to recover useful signals. After obtaining the EEG signal with the removal of electrical eye artifact, Welch is used to estimate its power spectrum, and the energy and trend of EEG signal power spectrum were simply analyzed.
III. RESULTS
We implemented our prediction model by using MATLAB version R2015a. From November 1, 2018, to January 28, 2019, the degree of fatigue is predicted by 40 individuals using the model. And this model is verified by realtime methods. Several experiments below are to validate our model.
A. MODEL
The actual physiological parameters collected every day are used as the input of the fatigue prediction model to predict the fatigue state of the individuals in the future . FIG.2. shows the fatigue prediction curve of a certain individual. This individual has 8.5 hours of workload and 7.72 hours of sleep the previous day, including 1.33 hours of deep sleep. The time when the individual reaches the trough of fatigue alertness is 14:25, and the trend of reaching the trough of alertness is relatively gentle, which fully explains the aggravation of fatigue in the noon period and the gradual reduction over time. Since individual 2 not only has longer deep sleep time than daily rest time, but also has a lighter workload than daily work, the time when individual 2 reaches the maximum fatigue state is delayed (i.e. 14:34). In short, since people work and rest differently, the time when the subjects reach the peak of fatigue is also different.
In the fatigue prediction model based on physiological parameters, the time to reach the trough of alertness is basically within the time range of the fatigue peak measured by EEG and PERCLOS, which is acceptable to prevent fatigue of individuals in advance. Moreover, the error between the model prediction results and the real-time monitoring results based on multimodal fusion is controlled within 15 minutes, which provides evidence for the validity of the model. In order to make the model more accurate and scientific, this paper proposes a method to replace the time of alertness trough in the fatigue prediction model with the time of real-time fatigue peak of the day (i.e. Replace µ with the real-time fatigue peak.). In table 1, correction is the results of model modified by this method. Interestingly, the error between the modified model prediction results and the real-time monitoring results is about 5min, which is more accurate than the 15-minute error. It can be seen that the results of the modified model are closer to the actual fatigue state. In addition, we can better prevent the harm of fatigue according to the prediction results of the modified model. FIG.4 . compares the prediction results of original model and with the prediction results of model modified by real-time monitoring for 37 individuals. Error 1 is the average error between the original model prediction results and the real-time monitoring results within three months of the individuals. And error 2 is the average error between the modified prediction results and the real-time monitoring results.
Overall, experiments show that error 2 has a better effect than error 1, with an average improvement of 70.4%. The results demonstrate that the modified model has better performance than the original model. The original model directly predicts fatigue state based on individual physiological parameters. But it is not accurate because the influence of previous day fatigue state on fatigue prediction is not introduced. The modified model can predict fatigue more accurately by using real-time monitoring to modify the original model. Although error 2 is about 10 minutes more accurate than error 1, it is acceptable to us because we prevent fatigue for a period of time rather than a specific point in time. Generally, our model has some practicability.
IV. CONLUSION
In this paper, we present a novel method which uses fatigue prediction model and real-time fatigue monitoring system for objective quantitative assessment of fatigue. The fatigue prediction model is used to predict the fatigue of the individuals by the parameters of deep sleep time, total sleep time and workload, which is optimized and verified by the real-time fatigue monitoring system. The results show that the predicted results are basically consistent with the real-time monitoring results. It can more effectively prevent the loss caused by excessive fatigue. Our method has several merits that are essential for our real application.
The contributions of our method can be summarized as the follows: Firstly, the fatigue prediction model adopted in our method which is state-of-the-art provides an accurate prediction of the fatigue. The model takes the effects of deep sleep time, total sleep time and workload on fatigue into account. Secondly, the real-time fatigue monitoring system based on multi-mode provides an overall consideration, which not only obtains the accurate real-time fatigue state, but also avoids the limitation of single monitoring method. Thirdly, our method uses the real-time fatigue monitoring system to constantly optimize and verify the model which produces accurate prediction of fatigue.
Our method can predict the alertness of the subjects and judge the fatigue state according to the fatigue threshold, but it can't output the fatigue degree. A standard to measure the grade of prediction with fatigue needs to be developed in the future.
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