Abstract. This paper considers the problem of finding, given n, the smallest m such that there exists a polynomial
has arisen in connection with so-called Littlewood-type problems [3] , and has many applications, see e.g. [2, 3, 5] . Probably the most interesting of them is: having found such a polynomial of degree m then there are only trivial solutions for the Prouhet A trivial solution is given by ui = Wi, i = 0,... , q. Notice also that the famous Vinogradov mean value theorem gives an upper bound on the total number of the solutions of this system. Let A 7^ (resp. B^) denote the set of polynomials (resp. polynomials non-negative on [0,n]) of degree m satisfying (*) • It is easily checked (see e.g. [5] ) that the above PTE system has a non-trivial solution iff there is a non-zero sequence <So,...<Sn+i with 6i G {-1,0,1}, such that ^27=0 Sig{i) = 0, for any polynomials g(x) of degree m. Thus, whenever A 7^ ^ 0 then PTE problem has only trivial solutions for d > m.
Another consequence is that a polynomial X^?=o a 3 x * w^h l a o| = 1? \a>j\ < 1 can have at most m-fold zero at 1 [3] . Condition A^ ^ 0 provides also a bound lor the Sequence Reconstruction Problem (see [5] and Theorem 1.5 below).
In Borwein, Erdelyi and Kos [3] an ingenious example is constructed which gives a non-negative polynomial of degree L^rV™ + 1J + 4 satisfying |</>(-l)| > SlLo 0(0-It turns out that this was an extremely good guess, since, as we will show, no such a polynomial exists for m < [y/n In 2J -2. We improve on their result by considering polynomials which are non-negative on [0, n] and finding such polynomials of the least degree which satisfy (*) -see Theorem 4. Concerning Theorems 1.3 and 1.4 notice that the known lower bound is ^(\/h7^ ) [1] (see also [3] ).
We consider polynomials non-negative on [0,n] as we can apply Lukacs' Theorem (see [7] , p.4) to these polynomials and then use the Hahn polynomials in order to obtain polynomials with the required minimum degrees. We state a minor variation of Lukacs 5 Theorem which we use in this paper. Proof Part (a) is found in [7] . Part (b): If m is even then we have /(cos(0)) = \h(z)\ 2 = \e~i md / 2 h(z)\ 2 and on expanding out in powers of e 10 the result follows on using the Chebyshev polynomials -see proof in [7] . If m = 2k -1 is odd then we use /(cos(0)) = le -^*-1^h (z)\ 2 instead and expand. This is the only change for the odd case from the standard proof.
Part (c): g(x) = f(n(x + l)/2) satisfies conditions of (b) and so we have
The Hahn Polynomials. The references for this section are [4] , [6] . We consider the Hahn polynomials for a, /? > -1, n £ N: 
The other special case is given by:
We also need to find Tfc(-l), ii!&(-l). To do this we need the following:
LEMMA 2.1.
i=o ' (P O
Proof. On expanding the binomial coefficients and multiplying both sides by (£) we find the above is equivalent to /(n,M) = Ei=o (A-J) (^i^) = (" +^'+1 )-Usin g = /(n-l,A;,t) + /(n-l,fe-l,t+l).
The result follows by induction on n + fe +1. D LEMMA 2.2.
r fc (-l) = i 7 4 r^, fc = 0,...,n;
Proof. Apply Lemma 2.1 with t -0, t -2 respectively. D 3. Finding the Optimal Polynomial. Let V% denote the set of all polynomials of degree k which are non-nega tive on {0,... ,n}. We find the minimum value over all polynomials (j)(x) G T% of: Proof. First we show that the inequality:
is true for n > 3 and hence we need only consider the case </>(-!) > 0, n > 3. For n = 3,4 it can be checked directly and so we assume n > 5. Let Wj = (n + j + 2)(n -j -1) -(n + l)(j + 2)(j + 1). After a small amount of algebra we find:
Now for j < n 2 /^/n + 2 -2. It is easy to show that n 2 /^n + 2 -2 > \/nln2, n > 5. The theorem follows by the last Lemma if we can find an example of a Case (a) polynomial of the given degree k = Min{i: Fi > 1} which satisfies the conditions. We see easily that the polynomial fc > y^ln2 + l/3-1/2 =>Fk>l, n > 3.
We also have using Lemma 3.2 and assuming that k < y/n: i=o Hence we have . However it is possible to have /x(n) = 2fc* -1 for some n and the following theorem gives the necessary condition on n. Notation:
Given n e N. Le^ fc* = 7(71).
Proof. Since we have /x(n) < 2A;* from the even case, we consider odd degree polynomials. Let </>(#) G V^-i-By Lukasc' Theorem we can write: 2 , where p(x) 1 q(x) are of degree k, k -1 respectively. This enables us to re-use the calculations for the even case, but we pay for this by having to normalize the polynomial. On using the Hahn polynomials as in the even case we have:
) is a fixed constant ensuring that T%(x) -bl_ 1 Rl_ 1 (x) has no term in x 2k . But we note that the coefficient of x 2k~1 is determined by these choices and is non-zero. This gives a normalization of the polynomial ftx).
As before we have to consider the cases ^(-1) > 0, 0(-1) < 0.
Case ( where a^-i = r^_i/(l -F^_i), ^_i = -(n + l^-^-iC-lVa + G^_ 2 ).
. We obtain that the minimum k such that A(0) < 0 is given by the least k such that Nk +nk <0 where
We now show that Sk = Nk + rik -(Mk + rrik) > 0 for all fc < 7(71) and Case (a) gives the least k. After some algebra we quickly find that:
The last inequality follows from 0 < Gk-2 < ^fe-i < 1, k < 7(n); see proof of Theorem 3.2. Using Lemma 2.1 we see that (3k-iRk-i(-l) < Tk(-i) & n 2 > nk and the result follows. D
Calculations and Examples. Mathematica was used for all calculations.
We find on calculation using the test Fj* > 1 for the minimum degree 2k of even degree polynomials </> non-negative on [0,n] and satisfying A(</>) < 0 that k = | _y/n In 2J is correct in about 99% of cases from n = 300 to n = 1000. The other values calculated are all [Vn In 2J + 1. [ 
