ABSTRACT In this paper, we investigated into the problem of target location in a bistatic multiple-input multiple-output (MIMO), whose transmit antennas and receive antennas are electromagnetic vector sensors (EMVS). Unlike the traditional linear scaler-sensor array, a linear EMVS array can offer two-diemensional (2D) direction estimation, thus a bistatic EMVS-MIMO radar provides (2D) directionof-arrival and 2D direction-of-departure estimation. Besides, it is able to estimate 2D transmit/receive polarization angles of the targets. An propagator method (PM)-based estimator is proposed. Firstly, it estimate the propagator from the covariance matrix. The parameters are achieved via utilizing the estimation method of signal parameters via rotational invariance technique (ESPRIT) and the vector cross-product technique. The proposed estimator is computationally friendly since it does not involving eigendecomposition of high-dimensional data. Also, it may has similar (or even better) parameter estimation accuracy than the current EPSRIT-Like algorithm. Simulation results verify the effectiveness of the proposed PM estimator.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) technique has aroused massive interests in the past few decades, especially in wireless communications and radar systems [1] - [5] . The concept of MIMO radar was first proposed by Fishler, et al. in 2004 [6] , after which it rapidly became a hot research area. MIMO radar is a guiding technique in many aspects, e.g., military, traffic and Internet-of-things [7] , [8] There are many research branches in MIMO radar, e.g., sampling, waveform design, signal detection, parameter estimation, target tracking. Direction finding is one of the basic issues in parameter estimation. Different MIMO radar configurations result in various estimation problems. In a monostatic MIMO radar, direction finding refer to estimate the direction-ofarrival (DOA), while in a bistatic scenario it refer to estimate the direction-of-departure (DOD) and DOA. In this paper,
The associate editor coordinating the review of this article and approving it for publication was Liangtian Wan. we focus on joint DOD and DOA estimation in a bistatic MIMO radar system. Despite its long history, spatial spectrum estimation will continue to receive attention for many years to come [9] - [11] . Up to now, many estimation algorithms have been developed for MIMO radar. Typical algorithms include multiple signal classification (MUSIC) [12] , estimation method of signal parameters via rotational invariance technique (ESPRIT) [13] , [14] , propagator method (PM) [15] , maximum-likelihood [16] , [17] , tensor-aware approaches [18] - [21] . Besides, many other efforts have been paid on direction finding in a MIMO radar with imperfect scenarios, e.g., nonorthogonal waveforms [22] - [24] , gain-phase errors [25] , [26] , mutual coupling [27] - [30] , spatially colored noise [31] , [32] . Although the above mentioned algorithms can achieve superior estimation performances, they are only suitable for one-dimensional (1D)-DOD and 1D-DOA estimation. Several works have discussed the two-dimensional (2D)-DOD and 2D-DOA estimation problem. In [33] , an PM-based approach was derived, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ whose transmitters/receivers are arbitrarily placed. In [34] , an improved ESPRIT is developed, which can be viewed as the extension of ESPRIT method in [13] . A diagonalization scheme is proposed in [35] , in which the transmitters/receivers are L-shaped arrays. The algorithms in [33] - [35] are rely on the geometries of the transmitters/ receivers, which are scalar sensors.
As it is well known, a scalar-sensors can only measure a single physical component. Vector-sensors, for instance, acoustic vector-sensors, electromagnetic vector sensors (EMVS), have been turned out to be effective in measuring multiple components simultaneously [36] . Inspired by the potential ability for 2D direction finding, a bistatic EMVS-MIMO radar framework was proposed in [37] , in which the transmitters are six-component EMVS and the receiver is a single six-component EMVS, and the ESPRIT strategy is adopted for 2D-DOD and 2D-DOA estimation. Another EMVS-MIMO radar system was presented in [38] , whose transmitters/receivers are multiple EMVS. An ESPRIT-Like methodology was proposed to estimate the 2D-DOD and 2D-DOA. Nevertheless, the eigendecomposition in [38] requires extensive calculation resources. Moreover, 2D-DOD and 2D-DOD in [38] were achieved from the vector cross-product of the electric-field vector and the magnetic-field vector, which ignored the rotational invariant property of the EMVS arrays. The estimation accuracy can be improved further.
To tackle the aforementioned problems, a new PM-Like estimator is proposed for bistatic EMVS-MIMO radar. Rather than eigendecomposition of the covariance matrix, a propagator is utilized to estimate the virtual direction matrix. The elevation angles are obtained via the rotational invariant characteristic of the EMVS arrays, the azimuth angles are achieve from the vector cross-products between the electromagnetic vectors. Furthermore, the polarization parameters are estimated via least squares. Finally, all the parameters are paired by exploiting the orthogonal property of the virtual steering vectors and their null space. Numerical simulations are carried out to show the usefulness of the proposed estimator.
II. PROBLEM FORMULATION
We consider a bistatic MIMO radar system. Suppose there are M transmit antennas and N receive antennas, each of the antenna is consist of six-component EMVS. Spatially, both the transmitter/receivers are uniform linear arrays (ULA) with half-wavelength spacing. Assumed K far-field slowly moving targets appearing in the same range bin of the MIMO radar. The 2D-DOD pair and 2D-DOA pair of the k-th target are θ t,k , φ t,k and θ r,k , φ r,k , respectively, where θ t,k , θ r,k are the elevation angles, φ t,k , φ r,k are the azimuth-angles. Under the orthogonal waveforms assumption, and overlook all the imperfect scenarios (e.g., sensor position error, mutual coupling, gain-phase error), the output of the matched filters take the form [38] 
where denotes the KhatriRao product,
is the transmit direction matrix, E t = e t,1 , e t,2 , · · · , e t,K ∈ C 6×K is the spatial response matrix of a transmit EMVS, A r = a r,1 , a r,2 , · · · , a r,K ∈ C N ×K is the receive direction matrix, E r = e r,1 , e r,2 , · · · , e r,K ∈ C 6×K is the spatial response matrix of a receive EMVS, s (τ ) is the radar cross section (RCS) coefficient vector of the targets, n (τ ) is the noise measurement vector, which is white Gaussian with variance σ 2 , B = A t E t A r E r is the virtual spatial response direction matrix. The steering vectors a t,k ∈ C M ×1 and a r,k ∈ C N ×1 are given by
where [·] T denotes transpose. e t,k ∈ C 6×1 and e r,k ∈ C 6×1 are associate to the spatial response vectors of the transmit EMVS and the receive EMVS, respectively, and [38] 
with
and
where γ t,k , γ r,k are the auxiliary polarization angles, η t,k , η r,k are the polarization phase differences. According to [39] , e t,k and e r,k can be divided into two parts, of which the first three entities, denote as e 1 t,k and e 1 r,k , respectively, contain the electric field information, while the last three entities, denote as e 2 t,k and e 2 r,k , respectively, contain the magnetic field information. Moreover, the Frobenius norms of e 1 t,k , e 1 r,k , e 2 t,k and e 2 r,k are ones, i.e.,
More importantly, the vector-cross-products between e 1 t,k and e 2 t,k , e 1 r,k and e 2 r,k fulfill [39] h t,k = e Assume the targets are uncorrelated, the covariance matrix of y (τ ) is given by
where R s is the covariance matrix of s (τ ), which is a diagonal matrix, I 36MN accounts for the 36MN × 36MN identity
III. THE PROPOSED ESTIMATOR A. PROPAGATOR
Divide B into two sub-matrices as
where
Since B 1 is a non-singular matrix, B 2 can be interpreted as the linear transformation of B 1 , i.e.,
it is directly obtained that
Equivalently, Eq. (12) is written as
where [·] −1 denotes inverse. Obviously, P inherits the array property of B. DivedeR into two sub-matrices aŝ
where G ∈ C 36MN ×K , H ∈ C 36MN ×(36MN −K ) . According to [33] , P c can be estimated viâ
where [·] † denotes Moore-Penrose pseudo-inverse. Consequently, we obtain the estimation of P asP = I K P c .
According to the relationship in Eq. (13), we havê
where T is a full rank matrix.
B. RECEIVE ELEVATION ANGLE ESTIMATION
vector with the p-th (p = 1, 2, · · · , 6M ) entity is one and zeros elsewhere, ⊗ denotes Kronecker product. Let
where 
where r = diag e jπ sin θ r,1 , e jπ sin θ r,2 , · · · , e jπ sin θ r,K . According to Eq. (16)- (18), one can get
Thereafter, perform eigdecomposition on r . After which we can get the eigenvectorsT = [u 1 , u 2 , · · · , u K ] ∈ C K ×K and the associate eigenvalues λ r,1 , λ r,2 , · · · , λ r,K . It can be seen thatT is the estimation of T. The receive elevation angle θ r,k is then achieved viâ
where angle λ r,k is to get the phase of λ r,k in radian.
C. RECEIVE AZIMUTH ANGLE ESTIMATION
Now we try to estimate φ r,k . According to Eq.(17) we can get
whereÃ r (6n − 5 : 6n, :) returns the rows form 6n − 5 to 6n ofÃ r . As a result,Ẽ r can be estimated viâ
whereˆ is the estimated . It should be noted thatẼ r is corrupted by D t,p , which can be reviewed as the scaler effect on the columns ofẼ r , and it can be eliminated by the normalization operation. According to Eq.(6) and Eq. (7), we calculateĥ
whereê 1 r,k =Ê r (1 : 3, k),Ê r (1 : 3, k) returns the first three columns, the k-th row ofÊ r ,ê 2 r,k =Ê r (4 : 6, k). Thereafter, the estimate of φ r,k is obtained viâ
whereĥ r,k (1) andĥ r,k (2) stand for the first and the second entities ofĥ r,k , respectively.
D. RECEIVE POLARIZATION ANGLES ESTIMATION
According to Eq.(3), we can get v r,k from the following least squares method
Letê r,k = denotes the k-th column ofÊ r , which can be regarded as the estimated response vector e r,k . Once 2D-DOA pair θ r,k ,φ r,k have been obtained, we can construct C r,k . The polarization vector v r,k can be estimated fromv
Finally, the estimates of receive polarization angles are accomplished viaγ
SinceÃ r andẼ r share the same right non-singular matrix T, the estimated angles θ r,k ,φ r,k ,γ r,k ,η r,k are automatically paired.
E. 2D-DOD AND 2D RECEIVE POLARIZATION ANGLES ESTIMATION
In a similar way, we can obtain 2D-DOD. Construct J M ,1 and J M ,2 . The following invariant property is established (29) where t = diag e jπ sin θ t,1 , e jπ sin θ t,2 , · · · , e jπ sin θ t,K . Define J 2 = 1 q ⊗ I 6M ∈ C 6M ×36MN , where 1 q is a 1 × 6N vector with the q-th (q = 1, 2, · · · , 6N ) entity is one and zeros elsewhere. Then we compute
From the eigendecomposition of t we can get the eigenvectors U and the associate eigenvalues λ t,1 , λ t,2 , · · · , λ t,K . The transmit elevation angle θ t,k is obtained viâ
After which we can get the estimated t , which is marked asˆ t . Furthermore, we calculatê
E t can be viewed as the estimated version of E t , but it is corrupted by the scaler effect. φ r,k can be estimated by utilizing the cross-product technique. Firstly, we constructĥ
Now we focus on 2D transmit polarization angle estimation. Similarity, we need to constructĈ t,k andê t,k . After which we computev
and step further to get
Also, the estimated angles θ t,k ,φ t,k ,γ t,k ,η t,k are automatically paired.
F. 2D-DOD AND 2D-DOA PAIRING
Although r,k = θ r,k ,φ r,k ,γ r,k ,η r,k and t,k = θ t,k ,φ t,k ,γ t,k ,η t,k are paired automatically, 2D-DOD and 2D-DOA are not paired, there still need to further pair calculation. Herein, the orthogonal property between the original subspace and its null subspace is explored. Eq. (12) can be also expressed as (39) where b r,k1 , t,k2 denotes the column vector of B with the angles in r,k1 , t,k2 . The correct angle pair can be find by find the minimums of f r,k1 , t,k2 . Till now, we have developed a new estimator for joint 2D-DOD, 2D-DOA and polarization angles estimation, as deducted above. The algorithmic steps of the proposed estimator are given as follows:
Step 1:
Step 2: Compute the propagator viaP H c = G † H, and form the matrixP = I K P c .
Step 3: Get r through Eq. (20) . Perform eigendecomposition on it to getT and the associate eigenvalues λ r,1 , λ r,2 , · · · , λ r,K . Obtainθ r,k from λ r,k through Eq. (21) Step 4: ComputerÊ r according to Eq. (23), calculate the vector cross-productĥ r,k according to Eq. (24), and getφ r,k from Eq. (25).
Step 5: Estimate the receive polarization angles via Eq. (27)-Eq. (28) Step 6: Similarity, compute t through Eq. (30). Imitate step 3 and step 5 to get 2D-DOD and 2D transmit polarization angles.
Step 7: Pair the angles through finding the minimums of Eq. (39)
IV. ALGORITHM ANALYSIS A. STOCHASTIC CRAMÉR-RAO BOUNDS (CRBs)
. According to [40] , the stochastic CRBs on θ t,1 , θ t,2 , · · · , θ t,K , φ t,1 , · · · , η r,K are given by [40] 
where ⊕ denotes the Hadamard product, real [·] returns the real part of a matrix. ⊥ B = I 36MN − BB † , 1 8×8 denotes the 8 × 8 matrix with all the entities are ones.
B. COMPLEXITY
The proposed estimator is much more efficient than the ESPRIT-Like method in [38] , since it does not involve high-dimensional eigendecomposition. The main complexity of the method in [38] is the eigendecomposition of the covariance matrix, which require O 36 3 M 3 N 3 complex multiplication. The main complexity of the proposed estimator is the calculation of propagator, which requires 72MNK 2 + O K 3 complex multiplication. From the perspective of complexity, the proposed estimation is much more attractive than the ESPRIT-Like method in [38] .
C. ACCURACY
In the ESPRIT-Like method, 2D-DOA/2D-DOD are obtained after the vector-cross product operation. However, in the proposed estimator, the receive/transmit elevation angle is first obtained via the invariant technique, then the receive/transmit azimuth angle is estimated from the vector-cross product technique. It can be seen the accuracy of vector-cross product is rely on the accuracy of invariant calculation, thus the proposed estimator should be more accurate than the ESPRIT-Like method.
V. SIMULATION RESULTS
In this section, 500 Monte-Carlo trials are carried out to show the effectiveness of the proposed estimator. In the simulation, M , N and L account for the number of transmit EMVS, the number receive EMVS and number of snapshot, respectively. Suppose that there are K = 3 far-field targets
, respectively. The reflect coefficients fulfill the swerling II model. The signal-to-noise ratio (SNR) in the simulation is defined as SNR 10 log 10
, where y (τ ) and n (τ ) are the matrices in Eq.(1). The computer run the simulation is a HP Z840 workstation with two Intel(R) Xeon(R) E5-2650 v4 2.20 GHz processors, 128 GB DDR4 RAM. The software is MATLAB R2016a. Three metres are utilized for estimation performance assessment. The first one is root mean square error (RMSE). The second one is the probability of the successful detection (PSD). The last one is the average running time. For the
T , RMSE is defined as
whereθ i,k denotes the estimated ϑ k in the t-th Monte-Carlo trial. For PSD, a successful trial is recognized if the absolute errors of estimated angles are under 1 • . In order to plot less curves in the figure, we only give the average RMSE and PSD on direction angle (2D-DOA and 2D-DOD) estimation (marked with the suffix '-d' in the legend), the average RMSE and PSD on polarization angle (2D-receive polarization angle and 2D-transmit polarization angle) estimation (marked with the suffix '-p').
In the first simulation, we test the estimated performance of the proposed algorithm at various SNR, where M = 6, N = 8 and L = 200. Fig.1-Fig.3 show the results. For comparison, the performance of the ESPRIT-Like algorithm in [38] as well as the CRBs are added. As we can see in Fig.1 , all the algorithms offer better RMSE on direction angle estimation than polarization angle estimation. The proposed estimator provides worse RMSE than the ESPRIT approach on direction angle estimation at low SNR regions (SNR<0dB), and it offers better RMSE when SNR is larger than 0dB. Moreover, both the proposed estimator and the ESPRIT-Like algorithm have very close RMSE when SNR>0dB. On the other hand, as depicted in Fig.2 , all the methods successfully recognize all the angles at high SNR regions. When the SNR is smaller than a given value, the PSD starts to drop, which known as the SNR threshold. Obviously, the proposed algorithm and the ESPRIT-Like method achieve the same SNR thresholds. As expected, the proposed algorithm require much less running time, as shown in Fig.3 . It is very clear that the proposed estimator is more efficient than the ESPRIT-Like algorithm.
In the second experiment, the estimation performances with various N are given in Fig 4-Fig 6, where M = 6, L = 200 are considered and SNR is fixed at 10dB. It is seen the proposed estimator proposed better RMSE on direction angle estimation than the ESPRIT-Like algorithm. Both of them have very close RMSE performance on polarization angle estimation. Also, they achieve similar PSD performance. Fig 6 illustrates the running time versus N . It is seen the running time that the proposed estimator require is an order of magnitude lower than the ESPRIT-Like algorithm.
Finally, the estimation performance on various L are given in Fig 7-Fig 9, where M = 6, N = 8 and SNR is set to 10dB. As shown in Fig 9, all the algorithms are not sensitive to L, but the proposed estimator is computationally more efficient than ESPRIT-Like. Fig 7-Fig 8 suggest that the estimation performances of all the algorithms are improved with L increasing. Similarity, the proposed estimator has lower RMSE performance on direction angle than ESPRIT-Like algorithm, while other indexes are very similar.
VI. CONCLUSION
In this paper, we have developed an propagator estimator for 2D angle estimation in a bistatic EMVS-MIMO radar. Since the proposed estimator does not involve high-dimensional eigendecomposition calculation, it is much more economic than the state-of-the-art ESPRIT-Like approach. Also, it provides very close estimation performance than the latter. Numerical experiments have been given to show the effectiveness of the proposed estimator. 
