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Large deviation principle for the intersection measure of Brownian
motions on unbounded domains
Takahiro Mori∗
Abstract
Consider the intersection measure ℓISt of p independent Brownian motions on R
d. In this article,
we prove the large deviation principle for the normalized intersection measure t−pℓISt as t → ∞,
before exiting a (possibly unbounded) domain D ⊂ Rd with smooth boundary. This is an extension
of [W. Ko¨nig and C. Mukherjee: Communications on Pure and Applied Mathematics, 66(2):263–
306, 2013] which deals with the case D is bounded, and of [C. Mukherjee: Communications on Pure
and Applied Mathematics, 70(12):2366–2404, 2017] which deals with the caseD = Rd. Our essential
contribution is to prove the so-called super-exponential estimate for the intersection measure of
killed Brownian motions on such D by an application of the Chapman-Kolmogorov relation.
Keywords: Intersection measure; Large deviations
Mathematics Subject Classification (2010): 60J65 (primary); 60F10
1 Introduction
Analysis of the intersection of the Brownian paths begins with the series of studies by Dvoretzky,
Erdo˝s, Kakutani and Taylor [DEK50, DEK54, DEKT57], which give the following dichotomy: for
p independent Brownian motions B(1), . . . , B(p) on Rd, the paths intersect, i.e., B(1)(0,∞) ∩ · · · ∩
B(p)(0,∞) 6= ∅ almost surely if d−p(d−2) > 0, and do not intersect almost surely if d−p(d−2) ≤ 0.
Motivated by physical problems such as the configurations of interacting polymers, a random measure
that measures the intensity of the intersections of the paths at each point has been introduced. The
measure is called the intersection local time, named after its property like the local time of an 1-
dimensional Brownian motion. For further discussion, see Le Gall’s lecture note [LG92] for example.
In this paper, we consider the occupation measure of the set of intersections which is formally
written as
ℓISt (A) =
∫
A
[∫
[0,t]p
p∏
i=1
δx(B
(i)(si))ds1 · · · dsp
]
dx for A ⊂ Rd Borel (1.1)
under the regime d − p(d − 2) > 0, where δx is the Dirac measure at x (see Section 1.1 for a precise
definition). We call this as the (mutual) intersection measure after Ko¨nig and Mukherjee [KM13].
Here and in the following, the superscript “IS” means “InterSection”. A contribution of this paper is
the Donsker-Varadhan type large deviation principle for the intersection measure ℓISt (dx) as t → ∞,
before exiting an unbounded domain D ⊂ Rd with smooth boundary. This is roughly written as
P
(
(t−pℓISt ; t
−1ℓ
(1)
t , . . . , t
−1ℓ
(p)
t ) ≈ µ, t < τ (1)D ∧ · · · ∧ τ (p)D
)
≈ exp
{
−t
p∑
i=1
1
2
∫
D
|∇ψ(i)|2dx
}
(1.2)
as t→∞ (see Theorem 1.1 for a precise meaning), where ℓ(i)t and τ (i)D are the occupation measure and
the exit time from D of the process B(i) respectively, and µ = (µ;µ(1), . . . , µ(p)) is a tuple of a Radon
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measure and p probability measures on D of the form dµdx =
∏p
i=1
dµ(i)
dx and ψ
(i) =
√
dµ(i)
dx ∈ W 1,20 (D),
the Sobolev space with zero boundary values. Previously, Ko¨nig and Mukherjee [KM13] showed
such large deviation result when D is bounded and Mukherjee [Muk17] showed when D = Rd. In
comparison with [Muk17], our argument is less dependent on the symmetricity of the Euclidean space
such as the Fourier transformation method and the scaling property of a Brownian motion.
This paper is organized as follows. In Section 1.1, we recall the definition of the intersection
measure and state our main result (Theorem 1.1), the large deviation principle of the intersection
measure. Section 1.2 summarizes earlier works related to our main result. Section 2 is the outline of
the proof of the main result. In this section, we state the super-exponential estimate (Theorem 2.1),
a key theorem to prove the main result. We prove this in the following Section 3. In Section 4 and 5,
we prove the large deviation lower and upper bound, respectively. Finally in Section 6, we discuss an
extension of the main theorems from Brownian motions to other processes such as the stable processes.
1.1 Settings and main results
Suppose D ⊂ Rd be a (possibly unbounded) domain with smooth boundary. Let ∂ be a point added
to D so that D∂ := D ∪ {∂} is the one-point compactification of D. A killed Brownian motion X in
D is the process given by
Xt =
{
Bt, t < τD,
∂, t ≥ τD,
where B is a Brownian motion on Rd and τD = inf{t > 0 : Bt 6∈ D} is the exit time of B from D. We
write the continuous transition density function and the α-order resolvent density function of X by
pt(x, y) and rα(x, y), respectively.
Set the ball average kernel qε(x, y) by
qε(x, y) :=
1
|B(x, ε)|1B(x,ε)(y), ε > 0, x, y ∈ R
d
and the ball average operator Tε by
Tεf(x) =
∫
Rd
qε(x, y)f(y)dy, ε > 0, x ∈ Rd, f ∈ Bb(Rd),
where B(x, ε) is the open ball {y ∈ Rd; |x− y| < ε} and Bb(Rd) is the set of bounded Borel functions
on Rd. We note that Tε is L
r(Rd)-contractive and strongly continuous as ε→ 0 for any r ≥ 1.
Suppose p ≥ 2 is an integer with d − p(d − 2) > 0. Let X(1), . . . ,X(p) be independent killed
Brownian motions in D. Throughout this article, we fix their initial points x
(1)
0 , . . . , x
(p)
0 ∈ D. We
write τ
(1)
D , . . . , τ
(p)
D as their exit times from D, respectively. For each ε > 0, we define the approximated
(mutual) intersection measure ℓISt,ε of X
(1), . . . ,X(p) up to time t by
〈ℓISt,ε, f〉 =
∫
D
f(x)
[ p∏
i=1
∫ t
0
qε(x,X
(i)
s )ds
]
dx
for f ∈ Bb(D), with the convention qε(x,X(i)s ) = 0 when s ≥ τ (i)D . It is well known that for each t > 0,
there exists a random measure ℓISt such that ℓ
IS
t,ε converges vaguely to ℓ
IS
t in M(D) and that
lim
ε→0
E
[|〈f, ℓISt,ε〉 − 〈f, ℓISt 〉|k] = 0 for any integer k ≥ 1 and f ∈ CK(D),
where M(D) is the set of Radon measures on D equipped with the vague topology τv and CK(D)
is the set of continuous functions on D with compact support. The limit ℓISt is called the (mutual)
intersection measure of X(1), . . . ,X(p) up to time t. For detail, see [KM13] or the author’s previous
paper [Mor20] for example.
Before stating our main results, we recall the definition of large deviation principle. Usually the
large deviation principle is defined for families of probability measures, but in this paper we define
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for families of sub-probability measures. Note that most of the basic properties of large deviation
principle (e.g., exponentially tightness, contraction principle) also hold in this case.
Let X be a topological space. A function I : X → [0,+∞] is called a rate function (resp. good rate
function) if for any α ≥ 0 the level set {x ∈ X : I(x) ≤ α} is closed (resp. compact) in X . We say
that the family of sub-probability measures {Pt}t>0 on X satisfies the (full) large deviation principle
(LDP in abbreviation) as t→∞ with rate function I if
lim sup
t→∞
1
t
logPt(F ) ≤ − inf
µ∈F
I(µ) for all closed set F ⊂ X (1.3)
and
lim inf
t→∞
1
t
logPt(G) ≥ − inf
µ∈G
I(µ) for all open set G ⊂ X . (1.4)
The condition (1.3) and (1.4) are referred to as the LDP upper and lower bounds, respectively. We
also define the weak LDP by replacing all closed sets with all compact sets in the definition of LDP
upper bound (1.3).
Our main result is the weak LDP for the intersection measure. This is a natural formulation for
unbounded domains since (full) LDP fails to hold even for a single empirical measure when D = Rd.
When the domain D is unbounded, we need to consider the case that some mass of the (normalized)
occupation measure of a Brownian motion escapes to infinity. Hence, for the occupation measure, it
is natural to consider the LDP on the space M1(D∂), the set of probability measures on D∂ equipped
with the weak topology, even when D is the whole space Rd. We can see that this is equivalent to the
set of sub-probability measures M≤1(D) equipped with the vague topology.
Define the function I :M(D)× (M1(D))p → [0,+∞] by
I(µ;µ(1), . . . , µ(p))
:=


1
2
p∑
i=1
∫
D
|∇ψ(i)|2dx, if ψ(i) =
√
dµ(i)
dx
∈W 1,20 (D) and
p∏
i=1
dµ(i)
dx
=
dµ
dx
,
∞, otherwise
(1.5)
for (µ;µ(1), . . . , µ(p)) ∈ M(D) × (M1(D))p, where M1(D) is the set of probability measures on D
equipped with the weak topology τw. Write the occupation measure ℓ
(i)
t of X
(i) up to t by 〈f, ℓ(i)t 〉 =∫ t
0 f(X
(i)
s )ds for bounded Borel functions f on D. The following weak LDP is our main result.
Theorem 1.1. On the space (M(D), τv)×(M1(D), τw)p, the law of the tuple (t−pℓISt ; t−1ℓ(1)t , . . . , t−1ℓ(p)t )
satisfies the weak LDP as t→∞ under P( · , t < τ (1)D ∧ · · · ∧ τ (p)D ), with the rate function I.
In fact we will show a stronger result (Theorem 2.2), in which the weak LDP upper bound is replaced
by the full LDP upper bound on the space (M(D), τv)× (M≤1(D), τv)p, where M≤1(D) is the set of
sub-probability measures on D equipped with the vague topology τv.
Remark 1.2. The above result holds not only for Brownian motion but for more general processes. In
Remark 3.3 and at the end of Section 6, we list the conditions for the process we need.
When the domain D is bounded, there is no difference between weak and full LDP’s. Thus we
recover [KM13, Theorem 1.1].
Proposition 1.3. Suppose D ⊂ Rd is a bounded domain with smooth boundary. Then, on the space
(M(D), τv)× (M1(D), τw)p, the law of the tuple (t−pℓISt ; t−1ℓ(1)t , . . . , t−1ℓ(p)t ) satisfies the full LDP as
t→∞ under P( · , t < τ (1)D ∧ · · · ∧ τ (p)D ), with the good rate function I.
1.2 Related works
In this section, we briefly review some works which are directly related to this paper. The interested
reader may refer to the monograph [Che10] for detail.
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We first remark variants of the intersection local time and the intersection measure. Geman,
Horowitz and Rosen [GHR84] introduced the random measure α(ds1 · · · dsp) on [0,∞)p which is sup-
ported on the set {(s1, . . . , sp) ∈ [0,∞)p : B(1)(s1) = · · · = B(p)(sp)} and measures the intensity of the
intersections of the trajectories has been investigated. The measure is called the (mutual) intersection
local time and is formally written as
α(A) =
∫
Rd
[∫
A
p∏
i=1
δx(B
(i)(si))ds1 · · · dsp
]
dx for A ⊂ [0,∞)p Borel, (1.6)
and Le Gall [LG86] rigorously constructed the measure by considering the Lebesgue measure of the
intersection of Wiener sausages with radius ε and taking limit as ε ↓ 0. They also considered yet
another type of the intersection local time, which is a random measure on (Rd)p−1 and is formally
written as ∫
A
[∫
[0,t]p
p−1∏
i=1
δxi(B
(i+1)(si+1)−B(i)(si))ds1 · · · dsp
]
dx for A ⊂ (Rd)p−1 Borel. (1.7)
Bass and Khoshnevisan [BK93] obtained the Tanaka formula for this type of the intersection local
time.
We next survey previous results about the total mass of the intersection measure. Ko¨nig and
Mo¨rters [KM02] investigated upper tail asymptotics of the random variable ℓIS∞(D) (this is equal to
α([0, τ
(1)
D ]×· · ·× [0, τ (p)D ])) when D is bounded. Chen [Che04] studied the law of the iterated logarithm
about ℓISt (R
d) (this equals α([0, t]p)) as t → ∞ and showed that the asymptotics of the logarithmic
moment generating function logE exp
{
θℓISt (R
d)1/p
}
as t → ∞ can be represented as a variational
formula. Chen and Rosen [CR05] proved that similar results also hold for p independent α-stable
processes on Rd with 0 < α < 2.
In the end, we give large deviation results for the occupation measure and the intersection measure
of Brownian motions. Mukherjee and Varadhan [MV16] considered the compact space M1(Rd)/ ∼,
the quotient space under spatial shifts, and they proved the full LDP for the occupation measure
of a Brownian motion on the quotient space. As we stated before, Ko¨nig and Mukherjee [KM13]
showed the LDP for the intersection measure. In this paper, they used the eigenvalue expansion of
the transition density, and hence their proof is valid only when the domain D is bounded. Mukherjee
[Muk17] proved the LDP for the Brownian intersection measure on Rd in the case d = 2, p = 2.
His proof there is based on a Fourier transformation of the transition probabilities of the Brownian
motion. He also used the scaling property of the Brownian motion on Rd and hence his argument is
valid only the case D = Rd.
2 Proof outline
Our proof follows the same three steps as in [KM13]:
• LDP for smoothed intersection measure,
• Convergence of the rate function,
• Super-exponential estimate.
The first two steps do not require new ideas and well be done in Sections 4 and 5. The technical
novelty of this paper lies in the third step. More precisely, we show the following extension of [KM13,
Proposition 2.3]. Let D ⊂ Rd be a (possibly unbounded) domain with smooth boundary.
Theorem 2.1 (Super-exponential estimate). For each f ∈ CK(D) and ε > 0, there exists positive
constant C(ε), which depends on p and f and is independent of t and k, such that limε→0C(ε) = 0
and
E[|〈ℓISt,ε, f〉 − 〈ℓISt , f〉|k] ≤ ept(k!)pC(ε)k for any k ≥ 1 and t > 0. (2.1)
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We prove this in the following Section 3.
We note that Theorem 2.1 and the Markov inequality imply that the random variables {t−pℓISt,ε}t,ε
are exponentially good approximations of {t−pℓISt }t, that is, it holds that
lim
ε→0
lim sup
t→∞
1
t
logP
(
d(t−pℓISt,ε, t
−pℓISt ) > δ
)
= −∞
for every δ > 0, where d is a metric on M(D).
Once Theorem 2.1 (and hence the exponentially good approximation) is proved, we can deduce
the following large deviation result by a similar argument as in the proof of [KM13, Theorem 1.1].
Let ℓ
(1)
t , . . . , ℓ
(p)
t be the occupation measure of X
(1), . . . ,X(p) up to t, respectively. We extend the
definition of I from M(D) × (M1(D))p to M(D) × (M≤1(D))p canonically and write the extended
function as I.
Theorem 2.2.
(i) On the space (M(D), τv)×(M1(D), τw)p, the law of the tuple (t−pℓISt ; t−1ℓ(1)t , . . . , t−1ℓ(p)t ) satisfies
the LDP lower bound as t→∞ under P( · , t < τ (1)D ∧ · · · ∧ τ (p)D ), with the rate function I.
(ii) On the space (M(D), τv)× (M≤1(D), τv)p, the law of the tuple (t−pℓISt ; t−1ℓ(1)t , . . . , t−1ℓ(p)t ) satis-
fies the LDP upper bound as t→∞ under P( · , t < τ (1)D ∧ · · · ∧ τ (p)D ), with the good rate function
I.
We remark that Theorem 2.2 (i) is exactly the same as the LDP lower bound of Theorem 1.1.
Theorem 2.2 (ii) implies the LDP upper bound of Theorem 1.1 because all compact sets of (M(D), τv)×
(M1(D), τw)p are closed in (M(D), τv)×(M≤1(D), τv)p. Therefore Theorem 1.1 is proved in this way.
About (i), unlike the LDP upper bound (ii), the LDP lower bound on the space (M(D), τv) ×
(M≤1(D), τv)p does not hold in general. Indeed, for the open set G = M(D) × M≤1(D)p of
(M(D), τv)× (M≤1(D), τv)p we have − infG I = 0. On the other hand, we can find that the value
lim inf
t→∞
1
t
logP
(
(t−pℓISt ; t
−1ℓ
(1)
t , . . . , t
−1ℓ
(p)
t ) ∈ G, t < τ (1)D ∧ · · · ∧ τ (p)D
)
=p lim inf
t→∞
1
t
log P(t < τ
(1)
D )
may be negative.
3 Proof of Theorem 2.1 : super-exponential estimate
First, we heuristically state our idea of the proof of the super-exponential estimate. For simplicity, we
assume that the processes X(1), . . . ,X(p) have the same initial point x0 ∈ D and we only consider the
case k is an even integer and f = 1U , the indicator function of a relatively compact open subset U of
D.
By Le Gall’s moment formula of the (approximated) intersection measure (see [LG87] for example),
a straight calculation gives that for sufficient small ε > 0
E[|〈ℓISt,ε, f〉 − 〈ℓISt , f〉|k] ≤ (k!)p
∥∥(Tε − id)⊗kHt∥∥pLp(Dk),
where
Ht(x1, . . . , xk) :=
∫
[0,∞)k
1{
∑k
j=1 sj≤t}
hs(x1, . . . , xp)ds1 · · · dsk
and
hs(x1, . . . , xp) := ps1(x0, x1)1U (x1) · · · psk(xk−1, xk)1U (xk).
Then our goal is to estimate the function (Tε− id)⊗khs with respect to the integral
∫
[0,∞)k 1{
∑k
j=1 sj≤t}
ds1 · · · dsk and then the norm ‖ · ‖Lp(Dk).
Now, fix small δ > 0 and focus on the regime s1, . . . , sp ≥ δ where we need a new idea. By setting
uj = sj − δ, the Chapman-Kolmogorov relations
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pu1+δ(x0, x1) =
∫
D
p δ
2
+u1
(x0, z1)p δ
2
(z1, x1)dz1,
puj+δ(xj−1, xj) =
∫
D
∫
D
p δ
2
(xj−1, yj)puj (yj, zj)p δ
2
(zj , xj)dyjdzj 2 ≤ j ≤ k − 1,
puk+δ(xk−1, xk) =
∫
D
p δ
2
(xk−1, yk)p δ
2
+uk
(yk, xk)dyk
give that
hs(x1, . . . , xk)
=
∫
Dk−1
dy
∫
Dk−1
dz
p δ
2
+u1
(x0, z1)p δ
2
(z1, x1)
(k−1∏
j=2
p δ
2
(xj−1, yj)puj(yj , zj)p δ
2
(zj , xj)
)
p δ
2
(xk−1, yk)p δ
2
+uk
(yk, xk)
=
∫
Dk−1
dy
∫
Dk−1
dz p δ
2
+u1
(x0, z1)
(
p δ
2
(z1, x1)p δ
2
(x1, y2)
)
pu2(y2, z2)
(
p δ
2
(z2, x2)p δ
2
(x2, y3)
)
pu3(y3, z3) · · · puk−1(yk−1, zk−1)
(
p δ
2
(zk−1, xk−1)p δ
2
(xk−1, yk)
)
p δ
2
+uk
(yk, xk).
Here, note that in the integrand the variables x1, . . . , xk appear in different functions. This allows us
to apply (Tε − id)⊗k separately. Hence all what we need are estimates on the functions (of x)
(Tε − id)
[
p δ
2
(zj , ·)p δ
2
(·, yj+1)1U (·)
]
(x), 1 ≤ j ≤ k − 1 and p δ
2
+uk
(yk, x)1U (x)
uniformly over y2, . . . , yk, z1, . . . , zk−1 and uk, with respect to proper norms.
Remark 3.1. In previous works, when the domain D is bounded Ko¨nig and Mukherjee [KM13] proved
the super-exponential estimated by using the eigenvalue expansion
pt(x, y) =
∞∑
n=1
e−tλnψn(x)ψn(y)
to separate the variables instead of the Chapman-Kolmogorov equation, where 0 < λ1 ≤ λ2 ≤ · · · and
ψn ∈W 1,20 (D) satisfies −12△ψn = λnψn.
We now prove Theorem 2.1.
Proof of Theorem 2.1. Fix f ∈ CK(D) and take a relatively compact open set U with supp[f ] ⊂ U .
For ε > 0 and δ > 0, set
C1(ε, δ) := sup
z∈D
{∫
D
∥∥∥(Tε − id)[p δ
2
(z, ·)p δ
2
(·, y)1U (·)
]∥∥∥
Lp(D)
dy
}
(3.1)
and
C2(δ) := sup
x∈D
{∫
D
(∫ δ
0
ps(x, y)ds
)p
dy
}1/p
. (3.2)
We also write the constant
C3 := sup
x∈D
{∫
D
r1(x, y)
pdy
}1/p
. (3.3)
We easily find that limδ↓0 C2(δ) = 0 and C3 <∞ because of the bound pδ(x, y) ≤ (2π)−d/2 exp{−|x−
y|2/2δ} and the assumption d − p(d − 2) > 0 (see equation (2.2.10) and Theorem A.1 of [Che10] for
example). In Lemma 3.4 later, we will see that limε→0C1(ε, δ) = 0. Therefore, we can derive the
conclusion (2.1) by the same argument as [Mor20], as soon as we show the following: for sufficiently
small δ > 0 and ε > 0 with C1(ε, δ) + C2(δ) < 1, it holds that
E[|〈ℓISt,ε, f〉 − 〈ℓISt , f〉|k] ≤ et(k!)p‖f‖k∞
{
16(C3 + 1)(C2(δ) + C1(ε, δ))
1
6
}pk
, (3.4)
for any k ≥ 1 and t > 0.
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From now on, we prove (3.4). For small ε > 0 such that d(supp[f ],D \ U) ≥ ε, we have
〈ℓISt,ε, f〉 =
∫
D
f(x)
[ p∏
i=1
∫ t
0
qε(x,X
(i)
s )ds
]
dx
=
∫
D
f(x)
[ p∏
i=1
∫ t
0
qε(x,X
(i)
s )1U (X
(i)
s )ds
]
dx.
In the following, we fix an even integer k ≥ 2. Set
H
(i)
t (x1, . . . , xk) :=
∫
[0,∞)k
1{∑k
j=1 sj≤t
}[∫
D
k∏
j=1
psj (xj−1, xj)1U (xj)ν
(i)(dx0)
]
ds1 · · · dsk,
where ν(i) = δx(i) (Dirac’s delta measure) is the initial distribution of X
(i). By Le Gall’s moment
formula (see [LG87] for example), we have
E[|〈ℓISt,ε, f〉 − 〈ℓISt , f〉|k]
=
∫
Dk
f(x1) · · · f(xk)
p∏
i=1
(∑
σ∈Sk
(Tε − id)⊗k(H(i)t )(xσ(1), . . . , xσ(k))
)
dx1 · · · dxk
≤‖f‖k∞(k!)p
p∏
i=1
∥∥(Tε − id)⊗kH(i)t ∥∥Lp(Dk). (3.5)
Fix δ > 0. We decompose H
(i)
t as
H
(i)
t (x1, . . . , xk) =
∑
A⊂{1,...,k}
H
(i)
t (A;x1, . . . , xk),
where for A ⊂ {1, . . . , k} we set
H
(i)
t (A;x1, . . . , xk)
:=
∫
D
∫
[0,∞)k
1{∑k
j=1 sj≤t
} ∏
j∈A
1[0,δ)(sj)psj (xj−1, xj)1U (xj)
∏
j∈Ac
1[δ,∞)(sj)psj(xj−1, xj)1U (xj) ds1 · · · dskν(i)(dx0).
(3.6)
When #A is large, we obtain the contribution of C2(δ) from the indices in A in the above function
H
(i)
t (A; ·). On the other hand, when #A is small, we obtain the contribution of C1(ε, δ) from (some
subset of) Ac. More precisely, we have the following proposition:
Proposition 3.2. Let k ≥ 3 be an integer, A ⊂ {1, . . . , k} and δ > 0.
(i) When #A > k4 , it holds that∥∥(Tε − id)⊗kH(i)t (A; ·)∥∥Lp(Dk) ≤ et2k(C3 + 1)kC2(δ)k4 .
(ii) When #A ≤ k4 , it holds that∥∥(Tε − id)⊗kH(i)t (A; ·)∥∥Lp(Dk) ≤ et2k(C3 + 1)kC1(ε, δ)k6 .
We postpone the proof Proposition 3.2 to the next section and complete the proof of Theorem 2.1
first. We have for k ≥ 3,∥∥(Tε − id)⊗kH(i)t ∥∥Lp(Dk)
≤
∑
A⊂{1,...,k},
#A> k
4
∥∥(Tε − id)⊗kH(i)t (A; ·)∥∥Lp(Dk) + ∑
A⊂{1,...,k},
#A≤ k
4
∥∥(Tε − id)⊗kH(i)t (A; ·)∥∥Lp(Dk)
≤et4k(C3 + 1)k{C2(δ)
k
4 + C1(ε, δ)
k
6 }
7
≤et4k(C3 + 1)k2(C2(δ) + C1(ε, δ))
k
6 .
Here we used C2(δ) +C1(ε, δ) < 1. By combining this with (3.5), we have for any even integer k ≥ 4,
E[|〈ℓISt,ε, f〉 − 〈ℓISt , f〉|k] ≤‖f‖k∞(k!)p
p∏
i=1
∥∥(Tε − id)⊗kH(i)t ∥∥Lp(Dk)
≤ept(k!)p‖f‖k∞
{
8(C3 + 1)(C2(δ) + C1(ε, δ))
1
6
}pk
.
This proves (3.4) for even integer k ≥ 4. By applying Jensen’s inequality to the above inequality,
we have the desired bounds (3.4) for k = 1, 2. For any odd integer k ≥ 3, by combining Jensen’s
inequality with the above inequalities for k + 1, we have
E[|〈ℓISt,ε, f〉 − 〈ℓISt , f〉|k] ≤E[|〈ℓISt,ε, f〉 − 〈ℓISt , f〉|k+1]
k
k+1
≤
(
ept((k + 1)!)p‖f‖k+1∞
{
8(C3 + 1)(C2(δ) + C1(ε, δ))
1
6
}p(k+1)) kk+1
≤ept(k!)p‖f‖k∞
{
16(C3 + 1)(C2(δ) + C1(ε, δ))
1
6
}pk
.
This proves (3.4) and thus we complete the proof of Theorem 2.1.
Remark 3.3. The above proof uses the following three conditions:
lim
ε→0
C1(ε, δ) = 0, lim
δ→0
C2(δ) = 0, C3 <∞.
Theorem 2.1 holds not only for Brownian motion but for processes that satisfy these conditions. As
a representative example, we discuss the stable process in Section 6.
3.1 Proof of Proposition 3.2 (i)
In this section, we prove Proposition 3.2 (i). As we stated in the previous section, we will obtain the
contribution C2(δ) from the indices in A. Fix A ⊂ {1, . . . , k} with #A > k4 . We have
H
(i)
t (A;x1, . . . , xk)
=
∫
D
∫
[0,∞)k
1{∑k
j=1 sj≤t
} ∏
j∈A
1[0,δ)(sj)psj (xj−1, xj)1U (xj)
∏
j∈Ac
1[δ,∞)(sj)psj(xj−1, xj)1U (xj) ds1 · · · dskν(i)(dx0)
≤et
∫
D
∏
j∈A
∫ δ
0
psj(xj−1, xj)dsj
∏
j∈Ac
r1(xj−1, xj)ν
(i)(dx0).
Recall the notations C2(δ) defined in (3.2) and C3 in (3.3). Then we have∥∥H(i)t (A; ·)∥∥Lp(Dk)≤ etC2(δ)#AC#Ac3 ≤ etC2(δ)k4 (C3 + 1)k
and hence, by combining this with the Lp-contractivity of the operator Tε, we have∥∥(Tε − id)⊗k[H(i)t (A; ·)]∥∥Lp(Dk)≤ 2ketC2(δ)k4 (C3 + 1)k,
which completes the proof.
3.2 Proof of Proposition 3.2 (ii); in case of k = 3, A = ∅
In proving Proposition 3.2 (ii), we first deal with a simple case; k = 3 and A = ∅. The argument in
this case contains a key estimate that we will be used in the general case.
Until the end of the next section, we simply write multiple integral, as writing
∫
[0,∞)k ds1 · · · dsk
just as
∫
[0,∞)k ds, and
∫
Dp
∏p
l=1 dz
(l) just as
∫
Dp dz. Recall the definition of H
(i)
t (∅;x1, x2, x3) in (3.6).
By the change of variables, we have
H
(i)
t (∅;x1, x2, x3)
8
=∫
D
ν(i)(dx0)
∫
[0,∞)3
ds 1{
s1+s2+s3≤t−3δ
}
(
ps1+δ(x0, x1)1U (x1)
)(
ps2+δ(x1, x2)1U (x2)
)(
ps3+δ(x2, x3)1U (x3)
)
and then, the Chapman-Kolmogorov equations
ps1+δ(x0, x1) =
∫
D
p δ
2
+s1
(x0, z1)p δ
2
(z1, x1)dz1,
ps2+δ(x1, x2) =
∫
D
∫
D
p δ
2
(x1, y2)ps2(y2, z2)p δ
2
(z2, x2)dy2dz2,
ps3+δ(x2, x3) =
∫
D
p δ
2
(x2, y3)p δ
2
+s3
(y3, x3)dy3
give that
H
(i)
t (∅;x1, x2, x3)
=
∫
D
ν(i)(dx0)
∫
[0,∞)3
ds
∫
D2
dy2dy3
∫
D2
dz1dz2 1{s1+s2+s3≤t−3δ}p δ2+s1(x0, z1)(
p δ
2
(z1, x1)1U (x1)p δ
2
(x1, y2)
)
ps2(y2, z2)
(
p δ
2
(z2, x2)1U (x2)p δ
2
(x2, y3)
)(
p δ
2
+s3
(y3, x3)1U (x3)
)
.
As we mentioned at the beginning of Section 3, the point is that the integrand of the above equality is
separated as the functions of x1, x2 and x3 because of the Chapman-Kolmogorov equations. We will
obtain the contribution of C1(ε, δ) from the functions of x1 and x2 by applying the operator (Tε− id).
On the other hand, the function of x3 does not contribute to the super-exponential estimate. The
factor is bounded from above by C3, which is independent of ε. For this reason, we first apply
(Tε − id)⊗ (Tε − id)⊗ id to H(i)t (∅; ·) to get
(Tε − id)⊗ (Tε − id)⊗ id[H(i)t (∅; ·)](x1, x2, x3)
=
∫
D
ν(i)(dx0)
∫
[0,∞)3
ds
∫
D2
dy2dy3
∫
D2
dz1dz2 1{s1+s2+s3≤t−3δ}p δ2+s1(x0, z1)(
(Tε − id)
[
p δ
2
(z1, ·)1U (·)p δ
2
(·, y2)
]
(x1)
)
ps2(y2, z2)(
(Tε − id)
[
p δ
2
(z2, ·)1U (·)p δ
2
(·, y3)
]
(x2)
)(
p δ
2
+s3
(y3, x3)1U (x3)
)
and then bound it as ∣∣(Tε − id)⊗ (Tε − id)⊗ id[H(i)t (∅; ·)](x1, x2, x3)∣∣
≤et
∫
D
ν(i)(dx0)
∫
D2
dy2dy3
∫
D2
dz1dz2 r1(x0, z1)∣∣∣(Tε − id)[p δ
2
(z1, ·)1U (·)p δ
2
(·, y2)
]
(x1)
∣∣∣r1(y2, z2)∣∣∣(Tε − id)[p δ
2
(z2, ·)1U (·)p δ
2
(·, y3))
]
(x2)
∣∣∣r1(y3, x3).
(3.7)
By taking p-th power and integrating (x1, x2, x3) over D
3, we have∥∥(Tε − id)⊗ (Tε − id)⊗ id[H(i)t (∅; ·)]∥∥pLp(D3)
≤ept
∫
Dp
ν(i)(dx0)
∫
D2p
dy2dy3
∫
D2p
dz1dz2
p∏
l=1
r1(x
(l)
0 , z
(l)
1 )
(∫
D
p∏
l=1
∣∣∣(Tε − id)[p δ
2
(z
(l)
1 , ·)1U (·)p δ
2
(·, y(l)2 )
]
(x1)
∣∣∣dx1
) p∏
l=1
r1(y
(l)
2 , z
(l)
2 )
(∫
D
p∏
l=1
∣∣∣(Tε − id)[p δ
2
(z
(l)
2 , ·)1U (·)p δ
2
(·, y(l)3 )
]
(x2)
∣∣∣dx2
)(∫
D
p∏
l=1
r1(y
(l)
3 , x3)dx3
)
.
(3.8)
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We apply Ho¨lder’s inequality to
(∫
D
∏p
l=1 r1(y
(l)
3 , x3)dx3
)
and recall the notation C3 introduced in
(3.3) to bound (3.8) by
eptC3
p
∫
Dp
ν(i)(dx0)
∫
D2p
dy2dy3
∫
D2p
dz1dz2
p∏
l=1
r1(x
(l)
0 , z
(l)
1 )
(∫
D
p∏
l=1
∣∣∣(Tε − id)[p δ
2
(z
(l)
1 , ·)1U (·)p δ
2
(·, y(l)2 )
]
(x1)
∣∣∣dx) p∏
l=1
r1(y
(l)
2 , z
(l)
2 )
(∫
D
p∏
l=1
∣∣∣(Tε − id)[p δ
2
(z
(l)
2 , ·)1U (·)p δ
2
(·, y(l)3 )
]
(x2)
∣∣∣dx2
)
.
(3.9)
We estimate the integral of (3.9) with respect to dy3dz2. Regarding dy3, we apply Ho¨lder’s inequality
to
(∫
D
∏p
l=1
∣∣(Tε− id)[p δ
2
(z
(l)
2 , ·)1U (·)p δ
2
(·, y(l)3 )
]
(x2)
∣∣dx2) and recall the notation C1(ε, δ) introduced in
(3.1). Regarding dz2, we use the trivial inequality
∫
D r1(y
(l)
2 , z
(l)
2 )dz
(l)
2 ≤ 1 for all y(l)2 . Then (3.9) is
bounded above by
eptC3
pC1(ε, δ)
p
∫
Dp
ν(i)(dx0)
∫
Dp
dy2
∫
Dp
dz1
p∏
l=1
r1(x
(l)
0 , z
(l)
1 )
(∫
D
p∏
l=1
∣∣∣(Tε − id)[p δ
2
(z
(l)
1 , ·)1U (·)p δ
2
(·, y(l)2 )
]
(x1)
∣∣∣dx). (3.10)
For the integral of (3.10) with respect to dy2dz1, we repeat the argument for (3.9). Eventually, we
have ∥∥(Tε − id)⊗ (Tε − id)⊗ id[H(i)t (∅; ·)]∥∥pLp(D3)≤eptC3pC1(ε, δ)2p
and hence, by the Lp-contractivity of the operator Tε we conclude∥∥(Tε − id)⊗3H(i)t (∅; ·)∥∥Lp(D3)≤2∥∥(Tε − id)⊗ (Tε − id)⊗ id[H(i)t (A; ·)]∥∥Lp(D3)
≤2etC3C1(ε, δ)2
≤2ket(C3 + 1)kC1(ε, δ)
1
2 , (3.11)
where in the last inequality, recall that we take small ε and δ so that C1(ε, δ) < 1. Therefore we
complete the proof of Proposition 3.2 (ii) in this case.
3.3 Proof of Proposition 3.2 (ii); general case
Now we prove Proposition 3.2 in general case. Fix A ⊂ {1, . . . , k} with #A ≤ k4 . We decompose Ac
into the following four disjoint parts Ac = F1 ∪ F2 ∪ F3 ∪ F4:
F1 := {1 ≤ j ≤ k : j − 1 6∈ Ac, j ∈ Ac, j + 1 6∈ Ac},
F2 := {1 ≤ j ≤ k : j − 1 6∈ Ac, j ∈ Ac, j + 1 ∈ Ac},
F3 := {1 ≤ j ≤ k : j − 1 ∈ Ac, j ∈ Ac, j + 1 ∈ Ac},
F4 := {1 ≤ j ≤ k : j − 1 ∈ Ac, j ∈ Ac, j + 1 6∈ Ac}.
For example, if Ac = {1, 3, 4, 6, 7, 8, 9}, then F1 = {1}, F2 = {3, 6}, F3 = {7, 8}, and F4 = {4, 9}. The
previous section §3.2 is the case of A = F1 = ∅, F2 = {1}, F3 = {2} and F4 = {3}. The indices in F1
and F4 do not contribute to the super-exponential estimate, and the corresponding factors are bounded
from above by C3. On the other hand, from each index in F2 and F3, we obtain the contribution of
C1(ε, δ) as in the previous section.
We repeat the argument in the previous section §3.2. Recall the definition of H(i)t (A;x1, x2, x3) in
(3.6). By the change of variables, we have
H
(i)
t (A;x1, . . . , xk)
10
=∫
D
ν(i)(dx0)
∫
[0,∞)k
ds 1{∑k
j=1 sj≤t−δ(#F2+#F3+#F4)
} ∏
j∈A
1[0,δ)(sj)psj (xj−1, xj)1U (xj)
∏
j∈F1
1[δ,∞)(sj)psj (xj−1, xj)1U (xj)
∏
j∈F2∪F3∪F4
psj+δ(xj−1, xj)1U (xj)
and then, the Chapman-Kolmogorov equations
psj+δ(xj−1, xj) =
∫
D
p δ
2
+sj
(xj−1, zj)p δ
2
(zj , xj)dzj for j ∈ F2,
psj+δ(xj−1, xj) =
∫
D
∫
D
p δ
2
(xj−1, yj)psj (yj, zj)p δ
2
(zj , xj)dyjdzj for j ∈ F3,
psj+δ(xj−1, xj) =
∫
D
p δ
2
(xj−1, yj)p δ
2
+sj
(yj , xj)dy3 for j ∈ F4
give that
H
(i)
t (A;x1, . . . , xk)
=
∫
D
ν(i)(dx0)
∫
[0,∞)k
ds
∫
DF3∪F4
dy
∫
DF2∪F3
dz 1{∑k
j=1 sj≤t−δ(#F2+#F3+#F4)
}
∏
j∈A
1[0,δ)(sj)psj(xj−1, xj)1U (xj)
∏
j∈F1
1[δ,∞)(sj)psj (xj−1, xj)1U (xj)
∏
j∈F2
p δ
2
+sj
(xj−1, zj)
(
p δ
2
(zj , xj)1U (xj)p δ
2
(xj , yj+1)
)
∏
j∈F3
psj (yj, zj)
(
p δ
2
(zj , xj)1U (xj)p δ
2
(xj , yj+1)
)
∏
j∈F4
psj+ δ2
(yj, xj)1U (xj).
Here again, the point is that the integrand of the above equality is separated as the functions of
(xj)j∈A∪F1 and xj, j ∈ F2∪F3∪F4 because of the Chapman-Kolmogorov equations. As we mentioned
at the beginning of this section, we obtain the contribution C1(ε, δ) by applying the operator (Tε− id)
to each function of the indices in F2 and F3. On the other hand, the indices A, F1 and F4 do
not contribute to the super-exponential estimate, and the factor is bounded above by C3, which is
independent of ε. Note that F2 ∪ F3 ⊂ {1, . . . , k − 1}. By setting
Uj :=
{
(Tε − id) when j ∈ F2 ∪ F3,
id otherwise,
we have
(U1 ⊗ · · · ⊗ Uk)[H(i)t (A; ·)](x1, . . . , xk)
=
∫
D
ν(i)(dx0)
∫
[0,∞)k
ds
∫
DF3∪F4
dy
∫
DF2∪F3
dz 1{∑k
j=1 sj≤t−δ(#F2+#F3+#F4)
}
∏
j∈A
1[0,δ)(sj)psj(xj−1, xj)1U (xj)
∏
j∈F1
1[δ,∞)(sj)psj (xj−1, xj)1U (xj)
∏
j∈F2
p δ
2
+sj
(xj−1, zj)
(
(Tε − id)
[
p δ
2
(zj , ·)p δ
2
(·, yj+1)1U (·)
]
(xj)
)
∏
j∈F3
psj (yj, zj)
(
(Tε − id)
[
p δ
2
(zj , ·)p δ
2
(·, yj+1)1U (·)
]
(xj)
)
∏
j∈F4
psj+ δ2
(yj, xj)1U (xj)
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and then, since
∑k
j=1 sj +
δ
2 (#F2 +#F4) ≤ t, we have∣∣(U1 ⊗ · · · ⊗ Uk)[H(i)t (A; ·)](x1, . . . , xk)∣∣
≤et
∫
D
ν(i)(dx0)
∫
DF3∪F4
dy
∫
DF2∪F3
dz
∏
j∈A
r1(xj−1, xj)
∏
j∈F1
r1(xj−1, xj)
∏
j∈F2
r1(xj−1, zj)
∣∣∣(Tε − id)[p δ
2
(zj , ·)p δ
2
(·, yj+1)1U (·)
]
(xj)
∣∣∣
∏
j∈F3
r1(yj, zj)
∣∣∣(Tε − id)[p δ
2
(zj , ·)p δ
2
(·, yj+1)1U (·)
]
(xj)
∣∣∣ ∏
j∈F4
r1(yj, xj).
We repeat the argument from (3.7) to (3.11). Then we have∥∥(U1 ⊗ · · · ⊗ Uk)[H(i)t (A; ·)]∥∥Lp(Dk)≤etC3#A+#F1+#F4C1(ε, δ)#F2+#F3
≤et(C3 + 1)kC1(ε, δ)
k
6 , (3.12)
where we used C1(ε, δ) < 1. In the second line (3.12), we used the estimate #F2 +#F3 ≥ k6 which is
obtained as follows: the minimum of #F2 +#F3 over #A ≤ k4 is attained for A = {2l : 1 ≤ l ≤ #A},
and in this case, we have #F2 + #F3 = #{2#A + 1, 2#A + 2, . . . , k − 1} = k − 1 − 2#A ≥ k6 since
k ≥ 3.
Set
Vj :=
{
id when j ∈ F2 ∪ F3,
(Tε − id) otherwise.
By combining (3.12) with the Lp-contractivity of the operator Tε, we have∥∥(Tε − id)⊗k[H(i)t (A; ·)]∥∥Lp(Dk)=∥∥(V1 ⊗ · · · ⊗ Vk)(U1 ⊗ · · · ⊗ Uk)[H(i)t (A; ·)]∥∥Lp(Dk)
≤2k∥∥(U1 ⊗ · · · ⊗ Uk)[H(i)t (A; ·)]∥∥Lp(Dk)
≤2ket(C3 + 1)kC1(ε, δ)
k
6 ,
which concludes the proof of Proposition 3.2 (ii).
3.4 Estimate of C1(ε, δ)
In this section, we estimate the constant introduced in (3.1):
C1(ε, δ) := sup
z∈D
{∫
D
∥∥∥(Tε − id)[p δ
2
(z, ·)p δ
2
(·, y)1U (·)
]∥∥∥
Lp(D)
dy
}
.
Lemma 3.4. It holds that
lim
ε→0
C1(ε, δ) = 0 for every δ > 0.
Proof. We easily find that the transition density function pt(x, y) of a killed Brownian motion in D
has the following properties (see [CZ95, Theorem 2.4] for example):
p δ
2
(·, ·) is continuous on D ×D, (3.13)∫
D
∥∥p δ
2
(·, y)1U (·)
∥∥
Lp(D)
dy <∞, (3.14)
lim
z∈D,
z→∂
p δ
2
(z, x) = 0 for each x ∈ D. (3.15)
Now, we can see that (3.13) implies limε→0
∥∥(Tε − id)[p δ
2
(z, ·)p δ
2
(·, y)1U (·)
]∥∥
Lp(D)
= 0 for each
y, z ∈ D. By taking a relatively compact neighborhood V of z, we can also see the bound∥∥(Tε − id)[p δ
2
(z, ·)p δ
2
(·, y)1U (·)
]∥∥
Lp(D)
≤ 2
(
sup
V×U
p δ
2
(·, ·)
)∥∥[p δ
2
(·, y)1U (·)
]∥∥
Lp(D)
(3.16)
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for each ε > 0 and each y ∈ D. Note that the upper bound in (3.16) is an integrable function of y
because of (3.13) and (3.14). By the dominated convergence theorem, we have
lim
ε→0
∫
D
∥∥(Tε − id)[p δ
2
(z, ·)p δ
2
(·, y)1U (·)
]∥∥
Lp(D)
dy = 0 for fixed z ∈ D (3.17)
and find that
D ∋ z 7−→
∫
D
∥∥(Tε − id)[p δ
2
(z, ·)p δ
2
(·, y)1U (·)
]∥∥
Lp(D)
dy is continuous (3.18)
for each ε > 0.
Next, (3.14) and (3.15) give the estimate
sup
ε>0
∫
D
∥∥(Tε − id)[p δ
2
(z, ·)p δ
2
(·, y)1U (·)
]∥∥
Lp(D)
dy
≤2
(
sup
x∈U
p δ
2
(z, x)
)∫
D
∥∥p δ
2
(·, y)1U (·)
∥∥
Lp(D)
dy (3.19)
and the right-hand side goes to 0 as z → ∂. Therefore, the desired uniform convergence limε→0C1(ε, δ) =
0 follows from (3.17), (3.18) and (3.19).
4 Large deviation lower bound
In this section we prove Theorem 2.2 (i), the LDP lower bound. Let X be a killed Brownian motion in
a domain D ⊂ Rd with smooth boundary. Define the occupation measure ℓt of X up to t by 〈f, ℓt〉 =∫ t
0 f(Xs)ds for bounded Borel functions f on D. We first recall the well known Donsker-Varadhan
type large deviation lower bound for the normalized occupation measure t−1ℓt on (M1(D), τw).
Theorem 4.1 ([Tak98, Proposition 4.1]). Define the function I :M1(D) −→ [0,+∞] by
I(µ) =


1
2
∫
D
|∇ψ|2dx if µ = ψ2dx, ψ ∈W 1,20 (D), ψ ≥ 0,
∞ otherwise
for µ ∈M1(D). Then, on the space (M1(D), τw), the family of occupation measures {t−1ℓt}t satisfies
the LDP lower bound as t→∞ under P( · , t < τD) with the rate function I.
For each ε > 0, we define the function Φε : (M1(D), τw)p −→ (M(D), τv)× (M1(D), τw)p by
Φε(µ
(1), . . . , µ(p)) :=
([ p∏
i=1
qε[µ
(i)](x)
]
dx ; µ(1), . . . , µ(p)
)
.
Since the function Φε is continuous, the contraction principle of LDP gives the following.
Lemma 4.2. Define the function Iε :M(D)× (M1(D))p −→ [0,+∞] by
Iε(µ;µ
(1), . . . , µ(p))
:= inf
{ p∑
i=1
I(ν(i))
∣∣∣∣ ν(1), . . . , ν(p) ∈ M1(D),Φε(ν(1), . . . , ν(p)) = (µ;µ(1), . . . , µ(p))
}
=


1
2
p∑
i=1
∫
D
|∇ψ(i)|2dx, if ψ(i) =
√
dµ(i)
dx
∈W 1,20 (D) and
p∏
i=1
qε[µ
(i)] =
dµ
dx
,
∞, otherwise
for
(
µ;µ(1), . . . , µ(p)
) ∈ M(D)× (M1(D))p.
Then, for any open set G ⊂ (M(D), τv)× (M1(D), τw)p, it holds that
lim inf
t→∞
1
t
logP
(
(t−pℓISt,ε; t
−1ℓ
(1)
t , . . . , t
−1ℓ
(p)
t ) ∈ G, t < τ (1)D ∧ · · · ∧ τ (p)D
)
≥ − inf
µ∈G
Iε(µ).
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We will show that I defined in (1.5) is a rate function later, so we don’t check whether Iε is a rate
function or not.
We next give the relation between I and so-called the Γ-lower limit of Iε.
Proposition 4.3. For every µ ∈M(D)× (M1(D))p, it holds that
I(µ) ≥ sup
δ>0
lim inf
ε↓0
inf
ν∈Bδ(µ)
Iε(ν),
where Bδ(µ) is the open ball with center µ and radius δ, with respect to a metric of (M(D), τv) ×
(M1(D), τw)p.
Proof. The following is based on the proof of [KM13, Proposition 1.2]. Let µ = (µ;µ(1), . . . , µ(p)) ∈
M(D) × (M1(D))p with I(µ) < ∞ be given. Take nonnegative ψ(i) ∈ W 1,20 (D) such that µ(i)(dx) =
(ψ(i))2dx and µ(dx) =
[∏p
i=1(ψ
(i))2
]
dx.
Fix δ > 0 and take ε > 0 so small such that
[∏p
i=1 qε[µ
(i)]
]
dx ∈ Bδ/2p(µ). This is possible, since
the triangle inequality, Ho¨lder’s inequality and the Lp(Rd)-contractivity of qε give that∥∥∥∥
p∏
i=1
qε[(ψ
(i))2]−
p∏
i=1
(ψ(i))2
∥∥∥∥
L1(D)
≤
∥∥∥∥
p∏
i=1
qε[(ψ
(i))2]− (ψ(1))2
p∏
i=2
qε[(ψ
(i))2]
∥∥∥∥
L1(D)
+
∥∥∥∥(ψ(1))2
p∏
i=2
qε[(ψ
(i))2]− (ψ(1))2(ψ(2))2
p∏
i=3
qε[(ψ
(i))2]
∥∥∥∥
L1(D)
+ · · ·+
∥∥∥∥
(p−1∏
i=1
(ψ(i))2
)
qε[(ψ
(p))2]−
p∏
i=1
(ψ(i))2
∥∥∥∥
L1(D)
≤
p∑
i=1
(∏
l<i
‖ψ(l)‖2L2p(D)
)
‖qε[(ψ(i))2]− (ψ(i))2‖Lp(Rd)
(∏
l>i
‖qε[(ψ(l))2]‖Lp(Rd)
)
≤
p∑
i=1
‖qε[(ψ(i))2]− (ψ(i))2‖Lp(Rd)
(∏
l 6=i
‖ψ(l)‖2L2p(D)
)
. (4.1)
The last line (4.1) goes to 0 as ε→ 0, because of the Sobolev embedding theorem W 1,20 (D) ⊂ L2p(D)
(recall the assumption d− p(d− 2) > 0, i.e., 2p < 2d/(d− 2)) and the Lp(Rd)-continuity of qε. Hence
we have for any f ∈ CK(D)∣∣∣∣∣
〈
f,
p∏
i=1
qε[µ
(i)]
〉
− 〈f, µ〉
∣∣∣∣∣ =
∣∣∣∣∣
〈
f,
p∏
i=1
qε[(ψ
(i))2]
〉
−
〈
f,
p∏
i=1
(ψ(i))2
〉∣∣∣∣∣
≤‖f‖∞
∥∥∥∥
p∏
i=1
qε[(ψ
(i))2]−
p∏
i=1
(ψ(i))2
∥∥∥∥
L1(D)
and the right-hand side goes to 0 as ε→ 0. We thus obtain ([∏pi=1 qε[µ(i)]]dx; µ(1), . . . , µ(p)) ∈ Bδ(µ)
and hence
inf
Bδ(µ)
Iε ≤Iε
([ p∏
i=1
qε[µ
(i)]
]
dx; µ(1), . . . , µ(p)
)
≤ I(µ),
which concludes the proof.
Proof of Theorem 2.2 (i). We first prove that I is a rate function. Let α > 0 be fixed. Suppose a
sequence {(µn; , µ(1)n , . . . , µ(p)n )} ⊂ {I ≤ α} and take nonnegative ψ(i)n ∈ W 1,20 (D) such that µ(i)n (dx) =
(ψ
(i)
n )2dx and µn(dx) =
[∏p
i=1(ψ
(i)
n )2
]
dx. We assume that µn converges to µ in (M(D), τv) and
µ
(i)
n converges to µ(i) in (M1(D), τw). Since {ψ(i)} is bounded in W 1,20 (D) for each i, by taking a
subsequence we may assume that ψ
(i)
n converges weakly to ψ(i) ∈W 1,20 (D) for all i.
14
For f ∈ CK(D), take a bounded open set U ⊂ D with smooth boundary such that supp[f ] ⊂ U
and U ⊂ D. The Rellich-Kondrashov theorem gives that {ψ(i)n 1U} converges strongly to ψ(i)1U in
W 1,2(U) for each i (it hold that 2p < 2d/(d − 2) as we wrote below (4.1)). Then we have∫
D
f(ψ(i))2dx =
∫
U
f(ψ(i)1U )
2dx = lim
n→∞
∫
U
f(ψ(i)n 1U )
2dx = lim
n→∞
〈f, µ(i)n 〉 (4.2)
and have
1
2
p∑
i=1
∫
D
f |∇ψ(i)|2dx =1
2
p∑
i=1
∫
U
f |∇(ψ(i)1U )|2dx = lim
n→∞
1
2
p∑
i=1
∫
U
f |∇(ψ(i)n 1U )|2dx ≤ ‖f‖∞α. (4.3)
By the same way as to obtain (4.1), we also have∥∥∥∥
p∏
i=1
(ψ(i)n 1U )
2 −
p∏
i=1
(ψ(i)1U )
2
∥∥∥∥
L1(D)
≤
p∑
i=1
‖(ψ(i)n 1U )2 − (ψ(i)1U )2‖Lp(D)
∏
l 6=i
(
sup
n
‖ψ(l)n ‖2L2p(D) + ‖ψ(l)‖2L2p(D)
)
.
The right-hand side of the above inequality goes to 0 as ε → 0, because of the Sobolev and Rellich-
Kondrashov embedding theorem. Hence µn converges to
[∏p
i=1(ψ
(i))2)
]
dx in (M(D), τv) and therefore
µ(dx) =
[∏p
i=1(ψ
(i))2)
]
dx, µ(i)(dx) = (ψ(i))2dx and I(µ;µ(1), . . . , µ(p)) ≤ α. Hence I is a rate function.
As we have seen below Theorem 2.1, the tuple of random measures {(t−pℓISt,ε; t−1ℓ(1)t , . . . , t−1ℓ(p)t )}t,ε
are exponentially good approximations of {(t−pℓISt ; t−1ℓ(1)t , . . . , t−1ℓ(p)t )}t. Then it is straightforward
to get the desired LDP lower bound from Proposition 4.3. See, for example, the lower bound of the
proof of [DZ98, Theorem 4.2.16 (a)].
5 Large deviation upper bound
In this section we prove Theorem 2.2 (ii), the LDP upper bound. We also prove Proposition 1.3 at
the end of this section. As we mentioned in Section 2, when the domain D is unbounded, we need
to consider the case that some mass of the (normalized) occupation measure of a Brownian motion
escapes to infinity. Hence, for the occupation measure, it is natural to consider the full LDP on the
space M1(D∂) even when D = Rd.
Let ℓt be the occupation measure of a killed Brownian motion up to t and regard this as a measure
on D∂ . Just like the previous section, We have the Donsker-Varadhan type large deviation upper
bound for the normalized occupation measure t−1ℓt on the compactified space (M1(D∂), τw).
Lemma 5.1. Define the function I∂ :M1(D∂) −→ [0,+∞] by
I∂(µ) =


1
2
∫
D
|∇ψ|2dx if µ = ψ2dx+ cδ∂ , ψ ∈W 1,20 (D), ψ ≥ 0, c ≥ 0,
∞ otherwise
for µ ∈ M1(D∂). Then, on the space (M1(D∂), τw), the family of occupation measures {t−1ℓt}t
satisfies the LDP upper bound as t→∞ under P( · , t < τD) with the good rate function I∂.
Proof. We first prove the compactness of the level set. Let {µn} ⊂ {I∂ ≤ α} and take ψn ∈ W 1,20 (D)
such that µn|D(dx) = ψ2ndx. By the same way as to obtain (4.2) and (4.3), there exists ψ ∈ W 1,20 (D)
with ‖ψ‖2 ≤ 1 such that, by taking a subsequence, µn converges to µ := ψ2dx + (1 − ‖ψ‖22)δ∂ in
(M1(D∂), τw) and I∂(µ) ≤ α. Hence I∂ is a good rate function.
The LDP upper bound is proved in [DV75] in the case of D = Rd, More general case, we use the
same argument as that to obtain [Tak07, (3.7)] or [KKT16, (4.5)].
For each ε > 0 we define the function Φ∂ε : (M1(D∂), τw)p −→ (M(D), τv)× (M≤1(D), τv)p by
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Φ∂ε (µ
(1), . . . , µ(p)) :=
([ p∏
i=1
qε[µ
(i)|D](x)
]
dx;µ(1)|D, . . . , µ(p)|D
)
.
Since the function Φ∂ε is continuous, the contraction principle of LDP gives the following.
Lemma 5.2. Define the function Iε :M(D)×M≤1(D)p −→ [0,+∞] by
Iε(µ;µ
(1), . . . , µ(p))
:= inf
{ p∑
i=1
I∂(ν(i))
∣∣∣∣ ν(1), . . . , ν(p) ∈M1(D∂),Φ∂ε (ν(1), . . . , ν(p)) = (µ;µ(1), . . . , µ(p))
}
=


1
2
p∑
i=1
∫
D
|∇ψ(i)|2dx, if ψ(i) =
√
dµ(i)
dx
∈W 1,20 (D) and
dµ
dx
=
p∏
i=1
qε[µ
(i)],
∞, otherwise,
for
(
µ;µ(1), . . . , µ(p)
) ∈ M(D)× (M≤1(D))p.
Then, on the space (M(D), τv) × (M≤1(D), τv)p, the law of the tuple (t−pℓISt,ε; t−1ℓ(1)t , . . . , t−1ℓ(p)t )
satisfies the LDP upper bound as t→∞ under P( · , t < τ (1)D ∧ · · · ∧ τ (p)D ), with the good rate function
Iε.
Recall the function I defined in Section 2.
Proposition 5.3. For every closed set F ⊂ (M(D), τv)× (M≤1(D), τv)p, it holds that
inf
µ∈F
I(µ) ≤ lim inf
ε→0
inf
µ∈F
Iε(µ). (5.1)
Proof. Without loss of generality, we may assume that
R := lim inf
ε↓0
inf
µ∈F
Iε(µ) <∞.
Fix η > 0. Then for each ε > 0 we can pick µε = (µε;µ
(1)
ε , . . . , µ
(p)
ε ) ∈ F with Iε(µε) ≤ R + η.
By the definition of Iε, there are nonnegative ψ
(i)
ε ∈ W 1,20 (D) such that µ(i)ε (dx) = (ψ(i)ε )2dx and
µε(dx) =
[∏p
i=1 qε[(ψ
(i)
ε )2]
]
dx. In particular, 12
∑p
i=1
∫
D |∇ψ
(i)
ε |2dx ≤ R + η and hence {ψ(i)ε }ε is
bounded in W 1,20 (D).
Set µ′ε =
[∏p
i=1(ψ
(i)
ε )2
]
dx and µ′ε = (µ
′
ε;µ
(1)
ε , . . . , µ
(p)
ε ) . By the same way as the proof of Theorem
2.2 (i), for some sequence εn ↓ 0 (in the following, we write this as ε ↓ 0 with some abuse of notations),
µ
′
ε converges to some µ = (µ;µ
(1), . . . , µ(p)) in (M(D), τv)× (M≤1(D), τv)p. By the same way as to
obtain (4.1), we also have for any a bounded open set U ⊂ D with smooth boundary and U ⊂ D,∥∥∥∥
p∏
i=1
qε[(ψ
(i)
ε )
2]−
p∏
i=1
(ψ(i)ε )
2
∥∥∥∥
L1(U)
≤
p∑
i=1
‖qε[(ψ(i)ε )2]− (ψ(i)ε )2‖Lp(U)
∏
l 6=i
(
sup
ε
‖ψ(i)ε ‖2L2p(D)
)
,
which goes to 0 as ε→ 0 because of the Sobolev and Rellich-Kondrashov embedding theorems. Hence
µε converges to µ in (M(D), τv)× (M≤1(D), τv)p.
Therefore, we have µ ∈ F and infF I ≤ I(µ) ≤ R + η. The conclusion (5.1) follows by letting
η → 0.
Proof of Theorem 2.2 (ii). We can show that I is a good rate function by a similar way to the proof
of Theorem 2.2 (i). As we have seen in below Theorem 2.1, {(t−pℓISt,ε; t−1ℓ(1)t , . . . , t−1ℓ(p)t )}t,ε are expo-
nentially good approximations of {(t−pℓISt ; t−1ℓ(1)t , . . . , t−1ℓ(p)t )}t. By combining this with Proposition
5.3, it is straightforward to get the desired LDP upper bound. See, for example, the lower bound of
the proof of [DZ98, Theorem 4.2.16 (b)].
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Proof of Proposition 1.3. When the domain D is bounded, the rate function I defined in Theorem 4.1
is indeed a good rate function and the upper LDP also holds for the normalized occupation measure
t−1ℓt (see [Tak11, Theorem 1.1] for example). We repeat the arguments in this section with replacing
I∂ , Iε and I by I, Iε and I, respectively. Then the desired LDP for the intersection measure follows.
6 Large deviation principle for the intersection measure of stable
processes
In this section, we discuss the LDP for the intersection measure of stable processes. Throughout this
section, let α ∈ (0, 2). We consider a rotationally symmetric α-stable process killed upon leaving
a domain D with smooth boundary. It is known that (see [CKS10] for example) the process has a
transition density function pt(x, y) with respect to the Lebesgue measure that is jointly continuous
and pt(x, y) has a following upper estimate: for every T > 0 there exists a constant C > 0 such that
pt(x, y) ≤ C
(
1 ∧ δD(x)
α/2
√
t
)(
1 ∧ δD(y)
α/2
√
t
)(
t−d/α ∧ t|x− y|d+α
)
for all (t, x, y) ∈ (0, T ]×D×D, where δD(x) is the Euclidean distance between x andDc. The following
embedding theorem and compact embedding theorem for the fractional Sobolev space W
α
2
,2(Rd) are
also known (see [DNPV12] for example):
Theorem 6.1. Suppose α < d. The Banach space
W
α
2
,2(Rd) :=
{
u ∈ L2(Rd) :
∫
Rd
∫
Rd
|u(x)− u(y)|2
|x− y|d+α dxdy <∞
}
equipped with the norm
‖u‖2
W
α
2 ,2
= ‖u‖2L2 +
∫
Rd
∫
Rd
|u(x)− u(y)|2
|x− y|d+α dxdy, u ∈W
α
2
,2(Rd)
is continuously embedded in L2p(Rd) for p ≥ 1 with d− p(d− α) > 0.
Theorem 6.2. Suppose α < d and U ⊂ Rd be a bounded open set with smooth boundary. If J is a
bounded subset of L2(U) satisfying
sup
u∈J
∫
U
∫
U
|u(x) − u(y)|2
|x− y|d+α dxdy <∞,
then J is relatively compact in L2p(U) for p ≥ 1 with d− p(d− α) > 0.
Now suppose α < d and d − p(d − α) > 0. We can find that until the previous section we used
only the following conditions as properties of a killed Brownian motion:
• limδ↓0 C2(δ) = 0 and C3 <∞ (recall (3.2) and (3.3) for notation),
• conditions (3.13), (3.14) and (3.15) (and hence limε→0C1(ε, δ) = 0),
• the Sobolev and Rellich-Kondrashov embedding theorems.
Then our main result Theorem 1.1 also holds for the intersection measure of killed stable processes
by replacing W 1,20 (D) and
∫
D |∇ψ|2dx with W
α
2
,2
0 (D) := C
∞
0 (D)
W
α
2 ,2
and
∫
D
∫
D
|ψ(x)−ψ(y)|2
|x−y|d+α
dxdy,
respectively.
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