Abstract. A general maximum principle is proved for optimal controls of abstract semilinear stochastic evolution equations. The control variable, as well as linear unbounded operators, acts in both drift and diffusion terms, and the control set need not be convex.
1. Introduction. In this paper, we study an abstract infinite-dimensional stochastic control problem whose purpose is to minimize a cost functional J(u) = E 1 0 l(t, x(t), u(t)) dt + Eh(x(1)) subject to the semilinear stochastic evolution equation (SEE) ( 
1.1) dx(t) = [A(t)x(t) + f (t, x(t), u(t))]dt + [B(t)x(t) + g(t, x(t), u(t))
] dW t ,
where the state process x(·) and control u(·) take values in infinite dimensional spaces, A(t) and B(t) are both random unbounded operators, f, g, l and h are given random functions, and W is a standard Wiener process. A classical approach for optimal control problems is to derive necessary conditions satisfied by an optimum, such as Pongtryagin's maximum principle (cf. [12] ). Since 1970s, the maximum principle was extensively studied for stochastic control systems: in the finite dimensional case, it has been solved by Peng [11] in a general setting where the control was allowed to take values in a nonconvex set and enter into the diffusion, while in the infinite-dimensional case, the existing literature, e.g. [1, 8, 14, 15, 17] , required at least one of the three assumptions that 1) the control domain was convex, 2) the diffusion did not depend on the control, and 3) the state equation and cost functional were both linear in the state variable. So far the general maximum principle for infinite-dimensional stochastic control systems, i.e., the counterpart of Peng's result, remained open for a long time. In this paper we attempt to fill this gap.
In view of the second-order variation method developed by Peng [11] , the main difficulty in the infinite-dimensional case lies in the step of second-order duality analysis, i.e., analyzing the quadratic term in a variational inequality, which, in the finitedimensional case, can be worked out by means of the fact that the auxiliary process, called the second-order adjoint process, satisfies a well-solved backward stochastic differential equation (BSDE) . However, in the case here, the corresponding BSDE is operator-valued which seems rather difficult to solve. In this paper, we develop a new procedure to do the second-order duality analysis: by virtue of the Lebesgue differentiation theorem and an approximation argument, we prove that, when the perturbation tends to zero, the quadratic term in the variational inequality converges to a bilinear functional which can be represented by an operator-valued processthis is the second-order adjoint process. Our approach, we believe, could work not only in the abstract framework but also in many concrete cases.
Very recently, two other works [10, 5] besides ours were also concerned with the general stochastic maximum principle in infinite dimensions, while the three ones differ in both forms of state equations and key approaches. The preprint [10] , within an abstract framework, focused on how to solve the operator-valued BSDE properly, and to this end, introduced a notion called "relaxed transposition solution". Their approach and result looked restrictive due to some technical assumptions. In [5] as well as its long version [6] , the authors considered a concrete stochastic parabolic PDE with deterministic coefficients. The approach there, including a compactness argument, required the Markov structure of the system. The rest of this paper is organized as follows. In Section 2, we formulate the problem in abstract form, and state our main results. Section 3 is devoted to derive the basic L p -estimate for SEEs. In Section 4, we study the representation and properties of a stochastic bilinear function. The maximum principle is proved in Section 5. In the final section, we discuss two examples.
We finish the introduction with several notations. Let (Ω, F , F, P) be a filtered probability space with the filtration F = (F t ) t≥0 generated by a 1-dimensional 1 standard Wiener process {W t ; t ≥ 0} and satisfying the usual conditions. Denote by P the predictable σ-field. Let H be a separable real Hilbert space and B(H) be its Borel σ-field, p ∈ [1, ∞]. The following classes of processes will be used in this article.
• L p (Ω × [0, 1], P, H) : the space of equivalence classes of H-valued F × B([0, 1])-measurable processes x(·) admitting a predictable version such that E 1 0
•
: the space of H-valued adapted processes x(·) with continuous paths such that E sup t∈[0,1] x(t) p H < ∞. Elements of this space are defined up to indistinguishability.
: the space of equivalence classes of H-valued adapted pro-
Elements of this space are defined up to modification.
Moreover, denote by B(H) the Banach space of all bounded linear operators from H to itself endowed with the norm T B(H) = sup{ T x H : x H = 1}. We shall define the following spaces with respect to B(H)-valued processes and random variables.
for any x, y ∈ H, and
Here the subscript "w" stands for "weakly measurable".
• L p w (Ω, F t , B(H)) : the space of equivalence classes of B(H)-valued random variable T such that x, T y ∈ L p (Ω, F t , R) for any x, y ∈ H, and E T p B(H) < ∞. 2. Formulation and main results.
2.1. Problem formulation. Let H and V be two separable real Hilbert spaces such that V is densely embedded in H. We identify H with its dual space, and denote by V * the dual of V . Then we have V ⊂ H ⊂ V * . Denote by · H the norms of H, by ·, · the inner product in H, and by ·, · * the duality product between V and V * . The notation B(X; Y ) stands for the usual Banach space of all bounded linear operators from Banach space X to Banach space Y , and simply B(X) = B(X; X). Now we consider the controlled stochastic evolution system (1.1) in an abstract way:
with the control process u(·) taking values in a set U , given stochastic evolution operators
and nonlinear terms
Here the control set U is a nonempty Borel-measurable subset of a metric space whose metric is denoted by dist(·, ·). Fix an element (denoted by 0) in U , and then define |u| U = dist(u, 0). A U -valued predictable process u(·) is admissible if there exists a number δ u > 0 such that
Denote by U ad the set of all admissible controls. Our optimal control problem is to find u(·) ∈ U ad to minimize the cost functional
with given functions
Throughout this paper, the SEE of form (1.1) is read in a weak sense, i.e., for
We make the following assumptions. Fix some constants κ ∈ (0, 1) and K ∈ (0, ∞).
Assumption 2.1. The operator processes A and B are weakly predictable, i.e., x, A(·)y * and x, B(·)y are both predictable processes for any x, y ∈ V ; and for each
x, u) and l(·, x, u) are all predictable processes, h(x) is F 1 -measurable random variable; for each (t, u, ω) ∈ [0, 1] × U × Ω, f, g, l and h are globally twice Frèchet differentiable with respect to x. The functions f x , g x , f xx , g xx , l xx , h xx are continuous in x and dominated by the
Here we call this condition the quasi-skew-symmetry. Remark 2.4. (1) Assumption 2.1 is a kind of coercivity condition (cf. [9] ), which ensures the solvability of SEEs of form (1.1). Indeed, in view of a well-known result
(2) In this paper, the quasi-skew-symmetric condition is used to establish the L p -estimate (p > 2) for solutions to stochastic evolution equations. Such a condition is refined from many concrete examples, for instance, the nonlinear filtering equation, and other stochastic parabolic PDEs (cf. [2, 13] ). One can give other characterizations of this condition. Indeed, for any given B ∈ B(V ; H), the following statements are equivalent:
, where B * is the dual operator of B; and (iii) there are a skew-symmetric operator S ∈ B(V ; H) and a symmetric operator T ∈ B(H) such that B = S + T .
Main results.
The main theorem in the paper is Theorem 2.6 -the maximum principle. As a preliminary, we first state the following result. Hereafter we denote
Theorem 2.5. Let A and B satisfy Assumptions 2.1 and
. In this case, we say the four-tuple (A, B; M, N ) is "appropriate". We formally define, for each τ ∈ [0, 1), a stochastic bilinear function on the Banach space L 4 (Ω, F τ , H), associated with the four-tuple (A, B; M, N ), as the form:
with the processes z τ,ξi (·) (i = 1, 2) satisfying
Under the above setting, we have the following assertions:
We call P · the representation of T · (A, B; M, N ). 
Supposex(·) is the state process with respect to an optimal controlū(·). Then i) (first-order adjoint process) the backward stochastic evolution equation (BSEE)
has a unique (weak) solution 2 (p(·), q(·)); ii) (second-order adjoint process) the four-tuple (Ã,B;M ,Ñ ) with
is "appropriate"; then by Theorem 2.5 there exists a unique weakly predictable operatorvalued process P · as the representation of T · (Ã,B;M ,Ñ );
iii) (maximum condition) for each u ∈ U , the inequality
The proof of this theorem will be completed in Section 5. Remark 2.7. i) The inequality (2.6) holds almost surely on the product space [0, 1) × Ω, while the predictable version of process P · insures the (t, ω)-joint measurability of the left-hand side of this inequality.
ii) Let us single out a couple of important special cases: 1) The diffusion does not contain the control variable, i.e., g(t, x, u) ≡ g(t, x). In this case, (2.6) becomes
This is a well known result, cf. [8] .
2) The control domain (a subset of a separable Hilbert space U ) is convex and all the coefficients are C 1 in u. Then from (2.6) we can deduce
This is called a local form of the maximum principle, coinciding with the result of Bensoussan [1] . In both cases, Assumption 2.2 can be weakened, i.e., only the first Gâteaux differentiability of the coefficients is in force.
L
p -estimates for stochastic evolution equations. The L p -estimate of the solutions to stochastic evolution equations plays a basic role in our approach. Now we consider the following linear equation
Under Assumption 2.1, the above equation has a unique solution
, see [9] . If, in addition, the operatorB satisfies the quasi-skew-symmetric condition, then we have 
provided the right-hand side is finite.
Proof. In view of Assumptions 2.1 and 2.3, we have
and furthermore,
Define stopping time τ k := inf{t ∈ [0, 1) :
On the other hand, applying the Itô formula (see [9] ) to e −λt y(t) Now we take E sup t∈[0,τ k ] on both sides of the above equality. Then by virtue of (3.3)-(3.7) with sufficiently large λ and small ǫ, we obtain
Sending k to infinity, we can easily conclude the lemma. Remark 3.2. The quasi-skew-symmetric condition is unnecessary in the case of p = 1, since the term 2p(p − 1) y(t) 
4. Investigation into a stochastic bilinear function. The purpose of this section is to prove Theorem 2.5 and another important property of the representation process P · .
Proof of Theorem 2.5.
For convenience, we write T τ (A, B; M, N ) as T τ to the end of this section, and hereafter denote C = C(κ, K).
Step 1. In view of a known result (cf. [9] ) , equation (2.2) has a unique solution for each ξ ∈ L 4 (Ω, F τ , H); moreover, it follows from Lemma 3.1 that
Indeed, for any set E ∈ F τ , we obtain from Lemma 3.1 that
which implies (4.1). In what follows, we define
. The process (Λ t ) t≥0 is a Doob's martingale and has a continuous version. Then we know, fo each τ ∈ [0, 1] and any ξ, ζ ∈ L 4 (Ω, F τ , H),
Therefore, for any ξ, ζ ∈ L 4 (Ω, F τ , H), T τ (ξ, ζ) is uniquely determined and, by the Hölder inequality, belongs to L 1 (Ω, F τ , R). The assertion (a) is proved.
Step 2. Next we shall prove
For convenience, we denote
with t ∈ [0, 1), and then
]. Now we have
Without loss of generality, we assume t < s. On the one hand, the process (E r [Y x,y t ]) r≥0 is a uniformly integrable martingale, thus it follows from the Doob martingale convergence theorem (cf. [3] ) that
On the other hand, note that
First, it follows from (4.1) and the Hölder inequality that
as |s − t| → 0. Next, from (4.1) and the continuity of the solution to (2.2), we have
Similarly, we can show
Therefore, we have
Next, it follows from (4.3) and the Doob martingale convergence theorem that
This along with (4.7) and the Lebesgue dominated convergence theorem yields
Thus we have
Step 3.
3 Now we shall prove that, for any x, y ∈ H, there is a predictable modification of the process T · (x, y).
Recalling (4.5), let Y 
With the continuity of filtration F in mind, we have for every t ∈ [0, 1],
Thus we obtain
is a predictable version of T · (x, y).
Step 4. The construction of process P · . Take a standard complete orthonormal basis {e i } in H, and a predictable version of T · (e i , e j ) for each i, j ∈ N. Set
where the constant C is taken from (4.3). Then Γ ij is a predictable set with full measure, and so Γ := ∩ i,j∈N Γ ij is also a predictable set with full measure; moreover, in view of (4.3), the section Γ(t) := {ω : (t, ω) ∈ Γ} is a set of probability 1 for each
Thanks to the Riesz representation theorem, there is a unique P t (ω) ∈ B(H) for each (t, ω) ∈ Γ such that e i , P t (ω)e j H = T t (e i , e j )(ω) and
Since for each (t, ω) and x, y ∈ H, x, P t (ω)y = lim n→∞ x n , P t (ω)y n with x n = n i=1 x, e i e i and y n = n i=1 y, e i e i , we have x, P · y ∈ L 2 (Ω×[0, 1], P, R); moreover, from the bilinearity of T t (·, ·), we know that x, P t y = T t (x, y) a.s. for each ∈ [0, 1] and any x, y ∈ H. Recalling (4.4), we have
It remains to show the relation (2.3). Fix arbitrary t ∈ [0, 1]. It follows from the definition of T t (·, ·) that (i) for any E ∈ F t ,
and (ii) for any E 1 , E 2 ∈ F t with E 1 ∩ E 2 = ∅,
This means that, for any simple H-valued F t -measurable random variables ξ and ζ, we have ξ, P t ζ = T t (ξ, ζ) (a.s.), which along with a standard argument of approximation yields the relation (2.3).
The uniqueness of the representation is obvious. The proof of Theorem 2.5 is complete.
4.
2. An important property of P · . Give the same four-tuple (A, B; M, N ) as in Theorem 2.5. Let ε ∈ (0, 1 − τ ). For each ξ ∈ L 4 (Ω, F τ , H), consider the equation
and the following bilinear functional on L 4 (Ω, F τ , H) with parameter ε :
In view of Lemma 3.1, equation (4.9) has a unique solution z
τ (A, B; M, N ) is well-defined. Next, we shall prove a result concerning the relation between T ε τ and P τ , which plays a key role in the proof of the maximum principle.
Proposition 4.1. Under the above setting, we have
for each τ ∈ [0, 1) and any ξ, ζ ∈ L 4 (Ω, F τ , H). Proof. First of all, we claim: the assertion holds true if it does in a dense subset D τ of L 4 (Ω, F τ , H), i.e., the relation (4.10) holds for any ξ, ζ ∈ D τ . Indeed, from the density, for arbitrary η > 0, we can find ξ η , ζ η ∈ D τ such that
Bearing in mind (4.3), one can show
From the arbitrariness of η, we prove the claim. Now we define
. The next result is the key-point in the proof, which gives a simple asymptotic alternative of z τ,ξ ε (τ + ε), independent of the operators A and B. Lemma 4.2.
Proof. Denoting y t = z τ,ξ ε (t) − ξ t , we can write down the equation dy t = Ay t + Aξ t dt + By t + Bξ t dW t , y τ = 0 with t ∈ [τ, τ + ε]. Inspired by the proof of Lemma 3.1, we can deduce 
This concludes the lemma. Let us move on the proof of Proposition 4.1. For ξ, ζ ∈ D τ , define
Now we let ε tend to 0. First, one can show, just like (4.6), the term I 1 tends to 0; Next, by means of Lemma 4.2 and the relation (4.3), we have
Thus we obtain (4.11) lim
On the other hand, for ξ, ζ ∈ D τ , we deduce
since ξ and ζ are simple random variables, recalling (4.8), we know that the last term in the above relation tends to 0 when ε → 0. Note that E ξ τ +ε , P τ ζ τ +ε = E ξ, P τ ζ . Hence, we get
This along with (4.11) yields
which completes the proof of Proposition 4.1.
5. Proof of Theorem 2.6. In this section, we shall prove the maximum principle.
5.1. Second-order expansion of spike variation. Assumex(·) is the state process with respect to an optimal controlū(·). We fix a τ ∈ [0, 1) in this subsection.
Following a classical technique in the optimal control problem, we construct a perturbed admissible control in the following way (named spike variation)
with fixed τ ∈ [0, 1), sufficiently small positive ε, and any given admissible control u(·). Let x ε (·) be the state process with respect to the control u ε (·). For the sake of convenience, we denote for ϕ = f, g, l, f x , g x , l x , f xx , g xx , l xx , 
Proof. The proof is rather standard (cf. [16] ). The L p -estimate for SEEs plays a key role here. Indeed, by means of Lemma 3.1, and keeping in mind Assumption 2.2 and Corollary 3.3, we deduce that
; moreover, by similar arguments we have the following estimates:
where
Consequently, by virtue of (5.3), (5.4) and the Lebesgue dominated convergence theorem, we can deduce |γ(ε)| = o(ε), which implies the lemma.
5.2.
First-order duality analysis. We need do some duality analysis in order to get the maximum condition (2.6) by sending ε to 0 in inequality (5.6). In this subsection, we still fix the τ ∈ [0, 1). Recall the Hamiltonian H(t, x, u, p, q) = l(t, x, u) + p, f (t, x, u) + q, g(t, x, u) , and BSEE (2.5). Under Assumptions 2.1 and 2.2, it follows from Du-Meng [4, Propostion 3.2] that equation (2.5) has a unique weak solution (p(·), q(·)) with the estimate [H(t,x(t), u(t), p(t), q(t)) − H(t,x(t),ū(t), p(t), q(t))] dt (5. and using the Lebesgue differentiation theorem and (5.11), we obtain (5.12) 0 ≤ E H ∆ (τ ) + 1 2 g ∆ (τ ), P τ g ∆ (τ ) , a.e. τ ∈ [0, 1).
In view of the Fubini theorem, we have
Combining with (5.12), we obtain
Therefore, the desired maximum condition (2.6) follows from the arbitrary choice of control u(·). This completes the proof of Theorem 2.6.
6. Examples. In the following let us discuss two examples which can be covered by the abstract results of the present paper. The equation is usually called super-parabolic SPDE if there is a constant κ > 0 such that
The fundamental theory about this kind of SPDEs can be found in [2, 13] , etc. Here we consider minimizing the cost functional 
