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Abstract 
In this work, a Markov-based model is proposed for the reliability estimation of hierarchical architecture system. This 
model is suggested to replace the traditional one RBD (Reliability Block Diagram), the parameter of which is hard to 
acquire comparatively. To illustrate the problem, the comparative studies between the Markov-based model and RBD 
are carried out. A case study analysis is presented. The experimental result demonstrates that the system reliability 
predictive value can be improved by the Markov techniques. 
Keywords: Markov-based modeling; software reliability; Architecture-based reliability estimation 
1. Introduction 
Under the rapid development of software’s scale and modularisation, the software reliability estimation 
based on architecture style has been studied quite extensively. The hierarchical architecture is a usual style, 
by which system is decomposed into different layers according to the components’ calling relations. The 
style is extensively applied to many systems, such as the direct invocation of the components. It is also 
used to describe the interpreter relations of different layers in communication software. And in the object-
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oriented ones, the running relations between the inheriting and derived class are usually described by this 
architecture.
The RBD(Reliability Block Diagram) is a typical model in estimating layer system, which has been 
developed by S.P.Leblanc et al.(2002) [1]. The key degree function (KDF) is the main parameter of RBD. 
However the KDF is hard to be acquired through testing tools [2]. This limits its application. In this article, 
we proposed a Markov model, in which the state transferring probability (STP) is the main parameter. We 
can transfer the source data got from the testing periods into this parameter. The practicability of the 
Markov model has been verified by an application system.  
The paper is organized as follows: In section 2, Markov-based reliability model is presented. A 
controlling system has been estimated through the Markov model in section 3. Finally, a conclusion is 
given in section 4. 
2. Reliability model based on Markov Method 
2.1. Markov modeling process 
To analysing the system reliability, the components are organized as the Markov process. A set of 
hypothetical conditions of a hierarchical software are proposed as [3][4]: 
•  The failures of components within the same layer are independent. They are only triggered by the 
faults of component inside. 
• There are no calls between the components within the same layer. 
• Any failure of component will lead to the system failure directly. 
• If the component belonging to the n layer executes correctly, the components called by that one 
must be without failures. 
Based on the hypothetical conditions above, we proposed a set of definitions to compute the system 
reliability: 
Definition1: The set of components within the same layer is defined as T, the number i component is Ti.
Because of the irrelevance between the same layer components, then: T T , ( ). i j
Definition2: For the component Ti, the failure rate is fi, and the reliability is: .
∩ =∅
1i iR f= −
Definition3: The transition probability of the component Ti is depicted as hi. Because the calling 
relation just occurs between the components of different layers, then we propose that: . 1ih =∑
Definition4: Based on the irrelevance between the same layer components, the components’ reliability 
assembly (Rn) of the number n layer is calculated as the following equation:  
(1 )n iR h f= −∑                                                                   (1) 
Definition5: According to the hypothetical conditions above, the components of higher layer calls the 
ones of lower layer is distributed to serial architecture style. The system reliability is finally calculated as 
the following equation: 
0
n
i
i
R
=
=∏R                                                                         (2) 
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2.2. Analysis and verification 
Once a hierarchical architecture system is constructed as a Markov process, we can calculate the 
system reliability(R) based on 4 steps. Next, we use an example of a two layers architecture system (in 
Fig.1) to demonstrate the calculation process of the reliability.  
TA1 TA3TA2 TA4
TB1 TB3TB2
0.5 0.2 0.3
0.23 0.51
0.26 1
0.37 0.63
Fig.1 example of hierarchical architecture 
In Fig.1, there are 3 components in layer B, and 4 ones in layer A. B calls A directly. And there are no 
calling relationships within the same layer. Each of the components’ transferring probability value is 
signed beside the edge. The failure rates of the components are provided in the tab.1. 
Tab.1 failure rates of components 
Layer number Components Failure rate of components 
A TA1, TA2, TA3, TA4 0.01, 0, 0, 0.02 
B TB1, TB2, TB3 0.1, 0, 0.02 
Against the above example, we demonstrate the process to calculate the system reliability according to 
four steps[5]: 
Step1: The number n layer is the higher one, which calls number n-1, wherefore the components’ fan-
out transferring probabilities of higher layer are the fan-in ones of lower. So the h  of the number n layer
can be defined.  
i
Step2: Repeat the step 1, until to get all layers’ hi. Based on the two steps, we computed the hi of the 
two layers of the Fig.1 
Step3: The failure rate of each component (fi) is known. According to the equation (1), the 
components’ reliability assembly (Rn) of each layer is calculated. In this step, we calculate the reliabilities 
of the A and B separately: BR =0.944; R =0.995 A
Step4: Finally, we can calculate the system reliability of the hierarchical architecture based on the 
equation (2). The system reliability of the example is: =0.9393 A BR R R=
2.3. Comparison with the RBD 
Based on the above analysis, we produced a comparison result between the RBD and the Markov-
based model. That is as the following tab.2. 
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Tab.2 The result of comparing RBD and Markov models 
Characteristics of modeling RBD Markov-based 
Is there any calling relation between the components of the same layer?  No No
Whether needs state transferring probability parameters?  No Yes
Failure dependent relations between the components(The value of  Key degree function Pij) 0 1ijP≤ ≤ 1ijP =
Methods of analyzing the system reliability static dynamic 
According to the comparison, we conclude that the modeling parameters of the two models are 
different. The RBD relies on two parameters, the components’ reliabilities and the key degree function 
(KDF) of the components. The parameters of Markov-based are the component’s reliabilities and the state 
transferring probability (STP). In the industrial applications, it is difficult to convert the software testing 
data into the parameter KDF. However, the parameter STP is easy to be got during the testing methods. In 
the software design phase, a predictive value is proposed by analyzing the system structure and the 
operational profiles. During the configuration-testing phase, this predictive value can be fixed by the 
controlling transferring times, which are got through the testing tools. Another difference of the two 
models is that the RBD is static, and the Markov-based is dynamic. In the RBD modeling, the system 
failure is composed of the components’ failures both operative and inoperative [6]. However, in the 
Markov-based modeling, only the operative components’ failures are taken into account when computing 
the system failures, which reflects the behavioral characteristics of the system structure. 
3. An industrial Case 
3.1. Modeling the system layer 
In this section we describe a case study to calculate the reliability value using the Markov model 
approach. Our example case is a controlling system using in a simulating ground target source. The 
source system is composed of a number of devices (industrial computer, thermal infrared imager, 
temperature control box, targets). The Controlling System of the Target Source (CSTS) is used to support 
and communicate all the devices.  
Major components of the system include the remote device controller, infrared picture monitor, and 
database record interface. Each component is separated into several layers. Therefore, we divide the 
system into the layer structure as the Fig.2. Part (a) shows the main components composing the system. 
Part (b) is the abstract structure, which appends a bottom layer representing the common database.  
The controlling system
remote device 
controller
infrared picture 
monitor
database record 
interface
Temperature
controller
Image
controller
Infrared target 
record interface
Typical target 
record interface
A
DCB
KJFE
Layer one
Layer two
Layer three
L Layer four
(a)                                                                                                      (b) 
Fig.2 structure of the controlling system 
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3.2. Estimating the modeling parameters 
According to the system structure, each layer’s reliability should be calculated separately. In the 
following, we take the unit C to explain how to get the layer’s reliability. Unit C is composed of several 
function modules: serial communication initial module, image communication initial module, images 
collection module, image save module. These modules call each other independently.  
In this application, we use a direct method to compute the reliability. According to the 
equation i , each component’s reliability (Ri) can be calculated from the failure rate (fi), ni is 
the running total times of the component i. All the parameters can be acquired through the testing daily 
records, for the detail, see the reference [2].  
1 /i iR f= −
The transferring probability (pij=nij/ni) is the other parameter. nij is the invocation counts from 
component i to j. ni is the total invocation counts from all components to i. According to the above 
computing process, we calculated the reliability of the layer C: RC=0.966. 
According to this method, the reliabilities and the transferring probabilities of all the layers are 
calculated. Therefore, the system reliability was computed based on the equation (1): R=0.985.  
In the assignment book of the project, the reliability target was set as . The estimation result 
based on our Markov model can satisfied it. 
0.95R ≥
4. Conclusions  
We presented a Markov-based approach to the estimation of reliability on the layer structure software 
system. The method assumes that the components of system transfer each other on the Markov process. 
We have verified that the Markov-based model is more valid comparing to the tradition model RBD. And 
the parameters could be acquired through the usual software testing tools. The successful application in 
the controlling system has verified the applicability. 
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