This is the second of a series of articles providing a foundation for the theory of Drinfeld modular forms of arbitrary rank. In the present part, we compare the analytic theory with the algebraic one that was begun in a paper of the third author. For any arithmetic congruence subgroup and any integral weight we establish an isomorphism between the space of analytic modular forms with the space of algebraic modular forms defined in terms of the Satake compactification. From this we deduce the important result that this space is finite dimensional.
Introduction
This is part II of a series of articles together with [BBP1] and [BBP3] , whose aim is to provide a foundation for the theory of Drinfeld modular forms of arbitrary rank. Part I developed the basic analytic theory, including u-expansions and holomorphy at infinity. In the present Part II we identify the analytic modular forms from Part I with the algebraic modular forms defined in [Pi13] and deduce qualitative consequences such as the finite dimensionality of the space of modular forms of given level and weight. Part III will illustrate the general theory by constructing and studying some important families of modular forms.
By definition, weak Drinfeld modular forms of weight k are holomorphic functions on the rigid analytic Drinfeld period domain Ω r that satisfy a certain twisted transformation law under the action of an arithmetic congruence subgroup Γ < GL r (F ). Drinfeld modular forms are weak Drinfeld modular forms that are holomorphic at infinity after transformation by all elements of GL r (F ). By construction these seem to be purely analytic objects, but in this article we identify them with objects from algebraic geometry, as follows.
Roughly speaking, the quotient Γ Ω r is the set of C ∞ -valued points of a certain moduli space of Drinfeld modules M, which is an algebraic variety over C ∞ . The transformation law means that weak modular forms of weight k can be interpreted as holomorphic sections of L k for a certain invertible sheaf L on M, at least if Γ is sufficiently small. Here L is the dual of the relative Lie algebra of the universal Drinfeld module over M. Since M is affine of dimension r − 1, for r ⩾ 2 there is an abundance of non-algebraic holomorphic sections of L k . (So the analogue of the Köcher principle for Siegel modular forms does not hold.)
To algebraise Drinfeld modular forms, we translate the condition at infinity into a condition on a compactification M of the moduli space M. For this we use the Satake compactification that was constructed analytically by Kapranov [Ka87] in the special case A = F q [t] and by Häberli [Hä17] in general, and algebraically by the third author in [Pi13] . By [Pi13] the sheaf L extends naturally to an invertible sheaf on M, again denoted L, which is constructed as the dual of the relative Lie algebra of the unique generalised Drinfeld module over M that extends the universal Drinfeld module over M.
The main result of this article, Theorem 10.9, states that the analytic Drinfeld modular forms of weight k correspond precisely to the sections of L k over M. Since M is a projective algebraic variety, it follows that the space of modular forms of each weight k is finite dimensional, and that the graded ring of modular forms of all weights for fixed Γ is a normal integral domain that is finitely generated as a C ∞ -algebra: see Theorem 11.1. In the case r = 2 all this was done in Goss's thesis [Go80b] .
Establishing these results with adequate precision requires a fair amount of technical details. For later use we also discuss the action of GL r (F ) as well as Hecke operators. As this article belongs to a whole series with [BBP1] and [BBP3] , we number the sections of all parts consecutively. Thus Sections 1-6 appear in Part I and Sections 13-17 in Part III. All the definitions and notation from Part I remain in force, and we refer to proclamations in the other parts without any special indication.
Outline of this paper
As a preparation for the modular interpretation of Γ Ω r , in Section 7 we construct the universal family of Drinfeld modules over Ω r and its level structures. We also study its behaviour at the standard boundary component. In Proposition 7.16 we show that the universal family descends to a family over Γ U Ω r which extends naturally to a generalised Drinfeld module over the larger domain U obtained by adjoining a copy of Ω r−1 .
In Section 8 we construct the precise identification of Γ Ω r with a moduli space of Drinfeld modules. This requires working with the ring of finite adèles A . This identification requires a precise description of the universal family and its level structure. Working adèlically also entails that M r A,K is an algebraic variety over the given global field F itself, which eventually shows that the space of modular forms for Γ comes from a vector space over a certain finite abelian extension of F instead of C ∞ .
As explained in Remark 1.8, there are different conventions about whether Ω r consists of row or column vectors and about how GL r (F ∞ ) acts on it. In this series of articles we have chosen to use column vectors and left multiplication. This affects the way that the universal family of Drinfeld modules on GL r (F ) (Ω r × GL r (A f F ) K) must be described. As our convention differs from that of [Pi13] , several formulas from there have to be transformed to be used here. For instance, in the isomorphism (8.1) a double coset [(ω, g)] now corresponds to a point on the moduli space that was represented by the double coset [(ω T , (g T ) −1 )] in [Pi13] . The change in convention also affects the functoriality in Proposition 8.16, in whose proof the precise relationship is indicated. We wish to apologise for the resulting inconvenience.
In Section 9 we review the relevant facts about the Satake compactification of M 
for the larger domain U from Section 7 and that, repeating this after transformation by arbitrary elements of GL r (A f F ), the images of these maps cover a Zariski open subset M
whose closed complement has codimension ⩾ 2. Using this map we can identify the pullback of the generalised Drinfeld module on M r A,K with that constructed over U in Section 7. In Section 10 we use these facts to show that an analytic modular form is holomorphic at infinity if and only if the corresponding section of L k over M r A,K (C ∞ ) extends holomorphically to a section over M r,+ A,K (C ∞ ). By rigid analytic analogues of the Hartogs principle and of GAGA the latter condition is equivalent to being the restriction of a section of L k over M r A,K (C ∞ ) in the algebro-geometric sense, thereby establishing our first main result, Theorem 10.9.
This earns us our piece of cake in Section 11, where we deduce that the space of modular forms of each weight k is finite dimensional, and that the graded ring of modular forms of all weights for fixed Γ is a normal integral domain that is finitely generated as a C ∞ -algebra.
The final Section 12 explains how the comparison isomorphism between analytic and algebraic modular forms behaves under Hecke operators on both sides.
Universal family of Drinfeld modules
As a preparation for the following sections, we construct the universal family of Drinfeld modules on Γ Ω r associated to an A-lattice L ⊂ F r and study its behaviour at the standard boundary component. We first review the necessary details about Drinfeld modules and generalised Drinfeld modules.
Consider any scheme S over F . For any line bundle E on S, let End Fq (E) denote the ring of F q -linear endomorphisms of the group scheme underlying E. (These endomorphisms need not commute with scalar multiplication by O S .) By [Dr74, §5] , any such endomorphism is a finite sum
Recall that a Drinfeld A-module of rank r over S is a pair (E, ϕ) consisting of a line bundle E over S and a ring homomorphism
) satisfying the two conditions:
(b) For any a ∈ A ∖ {0} the term ϕ a,r deg(a) is a nowhere vanishing section of E 1−q r deg(a) .
If instead of (b) we require only:
(c) For any point s ∈ S and any non-constant a ∈ A there exists i > 0 with ϕ a,i = 0;
we obtain the notion of a generalised Drinfeld A-module of rank ⩽ r over S from [Pi13, Def. 3.1]. Over any point s ∈ S, the map ϕ then defines a Drinfeld A-module of some rank r s satisfying 1 ⩽ r s ⩽ r. An isomorphism of (generalised or not) Drinfeld A-modules over S is an isomorphism of line bundles that is equivariant with respect to the action of A on both sides. Furthermore, following [Pi13, Def. 3 .8], a generalised Drinfeld A-module (E, ϕ) over S is called weakly separating if, for any Drinfeld A-module (E ′ , ϕ ′ ) over any field F ′ containing F , at most finitely many fibers of (E, ϕ) over F ′ -valued points of S are isomorphic to (E ′ , ϕ ′ ).
The analogous notions are used over a rigid analytic base S.
For the following construction we fix a finitely generated projective A-submodule L ⊂ F r of rank r. Recall that elements of F r are viewed as row vectors and points in Ω r as column vectors. Any ω ∈ Ω r thus determines an A-lattice Lω ⊂ C ∞ of rank r. Let e Lω be the associated exponential function from (2.1). For any a ∈ A ∖ {0} we have an inclusion of A-lattices Lω ⊂ a −1 Lω of finite index, so e Lω (a −1 Lω) is a finite F q -subspace of C ∞ . Thus
is a polynomial in End Fq (G a,C∞ ) which by Proposition 2.3 (a) and (b) satisfies the functional equation ψ Lω a (e Lω (z)) = e Lω (az). Setting also ψ Lω 0 ∶= 0, we obtain the Drinfeld A-module (G a,C∞ , ψ Lω ) over C ∞ that is uniformised by the lattice Lω. As ω varies over Ω r , the exponential function e Lω (z) is holomorphic in (z, ω) ∈ C ∞ × Ω r ; hence ψ Lω a is holomorphic in ω ∈ Ω r for each a ∈ A. Together this therefore defines a Drinfeld A-module
of rank r over Ω r . Also, any element ℓ ∈ F r determines a holomorphic section
Next consider an arbitrary element γ ∈ GL r (F ). Then for any ω ∈ Ω r we have Lω = Lγ −1 γω = j(γ, ω) ⋅ Lγ −1 ⋅ γ(ω) by (1.3). Multiplication by j(γ, ω) −1 thus induces an isomorphism of Drinfeld A-modules
).
Here the target is the pullback of the Drinfeld A-module (G a,Ω r , ψ Lγ
Multiplication by the holomorphic function j(γ, ) −1 thus induces an isomorphism of Drinfeld A-modules
over Ω r . Also, for any ℓ ∈ F r , using Proposition 2.3 (b) we can calculate
Multiplication by j(γ, ) −1 thus also sends the level
). Now let Γ < GL r (F ) be an arithmetic subgroup whose right action on F r normalises the lattice L. Recall from [Dr74, Prop. 6 .2] that Γ < GL r (F ) acts discontinuously on Ω r ; hence the quotient Γ Ω r exists as a rigid analytic space by [FvdP04, §6.4] . Let π Γ ∶ Ω r ↠ Γ Ω r denote the projection morphism.
Assume that Γ acts freely on Ω r . Then Γ also acts freely on G a,Ω r = G a × Ω r through γ(z, ω) ∶= (j(γ, ω) −1 z, γ(ω)), so the quotient E Γ ∶= Γ (G a × Ω r ) exists and is a line bundle on Γ Ω r . By construction the space of its sections over any open subset U ⊂ Γ Ω r is
This line bundle comes with a natural isomorphism
For any γ ∈ Γ the equality π Γ = π Γ ○ γ induces a commutative diagram (7.11)
where the vertical map on the right is multiplication by j(γ, ) −1 . The isomorphism (7.7) for all γ ∈ Γ implies that there is a unique Drinfeld A-module of the form (E Γ ,ψ L ) over Γ Ω r such that (7.10) induces an isomorphism
Moreover, since Γ normalises L, it acts on N −1 L L for any non-zero ideal N ⊂ A. For any residue class ℓ + L that is fixed by Γ, the formula (7.8) implies that the associated torsion point µ L ℓ descends to a torsion pointμ L ℓ of (E Γ ,ψ L ). In particular, if Γ acts trivially on N −1 L L, the level N structure (7.5) descends to a unique level N structure of (E Γ ,ψ L ) .2) and let Λ ′ ∶= ι −1 (Γ U ) ⊂ F r−1 be the corresponding subgroup from (4.4), which is commensurable with A r−1 . Then by Theorem 4.16 there exist an admissible open subset U ⊂ C ∞ × Ω r−1 containing {0} × Ω r−1 and a holomorphic map (7.14)
For all γ ∈ Γ U , the definition (1.2) implies that j(γ, ω) = 1 and hence e Lγ(ω) = e Lω and ψ 
Moreover the isomorphism (7.12) descends to a natural isomorphism
Proposition 7.16 There exists a unique generalised Drinfeld A-module of the form
Its restriction to {0} × Ω r−1 ⊂ U is a Drinfeld A-module of constant rank r − 1.
Proof. We will show that the exponential function
) ↦ e Lω (z) associated to the Drinfeld A-module extends to a holomorphic func-
ω ′ as before, we will express e Lω (z) as an infinite product in the variables (z, u, ω ′ ) for u = u ω ′ (ω 1 ) ∶= e Λ ′ ω ′ (ω 1 ) −1 and show that this product also converges near u = 0.
For this we define subgroups L ′ and L 1 by the commutative diagram with exact rows
Since L is commensurable with A r , the subgroups L ′ and L 1 are commensurable with A r−1 and A, respectively. Next, for any (ℓ 1 , v ′ ) ∈ L and any λ ′ ∈ Λ ′ we have
In particular this implies that ℓ 1 Λ ′ ⊂ L ′ . As both Λ ′ and L ′ are commensurable with A r−1 , this is an inclusion of finite index if ℓ 1 = 0.
Next we fix a subgroupL 1 ⊂ L which maps isomorphically to L 1 under the projection
and the definition (2.1) of the exponential function, for any z ∈ C ∞ we thus have
By the additivity of the exponential function we have
By the definition and the additivity of the exponential function this in turn yields
where the last transformation uses the fact that
is a power of q. Plugging this into the formula (7.17) we conclude that
goes to infinity. Using the geometric series we can therefore expand the right hand side of (7.18) as a power series in u whose coefficients are functions of (z, ω 1 ). We will show that this expression converges locally uniformly for allz ∈ C ∞ and all (u, ω 1 ) in a suitable tubular neighbourhood of {0} × Ω r−1 . For this take any n > 0. By Proposition 4.7 (c) there exists a constant c n > 0, such that for any ω ′ ∈ Ω r−1 n and any v ′ ∈ F r−1
In particular this inequality holds for ℓ
converges uniformly to a value of norm 1. Combining the inequalities yields the bound
As both ℓ 1 and [L ′ ∶ ℓ 1 Λ ′ ] go to infinity with ℓ 1 , for any R > 0 this proves that the right hand side of (7.18) converges uniformly for all (z, u, ω ′ ) ∈ B(0, R)×B(0, r n )×Ω r−1 n . Varying n and R it therefore converges locally uniformly on C ∞ × T for the tubular neighbourhood T ∶= ⋃ n⩾1 B(0, r n ) × Ω r−1 n and the limit is a holomorphic function of (z, u, ω ′ ). Substituting z = e L ′ ω ′ (z), which is already a holomorphic function of (z, ω ′ ) ∈ C ∞ × Ω r−1 , thus yields a holomorphic function E(z, u, ω ′ ) on C ∞ × T such that
) ∈ T . Now recall that for any ω ∈ Ω r , the Drinfeld A-module ψ Lω is characterised by the fact that for each a ∈ A ∖ {0} the function ψ Lω a is an
a (e Lω (z)) = e Lω (az). Writing this as an identity of power series in z and observing that e Lω (z) = z + (higher terms), it follows that each coefficient of ψ Lω a is a certain polynomial with coefficients in A in finitely many coefficients of e Lω (z). By what we have just proved, these coefficients, as functions of (e Λ ′ ω ′ (ω 1 ) −1 , ω ′ ), extend to holomorphic functions of (u, ω ′ ) ∈ T . Thus the same is true for the coefficients of ψ Lω a . In other words, there is a unique holomorphic
is an F q -algebra homomorphism by continuity implies that a ↦ψ L a is also F q -algebra homomorphism. Moreover, the fact that
L a = a identically as well. Furthermore, by continuity the functional equation ψ Lω a (e Lω (z)) = e Lω (az) extends to a functional equation
for all z ∈ C ∞ and (u, ω ′ ) ∈ T . If we substitute u ∶= 0, the right hand side of (7.18) becomes
. Thus (7.21) reduces to the equation
For any ω ′ ∈ Ω r−1 the map a ↦ψ L a ( , 0, ω ′ ) is therefore the Drinfeld A-module of rank r − 1 associated to the lattice L ′ ω ′ ⊂ C ∞ . All this together proves that a ↦ψ L a constitutes a generalised Drinfeld A-module of rank ⩽ r over T , whose restriction to the locus u = 0 is a Drinfeld A-module of constant rank r − 1.
We have thus proved the desired statement over T . Sinceψ L is already given over U ∩ (C × ∞ × Ω r−1 ), the existence and uniqueness also follows over U , as desired. ◻
Drinfeld moduli spaces
LetÂ ≅ ∏ p A p be the profinite completion of A and A f F =Â⊗ A F the ring of finite adèles of F . For any open compact subgroup K < GL r (Â) let M r A,K be the Drinfeld modular variety of level K, which is a normal integral affine algebraic variety over F . The associated rigid analytic space over C ∞ possesses a natural isomorphism
whose precise characterisation we shall describe below. For any g ∈ GL r (A f F ) let π g denote the composite morphism
Consider the arithmetic subgroup
Since M r A,K is integral, these connected components over C ∞ are Galois conjugate over F . Let F K denote the field of constants of M r A,K (which is a certain ray class field of F that can be characterised uniquely by abelian class field theory). Then the different connected components M g i are just the varieties obtained by base change
For later use we also record:
Proof. Direct consequence of strong approximation for the simply connected reductive group SL r to the effect that the closure of
Now assume that K is fine, which by [Pi13, Def. 1.4] means that the image of K in GL r (A p) is unipotent for some maximal ideal p ⊂ A. Then by [Pi13, Prop. 1.5] there is a natural universal family of Drinfeld A-modules (E, ϕ) over M r A,K , using which one can interpret M r A,K as a fine moduli space of Drinfeld A-modules with some generalised level structure. The pullback of (E, ϕ) under the morphism (8.1) can be described as follows. Viewing elements of F r andÂ r and (A f F ) r as row vectors, for any
which is a finitely generated projective A-module of rank r. Since K < GL r (Â), by construction the right action of Γ g on F r normalises L g . Moreover, the assumption that K is fine implies that all torsion elements of Γ g are unipotent; hence Γ g acts freely on Ω r . There is therefore a natural Drinfeld
Moreover, suppose that K is the principal congruence subgroup of level N
represents the functor which to any scheme S over F associates the set of isomorphism classes of tuples (E, ϕ, µ) consisting of a Drinfeld A-module (E, ϕ) of rank r over S and a full level N structure
by (7.13). To any coset ℓ + A r ⊂ N −1 A r associate the coset
This induces an isomorphism
. In fact this characterises the isomorphism (8.9) uniquely. Moreover, since M is a fine moduli space for Drinfeld A-modules with a full level N structure, this also characterises the isomorphism (8.1) uniquely in this case. . The isomorphism (8.9) in the case of K is the unique one whose pullback yields the isomorphism (8.9) in the case of K(N).
It is useful to know that isomorphisms of Drinfeld modules can be characterised uniquely by using just one torsion point. Since K is fine, its image in GL r (A p) is unipotent for some maximal ideal p ⊂ A, and so it fixes some non-zero coset ℓ +Â r ⊂ p −1Âr . For each g ∈ GL r (A f F ) the subgroup Γ g then fixes the corresponding coset ℓ g + L g ⊂ p −1 L g defined by (8.10). The associated torsion point µ Lg ℓg thus descends to a nowhere zero p-torsion point of (E Γg ,ψ Lg ) over Γ g Ω r . On the other hand, choosing N ⊂ p, the group K K(N) fixes the coset ℓ +Â r ; hence the associated p-torsion point coming from the level N structure descends to a nowhere zero p-torsion point of the universal family (E, ϕ) over M r A,K . By construction the isomorphism (8.9) identifies the respective p-torsion points. As any isomorphism of Drinfeld modules is scalar and hence determined by the image of any non-zero point, it follows that the isomorphism is uniquely characterised by this.
In the following we care mostly about the composite isomorphism
This changes with g as follows. Consider any g ∈ GL r (A f F ) and γ ∈ GL r (F ) and k ∈ K. Since K < GL r (Â), from (8.8) we deduce that
The isomorphisms from (8.11) for g and for γgk thus fit into a diagram (8.12)
where the vertical map on the right is multiplication by j(γ, ) −1 . Using (7.8) one verifies that the isomorphisms preserve some nowhere vanishing torsion point. Thus the two composites must coincide; in other words the diagram (8.12) commutes.
We end this section by looking at functoriality. Consider a second open compact subgroup K ′ < GL r (Â) and an element h ∈ GL r (A f F ) such that hK ′ h −1 < K. Then there is a well-defined map
If h has coefficients inÂ, we haveÂ r ⊂Â r h −1 and hence
By contrast, if h −1 has coefficients inÂ, we haveÂ r h −1 ⊂Â r and hence L gh ⊂ L g , which yields an isogeny of Drinfeld modules
By construction the isogeniesη h andξ h are mutually inverse isomorphisms if h ∈ GL r (Â).
In analogy with (8.2) write
Proposition 8.16 (a) Via (8.1) the map J h corresponds to a morphism of varieties
Now assume that K and K ′ are fine, and let (E, ϕ) and (E ′ , ϕ ′ ) denote the respective universal families on M 
(e) For any a ∈ A ∖ {0} such that both h and ah −1 have coefficients inÂ, we have
Proof. .) Roughly speaking, by taking invariants everything reduces to the case that K = K(N) and K ′ = K(N ′ ), where J h and ξ h can be described explicitly using the modular interpretation.
The construction of η h in (c) is dual to that of ξ h and follows the same principles. For an alternative construction observe that the formulas in (e) characterise η h uniquely in terms of ξ a −1 h . Noting that the endomorphism ϕ ′ a of (E ′ , ϕ ′ ) also factors through the isogeny ξ a −1 h ∶ (E ′ , ϕ ′ ) → J * h (E, ϕ) constructed via the modular interpretation, one can construct η h by the formula η h ○ ξ a −1 h = ϕ ′ a and deduce its properties from that. ◻
Proposition 8.17 Consider open compact subgroups
Proof. Direct calculation for the maps in (8.13) and (8.14) and (8.15). A rigid analytic construction of the same Satake compactification was given by Kapranov [Ka87] in the special case A = F q [t] and by Häberli [Hä17] in general. They explicitly construct a rigid analytic space that is projective over C ∞ and has a natural stratification by finitely many rigid analytic spaces of the form Γ ′ Ω r ′ for integers 1 ⩽ r ′ ⩽ r and arithmetic subgroups Γ ′ < GL r ′ (F ). Häberli also proves that the result is naturally isomorphic to M 
Also, the field of constants of M r A,K is again F K , and the connected components M g i are just the varieties obtained by base change
Assume that K is fine. Consider any g ∈ GL r (A f F ), and set Γ g,U ∶= Γ g ∩ U(F ) and Λ ′ g ∶= ι −1 (Γ g,U ) ⊂ F r−1 as in (4.2) and (4.4). By Theorem 4.16 there exist an admissible open subset U g ⊂ C ∞ × Ω r−1 containing {0} × Ω r−1 and a holomorphic map
which induces an isomorphism of rigid analytic spaces
Proposition 9.3 (a) There exists a unique morphism of rigid analytic spacesπ g ∶ U g → M g (C ∞ ) making the following diagram commute: Proof. This is due to Kapranov [Ka87] in the special case A = F q [t], and to Häberli [Hä17] Next let (G a,Ug ,ψ Lg ) be the generalised Drinfeld A-module over U g that is furnished by Proposition 7.16.
Proposition 9.5 There exists a unique isomorphism of generalised Drinfeld modules over
Proof. Over U g ∩(C × ∞ ×Ω r−1 ) the isomorphism is obtained from the construction preceding 
Analytic versus algebraic modular forms
We keep the notation from the preceding section, and first we also assume that K is fine. Let LieĒ denote the Lie algebra ofĒ, which is an invertible coherent sheaf of modules on M 
Since M r A,K is a projective algebraic variety with field of constants F K , this is a finitedimensional vector space over F K or, depending on one's point of view, over F . Our aim is to relate it with a space of analytic modular forms. Note that the decomposition (9.1) yields natural isomorphisms
Let L an denote the invertible sheaf on the rigid analytic space M r A,K (C ∞ ) obtained from L. Its pullback π * g L an is an invertible sheaf on Ω r , which must be trivial, because Ω r is a Stein space ([SS91, Prop. 4]). In fact, we have an explicit trivialisation: The isomorphism of line bundles π * g E → G a,Ω r underlying the isomorphism of Drinfeld modules (8.11) induces an isomorphism for the dual of the sheaf of sections
Via this trivialisation, the pullback of any section
Proof. Since L is the dual of the invertible sheaf of sections ofĒ, the commutative diagram (8.12) yields a commutative diagram
For any ω ∈ Ω r , evaluating s at the point π g (ω) = π γgk (γ(ω)) therefore yields the equality
In view of (1.5) this implies that
as desired. ◻ Lemma 10.6 The map π * g induces an isomorphism
Proof. By definition the pullback by π g yields an isomorphism from
But for every γ ∈ Γ g we have π γg = π g ○ γ −1 = π g by (8.5); so by Lemma 10.5 the γ-invariance translates into the formula π * g s = (π * g s) k γ. By Definition 1.9 the image of π * g is therefore just the space of weak modular forms W k (Γ g ). ◻
Lemma 10.7 The map π * g induces an isomorphism
Proof. By rigid analytic GAGA due to Köpf [Kö74, Satz 4.7], analytification yields an 
). It remains to determine when s extends to a section in
We first analyse when it extends to the image of the mapπ g from Proposition 9.3 (a). Recall that L was defined as the dual of the invertible sheaf of sections ofĒ. Thus the isomorphism of generalised Drinfeld modules in Proposition 9.5 induces an isomorphism
Letθ ∶ Ω r → U g be the composite morphism in the top row of the diagram in Proposition 9.3 (a). Then by construction the pullback of the trivialisation (10.8) to Ω r viaθ is just the trivialisation in (10.4). Thus s extends to a section of (L an ) k over the image ofπ g if and only if the function π * g s ∶ Ω r → C ∞ is the pullback viaθ of a holomorphic function U g → C ∞ . Here π * g s is already a Γ U -invariant function and therefore possesses a u-expansion by Proposition 5.4. Thus it is the pullback of a holomorphic function on U g if and only if it is holomorphic at infinity in the sense of Definition 5.12.
Now recall that for any g, g ′ ∈ GL r (A f F ) we have M g = M g ′ if and only if g ′ = γgk for some γ ∈ GL r (F ) and k ∈ K. By Proposition 9.3 (c) the partial compactification M + g is therefore the union of the images of the mapsπ γgk for all such γ and k. By the above argument for γgk in place of g, it follows that s extends to a section in
and only if for all γ and k the pullback π * γgk s is holomorphic at infinity. But by Lemma 10.5 we have π *
Combining everything yields the desired result. ◻ Theorem 10.9 If K is fine, the maps π * g and the isomorphisms (10.3) respectively (10.2) induce isomorphisms
Proof. Direct consequence of Lemma 10.7. ◻
The above isomorphisms are functorial in the following sense. Consider a second fine open compact subgroup K ′ < GL r (Â) and an element h ∈ GL r (A f F ) such that hK ′ h −1 < K. By Proposition 9.6 (a) this data determines a morphismJ h ∶ M With h fixed, consider any sufficiently divisible scalar a ∈ A ∖ {0}, so that the element ha ∈ GL r (A f F ) has coefficients inÂ. As a consequence of Propositions 8.16 (f) and 8.17, we then haveJ ha =J h . The derivative of the isogenyη ha in Proposition 9.6 (b) thus induces an isomorphism
Lemma 10.10 The isomorphism
is independent of the choice of a.
Proof. Consider a second element b ∈ A ∖ {0} such that hb has coefficients inÂ. Then so does hab, and Propositions 8.17 (b) and 8.16 (f) imply that 
To describe its behavior under the isomorphisms from Theorem 10.9, for any g ∈ GL r (A f F ) consider the arithmetic subgroup Γ ′ gh ∶= GL r (F ) ∩ ghK ′ (gh) −1 , which by construction is contained in the arithmetic subgroup Γ g ∶= GL r (F ) ∩ gKg −1 .
Proposition 10.12 For any
where the horizontal map on the bottom is the inclusion map.
Proof. Assume first that h has coefficients inÂ. As L and L ′ are the duals of the invertible sheaves of sections ofĒ andĒ ′ , Proposition 8.16 (c) yields a commutative diagram
By the construction (8.14) ofη h we have dη h = 1. The desired commutativity thus follows from the definition of π * g and π ′ * gh . In the general case take any a ∈ A ∖ {0} such that ha ∈ GL r (A f F ) has coefficients inÂ. Repeating the above calculation twice with (g, h) replaced by (g, ha) and (gh, a), respectively, and noting that π ′ gha = π ′ gh , yields a commutative diagram
Here dη a = dϕ ′ a = a by Proposition 8.16 (f), hence the upper horizontal arrow on the right is multiplication by a −1 . Together we thus obtain the commutative diagram
and again the desired commutativity follows from the definition of π * g and π
Proof. Direct computation using Proposition 8.17. ◻ Now recall that the elements g 1 , . . . , g n appearing in Theorem 10.9 are the representatives of the double quotient GL r (F )
j , and choose 1 ⩽ i j ⩽ n and γ j ∈ GL r (F ) and k j ∈ K such that γ j g
and that the following diagram commutes: (10.14)
where the vertical map in the middle is [(ω, g)] ↦ [(ω, gh −1 )] and the one on the left sends a coset Γ ′ g ′ j ω in the j-th subset to the coset Γ g i j γ j (ω) in the i j -th subset.
Proposition 10.15 If K and K ′ are fine, the map J * h from (10.11) and the isomorphisms from Theorem 10.9 for K ′ and K fit into a commutative diagram
which commutes on the left by the equation γ j g 
Once defined using one choice ofK, the same equality then holds for arbitrary open compact subgroupsK ◁K < GL r (A Proof. (Sketch) For all h ∈ K we have hK ′ h −1 = K ′ , so using Proposition 10.15 with K replaced by K ′ we can translate the right action of
lies in the same coset GL r (F )g i K, and the stabiliser of such a summand acts through the action of all γ ∈ Γ g i by f ↦ f k γ. But the space of invariants in
Taking invariants we thus deduce the second isomorphism in Theorem 10.9 for the group K. The remaining statements follow in the same way by taking invariants in each case. ◻ Theorem 11.1 For any congruence subgroup Γ < GL r (F ) we have:
(a) dim C∞ M k,m (Γ) < ∞ for any integers k and m.
(b) M k,m (Γ) = 0 whenever k < 0 and r ⩾ 2.
(c) The graded ring M * (Γ) ∶= ⊕ k⩾0 M k (Γ) is a normal integral domain that is finitely generated as a C ∞ -algebra.
Proof. First assume that Γ is the principal congruence subgroup Γ(N) associated to some level 0 = N ⫋ A. Setting K ∶= K(N), for g = 1 the arithmetic subgroup Γ g from (8.3) is then Γ. By Theorem 10.9 we thus have
As space of sections of a coherent sheaf on a projective algebraic variety it is therefore finite dimensional, proving (a). Moreover, since L is ample by [Pi13, Thm. 5.3], this space is zero if k < 0 and every irreducible component of the variety has dimension ⩾ 1, proving (b). Also, the ring
is a normal integral domain that is finitely generated as a C ∞ -algebra by [Pi13, Thm. 5.6], proving (c).
Next, for any two congruence subgroups Γ ′ ◁ Γ, the respective space or graded ring for Γ is obtained from that for Γ ′ by taking invariants under a certain action of the finite group Γ Γ ′ . The statements for Γ thus follow from those for Γ ′ .
Finally, for an arbitrary congruence subgroup Γ < GL r (F ) consider the finitely generated A-submodule L ∶= Γ ⋅ A r ⊂ F r , and choose an ideal 0 = I ⫋ A such that IL ⊂ A r . Let Γ ′ be the subgroup of elements of Γ that act trivially on L IL. Then Γ ′ ◁ Γ and Γ ′ < GL r (A). Also Γ ′ is again a congruence subgroup, so it contains Γ(N) for some level 0 = N ⫋ A. As Γ ′ < GL r (A), we then have Γ(N) ◁ Γ ′ ◁ Γ, and the statements for Γ follow from those for Γ(N) by applying the above reduction step twice. ◻ Proposition 11.2 Let Γ < GL r (A) be a congruence subgroup whose image in GL r (A p) is unipotent for some maximal ideal p ⊂ A. Then for every k ≫ 0 there exists a non-zero cusp form of weight k for Γ.
For an explicit construction of such cusp forms using Eisenstein series see Remark 16.11.
Proof. Choose a level 0 = N ⫋ A such that Γ(N) < Γ, and set K ∶= K(N) ⋅ Γ < GL r (Â). Then K is fine, and for g = 1 we have Γ g = K ∩ GL r (A) = Γ. Let ∞ denote the reduced divisor on M 
As L is ample, the left hand side is non-zero for all k ≫ 0, as desired. ◻
Hecke operators
Consider any element h ∈ GL r (A f F ) and any open compact subgroups K, K ′ < GL r (Â) such that hK ′ h −1 < K. Then by (10.11) and Proposition 10.17, there is a well-defined pullback map
satisfying Proposition 10.13. We can also construct a natural map in the other direction. Since J * h is an isomorphism if hK ′ h −1 = K, we restrict ourselves to the case that h = Id r and K ′ < K. Choose an open subgroupK < K ′ which is normal in K. Then by Definition 10.16 we have
We define the dotted arrow by
where h ′ runs through a set of representatives of the quotient K ′ K. The composite of this trace map with the vertical isomorphisms in (12.2) is the pushforward map
Now consider any element h ∈ GL r (A f F ) and any open compact subgroup K < GL r (Â), bearing no particular relation with each other. Then we call the pair of morphisms 
where h ′′ runs through a set of representatives of the double quotient (hKh
Proof. This is [Pi13, Prop. 6.10] with the change of conventions taken into account. ◻
In the rest of this section we work out how the maps J Idr, * and T h translate under the isomorphism from Theorem 10.9.
Proposition 12.8 Consider any open compact subgroups K ′ < K < GL r (Â) and any representatives g 1 , . . . , g n of the double quotient 
, where, for each index i, the sum extends over all pairs of indices 1 ⩽ j ⩽ n ′ and elements γ ∈ GL r (F ) ∩ g Proof. Suppose first that K ′ ◁ K. Then for any h ∈ K and any 1 ⩽ i ⩽ n there is an index 1 ⩽ j ih ⩽ n ′ and an element γ ih ∈ GL r (F ) such that g
∈ γ ih g i h −1 K ′ . By Propositions 10.15 and 10.17 the map J * h ⊗ id thus corresponds to the map (f j )
Next observe that j ih is unique and γ ih is unique up to multiplication on the left by Γ ′ g ′ j ih
, and both depend only on i and the coset K ′ h. Summing over all cosets K ′ h ⊂ K thus shows that J Idr, * ⊗ id corresponds to the map
with the indicated summation over (j, γ). This proves the assertion in the case K ′ ◁ K.
In the general case, one must take an open compact subgroupK < K ′ which is normal in K, choose representatives for GL r (F ) GL r (A 
, where, for each index i, the sum extends over all pairs of indices 1 ⩽ i ′ ⩽ n and elements δ ∈ GL r (F ) ∩ g i ′ KhKg 
Definition 12.11 For any arithmetic subgroups Γ, Γ ′ < GL r (F ) and any element δ ∈ GL r (F ) we define the associated Hecke operator by
where γ runs through a set of representatives of the quotient Γ ′ Γ ′ δΓ.
Using (1.6) and Proposition 6.6 one finds that this is well-defined, and by construction it depends only on the double coset Γ ′ δΓ. Also, since the action of GL r (F ) preserves cusp forms and M k (Γ) ∩ S k (Γ ∩ δ −1 Γ ′ δ) = S k (Γ), the Hecke operator induces a map (12.12)
We can now rewrite the formula in Proposition 12.9 as follows.
Theorem 12.13 The map on the bottom in Proposition 12.9 is equal to
, where, for each index i, the sum extends over all pairs of indices 1 ⩽ i ′ ⩽ n and double cosets Γ g i ′ δΓ g i ⊂ GL r (F ) ∩ g i ′ KhKg −1 i . Again the index i ′ that actually occurs depends only on i and h.
Proof. By construction the set GL r (F ) ∩ g i ′ KhKg −1 i is invariant under left multiplication by Γ g i ′ = GL r (F ) ∩ g i ′ Kg −1 i ′ and right multiplication by Γ g i = GL r (F ) ∩ g i Kg −1 i , and it is a finite disjoint union of double cosets Γ g i ′ δΓ g i . The formula results by direct computation from (1.6). ◻ Remark 12.14 In Theorem 12.13 it can happen that GL r (F ) ∩ g i ′ KhKg −1 i decomposes into several double cosets. This is related to the fact that the algebraic Hecke operator T h is by construction defined over F , whereas the analytic Hecke operator T δ is only defined over C ∞ . Thus if M r A,K∩h −1 Kh (C ∞ ) has more connected components than M r A,K (C ∞ ), their common field of definition F K∩h −1 Kh is a proper extension of the field of definition F K of the connected components of M r A,K (C ∞ ), and the algebraic Hecke operator T h can be viewed as an analytic Hecke operator T δ followed by a trace map with respect to F K∩h −1 Kh F K .
