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МЕТОД ОЦЕНКИ НАДЕЖНОСТИ КЛАСТЕРНЫХ ВЫЧИСЛИТЕЛЬНЫХ СТРУКТУР 
И ОТКАЗОУСТОЙЧИВОСТИ ПРИЛОЖЕНИЙ С НЕДЕТЕРМИНИРОВАННЫМ ПОВЕДЕНИЕМ
Приведены модели и получены соотношения для оценки на­
дежности кластерных вычислительных систем. Показана важность 
учета надежности переключателя резерва при моделировании резер­
вируемых структур. Предметом рассмотрения являются резервиро­
ванные вычислительные системы типа «Эльбрус». Также рассмотрены 
вопросы обеспечения прозрачной отказоустойчивости.
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Н адежность корпоративных систем обработки данных, их способность в ре­
ж име реального времени (online) обеспечивать пользователей оперативной и досто­
верной информацией -  одно из важ нейш их условий эфф ективной работы и, в ко­
нечном счете, конкурентоспособности современны х компаний. Сегодня сущ ествует 
множество технических реш ений, обеспечиваю щ их необходимый уровень надежно­
сти и отказоустойчивости информационных систем, и один из краеугольных камней 
таких реш ений - кластеризация вычислительных систем (ВС), за счет которой под­
держивается высокий уровень готовности (high availability).
П остроение отказоустойчивых кластеров предполагает использование в каче­
стве узловы х машин высоконадежных процессоров (серверов) с двукратны м, или 
многократным дублированием всех основных модулей. Только резервирование спо­
собно обеспечить значения коэффициента готовности в районе «пяти девяток» - 
0,99999. В качестве типовых реш ений применяются отказоустойчивые системы 
(Fault Tolerance, FT) и системы высокой готовности (High Availability, HA). Н аиболь­
шую популярность на сегодняш ний день имеют H A-кластеры.
Кластер - это объединение двух и более устройств (модулей), которые связаны 
между собою и функционируют как о д и н  у з е л  о б р а б о т к и  и н ф о р м а ц и и . Спектр 
предлагаемых кластерных реш ений весьма обширен, ниже будут рассмотрены кон­
фигурации применительно к классу H A-кластеров, основной целю которых, является 
обеспечение отказоустойчивости.
П римером организации смеш анной конфигурации H A-кластеров и 
H P-кластеров является многопроцессорный вычислительный комплекс (МВК) «Эль­
брус-2» с перекрестной коммутацией межмодульных связей.
Рис. 1. Коммутатор межмодульных связей МВК «Эльбрус-2»
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Глобальной проблемой оценки надежности отказоустойчивых систем, вклю ­
чая F T -системы, H A-кластеры и является задача прогнозирования показателей на­
деж ности разрабаты ваемы х ВС (проектная оценка надежности). Практика показы ва­
ет, что часто используются упрощ енный подход к такой оценке и получение явно за­
выш енных величин показателей надежности.
В соответствии с двумя основными сущ ественно различными сферами ис­
пользования вычислительных средств -  в составе инф ормационно-вы числительны х 
центров и в системах реального времени -  по-разному формулируется требование 
надежности к ним. В одном случае требования по надежности определяются коэф ­
фициентом снижения производительности информационно-вычислительного ком­
плекса за счет отказов и сбоев аппаратуры, в другом вероятностью выполнения не­
обходимого технологического цикла в заданный промеж уток времени.
Р а с ч е т  н а д е ж н о с т и  д у б л и р о в а н н о й  г р у п п ы
При расчете надежности сетевого кластера, как правило, рассматривается 
дублированная группа узлов. При этом отказом считается выход из строя обоих уз­
лов. Рассмотрим модель дублированной группы с идентичными узлами, приведен­
ную на рис 2.
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Рис. 2. Граф состояний кластера двумя узлами и идеальной системой контроля
Отказ дублированной группы наступает тогда, когда во время восстановления 
одного из узлов откажет второй узел. Возможные состояния:
«0» -  оба узла исправны;
«1» -  отказ в одном узле;
«2» -  отказ в обоих узлах.
Таким образом, состояния исправности системы «0», «1», отказа «2».
В случае отказа одного из элементов группы, отказавш ий узел ремонтируется 
(заменяется) без остановки системы и после восстановления через случайный про­
межуток времени, распределенный по экспоненциальному закону с параметром м, 
включается в состав дублированной группы: м=1/ Т в, где Т в - среднее время восста­
новления. Одновременно может восстанавливаться один узел.
Для ненагруженного режима резервирования с ограниченным восстановле­
нием получим формулу расчета коэффициента готовности:
Хц + /л2
К г  =
Х  + Х/л + /М
Аналогично для дублированной системы с нагруженным резервом и неогра­
ниченным восстановлением (две ремонтные бригады) получим:
2Х/л + /л2
К г  =
и с ненагруженным резервом и неограниченным восстановлением:
//111+ 2 Л2
К г  =
Х + 2Х/л + м 
2Х/л + 2 м"
Х  + 2 Хм + 2 м 2
П риведенные выше формулы для расчета дублированной группы сетевых уз­
лов являются наиболее распространенными. При исходных данны х интенсивности 
отказов Х = 0,00005 1/ч (наработка на отказ составляет 20 000 часов) и интенсивно­
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сти восстановления м = 0,25 1/ч (4 часа восстановления) значение К  =0,999 999 92 
(семь девяток). Подчеркнем, что взятая наработка 20 тыс. часов -  является нижней 
планкой M TBF (M eanTim e Before Failure, средняя наработка на отказ) серверных 
платформ, обычно для серверов приводятся значения 50-100 тыс. часов и, следова­
тельно, получаются еще более «хорошие» результаты.
С о с т о я н и е  н е о б н а р у ж е н н о г о  о т к а з а
В каждом элементе могут быть скрытые отказы. М одель, приведенная на рис., 
не учиты вает вероятность обнаружения отказа, надежность «переключателя» резер­
ва, задерж ку при переклю чении резервов и другие, учет которых возможен при вве­
дении дополнительны х параметров модели.
В дополнение к множ еству состояний традиционной модели, представленной 
на рис. 2, в модернизированной модели, приведенной на рис. 3, добавляется состоя­
ние «3» -  необнаруж енного средствами внутреннего (внутрикластерного) контроля 
отказа. Таким образом, состояниями отказа системы являются «2» и «3».
Рис. 3. Граф состояний кластера с двумя узлами 
и неидеальной системой контроля
Отметим, что для учета ненагруженности резерва и наличия нескольких ре­
монтных бригад применяются подходы к выводу зависимостей Кг, аналогичные 
приведенным выш е при расчете подобны х модификаций модели графа рис. 2.
С позиции контролируемости кластер представляется как дублированная 
структура с непрерывным неполным контролем (внутренними средствами кластера), 
заданным п, и периодическим -  внеш ним полным контролем работоспособности 
узлов, заданным в, причем отказ узла с вероятностью п обнаруживается мгновенно, 
а с вероятностью 1-п обнаружение отказа задерж ивается на время 1/ в  (в среднем). 
Время задержки обнаружения скрытых отказов имеет экспоненциальное распреде­
ление с параметром в.
Т а к  ж е  в а ж н ы м  в о п р о с о м  н а д е ж н о с т и  я в л я е т с я  п р о з р а ч н а я  о т к а з о ­
у с т о й ч и в о с т ь .
Под прозрачной отказоустойчивостью  (Transparent Fault Tolerance, TFT) сер­
вера обычно понимается такое его поведение при возникновении аппаратных или 
программных сбоев, либо сбоев в сети, при котором:
• сбой не вызывает потери или искажения данных, находящ ихся в базе дан­
ны х сервера;
• сервер продолжает нормально функционировать несмотря на имевш ий ме­
сто сбой или сбои;
• клиенты сервера «не замечают» произош едш их сбоев. Единственным до­
пустимым отклонением от нормального поведения с точки зрения клиента является, 
возможно, увеличенное время обслуживания (например, на несколько секунд).
Для преодоления последствий отказов была разработана технология, которая 
опирается на механизм контрольных точек (snapshots. В соответствии с этой техно­
щ у
у
логией в системе долж на присутствовать стабильная память, для которой гаранти­
руется, что состояние памяти не меняется при отказах. Соответствующ ие програм м ­
ные средства периодически сохраняют информацию о состоянии процессов прило­
ж ения в стабильной памяти. В случае отказа записанная информация используется 
для того, чтобы  повторить вычисления с момента, когда была записана эта инф ор­
мация, то есть выполнить откат назад по времени. М инимальные данны е, сохране­
ние которых позволяет выполнить такой откат, называются контрольной точкой или 
снимком. В качестве стабильной памяти может использоваться дисковая память, 
энергонезависимая оперативная память, память другого узла или узлов кластера (в 
последнем случае узел, которому требуется сохранить информацию, пересы лает ее 
через быстрый канал связи на другой узел). Используется также комбинация не­
скольких типов памяти. Стабильная память после отказа одного из узлов должна 
продолж ать быть доступной тому узлу, на котором делается повтор. К сожалению, 
механизм контрольных точек не может быть непосредственно применен для обеспе­
чения прозрачной отказоустойчивости из-за недетерминированного поведения сер­
вера приложений. Для того чтобы все-таки добиться прозрачной отказоустойчиво­
сти в этом случае, можно применить один из двух методов, описанию и сравнению 
которых посвящ ена настоящая работа. Все примеры, которые далее рассматриваю т­
ся, относятся к операционной системе Solaris 10.
М етоды достижения прозрачной отказоустойчивости
М ы будем считать, что аппаратная платформа сервера приложений представ­
ляет собой многоузловой кластер, в котором все узлы  кроме одного являю тся основ­
ными, а один -  резервным. Каждый из узлов имеет свою файловую систему, но эти 
файловые системы используют для размещ ения данны х общ ие (разделяемые) тома 
дисковой памяти. На основных узлах происходит оригинальное выполнение прило­
жения. В случае отказа одного из основных узлов резервный узел берет на себя 
функции отказавш его узла.
М е т о д  s h a p s h o t / r e s to r e
Этот метод опирается на механизм контрольных точек. При методе 
snapshot/restore основной узел периодически фиксирует состояние приложения в 
стабильной памяти, то есть изготавливает его снимок. Одновременно с этим изго­
тавливается снимок (snapshot) файловой системы (описание снимков файловой сис­
темы и ее клонов см., например, в [8]). Для хранения снимков используются общие 
тома дисковой памяти. П осле изготовления снимков узел продолж ает обычную ра­
боту, но с клоном файловой системы, сделанным на основании последнего ее сним­
ка. М еж ду двумя последовательными снимками основной узел ведет истории всех 
ресурсов, влияющ их на детерминированность поведения. История отдельного ресур­
са -  это ж урнал с именем ресурса, размещ енный в стабильной памяти. В качестве 
стабильной памяти можно использовать оперативную память резервного узла кла­
стера. После отказа основного узла на резервном узле делается восстановление со­
стояния (restore), то есть восстанавливается последнее зафиксированное состояние 
прилож ения, операционная среда приводится в состояние, которое соответствует 
моменту изготовления снимка, а файловая система начинает работу с последнего ее 
снимка. Далее на резервном узле осущ ествляется повторное выполнение действий, 
которые выполнил основной узел от момента изготовления последнего снимка до 
отказа и которые зафиксированы в ж урналах ресурсов. Это повторное выполнение 
мы далее называем управляемым выполнением.Создание снимков состояния при­
ложения и восстановление на основании снимка аналогичного состояния на резерв­
ном узле представляет собой сложную задачу. В частности, необходима виртуализа­
ция операционной среды, в которой работает приложение. В отсутствие виртуализа­
ции прилож ение при создании некоторого ресурса получает от среды, в которой оно 
работает, идентификатор, далее называемый системным. Этот идентификатор среда 
сама присваивает ресурсу, откры ваемому приложением. Далее прилож ение при об­
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ращ ениях к ресурсу, им созданному, ссылается на ранее полученный системный 
идентификатор. При переносе приложения в другой экземпляр среды (среду резерв­
ного узла) тот ж е ресурс может получить в новой среде другой системный идентиф и­
катор. При наличии же виртуализации операционной среды для сохранения работо­
способности приложения после переноса поступаю т следующ им образом. С каждым 
подобным ресурсом связывается виртуальный идентификатор (псевдоним), который 
получает приложение, однако операционная среда по-преж нему продолж ает рабо­
тать с системным идентификатором, который она назначила. П оэтому при восста­
новлении работы приложения в другом экземпляре среды необходимо, изменив сис­
темные идентификаторы, сохранить соответствую щ ие им псевдонимы.
Примерами ресурсов, идентификаторы которых подлеж ат виртуализации, 
являются процессы и наборы SVR4-семафоров.
Отметим, что, вообщ е говоря, для некоторых классов ресурсов обязательно 
требуется виртуализация, но можно обойтись без протоколирования, так как работа 
с ними не сказывается на детерминированности проведения приложения. Примером 
служит разделяемая память (shared m em ory object). И, наоборот, для некоторых 
классов (например, классов бинарных семафоров POSIX-m utex’s и POSIX-rw lock’s) не 
требуется виртуализация, но обязательно требуется протоколирование.
Н е д о с т а т к и  м е т о д а  s n a p s h o t/ r e s t o r e
Основной недостаток этого метода связан с тем, что он опирается на меха­
низм контрольных точек. Пока отсутствуют доступны е реализации, которые обеспе­
чивали бы возможность использования в прилож ениях всего набора средств, преду­
смотренных стандартами POSIX . Это касается, например, наиболее полной системы 
BLCR, разработанной Н ациональной Л абораторией в Беркли . Эта система ориенти­
рована на вычислительные приложения, использую щ ие для обмена данны ми и 
промеж уточными результатами специальный протокол, названный M PI (M essage- 
Passing Interface). П оэтому она не поддерживает приложения, которые работаю т с 
TCP/U D P-сокетами, асинхронным вводом-выводом, средствами System  V  IPC. Но 
средства, редко используемые в научных прилож ениях (например, TCP/U D P-сокеты) 
могут ш ироко использоваться в серверах приложений, которые нас интересуют. П о­
этом у требуется доработать систему BLCR, пополнив спектр поддерживаемых 
средств. Это вполне возможно, поскольку BLCR имеет открытый код.
Второй недостаток есть следствие первого: при изготовлении снимка сервер 
приложений на некоторое время «замирает», то есть перестает обрабатывать посту­
паю щ ие запросы  пользователей. Конечно, запросы  не теряются, просто их обработка 
на время откладывается. Это время имеет порядок десяты х долей секунды или даж е 
секунд.
При методе snapshot/restore увеличение размеров оперативной памяти, в ко­
торой резервный узел хранит истории ресурсов, приводит к увеличению  пропускной 
способности основного узла, поскольку это дает возмож ность снизить частоту изго­
товления снимков.
З а к л ю ч е н и е
1. М оделирование надежности кластерных структур марковскими процесса­
ми позволяет отразить в макромодели изменения процесса отказа элементов во вре­
мени, а также временные условия осущ ествления других событий (проф илактиче­
ские и ремонтны е работы);
2. М еханическое увеличение глубины дублирования за счет аппаратных 
средств не приводит к линейном у росту надежности, а в некоторых случаях приводит 
к ее снижению;
3. Динамическое моделирование кластерных структур марковскими процес­
сами не позволяет учиты вать наиболее опасные, нестационарные отказы, а именно
щ у
у
сбои вычислительной процедуры по причине самогенерации случайных помех в 
межсхемных соединениях оборудования модулей;
4. П араметры максимальной помехи монтажа (амплитуда, длительность, м о­
мент появления) являются кодозависимыми, а, следовательно, носят случайный ха­
рактер и имеют только верхнюю, расчетную оценку.
Несмотря на привлекательность метода lock-step, связанную с его большей 
простотой, отдать ему предпочтение мы не может из-за отсутствия статистических 
данных. С точки зрения надежности эти методы являю тся равнозначными. Однако 
мы предполагаем, основываясь на предварительных оценках, что этот метод вызовет 
значительно больш ее снижение пропускной способности, чем более сложный метод 
snapshot/restore.
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