Abstract. We introduce a new technique to study pattern avoidance in dynamical systems, namely the use of a commuter function between non-conjugate dynamical systems. We investigate the properties of such a commuter function, specifically h :
Introduction
Let S n denote the set of permutations of [n] = {1, 2, . . . , n}. We always write permutations in one-line notation: if π ∈ S n , we write π = π 1 π 2 . . . π n .
Given a one-dimensional discrete dynamical system f : [0, 1] → [0, 1] and a positive integer n, we can associate permutations of length n to certain points of [0, 1] as follows. Let x ∈ [0, 1], and assume x is not a k-periodic point for any k < n. Define Pat(x, f, n) to be the permutation π 1 π 2 · · · π n ∈ S n whose entries are in the same relative order as the first n elements of the orbit of x with respect to f . That is, π 1 , π 2 , . . . , π n are in the same relative order as x, f (x), f 2 (x), . . . , f n−1 (x).
We call Pat(x, f, n) the ordinal pattern, or simply pattern, of x with respect to f of length n. Therefore, the pattern is Pat(0.23, T, 5) = 24513.
We call the set of all such patterns realized by elements of [0, 1] the allowed patterns of f , denoted by Allow(f ). The set of allowed patterns of f of length n is denoted by Allow n (f ). Any permutation which is not realized as an allowed pattern of f is called a forbidden pattern of f . For example, the permutation 321 ∈ S 3 is a forbidden pattern of T since there is no x ∈ [0, 1] for which the sequence x, T (x), T 2 (x) is in decreasing order. The allowed and forbidden patterns of many maps from dynamical systems have been studied during the last several years, including the left shift on words [9, 15] , signed shifts on the unit interval [1, 2, 6, 7] , beta shifts [11] , negative beta-shifts [13] and the logistic maps [12] .
It is known that for a piecewise monotone map f : [0, 1] → [0, 1], the size of Allow n (f ) grows at most exponentially [8] , and thus f has forbidden patterns (since the size of S n grows super-exponentially). Forbidden patterns of such maps allow one to distinguish a random time series from a deterministic one [3, 4, 5] . This occurs since most patterns are forbidden in a deterministic time series, while a random time series eventually contains all patterns. In addition, the size of |Allow n (f )| for a given f is known to be directly related to the topological entropy of f , which measures the complexity of f [8] . Furthermore, these ideas have also led to purely combinatorial results in the study of permutations [7, 9, 10 ].
For the reasons described above, studying the allowed and forbidden patterns of a given map f presents an interesting problem. In [6] , the patterns realized by the standard tent map, T , are characterized and partially enumerated. Here, we study the relationship between the allowed and forbidden patterns of an arbitrary symmetric tent map and those of the standard one. Given µ > 0, we define the symmetric tent map of height µ to be the piecewise linear function
This gives us a one-parameter family of discrete dynamical systems on the interval [0, 1]. The tent maps T = T 1 and T 3/4 are depicted below. We refer to the special case T 1 as the standard or full tent map, and we denote it simply by T . We also restrict our investigation to the situation where 1/2 < µ ≤ 1, since the dynamics of T µ are fairly degenerate when µ ≤ 1/2. For example, T µ has an attracting fixed point if µ < 1/2. Also, T 1/2 has a continuum of fixed points.
As mentioned above, we aim to analyze the relationship between the allowed patterns of a tent map T µ for µ < 1 and the allowed patterns of the standard tent map T . One can already see from Figure 1 that T 3/4 has less complex dynamics than T , and fewer allowed patterns. In particular, 2341, 3412, 3124 ∈ Allow(T ), but these patterns are all forbidden for T 3/4 . On the other hand, it is straightforward to check that all patterns in Allow 4 (T 3/4 ) are realized by T . It thus seems plausible to conjecture that Allow(T µ ) ⊆ Allow(T ) whenever 1/2 < µ ≤ 1.
One of the main results of this paper is a proof of the above conjecture. We prove it by constructing a strictly increasing (but not necessarily surjective or continuous)
We will often refer to (1) as the commutation relation. Functions of this type have been studied in [16] , where they are called commuters. In that paper, the authors describe methods for constructing commuters, and they develop a particularly nice iterative process for building a conjugacy between an asymmetric tent map and a symmetric one. These functions usually look quite bizarre, since they exhibit a certain kind of self-similar structure by construction.
The iterative process used in [16] to construct conjugacies can be easily adapted to build a non-homeomorphic commuter between T µ and T . We construct such a function and analyze its properties; in particular, we show that the points of discontinuity are dense in [0, 1] , and that h is strictly increasing. We investigate the range of h (which we believe to be a Cantor-like set), and we then study the implications for patterns realized by the tent maps T µ and T .
In Section 2, we define commuter functions and prove properties of the commuter function between tent maps. In Section 3, we further investigate the range of the commuter functions. In Section 4, we discuss the implications these results have for the allowed and forbidden patterns of T µ . Finally, in Section 5, we discuss a few conjectures.
Commuter Functions
Our stated goal is to study the relationship between the allowed patterns of two different tent maps. To shed some light on this question, we begin with a simpler one. When do two dynamical systems f, g : 
Since we are dealing with maps on the unit interval, any such homeomorphism h must be continuous and either strictly increasing or strictly decreasing. It is straightforward to show that if h is strictly increasing (i.e., it is an order-preserving conjugacy), then f and g have the same allowed patterns. 
Proof. Let π ∈ Allow(f ) be a pattern of length n, and choose x ∈ [0, 1] such that Pat(x, f, n) = π. That is,
is in the same relative order as π 1 , π 2 , . . . , π n . Since h is strictly increasing,
is also in the same relative order. But we have h • f = g • h by assumption, so the points in (2) can be rewritten as
This means that π = Pat(h(x), g, n), so π ∈ Allow(g). Hence Allow(f ) ⊆ Allow(g). The same argument shows that if π ∈ Allow(g) is realized at a point
Unfortunately, T µ and T are not conjugate if µ = 1. (An easy way to see this is that the two maps have different topological entropies.) Therefore, we replace the notion of conjugacy with the commutation relation defined in the introduction, and seek a function h µ : 
As mentioned in the introduction, commuters have been studied in [16] . The authors also exploit the commutation relation to build conjugacies that are otherwise hard to write down. For example, they present an iterative process for constructing a conjugacy between a skew tent map and a symmetric one. It has been observed in [18] and [14] that a similar procedure can be used to construct commuters between non-conjugate dynamical systems in special cases.
In general, we can say something about the relationship between the set of allowed patterns of two maps f and g if there is a commuter which is order-preserving (i.e. increasing, when f and g are maps on the unit interval). 
Proof. The argument is the same as in the proof of Theorem 2.1. Suppose π ∈ Allow n (g) for some n, and that π is realized by g at x. In other words,
is in the same relative order as
Since the commuter h is strictly increasing on the unit interval, it is order-preserving, so
is in the same relative order as the entries of π. But we know that h(g (3) is just the pattern of f at h(x):
Thus π is realized by f at h(x), so π ∈ Allow(f ).
In our setting, we would like to find a function h µ satisfying the commutation relation with f = T and g = T µ for a given value of µ. To do so, we modify the construction from Section II.B of [16] . The details are more or less the same, but we still attempt to provide a self-contained treatment of the construction. Note first that the commutation relation (1) just says that
Therefore, h µ is a commuter if it satisfies the functional equation
To show that such a function exists, we invoke the Contraction Mapping Theorem. Let X = B([0, 1], R) denote the space of bounded real-valued functions on [0, 1], which is a complete metric space under the norm
Note that h µ is a solution to (6) precisely when it is a fixed point of M µ . Since h µ should map the unit interval to itself, we are particularly interested in the restriction of M µ to the closed subset
Lemma 2.5. The operator M µ is contractive on F.
Since F is complete and M µ is a contraction, the Contraction Mapping Theorem guarantees that M µ has a unique fixed point h µ ∈ F. But we have already observed that a fixed point for M µ satisfies the functional equation (6), and hence is the desired commuter. To summarize: Theorem 2.6. The fixed point h µ of the contraction M µ satisfies the commutation relation
Remark 2.7. While h µ is the unique fixed point of the contraction M µ (hence the unique solution to the functional equation (6)), there are other commuters for the maps T and T µ . We could have instead defined a contraction M µ : X → X by
, which is equivalent to requiring that the commuter maps [0, 1/2) to [0, 1/2) and [1/2, 1] to [1/2, 1]. This contraction yields a different commuter h µ , though it agrees with h µ everywhere except the points of discontinuity.
Remark 2.8. There is an extra advantage to our use of the Contraction Mapping Theorem. Since its proof is constructive, we obtain an iterative process for defining the fixed point h µ . If we start with any function f 0 ∈ F and define the sequence of functions
That is, we can define
It is often useful to take either f 0 (x) = x or f 0 (x) = 1/2. This construction also gives us an estimate for the speed of convergence. If f 0 ∈ F, then f 0 − h µ ∞ ≤ 1. Therefore,
Continuing inductively, we find that
Example 2.9. Take µ = 3/4. Then the commuter h 3/4 is depicted below. . Notice that the function is highly discontinuous, and its range has the appearance of a Cantor set. However, it does appear to be increasing.
Our ultimate goal is to prove that Allow(T µ ) ⊆ Allow(T ) for all µ > 1/2. To do this, we need to know that h µ is order-preserving. Therefore, we now set about proving that h µ is always strictly increasing for µ > 1/2. We first develop some useful properties and then tackle the main proof. Proof. We begin by setting f 0 (x) = x and f n+1 (x) = M µ f n (x). We show by induction that each f n is strictly increasing, so h µ = lim f n is, at the very least, monotone increasing.
Certainly f 0 is strictly increasing. Suppose then that f n−1 is strictly increasing. To show that f n is strictly increasing, we need to consider three cases.
• If x < y ≤ 1/2, then we have
• If 1/2 < x < y, then we have
• Suppose x ≤ 1/2 < y. 
, so we indeed have f n (x) < f n (y). Therefore, each f n is strictly increasing. Since h µ = lim n→∞ f n is a uniform limit of increasing functions, it is increasing, and we are done. Proof. We simply need to notice that
, which forces h µ (0) = 0. As a result,
Proof. Suppose to the contrary that h µ (µ) = 1. Then
in general. Choose n sufficiently large to ensure that
The functional equation then implies that
Thus h µ is continuous at x = 1/2 if and only if a = 1/2. But if h µ (
which is impossible by Lemma 2.12. Thus h µ is discontinuous at x = 1/2.
The next lemma shows that h µ has jump discontinuities corresponding to the peaks of all the iterates of T µ . More precisely, we claim that h µ is discontinuous at any point where T n µ attains a local maximum for some n. Since T n µ is piecewise monotone (indeed, piecewise linear), the local extrema occur precisely at the points where T n µ is not differentiable. These are exactly the points x 0 for which T n−1 µ
is not differentiable at x 0 . Inductively, these points are just the preimages of 1/2 under the maps T Lemma 2.14. Suppose 1/2 < µ < 1, and let x 0 ∈ [0, 1]. If there exists n ≥ 0 such that T n µ (x 0 ) = 1/2, then h µ is discontinuous at x 0 . Proof. Let n be an integer for which T n µ (x 0 ) = 1/2. Note first that
and similarly,
Since h µ has a jump discontinuity at 1/2, it follows that
Thus h µ has a jump discontinuity at x 0 .
Lemma 2.15. If x, y ∈ [0, 1] with x < y, then there exists x < x 0 < y such that T n µ (x 0 ) = 1/2 for some n ≥ 0.
Proof. Put δ = |x − y|. Assume first that x < y ≤ 1/2. Since T µ is continuous and strictly increasing on [0, 1/2], T µ ((x, y)) = (2µx, 2µy). Similarly, if 1/2 < x < y, then T µ ((x, y)) = (2µ(1 − y), 2µ(1 − x)). In either case, T µ stretches (x, y) by a factor of 2µ (since µ > 1/2). If T µ ((x, y)) is contained entirely within either [0, 1/2] or [1/2, 1], apply T µ again, which stretches the interval by another factor of 2µ. Repeat until 1/2 ∈ T n µ ((x, y)). This process is guaranteed to terminate before n = − log(2δ)/ log(2µ) . Indeed, if 1/2 ∈ T k µ ((x, y)) for k < n = − log(2δ)/ log(2µ) , then T n µ ((x, y)) is guaranteed to have length , y) ). Thus there exists x 0 ∈ (x, y) such that T n µ (x 0 ) = 1/2 for some n ≥ 1.
Corollary 2.16. Given two points x, y ∈ [0, 1] with x < y, there exists x 0 ∈ (x, y) such that h µ is discontinuous at x 0 .
Proof. We have just shown in Lemma 2.15 that between any two points x, y ∈ [0, 1], we can find a point x 0 ∈ (x, y) such that T n µ (x 0 ) = 1/2 for some n. But we have also shown in Lemma 2.14 that h µ has a jump discontinuity at any such point. Proof. Let x, y ∈ [0, 1] with x < y. By Corollary 2.16, there is a point x 0 between x and y at which h µ has a jump discontinuity. Since h µ is increasing, we have
so h µ is indeed strictly increasing.
We close this section with a useful result about the family {h µ } of commuters for 1/2 < µ < 1. One would expect that the functions h µ should approach the identity function h(x) = x as µ → 1, at least pointwise. In fact, we prove that h µ → h uniformly as µ → 1.
Recall that we established the existence of h µ by defining it to be the unique fixed point of the contraction M µ : F → F. Not only is each M µ contractive, but the one-parameter family {M µ } 1 2 <µ<1 is uniformly contractive in the sense that
where α is a constant that is independent of µ. In particular, we can take α = 1/2. Also, notice that for µ = 1 the contraction M := M 1 takes the form − x) ) if 1/2 < x ≤ 1 and the identity function h(x) = x is the unique fixed point of M . With these facts in hand, we are now in a position to invoke the Uniform Contraction Principle of [17] to see that h µ → h uniformly. is uniformly contractive with contraction constant α = 1/2. Now we claim that for each µ,
The Uniform Contraction Principle [17, Theorem C.5] now guarantees that
From this it is clear that h µ → h uniformly as µ → 1.
The Range of h µ
It is particularly interesting to study the range of the map h µ since we can see from the proof of Theorem 2.3 that the allowed permutations realized by the map T µ are exactly {π | π = Pat(x, T, n} for x ∈ Range(h µ )} ⊆ Allow n (T ).
Based on the pictures above, it appears that the range of h µ is a Cantor-like set. In particular, it looks as though the gap at x = 1/2 is replicated at smaller and smaller scales throughout the range of h µ . Indeed, we have already seen that this jump discontinuity is replicated at precisely the points where the peaks of the iterates of T µ occur. We aim to show here that the gaps in the range consist of a union of intervals centered at dyadic rationals, each with radius proportional to that of the gap at x = 1/2.
We begin by observing that the range of h µ must exclude any point y for which T (y) > h µ (µ). This is due to the commutation relationship
Since the maximum of T µ is µ, the possible values of the left side are at most h µ (µ). The standard tent map T takes values greater than h µ (µ) whenever x is between h µ (µ)/2 and 1 − h µ (µ)/2, so the interval
is omitted from the range of h µ . We also have
so h µ can never take values in the set (
is excluded from the range of h µ . In general, h µ cannot take values that would make T n greater than h µ (µ). We prove below that this occurs on the set
does not belong to the range of h µ .
Proof. First recall that for each n ≥ 1, the peaks of T n (i.e., the points where T n (x) = 1) occur at the dyadic points x = 2i−1
This interval is symmetric about 1 2 n , which we can make more evident by rewriting it as
We can obtain the intervals around the other peaks by simply translating. That is, we have T n (x) > h µ (µ) for all x in the intervals
Thus none of these intervals can belong to the range of h µ . Taking the union over 1 ≤ i ≤ 2 n−1 and over all n ≥ 1 yields the desired result.
Allowed and Forbidden Patterns
Here, we study the relationship between the allowed and forbidden patterns of T µ and T , starting with the following theorem which tells us that any pattern realized by T µ for 1/2 < µ ≤ 1 must also be realized by T .
Theorem 4.1. Suppose π ∈ Allow(T µ ), where 1/2 < µ ≤ 1. Then π ∈ Allow(T ).
Proof. Since h µ is increasing by Theorem 2.17, we could take f = T , g = T µ and h = h µ in Theorem 2.3. The result follows. Now we set out to investigate the length of the shortest pattern allowed for the full tent map T but forbidden for T µ . This requires us to more closely analyze the behavior of T and its iterates near x = 1/2. Consequently, we show that the pattern of length n realized at points near 1/2 always has a very particular form. Moreover, this pattern can only occur near 1/2.
m . Thus the monotone segment of T m to the left of x = 1/2 is
, while the segment to the right is
It follows that for all x ∈ 2 n−2 −1
To finish the proof, it suffices to find a (possibly smaller) interval on which
Note first that x < T (x) for all x ∈ (0, 2 3 ). Now, simply set (8) and (9) equal to x (taking m = n − 1) and solve. This yields
Notice that
Proposition 4.3. The pattern (n − 1)n123 · · · (n − 2) is realized nowhere else.
Proof. We proceed by induction on n. Notice first that the pattern σ 3 = 231 is realized only on the interval ( 2 n−2 −1 . Then σ n cannot occur outside this interval, since the first n − 1 terms of σ n are in the same relative order as σ n−1 . As stated in the proof of Proposition 4.2, T n−1 (x) = x at the points 2 n−1 −1 , and T n−1 (x) < x when x lies between these points. By (8), T n−1 is linear on the
2 n−1 +1 . Likewise, it follows from (9) that x < T n−1 (x) when x ∈ 2 n−2
. Thus σ n cannot be realized on
. It is straightforward to check that 2 n−2 + 1
2 n−2 + 1 and 2 n−3
so it follows that the only points of 2 n−1 −1 . Therefore, σ n is realized only on this interval.
Thanks to Proposition 3.1, we know many values that are omitted from the range of h µ when 1/2 < µ < 1. We can use this information to determine conditions for when T µ avoids the pattern σ n = (n − 1)n123 · · · (n − 2) from the previous two propositions.
Proof. We already know that the range of h omits the interval
and that σ n is only realized on the interval
In light of this, it suffices to show that
The latter inequality is immediate from our hypothesis. We can get the first inequality from the second by simply reflecting over the line x = 1/2:
and we are done.
Given the inherent mystery surrounding the functions h µ , it would be nice if we could somehow obtain a bound involving µ itself that would guarantee T µ avoids σ n . To do so, we first need to relate h µ (µ) to µ. This involves a more careful implementation of the estimates in the proof of Theorem 2.18.
Proof. Notice first that
for all x ∈ [0, 1]. Since each M µ is a contraction with contraction constant 1/2, we have
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Moreover, if x ∈ (1/2, 1], we have
from the proof of Theorem 2.18. It follows then that
We can now couple this estimate with Corollary 4.4 to obtain a bound in terms of µ that guarantees the avoidance of certain patterns by T µ .
Theorem 4.6. Fix n > 5. If
Proof. We know from Corollary 4.4 that σ n is avoided by T µ if
But the previous proposition shows that
2 n−1 − 1 would guarantee that T µ avoids σ n . This inequality is equivalent to
The roots of this quadratic are precisely
which are real provided n > 5. Thus (11) is satisfied whenever
The first term is always less than 1/2, so we are simply left with (10). The result then follows.
Notice that this theorem implies that the inclusion Allow(T µ ) ⊆ Allow(T 1 ) in Theorem 4.1 is strict when µ < 1. Indeed for any µ < 1, there is a sufficiently large n so that Theorem 4.6 implies that T µ avoids σ n , while such patterns belong to Allow(T ) for all n. As discussed in the next section, the patterns σ n are of particular interest, as we conjecture that the smallest pattern allowed by T and avoided by T µ is of the form σ n for some n.
For small values of n, we can compute
exactly. We present these values for 4 ≤ n ≤ 12 in Table 1 , together with the upper bounds computed using Theorem 4.6. (We omit the case n = 3, since σ 3 = 231 is an allowed pattern of T µ for 1/2 < µ ≤ 1.) Table 1 . This table depicts the true and estimated upper bounds on µ (to six decimal places) that guarantee T µ avoids σ n for some specific values of n. Here µ n,a is the true upper bound (i.e., T µ avoids σ n if and only if µ < µ n,a ) while µ n,e is the upper bound afforded by Theorem 4.6.
Conjectures
We now state some conjectures related to this work. Given µ ∈ (1/2, 1), we define a pattern π to be µ-forbidden if π ∈ Allow(T ) but π ∈ Allow(T µ ).
Our first conjecture is that the shortest pattern avoided by T µ , but allowed by T , can always be taken to be of the form σ n = (n − 1)n123 · · · (n − 2). In other words, there may be other patterns of the same length that are µ-forbidden, but none shorter than the shortest σ n that is µ-forbidden. Conjecture 1. For any 1/2 < µ < 1, the shortest µ-forbidden pattern is of the form σ n = (n − 1)n123 · · · (n − 2).
That is, if n is the length of the shortest µ-forbidden pattern, then T µ avoids σ n .
In addition to numerical evidence, this conjecture is supported by the observation that the behavior of the iterates of T µ differs the most from that of the iterates of T near x = 1/2 (as in Figure 1 ). Therefore, we expect the shortest µ-forbidden pattern to have the form Pat(x, T, n) for some n ∈ N and x in a sufficiently small neighborhood of 1/2. But Proposition 4.2 shows that Pat(x, T, n) = σ n when x is close to 1/2.
Our second conjecture involves the relationship between the allowed patterns of two tent maps T µ and T ν , where µ < ν. We already know that if ν = 1, then Allow(T µ ) ⊆ Allow(T ν ).
We would expect something like this to be true in general, though the iterative process for building commuters falls apart here. However, a closer analysis of the commuters h µ and h ν , together with Proposition 3.1, should yield a positive result.
Conjecture 2. If 1/2 < µ < ν ≤ 1, then h µ (µ) < h ν (ν). Consequently, the range of h µ is contained in the range of h ν , and we have Allow(T µ ) Allow(T ν ).
To obtain a positive resolution to this conjecture, it is necessary for one to show that h µ (µ) is increasing with µ. Numerical evidence suggests that this is the case (see Figure 3) .
Finally, one would hope for a tighter bound than the one obtained in Proposition 4.5. Numerical evidence indicates that there is a better bound. However, we are unable to prove it at this time.
Conjecture 3. The bound in Proposition 4.5 can be improved. In particular, for all µ ∈ ( (1 − µ) for 1/2 < µ ≤ 1, which appears to corroborate Conjecture 3.
