In this work, we develop a joint sample discovery and iterative model evolution method for semi-supervised learning on very small labeled training sets. We propose a master-teacher-student model framework to provide multi-layer guidance during the model evolution process with multiple iterations and generations. The teacher model is constructed by performing an exponential moving average of the student models obtained from past training steps. The master network combines the knowledge of the student and teacher models with additional access to newly discovered samples. The master and teacher models are then used to guide the training of the student network by enforcing the consistence between their predictions of unlabeled samples and evolve all models when more and more samples are discovered. Our extensive experiments demonstrate that the discovering confident samples from the unlabeled dataset, once coupled with the above master-teacherstudent network evolution, can significantly improve the overall semi-supervised learning performance. For example, on the CIFAR-10 dataset, with a very small set of 250 labeled samples, our method achieves an error rate of 11.81%, more than 38% lower than the state-of-the-art method Mean-Teacher (49.91%).
Introduction
Deep neural networks have achieved remarkable results in many computer vision tasks such as image classification and object detection based on a large number of labeled samples. As creating a large labeled dataset requires extensive human effort and time, semi-supervised learning provides an efficient solution for learning from large sets of unlabeled samples with small sets of labeled samples. During the past several years, it has achieved remarkable progress. A number of semisupervised learning algorithms have been developed, including regularization methods [2, 16, 20, 21] , graph-based methods [27, 5] , entropy minimization [7] , and pseudo labeling [10] . Oliver et al. [14] provides a comprehensive survey of existing semi-supervised learning methods and classify them into two major categories: consistency regularization and entropy minimization. Most recent stateof-the-art semi-supervised learning algorithms [9, 13, 22] are based on the principle of consistency regularization, which learn a smooth manifold on the labeled and unlabeled samples [1] . For example, the Mean-Teacher [22] algorithm constructs a teacher model based on exponential moving average of the student models obtained from previous training steps to guide the training of the current student model by enforcing the prediction consistency between them on unlabeled samples. These methods have demonstrated the success in training efficient models from small sets of labeled samples, such as 1000 samples (about 2%) on the CIFAR-10 dataset.
In this work, we propose to push this learning limit even further by developing efficient semisupervised learning from very small sets of labeled samples. For example, on the same CIFAR-10 dataset, we can achieve successful training with only 250 labeled samples while outperforming existing methods on learning with larger sets of labeled samples. On the Street View House Number (SVHN) dataset, we can reduce the training set size from 1000 in existing literature to 100.
To achieve this goal, we propose to explore two major ideas: (1) we extend the existing MeanTeacher method by introducing a master-teacher-student network to provide multi-layer guidance during the model evolution process with multiple iterations and generations. This master network combines the knowledge of the student network and teacher network with additional access to newly discovered samples. Both the master and teacher models are then used to guide the training of the student network by enforcing the prediction consistence between them on unlabeled samples. (2) We develop a confident sample discovery method and couple it with the master-teacher-student learning to achieve continuous model evolution with more and more samples being discovered. For this reason, we refer to our method as Snowball. Our extensive experimental results demonstrate that our method significantly improves the overall semi-supervised learning performance. For example, on the CIFAR-10 dataset, our method has successfully trained a model with 250 labeled samples to achieve an error rate of 11.81%, about 38% lower than the state-of-the-art method Mean-Teacher (49.91%).
The rest of the paper is organized as follows. Section 2 reviews related work. The proposed Snowball method is presented in Section 3. Experimental results are in Section 4. Section 5 concludes the paper.
Related Work
Training semi-supervised models with a small set of labeled samples and a large set of unlabeled samples has become an important research task with significant impact in practice. The self-training approach [25, 17, 18] , also called bootstrapping or self-teaching, first trains a classifier with labeled samples and then use the pre-trained classifier to classify unlabeled samples, select the most confident unlabeled samples, predict their labels, and use them for the next iteration of training [28] . Label propagation [26] compares unlabeled samples to labeled samples by selecting a suitable predefined distance metric and applies the label information to unlabeled dataset. Co-training [4, 12] trains two separate classifiers to learn features on two splitting datasets. Each classifier then classifies unlabeled samples and is retrained on high confident unlabeled samples with noisy labels given by the other classifier.
Graph-based semi-supervised algorithms assume that neighbor nodes have similar labels and define a graph to represent the similarity of the samples [28] . Blum and Chawla [3] proposed a graph min-cut algorithm which computes the mode instead of the marginal probabilities and Blum et al. [5] implemented the min-cut for different graphs with perturbations. The manifold regularization method in [1] applies the Reproducing Kernel Hilbert Space (RKHS) to a parameterized classifier with squared loss or hinge loss. The semi-supervised embedding algorithm [23] modifies the regularizer by extending the classifier to embedding of data such as hidden layers, auxiliary embedding or output labels [24] .
Most recent semi-supervised methods with remarkable results aim to make the model prediction to be consistent with perturbations. Transform loss Sajjadi et al. [19] and temporal ensembling [9] use a similar principle when designing the loss function. Π-model [9] can be also considered as a special case of temporal ensembling by training the network and predicting likely labels for unlabeled samples over multiple epochs instead of labeling them with an outside model. The temporal ensembling model [9] simplifies Π-model by considering the prediction of previous training steps. The Mean-Teacher algorithm [22] uses an exponential moving average of the student models obtained from previous training steps. The student and teacher models improve each other in an iterative manner. The Smooth neighbors on teacher graph (SNTG) method [11] constructs a graph based on the prediction of the teacher model and forms a better teacher. Generative adversarial training changes the training samples sightly to obtain different prediction [6] . Virtual adversarial training (VAT) [13] introduces adversarial training for semi-supervised learning and proposes a regularization method by adding perturbation which affects the prediction of the training samples. 
The Proposed Snowball Method
In the section, we present our iterative model evolution and confident sample discovery for semisupervised learning.
Method Overview
Figure 1 provides an overview of the proposed Snowball method. In semi-supervised learning, we have access to a small set of labeled training samples, denoted by Ω L and a large set of unlabeled samples, denoted by Ω U . Based on Ω L , we follow the Mean-Teacher method in [22] to train the student network G S guided by the teacher network G T . We use this successfully trained student model G S to analyze unlabeled images, extract their features, compare them against the labeled images, and discover a subset of confident samples with assigned labels. We denote this subset by U. These discovered samples are combined with the original labeled samples to form an augmented sample set to train a new network and form the master network model G M . This master network combines the knowledge of the student network G S and teacher network G T , as well as the knowledge of newly discovered samples U. In Snowball, we use the master network to guide the learning of the teacher and student networks and evolve their models over multiple generations with more and more samples being discovered. Our experimental results demonstrate that this tightly coupled model evolution and sample discovery are able to significantly improve the performance of semi-supervised learning, especially on very small sets of labeled training samples.
Master-Teacher-Student Network Model Evolution
In the original Mean-Teacher method [22] , a teacher model is constructed by performing an exponential moving average (EMA) of the student network models obtained from past training steps. Each step could be multiple training epochs. This teacher model is then used to guide the training of the student network by enforcing the consistence between the predictions of unlabeled samples by the student and teacher models.
We define two terms: iteration and generation. In each iteration indexed by k, our method uses the current network model to find the additional subset of confident samples from the unlabeled samples so as to refine the models. The first iteration starts with the original labeled samples Ω L . One generation involves a sequence of iterations. In each generation indexed by m, we use the model obtained from the previous generation and come back to re-discover confident samples and refine models over a new sequence of iterations. Specifically, at generation m and iteration k, let the corresponding student, teacher, and master network models be G k is determined by our algorithm to be discussed in the next section. Then, the current training set is given by
We use Ω m,k to train and update the student, teacher, and master networks. Specifically, we first train the student network G m,k
be the corresponding model obtained at training step t. Each training step can be multiple training epochs [22] . At each step, the teacher model G m,k
according to Mean-Teacher method, is constructed and updated based on the following exponential moving average: G m,k
(2) The loss function for training the student network is given by
Here, J m,k C represents the classification loss which is the cross-entropy between the student network prediction (softmax output vector) and the associated label over the current train set Ω
where L(x) represents the label of the input and Φ{·, ·} represents the cross-entropy. The consistency loss J m,k θ is the cross-entropy between the student and teacher predictions
To construct the master network, we augment the discovered samples U m k intoŪ m k by additional samples, for example, 50% more images, and use the corresponding training set formed by Eq. (1) to refine the teacher networkḠ
. Then, the master network is obtained using the exponential moving average of the refined teacher networks
The master network is used to guide the training of the teacher and student networks to achieve better transferability on unseen samples. To this end, we augment the consistency loss in Eq. (5) by
which has two parts: the consistency between the teacher and student networks, and the one between the master and student networks.
Discovering Confident Samples
In this work, we have found out that discovering confident samples from the unlabeled dataset, once coupled with the above master-teacher-student network evolution, can significantly improve the overall semi-supervised learning performance. Our experimental results will demonstrate that these two are tightly coupled and greatly enhance the performance of each other. To discover confident samples and assign labels for them, we use the newly trained master network G m,k M to extract the feature for each sample x in the unlabeled dataset, and denote it by F (x). For all samples in the labeled dataset, we also compute their features. We then compute the center for each class
where T n is the total number samples in class n and L(x) represents the label of x. For the unlabeled image x, we find class center C n * which has the minimum distance to F (x), and then assign its label as n * . In our experiments, we find out that samples with smaller distance have higher probability to have correct labels. In iteration (m, k), we select the top N m,k samples with the smallest feature distance to their centers to form the newly discovered sample set U m k .
Experimental Results
To evaluate the performance of our proposed method, we use two benchmark datasets: SVHN and CIFAR-10. Following the common semi-supervised classification practice [15, 9, 22, 11] , we split the training samples between a labeled and unlabeled dataset and randomly choose 250, 1000 2000 samples from for the SVHN and CIFAR-10 datasets and compare the performance with state-of-theart methods. To test the performance of our Snowball method on very small sets of labeled samples, we reduce the training set size to 500, 250, and 100, and compare with the Mean-Teacher method. In this scenario, we choose Mean-Teacher because it has the code publicly available and we have Supervised-only [22] 27.77 ± 3.18% 2.75 ± 0.10% Π Model [9] 9.69 ± 0.92% 2.50 ± 0.07% Temporal Ensembling (TempEns) [9] 12.62 ± 2.91% 2.74 ± 0.06% Mean-Teacher + ConvNet13 [22] 4.35 ± 0.50% 2.50 ± 0.05% SNTG [11] 4.29 ± 0.23% 2.42 ± 0.06%
Our Method + ConvNet13 4.07 ± 0.17% 2.50 ± 0.05% Our Method + Resnet 3.26 ± 0.02% − managed to run the code to achieve the same performance as claimed in the original paper. We use the source code published on Github by Mean-Teacher [22] and use the same augmentation, training steps, ramp-up and EMA decay rate parameters. But, in the original paper, the authors did not present training performance on these very small training sets. The results are averaged over multiple runs with different random seeds. We follow the random sample strategy of Mean-Teacher and ensure that each class has the same number of labeled samples. In both the Mean-Teacher and our Snowball methods, two network structures are used: a 13-layer convolutional network (ConvNet-13) and a 26-layer Residual Network [8] (Resnet-26) with Shake-Shake regularization [19] . In the following experiments, we report the error rates.
Performance Comparison with Existing Methods on the Same Training Sets
Performance Comparison on the SVHN Dataset. The street view house numbers (SVHN) dataset consists of 32×32 pixel RGB images and these images belong to 10 classes. There are 73,257 labeled samples for training and 26,032 for testing. It has been used as the benchmark dataset for testing semi-supervised learning and previous state-of-the-art methods have already achieved low error rates which are very close to supervised learning with the full training set (73257 images). All of the labeled and unlabeled training datasets are normalized to have zero mean and unit variance. One labeled sample and 99 unlabeled samples are assigned to each mini-batch. Table 1 shows our results on the SVHN with 250 labels. We can see that our method outperforms existing state-of-the-art methods, reducing the error rate of the second best (4.29%) further to 3.26%.
Performance Comparison on the CIFAR-10 Dataset. CIFAR-10 is another semi-supervised learning benchmark dataset consisting of 32×32 from 10 classes. There are 50,000 labeled training samples and 10,000 testing samples. Table 2 shows the model error rates for 1000, 2000, and all 50000 training samples achieved by our method and existing methods. We can see that our method with ResNet achieves the best performance, with an error rate of 7.82% much lower than the MeanTeacher 10.08% which uses the same network configurations. We also provide results of our method with ConvNet-13 and other methods which use similar network configurations as the ConvNet-13. We include the results for the full training set to demonstrate that all methods are having a similar starting point. In the original paper, the Mean-Teacher did not provide result with Resnet. Our method will be the same as the Mean-Teacher method is the full training set is used since the master network will never be activated.
Performance Comparison on Very Small Training Sets
In the following experiments, we demonstrate the performance of our method on very small training sets and provide comparison with the Mean-Teacher method which achieves the state-of-the-art performance. Table 3 shows the results on the CIFAR-10 dataset with the size of training set reduced from 1000 to 500 and 250. We also copy over the results of 1000 and 2000 from Table 2 for the convenience of comparison. We can see that, on very small training sets, our method significantly outperforms Mean-Teacher, reducing the error rate from 49.91% to 11.81% with the Resnet network. For the Convnet-13 network, the error rate is reduced from 51.79% to 37.65%. This 38% performance improvement is very significant. Table 4 shows the results on the SVHN dataset. We reduce the original training set size from 250 samples to 100 samples. We can see that our method significantly outperforms the Mean-Teacher method, reducing the error rate 15.29% to 6.04%. Supervised-only [22] 46.43 ± 1.21% 33.94 ± 0.73% 5.82 ± 0.15% Π Model [9] 27.36 ± 1.20% 18.02 ± 0.60% 6.06 ± 0.11% SNTG [11] 18.41 ± 0.52% 13.64 ± 0.32% 5.20 ± 0.14% Mean-Teacher + ConvNet13 [22] 21.55 ± 1.48% 15.73 ± 0.31% 5.94 ± 0.05% Mean-Teacher + Resnet [22] 10.08 ± 0.41% 8.06 ± 0.14% − Our Method + ConvNet13 17.79 ± 0.11% 14.56 ± 0.38% 5.94 ± 0.05% Our Method + Resnet 7.82 ± 0.08% 7.15 ± 0.17% − 
Ablation Studies and Further Algorithm Analysis
A. Convergence Behaviors of Snowball. In this experiment, we demonstrate that the proposed Snowball algorithm converges as more and more confident samples are discovered and the masterteacher-student network evolves over iterations and generations. In our experiments, we use 3 generations and each generation has 3-4 iterations. Figure 2 shows the decreasing of the error rate of our method on the CIFAR-10 dataset with two network configurations, ConvNet-13 and Resnet-26, with 250 and 500 training samples. Within each generation, we use the model obtained from the previous generation to re-discover confident samples in each iteration to grow the training samples from 250, to 500, 1000, 2000, and 4000. We can see that the model is becoming more and more accurate over each iteration and generation.
B. Tight Coupling between the Master-Teacher-Student Model Evolution and Confident Sample Discovery. In this work, we recognize that the confident sample discovering and master-teacherstudent model evolution are tightly coupled. As discussed in Section 1, discovering confident samples has already been used in self-learning or bootstrap-based semi-supervised learning. Its performance is very limited. But, once combined with the master-teacher-student model evolution, we can achieve significantly improved performance. This is because the newly discovered samples have labeling errors. These errors will degrade the learning performance. But, with the master-teacher-student consistency regulation, the learning process becomes much more robust against these label errors. Figure 3 (left) shows the comparison of our Snowball method against the self-learning methods with confident sample discovery but without guidance by the master-teacher-student network. We can see that the error rate is dramatically decreased with the master-teacher-student guidance. In Figure  3 (right), we also show the labeling error rate in the newly discovered samples in both methods. We can see that the new samples discovered by our Snowball method is much lower, which results in significantly improved learning performance.
C. Impact of Different Selecting Methods for Confident Sample Discovery. In our Snowball new confident sample discovery method, we find the center of labeled samples which has the minimum distance to the current sample and then assign the corresponding label to this unlabeled sample. We choose the top N samples with the smallest distance as the newly discovered samples for the next iteration. On the other hand, we recognize that samples with minimum distance to existing labeled samples might be too similar to existing training samples and the contribution to the model learning and transferability will be degraded. Other possible choices include using the maximum distance criteria, or we randomly select the top N samples. Table 5 shows the error rate results on CIFAR-10 dataset with 500 training samples. We need to select the next 500 new samples. The second column shows the model error rates with 500 new samples selected by three different methods, but using the ground-truth labels. We can see that the random method achieves the best since its samples have the largest diversity. But, in practice, we do not have this ground-truth label. In this case, our minimum distance method achieves the best performance since its percentage of wrong labels in newly discovered samples is much smaller than the other two methods, as shown in the second column. This is the reason why we choose the minimum distance method in our Snowball method.
D. Different Feature Fusion Methods for Confident Sample Discovery
In our current method, when we identify new confident samples for automated labeling, we use the master network to extract its feature and evaluate its feature distance to existing labeled samples. In the following experiment, we explore additional options for the feature distance. For example, we can use three master network models of the past iterations to extract three separate features. We then fuse these features together to form a joint feature distance metric. The following three fused feature distance metrics are considered.
(1) Average distance -We use each of three features to compute the distance and then use the average of them as the distance metric for this unlabeled sample. (2) Feature cascade -These three features are cascaded together into one combined feature vector for this unlabeled sample. We then use this cascaded feature to measure the distance to assign labels. (3) Average sorting score -We use each of these three features to compute the minimum distance, then sort the samples according to their distance from the smallest to the largest. For each of these three features, we have three separate sorting scores (sorting indices), we then compute their average sorting scores and use this as the distance metric. Table 6 shows the error rates for these three fusion methods on the CIFAR-10 data with 1000 training samples. We can see that the feature cascade method has the best performance. But, the difference between these three are relatively small.
Conclusion
In this work, we have successfully developed a joint sample discovery and iterative model evolution method for semi-supervised learning from a very small labeled training set. We have established a master-teacher-student model framework to provide multi-layer guidance during the model evolution process with multiple iterations and generations. Both the master and teacher models are used to guide the training of the student network by enforcing the consistence between the predictions of unlabeled samples between them and evolve all models when more and more samples are discovered.
Our extensive experiments demonstrate that the discovering confident samples from the unlabeled dataset, once coupled with the above master-teacher-student network evolution, can significantly improve the overall semi-supervised learning performance. For example, on the CIFAR-10 dataset, our method has successfully trained a model with 250 labeled samples to achieve an error rate of 11.81%, more than 38% lower than the state-of-the-art method Mean-Teacher (49.91%).
