In this paper, we report results on answering questions for the reading comprehension task, using a machine learning approach. We evaluated our approach on the Remedia data set, a common data set used in several recent papers on the reading comprehension task. Our learning approach achieves accuracy competitive to previous approaches that rely on handcrafted, deterministic rules and algorithms. To the best of our knowledge, this is the first work that reports that the use of a machine learning approach achieves competitive results on answering questions for reading comprehension tests.
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Abstract
In this paper, we report results on answering questions for the reading comprehension task, using a machine learning approach. We evaluated our approach on the Remedia data set, a common data set used in several recent papers on the reading comprehension task. Our learning approach achieves accuracy competitive to previous approaches that rely on handcrafted, deterministic rules and algorithms. To the best of our knowledge, this is the first work that reports that the use of a machine learning approach achieves competitive results on answering questions for reading comprehension tests.
Introduction
The advent of the Internet has resulted in a massive information explosion. We need to have an effective and efficient means of locating just the desired information. The field of information retrieval (IR) is the traditional discipline that addresses this problem.
However, most of the prior work in IR deal more with document retrieval rather than "information" retrieval. This also applies to search engines on the Internet. Current search engines take a list of input words and return a ranked list of web pages that contain (or not contain) the given words. It is then left to the user to search through the returned list of web pages for the information that he needs. While finding the web pages that contain the desired information is an important first step, what an information seeker needs is often an answer to a question. That is, given a question, we want a system to return the exact answers to the question, and not just the documents to allow us to further search for the * Leong Hwee Teo's current a~ation: Defence Medical Research Institute, Defence Science and Technology Agency, 1 Depot Road, Defence Technology Tower A, ~19-05, Singapore 109679 l:leonghw~dsl:a.gov, sg answers.
The need for question answering (QA) systems has prompted the initiation of the question answering track in TREC-8 (Voorhees and Tice, 2000) to address this problem. In the QA track, each participant is given a list of 200 questions, and the goal is to locate answers to these questions from a document database consisting of hundreds of thousands of documents (about two gigabytes of text). Each participant is to return a ranked list of the five best answer strings for each question, where each answer string is a string of 50 bytes (or 250 bytes) that contains an answer to the question. What, when, where, and who questions that have explicit answers given in some document in the database are emphasized, but not why questions.
In a related but independent effort, a group at MITRE has investigated question answering in the context of the reading comprehension task (Hirschman et al., 1999) . The documents in this task axe 115 children stories at grade two to five from Remedia Publications, and the task involves answering five questions (who, what, when, where, and why question) per story, as a measure of how well a system has understood the story. Each story has an average of 20 sentences, and the question answering task as formulated for a computer program is to select a sentence in the story that answers to a question. For about 10% of the questions, there is not a single sentence in the story that is judged to answer the question. Conversely, a question can have multiple correct answers, where each of several individual sentences is a correct answer. An example story from the Remedia corpus and its five accompanying questions axe given in Figure 1 . Each story has a title (such as "Storybook Person Found Alive!") and dateline (such as "ENGLAND, June, 1989") Figure h A sample story and its five questions Although both the TREC-8 QA task and the reading comprehension QA task are about question answering, there are a few differences in the two tasks. In TREC,-8, the answer to a question can be from any of the hundreds of thousands of documents in the database, whereas for the reading comprehension task, the answer only comes from the short story associated with the question. Thus, while the TREC-8 QA task requires efficient indexing and retrieval techniques to narrow down to the documents that contain the answers, this step is largely not needed for the reading comprehension task. Also, an answer as defined in the TREC-8 QA task is a 50-byte or 250-byte answer string, whereas an answer is a complete sentence in the reading comprehension task. Another perhaps more subtle difference is that the questions formulated in both tasks have different motivation: for TI:tEC-8, it is for the purpose of information-seeking, whereas for reading comprehension, it is for testing whether a system has "understood" the story. Hence, it may well be that the questions in TREC-8 can be expected to be more "cooperative", while those for reading comprehension can be uncooperative or even "tricky" in nature.
In this paper, we only address the question answering task in the context of reading comprehension, although we expect that the techniques we developed in this paper will be equally applicable to answering questions in an information-seeking context like that of TREC-8.
Related Work
The early work on questiion answering by (Lehnert, 1978) focused more on knowledge representation and inference issues, and the work was not targeted at aal~wering questions from unrestricted text. Prior to 1999, the other notable research work on question answering that is designed to work on unrestricted text (from encyclopedia) is (Kupiec, 1993) . However, no large scale evaluation was attempted, and the work was not based on a machine learning approach.
Fueled by the question answering track initiated in TREC-8 (Voorbees and Tice, 2000) , there is a recent surge of research activities on the topic of question answering. Among the participants who returned the best scores at the TREC-8 QA track (Srihari and Li, 2000; Moldovan et al., 2000; Singhal et al., 2000) , none of them uses a machine learning approach. One exception is the work of (Radev et al., 2000) at the TREC-8 QA track, which uses logistic regression to rank potential answers using a training set with seven features. However, their features are meant for the task of selecting more specific answer spans, and are different from the features we use in this paper. The TREC-8 QA test scores of (Radev et al., 2000) were also considerably lower than best QA test scores.
Because of the huge number of documents used in the TRECC-8 QA track, the participants have to perform efficient document indexing and retrieval in order to tackle the complete QA task. It has been found that both the shallow processing techniques of IR, as well as the more linguistic-oriented natural language processing techniques are needed to perform well on the TREC-8 QA track. In contrast, for our current QA work on reading comprehension, because the answer for each question comes from the associated story, no sophisticated IR indexing and retrieval techniques are used. Naturally, our current work on question answering for the reading comprehension task is most related to those of (Hirschman et al., 1999; Charniak et al., 2000; Riloffand Thelen, 2000; Wang et al., 2000) . In fact, all of this body of work as well as ours are evaluated on the same set of test stories, and are developed (or trained) on the same development set of stories. The work of (Hirschman et al., 1999) initiated this series of work, and it reported an accuracy of 36.3% on answering the questions in the test stories. Subsequently, the work of (Riloffand Thelen, 2000) and (Chaxniak et al., 2000) improved the accuracy further to 39.7% and 41%, respectively. However, all of these three systems used handcrafted, deterministic rules and algorithms. In contrast, we adopt a machine learning approach in this paper.
The one notable exception is the work of (Wang et al., 2000) , which attempted a machine learning approach to question answering for the same reading comprehension task. Unfortunately, out of the several machine learning algorithms they tried, the best approach (using neural network learning) only managed to obtain an accuracy of 14%. This work casts doubt on whether a machine learning approach to question answering can achieve accuracy competitive to the handcrafted rulebased approach. Our current work attempts to address exactly this issue.
A Machine Learning Approach
In this section, we present our machine learning approach to question answering. We have successfully implemented a question answering system based on this approach. Our system is named AQUAREAS (Automated QUestion Answering upon REAding Stories). The advantage of a machine learning approach is that it is more adaptable, robust, flexible, and maintainable. There is no need for a human to manually engineer a set of handcrafted rules and continuously improve or maintain the set of rules.
For every question, our QA task requires the computer program to pick a sentence in the associated story as the answer to that question. In our approach, we represent each question-sentence pair as a feature vector. Our goal is to design a feature vector representation such that it provides useful information to a learning algorithm to automatically build five classifiers, one for each question type. In prior work (Hirschman et al., 1999; Charniak et al., 2000; Riloffand Thelen, 2000) the number and type of information sources used for computation is specific to and rlifFerent for each question type. In AQUAREAS, we use the same set of features for all five question types, leaving it to the learning algorithm to identify which are the useful features to test for in each question type.
The machine learning approach comprises two steps. First, we design a set of features to capture the information that helps to distin-guish answer sentences from non-answer sentences. Next, we use a learning algorithm to generate a classifier for each question type from the training examples.
Each training example or test example is a feature vector representing one questionsentence pair. Given a question q in a story, one positive example is generated from each sentence s that is marked (by the MITRE group) as an answer to q, and the question q itself. For negative training examples, all other sentences that are not marked as answers to a question q can be used. In AQUAREAS, we use all other sentences that are marked as answers to the questions other than q in the same story to generate the negative examples for question q. This also helps to keep the ratio of negative examples to positive examples from becoming too high.
Feature Representation
Our feature representation was designed to capture the information sources that prior work (Hirschman et al., 1999; Cha_niak et al., 2000; Riloff and Thelen, 2000) used in their computations or rules. We hypothesize that given equivalent information sources, a machine learning approach can do as well as a system built using handcrafted rules. Our feature vector consists of 20 features.
• Diff-from-Max-Word-Match (DMWM)
The possible values for this feature are 0, 1, 2, 3, .... For a given question q and a sentence s, the value for this feature is computed by first counting the number of matching words present in q and s, where two words match if they have the same morphological root. This gives the raw word match score m for the questionsentence pair q and s. Next, we find the highest raw word match score M over all sentences si in the story and q. The value of this feature DMWM for the questionsentence pair q and s is M -rn. 1
1In an earlier version of AQUAREAS, we simply used the raw word match score m as the feature. However, the learned classifiers did not perform well. We suspect that the absolute raw word match score m may not matter as much as whether a sentence has the highest raw word match score M in a story (relative to other sentences in the same story). We address this deftciency in our reformulated difference-from-maximum computation.
Intuitively, a feature value of 0 is the best, indicating that for that question-sentence pair q and s, they have the most number of matching words in the story, when comparing q with all sentences sz in the same story.
In the case where there are zero matching words between a question q and all sentences sz in a story (i.e., M = 0), then this DMWM feature will be assigned 0 for all question-sentence pairs q and si in the story. To avoid such a situation where a value of 0 is also assigned for this feature even when there are no matching words, we instead assign a very large value (200) to this feature for such cases.
The possible values for this feature are 0, 1, 2, 3, .... The value for this feature is computed in exactly the same way as DMWM, except that we only count main verb matches between a question and a sentence, excluding verbs whose morphological roots are "be", "do" or "have".
(Such verbs tend not to carry as much "semantic" information.)
The possible values for each of these features are 0, 1, 2, 3, .... Their computation is similar to DMWM and DMVM, except that they are computed from the question q and the sentence s-1 (the sentence preceding the current sentence s in consideration), in the case of DMWMPrey and DMVM-Prev, and the question q and the sentence s+l (the sentence following s) in the case of DMWM-Next and DMVM-Next. For the title and dateline of a story, we take them as having no previous or next sentences. For the first sentence in the body of a story, there is no previous sentence and likewise for the last sentence in the body of a story, there is no next sentence. For all such cases, we give a raw word/verb match score rn of 0 in the computation.
We designed these 4 features to capture information that will be helpful to the why questions, since it has been observed in prior work (Charniak et al., 2000; Riloff and Thelen, 2000) that the answer sentence to a why question tends to follow (or precede) the sentence in the story that has the most number of word matches with the question.
• Sentence-cont ains=Person, Sentence=cont ains-Organization) Sentence=cont ains-Location, Sentence=contains=Date,
Sentencecontains-Time
The possible values for each of these features are true or false. To compute these feature values for a sentence, we used the Remedia corpus provided by MITRE which has been hand-tagged with named entities. If a sentence contains at least one word tagged with the named entity person, then the feature Sentencecontalns-Person will be assigned the value true. Its value is false otherwise. Similarly for the other four named entities organization, location, date, and time.
• Coreference information Coreferenee information does not contribute any new features, but rather it may change the values assigned to the five features Sentence-contains-Person, Sentence-contains-Organization, .... By using the Remedia corpus provided by MITRE which has been hand-tagged with coreference chains of noun phrases, we can propagate a named entity tag across all noun phrases in the same coreference chain. We then utilize the revised propagated named entities to assign values to the five named entity features for a sentence. The effect of using coreference information is that for some sentence, a named entity feature may have its value changed from false to true. This occurs when, for instance, a pronoun "he" in a sentence corefers to a noun phrase "Mr. Robin" and inherits the named entity tag person from "Mr. Robin" in the same coreference chain.
• Sentence=is-Title,
Sentence=is-Dateline
The possible values for each of these features are true or false. If a sentence is the title of a story, then the feature Sentenceis-Title will be assigned the value true. Its value is false otherwise. Similarly, the feature Sentence-is-Dateline applies to a sentence which is the dateline of a story.
It has been observed in prior work (Charniak et al., 2000; Riloff and Thelen, 2000) that such sentences may be more likely to be the answer sentences to some question type (for example, dateline can answer to when questions).
keywords in sentences
The idea behind the use of this group of features is that certain words in a sentence may provide strong clues to the sentence being the answer to some question type. For instance, the preposition "in" (such as "... in the United States, ...") may be a strong clue that the sentence is an answer to a where question.
We devised an automated procedure to find such words. For each of the five question types, we collect all the sentences in the training stories that answer to the question type. Any word (in its morphological root form) that occurs at least 3 times in this set of sentences is a possible candidate word. For each candidate word, we compute the following correlation metric C (Ng et al. where Nr+ (Nn+) is the number of training story sentences that answer (do not answer) to the question type and in which the word w occurs, and Nr_ (Nn_) is the number of training story sentences that answer (do not answer) to the question type and in which the word w does not occur. N = Nr+ + N r_ + Nn+ + Nn-. Note that the correlation metric C is the square root of the X 2 metric. A candidate word that has high positive C value is a good clue word. If such a word occurs in a sentence, then the sentence is likely to answer to the question type. For each question type, we find one word that has the highest positive C value for that question type. The following five words ("name", "call", "year", "in", and "to") are found automatically in this way for the five question types who, what, when, where, and why, respectively. One feature is then formed for each word: whether a sentence contains the word "name", whether a sentence contains the word "call", etc. The possible values for these features are true or false. Note that this list of keywords is determined automatically from the training stories only, without looking at the test stories.
• keywords in questions It has been observed in the work of (Riloff and Thelen, 2000) that certain words in a when or where question tend to indicate that the dateline is an ~n~wer sentence to the question. The words used in (Riloff and Thelen, 2000) are "happen", "take place" "this", "story".
In our work, we attempted to discover these words automatically, using the correlation metric. The method is the same as what we used to discover the keywords in sentences, except that Nr+ (Nn+) is the number of training story questions that have (do not have) dateline as an answer to the question, and in which the word w occurs, and Nr-(Nn-) is the number of training story questions that have (do not have) dateline as an answer to the question and in which the word w does not occur. We again picked the word with the highest positive C value for each question type. Only two words ("story and "this") are found, for the when and where question, respectively. For the other question types, either the dateline was never an answer sentence to the question type, or that no candidate words occur at least three times in the training story questions. We then form one feature for each word: whether a question contains the word %tory', and whether a question contains the word "this". The possible values for these features are true or false. Again, these two keywords are determined from the training stories only, without looking at the test stories. It is interesting to note that the words automatically determined by out procedure are also part of those words found manually in the prior work of (l:tiloff and Thelen, 2000).
Building Classifiers
The next step is to use a machine learning algorithm to learn five classifiers from the training examples, one classifier per question type.
The learning algorithm we used in AQUAREAS is C5, a more recent version of C4.5 (Quinlan, 1993) . For each test example, the classifier will decide if it is positive (an answer) or negative (not an answer) with a confidence value. We pick as the answer to the question the sentence whose feature vector was classified positive with the highest confidence, or in the absence of such, the sentence classified negative with the lowest confidence. AQUAREAS breaks ties in favor of the sentence appearing earlier in the story.
C5 accepts parameters that affect its learning algorithm. The following three parameters were used in AQUAB.EAS to achieve better performance, m avoids over-fitting the training data by specifying that a minimum number of rn examples must follow a decision tree branch, t specifies the maximum number of decision trees used in adaptive boosting to determine the final decision through voting, nip cost influences C5 to avoid false negatives (or false positives).
Evaluation
To evaluate our learning approach, we trained AQUAREA$ on the same development set of stories and tested it on the same test set of stories as those used in all past work on the reading comprehension task (Hirschman et al., 1999; Charniak et al., 2000; Riloffand Thelen, 2000; Wang et al., 2000) . Specifically, the set of stories used are published by Remedia Publicatious. We used the same softcopy version created by the MITRE group, and the material includes manual annotations of named entities and coreference cbalns as done by the MITRE group.
The training set consists of 28 stories from grade 2 and 27 stories from grade 5. The test set consists of 30 stories from grade 3 and 30 stories from grade 4. Within the 60 test stories, there are 59 who questions, 61 what questions, 60 when questions, 60 where questions, and 60 why questions, for a total of 300 test questions.
The scoring metric that we used for evaluation is HumSent, which is the percentage of test questions for which AQUAREAS has chosen a correct sentence as the answer. This metric is originally proposed by (Hirschman et al., 1999) . The correct answer sentences are chosen manually by the MITRE group. Although there were a few other scoring met-rics originally proposed in (Hirschman et al., 1999) , all the metrics were found to correlate well with one another. As such, all subsequent work (Charniak et al., 2000; Riloff and Thelen, 2000; Wang et al., 2000) uses HumSent as the main scoring metric, and it is also the scoring metric that we adopted in this paper.
Based on the complete set of 20 features described in the previous section, we trained one classifier per question type. For each question type, we uniformly use the same, identical set of features. The following learning parameters were found to give the best HuinSent accuracy and were uniformly used in generating all the decision tree classifiers for all question types reported in this paper: m = 37, t = 7, and nip cost = 1.2. Using a large rn results in simpler decision trees, t = 7 results in the use of boosting with multiple decision trees. Since there are a lot more negative training examples compared to positive training examples (ratio of approximately 4:1), there is a tendency to generate a default tree classifying all training examples as negative (since the accuracy of such a tree is already quite goodabout 80% on our skewed distribution of training examples). Setting nip cost at 1.2 will make it more costly to misclassify a positive training example as negative, and thus more costly to generate the default tree, resulting in better accuracy.
We achieved an overall HumSent accuracy of 39.3% on the 300 test questions. The breakdown into the number of questions answered correctly per question type is shown in the first row of Table 1 . Our results indicate that our machine learning approach can achieve accuracy comparable with other approaches that rely on handcrafted, deterministic rules and algorithms. For comparison, the HumSent scores reported in the work of (Hirschm~.n et al., 1999) , (Charniak et al., 2000) , (Riloff and Thelen, 2000) , and (Wang et al., 2000) are 36.3%, 41%, 39.7%, and 14%, respectively. Figure 2 shows the sequence of decision trees generated via boosting for the when question type. All the trees look reasonable and intuitive. The first tree states that if the Diff-from-Max-Word-Match is zero (i.e., the sentence has the highest number of word match to the question), then the sentence is an answer. Otherwise, the classifier tests for whether the sentence contains a date. If it does, then the sentence is an answer, else it is not an answer. The second tree is a default tree that just classifies any sentence as not an answer. The rest of the trees similarly test on features that we intuitively feel are indicative of whether a sentence answers to a when question.
To investigate the relative importance of each type of features, we remove one type of features at a time and observe its impact on HuinSent accuracy. The resulting drop in accuracy is tabulated in the remaining rows of Table 1 . The rows are ordered in decreasing overall HumSent accuracy.
As expected, removing the word match feature causes the largest drop in overall accuracy, and the accuracy decline affects all question types. Removing the five named entity features also causes a large decline, affecting mainly the who, when, and where questions. Named entities are useful for answering these question types, since who typically asks for a person (or organization), when asks for date or time, and where asks for location. What is perhaps a little surprising is that the seven automatically discovered keywords are also found to be very important, and removing these seven features causes the second largest decline in overall HumSent accuracy.
Coreference is found to affect the who, when, and where questions, as expected. The previous and next word/verb matches cause the largest decline for why questions, dropping the number of correctly answered why questions to 3. Removing verb match also causes a 3% drop in overall accuracy, while dateline and title only affect the when questions.
In our future work, we plan to investigate other potential knowledge sources that may further improve accuracy. We also plan to investigate the use of other supervised machine learning algorithms for this problem.
Conclusion
Ill 811mrnary, we reported in this paper the results on answering questions for the reading comprehension task, using a machine learning approach. We evaluated our approach on the Remedia data set, a common data set used in several recent papers on the reading comprehension task. Our learning approach achieves accuracy competitive to previous approaches that rely on handcrafted, deterministic rules and algorithm~. To the best of our knowledge, this is the first work that reports that the use of a machine learning approach achieves 
