We consider air-sea interaction at the (atmospheric) synoptic and the mesoscale due to momentum transfer only. Two superposed one-layer fine-resolution shallow-water models are numerically integrated, where the upper layer represents the atmosphere and the lower layer the ocean. The frictional force between the two layers is implemented using a quadratic drag law and experiments with different values of the surface drag coefficient are performed. The actual energy loss of the atmosphere and the energy gain by the ocean, due to the interfacial shear, is determined and compared to estimates based on average speeds. The correlation between the vorticity in the atmosphere and the ocean is determined. Results differ from previous investigations where the exchange of momentum was considered at basin scale. It is shown that the ocean has a passive role, absorbing kinetic energy at nearly all times and locations, results showing that the energy input to the ocean increases almost quadratically with the value of the drag coefficient. Due to the feeble velocities in the ocean, the energy transfer depends only weakly on the oceanic velocity. The ocean dynamics leave nevertheless their imprint on atmospheric dynamics, leading to a quenched disordered state of the atmosphere-ocean system for the highest value of the drag coefficient considered. This finding questions the ergodic hypothesis for the idealized configuration studied here. The ergodic hypothesis is at the basis of a large number of experimental, observational and numerical results in ocean, atmosphere and climate dynamics.
Introduction
The modern theory of basin-scale ocean dynamics is based on the conservation and fluxes of (potential) vorticity (see e.g., Vallis 2006) . The large-scale features of ocean dynamics can be explained to leading order by a wind-stress forcing that is averaged in space and time. In numerical simulations of the oceanic dynamics, performed during the past four decades, the wind-stress field has been commonly averaged over one month in time and a few degrees in both longitude and latitude. There has more recently been a growing interest in the kinetic energy of the ocean circulation: reservoirs, sources and sinks (Ferrari and Wunsch 2009) . The major input of mechanical energy into the ocean is through the wind-stress, that is the friction caused by the different horizontal velocities of the low-level atmospheric flow and the ocean currents near the ocean surface. A recent theory of how kinetic energy is injected by the large-scale wind-stress into the basin-scale geostrophic ocean circulation is given in Roquet et al. (2011) . At smaller scales the energy injection is, so far, less studied and understood. Furthermore, the ocean currents were commonly not taken into account when the wind-stress field was calculated, because the ocean surface current velocities are small as compared to atmospheric wind speeds over much of the ocean. Calculating the wind-stress using the difference between the ocean currents and the atmospheric wind velocities, rather than the wind velocities only, was found to lead to a twenty percent reduction of energy input in the large-scale double-gyre circulation (Duhaut and Straub 2006) .
As the resolution of (satellite) observations becomes ever finer in space and shorter in time, air-sea interaction at smaller scales is found to leave their imprint in the atmosphere and ocean dynamics (Chelton et al. 2004 ) leading to persistent small-scale structures in the atmospheric flow. The air-sea heat flux influencing the marine atmospheric boundary layer is found (Chelton et al. 2004 ) to be the dominant source of the small-scale structures in the atmospheric flow. In the present work the influence of momentum transfer due to ocean dynamics is considered.
The importance of these small-scale interactions for the atmosphere and ocean dynamics is confirmed using numerical simulations in idealized configurations (Hogg et al. 2009 ) and when applied to regional configurations (Seo et al. 2008) . As the resolution of regional and global ocean models becomes ever finer in space and shorter in time, model simulations become increasingly sensitive to more accurate and finer-resolution higher-frequency surface-wind-stress forcing. The importance of realistic amplitude, fine resolution and highwavenumber, surface-wind forcing has been demonstrated in a variety of ocean modelling and climate applications. Recent fine-scale satellite observations of the sea surface show an abundance of dynamical features at the oceanic meso and sub-meso scale. The explanation of the origin, turbulent dynamics and fate of these structures represents a formidable problem in geophysical fluid dynamics.
Here we exclusively focus on the exchange of momentum to evaluate its potential as a source of small-scale structures in the ocean and the atmosphere. The most conspicuous aspect of the atmosphere-ocean system is the different densities of the two phases, leading to a large difference in the inertia of the atmosphere and the ocean layer. At large times the atmosphere is influenced by persistent ocean dynamics, while the short time fluctuations appear to be independent of oceanic dynamics. On the other hand, short time fluctuations of the atmospheric flow have only a negligible influence on the ocean dynamics, which however responds to a persistent atmospheric forcing. This is discussed in detail by Esau (2014) for the case of heat exchange, with the case of the momentum exchange considered here. As noted in Esau (2014) the difference in density leads in numerical models to imposing different types of boundary conditions. The value is imposed (Dirichlet boundary conditions) for the atmosphere, whereas the flux is imposed (Von Neumann boundary conditions) for the ocean.
Estimates of energy fluxes are usually based on coarse-grained variables, that is variables averaged in time and space. Variables from (satellite) observations and numerical models are always coarse-grained representations of the real dynamics. When energy fluxes are estimated based on coarse-grained variables, it is often not clear how good the estimate is, or even if the true value is overestimated or underestimated. The energy input is however key to understanding the dynamics of the atmosphere, ocean and climate system. The fluxes at smaller scales contribute to the turbulent mixing of substances and momentum, in the atmosphere and the ocean, without which we can not fully understand the respective dynamics. Furthermore, in the two-dimensional turbulent dynamics of the atmosphere and the ocean, energy cascades from smaller to larger scales (see e.g. Vallis 2006), emphasizing the importance of energy exchanges at small scales to the large-scale dynamics.
In our study, two superposed one-layer fine-resolution shallow-water models are used. The upper layer represents the atmosphere and the lower layer the ocean, with their only interaction being through a frictional force at the interface, which is parametrized by a quadratic drag law. The characteristic horizontal length scales in the atmosphere and the ocean are the respective first baroclinic Rossby radii of deformation. The layer thicknesses of the atmosphere and the ocean in our model are chosen so that the (barotropic) Rossby radii of deformation correspond to the respective length scales. The first baroclinic atmospheric Rossby radius of deformation (a few hundreds of kilometers) is usually referred to as the synoptic scale and in oceanography the first baroclinic oceanic Rossby radius of deformation (a few tens of kilometers) is referred to as the mesoscale. All structures with a horizontal extension smaller than the synoptic scale will be called small scale, for convenience. Synoptic structures in the atmosphere are rarely stationary for more than a few days, while the corresponding time scale for mesoscale eddies in the ocean is of a few weeks.
A fully coupled 3D atmospheric and oceanic model was used by Esau (2014) to consider heat fluxes and the induced turbulent convective dynamics in the mixed layers at the mesoscale and sub-meso scale. He, however, considered a stress-free interface, that is without transfer of momentum. We consider momentum transfer, without including buoyancy or buoyancy fluxes. The two studies are complementary and the combination of the two effects is left for future study. In the present work we focus on the local exchange of momentum between the ocean and the atmosphere at the synoptic scale and the mesoscale. The forcing has no large scale component. The situation is very different from basin scale forcing, dynamics and flow. A basin wide forcing and circulation may create strong boundary currents that separate from the boundary and penetrate into the interior of the domain, as is the case for the double gyre circulation (Duhaut and Straub 2006; Hogg et al. 2009 ), leading to strong ocean currents. To the best of our knowledge the local exchange of momentum only between a turbulent atmosphere and ocean at the small scale has never been considered before.
The qualitative dynamics of air sea-interaction is considered and the existence of two different regimes is exposed. We further assemble quantitative results on the energy fluxes and vorticity correlations between the atmosphere and the ocean for different values of the atmospheric drag coefficient. The two superposed shallow water models and their coupling are introduced in Sect. 2. Experiments are performed for different values of the drag coefficient given in Sect. 3, where the results concerning the energy transfer and the correlation between the vorticity dynamics in the ocean and the atmosphere are presented. The results are discussed in Sect. 4 and conclusion presented in Sect. 5.
Shallow Water Model

Physical Model
The model consists of two superposed homogeneous fluid layers, a shallow layer for the lower atmosphere and an ocean surface layer. The average thicknesses are respectively H a = 1000 m and H o = 200 m, with the actual layer thicknesses h a (x, y, t), h o (x, y, t) varying over time and space. The ocean surface layer superposes a motionless layer of higher density and of infinite depth. Similarly a motionless layer of air of a lesser density superposes the shallow atmospheric layer. Layers have an average density of ρ a = 1 kg m −3 and ρ o = 1000 kg m −3 . The fluid motion considered extends over a period of many days and so the model must take into account the Earth's rotation. Using the f-plane approximation we set the Coriolis parameter f = 10 −4 s −1 , a typical value at mid-latitudes.
Mathematical Model
This physical model can be described by two coupled reduced-gravity shallow water equations,
where k = a, o stands for the atmosphere and the ocean, respectively. The parameters g a and g o are the reduced gravity of the atmosphere and of the ocean (i.e., the acceleration due to gravity multiplied by the fractional density difference between the two layers). They are respectively set to 0.8 and 0.02 m s −2 . The restoring forceF k h in the atmosphere and ocean acts on the layer-thickness.
The typical horizontal scale is the Rossby radius of deformation Rd k = g k H k / f . It is about one order of magnitude smaller in the ocean where Rd o ≈ 20 km than in the atmosphere where Rd a ≈ 280 km. The domain size is L x = L y = 4000 km and there are periodic boundary conditions in both horizontal directions. In the absence of forcing and friction the potential vorticity,
is conserved by the flow (with
The initial oceanic height variation (given in metres) is defined by the sum of the 2π periodic cosines in the x and y directions.
The initial velocity field is calculated using the geostrophic equilibrium. The initial atmospheric height variation(given in metres) is defined by periodic alternating cyclones and anticyclones in the x and y directions, with a period of 1000 km,
The initial velocity field is calculated using the geostrophic equilibrium. So four cyclonic and anticyclonic alternating structures are imposed on the x and on the y directions, leading to 4 × 4 identical squares in the forcing field.
A restoring force directs the average of the atmospheric layer thickness projected on the forcing profile (Eq.6) towards its initial value. To this end, the projection is compared to its initial value and a multiple of the initial profile is added or subtracted to restore towards the initial amplitude of the projected mode. Such restoring directly affects only the forced mode without directly influencing the other modes that can evolve more freely. The restoring time is two days. The variation of layer thickness in the ocean layer is locally and linearly damped to zero with a long damping time of 1000 days, in order to not disturb the air-sea interaction.
When parametrizing the effect of small-scale turbulent friction at a solid boundary a quadratic drag law is usual. The two layers are only linked by frictional forces at the interface, parametrized by a quadratic drag law. The frictional acceleration between the two layers (see Eqs. 1 and 2) is defined by,
where f x and f y are the surface forces varying in x, y and time. They are calculated using the difference between wind velocity and ocean current,
with the square of the relative speed
The shear applied to the atmosphere is the opposite to the shear applied to the ocean. The drag coefficient C d is constant within each experiment.
Numerical Model
The ocean and the atmosphere basins are represented by a rectangle, L x × L y . Periodic boundary conditions are used in both horizontal directions and the numerical grid is regular and contains n x × n y points. Fine spacial resolutions Δx = L x /n x = Δy = L y /n y are employed to resolve the horizontal scales. We choose n x = n y = 2048 and L x = L y = 4000 km for the 2D shallow water model. The horizontal components of the velocity u k , v k , and height variations η k are calculated on each grid point. The eddy viscosity of the layers are ν a = 500 m 2 s −1 and ν o = 0.1 m 2 s −1 , which are constants in space and time.
A second-order centered finite difference method is used for the space discretization and a second-order Runge-Kutta scheme is used for the time discretization. The timestep is constrained by the Courant-Friedrichs-Lewy condition (see Courant et al. 1928) . Since atmospheric waves are ten times faster than oceanic waves, it is the CourantFriedrichs-Lewy condition for the atmosphere that sets the minimum timestep Δt = 15 s to resolve the temporal evolution of the atmospheric dynamics. The model has been already employed in Moulin and Wirth (2014) at lower resolution in a non-parallelized version.
Results
Experiments Performed
We present results from four numerical experiments that only vary by the drag coefficient C d , which is constant for each experiment. The values we have chosen are typical for the ocean and are: C d = 1 × 10 −4 , 2 × 10 −4 , 4 × 10 −4 and 8 × 10 −4 . The drag coefficient depends on a variety of parameters, such as the ocean state, wind speed and atmospheric stability. According to Stull (1988) the drag coefficient for a reference level of about 500 m is typically between 1 × 10 −4 for a stable atmosphere and 8 × 10 −4 for a neutral atmosphere.
Integrations are performed over 2700 days with the final 1000 days considered for temporal averages. This ensures that the calculations have converged close to a statistically stationary state.
Qualitative Description
In all four experiments a non-linear dynamics is observed in the atmosphere and the ocean. The speeds and the absolute vorticity values of the ocean increase with the drag coefficient, while the opposite is true for the atmosphere, as expected. The structures in the ocean are smaller than those in the atmosphere, showing that both develop their own dynamics. The difference in size is readily explained by the different Rossby radii of deformation. For all values of the drag coefficient, a correspondence between the vorticity in the atmosphere and the ocean is observed, showing that the dynamics in the atmosphere and the ocean are co-organized.
For the smaller values of the drag coefficient the co-organization is only visible in the averages (see Fig. 1 , lower panels), since the atmospheric perturbations are strong and evolve on a much smaller time scale than the ocean. The short-term instantaneous perturbations in the atmosphere are almost transparent to the ocean, which only adapts to a time-integrated atmospheric dynamics. The atmospheric dynamics appear independent of the ocean dynamics and the external forcing on the atmosphere, when instantaneous values are considered (see Fig. 1 upper panels) . In the instantaneous vorticity field of the experiment with the lowest drag coefficient, the 16 cells of the space periodic forcing are visible in the ocean but not in the atmosphere, although the forcing is applied to the atmosphere and not to the ocean, which experiences this forcing only through the atmospheric dynamics. When long-time averages are considered the forcing is also the dominant signal in the atmosphere, showing that the ocean adapts to a time-averaged atmosphere. For the smaller drag coefficients there are only a few coherent structures in the ocean. The velocities are too small for the non-linear terms to become important, and their dynamics is hindered by the strong atmospheric turbulence representing a high frequency forcing on the ocean dynamics. Inspection of computer-generated movies shows that atmospheric eddies are attracted by like-sign ocean vorticity structures and that they superpose during a few days. This injects further vorticity into the ocean and leads temporary to stronger eddies. However, when the atmospheric eddy has moved, it is the high frequency forcing of the atmosphere that disintegrates the ocean eddies.
For the largest value of the drag coefficient the situation is qualitatively different. A variety of coherent structures dominates the vorticity field in the ocean and the atmosphere and they appear co-located (see Fig. 2 ). The temporal vorticity anomaly in the atmosphere is strongly damped (see Fig. 2 upper-left panel) and the atmosphere and ocean dynamics are in a quenched disordered state. That is, a spatial disorder with a very slow evolution in time, in both the atmosphere and the ocean, is observed. Such a type of dynamics is found and extensively studied in spin-glasses but, to the best of our knowledge, has so far not been mentioned in the context of air-sea interaction. The quenched atmosphere is in a quasi-stationary state, allowing the ocean to develop larger eddies (Fig. 2) . After a few years, the ocean and the atmosphere have a similar large-scale dynamics with many co-located features. As we see in Fig. 2 , in both the atmosphere and the ocean, the mean vorticity, averaged over 1000 days, is strong as compared to the temporal vorticity anomalies. In the atmosphere the vorticity anomaly shows the formation of dipole structures, in places with a strong mean vorticity. They are the signature of the displacement of vortices. Many of the atmospheric eddies have a ring-structure, due to opposite vorticity in the ocean at the centre of the atmospheric eddy. When no opposite vorticity is present in the ocean, the atmospheric eddies have stronger vorticity.
Kinetic Energy Transfer
The density differences between the air and the water masses lead to a large discrepancy between the speeds in the ocean and the atmosphere as shown in Table 1 . When increasing the drag coefficient eight fold, the atmospheric r.m.s velocity decreases by about 40 %, while the oceanic r.m.s velocity increases almost an order of magnitude. This is also visible in the ratio between the kinetic energy in the ocean and the atmosphere, which is over 200 times higher with the highest drag coefficient as compared to the lowest (Table 1) .
The mechanical power input per unit surface area to the ocean is the vector-product of the wind-stress shear τ and the ocean velocity u o , that is: P = τ · u o (e.g., Duhaut and Straub 2006) . The power input, using the correct representation of the shear force, is based on the velocity difference between the atmospheric and the oceanic velocities
The approximation in which the effect of the ocean current is neglected when calculating the shear τ app = ρ a C d |u a |u a is often used. It is justified by the fact that ocean currents are feeble as compared to the wind speeds (u o u a ). For this approximation, Duhaut and Straub (2006) revealed an overestimation of about 20 % of the power input to the ocean, in a double gyre configuration with a prescribed time-independent wind velocity. It can be shown that the correct values of the power input P c are always smaller than the approximated values P app . In our results, there is almost no difference between P c and P app for the smaller drag coefficients, because ocean currents are very small compared to the atmospheric wind speed. For the highest drag coefficient the energy input estimated with the approximation overestimates the power input by 5 %. The difference is accentuated for larger drag coefficients as higher velocities are induced in the ocean, and the ocean velocities are more aligned with the atmospheric velocities (Fig. 2) . The fact that, on average, the difference is small does not mean that it is locally not important, since there are still areas where oceanic currents are strong and aligned to the atmospheric wind direction.
On average, the atmosphere loses energy over more than 95 percent of its surface area for all drag coefficient (Table 1) . This percentage increases with decreasing drag coefficients, attaining 99 % for the smallest drag coefficient. This shows that, for the atmospheric kinetic energy, the ocean has a passive role, and the loss of kinetic energy is of the same order of magnitude for all drag coefficients. The main fraction of kinetic energy lost by the atmosphere in the air-sea interaction is dissipated; indeed, only 3 % is transferred to the ocean for the highest drag coefficient, and decreases to 0.06 % for the smallest drag coefficient. This can again be explained by the lower speeds in the ocean as compared to the atmosphere and by the non-alignment between the local velocity vectors.
Whenever the absolute value of the angle between the ocean current and the shear force exerted by the airflow is smaller than 90 • , the ocean gains energy from the atmosphere. The direction of the shear force is aligned with the difference of the atmospheric wind vector and the ocean current vector. For the smaller drag coefficient the ocean gains energy from the atmosphere over 58 % of its surface area, against 77 % for the highest drag coefficient (Table 1 ). This is explained by the stronger coupling between the atmosphere and ocean dynamics at higher drag coefficients. Figure 3 shows histograms of the wind speeds (left) and the ocean speeds (right); superposed is the percentage of energy lost by the atmosphere for the corresponding speed range. The percentage of the energy gained by the ocean for the corresponding speed range is shown by the blue curve, while the thick vertical line is the mean velocity. Due to the cubic law for energy loss, the atmosphere loses energy at high atmospheric wind speeds (Fig. 3) . A comparison of the real energy loss to its approximation calculated with the mean velocity (Pa = ρ a C d u a 3 ) shows that the energy loss is underestimated by almost a factor of 1.5 for the lowest drag coefficient and provides a good estimate for the largest drag coefficient (Table 1) .
The power input into the ocean is principally at the same atmospheric wind speeds at which the atmosphere loses energy, as is seen in Fig. 3 where the red full line and the blue dashed line are similar, corresponding to the atmospheric wind speeds (left column).
The power input to the ocean (Fig. 3, right column) shows a strong dependence on the drag coefficient C d . For the lowest C d value, 14 % of the highest ocean speeds contribute half of the power input to the ocean. For the largest C d , this is achieved by only the highest 3 % of ocean speeds. An explanation of this difference is an increased correlation between oceanic and atmospheric velocities for higher drag coefficients (see below). This result questions the significance of mean wind and current speeds when the power input is estimated. Indeed, as a rule of thumb, the power input from the atmosphere into the ocean is often estimated using the mean wind and ocean speeds. In this estimation not only the correlation of the local wind and ocean speeds are neglected, but also the angle between the corresponding velocity vectors. The estimated value is compared to the exact value in Table 1 . For the highest drag coefficient the estimated value is 16 % lower than the true value, while it is three times higher for the smallest drag coefficient (Table 1 ). The higher value of the estimate is explained by the fact that the calculation neglects the non-alignment between the atmospheric wind direction and the ocean currents. The non-alignment is highest for the lower values of the drag coefficient. The lower value of the estimate is explained by the correlation of the magnitudes of the atmospheric and oceanic speeds.
The logarithmic representation in Fig. 4 shows that the spatial and temporal averaged power input is close to a quadratic function of the drag coefficient. Since a higher drag coefficient increases due to both shear force and current speed in the ocean, and the power input is the vector product of the two, the drag coefficient has a stronger than linear influence on the power input into the ocean. In addition, a higher correlation between atmosphere and ocean velocities for higher drag coefficients further increases the power input.
Vorticity Correlation Between the Atmosphere and the Ocean
The normalized bi-variate probability density function for the atmospheric and the oceanic vorticity is used to study the correlation between the dynamics in the ocean and the atmosphere. It is obtained by first subtracting the mean value and then normalizing the atmospheric and oceanic vorticities by their respective standard deviations, before considering the correlations. For an instantaneous snapshot after seven years, and the smallest drag coefficient, the isolines of the probability density function and the overlaid correlation ellipse appear almost circular (Fig. 5) . Indeed the ratio between the two principal correlations is 1.48 (Table 2) , close to 1, which is the value for a perfect decorrelation. This shows that there is only a feeble correlation between the atmospheric and oceanic vorticities. The correlation increases for the drag coefficients C d = 2×10 −4 and C d = 4×10 −4 before slightly decreasing to 2.2 for C d = 8 × 10 −4 . For the verticity averaged over 1000 days the cross-correlation is higher than the instantaneous values. The ratio between the two principal correlations is more than two times higher than for the instantaneous snapshot (Table 2) for the lower three drag coefficients, confirming the above-mentioned observation that when the fast variations of the atmosphere are filtered out the correlation between the ocean and the atmosphere Table 2 Variance and spatial average of the vorticity in the ocean and in the atmosphere for an instantaneous snapshot (after 2675 days) above and for a temporal average over 1000 days (below) Ratio between the big and the small half axes of the ellipse increases. For the highest drag coefficient the dynamics is qualitatively different: the time variability in the atmosphere and the ocean is low as the dynamics is in a quenched state (see next subsection) and the cross correlation increases only by 15 % when averaged, rather than instantaneous values, are considered. When the normalized bi-variate probability density function is considered the slope of the principal axis, which is the ratio of the standard deviation of the ocean and the atmosphere, is diagonal by definition (see Figs. 5 and 6 ). In the non-normalized case it establishes a correspondence between the vorticity in the two media. The slope of the first principal axis is about two times stronger for the temporal mean than for the snapshot, for the three smaller drag coefficients. For the largest drag coefficient the two slopes are similar as there is almost no variation in time.
Spatial Versus Temporal Variability of the Vorticity
We consider the variability in space and time of the vorticity field in the atmosphere and the ocean as a function of the drag coefficient, and must define two different types of averages: a spatial average and a temporal average. The temporal average of the vorticity has been defined above, and is the average of the vorticity over 1000 days denoted by ζ k 1000 , where k corresponds to the ocean or the atmosphere.
The forcing applied to our periodic domain repeats itself four times in the x and in the y directions, leading to 16 identical cells. Furthermore, rotations of angles 90 • , 180 • and 270 • do not change the forcing. The discrete symmetry group of the forcing has therefore 64 members. The dynamics in the atmosphere and the ocean, do not exhibit this periodicity, since it is not present in the initial conditions and as the system is chaotic. There are 4 × 4 identically forced squares present in the domain and we expect to find the periodicity of the forcing in the averages of dynamical quantities as there is a priori no reason to suppose that averages differ between squares once the initial conditions are "forgotten". That is, we suppose the system to be ergodic, meaning that ensemble averages and time averages coincide.
For the calculation of the spatial average we use the full symmetry group with 64 members. We calculate the average over all members of size 1000 km× 1000 km, and continue it periodically over the large domain of size 4000 km × 4000 km. This discrete spatial average is denoted by ζ k 64 .
To calculate the variability we also need to define the spatial variance,
where a is a matrix of size n x × n y . With all these terms the spatial variability can be defined by,
The spacial variability reveals the difference obtained when we reproduced the experiment with a small initial perturbation. The temporal variability represents the evolution of the variable in time, and can be defined
The total variability is then written as,
It can be shown that the total variability is the sum of the spatial and the temporal variabilities,
The results for the four drag coefficients, are plotted in two histograms, one for the atmosphere (Fig. 7 (left) ), and one for the ocean (Fig. 7 (right) ). In the atmosphere, the total variability decreases when the drag coefficient increases. The spatial variability is small ( 3 %) for the three lower drag coefficients, but increases to 86 % for C d = 8 × 10 −4 of the total variability, showing that the dynamics change qualitatively when the drag coefficient is increased from C d = 4 × 10 −4 to 8 × 10 −4 . In the ocean, the total variability is very Fig. 7 Spatial variability (black) and time variability (white) for four values of the drag coefficient in the atmosphere (right) and in the ocean (left). For the ocean the variability is multiplied by 100 for the three lower drag coefficients low for the smallest three drag coefficients (order of 10 −15 s −2 ) with strong dominance of the temporal variability. For the highest drag coefficient a different result is obtained, with a total variability that is around hundred times larger, with more than three quarters due to the spatial variability. The disorder in the highest drag coefficient case is dominated by spatial disorder (quenched disorder), whereas in the three other cases, the temporal disorder prevails (annealed disorder).
Discussion
From a kinetic energy point of view the atmosphere-ocean system is driven by the injection of kinetic energy into the atmosphere. The system loses energy due to friction at the atmosphereocean interface (and to a lesser extent by horizontal friction, not discussed here), with only a small fraction of the kinetic energy lost by the atmosphere forcing the oceanic circulation. In this respect, the ocean has an almost perfectly passive role, absorbing energy from the atmosphere. The amount of energy taken out of the atmosphere at the air-sea interface depends only slightly on the ocean dynamics, but due to its persistence the ocean dynamics leaves an imprint in the long-time dynamics of the atmosphere. In this respect it is difficult to consider atmosphere dynamics, ocean dynamics and their interaction independently. One should rather see the combined system, since interactions and correlations depend on the time scale considered.
The difference in the power input estimated from only wind speeds to that estimated from the shear between the atmosphere and the ocean is found to be small. This is in contrast to Duhaut and Straub (2006) , who treated a large-scale double gyre circulation. They have a constant-in-time wind velocity and the double gyre configuration, which leads to a strong boundary current that separates from the boundary and penetrates into the interior of the domain with large ocean velocities of the order of 1 m s −1 . In our calculations periodic boundary conditions are used and no accumulation of energy at a boundary is possible. Sverdrup theory, based on the conservation of vorticity, predicts velocities for an ocean subject to a constant-in-time large-scale wind forcing of only a few tens of mm s −1 . The forcing by the atmosphere on the ocean is (for the three lower values of the drag coefficient) constantly changing magnitude and direction, in time and space. This temporal and spatial incoherence in the forcing explains the feeble ocean speeds in our model and thus also the smaller differences between the correct implementation and its approximation. For the highest drag coefficient, the atmosphere injects more energy into the ocean, leading to stronger ocean currents. Stronger ocean currents together with the higher drag coefficient have an increased influence on the atmosphere, leading to an alignment of the instantaneous atmospheric winds with the ocean currents. This not only leads to stronger ocean currents but also to a reduction of temporal variability in the atmosphere, which furthermore reduces the temporal variability in the ocean. This positive feedback finally causes a strong oceanic current and a strong collocation of atmospheric and oceanic features. The disorder in the highest drag coefficient case is dominated by spatial disorder (quenched disorder), whereas in the three other cases, the temporal disorder prevails (annealed disorder). An astonishing result of our calculations is that the change between the two kinds of disorders seems to happen abruptly, and possibly resembling a phase change. The transition occurs when the non-dimensional stability parameter (see e.g. Chen and Jirka 1997)
comparing the drag force to the advection increases towards unity. Even more striking is that the dynamics in the ocean and atmosphere do not converge to the purely periodic state imposed by the forcing but to a spatial disordered state. Such kind of behaviour is commonly observed in condensed matter physics, where it is known as a glass transition (see e.g. Stillinger and Debenedetti 2013; Berthier and Biroli 2011) . It occurs around a glass-transition temperature at which the internal relaxation times begin suddenly to exceed the practical measurement times and, furthermore, the state becomes protocol dependent. When the material performs a glass transition it does not, or only very slowly, converges to a periodic (crystalline) state. In our case the drag coefficient plays the role of the control parameter. The quadratic dependence of the power input to the ocean is important for ocean dynamics as this small-scale energy contributes not only to the mixing in the ocean at the scale where it is injected, but will cascade to larger scales in an inverse energy cascade.
Conclusions
The majority of our results concerning the air-sea interaction were expected: the passive role of the ocean in the energy transfer; the weak dependence of the air-sea energy transfer on the ocean velocities and its increase with the drag coefficient; and the higher correlation of the averaged vorticities as compared to the instantaneous part. The value of the present work lies in the quantification of the air-sea interaction at the synoptic scale and mesoscale.
The increased correlation of the vorticity between the atmosphere and the ocean (Figs. 5 and 6), when a temporal average rather than instantaneous values are considered, shows that even when such a correlation is hidden on instantaneous snapshots due to the rapid turbulent dynamics of the atmosphere the correlation emerges when averages are considered.
The most striking result is the glass transition in the dynamics of the atmosphere-ocean system when the drag coefficient is increased from C d = 4 × 10 −4 to 8 × 10 −4 . For the higher drag coefficient, the time variability is largely reduced and the system is in a quenched disordered state. This is similar to what happens in a glass transition, when the temperature is reduced below critical. The consequence of this is that time averages are different from spatial averages, such that the system is no longer ergodic. In studies of the earth system based on observations, ergodicity is often assumed. The ergodic hypothesis has been proven not to apply to the inviscid dynamics on the β-plane and the sphere subject to strong rotation (Shepherd 1987) and questioned in other idealized models. When studies are based on laboratory experiments or numerical simulations, experiments are continued until statistical quantities have converged, using again the ergodic hypothesis. To further investigate such a transition analytically and/or numerically a simpler model is necessary.
In the calculations with the high drag coefficient the high instantaneous correlation between the vorticity in the atmosphere and the ocean (Table 3 see also Fig. 2) shows that ocean currents leave a definite imprint in the atmospheric flow leading to fine-scale structures in the atmosphere. This suggests that the fine-scale structures of the ocean dynamics that have recently been exposed by fine resolution satellite observations can influence atmospheric dynamics through momentum transfer, even when heat fluxes are excluded. To evaluate the robustness of our results observational studies similar to Chelton et al. (2004) should also consider the correlation at small scales between persistent winds in the atmospheric boundary layer and currents in the oceanic boundary layer.
The genesis of hurricanes is strongly influenced by air-sea interaction, mostly through heat exchange but also by frictionally-induced convergence (Charney and Eliassen 1964) . The near-surface processes such as mesoscale positive vorticity anomalies are important in the bottom-up scenarios of hurricane genesis (Fang and Zhang 2008) . The capture of atmospheric eddies by oceanic structures and their co-evolution can be an important ingredient in this context. To further investigate the co-evolution of atmospheric and oceanic vorticity anomalies and their statistical properties, a study with a simplified point vortex model is currently being undertaken.
