The rst half of this paper derives the adjoint equations for inviscid and viscous compressible ow, with the emphasis being on the correct formulation of the adjoint boundary conditions and restrictions on the permissible choice of operators in the linearised functional. It is also shown that the boundary conditions for the adjoint problem can be simpli ed through the use of a linearised perturbation to generalised coordinates.
Introduction
The last few years have seen considerable progress in the use of adjoint equations in CFD for optimal design 1{9] . In all of the methods, the heart of the algorithm is an optimisation procedure which uses an adjoint method to compute the linear sensitivity of an objective function with respect to a number of design variables.
The simplest approach, at least conceptually, to constructing the discrete adjoint equations begins with the nonlinear discrete residual equations arising from anite volume discretisation of the original uid dynamic equations, R h (U h ; ) = 0: The key point is that derivatives of I h with respect to other design variables can be expressed in a similar manner, using the same adjoint ow solution. The only additional computation for each additional design variable is the evaluation of @R h @ and its vector dot product with V h . Each of these two steps involves minimal computational e ort, and so the overall computational cost is almost independent of the number of design variables.
The adjoint solution also plays a critical role in numerical error analysis, analysing the error in the computed airfoil lift and drag due to the truncation error inherent in the discretisation. The solution error e h is de ned by U h = U(x h ) + e h ; where U(x h ) is the analytic ow solution evaluated at the discrete grid points. Linearising the residual equations gives R h (U(x h )) + @R h @U h e h 0;
where R h (U(x h )) is the vector of truncation errors obtained by substituting the analytic solution into the discrete residual operator.
If I(U) is the scalar quantity of interest (e.g. lift or drag) based on the analytic solution, then the error in the corresponding discrete approximation, I h (U h ), can be broken into two components,
I h (U h ) ? I(U) = (I h (U h ) ? I h (U(x h ))) + (I h (U(x h )) ? I(U)) :
The second term is the truncation error in approximating the operator I. The rst term is due to the error e h in the discrete solution U h and can be approximated as = V T h R h (U(x h )); where the vector V h is again the adjoint ow solution.
Thus the adjoint ow solution relates the errors in quantities such as lift and drag, to the underlying truncation errors in the evaluation of nite volume cell residuals. As well as o ering useful bounds on the accuracy of lift and drag predictions, this could also be used as the basis for optimal grid adaptation, giving the most accurate predictions for a given level of computational cost.
This use of the adjoint solution for error analysis has been developed only recently in the CFD community for incompressible ow 10, 11] but there is a longer history of its use for structural analysis 12, 13] . However, in structural analysis one is primarily concerned with point quantities such as peak stresses and so adjoint equation methods are not used widely. In CFD applications, on the other hand, the most important quantities from an engineering perspective are usually integrals and so error analysis and optimal grid adaptation using the adjoint solution o er much more potential.
The above introduction to adjoint equation methods has followed the discrete approach in which one begins with the nonlinear discrete equations and then considers linear perturbations. A drawback of this approach to formulating the adjoint equations is that it does not o er clear insight into the nature of the discrete adjoint solution. The alternative approach is to construct the adjoint p.d.e. together with appropriate boundary conditions, and then discretise that to obtain a discrete adjoint solution. The important advantage of this analytic approach is that the behavior of the adjoint solution can be investigated by considering the adjoint p.d.e.
Knowledge of the behaviour of the adjoint solution at a shock or sonic line in compressible ow calculations, or within the boundary layer and wake in viscous ow applications, could be very important in constructing accurate error estimates and for optimal grid re nement and adaptation.
The objective of this paper is to follow this analytic approach to advance the mathematical theory of adjoint equations for CFD applications. The rst half of the paper is concerned with the construction of the adjoint formulation. This is achieved within a framework of duality in which the original (primal) and adjoint (dual) formulations are equivalent representations of the same linear problem. The general theory is developed rst for a large class of boundary value p.d.e.'s. The theory is then applied to the convection/di usion, Euler and Navier-Stokes equations in two dimensions.
The second half investigates the behaviour of solutions of the adjoint Euler equations. By expressing the adjoint solution in terms of the Green's function for the original linearised Euler equations, it is shown that the adjoint solution for the quasi-1D Euler equations has a log x singularity at a sonic line, but is continuous at a shock. The adjoint solution for the 2D Euler equations is broken into four components. When the base ow eld is isentropic, two of the components can be expressed as solutions of the linearised potential ow equations. The third component causes no perturbation to the pressure eld and so does not a ect the lift and drag on an airfoil. The nal component involves perturbations to the stagnation pressure, resulting in an inverse square-root singularity at the stagnation streamline upstream of an airfoil leading edge. This could have signi cant implications for grid generation and adaptation to achieve more accurate predictions of airfoil lift and drag.
2 Duality and the adjoint formulation
General theory
If we assume that both the equations and the functional I have been linearised, the discrete approach can be described as a mapping from the original problem, Determine I = (g; U) given that A U = f into an equivalent dual problem, Determine I = (V; f) given that A T V = g
The inner product is simply a vector dot product, (V; U) V T U; and the equivalence of the two problems is easily proved, (V; f) = (V; A U) = (A T V; U) = (g; U): Note that the inhomogeneous term f in the discrete equations in the primal problem, enters the functional in the dual problem, and correspondingly the inhomogeneous term g in the dual problem comes from the functional of the primal problem.
Using the analytic approach, the objective is similar, but with linear di erential operators instead of matrices, and two additional inner products, one an integral over the domain of the problem, L is the linear p.d.e. which is adjoint to L. B and B are boundary condition operators for the primal and dual problems, respectively, and C and C are also operators which may be di erential; these four operators, and hence also e and h, may have di erent dimensions on di erent parts of the boundary (e.g. in ow and outow parts of the boundary when L correspond to pure convection).
The equivalence of the two forms of the problem is to be proved by showing that The rst and last steps involve simple substitutions for e; f; g; h, so the critical step is the central one which respectively, together with normal derivatives of the appropriate degree (e.g. the 2D convection/di usion equation requires rst derivatives, whereas the 2D Euler equations need none).
Under this restriction, the result to be proved becomes
The necessary and su cient condition for this to be true is that the integrand is zero at all points. This reduces the task to the linear algebra problem of proving the existence and uniqueness of matrices B and C at each In order to be able to express the boundary operators Bu;Cu in terms of the reduced vector u 0 , we need to make the restriction that each row of B and C can be expressed as a linear combination of the rows of A, and hence as a linear combination of the rows of L 0 .
This restriction, together with the requirement that the resulting reduced matrices B 0 and C 0 satisfy Restriction 2 given above, can be expressed in the following generalised version of Restriction 2.
Restriction 2:
Given that A 2 R n R n and B C ! 2 R m R n ;
The analysis so far has been concerned with the construction of a dual problem in which the linear functional is equivalent to that of the primal problem. This has been shown to be achievable if the primal p.d.e., its boundary conditions and its linear functional satisfy certain restrictions. It can also be proved that under these conditions the dual problem is well-posed if, and only if, the primal problem is well-posed.
2D scalar convection/di usion equation
The 2D scalar convection/di usion equation in conservative form is Lu r (uw) ? r In error analysis, the inhomogeneous term f arises from the truncation error in applying the discrete residual operator to the analytic solution.
In a design application, f is zero if u is de ned to be the linear change in the ow solution at a point with xed coordinates (x; y). However, this de nition of u leads to di culties in approximating the boundary conditions on a perturbed surface 9]. The alternative way of formulating the equations for the design application is to de ne u to be the linear perturbation in the ow solution taking into account a linear perturbation in the coordinates. This follows the approach now used for linearised unsteady ow analysis 14, 15, 16] in preference to the previous discretisations using xed grids 17, 18] . Switching notation from ( ; ) back to (x; y) then produces the equation of the form Lu = f as given above.
In essence, this treatment is very similar to that used by Jameson for single-block Euler and Navier-Stokes computations 2, 3]. The di erence is that in his formulation the solid surface corresponds to part of the coordinate surface = 0, whereas in this formulation the solid surface is the original surface de ned in Cartesian coordinates. As a consequence, this new formulation can be used with an unstructured grid discretisation for complex geometries. showing that its characteristic behaviour is similar to that of the original unsteady Euler equations, but with the sign of each characteristic velocity reversed so that the characteristic information travels in the opposite direction.
In applying the general theory to construct the ad- As which correspond to perturbations in the two velocity components, the temperature, the two components of surface force, and the surface heat ux, respectively. The Navier-Stokes equations require a total of three boundary conditions at a solid wall. Two of these come from the no-slip condition requiring both components of the velocity to be zero. The third involves the temperature, specifying either its value or its normal derivative.
Speci ed temperature
If the temperature is speci ed, the boundary oper- This simple form for the adjoint boundary conditions and linear functional can be easily veri ed by using integration by parts to con rm the identity In the analyses below for the quasi-1D and 2D Euler equations, the approach in each case is to construct functions f n ( ) which produce solutions u n (x; ) of a simple form. The objective is to gain insight into the nature of the Green's function and the adjoint solution, in particular looking for singularities and discontinuities in the adjoint variables. Furthermore, given a computed adjoint solution v and a set of perturbation vectors f n ( ), it is then possible to evaluate the corresponding linear functionals I n ( ) using Equation (1). This provides a means of verifying a number of the adjoint solution properties derived in the following section.
Quasi-1D Euler equations
The 
Singularity at a sonic throat
The rst case to be considered is a convergingdiverging duct with sonic conditions at the throat at x = 0, subsonic ow upstream of it, and supersonic ow downstream. The in ow boundary conditions at x = ?1 are speci ed stagnation enthalpy H and stagnation pressure p o , and there are no out ow boundary conditions at x=1.
The nonlinear equations ensure that mass ux, stagnation enthalpy and stagnation pressure all remain constant along the duct. Likewise, if f(x) = f n ( ) (x? ) then the linear perturbation in mass ux, stagnation enthalpy and stagnation pressure will be constant for x< and x> . This observation, together with the fact that the Mach number remains equal to unity at the throat, which does not exhibit a singularity at the throat.
Continuity at a shock
Suppose now that we have a diverging duct with a shock at x=0. The nonlinear Rankine-Hugoniot equations prescribe a zero jump in the ux F, 
2D Euler equations
Here we consider ow around an isolated airfoil with subsonic freestream conditions. The behaviour of the Green's function and the adjoint variables is determined through the analysis of the response to four linearly independent source terms. mass source at xed p o ; H As with the quasi-1D Euler equations, the rst source to be considered is a unit mass source injecting uid with the local values of stagnation pressure and enthalpy. By considering a small control volume surrounding the point at which the mass is being injected, it can be determined that the rele- If the entire ow eld is subsonic, the response u 1 (x; ) to this source can be obtained from the linearised potential ow equations. In the limit as approaches the surface of the airfoil, the local behaviour can be analysed by using a Prandtl-Glauert transformation to relate the ow eld to that of an incompressible ow eld with a point mass source. This analysis reveals that there is no singularity as approaches the surface. Similarly there is no singularity as crosses the stagnation streamline either upstream or downstream of the airfoil. If the ow eld is transonic, it raises the question of whether there is a singularity at either the sonic line or a shock. At a shock, the quasi-1D analysis can be extended to prove that the Green's function and the adjoint variables are continuous as crosses the shock, although there is a discontinuity in the gradient of of the adjoint variables. Hence, in particular, u 1 (x; ) is continuous with respect to across the shock. The behaviour at the sonic line is very hard to analyse, but it appears that in general there is no singularity, in contrast to the logarithmic singularity for the quasi-1D equations. The reason for this is that in 2D ows the sonic line is almost never perpendicular to the local streamlines. As illustrated in Figure 1 , this is important because when mass is injected into the ow on the supersonic side of the sonic line, the in uence of this extends along the Mach lines coming out of . If the sonic line is not perpendicular to the streamlines, the Mach lines reach the sonic line and the inuence then extends throughout the elliptic region and hence to the whole supersonic region. This lateral pressure relief mechanism prevents the singular response exhibited in the quasi-1D case, and ensures that u 1 (x; ) is continuous with respect to as crosses the sonic line. Consequently, the response of a linearised functional, such as the perturbation to the lift or drag, will also be continuous.
normal force
The second source term corresponds to an applied force in the direction normal to the local ow, The term 1 q re ects the fact that the width of the streamtube is inversely proportional to the mass ow per unit area. The orientation of the Heaviside step function and Dirac delta function with respect to the streamtube is illustrated in Fig. 2 , where the in uence of the perturbation source is depicted as a discontinuity at . The source term that creates this solution is because it produces a non-uniform perturbation to the mass ux through the streamtube. Note that this is in contrast to the third source term for the quasi-1D analysis for which the perturbation was at constant Mach number, not constant pressure, and so there was a uniform perturbation to the mass ux. However, in the 2D case, the pressure must remain xed to maintain pressure equilibrium with neighbouring streamtubes. The linearised mass ux perturbation is given by This solution has an interesting behaviour near the stagnation streamline upstream of the airfoil. As crosses the stagnation streamline, the integral switches abruptly from being along a streamline passing over the suction surface of the airfoil, to one passing over the pressure surface. Thus, at the very least, one would expect a discontinuity in both u 4 (x; ) and I 4 ( ) as crosses the stagnation streamline. In fact, there appears to be a singularity at the stagnation streamline, with I 4 ( ) being proportional to n ?1=2 where n is the distance from the stagnation streamline. To show this it is necessary rst to integrate by parts to obtain If there is a stagnation point at the trailing edge of the airfoil, a similar analysis will apply in the limit as approaches the airfoil surface, producing a singularity whose exponent will depend on the trailing edge wedge angle.
Having determined the form of the four source perturbations, it is now possible to verify some of the derived adjoint solution properties by examining an adjoint solution generated using Jameson's 2D Euler design code SYN82 2] . The linear functional for this calculations was of the form (h; e p) @D , and the individual contributions of the four source perturbations to this functional are depicted in the contour plots of Fig. 3 . Figure 3a) shows that I 1 ( ) is continuous with a steep gradient near the leading edge just downstream of the sonic line. A discontinuity in the gradient of I 1 is noticeable at the shock, but is more clearly seen in the surface line plot in Fig. 4. Figure 3b ) con rms that I 2 ( ) is also continuous, with a discontinuous gradient at the shock. Figure 3c ), which is generated using the same contour increment as the other three gures, con rms that I 3 is zero to within the limits of numerical truncation error. shows the variation along the line upstream of the airfoil indicated in Figure 3d ). This con rms a combination of a step change in I 4 plus some form of apparent singularity. However, a detailed grid convergence study would need to be performed to verify the predicted inverse square-root nature of this singularity.
Conclusions
In this paper we have considered a number of mathematical aspects of the formulation and solution of the adjoint equations for compressible ow. The boundary condition analysis has shown that at solid walls the linear functional must be a function of the linearised 3a: I 1 due to point mass source. 3b: I 2 due to point force.
3c: I 3 due to stagnation enthalpy perturbation.
3d: I 4 due to stagnation pressure perturbation. pressure perturbation in the case of inviscid ow, and a function of the normal and tangential forces and some combination of the temperature and heat ux in the case of viscous ows. No other choices lead to a well-posed problem.
The construction of Green's functions for the Euler equations has revealed the behaviour of the adjoint variables. For a quasi-1D duct there is a logarithmic singularity at a sonic throat, whereas at a shock the adjoint variables are continuous but the gradient is not. In 2D, the Green's function and adjoint variables are broken into four components. Two of these correspond to potential ow perturbations for which the adjoint solutions are smooth; this is con rmed by numerical results which also reveal strong gradients near the sonic line. The third component involves perturbations to the stagnation enthalpy and produces no perturbation to the pressure and hence the associated linear functional is zero; this is con rmed by the numerical results. The fourth component involves perturbations to the stagnation pressure. The analysis reveals the existence of an inverse square-root singularity crossing the incoming stagnation streamline, but further numerical investigation is needed to con rm this.
