Two algorithms for many-body interaction energy decomposition within the Hartree−Fock approximation are presented. These two schemes, which are extensions of the two-body Kitaura−Morokuma (KM) analysis and the reduced variational space self-consistent-field (RVS SCF) method, decompose the interaction energy into electrostatic, exchange, polarization, and charge transfer components. The Hartree-Fock interaction energies for the optimum water dimer, trimer, and tetramer were analyzed in terms of two-, three-, and fourbody terms of these individual components. Counterpoise calculations of the exchange and charge transfer components proposed by Tomasi were performed to estimate the basis set superposition errors. The results show that the three-body nonadditive terms of water trimer and tetramer are dominated by the polarization and charge transfer components at their optimized structures with various basis sets and that the four-body term of water tetramer is very small. The RVS SCF energy components, whose corresponding wave functions obey the Pauli exclusion principle, are better behaved than their counterparts in the KM analysis when the orbital interactions are strong.
I. Introduction
The interaction of weakly bonded molecular clusters (hydrogenbonded polymers and van der Waals complexes) has been an important research area for many years. 1 In particular, the pairwise-additive, many-body, and non-pairwise-additive interactions of small water clusters have become a subject of great interest in both theoretical 2, 3 and experimental 4 research, motivated by the desire to understand the microscopic intermolecular interactions of the hydrogen bond which may control many solvation properties in chemical and biological systems.
Since ab initio quantum chemistry calculations were first applied to the water dimer in the late 1960s 5 and to the water trimer in the early 1970s, 6 numerous studies of small water clusters aimed at the exploration of minimum-energy structures, vibrational frequencies, and intermolecular forces at various levels of theory have been reported. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] The most recent studies on water trimer at the CCSD level of theory 16 and water tetramer at the MP2 level 17 predict cyclic structures with C 1 and S 4 symmetry, respectively. Sophisticated experimental techniques have been applied to the studies of the binding energy, structure, and vibrational frequencies of the water dimer. 18 These results are in excellent agreement with the predictions from state-ofthe-art quantum chemistry calculations. However, the ab initio predictions of cyclic structures for water trimer, tetramer, and pentamer were not confirmed until the very recent study by Saykally and co-workers 19, 20 due to the concerted hydrogenbond vibration-rotation tunneling effect that occurs in small water clusters as well as in bulk water. It is clear that theoretical predictions of energetics and structures of water clusters (n g 3) can provide guidance to the experimental studies. Theoretical studies of small water clusters should provide useful insights into the microscopic intermolecular forces in the condensed phase of water.
In order to study the weak interactions in molecular complexes, many methods have been proposed for partitioning the interaction energies into physically meaningful components. [21] [22] [23] [24] [25] [26] [27] The most widely used scheme in the "supermolecule" approach for a two-fragment interaction within the Hartree-Fock approximation is the Kitaura-Morokuma (KM) analysis, which was first proposed by Morokuma 24 and then modified by Kitaura and Morokuma. 25, 26 The KM analysis partitions the interaction energy at the Hartree-Fock level of theory into electrostatic (ES), exchange (EX), polarization (PL), and charge transfer (CT) components. These energy components are determined from the change in the total energy when well-defined interaction matrix elements are eliminated from the Fock and overlap matrices. Since all components of the KM analysis are obtained from wave functions that have not been antisymmetrized, they do not satisfy the Pauli exclusion principle.
Bagus and Bauschlicher 28 and Stevens and Fink 29 proposed an alternative partitioning method, referred to as the constrained space orbital variations (CSOV) method and the reduced variational space self-consistent-field (RVS SCF) method, respectively, in an attempt to ensure that every wave function involved in the decomposition analysis satisfies the Pauli exclusion principle. This method is closely related to the KM analysis, but uses the group function approach to molecular structure suggested by McWeeney. 30 The molecular orbital (function) space is divided so that the molecular orbitals of one fragment may be optimized in the field of the frozen orbitals of the other fragment. The variational space may also be truncated by eliminating the virtual orbitals of either fragment so that the polarization, charge transfer, and basis set superposition error may be isolated.
Recently, Chalasinski and Szczesniak 31 designed a decomposition scheme for many-body complexes in the supermolecular approach at the correlated level of theory. The supermolecular Møller-Plesset perturbation (MPn) 32 interaction energy is partitioned into electrostatic, induction, dispersion, and exchange components by connecting the MPn theory with the symmetryadapted intermolecular Møller-Plesset perturbation theory (IMPPT). 31, 33, 34 Under IMPPT, the interaction is expressed in terms of double-perturbation corrections, where the perturbation Hamiltonian contains the intermolecular potential operator and intramolecular correlation operator. This treatment decomposes the supermolecular SCF interaction energy into the Heitler-London (electrostatic plus exchange) and SCF deformation (rest of SCF energy) contributions.
In the present work, we demonstrate extensions of the KM analysis and the RVS SCF method to many-body complexes. With these extensions, combined with the definition of the n-body term by Hankins et al., 35 we are able to partition the interaction energy of many-body systems to one-, two-, threebody terms, etc. Each term is further decomposed into physically meaningful components. In section II, we describe the many-body extensions of these two methods. In section III, we present energy decomposition analyses of the hydrogen bond in the water dimer, trimer, and tetramer as examples, discussing the basis set effects on the decomposition and manybody interactions. In the last section, we give concluding remarks.
II. Methods
Many-Fragment Kitaura-Morokuma Analysis. The energy components in the Kitaura-Morokuma analysis are defined as the following: 25, 26 (1) ES, the classical coulumbic interaction of the occupied orbitals (occ) of one fragment (A) with those of another fragment (B) (ES does not result in mixed A-B fragment orbitals); (2) EX, the interaction between occ(A) and occ(B) that causes electron delocalization between the two fragment occupied orbitals (this is often referred to as the exchange interaction); (3) PL, the polarization interaction which causes the mixing of occ and virtual orbitals (vir) within each fragment; (4) CT, the charge transfer interaction which causes the interfragment delocalization by mixing occ of one fragment with vir of another and vice versa; (5) MIX, the remaining term in the interaction energy. The first three components are readily extended to many-fragment systems. White and Davidson 36 used them to study the two-and three-body energy terms in the six-water ring system. Here, we briefly describe the multiple-fragment KM analysis that has been implemented into the quantum chemistry package GAMESS. 37 For simplicity, we restrict our discussions to restricted closed-shell SCF (RHF) calculations. This treatment could be extended to open-shell systems, with the caution discussed by Frey and Davidson. 38 In the extension of the KM analysis, we use an orbital interaction scheme to define the energy components. In this scheme, the Fock and overlap matrices are determined in the molecular orbital spaces of the constituent fragments and partitioned into ESX, EX′, PLX, and CTX blocks, as shown in Figure 1a for the three-fragment complex. In the diagram, occ.M and vir.M (M ) A, B, and C) refer to the spaces of occupied and virtual orbitals, respectively, of fragment M. Such an assignment can be applied to systems containing more than three fragments. In this scheme, each energy component can be obtained by zeroing out the nonrelated off-diagonal blocks of the Fock and overlap matrices.
We begin by defining the reference energy E 0 (eq 1) as the sum of the separated energies of all fragments with relaxed geometries as in the complex.
The electrostatic energy E ES is obtained by retaining only the diagonal blocks, ESX, of the Fock and overlap matrices of the n-fragment complex. Since ESX blocks contain exchange integral terms, neglecting the differential overlap between the atomic orbitals of, for example, fragments K and L, converts these blocks to pure ES blocks. If the energy from this arrangement with the appropriate blocks zeroed (shown in Figure 1b for n ) 3) is defined as E 1 , then E ES is Note that in Figure 1b the terms given in parentheses make no contribution to the energy and are included for completeness.
The polarization term is computed by setting the EX′ and CT blocks to zero and again invoking eq 2, as shown in Figure  1c for the three-fragment system. The resulting energy is denoted as E 2 . The polarization energy E PL is then If all of the PL blocks are set to zero except for fragment M, the corresponding energy is denoted as E PL(M) , the polarization contribution from fragment M. The total polarization energy is not equal to the sum of the fragment polarization energies, since the small coupling term E PL MIX occurs when all fragments are polarized simultaneously, 26 The Heitler-London interaction E 3 -E 0 obtained by retaining only the ESX and EX′ blocks as illustrated in Figure  1d is the sum of the electrostatic and exchange energies within the KM analysis. Thus, the exchange energy is 
The procedure for obtaining the charge transfer energy from fragment M is to retain only the diagonal blocks plus the offdiagonal blocks connecting occ.M with all vir except vir.M (see Figure 1e for fragment A in the three-fragment complex). The energy from this diagram is defined as E 6(M) , while the energy from the diagram that contains only the ESX blocks is set to E 5 . The total charge transfer energy E CT is then the sum of contributions from each fragment where It is noted that this definition of charge transfer is different from the one in refs 25 and 26 in which the charge transfer energy was calculated simultaneously for a two-fragment complex. However, the difference between the results from these two definitions for a dimer is on the order of 0.01 kcal/mol or less and may be ignored.
Finally, the total interaction energy E INT is defined as the difference between the Hartree-Fock SCF energy of the complex E 4 and the reference energy E 0 ,
The difference between E INT and the sum of the individual components discussed above is the high-order coupling term among these terms, denoted as E MIX . Therefore, The above definitions of polarization and charge transfer do not obey the Pauli exclusion principle. Therefore, there is nothing to prevent the occupation of a given molecular orbital by more than two electrons. When the basis set becomes more complete (strictly speaking, the orbital overlaps among different fragments become very large), the electrostatic and exchange Figure 2 .
energies converge in a reasonable manner, but the polarization and charge transfer terms do not. An alternative decomposition scheme, originally designed to interpret the strong interaction between a transition metal and a ligand, 26 may overcome this problem. A term, CTPLX, is defined that couples the polarization and change transfer with the exchange integral included. This method has very recently been extended to multiple fragments in a manner similar to that presented here. 39 The CTPLX term for fragment M in the n-fragment complex is obtained by retaining both the diagonal blocks and the offdiagonal blocks containing vir.M. An interaction diagram for fragment A in the three-fragment complex is shown in Figure  1f , and the energy from this diagram is defined as E 7(M) . The total E CTPLX is then where E CTPLX(M) is obtained from
The total interaction energy of the system may be expressed as the sum of the electrostatic, exchange, charge transfer with polarization, and residual terms.
It is important to note that the index notation of M in E CTPLX(M) is different from those in E CT(M) and E PL(M) . The index M in the former refers to the last vir.M, while M in the latter two refers to the first occ.M. When the orbital interaction is weak, E CTPLX (1) for a dimer has the following relationship where E EXPL (1) is the exchange polarization for fragment 1. A similar relationship holds for fragment 2.
BSSE correction to the KM analysis. The interaction energy calculated from eq 9 can be too negative, due to an unbalanced basis set effect in the evaluation of the total complex energy relative to the sum of the fragment energies. A common practice to correct this mathematical error, called the basis set superposition error (BSSE), 40 is to employ the counterpoise method (CP) proposed by Boys and Bernardi. 41 In this 
approach, a fragment energy is calculated with the supermolecular basis set (its own basis set plus the basis sets of all other fragments placed at the nuclear positions in the complex (ghost basis), denoted as E(i|12...n) for the ith fragment). The total interaction energy with BSSE is then
The difference between E INT CP and E INT is the BSSE correction of the interaction energy.
A computational scheme for introducing BSSE corrections into the KM analysis was proposed by Sokalski et al. 42 and Tomasi and co-workers 43 for a two-fragment complex. In this method, which we adopt here for many-fragment systems, the exchange and charge transfer terms are adjusted by partial CP corrections, while the electrostatic and polarization energies are not affected. The sum of the differences between fragment energies calculated with and without the CP correction in the occupied spaces is taken to be the CP correction for the exchange energy,
The correction to the charge transfer term is achieved by using all virtual orbital spaces, instead of the occupied spaces as in eq 16, ∆E CT CP can be further partitioned into individual fragment contributions if only the correction for the fragment of interest is included.
The BSSE correction of the CTPLX term is not defined in the Tomasi scheme. On the basis of the definition of CTPLX, the BSSE correction of CTPLX for fragment M is taken as the sum of the BSSE corrections of all other fragments with vir.M as "ghost orbitals". The total BSSE correction of CTPLX is then the sum of its components:
Many-Fragment Reduced Variational Space SCF. The reduced variational space SCF method 29 uses the same definitions of the polarization and charge transfer terms as the KM analysis. However, unlike the KM analysis in which each component is considered independently, the RVS SCF method is a sequential procedure in which the reference point for each calculation is defined by solution of the monomer problem. Such a procedure avoids double counting of various interactions. A brief overview of this method is given below combined with the extension to many-fragment systems. 
In order to keep all the wave functions used in the RVS SCF method antisymmetrized, the electrostatic and exchange terms in the KM analysis are combined into the ESX term, to represent the Heitler-London interaction
The orbital space used for computing the polarization contribution of fragment M is constructed using all fragment occupied orbitals plus the virtual orbitals of M, omitting all other virtual orbitals. Two steps are involved in the computation:
(1) building an orthonormal occupied subspace for all fragments except fragment M and zeroing out all nondiagonal blocks of the Fock and overlap matrices connecting with this subspace, thereby freezing this subspace (the order of the orthogonalization does not effect the energy, since the space spanned is the same); (2) solving the variational SCF problem in the reduced subspace that is orthogonal to the frozen occupied subspace. In practice, the difference between this procedure and the KM analysis, aside from applying the Schmidt orthogonalization in the first SCF cycle, is not employing eq (2) in two-electron integrals. The 
If the variational space is extended to include the virtual orbitals of all other fragments, donation of charge from fragment M to the other fragments is permitted. This then includes the charge transfer contribution from fragment M with the energy denoted as E 9(M) . The total charge transfer energy is the sum of contributions from each fragment where ∆E VCP (M) is the counterpoise correction with virtual orbitals (VCP).
The total interaction energy in the RVS SCF method is defined as
The residual term E RES RVS is the difference between the interaction energy and the sum of its components, i.e., A complete relationship between molecular orbitals and energy components in the RVS SCF method for the three fragment system is given in Table 1 .
n-Body Energy Terms. According to Hankins and coworkers, 35 the total energy of the n-fragment system can be partitioned into one-, two-, ..., and n-body terms as follows
where E(i) are the energies of the relaxed monomers in the complex as used in eq 3 and E(ij), E(ijk), ... are the energies of dimer, trimer, etc. The individual two-, three-, and four-body terms are
The above scheme can also be applied to the interaction energy or its components of the n-fragment complex, with E(ij), E(ijk), ... being the interaction energies or interaction energy components of the dimer, trimer, etc. and E(i) set to zero.
III. Application and Discussion
Geometries and Basis Sets. The many-fragment KM analysis and RVS SCF method discussed in the previous section have been implemented into the GAMESS quantum chemistry package. 37 These two methods, along with the Hankins n-body energy terms, 35 were used to study the pairwise-additive and non-pairwise-additive energy partitioning of the intermolecular interactions for water dimer, water trimer, and water tetramer in their optimum geometries. The calculations were performed at the RHF level of theory with the 6-31G(d,p) [44] [45] [46] and ccpVDZ (the correlation-consistent polarized valence double-) 47 basis sets. In order to study the effect of strong orbital interactions due to the presence of diffuse functions in the basis sets, 6-31++G(d,p), 48 6-31++G(2d,p), 49 and aug-cc-pVDZ 50 basis sets were also used. Six-component d functions were used for all calculations. Tiny differences between our optimized structures and energies using cc-pVDZ and aug-cc-pVDZ and those reported by Xantheas 14, 16 exist due to the use of sixcomponent d functions.
The skeleton structures of water dimer, trimer, and tetramer used in this paper are drawn in Figure 2 . The global minimum structures of the water complexes used in this study were the "linear" conformation of water dimer with C s symmetry and the cyclic structures for water trimer and tetramer with C 1 and S 4 symmetry, respectively. In each case, the structures were optimized within the basis sets mentioned above (the 6-31++G-(2d,p) basis set was used for water dimer only). As pointed out by many authors, 25, 26, 36, 38 ,51 the geometry relaxation of the monomer in the complexes is very small and has little effect on the interaction energies and their components. Only the intermolecular bond lengths and angles which affect the interaction energies are listed in Table 2 . The two smallest basis sets used here, 6-31G(d,p) and cc-pVDZ, both of which have double-plus polarization quality, have very similar intermolecular structure parameters. The adjacent intermolecular O‚‚‚O and H‚‚‚O distances increase with the extension of the basis sets by adding diffuse functions, but all of the essential trends, including the "tightening" of the (H 2 O) n complex with increasing n, 9, 14, 16 are reproduced by all basis sets used here.
Water Dimer. Umeyama and Morokuma 52 have carried out a fairly extensive KM energy decomposition for the water dimer, using the STO-3G, 4-31G, and 6-31G(d,p) basis sets, as a function of the O‚‚‚O distances and angular orientations. Scheiner 52 used the KM analysis to study the 4-31G energies of bending of hydrogen bonds in the "linear" water dimer. However, to the best of our knowledge, no study of the effect 
of diffuse functions on the energy decomposition of water dimer has been reported in the literature. Of course, it becomes more problematic to assign electron density to a specific atom when diffuse functions are present in the basis set. 54 The energy decomposition results from the KM and RVS SCF calculations for water dimer are listed in Tables 3 and 4 , respectively. For a given basis set, the geometry used can have a nontrivial effect on the energy decomposition. This is most apparent for the aug-pVDZ basis, where the strong O‚‚‚O and O‚‚‚H distance dependence results in changes in individual components (i.e., ES, EX, PL, and CT terms) ranging from +0.2 to -1.1 kcal/mol when the geometry is changed from 6-31G-(d,p) to aug-cc-pVDZ. Nonetheless, all basis sets with the KM analysis agree that the interaction energy is dominated by ES 55 and is considerably attenuated by the opposing EX term. The RVS SCF components are more stable, but this is due to the fact that ES and EX of the KM analysis are combined in the RVS SCF method. The contributions of CT, PL, and CTPLX from each monomer are also listed in Tables 3 and 4 for the KM analysis and the RVS SCF calculations. The coupling term E PL MIX 26 is small, contributing less than 0.1 kcal/mol for every basis set and hence will not be discussed further.
The data in parentheses in Table 3 are the Tomasi BSSE corrections to the KM analysis. The BSSE corrections to the EX term (eq 16) are small with the 6-31G(d,p) and cc-pVDZ basis sets (0.1-0.2 kcal/mol) and are negligible for the basis sets that include diffuse functions. The corrections to the CT term (eq 17), are much larger (e.g., 0.28 and 0.69 kcal/mol for 6-31G(d,p) and cc-pVDZ, respectively). In addition, the BSSE correction has a significant impact on the MIX and RES terms. Note (Table 3 ) that these corrections using the 6-31G(d,p) and cc-pVDZ basis sets are 0.57 and 1.08 kcal/mol, respectively. This accounts for more than 50% of the total BSSE corrections of 0.98 and 1.93 kcal/mol, respectively. As has been noted before, 9 the total BSSE correction becomes much smaller when diffuse functions are added to the basis set (cf., 6-31G(d,p) vs 6-31++G(d,p) and 6-31++G(2d,p), and cc-pVDZ vs aug-ccpVDZ in Table 3 ). This decrease in BSSE occurs for both the total interaction energy and the individual components of the KM analysis.
The polarization contribution (PL) increases somewhat when diffuse functions are added to a basis set, although this effect is larger in the KM analysis (Table 3 ) than in the RVS SCF analysis (Table 4 ). This result is consistent with the conclusion 56, 57 that the diffuse functions improve the predicted values for the static polarizability. The mean polarizability R for water monomer is predicted to be 0.7, 0.7, 0.9, 1.0, and 1.2 Å 3 , with 6-31G(d,p), cc-pVDZ, 6-31++G(d,p), 6-31++G(2d,p), and aug-cc-pVDZ basis sets, respectively, compared with the experimental value of 1.45 Å 3 . 58 The increases of PL in the KM analysis for the proton donor are proportional to the increases in R for all basis sets. The changes in PL for the proton acceptor water, on the other hand, are much larger than the increases in R due to the addition of diffuse functions. Recall that the PL term in the KM analysis does not obey the Pauli exclusion principle (i.e., it does not prevent the polarized monomer occupied orbital space from collapsing into the polarizing monomer occupied orbital space). Hence, the results presented here suggest that the polarization energies for the proton acceptor water are overestimated by the KM analysis with the augmented basis sets and are the main contributor to the large MIX values.
The CT contribution, in contrast to the PL term, decreases in magnitude when diffuse functions are added to a basis set. The RVS SCF CT energies in Table 4 , which have been corrected for BSSE, are always lower in magnitude than their counterpart in the KM analysis with BSSE correction. Comparing the CTPLX term with the PL and CT terms in the KM analysis, one sees that the CT term is overestimated in magnitude by about 0.2-0.3 kcal/mol. This is similar to the difference between the RVS SCF CT and CT with BSSE correction in the KM analysis.
Water Trimer and Tetramer. The KM and RVS SCF energy decompositions for water trimer with the 6-31G(d,p), 6-31++G(d,p), cc-pVDZ, and aug-cc-pVDZ basis sets at their own optimum geometries are listed in Tables 5 and 6 , respectively. As for the water dimer, the BSSE correction and the partition of PL, CT, and CTPLX to each fragment are also included. The three monomers are labeled as water 1, 2, and 3, respectively, as illustrated in Figure 2b . The external hydrogen of water 1 is above the OOO plane, while the other two are below. The dimers 1+2 and 1+3, are both in a trans orientation and have the same total interaction energies, but each component has a different value due to the different O‚‚‚O and O‚‚‚H distances. The dimer 2+3, which is in a cis configura- tion, has a much smaller interaction energy. For the basis sets that omit diffuse functions, the trans stabilization energies are predicted to be ∼0.5 kcal/mol larger than the cis stabilization energy. This difference is reduced to ∼0.3 kcal/mol when diffuse functions are added to the basis set. This observation is valid for both the KM (Table 5 ) and the RVS SCF (Table 6) analysis and is entirely due to the electrostatic interaction. This can be demonstrated by changing the sign of the dihedral angle of H 2′ O 2 H 2 O 1 in dimer 1+2. The interaction energy in the KM analysis changes from -5.56 to -4.69 kcal/mol, and its components change from -7.89 (ES), 5.18 (EX), -0.49 (PL), and -1.96 (CT) kcal/mol to -7.29, 5.17, -0.49, and -1.93 kcal/mol, respectively. The MIX and RES terms in the KM analysis are small (<∼0.5 kcal/mol) for dimers as well as the trimer. The threebody term for the trimer mainly comes from the CT and PL terms. A small contribution from the EX term is also found. A relatively large MIX contribution to the three-body term is accumulated from each dimer as well as the trimer. Under the CTPLX decomposition, the RES contribution is much less, so this decomposition is more satisfying. The BSSE correction to the CT energy is small for the dimers and somewhat larger for the trimer. These corrections are larger when the cc-pVDZ basis set is used and smaller when diffuse functions are added. Little change is found in the EX term. By definition, the CTPLX term has no effect on the BSSE correction. The BSSE correction to the three-body term of the total interaction mainly comes from the MIX or RES terms.
Adding diffuse functions to the basis sets of 6-31G(d,p) and cc-pVDZ for the CT calculations (see Figure 1e ) in the KM analysis causes convergence to a state in which the occupation numbers of some occupied orbitals are larger than 2. Of course, this is physically meaningless. A detailed analysis shows that the orbital overlap between one fragment occ and the other fragment vir is very large (on the order of 0.3 for 6-31++G-(d,p)). The orbital interaction forces two (one R and one electron) oxygen 2p electrons to jump into an orbital composed of virtual orbitals from the other two fragments. This orbital then collapses into the occupied orbitals of these two fragments. This behavior will occur only when there are at least three fragments and when the orbital interactions between the occupied and virtual orbitals of the fragments are strong. It would not occur in the dimer calculations, since only one additional fragment is available and the occupied and virtual orbitals from that fragment are orthogonal. The EX three-body term is smaller with than without diffuse functions. The PL three-body terms both are almost doubled by adding diffuse functions to the 6-31G(d,p) and cc-pVDZ basis sets.
The RVS SCF/6-31G(d,p) and cc-pVDZ PL energies for the trimer are both larger in magnitude than their KM counterparts. However, for 6-31++G(d,p) and aug-cc-pVDZ, the RVS SCF results are smaller in magnitude than those without diffuse functions. This is an indication that the PL energy from the KM analysis is overestimated, as was noted for the water dimer. A large difference in water trimer CT values is found between the KM analysis and RVS SCF method. The three body CT term is 1 kcal/mol smaller in the RVS SCF method than in the KM analysis with both 6-31G(d,p) and cc-pVDZ. Since the Pauli exclusion principle is obeyed in the RVS SCF analysis, the CT calculation is stable when diffuse functions are added to the basis set. Addition of diffuse functions reduces the magnitude of ∆ 3 E and the CT contribution to ∆ 3 E in the RVS SCF analysis.
The dependence of the three-body terms of the interaction energy and its components on the three O‚‚‚O distances is graphically illustrated in Figures 3 and 4 for the KM analysis and the RVS SCF method, respectively, for all four basis sets used here. These results are obtained by varying the three O‚‚‚O bond lengths by the same percentage relative to their own equilibrium bond lengths simultaneously and retaining each monomer internal geometry and orientation to the OOO plane. Hence, the horizontal axis R/R e , represents the three O‚‚‚O distance changes. It should be noted that for the different basis sets the exact values of the corresponding O‚‚‚O distances are different with the same R/R e values, since the geometry parameters are different. The BSSE correction to the KM analysis is not illustrated in Figure 3 , since it has little effect on the three-body terms.
In Figure 3 , each individual curve for the 6-31G(d,p) basis set is about the same as for the cc-pVDZ basis set and likewise for the pair with diffuse functions added. The electron exchange term in the KM analysis, a short range interaction, contributes 20-25% to the total three-body term for these basis sets when the O‚‚‚O distances are 0.8 of their equilibrium values (R/R e ) 0.8), as seen from Figures 3a and 3g . This contribution reduces to about 10% at the optimum structures and becomes negligible for larger O‚‚‚O distances. As shown in Figure 3b , the PL threebody term from the KM analysis has a strange behavior when the O‚‚‚O distances are less than their optimum values. A minimum in this range is found for all basis sets. As discussed earlier, the KM analysis overestimates the PL contribution for both the dimer and trimer when the orbital interactions are strong, and this may be responsible for the unusual behavior. The CT three-body term, on the other hand, is not converged for 6-31++G(d,p) and aug-cc-pVDZ even at R/R e ) 1.4 (not plotted in Figure 3c ). Although the calculations for 6-31G- (d,p) and cc-pVDZ are converged, the values become physically meaningless when R/R e is less than 0.95 as seen in Figure 3c . However, the CTPLX three-body term, designed for strong interactions, is better behaved. As shown in Figure 3e , this term is the main source for the total (INT) three-body term. The corresponding RES three-body terms (Figure 3f) , range from 1.5 to 3.6 kcal/mol for these basis sets at R/R e ) 0.8, decrease quickly with increasing R/R e , and are all less than 0.5 kcal/mol when R/R e is larger than 1.0. It is interesting to note that the contributions from CTPLX are very close to each other for all four basis sets when R/R e is larger than 0.9. Differences in the total three-body term with these basis sets are mainly due to the RES term.
The RVS SCF three-body terms vary much more smoothly with respect to R/R e than their counterparts from the KM analysis. The total three-body curves in the RVS SCF method shown in Figure 4d are almost identical to the KM counterpart in Figure 3g . The ESX three-body curves, which are not drawn in Figure 4 , are the same as those in Figure 3a , since the ES term has no contribution to the three-body term. The PL contributes 50% or more of the total three-body term when R/R e is larger than 0.85 with each basis set (Figure 4a ). Like CTPLX in the KM analysis, the PL three-body curves for all of the basis sets tend to overlap each other when R/R e is larger than 0.9. The curves for 6-31++G(d,p) and aug-cc-pVDZ approach zero with increasing R/R e , while the curves for 6-31G(d,p) and ccpVDZ have a long tail. The RES three-body terms have larger values at small O‚‚‚O distances and decrease quickly with increasing O‚‚‚O distances. Adding diffuse functions to 6-31G-(d,p) and cc-pVDZ reduces the RES three-body contributions. So, in the RVS SCF analysis, the behavior of the various terms is stabilized by the addition of diffuse functions to the basis set.
The results for the water tetramer with the 6-31G(d,p), 6-31++G(d,p), cc-pVDZ and aug-cc-pVDZ basis sets are listed in Tables 7 and 8 for the KM analysis and the RVS SCF method, respectively. Since the water tetramer has S 4 symmetry, all trimer subsets are identical and only one of them, marked as trimer 123, is used for the decomposition. There are two distinct dimers (Figure 2 ) in the water tetramer, dimer 12 and dimer 14. Dimer 14, composed of two nonadjacent water monomers, has much less interaction energy than does dimer 12. The origin of this weak interaction is primarily the ES component in the KM analysis and the ESX term in the RVS SCF method for all the basis sets, as pointed out previously by Buckingham and co-workers. 55 For both the KM and RVS SCF decomposition, ∆ 3 E for each trimer subset in the tetramer is about 30% smaller than ∆ 3 E in the trimer.
The total four-body terms in the KM analysis range from 0.2 kcal/mol for the basis sets with diffuse functions to 0.4 kcal/ mol without diffuse functions. The BSSE correction (as in the water trimer case) has a very small effect on the four-body terms of the total interaction energy and its components in the KM analysis.
IV. Conclusions
In this paper, we have presented extensions of the KM and RVS SCF energy decomposition analyses to many-body complex systems. Both methods decompose the SCF interaction energy into the electrostatic, exchange, polarization, charge transfer, and higher order coupling components. They are similar to the many-body decomposition scheme proposed by Komatsuzaki and Ohmine recently. 39 Combined with the definition of the n-body term, these individual energy components can be further partitioned into pairwise-additive two-body terms and non-pairwise-additive many-body terms.
The SCF interaction energies of the water dimer, trimer, and tetramer with various basis sets were analyzed via these two decomposition methods. Although the electrostatic contribution is the main source of stabilization in the two-body energy terms of the water dimer, polarization and charge transfer are the dominant components in the three-body nonadditive energy terms of the water trimer. The four-body term of the water tetramer is negligible with all basis sets used in this study. The BSSE corrections in the KM analysis have significant impact on the two-body charge transfer and coupling components unless the basis sets contain diffuse functions. For the three-body components, the basis set superposition errors are much smaller. Since the definitions of the individual energy components in the KM analysis do not satisfy the Pauli exclusion principle, a breakdown of the KM analysis is observed when the orbital interactions among the water fragments become stronger. The modified KM analysis, which couples the polarization and charge transfer with the exchange integral included, behaves much better in the case of strong orbital interactions. The results from the RVS SCF analysis are much more satisfying since the corresponding wave functions for the individual energy components are antisymmetrized.
