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Power Line Communication (PLC) がホームネットワークで使用され始めてから日本で
は７年が経過した。この間、広帯域ＰＬＣ（１００Ｍｂｐｓ：Broad-band Power Line 
Communication (BPLC)）のパソコン間高速データ通信への応用から始まり、２０１４年
からは電力会社の Home Energy Management System (HEMS) で狭帯域ＰＬＣ（１００
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なお、第５章に関連して先行する研究には、「Cooperative Transmission Scheme 














列挙すれば、周波数変調（Frequency Shift Keying,ＦＳＫ），位相変調（Phase Shift Keying,
ＰＳＫ）、直交振幅変調（Quadratic Amplitude Modulation,ＱＡＭ）、スペクトラム拡散変


























から+8kHz となる。これはパスバンドのサンプリング周波数が 16kHz である必要がある。






































超えることがあり、その対策が必要である。例えば、信号帯域に 2kHz から 6kHz を使用し
たと仮定し、図２．２のような楕円型低域通過フィルター特性が回線上に存在したとする。
図２．２．ａ  4kHz-LPF の振幅特性
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図２．２．ｂ  4kHz-LPF のインパルス応答
図２．２．ｃ  4kHz-LPF の群遅延特性
この 4kHz 楕円型ＬＰＦの場合、4.6kHz の振幅は大きく減衰すると同時に、4kHz の群











ＯＦＤＭでは、１キャリア毎の帯域幅は狭く、最大の 4kHz 近傍のキャリアでも 500μ秒

















図２．３．ｃ 64 キャリア４相ＯＦＤＭの星座 回線（フラット）
図２．３．ｄ 64 キャリア４相ＯＦＤＭの星座 回線（ＬＰＦ）











ＰＳＫのプリアンブルは、通常 128 シンボル程度の規則パターンと、512 シンボル程度
の疑似乱数発生器を使った等化器調整パターンで構成される。4 相ＰＳＫ(2k―6kHz)に適
用すると、プリアンブル長は 640 シンボル=160m 秒になる。
（ｂ）ＯＦＤＭのプリアンブル
ＯＦＤＭのプリアンブルは、1 シンボルが 256 サンプルで特定の 64 個の星座規則配置を
ＩＦＦＴした時系列のシンボルを使う。このプリアンブル時は、前述のＣＰは用いない、
前後のシンボルが全く同一だからだ。受信機側では、確実に雑音と識別するために、8 個程
度連続してこのプリアンブルを送出する。64 キャリア 4 相ＯＦＤＭ(2k―6kHz)のプリアン











図２．５．ｂ 64 キャリア 4 相ＯＦＤＭのプリアンブルとデータ
最後に、ＰＳＫとＯＦＤＭの実装に関する特徴を表２．１で比較する。
表２．１ ＰＳＫとＯＦＤＭの実装の特徴
ＰＡＲ ブロック符号 畳みこみ符号 ＣＰ 適応型等化器
ＰＳＫ 小 必要無し 時間方向 必要無し 必須

























図２．６     ウェブレットＯＦＤＭのスペクトラムマスク
また、２方式は、サブキャリアの本数とそのピッチが異なる。（α）は 920 本のサブキャ





































































欧州での適用：35kHz から 90kHz までのＣＥＮＥＬＥＣ－Ａ－ｂａｎｄと 98kHz
から 122kHz までのＣＥＮＥＬＥＣ―Ｂ―ｂａｎｄがあるが、通常はＣＥＮＥＬＥ











サンプリング周波数 0.4MHz 1.2MHz 1.2MHz
ＦＦＴポイント数 256 256 256
CP/ Overlapped Sample 30/8 30/8 30/8
サブキャリア本数 36 72 54
周波数帯域 35-91KHz 154-478KHz 154-403KHz
Preamble/FCH/DATA Symbols 9/13/32 9/13/12 9/13/12
サブキャリア変調方式 D8PSK,P16 D8PSK,P16 D8PSK,P16
最大ＰＬＣデータレート 151.05Kbps 906.29Kbps 679.72Kbps
１ＰＤＵ時間長 37.935m 秒 7.878m 秒 7.878m 秒
最大ＰＤＵレート 45.55Kbps 164.50Kbps 123.37Kbps
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  要因１． 宅内配線の分岐の多さによる要因
     要因１．１  配線の周波数特性による減衰
     要因１．２  配線の分岐による、信号パワーの分散
  要因２． 家電機器が接続されることによる要因
     要因２．１  家電機器が出力する雑音










このシミュレーションは、1m 当たりの 4 端子回路を配線の長さ分従属結合した結果を表示
している。例えば長さ 20m のケーブルの場合、20-単位の F-マトリックスが乗算され、最
後の出力端は 100Ω抵抗で終端されている。図３．１．ｂのグラフは、乗算後の入出力電圧
利得である、1/A の絶対値の dB 表示である。
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図３．１．ａ 電力線の４端子定数   図３．１．ｂ ４端子回路による周波数特性









































































   全波整流回路
















150kHz は 66dBμV、500kHz で 56dBμV 以下でないといけない。ＢＰＬＣ帯域の 5MHz
から 30MHz までは 60dBμV 以下である必要がある。それに対しＮＰＬＣの出力は、
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150kHz から 400kHz までは 87dBμV なので、ＳＮは 21dB の余裕があるだけだ。またＢ
ＰＬＣの出力は、80dBμV なので、こちらも、20dB の余裕があるに留まる。







図３．１２．ａ 電気こたつ       図３．１２．ｂ 電気炊飯器
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Branch Model Attenuate Estimation (BMAE)    
その要素    
  : 端末及びコンセント（吸収点）：電荷を吸収する。（反射率定義可能）











最初の単純な例を図３．１９に示す              
図３．１９ ＢＭＡＥの単純な例の時間推移
例１の場合、送信端の 1.0 の電荷が、全て受信コンセトに吸収されたので、減衰は 0dB。
例２の場合、ノードは２方向に分岐し反射されるので、受信コンセントには、0.5 しか到達
しない。減衰は 3dB。






M：接続行列  NC(t)：時刻 t での端末／ノード電荷
TC(t)：時刻 t で端末蓄積された電荷
        NC(t+1)=M*NC(t) 
        TC(t+1)=TC(t)+NC(t+1:terninal)





M の構成と、NC,TC の初期値を図３．２１に示し、NC,TC の時間推移を図３．２２に示
す。
図３．２１ 複合分岐の接続行列と、NC,TC の初期値


















      













検証ハウス、84 コンセントの全ての組み合わせ、合計 6972 ペア(84*83)の減衰量分布を




      TX      RX     ATT(real)  ATT(BMAE)
                           dB        dB
    1-17(2) 1-7(2)     13.2000    13.5811
    1-17(2)   1-20(10)   45.3000    39.9740
    1-17(2)   1-26(4)    39.3000    41.5125
    1-17(2)   2-1(7)     44.9000    47.7632
    1-17(2)   2-10(5)    49.6000    46.5727
    1-17(2)   2-17(6)    53.6000    45.7069
    2-1(7)    1-5(3)     51.6000    45.2212
    2-1(7)    1-7(2)     45.3000    42.9920
    2-1(7)    2-5(7)     18.2000    15.7534
    2-1(7)    2-17(6)    50.1000    52.7899
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    2-10(5)   2-17(6)    45.7000    51.5994
    2-1(7)    1-15(1)    48.8000    44.4114
    1-12(2)   2-13(5)    63.7000    65.1673 


















１単位のデータを Sab の速度で転送すると、1/Sab の時間を必要とする。Ｃ地点で中継




が現実的である。つまり、Sac と Scb の内低い速度が Sab の２倍の速度を必要とする。
３．４．４．２ 中継モデムによる速度アップ
あらかじめ、84*84 の２次元配列に 6972 ペアのビット速度情報をＢＭＡＥ推定で用意す




基準１の場合、速度アップしないペアが 3392 ペアで Sab が 21Mbps 以上。速度アップ
するペアが 3580 ペアで、通信不可が全て解消して、速度アップ後の最低速度が 16.8Mbps
に向上する。
基準２の場合でも、速度アップしないペアが 4026 ペアで、Sab が 18Mbps 以上。速度ア
ップは 2953 ペアで、アップ後の最低速度は、12.43Mbps という結果になった。
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にコンセントを新設するのが最適と判明した。コンセント 256 を加え合計 85 コンセントで
速度アップ推定をおこなうと、同じ基準２の計算でも、図３．２９のように、速度アップ
後の最低速度が 18.77Mbps までアップする.
また、このコンセント 256 を追加することにより、3740 ペアが、速度アップされる。こ
のことはアップされないペアが 3358 あるので、3740/(7140-3358)=0.98889 となり。
速度アップされるペアの内、実に 98.9%のペアがこのコンセント 256 で速度アップされ
ることを意味する。配電盤近くに、中継モデムを配置する重要性が理解される。

















エンドのデータ送信に Transmission Control Protocol(ＴＣＰ)を使っており、複数のＴＣＰ
フローがＰＬＣネットワーク上で、しばしば同時に動作している。さらに、User Data 
Protocol（ＵＤＰ）を利用する Voice over Internet Protocol（ＶｏＩＰ）アプリケーション
は、同様に同時に動作している。したがって、この章の研究の課題は、広帯域ＰＬＣ上で
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は、1500 バイトであり、190Mbps のＰＬＣデータレートでは、わずか 63μ 秒である。そ
のうえ、広帯域ＰＬＣは、正しいＯＦＤＭ変調のシンボルタイミングを転送するためにＰ
ＤＵの上に「プリアンブル」と呼ばれているビット同期信号を送出する必要がある。プリ
アンブル、それは 11 のシンボルから成り、更に 1 つのＴＭＩと 8 つのＦＣＨが必要で 160μ
秒を必要とする。1 つのＳＤＵが 1 つのＰＤＵに割り当てられるならば、プリアンブルオー
バーヘッドタイムは70%を超える。非効率性を避けるために、最高31のＳＤＵを連結して、
1 つのＰＤＵで送信する。一回のＰＤＵ伝達のための時間は 2.1m 秒に増大し、プリアンブ




















































1, 0, 0, 1, ……  1
PLC ACK
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45dB と 55dB 減衰時のハロゲン雑音の場合は、ＴＣＰ接続は確立できなかった。
ＳＤＵパケットエラーレートは、図４．５のように、電源周波数に同期した時間変動を
する場合がある。






















15dB Yes Yes Yes Yes Yes 
35dB Yes Yes Yes Yes Yes 
45dB Yes Yes Yes Yes No 
55dB Yes Yes Yes No No 
































図４．８.  実モデム,良好な環境: (ａ)ｗｎｄ , (ｂ) ＴＣＰスループット








































































































図４．１０. 実モデム,ノイズ環境, (ａ) Ｗｎｄ, (ｂ)ＴＣＰスループット







































































































































































































































































































































































































図４．２０ TCP/TCPフロー (ａ) Wnd
図４．２１ TCP/TCPフロー (ｂ) スループット
図４．２２ TCP/TCPフロー (ｃ) 提案した手法での送信キュー長
(２)１つのＴＣＰフローと２つのＶｏＩＰフロー
1つのＴＣＰフロー２つのＶｏＩＰフロー（図４．１６）が共存する場合でさえ、図４．




























































































































































































































Noise 0dB 15dB 25dB 35dB
ノイズ
源
Type 1 131.2 121.5 / 118.5
Type 2 127.0 68.8 31.1 15.3
Noise 45dB 55dB 65dB 75dB
Type 1 77.3 67.6 23.7 10.4
Type 2   8.4    /    /    /
                               ‘/’ は未測定
表５．３ ＢＰＬＣの PLC-SDU 誤り率 [%]
System 信号減衰 (dB)
Nose 0dB 15dB 25dB 35dB
BPLC
PHY.
Type1 27 17 / 15
Type2 7 6 23 44
Noise 45dB 55dB 65dB 75dB
Type1 37 49 56 54
Type2 89    /    /    /









































と受信ＰＣと物理伝送レートが 100Mbps の Ethernet ケーブルで接続される。なお、ＴＣＰ
においては、Newreno+SACK アルゴリズムを採用するが、Delayed ACK は採用しない。
５．４ 提案手法と基本特性評価
提案手法では、非対称な通信特性を持つＢＰＬＣとＮＰＬＣを同時に使用することで全
２重通信を提供する。そこで、TCP sender から TCP receiver にむけた TCP 通信に着目し、
TCP-DATA パケットの転送には高速物理伝送レートの提供可能なＢＰＬＣを用い、TCP 
receiver から TCP sender への TCP-ACK パケットの転送には、ＮＰＬＣを使用する。
ただし、ＴＣＰ通信開始直後から TCP-ACK の送信にＮＰＬＣを用いると、ＮＰＬＣの低









































６．ａで表す 1ＰＤＵのデータ送信のための基本単位時間を計算する。ＢＰＬＣは 31 個の
ＳＤＵをまとめて送信し、それに対するＰＬＣーＡＣＫ、ＴＣＰーＡＣＫ、さらにそのＰ
ＬＣーＡＣＫも３１個まとめて転送される。Ethernet フレームの MTU サイズ(ＳＤＵサイズ
と同義)は 1500 バイトであるが、ＩＰヘッダ、ＴＣＰヘッダサイズが最大で 60 バイトと考
えると、31ＳＤＵあたり 30個のＴＣＰセグメント（ＭＳＳ）に相当すると考えていい。30
個のＴＣＰセグメントは、30*1500*8=360k ビットなので、78Mbps はこの基本単位が１秒間
に 216.6 回繰り返されることになる。つまりこの基本単位時間は 1/216.6 秒=4.6m 秒の長さ








＝50 から 250 で変動（図５．１１）
 ＢＰＬＣ２の送信キュー長






























































ＲＴＴ（図５．１２）は約 30m 秒で安定しており、ＣＷＮＤ(図５．１０)は 150 秒までは
緩やかに増加し、パケットロスは発生していないことがわかる。この場合、NPLC から受信









したように、3.8m 秒必要とし、そのＰＬＣ―ＡＣＫ0.2m 秒を足しても、4.0m 秒で転送が可
能である。Ｂ方式では基本時間単位は 4.6m 秒だったが、Ｂ＋Ｎ方式以降では、ＡＣＫはＮ
ＰＬＣにオフロードしているので、ＢＰＬＣ側は 4.0m 秒で 30 パケット=360k ビットが転送






























１の送信キューの最後のパケット番号を計算すると、4m 秒パケットが 7.5 個送りだされた














図５．９ 良好な環境でのＴＣＰスループット（150 秒）（切替 6 秒）
図５．１０ 良好な環境でのＣＷＮＤ（150 秒）（切替 6 秒）
図５．１１ 良好な環境でのＲＴＴ（150 秒）（切替 6 秒）
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図５．１２ 良好な環境でのＢＰＬＣ１送信キューサイズ（150 秒）（切替 6 秒）


























































































 Mn = (W(n-2)+W(n-1)+Wn)/3
 Gn = max{Mn, M(n-1), ..., M(n-5)}
 Ln = min{Mn, M(n-1), ..., M(n-5)}
 W*n = average{Wn, W(n-1), ..., W(n-7)}

































































環境 良好 普通 劣悪
B方式 75.25 44.32 2.10
BN方式 8.27 6.69 0.75
BN+AF方式 80.27 52.04 2.50
















環境 良好 普通 劣悪
B方式 75.25 44.32 2.10
BN+AF方式 83.52 49.86 2.43






















図５．１５ 良好な環境 ＴＣＰスループット（150 秒）（自動切替）
図５．１６ 良好な環境 ＣＷＮＤ（150 秒）（自動切替）
図５．１７ 良好な環境 ＲＴＴ（150 秒）（自動切替）
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図５．１８ 良好な環境 ＢＰＬＣ１送信キュー長（150 秒）（自動切替）

























以上の結果から、普通環境においても提案手法である BN+AF, BN+AF+HS 手法を用いるこ
とでＢ方式よりも良好な性能尾提供出来る事を明らかにした。
図５．２０ 普通な環境 ＴＣＰスループット（150 秒）（自動切替）
図５．２１ 普通な環境 ＣＷＮＤ（150 秒）（自動切替）
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図５．２２ 普通な環境でのＲＴＴ（150 秒）（自動切替）

















いて伝送されるＴＣＰ－ＡＣＫパケットの送信量は ACK Filtering によって少なくなるが、
返送する TCP ACK のシーケンス番号が効率的に増えているため、劣悪な環境にも関わらず、
スループットはわずかながらも改善出来ている。このことから、ＮＰＬＣにおけるＴＣＰ
－ＡＣＫ伝送遅延の削減の効果が出ていると考えられる。一方で、HS によって通信性能が
向上できなくなっている事がわかる。これは TCP ACK 伝送時間の削減による効果（12.4m 秒






図５．２４ 劣悪な環境 ＴＣＰスループット（150 秒）（自動切替）
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図５．２５ 劣悪な環境 ＣＷＮＤ（150 秒）（自動切替）
図５．２６ 劣悪な環境 ＲＴＴ（150 秒）（自動切替）
図５．２７ 劣悪な環境 ＢＰＬＣ１送信キュー長（150 秒）（自動切替）
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５．７． 第５章のまとめ










































     図５．２８  ＥＶ―充電器―スマートグリッドでの Dual-PHY-PLC
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