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ON QUADRATIC AND HIGHER NORMALITY OF SMALL
CODIMENSION PROJECTIVE VARIETIES
CHIARA BRANDIGI
Abstract. Ran proved that smooth codimension 2 varieties in Pm+2 are j-
normal if (j + 1)(3j − 1) ≤ m − 1, in this paper we extend this result to
small codimension projective varieties. Let X be a r codimension subvariety of
Pm+r , we prove that if the set Σ(j+1) of (j+1)-secants to X through a generic
external point is not empty, 2(r+1)j ≤ m−r and (j+1)((r+1)j−1) ≤ m−1
then X is j-normal. If X is given by the zero locus of a section of a rank r
vector bundle E on Pm+r , we prove that deg Σj+1 =
1
(j+1)!
∏j
i=0 cr(E(−i)).
Moreover we get a new simple proof of Zak’s theorem on linear normality if
m ≥ 3r. Finally we prove that if cr(N(−2)) 6= 0 and 6r ≤ m − 4 then X is
2-normal.
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1. Introduction
A variety X ⊂ Pn is called j-normal if the restriction map H0(Pn,O(j)) −→
H0(X,O(j)) is surjective. Hartshorne’s conjecture [9] implies that smooth varieties
X ⊂ Pn of small codimension are j-normal. Peternell, Le Potier , Schneider [13]
and Ein [3] proved indipendently that smooth codimension 2 varieties X ⊂ Pn are
2-normal if n ≥ 10. This bound is probably not sharp (Hartshorne’s conjecture im-
plies n ≥ 6) but it is interesting because it does not depend on the degree of X (for
similar bounds depending on the degree, see [8] [11]).Ein’s results were extended to
higher normality by Alzati and Ottaviani in [1], but the techniques of those papers
seem not to work in codimension ≥ 3 because the Koszul complexes appearing in
the proof have greater length and are difficult to control. On the other hand Ran in
[16] proved, with different techniques, that smooth codimension 2 varieties X ⊂ Pn
are j-normal if n ≥ 3j2+2j+2. Ran constructs explicitly, for any Y ∈ H0(X,O(j)),
a hypersurface F in Pn of degree j as the union of lines which intersects Y with
multiplicity ≥ j + 1. This works because the assumption implies that the locus of
j + 1-secants is not empty. In our doctoral thesis, we expanded all the details of
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Ran’s paper and we were able to prove the following theorem which gives bounds
for j-normality also in codimension r ≥ 3.
Denote by Σ(j+1) the set of (j + 1)-secants to X through a (generic) external
point.
Theorem 1.1. Let X be a r codimension subvariety of Pm+r; if
Σ(j+1) 6= ∅
2(r + 1)j ≤ m− r and (j + 1)((r + 1)j − 1) ≤ m− 1
then:
ρj : H
0(Pm+r,OPm+r(j)) −→ H
0(X,OX(j))
is surjective.
If r = 2, the numerical assumptions of theorem 1.1 are exactly as in [16], while
Ran is able to show that in this bound if Σj+1 = ∅ then X is a complete intersection.
Ran himself pointed out in a remark at the end of the paper that his proof could
also be extended to higher codimension. When X is the zero locus of a section of
a vector bundle, then the numeric assumption is more explicit.
Theorem 1.2. Let X be a m dimension variety in Pm+r given by the zero locus
of a section of a rank r vector bundle E on Pm+r. We have
deg Σj+1 =
1
(j + 1)!
j∏
i=0
cr(E(−i))
Corollary 1.3. With the assumptions of the theorem 1.2, if
cr(E(−i)) 6= 0 ∀i = 1 . . . j
2(r + 1)j ≤ m− r and (j + 1)((r + 1)j − 1) ≤ m− 1
then:
ρj : H
0(Pm+r,OPm+r(j)) −→ H
0(X,OX(j))
is surjective.
In section 4 we get a new proof of Zak theorem about linear normality with the
assumption n ≥ 4r. In the same range there is still another proof due to Faltings
[4]. Moreover in this paper we prove the following result on quadratical normality
where the numeric assumption is easier checked. This is a partial answer to problem
12 in Schneider list [17].
Theorem 1.4. Let X be a m dimension variety in Pm+r. If
cr(N(−2)) 6= 0 and 6r ≤ m− 4
then X is 2-normal.
I thank G.Ottaviani for the precious suggestions and the useful discussions and
L.Go¨ttsche for some ideas used for the proof of theorem 1.2.
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2. Proof of theorem 1.1
Consider a branched covering that is a finite surjective morphism between two
irreducible and nonsingular algebraic varieties V and W f : V → W ; let d be
the degree of f . As we are assuming that V and W are non-singular, f is flat
and consequently the direct image f∗OV is locally free of rank d on W . The
trace TrV/W : f∗OV → OW gives rise to a splitting: f∗OX = OW ⊕ F , where
F = ker(TrV/W ). We shall be concerned with the rank d − 1 vector bundle on
W : E = F ∗. E will be termed vector bundle associated with the covering f . Let
ef(x) = dimC(OxX/f
∗mf(V )) be the local degree of f in x which counts the num-
ber of sheets of covering that come together at x.
Theorem 2.1 (Gaffney-Lazarsfeld). Let V and W be varieties of dimension n and
f : V −→W a branched covering of degree d; if the vector bundle associated with a
branched covering is ample, then there exists at least one point x ∈ V at which
ef (x) ≥ min(d, n+ 1).
Proof See [6]. Lazarsfeld himself points out that smoothness of W is not es-
sential.
Thanks to this theorem, we are able to prove the following Lemma:
Lemma 2.2. Let X be a r-codimensional subvariety of Pn, if r · k ≥ n and the set
of k-secant lines to X through an external point P is not empty, then there exists
at least a k-secant through this point at which the k points coincide.
Proof We consider the projection from P of k-secants on a generic hyperplane
Pn−1; let f be its restriction to the points ofX , and Y the image of f . X ′ = f−1(Y ),
X ′ is the set of points in X lying on a k-secant. The dimension n′ of X ′ and Y
is n − 1 − k(r − 1) and f : X ′ −→ Y is a finite covering with degree k: by our
assumptions the degree of the covering is less than or equal to n′ + 1. If we prove
that the vector bundle associated with the covering is ample, then we can use the
theorem of Gaffney and Lazarsfeld to prove that there exists a point at which the
sheets of covering come together. We denote C as the cone of k-secants through an
external point P ; since there are k points of X ′ for each k-secant, we observe that
X ′ is a divisor of C and since the point P is external to X this divisor is disjoint
from singularities of C. Let C′ be the desingularization of C, we have:
C′ = P(OY ⊕ OY (1)),
then X ′ is isomorphic to a divisor of C′. f∗OX′ is a vector bundle of rank k; we
want to prove that:
f∗OX′ = OY ⊕ OY (−1)⊕ . . .⊕ OY (1− k).
X ′ is the zero locus of a section of OP(O⊕O(1))(k); in fact, from [10] we have:
Pic(C′) = Pic(Y ) ⊕ ZH , where H is hyperplane section. X ′ is a divisor which
meets the generic fibre in k points and it is disjoint to the infinite section, and so
X is linearly equivalent to kH . Now we consider the associated exact sequence:
0 −→ OP(−k) −→ OP −→ OX′ −→ 0
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Let pi be the projection from P(O ⊕ O(1)) to Y ; applying pi∗ to the sequence we
obtain:
0 −→ OY −→ pi∗OX′ −→ R
1pi∗OP(−k) −→ 0.
Using the exercise 8.4 of [10], (page 253) we prove that:
R1pi∗O(−k) ≃ pi∗(O(k − 2))
∗ ⊗ OY (−1)
and from the same exercise we have:
pi∗O(k − 2) ≃ S
k−2(O⊕ O(1)) = O⊕ O(1)⊕ . . .⊕ O(k − 2)
then
R1pi∗O(−k) = O(−1)⊕ O(−2)⊕ . . .O(−k + 1)
substituting in the exact sequence we get:
pi∗OX′ = OY ⊕ OY (−1)⊕ OY (−2)⊕ . . .OY (1 − k)
then
pi∗OX′ = OY ⊕ F
pi∗OX′ = f∗OX′
where F is a vector bundle whose dual is ample. We can now use the Gaffney-
Lazarsfeld’s theorem to obtain the thesis.
Lemma 2.3. Let G be a generic hypersurface of Pn of degree j passing through a
point P , then the variety of lines through P lying in G is a complete intersection
of Pn−2 with dimension n− j − 1 and degree j!.
Proof. We can choose a coordinate system such that P is the point (a, 0, 0, . . . , 0).
Let pi be the hyperplane x0 = 0; for every point Q of pi we consider the line r
through P and Q that is (a(1 − t), tx1, . . . , txn). G is given by F (y0, . . . , yn) = 0
with F (y0, . . . , yn) = by
j
0 + f1(y1, . . . , yn)y
j−1
0 + . . . + fj(y1, . . . , yn) where fi are
polynomials of degree i; since P ∈ G we have b = 0. A line r lie on G if and only if:
F (a(1 − t), tx1, . . . , txn) = ty
j−1
0 f1(x1, . . . xn) + . . . t
jfj(x1, . . . , xn) = 0
for every t, and so we must have: fi(x1, . . . , xn) = 0 ∀i = 1, . . . , n. Since G
is generic and f1 is linear, this gives a transversal intersection contained in P
n−2.
Finally we get that the variety of lines of G through a point P ∈ G is a complete
intersection of degree j! and dimension n− 1− j.
Let X be a subvariety of Pm+r; we denote by Σj the cycle of j-secant lines to
X through an external point.
Proof of theorem 1.1 Consider a generic element Y of the linear system
| OX(j) |. Since the locus of (j + 1)-secants through a generic point is not empty,
then X can not be included in a hypersurface of degree j and so H0(IX(j)) = 0.
In order to prove the theorem we just have to find one hypersurface of degree ≤ j
which contains Y .
We define Rk={(y, z) ∈ Y ×Pm+r : ∃ a line L from z ∈ Pm+r such that L ∩ Y
has multiplicity ≥ k in y}. Let p and q the projections of Rk to Y and to Pm+r
respectively:
zR
k = p(q−1(z)) Rky = q(p
−1(y))
Rky is the set of points on lines from y intersecting Y with multiplicity ≥ k and it is a
cone of vertex y. In a neighborhood of y we can identify Pm+r with Cm+r where y
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is the origin, Y is defined in an appropriate neighborhood of y by (r+1) polynomials
f1 . . . fr+1. R
k
y is given by vanishing of the homogeneous components of degree
≤ k − 1; and so if a generic line L of Pm+r meets Rky in k points, then L ∈ R
k
y .
Moreover:
dimRky ≥ m+ r − (r + 1)(k − 1)∀y ∈ Y.
Let F = q(Rj+1) be the set of points of Pm+r on lines which intersect Y with
multiplicity ≥ j + 1 in one point: we want to prove that F is the hypersurface we
looked for.
Y ⊂ F because dim Rj+1y ≥ 0 ∀y ∈ Y. The first step is to prove that
F $ Pm+r.
Let Y ′ = X · G where G is a generic hypersurface of degree j. Y ′ is obtained by
Y by semicontinuity, so the dimension of F passing from Y to Y ′ cannot decrease,
and since the (j+1)-secants to Y ′ are contained in G we obtain: dimF ≤ m+r−1.
Next step is to prove that :
dimF ≥ m+ r − 1.
The set of (j+1)-secants to Y ′ = X · G through an external point P ∈ G is
given by the intersection of Σj+1 with the variety of Lemma 2.3, and so, by the
assumption, we obtain a variety with degree different to 0; j times this degree gives
the virtual degree of (j + 1) secants intersecting a generic line of Pm+r. Since Y
is a degeneration of Y ′, this virtual degree is the same and it is different from 0 as
stated previously.
Let B the locus of (j + 1)-secants to Y interecting a generic line, B has dimension
≥ 0 in the grassnammian of lines in Pm+r and it is given by A ∩ S where:
A =
{
lines of Pm+r that are (j + 1)-secant to Y
}
S =
{
lines of Pm+r intersecting a given line
}
dim {A ∩ S} ≥ 0 =⇒ codim{A ∩ S} ≤ 2(m+ r − 1).
Since the line is generic, we have:
codim{A ∪ S} = codim A+ codim S
codim S = m+ r − 2 =⇒ codimA ≤ m+ r
dimA ≥ m+ r − 2
. Let A′ be the variety of points of A, then we have:
dimA′ ≥ m+ r − 1.
Now we have to prove that A′ = F .
The inclusion F ⊂ A′ is trivial; we want to prove that if p ∈ A′, then p ∈ F . From
Lemma 2.2 we have that if p lies on a (j + 1)-secant to Y then it lies also on a line
intersecting Y with multiplicity (j + 1) in a point of Y . Finally we have to prove
that
degF ≤ j.
Let suppose that a generic line L ofPm+r meets F in (j+1) points z1 . . . zj+1 ∈ L∩F .
Let’s compute ci= codim (ziR
j+1, Y ):
dim Rj+1 = dim Y + dim p−1(y) = dimF + dim q−1(z),
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since dim p−1(y) = dim Rj+1y and dim q
−1(z) =dim zR
j+1, as previously stated,
we have:
dim Rj+1 ≥ 2m− 1 + r − (r + 1)j
then
dim ziR
j+1 ≥ m− (r + 1)j
ci = codim (ziR
j+1, Y ) ≤ (r + 1)j − 1
By the Lefschetz-Barth’s theorem and by the assumption. we have
C = H2ci(Pm+r,C) = H2ci(Y,C) =⇒
j+1⋂
i=1
ziR
j+1 6= ∅
in fact:
2ci ≤ m− r − 2 e (j + 1)((r + 1)j − 1) ≤ m− 1.
Let y ∈
⋂j+1
i=1 ziR
j+1 then zi ∈ L ∩ Rj+1y per i = 1 . . . j + 1 and so L ⊂ R
j+1
y .
This is a contradiction as L is generic. We deduce that degF ≤ j.
3. Proof of theorem 1.2
Proof of theorem 1.2
Let P be the fixed point andQ ⊂ G(P1,Pn) the space of lines from P , Q ≃ Pn−1;
let:
T = {(q, l) | q ∈ Pn l ∈ Q q ∈ l}
and α and β be the projections of T on Pn and Q respectively.
T is a P1-bundle on Q and the fibre is given by all the points lying on lines l, we
can view it as the projectivised of OQ ⊕ OQ(−1).
Let (T/Q)k+1 be the (k + 1)-power of fibre of T on Q,that is:
(T/Q)k+1 = T ×Q T ×Q . . .×Q T︸ ︷︷ ︸
k+1times
We call Z ∈ (T/Q)k+2 the incidence variety in T ×Q (T/Q)k+1, that is:
Z = {(x0, . . . , xk+1 ∈ (T/Q)
k+2 | x0 = xi for same i ∈ (1, . . . , k + 1)}
Let p and q be the projections of Z on T and (T/Q)k+1 respectively; we denote:
E(k+1) = q∗(p
∗α∗(E))
E(k+1) is a vector bundle on (T/Q)k+1 of rank r(k + 1). Let s be the section of E
such that X is the zero locus of s; s(k+1) = q∗(p
∗α∗(s)) is a section of E(k+1) which
vanishes in the set: {(x1, . . . , xk+1 ∈ (T/Q)k+1 | α(xi) ∈ X}. The line through
α(x1), . . . , α(xk+1) is a (k + 1)-secant to X . Considering that the rearrangement
of those points gives the same (k + 1)-secant to X , from Portous’ formula we have
that, if the dimension is zero, the number of (k + 1)-secant is given by the degree
of the top Chern-class c(k+1)r(E
(k+1)) divided by (k + 1)!. So if we want to know
the degree of (k + 1)-secants we have to compute c(k+1)(E
(k+1)). Let q1, . . . qk+1
be the projections of (T/Q)k+1 on Pn; we have the following exact sequence:
0 −→ q∗E ⊗ O(−∆1,k+1 . . .−∆k,k+1) −→ E
(k+1) −→ E(k) −→ 0
with ∆i,j = {(x1, . . . xk+1 ∈ (T/Q)k+1 | xi = xj}. From sequence we have:
c(k+1)rE
(k+1) = ckrE
(k)cr(q
∗E ⊗ O(−∆1,k+1 . . .−∆k,k+1)).
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It is necessary to determine the cohomology of T and (T/Q)k+1.
Let α and β be the projections of T on Pn and Q respectively: T is blow-up of Pn in
P ; we call D the exceptional divisor and H = α∗(OPn(1)), then we have: H −D =
β∗(OQ(1)), D = OT (1). The Wu-Chern’s equation gives: D
2 + β∗OQ(1)D = 0.
The intersection ring of T is generated by two elements:
〈D,H −D〉 = 〈D, β∗OQ(1)〉.
For the next degrees we have:
(β∗OQ(1))
2D = −β∗OQ(1)D
2 = D3
...
(β∗OQ(1))
nD = (−1)n−1β∗OQ(1)D
n = Dn+1.
We observe that Hn = 1 and Dn = (−1)n−1 in fact D|D = OD(−1) and D ≃ P
n−1.
Consider now the fibred product T ×Q T : H∗(T ) is generated by D as H∗(Q)-
module; H∗(T ×Q T ) = H∗(T ) ×H∗(Q) H
∗(T ) is generated by D ⊗ 1 = D1 and
1⊗D = D2 as H∗(Q)-module; if we consider it as a vector space we have:
H2(T ×Q T ) = 〈D1, D2, β
∗
OQ(1)〉
H4(T ×Q T ) = 〈D
2
1 , D
2
2, (β
∗
OQ(1))
2, D1D2〉
...
H2j(T ×Q T ) = 〈D
j
1, D
j
2, (β
∗
OQ(1))
j , D1D2β
∗
OQ(1)
j−2〉
we denote: H1 = q
∗
1(H) H2 = q
∗
2(H)
H1 = D1 + β
∗
OQ(1) H2 = D2 + β
∗
OQ(1).
We prove that: ∆1,2 = D1 + D2 + β
∗
OQ(1) . Let p1 and p2 be the projection
of T ×Q T on the two factors. ∆1,2 is given by the zero locus of a section of
p∗1O(1)⊗ p
∗Qrel (see [14],page 242). We know that c1(p
∗
1O(1)) = D1; consider now
the exact section
0 −→ O(−1) −→ β∗O⊕ β∗O(1) −→ Qrel −→ 0.
We get c1(p
∗
2Qrel) = D2 + β
∗
O(1) and so we have ∆1,2 = D1 +D2 + β
∗
OQ(1).
For the general case we have that:
H2(T/Q)k+1 is generated by D1, D2, . . .Dk+1, β
∗
OQ(1),
...
H2m(T/Qk+1) is generated by (β∗OQ(1))
m, Di1 . . . Ditβ
∗
OQ(1)
m−t.Moreover: ∆i,j =
Di +Dj + β
∗
OQ(1).
Now we prove the theorem proceeding by induction on k: for k = 1 the exact
sequence is:
0 −→ q∗2(E)⊗O(−∆1,2) −→ E
(2) −→ q∗1(E) −→ 0
c2r(E)
(2) = cr((q1(E))cr(q
∗
2(E)⊗O(−D1 −D2 − β
∗
OQ(1))
= cr(E)H
r
1 [cr(E)H
r
2 + cr−1(E)H
r−1
2 (−D1 −D2 − β
∗
OQ(1)) +
. . .+ cr−i(E)H
r−i
2 (−D1 −D2 − β
∗
OQ(1))
i +
. . .+ (−D1 −D2 − β
∗
OQ(1))
r]
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since: H1D1 = 0 and D2+ β
∗
OQ(1) = H2 we have: c2r = cr(E)cr(−1)Hr1H
r
2 . Now
we suppose the statement true for n ≥ k and we try to prove it for n = k + 1.
c(k+1)r = ckrE
(k)cr(q
∗
k+1(E)⊗O(−D1 −D2 . . .−Dk − kDk+1 − kβ
∗
OQ(1))
= cr(E)cr(E(−1)) . . . cr(E(−k + 1))H
r
1 . . . H
r
k−1[cr(E)H
r
k+1 +
cr−1(E)H
r−1
k+1(−D1 −D2 . . . ) + . . . (−D1 . . .− kβ
∗
OQ(1))
r ]
since we know that: HiDi = 0 and Dk+1 + β
∗
OQ(1) = Hk+1 we obtain:
c(k+1)r(E
(k+1)) = cr(E)cr(E(−1)) . . . cr(E(−k))H
r
1 . . .H
r
k+1
and so the theorem is proved.
Remark 1 We observe that if the dimension of the locus of k-secants through a
generic point is smaller than expected, then the class of the formula has to be zero
(see [7] Remark 2.2).
Remark 2 In the case r = 2 the theorem has been already proved by Ran
in [R]. By the Hartshorne-Serre correspondence every subcanonical subvariety of
codimension 2 is a zero locus of a section of a rank 2 vector bundlon Pn; moreover
if n ≥ 10 by Larsen’s theorem we have that every subvariety is subcanonical. In
this case the formula for j + 1-secant is true for every subvariety.
4. A new proof of Zak theorem on linear normality
Let X be a r codimensional subvariety of Pn; from Barth theorem we have that
if r ≥ n/4 then H2i(X,Z) ≃ Z; in particular we can write ci(N) = ciHi with
i = 1 . . . r where ci ∈ Z. From now, we consider ci(N) as a integer.
Lemma 4.1. Let X be a r codimensional subvariety of Pn. If n ≥ 4r, then the
degree of set of bisecant to X through an external point is
cr(N)cr(N(−1)).
Proof. Let P be the fixed point, if we project X from P to a generic hyperplane
we can use the double point formula [5] to get the set of bisecant to X from P .
2Σ2 = f
∗f∗[X ]− (c(f
∗TPn−1)c(TX)−1)r−1 ∩ [X ]
and from the exact sequence
0 −→ TX −→ TP
n
|S −→ NX,Pn −→ 0
we have c(TX)−1 = c(TPn)−1c(N) and substituting we get
2Σ2 = H
r−1(d− cr−1 + cr−2 + . . . (−1)
ici . . . ) = cr(N(−1))H
r−1.
From theorem 1.1 and from Lemma we get a different proof of Zak’s theorem.
Theorem 4.2 (Zak). Let X be a r codimensional subvariety of Pn, if n ≥ 4r, then
X is linearly normal.
Proof. We prove the theorem proceeding by induction on r. If r = 1 is trivially
true. Now we suppose that it is true for r − 1. If cr(N(−1)) 6= 0 from theorem 1.1
and from lemma 4.1 we have the thesis. If cr(N(−1)) = 0 from lemma 4.1 we have
that there are not bisecant to X through an external point P ; if we project X from
P to a generic hyperplane, we get a smooth subvariety in Pn−1 of codimension r−1
that is linearly normal by induction. This is a contradiction.
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5. Proof of theorem 1.4
Lemma 5.1. Let l,m, p ∈ N such that l + p = m then we have(
l
t
)
=
k∑
i=0
(−1)i
(
m
t− i
)(
p− 1 + i
i
)
t∑
1=0
(−1)i
(
n
t− i
)(
n+ 1 + i
i
)
= (−1)t
Proof. We consider an exact sequence
0 −→ A −→ B −→ C −→ 0
where A, B, C are vector spaces with dimension respectively l,m, p. From this
exact sequence we obtain other two exact sequences:
0 −→ ∧tA −→ ∧tB −→ ∧t−1B ⊗ C · · · −→ ∧t−i ⊗ SiC −→ · · · → SnC −→ 0(1)
0 −→ ∧tA −→ ∧t−1A⊗B · · · −→ ∧t−iA⊗ SiB → · · · → SnB → SnC → 0(2)
considering that ∧t(Cm) =
(
m
t
)
and St(Cn) =
(
n−1+t
t
)
we have(
l
t
)
=
t∑
1=0
(−1)i
(
m
t− i
)(
p− 1 + i
i
)
From (2) if m = n+ 1 and l = n we have:
t∑
1=0
(−1)i
(
n
t− i
)(
n+ 1 + i
i
)
= (−1)t
Lemma 5.2. Let X a r codimensional subvariety of Pn then if n ≥ 4r the locus
of trisecant is
Σ3 =
1
2
H2r−2cr(N(−1))cr(N(−2))
Proof Go¨ttsche’s formula for trisecant through a fixed point is
Σ3 = (a) + (b)− (c)
where:
(a) = H2r−2
(
n
2
d2 −
n−r∑
k=0
((
2n− 2r + 2
k
)
−
(
n
k − n+ 2r − 2
))∫
X
Hksn−r−k/2
)
(b) =
2r−2∑
k=0
n−1∑
t=0
(
n
t
)(
n+ 1
k − t
) 2r−2−k∑
j=r−t−1
2j+t−r+1sj(X)s2r−2−k−j(X)H
k
and
(c) =
2r−2∑
k=0
d
(
n+ r
k
)
s2r−2−k(X)H
k.
We prove the Lemma when r is even (the case r odd is the same). It is well
known:
sk =
n∑
i=0
(−1)k+1Hk−ici(N)
(
n+ k − i
k − i
)
.
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Let ci = ci(N); substituting we have:
(a) = H2r−2
(n
2
d2 −
1
2
( n−r∑
k=0
(
2n− 2r + 2
k
)
·
r∑
i=0
(−1)n−r−k+iciH
n−r−i
(
n+ n− r − k − i
n− r − k − i
)
+
−
n−r∑
k=0
r∑
i=0
(−1)n−r−k+i
(
n
k − n+ 2r − 2
)(
n+ n− r − k − i
n− r − k − i
)))
we put k′ = n− r − k − i and so we have:
(a) = H2r−2
(n
2
d2 −
1
2
( r∑
i=0
ciH
n−r−i
n−r−i∑
k′=0
(−1)k
′
(
n+ k′
k′
)(
2n− 2r + 2
n− r − i− k′
)
+
−
r−2−i∑
k=0
(−1)k
′
(
n
r − 2− i− k′
)(
n+ k′
k′
)))
now we can use the Lemma 5.1 and we obtain
(a) = H2r−2
(
n
2
d2 −
1
2
(
d2(n− 2r + 1)−
r−1∑
i=0
(−1)r−iciH
n−r−i
))
(3)
(b) =
n−1∑
t=0
(
n
t
) 2r−2∑
j=r−t−1
2j+t+1−rsj
2r−2−j∑
k=t
(
n+ 1
k − t
) r∑
m=0
(−1)2r−2−k−j+m ·
H2r−2−j−mcm
(
n+ 2r − 2− k − j −m
2r − 2− k − j −m
)
If we denote k′ = 2r + 2− k − j −m we get
(b) =
r∑
m=0
cm
n−1∑
t=0
(
n
t
) 2r−2∑
j=r−t−1
2j+t+1−rsjH
2r−2−j−m ·
2r−2−j−t−m∑
k′=0
(−1)k
′
(
n+ 1
2r − 2− j −m− t− k′
)(
n+ k′
k′
)
From Lemma 5.1 we have that the last sum is equal to 1 if 2r−2−j−m−t = 0 and
equal to 0 in the other cases; this fact implies also that j = 2r−2−m− t ≥ r− t−1
and so we obtain m ≤ r − 1.
(b) =
r−1∑
m=0
cm
n−1∑
t=0
(
n
t
)
2r−1−ms2r−2−m−tH
t
(b) =
r−1∑
m=0
cm2
r−1−m
n−1∑
t=0
(
n
t
) r∑
i=0
(−1)2r−2−m−t+i ·
H2r−2−i−mci
(
n+ 2r − 2−m− t− i
2r − 2−m− t− i
)
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let t′ = 2r − s−m− t− i
(b) =
r−1∑
m=0
2r−2−m∑
i=0
cmciH
2r−2−i−m2r−1−m ·
2r−2−m−i∑
t′=0
(−1)t
′
(
n+ t′
t′
)(
n
2r − 2−m− t− i
)
and again from the Lemma 5.1 we have
(b) =
r−1∑
m=0
2r−2−m∑
i=0
(−1)m+i2r−1−mcmciH
2r−2−i−m(4)
(c) =
2r−2∑
k=0
d
(
n+ r
k
) r∑
i=0
(−1)2r−2−k+iH2r−2−ici
(
n+ 2r − 2− k − i
2r − 2− k − i
)
let k′ = 2r − 2− k − i
(c) =
r∑
i=0
dH2r−2−ici
2r−2∑
k′=0
(
n+ r
2r − 2− i− k′
)
(−1)k
′
(
n+ k′
k′
)
=
r∑
i=0
dH2r−2−ici
(
r − 1
2r − 2− i
)
(c) = dcr−1H
r−1 + d2(r − 1)H2r−2.(5)
Supposing that we are in the range of Barth’s theorem, we have that ci = ciH
i
where ci ∈ Z. Finally we get from (3), (4) and (5):
Σ3 = (a) + (b)− (c) =
1
2
H2r−2
r∑
m=0
r∑
i=0
(−1)m+i2r−mcmci
that is
Σ3 = H
2r−2 1
2
cr(N(−1))cr(N(−2))
.
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