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ABSTRACT
Sam, Monica. M.S.C.E, Department of Computer Science and Engineering, Wright State Univer-
sity, 2015. Toward Improving Learning on a Simulated Flapping Wing Micro Air Vehicle .
Evolutionary algorithms (EAs) have come to be widely used in the past few decades to
solve complex problems involving high dimensionality and / or non-differentiability. They
usually target optimized solutions that are quality rated based on problem-dependent crite-
ria. Work done previously has demonstrated that augmenting flight controllers of Flapping-
Wing Micro Air Vehicles (FW-MAVs) with in-situ evolutionary algorithms to adjust wing
motion trajectories could restore correct flight behavior after wing damage. Further, it has
been demonstrated that such recovery could be accomplished in reasonable time with very
modest on-board computational resources.
An EA is said to perform better for this problem when the amount of vehicle flight
time required to restore correct flight behavior is minimized. This thesis explores ideas
to improve learning times on this problem by proposing ways to reduce the search space
and by surveying the performance of some of the most widely used, relevant EAs on this
problem and attempting to learn lessons from them to improve the learning process.
iii
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Introduction
1.1 Context, Motivation, and Goals
Flapping-Wing Micro Air Vehicles (FW-MAVs) are of considerable interest because of
their potential applications and this is reflected in the extensive amount of study the con-
struction and control of such vehicles has been under [7][8][33][3][10][23][13]. Military
surveillance, remote observation of hazardous environments, aerial photography are some
of the applications in which they are anticipated to be useful and as such their use in such
applications is under extensive study [24].
FW-MAVs, especially at small size scales, are unusually delicate and even slight dam-
age to wings can manifest significant control faults that could prevent successful comple-
tion of the above-mentioned missions. Since full system identification in-flight using on
board resources is likely prohibitively expensive, previous work focused on learning ”new
wing motion patterns” that rendered existing on-board controllers maximally effective. In-
stead of teaching the controllers to change, the idea was to teach the wing what motions
they needed to make to be consistent with the controllers already there. This approach was
demonstrated feasible when using bit-coded hyperplane sampling evolutionary algorithms.
Appropriateness beyond basic feasibility was never fully explored, however. Exploration
of appropriateness of initial choices against other possible search types, along with further
exploration of specific choices about the space of wing motion patterns searched, constitute
the bulk of the investigations in this thesis. This chapter will briefly summarize the salient
research questions to be asked as well as delineate the scope of the flight control problem
1
under which those questions will be explored. This chapter will also provide a brief outline
of subsequent chapters and how those chapters will fill in details necessary to place current
investigations into the context of past and future work.
1.2 The Targeted FW-MAV and Why In-Flight Learning
is Challenging
The Havard RoboFly [33] is an early millimeter-scale FW-MAV demonstrably capable of
achieving liftoff. A model of a variant of the RoboFly that is capable of independent wing
actuation was published by personnel at the Air Force Research Laboratory (AFRL) soon
after [25]. The work in this thesis targets in-flight adaptation of wing motion patterns of
the AFRL vehicle for a number of reasons, briefly summarized here and to be expanded in
subsequent sections of this thesis.
First, let us examine, qualitatively, how our target FW-MAVs operate and why it makes
sense to target wing motion patterns as a direct locus of learning. On either the Harvard
or AFRL vehicles, vehicle motion is effected through wing motion. There are no control
surfaces - both propulsion and control are provided via controlled sculling of the wings
through the air. Wing motion in such a vehicle is analogous to a human treading water, in
which the plane of motion is analogous to the surface of the water, the central axis of the
vehicle corresponds to the vector along the human’s spine, and the arms, which correspond
to the wings, sweep back and forth along the surface of the water. Sculling the wings
(swimmer arms) back and forth in a symmetric pattern would, on average, produce only
net ”lift” keeping the FW-MAV (swimmer) from sinking. Introducing slight asymmetries in
the patterns of wing motion could introduce other net forces that might move the FW-MAV
fore and back, twist it around its main vertical axis, or move it through the air in other ways.
Early AFRL work used a model of their vehicle along with assumptions about allowable
wing stroking patterns to derive a mapping between a small set of wing shape parameters
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and applied forces and torques. With those models, one could conceivably control any FW-
MAV with traditional feedback control to determine desired forces and inversions of those
models to ”translate” into a small set of wingbeat shape commands to be communicated
to the wing. The AFRL control model presumes the core wingbeat shape is a cosine and
controls the specific instantiation of that shape with the parameters: frequency of wing beat
and the delta-shift of wingbeat, which characterizes how much the up-stroke of the wing
beat is advanced / impeded when compared to the down-stroke.
The major challenge to online learning (learning to adapt to wing damage while flying
normal missions) is the complexity of deriving the ”desired force to wing motion parame-
ter” model. There are many kinds of wing damage, all of which would presumably require
a full system identification to be done to ”fix” the force to wing motion models inside the
core controllers. Full system identification is difficult under ideal conditions, much less
than under conditions of limited computational resources on board the vehicle and the need
to not crash the vehicle while learning. Therefore, instead of attacking the full system
identification problem head on, previous work instead focused on using on-line evolution-
ary algorithms to learn wing motion patterns that replaced the core cosine patterns and
had the effect of producing the forces the controllers already expected when using wings
damaged in unexpected ways. Again, the core problem is that the controller on-board the
vehicle determines the values of wing motion parameters using this underlying model, but
when the wings are damaged, the underlying model no longer maps the motion to force re-
lationship accurately. Previous work [18][17][19][6][15] has demonstrated the feasibility
of the idea, if not the best way to instantiate it. Let us now briefly consider, in broad strokes,
what choices were made in previous work and where there might be room to expand our
knowledge beyond basic feasibility.
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1.3 Summary of Previous of In-Situ EA and Search Space
Choices
In all previous work related to this thesis, the core paradigm was:
Maintain a library of pre-defined basis functions from which wing motion functions
(wing gaits) could be assembled. Employ an evolutionary algorithm to search the space
of combinations of basis functions for left and right wing motion functions that when used
instead of simple cosines, restores correct flight behavior. The evolution is conducted on-
line while the vehicle is going about its normal flights with error being computed as the
difference between actual and desired position and / or pose.
Use of this paradigm immediately admits two key questions:
a. Which evolutionary algorithm should be used?
b. What should be in the basis function library and how big should that library be?
Although a detailed discussion of the above issues will be deferred until later in the docu-
ment, let us briefly examine how items (a) and (b) were addressed in the past for the sake
of this conceptual overview of the thesis.
Earlier work on learning focused on variants of the Compact Genetic Algorithm [21]
and the locally to Wright State developed MiniPop [19]. Most learning done so far was with
bit-string based representations, some of them recombination-based hyperplane-samplers
[15], and others mutation-based hill-climbers [17][31]. Compact Genetic Algorithm is a
probabilistic simulation of a simple genetic algorithm with uniform crossover and no muta-
tion. Although the CGA variant used in previous work did have mutation, hyper-mutation,
and other modifications added, CGA itself is still a hyperplane sampler that depends heav-
ily on the assembly and propagation of building a block schema throughout the population.
On the other side of the coin, MiniPop is a stochastic hill climber, but at best, it barely
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fits that definition. It lacks many features already known useful for such EAs (adaptive
search parameters, real value genome encoding, etc.). What both of these algorithms have
in common, though, is that they are very inexpensive to implement in ASIC hardware. For
basic feasibility, exploring the intersection between ease of implementation in a hardware
resource constrained environment and efficacy was an important concern. However, one
can and should be able to loosen hardware constraints as technology improves. This alone
justifies reopening question (a) above.
Nearly all of the earlier work also used a standard library of basis functions that were
also selected based on trying to find a workable intersection between feasibility (size of
the function lookup tables) and efficacy (the EA could assemble workable wing motion
solutions under very many, if not all, wing damage scenarios). Although more detailed
discussion will be deferred to later in the document, already it should be apparent that first
choices are not often best choices. It is fair and appropriate, then, to consider if the basis
function set being used now can be modified or abbreviated. This would have benefits both
in the amount of memory used to store basis functions and in possibly reducing the size of
the search space the EA confronts. In other words, it makes sense to reopen question (b)
above.
1.4 The Choices not Yet Made and Why they Should be
Explored
This thesis will explore some of the ”choices not made” in both question categories (a) and
(b). Specifically, it will focus on real-valued encodings, which have received scant atten-
tion in previous work, along with consideration of a number of EA-like search algorithms
including the mutation-based Evolution Strategy, the Differential Evolution [26], Nelder-
Mead [2] and the Walking Triangle representation [5]. Although a very small amount of
previous work exists on restricting the space of basis functions available to the EA [19],
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this thesis will look at a larger slate of more systematic restrictions and attempt to address
the question of basis function set sufficiency again.
These questions need to be addressed for completely practical reasons. Feasibility, of
course, had to be established, but now that it has been, we need performance. It is likely that
the core paradigm of adapting wing gaits will be used in the context of more complicated
flight control, which is undoubtedly more difficult than the more limited flight contexts
considered in previous work. We likely will need to squeeze every bit of search efficacy
we can out of our EAs for these problems, and it is arguable that the methods chosen
to date do not do that. Further, recent methods in interleaving assembly of wing gaits
and restricted system identification to characterize the wing faults that necessitated the gait
changes require that multiple independent wing gaits that solve the same problem be found.
This means that we’re moving into an area in which we need to solve any particular wing
fault issue not just once, but multiple times in succession so that we can diagnose specific
faults as well as fix them. This increases the pressure to better understand these search
spaces and increase search efficacy.
1.5 Outline of Remaining Thesis Elements and Intended
Deliverables
This introductory chapter is the first of five. Chapter 2 provides the background material
and a brief overview of topics that should clarify terminology used throughout the remain-
der of the thesis. It describes the simulation software and provides a description of the
physical model of the vehicle and its controller. Chapter 3 describes the learning algo-
rithms that have been applied to solve this problem. Results are then presented in Chapter
4 and future work based on this work along with inferences drawn from these algorithms
are discussed in Chapter 5. The main deliverables of this thesis will be observations on the
relative efficacy of different EA approaches and different restrictions of the search space of
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basis functions. These observations will enable some insight into the nature of these search
spaces in general and trigger the development of better search that will be absolutely be
required, moving forward.
7
Background
2.1 The Vehicle
The vehicle model used for this work is based on the Harvard RoboFly [33]. Explanation
of the vehicle kinematics, dynamics and basic control can be found in [7] [25] [9]. Figure
2.1 shows a schematic of the vehicle with the major axes along which motion is defined
marked. Each wing can be independently and actively rotated around its wing root. The
angles which the wing spars make with the vehicle body are φL and φR, as illustrated. The
triangular wing planforms hang down from support arms extending from the wing roots to
which they are passively hinged. As the support arms (spars) rotate through their range of
angular motion around the wing roots, the triangular wing planforms will lift up, rotating
around the support arms. This angle, which the wing planforms make with the wing spars
is marked±α as shown in Figure 2.1. As they rotate around the wing roots, the tilted wings
will produce both lift and drag forces which can be used to propel the vehicle.
2.2 Vehicle Control
Cycle-averaged control methods, which produce one set of wing shape parameters per
wingbeat that govern wing motion over the whole of that wing beat cycle, are used in
this vehicle. There is an outer loop whole-vehicle controller and an inner-loop controller
which controls wing motions [6]. The outer loop controller, based on current demands
8
Figure 2.1: Orthographic View of Insect Scale Flapping Wing Vehicle.
for vehicle motion, determines what cycle-averaged forces, which are defined as the lift
and drag forces produced on average over a whole wing beat, need to be applied to the
whole vehicle. In a general control solution, there may be multiple ways of allocating net
desired forces over multiple effectors and the need for an allocator to decide exactly which
of several partially or fully redundant effectors (in this case, two wings) are fractionally
responsible for providing the desired net force. For this work, we presume a set 50 / 50
allocation, although future work might place wing allocation ratios under active control. In
this context, cycle-averaged forces are the forces required at each wing root, on average,
over the whole next wing beat cycle of the vehicle. An inner-loop controller, local to each
wing would receive those requests in the form of a wing beat frequency and the parameter
for shaping the envelope of wing motion that would be a modulated cosine wing motion
function and be expected to produce the desired single wing forces to actuate the required
wing motions. At the end of a wing beat cycle, the inner-loop controllers would receive
new cycle-averaged motion requests from the outer-loop controller.
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2.2.1 Cycle-averaged Control
Cycle-averaged control [25] is control of the vehicle, based on the average of the torques
and forces acting on the body over the course of an entire wing-beat cycle. Over the course
of a complete wing beat cycle, each wing produces periodic forces and torques at the point
of attachment of the wing to the body and these can be resolved to the forces and torques
that will be applied to the center of the body (a wing-beat cycle comprises the motion of
the wings from the fully forward position to the fully backward position). These forces are
calculated in a time-averaged way across a wingbeat, as the vehicle is constantly in motion
because of the forces produced by wing motion. Vehicle behavior is also considered in
a cycle-averaged fashion - for example, the vehicle is said to hover when it displays a
high frequency, low-amplitude limit cycle about a mean position which would be the target
”x” in body co-ordinates for the constrained 1-DOF (Single Degree of Freedom) model.
High frequency, low amplitude limit cycle means that the vehicle hits the target x position
frequently enough with minimal deviations from it in 1 wing beat cycle, but since the
wings are constantly moving, it is not expected that the vehicle will be absolutely still in
the desired position for the entire duration of a wing beat. Considering the fast flapping
frequency of the wings, vehicle motions between wing flaps are assumed to be slight and it
is therefore considered safe not to model them directly.
2.2.2 Split-cycle Constant Frequency Modulation
Split-cycle Control [25] operates by using different frequencies in the upstroke and down-
stroke of the wingbeat while maintaining the period of the wingbeat that it would have had
if split-cycle had not been imposed. ”Split-cycle” can be described as varying the frequency
of the wing beat across the wing strokes. The upstroke might have its frequency advanced,
in which case, the frequency of the downstroke of the wing beat is impeded in such a way,
that with these modifications, the wing-beat still gets over in the time it would have, if both
the wing strokes had used the same frequency.
10
Figure 2.2: Split-cycle cosine. Reprinted from [18]
The relation between φ and ω is given as:
φ = cos(ωt) (2.1)
With split-cycle control, the relations for the upstroke and downstroke become:
φU(t) = cos[(ω − δ)t), 0 ≤ t < Π
ω − δ (2.2)
φD(t) = cos[(ω + σ)t+ ξ],
Π
(ω − δ) ≤ t <
2Π
ω
(2.3)
Where φ is the angle that the wing spars make with the body during a stroke phase of
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the wing beat and ω is the frequency of the stroke. δ is the amount by which the upstroke
is advanced or impeded. In equation 2.2, the upstroke is impeded, because δ is negative.
Two salient observations can be made. First, in the control hierarchy previously discussed,
the inner-loop controller would receive frequency and shape (delta) parameters and control
the moment to moment angular position of the wing to follow a core cosine of the desired
frequency and delta-shifted as commanded. Second, the original AFRL controllers used
only cosines as the ”base” that was modified by shape parameters. In previous EA work
and in this work, the EA learns the form of other ”base” functions which are periodic, but
not necessarily purely sinusoidal.
2.3 Vehicle Simulations and Controller Details
The simulation software used for machine-learning has been written based on the aero-
dynamic model of the Flapping Wing Micro Air Vehicle presented in [7]. The fidelity of the
simulation has been benchmarked against a simulation written by the Air Force Research
Laboratory. The C version of the simulation was written by Dr. John C. Gallagher at
Wright State University and in order to interface with Java agent tools at a partner research
site, was ported to Java. This simulation software includes the 2-DOF model, though the
learning problem chosen for this work involves control of the vehicle which is constrained
by guide wires and can move only up and down along its own x axis (marked in the figure
2.1).
2.3.1 The Outer-Loop Controller
The typical interaction between the forces in the vehicle and the controller is shown in
Figure 2.3. This controller is a Proportional-Derivative Controller. Wing motion causes an
upward force to be produced, which when divided by the vehicle mass is the acceleration in
the vertical direction. This acceleration is summed up with the acceleration due to gravity to
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yield the net vertical acceleration, which is then integrated twice to get the vehicle position.
Figure 2.3: Altitude Command Tracking Controller. Reprinted from [15]
The green box marked in figure 2.3 describes the outer loop controller, the blue box
describes the vehicle model, and the yellow box marks the inner-loop controller. The Al-
titude Command Tracking Controller uses the current and desired positions of the vehicle
to determine error in position. This error, the velocity of the vehicle, and the weight of the
vehicle are used to calculate the desired force to produce vehicle motion that would mini-
mize altitude error. The force thus calculated, is the cycle-averaged force required over the
whole of the next wing beat cycle and cannot be directly applied. This force is then run
through a vehicle model, which is a set of equations specific to the vehicle that are used to
determine the frequency at which the wings should be moved and the split cycle parameters
needed to produce the desired net force over the next wing beat. [7] and [25] explain how
the model was derived and state that, the lift force generated by a wing is given as:
L =
(ρ× CL(α)× ˙φ(t)
2 × IA)
2
(2.4)
Where ρ is the air density
CL(α) is the coefficient of lift
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IA is the wing moment of inertia
˙φ(t) is the angular velocity
The relationship between the hover frequency and the lift force is given by:
ω0 =
√
2mg
(ρ× CL(α)× IA) (2.5)
In figure 2.3, the vehicle model is the contents of the two boxes leading to the bigger green
box marked ”Cycle ZOH”, when following from right to left. The ZOH component takes
the instantaneous value of the oscillator frequency command signal and holds it steady until
the current wing-beat cycle is over.
2.3.2 The Inner-Loop Controller
The inner loop controller is marked as the oscillator box in figure 2.3. The oscillator applies
the frequency from the ”ZOH” component to a cosine function that creates wing motion,
resulting in the desired net force. The frequency will be updated when both wings return
to the far forward position φ = 1 [9]. ”Split-cycle constant period frequency modulation”
[7] is employed to control the five possible degrees of freedom possible with this vehicle,
though in the model in use, vehicle motion is constrained to one direction, as explained.
The vehicle model proposed by the AFRL, however, allows six degrees of freedom. A
wing-beat has an upstroke −φ to +φ and a downstroke +φ to −φ.
2.3.3 EAH Inner-Loop Controller Adaptation
The need for a learning module in such a vehicle becomes apparent when one considers that
the controller described above would only provide desired flight behavior in undamaged
vehicles with both wings moving the same way. However, damage to the two wings may not
be the same, and the vehicle needs to be able to find independent wing motion parameters
for the two wings that would stabilize its behavior while it is in flight. In keeping with
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Figure 2.4: Oscillator With Learning Module. Reprinted from [28]
principles of the technology of gaps, the augmenting module should both bridge the gaps
between the desired and actual behavior and do so in a way that is minimally resource-
intensive [17].
The cosine oscillator in the description given above is therefore replaced with an adap-
tive equivalent to allow motion control when the vehicle is damaged and there are differ-
ences between the behavior that is observed and desired. It has been demonstrated that
the performance of such a vehicle with a learning module is more capable [17] of dealing
with wing faults. The adaptive oscillator now includes the learning algorithm which finds
the best tabular descriptions of wing gait which would produce the desired cycle-averaged
force to cause desired vehicle motion. The EAH oscillator operates by maintaining a li-
brary of sampled, pre-computed basis functions, from among which a learning algorithm
picks the best function to apply to the wings to minimize altitude error. The look-up table
used is a pre-computed library of wing positions built using 4 core basis functions which
are partitioned into 16 distinct shape families [18][19].
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..
Figure 2.5: 16 Pair-wise combinations of core basis functions. Reprinted from [19]
2.3.4 Basis Functions
The four core basis function from which the look-up table is built are:
A(x) = cos (x) (2.6)
B(x) =
(cos(x) + cos (3x))
2
(2.7)
C(x) =
(2 cos (x) + cos (3x))
3
(2.8)
D(x) =
(4 cos (x) + cos (3x))
5
(2.9)
There are 16 pair-wise combinations of the above four basis functions (AA,AB,AC,AD,BA...),
with the first part of each pair being the upstroke φ and the second being the φ for the down-
stroke of the wing beat. With 256 delta-shifts within the range of -1.5 to 0.38, and each
shift having an increment of 0.00743375 from the previous value, beginning at the base
of the range, the table now has 16 × 256 = 4096 entries. The left and right wings are
driven by different oscillatory signals which are each stored as eight indices into the 1MB
16
(4096×256, where 256 is the number of positions of the wing in 1 wing beat cycle) table of
pre-computed functions. The oscillator, rather than playing a simple cosine, reads multiple
basis function outputs per wing, averages these values, then commands the resulting wing
positions. The evolutionary algorithm evolves the indices for each wing to produce optimal
wing motion needed to maintain vehicle hover.
[19] states that these functions were chosen for the following reasons:
a. They satisfy the condition that the wings will be fully forward (φ(t) = 1.0 rad) at the
beginning and end of each wingbeat.
b. They all represent a mostly normal cosine wingbeat with more or less aggressive
superimposed mini-wing beats.
c. They encapsulate non power-of-two divides and multiplies into pre-computed basis
function tables.
The cosine wingbeat traces a periodic function and performs well in minimizing altitude
error when there is no wing damage.
2.3.5 Simulated Vehicle models
The manual written for the C simulation [14] provides a detailed description of the vehicle
models and the co-ordinate systems used to describe vehicle motion. For users of the
simulation, the salient co-ordinate systems would be the world co-ordinate system and
the body co-ordinate system. Simply put, the world coordinate system helps describe the
world position and pose coordinates of the vehicle at a given time and the body coordinates
help describe vehicle motion with respect to the vehicle’s center of mass. The body x-axis
would correspond to the axis which describes up and down motion, body y-axis would
describe lateral motion along the shoulders of the vehicle, which when upright corresponds
to motion left-to-right or vice-versa, and the body z-axis would describe motion along the
direction orthogonal to x and y, the axis which juts out of the paper when a schematic of the
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vehicle is viewed on a two-dimensional page. Based on the constraints on vehicle motion,
there are two different models, one of which is called the SFLAPPER and the other the
SFLAPPER AT. The control model used on both is ”cycle-averaged” which is defined in
section 2.2.1. The vehicle body’s position and pose are updated only once per wing beat in
simulation, and the controller moves the vehicle in such a way that at the end of the next
wing beat cycle, the vehicle has moved closer to the target. Split-cycle control can also be
exerted on both vehicle models should they be required to effect motion along a desired
axis.
2.3.6 The SFlapper Model
The SFLAPPER model is a variant of the Harvard RoboFly [33] which models the vehicle
when it is constrained to move only along one axis - the body x-axis. The vehicle is
assumed to be constrained by wires that prevent its motion along any of the rotation axes
and along the y and z axes. It is assumed that roll, pitch and yaw are constant and restricted
to a single value by the imaginary guide wires. The SFLAPPER model therefore only
computes forces determining motion along the body x-axis. The wings are modeled as
massless triangular planforms as shown in Figure 2.1. Each triangular wing hangs down
from a horizontal support spar to which it is passively hinged. The angle made by the wing
spars as they stroke forward and backward, is [+φ, -φ] (Figure: 2.1) and they range from +1
radian in the fully forward position to -1 radian in the fully backward position. The stroking
motion of the wings produces the dynamic air pressure that lifts the triangular wings to an
angle α under the plane of the spars (Figure: 2.1). The controller used in the vehicle is
the Altitude Command Tracking Controller (Figure:2.3) that determines the frequency at
which the wings should flap so that the altitude error is minimized. The controller, as we
have seen, works to find forces and position on a cycle-averaged basis.
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2.3.7 The SFlapper AT Model
The SFLAPPER AT model models the vehicle mounted on an air-hockey puck and floating
on an air-hockey table. The lift forces generated by wing motion are assumed to be insuffi-
cient to lift the vehicle off the table. The vehicle is assumed to be capable of free movement
on the air hockey table along the world x and y axes and of rotating about its own body
x-axis. The SFLAPPER AT model therefore computes x, y forces as well as torque along
the body x axis. Yaw and pitch are assumed to be unlikely, given the position of the center
of gravity of the vehicle, though the simulation does calculate the net lateral force over a
wingbeat cycle. The parameter of control in this case is the δ parameter which gives how
much the upstroke should be advanced or impeded to effect motion in a given direction.
The controller includes the Roll Command Tracking Controller as seen in figure 2.6.
If a negative delta-shift value is applied to both the wings, it would mean that the upstroke
was slower than the downstroke, which would mean that the vehicle would produce a force
that would thrust the vehicle forward. When a positive delta value is applied to the right
wing and a negative value to the left wing, the right wing moves faster than the left wing
during the up-stroke causing the vehicle to move in the counter-clockwise direction. When
clock-wise roll is desired, negative delta to the right wing and a positive delta to the left
wing is recommended.
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Figure 2.6: Controller for the SFLAPPER AT model. (John C. Gallagher, personal com-
munication, August 7, 2015)
2.3.8 Organization of the C Library
The figure 2.7 shows how the code in the C simulation Library is organized. The examples
directory contains the code that actually creates instances of the simulated vehicle that learn
wing motion parameters to yield desired behavior. The wing motions are defined by entries
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Figure 2.7: Organization of the C Library.
in a position table which is defined in the pos table directory. Each of the C files listed in
the table 2.1 has its java counterpart in the java simulation. The forces generated as a result
of the wing motion are calculated across an entire wingbeat and not at each discrete unit
of the wingbeat section as explained in section 2.2.1. A wingbeat cycle is divided into 256
discrete units of time intervals, so that each time interval is 1/256th of a wingbeat. The
position table contains 256 entries which define the φ position the wings should be at, at
each of these intervals.
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For the SFLAPPER vehicle, the ACTC controller finds the frequency the vehicle
should be flapping at, to produce enough force that will take the vehicle closer to the
desired altitude. The random number generation functions are defined in the rng folder
and they make provision to generate uniform random and random gaussian error values to
simulate wing damage and to generate random candidates for the learning algorithm. As
mentioned earlier, the look-up table has 16 combinations of the 4 core basis functions in the
upstroke and downstroke and each of them has 256 delta-shifted versions, which makes the
number of indices in the look-up table 4096. The learning algorithm finds the best of these
functions that produces behavior that minimizes position error using the control parameters
determined by the controller.
The 256 positions for a wingbeat whose motion is given by the learning algorithm is
then applied to the vehicle and its cycle-averaged position is used to determine the wing
motion for the next wing flap. The gen3 basis table directory contains the functions that
generate the position table entries based on which of the 4096 basis functions was chosen.
Instances of the vehicle structures defined in the sflapper and sflapper at directories are
created in the learning code and the parameters of the vehicle are set using the associated
functions defined in these directories. The learning algorithm tries to typically evolve a
vector of wing motion functions from the tables defined by the code in the gen3 basis table
directory. The average of this vector evolved is applied to the wings and the error in height
(or the difference between the target and actual altitudes) is calculated. The learning algo-
rithm tries to minimize this error value and stops after either a set number of generations or
an acceptable solution has been evolved.
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Table 2.1: Files in the C library and their uses
Function Description
sflapper.c Has the sflapper struct defined and the implemen-
tation of the internal calculation routines as well as
the functions which allow querying and setting the
sflapper vehicle instance state. The header file con-
tains the declaration of all the publicly accessible
functions and structures associated with this vehicle
model.
sflapper at.c Has the sflapper at struct defined and the implemen-
tation of the internal calculation routines as well as
the functions which allowed querying and setting
the sflapper at vehicle instance state. The header
file contains the declaration of all the publicly acces-
sible functions and structures associated with this
vehicle model.
pos table.c Has the functions that populate a table of 256 entries
corresponding to each of the 256 discrete intervals
each wing flap is divided into. The value at each
interval is generated based on the function that was
chosen by the learning algorithm.
rng.c Has the random number generator functions that
generate random doubles based on seed values
passed in by the user.
geometry 2d.c Has functions to determine distance between targets
and points to be used for finding the error.
gen3 basis table Contains the functions that access the values from
the function table that contains 1048576 entries.
examples The files in this directory are the ones that imple-
ment learning algorithms to improve flight control
on the simulated vehicles. These files contain code
that evolve vectors of function values, the average
of which is tested on the vehicle to evaluate error.
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2.3.9 The Java Simulation.
Like its C counter-part, the interface to the Java simulation of the vehicle models is text-
based. The organization of the directories and files in the Java code base mimic those in
the C library.
Figure 2.8: Organization of the Java Simulation.
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The following schematic gives a snapshot of the classes and their relationships within
the Java simulation:
Figure 2.9: Class Diagram for the Java Simulation.
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The following schematic gives a snapshot of the interaction between the classes within
the Java simulation:
Figure 2.10: Interaction Diagram for the Java Simulation.
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Applying Evolutionary Algorithms to
the FWMAV
3.1 Evolutionary Algorithms
Evolutionary Algorithms are typically population and generation based. They work by
creating a random set of candidate solutions within an environment that has limited re-
sources and choosing the fittest of the candidates to seed the next generation. In the next
generation, the fittest candidate solutions are in turn acted upon by variation operators,
typically recombination and mutation and these children enter the competition. Children
may compete with the parents or among themselves alone. This process is iterated until a
candidate solution with a good enough fitness - a quality function we want maximized is
found. Though commonly used for optimization, for our purposes, it is better viewed as an
adaption process to environmental requirements [11].
An evolutionary algorithm is characterized by the choices made regarding the repre-
sentation, the variation operators and the selection mechanism used. The algorithm’s rep-
resentation is the data structure used to encode a candidate solution. It may be strings of a
finite alphabet as in Genetic Algorithms, finite state machines as in Evolutionary Program-
ming, trees as in Genetic Programming or real-valued vectors as in Evolution Strategies.
Alternately, it could be a probability distribution [21] or a generative representation [4].
Depending on which encoding suits the problem better, the representation is chosen. There
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Algorithm 1: General Evolutionary Algorithm
2 Function EA
4 INITIALIZE(population with random solutions) ;
6 EVALUATE(each candidate) ;
7 while TERMINATION CONDITION not satisfied do
8 SELECT(parents);
9 RECOMBINE(pairs of parents) ;
10 MUTATE(the resulting offspring) ;
11 EVALUATE(new candidates) ;
12 SELECT(individuals for the next generation) ;
14 return;
is a genotypic and phenotypic representation - possible solutions to problems are referred
to as phenotypes, while their encoding within the algorithm is referred to as genotypes. The
evaluation function may be a fitness function or an error function and depending on which
it is, may need to be maximized or minimized. The evaluation function represents the task
to be solved in the evolutionary context [11]. If a candidate has been selected to undergo
variation, then it becomes a parent. The individuals created from parents are the children.
Depending on how many parents are involved in the creation of a single offspring, the vari-
ation operator may be recombination - in which two parents are involved for each child or
mutation - in which the child is the parent with some difference which is, in many case
generated by a random function. The random candidates generated during initialization are
evaluated based on the evaluation function to determine which of them are fit enough to be-
come the parents of the next generation. The variation operators are applied to the selected
parent candidates to yield children. These children are then evaluated and the fittest among
those are selected again - this step is survivor selection. This constitutes one generation of
the evolutionary algorithm.
3.1.1 Hill Climbers and Hyperplane Samplers
Hill climbing and hyperplane sampling are two different heuristics on how a solution space
can be searched for an optimal candidate. The hyperplane sampling approach, which is the
28
approach taken by the Simple Genetic Algorithm [32], views the search space as a hyper-
cube with the vertices representing discrete points in the search space that are potential
candidates. With this approach, the best way to find the optimum in the search space is
to start with a population that has a representation of all the regions of the search space
that contain viable solutions and on maintaining good candidates in the population by us-
ing variation operators that ensure production of novel candidates and selecting the better
candidates for the next generation. Hill climbing however, views the solution space as
continuous and samples different regions of the search space initially by generating can-
didates randomly and then proceeds to generate children that are variations of the parents,
to sample the solution space close to where the parents lie. The best of these solutions are
then selected, and the solutions sampled keep moving to more optimal regions in the search
space over successive generations.
3.2 Evolution Strategies
Evolution Strategies are hill-climbers and are typically used for continuous parameter opti-
mization [11]. One of the core characteristics of the Evolution Strategies is self-adaptation.
This means that along with solutions, the algorithm also aims to evolve the variation pa-
rameters that affect the generation of new solutions during a single execution of the al-
gorithm. The primary variation operator used is the mutation operator which is typically
implemented by adding random gaussian noise to the value being mutated. Representation
of candidates is typically by real-valued vectors. Along with the object variables, strategy
parameters are also included in the representation. Each of the object variables is typically
a floating point value, and the mutation rates of each of these object variables also form
part of the representation - {x1, . . . , xn, σ1, . . . , σnσ , α1, . . . , αnα}. Based on the number of
strategy parameters, the following variations of evolution strategies exist:
a. Uncorrelated mutation with a single step size ( with N objective variables and a single
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sigma. )
b. Uncorrelated mutation with N step sizes ( with N objective variables and N sigmas. )
c. Correlated mutation ( with N sigmas and N × N−1
2
αs. )
3.2.1 Uncorrelated Mutation with single step size
(a) With 2 Dimensions.
Reprinted from [1]
(b) Sample distribution seen
with 2 Dimensional test data.
In the case of uncorrelated mutation with one step size, the same distribution is used
to mutate each xi, therefore we have only one strategy parameter σ in each individual.
This σ is mutated each time step by multiplying it by a term eΓ, with Γ a random vari-
able drawn each time from a normal distribution with mean 0 and standard deviation τ .
The proportionality constant τ is an external parameter set by the user, which is usually
inversely proportional to the square root of the problem size: τ ∝ 1√
n
. Hyper-mutation is
implemented as the probability that member(s) in the candidate population are going to be
randomly generated. This allows novel solutions to be made available to the algorithm, if
the initially generated ones were not yielding an acceptable solution for the problem.
Since N(0, τ) = τ × N(0, 1), the mutation mechanism is specified by the following
formulae:
σ′ = σ × eτ×N(0,1) (3.1)
x′i = xi + σ
′ ×Ni(0, 1) (3.2)
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Algorithm 2: ES SINGLE SIGMA
Input: parent pop size, num variants, genome len,max evals
Output: champion
1 Algorithm ES SINGLE SIGMA
3 for i← 1 to parent pop size do
5 GENERATE RANDOM MEMBER()
7 for i← 1 to parent pop size× num variants do
9 COPY GENOME(parent genome,mutant genome)
10 while eval < max evals and stop flag = 0 do
12 MUTATE(child pop)
14 for i← 1 to 2 do
16 EVALUATE(champion)
18 for i← 1 to parent pop size do
20 EVALUATE(parent member)
22 for i← 1 to parent pop size× num variants do
24 EVALUATE(mutant member)
26 APPLY COMMA SELECTION(mutant population)
28 COPY POPULATION(selected population, parent population)
30 if eval (mod (max evals× hypermutation rate)) = 0 then
32 for i← 1 to parent pop size do
34 GENERATE RANDOM MEMBER()
36 eval← eval + 1
38 return
1 Procedure MUTATE()
3 for i← 1 to parent population size× num variants do
5 member sigma← member sigma× exp τ ×N(0, 1)
7 member x← member x+ (member sigma× normal value)
9 return
3.2.2 Uncorrelated Mutation with N step sizes
The motivation behind using N step sizes is to treat the dimensions differently. For each of
the N different dimensions, there are step sizes associated with each i ∈ 1,....N. The reason
for this is that the fitness landscape can have a different slope in one direction (along axis i)
than in another direction (along axis j). The solution is straightforward: each candidate has
a mutation rate for every objective variable - 〈x1, ...xn, σ1, ...σn〉. The mutation mechanism
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(a) With 2 Dimensions.
Reprinted from [1]
(b) Sample distribution seen
with 2 Dimensional test data.
Figure 3.3: Distribution of data along each axis of the objective function.
is now specified as:
σ′i = σi × eτ
′×N(0,1)+τ×Ni(0,1), τ ′ ∝ 1√
2n
, τ ∝ 1√
2
√
n
(3.3)
x′i = xi + σ
′ ×Ni(0, 1) (3.4)
The present mutation mechanism is based on a finer granularity. Instead of the indi-
vidual level, it works on the co-ordinate level. The update equation for σ is a sum of two
normally distributed variables, which will also be normally distributed, hence the resulting
distribution is still lognormal. The conceptual motivation is that the common base mutation
eτ×Ni(0,1) provides the flexibility to use different mutation strategies in different situations.
The overall algorithm remains the same, except for the way σs are mutated and used
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for the mutation of the x (objective) variables.
Algorithm 3: ES N SIGMAS
Input: parent pop size, num variants, genome len,max evals
Output: champion
1 Algorithm ES N SIGMA
3
...
4 while eval < max evals and stop flag = 0 do
6 MUTATE(child pop)
8
...
10
...
12 return
1 Procedure MUTATE()
3 for i← 1 to parent population size× num variants do
5 member sigma← member sigma× expτ ′×N(0,1)+τ×Ni(0,1)
7 member x← member x+ (member sigma× normal value)
9 return
3.2.3 Correlated mutation
(a) With 2 Dimensions.
Reprinted from [1]
(b) Sample distribution seen
with 2 Dimensional test data.
With uncorrelated mutation, even with N σs, different standard deviations are used
for each axis, but this only allows ellipses orthogonal to the axes. The rationale behind
correlated mutations is to allow the ellipses to have any orientation by rotating them with a
rotation matrix. The probability density function for update of the objective variables now
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becomes:
∆¯x =
e0.5∆¯
T × C−1 × ∆¯x
sqrtdet.C × 2× ΠN (3.5)
Where C is the covariance matrix with entries cii = σ2i and cij = 0, i 6= j, when there is
no correlation, and cij = 0.5× (σ2i − σ2j )× tan 2× αij otherwise. The complete mutation
mechanism is described using the following equations:
σ′i = σi × eτ
′×N(0,1)+τ×Ni(0,1), τ ′ ∝ 1√
2n
, τ ∝ 1√
2
√
n
(3.6)
α′j = αj + β ×Nj(0, 1), β ≈ 5° (3.7)
x¯i
′ = x¯i + N¯(0¯, C ′) (3.8)
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The algorithm for correlated mutation looks as follows:
Algorithm 4: ES CORRELATED
Input: parent pop size, num variants, genome len,max evals
Output: champion
1 ES CORRELATED()
3 for i← 1 to parent pop size do
5 GENERATE RANDOM MEMBER()
7 for i← 1 to parent pop size× num variants do
9 COPY GENOME(parent genome,mutant genome)
10 while eval < max evals and stop flag = 0 do
12 MUTATE(child pop)
14 for i← 1 to 2 do
16 EVALUATE(champion)
18 for i← 1 to parent pop size do
20 EVALUATE(parent member)
22 for i← 1 to parent pop size× num variants do
24 EVALUATE(mutant member)
26 APPLY COMMA SELECTION(mutant population)
28 COPY POPULATION(selected population, parent population)
30 if eval (mod (max evals× hypermutation rate)) = 0 then
32 for i← 1 to parent pop size do
34 GENERATE RANDOM MEMBER()
36 eval← eval + 1
38 return
1 Procedure MUTATE()
3 for i← 1 to parent population size× num variants do
5 member sigma← member sigma× expτ×N(0,1)
7 member x← member x+ (member sigma× normal value)
9 return
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3.3 Differential Evolution
Differential Evolution is an optimization technique that does not require the gradient of
the function for its operation, and is therefore used widely for non-differentiable, real-
valued function optimization. It is neither a hyperplane-sampler, nor a hill-climber. It
uses the generation and population based approach common to evolutionary algorithms.
In broad strokes, it works by initializing a population and then generating a variation of
each candidate in the population by using mutation and crossover operators and replacing
a candidate if the varied version of itself performs better than it does. Thus, in the most
generic version of this algorithm, each candidate ever only competes with a varied version
of itself. The parameters that characterize its operation are:
a. The number of members in the population (Population size - NP).
b. The factor by which the recombined candidate is multiplied (Differential weight - F).
c. The probability for crossover to happen (CR).
The figure below shows the fitness landscape for the Rosenbrock problem:
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Figure 3.5: Fitness landscape of the DE with the Rosenbrock objective function. Reprinted
from [26]
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3.3.1 Pseudocode for Differential Evolution
The pseudocode for the algorithm is listed below.
Algorithm 3.3.1: DIFFERENTIAL EVOLUTION(NP,CR, F )
for i← 1 to population size
do
{
candidate[i]← generate random candidate
while current generation < max generations and best fitness < target
do

for i← 1 to population size
do

x← candidate[i]
a← pick random member other than x from population
b← pick random member other than x, a from population
c← pick random member other than x, a, b from population
Pick R ∈ {1, . . . , problem dimension}
for index← 1 to problem dimension
do

rindex ← pick a uniform random number between 0 and 1
if rindex < crossover probability or index = R{
yindex ← aindex + F × (bindex − cindex)
else
{
yindex ← xindex
if fitness(x) < fitness(y){
candidate[i]← y
best fitness← find best fitness in population
return (best fitness)
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3.4 The Nelder-Mead method
The Nelder-Mead method is a heuristic, non-linear optimization technique used for prob-
lems for which derivatives are not known. A simplex is the convex hull of a special N-
dimensional polytope with N+1 vertices [30]. The Nelder-Mead method uses a simplex of
N dimensions to optimize a function with N variables. These are the co-efficients of
a. reflection (ρ)
b. expansion (χ)
c. contraction(γ)
d. shrinkage(σ)
It starts out with a simplex specified by N+1 vertices with associated fitness values
based on the objective function. The worst vertex is replaced by a new vertex. Thus a
new simplex is formed and the search is continued. A series of simplices are thus gener-
ated by different operations that make the simplex have vertices whose function evaluations
indicate good fitness values. The search continues till a vertex is found which has a min-
imum error value. The basic operations used in the Nelder Mead method correspond to
the co-efficients listed above. When a vertex evaluates to a function value that is poor, it
is replaced by a version of it reflected about the centroid of all the other vertices. If the
reflected point evaluates to a good function value, an expanded vertex along the direction
of the reflected point is calculated, and that vertex is evaluated. If the reflected vertex takes
the simplex away from good points in the space, the worst vertex is instead contracted to-
ward the centroid of the better vertices in search of a better simplex position. It is similar
to a hyper-plane sampler, in that solutions are discrete points in the search space but differs
in that unlike the Simple Genetic Algorithm, there is no room to reason about schema, or
hyperplanes in the solution space. It is similar to an evolution strategy, in that it uses a real-
valued representation of each vertex for candidates, but does not include self-adaptation
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as its feature. The following figure shows graphically, the typical search behavior of the
algorithm:
Figure 3.6: Nelder Mead Convergence to the optimal point. Reprinted from [22]
.
Some of the operations that are executed on the vertices are given by:
xr ← xo + ρ× (xo − xn+1) (3.9)
xe ← xo + γ × (xo − xn+1) (3.10)
xc ← xo + ρ× (xo − xn+1) (3.11)
xs − xn+1 ← (1− q)× (xi − xn+1) (3.12)
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xg − xn+1 ← (1 + q)× (xi − xn+1) (3.13)
3.4.1 Pseudocode for the Nelder-Mead method
Algorithm 3.4.1: NELDER MEAD METHOD(ρ, γ, χ, σ)
best fitness = some arbitrarily large value
while best fitness > target value
do

Order the vertices according to the values at each of them
f(x1) ≤ f(x2) ≤ . . . ≤ f(xn+1)
xo ← Calculate the centroid of all vertices except xn+1
Find reflected point of worst point about centroid
if f(xr) ≤target value
{
best fitness← f(xr)
if f(x1) ≤ f(xr) and f(xr) ≤ f(xn)
{
Replace worst vertex xn+1 by xr
if f(xr) < f(x1)
{
Find expanded point xe along reflected point
if f(xe) ≤ target value
{
best fitness← f(xe)
if f(xe) < f(xr)
{
Replace worst vertex xn+1 by xe
else
{
Replace worst vertex xn+1 by xr
else

Find contracted point xc from the previous worst.
if f(xc) ≤ target value
{
best fitness← f(xc)
if f(xc) < f(xn+1)
{
Replace worst vertex xn+1 by xc
for index← 2 to N + 1
do{
xindex ← x1 + σ × (xi − x1)
return (best fitness)
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3.5 Walking Triangle Representation
[5] presents a generative representation that encodes a series of operations that can be
performed on a simplex in such a way that the co-ordinates of the center of the simplex
represents a solution to the optimization problem. The principle behind a generative rep-
resentation is that the solution to the problem is not directly evolved. Instead, steps in the
generation of a solution are encoded and evolved. [5] proposes a simplex of d dimensions
and (d + 1) vertices and a set of operations that can be performed on such a simplex as
the generative representation that is evolved. The main idea behind the walking triangle
representation is that with a simplex of appropriate dimensions and operations defined on
the simplex, it is possible to reach any point in a d-dimensional search space with a finite
number of moves.
3.5.1 Operation
The algorithm which uses a generative representation that includes operations on a simplex
which it is evolving to reach the optimal point in the search space must include an alphabet
of operations that include all the possible operations on each vertex. If there were n vertices
and m operations that were possible on each of those vertices, then the alphabet size would
be n × m. A simplex of N dimensions would be initialized to start off, with all vertices
consisting of the standard basis vectors. For each member of a population of such simplices,
the operation to be next executed will be picked from the alphabet by a random process.
The number of operations executed on the simplex before each evaluation will depend on
the gene length used in the algorithm. For example, if the gene length is 5, then the simplex
is evaluated after 5 randomly chosen operations from the alphabet set are executed on the
simplex. Some form of selection then has to be introduced by the algorithm to carry over
only the best candidates to the next generation. [5] does not include the simplex as part of
the representation.
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Some suggestions as to improve the quality of the search as given in [5] are to ran-
domize the initial simplices and to re-center after a particularly bad candidate has been
evaluated. Another central idea to the algorithm presented is to use of the centroid instead
of the vertices of each of the candidate simplices. With this representation, the proposed
algorithm is listed below:
Algorithm 5: Walking Triangle Representation
Input: gene length, pop size, num tournaments
Output: best fitness
1 Algorithm WT REPRESENTATION
3
...
4 while best fitness > target do
6 EVALUATE(population)
8 SELECT(population)
10
...
12
...
14 return
1 Procedure EVALUATE()
3 for i← 1 to population size do
5 for num← 1 to gene length do
6 member fitness← error when member is used
8 return
1 Procedure SELECT()
3 for i← 1 to population size do
5 Forj ← 1 to num tournaments
7 member ← winner
9 return
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3.6 Covariance Matrix Adaptation Evolution Strategy
The Covariance Matrix Adaptation ES works by estimating a positive definite covariance
matrix with an iterative procedure. This makes it applicable to non-separable and badly
conditioned problems. [20] also points out that covariance matrix adaptation can achieve
invariance against any linear transformation of the search space much better than CORR-
ES. Practically, having an algorithm behave in a way that is invariant to linear transfor-
mations of the search space is perceived as important, because it helps in predicting the
behavior of an algorithm on yet-to-be evaluated functions [20]. The population size, the
initial standard deviation and the termination criteria are some of the parameters that the
user needs to set to use this algorithm.
Adapting the covariance matrix amounts to learning a second order model of the un-
derlying objective function. Only the ranking between candidate solutions is exploited for
learning and neither derivatives nor function values are required. This algorithm works
by updating the mean of the distribution such that the likelihood of previously successful
candidates is maximized. The covariance matrix is updated such that the likelihood of pre-
viously successful steps is increased. Two paths of the time evolution of the distributed
mean of the strategy are recorded - one path is used for the covariance matrix adaptation
procedure in place of single successful search steps and the other path is used to conduct
and additional step-size control. The step-size control aims to make consecutive move-
ments of the distribution mean orthogonal in expectation.
The covariance matrix adaptation
a. learns all pairwise dependencies between variables - the off-diagonal elements of the
covariance matrix reflect the dependencies.
b. learns a new rotated problem representation according to the principal axes of the
mutation ellipsoid - components are independent only in the new representation.
c. conducts a principal component analysis (PCA) of steps yw, sequentially in time and
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space - eigen vectors of the covariance matrix C are the principal components / the
principal axes of the mutation ellipsoid.
d. approximates the inverse Hessian on quadratic functions.
3.6.1 The Mutation Operator
New search points are sampled from a normal distribution:
xi ≈ m+ σ ×Ni(0, C) i = 1, . . . , λ (3.14)
Where m is the mean vector, σ is the step size and C is the covariance matrix that determines
the shape of the distribution ellipsoid.
The update of mean is as follows :
m = m+ σ ×
µ∑
i=1
wiyi:λ, w1 ≥ . . . wµ > 0,
µ∑
i=1
wi = 1 (3.15)
The best µ points are selected from the new solutions and weighted intermediate re-
combination is applied.
3.6.2 Rank-One Update
Initialize m ∈ Rn, C = I, set σ = 1 and learning rate ccov ≈ 2/n2
xi ≈ m+ σ ×Ni(0, C)i = 1, . . . , λ (3.16)
m = m+ σ ×
µ∑
i=1
wiyi:λ, w1 ≥ . . . wµ > 0,
µ∑
i=1
wi = 1 (3.17)
C = (1− ccov)C + ccovµwywyTw, µw = 1/
µ∑
i=1
w2i ≥ 1 (3.18)
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3.6.3 Evolution Path
Conceptually, the evolution path is the path the strategy takes over a number of generation
steps. It can be expressed as a sum of consecutive steps of the mean m. An exponentially
weighted sum of steps yw is used
pc ≈
g∑
i=0
(1− cc)(g−i)yw (3.19)
The recursive construction of the evolution path :
pc = (1− cc)pc +
√
(1− (1− cc)2)
√
(µw)yw (3.20)
where (1−cc) is the decay factor,
√
(1−(1−cc)2)
√
(µw) is the normalization factor, yw is
the input (m−mold)/σ and µw = 1/
∑
(w2i ), cc  1. History information is accumulated
in the evolution path. Cumulation is a widely used concept called exponential smoothing,
exponential weighting, iterated averaging and momentum.
The update steps for rank-one update with cumulation area s follows: Initialize m
∈ Rn, C = I, set σ = 1 and learning rate ccov ≈ 2/n2 and cc ≈ 4/n
The update equations are :
xi = m+ σyi (3.21)
m = m+ σyw (3.22)
pc = (1− cc)pc +
√
(1− (1− cc)2)
√
(µw)yw (3.23)
C = (1− ccov)C + ccovpcpcT (3.24)
Using an evolution path for the rank one update of the covariance matrix reduces the num-
ber of function evaluations to adapt to a straight ridge from O(n2) to O(n).
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3.6.4 Rank-µ update
Increases the possible learning rate in large populations and can reduce the number of
necessary generations roughly from O(n2) to O(n). The rank µ update is the primary
update mechanism used when the population size is large. Initialize m ∈ Rn,C = I, pc = 0
Set σ = 1, cc ≈ 4/n, c1 ≈ 2/N2, cµ/N2, c1 + cµ ≤ 1
The update equations are given as follows:
C = (1− c1 − cµ)C + c1pcpTc + cµ
µ∑
i=1
wiyi:λy
T
i:λ (3.25)
3.6.5 Step size control
Whenever the evolution path is short, single steps cancel each other out and when the
evolution path is long, the single steps are pointing to similar directions. In the former
case, steps annihilate each other and the step-size should be decreased. In the latter case,
single steps are correlated and the same distance can be covered by fewer but longer steps
in the same direction. Therefore, step-size can be increased.
σ = σ × e(cσ/dσ(((|pσ |)/(E|N (0,I)))−1) (3.26)
3.6.6 Strategy Parameters
λ - number of offspring, population size, new solutions sampled.
µ - number of parent solutions - involved in updates of m, C and σ
wi=1...µ - recombination weights.
ccov - learning rate for C update
cc - learning rate for evolution path
µcov - weight for rank - µ update versus rank-one update
cσ, dσ - learning rate of the evolution path and damping rate for σ change
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Experimental Results
4.1 Evolution Strategy
The algorithm used for this work is a standard evolution strategy [29] with hyper-mutation
and aggressive survivor selection. As with the standard evolution strategy, the represen-
tation consists of two parts: the parameters of the objective function and the strategy pa-
rameters of the Evolution Strategy. The objective parameters here are the 16 indices to the
function table and the strategy parameters evolved in this algorithm consist of the muta-
tion rates and the rotation of the mutation rates of each of the objective parameters. So
each genome could have a maximum size of 16 integers, 16 corresponding floating-point
numbers and 120 rotation parameters.
The genome provides an indirect mapping to the final wing position table passed to
the controller, since the value passed is the average of the values mapped to the 8 indices
evolved for each wing. The 8 indices each for the left and right wings are evolved inde-
pendently. The indices point to wing motions that can be passed to the controllers which
can then perform the force to frequency calculations to regulate vehicle motion. The final
wing motion parameter passed to the controller is the average of the 8 values got from the
function table corresponding to the 8 indices for each wing. Since the problem considered
here is that of maintaining the vehicle at a hover at a specific altitude, the indices evolved
give the wing motion needed to maintain the vehicle at a position in the world z coordinate.
Comma selection was used, where for the new generation, the parents would be the
best of only the mutant population. Hyper-mutation is implemented as an external param-
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eter that the user can set, which is a percentage of the maximum number of generations
after which the algorithm terminates. In this case, after the 200th generation, if a solution
was not found, for the 201st generation the objective variables of the parent population are
randomly initialized, while the strategy parameters are initialized to standard values - 1.0
for σs and 5° for αs. Hyper-mutation allows a sampling of widely different search spaces
and thereby greatly increases the likelihood of finding good solutions. The ε0 value is 1.0,
since the minimum meaningful change to the value of any index is 1.
In this work, we are relaxing previously imposed limitations on floating-point num-
ber manipulation capacity. Thus, manipulation of floating-point strategy parameters and
floating-point pseudo-random numbers is not a concern. Deceptive evaluation - the prob-
lem in which a candidate control solution could perform well, because of the effect of the
previous candidate’s performance is a challenge posed by this problem, since the vehicle
cannot be reset to a known physical condition before each candidate is evaluated. There-
fore, a set of experiments were first run in which before each candidate was evaluated by
giving it control of the vehicle, a known good control solution, known as the ”champion”
was first given control of the vehicle. This champion genome was first initialized to all
16 indices pointing to a pure cosine and all strategy parameters set to default values. The
champion is then replaced by a better performing member of the mutant population. This
update of the champion is performed every generation with the best member of the mutant
population being set to the current champion.
It was observed that when the child population was initialized during experiment runs,
a population which consisted of equal number of children for each parent performed better
than performing selection on a child population which had been initialized such that the
parent from which it was generated was random.
Various combinations of parameter settings were tried. σ0 was always set to 1.0 to
signify a meaningful change in index. The population sizes were experimented with -
initially the parent population size was set to 8, each producing 8 offspring. This was then
49
changed to 4 parents producing 8 offspring each. The population was further reduced to
2 initial parents producing 8 mutants each and 2 members from the combined pool being
selected. This caused the learning times to further improve. However, any further reduction
in the population did not perform well, an initial population size of 1 producing 4, 8, 10
mutants all performed worse than the 2, 8, 2 variation, and therefore that was considered
the optimum population size.
The wing damage scenarios listed below are as follows:
a. Wing damage causing up to 20% reduction in lift on both wings (WD1).
b. Wing damage causing up to 12.5% reduction in lift on both wings (WD2).
c. Wing damage causing up to 25% reduction in lift on one wing (WD3).
d. No wing damage (WD4).
Table 4.1: Comparison of the times (in minutes) with error less than 0.001 m and population
32
Scenario ES 4+32 ES 2+16
WD1 13.222 12.446
WD2 8.779 8.373
WD3 8.754 8.197
WD4 5.504 5.227
Moreover, the 25th percentile, 50th percentile, 75th percentile, minimum and maxi-
mum of the learning times over 500 runs with ES with population sizes 72, 36 and 18 are
tabulated in Tables 4.2, 4.3 and 4.4. Non-parametric Mann-Whitney U tests demonstrate
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Figure 4.1: Sample generation vs score plot for a Evolution Strategy run.
the improvement in learning times using each pairing of ES with 72 and ES with 36 as well
as ES with 36 and ES with 18 is significant to a p-level of 0.01.
4.1.1 Strategy parameters and Search space Reduction
The performance metrics used are: yield ( the percentage of the total number of experiments
run in which a solution was found ) and time to find solution. A search space reduction
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Table 4.2: Statistics calculated on learning times (in minutes) for the ES with Population
size 72 for 500 runs.
25% 50% 75% Min Max
WD1 10.412 14.326 20.661 1.380 88.294
WD2 7.466 10.140 16.035 1.391 96.539
WD3 7.441 9.857 16.012 1.375 175.898
WD4 4.527 6.430 10.399 1.423 20.931
Table 4.3: Statistics calculated on learning times (in minutes) for the ES with Population
size 36 for 500 runs.
25% 50% 75% Min Max
WD1 6.759 9.890 15.483 0.729 97.878
WD2 5.254 6.771 11.118 0.713 42.719
WD3 4.573 6.304 11.252 0.702 98.319
WD4 3.114 4.598 7.539 0.733 17.537
Table 4.4: Statistics calculated on learning times (in minutes) for the ES with Population
size 18 for 500 runs.
25% 50% 75% Min Max
WD1 4.921 8.362 14.552 0.380 100.443
WD2 3.614 5.732 10.547 0.374 48.407
WD3 3.201 5.146 9.737 0.365 61.962
WD4 2.503 4.005 6.795 0.391 57.127
was attempted on the evolution strategy only after the suitability of this algorithm for the
problem, in terms of yield had been studied. Search space reduction is attempted in the
following two main ways:
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a. Finding optimum parent and child population sizes which ensure good yield.
b. Finding optimum genome sizes which ensure good yield.
First, different types of mutations were tried - With N sigmas, with 1 sigma and with
alphas. The best performing variation among these three was then selected - in this case,
it is the uncorrelated mutation with N step sizes that produced the best yield. Note that,
this has an effect on the search space because whether or not we have multiple sigmas and
whether or not alphas are included, affects the size of the genome. Clearly, the smallest
genome in this case would have been the variation with a single sigma in the genome,
but that was found to not produce the best yield and hence the variation with N sigmas is
chosen at the first level.
While performing correlated mutations, in order to ensure that the covariance matri-
ces are positive-definite, the implementation of correlated mutation is based on [20]. The
update of the covariance matrix occurs with a series of rotations. It was shown in [27]
that a covariance matrix generated as a product of rotation matrices will be orthogonal.
By rotating the diagonal matrix containing the σ values in all the two-dimensional sub-
spaces spanned by the N × (N−1)
2
angles, the covariance matrix thus obtained is sure to be
positive-definite [20]. The update equation now becomes :
x(g+1) = x(g) +R(α
(g+1)
1 , . . . , αn (n−1)
2
)

σ1 0 0 0
0 σ2 0 0
...
...
...
...
· · · σN

·N(0, I) (4.1)
The ordering of the subspaces is (1,2),(1,3),. . .,(1,n),(2,3),(2,4),. . .(2,n),. . .,(n-1,n). For
implementation, the initial values chosen for σs was 1.0 and for α was 5° or 0.087 radian.
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Figure 4.2: Sample generation vs score plot for a CORR-ES run.
The third major experimentation was with the genome sizes. It can be surmised that
the genome length can be halved if we were to use the same 8 wing motion functions to
be averaged across both the wings. Moreover, it is also possible to evolve 4 wing motion
function values and then to duplicate them across a span of 8 slots. This can be then further
extended to 2 motion functions being duplicated across an 8 member vector. This, we term
”symmetry”. With symmetry introduced in the genome - 1 Fold symmetry indicating that
the two wings use the same motion indices, 2 Fold symmetry indicating that within each
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Table 4.5: Statistics calculated on learning times (in minutes) for the ES with different
population sizes and different number of indices evolved across 500 runs.
Scenario and Population Size
Objective Parameter list length
N N/2 N/4 N/8
WD1 Pop 2,16 21.93 20.20 16.78 23.42
WD1 Pop 4,32 26.46 26.22 17.96 34.36
WD1 Pop 8,64 29.85 34.14 19.31 45.04
WD2 Pop 2,16 15.04 29.15 10.91 20.84
WD2 Pop 4,32 17.32 14.39 13.85 27.67
WD2 Pop 8,64 19.86 21.15 13.91 36.53
WD3 Pop 2,16 15.19 15.50 12.98 21.34
WD3 Pop 4,32 20.12 15.49 15.78 33.67
WD3 Pop 8,64 24.81 21.18 15.51 42.93
WD4 Pop 2,16 11.20 10.34 9.25 8.33
WD4 Pop 4,32 11.64 11.11 9.81 26.59
WD4 Pop 8,64 14.65 13.98 13.09 40.76
wing’s wing motion table, half of the indices get repeated, and 4 fold symmetry indicat-
ing that within each wing’s wing motion table, the indices get repeated twice the genome
length gets reduced, because now only the non-repeating section of the genome is actually
evolved.
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Table 4.6: Statistics calculated on learning times (in minutes) for the ES with different
population sizes and parameters for 500 runs.
Scenario and Population Size
Strategy Parameter list length
1 N N(N-1)/2
WD1 Pop 2,16 17.30 21.93 64.04
WD1 Pop 4,32 22.91 26.46 35.77
WD1 Pop 8,64 30.11 29.85 37.23
WD2 Pop 2,16 12.45 15.04 34.18
WD2 Pop 4,32 15.17 17.32 22.02
WD2 Pop 8,64 19.86 19.86 21.75
WD3 Pop 2,16 14.50 15.19 43.72
WD3 Pop 4,32 15.21 20.12 23.60
WD3 Pop 8,64 21.50 24.81 23.98
WD4 Pop 2,16 7.56 11.20 20.40
WD4 Pop 4,32 10.29 11.64 14.06
WD4 Pop 8,64 14.53 14.65 15.47
4.2 Differential Evolution
4.2.1 Parameter Settings
Rules of thumb for DE parameter setting have been proposed in [12]. It was observed that,
when Differential Evolution was used on the Flapping Wing Micro Air Vehicle for learning,
the times taken to find a solution were much higher than the times taken by the Evolution
Strategy. Apart from the population size, crossover probability and differential weight, the
other parameters that needed to be tweaked for the DE included the gene length and the
maximum number of generations. From the results obtained from testing symmetry on the
Flapping wing micro air vehicle with Evolution Strategies, a gene length of 8 was decided
on. For crossover probability, a fixed value of 0.9 was used. Using a high probability
value ensures that varied versions of the population members are produced more often than
not. This seemed to yield times as good as a setting which varied across generations. A
fixed value of 1.0 was used for differential weight. This is exactly in the middle of the
allowed range of [0. . . 2]. Using a large population size increases the probability of initially
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starting off with a better candidate in the population, but helps little toward improving the
candidates. However, with a lower population size, it is seen that the algorithm manages to
find a solution if sufficient number of generations are allowed. Therefore, the population
size was set to 30 and the maximum allowed termination was set to 1000.
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Figure 4.3: Sample generation vs score plot for a Differential Evolution run.
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Table 4.7: Statistics calculated on learning times (in minutes) for the DE with Population
size 30 for 100 runs.
Yield%
Average
Time
Max Min
WD1 97.05 109.927 566.88 1.169
WD2 100 48.155 240.857 1.179
WD3 100 58.223 353.250 1.184
WD4 100 25.507 112.84 1.206
4.3 Nelder Mead
As listed in section 3.4, the expansion co-efficient is set to 2.0, the contraction to -0.5, the
reflection co-efficient is set to 1.0. The original simplex has vertices whose co-ordinates
are all randomly generated. The maximum allowed iterations was set to 80000. An 8-
dimensional simplex was used, which had 9 vertices. The average of the wing positions
pointed to by four of those indices were allowed to control the motion of each wing. This
method performed relatively well on the problem of maintaining error less than 0.001, but
did not perform well for the target of 0.0001. The results while evolving for error ≤ 0.001
are tabulated in table 4.8
Table 4.8: Statistics calculated on learning times (in minutes) for the Nelder Mead with a
single simplex for 500 runs and target 0.001m.
Yield%
Average
Time
Min Max
WD1 100 148.164 0.171 2850.540
WD2 100 56.452 0.179 431.346
WD3 100 68.810 0.174 549.050
WD4 100 26.375 0.176 267.506
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Figure 4.4: Sample generation vs score plot for a Nelder-Mead run.
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4.4 Walking Triangle
The approach of using a generative representation and the operations suggested in [5] were
tried. But the algorithm suggested in [5] did not have aggressive selection and did not
target fast times to solution which is an important part of any algorithm to be applied to
the FWMAV. Apart from the operations suggested in [4], a number of different variations
on the algorithm were tried. Since the gene length has an important role to play in this
particular algorithm, as every evaluation occurs after the gene length number of operations
have been performed on the candidate, two different gene lengths were tried. Also, since
the gene length is a constraint on this algorithm, to skip having to perform an operation
sometimes, a ”null” move was introduced into the alphabet. If this move got randomly
chosen then no operation was executed on the candidate. We believe that this is a good
way to offset the fact that with the generative approach we use, the gene length which is a
parameter set at the beginning of the experiment continues to decide how many operations
would be executed on the simplex before the simplex is evaluated. The dimension of the
simplex was chosen to be 8 with 9 vertices. These 8 co-ordinates of the winning vertex
were indices into the look-up table of function values.
Hyper mutation was also introduced. In this case, it was introduced as generating
1 random child candidate for every parent in addition to the other children with small
variations from their parents. This way, the random component gets carried over to every
generation. An original population of simplices with random co-ordinates for vertices and
random genome indices into the N ×M alphabet would be generated. A mutant population
which had 10 children for each parent would also be generated. The simplex was part of
each candidate’s genome. The mutant population had moves which were all closer to each
other in the alphabet. These moves would be executed on the simplex for each candidate
and the co-ordinates of the centroid of the resulting simplex would be used to evaluate
the candidate. The best members of the mutant population become parents of the next
generation. Re-centering was also performed, since the simplex that had a good score was
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copied into the candidate after evaluation. The initial population size was set to 100 and
the maximum number of generations was set to 50.
A scaling operator was also tried which grew or shrunk the simplex by re-positioning
a vertex in the direction of the best-performing vertex of the current simplex. Suppose the
index of the best vertex was k, then for each vertex v other than k its new co-ordinate for
dimension d will be given by solving for growing :
vdnew − kd = (1 + q)× (vdold − kd) (4.2)
and for shrinking :
vdnew − kd = (1− q)× (vdold − kd) (4.3)
Where, vdnew is the new co-ordinate for dimension d for the vertex v
kd is the co-ordinate for dimension d for vertex k which will remain unchanged.
vdold is the old co-ordinate for dimension d for the vertex v
q is the scaling factor.
Figure 4.5: The Scaling Operator used in WT.
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Figure 4.6: Sample generation vs score plot for a Walking Triangle run.
The results while evolving for error ≤ 0.001 are as follows:
Some of the different variations using the walking triangle that were tried are:
a. Co-Evolving two distinct set of populations for the left and right wing.
b. Randomizing the initial simplex vs starting with the basis vectors of the D dimen-
sional hyper-plane.
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Table 4.9: Statistics calculated on learning times (in minutes) for 500 runs and target
0.001m.
Yield%
Average
Time
Min Max
WD1 100 63.95 2.087 354.261
WD2 100 61.341 2.206 297.458
WD3 100 62.44 2.22 346.377
WD4 100 90.47 2.29 329.805
c. Introducing the NULL move.
d. Introducing the scale move.
e. Introducing the re-centering move where if the parent performs worse than its child
it is re-centered to a random vector.
f. Introducing hyper-mutation.
For some of these variants which have a higher average learning time, the yield was
not always 100% as shown in figure 4.7.
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Figure 4.7: Average Learning Times of different WT Variants.
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4.5 CMA-ES
The number of indices evolved was 16 and the initial standard deviation was set to 1025
- 1/4th of the range of allowed values for each index variable. The maximum number of
iterations allowed was set to 1000. All the x values were initially set to 1. Unlike for other
algorithms, for the CMA-ES, a standard implementation maintained by Nikolas Hansen
was used to test the algorithm on the FWMAV problem. The results for target 0.0001 are
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Figure 4.8: Sample generation vs score plot for a CMA ES run.
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given in table 4.10
Table 4.10: Statistics calculated on learning times (in minutes) for the CMA-ES with λ =
100.
Yield%
Average
Time
Min Max
WD1 100 249.941 58.181 2692.778
WD2 100 339.003 49.337 30.29.783
WD3 100 373.433 39.880 2032.798
WD4 100 623.358 13.672 2899.938
The results for target 0.001 are given in table 4.11. As can be seen, the yields were
good for both targets, but the learning times are much improved with the easier target of
0.001m of altitude error set. The baseline target used to compare the algorithms tried in
this work is 0.001. It is interesting to note that the CMA-ES, in spite of its additional
complexity does not fare as well as the standard evolution strategy for this problem.
Table 4.11: Statistics calculated on learning times (in minutes) for the CMA-ES with λ =
100 and target ≤ 0.001.
Yield%
Average
Time
Min Max
WD1 100 49.493 4.387 269.931
WD2 100 41.817 1.837 160.697
WD3 100 43.080 2.322 178.141
WD4 100 27.673 0.230 146.735
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Discussion and Future Work
The results presented in this work were all gathered while trying to address questions on
what makes a particular evolutionary algorithm suitable for this problem and if there was
any possibility of making the problem simpler, to improve the performance of any search
algorithm applied to it. Table 5.1 lists the Evolution Strategy as the clear winner in terms
of minimal learn times with a 100% yield. This chapter will attempt to look at salient
features of the different algorithms tried and how they influenced the performance of these
algorithms. This chapter also lists results that demonstrate that the search problem can be
made more tractable by reducing the size of the search space by restricting search to known
good regions.
5.1 Representation
The representation of potential solutions to the problem defines the search space and also
how the search space is sampled by dictating the kind of variation operators that can be
applied to each candidate. It would therefore appear that representation is a key contributor
to the performance of an algorithm. Table 5.1 lists all the representations that have been
tried on this problem so far. These representations are also listed here below as:
a. Probability vector (Compact Genetic Algorithm)
b. Bit-String (MiniPop)
c. Real-valued vector of object variables only (Differential Evolution)
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d. Simplex (Nelder Mead)
e. Real-valued vector with strategy parameters (Evolution Strategy)
f. Generative Representation (Walking Triangle)
Each of these choices directly addresses some aspects of this problem in an effective way.
For example, the CGA offers the benefit of having to store just a probability vector from
which candidates can be generated, which reduces the memory overhead greatly. Consider-
ing the size of the platform being considered for learning, addressing this constraint makes
this choice of representation very appealing. Using a bit-string for a primarily mutation
based hill-climber such as the MiniPop [17] allows to again satisfy hardware constraints
while maintaining a resource-light implementation of learning on-board the vehicle. Some
of the other choices for representation tried out as part of this thesis are listed in (c), (d),
(e) and (f) above. Let us consider how each of them fare.
The real-valued vector of only object variables used in Differential Evolution fares
well considering that the algorithm does not include aggressive selection, but replaces one
candidate at a time from the population. One way of explaining this might be to consider
that the distance between the phenotypic space and the genotypic space is minimized when
a real-valued vector is used to represent real values in the look-up table. It would appear
that this would allow a candidate to naturally evolve to better regions in the search space
because it is already expressed in a manner that is more similar to its expression after
evaluation. For example, with a bit-string representation in which mutation works by a bit
getting toggled to its alternate possible value, depending on a probability percentage for
mutation occurring, the effect of a bit’s mutation will depend on its position within the bit
string. A bit mutation near the higher end of the bit-string will cause a major change in the
real value the bit-string evaluates to. This seems to bring up the fact that how a single index
in the vector gets mutated would not depend on whether similar mutations took the index
to better regions in the search space, but rather on a randomized process.
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What allows even better performance, from table 5.1 is a real-valued vector with strat-
egy parameters encoded as part of a solution [28]. An exception, from the results reported
might be the CMA-ES, but the poor performance of this algorithm could also be attributed
to multiple other factors: much experimentation was not done on tuning the parameters -
instead recommended standard values were used. Also, the CMA-ES may be better suited
for more complex problems - while it tries to find the underlying second order model of
the search space, the search space for this problem may not be complex enough for it. In
the ES, especially with N sigmas, where each index within each candidate solution could
be varied differently based on what kinds of mutations took each index to better regions in
the search space, mutation seems much more powerfully used.
The other kind of representation used in some of these algorithms is the simplex rep-
resentation. A simplex is defined as a k-dimensional polytope which is the convex hull of
its k+1 vertices. An 8-simplex which we have used for our problem looks like figure 5.1.
Figure 5.1: An 8 Simplex.
While this allows one to take bigger steps in sampling the search space, a potential
disadvantage to this representation is that each candidate (depending on whether it is a
vertex or a centroid) is constrained to have a geometric relationship with the other vertices
of the simplex. A triangle must remain a triangle after one of its vertices has undergone
variation. This reduces the kind of variation operations that a candidate can be subjected
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to, and also how the search space is sampled. An additional constraint imposed is that
only one of the vertices can be operated on at a time, in order to ensure that the geometric
properties of the simplex remain intact. This causes interesting behavior. For example,
one might simply not evaluate a good solution enclosed within a candidate simplex, while
instead taking multiple steps to reach a point which an earlier simplex had enclosed.
With the Walking Triangle, a generative representation was tried on the problem. This
allowed operations to be encoded as solutions and to be randomly chosen and applied on
the centroid of a simplex that was constructed from the basis vectors of a d-dimensional
search space. From among a set of pre-defined operations on the simplex, as the algo-
rithm progresses, different choices are made, all the while maintaining the integrity of the
simplex structure and therefore this approach suffers from the disadvantages of having geo-
metric constraints imposed on each solution. While the idea of a generative representation
has been tried on a simplex, it is conceivable that this approach can be applied on less-
constrained solutions - for example, on a vector of real values with arithmetic operators
being listed as the alphabet.
Therefore, one likely explanation for the significantly good performance of the ES
could be that its representation, which includes strategy parameters that evolve with the
object variables themselves, is best suited for this problem, since mutation allows changes
to object variables in ways that are directly related to its previous values and these mutation
parameters themselves are allowed to independently evolve for each object variable in a
relatively constraint-free manner.
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Table 5.1: Summary of algorithm features and learning times. The ones in italic are those
tried as part of this thesis.
Algorithm
Encoding
Average
Learning
Time
Population
Size
Variation
Strategy
Genome
Length
Selection
Mechanism
ES
Real-
Valued
Vector
8.560 18 Mutation 32 µ, λ
MiniPop Bit String 69 4
Mutation,
Hyper-
Mutation
1088
Tournament
CGA
Probability
Vector
44.24 4
Recombination
2688
Tournament
CMA-ES
Real-
Valued
Vector
40.515 100 Mutation 16 µ, λ
DE
Real-
Valued
Vector
60.453 30
Mutation,
Cross-over
8
Tournament
NM
Real-
Valued
Vector
74.950 9
Reflection,
Expansion,
Contraction,
Reduction
8
Tournament
WT
Integer
Vector
69.55 100 Mutation 8 µ + λ
ICGA Bit String 269.3 65536 Crossover 192
Tournament
5.2 The parameters
5.2.1 Population size
Having a larger population size to begin with, while allowing greater variation in the gene
pool also requires the algorithm to perform more function evaluations each generation. The
Nelder Mead method has only 9 candidates in each generation and yet does not fare much
worse than the other algorithms. What contributes more to the success of the algorithm
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seems to rely more on how effectively the algorithm proceeds to sample the search space,
rather than how many search points it started off with.
Attempts at evolving separate parallel populations for the left and right wings have
not fared well so far. Apart from the ICGA [15], a similar attempt was made with the
Walking Triangle representation to evolve separate populations which did not perform as
well as some other variations as shown in figure 4.7. Even if we start with a smaller
pool of candidates, if each of them were to generate offspring with enough variation then
the overall population can then be improved by selection. The parent-child population
proportion therefore directly relates to the aggressiveness of the selection being performed
by the algorithm. Of the algorithms tried, except for the ES, all of the other algorithms
used steady-state populations with each generation having the same population size, with
individuals being replaced within the sample pool by better candidates. Perhaps aggressive
selection is another reason the ES performs much better than the other algorithms on this
problem.
5.2.2 Generation Count
The generation count is part of the termination criteria which determines when the algo-
rithm gives up finding a solution, in other words, it is part of the criteria which determine if
a search failed. For the algorithms presented in this work, the maximum generation count
was set to the values in table 5.2.
It would appear that population size and the maximum number of generations that is
part of the termination criteria are related. The more parts of the search space are repre-
sented in the initial population, the fewer the iterations of the algorithm to reach that part of
the search space. In accordance with this, the Nelder Mead was allowed 80000 iterations,
since it moved in specific ways with only 9 candidates in each generation. The average
learning time for this algorithm though, is not much higher, probably because each gen-
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Table 5.2: Maximum Generation count for the algorithms
Algorithm
Maximum Generation
Count
ES 1000
DE 1000
NM 80000
WT 200
CMAES 1000
eration does not take too long to execute with fewer members to be evaluated. It might
appear prudent though, to allow more variation in the population, rather than working the
algorithm to reach most sections of the search space, especially if time to find a solution is
important as is the case in the FWMAV.
5.2.3 Genome Length
Initially, based on earlier work that had shown that 16 indices were sufficient to solve the
problem, for the ES the genome length was set to 16. Genome length directly reflects
on the dimensionality of the search space - the search space grows exponentially with
increasing genome length. Therefore, a shorter genome length is preferred. Table 4.6 and
table 4.5 show how experimenting with genome length improved the performance of the
ES. Therefore, as a lesson learned from the ES, it was decided to go with a shorter genome
for Differential Evolution, Nelder Mead and Walking Triangle, which might have had an
impact on their observed reasonably good performances.
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5.2.4 Selection Mechanism
After experimenting with comma and plus selection, comma selection was chosen as the
better performing selection mechanism and used in the ES. This might be because the mu-
tant population had evolved to totally different sections of the search space than the parents
and though individual candidates might have not performed as well as the parents, the
space being sampled by the mutants was much better. With the ES, a simple reason for in-
cluding the parent population in selection not contributing toward finding a solution could
be that the strategy parameters of the mutants were better than the parent generations’.
Tournament selection is the only way to replace a single member of the population and is
adopted in the Differential Evolution and Nelder Mead methods. Because only one candi-
date changes every generation, the progress made toward a solution could be significantly
slowed down by such a selection mechanism.
5.2.5 Variation Operator
The predominantly used variation operator in all these algorithms is the mutation operator
which can be directly tied to the choice of real-valued vector representation of the problem.
We know that the mutation operator greatly aids the ES. The DE uses cross-over and mu-
tation to generate a challenger candidate for each randomly chosen candidate which might
get selected out of the population. Cross-over for this algorithm helps - because a higher
probability of a candidate undergoing cross-over signals a higher probability of novelty
being introduced into the population. For the Nelder Mead, there are an enumerated set
of ways in which a candidate could be modified to improve which is tied to the way each
candidate is represented. The variation operators allow the candidates to evolve without
breaking the geometric constraints they are expected to follow.
One seeming similarity between the ES and the walking triangle representation is that
both evolve strategy parameters that operate on the objective variables, instead of evolving
the objective variables directly. However, with the generative representation, the strategy
74
parameters do not strictly evolve. The parameters remain the same, which of them are
chosen is what evolves through the execution of the algorithm.
5.3 The Problem
The dimensionality of the search space is what would seemingly make this problem dif-
ficult. If one decides that the look-up table which contains the indices to function values
dictating wing motion itself does not have solutions to all wing damage scenarios, given
that the look-up table contains all solutions, one will have to concede that the problem re-
quires a combination of indices from the table for each of the wings. This causes the size
of the search space to increase exponentially to num indices raised to num choices for
each index. In order to first test whether a combination of indices is indeed needed, a set of
experiments was first run to see if a single value taken from the table could be used directly
to maintain acceptable altitude error. The wing damage scenarios that were used to test this
were the same as the ones the evolutionary algorithms helped solve.
Firstly, it was determined that with fixed maximum wing damage scenarios of 40%
cumulative damage, 25% cumulative damage spread across two wings or a single wing, a
single function value in the look-up table was able to dictate wing motions that resulted in
acceptable altitude error. Then, a series of experiments was run with randomly generated
wing damage, for each of the wing damage scenarios and the observations are tabulated
below:
These results seem to point to two interesting facts. One of them is that the look-up
table being used is rich enough, that for a 1-DOF simulation, maintaining altitude with most
wing damage can be done by simply sweeping the table and trying all the entries in the table
on the problem. It is also interesting to note that the look-up table seems designed to better
address damaged vehicle flight rather than undamaged vehicle flight. This is established
from the observation that a table sweep does not help maintain acceptable altitude when
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Table 5.3: Single index results for the 500 runs with randomly generated damage for the
chosen standard wing damage scenarios.
Scenario
Percentage
Yield
WD1 97.2
WD2 93.8
WD3 82.2
WD4 0
undamaged vehicle flight is simulated. This is done by setting both the left and right wing
multipliers to 1.0. Though the results presented in table 5.3 seem to point to a possible path
of simplifying the problem, to ensure a 100% yield, using a single index would require
tweaking of the look-up table itself, so that it is populated with more viable solutions that
can be used directly.
On the other hand, from the fact that a single index did not always suffice to maintain
acceptable altitude error, if one accepted that one always needed a combination of indices
and that a single index is not sufficient, then one is left with the task of evolving a combi-
nation of indices in the table such that when the average of the function values is sent to the
wings, the vehicle moves in a way that maintains acceptable altitude error. This requires
that one then look through 4096×4096 entries when trying to evolve independent wing mo-
tion tables (256 wing positions for each wing beat) for the left and right wings. Searching
through all the possible combinations in a random or sequential way while the vehicle is
flying and the forces that need to be generated are varying because of the vehicle’s varying
state will not yield solutions that are usable in the given timeframe. Hence the need for an
evolutionary algorithm. The objective function f(x) for the evolutionary algorithm is thus
formulated as actual position− target position. This actual position of the vehicle is not
taken over a single wing beat, but rather, over a number of wing beats. For all the results
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reported, the error scores were taken as the average error over 150 wing beats.
One might also note that a solution for this problem is not necessarily a globally op-
timal solution - any combination of functions in the table that causes altitude error to drop
below an acceptable threshold, is good enough. Such solutions have multiple representa-
tions in the table. For example, {1, 5, 6, 7} is considered distinct from {7, 1, 6, 5} but they
both yield the same average.
5.4 The Search Space
In order to better understand the search space for the problem, with the single index ap-
proach, scores were plotted against the indices in the table to yield a plot similar to the one
below for all the 3 damaged wing scenarios:
Figure 5.2: Plot of scores vs index into function table where the same single index is used
on both the left and right wings.
This plot seems to indicate, again two interesting things - one that there are certain
entries in the look-up table that are potentially better than others - which is a feature that
could possibly be exploited in designing solutions to the problem, and two - that these
interesting regions are present multiple times in the table. The second observation leads
one to try and optimize the function table next - can we do away with certain entries in the
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table? Can we reduce the size of the look-up table itself and still get good solutions? To
answer these questions, another set of 500 experiments were run, with a single index being
chosen for both left and right wings - but this time the choice of the index was restricted to
between 0 and 999. For the different wing damage scenarios, error was randomized.
Table 5.4: Single index results for the 500 runs with randomized damage for wing damage
scenarios and index values restricted to less than 1000
Scenario
Percentage
Yield
WD1 97.7
WD2 94.2
WD3 82.2
WD4 0
The results with using one fourth of the look-up table appear comparable to table 5.3
which lists results for a single index picked from the whole of the table solving the problem.
This seems to encourage the theory that, indeed, the function table has redundancies that
could be either exploited by a randomized algorithm, or removed for a directed search
algorithm to get better performance. Earlier work [18] explored how restricting search to
specific basis functions in the look-up table could lead to better search performance. Table
5.4 would seem to indicate that indeed, all the entries in the look-up table are not needed
to efficiently solve the search problem of finding optimal indices to basis functions that
reduce altitude error in a damaged 1-DOF vehicle.
5.5 Restricting the Search Space
From Table 5.1, it is seen that the ES performs the best for this problem. Based on this
observation and on the observation that there are regions in the table that contain better
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indices, a set of 2000 experiments were run with the ES configured with 2 parents, 16
children and genome length 4. Two indices were evolved for each wing. Four σ values
were evolved and were part of the genome. The four x values were initialized each to
random values between : 0 and 250, 500 and 600, 2000 and 2250 and 2800 and 3050
respectively. The average run times for the different scenarios are as follows:
Table 5.5: ES Learn Times with restricted search space
Scenario Average Max Min
WD1 7.88 39.13 0.399
WD2 6.72 91.19 0.394
WD3 7.34 51.57 0.398
WD4 7.18 46.58 0.404
These new results also point to lower computation needed because of shorter genomes,
fewer members in the population, and less than 1/4th of the look-up table being used.
That this is an improvement in performance is seen in this Generation vs Score plot after
restricting the search space.
5.6 Discussion
This work presents the best results obtained so far in terms of yield and times to find
solutions by applying an evolutionary algorithm to augment control in a simulated flapping
wing micro air vehicle. From the work presented here, it is seen that the dimensionality of
the problem (the number of indices that need to be evolved for each wing) is not as high
as was earlier believed. The volume of the search space for each dimension, is also not
as high as was earlier perceived. In fact, one fourth of the table for each index has been
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Figure 5.3: ES results with restricted search space.
demonstrated to be sufficient to yield solutions within very reasonable learning times. A
survey of different algorithms that all use real-valued vectors as candidates is presented and
an analysis of the parameters and attributes of the different algorithms that lend to better
results is done. A new generative representation is tried on the problem and the results are
presented. A Java simulation of the vehicle library was developed as part of this work to
aid in the pursuit of research on this problem.
5.7 Future Work
The observation that the function table might have redundancies to exploit might be worth
looking into to further optimize learning on this problem. This, along with the fact that a
single index can perform reasonably well can allow better tuning of learning algorithms.
Work is already under way [16] to use solutions evolved to learn the underlying error model
of the vehicle. Improving learning can help make this process faster and more feasible with
additional constraints. The vehicle model under consideration for this work is assumed to
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be constrained to be capable of movement only along one direction. There is work under
way to extend the physics of this simulation to other models that have more degrees of
freedom of motion. It would be interesting to see if the lessons on learning that these
experiments on 1-DOF offered hold good for the more advanced models as well. It would
also be interesting to see whether the reduced look-up table is sufficient to learn acceptable
solutions in acceptable times on the physical vehicles that are being used in parallel in this
project. The algorithm used with the walking triangle representation has not been finely
tuned to yield optimal performance. The idea of using a generative representation can be
further explored to maybe even better the results presented in this work.
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