We present a set of 144 galactic chemical evolution models applied to a Milky Way analogue, computed using four sets of low+intermediate star nucleosynthetic yields, six massive star yield compilations, and six functional forms for the initial mass function. The integrated or true yields for each combination are derived. A comparison is made between a grid of multiphase chemical evolution models computed with these yield combinations and empirical data drawn from the Milky Way's disc, including the solar neighbourhood. By means of a χ 2 methodology, applied to the results of these multiphase models, the best combination of stellar yields and initial mass function capable of reproducing these observations is identified.
INTRODUCTION
Chemical evolution models (CEM) were developed initially to understand observations such as the local metallicity distribution of G/K-dwarfs and the radial gradient of abundances through the disc of late-type spirals, including the Milky Way Galaxy (MWG). The basic framework for a CEM involves a volume of a galaxy within which gas is assumed to flow, both inwards via infall and radial flows, as well as outflows; an adopted star formation prescription, coupled with an initial mass function (IMF), then allows the calculation of the production rate of stars of a given mass, supernovae, and the ejection rate of nucleosynthetic products back to the interstellar medium (ISM). The latter is often characterised via the use of stellar yields and the integrated or true yields, concepts first introduced by Tinsley (1980) . While the infall and star formation rates (SFR) are essential to create and maintain a certain radial abundance gradient, the IMF and the stellar yields define the absolute level observed in a region. It is therefore critical to understand the origin of the elements and, in particular, the specific stars from which individual chemical elements originate, the quantity returned by each said star, and the timescale for their ejection back into the ISM.
Since the seminal work of Burbidge et al. (1957) much has been done to improve our understanding of stellar nucleosynthesis. Early work focused on stars with metallicities similar to that of the Sun, with contemporary work now concerned with spanning the ⋆ E-mail:mercedes.molla@ciemat.es full range of metallicities encountered in nature. However, codeto-code differences still result in substantive differences in the predicted stellar yields across these mass ranges (e.g. . Due to the quite different end-lives of massive stars, as opposed to low + intermediate-mass stars, stellar evolution codes have typically separated their applicability to either those which end their lives as Type II supernovae (SN-II) or those which end their lives as white dwarfs.
For massive stars, the total yields of elements are usually provided for those originating from the supernova explosions or those originating from pre-explosion stellar winds; only rarely are both provided, self-consistently. The most frequently used set of massive stellar yields (hereinafter mas) has been that of Woosley & Weaver (1995, hereafter WOW) ; to the elements produced in SN-II (for metallicities spanning Z = 0 to Z ⊙ ), WOW added the pre-supernova yields of Woosley & Weaver (1986) , but did not include the contribution from pre-SN-II stellar winds. Later, Portinari, Chiosi, & Bressan (1998, hereafter PCB) provided massive star yields for a range of metallicities, but now taking into account both the pre-and post-explosion elemental return rates, including the stellar winds and the subsequent effect of this mass loss on the evolution of the star and on the ejection of the supernova explosion. More recently, Limongi & Chieffi (2003) and Chieffi & Limongi (2004, hereafter with an IMF resembling the standard one. Andrews et al. (2013) ; Peacock et al. (2014) also support an invariant IMF for all types of systems. Regardless of these issues of invariance, the classical functional forms for the IMF employed in the literature, including those of Salpeter (1955) ; Miller & Scalo (1979) ; Ferrini et al. (1990) ; Kroupa (2002) ; Chabrier (2003) and Maschberger (2013, hereinafter SAL, MIL, FER, KRO, CHA, and MAS, respectively) , whilst broadly similar, are quantitatively different from each other. In this work we will use these six forms, under the assumption that they are invariant with time.
There are numerous CEMs in the literature, with important differences in their results, even for the case of the MWG for which the observational data sets are numerous. In these works, the selection of the best model, and the corresponding free parameters, such as the star formation rate efficiency and/or infall rate, is performed, for any galaxy, comparing their observational data with a CEM built using a set of stellar yields with a given IMF (Gibson, 1997; Gavilán, Buell, & Mollá, 2005; Romano et al., 2010; . Then, if observations cannot be well-reproduced, it can be claimed that an alternate set of yields or IMF might be necessary (Hernández-Martínez et al., 2011) . Alternatively, it is possible to compare data with models computed using different IMFs to see which of these functions are valid, without changing the stellar yields; Romano et al. (2005) did just that, concluding that Kroupa (2001) , CHA, and MIL are better at reproducing the empirical data, than SAL, or Scalo (1998) ; Vincenzo, Matteucci, Belfiore & Maiolino (2015) analyze the integrated yields comparing results from different IMFs. However, the abundances within a galaxy or region therein, with a given star formation history, may be very different if another combination of IMF + stellar yields were to be used. Both ingredients are equally important to define the elemental abundances in a region and the corresponding temporal evolution.
In this work, we make use of the multiphase chemical evolution model originally applied in Ferrini et al. (1992 Ferrini et al. ( , 1994 and Molla, Ferrini, & Diaz (1996) to the solar region, the Galactic disc, and to other external spiral disks, respectively. In Mollá & Díaz (2005, hereafter MD05) , a large grid of models for a set of 440 theoretical galaxies was generated. In that work the IMF was taken from FER and the stellar yields were from WOW and GAV. In addition, the yields from Type Ia supernovae (SN-Ia) (Iwamoto et al., 1999) were included along with the SN-Ia rate time distribution given by Ruiz-Lapuente et al. (2000) . In Cavichia et al. (2014) , we also used a similar model to that of MD05, applied to the MWG, modified to include bar-driven gas inflows, which has the effect of changing the SFR radial profile without significantly modifying the elemental abundance pattern.
Our objective in this new work is to compute chemical evolution models for the MWG, with the same framework, total mass, molecular cloud and star formation efficiencies, and infall prescriptions for all of them, but with different combinations of stellar yields for massive stars (6 sets), low + intermediate mass stars (4 sets), and IMFs (6 functions), thus resulting in a final grid of 144 models. Our aim is to identify which is the best combination able to reproduce simultaneously the greatest number of observational constraints, mainly those pertaining to the radial distributions of gas, stars, and elemental abundances, and to the evolution of the solar region.
The stellar yields and IMFs employed in our analysis are outlined in Section 2. The chemical evolution model is presented in Section 3, along with the results of the 144 models. The selection of the best models is in Section 4, making use of a χ 2 approach, after comparison with the observational data (which are provided in Appendix §A). Section 5 is devoted to our conclusions.
INGREDIENTS: STELLAR YIELDS, INITIAL MASS FUNCTION, AND INTEGRATED YIELDS

Stellar yield sets
The stellar yield q i (m) is defined as the fraction of the initial mass m of a star ejected in the form of freshly synthesised element i (Pagel, 2009) 
and is related to the total mass of this element i, m e je,i (m), ejected by the star throughout its evolution (including pre-SN stellar winds) and death, via
where m rem is the mass of the stellar remnant and X i,0 is the abundance of the element i initially present in the star. Stellar yields are calculated by the stellar evolution community by coupling the evolution of the interior stellar structure with the relevant associated nuclear reactions. Such calculations provide the mass of each element produced and ejected to the ISM by stars of different masses throughout their lifetime. In chemical evolution models, the stellar yields are usually divided into two ranges of stellar masses: 1) Low and intermediate mass stars, which include those stars with masses m ≤ 8 M ⊙ ; and 2) Massive stars, with m > 8 M ⊙ , assuming that this is the minimum mass for stars which end their lives as SN-II.
Low and intermediate mass stellar yields
The main contribution from low and intermediate mass stars to the chemical enrichment is done during the Asymptotic Giant Branch (AGB) phase, where the mass-loss, thermal pulses, Third Dredge Up (TDU) events, and Hot Bottom Burning (HBB) are taking place. The first metallicity-dependent yields used in CEM were those from Renzini & Voli (1981) . In retrospect, the low mass loss rate adopted by the authors led to the need for a very large number of thermal pulses, to ensure reasonable remnant masses; the consequence of spending such a long time in the AGB phase was that almost of the 12 C was transformed into 14 N. As our knowledge of stellar evolution improved, newer yields were released with more accurate mass loss prescriptions, TDU events, and HBB. This is the case for the compilation of VHK, whose yields span a wide range of masses and metallicities (see Table 1 ), although still with very significant nitrogen production by stars with m > 4 M ⊙ . Later, armed with new stellar prescriptions, MAR calculated stellar yields for stars of masses between 1 and 5 M ⊙ . In her work, she suggested that stars with masses greater than 5 M ⊙ end their lives as SN-II, thus only stars between 3 and 5 M ⊙ contributed to the nitrogen production. The final result was a small excess in 12 C and a paucity of 14 N. Anders & Grevesse (1989) ; GA91: Grevesse & Anders (1991) ; GS98: Grevesse & Sauval (1998) (2006, hereafter GAV) published new yields for low and intermediate mass stars, with masses up to 8 M ⊙ and a range of metallicities (see Table 1 ). The main point of their work was the treatment of 12 C and 14 N, concluding that a great amount of 12 C in the ISM was ejected by intermediate stars, leading to 14 N yields not as great as VHK, nor as low as MAR, and reproducing well the observational constraints related to the time evolution of the elemental and relative abundances of C, N and O, throughout the disc and halo. 4 We use the stellar yields from VHK, MAR, GAV, and KAR for low and intermediate mass stars. Other excellent, more recent sets, such as Cristallo et al. (2011) or Lagarde et al. (2011) are less useful for our purpose here in that they either do not yet provide the full mass spectrum (the former compilation) or the CNO elements needed for our current work (the latter compilation).
From these sets, VHK and MAR give their results as a fraction of stellar mass, q i (m), and as mass, mq i (m), respectively, while GAV and KAR give both, (net) stellar yields, mq i (m) ,and (total) ejected masses m e je,i (m) (see Eq.1). The relationship between both quantities depends on the initial abundances X i,0 , usually assumed to be scaled to the solar ones for each value of the total abundance Z
while H and He abundances are take to be linear functions with Z:
Thus, the initial abundances of each element, X i,0 depend on the total abundance Z and also on the assumed solar values, X i,⊙ and for the case of the H and He on the primordial values, H p and He p , (Jimenez et al., 2003) as well. Solar abundances used are different for each set, as specified in Table 1 ; the range of masses and metallicities are also listed there. We have interpolated the tables given by these authors to obtain the ejected masses for the same 7 metallicities: Z = 0.0, 0.0001, 0.0004, 0.004, 0.008, 0.02, and 0.05. We have also normalised the four sets, calculating comparable stellar yields q i (m), for each. Table 2 gives these results for the suite of low and intermediate mass star yields employed here.
The inferred solar abundances have (in large part) reduced from AG89 to the most recent values, such as those from Asplund et al. (2009) . Since the stellar evolution models employed here were constructed with the classic solar abundances, the yields must be used assuming that stars have those abundances. However, when analysing our results for the solar region, we will use the most recent values (Asplund et al., 2009) .
To compare the different sets, we plot in Fig. 1 the stellar yields, q i , as a function of the stellar mass, for He, 12 C, 13 C, N and O. Although all sets show a broad similarity for each element, differences arises when we observe their behaviour in detail. As a generic result, MAR differs the most from the others, with a larger production for all elements and also a stronger dependence on Z, while VHK shows the smallest values. This is clear in the He panels, as for 12 C, for which all sets show a maximum around 4 M ⊙ and where MAR produces double the quantity of 12 C than KAR or GAV. For 13 C, one can see a strong mass-dependence, with an abrupt increase for stellar masses only near 3 M ⊙ .
The stellar yield of N for these low and intermediate mass stars is very important since most of N proceeds from this stellar range and because a large contribution of the produced N is primary (NP): that is, independent of the original metallicity of the star. This NP is created in the HBB process, which needs a minimum core mass to initiate, as it occurs with the primary component of the 13 C, as well. N appears for stellar masses around 4 M ⊙ and when it appears, the 12 C consequently decreases. The behaviour is similar for all sets, except for MAR, which does not show, unlike the others, the increase at the highest mass. For O, the stellar yield is essentially negative (and very low in an absolute sense) for the entire mass range; only MAR shows positive values. 5 This negative yield will have consequences when the total integrated yield for oxygen is used, since the number of stars in this mass range is very high, compared with the number of the massive ones which produce the bulk of the oxygen. Tables 2a to 2d for VHK, MAR, GAV and KAR for the seven metallicities, are provided in the electronic edition. We give for each stellar yield set, the metallicity Z, and stellar mass, m, the stellar yields, q i (m), for elements as labelled, the remnant mass, m rem , and, in the last two columns, the secondary contributions of 13 Figure 2. Ratio of primary to total stellar yield for 13 C and N: Top panels: N P /N; Bottom panels: 13 C P / 13 C, for lim sets by KAR, GAV, MAR, and VHK for different metallicities, as labelled in Fig. 1 .
The contribution of the primary N in galaxies leads to the classical relationship between N/O and O/H, in which a clear correlation for high metallicity/bright massive galaxies exists, but essentially none for low metallicity/low mass systems. Both contributions are separately given, or easily obtained, for GAV and MAR stellar yields, but for VHK and KAR it was necessary to calculate the primary contribution by the method described in Gavilán, Mollá, & Buell (2006) . The ratio NP/N is shown in Fig. 2 for the four sets of low and intermediate stars used in this work. Obviously, the ratio NP/N is unity for Z = 0 and decreases as NS (secondary nitrogen) increases with Z.
Massive star stellar yields
The generation of massive star yields in the literature show the deployment of a range of evolutionary codes with different assumptions regarding stellar micro-physics, including opacities and nuclear reaction rates, and/or macro-physics, such as mixing or mass loss prescriptions. The NuGRID collaboration (Pignatari et al., 2013) has been established to rectify this heterogeneous situation, by employing an entirely homogeneous micro-and macro-physics approach across the full mass and metallicity spectrum (from lowto high-mass stars). However, at the time of pursuing this work, the only yields available publicly are for masses in the range [1. Anders & Grevesse (1989) ; LO03: Lodders (2003) this full grid is eagerly anticipated, it is premature to adopt it for these CEMs.
Other well-known stellar yields are those that include a treatment of stellar rotation, the internal mixing and structural changes resulting from which can lead to appreciable changes in the yields of certain elements, in particular nitrogen (Meynet & Maeder, 2000 , 2002a Chiappini et al., 2006; Hirschi, 2007) . A rich literature now exists which examines the role of this stellar rotation on stellar nucleosynthesis, although most of them (Ekström et al., 2008; Meynet et al., 2010; Yoon, Dierks, & Langer, 2012; Chatzopoulos & Wheeler, 2012) have emphasised the impact on very low-metallicity or Population III models. The lack of an available, fully self-consistent, grid of models spanning a range of mass and metallicity (up to solar) has somewhat restricted their application for chemical evolution studies. The precise treatment of rotational mixing, with velocities varying from 60 to 800 km −1 depending upon the authors and codes involved, remains a matter of debate. From a chemical evolution modeling perspective, the adoption of a given rotation velocity (and its mass and metallicity dependence) implies an additional free parameter, increasing the yield options dramatically. 6 . Whilst acknowledging the importance of this issue, we feel it premature to proceed with a detailed comparison of the rotationally-mixed yields, until a fully self-consistent grid is available and calibrated unequivocally with empirical constraints.
Thus, we use the extant compilations in the literature, including the sets from WOW, PCB, CLI, HEG, KOB, and LIM. In all cases, authors give their results as total ejected masses and most use solar abundances from Anders & Grevesse (1989) , except HEG who use Lodders (2003) . This is given in column 5 of Table 3, where characteristics of the yields for each set are shown: the metallicities, the stellar mass range, and the inclusion or not of mass loss.
As noted in Table 3 , yields from WOW and CLI do not take into account pre-SN stellar winds and their corresponding mass loss, a fact particularly important for the most massive stars (m ≥ 30M ⊙ ), and give yields for an upper mass limited to 40 M ⊙ . To extrapolate these yields up to 100 M ⊙ is problematic, since mass loss is known to be substantial for these most massive stars. Extrapolation without the inclusion of mass loss would result in an integrated yield significantly higher than it should be. KOB, PCB, HEG, and LIM take into account a treatment of mass loss for these massive stars. In the three last sets, yields are provided up to 100-120 M ⊙ , while KOB gives their results up 40 M ⊙ . Therefore, we give in Table 4 the stellar yields up to 40 M ⊙ for WOW, CLI, and KOB, and up to 100 M ⊙ only for PCB, HEG, and LIM. Graphically, we do the same in Figs 3 and 4, in three panels (or columns of panels) at the left and at the right, respectively
The stellar yields for these sets are given in Table 4 . We compare, for the same elements as in Fig. 1 , the different sets of yields of massive stars in Fig. 3 . There, we show the results for each element in a row, for each massive star yield set in a different column, as labelled at the top of the figure. As a generic result, we see a very different behaviour amongst the sets which are calculated without taking into account the existence of mass loss by stellar winds before the explosion of supernova (e.g., those of WOW and CLI), and those which do include these stellar winds (e.g., those of PCB, HEG, and LIM). Curiously, KOB is more similar to the first ones although formally this set forms part of the latter. The first sets are in the left-most columns, while the other four are in the rightmost panels. The ones on the left show a weaker dependence on Z than the ones on the right, which is to be expected, as the mass loss is assumed to be dependent upon metallicity. In Fig. 3 we plot the yield of all elements multiplied by a factor as labelled in the WOW panel, in order to compare all of them on a similar scale. In all cases, H is negative with values in the range [-0.1,-0.5] depending on the stellar mass, on the metallicity, and on the authors. In LIM there is a strong variation around 30 M ⊙ , and it becomes positive for the highest abundance. The behaviour for HEG shows quite abrupt changes with mass due to the Z = 0 set.
Since He is produced directly from H, its behavior is complementary to that of H, increasing when H decreases, although the 6 Besides that, it is not entirely sure to what degree, or if, this rotation is necessary for reproducing observations. For example, Takahashi, Umeda, & Yoshida (2014) have realized rotating and nonrotating models for Z = 0 for stellar masses between 12 and 140 M ⊙ . Comparing these models with the three most Fe-deficient stars in the Galaxy, they find that abundances for one of them are well-reproduced by 50-80 M ⊙ non-rotating models, the second one is equally well-fitted with non rotating or rotating 15-40 M ⊙ models, and only one of them might require rotating 30-40 M ⊙ models absolute value is smaller than that, since a certain quantity is necessary to create the other elements. The ejected mass of He and 12 C is higher in the case of PCB, HEG, and LIM than those of WOW, CLI, and KOB. When we compare the same mass range we see that for m ≤ 40 M ⊙ more He, C, and N is ejected, while O is produced in a smaller quantity when the mass loss by stellar winds is included.
For the elements beyond O, the yields are shown in Fig. 4 for the six different sets of massive stellar yields. Here, we add the yields for elements Ne, Mg, Si, S, and Ca and represent this α-yield as a function of the stellar mass for each yield set. As for O, a different behaviour arises between the yields calculated taking into account the stellar winds (right panels) and those which do not (left panels); the former show a maximum around 20-30 M ⊙ . KOB shows a behaviour between both, similar to those without mass loss, but also indicating a slight maximum near 40 M ⊙ .
The Initial mass function
We are building upon the Galactic model outlined in MD05, but instead of simply using the FER IMF (as we did in that work), we now employ a range of functional forms for the IMF, as well as the various stellar yield data sets described in §2.1. The IMFs adopted are from SAL, MIL, FER, KRO, CHA, and MAS, as shown in Fig. 5 , where differences amongst them appear readily. We assumed the IMF to be invariant with time and metallicity.
The functional forms for the adopted IMFs are:
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where: m char = 0.2 M ⊙ ,
, and
As usual, the total mass in stars is normalised to
and in this way, the total number of stars, N * in a generation is
Our initial plan was to use the same lower (m low = 0.15 M ⊙ ) and upper (m up = 100 M ⊙ ) mass limits for each CEM; however, as noted previously, some yield compilations are restricted to ≤40 M ⊙ . As such, we have computed the number of stars for each IMF for these two values of m up (see Table 5 ) and in the next section, models have been computed for each combination of IMF+massive stars with a different m up following the set of massive stars used.
CHEMICAL EVOLUTION MODELS
Summary Description
The chemical evolution code used here is that described in MD05 and Mollá (2014) , and in Mollá et al. (2015, hereinafter MCGD) , the latter in which we present a new updated grid of chemical evolution models for spiral, irregular, and low mass galaxies with some modifications in the input parameters over the ones from MD05.
We assume a radial distribution of primordial gas in a spherical proto-halo falls onto the plane defining the disc. 7 The mass radial distributions are calculated from the prescriptions in Salucci et al. (2007) , who give expressions to compute the halo density, virial radius, rotation curve, and final mass of the disc as functions of the virial mass, M vir . We have calculated an initial mass distribution with a dynamical mass of ∼ 10 12 M ⊙ and a maximum rotation velocity of V rot = 177 km s −1 . The infall rate or collapse timescale in each radial region is chosen in such a way that the disk ends with a radial profile similar to that observed, by following the prescriptions from Shankar et al. (2006) for the ratio Mdyn/Mdisk, at the end of the evolution for a time of 13.2 Gyr. This method gives as a result, for the chosen virial mass, a radial distribution of the final mass of the disk M D (R) and also the collapse timescale radial distribution, τ(R), necessary to obtain it.
Our formalism for the SFR adopts two stages, first forming molecular clouds from the diffuse gas according to a Schmidt law with n = 1.5, and then second, forming stars from cloud-cloud collisions. Once choosing the total mass radial distribution, it is necessary to determine which are the best efficiencies to form molecular clouds and stars for this MWG-like galaxy. This has been performed in MCGD, comparing the time evolution of the region located at R=8 kpc and the radial distributions of gas, stars, and SFR with the present-time data. This comparison allowed us to select and fix the best efficiencies to reproduce the MWG disk data, which are the one used in this work.
For this basic model we have computed all possible combinations of the six IMFs with the six mas sets and the four lim yields described in §2, resulting in a total of 144 models for the MWG. In order to identify the best combination capable of reproducing the extant observations, we will now compare the results of these models with the observational data given in Appendix §A where, furthermore, the empirical data has been binned in order map these onto our model bins. 
Results for the Solar Vicinity and the MWG disc
In Fig. 6 we present, for the 144 models, the results concerning the state of the disc or the radial distributions at the present time (t = 13.2 Gyr) for gas, stars, and the SFR, compared with the data shown in Table A3 . For the SFR, panel d), we have artificially increased all values (models and data) by 1 dex, in order to plot them in the same scale as used in panel c). The results show a small dispersion around the data or around the mean values. These good results are the consequence of the infall rate and the star formation rate efficiencies selected for the model to reproduce the MWG. In all cases the models' dispersions are comparable to, or smaller than, the data uncertainties. These radial distributions are, as expected, only slightly dependent upon the IMF, due to the different rate of ejected/returned gas by (mostly massive) stars when they die.
The evolution of the SFR, metallicity, [α/Fe] as a function of [Fe/H], and the Metallicity Distribution Function (MDF) for the solar region of our 144 models are compared with the observational data given in Tables A1 and A2 in Fig. 7 . It is quite evident that, even with the same input parameters and total mass for MWG, the resulting evolution is different for each model. In the case of the SFR, this is due to the IMF used, since the value of the mass locked in stars (1-R) changes with IMF. Thus, the evolution for FER shows the lowest SFR histories while MAS models show the highest, since the returned gas fraction of each stellar generation is the lowest for the FER models. Within each IMF, each combination mas+lim also shapes the results somewhat, but in this panel the yields have a smaller role than the IMF. In panel b), the results are the consequence of the SFR history, and, therefore, again FER is in the lowest part of the model locus while MAS is in the highest. Since Fe is produced mainly by the SN-Ia, the results depend more on IMF than on the stellar yields of massive stars; they do not depend upon the low-and intermediate-mass stars.
In Ia, and also partially due to mas yields. Therefore, both IMF and massive stellar yields are playing a role here. It is evident that a 'by eye' inspection of these panels would suggest that the KRO, CHA, MIL, and SAL in our models reproduce better the data. When we use MAS, results fall above the data for all combinations of stellar yields, while our models using FER tend to lie below the observations. This plot also gives an indication concerning the massive star yields + IMF combinations which may be rejected: WOW is only valid when used with FER. In fact, WOW have already noted that their Fe yield is high and recommend it be divided by a factor of two in order to best reproduce the data with a CEM. This high Fe yield is compensated for when using FER, since the number of massive stars is small in this IMF compared with the others. In panel d) it is again evident that the IMF has an important effect on the MDF, with most of FER models at the left and MAS models at the right of the observations. Again our KRO, MIL, and some CHA models seem to fit better the observed MDF.
Finally, we present the resulting radial distributions of C, N, and O for the whole set of 144 models in Fig. 8 , compared with the binned data obtained in §A3. The slope of the radial abundance gradients does not depend, as expected, on the combination IMF+ stellar yield. The radial gradient is determined by the ratio between SFR and infall rate, Ψ(t)/ f , and it is basically independent of the IMF or the stellar yields. This is the reason why the radial gradient is basically the same for the 144 models, since we use the same SFR and infall history for all of them; that said, the absolute abundances change significantly, since, even using the same basic model, the combination stellar yields+IMF may change the absolute values of abundances in the disc by a factor of 100 for C, more than a factor of 10 for N, and a factor of 30 for O. Thus, the 144 models results show a dispersion clearly greater than the data and the comparison with data allows us to select the appropriate combination of yields and IMF. This is the most important result of this section: that it should be possible to select, on the basis of our CEM, which of these combinations may be valid in reproducing the empirical data and which of them should be rejected. This is an important point to note as, in order to reproduce a given observation which appears to show a higher or lower metallicity than predicted by a model, a common Table 7 . Confidence levels for the 8 best models. For each combination lim+ mas + IMF, defined in columns 1, 2, and 3, the confidence levels obtained when fitting separately each data set of observations to our models, for columns 4 to 14. Column 15 is the combined likelihood, P 11 , calculated using all observational sets. Column 16 is P 7 , eliminating the disc properties (stars, gas, and SFR radial distributions). fall-back option is to invoke some mechanism(s) of mixing, enrichment, or dilution of abundances, to reconcile the discrepancy. As we show here, the alternate suggestion that the correct selection of IMF or/and stellar yields may be an easier way to achieve the desired abundance patterns should not be dismissed.
THE SELECTION OF THE BEST MODELS
The application of a χ 2 technique
The objective of this section is to find the best combination of IMF + stellar yields able to reproduce the MWG data amongst the 144 models computed and described in the above section. In order to do this, we use a classical χ 2 technique comparing the model results and the corresponding observational data, such as those used in Fig. 6 , 7 and 8. In Table 6 , we give our χ 2 results; for each model calculated with a combination of lim set +mas set and IMF, we show the χ 2 obtained from the comparison of our models with the data for all observational sets we use.
As said before and shown in Fig. 6 , all models are equally good at fitting the radial distributions of both phases of gas, stars, and the SFR. We confirm this fact with the values of χ 2 for these quantities 8 in Table 6 . Basically for all models they fall below the limits corresponding to 80% of confidence level; that is, models fulfill widely these constraints. Therefore, we analyse the fit of our models for the other 7 empirical datasets.
We have assumed that each model is represented by a χ 2 distribution, and calculated the corresponding likelihood, P i , or confidence level, (complement of the significance level α associated 9 to each χ 2 ). The number of free parameters, NF = 3 in all cases, and the number of points for the fitting, N obs,i , variable for each data set i, give the number of degrees of freedom k i = NF − N obs,i . The likelihood is calculated as Figure 9 . Solar vicinity evolution of the best 4 models shown in Table 7 
After computing these likelihood values, we see that the SFR and enrichment histories, much like the C, N and O abundances, may be easily reproduced with some combinations of IMF+ yields, showing low values for χ 2 , and high likelihood P i values. However, the relation [α/Fe]-[Fe/H] and the MDF are more difficult to fit, and thus constrain the selection of models able to reproduce simultaneously all data sets.
In order to choose the best models, we have computed the combined likelihood, P S
obtained as the geometrical average of the individual P i previously calculated for each data set, and S is the number of used data sets.
In this expression, we may assume that a good model is the one that simultaneously reproduces all data sets, including the ones pertaining to the present state of the disc, Σ HI , Σ H 2 , Σ * , and Σ S FR ; in that case, the number of datasets used is S = 11. Conversely, we could only use the 7 datasets shown in Fig. 7 and 8 , that is, the observed SFR and enrichment histories, the relation [α/Fe]-[Fe/H], the MDF, and the radial profiles of C/H, N/H, and O/H. Therefore, by maximising the combined likelihood P 11 or P 7 , we are able to select the best models of our grid. We have computed both values P 11 and P 7 , and then, we have ordered our models by using the combined likelihood P 7 and taken the first 8 (which represents ∼ 5% of the total number of the calculated models), which have values P 7 >∼50% . The order of models using P 11 is exactly the same for these models, showing values P 11 65%. We show these models in Table 7 .
Only four from our models present values higher than ∼70% for the fit in the seven selected data sets (or > 80% in the entire set of observations) and all of them use CLI+KRO combinations. All the other models have P 7 < 50% . These results allow us to constrain the models, reducing the valid ones to only 4-8 models, depending on the goodness we require. However, we must take into account that this conclusion is mainly due to the MDF, which show values of χ 2 very high com- pared with most of the models. In fact, besides MAR+HEG+MIL, the 5 th in the table, there there is only one o ther model, corresponding to the combination MAR+HEG+SAL, which has a value P MDF =1. However, these two models have a P [α/Fe] =0.129 and 0, respectively, which implies they do not reproduce this relation at all. Actually there is only one model, the first one of the table, with P i > 50% for all columns. If we eliminate the MDF as a constraint for our models and calculate the equivalent P 6 and P 10 , we find 11 models satisfying this condition for the ten other columns. Eight of them, shown in Table 8 , using MIL or FER as IMF, are able to reproduce the six (or ten) remaining data sets within a confidence level P 6 higher than 80% (or ∼ 90% for P 10 ). In fact, models 1 to 4 in Table 7 , showing P 11 > 80%, increase to values P 10 > 92%, when we don't take into account the columns corresponding to the MDF. Therefore, models of this second table would also be valid, considering that many of the literature MDFs of the past decade should different maxima positions: Casagrande et al. (2011) Holmberg, Nordström, & Andersen (2007) . Although we have used some of these datasets to obtain a bin-averaged MDF, it is likely that the error bars associated with these data are higher than the pure statistical ones included in our χ 2 calculation. Summarising, our best models are combinations of CLI-KRO with any lim set. It is necessary to note that, given the possible uncertainties in the MDF, perhaps other combinations of stellar yields and IMF, as shown in Table 8 , might succeed in reproducing the MWG data, mainly if other hypotheses pertaining to the evolutionary scenario (infall rate or SFR) are assumed.
Results for the best models
Having selected our best models, we plot their results in the subsequent figures to compare with the observational data. In Fig. 9 , Fig. 10 the elemental abundances of a) C, b), N, and c) O with the same line coding that in the previous Fig. 9 . We see in the panel b) that model using VHK shows the highest N abundances of the four models, just within the limit of the uncertainties, while using MAR, with GAV lying between the two and closest to the date, as also found in Gavilán, Mollá, & Buell (2006) . The radial gradient of O abundances obtained with recent data from Henry et al. (2010) and Luck et al. (2011) gives an averaged value of −0.040 dex kpc −1 ; C data gives a radial gradient of −0.048 dex kpc −1 , similar to the one for O. For N we obtain a radial gradient of −0.062 dex kpc −1 , slightly steeper than the one for C and O. The four models show radial distributions which seem in fair agreement with the observed radial gradients.
CONCLUSIONS
• By using our multiphase chemical evolution code, we have calculated 144 models applied to the MWG, with the same basic hypotheses, but different combinations of four low and intermediate mass stellar yield sets, with six massive stellar yield sets, and six IMFs.
• We have analysed the observational data corresponding to the temporal evolution for SFR and iron abundance, the relative abundance [α/Fe] as a function of [Fe/H] , and the MDF for the solar region; further, we provided radial distributions of masses and elemental abundances at the present time for the Galactic disk, obtaining binned data sets averaged with different authors' samples.
• Using a classical χ 2 technique, we compared the results of our 144 models with the binned data points from the observational data.
• Assuming that a good model is the one that simultaneously reproduces the observed SFR history, the [α/Fe]-[Fe/H] relation, the MDF, and the radial profiles of C/H, N/H, and O/H, we defined a geometrical averaged likelihood from the product of the individual confidence levels for these 7 quantities.
• We find that the best 4 of our 144 models are able to reproduce all observational data sets with confidence levels P 7 higher than ∼70%, and use combinations CLI+KRO with any lim yields. It is necessary to take into account that, given the possible uncertainties in the MDF, maybe other different combinations of stellar yields and IMF might be equivalently good to reproduce the MWG data, mainly if other assumptions regarding the infall rate or SFR are used. 
A1 The Solar Vicinity
For the solar vicinities of our CEMs, we compare with extant observations pertaining to the time evolution of the SFR and the age-metallicity relation. The SFR evolution is taken from Twarog (1980) and Rocha-Pinto et al. (2000) . In both cases, the data show a maximum around 8-10 Gyr ago, that is, the onset of the SFR and Kordopatis et al. (2015) (RAVE survey) as magenta squares, green triangles and black dots, respectively. In all panels the red dots with error bars are the binned results using all the noted datasets.
occurred at a time 3-5 Gyr after t = 0, in agreement with more recent works of Cignoni et al. (2006) and Rowell (2013) . These data are binned in 1 Gyr time-steps for the analysis which follows. The results, given in Table A1 , have then been normalised to the most recent values of the SFR in the solar region, corresponding to the final point at 13.2 Gyr. The value for the present-day SFR for the entire MWG is estimated to be in the range [0.8-13] M ⊙ yr −1 (Rana, 1991) . Misiriotis et al. (2006) give a value of 2.7 M ⊙ yr −1 , while Chomiuk & Povich (2011) find 1.9 M ⊙ yr −1 . Taking into account the ratio of areas of the MWG disk within the optical radius and that of the solar region, we obtain a value of Ψ ⊙ ∼ 0.266 M ⊙ yr −1 for the region located at a galactocentric distance R = 8 kpc, in excellent agreement with the used value in Calura et al. (2010) . This value is the large yellow dot shown in Fig. A1a) . In this figure, we see the time evolution of the SFR once normalised to recover this value Ψ ⊙ ∼ 0.266 at 13.2 Gyr. The values of Ψ are given in Table A1 .
In panel b) of Fig. A1 , we show the age-metallicity relation obtained with data from the literature as labelled, binned for each Gyr, as in panel a). Data from recent surveys such as RAVE (Boeche et al., 2013) or APOGEE (Anders et al., 2014) Table A1 . They have been normalised to obtain a value [Fe/H]=+0 in R = 8 kpc at a time t = 8.5 Gyr, when the Sun was born, implying a shift of +0.1 dex compared with the data of Fig. A1b) . In both cases, we have added to the dispersion obtained from the binning process, a systematic error (representing observational uncertainties) of 0.05 dex and 0.10 dex in columns 3 and 5, respectively. In panel c) we show the values of the α-element abundances compared with those of iron, with data taken from Casagrande et al. (2011) . From the latter, we have selected those stars located between 7.5 and 9.5 kpc that lie within 0.5 kpc pf the mid-plane of the disc, for studying the evolution of the solar neighbourhood. These values are binned and shown in Table A2 . In panel d) we show the metallicity distribution function (MDF) . Given the similarity of the three datasets, we have binned and normalised the result to unity, and listed them in Table A2 .
A2 The MWG disk: surface densities
The radial gas distributions for both molecular and diffuse phases are well known. Since our model calculates separately both components, we also use these observations to fit our models. We use data from the literature, shown in Fig. A2 for diffuse HI and H 2 . By binning both sets, we obtain the results given in Table A3 and shown in panels a) and b). We see clearly a maximum around 10 kpc for HI while H 2 shows an exponential shape from 4 kpc to the outer disk. It also shows the well known molecular hole inside ∼3 kpc.
In panels c) of the same Fig. A2 we also show the stellar surface density profile, including estimates from different authors as labelled. The most recent estimates for the solar stellar surface density give values between 33 and 64 M ⊙ pc −2 (Kuijken & Gilmore, 1989 , 1991 Vallenari, Bertelli, & Schmidtobreick, 2000; Siebert, Bienaymé, & Soubiran, 2003; Khoperskov & Tyurina, 2003; Holmberg & Flynn, 2004; Bienaymé et al., 2006; Flynn et al., 2006; Weber & de Boer, 2010; McMillan, 2011; Moni Bidin et al., 2012; Burch & Cowsik, 2013; Zhang et al., 2013; . These values depend on the scalelength for the disk R d , which is in the range [2.15-4] kpc. We show these data in panel c) of Fig. A2 with our results after binning (red dots). In panel d), we show the SFR normalised to the solar value . The binned results for each kpc are also shown as red points, as in panels a), b), and c).
In Table A3 , we present the resulting binned-averaged values of diffuse and molecular gas surface densities, and their associated errors, (columns 2 to 5), in M ⊙ pc −2 , for each radius given in column 1. The stellar surface density profile is given, in logarithmic scale, with its associated error, in columns 6 and 7. In columns 8 and 9 we show the SFR surface density in M ⊙ pc −2 Gyr −1 .
A3 Disk elemental abundances for C, N, and O
C, N and O abundances are the most important constraints for our models. Since N comes mostly from intermediate mass stars, O from the massive ones, and C from both, a fine-tuning of the stellar yields and IMF is necessary to reproduce simultaneously the three elements. We hope that any of the different combinations of yields from low and intermediate mass stars, with those from massive ones, with different IMFs, would give the right CNO elemental abundances. We show in Fig. A3 the three radial distributions for C, N, and O in panels a), b) and c), respectively. Data from different studies are plotted with different symbols, as listed in Table A4 , while the red large dots are again our binned results (as 12 + log (X/H)) shown in Table A3 .
[h] Pineda et al. (2013) , as cyan asterisks, orange stars, blue full triangles, green full dots, and magenta full squares, respectively; b) molecular gas, Σ H 2 (in M ⊙ pc −2 units) with data from Williams & McKee (1997) ; Nakanishi & Sofue (2006) ; Pineda et al. (2013) and Urquhart et al. (2014) , as green full triangles, blue full dots, magenta full squares, and cyan stars, respectively; c) Stellar profile Σ * (in M ⊙ pc −2 units) with data from Talbot (1980) ; Rana (1991) ; Vallenari, Bertelli, & Schmidtobreick (2000) ; ; Sofue (2013) ; d) the SFR surface density, Ψ(R)/Ψ ⊙ , normalized to the Solar value Ψ ⊙ = 0.266 M ⊙ yr −1 , estimated from Misiriotis et al. (2006) ; Chomiuk & Povich (2011) in R = 8 kpc, with data from Lacey & Fall (1983) ; Williams & McKee (1997) , as green full triangles and blue full dots, and those taken from Peek (2009) for pulsars, supernovae and Hii regions, shown as yellow stars, orange open dots, and magenta full squares. We have also used those from Urquhart et al. (2014) , represented by cyan asterisks. These last two panels are in logarithmic scale. The binned results are the large red dots with error bars in all of them. Table A4 , where the symbol used for each is also given. In all panels the red full dots with error bars are the binned results obtained in this work and given in Table A3 . Table A4 . List of data sources employed in Fig. A3 .
