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Data and information management systems have become a cornerstone for almost all operations of an 
organisation by providing quality, timely data for decision support. Information systems have progressed to 
cover a wide variety of asset management areas including asset registration, financial management, process 
scheduling and control, materials management, maintenance management, condition monitoring, risk 
management, reliability management, and safety management. Past studies into data management within asset 
management have focused on understanding why specific systems or specific data management processes are 
implemented in a firm. However, there has been little investigation into the broader picture of such asset 
management information systems and their overall data integration strategies. An exploratory, cross-sectional 
survey was conducted during 2007 and 2008 that explored a variety of data management issues in asset 
management across more than forty organisations. The survey research questions addressed practices in 
information system selection, data warehousing, integration, and data retention. Results show the significant 
adoption of information systems and data warehousing across different industries; the primary use of information 
systems to streamline business processes and enhance reporting; and the strong desire for improved system 
integration for next generation asset management information systems. 
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1 INTRODUCTION 
With the allure of gaining a competitive edge, information systems have become more pervasive in asset management 
operations within many organisations. Information systems have progressed to cover a wide variety of asset management areas 
including asset registration, financial management, process scheduling and control, materials management, maintenance 
management, condition monitoring, risk management, reliability management, and safety management. 
Due to the plethora of systems and unique combinations of information systems within organisations, past investigations 
into information systems have targeted specific industries or specific systems. Research emphasis within asset management  
itself has been placed on a few select areas such as control systems, maintenance, condition monitoring, and reliability. This 
has led to a disparity in the level of research into information systems across the whole of asset management. 
The last two decades have also seen an influx of the use of computer-based technology into asset management as 
breakthroughs significantly increase their functionality and subsequent adoption. Advances in computational power have 
paved the way for harnessing complex algorithms for the analysis of operation and condition data. Research into database 
technology has allowed huge volumes of data to be collected and processed as well as spurring on the advent of the data 
warehouse. The Internet has brought the benefits of information sharing and accessibility to the fore, and corporate system 
integration and workflow management is now being addressed in current research. 
Understanding the adoption and use of the aforementioned technologies allows the IT industry to strategise on where to 
focus future research and development effort for asset management systems. However, with the availability of competing 
technologies compounded with a mixture of organisation technology adoption strategies, it can be difficult to identify the 
current state of technological usage in asset management.  
This research aims to understand the current state of data management in asset management. Covering a small slice of the 
IT pie, this paper surveys information systems and data warehousing in asset management by examining the use of information 
systems, the justifications behind their use, their integration, data warehousing, and data retention. A questionnaire forms the 
primary tool of investigation, and the survey methodology and the results analysis in this paper are exclusively devoted to the 
questionnaire. Interviews with several organisations are used to confirm discoveries in the questionnaire results analysis.  
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2 RESEARCH METHOD 
The survey conducted in this research follows a standard survey methodology. Key factors that govern the design of the 
survey are described in the below Research Design section; a description of the population and sample is given in the Sampling 
Procedures section; and the implementation and administration of the questionnaire is discussed in the Data Collection section.  
2.1 Research Design 
To understand how data warehousing in asset management is used in the corporate arena, the research questions that 
directed the survey design were: 
 What is the composition of information systems in asset management operations? 
 Why are some systems used while others are not, and what improvements can be made to current asset management 
information systems? 
 How is the success of an asset management information system measured? 
 What is the level of integration between these information systems? 
 What data are regularly discarded and why? 
 What is the level of asset management data warehousing activities in organisations? 
These research questions cover a broad spectrum of information system areas and provide sufficient scope to be able to 
delve into a respondent‟s reasoning. The questions provide a framework to understand the effects of information systems and 
data within asset management operations in organisations. 
The survey used a two-step triangulation methodology. Firstly, the research questions were addressed through the use of a 
structured questionnaire to form a general impression of the area. Secondly, interviews were conducted in order to extract 
organisation and industry specific knowledge, in addition to providing a validation to the results of the questionnaire. 
The research questions indicated the need for current information within asset management and this requirement was the 
basis for the selection of an exploratory cross-sectional study rather than a longitudinal one. However, longitudinal 
comparisons are made through the survey analysis where data are available from past, non-related surveys. 
An individual organisation was selected as the unit of analysis. Asset management operations are typically facilitated by 
different departments within an organisation. As many organisations have centrally accessible information systems where an 
IT department administrates these systems, the smallest common granularity is the organisation. In the case of subsidiary 
organisations that have ownership, management, and use of independent information systems, these subsidiaries are considered 
as distinct “organisations”. 
The targeted respondents were those individuals who could successfully represent their organisation. Personnel with 
comprehensive knowledge about the information systems in their firm were targeted; particularly those personnel who had a 
background in asset management and/or information technology. Two survey questions were included to elicit the 
organisational roles of the respondent to understand their approach to the questionnaire. 
2.2 Sampling Procedures 
Both purposive sampling and snowball sampling were used. Purposive sampling involves choosing a sample frame based 
on predefined characteristics. Organisations that undertake asset management were exclusively investigated, while personnel 
with knowledge of asset management and/or information systems were targeted. Snowball sampling involves asking the 
original sample frame to forward the survey to any suitable participants or recommend potential participants, thus producing a 
„snowball‟ effect. As the fields of asset management and information systems are diverse, allowing respondents to entrust the 
survey questions to a more suitable colleague would increase the response rate. 
The ideal distribution of a survey is to include every member in a population. However, this can cause difficulties in the 
administration of a survey if the population is very large. Hence a sample frame is selected to accurately represent the 
population. In the case of organisations that conduct engineering asset management, the total worldwide population is 
extremely large. The Australian Bureau of Statistics suggests that there are more than 529,000 organisations in Australia alone 
that undertake asset management activities [1]. The majority of organisations in the world have engineering assets, albeit at 
different scales, management levels, and support by information systems. Thus, a more manageable sample frame needed to be 
chosen. 
Two sample frames were selected: the first was member companies sponsoring a US-based research organisation – Center 
for Intelligent Maintenance Systems (IMS), and the second was companies affiliated with the Australian research organisation, 
CIEAM. These sample frames were selected on the basis of vested interest into this research. Affiliation was determined by 
past, current, and future membership, in addition to any past official (e.g. meetings and seminars) and non-official interaction 
(e.g. emails). It was expected that the selection of the sample frame would introduce sample biases towards organisations 
interested in research. 
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Purposive sampling was used on the first sample frame by selecting companies upon the basis of their attendance at an IMS 
Center Industrial Advisory Board (IAB) meeting. The questionnaire was distributed to each meeting participant with 120 
individuals receiving the form. There were 58 registered participants who were attending on behalf of member companies 
(with multiple participants per member company), while the rest were visitors from academia and industry. Three sponsor 
organisations did not attend the meeting. The second frame also used convenience sampling to select potential candidates by 
looking at business contacts of personnel affiliated with CIEAM, as well as their email distribution list. 
The accuracy of generalised results from the samples to the sample frames was expected to be reasonable due to the relative 
size of the samples. As records of membership were well managed and most meetings involved the exchange of contact details, 
the samples well reflected the frames. 
Snowball sampling was used on the second sample by asking recipients to pass on the survey questions to other people in 
their organisation if they themselves were not applicable. While traditional snowball sampling does not mandate intra-
organisation forwarding, this restriction was used to make the survey appear more exclusive in an attempt to raise the response 
rate. 
2.3 Data Collection 
The questions asked of participants were developed directly from the research questions. For inspiration on question design 
and answer, numerous questionnaires including those within and outside of asset management/information systems were 
analysed. The eventual 22 questions consisted of closed ended questions as preliminary interviews and research had predicted 
the most common responses. The questions were grouped into topics based on their subject matter, and each topic was given a 
heading. The initial questions were designed to be easier to answer such that the respondent would feel more comfortable with 
the questionnaire. An „Other‟ response was placed for questions where the set of answers did not comprise of the whole 
domain of answers, and an „Unknown‟ response was included for instances where the answer was not known. In retrospect, an 
„Unable to answer‟ response may have been useful for instances where the respondent could not answer the question due to 
legal, business, or privacy issues. 
The questions, order, and format were continually reviewed over a period of six months. The reviewers were selected from 
both academia and industry, and their backgrounds included engineering, information technology, communications, business 
management, and psychology. The primary modifications were to the question design and wording, while ancillary items such 
as layout and style were largely untouched from the original design. A pilot study with 26 people from ten companies was 
conducted, giving feedback on the phrasing of several questions and answers. 
As two different samples were selected, the implementation of the questionnaire was divided across two media. The first 
implementation was in the form of a paper questionnaire that could be physically delivered to respondents. Microsoft Word 
was the tool of choice after deliberating on a variety of software packages. The tool provided sufficient functionality in 
question layout and drawing of form elements. As the questionnaire was to be delivered on US Letter-sized paper, several 
questions involving tables were physically constrained due to the paper and vertical margin width. While this constraint did not 
limit the question design, it did affect the aesthetics and, possibly, the text readability. The final paper questionnaire was five 
double sided black and white pages in length. 
The second implementation was that of online forms that would be viewed via the Internet. While there were several 
vendors who provide online questionnaire design and hosting services, the questionnaire used custom developed PHP forms 
that would be hosted on a private server. This provided flexibility that was not available with commercial services.  
The HTML forms were divided over five pages so as to not overwhelm the respondent [2], to minimise any potential data 
loss [3], and to be able to track the progress of each participant. Welcome and thank you pages were used to introduce the 
questionnaire and thank the respondent for their participation. Each question page was made to contain a page completion 
indicator, as it has been shown that users who can view their progress are less likely to drop out from a web questionnaire [4]. 
“Previous Page” and “Next Page” buttons also allowed the respondent to traverse between pages, with the state of the form 
controls being saved per session. As HTML forms do not inherently support this capability, a PHP module was used. PHP was 
selected as a scripting language due to familiarity with the system. 
The paper questionnaire was inserted into the back of a ring binder which was handed to IMS industry participants at the 
IAB in May 2007. To provide an incentive in filling out the questionnaire, each respondent was offered a two week trial to a 
patent search service sponsored by MappGlobal IP Strategy Services. Several times during the meeting, the participants were 
reminded and encouraged to complete the questionnaire, and a collection box was placed at the back of the room for completed 
questionnaires. 
The online questionnaire was setup at http://www.cieam.com/is_survey. The questionnaire was hosted on a CIEAM 
domain and had endorsing logos from CIEAM, QUT, and IMS for authenticity. The URL (Uniform Resource Locator) was 
kept simple to assist readability and memorisation. A link from the index page of the CIEAM site to the questionnaire allowed 
access for unsolicited visitors. The online questionnaire was available for participation from November 2007 to January 2008. 
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All results were placed into a Microsoft Excel spreadsheet. Each response was allocated a column, with the total number of 
columns equalling 96. The difference between the 22 questions and 96 columns is that each check box question was allocated a 
column for each response, increasing the total. If the check box was ticked, then a value would be placed in the column, 
otherwise the column would remain blank. Each paper response was manually typed into the results spreadsheet. After entering 
the data, a review was conducted to verify that the responses were entered correctly. 
3 RESULTS AND DISCUSSION 
The results of the questionnaire are discussed in this section. This section is categorised by the topic areas in the 
questionnaire and a discussion of the results accompany each category.  
3.1 Questionnaire Response Rate 
The questionnaire delivered to the IMS Industrial Advisory Board meeting resulted in ten responses. When comparing the 
number of responses to the total number of questionnaires delivered, the response rate was 8.3% (8 of 96). When comparing 
the number of responses to the total number of member companies attending, the response rate was 21.6% (8 of 37). In either 
case, the response was fairly poor. 
Table 1 
Online response/viewing rates 
 Individuals Relative % Companies Relative % 
Total 182  116  
Applicable 127 69.8
a
 87 75.0
a
 
Responded 47 37.0
b
 43 49.4
b
 
Viewed 19 14.2
b
 17 18.4
b
 
Responded or viewed 66 52.0
b
 60 69.0
b
 
 
The response rate for the web version of the questionnaire was considerably greater. Table 1 shows a breakdown of the 
targeted recipients into categories of applicability, responses, and views. A total of 182 targeted emails were sent to 116 
companies. A screen of the potential participants was conducted beforehand to eliminate non-asset owning organisations as 
well as individuals who might have left an organisation. Despite these efforts, 55 individuals were not applicable either 
because a reply to the original email request indicated that the organisation was not in the designated population, or the 
individual had left the organisation and the email address was invalid. The individual response rate was 37.0% with 47 
responses, while the organisational response rate was 49.4% with 43 responses. The response rate in this study, while just 
above average for academic surveys [5], is less important as the questionnaire is being used as a tool to gain insight [6] rather 
than serve as a descriptive instrument. 
3.2 Respondent Analysis 
The geographical origin of this 
research is clearly seen with the 
majority of organisations (76.9%) 
based in Australia. There are also 
several participants from Europe 
(5.8%), North America (9.6%), South 
America (1.9%), and Asia (5.8%), 
while none from Africa or the Middle 
East. In measuring the willingness to 
participate from these regions, a 
comparison between invited 
respondents and actual respondents 
sees a decreased response from North 
America, Europe, and Asia (total 
composition of invited respondents is 
Australia 65%, North America 17%, 
Europe 8%, Asia 9%, and South 
 
Figure 1. Distribution of respondents by industry. 
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America 1%). The implications of 
these results limit the generalisation of 
the research findings to asset 
management data management within 
Australian organisations, while using 
the other organisations as a 
consistency check. 
The distribution of industries 
participating in the survey is shown in 
Figure 1. Notable representations are 
from the water utility, power utility, 
transportation and infrastructure, 
mining, and manufacturing industries. 
There was an inordinate number of 
utility providers to transportation or 
mining organisations compared to 
their relative market sizes (both are 
roughly 68 times larger than utilities 
in terms of number in Australia [1]). 
Two reasons can account for the 
disparate industry distribution: (1) discrepancies in the sample distribution and (2) the respondent's willingness to participate in 
the questionnaire. As described in Section 2.2, the sample frame distribution was dictated by the association of the participant 
with the two research centres. The distribution of these organisations clearly does not represent the market distribution, and is 
instead based on factors such as the organisation‟s ability to capitalise on potential research benefits, their marketing strategies, 
charitable disposition, and the research centre‟s ability to attract interest and funding. 
The second reason, willingness to participate, is indicated in Figure 2 where the percentage of respondents to the total 
number of survey requests is displayed per industry sector. The communications sector produces an anomalous result of 100% 
participation (as there was only one request sent) and has been taken out of the graphical results as not to skew the visual 
analysis. The other is the manufacturing industry, where there are an extremely low percentage of participants. Both sample 
frames contain approximately the same number of manufacturing organisations, so the potential issues of a reduced response 
rate due to the paper media was not applicable. One difference between the manufacturing industry and others is that it 
produces a physical end product, while the others offer service-based products. While follow up research showed that there 
were similar elements between the two classes of industries, the difference combined with the background of this research 
originating from a service-based industry, may have led to less interest from the manufacturing sector. 
While the distribution does not mimic the real market distribution, this does not detract from the significance of results. 
Insight can still be gained into the topic areas of the survey, although further follow-up work would be required to be able to 
make definitive declarations. 
The size of responding organisations was measured in two ways: by employment and by revenue. The size of an 
organisation is important to 
gauge the inclusion of both 
small and large organisations, 
which could have a possible 
effect on information system 
maturity. There is an adequate 
representation of organisation 
sizes distributed over the 
various categories using cut-
offs of 50, 100, 500, 1000, 
5000, 10000, and 25000 
people. There are two 
significant points to note: 
 Thirty-three percent of 
organisations fall within 
the 1000 to 5000 employee 
category while a very 
small number of 
organisations fall within 
the 10000 to 25000 
 
Figure 2. Willingness to participate by industry. 
 
Figure 3. Size of organisations by revenue for last reporting period. 
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category. The categories were 
based on a logarithmic style 
distribution, with the lower end 
dictated by the governmental 
descriptions of small and medium 
sized enterprises [7]. 
 The 100 to 500 category contains 
45% of the water utility 
respondents, and these largely 
consist of regional located utilities 
(as opposed to metropolitan). 
As seen with the survey 
respondents consisting of 
organisations on both the small and 
large extremes of employment size, 
there is also a large spread of stated 
revenues. The revenue figures in 
Figure 3 are the amount earned over 
the last annual reporting period 
adjusted in terms of Australian dollars. 
As with the number of employees, there are a greater number of larger-sized firms in the distribution, and this is also 
evidenced by a greater number of firms with larger revenues. Eighty-three percent of firms have revenues over $100 million, 
with a few mega-corporations in the “greater than $10 billion” category having revenues in excess of $50 billion and even 
$100 billion. As the net worth of “property, plant, and equipment” in asset management organisations typically runs into the 
billions, a left skewed distribution was expected for organisation turnover. 
3.3 Information System Analysis 
As information systems form the source systems to a data warehouse, it is important to understand their composition within 
an organisation. However, due to the large number of system permutations (e.g. a company may have more than one system of 
a system type) between different organisations, it becomes very difficult in framing appropriate questions for an unattended 
questionnaire. Hence instead of querying the composition of systems themselves, the systems that managed specific asset 
management data areas were examined. The slightly different focus involved investigating the major data areas within asset 
management, whereby seven categories were identified (shown in Figure 4). Thus some systems such as GIS do not appear to 
be explicitly represented in the question, but are implicitly included in the equipment management data area. While there are 
several other data categories that could have 
been included, these seven constituted the 
common major areas. 
The results show that most organisations 
have equipment and work management 
systems, while the adoption of risk and 
reliability management systems lags behind. 
The ordering of the two leaders is slightly 
strange as most work management systems also 
include an equipment management component 
or module. This is also true with materials 
management, where it is typically a component 
within the work management system. One 
possibility could be that organisations are not 
purchasing these modules in their system 
packages, or that these modules are not being 
used to their full capacity and are hence 
discounted by the respondent. Interviews with 
several organisations suggest the latter. 
The uptake of risk and reliability 
management procedures into organisational 
asset management has been slow. A survey in 
2001 indicated that only 57% of respondents 
included risk management into their asset 
management to increase safety and reduce 
 
Figure 4. Composition of asset management information systems. 
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Figure 5. Benefits of using information systems. 
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maintenance outages [8]. Thus there is a 
greater than 13% increase, albeit over a six 
year period. 
Unsurprisingly, the top five responding 
industry sectors (water utilities, power utilities, 
transportation and infrastructure, 
manufacturing, and mining) all employ work 
management systems. Life cycle costing 
systems within the power utility industry has a 
usage rate below 40%, while risk management 
systems within the power utility and mining 
industries only has a 50% uptake. 
3.3.1 Justification of System Selection 
To understand why the above information 
systems were used or not used in organisations, 
the benefits for using the systems as well as the 
reasons for not using the system were analysed. 
Matrix questions were used in these two 
questions and only one category could be 
selected to indicate the primary benefit or 
reason for each area. The selection restriction 
was enforced to elicit a greater distinction in 
the results (a multiple selection response would 
smooth out fluctuations in the responses). 
The heat map in Figure 5 shows that the “improving business procedures” category is the decisive benefit of asset 
management systems, nominated with the highest vote for five out of seven areas and tying for first position for two areas.  
Information systems are often built around a “best-practice” workflow specified by the developer of the system. Due to the 
lack of workflow customisability in many information systems, an organisation will often need to adopt the system workflow 
model, rather than adapting the system to the current organisational workflow. While this forced adaptation produces both 
beneficial and detrimental effects, in the case of asset management, the benefits seem to be greater. 
The “data processing and reporting” category is the next most selected category, winning one area, jointly winning two 
areas, and coming runner up in three areas. The interviews in this research found that many organisations generate thousands 
of reports per day through their information systems, and this supports the high selection of this benefit category. Data 
processing and reporting is incidentally the primary focus of data warehousing by providing a platform for integrated data 
analysis. 
The reasons for not using asset management information systems are displayed in Figure 6. Due to the majority of 
organisations using systems in each asset management data area, the number of responses to this question was low. 
Nevertheless, some trends can be observed. The main reasoning for not using information systems on average is classified in 
the “Other” category. However, due to the limited space available on the questionnaire, there was no follow up question on 
what “Other” constituted. The next highest category, “no benefit or business case”, has a mean response rate of 22% (σ = 7%). 
As the benefits of such systems are well documented, there must be particular circumstances in which these benefits do not 
apply. As this category is an umbrella category for several different underlying causes, further investigation would be required 
to investigate this phenomenon. This is also true with the category, "unable to find project sponsor". Thirty-three percent of 
respondents to the question indicated that another means was used for managing condition monitoring and operation data. 
Condition monitoring is often outsourced to dedicated monitoring organisations that specialise in particular monitoring 
techniques (e.g. vibration, thermography, and oil analysis). The data are stored by the monitoring organisation whilst a report is 
sent to the asset owner. 
3.3.2 Desired System Improvements 
Software is released in iterations in order to provide a constant revenue stream for the developer, and in return serving the 
needs of the purchasing organisation. These needs are constantly shifting due to changes in factors such as technology, 
competition, regulations, and culture. Eight categories of improvements to asset management information systems were 
investigated, and are listed in Figure 7. As the question looked at general improvements to systems, asset management system 
specific questions were not included. 
The most significant desired improvement is "easier integration with other systems" with 24% of the response. This is a 
trend seen within the interviews conducted with organisations due to a growing information system maturity across the 
industry. Integration allows for greater automation of workflows, faster and more complex report generation using data from 
multiple systems, and an elimination of redundant and inconsistent data. As integration produces numerous additional benefits 
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for systems (as opposed to the other 
improvements in the list – for 
example, more responsive systems and 
easier to customise – that just rehash 
existing functionality), it produces an 
attractive option. Equal preference is 
spread across the areas of 
customisability, graphical user 
interfaces (GUIs), reporting, and 
decision making support. Little 
preference is given to transitioning 
between vendors, which would imply 
that organisations can already easily 
move their data between different 
vendors; that organisations do not 
object to being locked into a particular 
vendor's solution (benefits outweigh 
the costs or the organisation has not 
fully comprehended the situation); 
and/or that it is not a high priority 
immediate item that needs to be 
addressed. As system integration results in alleviating some issues in moving to different vendors, this correlation may have 
been recognised by the respondents. 
3.3.3 Measuring Return on Investment 
Participants were asked when the return on investment of asset management information systems was measured. The 
categories were based the ROI analysis categories presented by Palmer [9]. While at least 50% of responding firms measure 
the ROI of asset management information system projects, one-third of the companies surveyed do not. In an ROI study 
conducted by CIO Insight [10], 71% of organisations rated financial justification as important for information technology 
projects, while only 62% attempted to measure the value of information technology projects through metrics such as ROI. This 
lower latter figure seems to be also applicable to organisations involved in asset management operations. While it could be a 
possibility that another measure of profitability or success is used by the firms that do not conduct ROI analysis, it is less likely 
that it is a classical financial measure (e.g. return on assets, return on capital). Most organisations that calculate ROI estimate it 
before the outset of their information system projects, while just 17% conduct periodic assessments of ROI. This is below the 
market average, where 52% of companies that do measure ROI periodically for information systems [10] is compared to 35% 
for asset management projects. 
3.4 Data Warehousing Analysis 
With the emphasis on desired improvements in information systems focusing on integration and reporting, it is unsurprising 
to find that 42% of respondents have a data warehouse that is used in their asset management. A further 21% of organisations 
are developing data warehouses, while 25% 
are not using a data warehouse. While no 
organisation had stopped using a data 
warehouse, the interviews in this research 
came across instances of failed data 
warehouse projects where the systems are no 
longer used as they became too unwieldy to 
manage. 
A study in 2002 indicated that 24% of 
utilities in North America had implemented a 
data warehouse with a 13% adoption rate for 
international utilities [11]. When limiting the 
scope to utilities, the results from this 
questionnaire show that 30% of utilities now 
have implemented data warehousing. As 95% 
of utilities were based in Australia, there has 
been just over a doubling in the asset 
management data warehousing adoption rate 
 
Figure 7. Desired improvements for asset management information systems. 
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over the last five years within the 
utilities sector. 
An interesting observation was 
seen in a comment on the question - 
"we use an EAM across functions that 
means we do not need [a data 
warehouse] for asset information". 
The comment shows that many 
organisations still do not fully 
understand that data warehouses and 
transactional systems are not 
competitors, but are in fact, synergists. 
While a transactional system can be 
made to masquerade as a data 
warehouse, it will be inherently 
limited by transactional system 
characteristics. 
As a data warehouse is a generic 
tool that can be used for any data set, 
the respondents that were using or 
developing a data warehouse were asked about the types of asset management data that were integrated in their data 
warehouse. Figure 8 shows a distribution of answers similar to the use of information systems for the seven data areas. Not all 
asset management data are included within the data warehouse, although work management leads while risk and reliability 
management trails. There is also a greater spread (σdata warehouse = 12.5% while σinformation systems = 7.1%) which indicates an 
inability or rejection of a justification in including particular areas into the data warehouse. 
Figure 9 shows that the primary justification for most organisations in developing a data warehouse is "enhanced business 
intelligence reporting". As indicated in the desired improvements, reporting is a key area of interest to respondents. From these 
two premises, it can be concluded that reporting is a critical function within organisations and it will continue to be in the 
future. Amongst the other categories, there is little difference in the number of responses despite the inclusion of integration – 
(“single source of data”) and integrated reporting (“querying data from multiple sources”) categories. As it would be expected 
that the latter category would be the primary justification based on the responses to previous questions, the more technical 
description of this category may have been less understood compared to the more generic and glamorous sounding “business 
intelligence reporting” category. 
The reasons for not having a data warehouse were asked to those organisations without one. As seen in Figure 10, almost 
one-third of respondents cite a lack of supporting infrastructure, with all of these respondents originating from the utilities 
industry. Hardware infrastructure is typically less of a problem for data warehousing, as hardware can easily be purchased and 
made to integrate with existing systems more readily. In the case of utilities, bandwidth can pose a problem for the ETL stage 
when there are many data sources located in regional areas as there is typically less telecommunications investment in these 
areas [12]. Software infrastructure is also often a problem, as there are issues with data formats (e.g. proprietary binary data 
formats), schema formats (e.g. 
normalisation issues with free text 
fields), and granularity (e.g. differing 
measurement granularities between 
regional sites). The next notable 
reason against a data warehouse is the 
lack of benefits perceived. In support 
of this, a comment was made that 
“although not a true data warehouse 
we do have links which allow 
reporting across systems” and that 
“data warehousing is only a hack to 
cover poorly integrated data”. Data 
warehousing is a situational solution, 
and not all organisation are able to 
realise its benefits. Integration is but 
one area that data warehousing offers 
a solution, and there are numerous 
other advantages as seen in the list of 
justifications in Figure 9. 
 
Figure 9. Justifications for data warehousing. 
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3.5 System Integration Analysis 
An important area for data 
warehousing is that of system 
integration. Integration involves 
making an information system 
accessible to another via an automated 
process. While data warehousing is an 
enabler of integration, it does not 
necessitate system integration, as it 
provides an indirect rather than a 
direct method. In addition, a direct 
method of integration does provide an 
easier upgrade path to data 
warehousing than those organisations 
without it, as it provides an existing 
infrastructure platform. 
The majority of respondents 
(72.0%) have some level of 
information system integration (e.g. 
automated file copies of data dumps, 
and sophisticated extraction and insertion through SQL) within their respective organisations. A more interesting observation 
was the “no systems are integrated” category with a 16.0% response. The respondents are generally smaller organisations that 
have a smaller number of areas covered by information systems. However, there is one anomalous case of a multi-billion dollar 
organisation that spends very little on asset management information systems, and has a data warehouse but not integrated 
systems. Presumably, the data warehouse forms the basis for integrated data analysis rather than using an individual 
information system (i.e. ERP or EAM), and automation of other systems is not required at this stage. 
Integration can be developed through different mechanisms and Figure 11 shows the four most common methods. The in-
house development of an integration bridge that spans different systems is adopted by 44% of the respondents with integrated 
systems. A custom solution is typically the most flexible methodology, but requires a commensurate amount of effort to 
achieve. Integration functionality already built into existing systems is the next highest method with a 28% response. 
Consolidation within the asset management information systems market has led to a few key vendors, and these vendors often 
make data interfaces available whereby other systems can push or pull data through their system. Smaller vendors or those in 
horizontal markets will develop out-of-the-box integration modules that enable their own software to “talk” to the software of 
the larger vendors. There are also several providers that focus on developing the integration aspect of systems, and 19% of 
respondents used this kind of software. These techniques are not mutually exclusive, and 48.6% of the total respondents with 
integrated systems used more than one technique to achieve their integration. 
While some vendors do make public interfaces to their systems, these interfaces often are designed specifically for the 
originating system. Standards have arisen that attempt to formalise these interfaces with common terminology and definitions 
and can be used by vendors of systems, their purchasers, or third parties that provide integration services. Standards also have 
implications within asset management data warehousing as it can provide a platform for quicker ETL development. Results 
show that 34% of respondents are either not aware of integration standards being used in their organisation while 31% of firms 
have not considered standards important to their integration efforts. This is a large percentage of organisations that are most 
likely unaware of the benefits of standardised interfaces. For the organisations that had investigated standards, there was an 
equal split with 14% eventually adopting some type of standards and rejecting their use. 
One organisation indicated that they use organisational-based standards. While internally developed standards will provide 
short term savings in IT expenditure, the case may be different for the long term if new systems are purchased, or if systems 
need to be connected to sources external to an organisation. Another organisation uses SAP application interfaces as its 
standard, as SAP forms their core information system. With SAP being a dominant player in the ERP space, they can almost 
dictate which trends, technologies, formats, and workflows certain industries must adopt. Due to the influence of larger EAM 
vendors, many smaller vendors will ultimately provide integration support for their software using such application interfaces. 
One comment on the question indicated that “vendors deliberately use non-standard structures to lock clients”. This was a 
common sentiment expressed in the industry interviews and is particularly the case for condition and operation systems, which 
often store data in proprietary binary formats. However, the majority of ERP/EAM/CMMS platforms have now moved to 
relational DBMSs which has liberated data from their governing system. This subsequently allows organisation to integrate 
data in standard formats, although this is one step down from complete standardised system integration. 
 
Figure 11. Method of integration. 
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3.6 Data Retention Analysis 
For each of the seven asset 
management data areas, participants 
were asked about their data retention 
policies. Figure 12 shows that 27% of 
respondents discard their operation 
data while 24% discard their condition 
monitoring data. The primary data 
type in these two areas is time-series 
measurement data. Depending on the 
monitoring policy, the data acquisition 
process can be data-intensive, 
producing huge volumes of data for 
asset operation or condition 
measurements. The huge amounts of 
data from these areas have led to the 
creation of data historian systems that 
provide storage, compression, and 
basic analysis functions for process 
data. 
It is also significant to note that a large percentage of respondents are uncertain about their organisational data retention 
policies. One-quarter of the total respondents answered with an “Unknown” response for all of their selected data areas. There 
is a lack of data lifecycle awareness within organisations with many individuals using corporate systems without knowing the 
procedures in data collection, maintenance, and purging. There are many assumptions introduced into data from these 
processes and it becomes important to understand these assumptions when conducting analysis. 
The organisations that discard any type of data were asked for their justification for the policy. Figure 12 shows that 31% of 
respondents found that the usefulness of the data has declined while 12% are uncertain of the usefulness of the data. The first 
category deals with the immediate usefulness or purpose of the data, while the second category covers the future usefulness of 
the data. The benefits of data to organisations may originate years or decades in the future, when the data may be identified to 
have some use. However, a trade-off must be made by data managers between the current spending for data maintenance and 
any future benefits in revenue or cost savings. Despite the increases in storage technology, 23% of respondents cited an 
insufficient storage space for data. Usefulness, rather than technology or costs, is typically the underlying factor for the 
selection of this response. Organisations will not spend funds on increasing storage space if the benefit or usefulness of the 
data is less than the cost to store and analyse it. The “Others” category provided a comment was that data was discarded due to 
“plant retirement”. If any remaining assets from the plant were not distributed to other plants, or if no historical analysis  
involving the retired plant would be conducted, then the retirement event would be considered as suitable justification for 
discarding data. 
One respondent made an amusing comment that their systems had “stupid data structures that overwrite history”. This 
research has come across several older process systems that overwrite data on a cyclic FIFO (first in, first out) basis, but will 
keep aggregated values of the overwritten periods. Designed without the foresight of archiving data, this functionality was 
included to reduce the memory footprint of the application to maintain performance. While modern systems usually have more 
options for retaining data, legacy systems can present this problem. 
4 CONCLUSION 
This exploratory survey was conducted to provide a preliminary examination of the status of information systems and data 
warehousing within asset management organisations. The responding organisations were from an assorted selection of 
industries and were of varied sizes. The survey research questions addressed the composition and use of information systems, 
as well as issues in data warehousing, integration, and data retention. 
The survey found that the majority of organisations use work and equipment management systems while life cycle costing 
and risk and reliability management systems were lacking in their use. However, these previously esoteric systems are 
becoming more a part of an organisation‟s information system architecture as adoption increases for the business processes 
they support. 
One of the more striking revelations of this survey was that the primary justifications for using asset management 
information systems was to both improve business procedures and data reporting. Streamlining business procedures through 
workflow automation decreases the overall time and resources required by each procedure, and thus, reducing costs. Data 
analysis and reporting also provides a method to detect inefficiencies within processes, and provides a platform for continuous 
improvement. 
 
Figure 12. Reasons for discarding data. 
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While most organisations have already integrated some of their information systems through in-house development, easier 
integration was cited as the most desired aspect for next generation systems. However, the lack of knowledge on data 
integration standards was evident within these organisations. As standards-based integration decreases the risk of adoption in 
long-term usage scenarios (at the expense of an increased initial cost), further awareness about integration standards needs to 
be disseminated. 
Asset management data warehousing appears to be firmly established in organisations, with more than half the respondents 
either developing or operating a warehouse. Naturally, adoption has increased over the past half-decade and the primary reason 
for adoption is, again, the need for enhanced data analysis and reporting. With the significant uptake of data warehousing for 
asset management, it appears that this methodology is a step in the right direction, although issues still remain on how to 
integrate data across different asset management areas. 
Overall, the major conclusion of this survey is that the use of data management software for asset management in general is 
yielding favourable results for most users. Technology is being used to automate processes leading to greater efficiencies, and 
complex data analysis is now becoming mainstream after decades of simple data capture and reporting. There is no clear cut 
industry or size of organisation leading the charge, nevertheless, all asset management organisations are residually benefiting 
from the ones that are. 
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