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Abstract
LetG be a simple connected graph andL(G) be the Laplacian matrix ofG. Let a(G) be the
second smallest eigenvalue of L(G). An eigenvector of L(G) corresponding to the eigenvalue
a(G) is called a Fiedler vector of G. Let Y be a Fiedler vector of G. A characteristic vertex is
a vertex u of G such that Y (u) = 0 and such that there is a vertex w adjacent to u satisfying
Y (w) /= 0. A characteristic edge is an edge {u, v} such that Y (u)Y (v) < 0. The characteristic
set S is the collection of all characteristic vertices and characteristic edges of G with respect
to Y . A Perron branch at S is a connected component of G \ S with the smallest eigenvalue
of the corresponding principal submatrix of L(G) less than or equal to a(G). Suppose that
S contains vertices only and that there are t Perron branches of G at S. We show that in this
case the multiplicity of a(G) is at least t − 1 and t − 1 of the linearly independent Fiedler
vectors can be constructed from the positive eigenvectors of the Perron branches. We also
show that the condition “for each Fiedler vector Y , the characteristic set contains vertices
only” is equivalent to “the multiplicity of a(G) is exactly t − 1”. We characterize the graphs
in which spectral integral variation occurs in one place by adding an edge where the changed
eigenvalue is the algebraic connectivity.
© 2004 Elsevier Inc. All rights reserved.
∗ Corresponding author. Tel.: +91 361 2582607; fax: +91 361 2690762.
E-mail addresses: sasmitab@iitg.ernet.in (S. Barik), pati@iitg.ernet.in (S. Pati).
0024-3795/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2004.10.015
210 S. Barik, S. Pati / Linear Algebra and its Applications 397 (2005) 209–222
AMS classification: 05C50; 15A48; 15A15; 15A18
Keywords: Laplacian matrix; Perron branch; Algebraic connectivity; Characteristic set; Spectral integral
variation
1. Introduction
Throughout all graphs are assumed to be simple, unless otherwise mentioned. Let
G = (V ,E) be a graph with vertex set V = {1, 2, . . . , n}. The adjacency matrix of
G, denoted by A(G), is defined as A(G) = [aij ]n, where
aij =
{
1, if i and j are adjacent in G,
0, otherwise.
The Laplacian matrix of G, denoted by L(G), is defined as D − A(G) where D is
the diagonal degree matrix of G. It is well known that L(G) is a positive semidefinite
matrix with the smallest eigenvalue 0. To know some basic properties of Laplacian
matrix see [6] and the references therein.
Suppose that 0 = λ1(G)  λ2(G)  · · ·  λn(G) are the eigenvalues of L(G).
Fiedler [4] showed that the second smallest eigenvalue of L(G) is 0 if and only if
the graph is disconnected. Thus the second smallest eigenvalue of L(G) is popularly
known as the algebraic connectivity of G and is denoted by a(G). The eigenvectors
corresponding to a(G) are called Fiedler vectors of the graph G.
Let Y be a Fiedler vector of G. By Y (v), we denote the coordinate of Y cor-
responding to the vertex v. A vertex v of G is called a characteristic vertex of
G if Y (v) = 0 and if there is a vertex w, adjacent to v, such that Y (w) /= 0. An
edge e with end vertices u, w is called a characteristic edge if Y (u)Y (w) < 0. By
C(G, Y ) we denote the characteristic set of G which is defined as the collection of
all characteristic vertices and characteristic edges of G.
Henceforth we use the following notations. An edge between two vertices v and
w in a graph G is denoted by {v,w}. If S is a set of vertices and edges in G, by
G \ S we mean the graph obtained by deleting all the elements of S from G. It is
understood that when a vertex is deleted, all edges incident with it are deleted as
well, but when an edge is deleted, the vertices incident with it are not. If U is a set
of vertices in G, then the subgraph H induced by U is defined as follows: H has
vertex set U and for u,w ∈ U , the edge {u,w} ∈ H if {u,w} ∈ G. The subgraph
induced by the set of edges F in G is defined as follows: the vertex set is the set of
all vertices of G which are incident with at least one edge in F and the edge set being
F itself. The vector of all ones of an appropriate order is denoted by 11. The vector
with ith entry equal to 1 and all other entries 0 is denoted by ei . By bij we mean the
(i, j)th entry of a matrix B. By τ(B) we denote the smallest eigenvalue of a square
symmetric matrix B. The complete graph of order n is denoted by Kn.
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The cardinality of S is denoted by |S|. A component of a graph is a maximal
connected subgraph. By N(i) we denote the set of all vertices in G that are adjacent
to the vertex i. If G1 = (V1, E1) and G2 = (V2, E2) are two graphs on disjoint sets
ofm and n vertices, respectively, their union is the graphG1 +G2 = (V1 ∪ V2, E1 ∪
E2), and their join is G1 ∨G2 = (Gc1 +Gc2)c, the graph on m+ n vertices obtained
from G1 +G2 by adding new edges from each vertex of G1 to every vertex of G2.
A general graph is a graph where multiple edges and loops are allowed. Let G be a
connected graph and W be any proper subset of the vertex set of G. By a branch at
W of G we mean a component of G \W . A branch at W is called a Perron branch
if the principal submatrix of L(G), corresponding to the branch, has an eigenvalue
less than or equal to a(G).
The following is well known (see, for example [10]).
Theorem 1. Let G be a general graph of order n. Let G+ e be the graph obtained
by adding the edge or loop e in G. Then the eigenvalues of G interlace those of
G+ e, that is,
λ1(G)  λ1(G+ e)  λ2(G)  λ2(G+ e)  · · ·  λn(G)  λn(G+ e).
Note that
∑n
i=1(λi(G+ e)− λi(G)) = 2 (if e is an edge) or 1 (if e is a loop), so that
at least one inequality in Theorem 1 must be strict.
Let G be a simple graph and e = {i, j} be an edge not in G. So [8] showed that by
adding the edge e one eigenvalue of G increases by 2 (and n− 1 eigenvalues remain
unchanged) if and only if N(i) = N(j) and observed that in such a case, if G is
Laplacian integral then G+ e is also Laplacian integral and raised the question of
characterizing the case when adding an edge results in increasing exactly two eigen-
values of G by 1 each. Fan [10] introduced and studied spectral integral variation in
general graphs by adding an edge or a loop.
Definition 1. Let G be a general graph of order n and e be any edge or loop. We say
that the spectral integral variation of G occurs in one place by adding e if exactly
one eigenvalue ofG increases by 2 (or 1) when the edge (or loop) e is added toG. We
say that the spectral integral variation of G occur in two places by adding e (here
e is an edge) if exactly two eigenvalues of G increase by 1 each when e is added
to G.
It follows from Theorem 1 that if the spectral integral variation of a general graph
occurs by adding an edge, then it must occur either in one place or in two places.
Example 1. Here we give examples of two simple graphs where adding an edge
results in spectral integral variation in one and two places. The eigenvalues of each
graph are written below that graph.
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Fan [10] has characterized spectral integral variation occurring in two places by
adding an edge e. Kirkland [5] has characterized all graphs in which spectral integral
variation occurs in two places by adding an edge e and discussed the case where one
of the changed eigenvalue is the algebraic connectivity. In this article we pose the
problem of characterizing graphs in which spectral integral variation occurs in one
place by adding an edge e where the changed eigenvalue is the algebraic connectiv-
ity. Fan [10] has shown that when G1,G2 are disjoint graphs, the spectral integral
variation of G1 +G2 occurs in one place by adding an edge {u, v}, u ∈ G1, v ∈ G2
if and only if both u, v are isolated vertices. It is obvious that in this case the changed
eigenvalue of G1 +G2 is the algebraic connectivity. In view of this a characteriza-
tion of connected graphs in which spectral integral variation occurs in one place
by adding an edge e where the changed eigenvalue is the algebraic connectivity is
now required. Suppose that G is a connected graph on n vertices. We show that this
variation occurs if and only if G = G∗ ∨ (G1 + {i} + {j}), where G∗ is a graph of
order k (1  k  n− 2), such that a(G∗) is at least 2k − n, and G1 is any graph on
n− k − 2 vertices. We further explore the case when the algebraic connectivity of
G is simple to see that such a variation occurs if and only if G = Kn \ {i, j}. The
results suggest methods to construct graphs for which such variation occurs and also
to construct graphs for which such variation never occurs. Prior to this we study
the multiplicity of the algebraic connectivity. Suppose that Y is a Fiedler vector of
G such that the characteristic set S contains vertices only. Assume that there are
t ( 2) Perron branches of G at S. We show that the multiplicity of the algebraic
connectivity is at least t − 1 and construct t − 1 linearly independent Fiedler vectors
using the positive eigenvectors of the Perron branches. We observe that unlike the
case when S = {u}, where it is known that the multiplicity is exactly t − 1, there
are examples where the multiplicity can actually exceed t − 1. We supply a class
of examples for each of these cases. We show that the condition “no Fiedler vector
gives a characteristic edge” is sufficient to make the multiplicity exactly t − 1.
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2. Preliminary results
In this section we give some important results which we use later. By S(G) we
denote the set of all eigenvalues of L(G), with multiplicities, arranged in ascending
order. A general version of the following is contained in [10].
Lemma 2. Let G be a connected graph of order n, e be an edge not in G, and
S(G) = {λ1, λ2, . . . , λn}. If the spectral integral variation of G occurs in one place
by adding an edge e then S(G+ e) = (S(G) \ {λk}) ∪ {λk + 2}, for some k ∈
{1, 2, . . . , n}.
A vector x ∈ Rn is called a Faria vector, if there are only two nonzero entries in x
which are 1, −1, respectively. A general version of the following is contained in [10].
Theorem 3. Let G = (V ,E) be a connected graph of order n, e = {i, j}, i /= j,
be an edge not in G. Then the following conditions are equivalent.
1. The spectral integral variation of G occurs in one place by adding e.
2. One eigenvector of G is the Faria vector of which the ith and j th entries are
nonzero.
3. N(i) = N(j).
Corollary 4. Let G = (V ,E) be a connected graph of order n and let i, j be two
nonadjacent vertices of G. If the spectral integral variation of G occurs in one place
by adding edge between i and j, then the Faria vector with the ith and j th entry
nonzero is an eigenvector corresponding to the changed eigenvalue λk (say) and
λk = di, the degree of the ith vertex.
The following can be found in [1].
Lemma 5. Let G be a connected simple graph and a(G) the algebraic connectivity.
Let W be a set of vertices of G such that G \W is disconnected. Let G1, G2 be two
components of G \W and let Lˆ1, Lˆ2 be the principal submatrices of L correspond-
ing to G1, G2, respectively. Suppose τ(Lˆ1)  τ(Lˆ2). Then either τ(Lˆ2) > a(G) or
τ(Lˆ1) = τ(Lˆ2) = a(G).
As an immediate corollary we have the following.
Corollary 6. Let G be a connected graph with the algebraic connectivity a(G). Let
W be a set of vertices ofG such thatG \W is disconnected withm( 2) components
G1,G2, . . . ,Gm and Lˆ1, Lˆ2, . . . , Lˆm be the corresponding principal submatrices of
L(G). If τ(Lˆi) = a(G), for some i = 1, 2, . . . , m, then τ(Lˆi)  a(G), for all i.
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The following result can be found in [3,7].
Theorem 7. Let G1,G2 be two disjoint graphs on n,m, vertices respectively, and
G = G1 ∨G2. Let S(G1) = {0, λ2, . . . , λn}, and S(G2) = {0, µ2, . . . , µm}.
Then
S(G) = {0, n+ µ2, . . . , n+ µm,m+ λ2, . . . , m+ λn,m+ n}.
3. Multiplicity of the algebraic connectivity
Let G be a connected graph. Let Y be a Fiedler vector of G such that W =
C(G, Y ) contains vertices only. It is well known that G has at least two Perron
branches at W (see [1]). Suppose that G has t Perron branches at W . It is known
that in case W = {i}, the multiplicity of the algebraic connectivity is exactly t − 1
(see [2] for a result which is true for a much wider class of matrices).
In general the following can be said.
Lemma 8. LetG be a connected graph. Let Y be a Fiedler vector ofG. Suppose that
W = C(G, Y ) contains vertices only. Suppose that G has t ( 2) Perron branches
G1,G2, . . . ,Gt at W. Then the multiplicity of a(G) is at least t − 1.
Proof. Consider the matrix
Lˆ =


Lˆ(G1) 0 · · · 0
0 Lˆ(G2) · · · 0
...
...
.
.
.
...
0 · · · 0 Lˆ(Gt )

 ,
where Lˆ(Gi) is the principal submatrix of L(G) corresponding to Gi . Thus the t th
smallest eigenvalue of Lˆ is less than or equal to a(G). With permutation similarity
operation we can consider Lˆ to be a principal submatrix ofL(G). Thus by Cauchy in-
terlacing theorem we see that the t th smallest eigenvalue λt (G)  a(G). As a(G) =
λ2(G)  λt (G)  a(G), we conclude that λ2(G) = · · · = λt (G) = a(G) and the
multiplicity of a(G) is at least t − 1. 
A natural question is whether the multiplicity can actually be higher. A simple
example confirms this fact affirmatively.
Example 2. Consider the cycle G = C4 on {1, 2, 3, 4}.
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It is easy to see that Y = [1 0 −1 0], is a Fiedler vector. In this case
W = C(G, Y ) = {2, 4}. There are only two Perron branches {1}, {3} of G at W .
By Lemma 8 the multiplicity of the algebraic connectivity is at least one. One can
check that the multiplicity of the algebraic connectivity is two.
In [2], the authors have shown that when W = {u} one can get t − 1 linearly
independent Fiedler vectors using the positive eigenvectors corresponding to the
Perron branches of G at W .
A similar result holds in the general case. If Y is the Fiedler vector under con-
sideration then a component H of G is said to be zero (positive, negative) if Y (v) =
0 (Y (v) > 0, Y (v) < 0), ∀v ∈ H. The component H is said to be nonzero if it is not
a zero component. The following is our first main result of this section.
Theorem 9. Let G be a connected graph and Y be a Fiedler vector of G. Suppose
that W = C(G, Y ) contains vertices only and G1,G2, . . . ,Gt , t  2 are the Perron
branches of G at W. Let Lˆi be the principal submatrix of L(G) corresponding to
Gi, i = 1, 2, . . . , t. Then the following are true.
(i) Each Gi, i ∈ {1, . . . , t} is either positive or negative or zero and τ(Lˆi) = a(G).
(ii) We can get t − 1 linearly independent Fiedler vectorsX1, X2, . . . , Xt−1 ofL(G)
such that for each vector Xj , Xj (w) = 0, for all w ∈ W and exactly one of the
components Gi, i ∈ {1, . . . , t} is positive and exactly one of the components
Gi, i ∈ {1, . . . , t} is negative with respect to Xj .
(iii) For each of the above Fiedler vectors Xi, C(G,Xi) = W.
Proof. Item (i) follows easily, because there is a nonzero branch, say H of G at
W. If H contains a negative vertex and a positive vertex then H is bound to contain
either a characteristic edge or a characteristic vertex, which is not possible by the
hypothesis. Suppose that H contains a positive vertex, thus the subvector Y (H) is
nonnegative. Since L(G)Y = a(G)Y it follows that Lˆ(H)Y (H) = a(G)Y (H). As
Lˆ(H) is a nonsingular symmetric M-matrix, its inverse is positive. It follows that
Y (H) is positive and τ(Lˆ(H)) = a(G). Thus H is a Perron branch at W . If Gi is
any other Perron branch at W such that τ(Lˆi) < a(G), then considering H,Gi and
applying Lemma 5, we get a(G) < τ(Lˆ(H)), which is a contradiction.
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(ii) Now we construct a Fiedler vector of the form described in the statement.
Consider the positive eigenvectors Z1 and Z2 of Lˆ(G1) and Lˆ(G2). Let
k =
∑
v∈G1 Z1(v)∑
v∈G2 Z2(v)
.
Observe that in the above definition of k we use the fact that the entries of Z2 agree
in sign. With a permutation similarity operation we can write
L(G) =

 Lˆ1 0 L130 Lˆ2 L23
L31 L32 L33

 .
Let
X1 =


Z1
−kZ2
0
...
0

 .
One can see that
11TX1 = 0 and
XT1L(G)X1 = a(G)XT1X1. (1)
Recall that 11 is the eigenvector of L(G) corresponding to the smallest eigenvalue 0
and L(G) is a symmetric matrix. Thus from the above equation one can easily show
that L(G)X1 = a(G)X1. One can construct other Fiedler vectors by considering the
positive eigenvectors Z1, Zi of Lˆ(G1), Lˆ(Gi), case by case where, 3  i  t . It is
clear that these Fiedler vectors are linearly independent.
To prove (iii), we claim that each vertex w ∈ W , is adjacent to at least one vertex
of each of G1, . . . ,Gt .
Suppose thatw is not adjacent to any vertex ofG1 (say). Sincew ∈ W = C(G, Y )
is a characteristic vertex, there exist two components, say G2,G3 such that w is
adjacent to a vertex from each of G2,G3. Let W ′ = W \ {w}. Notice that G \W ′
has at least two components, one is G1, the other one is H which contains G2,G3, w
(this one may actually contain some more vertices).
With some permutation similarity operations we can write
Lˆ(H)− τ(Lˆ(G2))I =
[
Lˆ(G2)− τ(Lˆ(G2))I C
Ct D − τ(Lˆ(G2))I
]
.
Note that since w is adjacent to a vertex of G2, we have C /= 0. Thus [Lˆ(G2)−
τ(Lˆ(G2))I ]Z2 = 0 and CtZ2 /= 0 (as C  0), where Z2 is the positive eigenvector
of Lˆ(G2). An application of Corollary 5 of [1] tells that τ(Lˆ(H)) < τ(Lˆ(G2)) =
τ(Lˆ(G1)).
S. Barik, S. Pati / Linear Algebra and its Applications 397 (2005) 209–222 217
Now, applying Lemma 5, we see that a(G) < τ(Lˆ(G1)), which is a contradiction.
Thus the claim is justified and the proof is complete in view of the fact that for each
of these Fiedler vectors Xi , G1 is always positive and Gi+1 is negative. 
Remark. The technique used in (ii) is taken from [9].
Next we give a class of graphs satisfying the conditions of Lemma 8, in which the
multiplicity of the algebraic connectivity is exactly t − 1.
This construction is easy in view of Theorem 7. Given any natural number t  2,
consider the join G of a graph H1 of order k with H2 which consists of t isolated
vertices. We observe that S(G) = {0, k, k, . . . , k, t + λ2(H1), . . . , t + λk(H1), n =
k + t}. We see that the multiplicity of a(G) is exactly t − 1 if t + λ2(H1) > k. Note
that if we choose H1 to be complete then λ2(H1) = k, and thus the requirement
is satisfied. Thus the class G = Kk ∨H2, where H2 is a graph of t ( 2) isolated
vertices {1, . . . , t} has multiplicity exactly t − 1 (Fig. 1).
Note that any Fiedler vector Y of G is a linear combination of
e1 − e2, e1 − e3, . . . , e1 − et ,
and thus C(G, Y ) = vertices of Kk . For the case k = 1, the graph G becomes a star
on t + 1 vertices.
In view of the above discussion it is clear that for t  2, the complete bipart-
ite graph Kt,t is an example which satisfies the condition of Lemma 8, but the
multiplicity of the algebraic connectivity is 2t − 2.
Another interesting question can be asked at this point. Suppose that G satisfies
the condition of Lemma 8. We know the following. If the multiplicity of a(G) is
exactly t − 1 then for each Fiedler vector Y we have thatC(G, Y ) consists of vertices
only (this follows from Theorem 9). Is the converse true? That is, if we know that for
each Fiedler vector Y of G, the set C(G, Y ) consists of vertices only, does that force
the multiplicity of a(G) to be t − 1?
The following which is our second main result of the section, answers this ques-
tion affirmatively.
Fig. 1. Kk ∨Kct , k  1, satisfies the conditions of Lemma 8, and the multiplicity of the algebraic
connectivity is exactly t − 1.
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Theorem 10. Let G be a connected graph and Y be a Fiedler vector with W =
C(G, Y ) consisting of vertices only. Suppose that there are t ( 2) Perron branches
G1, . . . ,Gt of G at W. Then the following are equivalent.
(i) The multiplicity of a(G) is t − 1.
(ii) For each Fiedler vector Z the set C(G,Z) = W.
(iii) For each Fiedler vector Z the set C(G,Z) consists of vertices only.
Proof. In view of the foregone discussions we show only (iii)⇒ (i).
Suppose that (iii) holds and (i) does not. We recall (Theorem 9) that there are
t − 1 linearly independent Fiedler vectorsX1, . . . , Xt−1, where for i = 1, . . . , t − 1,
Xi is positive on G1, negative on Gi+1 and zero elsewhere. Let H1, . . . , Hk be the
branches of G at W which are not Perron branches.
LetZ be a Fiedler vector ofGwhich is not a linear combination of theseXis. Thus
the vector U = Z +∑t−1i=1 αiXi is also a Fiedler vector of G. Note that when αis are
large positive numbers, U makes G1 positive and each of G2, . . . ,Gt negative. By
the hypothesis C(G,U) contains vertices only. Thus C(G,U) ⊂ W ⋃⋃ki=1 Hi . By
Theorem 9 we know that each w ∈ W is adjacent to at least one vertex of each of
G1, . . . ,Gt . Thus W ⊂ C(G,U).
Note thatG1, . . . ,Gt ,H1, . . . , Hk are the components ofG \W , andU(W) = 0.
If U(H1) /= 0, it follows that Lˆ(H1)U(H1) = a(G)U(H1). Thus τ(Lˆ(H1))  a(G),
which is a contradiction to the fact that H1 is not a Perron branch. Thus for each
i = 1, . . . , k we have U(Hi) = 0.
Since G1, . . . ,Gt , are Perron branches, and Lˆ(Gi) is inverse-positive and Lˆ(Gi)
U(Gi) = a(G)U(Gi), we see by applying Perron–Frobenius theory that U(Gi) is
the Perron vector for (Lˆ(Gi))−1.
It now follows that for the Fiedler vector Z either Z(Gi) is zero or is the Perron
vector for (Lˆ(Gi))−1. Thus C(G,Z) = W .
To show that Z is a linear combination of Xis, assume that Z is nonzero on
G1, . . . ,Gs, 2  s  t . Consider the vector Z1 = Z − γ1X1, where the number γ1,
is so chosen that Z1(u2) = 0, for some u2 ∈ G2. If Z1 = 0, we are done, otherwise
Z1 is also a Fiedler vector. Since Z1(u2) = 0, it follows that Z1(G2) = 0. Thus for
Z1 at most s − 1 components out of G1,G3, . . . ,Gs are nonzero.
We repeat the above procedure at most s − 1 times to obtainZs−1 = Z − γ1X1 −
γ2X2 − · · · − γs−1Xs−1, for some real numbers γi, i = 1, . . . , s − 1 such that the
S. Barik, S. Pati / Linear Algebra and its Applications 397 (2005) 209–222 219
components G2,G3, . . . ,Gs are zero components for Zs−1. Note that for Zs−1 the
vertices in G1 agree in sign. Since each Fiedler vector must have a positive vertex
and a negative vertex, it follows that Zs−1 = 0. Hence the proof. 
4. Spectral integral variation occurring in one place with the algebraic
connectivity increasing by 2
Let G be a connected graph with vertex set {1, 2, . . . , n}. Let i, j be two non-
adjacent vertices in G. A necessary and sufficient condition for spectral integral
variation of G occurring in one place by adding edge between i and j is given
in Theorem 3. In this section we characterize the class of connected graphs G for
which spectral integral variation occurs in one place by adding an edge between two
nonadjacent vertices where the changed eigenvalue is the algebraic connectivity. Let
us first consider the case where a(G) is a simple eigenvalue. The following is an
useful observation.
Lemma 11. Suppose that G is a connected graph with vertices {1, 2, . . . , n}, n  4
with a simple algebraic connectivity and the Faria vector Y = en − en−1 is a Fiedler
vector ofG. Assume that the edges {1, 2}, {n− 1, n} /∈ G. LetH = G+ {1, 2}. Then
a(H) = a(G) and it is a simple eigenvalue of H with Y as a Fiedler vector. Further
spectral integral variation of both G and H occur in one place by adding the edge
{n− 1, n} where the changed eigenvalue is the algebraic connectivity.
Proof. By Theorem 1 we have a(H)  a(G). Observe that the vector Y is an
eigenvector of L(H) corresponding to the eigenvalue a(G). Since a(G) > 0, and
τ(L(H)) = 0, it follows that a(G) = a(H) and Y is the corresponding eigenvector.
Again by Theorem 1, we have a(H) = λ2(G) < λ3(G)  λ3(H), which implies
a(H) is simple.
Let G′ = G+ {n− 1, n}. Let λ /= a(G) be an eigenvalue of L(G) and Z be a
corresponding eigenvector. Thus Y tZ = 0, that is Z(n− 1) = Z(n). Thus [L(G′)−
L(G)]Z= (en−1 − en)(en−1 − en)tZ = 0. SoL(G′)Z = L(G)Z = λZ. Thus spec-
tral integral variation occurs in one place by adding the edge {n− 1, n} to G where
the changed eigenvalue is a(G). Proof of spectral integral variation of H occurring
in one place by adding the edge {n− 1, n} where the changed eigenvalue is a(H) is
similar. 
The following is one of the main results of the paper.
Theorem 12. Let G be a connected graph with vertices {1, 2, . . . , n} and let i, j
be two nonadjacent vertices in G. Let a(G) have multiplicity one. Then spectral
integral variation occurs in one place by adding the edge {i, j} where the changed
eigenvalue is a(G) if and only if G = Kn \ {i, j}.
220 S. Barik, S. Pati / Linear Algebra and its Applications 397 (2005) 209–222
Proof. If G = Kn \ {i, j}, then the spectrum of G and G+ {i, j} are
S(G) = {0, n− 2, n, . . . , n} and S(G+ {i, j}) = {0, n, n, . . . , n},
respectively. Hence spectral integral variation occurs in one place and the changed
eigenvalue is a(G).
Conversely, assume that a(G) has multiplicity one and spectral integral variation
ofG occurs in one place by adding edge {i, j} where the changed eigenvalue is a(G).
It follows that if S(G) = {0 = λ1, λ2 = a(G), λ3, . . . , λn} then S(G+ {i, j}) =
(S(G) \ {λ2}) ∪ {λ2 + 2}. By Theorem 3 and the corollary following that we have
N(i) = N(j), λ2 = |N(i)| = |N(j)| and the Faria vector Y = ei − ej is a Fiedler
vector of G.
Let |N(i)| = k. Clearly C(G, Y ) = N(i), the characteristic set of G. Note that
G \ C(G, Y ) is disconnected with at least two components {i} and {j}. Let G1,
G2, . . . ,Gm be the m( 2) components of G \ C(G, Y ), where G1 = {i} and G2 =
{j}. Let Lˆ(Gt ) be the principal submatrix of L(G) corresponding to Gt and L(Gt)
be the Laplacian matrix of the graph Gt , for t = 1, 2, . . . , m. After a permutation
similarity operation we have
L(G) =


Lˆ(G1) 0 . . . 0
0 Lˆ(G2) . . . 0
...
...
.
.
.
... C1 . . . Ck
0 0 . . . Lˆ(Gm)
Ct1 d1 . . . ∗
... ∗ . . . ∗
Ctk ∗ . . . dk


.
By Corollary 6, τ(Lˆ(Gt ))  k, for all t = 1, 2, . . . , m.
We claim that for each t, every vertex of Gt are adjacent to each of the k vertices
of C(G, Y ) in G. To see the claim suppose that there is a component, say G3, and
a vertex v ∈ G3 such that v is not adjacent to all vertices of C(G, Y ) in G. Thus
Lˆ(G3) < kI + L(G3)⇒ 11t Lˆ(G3)11 < 11t [kI + L(G3)]11 = |G3|k, where |G3| de-
notes the number of vertices in the graph G3. Thus by Rayleigh–Ritz theorem we
have τ(Lˆ(G3)) < k, which is a contradiction to Lemma 5. So the claim is justified.
Since each vertex of Gt, t = 1, 2, . . . , m, is adjacent to every vertex in C(G, Y ),
we see that Lˆ(Gt ) = kI + L(Gt). Hence τ(Lˆ(Gt )) = k, for all t = 1, 2, . . . , m.
Thus each of the m components G1,G2, . . . ,Gm are Perron branches of G at
C(G, Y ). By Lemma 8, the multiplicity of λ2 = a(G) is at least m− 1. But from the
hypothesis the multiplicity of λ2 is 1. So m− 1  1. But we know m  2 and thus
m = 2. Thus G1 = {i} and G2 = {j} are the only two components of G \ C(G, Y ).
Hence G = G∗ ∨ ({i} + {j}) where G∗ is the subgraph of G induced by C(G, Y ).
We recall that C(G, Y ) = N(i), and notice that |C(G, Y )| = n− 2. We recall that
any eigenvalue of the Laplacian matrix of size n does not exceed n (see [6]).
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Now suppose that G∗ is not complete. Thus n  4. Let E(G∗) = Kn−2 \ {e1,
e2, . . . , ep}, for some p  1, where Kn−2 is the complete graph with vertex set
{1, 2, . . . , n} \ {i, j} and {e1 = {i′, j ′}, e2, . . . , ep} ⊂ E(Kn−2). Let H be the graph
obtained by adding edges e2, . . . , ep to G. Repeated application of Lemma 11 re-
veals that the eigenvalue a(H) = n− 2 is simple. But the vector Y ′ = ei′ − ej ′ is
also an eigenvector corresponding to the eigenvalue n− 2, which is a
contradiction. 
Corollary 13. Let G be a connected graph on vertices {1, 2, . . . , n} such that 1 and
2 are nonadjacent in G. Suppose also that a(G+ {1, 2})− a(G) = 2. Then a(G) is
simple, a(G) = n− 2, G+ {1, 2} = Kn.
Proof. By Theorem 1 and the discussion following that λi(G+ {i, j}) = λi(G),
for all i /= 2. Thus spectral integral variation occurs in one place where the changed
eigenvalue is a(G). Again by Theorem 1, a(G+ {i, j})  λ3(G), so that a(G) is
simple. The rest follows from Theorem 12. 
Now we consider the case where the multiplicity of a(G) is at least 2 and spectral
integral variation of G occurs in one place by adding edge between i and j where
the changed eigenvalue is a(G).
Theorem 14. Let G be a connected graph with vertices {1, 2, . . . , n} and let i, j
be two nonadjacent vertices in G. Then spectral integral variation of G occurs in
one place by adding edge between i and j where a(G) is the changed eigenvalue
if and only if G = G∗ ∨ (G1 + {i} + {j}), where G∗ is a graph of order k (say),
1  k  n− 2, with a(G∗)  2k − n and G1 is any graph on n− k − 2 vertices.
Proof. Let G = G∗ ∨ (G1 + {i} + {j}), where G∗ is a graph of order k, 1  k 
n− 2, with a(G∗)  2k − n andG1 is any graph on n− k − 2 vertices. Let S(G∗) =
{0 = λ1(G∗), λ2(G∗), . . . , λk(G∗)} and S(G1) = {0 = λ1(G1), λ2(G1), . . . ,
λn−k−2(G1)}. Then by Theorem 7,
S(G)={0, λ2(G∗)+ n− k, . . . , λk(G∗)+ n− k,
λ2(G1)+ k, . . . , λn−k−2(G1)+ k, k, k, n}.
Since a(G∗)  2k − n, that is, a(G∗)+ n− k  k, we have a(G) = k. Now G+
{i, j} = G∗ ∨ (G1 +K2), where K2 is the complete graph with vertex set {i, j}
and S(G+ {i, j}) = {0, λ2(G∗)+ n− k, . . . , λk(G∗)+ n− k, λ2(G1)+ k, . . . ,
λn−k−2(G1)+ k, k, k + 2, n}. Hence spectral integral variation of G occurs in one
place by adding the edge between i and j where a(G) is the changed eigenvalue.
Conversely, assume that spectral integral variation of G occurs in one place by
adding edge between i and j where the changed eigenvalue is a(G). We proceed
in a similar way as in Theorem 12 to see that G = G∗ ∨ (G1 + {i} + {j}), where
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G∗ is the graph induced by the set of vertices N(i) = C(G, Y ), where Y = ei −
ej is the Faria–Fiedler vector of G and a(G) = k. Thus S(G) = {0, λ2(G∗)+ n−
k, . . . , λk(G
∗)+ n− k, λ2(G1)+ k, . . . , λn−k−2(G1)+ k, k, k, n}. It follows that
λ2(G∗)+ n− k  k, that is, λ2(G∗)  2k − n. Thus the proof is complete. 
As an application we have the following.
Corollary 15. Let 2  m < n, and Km,n be the complete bipartite graph on parts
A of m vertices and B of n vertices. Let i, j ∈ A and i′, j ′ ∈ B. Then
(i) spectral integral variation occurs in one place by adding the edge {i′, j ′} where
the changed eigenvalue is the algebraic connectivity, and
(ii) spectral integral variation does not occur in one place where the changed eigen-
value is the algebraic connectivity by adding the edge {i, j}.
Proof. Follows immediately from Theorem 14. 
Remark. The construction of a graph G in which spectral integral variation occurs
in one place by adding an edge where the changed eigenvalue is the algebraic con-
nectivity is easy, in view of Theorem 14. Take any graph G∗ on k vertices. Take a
graph G1 on m, (m  k) vertices with at least two isolated vertices i, j . Then the
graph G = G∗ ∨G1 is a graph of the required type.
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