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Abstract
Refinable function vectors with arbitrary support are considered. In particular, necessary conditions for
stability are given and a characterization of the symbol associated with a stable refinable function vector in
terms of the transfer operator is provided: this is a generalization of Gundy’s theorem to the vector case. The
proof adapts the tools provided in [S. Saliani, On stability and orthogonality of refinable functions, Appl.
Comput. Harmon. Anal. 21 (2006) 254–261]. Though complications arise from noncommuting matrix
products, the fundamental ideas are the same.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Refinable function vectors lead to MRAs and the construction of multiwavelets. Compactly
supported refinable function vectors can combine short support with many valuable properties
like symmetry, orthogonality, and approximation properties, required by many applications. Thus
the literature focuses mainly on the compact case.
Many papers discuss compactly supported refinable function vectors in different settings.
Stability of the shifts was discussed by Herve´ [6], Hogan [7], and Wang [18]. Characterization
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of stability and orthonormality was studied by Jiang [13] in the compact case, and assuming that
the vector of refinable functions lies in (L2(R))n , by Shen [17].
Smoothness of compactly supported refinable functions vectors was analyzed by Jiang [13]
in the multivariate case, and the optimal smoothness was discussed by Jia, Riemenschneider,
and Zhou [12] in the univariate case. Spectral properties of the transfer operator associated to
a multivariate vector refinement equation and their applications to the study of smoothness of
the corresponding compactly supported refinable functions vectors were analyzed by Jia and
Jiang [9]. Stability of refinable function vectors and its relation to the convergence of vector
subdivision schemes was studied by Jia, Riemenschneider, and Zhou [11].
Undoubtedly, however, the study in the general case can shed light on the whole subject, thus
in this paper we consider refinable function vectors with arbitrary support.
Φ = (ϕ1, ϕ2, . . . , ϕn)T ∈ (L2(Rd))n is called a refinable function vector if it satisfies a matrix
refinement equation of the form
Φ(x) =
∑
k∈Zd
Dk Φ(Ax − k),
where Dk are n × n coefficient matrices, and A is a d × d expanding matrix (all eigenvalues λ
of A have |λ| > 1) such that A(Zd) ⊂ Zd . The sequence (Dk)k∈Zd is called the refinable mask,
and P(ξ) = 1det A
∑
k∈Zd Dke
−2pi ik·ξ is the symbol of the mask.
We investigate the relation between stability and symbol properties. In another direction de
Boor, DeVore, and Ron [2], under a mild technical condition and a linear independence condition,
which is weaker than stability, characterized the symbol in terms of the approximation order of
the refinable function vector.
Gundy [4], has given a characterization of the symbol (low-pass filter) P = m0 in the scalar
case, (n = 1, d = 1, A = 2), associated with a stable refinable function vector in terms of the
transfer operator.
Theorem 1 ([4]). Let m0(θ) be a 1-periodic measurable function. If m0(θ) is a low-pass filter
associated with a stable refinable function ϕ ∈ L2(R), then:
(1) m0 ∈ L2(T);
(2)
∣∣ϕˆ(θ)∣∣2 is a nontrivial fixed point for the linear operator
(P f )(θ) =
∣∣∣∣m0 (θ2
)∣∣∣∣2 f (θ2
)
;
(3) Gϕ(θ) = ∑k∈Z ∣∣ϕˆ(θ + k)∣∣2 belongs to L∞(T) and it is a nontrivial fixed point for the
transfer operator
(T f )(θ) =
∣∣∣∣m0 (θ2
)∣∣∣∣2 f (θ2
)
+
∣∣∣∣m0 (θ + 12
)∣∣∣∣2 f (θ + 12
)
;
(4) Gϕ(θ) is the only T-invariant function in D∞(ϕˆ) defined as the set of h(θ) ≥ 0 such that:
(i) h ∈ L∞(T) and h−1 ∈ L∞(T);
(ii) h is a.e. dyadically ϕˆ-continuous at zero, i.e., we have a.e.
lim
j→+∞
h(2− jθ)∣∣ϕˆ(2− jθ)∣∣2 = limj→+∞ h(−2
− jθ)∣∣ϕˆ(−2− jθ)∣∣2 = 1.
Conversely, if:
(a) m0 ∈ L2(T);
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(b) There exists ϕ ∈ L2(R) such that ∣∣ϕˆ(θ)∣∣2 ∈ L1(R) ∩ L∞(R) is a fixed point for P, and
Gϕ(θ) ∈ L∞(T);
(c) There exists one and only one T-invariant function and it belongs to D∞(ϕˆ);
then m0 is a low-pass filter for a stable function ϕ1 which generates an MRA.
Our main result is a generalization of Gundy’s Theorem to the vector case, (see Theorem 26),
adapting the tools provided in [16], where a new proof for uniqueness in (4) above was given.
Though complications arise from noncommuting matrix products, the fundamental ideas are the
same. Section 4 is devoted to the proof of this result together with some necessary conditions for
stability.
The following well known theorem by Herna´ndez and Weiss [5], plays an important role in
the proof of Gundy’s result.
Theorem 2. Let V j , j ∈ Z be a sequence of closed subspaces of L2(R) satisfying:
(i) V j ⊂ V j+1, for all j ∈ Z;
(ii) f (x) ∈ V j ⇔ f (2x) ∈ V j+1, for all j ∈ Z;
(iii) There exists a function ϕ ∈ V0 such that {ϕ(x − k)}k∈Z is an orthonormal basis for V0.
Then the following are equivalent:
(a)
⋃
j∈Z V j = L2(R);
(b) lim j→+∞ |ϕˆ(2− jξ)| = 1, a.e. ξ ∈ R.
It turns out that a similar result is needed for a proof of Gundy’s theorem in the vector case,
thus, after some notation in Section 2, in Section 3 we discuss two generalizations, obtained with
different approaches. The first one is due to Dutkay [3], by means of the local trace function, the
second one is obtained as a generalization to the vector case, of the work by Cifuentes, Kazarian,
and San Antolı´n [1]. To our knowledge, the latter has not appeared in the literature, so we direct
the interested reader to the proofs in the Appendix.
2. Notation and known results
We recall basic definitions and properties to fix notation. Throughout this paper A is a d × d
expanding matrix (all eigenvalues λ of A have |λ| > 1) such that A(Zd) ⊂ Zd , q = det A, and
C = A∗.
For any matrix B, tr(B) denotes the trace, ρ(B) the spectral radius, det B the determinant, and
B1/2 a square root. We shall also use the following fact [8]: let B and D be Hermitian matrices,
and suppose B is positive definite and D is positive semi-definite. Then B − D is positive semi-
definite (B < D) if and only if ρ(DB−1) ≤ 1.
The Fourier transform of f ∈ L1(Rd) ∩ L2(Rd) is fˆ (ξ) = ∫ f (x)e−2pi ix ·ξdx .(L2(Rd))n =
{ f = ( f1, . . . , fn)T | each fi ∈ L2(Rd)}. The Fourier transform of f ∈ (L2(Rd))n is defined
componentwise as fˆ = ( fˆ1, . . . , fˆn)T.
Definition 3. We say that a sequence of closed subspaces, V j ⊂ L2(Rd), j ∈ Z, forms a
multiresolution analysis (MRA) on Rd if the following properties are satisfied:
(1) V j ⊂ V j+1;
(2) f (x) ∈ V j ⇔ f (Ax) ∈ V j+1;
(3)
⋃
j∈Z V j = L2(Rd);
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(4) There exists a function vector Φ = (ϕ1, ϕ2, . . . , ϕn)T ∈ (L2(Rd))n satisfying that {ϕ1(x −
k), ϕ2(x − k), . . . , ϕn(x − k)}k∈Zd is an orthonormal basis for V0 (say Φ orthonormal for
short).
We say that we have an MRA with a Riesz basis when we assume that the function vector in
(4) is a Riesz basis for V0 (say Φ stable for short). In other words, for every f ∈ V0 there is a
unique square summable sequence (ci,k)i=1,...,n, k∈Zd such that
f (x) =
n∑
i=1
∑
k∈Zd
ci,k ϕi (x − k),
with convergence in L2(Rd), and there exist a, b > 0 independent of f such that
a
n∑
i=1
∑
k∈Zd
∣∣ci,k∣∣2 ≤
∥∥∥∥∥∥
n∑
i=1
∑
k∈Zd
ci,k ϕi (x − k)
∥∥∥∥∥∥
2
2
≤ b
n∑
i=1
∑
k∈Zd
∣∣ci,k∣∣2 .
For the rest of the paper Φ = (ϕ1, ϕ2, . . . , ϕn)T will always denote a function vector in
(L2(Rd))n .
Definition 4. Φ is said to be associated with (or generates) an MRA (respectively an MRA with
a Riesz basis) if the subspaces (V j ) defined by
V0 = span{ϕi (x − k), i = 1, . . . , n, k ∈ Zd},
and
f (x) ∈ V j ⇔ f (A− j x) ∈ V0,
(1)
form an MRA, (respectively an MRA with a Riesz basis).
Definition 5. Φ is called a refinable function vector if it satisfies a matrix refinement equation of
the form
Φ(x) =
∑
k∈Zd
Dk Φ(Ax − k),
where Dk are n × n coefficient matrices.
Application of the Fourier transform (componentwise) leads to Φˆ(ξ)= P((A∗)−1ξ)Φˆ((A∗)−1ξ),
where P denotes the symbol of the mask: P(ξ) = 1det A
∑
k∈Zd Dke−2pi ik·ξ has entries in L2(Td).
Definition 6. The Gramian matrix associated with Φ is
GΦ(ξ) =
∑
k∈Zd
Φˆ(ξ + k)Φˆ∗(ξ + k).
It is always a well defined matrix with entries in L2(Td).
The following are well known properties.
Proposition 7. (1) ( [15] Theorem 2.3.6) Φ is stable for span{ϕi (x − k), i = 1, . . . , n, k ∈ Zd}
if and only if there exist a, b > 0 such that av∗v ≤ v∗GΦ(ξ)v ≤ bv∗v, for any vector v and
a.e. ξ .
(2) Φ is orthonormal if and only if GΦ(ξ) = I, the identity matrix, a.e. ξ ;
S. Saliani / Journal of Approximation Theory 154 (2008) 105–125 109
(3) ( [15] Theorem 2.2.14) If Φ is stable, then the matrix ΦˆΦˆ∗ has entries in L∞(Rd)∩ L1(Rd);
(4) For compactly supported Φ, GΦ is a matrix of trigonometric polynomials.
Our main result refers to properties of the transfer operator; here is its definition.
Definition 8. Let P be an n × n matrix with entries in L2(Td). Let ε be a complete set of
coset representatives of Zd/CZd . Take ε in such a way that, 0 ∈ ε, and as k → +∞,
ε + Cε + · · · + Ck−1ε fills up Zd . The transfer operator T associated with P is defined on
n × n Hermitian matrices F with entries in L∞(Td) by
T F(ξ) =
∑
l∈ε
P(C−1(ξ + l))F(C−1(ξ + l))P∗(C−1(ξ + l)).
Remark 9. A better realization for T k will be useful in what follows. Define for k > 0,
Pk(ξ) = ∏kj=1 P(Ck− jξ) = P(Ck−1ξ)P(Ck−2ξ) . . . P(ξ), and εk = ε + Cε + · · · + Ck−1ε.
Note that P1 = P and ε1 = ε. Also, for any F we have
T k F(ξ) =
∑
l∈εk
Pk(C
−k(ξ + l))F(C−k(ξ + l))P∗k (C−k(ξ + l)). (2)
3. Characterization of orthogonal refinable function vectors
In this section we review two generalizations of the Herna´ndez and Weiss theorem, obtained
with different approaches.
The first one is due to Dutkay [3], by means of the “local trace function”, the second one
is obtained as a generalization to the vector case, of the work by Cifuentes, Kazarian, and San
Antolı´n [1]. In this way one obtains two equivalent characterizations of orthogonal refinable
function vectors along the lines of the Herna´ndez and Weiss work.
We begin by showing how Dutkay’s framework specializes in our setting.
Let Φ be a refinable function vector, and consider the closed subspaces V j defined by (1).
Assume Φ is orthonormal for the shift invariant space V0.
Definition 10 ([3]). The periodic range function, Jper , is a measurable function from Rd to
the subspaces of l2(Zd), satisfying (αl)l∈Zd ∈ Jper (ξ + k), ξ ∈ Rd , k ∈ Zd , if and only if
(αl)l∈Zd = (βl+k)l∈Zd for some (βl)l∈Zd ∈ Jper .
Closed shift invariant subspace V of L2(Rd) is associated with periodic range function in a
unique way. The following theorem shows how to compute Jper linked to V0.
Theorem 11. A closed subspace V of L2(Rd) is shift invariant if and only if
V = { f ∈ L2(Rd) | ( fˆ (ξ + k))k∈Zd ∈ Jper (ξ) for a.e ξ ∈ Rd},
for some periodic range function Jper . The correspondence between V and Jper is bijective (we
identify two periodic range functions if they are equal a.e.).
Furthermore, if Jper is associated to V0,
Jper (ξ) = span{(ϕˆi (ξ + k))k∈Zd , i = 1, . . . , n}.
We now define the trace function and the restricted trace function.
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Definition 12. Let V ⊂ L2(Rd) be a shift invariant space, S a positive operator on l2(Zd)
and Jper the range function associated with V . With abuse of notation denote by Jper (ξ) the
orthogonal projection onto Jper (ξ).
The local trace function is
τV,S(ξ) = Trace(SJper (ξ)).
The restricted local trace function associated with V and f ∈ l2(Zd) is
τV, f (ξ) = τV,P f (ξ) = Trace(P f Jper (ξ)),
where P f is the operator defined by P f (v) =< v | f > f, v ∈ l2(Zd).
The most important fact about the local trace function is that it can be effectively calculated
starting from any normalized tight frame of V .
The following theorem summarizes some features of the local trace function in our context.
For a detailed exposition of its use in Wavelet theory we refer the reader to [3].
Theorem 13. Let Φ be a refinable function vector, and V j be the closed subspaces defined by
(1). Assume Φ is orthonormal for the shift invariant space V0. Then:
(i) For any f = ( fk)k∈Zd ∈ l2(Zd)
τV0, f (ξ) =
n∑
i=1
∣∣∣∣∣∣
∑
k∈Zd
fk ϕˆi (ξ + k)
∣∣∣∣∣∣
2
, for a.e. ξ ∈ Rd;
(ii)
τV0,δ0(ξ) =
n∑
i=1
|ϕˆi (ξ)|2, for a.e. ξ ∈ Rd ,
where δ0(k) = 1 if k = 0, and 0 otherwise;
(iii) If we set V =⋃ j V j , then
τV, f (ξ) = lim
j→+∞ τV j , f (ξ);
(iv) τV j ,δ0(ξ) = τV0,δ0(C− jξ) =
∑n
i=1 |ϕˆi (C− jξ)|2, for a.e. ξ ∈ Rd;
(v) If V = L2(Rd), then Jper (ξ) = l2(Zd), and τV, f (ξ) = ‖ f ‖2l2(Zd ).
As a corollary one easily obtains the following.
Theorem 14. Let Φ be a refinable function vector, and V j be the closed subspaces defined by
(1). Assume Φ is orthonormal for the shift invariant space V0. Then the following propositions
are equivalent:
(i)
⋃
j∈Z V j = L2(Rd);
(ii) lim j→+∞
∑n
i=1 |ϕˆi (C− jξ)|2 = 1, for a.e. ξ ∈ Rd .
A different investigation, which could be of interest as a whole, leads to another equivalent
result (see Theorem 19).
In what follows we generalize, to the vector case, the work by Cifuentes, Kazarian, and San
Antolı´n [1]. The following lemmas are proved, with little changes, as in [1], and extended, when
possible to Riesz bases. The interested reader can find the proofs in the Appendix.
S. Saliani / Journal of Approximation Theory 154 (2008) 105–125 111
Lemma 15. Assume V j are closed subspaces of L2(Rd), and
f (x) ∈ V j ⇔ f (Ax) ∈ V j+1.
Let Φ ∈ (L2(Rd))n such that {ϕ1(x − k), . . . , ϕn(x − k)}k∈Zd is an orthonormal basis of V0.
Then the following are equivalent:
(a) V j ⊂ V j+1;
(b) There exists an n × n matrix P(ξ) with entries ai,h(ξ) ∈ L∞(Td), i, h = 1, . . . , n, such that
Φˆ(ξ) = P(C−1ξ)Φˆ(C−1ξ), a.e. ξ ∈ Rd . (3)
Moreover any of the two equivalent conditions implies
‖P‖∞ = sup
i,h
‖ai,h‖∞ ≤ 1.
Lemma 16. If Φ is a stable refinable function vector for span{ϕi (x − k), i = 1, . . . , n, k ∈ Zd},
then the symbol P has entries in L∞(Td), and GΦ has entries in L∞(Td) ∩ L1(Td).
Lemma 17. Let V j , j ∈ Z, be either an MRA or an MRA with a Riesz basis. Then ⋂ j∈Z V j= {0}.
Lemma 18. Let V j , j ∈ Z be an MRA with refinable function vector Φ. Then for any bounded
measurable set E ⊂ Rd , we have
lim
j→+∞
n∑
i=1
1
|C− j E |
∫
C− j E
|ϕˆi (ξ)|2dξ = 1.
We are now ready to state the main theorem.
Theorem 19. Let V j ⊂ L2(Rd) be closed subspaces. Assume conditions (1), (2), and (4) of
Definition 3 hold with Φ = (ϕ1, . . . , ϕn)T. Let Br ⊂ Rd be the ball centered in the origin with
radius r . Then the following are equivalent.
(a)
⋃
j∈Z V j = L2(Rd).
(b) For any ε > 0 and r > 0, there exists j > 0 such that∣∣∣{y ∈ C− j Br | ∀i = 1, . . . ,m, ϕˆi (y) = 0}∣∣∣ < ε ∣∣∣C− j Br ∣∣∣ .
(c) There exists a measurable set E ⊂ Rd , |E | > 0, such that for any r > 0
lim
j→+∞
∣∣E ∩ C− j Br ∣∣∣∣C− j Br ∣∣ = 1, and limy→0
y∈E
n∑
i=1
∣∣ϕˆi (y)∣∣2 = n∑
i=1
∣∣ϕˆi (0)∣∣2 ,
provided that
∑n
i=1
∣∣ϕˆi (0)∣∣2 = 1.
4. Characterization of symbols
In this section we look for necessary and sufficient conditions for a symbol to be associated
with a stable refinable function vector. We emphasize that we start with an arbitrary matrix P
with entries in L2(Td). We begin to recall that ifΦ is a stable refinable function vector associated
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with an MRA (with a Riesz basis), with symbol P , then GΦ(ξ) is a nontrivial fixed point
for the transfer operator T . The proof of this fact relies on a standard argument and equality
Zd = CZd + ε. Indeed
T GΦ(ξ) =
∑
l∈ε
P(C−1(ξ + l))GΦ(C−1(ξ + l))P∗(C−1(ξ + l))
=
∑
l∈ε
P(C−1(ξ + l))
∑
k∈Zd
Φˆ(C−1(ξ + l)+ k)Φˆ∗(C−1(ξ + l)+ k)P∗(C−1(ξ + l))
=
∑
k∈Zd
∑
l∈ε
Φˆ(ξ + l + Ck)Φˆ∗(ξ + l + Ck) =
∑
k∈Zd
Φˆ(ξ + k)Φˆ∗(ξ + k) = GΦ(ξ).
It is well known (e.g. [10]) that stability of Φ is ensured if the n sequences (ϕˆi (ξ + k))k∈Zd ,
i = 1, . . . , n, are linearly independent for a.e ξ ∈ Rd .
Our attention, though, is devoted to linear dependence of the n sequences (ϕˆi (ξ + k))k∈Zd\{0},
i = 1, . . . , n, for reasons that will be clearer in the proof of Lemma 23.
Lemma 20. Let Φ be a stable refinable function vector associated with an MRA (with a Riesz
basis), let ξ ∈ Rd . Then the n sequences
(ϕˆi (ξ + k))k∈Zd\{0}, i = 1, . . . , n, (4)
are linearly dependent for almost all ξ ∈ Rd , if and only if there exists an n × (n − 1) matrix
D(ξ) such that GΦ(ξ) = U (ξ)U∗(ξ), where U (ξ) = (Φˆ(ξ), D(ξ)) is nonsingular.
Moreover U and U−1 have entries uniformly bounded a.e. in ξ .
Proof. If linear dependence occurs, the a.e. positive semi-definite matrix∑
k 6=0
Φˆ(ξ + k)Φˆ∗(ξ + k) = GΦ(ξ)− Φˆ(ξ)Φˆ∗(ξ)
has rank n − 1, so it can be written as D(ξ)D∗(ξ), where the n × (n − 1) matrix D(ξ) has rank
n − 1, and the necessity follows.
The sufficiency is obvious.
Also it is known (see [8]) that any nonsingular U such that GΦ(ξ) = U (ξ)U∗(ξ), must be of
the form U = G1/2Φ V for some unitary matrix V . Therefore the second part is established. 
Corollary 21. Given the assumptions of Lemma 20, if for ξ ∈ Rd the n sequences (ϕˆi (ξ +
k))k∈Zd\{0}, i = 1, . . . , n are linearly dependent, then
Φˆ∗(ξ)G−1Φ (ξ)Φˆ(ξ) = 1.
Proof. For any vector v
v∗GΦ(ξ)v =
∑
k∈Zd
v∗Φˆ(ξ + k)Φˆ∗(ξ + k)v ≥ v∗Φˆ(ξ)Φˆ∗(ξ)v,
which means
Φˆ∗(ξ)G−1Φ (ξ)Φˆ(ξ) = tr(Φˆ(ξ)Φˆ∗(ξ)G−1Φ (ξ)) = ρ(Φˆ(ξ)Φˆ∗(ξ)G−1Φ (ξ)) ≤ 1.
For the other direction, note that, from the factorization G(ξ) = U (ξ)U∗(ξ), U (ξ) =
(Φˆ(ξ), D(ξ)), we obtain e∗1U−1(ξ)Φˆ(ξ)Φˆ∗(ξ)U∗
−1(ξ)e1 = 1, where e1 = (1, 0, . . . , 0).
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Therefore
Φˆ∗(ξ)G−1Φ (ξ)Φˆ(ξ) = tr(U−1(ξ)Φˆ(ξ)Φˆ∗(ξ)U∗−1(ξ))
≥ e∗1U−1(ξ)Φˆ(ξ)Φˆ∗(ξ)U∗−1(ξ)e1 = 1,
by the positive semi-definiteness of U−1(ξ)Φˆ(ξ)Φˆ∗(ξ)U∗−1(ξ). 
Remark 22. If Φ is a compactly supported stable refinable function vector, it is known that there
exists a vector v 6= 0 such that v∗Φˆ(k) = 0 for all k ∈ Zd \{0} (see [14]). This implies, of course,
that the n sequences in (4) for ξ = 0 are linearly dependent. Therefore by Corollary 21 we get
Φˆ∗(0)G−1Φ (0)Φˆ(0) = 1.
Nevertheless, in the general case we have still a similar result:
Lemma 23. Let Φ be a stable refinable function vector associated with an MRA (with a Riesz
basis). Let P be the symbol of Φ. Then:
(1) lim j→+∞ Φˆ∗(C− jξ)G−1Φ (C
− jξ)Φˆ(C− jξ) = 1, for a.e. ξ ∈ Rd;
(2) lim j→+∞ det
(∑
k 6=0 Φˆ(C− jξ + k)Φˆ∗(C− jξ + k)
)
= 0, for a.e. ξ ∈ Rd;
(3) For a.e. ξ ∈ Rd , there exist n − 1 vectors r2(ξ), . . . , rn(ξ) ∈ Cn and there exists a
subsequence ( jk)k∈N such that the matrix
U (C− jk ξ) = (Φˆ(C− jk ξ), r2(C− jk ξ), . . . , rn(C− jk ξ))
is nonsingular and limk
∏ jk
h=1 P(C−hξ)ri (C− jk ξ) = 0, i = 2, . . . , n.
Moreover, e∗1U−1(C− jk ξ)GΦ(C− jk ξ)U∗
−1(C− jk ξ)e1 ≥ 1.
Proof. Let γˆ (ξ) = G−1/2Φ (ξ)Φˆ(ξ), which defines, via the Fourier transform, an L2 function
vector γ . Note that γ is a refinable function vector associated with an MRA, since so is Φ and
Gγ ≡ I . Therefore, by Theorem 19,
lim
j→+∞ γˆ
∗(C− jξ)γˆ (C− jξ) = 1, for a.e. ξ ∈ Rd ,
and (1) is proved.
Now denote
EΦ(ξ) =
∑
k 6=0
Φˆ(ξ + k)Φˆ∗(ξ + k),
and similarly define Eγ . Hence from GΦ = EΦ + ΦˆΦˆ∗ and
I = Eγ + γˆ γˆ ∗ = Eγ + G−1/2Φ ΦˆΦˆ∗G−1/2Φ ,
we get EΦ = G1/2Φ EγG1/2Φ . So finally
lim
j→+∞ det
(
Eγ (C
− jξ)
)
= lim
j→+∞ 1− γˆ
∗(C− jξ)γˆ (C− jξ) = 0,
implies (2).
To prove (3), we consider, for a.e. ξ , EΦ(C− jξ) for large j . We have two possibilities: either
there exists a subsequence ( jk) where EΦ(C− jk ξ) is singular, or EΦ(C− jk ξ) is nonsingular for
j > j0 for some j0.
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In the first case, by Lemma 20, we can write (denote jk = j for simplicity) GΦ(C− jξ) =
U (C− jξ)U∗(C− jξ), where
U (C− jξ) = (Φˆ(C− jξ), D(C− jξ)) = (Φˆ(C− jξ), r2(C− jξ), . . . , rn(C− jξ))
is nonsingular. Obviously
e∗1U−1(C− jξ)GΦ(C− jξ)U∗
−1
(C− jξ)e1 = 1.
Also, by the fixed point property (see (2)),
v∗GΦ(C− jξ)v = v∗T j
(
ΦˆΦˆ∗ + DD∗
)
(C− jξ)v ≥
∑
l∈ε j
v∗Φˆ(ξ + l)Φˆ∗(ξ + l)v
+ v∗
n∑
i=2
j∏
h=1
P(C−hξ)ri (C− jξ)r∗i (C− jξ)
j∏
h=1
P∗(C−hξ)v.
Since, as j →+∞, ε j → Zd , the result follows.
In the second case, write
GΦ(C
− jξ) = E1/2Φ (C− jξ)E1/2Φ (C− jξ)+ Φˆ(C− jξ)Φˆ∗(C− jξ),
where E1/2Φ (C
− jξ) = (s1(C− jξ), s2(C− jξ), . . . , sn(C− jξ)) and the n vectors in Cn ,
s1(C− jξ), s2(C− jξ), . . . , sn(C− jξ), are linearly independent. Again the fixed point property
implies
lim
j
j∏
h=1
P(C−hξ)si (C− jξ) = 0, i = 1, . . . , n.
Moreover it is easy to see, by linear independence, that for any j there exists a
permutation of indices i2, . . . , in = 1, . . . , n such that the matrix U (C− jξ) =
(Φˆ(C− jξ), si2(C− jξ), . . . , sin (C− jξ)) is nonsingular, therefore, passing eventually to a
subsequence ( jk), the same permutation occurs and the first part is proved. Finally,
e∗1U−1GΦU∗
−1e1 ≥ e∗1U−1ΦˆΦˆ∗U∗−1e1 = 1. 
We now present some examples illustrating Lemma 23.
Example 24. We take a closer look at GΦ − ΦˆΦˆ∗. Throughout this example d = 1 and A = 2.
(1) Consider the well known compactly supported refinable function vector Φ = (ϕ1, ϕ2)T,
defined as follows
ϕ1(x) =
{
1, 0 ≤ x < 1,
0, otherwise,
ϕ2(x) =
2
√
3
(
x − 1
2
)
, 0 ≤ x < 1,
0, otherwise.
Φ is associated with an MRA (see Definition 4), GΦ = I , and(
ϕ1(x)
ϕ2(x)
)
=
 1 0
−
√
3
2
1
2
(ϕ1(2x)
ϕ2(2x)
)
+
 1 0√3
2
1
2
(ϕ1(2x − 1)
ϕ2(2x − 1)
)
.
det(I − ΦˆΦˆ∗(ξ)) is an analytic function, and ξ = 0 is the only point, in a neighborhood of
zero, where I − ΦˆΦˆ∗ is singular (see Fig. 1a). Obviously we obtain the same conclusion for
any stable compactly supported function vector.
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Fig. 1. Determinant of GΦ − ΦˆΦˆ∗ from Example 24.
(2) Now considerΦ = (ϕ1, ϕ2)T,where ϕ1, and ϕ2 are bandlimited, defined by ϕˆ1 = χ[−1/2,1/2],
ϕˆ2 = χ[−1,1].
Let V j ⊂ L2(R) be the closed subspaces spanned by 2 j/2ϕ1(2 j x − l), 2 j/2ϕ2(2 j x − l),
l ∈ Z. We have V j ⊂ V j+1 since
(
ϕˆ1(ξ)
ϕˆ2(ξ)
)
=
m1
(
ξ
2
)
0
0 m2
(
ξ
2
)

ϕˆ1
(
ξ
2
)
ϕˆ2
(
ξ
2
)
 ,
where m1(ξ) = χ[−1/4,1/4](ξ), and m2(ξ) = χ[−1/2,1/2](ξ), extended periodically. Also⋃
V j = L2(R) since ϕ1 generates an MRA. An easy computation shows that
GΦ =
(
1 1
1 2
)
,
hence Φ is stable. If we focus on a neighborhood of zero, say |ξ | < 1, we obtain
GΦ − ΦˆΦˆ∗ =
(
1 1
1 2
)
−
(
1 1
1 1
)
=
(
0 0
0 1
)
.
So, in a whole interval GΦ − ΦˆΦˆ∗ is singular (see Fig. 1b).
At this stage we introduce a special class of matrices, D∞(Φˆ), similar to the one defined in
the scalar case (see [4]) and to which it obviously reduces when n = 1.
Definition 25. Let P be an n × n matrix with entries in L2(Td). Define D∞(Φˆ) as the set of all
n × n a.e. Hermitian matrices F , with entries in L∞(Td), such that:
(1) There exist a, b > 0 (depending on F) such that av∗v ≤ v∗F(ξ)v ≤ bv∗v, for any vector v
and a.e. ξ ;
(2) lim j→+∞ Φˆ∗(C− jξ)F−1(C− jξ)Φˆ(C− jξ) = 1, a.e. ξ .
Note that if F ∈ D∞(Φˆ), then F is a.e invertible, and the square root F−1/2 has entries in
L∞(Td).
As pointed out in Remark 22, when Φ has compact support, condition (2) in the above
definition is always satisfied. D∞(Φˆ) coincides then with the set of Hermitian matrices with
uniformly bounded entries together with their inverse.
Here is the main result of the paper.
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Theorem 26. Let P be an n × n matrix with entries in L2(Td).
If P is the symbol of a stable refinable function vector Φ associated with an MRA (with a
Riesz basis), then:
(1) P has entries in L∞(Td);
(2) Φˆ(ξ)Φˆ∗(ξ) has entries in L1(Rd) ∩ L∞(Rd) and it is a nontrivial fixed point for
PH(ξ) = P(C−1(ξ))H(C−1(ξ))P∗(C−1(ξ)),
defined on n × n matrices with entries in L1(Rd) ∩ L∞(Rd);
(3) GΦ(ξ) is a nontrivial fixed point for the transfer operator T ;
(4) GΦ(ξ) is the only T -invariant function in D∞(Φˆ).
Conversely, if there exists Φ(ξ) such that:
(a) Φˆ(ξ)Φˆ∗(ξ) has entries in L1(Rd) ∩ L∞(Rd) and it is a nontrivial fixed point for P;
(b) GΦ(ξ) ∈ L∞(Td);
(c) T has a unique fixed point and it belongs to D∞(Φˆ);
Then P is the symbol of a stable refinable function vector Φ1 associated with an MRA (with a
Riesz basis).
Proof. Necessity. Parts (1) and (2) follow from Lemma 16. (3) has already been proved. To
prove (4), first of all Lemma 23 implies GΦ ∈ D∞(Φˆ). So it remains to prove uniqueness.
Assume H ∈ D∞(Φˆ) is such that T H = H . Since H(ξ) and GΦ(ξ) are positive definite
Hermitian matrices, it is sufficient to show that for a.e. ξ and for any vector v ∈ Cn the equality
v∗H(ξ)v = v∗GΦ(ξ)v holds. Recall (see Definition 8) that in the definition of T , ε is chosen in
such a way that 0 ∈ ε, and as k →+∞, εk = ε + Cε + · · · + Ck−1ε fills up Zd .
Now fix k and consider, as in the scalar case, [16],
T k,h F(ξ) =
∑
l∈εk
Ph(C
−h(ξ + l))F(C−h(ξ + l))P∗h (C−h(ξ + l)).
We need to estimate, for any vector v, the number v∗T k,h H(ξ)v. We proceed as follows. Since
H ∈ D∞(Φˆ), for a.e. ξ ,
lim
j→+∞ Φˆ
∗(C− jξ)H−1(C− jξ)Φˆ(C− jξ) = 1. (5)
If the limit is valid for ξ 6∈ M and |M | = 0, take ξ such that both ξ + l 6∈ M , and
equality Φˆ(C− j (ξ + l)) = P(C−( j+1)(ξ + l))Φˆ(C−( j+1)(ξ + l)) hold for all l ∈ Zd , and
all j ∈ Z. By the definition of limit, taking δ > 0, since k is fixed, we can always find an index
j0 = j0(δ, ξ) > k > 0 such that for any j ≥ j0 and for any l ∈ εk
|Φˆ∗(C− j (ξ + l))H−1(C− j (ξ + l))Φˆ(C− j (ξ + l))− 1| < δ.
But, by properties of the trace, for θ ∈ Rd ,
Φˆ∗(θ)H−1(θ)Φˆ(θ) = ρ(H−1/2(θ)Φˆ(θ)Φˆ∗(θ)H−1/2(θ)),
since H−1/2(θ)Φˆ(θ)Φˆ∗(θ)H−1/2(θ) is a rank one matrix.
Therefore we get
ρ(H−1/2(C− j (ξ + l))Φˆ(C− j (ξ + l))Φˆ∗(C− j (ξ + l))H−1/2(C− j (ξ + l))) < 1+ δ.
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Thus, for any v ∈ Cn , v∗v = 1 we can estimate the number
(1+ δ) v∗T k, j0 H(ξ)v >
∑
l∈εk
v∗Pj0(C− j0(ξ + l))H1/2(C− j0(ξ + l))
× ρ(H−1/2(C− j0(ξ + l))Φˆ(C− j0(ξ + l))Φˆ∗
× (C− j0(ξ + l))H−1/2(C− j0(ξ + l)))
× H1/2(C− j0(ξ + l))P∗j0(C− j0(ξ + l))v
≥
∑
l∈εk
v∗Pj0(C− j0(ξ + l))H1/2(C− j0(ξ + l))
× H−1/2(C− j0(ξ + l))Φˆ(C− j0(ξ + l))Φˆ∗
× (C− j0(ξ + l))H−1/2(C− j0(ξ + l))
× H1/2(C− j0(ξ + l))P∗j0(C− j0(ξ + l))v
=
∑
l∈εk
v∗P(C−1(ξ + l)) . . . P(C− j0(ξ + l))Φˆ(C− j0(ξ + l))
× Φˆ∗(C− j0(ξ + l))P∗(C− j0(ξ + l)) . . . P∗(C−1(ξ + l))v
=
∑
l∈εk
v∗Φˆ(ξ + l)Φˆ∗(ξ + l)v.
Hence, adding positive terms and noting that k < j0∑
l∈εk
v∗Φˆ(ξ + l)Φˆ∗(ξ + l)v < (1+ δ) v∗T k, j0 H(ξ)v
≤ (1+ δ) v∗T j0, j0 H(ξ)v = (1+ δ) v∗H(ξ)v
which yields, by the arbitrariness of δ, except for ξ in a zero measure set (which does not depend
on k):∑
l∈εk
v∗Φˆ(ξ + l)Φˆ∗(ξ + l)v ≤ v∗H(ξ)v.
Since as k →+∞, εk fills up Zd , we get the first of the two desired inequalities
v∗GΦ(ξ)v ≤ v∗H(ξ)v. (6)
To prove the reversed inequality, since H ∈ D∞(Φˆ), all its entries are in L∞(Td). As
a consequence, we can find an M > 0 such that for any vector v, we have the bound
v∗H(ξ)v ≤ Mv∗v. By inequality (6) and Proposition 7, for any vector v with v∗v = 1, a.e.
0 < a ≤ v∗GΦ(ξ)v ≤ v∗H(ξ)v ≤ M. We take M big enough such that M > a and b ∈ R
small such that 0 < b < aM−a , and we define
H1 = (b + 1)GΦ − bH.
It is easy to see, for the choice of b, that H1 is Hermitian, a.e. positive definite, and with entries
in L∞(Td), in particular
v∗H1(ξ)v ≥ a − b(M − a) = α > 0. (7)
Also it is a fixed point for the transfer operator T . The aim is to prove that H1 ∈ D∞(Φˆ), since
if this is the case, inequality (6) holds for H1 yielding the reversed inequality for H . Hence it
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remains to show that H1 verifies the limit condition (5). The proof is a little technical since we
shall deal with the inverse H−11 .
Fix ξ in the set where (5) holds, fix δ > 0 and consider µ = C− jξ for j big enough in such a
way that both
1− δ ≤ Φˆ∗(µ)H−1(µ)Φˆ(µ)
and
Φˆ∗(µ)H−1(µ)Φˆ(µ)
(b + 1)Φˆ∗(µ)H−1(µ)Φˆ(µ)− b ≤ 1+ δ
(8)
hold. By the definition of H1, inequality (6), and since both matrices are positive definite, we
have, for any vector v
v∗H−1(µ)v ≤ v∗H−11 (µ)v.
In particular, for v = Φˆ(C− jξ), we get the lower estimate
Φˆ∗(C− jξ)H−1(C− jξ)Φˆ(C− jξ) ≤ Φˆ∗(C− jξ)H−11 (C− jξ)Φˆ(C− jξ). (9)
In order to obtain an upper estimate, consider the nonsingular matrix provided by Lemma 23
U (C−hkµ) = (Φˆ(C−hkµ), r2(C−hkµ), . . . , rn(C−hkµ)).
Where there is no ambiguity, we omit the dependence on C−hkµ, also we denote the subsequence
by (h)h∈N for short.
Now the leading entry fH1 of the matrix U
−1 H1U∗−1 is nothing else but
∥∥∥H1/21 U∗−1e1∥∥∥22 ,
hence fH1 > 0, since all the matrices involved are invertible. Moreover
fH1 = (b + 1) e∗1U−1GΦU∗−1e1 − b e∗1U−1 HU∗−1e1 ≥ (b + 1)− b fH . (10)
Now, H1 is a fixed point for T h , hence by (2) and the insertion of the matrix U = (Φˆ, 0) +
(0, r2, . . . , rn) and its inverse U−1, we get, for all vectors v∗v = 1,
v∗H1(µ)v = v∗T h H1(µ)v ≥ v∗Ph(C−hµ)H1(C−hµ)P∗h (C−hµ)v
= v∗Ph(C−hµ)
[
(Φˆ(C−hµ), 0, . . . , 0)+ (0, r2(C−hµ), . . . , rn(C−hµ))
]
×
(
fH1(C
−hµ) ∗
∗ ∗
)

Φˆ∗(C−hµ)
0
·
0
+

0
r∗2 (C−hµ)·
r∗n (C−hµ)

 P∗h (C−hµ)v
= v∗
[
(Φˆ(µ), 0, . . . , 0)+ (0, Ph(C−hµ)r2(C−hµ), . . . , Ph(C−hµ)rn(C−hµ))
]
×
(
fH1(C
−hµ) ∗
∗ ∗
)

Φˆ∗(µ)
0
·
0
+

0
r∗2 (C−hµ)P∗h (C−hµ)·
r∗n (C−hµ)P∗h (C−hµ)

 v
≥ v∗ fH1(C−hµ)Φˆ(µ)Φˆ∗(µ)v + v∗Sh(µ)S∗h (µ)v,
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where we have set
Sh(µ) = (0, Ph(C−hµ)r2(C−hµ), ., Ph(C−hµ)rn(C−hµ))
×
(
fH1(C
−hµ) ∗
∗ ∗
)
Φˆ∗(µ)
0
·
0
 .
By Lemma 23 the quantity v∗Sh(µ)S∗h (µ)v tends to zero as h → +∞, uniformly in v for
v∗v = 1, hence if ν > 0 is small, taking α > 0 defined in (7), for big h = h(ξ, j), and for all
v∗v = 1
v∗H1(µ)v ≥ v∗ fH1(C−hµ)Φˆ(µ)Φˆ∗(µ)v − αν
≥ v∗ fH1(C−hµ)Φˆ(µ)Φˆ∗(µ)v − νv∗H1(µ)v.
Now the latter is equivalent to
ρ
(
fH1(C
−hµ)Φ(µ)Φˆ∗(µ)H−11 (µ)
)
≤ 1+ ν,
since the matrix Φ(µ)Φˆ∗(µ) is positive semi-definite, while H−11 (µ) is positive definite. We
obtain as a first estimate
Φˆ∗(µ)H−11 (µ)Φ(µ) = tr(Φ(µ)Φˆ∗(µ)H−11 (µ))
= ρ(Φ(µ)Φˆ∗(µ)H−11 (µ)) ≤
1+ ν
fH1(C
−hµ)
. (11)
The same argument works for H replacing α by a, hence
Φˆ∗(µ)H−1(µ)Φ(µ) ≤ 1+ ν
fH (C−hµ)
. (12)
Combining (10)–(12), we obtain for any small ν > 0
Φˆ∗(µ)H−11 (µ)Φ(µ) ≤
(1+ ν)Φˆ∗(µ)H−1(µ)Φ(µ)
(b + 1)Φˆ∗(µ)H−1(µ)Φ(µ)− b(1+ ν) ,
therefore, by (8) and (9)
1− δ ≤ Φˆ∗(C− jξ)H−1(C− jξ)Φˆ(C− jξ) ≤ Φˆ∗(C− jξ)H−11 (C− jξ)Φ(C− jξ)
≤ Φˆ
∗(C− jξ)H−1(C− jξ)Φ(C− jξ)
(b + 1)Φˆ∗(C− jξ)H−1(C− jξ)Φ(C− jξ)− b ≤ 1+ δ,
and the necessity is proved.
Sufficiency. Assume (a), (b), and (c). Hypothesis (a) implies
Φˆ(ξ)Φˆ∗(ξ) = P(C−1ξ)Φˆ(C−1ξ)Φˆ∗(C−1ξ)P∗(C−1ξ), (13)
and so, taking the trace of both sides:
Φˆ∗(ξ)Φˆ(ξ) = Φˆ∗(C−1ξ)P∗(C−1ξ)P(C−1ξ)Φˆ(C−1ξ),
which says that P(C−1ξ)Φˆ(C−1ξ) = 0 if and only if Φˆ(ξ) = 0. If we multiply (13) to the right
by Φˆ(ξ), and to the left by Φˆ∗(ξ), we obtain
Φˆ∗(ξ)Φˆ(ξ) · Φˆ(ξ) = Φˆ∗(C−1ξ)P∗(C−1ξ)Φˆ(ξ) · P(C−1ξ)Φˆ(C−1ξ),
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and
Φˆ∗(ξ)Φˆ(ξ) = |Φˆ∗(C−1ξ)P∗(C−1ξ)Φˆ(ξ)|.
Therefore the function
α(ξ) = Φˆ
∗(ξ)Φˆ(ξ)
Φˆ∗(C−1ξ)P∗(C−1ξ)Φˆ(ξ)
,
with the convention that 00 = 1, is such that |α(ξ)| = 1. We then write
α(ξ)Φˆ(ξ) = P(C−1ξ)Φˆ(C−1ξ) = P(C−1ξ)α−1(C−1ξ)α(C−1ξ)Φˆ(C−1ξ).
Now the unimodular function α can be written as α(ξ) = t (Cξ)t (ξ) with t unimodular function.
Indeed, since C is expansive, we can find a measurable set S ⊂ Rd bounded and bounded away
from the origin such that the collection (C j S) j∈Z tiles a.e. Rd .
We define recursively t (ξ) = 1 for ξ ∈ S, t (ξ) = α(C−1ξ)t (C−1ξ) for ξ ∈ C j S, j > 0, and
t (ξ) = α−1(ξ)t (Cξ) for ξ ∈ C j S, j < 0.
So finally, Φˆ1(ξ) = t (ξ)α(ξ)Φˆ(ξ) defines (via the Fourier transform) a refinable function
vector Φ1, with entries in L2(Rd), since
Φˆ1(ξ) = P(C−1ξ)Φˆ1(C−1ξ).
It is also easy to see that GΦ1 = GΦ . We are going to show that Φ1 is stable and associated
with an MRA (with a Riesz basis).
From (13) and a standard argument we obtain that GΦ is a fixed point for T , therefore
we conclude that GΦ ∈ D∞(Φˆ). In particular, G−1/2Φ has entries in L∞(Td), and
lim j→+∞ Φˆ∗(C− jξ)G−1Φ (C
− jξ)Φˆ(C− jξ) = 1, a.e. ξ .
Set γˆ (ξ) = G−1/2Φ1 (ξ)Φˆ1(ξ), then γ is an orthonormal refinable function vector with entries
in L2(Rd). Moreover, by unimodularity,
lim
j→+∞ γˆ
∗(C− jξ)γˆ (C− jξ) = lim
j→+∞ Φˆ
∗
1 (C
− jξ)G−1Φ1(C
− jξ)Φˆ1(C− jξ)
= lim
j→+∞ Φˆ
∗(C− jξ)G−1Φ (C
− jξ)Φˆ(C− jξ)
= 1,
and this implies, by Theorem 19, that
⋃
j∈Z V j = L2(Rd), where the spaces V j are the obvious
spaces generated by γ as in Definition 4. All this means that γ is an orthonormal refinable
function vector associated with an MRA, and this in turn implies that Φ1 is an stable refinable
function vector associated with an MRA with a Riesz basis. 
Appendix
In this section we prove the statements of Section 3. We need a preliminary lemma.
Lemma 27. Assume V j are closed subspaces of L2(Rd), and
f (x) ∈ V j ⇔ f (Ax) ∈ V j+1.
Let Φ ∈ (L2(Rd))n such that {ϕ1(x − k), . . . , ϕn(x − k)}k∈Zd is either an orthonormal basis or
a Riesz basis of V0. Then f is in V j if and only if there exists a function vector F j ∈ (L2(Td))n
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such that fˆ (C jξ) = F j (ξ)∗ Φˆ(ξ), a.e. ξ ∈ Rd . Moreover any of the two equivalent conditions
implies:
(i) In the orthonormal case
‖ f ‖2L2(Rd ) = ‖F j‖2(L2(Td ))n ;
(ii) In the Riesz case with constant a, b
a ‖F j‖2(L2(Td ))n ≤ ‖ f ‖2L2(Rd ) ≤ b ‖F j‖2(L2(Td ))n .
Proof. f (x) ∈ V j if and only if f (A− j x) ∈ V0. Hence we can find square summable sequences
(cp(k))k∈Zd , p = 1, . . . , n, such that, in L2(Rd),
f (A− j x) =
n∑
p=1
∑
k∈Zd
cp(k)ϕp(x − k).
Taking the Fourier transform this is equivalent to:
fˆ (C jξ) = q− j
n∑
p=1
∑
k∈Zd
cp(k)e−2pi ik·ξ ϕˆp(ξ). (14)
Therefore fˆ (C jξ) = F j (ξ)∗ Φˆ(ξ), with
F j (ξ) =
q− j ∑
k∈Zd
c1(k)e2pi ik·ξ , . . . , q− j
∑
k∈Zd
cn(k)e2pi ik·ξ
T ∈ (L2(Td))n .
So in the orthonormal case we have
‖ f ‖2L2(Rd ) = ‖q− j/2 f (A− j x)‖2L2(Rd ) = q− j
n∑
p=1
∑
k∈Zd
|cp(k)|2
= ‖F j‖2(L2(Td ))n ,
while in the Riesz case we get the expected inequality.
Conversely, if we write explicitly
F j (ξ)
∗ =
q− j ∑
k∈Zd
c1(k)e−2pi ik·ξ , . . . , q− j
∑
k∈Zd
c1(k)e−2pi ik·ξ
 ,
with
∑
k∈Zd |cp(k)|2 < +∞, we get equality (14) and so f ∈ V j . 
Proof of Lemma 15. (a)⇒ (b)
For any i = 1, . . . , n, ϕi ∈ V1, and by Lemma 27 there exists an n × n matrix, say
P(ξ) = (ai,h(ξ))i,h , such that (3) holds. Since {ϕ1(x−k), . . . , ϕn(x−k)}k∈Zd is an orthonormal
basis of V0∑
k∈Zd
Φˆ(ξ + k)Φˆ∗(ξ + k) = In a.e. in L2(Rd),
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where In is the identity n × n matrix. Hence, if we take the standard basis in l2(Zd), ei =
(0, . . . , 1, . . . , 0), we have, by the periodicity of P ,
1 =
∑
k∈Zd
e∗i Φˆ(Cξ + k)Φˆ∗(Cξ + k)ei =
∑
k∈CZd
+
∑
k 6∈CZd
≥
∑
k∈Zd
e∗i Φˆ(Cξ + Ck)Φˆ∗(Cξ + Ck)ei
=
∑
k∈Zd
e∗i P(ξ + k)Φˆ(ξ + k)Φˆ∗(ξ + k)P∗(ξ + k)ei
= e∗i P(ξ)P∗(ξ)ei =
n∑
h=1
|ai,h(ξ)|2
and so we get (b).
(b)⇒ (a)
Assume f ∈ V j . By Lemma 27, there exists an F j ∈ (L2(Td))n such that, a.e. ξ ∈ Rd ,
fˆ (C jξ) = F j (ξ)∗ Φˆ(CC−1ξ) = F j (ξ)∗ P(C−1ξ)Φˆ(C−1ξ). Hence fˆ (C j+1ξ) =
(P∗(ξ)F j (Cξ))∗Φˆ(ξ).
Since, by hypothesis (b), P(ξ)∗F j (Cξ) ∈ (L2(Td))n we get f ∈ V j+1. 
Proof of Lemma 16. This proof is similar to the proof of (a)⇒ (b) above.
Proof of Lemma 17. We prove the lemma in the orthonormal case, the other case is treated
similarly. Let f ∈ ⋂ j∈Z V j . By Lemma 27 for j < 0, a.e. in Rd , fˆ (C jξ) = F j (ξ)∗ Φˆ(ξ),
where F j (ξ)∗ = (a j,1(ξ), . . . , a j,n(ξ)) ∈ (L2(Td))n , and ‖ f ‖L2(Rd ) = ‖F j‖(L2(Td ))n . So
fˆ (ξ) =
n∑
h=1
a j,h(C
− jξ)ϕˆh(C− jξ),
and if D ⊂ Rd is a closed ball which does not contain the origin:∫
D
| fˆ (ξ)|dξ ≤
n∑
h=1
(
q−| j |
∫
C | j |D
|a j,h(ξ)|2dξ
)1/2 (
q−| j |
∫
C | j |D
|ϕˆh(ξ)|2dξ
)1/2
. (15)
Now let Q be a cube with sides parallel to the coordinate axes and integer vertices such that
D ⊂ Q, we have:
q−| j |
∫
C | j |D
|a j,h(ξ)|2dξ ≤ |Q|
n∑
h=1
∫
Td
|a j,h(ξ)|2dξ = |Q|
∥∥F j∥∥22 = |Q| ‖ f ‖22 .
On the other hand, as j →−∞∫
C | j |D
|ϕˆh(ξ)|2dξ → 0,
and, since the sum in (15) is finite, we get∫
D
| fˆ (ξ)|dξ = 0.
Since the ball D is arbitrary, we obtain fˆ ≡ 0 and so f ≡ 0 a.e. 
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Proof of Lemma 18. Let fˆ = χE , then ‖ f ‖22 = |E |. Now {q j/2ϕ1(A j x − k), . . . ,
q j/2ϕn(A j x − k)}k∈Z is an orthonormal basis of V j . Set ϕ j,ki = q j/2ϕi (A j x − k). Let Pj be the
orthogonal projection onto V j . From conditions (1) and (3) of MRA we get ‖ f − Pj f ‖2 → 0 as
j →+∞. Hence ∥∥Pj f ∥∥22 → ‖ f ‖22 = |E | . On the other hand, in L2
Pj f =
n∑
i=1
∑
k∈Z
< f, ϕ j,ki > ϕ
j,k
i .
Hence if j is big enough so that C− j E ⊂ [−1, 1]d ,∥∥Pj f ∥∥22 = n∑
i=1
∑
k∈Z
q j
∣∣∣∣∫ χC− j E (ξ) ϕˆi (ξ)e2pi ik·ξdξ ∣∣∣∣2 = q j n∑
i=1
∥∥∥χC− j E ϕˆi∥∥∥2
2
.
So finally
lim
j→+∞
n∑
i=1
1∣∣C− j E∣∣
∫
C− j E
|ϕˆi (ξ)|2dξ = lim
j→+∞
∥∥Pj f ∥∥22
q j
∣∣C− j E∣∣ = 1. 
From the proof of the previous lemma, with j = 0, it follows that for any bounded measurable
set E
n∑
i=1
1
|E |
∫
E
|ϕˆi (ξ)|2dξ = ‖P0 f ‖
2
2
|E | ≤
‖ f ‖22
|E | = 1,
and so for almost all ξ
n∑
i=1
|ϕˆi (ξ)|2 ≤ 1. (16)
Proof of Theorem 19. (a)⇒ (b)
Let ε > 0, r > 0, and consider the set F j = {ξ ∈ C− j Br | for all i = 1, . . . , n, ϕˆi (ξ) = 0}.
By (16) we have a.e. in Rd ,
∑n
i=1 |ϕˆi (ξ)|2 ≤ 1. Hence
1∣∣C− j Br ∣∣
∫
C− j Br
n∑
i=1
|ϕˆi (ξ)|2dξ = 1∣∣C− j Br ∣∣
∫
C− j Br \F j
n∑
i=1
|ϕˆi (ξ)|2dξ
≤
∣∣C− j Br \ F j ∣∣∣∣C− j Br ∣∣ = 1−
∣∣F j ∣∣∣∣C− j Br ∣∣ .
By Lemma 18, we obtain
lim
j→+∞
∣∣F j ∣∣∣∣C− j Br ∣∣ = 0
and so we get (b).
(b)⇒ (a)
The set W = ⋃ j∈Z V j is closed under translations, the proof is the same as in the univariate
case, see [1]. To prove that W = L2(Rd) take g ∈ W⊥. Then for all f ∈ W and y ∈ Rd∫
Rd
f (x + y)g(x)dx = 0,
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and so∫
Rd
fˆ (ξ)gˆ(ξ)e2pi iξ ·ydξ = 0,
which means a.e. fˆ (ξ)gˆ(ξ) = 0. In particular, if we take, for i = 1, . . . , n, fi (x) =
q j/2ϕi (A j x) ∈ V j ⊂ W , we get
ϕˆi (ξ) gˆ(C jξ) = 0 for all i = 1, . . . , n, a.e. ξ ∈ Rd . (17)
Now for (b), if N ∈ N and r > 1 we can find l > 0 such that:∣∣∣{ξ ∈ C−l Br | ∀i = 1, . . . , n, ϕˆi (ξ) = 0}∣∣∣ < ∣∣C−l Br ∣∣N .
Let us consider the set {ξ ∈ Br | gˆ(ξ) 6= 0}. If ξ = C lC−lξ is such that gˆ(ξ) 6= 0 then (taking
j = l) η = C−lξ ∈ C−l Br is such that either ϕˆi (η) = 0 for all i = 1, . . . , n, or it belongs to a
set of measure zero by (17). Hence
{ξ ∈ Br | gˆ(ξ) 6= 0} ⊂ C l{ξ ∈ C−l Br | ∀i = 1, . . . , n, ϕˆi (ξ) = 0},
and ∣∣{ξ ∈ Br | gˆ(ξ) 6= 0}∣∣ < ql ∣∣C−l Br ∣∣N = |Br |N .
Letting N → +∞, we obtain, for all r > 1, ∣∣{ξ ∈ Br | gˆ(ξ) 6= 0}∣∣ = 0, i.e. gˆ ≡ 0 and so (a) is
proved.
(a)⇒ (c)
Let us assume that
∑n
i=1
∣∣ϕˆi (0)∣∣2 = 1. Proving (c) is equivalent to proving that for any ε > 0
and r > 0
lim
j→+∞
∣∣∣∣{y ∈ C− j Br | ∣∣∣∣ n∑
i=1
∣∣ϕˆi (y)∣∣2 − 1∣∣∣∣ < ε}∣∣∣∣∣∣C− j Br ∣∣ = 1. (18)
If (18) is not true, we can find 0 < ε0 < 1 and r0 > 0 and a sequence m1 < m2 < . . . ∈ N such
that if we set
F j =
{
y ∈ C−m j Br0 |
n∑
i=1
∣∣ϕˆi (y)∣∣2 < 1− ε0}
⊂
{
y ∈ C−m j Br0 |
∣∣∣∣∣ n∑
i=1
∣∣ϕˆi (y)∣∣2 − 1
∣∣∣∣∣ < ε0
}C
,
we have
∣∣F j ∣∣ ≥ ε0 ∣∣C−m j Br0 ∣∣ . Now by Lemma 18
1 = lim sup
j→+∞
1∣∣C−m j Br0 ∣∣
∫
C−m j Br0
n∑
i=1
∣∣ϕˆi (ξ)∣∣2 dξ
= lim sup
j→+∞
1∣∣C−m j Br0 ∣∣
(∫
C−m j Br0\F j
+
∫
F j
)
≤ lim sup
j→+∞
1∣∣C−m j Br0 ∣∣ (
∣∣C−m j Br0 ∣∣− ∣∣F j ∣∣+ (1− ε0) ∣∣F j ∣∣) = 1− ε20.
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Therefore we get a contradiction and (c) is proved.
(c)⇒ (b).
This implication is trivial. 
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