In this paper the inverse problem of finding the time-dependent coefficient of heat capacity together with the nonlocal boundary conditions is considered. Under some natural regularity and consistency conditions on the input data, the existence, uniqueness and continuous dependence upon the data of the solution are shown. Some considerations on the numerical solution for this inverse problem are presented with an example.
Introduction
Denote the domain D by D := { < x < ,  < t < T}.
Consider the equation
with the initial condition
the nonlocal boundary condition
u(, t) = u(, t), u x (, t) = , t ∈ [, T],
and the overdetermination data
for a quasilinear parabolic equation with the nonlinear source term f = f (x, t, u).
The functions ϕ(x) and f (x, t, u) are given functions on [, ] and D × (-∞, ∞), respectively.
The problem of finding the pair {p(t), u(x, t)} in ()-() will be called an inverse problem. By applying the standard procedure of the Fourier method, we obtain the following representation for the solution of ()-() for arbitrary p(t) ∈ C[, T]:
Under conditions (A)-(A), we obtain
Equations () and () yield Proof An iteration for () is defined as follows:
where N = , , , . . . and
From the conditions of the theorem, we have u () (t) ∈ B, and let p () = .
Let us write N =  in ().
Adding and subtracting
dξ dτ on both sides of the last equation, we obtain
Applying the Cauchy inequality and the Lipschitz condition to the last equation and taking the maximum of both sides of the last inequality yields the following:
Applying Cauchy's inequality, Hölder's inequality, Bessel's inequality, the Lipschitz condition and taking maximum of both sides of the last inequality yields the following:
Applying the same estimations, we obtain
Finally, we have the following inequality:
Hence u () (t) ∈ B. In the same way, for a general value of N , we have
An iteration for () is defined as follows:
where N = , , , . . . ,
For convergence,
Hence p () (t) ∈ B. In the same way, for a general value of N , we have
We deduce that p (N) (t) ∈ B.
Now we prove that the iterations u (N+) (t) and p (N+) (t) converge in B as N → ∞.
Applying Cauchy's inequality, Hölder's inequality, the Lipschitz condition and Bessel's inequality to the last equation, we obtain
For N , we have
It is easy to see that
Therefore u (N+) (t) and p (N+) (t) converge in B.
Now let us show that there exist u and p such that
In the same way, we obtain
Applying Gronwall's inequality to () and using () and (), we have
.
(   ) http://www.boundaryvalueproblems.com/content/2013/1/213
Here
For the uniqueness, we assume that problem ()-() has two solutions (p, u), (q, v). Applying Cauchy's inequality, Hölder's inequality, the Lipschitz condition and Bessel's inequality to |u(t) -v(t)| and |p(t) -q(t)|, we obtain
Applying Gronwall's inequality to (), we have u(t) = v(t). Hence p(t) = q(t).
The theorem is proved. Proof Let = {ϕ, g, f } and = {ϕ, g, f } be two sets of the data, which satisfy assumptions (A)-(A). Suppose that there exist positive constants M i , i = , , , such that
). Let (p, u) and (p, u) be the solutions of inverse problem ()-() corresponding to the data = {ϕ, g, f } and = {ϕ, g, f }, respectively. According to (), 
It is easy to check that the analytical solution of this problem is
Let us apply the scheme which was explained in the previous section for the step sizes h = ., τ = ..
In the case when T = , the comparisons between the analytical solution () and the numerical finite difference solution are shown in Figures  and . Next, we will illustrate the stability of the numerical solution with respect to the noisy overdetermination data () defined by the function
where γ is the percentage of noise and θ are random variables generated from uniform distribution in the interval [-, ]. Figure  shows the exact and the numerical solution of p(t) when the input data () is contaminated by γ = %, γ = % and % noise. It is clear from these results that this method has shown to produce stable and reasonably accurate results for these examples. Numerical differentiation is used to compute the values of g (t) and v xxx (, t) in the formula p(t). It is well known that numerical differentiation is slightly ill-posed and it can cause some numerical difficulties. One can apply the natural cubic spline function technique [] to get still decent accuracy.
