We propose a nonparametric regression approach to the estimation of a finite population total in model based frameworks in the case of stratified sampling. Similar work has been done, by Nadaraya and Watson (1964) , Hansen et al (1983), and Breidt and Opsomer (2000) . Our point of departure from these works is at selection of the sampling weights within every stratum, where we treat the individual strata as compact Abelian groups and demonstrate that the resulting proposed estimator is easier to compute. We also make use of mixed ratios but this time not in the contexts of simple random sampling or two stage cluster sampling, but in stratified sampling schemes, where a void still exists.
Introduction
Model based surveys work against the background that an unknown value of a survey measurement is a realised value of a random variable, say . A model for the random variable is then sort and together with sampled data, inference is made regarding the population parameter of interest. For a detailed review of this strategy, see Hall and Patil (1996) and Rupert (2003) .
The choice of an optimal model remains a concern being that mis-specifying a model leads to huge amounts of error. One way of solving this problem of model misspecifications is the use of nonparametric regression. For a review of the problems associated with model misspecifications, and how nonparametric regression has in the past been used in an attempt to solve the problems, see Hansen et al (1983) and Dorfman (1992) .
Suppose now that the optimal design for a given survey is stratified random sampling. Breidt and Opsomer (2000) considered a general unequal probability sampling design which covered stratification as a special case, and noted in their remarks that their technical assumptions hold under stratified simple random sampling. So making use of these results, we may suppose that a population of size is divided into disjoint strata, each of size . 
which using separate ratios gives the estimator denoted and defined by
where , 
where is the error, consider the following function.
It is logical that
hj hj hj hj
and
where
o th e r w is e (9) It easy to see that
which contains an unknown parameter which must be estimated. On estimating the value of the unknown using equations 4, 5, 6 and 8, we get that 
then it follows that
The implication of the equation 13 is that
is not robust to model misspecifications that can occur in the equation 6. Inevitably, an estimation approach that does not rely on parametric assumptions in the working model is therefore needed. Ratio estimation has been looked at by various researchers, but in different contexts. For example, see Srivastava (1990) , Sukhatme and Sukhatme (1970) and even as early as the work of Olkin (1958) . The concept of nonparametric regression has also been explored to yield desirable results in various other applications which an interested reader may review. For instance, see Cai and Brown (1998) , Cheng (1994) , Deng and Chikura (1990) , Eilers and Marx (1996) and Grama and Nussbaum (1998).
Outline of the Paper
The rest of this paper is organised as follows. In Section 2, a nonparametric estimator PE Y for finite population total is proposed. The asymptotic properties of the proposed estimator are derived in Section 3. In Section 4, we present an empirical study and give a conclusion to the paper in Section 5.
Proposed Estimator
We propose an estimator based on the model: Further, let the smoothing weight in the stratum be defined by
with and .
This weight defined by the equation 15 was first suggested by Nadaraya and Watson (1964) and later used in several other works. Their estimator of (.) in the equation 14 based on this weight was appropriately found to be
To estimate the population of the non-sampled units in the stratum, it is assumed that hi x x is any of the non-sampled units and therefore,
Now, denote the nonparametric regression estimator for the population total bŷ PE Y and the estimator within stratum h byˆP Eh Y . In stratum , the population total is therefore (18) and the estimator of the population total is given by
The equations 18 and 19 are similar to those used in previous works. We now suggest a different approach to the method of constructing the sampling weights defined in equation 15 . Recall that our sampling scheme takes the various strata to be mutually disjointed and that within every stratum, simple random sampling is used.
Consider stratum in isolation and let the sample size from this stratum be sufficiently large. This assumption can be easily justified by our description in Section 1. Now, let the sampled elements be almost homogeneous in terms of the survey characteristics. This is usually the main goal of stratification and the elements within any stratum can usually be assumed to bear this property. Let these sampled values be such that they can be viewed as order statistics within the stratum h. This is logical being that stratification attempts to bring elements whose characteristics are very close to each other with respect to the survey problem, but this is never completely achieved. So the sampled values in the stratum can be ordered with respect to how close they are to the desired characteristics.
With this description, the sampled elements in stratum form a compact Abelian group. Viewed as ordered values, they form a sequence whose sum is an Abelian sum, since the differences between the elements being summed has been taken to be very small. Therefore, considering the right hand side of equation 15 let it be re-written as The prediction error is given by
with being the weight of sampled unit . Since the population size is finite, it follows that even is finite and therefore the weight in equation 20 is a countable sequence. Now as has been assumed large, the Abelian sum of the denominator in equation 20 becomes (21) which is approximated using the integral
But it is known that (23) where is a composite function of containing infinitely many sub functions as may be the case when is assumed large in stratum while is a constant which is such that c << 1. The immediate meaning of equation 23 is that the weights described in equation 20 are purely discrete and further, they are pure functions of the auxiliary variables. It further implies that the proposed model is sufficient and also suggests unbiasedness of the model which we later prove in Section 4. The weight in the proposed estimator defined in equation 19 is therefore written as
Notably from 23, the constant c << 1, meaning that this weight so that we now have as our proposed estimator,
But is a kernel function assumed to be twice differentiable, and will therefore in this sampling scheme, always exist. The advantage with this setup is that we do not have to assign any weights or probabilities to the elements within the clusters, but only select a kernel and proceed to perform sampling. In fact, in the considered case where is sufficiently large, and the estimator reduces to simply (26) which is easy to compute compared to its counterpart in equation 25.
Properties of the Proposed Estimator

The Asymptotic Bias of the Proposed Estimator
The error in using as an estimator of is given by 
We now make use of the following theorem.
Theorem 3.1
Assume h x 's are fixed uniform design points and regularly spaced on (0, 1), then
, where Using the above Theorem, equation (1.29) can be shown to be 
From equation 33, it is clear that the bias of
for sufficiently large h n and with 0 b . 
Asymptotic Variance if the Proposed Estimator
Which leads to
The unknown (.) Meaning that
The asymptotic variance ofˆP
Recalling that
, and that
Consider h n equidistant points within the stratum such that the spacing between any two consecutive points is
Which we may write as
Using this transformation in equation 47, we may write that
For a continuous set of points, this expression becomes
Asymptotic Mean Squared Error
The 
And by equating the equation (53) to zero, the optimum b therefore becomes 
Hence MSE for the population total under this model is
If the averages are bounded as N and 0 b then equation 49 0 This shows that our estimator is statistically consistent and therefore useful. 
Empirical Study
Description of the Population
For our experiment, we simulated a population, .
We stratified this population, first considering the distance of each value from the mean, and then by considering the distance of each value from the median to give two separate populations. In these populations, we used the mixed ratio estimator due to Nadaraya and Watson (1964), which we denote by , and the proposed estimator to estimate the population total. We did this for several mean functions so as to make enough comparison. A sample of size was taken with each stratum contributing a sample size proportional to the number of units in it. Simple random sampling is done times for each case. Epanechnikov kernel, defined by, was used for the kernel smoothing on the various populations. 
Results
From Table 1, the gives a better estimation of the population total, while underestimates the population total. However, the Root Mean Square Error RMSE of is superior. The coverage ability of is also better than that of . The biases due to are remarkably larger compared to those of for the first population. Though the biases due to the separate ratio estimator are positive, those of the proposed estimator are generally smaller; a manifestation that tends to overestimate the population total while may underestimate the population total but only in a case where is not large enough. For the second population, performs better than , but again it is worth noting that in a case where the sample size is small, there is a risk of underestimating the population total.
Conclusion
Use of has in general led a relatively smaller error compared to the usual separate ratio estimator. We can therefore conclude that nonparametric regression approach in stratified sampling using the modified kernel smoothing yields very good results.
