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Spatial modes of light constitute valuable resources for a variety of quantum technologies ranging
from quantum communication and quantum imaging to remote sensing. Nevertheless, their vul-
nerabilities to phase distortions, induced by random media upon propagation, impose significant
limitations on the realistic implementation of numerous quantum-photonic technologies. Unfor-
tunately, this problem is exacerbated at the single-photon level. Over the last two decades, this
challenging problem has been tackled through conventional schemes that utilize optical nonlinear-
ities, quantum correlations, and adaptive optics. In this article, we exploit the self-learning and
self-evolving features of artificial neural networks to correct the complex spatial profile of distorted
Laguerre-Gaussian modes at the single-photon level. Specifically, we demonstrate the possibility
of correcting spatial modes distorted by thick atmospheric turbulence. Our results have important
implications for real-time turbulence correction of structured photons and single-photon images.
I. Introduction
Spatially structured beams of light have been exten-
sively used over the last few decades for multiple applica-
tions ranging from 3D surface imaging to quantum cryp-
tography [1–3]. In this regard, Laguerre-Gaussian (LG)
modes represent an important family of modes possess-
ing orbital angular momentum (OAM) [4]. Indeed, the
OAM of photons is due to a helical phase front given by
an azimuthal phase dependence of the form ei`φ, where
` represents the OAM number and φ represents the az-
imuthal angle. These beams have enabled the encoding
of many bits of information in a single photon, this pos-
sibility has enabled new communication and encryption
protocols [5–9]. For example, these optical modes have
been utilized to demonstrate high-speed communication
in fiber, free-space, and underwater [10]. Furthermore,
spatial modes have enabled an increased level of security
against eavesdroppers, which is crucial for secure commu-
nication applications [6, 11–14]. Last but not least, these
modes have been proven to be very useful for various
photonic technologies for remote sensing and correlated
imaging [15–24].
Unfortunately, the spatial profile of LG modes can be
easily distorted in realistic environments [25]. For ex-
ample, random phase distortions and scattering effects
can destroy information encoded in structured beams of
light [26–28]. Consequently, the spatial distortions in-
duced by random phase fluctuations severely degrades
the performance of protocols for communication, cryp-
tography, and remote sensing [7, 14]. Indeed, these prob-
lems are exacerbated at the single-photon level, leading
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to important limitations of photonic quantum technolo-
gies. Conventionally, these limitations have been allevi-
ated through the use of adaptive optics, quantum cor-
relations, and nonlinear optics [26, 29–31]. However, an
efficient and fast protocol to overcome effects of turbu-
lence, at the single-photon level, has not yet been exper-
imentally demonstrated.
Recently, artificial intelligence has gained popularity in
optics due to their unique potential for handling complex
classification and optimization tasks [32–36]. In this re-
gard, machine learning has been used to engineer exotic
quantum states of light [37, 38], and to identify complex
photonic states [39, 40]. Moreover, convolutional neural
networks (CNNs) have been demonstrated to be efficient
in learning and characterizing topographical features of
images [41]. Their self-evolving and self-learning features
have been explored in optical systems for classification
and random phase retrieval of spatial modes. For these
particular tasks, machine learning techniques have out-
performed conventional approaches [42, 43].
Here, we demonstrate a smart communication protocol
that exploits the self-learning features of convolutional
neural networks to correct the spatial profile of single
photons. First, we report our experimental results at
high-light levels to demonstrate the robustness of our
technique for optical communication. To achieve this,
we utilize the self-learning and self-evolving features of
CNNs to overcome existing challenges in schemes that
rely on adaptive optics [26–29]. We demonstrate near-
unity fidelity correction in time periods that are compa-
rable to the fluctuation of atmospheric turbulence. Our
results have significant implications for various technolo-
gies requiring free-space propagation of structured pho-
tons [5–7]. In addition, our work enables the possibility
of overcoming phase distortions induced by thick atmo-
spheric turbulence in real time.
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FIG. 1. Schematic diagram of the experimental setup to demonstrate turbulence correction of Laguerre-Gaussian (LG) modes.
The experiment is performed using a He-Ne laser and a source of spontaneous parametric down-conversion (SPDC). The sources
are switched using a dichroic mirror (DM). (a) First part of the setup, labeled as Alice, is dedicated to the generation of the LG
modes using spatial light modulator (SLM). Second part, labeled as Bob, is devoted to perform the experimental simulation of
turbulence, turbulence correction, and orbital angular momentum (OAM) tomography. In addition, we used CCD and ICCD
cameras to acquire images while using laser light and SPDC photons respectively. (b) Computational model for turbulence
correction comprises a 5-layer convolutional neural network (CNN), and a feedback loop with a gradient descent optimizer
(GDO).
II. Experimental and Computational Methods
The schematic diagram of our communication sys-
tem, and the computational model of our scheme are de-
picted in Fig. 1. The experimental setup comprises two
parts. First, Alice prepares spatial qubits in symmet-
ric superpositions that are transmitted to Bob through
a turbulent communication channel. During the process
of transmission, atmospheric turbulence induces aberra-
tions in the optical beams that degrade the quality of the
information encoded in their phase. This undesirable ef-
fect compromises Bob’s ability to correctly decode and
make measurements on the spatial qubits.
First, we use a He-Ne laser at 633 nm that is spa-
tially filtered by a single-mode fiber (SMF). We use a
spatial light modulator (SLM) and computer generated
holograms to produce LG modes. This technique allows
us to generate any arbitrary spatial modes in the first-
diffraction order of the SLM. We use a 4f-optical system
to filter and collimate the LG modes which are projected
onto the second SLM. We use this spatial modulator to
display random phase screens that are used to simulate
turbulence. The beams reflected from the second SLM
are then split into two beams using a polarizing beam
splitter (PBS). The beam profiles reflected from the PBS
are recorded by a CCD camera. This information is used
to establish a feedback control loop that uses artificial
neural networks. This process enables the characteri-
zation of turbulence in the communication channel. On
the other hand, the beam transmitted by the PBS is cou-
pled into a single-photon detector that is used to perform
quantum state tomography of the structured photons.
After the characterization of the communication chan-
nel using machine learning, we perform a proof-of-
principle experiment with a source of spontaneous para-
metric down-conversion (SPDC) to demonstrate the tur-
bulence correction protocol (TCP) at the single-photon
level. For this purpose, we utilize a dichroic mirror (DM)
to ease the transition from one source to another as shown
in Fig. 1(a). We produce SPDC photons by pumping
a type-II potassium titanyl phosphate (ppKTP) crystal
with a CW diode laser at 405 nm. A PBS is used to
separate the correlated photon pairs at 810 nm. We uti-
lize temporal correlations to acquire gated images at the
single-photon level using an intensified charged coupled
device (ICCD) camera. This is done by adding a de-
lay line to our experiment. Gating the ICCD camera is
crucial for the formation of single-photon images.
Fig. 1(b) illustrates our machine learning algorithm for
correction of structured photons. This is based on a con-
volutional neural network followed by a gradient descent
optimizer [43, 44]. The optimizer consists of a 5-layer
CNN and a gradient descent optimization (GDO) algo-
rithm. The CNN takes turbulent images of LG beams,
and convolves them with a 5 × 5 filter. The step is im-
mediately followed by a 2 × 2 max pooling layer before
feeding them into 100 fully connected neurons. Finally,
the network contains a softmax output layer. We utilize
hundreds of realizations of distorted images for multiple
turbulence strengths to train the neural networks. The
function of the trained CNN is to predict the strength
of turbulence in terms of standard refractive index (C2n)
3FIG. 2. Spatial profiles of LG modes at high- and low-light levels for different turbulence conditions. The first column in
each of the panels shows the states prepared by Alice without distortions. The second column displays the distorted beams
measured by Bob. The strength of turbulence is characterized by C2n (×10−13mm−2/3), these numbers are reported in the
yellow rectangle. The corrected spatial profiles are shown in the third column. (a) and (b) show high-light level results for LG
superpositions of zeroth radial order, |ψ〉 = 1√
2
(|LG+3,0〉+ |LG−3,0〉) and |ψ〉 = 1√2 (|LG+5,0〉+ |LG−5,0〉), respectively. (c)
and (d) display the results for |ψ〉 = 1√
2
(|LG+3,1〉+ |LG−3,1〉) and |ψ〉 = 1√2 (|LG+5,1〉+ |LG−5,1〉), respectively. Finally, (e)
and (f) show the spatial profile of single photons characterized by the topological charges ` = 3 and ` = 5, respectively.
values. The function of the GDO loop is to optimize the
correction phase masks over many realizations of random
matrices that simulate turbulence. The phase masks are
then encoded in the second SLM to obtain the corrected
spatial modes at the image plane of the SLM.
First, we utilize symmetric superpositions of LG modes
to prepare spatial qubits. Indeed, LG modes are so-
lutions to the Helmholtz equation in cylindrical coor-
dinates. This family of solutions form a complete or-
thonormal basis set with respect to the azimuthal (`)
and the radial (p) degrees of freedom [45]. We experi-
mentally model the distortion induced to LG modes, due
to atmospheric turbulence, by using Kolmogorov statis-
tics. Turbulence is a random modulation of the index of
refraction resulting from inhomogeneity in temperature
and pressure of the medium which introduces a random
phase shift. This, in turn, leads to distortions of the
phase front of the spatial profile of optical modes. In
this case, the degree of distortion is a function of the tur-
bulence strength. This is quantified through the Fried’s
parameter r0, which is defined in terms of the standard
refractive index C2n. In our experiment, the turbulence
is simulated with a SLM by encoding random matrices
with Kolmogrov statistics [26, 43, 46],
Φ(p, q) = R
{
F−1
(
MNN
√
φNN (k)
)}
, (1)
with φNN (k) = 0.023r
−5/3
0
(
k2 + k20
)−11/6
e−k
2/k2m and
the Fried’s parameter r0 =
(
0.423k2C2nd
)−3/5
. Here,
k, d, and MNN represent the wave number (2pi/λ), the
propagation distance, and the encoded random matrix,
respectively. Even though the strength of phase distor-
tion can be varied using d and C2n, we choose to vary its
strength using C2n. Furthermore, we perform the phase
mask optimization iteratively using the GDO algorithm
Φj(p, q) =∠
[
F−1
{
1
H
×F [F−1 (F (G (p, q, w0)×
exp
(
iΘ(`,−`)
))
×H
)
exp
(
−iΦjest(p, q)
)]}]
.
(2)
The mean squared error (MSE) between the predicted
intensity and the corresponding simulated target inten-
sity is used as the cost function. Here, Φj(p, q) is the
phase mask at the jth iteration, G(p, q, w0) represents
the Gaussian beam with the waist w0, and H represents
the transfer function describing the SLM and the propa-
gation of the beam. The phase mask used to generate the
original LG superposition mode is represented by Θ(`,−`)
in Eq. (2).
III. Results and Discussion
In Fig. 2(a) and 2(b) we present experimental re-
sults obtained with a He-Ne laser. We show LG super-
position modes |ψ〉 = 1√
2
(|LG+`,0〉+ |LG−`,0〉) for ` = 3
and ` = 5. The first column in each of the panels shows
the spatial profiles of the undistorted modes prepared by
Alice. The spatial profile of the modes are distorted due
to atmospheric turbulence in the communication chan-
nel. We show this in the second column of Fig. 2. In our
experiment, we implement hundreds of realizations of the
aberrated beams to train our artificial neural networks.
The strength of turbulence predicted by the CNN is uti-
lized to perform the phase mask optimization by means
of a feedback GDO loop. Thus, the CNN in combination
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FIG. 3. The cross-correlation matrices represent conditional
probabilities between sent and detected modes in the OAM
basis. (a) shows the cross-correlation matrix obtained for a
communication protocol in the presence of turbulence (C2n =
80×10−13mm−2/3). The nonzero values of the off-diagonal
elements in the figure are due to the mode cross-talk induced
by turbulence. In (b), we plot the cross-correlation matrix af-
ter applying our turbulence correction protocol. In this case,
it is possible to obtain information encoded in spatial modes.
with the GDO loop generates the correction phase masks
which are then encoded in the second SLM to alleviate
undesired turbulence effects. We indicate this process
with the blue box TCP in Fig. 2. The corrected inten-
sity profiles measured by Bob are depicted in the last
column of each panel. In Fig. 2(c) and 2(d), we show
experimental results for complex LG modes, with radial
structure, described by |ψ〉 = 1√
2
(|LG+`,1〉+ |LG−`,1〉).
After we characterize the turbulent channel using a
laser, we demonstrate turbulence correction at the single-
photon level using our SPDC source. Fig. 2(e) and
2(f) display the results for vortex modes with topological
charges ` = 3 and ` = 5. These images are acquired us-
ing an ICCD camera. As discussed in Sec. II, we exploit
quantum correlations to enhance the SNR of the images.
Each of the background-subtracted images are formed by
accumulating photons over a time period of 20 minutes.
These images demonstrate an excellent mitigation of the
turbulence at the single-photon level. However, these
spatial profiles are not enough to certify preservation of
information encoded in phase. In order to do this, we
reconstruct cross-correlations matrices that are used to
determine channel capacity of a communication system.
Fig. 3(a) depicts the cross-correlation matrix for differ-
ent OAM modes after the communication channel with-
out correction. This matrix is obtained by performing
a series of OAM projective measurements on the modes
sent by Alice. These measurements are performed by
Bob. As shown in Fig. 3(a), in this case, the spatial
distortion of the modes makes almost impossible their
identification. This undesirable effect increases with the
strength of turbulence in the communication channel.
Indeed, this represents an important limitation of free-
space communication with spatial modes of light. Re-
markably, in Fig. 3(b), we show the cross-correlation ma-
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FIG. 4. Real and imaginary parts of the density matri-
ces for the qubits encoded in the OAM basis. (a) Den-
sity matrix for the symmetric OAM superposition qubit,
|ψ3〉 = 1√2 (|LG+3,0〉+ |LG−3,0〉). The first matrix in each
row represents the real part and the second represents the
imaginary part of the density matrix. (b) Density matrix for
the qubit prepared as |ψ5〉 = 1√2 (|LG+5,0〉+ |LG−5,0〉).
trix after correcting turbulence. In this case, the cross-
correlation matrix is nearly diagonal, showing a dramatic
improvement of the communication protocol.
Finally, we perform quantum state tomography of spa-
tial modes in order to certify the recovery of spatial
coherence at the single-photon level. For this purpose
we use superpositions of the following form, |ψ`〉 =
α |LG+`,0〉 + β |LG−`,0〉, where α, and β represent com-
plex amplitudes [47–50]. In our experiment we use the
following qubits |ψ3〉 = 1√2 (|LG+3,0〉+ |LG−3,0〉), and
|ψ5〉 = 1√2 (|LG+5,0〉+ |LG−5,0〉). In Fig. 4, we show
the reconstructed density matrices after our method for
turbulence correction. In this case, the density matrices
certify the robustness of our technique. For this par-
ticular case, all the elements for the real part of the
density matrix should be equal to 1/2, and the matrix
elements of the imaginary part should be 0. The pres-
ence of any deviation from that is attributed to experi-
mental errors. In order to quantify the performance of
our turbulence correction scheme, we calculate fidelity
F = Tr
(√
ρ
1/2
0 ρρ
1/2
0
)
, where ρ0 and ρ represent the
density matrices of original and turbulence corrected spa-
tial qubit. In our case, the experimental fidelities are
99.1% and 99.3% for |ψ3〉 and |ψ5〉, respectively.
IV. Conclusion
Spatial photonic modes have been in the spotlight
for the past few decades due to their enormous potential
as quantum information resources. These modes have
5been demonstrated to be useful for multiple technolo-
gies such as optical communication, quantum imaging,
remote sensing, and quantum cryptography [5–7]. How-
ever, the potential of complex spatial modes of light has
only been exploited under ideal conditions. For example,
the random phase fluctuations induced by turbulence im-
pose important limitations to optical technologies in free-
space. Unfortunately, these problems are exacerbated at
the single-photon level [27, 28]. In this regard, scientists
have been employing conventional schemes to alleviate
this problem. Remarkable examples include the use of
nonlinear interactions, quantum correlations, and adap-
tive optics. However, the dynamic and random nature
of phase fluctuations render conventional techniques less
effective and relatively slow to respond. In this article,
we experimentally demonstrate the first smart commu-
nication protocol that exploits the self-learning features
of convolutional neural networks to correct the spatial
profile of single photons. This work represents a signif-
icant improvement over conventional schemes for turbu-
lence correction [26, 29]. The high fidelities achieved in
the reconstruction of the spatial profile of single photons
make our technique a robust tool for free-space quantum
technologies. We believe that our work has important
implications for the realistic implementation of photonic
quantum technologies.
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