We adopt a technique, known in the machine learning community as transfer learning, to reduce the bias of computer simulation using very sparse experimental data. Unlike the Bayesian calibration, which is commonly used to estimate the simulation bias, the transfer learning approach discussed in this article involves calculating an artificial neural network surrogate model of the simulations. Assuming that the simulation code correctly predicts the trends in the experimental data but it is subject to unknown biases, we then partially retrain, or transfer learn, the initial surrogate model to match the experimental data. This process eliminates the bias while still taking advantage of the physics relations learned from the simulation. Transfer learning can be easily adapted to a wide range of problems in science and engineering. In this article, we carry out numerical tests to investigate the applicability of this technique to predict the observable outcomes of inertial confinement fusion (ICF) experiments under new conditions. Using our synthetic validation data set, we demonstrate that an accurate predictive model can be built by retraining an initial surrogate model with experimental data volumes so small that they are relevant to the ICF problem. This opens up new opportunities for knowledge transfer and building predictive models in physics. After implementing transfer learning in a standard neural network, we successfully extended the method to a more complex, generative adversarial network architecture, which will be needed for predicting not only scalars but also diagnostic images in our future work.
I. INTRODUCTION
M ANY problems in science and engineering involve building predictive models, given only a handful of experimental data. Computer simulations are often used to improve the sampling of the experimental design space enabling a better-constrained prediction of new experiments. The simulations, however, often fail to mimic the experiments accurately because of the insufficient complexity of the The authors are with the Lawrence Livermore National Laboratory, Livermore, CA 94550 USA (e-mail: kustowski1@llnl.gov).
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Digital Object Identifier 10.1109/TPS.2019.2948339 physics models, unavoidable approximations, or insufficient resolution of the modeling grid. This simulation inadequacy is often estimated and reduced through the Bayesian calibration process [1] , [2] , yielding an improved predictive model. In some problems, although the number of experiments is small, the number of measurements per experiment is large. The measurements may also be diverse or multimodal, consisting of scalars, vectors, or images. Taking into consideration, all these observables can often reduce the nonuniqueness in the process of calculating the surrogate model. Deep learning [3] promises significant advances to build multimodal surrogates of the simulations [4] , but it is not obvious how to reduce the simulation inadequacy for such models. In this article, we investigate whether, and under what conditions, transfer learning [5] can solve this problem, using as a test bed the synthetic inertial confinement fusion (ICF) data.
The ICF experiments are carried out by physicists at the National Ignition Facility (NIF) [6] . Researchers use the largest laser in the world to generate sufficiently high temperature, density, and pressure to fuse nuclei of deuterium and tritium inside of a target capsule. It has been known for decades that such thermonuclear fusion energy reaction [7] , [8] could potentially be turned into an abundant source of energy. Progress is being made toward achieving ignition [9] , [10] , where the energy output will surpass the amount of the laser energy incident on the target.
More experiments need to be done to solve the remaining technical challenges. Because of their high cost, laser shots at NIF, which are focused on the ICF problem, are scarce. Further progress could potentially be accelerated if the outcome of future experiments, which will be carried out under new conditions, could be predicted in a reliable way. Making such predictions based on previous experiments alone is a poorly determined problem. The number of laser shots that are carried out in similar, although not identical, regime is typically between 5 and 20, and the number of varying design parameters that would have to be considered to make reasonable predictions has the same order of magnitude [11] .
The design space can be more densely sampled by many orders of magnitude using radiation hydrodynamics computer simulations [12] instead of just experiments alone. Simulations also allow for extending that space beyond the experimental range. Without making modifications, however, even the most comprehensive simulations cannot simultaneously match all diagnostic data in a series of ICF experiments. In addition to the typical causes of the simulation-experiment discrepancy, which was mentioned earlier, another source may arise for the indirect-drive ICF data. At NIF, laser beams, rather than being directly focused on the capsule filled with deuterium and tritium, are used to heat the inner walls of a hohlraum, which then generates a bath of X-rays ultimately causing the implosion of the capsule. Input parameters for the highresolution simulation of a capsule cannot be in such case measured directly and need to be inferred, potentially introducing additional errors.
These errors could be reduced by the standard Bayesian calibration method [1] , which, however, assumes the independence of the estimated simulation-experiment discrepancy function on the simulations. In the ICF context, this implies that the discrepancy function is fit to very few experimental data points, potentially leading to predictions that no longer retain the information encoded in the simulation and, ultimately, to large generalization error. In an attempt to preserve the simulation physics, researchers have experimented with constraining the discrepancy to be small [13] or incorporating physical insights through informative priors [11] . Transfer learning is an alternative method to reduce the model discrepancy while preserving simulation physics.
Transfer learning is particularly well suited for the ICF data because it allows for correcting a neural network surrogate model. In our experience, neural networks are better than any other machine learning model at predicting nonlinear ICF simulations. Neural networks can also automatically build a latent representation of diverse types of ICF diagnostic data, including X-ray images, neutron images, time histories, and multiple scalar measurements [4] . We are planning to use such diverse diagnostic data in our future work to better constrain the surrogate model although, in this article, we consider only the scalar observables.
From a machine learning perspective, transfer learning is one of the techniques applied to solve the problem known as few-shot learning, where only few data samples are available to build a predictive model. The transfer learning technique exploits the knowledge gained from solving one problem with abundant data and applies that knowledge to solve a different but related problem [5] . A well-known example is reusing publicly available neural network models [14] that have been trained on large sets of images [15] and partially retraining them to solve a new task, for which fewer data are available. The large data set enables constructing the latent representation of the images through the cumbersome learning of the entire neural network. Put in more intuitive terms, the network learns to understand images. Once this knowledge has been encoded in the weights and biases of the network, it can be reused to solve new tasks. For example, diagnostic images of defects in optical systems at NIF include categories that have never been included in standard databases of images. Relatively, small volumes of the labeled diagnostic images may preclude training of a neural network from scratch, but a large, publicly available network can be partially retrained on these data [16] . A refined model is, thus, able to predict new categories of images while leveraging the pretrained capability to decompose images in a meaningful way. In this article, we replace the database of images with the database of ICF simulations and transfer learn into the domain of experiments, in which we build a physics-informed predictive model.
Applications of transfer learning in physical sciences have so far been focused on image classification [16] , [17] tasks. Concurrently, with another group of researchers [18] , we have developed a new application of transfer learning. We propose to use it as a method for correcting computer models to match experimental data. While Humbird et al. applied transfer learning to real ICF data to correct the simulation bias, the main goals of this article are: 1) generating a large volume of synthetic experiments to allow a thorough validation, which would be impossible with the sparse, real ICF data; 2) investigating the prediction fidelity as a function of the experimental data volume and the number of retrained layers; and 3) explaining how transfer learning could be extended to a more complex neural network architecture that is suitable for correcting not only scalars but also diagnostic images. Although, in this article, we do not transfer learn images, we recognize that the multimodal data may require using a complex, generative adversarial architecture [4] as a surrogate model and demonstrate that transfer learning can be applied in such a system.
In contrast to the aforementioned standard applications of transfer learning, the inputs for the ICF simulations are scalars, not images. They may represent, for example, parameters of the incident laser beam or initial conditions of the implosion model of the target capsule. ICF data include diagnostic images, but they are the outputs, not the inputs, of the simulations. As a consequence, we cannot reuse networks that have been pretrained on millions of images to solve our problem. We need to build our own database of simulations and train the neural network from scratch, as described in the following sections.
To summarize, the application of transfer learning described in this article can be viewed as novel in several different ways: 1) as a new method for building a predictive model from sparse experimental data; 2) as a new method for correcting a computer model against ICF data; 3) as a new application of transfer learning in physical sciences; and 4) as the first application of transfer learning to a generative adversarial network to solve a few-shot problem.
II. METHOD
Before diving into the details of our numerical experiments, which will be described in Sections III and IV, we first explain the concept of the transfer learning correction of the surrogate model. As the first step of the process, we run a number of ICF simulations that sample the input and output parameter spaces at a finite number of points. For simplicity, in Fig. 1 , we displayed input and output parameter spaces as 1-D. The entire neural network is trained on these data, and we refer to this network as the initial surrogate model. With sufficient sampling and neural network architecture designed to model nonlinear behaviors, the initial surrogate model should predict Fig. 1 . Conceptual workflow of the transfer learning process. First, a number of simulations are run for a range of input parameters. Second, a neural network is trained to take the simulation inputs and predict the simulation outputs. Finally, the neural network is partially retrained to match the experimental data. the simulation outputs nearly perfectly. It can also interpolate the predictions of the learned system at locations that have not been sampled by the simulations.
During the transfer learning step, the surrogate model is retrained to match the sparse experimental data. In general, this can be achieved by either retraining some of the existing layers of the network or by appending new layers to the existing network. Weights and biases in the remaining part of the network are kept frozen and impose a strong constraint on the retrained part of the network. Consequently, the simulation physics that is captured by the frozen layers is more likely to be preserved by transfer learning than by the Bayesian calibration [1] , in which the discrepancy estimate is assumed to be independent of the simulation. The consistency of the retrained model with the simulation is represented in Fig. 1 by the fact that the shape of the predicted curve has not changed relative to the initial model. Transfer learning corrected only the systematic shift between the simulation and experiments. In the remainder of this article, we apply this technique to synthetic data and test whether the correct surrogate model can predict new validation data.
III. TRANSFER LEARNING USING A STANDARD NEURAL NETWORK
In the first step of our numerical experiment, we run about 1000 simulations and saved the simulation inputs and outputs. The simulation used in this article is a semianalytic dynamic hotspot model of the ICF stagnation phase [19] , [20] . It incorporates a 3-D model of temperature and density and shell shape from a thin shell model [21] . This model is much faster to compute than the more complete capsule simulation [12] , but we believe it has enough ICF relevant physics for our transfer learning tests.
The simulations sampled two input parameters of the hotspot model: the implosion velocity and initial velocity amplitude, which describes the fraction of the kinetic energy in the aspherical velocity modes. All other input variables are kept fixed. While this 2-D parameter space is densely sampled by just 1000 simulations (see Fig. 2 ), it is understood that realistic applications will require more input parameters and a larger number of more expensive simulations. Much higher computational effort will be facilitated by a system described in [22] and will appear in the future work.
In the next step of the process, we computed the initial neural network surrogate model by fitting four scalar outputs. Only one of them, the logarithm of the neutron yield, is displayed in Fig. 2 . Since predictions of this surrogate model matched the simulation outputs nearly perfectly, in Fig. 2(b) , we showed only the predictions. The predicted outputs were computed by averaging over an ensemble of five neural networks, whose weights and biases were distinctly initialized using a method we refer to as deep jointly informed neural network (DJINN) [23] . While we have found this ensemble method to be very robust, transfer learning can equally be applied to a single network with any type of initialization.
The 1000 synthetic "experiments," shown in Fig. 2(a) , were subsequently computed using the hotspot model with the perturbed physics, relative to the nominal physics used in the actual simulations. The simulation physics was perturbed by modifying the following parameters: the specific heat used in converting heat flow at the hotspot boundary to ablated mass, the mass of the infalling shell material, and a multiplier applied to the Bremsstrahlung radiative loss (see Table I ). Perturbing simulation physics by no means captures the full complexity of the ICF simulation-experiment discrepancy, but it allowed us to build a large validation data set of synthetic "experiments" and test under what conditions the transfer learning can correct systematic errors.
Differences between the neutron yield predicted by the initial surrogate model and the yield in the "experiments" are shown in Fig. 2(d) . We refer to these differences as the error of the initial surrogate model relative to the "experiments." While the error plot clearly shows a systematic trend, the yield patterns are also different in Fig. 2(a) and (b). Applying a constant shift would, therefore, not be sufficient to correct the error of the initial surrogate model.
Next, we randomly selected 20 "experiments" that will be available for retraining of the initial model, while the rest of the "experiments" were reserved for the validation. After retraining of the last layer in each neural network within the ensemble, the new model predicts yields that look very similar to the "experiments" [see Fig. 2(c) ]. The error of these new predictions is close to zero not only at the location of the 20 retraining samples but also between them, that is, at the location of the validation "experiments" [see Fig. 2(e) ]. Furthermore, transfer learning dramatically reduced the error not only for the yield but for all four fit outputs of the hotspot model (see Fig. 3 ). Not surprisingly, the error becomes noticeable in the areas that are poorly sampled by the 20 "experiments."
A. Dependence on the Number of Available Experiments
After the successful retraining using the 20 synthetic experiments, we also evaluated the model fidelity using a smaller number of "experiments," which may be more comparable to the size of an individual campaign at NIF. We varied the number of "experiments" between 5 and 45 and repeated the entire transfer learning exercise. The goodness of fit of the model was evaluated for both training and validation "experiments" using an overall R 2 score computed for all four predicted outputs (see Fig. 4 ). The R 2 score is often used to evaluate how accurate the model predictions are and is mathematically equal to the proportion of the variance in the outputs that are predictable from the inputs. In order to understand the sensitivity of these scores to the location of the training samples in the design space, we repeated the entire process five times using different random seeds to select the training samples. We reported the corresponding ranges and medians in Fig. 4 .
The R 2 for the validation data is typically higher than 0.83 when only five "experiments" are available. In one case, Fig. 4 . Dependence of the model fidelity on the number of "experiments" available for retraining. For each number of "experiments," the test was run five times using a different seed to randomly select the retraining samples. The shaded regions describe the range of R 2 curves, and the lines correspond to the median. For the case when the number retraining "experiments" was equal to five, we show the location of the experiments for two out of five random seeds. The values of the validation R 2 for the initial model are not shown because they are negative. however, all five samples were placed in the lower half on the design space leading to inaccurate predictions in the upper half-space. This error could potentially be suppressed by regularization, but the raw result serves as a good example of the extrapolation challenge. Avoiding such sampling configurations could potentially be taken into account in the process of designing new ICF experiments or sampling strategies for the expensive simulations. Filling in such gaps will become more challenging in higher dimensional design spaces, as it will require exponentially larger sampling effort.
With ten or more training "experiments," the validation R 2 is 0.9 or higher, and with 20 or more samples, it approaches the R 2 of the training data. Furthermore, the range of the R 2 score becomes narrower, indicating less sensitivity to the location of Fig. 5 . Dependence of the model fidelity on the number of retrained layers. We considered two cases with 10 and 20 training "experiments" available for retraining. As in Fig. 4 , shaded regions indicate ranges and lines indicate the medians for five independent tests. A standard neural network with DJINN initialization was used to build the surrogate model. The values of the validation R 2 for the initial model are not shown because they are negative. the samples. It is also important to mention that the R 2 for the predictions of the initial model without any transfer learning applied was always negative and not plotted in Fig. 4 . The negative values of R 2 indicate that the perturbation responsible for the simulation bias was very strong.
In summary, Fig. 4 clearly demonstrates that transfer learning is capable of correcting systematic errors and suggests that it may work well even when few experimental data points are available.
B. Dependence on the Number of Retrained Layers
We carried out another numerical test to cast some light on the inner workings of transfer learning. More specifically, we investigated the effect of the number of retrained layers on the predictive model fidelity. In general, there are two main reasons for carrying out such a test. First, we may want to determine the minimum number of layers that need to be Fig. 6 . Comparison of a standard architecture, which consists of only one neural network, with the cyclic GAN architecture. The GAN consists of four neural networks: forward and backward generators and the corresponding forward and backward discriminators. The discriminators attempt to distinguish generated data from real data, thereby enhancing the ability of the generators to produce more realistic, or physically consistent, data. This process involves an adversarial loss function, which complements a standard loss function that minimizes the difference between predictions and observations. In addition, a cyclic loss function ensures that the inputs generated by the backward generator are similar to the true inputs X.
retrained to capture the discrepancy between the simulations and real experiments. Second, we may want to check whether retraining too many layers or running too many iterations of the optimization algorithm leads to the catastrophic forgetting [24] of the physics that has been learned from the simulations. It is not obvious that every neural network is susceptible to such forgetting; some researchers have reported that the effect of pretraining persists even after extensive retraining [25] .
In our case, we already saw in Figs. 2-4 that retraining just one layer was sufficient to capture the discrepancy arising from using different physics parameters in the hotspot model. Fig. 5 shows that the model fit remained good even after increasing the number of retrained layers and despite very extensive retraining with 5000 epochs, the same number of epochs as in the initial training.
The fact that the generalization error has not increased with more retrained layers suggests that the gradient descent algorithm modified only those weights and biases that were necessary to fit the synthetic experimental data. We cannot rule out that this robust behavior might be related to the sparse initialization of the network, and it will be useful to repeat the test whenever we need to use a different initialization.
IV. TRANSFER LEARNING USING A GENERATIVE ADVERSARIAL NET
Although, in this article, we predict only scalar outputs of the simulations and synthetic experiments, in the longer term, we are also planning to include diagnostic images in the predictions of the neural network surrogate model. Anirudh et al. [4] have shown that diverse types of data, including scalars and images, can be better predicted by a complex architecture than by a single neural network. Discussing such architecture in detail is beyond the scope of this article, we note, however, that they consist of generative adversarial nets (GANs) [26] predicting a set of diverse simulation outputs that had been previously compressed by another system of GANs. This compressing system, or an autoencoder [3] , takes advantage of correlations between different outputs and can reduce thousands of pixel variables into a few tens of scalar variables.
A plethora of articles have been written about GANs in the machine learning community [27] , [28] . Some authors address the problem of domain adaptation [29] to account for different data distributions in the original and target data sets. These methods, however, require abundant sampling in the target domain, which is not available in the case of ICF experiments. To the best of our knowledge, there is no discussion in the literature of implementing transfer learning in a GAN for the case when the data volume in the target domain is small.
In this section, we present a very basic version of such implementation and apply it to the ICF problem discussed in the previous sections. Following [4] , we build the initial surrogate model using a cyclically consistent GAN (see Fig. 6 ). The forward generator network predicts the outputs from inputs. In addition to the standard mean squared error loss function, which reduces the error between predictions and observations, the optimization process is also constrained by the additional loss term that comes from the game played between the generator and discriminator networks [26] . We refer to that term as the adversarial loss. To further constrain the model, Anirudh et al. added the third, cyclic loss function to ensure that the inputs recovered by the inverse generator match the true inputs.
It is not obvious how to implement transfer learning in this four-network system without introducing inconsistencies or without retraining all networks-a strategy that might Fig. 7 . Components of the cyclic GAN architecture, which were used in the retraining process (left). Retrained cyclic GAN fidelity (right) for the test that was previously carried out using a single neural network and was summarized in Fig. 4 . require a prohibitively large data volume. The simplest solution we propose here is to retrain the last layer of only the forward generator network using only the mean squared error loss function (see Fig. 7 ). This approach does not introduce any inconsistencies into the system, and retraining turned out to be equally successful as the previous test with a standard neural network. This result demonstrates that transfer learning can be implemented in the GAN architecture to solve a fewshot problem.
V. CONCLUSION
We have demonstrated that transfer learning successfully corrected systematic errors in the simulations using only few "experiments," which is consistent with the results presented in [18] . In this article, the synthetic experiments were generated by perturbing the simulation physics relative to the nominal physics used in the actual simulations.
Retraining only one layer in the neural network surrogate model was sufficient for successful transfer learning. Allowing more layers to learn did not have an appreciable effect on the overall model fidelity. This suggests that once the model has been initialized to match the simulated data, the pretraining effect persists even after extensive retraining. This issue will need to be readdressed for new network architectures, which may not contain the sparse initialization but, on the other hand, may apply additional constraints on the model. At this point, it is also not clear whether retraining just one layer will be sufficient to capture the difference between simulations and real experiments at NIF.
We have also demonstrated that transfer learning can be implemented in a GAN, which will be needed for predicting diagnostic images in our future work. The new network architecture will also involve a GAN-based autoencoder [4] , adding another layer of complexity to the transfer learning task.
To make transfer learning applicable to the ICF experiments at NIF, a number of modifications will need to be implemented. Some of them, including diagnostic images or replacing a hotspot model with the radiation hydrodynamics code [12] , are already underway. Other modifications, such as replacing simulated experiments with the real ones and increasing the dimensionality of the design space, have been partially addressed in [18] , where scalar outputs were successfully corrected against somewhat simpler, direct-drive ICF experiments in a 9-D design space.
In a broader context, our results demonstrate that transfer learning enables high-fidelity knowledge transfer from computer simulations to the domain of experiments, which on their own might be too scarce to have any predictive capability. We have also demonstrated that by retraining surrogate models, knowledge can be transferred between similar, but not identical, simulations.
