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Abstract
Let Uq(gl
⊕p
m ) be the quantized universal enveloping algebra of gl
⊕p
m . Let θ be the automorphism
of Uq(gl
⊕p
m ) which is defined on generators by Ei → Ei−m, Fi → Fi−m, Kj → Kj−m for any
i ∈ Z/pmZ \ {0,m, . . . , (p − 1)m} and any j ∈ Z/pmZ. Let H(p,p,n) be the Hecke algebra of
type G(p,p,n) with parameters q, ε, where ε is a primitive pth root of unity. In this paper we
establish a Schur–Weyl reciprocity between H(p,p,n) and a twisted tensor product of Uq(gl⊕pm )
and the group algebra for 〈θ〉 (a cyclic group of order p) by using the results in [J. Hu, J. Algebra
274 (2004) 446–490].
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Let n, r be positive integers. Let q,Q1, . . . ,Qr be r + 1 indeterminates over Z. Let
A = Z[q±1,Q1, . . . ,Qr ]. Let HA(n, r) be the cyclotomic Hecke algebra [3,5] of type
G(r,1, n) with parameters q,Q1, . . . ,Qr . By definition, it is a unital A-algebra with gen-
erators T0, T1, . . . , Tn−1 and relations
(T0 − Q1) . . . (T0 − Qr) = 0, T0T1T0T1 = T1T0T1T0,(
Ti − q−1
)
(Ti + q) = 0, for 1 i  n− 1,
TiTi+1Ti = Ti+1TiTi+1, for 1 i  n− 2,
TiTj = TjTi, for 0 i < j − 1 n − 2.
It is known that HA(n, r) is a free A-module of rank rnn!. For any field k which is an
A-algebra, we define Hk(n, r) =HA(n, r) ⊗A k. Upon setting q = 1 and Qi = ζ i−10 for
each i, where ζ0 is a primitive r th root of unity in C, one obtains the group algebra for
the complex reflection group G(r,1, n) = Zr 	 Sn. This algebra contains Hecke algebras
of type A and type B as special cases. The subalgebra generated by T1, . . . , Tn−1 is iso-
morphic to the Hecke algebra Hq(Sn) associated to the symmetric group Sn.
Let M be a positive integer. Let Uq(glM) be the quantized universal enveloping alge-
bra of glM over Q(q). By definition, Uq(glM) is the unital Q(q)-algebra with generators
Ei,Fi,K
±1
j , 1 i M − 1, 1 j M, and relations
KiKj = KjKi, KiK−1i = 1 = K−1i Ki,
KiEj = qδij−δij+1EjKi, KiFj = qδij+1−δij FjKi,
EiFj − FjEi = δij
Ki,i+1 −K−1i,i+1
q − q−1 ,
EiEj = EjEi, FiFj = FjFi, if |i − j | > 1,
E2i Ej − (q + q−1)EiEjEi +EjE2i = 0, F 2i Fj − (q + q−1)FiFjFi + FjF 2i = 0,
if |i − j | = 1,
where Ki,i+1 = KiK−1i+1. It is a Hopf algebra with comultiplication ∆ given by
∆(Ei) = Ei ⊗ 1 +Ki,i+1 ⊗Ei,
∆(Fi) = Fi ⊗ K−1i,i+1 + 1 ⊗ Fi,
∆(Ki) = Ki ⊗Ki.
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of Uq(glM) generated by
E
(N)
i =
ENi
[N ]! , F
(N)
i =
FNi
[N ]! , K
±1
j ,
[
Kj
N
]
=
N∏
a=1
Kjq
−a+1 −K−1j qa−1
q − q−1 ,
where N ∈ N, 1 i  n− 1, 1 j  n. Then Uq(glM) ∼= Uq(glM) ⊗Z[q±1] Q(q).
Let VZ[q±1] be a free Z[q±1]-module with standard basis {vi | 1  i M}. There is a
natural representation of Uq(glM) on VQ(q) := VZ[q±1] ⊗Z[q±1] Q(q), i.e., ρ :Uq(glM) →
EndQ(q) VQ(q), which is defined on generators by
ρ(Ei)vj =
{
vj−1, if j = i + 1,
0, otherwise, ρ(Fi)vj =
{
vj+1, if j = i,
0, otherwise,
ρ(Ki)vj =
{
qvj , if j = i,
vj , otherwise.
It is well known that VZ[q±1] is Uq(glM)-stable. Hence the n-tensor space V ⊗nZ[q±1] be-
comes a Uq(glM)-module via the comultiplication ∆. Let g = glm1 ⊕ · · · ⊕ glmr , where
m1, . . . ,mr ∈ N such that m1 + · · · + mr = M . Then Uq(g) can be naturally embedded
into Uq(glM) as a subalgebra generated by E
(N)
i ,F
(N)
i ,K
±1
j ,
[
Kj
N
]
, where
N ∈ N, i ∈ {1,2, . . . ,M − 1} \ {m1,m1 +m2, . . . ,M}, 1 j M.
Therefore, there is also an action of Uq(g) on VZ[q±1] and hence on V ⊗nZ[q±1]. Let
K = Q(q,Q1, . . . ,Qr). Using the base change from Z[q±1] to A (respectively from
Q(q) to K), we get an A-algebra Uq(g) ⊗Z[q±1] A, a K-algebra Uq(g) ⊗Q(q) K , and a
Uq(g) ⊗Z[q±1] A-module VZ[q±1] ⊗Z[q±1] A. We denote them by UA(g), UK(g), VA, re-
spectively.
In [18] (and1 independently in [11]), an action of HA(n, r) on V ⊗nA was defined and a
Schur–Weyl reciprocity betweenHK(n, r) and UK(g) was established, which extended the
well-known reciprocity betweenHq(Sn) and Uq(glM) (first found by Jimbo [16]) and the
earlier work [4]. Based on this reciprocity, the second author gave (see [20]) a Frobenius
type formula for the characters ofHK(n, r). In a more recent paper [21], the second author
extended the classical Schur–Weyl reciprocity to the case between the complex reflection
group G(r,p,n) (where p | r) and a certain subgroup of GLM . So it is natural to ask
whether a q-version of such reciprocity also exists, that is, between the cyclotomic Hecke
algebra of type G(r,p,n) and certain “quantum group.”
The aim of this paper is to give a positive answer to the above question in the case where
r = p, that is, for the cyclotomic Hecke algebra of type G(p,p,n).
1 It is not a priori clear how the action of T0 on V⊗nA defined in [11] related to the one given in [18]. It turns out
that the two actions are “essentially the same” after some twist, which was proved by Sawada and Shoji in [19],
and independently by Stoll in her PhD thesis. In this paper, we shall adopt the action of T0 on V⊗n given in [11].A
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the cyclotomic Hecke algebra of type G(p,1, n) with parameters q,1, ε0, . . . , εp−10 . Then
the first defining relation for HA0(n,p) becomes
T
p
0 − 1 = (T0 − 1)(T0 − ε0) . . .
(
T0 − εp−10
)= 0.
Henceforth, we shall assume that n > 1. The cyclotomic Hecke algebra of type G(p,p,n)
[1,5] is, by definition, the subalgebra of HA0(n,p) generated by Tu := T −10 T1T0 and
T1, . . . , Tn−1. We denote it by HA0(p,p,n). It is a q-deformation of the group alge-
bra for the complex reflection group G(p,p,n). The special case HZ[q±1](2,2, n) is
just the Iwahori–Hecke algebra of type Dn, see [12,13]. For any field k which is an
A0-algebra and such that ε0 is specialized to a primitive pth root of unity in k, we de-
fine Hk(p,p,n) =HA0(p,p,n)⊗A0 k. Let K0 = Q[ε0](q).
Recall that a p-partition (respectively a p-composition) of n is a p-tuple λ = (λ(1), . . . ,
λ(p)) of partitions (respectively compositions) such that ∑pi=1 |λ(i)| = n. Let P be the
set of all the p-partitions of n. For each λ = (λ(1), . . . , λ(p)) ∈ P , we set λ(i+jp) = λ(i)
for any integer 1  i  p and any integer j . For any integer j , we define λ[j ] :=
(λ(j+1), λ(j+2), . . . , λ(j+p)). Then one gets an action of the cyclic group Z/pZ = 〈θ〉 on
P as follows:
θj · λ : =λ[j ] for any j  0 and any λ ∈ P.
Let ∼p be the corresponding equivalence relation on P . Let Cλ be the stabilizer of λ in
Z/pZ. Then Cλ is a cyclic subgroup of Z/pZ.
For each λ ∈ P , let S˜λA0 be the corresponding Specht module2 over HA0(n,p). Let
S˜λK0
= S˜λA0 ⊗A0 K0. Let τ :x → T −10 xT0 be the inner automorphism of HA0(n,p) in-
duced by T0. By [14, (1.5)], τ stabilizes HA0(p,p,n). By [14, (3.7), (4.6), (4.8), (5.8)],
S˜λK0
↓HK0 (p,p,n) ∼= S˜
λ[j ]
K0
↓HK0 (p,p,n) for each integer j  0, and if k is the smallest positive
integer such that λ = λ[k], then
S˜λK0↓HK0 (p,p,n) ∼= Sλ0 ⊕ Sλ1 ⊕ · · · ⊕ Sλdλ−1,
where dλ = p/k, Sλi ∼= (Sλ0 )τ
−i is an irreducible HK0(p,p,n)-module for each 0  i 
dλ − 1. Moreover, the set {
Sλ0 , S
λ
1 , . . . , S
λ
dλ−1
∣∣ λ ∈ P/∼p}
forms a complete set of pairwise non-isomorphic irreducible HK0(p,p,n) modules.
2 It is defined via a fixed cellular basis ofHA0 (n,p), which, in turn, depends on a fixed order of the parameters
{1, ε0, . . . , εp−1}, see [7, (3.2)].0
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g = gl⊕pm =
p times︷ ︸︸ ︷
glm ⊕ · · · ⊕ glm .
We use the natural imbedding g ⊂ glpm as before. Let θ be the Q(q)-algebra automorphism
of Uq(g) which is defined on generators by Ei → Ei−m, Fi → Fi−m, Kj → Kj−m for any
i ∈ Z/pmZ \ {0,m, . . . , (p − 1)m} and any j ∈ Z/pmZ. Then θ(Uq(g)) = Uq(g). We
define a twisted tensor product of Uq(g) and the group algebra for 〈θ〉. We denote it by
U˜q(g) = Uq(g) ∗ 〈θ〉. Here, as a Q(q)-linear space, Uq(g) ∗ 〈θ〉 = Uq(g)⊗Q(q) Q(q)[〈θ〉],
where Q(q)[〈θ〉] is the group algebra of 〈θ〉 over Q(q). But the multiplication is defined as
(aθi)(aθj ) = (aθi(a))θ i+j for any i, j  0 and a ∈ Uq(g). Similarly, we define U˜q(g) =
Uq(g) ∗ 〈θ〉, which is a Z[q, q−1]-algebra. For any field k which is a Z[q, q−1]-algebra,
we define U˜k(g) = U˜q(g)⊗Z[q,q−1] k. Let Λ+m be the set of all p-partitions λ in P such that

(λ(i))m for each i. For each λ ∈ Λ+m, let ∆λ = ∆λ(1) ⊗ · · · ⊗ ∆λ(p) , where for each i,
∆λ(i) is the irreducible Weyl module (over Uq(glm)) corresponding to λ(i). It is easy to
see that (∆λ)θ
−1 ∼= ∆λ[1]. By the result [6, (11.16)] for Z/pZ-graded Clifford system, we
know that if 1 k  p is the smallest positive integer such that λ = λ[k], then
∆λ↑Uq(g)∗Cλ ∼= ∆λ(0) ⊕ ∆λ(1) ⊕ · · · ⊕∆λ(dλ − 1),
where dλ = p/k,∆λ(i)↓Uq(g) ∼= ∆λ for each 0 i  dλ − 1, Cλ coincides with the cyclic
subgroup of Z/pZ generated by θk . Moreover, each ∆λ(i)↑U˜q (g)Uq(g)∗Cλ is irreducible as
U˜q(g)-module.
Let VA0 be a free A0-module with standard basis {vi | 1 i  pm}. The right action of
HA0(n,p) on V ⊗nA0 commutes with the left action of UA0(g). Recall that K0 = Q[ε0](q).
By restriction and base change, we get an action ofHK0(p,p,n) on V ⊗nK0 . The main result
in this paper is
Theorem 1.1. Let K0 = Q[ε0](q). Let U˜K0(g) = UK0(g) ∗ 〈θ〉. There is a left action of
U˜K0(g) on V
⊗n
K0
which extends the known action of UK0(g), such that:
(1) this left action of U˜K0(g) on V ⊗nK0 commutes with the right action of HK0(p,p,n),
(2) the image of U˜K0(g) in EndK0(V ⊗nK0 ) is equal to EndHK0 (p,p,n)(V
⊗n
K0
), the image
of HK0(p,p,n) in EndK0(V ⊗nK0 ) is equal to EndU˜K0 (g)(V
⊗n
K0
), and if m  n, then
HK0(p,p,n) ∼= EndU˜K0 (g)(V
⊗n
K0
),
(3) there is an irreducible U˜K0(g)-HK0(p,p,n)-bimodules decomposition
V ⊗nK0 =
⊕
λ∈Λ+/∼
{(
∆λ(0)↑U˜K0 (g)UK0 (g)∗Cλ ⊗ S
λ
0
)
⊕ · · ·m p
220 J. Hu, T. Shoji / Journal of Algebra 298 (2006) 215–237⊕
(
∆λ(dλ − 1)↑U˜K0 (g)UK0 (g)∗Cλ ⊗ S
λ
dλ−1
)}
,
where k is the smallest positive integer such that λ = λ[k] and dλ = p/k.
Remark 1.2. The reason that we work over K0 is that both HK0(p,p,n) and the category
of finite-dimensional UK0(g)-modules are semisimple. In fact, for any field k which is an
A0-algebra, such that ε0 is specialized to a primitive pth root of unity in k (in particular,
chark is coprime to p) and that q is not specialized to a root of unity in k, the same
construction as in the proof of above theorem also yields a left action of U˜k(g) on V ⊗nk
which extends the known action of Uk(g) and the statements (1)–(3) are still true if we
replace K0 by k. This is because the polynomials which appeared as denominators in our
constructions are all invertible in the semisimple case (see [14, (4.8), (5.8)]).
Remark 1.3. In [2], Ariki give an example to show that the Schur–Weyl duality between
U(g) andH(p,n) does not hold over an arbitrary ring k. In our case, the situation is similar,
i.e., one cannot expect to have the result (2) in Theorem 1.1 more generally, which can be
seen from the following modification of Ariki’s example. Let p = 2, ε0 = −1, m = 1 and
n = 2, q be an invertible element in C. Let V1 = Cv1, V2 = Cv2, and V = V1 ⊕ V2. The
representation of H(2,2) on V ⊗2 is given by
viTj =

visj , if ij < ij+1,
(q−1 − q)vi + visj , if ij > ij+1,
q−1vi, if ij = ij+1,
j = 1,2, where i = (i1, i2), i1, i2 ∈ {1,2}, vi := vi1 ⊗ vi2 , and
(v1 ⊗ v1)T0 = v1 ⊗ v1, (v2 ⊗ v2)T0 = −v2 ⊗ v2, (v1 ⊗ v2)T0 = v1 ⊗ v2,
(v2 ⊗ v1)T0 = −(q − q−1)v1 ⊗ v2 − v2 ⊗ v1.
Let Tu = T −10 T1T0 = T0T1T0. We get that
(v1 ⊗ v1)Tu = q−1v1 ⊗ v1, (v2 ⊗ v2)Tu = q−1v2 ⊗ v2,
(v1 ⊗ v2)Tu = −v2 ⊗ v1 − (q − q−1)v1 ⊗ v2, (v2 ⊗ v1)Tu = −v1 ⊗ v2.
With some calculations, one can check that if q2 + 1 = 0 then a linear map f ∈
EndH(2,2,2)(V ⊗2) if and only if

v1 ⊗ v1
v2 ⊗ v2
v1 ⊗ v2
f =

A1 A2 0 0
A3 A4 0 0
0 0 A5 A6−1


v1 ⊗ v1
v2 ⊗ v2
v1 ⊗ v2
 ,
v2 ⊗ v1 0 0 A6 A5 + (q − q)A6 v2 ⊗ v1
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q2 + 1 = 0, then dim EndH(2,2,2)(V ⊗3) = 10, in that case it cannot be equal to the full
image of U˜(gl1 ⊕ gl1).
2. Preliminaries
We shall be working within the framework of [7,14]. Note that the third relation in our
presentation of HA(n, r) is slightly different from that in [7]. But if we set T˜i := −qTi ,
then the third relation is equivalent to (T˜i + 1)(T˜i − q2) = 0. Therefore, one should think
the elements q and Ti (1 i < n) in the notation of [7,14] as q2 and T˜i in our notations.
Let n ∈ N. Let S = {s1, s2, . . . , sn−1} be the set of basic transpositions in Sn. A word
w = si1 . . . sik for w ∈ Sn is a reduced expression if k is minimal; in this case we say that
w has length k and we write 
(w) = k. Given a reduced expression si1 . . . sik for w ∈ Sn,
we write Tw = Ti1 . . . Tik , then Tw depends only on w and not on the choice of reduced
expression. It is well known that Hq(Sn) is a free module with basis {Tw | w ∈ Sn}. For
any w ∈ Sn, let T˜w := (−q)
(w)Tw .
Let p ∈ N. Recall that we have defined the notions of p-partition (respectively
p-composition). For p-partitions, we have the notions of Young diagrams (row standard,
standard) tableaux. For details, see [7]. Let λ be a p-partition of n. The associated p-tuple
a := (|λ(1)|, . . . , |λ(p)|), is a composition of n. Let tλ be the standard λ-tableau where
1,2, . . . , n appear in order along the rows of the first component, and then along the rows
of the second component, and so on. For any row standard λ-tableau t, let d(t) ∈ Sn be
such that tλd(t) = t, then d(t) is a distinguish right coset representative of the row stabilizer
Sλ of tλ in Sn. Let xλ =∑w∈Sλ T˜w , yλ =∑w∈Sλ(−q2)−
(w)T˜w .
Following [3], we define the Murphy operators L1,L2, . . . ,Ln of HA0(n,p) by
Li = q2(1−i)T˜i−1 . . . T˜1T0T˜1 . . . T˜i−1 = Ti−1 . . . T1T0T1 . . . Ti−1. For any composition b =
(b1, . . . , bp) of n and any integer k, we define
u(k)+b :=
p−1∏
j=1
b1+b2+···+bj∏
i=1
(
Li − εj+k0
)
, u(k)−b : =
p−1∏
j=1
bj+1+bj+2+···+bp∏
i=1
(
Li − εj+k−10
)
.
It is clear that u(k + p)+b = u(k)+b , u(k + p)−b = u(k)−b . Let u±b = u(0)±b .
Let ∗ be the anti-automorphism ofHA0(Sn) which is defined on generators by T ∗i = Ti
for any 1 i < n. By [7, (4.14)] and [11, (2.4)], for each (fixed) choice of k ∈ Z, the set{
ys,t(k) = T˜ ∗d(s)yλu(k)+a T˜d(t)
∣∣ λ is a p-partition of n, a is its associated p-tuple,
s and t are standard λ-tableaux
}
forms a cellular basis for HA0(n,p). Let ys,t = ys,t(0).
For each integer 0 a  n, we define
wn−a,a = (sn−a . . . sn−1)︸ ︷︷ ︸ (sn−a−1 . . . sn−2)︸ ︷︷ ︸ . . . (s1 . . . sa)︸ ︷︷ ︸
a times a times a times
222 J. Hu, T. Shoji / Journal of Algebra 298 (2006) 215–237if a /∈ {0, n}; or wn−a,a = 1 if a ∈ {0, n}. In general, for each composition b =
(b1, b2, . . . , bp) of n, we define bˆ : =(bp, bp−1, . . . , b1). Following [10, (1.6)], let wb
be the permutation which transform the ordered n-tuple(
1, . . . , b1︸ ︷︷ ︸, b1 + 1, . . . , b1 + b2︸ ︷︷ ︸, . . . ,
(
p−1∑
i=1
bi
)
+ 1, . . . , n︸ ︷︷ ︸
)
into((
p−1∑
i=1
bp+1−i
)
+ 1, . . . , n︸ ︷︷ ︸,
(
p−2∑
i=1
bp+1−i
)
+ 1, . . . ,
(
p−1∑
i=1
bp+1−i
)
︸ ︷︷ ︸, . . . ,1, . . . , bp︸ ︷︷ ︸
)
.
Let hb = T˜wb . By [10, (3.6)], we have that
u−b hbˆu
+
b hbu
−
b hbˆu
+
b = u−b hbˆu+b zb = zbˆu−b hbˆu+b , (2.1)
where zb (respectively zbˆ) is an element in the center of HA0(Sb) (respectively ofHA0(Sbˆ)), and
Sb := S(1,...,b1) × S(b1+1,...,b1+b2) × · · · × S(∑p−1s=1 bs+1,...,n),
Sbˆ := S(1,...,bp) × S(bp+1,...,bp+bp−1) × · · · × S(∑ps=2 bs+1,...,n).
Let σ be theA0-algebra automorphism ofHA0(n,p) which is defined on generators by
σ(T0) = ε0T0, σ (Ti) = Ti , for any i = 0.
Let Λ(p,n) be the set of all compositions λ of n with 
(λ) p. We define
Λ(p,n)0 =
{
λ ∈ Λ(p,n) ∣∣ λ[j ] = λ, ∀1 j < p},
Λ(p,n)1 = Λ(p,n) \ Λ(p,n)0.
Let a = (a1, . . . , ap) ∈ Λ(p,n). For any integer 1  i  p and any integer j , we set
ai+jp = ai , and we define a[j ] = (aj+1, . . . , aj+p). Then one gets an action of the group
Z/pZ on Λ(p,n). Throughout this paper, we shall fix, for each Z/pZ-orbit O in Λ(p,n),
one representative aO ∈ O.
3. A q-analogue of wn−a,a
Let O be a Z/pZ-orbit in Λ(p,n). Let a = aO. The purpose of this section is to con-
struct, for each integer 0 j  p − 1, an invertible central element z(a, j) ∈HK0(Sa[j ])
and an element h(a, j) ∈HA (Sn), such that0
J. Hu, T. Shoji / Journal of Algebra 298 (2006) 215–237 223(3.A) (h(a,p − 1)z(a,p − 1)) . . . (h(a,1)z(a,1))(h(a,0)z(a,0)) = 1, and
(3.B) upon specializing q to 1, h(a, j) is, up to a power of ε0, equal to wn−aj+1,aj+1 .
We write a = (a1, . . . , ap). Following [14, Theorem 3.2], for each integer 0  j < p,
we define
Yj = Yj,p−1 . . . Yj,2Yj,1,
where
Yj,i :=

( ci+2+···+cp+cp+1∏
m=ci+2+···+cp+1
(
Lm − εi+j0
))
h
(n−c1−···−ci+1)
c1,ci+1 , 1 i < p − 1,
( cp+1∏
m=1
(
Lm − εp+j−10
))
h(0)cp+1,cp , i = p − 1,
and c := a[j ]. Here, for each a, b, k ∈ Z0, h(k)a,b := T˜w(k)a,b , and w
(k)
a,b is the permutation
which transforms the ordered (a + b)-tuple
(k + 1, k + 2, . . . , k + a, k + a + 1, k + a + 2, . . . , k + a + b)
into
(k + b + 1, k + b + 2, . . . , k + b + a, k + 1, k + 2, . . . , k + b).
Then
Yju(j)
−
a[j ]hâ[j ]u(j)
+
a[j ] = u(j + 1)−a[j+1]hâ[j+1]u(j + 1)+a[j+1]hn−aj+1,aj+1
×
( aj+1∏
s=1
p∏
i=2
(
Ls − εj+i−10
))
, (3.1)
where for each a, b ∈ Z0, ha,b := h(0)a,b . By using a property of cellular basis given in
Section 2 (see the proof of [7, (3.2)(ii), (3.20)]), we know that there is a unique element
h(a, j) in HA0(Sn) such that
u(j + 1)+a[j+1]hn−aj+1,aj+1
( aj+1∏
s=1
p∏
i=2
(
Ls − εj+i−10
))
= u(j + 1)+a[j+1]h(a, j) +
∑
gcu(j + 1)+c g′c, (3.2)
ca[j+1]
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(see [15, Lemma 2.6.3]),
Yju(j)
−
a[j ]hâ[j ]u(j)
+
a[j ] = u(j + 1)−a[j+1]hâ[j+1]u(j + 1)+a[j+1]h(a, j).
One can verify directly that, upon specializing q to 1, h(a, j) is, up to a power of ε0, equal
to wn−aj+1,aj+1 .
Recall that c = a[j ], where 0  j < p. Note that the conjugation by wn−c1,c1 maps
Sc to Sc[1]. Furthermore, 
(wn−c1,c1z) = 
(wn−c1,c1) + 
(z) = 
(z[1]) + 
(wn−c1,c1) =

(z[1]wn−c1,c1), for any z ∈ Sc, where z[1] := wn−c1,c1zw−1n−c1,c1 = wn−c1,c1zwc1,n−c1 . It
follows that
Twn−c1,c1 Tz = Twn−c1,c1z = Tz[1]wn−c1,c1 = Tz[1]Twn−c1,c1
for any z ∈ Sc. Now we are ready to give the following definition.
Definition 3.3. For each z ∈HA0(Sc), let z[1] be the unique element in HA0(Sc[1]) such
that hn−c1,c1z = z[1]hn−c1,c1 , and z[−1] be the unique element in HA0(Sc[−1]) such that
hn−cp,cpz[−1] = zhn−cp,cp .
For any integer j , one can define z[j ] by requiring that z[j ] = z[j − 1][1] or z[j ] =
z[j + 1][−1]. Note also that z[p] = z, z[−j ] = z[p − j ].
Lemma 3.4. For each z ∈HA0(Sa[j ]), we have that h(a, j)z = z[1]h(a, j).
Proof. This follows from (3.2) and the fact that any symmetric polynomial on L1, . . . ,La
(where 0 a  n) commutes with any element in HA0(S(a,n−a)), and
hn−a,aTs =
{
Ts−ahn−a,a, if a + 1 s < n,
Ts+n−ahn−a,a, if 1 s < a. 
By (2.1) and [14, Theorem 3.4, Remark 3.6], we know that
Yp−1 . . . Y1Y0u−a haˆu+a = u−a haˆu+a hau−a haˆu+a = u−a haˆu+a za.
It follows from [10, (3.4)] that h(a,p − 1) . . . h(a,1)h(a,0) = za. Now we define
z(a, j) =
{
z−1a , if j = 0,
1, if 1 j < p.
Then it is clear that(
h(a,p − 1)z(a,p − 1)) . . . (h(a,1)z(a,1))(h(a,0)z(a,0))= 1.
It is also easy to see that for any integer 0 j < p,(
h(a, j + p − 1)z(a, j + p − 1)) . . . (h(a, j)z(a, j))= 1. (3.5)
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Let a = aO for some Z/pZ-orbit O in Λ(p,n). We write a = (a1, . . . , ap). Suppose
that a ∈ Λ(p,n)1. Let 1 k < p be the smallest positive integer such that a = a[k]. Then
p = dk for some d ∈ N. The purpose of this section is to construct an invertible central
element z(a) ∈HK0(Sa) and an element h(a) ∈HA0(Sn), such that
(4.A) (h(a)z(a))d = 1, and
(4.B) upon specializing q to 1, h(a) is, up to a power of ε0, equal to wn−ak,ak . . .wn−a1,a1 .
For each integer 0  r  d − 1, let us define Y(r, k) = Y(r+1)k−1 . . . Yrk , where for
each 0  j < k, Yrk+j is defined as in the beginning of last section with c replaced by
a[rk + j ] = a[j ] (as a = a[k]). By [14, Remark 3.3] we know that
Y(r, k)u(rk)−a haˆu(rk)+a = u
(
(r + 1)k)−
a
haˆu
(
(r + 1)k)+
a
Rr, (4.1)
where
Rr := hn−ak,ak
(
ak∏
s=1
p∏
j=2
(
Ls − ε(r+1)k+j−20
))
. . . hn−a1,a1
(
a1∏
s=1
p∏
j=2
(
Ls − εrk+j−10
))
.
(4.2)
For each integer 0 r  d − 1, let ha(r) be the unique element in HA0(Sn) such that
u
(
(r + 1)k)+
a
Rr = u
(
(r + 1)k)+
a
ha(r) +
∑
ca
gcu
(
(r + 1)k)+
c
g′c (4.3)
for some gc, g′c ∈HA0(Sn). Let σ be the automorphism ofHA0(n,p) which is defined on
generators by σ(T0) = ε0T0, σ(Ti) = Ti , i = 1, . . . , n− 1. Applying the automorphism σk
to both sides of (4.3), we get that ha(r) = ε(p−1)nk/d0 ha(r − 1) for each 1  r  d − 1.
Comparing (4.1), (4.3) and applying [10] (see [15, Lemma 2.6.3]), we get that
Y(r, k)u(rk)−a haˆu(rk)+a = u
(
(r + 1)k)−
a
haˆu
(
(r + 1)k)+
a
ha(r). (4.4)
Definition 4.5. We define h(a) = ha(0) and z′a = ε(p−1)nk(d−1)/20 za.
One can verify directly that, upon specializing q to 1, h(a) is, up to a power of ε0, equal
to wn−ak,ak . . .wn−a1,a1 .
Lemma 4.6. h(a)d = z′a.
Proof. By [14, Theorem 3.4, Remark 3.5], we know that
Y(d − 1, k) . . . Y (1, k)Y (0, k)u−a haˆu+a = u−a haˆu+a hau−a haˆu+a = u−a haˆu+a za.
Now comparing with (4.4), we get that h(a)d = z′a, as required. 
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h(a)z = z[k]h(a), ∀z ∈HA0(Sa). (4.7)
Lemma 4.8.
(1) z′a[k] = z′a.
(2) There exists some invertible element z(a) in the center of HK0(Sa), such that(
z′a
)−1 = z(a)[(d − 1)k] . . . z(a)[k]z(a)[0].
Proof. By (4.7), we know that h(a)z = z[k]h(a) for any z ∈HA0(Sa). Therefore,
z′a[k]h(a) = h(a)z′a = h(a)h(a)d = h(a)dh(a) = z′ah(a).
Since (see [10, (3.9), (4.14)]) za (and hence h(a)) is invertible in HK0(Sn), it follows that
z′a[k] = z′a, which proves (1).
It remains to prove (2). Note thatHK0(Sa) is split semi-simple. To construct the central
element z(a), it suffices to specify its (scale multiple) action on each Specht module over
HK0(Sa).
Let λ = (λ(1), . . . , λ(p)) be a p-partition of n with |λ(i)| = ai for each 1  i  p. For
simplicity, we write S(λ) instead of S˜λ(1) ⊗· · ·⊗ S˜λ(p) , where for each i, S˜λ(i) is the Specht
module (corresponding to λ(i)) over
H(S
(
∑i−1
s=1 as+1,...,
∑i
s=1 as)
)
.
Let gλ(q) ∈A0 be such that z′a↓S(λ) = gλ(q). Then, by [14, Lemma 4.8], gλ(q) = 0.
Case 1. λ[j ] = λ for any integer 1 j < p. The cyclic subgroup of Z/pZ generated by θk
can be identified with Z/dZ. The Z/pZ-orbit of λ is a disjoint union of some Z/dZ-orbits.
We specify one representative, say λC, in each Z/dZ-orbit C, and we define
z(a)↓S(λC) =
(
gλC(q)
)−1
, z(a)↓S(µ) = 1, ∀µ ∈ C \ {λC}.
Case 2. λ[j ] = λ for some integer 1  j < p. Since λ[j ] = λ implies that a[j ] = a, it
follows that there exists some positive integer d ′ with d ′ | d , and such that
d ′k = min{1 t < p | λ[t] = λ}.
Let d = d ′d ′′, where d ′′ ∈ N. By our Definition 4.5 and [14, Theorem 4.5], we know
that there exists some polynomial fλ,1(q) ∈A0 such that(
fλ,1(q)
)d ′′ = ε(p−1)nd ′k(d ′′−1)/20 (ε−(p−1)nk(d−1)/20 gλ(q))
= ε(p−1)nk(1−d ′)/2gλ(q) =
(
ε
(p−1)(∑ks=1 as)kd ′(1−d ′)/2)d ′′gλ(q).0 0
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gλ(q) =
(
gλ,1(q)
)d ′′
, where gλ,1(q) := ε(p−1)(
∑k
s=1 as)kd ′(d ′−1)/2
0 fλ,1(q) ∈A0.
The cyclic subgroup of Z/dZ generated by θd ′k can be identified with Z/d ′′Z. The Z/dZ-
orbit of λ is a disjoint union of some Z/d ′′Z-orbits. We fix one such Z/d ′′Z-orbit, say C,
and define
z(a)↓S(µ) =
(
gλ,1(q)
)−1
, ∀µ ∈ C,
while for any other Z/d ′′Z-orbit D = C, we define
z(a)↓S(µ) = 1, ∀µ ∈ D.
It follows from our construction that both (z′a)−1 and z(a)[(d − 1)k] . . . z(a)[0] acts by the
same scalar on each Specht module, hence (z′a)−1 = z(a)[(d − 1)k] . . . z(a)[k]z(a)[0], as
required. 
Now it is easy to see that
(
h(a)z(a)
)d = h(a)z(a)[0] . . . h(a)z(a)[0]
= (h(a))dz(a)[(d − 1)k] . . . z(a)[k]z(a)[0]
= (h(a))d(z′a)−1 = 1,
as required. For each b ∈ O, we define h(b) = h(aO, j) if b = aO[j ] for some integer
0 j < k; and
z˜(b) =
{
1, if b = aO,
z(aO), if b = aO. (4.9)
Then it is easy to see that for any b ∈ O,
(
h
(
b[k − 1])z˜(b[k − 1]) . . . h(b[0])z˜(b[0]))d = 1. (4.10)
Remark 4.11. The argument in the proof of the above lemma also shows that there
exists some invertible element z′(a) in the center of HK0(Sa), such that z′a = z′(a) ·
[(d − 1)k] . . . z′(a)[k]z′(a)[0]. Note that z′a ∈HA0(Sa). It would be interesting to know
if one can construct such z′(a) in the center ofHA0(Sa). If so, it may be possible to prove
a double centralizer property between U˜(g) and H(p,p,n) over the ring A0[f (q, ε0)−1],
where f (q, ε0) is defined as in [14, Definition 4.7].
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In this section we shall establish the desired Schur–Weyl reciprocity between U˜K0(g) :=
UK0(g) ∗ 〈θ〉 and HK0(p,p,n).
Let us recall the construction in [11] of the Schur–Weyl reciprocity betweenHK0(n,p)
and UK0(glpm). Let Λ(pm,n) be the set of all compositions λ of n such that 
(λ) pm.
For any λ ∈ Λ(pm,n), let Dλ be the set of all distinguished right coset representatives of
Sλ in Sn. We define
Iλ = (1, . . . ,1︸ ︷︷ ︸
λ1
,2, . . . ,2︸ ︷︷ ︸
λ2
, . . . , pm, . . . ,pm︸ ︷︷ ︸
λpm
).
Let vλ = vIλ , and vλd = vIλd for d ∈Dλ.
Lemma 5.1. [9, (2.1)] The map ϕ :⊕λ∈Λ(pm,n) yλHq(Sn) → V ⊗nZ[q±1] which sends yλTd to
vλd = vλTd for each d ∈Dλ extends linearly to a right Hq(Sn)-module isomorphism.
For any p-composition λ of n, let a = (|λ(1)|, . . . , |λ(p)|) be its associated p-tuple. We
define Mλ = u+a yλHA0(n,p). Let Nλ be the A0-submodule spanned by{
yst | s and t are standard µ-tableaux for some p-partition µ of n with µ λ
}
.
In general, for any composition b ∈ Λ(p,n), we define
1b =
(
(1, . . . ,1︸ ︷︷ ︸
b1
), (1, . . . ,1︸ ︷︷ ︸
b2
), . . . , (1, · · · ,1︸ ︷︷ ︸
bp
)
)
,
which is a p-partition of n. We define
Na := N1a, Nˆa :=
∑
ba
Nb,
and
Mˆλ = Mλ ∩ Nˆa, M˜λ = Mλ/Mˆλ.
The following lemma is the key point of [11], which gives rise to a natural HA0(n,p)-
module structure on each permutation module yλHq(Sn) (extending its original Hq(Sn)-
structure), and hence on V ⊗nA0 .
Lemma 5.2. [11, (3.3)] The map which sends u+a yλ + Mˆλ to yλ extends naturally to a right
HA0(Sn)-module isomorphism
M˜λ↓Hq (Sn) ∼= yλHq(Sn).
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⊗n
K0
(extending its original UK0(g)-
structure). It suffices to define the action of θ on V ⊗nK0 . Our approach is to define it on the
level of each permutation module. Let Λm be the set of all p-compositions λ of n such that

(λ(i))m for each i. Note that there is an obvious action of the group Z/pZ on Λm. From
now on, we shall fix, for each Z/pZ-orbit C in Λm, one representative λC ∈ C. For each
p-composition λ = (λ(1), . . . , λ(p)) in Λm, let a = (|λ(1)|, . . . , |λ(p)|) be its associated p-
tuple, let C (respectively O) be the Z/pZ-orbit of λ (respectively of a). Let 0 s  p − 1
be the smallest non-negative integer such that λ = λC[s].
If λ = λ[j ] for any integer 1 j < p, then we define (for any h ∈HK0(Sn))
θ :yλHK0(Sn) → yλ[1]HK0(Sn),
yλh → h(λ)z(λ)yλh = yλ[1]h(λ)z(λ)h,
where h(λ) := h(aO, s), z(λ) := z(aO, s), s is defined in previous section. Let, otherwise,
λ = λ[j ] (which implies a = a[j ]) for some integer 1  j < p. Therefore, there exists
integer 1  k < p, which is the smallest positive integer such that a[k] = a. Let p = dk,
then d ∈ N, and there exists some integer d ′ with d ′ | d such that d ′k is the smallest positive
integer satisfying λ[d ′k] = λ. We write d = d ′d ′′, where d ′′ ∈ N. Then we define (for any
h ∈HK0(Sn))
θ :yλHK0(Sn) → yλ[1]HK0(Sn),
yλh → h(λ)z(λ)yλh = yλ[1]h(λ)z(λ)h,
where h(λ) := h(a), z(λ) := z˜(a) (see (4.9)).
Note that there is a natural bijection between Λm and Λ(pm,n). Applying Lemma 5.1,
we get a well-defined HK0(Sn)-module automorphism θ of V ⊗nK0 .
Proposition 5.3. With the above notations, we have that
(1) the isomorphism θ gives rise to a representation of U˜K0(g) on V ⊗nK0 ,
(2) θ is an HK0(p,p,n)-module automorphism of V ⊗nK0 .
Proof. (1) By (3.5) and (4.10), it is easy to see that θ gives rise to a representation of the
cyclic group Z/pZ on V ⊗nK0 . Let λ = (λ(1), . . . , λ(p)) be an arbitrary p-composition in Λm.
We shall show that for each i ∈ Z/pmZ \ {0,m, . . . , (p − 1)m}, j ∈ Z/pmZ,
Kjθ(vλ) = θ(Kj+mvλ), Eiθ(vλ[−1]) = θ(Ei+mvλ[−1]),
Fiθ(vλ[−1]) = θ(Fi+mvλ[−1]).
Let a be the associated p-tuple of λ. Since we identify Λm with Λ(pm,n), we also
write λ = (λ1, λ2, . . . , λpm). By Lemma 3.4, we have that
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= qλj+mh(λ)z(λ)yλ = θ(Kj+mvλ).
By the definition of the action of Ei and the range of i, it is easy to see that
Eivλ =
∑
µ∈Λm
d ′∈Dµ
aµvµd ′ =
∑
µ∈Λm
d ′∈Dµ∩Sa
aµvµd ′, (5.4)
where aµ = 0 only if d ′ ∈ Sa and |µ(i)| = |λ(i)| for each 1 i  p.
By (5.4) and the definition of the action of Ei , we get that
Ei+mvλ[−1] =
∑
µ∈Λm
d ′∈Dµ∩Sa
aµv(µd ′)[−1] =
∑
µ∈Λm
d ′∈Dµ∩Sa
aµv(µ[−1])(d ′[−1])
=
∑
µ∈Λm
d ′∈Dµ∩Sa
aµvµ[−1]Td ′[−1], (5.5)
where d ′[−1] is defined as in Definition 3.3 (with c replaced by a).
Now by (5.4) and (5.5),
Eiθ(vλ[−1]) = Eivλh
(
λ[−1])z(λ[−1])= ∑
µ∈Λm
d ′∈Dµ∩Sa
aµvµd ′h
(
λ[−1])z(λ[−1])
=
∑
µ∈Λm
d ′∈Dµ∩Sa
aµvµTd ′h
(
λ[−1])z(λ[−1])
=
∑
µ∈Λm
d ′∈Dµ∩Sa
aµvµh
(
λ[−1])z(λ[−1])Td ′[−1]
=
∑
µ∈Λm
d ′∈Dµ∩Sa
aµyµh
(
λ[−1])z(λ[−1])Td ′[−1]
=
∑
µ∈Λm
d ′∈Dµ∩Sa
aµh
(
λ[−1])z(λ[−1])yµ[−1]Td ′[−1] = θ(Ei+mvλ[−1]),
as required. In a similar way, one can prove that Fiθ(vλ[−1]) = θFi+m(vλ[−1]). This
proves (1).
(2) Recall that T˜w = (−q)
(w)Tw for any w ∈ Sn. Let µ ∈ Λm, and let b be its associ-
ated p-tuple. By Lemma 5.2, it suffices to show that
θ
(
xT −1T˜1T0
)= θ(x)T −1T˜1T0, ∀x ∈ M˜µ. (5.6)0 0
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immediately.
Let C (respectively O) be the Z/pZ-orbit of µ (respectively of b). We attach an integer t
to the composition µ as follows: if µ = µ[j ] for any 1 j < p, then we define t to be the
smallest non-negative integer such that µ = λC[t]; otherwise, we define t to be the smallest
non-negative integer such that b = aO[t]. It is clear that in the latter case, 0 t < k, where
k is the smallest positive integer such that a[k] = a. Note that in both cases, we have that
h(µ) = h(aO, t).
Each element in M˜µ can be written as u+b yµT˜d + Mˆµ, where d ∈Dµ. We can write d
as yc, where y (respectively c) is a distinguished right coset representative of Sλ in Sb
(respectively of Sb in Sn).
Case 1. c fixes 1. We define 0  l < p to be the smallest non-negative integer such that
bl+1 = 0. If l > 0, then we define c = (c1, . . . , cp) ∈ Λ(p,n) such that
ci =
{1, i = l,
bl+1 − 1, i = l + 1,
bi, 1 i  p, i = l, l + 1.
In that case, clearly c  b. Note that
u+b T0 =
{
u+b , if l = 0;
εl0u
+
b + u+c , if l > 0.
It follows that
(
u+b yµT˜d + Mˆµ
)
T0 = u+b yµT˜yT˜cT0 + Mˆµ = yµT˜yu+b T0T˜c + Mˆµ = εl0yµT˜yu+b T˜c + Mˆµ
= εl0u+b yµT˜d + Mˆµ.
Hence
θ
((
u+b yµT˜d + Mˆµ
)
T0
)= εl0θ(u+b yµT˜d + Mˆµ)= εl0u+b[1]yµ[1]h(µ)z(µ)T˜d + Mˆµ[1]
= εl0yµ[1]u+b[1]h(aO, t)z(µ)T˜d + Mˆµ[1]
= εb1(t+1)(p−1)+l0 yµ[1]u+b[1]hn−b1,b1
×
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
z(µ)T˜d + Mˆµ[1],
where the last step follows from (3.2) and the definition of Mˆµ[1].
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θ
(
u+b yµT˜d + Mˆµ
)
T0
= (u+b[1]yµ[1]h(µ)z(µ)T˜d + Mˆµ[1])T0
= u+b[1]yµ[1]h(aO, t)z(µ)T˜y T˜cT0 + Mˆµ[1]
= εb1(t+1)(p−1)0 yµ[1]u+b[1]hn−b1,b1
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
z(µ)T˜yT0T˜c + Mˆµ[1]
= εb1(t+1)(p−1)0 yµ[1]u+b[1]hn−b1,b1z(µ)T˜y
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
T0T˜c + Mˆµ[1]
= εb1(t+1)(p−1)+l−10 yµ[1]u+b[1]hn−b1,b1z(µ)T˜y
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
T˜c + Mˆµ[1]
= ε−10 θ
((
u+b yµT˜d + Mˆµ
)
T0
)
,
as required. Here in the fifth step we use the fact that εp−10 = ε0−10 , and the fact that b1 = 0
if and only l = 0.
Case 2. Let c does not fix 1. Assume we have that 1 is in the j th row of the row-standard
b-tableau tbc, then bj  1. For each integer 1  j  p, we define bˆj =∑j−1s=1 bs . Then
c = s
bˆj
s
bˆj−1 . . . s1c
′
, where bˆj > 0, 
(c) = bˆj + 
(c′) and c′ fixes 1.
By [11, Theorem 4.1], we have that(
u+b yµT˜d + Mˆµ
)
T0 = q2bˆj εj−10 u+b yµT˜yT˜ −1bˆj . . . T˜
−1
1 T˜c′ + Mˆµ.
Therefore
q−2bˆj ε−j+10 θ
((
u+b yµT˜d + Mˆµ
)
T0
)
= θ(u+b yµT˜yT˜ −1bˆj . . . T˜ −11 T˜c′ + Mˆµ)
= u+b[1]yµ[1]h(µ)z(µ)T˜y T˜ −1bˆj . . . T˜
−1
1 T˜c′ + Mˆµ[1]
= yµ[1]u+b[1]h(aO, t)z(µ)T˜y T˜ −1bˆj . . . T˜
−1
1 T˜c′ + Mˆµ[1]
= εb1(t+1)(p−1)0 yµ[1]u+b[1]hn−b1,b1
×
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
z(µ)T˜y T˜
−1
bˆj
. . . T˜ −11 T˜c′ + Mˆµ[1]
= εb1(t+1)(p−1)yµ[1]u+ hn−b ,b z(µ)T˜y0 b[1] 1 1
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b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
T˜ −1
bˆj
. . . T˜ −11 T˜c′ + Mˆµ[1]
= εb1(t+1)(p−1)0 yµ[1]u+b[1]z(µ)[1]T˜y[1]hn−b1,b1
×
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
T˜ −1
bˆj
. . . T˜ −11 T˜c′ + Mˆµ[1]
= εb1(t+1)(p−1)0 yµ[1]z(µ)[1]T˜y[1]u+b[1]hn−b1,b1
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
T˜ −1
bˆj
. . . T˜ −11 T˜c′
+ Mˆµ[1].
On the other hand, we have that
θ
(
u+b yµT˜d + Mˆµ
)
T0
= (u+b[1]yµ[1]h(µ)z(µ)T˜d + Mˆµ[1])T0
= u+b[1]yµ[1]h(aO, t)z(µ)T˜y T˜bˆj . . . T˜1T˜c′T0 + Mˆµ[1]
= εb1(t+1)(p−1)0 yµ[1]u+b[1]hn−b1,b1z(µ)T˜y
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
T˜
bˆj
. . . T˜1T0T˜c′ + Mˆµ[1]
= εb1(t+1)(p−1)0 q2bˆj yµ[1]z(µ)[1]T˜y[1]u+b[1]hn−b1,b1
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
L
bˆj+1
. . . T˜ −1
bˆj
T˜ −11 T˜c′ + Mˆµ[1].
Note that u+b[1] contains a right factor of the form
∏n−b1
s=1 (Ls − εp−10 ). Applying [8, (3.4)],
we get that
u+b[1]hn−b1,b1u
+
b[1]hn−b1,b1
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
L
bˆj+1
= u+b[1]Lbˆj−b1+1hn−b1,b1
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
.
Let c = (c1, . . . , cp) ∈ Λ(p,n) be such that
ci =
{
bi+1 + 1, i = j − 2,
bi+1 − 1, i = j − 1,
bi+1, 1 i  p, i = j − 2, j − 1.
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j−2
0 u
+
b[1] + u+c . Therefore,
θ
(
u+b yµT˜d + Mˆµ
)
T0
= εb1(t+1)(p−1)+j−20 q2bˆj yµ[1]z(µ)[1]T˜y[1]u+b[1]hn−b1,b1
b1∏
s=1
p∏
i=2
(
Ls − εi−20
)
. . . T˜ −1
bˆj
T˜ −11 T˜c′ + Mˆµ[1]
= ε−10 θ
((
u+b yµT˜d + Mˆµ
)
T0
)
,
as required. This completes the proof of the second part of the proposition. 
Now we can give the proof of Theorem 1.1.
Proof of Theorem 1.1. By our previous proposition, it suffices to prove parts (2) and (3).
By [11, (4.3)], there is an UK0(g)-HK0(n,p) bimodule decomposition
V ⊗nK0 =
⊕
λ∈Λ+m
∆λ ⊗ S˜λK0,
where we have chosen, as a model of S˜λK0 in V
⊗n
K0
, the space of highest weight vectors with
highest weight λ in V ⊗nK0 . In particular, ∆λ ⊗ S˜λK0 = UK0(g)S˜λK0 . By the definition of θ , it
is easy to see that θ(S˜λK0) = S˜
λ[1]
K0
. Suppose that λ = λ[j ] for any integer 1 j < p. Then
S˜λK0
↓HK0 (p,p,n) ∼= S˜
λ[j ]
K0
↓HK0 (p,p,n) is an irreducible HK0(p,p,n)-module, and
∆λ↑U˜K0 (g) ∼= ∆λ ⊕ θ∆λ ⊕ · · · ⊕ θp−1∆λ
is an irreducible U˜K0(g)-module. Therefore (by comparing dimensions),(
∆λ ⊗ S˜λK0
)⊕ (∆λ[1] ⊗ S˜λ[1]K0 )⊕ · · · ⊕ (∆λ[p−1] ⊗ S˜λ[p−1]K0 )
= UK0(g)S˜λK0 ⊕ UK0(g)S˜λ[1]K0 ⊕ · · · ⊕ UK0(g)S˜
λ[p−1]
K0
= UK0(g)S˜λK0 ⊕ UK0(g)θ
(
S˜λK0
)⊕ · · · ⊕ UK0(g)θp−1(S˜λK0)
= U˜K0(g)S˜λK0
∼= ∆λ↑U˜K0 (g) ⊗ S˜λK0↓HK0 (p,p,n).
Now suppose that 1  k  p − 1 is the smallest positive integer such that λ = λ[k]. Let
dλ = p/k, Cλ be the cyclic subgroup of Z/pZ generated by θk . Note that θk(S˜λK0) = S˜λK0 .
We define
Sλ = {x ∈ S˜λ ∣∣ θk(x) = εikx}, for i = 0,1, . . . , dλ − 1.i K0 0
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Sλi−1. Since (θk)dλ = 1, it follows that (see [14, (4.6), (5.8)])
S˜λK0↓HK0 (p,p,n) = Sλ0 ⊕ · · · ⊕ Sλdλ−1
is a decomposition into irreducible HK0(p,p,n)-submodules. Let 0 = v0 ∈ Sλ0 , vi =
v0T
−i
0 ∈ Sλi for i = 0,1, . . . , dλ − 1. Let v =
∑dλ−1
i=0 vi . We define
∆λ(i) =
(
UK0(g) ∗ Cλ
)
vi = UK0(g)vi, for i = 0,1, . . . , dλ − 1.
Clearly, ∆λ(i)↓UK0 (g) ∼= ∆λ, and each ∆λ(i) is an irreducible (UK0(g) ∗ Cλ)-module.
Moreover, we have that
∆λ↑UK0 (g)∗Cλ ∼= ∆λ(0) ⊕∆λ(1) ⊕ · · · ⊕ ∆λ(dλ − 1).
Note that each ∆λ(i)↑U˜K0 (g)UK0 (g)∗Cλ is irreducible as U˜K0(g)-module.
By comparing dimensions, we get that
∆λ ⊗ S˜λK0 = UK0(g)S˜λK0 = UK0(g)
(
Sλ0 ⊕ · · · ⊕ Sλdλ−1
)
= UK0(g)Sλ0 ⊕ · · · ⊕ UK0(g)Sλdλ−1
∼= (∆λ(0) ⊗ Sλ0 )⊕ · · · ⊕ (∆λ(dλ − 1) ⊗ Sλdλ−1).
Therefore,
k−1⊕
j=0
(
∆λ[j ] ⊗ S˜λ[j ]K0
)∼= k−1⊕
j=0
dλ−1⊕
i=0
(
∆λ[j ](i) ⊗ Sλ[j ]i
)∼= k−1⊕
j=0
dλ−1⊕
i=0
(
UK0(g)S
λ[j ]
i
)
.
On the other hand, since θ(S˜λ[j ]K0 ) = S˜
λ[j+1]
K0
for each integer j , we have that θ(Sλ[j ]i ) =
S
λ[j+1]
i for each integer 0 i  dλ − 1. Hence
k−1⊕
j=0
(
∆λ[j ] ⊗ S˜λ[j ]K0
)∼= k−1⊕
j=0
dλ−1⊕
i=0
(
UK0(g)θjSλi
)
∼=
k−1⊕
j=0
dλ−1⊕
i=0
(
θjUK0(g)Sλi
)
∼=
k−1⊕ dλ−1⊕(
θj∆λ(i) ⊗ Sλi
)
j=0 i=0
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dλ−1⊕
i=0
((
k−1⊕
j=0
θj∆λ(i)
)
⊗ Sλi
)
∼=
dλ−1⊕
i=0
(
∆λ(i)↑U˜K0 (g)UK0 (g)∗Cλ ⊗ S
λ
i
)
.
To sum up, we get a decomposition of V ⊗nK0 into a direct sum of irreducible U˜K0(g)-HK0(p,p,n)-bimodules decomposition
V ⊗nK0 =
⊕
λ∈Λ+m/∼p
{(
∆λ(0)↑U˜K0 (g)UK0 (g)∗Cλ ⊗ S
λ
0
)
⊕ · · ·
⊕
(
∆λ(dλ − 1)↑U˜K0 (g)UK0 (g)∗Cλ ⊗ S
λ
dλ−1
)}
.
This proves part (3) of the theorem. Finally, since the images of both U˜K0(g) and
HK0(p,p,n) in EndK0(V ⊗nK0 ) are isomorphic to the direct product of matrix algebras which
correspond to irreducible representations occurring in V ⊗nK0 , (2) follows from (3) and com-
paring dimension. 
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