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Abstract
We consider topologically non-trivial Higgs bundles over elliptic curves with marked
points and construct corresponding integrable systems. In the case of one marked point
we call them the modified Calogero-Moser systems (MCM systems). Their phase space has
the same dimension as the phase space of the standard CM systems with spin, but less num-
ber of particles and greater number of spin variables. Topology of the holomorphic bundles
are defined by their characteristic classes. Such bundles occur if G has a non-trivial center,
i.e. classical simply-connected groups, E6 and E7. We define the conformal version CG of
G - an analog of GL(N) for SL(N), and relate the characteristic classes with degrees of CG-
bundles. Starting with these bundles we construct Lax operators, quadratic Hamiltonians,
define the phase spaces and the Poisson structure using dynamical r-matrices. To describe
the systems we use a special basis in the Lie algebras that generalizes the basis of t’Hooft
matrices for sl(N). We find that the MCM systems contain the standard CM systems related
to some (unbroken) subalgebras. The configuration space of the CM particles is the moduli
space of the holomorphic bundles with non-trivial characteristic classes.
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1 Introduction
The paper conventionally speaking contains two types of results. First, we construct topolog-
ically nontrivial holomorphic G-bundles over elliptic curves, where G is a complex Lie group
and describe their moduli space. Second, on the base of these results, we construct a new
family of classical integrable systems related to simple Lie groups. They are analogues of the
elliptic Calogero-Moser systems. We define the corresponding Lax operators, quadratic Hamil-
tonians and the classical dynamical elliptic r-matrices. The latter completes the classification
list of classical elliptic dynamical r- matrices [16], where the underlying bundles are topologically
trivial.
1.Non-trivial holomorphic bundles over elliptic curves.
Let EG be a principle G-bundle over an elliptic curve Στ = C/(τZ+Z) and π is a representation
of G in V . Following [42] we define a G-bundle E = EG×G V by the transition operators Q and
Λ acting on sections of E as
s(z + 1) = π(Q)s(z) , s(z + τ) = π(Λ)s(z) , Q ,Λ ∈ G ,
whereQ and Λ take values in G. The compatibility of this system dictates the following equation
for the transition operators
Q(z + τ)Λ(z)Q(z)−1Λ−1(z + 1) = Id .
Let ζ be an element of the center Z(G) of G. Assume that Q and Λ satisfy the equation
Q(z + τ)Λ(z)Q(z)−1Λ−1(z + 1) = ζ .
Then Q and Λ can serve as transition operators only for a Gad = G/Z(G)-bundle, but not for
a G-bundle and ζ is an obstruction to lift a Gad-bundle to a G-bundle.
More generally, consider a G-bundle over a Riemann surface Σ and assume that G has a
nontrivial center Z(G). It means that G is a classical simply-connected group, or some of its
subgroups, or a simply-connected group of type E6 or E7. The topologically non-trivial G-
bundles are characterized by elements of H2(Σ,Z(G)). We call them the characteristic classes,
since for G = Spinn they coincide with the Shtiefel-Whitney classes.
It follows from [42] that it is possible to choose the constant transition operators. Then we
come to the equation on G
QΛQ−1Λ−1 = ζ . (1.1)
We describe the set M(G) =(solutions of (1.1))/(conjugations), when G = G¯ is a simply-
connected group.1 Assume that Q is a semisimple element and Q ∈ HG¯, where HG¯ is a Cartan
subgroup. Then M(G) = (Q,Λ) is defined as
Q = exp
(
2πi
ρ∨
h
)
U , Λ = Λ0V ,
1 The case G ⊂ G¯ and Z(G) is nontrivial is also analyzed.
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ρ∨ is a half-sum of positive coroots, h is the Coxeter number, Λ0 is an element of the Weyl group
defined by ζ. It is a symmetry of the extended Dynkin diagram of g =Lie(G¯). V and U are
arbitrary elements of the Cartan subgroup H˜0 ⊂ HG¯ commuting with Λ0 and H˜0 =Lie H˜0 is a
Cartan subalgebra corresponding to a simple Lie subgroup G˜0 ⊂ G¯.
Since (Λ0)l = 1 for some l, the adjoint action of Λ0 on g is an automorphism of order l. All
such automorphisms described in [28]. Ad(Λ0) induces a µl = Z/lZ gradation in g
g = ⊕l−1k=0gk ,
where g0 is a reductive subalgebra. The Lie algebra g˜0 =Lie(G˜0) in its turn is a subalgebra of g0.
The concrete forms of invariant subalgebras are presented in Table 1. They will be calculated
in [33].
G ord (Λ0) g˜0 g0
SL(N,C) (N = pl) N/p slp slp ⊕l−1j=1 glp
SO(2n+ 1) 2 so(2n − 1) so(2n)
Sp(2l) 2 so(2l) gl2l
Sp(2l + 1) 2 so(2l + 1) gl2l+1
SO(4l + 2) 4 so(2l − 1) so(2l)⊕ so(2l) ⊕ 1
SO(4l + 2) 2 so(4l − 1) so(4l)⊕ 1
SO(4l) 2 so(2l) so(2l)⊕ so(2l)
SO(4l) 2 so(4l − 3) so(4l − 2)⊕ 1
E6 3 g2 so(8)⊕ 2 · 1
E7 2 f4 e6 ⊕ 1
Table 1. Λ0-invariant subgroups and subalgebras 2.
Since Z(SO(4l)) = µ2 ⊕ µ2 we take two different Λ0a, (a = 1, 2).
A big cell in the moduli space of trivial holomorphic bundles over an elliptic curve is a quotient
of the Cartan subalgebra H of G under the action of some discrete group. For G = GLN the
moduli space was described by M.Atiyah [1]. For trivial G-bundles, where G is a complex simple
group, it was done in [6, 37]. Nontrivial G-bundles and their moduli space was considered in
[20, 48].
It is important for applications to consider holomorphic bundles with quasi-parabolic struc-
tures at marked points at Στ . It means that the automorphisms of the bundles (the gauge
transformations) preserve flags Fla located at n marked points [49]. The structure of a big cell
M0g,n (g = 1) in the moduli space of these bundles can be extracted from the moduli space
M(G) of solutions of (1.1). In the simplest case n = 1
M˜01,1 = (H˜0/W˜BS)× (Fl/H˜0) , (1.2)
where W˜BS are the Bernstein-Schwarzman generalizations [6] of the affineWeyl groupsW
aff (G˜0),
corresponding to different sublattices of the coweight lattice. Note that for the trivial bundles
Λ0 can be chosen as Id. In this case
M01,1 = (H/WBS)× (Fl/HG¯) , (1.3)
2Sp(n) is a group preserving antisymmetric form in C2n.
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where H =Lie(HG¯). Thus, the big cell M˜01,1 for the nontrivial G bundles is the same as the big
cell M01,1 for trivial G˜0-bundles. A detail description is given in Section 3.2.
By product, we obtained some additional results related to this subject. We describe an in-
terrelation between the characteristic classes and degrees of some bundles. In the AN−1 case this
relation is simple. The center of G = SL(N,C) is the cyclic group µN = Z/NZ. The cohomology
group H2(Σ,Z(SL(N,C))) is isomorphic to µN . Represent elements of µN as exp 2πiN j , j =
1 . . . , N − 1. Let ζ be a generator of µN . Consider a principle PGL(N,C) bundle with the char-
acteristic classes ζ. It cannot be lifted to a SL(N,C)-bundle, but can be lifted to a GL(N,C)
bundle. The degree of its determinant bundle degE is −1 and ζ = exp (−2πiN ) = exp (2πi degErankE ).
We generalize this construction to other simple groups. To this end for a simple group G we de-
fine its conformal version CG (Definition 3.2). In particular, for the symplectic and orthogonal
groups their conformal versions are groups preserving (anti)symmetric forms up to dilatations.
It allows us to relate the characteristic classes of G-bundles to degrees of the determinant bundles
of CG (Theorem 3.1).
We introduce a special basis in g = LieG. In the AN−1 case it is the basis of the finite-
dimensional sin-algebra [19], generated by the t’Hooft matrices Q, Λ (QΛQ−1Λ−1 = exp (2πiN )).
We call it the generalized sinus (GS) basis and use it in the context of integrable systems.
2.Integrable systems.
Using the above construction we describe a new class of the finite-dimensional classical com-
pletely integrable systems related to simple Lie groups with nontrivial centers. They are gen-
eralizations of the elliptic Calogero-Moser systems, in general with spin degrees of freedom.
Calogero-Moser systems (CM) were originally defined in quantum case by Francesco Calogero
[11] and in classical case by Jurgen Moser [40], as an integrable model of one-dimensional nuclei.
Now they play an essential role both in mathematics and in theoretical physics. 3
Their generalizations as integrable systems related to simple Lie groups has a long history. It
was started more than thirty years ago [43], but the classical integrability was proved there only
for the classical groups. It was done later in [8, 25]. They are the so-called spinless CM systems.
The case of the An−1 type (SL(n)) systems is very special. The integrability of these systems
for rational and trigonometric potentials has a natural explanation in terms of Hamiltonian
reduction [31, 44]. Later this approach was generalized for a wide class of classical integrable
systems - the so-called Hitchin systems [24]. It was realized in [13, 23, 32, 39] that the An−1
type CM systems with elliptic potential are particular examples of the Hitchin systems.
From the point of view of the Hitchin construction it is more natural to consider CM systems
with spin, introduced in the An−1 case in [21, 52]. 4 Their description for all simple Lie algebras
can be found in [38]. Generically, the Hitchin systems come up as a result of the Hamiltonian
reduction of the Higgs bundles [24]. Upon the reduction we obtain an integrable systems in
the Lax form, where the Lax operator depends on a spectral parameter belonging to the base
of the bundle. The reduced phase is the cotangent bundle to the moduli space of holomorphic
bundles with the quasi-parabolic structure. The CM systems with spin appear as a result of
the Hamiltonian reduction of the quasi-parabolic Higgs bundles over an elliptic curve with one
marked point.
It turns out that the standard classification of the CM systems is based on topologically
trivial bundles. The primary goal of this paper is a classification of MCM systems related to
topologically non-trivial bundles. A particular examples related to SL(N,C) are known. If the
characteristic class of the bundle ζ = exp (−2πiN ), instead of interacting CM particles we come to
3The mathematical aspects of the systems are discussed in [14].
4The spinless CM systems considered in [8, 25] was described as Hitchin systems in [26].
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the Euler-Arnold (EA) top [2] related to SL(N,C) [30, 34, 46]. This top describes the classical
degrees of freedom on a vertex in the vertex spin chain. The corresponding classical r matrix is
non-dynamical [5]. But if N = pl there exists an intermediate situation [36] described in column
2:
1 2 3
ζ 1 exp (−2πipN ) , N=pl exp (−2πiN )
System SLN -CM system SLp-CM-system +l interacting EA-tops SLN -EA-top
Table 2.
Integrable systems corresponding to different characteristic classes of SL(N) bundles.
In this paper we construct Lax operators, quadratic Hamiltonians and corresponding classical
dynamical r-matrices for any simple complex Lie group G with a non-trivial center and arbitrary
characteristic classes ζ ∈ H2(Στ ,Z(G)). The obtained elliptic r-matrices are completion of the
list [16, 38], because the dynamical parameters belongs to the Cartan subalgebra H˜0 ⊂ HG.
This type of r-matrices in the trigonometric case were constructed in [15, 47], using an algebraic
approach.
In fact, H˜0 is the same Cartan subalgebra that participates in the definition of the moduli
space (1.2). Let us explain this phenomena. The phase space of the Hitchin systems is the
moduli space MHΣn of the Higgs bundles over a curve Σn with the quasi-parabolic structure
at n marked points. It is a bundle over the moduli space MHΣ of the Higgs bundles over the
compact curve Σ. The base MHΣ can be interpreted as the phase space of interacting particles.
It is the cotangent bundle to the moduli space MΣ holomorphic bundles over Σ. The fibers
MHΣn →MHΣ are coadjoint G-orbits located at the marked points. The coordinates on the orbits
are called the spin variables. 5 If the number of the marked points n = 1 and the G-bundle
over the elliptic curve has a trivial characteristic class, then the spin variables can be identify
with angular velocities of the EA top related to G. The inertia tensor of the top depends on
coordinates of CM particles related to the same group G. The configuration spaces of paricles
are the quotient of the Cartan algebra as in (1.3). It the space of dynamical parameters of r.
For non-trivial bundles the configuration space of particles is quotient of the Cartan subal-
gebra H˜0 ⊂ H and the dynamical r-matrices depends on variables belonging H˜0. The integrable
system looks as interacting EA tops with parameters depending on coordinates of the CM system
related to G˜0. For this reason we call G˜0 the unbroken subgroup (see Table 1).
Solutions of (1.1) allows us to define the Lax operators for non-trivial bundles. We describe
the Poisson brackets for the Lax operators in terms of classical dynamical r-matrix following
the papers [3, 7, 10, 17, 38]. This form contains an anomalous term preventing the integrability
of the system upon the Hamiltonian reduction with respect to action the Cartan subgroup H˜0.
We prove the classical dynamical Yang-Baxter equation for the r-matrix defined in [18, 50].
It is worthwhile to emphasize that for the standard CM systems we deal in fact with a few
different systems. More exactly, we have as many configuration spaces as a number of non-
isomorphic moduli spaces. It amounts to existence of different sublattices in the coweight lattice
containing the coroot lattice. A naive explanation of this fact is as follows. The potential of
the system has the form ℘(〈u, α〉), where u is a coordinate vector, α is a root and ℘ is the
5For elliptic curves the phase space of the spin variables is a result of a Hamiltonian reduction of the coadjoint
orbits with respect to action of the Cartan subgroup.
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Weierstrass function. 6 Adding to u any combination γ1 + γ2τ , where γj ∈ Q∨-coroot lattice,
does not change the potential, because ℘(〈u, α〉) is a double-periodic on the lattice τZ⊕ Z and
〈γ, α〉 is an integer. Thus, the configuration space is the quotient H/(τQ∨⊕Q∨). It is the most
big configuration space. But we can harmlessly shift as well by the coweight lattice τP∨ ⊕ P∨.
Then we come to a different configuration space (the smallest one). For AN−1 root systems we
describe in this way the SL(N,C) and PSL(N,C) CM systems. Their configuration spaces are
different, while the Hamiltonians are the same. Evidently, this fact becomes important for the
quantum systems. The same is valid for the systems with non-trivial characteristic class. But
now one should consider the lattices related to the unbroken subgroups.
Finally, we should mention that in spite of apparent dissimilarity of Hamiltonians with
different characteristic classes, the corresponding integrable systems are symplectomorphic. In
particular, the MCM systems are symplectomorphic to the standard spin CM systems. The
symplectomorphisms are provided by the so-called Symplectic Hecke Correspondence [34]. In
terms of the Lax operators the symplectomorphisms are defined by acting on them by special
singular gauge transformations. A particular example of such transformation establishing an
equivalence of the SL(N,C) CM system and the SL(N,C) EA top was given in [34]. Following
[29] the Symplectic Hecke Correspondence can be explained in terms of monopole solutions of
the Bogomolny equation. Details can be found in [35].
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2 Holomorphic bundle.
Global description of holomorphic bundles
Here we define holomorphic bundles over a Riemann surface Σg of genus g following the approach
developed in [42].
Let π1(Σg) be a fundamental group of Σg. It has 2g generators {aα, bα} , corresponding to
the fundamental cycles of Σg with the relation
g∏
α=1
[bα, aα] = 1 , (2.1)
where [bα, aα] = bαaαb
−1
α a
−1
α is the group commutator.
Consider a finite-dimensional representation π of a simple complex Lie group G in a space
V . Let EG is a principle G-bundle over Σg. We define a holomorphic G-bundle E = EG ×G V
(or in more detail EG or EG(V )) over Σg using π1(Σg). The bundle EG has the space of
sections Γ(EG) = {s}, where s takes values in V . Let ρ be a representation of π1 in V such
that ρ(π1) ⊂ π(G). The bundle EG is defined by transition matrices of its sections around the
fundamental cycles. Let z ∈ Σg be a fixed point. Then
s(aαz) = ρ(aα)s(z) , s(bβz) = ρ(bβ)s(z) . (2.2)
6In what follows we use the second Eisenstein function E2(z). It differs from ℘ on a constant.
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Thus, the sections are defined by their quasi-periodicities on the fundamental cycles. Due to
(2.1) we have
g∏
α=1
[ρ(bα), ρ(aα)] = Id . (2.3)
TheG-bundles described in this way are topologically trivial. To consider less trivial situation
assume that G has a non-trivial center Z(G). Let ζ ∈ Z(G). Replace (2.3) by
g∏
α=1
[ρ(bα), ρ(aα)] = ζ . (2.4)
Then the pairs (ρˆ(aα), ρˆ(bβ)), satisfying (2.4), cannot describe transition matrices of G-bundle,
but can serve as transition matrices of Gad = G/Z(G)-bundle. The bundle EG in this case is
topologically non-trivial and ζ represents the characteristic class of EG. It is an obstruction to
lift Gad bundle to G bundle. We will give a formal definition in Section 44.
The transition matrices can be deformed without breaking (2.3) or (2.4). Among these
deformations are the gauge transformations
ρ(aα)→ f−1ρ(aα)f , ρ(bβ)→ f−1ρ(bβ)f . (2.5)
The moduli space of holomorphic bundles Mg is the space of transition matrices defined up to
the gauge transformations. Its dimension is independent on the characteristic class and is equal
to
dim (Mg) = (g − 1) dim (G) . (2.6)
It means that the nonempty moduli spaces arise for the holomorphic bundles over surfaces of
genus g > 1.
To include into the construction the surfaces with g = 0, 1 consider a Riemann surface with
n marked points and attribute E with what is called the quasi-parabolic structure at the marked
points. Let B be a Borel subgroup of G. We assume that the gauge transformation f preserves
the flag variety Fl = G/B. It means that f ∈ B at the marked points. It follows from (A.27)
dim (Mg,n) = (g − 1) dim (G) + n dim (Fl) = (g − 1) dim (G) + n
rankG∑
j=1
(dj − 1) . (2.7)
In the important for applications case g = 1, n = 1 dim (Mg,1) = dim (Fl).
Local description of holomorphic bundles and modification
There exists another description of holomorphic bundles over Σg. Let w0 be a fixed point on Σg
and Dw0 (D
×
w0) be a disc (punctured disc) with a center w0 with a local coordinate z. Consider
a G-bundle EG = EG ×G V over Σg. It can be trivialized over D and over Σg \ w0. These
two trivializations are related by a G transformation π(g) holomorphic in D×w0 , where Dw0 and
Σg \w0 overlap. If we consider another trivialization over D then g is multiplied from the right
by h ∈ G. Likewise, a trivialization over Σg \ w0 is determined up to the multiplication on the
left g → hg , where h ∈ G is holomorphic on Σg \ w0. Thus, the set of isomorphism classes of
G-bundles are described as a double-coset
G(Σg \ w0) \G(D×w0)/G(Dw0) , (2.8)
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where G(U) denotes the group of G-valued holomorphic functions on U .
To define a G-bundle over Σg the transition matrix g should have a trivial monodromy
around w0 g(ze
2πi) = g(z) on the punctured disc D×w0 . But if the monodromy is nontrivial
g(ze2πi) = ζg(z) , ζ ∈ Z(G) ,
then g(z) is not a transition matrix. But it can be considered as a transition matrix for the
Gad-bundle, since Gad = G/Z(G). This relation is similar to (2.4).
Our aim is to construct from E a new bundle E˜ with a non-trivial characteristic class. This
procedure is called a modification of bundle E. Smooth gauge transformations cannot change
a topological type of bundles. The modification is defined by a singular gauge transformation
at some point, say w0. Since it is a local transformation we replace Σg by a sphere Σ0 = CP
1,
where w0 corresponds to the point z = 0 on CP
1. Since z is local coordinate, we can replace
G(Σg \ w0) in (2.8) by the group G(C((z))). It is the group of Laurent series with G valued
coefficients. Similarly, G(Dw0) is replaced by the power series G(C[[z]]). It is clear from this
description of the moduli space of bundles over CP 1 that it is a finite dimensional space.
Transform g(z) by multiplication from the right on g(z) → g(z)h(z) where h(z) singular at
z = 0. It is the singular gauge transformation mentioned above. Due to definition of g(z), h(z)
is defined up to the multiplication from the right by f(z) ∈ G(C[[z]]). On the other hand, since
g(z) is defined up to the multiplication from the right by an element from G(C[[z]]), h(z) is
element of the double coset
G(C[[z]]) \G(C((z)))/G(C[[z]]) .
In particular, h(z) is defined up to a conjugation. It means that as a representative of this
double coset one can take a co-character (A.41) h(z) ∈ t(G).
g(z)→ g(z)zγ , (zγ = e(ln (zγ))) , (2.9)
where γ belongs to the coweight lattice (γ = (m1,m2, . . . ,ml) ∈ P∨) (A.12). The monodromy
of zγ is exp −(2πγ). Since 〈α, γ〉 ∈ Z for any x ∈ g Adexp −(2πγ)x = x. Then exp −(2πγ) an
element of Z(G¯) (A.45). If the transition matrix g(z) defining E has a trivial monodromy, the
new transition matrix (2.9) acquires a nontrivial monodromy. In this way we come to a new
bundle E˜ with a non-trivial characteristic class. The bundle E˜ is called the modified bundle. It
is defined by the new transition matrix (2.9). If γ ∈ Q∨ then ζ = 1 and the modified bundle E˜
has the same type as E.
This transformation of the bundle E corresponds to transformations of its sections E˜
Γ(E)
Ξ(γ)−→Γ(E˜) , (Ξ(γ) ∼ π(zm1 , zm2 . . . zml)) . (2.10)
We say that this modification has a type γ = (m1,m2, . . . ,ml). Another name of the modification
is the Hecke transformation. It acts on the characteristic classes of bundles as follows
Ξ(γ) : ln ζ(E)→ ln ζ(E˜) = ln ζ(E) + 2πiγ , γ ∈ P∨/Q∨ . (2.11)
Consider the action of modification on sections (2.10) in more details. Let V be a space of a
finite-dimensional representation π of G with a highest weight ν and νj (j = 1, . . . , N) is a set
of its weights
νj = ν −
∑
αm∈Π
cmj αm , c
k
j ∈ Z , ckj ≥ 0 . (2.12)
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It means that for x ∈ H π(x)|νj〉 = 〈x, νj〉|νj〉. The weights belong to the weight diagram
defined by the highest weight ν ∈ P of π. The space V has the weight basis (|νs11 〉, . . . , |νsNN 〉)
in V , where s1 = 1, . . . ,m1 , . . . sN = 1, . . . ,mN and m1, . . . ,mN are multiplicities of weights.
Thus, M = dim V =
∑
mj .
Let us choose a trivialization of E over D by fixing this basis. Thereby, the bundle E over
D is represented by a sum of M line bundles L1 ⊕ L2 ⊕ . . . ⊕ LM . Cartan subgroup H acts in
this basis in a diagonal way: for s = (|νs11 〉, . . . , |νsNN 〉)
π(h) : |νsjj 〉 → e〈x, νj〉|νsjj 〉 , h = e (x) , x ∈ H , (e(x) = exp (2πix)) .
Assume for simplicity that in (2.9) g(z) = 1. Then the modification transformation (2.10) of
the sections assumes the form
Ξ(γ) : |νsjj 〉 → z〈γ,νj〉|νsjj 〉 , j = 1, . . . ,M . (2.13)
It means that away from the point z = 0, where the transformations are singular, the sections of
E˜ are the same as of E. But near z = 0 they are singular with the leading terms |νsjj 〉 ∼ z−〈γ,νj〉.
It is sufficient to consider the case when γ = ̟∨i is a fundamental coweight and π is a
fundamental representation ν = ̟k. Then from (2.12) we have
z〈γ,νj〉 = z〈̟
∨
i ,̟k−
∑
αm∈Π
cmj αm〉 .
The weight ̟k can be expanded in the basis of simple roots ̟k =
∑
k Akmαm, where Ajk is
the inverse Cartan matrix (Ajkaki = δji). Its matrix elements are rational numbers with the
denominator N = ord (Z). Then from (A.12)
z〈γ,νj〉 ∼ z lN+m , l,m ∈ Z .
Note, that the branching does not happen for Gad-bundles, because the corresponding weights
νj belong to the root lattice Q and thereby 〈γ, νj〉 ∈ Z.
It is possible to go around the branching by multiplying the sections on a scalar matrix
of the form diag(z−Aik , . . . , z−Aik). This matrix no longer belongs to the representation of G¯,
because it has the determinant z−MAik (M = dim V ). It can be checked thatMAik is an integer
number.
If G = SL(N,C) the scalar matrix belongs to GL(N,C). Thereby, after this transformation
we come to a GL(N,C)-bundle. But this bundle is topologically non-trivial, because it has a
non-trivial degree. In this way the characteristic classes for the SL(N,C)-bundles are related
to another topological characteristic, namely to degrees of the GL(N,C)-bundles. We describe
below the similar construction for other simple groups.
3 Holomorphic bundles over elliptic curves
Hereinafter we consider the bundles over an elliptic curve, described as the quotient Στ ∼
C/(τC ⊕ C), (Im τ > 0). There are two fundamental cycles corresponding to shifts z → z + 1
and z → z + τ . Let G be a complex simple Lie group. Sections of a G¯-bundle EG(V ) over Στ
satisfy the quasi-periodicity conditions (2.2)
s(z + 1) = π(Q) s(z) , s(z + τ) = π(Λ) s(z) , (3.1)
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where Q, Λ take values in G. A bundle E˜ is equivalent to E if its sections s˜ are related to s as
s˜(z) = f(z)s(z), where f(z) is invertible operator in V . It follows from (3.1) that the transition
operators, have the form
Q˜ = f(z + 1)Qf−1(z) , Λ˜ = f(z + τ)Λf−1(z) . (3.2)
As we have mentioned, the moduli spaceM1,n is the quotient space of pairs (Q,Λ) with respect
to this action. In what follows we consider the simplest case n = 1, though our construction is
applicable for arbitrary n.
The transition operators define a trivial bundle if [Q,Λ] = Id. Let ζ be an element of Z(G¯).
To come to a nontrivial bundle we should find solutions Λ,Q ∈ G¯ of the equation
ΛQΛ−1Q−1 = ζ . (3.3)
It follows from (A.44) that the r.h.s. can be represented as ζ = e(−̟∨), where ̟∨ ∈ P∨ (A.12).
Then (3.3) takes the form
ΛQΛ−1Q−1 = e(−̟∨) , (e (x) = exp (2πix)) . (3.4)
It follows from [42] that the transition operators can be chosen as constants. Therefore, to
describe the moduli space of holomorphic bundles we should find a pair Q, Λ ∈ G satisfying
(3.4) and defined up to the conjugation
Λ→ fΛf−1 , Q → fQf−1 . (3.5)
Let g = G¯ be a simply-connected group. Let us fix a Cartan subgroup HG¯ ⊂ G¯. Assume that Q
is semisimple, and therefore is conjugated to an element from HG¯. We will see that by neglecting
non-semisimple transition operators we still define a big cell in the moduli space. Our goal is to
find solutions of (3.3), where Q is a generic element of a fixed Cartan subgroup H ⊂ G.
Algebraic equation
Proposition 3.1 Solutions of (3.4) up to the conjugations have the following description.
• The element Λ has the form Λ = Λ0V , where Λ0 is defined uniquely by the coweight ̟∨j
(Λ0 = Λ0j). It is an element from the Weyl group W preserving the extended coroot system
Π∨ext = Π∨ ∪ α∨0 , and in this way is a symmetry of the extended Dynkin diagram. V ∈ HG¯
commutes with Λ0.
•• The element Q has the form Q = Q0U , where
Q0 = exp 2πiκ , κ = ρ
∨
h
∈ H , (3.6)
where h is the Coxeter number, ρ∨ = 12
∑
α∨∈(R∨)+ α
∨ and U commutes with Λ0. 7
Proof
In (3.6) κ can be chosen from a fixed Weyl chamber (A.8). From (A.40) and (A.42) we find that
if κ0 ∈ Q∨ then e (κ0) = Id. Therefore, by shifting κ → κ + γ, γ ∈ Q∨, κ can be put in Calc
(A.16). Rewrite (3.3) as
ΛQΛ−1 = ζQ , ζ = e (−ξ) . (3.7)
Here Λ is defined up to multiplication from HG¯ and we write it in the form Λ0V , V ∈ HG¯.
7The first statement can be found in [9] (Proposition 5 in VI.3.2). We give another proof because it elucidates
the proof of the second statement.
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Lemma 3.1 There exists a conjugation f (3.5) such Q → Q and Λ0V → Λ0Vλ, and Λ0Vλ =
VλΛ
0.
Proof.
Let us take f ∈ HG¯. Then f preserves Q. It acts on the second transition operator as
Λ0V → fΛ0f−1V = Λ0(Λ0)−1fΛ0f−1V .
Define Vλ as Vλ = (Λ
0)−1fΛ0f−1V . Our goal is to prove that there exists such f that Vλ
commutes with Λ0. In other words, fΛ0f−1V = Λ0)−1fΛ0f−1V Λ0. Let V = e(x), f = e(y),
x , y ∈ H, λ = AdΛ0 . Then the commutativity condition takes the form (λ−1)x = (λ−1−1)y+
(λ− 1)y.
Let l be an order of Λ0 , ((Λ0)l = 1). Then a solution of this equation is given by a sum
y =
1
l
l∑
i=1
iλi(x) .
Thus Λ0 and V defines Vλ = e(p) commuting with Λ
0, where p is the average along the λ-orbit
p =
1
l
l−1∑
i=0
λi(x) . (3.8)

On the next step we find Λ0. Rewrite (3.4) in the form
λ(κ) = κ− ξ , ξ = ̟∨j , λ = AdΛ , (3.9)
where κ ∈ Calc. Define a subgroup ΓCalc of the affine Weyl group W ′a (A.18) ΓCalc ⊂ W ′a that
preserves Calc (A.17). It acts by permutations on its vertices (A.17). Equivalently, ΓCalc acts
by permutations of nodes of the extended Dynkin graph. The face of Calc belonging to the
hyperplane 〈αi, x〉 = 0 contains all vertices except ̟∨i /ni. Similarly, the face belonging to the
hyperplane (α0, x) = 1 contains all vertices except 0. By this duality the permutations of vertices
by g = (λ, ξ) ∈ ΓCalc correspond to permutations of the faces, and in this way to permutations
of the coroots Π∨ext.
Instead of (3.9) consider λ(Calc) + ξ = Calc. The left hand side of this equation is a trans-
formation g = (λ, ξ) ∈ ΓCalc . Let us take ξ = ̟∨j , where ̟∨j is a fundamental coweight that is a
vertex of Calc (nj = 1 in (A.17)). Remember, that only these ̟
∨
j define nontrivial elements of
the quotient P∨/Q∨. Then we have
λj(Calc) = Calc −̟∨j ≡ C ′alc . (3.10)
The node 0 of C ′alc is an image of the node ̟
∨
j of Calc after the shift. Let us define λj. The Weyl
group W action on the Weyl alcoves that contains 0 is simple transitive. Therefore, there exists
a unique λj ∈ W such that λj(Calc) = C ′alc. Then (λj ,̟∨j ) ∈ ΓCalc defines a transformation of
Calc, which is a permutation of its vertices (A.17) such that ̟
∨
j → 0. Taking into account the
action of ΓCalc on the extended Dynkin graph we find
λ∗j(αk) =
{
αm k 6= j
−α0 k = j αk , αm ∈ Π . (3.11)
Thus, taking ξ = ̟∨j we find Λj .
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Fixed points of the Γalc-action are solutions of (3.9). It will give us κ and in this way Q. Let
us prove that a particular solution of (3.9) is
κ =
ρ∨
h
, (3.12)
where h is the Coxeter number (A.7). The equation (3.9) is equivalent to
〈κ, λ∗j (αk)〉 = 〈κ, αk〉 − δjk , αk ∈ Π , k = 1, . . . , l . (3.13)
Since ρ∨ =
∑l
m=1̟
∨
m (see (A.13)) for k 6= j (3.13) becomes a trivial identity. For k = j
using (A.6) we obtain − 1h
∑l
m=1 nm − 1h = −1. It follows from (A.7) that it is again identity.
An arbitrary solution of (3.9) takes the form
κ =
ρ∨
h
+ q , q ∈ Ker(λj − 1) .
In other words, the Weyl transformation λj should preserve q.
Thus, taking in (3.3) ζ = exp −(2πi̟∨j ) we find solutions (Λj = Λ0jVλ,Q), where Λ0j is a
symmetry of the extended Dynkin graph corresponding to ̟∨j and
Q = exp 2πi(ρ
∨
h
+ q) . (3.14)
The pair (p,q) (3.8), belonging to the Cartan subalgebra H, plays the role of the moduli pa-
rameters of solutions to (3.4). 
Remark 3.1 For Spin(4n) there are two generators ζ1 and ζ2 of Z(Spin(4n)) ∼ µ2 ⊕ µ2
corresponding to the fundamental weights ̟a, ̟b of the left and the right spinor representations.
Arguing as above we will find two solutions Λa and Λb of (3.4), while Q is the same in the both
cases.
Consider a group G, (G¯ ⊃ G ⊇ Gad) and let Λ,Q ∈ G. Let us choose ξ = ̟ such that it
generates the group t(G) of co-characters t(G) = P∨l (A.39), (A.40) t(G) = ̟+Q
∨ , l̟ ∈ Q∨.
Then ζ = e (−̟) is a generator of center Z(G) ∼ P∨/t(G) = µl (see (A.44)). Arguing as above
we come to
Proposition 3.2 • The element Λ is defined by the coweight ̟∨ ∈W . It is a symmetry of the
extended Dynkin diagram. Λ is defined up to invariant elements from HG.
•• Let
(λ(G)− 1)q = 0 , q ∈ H , λ(G) = AdΛ(G) . (3.15)
A general solution of (3.4) is
κ =
ρ∨
h
+ q , (3.16)
Therefore, the group of cocharacters t(G) defines a Weyl symmetry Λ0(G) of the extended
Dynkin diagram Π∨ext such that (Λ0)l(G) = Id.
Λ(G) and Q play the role of transition operators of G-bundles over Στ . A generator ζ = e (̟)
defines a characteristic class of the bundles. It is an obstruction to lift G-bundle to G¯-bundle.
Remark 3.2 If ξ ∈ Q∨ then ζ = Id. It means that we can take ξ = 0 as a representative of
P∨/Q∨. Then λ = 1 (see (3.10) and Ker (λ − 1) = H. In this case the bundle has a trivial
characteristic class, but has holomorphic moduli defined by the vector q ∈ H. The corresponding
Higgs bundle over Στ/(z = 0) defines elliptic spin Calogero-Moser system.
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The moduli space
We have described a G-bundle EG(V ) by the transition operators (Λ = Λ
0e (p),Q = e (ρ∨h +q),
where Λ0 corresponds to the coweight ̟∨ ∈ P∨ . The topological type of E is defined by
an element of the quotient P∨/t(G). Let us transform (Λ,Q) taking in (3.2) f = e (−qz).
Since f commutes with Λ0 we come to new transition operators Q = e (κ + q) → Q = e (κ),
Λ→ Λ0e (p−qτ). Denote p−qτ = u˜ 8. Then sections of EG(V ) assume the quasi-periodicities
s(z + 1) = π(e (κ)) s(z) , s(z + τ) = π(e (u˜)Λ0) s(z) . (3.17)
Thus, we come to the transition operators
Q = e (κ) , Λ = e (u˜)Λ0 . (3.18)
Here u˜ plays the role of a parameter in the moduli space. In this subsection we describe it in
details.
Trivial bundles
Consider first the simplest case Λ = Id and u ∈ H (see Remark 3.2)). It means, that E has a
trivial characteristic class. The transition transformations π(e (κ)), π(e (u)) lie in of the Cartan
subgroup HG of G.
Consider first a bundle EG¯ for a simply-connected group G¯. Since t(G¯) ∼ Q∨ (A.42) and
due to (A.40), e (u+ γ) = e (u) for γ ∈ Q∨. Taking into account that u lies in a Weyl chamber
we conclude that in fact u ∈ Calc as it was already established. Now apply the transformation
e (γz)
s(z)→ π(e (γz))s(z) , γ ∈ Q∨ . (3.19)
The sections are transformed as
s(z + 1) = π(e (κ)) s(z) , s(z + τ) = π(e (u+ γτ)) s(z) . (3.20)
Thus, transition operators, defined by parameters u and u + τγ1 + γ2 (γ1,2 ∈ Q∨), describe
equivalent bundles. The semidirect product of the Weyl group W and the lattice τQ∨ ⊕Q∨ is
called the Bernstein-Schwarzman group [6]
WBS =W ⋉ (τQ
∨ ⊕Q∨).
Thereby, u can be taken from the fundamental domain C(sc) of WBS . Thus,
C(sc) = H/WBS is the moduli space of trivial G¯− bundles . (3.21)
Consider Gad bundle and let e (u) ∈ Gad. In this case e (γ) = 1 if γ ∈ P∨ (A.42), (A.40).
Define the group
W adBS =W ⋉ (τP
∨ ⊕ P∨) .
As above, we come to the similar conclusion:
C(ad) = H/W adBS is the moduli space of trivial Gad − bundles . (3.22)
8We will write u˜ for nontrivial bundles reserving u for trivial bundles.
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Consider a coweight ̟∨ ∈ P∨ such that l̟∨ ∈ Q∨, the coweight lattice P∨l = Z̟∨ ⊕ Q∨
(A.43). Thus, P∨/P∨l ∼ µl. Consider a group Gl (A.33) and generated by a coweight
P∨l , l̟
∨ ∈ Q∨ .
. The coweight sublattice P∨l is the group of its cocharacters t(Gl) (A.39). Representations of
Gl are defined by the dual to t(Gl) groups of characters Γ(Gl) (A.36). The dual to P
∨
l lattice
Pp ⊂ P has the form
Pp = Z̟ +Q , p̟ ∈ Q .
By means of P∨l define the affine group of the Bernstein-Schwarzman type
W
(l)
BS =W ⋉ (τP
∨
l ⊕ P∨l ) .
Making use of the gauge transform e (γz) ∈ Gl, (γ ∈ P∨l ) we find that
C(l) = H/W
(l)
BS is the moduli space of trivial Gl − bundles . (3.23)
Consider the dual picture and the lattice P∨p . It is formed by Q∨ and a coweight ̟∨
P∨p = Z̟
∨ +Q∨ , p̟∨ ∈ Q∨ .
The lattice P∨p plays the role of the group of cocharacters for the dual group LGl = Gp = G¯/µp,
(A.33), while Pl of defines characters of Gp. Again by means of the group
W
(p)
BS =W ⋉ (P
∨
p ⊕ P∨p τ) .
we find that
C(p) = H/W
(p)
BS is the moduli space of trivial Gp − bundles . (3.24)
Thus, for the G¯,Gl, Gp, Gad trivial bundles we have the following interrelations between their
moduli space
C(sc)
ւ | ց
C(l) | C(p)
ց ↓ ւ
C(ad)
(3.25)
Here arrows mean coverings. Note that C(sc) , C(ad) and as well C(l) , C(p) are dual to each other
in the sense that the defining them lattices are dual.
Let Fl be a flag variety located at the marked point. In this way we have defined a space
M˜1,1 = (Ca, F l) (a = (sc), (l), (ad)) related to the moduli space of trivial bundles over Στ with
one marked point. But we still have a freedom to act on Fl by constant conjugations from
the Cartan subgroup Ha. Thus, eventually we come to M01,1 = (Ca, F l/Ha). It has dimension
of M1,1 (2.7). It is a big cell in M1,1. In our construction we have excluded non-semisimple
elements Q.
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Nontrivial bundles
Consider a general case Λ0 6= Id. It was explained above that Λ0 corresponds to some char-
acteristic class related to ̟∨ ∈ P∨ , and ̟∨ /∈ Q∨. In this case u˜ ∈ Ker(λ − 1), and in fact
u˜ ∈ Calc ∩ H˜0, where H˜0 is the invariant subalgebra λ(H˜0) = H˜0. There is a basis in H˜0 defined
by a system of simple coroots Π˜∨ (see Section 5.4). Moreover, the corresponding root system
defines a simple Lie algebra g˜0.
Let W˜ be the Weyl group W of the root system R˜ = R˜(Π˜)
W˜ = {w ∈ W˜ |w(R˜) = R˜ } , (3.26)
and
Q˜∨ = {γ =
p∑
j=1
mjα˜
∨
j , mj ∈ Z} (3.27)
is the coroot lattice generated by Π˜∨ (5.28). Consider first EG¯ bundles. As above, e (u˜ + γ) =
e (u˜), γ ∈ Q˜∨. The automorphism (3.19) for γ ∈ Q˜∨ commutes with Λ. Thus, u˜ and u˜+τγ1+γ2
γ1,2 ∈ Q˜∨ define equivalent G¯-bundles. Consider the semidirect products
W˜BS = W˜ ⋉ (τQ˜
∨ ⊕ Q˜∨) . (3.28)
The fundamental domain in H˜ under the W˜BS action is the moduli space of G¯-bundles with
characteristic classes defined by ̟∨
C˜sc = H˜/W˜BS is the moduli space of nontrivial G¯− bundles , (3.29)
Consider EGad-bundles. Let ˜̟
∨
j be fundamental coweights (〈 ˜̟ ∨j , α˜k〉 = δjk) and
P˜∨ = {γ =
p∑
j=1
mj ˜̟
∨
j , mj ∈ Z} (3.30)
is the coweight lattice in H˜0. Define the semidirect product
W˜ adBS = W˜ ⋉ (τP˜
∨ ⊕ P˜∨) . (3.31)
A fundamental domain under its action
C˜ad = H˜0/W˜
ad
BS is the moduli space of nontrivial G
ad − bundles . (3.32)
is a moduli space of a Gad-bundle with characteristic class define by ̟∨. If ord(Z( ¯˜G) is not a
primitive number then we again come to the hierarchy of the moduli spaces similar to (3.25).
As above the space M01,1 = (Ca, F l/H˜0) is a big cell in the moduli space of non-trivial
bundles.
4 Characteristic classes and conformal groups
Characteristic classes
Let EG be is a principleG-bundle over Σ. Consider a finite-dimensional representation of complex
group G in a space V and let EG(V ) be the vector bundle EG(V ) = EG ×G V induced by V .
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The first cohomology H1(Σg, G(OΣ)) of Σ with coefficients in analytic sheaves define the
moduli space M(G,Σ) of holomorphic G-bundles. Let G¯ be a simply-connected group and Gad
be an adjoint group. Using (A.32) and (A.33) we write three exact sequences
1→ Z(G¯))→ G¯(OΣ)→ Gad(OΣ)→ 1 ,
1→ Zl → G¯(OΣ)→ Gl(OΣ)→ 1 ,
1→ Z(Gl)→ Gl(OΣ)→ Gad(OΣ)→ 1 ,
where Gl = G¯/Zl. Then we come to the long exact sequences
→ H1(Σg, G¯(OΣ))→ H1(Σg, Gad(OΣ))→ H2(Σg,Z(G¯)) ∼ Z(G¯))→ 0 , (4.1)
→ H1(Σg, G¯(OΣ))→ H1(Σg, Gl(OΣ))→ H2(Σg,Zl) ∼ µl → 0 , (4.2)
→ H1(Σg, Gl(OΣ)→ H1(Σg, Gad(OΣ))→ H2(Σg,Z(Gl)) ∼ µp → 0 . (4.3)
The elements from H2 are obstructions to lift bundles, namely
ζ(EGad) ∈ H2(Σg,Z(G¯))− obstructions to lift EGad − bundle to EG¯ − bundle ,
ζ(EGl) ∈ H2(Σg,Zl)− obstructions to lift EGl − bundle to EG¯ − bundle ,
ζ∨(EGad) ∈ H2(Σg,Z(Gl))− obstructions to lift EGad − bundle to EGl − bundle .
Definition 4.1 Images of H1(Σg, G(OΣ)) in H2(Σg,Z) are called the characteristic classes
ζ(EG) of G-bundles.
Since Zl → Z(G¯)→ Z(Gl). we have the following relations between these characteristic classes
ζ∨(EGad) = ζ(EGad)modZl, and the characteristic class ζ(EGl) coincides with ζ(EGad) as an
obstruction to lift a EGl-bundle, treated as a EGad-bundle to a EG¯- bundle.
Consider a particular case G¯ = SL(N,C), Gad = PSL(N,C). Then the elements ζ ∈
Z(SL(N,C)) ∼ µN are obstructions to lift PSL(N,C)-bundles to SL(N,C)-bundles. They rep-
resent the characteristic classes of PSL(N,C)-bundles. On the other hand, the exact sequence
1→ O∗ → GL(N,C)→ PGL(N,C)→ Id (4.4)
gives rise to the exact sequence of cohomology
H1(Σg,GL(N,C))→ H1(Σg,PGL(N,C))→ H2(Σg,O∗) . (4.5)
The Brauer groupH2(Σ,O∗) vanishes and, therefore, there are no obstructions to lift PGL(N,C) ∼
PSL(N,C)-bundles to GL(N,C)-bundles. A topological characteristic of a GL(N,C)-bundle is
the degree of its determinant bundle. In following subsections we will construct an analog of
GL(N,C) for other simple groups. We call them the conformal groups. The main goal is to
relate the characteristic classes to the degrees of some line bundles connected to the conformal
groups.
Conformal groups
Here we introduce an analog of the group GL(N,C) for other simple groups apart from SL(N,C).
Let
φ : Z(G¯) →֒ (C∗)r (4.6)
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be an embedding of the center Z(G¯) into algebraic torus (C∗)r of minimal dimension (r = 1 for
a cyclic center and r = 2 for µ2×µ2). Note that any two embeddings are conjugate from the left:
φ1 = Aφ2 for some automorphism A of the torus (C
∗)r. It is not true for Z(SL(N,C)) = µN .
But for other groups we deal with µ2, µ3, µ4 or µ2 × µ2. In these cases nontrivial roots of unity
coincide or they are inverse to each other. In the latter case A : x→ x−1.
Consider the ”anti-diagonal” embedding Z(G¯) → G¯ × (C∗)r , ζ 7→ (ζ, φ(ζ)−1) , ζ ∈ Z(G¯).
The image of this map is a normal subgroup since Z is the center of G¯.
Definition 4.2 The quotient
CG¯ =
(
G¯× (C∗)r) /Z(G¯)
is called the conformal version of G¯.
In the similar way the conformal version can be defined for any G with a non-trivial center. If
the center of G is trivial as for Gad then CG = G× C∗.
The group CG¯ does not depend on embedding in Cr due to above remark about conjugacy
of φ’s. We have a natural inclusion G¯ ⊂ CG¯.
Consider the quotient torus Z∨ = (C∗)r /Z(G¯) ∼ (C∗)r. The last isomorphism is defined by
λ→ λN for cyclic center and (λ1, λ2)→ (λ21, λ22) for Deven. The sequence
1→ G¯→ CG¯→ Z∨ → 1 (4.7)
is the analogue of
1→ SL(N,C)→ GL(N,C)→ C∗ → 1 .
On the other hand, we have embedding (C∗)r → CG¯ with the quotient CG¯/ (C∗)r = Gad.
Then the sequence
1→ (C∗)r → CG¯→ Gad → 1 (4.8)
is similar to the sequence
1→ C∗ → GL(N,C)→ PGL(N,C)→ 1 .
Let π be an irreducible representation of G¯ and χ is a character of the torus (C∗)r. It follows
from (4.7) that an irreducible representation π˜ of CG¯ is defined as
π˜ = π ⊠ χ((C∗)r) , such that π|Z(G¯) = χφ , (φ (4.6)) . (4.9)
Assume for the simplicity that π is a fundamental representation. It means that the highest
weight ν of π is a fundamental weight. Let ̟∨ be a fundamental coweight generating Z(G¯)
for r = 1. In other words, ζ = e(̟∨) is a generator of Z(G¯) (ζN = 1, N =ord(Z(G¯)). Then
π|Z(G¯) acts as a scalar e〈̟∨, ν〉. The highest weight can be expanded in the basis of simple
roots ν =
∑
α∈Π c
ν
αα. Then the coefficients c
ν
α are rows of the inverse Cartan matrix. They have
the form k/N , where k is an integer. Therefore the scalar
e〈̟∨, ν〉 = e
(∑
α∈Π
cναδ〈̟∨,α〉
)
(4.10)
is a root of unity. On the other hand, let χm(C
∗) = wm (w ∈ C∗) be a character of C∗, and
φ(ζ) = e (l/N). In terms of weights the definition of π˜ (4.9) takes the form e〈̟∨, ν〉 = e
(
ml
N
)
.
It follows from this construction that characters of CG¯ are defined by the weight lattice P and
the integer lattice Z with an additional restriction
χ(γ,m)(x, w) = exp 2πi〈γ,x〉wm , 〈γ,̟∨〉 =
ml
N
+ j , γ ∈ P , m, j ∈ Z , x ∈ H .
The case Deven (r = 2) can be considered in the similar way.
17
Remark 4.1 Simple groups can be defined as subgroups of GL(V ) preserving some multi-linear
forms in V . For examples, in the fundamental representations these forms are symmetric forms
for SO, antisymmetric forms for Sp, a trilinear form for E6 and a form of fourth order for
E7. In a generic situation G is defined as a subgroup of GL(V ) preserving a three tensor
in V ∗ ⊗ V ∗ ⊗ V [22]. The conformal versions of these groups can be alternatively defined as
transformations preserving the forms up to dilatations. We prefer to use here the algebraic
construction, but this approach justifies the name ”conformal version”.
The conformal versions can be also defined in terms of exact representations of G¯. Let V
be such a representation and assume that Z(G¯) is a cyclic group. Then CG¯ is a subgroup of
GL(V ) generated by G and dilatations C∗. The character det V is equal to λdim (V ), where λ is
equal to (4.10) for fundamental representations.
For Deven we use two representations, f.e. the left and right spinors Spin
L,R. The conformal
group CSpin4k is a subgroup of GL(Spin
L⊕SpinR) generated by Spin4k and C∗×C∗, where the
first factor C∗ acts by dilatations on SpinL and the second factor acts on SpinR. The character
det SpinL (det SpinR) is equal to λ
dim (SpinL
4k
)
1 (λ
dim (SpinR
4k
)
2 ), (dim (Spin
L,R
4k ) = 2
2k−1).
Characteristic classes and degrees of vector bundles
From the exact sequence (4.8) and vanishing of the second cohomology of a curve H2(Σ,O∗) = 0
with coefficients in analytic sheaf we get that any Gad(O)-bundle (even topological non-trivial
with ζ(Gad(O) 6= 0) can be lifted to a CG¯(O)-bundle.
Let V be an exact representation either irreducible or the sum SpinL⊕SpinR for D2k. Then
from (4.6) one has an embedding of Z(G¯) to the automorphisms of V
φV : Z(G¯) →֒ (C∗)r = AutG¯(V ) . (4.11)
In particular case, when V is a space of a fundamental representation the center acts on V by
multiplication on (4.10).
Let ECG¯ be a principal CG¯(O)-bundle. Denote by E(V ) = E⊗CG¯V (or E(SpinL,R)) a vector
bundle induced by a representation V (SpinL,R for Deven).
Theorem 4.1 9 Let Ead = E(Ad) be the adjoint bundle with the characteristic class ζ(Ead).
The image of ζ(Ead) under φV (4.11) is
φV (ζ(Ead)) =
{
exp(−2πideg (E(V ))/dim V ) ,
exp(−2πideg (E(SpinL,R4k ))/22k−1) .
9For G = GL(N,C) this theorem was proved in [42]
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Proof. Consider the commutative diagram
1 1x x
1 −−−→ Z∨(OΣ) ∼−−−→ Z∨(OΣ) −−−→ 1x[N ] x x
1 −−−→ (O∗Σ)r −−−→ CG¯(OΣ) −−−→ Gad(OΣ) −−−→ 1x x x
1 −−−→ Z(G¯) −−−→ G¯(OΣ) −−−→ Gad(OΣ) −−−→ 1x x x
1 1 1
and corresponding diagram of Cˆech cochains. Let ψ be a 1-cocycle with values in Gad(OΣ).
Consider its preimage as a cocycle with values in CG¯(OΣ). Due to definition of CG¯ this cocycle
is a pair of cochains (Ψ, ν) with values in G¯(OΣ) and (O∗Σ)r such that φV (dΨ)dν = 1 ∈ (O∗)r,
where d is the Cˆech coboundary operator. The cohomology class of dΨ by definition is the
characteristic class c, so φV of it is opposite to the class of dν: φV (ζ(Ead)) = (dν)
−1. Since ν
acts in V as a scalar νdimV , it is a one-cocycle as a determinant of this action. It represents the
determinant of the bundle E(V ). In this way ν is a preimage of the cocycle νdimV under the
taking N = dim (V ) power O∗ [N ]→ O∗ , ν → νN , N = dim (V ).
Consider the long exact sequence
1→ µN → O∗Σ
[N ]→ O∗Σ → 1 , (µN = Z/NZ) .
It induces the map H1(Σ,O∗Σ) →H2(Σ, µN ). The cocycle dν lies in the cohomology class which
is an image of the class of det E(V ) = νN under the coboundary map H1(Σ,O∗)→ H2(Σ, µN ).
Denote it by InvN =Image(det E(V )). Thus, by the definition, the class of dν equals to
InvN (det E(V )) = InvN (ζ1(E(V ))).
The statement of the theorem follows from the following proposition
Proposition 4.1 Let γ be a 1-cocycle with values in O∗. Then InvN (γ) = exp
(
1
N 2πideg(γ)
)
.
Proof
Consider the diagram
0 −−−→ µN −−−→ O∗Σ
[N ]−−−→ O∗Σ −−−→ 0xexp xexp
0 −−−→ OΣ ×N−−−→ OΣ −−−→ 0x x
2πiZ
×N−−−→ 2πiZ
Let γ be a 1-cocycle of O∗Σ. By definition its image in H2(X,µN ) is equal to the cobound-
ary of 1-cochain γ1/N of O∗Σ, (γ1/N )N = γ. Let log(γ) be a preimage of the cycle γ under
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exponential map; log(γ) is a 1-cochain of OΣ and its coboundary equals to degree of γ times
2πi. As the multiplication by N is invertible on OΣ, the cochain 1N log(γ) is well-defined, due
to commutativity of the diagram we can choose exp
(
1
N log(γ)
)
as γ1/N . Hence, the image of
γ in H2(X,µN ) equals to coboundary of exp
(
1
N log(γ)
)
equals exponential of coboundary of
1
N log(γ) equals exponential of degree of γ times
2πi
N .
The case r = 2, can be analyzed in the same way. The theorem is proved. 
Let as above ̟∨ be a fundamental coweight generating a center Z(G¯) and ν is weight of
representation of G¯ in V . Then it follows from Theorem 4.1 and (4.10 ) that
deg (E(V )) = dim (V )(〈̟∨, ν〉+ k) , k ∈ Z . (4.12)
Then for the fundamental representations of G¯ we have the following realization of this formula.
G¯ ν, V deg (E(V ))
SL(n,C) ̟∨1 n −1 + kn
Spin2n+1(C) ̟
∨
n 2
n 2n−1(1 + 2k)
Spn(C) ̟
∨
1 2n n(1 + 2k)
SpinL,R4n (C) ̟
∨
n,n−1 2
2n−1 22n−2(1 + 2k)
Spin4n+2(C) ̟
∨
n 2
n 2n−2(1 + 4k)
E6(C) ̟
∨
1 27 9(1 + 3k)
E7(C) ̟
∨
1 56 28(1 + 2k)
(k ∈ Z)
Table 3. Degrees of bundles for conformal groups.
It follows from our considerations that replacing the transition matrix
Λ→ Λ˜ = e (〈̟∨, ν〉(z + τ
2
))Λ
defines the bundle of conformal group CG of degree (4.12).
5 GS-basis in simple Lie algebras
We pass from the Chevalley basis (A.22) to a new basis that is more convenient to define bundles
corresponding to nontrivial characteristic classes. We call it the generalized sin basis (GS-basis),
because for An case and degree one bundles it coincides with the sin-algebra basis (see, for
example, [19]).
Let us take an element ζ ∈ Z(G¯) of order l and the corresponding Λ0 ∈W from (3.3). Then
Λ0 generates a cyclic group µl = (Λ
0, (Λ0)2, . . . , (Λ0)l = 1) isomorphic to a subgroup of Z(G¯).
Note that l is a divisor of ord(Z(G¯)). Consider the action of Λ0 on g. Since (Λ0)l = Id we have
a l-periodic gradation
g = ⊕l−1a=0ga , λ(ga) = ωaga , ω = exp
2πi
l
, λ = AdΛ0 , (5.1)
[ga, gb] = ga+b , (mod l) , (5.2)
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where g0 is a subalgebra g0 ⊂ g and the subspaces ga are its representations.
Since Λ0 ∈ W it preserves the root system R. Define the quotient set Tl = R/µl. Then R
is represented as a union of µl-orbits R = ∪TlO. We denote by O(β¯) an orbit starting from the
root β
O(β¯) = {β , λ(β) , . . . , λl−1(β)} , β¯ ∈ Tl .
The number of elements in an orbit O (the length of O) is l/pα = lα, where pα is a divisors of l.
Let να be a number of orbits Oα¯ of the length lα. Then ♯R =
∑
ναlα. Note, that if O(β¯) has
length lβ (lβ 6= 1), then the elements λkβ and λk+lββ coincide.
Basis in L (A.21)
Transform first the root basis E = {Eβ , β ∈ R} in L. Define an orbit in E
Eβ¯ = {Eβ , Eλ(β) , . . . , Eλl−1(β)}
corresponding to O(β¯). Again E = ∪β¯∈TlEβ¯.
For O(β¯) define the set of integers
Jpα = {a = mpα |m ∈ Z , a is defined mod l } , (pα = l/lα) . (5.3)
”The Fourier transform” of the root basis on the orbit O(β¯) is defined as
taβ¯ =
1√
l
l−1∑
m=0
ωmaEλm(β) , ω = exp
2πi
l
, a ∈ Jβ . (5.4)
This transformation is invertible Eλk(β) =
1√
l
∑
a∈Jl ω
−kata
β¯
, and therefore there is the one-to-one
map Eβ ↔ {taβ¯ , a ∈ Jβ}. In this way we have defined the new basis
{taβ¯ , (a ∈ Jl , β¯ ∈ Tl)} . (5.5)
Since λ(Eα) = Eλ(α) we have for Λe(u˜) (u˜ ∈ H˜0)
AdΛ(t
a
β¯) = e(〈u˜, β〉 −
a
l
)taβ¯ , e(x) = exp (2πix) . (5.6)
It means that ta
β¯
(β¯ ∈ Tl) is a part of basis in gl−a (5.1). Moreover,
AdQ(taβ¯) = e(〈κ, β〉)taβ¯ . (5.7)
This relations follows from (3.7) and (3.14). We also take into account that Q and Λ commute
in the adjoint representation and e (x)Eαe (−x) = e 〈x, α〉Eα for x ∈ H˜0.
Picking another element Λ′ generating a subgroup Zl′
1
(l′ 6= l) we come to another set of orbits
and to another basis. We have as many types of bases as many of non-isomorphic subgroups in
Z(G¯).
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The Killing form
Consider two orbits O(α¯) and O(β¯), passing through Eα and Eβ. Assume that there exists such
integer r that α = −λr(β). It implies that elements of two orbits are related as λn(α) = −λm(β)
if m − n = r. In other words, −β ∈ O(α¯). In particular, it means that orbits have the same
length. It follows from (5.4) and (A.25) that
(tc1α¯ , t
c2
β¯
) = δα,−λr(β)δ(c1+c2,0 (mod l))ω−rc1
2pα
(α,α)
, (5.8)
where pα = l/lα, and lα is the length of O(α¯). In particular, (taα¯, t−a−α¯) = 2pα(α,α) .
In what follows we need a dual basis Tbα¯
(Tb1α¯1 , t
b2
α¯2) = δ
(b1+b2,0 (mod l))δα¯1,−α¯2 , T
b
α¯ = t
−b
−α¯
(α,α)
2pα
. (5.9)
The Killing form in this basis is inverse to (5.8)
(Ta1α¯1 ,T
a2
α¯2) = δα1,−λr(α2)δ
(a1+a2,0 (mod l))ωra1
(α1, α1)
2pα1
.
In particular,
(Taα,T
−a
−α) =
(α,α)
2pα
. (5.10)
A basis in the Cartan subalgebra
Almost the same construction exists in H. Again let Λ0 generates the group µl. Since Λ
0
preserves the extended Dynkin diagram, its action preserves the extended coroot system Π∨ext =
Π∨ ∪ α∨0 in H. Consider the quotient Kl = Π∨ext/µl. Define an orbit H(α¯) of length lα = l/pα
in Π∨ext passing through Hα ∈ Π∨ext
H(α¯) = {Hα ,Hλ(α) , . . . ,Hλl−1(α)} , α¯ ∈ Kl = Π∨ext/µl .
The set Π∨ext is a union of H(α¯)
(Π∨)ext = ∪α¯∈KlH(α¯) .
Define ”the Fourier transform”
hcα¯ =
1√
l
l−1∑
m=0
ωmcHλm(α) , ω = exp
2πi
l
, c ∈ Jα (5.3) . (5.11)
The basis hcα¯ , (c ∈ Jα, α¯ ∈ Kl) is over-complete in H. Namely, let H(α¯0) be an orbit
passing through the minimal coroot {Hα0 ,Hλ(α0), . . . ,Hλl−1(α0)}. Then the element h0α¯0 is a
linear combination of elements h0−α¯ , (α ∈ Π) and we should exclude it from the basis. We
replace the basis Π∨ in H by
hcα¯ , (c ∈ Jα) , ,
{
α¯ ∈ K˜l = Kl \ H(α¯0) , c = 0
α¯ ∈ Kl , c 6= 0 . (5.12)
As before there is a one-to-one map Π∨ ↔ {hcα¯}.
The elements (haα¯, t
a
α¯) form GS basis in gl−a (5.1).
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The Killing form
The Killing form in the basis (5.12) can be found from (A.24)
(haα¯, h
b
β¯) = δ
(a+b,0 (mod l))Aaα,β , Aaα,β =
2
(β, β)
l−1∑
s=0
ω−saaβ,λs(α) , (5.13)
where aα,β is the Cartan matrix (A.4).
The dual basis is generated by elements Haα¯
(Haα¯, h
b
β¯) = δ
(a+b,0 (mod l))δα,β , H
a
α¯ =
∑
β∈Π
(Aaα,β)−1h−aβ¯ , haβ¯ =
∑
α∈Π
(A−aα,β)H−aα¯ (5.14)
The Killing form in the dual basis takes the form
(Ha1α¯1 ,H
a2
α¯2) = δ
(a1+a2,0 (mod l))(Aa1α¯1,α¯2)−1 . (5.15)
In summary, we have defined the GS-basis in g
{taβ¯, hcα¯ , (a, β¯, c, α¯) are defined in (5.5), (5.12)} , (5.16)
and the dual basis
{Taβ¯ ,Hcα¯ , (a, β¯, c, α¯) are defined in (5.9), (5.14)} , (5.17)
along with the Killing forms.
Commutation relations
The commutation relations in the GS basis can be found from the commutation relations in
the Chevalley basis (A.23). Taking into account the invariance of the structure constants with
respect to the Weyl group action Cλα,λβ = Cα,β it is not difficult to derive the commutation
relations in the GS basis using its definition in the Chevalley basis (5.4), (5.11). In the case of
root-root commutators we come to the following relations
[taα, t
b
β ] =


1√
l
l−1∑
s=0
ωbsCα, λsβ t
a+b
α+λsβ , α 6= −λsβ
pα√
l
ωs b ha+bα α = −λsβ
(5.18)
The Cartan-root commutators are:
[
h kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks 2(α,λ
sβ)
(α,α) t
k+m
β[
H kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks (α,α)2 (αˆ, λ
sβ) tk+mβ
(5.19)
Here we denote by αˆ the dual to the simple roots elements in the Cartan subalgebra:
(αˆi, βj) = δij (5.20)
In Section 7, for explicit computations with Lax operators and r-matrices, it will be much more
convenient to use the following normalized basis for Cartan subalgebra:
h¯ kα =
(α, α)
2
h kα, H¯
k
α =
2
(α, α)
H kα (5.21)
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This reparametrization leads to the following commutation relations:
[
h¯ kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks (α, λsβ) tk+mβ[
H¯ kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks (αˆ, λsβ) tk+mβ
(5.22)
The following simple formula expresses the decomposition of Cartan element in the basis of
simple roots:
h¯kβ =
∑
α∈Π
(αˆ, β) h¯kα, β ∈ R (5.23)
the connection of dual bases is clear from the following expression:
∑
β∈Π
(αˆ, β) h¯kβ =
∑
β∈Π
(α, β) H¯kβ (5.24)
The Cartan elements have the following ”sign”-property:
h¯k−α = −h¯kα, H¯k−α = −H¯kα, S¯h,k−α = −S¯h,kα , S¯H,k−α = −S¯H,kα (5.25)
From the definition of GS-basis we simply find:
t kλsα = ω
−ks t kα, h
k
λsα = ω
−ks h kα, H
k
λsα = ω
−ks H kα (5.26)
The same identities we suppose for classical variables (see Section 7 ) :
SL kλsα = ω
−ks SL kα , S
hk
λsα = ω
−ks Shkα , S
H k
λsα = ω
−ks SH kα (5.27)
Invariant subalgebra
Consider the invariant subalgebra g0. It is generated by the basis (t
0
β¯
, h0α¯) (5.16). In particular,
{h0α¯} (5.11), (5.12) form a basis in the Cartan subalgebra H˜0 ⊂ H (dim H˜0 = p < n).
We pass from {h0α¯} to a special basis in H˜0
Π˜∨ = {α˜k∨ | k = 1, . . . , p} . (5.28)
It is constructed in the following way. Consider a subsystem of simple coroots
Π∨1 = Π
ext∨ \ O(α¯∨0 ) (5.29)
(see (5.12)). In other words, Π∨1 is a subset of simple coroots that does not contain simple
coroots from the orbit passing through α0. For AN−1, Bn, E6 and E7 the coroot basis Π˜∨ (5.28)
is a result of an averaging along the λ orbits in Π∨1
α˜∨ =
l−1∑
m=1
Hλm(α) , Hα ∈ Π∨1 . (5.30)
In the Cn and Dn cases this construction is valid for almost all coroots except the last on
the Dynkin diagram (see Remark 10.1 below). Consider the dual vectors Π˜ = {α˜k | k =
1, . . . , p , 〈α˜k, α˜k∨〉 = 2} in H˜∗0.
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Proposition 5.1 The set of vectors in H˜∗0
Π˜ = {α˜k | k = 1, . . . , p} , (5.31)
is a system of simple roots of a simple Lie subalgebra g˜0 ⊂ g0 defined by the root system R˜ = R˜(Π˜)
and the Cartan matrix 〈α˜k, α˜j∨〉.
We will check this statement [33] case by case.
Let R1 = R1(Π1) be a subset of roots generated by simple roots Π1 = Π
ext \ O(α0). It is
invariant under λ action. The root system R˜ of g˜0 corresponds to the λ invariant set of R1.
Consider the complementary set of roots R \R1 and the set of orbits
T ′l = (R \R1)/µl . (5.32)
It is a subset of all orbits Tl = R/µl. Therefore, Tl = R˜ ∪ T ′l . The λ-invariant subalgebra g0
contains the subspace
V = {
∑
β¯∈T ′
l
aβ¯t
0
β¯ , aβ¯ ∈ C} . (5.33)
Then g0 is a sum of g˜0 and V
g0 = g˜0 ⊕ V . (5.34)
The components of this decomposition are orthogonal with respect to the Killing form (5.13),
and V is a representation of g˜0 We find below the explicit forms of g0 for all simple algebras
from our list.
Let H′ be a subalgebra of H with the basis hcα¯ c 6= 0 (5.11) and H˜ is a Cartan subalgebra of
g˜0. Then
H = H˜0 ⊕ H′ . (5.35)
We summarize the information about invariant subalgebras in Table 3.
Π Z(G¯) ̟∨j Π1 l =ord (Λ) g˜0 g0
1 2 3 4 5 6 7
AN−1 , (N = pl) µN ̟∨N−1 ∪l1Ap−1 N/p slp slp ⊕l−1j=1 glp
Bn µ2 ̟
∨
n so2n−1 2 so(2n− 1) so(2n)
C2l , (l > 1) µ2 ̟
∨
2l A2l−1 2 so(2l) gl2l
C2l+1 µ2 ̟
∨
2l+1 A2l 2 so(2l + 1) gl2l+1
D2l+1 , (l > 1) µ4 ̟
∨
2l+1 A2l−2 4 so(2l − 1) so(2l) ⊕ so(2l) ⊕ 1
D2l+1 , (l > 1) µ4 ̟
∨
1 D2l 2 so(4l − 1) so(4l)⊕ 1
D2l , (l > 2) µ2 ⊕ µ2 ̟∨2l A2l−1 2 so(2l) so(2l)⊕ so(2l)
D2l , (l > 2) µ2 ⊕ µ2 ̟∨1 D2l−1 2 so(4l − 3) so(4l− 2)⊕ 1
E6 µ3 ̟
∨
1 D4 3 g2 so(8)⊕ 2 · 1
E7 µ2 ̟
∨
7 e6 2 f4 e6 ⊕ 1
Table 4
Invariant subalgebras g˜0 = gΠ˜ and g0 of simple Lie algebras.
The coweights generating central elements are displaced in column 3.
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In the invariant simple algebra g˜0 instead of the basis (h
0
α¯, t
0
β¯
) we use the Chevalley basis
and incorporate it in the GS-basis
{h0α¯ , t0β¯} → {g˜0 = (Hα˜ , α˜ ∈ Π˜ , Eβ˜ , β˜ ∈ R˜) , V = (t0β¯ , β¯ ∈ T ′)} . (5.36)
Remark 5.1 For any ξ ∈ Q∨ a solution of (3.10) is Λ = Id. In this case g˜0 = g and GS-basis
is the Chevalley basis.
The GS basis from a canonical basis in H
Let (e1, e2, . . . , en) be a canonical basis in H, ((ej , ek) = δjk).
10 Since Λ preserves H we can
consider the action of µl on the canonical basis. Define an orbit of length ls = l/ps passing
through es O(s) = {es, λ(es), . . . , λ(l−1)es)}.
The Fourier transform along O(s) takes the form
hcs =
1√
l
l−1∑
m=0
ωmcλm(es) , c ∈ Jps , ω = exp (
2πi
l
) , (5.37)
where Jps = {c = mpsmod(l) |m ∈ Z}. Consider the quotient Cl = (e1, e2, . . . , en)/µl. Then we
can pass from the canonical basis to the GS basis
(e1, e2, . . . , en)←→ {hcs , s ∈ Cl} .
The Killing form is read of from (5.37)
(hc1s1 , h
c2
s2) = δ(s1,s2)δ
(c1,−c2) . (5.38)
Then the dual generators are
Hcs = h
−c
s . (5.39)
The commutation relations in g in this form of GS basis take the form
[hk1s , t
k2
β¯
] =
1√
l
l−1∑
r=0
ω−rk1〈λr(β), es〉tk1+k2β¯ , (5.40)
[tk1α¯ , t
k2
β¯
] =
1
pα
√
l
ωrk2
∑
s
(α∨, es)hk1+k2s , if α = −λr(β) for some r .
We obtain the last relation from (5.4) and from the expansion hkα =
∑
s(α
∨, es)hks .
6 General description of systems with non-trivial characteristic
classes
The Lax operators and Symplectic Hecke Correspondence
Consider a meromorphic section Φ of the adjoint bundle EndEG ⊗K, where K is a canonical
class. The pair (Φ, EG) is called the Higgs bundle over Σ. The set of these pairs is a cotangent
bundle to the space of holomorphic bundles equipped with a canonical symplectic structure.
10For An and E6 root systems it is convenient to choose canonical bases in H⊕ C.
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Evidently, the gauge transformations (2.5) can be lifted to the Higgs bundle as canonical trans-
formations with respect to the symplectic form. The hamiltonian reduction of the Higgs bundle
under this action leads to integrable systems [24], and the Higgs field become the Lax operator
L. The moduli space of a Higgs bundle becomes a phase space of an integrable systems. This
construction is valid for curves with marked points. In this case we deal with the Higgs bundle
with quasi-parabolic structures at the marked points. It implies that the Lax operators have
first order poles at the marked poles with residues belong to generic coadjoint orbits O. The
coadjoint orbits are affine spaces over the flag varieties mentioned at Section 2. The dimension
of the moduli space of the Higgs bundle is twice of dim Mg,n (2.7)
dim (T ∗Mg,n) = 2(g − 1) dim (G) + n dim (O) .
The commuting integrals are generated by the quantities (Ldj ), where dj are degrees of invariant
polynomials. The integrals are coefficients of expansion (Ldj ) in the basis of functions on Σ with
prescribed singularities at the marked points.
For g = 1, n = 1 the phase space has dimension of a coadjoint orbit 2
∑rankG
j=1 (dj − 1). In
this case L satisfies the conditions
L(z + 1) = QL(z)Q−1 , L(z + τ) = ΛL(z)Λ−1 , (6.1)
where Q and Λ are solutions of (3.3), and
∂¯L(z) = Sδ(z, z¯) . (6.2)
In other words Res|z=0 L(z) = S. These conditions fix L.
To make dependence on the characteristic class ζ(EG) explicit we will write L(z)
̟∨j , if the
Lax matrix satisfies the quasi-periodicity conditions with Λ = Λ̟∨j , Q̟∨j where Λ̟∨j Q̟∨j are
solutions of (3.3) with ζ = e(−̟∨j ), ̟∨j ∈ P∨.
The modification Ξ(γ) of EG changes the characteristic class (2.11). It acts on L
̟∨j as follows
L̟
∨
j Ξ(γ) = Ξ(γ)L̟
∨
j +γ . (6.3)
In this form it was introduced in [34]. It is called the Symplectic Hecke Correspondence, because
it acts as a symplectomorphism on phase spaces of Hitchin integrable systems. In implies that
the Higgs systems corresponding to the bundles with different characteristic classes are in fact
symplectomorphic. In particular, they are symplectomorphic to the standard CM systems.
The action (6.3) allows one to write down condition on Ξ(γ). Since L̟
∨
j has a simple pole
at z = 0 the modified Lax matrix L̟
∨
j +γ should have also a simple pole at z = 0. Decompose
L̟
∨
j and L̟
∨
j +γ in the Chevalley basis (A.21), (A.22)
L̟
∨
j = LH(z) +
∑
α∈R
Lα(z)Eα , L
̟∨j +γ = L˜H(z) +
∑
α∈R
L˜α(z)Eα .
Expand α in the basis of simple roots (A.2) α =
∑l
j=1 f
α
j αj and γ in the basis of fundamental
coweights γ =
∑l
j=1mj̟
∨
j . Assume that 〈γ, αj〉 ≥ 0 for simple αj . In other words γ is a
dominant coweight. Then 〈γ, α〉 = ∑lj=1mjnαj is an integer number, positive for α ∈ R+ and
negative for α ∈ R−. From (2.10) and (6.3) we find
L
̟∨j +γ
H (z) = L
̟∨j
H (z) , L
̟∨j +γ
α (z) = z
〈γ,α〉L
̟∨j
α (z) . (6.4)
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In a neighborhood of z = 0 Lα(z) should have the form
L
̟∨j
α (z) = a〈γ,α〉z−〈γ,α〉 + a〈γ,α〉+1z−〈γ,α〉+1 + . . . , (α ∈ R−) , (6.5)
otherwise the transformed Lax operator becomes singular. It means that the type of the modi-
fication γ is not arbitrary, but depends on the local behavior of the Lax operator. It allows one
to find the dimension of the space of the Hecke transformation. We do not need it here.
Now consider on a global behavior of L(z) (6.1). Then we find that Ξ(γ) should intertwine
the the quasi-periodicity conditions
Ξ(γ, z + 1)Q̟∨j = Q̟∨j +γΞ(γ, z) , Ξ(γ, z + τ)Λ̟∨j = Λ̟∨j +γΞ(γ, z) .
Solutions of these equation do not belong to the fixed Cartan subgroup H ⊂ G as in (2.10). So it
is not easy to find a consistent behavior of Ξ(γ) and L̟
∨
j at z = 0 as in (6.5). For G = SL(N,C),
γ = ̟∨1 and special residue of L it was done in [34].
The Lax matrix. Explicit form
Assume that L has a residue at z = 0 taking values in a coadjoint orbit O ⊂ g∗.
ResL|z=0 = S =
∑
α∈Π
1
2
(α,α)SHα
∑
β∈Π
a−1α,βHβ +
∑
β∈R
SLβ
(β, β)
2
E−β (6.6)
=
n∑
j=1
Sjej +
∑
β∈R
SLβ
(β, β)
2
E−β .
We identify g∗ and g by means the Killing form (A.24), (A.25). Then the coordinates are linear
functionals on g SHα = (S,Hα) , or Sj = (S, ej)) , S
L
β = (S, Eβ).
The Poisson brackets for SHα , (Sj), S
L
β have the same structure constants as g (A.23). To
define a generic orbit O we fix the Casimir functions Cj(S).
Rewrite (6.6) in the dual GS-basis. We use the gradation (5.1) to define the Lax matrix
L(z) =
l−1∑
a=0
La(z) , (6.7)
where the zero component is decomposed according with (5.34) L0(z) = L˜0(z) + L
′
0(z). Then
S = ResL|z=0 = Res L˜0|z=0 +ResL′0|z=0 +
l−1∑
a=1
ResLa|z=0 = S˜0 + S′0 +
l−1∑
a=1
Sa ,
where
S˜0 =
∑
α˜,β˜∈Π˜
S˜Hα˜
(α,α)(β, β)
4(α˜, β˜)
Hβ˜ +
∑
β˜∈R˜
S˜L
β˜
(β˜, β˜)
2
E−β˜ ,
S′0 =
∑
β¯∈T ′
l
S
′
β¯T
0
β¯ , Sa =
∑
α¯∈Kl
SH,aα¯ H
l−a
α¯ +
∑
β¯∈Tl
SL,a
β¯
Tl−a−β¯ , (6.8)
(see (5.32), (5.33)). Again, the coordinates
SH,aα¯ = (S, h
a
α¯) , S
′
β¯ = (S, t
0
β¯) , S
L,a
β¯
= (S, taβ¯) S˜
H
α˜ = (S,Hα˜) , S
L
β˜
= (S, Eβ˜)
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have the structure constants of the Poisson brackets as in (5.18), (5.19), (5.40). We can pass
from one data to another by the Fourier transform introduced above. We rewrite S˜0 in terms
of a canonical basis (e1, . . . , en˜) in the invariant Cartan algebra h˜0
S˜0 =
n˜∑
j=1
S˜Hj ej +
∑
β˜∈R˜
S˜L
β˜
(β˜, β˜)
2
E−β˜ . (6.9)
It follows from (5.6), (5.7) and from definition of the dual basis (5.9), (5.14) that
AdΛ(T
c
β¯) = e (
c
l
− 〈u˜, β〉)Tcβ¯ , AdΛ(Hcβ¯) = e (
c
l
)Hcβ¯ , (e (x) = exp (2πix)) .
In addition, we have
AdQ(Hcβ¯) = H
c
β¯ , AdQ(Hα˜) = Hα˜ , (6.10)
AdQ(Tcβ¯) = e (−〈κ, β〉)Tcβ¯ , AdQ(Eα˜) = e 〈κ, α˜〉Eα˜ . (6.11)
Using (A.14) we obtain 〈κ, α〉 = fα/h. Then the last relation assumes the form
AdQ(Tcβ¯) = e (−fβ/h)Tcβ¯ , AdQ(Eα˜) = e (fα/h)Eα˜ . (6.12)
There are also the evident relations:
AdΛ(Eα˜) = e (〈u˜, α˜〉)Eα˜ , AdΛ(Hα˜) = Hα˜ , u˜ ∈ H˜ .
The quasi-periodicity conditions and the existence of pole at z = 0 dictate the form of the
components for a 6= 0. We define matrix element of Lax operator using φ(u, z) (B.3). Let
ϕaβ(x, z) = e (〈κ, β〉z)φ(〈x + κτ, β〉+
a
l
, z) = e (zfβ/h)φ(〈x, β〉 + τfβ/h+ a
l
, z) . (6.13)
The last equality follows from the identity 〈κ, α〉 = 1h〈ρ∨, α〉 = fα/h (see (A.14)). It follows
from (B.6) that ϕaβ(x, z + 1) = e (〈κ, β〉)ϕaβ(x, z), ϕaβ(x, z + τ) = e (−〈x, β〉 − al )ϕaβ(x, z).
Then from (6.1) we find
La(z) =
∑
α¯∈Kl
SH,aα¯ φ(
a
l
, z)Hl−aα¯ +
∑
β¯∈Tl
SL,a
β¯
ϕaβ(−u˜, z)Tl−a−β¯ , (6.14)
and L′0(z) =
∑
α¯∈T ′
l
S
′
α¯ϕ
0
α(−u˜, z)T0−α¯.
In the canonical basis in H (5.37) La(z) takes the form
La(z) =
∑
s∈Cl
SH,as φ(
a
l
, z)h−as +
∑
β¯∈Tl
SL,a
β¯
ϕaβ(−u˜, z)Tl−a−β¯ .
It follows from (6.13), (B.4) and (B.5), and that La(z) has the required quasi-periodicities and
the residues.
We replace the basis on the dual basis using (5.9) and (5.39) and finally obtain
La(z) =
∑
s∈Cl
SH,as φ(
a
l
, z)h−as +
∑
β¯∈Tl
SL,a
β¯
ϕaβ(−u˜, z)taβ¯
(β, β)
2pβ
, (6.15)
L′0(z) =
∑
α¯∈T ′
l
S
′
α¯ϕ
0
α(−u˜, z)t0α¯
(α,α)
2pα
. (6.16)
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Consider the invariant subalgebra g˜0. For g˜0 we write down the Lax matrix in the Chevalley
basis. Let p ≤ n be a rank of g˜0, (e1, . . . , ep) is a canonical basis in H˜0 and Eα˜ are generators of
the root subspaces. The matrix elements of L˜0 are constructed by means of ϕ
0
β (6.13) and the
Eisenstein functions (B.9):
L˜0(z) =
p∑
j=1
(vj + S˜
H
j E1(z))ej +
∑
β˜∈R˜
S˜L
β˜
ϕ0α˜(−u˜, z)Eβ˜ . (6.17)
Here v˜ = (v1, . . . , vp) are momenta vector, dual to u˜ = (u1, . . . , up). The Lax operator (6.17)
differs from the standard Lax operator related to g˜0
L˜0(z) =
∑p
j=1(vj+S˜
H
j E1(z))ej+
∑
α˜∈R˜ S˜
L
α˜φ(〈−u˜, α˜〉, z)Eα˜. It is gauge equivalent to the previous
one after u˜→ u˜+κ. For this reason we call g˜0 the unbroken subalgebra. The operator L˜0(z) has
the needed residue (see (B.4) and (B.14)). However, the Cartan term containing E1(z) breaks
the quasi-periodicities (see (B.13)), because there are no double-periodic functions with one pole
on Στ . To go around this problem we use the Poisson reduction procedure.
The Lax matrix. Poisson reduction
The Lax element we have defined depends on the spin variables representing an orbit O, on the
moduli vector u˜ in the moduli space described in Section 5 and the dual covector v˜. It is a
Poisson manifold P with the canonical brackets for v˜, u˜ and the Poisson-Lie brackets for S.
P = T ∗C ×O = {v˜ , u˜ ,S} , u˜ ∈ C , S ∈ O . (6.18)
It has dimension dim (O) + 2dim (H˜0)
Consider the Poisson algebra A = C∞(P) of smooth function on P. Let ǫ ∈ H˜0 and γ is a
small contour around z = 0. Consider the following function µǫ =
∮
γ(ǫ, L(v˜, u˜,S)) = (ǫ,S
H
0 ),
SH0 =
∑p
j=1 S
H
j ej . It generates the vector field on P Vǫ : L(v˜, u˜,S) → {µǫ, L(v˜, u˜,S)} =
[ǫ, L(v˜, u˜,S)].
LetAinv be an invariant subalgebra ofA under Vǫ action. Then I = {µǫF (v˜, u˜,S) |F (v˜, u˜,S) ∈
A} is the Poisson ideal in Ainv. The reduced Poisson algebra is the factor-algebra
Ared = Ainv/I = A//H˜0 , (H˜0 = exp H˜0) .
The reduced Poisson manifold Pred is defined by the moment constraint SH0,α˜ = 0 (or S
H
0,s = 0)
and dim H˜ gauge fixing constraints on the spin variables that we do not specify
Pred = P//H˜0 = P(SH0,s = 0)/H˜0 , dim (Pred) = dim (P) − 2 dim (H˜0) = dim (O) .
Thus, after the reduction we come to the Poisson manifold that has dimension of the coadjoint
orbit O, but the Poisson structure on Pred is not the Lie-Poisson structure. The Poisson brackets
on Pred are the Dirac brackets [12].
Due to the moment constraints we come to the Lax operator that has the correct periodicity.
It depends on variables {v˜ , u˜ ,S} ∈ Pred
L˜0(z) =
n˜∑
j=1
vjej +
∑
β˜∈R˜
SL
β˜
ϕ0α˜(u˜, z)Eβ˜ . (6.19)
Here SL
β˜
are not free due to the gauge fixing.
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Hamiltonians
Let us define commuting integrals. For this purpose consider the ring of invariant polynomials
on g. It is generated n homogeneous polynomials P1, P2, . . . , Pn of degrees d1 = 2, . . . , dn = h.
It follows from the general approach [24] that Pj(L(z)) generate commuting integrals. They
are double periodic meromorphic functions on Στ and thereby can be expanded in the basis of
elliptic functions
1
mj
Pj(L(z)) = Ij,0 + Ij,2E2(z) + . . .+ Ij,jEj(z) .
The coefficients Ij,k (0 ≤ k ≤ mj , k 6= 1) become commuting independent integrals. The highest
order coefficients Ijj are Casimir functions fixing the orbits. The coefficient Ij,1 vanishes, because
there is no double periodic functions with one simple pole. The number of rest coefficients is
equal to 12 dim (O).
Consider the second order in the spin variables Hamiltonian H = I1,0 coming from the
expansion 12P1(L(z)) = H + I2,2E2(z). We represent it in the form
H = H˜0 +H
′ +
M∑
a=1
Ha , M =
[ l
2
]
. (6.20)
Due to the orthogonality of La and Lb (a 6= −b mod l) with respect to the Killing form the
Hamiltonians H˜, H ′ and Hk are determined by pairing of the corresponding Lax operators
H˜0 =
1
2
(L˜0(z), L˜0(z))|const , H ′ = 1
2
(L′0(z), L
′
0(z))|const , Ha =
1
2
(La(z), Ll−a(z))|const
To calculate the Hamiltonians we use (5.10), (5.38) (B.15), Then we come to the following
expressions 11
H˜0 =
1
2
n˜∑
s=1
v2s −
∑
β˜∈R˜
1
(β˜, β˜)
S˜L
β˜
S˜L−β˜E2(〈u˜− κτ, β˜〉) . (6.21)
As it was noted above H˜0 is the elliptic CM Hamiltonian related to g˜0.
Using (5.8) we find
H ′ = −
∑
α¯,β¯∈T ′
l
,
δβ=−λr(α)
(β, β)
pβ
S
′
α¯S
′
β¯E2(〈u˜− κτ, β〉) . (6.22)
Similarly, from (5.15), (5.10) and (5.13)
Ha = −1
2
∑
s∈Cl
E2
(a
l
)
SH,as S
H,l−a
s
−
∑
α¯,β¯∈Tl
δα,−λr(β)ω−ar
(α,α)
pα
SL,a
β¯
SL,l−aα¯ E2(〈u˜− κτ, β〉) . (6.23)
The Hamiltonians H ′, Ha are Hamiltonians of EA tops with the inertia tensors depending on u˜.
-
On the reduced space Pred the equations of motion corresponding to integrals Ijk acquire
the Lax form ∂tjkL = [L,Mjk]. The operator Mjk is reconstructed from L and defined below
r-matrix [4].
11In what follows we shall use the standard CM Hamiltonians, where the coordinate vector is shifted u˜→ u˜+κτ .
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7 The proof of the classical RLL-relation
Proposition 7.1 • The r-matrix and the Lax operator described above define the Poisson brack-
ets on the reduced phase space Pred via RLL-equation:
{L(z)⊗ 1, 1⊗ L(w)} = [L(z)⊗ 1 + 1⊗ L(w), r(z, w)] −
√
l
2
l−1∑
k=0
∑
α∈R
|α|2 ∂1 ϕkα(z − w) S¯h 0α t kα ⊗ t−k−α (7.24)
These brackets have the following explicit form:
{
SL,aα , S
L,b
β
}
=


1√
l
l−1∑
s=0
ωbsCα, λsβ S
L,a+b
α+λsβ, α 6= −λsβ
pα√
l
ωs b Sh,a+bα α = −λsβ
{
S¯h,kα , S
L,m
β
}
= 1√
l
l−1∑
s=0
ω−ks (α, λsβ)SL,k+mβ
{
S¯H kα , S
L,m
β
}
= 1√
l
l−1∑
s=0
ω−ks (αˆ, λsβ)SL,k+mβ
{
v¯Hα , uβ
}
= 1√
l
l−1∑
s=0
(αˆ, λsβ)
{
vα, S
L,a
α
}
=
{
vα, S
H,a
α
}
=
{
vα, S
h,a
α
}
= 0
{
uα, S
L,a
α
}
=
{
uα, S
H,a
α
}
=
{
uα, S
h,a
α
}
= 0
(7.25)
It will be convenient to subdivide the Lax operator and the classical r-matrix into Cartan
and root parts:
L(z) = LR(z) + LH(z) + L
0
H(z)
r(z, w) = rR(z, w) + rH(z, w)
(7.26)
where
LR(z) =
1
2
l−1∑
a=0
∑
β ∈R
|β|2 ϕaβ(z)SL,−a−β t aβ
LH(z) =
l−1∑
a=1
∑
α∈Π
ϕa0(z)S
H,−a
α h
a
α, L
0
H(z) =
∑
α∈Π
(
vHα + E1(z)S
H,0
α
)
h 0α
(7.27)
and:
rR(z, w) =
1
2
l−1∑
a=0
∑
α∈R
|α|2 ϕaα(z − w) t aα ⊗ t−a−α, rH(z, w) =
l−1∑
a=0
∑
α∈Π
ϕa0(z − w)H aα ⊗ h−aα (7.28)
Note that in these formulae the summation spreads over all roots but not over orbits. Obvi-
ously these definitions of Lax operators and r-matrices are equivalent if one takes into account
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identities (5.26), (5.27) and (B.16) The proof of the proposition of this section is purely technical
calculation and to simplify intermediate expressions we will use normalized Cartan generators
defined in Section 5. In terms of these generators the Cartan part of Lax operator and r-matrix
take the form:
rH(z, w) =
l−1∑
a=0
∑
α∈Π
ϕa0(z − w)H−aα ⊗ haα =
l−1∑
a=0
∑
α∈Π
ϕa0(z − w) H¯−aα ⊗ h¯aα
LH(z) =
l−1∑
a=1
∑
α∈Π
ϕa0(z) S¯
H,−a
α h¯
a
α, L
0
H(z) =
∑
α∈Π
(
vHα + E1(z) S¯
H,0
α
)
h¯ 0α
(7.29)
proof
Non-vanishing terms in the left hand side of (7.24) are:
{L(z)⊗ 1, 1⊗ L(w)} = {LR(z)⊗ 1, 1⊗ LR(w)}︸ ︷︷ ︸
tkα⊗tmβ
+ {LR(z)⊗ 1, 1⊗ LH(w)}︸ ︷︷ ︸
tkα⊗h¯mβ
+
{
LR(z)⊗ 1, 1⊗ L0H(w)
}
︸ ︷︷ ︸
tkα⊗h¯0β
+ {LH(z)⊗ 1, 1⊗ LR(w)}︸ ︷︷ ︸
h¯kα⊗tmβ
+
{
L0
H¯
(z)⊗ 1, 1⊗ LR(w)
}
︸ ︷︷ ︸
h¯0α⊗tmβ
where we denoted by tkα⊗tmβ , tkα⊗h¯mβ etc. the corresponding tensor structure of the brackets. Our
strategy is to check the equation (7.24) for all possible tensor structures using the commutation
relations (5.18) and Poisson brackets (7.25). From the previous expression we see that we should
consider only three structures: tkα ⊗ tmβ , h¯kα ⊗ tmβ and h¯0α ⊗ tmβ . The computations for the rest
terms tkα ⊗ h¯mβ and tkα ⊗ h¯0β are symmetric to h¯kα ⊗ tmβ and h¯0α ⊗ tmβ cases respectively.
The commutator [tkα, t
m
β ] depends on whether α ∈ O(−β) or not, therefore, it will be conve-
nient to consider the case of tensor structure tkα⊗ t−k−α separately. The table below describes the
terms in the right hand side of the equation (7.24) getting contributions to the corresponding
tensor structures:
tkα ⊗ tmβ [LR(z)⊗ 1, rR(z, w)] , [1⊗ LR(w), rR(z, w)]
h¯kα ⊗ tmβ [LR(z)⊗ 1, rR(z, w)] , [1⊗ LR(w), rR(z, w)]
h¯0α ⊗ tmβ [LR(z)⊗ 1, rR(z, w)] , [1⊗ LR(w), r0H(z, w)]
tkα ⊗ t−k−α
[
L0H(z)⊗ 1, rR(z, w)
]
, [1⊗ L0H(w), rR(z, w)]
(7.30)
Therefore we prove (7.24) by checking four equations for every tensor structure:
{
LR(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
tkα⊗tmβ
−
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
tkα⊗tmβ
−
[
1⊗ LR(w) , r(w, z)
]∣∣∣
tkα⊗tmβ
= 0 (7.31)
for for generic m, k, α and β,{
LH(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
h¯kα⊗tmβ
−
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
h¯kα⊗tmβ
−
[
1⊗ LR(w), rH(z, w)
]∣∣∣
h¯kα⊗tmβ
= 0 (7.32)
for k 6= 0,{
L0H(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
h¯0α⊗tmβ
−
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
h¯0α⊗tmβ
−
[
1⊗ LR(w), rH(z, w)
]∣∣∣
h¯0α⊗tmβ
= 0 (7.33)
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and {
LR(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
tkα⊗t−k−α
−
[
L0H(z)⊗ 1, rR(z, w)
]
−
[
1⊗ L0H(w), rR(z, w)
]
=
= −
√
l
2
l−1∑
k=0
∑
α∈R
|α|2 ∂1ϕkα(z − w) S¯h,0α t kα ⊗ t−k−α (7.34)
In the next subsections we check these identities using only commutation relations (7.25) and
(5.18).
t kα ⊗ tmβ -terms for generic α and β
{
LR(z)⊗ 1, 1⊗ LR(w)
}
=

12
l−1∑
k=0
∑
α∈R
|α|2 ϕ kα(z)SL,−k−α t kα ⊗ 1 ,
1
2
l−1∑
m=0
∑
β ∈R
|β|2 ϕmβ (w)SL,−m−β 1⊗ tmβ

 =
=
1
4
l−1∑
k,m=0
∑
α,β ∈R
|α|2|β|2 ϕ kα(z)ϕmβ (w)
{
SL,−k−α , S
L,−m
−β
}
t kα ⊗ tmβ
(7.25)
=
(7.25)
=
1
4
√
l
l−1∑
k,m,s=0
∑
α,β ∈R
|α|2|β|2 ω−msϕ kα(z)ϕmβ (w)C−α,−λsβ SL,−k−m−α−λsβ t kα ⊗ tmβ
{
LR(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
tkα⊗tmβ
= 1
4
√
l
l−1∑
k,m,s=0
∑
α,β ∈R
|α|2|β|2 ω−msϕ kα(z)ϕmβ (w)C−α,−λsβ SL,−k−m−α−λsβ t kα ⊗ tmβ (7.35)
[
LR(z)⊗ 1, rR(z, w)
]
=

1
2
l−1∑
b=0
∑
γ ∈R
|γ|2ϕ bγ(z)SL,−b−γ t bγ ⊗ 1,
1
2
l−1∑
m=0
∑
β ∈R
|β|2 ϕ−m−β (z − w) t−m−β ⊗ tmβ

 =
=
1
4
l−1∑
b,m=0
∑
β,γ ∈R
|γ|2|β|2 ϕ bγ(z)ϕ−m−β (z − w)SL,−b−γ [ t bγ , t−m−β ]⊗ tmβ
(5.18)
=
(5.18)
=
1
4
√
l
l−1∑
b,m,s=0
∑
β,γ ∈R
|γ|2|β|2ϕ bγ(z)ϕ−m−β (z − w)SL,−b−γ ω−msCγ,−λsβ t b−mγ−λsβ ⊗ tmβ =
=
1
4
√
l
l−1∑
k,m,s=0
∑
α,β ∈R
|α+ λsβ|2|β|2 ω−ms ϕ k+mα+λsβ(z)ϕ−m−β (z − w)SL,−k−m−α−λsβ Cα+λsβ,−λsβ t kα ⊗ tmβ
(A.26),(B.16)
=
(A.26),(B.16)
= − 1
4
√
l
l−1∑
k,m,s=0
∑
α,β ∈R
|α|2|β|2 ω−ms ϕ k+mα+β (z)ϕ−m−β (z − w)SL,−k−m−α−λsβ C−α,−λsβ t kα ⊗ tmβ
Therefore we get:
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
tkα⊗tmβ
=
− 1
4
√
l
l−1∑
k,m,s=0
∑
α,β ∈R
|α|2|β|2 ω−ms ϕ k+mα+β (z)ϕ−m−β (z − w)SL,−k−m−α−λsβ C−α,−λsβ t kα ⊗ tmβ
(7.36)
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The last term:
[
1⊗ LR(w) , r(w, z)
]
=

1
2
l−1∑
p=0
∑
γ ∈R
|γ|2 ϕ pγ(w)SL,−p−γ 1⊗ t pγ ,
1
2
l−1∑
k=0
∑
α∈R
|α|2ϕ kα(z − w) t kα ⊗ t−k−α

 =
=
1
4
l−1∑
k,p=0
∑
α,γ ∈R
|α|2|γ|2ϕ pγ(w)ϕ kα(z − w)SL,−p−γ t kα ⊗ [t pγ , t−k−α]
(5.18)
=
(5.18)
=
1
4
√
l
l−1∑
k,p,s=0
∑
α,γ ∈R
|α|2|γ|2ϕ pγ(w)ϕ kα(z − w)SL,−p−γ ω−ksCγ,−λsαt kα ⊗ tp−kγ−λsα =
=
1
4
√
l
l−1∑
k,m,s=0
∑
α,β∈R
|α|2|β + λsα|2 ϕ k+mβ+λsα(w)ϕ kα(z − w)SL,−k−m−β−λsα ω−ks Cβ+λsα,−λsαt kα ⊗ tmβ
(5.27)
=
(5.27)
=
1
4
√
l
l−1∑
k,m,s=0
∑
α,β ∈R
|α|2|β + λsα|2 ϕ k+mβ+λsα(w)ϕ kα(z − w)SL,−k−m−α−λ−sβ ωmsCβ+λsα,−λsαt kα ⊗ tmβ =
=
1
4
√
l
l−1∑
k,m,s=0
∑
α,β ∈R
|α|2|β + λ−sα|2 ϕ k+m
β+λ−sα(w)ϕ
k
α(z − w)SL,−k−m−α−λsβ ω−msCβ+λ−sα,−λ−sαt kα ⊗ tmβ
(A.26),(B.16)
=
(A.26),(B.16)
=
1
4
√
l
l−1∑
k,m,s=0
∑
α,β ∈R
|α|2|β|2ϕ k+mβ+α (w)ϕ kα(z − w)SL,−k−m−α−λsβ ω−msC−α,−λsβ t kα ⊗ tmβ
therefore:
[
1⊗ LR(w) , r(w, z)
]∣∣∣
tkα⊗tmβ
=
= 1
4
√
l
l−1∑
k,m,s=0
∑
α,β ∈R
|α|2|β|2ϕ k+mβ+α (w)ϕ kα(z − w)SL,−k−m−α−λsβ ω−msC−α,−λsβ t kα ⊗ tmβ
(7.37)
Summing up (7.35), (7.36) and (7.37) and using Fay identity (B.7) we obtain:{
LR(z)⊗ 1, 1 ⊗ LR(w)
}∣∣∣
tkα⊗tmβ
−
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
tkα⊗tmβ
−
[
1⊗ LR(w) , r(w, z)
]∣∣∣
tkα⊗tmβ
= 0
h¯ kα ⊗ tmβ -terms for k 6= 0
Let us consider the following Poisson bracket:
{
LH(z)⊗ 1, 1⊗ LR(w)
}
=


l−1∑
k=0
∑
α∈Π
ϕ k0(z) S¯
H,−k
α h¯
k
α ⊗ 1,
1
2
l−1∑
m=0
∑
β ∈R
|β|2 ϕmβ (w)SL,−m−β 1⊗ tmβ

 =
=
1
2
l−1∑
k,m=0
∑
β ∈R
∑
α∈Π
|β|2 ϕ k0(z)ϕmβ (w)
{
S¯H,−kα , S
L,−m
−β
}
h¯ kα ⊗ tmβ
(7.25)
=
(7.25)
= − 1
2
√
l
l−1∑
k,m,s=0
∑
β ∈R
∑
α∈Π
|β|2 ϕ k0(z)ϕmβ (w)ωks (αˆ, λsβ)SL,−k−m−β h¯ kα ⊗ tmβ
and therefore:
{
LH(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
hkα⊗tmβ
= − 1
2
√
l
l−1∑
k,m,s=0
∑
β ∈R
∑
α∈Π
|β|2 ϕ k0(z)ϕmβ (w)ωks (αˆ, λsβ)SL,−k−m−β h¯ kα ⊗ tmβ (7.38)
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In the second part we need to compute the Cartan part of the commutator:
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
h¯kα⊗tmβ
=

1
2
l−1∑
p=0
∑
γ ∈R
|γ|2 ϕ pγ(z)SL,−p−γ t pγ ⊗ 1,
1
2
l−1∑
m=0
∑
β ∈R
|β|2 ϕ−m−β (z − w) t−m−β ⊗ tmβ

 ∣∣∣
h¯kα⊗tmβ
=
=

1
4
l−1∑
p,m=0
∑
γ,β∈R
|γ|2 |β|2 ϕ pγ(z)ϕ−m−β (z − w)SL,−p−γ
[
t pγ , t
−m
−β
]
⊗ tmβ

∣∣∣
h¯kα⊗tmβ
To separate the needed part from the expression in the bracket we must take into account only
those terms for which γ ∈ O(β). For this purpose it convenient to make use of the ”delta”-symbol
of the orbit:
δ
(
α ∈ O(β)
)
=
{
1 if α ∈ O(β)
0 if α /∈ O(β)
Using this notation we rewrite the last expression in the form:
1
4
l−1∑
p,m=0
∑
γ,β∈R
δ
(
γ ∈ O(β)
)
|γ|2 |β|2 ϕ pγ(z)ϕ−m−β (z − w)SL,−p−γ
[
t pγ , t
−m
−β
]
⊗ tmβ
(5.18)
=
(5.18)
=
1
2
√
l
l−1∑
p,m=0
∑
γ,β∈R
δ
(
γ ∈ O(β)
)
pγω
−mθ(γ,β)|β|2 ϕ pγ(z)ϕ−m−β (z − w)SL,−p−γ h¯ p−mγ ⊗ tmβ =
=
1
2
√
l
l−1∑
k,m=0
∑
γ,β∈R
δ
(
γ ∈ O(β)
)
pγω
−mθ(γ,β) |β|2 ϕm+kγ (z)ϕ−m−β (z − w)SL,−m−k−γ h¯ kγ ⊗ tmβ
(5.27)
=
(5.27)
=
1
2
√
l
l−1∑
k,m=0
∑
γ,β∈R
δ
(
γ ∈ O(β)
)
pγω
kθ(γ,β)|β|2 ϕm+kγ (z)ϕ−m−β (z − w)SL,−m−k−β h¯ kγ ⊗ tmβ
(5.23)
=
(5.23)
=
1
2
√
l
l−1∑
k,m=0
∑
γ,β∈R
∑
α∈Π
(αˆ, γ) δ
(
γ ∈ O(β)
)
pγω
kθ(γ,β) |β|2 ϕm+kγ (z)ϕ−m−β (z − w)SL,−m−k−β h¯ kα ⊗ tmβ =
=
1
2
√
l
lβ−1∑
s=0
l−1∑
k,m,=0
∑
β ∈R
∑
α∈Π
(αˆ, λsβ) pβω
ks|β|2 ϕm+kλsβ (z)ϕ−m−β (z − w)SL,−m−k−β h¯ kα ⊗ tmβ
(B.16)
=
(B.16)
=
1
2
√
l
l−1∑
k,m,s=0
∑
β ∈R
∑
α∈Π
(αˆ, λsβ)ωks|β|2 ϕm+kβ (z)ϕ−m−β (z − w)SL,−m−k−β h¯ kα ⊗ tmβ
here we use the denotation θ(α, β) = s if α = −λsβ. Finally we obtain:
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
h¯kα⊗tmβ
= 1
2
√
l
l−1∑
k,m,s=0
∑
β ∈R
∑
α∈Π
(αˆ, λsβ)ωks|β|2 ϕm+kβ (z)ϕ−m−β (z − w)SL,−m−k−β h¯ kα ⊗ tmβ (7.39)
For the last, third term we have:
[
1⊗ LR(w), rH(z, w)
]∣∣∣
h¯kα⊗tmβ
=

1
2
l−1∑
a=0
∑
β ∈R
|β|2 ϕaβ(w)SL,−a−β 1⊗ t aβ ,
l−1∑
k=0
∑
α∈Π
ϕ k0(z − w) H¯ kα ⊗ h¯−kα

 ∣∣∣
h¯kα⊗tmβ
=
=
1
2
l−1∑
a,k=0
∑
β∈R
∑
α∈Π
|β|2 ϕaβ(w)ϕ k0(z − w)SL,−a−β H¯ kα ⊗ [t aβ , h¯−kα ]
(5.22)
=
(5.22)
= − 1
2
√
l
l−1∑
a,k,s=0
∑
β∈R
∑
α∈Π
ω sk (α, λsβ) |β|2 ϕaβ(w)ϕ k0(z − w)SL,−a−β H¯ kα ⊗ ta−kβ =
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= − 1
2
√
l
l−1∑
m,k,s=0
∑
β∈R
∑
α∈Π
ω sk (α, λsβ) |β|2 ϕ k+mβ (w)ϕ k0(z − w)SL,−k−m−β H¯ kα ⊗ tmβ
(5.24)
=
(5.24)
= − 1
2
√
l
l−1∑
m,k,s=0
∑
β∈R
∑
α∈Π
ω sk (αˆ, λsβ) |β|2 ϕ k+mβ (w)ϕ k0(z − w)SL,−k−m−β h¯ kα ⊗ tmβ
and we get:
[
1⊗ LR(w), rH(z, w)
]∣∣∣
h¯kα⊗tmβ
= − 1
2
√
l
l−1∑
m,k,s=0
∑
β∈R
∑
α∈Π
ω sk (αˆ, λsβ) |β|2 ϕ k+mβ (w)ϕ k0(z − w)SL,−k−m−β h¯ kα ⊗ tmβ (7.40)
Summing up (7.38), (7.39), (7.40) and using Fay identity (B.7) we obtain:{
LH(z)⊗ 1, 1⊗LR(w)
}∣∣∣
h¯kα⊗tmβ
−
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
h¯kα⊗tmβ
−
[
1⊗LR(w), rH(z, w)
]∣∣∣
h¯kα⊗tmβ
= 0
h 0α ⊗ tmβ -terms
{
L0H(z)⊗ 1, 1⊗ LR(w)
}
=


∑
α∈Π
(
v¯Hα + E1(z) S¯
H,0
α
)
h¯ 0α ⊗ 1,
1
2
l−1∑
m=0
∑
β ∈R
|β|2 ϕmβ (w)SL,−m−β 1⊗ tmβ

 =
=
1
2
∑
α∈Π
l−1∑
m=0
∑
β ∈R
|β|2
({
v¯Hα, ϕ
m
β (w)
}
SL,−m−β + E1(z)ϕ
m
β (w)
{
S¯H,0α , S
L,−m
−β
})
h¯ 0α ⊗ tmβ
(7.25)
=
(7.25)
=
1
2
∑
α∈Π
l−1∑
m=0
∑
β ∈R
|β|2
(
SL,−m−β ∂1ϕ
m
β (w)
1√
l
l−1∑
s=0
(αˆ, λsβ)− 1√
l
E1(z)ϕ
m
β (w)S
L,−m
−β
l−1∑
s=0
(αˆ, λsβ)
)
h¯ 0α ⊗ tmβ
therefore we have:
{
L0H(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
h¯0α⊗tmβ
=
= 1
2
√
l
∑
α∈Π
l−1∑
m,s=0
∑
β ∈R
|β|2 SL,−m−β (αˆ, λsβ)
(
∂1ϕ
m
β (w) − E1(z)ϕmβ (w)
)
h¯ 0α ⊗ tmβ
(7.41)
The calculation of the second term
[
LR(z) ⊗ 1, rR(z, w)
]
|h0⊗t is analogous to the computation
of (7.39), and to get the answer we need to put k = 0 in the expression (7.39):
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
h¯0α⊗tmβ
= 1
2
√
l
l−1∑
m,s=0
∑
β ∈R
∑
α∈Π
(αˆ, λsβ)|β|2 ϕmβ (z)ϕ−m−β (z − w)SL,−m−β h¯ 0α ⊗ tmβ (7.42)
Analogously, we obtain the answer for
[
1⊗LR(w), rH(z, w)
]∣∣∣
h¯0α⊗tmβ
substituting into (7.40) k = 0,
and replacing ϕ00(z − w)→ E1(z − w):
[
1⊗ LR(w), rH(z, w)
]∣∣∣
h¯0α⊗tmβ
= − 1
2
√
l
l−1∑
m,s=0
∑
β∈R
∑
α∈Π
(αˆ, λsβ) |β|2 ϕmβ (w)E1(z − w)SL,−m−β h¯ 0α ⊗ tmβ (7.43)
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Using the second Fay identity (B.8) we finally find:{
L0H(z)⊗ 1, 1⊗LR(w)
}∣∣∣
h¯0α⊗tmβ
−
[
LR(z)⊗ 1, rR(z, w)
]∣∣∣
h¯0α⊗tmβ
−
[
1⊗LR(w), rH(z, w)
]∣∣∣
h¯0α⊗tmβ
= 0
tkα ⊗ t−k−α-terms
{
LR(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
tkα⊗t−k−α
=

12
l−1∑
k=0
∑
α∈R
|α|2 ϕ kα(z)SL,−k−α t kα ⊗ 1,
1
2
l−1∑
m=0
∑
β ∈R
|β|2 ϕmβ (z)SL,−m−β 1⊗ tmβ


∣∣∣
tkα⊗t−k−α
=
=

1
4
l−1∑
k,m=0
∑
α,β ∈R
|α|2 |β|2 ϕ kα(z)ϕmβ (w)
{
SL,−k−α S
L,−m
−β
}
t kα ⊗ tmβ

∣∣∣
tkα⊗t−k−α
To separate the needed part we must take into account only those terms for which m = −k, and
β ∈ O (−α), therefore we put m = −k, β = −λsα, and take the sum over s ∈ {0, ..., lα − 1}:
1
4
l−1∑
k=0
lα−1∑
s=0
∑
α∈R
|α|4 |ϕ kα(z)ϕ−k−λsα(w)
{
SL,−k−α S
L,k
λsα
}
t kα ⊗ t−k−λsα
(7.25),(B.16),(5.26)
=
(7.25),(B.16),(5.26)
=
1
4
√
l
l−1∑
k=0
lα−1∑
s=0
∑
α∈R
|α|4 |ϕ kα(z)ϕ−k−α(w) pα Sh,0−α t kα ⊗ t−k−α =
=
√
l
2
l−1∑
k=0
∑
α∈R
|α|2 |ϕ kα(z)ϕ−k−α(w) S¯h,0−α t kα ⊗ t−k−α
(5.25)
=
(5.25)
= −
√
l
2
l−1∑
k=0
∑
α∈R
|α|2 |ϕ kα(z)ϕ−k−α(w) S¯h,0α t kα ⊗ t−k−α
Therefore we have:
{
LR(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
tkα⊗t−k−α
= −
√
l
2
l−1∑
k=0
∑
α∈R
|α|2 |ϕ kα(z)ϕ−k−α(w) S¯h,0α t kα ⊗ t−k−α (7.44)
The second term:
[
L0H(z)⊗ 1, rR(z, w)
]
=

∑
γ ∈Π
(
v¯Hγ + E1(z) S¯
H,0
γ
)
h¯ 0γ ⊗ 1,
1
2
l−1∑
k=0
∑
α∈R
|α|2 ϕ kα(z − w) t kα ⊗ t−k−α

 =
=
1
2
l−1∑
k=0
∑
α∈R
∑
γ ∈Π
(
v¯Hγ + E1(z) S¯
H,0
γ
)
|α|2 ϕ kα(z − w)
[
h¯ 0γ , t
k
α
]⊗ t−k−α (5.22)=
(5.22)
=
1
2
√
l
l−1∑
k,s=0
∑
α∈R
∑
γ ∈Π
(
v¯Hγ + E1(z) S¯
H,0
γ
)
|α|2 ϕ kα(z − w) (γ, λsα) t kα ⊗ t−k−α
and we obtain:
[
L0H(z)⊗ 1, rR(z, w)
]
= 1
2
√
l
l−1∑
k,s=0
∑
α∈R
∑
γ ∈Π
(
v¯Hγ + E1(z) S¯
H,0
γ
)
|α|2 ϕ kα(z − w) (γ, λsα) t kα ⊗ t−k−α (7.45)
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the last term:
[
1⊗ L0H(w), rR(z, w)
]
=

∑
γ ∈Π
(
v¯Hγ + E1(w) S¯
H,0
γ
)
1⊗ h¯ 0γ ,
1
2
l−1∑
k=0
∑
α∈R
|α|2 ϕ kα(z − w) t kα ⊗ t−k−α


Obviously the result differs from the previous expression (7.46) only by sign and by substitution
E1(z)→ E1(w), therefore:
[
1⊗ L0H(w), rR(z, w)
]
= − 1
2
√
l
l−1∑
k,s=0
∑
α∈R
∑
γ ∈Π
(
v¯Hγ + E1(w) S¯
H,0
γ
)
|α|2 ϕ kα(z − w) (γ, λsα) t kα ⊗ t−k−α (7.46)
The sum of the last two expressions (7.46), (7.46):
[
L0H(z)⊗ 1, rR(z, w)
]
+
[
1⊗ L0H(w), rR(z, w)
]
=
1
2
√
l
l−1∑
k,s=0
∑
α∈R
∑
γ ∈Π
(
E1(z)− E1(w)
)
S¯H,0γ |α|2 ϕ kα(z − w) (γ, λsα) t kα ⊗ t−k−α
(5.23)
=
(5.23)
=
1
2
√
l
l−1∑
k,s=0
∑
α∈R
(
E1(z)− E1(w)
)
S¯h,0λsα |α|2 ϕ kα(z − w) t kα ⊗ t−k−α
(5.27)
=
(5.27)
=
√
l
2
l−1∑
k=0
∑
α∈R
|α|2
(
E1(z)− E1(w)
)
ϕ kα(z − w) S¯h,0α t kα ⊗ t−k−α
and finally:{
LR(z)⊗ 1, 1⊗ LR(w)
}∣∣∣
tkα⊗t−k−α
−
[
L0H(z)⊗ 1, rR(z, w)
]
−
[
1⊗ L0H(w), rR(z, w)
]
=
√
l
2
l−1∑
k=0
∑
α∈R
|α|2
(
− ϕ kα(z)ϕ−k−α(w) − (E1(z)− E1(w)) ϕ kα(z − w)
)
S¯h,0α t
k
α ⊗ t−k−α =
= −
√
l
2
l−1∑
k=0
∑
α∈R
|α|2 ∂1ϕkα(z − w) S¯h,0α t kα ⊗ t−k−α
The last step here is by the second Fay identity (B.8).
Classical Yang-Baxter equation
Proposition 7.2 The r-matrix (7.28) satisfies the classical dynamical Yang-Baxter equation:
[r12(z, w), r13(z, x)] + [r12(z, w), r23(w, x)] + [r13(z, x), r23(w, x)] − (7.47)
√
l
l−1∑
k=0
∑
α∈R
|α|2
2
t kα ⊗ t−k−α ⊗ h¯0α ∂1ϕkα(z − w)−
|α|2
2
t kα ⊗ h¯0α ⊗ t−k−α ∂1ϕkα(z − x)+
|α|2
2
h¯0α ⊗ t kα ⊗ t−k−α ∂1ϕkα(w − x) = 0
Proof
Let us examine the ”non-dynamical” part (the upper line) of (7.47):
off Cartan part:
l−1∑
k, n=0
∑
α,β∈R
ϕkα(z − w)ϕnβ(z − x)[tkα, tnβ]⊗ t−k−α ⊗ t−n−β + (7.48)
ϕkα(z − w)ϕnβ(w − x)tkα ⊗ [t−k−α, tnβ ]⊗ t−n−β+
ϕkα(z − x)ϕnβ(w − x)tkα ⊗ tnβ ⊗ [t−k−α, t−n−β ] =
l−1∑
k, n,s=0
∑
α,β∈R
|α|2|β|2
4
√
l
ϕkα(z − w)ϕnβ(z − x)ωnsCα, λsβ tk+nα+λs(β) ⊗ t−k−α ⊗ t−n−β + (7.49)
|α|2|β|2
4
√
l
ϕkα(z − w)ϕnβ(w − x)ωnsC−α, λsβ tkα ⊗ t−k+n−α+λs(β) ⊗ t−n−β+
|α|2|β|2
4
√
l
ϕkα(z − x)ϕnβ(w − x)ω−nsC−α,−λsβ tkα ⊗ tnβ ⊗ t−k−n−α+λs(−β)
Making shifts k → k + n and α→ α+ λs(β) in the second line of (7.49) we have:
|α+ λsβ|2|β|2
4
√
l
ϕk+nα+λs(β)(z − w)ϕnβ(w − x)ωnsC−α−λsβ,λsβ tk+nα+λs(β) ⊗ t−k−α ⊗ t−n−β
Similarly, one should make the following substitutions in the third line: β → −β, n → −n,
k ↔ n, α→ α+ λsβ, n→ n+ k, α↔ β, α→ λ−sα, β → λsβ. Finally:
|α+ λsβ|2|α|2
4
√
l
ϕk+nα+λs(β)(z − x)ϕ−k−λ−s(α)(w − x)ωksC−α−λsβ,α tk+nα+λsβ ⊗ t−k−λ−sα ⊗ t−n−λsβ
Using the property tkλsα = ω
−kstkα we have:
|α+ λsβ|2|α|2
4
√
l
ϕk+nα+λs(β)(z − x)ϕ−k−λ−s(α)(w − x)ωnsC−α−λsβ,α tk+nα+λsβ ⊗ t−k−α ⊗ t−n−β
By the definition of the structure constants Cα,β it is easy to show that C−α−λsβ,λsβ =
− |α|2|α+λsβ|Cα,λsβ and C−α−λsβ, α = |β|
2
|α+λsβ|Cα,λsβ.
Now we can combine all three lines and get a common multiple for
|α|2|β|2
4
√
l
ωnsCα,λsβ t
k+n
α+λs(β) ⊗ t−k−α ⊗ t−n−β
The multiple is
ϕkα(z − w)ϕnβ(z − x)− ϕk+nα+λs(β)(z − w)ϕnβ(w − x) + ϕk+nα+λs(β)(z − x)ϕ−k−λ−s(α)(w − x)
It vanishes due to Fay identity. The proof of this fact is direct.
Cartan part:
Consider terms with Cartan elements in the third component of the tensor product (the other
components can be obtained by the cyclic permutations). There are two origins for this type
terms: 1. a direct appearance from [r12(z, w), r13(z, x)] and [r12(z, w), r23(w, x)] 2. appearance
from [r13(z, x), r23(w, x)] due to Cartan part of the commutator [t
−k
−α, t
−n
−β ]:
l−1∑
k, n=0
∑
α∈R,β∈Π
|α|2
2
√
l
ϕkα(z − w)ϕn0 (z − x)[tkα,Hnβ ]⊗ t−k−α ⊗ h−nβ + (7.50)
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l−1∑
k, n=0
∑
α∈R,β∈Π
|α|2
2
√
l
ϕkα(z − w)ϕn0 (w − x)tkα ⊗ [t−k−α,Hnβ ]⊗ h−nβ +
l−1∑
k, n=0
∑
α,β=−λrα∈R
|α|2|β|2
4
√
l
ϕkα(z − x)ϕnβ(w − x)tkα ⊗ tnβ ⊗ [t−k−α, t−n−β] =
−
l−1∑
k,n,s=0
∑
α∈R,β∈Π
|α|2|β|2
4
√
l
ϕk−nα (z − w)ϕn0 (z − x)(βˆ, λ−sα)ωnstkα ⊗ tn−k−α ⊗ h−nβ − (7.51)
l−1∑
k, n,s=0
∑
α∈R,β∈Π
|α|2|β|2
4
√
l
ϕkα(z − w)ϕn0 (w − x)(βˆ,−λ−sα)ωnstkα ⊗ tn−k−α ⊗ h−nβ +
l−1∑
k, n=0
∑
α,β=−λrα∈R
|α|2|β|2
4
√
l
p−αϕkα(z − x)ϕn−kβ (w − x)ωnrtkα ⊗ tnβ ⊗ h−n−k−α
first lines contain a sum Let us analyze the first line. We have the following sum over β:∑
β∈Π
|β|2
2 (βˆ, λ
−sα)ωnsh−nβ . For arbitrary root γ:
∑
β∈Π
|β|2
2 (βˆ, γ)hβ =
|γ|2
2 hγ . Now, using the prop-
erty hkλs(α) = ω
−kshkα and |λα| = |α| we have:
∑
β∈Π
|β|2
2 (βˆ, λ
−sα)ωnsh−nβ =
|α|2
2 ω
nsh−n
λ−s(α)
=
|α|2
2 h
−n
α . Note that the result does not depend on s. Thus the sum over s makes the common
multiple l and the first line equals:
−l
l−1∑
k, n=0
∑
α∈R
|α|2
2
√
l
ϕk−nα (z −w)ϕn0 (z − x)tkα ⊗ tn−k−α ⊗ h¯−nα
In the same way for the second line of (7.51) we have:
l
l−1∑
k, n=0
∑
α∈R
|α|2
2
√
l
ϕkα(z − w)ϕn0 (w − x)tkα ⊗ tn−k−α ⊗ h¯−nα
In the third line of (7.51) we collect all terms with tensor structure of type tkα ⊗ tn−k−α ⊗ h−nα .
In this line β = −λr(α) for some r. Then ωnrtkα ⊗ tn−λrα ⊗ h−n−α = −tkα ⊗ tn−k−α ⊗ h−nα From the
definition it follows that p−α = pα = llα , where lα describes the minimal orbit, i.e. lα is a
minimal nonzero number with the property λlαα = α. The number of desired terms equals lα.
Finally we have:
√
l
l−1∑
k, n=0
∑
α∈R
−|α|
2
2
ϕk−nα (z − w)ϕn0 (z − x)tkα ⊗ tn−k−α ⊗ h¯−nα + (7.52)
|α|2
2
ϕkα(z − w)ϕn0 (w − x)tkα ⊗ tn−k−α ⊗ h¯−nα −
|α|2
2
ϕkα(z − x)ϕn−k−α (w − x)tkα ⊗ tn−k−α ⊗ h¯−nα
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For n 6= 0 the sum vanishes due to Fay identity:
ϕk−nα (z − w)ϕn0 (z − x)− ϕkα(z − w)ϕn0 (w − x) + ϕkα(z − x)ϕn−k−α (w − x) = 0
For n = 0 the common multiple equals:
−ϕkα(z − w)E1(z − x) + ϕkα(z − w)E1(w − x)− ϕkα(z − x)ϕk−α(w − x) =
ϕαk (z − w)(E1(z − w + 〈u− ητ, α〉) − E1(〈u− ητ, α〉)) = ∂1ϕkα(z − w)
The later is exactly compensated by ”dynamical” part of YB:
−
√
l
l−1∑
k=0
∑
α∈R
|α|2
2
tkα ⊗ t−k−α ⊗ h¯0α ∂1ϕkα(z − w)

8 Appendix A. Simple Lie groups. Facts and notations, [9, 45]
Roots and weights.
Let V be a finite-dimensional vector space over R, dim V = n and V ∗ is its dual and 〈 , 〉 is
a pairing between V and V ∗. A finite system of vectors R = {α} in V ∗ is called a root system,
if
1. R generates V ∗;
2. For any α ∈ R there exists a coroot α∨ ∈ V such that 〈α,α∨〉 = 2 and the reflection in V ∗
sα : x 7→ x− 〈x, α〉α∨ (A.1)
preserving R;
3. 〈β, α∨〉 ∈ Z for any β ∈ R;
4. For α ∈ R nα ∈ R iff n = ±1.
The dual system R∨ = {α∨} is the root system in V . If V and V ∗ are identified by a scalar
product ( , ), then α∨ = 2α(α,α) . The group of automorphisms of V
∗ generated by reflections
(A.1) is the Weyl group W (R). The groups W (R) and W (R∨) are isomorphic and W (R∨) acts
on V as
sα : x 7→ x− 〈x, α∨〉α , x ∈ V ∗ .
A basis Π = (α1, . . . , αl) of simple roots in R is defined in such a way that any α ∈ R is
decomposed as
α =
n∑
j=1
fαj αj , f
α
j ∈ Z , (A.2)
and all fαj are positive (in this case α is a positive root), or negative (α is a negative root). In
other words, the root system is an union of positive and negative roots R = R+ ∪R−. The sum
fα =
∑
αj∈Π
fj (A.3)
is called the level of α.
42
The matrix of order n
ajk = 〈αj , α∨k 〉 , αj ∈ Π , α∨k ∈ Π∨ (A.4)
is called the Cartan matrix. The Dynkin diagram is constructed by means of ajk.
Let SW be an algebra of polynomials on V invariant with respect to W -action. There exists
a basis in SW of l homogeneous polynomials of degrees d1 = 2, d2, . . . , dl. The degrees are
uniquely defined by the root system R. The number of roots can be read off from the degrees
♯R = 2
l∑
i=1
(di − 1) . (A.5)
The simple roots generate the root lattice in V ∗
Q =
n∑
j=1
njαj , (nj ∈ Z , αj ∈ Π) .
There exists a unique a maximal root in −α0 ∈ R+
− α0 =
∑
αj∈Π
njαj . (A.6)
Its level is equal to h− 1, where
h = 1 +
∑
αj∈Π
nj (A.7)
is the Coxeter number. The minimal root α0 is defined as a minimal element in −R+ = R−.
The extended system Πext = Π ∪ (−α0) generates the affine Cartan matrix a(1)jk of order n + 1
and extended Dynkin diagram.
Let X be an union of hyperplane 〈x, α〉 = 0, α ∈ R, x ∈ V . The connected components of
V \X are called the Weyl chambers. One of them
C+ = {x ∈ V | 〈x, α〉 > 0 , α ∈ R+} (A.8)
is the positive Weyl chamber. The Weyl group acts simply-transitively on the set of the Weyl
chambers. The simple coroots Π∨ = (α∨1 , . . . , α
∨
l ) form a basis in V and generate the coroot
lattice
Q∨ =
n∑
j=1
njα
∨
j ⊂ V , nj ∈ Z . (A.9)
The fundamental weights ̟j ∈ V ∗ , (j = 1, . . . , n) are defined by condition 〈̟j , α∨k 〉 = δjk.
In this way the weight lattice P =
∑l
j=1mj̟j ⊂ V ∗ is dual to the coroot lattice (A.9).
The simple roots are related to fundamental weights by the Cartan matrix
αk = akj̟j . (A.10)
Similarly, the fundamental coweights are defined as
〈αk,̟∨j 〉 = δkj . (A.11)
The coweight lattice
P∨ =
l∑
j=1
mj̟
∨
j , mj ∈ Z , 〈̟∨j , αk〉 = δjk (A.12)
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is dual to the root lattice Q.
The half-sum of positive roots ρ = 12
∑
α∈R+ α is equal to sum of fundamental weights
ρ = 12
∑n
j=1̟j . We define the dual vector in V
ρ∨ =
1
2
∑
α∈R∨+
α∨ =
n∑
j=1
̟∨j . (A.13)
Then from (A.2) and (A.3) the level of α is equal
fα = 〈ρ∨, α〉 . (A.14)
Affine Weyl group.
The affine Weyl group Wa is a semidirect product Q
∨
⋊W of the Weyl group W and the
group Q∨. It acts on V ∗ as
x→ x− 〈α, x〉α∨ + kβ∨ , α∨, β∨ ∈ R∨ k ∈ Z . (A.15)
This transformation is an affine reflection and the hyperplanes {〈α, x〉 ∈ Z} are invariant with
respect to this action. Connected components of the set V \ {〈α, x〉 ∈ Z} are called the Weyl
alcoves. Their closure are fundamental domains of the Wa-action. Let us choose an alcove
belonging to C+ (A.8)
Calc = {x ∈ V | 〈α, x〉 > 0 , α ∈ Π , (α0, x) > −1 } . (A.16)
It has nodes
Calc = {0,̟∨1 /n1, . . . ,̟∨n/nj} . (A.17)
Here nj are the coefficients of expansion of the maximal root (A.6).
Consider a semidirect product
W ′a = P
∨
⋊W . (A.18)
In particular, the shift operator
x→ x+ γ , γ ∈ P∨ (A.19)
is an element from W ′a. It follows from this construction that the factor group
W ′a/Wa ∼ P∨/Q∨ ∼ Z(G¯) . (A.20)
Chevalley basis in g.
Let g be a simple Lie algebra over C of rank n and H is a Cartan subalgebra. Let H = V + iV ,
where V is the vector space defined above with the root system R. The algebra g has the root
decomposition
g = H+ L , L =
∑
β∈R
Rβ , dimC Rβ = 1 . (A.21)
The Chevalley basis in g is generated by
{Eβj ∈ Rβj , βj ∈ R , Hαk ∈ H , αk ∈ Π} , (A.22)
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where Hαk are defined by the commutation relations
[Eαk , E−αk ] = Hαk , [Hαk , E±αj ] = akjE±αk , αk , αj ∈ Π .
[Hαj , Eαk ] = akjEαk , [Eα, , Eβ ] = Cα,βEα+β , (A.23)
where Cα,β are structure constants of g.
If ( , ) is a scalar product in H then Hα can be identified with coroots as
Hα = α
∨ =
2α
(α,α)
.
Therefore,
(Hα,Hβ) =
4(α, β)
(α,α)(β, β)
=
2
(α,α)
aα,β . (A.24)
The Killing form in the subspace L is expressed in terms of (α,α)
(Eα, Eβ) = δα,−β
2
(α,α)
. (A.25)
The structure constants Cα,β possess the obvious properties. Then
Cα,β = −Cβ,α
Cλα,β = Cα,λ−1β , λ ∈W ,
Cα+β,−α =
|β|2
|α+β|2 C−α,−β
(A.26)
The first property is obvious from definition (A.23), the second one reflects the fact that λ is
automorphism of the algebra and the third is the consequence of the invariance of the Killing
form. Indeed, using the Killing form, we can define the structure constants as the product:
Cα,β =
|α+ β|2
2
(
E−α,−β, [Eα, Eβ]
)
.
From invariance of the Killing form we get:
Cα+β,−α =
|β|2
2
(
E−β, [Eα+β , E−α]
)
=
|β|2
2
(
Eα+β , [E−α, E−β]
)
=
|β|2
|α+ β|2 C−α,−β
Consider the ring of invariant polynomials on g It has n = rankg generators, which we can
take to be homogeneous of degrees d1 , . . . , dr = h. Let B be a Borel subgroup of G. It is
generated by Cartan subgroup of G and by negative root subspaces exp (
∑
α∈R− Eα). The coset
space Fl = G/B is called the flag variety. It has dimension (see (A.5))
dim Fl =
l∑
j=1
(dj − 1) . (A.27)
The coadjoint orbits
O = {Ad∗gS0 | g ∈ G , S0 is afixed element of g∗} . (A.28)
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is a generalization of a cotangent bundle to the flag varieties, 12 and for generic orbits
dim O = 2
l∑
j=1
(dj − 1) . (A.29)
Consider a Cartan subgroup H ⊂ G. Let N (H) be a normalizer of H. Then
W (R) ∼ N (H)/H . (A.30)
Centers of simple groups.
Let G¯ be an universal covering of G. The group G¯ is simply-connected and in all cases apart
G2, F4 and E8 has a non-trivial center Z(G¯).
G¯ Lie (G¯) Z(G¯)
SL(n,C) An−1 µn
Spin2n+1(C) Bn µ2
Spn(C) Cn µ2
Spin4n(C) D2n µ2 ⊕ µ2
Spin4n+2(C) D2n+1 µ4
E6(C) E6 µ3
E7(C) E7 µ2
Table 7
Centers of universal covering groups
(µN = Z/NZ)
The factor-group P∨/Q∨ is isomorphic to the center Z(G¯) of simply-connected group G¯. It
is a cyclic group except g = D4l. The order of Z(G¯) is defined in terms of the Cartan matrix
ord (Z(G¯)) = det (akj) . (A.31)
The adjoint group Gad is the factor group
Gad = G¯/Z(G¯) . (A.32)
In the cases An−1 (n is non-prime), and Dn the center Z(G¯) has non-trivial subgroups
Zl ∼ µl = Z/lZ. Then there exists the factor groups
Gl = G¯/Zl , Gp = Gl/Z(Gl) , (A.33)
where Z(Gl) is the center of Gl and Z(Gl) ∼ µp = Z(G¯)/Zl.
Consider in detail the group G¯ = Spin4n(C). It has a non-trivial center
Z(Spin4n) = (µL2 × µR2 ) , µ2 = Z/2Z , (A.34)
where three subgroups can be described in terms of their generators as
µL2 = {(1, 1) , (−1, 1)} , µR2 = {(1, 1) , (1,−1)} , µdiag2 = {(1, 1) , (−1,−1)} .
12It is a cotangent bundle if S0 is a Jordan element. If S0 is semisimple,then O is the torsor over F l.
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Therefore there are three intermediate subgroups between G¯ = Spin4n(C) and G
ad
Spin4n
ւ ↓ ց
SpinR4n = Spin4n/Γ
L SO(4n) = Spin4n/Γ
diag SpinL4n = Spin4n/Γ
R
ց ↓ ւ
Gad = Spin4n/(µ
L
2 × µR2 )
(A.35)
Characters and cocharacters.
Let H be a Cartan subgroup H ⊂ G. Define the group of characters 13
Γ(G) = {χ : H → C∗} . (A.36)
This group can be identified with a lattice group in H∗ as follows. Let x = (x1, z2, . . . , xn) be
an element of H, and exp 2πix ∈ H. Define γ ∈ V ∗ such that χγ = exp 2πi〈γ,x〉 ∈ Γ(G). Then
Γ(G¯) = P , Γ(Gad) = Q , (A.37)
and Γ(Gad) ⊆ Γ(Gl) ⊆ Γ(G¯). The fundamental weights ̟k (k = 1, . . . , n) (simple roots αk)
form a basis in Γ(G¯) (Γ(Gad)). Let Z(G¯)) be a cyclic group and p is a divisor of ord (Z(G¯))
such that l = ord (Z(G¯))/p. Then the lattice Γ(Gl) is defined as
Γ(Gl) = Q+̟Z , p̟ ∈ Q . (A.38)
Define the dual groups of cocharacters t(G) = Γ∗(G) as holomorphic maps
t(G) = {C∗ →H} . (A.39)
In another way
t(G) = {x ∈ H |χ(e2πix) = 1} . (A.40)
A generic element of t(G) takes the form
zγ = exp 2πiγ ln z ∈ HG , γ ∈ Γ(G) , z ∈ C∗ . (A.41)
In particular, the groups t(G¯) and t(Gad) are identified with the coroot and the coweight lattices
t(G¯) = Q∨ , t(Gad) = P∨ , (A.42)
and t(G¯) ⊆ t(Gl) ⊆ t(Gad). It follows from (A.38) that
t(Gl) = Q
∨ +̟∨Z , l̟∨ ∈ Q∨ . (A.43)
The center Z(G) of G is isomorphic to the quotient
Z(G) ∼ P∨/t(G) , (A.44)
while π1(G) ∼ t(G)/Q∨. In particular,
Z(G¯) = P∨/t(G¯) ∼ P∨/Q∨ . (A.45)
Similarly, the fundamental group of Gad is π1(G
ad) ∼ t(Gad)/Q∨ ∼ P∨/Q∨.
The triple (R, t(G), Γ(G)) is called the root data. A Langlands dual to G group LG is defined
by the root data (R∨, t(LG), Γ(LG)), where
t(LG) ∼ Γ(G) , Γ(LG) ∼ t(G) . (A.46)
In particular, in the simply-laced cases LG¯ = Gad.
13 The holomorphic maps of H to C∗ such that χ(xy) = χ(x)χ(y) for x, y ∈ T .
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Root system G LG
An, N = n+ 1 = pl Gl = SL(N,C)/µl Gp = SL(N,C)/µp
Bn Spin(2n+ 1) Sp(n)/µ2
Cn Sp(n) SO(2n+ 1)
Dn, n = 2l + 1 Spin(4l + 2) SO(4l + 2)/µ2
SO(4l + 2) SO(4l + 2)
Dn, n = 2l Spin(4l) SO(4l)/µ2
SO(4l) SO(4l)
l = 2m SpinL(8m) SpinL(8m)
SpinR(8m) SpinR(8m)
l = 2m+ 1 SpinL(8m+ 2) SpinR(8m+ 2)
E6 E6 E6/µ3
E7 E7 E7/µ2
Table 8
Duality in simple groups.
9 Appendix B. Elliptic Functions, [41, 51]
The basic function is the theta-function.
ϑ(z|τ) = q 18
∑
n∈Z
(−1)neπi(n(n+1)τ+2nz) . (B.1)
It is a holomorphic function on C with simple poles at the lattice τZ + Z and the quasi-
periodicities
ϑ(z + 1) = −ϑ(z) , ϑ(z + τ) = −q− 12 e−2πizϑ(z) , (B.2)
Define the relation of the theta-functions
φ(u, z) =
ϑ(u+ z)ϑ′(0)
ϑ(u)ϑ(z)
. (B.3)
It follows from (B.1) and (B.2) that it is a meromorphic function of z ∈ C with simple poles at
the lattice τZ+ Z and
Resφ(u, z)|z∈(τZ+Z) = 1 , (B.4)
and the quasi-periodicities
φ(u, z + 1) = φ(u, z) , φ(u, z + τ) = e−2πiuφ(u, z) . (B.5)
Since φ(u, z) = φ(z, u)
φ(u+ 1, z) = φ(u, z) , φ(u+ τ, z) = e−2πizφ(u, z) . (B.6)
We also need two Fay identities for φ(z, w), the first one:
φ(u1, z1)φ(u2, z2)− φ(u1 + u2, z1)φ(u2, z2 − z1)− φ(u1 + u2, z2)φ(u1, z1 − z2) = 0 (B.7)
and its degenerate form:
φ(u1, z)φ(u2, z)− φ(u1 + u2, z)(E1(u1) + E1(u2))− ∂zφ(u1 + u2, z) = 0 , (B.8)
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where E1(z) is the first Eisenstein function
E1(z) = ∂z log ϑ(z) . (B.9)
The second Eisenstein function is
E2(z) = ∂
2
z log ϑ(z) = −∂zE1(z) . (B.10)
They are related to the Weierstrass functions as follows
ζ(z|τ) = E1(z|τ) + 2η1(τ)z , (B.11)
and
℘(z|τ) = E2(z)− 2η1(τ) . (B.12)
Here
η1(τ) =
24
2πi
η′(τ)
η(τ)
, η(τ) = q
1
24
∏
n>0
(1− qn) ,
and η(τ) is the Dedekind function.
E1(z) is quasi-periodic
E1(z + 1|τ) = E1(z|τ) , E1(z + τ |τ) = E1(z|τ) − 2πi , (B.13)
and has simple poles at at the lattice τZ+ Z
Res ζ(z|τ)|z∈(τZ+Z) = 1 . (B.14)
E2(z) is double-periodic with second order poles at the lattice. It is related to φ(u, z) as
φ(u, z)φ(−u, z) = E2(z)− E2(u) . (B.15)
E2(z) and its derivatives ∂
k
zE2(z) form a basis in a space of double periodic function on Στ =
C/(τZ+ Z).
The most important object for construction of Lax operators and r-matrices is the function
defined as follows:
ϕkα(z) = e
2 π i<κ,α>zφ
(
< u+ κ τ , α > +
k
N
, z
)
.
Here u and κ are vectors defined in Proposition 3.1, α is a root of the corresponding Lie algebra.
Note, that to safe space we omit the u-dependence of the function in its definition.
An important property of function ϕkα(z) is its λ-invariance, more precisely, this function
satisfies:
ϕkλα(z) = ϕ
k
α(z) ϕ
k
α+λβ(z) = ϕ
k
α+β(z) . (B.16)
Indeed:
ϕkλα(z) = e
2π i<κ,λα>zφ
(
< u+ κ τ , λα > +
k
N
, z
)
=
e2π i<λ
−1κ,α>zφ
(
< λ−1(u+ κ τ) , α > +
k
N
, z
)
=
= e2π i<κ+̟
∨,α> zφ
(
< u+ κτ +̟∨ τ , α > +
k
N
, z
)
,
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where we use the invariance of vector u: λu = u. By definition of the Cartan element κ, it
transforms under λ-action as λ−1κ = κ + ̟∨ where ̟∨ ∈ Q∨, therefore < κ,α >= n - is an
integer number and we have:
e2π i (<κ,α>+n) zφ
(
< u+̟∨ τ , α > +nτ +
k
N
, z
)
=
= e2π i<κ,α>zφ
(
< u+̟∨ τ , α > +
k
N
, z
)
= ϕkα(z) .
Here, in the last step we have used φ(w + τ, z) = exp(−2πiz)φ(w, z). The proof of the second
identity in (B.16) is equivalent.
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