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I. Mapeo de densidad II. Muestreo III. Modelamiento
With the development of graphic computing methods and technologies
that allow capturing volumetric images an important development was made
to generate geometric models, among them Imeshmethod, which is an algo-
rithm that constructs simplicial meshes from non-preprocessed images in 2 and
3 dimensions. Imesh is divided into 3 stages: Construction (ImeshCm), of a
Delaunay mesh from an input image; Partitioning (ImeshPm), of the mesh in
a defined number of sub-meshes, using its geometric and topological informa-
tion; and Improvement (ImeshMm), of the elements that make up the sub-
meshes generated by introducing Delaunay mesh quality criteria. This work
studies and reformulates the stages of Construction (ImeshCm) and Improve-
ment (ImeshMm) of the Imesh method, and uses this analysis to propose a
new mesh construction method, named kMesh. This new idea uses a combina-
tion of distance map, skeletonization and adaptive Poisson disk sampling. This
way, our work proposes a parallel algorithm, to produce adaptive meshes from
images, in 2 and 3 dimensions, considering quality criteria in the generated
elements.
Keywords: Parallel Programming, Image Mesh Construction, Poisson Sampling.
Resumen
Con el desarrollo de me´todos de computacio´n gra´fica y tecnolog´ıas que
permiten captar ima´genes volume´tricas, se abrio´ paso a un desarrollo impor-
tante de me´todos para generar modelos geome´tricos, entre ellos, se encuentra
el me´todo Imesh, el cual es un algoritmo que construye mallas simpliciales a
partir de ima´genes no preprocesadas, en 2 y 3 dimensiones. Imesh esta´ dividi-
do en 3 etapas: Construccio´n (ImeshCm), de una malla de Delaunay a partir
de una imagen de entrada; Particionamiento (ImeshPm), de la malla en un
nu´mero definido de submallas, usando su informacio´n geome´trica y topolo´gi-
ca; y Mejoramiento (ImeshMm), de los elementos que componen las submallas
generadas introduciendo criterios de calidad de mallas Delaunay. Este trabajo
estudia y reformula las etapas de Construccio´n (ImeshCm) y Mejoramiento
(ImeshMm) del me´todo Imesh, y utiliza este ana´lisis para proponer un nue-
vo me´todo de construccio´n de mallas, denominado kMesh. Esta nueva idea
utiliza una combinacio´n de mapas de distancia, esqueletizacio´n y distribucio´n
adaptativa de puntos con discos de Poisson. De esta manera, nuestro traba-
jo propone un algoritmo paralelo, para producir mallas adaptativas a partir
de ima´genes, en 2 y 3 dimensiones, considerando criterios de calidad en los
elementos generados.
Palabras clave: Programacio´n Paralela, Construccio´n de malla, Muestreo de Poisson.
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Cap´ıtulo 1
Introduccio´n
La computacio´n gra´fica es una a´rea que estudia me´todos y te´cnicas para crear,
manipular y analizar escenarios reales o virtuales digitalmente. El objetivo de esta a´rea no
so´lo se enfoca en visualizar o generar ima´genes en computadora, sino tambie´n representar
y modelar problemas reales sobre distintos escenarios. Por esta razo´n, esta a´rea, se ve
envuelta en diversos campos tales como el tratamiento de ima´genes, robo´tica, aerona´utica,
geograf´ıa, medicina y entretenimiento (Bu-Qing y Ding-Yuan, 2014; Shirley et al., 2015).
Por otro lado, hay mucho esfuerzo en la comunidad cient´ıfica para desarrollar tecno-
log´ıas no invasivas como tomograf´ıas computarizadas (Jermyn et al., 2013), resonancias
magne´ticas (Menini et al., 2012), y microscop´ıas electro´nicas (Yuan et al., 2015), las cuales
permiten captar ima´genes volume´tricas de objetos reales, que muchas veces son de origen
biolo´gico (Tian et al., 2014). Con esta informacio´n volume´trica y el desarrollo de me´to-
dos de computacio´n gra´fica, se abrio´ paso a un desarrollo importante de me´todos para
generar modelos geome´tricos a partir de ima´genes, aplicados en simulaciones quiru´rgicas
(Mostaghimi et al., 2014), simulaciones nume´ricas de feno´menos f´ısicos o biolo´gicos (Lu
et al., 2014), y en el ana´lisis virtual no invasivo de estructuras internas (Silva Vieira et al.,
2015).
Por lo anterior, surgio´ una gran variedad de me´todos enfocados en la generacio´n de
mallas a partir de ima´genes en 2 y 3 dimensiones. La mayor´ıa de estos me´todos, necesi-
tan de un paso previo de preprocesamiento (Sonka et al., 2014), para eliminar el ruido
proveniente de la imagen, o para segmentar los objetos que se encuentran en la imagen.
Por otro lado, dentro de toda esta variedad de me´todos, surgio´ un algoritmo denominado
Imesh(Cuadros-Vargas et al., 2009), que construye mallas simpliciales a partir de ima´-
genes no preprocesadas, en 2 y 3 dimensiones. Este me´todo divide su procedimiento en
3 etapas principales (ver Figura 1.1): Construccio´n de la malla (ImeshCm), produce
una malla de Delaunay a partir de una imagen de entrada an˜adiendo patrones de color
a cada elemento generado; Particionamiento de la malla (ImeshPm), usa informacio´n
geome´trica y topolo´gica de la malla para dividirla en un nu´mero definido de submallas; y
Mejoramiento de calidad de la malla (ImeshMm), mejora los elementos de las submallas
generadas en el interior de la imagen, agregando criterios de calidad de mallas Delaunay
(Shewchuk, 2002; Belytschko, 2008).
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CAPI´TULO 1. Introduccio´n
Figura 1.1: (Cuadros-Vargas et al., 2009). Etapas del me´todo Imesh a partir de una
imagen en 2 y 3 dimensiones: Construccio´n (ImeshCm), genera una triangulacio´n de De-
launay; Particionamiento (ImeshPm), subdivide en submallas considerando informacio´n
geome´trica y topolo´gica; y Mejoramiento (ImeshPm), mejora los criterios de calidad de
las submallas generadas en el interior de la imagen.
Este trabajo se enfoca en analizar la etapa ImeshCm para proponer un nuevo me´todo
de construccio´n de mallas a partir de ima´genes, denominado kMesh.
Durante el ana´lisis realizado sobre el me´todo Imesh, surgieron algunas observacio-
nes, descritas a continuacio´n. Primero, la etapa ImeshCm, se basa en un procedimiento
secuencial para construir la malla, en 2 y 3 dimensiones, por lo que es bastante dependien-
te, en cuanto a tiempo de ejecucio´n, de las dimensiones de la imagen de entrada. Segundo,
ImeshCm, es un proceso que inserta puntos minimizando una funcio´n de aproximacio´n de
la malla hacia los bordes de la imagen. Sin embargo, esta aproximacio´n no considera la
curvatura de estos bordes, por esta razo´n, puede haber regiones con mucha curvatura y
pocos puntos, o regiones con poca curvatura con ma´s puntos de los necesarios. Por u´ltimo,
la etapa ImeshMm, en 2 dimensiones, garantiza la calidad de una malla Delaunay. En 3
dimensiones, este me´todo no garantiza una malla con criterios de calidad de Delaunay.
Considerando los aspectos mencionados anteriormente sobre el me´todo Imesh, nues-
tro algoritmo propuesto, kMesh, tiene las siguientes caracter´ısticas:
1. Es un algoritmo paralelo de construccio´n de mallas, extensible de 2 a 3 dimensiones.
2. Distribuye puntos sobre las caracter´ısticas de la imagen considerando criterios de
curvatura y proximidad entre objetos, con el objetivo de producir una malla adap-
tativa.
3. Produce una nube de puntos ajustados a las caracter´ısticas de la imagen de tal
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manera que al generar una triangulacio´n de Delaunay con esta nube, esta malla
contenga criterios de calidad.
El resto de esta investigacio´n esta´ organizada de la siguiente manera. En el Cap´ı-
tulo 2 se presentan los me´todos ma´s relacionados a este trabajo, considerando que sean
extensibles de 2 a 3 dimensiones y puedan ser implementados de forma paralela. Para
obtener informacio´n acerca de la forma de un objeto, se estudian los mapas de distancia
y los me´todos de esqueletizacio´n. Para distribuir puntos de forma adaptativa sobre una
imagen, se investigan los algoritmos de muestreo de discos de Poisson. En el Cap´ıtulo 3
se definen los algoritmos utilizados en nuestra propuesta. En el Cap´ıtulo 4 se describe
la propuesta de este trabajo a partir de una imagen en 2 dimensiones. En el Cap´ıtulo
5 se muestran 3 grupos de experimentos: el primer grupo, muestra las mallas generadas
en 2 y 3 dimensiones con distintos tipos de ima´genes; el segundo grupo de experimentos,
analizan los para´metros requeridos por nuestro me´todo y el tercer grupo de experimen-
tos, analizan los tiempos de ejecucio´n de los me´todos propuestos en forma secuencial y
paralela. Finalmente, el Cap´ıtulo 6, discute y expone las conclusiones de este trabajo, as´ı
como los trabajos futuros a partir de nuestra investigacio´n.
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Trabajos Relacionados
En este Cap´ıtulo, se realiza un resumen de los me´todos que existen para construir
mallas, las cuales pueden ser utilizadas para representar ima´genes o simular feno´menos
f´ısicos y biolo´gicos. De igual manera, como se ha explicado en el Cap´ıtulo 1, a diferencia
de otros me´todos de construccio´n de mallas, nuestro trabajo pretende utilizar la forma del
objeto como parte del proceso de construccio´n de mallas. Para cumplir con este propo´sito,
en este Cap´ıtulo presentamos un estudio de los me´todos de esqueletizacio´n a partir de
ima´genes. Por otro lado, a diferencia de los me´todos tradicionales de construccio´n de
mallas, pretendemos insertar puntos sobre la imagen de manera regular y adaptativa de
tal forma que puedan ser utilizados como generadores en una representacio´n geome´trica,
como la triangulacio´n de Delaunay. Para realizar esta distribucio´n de puntos sobre la
imagen estudiamos los me´todos de muestreo de Poisson.
El resto de este Cap´ıtulo esta´ organizado en 4 partes. En primer lugar, en la Seccio´n
2.1 se presentan trabajos de la literatura para generar mallas. Despue´s, en la Seccio´n
2.2, se muestran los me´todos para obtener la transformada de distancia a partir de una
imagen. Luego, en la Seccio´n 2.3 se examinan los trabajos para encontrar el esqueleto de
una imagen. Al final de este Cap´ıtulo, la Seccio´n 2.4 explica las te´cnicas para distribuir
puntos, a trave´s de discos de Poisson.
2.1. Generacio´n de mallas
El problema de generacio´n de mallas consiste en dividir un espacio en piezas simples
llamadas elementos. De acuerdo a la forma de estos elementos, algunos trabajos pue-
des construir mallas triangulares (Qi et al., 2013), tetraedrales (Si, 2015), cuadrilaterales
(Bommes et al., 2013), y hexaedrales (Kremer et al., 2014). Adema´s, las mallas deben
cumplir ciertas propiedades como: ajustarse a la forma del objeto, tener elementos que
no sean muy grandes ni muy numerosos y deben estar compuestas por buenos elementos,
donde un buen elemento es considerado aquel que es equila´tero y equiangular, mientras
que un mal elemento es aquel que es delgado y largo, parecido a la forma de una aguja.
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De acuerdo a la estructura y organizacio´n de los elementos, existen mallas no es-
tructuradas y estructuradas. Los trabajos propuestos por De Santis et al. (2010) y Ma
et al. (2006) construyen mallas estructuradas, las cuales presentan ve´rtices que pueden ser
enumerados, de tal forma que se puede determinar que´ ve´rtices comparten un elemento a
trave´s de operaciones aritme´ticas. Por otro lado, algunos trabajos como los propuestos por
Ibanez et al. (2016) y Smolarkiewicz et al. (2013) construyen mallas no estructuradas, las
cuales almacenan expl´ıcitamente cada ve´rtice junto con sus elementos y ve´rtices vecinos.
En este trabajo, pretendemos proponer un algoritmo de construccio´n de mallas no
estructuradas. Para generar este tipo de modelos, los trabajos propuestos por Scho¨berl
(1997), Staten et al. (2010) y Lo¨hner (2013) utilizan el me´todo de avance frontal (Lo,
2013), el cual construye un elemento a la vez, comenzando por la frontera del dominio
y avanzando hacia el interior y al exterior de la imagen. Los trabajos propuestos por
Shephard y Georges (1991) y Ito et al. (2009) utilizan me´todos basados en grids (Camata
y Coutinho, 2013), los cuales generalmente utilizan las estructuras quadtree y octree,
dependiendo de la dimensio´n, para subdividir el espacio e insertar ve´rtices en la malla.
Finalmente, los trabajos propuestos por Cuadros-Vargas et al. (2009), Si (2015) y Jamin
et al. (2015) utilizan un enfoque basado en la triangulacio´n de Delaunay (Frey y George,
2013).
Los me´todos que construyen mallas a partir de una triangulacio´n de Delaunay, a
diferencia de los otros enfoques, pueden asegurar buenos elementos que cumplan con
ciertas propiedades matema´ticas usando un proceso de refinamiento. Por ejemplo, en 2
dimensiones, un refinamiento con propiedades de Delaunay, asegura que el mı´nimo a´ngulo
en un elemento triangular es de 37 grados.
Entre los me´todos basados en una triangulacio´n de Delaunay, el me´todo propuesto
por Cuadros-Vargas et al. (2009), denominado Imesh, propone un algoritmo de construc-
cio´n de mallas a partir de ima´genes no preprocesadas. Adema´s, a diferencia de los otros
me´todos en este grupo, el me´todo de Cuadros-Vargas et al. (2009) construye un conjunto
de submallas, donde cada submalla contiene una particio´n de la imagen original, la cual
es obtenida en base a diferentes criterios como color y distancia. En este trabajo preten-
demos conservar estas propiedades del me´todo Imesh. Sin embargo, durante el proceso
de construccio´n de la malla el me´todo Imesh considera so´lo la informacio´n del borde. A
diferencia de este me´todo, buscamos incluir informacio´n de la forma del objeto como parte
del proceso de construccio´n de la malla. Para lograr este objetivo, a continuacio´n en la
siguiente Seccio´n, presentamos un estudio de los me´todos que extraen informacio´n de la
distancia entre elementos a trave´s de la transformada de distancia.
2.2. Transformada de distancia
La transformada o mapa de distancia es una representacio´n ampliamente utilizada
en procesamiento de ima´genes (Xue et al., 2012), visio´n computacional (Al-Kofahi et al.,
2010) y reconocimiento de patrones (Tani et al., 2016). Esta representacio´n describe una
imagen binaria a trave´s de las distancias mı´nimas hacia una regio´n de intere´s. Estas dis-
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tancias en una imagen pueden ser calculadas, usando distintas me´tricas como la euclideana
(Mishchenko, 2015; Man et al., 2010), chamfer (Tran, 2013) o Manhattan (Bailey, 2012).
De acuerdo a la forma en co´mo las distancias se propagan a trave´s de la imagen, los
trabajos pueden ser clasificados en 2 grupos, descritos a continuacio´n:
2.2.1. Me´todos basados en frentes de onda. Uno de los primeros me´todos en este grupo
es el trabajo propuesto por Sethian (1996), denominado Fast Marching Method
(FMM), el cual propone un algoritmo secuencial de orden O(nlog(n)). Este me´todo y
algunas variaciones (Gomez et al., 2015), expanden en cada iteracio´n un subconjunto
de puntos denominado frente de propagacio´n, hasta cubrir toda la imagen, donde
cada punto procesado, aproxima la ecuacio´n Eikonal (Wong y Leung, 2016) para
estimar su distancia. Telea y Van Wijk (2002) proponen una versio´n modificada
de FMM denominada Augmented Fast Marching Method, en donde adema´s de las
distancias, cada elemento de la imagen, guarda el punto del frente de propagacio´n
inicial del cual se ha originado. La razo´n por la que FMM es de orden O(nlog(n)),
se debe a que mantiene una estructura heap, la cual se actualiza cada vez que un
elemento es procesado. Luego, basado en este modelo, el trabajo propuesto por
Yatziv et al. (2006) reemplaza la estructura heap por un arreglo de listas enlazadas,
consiguiendo un me´todo secuencial de orden O(n). Ma´s adelante, Jeong y Whitaker
(2008) propusieron una implementacio´n paralela de FMM denominada Fast Iterative
Method (FIM), usando threads de la Unidad de Procesamiento Central o Central
Processing Unit (CPU). En este me´todo, cada elemento que pertenece al actual
frente de propagacio´n, es procesado al mismo tiempo. En esta l´ınea, y basado en
el desarrollo de tarjetas gra´ficas, trabajos como Yang y Stern (2017), Yang y Stern
(2015) y Dang et al. (2013) proponen una implementacio´n paralela, utilizando la
Unidad de Procesamiento Gra´fico o Graphic Processing Unit (GPU), de los me´todos
FMM y FIM, respectivamente.
2.2.2. Me´todos basados en barridos. A diferencia de los me´todos basados en frentes de
onda, este grupo de me´todos, comienzan la propagacio´n por un lado de la imagen
hasta llegar al otro lado de la imagen, realizando varias pasadas en distintas direc-
ciones. En este grupo de me´todos, el trabajo propuesto por Meijster et al. (2002)
plantea un escaneo de una imagen en 2 dimensiones realizado en 2 fases, donde cada
fase procesa cada direccio´n de la imagen. Otro algoritmo, denominado Fast Swee-
ping Method (FSM), propuesto por Zhao (2004), procesa una imagen aproximando
la ecuacio´n de Godunov (Zhang et al., 2006) en cada punto, obteniendo un algorit-
mo de orden O(n). Ma´s adelante, tanto Zhao (2007) como Detrixhe et al. (2013)
formulan una implementacio´n paralela en CPU de FSM, donde cada direccio´n de la
imagen es tratada simulta´neamente. Por otro lado, Cao et al. (2010b) proponen una
implementacio´n paralela en GPU, la cual subdivide la imagen, en pequen˜os grupos,
los cuales son procesados con una propagacio´n por barridos y despue´s son combi-
nados en el resultado final. Un trabajo ma´s reciente propuesto por Hong y Jeong
(2016), procesa una imagen en 3 dimensiones, utilizando mu´ltiples GPU los cuales
procesan cada plano de la imagen al mismo tiempo.
Como se ha mencionado en esta Seccio´n, la transformada de distancia de una imagen
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binaria, es una representacio´n, en donde a cada elemento se le asigna su mı´nima distan-
cia hacia una regio´n de intere´s. Los me´todos basados en barridos generalmente son ma´s
ra´pidos que los me´todos basados en frentes de onda, debido, en parte, a que no deben
mantener una estructura, y tambie´n debido a que el escaneo de cada fila en cada direccio´n
de la imagen puede ser paralelizado. En contraste, los me´todos basados en frentes de onda,
aunque deben mantener una estructura heap, pueden definir un nu´mero de iteraciones,
sin tener la necesidad de procesar la imagen completa.
A continuacio´n, en la Seccio´n 2.3, se mostrara´n algunos trabajos que se encargan de
extraer el esqueleto de una imagen.
2.3. Esqueletizacio´n
La esqueletizacio´n es un proceso que genera una representacio´n mı´nima de algu´n
objeto en una imagen, considerando sus propiedades geome´tricas y topolo´gicas (Saha et al.,
2015). De acuerdo a su dimensio´n, existen 2 tipos de esqueleto: esqueleto superficial, el
cual esta´ conformado por la unio´n de estructuras en 1D y 2D y esqueleto curvo, compuesto
so´lo por estructuras 1D.
A lo largo de los an˜os, muchos me´todos han sido propuestos para obtener el esqueleto
de un objeto a partir de una imagen. Estos me´todos pueden ser agrupados en 4 categor´ıas
(Saha et al., 2016; Sobiecki et al., 2014; Saha et al., 2017), descritas a continuacio´n:
2.3.1. Me´todos basados en campos de distancia. Este grupo de me´todos modelan
el principio de evolucio´n de curvas, donde el esqueleto esta´ conformado por las
singularidades de una transformada de distancia, es decir, los puntos de colisio´n entre
2 frentes opuestos. Leymarie y Levine (1992) modelaron la evolucio´n de las curvas
utilizando active contours para una frontera en 2 dimensiones. El trabajo propuesto
por Kimmel et al. (1995), utiliza un modelo basado en level sets a partir de un mapa
de distancia para localizar los puntos que conforman el esqueleto en 2 dimensiones.
Otros trabajos utilizan el mapa de distancia para realizar un proceso de seleccio´n
e identificar puntos que potencialmente pueden formar parte del esqueleto. Ge y
Fitzpatrick (1996) realizan este proceso de seleccio´n detectando discos ma´ximos,
Pudney (1998) utiliza una operacio´n morfolo´gica de thinning, Bouix y Siddiqi (2000)
utilizan el ca´lculo de la divergencia y Bitter et al. (2001) emplean la gradiente. Ma´s
adelante, Siddiqi et al. (2002), Bouix et al. (2005) y Siddiqi y Pizer (2008), modelan
la evolucio´n de curvas a trave´s de la ecuacio´n Hamilton-Jacobi, donde el esqueleto
se ubica en las singularidades del flujo exterior del campo de vectores, generado por
la gradiente de la transformada de distancia. Esta ecuacio´n puede ser extendida a
3 dimensiones y puede ser calculada de forma paralela. Otro algoritmo que puede
ser implementado de forma paralela en base a un mapa de distancia euclidiano, es
el propuesto por Hesselink y Roerdink (2008), el cual permite obtener esqueletos a
partir de ima´genes en 2 y 3 dimensiones. Trabajos ma´s recientes como el propuesto
por Gao et al. (2018), obtienen el esqueleto a partir de una imagen binaria a trave´s
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de la ecuacio´n de calor, sin la necesidad de definir para´metros de entrada definidos
por el usuario.
2.3.2. Me´todos geome´tricos. En este grupo de me´todos se utilizan propiedades geome´-
tricas para formar un esqueleto. Los trabajos propuestos por Brandt y Algazi (1992)
y Ogniewicz y Ilg (1992), generan un diagrama de Voronoi (Edelsbrunner, 2014) a
partir de un conjunto de puntos sobre la frontera de una imagen en 2 dimensiones.
De esta forma, el esqueleto esta´ formado por las aristas internas del diagrama de
Voronoi generado. Schmitt (1989) demostro´ que mientras el nu´mero de puntos sea
mayor, este tipo de me´todos converge hacia un esqueleto continuo. Ma´s adelante,
los trabajos propuestos por Turkiyyah et al. (2000), Hisada et al. (2001) y Dey y
Zhao (2004) extendieron la extraccio´n del esqueleto a partir del diagrama de Vo-
ronoi para 3 dimensiones. Por otro lado, el trabajo de Amenta et al. (2001) utiliza
los centros de un conjunto de discos inscritos en el interior y exterior de la frontera
de una imagen para obtener el esqueleto en 2 dimensiones. Los trabajos propuestos
por Au et al. (2008) y Cao et al. (2010a), esta´n basados en un conjunto de puntos
en 3 dimensiones, que son usados para construir una malla, la cual se va contrayen-
do en cada iteracio´n hasta formar un esqueleto delgado. Otro me´todo que utiliza
una representacio´n de mallas poligonales para obtener el esqueleto es el propuesto
por Jalba et al. (2013), el cual desarrollo´ un me´todo paralelo en GPU para extraer
esqueletos curvos y superficiales en 3 dimensiones.
2.3.3. Me´todos basados en adelgazamiento. Este grupo de me´todos recurre a la ero-
sio´n de los elementos de la imagen que pueden ser eliminados sin alterar la topolog´ıa
del objeto. Para detectar los elementos que pueden ser eliminados, en cada itera-
cio´n se puede utilizar distintos kernels o subiteraciones. As´ı por ejemplo, Pala`gyi
y Kuba (1998) usan 6 subiterationes, mientras que Pala´gyi y Kuba (1999) utilizan
12 subiteraciones para adelgazar una imagen hasta obtener su esqueleto. La detec-
cio´n de estos elementos se puede realizar de manera local, por este motivo, Zhang
y Suen (1984), Lei Huang et al. (2003) y Kwon (2013), propusieron me´todos de
adelgazamiento de forma paralela. Sin embargo, para poder adelgazar una imagen,
se debe definir un conjunto de kernels que ayuden a identificar los elementos que
pueden ser eliminados. Especialmente en 3 dimensiones, se tiene una gran cantidad
de posibles combinaciones. Por esta razo´n, (Homann, 2007) plantea el uso de a´rboles
de decisio´n para cubrir las combinaciones posibles. Por otro lado, Kaur y Sharma
(2013) proponen un proceso de adelgazamiento que puede ser guiado utilizando la
gradiente de la imagen y los trabajos de Chang et al. (2013) y Chang et al. (2014)
se orientan a trave´s de la transformada de distancia. Trabajos ma´s recientes como el
propuesto por Jin y Kim (2017) utilizan 2 conjuntos de kernels, uno para erosionar
la imagen y otros para corregir los posibles elementos desconectados.
2.3.4. Me´todos basados en campos generales. Los me´todos en este grupo por lo
general convierten una imagen a una representacio´n de vectores, la cual se analiza
para obtener el esqueleto de la imagen. Los trabajos propuestos por Ahuja y Jen-
Hui Chuang (1997), Min-Chi Ko et al. (2000) y Cornea et al. (2005) representan
la imagen a trave´s de campos de potencial, donde cada elemento que conforma la
frontera de la imagen actu´a como una carga puntual positiva y el resto de elementos
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calculan la sumatoria de potencial hacia esas cargas. Esta representacio´n puede ser
generada de forma paralela en GPU como lo proponen Lu y Xuewen (2014). A
partir de la imagen como un campo de potencial, se identifican los puntos cr´ıticos y
se busca un camino entre ellos para conectarlos y obtener el esqueleto de la imagen
(Abdel-Hamid y Yee-Hong Yang, 1994). De forma similar, Hassouna y Farag (2009)
representa una imagen a trave´s del flujo de vector de gradiente o GVF para obtener
el esqueleto de una imagen en 3 dimensiones.
Como se ha mencionado en esta Seccio´n, existen diferentes me´todos que extraen el
esqueleto a partir de una imagen. Los me´todos geome´tricos, por lo general construyen un
diagrama de Voronoi usando un conjunto de puntos sobre la frontera de la imagen. Sin
embargo, al tratarse de un enfoque geome´trico, aumentan su complejidad al tratar ima´ge-
nes en 3 dimensiones. Los me´todos basados en adelgazamiento, pueden ser implementados
de forma paralela pero au´n as´ı, esta´n basados en un conjunto de iteraciones. Por otro lado,
tanto los me´todos basados en campos de distancia como los me´todos basados en campos
generales, convierten la imagen en una representacio´n que pueda ser analizada para ob-
tener el esqueleto de la imagen. En ambos casos, la representacio´n puede ser generada de
forma paralela, pero, el ana´lisis en los me´todos basados en campos generales se realiza de
forma iterativa. En el caso de los me´todos basados en campos de distancia, el esqueleto
puede ser extra´ıdo de forma paralela analizando, por ejemplo, el flujo exterior a partir de
la gradiente de un mapa de distancia generado por la frontera de una imagen.
A continuacio´n, en la Seccio´n 2.4, se mostrara´ algunos algoritmos que generan mues-
tras de manera uniforme y adaptativa utilizando discos de Poisson.
2.4. Muestreo de discos de Poisson
Una de las aplicaciones ma´s importantes de la distribucio´n de puntos en computacio´n
gra´fica es el muestreo. Como se menciona en el trabajo propuesto por Yan et al. (2015), las
distribuciones de puntos pueden ser clasificadas observando el espectro generado a trave´s
de Fourier. Diferentes espectros esta´n asociados a distintos colores. Por ejemplo, el ruido
blanco, presenta un espectro plano y es generalmente usado en la generacio´n de nu´meros
aleatorios; y el ruido azul (Chen et al., 2012; Li et al., 2010) que presenta distribuciones
de poca energ´ıa con baja frecuencia, genera muestras uniformes aleatorias.
Esta investigacio´n se enfoca en los trabajos que generan distribuciones de puntos
con propiedades de ruido azul, a trave´s de discos de Poisson. Esta distribucio´n de puntos
puede ser realizada de 2 formas, de manera uniforme, donde las muestras se separan como
mı´nimo por una distancia constante o de manera adaptativa, en base a una funcio´n que
define la distancia entre muestras. Los trabajos para generar estas distribuciones pueden
ser dividos en 2 grupos, descritos a continuacio´n:
2.4.1. Muestreo de discos de Poisson. Entre los primeros algoritmos con la capacidad
de producir muestras adaptativas se encuentra el propuesto por Cook (1986), de-
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nominado Dart Throwing. En cada iteracio´n este algoritmo evalu´a la vecindad de
un nuevo punto aleatorio, para asegurarse que no haya ningu´n conflicto con algu-
na muestra aceptada. Durante este proceso iterativo es dif´ıcil precisar el nu´mero
de iteraciones, as´ı como, el nu´mero total de muestras. Por esta razo´n, los trabajos
de McCool y Fiume (1992) y Yuksel (2015) proponen me´todos basados en obtener
un determinado nu´mero de muestras. Adema´s, para mejorar el ana´lisis de vecinos,
Bridson (2007), Dunbar y Humphreys (2006) y White et al. (2007) aprovechan es-
tructuras de datos espaciales como grids y heaps para organizar la bu´squeda de
vecinos. Ma´s adelante, Wei (2008) abrio´ el camino proponiendo un me´todo adapta-
tivo y paralelo en GPU. Este me´todo, genera una estructura grid sobre la imagen y
genera muestras en cada cuadrante, evitando de esta forma algu´n conflicto entre las
muestras. Otro me´todo paralelo en GPU que utiliza una estructura grid, es el pro-
puesto por Bowers et al. (2010), donde la estructura grid se agrupa en phase groups
y los cuadrantes que pertenecen a un mismo phase group se procesan al mismo tiem-
po. Por otro lado, el trabajo de Ying et al. (2013), asigna una prioridad u´nica para
cada posible muestra, la cual se utiliza para resolver conflictos. Este me´todo utiliza
una nube de puntos y puede ser implementado de forma paralela en CPU y GPU.
2.4.2. Muestreo de discos de Poisson maximal. Aunque el muestreo de discos de
Poisson genera muestras aleatorias uniformes y adaptativas, este no garantiza una
distribucio´n maximal, donde cada espacio posible es ocupado por alguna muestra.
Jones (2006) presenta el primer me´todo para generar una distribucio´n maximal,
utilizando el diagrama de Voronoi para identificar las regiones que no han sido
ocupadas por alguna muestra. De forma similar, el trabajo de Gamito y Maddock
(2009) recurre a una estructura grid para encontrar las regiones vac´ıas. Ebeida et al.
(2011) por su parte, proponen un algoritmo de dos fases que puede ser implementado
de forma paralela en GPU, estas fases esta´n basadas en el me´todo Dart Throwing y
en el particionamiento del espacio. Ma´s adelante, el trabajo de Ebeida et al. (2012)
usa una estructura quadtree, la cual requiere menos memoria para detectar y cubrir
las regiones vac´ıas. Los trabajos que han sido mencionados anteriormente generan
distribuciones maximales uniformes, pero el trabajo de Yan y Wonka (2013) formula
un me´todo para generar distribuciones maximales y adaptativas de acuerdo a una
funcio´n definida por el usuario. Por otro lado, Ying et al. (2014) propone un trabajo
que recibe una distribucio´n de puntos aleatoria y la transforma en una distribucio´n
maximal.
En esta Seccio´n se han mencionado los me´todos para generar muestras utilizando
discos de Poisson. Las distribuciones maximales utilizan por lo general alguna estructu-
ra de datos adicional que permita buscar e identificar las regiones que no esta´n siendo
cubiertas por alguna muestra. Durante la investigacio´n de este trabajo no se ha encon-
trado algu´n me´todo que proponga generar distribuciones maximales, de forma adaptativa
y paralela en GPU. Por otro lado, las distribuciones no maximales, por lo general divi-
den el espacio para poder generar muestras de forma independiente en cada cuadrante y
proponer me´todos de forma paralela.
En este Cap´ıtulo se ha elaborado un estudio de los diversos me´todos para generar un
mapa de distancia y un esqueleto a partir de una imagen, as´ı como, para obtener muestras
Programa de Maestr´ıa en Ciencia de la Computacio´n - UCSP 11
2.4. Muestreo de discos de Poisson
usando discos de Poisson. Tomando en cuenta estos temas, ma´s adelante, en el Cap´ıtulo
3 se detalla la implementacio´n de los algoritmos que forman parte de la propuesta de este
trabajo, descrita en el Cap´ıtulo 4.
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En el Cap´ıtulo anterior se han mencionado algunos me´todos para encontrar la trans-
formada de distancia y el esqueleto de una imagen, as´ı como los me´todos para distribuir
puntos utilizando discos de Poisson. Este Cap´ıtulo se enfoca en describir los me´todos uti-
lizados en nuestra propuesta. En primer lugar, en la Seccio´n 3.1, se describe el trabajo de
Cuadros-Vargas et al. (2009), para construir mallas a partir de ima´genes, ya que nuestra
propuesta en el Cap´ıtulo 4, reformula este trabajo. Ma´s adelante, en la Seccio´n 3.2, se
presenta el algoritmo propuesto por Bouix et al. (2005) para extraer un esqueleto de una
imagen a partir de un mapa de distancias. Despue´s, en la Seccio´n 3.3, se detalla el trabajo
de Ying et al. (2013) para distribuir un conjunto de puntos usando discos de Poisson.
3.1. Algoritmo Imesh
El algoritmo Imesh propuesto por (Cuadros-Vargas et al., 2009), es un me´todo que
construye mallas simpliciales a partir de ima´genes no preprocesadas en 2 y 3 dimensiones.
Este algoritmo es utilizado como punto de partida para proponer un nuevo me´todo, el
cual esta´ detallado en el Cap´ıtulo 4. Como se ha mencionado en el Cap´ıtulo 1, el me´todo
Imesh esta´ dividido en 3 etapas: Construccio´n (ImeshCm), Particionamiento (ImeshPm)
y Mejoramiento (ImeshMm). Para las intenciones de este trabajo, analizaremos la etapa
ImeshCm.
En la descripcio´n de ImeshCm, se utilizara´ el te´rmino d para referirnos a elementos
en 2 y 3 dimensiones, de la siguiente manera. La palabra celulad sera´ utilizada para indicar
tria´ngulo o tetraedro. La palabra faced se usara´ para referir a la arista de interseccio´n
entre 2 tria´ngulos o al tria´ngulo de interseccio´n entre 2 tetraedros. El te´rmino aread sera´
utilizado para expresar a´rea de un tria´ngulo, o volumen de un tetraedro, y la expresio´n
pixeld, se usa para referir a los componentes de la imagen, pixel o voxel.
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3.1.1. Construccio´n de la malla (ImeshCm)
Una imagen, representada por el s´ımbolo IMG, es considerada como una funcio´n
definida en un dominio D ⊂ Nd de la forma D = [0, ..., N1] x ... x [0, ..., Nd], d ∈ {2, 3},
donde N es el conjunto de los nu´meros naturales. La funcio´n IMG asigna a cada elemento
del dominio D un nu´mero real positivo, IMG: D → R+. Cada par (u,IMG(u)) ∈ D x
R+ es denominado pixel o voxel, dependiendo si D ⊂ N2 o D ⊂ N3, respectivamente.
Dada una imagen IMG : D → R+, la etapa de construccio´n de la malla busca
seleccionar un conjunto de puntos C ⊂ D tal que las celulasd contenidas en la triangu-
lacio´n de Delaunay (DT ) de C capturen, de alguna forma, caracter´ısticas de la imagen.
Por ejemplo, se puede buscar que las celulasd en DT este´n contenidas en las regiones de
D donde IMGno var´ıa bruscamente.
Sea IMG : D → R+ una imagen y DT la triangulacio´n de Delaunay generada a
partir de un conjunto de puntos C0 en la frontera de D, o sea, cada punto en C0 es de la
forma u = (u1, ..., ud), d ∈ {2, 3}, donde por lo menos una de las coordenadas uj es igual
a cero o igual a Nj, para algu´n j = 1, ..., d.
Considerando T como conjunto de celulasd en DT y E : T → R+ una funcio´n que
asocia, a cada celulad σ ∈ T , una medida de error. El objetivo es que la funcio´n E mida,
si dada una celulad σ se ajusta a una determinada propiedad, posibilitando decidir si σ
debe o no permanecer a la triangulacio´n.
Algunas te´cnicas de modelamiento de ima´genes, en general, definen la funcio´n E
como una medida de error de interpolacio´n. La mayor´ıa de estos me´todos evalu´an la
funcio´n E recorriendo, para cada celulad σ, los elementos de la imagen contenidos en el
interior de σ. Cuando E sen˜ala a σ como una celulad no apropiada, la triangulacio´n es
actualizada para eliminar σ. Tal actualizacio´n es, generalmente, llevada a cabo por medio
de la insercio´n de nuevos ve´rtices. Aunque esta estrategia es muy utilizada, presenta dos
inconvenientes principales. El primer problema, es que la iteracio´n por el interior de las
celulasd puede exigir un gran esfuerzo computacional, porque para cada actualizacio´n de
la triangulacio´n, todas las nuevas celulasd generadas deben volverse a visitar con el fin de
evaluar E. El segundo problema, es que la insercio´n de nuevos ve´rtices puede provocar una
acumulacio´n de puntos, en regiones particulares del dominio, introduciendo un nu´mero
excesivo de elementos en la triangulacio´n.
Con el objetivo de evitar los problemas mencionados anteriormente, Imesh define
una funcio´n de error E, basada en el recorrido por las medianas de las celulasd. Adema´s,
E considera la posicio´n de los ve´rtices existentes en la triangulacio´n, procurando evitar
la acumulacio´n de puntos. De esa forma, la funcio´n de error propuesta reduce el esfuerzo
computacional, produciendo triangulaciones con buenas propiedades.
Espec´ıficamente, sean h0,...,hd las d+ 1 medianas de una celulasd. Considerando el
conjunto de puntos Uhj = {u ∈ hj | E (u) ≥ cE}, donde E es una medida de error puntual
en u y cE es un escalar positivo. El conjunto U
hj contiene los puntos sobre la mediana hj
cuyo error puntual E es mayor que un valor deseado, definido por cE.
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Imesh denota con el s´ımbolo dDT (u) al cuadrado de la distancia de u al ve´rtice ma´s
pro´ximo en DT , es decir, dDT (u) = min{d2e(u, vs)}, donde de(·, ·) es la distancia euclidiana
y vs un ve´rtice de DT , sea uhj el punto de U
hj donde dDT es ma´ximo. A partir de las
definiciones anteriores, Imesh define la funcio´n de error E segu´n la Ecuacio´n 3.1.
E(σ) =
{
max{E (uhj)} si Uhj 6= ∅ para algu´n j = 0, ..., d
0 caso contrario
(3.1)
De esta forma, la funcio´n E, considera entre los puntos cuyo error puntual esta´
encima de un umbral, el ma´s lejano, en cada mediana, de los ve´rtices de la triangulacio´n.
Entre los ma´s lejanos, E asume el valor del mayor error puntual. As´ı, el punto uhj escogido,
es decir, el punto tal que E(σ) = E (uhj), es insertado en la triangulacio´n.
Las dos operaciones principales de la funcio´n de error E son el ca´lculo del error
puntual E y el ca´lculo del punto ma´s distante, las cuales se detallan a continuacio´n.
3.1.1.1. Ca´lculo del error puntual
Existen varias posibilidades para la definicio´n de la funcio´n de error puntual, dado
que diferentes definiciones de E originan diferentes conjuntos de puntos y por lo tanto, di-
ferentes triangulaciones. Imesh presenta 2 definiciones distintas para la funcio´n E , siendo
cada una de ellas ma´s apropiada para un determinado tipo de aplicacio´n.
E como error de interpolacio´n lineal. Una forma inmediata de definir la funcio´n
de error puntual es considerar el error de interpolacio´n linear. Formalmente, se
considera σ = [v0, ..., vd] una celulad y αi, i = 0, ..., d las coordenadas barice´ntricas
de un punto u ∈ hj, siendo hj una de las medianas de σ. Sea u˜ = α0IMG(v0) +
... + αdIMG(vd) la interpolacio´n en u de los valores de IMG en los ve´rtices de σ.
Por lo tanto, se puede definir la Ecuacio´n 3.2.
EI(u) = |u˜− IMG(u)| (3.2)
Utilizando a EIMG(u) como el error puntual, la funcio´n de error E busca localizar
celulasd en regiones donde la aproximacio´n lineal por partes de IMG no es buena,
considerando la densidad de ve´rtices.
E como medida de homogeneidad. Cuando el objetivo es crear mallas apropia-
das para distinguir objetos en ellas, o sea, para ser segmentadas, se debe intentar
garantizar que las celulasd de la triangulacio´n este´n contenidas en regiones homoge´-
neas de la imagen. Es decir, una misma celulad no debe atravesar objetos distintos
de la imagen. Pero EIMG(u) no asegura tal propiedad. Para cumplir esta propiedad,
Imesh define una funcio´n de error puntual que busca nuevos ve´rtices en la frontera
del objeto en la imagen. Esta funcio´n puede ser declarada de la siguiente manera:
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Sea A(u) = min{αi}, i = 0, ..., d, una funcio´n que asocia a cada punto u, de las
medianas de una celulad σ, el aread de su menor coordenada barice´ntrica. Consi-
derando H(u) una funcio´n binaria capaz de determinar si un punto u corresponde,
o no, a una coordenada del borde en la imagen IMG. El me´todo Imesh define la
funcio´n H(u) de 2 formas distintas:
• Como un filtro que detecta altas frecuencias en una imagen. Sea G(u)
un extractor de borde, como: Sobel, Prewitt, Roberts, o Canny; y cg un umbral




0 si G(u) < Cg
1 si G(u) ≥ Cg
(3.3)
• Como una funcio´n que define fronteras basadas en un conjunto de
isovalores. Sea ψ = {v0, v1, ..., vn}, un conjunto de isovalores que definen el
borde de regiones contenidas en la imagen IMG y Uant, el punto anterior al




1 si IMG(u) ∈ ψ
1 si ∃vi ∈ ψ, vi ∈]IMG(u), IMG(Uant)[
0 caso contrario
(3.4)
A partir de las definiciones anteriores, Imesh establece las medidas de homogeneidad
Eg(u) y Ev(u), basadas en los conceptos de altas frecuencias y conjunto de isovalores
segu´n la Ecuacio´n 3.5 y la Ecuacio´n 3.6, respectivamente.
Eg(u) = A(u)Hg(u) (3.5)
Ev(u) = A(u)Hv(u) (3.6)
Las funciones Eg y Ev calculan, para cada punto del borde en las medianas, el
valor de la aread asociada a su menor coordenada barice´ntrica. Siendo u ∈ hj un
punto supuestamente en el borde de objetos de la imagen, las funciones Eg y Ev,
proporcionan una medida de cua´nto la celulad σ invade un objeto de la imagen, o
sea, valores pequen˜os de Eg o Ev significan que hj intercepta el borde de un objeto
de la imagen pro´ximo a una faced de la celulad. Esto se puede observar en la Figura
3.1.
Consecuentemente, cuando Eg y Ev son utilizadas, la funcio´n E, estara´ midiendo si
dada una celulad σ esta´, o no, bien “encajada” en una regio´n de la imagen. Por lo
tanto, valores pequen˜os de E indican celulasd bien posicionadas.
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Figura 3.1: (Cuadros-Vargas et al., 2009).
Medida de error puntual de homogeneidad.
En 2 dimensiones (primera fila), los c´ırcu-
los representan el conjunto Uhj de pun-
tos seleccionados en las medianas de una
celulad. El cuadrado representa el punto
escogido de este conjunto con el cual el
error de la celulad es calculado. Luego, la
idea es extendida directamente para 3 di-
mensiones (segunda fila).
3.1.1.2. Ca´lculo del punto ma´s distante de los ve´rtices de la triangulacio´n
El costo computacional involucrado en el ca´lculo de los puntos uhj puede imposibi-
litar el uso pra´ctico de Imesh. Por otro lado, la Proposicio´n 3.1.1 descrita abajo, asegura
que tales puntos pueden ser calculados de forma eficiente.
Proposicio´n 3.1.1 Si una mediana hj intercepta m ce´lulas del diagrama de Voronoi
entonces el punto uhj puede ser calculado como ma´ximo en 2m− 1 ca´lculos de distancia.
Prueba. Sean v y x los extremos de hj, donde v es un ve´rtice de la celulad σ (en la
triangulacio´n) y x es el centroide de la faced opuesta a v en σ. Suponiendo que hj esta´
parametrizada de v a x. Por hipo´tesis, la mediana hj intercepta m ce´lulas del diagrama
de Voronoi. De esta forma, los puntos en Uhj pueden ser divididos en subconjuntos U
hj
i ,
conteniendo cada uno de los puntos de Uhj que esta´n en una de las m ce´lulas del diagrama
de Voronoi. Como se ilustra en la Figura 3.2 (para el caso bidimensional), la funcio´n dDT
es cuadra´tica por partes en hj. De este modo, en cada subconjunto U
hj
i el ma´ximo de dDT
ocurre o en el punto ma´s a la izquierda o en el punto ma´s a la derecha de U
hj
i (considerando
la parametrizacio´n), o sea, so´lo 2 de los ca´lculos de distancia son suficientes para encontrar
el ma´ximo dDT en cada subconjunto. Un caso particular ocurre en el subconjunto U
hj
0 , el
cual contiene los puntos de la ce´lula de Voronoi asociada a v. Como dDT es igual a cero




Aunque la Proposicio´n 3.1.1 proporciona un mecanismo eficiente para calcular uhj ,
los ca´lculos de interseccio´n entre hj y las ce´lulas de Voronoi son inevitables, lo que pue-
de perjudicar la robustez del algoritmo. Una alternativa que presenta buenos resultados
pra´cticos es calcular uhj como el punto en U
hj ma´s cercano al circuncentro de σ. En las
pruebas que Imesh presenta, aproximadamente el 80 % de los puntos que maximizan dDT
son tambie´n los ma´s cercanos al circuncentro, es decir, ambos enfoques son equivalentes en
aproximadamente 80 % de los casos. La Figura 3.3 ilustra este hecho, la Figura 3.3a pre-
senta la imagen original; la Figura 3.3b y la Figura 3.3c, presentan una comparacio´n entre
dos mallas generadas con la estrategia de mayor distancia y utilizando el punto cercano
al circuncentro, respectivamente. En ambos casos se empleo´ una funcio´n de error puntual
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(a) Triangulacio´n de Delaunay
y diagrama de Voronoi.
(b) Mediana de un tria´ngu-
lo interceptando las ce´lulas de
Voronoi
(c) dDT es cuadra´tica por par-
tes en hj .
Figura 3.2: (Cuadros-Vargas et al., 2009). Comportamiento de la funcio´n dDT .
de homogeneidad. La Figura 3.3d, la Figura 3.3e y la Figura 3.3f, muestran resultados
obtenidos utilizando las medidas de error Ev, Eg y Ei, respectivamente.
(a) Imagen original. (b) Malla generada utilizan-
do el punto ma´s distante, 146
puntos.
(c) Malla generada utilizando
el punto ma´s pro´ximo al cir-
cuncentro, 137 puntos.
(d) Error como medida de ho-
mogeneidad Ev, 225 puntos.
(e) Error como medida de ho-
mogeneidad Eg, 1070 puntos.
(f) Error de interpolacio´n li-
near Ei, 1936 puntos.
Figura 3.3: (Cuadros-Vargas et al., 2009). Comparaciones entre los criterios de ca´lculos
de distancia, Figuras (b) y (c); y comparaciones entre ca´lculos de error puntual, Figuras
(d) (e) y (f).
En esta Seccio´n, se ha descrito la etapa de Construccio´n del me´todo Imesh, la cual
es utilizada para producir nuestra propuesta. En base a este ana´lisis, nuestro trabajo,
considera no so´lo la informacio´n del borde de la imagen, como lo hace el me´todo Imesh,
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sino que tambie´n planteamos utilizar informacio´n sobre su forma, para producir una malla
que se adapte mejor a los detalles del borde. Para lograr esto, en la siguiente Seccio´n,
se define el me´todo de esqueletizacio´n que va a ser utilizado ma´s adelante en nuestra
propuesta en el Cap´ıtulo 4.
3.2. Esqueletizacio´n
La esqueletizacio´n es un proceso que genera una representacio´n compacta de un ob-
jeto, reduciendo su dimensio´n, al mismo tiempo, conservando sus propiedades geome´tricas
y topolo´gicas.
Como se ha mencionado en la Seccio´n 2.3, existen distintos me´todos para obtener
esta representacio´n a partir de ima´genes. Ya que uno de los objetivos en este trabajo es
proponer un me´todo paralelo extensible de 2 a 3 dimensiones, los me´todos basados en
geometr´ıa (Cao et al., 2010a; Jalba et al., 2013) fueron descartados, porque aumentan
su complejidad en el contexto de 3 dimensiones. Por otro lado, los me´todos basados en
erosiones continuas, tambie´n fueron descartados, debido a que necesitan de un objeto ya
segmentado y aunque una parte de su procedimiento puede ser paralelizado otra au´n si-
gue siguen siendo iterativa. Los 2 grupos restantes, basados en campos generales (Lu y
Xuewen, 2014; Min-Chi Ko et al., 2000) y campos de distancia (Gao et al., 2018; Bouix
et al., 2005), ambos convierten la imagen en una representacio´n de vectores o distancias,
respectivamente. Sin embargo, aunque los me´todos basados en campos generales pueden
encontrar puntos cr´ıticos de forma paralela, necesitan de un proceso secuencial para co-
nectar los puntos cr´ıticos que conforman el esqueleto. Por este motivo los me´todos que
siguen este enfoque, aunque con buenos resultados, son descartados para el propo´sito de
nuestra investigacio´n por no proponer procesos paralelos en cada una de sus etapas. Por
otro lado, el me´todo de Bouix et al. (2005), basado en campos de distancia, propone un
algoritmo paralelo para obtener las discontinuidades en la gradiente, seguido de una eta-
pa de thining para calcular el esqueleto. Esta u´ltima etapa aunque presenta un proceso
iterativo, puede ser reemplazado por un me´todo de umbralizacio´n, el cual puede ser im-
plementado de forma paralela, como se explicara´ ma´s adelante en el Cap´ıtulo 4. Por las
razones anteriores, esta es la estrategia que utilizaremos en este trabajo de investigacio´n.
El algoritmo original propuesto por Bouix et al. (2005), consta a grandes razgos de
3 etapas. Primero, calcula un mapa de distancia en base a una frontera. Segundo, con el
mapa de distancia obtiene la gradiente y en base a esta gradiente genera un mapa de flujo.
Por u´ltimo, utilizando la informacio´n del mapa de flujo, realiza un proceso secuencial de
thinning guiado por la gradiente y el mapa de distancia. De esta forma, el me´todo original
de Bouix et al. (2005), produce un esqueleto con 3 caracter´ısticas: delgado, conectado, y
centrado. Este tipo de esqueleto es usado para poder reconstruir el objeto original del cual
se ha generado.
Bouix et al. (2005) presenta un me´todo que a partir de una imagen binaria produce
un conjunto de elementos que conforman el esqueleto en 3 dimensiones o tambie´n deno-
minado como superficie media o medial surface (ver la Figura 3.4). En 3 dimensiones,
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la superficie media se puede definir como el lugar de los centros de las ma´ximas esferas
inscritas, mientras que en 2 dimensiones, el eje medio o medial axis, corresponde al lugar
de los centros de los ma´ximos c´ırculos inscritos.
Figura 3.4: (Bouix et al., 2005). Una
superficie media esta´ resaltada en co-
lor rojo, y las 2 superficies a las que
pertenece esta´n resaltadas con el co-
lor azul. Cada punto Q en la superfi-
cie media esta´ asociado a los 2 pun-
tos ma´s cercanos P1, P2 en la superfi-
cie del objeto. El a´ngulo formado con
el objeto es la mitad entre los a´ngu-
los de los vectores P1Q y P2Q en el




Para definir este me´todo, se considera la Ecuacio´n de propagacio´n de Blum (Ecuacio´n
3.7), la cual actu´a en una superficie cerrada en 3 dimensiones, simbolizada por Su, tal que
cada punto en el borde se mueve a una velocidad constante, t, hacia la direccio´n de la
normal que apunta al interior, representada por el s´ımbolo Nˆ . Considerando el s´ımbolo
DM , como el mapa de distancia a la superficie inicial, la cual es representada por el
s´ımbolo L0. La magnitud de su gradiente ||∇DM ||, es igual a 1. Dado q = (x, y, z),
p = (DMx , DMy , DMz) y ||p|| = 1, el sistema Hamiltoniano esta´ dado por la Ecuacio´n 3.8,
la cual esta´ asociada a la funcio´n Hamiltoniana H = 1 + ||∇DM ||
q˙ = (0, 0, 0), q˙ = (DMx , DMy , DMz) (3.8)
Para distinguir entre los puntos de la superficie medial de la no medial se puede
realizar el ca´lculo del flujo promedio exterior o AOF del campo vectorial q˙ en cada punto.




< q˙, Nˆ0 > dSu
area(δR)
(3.9)
Donde dSu es un elemento de la superficie δR de un volumen R, y Nˆ0 es la normal
al exterior en cada punto de la superficie. Siddiqi et al. (2002) y Dimitrov et al. (2003)
demuestran que mientras un volumen esfe´rico se va reduciendo a un punto fuera de la
superficie media, el flujo promedio exterior a trave´s de su superficie, se aproxima a cero.
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En cambio, cuando dicho volumen se reduce a un punto que pertenece a la superficie
media, el flujo promedio exterior se aproxima a un nu´mero estrictamente negativo.
A continuacio´n, se describen los pasos del trabajo de Bouix et al. (2005), para obtener
el esqueleto a partir de una frontera inicial.
3.2.1 Generacio´n del mapa de distancia. El algoritmo original propuesto por Bouix
et al. (2005), utiliza el trabajo de Meijster et al. (2002) para generar un mapa
de distancia a partir de una frontera en una imagen de forma paralela. Dada una
imagen binaria en 2 dimensiones Ib, donde los valores pueden ser 0 o 1, usando el
valor 0 para representar el fondo y el valor 1 para representar el objeto. El mapa de
distancia de Ib esta´ dado por la Ecuacio´n:
DM(x, y) =
{
0 si Ib(x, y) = 1
min([x− x0, y − y0],∀Ib(x0, y0) = 1) si Ib(x, y) = 0
(3.10)
Donde [·,·] es alguna me´trica de distancia. El trabajo de Meijster et al. (2002), genera
DM a partir de 2 fases o escaneos en 2 dimensiones y 3 fases en 3 dimensiones.
En cada fase el algoritmo realiza un barrido desde un lado de la imagen hacia el
otro. De esta forma, en la primera fase, propaga las distancias de la frontera a
trave´s de barridos desde la izquierda hacia la derecha de la imagen y en sentido
contrario. De la misma forma, en la segunda fase, recorre la imagen desde abajo
hacia arriba y visceversa. En 3 dimensiones, se realiza la misma operacio´n en la
direccio´n adicional. Como se trata de un proceso de barrido, en cada direccio´n se
puede utilizar un nu´mero de threads para acelerar la ejecucio´n del algoritmo. En este
trabajo utilizamos la implementacio´n Meijster et al. (2002) para generar el mapa
de distancia, porque es un me´todo que puede ser extendido de 2 a 3 dimensiones y
puede ser implementado de forma paralela en CPU.
3.2.2 Construccio´n del flujo exterior promedio. Para encontrar el flujo exterior pro-
medio o AOF, se necesita calcular la gradiente a partir del mapa de distancia. La
gradiente del mapa de distancia (DM) en 2 dimensiones, se puede expresar a trave´s

















son la gradiente (G′) en las direcciones x y y, respectivamente. De
esta forma, encontrar la gradiente de una imagen se transforma en una operacio´n
de convolucio´n, la cual puede ser implementada de forma paralela en CPU y en
GPU y adema´s puede ser extendida de 2 a 3 dimensiones. Con la informacio´n de
la gradiente, el flujo exterior promedio es constru´ıdo resolviendo la Ecuacio´n 3.9,






< Nˆi,5DM(wi) > (3.12)
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Donde wi es uno de los n vecinos de w, en 2 dimensiones n = 8 y en 3 dimensiones
n = 26, y Nˆi es la normal exterior en wi de la esfera unitaria con centro en w. Esta
Ecuacio´n puede ser extendida de 2 a 3 dimensiones y el procedimiento de calcular
el flujo exterior promedio puede ser implementado de forma paralela, debido a que
la Ecuacio´n 3.12 es resuelta en cada elemento de la gradiente 5DM .
3.2.3 Adelgazamiento. Finalmente, la idea propuesta por Bouix et al. (2005) es utilizar
el mapa generado para dirigir un proceso de adelgazamiento o thinning. Para esto,
el mapa del flujo exterior promedio obtenido es utilizado para detectar puntos que
al ser eliminados, no alteran la topolog´ıa del objeto. Tales puntos reciben el nombre
de puntos simples. En 2 dimensiones, el proceso de adelgazamiento considera una
ma´scara de 8 vecinos. Durante este proceso, un punto puede ser eliminado si no
desconecta el objeto o genera un espacio hueco. En 3 dimensiones, la ma´scara con-
siste de 6 caras, 12 aristas y 8 ve´rtices, y un punto es eliminado si no desconecta el
objeto, produce una cavidad o espacio hueco. De esta forma, a trave´s de un proceso
iterativo se obtiene finalmente un conjunto de puntos que preservan la informacio´n
de la forma del objeto.
En esta Seccio´n se ha descrito el me´todo de esqueletizacio´n utilizado en esta investi-
gacio´n, a partir del trabajo de Bouix et al. (2005), el cual consta de 3 etapas que pueden
ser extendidas para trabajar con ima´genes de 2 y 3 dimensiones.
A continuacio´n, en la siguiente Seccio´n, se va a describir el me´todo utilizado en esta
investigacio´n para distribuir puntos usando discos de Poisson.
3.3. Muestreo de discos de Poisson
En esta Seccio´n, se describe el me´todo propuesto por Ying et al. (2013) para distri-
buir puntos sobre una nube de puntos, usando discos de Poisson. Este me´todo a diferencia
de otros como Bowers et al. (2010), no propone distribuir el espacio para procesarlo de
forma paralela y evitar conflictos entre muestras. En cambio, Ying et al. (2013) utiliza
una prioridad que es utilizada para resolver conflictos. En general, el elemento con mayor
prioridad es aceptado como parte de la muestra final. La ventaja de este me´todo, para
nuestro propo´sito, es que puede ser implementado de forma paralela con threads de CPU
y GPU.
Dado un dominio de muestreo DP , las muestras obtenidas a trave´s de discos de
Poisson son un conjunto X = Xi ∈ D; i = 1, 2, ..., NP compuesto de NP muestras, las
cuales deben cumplir con las propiedades de la Ecuacio´n 3.13 y la Ecuacio´n 3.14.




∀xi, xj ∈ X : ||xi − xj|| ≥ 2r (3.14)
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Donde Prob(·) es una probabilidad condicional. La primera condicio´n (Ecuacio´n
3.13) establece que una muestra aleatoria distribuida de manera uniforme, xi que forma
parte de X, tiene una probabilidad de estar en el interior de un conjunto M , que forma
parte de DP , igual al hiper-volumen de M . La segunda condicio´n establece que 2 muestras
deben estar separadas por una distancia de 2r.
La Figura 3.5, muestra un ejemplo de una distribucio´n de puntos de forma uniforme
y adaptativa utilizando discos de Poisson. La Figura 3.5a distribuye puntos utilizando un
radio constante. En cambio, la Figura 3.5b distribuye puntos utilizando una funcio´n.
(a) Muestreo de discos de
Poisson uniforme utilizando
un radio constante.
(b) Muestreo de discos de
Poisson adaptativo.
Figura 3.5: Muestras uniformes
(a) y adaptativas (b) generadas a
trave´s de discos de Poisson usan-
do el trabajo de (Ying et al.,
2013).
El me´todo propuesto por Ying et al. (2013), esta´ inspirado en el me´todo cla´sico Dart
Throwing (Cook, 1986), donde se observa que cada muestra tiene una posicio´n aleatoria,
as´ı como un momento de nacimiento. Mientras las iteraciones transcurren, las muestras
son aceptadas o rechazadas, de acuerdo a su distancia a las muestras que ya han sido
previamente aceptadas. En base a esta observacio´n, Ying et al. (2013) asigna un valor
nume´rico u´nico a cada elemento de una nube de puntos, la cual representa la prioridad de
la muestra. Este algoritmo puede procesar varias muestras al mismo tiempo, dependiendo
de la cantidad de threads disponibles. Cuando existe algu´n conflicto entre las muestras que
esta´n siendo procesadas, las que tengan mayor prioridad son aceptadas, como se observa
en la Figura 3.6. Esta prioridad se define en la Ecuacio´n 3.15. Donde k es el nu´mero de
threads y p es el conjunto de muestras.
prioridad(pi) =
rand() ∗ k + i
RAND MAX ∗ T (3.15)
Para la implementacio´n del me´todo, Ying et al. (2013) propone que una muestra
tenga un estado, el cual puede ser: “pendiente”, significa que la muestra no ha sido pro-
cesada por ningu´n thread ; “activo”, indica que una muestra esta´ siendo procesada por un
thread ; “aceptado”, incluye la muestra como parte del resultado o “rechazado”, evita que
esa muestra sea considerada en las siguientes iteraciones por algu´n thread, reduciendo el
nu´mero de elementos a procesar.
En un inicio, cada elemento de la nube de puntos es inicializado con el estado “pen-
diente” y durante cada iteracio´n, el algoritmo selecciona k muestras de manera aleatoria,
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Figura 3.6: (Ying et al., 2013).
Ilustracio´n de la forma en que se
resuelve un conflicto. s1 es una
muestra aceptada y hay 5 threads
disponibles. Cada thread procesa
una muestra activa, pi, que tienen
una prioridad aleatoria y u´nica.
El algoritmo acepta p2, p4, p5 y
rechaza p1, p3
las cuales pasan a un estado “activo”. Cada thread, procesa un punto, pi, y busca los pun-
tos “activos” y “pendientes” dentro de un radio, radius(pi, 2r). Dentro de este radio, se
controlan los conflictos con otros puntos que tengan el estado“activo”, usando la prioridad
asignada a cada uno. Si pi es aceptado, entonces, todos los puntos que se encuentran den-
tro del radio radius(pi, 2r), que tengan estado “pendiente” cambian al estado “rechazado”.
Este procedimiento se repite hasta que todos los elementos con el estado “pendiente” sean
procesados.
Como cualquier otro me´todo basado en discos de Poisson, Ying et al. (2013) debe
cumplir con las 2 condiciones expuestas en la Ecuacio´n 3.13 y en la Figura 3.14. El trabajo
de Ying et al. (2013), satisface la segunda condicio´n (Ecuacio´n 3.14) ya que usa la distancia
geode´sica (Yang y Cohen, 2016) al tratar con superficies y euclideana al procesar una nube
de puntos.
A continuacio´n, se demuestra que el algoritmo propuesto por Ying et al. (2013)
cumple con la primera condicio´n (Ecuacio´n 3.13) indicada anteriormente. Siendo S =
{s1, ..., sω}, un conjunto que contiene ω muestras de discos de Poisson generados por el
me´todo Dart Throwing. Siendo a su vez, pi, i = 1, .., k los puntos que son aleatoriamente
distribuidos de manera uniforme sobre DP . Si se desordenan los ı´ndices {1, ..., k}, y luego
se an˜aden los k puntos desordenados de manera secuencial a S, comprobando la restric-
cio´n de la mı´nima distancia, el resultado es un conjunto de discos de Poisson, ya que el
procedimiento es el mismo que Dart Throwing. Cada punto tiene un orden u´nico, el cual
esta´ dado por el ı´ndice del punto.
El me´todo de Ying et al. (2013) construye una nube densa de puntos P a partir
de una superficie, tal que los puntos sean aleatorios y distribuidos de manera uniforme
en DP . Donde cada punto pi tiene un valor de prioridad u´nico y aleatorio, el cual es
equivalente a desordenar los ı´ndices {1, ...|P |}. Por lo tanto, se pueden procesar k puntos
simulta´neamente, y el resultado contiene una distribucio´n de discos de Poisson uniforme
y aleatoria. Hay que precisar que primero se desordena los ı´ndices {1, ...|P |} y luego se
dividen en k grupos del mismo taman˜o. Durante la ejecucio´n del algoritmo, cada thread
escoge un ı´ndice de cada grupo. As´ı, se debe probar que esta seleccio´n es imparcial o
unbiased. Para probar esto, se define P pi como el nu´mero de muestras en estado“pendiente”




i el nu´mero total de muestras en estado“pendiente”
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disponibles en todos los grupos. Sin dividir los grupos, la probabilidad de seleccionar
una muestra “pendiente” es 1/I. Dividiendo los grupos, la probabilidad de una muestra
arbitraria q del grupo i es P pi /I. Tambie´n, la probabilidad de q de ser seleccionada por
el thread i es 1/P pi . Por lo tanto, la probabilidad de seleccionar q es igual a 1/I, lo que
implica que la seleccio´n basada en particiones es imparcial.
En esta Seccio´n se ha descrito el me´todo de Ying et al. (2013), el cual utiliza un valor
nume´rico que indica prioridad entre muestras, para resolver conflictos de forma paralela.
Adema´s se ha demostrado que este me´todo cumple con las propiedades de un conjunto
de muestras obtenidas a trave´s de discos de Poisson.
Durante este Cap´ıtulo, se ha descrito los me´todos que van a ser utilizados para definir
la propuesta de nuestra investigacio´n, en el siguiente Cap´ıtulo. El me´todo propuesto por
Cuadros-Vargas et al. (2009) es analizado para basar nuestra propuesta en su me´todo de
construccio´n de mallas a partir de ima´genes. El trabajo de Bouix et al. (2005) es utilizado
para extraer el esqueleto de una frontera en una imagen y el algoritmo de Ying et al.
(2013), es usado para distribuir un conjunto de puntos a trave´s de discos de Poisson en 2
y 3 dimensiones de forma paralela.
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Cap´ıtulo 4
Algoritmo kMesh
En este Cap´ıtulo, describimos la propuesta de esta investigacio´n basada en los me´-
todos descritos anteriormente en el Cap´ıtulo 3. Nuestra propuesta, denominada kMesh,
esta´ dividida en 3 etapas, como se puede observar en la Figura 4.1:
(I) Mapeo de densidad, descrita en la Seccio´n 4.1, recibe una imagen en 2 o 3 dimen-
siones (IMG) que, de ser necesario, se convierte a escala de grises (IMGgray). Con
la imagen en escala de grises, se obtiene un borde para definir una frontera (B) y se
extrae su esqueleto (E) en base al trabajo de Bouix et al. (2005). Despue´s, el borde
y el esqueleto son usados para calcular un valor nume´rico, al que denominaremos
densidad, para cada punto del borde. Esta densidad en el borde (B′) proporciona
informacio´n acerca de la forma y proximidad de los elementos que conforman el ob-
jeto. Esta primera etapa culmina cuando la densidad en el borde, se expande hacia
el interior de la imagen, en una representacio´n que denominaremos como Mapa de
densidad (D).
(II) Muestreo, detallada en la Seccio´n 4.2, utiliza la densidad en el borde B′ y la
densidad en el interior D, generadas en la etapa de Mapeo de densidad, para insertar
puntos sobre el borde (SB) y el interior (SI) de la imagen respectivamente. Para
distribuir estos puntos sobre la imagen utilizamos el trabajo propuesto por Ying
et al. (2013). De esta forma, se espera conseguir una nube de puntos adaptable a la
forma del objeto.
(III) Modelamiento, explicada en la Seccio´n 4.3, genera una representacio´n geome´trica
usando la nube de puntos de la etapa de Muestreo ( SB y SI ). Esta etapa construye
2 mallas, la primera, denominada kMeshCm, utiliza los puntos insertados sobre el
borde, para cumplir con el segundo objetivo de nuestra propuesta, mencionado en
el Cap´ıtulo 1; y la segunda, denominada kMeshIm, utiliza los puntos insertados en
el interior de la imagen, para cumplir con el tercer objetivo de nuestra propuesta.
Esta u´ltima, incluye criterios de calidad de malla basados en la forma del objeto.
A continuacio´n, describimos en detalle estas tres etapas.
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I. Mapeo de densidad II. Muestreo III. Modelamiento
Figura 4.1: Etapas de nuestra propuesta, kMesh, para construir las mallas kMeshCm y
kMeshIm a partir de una imagen: (I) Mapeo de densidad, (II) Muestreo y (III) Modela-
miento.
4.1. Mapeo de densidad
La etapa de Mapeo de densidad busca, a partir de una imagen en 2 o 3 dimensiones,
generar una representacio´n de la imagen de entrada de acuerdo a la forma del objeto,
para poder identificar las zonas que tienen mayor o menor curvatura. A continuacio´n,
describiremos las partes de esta etapa de Mapeo de Densidad.
4.1.1. Seleccio´n de borde (B)
El objetivo de esta primera parte es definir una frontera sobre la imagen. Para lograr
esto, nuestro trabajo, al igual que el me´todo Imesh, utiliza un conjunto de isovalores
sobre una imagen en escala de grises, para determinar el borde o frontera del objeto.
Estos isovalores esta´n comprendidos entre los valores enteros 0 y 255.
De esta forma, lo primero que efectuamos, es convertir la imagen de entrada (IMG)
a una representacio´n en escala de grises, simbolizada por IMGgray (ver Figura 4.2a),
y resolver para cada elemento de IMGgray la Ecuacio´n 3.4, como se ha descrito en la
Seccio´n 3.1. Este ca´lculo se realiza para cada elemento de IMGgray , consiguiendo de esta
forma, una complejidad algor´ıtmica de O(η), en modo secuencial, donde η es el nu´mero
total de elementos de la imagen en 2 o 3 dimensiones. Sin embargo, como se trata de un
proceso independiente para cada elemento, este me´todo puede ser implementado de forma
paralela ( CPU, GPU ) utilizando k threads.
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A trave´s del procedimiento descrito, se obtiene el borde o frontera del objeto, re-
presentado por el s´ımbolo B, y el interior representado por el s´ımbolo I. El interior co-
rresponde a las partes de la imagen que no pertenecen al borde. Adicionalmente, estamos
incluyendo el marco de la imagen como parte del borde como se puede observar en la
Figura 4.2b. En este ejemplo, se esta´ utilizando los isovalores 150 y 200 para definir el
borde B{150,200}, incluyendo el marco de la imagen, presentado en color negro y el interior
I, presentado en color blanco.
(a) IMGgray. Imagen en 2 dimensiones de ta-
man˜o 877x677.
(b) Borde (B{150,200}), en color negro e interior
(I), en color blanco, definidos con los isovalores
150 y 200.
Figura 4.2: Seleccio´n del borde (B) y el interior (I) de la imagen en escala de grises
(a), usando los isovalores 150 y 200. Adicionalmente, el marco de la imagen tambie´n es
considerado como parte del borde.
El borde obtenido por un conjunto de isovalores, obtiene un objeto cerrado donde el
grosor de la frontera es delgado. Como se trata de un proceso de umbralizacio´n, distintos
isovalores pueden seleccionar diferentes partes del objeto. Entonces, para encontrar un
conjunto de isovalores apropiado, se debe elaborar una serie de pruebas con distintos
isovalores hasta encontrar el objeto con el cual se quiere trabajar. De esta manera, el
primer para´metro de nuestra propuesta, es el conjunto de isovalores que definen la frontera
del objeto. El ana´lisis de este para´metro se explica ma´s adelante, en la Seccio´n 5.4.1.
Por otro lado, se pueden utilizar otros me´todos de seleccio´n de borde como Canny o
Prewitt para definir la frontera del objeto como se indica en la Seccio´n 3.1. Sin embargo, el
me´todo Imesh, obtiene mejores resultados cuando selecciona la frontera con un conjunto
de isovalores, porque son usados para realizar una mejor particio´n de la malla producida
en ImeshCm. Ya que nuestra propuesta se ha basado en este me´todo, conservaremos este
algoritmo para definir la frontera del objeto. Pero, nuestra propuesta puede usar cualquier
otro me´todo de seleccio´n de borde.
A partir del borde o frontera, el siguiente paso, explicado en la Seccio´n 4.1.2, consiste
en extraer informacio´n de la forma del objeto, a trave´s de su esqueleto.
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4.1.2. Extraccio´n del esqueleto (E)
Uno de los objetivos de este trabajo es construir una malla que se adapte mejor a
los detalles del objeto. A diferencia del me´todo Imesh, nuestra propuesta busca utilizar
informacio´n de forma como parte de nuestro proceso de construccio´n de malla. Para lograr
este propo´sito, utilizamos un descriptor basado en el esqueleto del objeto.
Como se ha mencionado en la Seccio´n 2.3, existen varios me´todos de esqueletizacio´n,
con diferentes caracter´ısticas. Nuestra propuesta esta´ basada en el me´todo propuesto por
Bouix et al. (2005) principalmente porque es un me´todo altamente paralelizable. El me´-
todo de Bouix et al. (2005) sigue las siguientes etapas: generacio´n del mapa de distancias,
ca´lculo del flujo de la gradiente y adelgazamiento. Sin embargo, nuestra propuesta reem-
plaza la u´ltima etapa por un proceso de umbralizacio´n. De esta forma, nuestra propuesta
para obtener el esqueleto, esta´ dividida en 3 partes: elaboracio´n del mapa de distancia,
ca´lculo del flujo de la gradiente y umbralizacio´n, los cuales se describen a continuacio´n.
4.1.2.1. Elaboracio´n del mapa de distancias
En esta parte, a partir de una regio´n de intere´s, se calcula un mapa de distancia.
Esta regio´n de intere´s esta´ dada por el borde B, obtenido anteriormente por la etapa de
seleccio´n de borde en la Seccio´n 4.1.1. A partir de este borde, se elabora una propagacio´n
por barridos de acuerdo al me´todo propuesto por Meijster et al. (2002), como se describe
en la Seccio´n 3.2.1. Este me´todo ofrece una implementacio´n lineal de orden O(η), donde
η es el nu´mero total de elementos de la imagen. Usando este me´todo, cada direccio´n de la
imagen puede ser dividida en k filas que pueden ser procesadas de forma paralela. Adema´s,
en 3 dimensiones, se realiza el mismo procedimiento considerando la direccio´n adicional
de la imagen. El resultado de esta propagacio´n se puede observar en la Figura 4.3.
0 170
Figura 4.3: Mapa de distancia generado
a partir del borde B, obtenido anterior-
mente en la Seccio´n 4.1.1. El mı´nimo va-
lor, correspondiente a los elementos de
B, es 0 y el ma´ximo valor, correspon-
diente al elemento ma´s alejado de B, es
170. El esqueleto E esta´ definido en las
discontinuidades del mapa de distancia.
En una analog´ıa, podemos considerar la imagen como un medio de propagacio´n, y
cada elemento del borde como una pequen˜a mecha de fuego, la cual se expande a una
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velocidad constante por la imagen. El esqueleto, entonces, se ubica en las zonas donde
los frentes de fuego se encuentran. Como se puede observar en la Figura 4.3, el mapa de
distancia es una funcio´n que asocia cada posicio´n de la imagen con un valor nume´rico, el
cual representa su mı´nima distancia hacia el borde. Desde esta perspectiva, el esqueleto
se ubica en las crestas o ridges de la funcio´n. Por esta razo´n, los siguientes pasos, buscan
ubicar los elementos que conforman el esqueleto.
4.1.2.2. Ca´lculo del flujo de la gradiente
A partir del mapa de distancia obtenido, se busca localizar las crestas que definen
el esqueleto de la imagen. Encontrar el esqueleto, entonces, se convierte en un problema
de encontrar las singularidades en el mapa de distancia generado. Para esto, utilizamos la
gradiente del mapa de distancia, como se ha indicado en la Seccio´n 3.2.2, para detectar
los cambios en el incremento de los valores del mapa de distancia con respecto a cada una
de las direcciones de la imagen.
(a) Gradiente del mapa de distancia con res-
pecto a la direccio´n x.
(b) Gradiente del mapa de distancia con res-
pecto a la direccio´n y.
Figura 4.4: Componentes de la gradiente del mapa de distancia obtenido en la Seccio´n
4.1.2.1.
La gradiente es una representacio´n que sen˜ala el cambio de los valores de una funcio´n
escalar definida, en este caso, por el mapa de distancia. La gradiente puede ser calculada
a trave´s de ma´scaras, que detectan el cambio de los valores, para cada dimensio´n de la
imagen. De acuerdo a esto, la operacio´n de obtener la gradiente a partir del mapa de
distancia, tiene una complejidad algor´ıtmica de orden O(η), donde η, es el nu´mero total
de elementos que conforman la imagen. Ya que el proceso de convolucio´n puede realizarse
de forma independiente para cada elemento, se puede utilizar k threads para implementar
esta parte de forma paralela. Las gradientes obtenidas en esta parte, se pueden observar
en la Figura 4.4.
Despue´s, de acuerdo a la Seccio´n 3.2.2, se calcula el flujo exterior promedio o AOF,
como se puede ver en la Figura 4.5, a partir de la gradiente. Este proceso produce una
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representacio´n escalar de valores con signo, que denotan la cantidad de “flujo” entrando
o saliendo de un elemento. Este valor es calculado para cada elemento de la gradiente,
segu´n la Ecuacio´n 3.12. As´ı, calcular el flujo exterior promedio, tiene una complejidad
algor´ıtmica de O(η), donde η es el nu´mero total de elementos de la imagen. A su vez,
este es un procedimiento que puede realizarse de forma independiente, por lo que se puede
paralelizar dividiendo la imagen en k partes, que pueden ser procesadas de forma paralela.
La Figura 4.5, muestra el resultado de calcular el flujo exterior promedio a partir de la
gradiente.
−0.7 0.2
Figura 4.5: Representacio´n del flujo ex-
terior promedio o AOF, en base a la gra-
diente. Cada valor es calculado a partir
de la Ecuacio´n 3.12, como se indica en
el trabajo de Bouix et al. (2005).
4.1.2.3. Umbralizacio´n del flujo de la gradiente
Sobre el flujo exterior promedio o AOF, esta u´ltima parte del proceso de esqueletiza-
cio´n, utiliza un umbral para separar los elementos que conforman el esqueleto. Como se ha
mencionado, el esqueleto se encuentra a trave´s de un valor negativo sobre el flujo exterior
promedio obtenido. En este ejemplo, estamos utilizando el umbral −0.4, para extraer el
esqueleto que se observa en la Figura 4.6.
Este proceso de umbralizacio´n, es una consulta hecha para cada elemento, que con-
forma el flujo exterior promedio y puede realizarse de forma independiente. Por esta razo´n,
tiene una complejidad algor´ıtmica de O(η), donde η, es el nu´mero total de elementos del
flujo exterior promedio. De la misma manera, puede ser paralelizado dividiendo la imagen
en k partes, usando la cantidad de threads disponibles.
El umbral utilizado en esta parte, es el segundo para´metro requerido por nuestra
propuesta. Diferentes valores, extraen distintos esqueletos. El ana´lisis de este para´metro se
realiza ma´s adelante, en la Seccio´n 5.4.2. A continuacio´n, en la Seccio´n 4.1.3, se utilizara´
la frontera del objeto y el esqueleto extra´ıdo, para tener informacio´n acerca de la forma
del objeto.
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Figura 4.6: E−0,4. Esqueleto obtenido apli-
cando un umbral negativo, con el valor
−0.4 sobre el flujo exterior promedio de
la gradiente de la Figura 4.5.
4.1.3. Densidad en el borde (B′)
El segundo objetivo de este trabajo es incluir la forma del objeto en el proceso de
construccio´n de la malla. La manera en co´mo se propone agregar esta informacio´n es a
trave´s de un valor nume´rico, denominado densidad, para cada punto del borde B. Esta
representacio´n, en el borde, es simbolizada por B′. La densidad, proporciona informacio´n
de 2 aspectos del borde: curvatura y proximidad, los cuales son utilizados para reconocer
las zonas del borde, que deben ser representadas por la malla con mayor o menor detalle,
insertando ma´s o menos cantidad de elementos, respectivamente. Cuando algunas partes
del borde se encuentran muy cerca, se necesita que la malla incluya ma´s elementos para
poder diferenciar entre esas zonas del objeto. Por otro lado, cuando algunas partes de
borde son rectas, es decir, presentan poca curvatura, el nu´mero de elementos que la malla
necesita en esas zonas, es menor.
Figura 4.7: Densidad en el borde (B′1102 ),
a partir del esqueleto extra´ıdo E−0,4. Los
colores que tienden a rojo indican zonas
con mucha curvatura, cercanas a otras
partes del borde. Los colores que tienden
al azul indican zonas con menos curva-
tura, alejadas de otras partes del borde. 2 110
De esta forma, en la Figura 4.7 se puede visualizar a trave´s de un mapa de colores,
los diferentes niveles de curvatura y proximidad entre los elementos del borde. Los colores
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que tienden a rojo indican partes del borde con mucha curvatura, cercanas a otras partes
del borde, y los colores que tienden al azul indican partes del borde con poca curvatura,
alejadas de otras partes del borde.
Para calcular la densidad, utilizamos el borde y el esqueleto extra´ıdo en las etapas
anteriores. El valor nume´rico en cada elemento del borde, corresponde a la distancia al
punto ma´s cercano del esqueleto. Para obtener estos valores, se ha utilizado una estructura
kdTree, que en primer lugar, es construida insertando todos los puntos que conforman el
esqueleto E−0,4. Construir esta estructura kdTree tiene una complejidad de O(ηlog(η)),
donde η, es la cantidad de elementos que pertenecen al esqueleto. Luego, de forma paralela
usando k threads, se consulta para cada punto del borde B, su distancia al punto ma´s
cercano del esqueleto, obteniendo as´ı una representacio´n denominada Densidad en el borde
(B′).
Con la Densidad en el borde (B′), se ha conseguido expresar los criterios de curvatura
y proximidad de la frontera del objeto, a trave´s de un valor nume´rico, usando el esqueleto
extra´ıdo en la Seccio´n 4.1.2. De esta forma, se puede identificar las partes del borde que
necesitan ser representadas por la malla con mayor o menor detalle.
Los valores de la Densidad en el borde, como se describe a continuacio´n, en la Seccio´n
4.1.4, son expandidos hacia el resto de la imagen, para generar una malla con elementos
no so´lo en el borde (B) sino tambie´n en el interior (I) de la imagen, incluyendo criterios
de calidad, como se explicara´ ma´s adelante.
4.1.4. Mapa de densidad (D)
En este punto de nuestra investigacio´n, se busca representar toda la imagen con-
siderando la informacio´n obtenida en el borde. Para cumplir con este propo´sito, nuestra
propuesta consiste en expandir la Densidad en el borde B′ de forma incremental hacia
toda la imagen, a trave´s de un recorrido por amplitud, similar a una propagacio´n por
frentes de onda, considerando el borde como frente de propagacio´n inicial.
Este proceso de propagacio´n genera una representacio´n de la imagen que denomi-
naremos como Mapa de densidad y esta´ simbolizado por D. Generar este recorrido en
amplitud demora O(η), donde η es el nu´mero de elementos de la imagen. Cada iteracio´n,
esta´ compuesta por un frente de propagacio´n, el cual puede ser dividido en k partes y
puede ser procesado de forma paralela. El resultado de la propagacio´n de los valores a
partir de la Densidad en el borde B′, se puede observar en la Figura 4.8.
En esta primera etapa de nuestra propuesta, denominada Mapeo de densidad, como
se ha explicado, se busca representar la imagen a trave´s de un valor nume´rico, denomi-
nado densidad. El valor de esta densidad, gracias al esqueleto (E−0,4), permite considerar
la forma del objeto seleccionado (B). De esta forma, se puede identificar las zonas de la
imagen donde la malla debe contener mayor detalle. Esto sucede por ejemplo en las re-
giones del borde que tienen mayor curvatura y se encuentran muy cerca; y por otro lado,
se puede detectar las zonas de la imagen que deben ser representadas por la malla con
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Figura 4.8: Mapa de densidad (D) gene-
rado a partir de la Densidad en el borde.
El mı´nimo valor es 2 y el ma´ximo valor
es 234, representado por el s´ımbolo D2342 2 234
menor detalle, lo que ocurre en las regiones del borde que presentan menor curvatura y
se encuentran alejadas.
En cuanto a los me´todos utilizados en esta etapa de Mapeo de densidad, la mayor´ıa
de me´todos, procesan toda la imagen para obtener diferentes representaciones. Debido a
esto, la complejidad algor´ıtmica en esta etapa, es O(η), donde η, es el nu´mero de elementos
que conforman la imagen. Es importante resaltar, que la complejidad algor´ıtmica, en esta
etapa, no se incrementa cuando procesa ima´genes en 3 dimensiones, la complejidad es la
misma y todos los me´todos son paralelizables.
La siguiente etapa, en la Seccio´n 4.2, utilizara´ esta informacio´n para insertar puntos
de forma adaptativa sobre la imagen, usando el Mapa de densidad (D) obtenido.
4.2. Muestreo
Esta segunda etapa de nuestra propuesta, se denomina Muestreo y esta´ represen-
tado por el s´ımbolo S. El objetivo es distribuir un conjunto de puntos sobre la imagen,
considerando el Mapa de densidad (D) producido en la etapa de Mapeo de densidad.
Como se ha descrito en la Seccio´n 3.3, nuestra propuesta utiliza el trabajo de Ying
et al. (2013) para distribuir puntos sobre la imagen. Realizamos esto, con el objetivo
de usar un conjunto de puntos como generadores de alguna representacio´n geome´trica,
como por ejemplo, una triangulacio´n. El me´todo propuesto por Ying et al. (2013) nos
permite generar una nube de puntos adaptativa, en un proceso que tiene una complejidad
algor´ıtmica de O(η), donde η, es el nu´mero de puntos generados. Adema´s, nos permite
usar k threads para poder implementar el algoritmo de forma paralela.
Para distribuir puntos de forma adaptativa, se necesita una funcio´n que asocie cada
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posicio´n de la imagen, con un valor nume´rico que indique distancia. Esta funcio´n, esta´
basada en los Mapas de densidad (B′ y D) obtenidos en la primera etapa de nuestra
propuesta. Sin embargo, si distribuimos puntos sobre el Mapa de densidad obtenido, con-
seguiremos un resultado como el que se observa en la Figura 4.9b. Los puntos distribuidos
en esta imagen, utilizan el Mapa de densidad D2342 , donde el mı´nimo valor es 2 y el ma´xi-
mo valor es 234. Expresado de otra forma, usando el Mapa de densidad D2342 , indicamos
que la mı´nima distancia entre puntos es 2 y la ma´xima distancia entre puntos es 234.
El resultado de distribuir puntos con esta funcio´n, no es incorrecto, pero para nuestro
propo´sito debe ser modificado.
Para obtener una mejor distribucio´n de puntos, se realiza un proceso de normaliza-
cio´n del Mapa de densidad D2342 , a un nuevo rango de valores. Por ejemplo, una mejor
distribucio´n de puntos, se observa en la Figura 4.9d, la cual utiliza el Mapa de densidad
normalizado, donde el nuevo mı´nimo valor es 3 y el nuevo ma´ximo valor es 60 y esta´
representado por el s´ımbolo D603 .
(a) D2342 . Mapa de den-
sidad obtenido en la
etapa de Mapeo de
densidad.
(b) Distribucio´n de
puntos con discos de
Poisson usando (a).
(c) D603 . Mapa de den-
sidad normalizado al
rango 3 y 60.
(d) Distribucio´n de
puntos con discos de
Poisson usando (b).
Figura 4.9: Distribucio´n de puntos usando discos de Poisson utilizando 2 funciones de
distancia. En la primera (b), se utiliza la funcio´n obtenida por el Mapa de densidad (a).
En la segunda (d), se utiliza la funcio´n normalizada al rango de 3 y 60 (c).
Realizar el proceso de normalizacio´n de acuerdo a un nuevo rango, es un procedi-
miento independiente que se calcula en cada elemento del Mapa de densidad, por este
motivo, su complejidad algor´ıtmica es O(η), donde η es el nu´mero de elementos del Mapa
de densidad, y puede aprovechar k threads disponibles, para ser implementado de manera
paralela. De esta forma, el nuevo rango de normalizacio´n, es el tercer y u´ltimo para´metro
requerido por nuestra propuesta. Ma´s detalles sobre este para´metro, se discuten en la
Seccio´n 5.4.3.
Como se puede observar en la Figura 4.9d, la distribucio´n de puntos con el Mapa
de densidad normalizado al rango de 3 y 60, muestra una mejor distribucio´n de puntos.
Sin embargo, se puede ver que hay una poca cantidad de puntos que se encuentran sobre
el borde de la imagen. Para mejorar este resultado, esta etapa se divide en 2 partes,
explicadas a continuacio´n.
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4.2.1. Muestreo en el borde (SB)
A partir del Mapa de densidad normalizado a los valores 3 y 60, simbolizado por
D603 , utilizamos el me´todo de Ying et al. (2013), para distribuir puntos sobre el borde de
la imagen, representados por el s´ımbolo SB. El resultado de esta distribucio´n de puntos
se puede observar en la Figura 4.10.
Figura 4.10: SB. Distribucio´n de puntos
usando discos de Poisson sobre el borde
de la imagen (B) utilizando D603 .
De esta manera aseguramos que haya una correcta distribucio´n de puntos sobre el
borde, considerando los detalles de curvatura del objeto. A partir de esta distribucio´n de
puntos en el borde, distribuimos puntos sobre el interior de la imagen, como se explica a
continuacio´n.
4.2.2. Muestreo en el interior (SI)
A partir de los puntos distribuidos sobre el borde de la imagen SB, se realiza el mismo
procedimiento utilizando el Mapa de densidad normalizado D603 , para generar puntos sobre
el interior de la imagen, representados por el s´ımbolo SI . De esta forma, se puede producir
una nube de puntos en toda la imagen, la cual considera la forma del objeto, para generar
una mayor densidad de puntos alrededor de las zonas que presentan mayor curvatura. De
igual manera, esta nube de puntos, presenta una menor densidad, alrededor de las zonas
con poca curvatura, como se puede observar en la Figura 4.11.
En esta segunda etapa de la propuesta, denominada Muestreo, se ha utilizado el
Mapa de densidad de la etapa de Mapeo de densidad, para identificar las zonas de la
imagen que presentan mayor o menor curvatura y se encuentran ma´s o menos alejadas
de otras partes del objeto. Con esta informacio´n, hemos distribuido puntos de forma
adaptativa usando el trabajo de Ying et al. (2013), para generar una nube de puntos
adaptada a la forma del objeto. Este proceso de distribucio´n de puntos, tiene la misma
complejidad algor´ıtmica en 2 y 3 dimensiones, O(η), donde η, es el nu´mero de puntos
generados. Adema´s, este algoritmo puede ser implementado de forma paralela.
Los puntos generados en esta etapa, sera´n usados a continuacio´n, en la Seccio´n 4.3,
en la etapa de Modelamiento, para generar una representacio´n geome´trica.
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Figura 4.11: SI . Distribucio´n de puntos
usando discos de Poisson sobre el interior
de la imagen (I) con la funcio´n D603 , consi-
derando los puntos distribuidos en el bor-
de (SB). Los puntos de color negro perte-
necen al borde y los puntos de color gris
al interior.
4.3. Modelamiento
Finalmente, en esta u´ltima etapa, denominada Modelamiento, nuestro objetivo es
utilizar los puntos generados en la etapa de Muestreo, para generar una representacio´n
geome´trica.
Debido a que nuestro me´todo esta´ basado en el trabajo de Cuadros-Vargas et al.
(2009), en esta etapa utilizaremos la triangulacio´n de Delaunay como representacio´n geo-
me´trica. Sin embargo, nuestra propuesta no esta´ limitada a construir representaciones
triangulares como lo hace el me´todo Imesh. En cambio, podemos modelar cualquier re-
presentacio´n geome´trica que pueda construirse a partir de una nube de puntos, como una
malla de cuadrila´teros o incluso, un diagrama de Voronoi, adaptado a la forma del objeto.
Para generar la triangulacio´n de Delaunay, utilizamos la librer´ıa de geometr´ıa compu-
tacional CGAL (Fogel y Teillaud, 2015). En 2 dimensiones, esta librer´ıa tiene una com-
plejidad algor´ıtmica de O(η(log(η))), mientras que en 3 dimensiones su complejidad al-
gor´ıtmica es de O(η2), donde η es el nu´mero de ve´rtices de la triangulacio´n. Como se ha
podido mencionar, hasta ahora hemos usado me´todos que no aumentan su complejidad
algor´ıtmica al ser extendidos de 2 a 3 dimensiones. Para acelerar la construccio´n de la
triangulacio´n de Delaunay, en 3 dimensiones, estamos usando la librer´ıa GDel3D de Cao
et al. (2014), la cual argumenta ser alrededor de 10 veces ma´s ra´pida que la librer´ıa CGAL.
En base a estas librer´ıas, a continuacio´n, se producen 2 mallas, las cuales esta´n repre-
sentadas por los s´ımbolos kMeshCm y kMeshIm. La primera malla, es una representacio´n
geome´trica sobre el borde que cumple con el segundo objetivo de nuestra propuesta, el cual
se menciona en el Cap´ıtulo 1. La segunda malla, es una representacio´n geome´trica sobre
el interior de la imagen, que se enfoca al tercer objetivo de nuestra propuesta, explicados
a continuacio´n.
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4.3.1. Modelamiento con los puntos en el borde (kMeshCm)
A partir de los puntos distribuidos en el borde (SB), en la etapa de Muestreo, cons-
truimos una primera representacio´n geome´trica simbolizada por kMeshCm, a trave´s de la
triangulacio´n de Delaunay. Para construir esta representacio´n, usamos los puntos distri-
buidos en el borde SB como generadores. De esta manera, construimos una representacio´n
geome´trica que toma en cuenta los detalles del borde, considerando su curvatura y pro-
ximidad a otras partes del objeto. El resultado de este proceso, se puede observar en la
Figura 4.12.
Figura 4.12: Representacio´n geome´trica
usando los puntos distribuidos en el borde
de la imagen en la etapa de Muestreo SB,
como ve´rtices generadores en una triangu-
lacio´n de Delaunay.
Para tener una idea de la calidad de la triangulacio´n generada, utilizamos un his-
tograma de a´ngulos mı´nimos, como se puede ver en la Figura 4.13. De acuerdo a este
histograma, y como es de esperarse, la malla kMeshCm no presenta elementos con cri-
terios de calidad, ya que la mayor´ıa de elementos forma a´ngulos menores a 30 grados.
Para mejorar la calidad de los elementos en la malla kMeshCm, proponemos construir
una representacio´n geome´trica, utilizando el interior de la imagen, como se explica a con-
tinuacio´n.
Figura 4.13: Histograma de a´ngulos






Histogramas de a´ngulos mı´nimos.
kMeshCm
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4.3.2. Modelamiento con los puntos en el interior (kMeshIm)
Como se ha mencionado anteriormente, la malla kMeshCm, segu´n el histograma de
a´ngulos mı´nimos de la Figura 4.13, no presenta elementos de calidad. Para mejorar esto,
proponemos una representacio´n geome´trica con los puntos distribuidos en el interior de la
imagen (SI). Como se ha visto, esta distribucio´n de puntos considera el Mapa de densidad,
por lo que se espera una distribucio´n que genere una mejor representacio´n geome´trica,
para producir una malla que contenga elementos con criterios de calidad, basados en la
forma del objeto. El resultado de esta representacio´n geome´trica, se observa en la Figura
4.14.
Figura 4.14: Representacio´n geome´trica
usando los puntos distribuidos en el borde
de la imagen en la etapa de Muestreo SI ,
como ve´rtices generadores en una triangu-
lacio´n de Delaunay.
De la misma manera que la malla kMeshCm, analizamos la malla kMeshIm, para
obtener el histograma de los a´ngulos mı´nimos formados por los elementos de la triangu-
lacio´n. La Figura 4.15, muestra el resultado de comparar el histograma generado por la
malla kMeshCm y la malla kMeshIm. De acuerdo a este histograma, la malla kMeshIm,
presenta elementos con mejores criterios de calidad que la malla kMeshCm. Segu´n este
histograma, la mayor´ıa de elementos que conforman kMeshIm, esta´n por encima de 20
grados.





Histogramas de a´ngulos mı´nimos.
kMeshCm
kMeshIm
Figura 4.15: Comparacio´n entre los
histogramas de a´ngulos mı´nimos ge-
nerados por los elementos de las ma-
llas kMeshCm y kMeshIm.
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En esta u´ltima etapa de nuestra propuesta, hemos utilizado los puntos distribuidos en
la etapa de Muestreo para generar las representaciones geome´tricas kMeshCmy kMeshIm.
La calidad de los elementos generados por nuestro me´todo, esta´n basados en el Mapa
de densidad de la primera etapa de nuestra propuesta. A diferencia del me´todo Imesh,
nuestra propuesta considera la forma del objeto como parte del proceso de construccio´n de
la malla, para producir una representacio´n geome´trica que se adapta mejor a los detalles
del borde.
En este Cap´ıtulo, se han descrito las 3 etapas de nuestra propuesta: Mapeo de den-
sidad, la cual representa la imagen en base a un valor nume´rico que considera la curvatura
y proximidad entre los elementos del borde; Muestreo, la cual distribuye puntos adapta-
dos al Mapa de densidad; y Modelamiento, la cual genera una representacio´n geome´trica,
utilizando los puntos de la etapa de Muestreo como ve´rtices generadores, para producir
las mallas kMeshCm y kMeshIm. Durante estas 3 etapas, se han presentado me´todos que
no aumentan su complejidad algor´ıtmica cuando trabajan con ima´genes en 3 dimensiones.
Como parte de la descripcio´n realizada en este Cap´ıtulo, se ha hecho referencia a
3 para´metros requeridos por nuestra propuesta. El primer para´metro, es el conjunto de
isovalores, utilizados para definir la frontera del objeto; el segundo para´metro, es el umbral
de esqueletizacio´n, el cual es usado para extraer un esqueleto; y el tercer para´metro son
los nuevos rangos de normalizacio´n del Mapa de densidad, para definir la distancia entre
los puntos que van a ser distribuidos usando discos de Poisson. Estos para´metros van a
ser discutidos a continuacio´n, en el Cap´ıtulo 5, junto con algunos resultados obtenidos por
nuestra propuesta a partir de ima´genes en 2 y 3 dimensiones y los tiempos de ejecucio´n
de los me´todos utilizados en nuestro trabajo.
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Experimentos y resultados
En este Cap´ıtulo, se presenta y discute los resultados obtenidos aplicando nues-
tra propuesta, denominada kMesh, descrita en el Cap´ıtulo 4, para obtener las mallas
kMeshCm y kMeshIm, a partir de ima´genes en 2 y 3 dimensiones.
El resto de este Cap´ıtulo esta´ estructurado de la siguiente forma. En la Seccio´n 5.1, se
detalla el software y hardware utilizado en el desarrollo de nuestra propuesta. En la Seccio´n
5.2, se describen los intentos previos a la propuesta actual y sus influencias en esta. En la
Seccio´n 5.3, se presentan algunos resultados a partir de ima´genes en 2 y 3 dimensiones,
aplicando nuestra propuesta kMesh, para generar las mallas kMeshCm y kMeshIm. En
la Seccio´n 5.4, se discuten los para´metros de nuestro algoritmo. Finalmente, en la Seccio´n
5.5, se muestran los tiempos de ejecucio´n generados por los me´todos utilizados en nuestra
propuesta.
5.1. Descripcio´n del software y hardware utilizado
Los experimentos presentados en este Cap´ıtulo han sido desarrollados en el lenguaje
de programacio´n C++ (Josuttis, 2012), en un procesador 4.2 GHz Intel Core i7 con 16GB
de RAM y una tarjeta gra´fica GeForce GTX 1070. Esta tarjeta gra´fica tiene 15 multi-
procesadores y 2048 threads por multiprocesador, es decir, un total de 30,720 threads. La
programacio´n paralela en CPU se ha implementado usando la librer´ıa OpenMP (Dagum
y Menon, 1998) y la programacio´n paralela en GPU se ha implementado con OpenCL
(Stone et al., 2010). Las ima´genes volume´tricas fueron obtenidas de Roettger (2006).
En la implementacio´n de nuestro algoritmo se ha utilizado la librer´ıa ImageMagick
y CImg (Tschumperle´, 2012) para soportar distintos formatos de ima´genes, como PNG,
JPG, PGM . A su vez, en 2 dimensiones, utilizamos la librer´ıa de Geometr´ıa Compu-
tacional CGAL (Fabri y Teillaud, 2011), para generar la triangulacio´n de Delaunay, en las
3 versiones de nuestro co´digo. En 3 dimensiones, usamos la librer´ıa gDel3d (Cao et al.,
2014), para producir la triangulacio´n de Delaunay en la versio´n kgpu. Mientras que en la
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versio´n kcpu1 y k
cpu
8 en 3 dimensiones, utilizamos la librer´ıa CGAL.
A continuacio´n, en la Seccio´n 5.2, se describen los intentos que han sido realizados
antes de la propuesta, descrita en el Cap´ıtulo 4.
5.2. Intentos anteriores a la propuesta actual
Para elaborar la propuesta presentada en el Cap´ıtulo 4, se realizaron diferentes
intentos previos con el objetivo de distribuir puntos sobre una imagen y utilizarlos para
construir una malla, a trave´s de una representacio´n geome´trica, como la triangulacio´n de
Delaunay.
Debido a la dualidad que existe entre la triangulacio´n de Delaunay y el diagrama de
Voronoi el primer intento se dio por el lado de este u´ltimo, como se describe ma´s adelante
en la Seccio´n 5.2.1. Este primer intento, estuvo basado en el me´todo de Lloyd para generar
un diagrama de Voronoi centroidal (Du et al., 2006) y el me´todo de aprendizaje GNG
(Holmstro¨m, 2002), que fueron utilizados para distribuir puntos de forma uniforme sobre
el borde (B) y el interior (I) de la imagen. Sin embargo, al distribuir puntos de forma
uniforme, no se pod´ıa controlar la densidad de elementos sobre un a´rea determinada de
la imagen. Este motivo dirigio´ nuestra investigacio´n a un segundo intento, descrito en
la Seccio´n 5.2.2, considerando la forma y distancia entre los elementos del borde, para
distribuir un conjunto de puntos de forma adaptativa sobre la imagen. Este criterio de
forma y distancia, en la propuesta actual, esta´ expresado a trave´s del Mapa de Densidad
(D), generado por la etapa de Mapeo de Densidad. Adema´s, en este segundo intento, se
utilizo´ so´lo el me´todo GNG para distribuir puntos sobre la imagen, debido a que el me´todo
de Lloyd requer´ıa generar un diagrama de Voronoi para un conjunto de puntos, en cada
iteracio´n del algoritmo. Es as´ı que, finalmente, la propuesta actual, conservo´ el Mapa de
Densidad (D) y reemplazo´ el me´todo GNG por el muestreo de discos de Poisson, en la
etapa de Muestreo, para distribuir puntos sobre la imagen y utilizarlos como generadores
en la triangulacio´n de Delaunay.
5.2.1. Me´todo basado en la distribucio´n de puntos uniformes.
Al igual que la propuesta actual (Cap´ıtulo 4), se utilizo´ un conjunto de isovalores
para definir el borde (B) y el interior (I) de una imagen. Sobre estas partes de la imagen,
se empleo´ el algoritmo de Du et al. (2006) para generar un diagrama de Voronoi centroidal
(Figura 5.1) sobre puntos seleccionados aleatoriamente.
Para obtener el diagrama de Voronoi centroidal a partir de un conjunto de puntos, en
cada iteracio´n se debe generar el diagrama de Voronoi usando los puntos como generadores,
y por cada regio´n de Voronoi obtenida, se actualiza el punto generador hacia el centroide
de la regio´n. Este proceso es repetido hasta que la diferencia entre el centroide y el punto
generador alcance un error determinado, o tambie´n puede ser controlado por un nu´mero
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(a) Diagrama de Voronoi con 64
puntos aleatorios.
(b) CVT. Diagrama de Voro-
noi centroidal generado con los
puntos de (a).
Figura 5.1: (Du et al.,
1999). Generacio´n del
diagrama de Voronoi
centroidal (CVT ) en 2
dimensiones, a partir de 64
puntos aleatorios.
de iteraciones previamente definido.
En nuestro primer intento, se selecciono´ de forma aleatoria una cantidad de puntos,
de acuerdo a un porcentaje del total de elementos, tanto para el borde como el interior
de la imagen, como se observa en la Figura 5.2c. Sobre estos puntos aleatorios, se pro-
cedio´ a generar el diagrama de Voronoi centroidal, para el borde y el interior al mismo
tiempo. Durante este proceso de relajacio´n, algunos puntos generadores sal´ıan del borde y
comenzaban a formar parte del interior. Para solucionar este problema, se utilizo´ el flujo
de vector de gradiente (Xu y Prince, 2014) o GVF, el cual genera un mapa de vectores,
en toda la imagen, que “apunta” hacia el borde, como se muestra en la Figura 5.2b. As´ı,
si un punto sal´ıa del borde, regresaba a este, usando la informacio´n del GVF. La Figura
5.2d presenta el resultado de este proceso de relajacio´n, basado en el diagrama de Voronoi
centroidal, utilizando la correccio´n por el GVF.
En la Figura 5.2d se muestra la distribucio´n final de puntos, sobre el borde y el
interior de la imagen. Sin embargo, las zonas resaltadas, demuestran 2 problemas de este
primer me´todo. El primer problema, resaltado por el color negro, se debio´ a la densidad
inicial de elementos. Por un lado, se pod´ıa controlar la cantidad total de puntos tanto
sobre el borde como el interior, pero lo que no se pod´ıa hacer es definir la densidad de
puntos para zonas espec´ıficas. Por esta razo´n, la zona resaltada, presenta menos cantidad
de puntos. El segundo problema, resaltado por el color verde, se origino´ debido a la
correccio´n por el flujo de la gradiente. Si un punto regresaba al borde usando el mapa
de vectores, no consideraba a los puntos que ya pertenec´ıan al borde, y pod´ıa, como se
muestra en la parte resaltada, quedar un punto al lado del otro, o incluso sobre este.
Como estos problemas se observaron en el borde, debido al espacio limitado que ten´ıan
los puntos para relajarse, se sustituyo´ el me´todo basado en diagramas de Voronoi, por el
me´todo de aprendizaje GNG, para distribuir puntos sobre el borde de la imagen.
Debido a los problemas que han sido mencionados en el pa´rrafo anterior, se utilizo´ el
me´todo GNG que nos permitio´, al igual que el me´todo de Lloyd, distribuir una cantidad
definida de puntos. Durante el proceso del me´todo GNG, un grafo es construido hasta
contener la cantidad definida de ve´rtices. En cada iteracio´n, este me´todo adapta de manera
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Figura 5.2: Me´todo ba-
sado en el diagrama de
Voronoi centroidal para
distribuir puntos sobre el
borde (B) y el interior
(I) de la imagen, utili-
zando el flujo de vector
de gradiente (GVF) para
mover los puntos que sa-
len del borde, de regreso
hacia este. Las zonas re-
saltadas muestran algu-
nos comportamientos no
deseados de este primer
intento.
(a) Patrick. Borde (negro) e in-
terior (blanco) de una imagen
en 2 dimensiones de taman˜o
904 x 710.
(b) Flujo de vector de gradiente
para el a´rea resaltada de (a).
(c) Puntos aleatorios seleccio-
nados sobre el borde (azul) y
el interior (rojo) de la imagen (a).
(d) Resultado de aplicar el me´to-
do de Lloyd sobre los puntos del
borde y el interior, usando la co-
rreccio´n por el flujo de vector de
gradiente (b).
uniforme, los ve´rtices que conforman el grafo, hacia un conjunto de elementos, que en este
trabajo, esta´n conformados por el borde. Es as´ı que, la Figura 5.3, muestra los resultados
de utilizar este me´todo para colocar puntos sobre el borde a una distancia uniforme, y
el me´todo de Lloyd para relajar los puntos aleatorios que se ubican en el interior de la
imagen.
En esta Seccio´n, se ha descrito el primer intento para distribuir puntos de forma
uniforme sobre la imagen, resultando en el me´todo GNG para colocar puntos en el borde
y el me´todo de Lloyd en el interior. A continuacio´n, en la Seccio´n 5.2.2, se describe
el segundo me´todo o intento propuesto, que toma en cuenta la forma del objeto para
distribuir, de manera adaptativa, un conjunto de puntos sobre la imagen.
5.2.2. Me´todo basado en la distribucio´n de puntos adaptativos
Como se ha descrito en la Seccio´n 5.2.1, los primeros intentos consistieron en distri-
buir un conjunto definido de puntos, separados por una misma distancia, sobre el borde
(B) y el interior (SI) de la imagen. En este segundo intento, se incorporo´ la forma del
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