Abstract: Sparse linear algebraic data structures are widely used during the solution of large scale linear optimization problems. The efficiency of the solver is significantly influenced by the used data structures. The implementations of such data structures are not trivial. A performance analysis of the available data structures can provide valuable information to improve efficiency. In the talk we present our software that supports this task as well as our new, special vector representation. We also report results covering the solution for numerical issues affecting the performance of sparse linear algebraic operations.
Introduction
Nowadays there are reliable algorithms to solve large scale linear optimization problems, but the duration of the process is still a vital issue. During the solution of linear optimization problems a large number of linear algebraic operations are performed. Models of real-life problems can contain matrices with hundreds of thousands of rows and columns. With traditional data structures even the storage of such models is not possible, special characteristics of the model must be exploited. A specific characteristic of large-scale linear programming (LP) problems is sparsity which means that the proportion of nonzero coefficients is very small (usually under 0.1%). Taking sparsity into account is vital during the design of large-scale LP solver systems.
The Operations Research Laboratory at the University of Pannonia is developing its own LP solver: the Pannon Optimizer, which needs a highperformance linear algebraic kernel. The implementation of sparse data structures and their operations is not a trivial task. There are several opensource linear algebraic libraries for general purposes which differ in performance. It is obvious that changing different implementational factors of sparse data structure implementations changes the performance of their operations. In our work we compared several open-source sparse data structure implementations and the linear algebraic kernel of the Pannon Optimizer. The study is carried out using our new data structure benchmark software based on the open-source Blazemark framework. The aim of this research is to identify those implementational factors which crucially influence the performance of the different operations.
In the talk the BlazemarkAnalyser software is presented which is developed by the Operations Research Laboratory at the University of Pannonia as well. It supports the performance analysis of sparse linear algebraic kernels. The specially designed kernel of the Pannon Optimizer is introduced. An indexed dense vector is presented, which is a new vector type for high-performance static vector operations. Finally a solution is presented for the numerical problems of floating-point arithmetic affecting the performance of sparse linear algebraic operations.
Sparse data structures
Let denote the number of nonzero elements in a vector or matrix. The density of an dimensional vector is defined as:
Density of an × matrix is:
Sparsity is nothing but low density. During the solution of large scale LP problems, the emerging vectors and matrices are usually sparse, often very sparse. The exploitation of sparsity is vital to provide high-performance data structures for LP solvers [1] . Sparse vectors are generally stored as index-value pairs of the nonzero elements. This way the storage of the vectors is not wasteful, but the drawback is that the elements are not accessible directly. Sometimes it is profitable to store the pairs sorted by indices to speed up the access to elements. 
In the case of sparse matrices even the storage mode of the elements is not trivial. [2, 3] The details of sparse matrices are omitted here they are handled as a vector of sparse vectors.
Kernels that use both dense and sparse vector representations need to implement operations between dense-dense, sparse-dense and sparse-sparse data structures separately.
Performance analysis of linear algebraic kernels
There are many implementational factors for sparse operations which makes it difficult to create high-performance data structures for complex algorithms. According to these a minor change in the implementation can affect the performance of different types of operations differently. For an efficient implementation the analysis of these factors are necessary. In our case the problem of efficient data structures was raised during the implementation of a large-scale LP solver, the Pannon Optimizer. It relies on the revised simplex algorithm [4] , which performs a large amount of sparse-dense vector additions and dot product operations using high-dimensional sparse vectors.
A. Open-source kernels
There are several open-source linear algebraic kernels but only a few of them support sparse operations [5, 6, 7] . These offer different features and performance but are not efficient for special algorithms like a large scale LP solver since it has specific requirements. Some of these are special numerical functions or the exploitation of extreme sparsity. We can conclude that the development of a specific kernel for the Pannon Optimizer is relevant.
B. The BlazemarkAnalyser
There are several tools available to compare the performance of different linear algebraic kernels but these are not sufficient to perform a comprehensive analysis. Therefore a new analyser software was created which is based on the open-source Blazemark system. Blazemark is able to compare the dense and sparse operations of certain open-source libraries but it does not offer flexibility and analysis features.
BlazemarkAnalyser is designed to be able to configure and execute Blazemark tests, parse the results and store them in a database. It also makes it possible to compare different library versions and parameterizations. With the support of library-specific parameterizations different aspects of the implementations can be analysed by their impact on the performance. The system measures the performance in million floating point operations per second (MFLOPS), which is calculated by the execution time and the amount of CPU operations necessary for a test. This makes the results representative and comparable for different vector sizes. BlazemarkAnalyser is also able to execute parameter sweeps and visualize the performance as function of a given parameter. With these functions the BlazemarkAnalyser is a valuable and unique tool making the performance analysis of sparse data structure implementations possible. With the help of this analyser software it is possible to identify the impacts of different implementational factors to the performance. This gives a great help in creating efficient data structures for complex tasks.
The indexed dense vector
The revised simplex implementation of the Pannon Optimizer uses both dense and sparse vector representations to achieve high performance. During some simplex-specific operations the direct access of vector elements and quick access of nonzero elements are necessary. To satisfy this requirement in a very efficient way, a new vector type was designed which can exploit the advantages of both the dense and sparse storage. This is achieved with a small overhead in memory usage.
This new vector type, the indexed dense vector, stores three arrays. Besides the dense and sparse storage of the vector an array of index pointers is maintained. It makes it possible to access the nonzero indices of elements in the dense array. With this storage mode the fast modification of the vector elements is also possible while the fast access is maintained. The indexed dense vector uses redundancy to execute linear algebraic operations more efficiently. Because of this the storage of this vector requires more memory than classic dense representations, so these vectors should be used for static operation vectors. The indexed dense vector is able to surpass classic sparse vectors in operation performance as well as to provide higher dense operation performance than dense vectors, depending on the sparsity of the vector. 
Numerical issues in sparse linear algebraic operations
During the analysis several factors in data structure implementations affecting the performance of operations were examined. Using this information a highly efficient linear algebraic kernel was created for the Pannon Optimizer. It was found that during the solution of LP problems the calculated vectors contained more nonzero elements than expected. This phenomenon was caused by the numerical errors of the floating-point arithmetic [8] . Since the arithmetic used by computers has discrete nature and the represented values are from the set of real numbers there is a deviation between the represented and the actual values. These deviations are usually negligible but during multiple arithmetic operations they can add up and cause noticeable errors.
Let 
This operation is called stable addition. It takes more time than regular addition but with the maintenance of vector sparsity an overall performance increase is expected during the solution on LP problems. In the following figure the speed of addition operations is evaluated using the regular addition, the stable addition and a modified version which uses only the absolute tolerance. In case of short vectors performing stable addition was measured to be about 15% slower than regular addition but when it comes to large vectors where memory operations limit the performance of the CPU the difference is negligible. The solution of well-known LP problems from the netlib test set [9] is evaluated with multiple settings. Using the stable addition the number of additions required to achieve solution was reduced by up to 45% depending on the size and nature of the problem. It can be concluded that it is worth using the stabilized addition during the solution of LP problems. This also validates that the existence of a specialized linear algebraic kernel is necessary. A subset of the measurement results of this study is shown in the following table: 
Conclusion
During our work we have created the BlazemarkAnalyser software which is capable of analysing sparse linear algebraic kernels. We have identified several critical implementational factor which affect the performance of the operations. With the help of this information we have implemented our own highperformance linear algebraic kernel for our LP solver. We have also designed a new vector type the indexed dense vector which is capable of exploiting the benefits of sparse and dense operations. We have also developed a method to achieve higher performance by eliminating the extra nonzero elements generated by numerical errors.
