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Abstract 
A method to improve the scaling of multiple intensity 
data sets is presented. A general scaling function 
K(x, s), which uses the direction cosine of the diffrac-
tion vector (x) and (sin 0)1 k (5) as scaling parameters, 
is developed by combining an isotropic scaling func-
tion, K(s) = A exp (Bs2\ and a multiple s-shell aniso-
tropic scaling function, K(x)s = (£ E cl7xl7)s. This 
combined scaling function can greatly reduce the 
systematic differences in intensities among multiple 
data sets measured independently. This scaling me-
thod for the multiple data sets consists of three steps. 
In the first step, the individual isotropic scaling func-
tions, K(s\ are determined by an indirect least-squares 
method. Then the weighted mean intensity, </>, is 
calculated by applying the K(s) to the individual data 
sets. In the second step, the data in each data set are 
divided equally into 20 thin shells of (sin 6)1 X (s). The 
anisotropic scaling functions, K(x)s, of each s shell are 
determined by using the weighted mean intensity, </), 
obtained in the first step as the target quantity 
in a least-squares minimization, i.e. £ wt{</>; — 
K(x)s[K(s)I[\}2. In the final step, the new weighted 
mean intensity, </>, is calculated by applying the 
combined scaling function, K(x, s) = K(s)K(x)s, to the 
individual data sets. The new multiple s-shell 
anisotropic scaling functions are determined using the 
new weighted mean intensity, </>, as the target 
quantity in another least-squares minimization. By 
repeating this procedure three to five times, the 
least-squares minimization will converge. The method 
was successfully used to scale and merge 27 sets of 
S-adenosylmethionine synthetase data into a single 
data set. It was also used to scale the isomorphous 
replacement data sets of the enzyme. 
Introduction 
Data scaling and merging become major problems 
when a large number of crystals are used for intensity 
measurements. The determination of scaling factors 
between overlapping sets of data is a non-trivial 
problem which has been discussed by a number of 
authors (Kraut, 1958; Dickerson, 1959; Rollett & 
Sparks, 1960; Hamilton, Rollett & Sparks, 1965; Fox 
& Holmes, 1966; Matthews & Czerwinski, 1975; 
Rossmann, Leslie, Abdel-Meguid & Tsukihara, 1979). 
The method of Hamilton et al. (1965) has been widely 
used to combine multiple data sets into a single data 
set. In this method, each data set has one scale 
parameter. If no data set contains systematic errors, 
the method of Hamilton et al. is useful and reliable. 
However, if systematic differences exist between 
individual data sets, one scaling parameter for each 
data set is not enough to combine the individual data 
sets correctly into one reasonable data set. In this 
paper, we will describe a general scaling function 
K(x, s) which uses the direction cosine of the 
diffraction vector (x) and (sin 0)/A (s) as scaling 
parameters. This general scaling function is for-
mulated by combining an isotropic scaling function, 
K(s) = A exp (Bs2), and a multiple s-shell anisotropic 
scaling function, K(x)s = (E E 
Method 
Individual data sets measured with different crystals 
or different equipment, such as an oscillation camera 
with film or a single-detector diffractometer or an 
area-detector diffractometer, often contain some 
systematic differences. Although we cannot complete-
ly eliminate these differences with a relatively simple 
mathematical method, it is possible to reduce these 
differences greatly using least-squares methods such as 
E E H h - K J f a n d X X " iVi ~ G i h ) 2 
where Ih is the best estimate intensity for the reflection 
h and K( is a scaling function for the ith data set. Gf 
is the reciprocal function of Kh i.e. Kfii = 1. It should 
be noted that the wt. in E E ~~ ̂ i h ) 2 i s n o t 
l/a(Ih)2 but 1 MA-)2. Thus, when the quantity 
E E ~ K ih ) 2 is minimized, the l t and wf must be 
updated after every least-squares iteration, i.e. the new 
h and Wi are K^ and 1 / [ K ^ / J ] 2 , respectively. K{ 
should be one at convergence of the least-squares 
minimization. The simplest scaling function, Kh is a 
single parameter. However, if some systematic 
differences exist between individual data sets, such a 
simple scaling function will not be able to reduce these 
differences. The differences between the individual 
data sets often have strong correlations with the 
direction cosine of the diffraction vector (x), the 
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magnitude of the intensity (I) and (sin 6)1 X (s). 
Therefore, if we can develop a scaling function which 
uses the direction cosine of the diffraction vector, the 
magnitude of the intensity and (sin 6)/X as scaling 
parameters, such a scaling function will be able to 
reduce the systematic differences between the in-
dividual data sets greatly. 
Very roughly speaking, the magnitude of the 
intensities can be represented as the simple reciprocal 
function of (sin 9)/X, i.e. strong reflections are in the 
low (sin 9)1 X region whereas the weak reflections are 
in the high (sin 9)/X region. Thus, a simple but 
reasonable scaling function for the individual data sets 
can be represented as combined functions of the 
direction cosine of the diffraction vector (x) and 
(sin 6)/X (s) such as 
K(x, s) = (cnx2 + c22y2 + c 3 3 z 2 + 2c12xy 
+ 2c12xy 4- 2c 2 3 yz 4- 2 c 3 1 z x ) exp (Bs") 
where x, y, z are the direction cosines of the diffraction 
vector h,k,l, i.e. x2 4- y2 4- z2 = 1, and n = 2. Although 
several different n's in sn were tested using a simple 
isotropic scaling function, K(s), described below, n = 2 
was found to be the most adequate in this kind of 
approach. The form of exp {Bs2) is also supported by 
the fact that the intensity distribution is a function 
exp ( — 2Ts2) of the overall temperature factor T. The 
exponential part can be extended to an anisotropic 
function using the diffraction vector h,kj as shown 
below: 
exp (Bs2) = exp (dlxh2 + d22k2 + d33l2 4- 2d12hk 
4- 2d23kl 4- 2 d31lh). 
If such anisotropic scaling functions, K(x, s), for the 
individual data sets are correctly determined, the 
functions will greatly reduce the systematic differences 
among the individual data sets. The coefficients clV and 
d^ in the equations described above can be determined 
by minimizing £ £ Wi(Ih — K,/;)2 or its reciprocal 
form YJ X ~~ Gilh)2 using a procedure similar to 
that described by Hamilton, Rollett & Sparks (1965). 
However, this approach converges very slowly and, in 
many cases, the least-squares minimization never 
converges. Therefore, the K(x, s) function must be 
modified to a form which can be determined by a 
simple least-squares method. If the data are divided 
equally into many thin shells of (sin 6)/X (about 20 
shells), the scaling function for the data in each thin 
shell will be independent of (sin 6)/X. Thus, the K(x, s) 
function can be replaced with the multiple s-shell 
functions, K(x)s, as shown below: 
K(x)s = ( c n x 2 4- c22y2 4- C33Z2 + 2 c 1 2 x y 
4- 2 c23yz 4- 2 c3lzx)s. 
In this case, each K(x)s represents the scaling function 
of one of the 20 thin s shells. 
If a relatively good 'best estimate I h ' for the 
reflection h is available, the coefficients cu in the above 
equation can be obtained in a straight-forward 
manner since the least-squares equation is linear. To 
obtain the initial best estimate Ih9 the individual data 
sets must be appropriately scaled using a simpler 
isotropic scaling function, such as K(s) = A exp (Bs2). 
Although the coefficients A and B in the above 
equation can be obtained using a procedure similar 
to that described by Hamilton, Rollett & Sparks 
(1965), the procedure is rather slow because many 
iterations are required to reach convergence. Thus, an 
indirect two-step least-squares method is developed to 
evaluate quickly the coefficients A and B. 
The initial best estimate Ih for the reflection h is 
obtained as a weighted mean intensity as shown 
below: 
where the wt is 1 /[K(s)a(Ii)']2. Then the anisotropic 
scaling function, K(x)si of the s shell in each data set 
is determined by the linear least-squares method using 
the reflections within the 5 shell: 
Z wf[<Oi - (Cn*2 + c22y2 4 C33Z2 4- 2c12xy 
4 2c 2 3yz 4 2c31zx)K(s)Iil2. 
The new best estimate Ih is calculated as a weighted 
mean intensity after applying the combined scaling 
function, K(x, s) = K(s)K(x)s: 
< I > = £ w *) /< / ]> , 
where the wt- is l/[J£(x, s)(r(Ii)']2. Then the new multiple 
s-shell anisotropic scaling functions are determined 
using the new weighted mean intensity, </>, as the 
target quantity in another least-squares minimization: 
I Wi[</>i - ( c u x 2 4- c22y2 + C33Z2 -4 2c12xy 
4- 2C3 3 + 2C31ZX)X(X, s)IJ2. 
After the new multiple 5-shell anisotropic scaling 
functions have been obtained by least-squares mini-
mization, the combined scaling functions are updated 
by multiplying by the new K(x)s, i.e. K(x,s) = 
K(x)sK(x, s). By repeating this procedure three to five 
times, the coefficients in the K(x)s function c n , c22 
and c3 3 become one and c1 2 , c23 and c3l become zero 
suggesting convergence of the least-squares minimiza-
tion. 
It should be noted that the weighting scheme is one 
of the important parameters in a least-squares 
procedure. The initial weight, w, for the intensity, I, is 
taken as 1MJ)2. In the final stage, the weight 
adjustment factor, Kw , is determined so that the new 
weight, wnew = Kwwold> gives equal magnitudes for 
£ vvnew(J/)2 through the entire region of (sin 9)/X. 
In conclusion, the K(x, s) function can be 
represented by combining the K(s) and K(x)s 
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functions. The combined function, K(s)K(x)s, can 
greatly reduce the systematic differences in intensities 
among the multiple data sets measured independently. 
The details of the mathematical algorithm of the 
entire method are described, along with the step-by-
step procedures, in the next section. 
It should be noted that similar ideas and methods 
have been published, such as 'local scaling' by 
Matthews & Czerwinski (1975) and 'anisotropic 
scaling for film data' by Rossmaan et al. (1979). 
Description of the algorithm and procedure 
Step 1 
The relative isotropic scaling function between the 
zth and jth data sets is defined as a{j exp (ft,/2), where 
5 is (sin 0)/X. The coefficients au and bi} are determined 
by minimizing the following quantity: 
i w J K ^ - a y e x p f V 2 ) ^ 2 
i 
where w is 1 /{[JM/ f)]2 + [K/*Ijf}2} and L is the 
number of reflections which overlap with the other 
set. The <x(/f) are a(Ij) are standard deviations of the 
intensity J, and /j, respectively. The Kt and K} are the 
scaling factors for intensity and Ij, respectively. The 
initial Kt and Kj are 1.0 and then the new K{ (or Kj) 
is updated as a product of the old Kt and K(s) 
determined in step 2. 
Step2 
The coefficients of the individual isotropic scaling 
function, A and B in K{s) = A exp {Bs2), are 
determined from aip btj and their standard deviations, 
<r(al7) and a(fcl7), as obtained in step 1. The best Ai are 
determined by minimizing the following quantity: 
M M 
^ = X X wiMi - M / ('"#;) i j 
where is l / o f a / and M is the number of 
independent data sets. The derivative of At is 
dWJdAi = 2Ai £ (wl7 -f WjiOjj) j 
M 
+ 2YJ(-wijaj-wjiaji)Aj = 0. 
j 
The matrix representation of all the derivatives of A's 
are [P f /][AJ = 0 where 
M 
j 
Pij= -wyay - wnayi. 
The eigenvectors with the smallest eigenvalue of the 
matrix [ P J should be the best v4's. 
The best B's are obtained by minimizing the 
following quantity: 
M M 
n = Z E w ^ . , - ^ + 5 , ) 2 (i # j) 
i j 
where wl7 = 1/cr(Z?l7)2. The derivative of jBt is 
M M 
dVJdB, = IB, £ (wy + Wji) + 2 E ( - w y - Wji)Bj 
j J 
M 
- 2 + = 
j 
The matrix representation of all the derivatives of the 
Vs are [Q l7][BJ = [VJ where 
M 
Qu = Y(wij + wji) j 
Qu = ~ 
M 
Vi = I ( - w l 7 b l 7 4- Wjibji). j 
When the condition that J J 1 = 0 is imposed on Qu 
and Qij, the results are as follows: 
Qii = Qii + (Qu/M) 
Qij = Qij + ( Q u / M ) 1 , 2 ( Q j j / M ) 1 / 2 . 
The best B*s are determined by solving the above 
normal equation QB = V. 
Step 3 
The weighted mean intensity, </>, is calculated 
from the following equation: 
M I M 
i I i 
where Kt is a product of old Kt and K(s) determined 
at step 2, i.e. Kt = KtK(s) and w, is 1 / [ K ^ / J ] 2 . 
The weight adjustment factors, KJs, are determined 
so that the new weight, vvnew = Kwwold, gives the equal 
magnitude of £ wn e w«/> - I)2 in 50 shells of (sin 0) / l 
Steps 1 through 3 are then repeated three times. 
Step 4 
In this step, the multiple s-shell anisotropic scaling 
functions, 
K ( x ) s = ( c n x 2 + c 2 2y 2 + c 3 3 z 2 -f 2 c 1 2 x y 
+ 2 c 2 3 y z + 2 c 3 1 z x ) s , 
are determined. The data in each data set are divided 
equally into 20 thin shells of s. The coefficients of the 
anisotropic scaling function, cij9 in each shell are 
determined by minimizing the following quantity: 
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£ w;[</>,- - ( c l x x 2 + c 2 2 y 2 + c 3 3 z 2 + 2c12xy 
i 
+ 2c23yz + 2c31zx)KiIi']2 
where iV is the number of reflections in a shell, x, j/, 2 
represent the direction cosines of diffraction vector 
h,k,l and Kt is a scaling factor which is a product of 
the old Ki and X(s) obtained at step 3 or a product 
of the old Kt and K(x)s obtained at the previous 
iteration. </>,• is the weighted mean intensity obtained 
at step 3 or step 5. 
Step 5 
The new scaling factors are updated as a product 
of the old Kt and K(x)s obtained at step 4, i.e. 
Ki = K(x)sKi. The new weighted mean intensity, </>, 
is calculated by applying the updated scaling factors. 
Steps 4 and 5 are repeated until the K(x)s are 1.0 for 
all x, y, z and s, i.e. the coefficients cll9 c22 and c33 
become one and c12, c23 and c 3 1 become zero. The 
weight-adjustment factors described in step 3 are 
redetermined after every iteration and applied on the 
individual weights. 
Results and discussion 
This method has been tested using 27 sets of 
S-adenosylmethionine synthetase data. The intensity 
data were measured on multiwire area detectors at 
the University of Virginia and the University of 
California, San Diego. The Rsym of each individual 
data set ranges from 0.05 to 0.11. The individual data 
sets contain about 5000 to 8000 unique reflections. 
Three tests have been carried out: 
(1) Application of a single scaling factor, A. 
(2) Application of an isotropic scaling factor, 
K(s) = A exp (Bs2). 
(3) Application of a combined scaling factor, 
K(x,s) = K(s)K(x)s. 
As shown in Fig. 1, a remarkable improvement in 
R factors is seen when the combined scaling factors 
are applied. The final R factors for the combined data 
up to 3.0 A resolution (14 274 reflections) are 0.113 
for test 1, 0.104 for test 2 and 0.074 for test 3. 
The combined scaling functions were also used to 
scale the isomorphous replacement data sets of 
S-adenosylmethionine synthetase. In this case, the 
eight sets of U0 2-derivat ive data were independently 
scaled to the native data, obtained from the above 
sets. The following quantity is minimized: £ w[JP — 
K(x, s)IPH]2, where IP and IPH are intensities of the 
native and U0 2 -der iva te data, respectively. After 
applying the K(x, s) factor to the intensity data, the 
eight sets of U0 2-der ivat ive data were merged to 
one data set. The positional, thermal and relative 
occupancy parameters of U atoms and a relative scale 
factor (Kr) between the native and derivative data sets 
were refined using the centric reflections of the native 
and derivative data by minimizing the following 
quantity: £ w(FPH -Kr\FP ± FH | )2 , where FP and 
Fph are structure factors of native and derivative data 
and Fh is a calculated structure factor of the U atom. 
After rescaling the U02-derivative data by 1/Kr, a set 
of single isomorphous replacement data (h, /c, /, FP, 
FPH) was created. The phases of reflections were 
determined by the solvent-flattening procedures 
developed by Wang (1985) using the refined 
heavy-atom parameters and the single isomorphous 
replacement data set. Exactly the same phasing 
procedures were applied to the data set scaled and 
merged by using isotropic scaling functions, K(s) = 
A exp (Bs2). The electron density maps of these two 
data sets were computed using the phases and scaled 
structure factors (mFP) with the figures of merit (m) 
obtained in the solvent-flattening procedure. The 
overall features of the two electron density maps are 
quite similar to each other, but the details in many 
portions of the maps were significantly different. A 
typical portion of the electron density map is shown 
in Fig. 2 in order to demonstrate how the combined 
scaling procedure works well in comparison with a 
simple isotropic scaling procedure. The data scaled by 
an isotropic scaling method gave an untraceable 
electron density map (Fig. 2a\ whereas the electron 
density map (Fig. 2b) obtained from the data scaled 
by the combined scaling functions shows clearly 
several typical jS-sheet electron densities, and most 
portions of the map are traceable without any special 
difficulty. This suggests that the scaling procedure 
strongly affects the quality of the electron density map 
RESOLUTION 1A1 
Fig. 1. Plots of resolution vs R factor for S-adenosylmethionine 
synthetase. 27 sets of native data were used for the following 
three tests. The R factor is defined as # = K O * -
W E X ICO J- T e s t 1 : a s i n g l e s c a l e f a c t o r > A> i s applied on each 
data set (A)- Test 2: an isotropic scaling function, K(s) -
A exp (J3s2), is applied on each data set (O). Test 3: a com-
bined scaling function, K(x, s) = K{s)K{x)s, is applied on each 
data set (O). 
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phased by single isomorphous replacement data. The 
structure analysis results of S-adenosylmethiomne 
synthetase will be published elsewhere. 
When the multiple 5-shell anisotropic scaling 
functions, K(x)s, were tested without being combined 
with the isotropic scaling functions, K{s), the 
(b) 
Fig. 2 Electron density maps calculated with the data phased by 
the solvent-flattening method using a single isomorphous re-
placement data set. The contour is at the 1.25er level. The thick 
lines represent back-bone traces of the peptide chain in map (b). 
(a) Map computed with the data scaled and merged by using an 
isotropic scaling function K{s) = A exp (Bs2). {b) Map computed 
with the data scaled and merged by using the combined scaling 
function, K(x, s) = K{s)K(x)s. 
calculation did not converge. Therefore, it is 
important to combine the K(s) and K(x)s functions 
in order to carry out scaling and merging of a large 
number of data sets quickly and successfully. 
Availability 
The program is available on request from the author. 
Since the program is written in standard Fortran77, 
it should run on most computers without any mod-
ification of the code. 
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