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Analyticity, Convergence and Convergence
Rate of Recursive Maximum Likelihood
Estimation in Hidden Markov Models
Vladislav B. Tadic´1
Abstract
This paper considers the asymptotic behavior of the recursive maximum likelihood estimation in hidden Markov
models. The paper is focused on the analytic properties of the asymptotic log-likelihood and on the point-convergence
and convergence rate of the recursive maximum likelihood estimator. Using the principle of analytical continuation, the
analyticity of the asymptotic log-likelihood is shown for analytically parameterized hidden Markov models. Relying
on this fact and some results from differential geometry (Lojasiewicz inequality), the almost sure point-convergence
of the recursive maximum likelihood algorithm is demonstrated, and relatively tight bounds on the convergence rate
are derived. As opposed to the existing result on the asymptotic behavior of maximum likelihood estimation in hidden
Markov models, the results of this paper are obtained without assuming that the log-likelihood function has an isolated
maximum at which the Hessian is strictly negative definite.
Index Terms
Hidden Markov models, maximum likelihood estimation, recursive identification, analyticity, Lojasiewicz inequal-
ity, point-convergence, convergence rate.
I. INTRODUCTION
Hidden Markov models are a broad class of stochastic processes capable of modeling complex correlated data and
large-scale dynamical systems. These processes consist of two components: states and observations. The states are
unobservable and form a Markov chain. The observations are independent conditionally on the states and provide
only available information about the state dynamics. Hidden Markov models have been formulated in the seminal
paper [1], and over last few decades, they have found a wide range of applications in diverse areas such as acoustics
and signal processing, image analysis and computer vision, automatic control and robotics, economics and finance,
computation biology and bioinformatics. Due to their practical relevance, these models have extensively been studied
in a large number of papers and books (see e.g., [8], [12] and references cited therein).
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2Besides the estimation of states given available observations (also known as filtering), the identification of model
parameters are probably the most important problem associated with hidden Markov models. This problem can be
described as the estimation (or approximation) of the state transition probabilities and the observations conditional
distributions given available observations. The identification of hidden Markov models have been considered in
numerous papers and several methods and algorithms have been developed (see [8, Part II], [12] and references
cited therein). Among them, the methods based on the maximum likelihood principle are probably one of the
most important and popular. Their various asymptotic properties (asymptotic consistency, asymptotic normality,
convergence rate) have been analyzed in a number of papers (see [1], [5], [6], [10], [11], [19] – [22], [24], [28],
[33], [34]; see also [8, Chapter 12], [12] and references cited therein). Although the existing results provide an
excellent insight into the asymptotic behavior of maximum likelihood estimators for hidden Markov models, they all
crucially rely on the assumption that the log-likelihood function has a strong maximum, i.e., an isolated maximum
at which the Hessian is strictly negative definite. As the log-likelihood function admits no close-form expression
and is fairly complex even for small-size hidden Markov models (four or more states), it is hard (if not impossible
at all) to show the existence of an isolated maximum, let alone checking the definiteness of the Hessian.
The differentiability, analyticity and other analytic properties of functionals of hidden Markov models similar
to the asymptotic likelihood (mainly entropy rate) have recently been studied in [13], [14], [15], [29], [30], [35].
Although very insightful and useful, the results presented in these papers cover only models with discrete state and
observation spaces and do not consider the asymptotic behavior of the maximum likelihood estimation method.
In this paper, we study the asymptotic behavior of the recursive maximum likelihood estimation in hidden Markov
models with a discrete state-space and continuous observations. We establish a link between the analyticity of the
asymptotic log-likelihood on one side, and the point-convergence and convergence rate of the recursive maximum
likelihood algorithm, on the other side. More specifically, relying on the principle of analytical continuation, we
show under mild conditions that the asymptotic log-likelihood function is analytical in the model parameters if
the state transition probabilities and the observation conditional distributions are analytically parameterized. Using
this fact and some results from differential geometry (Lojasiewicz inequality), we demonstrate that the recursive
maximum likelihood algorithm for hidden Markov models is almost surely point-convergent (i.e., it has a single
accumulation point w.p.1). We also derive tight bounds on the almost sure convergence rate. As opposed to all
existing results on the asymptotic behavior of maximum likelihood estimation in hidden Markov models, the results
of this paper are obtained without assuming that the log-likelihood function has an isolated strong maximum.
The paper is organized as follows. In Section II, the hidden Markov models and the corresponding recursive
maximum likelihood algorithms are defined. The main results are presented in Section II, too. Section III provides
several practically relevant examples of the main results. Section IV contains the proofs of the main results, while
the results of Section III are shown in Section V.
3II. MAIN RESULTS
In order to state the problems of recursive identification and maximum likelihood estimation in hidden Markov
models with finite state-spaces and continuous observations, we use the following notation. Nx > 1 is an integer,
while X = {1, . . . , Nx}. dy ≥ 1 is also an integer, while Y is a Borel-measurable set from Rdy . {p(x′|x)}x,x′∈X
are non-negative real numbers such that
∑
x′∈X p(x
′|x) = 1 for each x ∈ X . {Q(·|x)}x∈X are probability measures
on Y . {(Xn, Yn)}n≥0 is an X × Y-valued stochastic process which is defined on a (canonical) probability space
(Ω,F , P ) and satisfies
P (Yn+1 ∈ B,Xn+1 = x|X0, Y0, . . . , Xn, Yn) = Q(B|x)p(x|Xn)
w.p.1 for all x ∈ X , n ≥ 0, and any Borel measurable set B from Y . On the other side, dθ is a positive integer, while
Θ is an open set from Rdθ . {pθ(x′|x)}x,x′∈X are Borel-measurable functions of θ ∈ Θ such that pθ(x′|x) ≥ 0 and∑
x′′∈X pθ(x
′′|x) = 1 for all θ ∈ Θ, x, x′ ∈ X . {qθ(y|x)}x∈X are Borel-measurable functions of (θ, y) ∈ Θ × Y
such that qθ(y|x) ≥ 0 and
∫
Y qθ(y
′|x)dy′ = 1 for all θ ∈ Θ, x ∈ X , y ∈ Y . For θ ∈ Θ, {(Xθn, Y θn )}n≥0 is an
X × Y-valued stochastic process which is defined on a (canonical) probability space (Ω,F , Pθ) and admits
Pθ(Y
θ
n+1 ∈ B,Xθn+1 = x|Xθ0 , Y θ0 , . . . , Xθn, Y θn ) =
∫
B
qθ(y|x)pθ(x|Xθn)dy
w.p.1 for each x ∈ X , n ≥ 0, and any Borel measurable set B from Y. Finally, f(·) stands for the asymptotic
value of the log-likelihood function associated with data {Yn}n≥0. It is defined by
f(θ) = lim
n→∞
E
(
1
n
log pnθ (Y1, . . . , Yn)
)
for θ ∈ Θ, where
pnθ (y1, . . . , yn) =
∑
x0,...,xn∈X
Pθ(X
θ
0 = x0)
n∏
i=1
(
qθ(yk|xk)pθ(xk|xk−1)
)
for θ ∈ Θ, y1, . . . , yn ∈ Y , n ≥ 0.
In the statistics and engineering literature, {(Xn, Yn)}n≥0 (as well as {(Xθn, Y θn )}n≥0) is commonly referred to
as a hidden Markov model with a finite state-space and continuous observations, while Xn and Yn are considered
as the (unobservable) state and (observable) output at discrete-time n. On the other hand, the identification of
{(Xn, Yn)}n≥0 is regarded to as the estimation (or approximation) of {p(x′|x)}x,x′∈X and {Q(·|x)}x∈X ,y∈Y
given the output sequence {Yn}n≥0. If the identification is based on the maximum likelihood principle and
the parameterized model {pθ(x′|x)}x,x′∈X , {qθ(y|x)}x∈X ,y∈Y , the estimation reduces to the maximization of
the likelihood function f(·) over Θ. In that context, {(Xθn, Y θn )}n≥0 is considered as a candidate model of
{(Xn, Yn)}n≥0. For more details on hidden Markov models and their identification see [8, Part II] and references
cited therein.
Since the asymptotic mean of log pnθ (Y1, . . . , Yn)/n is rarely available analytically, f(·) is usually maximized by
a stochastic gradient algorithm, which itself is a special case of stochastic approximation (for details see [2], [18],
4[32] and references cited therein). To define such an algorithm, we introduce some further notation. For θ ∈ Rdθ ,
x, x′ ∈ X , y ∈ Y , let
rθ(y|x′, x) = qθ(y|x′)pθ(x′|x),
while Rθ(y) is an RNx×Nx matrix whose (i, j) entry is rθ(y|i, j) (i.e., Rθ(y) = [rθ(y|i, j)]i,j∈X ). On the other
side, for θ ∈ Rdθ , u ∈ [0,∞)Nx \ {0}, V ∈ Rdθ×Nx , y ∈ Y , 1 ≤ k ≤ dθ, let
φθ(u, y) = log(e
TRθ(y)u),
Fθ(u, V, y) = ∇θφθ(u, y) + V∇uφθ(u, y),
Gθ(u, y) =
Rθ(y)u
eTRθ(y)u
,
Hθ(u, V, y) = ∇θGθ(u, y) + V∇uGθ(u, y)
where e = [1 . . . 1]T ∈ RNx . With this notation, a stochastic gradient algorithm for maximizing f(·) can be defined
as
θn+1 = θn + αnFθn(Un, Vn, Yn+1), (1)
Un+1 = Gθn+1(Un, Yn+1), (2)
Vn+1 = Hθn+1(Un, Vn, Yn+1), n ≥ 0. (3)
In this recursion, {αn}n≥0 denotes a sequence of positive reals. θ0 ∈ Rdθ , U0 ∈ RNx and V0 ∈ Rdθ×Nx are random
variables which are defined on the probability space (Ω,F , P ) and independent of {Yn}n≥0.
In the literature on hidden Markov models and system identification, recursion (1) – (3) is known as the recursive
maximum likelihood algorithm, while subrecursions (2) and (3) are referred to as the optimal filter and the optimal
filter derivatives, respectively (see [8] for further details). Recursion (1) – (3) usually includes a projection (or
truncation) device which prevents estimates {θn}n≥0 from leaving Θ (see [25] for further details). However, in
order to avoid unnecessary technical details and to keep the exposition as simple as possible, this aspect of algorithm
(1) – (3) is not considered here. Instead, similarly as in [25], our results on the asymptotic behavior of algorithm
(1) – (3) (Theorems 2 and 3) are expressed in a local form.
Throughout the paper, unless stated otherwise, the following notation is used. For an integer d ≥ 1, Pd denotes
the set of d-dimensional probability vectors (i.e., Pd = {u ∈ [0,∞)d : eTu = 1}), while Cd and Cd×d are the sets
of d-dimensional complex vectors and d× d complex matrices (respectively). ‖ · ‖ is the Euclidean norm in Rd or
C
d
, while d(·, ·) is the distance induced by this norm. For a real number δ ∈ (0,∞) and a set A ⊆ Cd, Vδ(A) is
the (complex) δ-vicinity of A induced by distance d(·, ·), i.e.,
Vδ(A) = {w ∈ Cd : d(w,A) ≤ δ}.
S is the set of stationary points of f(·), i.e.,
S = {θ ∈ Θ : ∇f(θ) = 0}.
5Algorithm (1) – (3) is analyzed under the following assumptions.
Assumption 1: limn→∞ αn = 0, lim supn→∞ |α−1n+1 − α−1n | <∞ and
∑∞
n=0 αn =∞. Moreover, there exists a
real number r ∈ (1,∞) such that ∑∞n=0 α2nγ2rn <∞.
Assumption 2: {Xn}n≥0 is geometrically ergodic.
Assumption 3: There exists a function sθ(y|x) mapping (θ, x, y) ∈ Θ×X ×Y into [0,∞), and for any compact
set Q ⊂ Θ, there exists a real number εQ ∈ (0, 1) such that
εQsθ(y|x′) ≤ rθ(y|x′, x) ≤ ε−1Q sθ(y|x′)
for all θ ∈ Q, x, x′ ∈ X , y ∈ Y .
Assumption 4: For each y ∈ Y , φθ(u, y) and Gθ(u, y) are real-analytic functions of (θ, u) on entire Θ × PNx .
Moreover, φθ(u, y) and Gθ(u, y) have (complex-valued) analytical continuations φˆη(w, y) and Gˆη(w, y) (respec-
tively) with the following properties:
i) φˆη(w, y) and Gˆη(w, y) map (η, w, y) ∈ Cdθ × CNx × Y into C and CNx (respectively).
ii) φˆθ(u, y) = φθ(u, y) and Gˆθ(u, y) = Gθ(u, y) for all θ ∈ Θ, u ∈ PNx , y ∈ Y .
iii) For any compact set Q ⊂ Θ, there exist real numbers δQ ∈ (0, 1), KQ ∈ [1,∞) and a Borel-measurable
function ψQ : Y → [1,∞) such that φˆη(w, y) and Gˆη(w, y) are analytical in (η, w) on VδQ(Q)× VδQ(PNx)
for each y ∈ Y , and such that
|φˆη(w, y)| ≤ ψQ(y),
‖Gˆη(w, y)‖ ≤ KQ,∫
ψ2Q(y
′)Q(dy′|x) <∞
for all η ∈ VδQ(Q), w ∈ VδQ(PNx), x ∈ X , y ∈ Y .
Assumption 1 corresponds to the properties of step-size sequence {αn}n≥0 and is commonly used in the
asymptotic analysis of stochastic approximation algorithms. It holds if αn = 1/na for n ≥ 1, where a ∈ (3/4, 1].
Assumptions 2 and 3 are related to the stability of the model {(Xn, Yn)}n≥0 and its optimal filter. In this or
similar form, they are involved in the analysis of various aspects of optimal filtering and parameter estimation in
hidden Markov models (see e.g., [5], [6], [10], [11], [19] – [22], [24], [28], [33], [34], [36]; see also [8, Part II]
and references cited therein).
Assumption 4 corresponds to the parametrization of candidate models {(Xθn, Y θn )}n≥0. Basically, Assumption 4
requires transition probabilities pθ(x′|x) and observation conditional densities qθ(y|x) to be analytic in θ. It also
requires pθ(x′|x) and qθ(y|x) can be analytically continuable to a complex domain such that the corresponding
continuation of the optimal filter transfer function Gθ(u, y) is analytic and uniformly bounded in (θ, u). Although
these requirements are restrictive, they still hold in many practically relevant cases and situations. Several examples
are provided in the next section.
6In order to state our main results we rely on the following notation. {γn}n≥0 is a sequence of real numbers
defined by γ0 = 1 and
γn = 1 +
n−1∑
i=0
αi
for n ≥ 1. Event Λ is defined as
Λ =
{
sup
n≥0
‖θn‖ <∞, inf
n≥0
d(θn, ∂Θ) > 0
}
.
With this notation, our main results on the properties of objective function f(·) and algorithm (1) – (3) can be
stated as follows.
Theorem 1 (Analyticity): Let Assumptions 2 – 4 hold. Then, the following is true:
i) f(·) is analytic on entire Θ.
ii) For each θ ∈ Θ, there exist real numbers δθ ∈ (0, 1), µθ ∈ (1, 2], Mθ ∈ [1,∞) such that
|f(θ′)− f(θ)| ≤Mθ‖∇f(θ′)‖µθ
for all θ′ ∈ Θ satisfying ‖θ − θ′‖ ≤ δθ.
Theorem 2 (Convergence): Let Assumption 1 – 4 hold. Then, θˆ = limn→∞ θn exists and satisfies ∇f(θˆ) = 0
w.p.1 on event Λ.
Theorem 3 (Convergence Rate): Let Assumptions 1 – 4 hold. Then,
‖∇f(θn)‖2 = O
(
γ−pˆn
)
, |f(θn)− f(θˆ)| = O
(
γ−pˆn
)
, ‖θn − θˆ‖ = O
(
γ−qˆn
) (4)
w.p.1 on Λ, where µˆ = µθˆ and
rˆ =


1/(2− µˆ), if µˆ < 2
∞, otherwise
, pˆ = µˆmin{r, rˆ}, qˆ = min{(pˆ− 1)/2, r − 1}. (5)
Proofs of the Theorems 1 – 3 are provided in Section IV.
In the literature on deterministic and stochastic optimization (notice that recursion (1) – (3) belongs to the class
of stochastic gradient algorithms), the convergence of gradient search is usually characterized by gradient, objective
and estimate convergence, i.e., by the convergence of sequences {∇f(θn)}n≥0, {f(θn)}n≥0 and {θn}n≥0 (see e.g.,
[3], [4], [31], [32] and references cited therein). Similarly, the convergence rate can be described by the rates at
which sequences {∇f(θn)}n≥0, {f(θn)}n≥0 and {θn}n≥0 converge to the sets of their accumulation points. In the
case of algorithm (1) – (3), this kind of information is provided by Theorems 2 and 3. Basically, Theorem 2 claims
that recursion (1) – (3) is point-convergent w.p.1 (i.e., the set of accumulation points of {θn}n≥0 is almost surely
a singleton), while Theorem 3 provides relatively tight bounds on convergence rate in the terms of Lojasiewicz
exponent µθˆ and the convergence rate of step-sizes {αn}n≥0 (expressed through r and {γn}n≥0). Theorem 1,
on the other side, deals with the properties of the asymptotic log-likelihood f(·) and is a crucial prerequisite for
Theorems 2 and 3. Apparently, the results of Theorems 2 and 3 are of local nature: They hold on the event where
algorithm (1) – (3) is stable (i.e., where {θn}n≥0 is contained in a compact subset of Θ). Stating asymptotic results
7in such a form is quite common for stochastic recursive algorithms (see e.g., [18], [25] and references cited therein).
Moreover, a global version of Theorems 2 and 3 can be obtained easily by combining them with methods used to
verify or ensure stability (e.g., with [7], [9] or [25]).
Various asymptotic properties of maximum likelihood estimation in hidden Markov models have been analyzed
thoroughly in a number of papers [1], [5], [6], [10], [11], [19] – [22], [24], [28], [33], [34]; (see also [8, Chapter
12], [12] and references cited therein). Although these results offer a deep insight into the asymptotic behavior of
this estimation method, they can hardly be applied to complex hidden Markov models. The reason comes out of
the fact that all existing results on the point-convergence and convergence rate of stochastic gradient search (which
includes recursive maximum likelihood estimation as a special case) require objective function to have an isolated
maximum (or minimum) at which the Hessian is strictly negative definite. Since f(·), the objective function of
recursion (1) – (3), is rather complex even when the observation space is finite (i.e., Y = {1, . . . , Ny}) and Nx,
Ny , the numbers of states and observations, are relatively small (three and above), it is hard (if possible at all) to
show the existence of isolated maxima, let alone checking the definiteness of ∇2f(·). Exploiting the analyticity
of f(·) and Lojasiewicz inequality, Theorems 2 and 3 overcome these difficulties: They both neither require the
existence of an isolated maximum, nor impose any restriction on the definiteness of the Hessian (notice that the
Hessian cannot be strictly definite at a non-isolated maximum or minimum). In addition to this, the theorems cover
a relatively broad class of hidden Markov models (see the next section). To the best of our knowledge, asymptotic
results with similar features do not exist in the literature on hidden Markov models or stochastic optimization.
The differentiability, analyticity and other analytic properties of the entropy rate of hidden Markov models, a
functional similar to the asymptotic likelihood, have been studied thoroughly in several papers [13], [14], [15],
[29], [30], [35]. The results presented therein cover only models with discrete state and observation spaces and
do not pay any attention to maximum likelihood estimation. Motivated by the problem of the point-convergence
and convergence rate of recursive maximum likelihood estimators for hidden Markov models, we extend these
results in Theorem 1 to models with continuous observations and their likelihood functions. The approach we use
to demonstrate the analyticity of the asymptotic likelihood is based on the principle of analytical continuation and
is similar to the methodology formulated in [13].
III. EXAMPLES
In this section, we consider several practically relevant examples of the results presented in Section II. Analyzing
these examples, we also provide a direction how the assumptions adopted in Section II can be verified in practice.
A. Finite Observation Space
Hidden Markov models with finite state and observation spaces are studied in this subsection. For these models,
we show that the conclusion of Theorems 1 – 3 hold whenever the parameterization of candidate models is analytic.
Let Ny > 2 be an integer, while Y = {1, . . . , Ny}. Then, the following results hold.
Proposition 1: Assumptions 3 and 4 are true if the following conditions are satisfied:
8i) For each x, x′ ∈ X , y ∈ Y , rθ(y|x′, x) is analytical in θ on entire Θ.
ii) rθ(y|x′, x) > 0 for all θ ∈ Θ, x, x′ ∈ X , y ∈ Y .
Corollary 1: Let Assumptions 1, 2 and the conditions of Proposition 1 hold. Then, the conclusions of Theorems
1 – 3 are true.
The proof is provided in Section V.
Remark: The conditions of Proposition 1 correspond to the way the candidate models are parameterized. They
hold for the natural1, exponential2 and trigonometric3 parameterizations.
B. Compactly Supported Observations
In this subsection, we consider hidden Markov models with a finite number of states and compactly supported
observations. More specifically, we assume that Y is a compact set from Rdy . For such models, the following results
can be shown.
Proposition 2: Assumptions 3 and 4 are true if the following conditions are satisfied:
i) For each x, x′ ∈ X , rθ(y|x′, x) is analytical in (θ, y) on entire Θ× Y .
ii) rθ(y|x′, x) > 0 for all θ ∈ Θ, x, x′ ∈ X , y ∈ Y .
Corollary 2: Let Assumptions 1, 2 and the conditions of Proposition 2 hold. Then, the conclusions of Theorems
1 – 3 are true.
The proof is provided in Section V.
Remark: The conditions of Proposition 2 are fulfilled if the natural, exponential or trigonometric parameterization
(see the previous subsection) is applied to the state transition probabilities {pθ(x′|x)}x,x′∈X , and if the observation
likelihoods {qθ(·|x)}x∈X are analytic jointly in θ and y. The later holds when {qθ(·|x)}x∈X are compactly truncated
mixtures of beta, exponential, gamma, logistic, normal, log-normal, Pareto, uniform, Weibull distributions, and when
each of these mixtures is indexed by its weights and by the ‘natural’ parameters of its ingredient distributions.
1 The natural parameterization can be defined as follows: θ = [α1,1 · · ·αNx,Nxβ1,1 · · ·βNx,Ny ]T and pθ(x′|x) = αx,x′ , qθ(y|x) = βx,y
for x, x′ ∈ X , y ∈ Y , while Θ is the set of vectors [α1,1 · · ·αNx,Nx β1,1 · · ·βNx,Ny ]T ∈ (0, 1)Nx(Nx+Ny) satisfying
PNx
l=1 αx,l =PNy
l=1 βx,l = 1 for each x ∈ X .
2 In the case of the exponential parameterization, we have θ = [α1,1 · · ·αNx,Nx β1,1 · · ·βNx,Ny ]T , and
pθ(x
′|x) =
exp(αx,x′ )PNx
l=1 exp(αx,l)
, qθ(y|x) =
exp(βx,y)
PNy
l=1 exp(βx,l)
for x, x′ ∈ X , y ∈ Y , while Θ = RNx(Nx+Ny).
3 The trigonometric parameterization is defined as θ = [α1,1 · · ·αNx,Nx β1,1 · · ·βNx,Ny ]T and
pθ(1|x) = cos
2 αx,1, pθ(x
′|x) = cos2 αx,x′
x′−1Y
l=1
sin2 αx,l, pθ(Nx|x) =
NxY
l=1
sin2 αx,l,
qθ(1|x) = cos
2 βx,1, qθ(y|x) = cos
2 βx,y
y−1Y
l=1
sin2 βx,l, qθ(Ny |x) =
NyY
l=1
sin2 βx,l
for x ∈ X , x′ ∈ X \ {1, Nx}, y ∈ Y \ {1, Ny}, while Θ = (0, pi/2)Nx(Nx+Ny) .
9C. Mixture of Observation Likelihoods
In this subsection, we consider the case when the observation likelihoods {qθ(·|x)}x∈X are mixtures of known
probability density functions. More specifically, let dα ≥ 1, Nβ > 1 be integers, while A ⊆ Rdα is an open set and
B =

[β1,1 · · ·βNx,Nβ ]T ∈ (0, 1)NxNβ :
Nβ∑
i=1
βx,k = 1 for each x ∈ X

 .
We assume that the state transition probabilities and the observation likelihoods are parameterized by vectors α ∈ A
and β ∈ B (respectively), i.e., pθ(x′|x) = pα(x′|x), qθ(y|x) = qβ(y|x) for α ∈ A, β ∈ B, θ = [αT βT ]T , x, x′ ∈ X ,
y ∈ Y . We also assume
qβ(y|x) =
Nβ∑
k=1
βx,kfk(y|x),
where β = [β1,1 · · ·βNx,Nβ ]T ∈ B, x ∈ X , y ∈ Y , while {fk(·|x)}x∈X ,1≤k≤Nβ are known probability density
functions.
For the models specified in this subsection, the following results hold.
Proposition 3: Assumptions 3 and 4 are true if the following conditions are satisfied:
i) For each x, x′ ∈ X , pα(x′|x) is analytical in α on entire A.
ii) pα(x′|x) > 0 for all α ∈ A, x, x′ ∈ X .
iii) ψ(y) > 0 and ∫ log2 ψ(y′)Q(dy′|x) <∞ for all x ∈ X , y ∈ Y , where ψ(y) =∑x∈X ∑Nβk=1 fk(y|x).
Corollary 3: Let Assumptions 1, 2 and the conditions of Proposition 3 hold. Then, the conclusions of Theorems
1 – 3 are true.
The proof is provided in Section V.
D. Gaussian Observations
This subsection is devoted to hidden Markov models with a finite number of states and with Gaussian observations.
More specifically, let dα and A have the same meaning as in the previous section, while Y = R and
B = {[λ1 · · ·λNx µ1 · · ·µNx ]T ∈ (0,∞)Nx × RNx : λx 6= λx for x 6= x′, x, x′ ∈ X} . (6)
Similarly as in the previous subsection, we assume that the state transition probabilities and the observation
likelihoods are indexed by vectors α ∈ A and β ∈ B (respectively). We also assume
qβ(y|x) =
√
λx/pi exp(−λx(y − µx)2),
where β = [λ1 · · ·λNx µ1 · · ·µNx ]T ∈ B, x ∈ X , y ∈ Y .
For the models described in this subsection, the following results can be shown.
Proposition 4: Assumptions 3 and 4 are true if the following conditions are satisfied:
i) For each x, x′ ∈ X , pα(x′|x) is analytical in α on entire A.
ii) pα(x′|x) > 0 for all α ∈ A, x, x′ ∈ X .
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iii) ∫ y4Q(dy|x) <∞ for all x ∈ X .
Corollary 4: Let Assumptions 1, 2 and the conditions of Proposition 4 hold. Then, the conclusions of Theorems
1 – 3 are true.
The proof is provided in Section V.
Remark: Unfortunately, Proposition 4 and Corollary 4 cannot be extended to the case B = (0,∞)Nx × RNx ,
since the models specified in the subsection do not satisfy Assumption 4 without the condition λx 6= λx′ for x 6= x′
(which appears in (6)).4 However, this condition is not so restrictive in practice as B is dense in (0,∞)Nx × RNx
and provides an arbitrarily close approximation to (0,∞)Nx × RNx .
IV. PROOF OF MAIN RESULTS
A. Optimal Filter and Its Properties
The stability properties (forgetting and ergodicity) of the optimal filter (2), its derivatives (3) and its analytical
continuation (to be defined in the next paragraph) are studied in this subsection. The analysis mainly follows the
ideas and results of [21], [22] and [23]. The results presented in the subsection are an essential prerequisite for the
analysis carried out in Subsections IV-B and IV-C.
Throughout this subsection, we rely on the following notation. QNx denotes the set
QNx = {u ∈ [0,∞)Nx : eTu ≥ 1/2},
where e = [1 · · · 1]T ∈ RNx (QNx can be any compact set from [0,∞)Nx satisfying 0 6∈ QNx , intPNx ⊂ QNx ,
but the above one is selected for analytical convenience). For n ≥ m ≥ 0 and a sequence y = {yn}n≥0 from
Y , ym:n denotes finite subsequence (ym, . . . , yn). For u ∈ [0,∞)Nx \ {0}, w ∈ CNx , V ∈ Rdθ×Nx , n ≥ m ≥ 0
and sequences ϑ = {ϑn}n≥0, η = {ηn}n≥0, y = {yn}n≥1 from Θ, Cdθ , Y (respectively), let Gm:mϑ,y (u) = u,
Gˆm:mη,y (w) = w, H
m:m
ϑ,y (u, V ) = V and
Gm:n+1ϑ,y (u) = Gϑn+1(G
m:n
ϑ,y (u), yn+1),
Gˆm:n+1η,y (w) = Gˆηn+1(Gˆ
m:n
η,y (w), yn+1),
Hm:n+1ϑ,y (u, V ) = Hϑn+1(G
m:n
ϑ,y (u), H
m:n
ϑ,y (u, V ), yn+1)
4Let hα,y,u(β) = eTRθ(y)u for α ∈ A, β ∈ B, θ = [αT βT ]T , y ∈ Y , u ∈ PNx . Obviously, for any α ∈ A, y ∈ Y , u ∈ PNx ,
hα,y,u(·) has a unique (complex-valued) analytical continuation, which can be defined as
hˆα,y,u(b) =
X
x,x′∈X
p
lx′/pi exp(−lx′(y −mx′ )
2)pα(x
′|x)ux
where b = [l1 · · · lNx m1 · · ·mNx ]T ∈ C2Nx . Let β = [λ1 · · ·λNx µ1 · · ·µNx ]T ∈ (0,∞)Nx × RNx be any vector satisfying λx = λx′
for some x 6= x′, x, x′ ∈ X . Then, it is not hard to deduce that there exist α ∈ A, y ∈ Y , u ∈ PNx (depending on β) such that hˆα,y,u(·)
has a zero in any (complex) vicinity of β. Since the zeros of the analytical continuation of eTRθ(y)u would be the poles of the analytical
continuation of Gθ(u, y), it is not possible to continue Gθ(u, y) analytically in any vicinity of point (θ, u), where θ = [αTβT ]T . Hence,
Proposition 4 and Corollary 4 cannot be extended to the case B = (0,∞)Nx × RNx .
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(Gθ(u, y), Gˆη(w, y), Hθ(u, V, y) are defined in Section II). If ϑ = {θ}n≥0 (i.e., ϑn = θ), we also use notation
Gm:nθ,y (u) = G
m:n
ϑ,y (u), H
m:n
θ,y (u, V ) = H
m:n
ϑ,y (u, V ), as well as G0:nθ (u, y1:n) = G0:nϑ,y(u), H0:nθ (u, V, y1:n) =
H0:nϑ,y(u, V ). Similarly, if η = {η}n≥0 (i.e., ηn = η), we rely on notation Gˆm:nη,y (w) = Gˆm:nη,y (w) and Gˆ0:nη (w, y1:n) =
Gˆ0:nη,y(w). Then, it straightforward to verify
Gm:nϑ,y (u) = G
k:n
ϑ,y(G
m:k
ϑ,y (u)),
Gˆm:nη,y (w) = Gˆ
k:n
η,y(Gˆ
m:k
η,y (w)),
Hm:nϑ,y (u, V ) = H
k:n
ϑ,y(G
m:k
ϑ,y (u), H
m:k
ϑ,y (u, V ))
for each u ∈ [0,∞)Nx \ {0}, w ∈ CNx , V ∈ Rdθ×Nx , 0 ≤ m ≤ k ≤ n and any sequences ϑ = {ϑn}n≥0,
η = {ηn}n≥0, y = {yn}n≥1 from Θ, Cdθ , Y (respectively). Moreover, it can be demonstrated easily
Gˆ0:nη (w, y1:n) = Gˆ
0:k
η (Gˆ
0:n−k
η (w, y1:n−k), yn−k+1:n) (7)
for all η ∈ Cdθ , w ∈ CNx , 0 ≤ k ≤ n and any sequence y = {yn}n≥1 from Y . It is also easy to show
H0:nθ (u, V, y1:n) = V (∇uG0:nθ )(u, y1:n) + (∇θG0:nθ )(u, y1:n),
Fθ
(
G0:nθ (u, y1:n), H
0:n
θ (u, V, y1:n), yn+1
)
=V (∇uG0:nθ )(u, y1:n) (∇uφθ)(G0:nθ (u, y1:n), yn+1)
+∇θ
(
φθ(G
0:n
θ (u, y1:n), yn+1)
) (8)
for each θ ∈ Θ, u ∈ [0,∞)Nx \ {0}, V ∈ Rdθ×Nx , n ≥ 0 and any sequence y = {yn}n≥1 from Y (φθ(u, y),
Fθ(u, V, y) are Section II; (∇uG0:nθ )(u, y), (∇θG0:nθ )(u, y) denote the Jacobians of G0:nθ (u, y) with respect to u,
θ, while (∇uφθ)(u, y) stands for the gradient of φθ(u, y) with respect to u).
Besides the previously introduced notation, the following notation is also used in this section. For u ∈ [0,∞)Nx \
{0}, n > m ≥ 0 and sequences ϑ = {ϑn}n≥0, y = {yn}n≥1 from Θ, Y (respectively), let An:nϑ,y(u) = I ∈ RNx×Nx
(I denotes a unit matrix) and
Am:nϑ,y (u) = (∇uGϑm+1)(Gm:mϑ,y (u), ym+1) · · · (∇uGϑn)(Gm:n−1ϑ,y (u), yn).
Then, it is easy to demonstrate
Hm:nϑ,y (u, V ) = V A
m:n
ϑ,y (u) +
n−1∑
i=m
(∇θGϑi+1)(Gm:iϑ,y(u), yi+1)Ai+1:nϑ,y (Gm:i+1ϑ,y (u)) (9)
for each u ∈ [0,∞)Nx \ {0}, V ∈ Rdθ×Nx , n ≥ m ≥ 0 and any sequences ϑ = {ϑn}n≥0, y = {yn}n≥1 from Θ,
Y (respectively).
In this subsection, we also rely on the following notation. Sz and Sζ denote sets Sz = X ×Y ×PNx ×Rdθ×Nx
and Sζ = X × Y × PNx . For θ ∈ Θ, Pθ(·, ·) and P˜θ(·, ·) are the transition kernels of Markov chains
{Xn+1, Yn+1, G0:nθ (u, Y1:n), H0:nθ (u, V, Y1:n)}n≥0 and {Xn, Yn, G0:nθ (u, Y1:n), H0:nθ (u, V, Y1:n)}n≥0
(respectively), while Πθ(·, ·) and Π˜θ(·, ·) are the transition kernels of Markov chains
{Xn+1, Yn+1, G0:nθ (u, Y1:n)}n≥0 and {Xn, Yn, G0:nθ (u, Y1:n)}n≥0
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(notice that Pθ(·, ·), P˜θ(·, ·), Πθ(·, ·), Π˜θ(·, ·) do not depend on u, V ). For θ ∈ Θ, z = (x, y, u, V ) ∈ Sz , ζ =
(x, y, u) ∈ Sζ , let
F˜θ(u, V, x) = E(Fθ(u, V, Y2)|X1 = x),
φ˜θ(u, x) = E(φθ(u, Y2)|X1 = x)
while
F (θ, z) = Fθ(u, V, y), F˜ (θ, z) = F˜θ(u, V, y), φ(θ, ζ) = φθ(u, y), φ˜(θ, ζ) = φ˜θ(u, y).
Then, it is straightforward to verify
(PnF )(θ, z) =E
(
Fθ(G
0:n
θ (u, Y1:n), H
0:n
θ (u, V, Y1:n), Yn+1)|X1 = x, Y1 = y
)
=E
(
F˜θ(G
0:n
θ (u, Y1:n), H
0:n
θ (u, V, Y1:n), Xn)|X1 = x, Y1 = y
)
=(P˜n−1F˜ )
(
θ,
(
x, y,Gθ(u, y), Hθ(u, V, y)
))
, (10)
(Πnφ)(θ, ζ) =E
(
φθ(G
0:n
θ (u, Y1:n), Yn+1)|X1 = x, Y1 = y
)
=E
(
φ˜θ(G
0:n
θ (u, Y1:n), Xn)|X1 = x, Y1 = y
)
=(Π˜n−1φ˜)
(
θ,
(
x, y,Gθ(u, y)
)) (11)
for all θ ∈ Θ, z = (x, y, u, V ) ∈ Sz , ζ = (x, y, u) ∈ Sζ , n > 1. It can also be concluded
E
(
log pn+1θ (Y1, . . . , Yn+1)
n+ 1
∣∣∣∣X1 = x, Y1 = y
)
= E
(
1
n+ 1
n∑
i=0
φθ(G
0:i
θ (uθ, Y1:i), Yi+1)
∣∣∣∣∣X1 = x, Y1 = y
)
=
1
n+ 1
n∑
i=1
(Π˜i−1φ˜)
(
θ,
(
x, y,Gθ(uθ, y)
))
+
φθ(uθ, Y1)
n+ 1
(12)
for each θ ∈ Θ, ζ = (x, y, u) ∈ Sζ , n > 1, where uθ = [P (Xθ1 = 1) · · ·P (Xθ1 = Nx)]T .
Lemma 1: Suppose that Assumption 4 hold. Let Q ⊂ Θ be an arbitrary compact set. Then, there exist real
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numbers δ1,Q ∈ (0, 1), C1,Q ∈ [1,∞) such that
|φ˜θ(u, x)| ≤ C1,Q, (13)
‖Fθ(u, V, y)‖ ≤ C1,QψQ(y)(1 + ‖V ‖), (14)
‖F˜θ(u, V, x)‖ ≤ C1,Q(1 + ‖V ‖), (15)
|φ˜θ′(u′, x) − φ˜θ′′(u′′, x)| ≤ C1,Q(‖θ′ − θ′′‖+ ‖u′ − u′′‖), (16)
|φˆη′(w′, y)− φˆη′′(w′′, y)| ≤ C1,QψQ(y)(‖η′ − η′′‖+ ‖w′ − w′′‖), (17)
‖Fθ′(u′, V ′, y)− Fθ′′(u′′, V ′′, y)‖
≤ C1,QψQ(y)(1 + ‖V ′‖+ ‖V ′′‖)(‖θ′ − θ′′‖+ ‖u′ − u′′‖+ ‖V ′ − V ′′‖), (18)
‖F˜θ′(u′, V ′, x)− F˜θ′′(u′′, V ′′, x)‖
≤ C1,Q(1 + ‖V ′‖+ ‖V ′′‖)(‖θ′ − θ′′‖+ ‖u′ − u′′‖+ ‖V ′ − V ′′‖) (19)
for all θ, θ′, θ′′ ∈ Q, η′, η′′ ∈ Vδ1,Q(Q), u, u′, u′′ ∈ PNx , w′, w′′ ∈ Vδ1,Q(PNx), V, V ′, V ′′ ∈ Rdθ×Nx , x ∈ X ,
y ∈ Y (ψQ(·) is specified in Assumption 4).
Proof: Let δ1,Q = δQ/2 (δQ is defined in Assumption 4). Then, Cauchy inequality for analytic functions (see
e.g., [37, Proposition 2.1.3]) and Assumption 4 imply that there exists a real number C˜1,Q ∈ [1,∞) such that
max{‖∇(η,w)φˆη(w, y)‖, ‖∇2(η,w)φˆη(w, y)‖} ≤ C˜1,QψQ(y)
for all η ∈ Vδ1,Q (Q), w ∈ Vδ1,Q(PNx), y ∈ Y (∇(η,w), ∇2(η,w) denote the gradient and Hessian with respect to
(η, w)). Consequently, there exists another real number C˜2,Q ∈ [1,∞) such that
max{‖φˆη′(w′, y)− φˆη′′ (w′′, y)‖, ‖∇wφˆη′ (w′, y)−∇wφˆη′′ (w′′, y)‖}
≤ C˜2,QψQ(y)(‖η′ − η′′‖+ ‖w′ − w′′‖)
for any η′, η′′ ∈ Vδ1,Q(Q), w′, w′′ ∈ Vδ1,Q(PNx), y ∈ Y . Therefore,
‖Fθ(u, V, y)‖ ≤‖∇θφθ(u, y)‖+ ‖∇uφθ(u, y)‖‖V ‖
≤C˜1,QψQ(y)(1 + ‖V ‖),
‖Fθ′(u′, V ′, y)− Fθ′′(u′′, V ′′, y)‖ ≤‖∇θφθ′(u′, y)−∇θφθ′′(u′′, y)‖+ ‖∇uφθ′(u′, y)−∇uφθ′′(u′′, y)‖‖V ′‖
+ ‖∇uφθ′′(u′′, y)‖‖V ′ − V ′′‖
≤C˜2,QψQ(y)(1 + ‖V ′‖+ ‖V ′′‖)(‖θ′ − θ′′‖+ ‖u′ − u′′‖)
+ C˜1,QψQ(y)‖V ′ − V ′′‖
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for each θ, θ′, θ′′ ∈ Q, u, u′, u′′ ∈ PNx , V, V ′, V ′′ ∈ Rdθ×Nx . We also have
‖F˜θ(u, V, x)‖ ≤ C˜1,Q(1 + ‖V ‖)
∫
ψQ(y)Q(dy|x)
‖F˜θ′(u′, V ′, x)− F˜θ′′(u′′, V ′′, x)‖
≤ (C˜1,Q + C˜2,Q)(1 + ‖V ′‖+ ‖V ′′‖)(‖θ′ − θ′′‖+ ‖u′ − u′′‖+ ‖V ′ − V ′′‖)
∫
ψQ(y)Q(dy|x)
for all θ, θ′, θ′′ ∈ Q, u, u′, u′′ ∈ PNx , V, V ′, V ′′ ∈ Rdθ×Nx , x ∈ X . Then, it can be deduced that there exists a
real number C1,Q ∈ [1,∞) such that (13) – (19) hold for each θ, θ′, θ′′ ∈ Q, η′, η′′ ∈ Vδ1,Q(Q), u, u′, u′′ ∈ PNx ,
w′, w′′ ∈ Vδ1,Q (PNx), V, V ′, V ′′ ∈ Rdθ×Nx , x ∈ X , y ∈ Y .
Lemma 2: Suppose that Assumption 4 hold. Let Q ⊂ Θ be an arbitrary compact set. Then, there exist real
numbers δ2,Q ∈ (0, 1), C2,Q ∈ [1,∞) such that
‖∇ηGˆη(w, y)‖ ≤ C2,Q, (20)
‖Hθ(u, V, y)‖ ≤ C2,Q(1 + ‖V ‖), (21)
max{‖Gˆη′(w′, y)− Gˆη′′ (w′′, y)‖, ‖∇wGˆη′(w′, y)−∇wGˆη′′(w′′, y)‖}
≤ C2,Q(‖η′ − η′′‖+ ‖w′ − w′′‖), (22)
‖Hθ′(u, V, y)−Hθ′′(u, V, y)‖ ≤ C2,Q(1 + ‖V ‖)‖θ′ − θ′′‖ (23)
for all θ, θ′, θ′′ ∈ Q, η, η′, η′′ ∈ Vδ2,Q(Q), u ∈ PNx , w,w′, w′′ ∈ Vδ2,Q(PNx), V ∈ Rdθ×Nx , y ∈ Y .
Proof: Let δ2,Q = min{δQ/2, δ1,Q}. Owing to Cauchy inequality for analytic functions and Assumption 4,
there exists a real number C˜1,Q ∈ [1,∞) such that
max{‖∇(η,w)Gˆkη(w, y)‖, ‖∇2(η,w)Gˆkη(w, y)‖} ≤ C˜1,Q
for any η ∈ Vδ2,Q(Q), w ∈ Vδ2,Q(PNx), y ∈ Y (Gˆkη(w, y) stands for the k-th component of Gˆη(w, y)). Consequently,
there exists another real number C˜2,Q ∈ [1,∞) such that
max{‖Gˆη′(w′, y)− Gˆη′′ (w′′, y)‖, ‖∇ηGˆη′ (w′, y)−∇ηGˆη′′(w′′, y)‖, ‖∇wGˆη′ (w′, y)−∇wGˆη′′ (w′′, y)‖}
≤ C˜2,Q(‖η′ − η′′‖+ ‖w′ − w′′‖)
for all η′, η′′ ∈ Vδ2,Q (Q), w′, w′′ ∈ Vδ2,Q(PNx), y ∈ Y . Therefore,
‖Hθ(u, V, y)‖ ≤‖∇θGθ(u, y)‖+ ‖∇uGθ(u, y)‖‖V ‖
≤C˜1,QNx(1 + ‖V ‖),
‖Hθ′(u, V, y)−Hθ′′(u, V, y)‖ ≤‖∇θGθ′(u, y)−∇θGθ′′(u, y)‖+ ‖∇uGθ′(u, y)−∇uGθ′′(u, y)‖‖V ‖
≤C˜2,Q(1 + ‖V ‖)‖θ′ − θ′′‖
for each θ, θ′, θ′′ ∈ Q, u ∈ PNx , V ∈ Rdθ×Nx . Then, it is clear that there exists a real number C2,Q ∈ [1,∞) such
that (20) – (23) hold for all θ, θ′, θ′′ ∈ Q, η, η′, η′′ ∈ Vδ2,Q(Q), u ∈ PNx , w,w′, w′′ ∈ Vδ2,Q(PNx), V ∈ Rdθ×Nx ,
y ∈ Y .
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Lemma 3: Suppose that Assumptions 3 and 4 hold. Let Q ⊂ Θ be an arbitrary compact set. Then, the following
is true:
i) There exist real numbers ε1,Q ∈ (0, 1), C3,Q ∈ [1,∞) such that
‖Am:nϑ,y (u)‖ ≤ C3,Qεn−m1,Q , (24)
‖Am:nϑ,y (u′)−Am:nϑ,y (u′′)‖ ≤ C3,Qεn−m1,Q ‖u′ − u′′‖, (25)
‖Gm:nϑ,y (w′)−Gm:nϑ,y (w′′)‖ ≤ C3,Qεn−m1,Q ‖w′ − w′′‖ (26)
for all u, u′, u′′ ∈ PNx , w′, w′′ ∈ QNx , n ≥ m ≥ 0 and any sequences ϑ = {ϑn}n≥0, y = {yn}n≥1 from
Q, Y (respectively).
ii) There exist real numbers ε2,Q ∈ (0, 1), C4,Q ∈ [1,∞) such that
‖Hm:nϑ,y (u, V )‖ ≤ C4,Q(1 + ‖V ‖) (27)
‖Hm:nϑ,y (u′, V ′)−Hm:nϑ,y (u′′, V ′′)‖ ≤ C4,Qεn−m2,Q
(‖u′ − u′′‖(1 + ‖V ′‖+ ‖V ′′‖) + ‖V ′ − V ′′‖) (28)
for all u, u′, u′′ ∈ PNx , V, V ′, V ′′ ∈ Rdθ×Nx , n ≥ m ≥ 0 and any sequences ϑ = {ϑn}n≥0, y = {yn}n≥1
from Q, Y (respectively).
Proof: Using [36, Theorem 3.1, Lemmas 6.6, 6.7] (with a few straightforward modifications), it can be deduced
from Assumption 3 that there exist real numbers ε1,Q ∈ (0, 1), C3,Q ∈ [1,∞) such that (24), (25) and
‖Gm:nϑ,y (w′)−Gm:nϑ,y (w′′)‖ ≤ 2−1(Nx + 1)−1C3,Qεn−m1,Q
∥∥∥∥ w′eTw′ − w
′′
eTw′′
∥∥∥∥
hold for all u, u′, u′′ ∈ PNx , w′, w′′ ∈ [0,∞)Nx \{0}, n ≥ m ≥ 0 and any sequences ϑ = {ϑn}n≥0, y = {yn}n≥1
from Q, Y .56 Since∥∥∥∥ w′eTw′ − w
′′
eTw′′
∥∥∥∥ ≤ ‖w′ − w′′‖(eTw′′) + ‖w′′‖ |eT (w′ − w′′)|(eTw′)(eTw′′) ≤ 2(Nx + 1)‖w′ − w′′‖
for any w′, w′′ ∈ QNx , we have that (24) is satisfied for all w′, w′′ ∈ QNx , n ≥ m ≥ 0 and any sequences
ϑ = {ϑn}n≥0, y = {yn}n≥1 from Q, Y . Hence, (i) is true.
Now, we shaw that (ii) is true, too. Let ϑ = {ϑn}n≥0, y = {yn}n≥1 be arbitrary sequences from Q, Y
(respectively). As a consequence of Lemma 2, (i) and (9), we get
‖Hm:nϑ,y (u, V )‖ ≤ C3,Qεn−m1,Q ‖V ‖+ C2,QC3,Q
n−1∑
i=m
εn−i−11,Q ≤ C3,Q‖V ‖+ C2,QC3,Q(1 − ε1,Q)−1
5 To deduce this, note that u, V , y0:n, G0:nϑ,y (u), A
0:n
ϑ,y
(u)V have the same meaning respectively as quantities µ, µ˜, yn, Fn
θ
(µ, yn),
G˜n
θ
(µ, µ˜, yn) appearing in [36].
6 Inequality (26) can also be obtained from [20, Theorem 2.1] or [23, Theorem 4.1]. Similarly, (24), (25) can be deduced from [19,
Lemmas 3.4, 4.3, Proposition 5.2] (notice that Gm:n
ϑ,y
(u), Am:n
ϑ,y
(u) have the same meaning respectively as Mm,n, V [Mm,n, pm] specified in
[19, Section 5]).
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for all u ∈ PNx , V ∈ Rdθ×Nx , n ≥ m ≥ 0. Due to the same arguments, we have
‖Hm:nϑ,y (u′, V ′)−Hm:nϑ,y (u′′, V ′′)‖
≤‖Am:nϑ,y (u′)−Am:nϑ,y (u′′)‖‖V ′‖+ ‖Am:nϑ,y (u′′)‖‖V ′ − V ′′‖
+
n−1∑
i=m
‖(∇θGϑi+1)(Gm:iϑ,y(u′), yi+1)− (∇θGϑi+1)(Gm:iϑ,y(u′′), yi+1)‖‖Ai+1:nϑ,y (Gm:i+1ϑ,y (u′))‖
+
n−1∑
i=m
‖(∇θGϑi+1)(Gm:iϑ,y(u′′), yi+1)‖‖Ai+1:nϑ,y (Gm:i+1ϑ,y (u′))−Ai+1:nϑ,y (Gm:i+1ϑ,y (u′′))‖
≤C3,Qεn−m1,Q ‖V ′‖‖u′ − u′′‖+ C3,Qεn−m1,Q ‖V ′ − V ′′‖+ C2,QC3,Q
n−1∑
i=m
εn−i−11,Q ‖Gm:iϑ,y(u′)−Gm:iϑ,y(u′′)‖
+ C2,QC3,Q
n−1∑
i=m
εn−i−11,Q ‖Gm:i+1ϑ,y (u′)−Gm:i+1ϑ,y (u′′)‖
≤ C3,Qεn−m1,Q (‖u′ − u′′‖‖V ′‖+ ‖V ′ − V ′′‖) + 2C2,QC23,Qεn−m−11,Q (n−m)
for each u′, u′′ ∈ PNx , V ′, V ′′ ∈ Rdθ×Nx , n ≥ m ≥ 0. Then, it is clear that there exist real numbers ε2,Q ∈ (0, 1),
C4,Q ∈ [1,∞) such that (27), (28) hold for all u, u′, u′′ ∈ PNx , V, V ′, V ′′ ∈ Rdθ×Nx and any sequence ϑ = {ϑ}n≥0,
y = {yn}n≥1 from Q, Y (respectively).
Lemma 4: Suppose that Assumptions 3 and 4 hold. Let Q ⊂ Θ be an arbitrary compact set. Then, there exists
a real number C5,Q ∈ [1,∞) such that
‖G0:nθ′,y(u)−G0:nθ′′,y(u)‖ ≤ C5,Q‖θ′ − θ′′‖, (29)
‖H0:nθ′,y(u, V )−H0:nθ′′,y(u, V )‖ ≤ C5,Q‖θ′ − θ′′‖(1 + ‖V ‖) (30)
for all θ′, θ′′ ∈ Q, u ∈ PNx , V ∈ Rdθ×Nx , n ≥ 1 and any sequence y = {yn}n≥1 from Y .
Proof: Let C˜Q = C2,QC3,QC24,Q, while y = {yn}n≥0 is an arbitrary sequence from Y . It is straightforward
to verify
G0:nθ′,y(u)−G0:nθ′′,y(u) =
n−1∑
i=0
(
Gi:nθ′,y(G
0:i
θ′′,y(u))−Gi+1:nθ′,y (G0:i+1θ′′,y (u))
)
, (31)
H0:nθ′,y(u, V )−H0:nθ′′,y(u, V ) =
n−1∑
i=0
(
Hi:nθ′,y(G
0:i
θ′′,y(u), H
0:i
θ′′,y(u, V ))−Hi+1:nθ′,y (G0:i+1θ′′,y (u), H0:i+1θ′′,y (u, V ))
)
(32)
for all θ′, θ′′ ∈ Q, u ∈ PNx , V ∈ Rdθ×Nx , n ≥ 0. On the other side, Lemmas 2 and 3 yield
‖Gi:nθ′,y(G0:iθ′′,y(u))−Gi+1:nθ′,y (G0:i+1θ′′,y (u))‖ =
∥∥∥Gi+1:nθ′,y (Gi:i+1θ′,y (G0:iθ′′,y(u))) −Gi+1:nθ′,y (Gi:i+1θ′′,y (G0:iθ′′,y(u)))∥∥∥
≤C3,Qεn−i−11,Q
∥∥∥Gi:i+1θ′,y (G0:iθ′′,y(u))−Gi:i+1θ′′,y (G0:iθ′′,y(u))∥∥∥
≤C˜Qεn−i−11,Q ‖θ′ − θ′′‖
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for any θ′, θ′′ ∈ Q, u ∈ PNx , V ∈ Rdθ×Nx , 0 ≤ i < n. Using the same lemmas, we also get
‖Hi:nθ′,y(G0:iθ′′,y(u), H0:iθ′′,y(u, V ))−Hi+1:nθ′,y (G0:i+1θ′′,y (u), H0:i+1θ′′,y (u, V ))‖
=
∥∥∥Hi+1:nθ′,y (Gi:i+1θ′,y (G0:iθ′′,y(u)) , Hi:i+1θ′,y (G0:iθ′′,y(u)), H0:iθ′′,y(u, V )))
− Hi+1:nθ′,y
(
Gi:i+1θ′′,y
(
G0:iθ′′,y(u)
)
, Hi:i+1θ′′,y
(
G0:iθ′′,y(u)), H
0:i
θ′′,y(u, V )
))∥∥∥
≤C4,Qεn−i−12,Q
∥∥∥Gi:i+1θ′,y (G0:iθ′′,y(u))−Gi:i+1θ′′,y (G0:iθ′′,y(u))∥∥∥
·
(
1 +
∥∥∥Hi:i+1θ′,y (G0:iθ′′,y(u)), H0:iθ′′,y(u, V ))∥∥∥+ ∥∥∥Hi:i+1θ′′,y (G0:iθ′′,y(u)), H0:iθ′′,y(u, V ))∥∥∥)
+ C4,Qε
n−i−1
2,Q
∥∥∥Hi:i+1θ′,y (G0:iθ′′,y(u)), H0:iθ′′,y(u, V ))−Hi:i+1θ′′,y (G0:iθ′′,y(u)), H0:iθ′′,y(u, V ))∥∥∥
≤3C2,QC24,Qεn−i−12,Q ‖θ′ − θ′′‖(1 + ‖V ‖) + C2,QC4,Qεn−i−12,Q ‖θ′ − θ′′‖(1 + ‖H0:iθ′′,y(u, V )‖)
≤ 5C˜Qεn−i−12,Q ‖θ′ − θ′′‖(1 + ‖V ‖) (34)
for each θ′, θ′′ ∈ Q, u ∈ PNx , V ∈ Rdθ×Nx , 0 ≤ i < n. Combining (31) – (34), we conclude that there exists a
real number C5,Q ∈ [1,∞) such that (29), (30) hold for all θ′, θ′′ ∈ Q, u ∈ PNx , V ∈ Rdθ×Nx , n ≥ 1 and any
sequence y = {yn}n≥1 from Y .
Lemma 5: Suppose that Assumptions 2 – 4 hold. Let Q ⊂ Θ be an arbitrary compact set. Then, the following
is true:
i) f(·) is well-defined and differentiable on Q.
ii) There exist real numbers ε3,Q ∈ (0, 1), C6,Q ∈ [1,∞) such that
‖(PnF )(θ, z)−∇f(θ)‖ ≤ C6,Qεn3,Q(1 + ‖V ‖2),
|(Πnφ)(θ, ζ) − f(θ)| ≤ C6,Qεn3,Q
for all θ ∈ Q, z = (x, y, u, V ) ∈ Sz , ζ = (x, y, u) ∈ Sζ , n ≥ 1.
Proof: Using [36, Theorems 4.1, 4.2] (with a few straightforward modifications), it can be deduced from
Lemma 1 that there exist functions g : Θ→ Rdθ , ψ : Θ→ R and real numbers ε3,Q ∈ (0, 1), C6,Q ∈ [1,∞) such
that
‖(P˜nF˜ )(θ, z)− g(θ)‖ ≤ C6,Qεn3,Q(1 + ‖V ‖2), (35)
|(Π˜nφ˜)(θ, ζ) − ψ(θ)| ≤ C6,Qεn3,Q (36)
for all θ ∈ Q, z = (x, y, u, V ) ∈ Sz , ζ = (x, y, u) ∈ Sζ , n ≥ 1.7 Since E|φθ(uθ, Y1)| <∞ for any θ ∈ Q (due to
Assumption 4), it follows from (12), (36) that f(·) is well-defined and identical to ψ(·) on Q. On the other side,
Lemmas 1, 3 yield
‖Fθ(G0:nθ (u, y1:n), H0:nθ (u, V, y1:n), yn+1)‖ ≤C1,QψQ(yn+1)(1 + ‖H0:nθ (u, V, y1:n)‖)
≤2C1,QC4,QψQ(yn+1)(1 + ‖V ‖)
7The same result can also be obtained from [20, Theorem 5.4]
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for each θ ∈ Q, u ∈ PNx , V ∈ Rdθ×Nx and any sequence y = {yn}n≥1 from Y . Then, Assumption 4 gives
E
(‖Fθ(G0:nθ (u, Y1:n), H0:nθ (u, V, Y1:n), Yn+1)‖∣∣X1 = x, Y1 = y)
≤ 2C1,QC4,Q(1 + ‖V ‖) max
x′∈X
∫
ψQ(y
′)Q(dy′|x′) <∞
for all θ ∈ Q, u ∈ PNx , V ∈ Rdθ×Nx , x ∈ X , y ∈ Y . Consequently, the dominated convergence theorem and (8),
(10), (11) imply
∇θ(Πn−1φ)(θ, ζ) =E
(∇θ (φθ(G0:nθ (u, Y1:n), Yn+1))∣∣X1 = x, Y1 = y)
=E
(
Fθ(G
0:n
θ (u, Y1:n), H
0:n
θ (u, 0, Y1:n), Yn+1)
∣∣X1 = x, Y1 = y)
=(Pn−1F )(θ, (ζ, 0)) (37)
for any θ ∈ Q, ζ = (x, y, u) ∈ Sζ , n > 1 (here, 0 stands for dθ×Nx zero matrix). As (Πnφ)(θ, ζ) and (PnF )(θ, z)
converge (respectively) to ψ(θ) and g(θ) uniformly in θ ∈ Q for each z ∈ Sz , ζ ∈ Sζ (due to (10), (11), (35),
(36)), it follows from (37) that Part (i) is true. Part (ii) is then a direct consequence of (10), (11), (35), (36).
Lemma 6: Suppose that Assumptions 2 – 4 hold. Let Q ⊂ Θ be an arbitrary compact set. Then, there exists a
real number C7,Q ∈ [1,∞) such that
‖(PnF )(θ′, z)− (PnF )(θ′′, z)‖ ≤ C7,Q‖θ′ − θ′′‖(1 + ‖V ‖2) (38)
for all θ′, θ′′ ∈ Q, z = (x, y, u, V ) ∈ Sz , n ≥ 1.
Proof: Let Owing to Lemmas 1, 3 and 4, we have
‖Fθ′(G0:nθ′ (u, y1:n), H0:nθ′ (u, V, y1:n), yn+1)− Fθ′′(G0:nθ′′ (u, y1:n), H0:nθ′′ (u, V, y1:n), yn+1)‖
≤C1,QψQ(yn+1)(1 + ‖H0:nθ′ (u, V, y1:n)‖+ ‖H0:nθ′′ (u, V, y1:n)‖)
· (‖θ′ − θ′′‖+ ‖G0:nθ′ (u, y1:n)−G0:nθ′′ (u, y1:n)‖ + ‖H0:nθ′ (u, V, y1:n)−H0:nθ′′ (u, V, y1:n)‖)
≤ 9C1,QC4,QC5,QψQ(yn+1)(1 + ‖V ‖)2‖θ′ − θ′′‖
for all θ′, θ′′ ∈ Q, u ∈ PNx , V ∈ Rdθ×Nx , n ≥ 1 and any sequence y = {yn}n≥1 from Y . Consequently,
‖(ΠnF )(θ′, z)− (ΠnF )(θ′′, z)‖ ≤E(‖Fθ′(G0:nθ′ (u, y1:n), H0:nθ′ (u, V, y1:n), yn+1)
− Fθ′′(G0:nθ′′ (u, y1:n), H0:nθ′′ (u, V, y1:n), yn+1)‖ |X1 = x, Y1 = y
)
≤9C1,QC4,QC5,Q(1 + ‖V ‖)2‖θ′ − θ′′‖max
x′∈X
∫
ψQ(y
′)Q(dy′|x′)
for each θ′, θ′′ ∈ Q, z = (x, y, u, V ) ∈ Sz . Then, it can be deduced from Assumption 4 that there exists a real
number C7,Q ∈ [1,∞) such that (38) holds for all θ′, θ′′ ∈ Q, z = (x, y, u, V ) ∈ Sz .
Lemma 7: Suppose that Assumptions 3 and 4 hold. Let Q ⊂ Θ be an arbitrary compact set. Then, there exist
real numbers δ3,Q, ε4,Q ∈ (0, 1), C8,Q ∈ [1,∞) such that the following is true:
i) Gˆ0:nη,y(w) is analytical in (η, w) on Vδ3,Q(Q)× Vδ3,Q(PNx) for each n ≥ 0 and any sequence y = {yn}n≥1
from Y .
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ii) Inequalities
d(Gˆ0:nη,y(w),PNx) ≤ min{δQ, δ1,Q, δ2,Q},
‖Gˆ0:nη,y(w′)− Gˆ0:nη,y(w′′)‖ ≤ C8,Qεn4,Q‖w′ − w′′‖
hold for all η ∈ Vδ3,Q(Q), w,w′, w′′ ∈ Vδ3,Q(PNx) and any sequence y = {yn}n≥1 from Y (δQ is specified
in Assumption 4).
Proof: Let y = {yn}n≥1 be an arbitrary sequence from Y . Moreover, let kQ = min{n ≥ 1 : C3,Qεn1,Q ≤
ε1,Q/2}, while δ˜1,Q = min{δQ, δ1,Q, δ2,Q}, δ˜2,Q = 4−kQC−kQ2,Q δ˜1,Q.
First, we prove by induction (in k) that
d(Gˆn:n+kη,y (w),PNx) ≤ (2k+1Ck2,Q − 1)δ˜2,Q ≤ δ˜1,Q (39)
for all η ∈ Vδ˜2,Q(Q), w ∈ Vδ˜2,Q(PNx), n ≥ 0, 0 ≤ k ≤ kQ. Obviously, (39) is true when k = 0, n ≥ 0,
η ∈ Vδ˜2,Q(Q), w ∈ Vδ˜2,Q(PNx). Suppose now that (39) holds for each η ∈ Vδ˜2,Q(Q), w ∈ Vδ˜2,Q(PNx), n ≥ 0 and
some 0 ≤ k < kQ. Then, Lemma 2 implies
‖Gˆn:n+k+1η,y (w) −Gθ(u, yn+k+1)‖ =‖Gˆη(Gˆn:n+kη,y (w), yn+k+1)− Gˆθ(u, yn+k+1)‖
≤C2,Q(‖η − θ‖ + ‖Gˆn:n+kη,y (w) − u‖)
for any θ ∈ Q, η ∈ Vδ˜2,Q (Q), u ∈ PNx , w ∈ Vδ˜2,Q(PNx), n ≥ 0. Therefore,
d(Gˆn:n+k+1η,y (w),PNx) ≤C2,Q
(
d(η,Q) + d(Gˆn:n+kη,y (w),PNx)
)
≤2k+1Ck+12,Q δ˜2,Q
≤(2k+2Ck+12,Q − 1)δ˜2,Q ≤ δ˜1,Q
for any η ∈ Vδ˜2,Q(Q), w ∈ Vδ˜2,Q (PNx), n ≥ 0. Hence, (39) is satisfied for all η ∈ Vδ˜2,Q(Q), w ∈ Vδ˜2,Q(PNx),
n ≥ 0, 0 ≤ k ≤ kQ.
Let δ˜3,Q = δ˜2,Q/2. Since Gˆn:nη,y(w) = w and Gˆn:n+k+1η,y (w) = Gˆη(Gˆn:n+kη,y (w), yn+k+1), it can be deduced from
Assumption 4 and (39) that Gˆn:n+kη,y (w) is analytic in (η, w) on Vδ˜2,Q(Q)×Vδ˜2,Q (PNx) for each n ≥ 0, 0 ≤ k ≤ kQ
(notice that a composition of two analytic functions is analytic, too). Due to Assumption 4 and (39), we also have
‖Gˆn:n+k+1η,y (w)‖ = ‖Gˆη(Gˆn:n+kη,y (w), yn+k+1)‖ ≤ KQ (40)
for all η ∈ Vδ˜2,Q(Q), w ∈ Vδ˜2,Q(PNx), n ≥ 0, 0 ≤ k ≤ kQ (KQ is defined in Assumption 4). As a consequence of
Cauchy inequality for analytic functions and (40), there exists a real number C˜1,Q ∈ [1,∞) depending exclusively
on KQ, dθ , Nx (C˜1,Q can be selected as C˜1,Q = 4(dθ +Nx)KQ/δ˜22,Q) such that
max{‖∇(η,w)Gˆn:n+kl,η,y (w)‖, ‖∇2(η,w)Gˆn:n+kl,η,y (w)‖} ≤ C˜1,Q
for any η ∈ Vδ˜2,Q(Q), w ∈ Vδ˜2,Q(PNx), n ≥ 0, 0 ≤ k ≤ kQ, 1 ≤ l ≤ Nx (Gˆn:n+kl,η,y (w) denote the l-th component
of Gˆn:n+kη,y (w)). Consequently, there exists another real number C˜2,Q ∈ [1∞) depending exclusively on KQ, dθ ,
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Nx such that
max{‖Gˆn:n+kη′,y (w′)− Gˆn:n+kη′′,y (w′′)‖, ‖∇wGˆn:n+kη′,y (w′)−∇wGˆn:n+kη′′,y (w′′)‖}
≤ C˜2,Q(‖η′ − η′′‖+ ‖w′ − w′′‖) (41)
for each η′, η′′ ∈ Vδ˜3,Q(Q), w′, w′′ ∈ Vδ˜3,Q(PNx), n ≥ 0, 0 ≤ k ≤ kQ.
Let δ˜4,Q = min{δ˜3,Q, 4−1C˜−12,Qε1,Q}. Owing to Lemma 3 (Part (i)), we have
‖Gn:n+kQθ,y (u′)−Gn:n+kQθ,y (u′′)‖ ≤ C3,QεkQ1,Q‖u′ − u′′‖ ≤ (ε1,Q/2)‖u′ − u′′‖
for all θ ∈ Q, u′, u′′ ∈ [0,∞)Nx \ {0}, n ≥ 0. Therefore, ‖∇uGn:n+kQθ,y (w)‖ ≤ ε1,Q/2 for each θ ∈ Q, u ∈
[0,∞)Nx \ {0}, n ≥ 0, which, together with (41) yields
‖∇wGˆn:n+kQη,y (w)‖ ≤‖∇uGn:n+kQθ,y (u)‖+ ‖∇wGˆn:n+kQη,y (w) −∇wGˆn:n+kQθ,y (u)‖
≤ε1,Q/2 + C˜2,Q(‖θ − η‖+ ‖u− w‖)
for any θ ∈ Q, η ∈ Vδ˜3,Q (Q), u ∈ PNx , w ∈ Vδ˜3,Q(PNx), n ≥ 0. Consequently,
‖∇wGˆn:n+kQη,y (w)‖ ≤ ε1,Q/2 + C˜2,Q(d(η,Q) + d(w,PNx)) ≤ ε1,Q
for each η ∈ Vδ˜4,Q(Q), w ∈ Vδ˜4,Q(PNx), n ≥ 0. Thus,
‖Gˆn:n+kQη,y (w′)− Gˆn:n+kQη,y (w′′)‖ ≤
∫ 1
0
‖∇wGˆn:n+kQη,y (tw′ + (1 − t)w′′)‖‖w′ − w′′‖dt ≤ ε1,Q‖w′ − w′′‖ (42)
for all η ∈ Vδ˜4,Q(Q), w ∈ Vδ˜4,Q(PNx), n ≥ 0.
Let δ˜5,Q = (1− ε1,Q)δ˜4,QC˜−12,Q. Now, we prove by induction (in i) that
d(Gˆ
0:ikQ
η,y (w),PNx) ≤ δ˜4,Q (43)
for each η ∈ Vδ˜5,Q(Q), w ∈ Vδ˜4,Q(PNx), i ≥ 0. Obviously, (43) is true when i = 0, η ∈ Vδ˜5,Q(Q), w ∈ Vδ˜4,Q(PNx).
Suppose that (43) holds for all η ∈ Vδ˜5,Q(Q), w ∈ Vδ˜4,Q(PNx) and some i ≥ 0. Then, (41), (42) imply
‖Gˆ0:(i+1)kQη,y (w)−GikQ :(i+1)kQθ,y (u)‖ ≤‖GˆikQ:(i+1)kQη,y (Gˆ0:ikQη,y (w)) − GˆikQ :(i+1)kQη,y (u)‖
+ ‖GˆikQ:(i+1)kQη,y (u)− GˆikQ:(i+1)kQθ,y (u)‖
≤ε1,Q‖Gˆ0:ikQη,y (w) − u‖+ C˜2,Q‖θ − η‖
for any θ ∈ Q, η ∈ Vδ˜5,Q (Q), u ∈ PNx , w ∈ Vδ˜4,Q(PNx). Therefore,
d(Gˆ
0:(i+1)kQ
η,y (w),PNx) ≤ ε1,Qd(Gˆ0:ikQη,y (w),PNx) + C˜2,Qd(η,Q) ≤ ε1,Qδ˜4,Q + C˜2,Qδ˜5,Q = δ˜4,Q
for each η ∈ Vδ˜5,Q(Q), w ∈ Vδ˜4,Q(PNx). Hence, (43) holds for all η ∈ Vδ˜5,Q(Q), w ∈ Vδ˜4,Q(PNx), i ≥ 0.
Let δ3,Q = min{δ˜4,Q, δ˜5,Q}. As Gˆ0:0η,y(w) = w and Gˆ0:(i+1)kQη,y (w) = GˆikQ:(i+1)kQη,y (Gˆ0:ikQη,y (w)), it can be
deduced from (43) that Gˆ0:ikQη,y (w) is analytical in (η, w) on Vδ˜5,Q(Q) × Vδ˜4,Q(PNx) for each i ≥ 0 (notice that
Gˆ
ikQ:(i+1)kQ
η,y (w) is analytic in (η, w) on Vδ˜5,Q(Q)×Vδ˜4,Q(PNx) for any i ≥ 0). Since Gˆ0:nη,y(w) = Gˆ
ikQ:n
η,y (Gˆ
0:ikQ
η,y (w))
for i = ⌊n/kQ⌋, we conclude from (43) that Gˆ0:nη,y(w) is analytical in (η, w) on Vδ˜5,Q (Q) × Vδ˜4,Q(PNx) ⊇
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Vδ3,Q(Q)×Vδ3,Q(PNx) for all n ≥ 0 (notice that GˆikQ:ikQ+jη,y (w) is analytical in (η, w) on Vδ˜5,Q(Q)×Vδ˜4,Q(PNx)
for any i ≥ 0, 0 ≤ j ≤ kQ). On the other side, (39), (43) yield
d(Gˆ0:nη,y(w),PNx) = d(GˆikQ :nη,y (Gˆ0:ikQη,y (w)),PNx) ≤ δ˜1,Q = min{δQ, δ1,Q, δ2,Q} (44)
for all η ∈ Vδ˜5,Q(Q) ⊇ Vδ3,Q(Q), w ∈ Vδ˜5,Q(PNx) ⊇ Vδ3,Q(PNx), n ≥ 0 and i = ⌊n/kQ⌋.
Let ε4,Q = ε
1/kQ
1,Q , C8,Q = C˜2,Qε
−1
1,Q. Owing to (42), (43), we have
‖Gˆ0:(i+1)kQη,y (w′)− Gˆ0:(i+1)kQη,y (w′′)‖ =‖GˆikQ:(i+1)kQη,y (Gˆ0:ikQη,y (w′))− GˆikQ :(i+1)kQη,y (Gˆ0:ikQη,y (w′′))‖
≤ε1,Q‖Gˆ0:ikQη,y (w′)− Gˆ0:ikQη,y (w′′)‖
for any η ∈ Vδ˜5,Q(Q), w′, w′′ ∈ Vδ˜4,Q(PNx), i ≥ 0. Therefore,
‖Gˆ0:ikQη,y (w′)− Gˆ0:ikQη,y (w′′)‖ ≤ εi1,Q‖w′ − w′′‖
for each η ∈ Vδ˜5,Q(Q), w′, w′′ ∈ Vδ˜4,Q(PNx), i ≥ 0. Consequently, (41), (43) yield
‖Gˆ0:nη,y(w′)− Gˆ0:nη,y(w′′)‖ =‖GˆikQ:nη,y (Gˆ0:ikQη,y (w′))− GˆikQ:nη,y (Gˆ0:ikQη,y (w′′))‖
≤C˜2,Q‖Gˆ0:ikQη,y (w′)− Gˆ0:ikQη,y (w′′)‖
≤C˜2,Qεi1,Q‖w′ − w′′‖
≤C8,Qεn4,Q‖w′ − w′′‖
for each η ∈ Vδ˜5,Q(Q) ⊇ Vδ3,Q(Q), w′, w′′ ∈ Vδ˜4,Q(PNx) ⊇ Vδ3,Q(PNx), n ≥ 0, i = ⌊n/kQ⌋ (notice that
C˜2,Qε
i
1,Q = C˜2,Qε
−(n−ikQ)
4,Q ε
n
4,Q ≤ C8,Qεn4,Q). Then, it is clear that δ3,Q, ε4,Q, C8,Q meet the requirements of the
lemma.
B. Analyticity
In this subsection, using the results of the Subsection IV-A (Lemma 7), the analyticity of the objective function
f(·) is shown and Theorem 1 is proved. The proof is based on the analytic continuation techniques and the methods
developed in [13].
Proof of Theorem 1: Let
ψˆnη (w, x) = E
(
φˆη(Gˆ
0:n
η (w, Y1:n), Yn+1)
∣∣∣X1 = x)
for η ∈ Cdθ , w ∈ CNx , x ∈ X , n ≥ 1. Then, using (7), it is straightforward to verify
ψˆn+1η (w, x) =E
(
E
(
φˆη
(
Gˆ0:nη (Gˆη(w, Y1), Y2:n+1), Yn+2
)∣∣∣X1, X2, Y1)∣∣∣X1 = x)
=E(ψˆnη (Gˆη(w, Y1), X2)|X1 = x) (45)
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for each η ∈ Cdθ , w ∈ CNx , x ∈ X , n ≥ 0. It is also easy to show
ψˆnη (w
′, x′)− ψˆnη (w′′, x′′)
=E
(
φˆη(Gˆ
0:n
η (w
′, Y1:n), Yn+1)− φˆη(Gˆ0:nη (e0, Y1:n), Yn+1)
∣∣∣X1 = x′)
− E
(
φˆη(Gˆ
0:n
η (w
′′, Y1:n), Yn+1)− φˆη(Gˆ0:nη (e0, Y1:n), Yn+1)
∣∣∣X1 = x′′)
+
n−1∑
k=1
∑
x∈X
E
(
φˆη(Gˆ
0:n−k+1
η (e0, Yk:n), Yn+1)− φˆη(Gˆ0:n−kη (e0, Yk+1:n), Yn+1)
∣∣∣Xk = x)
· (pk−1(x|x′)− pi(x))
−
n−1∑
k=1
∑
x∈X
E
(
φˆη(Gˆ
0:n−k+1
η (e0, Yk:n), Yn+1)− φˆη(Gˆ0:n−kη (e0, Yk+1:n), Yn+1)
∣∣∣Xk = x)
· (pk−1(x|x′′)− pi(x))
+
∑
x∈X
E(φˆη(Gˆη(e0, Yn), Yn+1)|Xn = x)(pn−1(x|x′)− pi(x))
−
∑
x∈X
E(φˆη(Gˆη(e0, Yn), Yn+1)|Xn = x)(pn−1(x|x′)− pi(x)) (46)
for all η ∈ Cdθ , w′, w′′ ∈ CNx , x′, x′′ ∈ X , n ≥ 1, where e0 = [1 · · · 1]T /Nx ∈ RNx and pk−1(x′|x) = P (Xk =
x′|X1 = x), pi(x) = limk→∞ P (Xk = x). On the other side, Assumption 2 implies that pi(·) is well-defined and
that there exist real numbers ε˜ ∈ (0, 1), C˜ ∈ [1,∞) such that
|pn(x′|x)− pi(x′)| ≤ C˜ε˜n (47)
for each x, x′ ∈ X , n ≥ 0.
Let Q ⊂ Θ be an arbitrary compact set, while δ˜1,Q = min{δQ, δ1,Q, δ2,Q, δ3,Q}, δ˜2,Q = δ˜1,Q/2. Owing to
Assumption 4 and Lemma 7, φˆη(Gˆ0:nη (w, y1:n), yn+1) is analytic in (η, w) on Vδ˜1,Q(Q) × Vδ˜1,Q(PNx) for each
n ≥ 0 and any sequence y = {yn}n≥1 from Y . Due to Assumption 4 and Lemma 7, we also have
|φˆη(Gˆ0:nη (w, y1:n), yn+1)| ≤ ψQ(yn+1)
for all η ∈ Vδ˜1,Q(Q), w ∈ Vδ˜1,Q(PNx), n ≥ 0 and any sequence y = {yn}n≥1 from Y . Consequently, Cauchy
inequality for analytic functions implies that there exists a real number C˜1,Q ∈ [1,∞) such that
‖∇ηφˆη(Gˆ0:nη (w, y1:n), yn+1)‖ ≤ C˜1,QψQ(yn+1) (48)
for each η ∈ Vδ˜2,Q(Q), w ∈ Vδ˜2,Q(PNx), n ≥ 0 and any sequence y = {yn}n≥1 from Y . Since
E(ψQ(Yn+1)|X1 = x) ≤ max
x′∈X
∫
ψQ(y
′)Q(dy′|x′) <∞ (49)
for all x ∈ X , n ≥ 0, it follows from the dominated convergence theorem and (48) that ψˆnη (w, x) is differentiable
(and thus, analytic) in η on Vδ˜2,Q(Q) for any w ∈ Vδ˜2,Q (PNx), n ≥ 0.
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Let ε˜Q = max{ε4,Q, ε˜}. Due to Lemmas 1 and 7, we have
|φˆη(Gˆ0:nη (w′, y1:n), yn+1)− φˆη(Gˆ0:nη (w′′, y1:n), yn+1)| ≤ C1,QC8,Qεn4,QψQ(yn+1)‖w′ − w′′‖, (50)
|φˆη(Gˆ0:n−k+1η (w, yk:n), yn+1)− φˆη(Gˆ0:n−kη (w, yk+1:n), yn+1)|
≤ C1,QψQ(yn+1)‖Gˆ0:n−kη (Gˆη(w, yk), yk+1:n)− Gˆ0:n−kη (w, yk+1:n)‖
≤ C1,QC8,Qεn−k4,Q ψQ(yn+1)‖Gˆη(w, yk)− w‖ (51)
for each η ∈ Vδ˜2,Q(Q), w,w′, w′′ ∈ Vδ˜2,Q(PNx), n ≥ 1, 0 < k ≤ n and any sequence y = {yn}n≥1 from Y . Using
(47), (49) – (51), we deduce that there exists a real number C˜2,Q ∈ [1,∞) such that the absolute value of the each
term on right-hand side of (46) is bounded by C˜2,Qε˜nQ for any η ∈ Vδ˜2,Q(Q), w′, w′′ ∈ Vδ˜2,Q(PNx), x, x′ ∈ X ,
n ≥ 1. Therefore,
|ψˆnη (w′, x′)− ψˆnη (w′′, x′′)| ≤ 2C˜2,Qε˜nQ(n+ 1) (52)
for all η ∈ Vδ˜2,Q(Q), w′, w′′ ∈ Vδ˜2,Q(PNx), x′, x′′ ∈ X , n ≥ 1. Consequently, (45) yields
|ψˆn+1η (w, x) − ψˆnη (w, x)| ≤ E
(
|ψˆnη (Gˆη(w, Y1), X2)− ψˆnη (w, x)|
∣∣∣X1 = x) ≤ 2C˜2,Qε˜nQ(n+ 1) (53)
for each η ∈ Vδ˜2,Q(Q), w ∈ Vδ˜2,Q(PNx), x ∈ X , n ≥ 1. Owing to (52), (53), there exists a function ψˆ : Cdθ → C
such that ψˆnη (w, x) converges to ψˆ(η) uniformly in (η, w, x) ∈ Vδ˜2,Q(Q)× Vδ˜2,Q (PNx)×X . As the uniform limit
of analytic functions is also an analytic function (see [37, Theorem 2.4.1]), ψˆ(·) is analytic on Vδ˜2,Q(Q). On the
other side, since
φˆnθ (u, x) = E
(
φθ(G
0:n
θ (u, Y1:n), Yn+1)
∣∣X1 = x) = E ( (Πn−1φ)(θ, (x, Y1, u))∣∣X1 = x)
for all θ ∈ Θ, u ∈ PNx , x ∈ X , n ≥ 1, Lemma 5 implies f(θ) = ψˆ(θ) for any θ ∈ Q. Then, it is clear that Part
(i) is true, while Part (ii) follows from the Lojasiewicz inequality (see e.g., [17], [26], [27]) and the analyticity of
f(·).
As a direct consequence of [17, Theorem ŁI, Page 775] and Theorem 1, we have the following corollary:
Corollary 5: Let Assumptions 2 – 4 hold. Then, for any compact set Q ⊂ Θ and real number a ∈ f(Q), there
exist real numbers δQ,a ∈ (0, 1), µQ,a ∈ (1, 2], MQ,a ∈ [1,∞) such that
|f(θ)− a| ≤MQ,a‖∇f(θ)‖µQ,a
for all θ ∈ Q satisfying |f(θ)− a| ≤ δQ,a.
Remark: Obviously, if Q ⊆ {θ′ ∈ Rdθ : ‖θ′ − θ‖ ≤ δθ} and a = f(θ) for some θ ∈ Rdθ , then µQ,a and MQ,a
can be selected as µQ,a = µθ and MQ,a =Mθ (δθ , µθ , Mθ are specified in the statement of Theorem 1).
C. Decomposition of Algorithm (1) – (3)
Relying on the results of Subsection IV-A (Lemmas 1 – 6), equivalent representations of recursion (1) – (3) and
their asymptotic properties are analyzed in this subsection. The analysis is based on the techniques developed in [2,
Part II]. The results of this subsection are a crucial prerequisite for the analysis carried out in the next subsection.
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In this subsection, the following notation is used. For n ≥ 0, let Zn+1 = (Xn+1, Yn+1, Un, Vn), while
ξn = F (θn, Zn+1)−∇f(θn),
φ′n = αn(∇f(θn))T ξn,
φ′′n =
∫ 1
0
(∇f(θn + t(θn+1 − θn)) −∇f(θn))T (θn+1 − θn)dt
and φn = φ′n+φ′′n (F (·, ·) is defined in the beginning of the previous subsection). Then, algorithm (1) – (3) admits
the following representations:
θn+1 =θn + αnF (θn, Zn+1)
=θn + αn(∇f(θn) + ξn), n ≥ 0.
Moreover, we have
f(θn+1) = f(θn) + αn‖∇f(θn)‖2 + φn
for n ≥ 0. We also conclude
P (Zn+1 ∈ B|θ0, Z0, . . . , θn, Zn) = Pθn(Zn, B)
w.p.1 for n ≥ 0 and any Borel-measurable set B ⊆ Sz (Pθ(·, ·) is also introduced in the beginning of the previous
subsection).
Lemma 8: Suppose that Assumptions 2 – 4 hold. Then, there exists a Borel-measurable function Φ : Θ×Sz →
Rdθ with the following properties:
i) Φ(θ, ·) is integrable with respect to Pθ(z, ·) and
F (θ, z)−∇f(θ) = Φ(θ, z)− (PΦ)(θ, z) (54)
for all θ ∈ Θ, z ∈ Sz .
ii) For any compact set Q ⊂ Θ and a real number s ∈ (0, 1), there exists a Borel-measurable function ϕQ,s :
Sz → [1,∞) such that
max{‖F (θ, z)‖, ‖Φ(θ, z)‖, ‖(PΦ)(θ, z)‖} ≤ ϕQ,s(z), (55)
‖(PΦ)(θ′, z)− (PΦ)(θ′′, z)‖ ≤ ϕQ,s(z)‖θ′ − θ′′‖s, (56)
sup
n≥0
E
(
ϕ2Q,s(Zn)I{τQ≥n}
∣∣Z0 = z) <∞ (57)
for all θ, θ′, θ′′ ∈ Q, z ∈ Sz , where
τQ = inf{n ≥ 0 : θn 6∈ Q}.
Proof: Let Q ⊆ Θ be an arbitrary compact set. Owing to Lemmas 1 and 5, there exists a real number
C˜1,Q ∈ [1,∞) such that
∞∑
k=0
‖(P kF )(θ, z)−∇f(θ)‖ ≤ C˜1,QψQ(y)(1 + ‖V ‖2) (58)
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for all θ ∈ Q, z = (x, y, u, v) ∈ Sz ((P 0F )(θ, z) stands for F (θ, z)). Consequently,
∑∞
k=0((P
kF )(θ, z)−∇f(θ))
if well-defined and finite for each θ ∈ Q, z ∈ Sz . We also have∥∥∥∥∥
∞∑
k=1
((P kF )(θ′, z)−∇f(θ′))−
∞∑
k=1
((P kF )(θ′′, z)−∇f(θ′′))
∥∥∥∥∥
≤
n∑
k=1
∥∥(P kF )(θ′, z)− (P kF )(θ′′, z)∥∥+ n ‖∇f(θ′)−∇f(θ′′)‖
+
∞∑
k=n+1
∥∥(P kF )(θ′, z)−∇f(θ′)∥∥+ ∞∑
k=n+1
∥∥(P kF )(θ′′, z)−∇f(θ′′)∥∥
for each θ′, θ′′ ∈ Θ, z ∈ Sz , n ≥ 1. Then, using Lemmas 5 and 6, it can be deduced that there exist real numbers
ε˜Q ∈ (0, 1), C˜2,Q ∈ [1,∞) such that∥∥∥∥∥
∞∑
k=1
((P kF )(θ′, z)−∇f(θ′)) −
∞∑
k=1
((P kF )(θ′′, z)−∇f(θ′′))
∥∥∥∥∥ ≤ C˜2,Q(1 + ‖V ‖2)(ε˜nQ + n‖θ′ − θ′′‖) (59)
for all θ′, θ′′ ∈ Q, z = (x, y, u, V ) ∈ Sz , n ≥ 0 ((P 0F )(θ, z) is defined as F (θ, z)).
Let C˜Q = max{C˜1,Q, C˜2,Q}. Moreover, let NQ,s(t) = ⌈s log t/ log ε˜Q⌉ for s, t ∈ (0, 1) and NQ,s(t) = 0 for
s ∈ (0, 1), t ∈ {0} ∪ [1,∞). Then, it can be concluded that there exists a real number K˜Q,s ∈ [1,∞) such that
NQ,s(t) + ε˜
NQ,s(t)
Q ≤ K˜Q,sts (60)
for all t ∈ [0,∞).
For θ ∈ Θ, z = (x, y, u, V ) ∈ Sz , let
Φ(θ, z) =
∞∑
k=0
((P kF )(θ, z)−∇f(θ)),
ϕQ,s(z) = C˜QK˜Q,sψQ(y)(1 + ‖V ‖2).
Since
(PϕQ,s)(θ, z) = C˜QK˜Q,s(1 + ‖Hθ(u, V, y)‖2)E(ψQ(Y2)|X1 = x) <∞
for all θ ∈ Θ, z = (x, y, u, V ) ∈ Sz , we deduce from (58) that Φ(·, ·) is well-defined, integrable and satisfies (54),
(55) (notice that (PΦ)(θ, z) =∑∞k=1((P kF )(θ, z)−∇f(θ))). On the other hand, (59), (60) imply
‖(PΦ)(θ′, z)− (PΦ)(θ′′, z)‖ ≤ C˜QK˜Q,s(1 + ‖V ‖2)‖θ′ − θ′′‖s
for any θ′, θ′′ ∈ Q, z = (x, y, u, V ) ∈ Sz (set n = NQ,s(‖θ′− θ′′‖) in (59)). Thus, (56) is true for each θ′, θ′′ ∈ Q,
z = (x, y, u, V ) ∈ Sz .
Let θ = {θn}n≥0 and Y = {Yn}n≥1. Due to Lemma 3, we have
ϕQ,s(Zn+1)I{τQ>n} =C˜QK˜Q,sψQ(Yn+1)(1 + ‖H0:nθ,Y (U0, V0)‖2)I{τQ>n}
≤4C˜QK˜Q,sC24,QψQ(Yn+1)(1 + ‖V0‖2) (61)
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for each n ≥ 0 (notice that H0:nθ,Y (U0, V0) depends only on the first n elements of θ, and that θ1, . . . , θn ∈ Q is
sufficient for (61) to hold). Consequently,
E
(
ϕ2Q,s(Zn+1)I{τQ>n}
∣∣Z1 = z) ≤16C˜2QK˜2Q,sC44,Q(1 + ‖V ‖)4E(ψ2Q(Yn+1)|X1 = x)
≤16C˜2QK˜2Q,sC44,Q(1 + ‖V ‖)4 max
x′∈X
∫
ψ2Q(y
′)Q(dy′|x′) <∞
for all z = (x, y, u, V ) ∈ Sz , n ≥ 0. Hence, (57) is true for all z ∈ Sz .
Lemma 9: Suppose that Assumption 1 holds. Then, there exists a real number s ∈ (0, 1) such that∑∞
n=0 α
1+s
n γ
r
n <∞.
Proof: Let p = (2 + 2r)/(2 + r), q = (2 + 2r)/r, s = (2 + r)/(2 + 2r). Then, using the Ho¨lder inequality,
we get
∞∑
n=0
α1+sn γ
r
n =
∞∑
n=1
(α2nγ
2r
n )
1/p
(
αn
γ2n
)1/q
≤
(
∞∑
n=1
α2nγ
2r
n
)1/p( ∞∑
n=1
αn
γ2n
)1/q
.
Since γn+1/γn = 1 + αn/γn = O(1) for n→∞ and
∞∑
n=1
αn
γ2n
=
∞∑
n=1
γn+1 − γn
γ2n
≤
∞∑
n=1
(
γn+1
γn
)2 ∫ γn+1
γn
dt
t2
=
1
γ1
max
n≥0
(
γn+1
γn
)2
,
it is obvious that
∑∞
n=0 α
1+s
n γ
r
n converges.
Lemma 10: Suppose that Assumptions 1 – 4 hold. Then, there exists an event N0 such that P (N0) = 0 and such
that
∑∞
n=0 αnγ
r
nξn,
∑∞
n=0 αnξn and
∑∞
n=0 φn converge on Λ \N0.
Proof: Let Q ⊂ Θ be an arbitrary compact set, while t is an arbitrary number from [0, r]. Moreover, let
Ψ : Θ→ Rdθ×dθ be an arbitrary locally Lipschitz continuous function. Obviously, in order to prove the lemma, it
is sufficient to demonstrate that
∑∞
n=0 αnγ
t
nΨ(θn)ξn and
∑∞
n=0 φ
′′
n converge w.p.1 on
⋂∞
n=0{θn ∈ Q} (to show
the convergence of
∑∞
n=0 αnγ
r
nξn, set t = r and Ψ(θ) = I for all θ ∈ Θ, where I stands for dθ × dθ unit
matrix; to demonstrate the convergence of
∑∞
n=0 φ
′
n, set t = 0 and Ψ(θ) = e(∇f(θ))T for each θ ∈ Θ, where
e = [1 · · · 1]T ∈ Rdθ ).
Let s ∈ (0, 1) be a real number such that ∑∞n=0 α1+sn γrn <∞, while
C˜Q = max
{
‖∇Ψ(θ)‖, ‖Ψ(θ
′)−Ψ(θ′′)‖
‖θ′ − θ′′‖s ,
‖∇f(θ′)−∇f(θ′′)‖
‖θ′ − θ′′‖ : θ, θ
′, θ′′ ∈ Q
}
.
Moreover, for n ≥ 1, let
ψ1,n = Ψ(θn)(Φ(θn, Zn+1)− (PΦ)(θn, Zn)),
ψ2,n = Ψ(θn)((PΦ)(θn, Zn)− (PΦ)(θn−1, Zn)) + (Ψ(θn)−Ψ(θn−1))(PΦ)(θn−1, Zn),
ψ3,n = Ψ(θn)(PΦ)(θn, Zn+1).
Then, it is straightforward to verify
n∑
i=1
αiγ
t
iΨ(θi)ξi =
n∑
i=1
αiγ
t
iψ1,i +
n∑
i=1
αiγ
t
iψ2,i +
n−1∑
i=0
(αi+1γ
t
i+1 − αiγti )ψ3,i − αnγtnψ3,n + α0γt0ψ3,0 (62)
for n ≥ 1.
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Owing to Assumption 1, we have
αn = αn+1(1 + αn(α
−1
n+1 − α−1n )) = O(αn+1),
αn − αn+1 = αnαn+1(α−1n+1 − α−1n ) = O(α2n+1),
γtn+1 − γtn = γtn
(
(1 + αn/γn)
t − 1) = o(αnγtn)
as n→∞. Consequently,
∞∑
n=0
αsnαn+1γ
t
n+1 =
∞∑
n=0
(αn/αn+1)
sαsn+1γ
t
n+1 <∞, (63)
∞∑
n=0
|αnγtn − αn+1γtn+1| ≤
∞∑
n=0
αn|γtn − γtn+1|+
∞∑
n=0
|αn − αn+1|γtn+1 <∞. (64)
On the other side, as a consequence of Lemma 8, we get
Eθ,z
(|ψ1,n|2I{τQ>n}) ≤ 2C˜2QEθ,z (ϕ2Q,s(Zn+1)I{τQ>n})+ 2C˜2QEθ,z (ϕ2Q,s(Zn)I{τQ>n−1}) ,
Eθ,z
(|ψ2,n|I{τQ>n}) ≤ 2C˜QEθ,z (ϕQ,s(Zn)‖θn − θn−1‖sI{τQ>n}) ≤ 2C˜Qαsn−1Eθ,z (ϕ2Q,s(Zn)I{τQ>n−1})
for all θ ∈ Θ, z ∈ Sz , n ≥ 1. Due to the same lemma, we have
Eθ,z
(|ψ3,n|2I{τQ>n}) ≤ C˜2QEθ,z (ϕ2Q,s(Zn+1)I{τQ>n}) ,
Eθ,z
(|φ′′n|I{τQ>n}) ≤ C˜QEθ,z (‖θn+1 − θn‖2I{τQ>n}) ≤ C˜Qα2nEθ,z (ϕ2Q,s(Zn+1)I{τQ>n})
for all θ ∈ Θ, z ∈ Sz , n ≥ 1. Then, Lemma 8 and (63) yield
Eθ,z
(
∞∑
n=1
α2nγ
2t
n |ψ1,n|2I{τQ>n}
)
≤ 4C˜2Q
(
∞∑
n=1
α2nγ
2t
n
)
sup
n≥0
Eθ,z
(
ϕ2Q,s(Zn+1)I{τQ>n}
)
<∞,
Eθ,z
(
∞∑
n=1
αnγ
t
n|ψ2,n|I{τQ>n}
)
≤ 2C˜Q
(
∞∑
n=1
αsn−1αnγ
t
n
)
sup
n≥0
Eθ,z
(
ϕ2Q,s(Zn+1)I{τQ>n}
)
<∞
for any θ ∈ Θ, z ∈ Sz . On the other side, Lemma 8 and (64) imply
Eθ,z
(
∞∑
n=1
|αnγtn − αn+1γtn+1| |ψ3,n|I{τQ>n}
)
≤ C˜Q
(
∞∑
n=1
|αnγtn − αn+1γtn+1|
)
sup
n≥0
(
Eθ,z
(
ϕ2Q,s(Zn+1)I{τQ>n}
))1/2
<∞,
Eθ,z
(
∞∑
n=1
α2n+1γ
2t
n+1|ψ3,n|2I{τQ>n}
)
≤ C˜2Q
(
∞∑
n=1
α2n+1γ
2t
n+1
)
sup
n≥0
Eθ,z
(
ϕ2Q,s(Zn+1)I{τQ>n}
)
<∞,
Eθ,z
(
∞∑
n=0
|φ′′n|I{τQ>n}
)
≤ C˜Q
(
∞∑
n=0
α2n
)
sup
n≥0
Eθ,z
(
ϕ2Q,s(Zn+1)I{τQ>n}
)
<∞
for each θ ∈ Θ, z ∈ Sz . Since
Eθ,z
(
ψ1,nI{τQ>n}|Fn
)
= Ψ(θn) (Eθ,z (Φ(θn, Zn+1)|Fn)− (PΦ)(θn, Zn)) I{τQ>n} = 0
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w.p.1 for every θ ∈ Θ, z ∈ Sz , n ≥ 1, it is clear that series
∞∑
n=1
αnγ
t
nψ1,n,
∞∑
n=1
αnγ
t
nψ2,n,
∞∑
n=1
(αnγ
t
n − αn+1γtn+1)ψ3,n,
∞∑
n=1
φ′′n
converge w.p.1 on
⋂∞
n=0{θn ∈ Q}, and that limn→∞ αnγtnψ3,n = 0 w.p.1 on the same event. Owing to this and
(62), we have that ∑∞n=0 αnγtnΨ(θn)ξn is convergent w.p.1 on ⋂∞n=0{θn ∈ Q}.
Lemma 11: Suppose that Assumption 1 – 4 hold. Then, on Λ \ N0, limn→∞∇f(θn) = 0 and limn→∞ f(θn)
exists.
Proof: Let Q ⊂ Θ be an arbitrary compact set, while ω is an arbitrary sample from ⋂∞n=0{θn ∈ Q} \ N0
(notice that all formulas which appear in the proof correspond to this ω). Obviously, in order to prove the lemma,
it is sufficient to show that limn→∞ f(θn) exists and that limn→∞∇f(θn) = 0.
Since
∑∞
n=0 φn converges and
n−1∑
i=0
αi‖∇f(θi)‖2 = f(θn)− f(θ0)−
n−1∑
i=0
φi
for n ≥ 0, we conclude ∑∞n=0 αn‖∇f(θn)‖2 <∞ (also notice that f(·) is bounded on Q). As
f(θn) = f(θ0) +
n−1∑
i=0
αi‖∇f(θi)‖2 +
n−1∑
i=0
φi
for n ≥ 0, it is clear that limn→∞ f(θn) exists.
Let C˜Q be a Lipschitz constant of ∇f(·) on Q and an upper bound of ‖∇f(·)‖ on the same set. Now, we
prove limn→∞∇f(θn) = 0. Suppose the opposite. Then, there exist ε ∈ (0,∞) and sequences {mk}k≥0, {nk}k≥0
(all depending on ω) such that mk < nk < mk+1, ‖∇f(θmk)‖ ≤ ε, ‖∇f(θnk)‖ ≥ 2ε for k ≥ 0, and such that
‖∇f(θn)‖ ≥ ε for mk < n ≤ nk, k ≥ 0. Therefore,
ε ≤ ‖∇f(θnk)−∇f(θmk)‖ ≤ C˜Q‖θnk − θmk‖ ≤ C˜2Q
nk−1∑
i=mk
αi + C˜Q
∥∥∥∥∥
nk−1∑
i=mk
αiξi
∥∥∥∥∥ (65)
for k ≥ 0. We also have
ε2
nk∑
i=mk+1
αi ≤
∞∑
i=mk+1
αi‖∇f(θi)‖2
for k ≥ 0. Consequently, limk→∞
∑nk−1
i=mk
αi = 0. However, this is not possible, since the limit process k → ∞
applied to (65) would imply
ε ≤ lim
k→∞
‖∇f(θnk)−∇f(θmk)‖ = 0.
Hence, limn→∞∇f(θn) = 0.
D. Convergence and Convergence Rate
In this subsection, using the results of Subsections IV-B, IV-C (Corollary 5, Lemmas 9, 10), the convergence
and convergence rate of recursion (1) – (3) are analyzed and Theorems 2 and 3 are proved.
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Throughout the subsection, we use the following notation. For t ∈ (0,∞), n ≥ 0, let
a(n, t) = max{k ≥ n : γk − γn ≤ t}.
For 0 ≤ n ≤ k, let
ζn = sup
k≥n
∥∥∥∥∥
k∑
i=n
αiξi
∥∥∥∥∥ ,
ε′n,k =
k−1∑
i=n
αiξi,
ε′′n,k =
k−1∑
i=n
αi(∇f(θi)−∇f(θn)),
φ′n,k = (∇f(θn))T (ε′n,k + ε′′n,k),
φ′′n,k =
∫ 1
0
(∇f(θn + t(θk − θn))−∇f(θn))T (θk − θn)dt,
while εn,k = ε′n,k + ε′′n,k and φn,k = φ′n,k + φ′′n,k. Then, it is straightforward to verify
θk =θn +
k−1∑
i=n
αi∇f(θi) + ε′n,k
=θn + (γk − γn)∇f(θn) + εn,k, (66)
f(θk) =f(θn) + (γk − γn)‖∇f(θn)‖2 + φn,k (67)
for 0 ≤ n ≤ k.
Besides the notation introduced in the previous paragraph, we also rely on the following notation in this subsection.
For a compact set Q ⊂ Θ, CQ ∈ [1,∞) denotes an upper bound of ‖∇f(·)‖ on Q and a Lipschitz constant of
∇f(·) on the same set. Aˆ is the set of the accumulation points of {θn}n≥0, while
fˆ = lim inf
n→∞
f(θn).
ρˆ and Bˆ, Qˆ are a random quantity and random sets (respectively) defined by
ρˆ = d(Aˆ, ∂Θ)/2, Bˆ =
⋃
θ∈Aˆ
{
θ′ ∈ Rdθ : ‖θ′ − θ‖ ≤ min{δθ, ρˆ}
}
, Qˆ = cl(Bˆ)
on Λ, and by
ρˆ = 0, Bˆ = Aˆ, Qˆ = Aˆ
otherwise. Overriding the definition of µˆ in Theorem 3, we specify random quantities δˆ, µˆ, Cˆ, Cˆ as
δˆ = δQˆ,fˆ , µˆ = µQˆ,fˆ , Cˆ = CQˆ,fˆ , Mˆ =MQˆ,fˆ (68)
on Λ, and as
δˆ = 1, µˆ = 2, Cˆ = 1, Mˆ = 1
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otherwise (δQ,a, µQ,a, MQ,a are introduced in the statement of Corollary 5; later, once Theorem 2 is proved, it
will be clear that the definitions of µˆ provided in Theorem 3 and in (68) are equivalent). Random quantities pˆ, qˆ,
rˆ are defined in the same way as in (5). Functions u(·) and v(·) are defined by
u(θ) = fˆ − f(θ), v(θ) =


(1/u(θ))1/pˆ, if u(θ) > 0
0, otherwise
for θ ∈ Θ.
Obviously, on event Λ, Qˆ is compact and satisfies Aˆ ⊂ intQˆ, Qˆ ⊂ Θ. Thus, µˆ, Mˆ , pˆ, qˆ, rˆ, v(·) are are well-
defined on the same event (what happens with these quantities outside Λ does not affect the results provided in
this subsection). On the other side, Corollary 5 implies
|f(θ)− fˆ | ≤ Mˆ‖∇f(θ)‖µˆ (69)
on Λ for all θ ∈ Qˆ satisfying |f(θ)− fˆ | ≤ δˆ.
Lemma 12: Suppose that Assumptions 1 – 4 hold. Then, limn→∞ γrnζn = 0 on Λ \N0 (N0 is specified in the
statement of Lemma 10).
Proof: It is straightforward to verify
k∑
i=n
γiξi = γ
−r
k+1
k∑
j=n
αjγ
r
j ξj +
k∑
i=n
(γ−ri − γ−ri+1)
i∑
j=n
αjγ
r
j ξj
for 0 ≤ n ≤ k. Therefore,∥∥∥∥∥
k∑
i=n
γiξi
∥∥∥∥∥ ≤
(
γ−rk+1 +
k∑
i=n
(γ−ri − γ−ri+1)
)
sup
i≥n
∥∥∥∥∥∥
i∑
j=n
αjγ
r
j ξj
∥∥∥∥∥∥ = γ−rn supi≥n
∥∥∥∥∥∥
i∑
j=n
αjγ
r
j ξj
∥∥∥∥∥∥
for 0 ≤ n ≤ k. Consequently, Lemma 10 implies
lim sup
n→∞
γrnζn = lim sup
n→∞
sup
k≥n
∥∥∥∥∥
k∑
i=n
αiγ
r
i ξi
∥∥∥∥∥ = 0
on Λ \N0.
Lemma 13: Suppose that Assumptions 1 – 4 hold. Let Cˆ1 = (16pˆMˆ)2pˆ (notice that 1 ≤ Cˆ1 <∞ everywhere).
Then, there exist a random quantity tˆ and an integer-valued random variable σ such that 0 < tˆ < 1, 0 ≤ σ < ∞
everywhere and such that
max
n≤k≤a(n,tˆ)
‖εn,k‖ ≤ (tˆ/Cˆ1)(γ−rn + ‖∇f(θn)‖), (70)
max
n≤k≤a(n,tˆ)
|φn,k| ≤ (tˆ/Cˆ1)(γ−2rn + ‖∇f(θn)‖2), (71)
f(θn)− f(θa(n,tˆ)) + 2−1tˆ‖∇f(θn)‖2 ≤ (tˆ/Cˆ1)γ−2rn , (72)
f(θn)− f(θa(n,tˆ)) + 2−1‖∇f(θn)‖‖θa(n,tˆ) − θn‖ ≤ (tˆ/Cˆ1)γ−2rn (73)
on Λ \N0 for n > σ.
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Proof: Let C˜1 = 2Cˆ exp(Cˆ), C˜2 = 2CˆC˜1, C˜3 = 2CˆC˜22 + C˜2 and C˜4 = C˜2 + C˜3, while tˆ = 1/(2Cˆ1C˜4).
Moreover, let
σ˜1 =max
({
n ≥ 0 : θn 6∈ Qˆ
}
∪ {0}
)
,
σ˜2 =max
({
n ≥ 0 : αn > tˆ/4
} ∪ {0}) ,
σ˜3 =max
({
n ≥ 0 : γrnζn > tˆ/(2Cˆ1C˜4)
}
∪ {0}
)
while σ = max{σ˜1, σ˜2, σ˜3}IΛ\N0 . Then, it is obvious that σ is well-defined, while Lemma 12 implies 0 ≤ σ <∞
everywhere. We also have
max{C˜2γrnζn, C˜3γrnζn, C˜3γ2rn ζ2n, C˜4γrnζn, C˜4γ2rn ζ2n} ≤ 2−1Cˆ−11 tˆ, (74)
max{C˜2tˆ2, C˜3tˆ2, C˜4tˆ2} ≤ 2−1Cˆ−11 tˆ, (75)
tˆ ≥ γa(n,tˆ) − γn = γa(n,tˆ)+1 − γn − αa(n,tˆ) ≥ 3tˆ/4 (76)
on Λ \N0 for n > σ.
Let ω be an arbitrary sample from Λ (notice that all formulas which follow in the proof correspond to this ω).
Since θn ∈ Qˆ for n > σ, we have
‖∇f(θk)‖ ≤‖∇f(θn)‖ + ‖∇f(θk)−∇f(θn)‖
≤‖∇f(θn)‖ + Cˆ‖θk − θn‖
≤‖∇f(θn)‖ + Cˆ
k−1∑
i=n
αi‖∇f(θi)‖+ Cˆ‖ε′n,k‖
≤Cˆ(ζn + ‖∇f(θn)‖) + Cˆ
k−1∑
i=n
αi‖∇f(θi)‖
for σ < n ≤ k. Then, Bellman-Gronwall inequality yields
‖∇f(θk)‖ ≤ Cˆ(ζn + ‖∇f(θn)‖) exp(Cˆ(γk − γn)) ≤ Cˆ exp(Cˆ)(ζn + ‖∇f(θn)‖)
for σ < n ≤ k ≤ a(n, 1). Consequently,
‖θk − θn‖ ≤
k−1∑
i=n
αi‖∇f(θi)‖+ ‖ε′n,k‖
≤ζn + Cˆ exp(Cˆ)(ζn + ‖∇f(θn)‖)(γk − γn)
≤C˜1(ζn + (γk − γn)‖∇f(θn)‖)
for σ < n ≤ k ≤ a(n, 1). Therefore,
‖εn,k‖ ≤‖ε′n,k‖+ Cˆ
k−1∑
i=n
αi‖θi − θn‖
≤ζn + CˆC˜1((γk − γn)ζn + (γk − γn)2‖∇f(θn)‖)
≤C˜2(ζn + (γk − γn)2‖∇f(θn)‖) (77)
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for σ < n ≤ k ≤ a(n, 1) (notice that γk − γn ≤ 1 for n ≤ k ≤ a(n, 1)). Thus,
‖φn,k‖ ≤‖∇f(θn)‖‖εn,k‖+ Cˆ‖θk − θn‖2
≤C˜2(ζn‖∇f(θn)‖ + (γk − γn)2‖∇f(θn)‖2) + 2CˆC˜21 (ζ2n + (γk − γn)2‖∇f(θn)‖2)
≤C˜3(ζ2n + ζn‖∇f(θn)‖ + (γk − γn)2‖∇f(θn)‖2) (78)
for σ < n ≤ k ≤ a(n, 1). On the other side, combining (66), (67), we get
f(θk)− f(θn) =‖∇f(θn)‖‖(γk − γn)∇f(θn)‖ + φn,k
=‖∇f(θn)‖‖θk − θn + εn,k‖+ φn,k
≥‖∇f(θn)‖(‖θk − θn‖ − ‖εn,k‖)− |φn,k|
for 0 ≤ n ≤ k. Then, (77), (78) yield
f(θn)− f(θk) + ‖∇f(θn)‖‖θk − θn‖ ≤‖∇f(θn)‖‖εn,k‖+ |φn,k|
≤C˜3ζ2n + (C˜2 + C˜3)(ζn‖∇f(θn)‖ + (γk − γn)2‖∇f(θn)‖2)
≤C˜4(ζ2n + ζn‖∇f(θn)‖+ (γk − γn)2‖∇f(θn)‖2) (79)
for σ < n ≤ k ≤ a(n, 1).
Owing to (74), (75), (77), (78), we have
‖εn,k‖ ≤C˜2ζn + C˜2tˆ2‖∇f(θn)‖
≤Cˆ−11 tˆ(γ−rn + ‖∇f(θn)‖), (80)
|φn,k| ≤C˜3ζ2n + C˜3ζn‖∇f(θn)‖+ C˜3 tˆ2‖∇f(θn)‖2
≤2−1Cˆ−11 tˆ(γ−2rn + γ−rn ‖∇f(θn)‖ + ‖∇f(θn)‖2)
≤Cˆ−11 tˆ(γ−2rn + ‖∇f(θn)‖2) (81)
for σ < n ≤ k ≤ a(n, tˆ) (notice that γk − γn ≤ tˆ for n ≤ k ≤ a(n, tˆ)). Due to (67), (76), (81), we have also
f(θn)− f(θa(n,tˆ)) ≤− (γa(n,tˆ) − γn)‖∇f(θn)‖2 + |φn,a(n,tˆ)|
≤ − (3tˆ/4)‖∇f(θn)‖2 + Cˆ−11 tˆ(γ−2rn + ‖∇f(θn)‖2)
=− (3/4− Cˆ−11 )tˆ‖∇f(θn)‖2 + Cˆ−11 tˆγ−2rn
≤− 2−1tˆ‖∇f(θn)‖2 + Cˆ−11 tˆγ−2rn (82)
for n > σ (notice that Cˆ1 ≥ 4). Consequently,
Cˆ−11 tˆ‖∇f(θn)‖2 ≤ 2−1tˆ‖∇f(θn)‖2 ≤ Cˆ−11 tˆγ−2rn + (f(θa(n,tˆ))− f(θn)) (83)
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for n > σ. On the other side, (74) – (76), (79), (83) imply
f(θn)− f(θa(n,tˆ)) + ‖∇f(θn)‖‖θa(n,tˆ) − θn‖ ≤C˜4(ζ2n + ζn‖∇f(θn)‖+ tˆ2‖∇f(θn)‖2)
≤2−1Cˆ−11 tˆ(γ−2rn + γ−rn ‖∇f(θn)‖+ ‖∇f(θn)‖2)
≤Cˆ−11 tˆ(γ−2rn + ‖∇f(θn)‖2)
≤2Cˆ−11 tˆγ−2rn + (f(θa(n,tˆ))− f(θn))
for n > σ. Therefore,
2(f(θn)− f(θa(n,tˆ))) + ‖∇f(θn)‖‖θa(n,tˆ) − θn‖ ≤ 2Cˆ−11 tˆγ−2rn (84)
for n > σ. Then, (70) – (73) directly follow from (80), (81), (82), (84).
Lemma 14: Suppose that Assumptions 1 – 4 hold. Let Cˆ2 = 4pˆMˆ2 (notice that 1 ≤ Cˆ2 <∞ everywhere). Then,
there exists an integer-valued random variable τ such that 0 ≤ τ <∞ everywhere and such that(
u(θa(n,tˆ))− u(θn) + (tˆ/4)‖∇f(θn)‖2
)
IAn ≤ 0, (85)(
u(θa(n,tˆ))− u(θn) + (tˆ/Cˆ2)u(θn)
)
IBn ≤ 0, (86)(
v(θa(n,tˆ))− v(θn)− tˆ/Cˆ2
)
ICn ≥ 0 (87)
on Λ \N0 for n > τ , where
An ={γpˆn|u(θn)| ≥ 1} ∪ {γrn‖∇f(θn)‖ ≥ 1},
Bn ={γpˆnu(θn) ≥ 1} ∩ {µˆ = 2},
Cn ={γpˆnu(θn) ≥ 1} ∩ {u(θa(n,tˆ)) > 0} ∩ {µˆ < 2}
(tˆ is specified in the statement of Lemma 13).
Remark: Inequalities (85) – (87) can be interpreted in the following way: Relations
(
γpˆn|u(θn)| ≥ 1 ∨ γrn‖∇f(θn)‖ ≥ 1
) ∧ n > τ =⇒ u(θa(n,tˆ))− u(θn) ≤ −(tˆ/4)‖∇f(θn)‖2, (88)
γpˆnu(θn)| ≥ 1 ∧ µˆ = 2 ∧ n > τ =⇒ u(θa(n,tˆ)) ≤ (1− tˆ/Cˆ2)u(θn), (89)
γpˆnu(θn) ≥ 1 ∧ µˆ < 2 ∧ n > τ =⇒ v(θa(n,tˆ))− v(θn) ≥ tˆ/Cˆ2 (90)
are true on Λ \N0.
Proof: Let
τ˜1 = max
({
n ≥ 0 : θn 6∈ Qˆ
}
∪ {0}
)
,
τ˜2 = max
({
n ≥ 0 : |u(θn)| > δˆ
}
∪ {0}
)
and τ = max{σ, τ˜1, τ˜2}IΛ\N0 . Then, it is obvious that τ is well-defined, while Lemma 11 implies 0 ≤ τ < ∞
everywhere. On the other side, since τ ≥ σ on Λ \N0, Lemma 13 (inequality (72)) implies
u(θa(n,tˆ))− u(θn) ≤ −(tˆ/2)‖∇f(θn)‖2 + (tˆ/Cˆ1)γ−2rn (91)
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on Λ \N0 for n > τ . As θn ∈ Qˆ, |u(θn| ≤ δˆ on Λ \N0 for n > τ , (69) (i.e., Corollary 5) yields
|u(θn)| ≤ Mˆ‖∇f(θn)‖µˆ (92)
on Λ \N0 for n > τ .
Let ω be an arbitrary sample from Λ \N0 (notice that all formulas which follow in the proof correspond to this
ω). First, we show (85). We proceed by contradiction: Suppose that (85) is violated for some n > τ . Consequently,
u(θa(n,tˆ))− u(θn) + (tˆ/4)‖∇f(θn)‖2 > 0 (93)
and at least one of the following two inequalities is true:
|u(θn)| ≥ γ−pˆn , ‖∇f(θn)‖ ≥ γ−rn . (94)
If |u(θn)| ≥ γ−pˆn , then (92) implies
‖∇f(θn)‖2 ≥
(
|u(θn)|/Mˆ
)2/µˆ
≥ (1/Mˆ)2/µˆγ−2pˆ/µˆn ≥ (4/Cˆ1)γ−2rn
(notice that pˆ/µˆ ≤ r, 4Mˆ2/µˆ ≤ 4Mˆ2 ≤ Cˆ1). Thus, as a result of one of (94), we get
‖∇f(θn)‖2 ≥ (4/Cˆ1)γ−2rn ,
i.e., (tˆ/4)‖∇f(θn)‖2 ≥ (tˆ/Cˆ1)γ−2rn . Then, (91) implies
u(θa(n,tˆ))− u(θn) ≤ −(tˆ/4)‖∇f(θn)‖2, (95)
which directly contradicts (93). Hence, (85) is true for n > τ . Owing to this, (92) and the fact that Bn ⊂ An for
n ≥ 0, we obtain(
u(θa(n,tˆ))− u(θn) + (tˆ/Cˆ2)u(θn)
)
IBn ≤
(
u(θa(n,tˆ))− u(θn) + (Mˆ tˆ/Cˆ2)‖∇f(θn)‖2
)
IBn
≤
(
u(θa(n,tˆ))− u(θn) + (tˆ/4)‖∇f(θn)‖2
)
IBn ≤ 0
for n > τ (notice that u(θn) > 0 on Bn; also notice that 4Mˆ ≤ Cˆ2). Thus, (86) is satisfied.
Now, let us prove (87). To do so, we again use contradiction: Suppose that (87) does not hold for some n > τ .
Consequently, we have µˆ < 2, u(θa(n,tˆ)) > 0 and
γpˆnu(θn) ≥ 1, (96)
v(θa(n,tˆ))− v(θn) < tˆ/Cˆ2. (97)
Combining (96) with (already proved) (85), we get (95). On the other side, (92) yields
‖∇f(θn)‖2 ≥
(
u(θn)/Mˆ
)2/µˆ
≥ Mˆ−2(u(θn))1+1/pˆ
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(notice that 0 < u(θn) ≤ δˆ ≤ 1, 2/µˆ = 1 + 1/(µˆrˆ) ≤ 1 + 1/pˆ). Therefore, (95) implies
tˆ
4
≤ u(θn)− u(θa(n,tˆ))‖∇f(θn)‖2 ≤Mˆ
2
u(θn)− u(θa(n,tˆ))
(u(θn))1+1/pˆ
=Mˆ2
∫ u(θn)
u(θa(n,tˆ))
du
(u(θn))1+1/pˆ
≤Mˆ2
∫ u(θn)
u(θa(n,tˆ))
du
u1+1/pˆ
=
Cˆ2
4
(v(θa(n,tˆ))− v(θn)).
Thus, v(θa(n,tˆ))− v(θn) ≥ tˆ/Cˆ2, which directly contradicts (97). Hence, (86) is satisfied for n > τ .
Lemma 15: Suppose that Assumptions 1 – 4 hold. Then,
γpˆnu(θn) ≥ −1, (98)
‖∇f(θn)‖2 ≤ (4/tˆ)
(
ϕ(u(θn)) + γ
−pˆ
n
) (99)
on Λ \N0 for n > τ , where function ϕ(·) is defined by ϕ(x) = x I(0,∞)(x), x ∈ R.
Proof: Let ω be an arbitrary sample from Λ\N0 (notice that all formulas that follow in the proof correspond to
this ω). First, we prove (98). To do so, we use contradiction: Assume that (98) is not satisfied for some n0 > τ , and
define recursively nk+1 = a(nk, tˆ) for k ≥ 0. Now, let us show by induction that {u(θnk)}k≥0 is non-increasing:
Suppose that u(θnl) ≤ u(θnl−1) for 0 ≤ l ≤ k and some k ≥ 1. Consequently,
u(θnk) ≤ u(θn0) ≤ −γ−pˆn0 ≤ −γ−pˆnk .
Then, Lemma 14 (relations (85), (88)) yields
u(θnk+1)− u(θnk) ≤ −(tˆ/4)‖∇f(θnk)‖2 ≤ 0,
i.e., u(θnk+1) ≤ u(θnk). Thus, {u(θnk)}k≥0 is non-increasing. Therefore,
lim sup
n→∞
u(θnk) ≤ u(θn0) < 0.
However, this is not possible, as limn→∞ u(θn) = 0 (due to Lemma 11). Hence, (98) indeed holds for n > τ .
Now, (99) is demonstrated. Again, we proceed by contradiction: Suppose that (99) is violated for some n > τ .
Consequently,
‖∇f(θn)‖2 ≥ (4/tˆ)γ−pˆn ≥ γ−2rn
(notice that pˆ ≤ µˆr ≤ 2r), which, together with Lemma 14 (relations (85), (88)), yields
u(θa(n,tˆ))− u(θn) ≤ −(tˆ/4)‖∇f(θn)‖2.
Then, (98) implies
‖∇f(θn)‖2 ≤(4/tˆ)
(
u(θn)− u(θa(n,tˆ))
)
≤ (4/tˆ) (ϕ(u(θn)) + γ−pˆn ) .
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However, this directly contradicts our assumption that n violates (99). Thus, (99) is satisfied for n > τ .
Lemma 16: Suppose that Assumptions 1 – 4 hold. Let Cˆ3 = 2Cˆ pˆ2 . Then,
lim inf
n→∞
γpˆnu(θn) ≤ Cˆ3 (100)
on Λ \N0.
Proof: We prove the lemma by contradiction: Assume that (100) is violated for some sample ω from Λ \N0
(notice that the formulas which follow in the proof correspond to this ω). Consequently, there exists n0 > τ such
that
γpˆnu(θn) ≥ Cˆ3 (101)
for n ≤ n0.
Let {nk}k≥0 be defined recursively as nk+1 = a(nk, tˆ) for k ≥ 0. In what follows in the proof, we consider
separately the cases µˆ < 2 and µˆ = 2.
Case µˆ < 2: Owing to Lemma 14 (relations (87), (90)) and (101), we have
v(θnk+1)− v(θnk) ≥tˆ/Cˆ2 ≥ (γnk+1 − γnk)/Cˆ2
for k ≥ 0 (notice that γpˆnu(θn) ≥ 1 due to (101); also notice that γnk+1 − γnk ≤ tˆ). Therefore,
v(θnk) ≥ v(θn0) + (1/Cˆ2)
k−1∑
i=0
(γni+1 − γni) = v(θn0) + (γnk − γn0)/Cˆ2
for k ≥ 0. Then, (101) implies(
v(θn0 )/γnk + (1 − γn0/γnk)/Cˆ2
)−pˆ
≥ (v(θnk)/γnk)−pˆ = γpˆnku(θnk) ≥ Cˆ3
for k ≥ 0. However, this is impossible, since the limit process k → ∞ (applied to the previous relation) yields
Cˆ3 ≤ Cˆ pˆ2 . Hence, (100) holds when µˆ < 2.
Case µˆ = 2: Due to Lemma 14 (relations (86), (89)) and (101), we have
u(θnk+1) ≤ (1 − tˆ/Cˆ2)u(θnk) ≤
(
1− (γnk+1 − γnk)/Cˆ2
)
u(θnk)
for k ≥ 0. Consequently,
u(θnk) ≤u(θn0)
k−1∏
i=0
(
1− (γni+1 − γni)/Cˆ2
)
≤u(θn0) exp
(
−(1/Cˆ2)
k−1∑
i=0
(γni+1 − γni)
)
=u(θn0) exp
(
−(γnk − γn0)/Cˆ2
)
for k ≥ 0. Then, (101) yields
u(θn0)γ
pˆ
nk exp
(
−(γnk − γn0)/Cˆ2
)
≥ γpˆnku(θnk) ≥ Cˆ3
37
for k ≥ 0. However, this is not possible, as the limit process k → ∞ (applied to the previous relation) implies
Cˆ3 ≤ 0. Thus, (100) holds in the case µˆ = 2, too.
Lemma 17: Suppose that Assumptions 1 – 4 hold. Let Cˆ4 = 6Cˆ3. Then,
lim sup
n→∞
γpˆnu(θn) ≤ Cˆ4 (102)
on Λ \N0.
Proof: We use contradiction to prove the lemma: Suppose that (102) is violated for some sample ω from Λ\N0
(notice that the formulas which appear in the proof correspond to this ω). Since limn→∞(γa(n,tˆ)/γn) = 1, it can
be deduced from Lemma 16 that there exist n0 > m0 > τ such that
γpˆm0u(θm0) ≤ 2Cˆ3, (103)
γpˆn0u(θn0) > Cˆ4, (104)
min
m0<n≤n0
γpˆnu(θn) > 2Cˆ3, (105)
max
m0≤n<n0
γpˆnu(θn) ≤ Cˆ4, (106)
and such that
(γa(m0,tˆ)/γm0)
pˆ ≤ min{2, (1− tˆ/Cˆ2)−1}. (107)
Let l0 = a(m0, tˆ). As a direct consequence of Lemma 15 and (103), we get
‖∇f(θm0)‖2 ≤ (4/tˆ)
(
ϕ(u(θm0)) + γ
−pˆ
m0
) ≤ 12(Cˆ3/tˆ)γ−pˆm0 .
Consequently, Lemma 13 and (67) imply
u(θn)− u(θm0) ≤ |φm0,n| ≤(tˆ/Cˆ1)(γ−2rm0 + ‖∇f(θm0)‖2)
≤(tˆ/Cˆ1)γ−2rm0 + (12Cˆ3/Cˆ1)γ−pˆm0 ≤ γ−pˆm0
for m0 ≤ n ≤ l0 (notice that pˆ ≤ 2r, tˆ/Cˆ1 ≤ 1/2, Cˆ1 ≥ 24Cˆ3). Then, (103), (105) yield
u(θm0) ≥ u(θm0+1)− γ−pˆm0 ≥ 2Cˆ3(γm0/γm0+1)pˆγ−pˆm0 − γ−pˆm0 ≥ (Cˆ3 − 1)γ−pˆm0 ≥ γ−pˆm0 , (108)
u(θn) ≤ u(θm0) + γ−pˆm0 ≤ (2Cˆ3 + 1)(γn/γm0)pˆγ−pˆn ≤ 6Cˆ3γ−pˆn = Cˆ4γ−pˆn (109)
for m0 ≤ n ≤ l0 (notice that (γn/γm0)pˆ ≤ (γl0/γm0)pˆ ≤ 2 for m0 ≤ n ≤ n0). Using (104), (109), we conclude
l0 < n0.
In the rest of the proof, we consider separately the cases µˆ < 2 and µˆ = 2.
Case µˆ < 2: Owing to Lemma 14 (relations (87), (90)) and (103), (108), we have
v(θl0) ≥ v(θm0) + tˆ/Cˆ2 ≥(2Cˆ3)−1/pˆ γm0 + (γl0 − γm0)/Cˆ2
>min{(2Cˆ3)−1/pˆ, Cˆ−12 }γl0
=(2Cˆ3)
−1/pˆ γl0
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(notice that (2Cˆ3)1/pˆ > Cˆ2). Therefore,
u(θl0) = (v(θl0 ))
−pˆ < 2Cˆ3γ
−pˆ
l0
.
However, this directly contradicts (105) and the fact that m0 < l0 < n0. Thus, (102) holds when µˆ < 2.
Case µˆ = 2: Using Lemma 14 (relations (86),(89)) and (108), we get
u(θl0) ≤ (1− tˆ/Cˆ2)u(θm0) ≤ 2Cˆ3(1− tˆ/Cˆ2)(γl0/γm0)pˆγ−pˆl0 ≤ 2Cˆ3γ
−pˆ
l0
.
However, this is impossible due to (105) and the fact that m0 < l0 < n0. Hence, (102) holds in the case µˆ = 2,
too.
Lemma 18: Suppose that Assumptions 1 – 4 hold. Then,
‖θa(n,tˆ) − θn‖ ≤ 2γ qˆ+1n (u(θn)− u(θa(n,tˆ)) + 6γ−(qˆ+1)n (110)
on Λ \N0 for n > τ .
Proof: Let ω be an arbitrary sample from Λ \ N0, while n > max{σ, τ} is an arbitrary integer (notice that
all formulas which appear in the proof correspond to these ω, n). To show (110), we consider separately the cases
‖∇f(θn)‖ ≥ γ−(qˆ+1)n and ‖∇f(θn)‖ < γ−(qˆ+1)n .
Case ‖∇f(θn)‖ ≥ γ−(qˆ+1)n : Due to Lemma 13, we have
‖∇f(θn)‖‖θa(n,tˆ) − θn‖ ≤ 2(u(θn)− u(θa(n,tˆ))) + 2(tˆ/Cˆ1)γ−2rn . (111)
On the other side, since ‖∇f(θn)‖ ≥ γ−(qˆ+1)n ≥ γ−rn (notice that qˆ + 1 = min{(pˆ + 1)/2, r} ≤ r), Lemma 14
(relations (85), (88)) implies
u(θa(n,tˆ))− u(θn) ≤ −(tˆ/4)‖∇f(θn)‖2 < 0,
i.e., u(θn)− u(θa(n,tˆ)) > 0. Then, (111) yields
‖θa(n,tˆ) − θn‖ ≤2(u(θn)− u(θa(n,tˆ)))‖∇f(θn)‖−1 + 2(tˆ/Cˆ1)γ−2rn ‖∇f(θn)‖−1
≤2γ qˆ+1n (u(θn)− u(θa(n,tˆ))) + γ−2r+(qˆ+1)n
≤2γ qˆ+1n (u(θn)− u(θa(n,tˆ))) + γ−(qˆ+1)n
(notice that tˆ/Cˆ1 ≤ 1/2; also notice that qˆ + 1 ≤ r, which implies 2r − (qˆ + 1) ≥ qˆ + 1). Hence, (110) is true
when ‖∇f(θn)‖ ≥ γ−(qˆ+1)n .
Case ‖∇f(θn)‖ < γ−(qˆ+1)n : Using Lemma 13 and (67), we get
|u(θa(n,tˆ))− u(θn)| ≤(γa(n,tˆ) − γn)‖∇f(θn)‖2 + |φn,a(n,tˆ)|
≤tˆ‖∇f(θn)‖2 + (tˆ/Cˆ1)(γ−2rn + ‖∇f(θn)‖2)
≤2γ−2(qˆ+1)n
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(notice that qˆ + 1 ≤ r < 2r and tˆ/Cˆ1 ≤ 1/2). On the other side, owing to Lemma 13 and (66), we have
‖θa(n,tˆ) − θn‖ ≤(γa(n,tˆ) − γn)‖∇f(θn)‖+ ‖εn,a(n,tˆ)‖
≤tˆ‖∇f(θn)‖+ (tˆ/Cˆ1)(γ−rn + ‖∇f(θn)‖)
≤2γ−(qˆ+1)n
(notice that qˆ + 1 ≤ r). Consequently,
‖θa(n,tˆ) − θn‖ ≤2γ qˆ+1n (u(θn)− u(θa(n,tˆ))) + 2γ qˆ+1n |u(θn)− u(θa(n,tˆ))|+ 2γ−(qˆ+1)n
≤2γ qˆ+1n (u(θn)− u(θa(n,tˆ)) + 6γ−(qˆ+1)n .
Thus, (110) holds in the case ‖∇f(θn)‖ < γ−(qˆ+1)n .
Lemma 19: Suppose that Assumptions 1 – 4 hold. Then, there exists a random quantity Cˆ5 such that 1 ≤ Cˆ5 <∞
everywhere and such that
lim sup
n→∞
γ qˆnmax
k≥n
‖θk − θn‖ ≤ Cˆ5 (112)
on Λ \N0.
Proof: Let C˜ = 9Cˆ4(qˆ + 1) and Cˆ5 = 20C˜tˆ−1(1 + 1/qˆ), while ω is an arbitrary sample from Λ \N0 (notice
that all formulas which follow in the proof correspond to this ω).
As a consequence of Lemmas 15 and 17, we get
lim sup
n→∞
γpˆn|u(θn)| ≤ Cˆ4, (113)
lim sup
n→∞
γpˆn‖∇f(θn)‖2 ≤ 8Cˆ4/tˆ. (114)
Since γa(n,tˆ) − γn = tˆ+O(αa(n,tˆ)) for n→∞, and
(1− tˆ/γn)qˆ+1 = 1− tˆ(qˆ + 1)γ−1n + o(γ−1n )
for n→∞, we conclude from (113), (114) that there exists n0 > max{σ, τ} (depending on ω) such that |u(θn)| ≤
2Cˆ4γ
−pˆ
n , ‖∇f(θn)‖ ≤ (4Cˆ4/tˆ)γ−pˆ/2n , γa(n,tˆ) − γn ≥ tˆ/2 and
(1− tˆ/γn)qˆ+1 ≥ 1− (qˆ + 1)γ−1n (115)
for n ≥ n0. Then, (66) and Lemma 13 imply
‖θk − θn‖ ≤(γk − γn)‖∇f(θn)‖+ ‖εn,k‖
≤tˆ‖∇f(θn)‖+ (tˆ/Cˆ1)(γ−rn + ‖∇f(θn)‖)
≤8Cˆ4γ−pˆ/2n + γ−rn
≤C˜γ−qˆn (116)
for n0 ≤ n ≤ k ≤ a(n, tˆ) (notice that qˆ < min{pˆ/2, r}).
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Let {nk}k≥0 be recursively defined as nk+1 = a(nk, tˆ) for k ≥ 0. Due to Lemma 18, we have
‖θnl − θnk‖ ≤
l−1∑
i=k
‖θni+1 − θni‖ ≤6
l−1∑
i=k
γ−(qˆ+1)ni + 2
l−1∑
i=k
γ qˆ+1ni (u(θni)− u(θni+1))
≤6
l−1∑
i=k
γ−(qˆ+1)ni + 2
l∑
i=k+1
(γ qˆ+1ni − γ qˆ+1ni−1)|u(θni)|
+ 2γ qˆ+1nl |u(θnl)|+ 2γ qˆ+1nk |u(θnk)| (117)
for l ≥ k ≥ 0. As
γ qˆ+1ni − γ qˆ+1ni−1 = γ qˆ+1ni
(
1− (1− (γni − γni−1)/γni)qˆ+1) ≤ γ qˆ+1ni (1− (1− tˆ/γni)qˆ+1) ≤ (qˆ + 1)γ qˆni
for i ≥ 0 (use (115)), we get
l∑
i=k+1
(γ qˆ+1ni − γ qˆ+1ni−1)|u(θni)| ≤ 2Cˆ4(qˆ + 1)
∞∑
i=k
γ−pˆ+qˆni ≤ C˜
∞∑
i=k
γ−(qˆ+1)ni (118)
for l > k ≥ 0 (notice that pˆ− qˆ ≥ (pˆ+ 1)/2 ≥ qˆ + 1). Since
γnl = γnk +
l−1∑
i=k
(γni+1 − γni) ≥ γnk + (tˆ/2)(l− k)
for l > k ≥ 0 (notice that γa(n,tˆ) − γn ≥ tˆ/2) for n ≥ n0), we have
∞∑
i=k
γ−(qˆ+1)ni ≤
∞∑
i=0
(γnk + tˆi/2)
−(qˆ+1)
≤γ−(qˆ+1)nk +
∫ ∞
0
(γnk + tˆu/2)
−(qˆ+1)du
=γ−(qˆ+1)nk + 2tˆ
−1qˆ−1γ−qˆnk
≤(1 + 2tˆ−1qˆ−1)γ−qˆnk
for k ≥ 0. Consequently, (117) and (118) imply
‖θnl − θnk‖ ≤ (6 + 2C˜)
∞∑
i=k
γ−(qˆ+1)ni + 4Cˆ4γ
−pˆ+qˆ+1
nk
+ 4Cˆ4γ
−pˆ+qˆ+1
nl
≤ 16C˜(1 + tˆ−1qˆ−1)γ−qˆnk (119)
for l ≥ k ≥ 0 (notice that pˆ− (qˆ + 1) ≥ (pˆ− 1)/2 ≥ qˆ). Using (116) and (119), we get
‖θk − θn‖ ≤‖θk − θnj‖+ ‖θnj − θni‖+ ‖θni − θn‖
≤C˜γ−qˆk + C˜γ−qˆn + 16C˜(1 + tˆ−1qˆ−1)γ−qˆni
≤Cˆ5γ−qˆn
for k ≥ n ≥ n0, j ≥ i ≥ 1 satisfying ni−1 ≤ n < ni, nj−1 ≤ k < nj . Then, it is obvious that (112) is true.
Proof of Theorems 2 and 3: Owing to Lemmas 11 and 19, we have that on Λ \N0, θˆ = limn→∞ θn exists
and satisfies ∇f(θˆ) = 0. Consequently, Qˆ ⊆ {θ ∈ Rdθ : ‖θ − θˆ‖ ≤ δθˆ} on Λ \ N0. Thus, random quantities pˆ,
qˆ defined in this subsection coincide with pˆ, qˆ introduced in Theorem 3 (see the remark after Corollary 5). Then,
Lemmas 15, 17, 19 imply that (4) is true on Λ \N0.
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V. PROOF OF PROPOSITIONS 1 – 4
Proof of Proposition 1: Owing to Conditions (i), (ii) of the proposition, for any compact set Q ⊂ Θ, there
exists a real number εQ ∈ (0, 1) such that
εQ ≤ rθ(y|x′, x) ≤ ε−1Q (120)
for all θ ∈ Q, x, x′ ∈ X , y ∈ Y . Hence, Assumption 3 is satisfied. On the other side, Condition (ii) implies that
rθ(y|x′, x) has an (complex-valued) analytical continuation rˆη(y|x′, x) with the following properties:
a) rˆη(y|x′, x) maps (η, x, x′, y) ∈ Cdθ ×X × X × Y into C.
b) rˆθ(y|x′, x) = rθ(y|x′, x) for all θ ∈ Θ, x, x′ ∈ X , y ∈ Y .
c) For any compact set Q ⊂ Θ, there exists a real number δ˜Q ∈ (0, 1) such that rˆη(y|x′, x) is analytical in η
on Vδ˜Q(Q) for each x, x
′ ∈ X , y ∈ Y .
Relying on rˆη(y|x′, x), we define quantities Rˆη(y), φˆη(w, y), Gˆη(w, y). More specifically, for η ∈ Cdθ , y ∈ Y ,
Rˆη(y) is an Nx ×Nx matrix whose (i, j) entry is rˆη(y|i, j), while
φˆη(w, y) =


log(eT Rˆη(y)w), if eT Rˆη(y)w 6= 0
0, otherwise
(121)
Gˆη(w, y) =


Rˆη(y)w/(e
T Rˆη(y)w), if eT Rˆη(y)w 6= 0
0, otherwise
(122)
for η ∈ Cdθ , y ∈ Y , w ∈ CNx .
Let Q ⊂ Θ be an arbitrary compact set. Since eTRθ(y)u ≥ NxεQ for all θ ∈ Q, y ∈ Y , u ∈ PNx (due to (120)),
we conclude that there exists a real number δQ ∈ (0, δ˜Q) such that |eT Rˆη(y)w| ≥ NxεQ/2 for all η ∈ VδQ(Q),
w ∈ VδQ(PNx), y ∈ Y . Therefore, φˆη(w, y), Gˆη(w, y) are analytical in (η, w) on VδQ(Q) × VδQ(PNx) for any
y ∈ Y . Consequently, |φˆη(w, y)|, ‖Gˆη(w, y)‖ are uniformly bounded in (η, w, y) on VδQ(Q) × VδQ(PNx) × Y .
Thus, Assumption 4 is satisfied, too.
Proof of Proposition 2: Conditions (i), (ii) of the proposition imply that for any compact set Q ⊂ Θ, there
exists a real number εQ ∈ (0, 1) such that εQ ≤ rθ(y|x′, x) ≤ ε−1Q for all θ ∈ Q, x, x′ ∈ X , y ∈ Y . Thus,
Assumption 3 holds. On the other side, as a result of Condition (ii), rθ(y|x′, x) has an (complex-valued) analytical
continuation rˆη(z|x′, x) with the following properties:
a) rˆη(z|x′, x) maps (η, x, x′, z) ∈ Cdθ ×X × X × Cdy into C.
b) rˆθ(y|x′, x) = rθ(y|x′, x) for all θ ∈ Θ, x, x′ ∈ X , y ∈ Y .
c) For any compact set Q ⊂ Θ, there exists a real number δ˜Q ∈ (0, 1) such that rˆη(z|x′, x) is analytical in
(η, z) on Vδ˜Q(Q)× Vδ˜Q(Y) for each x, x′ ∈ X .
Relying on rˆη(y|x′, x), we define quantities Rˆη(y), φˆη(w, y), Gˆη(w, y) in the same way as in the proof of
Proposition 1. More specifically, for η ∈ Cdθ , y ∈ Y , Rˆη(y) is an Nx ×Nx matrix whose (i, j) entry is rˆη(y|i, j),
while φˆη(w, y), Gˆη(w, y) are defined by (121), (122) for η ∈ Cdθ , y ∈ Y , w ∈ CNx .
42
Let Q ⊂ Θ be an arbitrary compact set. As NxεQ ≤ eTRθ(y)u ≤ Nxε−1Q for any θ ∈ Q, y ∈ Y , u ∈ PNx , we
have that there exists a real number δQ ∈ (0, δ˜Q) such that NxεQ/2 ≤ |eT Rˆη(y)w| ≤ 2Nxε−1Q for all η ∈ VδQ(Q),
w ∈ VδQ(PNx), y ∈ Y (notice that |eT Rˆη(y)w| is analytical in (η, w, y) on Vδ˜Q(Q)× Vδ˜Q(PNx)×Y). Therefore,
φˆη(w, y), Gˆη(w, y) are analytical in (η, w) on VδQ(Q)×VδQ(PNx) for any y ∈ Y . Moreover, |φˆη(w, y)|, ‖Gˆη(w, y)‖
are uniformly bounded in (η, w, y) on VδQ(Q)× VδQ(PNx)× Y . Hence, Assumption 4 holds, too.
Proof of Proposition 3: For α ∈ A, β = [β1 · · ·βNβ ]T ∈ B, x, x′ ∈ X , let gkθ (x′|x) = βx′,kpα(x′|x). Then,
we have
rθ(y|x′, x) =
Nβ∑
k=1
fk(y|x′)gkθ (x′|x)
for all θ ∈ Θ, x, x′ ∈ X , y ∈ Y . We also have that for any compact set Q ⊂ Θ, there exists a real number
εQ ∈ (0, 1) such that εQ ≤ gkθ (x′|x) ≤ ε−1Q for each θ ∈ Q, x, x′ ∈ X , 1 ≤ k ≤ Nβ . Consequently,
εQ
Nβ∑
k=1
fk(y|x′) ≤ rθ(y|x′, x) ≤ ε−1Q
Nβ∑
k=1
fk(y|x′)
for all θ ∈ Q, x, x′ ∈ X and any compact set Q ⊂ Θ. Hence, Assumption 3 holds (set sθ(y|x) =
∑Nβ
k=1 fk(y|x)).
On the other side, Condition (i) implies that for each 1 ≤ k ≤ Nβ , gkθ (x′|x) has an (complex-valued) analytical
continuation gˆkη (x′|x) with the following properties:
a) gˆη(x′|x) maps (η, x, x′) ∈ Cdθ ×X × X into C.
b) gˆkθ (x′|x) = gkθ (x′|x) for all θ ∈ Θ, x, x′ ∈ X .
c) For any compact set Q ⊂ Θ, there exists a real number δ˜Q ∈ (0, 1) such that gˆkη(x′|x) is analytical in η on
Vδ˜Q(Q) for each x, x
′ ∈ X .
Relying on gˆkη (x′|x), we define some new quantities. More specifically, for η ∈ Cdθ , w = [w1 · · ·wNx ]T ∈ CNx ,
x, x′ ∈ X , y ∈ Y , let
rˆη(y|x′, x) =
Nβ∑
k=1
fk(y|x′)gˆkη (x′|x),
hˆkη,w(x
′) =
∑
x′′∈X
gˆkη(x
′|x′′)wx′′ ,
while Rˆη(y) is an Nx × Nx matrix whose (i, j) entry is rˆη(y|i, j). Moreover, let φˆη(w, y), Gˆη(w, y) be defined
for η ∈ Cdθ , w ∈ CNx , y ∈ Y in the same way as in (121), (122).
Let Q ⊂ Θ be arbitrary compact set. Since
εQ ≤
∑
x∈X
gkθ (x
′|x)ux ≤ ε−1Q
for all θ ∈ Q, u = [u1 · · ·uNx ]T ∈ PNx , x, x′ ∈ X , 1 ≤ k ≤ Nβ , we deduce that there exists a real number
δQ ∈ (0, δ˜Q) such that Re{hˆkη,w(x′)} ≥ εQ/2, |hˆkη,w(x′)| ≤ 2ε−1Q for all η ∈ VδQ(Q), w ∈ VδQ(PNx), x′ ∈ X ,
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1 ≤ k ≤ Nβ . Consequently,
|eT Rˆη(y)w| ≥ |Re{eT Rˆη(y)w}| =
∑
x′∈X
Nβ∑
k=1
fk(y|x′)Re{hˆkη,w(x′)} ≥ (εQ/2)ψ(y) > 0,
max{‖Rˆη(y)w‖, |eT Rˆη(y)w|} ≤
∑
x′∈X
Nβ∑
k=1
fk(y|x′)|hˆkη,w(x′)| ≤ 2ε−1Q ψ(y)
for all η ∈ VδQ(Q), w ∈ VδQ(PNx), y ∈ Y . Therefore, φˆη(w, y), Gˆη(w, y) are analytical in (η, w) on VδQ(Q) ×
VδQ(PNx) for each y ∈ Y . Moreover,
‖Gˆη(w, y)‖ ≤ 4ε−2Q ,
|φˆη(w, y)| ≤ | log |eT Rˆη(y)w|| + 2pi ≤ | logψ(y)|+ log(2ε−1Q ) + 2pi
for all η ∈ VδQ(Q), w ∈ VδQ(PNx), y ∈ Y . Then, it is clear that Assumption 4 holds, too.
Lemma 20: Let the conditions of Proposition 4 hold. Then, φθ(u, y), Gθ(u, y) have (complex-valued) analytical
continuations φˆη(w, y), Gˆη(w, y) (respectively) with the following properties:
i) φˆη(w, y), Gˆη(w, y) map (η, w, y) ∈ Cdθ × CNx × Y into C, CNx (respectively).
ii) φˆθ(u, y) = φθ(u, y), Gˆθ(u, y) = Gθ(u, y) for all θ ∈ Θ, u ∈ PNx , y ∈ Y .
iii) For each θ ∈ Θ, there exist real numbers δθ ∈ (0, 1), Kθ ∈ [1,∞) such that φˆη(w, y), Gˆη(w, y) are analytical
in (η, w) on Vδθ (θ)× Vδθ (PNx) for any y ∈ Y , and such that
|φˆη(w, y)| ≤ Kθ(1 + y2),
‖Gˆη(w, y)‖ ≤ Kθ
for all η ∈ Vδθ (θ), w ∈ Vδθ (PNx), y ∈ Y .
Proof: Due to Condition (i) of Proposition 4, pα(x′|x) has an (complex-valued) analytical continuation pˆa(x′|x)
with the following properties
a) pˆa(x′|x) maps (a, x, x′) ∈ Cdα ×X × X into C.
b) pˆα(x′|x) = pα(x′|x) for all α ∈ A, x, x′ ∈ X .
c) For any α ∈ A, there exists a real number δ˜α ∈ (0, 1) such that pˆa(x′|x) is analytical in a on Vδ˜α(α) for
each x, x′ ∈ X .
On the other side, the analytical continuation qˆb(y|x) of qβ(y|x) is defined by
qˆb(y|x) =
√
lx/pi exp(−lx(y −mx)2),
for b = [l1 · · · lNx m1 · · ·mNx ]T ∈ C2Nx , x ∈ X , y ∈ Y .
Let rˆη(y|x′, x) = qˆb(y|x′)pˆa(x′|x) for a ∈ Cdα , b ∈ C2Nx , η = [aT bT ]T , x, x′ ∈ X , y ∈ Y . Moreover, for
η ∈ Cdθ , y ∈ Y , Rˆη(y) is an Nx×Nx matrix whose (i, j) entry is rˆη(y|i, j), while φˆη(w, y), Gˆη(w, y) are defined
for η ∈ Cdθ , w ∈ CNx , y ∈ Y in the same way as in (121), (122).
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Let α, β = [λ1 · · ·λNx µ1µNx ]T be arbitrarily vectors from A, B (respectively), while θ = [αT βT ]T . Obviously,
it can be assumed without loss of generality that 0 < λ1 < λ2 < · · · < λNx . Since∑
x∈X
pα(x
′|x)ux > 0
for all x′ ∈ X , u = [u1 · · ·uNx ]T ∈ PNx , there exist real numbers δ˜1,θ, ε˜θ ∈ (0, 1) such that Rˆη(y) is analytical in
η on Vδ˜1,θ (θ) for any y ∈ Y , and such that
Re
{∑
x∈X
pˆa(x
′|x)wx
}
≥ ε˜θ, (123)
∣∣∣∣∣
∑
x∈X
pˆa(x
′|x)wx
∣∣∣∣∣ ≤ ε˜−1θ , (124)
min{Re{l1},Re{lx′ − l1}} ≥ ε˜θ,
max{|lx′′ |, |mx′′ |} ≤ ε˜−1θ
for all a ∈ Vδ˜1,θ (α), b = [l1 · · · lNx m1 · · ·mNx ]T ∈ Vδ˜1,θ (β), w = [w1 · · ·wNx ]T ∈ Vδ˜1,θ (PNx), x′ ∈ X \ {1},
x′′ ∈ X . Therefore, we have
|qˆb(y|x)| =
√
|lx|/pi | exp(−Re{lx}y2 + 2Re{lxmx}y − Re{lxm2x})|
≤
√
|lx|/pi exp(−Re{lx}y2 + 2|lx||mx||y|+ |lx||mx|2)
≤(1/√piεθ) exp(−ε˜θy2 + 2ε˜−2θ |y|+ ε˜−3θ )
for any b = [l1 · · · lNx m1 · · ·mNx ]T ∈ Vδ˜1,θ (β), x ∈ X , y ∈ Y . We also have∣∣∣∣ qˆb(y|x)qˆb(y|1)
∣∣∣∣ =√|lx|/|l1|| exp(−Re{lx − l1}y2 + 2Re{lxmx − l1m1}y − Re{lxm2x − l1m21})|
≤
√
|lx|/|l1| exp(−Re{lx − l1}y2 + 2(|lx||mx|+ |l1||m1|)|y|+ |lx||mx|2 + |l1||m1|2)
≤ε−1θ exp(−ε˜θy2 + 4ε˜−2θ |y|+ 2ε˜−3θ )
for all b = [l1 · · · lNx m1 · · ·mNx ]T ∈ Vδ˜1,θ (β), x ∈ X \ {1}, y ∈ Y . Consequently, there exists a real number
C˜θ ∈ [1,∞) such that ∣∣∣∣ qˆb(y|x)qˆb(y|1)
∣∣∣∣ ≤ C˜θ, (125)
| log |qˆb(y|x)|| ≤ C˜θ(1 + y2) (126)
for all b ∈ Vδ˜1,θ (β), x ∈ X , y ∈ Y , and such that∣∣∣∣ qˆb(y|x)qˆb(y|1)
∣∣∣∣ ≤ 2−1N−1x ε˜2θ (127)
for any b ∈ Vδ˜1,θ (β), x ∈ X \ {1}, y ∈ [−C˜θ, C˜θ]c (to show that (127) holds for all sufficiently large |y|,
notice that lim|y|→∞ qˆb(y|x)/qˆb(y|1) = 0 for x 6= 1). As qˆb(y|x)/qβ(y|x) is uniformly continuous in (b, y) on
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Vδ˜1,θ (β) × [−C˜θ, C˜θ] and limb→β qˆb(y|x)/qβ(y|x) = 1 for any x ∈ X , y ∈ Y , there also exists a real number
δ˜2,θ ∈ (0, 1) such that ∣∣∣∣ qˆb(y|x)qβ(y|x) − 1
∣∣∣∣ ≤ 2−1ε˜2θ, (128)∣∣∣∣ qˆb(y|x)qβ(y|x)
∣∣∣∣ ≤ 2 (129)
for all b ∈ Vδ˜2,θ (β), x ∈ X , y ∈ [−C˜θ, C˜θ].
Let δθ = min{δ˜1,θ, δ˜2,θ}, Kθ = 8NxC˜θ ε˜−2θ . As a result of (124), (125), we have
max{‖Rˆη(y)w‖, |eT Rˆη(y)w|} ≤
∑
x′∈X
|qˆb(y|x′)|
∣∣∣∣∣
∑
x∈X
pˆa(x
′|x)wx
∣∣∣∣∣ ≤ NxC˜θε˜−1θ |qˆb(y|1)| (130)
for all a ∈ Vδθ (α), b ∈ Vδθ (β), η = [aT bT ]T , y ∈ Y , w = [w1 · · ·wNx ]T ∈ Vδθ (PNx). Using (123), (124), (127),
we get
|eT Rˆη(y)w| =|qˆb(y|1)|
∣∣∣∣∣
∑
x′∈X
qˆb(y|x′)
qˆb(y|1)
∑
x∈X
pˆa(x
′|x)wx
∣∣∣∣∣
≥|qˆb(y|1)|

Re
{∑
x∈X
pˆa(1|x)wx
}
−
∑
x′∈X\{1}
∣∣∣∣ qˆb(y|x′)qˆb(y|1)
∣∣∣∣
∣∣∣∣∣
∑
x∈X
pˆa(x
′|x)wx
∣∣∣∣∣


≥2−1ε˜θ|qˆb(y|1)| (131)
for all a ∈ Vδθ (α), b ∈ Vδθ (β), η = [aT bT ]T , y ∈ [−C˜θ, C˜θ]c, w = [w1 · · ·wNx ]T ∈ Vδθ (PNx). Combining (123),
(124), (128), (129), we obtain
|eT Rˆη(y)w| ≥
∣∣∣∣∣
∑
x′∈X
qβ(y|x′)
∑
x∈X
pˆa(x
′|x)wx
∣∣∣∣∣−
∣∣∣∣∣
∑
x′∈X
(qˆb(y|x′)− qβ(y|x′))
∑
x∈X
pˆa(x
′|x)wx
∣∣∣∣∣
≥
∑
x′∈X
qβ(y|x′)Re
{∑
x∈X
pˆa(x
′|x)wx
}
−
∑
x′∈X
qβ(y|x′)
∣∣∣∣ qˆb(y|x′)qβ(y|x′) − 1
∣∣∣∣
∣∣∣∣∣
∑
x∈X
pˆa(x
′|x)wx
∣∣∣∣∣
≥2−1ε˜θ
∑
x′∈X
qβ(y|x′)
≥2−1ε˜θqβ(y|1)
≥4−1ε˜θ|qˆb(y|1)| (132)
for any a ∈ Vδθ (α), b ∈ Vδθ (β), η = [aT bT ]T , y ∈ [−C˜θ, C˜θ], w = [w1 · · ·wNx ]T ∈ Vδθ (PNx). Then, it can
concluded from (131), (132) that φˆη(w, y), Gˆη(w, y) are analytical in (η, w) on Vδθ (θ)×Vδθ (PNx) for each y ∈ Y .
On the other side, (126), (130) – (132) imply
|φˆη(w, y)| ≤ | log |eT Rˆη(y)w||+ 2pi ≤ C˜θ(1 + y2) + log(NxC˜θ ε˜−1θ ) + 2pi ≤ Kθ(1 + y2),
‖Gˆη(w, y)‖ ≤ 4NxC˜θ ε˜−2θ ≤ Kθ
for any η ∈ Vδθ (θ), w ∈ Vδθ (PNx), y ∈ Y . Hence, the lemma’s assertion holds.
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Proof of Proposition 4: Let Q ⊂ Θ be an arbitrary compact set. Then, owing to Conditions (i), (ii) of the
proposition, there exists a real number εQ ∈ (0, 1) such that εQ ≤ pα(x′|x) ≤ ε−1Q for all α ∈ A, x, x′ ∈ X
satisfying [αTβT ]T ∈ Q for some β ∈ B. Therefore,
εQqβ(y|x′) ≤ rθ(y|x′, x) ≤ ε−1Q qβ(y|x′)
for all α ∈ A, β ∈ B, θ = [αTβT ]T , x, x′ ∈ X , y ∈ Y satisfying θ ∈ Q. Thus, Assumption 3 is true.
Since the collection of sets {Vδθ/2(θ)}θ∈Q covers Q and since Q is compact, there exists a finite subset Q˜ of
Q such that Q is covered by {Vδθ/2(θ)}θ∈Q˜. Let δQ = min{δθ/2 : θ ∈ Q˜}, KQ = max{Kθ : θ ∈ Q˜} (δθ,
Kθ are defined in the statement of Lemma 20). Obviously, δQ ∈ (0, 1), KQ ∈ [1,∞). It can also be deduced
that for each θ ∈ Q, VδQ(θ) × VδQ(PNx) is contained in one of the sets from the collection {Vδθ (θ)}θ∈Q˜. Thus,
VδQ(Q)×VδQ(PNx) ⊆
⋃
θ∈Q˜ Vδθ (θ)×Vδθ (PNx). Then, as an immediate consequence of Lemma 20, we have that
Assumption 4 holds.
VI. CONCLUSION
We have studied the asymptotic properties of recursive maximum likelihood estimation in hidden Markov models.
We have analyzed the asymptotic behavior of the asymptotic log-likelihood function and the convergence and
convergence rate of the recursive maximum likelihood algorithm. Using the principle of analytical continuation, we
have shown the analyticity of the asymptotic log-likelihood for analytically parameterized hidden Markov models.
Relying on this result and Lojasiewicz inequality, we have demonstrated the point-convergence of the recursive
maximum likelihood algorithm, and we have derived relatively tight bounds on the convergence rate. The obtained
results cover a relatively broad class of hidden Markov models with finite state space and continuous observations.
They can also be extended to batch (i.e., non-recursive) maximum likelihood estimators such as those studied in [6],
[11], [24], [33]. In the future work, attention will be given to the possibility of extending the result of this paper to
hidden Markov models with continuous state space. The possibility of obtaining similar rate of convergence results
for non-analytically parameterized hidden Markov models will be explored, too.
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