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A POLYGONAL DISCONTINUOUS GALERKIN METHOD WITH MINUS
ONE STABILIZATION
SILVIA BERTOLUZZA AND DANIELE PRADA
Abstract. We propose an Hybridized Discontinuous Galerkin method on polygonal tes-
sellation, with a stabilization term penalizing locally in each element K a residual term
involving the fluxes in the norm of the dual of H1(K). The scalar product corresponding to
such a norm is numerically realized via the introduction of a (minimal) auxiliary space of
VEM type. Stability and optimal error estimates in the broken H1 norm are proven, and
confirmed by the numerical tests.
1. Introduction
Methods for solving PDEs based on polyhedral meshes are having a fast development and
attracting more and more attention. They provide greater flexibility in mesh generation, can
be exploited as transitional elements in finite element meshes, and are better suited than
methods based on tetrahedral or hexahedral meshes for many applications on complicated
and/or moving domains [1]. Many different approaches exist, just to quote the more recent
we recall: the Agglomerated Finite Element method [4], the Virtual Element Method [5],
the Hybrid High Order method [15].
A common ingredient to all of these method is the presence of some stabilization term
that penalizes a residual in some mesh dependent norm [11], and dealing with such terms in
the analysis relies on the use of some kind of inverse inequality, and results in suboptimal
estimates when the factor stemming from such inequality does not cancel out with some
small factor coming from the approximation properties of the involved space. This is the
case when, for instance, the elements are not shape regular or when we want to obtain hp
estimates [14, 16]. This kind of problem arises when a mesh dependent norm is used to
mimic the action of the norm of the space where the penalized residual naturally “lives”,
usually a negative or fractionary norm. On the other hand, it has been observed that, at
least theoretically, it is possible to design stabilization terms based on such a norm [3, 7],
for which the analysis does not require the validity of any inverse inequality.
In the following we propose an hybridized discontinuous Galerkin method on a polyhedral
tessellation with an element by element stabilization similar to the one proposed by [13], that
penalizes the residual on the flux in the norm of the dual of H1. The numerical realization of
the (H1)′ norm has been the object of several papers [10, 2], and we follow here the general
approach proposed by [8]. Even though for the sake of simplicity in this paper we consider
the case of a shape regular mesh, and we only perform the analysis of the convergence in h,
we believe that this approach (which can, of course, be applied also to other formulations)
has the potential to tackle more general cases.
This paper has been realized in the framework of ERC Project CHANGE, which has received funding from
the European Research Council (ERC) under the European Unions Horizon 2020 research and innovation
programme (grant agreement No 694515).
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2 S. BERTOLUZZA AND D. PRADA
2. The DG method with minus one stabilization
2.1. Scaled norms, seminorms and duals. In the following, for φ ∈ V and λ ∈ V ′ (V , V ′
any couple of dual Hilbert spaces), we will indicate by 〈λ, φ〉 the action of λ on φ. Depending
on the context, V and V ′ will be different couples of dual Sobolev spaces. In the analysis
that follows, it will be essential to carry over to the dual norms some scaling arguments
developed for positive Sobolev norms. In order to do so, we introduce non standard forms
for the norms of some Sobolev space. Letting K ∈ R2 denote a shape regular polygon, and
letting e be an edge of K of length h, let us start by considering the space H1/2(e). For
φ ∈ H1/2(e) we let
(2.1) ‖φ‖21/2,e = αe|φ¯e|2 + |φ|21/2,e
where αe is a weight to be chosen later on, and with
(2.2) φ¯e =
1
|e|
∫
e
φ, |φ|1/2,e =
∫
e
∫
e
dx dy
|φ(x)− φ(y)|2
|x− y|2 .
On the dual space (H1/2(e))′ we also define both a norm and a seminorm. More precisely,
we let
(2.3) |λ|−1/2,e = sup
φ∈H1/2(e)∫
e φ=0
〈λ, φ〉
|φ|1/2,e ,
and
(2.4) ‖λ‖2−1/2,e = βe|λ¯e|2 + |λ|2−1/2,e, with λ¯e =
〈λ, 1〉
|e| ,
where βe is also a weight to be chosen in the following. Recall that the seminorm (2.2) is
scale invariant: letting eˆ = [0, 1] and e = [0, h], and setting xˆ = h−1x, for φˆ ∈ H1/2(eˆ) and
φ(x) = φˆ(xˆ) ∈ H1/2(e) we have the identity
|φˆ|1/2,eˆ = |φ|1/2,e.
A corresponding scaling property also holds for the dual semi norm (2.3), as stated by the
following proposition.
Proposition 2.1. Let eˆ = [0, 1] and e = [0, h] let xˆ = h−1x and, for λˆ ∈ L2(eˆ) let λ(x) =
λˆ(xˆ). Then
|λ|−1/2,e = h|λˆ|−1/2,eˆ.
Proof.
|λ|−1/2,e = sup
φ∈H1/2(e)∫
e φ=0
∫
e
λφ(x) dx
|φ|1/2,e = supφˆ∈H1/2(eˆ)∫
eˆ φˆ=0
∫
eˆ
λˆ(xˆ)φˆ(xˆ)h dxˆ
|φˆ|1/2,e
.

The two norms defined by (2.1) and (2.4) satisfy a duality relation, as stated by the
following lemma.
3Lemma 2.2. Provided αeβe = h
2 we have
‖λ‖−1/2,e ' sup
φ∈H1/2(e)
∫
e
λφ
‖φ‖1/2,e .
Proof. We have
sup
φ∈H1/2(e)
∫
e
λφ
‖φ‖1/2,e = supφ∈H1/2(e)
∫
e
λ¯eφ¯e + 〈λ− λ¯e, φ− φ¯e〉√
αe|φ¯e|2 + |φ|21/2,e
≤
sup
φ∈H1/2(e)
h|λ¯e||φ¯e|+ |λ− λ¯e|−1/2,e|φ− φ¯e|1/2,e√
αe|φ¯e|2 + |φ|21/2,e
≤
sup
φ∈H1/2(e)
√
h2α−1e |λ¯e|2 + |λ|2−1/2,e
√
αe|φ¯e|2 + |φ|21/2,e√
αe|φ¯e|2 + |φ|21/2,e
= ‖λ‖−1/2,e
On the other hand, setting λ0 = λ − λ¯e we start by observing that, by the definition of
| · |−1/2,e, for each ε > 0 there exists φ0ε ∈ H1/2(e) with
∫
e
φ0ε = 0 and with |φ0ε|1/2,e = |λ0|−1/2,e
such that ∫
e
λ0φ0ε ≥ (1− ε)|λ0|2−1/2,e.
Letting φε =
h
αe
λ¯e + φ0ε we have
‖φε‖21/2,e = α−1e h2|λ¯e|2 + |φ0ε|21/2,e = βe|λ¯e|2 + |λ|2−1/2,e = ‖λ‖2−1/2,e
and ∫
e
λφε = h
h
αe
|λ¯e|2 +
∫
e
λ0φε ≥ (1− ε)‖λ‖2−1/2,e = (1− ε)‖λ‖−1/2,e‖φε‖1/2,e.
The arbitrariness of ε yields the thesis. 
By duality we also obtain:
Corollary 2.3. Provided αeβe = h
2 we have
‖φ‖1/2,e ' sup
λ∈(H1/2(e))′
∫
e
λφ
‖λ‖−1/2,e .
We can now choose αe and βe. Two choices are significant:
(2.5) αe = |e|, βe = |e|
and
(2.6) αe = 1, βe = |e|2.
Observe that the choice (2.5) yields a norm for H1/2(e) equivalent, uniformly in h, to the
natural norm (∫
e
|u|2 + |u|21/2,e
)1/2
,
while the choice (2.6) yield a scaled H1/2(e) norm equivalent, uniformly in h, to the norm(
|e|−1
∫
e
|u|2 + |u|21/2,e
)2
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which is scale invariant and quite commonly used in domain decomposition. Throughout
this paper, we choose definition (2.6) and we set αe = 1, βe = h
2.
We also define, in an analogous way, the norm and seminorm for H1/2(∂K) and its dual
H−1/2(∂K). More precisely we set
‖φ‖21/2,∂K = |φ¯∂K |2 + |φ|1/2,∂K , |φ|1/2,∂K =
∫
∂K
∫
∂K
dx dy
|φ(x)− φ(y)|2
|x− y|2 ,
and
‖λ‖−1/2,∂K = h2|λ¯∂K |2 + |λ|−1/2,∂K , |λ|−1/2,∂K = sup
φ∈H1/2(∂K)
φ¯∂K=0
〈λ, φ〉
|φ|−1/2,∂K ,
with φ¯∂K = |∂K|−1 ∫
∂K
φ and λ¯∂K = |∂K|−1〈λ, 1〉.
Finally, we define the norm for H1(K) as
‖f‖21,K = |f¯∂K |2 + |f |21,K , with f¯∂K = |∂K|−1
∫
∂K
f, |f |21,K =
∫
K
|∇f |2.
Observe that a perhaps more natural definition of the norm for such a space would be the
one where the average over K is used in the place of the average over ∂K. In view of the
validity of Poincare´ inequality for the functions with zero average on ∂K, the two norms are
equivalent, as stated by the following Proposition
Proposition 2.4. Letting K be a shape regular polygon, and letting f¯K = |K|−1 ∫
K
f we
have
‖f‖21,K ' |f¯K |2 + |f |21,K .
Proof. Letting CK,∂ denote the constant in the Poincare´ Wirtinger inequality
u ∈ H1(K) and
∫
∂K
u = 0 implies ‖u‖L2(K) ≤ CK,∂|u|1,K ,
we can write
|f¯∂K | ≤ |f¯K − f¯∂K |+ |f¯K |, and |f¯K | ≤ |f¯K − f¯∂K |+ |f¯∂K |.
Now we have
|f¯K − f¯∂K | ≤ |K|−1/2‖f − f¯∂K‖L2(K) . |K|−1/2CK,∂(K)|f |1,K .
Recalling that for shape regular polygons it holds that CK,∂ . |K|1/2, we get the thesis 
Remark 2.5. An analogous result holds for any constant yielding a Poincare´ inequality.
Particularly important for our application u¯e being defined as the average over an edge.
Reasoning as in the proof of the previous proposition, thanks to the shape regularity of K
we have
|u¯e|2 + |u|1,K ' |u¯K |+ |u|1,K .
The classical trace Theorem rewrites as
5Theorem 2.6. It holds that
inf
u∈H1(k):u=φ on ∂K
‖u‖1,K ' ‖φ‖1/2,∂K ,
uniformly in h.
Proof. Letting u¯∂K denote the average of u on ∂K we can write
‖u‖1/2,∂K = |u¯∂K |2 + |u|1/2,∂K . |u¯∂K |2 + |u|21,K .
By the previous proposition this implies the thesis. 
Analogously to what we did for the space H1/2(e)′, we can now introduce a semi-norm for
the dual of H1(K), namely
|G|−1,K = sup
u∈H1(K)
u¯∂K=0
〈G, u〉
|u|1,K .
Observe that, letting γK : H
1(K) → H1/2(∂K) denote the trace operator, and letting γ∗K
denote its adjoint, we have for λ ∈ H−1/2(∂K)
|γ∗Kλ|−1,K = sup
φ∈H1(K)
φ¯∂K=0
〈λ, γKφ〉
|φ|1,K . |λ|−1/2,K .
Remark also that for F ∈ (H1(K))′ with 〈F, 1〉 = 0 we have
sup
φ∈H1(K)∫
∂K φ=0
〈F, φ〉
|φ|1,K = supφ∈H1(K)∫
K φ=0
〈F, φ〉
|φ|1,K .
Finally, in the following, we will need to compare the H1/2(e) norm to the H
1/2
00 (e) norm,
which, identifying e with the segment (a, b) can be defined as
‖φ‖
H
1/2
00 (e)
=
∫ b
a
dx
∫ b
a
dy
|φ(x)− φ(y)|2
|x− y|2 +
∫ b
a
|φ(x)|2
|x− a| dx+
∫ b
a
|φ(x)|2
|x− b| dx.
Observe that ‖φ‖
H
1/2
00 (e)
is scale invariant, analogously to the H1/2(e) seminorm. It is not
difficult to prove that for φ ∈ H1/200 (e) we have
‖φ‖1/2,e . ‖φ‖H1/200 (e).
In fact, we have that
|φ¯|2 ≤ |e|
∫ b
a
|φ(x)|2 dx .
∫
e
|φ(x)|2
|x− a| dx,
uniformly as |e| tends to 0. By duality (recall that H−1/2(e) = H1/200 (e)′), we have that
‖λ‖H−1/2(e) . ‖λ‖−1/2,e.
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The scale invariance of the H
1/2
00 norms, implies, by duality, a scaling property for the dual
norm: for λ ∈ L2(e), letting λˆ ∈ L2(eˆ) defined as in Proposition 2.1, we have
‖λ‖H−1/2(e) = sup
φ∈H1/200 (e)
∫
e
λ(x)φ(x) dx
‖φ‖
H
1/2
00 (e)
= sup
φˆ∈H1/200 (eˆ)
h
∫
eˆ
λˆ(xˆ)φˆ(xˆ) dxˆ
‖φˆ‖
H
1/2
00 (eˆ)
= h‖λˆ‖H−1/2(eˆ)
Thanks to the scaling property of both the H−1/2(e) norm and the ‖ · ‖−1/2,e it is not
difficult to prove that for all λ ∈ Pk(e) it holds that
‖λ‖−1/2,e . ‖λ‖H−1/2(e).
The following Lemma allows to compare the H−1/2(∂K) norm with the H−1/2(e) and the
(H1/2(e))′ norms.
Lemma 2.7. Let λ ∈ L2(∂K). It holds(∑
e
‖λ‖2H−1/2(e)
)1/2
. sup
u∈H1(K)
∫
∂K
λu
‖u‖1,K .
(∑
e
‖λ‖2−1/2,e
)1/2
(where the sum is taken over the edges e of K)
Proof. Let λ ∈ L2(∂K). We have
sup
u∈H1(K)
∫
∂K
λu
‖u‖1,K = supu∈H1(K)
∑
e
∫
e
λu
‖u‖1,K ≤ supu∈H1(K)
∑
e
∫
e
λu
‖u‖1,K ≤ supu∈H1(K)
∑
e
‖λ‖−1/2,e‖u‖1/2,e
‖u‖1,K
Let us now compare ‖u‖1/2,e with ‖u‖1,K . We have, setting u¯e = |e|−1
∫
e
u, thanks to the
Poincare´ Wirtinger inequality,
‖u‖1/2,e = |u¯e|+ |u|1/2,e ≤ |u¯e|+ |u|1/2,∂K ≤ |u¯e|+ |u|1,K . ‖u‖1,K ,
yielding
sup
u∈H1(K)
∫
∂K
λu
‖u‖1,K .
∑
e
‖λ‖−1/2,e .
(∑
e
‖λ‖2−1/2,e
)1/2
.
As far as the lower bound is concerned, we start by introducing the space Φ0 ⊂ H1/2(Γk)
defined as
Φ0 = {φ ∈ H1/2(∂K) : φ|e ∈ H1/200 (e)},
and we observe that for all φ ∈ Φ0 we have
|∂K|−1
∣∣∣∣∫
∂K
φ
∣∣∣∣ .∑
e
|e|−1|
∫
e
φ| .
∑
e
|φ|
H
1/2
00 (e)
.
(∑
e
|φ|2
H
1/2
00 (e)
)1/2
.
We can then write
‖λ‖H−1/2(∂K) = sup
φ∈H1/2(∂K)
∫
∂K
λφ
‖φ‖1/2,∂K & supφ∈Φ0
∑
e
∫
e
λφ∑
e |φ|H1/200 (e)
&
∑
e
sup
φ∈H1/200 (e)
∫
e
λφ
|φ|
H
1/2
00 (e)
=
∑
e
‖λ‖H−1/2(e) &
(∑
e
‖λ‖2H−1/2(e)
)1/2
.
7were we used that the dual of product of spaces is the product of the duals. 
2.2. The model problem and its discretization. In the following we consider the simple
model problem
Problem 2.1. Find u solution to
−∆u = f in Ω, u = 0 on ∂Ω.
We look for a solution to Problem 2.1 by a discontinuous Galerkin method. More precisely,
let Th denote a quasi uniform tessellation of Ω into shape regular polygons of diameter ' h.
Let Eh denote the set of edges of the tessellation, and let Σ = ∪e∈Eh e¯ denote the skeleton of
the decompsition. For each element K, let EK denote the set of edges of K. We set
Vh =
∏
K
Pk(K), Λh =
∏
K
ΛK , with ΛK = {λ ∈ L2(∂K) : λ|e ∈ Pk(e) for all e ∈ EK},
as well as
Φk = {φ ∈ L2(Σ) : φ|e ∈ Pk(e) for all e ∈ Eh, φ|∂Ω = 0},
where, for any one- or two- dimensional domain D, Pk(D) denotes the space of uni- or bi-
variate polynomials of degree less or equal than k on D. We endow Vh with the norm
‖u‖1,∗ =
∑
K
|uK |1,K +
∑
e
|[u¯]|2,
where for all interior edges e common to two elements K+ and K− we set
|[u]| = |uK+ − uK− |
and for e ⊂ ∂K ∩ ∂Ω we set
|[u]| = |uK |.
On Λh we consider the two norms
‖λ‖2−1/2,Σ =
∑
K
∑
e⊂∂K
‖λKe ‖2−1/2,e and 9 λ92−1/2,Σ = ∑
K
‖γ∗KλK‖2−1,K .
Observe that for all λ ∈∏K L2(∂K) we have9λ9−1/2,Σ . ‖λ‖−1/2,Σ,
while for all λ ∈ Λh it holds that 9λ9−1/2,Σ ' ‖λ‖−1/2,Σ.
On Φ we define the norm
‖ · ‖21/2,Σ =
∑
e∈Eh
‖φ‖21/2,e.
In order to define our discrete problem, we introduce, for all K, a bilinear form sK :
(H1(K))′ × (H1(K))′ → R, satisfying the following assumptions.
Assumption 2.1. For all F,G ∈ (H1(K))′ we have
sK(F,G) . |F |−1,K |G|−1,K .
Assumption 2.2. For all λ ∈ ΛK
sK(γ
∗
Kλ, γ
∗
Kλ) & |γ∗Kλ|2−1,K .
8 S. BERTOLUZZA AND D. PRADA
We then consider the following discrete problem, where α > 0 and t ∈ R are two mesh
independent parameters.
Problem 2.2. Find u = (uK)K ∈ Vh, λ = (λK)K ∈ ΛK , φ ∈ Φh such that, for all v =
(vK)K ∈ Vh, µ = (µK)K ∈ ΛK , ψ ∈ Φh it hold that∫
K
∇uK · ∇vK −
∫
∂K
λKvK + tαsK(Du
K − γ∗KλK , DvK) =
∫
K
fvK + tαsK(f,Dv
K),(2.7) ∫
∂K
uKµK − αsK(DuK − γ∗KλK , γ∗KµK)−
∫
∂K
φµK = −αsK(f, γ∗KµK),(2.8) ∑
K
∫
∂K
λKψ = 0.(2.9)
where D : H1(K)→ (H1(K))′ is defined as
〈Du, v〉 =
∫
K
∇u(x) · ∇v(x) dx.
Observe that for each K, (2.7-2.8) yield a local discrete Dirichlet problem with Lagrange
multiplier and a non standard stabilization term, while (2.9) imposes continuity of the fluxes
λ. The coupling between the different local problems stems from the common Dirichlet data
φ, which is single valued on the interface, as well as from equation (2.9). Remark also that,
due to the choice of discrete spaces, the discrete fluxes turn out to be strongly continuous.
It is interesting to give an interpretation of the stabilization term as resulting from defining
a suitable numerical trace, in the ideal case where sK is the scalar product for the space
H1∗ (K) = {u ∈ H1(K) :
∫
∂K
u = 0} endowed with the norm | · |1,K . It is easy to check that
letting R : (H1∗ (K))′ → H1∗ (K) denote the Riesz’s isomorphism, which, we recall, is defined
in such a way that
sK(F,G) =
∫
K
∇RF · ∇RG = 〈F,RG〉 = 〈G,RF 〉,
we have R = D−1. Considering, for simplicity, the case t = 0, we then have
sK(DuKh − γ∗KλKh , γ∗KµKh ) = 〈γ∗KµKh ,R(DuKh − γ∗KλKh )〉
= 〈γ∗KµKh , uKh −Rγ∗KλKh 〉 =
∫
∂K
(uKh −Rγ∗KλKh )µKh .
The stabilized discrete local problems then become∫
K
∇uKh · ∇vKh −
∫
∂K
λKh v
K
h =
∫
K
fvKh∫
∂K
ûKh µ
K
h =
∫
∂K
φ̂Kh µ
K
h
with
ûKh = (1− α)uKh + γKαR(γ∗KλKh ), and φ̂Kh = φKh − γKαR(f).
Observe that, unlike what happens in the standard DG framework, the numerical trace ûKh
is indeed the trace of an H1(K) function.
92.3. Stability and convergence analysis. In order to analyze Problem 2.2, we will rely
on the following discrete Poincare´ like inequality.
Lemma 2.8. Let u ∈∏K H1(K) and let u¯ = (u¯K)K denote the piecewise constant function
where u¯K is the average of uK on K. Then
‖u‖20,Ω .
∑
K
h2|uK |21,K +
∑
e
|[u¯]|2.
Proof. We have
(2.10) ‖u‖20,Ω ≤ ‖u− u¯‖20,Ω + ‖u¯‖20,Ω .
∑
K
h2|uK |21,K + ‖u¯‖20,Ω.
We then only need to bound the last term. Let w be the solution of
(2.11) −∆w = u¯, in Ω, w = 0, on ∂Ω.
Observe that w ∈ H2(Ω) implies continuity of the normal derivative across the skeleton.
Fixing for each edge a normal νe, we can define
µ¯e =
1
|e|
∫
e
∂w
∂νe
.
Then, using (2.3) and integrating by part element by element, we write
‖u¯‖20,Ω = −
∑
K
∫
∂K
∂w
∂νK
u¯K =
∑
e
∫
e
µ¯e[u¯] ≤
∑
e
h|µ¯e||[u¯]|
. (
∑
e
h2|µ¯e|2)1/2(
∑
e
|[u¯]|2)1/2.
It only remains to bound the first factor in the product on the right hand side. We have∑
e
h2|µ¯e|2 ≤
∑
e
h
(∫
e
|µ¯e|2
)
≤
∑
e
h
(∫
e
∣∣∣∣ ∂w∂νe
∣∣∣∣2
)
.
∑
K
h
(∫
∂K
∣∣∣∣ ∂w∂νK
∣∣∣∣2
)
Now, we observe that, since w ∈ H2(Ω), we have that ∇w ∈ H1(Ω), so that we can bound
(the dependence on h derives from a scaling argument)∫
∂K
∣∣∣∣ ∂w∂νK
∣∣∣∣2 . h−1 ∫
K
|∇w|2 +
∫
Ω
|∆w|2 dx
Adding up the contributions of the different elements we obtain (without loss of generality
we can assume that h . 1)∑
e
h2|µ¯e|2 .
∫
Ω
|∇w|2 dx+
∫
K
|∆w|2 dx . ‖u¯‖20,Ω,
which yields
‖u¯‖20,Ω . ‖u¯‖0,Ω(
∑
e
|[u¯]|2)1/2.
Dividing both sides by ‖u¯‖0,Ω and combining with (2.10) we get the thesis. 
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In order to prove the well posedness of Problem 2.2, we apply Theorem 1.1, Section II.1
of [12]. In order to do so, we introduce the space Vh = Vh × Λh and rewrite Problem 2.2 as
follows: find U = (u, λ) ∈ Vh, φ ∈ Φh such that for all V = (v, µ) ∈ Vh, φ ∈ Φh it holds that
a(U, V ) + b(φ, V ) = F (V ), b(U, ψ) = 0,(2.12)
with
a(U, V ) = a(u, λ; v, µ) =
∑
K
aK(u
K , λK ; vK , µK), b(v, µ;φ) =
∑
K
bK(φ; v
K , µK),
where the local bilinear forms aK and bK are respectively defined as
(2.13) aK(u
K , λK ; vK , µK) =
∫
K
∇uK · ∇vK −
∫
∂K
λKvK
+
∫
∂K
uKµK + αsK(Du
K − γ∗KλK , tDvK − γ∗KµK)
and
(2.14) bK(v
K , µK ;φ) =
∫
∂K
µKφ.
We start by observing that we have an inf-sup condition of the form
(2.15) inf
φ∈PK(e)
sup
λ∈PK(e)
∫
e
φλ
‖φ‖1/2,e‖λ‖−1/2,e & 1.
Then, proving the well posedness of Problem 2.2 reduces to proving the well posedness of
the following problem.
Problem 2.3. find (u, λ) ∈ ker b = {(u, λ) ∈ Vh : b(u, λ;ψ) = 0, ∀ψ ∈ Φh} such that for all
(v, µ) ∈ ker b
a(u, λ; v, µ) = f(v, µ).
Remark that ker b is the set of couples (u, λ) ∈ Vh such that {λ} = 0.
The following lemma holds.
Lemma 2.9. It holds
inf
(u,λ)∈ker b
sup
(v,µ)∈ker b
a(u, λ; v, µ)
‖u, λ‖V‖v, µ‖V & 1,
with
(2.16) ‖u, λ‖2V := ‖u‖21,∗ + 9λ92−1/2,Σ
The proof of Lemma 2.9 is quite long and technical, and we postpone it to Section 2.4.
It remains to prove that the bilinear form a is continuous on ker b with respect to the
norm ‖ · ‖V. We observe that ker b is the subspace of Vh×Λh of couples (v, λ) with {λ} = 0,
where, for e common edge to the elements K+ and K−, we set {λ} |e = (λK+ |e + λK− |e)/2,
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while for e ⊂ ∂K ∩ ∂Ω we define {λ} |e = 0. We observe that, for λ with {λ} = 0 we can
write ∑
k
∫
∂K
λKvK =
∑
K
∫
∂K
λK(vK − v¯K) +
∑
e
∫
e
λe[v¯] =
∑
K
∫
∂K
λK(vK − v¯K) +
∑
e
hλ¯e[v¯] ≤
∑
K
|γ∗KλK |−1,K |vK |1,K +
∑
e
h|λ¯e||[v¯]|
≤
(∑
K
|γ∗KλK |2−1,K
)1/2(∑
K
|vK |21,K
)1/2
+
(∑
e
h2|λ¯e|2
)1/2(∑
e
|[v¯]|2
)1/2
,
where, for e common edge to K+ and K−
λe = λ
K+ = −λK− and [u] = uK+ − uK− ,
and where λ¯e denotes the average of λe on e. Now we can write (with λ¯
K denoting the
average of λK on ∂K)∑
e⊂∂K
h2|λ¯e|2 .
∑
e⊂∂K
h2‖λ− λ¯K‖2−1/2,e + h2|λ¯K |2 . |γ∗Kλ|2−1,K + h2|λ¯K |2,
yielding ∑
k
∫
∂K
λKvK . ‖u, λ‖V‖v, µ‖V.
Remarking that
(2.17) ‖Du‖−1,K = sup
v∈H1(K)
∫
K
∇u(x) · ∇v(x) dx
‖v‖1,K ≤ |u|1,K ,
the continuity of the bilinear form a with respect to the norm (2.16)
a(u, λ; v, µ) . ‖u, λ‖V‖v, µ‖V
is then not difficult to prove for all v ∈ ∏K H1(K) and all λ ∈ ∏K L2(∂K) with {λ} = 0.
Problem 2.3 is then well posed, and admits a solution continuously depending on the data.
By Theorem 1.1, Section II.1 of [12] it follows that Problem 2.2 admits a unique solution
also depending continuously on the data.
Let now u be the continuous solution of Problem 2.1, and let λ = (λK), with λK =
∂uK/∂νK denoting the outer normal derivative of u on ∂K. Let (vh, µh) ∈ ker b be approxi-
mations to u and λ. We can write
‖uh − vh, λh − µh‖V . a(uh − vh, λh − µh; zh, ζh)
for some element (zh, ζh) ∈ ker b with ‖zh, ζh‖V = 1. We have
a(u, λ; zh, ζh) = a(uh, λh; zh, ζh)
yielding
‖uh − vh, λh − µh‖V . a(u− vh, λ− µh; zh, ζh) ≤ ‖u− vh, λ− µh‖V,
and, by triangular inequality
(2.18) ‖u− uh, λ− λh‖V . inf
(vh,µh)∈ker b
‖u− vh, λ− µh‖V.
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It only remains to bound the term on the right-hand side of expression (2.18). Assuming
that u ∈ Hk+1(Ω), let, for each K, vKh ∈ Pk(K) denote the solution to∫
K
(vKh − u) = 0,
∫
K
∇(vKh − u) · ∇wh = 0, for all wh ∈ Pk(K).
We observe that∑
K
|u− vKh |21,K +
∑
e
|[u¯− v¯h]|2 =
∑
K
|u− vKh |21,K . hk|u|k+1,Ω.
On the other hand, letting µKh be defined on each edge e of K as the L
2(e) projection of
λK , it is immediate to check that u ∈ Hk+1(Ω) ⊆ H2(Ω) implies that {λ} = 0 and, thus,
(vh, µh) ∈ ker b. It is also not difficult to check that∫
∂K
µKh =
∫
∂K
λK ,
so that the contribution of λ− µh to the V norm of the error is∑
K
|λK − µKh |2−1/2,∂K +
∑
K
h2|λ¯K − µ¯K |2 =
∑
K
|λK − µKh |2−1/2,∂K .
By standard approximation estimates we have that
‖λK − µKh ‖L2(∂K) . hk−1/2|∂νKuK |k−1/2,∂K . hk−1/2|uK |k+1,K .
By a duality argument we can then bound (φh ∈ P(e) denoting the L2(e) projection of φ)
|λK − µKh |−1/2,∂K = sup
φ∈H1/2(∂K)∫
∂K φ=0
∫
∂K
(λK − µKh )φ
|φ|1/2,∂K
= sup
φ∈H1/2(∂K)∫
∂K φ=0
∑
e
∫
e
(λK − µKh )(φ− φh)
|φ|1/2,∂K
. sup
φ∈H1/2(∂K)∫
∂K φ=0
∑
e ‖λK − µKh ‖L2(e)‖φ− φh‖L2(e)
|φ|1/2,∂K
.
∑
e
h1/2e ‖λK − µKh ‖L2(e) . h‖λK − µKh ‖L2(∂K).
Adding up the different contributions we obtain that
‖u− uh, λ− λh‖V . hk|u|k+1,Ω.
2.4. Proof of Lemma 2.9. For simplicity, let us consider the case t = 0 (for t 6= 0 we get
an extra term that we can bound essentially by the same arguments). Let (u, λ) ∈ ker b, and
let v = u− κvˆ, with vˆ = (vˆK)K , vˆK =
∫
∂K
λK , and µ = λ+ βµˆ with, on the common edge e
to K+ and K−, µˆK
+|e = −µˆK−|e = h−1e (u¯K+ − u¯K−), where u¯ denote the piecewise constant
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function assuming on each K the value of the average on K of uK . We have
a(u, λ; v, µ) =
∑
K
|uK |21,K + κ
∑
K
∫
∂K
λK vˆK + β
∑
e
h−1e
∫
∂K
[u][u¯]−
α
∑
K
sK(Du
K − γ∗KλK , γ∗K(λK + βµˆK)).
We now observe that
h−1e
∫
e
[u][u¯] = h−1e
∫
e
|[u¯]|2 + h−1e
∫
e
([u¯e]− [u¯])[u¯] ≥ |[u¯]|2 − |[u¯e]− [u¯]||[u¯]|
≥ |[u¯]|2 − 1
2
|[u¯]|2 − 1
2
|[u¯e]− [u¯]|2,
where on e we let [u¯e] denote the average on edge of [u].
We can bound the last term as follows:
|[u¯e]− [u¯]|2 = −
∣∣∣∣|e|−1 ∫
e
[u− u¯]
∣∣∣∣2 . |e|−1 ∫
e
|[u− u¯]|2
. |e|−1
∫
e
|uK+ − u¯K+|2 + |e|−1
∫
e
|uK− − u¯K−|2.
Now we have that, for e edge of K∫
e
|uK − u¯K |2 . ‖uK − u¯K‖2L2(∂K) . h−1‖uK − u¯K‖2L2(K) + h|uK − u¯K |21,K . h|uK |1,K ,
finally yielding, for some positive constant c,
h−1e
∫
e
[u][u¯] & |[u¯]|2 − c(|uK+|1,K+ + |uK− |1,K−).
We also observe that∫
∂K
λK vˆK ' |∂K|2|λ¯K |2, with λ¯K = |∂K|−1
∫
∂K
λK .
Moreover, we have that
‖µˆ‖2−1/2,e = |[u¯]|.
Then we can write
a(u, λ; v, µ) ≥
∑
K
|uK |21,K + κ
∑
K
|∂K|2|λ¯K |2 + β
2
∑
e
|[u¯]|2
− c′β
∑
K
|uK |21,K − αsK(DuK − γ∗KλK , γ∗K(λK + βµˆK)) =∑
K
|uK |21,K + κ
∑
K
|∂K|2|λ¯K |2 + β
2
∑
e
|[u¯]|2 − c′β
∑
K
|uK |21,K + α
∑
K
sK(γ
∗
Kλ
K , γ∗Kλ
K)+
αβ
∑
K
sK(γ
∗
Kλ
K , γ∗K λˆ
K) + α
∑
K
sK(Du
K , γ∗Kλ
K)− αβ
∑
K
sK(Du
K , γ∗K µˆ
K).
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We separately bound the four last terms on the right hand side. By Assumption 2.2, we
have ∑
K
sK(γ
∗
Kλ
K , γ∗Kλ
K) ≥ c1
∑
K
|γ∗KλK |2−1,K .
Using Assumption 2.1, as well as Lemma 2.7, we also have∑
K
sK(γ
∗
Kλ
K , γ∗K µˆ
K) ≤ c
∑
K
|γ∗KλK |−1,K |γ∗K µˆK |−1,K ≤
c
(∑
K
|γ∗KλK |2−1,K
)1/2(∑
e
|µˆ|2−1/2,e
)1/2
≤ ε2
∑
K
|γ∗KλK |2−1,K + c(ε2)
∑
e
|[u¯]|2,
and
sK(Du
K , γ∗K µˆ
K) ≤ c
∑
K
|uK |1,K |γ∗K µˆK |−1,K ≤ c3(
∑
e
|[u¯]|2 +
∑
K
|uK |21,K),
while, thanks to (2.17), we have∑
K
sK(Du
K , γ∗Kλ
K) ≤ c
∑
K
|uK |1,K |γ∗KλK |−1,K ≤ ε3
∑
K
|γ∗KλK |2−1,K + c(ε3)
∑
K
|uK |21,K ,
where ε2 and ε3 are arbitrary positive constants and c(ε2) and c(ε3) are positive constants
depending on ε2 and ε3 respectively. Combining the previous bounds we obtain
a(u, λ; v, µ) ≥
∑
K
|uK |21,K(1− c′β − αc(ε3)− αβc3) + β
∑
e
|[u¯]|2(1
2
− αc(ε2)− αc3)+
α
∑
K
‖γ∗KλK‖2−1,K(c1 − βε2 − ε3) + κ
∑
K
|∂K|2|λ¯K |2.
We now set β = 1/(2c′), and we choose ε1 and ε2 in such a way that (ε2/(2c′) + ε3) ≤ c1.
We next choose α = 1/4 min{c(ε3) + c3/(2c′), c(ε2) + c3}. Observe that neither β nor α
depend on h. With such a choice, for a constant c0 independent of h, it holds that
a(u, λ; v, µ) ≥ c4
(∑
K
|uK |21,K +
∑
e
|[u¯]|2 +
∑
K
|γ∗KλK |2−1,K + κ
∑
K
|∂K|2|λ¯K |2
)
.
We now observe that∑
K
|vK |21,K +
∑
e
|[v¯]|2 ≤
∑
K
|uK |21,K +
∑
e
|[u¯]|2 +
∑
e
|h[λ¯]|2
.
∑
K
|uK |21,K +
∑
e
|[u¯]|2 +
∑
K
h2|λ¯K |2.
Moreover, thanks to Lemma 2.7 we have that
|γ∗K µˆK |2−1,K . |µˆK |2−1/2,∂K .
∑
e⊂∂K
‖µˆK‖2−1/2,e =
∑
e⊂∂K
|[u¯]|2
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and ∑
K
|γ∗KµK |2−1,K +
∑
K
|∂K|2|µ¯K |2 .
∑
K
|γ∗KλK |2−1,K +
∑
K
|∂K|2|λ¯K |2 +
∑
e
|[u¯]|2.
We then get that
sup
(v,µ)
a(u, λ; v, µ)
‖v, µ‖V ≥
a(u, λ;u, λ+ βλˆ)
‖u, λ+ βλˆ‖V
& ‖u, λ‖
2
V
‖u, λ‖V ,
which concludes the proof.
3. Realizing a computable stabilizing term
In order for the proposed method to be practically feasible, we need to construct a com-
putable bilinear form sK satisfying (2.1) and (2.2). The numerical realization of scalar
product for negative Sobolev spaces has been the object of several papers [10, 9, 2]. In
particular, this can be done using the approach of [8]. Following such paper, we introduce
an auxiliary space WK ⊆ H1(K), satisfying
(3.1) inf
λ∈ΛK∫
∂K λ=0
sup
w∈WK∫
∂K w=0
∫
K
λw
|λ|−1/2,K |w|1,K & 1.
We let φi, i = 1, · · · , N denote a basis for WK , and we let S denote the stiffness matrix (or
a preconditioner) relative to the operator s : H1(K)×H1(K)→ R
s(w, v) =
∫
K
∇w · ∇v.
We can now introduce the bilinear form sK : (H
1(K))′ → (H1(K))′ defined as follows:
sK(f, g) = ~f
TS−1~g, with ~f = (〈f, φi〉)Ni=0, ~g = (〈g, φi〉)Ni=0.
It is possible to prove that the bilinear form sK satisfies Assumption 2.1, and, provided (3.1)
holds, (2.2) (actually, (3.1) is a necessary and sufficient condition for Assumption 2.2 to
hold).
Observe that for u, v ∈ (H1(K))′ and λ, µ ∈ H−1/2(∂K) we have
sK(Du− γ∗Kλ, tDv − γ∗Kµ) = ~ηTS−1~ζ, sK(f, tDv − γ∗Kµ) = ~fTS−1~ζ
with
(3.2) ηi =
∫
K
∇u · ∇φi −
∫
∂K
λφi, ζi = t
∫
K
∇v · ∇φi −
∫
∂K
µφi, fi =
∫
K
fφi.
We then only need to choose a (small) space WK satisfying (3.1) (remark that WK is
not required to satisfy any approximation property). We choose a suitable subspace of the
Virtual Element space of order k + 2 [5]. More precisely, we set
WK = {w ∈ H1(K) : w|e ∈ Pk+2(e), ∀ edge e of K,−∆w ∈ Pk(K),
∫
K
wp = 0 ∀p ∈ Pk(K)}.
The space WK does indeed satisfy the inf-sup condition (3.1), as stated by the following
Lemma.
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Lemma 3.1. It holds that
inf
λ∈ΛK∫
∂K λ=0
sup
w∈WK∫
∂K w=0
∫
K
λw
|λ|−1/2,K |w|1,K & 1.
Proof. It is not difficult to check that
inf
λ∈ΛK∫
∂K λ=0
sup
w∈WK∫
∂K φ=0
∫
∂K
λw
|λ|−1/2,∂K |w|1/2,∂K & 1.
We have, for w ∈ WK with
∫
∂K
w = 0
|w|21,K =
∫
K
|∇w|2 = −
∫
K
w∆w +
∫
∂K
w∂νw =
∫
∂K
w∂νw ≤ |∂νw|−1/2,∂K |w|1/2,∂K .
Now we have
|∂νw|−1/2,∂K . |γ∗K(∂νw)|−1,K = sup
φ∈H1(K)∫
∂K φ=0
∫
K
∇w · ∇φ+ ∫
K
φ∆w
|φ|1,K
≤ |w|1,K +
‖∆w‖L2(K)‖φ‖L2(K)
|φ|1,K . ‖w‖1,K ,
where we use Poincare´ inequality to bound ‖φ‖L2(K) and an inverse inequality to bound
‖∆w‖L2(K), thus obtaining
|w|21,K . |w|1,K |w|1/2,∂K
whence |w|1,K . |w|1/2,∂K and, consequently
inf
λ∈ΛK
sup
w∈WK |∂K
∫
∂K
λw
|λ|−1/2,∂K |w|1,∂K & infλ∈ΛK supw∈WK |∂K
∫
∂K
λw
|λ|−1/2,∂K |w|1/2,∂K & 1.

It is known [5] that a function φ ∈ WK is uniquely determined by a) the value of φ at the
vertices of the polygon K; b) for each edge e, the values of φ at the k + 1 internal points of
the k + 3-points Gauss-Lobatto quadrature rule on e (the other degrees of freedom for the
standard VEM space of order k + 2 are the moments up to order k, which we fixed to be
zero in the definition of WK). Each one of these degrees of freedom corresponds to a basis
function φi (the unique function in WK for which such degree of freedom assumes value 1,
while all the other vanish). The basis functions are not explicitely known, but the knowledge
of the degrees of freedom is sufficient to compute the vectors ~η and ~ζ. In fact, for u ∈ Pk(K)
and λ ∈ ΛK we have
ηi =
∫
K
∇u · ∇φi −
∫
∂K
λφi = −
∫
K
∆uφi +
∫
∂K
(
∂u
∂νK
− λ
)
φi =
∫
∂K
(
∂u
∂νK
− λ
)
φi
where we used that φi is orthogonal to all polynomials of degree less or equal than k and
hence to ∆u. The last term is computable since it is the integral of a known piecewise
polynomial. The fact that φ is orthogonal to polynomials also allows us to approximate
fi ≈ 0. As far as the matrix S is concerned, we recall that in general the stiffness matrix
entries are not exactly computable. However, the virtual element method takes advantage of
the observation that, by same technique used above to compute ηi, it is possible to compute
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the H1 projection of the functions in WK onto the space Pk+2. This allows to design a recipe
for constructing a computable bilinear form aK satisfying aK(w,w) ' |w|21,K (we refer [6] for
the details), and we take S to be the stiffness matrix relative to such bilinear form.
Remark 3.2. A more natural choice for the auxiliary space WK would be
WK = {w ∈ H1(K) : w|e ∈ Pk+2(e), for all edge e of K, −∆w = 0 in K}.
Remark that, however, for such a choice the consistency term fi would not be 0 and it would
not be computable.
Also in this case we can give an interpretation of the stabilization as a suitable numerical
trace. In fact, once again in the ideal case that S = (sij) with sij =
∫
K
∇φi · ∇φj, it is not
difficult to realize that the vector ~x = (xj) = S
−1~η is the vector of coefficient of the function
wh =
∑
i xiφi ∈ WK verifying for all zh ∈ WK∫
K
∇wh · ∇zh =
∫
K
∇uKh · ∇zh −
∫
∂K
λKh zh.
Letting Π̂K : H1(K) → WK denote the Galerkin projection onto WK , it is not difficult to
verify that the stabilized problem can be rewritten as∫
K
∇uKh · ∇vKh −
∫
∂K
λKh =
∫
K
fvKh(3.3) ∫
∂K
ûKh µ
K
h =
∫
∂K
φ̂Kh µ
K
h(3.4)
with
ûKh = u
K
h − αΠ̂KR(DuKh − γ∗KλKh ), and φ̂Kh = φ− αΠ̂KRf.
Replacing the stiffness matrix S with an approximation or a preconditioner, reduces to
replacing the Galerkin projection operator Π̂K with a spectrally equivalent projector Π˜W
and setting
ûKh = u
K
h − αΠ˜WR(DuKh − γ∗KλKh ), and φ̂Kh = φ− αΠ˜WRf.
4. Numerical Results
We take the domain Ω to be the unit square [0, 1] × [0, 1]. We solve Problem 2.1 with
Dirichlet boundary conditions and load term chosen in such a way that
u =
1
2pi2
sin(pix) sin(piy)
is the exact solution. The stabilization parameters are chosen to be α = t = 1. We
test our method on a deformed hexagonal mesh (Test case 1.) and on a shape regular
Voronoi mesh (Test case 2.). For the first test case, Tables 2–4 show the relative errors
eu0 = ||u− uh||L2/||u||L2 , eu1 = ||u− uh||H1/||u||H1 and the estimated convergence rates (ecr)
for several values of the polynomial degree k on the eight meshes in Table 1. The results for
such tests are also displayed in Figure 2
For the second Test case, the results are shown in Tables 5 and 6 and summarized in
Figure 4.
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Name Nb. of elements Nb. of faces h
Deformed hexagons 8x10 94 283 0.2190
Deformed hexagons 18x20 389 1168 0.1033
Deformed hexagons 26x30 822 2467 0.0711
Deformed hexagons 34x40 1415 4246 0.0542
Deformed hexagons 44x50 2270 6811 0.0423
Deformed hexagons 52x60 3203 9610 0.0357
Deformed hexagons 60x70 4296 12889 0.0308
Deformed hexagons 70x80 5711 17134 0.0266
Table 1. Data for the eight meshes used in Test case 1.
k = 1 k = 2
eu0 ecr e
u
1 ecr e
u
0 ecr e
u
1 ecr
2.0699e− 02 − 1.4656e− 01 − 5.7354e− 03 − 1.2437e− 02 −
4.7983e− 03 1.95 7.0802e− 02 0.97 1.2774e− 03 2.00 2.9431e− 03 1.92
2.2425e− 03 2.04 4.8468e− 02 1.01 6.1035e− 04 1.98 1.3694e− 03 2.05
1.2939e− 03 2.03 3.6843e− 02 1.01 3.5615e− 04 1.99 7.8836e− 04 2.04
8.0139e− 04 1.93 2.9007e− 02 0.97 2.1783e− 04 1.98 4.9102e− 04 1.91
5.6644e− 04 2.02 2.4393e− 02 1.01 1.5515e− 04 1.98 3.4633e− 04 2.04
4.2152e− 04 2.02 2.1047e− 02 1.01 1.1609e− 04 1.99 2.5733e− 04 2.04
3.1623e− 04 1.95 1.8233e− 02 0.97 8.6421e− 05 2.00 1.9369e− 04 1.93
Table 2. Errors and estimated convergence rates (ecr) for the first test case,
k = 1, 2.
k = 3 k = 4
eu0 ecr e
u
1 ecr e
u
0 ecr e
u
1 ecr
6.9786e− 05 − 7.3651e− 04 − 4.3450e− 06 − 3.5751e− 05 −
3.8303e− 06 3.87 8.4585e− 05 2.88 2.2292e− 07 3.96 2.0016e− 06 3.84
8.3540e− 07 4.08 2.6630e− 05 3.09 4.7779e− 08 4.12 4.2945e− 07 4.12
2.7800e− 07 4.06 1.1585e− 05 3.07 1.5788e− 08 4.08 1.4167e− 07 4.09
1.0705e− 07 3.85 5.7035e− 06 2.86 6.1058e− 09 3.83 5.5053e− 08 3.81
5.3417e− 08 4.05 3.3711e− 06 3.07 3.0371e− 09 4.07 2.7316e− 08 4.09
2.9559e− 08 4.05 2.1558e− 06 3.06 1.6771e− 09 4.07 1.5052e− 08 4.08
1.6673e− 08 3.88 1.4095e− 06 2.88 9.4919e− 10 3.86 8.5391e− 09 3.84
Table 3. Errors and estimated convergence rates (ecr) for the first test case,
k = 3, 4.
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k = 5 k = 6
eu0 ecr e
u
1 ecr e
u
0 ecr e
u
1 ecr
8.4515e− 08 − 1.4012e− 06 − 2.6850e− 09 − 4.8326e− 08 −
1.1337e− 09 5.74 3.8194e− 08 4.80 2.2701e− 11 6.36 6.1895e− 10 5.80
1.1359e− 10 6.16 5.5669e− 09 5.16 2.1225e− 12 6.35 6.1202e− 11 6.20
2.1587e− 11 6.12 1.3904e− 09 5.12 3.9567e− 13 6.20 1.1571e− 11 6.14
5.2185e− 12 5.73 4.2591e− 10 4.77 9.1433e− 14 5.91 2.7896e− 12 5.74
1.8362e− 12 6.09 1.7733e− 10 5.11 3.2121e− 14 6.10 9.7466e− 13 6.13
7.6159e− 13 6.03 8.4179e− 11 5.10 1.3206e− 14 6.09 3.9865e− 13 6.13
3.2472e− 13 5.78 4.1412e− 11 4.81 5.5230e− 15 5.91 1.6994e− 13 5.78
Table 4. Errors and estimated convergence rates (ecr) for the first test case,
k = 5, 6. Results for k = 6 have been obtained using the ADVANPIX Multi-
precision Computing Toolbox (https://www.advanpix.com)
k = 1 k = 1
eu0 ecr e
u
1 ecr e
u
0 ecr e
u
1 ecr
8.58e-2 - 3.11e-1 - 2.19e-2 - 5.72e-2 -
2.40e-2 2.47 1.63e-1 1.25 6.32e-3 2.41 1.54e-2 2.55
6.45e-3 2.19 8.23e-2 1.14 1.62e-3 2.26 3.91e-3 2.27
1.58e-3 2.16 4.13e-2 1.06 4.07e-4 2.12 9.88e-4 2.12
3.72e-4 2.27 2.08e-2 1.08 8.55e-5 2.45 2.53e-4 2.14
1.04e-4 2.29 1.06e-2 1.21 1.82e-5 2.78 6.53e-5 2.43
Table 5. Errors and estimated convergence rates (ecr) for the second test
case, k = 1, 2.
k = 3 k = 4 k = 5
eu0 ecr e
u
1 ecr e
u
0 ecr e
u
1 ecr e
u
0 ecr e
u
1 ecr
1.17e-3 - 7.05e-3 - 9.08e-5 - 6.60e-4 - 5.57e-6 - 5.19e-5 -
9.62e-5 4.85 9.89e-4 3.81 5.85e-6 5.33 4.83e-5 5.08 1.11e-7 7.60 1.96e-6 6.36
6.71e-6 4.42 1.28e-4 3.40 3.76e-7 4.56 3.20e-6 4.51 2.04e-9 6.65 6.72e-8 5.61
4.12e-7 4.29 1.63e-5 3.16 2.38e-8 4.25 2.09e-7 4.20 3.58e-11 6.22 2.28e-9 5.20
2.85e-8 4.19 2.11e-6 3.21 1.26e-9 4.60 1.43e-8 4.21 6.77e-13 6.22 7.79e-11 5.29
1.92e-9 4.84 2.86e-7 3.59 6.92e-11 5.21 1.00e-9 4.77 4.81e-14 4.74 3.00e-12 5.84
Table 6. Errors and estimated convergence rates (ecr) for the second test
case, k = 3, 4, 5.
As we can see the results confirm the theoretical estimate, with the correct order of
convergence for the H1 norm of the error as h tends to zero. We remark that, in the second
Test case we seem to have some kind of superconvergence. We believe that this is rather due
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Figure 1. meshes
Figure 2. Test case 1. Hexagonal meshes, H1 and L2 errors for different
values of k
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Figure 3. Voronoi meshes
to the the fact that, since the grids are unstructured, there mesh size parameter is non as
clearcut defined as in a structured case.
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