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par apprentissage profond
(Audiovisual synthesis of expressive speech : modeling of emotions
with deep learning)
THÈSE
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Les humains ont la particularité de communiquer avec un langage et d’engager des conver-
sations avec d’autres personnes. Cette capacité de communication englobe différents signaux
émanant du corps humain comme les gestes des mains, la posture, les mouvements de la tête, le
regard ou encore l’intonation de la voix pour appuyer ou clarifier certains propos. Lorsque nous
regardons le visage de quelqu’un qui parle, nous recevons deux flux d’informations distincts : un
signal acoustique constitué d’une série de sons et un signal visuel constitué des variations visibles
du visage. Les informations acoustiques de la parole sont en réalité la conséquence du mouvement
des articulateurs et de la circulation de l’air dans le système de production de la parole. Il faut
donc accéder à ces deux modalités acoustique et visuelle pour avoir une représentation complète
de la parole.
Aujourd’hui, la technologie s’intègre de plus en plus dans nos vies. Les écrans et les inter-
faces utilisateurs sont partout autour de nous et une grande partie des services sont automatisés.
Dans cette tendance d’automatisation, des efforts considérables sont déployés pour développer
des agents conversationnels virtuels. Pour remplir au mieux leur rôle, ces agents artificiels doivent
être capables de communiquer au moyen de comportements verbaux et non verbaux (gestes et
expressions faciales) [Cassell et al., 2000, Ruttkay et al., 2004, Mancini et al., 2017]. Les agents
virtuels couvrent aujourd’hui un large éventail d’applications dans les domaines des télécommuni-
cations, de la robotique humanoïde, du multimédia, de la médecine, de l’éducation, des assistants
virtuels et de l’industrie du divertissement (jeux vidéo, films, etc.) [Sproull et al., 1996, Pandzic
et al., 1999, Dehn and Van Mulken, 2000, Ochs and Blache, 2016, Dworkin et al., 2018, Falconer
et al., 2019, Beskow, 2019].
Si l’on veut animer un agent virtuel par l’intermédiaire d’une tête parlante par exemple, il est
possible de se reposer sur des séquences préenregistrées d’audio ou de mouvements faciaux. Ce-
pendant, cette technique ne s’avère suffisante que dans le cas de scénarios de communication très
basiques et limités. Lorsque l’échange avec l’agent virtuel devient plus complexe, il faut prévoir
des fonctionnalités de génération de nouvelles séquences de parole. À cette fin, les techniques de
synthèse de la parole prennent tout leur sens. Ces techniques permettent de générer de nouvelles
séquences de parole à partir d’un texte et peuvent être conçues pour générer des sons (acoustique)
tout comme produire des gestes articulatoires. La synthèse de la parole à partir du texte (TTS :
Text-To-Speech) est un processus automatique de conversion d’un texte en un signal de parole
et consiste généralement en deux phases : d’abord une phase d’analyse du texte pour générer
la transcription symbolique de sa prononciation adéquate, puis d’une phase de synthèse où les
symboles générés sont convertis en signaux de la parole. La TTS a commencé par la synthèse
par diphones.
Le premier système de synthèse vocale date de 1791 avec "la machine parlante" [Kempelen,
1791]. Cette machine consiste en un système mécanique qui imite le système phonatoire humain.
Ce système a connu de nombreuses améliorations durant le 19ème siècle. En arrivant à la première
moitié du 20ème siècle, et avec l’avènement de la synthèse vocale à base de règles et de formants
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[Dudley, 1939, Fant, 1953], la génération de la parole est passée des systèmes mécaniques à des
systèmes électriques. Concernant la synthèse visuelle, les premiers systèmes sont apparus vers
les années 90s avec des méthodes basées sur l’interpolation des images clés et d’autres basées
sur des règles articulatoires [Massaro and Cohen, 1990, Beskow, 1995]. Les recherches entreprises
ces dernières années en informatique ont permis d’améliorer sensiblement la qualité de la parole
synthétique.
Cependant, le but ultime d’un système de TTS est de générer une parole synthétique imper-
ceptible de celle que pourrait prononcer une personne. Bien que le problème de la synthèse vocale
de bonne qualité a été considéré comme résolu suite à la synthèse par concaténation. Récemment,
et grâce aux progrès dus aux techniques de l’apprentissage profond, la qualité de la synthèse vo-
cale par réseaux de neurones a gagné énormément de naturel et a même dépassé la qualité des
systèmes par concaténation [Oord et al., 2016]. Or, les résultats manquent encore de réalisme à
la fois dans l’expressivité de la parole que dans la cohérence entre les modalités acoustique et
visuelle générées, et cette problématique reste toujours ouverte. La dépendance/complémentarité
entre la modalité acoustique et visuelle a été démontrée également pour des visages synthétiques
[McGurk and MacDonald, 1976, Andersen, 2010, Fu et al., 2007, 2008], mais la synthèse de l’as-
pect visuel de la parole n’a toujours pas atteint un niveau de naturel suffisant pour être intégrée
dans les supports de communication à une échelle aussi large que celle de la synthèse vocale. En
réalité, la modélisation du visage humain doit être sans faute. Comme l’explique l’artiste Faigin
[2012] dans son livre "The Artist’s Complete Guide to Facial Expression" :
« Il n’y a pas de paysage que nous connaissions aussi bien que le visage humain.
Les vingt-cinq pouces carrés sont le territoire le plus minutieusement examiné qui
existe, examiné constamment et soigneusement, avec bien plus qu’un intérêt intellec-
tuel. Chaque détail du nez, des yeux et de la bouche, chaque régularité en proportion,
chaque variation d’un individu à l’autre, sont des sujets sur lesquels nous sommes
tous maîtres. »
Souvent, les tentatives de synthèse visuelle réaliste se heurtent à la théorie de la Vallée
dérangeante (Uncanny Valley) [Mori et al., 1970] qui stipule que plus un agent virtuel est proche
d’un aspect humain, plus ses imperfections nous paraissent monstrueuses. Aussi, la plupart des
travaux de modélisation des agents virtuels réalistes s’intéressent à la création des agents virtuels
dans un contexte statique en négligeant l’aspect plus complexe et dynamique relatif à la parole
et à la synchronisation labiale.
À toutes les difficultés que rencontrent la TTS audiovisuelle s’ajoute la volonté d’augmenter
les agents conversationnels avec une dimension expressive. En effet, les modalités acoustique et
visuelle peuvent être suffisantes pour transmettre un message clair et intelligible, cependant,
l’expression des émotions est d’une importante majeure pour réguler les interactions et remplir
des fonctions sociales importantes comme la communication des convictions, des désirs et des
intentions aux autres [Frijda and Mesquita, 1994, Keltner and Haidt, 1999, Keltner and Kring,
1998, Morris and Keltner, 1999].
Plusieurs travaux ont intégré la dimension expressive dans l’animation des agents virtuels. Il a
été établi que les agents virtuels expressifs, dans une interaction humain-machine, sont jugés plus
naturels, plus crédibles et plus réalistes par rapport aux agents virtuels non expressifs [Bates et al.,
1994]. D’autres expériences ont démontré un changement du comportement des utilisateurs face
à des agents virtuels expressifs que face à des agents non-expressifs. Les utilisateurs deviennent
plus engagés et les émotions exprimées par l’agent virtuel ont même une influence sur leur prise
de décision [Walker et al., 1994, de Melo et al., 2012].
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Dans le souhait de créer des agents virtuels expressifs, il faut connaître la contribution de
chaque modalité de la parole dans la communication des sentiments. Le travail de Mehrabian
[1968] montre l’importance majeure de la modalité non-verbale dans cette communication. En
effet, une formule précise a été proposée, dans cette étude, pour quantifier la contribution de
chaque composante de la communication. 7% de l’information sur notre état affectif est commu-
niquée par les mots, 38% est communiquée par la voix et 55% par les expressions faciales et le
langage corporel. Cette étude est très importante et montre que les mots ne suffisent pas pour
communiquer ses sentiments. De ce fait, pour avoir une modélisation complète des émotions, il
est crucial d’inclure la modalité visuelle dans les systèmes et les supports de communication.
Les premières tentatives de TTS vocale et visuelle expressive sont des systèmes à base de
règles augmentées avec des modules spécifiques aux émotions. Ensuite, ont suivi les techniques
de TTS par diphones puis par concaténation, en passant par les HMMs (Hidden Markov Models)
jusqu’aux systèmes à base de réseaux de neurones largement adoptés de nos jours. Comme pour
la TTS visuelle non-expressive, les études concernant l’expressivité faciale, négligent souvent
l’aspect dynamique relatif de l’articulation. En raison de la coopération complexe des activités
musculaires du visage, les mouvements du bas du visage sont contrôlés conjointement par les
gestes liés à la parole et aux expressions faciales. Bailly et al. [2008] ont montré que les émotions
étudiées (joie et dégoût), perturbent considérablement les mouvements de certains articulateurs
(lèvres et mâchoire inférieure) durant la parole. Les expressions faciales imposent un effort de
compensation et de réorganisation de l’articulation. En réalité, les stratégies articulatoires mises
en œuvre par les locuteurs pour faire face à la production concomitante de la parole et des
expressions faciales entraînent parfois à la résolution d’instructions contradictoires, par exemple
l’étirement des lèvres pour sourire lors de la production de voyelles ou de consonnes arrondies.
Cet article [Bailly et al., 2008] conclu que ces perturbations ne sont pas simplement additives,
et qu’elles dépendent de l’articulation. De ce fait, l’ajout de certaines expressions spécifiques à
une émotion à des données visuelles neutres n’est pas suffisant pour modéliser correctement la
parole visuelle dans un contexte expressive. Fónagy [1976] et Nordstrand et al. [2004] ont aussi
étudié les effets de l’expressivité sur les mouvements articulatoires, et ont trouvé que les effets
des émotions sur l’articulation différent d’une émotion à l’autre. Vu la nature très dynamique
des gestes de la parole et des expressions faciales, les interactions et contributions exactes de ces
deux sources sont inconnues. À cette fin, les systèmes à base de réseaux de neurones sont de plus
en plus adoptés pour apprendre cette relation complexe et non linéaire entre l’articulation et
l’expressivité. Cependant, les recherches actuelles n’ont pas encore atteint le stade où les agents
virtuels parlants sont capables d’exprimer les émotions de manière aussi naturelle que l’être
humain.
Si la qualité de la TTS expressive vocale a pu connaître aujourd’hui plusieurs améliorations,
ce n’est pas uniquement grâce aux techniques utilisées mais surtout grâce aux ressources large-
ment disponibles. Malheureusement, ce n’est pas le cas pour la synthèse visuelle. Les bases de de
données expressives existantes ne contiennent souvent que la modalité acoustique (SynPaFlex,
AlloSat, PAVOQUE, etc). Pour les bases de données visuelles, dans leur majorité, la modalité
visuelle est sous forme d’enregistrements vidéo 2D (GEMEP, CVSP-EAV, eNTERFACE’05, etc).
Bien qu’ils soient faciles et moins coûteux à construire, dans ces corpus, l’information sur la pro-
fondeur de la scène est perdue. De ce fait, certains gestes liés à la parole, comme la protrusion des
lèvres, ne peuvent pas êtres suivis/prédits avec précision. Heureusement, quelques bases de don-
nées audiovisuelles expressives contenant des données 3D existent. Toutefois, elles ne contiennent
généralement qu’une seule émotion (AV-LASYN le rire), ou alors contiennent une quantité très
faible de données (IEMOCAP 30 minutes de parole, toutes émotions confondues ou alors Biwi
3D avec environ 80 phrases par locuteur) ce qui est insuffisant pour entraîner des systèmes de
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synthèse de la parole à base de réseaux de neurones par exemple. L’autre problématique avec ces
corpus est que le nombre de phrases par émotion, n’est pas équilibré (IEMOCAP neutre 28%,
frustration 24%, excitation 17%, tristesse 15%, colère 7%, joie 7%, surprise 2%, dégoût 1%, les
autres < 1%) ce qui ne permet pas de comparer la performance des systèmes de synthèse pour les
différentes classes d’émotions. De ce fait, et avant de se lancer dans la mise en place d’un système
de TTS visuel, nous avons commencé par la construction et l’étude de deux corpus audiovisuels
expressifs pour répondre à toutes ces exigences.
Par ailleurs, une piste prometteuse aujourd’hui est celles des techniques non-supervisées ca-
pables d’apprendre sur des corpus non-annotés. En réalité, les corpus annotés ne sont pas tou-
jours disponibles et quand ils sont disponibles, ils peuvent contenir des annotations peu fiables
qui risquent de nuire à l’apprentissage. Ce genre de techniques permet de profiter d’une quantité
plus large de données sans se soucier de la tâche laborieuse de son étiquetage. Dans ce travail de
thèse, nous adoptons une technique non-supervisée pour entraîner des modèles neuronaux avec
des données sans étiquette d’émotions, et cela pour modéliser les émotions dans un contexte
acoustique et visuel.
Toutes ces techniques permettent d’améliorer la qualité du signal produit en profitant de
bases de données plus larges. Or, la qualité du signal n’est pas à elle seule garante du réalisme et
du naturel de la parole de synthèse puisqu’elle n’est pas suffisante pour couvrir toute la diversité
de la parole humaine. La théorie des émotions par catégorie postule que le système affectif se
compose de six émotions universelles basiques (bonheur, surprise, peur, tristesse, colère et dé-
goût) [Ekman, 1992]. Pourtant, la diversité des émotions humaines peut générer de nombreux
états affectifs complexes et subtils tels que la désapprobation, la dépression et le mépris qui ne
peuvent pas être couverts par ces catégories d’émotions de base. De plus, certaines recherches
confirment que les états affectifs ne sont pas des entités isolées, mais sont plutôt systématiquement
connectés [Russell, 1980, Plutchik, 1984, Laresn and Diener, 1992]. Par conséquent, les modèles
dimensionnels considèrent l’expérience affective comme un continuum d’états non extrêmes et
fortement interconnectés, similaire au spectre de couleur [Posner et al., 2005, Russell and Fehr,
1994]. De ce fait, pour avoir un résultat naturel et réaliste, il est crucial de pouvoir modéliser des
mélanges d’émotions et différentes émotions avec des intensités contrôlables. Une des contribu-
tions majeures de cette thèse est la proposition d’une méthode non-supervisée de modélisation
des émotions qui permet de modéliser différentes émotions avec des intensités contrôlables ainsi
que de modéliser des mélanges d’émotions. Nous avons utilisé les données synthétiques prédites
avec nos modèles pour animer un agent virtuel 3D expressif.
Les travaux de thèse présentés dans ce document ont pour objet d’étudier et de modéliser les
émotions dans un contexte audiovisuel. La modélisation des émotions doit nous permettre, à la
fois, de générer une parole expressive, intelligible et naturelle et d’un autre côté nous permettre
d’avoir un contrôle sur le spectre des émotions pour pouvoir les nuancer et les mélanger afin
d’imiter la complexité du système émotionnel humain.
Organisation du document
Pour présenter les travaux réalisés dans le cadre de cette thèse, ce document s’articule autour
de trois parties. Tout d’abord, nous présentons un état de l’art concernant la TTS, et plus
spécifiquement la TTS audiovisuelle et expressive. La seconde partie est réservée à la présentation
des protocoles d’acquisition des données expressives et les corpus de données enregistrés. Enfin, la
dernière partie présente les architectures de réseaux de neurones utilisées ainsi que les expériences
menées pour répondre à la problématique.
Dans la première partie, intitulée « Analyse de l’état de l’art », nous présentons le contexte
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scientifique de ce travail de thèse. Nous commençons par le chapitre 1 (« La parole ») qui
introduit les principes de traitement automatique de la parole et sa transformation en paramètres
pertinents pour la synthèse de la parole. Le chapitre 2 (« Synthèse de la parole audiovisuelle »)
introduit les différentes techniques de TTS que ça soit pour la synthèse acoustique ou visuelle.
Le chapitre 3 (« Synthèse expressive de la parole ») se focalise sur les techniques de synthèse
expressive de la parole et permet de situer notre travail de thèse par rapport aux travaux de la
littérature.
Dans la deuxième partie, intitulée « Corpus audiovisuels expressifs » nous présentons deux
corpus audiovisuels expressifs de la parole que nous avons enregistrés auprès de deux acteurs de
théâtre. Le chapitre 4 (« Étude d’un corpus expressif ») présente la démarche de collecte d’un
corpus prototype. Les analyses objectives et perceptives effectuées sur ce corpus nous ont permis
de valider notre protocole d’acquisition des données audiovisuelles expressives. Dans le chapitre
5 (« Acquisition d’un corpus expressif pour la synthèse de la parole »), et en reposant sur les
conclusions du chapitre précédent, nous enregistrons et étudions le contenu expressif d’un corpus
de taille plus importante qui sera dédié à la TTS audiovisuelle expressive.
Dans la dernière partie, intitulée « Synthèse audiovisuelle expressive de la parole », nous
présentons deux architectures neuronales pour la TTS audiovisuelle expressive de la parole.
Dans le chapitre 6 (« Synthèse par architecture entièrement connectée ») nous présentons une
architecture entièrement connectée qui nous a permis de valider certains choix de paramètres et
de configurations lors de l’entraînement des réseaux de neurones. Dans le chapitre 7 (« Synthèse
par CVAE ») nous présentons la seconde architecture neuronale reposant sur un Auto-Encodeur
Variationnel. Cette seconde architecture nous a permis de passer d’une modélisation discrète des
émotions à une représentation continue et complètement malléable.
Pour conclure ce document, nous dressons une synthèse des résultats du travail réalisé, et
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1.1 Introduction
La communication humaine est à la fois sociale et cognitive. C’est un processus par lequel
les individus échangent des informations à travers un système commun de codes et de signes. La
communication humaine repose sur des intentions fondamentalement liées à l’aide et au partage
[Tomasello, 2010]. Les humains communiquent pour demander de l’aide, pour informer les autres
de choses utiles et pour partager des attitudes comme moyen de s’intégrer au sein d’un groupe
d’individus. La communication est également cognitive car elle permet d’échanger du savoir et
de la connaissance à propos de structures cognitives abstraites ou symboliques.
Par ailleurs, tout animal communique avec ses semblables, cette communication peut prendre
plusieurs formes : par des signaux visuels, acoustiques, chimiques, tactiles ou même électriques
chez certains animaux. Les éléphants font usage des d’infrasons pour communiquer entre eux
à de grandes distances. Certaines races de singes, et de corbeaux se servent de cris spécifiques
pour signaler la présence de danger en utilisant différents codes pour différents prédateurs. Les
fourmis utilisent des phéromones comme outils de repérage de pistes olfactives destinées à guider
les fourmis vers des sources de nourriture. Les bonobos font aussi grand usage d’une gestuelle
subtile pour communiquer, nous pouvons trouver plein d’autres exemples dans la nature.
Bien que, comme les exemples l’illustrent, les animaux soient en capacité de communiquer,
cette communication reste limitée et ne porte que sur des structures cognitives communes ou
sur des expériences partagées. Les animaux sont dans l’incapacité de distribuer des informations
abstraites ou nécessitant de nouvelles structures cognitives [Puppel and Puppel, 1995]. La com-
munication humaine, en revanche, est plus complexe, elle permet de communiquer des situations
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présentes, passées et futures. Elle permet également d’échanger à propos de choses absentes ou
abstraites.
Le principale mode de communication des humains est la parole, en fait, la capacité des
humains à parler, est essentiellement anatomique [Gärdenfors, 2006]. Chez les humains, le larynx
est placé dans une position plus basse permettant ainsi la production de sons plus variés. Aussi,
le cerveau humain, notamment le lobe frontal, a des connections neuronales adaptées pour gérer
et coordonner des mouvements très rapides et complexes nécessaires pour créer un débit fluide
de la parole.
Dans ce chapitre, nous présentons différentes facettes de la communication humaine par la
parole. Nous détaillons quelques concepts essentiels liés à la production de la parole et leurs
caractéristiques respectives. Nous allons aussi exposer les moyens de représentation numérique
de ces facettes de communication dans un contexte de traitement automatique de la parole et de
l’apprentissage profond.
1.2 Qu’est-ce que la parole ?
La communication humaine est composée d’une partie verbale et d’une autre non-verbale.
La partie verbale de la communication est appelée la parole. La partie non-verbale concerne
généralement les aspects visibles comme les expressions faciales, le regard, les mouvements de la
tête, la posture et les gestes corporels ainsi que d’autres signes (conscients ou inconscients).
Les sons produits par l’humain durant la communication verbale, ne sont pas aléatoires. En
fait, ces sons suivent un certain nombre de règles imposées par le langage utilisé. Ces règles
cadrent l’enchaînement des sons afin de former des unités linguistiques (les mots) porteuses de
sens, et s’organisant selon une grammaire propre. Ces règles peuvent être connues oralement au
sein d’un groupe d’individus pour former un dialecte. Elles peuvent également évoluer et être
standardisées pour former un langage. Les langages existent aussi sous une forme écrite. Ils ont
un système de transcription stricte qui permet de les préserver et de les transmettre. Chaque
langue a des sons propres à elle, appelés les phonèmes. L’étude et la classification des phonèmes
relève du domaine de la phonétique.
Le mot parole (« speech » en anglais) est défini dans la langue française comme étant : «
la faculté d’exprimer et de communiquer la pensée au moyen du système des sons du langage
articulé émis par les organes phonateurs » 1. Cependant, et par abus de langage, le mot « parole
» est souvent utilisé dans le monde scientifique comme équivalent au mot « communication ».
Nous pouvons donc distinguer la « parole acoustique » [Chibelushi et al., 1993] de la «parole
visuelle» [Cohen and Massaro, 1993] ou encore les combiner dans la «parole audiovisuelle»
[Dupont and Luettin, 2000]. Nous avons choisi, dans ce manuscrit, de garder cette même méto-
nymie afin d’être alignés avec les termes utilisés dans la littérature et dans les travaux que nous
allons citer et discuter.
La parole audiovisuelle est une série complexe de sons et de mouvements qui modulent le ton
de la voix pour créer un signal audiovisuelle intelligible. La parole est produite par une coordi-
nation précise entre les muscles de la tête, le cou, la poitrine et l’abdomen. Le développement de
la parole est un processus graduel qui requiert des années d’entraînement pour réussir à réguler
ses muscles pour produire une parole compréhensible.
1. Le Centre National de Ressources Textuelles et Lexicales : https ://www.cnrtl.fr
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1.3 La parole acoustique
La parole acoustique est un signal. Ce signal, émit de la bouche du locuteur, représente les
changements dans le temps de la pression de l’air.
Le fonctionnement de l’appareil vocal humain a quelques similarités avec certains instruments
de musique. Par exemple, pour la guitare, les mouvements des cordes génèrent des vibrations de
l’air. À chaque fois que l’on pince une corde, cette dernière émet un son, mais ce son est à peine
audible car le diamètre de la corde est trop petit pour produire un son audible. C’est à ce niveau
là qu’intervient la caisse de résonance de la guitare qui est une cavité dans le corps de la guitare.
Le rôle de la caisse de résonance est d’amplifier les vibrations de l’air générées par le pincement
des cordes pour produire un son audible et de ce fait générer le signal musical final.
Le système vocal humain est aussi composé de cordes vocales et de caisses de résonances.
Toutefois, les vibrations des cordes vocales humaines ne se font pas à travers des pincements.
Alors, comment est-il possible de créer des vibrations ?
La figure 1.1 reprend les différents organes impliqués dans le système de phonation de l’être
humain. Le corps humain compte deux cordes vocales situées dans le larynx juste au-dessus
des poumons. Pour parler, nous pompons de l’air des poumons vers le larynx. Ce flux d’air
exerce une pression sur les cordes vocales qui entraîne une vibration de ces dernières. Elles
effectuent ainsi un travail de « battement ». C’est cette discontinuité dans la colonne d’air qui
génère une onde sonore, nous parlons ainsi de source du signal acoustique. La fréquence
de battement des cordes vocales par seconde détermine la fréquence fondamentale de la
parole. La fréquence fondamentale est notée F0 et son unité est le hertz (Hz). Les variations
de la fréquence fondamentale dans le temps constituent l’intonation de la voix. Il est essentiel
de noter que tous les sons de la parole ne sont pas produits au niveau de la source (vibration
des cordes vocales), mais peuvent résulter des frictions en un point du conduit vocal pour former
les consonnes fricatives ([f], [v], [s]...), ou par un blocage-relâchement de l’air produisant les
consonnes occlusives ([p], [t], [k]...). Dans ce cas, ces sons sont appelés des sons non-voisés. Les
sons produits aux niveaux des cordes vocales quant à eux s’appellent les sons voisés.
En revanche, nos poumons ne se vident pas d’un seul coup comme pour un ballon gonflable,
et heureusement, car la grande pression risque d’abîmer grièvement nos cordes vocales. Le corps
humain est doté d’un certain nombre de nerfs et de muscles qui permettent de gérer inconsciem-
ment et avec une grande précision le flux d’air des poumons. Avant de parler, nous estimons la
longueur de la phrase que nous souhaitons prononcer et nous inspirons la quantité d’air nécessaire
pour la produire. À l’aide des muscles impliqués dans la respiration nous pouvons donc retenir
notre souffle et surtout de gérer le débit de la parole en jouant sur les durées des sons que
nous émettons.
Les vibrations créées au niveau des cordes vocales se dirigent vers les caisses de résonances
du système phonatoire. Le corps humain compte trois caisses de résonances comme montré dans
la figure 1.1 : Le pharynx (arrière gorge), la cavité buccale et la cavité nasale. Les caisses de
résonances vont alors amplifier les vibrations pour créer du son audible. Chaque cavité résonne à
une fréquence différente. En effet, la taille et la forme des cavités permettent de rendre certaines
fréquences plus proéminentes que d’autres. Ainsi, les résonateurs agissent comme des filtres de
fréquences qui amplifient certaines fréquences tout en affaiblissant d’autres.
Lorsque nous parlons, nous modifions successivement la forme des cavités vocales pour pro-
duire les différents sons de la parole. Nous sommes aussi capables de choisir d’inclure ou pas
certaines cavités dans l’émission d’un son (cavité nasale par exemple). C’est grâce à cette grande
flexibilité du larynx et de la cavité buccale (forme et position de la langue et des lèvres par
exemple) que nous pouvons produire une large variété de fréquences. Ces différentes fréquences
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Figure 1.1 – Les mécanismes de production de la voix humaine.
sont notées F1, F2, F3, etc. Elles sont appelées les formants. Par exemple, pour le phonème
français [u], F1 se situe aux alentours de 300 Hz, F2 à environ 800 Hz et F3 est proche de 2000
Hz [Calliope and Fant, 1989, Georgeton et al., 2012].
Dans un son pur, le signal a une forme sinusoïdale, il a une fréquence et une amplitude
constantes. Mais dans la nature un son avec de telles caractéristiques ne peut pas exister, sauf
à l’aide d’un générateur électronique. Contrairement à un son pur, le signal que nous obtenons
à partir de la parole peut être composé de plusieurs "sous-signaux" sinusoïdaux d’amplitudes
différentes et qui oscillent à des fréquences différentes. Ces fréquences sont des multiples de
la fréquence fondamentale F0 et sont appelées des harmoniques (la F0 étant la première
harmonique du signal). Les harmoniques ont des amplitudes différentes puisque ces amplitudes
ont été modulées par les cavités de résonances pour former les formants. C’est le physicien Joseph
Fourier qui a découvert qu’un son non sinusoïdal, soit un son complexe, pouvait être décomposé
en harmoniques [Bracewell and Bracewell, 1986]. Il est donc possible d’estimer le spectre de
fréquences relatif au signal de la parole.
Dans le domaine du traitement et de la synthèse de la parole acoustique, un certain nombre de
paramètres sont généralement utilisés pour représenter le signal. L’extraction de ces paramètres
repose sur le passage d’une représentation temporelle du signal acoustique à sa représentation
dans le domaine de fréquences. La transformation de fourrier peut identifier la fréquence fonda-
mentale F0 et ses harmoniques. La F0 est généralement considérée avec une échelle logarithmique
log(F0).
Le deuxième paramètre très largement utilisé en traitement de la parole sont les coefficients
MFCC (Mel-Frequency Cepstral Coefficients) [Davis and Mermelstein, 1980]. Ils sont obtenus
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par filtrage du spectre d’amplitudes en suivant l’échelle de Mel puis en passant dans le domaine
cepstral en appliquant une DCT (Discret Cosinus Transform). Cette série de transformations
a pour but de compresser le signal en un nombre réduit de coefficients qui contiennent des
informations pertinentes sur le timbre du son. D’autres représentations du spectre de la parole
ont été adoptés dans la littérature, notamment les LSPs (Line-spectral coefficients) [Itakura,
1975] et les coefficients MGCs (Mel-Generalized Cepstral) [Tokuda et al., 1994].
Un paramètre binaire est aussi utilisé qui concerne la nature voisée ou non-voisée du son. Son
calcul se base généralement sur la présence/absence de la F0 dans la fenêtre du signal analysée.
En réalité, même pour les sons voisés, les vibrations des cordes vocales ne sont pas parfaitement
périodiques. De ce fait, la quantité de dévoisement, qui se manifeste notamment dans les hautes
fréquences, est décrite par l’apériodicité du signal [Fujimura, 1968]. Inclure le paramètre de
l’apériodité moyenne pour chaque bande de fréquence dans un processus de synthèse augmente
significativement la qualité du son généré [Yoshimura et al., 2001]. Ce paramètre est appelé BAP
(band aperiodicity).
Bien que l’utilisation de ces paramètres statiques (log(F0), MFCC et BAP, voisé/non-voisé)
soit primordiale dans la génération de la parole, ils ne sont pas suffisants pour capturer la dyna-
mique de la parole. Sans caractéristiques dynamiques, la discontinuité des spectres provoque des
sauts dans la parole synthétisée. D’autre part, avec des fonctionnalités dynamiques, la synthèse
vocale devient plus lisse et naturelle [Masuko et al., 1996]. Les paramètres dynamiques sont les
dérivées temporelles des paramètres statiques, ils permettent de mesurer les changements dans
le spectre de la parole sur plusieurs frames pour modéliser les caractéristiques à long-terme du
signal. Ils ont prouvé leur utilité dans les systèmes HMMs et les DNNs de type Feed Forward
(voir chapitre 2) en permettant de générer des trajectoires acoustiques plus lisses.
L’outil qui permet d’obtenir les paramètres statiques et dynamiques d’un signal acoustique
est appelé le vocodeur [Dudley, 1939]. Le vocodeur permet aussi de reconstruire un signal acous-
tique à partir de cet ensemble de paramètres, on parle ainsi de signal acoustique re-synthétisé
ou son de re-synthèse. Les vocodeurs les plus utilisés de nos jours sont STRAIGHT [Kawahara
et al., 1999] et WORLD [Morise et al., 2016]. La dernière version de WORLD génère un signal
de meilleure qualité que STRAIGHT [Morise and Watanabe, 2018] de plus WORLD est un lo-
giciel libre et son code source est ouvert contrairement à STRAIGHT qui est sous une licence
commerciale.
Dernièrement les vocodeurs traditionnels sont de plus en plus remplacés par des vocodeurs
basés sur des réseaux de neurones (WaveNet). La qualité de la parole par ce type de vocodeurs
a gagné énormément de naturel et a même dépassé la qualité des systèmes par concaténation














Figure 1.2 – La pipeline complète de la synthèse acoustique de la parole. Les modèles acoustiques
E2E et les vocodeurs basés sur des DNNs y sont situés par rapport à leurs entrées et sorties.
Quelques étapes du processus de la synthèse sont fusionnés pour s’approcher de plus en plus
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d’un système de synthèse de bout en bout (end-to-end ou E2E) comme représenté dans la figure
1.2. Le modèle acoustique et le vocoder sont combinés pour former un seul système convertissant
les paramètres linguistiques en un signal acoustique directement. Les modèles acoustiques tel
que Tacotron [Wang et al., 2017], permettent de générer des paramètres acoustiques à partir du
texte brute ou des graphèmes éliminant ainsi le besoin d’utiliser un front-end, mais ces techniques
nécessitent une importante quantité de données.
1.4 La parole visuelle
La parole visuelle est la manifestation visible des mouvements des articulateurs impliqués
dans la production des sons. Comme les informations acoustiques de la parole sont en réalité la
conséquence du mouvement des articulateurs du système de production de la parole, le mouve-
ment des articulateurs est fortement corrélée à la série des sons prononcés.
Comme expliqué dans la section 1.3, le système vocale humain est constitué d’organes de
phonation qui génèrent les vibrations nécessaires pour la parole (poumons et larynx) et des
articulateurs (vélum, langue, lèvres, mâchoire) qui modulent la résonance pour former les sons
de la parole. Quelques parties du système de production de la parole sont constamment visibles
(lèvres et placement de la mâchoire) et d’autres peuvent l’être dans certains contextes (langue,
dents).
Contrairement à l’aspect acoustique qui semble avoir un consensus sur les techniques d’ac-
quisition et de représentation des données, les techniques dédiées aux données visuelles quant à
elles sont beaucoup plus diversifiées. Les données visuelles sont soit sous forme d’enregistrements
vidéo 2D soit sous forme de données spatiales 3D. L’acquisition de données visuelles peut se faire
à l’aide d’un :
- Algorithme de traitement d’image et de suivi de mouvements faciaux, car il est aussi possible
d’extraire des informations visuelles de la parole à partir des vidéos 2D sous forme de positions
et de déplacements de points 2D dans le temps en utilisant ce genre d’algorithmes.
- Scanner 3D qui génère une surface complète du visage du locuteur plusieurs fois par seconde
[Fanelli et al., 2010]. Si la qualité du scanner le permet, ces systèmes sont capables de capturer
des détails très fins du visage. Toutefois, les données sont très volumineuses et le nombre d’images
par seconde reste très faible (environ 25 fps) ce qui n’est pas suffisant pour capturer la parole
avec fluidité.
- Système de capture de mouvement (optique ou magnétique). Un certain nombre de capteurs
sont collés sur le visage du locuteur et les mouvements de ces capteurs sont récupérés sous forme
d’évolution des trajectoires de points 3D dans le temps. Certes, ces systèmes couvrent moins de
surface faciale mais offrent une fréquence d’échantillonnage plus élevée (environ 100 fps).
- Système de capture de mouvement sans capteurs. Ces systèmes se basent sur des algorithmes
de suivit de mouvements faciaux et sur des caméras de profondeur pour capturer les informations
dans un environnement 3D.
1.4.1 Données 2D
Les vidéos 2D sont en réalité des séquences d’images, la fréquence d’échantillonnage d’une
vidéo est le nombre d’images par seconde qu’elle contient. Chaque image est composée d’un
certain nombre de pixel. Plus une image en contient, plus grande est sa définition.
Des techniques de traitement d’images sont largement utilisées pour extraire les changements
de couleurs des différents pixels en fonction des sons prononcés. L’un des algorithmes les plus
utilisés est le AAM (Active Appearance Model) [Cootes et al., 2001]. Ce modèle permet de
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localiser des objets non-rigides qui ont une grande variabilité (le visage par exemple). Il permet
de suivre un nombre de points virtuels sur le visage et d’en extraire des paramètres relatifs à leurs
déplacement. La position des points virtuels est standardisée par le protocole MPEG-4 [Pandzic
and Forchheimer, 2002] qui découpe les mouvements du visage en un ensemble de 68 unités de
mouvements appelées les FAPs (Facial Action Parameters) à partir du mouvement de 84 points
bien définis. Chacune des unités de mouvements est liée à une action de déformation du visage
vers un état éloigné de son état au repos.
Les données extraites des vidéos 2D manquent de précision en ce qui concerne la profondeur
de la scène, toutefois cette information est cruciale pour modéliser les mouvements de recu-
lement/protrusion des lèvres (mouvements largement utilisés dans la langue française) comme
pour prononcer le son "ou". Les données des vidéos 2D sont majoritairement utilisées dans un
contexte d’animation basée sur l’exemple, où plusieurs segments préenregistrés sont regroupés
et collés ensemble pour former une nouvelle vidéo. En fait, la génération d’animations à partir
de données de vidéos 2D souffre de plusieurs limitations. D’abord la sensibilité aux changements
des conditions de l’environnement comme le changement de la lumière et de l’angle de la ca-
méra/locuteur pendant l’enregistrement, et aussi la difficulté de l’estimation des mouvements de
la tête dans les données enregistrées. Cependant, dans des conditions idéales, les résultats des
animations 2D sont photo-réalistes puisqu’ils se basent sur des images et des textures réelles.
Les modèles 3D, quant à eux, sont plus flexibles puisque l’agent virtuel 3D peut interagir
avec son environnement et changer de pose ou de conditions lumineuses facilement. De nos jours,
la barrière entre l’animation 2D et 3D devient de plus en plus floue, puisque certains systèmes
actuels projettent les transformations faciales des vidéos sur des modèles 3D intermédiaires. Ces
derniers permettent de calculer les déformations avec plus de réalisme avant de les re-projeter
dans le résultat final de la vidéo en 2D. Le modèle 3D intermédiaire est généralement estimé à
partir de quelques images ou de extraits vidéos très courts d’une même personne [Wang et al.,
2011].
1.4.2 Données 3D
Afin de créer des modèles 3D à animer, les systèmes de modélisation graphique représentent
la surface faciale comme un ensemble de points 3D (nommés vertex). En connectant les différents
points entre eux, nous obtenons une approximation de la surface faciale à modéliser. Pour créer
une animation 3D, un ensemble de règles sont utilisées pour déformer le modèle 3D d’une manière
contrôlée. Plusieurs approches de l’animation faciale ont été présentées dans la littérature.
Les données récupérées peuvent être utilisées à leur état brut pour animer un modèle 3D. C’est
le cas des systèmes d’animation par algorithmes de déformation de forme libre [Kalra et al., 1992,
Noh et al., 2000, Rhee et al., 2011]. Ces méthodes considèrent les données 3D capturées comme
un maillage de basse résolution qui guidera la déformation du maillage de haute résolution qui
est le modèle 3D à animer. L’idée est de projeter les données 3D sur les vertex les plus proches du
modèle et de définir des règles précises pour ces points de contrôle gérant la force et la direction
de leur mouvement. Bien que cette méthode soit rapide est adaptée pour le temps réel, elle
nécessite une configuration rigoureuse et ne convient pas pour intégrer des contraintes liées à la
structure osseuse et musculaire du visage humain ainsi que les détails subtiles (par exemple les
renflements et ridules de la peau) nécessaires pour un résultat réaliste.
Le modèle musculaire proposé par Waters [1987], décrit des champs de déformations de la
peau délimités par des actions musculaires. Cette approche modélise la structure anatomique du
visage et sa dynamique sous-jacente par simulation des effets des interactions entre les muscles
et en respectant la physique de la déformation des tissus. Il faut d’abord créer un modèle 3D de
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chair et de muscles de haute résolution et anatomiquement précis, conçu pour un sujet spécifique.
Ensuite, il faut traduire les trajectoires des données 3D capturées en signaux d’activation
musculaire pour créer une animation comme proposé par Choe et al. [2001]. Bien qu’elles
résultent en des animations anatomiquement crédibles, la mise en place de ce genre de modèles
nécessite beaucoup de travail, de connaissance anatomique et de talent de modélisation. De plus,
puisque la morphologie du visage peut être très différente d’une personne à l’autre, le transfert
des animations d’un modèle à un autre ne peut pas se faire sans effort élevé d’adaptation. Le
coût de calcul est aussi élevé pour cette approche d’animation, vu le nombre de paramètres à
calculer pour obtenir la déformation pour chaque image de l’animation.
Une autre approche d’animation qui permet de créer des modèles 3D sans modéliser toute la
structure osseuse et musculaire est la méthode dite des Blendshapes. Chaque image de l’ani-
mation est le résultat d’une somme pondérée de la position des vertex d’un ensemble de modèles
3D pré-modélisés. Où le vertex représente un point 3D qui fait partie d’une liste ordonnée dé-
finissant la géométrie du modèle 3D. Cet ensemble de modèles suit les conventions du système
de codage d’action faciale (FACS mis en place par Ekman and Friesen [1978]) qui décrit les
mouvements faciaux par un ensemble d’unités d’actions UAs. Chaque unité d’action représente
le mouvement d’un muscle du visage. La liste des différentes UAs et leurs explications sont pré-
sentées dans l’annexe B. Pour chaque UA ou sous-ensemble d’UAs, il faut créer un modèle 3D
correspondant appelé une Blendshape. Au moment de l’animation, il faut calculer pour chaque
image un vecteur de poids de l’ensemble des Blendshapes utilisées. Une interpolation pondérée
entre ces dernières génère la forme finale du modèle à un instant donné [Chuang and Bregler,
2002]. Le système de Ekman est adapté pour l’animation globale du visage mais a fait l’objet de
critiques pour son utilisation dans la modélisation de l’articulation. En fait, l’ensemble d’UAs
proposées est adapté à la modélisation des expressions faciales mais manque de finesse quant à la
modélisation des gestes fins de l’articulation de la parole. Il est donc nécessaire de le compléter
avec un ensemble de Blendshapes spécifiques à la parole appelées les visèmes, qui sont les équi-
valents visuels des phonèmes. Plusieurs phonèmes peuvent être représentés par un même visème,
par exemple les phonèmes b, p et m peuvent être représentés par le même visème représentant
des lèvres pressées, d’autres exemples sont présentés dans le tableau 5.6 du chapitre 5. L’utilisa-
tion des Blendshapes offre un niveau d’abstraction permettant d’animer n’importe quel modèle
3D ayant le même ensemble de Blendshapes, quel que soit sa morphologie, ainsi cela permet de
transférer une animation d’un modèle à un autre en toute simplicité.
Il est aussi commun d’utiliser des Blendshapes issues d’une Analyse par composantes
principales (ACP) [Hong et al., 2002, Chuang and Bregler, 2002]. Dans ce cas les Blendshapes
ne sont pas créées suivant le FACS mais sont calculées par une ACP appliquée sur l’ensemble
des données 3D pré-capturées pour définir les axes les plus dominants pour les mouvements
faciaux. Ces axes sont appelés des unités de mouvement ou MUs (Motion Units). N’importe
quelle déformation faciale peut être approximée par une combinaison linéaire des MUs. Bien
qu’il a été prouvé que les MUs produisent une erreur de reconstruction plus petite que les UAs,
mais l’usage de l’ACP reste limité dans le domaine de l’animation puisque les MUs générées sont
liées aux mouvements de plusieurs muscles simultanément. De plus ces MUs sont étroitement liées
à la base de données et manquent d’interprétabilité pour les artistes qui vont créer les modèles 3D
correspondants. Il existe une approche hybride qui combine les Blendshapes standards et celles
issues de l’ACP. Ces dernières permettent de raffiner le modèle 3D et de le rendre plus adapté à
un locuteur spécifique [Li et al., 2013].
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1.5 La transcription de la parole
La parole est largement présentée sous sa forme textuelle. Un texte est une série écrite d’unités
constituant un ensemble cohérent, porteur de sens et respectant les structures propres à une
langue. Afin de transformer un texte en parole, il faut tout d’abord l’analyser pour le comprendre
et décider de la manière dont il sera prononcé. Puisque, dans plusieurs langues, notamment
la langue française, certains mots qui s’écrivent de la même manière peuvent être prononcés
de façons distinctes (hétéronymes), aussi dans certains contextes syntaxiques, certaines lettres
sont ignorées ou rattachées à d’autres par des liaisons. Le but de cette analyse est donc de
convertir l’écriture en texte brute en une écriture qui décrit la prononciation exacte du mot.
Cette représentation ce traduit par une chaîne de symboles représentant les sons distinctifs
de la langue (les phonèmes). Pour faire cela, trois étapes s’imposent. Tout d’abord une étape
de normalisation et de pré-traitement du texte brute. Cette étape consiste en un nettoyage et
gestion de certaines anomalies. Les ressources textuelles contiennent souvent des chiffres, des
abréviations, des dates, des références, etc. Il faut donc retranscrire en toutes lettres les chaînes
de caractères non-lexicales (hors dictionnaire), ou inconnues. La deuxième étape, est celle de
l’analyse lexicale et morpho-syntaxique. C’est l’étape de recherche des informations associées
aux différents lexèmes. En se basant sur une base de données spécifiques, les informations sur la
classe grammaticale du mot (nom, adjectif, verbe, pronom, etc.) et ses propriétés grammaticales
(genre, nombre, infinitif, verbe d’état, verbe transitif, etc.) sont ajoutées. Toutefois, certains
mots peuvent s’écrire de la même manière et avoir des propriétés grammaticales différentes (par
exemple, le nom masculin "est" et la forme conjuguée de l’auxiliaire être "est"). Afin d’enlever
cette ambiguïté, le choix de la catégorie de chaque mot se fait au moyen de règles contextuelles
heuristiques, ou de modèles statistiques, prenant en compte les catégories grammaticales des mots
adjacents. Nous pouvons donc rechercher dans l’ensemble des successions possibles de catégories
grammaticales la succession de catégories la plus probable. La troisième et dernière étape est celle
de la transcription graphème-phonème. Il s’agit de déterminer la prononciation du texte ou de
phonétisation du texte. Pour cela, une liste de symboles qui représente les différents phonèmes a
été établie dans l’alphabet phonétique international (API)[Decker et al., 1999]. Pour le français,
un tel alphabet comporte 36 sons. Un système de phonétisation est un automate paramétré
appliquant un ensemble de règles de réécriture, à ceux-là s’ajoutent des règles pour gérer les
exceptions comme les noms propres, les mots empruntés de d’autres langues, liaisons, etc. Ainsi,
en suivants des règles spécifiques pour combiner les phonèmes, nous pouvons former des syllabes
qui sont importantes pour modéliser la prosodie. Nous présentons sur la figure 1.3 le processus
de phonétisation d’une phrase, en construisant graduellement le contexte linguistique nécessaire
pour la synthèse de la parole. Le système qui effectue la phonétisation d’une langue donnée est
appelé un front-end.
La représentation du texte en symboles phonétiques et textualisés est nécessaire pour ob-
tenir un alignement entre les sons de la parole et leur transcription. Les données textuelles et
acoustiques/visuelles alignées représentent respectivement les entrées et sorties pour entraîner
les systèmes de synthèse de la parole (TTS) à partir du texte. Nous détaillons dans le chapitre
2 et 3 les aspects relatifs à la création du modèle acoustique, visuel et audiovisuel de la parole
(nommé le back-end).
La prise en compte du contexte dans la modélisation des phonèmes est cruciale pour capturer
les effets suprasegmentaux (comme l’accent, l’intonation et le rythme) et les effets de la coarti-
culation [Abry and Lallouache, 1991, Bell-Berti and Harris, 1979, 1982]. En fait, la prononciation
d’un phonème change selon son contexte (les phonèmes qui l’entourent). Ce phénomène de co-
articulation résulte du fait que le conduit vocal a besoin d’un temps de transition pour passer
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𝑃1 𝑃2 𝑃3 𝑃4 𝑃5 𝑃1 𝑃1 𝑃2 𝑃3 𝑃4 𝑃5 𝑃6 𝑃7
Front-end : Décomposition linguistique
• Mot courant
• Mots précédents et suivants
• Position du mot dans la phrase
• Classe grammatical du mot
• … etc
• Phonème courant
• Phonèmes précédents et suivants
• Position du phonème dans la syllabe
• Classe phonétique
• … etc
Pipeline de synthèse 
audiovisuelle de la parole
Séquences d’unités linguistiques 
contextualisées
Parole audiovisuelle de synthèse
([b]-[ɔ]̃) – ([z]-[u]-[r]) ([b]-[j]-[ɛ]̃) – ([v]-[ə]) – ([n]-[y])silence silence([e])
𝑆1 𝑆2 𝑆1 𝑆1 𝑆2 𝑆3
• Syllabe courante
• Syllabes précédentes et suivantes
• Position de la syllabe dans le mot
• Nombre de phonèmes dans la syllabe
• … etc
Back-end : Synthèse de la parole
Syllabes
Phonèmes
Figure 1.3 – Décomposition du texte en unités linguistiques contextualisées. Ces unités sont les
entrée du système de TTS audiovisuelle.
d’une configuration à une autre. Cette phase de transition génère un très grand nombre de confi-
gurations transitoires possibles des articulateurs. La modélisation de la coarticulation est très
importante pour que le son produit soit compréhensible et intelligible.
Les algorithmes d’apprentissage profond ne peuvent pas opérer sur des données sous forme de
caractères, c’est pour cela qu’il faut les convertir sous une forme numérique. Il est très commun
d’utiliser l’encodage one-hot qui affecte un chiffre (0 ou 1) à chaque information linguistique
utilisée. Si le phonème courant satisfait un certain nombre de conditions linguistiques et contex-
tuelles, alors seules les champs correspondants à ces conditions prennent la valeur "1", les autres
prennent tous "0".
Une autre manière de représenter les informations textuelles consiste en un modèle vectoriel
(vector space model, VSM) [Lu et al., 2013] ou des vecteurs latents [Watts et al., 2013]. Ces
représentations du texte proviennent de modèles pré-entraînés de manière non-supervisée et
permettent d’extraire des informations relatives à la sémantiques et aux contextes des mots
[Mikolov et al., 2013, Pennington et al., 2014, Bengio et al., 2003]. Ces vecteurs de mots peuvent
être ajoutés en tant qu’entrées auxiliaires à un modèle TTS pour transmettre des connaissances
textuelles supplémentaires qui ne peuvent pas être apprises à partir des données de texte d’origine.
Ces informations ont montré leur utilité dans un contexte d’apprentissage semi-supervisé. Dans
le travail de Chung et al. [2019], les chercheurs ont réussi à générer de la parole intelligible
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avec moins d’une demi-heure de données <texte,parole> appariées et 40 heures de parole non
appariée en ajoutant des représentations latentes des mots dans le processus d’apprentissage.
Dans l’article de Li et al. [2016b], l’incorporation de la représentation latente des phonèmes est
appliquée à la synthèse des agents virtuels à partir de la parole à partir d’un DNN. Les résultats
expérimentaux montrent que l’ajout de ces vecteurs implique une amélioration de 10,2% dans le
test objectif.
1.6 Conclusion
Dans ce chapitre, nous avons présenté plusieurs définitions relatives à la communication et à la
synthèse de la parole audiovisuelle. Nous avons ensuite exposé plus en détails les deux modalités
essentielles composant la communication humaine : les mécanismes de production de la parole
acoustique et visuelle. Pour chaque modalité, nous avons présenté les différentes approches de
la littérature de la synthèse à partir du texte pour extraire les caractéristiques primordiales et
pour paramétrer les flux pour la synthèse acoustique et visuelle. Nous avons évoqué également
les techniques de préparation et de conversion du texte brut vers un format compatible avec les
algorithmes d’apprentissage profond.
Dans le chapitre suivant, nous présentons les différentes approches de la littérature pour la
synthèse audiovisuelle de la parole, qui profitent des techniques de paramétrisation expliquées
dans ce chapitre.
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2.1 Introduction
La synthèse de la parole a connu un progrès remarquable durant les deux dernières décennies.
De nos jours, la qualité des résultats de certains systèmes de synthèse vocale est très proche de
la qualité de la voix originale [Shen et al., 2018].
Ce progrès est dû principalement à l’augmentation de la capacité de stockage et de la puissance
de calcul qui ont engendré la réémergence des DNNs, Aussi, le besoin croissant d’avoir plus de
contrôle et de flexibilité/variation de la parole a permis à de nouvelles techniques d’apprentissage
de voir le jour, notamment les méthodes paramétriques statistiques vers la fin des années 90.
Toutefois, la communication parlée est essentiellement bimodale, elle est composée d’un as-
pect vocal et d’un aspect visuel. Les informations acoustiques de la parole sont en réalité la
conséquence du mouvement des articulateurs du système de production de la parole.
Par conséquent, lorsque nous regardons le visage de quelqu’un qui parle, nous recevons deux
flux d’informations distincts : un signal acoustique de parole constitué d’une série de sons et
un signal visuel constitué des variations visibles du visage occasionnées par les articulateurs au
niveau de la bouche. C’est la combinaison de ces deux flux d’informations qui est appelée le
signal de parole audiovisuel.
Dans le cadre de la synthèse de la parole, il est donc essentiel d’inclure la modalité vi-
suelle pour avoir une représentation complète de la parole. La perception des informations
acoustiques est influencée par celle des informations visuelles et inversement. Cette dépen-
dance/complémentarité a été prouvée par plusieurs travaux, le plus connu est l’effet McGurk
[McGurk and MacDonald, 1976]. Cela se produit lors de l’affichage de fragments de discours
audiovisuels dont les informations acoustiques et visuelles proviennent de sources différentes. Par
exemple, lorsqu’une piste sonore contenant un / ba / et une piste vidéo contenant un / ga / sont
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présentées, les participants déclarent avoir entendu un / da /, qui est une combinaison entre le
contenu de la modalité acoustique et celle visuelle. Un autre effet de ce type, appelé capture vi-
suelle (Visual capture), se produit lorsque les participants qui perçoivent un extrait audio-visuel
avec un visuel et un son qui ne correspondent pas, entendent la syllabe présentée visuellement
au lieu de la syllabe présente dans la bande sonore [Andersen, 2010].
Le besoin de compléter la modalité acoustique par celle visuelle est d’autant plus important
lorsque les utilisateurs finaux sont des malentendants ou lorsque l’environnement est bruyant
[Pandzic et al., 1999, Le Goff et al., 1994]. L’ensemble du visage naturel restitue les deux tiers
de l’intelligibilité acoustique manquante lorsque la transmission acoustique est dégradée ou man-
quante ; le modèle facial (mouvements de la langue exclus) en restitue la moitié ; et le modèle
des lèvres à lui seul en restitue un tiers [Le Goff et al., 1994]. Par ailleurs, l’ajout d’une modalité
visuelle rend le système plus attractif, plus divertissant pendant le temps d’attente, pousse les
utilisateurs à réagir de manière plus positive, à être plus coopératifs [Pandzic et al., 1999, Os-
termann and Millen, 2000] et rend le système plus digne de confiance [Van Mulken et al., 1999].
La modalité visuelle peut être générée à partir d’une piste audio si cette dernière est disponible
comme elle peut l’être à partir du texte [Simons, 1990, Fan et al., 2016, Zhou et al., 2018]. Dans
le cadre de ce travail, nous nous focalisons sur la deuxième approche en considérant que seul le
texte est disponible pour générer une parole audiovisuelle de synthèse.
Les méthodes de synthèse de la parole sont passées des méthodes basées sur les règles aux
méthodes basées sur les corpus. Dans cette partie, nous présentons l’historique des méthodes de
synthèse vocale et visuelle en détaillant les techniques les plus récentes de l’état de l’art.
Interpolation d’instants clés 
Visuelle [~90] : 
Pearce (1986), Massaro (1990)
Synthèse basée sur les 
règles
Synthèse basée sur le 
corpus
A base de formants
Acoustique [~90] :
Holmes (1964), Klatt (1980)
Par concaténation 
Acoustique [90~] :
Charpentier (1990), Black (1997)
Visuelle [95~] :












Synthèse acoustique et visuelle
Articulatoire
Visuelle [90~] : 
Löfqvist (1990), Cohen (1993)
Figure 2.1 – Les différentes techniques de synthèse acoustique et visuelle dans la littérature.
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2.2 Synthèse à base de règles
Pour la synthèse à base de règles à partir du texte TTS (Text-To-Speech), un certain nombre
de règles sont définies pour émuler la parole humaine. Ces règles sont définies par des experts
du domaine. Elles permettent de définir un ensemble de valeurs cibles et de trajectoires pour
modéliser les paramètres représentant le signal acoustique ou visuel associé à une séquence pho-
nétique.
Avant les années 90, la technique de synthèse vocale basée sur les règles était largement
étudiée et utilisée [Holmes et al., 1964, Klatt, 1980, Antonov, 1981]. Cette technique de synthèse
se base sur la modification des paramètres fondamentaux du signal pour simuler le spectrogramme
de la parole. Elle repose uniquement sur le traitement du signal sans aucune base de données
ou échantillon de voix. L’hypothèse principale derrière ce type de synthèse, est la possibilité
de simuler le spectre de la parole et produire un signal intelligible à partir d’un petit nombre
de formants (voir section 1.3) et de règles. Étant des générateurs de fréquences, ce genre de
synthétiseurs permet de générer un nombre infini de sons, ce qui le rend plus flexible que les
autres systèmes de synthèse. En revanche, le résultat de synthèse manque cruellement de naturel
et la voix de synthèse a un timbre très robotique très facilement discernable de la parole naturelle
humaine.
Dans les travaux de Massaro and Cohen [1990] et Beskow [1995], les premiers synthétiseurs
audiovisuels à base de règles ont été présentés. Ils combinent une synthèse vocale à base de
formants avec des systèmes de synthèse visuelle basée sur des règles simplistes de frames clés et
de technique d’interpolation. Ainsi, dans la synthèse visuelle basée sur les règles, les propriétés
du signal visuel synthétique sont prédites pour certains instants clés (généralement milieu du
phonème/visème). Ces systèmes doivent implémenter des stratégies pour générer un signal avec
des transitions fluides et naturelles entre les instants clés générés. Pour arriver à cette fin, des
modèles de coarticulation doivent être définis. Plus tard, le modèle de Cohen and Massaro [1993] a
été largement utilisé pour modéliser la coarticulation. Ce modèle est inspiré du modèle de Löfqvist
[1990]. Le modèle de Cohen-Massaro suggère que les segments de la parole ont une valeur cible
et une dominance sur les articulateurs qui croît puis décroît de manière exponentielle dans le
temps. Les segments adjacents vont générer un chevauchement des fonctions de dominances qui,
fusionnées dans le temps, créent le phénomène de la coarticulation. Ce modèle suggère aussi que
chaque segment n’a pas qu’une seule fonction de dominance, mais plusieurs, chacune relative à
un articulateur donné. Pour chaque instant de la parole, la valeur des paramètres de ce modèle
est donnée par une somme pondérée de toutes les valeurs cibles et leurs fonctions de dominance.
Les valeurs cibles ainsi que les taux de croissance/décroissance des fonctions de dominances dans
le temps sont des paramètres à définir pour chaque phonème et pour chaque articulateur. Ces
trois paramètres étaient choisis de façon empirique avec un processus essai-erreur pour trouver
les paramètres optimaux. Goff [1997] et contrairement à la méthode de Cohen-Massaro, a utilisé
une approche automatique pour identifier les paramètres optimaux du modèle. Cette approche
automatique se base sur la minimisation de la distance euclidienne entre les trajectoires de la
parole réelle et celles de la parole synthétisée. En revanche, le modèle de Cohen-Massaro ne
permet pas d’atteindre certaines cibles articulatoires, notamment les fermetures des lèvres dans
les phonèmes bilabiaux (b, p et m). Pour pallier à cette problématique, Cosi et al. [2002] ont
augmenté le modèle Cohen-Massaro par une fonction de résistance pour supprimer la dominance
des segments adjacents et favoriser l’atteinte des cibles. Les paramètres de ce modèle modifié
ont été estimés à partir d’une base de données de VCV (Voyelle-Consonne-Voyelle) enregistrée à
l’aide d’un système de capture de mouvements.
L’intérêt principal de cette méthode est qu’elle ne nécessite pas de capacité de stockage car
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n’utilise pas directement une base de données. Cet avantage était d’une importance capitale
avant l’augmentation des capacités de stockage des terminaux que nous connaissons aujourd’hui.
Ce genre de synthèse peut être utilisé sur des terminaux sans capacité de stockage (téléphone
portable) ou dans des systèmes embarqués (comme les synthétiseurs vocaux de Stephen Hawking :
DECtalk et CallText 5010). Aujourd’hui les algorithmes de suivi des mouvements faciaux dans
les vidéos et les systèmes de capture de mouvements sont de plus en plus accessibles. Aussi, les
outils de stockage et de traitements des données visuelles permettent de gérer un grand volume
de données visuelles. Ainsi, il n’est plus nécessaire d’utiliser des modèles à base de formants ou
articulatoires conçus manuellement à partir de quantité limitée de données. Il est possible de
stocker des échantillons acoustiques et des trajectoires visuelles réelles, les sélectionner et les
concaténer pour obtenir une parole de synthèse qui respecte les règles de l’articulation et de la
coarticulation.
2.3 Synthèse par concaténation
Cette méthode de synthèse se base sur la concaténation d’unités de parole préexistantes. Elle
nécessite donc d’avoir un grand corpus de parole d’un même locuteur. Ce corpus peut aller jusqu’à
quelques dizaines d’heures pour un résultat de haute qualité [Guennec, 2016]. Selon le texte à
synthétiser, des unités de la parole sont sélectionnées dans une base de données préenregistrée.
Ces unités sont choisies selon un certain nombre de critères et de coûts définis par l’algorithme
de sélection adopté. Ces unités sont ensuite concaténées pour former des séquences complètes de
parole. Cette approche ne nécessite aucun modèle de coarticulation puisque les trajectoires de la
parole sont obtenues à partir d’exemples réels de coarticulation. Ainsi, plus la base de données
est grande et riche, plus il y aura de chance que les segments sélectionnés correspondent aux
besoins du texte à synthétiser. De ce fait, les interpolations et les lissages entre les segments
seront limités préservant ainsi une coarticulation naturelle.
La synthèse par diphones [Charpentier and Stella, 1986] est le premier type de synthèse par
concaténation. Un exemple unique de chaque diphone est stocké et concaténé avec les autres
lors de la synthèse. Un diphone représente une succession entre deux moitiés de phonèmes et
représente les transitions entre un couple de phonème. Le choix du diphone comme unité de
concaténation est motivé par le fait que les frontières entre les diphones sont similaires puisque
le centre du phonème (et donc le point de concaténation) et le point le plus stable du phonéme
[O’Shaughnessy et al., 1988], ce qui réduit les aléas de concaténation. Cette technique ne néces-
site pas beaucoup d’espace de stockage puisque les diphones ne sont pas très nombreux (environ
1200 pour la langue française ce qui fait environ 3 minutes de parole), de plus, plusieurs d’entre
eux sont rares et nous ne pouvons les trouver qu’aux frontières entre deux mots [Dutoit, 1997].
Le résultat de cette méthode n’est pas de bonne qualité car cette base de données limitée ne peut
pas représenter la variété des contextes phonétiques de la parole. En fait, elle ne peut représenter
que partiellement les effets de la coarticulation, puisqu’un phonème n’est pas uniquement in-
fluencé par son voisin gauche et droit (précédant et suivant), mais l’effet de la coarticulation peut
s’étendre jusqu’à cinq voyelle ou même quatre syllabes [Kochetov and Neufeld, 2013]. Pour mini-
miser les différences entre les diphones à concaténer, certaines modifications sont appliquées aux
paramètres prosodiques du signal acoustique avec la méthode appelée TD-PSOLA (time-domain
pitch-synchronous overlap-and-add) [Moulines and Charpentier, 1990, Colotte and Laprie, 2002].
Lors de la phase de synthèse, cette méthode agit sur le signal original pour rendre sa durée et sa
F0 identique à celles prédites. Toutefois, cette méthode entraîne des distorsions qui détériorent
la qualité du signal original. Pour l’aspect visuel, une approche similaire de concaténation de
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demi-syllabes suédoises a été introduite par Hällgren and Lyberg [1997] comme premier système
de synthèse visuel se basant sur des données 3D. Ce système a été augmenté d’un synthétiseur
vocal pour générer de la parole audiovisuelle à partir d’une séquence de demi-syllabes [Hallgren
and Lyberg, 1998].
Avec l’augmentation des espaces de stockage dans les années 80, le stockage de plusieurs
exemples de chaque diphone est devenu possible. La multi-représentation des diphones combinés
avec les bons algorithmes de sélection d’unités ont permis de minimiser les distorsions et les
artefacts de concaténation [Sagisaka, 1988]. Le choix des unités à concaténer se fait par une
fonction de coût que l’algorithme de sélection cherche à minimiser comme montré sur la figure
2.2.
Figure 2.2 – Sélection des unités pour la synthèse vocale par concaténation [Rouibia, 2006].
L’avantage de cette méthode de synthèse (lorsque la base de données est suffisamment large)
est son résultat naturel jusqu’alors inégalé par toutes les autres méthodes de synthèse. En fait,
le coté naturel du résultat vient du fait que les unités de la parole concaténées proviennent de la
parole humaine originale préservée, sans avoir subit de modifications particulières. En revanche,
pour avoir un résultat d’une aussi grande qualité, il est nécessaire d’avoir un corpus de taille
conséquente pour couvrir toutes les variétés phonétiques de la langue dans différents contextes
linguistiques. En cas d’absence d’une unité de la base de données, le résultat de la synthèse
peut être facilement dégradé à cause de la grande différence entre les unités concaténées qui sera
très perceptible au niveau des transitions et des frontières des unités. Ces artefacts ponctuels de
concaténation pénalisent lourdement l’intelligibilité du signal généré.
Les systèmes de synthèse par concaténation adoptent différentes tailles d’unités de conca-
ténation [Kishore and Black, 2003]. Plus l’unité est longue, plus la base de données doit être
conséquente pour couvrir tous les contextes possibles. Les unités les plus utilisées dans la littéra-
ture pour la synthèse vocale sont, le phonème [Black, 1996], le diphone [Black and Taylor, 1997],
le demi-phonème [Beutnagel et al., 1999] et la syllabe [Kishore and Black, 2003]. D’autres travaux
ont utilisés des frames de 5ms d’écart comme unité [Hirai and Tenpaku, 2004], des états HMMs
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[Donovan and Woodland, 1995] ou des unités plus longues ou non-uniformes [Taylor and Black,
1999]. En ce qui concerne la synthèse visuelle et selon le système à mettre en place, les données
visuelles peuvent être sous forme de séquences vidéos 2D ou alors des données spatiales 3D issues
de systèmes de capture de mouvements ou de séquences de scans et de modèles 3D. Comme
pour la synthèse vocale, les différents systèmes de synthèse visuelle par concaténation adoptent
différentes unités de concaténation. Certains utilisent les phonèmes [Minnis and Breen, 2000],
la plupart utilisent les di-phonème/di-visème [Breen et al., 1996, Ouni et al., 2013], d’autres
préfèrent des unités plus grandes (tri-phonèmes, syllabes ou mots) pour limiter les concaténa-
tions [Bregler et al., 1997], et certains systèmes utilisent des unités hybrides ou dynamiques, où
le choix de l’unité se fait au moment de la sélection en favorisant le choix des utilités les plus
longues d’abord [Cao et al., 2004, Minnis and Breen, 2000]. Des techniques de programmation
dynamiques sont utilisées pour déterminer le meilleur chemin qui minimise le coût global de la
concaténation des unités sélectionnées.
Un système de synthèse visuelle par concaténation où le processus de sélection d’unité est
basé sur des HMMs a été présenté par Govokhina et al. [2006]. Ce système augmente considé-
rablement la corrélation entre les trajectoires visuelles synthétiques et celles originales. Dans la
plupart des systèmes de synthèse audiovisuelle, les deux modalités acoustique et visuelle sont
modélisées séparément puis synchronisées ultérieurement. Dans Minnis and Breen [2000], les mo-
dalités acoustique et visuelle ont été conjointement synthétisées avec un système de synthèse par
concaténation de phonèmes. Ce système définit les règles de concaténation des unités visuelles et
permet de modéliser les effets visuels coarticulatoires comme une extension du système de syn-
thèse vocale par sélection d’unité. Les travaux de Ouni et al. [2013] et Musti [2013] présentent une
technique de synthèse audiovisuelle qui génère simultanément le signal vocal et une animation
3D du visage d’un personnage. Cela se fait en concaténant des diphones bimodaux naturellement
synchronisés. La technique proposée surmonte les problèmes d’asynchronie et d’incohérence in-
hérents aux approches classiques de la synthèse audiovisuelle. Les différentes étapes de synthèse
sont similaires à la synthèse vocale concaténative classique mais sont généralisées au domaine
audiovisuel. Un nouveau terme a été introduit dans la fonction de coût qui permet de pénali-
ser les discontinuités importantes entre les diphones à concaténer. Des évaluations perceptuelles
montrent que cette technique de synthèse bimodale fournit une parole intelligible que ça soit
pour la modalité acoustique ou visuelle.
La synthèse par diphone permet d’obtenir un résultat visuel naturel de haute qualité, toute-
fois, cette approche souffre d’une série de limitations. Tout d’abord, il est nécessaire d’avoir une
grande quantité de données pour obtenir de bons résultats de synthèse, car le moindre défaut
de concaténation nuit énormément à la qualité de la synthèse. Dans les années 90s le système
proposé par AT&T [Beutnagel et al., 1999] pour la synthèse vocale par concaténation avait tel-
lement surpris la communauté par sa haute qualité, que le problème de la synthèse vocale avait
été considéré par certains chercheurs comme résolu. Néanmoins, le naturel de la parole humaine
ne vient pas seulement de la qualité des sons mais aussi de la variabilité des intonations et des
styles de la voix. La synthèse par concaténation manque de flexibilité. En effet, elle permet uni-
quement de générer la parole dans le même style de parole présent dans la base de données. Pour
pouvoir générer de nouveaux styles, différentes émotions ou de nouvelles voix, il est nécessaire




Les systèmes paramétriques, n’utilisent pas le signal acoustique/visuel dans son état brut
(comme c’est le cas pour la synthèse par concaténation), le signal est transformé en une série de
paramètres pertinents comme expliqué dans le chapitre 1. Lors du processus de l’apprentissage,
l’optimisation de ces systèmes se fait par des approches du domaine de l’apprentissage statistique
et non en identifiant les règles manuellement.
Les méthodes de synthèse paramétriques se basent sur des modèles préalablement entraînés
sur une ou plusieurs bases de données. Ces approches nécessitent moins de mémoire lors de
la phase de synthèse, puisqu’il faut garder en mémoire uniquement les paramètres du modèle
entraîné et non la base de données elle-même. Ces méthodes sont aussi plus flexibles et contrô-
lables, permettant plus facilement de changer le style de la parole ou la voix par adaptation,
interpolation ou mixage de différents modèles entraînés [Yoshimura et al., 2000, Schabus et al.,
2012]. Deux approches de synthèse paramétrique vont être détaillées ci-dessous : HMM (Hidden
Markov Models) et DNN (Deep Neural Networks).
2.4.1 Synthèse par HMM
La synthèse vocale par HMMs fut très largement adoptée à partir des années 90. Cette ap-
proche statistique paramétrique se base sur la modélisation des paramètres acoustiques/visuelles
avec des modèles de Markov cachés. La synthèse par HMMs repose sur des arbres de décisions.
Plusieurs paramètres linguistiques sont considérés avec des facteurs contextuels (linguistiques,
prosodiques et phonologiques). D’abord un modèle à états (généralement trois ou cinq états)
est produit pour chaque phonème de manière indépendante, ces modèles portent le nom de
CI-HSMM (pour Context Independant Hidden State Markov Models). Ensuite, ces modèles (CI-
HSMM) sont utilisés pour initialiser les modèles CD-HSMM (pour Context Dependant Hidden
State Markov Models) qui sont estimés en prenant en compte le contexte de chaque phonème.
Une liste de questions binaires correspondant aux paramètres linguistiques est alors parcourue
et les états des HMMs sont regroupés, étape par étape, suivant les réponses à ces questions. Le
choix de la question à chaque étape, se fait de telle sorte que la question sélectionnée soit celle qui
maximise le gain de la vraisemblance des données générés avec les données d’apprentissage. Une
illustration du fonctionnement de l’arbre de décision est présentée dans la figure 2.3. Finalement,
pour créer les modèles contextuels, les états sont partagés suivant un processus nommée "state-
tying" [Young et al., 1994]. Cette étape consiste à regrouper les contextes linguistiques qui sont
susceptibles d’être associés à des observations proches et de ré-estimer les modèles CD-HSMM
pour obtenir des TCD-HSMM (Tied-state Context-Dependent).
Pour la synthèse vocale, les paramètres du signal acoustique et les informations linguistiques
du texte sont utilisées comme entrées et sorties pendant la phase de l’entraînement. Commu-
nément, les trois flux (spectre de fréquences (conduit vocal), la fréquence fondamentale (source
de la voix) et la durée des phonèmes) de la parole sont modélisés simultanément à l’aide de
HMMs basés sur le critère de vraisemblance maximale (MLPG) [Tokuda et al., 2000, 1995a,
Masuko et al., 1996, Tokuda et al., 1995b]. Chaque flux est modélisé par un arbre de décision
dédié. La motivation derrière ce choix vient du fait que différentes informations linguistiques
sont importantes pour différents flux de données. Ce qui veut dire que la combinaison de plu-
sieurs flux de données dans un même arbre de décision est problématique, puisque des questions
pertinentes pour un flux peuvent ne pas l’être pour un autre et va donc partager les données
de manière sous-optimale si elle est posée très tôt, près de la racine de l’arbre. On parle alors
de modèles HMM multi-flux. Les paramètres liés au spectre de la parole sont modélisées par
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Figure 2.3 – Illustration du partitionnement de l’espace d’apprentissage grâce à un arbre de
décision [Pouget, 2017].
des HMMs à densité continue, les durées sont modélisées par des distributions gaussiennes mul-
tidimensionnelles [Yoshimura et al., 1998], les paramètres relatifs à la fréquence fondamentale
sont modélisés par une probabilité de distribution multi-espace MSD (Multi-Space probability
Distribution) [Tokuda et al., 1999, 2002]. En fait, les paramètres liés à la fréquence fondamentale
ne sont pas définis de façon continue (ils ne le sont que pour les sons voisés). La modélisation
d’une trajectoire discontinue nécessite une adaptation des procédures d’apprentissage des HMMs.
L’approche par MSD décompose chaque densité de probabilité comme une combinaison d’une
distribution discrète (pour modéliser le caractère voisé/non-voisé de chaque trame) et d’une dis-
tribution continue (pour modéliser les variations de la fréquence fondamentale). HTS [Zen et al.,
2007] est le système de synthèse à base de HMMs le plus répandu, il a été publié en 2002 avec
un code source ouvert et a été largement utilisé par la communauté scientifique de synthèse de
la parole [Zen et al., 2004b,a, Wu and Wang, 2006].
Les HMMs ont eu aussi beaucoup de succès dans le domaine de la synthèse visuelle. Le pre-
mier système TTS visuel par HMMs a été proposé par Brooke and Scott [1994]. Ce prototype,
applique l’ACP (15 axes principaux) sur des vidéos monochromes contenant une bouche pronon-
çant des chiffres. Masuko et al. [1998] ont augmenté ce système avec des paramètres dynamiques
(les dérivées temporelles des paramètres visuels). Ces paramètres ont permis d’incorporer des
informations contextuelles sur les frames passées et futures. Par conséquent, cet ajout a permis
d’obtenir des trajectoires visuelles plus lisses, naturelles et qui intègrent les règles de la coarti-
culation. Govokhina et al. [2006] ont aussi trouvé que l’utilisation des paramètres dynamiques
pendant l’entraînement du système basé sur les HMMs augmente significativement la qualité de
trajectoires visuelles générées (notamment la première dérivée temporelle). Dans ce travail, une
comparaison entre le système basé sur les HMMs et un système par concaténation a été réalisée.
La qualité de la synthèse par HMMs a dépassé celle de la synthèse par concaténation. Cette
constatation a été confirmée par une évaluation subjective et une autre objective. Une approche
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hybride entre les HMMs et la concaténation a été présentée par Wang et al. [2010]. Dans ce
travail la trajectoire du mouvement des lèvres est prédite en utilisant un modèle HMMs préala-
blement entraîné. Au moment de la synthèse, le système se base sur les trajectoires générées par
les HMMs et sur le principe de minimisation de l’erreur de génération pour sélectionner les unités
les plus adéquates et les concaténer. Ce système a obtenu la première place dans la compétition
LIPS2009 dans le contexte audiovisuel, après une évaluation perceptive par des humains.
Dans le travail de Sako et al. [2000], un système de synthèse audiovisuelle a été proposé avec
deux modèles HMMs séparés, un dédié pour la modalité acoustique et l’autre pour celle visuelle.
Afin de garantir la synchronisation entre les deux modalités, les mêmes durées de phonèmes ont
été utilisées pour les deux modèles HMMs. D’abord, les durées et les paramètres acoustiques
sont générés par le modèle acoustique, ensuite ses durées sont passées au modèle visuelle pour
générer l’animation des lèvres. Xie et al. [2014] proposent un système de synthèse audiovisuelle
vidéo-réaliste basée sur les HMMs pour animer la partie inférieure du visage. Schabus et al.
[2013] ont montré qu’un entraînement joint des deux modalités acoustiques et visuelles résulte
en un modèle de durées plus naturel que celui entraîné sur des données acoustiques ou visuelles
seulement. De plus, les données générées par le modèle joint sont d’aussi bonne qualité que celles
générées par les modèles entraînés séparément. Dans les systèmes TTS basés sur les HMMs,
la continuité des trajectoires acoustiques et visuelles générées a été assurée par l’algorithme de
génération de paramètres de vraisemblance maximale MLPG [Tokuda et al., 2000]. MLPG est
utilisé pour prendre en compte les contraintes des paramètres dynamiques. Il génère, au moment
de la synthèse, la séquence la plus probable compte tenu des statistiques des paramètres statiques
et dynamiques ce qui résulte en des trajectoires plus lisses.
La synthèse par HMMs est flexible. Contrairement à la synthèse par concaténation qui se
base sur des unités vocales préenregistrées, ce système génère la parole à partir des HMMs eux
mêmes, ce qui permet de modifier facilement les caractéristiques de la parole en appliquant des
changements sur les modèles HMMs directement. Plusieurs travaux ont été publiés pour l’adapta-
tion/imitation de voix [Tamura et al., 1998, 2001, Yamagishi et al., 2003b], interpolation/mixage
de voix [Yoshimura et al., 1997, 2000], production de voix avec des caractéristiques particulières
[Shichiri et al., 2002, Kazumi et al., 2010] ou contrôler le degré d’expressivité d’une voix ou le
style de la parole [Nose et al., 2007]. De plus, lorsque la couverture phonétique du corpus est
faible ou lorsque sa qualité d’enregistrement est mauvaise, les systèmes de synthèse par HMMs
restent robustes [Zen and Toda, 2005]. Pour l’aspect visuel, quelques travaux ont prouvé la flexi-
bilité des modèles HMMs. Filntisis et al. [2017] ont adapté un modèle HMMs entraîné sur des
données neutres avec une petite quantité de données expressives pour générer des animations
expressives audiovisuelles de bonne qualité. Ils ont également montré la possibilité de générer
différents niveaux d’intensité pour les émotions et des styles de parole intermédiaires par interpo-
lation des modèles HMMs. Dans Schabus et al. [2012], il a été démontré que lorsque la quantité
de données visuelles d’un locuteur donné est petite, il est possible d’augmenter la qualité de la
synthèse visuelle pour ce locuteur en adaptant un modèle HMM entraîné sur plusieurs bases de
données avec les données visuelles spécifique à ce locuteur.
Toutefois, sous des conditions idéales la qualité de synthèse par concaténation reste supérieure
à celle par HMMs comme il a été démontré dans les résultats du "Blizzard Challenge" 2 [Black
et al., 2010, King and Karaiskos, 2011, 2012]. En effet, cette dégradation de la qualité de synthèse
vient du fait que les systèmes à HMMs appliquent une série de lissages à différents endroits du
processus de l’apprentissage [Merritt et al., 2015]. La manière dont les HMMs sont paramétrés
implique systématiquement un regroupement de modèles lorsque les contextes linguistiques sont
2. Lien contenant l’historique des résultats du "Blizzard challenge" : http ://www.festvox.org/blizzard/
23
Chapitre 2. : Synthèse de la parole audiovisuelle
similaires. Cependant, la moyenne sur plusieurs contextes dégrade considérablement la qualité
de la parole synthétisée. De surcroît, l’approche standard de la synthèse paramétrique statistique
utilise des HMMs avec un nombre fixe d’états émetteurs. Chaque état contient une distribution
gaussienne multivariée. Lorsqu’on génère d’un tel modèle en utilisant l’algorithme MLPG, une
séquence de frames est émise de chaque état. En revanche, la moyenne sur la durée de l’état
est toujours la même. Cette moyenne introduit un lissage temporel sur les paramètres générés,
et la force du lissage dépend de la durée de l’état. De plus, puisque le corpus d’apprentissage
n’est pas suffisant pour couvrir toutes les classes (selon leur contexte linguistique), la probabilité
des classes non observées va alors être nulle causant le problème de dispersion de données (data
sparsity) et l’estimation des modèles contextuels ne sera pas robuste. Des exemples tirés de
contextes différents doivent alors être regroupés et moyennés afin de pouvoir estimer de manière
fiable la moyenne des états et leur variance. Ceci introduit le lissage spectral interclasse suivant
un algorithme particulier de lissage [Chen and Goodman, 1999]. D’autres facteurs qui peuvent
dégrader la qualité de la synthèse par HMMs peuvent venir du fait que la variance des trajectoires
générées ne correspond pas exactement à celle de la parole naturelle à cause de l’estimation des
paramètres du modèle d’un nombre limité de données ou un modèle inadéquat.
D’un autre côté, les arbres de décisions représentent un certain nombre de limitations. En fait,
ils ne sont pas efficaces pour modéliser les dépendances contextuelles complexes tel que l’opération
logique XOR (OU exclusif) par exemple [Esmeir and Markovitch, 2007]. Pour représenter de tels
cas, les arbres de décision seront très larges. Deuxièmement, cette approche divise les données
et utilise des paramètres distincts pour chaque région, chaque région étant associée à un noeud
terminal de l’arbre de décision. Cela aboutit à la fragmentation des données d’apprentissage et à
la réduction de la quantité de données pouvant être utilisée pour regrouper les autres contextes et
estimer les distributions [Yu et al., 2011]. Le fait de disposer d’un arbre de taille prohibitive et de
fragmenter les données d’apprentissage entraînera à la fois une sur-adaptation et une dégradation
de la qualité de la parole synthétisée. Il est donc nécessaire de trouver un modèle de régression
plus puissant que l’arbre de décision.
2.4.2 La réémergence des réseaux de neurones
Le domaine de l’intelligence artificielle (IA) a connu une période d’intérêt très vif suivit
d’une déception et de critiques sévères dans les années 70. Cette période communément connu
comme "l’hiver de l’intelligence artificielle", a été marquée par le pessimisme dû aux résultats
insatisfaisants des systèmes basés sur l’IA de l’époque. Jugés trop lents, moins précis et beaucoup
plus coûteux que l’humain et ne répondant pas aux promesses exagérées faites par les scientifiques,
la plupart des financements ont été coupés. Dans le début des années 2000, la technologie basée
sur l’IA a recommencé à gagner de l’intérêt. Elle a été appliquée avec succès à de nombreux
problèmes grâce à l’accès à de grandes quantités de données, à des ordinateurs plus rapides et à
des techniques avancées d’apprentissage automatique.
En 2013 les premiers travaux de synthèse acoustique par réseaux de neurones profonds DNNs
ont été publiés. Ces systèmes utilisent des DNNs à propagation vers l’avant DNNs-FF (FeedFor-
ward DNNs) pour modéliser le lien entre les paramètres linguistiques et acoustiques directement
[Ze et al., 2013, Lu et al., 2013, Qian et al., 2014, Wu et al., 2015b]. Les DNNs peuvent être vus
comme un remplacement des arbres de décisions utilisées par les HMMs. Les DNNs simulent la
production de parole humaine par une structure en couches afin de transformer les informations
textuelles linguistiques en une sortie vocale finale.
L’utilisation des DNNs a permis de surmonter certaines limitations liées à l’utilisation des
arbres de décision. Comme discuté dans la section précédente (2.4.1). Les arbres de décisions
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ne sont pas efficaces pour traiter des problèmes de grande complexité et chaque paramètre du
modèle n’est appris que sur un sous-ensemble de données d’apprentissage alors que les DNNs
sont capables de représenter des fonctions de transformations hautement complexes de manière
compacte. L’utilisation des arbres de décision introduit une moyenne sur plusieurs contextes
linguistiques, ce qui dégrade sensiblement le naturel du discours synthétisé. Les DNNs, en re-
vanche, peuvent facilement représenter des fonctions avec des dépendances complexes, et chaque
paramètre du modèle est optimisé pour tous les échantillons d’apprentissage. En évitant le par-
titionnement des données dans les arbres de décision, l’utilisation des DNNs peut atténuer les
effets néfastes du moyennage sur plusieurs contextes linguistiques. L’utilisation des DNNs a per-
mis d’obtenir une amélioration significative de la qualité de la synthèse par rapport aux résultats
des systèmes par HMMs [Ze et al., 2013, Qian et al., 2014, Wu et al., 2015b, Hashimoto et al.,
2015] cela a pu être démontré avec des évaluations objectives sur les paramètres spectraux et
d’excitation, et aussi avec des tests perceptifs en utilisant les mêmes paramètres d’entraînement
[Ze et al., 2013]. En revanche, il était difficile de savoir d’où venaient ces améliorations et si elles
étaient liées à l’utilisation des DNNs ou à d’autres facteurs. En effet, les systèmes par HMMs
se basent sur une représentation en états du signal avec un arbre pour chaque flux de données
(paramètres du filtre de la source et du conduit vocaux) alors que l’approche par DNNs apprend
à représenter les différents flux simultanément. Aussi, les DNNs se basent sur une représentation
en frames des données et non en états comme les HMMs. Pour comprendre la source de l’amé-
lioration significative attribuée à l’utilisation des DNNs, une étude a été réalisée pour identifier
l’apport de chaque facteur de manière isolée [Watts et al., 2016]. Cette étude a montré que l’ap-
prentissage sur des flux de données joints au lieu de flux séparés n’a pas d’impact significatif sur
la qualité de la synthèse. En revanche, trois changements ont amélioré la qualité de la synthèse :
1) Le passage d’une architecture basée sur des arbres de décision à une architecture basée sur des
DNNs, 2) le passage d’une représentation par états des données à une représentation par frames
et 3) l’enrichissement des données contextuelles avec des informations relatives aux durées. Cette
étude démontre bien que dans le cadre de la synthèse vocale, le remplacement des arbres de
décisions par des DNNs résulte en une parole synthétique plus naturelle et valide donc le choix
de l’utilisation des DNNs dans ce genre de système. Il faut noter aussi que les modèles HMMs ne
supportent que les paramètres binaires, alors que Ze et al. [2013] ont trouvé que l’utilisation de
paramètres numériques améliore la performance des DNNs et que ces derniers sont plus efficaces
puisqu’ils permettent de réduire la taille du vecteur d’entrée en le représentant de manière plus
compacte.
Bien que les résultats des DNNs-FF soient meilleurs que ceux des HMMs, ces réseaux effec-
tuent le lien entre les paramètres linguistiques et acoustiques frame par frame sans prendre en
compte les contraintes contextuelles du passé ou du futur [Schuster and Paliwal, 1997].
Dans la synthèse basée sur les DNNs, l’algorithme de lissage MLPG a été hérité des HMMs,
et est utilisé avec les modèles DNNs-FF pour la prédiction des paramètres acoustiques [Klimkov
et al., 2018] et visuels [Filntisis et al., 2017] plus lisses et pour diminuer leurs discontinuités.
Les réseaux de neurones récurrents RNNs (Recurrent Neural Network) sont capables d’in-
corporer automatiquement des informations contextuelles provenant des entrées passées, ce qui
leur permet de modéliser des liens séquence à séquence. Schuster and Paliwal [1997] proposent
les RNNs bidirectionnels (BRNNs) pouvant incorporer des informations contextuelles provenant
d’entrées passées et futures. L’idée de base de cette structure bidirectionnelle est de présenter
chaque séquence en avant et en arrière avec deux couches cachées récurrentes distinctes qui
sont toutes les deux connectées à la même couche suivante. Cela fournit au réseau un contexte
complet, symétrique, passé et futur pour chaque point de la séquence d’entrée. Mais les RNNs
conventionnels ne peuvent pas bien modéliser les relations à longue portée dans les données
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séquentielles à cause du problème du gradient disparaissant (Vanishing Gradient Problem). Ho-
chreiter and Schmidhuber [1997] ont constaté que l’architecture LSTM, qui utilise des cellules
de mémoire spécialement conçues pour stocker des informations, permet de mieux rechercher et
exploiter un contexte à longue portée. Les LSTMs bidirectionnels ou BLSTMs (Bidirectionnel
Long Short-Term Memory) [Hochreiter and Schmidhuber, 1997] peuvent accéder à un contexte
à longue portée dans les deux sens (passé vers le futur et futur vers le passé). Pour inclure ces
contraintes contextuelles, le réseau récurent RNN bidirectionnel de type BLSTM a été utilisé
dans [Fan et al., 2014] pour faire le lien entre des séquences de paramètres linguistiques avec des
séquences de paramètres acoustiques tout en préservant les informations contextuels des frames
passées et futures. Comme précisé plus haut, l’utilisation des HMMs et des DNNs-FF implique
l’utilisation de paramètres statiques et dynamiques des données acoustiques pour obtenir des
trajectoires lisses en sortie [Tokuda et al., 2000]. En utilisant les BLSTMs, il est possible de ne
pas utiliser des paramètres dynamiques tout en obtenant des trajectoires acoustiques bien lisses
[Fan et al., 2014], puisque l’évolution dynamique est prise en compte par les frames passées et
futures. Il est aussi possible de réduire les paramètres d’entrée relatifs au contexte linguistique
à l’information concernant la frame courante uniquement. Ceci permet de réduire le nombre
de paramètres d’entrée et de sortie, même si l’utilisation des BLSTMs augmente le nombre de
paramètres du réseau à entraîner et nécessite plus de ressources et de puissance d’entraînement.
Inspiré du ToolKit HTS [Zen et al., 2007] et du front-end Festival, un nouveau ToolKit de
synthèse vocale par DNNs nommé MERLIN-TTS [Wu et al., 2016] est apparu fin 2016. Cet outil
propose une structure pour entraîner un système de synthèse acoustique à partir d’un certain
nombre de paramètres d’entrée et de sortie. Il permet d’entraîner un modèle de durée et un autre
modèle acoustique séparément comme détaillé dans la figure 2.4.
Analyseur de texte
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Audio
Figure 2.4 – Les deux phases d’entraînement et de synthèse pour la synthèse vocale par DNNs.
Les deux modèles de durées et acoustique sont entraînés séparément.
Les deux modèles de durées et acoustique, prennent en entrée des informations linguistiques
contextualisées. Concernant les paramètres de sorties, le modèle de durées génère uniquement
une information relative à la durée de chaque phonème. Quant au modèle acoustique, il per-
met de générer les paramètres : MFCC, BAP, Log-F0 (plus une valeur binaire concernant la
nature voisé/non-voisé de la frame courante) ainsi que leurs paramètres dynamiques (première
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et deuxième dérivées). Ces paramètres sont générés par un Vocodeur qui permet de les extraire
à partir d’un fichier audio pour qu’ils soient utilisés pour l’entraînement du modèle acoustique.
Le Vocodeur intervient également dans la phase de la synthèse pour reconstruire un fichier audio
à partir de paramètres générées par les modèles acoustiques.
Les expériences menées par Fan et al. [2015] ont montré qu’un système TTS visuel par réseau
BLSTM surpasse largement (préféré à 61.5%) un système équivalent à base de HMMs (préféré à
23%, les 15.5% restants sont donnés à une réponse neutre). Ils ont également étudié différentes ar-
chitectures de réseaux de neurones pour générer des données visuelles à partir du texte. Plusieurs
architectures de différentes largeurs (nombre de neurones par couche) et profondeurs (nombre
de couche cachées) ont été analysées. Ils ont trouvé que l’architecture qui donne les meilleures
résultats est celle contenant trois couches cachées, une à propagation vers l’avant suivie de deux
couches BLSTMs. Filntisis et al. [2017] ont utilisé des DNNs-FF pour entraîner un système de
synthèse audiovisuelle. Dans ce travail deux configurations ont été adoptées. La première contient
deux modèles DNNs séparés (DNN-S), le premier dédié à la modalité acoustique et le second
à celle visuelle. La deuxième configuration contient un seul modèle DNN entraîné sur les deux
modalités conjointement (DNN-J). L’évaluation comparative perceptive sur les résultats de ces
modèles a montré que les deux systèmes DNN-S et DNN-J se valent, aucune différence statis-
tiquement significative n’a été obtenue pour les stimuli audiovisuels générés. Par ailleurs, des
comparaisons avec un système à base de HMMs et un autre par concaténation, tous entraînés
sur les mêmes données, ont montré que les systèmes par DNNs (DNN-S et DNN-J) présentent
plus de réalisme que ce soit pour la modalité visuelle ou pour la modalité acoustique.
En plus de générer des résultats naturels et intelligibles, la synthèse par réseaux de neurones
offre aussi une très grande flexibilité. Les DNNs ont montré des capacités pour l’adaptation à
la voix d’un nouveau locuteur [Wu et al., 2015a], pour changer les caractéristiques vocales liées
à l’âge ou au genre du locuteur [Luong et al., 2017] et pour l’adaptation à différents styles de
parole Wu et al. [2018] ou différentes émotions [Parker et al., 2017]. Nous présenterons en détails
les applications des DNNs pour la synthèse expressive audiovisuelle dans le chapitre suivant
(chapitre 3).
2.5 Conclusion
Nous avons présenté dans ce chapitre les différentes techniques de synthèse vocale et visuelle
dans la littérature. De nos jours, c’est la synthèse paramétrique par réseaux de neurones qui
concentre toute l’attention. Les différents travaux et comparaisons ont montré que les techniques
basées sur cette approche offrent plus de flexibilité alors que les résultats des techniques par
sélection d’unités sont plus naturels.
Les méthodes paramétriques furent longtemps critiquées puisque le passage par un vocodeur
impose une limitation intrinsèque à la qualité de la parole même avant le passage par un modèle
acoustique. Pour la modalité visuelle, le mouvement des articulateurs est jugé convainquant et
de meilleure qualité. En revanche, l’aspect visuel souffre aussi de résultats flous et de la perte
de précision introduite par la paramétrisation des données visuelles (à cause de la réduction
de dimension par ACP par exemple). Pour cela, plusieurs travaux de synthèse hybride ont été
proposés pour l’audio [Kominek and Black, 2006, Black et al., 2007, Merritt et al., 2016] et le
visuel [Tao et al., 2009, Wang et al., 2010]. Ces systèmes tirent partie des avantage de la synthèse
par concaténation et de celle paramétrique. La sélection d’unité guidée par des modèle HMMs puis
DNNs ont permis d’obtenir de meilleures résultats que les deux systèmes pris indépendamment.
Mais aujourd’hui, et grâce aux Vocodeurs basés sur des DNNs (WaveNet) présentés dans le
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chapitre précédent (chapitre 1), la qualité de la parole a gagné énormément de naturel et a même
dépassé la qualité des systèmes par concaténation [Oord et al., 2016].
De nos jours la question de l’interprétabilité des résultats générés par les réseaux de neurones
est soulevée. Avec les systèmes à base de formants ou par concaténation les règles sont écrites par
des humains. Pour les systèmes HMMs, il est possible d’accéder à tout l’acheminement réalisé
par le système pour générer les résultats et peut être lu et compris par l’humain facilement. En
revanche, les réseaux de neurones sont des boites noires, et on ne peut pas expliquer pourquoi
le réseau est arrivé à une certaine solution. Récemment, quelques travaux dans "l’intelligence
artificielle explicable" (explainable AI ou XAI ) ont été réalisés pour comprendre ce qui se cache
derrière des systèmes de réseaux de neurones entraînés pour des tâches diverses. Actuellement,
ce genre de recherches concernent principalement les systèmes médicaux et juridiques où toutes
décisions doivent être justifiées et transparentes [Gunning, 2017, Holzinger et al., 2017]. Il est très
probable que les outils d’analyse qui résulteront de ces recherches seront adaptables pour le do-
maine de la synthèse de la parole et permettront une meilleure compréhension du fonctionnement
des modèles DNNs dédiés.
Finalement, la synthèse à l’aide des réseaux de neurones représente aujourd’hui le futur de la
synthèse audiovisuelle. Elle permet de générer des résultats naturels et intelligibles avec une très
grande flexibilité, il n’y a actuellement aucune raison d’hésiter entre la synthèse par réseaux de
neurones et les autres techniques de TTS. Cependant, un domaine qui reste à explorer est celui
de la synthèse audiovisuelle expressive de la parole. Les travaux réalisés dans ce domaine sont
discutés dans le chapitre suivant.
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3.1 Introduction
Dans son quotidien, l’être humain est confronté à plusieurs situations qui peuvent déclen-
cher des états émotionnels divers. Les émotions étant des réactions spontanées à une situation
donnée, elles peuvent entraîner des manifestations physiques (pâleur, rougissement, agitation,
accélération cardiaque et du respiratoire, transpiration, etc.) et psychologiques (pensées néga-
tives ou positives, changement d’humeur) qui durent quelques secondes, quelques minutes ou
même quelques heures Verduyn et al. [2015], Frijda et al. [1991]. Les recherches ont reconnu que
l’expression des émotions aide à réguler l’interaction sociale et remplie des fonctions sociales im-
portantes comme la communication des convictions, des désirs et des intentions aux autres Frijda
and Mesquita [1994], Keltner and Haidt [1999], Keltner and Kring [1998], Morris and Keltner
[1999].
La parole expressive de synthèse peut être utilisée dans des applications de narration pour
enfants où, différentes expressions doivent être générées dans différents contextes de l’histoire
Theune et al. [2006]. Elle peut être utilisée aussi dans un système de dialogue qui rend l’interac-
tion humain-machine plus naturelle et efficace Bates et al. [1994]. Plusieurs travaux ont intégré
la dimension expressive dans l’animation des agents virtuels. Il a été établi que les agents virtuels
expressifs sont jugés plus naturels, plus crédibles et plus réalistes par rapport aux agents virtuels
non expressifs Bates et al. [1994]. Dans l’expérience de Walker et al. [1994] les participants ont
montré plus d’engagement et ont consacré plus de temps pour répondre aux questions lorsque
l’agent virtuel présenté avait une expression faciale en colère (que quand l’agent virtuel était
neutre). de Melo et al. [2012] ont exploré la manière dont les émotions exprimées par les agents
virtuels influent sur la prise de décision des personnes dans la négociation humain-agent. Ils
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ont étudié les effets de la démonstration de la joie, de la tristesse, de la colère et de la culpa-
bilité des agents virtuels sur la décision des personnes de contrer, d’accepter ou d’abandonner
la négociation. Les résultats indiquent que le comportement des participants est très impacté
par l’état émotionnel perçu des agents virtuels. Ils ont trouvé, par exemple, que les participants
ont tendance à accepter de renégocier avec un agent souriant mais de refuser une renégociation
avec un agent en colère. Les résultats ont indiqué aussi que les personnes concédaient plus à un
agent en colère qu’à un agent heureux. La raison ici est que les personnes pensent que l’agent en
colère est moins flexible et qu’il peut facilement quitter la négociation, donc les participants sont
obligés de concéder ; contrairement à un agent souriant qui semble avoir de faibles aspirations et
les participants se permettre donc d’être stratégiquement plus exigeants.
Le travail de Mehrabian [1968] montre l’importance majeure de la modalité non-verbale dans
la communication des sentiments. En effet, une formule précise a été proposée, dans cette étude,
pour quantifier la contribution de chaque composante de la communication. 7% de l’information
sur notre état affectif est communiquée par les mots, 38% est communiquée par la voix et 55%
par les expressions faciales et le langage corporel. Cette étude est très importante et montre que
pour avoir une modélisation complète des émotions, il est crucial d’inclure la modalité visuelle
dans les systèmes et les supports de communication.
Dans l’approche par catégorie, Ekman [1979] dresse une liste de six émotions qu’il qualifie
d’émotions "basiques" : la joie, la tristesse, la colère, le dégoût, la surprise et la peur. Ces
émotions sont parfois dites simples dans le sens où elles ne sont pas composées d’autres états
affectifs. Contrairement aux émotions complexes comme le remord qui, par exemple, est un
mélange de dégoût et de tristesse, et la honte qui est un mélange de peur et de colère retournée
contre soi. La théorie des émotions basiques capture ce qui est unique dans les émotions et ce
qu’elles ont en commun qui les distinguent des autres états affectifs. Ekman and Cordaro [2011]
présentent treize caractéristiques trouvées dans la plupart des émotions basiques. L’une des plus
importantes caractéristiques est l’aspect distinctif et universel des signaux de chacune de ces
émotions. Cette approche par catégories, permet de modéliser les émotions de manière discrète,
en considérant chaque émotion comme une classe indépendante et isolée des autres états affectifs.
D’un autre côté, les approches dimensionnelles considèrent les émotions comme un continuum
ou une transition progressive. En cartographiant les émotions dans un espace défini, les relations
entre les émotions peuvent être capturées. Les émotions peuvent être représentées dans un espace
continu multidimensionnel comme dans le modèle circumplex de Russell [1980] ou la roue de
Plutchik [1984] présentée dans la figure 3.1. Cette modélisation permet de mieux refléter la
complexité et les variations des expressions contrairement au système de catégories. Par exemple,
un espace tridimensionnel, suffisant pour décrire tout état émotionnel, a été suggéré par Osgood
et al. [1957] et a été défini par les trois axes : l’évaluation (evaluation), la puissance (potency)
et l’activité (activity). Dans une étude de Davitz [1964], la parole expressive a été corrélée à
ces axes et certains paramètres acoustiques ont pu être associés aux catégories émotionnelles de
l’étude. Dans des recherches récentes sur la parole et les émotions, l’espace tridimensionnel se
compose souvent de l’excitation (arousal), de la valence (valence) et du contrôle (control), comme
le suggère Schröder [2003].
Dans la perspective de modéliser les émotions pour la synthèse expressive audiovisuelle de
la parole, il faut prendre en compte l’impact de l’expressivité sur l’articulation. Les expressions
faciales imposent un effort de compensation et de réorganisation de l’articulation. En réalité, les
stratégies articulatoires mises en oeuvre par les locuteurs pour faire face à la production conco-
mitante de la parole et des expressions faciales entraînent parfois à la résolution d’instructions
contradictoires. Par exemple l’étirement des lèvres pour sourire lors de la production de voyelles
ou de consonnes arrondies. Bailly et al. [2008] ont montré que les émotions étudiées (joie et dé-
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Figure 3.1 – La roue des émotions de Plutchik [1984].
goût), perturbent considérablement les mouvements de certains articulateurs (lèvre et mâchoire
inférieure) durant la parole. Cet article [Bailly et al., 2008] conclu que ces perturbations ne sont
pas simplement additives, et qu’elles dépendent de l’articulation. De ce fait, l’ajout de certaines
expressions spécifiques à une émotion à des données visuelles neutres n’est pas suffisant pour
modéliser correctement la parole visuelle dans un contexte expressive. Fónagy [1976] et Nord-
strand et al. [2004] ont aussi étudié les effets de l’expressivité sur les mouvements articulatoires,
et ont trouvé que les effets des émotions sur l’articulation différent d’une émotion à l’autre. Mais
encore, il n’est pas clair comment les gestes liés à la parole sont combinés dynamiquement avec
les expressions faciales pour assurer des apparences naturelles, réalistes et cohérentes. Il n’y a
pas de fondement théorique pour déterminer les interactions et les contributions relatives de ces
deux catégories de mouvements qui, ensemble, provoquent la totalité des déformations faciales.
Certains chercheurs [Kshirsagar et al., 2001, Cao et al., 2005, Shaw and Theobald, 2016] ont
utilisé des techniques telles que l’analyse en composantes indépendantes (ICA) et l’ACP pour
séparer et modéliser les visèmes et l’espace des expressions faciales. Cependant, aucun des deux
n’est basé sur les bases théoriques pour déterminer les interactions et les contributions relatives
à ces deux catégories de mouvements.
Dans le travail de cette thèse, nous nous intéressons aux manifestations visibles des émotions
sur les muscles faciaux (expressions faciales et articulation) et les changements que cela génère
sur la voix. Dans le chapitre précédent (chapitre 2), nous avons présenté les différentes approches
de la littérature pour la synthèse de la parole neutre. Dans ce chapitre, nous expliquerons les
techniques d’extension de ces approches vers des systèmes expressifs. Les approches visant à
ajouter de l’expressivité à la parole synthétique ont considérablement changé au cours des 30
dernières années [Schröder, 2001]. Les premiers systèmes de synthèse expressives étaient axés sur
des modèles de «contrôle explicite», d’autres se basent sur plusieurs corpus expressifs préenre-
gistrés. Aujourd’hui, les approches de «contrôle implicite» permettent de contrôler l’expressivité
en combinant et en interpolant des modèles pré-entraînés sur différentes bases de données ex-
pressives. Le présent chapitre donne un aperçu des approches présentes dans la littérature pour
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la synthèse acoustique, visuelle et audiovisuelle expressive.
3.2 Modélisation explicite des émotions
Les approches explicites de la modélisation de l’expressivité se basent sur la transformation
de la parole neutre en une parole expressive en suivant les règles établies pour chaque émotion
cible. Les systèmes expressifs à base de règles nécessitent l’adaptation ou la création de nouvelles
règles à chaque ajout d’une nouvelle émotion.
La synthèse par formants, qui est la technique de synthèse la plus ancienne, permet de
contrôler plusieurs paramètres, y compris les aspects glottaux et supraglottaux de la production
de la parole. Beaucoup de ces paramètres sont potentiellement pertinents pour la modélisation de
la parole expressive. Les premiers systèmes de synthèse vocale expressive ont été créés à partir
du synthétiseur de formants commercial DECTalk : Affect Editor [Cahn, 1990] et HAMLET
[Murray and Arnott, 1995] ont ajouté des modules spécifiques aux émotions à ce système. Pour
chaque catégorie d’émotion, ils ont mis en place un modèle explicite de synthèse acoustique, en
s’appuyant sur la littérature existante et en affinant les règles dans une procédure d’essais et
erreurs. Dans une étude plus récente, Burkhardt and Sendlmeier [2000] ont utilisé la synthèse
de formants pour faire varier systématiquement les paramètres acoustiques afin de trouver des
valeurs optimales pour un certain nombre de catégories d’émotions. Au lieu de dériver les règles
acoustiques de la littérature, des expériences perceptives ont été menées pour trouver des valeurs
optimales pour les différents paramètres. Bien qu’un succès partiel ait été obtenu, un aspect
naturel réduit a été signalé en raison des règles imparfaites utilisées.
Dans l’approche de synthèse par diphones, un exemple de chaque diphone est enregistré avec
une voix neutre et un pitch monotone. Au moment de la synthèse, les paramètres prosodiques
(la durée des unité et le contour F0) sont modifiés avec des techniques de traitement de signal
(MBROLA [Dutoit et al., 1996]). Dans la plupart des systèmes de synthèse par diphone, unique-
ment la F0 et la durée peuvent être contrôlées. Mais les études montrent que ces deux paramètres
ne sont pas suffisants pour exprimer les émotions. Des résultats très différents pour les systèmes
par diphones ont été rapportés dans la littérature. Quelques travaux [Vroomen et al., 1993, Ed-
gington, 1997, Montero et al., 1999] ont montré que les émotions synthétisées sont plutôt bien
reconnues alors que d’autres [Heuft et al., 1996, Rank and Pirker, 1998] rapportent des taux de
reconnaissances non significatifs.
Bevacqua and Pelachaud [2004] proposent un algorithme pour la synthèse visuelle expressive
basé sur les règles. Cet algorithme détermine les visèmes appropriés en appliquant des règles de
coarticulation pour tenir compte des contextes acoustiques ainsi que des phénomènes musculaires
tels que la compression des lèvres et l’étirement des lèvres. Les cibles associées aux voyelles et aux
consonnes ont été extraites des données réelles, les cibles consonantiques sont ensuite modifiées
en fonction des contextes vocaux pour simuler l’effet de la coarticulation (notamment pour les
consones bilabiales). L’algorithme simule aussi le degré d’influence des voyelles sur les consonnes.
La simulation des comportements musculaires spécifiques aux émotions (par exemple, les lèvres
tendues de la colère) a été intégrée au modèle à travers un ensemble de règles. Ce modèle de
mouvement des lèvres a été appliqué sur un modèle facial 3D. Dans un autre travail, Beskow
and Nordenberg [2005] ont étendu le modèle articulatoire de Cohen and Massaro [1993] pour
créer un système de synthèse visuelle en entraînant des modèles articulatoires pour chacune des
dix composantes principales extraites et pour chacune des cinq émotions étudiées (joie, colère,
surprise, tristesse et neutre). Cette expérience a rapporté un taux de reconnaissance significatif
pour la joie, la colère et la tristesse. Toujours à partir du modèle de Cohen and Massaro [1993],
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Wu et al. [2006] ont généré des animation avec des visèmes coarticulés sous l’effet de l’émotion.
Six messages écrits porteurs d’une charge émotionnelle et six animations expressives de synthèses
ont été présentés aux évaluateurs dans un ordre aléatoire. Ces derniers ont été capables de trouver
quel texte correspond à quelle animation avec 85% de bonnes réponses.
Un système de synthèse audio-visuelle a été proposé par Tang et al. [2008a,b]. Ce système com-
bine une synthèse acoustique par diphone avec une synthèse visuelle par interpolation d’images
clés. Ce système utilise une simple combinaison linéaire à poids égaux entre les visèmes relatifs à
la parole et ceux relatifs à l’expressivité. Cette combinaison suppose que les mouvements articu-
latoires et expressifs sont simplement additifs, ce qui est une hypothèse qui s’avèrent beaucoup
trop simpliste et conduit à de mauvais résultats (par exemple, bouche constamment ouverte
durant la parole sous l’effet du sourire) [Bailly et al., 2008].
3.3 Modélisation implicite des émotions
Le système de parole expressive basé sur une modélisation implicite de l’expressivité ne
nécessite pas une intervention humaine pour établir les règles spécifiques à chaque émotion. Ces
règles sont implicitement incluses dans les données ou les modèles statistiques appris sur ces
données.
3.3.1 Modélisation discrète des émotions
Le but des premiers travaux de synthèse expressive était de modéliser les émotions basiques
telles quelles sont enregistrées dans les bases de données. Les systèmes présentés dans ces tra-
vaux sont capables de générer uniquement les émotions préenregistrées de manière isolée et sans
possibilité de générer des émotions d’intensités variables ou des mélanges d’émotions.
Les systèmes de synthèse par concaténation d’unités de la parole dans un corpus furent les
premiers systèmes de synthèse expressive discrète. Contrairement à l’approche par diphones, ce
type de synthèse s’appuie sur une grande base de données. Si toutes les unités de la parole sont
disponibles dans la base de données, aucune modification du signal original n’est nécessaire pour
obtenir un résultat très naturel. Concernant la parole expressive, ce point fort de l’approche de-
vient son point faible. En fait, uniquement les émotions préenregistrées dans la base de données
peuvent être générées, il devient donc nécessaire d’enregistrer une nouvelle base de données pour
chaque émotion cible. Iida and Campbell [2003] ont enregistré une base de données vocales pour
chacune des trois émotions : joie, colère et tristesse. Au moment de la synthèse, et selon l’émotion
choisie, les unités sont sélectionnées dans la base de données correspondante uniquement. Les
émotions générées par cette méthodes ont donné un bon taux de reconnaissance des émotions de
synthèse (50-80%). Dans une méthode similaire Johnson et al. [2002] ont présenté un système
de synthèse vocale pour générer un discours militaire expressif convaincant. Les styles enregis-
trés contiennent des commandes criées, des conversations criées, des commandes parlées et des
conversations parlées. Dans le même esprit, Pitrelli et al. [2006] a enregistré une grande base de
données de parole neutre contenant onze heures de données acoustique ainsi que plusieurs bases
de données acoustique de parole expressive relativement plus petites (1 heure de données acous-
tique pour chaque base de données). Au lieu de sélectionner des unités d’une base de données
particulière au moment de la synthèse, ils ont fusionné toutes les bases de données ensemble et
ont sélectionné des unités de cette grande base de données selon certains critères. Ils ont supposé
que de nombreux segments d’une phrase, prononcée de manière expressive, pouvaient provenir
de la base de données neutre. Cette approche a donné des résultats intéressants.
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Concernant la modalité visuelle, un système de synthèse expressive visuelle par concaténation
de disèmes (équivalent visuel du diphone) a été proposé par Henton and Litwinowicz [1994]. Ce
système permet de générer des animations expressives de plusieurs personnages 3D on utilisant
des disèmes préenregistrés dans plusieurs états émotionnels.
Les systèmes par HMMs ont eu beaucoup de succès dans le domaine de la synthèse expressive
de la parole. Le système "voice puppetry" proposé par Brand [1999] est basé sur des HMMs
et permet de générer une animation vidéo à partir d’une séquence audio. La vidéo contient
une animation complète du visage qui correspond à l’état émotionnel contenu dans la séquence
acoustique. Ding and Pelachaud [2015] proposent un système hybride, basé sur des GMMs et des
HMMs pour synthétiser en temps réel les animations des lèvres qui parlent et qui rient pour les
agents virtuels. Ce modèle de synthèse d’animation labiale prend en entrée la décomposition d’un
texte parlé en phonèmes ainsi que leurs durées respectives pour générer des paramètres visuels
sous formes de FAPs (Facial Action Parameters). Quatre paramètres ont été pris en compte pour
évaluer objectivement leur modèle : l’ouverture des lèvres (distance entre le milieu de la lèvre
supérieure et le milieu de la lèvre inférieure), étirement des lèvres (distance entre le coin gauche
et droit des lèvres), protrusion de la lèvre supérieure et protrusion de la lèvre inférieure. Les
résultats de cette étude objective ont prouver l’efficacité de cette méthode.
Quelques travaux ont adopté des architectures DNNs pour modéliser quelques catégories
d’émotions. Dans l’étude de Xue et al. [2018a], trois approches de synthèse acoustique expressive
par DNNs de type LSTM ont été proposées comme présenté dans la figure 3.2. La première (a)
consiste en un réentrainement d’un modèle neutre, avec des données relatives à une émotion don-
née, de cette manière ils obtiennent plusieurs modèles DNNs spécialisés chacun dans une émotion
donnée. La deuxième approche (b) augmente le vecteur d’entrée avec les étiquettes (codes) des
émotions, et la troisième approche (c) utilise une couche de sortie indépendante pour chaque
émotion tout en gardant les couches cachées partagées entre les différentes classes d’émotions.
Les évaluations objectives et subjectives ont montré que la troisième approche surpasse les deux
autres approches avec une synthèse expressive plus naturelle.
Parker et al. [2017] et Filntisis et al. [2017] ont tous les deux utilisé des DNNs de type Feed-
Forward pour la synthèse audiovisuelle expressive de la parole. Les deux systèmes ont obtenus
des résultats subjectifs satisfaisants et ont montré que la qualité des résultats des systèmes de
synthèse à base de DNNs dépasse significativement celle des systèmes par HMMs.
Li et al. [2016a] comparent plusieurs architecture de DNNs de types BLSTM pour l’adaptation
d’un modèle entraîné sur un corpus neutre de grande taille avec une petite quantité de données
expressives. Les cinq systèmes proposés génèrent une animation visuelle expressive à partir d’un
fichier audio. Les résultats des expériences objectives et subjectives sur les données visuelles
expressives générées montrent que le système le plus performant est celui qui prend en entrée un
vecteur résultant de la concaténation entre les paramètres acoustiques et des données visuelles
neutres.
3.3.2 Modélisation continue des émotions
Actuellement, diverses approches sont envisagées pour accroître la flexibilité de la dimen-
sion expressive tout en maintenant la qualité des systèmes de synthèse. Les émotions peuvent
également être représentées dans un espace continu multidimensionnel comme dans le modèle
circumplex de Russell [1980]. Cette modélisation permet de mieux refléter la complexité et les
variations des expressions, contrairement au système par catégories. La modélisation continue
des émotions permet de contrôler l’expressivité en combinant et interpolation entre les modèles
entraînés sur différentes bases de données expressives.
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Paramètres acoustiques Paramètres acoustiques Params. Acous. Params. Acous. Params. Acous.
Paramètres linguistiquesParamètres linguistiques
Params. linguistiques Codes d’émotions
(a) Réseau dépendant 
de l’émotion
(b) Réseau avec codes 
d’émotions
(c) Réseau avec plusieurs couches 
de sorties
Figure 3.2 – Figure tirée de l’article deXue et al. [2018a] représentant leurs trois approches pour
la synthèse acoustique expressive de la parole par DNNs.
Synthèse acoustique
Les systèmes de synthèse expressive par HMMs ont fait preuve d’une très grande flexibilité.
Grâce au travail de Yoshimura et al. [1999], un système de synthèse de la parole dans lequel
le spectre, le pitch et la durée des états HMMs sont modélisés simultanément dans un même
modèle HMM, a été présenté. La motivation derrière la création de ce système vient du fait
que pour changer arbitrairement la voix et le style et/ou l’émotion de la parole synthétique en
conservant son naturel, il faut contrôler les caractéristiques prosodiques et spectrales simulta-
nément en tenant compte de la relation entre le spectre et la prosodie puisqu’ils sont plus ou
moins liées. Cette technique a été reprise dans les travaux de Yamagishi et al. [2003a, 2004],
Tachibana et al. [2004]. Dans ces travaux deux méthodes de modélisation des styles de la parole
acoustique ont été comparées. Dans la première méthode, les différents styles de la parole ont
été modélisés de manière séparée, chacun avec un modèle HMM indépendant. Dans la deuxième
méthode tous les styles ont été modélisés par un même modèle HMM en considérant des labels
différents pour chaque style. Les résultats ont montré que les deux modèles se valent et qu’ils
ont les mêmes performances en termes de modélisation et de naturel des styles synthétisés. Ils
ont aussi étudié une méthode de synthèse de styles intermédiaires en appliquant une technique
d’interpolation des modèles HMMs. Une technique d’adaptation des modèles HMMs a aussi été
présentée dans Yamagishi et al. [2004] pour générer un style en utilisant une petite quantité de
données d’apprentissage. Le travail de El Haddad et al. [2015] propose de contrôler l’intensité
du sourire dans la parole acoustique synthétique par interpolation des modèle HMMs. Après la
création d’un modèle pour la parole neutre et un autre pour la parole avec un sourire, une inter-
polation pondérée a été effectuée pour générer de la parole synthétique avec différents degrés de
sourire.
Une approche différente pour l’interpolation des modèles acoustiques expressifs et leurs in-
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tensités a été proposée par Masuko et al. [2004]. Cette approche permet de contrôler le degré
d’expressivité et le style de la parole en utilisant un vecteur appelé le "vecteur de contrôle de
style". Les vecteurs de contrôles sont représentés dans un espace bi-dimensionnel où chaque style
est défini par ses propres coordonnées : lecture = (0, 0), sévère = (0, 1), heureux = (1, 0), triste
= (−1, 0). À partir des résultats des tests subjectifs, ils ont réussi à contrôler les styles en choi-
sissant le vecteur de contrôle de style de manière appropriée. De plus, il est possible de générer
n’importe quel style de parole synthétique souhaité en spécifiant le vecteur de contrôle de style
qui représente un point dans l’espace des styles.
Synthèse Audiovisuelle
Shaw and Theobald [2016] ont étudié des données visuelles extraites par l’algorithme AAM
(Active Appearance Model) [Cootes et al., 2001] d’un corpus de vidéos expressives. En suppo-
sant que la parole expressive est une combinaison linéaire entre les expressions d’émotion et des
mouvements articulatoires, le but de ce travail était de créer une représentation dans laquelle
les mouvements relatifs à la parole et ceux relatifs à l’expressivité puissent être manipulés sé-
parément. Les données visuelles extraites par AAM sont transformées en données de dimension
inférieure par une ACP pour faciliter les calculs. Un seul modèle ICA est alors construit pour
toutes les émotions de la base de données. La création du modèle ICA suppose que le contenu
phonétique de toutes les émotions de la base soit similaire à celui de l’état neutre pour qu’un
alignement et qu’une estimation des paramètres de l’ICA soient possibles. Ils définissent égale-
ment un ensemble d’opérations d’édition qui peuvent être effectuées sur les données dans l’espace
linéaire défini par l’ICA. De ce fait, cette méthode permet de générer des vidéos avec différentes
émotions mais permet également de générer de nouveaux styles expressifs en naviguant dans le
spectre expressif du modèle ICA.
Jia et al. [2010] présente une approche de synthèse expressive audiovisuelle. Les émotions sont
représentées dans un espace tridimensionnel dans lequel chaque émotion est décrite et quantifiée
selon trois dimensions : Plaisir – Déplaisir (Pleasure–Displeasure), Excitation – Non Excitation
(Arousal–Non Arousal), et Dominance – Soumission (Dominance–Submissiveness) notés PAD.
D’abord, le texte à synthétiser et les valeurs PAD cibles sont donnés comme entrées au système,
ensuite, en utilisant le moteur de synthèse, la parole neutre est générée. La parole neutre est par
la suite transformée en parole expressive en utilisant des GMMs (Gaussian Mixture Model). Les
modèles GMMs préalablement entraînés génèrent un vecteur représentant la différence entre les
paramètres acoustiques de l’état neutre et l’état émotionnel cible. En se basant sur ce vecteur de
différence, l’algorithme TD-PSOLA est utilisé pour modifier le pitch et les durées de la parole
neutre pour obtenir une parole expressive. Les expressions faciales sont générées à partir des
paramètres PAD et des paramètres acoustiques sous formes de FAPs du standard MPEG-4 et
en visèmes puis transformés en animation 3D.
Wan et al. [2013] et Anderson et al. [2013] ont proposé une méthode pour générer des ani-
mations audiovisuelles expressives à partir du texte en utilisant la méthode du CAT (Cluster
Adaptive Training) [Gales, 2000] des modèles HMMs. En règle générale, dans les HMMs, un
arbre de décision est utilisé pour regrouper et sélectionner les quinphones. L’intérêt du CAT
est l’utilisation de plusieurs arbres de décision pour capturer des informations dépendantes de
chaque émotion, chaque cluster a son propre arbre de décision. Dans le travail de Wan et al.
[2013] le CAT et l’algorithme AAM a été adopté pour la paramétrisation des données visuelles
et permet de modéliser des expressions de différentes émotions, ainsi que de générer des com-
binaisons d’émotions. Ce même travail a été repris par Parker et al. [2017], en remplaçant les
modèles CAT-HMMs par un DNN de type Feed-Forward. Le DNN transforme les paramètres
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linguistiques en paramètres acoustiques et visuelles. Les paramètres acoustiques et visuels sont
modélisés conjointement. Les auteurs de ce papier affirment qu’il existe une grande corrélation
entre la parole acoustique et visuelle, et qu’en les modélisant ensemble dans un modèle unique, les
informations mutuelles entre la parole acoustique et visuelle peuvent être exploitées. Afin de pro-
duire un discours expressif, toutes les émotions sont modélisées ensemble dans un seul DNN avec
plusieurs sorties, une par émotion. Ainsi, toutes les couches du DNN, à l’exception de la couche
de sortie, sont partagées entre les différentes classes d’émotions et bénéficient d’un entraînement
sur l’ensemble du corpus expressif. De plus, ce travail présente une méthode d’adaptation du
DNN préalablement entraîné pour inclure une nouvelle expression en utilisant une petite quan-
tité de données d’apprentissage. Les expériences montrent que le système de synthèse basé sur
les DNNs est préféré de 57,9% par rapport au à celui basé sur les CAT-HMM.
Filntisis et al. [2017] présentent également une comparaison entre les résultats des HMMs et
ceux des DNNs pour la synthèse audiovielle expressive. Un système basé sur des DNNs de type
Feed-Forward est évalué et comparé à un autre système basé sur les HMMs, et à un autre basé
sur la sélection d’unités concaténative, à la fois sur le réalisme et l’expressivité de la tête parlante
générée. Les résultats montrent que les résultats du système par DNNs surpasse significativement
les résultats des HMMs et par concaténation d’unité, que ce soit pour le réalisme ou l’expressivité
de l’animation audiovisuelle générée. Ce travail traite également l’adaptation des modèles HMMs
pour générer des animations audiovisuelles expressives à partir d’un modèle neutre pré-entraîné
sur un grand corpus et un petit corpus expressif. Les auteurs affirment avoir réussi à générer
des séquences expressives acoustiques et visuelles de bonne qualité. Ils ont également montré la
possibilité de générer différents niveaux d’intensités pour les émotions ainsi que des styles de
parole intermédiaires par interpolation des modèles HMMs.
3.3.3 Approches non-supervisées
Les approches couvertes dans les sections précédentes reposent majoritairement sur un contrôle
conçu manuellement ou appris de manière supervisée à partir de données annotées, car pour en-
traîner un système de synthèse, les labels des émotions sont nécessaires. Cependant, l’annotation
et la préparation des labels des émotions est une tâche très laborieuse et sujette à l’erreur. En
fait, les bases de données sont labélisées par des annotateurs humains qui peuvent se tromper ou
avoir des avis divergents. De plus, lorsque les émotions sont regroupées sous un nombre limité
de catégorie émotionnelle, la notion de nuance et de graduation des émotions peut être perdue.
De ce fait, une nouvelle architecture de DNN est de plus en plus adoptée pour modéliser
les émotions avec des bases de données non-annotées ou partiellement-annotées. Ces approches
sont appelées des approches non-supervisées ou semi-supervisées respectivement. La plupart des
travaux sur la synthèse expressives non-supervisés s’intéressent à l’aspect acoustique uniquement,
pour le moment très peu de travaux traitent de la synthèse visuelle ou audiovisuelle expressive
et non-supervisée qui reste encore un domaine pas suffisamment exploré.
Aujourd’hui, les architectures encodeur-décodeur permettent de générer des représentations
latentes des émotions. Ces architectures sont souvent établies pour séparer les différentes in-
formations contenues dans les données d’entraînement. Elles ont d’abord été utilisées dans le
domaine de la reconnaissance automatique de la parole et plus précisément pour l’adaptation
des locuteurs dans [Abdel-Hamid and Jiang, 2013]. L’architecture encodeur-décodeur utilisée est
capable de transformer les caractéristiques de chaque locuteur en un espace de caractéristiques
génériques et indépendants du locuteur (espace latent) nous parlons alors de vecteurs de plon-
gement ou embedding vectors. L’adaptation à un nouveau locuteur peut se faire simplement en
apprenant le code (représentation latente) du nouveau locuteur. Cette technique a été adaptée
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pour la synthèse de la parole avec plusieurs locuteurs, d’abord par Luong et al. [2017] qui ont
créé un système de synthèse acoustique avec un contrôle sur l’identité du locuteur et plus récem-
ment par Gibiansky et al. [2017] et Taigman et al. [2017]. Avec cette technique, il est possible
d’interpoler de façon linéaire les codes des locuteurs en changeant progressivement les valeurs du
vecteur d’un locuteur vers celles d’un autre. Cela permet de réaliser l’interpolation des locuteurs.
Luong et al. [2017] ont également trouvé qu’en manipulant manuellement les paramètres du vec-
teur du locuteur, certaines caractéristiques de la voix synthétique peuvent être altérées (l’âge et
le genre du locuteur). An et al. [2017] se sont inspiré de la technique du code du locuteur utilisée
par Huang et al. [2016] pour créer le code d’émotion. En utilisant les labels des émotions pour
entraîner les codes des émotions, An et al. [2017] ont réussi a normaliser et unifier ces derniers
dans un espace latent unique, permettant ainsi de contrôler efficacement le type et l’intensité de
l’émotion dans la parole synthétique.
Henter et al. [2017] ont décrit comment les nuances des émotions peuvent être apprises pour
la synthèse vocale avec une base de données non-annotée en degré ou nuance des émotions. Dans
ce travail, uniquement les labels des émotions sont utilisés pendant l’entraînement d’un DNN de
type BLSTM. La particularité de ce système est qu’il utilise à la fois des observations annotées
(étiquettes des classes des émotions) et non-annotées (étiquettes des nuances des émotions) afin
d’effectuer la synthèse acoustique expressive. L’apprentissage des nuances non-annotées des émo-
tions est réalisé dans un espace de vecteurs latents. Les expériences effectuées confirment que
ce système de synthèse est capable de générer des émotions tout en permettant d’ajuster leurs
degrés d’intensités.
Dans le travail de Watts et al. [2015b] un système de synthèse vocale expressive à partir du
texte a été proposé. Ce système à base de DNN-FF a été entraîné sur des données provenant
de livres audio. Contrairement aux approches classiques, les labels des émotions n’ont pas été
fournis durant l’entraînement. Des vecteurs bi-dimensionnels, appelés vecteurs de contrôle, ont
été appris de façon non-supervisée pour absorber les informations relatives à l’état émotionnel
pour chaque phrase. Ils ont montré, qu’en ajustant les paramètres des vecteurs de contrôle, les
paramètres prosodiques des phrases générées sont modifiés de manière simple et robuste durant
la phase de synthèse.
Récemment, les autoencodeurs variationnels (VAEs) [Kingma and Welling, 2013], sont de plus
en plus convoités dans le domaine de la synthèse expressive de la parole. Les VAEs représentent
une architecture plus complète pour l’apprentissage des variables latentes. Ces architectures
se basent sur des réseaux de neurones pour apprendre à la fois la façon dont les observations
dépendent des variables latentes, ainsi que la façon d’inférer les distributions des variables latentes
à partir des observations. Les VAEs sont considérés comme des auto-encodeurs car le processus
d’inférence peut être considéré comme un encodage d’une observation en une variable latente
tandis que la génération peut être considérée comme un décodage de cette variable latente vers
le domaine initial des observations. De plus, les deux processus (encodage et décodage) peuvent
être appris conjointement par descente de gradient dans une architecture unique [Doersch, 2016].
Le premier travail considérant les VAEs pour la synthèse vocale expressive est le travail de
Akuzawa et al. [2018]. Dans cet article, une architecture VAE a été combinée avec VoiceLoop
[Taigman et al., 2017], afin de permettre à ce modèle de synthèse autorégressif d’être plus ex-
pressif. La méthode proposée peut modéliser les émotions dans le processus de synthèse de la
parole d’une manière non-supervisée.
Dans Henter et al. [2018] les méthodes supervisées et non supervisées pour l’apprentissage des
modèles acoustiques contrôlables sur un large corpus expressif ont été comparées. Les résultats
objectifs et subjectifs montrent que les méthodes non supervisées apprennent et reproduisent avec
succès les classes d’émotions de la base de données et arrive même à surpasser la méthode super-
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visée. En plus des avantages qu’offrent les approches non-supervisées, ces résultats représentent
un argument de plus en leur faveur pour la synthèse de parole expressive non-supervisée.
Les paramètres de contrôle sont souvent constitués de variables latentes et restent complexes à
interpréter. Bien que les travaux cités ci-dessus montrent qu’il est possible de construire un espace
latent conduisant à des variables pouvant être utilisées pour contrôler le style dans la synthèse
vocale. Cependant, ces travaux ne fournissent pas d’informations sur les relations entre l’espace
latent résultant et les caractéristiques acoustiques qu’il est possible de contrôler. L’article de Tits
et al. [2019], propose une analyse de l’espace latent obtenu par un entraînement non-supervisé
d’un VAE sur une base de données acoustique expressive pour la synthèse TTS. Cette analyse
intéressante montre comment certains paramètres acoustiques changent de manière linéaire en
traversant l’espace latent dans des directions bien choisies. Cette relation interprétable entre
l’espace latent et les paramètres acoustiques est très adaptée pour construire des systèmes de
synthèse vocale contrôlables avec un comportement compréhensible.
3.4 Conclusion
Dans ce chapitre, nous avons présenté les différentes approches de synthèse expressive acous-
tique et audiovisuelle de la parole dans la littérature. Nous avons d’abord abordé les approches
explicites pour la modélisation des émotions, ces dernières se basent généralement sur la trans-
formation de la parole neutre en une parole expressive en suivant les règles établies pour chaque
émotion cible. Cependant, ces systèmes sont peu flexibles et nécessitent l’adaptation ou la créa-
tion de nouvelles règles à chaque ajout d’une nouvelle émotion. Les approches de modélisation
implicite de l’expressivité ont ensuite été exposées, que ce soit pour représenter les catégories des
émotions de manière discrète seulement ou de manière continue. L’avantage de la représentation
continue des émotions est sa capacité à mieux refléter la complexité et les variations des émotions
humaines. Elle permet de contrôler l’expressivité en combinant et interpolation entre différentes
émotions pour créer une panoplie d’états émotionnels mixtes ou intermédiaires.
La problématique des données annotées a également été abordée dans ce chapitre et nous
avons décrit l’état de l’art sur ce sujet en présentant les approches non-supervisées. Les ar-
chitectures encodeur-décodeur, notamment les VAEs, ont montré leur efficacité dans quelques
travaux récemment publiés. Ces derniers permettent d’apprendre des représentations latentes des
émotions sans avoir besoin des labels des émotions pendant la phase de l’apprentissage. Ces sys-
tèmes représentent l’état de l’art de la synthèse expressive audiovisuelle en ce moment puisqu’ils
regroupent tous les avantages des techniques précédemment citées. Ils permettent d’avoir une
modélisation implicite, continue, contrôlable et non-supervisée des émotions humaines. Bien que
les travaux dans le domaine acoustique soient bien avancés, le domaine de la synthèse expressive
audiovisuelle contrôlable et non-supervisée restent encore, pour le moment, pas suffisamment
exploré. C’est dans ce cadre précis que se situe une contribution importante de ce travail de
thèse.
Dans la partie suivante de ce manuscrit, nous exposons notre protocole d’acquisition, de
traitement et d’analyse d’un corpus audiovisuel expressif qui sera utilisé plus tard pour la synthèse
de la parole audiovisuelle expressive.
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Étude d’un corpus expressif
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4.1 Introduction
Dans le contexte de la synthèse audiovisuelle expressive de la parole, la qualité des données
utilisées dans l’entraînement des modèles est corrélée à la qualité de la parole de synthèse géné-
rée. De ce fait, il est important de s’assurer que les émotions du corpus sont bien perçues par
les humains. De plus, l’entraînement d’un modèle de synthèse nécessite une base de données de
taille conséquente, contenant au moins quelques heures de parole [Guennec, 2016]. Les bases de
de données expressives existantes ne contiennent souvent que la modalité acoustique (SynPa-
Flex, AlloSat, PAVOQUE, etc). Pour les bases de données audiovisuelles, dans leur majorité,
la modalité visuelle est sous forme d’enregistrements vidéos (GEMEP, CVSP-EAV, eNTERFA-
CE’05, MSP-IMPROV, VAM-Video, SAVEE, MODALITY, etc). Bien qu’ils soient faciles et
moins coûteux à enregistrer, dans ces enregistrement, l’information sur la profondeur de la scène
est perdue. De ce fait, certains gestes liés à la parole, comme la protrusion des lèvres, ne peuvent
pas êtres suivis/prédits avec précision. Heureusement, quelques bases de données audiovisuelles
expressives contenant des données 3D existent. Par exemple, la base de données AV-LASYN
[Cakmak et al., 2014] qui contient un corpus synchrone de données audio et de trajectoires de
marqueurs faciaux 3D, cependant, cette base ne contient qu’une seule émotion et est dédiée pour
la synthèse audiovisuelle du rire seulement. La base de données IEMOCAP [Busso et al., 2008],
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quant à elle, contient des séquences audiovisuelles enregistrées avec des systèmes de capture de
mouvement. Cette base de données contient des enregistrements de dix acteurs et plusieurs émo-
tions : état neutre, colère, joie, excitation, tristesse, frustration, peur, surprise, etc. Toutefois,
chaque locuteur n’a enregistré que 30 minutes de parole scriptée (toutes émotions confondues)
ce qui est insuffisant pour entraîner des systèmes de synthèse de la parole. De plus, le nombre de
phrases par émotions, n’est pas équilibré (neutre 28%, frustration 24%, excitation 17%, tristesse
15%, colère 7%, joie 7%, surprise 2%, dégoût 1%, les autres < 1%) ce qui ne permet pas de
comparer la performance des systèmes de synthèses pour les différentes classes d’émotions. La
base de données Biwi 3D [Fanelli et al., 2010] propose des enregistrements audiovisuelles sous
formes de séquences de scans 3D et d’audio. Ce corpus est très intéressant car il fournit une
information complète sur la déformation du visage en entier (et pas qu’une sélection de points),
mais il est aussi de petite taille (1109 phrases en totales, 14 locuteurs, environ 80 phrases par
locuteur) et ne peut pas être utilisé dans un processus de synthèse.
Pour toutes les raisons évoquées plus haut, nous avons décidé d’enregistrer notre propre
corpus qui répond à nos exigences :
1. Le corpus doit contenir une modalité acoustique et visuelle synchronisée,
2. La modalité visuelle doit être capturée en 3D,
3. Le corpus doit contenir plusieurs classes d’émotions,
4. Le corpus doit être équilibré : les classes d’émotions doivent avoir le même contenu lin-
guistique et le même nombre de phrases.
5. Le corpus doit être suffisamment grand pour entraîner des modèles de synthèse de la
parole (quelques heures).
Sachant, que l’enregistrement d’un corpus audiovisuel expressive d’une grande taille est une
tâche laborieuse, nous avons décidé d’enregistrer un corpus prototype qui nous permettra de
vérifier notre protocole d’acquisition et d’analyser son contenu avant d’enregistrer un corpus de
grande taille. Ce dernier sera dédié à la synthèse comme nous le détaillerons dans les chapitres
suivants.
Dans ce chapitre 3 nous présentons notre démarche pour enregistrer un mini-corpus expressif.
Nous analysons ensuite le corpus obtenu pour vérifier sa qualité et nous assurer de son contenu
émotionnel. Nous avons effectué deux analyses différentes : (1) une évaluation de la production de
la parole expressive et (2) une évaluation perceptive. La première évaluation permet d’identifier
les caractéristiques spécifiques à chaque contexte expressif. L’étude perceptive a été effectuée
sous forme de tâche de reconnaissance des émotions par des humains en utilisant différents types
de stimuli.
4.2 Description et acquisition du corpus
Ce corpus a été enregistré avec un acteur de 27 ans, français natif. Rappelons que l’objet de ce
mini-corpus est de servir de corpus prototype pour la validation de notre protocole d’acquisition
de données multimodales. De toute évidence, ce corpus ne peut pas être utilisé pour développer
un système de synthèse de parole audiovisuelle, car nous avons probablement besoin de plus de
20 ou 50 fois la taille de ce corpus.
L’idée de combiner différents systèmes d’acquisition dans une plateforme d’acquisition mul-
timodale, est née de notre volonté d’obtenir un corpus audiovisuel expressif 3D de haute qualité,
3. Les travaux présentés dans ce chapitre ont fait l’objet d’un article de revue qui a été accepté dans la revue
internationale LREV.
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en utilisant une technique bien adaptée pour chaque partie du visage. La capture de la dyna-
mique des expressions faciales était d’une grande importance, mais l’obtention d’un mouvement
d’articulation très précis était également cruciale. Dans une étude précédente, nous avons évalué
la précision de ces trois systèmes. Nous avons découvert que le système AG501 a la précision
temporelle et spatiale la plus élevée, suivi du système Vicon puis du système RealSense [Ouni and
Dahmani, 2016]. De plus, nous voulons tester les différents systèmes de capture de mouvement
pour envisager leur utilisation ou non pour un corpus dédié à la synthèse audiovisuelle.
4.2.1 Système d’acquisition multimodale
Notre plateforme d’acquisition multimodale est composée de (1) un système de capture
de mouvement (VICON) utilisant des marqueurs optiques réfléchissants, (2) un articulographe
(AG501) utilisant des capteurs électromagnétiques et (3) un système de capture de mouvement
sans marqueurs physiques (Intel RealSense) :
1. VICON : Ce système se base sur des caméras infrarouges et des capteurs rétro-réflectifs.
Dans notre configuration, nous avons à notre disposition 4 caméras (MX3+) avec des
objectifs modifiés pour les courtes distances. Nous avons collé des capteurs de 9mm de
diamètre sur un bonnet serré que l’acteur devait porter sur sa tête durant l’acquisition. Ces
capteurs nous permettent d’obtenir des informations liées aux translations et rotations de
la tête. Nous avons collé aussi des capteurs de 3mm de diamètre sur la partie supérieure
du visage. Ces capteurs nous permettent de capturer les expressions faciales. Les caméras
Vicon ont été placée à une distance d’environ 150 centimètres du locuteur. Le logiciel
propriétaire Vicon Nexus nous a permis de suivre les capteurs sous forme de trajectoires
de points 3D à une fréquence d’échantillonage de 100Hz.
2. Articulograph (AG501) : Les capteurs de l’articulograph permettent de traquer les mou-
vements des lèvres. La technologie utilisée dans le AG501 permet de suivre les gestes les
plus fins des lèvres. Ce système est connu pour sa grande précision et pour sa capacité
de traquer les mouvements de la partie interne des lèvres [Berry, 2011, Stella et al., 2013,
Yunusova et al., 2009], surtout dans le cas de la fermeture de la bouche. En fait, la gestion
de l’occlusion des lèvres n’est pas possible avec les systèmes à base de caméras, car les
capteurs doivent toujours être dans le champ de vision de ces dernière [Ouni and Gris,
2018]. Le logiciel AG501 fournit également la position spatiale 3D de chaque capteur à
une fréquence d’échantillonnage de 250Hz.
3. Intel RealSense (f200) : Les caméras RealSense sont équipées d’une caméra RVB et d’une
caméra de profondeur. Les informations collectées par ces caméras utilisées par un al-
gorithme de suivi des mouvements faciaux pour extraire la position en temps réel d’un
certain nombre de points 3D du visage. Cette technologie de capture de mouvement est
non invasive et nous a permis, dans ce travail, d’avoir un suivi de l’ouverture/fermeture
des yeux. La fréquence d’échantillonage de ce système est de 50 Hz.
La figure 4.1 présente la plate-forme multimodale composée des systèmes AG501, Vicon et
RealSense. Chaque système a des conditions d’utilisation et des contraintes de placement diffé-
rentes. Le système EMA doit être placé à l’écart de tout équipement contenant des matériaux
métalliques ferromagnétiques, tels que les caméras Vicon et les trépieds, pour éviter la déforma-
tion du champ électromagnétique. Le système Vicon doit être placé à une distance raisonnable
de l’acteur pour pouvoir suivre les capteurs réfléchissants de 3 mm collés sur son visage. Concer-
nant la RealSense, le capteur de profondeur a une courte portée (entre 20 cm et 120 cm) et doit
donc être placé plus près que Vicon de l’acteur, avec un risque de couvrir le champ de vision
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Figure 4.1 – La plate-forme multimodale utilisée pour enregistrer les données.
Figure 4.2 – Les positions des marqueurs Vicon, EMA et RealSense sur le visage de l’acteur et
la représentation minimaliste du visage obtenue après la fusion des données des trois systèmes.
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des caméras Vicon. Les fils du système EMA ne doivent pas masquer les marqueurs Vicon et ne
doivent pas empêcher l’algorithme de suivi de la RealSense de reconnaître la forme du visage.
De plus, les synchronisations spatiales et temporelles entre les différents canaux imposent des
combinaisons supplémentaires et une disposition particulière des capteurs dont nous discuterons
dans la sous section dédiée au post-traitement (4.2.3).
La figure 4.2 montre la configuration des marqueurs Vicon et EMA sur le visage, et la position
de la RealSense devant l’acteur. La plupart des emplacements des marqueurs ont été inspirés de
la norme MPEG-4 [Pandzic and Forchheimer, 2002]. Les capteurs EMA sont concentrés autour de
la bouche. Les autres régions du visage sont complétées par des capteurs Vicon. Trois marqueurs
Vicon et trois capteurs EMA ont été placés dans les mêmes positions (chacun au-dessus de
l’autre, voir figure 4.3). Ces trois capteurs sont utilisés comme capteurs de référence pour calculer
l’alignement spatial entre les deux systèmes. Nous avons placé cinq marqueurs supplémentaires
sur le dessus de la tête pour supprimer le mouvement de la tête. On peut obtenir les coordonnées
relatives de ces dernières, par soustraction des trajectoires des marqueurs de la tête. De cette
façon, nous ne gardons que les mouvements faciaux. La figure 4.2 présente la disposition des
marqueurs physiques et virtuels sur le visage de l’acteur.
Figure 4.3 – Un marqueur Vicon collé au dessus d’un capteur EMA. Ils sont utilisés comme
points de référence pour fusionner les données (voir la section 4.2.3).
La modalité acoustique a été acquise simultanément avec les données spatiales à l’aide d’un
microphone cardioïde (Rode NT3) avec une fréquence d’échantillonnage de 48 kHz. Pour syn-
chroniser le canal audio et le canal visuel, nous avons utilisé un appareil électronique fabriqué
en interne. Il déclenche simultanément une lampe infrarouge capturée par les système Vicon et
RealSense, et un son aigu généré par un vibreur piézoélectrique pour l’audio capturé par l’articu-
lographe (AG501 a un déclencheur électronique intégré qui synchronise l’audio et les mouvements
des capteurs). Nous avons développé plusieurs outils et techniques pour traiter et fusionner les
données avec précision, qui seront présentés dans la section 4.2.3.
Avant d’enregistrer l’acteur, plusieurs préparatifs ont été faits. Le système Vicon et le système
EMA ont été calibrés. Les marqueurs Vicon et les capteurs EMA ont été collés sur le visage de
l’acteur. Les différents systèmes ont été testés avant de démarrer l’enregistrement. Nous avons
également placé une caméra pour avoir une référence vidéo pour les données enregistrées.
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4.2.2 Déroulement de l’acquisition
Nous avons demandé à un acteur semi-professionnel de 27 ans de prononcer des phrases dans
sept états émotionnels différents (neutre, joie, surprise, peur, colère, tristesse et dégoût). L’acteur
a utilisé la technique des exercices de style où il dissocie la sémantique de la syntaxe des phrases
et joue les mêmes phrases dans des styles différents. Il se conditionne pour être dans un état
émotionnel donné et prononce ensuite les différentes phrases sans prêter attention à leur sens.
Les phrases ont été présentées, une par une, sur un écran positionné devant l’acteur. Dans ce
contexte, les émotions doivent être considérées comme jouées car elles sont un peu exagérées
comme dans le cas d’une pièce de théâtre. Nous avons fait ce choix car il a été observé dans le
domaine des personnages animés [Bates et al., 1994] que l’expression des émotions humaines doit
être exagérée pour les agents virtuels pour qu’elles puisse être convaincante. L’étude de Kätsyri
et al. [2003] montre également que les expressions d’émotions sont moins bien identifiées pour
un agent virtuel que pour un vrai visage.
Le mini-corpus, enregistré dans cette expérience, contient 30 phrases en langue française. Ces
phrases sont de différentes longueurs : 10 phrases courtes, 10 phrases moyennes et 10 phrases
longues. Les mêmes phrases sont utilisées pour enregistrer l’état neutre et chacune des six émo-
tions. Le nombre total des phrases est de 210. Les phrases longues contiennent en moyenne 27
mots et durent environ 10 secondes chacune. Les phrases courtes ont une longueur moyenne de
4 mots et durent environ 1,3 seconde. Les phrases de longueur moyenne n’ont pas été utilisées
dans les différentes analyses présentées dans ce chapitre.
4.2.3 Post-traitement
Les données visuelles ont été obtenues directement sous forme de coordonnées de points 3D
pour les trois systèmes. Chaque système fournit des données 3D sur sa propre référence spatiale
(position de l’origine et direction des axes). Pour ces raisons, il est nécessaire de résoudre le
problème de la synchronisation temporelle, car chaque système a sa propre fréquence d’échan-
tillonnage. Il est également nécessaire de définir un référentiel unique pour y fusionner les données
des différents systèmes.
Synchronisation des données
Les trois systèmes d’acquisition des données 3D ont différentes fréquences d’échantillonnage :
EMA (250Hz), Vicon (100Hz) et RealSense (50Hz). La fusion des données commence par l’unifi-
cation de leurs fréquences d’échantillonnage. Nous choisissons de conserver la fréquence d’échan-
tillonnage la plus élevée pour conserver une meilleure précision. Nous effectuons un suréchan-
tillonnage, en utilisant une interpolation linéaire, sur les données de Vicon et RealSense pour
atteindre 250Hz.
Pour synchroniser les différents flux de données, nous utilisons une méthode en deux étapes.
Tout d’abord, nous utilisons les informations fournies par le déclencheur que nous avons fabriqué
en interne. Ce dernier génère simultanément un spot lumineux infrarouge et un son aigu. Nous
cherchons manuellement la première frame du signal de chaque flux : pour Vicon et RealSense,
nous cherchons la première frame où apparaît le marqueur artificiel (représentant le spot infra-
rouge), pour AG501, et comme il a son propre déclencheur, nous cherchons la première frame
acoustique où le son aigu apparaît. Cette technique offre un moyen raisonnable de synchroniser
les différents flux. Cependant, le résultat peut être décalé de quelques frames, en raison de la diffé-
rence de fréquence d’échantillonage de chaque système (même après le sur-échantillonage). Pour
cette raison, nous avons combiné cette étape avec une seconde pour affiner la synchronisation.
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Au cours de cette deuxième étape, qui est également manuelle, nous synchronisons spatialement
les données Vicon et EMA, en utilisant les marqueurs de référence EMA et Vicon (collés dans
les mêmes positions). Notre logiciel de visualisation Visartico [Ouni et al., 2012] nous permet de
visualiser les trajectoires d’un marqueur donné. Nous avons choisi un marqueur Vicon au hasard,
puis nous pouvons faire glisser interactivement sa trajectoire pour correspondre parfaitement à
la trajectoire EMA correspondante. À ce stade, nous considérons EMA, Vicon et les données
acoustiques synchronisées. Nous répétons ce processus pour les données RealSense. Comme nous
n’avons pas de marqueurs de référence pour la RealSense, nous avons choisi un ensemble de
marqueurs virtuels proposés par le logiciel de suivi facial RealSense pour les associer aux mar-
queurs des sourcils, de la bouche et des yeux. Nous visualisons à nouveau l’un des marqueurs
de la RealSense utilisés pour l’alignement et nous essayons d’adapter sa trajectoire à celle d’un
capteur EMA. Il est important de noter que le décalage est appliqué à tous les marqueurs du
Vicon et de la RealSense même si un seul marqueur a été choisi pour déplacer les trajectoires.
Fusion des données
Étant donné que chaque système fournit les données 3D sur son propre repère de référence,
l’étape suivante du post-traitement consiste à définir une frame de référence et à fusionner les
données des différents systèmes dans cette frame. Pour ce faire, nous avons utilisé les marqueurs
de référence EMA et VICON que nous avons collés au même endroit (voir figure 4.3). Trois
marqueurs, différents de l’origine du repère spatial, sont nécessaires pour construire trois vec-
teurs non-planaires. Ensuite, nous calculons la translation et la rotation nécessaires pour que
les données Vicon correspondent à la position des données EMA. Ces paramètres sont appliqués
à l’ensemble des capteurs Vicon et à toutes les frames de l’enregistrement. Nous n’avons pas
eu besoin de redimensionner les données, car les trois systèmes fournissent des données 3D à la
même échelle.
Retirer les mouvements de la tête
Enfin, nous avons utilisé des marqueurs Vicon supplémentaires sur la tête de l’acteur et trois
autres capteurs EMA (deux derrière les oreilles et un entre les yeux) pour supprimer les mou-
vements de la tête. Ce type de données sera utilisé dans la synthèse vocale audiovisuelle, où la
suppression du mouvement de la tête est nécessaire pour pouvoir générer des expressions faciales
et des gestes vocaux cohérents et non ambigus. Il convient de noter qu’il est toujours possible de
réintégrer ces mouvements ultérieurement si nécessaire. Nous utilisons les marqueurs supplémen-
taires pour construire les vecteurs de transformation. La première frame de l’enregistrement est
utilisée comme référence où la tête sera fixée à cette pose particulière. Ensuite, nous calculons
les transformations de translation et de rotation, en fonction de la configuration de la première
frame. Après cela, nous appliquons la transformation calculée frame par frame.
Comme nous pouvons le voir sur la figure 4.2, le résultat final consiste en une configuration
de points 3D représentant le visage : la bouche, les joues, le nez, le contour des yeux, les pupilles
des yeux, les sourcils et le front. Ainsi, les données multimodales consolidées sont représentées
par un groupe de points 3D à une fréquence d’échantillonnage de 250Hz, pour toutes les phrases
du mini-corpus.
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4.3 Analyse de la production
Dans cette analyse, nous avons utilisé les mêmes phrases pour étudier les différentes carac-
téristiques émotionnelles visuelles et acoustiques. Nous n’avons utilisé que les phrases longues.
Dans une étude précédente, nous avions analysé les données acoustiques et visuelles des phrases
courtes dans des conditions similaires (en utilisant uniquement le système Vicon [Ouni et al.,
2016]). Dans les sections suivantes, nous faisons référence aux résultats de cette étude. Dans ce
chapitre, les deux types de phrases, courtes et longues, n’ont été utilisés que lors de l’évaluation
perceptuelle. Les analyses ont été effectuées sur les données obtenues, composées de sept fichiers
d’enregistrement (un pour chaque émotion), chaque enregistrement contenant dix phrases.
4.3.1 Analyse visuelle
Comme les données visuelles du corpus enregistré sont constituées de 48 points spatiaux 3D
représentant un espace de grande dimension, l’analyse peut être longue et difficile à mener vu le
nombre de dimensions à explorer. De plus, contrairement à l’étude des émotions dans un contexte
statique (images ou vidéos sans parole), nous considérons la dynamique des émotions représen-
tées par des séquences de parole. Dans ce cas particulier, nous devons analyser ces séquences
pour extraire les mouvements les plus importants sans les analyser image par image. Pour ces
raisons, nous avons effectué une analyse en composantes principales (ACP) sur les données afin
de réduire le nombre de dimensions à analyser. Le corpus a été divisé en sept fichiers, chacun
contenant dix phrases d’une émotion donnée. Nous avons appliqué l’ACP à chaque petit corpus
pour identifier les directions principales du mouvement lorsqu’une émotion donnée est présente.
Nous avons également calculé plusieurs mesures faciales (ouverture des yeux, mouvements des
sourcils, ouverture de la bouche et étirement de la bouche). Le but est de quantifier les diffé-
rentes variations trouvées avec l’analyse PCA et de les représenter avec les unités d’action du
manuel FACS [Ekman et al., 2002]. Le FACS est le système de codage d’action faciale (mis en
place par Ekman and Friesen [1978]) et décrit les mouvements faciaux par un ensemble d’unités
d’actions (UAs), nous présentons dans l’annexe B la liste des différentes UAs accompagnées de
leur description. En représentant nos résultats en termes de UAs nous serons en mesure de les
comparer avec les autres études qui se basent sur ce même encodage.
Le tableau 4.1 montre le pourcentage de variance des cinq premières composantes principales
(CPs) des différents états émotionnels. La variance est répartie sur les CPs , mais CP1 ne capture
pas un geste dominant pour les différentes émotions (plus de 50% de la variation). Nous atteignons
un pourcentage cumulé de variance supérieur à 50% avec les trois premières composantes. Dans
une étude précédente sur les phrases courtes, ce taux a été atteint avec les 2 premiers composantes
uniquement [Ouni et al., 2016].
Dans la figure 4.4, nous représentons la variation des trois premières CPs pour chaque émo-
tion. Afin de représenter toute la variation pour chaque CP, nous avons représenté leur valeur
minimale et maximale sur chaque figure. La déformation du visage est présentée lorsque la CP
correspondante a une valeur de -3 (bleu) ou +3 (rouge) écarts-types (nous supposons qu’ils sont
la limite inférieure et supérieure de la variation CP). Nous présentons dans le tableau 4.2 les dif-
férentes UAs sollicitées pour chacune des trois premières CPs de chaque émotion. L’état neutre
représente des mouvements très légers, essentiellement l’ouverture des lèvres (CP1 avec UA25 et
CP3 avec UA26) et la protrusion des lèvres (CP2 avec UA18 et UA22). Ces mouvements articu-
latoires sont importants pour la production de la parole. Cette variation ne concerne que la partie
inférieure du visage. La partie supérieure, qui est généralement importante pour l’expression des
émotions, bouge à peine.
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Emotion CP1 CP2 CP3 CP4 CP5
Neutre 20 (20 ) 16 (36 ) 12 (49 ) 8 (57 ) 6 (63 )
Joie 34 (34 ) 18 (52 ) 7 (60 ) 6 (66 ) 5 (72 )
Surprise 34 (34 ) 18 (53 ) 11 (64 ) 6 (71 ) 5 (76 )
Colère 40 (40 ) 13 (53 ) 9 (63 ) 6 (70 ) 4 (74 )
Peur 26 (26 ) 13 (39 ) 12 (52 ) 8 (60 ) 7 (68 )
Tristesse 23 (23 ) 15 (38 ) 13 (51 ) 9 (60 ) 6 (67 )
Dégoût 31 (31 ) 11 (42 ) 10 (53 ) 8 (61 ) 8 (70 )
Table 4.1 – Pourcentages de la variance des cinq premières composantes principales pour l’état
neutre et les 6 émotions. Le nombre entre parenthèse est le pourcentage cumulé de variance.
Émotion Unités d’actionCP1 CP2 CP3
Neutre UA25 UA18, UA22 UA26
Joie UA1, UA2, UA5, UA6,UA9, UA12, UA26 UA12, UA18, UA22, UA26 UA26
Surprise UA1, UA2, UA5, UA26 UA5, UA26 UA18, UA22, UA26
Colère UA1, UA2, UA5, UA26 UA18, UA22, UA23, UA24,UA26 UA26
Peur UA1, UA2, UA5, UA26 UA25 UA5, UA18, UA22, UA26
Tristesse UA1, UA4, UA7, UA15,UA25 UA18, UA22 UA7, UA15, UA26
Dégoût UA1, UA2, UA4, UA7,UA10, UA25
UA7, UA9, UA10, UA20,
UA25
UA7, UA18, UA22, UA10,
UA20, UA25
Table 4.2 – Les trois composantes principale des données faciales pour chaque émotion et les
unités d’action correspondantes.
Pour la première composante, et contrairement aux autres émotions où la forme des yeux
varie de grand ouvert (UA5) à légèrement fermé (UA7), pour la surprise et la peur les yeux
sont grands ouverts en continu. L’autre caractéristique notable est que la tristesse et le dégoût
se distinguent par la taille des yeux la plus petite.
Pour la tristesse, la forme des sourcils, des yeux et de la bouche se courbe vers le bas. En
ce qui concerne le dégoût, la bouche est également courbée vers le bas (UA15), mais l’ouverture
est plus importante. Un important mouvement nasal est également présent dans la deuxième
composante du dégoût (UA9). 18% de la variance de la joie (CP2) représente un étirement des
lèvres vers le haut, qui est caractéristique de la forme familière du sourire (UA12). Il convient
de noter que le mouvement du visage lié à la parole (ouverture de la bouche et protrusion) est
également important. Globalement pour toutes les émotions, les trois premières CPs sont liées à
l’ouverture des lèvres (UA25 et UA26) et à l’étirement / protrusion des lèvres (UA18 et UA22).
Sur la base de la représentation réduite du visage de l’acteur (voir figure 4.5), quelques
mesures ont été calculées et comparées en fonction de certains capteurs et distances spécifiques.
Dans la figure 4.5, la distance euclidienne entre les capteurs (a) et (b) a été utilisée pour calculer
l’ouverture / fermeture de l’oeil (UA5, UA7 et UA45). Pour le mouvement des sourcils, le capteur
(d) représente le capteur central du sourcil gauche au repos. Les coordonnées de ce capteur ont
été utilisées comme référence pour calculer l’élévation / froncement des sourcils (UA2 et UA4)
en utilisant les coordonnées du capteur (c) qui représente le capteur central du sourcil gauche
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Figure 4.4 – Les trois premières composantes principales des données visuelles et leur pour-
centage de variance pour l’état neutre et les 6 émotions. Chaque paire de couleurs montre la
déformation du visage lorsque les composantes prennent des valeurs entre -3 (bleu) et +3 (rouge)
de déviation standard.
pour les différentes émotions. Les capteurs (e) et (f) ont été utilisés pour mesurer l’étirement
de la bouche, tandis que les capteurs (g) et (h) ont été utilisés pour mesurer l’ouverture de la
bouche.
La figure 4.6 montre le résultat de l’ouverture / fermeture moyenne des yeux (UA5, UA7
et UA45) pour chaque émotion. La valeur moyenne et l’écart type l’ouverture de chaque oeil
(droite et gauche) ont été calculés. Le résultat de la figure 4.6 est cohérent avec nos résultats en
utilisant l’ACP. La surprise et la peur sont les émotions ayant la valeur d’ouverture oculaire la
plus élevée, la tristesse et le dégoût sont les plus faibles et les émotions restantes ont une valeur
d’ouverture oculaire modérée.
Les figures 4.9 et 4.10 montrent respectivement l’étirement et l’ouverture moyens des lèvres
pour chaque émotion. L’étirement des lèvres (lié aux unités d’action UA12, UA13, UA14, UA15
et UA20) a été calculé sur la base de la distance e-f et l’ouverture des lèvres (liée aux unités
d’action UA25, UA26 et UA27) est basée sur la distance g-h. Pour le mouvement des sourcils
(lié aux unités d’actions UA1, UA2 et UA4) les résultats sont présentés sur la figure 4.7. Cette
mesure a été calculée sur la base du point central des sourcils (c). Une frame représentant le
visage au repos a été sélectionnée pour servir de référence. La distance c-d a été calculée pour
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Ouverture moyenne des yeux
























Figure 4.6 – L’ouverture moyenne des yeux (en mm) pour chaque émotion et leur écart type.
Cette mesure est représentée sur la figure 4.5 avec la distance a-b. La valeur moyenne et l’écart-
type d’ouverture de chaque oeil (droite et gauche) ont été calculés, puis nous avons calculé leur
valeur moyenne.
les deux sourcils lors de l’enregistrement de chaque émotion. La distance euclidienne moyenne
c-d a été calculée pour les deux sourcils, puis la valeur moyenne des résultats des deux sourcils
a été calculée.
Les figures 4.6 et 4.10 montrent que les émotions avec l’ouverture moyenne des yeux la plus
élevée ont également une grande valeur d’ouverture de la bouche et inversement. Les tendances
globales de l’ouverture des yeux et des lèvres sont très similaires. Comme le montre la figure
4.8, pratiquement pour toutes les émotions, les mouvements des sourcils ne concernent que les
haussements (UA1 et UA2), à l’exception du dégoût qui contient plusieurs froncements des
sourcils (UA4). Certaines émotions se distinguent par leurs caractéristiques visuelles tandis que
d’autres partagent des caractéristiques similaires :
Neutre : Les mesures de l’état neutre ont été utilisées comme référence pour comparer toutes
les autres caractéristiques des émotions. Pour cette état, les sourcils bougent à peine et les autres
mesures ont les valeurs les plus basses ou très basses.
53











Mouvement moyen des sourcils
Neutre Joie Tristesse Peur Colère Dégoût Surprise
Figure 4.7 – Mouvement moyen des sourcils (en mm) pour les 7 émotions et leur écart type. Cal-




































Variation verticale des sourcils (UA2 et UA4)
Figure 4.8 – Valeurs de l’axe vertical (en mm) pour le capteur central du sourcil gauche. Les
rectangles représentent les premier et troisième quartiles. La ligne blanche horizontale représente
la médiane et les extrémités des lignes verticales représentent les valeurs min et max de la position
du capteur. Les valeurs positives représentent l’élévation des sourcils (UA2), celles négatives
représentent le froncement des sourcils (UA4).
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Neutre Joie Tristesse Peur Colère Dégoût Surprise
Figure 4.9 – L’étirement moyen des lèvres (en mm) pour chaque émotion et leur écart type.













Neutre Joie Tristesse Peur Colère Dégoût Surprise
Figure 4.10 – L’ouverture moyenne des lèvres UA25/UA26 (en mm) pour chaque émotion et
leur écart type. L’ouverture des lèvres a été calculée sur la base de la distance g-h.
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Surprise : Cette émotion se distingue sur plusieurs niveaux des autres émotions. L’ouverture
des yeux et des lèvres est la plus grande (UA5 et UA26). Cette émotion a également un étirement
des lèvres important par rapport au neutre. De plus, les valeurs de mouvement des sourcils sont
les plus élevées (UA1 et UA2). Ces remarques sont cohérentes avec le résultat de l’ACP, puisque
34% de la variation représente une bouche ouverte en permanence et des sourcils haussés.
Joie : Cette émotion est caractérisée par l’étirement des lèvres le plus élevé (UA12). Ce résultat
peut être expliqué par la forme du sourire qui nécessite un étirement important des lèvres, cette
forme est capturée par la deuxième CP de la joie. le froncement du nez (UA9) est également
présent dans CP1 et CP2. La joie nécessite également un grand mouvement des sourcils (UA1
et UA2). Pour l’ouverture des lèvres et des yeux (UA25, UA26 et UA5) les valeurs obtenues sont
relativement modérées.
Tristesse et dégoût : Lors de l’analyse de la tristesse, une certaine ressemblance avec le dégoût
a été repéré. elles ont toutes les deux l’ouverture des yeux la plus basse (UA7) et un étirement
des lèvres important lié aux UA15 et UA20 (en cohérence avec les résultats de l’ACP, où ces
deux émotions étaient caractérisées par un mouvement d’étirement des lèvres vers le bas). De
plus, ces deux émotions ont une ouverture de lèvre modérée (UA25). Pour le mouvement des
sourcils, la tristesse se caractérise par un mouvement constant d’élévation des sourcils (UA1 et
UA2). Cependant, pour le dégoût, les mouvements varient d’une montée rapide des sourcils à une
position stable de froncement des sourcils (UA1, UA2 et UA4).
Colère : Cette émotion représente une ouverture marquée des yeux que nous pouvons constater
dans la CP1. La CP2 concerne principalement le serrage des lèvres (UA23) et les mouvements
de protrusion des lèvres (UA18 et UA22), ce qui est cohérent avec la faible valeur d’étirement
des lèvres de la colère dans la figure 4.9. De plus, dans le corpus de la colère, l’ouverture des
lèvres (UA26) était remarquablement élevée (deuxième après surprise). Le froncement du nez
(UA9) peut être remarqué dans la CP2 et aucun pattern dominant n’a été remarqué pour les
mouvements des sourcils. Les mouvements des sourcils alternent entre une position de repos
stable et des élévations rapides ou stables (UA1 et UA2).
Peur : Cette émotion présente l’ouverture des yeux la plus importante (UA5) après la sur-
prise. De la même manière que la colère, et malgré leur faible valeur d’étirement des lèvres, ces
émotions compensent par un mouvement d’ouverture des lèvres élevé (UA26). Les figures 4.7
et 4.8 montrent que les mouvements de haussements des sourcils (UA1 et UA2) sont présents
mais extrêmement faibles. En décrivant les différentes caractéristiques visuelles des émotions en
termes d’unités d’action, nous concluons que nos résultats sont similaires à ce qui peut être géné-
ralement trouvé dans la littérature [Ekman and Friesen, 1976, Tian et al., 2001, Wiggers, 1982,
Lucey et al., 2010]. En plus de reproduire les résultats précédents, la présente étude a démontré
que la principale caractéristique faciale de ces émotions est maintenue même pendant l’activité
de la parole. De plus, des unités d’action supplémentaires sont présentes dans les trois premières
composantes principales de toutes les émotions (UA26, UA26, UA18, UA22). Ces actions sont
liées à l’activité de la parole (ouverture de la bouche, protrusion).
4.3.2 Analyse acoustique
Les données acoustiques ont été enregistrées en même temps que les données visuelles et les
deux flux ont été synchronisés. Nous avons commencé le post-traitement en faisant un aligne-
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ment de la parole pour chaque phrase à différents niveaux : mots, syllabes et phonèmes. avec
cet alignement, nous avons cherché à obtenir des caractéristiques acoustiques à un niveau très
fin. Nous avons utilisé CMUSphinx (une boîte à outils open source pour la reconnaissance et
l’alignement de la parole par Lamere et al. [2003]) pour effectuer un premier alignement pho-
nétique, puis nous avons effectué une vérification manuelle, pour corriger les éventuelles erreurs
et imperfections. Nous avons utilisé le logiciel PRAAT (un logiciel gratuit pour l’analyse de la
parole en phonétique [Boersma et al., 2002]), pour calculer les différents paramètres acoustiques.
Le corpus étant relativement petit, nous nous sommes concentrés sur les caractéristiques glo-
bales, calculées sur la totalité de la phrase. Nous calculons les caractéristiques les plus courantes
[Pell et al., 2009] : 1) F0 et énergie : moyenne, minimum, maximum, plage, 2) Durée : débit de
l’articulation. Pour évaluer les caractéristiques vocales, le jitter et le shimmer sont généralement
pris en compte comme paramètres dans les systèmes du traitement automatique de la parole. Le
jitter (respect. shimmer) mesure la perturbation de la longueur (respect. amplitude) entre deux
périodes de pitch consécutives. En d’autres termes, Le jitter représente la micro-variation du
pitch dans la voix et shimmer signifie la variation de l’intensité de la voix. Ces caractéristiques
sont calculées pour chaque phrase et la valeur moyenne est utilisée pour chaque émotion.
La figure 4.11 et la figure 4.12 (détaillées dans le tableau 4.3) montrent les caractéristiques
de la F0 pour chaque émotion. L’intervalle de confiance à 95% montre que la moyenne de la F0











Moyenne de la F0
Neutre Joie Tristesse Peur Colère Dégoût Surprise
Figure 4.11 – Valeurs moyennes de la F0 (en Hz) pour les 7 émotions et leur intervalle de
confiance à 95%.
De plus, l’éthologue Eugene Morton a trouvé un modèle inter-espèces, dans lequel les hautes
fréquences sont corrélées avec les comportements d’affiliation, tandis que les basses fréquences
sont associées aux comportements agressifs [Morton, 1977, 1994]. De plus, dans une étude trans-
culturelle de la prosodie de la parole, Bolinger [1978] ont trouvé une association similaire chez
l’homme : une F0 élevée est associée à des comportements amicaux tandis qu’une F0 faible est
associé à des comportements agressifs. Les résultats tracés dans les figures 4.11 et 4.12 révèlent
que la joie et la surprise ont une F0 plus grande que les autres émotions, comme suggéré précé-
demment. Quant à la peur et à la colère, elles ont la F0 la plus basse puisqu’elles sont les plus
éloignées d’une attitude sympathique.
Néanmoins, résumer l’intonation de l’émotion par des valeurs min/max/moyenne est assez
restrictif. L’intonation peut également être considérée comme un geste. Le contour de l’intonation
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Figure 4.12 – Plage des valeurs de la F0 (en Hz) pour les 7 émotions.
est également significatif pour comparer les émotions. Un exemple du contour typique de la F0
est donnée pour la phrase : "Mais les gens ne se mettent pas en grève par plaisir, tu devrais le
savoir, si les grenouilles avaient des ailes, elles ne s’embêteraient pas à sauter." dans la figure
4.13. La valeur moyenne de la F0 a été calculée pour chaque syllabe à l’aide de PRAAT. La durée
de la syllabe n’est pas représentée sur la figure, car la durée de la phrase pour chaque émotion
est différente. Les contours des 10 phrases de toutes les émotions ont été calculés. Après cela, la
moyenne F0 de chaque énoncé a été calculée et présentée sur la figure 4.14. Cette figure capture
la même tendance moyenne que ce qui a été trouvé pour le contour complet d’une phrase (figure
4.13). Le classement des émotions en termes de valeurs F0 suit pratiquement le même ordre pour
toutes les phrases. Il est à noter que les tendances dominantes des contours F0 sont correctement
capturées par la mesure moyenne et le rang F0 global de chaque émotion est préservé.
Neutre Joie Tristesse Peur Colère Dégoût Surprise
Moyenne Min F0 82.19 106.49 96.53 87.16 94.68 92.37 114.18
Moyenne Max F0 139.33 242.08 165.07 152.01 165.31 242.03 270.77
Moyenne Moyenne F0 103.20 157.71 124.24 111.731 122.21 133.14 179.37
Table 4.3 – Plage des valeurs de la F0 pour les 7 émotions.
Globalement, les résultats obtenus confirment ce qui a été trouvé dans d’autres études [Sche-
rer, 1986, Paeschke et al., 1999] sur la corrélation entre les émotions et la F0 moyenne. Toutes
les émotions ont une moyenne globale F0 plus élevée que l’état neutre. Nos résultats sont simi-
laires à ce qui est attendu, à l’exception de la tristesse qui a été considérée comme ayant une F0
inférieure à celle du neutre. Cette différence peut provenir de la nature jouée (exagérée) de notre
corpus qui peut transmettre un degré d’émotion plus fort que la parole spontanée.
Débit : La figure 4.15 et le tableau 4.4 montrent les statistiques du débit de la parole (phonèmes
par seconde). Pour calculer cette mesure, la longueur totale des sons (les silences n’ont pas été
pris en compte) a été divisée par le nombre total de sons par phrase. Cette information (la
longueur d’un seul son dans une émotion donnée) a été utilisée pour calculer le nombre de sons
par seconde. La valeur moyenne a été calculée pour les dix phrases pour toutes les émotions.
Toutes les émotions ont un débit de parole plus élevé que le neutre. Dans la figure 4.15, le taux
58
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Neutre Tristesse Surprise Joie Peur Dégoût Colère
Figure 4.14 – Valeurs moyennes de la F0 pour les 7 émotions (par phrases)
d’articulation est exprimé en pourcentage par rapport au débit de l’articulation de l’état neutre.
Par exemple, +20% signifie que la vitesse est 20% plus rapide que la vitesse de l’état neutre
neutre.
Le débit de l’articulation distingue la colère et le dégoût des autres émotions et est nettement
plus rapide que le neutre. La joie et la peur ont un débit très similaire environ 10% plus rapide
que le neutre. La tristesse et la surprise ont une vitesse plus faible (7% et 3% respectivement).
Cependant, contrairement aux études antérieures, dans notre analyse, la tristesse et le dégoût se
sont avérés être associés à un débit de parole plus rapide, plutôt qu’à un rythme plus lent, par
rapport au neutre.
Jitter/shimmer : Les figures 4.16 et 4.17 présentent les résultats de nos données pour les
paramètres de jitter et shimmer. La différence entre les émotions est très subtile pour ces pa-
ramètres. Les résultats ont montré que des valeurs de jitter et shimmer les plus élevées sont
associées à la peur, au dégoût et à la colère. Les valeurs de jitter et shimmer les plus faibles ont
été trouvées pour la surprise. Pour les autres émotions (la tristesse et la joie), elles ont une valeur
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Neutre Joie Tristesse Peur Colère Dégoût Surprise
Figure 4.15 – A gauche : Débit de l’articulation par émotion (nombre de sons par seconde),
calculé à partir des 10 phrases. A droite : Débit de l’articulation par émotion par rapport au taux
d’articulation de l’état neutre, calculé à partir des 10 phrases.
Colère dégoût peur Joie Neutre Tristesse Surprise
(phonème/s) 15.24 14.73 14.1 14.19 12.82 13.66 13.22
(%/neutre) 19% 15% 10% 11% 0% 7% 3%
Table 4.4 – Débit de l’articulation par émotion calculé à partir des 10 phrases.
similaire au neutre (tristesse avait une valeur légèrement supérieure à la joie). De plus, Nunes
[2013] ont constaté que jitter et shimmer sont plus élevés pour les émotions les plus négatives et
faibles pour les émotions positives. Nos résultats sont alignés avec ces conclusions, à l’exception
de la tristesse qui représente des valeurs faible de jitter et de shimmer (proches de celles du
neutre).
Certaines émotions se distinguent par leurs caractéristiques acoustiques tandis que d’autres
partagent des caractéristiques similaires :
Neutre : L’émotion neutre a été utilisée à nouveau comme référence pour comparer le com-
portement des autres émotions. Les valeurs des paramètres les plus faibles ont été trouvées pour
cette état émotionel (F0 la plus basse, débit d’articulation, jitter et shimmer).
Surprise : Cette émotion présente la valeur de la F0 la plus élevée. La Surprise était également
la seule à avoir des valeurs de jitter et shimmer inférieures au neutre.
Joie : Les valeurs de la F0 étaient également importantes pour cette émotion. Mais, contraire-
ment à la surprise, le débit de d’articulation de la joie était élevé. Les valeurs de jitter et shimmer
étaient identiques à celle du neutre.
Tristesse : Cette émotion a une moyenne de F0 et un débit d’articulation modérés. En ce qui
concerne le jitter et shimmer, les valeurs de la tristesse étaient très proches du neutre.
Dégoût : Cette émotion a une valeur de F0 moyenne supérieure au neutre mais la plage des
valeurs de la F0 est clairement l’une des plus élevées. Le débit d’articulation est également l’un
des plus rapides.
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Jitter moyen pour les phrases longues






















Shimmer moyen pour les phrases longues













Figure 4.17 – Valeur moyenne du shimmer pour les 7 émotions.
Colère : Lors de l’analyse des phrases de la colère, la plage des valeurs de la F0 était relati-
vement faible, mais le débit d’articulation s’est avéré être le plus élevé parmi toutes les autres
émotions. Sa valeur de jitter est identique au neutre mais la valeur de shimmer est plus impor-
tante.
Peur : La valeur de la F0 était très faible, légèrement supérieure au neutre. Contrairement au
neutre, les pics des valeurs de la F0 pour la peur atteignent des niveaux plus élevés. D’un autre
côté, une valeur modérée du débit d’articulation a été trouvée pour la peur. Cette émotion a les
valeurs de jitter et shimmer les plus élevées.
4.4 Étude perceptive du corpus
L’évaluation perceptuelle a pour objectif de déterminer si l’acteur a été capable de trans-
mettre les différentes émotions correctement. Cela est essentiel pour décider de la qualité du
corpus audiovisuel expressif acquis. Comme les données finales seront utilisées pour développer
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un système de synthèse audiovisuelle expressive de la parole, il est important d’évaluer la confi-
guration des marqueurs 3D pour voir si cette représentation minimale du visage est suffisante
pour modéliser l’expressivité faciale et si leurs nombre et les positions sont capables de capturer
correctement les caractéristiques d’expressivité.
Une technique d’évaluation similaire a été utilisée dans le passé pour évaluer un système
de synthèse audiovisuelle [Bailly et al., 2002]. Dans un travail précédent, nous avons présenté
une étude détaillée mettant l’accent sur les aspects perceptuels de l’expressivité. Nous avons
également discuté de l’influence de chaque modalité et de sa contribution dans la perception des
émotions [Ouni et al., 2017]. En particulier, nous avons comparé deux modalités : bimodale (avec
audio) et unimodale (sans audio), à travers trois présentations : points 3D sans mouvement de
la tête, points 3D avec mouvements de la tête puis une vidéo du visage de l’acteur. Les stimuli
utilisés étaient 10 phrases courtes pour les différentes émotions (tous les détails se trouvent dans
[Ouni et al., 2017]). Dans la présente évaluation, nous nous concentrerons uniquement sur deux
présentations et deux modalités : (1) phrases courtes vs. (2) phrases longues et (3) visage de
l’acteur (vidéo) vs. (4) ensemble de points 3D (représentation minimaliste du visage).
4.4.1 Stimuli
Nous avons utilisé le même jeu de phrases que présenté en 4.2.2 : Vingt phrases (10 courtes
et 10 longues) prononcées par un acteur de 27 ans, semi-professionnel, avec 7 états émotionnels
différents (neutre, joie, surprise, peur, colère, tristesse et dégoût), l’acteur utilisant la technique
des exercices de style. Comme les participants n’étaient pas tous de la même culture, nous avons
choisi d’utiliser les émotions de base (neutre, joie, surprise, peur, colère, tristesse et dégoût),
car il s’est avéré qu’elles étaient universelles [Ekman and Friesen, 1971]. Nous avons découpé
les enregistrements en une phrase par fichier de stimuli, puis trois types de stimulus ont été
présentés aux participants : (1) le stimulus audiovisuel du visage de l’acteur (video) (2) le stimulus
audiovisuel avec représentation minimaliste du visage (3) le stimulus visuel uniquement avec
représentation minimaliste du visage. Pour chaque partie de l’expérience, les stimuli ont été
présentés de manière aléatoire.
4.4.2 Participants
Les expériences perceptuelles ont été menées avec deux groupes de participants. Les expé-
riences perceptuelles des phrases longues comptent douze participants (adultes, 5 femmes, 7
hommes). Pour les phrases courtes, un autre groupe de treize participants (adultes, 3 femmes
et 10 hommes) ont passé les tests. Les participants des deux groupes n’étaient pas des français
natifs, mais ils vivaient en France durant la période de l’étude.
4.4.3 Méthode
Nous avons mis en place une application web sur laquelle les participants pouvaient se connec-
ter pour effectuer les tests perceptifs. Une série de stimulus ont été présentés un par un et chaque
participant devait choisir, selon lui, et parmi une liste de sept possibilités (neutre, joie, surprise,
peur, colère, tristesse et dégoût) l’émotion exprimée dans les stimuli. Le participant devait sélec-
tionner une réponse et valider pour pouvoir voir le stimulus suivant. Les participants avaient la
possibilité de rejouer les stimuli autant de fois qu’ils le souhaitaient. Nous n’avons pas commenté
ni imposé de définition des émotions pour éviter de biaiser la perception des participants. Les
participants ont effectué le test avec les stimuli acoustiques uniquement, puis visuels uniquement,
avant de pouvoir passer les tests audiovisuels.
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Émotion perçue











e Joie 95.00(*) 0 0 0 0 5 0
Tristesse 0 83.33(*) 0 3.33 10 0 3.33
Colère 0 8.33 60(*) 1.67 25 3.33 1.67
Peur 0 1.67 8.33 71.67(*) 1.67 16.67 0
Dégoût 0 0 48.33 0 51.67(*) 0 0
Surprise 10 0 0 1.67 0 86.67(*) 1.67
Neutre 0 5 0 0 0 0 95(*)
Table 4.5 – La matrice de confusion du taux de reconnaissance des 7 émotions avec la vidéo
du visage de l’acteur pour les phrases longues. Les lignes représentent la distribution des
réponses données par les participants.
Émotion perçue











e Joie 97.12(*) 0 0 0 0 2.88 0
Tristesse 0 83.65(*) 0 0 14.42 0 1.92
Colère 0 2.88 70.19(*) 2.88 9.62 7.69 6.73
Peur 0 2.88 0 92.31(*) 0 4.81 0
Dégoût 0 4.81 4.81 0.96 89.42(*) 0 0
Surprise 4.81 0 15.38 0 4.81 75(*) 0
Neutre 0 0 0 0 0.96 0 99.04(*)
Table 4.6 – La matrice de confusion du taux de reconnaissance des 7 émotions avec la vidéo
du visage de l’acteur pour les phrases courtes. Les lignes représentent la distribution des
réponses données par les participants.
Résultats
Après la collecte des résultats des différentes expériences, nous avons calculé le niveau de
significativité statistique en utilisant la valeur-p avec un test-t. Puisque nous testons le taux de
reconnaissance de sept émotions en parallèle nous avons corrigé les résultats obtenus avec la mé-
thode de Holm–Bonferroni [Holm, 1979]. Cette correction est conçue pour les tests à hypothèses
multiples et réduit la possibilité d’obtenir un résultat statistiquement significatif lors de l’exécu-
tion de plusieurs tests parallèles. Pour chaque expérience, nous avons utilisé un degré de liberté
égale au nombre de participants moins 1 (12 pour les phrases courtes et 11 pour les longues).
Nous avons utilisé une valeur critique correspondant au risque (alpha) égale à 5% et un niveau
de hasard de 14% correspondant à la probabilité qu’une émotion donnée soit choisie au hasard
parmi les sept choix possible. Nous avons ajouté le symbole (*) pour les résultats statistiquement
significatifs et (-) pour ceux statistiquement non-significatifs. Les résultats sont présentés dans
les tableau 4.5– 4.10.
En ce qui concerne les stimuli audiovisuels des phrases longues contenant des vidéos de l’acteur
(table 4.5), la majorité des émotions ont été très bien reconnues (plus de 70%). Toutefois, la colère
et le dégoût ont été beaucoup confondues. Cette constatation a été signalée par des résultats
similaires dans la littérature [Ekman and Friesen, 1986]. De plus, quelques recherches ont aussi
révélé qu’il n’est pas correct de supposer que le public partage des significations similaires des
noms des émotions et que la compréhension commune du mot dégoût reflète une combinaison
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Émotion perçue











e Joie 81.67(*) 0 0 1.67 0 10 6.67
Tristesse 0 76.67(*) 0 3.33 15 1.67 3.33
Colère 1.67 5 46.67(*) 6.67 20 16.67 3.33
Peur 0 5 5 66.67(*) 5 18.33 0
Dégoût 0 0 65 6.67 23.33(-) 1.67 3.33
Surprise 16.67 1.67 0 5 3.33 68.33(*) 5
Neutre 0 16.67 0 1.67 5 0 76.67(*)
Table 4.7 – La matrice de confusion du taux de reconnaissance des 7 émotions avec la repré-
sentation minimaliste du visage de l’acteur pour les phrases longues (avec audio).
Les lignes représentent la distribution des réponses données par les participants.
Émotion perçue











e Joie 84.62(*) 0 0 0.96 1.92 11.54 0.96
Tristesse 0 58.65(*) 0.96 0 25.96 0 14.42
Colère 0.96 1.92 40.38(*) 10.58 18.27 7.69 20.19
Peur 0.96 4.81 0 75.00(*) 4.81 13.46 0.96
Dégoût 0.96 2.88 39.42 1.92 47.12(*) 1.92 5.77
Surprise 3.85 0 3.85 9.62 3.85 77.88(*) 0.96
Neutre 0 3.85 2.88 0 4.81 0 88.46(*)
Table 4.8 – La matrice de confusion du taux de reconnaissance des 7 émotions avec la repré-
sentation minimaliste du visage de l’acteur pour les phrases courtes (avec audio).
Les lignes représentent la distribution des réponses données par les participants.
entre le dégoût et la colère [Nabi, 2002]. Nous rappelons que nous n’avons pas commenté ni
imposé de définition des émotions pour éviter de biaiser la perception des participants. Comme
le montre le tableau 4.6, la présentation audiovisuelle par vidéos des phrases courtes a des taux
de reconnaissance plus élevés pour presque toutes les émotions. Cela peut s’expliquer par le fait
que l’acteur doit produire une émotion plus intense, car la durée de délivrance des émotions est
courte.
Concernant le corpus audiovisuel (les vidéos de l’acteur), les résultats des deux expériences
précédentes montrent que la majorité des participants valident la performance de l’acteur et
confirment la bonne qualité du corpus audiovisuel produit.
Nous rappelons que lors du développement de la tête parlante expressive, nous n’utiliserons
pas directement la vidéo de l’acteur, mais les points 3D correspondant aux marqueurs sur le
visage de l’acteur (figure 4.2). Les points 3D seront utilisés pour animer un modèle 3D. Le but
de cette évaluation perceptive est également de voir si la représentation minimaliste est suffisante
pour exprimer les différentes émotions.
Pour les phrases longues, toutes les émotions ont été correctement reconnues sauf le dégoût
(voir Table 4.7). Les taux de reconnaissance les plus faibles étaient ceux de la colère et du dégoût
qui ont été confondues l’une avec l’autre (46% et 23% respectivement). Une baisse moyenne de
15% du taux de reconnaissance des émotions a été constatée lorsque la représentation minimale
a été présentée plutôt que le vrai visage de l’acteur. Cette baisse peut s’expliquer par l’absence
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d’une partie des informations dans la représentation minimaliste notamment l’aspect musculaire,
certains changements de la peau comme le rougissement, l’apparition de ridules et de déforma-
tions de la peau dues à l’expressivité. Pour les phrases courtes, les résultats présentés dans le
tableau 4.8 montrent que la tristesse et la colère ont un taux de reconnaissance inférieur à celui
des phrases longues. Cependant, la joie, la peur, le dégoût, la surprise et le neutre ont un taux de
reconnaissance plus élevé. La colère et la tristesse, dans leur présentation minimaliste, peuvent
nécessiter un peu plus de temps pour être identifiées par les participants. Néanmoins, le taux
de reconnaissance suit globalement la même tendance que pour les phrases longues, mais il est
difficile de confirmer que la durée des phrase est un facteur dans la perception des émotions.
Pour les expériences utilisant la représentation minimaliste audiovisuelle du visage, il n’est
pas clair si le taux de reconnaissance observé est principalement déterminé par les informations
contenues dans la voix ou par les caractéristiques du visage minimaliste. Pour clarifier cela, nous
avons effectué d’autres tests avec la représentation minimaliste du visage mais cette fois sans
audio. Les résultats sont présentés dans les tableaux 4.9 et 4.10. Le taux de reconnaissance a
chuté de façon drastique pour la colère, le dégoût et la peur, pour les phrases longues et courtes,
et est devenu statistiquement non-significatif. Cela montre que pour ces émotions, la modalité
acoustique contient une part importante des informations émotionnelles.
Émotion perçue











e Joie 73.33(*) 0 0 1.67 0 15 10
Tristesse 1.67 50(*) 1.67 11.67 23.33 0 11.66
Colère 0 8.33 18.33(-) 10 13.33 33.33 16.67
Peur 5 10 5 30(-) 6.67 23.33 20
Dégoût 0 3.33 70 1.67 21.67(-) 0 3.33
Surprise 15 3.33 6.67 16.67 1.67 38.33(*) 18.33
Neutre 0 25 1.67 10 11.67 0 51.67(*)
Table 4.9 – La matrice de confusion du taux de reconnaissance des 7 émotions avec la repré-
sentation minimaliste du visage de l’acteur pour les phrases longues (sans audio).
Les lignes représentent la distribution des réponses données par les participants.
Émotion perçue











e Joie 75(*) 0.96 0.96 2.88 0.96 15.38 3.85
Tristesse 0.96 69.23(*) 0 4.81 14.42 0 10.58
Colère 2.88 13.46 5.77(-) 16.35 4.81 47.12 9.62
Peur 2.88 8.65 7.69 21.15(-) 14.42 7.69 37.5
Dégoût 0 4.81 72.12 0.96 17.31(-) 2.88 1.92
Surprise 5.77 4.81 4.81 34.62 5.77 40.38(*) 3.85
Neutre 1.92 9.62 8.65 5.77 11.54 0 62.5(*)
Table 4.10 – La matrice de confusion du taux de reconnaissance des 7 émotions avec la repré-
sentation minimaliste du visage de l’acteur pour les phrases courtes (sans audio).
Les lignes représentent la distribution des réponses données par les participants.
Au final, ces résultats montrent que la représentation minimale du visage porte des infor-
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mations émotionnelles pour la plupart des émotions étudiées notamment si elle est associée à
l’audio. Cela valide la qualité de la représentation minimale audiovisuelle car ses taux de recon-
naissances reflètent la même tendance que pour l’enregistrement vidéo de l’acteur, même si le
taux de reconnaissance reste plus faible.
4.5 Conclusion
Dans ce chapitre, nous avons présenté une technique d’acquisition multimodale pour collecter
des données audiovisuelles dans le but de développer une tête parlante virtuelle. Nous avons
combiné trois systèmes d’acquisition pour obtenir des informations pertinentes pour chaque partie
du visage (EMA pour le mouvement des lèvres lié à la parole, RealSense pour les yeux et caméras
VICON pour les expressions faciales).
Dans l’analyse de la production de la parole, nous avons étudié les caractéristiques visuelles
et acoustiques de nos données. Pour la modalité visuelle, nous avons effectué une ACP pour
extraire les mouvements faciaux dominants de chaque émotion pendant la parole. La présente
étude a démontré que les principales caractéristiques faciales de ces émotions sont maintenues
même pendant l’activité de la parole. De plus, des unités d’action liées à l’activité de la parole
(ouverture de la bouche et protrusion), sont présentes dans les trois premières CPs de toutes les
émotions.
Nous avons présenté des expériences perceptives dont les résultats montrent que la majorité
des participants valide la performance de l’acteur. Ce résultat confirme la bonne qualité du
corpus audiovisuel. Nous avons également constaté qu’il est nécessaire de partager la même
définition des émotions (notamment le dégoût) pour éviter une confusion basée sur une mauvaise
compréhension de la signification des noms des émotions. La représentation minimaliste du visage
semble être suffisante pour transmettre les émotions, elle a pu exprimer correctement certaines
émotions avec un taux de reconnaissance étonnement élevé. Ce travail nous a donc permis de
valider la configuration des capteurs utilisée pour cette expérience, nous pouvons donc l’utiliser
dans les enregistrements futurs. La longueur des phrases a eu un certain effet sur l’expression
des émotions, notamment la présentation audiovisuelle par vidéos où les phrases courtes ont eu
un taux de reconnaissance plus élevés que les phrases longues. Cela peut s’expliquer par le fait
que l’acteur doit produire une émotion plus intense, car la durée de délivrance des émotions est
courte et que l’émotion est probablement diluée pour les phrases longues, car l’acteur ne peut
pas maintenir la même intensité durant toute la phrase. Cependant, il est difficile de confirmer
que la durée des phrases est un facteur dans la perception des émotions. Ce point nécessiterait
une étude plus approfondie.
En se basant sur l’expérience de ce petit corpus, dans le chapitre suivant, nous présentons
notre démarche pour acquérir un corpus audiovisuel expressive de taille plus grande. Ce corpus
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5.1 Introduction
Dans ce chapitre nous présentons les différentes phases d’acquisition d’un corpus 4 audiovisuel
expressif dédié à la synthèse de la parole. Nous détaillons les phases de préparations, d’acquisition
et de post-traitement ainsi que la technique d’animation adoptée pour animer les personnages
audiovisuels 3D. Dans le chapitre précédent (chapitre 4) nous avons discuté des conditions que
notre corpus doit satisfaire. Le corpus que nous souhaitons enregistrer doit contenir les modalités
acoustique et visuelle avec des données visuelles en 3D. Le corpus doit également contenir plu-
sieurs catégories d’émotions. Nous avons constaté dans le corpus précédent que pour certaines
émotions les définitions n’ont pas été comprises de la même manière par tous les participants.
De plus, le nouveau corpus va être utilisé pour la synthèse de la parole, nous ajoutons quatre
autres conditions :
1. Le locuteur et les participants doivent partager une compréhension commune des défini-
tions des noms des émotions,
4. Le corpus présenté dans ce chapitre a été utilisé dans des publications dans des conférences in-
ternationales (Interspeech 2019 : https ://hal.inria.fr/hal-02175776/document et https ://hal.inria.fr/hal-
02175780/document), européenes (Eusipco 2020 : https ://hal.inria.fr/hal-02573885/document) et nationales
(JEP 2020 : https ://hal.archives-ouvertes.fr/hal-02798526/document).
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2. Le corpus doit être équilibré : les classes d’émotions doivent avoir le même contenu lin-
guistique et le même nombre de phrases pour avoir une couverture phonétique identique,
3. Le corpus doit être suffisamment grand pour entraîner des modèles de synthèse de la
parole (quelques heures),
4. Notre protocole d’acquisition doit nous permettre d’enregistrer le corpus sur plusieurs
sessions.
Nous expliquons dans ce chapitre comment nous avons traité chacune de ces nouvelles conditions.
5.2 Analyse linguistique
Comme les acquisitions audiovisuelles et leur post-traitement prennent beaucoup de temps, le
but de cette analyse est de créer un corpus ayant la plus grande couverture phonétique possible
tout en conservant un nombre raisonnable de phrases [François and Boëffard, 2001, Bozkurt
et al., 2003, Barbot et al., 2015]. Chevelu and Lolive [2015] ont montré que le choix du contenu
phonologique d’un corpus a beaucoup d’influence sur la qualité de la TTS. Le protocole que
nous avons adopté consiste tout d’abord en une collecte d’un maximum de phrases afin de créer
un premier grand corpus en langue française. Ce vaste corpus garantit une grande couverture
linguistique initiale et sera traité ultérieurement afin de réduire sa taille. Pour ce faire, nous
avons construit un premier corpus d’environ 7900 de phrases non redondantes et résulte de la















Figure 5.1 – Les étapes que nous avons suivies pour construire deux corpus de tailles raisonnables
avec une haute couverture diphonétique. Le premier corpus de 2000 phrases sera utilisé pour
enregistrer l’état neutre et le deuxième de 500 phrases sera utilisé pour enregistrer les différents
états expressifs.
5. La base de données SIWIS : https ://www.unige.ch/lettres/linguistique/research/latl/siwis/database/
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L’analyse linguistique consiste à découper toutes les phrases en une séquence de phonèmes à
l’aide d’un phonétiseur et de calculer ensuite leurs couverture diphonétique. Ce traitement a été
réalisé par un système interne de synthèse vocale français nommé SOJA 6. L’analyse du corpus
initial des 7900 phrases nous a permis d’obtenir un taux de 92% de couverture diphonétique.
Les 8% restants représentent un ensemble de paires de phonèmes rares ou inexistantes en langue
française.
Afin de réduire la taille de ce corpus, notre stratégie, illustrée sur la figure 5.1, consiste à
sélectionner le minimum de phrases qui nous donne idéalement le même taux de couverture
phonétique que le corpus initial. Pour ce faire, nous avons utilisé un algorithme glouton qui
prend en entrée la séquence des phonèmes et une liste de critères linguistiques, principalement la
position du phonème et ses contextes gauche et droit. L’algorithme glouton fournit en sortie la
liste de phrases classées par ordre de richesse en couverture de diphones ainsi que le cumule du
pourcentage de la couverture diphonétique. De cette manière, nous avons pu sélectionner les 2000
premières phrases qui permettent de garder le même taux de couverture original de 92%. Sachant
que le processus d’acquisition et de traitement des données audiovisuelles est un processus très
laborieux, nous avons décidé d’utiliser les 2000 phrases pour enregistrer un grand corpus neutre
et de créer un autre corpus plus petit pour les six émotions basiques. De ce fait, nous avons
réitéré le processus avec l’algorithme glouton, mais cette fois sur la liste des 2000 phrases pour
en sélectionner une liste avec au moins 50% de couverture. Finalement, nous avons sélectionné
500 phrases qui couvrent 52% des diphones.
Nous utilisons les 36 phonèmes français et un symbole représentant les pauses (#) pour
représenter les données. Leur nombre d’occurrences des 36 phonèmes et le symbole représentant
les pauses (#) varie de 66 pour les plus rares (ŋ, j, 4, o/) et plus de 7K pour les plus fréquents
( K, a, l) (voir Fig. 5.2).
5.3 Préparation et acquisition du corpus
Contrairement à l’acquisition du corpus précédent où nous avons combiné trois systèmes
d’acquisition, pour ce corpus nous utilisons un seul système. Nous avons pu améliorer le matériel
d’acquisition en nous procurant le système de capture de mouvement OptitrackTM spécialisé
dans l’acquisition des données de la région du visage / tête. Fort de notre expérience et post-
traitement des données du corpus précédent (fusion et synchronisation des données) et puisqu’il
s’agit d’acquérir un corpus de taille plus grande, il est plus judicieux de privilégier le confort des
acteurs et la simplicité du post-traitement. En fait, l’utilisation de l’articulographe condamne
l’acteur à rester assis durant toute la session d’acquisition sans pouvoir prendre de pause, ce qui
est particulièrement pénible. Aussi, le processus de fusion des données des différents systèmes
est particulièrement chronophage. Puisque la caméra Realsense a été utilisée pour suivre l’ouver-
ture/fermeture des yeux dans le corpus précédent, nous avons choisi de mettre des marqueurs sur
les paupières des acteurs de l’OptitrackTM pour simplifier le post-traitement. De ce fait, nous
avons choisi d’utiliser le système OptitrackTM tout seul.
L’OptitrackTM est composé de huit caméras (Flex 13) avec une vitesse de captures de 120
frames par seconde. Nous avons organisé huit caméras autour d’un écran de manière à ce que le
visage de l’actrice soit toujours visible lors de la lecture des phrases à l’écran comme présenté sur
la figure 5.3. Soixante-trois marqueurs réfléchissants de diamètres 3mm et 4mm ont été collés
sur son visage. Pour suivre les mouvements de la tête, nous avons collé des marqueurs de 9mm
sur le bonnet que l’actrice a porté durant les enregistrements. Nous avons utilisé un microphone
6. L’outil de synthèse vocale SOJA : https ://raweb.inria.fr/rapportsactivite/RA2010/parole/uid60.html
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Figure 5.2 – Le nombre d’occurrences des phonèmes dans le corpus de 2000 phrases et celui de
500 phrases.
stéréo avec une fréquence d’échantillonnage de 48 KHz pour enregistrer la modalité acoustique.
La disposition des marqueurs est présentée dans la figure 5.4. Une caméra vidéo a également été
utilisée pour enregistrer l’ensemble de la performance.
Puisqu’il n’est pas possible d’enregistrer les 5000 (2000 neutres et 3000 expressives) en une
seule session (calibration du système, pose des marqueurs, erreurs de prononciation / répétitions,
pauses, ...), ce qui représente plus de 10h de parole, nous avons pensé à une solution pour
garder la même disposition des marqueurs pour des différentes séances. Nous avons d’abord
collé 63 marqueurs sur le visage de l’actrice puis nous en avons réalisé un scan 3D. Le choix
des emplacements des marqueurs a été fait en s’inspirant de la norme MPEG-4 [Pandzic and
Forchheimer, 2002]. Nous avons utilisé la texture du scan 3D pour identifier l’emplacement des
marqueurs pour créer des trous dans le scan, puis nous l’avons imprimé en 3D comme présenté
dans dans la figure 5.4-A. Ce masque a été utilisé au début de toutes les séances pour placer les
marqueurs faciaux. Nous mettons ensuite 6 marqueurs sur la tête de l’actrice, leur disposition
peut changer d’une séance à l’autre. Ce point n’est pas problématique puisqu’ils ne servent
qu’à supprimer les mouvements de la tête. Quatre marqueurs ont été placés sur les paupières
supérieures / inférieures pour suivre l’ouverture et le clignement des yeux, cette information n’a
pas été utilisée dans ce travail.
Il était aussi important de garder la même configuration matérielle entre les différentes ses-
sions, notamment la distance entre le micro et l’actrice. Comme nous pouvons voir sur la figure
5.3, nous avons placé des marqueurs blancs par terre pour marquer la position et la direction
exactes de la chaise, le reste du matériel n’a pas été déplacé. Nous avons également pris les me-
sures nécessaires, pour pouvoir replacer le matériel au même endroit si nous souhaitons étendre
le corpus avec plus de phrases ou avec de nouvelles émotions dans le futur. Nous avons effectué
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Figure 5.3 – La configuration du système utilisé pour enregistrer le corpus expressif.
quatre sessions d’acquisition, chaque session nous a permis d’enregistrer une partie du corpus
neutre et quelques émotions. Les séances ont été organisées comme suit :
— Session 1 : enregistrement de 600 phrases neutres,
— Session 2 : enregistrement de 600 phrases neutres et 500 phrases de joie et 500 de tristesse,
— Session 3 : enregistrement de 400 phrases neutres, 500 de peur et 500 surprise,
— Session 4 : enregistrement de 400 phrases neutres, 500 colère et 500 phrases de dégoût.
Dans le chapitre précédent (chapitre 4), lors des tests perceptifs nous nous sommes aperçu que
l’acteur et les participants ne partageaient pas la même définition de certaines émotions (dégoût
par exemple). De ce fait, pour nous assurer d’une compréhension commune des émotions en
utilisant une liste de scénario. Cette liste de scénario a été récupérée du corpus GEMEP [Bänziger
and Scherer, 2010], elle est présentée dans l’annexe A. Cette liste contient trois scénarios possibles
pour chaque émotion. Le but est de présenter ces scénarios à l’actrice, et c’est à elle de choisir
le scénario qui lui parle le plus et donc le plus proche de sa mémoire affective. De cette manière
l’actrice reproduira l’émotion de la même manière même si l’émotion n’est pas enregistrée sur
une seule séance. Les scénarios choisis aideront aussi les utilisateurs pendant les tests perceptifs à
mieux comprendre la définition des noms des émotions et ainsi d’éviter les confusions constatées
lors de l’enregistrement du corpus précédant.
5.4 Post-traitement et alignement
La phase de post-traitement est passée par plusieurs étapes. Tout d’abord, nous avons traité
la modalité visuelle pour supprimer le mouvement de la tête et unifier la position de la tête
entre les différents enregistrements. Après cela, nous avons découpé les fichiers d’enregistrement
contenant plusieurs phrases en fichiers contenant une seule phrase chacun. Ces derniers ont été
utilisés dans le processus d’alignement texte-audio.
Annotation Semi-automatique des marqueurs : Cette étape consiste à utiliser le logiciel pro-
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A B C D
Figure 5.4 – Les images B et C montent la configuration des marqueurs sur le visage et sur la
tête de l’actrice vus de face et de profil. D montre la disposition des marqueurs après récupéra-
tions des données sous forme de trajectoires de points 3D, la zone marquée en rouge représente
les marqueurs utilisés pour l’animation de la partie inférieure du visage. La figure A affiche
le masque fabriqué pour garder la même position des marqueurs entre les différentes sessions
d’enregistrement.
priétaire de l’OptitrackTM nommé Motive pour attribuer une étiquette à chaque capteur. Cette
phase est principalement automatique, mais certains problèmes doivent être corrigés manuelle-
ment (remplir les discontinuités lorsqu’un capteur disparaît, supprimer les faux marqueurs dus
à des réflexions sur des objets, corriger les confusions entre deux capteurs proches etc).
Unification des données 3D : Cette tâche est cruciale pour garantir que la tête a la même
position dans tous nos fichiers d’enregistrement. Pour chaque session, nous avons utilisé les 6
capteurs du chapeau pour supprimer les mouvements de la tête (comme nous l’avons expliqué
dans le chapitre 4). De cette façon, nous obtenons une pose de tête statique le long de tous les
fichiers, mais la tête peut avoir une pose de départ différente pour chaque fichier. Pour résoudre
ce problème, nous choisissons une frame et nous l’utilisons comme référence pour remettre toutes
les données des autres fichiers dans la même position spatiale.
Alignement text-audio : Après avoir généré la transcription phonétique de notre corpus tex-
tuel, nous avons utilisé Kaldi 7 pour aligner les phonèmes avec l’audio. Nous avons utilisé un
modèle acoustique d’alignement entraîné avec des DNNs sur plus de 500 heures de parole fran-
çaise. Ce modèle a été utilisé pour générer un l’alignement phonétique entre le texte et l’audio.
Le tableau 5.1 montre les durées de chaque corpus après post-traitement. Les durées incluent
les silences de début et de fin et les pauses de chaque phrase. Nous constatons que les différentes
émotions ont des durées plus au moins proches mais que le dégoût a une durée égale à presque
le double du reste des émotions. Contrairement au premier corpus où le dégoût représentait une
émotion plus proche de la tristesse, dans ce corpus l’actrice a joué le dégoût comme un sentiment
d’écœurement d’un objet répugnant qui peut provoquer l’aversion.
7. Kaldi est un outil open source pour l’alignement et la reconnaissance de la parole : https ://kaldi-asr.org/
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Nombre de phrases Durées
Neutre 2000 4h :02min
Dégoût 500 1h :53min
Peur 500 1h :11min
Tristesse 500 1h :10min
Surprise 500 1h :04min
Joie 500 0h :58min
Colère 500 0h :55min
Table 5.1 – La durées des données collectées par émotions. Ces durées correspondent aux données
après nettoyage et découpage et contiennent les pauses et les silences de début et de fin de chaque
phrase.
5.5 Validation du corpus
Nous effectuons une évaluation perceptuelle pour déterminer si l’actrice a été capable de
transmettre les différentes émotions correctement. Cette évaluation est essentielle pour valider la
qualité du corpus audiovisuel expressif acquis. Nous avons effectué trois expériences perceptuelles
portant sur les modalités visuelle et acoustique de notre corpus.
5.5.1 Stimuli
Nous avons utilisé les séquences vidéos que nous avons enregistrées en parallèle aux données
3D. Nous avons choisi 10 phrases avec le contenu linguistique le plus neutre possible et nous
avons extrait les séquences audiovisuelles correspondantes pour chaque émotion. Trois types de
stimuli ont été présentés aux participants pour chaque émotion : 1) stimuli acoustiques, 2) stimuli
visuels et 3) stimuli audiovisuels.
5.5.2 Participants
Les expériences perceptuelles comptent une trentaine de participants naïfs pour chaque moda-
lité : 1) 34 participants (20 hommes et 14 femmes) pour la modalité acoustique, 2) 31 participants
( 20 hommes et 11 femmes) pour la modalité visuelle et 3) 35 participants (23 hommes et 12
femmes) pour les tests audiovisuels. Les participants ne sont pas des français natifs, mais ils
vivaient en France durant la période de l’étude.
5.5.3 Méthode
Nous avons mis en place une application web sur laquelle les participants peuvent se connec-
ter pour effectuer les tests perceptifs. Une série de stimulus ont été présentés un par un et chaque
participant devait choisir, selon lui, et parmi une liste de sept possibilités (neutre, joie, surprise,
peur, colère, tristesse et dégoût) l’émotion exprimée dans les stimuli. Le participant devait sélec-
tionner une réponse et valider pour pouvoir voir les prochains stimuli. Les participants avaient la
possibilité de rejouer les stimuli autant de fois qu’ils le souhaitaient. Contrairement à l’expérience
avec le corpus précédent, nous avons présenté aux participants, cette fois-ci, une définition de
chaque émotion qui correspond au scénario choisi par l’actrice lors de l’enregistrement du corpus.
Certains participants ont participé à deux ou trois expériences, dans ce cas ils ont dû respecter
l’ordre suivant : 1) expérience avec des stimuli acoustiques uniquement, 2) expérience avec des
stimuli visuels uniquement puis 3) expérience audiovisuelle.
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5.5.4 Résultats
Comme pour la chapitre précèdent (chapitre 4), après la collecte des résultats des différentes
expériences, nous avons calculé le niveau de significativité statistique en utilisant la valeur-p
avec un test-t et nous avons corrigé les résultats obtenus avec la méthode de Holm–Bonferroni
[Holm, 1979]. Pour chaque expérience, nous avons utilisé un degré de liberté égale au nombre
de participants moins 1. Nous avons utilisé un alpha égal à 5% et un niveau de hasard de 14%.
Nous avons ajouté le symbole (*) pour les résultats statistiquement significatifs et (-) pour les
ceux statistiquement non significatifs. Les résultats sont présentés dans les tableau 5.2, 5.3 et
5.4. Nous pouvons constater que pour les trois expériences les taux de reconnaissance sont tous
significatifs pour toutes les émotions. Nous remarquons également quelques confusions entre
certaines émotions mais le taux de confusion reste statistiquement non significatif.
Pour le test acoustique, la peur et le dégoût ont été principalement confondus avec la tristesse
et l’état neutre avec taux allant de 13% à 22%. La joie et la surprise ont aussi été légèrement
confondues ensemble et également avec la colère. Il est à noter que la tristesse a été aussi confon-
due avec la peur.
Émotion perçue (acoustique)











e Colère 73.24(*) 8.82(-) 3.82(-) 5.00(-) 3.24(-) 2.35(-) 3.53(-)
Dégoût 4.41(-) 48.82(*) 8.53(-) 3.82(-) 17.35(-) 13.53(-) 3.53(-)
Peur 10.00(-) 10.59(-) 34.12(*) 1.47(-) 16.76(-) 22.35(-) 4.71(-)
Joie 15.59(-) 3.53(-) 5.00(-) 50.00(*) 7.35(-) 2.65(-) 15.88(-)
Neutre 0.29(-) 1.76(-) 2.06(-) 2.94(-) 81.18(*) 8.53(-) 3.24(-)
Tristesse 1.76(-) 2.65(-) 13.24(-) 1.18(-) 2.94(-) 77.06(*) 1.18(-)
Surprise 9.71(-) 2.06(-) 3.53(-) 9.71(-) 3.53(-) 2.06(-) 69.41(*)
Table 5.2 – La matrice de confusion du taux de reconnaissance des 7 émotions avec les stimuli
acoustiques. Les lignes représentent la distribution des réponses données par les participants.
En ce qui concerne les stimuli visuels, toutes les émotions sont mieux reconnues qu’avec
la modalité acoustique seule la tristesse a moins été reconnue, le visuel de la tristesse semble
plus proche du neutre alors sa modalité acoustique se distingue clairement de l’état neutre.
Nous constatons que la peur et le dégoût sont plus portés par la modalité visuelle que par celle
acoustique. Toutefois, plusieurs stimuli de la peur ont été confondus avec la surprise (même si le
taux de la confusion est statistiquement non-significatif). Cette confusion peut s’expliquer par
certains facteurs liés aux conditions de tournage. En fait, comme présenté précédemment, nous
Émotion perçue (visuel)











e Colère 80.00(*) 4.84(-) 6.13(-) 0.65(-) 1.94(-) 1.29(-) 5.16(-)
Dégoût 1.94(-) 75.48(*) 1.61(-) 2.58(-) 1.94(-) 15.81(-) 0.65(-)
Peur 13.87(-) 1.94(-) 63.55(*) 0.00(-) 0.65(-) 0.32(-) 19.68(-)
Joie 0.32(-) 0.32(-) 0.32(-) 91.61(*) 0.65(-) 0.00(-) 6.77(-)
Neutre 0.00(-) 0.00(-) 1.29(-) 1.29(-) 94.19(*) 1.61(-) 1.61(-)
Tristesse 0.32(-) 0.97(-) 8.39(-) 2.90(-) 28.71(-) 56.45(*) 2.26(-)
Surprise 19.68(-) 0.65(-) 7.74(-) 0.32(-) 1.61(-) 1.61(-) 68.39(*)
Table 5.3 – La matrice de confusion du taux de reconnaissance des 7 émotions avec les stimuli
visuels. Les lignes représentent la distribution des réponses données par les participants.
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Émotion perçue (audiovisuel)











e Colère 92.57(*) 2.00(-) 2.29(-) 0.00(-) 0.57(-) 0.29(-) 2.29(-)
Dégoût 1.14(-) 89.43(*) 2.00(-) 0.29(-) 1.71(-) 3.43(-) 2.00(-)
Peur 5.43(-) 3.43(-) 73.43(*) 0.29(-) 1.71(-) 3.43(-) 12.29(-)
Joie 0.29(-) 0.57(-) 0.00(-) 95.14(*) 1.14(-) 0.00(-) 2.86(-)
Neutre 0.00(-) 0.00(-) 0.57(-) 0.00(-) 97.43(*) 2.00(-) 0.00(-)
Tristesse 0.57(-) 2.00(-) 4.86(-) 0.57(-) 1.14(-) 90.86(*) 0.00(-)
Surprise 3.71(-) 0.86(-) 4.00(-) 0.86(-) 1.43(-) 0.29(-) 88.86(*)
Table 5.4 – La matrice de confusion du taux de reconnaissance des 7 émotions avec les stimuli
audiovisuels. Les lignes représentent la distribution des réponses données par les participants.
avons enregistré notre corpus sur plusieurs séances. Durant ces séances nous avons configuré notre
matériel et installation de telle sorte que la qualité du son et la position des points 3D soient
identiques entre les différentes séances, toutefois pour l’aspect vidéo 2D, il y a d’autres facteurs
qui sont entrés en compte. D’abord le changement des vêtements de l’actrice, puisque l’actrice ne
s’est pas habillé de manière similaire durant les quatre séances, les participants ont probablement
remarqué une corrélation entre les vêtements et les émotions jouées. L’autre facteur concerne les
conditions de tournage, notamment l’éclairage que nous avons dû baisser durant certaines séances
pour le confort visuel de l’actrice. La posture de l’actrice a été également très différente entre
certaines émotions (penchée vers l’avant ou vers l’arrière). Toutefois, la présence de ces biais, ne
semble pas affecter les résultats de tous les tests, en fait, la tristesse et la joie enregistrées dans
des conditions de tournages similaires n’ont pas engendré de confusions notables, inversement, la
colère enregistrée dans des conditions différentes de celles de la peur et la surprise a été pourtant
remarquablement confondue avec ces dernières. À partir de ces constatations, nous pensons que
les conditions de tournage peuvent avoir un impact sur les résultats des tests dès lors que les
émotions confondues comportent déjà des similarités et ainsi que les conditions de tournages ne
font qu’accentuer la confusion quand elle est déjà présente.
Il est intéressant de constater que la colère et la surprise sont aussi bien portées par la voix que
par les expressions faciales et que la tristesse (contrairement à toutes les autres émotions) est plus
exprimée par la voix que par les expressions faciales, contrairement au corpus précédent où c’était
plutôt le cas de la colère. Nous remarquons aussi que grâce à l’introduction des scénarios pour
partager une définition commune des émotions, le dégoût et la colère n’ont pas été confondues
dans ce corpus.
Concernant les stimuli audiovisuels, les taux de reconnaissances sont très élevés (plus de 73%)
pour toutes les émotions et montrent que les deux modalités acoustique et visuelle sont complé-
mentaires. Ces résultats montrent que la majorité des participants valident la performance de
l’actrice et confirment la bonne qualité du corpus expressif produit, nous pouvons donc l’utiliser
pour des fins de synthèse expressive audiovisuelle de la parole.
5.6 Animation d’une tête parlante 3D
Le but de l’animation est de générer une séquence de poses du modèles 3D qui reproduisent
la performance originale de l’acteur. Pour ce travail, un modèle 3D open-source d’un personnage
féminin pour créer nos animations.
Dans ce travail de thèse nous animons la partie inférieure du visage qui correspond à la région
des articulateurs (lèvres, joues et mâchoire et menton). Les marqueurs utilisés sont au nombre
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de 44 points qui couvrent la partie inférieure du visage comme présenté sur la figure 5.4-D.
Nous nous focalisons sur la partie inférieure du visage car les mouvements des articulateurs sont
étroitement liés aux phonèmes produits, contrairement aux mouvements de la partie supérieure
du visage, notamment les sourcils, qui dépendent d’autres facteurs. En fait, dans [Granström
et al., 1999] et [House et al., 2001] les résultats des expériences indiquent que les mouvements
des sourcils peuvent fonctionner comme un indice perceptuel de la proéminence d’un mot in-
dépendamment des indices acoustiques et des indices visuels de la partie inférieure du visage.
L’étude de Granström et al. [1999] montre aussi que les mouvements de sourcils ne sont pas
simplement liés à la ponctuation de la phrase, mais pourraient être liés à la cohérence au sein
d’une phrase. L’étude de Pelachaud et al. [1996] montre que l’élévation des sourcils peut être uti-
lisée pour marquer une nouvelle information. De surcroît, les mouvements de la partie supérieure
du visage ont peu d’influence sur les mouvements de la partie inférieure et vice versa [Ekman
and Friesen, 1976, Donato et al., 1999, Zalewski and Gong, 2004], ce qui nous permet de traiter
les mouvements de la partie inférieure du visage séparément de sa partie supérieure. Dans le
chapitre suivant (chapitre 6) nous présentons les paramètres linguistiques dont nous disposons
pour effectuer l’apprentissage des DNNs. Ainsi, il est possible de prédire les mouvements de la
partie inférieure du visage à partir de ces données, alors que l’animation de la partie supérieure
nécessite des informations prosodiques et sémantiques supplémentaires que nous n’avons pas.
Pour créer les animations 3D nous avons utilisé la technique de l’interpolation des Blend-
shapes. Nous rappelons qu’une Blendshapes est un modèle 3D qui représente le mouvement d’un
muscle spécifique du visage. Au moment de l’animation, il faut calculer, pour chaque frame de
données 3D de l’animation, un vecteur de poids de l’ensemble des Blendshapes utilisées. Une
interpolation pondérée entre ces dernières génère la forme finale du modèle à un instant donné










Frame générée de 
l’animation
Combinaison pondérée
Ajustement aux moindres 
carrées non-négatives
BlendShapes (𝐵1à 𝐵𝑘)
Frames clés (𝐹1à 𝐹𝑘)
Poids des visèmes (𝑊1à 𝑊𝑘)
Figure 5.5 – Le processus d’animation du personnage 3D en utilisant la technique de Chuang
and Bregler [2002]. La frame 3D à un moment t est décomposée en un vecteur de poids en utilisant
un ajustement de moindres carrées non-négatives. Ces poids sont ensuite affectés aux différentes
Blendshapes qui seront interpolées pour former l’expression faciale du personnage à un moment
t. La séquence des poses générées résulte en une animation fluide.
Pour créer les Blendshapes, Benoit et al. [1992] proposent une liste de 17 visèmes comme
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adaptation de la liste de 16 visèmes définie par la norme MPEG4 Pandzic and Forchheimer
[2002] pour la langue française. Une autre liste de visèmes a été établie par Govokhina [2008] qui
réduit la liste de Blendshapes à 8 visèmes seulement. Gonokhina a utilisé la distance de Bhatta-
charyya Mak and Barnard [1996] pour calculer les distances entre les distributions gaussiennes
des cibles articulatoires des phonèmes correspondants. Les phonèmes les plus proches ont été
regroupés pour former des catégories de visèmes. Ces deux groupes de visèmes ont été définis
pour la langue française mais représentent différents niveaux de précision. Par exemple, dans la
classification de Benoit et al. l’utilisation des articulateurs internes est prise en compte. Ainsi,
les visèmes [t, d, n, ñ, ŋ] se distinguent de [l] et [ K]. Pour la classification de Gonokhina, seuls
les articulateurs externes / visibles ont été considérés, par conséquent [t, d, n, ñ, ŋ, l, K] sont
regroupés. Concernant ce travail, les données des articulateurs non visibles n’ont pas été collec-
tées. Ainsi, nous avons décidé de travailler avec la classification de Gonokhina et de l’affiner si
besoin pour obtenir une animation de bonne précision et qui est fidèle au jeu de l’acteur. En
fait, il n’existe pas de consensus sur la liste de visèmes optimale, pour l’anglais par exemple, il
existe plus d’une quinzaine de classifications différentes [Bear and Harvey, 2017]. La liste des
visèmes optimale est étroitement liée aux données elles mêmes et doit être modifiée et ajustée
pour chaque nouveau corpus. Pour cette raison, l’objectif de la section suivante est de trouver la
liste optimale de visèmes pour notre corpus.
Pour chaque visème de la liste de Gonokhina nous créons le modèle 3D correspondant (Blend-
shape) comme présenté sur la figure 5.5. L’ensemble de nos Blendshapes est donc B = [B1, ..., Bk].
Chaque visème choisi correspond également à une frame (nuage de points 3D) de notre corpus.
Ces frames clés seront notées F = [F1, ..., Fk] et permettrons de calculer le poids affecté à chaque
Blendshape W = [W1, ...,Wk]. Ce calcul de poids est basé sur le travail de Chuang and Bregler
[2002]. En fait, les données visuelles sont décomposées en une combinaison pondérée de l’ensemble




WiFi,Wi > 0 (5.1)
Où k est le nombre des visèmes choisis et Ft est la frame des données visuelles à un moment
t. Fi et Wi représentent la ième frame clé et son poids affecté. Cette décomposition est réalisée
avec la méthode des moindres carrés non négatifs :
argminw||Ft − Fw||2, W ≥ 0 (5.2)
Où Fw est la frame résultante de la reconstruction de Ft en utilisant les poids calculés. Ce
processus d’animation 3D par décomposition en poids de Blendshapes est présenté sur la figure
5.5.
Après avoir déterminer la série de poids, nous avons procédé à la reconstruction des trajec-
toires 3D à partir des poids des frames clés. L’algorithme de morphing utilisé dans notre travail
est une combinaison linéaire (équation 5.1) où les poids sont déjà connus. Cette étape permet
de vérifier la qualité de la reconstruction. En fait, après la reconstruction des fichiers 3D, nous
calculons la RMSE et la corrélation de Pearson entre les données originales et celles reconstruites
(voir Tableau 5.5).
Comme nous pouvons le constater dans le tableau 5.5, la reconstruction utilisant la liste de
base de 8 visèmes n’était pas suffisante pour obtenir une bonne reconstruction. Nous avons donc
identifié les visèmes avec la plus mauvaise reconstruction et nous avons ajouté un autre niveau de
détails en créant de nouvelles Blendshapes. Les visèmes les plus problématiques sont ceux liés à
la protrusion et pour lesquels le modèle de Gonokhina propose un même visème ( y, u, o/, oe, o,
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PCorr moyenne 0.10787 0.82210
Table 5.5 – RMSE (en mm) et corrélation de Pearson entre les données originales et celles
reconstruites. Ces mesures ont été calculées pour les trois axes (X, Y, Z) puis nous avons calculé
la valeur moyenne sur ces trois axes.
Visème Phonème BlendShape Visème Phonème BlendShape
0 #, @ 7 i
1 p, b, m 8 j
2 f, v 9 o, O, Õ, Ã
3 S , Z 10 y
4 s, z 11 u
5 t, d, n, ñ, ŋk, g, l, K 12 w, 4
6 a, e, E, E :, Ẽ 13 o/, oe
14 UA12 15 UA15
16 UA9 et UA10 17 UA20
Table 5.6 – Liste des visèmes et de leurs phonèmes et UAs correspondants ainsi que leurs Blend-
shapes représentatives. Les symboles phonétiques sont tirés du International Phonetic Alphabet
(IPA) Decker et al. [1999].
Figure 5.6 – La trajectoire d’un capteur placé sur la lèvre inférieure sur l’axe y pour les données
originales (en noir) et les données reconstruites. En rose : la reconstitution de la liste des visèmes
de base (8 visèmes). En vert : la reconstitution de la liste des visèmes enrichis (18 visèmes).
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O, Õ, Ã, w, 4). Pour obtenir des visèmes plus adaptés à chacun de ces sons, nous avons remplacé
le visème unique par 5 visèmes différents (visèmes 9, 10, 11 , 12, 13 du tableau 5.6). Nous avons
aussi créé un visème indépendant pour s et z puis pour i et j qui sont regroupés par Gonokhina
dans un même visème. Pour prendre compte de la dimension expressive de notre corpus, et en
se basant sur le système de codage des actions faciales (FACS) [Ekman et al., 2002], nous avons
ajouté 4 unités d’actions (UAs) à notre liste de visèmes pour permettre au modèle 3D d’afficher
différentes expressions sur la partie inférieure de son visage. La liste des différentes UAs et leurs
explications sont présentées dans l’annexe B. La liste des visèmes conservée est celle présentée
dans le tableau 5.6 contenant 18 Blendshapes. Comme nous pouvons le voir sur le tableau 5.5,
la précision de reconstruction que nous avons obtenue avec notre liste de visèmes est très élevée
pour les trois axes. Nous pouvons aussi voir une comparaison de la trajectoire 3D originale d’un
capteur de lèvre inférieure sur l’axe y et le résultat de sa reconstruction en utilisant les deux
listes de visèmes dans la figure 5.6, le résultat de notre liste suit très bien la trajectoire originale
du capteur. Pour ces raisons, nous conservons cette liste de visèmes pour créer des animations
3D à partir des données de notre corpus. Cette liste de visèmes sera utilisée également pour créer
des animations issues de données de synthèse.
5.7 Conclusion
Dans ce chapitre, nous avons présenté les différentes étapes effectuées pour l’acquisition et le
post-traitement d’un corpus audiovisuel expressif. Nous avons consacré une partie importante du
travail à la préparation et l’analyse de la composition linguistique de ce dernier pour qu’il soit
phonétiquement équilibré. La réflexion sur la configuration du matériel impliqué a été réalisée
dans le but de permettre un enregistrement sur plusieurs séances, ce qui est important si nous
souhaitons étendre le corpus dans le futur. Nous avons aussi présenté le processus de post-
traitement des données et de leur préparation pour la phase de synthèse ainsi que la technique
adoptée pour générer des animations 3D à partir des données 3D du corpus.
En nous appuyant sur l’expérience d’acquisition du corpus du chapitre précédent (Chapitre
4) et en suivant les étapes citées plus haut, nous avons pu acquérir un corpus audiovisuel avec un
contenu expressif correctement perçu même avec les modalités acoustique et visuelle présentées
séparément. À ce niveau-là, nous estimons avoir mis tous les paramètres de notre côté pour avoir
un corpus de bonne qualité dédié à la synthèse audiovisuelle expressive de la parole.
Dans les chapitres suivants, nous allons présenter nos approches de synthèse audiovisuelle de
la parole basée sur les données de ce corpus.
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6.1 Introduction
Dans ce chapitre 8 nous présentons l’architecture de référence que nous avons adoptée pour la
synthèse audiovisuelle expressive de la parole. Dans ce travail nous utilisons le corpus que nous
avons collecté et qui a été présenté dans la partie précédente de ce document (voir chapitre 5).
Nous présentons d’abord les différents paramètres acoustiques et visuels utilisés et nous détaillons
ensuite l’architecture entièrement connectée DNN-FC (FC pour Fully-Connected) adoptée pour
l’entraînement du réseau. Nous finissons par exposer les mesures objectives des résultats obtenus
par cette architecture que nous validons par une validation croisée sur les différentes émotions.
6.2 Préparation des paramètres d’entrée et de sortie
Quelques mois avant le début de ce travail de thèse, l’outil de synthèse acoustique à partir
du texte et basé sur des réseaux de neurones nommé Merlin [Wu et al., 2016] a été publié. Le
système prend les paramètres linguistiques en entrée et se base sur des réseaux de neurones pour
prédire les durées des phonèmes et les caractéristiques acoustiques, qui sont ensuite transmises à
8. Les travaux présentés dans ce chapitre ont fait l’objet d’une publication dans la conférence JEP 2020
(https ://hal.archives-ouvertes.fr/hal-02798526/document) et une soumission d’un article à la conférence interna-
tionale Interspeech 2020.
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un vocodeur pour produire un fichier audio. Diverses architectures de réseaux de neurones sont
proposées sous forme de recettes, notamment un réseau DNN-FF et des réseaux de neurones
récurrents tels que LSTM et BLSTM.
Merlin s’est beaucoup inspiré de l’outil HTS [Zen et al., 2007] qui est un outil de synthèse
acoustique par HMMs. Merlin a repris sa manière de paramétriser les données textuelles et celles
acoustiques. Comme HTS, l’outil Merlin n’est pas un système de synthèse acoustique complet. Il
nécessite un vocoder (STRAIGHT ou WORLD) ainsi qu’un front-end externe (comme Festival
ou Ossian) pour générer les données textuelles contextualisées nécessaires pour l’entraînement.
Paramètres linguistiques
La sortie du front-end doit être formatée sous forme de fichiers labels comme proposé par
HTS. Les fichiers labels doivent contenir des informations temporelles précisant l’alignement
phonétique entre le texte et l’audio. Merlin convertit ensuite ces fichiers labels en vecteurs de
paramètres binaires et continus qui serviront d’entrée pour entraîner le réseau de neurones. Ces
paramètres sont dérivées des fichiers labels à l’aide du fichier de "questions" proposé par HTS.
Puisque les front-end disponibles publiquement ne prennent pas en compte la langue française,
nous avons utilisé le module NLP (Natural Language processing) de l’outil SOJA 9. Ce dernier
est un outil de synthèse par concaténation développé au sein de notre équipe. Cet outil contient
un front-end intégré, et permet de générer pour chaque phonème les informations suivantes :
• Paramètres relatifs à l’alignement phonétique :
o Instant de début du phonème (t_début).
o Instant de fin du phonème (t_fin).
• Paramètres relatifs au phonème :
o Phonème courant (p_C).
o Phonème précédent (p_L) et suivant (p_R).
o Phonème avant précédent (p_LL) et après suivant (p_RR).
o Position du phonème courant dans la syllabe courante (calcul vers l’avant (p_posyl_fw) et
vers l’arrière (p_posyl_bw)).
• Paramètres relatifs à la syllabe :
o Nombre de phonèmes dans la syllabe courante (syl_C_np).
o Nombre de phonèmes dans la syllabe précédente (syl_L_np) et suivante (syl_R_np).
o Voyelle centrale de la syllabe courante (syl_voy).
o Position de la syllabe courante dans le mot courant (calcul vers l’avant (syl_powo_fw) et vers
l’arrière (syl_powo_bw)).
o Position de la syllabe courante dans la phrase courante (calcul vers l’avant (syl_posen_fw) et
vers l’arrière (syl_posen_bw)).
• Paramètres relatifs au mot :
o Nombre de syllabes dans le mot courant (wo_C_n_syl).
o Nombre de syllabes dans le mot précédent (wo_L_n_syl) et suivant (wo_R_n_syl).
o Position du mot courant dans la phrase courante (calcul vers l’avant (wo_posen_fw) et vers
l’arrière (wo_posen_bw)).
9. L’outil de synthèse vocale SOJA : https ://raweb.inria.fr/rapportsactivite/RA2010/parole/uid60.html
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/ (Mais) (le) (premier) … /
([m]-[ɛ]) ([p]-[r]-[ə]) - ([m]-[j]-[e])





Mots de la phrase
Syllabes par mot
Phonèmes par syllabe
Front-end : Décomposition linguistique
00000000 15000000 x^x-sil+m=ɛ@1_1/A:?_?_0/B:?-?-1@1-1&1-1#?-?$?-?!?-?;?-?|x/C:?+?+2/D:?_0/E:?+1@1+1&?+?#?+? /F:?_1
15000000 16000000 x^sil-m+ɛ=l@1_2/A:?_?_1/B:?-?-2@1-1&1-9#?-?$?-?!?-?;?-?|ɛ/C:?+?+2/D:?_1/E:?+1@1+6&?+?#?+? /F:?_1
16000000 16500000 sil^m-ɛ+l=ə@2_1/A:?_?_1/B:?-?-2@1-1&1-9#?-?$?-?!?-?;?-?|ɛ/C:?+?+2/D:?_1/E:?+1@1+6&?+?#?+? /F:?_1
16500000 17100000 m^ɛ-l+ə=p@1_2/A:?_?_2/B:?-?-2@1-1&2-8#?-?$?-?!?-?;?-?|ə/C:?+?+3/D:?_1/E:?+1@2+5&?+?#?+? /F:?_3
17100000 17600000 ɛ^l-ə+p=R@2_1/A:?_?_2/B:?-?-2@1-1&2-8#?-?$?-?!?-?;?-?|ə/C:?+?+3/D:?_1/E:?+1@2+5&?+?#?+? /F:?_3
17600000 18400000 l^ə-p+R=ə@1_3/A:?_?_2/B:?-?-3@1-2&3-7#?-?$?-?!?-?;?-?|ə/C:?+?+3/D:?_1/E:?+2@3+4&?+?#?+? /F:?_1
18400000 19400000 ə^p-R+ə=m@2_2/A:?_?_2/B:?-?-3@1-2&3-7#?-?$?-?!?-?;?-?|ə/C:?+?+3/D:?_1/E:?+2@3+4&?+?#?+? /F:?_1
19400000 20000000 p^R-ə+m=j@3_1/A:?_?_2/B:?-?-3@1-2&3-7#?-?$?-?!?-?;?-?|ə/C:?+?+3/D:?_1/E:?+2@3+4&?+?#?+? /F:?_1
20000000 20800000 R^ə-m+j=e@1_3/A:?_?_3/B:?-?-3@2-1&4-6#?-?$?-?!?-?;?-?|e/C:?+?+2/D:?_1/E:?+2@3+4&?+?#?+? /F:?_1
20800000 21500000 ə^m-j+e=d@2_2/A:?_?_3/B:?-?-3@2-1&4-6#?-?$?-?!?-?;?-?|e/C:?+?+2/D:?_1/E:?+2@3+4&?+?#?+? /F:?_1
21500000 22300000 m^j-e+d=ə@3_1/A:?_?_3/B:?-?-3@2-1&4-6#?-?$?-?!?-?;?-?|e/C:?+?+2/D:?_1/E:?+2@3+4&?+?#?+? /F:?_1
. . .  
151500000 156300000 an^t-sil+x=x@1_1/A:?_?_3/B:?-?-1@1-1&1-1#?-?$?-?!?-?;?-?|x/C:?+?+0/D:?_4/E:?+1@1+1&?+?#?+? /F:?_0





wo_C_n_syl wo_posen_fw wo_posen_bwwo_L_n_syl wo_R_n_syl
Fichier de labels : Informations linguistiques contextualisées
t_début t_fin syl_voy
Figure 6.1 – Composition du fichier de labels à partir de la décomposition des données linguis-
tiques par un front-end. Les " ?" désignent des informations non renseignées.
Ces informations générées par le front-end SOJA permettent de construire des fichiers de
labels compatibles avec Merlin. Sa constitution est décrite dans la figure 6.1. Les deux premières
colonnes contiennent l’instant de début et de fin des phonèmes. Le phonème courant et ses
contextes gauches et droits sont ensuite présentés. La suite de chaque ligne contient les informa-
tions concernant la position du phonème dans la syllabe ainsi que des informations relatives aux
syllabes et aux mots de la phrase courante comme décrit plus haut.
En utilisant le fichier de "questions", Merlin transforme les fichiers de labels en vecteurs
binaires et numériques. Cette transformation se base sur un dictionnaire d’expressions régulières
qui permet d’extraire les informations du fichier de labels. Pour la partie binaire, le but est
d’obtenir un vecteur suivant l’encodage one-hot qui affecte un chiffre (0 ou 1) à chaque information
linguistique utilisée. Si le phonème courant satisfait un certain nombre de conditions linguistiques
et contextuelles, alors seuls les champs correspondants à ces conditions prennent la valeur 1, les
autres prennent 0. Pour la partie numérique, les valeurs présentes dans le fichier des labels sont
capturées par les expressions régulières et sont directement copiées dans le vecteur d’entrée.
D’autres informations binaires sont ajoutées au vecteur d’entrée. Ces informations sont rela-
tives à l’appartenance ou non du phonème à une liste de 39 catégories spécifiées dans le fichier de
questions, telles que la catégorie des voyelles, des consonnes, voyelles nasales, consonnes fricatives,
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etc.
Au final, le vecteur contient 417 paramètres linguistiques et il est composé de :
— 190 paramètres binaires relatifs à la nature du phonème courant et de ses contextes gauches
et droits (5x38 paramètres : 36 phonèmes et 2 codes supplémentaires, un pour les pauses
et le deuxième pour les silences de début et de fin),
— 195 paramètres binaires relatifs à la catégorie phonétique du phonème courant et de ses
contextes gauches et droits (5x39 paramètres),
— 2 paramètres numériques relatifs à la position du phonème courant dans la syllabe cou-
rante,
— 7 paramètres numériques relatifs à la syllabe courante précédente et suivante : le nombre
de phonèmes qu’elles contiennent, la position dans la phrase et dans le mot courant,
— 18 paramètres binaires relatifs à la nature de la voyelle centrale dans la syllabe courante,
— 5 paramètres numériques relatifs aux nombres de syllabes dans le mot courant, précédent
et suivant ainsi que la position du mot courant dans la phrase courante.
La séquence des vecteurs d’entrées (un pour chaque phonème) doit être alignée avec la sé-
quence des vecteurs de sorties (acoustiques ou visuelles). Comme expliqué un peu plus bas dans
cette section, les vecteurs des paramètres acoustiques sont extraits toutes les 5 millisecondes (ms).
De ce fait, il faut appliquer la même fréquence d’échantillonnage sur les données linguistiques.
En se basant sur les deux premières colonnes du fichier des labels (instants de début et de fin
de chaque phonème), la ligne correspondante à chaque phonème va être dupliquée autant de fois
que sa durée comprend de frames de 5ms. La figure 6.2 donne un aperçu sur cette transformation.
L’outil Merlin TTS utilise deux modèles séparés pour la modélisation des durées et des para-
mètres acoustiques. Même si des travaux précédents ont étudié la possibilité d’une modélisation
jointe des durées et des paramètres acoustiques [Watts et al., 2015a, Henter et al., 2016, Ronanki,
2019]. L’approche standard reste une modélisation séparée des deux aspects. De plus Ronanki
[2019] déclarent que la performance d’une modélisation jointe sur la distorsion mel-cepstral et
sur la corrélation de la F0 reste limitée puisque le modèle acoustique se base sur les informations
des durées dans sa modélisation des paramètres acoustiques. Nous adoptons, donc, dans cette
thèse l’approche standard comme montrée dans la figure 6.3.
Paramètres de durées
Un seul paramètre est considéré pour modéliser le paramètre de sortie du modèle des durées
des phonèmes. Pour chaque ligne du fichier des labels (chaque phonème contextualisé), sa durée
est extraite sous forme du nombre de frames qu’il couvre en considérant un pas de 5ms entre les
frames consécutives.
Paramètres acoustiques
Nous avons utilisé le Vocodeur WORLD pour extraire les paramètres acoustiques suivants :
— 180 paramètres : 60 coefficients MFCC plus leurs deltas et delta-deltas,
— 15 paramètres : 5 paramètres BAP plus leurs deltas et delta-deltas,
— 3 paramètres : la fréquence fondamentale avec une échelle logarithmique (log F0) ainsi
que son delta et delta-delta,
— 1 paramètre binaire pour préciser la nature voisée/non-voisée du son dans chaque frame.
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16500000 17100000 m^ɛ-l+ə=p@1_2/A:?_?_2/B:?-?-2@1-1&2-8#?-?$?-?!?-?;?-?|ə/C:?+?+3/D:?_1/E:?+1@2+5&?+?#?+? /F:?_3





wo_C_n_syl wo_posen_fw wo_posen_bwwo_L_n_syl wo_R_n_syl
Fichier de labels : Informations linguistiques contextualisées
t_début t_fin syl_voy
QS "LL-m " {m^} 
QS "LL-l " {l^}
…
QS "L-m " {^m-} 
QS "L-l " {^l-}
…
QS "C-m " {-m+} 
QS "C-l " {-l+}
…
QS "R-m " {+m=} 
QS "R-l " {+l=}
…
QS "RR-m " {=m@} 
QS "RR-l " {=l@}
…
CQS "p_posyl_fw " {@(\d+)_}
CQS "p_posyl_bw " {_(\d+)/A:}
…
CQS "syl_L_np " {_(\d+)/B:}
CQS "syl_C_np " {-(\d+)@}
…
CQS "wo_posen_bw “          {+(\d+)&}
CQS "wo_R_n_syl " {_(\d+)}
























1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
1 0 … 0 0 … 0 1 … 0 0 … 0 0 … 1 2 … 2 2 … 5 3
















Figure 6.2 – Exemple illustrant la transformation de chaque ligne du fichier des labels de la
figure 6.1 en séquence de vecteurs de valeurs binaires et numériques. Cette transformation se fait
en respectant la durée de chaque phonème et en se basant sur la fréquence d’échantillonnage des
données acoustiques.
Ces 199 paramètres ont été extraits des fichiers audio toutes les 5ms. Ces paramètres repré-
sentent la sortie du DNN qui sera entraîné pour prédire les paramètres acoustiques à partir des
paramètres linguistiques.
Paramètres visuelles
Puisque le processus de paramétrisation résulte souvent en une perte d’information, nous
avons décidé d’utiliser les paramètres visuels sous leurs forme brute pour conserver la totalité de
l’information visuelle.
Les paramètres visuels utilisés dans ce travail sont les coordonnées X, Y et Z de chacun des 44
points de la partie inférieure du visage, soient 132 paramètres visuels comme montré dans la figure
5.5 du chapitre précédent (chapitre 5). Pour avoir le même nombre de frames que les deux autres
aspects (durée et acoustique), nous avons augmenté la fréquence d’échantillonnage des données
visuelles de 120fps (soit une frame toutes les 8.33ms) à 200fps (soit une frame toutes les 5ms)
par une interpolation linéaire. En fait, l’étude de Trouvain et al. [2001], effectuée sur un corpus
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Figure 6.3 – Synthèse audiovisuelle par modèles des durées, acoustiques et visuels séparés.
Illustration inspirée de Fonseca De Sam Bento Ribeiro [2018]. Le modèle des durées génère les
durées Tp pour chaque phonème à partir de ses spécifications linguistiques #»x p. Les modèles acous-
tique et visuel génèrent les paramètres de sortie pour chacune des T frames de la phrase et sont
appliqués en boucle sur l’ensemble des frames de l’entrée #»x t.
allemand, montre que le débit de la parole est d’environ 13 phonèmes par seconde en moyenne,
soit à peu près un phonème toutes les 77ms. Dans le travail de Philippou-Hübner et al. [2012],
le débit de la parole moyen de différentes émotions varie entre 9.9 phonèmes/seconde (dégoût
et tristesse) et 16.5 phonèmes/seconde (peur) soit au maximum un phonème toute les 61ms.
La fréquence d’échantillonnage de base de l’OptiTrack (120fps) permet d’obtenir au minimum 7
frames par phonème, ce qui permet de couvrir de manière correcte les gestes des articulateurs,
surtout que notre corpus contient une articulation propre. De plus, l’étude que nous avons menée
précédemment [Ouni and Dahmani, 2016] montre que les données articulatoires à 250fps et celles
à 100fps sont hautement corrélées (91% pour l’axe X, 99% pour l’axe Y et 98% pour l’axe Z), et
confirme ainsi que la perte d’information est minimale avec des fréquences d’échantillonnage aussi
élevées. Il est donc peu probable de manquer une frame importante à cette vitesse de capture.
Ainsi, les frames interpolées ne devraient pas nuire à la trajectoire des données originales.
6.3 Présentation de l’architecture utilisée
Dans ce chapitre nous considérons une architecture entièrement connectée DNN-FC. La sortie
de chaque couche constitue l’entrée de la couche suivante et nous n’avons aucun contrôle sur la
représentation intermédiaire des données à l’intérieur du réseau. Nous entraînons les trois aspects
88
6.3. Présentation de l’architecture utilisée
de la parole avec trois modèles séparés :
1. Modèle des durées,
2. Modèle acoustique,
3. Modèle visuel.
Pour chaque modalité, nous considérons deux architectures : une architecture avec un réseau de
type DNN-FF et une autre avec un réseau de type BLSTM. Les détails de ces architectures sont
présentés dans la section 6.5.
Nous avons découpé le corpus pour définir trois sous-ensembles et chaque sous-ensemble est
constitué de fichiers sélectionnés de manière aléatoire sur l’ensemble des données du corpus :
— Un ensemble d’apprentissage : constitué de 80% des données, soit 1600 sur 2000 pour
l’état neutre et 400 sur 500 pour les émotions,
— Un ensemble de validation : constitué de 10% des données, soit 200 sur 2000 pour l’état
neutre neutre et 50 sur 500 pour les émotions,
— Un ensemble de test : constitué de 10% des données, soit 200 sur 2000 pour l’état neutre
neutre et 50 sur 500 pour les émotions.
Nous utilisons Keras 10, la librairie d’apprentissage profond de haut niveau. Keras est une
librairie Python qui encapsule l’accès aux fonctions proposées par plusieurs librairies de machine
learning, en particulier Tensorflow 11. Ce dernier est une bibliothèque open-source qui implémente
des méthodes d’apprentissage automatique basées des réseaux de neurones profonds.
La mise en correspondance des paramètres linguistiques avec les paramètres de sorties (durées,
acoustiques ou visuels) constitue un problème de régression. Nous utilisons le carré moyen des
erreurs MSE comme fonction d’erreur à minimiser en utilisant le principe de rétropropagation






(ŷi − yi)2 (6.1)
Où N est le nombre de paramètres de sortie, ŷi est le i-ème paramètre prédit et yi représente
la donnée de sortie originale correspondante.
Il faut noter aussi que pour les trois modèles, l’entraînement s’est fait sur l’ensemble des
phonèmes en plus des pauses et des silences de début et de fin. Mais au moment du calcul des
métriques, nous avons écarté les pauses et les silences puisque ces derniers avaient un impact fort
sur le taux d’erreur global du système (notamment pour le modèle des durées). Le manque de
précision dans la prédiction des pauses et des silences est dû au fait que ces derniers ne suivent
pas une règle précise d’articulation. Leurs durées ne sont pas fixes, celles des pauses peuvent
dépendre de la prosodie et celles des silences peuvent dépendre de la manière dont les fichiers ont
été découpés en phrases isolées. L’aspect acoustique peut contenir des sons de respiration et pour
l’aspect visuel, durant les pauses et les silences, l’état de la bouche n’est pas connu, la locutrice
peut garder la bouche ouverte entre les phrases, comme elle peut fermer la bouche pour avaler
sa salive à l’intérieur d’une même phrase. Tous ces aspects rendent la prédiction des paramètres
relatifs aux silences et aux pauses propices aux erreurs.
10. Librairie Keras : https ://keras.io/api/
11. Librairie Tensorflow : https ://www.tensorflow.org/
89
Chapitre 6. : Synthèse audiovisuelle expressive par architecture entièrement connectée
6.4 Mesures objectives
Nous présentons ici un ensemble d’expériences permettant d’apporter des réponses et des
éclaircissements sur le comportement des DNNs face aux données linguistiques et audiovisuelles.
Nous avons utilisé le vocodeur WORLD pour générer les paramètres acoustiques des données
originales de test et nous présentons plus bas les mesures objectives pour mesurer la qualité de
prédiction de nos modèles.
Erreur quadratique moyenne (RMSE) : Cette mesure est souvent utilisée pour mesurer
la déviation entre les valeurs originales et celles prédites par un modèle. Dans cette thèse, elle






Où xt et x̂t dénotent les valeurs originales et prédites par nos modèles à un instant t, respec-
tivement. La RMSE est calculée directement pour les durées en nombre de frames par phonèmes
sur l’ensemble des phonèmes (à part les pauses et les silences). Pour les trajectoires visuelles, la
RMSE est obtenue en millimètres d’écart. Il est d’abord calculé pour chaque fichier, pour chaque
capteur et pour chacun des trois axes. Nous moyennons ensuite sur l’ensemble des fichiers, puis
sur l’ensemble des capteurs, puis sur l’ensemble des axes pour obtenir la valeur finale. Pour la F0,
la RMSE a été calculée sur l’échelle linéaire et non l’échelle logarithmique utilisée pour modéliser
les valeurs de la F0.
Coefficient de corrélation linéaire (CORR) : Elle mesure la force et la direction de la
relation linéaire entre deux variables. Elle est utilisée pour mesurer les performances de modéli-





















Où xt et x̂t dénotent la valeur de référence et celle prédite respectivement. Si xt et x̂t ont une
corrélation linéaire forte, CORR doit être proche de +1. Une valeur de CORR égale à +1 indique
un ajustement positif parfait. Si xt et x̂t ont une corrélation linéaire négative forte, CORR doit
être proche de -1. Une valeur de CORR égale à -1 indique un ajustement négatif parfait. Une
valeur de CORR égale à 0 indique qu’il n’y a pas de corrélation entre les données.
Erreur sur les sons voisés/non-voisés (V/NV) : Cette mesure est souvent calculée avec
la F0-RMSE car les valeurs de la F0 sont calculées par interpolation dans les régions non-voisées
pour des raisons de modélisation. La décision sur le voisement est sauvegardée et plus tard prédite
pour être utilisée pour la prédiction finale des valeurs de la F0. Par conséquent, l’erreur sur le
voisement est calculée en pourcentage de frames étiquetées faussement comme voisée/non-voisée
erronée.
La distorsion mel-cepstrale (MCD) : Kubichek [1993] mesure en décibels l’écart entre









Où T est le nombre total de frames dans l’ensemble de test et D est la dimension des coeffi-
cients mel-cepstraux prédits pour chaque frame. Dans cette thèse, nous utilisons 60 coefficients
pour chaque frame.
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La distorsion de la bande d’apériodicité (BAPD) : Fonseca De Sam Bento Ribeiro










BAPD suit la même logique et les mêmes notations que la MCD. Pour chaque frame de
l’ensemble de test, un vecteur de dimension D de paramètres BAP est prédit. La distorsion est
ensuite calculée entre les paramètres originaux et ceux prédits. BAPD est calculée dans cette
thèse sur les 25 coefficients de bande d’apériodicité.
6.5 Influence des paramètres linguistiques sur la qualité de la
synthèse neutre
Dans cette section nous allons étudier l’impact des différentes informations linguistiques sur
la qualité de la prédiction des données de durées, acoustiques et visuelle. Des études similaires ont
été menées dans le passé sur des systèmes HMMs [Watts et al., 2010, Maguer et al., 2013, Cernak
et al., 2013] mais peu d’études se sont intéressé à l’impact des paramètres linguistiques sur un
système basé sur les DNNs et encore moins leur impact sur la modélisation de la parole visuelle.
Maguer et al. [2013] ont étudié l’apport des différents paramètres linguistiques à la qualité de la
synthèse du système HTS basé sur des HMMs. Cette étude menée sur un corpus acoustique de
langue française a montré que l’utilisation du contexte phonétique améliore la modélisation du
spectre de la parole et des durées, et que l’utilisation des informations sur les syllabes améliore
la modélisation de la F0. Toutefois, le reste des facteurs contextuels semblent apporter une amé-
lioration significative à la modélisation acoustique avec HTS. Cernak et al. [2013] ont également
étudié les facteurs contextuels des données linguistiques pour la synthèse vocale par HMMs. Cette
étude confirme que le contexte syllabique fait partie des facteurs contextuels les plus importants
et que le contexte relatif aux mots de la phrase a peu d’importance comme préalablement établi
dans l’étude de [Yu et al., 2010].
Pour la synthèse vocale par DNNs, Ribeiro et al. [2016] utilisent différents niveaux de
contextes linguistiques pour entraîner un réseau de neurones à propagation vers l’avant. Les
paramètres suprasegmentaux ont été traités par un DNN agissant au niveau des syllabes, et la
sortie (sous forme de paramètres acoustiques) de ce dernier a été intégrée en tant qu’entrée sup-
plémentaire à un DNN standard agissant au niveau des frames. Cette étude montre que l’ajout
d’une représentation pré-entraînée des paramètres suprasegmentaux est bénéfique pour la modé-
lisation acoustique. Par ailleurs, l’ajout des vecteurs de plongement (embedding) appris sur des
mots ne montre aucune amélioration des performances du DNN. Récemment, Mametani et al.
[2019] ont présenté une étude des paramètres contextuels appris automatiquement par un sys-
tème de synthèse dit End-to-End. Ce genre de systèmes se base sur des DNNs et prend en entrée
un texte brut (ou sa représentation phonétique) pour le convertir directement en paramètres vo-
caux. Les résultats expérimentaux montrent que les informations apprises par le réseau reflètent
à la fois les contextes linguistiques et phonétiques, tels que l’identité du phonème et ses voisins
gauches et droits, la réduction des voyelles, le stress et la position des syllabes dans le mot.
Pour analyser l’impact des paramètres linguistiques sur l’apprentissage des modèles de durées,
acoustique et visuel sur les données neutres, nous testons différents paramètres d’entrées :
— 1_cont : Uniquement l’information sur le phonème central ;
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— 3_cont : L’information sur le phonème central son contexte gauche et droit immédiat ;
— 5_cont : L’information sur le phonème central ses deux contextes gauches et ses deux
droits ;
— 5_cont_p : Même informations que 5_cont avec en plus des informations sur la position
du phonème courant et la catégorie phonétique des cinq phonèmes du contexte ;
— 5_cont_p_s : Même informations que 5_cont_p avec en plus les informations sur les
syllabes ;
— 5_cont_p_s_m : Même informations que 5_cont_p_s avec en plus les informations sur
les mots ;
Dans cette section nous utilisons uniquement les données du corpus neutre et adoptons deux
architectures : une avec des DNN-FF et une autre avec des BLSTMs. Pour ces deux architectures,
un DNN à deux couches a été retenu et nous avons essayé plusieurs largeurs de DNNs pour
les différents vecteurs d’entrée (256, 512, 1024 et 2048). Les trois modèles ont été entraînés
séparément et l’architecture qui donne le meilleur résultat sur l’ensemble de validation a été
retenue pour chaque modèle et chaque configuration. Les meilleurs modèles ont été sélectionnés
avec la technique du early stopping. La fonction d’activation des couches cachées est tanh et une
fonction d’activation linéaire pour la couche de sortie. Nous avons utilisé l’optimiseur Adam et
aucun dropout, BatchNorm ou régularisation spécifique n’a été utilisée.
Le calcul des différentes métriques a été effectué entre les paramètres prédits et ceux provenant
du corpus original. Pour le modèle acoustique et visuel, les durées utilisées sont celles provenant
du corpus original. Nous affichons la moyenne et les intervalles de confiance pour chaque métrique.
Nous présentons ci-dessous les résultats obtenus pour les trois modèles sur l’ensemble de test
des données neutres contenant 200 phrases.
Modèle des durées
Le modèle des durées prend en entrée les informations linguistiques contextualisées et génère
le nombre de frames relatif à chaque phonème. Nous calculons sur l’ensemble de test la CORR















RMSE (f/p) 8.672 (±0.018) 5.888 (±0.007) 5.532 (±0.006) 5.435 (±0.009) 5.259 (±0.008) 5.256 (±0.007)















RMSE (f/p) 7.237 (±0.011) 5.418 (±0.006) 5.413 (±0.006) 5.411 (±0.006) 5.301 (±0.007) 5.247 (±0.006)
CORR 0.639 (±0.002) 0.821 (±0.0007) 0.824 (±0.00006) 0.826 (±0.0006) 0.827 (±0.0006) 0.827 (±0.0006)
Table 6.1 – Les résultats du RMSE en frames/phonème et de CORR sur l’ensemble de test gé-
nérés par le modèle de durées sur les différentes configurations linguistiques lors de l’entraînement
avec une architecture de type DNN-FF et BLSTM
Modèle acoustique
Le modèle acoustique prend en entrée les informations linguistiques contextualisées et gé-
nère les paramètres acoustiques correspondants. Nous calculons ensuite sur l’ensemble de test la
distorsion mel-cepstrale (MCD) et la distorsion de la bande-apériodicité (BAPD), le RMSE (F0-
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RMSE) et la corrélation (F0-CORR) de la F0 ainsi que le pourcentage d’erreur sur la prédiction















MCD (dB) 6.653 (±0.026) 6.136 (±0.025) 6.132 (±0.024) 5.910 (±0.024) 5.901 (±0.024) 5.900 (±0.024)
BAPD (dB) 0.327 (±0.004) 0.295 (±0.004) 0.292 (±0.004) 0.295 (±0.003) 0.288 (±0.003) 0.287 (±0.003)
F0-RMSE (Hz) 35.226 (±1.105) 32.447 (±1.132) 31.334 (±1.106) 31.360 (±0.757) 30.648 (±0.733) 30.555 (±0.743)
F0-CORR 0.341 (±0.021) 0.481 (±0.018) 0.529 (±0.017) 0.526 (±0.016) 0.557 (±0.016) 0.563 (±0.015)















MCD (dB) 5.304 (±0.029) 5.099 (±0.023) 5.152 (±0.023) 5.103 (±0.025) 5.106 (±0.026) 5.146 (±0.024)
BAPD (dB) 0.282 (±0.004) 0.242 (±0.003) 0.245 (±0.003) 0.242 (±0.003) 0.247 (±0.003) 0.247 (±0.003)
F0-RMSE (Hz) 32.580 (±0.818) 27.934 (±0.622) 29.010 (±0.624) 28.460 (±0.690) 28.201 (±0.648) 28.207 (±0.865)
F0-CORR 0.471 (±0.016) 0.640 (±0.013) 0.620 (±0.013) 0.628 (±0.014) 0.639 (±0.013) 0.637 (±0.014)
V/NV (%) 10.736 (±0.369) 8.348 (±0.262) 8.822 (±0.257) 8.571 (±0.293) 8.566 (±0.303) 8.755 (±0.292)
Table 6.2 – Les résultats sur l’ensemble de test générés par le modèle acoustique sur les diffé-
rentes configurations linguistiques lors de l’entraînement avec une architecture de type DNN-FF
et BLSTM.
Modèle visuel
Le modèle visuel prend en entrée les informations linguistiques contextualisées et génère les
paramètres visuels correspondants. Le modèle visuel génère une séquence de frames contenant
les coordonnées X, Y et Z des 44 points impliqués dans le processus de l’entraînement. Nous
calculons sur l’ensemble de test la corrélation de Pearson et le RMSE en millimètres entre les















RMSE (mm) 1.760 (±0.031) 1.458 (±0.029) 1.429 (±0.030) 1.427 (±0.030) 1.424 (±0.029) 1.423 (±0.029)















RMSE (mm) 1.327 (±0.030) 1.316 (±0.029) 1.328 (±0.031) 1.330 (±0.030) 1.331 (±0.031) 1.332 (±0.031)
CORR 0.823 (±0.005) 0.828 (±0.005) 0.822 (±0.005) 0.822(±0.005) 0.821 (±0.005) 0.821 (±0.005)
Table 6.3 – Les résultats sur l’ensemble de test générés par le modèle visuel sur les différentes
configurations linguistiques lors de l’entraînement avec une architecture de type DNN-FF et BL-
STM.
Dans les tableaux 6.1, 6.2 et 6.3, il est très intéressant de constater qu’en utilisant une
architecture DNN-FF, l’ajout de toutes les informations contextuelles améliore la qualité de la
synthèse pour les trois aspects de la parole.
Toutefois, pour le réseau de type BLSTM les trois modèles n’ont pas tous le même comporte-
ment face aux informations linguistiques. Pour le modèle des durées, et de manière similaire au
DNN-FF, l’ajout de l’ensemble des informations linguistiques améliore la prédiction des durées.
Concernant les modèles acoustique et visuel, le réseau BLSTM atteint la meilleure qualité de
synthèse avec les contextes gauche et droit immédiats uniquement. Cela peut s’expliquer par
la capacité des BLSTMs du fait de leur architecture à accéder automatiquement aux contextes
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passés et futurs de la frame courante, contrairement aux DNN-FF qui nécessitent que cette in-
formation soit explicitement donnée en entrée. Nous remarquons aussi pour BLSTM que pour
le modèle acoustique, les informations sur la position et la catégorie des phonèmes ainsi que les
informations sur les syllabes améliorent la modélisation de la F0, alors que l’ajout des informa-
tions relatives aux mots a un impact presque nul sur les mesures objectives. Ces constatations
confirment les résultats des études précédentes [Maguer et al., 2013, Cernak et al., 2013, Yu et al.,
2010]. Par ailleurs, force est de constater que, pour le modèle visuel avec BLSTM, l’ajout des
informations contextuelles autres que les contextes gauche et droit immédiats n’améliore pas la
qualité de l’apprentissage. Ce comportement peut être expliqué par le fait que la durée est une
composante forte de la prosodie qui est fortement impactée par l’information sur les syllabes, ce
qui explique l’importance de cette information pour la prédiction des durées. Une autre hypothèse
concernant ce comportement, peut être liée la réduction du nombre d’exemples d’apprentissage
avec l’augmentation du nombre de combinaisons possibles dans le vecteur d’entrée. En réalité,
l’ajout de plus de contraintes contextuelles divise les données en classes de plus en plus petites,
et réduit de ce fait le nombre d’exemples d’apprentissage de chaque classe. Pour le modèle des
durées, ce comportement ne semble pas se produire. Nous pensons que cela vient du fait que le
réseau doit prédire un seul et unique paramètre, qui est une tâche plus simple et qui nécessite
donc moins d’exemples d’apprentissage.
6.6 Entraînement audiovisuel joint pour la synthèse expressive
Dans cette section nous étudions l’apport éventuel d’un entraînement joint des modalités
acoustique et visuelle sur la qualité de la synthèse audiovisuelle expressive. Nous incluons les six
catégories d’émotions dans le processus d’apprentissage et nous utilisons 3_cont comme infor-
mations linguistiques. Le vecteur de sortie pour le modèle joint est le résultat de la concaténation
des paramètres acoustiques et visuels.
Nous avons entraîné toutes les émotions et l’état neutre conjointement en utilisant les éti-
quettes des émotions. Le calcul des différentes métriques a été effectué entre les paramètres
prédits et ceux provenant du corpus original. Pour le modèle acoustique et visuel, les durées
utilisées sont celles provenant du corpus original.










MCD (dB) 4.863 5.738 5.288 5.262 5.699 5.226 5.431 5.305 6.135 5.740 5.691 6.157 5.669 5.844
BAP (dB) 0.224 0.312 0.269 0.268 0.287 0.231 0.256 0.265 0.359 0.304 0.322 0.335 0.269 0.304
F0-RMSE (Hz) 26.172 46.723 36.943 39.514 32.203 40.617 37.972 32.203 47.617 37.972 45.094 45.676 46.201 44.003
F0-CORR 0.687 0.631 0.518 0.524 0.702 0.627 0.535 0.683 0.627 0.514 0.513 0.683 0.488 0.518






RMSE (mm) 1.304 1.572 1.317 1.466 1.482 1.424 2.124 1.309 1.581 1.320 1.475 1.504 1.429 2.132
Corrélation 0.833 0.777 0.792 0.810 0.807 0.826 0.696 0.829 0.776 0.790 0.808 0.803 0.825 0.689
Table 6.4 – Les résultats pour les paramètres acoustiques et visuels sur l’ensemble de test générés
en entraînant le DNN avec les modalités acoustiques et visuelles séparément puis conjointement.
Le tableau 6.4 montre les résultats obtenus avec les deux architectures. Nous remarquons que
l’entraînement joint des deux modalités dégrade toutes les mesures objectives, que ça soit pour la
modalité acoustique ou visuelle. En effectuant une écoute informelle, nous avons constaté plus de
distorsion et un son légèrement étouffé dans les résultats du modèle joint, mais pour les résultats
visuels, nous n’avons constaté aucune différence humainement perceptible. Ce résultat rejoint
celui de Filntisis et al. [2017] qui a montré via des tests perceptifs sur des données expressives
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que les résultats des modèles séparés sont considérés comme légèrement plus réalistes, mais
qu’aucune différence d’ordre significatif n’a été trouvée entre les résultats audiovisuels. Le même
résultat que pour les données audiovisuelles a été trouvé pour les données visuelles. Cependant,
les séquences acoustiques générées par le modèle séparé ont été considéré comme significativement
plus réalistes que ceux générés par le modèle joint.
6.7 Validation-croisée des résultats de la synthèse expressive
Dans cette expérience nous souhaitons vérifier, via une étude objective, la capacité des mo-
dèles à apprendre des caractéristiques spécifiques à chaque émotion. Pour ce faire, nous entraînons
le modèle de durées, le modèle acoustique et le modèle visuel avec l’ensemble des données neutres
et expressives étiquetées puis nous procédons à une validation croisée. Dans cette expérience nous
utilisons des modèles acoustique et visuel séparés avec la configuration 3_cont comme vecteur
d’entrée, et 5_cont_p_s_m comme entrée du modèle des durées.
Durées










































































































Table 6.5 – Les résultats du RMSE en frames/phonème et de la CORR pour la validation
croisée sur les résultats de prédiction des durées des données expressives de l’ensemble de test.
Visuel
























































































































Table 6.6 – Les résultats de validation croisée sur les résultats de prédiction des trajectoires
visuelles des données expressives de l’ensemble de test. Statique représente un visage à l’état
neutre avec une bouche constamment fermée.
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Acoustique
































































































































































































































































































Table 6.7 – Les résultats de validation croisée sur les résultats de prédiction des paramètres
acoustiques des données expressives de l’ensemble de test.
Dans cette expérience, nous évaluons la capacité de nos modèles à représenter les durées
et les modalités acoustique et visuelle. Toutefois, la prononciation des phrases peut changer
d’une émotion à l’autre (plus ou moins de pauses, suppression/ajout de voyelles) comme décrit
par Qader et al. [2014]. Ce dernier point n’est pas étudié dans ce travail. Afin d’évaluer les
différents modèles, l’idée est d’entraîner ces derniers avec les données étiquetées des différents
états expressifs. Au moment de l’évaluation, nous générons les paramètres de sortie de chaque
modèle et pour chaque émotion. Par la suite, nous comparons les résultats de prédiction de
toutes les émotions avec les données originales de l’ensemble de test d’une émotion cible donnée.
Si l’erreur sur les paramètres prédits de l’émotion cible est plus faible et que l’écart avec l’erreur
des autres émotions est significatif, nous considérons que le modèle est plus spécialisé dans la
prédiction de cette émotion cible que les autres émotions.
Pour le modèle des durées, nous avons utilisé les informations linguistiques de l’ensemble de
test d’une émotion cible pour générer les durées de toutes les autres émotions et nous avons calculé
les mesures de RMSE et de corrélation par rapport aux données originales de l’émotion cible. Pour
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les modèles acoustique et visuel, nous avons utilisé les données linguistiques ainsi que les durées
des données originales de l’ensemble de test de l’émotion cible. En utilisant ces informations, nous
générons les paramètres acoustiques et visuels correspondants à chaque émotion et calculons les
différentes mesures. Les résultats relatifs à chaque émotion traitée sont représentés dans les lignes
des tableaux 6.5, 6.6 et 6.7.
Après la collecte des résultats, nous avons calculé avec un test-t le niveau de significativité
statistique de l’écart des résultats des différentes émotions avec les résultats de l’émotion cible, les
écarts non-significatifs sont présentés avec le signe (-). Les résultats affichés dans ces trois tableaux
montrent que les trois modèles arrivent à se spécialiser dans la modélisation des différentes
émotions puisque la majorité des écarts sont statistiquement significatifs. Pour le modèle des
durées, même si les écarts sont généralement petits, mais une grande partie d’entre eux reste
significative. Le dégoût semble être très différent des autres émotions. Cela peut s’expliquer par
les durées des émotions dans le corpus utilisé. En fait, cette émotion a été jouée avec un débit
remarquablement lent. La durée du corpus du dégoût (1h 53min) représente environ le double des
durées des autres émotions (entre 55min et 1h 11min). Pour les résultats visuels et acoustiques,
les écarts sont globalement significatifs, mais les petits écarts entre les résultats de certaines
émotions laissent supposer l’existence de ressemblances entre quelques émotions. Pour le modèle
visuel et dans le cas de l’état neutre, les mesures calculées, notamment le RMSE, montrent que
la tristesse se distingue par des valeurs proches de celles du neutre. Nous pouvons constater la
même chose entre la colère et la peur avec l’écart de RMSE le plus bas. En ce qui concerne le
modèle acoustique, nous remarquons qu’il y a également une ressemblance entre l’état neutre et
la tristesse puis entre la peur et le dégoût. De plus la joie et la surprise sont les émotions avec le
plus grand écart de F0 par rapport au neutre et aux autres émotions.
Dans une étude perceptive présentée dans le chapitre suivant (chapitre 7), utilisant le même
corpus et un type de couches cachées similaire (BLSTM), nous validons que les émotions syn-
thétiques sont correctement reconnues par les participants (sauf la peur et la tristesse).
6.8 Conclusion
Dans ce chapitre, nous avons effectué une étude sur la synthèse audiovisuelle expressive de la
parole, afin de donner des éclaircissements sur l’apport de certains paramètres sur les résultats
générés. Pour atteindre cet objectif, nous avons adopté différentes architectures neuronales pour
entraîner trois modèles : le modèle des durées, le modèle acoustique et le modèle visuel. Nous
avons réalisé une comparaison directe entre ces architectures en variant les paramètres linguis-
tiques utilisés. Les résultats obtenus montrent que, même si toutes les informations linguistiques
sont bénéfiques pour le modèle des durées, seulement les informations sur les contextes gauche et
droit immédiats ainsi que le contexte syllabique améliorent la prédiction pour le modèle acous-
tique. Toutefois pour le modèle visuel les informations autres que le contexte gauche et droit
immédiat ne semblent pas apporter en précision à la qualité de la prédiction. Nous avons éga-
lement comparé la qualité de la synthèse des modèles acoustique et visuel entraînés séparément
puis conjointement. À l’aide d’une comparaison avec des mesures objectives, nous avons trouvé
que les modèles entraînés séparément atteignent une meilleure précision de reconstruction.
Une hypothèse sur la baisse de précision des modèles acoustiques et visuels avec un contexte
linguistique important ou un vecteur d’entrée de grande taille (audiovisuel), serait l’augmentation
du nombre de combinaisons possibles pour les données, ce qui a pour effet de réduire le nombre
d’exemples de chacune d’elles pendant l’apprentissage. Nous pensons que c’est pour cette raison
que cet effet ne semble pas se produire avec les données des durées, qui ont un vecteur de très
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petite taille contenant un seul paramètre. De ce fait, il serait intéressant, pour compléter cette
étude, de faire une analyse sur un corpus de taille plus importante pour voir si ces conclusions
peuvent être maintenues.
Finalement, les résultats objectifs de la validation-croisée effectuée sur les différentes émo-
tions, montrent que les trois modèles arrivent à se spécialiser aux différentes émotions. Ces
résultats nous ont aussi permis de constater des similarités et des différences entre certaines
émotions. Une piste pour compléter cette étude serait de pousser plus loin l’évaluation du mo-
dèle des durées à un niveau plus fin pour voir si certains phonèmes sont mieux modélisés que
d’autres suivant leur contexte linguistique ou émotionnel.
Nous souhaitons que cet ensemble d’expériences apporte plus de clarté sur le comportement
des DNNs face aux différentes données linguistiques, des durées et audiovisuelles, et que cela
nous facilite par la suite le choix de l’architecture neuronale la plus adaptée pour la synthèse
audiovisuelle expressive de la parole.
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7.1 Introduction
Le système de synthèse avec une architecture DNNs entièrement connectée (DNN-FC) pré-
senté dans le chapitre précédent (chapitre 6), et à l’instar des systèmes similaires dans la littéra-
ture [Li et al., 2016a, An et al., 2017, Zhang et al., 2017], permet de modéliser les classes d’émo-
tions présentes dans la base de données d’entraînement. Chaque émotion modélisée est en réalité
le résultat d’une moyenne sur l’ensemble des exemples vus pendant le processus d’entraînement.
De ce fait, l’information sur les degrés des émotions, qui peuvent être présents dans l’ensemble
d’apprentissage, vont disparaître et le contrôle de la variabilité de l’expressivité humaine va être
perdu. Comme présenté dans le chapitre 3 de l’étude de l’état de l’art, et contrairement à la
théorie catégorique des émotions [Ekman, 1992], les approches dimensionnelles et continues des
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émotions [Russell, 1980, Plutchik, 1984, Laresn and Diener, 1992] considèrent le système émo-
tionnel humain comme un spectre reliant les différents états émotionnels de manière continue
[Posner et al., 2005, Russell and Fehr, 1994].
Afin d’éviter la représentation moyennée des émotions, dans le travail de Hofer et al. [2005],
un système de synthèse vocale par sélection d’unités a été proposé pour générer des nuances
d’émotions en utilisant une base de données annotée avec des degrés d’émotion. Dans une autre
étude, le système de conversion de voix basé sur des règles présentées par Xue et al. [2018b]
propose un espace bidimensionnel (valence et arousal) pour contrôler le degré des émotions.
Le système de conversion de voix se base sur les règles et est réalisé par paramétrisation et
remplacement des caractéristiques relatives aux émotions.
Toutefois, ces approches reposent entièrement sur les étiquettes des émotions dans le processus
de l’apprentissage alors que la plupart des ressources expressives disponibles ne sont pas annotées.
De surcroît, lorsque les étiquettes sont disponibles, elles ne sont pas totalement fiables à cause
des éventuelles erreurs dues aux annotateurs ou à la mauvaise performance des acteurs. Henter
et al. [2017] ont réussi à créer des degrés d’émotion sans des étiquettes relatives aux intensités
des émotions en ayant toutefois utilisé des étiquettes de catégories d’émotions ce qui ne fait que
déplacer le problème.
Dans ce chapitre 12, nous abordons ce problème de la synthèse expressive sans utilisation des
étiquettes d’émotions durant le processus de l’apprentissage. Plus spécifiquement, nous abordons
l’utilisation du Variational Auto-Encoder (VAE), approche introduite par Kingma and Welling
[2013]. Nous explorons en particulier l’extension β-Conditional Variational Auto-Encoder (β-
CVAE) et adapterons cette approche pour la synthèse expressive audiovisuelle de la parole. Nous
montrerons également les possibilités offertes par cette approche rendant l’interpolation entre les
émotions possible.
7.2 Présentation de l’architecture β-CVAE
Dans cette section, nous introduisons d’abord l’architecture encodeur-décodeur puis les prin-
cipes de l’auto-encodeur variationnel (Variational Auto-Encoder) que nous appelons VAE et de
l’auto-encodeur variationnel sous condition (Conditional Variational Auto-Encoder) que nous
appelons CVAE. Ils représentent la base du travail présenté dans ce chapitre. Nous présentons
par la suite l’architecture que nous avons adoptée pour les trois modèles de synthèse des durées,
acoustique et visuel.
7.2.1 Architecture encodeur-décodeur
L’architecture d’un système encodeur-décodeur standard [Bengio et al., 2013] consiste en un
encodeur et un décodeur comme présenté dans la figure 7.1. Le rôle de l’encodeur est d’extraire
une représentation intermédiaire du vecteur d’entrée. Cette représentation est ensuite passée
au décodeur pour générer le vecteur de sortie. Lorsque le but du système est d’encoder une
information pour la reconstruire à la sortie, nous parlons alors d’un auto-encodeur. Ce système
apprend une représentation intermédiaire z d’un vecteur d’entrée x en minimisant l’écart entre
la sortie générée par le système x̂ et l’entrée x. La fonction de perte d’un auto-encodeur Loss est
12. Les travaux présentés dans ce chapitre ont fait l’objet d’une publication dans la conférence internationale
Interspeech 2019 (https ://hal.inria.fr/hal-02175776/document) et d’une soumission d’un article de revue à une
session spéciale de la revue internationale Neural Networks (Special issue on Advances in Deep Learning Based
Speech Processing).
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définie uniquement par l’erreur de reconstruction RE entre les paramètres d’entrée et de sortie.
Elle est définie dans ce travail par le carré moyen des erreurs :





(x̂i − xi)2 (7.1)









Figure 7.1 – Architecture d’un encodeur-décodeur, la fonction d’erreur correspond à l’erreur de
reconstruction RE entre les paramètres d’entrée et de sortie.
7.2.2 Architecture VAE
L’architecture du VAE [Kingma and Welling, 2013] est similaire à celle d’un auto-encodeur
standard, toutefois la représentation intermédiaire des données est construite différemment. En
fait, pour un auto-encodeur standard, la représentation intermédiaire du vecteur d’entrée est
apprise directement en encodant ce dernier en un vecteur latent et en le décodant par la suite.
Aucune condition n’est imposée pendant le processus d’apprentissage pour structurer l’espace
latent de manière intelligente et compatible avec un processus génératif. De ce fait, certains
points de l’espace latent donneront un contenu incohérent et insensé une fois décodés. Pour un
auto-encodeur variationnel, au lieu d’encoder une entrée comme un seul point latent, il l’en-
code plutôt comme une distribution sur l’espace latent. Le VAE apprend les paramètres d’une
distribution de probabilité représentant les données (µ et σ). Nous pouvons donc utiliser ces
paramètres pour remodeler l’espace latent et échantillonner par la suite à partir de cette dis-
tribution latente (z ∼ N (µ, σ2) ) pour générer de nouvelles données cohérentes sans avoir au
préalable des données originales correspondant aux vecteurs latents choisis. Il s’agit donc d’un
modèle génératif. Comme présenté dans la figure 7.2, la fonction de perte d’un VAE contient un
nouveau terme. En plus de la condition de réduction de l’erreur de reconstruction RE, le VAE
introduit un terme supplémentaire de régularisation KL qui force la représentation latente z à
suivre une distribution gaussienne normale. La fonction de perte d’un VAE est définie comme
suit :
Loss = RE +KL (7.2)
Le premier terme RE est l’erreur de reconstruction entre x et x̂, elle encourage le décodeur à
apprendre à reconstruire les données originales à partir de leur représentation latente. Le second
terme KL représente la divergence de Kullback-Leibler [Kullback and Leibler, 1951] entre la
distribution de l’espace latent et une distribution gaussienne normale :
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KL = DKL(N (µ, σ2)||N (0, I)) (7.3)
Ce terme agit comme un régularisateur qui force la représentation latente à suivre une dis-
tribution normale, ce qui a pour effet de pousser les différents clusters de l’espace latent à être
de plus en plus proches en se regroupant autour de la moyenne zéro. Nous définissons un clus-
ter latent dans ce travail, par un regroupement de vecteurs latents appartenant à une émotion
données. Ce comportement encourage une couverture maximale de l’espace latent en le lissant
et supprimant les éventuelles zones mortes.
Dans cette approche et contrairement au chapitre précédent (chapitre 6), l’architecture n’est
plus entièrement connectée, mais est scindée en deux réseaux neuronaux entraînés conjointement :
1. Réseau d’encodage (encodeur) : Réseau neuronal qui relie l’entrée x à une représentation
latente z pour approximer la distribution postérieure insoluble des données d’entrée.
2. Réseau génératif de prédiction (décodeur) : Réseau neuronal qui reconstruit la variable
d’entrée x à partir de sa représentation latente z.
Toutefois, une problématique s’impose et rend la rétropropagation de l’erreur à travers le
VAE impossible. En fait, comme présenté plus haut, z est échantillonné de manière aléatoire
à partir de la distribution latente (z ∼ N (µ, σ2) ). En raison de la nature probabiliste de z
aucune information ne peut être rétropropagée à travers ce noeud. Une astuce simple, appelée
astuce de reparamétrisation proposée par Kingma and Welling [2013], est utilisée pour rendre
possible la descente de gradient malgré l’échantillonnage aléatoire et consiste à déplacer la nature
probabiliste vers un autre noeud en échantillonnant z comme suit :
z = µ+ σ2  ε avec ε ∼ N (0, I) (7.4)










Loss = RE + KL
Figure 7.2 – Architecture d’un VAE, la fonction d’erreur est augmenté d’un nouveau terme de
régularisation KL et les vecteurs latents sont échantillonnés d’une distribution en utilisant une
astuce de reparamétrisation [Kingma and Welling, 2013].
7.2.3 VAE conditionnel (CVAE)
Le VAE conditionnel (CVAE) est un réseau de type VAE qui est conditionnée sur un para-
mètre supplémentaire c. Dans ce travail la condition c représente les paramètres linguistiques
correspondantes à l’entrée x. Un schéma représentatif de l’architecture du CVAE est présenté
dans la figure 7.3.
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7.2. Présentation de l’architecture β-CVAE
Atanov et al. [2019] ont montré qu’en conditionnant le réseau sur une variable c, la représen-
tation latente des données devient indépendante de cette variable. Dans le travail de Skerry-Ryan
et al. [2018] et dans le but de transférer la prosodie d’une phrase à une autre, les auteurs ont
réussi à isoler la prosodie des autres composantes de la parole. Pour cela, ils ont conditionné











Loss = RE + KL
Encodeur
Condition
Figure 7.3 – Architecture d’un CVAE, la fonction d’erreur est augmentée d’un nouveau terme
de régularisation KL et les vecteurs latents sont échantillonnés d’une distribution en utilisant une
astuce de paramétrisation [Kingma and Welling, 2013]. L’encodeur et le décodeur sont condition-
nés par un vecteur c.
Ainsi, en conditionnant notre réseau sur c, qui contient les paramètres linguistiques, nous
forçons sa représentation latente à être indépendante du contenu linguistique des phrases. Le
réseau doit apprendre à représenter les paramètres qui ne sont pas contenus dans les données
textuelles. Puisque le corpus que nous utilisons (voir chapitre 5) compte une seule locutrice
avec des conditions d’enregistrement identiques, nous capturons dans l’espace latent le reste
de la variation, et donc principalement les informations relatives à l’état émotionnel de chaque
exemple d’entraînement.
7.2.4 β-CVAE
Pendant l’implémentation d’un VAE, l’équilibre entre les deux termes de la fonction de coût
n’est pas évident à trouver, ce qui rend l’entraînement d’un VAE particulièrement complexe.
Généralement, l’un des deux termes de la fonction de coût, RE ou KL, prend le pas sur l’autre
[Bowman et al., 2016, Higgins et al., 2017]. Lorsque le terme KL est très grand, le réseau se
focalise uniquement sur lui en ignorant RE, empêchant ainsi le réseau d’apprendre à reconstruire
les données. Dans le cas inverse, le terme KL est réduit à zéro et l’espace latent ne capture aucune
information utile, le vecteur z sera simplement ignoré par le décodeur.
Pour régler cette problématique, Higgins et al. [2017] ont introduit un hyper-paramètre ajus-
table β dans la fonction de perte pour équilibrer entre le coût de la reconstruction et le coût de
la régularisation. La nouvelle fonction de coût est présentée dans l’équation 7.5. Ce terme a été
ensuite utilisé dans plusieurs travaux [Roche et al., 2019, Bowman et al., 2016, Yang et al., 2019,
Wang et al., Alemi et al., 2017, Deng, 2012]. Une valeur élevée de β favorise la régularisation
au détriment de la précision de la reconstruction. Nous expliquons la procédure de sélection du
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paramètre β pour les différents aspects de la parole dans la section 7.3.2 de ce chapitre.
Loss = RE + β KL (7.5)
En utilisant cette variante nous pouvons contrôler la force du terme de régularisation KL
pour remodeler l’espace latent sans que cela ne se fasse au détriment d’une bonne reconstruction
des données. De cette manière nous seront capables de créer une continuité dans l’espace latent
qui nous permettra de passer d’une émotion à l’autre en obtenant constamment des données de
sorties cohérentes. Nous expliquons ce point plus en détails dans la section 7.3.2
7.2.5 Entraînement non-supervisé
Le rôle de l’encodeur est d’extraire une représentation latente compressée des données fournies
à son entrée. En fait, l’encodeur effectue une tâche de réduction de dimensionnalité similaire à une
ACP. Toutefois, dans le cas de l’encodeur basé sur les DNNs, cette tâche est effectuée de manière
non-linéaire. Comme nous l’avons vu ci-dessus, l’encodeur est capable d’encoder les informations
contenues dans les données d’entrée tout en ignorant les variations contenues dans la condition
c utilisée.
L’architecture de l’encodeur et du décodeur sera présentée dans la section 7.3.1. La figure 7.4
montre l’évolution de la valeur de l’erreur d’entraînement du β-CVAE avec des données visuelles.
Nous montrons le résultat d’une configuration où les étiquettes des émotions sont fournies comme








2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55
Avec étiquettes Sans étiquettes






Figure 7.4 – Impact du retrait des étiquettes des émotions sur le processus d’apprentissage du
modèle visuel.
Nous pouvons voir que le réseau arrive sensiblement à la même valeur après un certain
nombre d’itérations (37 itérations), bien qu’un entraînement avec des étiquettes d’émotions rende
l’apprentissage plus stable. Nous avons constaté un comportement similaire pour les données
acoustiques et de durées également. Ce point est très intéressant car il nous permet de nous
affranchir de l’information explicite (étiquette) sur les émotions. Nous pouvons donc adopter cette
approche d’apprentissage non-supervisé des émotions pour pallier le problème lié aux annotations.





Nous avons utilisé une architecture β-CVAE pour prédire : 1) les durées 2) les paramètres
acoustiques et 3) les paramètres visuels. Nous présentons l’architecture de chacun de ces trois





























Figure 7.5 – L’architecture encodeur-décodeur des trois modèles. A : Le modèle des durées condi-
tionné sur les données linguistiques cd uniquement. B et C : L’architecture encodeur-décodeur des
modèles acoustique et visuel respectivement qui sont conditionnés sur les données linguistiques et
sur les durées ca_v.
7.3.1 Configuration
Nous avons utilisé Merlin TTS comme outil basique de synthèse acoustique. Nous l’avons
augmenté avec une architecture β-CVAE et un module visuel. Dans ce travail nous utilisons
un β-CVAE asymétrique puisque le décodeur ne va pas uniquement décompresser la sortie de
l’encodeur (le vecteur latent), mais il va effectuer une tâche plus complexe de prédiction non-
linéaire. De ce fait, nous utilisons un réseau plus profond pour la partie du décodeur. L’optimiseur
Adam a été utilisé pour entraîner les trois modèles, sans dropout ou paramètre de régularisation
spécifique. Différentes architectures et valeurs de β ont été utilisées pour chaque modèle. Le
choix du paramètre β pour chaque modèle est expliqué dans la section suivante (section 7.3.2).
Les encodeurs et décodeurs ont été entraînés conjointement. Pour les trois modèles, nous avons
utilisé une couche de 50 noeuds avec une fonction d’activation linéaire comme variable latente. Le
choix de la taille de la variable latente (50) a été effectué après analyse des résultats obtenus avec
différentes tailles : 25, 50 et 100 pour la modalité visuelle. Ayant obtenu l’erreur de reconstruction
la plus faible avec une taille de 50, cette valeur a été retenue. Nous avons gardé cette même valeur
pour le modèle des durées et acoustique, mais comme perspective, il conviendrait de chercher
les valeurs optimales pour les durées et l’aspect acoustique également. En ce qui concerne les
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paramètres linguistiques, pour les modèles acoustique et visuel, nous utilisons la configuration
3_cont, et pour le modèle des durées nous utilisons 5_cont_p_s_m. Ces configurations ont été
présentées dans le chapitre précédent (chapitre 6).
Acoustique
Nous concaténons les paramètres acoustiques avec les paramètres linguistiques pour former
le vecteur d’entrée de l’encodeur. L’encodeur est un réseau d’une seule couche BLSTM de 1024
noeuds. Le décodeur est composé de deux couches BLSTM de 1500 noeuds suivies d’une couche
de sortie linéaire. Il reçoit le vecteur latent et les paramètres linguistiques comme entrées. Au
final, nous avons gardé un taux d’apprentissage de 10−4 et un paramètre β = 5× 10−3.
Visuel
Ce module apprend à prédire la position des capteurs 3D (x,y,z). Nous donnons un vecteur
contenant 132 paramètres (44 capteurs sur 3 axes chacun) concaténés avec les paramètres lin-
guistiques comme entrée à l’encodeur. L’encodeur est un réseau d’une seule couche BLSTM de
1024 noeuds. Le décodeur est composé de deux couches BLSTM de 1024 noeuds suivies d’une
couche de sortie linéaire, il reçoit le vecteur latent et les paramètres linguistiques comme entrées.
Un taux d’apprentissage de 5× 10−5 et un paramètre β = 0.1 ont été gardés.
Durées
Ce module apprend à prédire les durées des phonèmes. Nous concaténons le paramètre repré-
sentant la durée du phonème (en nombre de frames qu’il couvre) avec les paramètres linguistiques
puis nous fournissons le vecteur résultant comme entrée de l’encodeur des durées. L’encodeur est
composé d’une seule couche de type BLSTM avec 1024 noeuds. Le décodeur est composé aussi
d’une seule couche linéaire de 256 noeuds avec tanh comme fonction d’activation suivie d’une
couche linéaire comme couche de sortie. Il reçoit le vecteur latent et les paramètres linguistiques
comme entrées. Le taux d’apprentissage sélectionné est de 5× 10−4 avec β = 2× 10−5 .
7.3.2 Choix du paramètre β
Le choix du paramètre β est crucial pour obtenir un espace latent bien structuré. Le rôle de
ce paramètre est de contrôler le poids du second terme de la fonction de coût du β-CVAE qui
correspond au facteur de régularisation KL. Ce terme pousse la distribution de l’espace latent à
se rapprocher d’une distribution gaussienne normale. En d’autres termes, il pousse les points de
l’espace latent à se regrouper autour d’une moyenne de zéro tout en rapprochant la valeur de leur
variance de un. Ceci a pour effet de rapprocher les points de l’espace latent, et donc diminuer
les distances inter et intra clusters des émotions.
Un paramètre β très petit, ne permet pas au clusters des émotions d’être suffisamment proches
pour pouvoir générer de nouveaux vecteurs latents par interpolation des vecteurs latents existants
issus de clusters d’émotions différents. Toutefois, une valeur très grande de β résultera en un
chevauchement très important des clusters, et empêchera le réseau d’apprendre à reconstruire les
données des différentes émotions correctement. La figure 7.6 montre l’impact de l’augmentation
de la valeur de β sur la qualité de la reconstruction des données visuelles.
Nous notons que cette expérience a été effectuée avec une base de donnée de taille réduite
puisque l’entraînement du β-CVAE est particulièrement chronophage. Lorsque β est nul, le réseau
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Figure 7.6 – Impact de l’introduction graduelle du poids donné au terme de régularisation (voir
équation 7.5) sur la qualité de la reconstruction des données visuelles de l’ensemble de validation.
β, la reconstruction devient de plus en plus difficile, puisque les clusters se chevauchent de plus
en plus jusqu’à se mélanger complètement (voir figure 7.7).
β = 1,0β = 0,1β = 0
Figure 7.7 – Impact de l’introduction graduelle du poids donné au terme de régularisation
(voir équation 7.5), en augmentant la valeur de β, sur la structure de l’espace latent des données
visuelles. Les clusters deviennent de plus en plus proches jusqu’à se mélanger complètement.
Dans les travaux utilisant le β-CVAE, le choix de la valeur du paramètre β est fait selon
l’objectif désiré. Dans les travaux de Higgins et al. [2017] et Yang et al. [2019] pour le démêlage
des dimensions de l’espace latent, ce paramètre a été fixé par inspection visuelle et par une
métrique qui permet de calculer le score quantitatif du démêlage des différentes dimensions
de l’espace latent. Wang et al. ont utilisé un β-VAE pour obtenir des représentations latentes
sémantiquement significatives, cependant le choix du paramètre β n’a pas été expliqué. Alemi
et al. [2017] ont choisi le paramètre β en se basant sur les scores de classifications sur la base de
données considérée (MNIST [Deng, 2012]).
Dans le travail de Roche et al. [2019] pour la synthèse de la musique, quatre valeurs du
paramètre β ont été testées, et la valeur la plus petite a été sélectionnée. Néanmoins, ce choix
n’a pas été validé par une métrique quantitative. Dans cette section, nous présentons notre
procédure pour définir une valeur de β optimale pour atteindre notre objectif qui est d’obtenir des
clusters suffisamment proches, voir en léger chevauchement. En réalité, les différentes techniques
de réduction de dimensionnalité (ACP, t-SNE et U-map) permettent de visualiser l’espace latent
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Figure 7.8 – Dix projections elliptiques des régions de chaque cluster d’émotion pour chacune
des combinaisons de paires de composantes principales des données acoustiques. Sont présentées
aussi les projections unidimensionnelles des densités et les nuages de points en 2D.
en 2D ou 3D.
La figure 7.8 montre les résultats de projection obtenus pour différentes paires de composantes
principales. En utilisant une ACP, il est normal d’obtenir une projection différente selon les axes
principaux sélectionnés. Par exemple, la projection dans l’espace formé par la première et la
deuxième composantes principales est différente de celle obtenue dans l’espace formé par la
première et la troisième composantes principales. Il est à noter que pour la modalité acoustique
par exemple, les trois premières composantes principales n’expriment que 22.9% de la variation
totale. Aussi, il n’est pas envisageable d’effectuer une projection pour chaque paire des cinquante
dimensions de l’espace latent. Il est donc important d’avoir une projection qui prend en compte









Figure 7.9 – Carte t-SNE [Maaten and Hinton, 2008] des sept clusters de l’espace latent formés
par la distribution des données d’entraînement des six émotions basiques et l’état neutre. Le terme
de régularisation pousse les échantillons à se rassembler autour de zéro. Les échantillons ont été
regroupés différemment selon la modalité étudié (A : Durées B : acoustique et C : visuelle ).
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Comme pour une ACP, les algorithmes t-SNE (t-distributed stochastic neighbor embedding)
[Maaten and Hinton, 2008] et U-map [McInnes et al., 2018] sont des techniques de réduction
de dimension pour la visualisation de données à grande dimensions dans un espace de deux ou
trois dimensions. Toutefois, ces deux techniques sont non-linéaires et permettent de conserver
le voisinage entre les points et la structure globale des données originales dans l’espace à faible
dimension, c’est à dire que deux points proches (resp. éloignés) dans l’espace d’origine devront
être proches (resp. éloignés) dans l’espace de faible dimension.
Toutefois, ces techniques donnent toutes des résultats de projection légèrement différents
(différence entre t-SNE et l’ACP en 2D pour la modalité acoustique dans les figure 7.9-B et
7.8). De plus, pour une même technique, le choix des paramètres de visualisation (nombres de
voisins de chaque vecteur latent, le taux d’apprentissage, le nombre d’itérations,..) joue un rôle
très important dans le résultat de la projection. De surcroît, le degré de chevauchement entre les
clusters change aussi en fonction des dimensions latentes sélectionnées pour la visualisation.
Ces projections ne peuvent donc pas servir de moyen fiable pour évaluer l’état réel de l’espace
latent. Ainsi, il est impératif d’utiliser une technique de quantification numérique du taux de che-
vauchement qui prend en considération la totalité des dimensions de l’espace latent et d’utiliser
les projections seulement comme aide/accompagnement visuel des résultats numériques qui per-
mettra de les interpréter en regardant l’emplacement des clusters par rapport aux autres. Pour
ce faire, nous proposons d’utiliser la méthode probabiliste de Swanson et al. [2015] initialement
proposée pour déterminer la région des niches des espèces animales et le chevauchement entre
elles et qui peut être étendue au-delà de deux dimensions. Cette méthode est toujours active-
ment utilisée dans le domaine de l’écologie pour calculer le chevauchement entre les habitats des
espèces, pour évaluer le partage des ressources et la concurrence entre les espèces coexistantes
[Chavarie et al., 2019, Jackson et al., 2016, McNicholl et al., 2018]. Cette méthode fournit des
estimations directionnelles du chevauchement entre les niches et produit des projections uniques
des données multivariées.
Swanson et al. [2015] définissent la région de niche comme une région de probabilité dans
un espace multivarié. Le chevauchement est calculé comme la probabilité (0% à 100%) qu’un
individu de l’espèce A de se trouver dans la région de niche de l’espèce B. Dans l’article original,
cette méthode a été appliquée à des données isotopiques en trois dimensions. Dans ce travail
de thèse nous allons l’appliquer à des vecteurs latents des modalités acoustique et visuelle et
des durées dans un espace à cinquante dimensions. Nous commençons par un paramètre β nul,
puis nous l’augmentons graduellement jusqu’à l’obtention d’un début de chevauchement entre
plusieurs clusters. Les résultats obtenus avec cette métrique pour les différents modèles sont
présentés dans les figures 7.10, 7.11, 7.12 et 7.13, dont les valeurs numériques sont dans l’Annexe
C.
Les matrices présentées dans les figures 7.10, 7.11, 7.12 et 7.13 montrent la distribution de la
métrique de probabilité de chevauchement (0% à 100%) des différents modèles et représentent la
probabilité que les clusters des émotions présentées dans les colonnes de déborder sur des zones
spécifiques aux émotions présentées dans les lignes. Les moyennes et les intervalles de confiance
de 95% des distributions sont présentés en lignes continues et discontinues respectivement. Pour
les données visuelles, nous voyons sur la figure 7.10 qu’avec β = 0.05, les clusters latents ne se
chevauchent pas, ce qui indique la possible présence de discontinuités dans l’espace latent. Ces
discontinuités, ou zones mortes, compromettent la possibilité d’interpolation entre les différents
clusters.
Pour résoudre ce problème, nous augmentons la valeur de β pour pousser les clusters à
se rapprocher. Nous pouvons voir, sur la même figure 7.10, qu’avec β = 0.1 les clusters sont
suffisamment proches pour commencer à légèrement se chevaucher. Nous pouvons également
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Figure 7.10 – Distribution de la métrique de chevauchement probabiliste entre les clusters
d’émotions pour la modalité visuelle (probabilité que les clusters des émotions présentées dans
les colonnes débordent sur ceux des émotions présentées dans les lignes). Les moyennes et les
intervalles de confiance de 95% des distributions sont présentés en lignes continues et discontinues
respectivement. Les matrices sont présentées pour deux valeurs de β, 0.05 et 0.1.
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Figure 7.11 – Distribution de la métrique de chevauchement probabiliste entre les clusters
d’émotions pour la modalité acoustique avec β = 5× 10−3 pour une intervalle de confiance de
95% (probabilité que les clusters des émotions présentées dans les colonnes débordent sur ceux
des émotions présentées dans les lignes). Les moyennes et les intervalles de confiance de 95% des
distributions sont présentés en lignes continues et discontinues respectivement.
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Probabilité de chevauchement dans l'espace latent des durées avec β = 0.00002



























Figure 7.12 – Distribution de la métrique de chevauchement probabiliste entre les clusters
d’émotions pour le modèle des durées avec β = 2× 10−5 pour une intervalle de confiance de
95% (probabilité que les clusters des émotions présentées dans les colonnes débordent sur ceux
des émotions présentées dans les lignes). Les moyennes et les intervalles de confiance de 95% des
distributions sont présentés en lignes continues et discontinues respectivement.
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voir qu’aucun cluster d’émotions ou sous-groupe de clusters n’est isolé, chaque cluster d’émotion
se chevauche avec au moins trois autres clusters d’émotions. Les différents clusters d’émotions
ont tendance à se rassembler autour du cluster de l’état neutre.
En ce qui concerne les données acoustiques (figure 7.11), une valeur plus petite (β = 5× 10−3)
était suffisante pour obtenir un bon chevauchement. Nous pouvons constater que le cluster latent
de la surprise est uniquement lié au cluster latent de la joie. Toutefois l’augmentation de la valeur
de β va empirer le degré de chevauchement entre le dégoût et la peur qui est déjà très élevé.
Lors de l’analyse de l’espace latent des durées (figure 7.12), le chevauchement entre les clus-
ters était déjà très élevé avec β = 0, mais l’émotion de dégoût était isolée de tous les autres
clusters d’émotions, ainsi, nous avons introduit une petite valeur de β (10−5 et β = 2× 10−5)
jusqu’à ce que le cluster du dégoût commence à se chevaucher avec les autres avec β = 2× 10−5.
Impact d’un entraînement audiovisuel joint sur l’espace latent
Dans le chapitre précédent, et en utilisant une architecture DNN-FC, nous avons trouvé
qu’un entraînement joint des deux modalités acoustique et visuelle détériore les performances du
modèle par rapport à un entraînement séparé de ces deux modalités. Maintenant, nous allons
effectuer un entraînement joint des deux modalités acoustique et visuelle mais, cette fois-ci, en
utilisant notre architecture CVAE.
Probabilité de chevauchement dans l'espace latent audiovisuel avec β = 0
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Figure 7.13 – Distribution de la métrique de chevauchement probabiliste entre les clusters
d’émotions pour le modèle audiovisuel avec β = 0 pour une intervalle de confiance de 95%
(probabilité que les clusters des émotions présentées dans les colonnes débordent sur ceux des
émotions présentées dans les lignes). Les moyennes et les intervalles de confiance de 95% des
distributions sont présentés en lignes continues et discontinues respectivement.
Le but est d’analyser l’impact d’un entraînement joint sur la structure de l’espace latent. Ce










Figure 7.14 – Représentation t-SNE de l’espace latent du modèle entraîné avec les données
audiovisuelles conjointement. Les chevauchements sont déjà présents même sans l’introduction
du terme de régularisation (β = 0).
dimension 100 suivi d’un décodeur constitué de deux couches BLSTM de 1500 neurones chacune
et une couche linéaire de sortie. Dans cette expérience, nous avons doublé la taille du vecteur
latent (100) puisque pour les modèles séparés chaque modalité a été encodée dans un vecteur
latent de dimension 50.
La figure 7.13 montre l’état de l’espace latent audiovisuel. Nous pouvons y voir que les clusters
se chevauchent même sans introduire le terme de régularisation (β = 0). La représentation t-SNE
de la figure 7.14 confirme également ces constatations. Ce résultat est conforme avec ceux trouvés
dans l’expérience précédente avec les DNN-FC, où nous avons parlé d’une possible augmentation
du nombre de combinaisons audiovisuelles. Cette augmentation résulte en une réduction du
nombre d’échantillons d’apprentissage, et de ce fait détériore la qualité de la prédiction. Dans le
cas des données audiovisuelles (figure 7.13), les clusters se chevauchent déjà avec β = 0, dans ce
cas, il n’est donc pas nécessaire d’augmenter sa valeur.
7.3.3 Discussion
Dans cette section nous avons présenté l’architecture VAE que nous avons utilisé pour en-
traîner le modèle des durées, le modèle acoustique et le modèle visuel. L’apprentissage a été
effectué sans utiliser les étiquettes des émotions et en conditionnant sur les paramètres linguis-
tiques afin d’isoler la représentation des émotions dans l’espace latent. L’espace latent capturé par
cette architecture semble porteur de sens, puisque nous pouvons y voir plusieurs clusters facile-
ment identifiables, ce qui nous laisse penser que ces différents clusters représentent les différentes
émotions du corpus original. En ajustant le paramètre β avec la métrique de chevauchement mul-
tidimensionnelle de Swanson et al. [2015], nous avons restructuré l’espace latent en le rendant
plus lisse et cela en supprimant les éventuelles zones de discontinuités entre les clusters latents
des émotions. Nous avons pu constater qu’en augmentant la valeur de β la structure de l’espace
latent a changé de la manière que nous avons prévue en rapprochant les clusters de plus en plus.
De surcroît, les résultats de la métrique de chevauchement sont cohérents avec ce que nous
avons obtenu dans le chapitre précédent avec l’architecture DNN-FC (chapitre 6). En fait, pour le
modèle audiovisuel, le degré de chevauchement élevé entre les clusters latents, et sans introduction
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du terme de régularisation (β = 0), explique la mauvaise performance du modèle audiovisuel
joint. En combinant les données acoustiques et visuelles, l’espace latent échoue à former un cluster
bien défini pour chaque émotion, ce que nous pensons est dû à la taille moyenne de notre corpus.
Pour les autres modèles, nous pouvons remarquer une similarité entre les résultats des tables
de validation croisée du chapitre précédent et les résultats de la métriques de chevauchement.
Un chevauchement important entre deux clusters, signifie que leurs deux émotions respectives
coexistent dans la même zone de l’espace latent, et donc qu’elles comportent des similarités.
Pour les données visuelles, le tableau 6.6 du chapitre précédent et la figure 7.10 rapportent une
similarité entre la tristesse et l’état neutre, entre la peur et la colère puis entre la surprise et
la peur. Pour les données acoustiques, le tableau 6.7 du chapitre précédent et la figure 7.11
montrent des ressemblances entre la peur et le dégoût, entre l’état neutre et la tristesse puis
entre la surprise et la joie. Concernant les données des durées, la figure 7.12 confirme que les
durées de toutes les émotions sont très similaires, seule l’émotion de dégoût se démarque avec un
débit de parole très faible. Ainsi, le cluster latent du dégoût chevauche à peine les autres clusters
d’émotions.
L’étape suivante, est d’utiliser les modèles que nous avons entraînés pour générer des anima-
tions audiovisuelles 3D afin de les évaluer. Les résultats nous permettrons de juger l’efficacité de
notre méthode. En fait, il faut évaluer la capacité de notre méthode à générer des animations
expressives cohérentes avec des vecteurs latents fictifs et de ce fait profiter de l’aspect génératif
du VAE.
7.4 Phase de synthèse
Comme présenté dans la figure 7.15, pendant la phase de synthèse, les encodeurs ne sont
plus utilisés. Nous choisissons un vecteur zd de l’espace latent des durées, nous le concaténons
avec les informations linguistiques et nous le passons au décodeur pour prédire les durées cor-
respondantes. Nous choisissons également les vecteurs za (respectivement zv) de l’espace latent
acoustique (respectivement visuel), en incorporant les informations linguistiques et les durées
préalablement prédites par le modèle des durées puis nous synthétisons les données acoustiques
(respectivement visuelles) en utilisant le décodeur acoustique (respectivement visuel). Les don-
nées prédites, acoustiques et visuelles, sont synchronisées puisqu’elles se basent sur les mêmes
durées. Les trajectoires visuelles sont ensuite décomposées en poids de blendshapes pour animer
l’agent virtuel 3D (voir section 5.6 du chapitre 5).
7.5 Évaluation
Pour évaluer notre méthode, nous avons réalisé quatre expériences perceptives pour valider
différents résultats du CVAE. Pour chaque expérience, les données de durées, acoustiques et
visuelles générées ont été utilisées pour créer des animations d’un agent virtuel 3D. Puisque
nous animons uniquement la partie inférieure du visage de l’agent virtuel, nous avons délibéré-
ment flouté la partie supérieure de son visage pour éliminer tous biais involontaires relatifs à
son manque d’expressivité. Pour ces expériences, nous avons aussi besoin des signaux originaux
pour mener les comparaisons. Pour les données acoustiques originales (sans synthèse), nous avons
utilisé le même Vocodeur WORLD que pour la synthèse afin de transformer les données en para-
mètres acoustiques, pour ensuite reconstruire les fichiers acoustiques. Cette étape est nécessaire


























Figure 7.15 – L’architecture du système d’animation audiovisuel à la phase de synthèse Les
informations linguistiques ainsi que le vecteur zd sont fournis au décodeur des durées pour prédire
les durées. Les mêmes informations linguistiques, les durées prédites ainsi que les vecteurs za et
zv de l’espace latent acoustique et visuel sont donnés aux décodeurs acoustique et visuel pour
générer une animation audiovisuelle synchronisée en utilisant la technique des blendshapes. La
partie supérieure du visage de l’agent virtuel a été intentionnellement floutée.
qualité du fichier audio généré par le Vocodeur représente la limite supérieure de la qualité qu’un
système de synthèse peut atteindre.
7.5.1 Évaluation de la synthèse des émotions basiques
Dans cette expérience, nous évaluons la capacité de notre méthode à générer des émotions
reconnaissables.
Stimuli
Dans cette expérience, nous avons généré 140 animations, divisées en deux ensembles, chacun
contenant 70 animations (10 animations pour chaque classe d’émotion, neutre inclus). Le premier
ensemble contient 70 animations 3D générées à partir des données originales : durées et trajec-
toires visuelles originales ainsi que les données acoustiques originales passées au Vocodeur. Le
deuxième ensemble contient les animations 3D obtenues à partir des données synthétiques. Pour
les obtenir, nous utilisons le vecteur moyen de chaque cluster d’émotion zemo_moyenne pour géné-
rer les durées, les données acoustiques et visuelles. Ensuite nous utilisons ces données pour créer
les 70 animations synthétiques. La représentation d’une émotion est définie comme le vecteur
latent moyen du cluster latent de cette émotion. Nous le calculons en moyennant sur l’ensemble







Avec N la taille de l’ensemble d’apprentissage d’une émotion donnée. Nous définissons zemo_moyenne
pour chaque émotion et pour chacun des trois modèles entraînés (des durées, acoustique et vi-
suel).
Méthode
À l’aide d’une application web, que nous avons mis en place, nous avons présenté à 12
participants 140 animations dans un ordre aléatoire. Pour chaque animation nous avons demandé
aux participants de choisir dans une liste de sept choix (six émotions et le neutre) l’émotion qui,
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selon eux, est exprimée par l’agent virtuel. L’interface utilisée pour cette expérience est illustrée
dans la figure 7.16.
Figure 7.16 – Interface de l’application web utilisée pour évaluer la capacité de notre système à
générer des émotions reconnaissables. Les participants doivent choisir dans la liste des sept choix
l’émotion exprimée, selon eux, par l’agent virtuel de l’animation.
Nous n’avons pas pris en compte les 10 premiers tests dans le calcul des résultats, ces derniers
étant considérés comme exemples d’accoutumance. Nous avons fait ce choix pour permettre aux
participants de découvrir les différents styles de parole présents dans notre corpus et d’éviter
les erreurs dues aux hésitations qui peuvent arriver au début des expériences. Les participants
recrutés dans cette expérience ne comprennent pas tous la langue française, mais vivaient tous en
France durant la période de participation aux expériences. Après la collecte des résultats, nous
avons calculé les niveaux de significativité statistique en utilisant la valeur-p avec un test-t et
nous avons corrigé les résultats obtenus avec la méthode de Holm–Bonferroni [Holm, 1979].
Résultats
Les résultats de cette expérience sont présentés dans les tableaux 7.1 et 7.2 sous forme de
matrices de confusions des différentes émotions. Chaque ligne contient la répartition du taux
de reconnaissances pour une émotion donnée. Le tableau 7.1 contient les résultats relatifs aux
animations créées à partir des signaux originaux et le tableau 7.2 contient ceux relatifs aux
animations provenant de la synthèse. Nous avons ajouté dans les diagonales des deux matrices
le symbole (*) pour les résultats statistiquement significatifs et (-) pour ceux statistiquement
non-significatifs.
Ces résultats confirment que les émotions présentées dans les animations audiovisuelles à
partir des données de synthèse ont été correctement reconnues avec un taux supérieur à 71% pour
la majorité des émotions, excepté pour la tristesse et la peur. En effet, ces deux émotions sont les
plus dures à reconnaître, même pour les animations originales. Ce résultat était attendu, car la
partie supérieure du visage est cruciale pour reconnaître ces émotions [Bassili, 1979, Costantini
et al., 2005]. Nous constatons les mêmes tendances de confusion entre les émotions originales et
celles synthétiques. Un grand pourcentage de confusion a été détecté entre la peur et la tristesse,
entre la joie et la surprise, de plus, quelques animations contenant la peur et la tristesse ont été
perçues comme appartenant à l’état neutre, ce qui explique leur faible taux de reconnaissance.
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Notons que certaines émotions synthétiques ont été mieux reconnues que celles originales.
C’est le cas du dégoût, la joie et légèrement la surprise. Toutefois, après vérification nous avons
trouvé que la différence entre les résultats de ces trois émotions et ceux des animations originales
n’est pas statistiquement significative. Nous pensons que cela est dû à l’utilisation du même
vecteur latent zemo_100 pour la génération de toutes les animations synthétiques d’une émotion
donnée. Les participants ont pu détecter le pattern lié au zemo_100 choisi et ainsi identifier plus
facilement l’émotion synthétique. Cela montre également que la représentation latente a bien
capturé la spécificité de chaque émotion. Nous rappelons ici qu’aucune étiquette d’émotion n’a
été utilisée lors de la phase d’apprentissage. Les étiquettes des émotions sont uniquement utilisées
pour calculer les zemo_100 lors de la phase de synthèse.
Nous pouvons aussi constater que les mêmes tendances de confusions entre les données syn-
thétiques et celles originales. La confusion a été détectée entre la peur et la tristesse, entre la joie
et la surprise, la peur et la tristesse ont également été perçues comme neutre, ce qui explique
leur faible taux de reconnaissance.
Émotion perçue











e Colère 97.50(*) 0.00(-) 0.00(-) 0.00(-) 0.00(-) 0.00(-) 2.50(-)
Dégoût 0.83(-) 67.50(*) 8.33(-) 0.00(-) 0.83(-) 22.50(-) 0.00(-)
Peur 15.00(-) 5.00(-) 42.50(*) 0.00(-) 12.50(-) 22.50(-) 2.50(-)
Joie 18.33(-) 0.00(-) 0.00(-) 69.17(*) 1.67(-) 0.83(-) 10.00(-)
Neutre 0.00(-) 0.00(-) 4.17(-) 12.50(-) 77.50(*) 4.17(-) 1.67(-)
Tristesse 2.50(-) 0.00(-) 32.50(-) 5.00(-) 0.83(-) 57.50(*) 1.67(-)
Surprise 16.67(-) 0.00(-) 0.83(-) 10.00(-) 0.00(-) 0.00(-) 72.50(*)
Table 7.1 – La matrice de confusion des animations générées à partir des données audiovi-
suelles originales. La diagonale représente le pourcentage de réponses correctes. Les colonnes
représentent la répartition des réponses fournies par les participants. Le symbole (*) indique que
les résultats sont statistiquement significatifs et (-) qu’ils sont statistiquement non-significatifs.
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e Colère 71.67(*) 15.83(-) 5.00(-) 0.00(-) 5.00(-) 0.83(-) 1.67(-)
Dégoût 1.67(-) 83.33(*) 1.67(-) 0.00(-) 3.33(-) 10.00(-) 0.00(-)
Peur 8.33(-) 11.67(-) 11.67(-) 0.83(-) 42.50(-) 20.83(-) 4.17(-)
Joie 5.00(-) 0.00(-) 3.33(-) 71.67(*) 5.00(-) 4.17(-) 10.83(-)
Neutre 0.00(-) 0.00(-) 1.67(-) 0.83(-) 92.50(*) 5.00(-) 0.00(-)
Tristesse 5.00(-) 7.50(-) 15.00(-) 0.00(-) 45.00(-) 26.67(-) 0.83(-)
Surprise 5.00(-) 0.00(-) 4.17(-) 9.17(-) 8.33(-) 0.00(-) 73.33(*)
Table 7.2 – La matrice de confusion des animations générées à partir des données audiovisuelles
synthétique. La diagonale représente le pourcentage de réponses correctes. Les colonnes repré-
sentent la répartition des réponses fournies par les participants. Le symbole (*) indique que les
résultats sont statistiquement significatifs et (-) qu’ils sont statistiquement non-significatifs.
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7.5.2 Évaluation de la qualité de l’articulation
Dans cette expérience, nous évaluons la capacité de notre méthode à générer des sons et des
gestes articulatoires cohérents.
Stimuli
Dans cette expérience, nous utilisons les mêmes 140 animations utilisées dans l’expérience
précédente.
Méthode
À l’aide d’une application web, que nous avons mise en place, nous avons présenté à 19 parti-
cipants, tous des francophones, 140 animations dans un ordre aléatoire. Pour chaque animation
nous avons demandé aux participants de noter le degré de correspondance entre les sons pronon-
cés et les mouvements des lèvres de l’agent virtuel. Les degrés de cohérence présentés sont les
suivants : 1) jamais (0%), 2) rarement (25%), 3) moyennement (50%), 4) souvent (75%) et 5)
tout le temps (100%). L’interface utilisée pour cette expérience est présentée dans la figure 7.17.
Figure 7.17 – Interface de l’application web utilisée pour évaluer la capacité de notre système à
générer des sons et des gestes articulatoires cohérents. Les participants doivent mettre le curseur
à l’emplacement convenable.
Nous n’avons pas pris en compte les 10 premiers tests dans le calcul des résultats, ces derniers
étant considérés comme exemples d’accoutumance. Après la collecte des résultats, nous avons
calculé avec un test-t le niveau de significativité statistique de la différence entre les résultats des
animations synthétiques et celles originales.
Résultats
Les résultats de cette expérience sont présentés dans les tableaux 7.3. Nous y présentons les
résultats pour chaque émotion des animations originale et celles synthétiques.
118
7.5. Évaluation
Colère Dégoût Peur Joie Neutre Tristesse Surprise
Originales 72.53 72.76 77.53 68.03 75.44 72.67 69.67
Synthétiques 76.57 71.04 73.11 69.86 78.69 74.86 72.60
Table 7.3 – Le degré de cohérence entre les sons prononcés et les mouvements des lèvres de
l’agent virtuel pour les animations originales et celles synthétiques en considérant une échelle de
0 (jamais) à 100 (tout le temps).
Ces résultats montrent que les animations originales et celles synthétiques contiennent des
sons et des mouvements des lèvres cohérents. De plus, en utilisant un test-t pour comparer
les résultats des deux groupes d’animations (originales et synthétiques), nous avons constaté
que, pour toutes les émotions, il n’y a pas de différence statistiquement significative entre les
résultats des deux groupes. Ces résultats confirment la qualité de l’articulation des animations
synthétiques générées avec notre méthode et confirment qu’en plus d’exprimer correctement les
différentes émotions, notre système est capable de générer des sons et des mouvements des lèvres
cohérents dans un contexte expressif.
7.5.3 Évaluation de la synthèse des nuances d’émotions
Le but de cette deuxième expérience est d’évaluer la capacité de notre système à générer des
nuances d’une émotion. Nous avons utilisé le vecteur qui correspond à une combinaison linéaire
entre le vecteur moyen du cluster de l’état neutre et les vecteurs moyens des autres six clusters
d’émotions.
Stimuli
Pour les données synthétiques, pour chaque émotion nous considérons zemo_100 le vecteur
moyen de chaque cluster comme représentation à "100%" d’une émotion. Nous avons généré
des animations à 100% d’intensité de toutes les émotions synthétiques zemo_100. Ensuite, et en
utilisant une combinaison linéaire entre les centres des différents clusters d’émotions et celui de
l’état neutre, nous avons généré des nuances à 33% et 67% de chaque émotion comme suit :
zemo_100 = zemo_moyenne (7.7)
zemo_67 = zneutre_100 × 0.33 + zemo_100 × 0.67 (7.8)
zemo_33 = zneutre_100 × 0.67 + zemo_100 × 0.33 (7.9)
Nous pouvons noter également :
zemo_0 = zneutre_100 (7.10)
Nous avons généré cinq exemples d’animations pour chaque émotion et pour l’état neutre, que
ce soit pour les données originales ou synthétiques. Ensuite, nous avons généré, pour chacun de
ces exemples synthétiques, leurs nuances à 33% et 67% d’intensité.
Méthode
Nous avons généré 210 comparaisons, chaque comparaison inclut deux animations à deux
degrés d’intensité différents d’une émotion donnée. Les 7 comparaisons effectuées sont :
1. zemo_0 et zemo_33 ;
2. zemo_0 et zemo_67 ;
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3. zemo_0 et zemo_100 ;
4. zemo_33 et zemo_67 ;
5. zemo_33 et zemo_100 ;
6. zemo_67 et zemo_100 ;
7. zemo_100 et zemo_originale.
Nous avons présenté les 210 comparaisons dans un ordre aléatoire à 10 participants et nous
leur avons demandé, pour chacune, de choisir l’animation qui leur semble la plus expressive. Les
participants n’ont pas été informés de la nature de l’émotion jouée par l’agent virtuel dans les
différentes animations. Un exemple d’écran de comparaison de cette expérience est présenté dans
la figure 7.18.
Figure 7.18 – Capture d’écran du test perceptif d’évaluation de la capacité de notre système à
générer des nuances d’émotions. Les participants doivent choisir des deux animations présentées,
et selon eux, l’animation la plus expressive.
Nous n’avons pas pris en compte les 10 premiers tests dans le calcul des résultats, ces derniers
étant considérés comme exemples d’accoutumance. Nous avons fait ce choix pour permettre aux
participants de découvrir les différents styles de parole présents dans notre corpus et d’éviter
les erreurs dues aux hésitations qui peuvent arriver au début des expériences. Les participants
recrutés dans cette expérience ne comprennent pas tous la langue française, mais vivaient tous en
France durant la période de participation aux expériences. Après la collecte des résultats, nous
avons calculé les niveaux de significativité statistique en utilisant la valeur-p avec un test-t et
nous avons corrigé les résultats obtenus avec la méthode de Holm–Bonferroni [Holm, 1979]. Le
symbole (-) indique un résultat statistiquement non-significatif, le reste des résultats sont tous
statistiquement significatifs.
Résultats
Pour cette expérience, sur le tables 7.4 nous pouvons remarquer qu’en moyenne, le degré des
nuances a été bien respecté (66% pour 0/33 et >80% pour les autres comparaisons). Les scores de
comparaisons entre l’état neutre et les différentes nuances (0/33, 0/67 et 0/100) montrent que les
émotions sont globalement bien perçues et facilement détectables, surtout pour la comparaison
0/100. La nuance subtile de 33% (zemo_33) a été la plus difficile à détecter avec un score en
dessous de 70% notamment pour la peur, la tristesse et le dégoût. Concernant les comparaisons
des nuances entre elles (33/67, 33/100 et 67/100), les scores (> 80 %) montrent que la graduation
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des émotions est représentée avec succès par la combinaison linéaire de vecteurs latents. Les
participants ont pu percevoir la différence entre les différentes nuances des émotions et identifier
correctement l’animation moins / plus expressive. Ces résultats sont très intéressants car ils
prouvent que nous avons réussi à restructurer l’espace latent et à le rendre continu. En fait, les
vecteurs utilisés pour générer les différentes nuances ne correspondent à aucune donnée réelle
vue par le réseau de neurones pendant l’apprentissage. Ce sont en fait des vecteurs originaux
et les nuances d’émotions que nous avons générées par combinaison linéaire sont complètement
inventées. Les animations originales ont été globalement vues comme plus expressives que celles
synthétiques (à 100%). Ce résultat peut s’expliquer par le fait qu’en mettant côte à côte les deux
animations, les imperfections des données synthétiques deviennent plus visibles et facilement
identifiables. D’autant plus que certains détails fins de la voix sont perdus au cours du processus
d’apprentissage (tremblements, craquements de la voix). Les animations originales ont également
une prosodie plus riche, contenant plus de variabilité au sein de la même phrase, tandis que notre
modèle de durée semble moyenner les durées des phonèmes et résulte en un parole plus monotone.
0/33 0/67 0/100 33/67 33/100 67/100 100/originale
Colère 82 94 90 94 96 88 82
Dégoût 52 (-) 80 82 92 86 70 86
Peur 58 (-) 56 (-) 80 66 72 80 88
Joie 74 92 96 90 90 90 91
Tristesse 56 (-) 70 88 74 76 86 95
Surprise 78 92 92 90 94 86 98
Moyenne 66 80 88 84 85 83 90
Table 7.4 – Pourcentage des réponses choisissant correctement les animations les plus expres-
sives lors de la comparaison des animations des nuances des émotions deux par deux. Les degrés
des émotions comparées sont 0% (= 100% neutre), 33%, 67%, 100% et l’animation originale de
chaque émotion. Le symbole (-) indique un résultat statistiquement non-significatif, le reste des
résultats sont tous statistiquement significatifs.
7.5.4 Évaluation de la synthèse des mélanges d’émotions
Dans cette expérience, nous évaluons la capacité de notre système à générer des mélanges
d’émotions en interpolant les vecteurs latents entre eux.
Stimuli
Afin d’obtenir des mélanges d’émotions cohérents et humainement significatifs (par exemple,
la colère et le dégoût entraînent le mépris), nous nous sommes inspiré de la roue de Plutchik
[1984] . Nous avons défini les 4 scénarios de mélange d’émotions suivants :
1. Colère et dégoût (mépris) ;
2. Tristesse et dégoût (remord) ;
3. Tristesse et surprise (désappointement) ;
4. Peur et surprise (crainte).
Les mélanges sont effectués en calculant le vecteur latent situé à mi-chemin entre les deux émo-
tions sources. Ce vecteur est calculé comme suit :
zmelange = zemo1_moyenne × 0.5 + zemo2_moyenne × 0.5 (7.11)
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— emotion1 à 100%,
— emotion2 à 100%,
— 50% de emotion1 mélangé avec 50% de emotion2.
Cette expérience contient un total de 100 animations.
Méthode
Nous avons présenté les 100 animations dans un ordre aléatoire à 12 participants. Nous avons
demandé aux participants d’estimer la contribution des émotions mélangées avec un curseur qui
a pour extrémités les deux émotions mélangées emotion1 et emotion2 (voir figure 7.19). Les
participants avaient la possibilité de mettre le curseur à n’importe quelle valeur entre les deux
extrémités.
Figure 7.19 – Capture d’écran du test perceptif d’évaluation de la capacité de notre système à
générer des mélanges d’émotions. Les participants doivent estimer, selon eux, la contribution des
émotions mélangées avec un curseur qui a pour extrémités les deux émotions mélangées.
Nous n’avons pas pris en compte les 10 premiers tests dans le calcul des résultats, ces der-
niers étant considérés comme exemples d’accoutumance. Les participants recrutés dans cette
expérience ne comprennent pas tous la langue française, mais vivaient tous en France durant la
période de participation aux expériences. Après la collecte des résultats, nous avons calculé les
niveaux de significativité statistique en utilisant la valeur-p avec un test-t et nous avons corrigé
les résultats obtenus avec la méthode de Holm–Bonferroni [Holm, 1979].
Résultats
Les résultats de cette expériences sont présentés dans la figure 7.20. Ces résultats montrent
que pour les 4 scénario de mélange d’émotions, l’émotion créée par interpolation des vecteurs
latents (à 50% chacun), et qui est représentée en vert, a été toujours perçue comme une émotion
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Figure 7.20 – Les mélanges d’émotions (en vert) ont été perçus comme une émotion intermé-
diaire entre e1 et e2 pour les quatre scénario de mélange des émotions.
Les résultats de cette expérience montrent que notre système a réussi à créer des mélanges
d’émotions qui ont été correctement perçues comme des émotions intermédiaires dans les quatre
scénarios de mélange considérés. Comme nous l’avons dit dans l’expérience précédente, les vec-
teurs que nous avons créés en combinant linéairement des vecteurs latents ne correspondent à
aucune donnée réelle dans notre corpus. C’est le point fort du VAE en tant que modèle génératif,
car il est capable de générer une sortie cohérente à partir de vecteurs latents fictifs / inven-
tés. De plus, nous soulignons que même les vecteurs combinés linéairement (les centroïdes) sont
eux-mêmes inexistants dans le corpus d’origine. Ce résultat valide à nouveau la continuité de
l’espace latent restructuré. Ces résultats, rejoignent ceux de l’expérience précédente (générer des
nuances d’émotion), et montrent que la structure de l’espace latent permet d’accéder à des zones
intermédiaires aux clusters des émotions qui étaient inaccessibles avec une architecture standard
du type DNN-FC ou avec une architecture CVAE sans introduction du terme de régularisation.
En ce qui concerne les animations originales, nous pouvons voir qu’elles étaient principalement
perçues comme plus proches de la définition de l’émotion que celles synthétiques à 100%. La seule
exception est le dégoût, puisque ses animations synthétiques étaient considérées comme plus dé-
goûtées que les animations originales. Ces résultats confirment ceux de la première expérience
(7.5.1 Évaluation de la synthèse des émotions basiques).
7.6 Conclusion
Dans ce chapitre, nous avons exploré les possibilités offertes par une architecture β-CVAE
pour la synthèse expressive audiovisuelle de la parole à partir du texte. Nous avons entraîné
trois modèles séparés pour chacun des aspects étudiés de la parole : un modèle CVAE pour les
durées, un autre pour l’aspect acoustique et un dernier pour l’aspect visuel. Ces modèles ont
été entraînés de manière non-supervisée, sans utiliser les étiquettes des émotions. En condition-
nant le VAE sur les paramètres linguistiques, nous avons réussi à capturer la représentation des
émotions dans l’espace latent qui s’est scindé en plusieurs clusters bien identifiables. Puisque les
techniques de visualisations des espaces multidimensionnels sont peu robustes, nous nous sommes
inspirés du domaine de l’écologie pour analyser de manière objective les niveaux de chevauche-
ment des clusters des émotions dans l’espace latent. Nous avons utilisé une métrique probabiliste
multidimensionnelle. Cette analyse nous a permis de choisir les paramètres β pour chacun de
nos modèles pour restructurer de manière optimale les espaces latents obtenus. À travers cette
restructuration, nous avons réussi à rendre l’espace latent complètement malléable et capable de
générer de nouveaux styles de parole. Les résultats de notre système ont été validés par quatre
expériences perceptuelles qui ont confirmé la capacité de notre système à générer des émotions
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reconnaissables avec une articulation cohérente. De plus, la nature générative du CVAE nous a
permis de générer des nuances bien détectées des six émotions et de mélanger différentes émo-
tions. Ces résultats montrent que nous avons réussi à bien isoler la représentation des émotions
dans l’espace latent du CVAE et de restructurer se dernier en le rendant complètement mal-
léable. L’espace latent est devenu particulièrement robuste, car nous avons pu générer des sorties
cohérentes à partir de vecteurs fictifs créés par interpolation linéaire des vecteurs latents réels.
Enfin, le travail présenté dans ce chapitre représente une feuille de route pour mettre en place
un système de TTS audiovisuelle expressive permettant d’aller au delà des classes d’émotions du
corpus original en créant de nouveaux styles de parole. cette approche peut être appliquée dans
d’autres domaines pour profiter de l’existence de nombreuses sources de données non annotées.
Elle permettra d’ajouter de la diversité dans les données générées et de surmonter, même par-
tiellement, le problème de manque de données dans certains domaines qui reste l’un des grands
freins devant l’utilisation des réseaux de neurones.
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Le travail réalisé au cours de cette thèse a porté sur la modélisation des émotions avec des
DNNs et a permis d’élaborer les différentes étapes nécessaires à la réalisation d’un système de
synthèse audiovisuel de parole expressive permettant de générer des mélanges et des nuances
d’émotions. Dans cette dernière partie, nous allons souligner les différentes contributions et ré-
sultats importants de notre travail et proposer un certain nombre de pistes pour des recherches
à venir.
Synthèse des contributions
La première partie de ce manuscrit a été consacrée aux études théoriques sur la synthèse
audiovisuelle et expressive de la parole. Nous avons regroupé et analysé les connaissances qui
nous semblent les plus pertinentes de l’état de l’art de la TTS audiovisuelle expressive.
La deuxième partie de ce manuscrit a porté sur la construction et l’étude de deux corpus
audiovisuels expressifs. Nous avons effectué cette étape en raison de l’absence de corpus au-
diovisuels expressifs contenant des classes d’émotions parallèles et équilibrées notamment avec
des données visuelles en trois dimensions. Le premier corpus étant un prototype, il nous a per-
mis de valider notre protocole d’acquisition des données audiovisuelles expressives. De plus, et
contrairement aux analyses menées habituellement sur les émotions dans un contexte statique
(images ou vidéos sans parole), nous nous sommes intéressés dans cette étude aux émotions dans
un contexte dynamique représenté par l’activité de la parole. Cette étude a démontré que les
principales caractéristiques faciales des émotions sont maintenues même pendant la parole, et
que les gestes liés à l’articulation sont présents dans les trois premières composantes principales
de toutes les émotions étudiées. Après validation du contenu expressif du corpus via des tests
perceptifs, nous avons constaté qu’une représentation minimaliste du visage (par capteurs fa-
ciaux uniquement) est capable de transmettre un taux important du contenu expressif et peut
donc être utilisée dans l’acquisition d’autres corpus. En nous appuyant sur les résultats de ce
corpus prototype, nous avons acquis un corpus de taille plus importante. En vue d’utiliser ce
corpus dans un processus de TTS, nous avons effectué une analyse linguistique fine pour assurer
une bonne couverture di-phonétique. Ce corpus a également été analysé par des tests perceptifs
pour valider son contenu expressif. Les émotions ont été reconnues avec des taux statistiquement
significatifs, que ça soit avec les séquences acoustiques et visuelles séparées qu’avec les séquences
vidéo audiovisuelles. Les taux de reconnaissance pour les séquences audiovisuelles de toutes les
émotions sont supérieurs à 73% et montrent que les deux modalités acoustique et visuelle sont
complémentaires. Ces résultats montrent également que la majorité des participants valident les
performances de l’actrice et confirment la bonne qualité du corps expressif produit. À partir de
ces résultats, nous avons envisagé d’utiliser ce corpus à des fins de TTS audiovisuelle expressive.
Dans la troisième partie de ce travail, nous nous sommes penchés sur l’utilisation des réseaux
de neurones dans la TTS audiovisuelle expressive. À cette fin, nous avons étudié deux archi-
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tectures neuronales différentes. Tout d’abord, nous avons adopté une architecture entièrement
connectée DNN-FC pour analyser le comportement des réseaux DNN-FF et BLSTM face aux
facteurs contextuels et linguistiques pour la synthèse des durées des phonèmes et des modalités
acoustique et visuelle. Les résultats montrent que le modèle des durées semble profiter de toutes
les informations linguistiques, que ça soit pour DNN-FF ou BLSTM. Toutefois, pour les modèles
acoustiques et visuels avec un réseau BLSTM, les informations autres que les contextes gauches
et droits immédiats ne semblent pas améliorer la prédiction. Nous avons également comparé la
qualité de la synthèse des modèles acoustique et visuel entraînés séparément puis conjointement.
À l’aide d’une comparaison avec des mesures objectives, nous avons trouvé que les modèles en-
traînés séparément atteignent une meilleure précision de reconstruction. Une hypothèse sur la
baisse de précision des modèles acoustiques et visuels avec un contexte linguistique important ou
un vecteur d’entrée de grande taille (audiovisuel), serait l’augmentation du nombre de combinai-
sons possibles pour les données, ce qui a pour effet de réduire le nombre d’exemples de chacune
d’elles pendant l’apprentissage. Nous pensons que c’est pour cette raison que cet effet ne semble
pas se produire avec les données des durées, qui ont un vecteur de très petite taille contenant un
seul paramètre. De ce fait, il serait intéressant, pour compléter cette étude, de faire une analyse
sur un corpus de taille plus importante pour voir si ces conclusions peuvent être maintenues.
Finalement, les résultats objectifs de la validation-croisée effectuée sur les différentes émotions
montrent que les trois modèles arrivent à se spécialiser aux différentes émotions. Ces résultats
nous ont aussi permis de constater des similarités et des différences entre certaines émotions.
L’architecture DNN-FC souffre néanmoins d’un certain nombre de limitations. Tout d’abord,
elle nécessite des étiquettes des émotions pendant la phase de l’entraînement. De plus, elle ne per-
met de générer que les styles de parole présents dans le corpus d’apprentissage. Nous avons donc
adopté une seconde méthode qui repose sur une architecture neuronale de type auto-encodeur
variationnel sous condition CVAE. Cette nouvelle architecture a l’avantage d’être entraînable de
façon non-supervisée (sans étiquettes d’émotions). En conditionnant le CVAE sur le contenu lin-
guistique, nous avons réussi à capturer une représentation latente des émotions. L’intérêt d’isoler
une représentation latente des émotions est de pouvoir la restructurer pour supprimer les éven-
tuelles discontinuités et de ce fait pouvoir accéder à la totalité du spectre des émotions et donc
accéder à des états émotionnels intermédiaires. Afin d’avoir une représentation latente optimale,
nous avons proposé une méthode pour définir le paramètre β de la fonction de perte du CVAE.
Cette méthode, inspirée du domaine de l’écologie, est une feuille de route pour choisir un para-
mètre β permettant aux clusters de l’espace latent d’être suffisamment proches pour assurer sa
continuité tout en ayant un impact minimal sur la qualité de la reconstruction. En appliquant ce
protocole, nous avons réussi à modifier la structure de l’espace latent du modèle des durées, du
modèle acoustique et du modèle visuel. À l’aide de quatre expériences perceptives, nous avons
pu valider les possibilités offertes par notre système. Tout d’abord, nous avons validé la capacité
de ce dernier à générer des émotions basiques reconnaissables avec une articulation et des sons
cohérents. Notre système nous a également permis de générer des nuances d’émotions et des
mélanges d’émotions par interpolation linéaire des vecteurs latents.
Ces résultats montrent l’efficacité de notre approche et représentent un autre pas vers la
synthèse TTS audiovisuelle expressive réaliste. Nous résumons dans la section suivante quelques
perspectives se dégageant de ce travail.
Perspectives
Les travaux de thèse présentés dans ce manuscrit décrivent la construction et l’analyse de
deux corpus expressifs. Toutefois, la partie de synthèse de la parole a été menée sur un seul corpus
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d’une seule locutrice. Pour élargir la portée des résultats obtenus, le premier point intéressant
serait d’acquérir d’autres corpus expressifs avec différents locuteurs. Ce travail nous permettra de
déterminer si les conclusions établies peuvent être étendues à d’autres personnes ou si elles sont
spécifiques au corpus utilisé. Il est également envisageable de combiner la représentation latente
des émotions à une représentation latente des locuteurs. Nous pourrons par exemple transférer
l’expressivité du corpus expressif d’un locuteur donné vers un autre locuteur avec un corpus
neutre.
Pour approfondir l’analyse que nous avons effectuée avec une architecture DNN-FC, il serait
intéressant de pousser les évaluations des différents modèles, notamment celui des durées, à
un niveau plus fin. Au lieu d’étudier l’erreur de prédiction au niveau de la phrase en entier,
nous pouvons approfondir l’étude, par exemple, au niveau des syllabes ou des phonèmes, pour
voir si certaines syllabes ou phonèmes sont mieux modélisés que d’autres suivant leur contexte
linguistique ou émotionnel.
En ce qui concerne l’architecture CVAE, nous proposons quelques pistes qui nous semblent
pertinentes pour compléter nos travaux. Tout d’abord, dans notre approche, nous n’avons pas
utilisé les étiquettes des émotions pendant la phase d’apprentissage, mais nous nous en sommes
servis pour la phase de synthèse. Leur utilisation était nécessaire pour valider le bon fonctionne-
ment de notre approche. Toutefois, si nous sommes amenés à entraîner notre système avec des
corpus non-annotés, il serait intéressant d’utiliser des algorithmes tel que Elbow [Bholowalia and
Kumar, 2014], qui déterminent un nombre optimal de clusters pour un jeu de données. Couplé à
une méthode de visualisation, comme t-SNE par exemple, nous pouvons vérifier manuellement
le contenu expressif de quelques exemples afin de déterminer l’étiquette de chaque cluster de
données. Dans le cas d’un corpus faiblement annoté, nous pouvons nous passer de la phase de
vérification manuelle. Si, idéalement, nous disposons d’un modèle pré-entraîné de reconnaissance
des émotions, nous pouvons l’utiliser pour générer la totalité ou une partie des étiquettes du
corpus.
Pour la représentation latente des émotions, nous avons utilisé les vecteurs latents obtenus
pour générer des animations de synthèse. Cette représentation latente pourrait être analysée
pour étudier son contenu comme effectué par Tits et al. [2019]. Nous pourrons ainsi, représenter
sur l’espace latent les directions d’évolution des différents paramètres de durées, acoustiques et
visuels afin de mieux comprendre les caractéristiques de chaque émotion.
Une autre idée serait l’utilisation des systèmes de synthèse de bout-en-bout (E2E). Sachant
que ce genre de système est gourmand en ressources, après construction d’un plus grand corpus,
nous souhaitons les utiliser pour tester notre méthode. Ce choix nous permettra de nous passer
de la phase de phonétisation et d’alignement du texte, ce qui allégera remarquablement la phase
de post-traitement du corpus.
Pour tenter d’améliorer la qualité des données prédites, une piste serait une architecture
de type GAN (Generative Adversarial Network) [Goodfellow et al., 2014] ou une architecture
hybride VAE-GAN [Larsen et al., 2016]. Ces réseaux ont été utilisés dans le domaine de génération
d’images, et ont démontré de très bonnes performances [Denton et al., 2015, Radford et al., 2015]
des fois même supérieures à celles d’un VAE [Larsen et al., 2016]. Les réseaux de types GAN ont
été utilisés récemment pour la synthèse acoustique expressive [Ma et al., 2019] et leurs résultats
représentent aujourd’hui l’état de l’art de la TTS acoustique expressive. Il serait donc intéressant
d’appliquer ces architectures dans le cadre de la synthèse audiovisuelle expressive de la parole.
Dans ce travail nous nous sommes focalisés sur l’animation de la partie inférieure du visage de
l’agent virtuel. Toutefois, certaines émotions, telles que la tristesse et la peur, sont essentiellement
communiquées par la partie supérieure du visage [Bassili, 1979, Costantini et al., 2005]. De plus,
dans le contexte de l’expression d’un mélange d’émotion, les expressions faciales résultantes sont
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obtenues en utilisant une approche compositionnelle. Le visage est décomposé en zones faciales
sur lesquelles les messages émotionnels peuvent être diffusés. De ce fait, l’expression résultante
d’un mélange pourrait être mieux détectée lorsque le visage est entièrement animé [Pelachaud
and Poggi, 2002, Bui et al., 2004, Martin et al., 2006, Niewiadomski et al., 2008]. Contrairement
aux mouvements de la partie inférieure du visage, les mouvements de la partie supérieure du
visage, notamment les sourcils, ne sont pas liés à l’articulation. Certaines études [Granström
et al., 1999, House et al., 2001] lient les mouvements des sourcils à des indices perceptuels de
la proéminence d’un mot, ou alors qu’ils ne sont pas simplement liés à la ponctuation de la
phrase, mais pourraient être liés à la cohérence au sein d’une phrase [Granström et al., 1999].
L’étude de Pelachaud et al. [1996] montre que l’élévation des sourcils peut être utilisée pour
marquer une nouvelle information. Bolinger and Bolinger [1989] ont trouvé une corrélation entre
l’augmentation de la F0 et les mouvements de sourcils. Comme poursuite de ce travail, il serait
intéressant d’entraîner un modèle DNN pour prédire les mouvements des sourcils. Il conviendrait
donc d’inclure des informations sur la sémantique et la proéminence des mots dans une phrase
ainsi que les informations acoustiques (prédites par notre modèle acoustique) pour générer les
mouvements du haut du visage et obtenir une animation complète du visage.
Finalement, dans ce travail, nous traitons l’expression d’émotion comme manifestation super-
ficielle de ce que l’humain peut ressentir, mais nous ne traitons pas les aspects complexes relatifs
au ressenti profond, à l’analyse de l’affect dans un texte ou à l’adaptation aux comportements
de l’autre durant une conversation. Dans une interaction humain-machine, l’agent virtuel doit
être capable d’afficher une réponse émotionnelle appropriée pour réussir l’échange. Cette réponse
émotionnelle doit correspondre au contexte de l’échange et aux émotions et à la personnalité de
l’humain. Toutefois, la réalisation d’un tel système nécessite d’implémenter une vraie intelligence
émotionnelle [Salovey et al., 2000, Kihlstrom and Cantor, 2000, Ochs et al., 2013] qui nécessite




Scénarios utilisés pour enregistrer le corpus audiovisuel expressive
Ces scénarios sont choisis parmi une liste de plusieurs scénarios du corpus GEMEP [Bänziger
and Scherer, 2010].
Colère : Je viens de surprendre deux adolescents en train de vandaliser ma voiture. Ils ont,
non seulement, forcé la portière pour voler mon auto-radio, ils ont également rayé la carrosserie,
arraché l’antenne et les rétroviseurs et crevé les pneus. J’arrive à rattraper l’un des deux qui se
trouve être le fils de mes voisins de palier. Je n’ai pas beaucoup de sympathie pour ces voisins
qui ne cessent de se disputer avec tous les habitants de l’immeuble et passent leur temps à créer
des problèmes. Je ramène l’adolescent chez ses parents et j’exprime mes sentiments sur son com-
portement inqualifiable sans prendre de gants.
Dégoût : Pendant les vacances d’un ami, j’ai accepté d’entretenir son aquarium en venant
changer l’eau et nettoyer les vitres une fois par semaine. Lorsque je suis arrivé la première semaine,
un des poissons était mort (apparemment depuis plusieurs jours) et en train de se décomposer
dans l’eau. Les autres poissons avaient commencé à le manger. J’ai dû sortir ce poisson à moitié
décomposé de l’aquarium pour aller le jeter dans les toilettes. Je n’ai pas réussi à trouver une
épuisette. J’ai donc dû plonger ma main dans l’aquarium pour sortir le poisson mort. L’odeur
associée à la putréfaction était très forte. Je suis encore totalement écoeuré lorsque je repense à
cette expérience aujourd’hui.
Joie : Lorsque j’étais à l’école, j’avais un ami dont j’étais très proche. Nous avons grandi
ensemble et étions comme frère et soeur. A l’âge adulte, il a déménagé en Australie et nous
sommes restés en contact par courrier et par téléphone. Mais nous ne nous sommes pas revus
depuis plus de 5 ans. Je viens d’apprendre qu’il va venir passer ces vacances en Suisse. Je me ré-
jouis énormément à l’idée de le revoir. Je l’appelle et nous faisons plein de projets pour son séjour.
Peur : Il est plus de minuit et je rentre chez moi à pied. Je suis seul pendant un moment,
puis soudain je remarque qu’un homme me suit. J’entends ses pas derrière moi. J’accélère et il
accélère également. Je me met à courir et il court après moi. Je sens qu’il m’agrippe par ma
veste, je vois à présent qu’il tient de l’autre main un couteau à cran d’arrêt.
Surprise : En visite chez des amis, nous sommes à table quand soudain nous entendons un
bruit de chute dans la pièce d’à côté. Il n’y a personne d’autre dans la maison. Nous courons voir
129
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ce qui s’est passé et constatons qu’une étagère pleine de livres s’est effondrée sur elle-même.
Tristesse : Mon chien (ou chat) est très gravement malade. Il a déjà été opéré deux fois
mais malgré cela il va de plus en plus mal. Le vétérinaire m’a expliqué ce matin qu’il n’y avait
plus aucun espoir et qu’il valait mieux abréger les souffrances du pauvre animal en l’endormant.




Liste des unités d’action du système de codage d’actions faciales et leurs des-
criptions
Numéro de l’UA Descripion
0 Visage neutre
1 Remontée de la partie interne des sourcils
2 Remontée de la partie externe des sourcils
3 Rapprochement des coins internes des sourcils
4 Abaissement et rapprochement des sourcils
5 Ouverture entre la paupière supérieure et les sourcils
6 Remontée des joues
7 Tension de la paupière
8 Lèvres collées
9 Plissement de la peau du nez vers le haut
10 Remontée de la partie supérieure de la lèvre
11 Ouverture du nasolabial
12 Étirement du coin des lèvres
13 Étirement et rentrée des lèvres
14 Plissement externe des lèvres (fossettes)
15 Abaissement des coins externes des lèvres
16 Ouverture de la lèvre inférieure
17 Élévation du menton
18 Froncement central des lèvres
19 Sortie de la langue
20 Étirement externe des lèvres
Table B.1 – Liste des unités d’action du système de codage d’actions faciales et leurs descrip-
tions.
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Numéro de l’UA Descripion
21 Tension du cou
22 Lèvres en "O" (protrusion)
23 Tension refermante des lèvres
24 Lèvres pressées (pincement des lèvres)
25 Ouverture de la bouche et séparation légère des lèvres
26 Ouverture de la mâchoire
27 Bâillement
28 Succion interne des lèvres
29 Poussée de la mâchoire
30 Déplacement de côté de la mâchoire
31 Serrement de la mâchoire
32 Morsure des lèvres
33 Gonflement des joues
34 Bouffée des joues
35 Aspiration des joues
36 Bombement de la langue
37 Essuyage des lèvres
38 Dilatation des nasaux
39 Compression des nasaux
40 Reniflement
41 Abaissement de la glabelle
42 Abaissement interne des sourcils
43 Yeux fermés
44 Rapprochement des sourcils
45 Clignotement de l’oeil
46 Clignement de l’oeil





Les intervalles de chevauchements entres les clusters des vecteurs latents des
différentes émotions pour les modèles visuel, acoustique, audiovisuel et le mo-
dèle des durées.
A sur B Moyenne 95% I.C. B Surprise A Moyenne 95% I.C.
Dégoût Colère 0 (0, 0) Colère Dégoût 0 (0, 0)
Peur Colère 0.00025 (0, 0) Colère Peur 0.0046 (0, 0.02)
Joie Colère 0 (0, 0) Colère Joie 0 (0, 0)
Neutre Colère 1e-06 (0, 0) Colère Neutre 0 (0, 0)
Tristesse Colère 0 (0, 0) Colère Tristesse 0 (0, 0)
Surprise Colère 0.0036 (0, 0.02) Colère Surprise 0.012 (0, 0.04)
Peur Dégoût 0 (0, 0) Dégoût Peur 0 (0, 0)
Joie Dégoût 0 (0, 0) Dégoût Joie 0 (0, 0)
Neutre Dégoût 0 (0, 0) Dégoût Neutre 8.4e-05 (0, 0)
Tristesse Dégoût 0 (0, 0) Dégoût Tristesse 0 (0, 0)
Surprise Dégoût 0 (0, 0) Dégoût Surprise 0 (0, 0)
Joie Peur 0 (0, 0) Peur Joie 0 (0, 0)
Neutre Peur 5e-04 (0, 0.01) Peur Neutre 0 (0, 0)
Tristesse Peur 0 (0, 0) Peur Tristesse 0 (0, 0)
Surprise Peur 0.05 (0.01, 0.11) Peur Surprise 0.026 (0, 0.07)
Neutre Joie 0 (0, 0) Joie Neutre 0 (0, 0)
Tristesse Joie 4e-06 (0, 0) Joie Tristesse 2.6e-05 (0, 0)
Surprise Joie 0 (0, 0) Joie Surprise 0 (0, 0)
Tristesse Neutre 0.00046 (0, 0.01) Neutre Tristesse 0.25 (0.11, 0.43)
Surprise Neutre 1.6e-05 (0, 0) Neutre Surprise 0.0058 (0, 0.03)
Surprise Tristesse 0 (0, 0) Tristesse Surprise 0 (0, 0)
Table C.1 – Les intervalles de chevauchements entres les clusters des vecteurs latents des
différentes émotions pour la modalité visuelle avec β = 0.05.
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A sur B Moyenne 95% I.C. B Surprise A Moyenne 95% I.C.
Dégoût Colère 4.9 (1.44, 9.5) Colère Dégoût 1.65 (0.31, 3.1)
Peur Colère 9.7 (1.9, 19.5) Colère Peur 8.17 (1.05, 11.36)
Joie Colère 0.03 (0, 1.09) Colère Joie 0.017 (0, 0.06)
Neutre Colère 4.3 (2.8, 6.2) Colère Neutre 0.054 (0.01, 0.12)
Tristesse Colère 0.078 (0.01, 0.22) Colère Tristesse 0.0038 (0, 0.02)
Surprise Colère 0.41 (0.16, 0.81) Colère Surprise 5.4 (0.7, 8.1)
Peur Dégoût 0.0018 (0, 0.01) Dégoût Peur 0.00015 (0, 0)
Joie Dégoût 2.071 (0.01, 6.19) Dégoût Joie 0.0046 (0, 0.02)
Neutre Dégoût 13 (9.5, 17) Dégoût Neutre 0.016 (0, 0.05)
Tristesse Dégoût 0.11 (0.02, 0.28) Dégoût Tristesse 4.003 (2, 5.02)
Surprise Dégoût 0.49 (0.19, 0.95) Dégoût Surprise 0.095 (0.02, 0.22)
Joie Peur 0 (0, 0) Peur Joie 0 (0, 0)
Neutre Peur 23 (18, 28) Peur Neutre 0.8 (0.44, 1.3)
Tristesse Peur 0.83 (0.37, 1.5) Peur Tristesse 0.01 (0.04, 0.1)
Surprise Peur 8.6 (2.1, 12.3) Peur Surprise 9.12 (1.36, 13.5)
Neutre Joie 6.8 (4.5, 9.6) Joie Neutre 0.017 (0, 0.05)
Tristesse Joie 4.1 (2.3, 6.5) Joie Tristesse 0.51 (0.24, 0.89)
Surprise Joie 0.0051 (0, 0.03) Joie Surprise 0.0038 (0, 0.02)
Tristesse Neutre 6 (1.3, 10.01) Neutre Tristesse 25 (20, 30)
Surprise Neutre 7.9 (1.5, 11.1) Neutre Surprise 14 (9, 18.6)
Surprise Tristesse 0.015 (0, 0.06) Tristesse Surprise 0.015 (0, 0.05)
Table C.2 – Les intervalles de chevauchements entres les clusters des vecteurs latents des diffé-
rentes émotions pour la modalité visuelle avec β = 0.1.
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A sur B Moyenne 95% I.C. B Surprise A Moyenne 95% I.C.
Dégoût Colère 0.00053 (0, 0.01) Colère Dégoût 3 (1.1, 7.6)
Peur Colère 8.9 (6.1, 10.01) Colère Peur 19 (12, 21)
Joie Colère 0 (0, 0) Colère Joie 0 (0, 0)
Neutre Colère 0.012 (0, 0.04) Colère Neutre 0.00043 (0, 0.01)
Tristesse Colère 19.11 (14.01, 21.08) Colère Tristesse 2e-06 (0, 0)
Surprise Colère 0.0014 (0, 0.01) Colère Surprise 0.0002 (0, 0.01)
Peur Dégoût 53 (59.99, 66.7) Dégoût Peur 34 (29, 39)
Joie Dégoût 0 (0, 0) Dégoût Joie 0 (0, 0)
Neutre Dégoût 29 (22.9, 32.5) Dégoût Neutre 1.75 (1.06, 2.29)
Tristesse Dégoût 0.01 (0, 0.05) Dégoût Tristesse 0.00035 (0, 0.01)
Surprise Dégoût 0 (0, 0) Dégoût Surprise 5e-06 (0, 0)
Joie Peur 0 (0, 0) Peur Joie 0 (0, 0)
Neutre Peur 41 (38, 48) Peur Neutre 10.17 (8.08, 11.29)
Tristesse Peur 0.0094 (0, 0.04) Peur Tristesse 4.1e-05 (0, 0)
Surprise Peur 0.0039 (0, 0.02) Peur Surprise 0.15 (0.06, 0.27)
Neutre Joie 4 (3, 5) Joie Neutre 9.5e-05 (0, 0)
Tristesse Joie 0.15 (0.07, 0.26) Joie Tristesse 2.69 (1.37, 3.1)
Surprise Joie 9 (7, 11) Joie Surprise 11.0013 (9.89, 12.01)
Tristesse Neutre 25 (20.8, 30) Neutre Tristesse 18 (12.65, 20.6)
Surprise Neutre 0 (0, 0) Neutre Surprise 3e-04 (0, 0.01)
Surprise Tristesse 0 (0, 0) Tristesse Surprise 0.00024 (0, 0)
Table C.3 – Les intervalles de chevauchements entres les clusters des vecteurs latents des
différentes émotions pour la modalité acoustique avec β = 5× 10e−3.
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A sur B Moyenne 95% I.C. B Surprise A Moyenne 95% I.C.
Dégoût Colère 0.0005 (0, 0.01) Colère Dégoût 8.9e-05 (0, 0)
Peur Colère 48 (43, 54) Colère Peur 26 (22, 30)
Joie Colère 60 (55, 65) Colère Joie 47 (42, 53)
Neutre Colère 54 (49, 58) Colère Neutre 31 (28, 35)
Tristesse Colère 41 (36, 47) Colère Tristesse 39 (34, 44)
Surprise Colère 33 (29, 38) Colère Surprise 66 (61, 70)
Peur Dégoût 0.0042 (0, 0.02) Dégoût Peur 6.86 (2.65, 9.98)
Joie Dégoût 0.00075 (0, 0.01) Dégoût Joie 0.0003 (0, 0.001)
Neutre Dégoût 0.004 (0, 0.02) Dégoût Neutre 2 (1, 3)
Tristesse Dégoût 0.00076 (0, 0.01) Dégoût Tristesse 2.65 (1, 5.01)
Surprise Dégoût 4e-06 (0, 0) Dégoût Surprise 0.00001 (0, 0.01)
Joie Peur 49 (44, 54) Peur Joie 59 (54, 64)
Neutre Peur 57 (52, 61) Peur Neutre 59 (55, 63)
Tristesse Peur 49 (44, 54) Peur Tristesse 65 (61, 70)
Surprise Peur 9.2 (7.3, 11) Peur Surprise 57 (51, 62)
Neutre Joie 62 (58, 66) Joie Neutre 55 (50, 59)
Tristesse Joie 51 (46, 56) Joie Tristesse 64 (59, 69)
Surprise Joie 21 (18, 25) Joie Surprise 67 (62, 72)
Tristesse Neutre 46 (42, 50) Neutre Tristesse 67 (63, 71)
Surprise Neutre 12 (9.8, 14) Neutre Surprise 58 (54, 63)
Surprise Tristesse 16 (13, 20) Tristesse Surprise 53 (47, 58)
Table C.4 – Les intervalles de chevauchements entres les clusters des vecteurs latents des diffé-
rentes émotions pour le modèle des durées avec β = 2× 10e−5.
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A sur B Moyenne 95% I.C. B Surprise A Moyenne 95% I.C.
Dégoût Colère 6.7 (4.8, 8.9) Colère Dégoût 1e-04 (0, 0)
Peur Colère 48 (43, 54) Colère Peur 26 (22, 30)
Joie Colère 60 (55, 65) Colère Joie 47 (42, 53)
Neutre Colère 54 (49, 58) Colère Neutre 31 (28, 35)
Tristesse Colère 41 (36, 47) Colère Tristesse 39 (34, 44)
Surprise Colère 33 (29, 38) Colère Surprise 65 (61, 70)
Peur Dégoût 0.004 (0, 0.02) Dégoût Peur 30 (25, 35)
Joie Dégoût 0.00074 (0, 0.01) Dégoût Joie 16 (13, 20)
Neutre Dégoût 0.004 (0, 0.02) Dégoût Neutre 28 (23, 32)
Tristesse Dégoût 0.00074 (0, 0.01) Dégoût Tristesse 28 (23, 33)
Surprise Dégoût 0 (0, 0) Dégoût Surprise 4.1 (2.6, 5.9)
Joie Peur 49 (44, 54) Peur Joie 59 (54, 64)
Neutre Peur 57 (52, 61) Peur Neutre 59 (55, 63)
Tristesse Peur 49 (44, 54) Peur Tristesse 66 (61, 71)
Surprise Peur 9.2 (7.3, 11) Peur Surprise 57 (51, 62)
Neutre Joie 62 (58, 66) Joie Neutre 55 (51, 59)
Tristesse Joie 51 (46, 56) Joie Tristesse 64 (59, 69)
Surprise Joie 21 (18, 25) Joie Surprise 66 (61, 71)
Tristesse Neutre 46 (42, 50) Neutre Tristesse 67 (63, 71)
Surprise Neutre 12 (9.8, 14) Neutre Surprise 58 (54, 63)
Surprise Tristesse 16 (14, 20) Tristesse Surprise 53 (47, 58)
Table C.5 – Les intervalles de chevauchements entres les clusters des vecteurs latents des diffé-
rentes émotions pour le modèle audiovisuel avec β = 0.
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Les travaux de cette thèse portent sur la modélisation des émotions pour la synthèse au-
diovisuelle expressive de la parole à partir du texte. Aujourd’hui, les résultats des systèmes de
synthèse de la parole à partir du texte sont de bonne qualité, toutefois la synthèse audiovisuelle
reste encore une problématique ouverte et la synthèse expressive l’est encore d’avantage. Nous
proposons dans le cadre de cette thèse une méthode de modélisation des émotions malléable et
flexible, permettant de mélanger les émotions comme on mélange les teintes sur une palette de
couleurs.
Dans une première partie, nous présentons et étudions deux corpus expressifs que nous avons
construits. La stratégie d’acquisition ainsi que le contenu expressif de ces corpus sont analysés
pour valider leur utilisation à des fin de synthèse audiovisuelle de la parole.
Dans une seconde partie, nous proposons deux architectures neuronales pour la synthèse de
la parole. Nous avons utilisé ces deux architectures pour modéliser trois aspects de la parole :
1) les durées des sons, 2) la modalité acoustique et 3) la modalité visuelle. Dans un premier
temps, nous avons adopté une architecture entièrement connectée. Cette dernière nous a permis
d’étudier le comportement des réseaux de neurones face à différents descripteurs contextuels et
linguistiques. Nous avons aussi pu analyser, via des mesures objectives, la capacité du réseau à
modéliser les émotions.
La deuxième architecture neuronale proposée est celle d’un auto encodeur variationnel. Cette
architecture est capable d’apprendre une représentation latente des émotions sans utiliser les
étiquettes des émotions. Après analyse de l’espace latent des émotions, nous avons proposé une
procédure de structuration de ce dernier pour pouvoir passer d’une représentation par catégo-
rie vers une représentation continue des émotions. Nous avons pu valider, via des expériences
perceptives, la capacité de notre système à générer des émotions, des nuances d’émotions et des
mélanges d’émotions, et cela pour la synthèse audiovisuelle expressive de la parole à partir du
texte.
Mots-clés: Synthèse audiovisuelle expressive de la parole, auto-encodeur variationnel condi-
tionné, tête parlante expressive, émotion, expression faciale, réseau de neurones profond récurrent
à mémoire court-terme et long terme
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Abstract
The work of this thesis concerns the modeling of emotions for expressive audiovisual text-
to-speech synthesis. Today, the results of text-to-speech synthesis systems are of good quality,
however audiovisual synthesis remains an open issue and expressive synthesis is even less studied.
As part of this thesis, we present an emotions modeling method which is malleable and flexible,
and allows us to mix emotions as we mix shades on a palette of colors.
In the first part, we present and study two expressive corpora that we have built. The record-
ing strategy and the expressive content of these corpora are analyzed to validate their use for
the purpose of audiovisual speech synthesis.
In the second part, we present two neural architectures for speech synthesis. We used these
two architectures to model three aspects of speech : 1) the duration of sounds, 2) the acoustic
modality and 3) the visual modality. First, we use a fully connected architecture. This architecture
allowed us to study the behavior of neural networks when dealing with different contextual and
linguistic descriptors. We were also able to analyze, with objective measures, the network’s ability
to model emotions.
The second neural architecture proposed is a variational auto-encoder. This architecture is
able to learn a latent representation of emotions without using emotion labels. After analyzing
the latent space of emotions, we presented a procedure for structuring it in order to move from
a discrete representation of emotions to a continuous one. We were able to validate, through
perceptual experiments, the ability of our system to generate emotions, nuances of emotions and
mixtures of emotions, and this for expressive audiovisual text-to-speech synthesis.
Keywords: Expressive audiovisual speech synthesis, conditional variational auto-encoder, Ex-
pressive talking virtual agent, emotion, facial expression, deep bidirectional long short-term mem-
ory (DBLSTM)
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