Introduction
The theory of Whittaker vectors and Jacquet integrals was initiated in the thesis of Jacquet [J] (this is the reason for the name of the integrals) under the direction of Godement. The importance of this theory derives from the fact that the generic Fourier coefficients (suitably interpreted) of an automorphic form at a cusp can be expressed in terms of Whittaker vectors on the spaces of smooth vectors of admissible representations. Since a significant part of the application of the theory of automorphic forms to number theory involves these Fourier coefficients the theory of Whittaker vectors has a major role in the theory.
In this paper we give a definitive treatment of Whittaker vectors for generic characters of unipotent radicals of a class of parabolic subgroups (called very nice and defined in the next section) and prove a holomorphic continuation of Jacquet integrals for the induced representations from finite dimensional representations of the parabolic subgroup. In addition, an analogue of the multiplicity one theorem is proved. The precise forms of these theorems can be found in the next section with a discussion of earlier related work. We also observe that the class of very nice parabolic subgroups is a part of those for which the vanishing theorem of Lynch is not vacuous (these parabolic subgroups are called nice in [BW] , see Theorem 3.1).
In the case when all of the simple factors are of type A n then every nice parabolic subgroup is very nice. For the groups containing factors of other types the class is a substantial part of the nice parabolic subgroups (for example in the case of E 8 and E 6 at all of the nice parabolic subgroups are very nice and for E 7 all but 3 of the nice are very nice). This class contains all minimal parabolic subgroups, parabolic subgroups for groups over R or C whose unipotent radical is abelian or if the group has no factors of type C n of Heisenberg type over the corresponding field (these results are in section 6). It also contains all parabolic subgroups that are defined by the "h" part of a standard sl 2 triple corresponding to an even nilpotent element (see Corollary 2.3,this case contains all of the pertinent Heisenberg examples). In section 6 we will develop tools to help determine if a given parabolic subgroup is nice or very nice. In particular, we prove that the condition of niceness is a property of the complexification of the Lie algebra of the parabolic subalgebra in the complexified Lie algebra (Proposition 6.1) and we derive a sufficient condition for very niceness that depends only on the complexification. A complete classification of the nice parabolic subalgebras appears in a joint paper of K. Baur and the author [BW] .
The author was supported in part by an NSF Grant. The condition of niceness is a special case of the condition of "goodness" due to Elashvili and Kac [EK] so in principle this classification is a special case of their results.
In [BW, 2] we give a complete classification of the parabolic subgroups that satisfy the conditions in Theorem 6.2 in this paper which gives a manageable sufficient condition for very niceness. Thus to see if the results in this paper apply one need only check to see if the complexification of the parabolic subgroup in question is on the list. The experts in the more delicate aspects of the structure of Richardson elements and the connectivity properties of stabilizers of nilpotent elements would have no problem proving these conditions. However, this paper is not aimed at experts in the structure of nilpotent elements. Rather, it is aimed at people who only wish to know that the Jacquet integrals in question have the properties that they need. Furthermore, for the most part the exact forms of the results needed are not explicitly stated in the literature.
This paper is a continuation of the author's earlier work in this subject [Wa1] . In that paper the conclusion 1.,2.,3. in the next section was proved under very complicated hypotheses. Also, there was a conjecture which had as a consequence the Corollary in the next section. This conjecture is false (but not the consequence) and the first counterexample appears in [Wa3] for split G 2 and thereby for almost all cases of a parabolic with a unipotent radical isomorphic with a Heisenberg group. Since that was exactly the case of interest in [Wa3] a new approach to the Bruhat theory was necessary in order to prove the needed results. The work of Kolk-Varadarajan [KV] gave precisely the extension needed. In this paper, the most general result in this context is given and with similar use of [KV] .
The author would like to thank the first referee of [Wa3] for pointing him in the direction of [KV] . He would also like to thank Monty McGovern for providing the example in the next section of a parabolic subgroup of SL(5, R) that is not nice. This example, in fact, is a special case of a result of Lynch. We thank the referee of the first version of this paper for pointing out a blunder in that version of this paper, for pointing out chapter 7 of Lynch's thesis, the work of Yamashita, and the interplay with the moment map of the generalized flag variety associated with the complexification of the parabolic subgroup in question. This paper went through many revisions and we would like to heartily thank the reviewer for his patience and many useful suggestions. Part of the work on this paper was done during the author's visit to the IMS at the National University of Singapore. He would like to thank the IMS for its hospitality.
Notation and main results.
Let G be a real reductive group of inner type with compact center and let P be a parabolic subgroup of G. Let N be the unipotent radical of P and let K be a maximal compact subgroup of G with corresponding Cartan involution θ. Let P = M AN be a Langlands decomposition of P . Let
We will use lower case fraktur letters for Lie algebras so a = Lie(A), n = Lie(N ). Let (σ, H σ ) be a smooth Fréchet representation of M of moderate growth (for the purposes of this paper one can assume that H σ is continuous and finite dimensional since then it is automatically a smooth Fréchet representation of moderate growth) GENERALIZED JACQUET INTEGRALS 3 and let ν ∈ a * C then we can form the smooth induced representation I
with the C ∞ topology and the action of G by right translation
We note that since
(the smooth induced representation of σ |K∩M from K ∩ M to K) and we have an inverse map. That is, if
then we define (after having chosen a Haar measure on N )
Fix B, a G-invariant real valued bilinear form on g such that B(θX, X) < 0 for all X ∈ g. Then B |a is positive definite. We write (..., ...) for the dual form on a * and for the complex bilinear extension to the complexification. It is not hard to show that there exists a constant C σ (depending on σ) such that in the set of all ν satisfying Re(ν, α) > C σ , α ∈ Φ(P, A) the integral defining J χ P,σ,ν (f ) converges absolutely and uniformly on compacta. Thus defining for each ν satisfying the above inequality a continuous functional on I
One desires a meromorphic continuation of these integrals to all of a * C . To be precise here is our "wish list" for "generic characters" χ:
In other words the orbit of x is a Richardson element in n C . We note that there exist parabolic groups such that there are no such non-degenerate characters of N . Here is an example that was communicated to us by McGovern. Let G = SL(5, R) and let P be the parabolic subgroup consisting of matrices of the form       * * * * * * * * * * 0 0 * * * 0 0 0 * * 0 0 0 * *
one can show by a direct calculation that of x ∈ n and if B(x, θ[n, n]) = 0 then [p, x] = n. We will say that a parabolic subgroup of G is "nice" if there exists x ∈ n such that B(x, θ[n, n]) = 0 and [p, x] = n. If P is nice than our condition of nondegenerate is generic (i.e. defines an open dense subset of the characters). We also note that this notion of non-degenerate is the same as that in [Wa1] (see Lemma 3.3 below) so all of the examples in section 4 of [Wa1] are examples of nice parabolic subgroups. In section 6 we will study the condition of niceness more thoroughly. We will in fact need a stronger condition that we will call strongly non-degenerate. We will now describe the additional condition. Let N o be the nilradical of the opposite parabolic subgroup to P o corresponding to the above choice of Langlands' decomposition. Let
M denote the set of roots in −Φ + such that the corresponding root space is contained in M . The additional condition is that if s ∈ W is such that sΦ
We will say that a standard parabolic subgroup is nice if the standard opposite parabolic subgroup admits a non-degenerate character and it will be said to be very nice if every non-degenerate character is strongly non-degenerate. Thus if a parabolic subgroup is very nice then all non-degenerate characters are strongly non-degenerate.
The simplest examples of parabolic subgroups that is nice but not very nice are the Heisenberg parabolic subgroups of Sp 2n (R) .
In section 6 we will prove that if G is semi-simple with Lie(G) = g and if G C is the simply connected group with Lie algebra g C , the complexification of Lie(G), and P C is the subgroup corresponding to Lie(P ) C then if P is nice and the moment map from T * (G C /P C to g * C is birational to its image then P is very nice. This condition plays a key role in the work of Yamashita [Y1,Y2] . One can also show using the methods of section 6 that a parabolic subgroup is very nice if and only if it is nice and the condition on the moment map is satisfied.
We have not resolved the question: Assume that the unipotent radical of P has one strongly non-degenerate character is every non-degenerate character strongly non-degenerate?
The main result of this paper is Theorem 2.2. If χ is a strongly non-degenerate character of N and if dim H σ < ∞ then 1.,2.,3. above are true.
The strong non-degeneracy condition is not necessarily easy to verify. We will now describe a corollary to the main theorem that is more applicable and is the essence of a conjecture in [Wa1] (more will be said about it after the statement). We assume that y ∈ θn has the property that B(y, [n, n]) = 0. We define χ(exp X) = e iB(y,X) for X ∈ n. We assume that there exists x ∈ n such that [x, y] = h ∈ n, [h, x] = 2x, [h, y] = −2y and that the space {X ∈ n|[h, X] = 2X} generates n as a Lie algebra. Then, if we choose k ∈ (exp(π(x − y)/2)P ) ∩ K, we have
We write
Notice that we have apparently used the same notation for two different objects however this is not so since that type of characters are different. Hopefully, there will be no confusion. We have Corollary 2.3. Assume the discussion above and replacing N by N . If dim H σ < ∞ then 1.,2. and 3. are true.
This result has been proved in many special cases and our notion of generic agrees with all of the previous definitions. If P is minimal and G split over R, Jacquet [J] has proved 1.,2.,3. and for complex groups he has proved 1. for f a K-finite function and the essence of 3. which his multiplicity one theorem. If G is of rank one over R this was proved by Schiffman [S] . For general real groups and minimal parabolic subgroup there are papers [Ha1, Ha2] that do special cases, there is the announcement of Varadarajan for Harish-Chandra in 1983 and there is also the independent work of the author which appears in [Wa1] . This paper goes beyond the case of minimal parabolic subgroup. The basic ideas in that paper will be used to prove the main theorem. [Wa1] contained many examples of the main theorem including most cases when the unipotent radical is abelian. The proofs in that paper used as hypotheses a set of conditions on certain double cosets in G and then involved standard Bruhat theory a vanishing theorem for Lie algebra cohomology essentially due to Lynch, and an explicit method of construction of Whittaker vectors in tensor products with finite dimensional representations. In [Wa3] this result was proved in the special case of the Heisenberg parabolic for the quaternionic real form of type A, B, D, E, F, G. The Bruhat theoretic method in [Wa1] does not directly apply to these cases. It is here that the result of [K-V] came to the rescue. The above corollary applies directly to all of the examples in [Wa1] section 4. Beyond the work in [Wa1] there are the two papers of H. Yamashita, [Y1] , [Y2] that have a substantial overlap with this paper and in particular contain a different multiplicity one theorem than that of [Wa1] 3. The category W ψ .
Let G and P = M AN be as in the introduction (we will maintain all of the notation therein). Let x ∈ n be such that B(x, [θn, θn]) = 0. Then we can define a Lie algebra homomorphism of θn to iR by
To prove this we need only show that x satisfies the conditions (1),(2) in the beginning of section 2 in [Wa1] . (Here we note that the roles of n and θn have been reversed). We must therefore show that (1) There is an element h ∈ a such that ad(h) has eigenvalues included in {0, ±2, ±4, ...} such that if g j is the eigenspace for eigenvalue j of ad(h) then x ∈ g 2 and g 2 generates n as a Lie algebra.
(2) ad(x) : θn → g is injective.
To prove the first condition we show that there exists an h with the appropriate properties. We will show that there exists H ∈ a o such that the eigenvalues of ad(H) are integers and the eigenspace with eigenvalue 1 generates n. Let Φ(P o , A o ) be the set of roots for A o on n o . Then the weights of A o on n are the elements of
Before we prove this lemma let us show how it implies the existence of the element H. Denote by g α the root space for
o ) and 0 otherwise. So the lemma plus this observation imply that g α ⊂ [n, n] if and only if α = m i α i with i≤r m i ≥ 2. This implies that n is generated by the sum of the g α with α = m i α i and i≤r m i = 1. Let h 1 , ..., h l ∈ a o be defined by α i (h j ) = δ ij . Set H = h 1 + ... + h r . Then H ∈ a has the desired properties.
We will now prove the lemma. We prove it by induction on |α| = i≤l m i . If |α| = 2 then α = α i + α j with i, j ≤ r as desired. We now assume the result for 2 ≤ |α| ≤ s and consider the case when |α| = s + 1. There exists i such that (α,
If i ≤ r then we take γ = α − α i and δ = α i . Otherwise, |α − α i | = s and the sum of the coefficients of the α i with i ≤ r hasn't changed. Hence the inductive hypothesis implies that α
So applying the Jacobi identity we have
Assume the latter, then α = γ + (δ + α i ) which is the desired form.
Let h = 2H. Then the space {X ∈ g|[h, X] = 2X} generates n. We set
Thus since we are assuming that B(x, [θn, θn]) = 0 we have [h, x] = 2x. Thus (1) above is satisfied. As for (2) we have Lemma 3.3. If (1) above is satisfied then (2) is equivalent with the condition [p, x] = n.
Proof. We note that
Thus if [p, x] = n then since the pairing between n and θn is perfect we see that (θn) x = 0. Assume that (θn) x = 0. Noting that [x, g] is ad(h)-invariant and that [x, θn] ⊂ m θn we see that the displayed formula implies that [p, x] ⊃ n. Since [p, x] ⊂ n the lemma follows.
We can now give a reformulation of Theorem 3.4 of [Wa1] . We will use the notation
is acting by the tensor product action on M F and End(F ) only on F .)
4. An application of a theorem of Kolk and Varadarajan.
We maintain the notation of the previous sections. We set W G (A o ) equal to the Weyl group of G with respect to
We will now give an application the results of [KV] . We note that P N is open in G. We will denote by U P,σ,ν the space of all f ∈ I ∞ P,σ,ν such that supp(f ) ⊂ P N is compact modulo P . The key result (which has a substantial overlap with results in [Y1] and [Y2] ) is Theorem 4.1. Let χ be a strongly non-degenerate character of N with dχ(Y ) = iB(y, Y ). Let (σ, H σ ) be an irreducible finite dimensional representation of M . If λ ∈ W h χ (I ∞ P,σ,ν ) and if λ |U P,σ,ν = 0 then λ = 0. Proof. We will be applying Theorem 3.15 p. 82 of [KV] case iii). However, we will be reversing the roles of right and left in their result. We consider the group
then G is the disjoint union ∪ w∈Σ P w * N o . We consider the subgroup H = P × N acting on G by the restriction of the action of H. This group has one open orbit which is the same as the unique open orbit of H, that is H · 1 = P N o = P N = H · 1. The other orbits of H are given as H · w * m with m ∈ N o ∩ M . We assume that w = w M and m ∈ N o ∩ M we will calculate the stabilizer of w * m in H . We are looking at the set of all p, y with p ∈ P and y ∈ N such that pw
We are therefore looking at pairs (p, y) with y ∈ N and mym −1 = (w * ) −1 pw * with p ∈ P . Observe that the action of Ad(w * ) stabilizes a o and permutes the root spaces. By the definition of Σ we see that mym 
Since χ is non-degenerate this implies (since w = w M ) that B(u, y) = {0}. The elements of this group act unipotently under σ and in the adjoint representation so it follows that equation (3.27) in [KV] page 82 is satisfied (with right and left interchanged). To complete the proof starting with the conclusion of Theorem 3.15 in [KV] one uses standard Bruhat theoretic arguments (now using the finite number of orbits of H on G) . We will now sketch what is necessary to implement the method. Let λ ∈ W h χ (I ∞ P,σ,ν ) and assume that λ |U P,σ,ν = 0. We label the elements of Σ as {w 1 , ..., w r } such that X j = ∪ i≥j H · w * i is closed in G. We define T , a distribution on G with values in H σ as follows: Let f be a smooth compactly supported function with values in H σ . Set
here we have made a choice of bi-invariant measure for each of the indicated groups. Then f ν ∈ I ∞ P,σ,ν . We set T (f ) = λ(f ν ). Our assumption on λ says that suppT ⊂ X 2 . Suppose that we have shown that suppT ⊂ X j , j ≥ 2. Now,
Our assumption now implies that suppT |U ⊂ H · w * j . We can now apply Theorem 3.15 in [KV] to see that T |U = 0. Thus suppT ⊂ X j+1 . Since X r+1 = ∅ the theorem follows.
5. The proof of the main theorem.
We will prove Theorem 2.1 in this section. We first need a lemma which is essentially the same as Corollary 2 of [Wa3] . We use the notation in the introduction, in particular the action of M χ on W h χ (I ∞ P,σ,ν ) Lemma 5.1. Assume that χ is strongly non-degenerate and that (σ, H σ ) is finite dimensional. Then W h χ (I ∞ P,σ,ν ) is equivalent with a subrepresentation of the representation contragradient to (σ |M ψ , H σ ) as an M χ -module.
Proof. We first note that if T ∈ (C ∞ c (N )) (continuous linear functionals in the usual topology) is such that
This can be seen as follows. Let {X j } be a basis of Lie(N ) (thought of as left invariant vector fields). Then we have
The elliptic regularity theorem implies that T is given by integration against real analytic dim N -form on N . The transformation law now easily implies that the form is χ(n)ω with ω invariant. If f ∈ C ∞ c (N ) and v ∈ H σ then we define S(f v)(pn) = σ ν (p)f (n)v for p ∈ P , n ∈ N . If λ ∈ W h χ (I ∞ P,σ,ν ) then we have T λ,v (f ) = λ(S(f v)) defines a distribution on N and T λ,v (R x f ) = χ(x)T λ,v (f ) for all x ∈ N . Thus we have a C-bilinear pairing defined on W h χ (I ∞ P,σ,ν ) × H σ defined by
These observations combined with Theorem 4.1 complete the proof.
We are now ready to begin in earnest to prove the main theorem. We first observe the following Proposition 5.2. Let (σ, H σ ) be a smooth Fréchet representation of M of moderate growth then there exits a constant C σ such that if Ω σ = {ν ∈ a * C |Re(ν, α) > C σ , α ∈ Φ(P, A)} then if χ is a unitary character of N then
converges absolutely and uniformly in compacta of Ω σ .
This result is well known see for example Proposition 7.1 in [Wa1] (or putting in appropriate seminorms it is an easy consequence of Lemma 4.A.2.3 in [Wa2] ).
Using this result and Lemma 5.1 it is easy to prove Proposition 5.3. Let χ be a strongly non-degenerate character of N and ν ∈ Ω σ and assume that dim H σ < ∞. Then 1. Wh
is equivalent with the contragradient of (σ |Mχ , H σ ). With all of this at hand the proof of Theorem 2.1 is essentially same as the proof of Theorem 7.2 in [Wa1] since the notation in that paper is different, there are several misprints in that proof and perhaps too many details were left to the reader we will give the argument for the sake of clarity. Set ψ = dχ. Let x be such that dχ(Y ) = iB(x, Y ) for Y ∈ θn. Let H ∈ a be such that n 1 = {X ∈ n|[H, X] = X} generates n. Then x ∈ n 1 . Since Ad(P )x is open in n, [p, x] = n hence [Lie(M A), x] = n 1 . Thus χ satisfies the hypothesis of the previous lemma.
If (π, V ) is a smooth Fréchet representation of G then we set
Let (µ, F ) be a finite dimensional irreducible representation of G such that a) Setting F θn = {v ∈ F |yv = 0, y ∈ θn} then M acts trivially on F θn .
NOLAN R. WALLACH
This implies that dim F θn = 1. This one dimensional space is invariant under a which therefore acts by a linear functional which we will denote −Λ. We also assume b) If α ∈ Φ(P, A) then (Λ, α) > 0.
Such a representation always exists. Indeed, if d = dim n then we can take for
is a finite dimensional representation of P . If (ξ, H ξ ) is a finite dimensional continuous (hence smooth) representation of P then we set I ∞ P,ξ equal to the space of all smooth f from G to H ξ such that f (pg) = ξ(p)f (g), g ∈ G, p ∈ P . G acts on I ∞ P,ξ by the right regular action. We endow the space I ∞ P,ξ with the C ∞ topology. We also note that the map f −→ f |K defines an isomorphism of topological vector spaces between I ∞ P,ξ and the space I ∞ ξ |K∩P consisting of the smooth maps from K to H ξ such that f (mk) = ξ(m)f (k) for m ∈ K ∩ P and k ∈ K with the C ∞ topology. Fix a norm on H ξ , ... . Since K is compact we see that this topology can be defined using the seminorms p x (f ) = sup k xf (k) for x ∈ U (Lie(K)).
We now observe that if we put on I ∞ P,ξ F the Fréchet space structure gotten by choosing a basis of F and looking at I . Let
Be a Jordan-Hölder series. Then W i /W i+1 is equivalent with ((σ i ) νi , H σi ) for i = 0, ..., r. This leads to the composition series
with V i a closed smooth Fréchet subrepresentation of V i−1 and V i /V i−1 is topologically equivalent with I ∞ P,σi,νi . We will now apply these observations to the case when ξ = σ ν . We note that in this case we can assume that σ 0 = σ and ν 0 = ν − Λ. We assume that ν is such that
We have
θn and since V r is topologically isomorphic with I P,σr,νr Lemma 9 implies that dim V r [ψ] θn ≤ dim H σr . We put
We therefore have dim Z r ≥ dim H σ dim F − dim H σr . Now V r−1 /V r is equivalent with I ∞ P,σr−1,νr−1 hence we see that
Continuing in this way we find that
Since Lemma 9 asserts the reverse inequality we have proved
Our hypothesis on Λ implies that if ν is given then there exists k > 0 with k ∈ Z such that ν + kΛ ∈ Ω σ . Hence I) implies
We note that at this point we have proved part 3. of Theorem 2.1. We will now complete the proof of parts 1. and 2. We define δ :
is surjective continuous and
Note that T Λ only depends on σ and F and not on ν. Now suppose that we have proved
III) The map ν → J χ P.σ,ν (f ) extends to a holomorphic map of U t = {ν ∈ a * C |(α, ν) > t, α ∈ Φ(P, A)} to H σ . and IV) If ν ∈ U t and η ∈ W h χ (I ∞ P,σ,ν ) then there exists λ ∈ H * σ such that η = λ•J χ P.σ,ν .
We set π ν = π P,σ,ν , J ν = J P,σ ν ... Fix λ 1 , ..., λ m a basis of H * σ and let ξ 1 , ..., ξ d be a basis of
θn . Fix ν o ∈ U t and set Z Λ = ker T Λ (not that Z Λ depends only on σ and F but not on ν). Then the argument proving II) above implies that dim(
We may assume after relabelling that ζ m+1 (ν o ) |ZΛ , ..., ζ dm (ν o ) |ZΛ are linearly independent. Thus there is an open neighborhood, W , of ν o such that ζ m+1 (ν) |ZΛ , ..., ζ dm (ν) |ZΛ are linearly independent for ν ∈ W . We therefore see that there exist holomorphic functions a ij 1 ≤ i ≤ m, m + 1 ≤ j ≤ dm on W such that
If we set
then we note that φ 1 (ν), ..., φ m (ν) are linearly independent and vanish on Z Λ . Now
is an isomorphism of topological vector spaces. Thus ( * ) above implies that φ 1 (ν), ..., φ m (ν) are holomorphic in on W with values in (I ∞ σ|K∩P ) and
Then the f ν,h span the space U σ,ν . We argue as in the proof of Lemma 9 to see that if we set Φ(f ) =
with α 1 (ν), ..., α m (ν) holomorphic on W with values in H * σ and for each ν ∈ W giving a basis of H * σ . Thus there exist holomorphic functions b ij (ν) on W such that
Hence if
for f ∈ U σ.ν−Λ . At this point we have proved that there exist ω i (ν) holomorphic on U t with values in I
.., m and are linearly independent.
The uniqueness statement in Theorem 3.4 implies that if ν −Λ ∈ U t then ω i (ν) = µ i • J P,σ,ν−Λ . Set q = min α∈Φ(P,A) (Λ, α). Then q > 0. We have proved that III) and IV) are true with t replaced by t − q. Since U t−rq ⊂ U t−(r+1)q and ∪ r>0 U t−rq = a 6. Nice and very nice parabolic subgroups Let G be a real reductive group, K a maximal compact subgroup and θ the corresponding Cartan involution. Let P be a parabolic subgroup of G with unipotent radical N and set M = P ∩ θ(P ) then P = M N . Then P is nice if and only if there exists x ∈ Lie(N ) such that B(θ(x), [Lie(N ), Lie(N )]) = 0 with Ad(P )x is open in Lie(N ). We will now show that this condition is a property of the complexification of Lie(P ).
If q 1 and q 2 are parabolic subalgebras of g C (the complexification of Lie(G)) then they are said to be opposite if q 1 ∩ q 2 is a Levi factor of both q 1 and q 2 .
Proposition 6.1. Let P be a parabolic subgroup of G with complexified Lie algebra p C in g C ,the complexification of Lie(G), and let n C be the complexification of the Lie algebra of the unipotent radical of P . Then P is nice if and only if there exists a parabolic subalgebra q opposite to p C in g C and an element x ∈ n C such that 1)
Proof. To prove this it is enough to show that if there exists an element x satisfying 1) and 2) for one choice of opposite parabolic subalgebra, q, and if q 1 is another choice of opposite parabolic subalgebra then there exists an element y ∈ n C with the corresponding two properties. So let q 1 be another choice of opposite parabolic subalgebra then there is a Cartan subalgebra, h (resp. h 1 ), of q ∩ p C (resp. q 1 ∩ p C ) such that the roots of h (resp. h 1 ) in the nilradical of q (resp.q 1 ) are precisely the negatives of those of h (resp. h 1 ) in n C . Since all Cartan subalgebras of p C are conjugate by an inner automorphism of p C (cf. [B] , Corollary 11.3, p.143) this implies that if p is the inner automorphism taking h to h 2 then the element px ∈ n C has the desired properties for q 1 .
If p is a parabolic subalgebra of a reductive Lie algebra over C, g, such that the analogues of the two conditions 1) and 2) of the above theorem hold then we will say that p is nice. We will now give a condition that only depends on the complexification of Lie(P ) that implies that if P is nice then it is very nice. We note first of all that G is very nice if and only if the adjoint group of its Lie algebra is very nice. So we will assume that G is connected and semi-simple. Theorem 6.2. We will use the notation of the previous proposition. Let G be connected and semisimple and let P be a parabolic subgroup of G. Let G C be the adjoint group of g C , let P C be the subgroup corresponding to p C and let x ∈ n C be a Richardson element. If P is nice and if {g ∈ G C |Ad(g)x = x} = {p ∈ P C |Ad(p)x = x} then P is very nice.
Proof. Let P = M N be a Levi decomposition as in the beginning of this section. Let A be a split component of M . We also fix a minimal parabolic subgroup of G, P o , such that P o ⊂ P so we can write
We can choose a split component of M o , A o , such that A ⊂ A o . We assume that P is nice that h ∈ Lie(A) defines a grade of g =Lie(G) (as in (1) section 3, that is if
and Lie(N ) is generated by g 2 . We will be using some notation of section 2. Let x ∈ g 2 be a Richardson element we will show that if w ∈ W (A o ) and
then w = w M . We note that this condition is the same as
If x ∈ Lie(N ) then we can write x = α∈Φ(Po,Ao)
x α with x α in the α rootspace.
We define supp(x) = {a ∈ Φ(P o , A o )|x α = 0}. Then the condition above says that wsupp(x) ⊂ Φ(P o , A o ). But our assumption on w implies that
This implies that Ad(w * )x ∈ Lie(N ). But this implies that it is a Richardson element on Lie(N ). Hence there exists p ∈ P C such that Ad(p)Ad(w * )x = x. This implies by our assumption that pw * ∈ P C and hence Ad(w * )Lie(N ) = Lie(N ). Our assumption on w now applies that w = w M . This completes the proof.
The condition of equality of stabilizers in the previous theorem is equivalent to the statement that the moment map from T * (G C /P C ) to g * C is birational onto its image. The list of all nice parabolic subalgebras satisfying this condition is given in [BW2] . We will develop a few generalities in this paper and leave the most delicate results to [BW2] . All of the conditions are part of the folk lore of the subject but we have only found a proof of one of them explicitly in the literature. So we have decided, for the sake of completeness to give precise statements and proofs. All of the proofs are easy except for the first Lemma which is also used in [Y1] and [Y2] . If G is a connected, affine algebraic, reductive group over C then we will say that a parabolic subgroup, P , satisfies condition (C) if the stabilizer in G of a Richardson element in the Lie algebra of the unipotent radical is contained in P . We note that if P 1 satisfies condition (C) in G 1 and P 2 satisfies condition (C) in G 2 then P 1 × P 2 satisfies condition (C) in G 1 × G 2 .
Lemma 6.3. If P has abelian unipotent radical then it satisfies condition (C).
Proof. Let B ⊂ P be a Borel subgroup and H ⊂ B a Cartan subgroup. Let n be the Lie algebra of the unipotent radical of P . Let Σ denote the set of roots of h = Lie(H) on n and let Φ + the roots that with root spaces contained in Lie (B) . Then there exists a set γ 1 , ..., γ r of elements of Σ with the following properties: a) γ i ± γ j is not a root. b) If h − is the complex linear span of the coroots of the γ i and if α ∈ Σ then α | h − is of one of the following forms γ i , 1 2 (γ i + γ j ) with i < j or possibly
These properties follow from the theory of Hermitian symmetric spaces if we observe that if M is the Levi factor of P that contains H then there exists an involutive automorphism of Lie(G) with fixed point algebra Lie(M ).
Let x = X γ1 +...+X γr as above and assume that the X α have been chosen so that [X α , X −α ] is the α coroot,α. Let y = X −γ1 +...+X −γr then [x, y] = h =γ 1 +...+γ r and h, x, y is a standard basis for a three dimensional simple Lie subalgebra (TDS for short). We assume that g ∈ G and Ad(g)x = x. Then x, h = Ad(g)h, y = Ad(g)y is another TDS. We note that by b) above ad(h) is injective on n. We also observe that since x is a Richardson element ad(x) is injective onn (the nilradical of the opposite parabolic corresponding to the choice of H). Write h = h − + h 0 + h + with h − ∈n, h o ∈ m and h + ∈ n. Here m is the standard Levi factor of p = Lie(P ) corresponding to the choice of H. Now 
. Thus since h 0 is invertible on n we see that there exists p ∈ P so that Ad(p)x = x and Ad(p)h = h. We therefore have Ad(pg)x = x and Ad(pg)h = h. Let q be the sum of the eigenspaces for the non-negative eigenvalues of ad(h). Then b),c) imply that q ⊂ p. We also note that we have Ad(pg)q ⊂ q. The subgroup of G that normalizes q is a subgroup of P since G is assumed to be connected. This implies g ∈ P .
This result implies Corollary 6.4. If G is a connected real reductive group and if P is a parabolic subgroup of G with commutative unipotent radical then P is very nice.
Proof. The previous result implies that the complexified Lie algebra of P satisfies condition (C) since P is nice Theorem 6.2 implies that P is very nice.
We will now begin the proof of the main theorems in this direction. The first is an easy result that is usually given without proof. In [He] a proof is given of the stronger result that for GL(n, C) the stabilizer of a nilpotent element is connected. The proof is one line but uses the fact that an irreducible variety over C is connected in the classical topology. We only need the property (C) which is much easier and included below.
Proposition 6.5. Let P be a parabolic subgroup of GL(n, C) or SL(n, C) then P satisfies property (C).
Proof. It is enough to prove this result for G = GL(n, C). We identify, as usual, Lie(G) with the n × n matrices, M n (C). We may assume that P contains the upper triangular Borel subgroup and hence that P consists of matrices of a fixed upper triangular block form corresponding to diagonal blocks of sizes n 1 × n 1 , ..., n r × n r with n 1 + ... + n r = n. If p = Lie(P ) then these clearly implies that P = G ∩ p. If x ∈ n, the nilradical of p, is a Richardson element we have
Now, if g ∈ G and Ad(g)x = x then [g, x] = 0. Thus if g ∈ G is such that Ad(g)x = x then g ∈ G ∩ p = P . This completes the proof.
We next look at the main class of nice parabolic subalgebras. Let g be a reductive Lie algebra over C and let p be a parabolic subalgebra of g. Let G denote the adjoint group of g and let P denote the normalizer of p in g then we will say that p satisfies the condition (C) if P does in G. Let x ∈ g be a nilpotent element, x = 0 then we will say that x is even if for some (hence for any) TDS in g, x, y, h, all of the eigenvalues of ad(h) are even. We will say that the parabolic subalgebra that is the span of the non-negative eigenvalues for h as above comes from an even TDS.
The main theorem in this direction follows. It is stated in this generality without proof in [He] and was no doubt known to others before him (although Hesselink gives no further attribution). Our proof as indicated above is easy, and we include it for the sake of completeness.
Theorem 6.6. Let p be a parabolic subalgebra of the reductive Lie algebra g that comes from an even TDS then p is nice and satisfies condition (C).
Proof. Let g j be the eigenspace for adh with eigenvalue j then j≤0 g j is an opposite parabolic subalgebra to p with nilradical n = j<0 g j . Since the eigenvalues of adh on ker adx are all non-negative this implies that adx is injective on n. Lemma 3.3 implies that p is nice.
We will now prove that p satisfies condition (C). We may assume that g is semisimple. Then we have ad : g → End(g) is an injective Lie algebra homomorphism and we will use the notation Ad for the injection of the adjoint group of g, G, into GL(g). Let x, y, h be an even TDS defining p. We set X = adx, Y = ady, H = adh.Then the eigenvalues of adH are j − k with j and k eigenvalues of adh thus X, Y, H is an even TDS in End(g). Let q denote the corresponding parabolic subalgebra of End(g) and let Q = q ∩ GL(g) be the corresponding parabolic subgroup. In light of the first part of the proof we see that q is nice and hence X is a Richardson element in the nilradical of q.
Let g j denote the eigenspace for adh with eigenvalue j. We note that if P is the parabolic subgroup of G corresponding to p then P ⊂ {g ∈ G|Ad(g) ∈ Q}. Indeed, we first observe that End(g) = j,k Hom(g j , g k ) with adH acting on Hom(g j , g k ) by (k − j)I. Thus q = j≤k Hom(g j , g k ). Hence if q ∈ Q then qg j ⊂ k≥j g k . This implies that if q ∈ Q then qp ⊂ p. Thus, if g ∈ G and Ad(g) ∈ Q then g ∈ P as asserted. We can now complete the proof. Let g ∈ G be such that Ad(g)x = x. Then ad(Ad(g)x) = ad(x). Hence Ad(g)XAd(g) −1 = X and since X is a Richardson element in the nilradical of q the previous lemma implies that Ad(g) ∈ Q. But then g ∈ P by the above observation.
We will now prove the other assertions in the introduction and in section 2.
Corollary 6.7. Let G be a connected absolutely simple Lie group over F = R or C and let P be a parabolic subgroup over F with unipotent radical of Heisenberg type over F. If G is not of type C n with n ≥ 2 then P is very nice.
Proof. Under this condition the Lie algebra of P is defined by an even TDS in Lie(G). Thus the preceding theorem combined with Theorem 6.2 implies that P is very nice.
We will now prove Corollary 2.3. We will use the notation before the statement. Let k be as in the statement. Then if we define η(n) = χ(k −1 nk) we have J χ P,σ,ν (f ) = J η P,σ,ν (π P,σ,ν (k)f ). Here the difference between the "J" on the left hand side and on the right is that they involve characters for different unipotent groups. Thus to prove the Corollary we must show that η is strongly non-degenerate. The representation theory of sl 2 implies that η is non-degenerate. Since P comes from an even TDS the Theorem 6.6 combined with Theorem 6.2 implies that P is very nice and so Theorem 2.2 implies the result.
