ABSTRACT In this paper, a polarization vector distance based signal extraction (PVD-SE) method for full-duplex primary users (FD-PUs) oriented cognitive radio networks (CRN) is studied. The problem of primary signal extraction in FD-PUs oriented CRN boils down to a finite hypotheses testing problem. Based on the orientation and magnitude difference of the signal samples from different FD-PUs, the proposed PVD-SE method can efficiently detect each PU's signal space by calculating polarization vector distance (PVD) between any two samples. It is found that the samples from the same PU experience relatively smaller PVD in comparison with those from different FD-PUs. As a result of the Gaussian distributed noise, the resulting PVD is non-central chi-squared distributed, which depends on the modified Bessel function of the first kind without closed-form expressions. Using large argument (LA) and small argument closed-form approximations of modified Bessel functions, the optimal extraction threshold that minimizes the extraction error probability is investigated, and analytical expressions of optimal threshold under the LA assumption are derived for amplitude modulated and non-amplitude modulated primary signals. The presented analytical results are verified by Monte Carlo simulation and the performance of PVD-SE is validated.
I. INTRODUCTION
By enabling concurrent transmitting and receiving on a single node, full-duplex (FD) communications [1] have shown great potentials in improving the spectrum efficiency. Recent studies have incorporated FD techniques into cognitive radio networks (CRN) [2] . There are two research directions regarding FD incorporated CRN, including full-duplex secondary users (FD-SUs) oriented CRN [3] and full-duplex primary users (FD-PUs) oriented CRN [4] .
On the one hand, the FD-SUs oriented CRN, also termed as listen-and-talk CRN, is promising in contrast to the traditional listen-before-talk CRN, because SUs' behaviors can be adapted in a more timely fashion according to PUs' status [5] . With the merits of concurrent spectrum sensing and data transmission, SUs can vacate the licensed spectrum once PUs appear suddenly, and SUs can access the spectrum holes once PUs disappear. As a result, both collisions and spectrum wastes can be effectively avoided [6] .
On the other hand, PUs are likely to work in FD mode [7] . The FD-PUs oriented CRN experienced the problem of secondary transmission opportunity impairments [7] . For the challenging problem of spectrum sharing in FD-PUs oriented CRN, the self-interference (SI) introduced at the primary network may dramatically impede the SUs' opportunities to access the spectrum. So as to relieve the interference on PUs and enhance the secondary transmission opportunities, an imperfect Gaussian signaling (IGS) method has been proposed [7] . Unfortunately, the IGS method requires the priori knowledge of PUs' channels, which is usually challenging to obtain. Thus, the practicability of IGS is largely impaired.
In order to improve the practicability of the CR technology, the licensed spectrum sharing of FD-PUs without a priori knowledge of PUs was studied [8] . For the challenging FD-PUs underlay spectrum sharing problem, the SI introduced at the primary network can reduce the SUs' opportunities to access the spectrum. In order to avoid SUs' interference and enhance SUs' spectrum opportunities, the polarization similarity (PS) of PUs' samples has been studied to extract the PUs' signal space [8] . Instead of detecting the desired signals [9] - [11] , the primary signal space extraction aims at deriving the primary signal space, based on which SUs can transmit in the orthogonal space without interrupting FD-PUs.
Polarization is an inherent property of electromagnetic waves, and has manifested considerable application potentials in wireless communications [12] . Similar to the well-exploited signal dimensions such as time, frequency and space, polarization provides independent degree of freedom (DoF). The fundamental account of utilizing polarization is that orthogonality exists in the polarization dimension. It was reported in [12] that six co-located orthogonally polarized electrical and magnetic dipoles can theoretically offer up to six DoF in a multipath scattering environment, which means that the ultimate sixfold increase in channel capacity can be achieved. Although polarization independently cannot be so widely used like time/frequency/space, it can be used in an auxiliary fashion to further improve the communication performance on current basis. Due to the above-mentioned factors, the polarization enabled wireless communication techniques have gained attentions in recent decade. The applications of polarization have been comprehensively clarified in [12] .
In particular, leveraging polarization in CRN has inspired the studies of spectrum sensing and spectrum sharing. On the one hand, polarization based spectrum sensing techniques exploit the polarization-sensitive difference between the signal of interests and the noise. The correlation polarization statistics and directional polarization statistics based sensing algorithms can enhance the detection performance. On the other hand, polarization based spectrum sharing schemes exploit the two-dimensional orthogonality to alleviate the interference between the primary network and the secondary network.
Motivated by the intrinsic property of signal waves transmitting in the electromagnetic fields, the polarization vector distance (PVD) can also be used to differentiate the signal polarizations of each PU. Different from all the above-mentioned works, this work proposes a primary signal extraction method based on the primary signals' PVD 1 . In comparison to the traditional methods such as PS primary signal extraction, the proposed PVD based method is characterized by lower signal extraction error probability.
To the best of the authors' knowledge, few works have addressed the issue of spectrum sharing with FD-PUs without a priori knowledge of PUs' channels and signals by using PVD. The main contributions of this work can be summarized as follows.
• The PVD based primary signal extraction method is well established. Theoretical analysis shows that the PVD metric for signals from the same PU is smaller than the PVD metric for signals from different PUs. Based on this fact, we devise the polarization vector distance based signal extraction (PVD-SE) method.
• The statistical properties of PVD as a result of additive noise is investigated to be of noncentral and central chi-squared distributed respectively, for amplitude modulated (AM) and non-amplitude modulated (NAM) primary signals. Since the noncentral chi-squared distribution depends on modified Bessel function of the first kind in the probability density function (pdf), which contains summands and is inconvenient for theoretical analysis. The large argument (LA) approximation of the modified Bessel function is applied to obtain closed-form results for theoretical analysis.
• Based on the distributions of PVD and approximations of the pdf for noncentral chi-squared distribution, we further study the error probability of the proposed PVD-SE method, and the optimal extraction threshold that minimizes the error probability is derived. The rest of the paper is organized as follows. The system model is provided in Section II. Section III formulates the problem to be solved and Section IV analyzes the statistical properties of PVD. Section V proposes the PVD based primary signal extraction method. The performance analysis is provided in Section VI and Section VII evaluates the performance of the proposed technique by simulations. Section VIII concludes this paper.
II. SYSTEM MODEL
The FD-PUs oriented CRN is shown in Fig. 1 , where the bi-directional arrow denotes FD link and the unidirectional arrow denotes HD link. Hence, PUs operate in FD mode, and SUs operate in HD mode. The notations ST, SR, PU 1 and PU 2 , respectively, represent secondary transmitter, secondary receiver, primary user 1 and primary user 2. The term H i denotes the monitoring channel from PU i to ST. The numbers of antennas on ST, PU 1 and PU 2 are M t , M 1 and M 2 respectively. The vector p i ∈ C M i ×1 (i = 1, 2) is the polarization state of PU i and can be expressed as
44982 VOLUME 6, 2018 where tan α i (α i ∈ [0, π 2 )) and φ i ∈ [0, 2π ) are the amplitude ratio and phase difference between the two orthogonal components of p i . The term p i is determined by antenna pattern and is time-invariant. Moreover, since H i is time-invariant during a coherent interval of the channels, the received signal polarization on ST, e.g., H i p i , is hence also time-invariant during a coherent interval.
The dual-polarized Rayleigh fading channel can be modeled as [16] 
where G i ∈ C M t ×M i (i = 1, 2) describes Rayleigh fading, and H i p ∈ C 2×2 describes the channel depolarization including power imbalance and polarization correlation. The operator represents Hardarmad product. Using the common case of transmitting and receiving antennas that are both horizontal and vertical (HV) polarized (HV → HV), the channel H i p can be written as
where h i xy is the channel gain between polarization x at the receiver and polarization y at the transmitter. The resultant polarization correlation matrix R i p is given by
where E is the expectation operator, and vec(A) forms a vector from the successive columns of matrix A. 
where H i w is a 2 × 2 matrix with the elements ζ i k e jς i k (k = 1, 2, 3, 4). The amplitude |ζ i k | equals to 1 and the phase ς i k is uniformly distributed over [0, 2π ) .
Experiments show that the receive and transmit correlation coefficients i and ϑ i are usually zero, thus i and ϑ i can be assumed to be zero. The co-polar and anti-polar correlation p i and q i are further assumed to be 1 and 0 for analyzing simplicity. Then, the depolarized channel including the CPR and XPD for H i can be represented as
Due to the distinct channel depolarization effects of H 1 and H 2 , the resultant signal polarizations received at the ST from PU 1 and PU 2 are distinct. Note that the two PUs' traffic are intermittent in nature and arrive independently. Since both PUs transmit in FD mode, the PU's transmission slots may temporally overlap with each other. As shown in Fig. 2 , the occupancy of the band is denoted as the 'ON' state, while the 'OFF' state represents vacant slot in PU's frame. The vertical dash lines in Fig. 2 represent the temporal sample instants and corresponding status of the licensed spectrum, including single PU exists, no PU exists and both PUs exist. The ratio of vacant slots for PU i is denoted as λ i . It is worth noting that more primary traffic corresponds to smaller λ i . Since the goal of FD technique is to improve the spectrum utilization, λ i can be sufficiently small and compound signals from both PUs dominate the samples. At a given temporal instant, the sample comes from single PU only when the other PU is silent, thus detecting single PU's signal is equivalent to detecting the other PU's vacant slots.
III. PROBLEM DESCRIPTION
In FD-PU oriented CRN, the transmit opportunities for SUs are impaired in comparison to CRN where PUs are halfduplexed. On the one hand, the self-interference on PUs side reduces PUs' tolerance of the leakage interference from SUs [4] . Thus, higher requirements are imposed on SUs when sharing the licensed spectrum. On the other hand, under the FD-PUs paradigm, the primary samples obtained at SUs are noise-added compound signals from multiple PUs [8] . The compound signals make it challenging for SUs to derive the PUs' signal space and accordingly transmit in the orthogonal spaces.
Denoting the sample size as N , at a specific temporal instant n ∈ N {1, 2, · · · , N }, the possible signal sample at ST as shown in Fig. 2 can be denoted as
only PU 2 exists s 1 (n) + s 2 (n) + σ (n) both PUs exist σ (n) no PU exists (7) where y(n) ∈ C M t ×1 , and
and where α i (n) is PU i 's modulated signal, p i is the polarization of PU i , and σ (n) is assumed to be Gaussian noise with zero mean elements and covariance matrix σ 2 I M t ×M t . Note that in (7), the case y(n) = σ (n) occurs only when neither PU 1 nor PU 2 exists at the sampling point, thus the probability of this case is λ 1 * λ 2 . In FD-PUs oriented CRN, the vacant slots ratio λ i (i = 1, 2) is usually small because the aim of FD technique is improving the spectrum efficiency, and the product λ 1 * λ 2 will be extremely small. Therefore, in this ensuing analysis, the case y(n) = σ (n) is neglected and its impact on the proposed method is treated as an error.
Define
Due to the independence between the terms s 1 (n), s 2 (n) and σ (n), it follows that 
number of dimensions or DoF for transmission, and all these dimensions lie in the null space of y(n).
Under FD-PUs circumstances, the SUs' samples may be dominated by compound signals from both PUs, which means that the number of compound signals is likely to be greater than SUs' antenna number M t . It is usually challenging for SUs to have a large antenna number M t , thus it is likely that no transmit opportunity exists due to the possible case M t < . To this end, PU 1 's and PU 2 's signals should be extracted from the compound samples to realize the improved
Nevertheless, the PU 1 's and PU 2 's signals are not straightforward to extract from the compound samples. It can be noted from (8) that the amplitude and orientation of s i (n)(i = 1, 2) are, respectively, determined by α i (n) and ξ i , where α 1 (n) and δ 1 are distinct from α 2 (n) and ξ 2 respectively. Neglecting the noise's effect, the orientation of y(n) is determined by ξ i or the linear combination of ξ i , which are all time-invariant. Therefore, for any two samples y(n) and y(m) (n, m ∈ N ), if they are from the same PU, the PVD between y(n) and y(m) will be extremely small, with the same orientation determined by ξ i and with a small amplitude difference 3 . Otherwise, the PVD can be relatively large provided that y(n) and y(m) are from different PUs, with different polarizations and large signal amplitude difference. Motivated by these considerations, the samples with small values of PVD can be regarded as being from different single PUs.
IV. STATISTICAL PROPERTIES OF PVD
The PVD metric depicts how much two polarizations y(n) and y(m) (n and m are temporal indices) are alike, and can be defined as [17] 
where θ n,m is the included angle between y(n) and y(m). The term s n,m in (9) can be expressed according to (7) as 4
and where H 1 -H 6 are illustrated as follows.
• H 1 : Both samples are from PU 1 ;
• H 2 : Both samples are from PU 2 ;
• H 3 : Each sample is from both PUs;
• H 4 : Each sample is from a single PU;
• H 5 : One sample is from PU 1 , the other is from both PUs;
• H 6 : One sample is from PU 2 , the other is from both PUs. Although (10) indicates a finite hypotheses testing problem, it is different from the finite hypothesis testing problem in the well-known spectrum sensing studies. Basically, the finite hypothesis testing problem in CR spectrum sensing focuses on whether the PUs' signals exist. The task is to differentiate the signal of interest from the noise. However, the finite hypothesis testing problem in this work concentrates on differentiating two PUs' signals. Therefore, the proposed method is used to solve the more difficult problem of differentiating one type (polarization & amplitude) of signals from another type of signals. Correspondingly, the testing errors in spectrum sensing make sense, e.g., PUs are false alarmed and miss detected. Moreover, the testing threshold for spectrum sensing is usually obtained based on false alarm probability since false alarm only involves the distribution of noise and the signals' parameters (usually unknown) are not required. Nevertheless, the testing errors for the finite hypotheses testing problem in this work do not make practical sense. The testing threshold can neither be obtained with practical physical meanings.
The statistical properties of PVD for PUs' signals largely depends on PUs' signal characteristics. The analysis starts from the idealized assumption, e.g., PUs' signals are non-amplitude modulated. In this case, the equality α i (n) = α i (m)(i = 1, 2) holds for arbitrary temporal indices n and m. Then, the analysis will be extended to practical cases that PUs' signals are modulated using any other modulation techniques, where the inequality α i (n) = α i (m)(i = 1, 2) holds for arbitrary n and m.
A. NAM PRIMARY SIGNALS
Denote the real part and imaginary part of the k-th noise element as k and ε k , while the real and imaginary parts of the k-th signal element are denoted as s r k and s i k . Then, we can express δ n,m in an equivalent form (11) , as shown at the bottom of this page.
Note that i (n), ε i (n), i (m) and ε i (m) are independent identically Gaussian distributed, with mean zero and variance 
It is clear that X = δ n,m σ 2 conforms to the definition of noncentral chi-squared distribution [18] , and the DoF is l = 4M t , the non-centrality parameter κ is given by
Corresponding to C 1 and C 2 , the noncentral parameters are denoted as κ 1 and κ 2 respectively. Since the term s is a zero vector under C 1 for NAM primary signals, s r k and s i k are both zero. In this case,
are Gaussian distributed with zero mean and unique variance σ 2 , resulting in chi-squared distribution of X = δ n,m σ 2 . Under C 2 , the PVD metric is non-central chi-squared distributed with parameters l and κ. As a result, the pdf of PVD under C 1 and C 2 are
and
respectively, where I (·) is the modified Bessel function of the first kind given by
and where (·) denotes the Gamma function.
B. AM PRIMARY SIGNALS
Note that AM and NAM refer to the amplitude difference among signals for the same PU and is related to κ 1 , while the amplitude difference between PU 1 's and PU 2 's signals is related to κ 2 . When the primary signals modulation types are related with signal amplitude, e.g., quadrature amplitude modulation, the term s n,m under H 1 ∼ H 3 as shown in (10) is no longer zero. Correspondingly, the PVD metric under both C 1 and C 2 are non-central chi-squared distributed. Thus, the pdf of δ n,m is
Then, the hypotheses and corresponding distributions are summarized as follows.
• C 1 (H 1 
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Proposition 1: The PVD δ n,m monotonously increases with the included angle θ n,m , and monotonously increases with ||y(n)|| − ||y(m)|| with a probability of 1. Proof: Taking the first-order derivative of δ n,m with respect to θ n,m and respectively, it is clear that δ n,m always monotonously increases with θ n,m , and monotonously increases with under the condition ∈ (−∞, 0) ∪ (||y(n)||(1 − cos θ n,m ), ∞). Therefore, we can denote the interval in which δ n,m monotonously increases as lim L→∞ (−L, 0)∪(||y(n)|| (1−cos θ n,m ), L) . Then, the probability that δ n,m monotonously increases with can be derived as
Proposition 1 lays the foundation for the algorithm design of the proposed PVD-SE approach, because θ n,m and under H 1 -H 3 are smaller, in comparison to θ n,m and under H 4 -H 6 . As a result, δ n,m under H 1 -H 3 is smaller than that under H 4 -H 6 . Since there are N samples, the threshold for PVD comparison can be derived as
which is the arithmetic average of the samples' PVD. Once 
Algorithm 1 PVD Based Primary Signal Extraction Algorithm
Input: The PUs' signal sample y(n)(n ∈ N ). Output: PU i 's vacant slots set V i (i = 1, 2). Calculate δ n,m between any sample pair [y(n), y(m)] according to (9) , and calculate the extraction threshold according to (19) ; 4: if δ n,m T then 5: for j do=from 1 to 3 6: if N j is empty then 7: Stack n and m to N j ; 8: else 9: if n ∈ N j or m ∈ N j then 10: Stack n and m to N j ; 11: Second: 12: if k=arg max length(N k ) (k ∈ {1, 2, 3}) then 13: V 1 = N p (p ∈ {1, 2, 3} and p = k) 14: V 2 = N q (q ∈ {1, 2, 3} and q = p, q = k) end As shown in Algorithm 1, the algorithm is structured into two main steps. In the first step, due to the fact that not only the samples under H 1 and H 2 achieve small PVD, but also the PVD under H 3 is smaller than that under H 4 -H 6 , there are three sets used for keeping the temporal sample indices in Algorithm 1, including N 1 , N 2 and N 3 . The sets N j (j = 1, 2, 3) are used by order. For any sample pair whose PVD is smaller than threshold T , each set N j is checked whether empty or not first, and the temporal indices n and m are stacked into the set if N j is empty. In the case that N j is not empty, n and m are checked to be whether already included in N j . The two temporal indices will be added to the nonempty set N j only when n or m is already a member in N j . In the second step, single PU's temporal vacant slots indices will be picked out from N 1 , N 2 and N 3 . The set N k with the largest size is regarded as containing the indices of samples under H 3 , for the reason that the compound signals dominate the samples. Then, the remaining sets N p and N q are regarded as containing the indices of samples under H 1 and H 2 respectively.
VI. THE ERROR PROBABILITY AND OPTIMAL THRESHOLD
Based on the illustrations of C i (i = 1, 2) and H i (i = 1, · · · , 6) as shown in Section IV, the probability of each hypothesis can be derived as
where λ 1 and λ 2 are the vacant slots ratios as depicted in Section II. The derivation of (20) is provided in Appendix A. Note that according to Algorithm 1, error occurs when the events δ n,m > T |C 1 and δ n,m ≤ T |C 2 happen. Then, the discussions on the error probability will be classified into two cases as AM and NAM primary signals.
A. AM PRIMARY SIGNALS
For the AM primary signals, δ n,m under C 1 and C 2 are both noncentral chi-squared distributed. Based on f C i (x; l) (i = 1, 2) as shown in (17), the probabilities Pr{δ n,m > T |C 1 } and Pr{δ n,m ≤ T |C 2 } can be calculated as
Therefore, the error probability for AM primary signals can be calculated as
It is known that
we have the first-order derivative of P e AM with respect to (w.r.t.) T (23), as shown at the bottom of this page. In addition, the second-order derivative of P e AM w.r.t. T is derived (24), as shown at the bottom of this page.
In order to derive the optimal threshold T and the mini-
mum P e , we should judge whether
∂T 2 is greater than 0 and then solve the equality ∂P e AM ∂T = 0. However, the summands in (23) and (24) make the task intractable. As a result, we can refine the problem by using the well-known approximations of Bessel function in (25), which can be expressed into LA and small argument (SA) [19] as
where the big-O notation O(·) denotes the high order infinitesimal function. Since the value of X = δ n,m σ 2 is related to the noise power σ 2 , the two conditions in (25) correspond to low signal-to-noise ratio (SNR) and high SNR conditions, respectively. Especially, using the noise suppression method studied in [8] to suppress the noise in primary samples, the noise power will be reduced to be extremely low and the Bessel function I v (y) can be replaced by the LA expression. The ratio X = δ n,m σ 2 depends on the value of σ 2 , which further depends on the noise-suppression and the accuracy of the estimated noise power. Therefore, the LA approximation of Bessel function under H 1 ∼ H 3 may be not accurate enough if the estimated noise power used in the noise suppression process is inaccurate. The more accurate the estimated noise power is, the better the noise will be suppressed. In this case, the LA conditions X 1 or X → ∞ can be more likely fulfilled, and more accurate the LA approximation will become. Based on (25), we have the following proposition for the optimal T and minimum P e of AM primary signals.
Proposition 2: For AM primary signals, the optimal T and minimum P e under LA condition can be derived as
Proof: The proof is provided in Appendix B. The term P e min cannot be written in closed form since the integrals in (27) cannot be obtained in closed form.
B. NAM PRIMARY SIGNALS
For NAM primary signals, δ n,m under C 1 is no longer noncentral chi-squared distributed but chi-squared distributed instead. Based on f C 1 (x; l) as shown in (14) , the probability Pr{δ n,m > T |C 1 } can be calculated as
Therefore, the error probability can be calculated (29), as shown at the top of the next page.
and the second-order derivative (31), as shown at the top of this page.
Let ∂P e NAM ∂T = 0, we get the equality
Using (32) to replace the second term in (31). By canceling out the first and the second terms in (31), we have
Since l > 0, T > 0 and κ i > 0 hold, it is straightforward as shown in (33) that the inequality
> 0 holds. Therefore, P e achieves the minimum value at the zero points of the first-order derivative. We use the LA replacement of the Bessel function to calculate the optimal extraction threshold that minimizes the error probability P e NAM .
Proposition 3: For NAM primary signals, the optimal threshold T opt and minimum error probability P e min under LA condition can be derived as
where L(·) is the Lambert W function [20] and c =
2 . Then, we have Proof: The proof can be derived simply by replacing (25) into (32) and (29), which is omitted due to space limitation.
Based on Proposition 2 and Proposition 3, the properties of the derived primary signal extraction thresholds and error probabilities are listed as follows:
• It is shown by Proposition 2 that the optimal threshold T opt under AM primary signal condition depends on the non-central chi-square parameters of both C 1 and C 2 , e.g., κ 1 and κ 2 . In contrast, when it comes to NAM primary signals, the equality κ 1 = 0 holds, and Proposition 3 shows that T opt degenerates to be only related to the parameter of C 2 , e.g., κ 2 . When κ 1 = 0 is taken into (26), the result is quite similar to the result expressed in (34), and the difference exists due to the fact that (34) is derived by LA approximation.
• For the primary signal extraction probabilities under AM and NAM conditions as expressed in (27) and (35) respectively, it is easy to verify that the term P e min monotonously increases with the noise variance σ 2 . The result that the primary signal extraction probabilities monotonously decrease with SNR will be verified by simulations in Section VII.
VII. NUMERICAL RESULTS
In this section, simulation results are provided to verify the performance of the proposed PVD-SE method. The performance evaluation falls mainly into three parts: the PVD metric evaluation versus channel depolarization, the error probability evaluation and PUs' interference evaluation. The error probability performance is evaluated under NAM and AM primary signals cases versus the SNR, SUs' antenna number, the included angle between two PUs' polarizations and the amplitude difference between two PU' signals. The traditional PS and CB based methods are also simulated to evaluate the proposed method. Throughout this section, the following general parameters settings are used, unless otherwise specified. The PUs' vacant slot ratios λ 1 and λ 2 are set as 0.004 and 0.008 respectively, while PUs' polarizations, channels and the noise are randomly generated. The PUs' signals are random binary phase-shift keying modulated. The sample number is set as N = 6000. The SNR is set as 0 dB. The SUs' transmit antenna number M t is set as 4 and 8. In order to avoid the randomness of the results, all simulations are averaged over 10 4 Monte Carlo realizations.
A. THE PVD METRIC VERSUS CHANNEL DEPOLARIZATION EFFECTS
The PVD metric is evaluated versus the channel depolarization effects, e.g., µ and χ as shown in Fig. 3 for both NAM and AM primary signals. Figure 3(a) shows the results of NAM primary signals and Fig. 3(b) shows the results of AM primary signals. An overall result shown in Fig. 3 is that the PVD metric under C 1 is smaller than that under C 2 , which complies to the analytical conclusions derived in Section V. Since both PUs are set to adopt orthogonal polarizations to mitigate self-interference, the PVD gap between C 1 and C 2 increases with µ and decrease with χ. The reason is that greater µ indicates less channel depolarization while greater χ indicates more channel depolarization. In addition, as shown in Fig. 3(a) , the PVD metric under C 1 takes zero for NAM primary, as concluded in Section IV-A. The results on δ n,m validates the PVD gap between C 1 and C 2 . As a result, the primary signals under C 1 can be tested from those under C 2 . 
B. ERROR PROBABILITY EVALUATION
The error probability performance of PVD-SE is validated versus SNR, polarization angle and amplitude difference by simulations as shown in Fig. 4 -Fig. 6 . It should be noted that according to the definition of P e in (22) and (29), larger gap of δ n,m between C 1 and C 2 will result in smaller P e . Therefore, the results of P e illustrated in this part correspond to the results as shown in Section VII-A. As shown in Fig. 4 -Fig. 6 , the proposed method outperforms PS based method in primary signal extraction error probability in all cases, since PS only exploits the primary signals' orientation dimension while PVD further exploits the primary signals' amplitude dimension. Moreover, greater antenna number M t results in smaller P e due to more gap accumulation as illustrated in Fig. 4 -Fig. 6 .
As shown in Fig. 4 , PVD-SE in NAM case outperforms that in AM case. This is because the PVD gap between C 1 and C 2 in NAM case is larger, and larger gap makes it easier to differentiate the hypotheses and less errors occur. The curves denoted by T opt and T illustrate the minimum error probability and practical error probability respectively. It is shown in Fig. 4(a) and Fig. 4(b) that under the same antenna number condition, the extraction error probability achieved by T is greater than that achieved by T opt . However, the extraction error probability gap achieved between T opt and T is smaller when the antenna number is larger.
The results of P e versus the angle of both PUs' polarization are shown in Fig. 5 for NAM and AM primary signals. It shows that greater angle between both PUs' polarizations VOLUME 6, 2018 decreases the extraction error of both PVD and PS based methods, because greater angle makes different PUs' signals more distinguishable. Likewise, Fig. 6 indicate similar results when the amplitude difference of both PUs' signals varies. The difference between the results as shown in Fig. 5 and Fig. 6 lies in that the PS based method is seldom sensitive to amplitude difference, while the PVD-SE method utilizes both angle and amplitude difference and is sensitive to both.
C. THE EVALUATION OF PUS' INTERFERENCE
The results of PUs' interference versus SNR under different primary signal conditions and antenna numbers are provided in Fig. 7 . Since PU 1 and PU 2 suffer the interference from SUs similarly, the interference performance on PU 1 is evaluated without loss of generality. The results of interference performance comparison between PVD-SE and CB are illustrated in Fig. 7 . An obvious result as shown in Fig. 7 is that the interference of the proposed technique is smaller than that of CB scheme. Since the SUs' transmit antenna number M t is far smaller than the number of compound signal samples , there is no transmit opportunities for CB, e.g., d SU < 0 holds according to Section III, and strong interference inflicts on PUs. However, with the merits of extracting the primary signal spaces, the proposed PVD-SE improves the available transmit opportunities for SUs to d SU > 0. A greater value of M t indicates more available transmit dimensions for SUs, thus greater M t inflicts less interference on PUs. In addition, PUs' interference for PVD-SE decreases with increasing SNR due to the decrease of noise perturbation effect. Moreover, since NAM primary signals are easier to extract than AM primary signals, PUs suffer less interference under the NAM primary signal condition. 
VIII. CONCLUSIONS
A novel PVD based primary signal space extraction method was studied in this work. The proposed method solves the problem of extracting the single PU's signal spaces and improves the transmission dimensions for SUs. The proposed PVD method was proved to be effective with low signal extraction error probability. Based the noncentral and central chi-squared distributions, we derived the error probability expressions for the proposed method. The minimum error probability and the optimal extraction threshold were derived under LA approximation. Simulation results showed that the proposed method outperforms the traditional method in error probability.
APPENDIX A DERIVATION OF EQUATION (20)
As assumed in the third paragraph of Section III on Page 3, the case that the sampled primary signal is pure noise is neglected and the impact of this case is treated as an error. Then, the ratios of signals solely from PU 1 , signals solely from PU 2 and compound signals from both PUs are λ 2 , λ 1 and 1 − λ 1 − λ 2 , respectively. Therefore, according to the definitions of H 1 ∼ H 6 as illustrated in Section IV, the probabilities of H 1 ∼ H 6 are
Since H i (i = 1, · · · , 6) are independent, we have
It is easy to verify that Pr{C 1 } + Pr{C 2 } = 1 holds.
APPENDIX B PROOF OF PROPOSITION 2
Under the LA condition, the first-order derivative of P e with respect to T is 
The inequality (a) in (40) holds because κ 1 < κ 2 and κ 2 κ 1 > 1 hold. As a result, the threshold T opt achieves minimum P e since ∂P e ∂T | T =T opt = 0 and
