Abstract. We give a new characterization of the Orlicz-Sobolev space W 1,Ψ (R n ) in terms of a pointwise inequality connected to the Young function Ψ. We also study different Poincaré inequalities in the metric measure space.
Introduction
Analysis in metric measure spaces, for example the theory of Sobolev type spaces, has been under active study during the past decade. In a general metric space we cannot speak about weak derivatives, which are an essential part of the definition of the classical Sobolev space. Hence there has been a need for characterizations of W 1,p (Ω) that do not involve derivatives. Recall here that, for a domain Ω⊂R n , the Sobolev space W 1,p (Ω), 1≤p<∞, consists of the functions u∈L p (Ω) whose all first order weak derivatives ∂ j u belong to L p (Ω). Pointwise inequalities for pairs of L p -functions are used both as a definition of a Sobolev space in a metric space, and as a tool to show that different definitions give the same set of functions if the underlying metric space satisfies certain assumptions.
Let us recall the result that led Haj lasz to define the Sobolev space M 1,p (X) on metric measure space in [9] . For 1<p<∞, the function u∈L p (R n ) is in W 1,p (R n ) if and only if there is a function 0≤g ∈L p (R n ) such that the pointwise inequality
|u(x)−u(y)| ≤ |x−y|(g(x)+g(y)) (1.1)
holds for almost every x, y ∈R n . The validity of (1.1) for u∈W 1,p (R n ) follows from the inequality (1.2) which holds for all 1≤p<∞, and the boundedness of the Hardy-Littlewood maximal function for p>1. The boundedness of M is essential; for a function u∈W 1,1 (R n )
|u(x)−u(y)| ≤ C(n)|x−y|[M 2|x−y| |∇u|(x)+M 2|x−y| |∇u|(y)],
there is not necessarily any integrable function g such that inequality (1.1) holds, see [10] . In [10] , Haj lasz gave the following new characterization of W 1,1 (R n ) using a pointwise estimate with maximal functions on its right-hand side. holds for all x, y ∈R n \E.
In this paper we study a generalization of Theorem 1.1 to Orlicz-Sobolev spaces. Recall that for a domain Ω⊂R n and a Young function Ψ, the OrliczSobolev space W 1,Ψ (Ω) consists of the functions u∈L Ψ (Ω) whose all first order weak derivatives ∂ j u belong to the Orlicz space L Ψ (Ω), see Section 2 for the definition of Young function and Orlicz space. The space W 1,Ψ (Ω) is a Banach space with respect to the norm
where · L Ψ (Ω) is the Luxemburg norm and ∇u is the weak gradient of u.
In (1.4) , are used in the theory of mappings of finite distortion, see for example [13] , [14] and the references therein. Orlicz and Orlicz-Sobolev spaces with such Ψ are studied also in [2] , [3] , [6] and [8] , the list not being exhaustive. 
Theorem 1.2. Assume that Ψ, Ψ is a complementary pair of doubling Young functions. A function u∈L
holds for all x, y ∈R n \E.
As in the case of W 1,1 (R n ), the proof consists of two parts which are interesting also as separate results. The first part, Theorem 3.2, together with earlier results, provides a close connection between the pointwise inequality and a Ψ-Poincaré inequality (1.6) below also in the metric space setting. In Theorem 3.3, we show that the validity of a Ψ-Poincaré inequality for a pair u∈L
. Given a strictly increasing Young function Ψ, we say, as in [18] , that a pair u∈L 1 loc (X) and a measurable function g ≥0 satisfies a Ψ-Poincaré inequality if there exist constants C >0 and τ ≥1 such that
Now it is time to explain "the earlier results" mentioned above. 
for µ-almost all x, y ∈X.
A Ψ-Poincaré inequality implies a similar estimate for the oscillation of a function. Namely, if a pair u∈L 1 loc (X), g ≥0 satisfies a Ψ-Poincaré inequality, then for µ-almost all x, y ∈X,
where the constant C >0 depends only on the doubling constant C µ of µ and on the constant C Ψ of the Ψ-Poincaré inequality, [18, Lemma 5.15] .
The paper is organized as follows. In Section 2 we introduce the notation and the standard assumptions used in the paper. Our main results, Theorem 1.2 together with the two steps of its proof, are proved in Section 3. Section 4 contains a discussion about Poincaré inequalities connected with different Young functions.
Notation and preliminaries

Basic assumptions
Although our main theorem is for Orlicz-Sobolev space in R n with the Euclidean metric, part of our results hold also in the metric setting. Then we assume that X =(X, d , µ) is a metric measure space equipped with a metric d and a Borel regular, doubling outer measure µ. The doubling property means that there is a fixed constant C µ >0, called a doubling constant of µ, such that
for each x∈X, and all r>0. Here B(x, r)={y ∈X :d (y, x)<r} is the open ball of radius r centered at x. Given a ball B =B(x, r) and 0<t<∞, we let tB =B(x, tr). We also assume that the measure of every open set is positive and that the measure of each bounded set is finite.
As a special case of doubling spaces we consider Q-regular spaces, where the measure µ behaves almost as well as the Lebesgue measure in R n . More precisely, a metric space X with a Borel regular measure µ is (Ahlfors) Q-regular, Q>1, if there is a constant C Q ≥1 such that
for each x∈X, and for all 0<r≤diam(X). Here diam(X) is the diameter of X. We say that X is a geodesic space if every two points x, y ∈X can be joined by a curve whose length is equal to d (x, y).
The mean value of a function u∈L 1 (A) over a µ-measurable set A with finite and positive measure is
By ω n , we denote the Lebesgue n-measure of the unit ball B(0, 1)⊂R n , and by |E|, the Lebesgue n-measure of a measurable set E ⊂R n . The characteristic function of a set E ⊂X is χ E . In general, C will denote a positive constant whose value is not necessarily the same at each occurrence. By writing C =C(K, λ) we indicate that the constant depends only on K and λ.
Review of Orlicz spaces
We will give a brief review to Orlicz spaces. Classical references to Young functions, Orlicz spaces, and Orlicz-Sobolev spaces W 1,Ψ (R n ) are [1] , [16] , [15] , and [17] . For Orlicz-Sobolev spaces in metric space, see [18] .
A function Ψ : 
It follows easily from the convexity and the property Ψ(0)=0 that the function t !Ψ(t)/t is increasing. This implies that if Ψ is strictly increasing, then the func-
for each t≥0. The smallest such C 2 is called the doubling constant of Ψ. The doubling condition implies that
for all 0<s<t. It also tells that for large t the growth of Ψ is dominated by the function Ct p with some p>1 and C >0, see [17, 
The Luxemburg norm is monotone in the sense that if the measurable functions u and v satisfy |u|≤|v| µ-almost everywhere, then
is a complementary pair of Young functions, then the generalized Hölder inequality
If Ψ is doubling and Ω a domain in R n , then the space 
for each u∈L Ψ (Ω). Furthermore, the operator norm of L is controlled by the norm of v,
In [18] , we defined, in addition to a Ψ-Poincaré inequality (1.6), that the pair u, g satisfies a (Ψ, Ψ)-Poincaré inequality in Ω if
with some constants C, C 0 >0 and τ ≥1.
We close this subsection by recalling the Jensen inequality, an important tool in the theory of Orlicz spaces. If Ψ : R!R is convex, u∈L 1 loc (X), and A⊂X is of positive and finite measure, then
Using (2.11) and (2.5), we see that each function u∈L Ψ (X) with a real-valued Ψ is locally integrable. Indeed, if α>0 is such that X Ψ(α|u|) dµ<∞ and B is a ball, then
Pointwise estimate, Poincaré inequality and Orlicz-Sobolev space
In this section, we will prove Theorem 1.2. We begin with a geometric lemma, and continue by showing that the result that a Ψ-Poincaré inequality implies a pointwise inequality (1. 
holds for µ-almost all x, y ∈X, then the pair u, g satisfies a Ψ-Poincaré inequality with τ =3σ. The constant C Ψ >0 of (1.6) will depend only on the constants of µ, Ψ, and of C of (3.1).
Proof. Let B =B(x 0 , R) be a ball in X. We begin the proof by checking what we can assume from u and g. Since neither the left hand side of (3.1) nor the Ψ-Poincaré inequality change if a constant is added to u, we may assume that ess inf E |u|=0 for a set E ⊂B with µ(E)>0. We will choose the set E later. We define τ =3σ, and h=g χ τ B . The pointwise estimate (3.1) implies that, after a modification of u in a set of measure zero if necessary,
for all x, y ∈B.
We can assume that h>0 on a set of positive measure, since if h=0 almost everywhere in X, then u is constant in B, and the Ψ-Poincaré inequality (1.6) follows. By replacing h with the bigger functionh=h+Ψ 
Ψ(h) dµ if necessary, we may assume that on τB the function h satisfies
Using the doubling property of Ψ and the fact that the function t !Ψ −1 (t)/t is decreasing, we have that
and so the change from h toh will only increase the constant of the Ψ-Poincaré inequality. For each k∈Z, we define
Then E k−1 ⊂E k and a k−1 ≤a k for each k, and
We will obtain an upper bound for the left-hand side of the Ψ-Poincaré inequality by estimating the value of |u| in the sets E k .
Our next goal is to find for each x∈E k , a point y ∈E k−1 such that the distance from y to x is at most Cµ(B \E k−1 ) 1/Q . By the pointwise estimate (3.2), the function u is C 0 2 k+1 -Lipschitz in E k . Hence, for each x∈E k and y ∈E k−1 , we have that
|u(x)| ≤ |u(x)−u(y)|+|u(y)| ≤
Fix x∈E k . By Lemma 3.1, B(x, r)∩B contains a ball of radius r/2 if 0<r≤2R, and hence, by the Q-regularity of µ,
Then, by (3.6),
and hence there is y ∈B(x, r k )∩E k−1 . The upper bound r k ≤2R for r k holds by the
Since Ψ is doubling, the function Ψ(h) is in L 1 loc (X), and hence the weak-type estimate for the maximal function, [12, Theorem 2.2], implies that
Now (3.5) , the definition of r k , and (3.8) imply that
Iterating the above estimate we have that if µ(E k0 )>0 and (3.7) holds for k 0 , that is, 2C
for each k>k 0 .
Claim. There is k 0 for which 2C 2 Q µ(B \E k0 )≤µ(B) and a constant C ≥1 such that
Proof. Since the assumption (3.3) guarantees that E k is empty for small k, and since µ(E k )!µ(B) as k!∞, there is an index k 0 for which
The function Ψ(g) is in L 1 (B) because g ∈L Ψ loc (X) and Ψ is doubling. Hence the definition of h and the Lebesgue differentiation theorem imply that M Ψ(h)≥|Ψ(h)| almost everywhere in B. Then, by the assumption (3.3) on h, the doubling property of Ψ, and the selection of k 0 such that E k0 is not empty, there is x∈B and a constant C =C(C 2 ), 0<C <1/C 2 , such that
To prove the opposite inequality of the claim, we use (3.11) and a weak type estimate as in (3.8) to obtain (2C
The claim (3.10) follows from estimates (3.12) and (3.13) using the doubling property of Ψ and the Q-regularity of µ.
We select the set E discussed in the beginning of the proof to be E k0 , and assume that ess inf E k 0 |u|=0. Then, by the 2 k0+1 -Lipschitz continuity of u in E k0 , and (3.10), we have the following estimate for a k0 :
By letting A k =E k \E k−1 and using (3.4) we have that
which, by estimate (3.9) for a k with k>k 0 , is not larger than
By the weak-type estimate (3.8), the last term in (3.15) is at most
Switching the order of summation and using the fact that Ψ(2 j )/Ψ(2 j+1 )≤ 1 2 for all j, which follows from the monotonicity of the function t !Ψ(t)/t, we have that the double sum in (3.16) is not larger than
Now we use (3.14) for a k0 , estimates (3.15)-(3.17), comparability of Ψ(2 k0 ) and
Ψ(h) dµ, and the Q-regularity of µ, and obtain
which gives a Ψ-Poincaré inequality for u and h. By the definition of h=g χ τ B , we also have a Ψ-Poincaré inequality for u and g.
In the above proof, the assumption that X be a geodesic space was needed only for the use of Lemma 3.1.
Notice that Heisenberg and Carnot groups are Ahlfors Q-regular geodesic spaces for a suitable Q. However, the result above is not new in these spaces because they support a (1, p)-Poincaré inequality for all p≥1 and a Ψ-Poincaré inequality follows from a (1, 1)-Poincaré inequality, see Section 4. 
, where C 2 is the doubling constant of Ψ.
Proof. We have to show that u has weak partial derivatives that are in (3.18) where ∂ i ϕ is the i th partial derivative of ϕ, holds for all ϕ∈C ∞ 0 (R n ). Since both Ψ and its complementary function Ψ are doubling, by (2.9) and the density of
, it suffices to show that the formula
, and let J ∈C ∞ 0 (B(0, 1)) be the standard mollifier with J ≥0 and R n J dx=1, and let J ε (x)=ε −n J(x/ε). Since Ψ is doubling and u∈L Ψ (R n ), the convolution approximations
and, by the Ψ-Poincaré inequality
Using (3.19) and the Hölder inequality (2.8), we have that Ψ(g(y)) dy to find an upper bound for
If 0<k<1, we use (2.6) and a similar estimate for K Ψ(h) dµ as above to obtain
The norm estimate depends on A= K Ψ(g(y)) dy. By selecting k= Kτε Ψ(g(y)) dy
in the former, and
in the latter case.
Using (3.21) and the norm estimates (3.22) and (3.23), we have that, if A≥1,
when A≥1 and
if A<1, from which the theorem follows. [5] , [9] and [10] . Hence the pointwise inequality
follows from (1.2) using the Jensen inequality.
If there is a function g ∈L Ψ (R n ) such that (1.5) holds for u and g almost everywhere, then u∈W 1,Ψ (R n ) by Theorems 3.2 and 3.3.
Connections between different Poincaré inequalities
In this section, we briefly study how a Ψ-Poincaré inequality depends on the Young function Ψ.
With the function Ψ(t)=t p , (1.6) and (2.10) give a (1, p)-and a (p, p)-Poincaré inequality, where a (q, p)-Poincaré inequality is
Recall that among the class of all (1, p)-Poincaré inequalities, the Hölder inequality shows that the (1, 1)-Poincaré inequality is the strongest one. Moreover, a (q 1 , p 1 )-Poincaré inequality implies a (q 2 , p 2 )-Poincaré inequality for all 1≤q 2 ≤q 1 and p 2 ≥p 1 . A deep result of Haj lasz and Koskela in [11] shows that if the measure µ is doubling, then a (1, p)-Poincaré inequality improves itself to a (q, p)-Poincaré inequality for some q>p, see also [7] . Concerning Poincaré inequalities with a Young function Ψ, we have the following results from [18] :
1. The Jensen inequality shows that a Ψ-Poincaré inequality follows from a (1, 1)-and a (Ψ, Ψ)-Poincaré inequality for any Ψ. In the next lemma, we generalize the Jensen inequality (2.11 
for all 0<s≤t, then there is C =C(C 1 , C 2 ) such that
Proof. Let λ>0, and A λ ={x∈A:|u(x)|>λ}. By the assumption (4.2), we have that
