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SUMMARY 
A theoretical and experimental examination has been made of the 
loss due to parametric coupling of the stability of the planar steady-
state forced response of a long slender elastic rod. Attention has been 
given to two methods of excitation. In the first, the rod is harmonically 
driven in the axial direction and the principal planar motion is the 
parametrically induced half-order subharmonic response. The second 
method for exciting the rod is to force it harmonically in a direction 
perpendicular to the rod axis; this excitation directly induces a har-
monic plane steady-steady response. In both cases, nonplanar motions are 
parametrically coupled to the principal planar oscillations. It is the 
stability of the planar motions with respect to disturbances perpendic-
ular to the original response plane which is investigated. 
For the case of the axially driven rod, the analysis shows that 
provided an arbitrarily small viscous damping term is present, plane 
motion is stable for all values of the parameters when the natural fre-
quency ratio for motions in the two principal planes is unity. Only when 
the natural frequencies are detuned does the original planar response 
lose its stability. It is shown that when the frequency ratio is near 
unity there is a critical excitation frequency which causes the original 
planar response to exhibit an amplitude jump and a simultaneous plane 
shift to stable motions in the other principal plane. For sufficiently 
large detuning, the responses in the two principal planes are separated 
by a frequency interval in which the straight configuration of the rod is 
xiii 
stable. An argument is presented to show that a whirling motion of the 
axially excited rod will not be observed in the laboratory. The effect 
of adding a viscous damping term is to decrease the regions in which 
plane motion is unstable. 
When the rod is driven transversely, there are values of the ex-
citing frequency which cause a loss of planar stability even when the 
natural frequency ratio is unity. The amplitxide jump which is always 
present in the nonlinear analysis of plane motion of the transversely 
excited rod may now occur at a frequency lower than, inside of, or greater 
than the frequency interval for which the planar response is unstable, 
depending on the natural frequency ratio. Again, the effect of damping 
is to decrease the zone for which the planar response is unstable. 
Large detuning combined with viscous damping can cause the planar response 
to be stable for all values of the parameters. 
The experiments verify that the theory correctly predicts the 
qualitative response of the rod for both types of excitation. Good 
quantitative agreement for both the amplitudes and frequencies at which 
the planar response becomes unstable is obtained for the transversely 
forced case. For the axially driven rod, the theory accurately predicts 
critical frequencies, but the theoretical amplitudes are considerably 
higher than the experimental ones, especially for large amplitudes. It 
is possible that more accurate amplitude predictions may result from a 
more sophisticated damping model or from a higher order approximate 
analysis. 
CHAPTER I 
INTRODUCTION 
This research concerns the analytical and experimental investiga-
tion of parametrically excited nonplanar motions of an elastic system 
undergoing plane steady-state oscillations. Several physical problems 
can be fitted to this basic idea; among these are the vibrating string, 
the spherical pendulum, and the vibrating rigid container of fluid. The 
system which is treated herein is the elastic rod. 
At this point it is prudent to amplify the meaning of "parametric" 
when used in the above context since the term "parametric oscillation" 
does not adequately explain the phenomenon. The term arises from the 
fact that the functions which cause the parametric oscillation appear as 
non-constant coefficients in the differential equation of motion. This 
is illustrated by 0(t) + f- f + —- P(t)J0(t) = 0 which is the equation 
given by Stoker [l]* for the parametric excitation of the inverted pen-
dulum of length t and bob mass m. P(t) is the parametric load. 
Several features distinguish parametric resonance from directly 
excited resonance. First, in the parametric case, a vector which repre-
sents the excitation is perpendicular to a vector associated with the 
resulting displacement while in the direct resonance case these vectors 
are parallel. Second, the frequencies of the excitation causing para-
metric resonance are continuously distributed as contrasted to the 
•̂ Numbers in brackets refer to references listed in Literature Cited. 
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discrete frequencies of the excitation which cause resonance in the 
directly forced case. 
For a comprehensive literature review relating to parametric be-
havior of elastic bodies,, the reader is referred to Beylin and Dzhaneldize 
.\2~], 1952, and. Evan-Iwanowski [3]> 19^5• Apparently the first to report 
on his observations of parametric resonance was Faraday [̂ ], 1831. He 
discussed extensively a class of acoustical and mechanical oscillations 
but presented no quantitative data. The easily reproduced classical Melde 
experiment [5], l859.> consisted of attaching a horizontal thread to a 
vertical tine of a tuning fork. When the fork was struck, Melde observed 
that the string executed vibrations in a vertical direction at a frequency 
half that of the fork frequency. Lord Rayleigh [6l, l88j, discussed the 
problem mathematically. 
The earliest work on the structural aspect of dynamic stability is 
credited to Beliaev \j~], 192̂ -. He analyzed an elastic rod, hinged at both 
ends, and excited by an axial force of the form P(t) = Pn + P-,cos£7t, where 
P and P are constants and Q is the frequency of the periodic load. 
Beliaev calculated the principal instability region for this problem. 
It is notable that the pioneering developments in the field of 
dynamic stability of structures were made by Russian researchers; these 
advances were followed by German work. The first significant English 
language study was presented by Lubkin and Stoker [8], 19^3 > when they 
considered the stability of parametrically excitedplane motions of rods 
and strings. 
Early studies were simplified by assumptions or approximations 
which caused the governing differential equations to be linear. However, 
Gol'denblat [9], 19̂ -7; showed that while a linear formulation is suffici-
ent for the prediction of the instability regions, it is incapable of 
determining the amplitudes of the vibrations in the resonance regions. 
Bolotin, in a number of articles, incorporated a nonlinear theory to more 
satisfactorily explain the phenomenon; these studies are summarized in 
his unique book [10], 1956". The (nonlinear) effect of longitudinal iner-
tia upon the parametric response of columns was discussed by Evensen and 
Evan-Iwanowski [11], 1966. 
Material dealing with the stability of planar motions with respect 
to nonplanar disturbances is less plentiful. The most relevant article 
on this specialization of dynamic stability is a study by Henry and Tobias 
[12], 1961, of a pair of quasi-linear, coupled, ordinary differential 
equations of a special form, representing free vibrations of an undamped, 
two degree of freedom system. This paper was prompted by an earlier one 
by Tobias [13]> 1957^ concerning the coupling effects in imperfect discs. 
In the 1961 paper, Henry and Tobias demonstrated that it is possible for 
motion to be confined entirely to one mode and they determined a criteri-
on for stability of the mode at rest; 
Even though the Henry and Tobias study is closely related to this 
one, their research does not deal with several of the essential features 
of this thesis. The complications in this study arise first because this 
system is an elastic one undergoing general three-dimensional motion; 
this gives rise to three nonlinear partial differential equations as 
opposed to two ordinary nonlinear ones. Secondly, this system is exter-
nally excited as contrasted to their freely vibrating system. Therefore, 
a larger variety of responses is possible in the present problem. 
4 
The majority of the literature dealing with physical systems of 
the types mentioned on Page 1 incorporates direct rather than parametric 
excitation of the basic system [Ik, 15, l6]. These papers show that a 
string, for example, having fixed ends and being excited in a direction 
perpendicular to the axis may reach a condition for which the particles 
cease to vibrate solely in the plane of the driving force. When this 
condition is reached, the string acquires a component of motion in the 
direction perpendicular to the driving force plane. That is, planar 
motion is unstable over some frequency interval of the driving force. 
This phenomenon may be considered as a parametric excitation of the non-
planar motions by the planar response. (See the discussion in Chapter V.) 
The "Writer is aware of four papers which specifically confront 
the issue of parametrically excited systems which exhibit nonplanar re-
sponses. Hemp and Sethna [17 ]> 19̂ j+, investigated the vertically excited 
spherical pendulum, but they restricted the frequency of the support motion 
to be much larger than the linear natural frequency of the pendulum in 
plane motion. In another paper, Hemp and Sethna [18], 19^4, studied the 
gyroscopic pendulum subjected to a vertical disturbance of arbitrary fre-
quency. They considered motions that are in the neighborhood of steady 
precession motions. Quick [19]^ 196^ excited an elastic string longi-
tudinally and showed that elastic^asymmetry causes the string to move out 
of the plane of vibration and into thin elliptical orbits. Ebner [20], 
1968, studied the parametric oscillation of imperfect"simply supported 
thin-walled columns with open cross-section and included in his analysis 
twisting deformations as well as lateral bending deformation. Using the 
analog computer, he determined the stability regions and the amplitude-
time response. 
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Tso [21], 1968, analyzed the related topic of the parametric 
torsional stability of a bar subjected to axial excitation. His equa-
tions. which account for the coupling between longitudinal and torsional 
vibrations, have a form similar in many respects to the ones shown in 
Chapter V of this thesis. Another related study is by Evensen [22], 1965. 
He studied coupled-mode bending vibrations in the plane of a thin cir-
cular ring; his experiments show generally good agreement with his theory. 
One might also suppose that the vertical excitation of an upright, 
rigid, right circular cylindrical tank filled with a liquid might cause 
the liquid to swirl. However, Dodge, Kana, and Abramson [23], 19^5 .> point 
out that there is "no evidence of any time-dependent rotation, periodic 
or otherwise, of the plane of the liquid motion as occurs with large-
amplitude sloshing resulting from transverse excitation." We comment 
further on this observation in Chapter VII.' 
CHAPTER II 
THE EQUATIONS OF MOTION 
Consider a long, slender, initially straight, perfectly elastic 
rod oriented so that the base is.clamped and the opposite end is free. 
We note here that the above-mentioned end conditions are chosen to expe-
dite the experiments; other end conditions can be handled analytically in 
a similar manner. Let the cross-sectional dimensions and the material 
properties of the rod be constant with S. 
In order to minimize any twisting motion that the rod might under-
go, the restriction is made that the rod cross-section is closed; further-
more, it is assumed that the lowest eigenfrequency of twisting motion 
about the longitudinal axis is much larger than any of the bending response 
eigenfrequencies with which we shall be concerned. In light of these 
assumptions, we omit the twisting response from the analysis. 
Let Xn an( -̂ Xo "be "the principal centroidal axes of the rod cross-
section and let the base be excited harmonically according to A, cos cut. 
The coordinate system is shown in Figures 1 and 2. Let the undeformed 
arc length of the center line be S arid the deformed arc length be s(S,t). 
The undeformed position of a particle on the rod is X.(S,t), i =1,2,3; 
the deformed position of the particle is x.(S,t). We choose to formulate 
the problem in Lagrangian or material coordinates. 
Hamilton's Principle is used to obtain the equations of motion. 
With shear deformation neglected, the total potential energy of the rod 
Figure 1. Orientation of the Coordinate System. 
Figure 2. Orientation of the Coordinate System, 
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is the elastic potential energy due to bending plus the elastic potential 
energy due to stretching of the centerline. That is, 
i, £ 
V(t) = ! j EI (S,t)H
2(S,t)dS +~J EA e
2(S,t)dS. (2-1) 2 J. -n o 
In the above equation, H(S,t) is the principal curvature of the center-
line at point S, I (S,t) is the moment of inertia of the cross-section 
about the instantaneous bending axis at $, and e(S,t) is the extensional 
strain of the centerline at S. In Appendix A, the bending potential 
energy term is converted to a form "which involves the moments of inertia 
of the cross-section about the Xp an(^ X^ principal axes. Since the latter 
two moments of inertia are constant,, the analysis becomes simpler than it 
would be had we used I (S,t). 
Assuming that the cross-sectional dimensions are small compared to 
the length of the rod, we "write the kinetic energy as 
T(t) = |f M[u2(S,t) +v2(S,t) + w2(S,t)]dS , (2-2) 
o 
where ( ) = ) . . , and u(S,t), v(S,t), and w(S,t) are displacement compa-ct 
nents in the x , xp, and x directions, respectively. Hence, the Lagran-
gian function is given by 
L(t) =T(t) - V(t) = J f[u2(S,t) +v2(S,t) +w2(S,t)] 
o 
EI (S,t) ? „. p 
- - 1 2 H(S,t) - f e2(S,t)^dS . (2-3) 
We now seek to express e(S,t) and H(S,t) in terms of the displace-
ment components u(s,t), v(S,t), and v(S,t). To do this, define extensional 
9 
strain of the centerline as 
e(ftt) = | ^ | ^ . (2-4 
dS* 
Using this definition, it can "be shown \2h~] that the expression for e(S_,t) 
in terms of displacement components is 
e(S,t) =u'(S,t) + §[u'2($t).-+v'2(S,t) +w'2(S/t)] , (2-5) 
where 
( ), = aL l 
K J as. • 
The curvature of the centerline n(S,t) must also "be given in terms 
of u(S,t), v(S,t) and w(S,t). The well-known curvature expression in 
Eulerian or spatial coordinates is 
/d x (s,.t) a x (s,t) | 
*(s,t) = ̂  ^_ _ i _ J 9 i = ^2,3 . (2_6) 
3s Bs 
First the independent variables are changed from (s,t) to (S,t) and then 
equations (2-4) and (2-5) are used. After performing the calculations 
(the details are presented in Appendix A), we find: 
*(S,t) = [(l-Ki')2+v'2+v'2]"2[{[(l-Ki')2+v'2+v'2]u" 
,2 . 
- i|^^[(l^')2+v*2^'2]} + j[(l-Hi')2+v<2+w'2]v" 
-2 
- j-|[(Hu')2+v,2^,?]j +"{[(l-Ki')2+v'2-^'2]w" 
2 l 
- ̂ ^[(l+u')
2+v'2+w-
2]} J , (2-7) 
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where u, v, w are functions of (S,t). 
Clearly, equation (2-7) is too complicated to deal with in a con-
cise manner. If we make the simplifying assumptions 
|c(s,t)|<4 I (2-8) 
d 6;^^ = 0 < for 0 £ S £ I and t :> 0 , (2-9) 
|u'(S,t)|«± J , (2-10) 
we find that 
2, 2 
K (S,t) = [v"
c1[S,t) +w"c(S,t)]2 (2-11) 
and 
c(S,t) = u»(3,t) +|[V'
2(S,t) +w'2(S,t)] . (2-12) 
The meaning of equations (2-8) and (2-9) is that we assume not only 
that the centerline strain can "be neglected compared to -~ but that its 
rate of change as we move along the rod is so small that it can he neg-
lected. Assumption (2-10) implies that the contribution to e due to v' 
2 2 
and w' far surpasses the contribution to e due to u1 . 
Now equations (2-11), (2-12) and (A-22) can be used in equation 
(2-3) to yield 
I 
Mr^fo +\ • * 2 , e , \ • *2, 
o 
L(t) = / f[iT(S,t) +^(S,t) +^(S,tJ] 
- |[I v»2(|5,t) + I2w"
2(S,t)] 
- f [u'(S,t) + f(v'2(S,t) +W2(S,t))l}dS . (2-13) 
11 
According t o Hami l ton ' s P r i n c i p l e , we must determine t h e func t ions u ( S , t ) , 
x» 
v(S,t) and w(S,t) which render stationary J L(t)dt. A straightforward 
to 
application of the methods of the calculus of variations yields the equa-
tions of motion: 
- EA^|u'(S,t) +|[v'2(S,t) + w'2(3/t)]| + Mii(S,t) = 0 . (2-l4) 
. EI3v""(S,t) - EA^{u'(S,t) + |[v'
2(S,t) + w'2(S,t)]jv'(S,t) 
- EA|u'(g,t) +|[v'2(s,t) + w'2(s,t)]jv"(s,t) +Mv(s,t) =0 (2-15) 
EI2w"»(S,t) - EA|^u'(S,t) +|[v'
2(S,t) + w'2(S,t)]jw'(S,t) 
- EAJu'(S,t) +|[v'2(S,t) + w'.2(S,t)]jw"(S,t) +Mw(S,t)=0. (2-l6) 
The dependent variable u(S, t) can be eliminated from this set of 
equations by the following manipulations. Integrate equation (2-1^) to 
get 
EA-|u'(8,t) + |[v< (S,t) + w< (S,t)]j = + J MK(§,t)d|-Kl(t), (2-17) 
•o 
where C(t) is an arbitrary time dependent function. The normal force on 
any rod cross-section is 
N(S,t) = EA e (6,t) . (2-18) 
From equation (2-12), we find 
N(S,t) =EAju'(S,t) +|[v'2(SJPt) +w'
2(S,t)]j . (2-19) 
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Now since N(£,t) = 0, we combine this with equations (3-17) and (2-19) to 
conclude that 
I 
N(S,t) = - J MK(§,t)d§ . (2-20) 
s 
Using equations (2-19) and (2-20) i n the equations of motion gives 
I 
EI v m - Muv» + vM J u(§,t)d§ + Mv = 0 (2-2l) 
' s 
l' 
EI2w""-Muw' + w" J ii(§,t)d§ + Mw = 0 . (2-22) 
This pair of equations agrees with the one found by Evensen and Evan-
Iwanowski Til] when the above equations are reduced to the plane motion 
case by letting w(S,t) = 0. 
We now determine the function u(S,t) so that it can be eliminated 
from equations (2-21) and (2-22). Note that 
ds2 = dx^ + dx2 + dx^ (2-23) 
x(S,t.) = S + u(S,t) — (2-2*0 
x2(S,'t') = v(S,t) (2-25) 
x (S,t) = w(S,t) , (2-26) 
therefore, 
*$ - mf - (if - ( i)V • <.̂ > 
2 ! 
An expression for f-̂ q) is obtained from equation (2-^) by rearranging 
terms to get 
13 
(||) = 1 + 2e(S,t) . (2-28) 
Assumption (2-8) applied to equation (2-28) implies that 
2 
(f§) - ! . (2-29) 
The use of equation (2-29) in equation (2-27) and one integration 
with respect to S shows that 
X]L(S,t) * ./ [1 - v<
2(§,t) - W2(§,t)]2d§ + C^t) . (£-30) 
o 
The end displacement condition i s that x ( 0 , t ) = A, cos out, hence 
x x (S , t ) = J [1 - v '
2 ( § , t ) - w ' 2 ( § , t > p d § + Ab cos cut . (2-31) 
o 
Finally, we combine equations ( 2-3l) and (2-24) to obtain the formula for 
u(S,t): 
u(S,t) = / [1 - v'2(§,t) -.W2(§,t)]2d§ - S + A^ cos out. (2-32) 
o 
In keeping with the' first order approximation policy used herein, 
we expand the integrand of equation (2-32) in a binomial series and retain 
2 2 
only terms up to., and including, the linear one in [v' (s,t) + w' (s>t)]. 
This shows that 
u(S,t) = - \ I [v'2(§,t) + w'2(§,t)]d§ + Ab cos cut . (2-33) 
o 
The governing integro-differehtial equations which determine v(S,t) 
and w(S, t) are found by using equation (2-33) in equations (2-21) and 
(2-22). The equations are: 
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2 
EI v"M +Mv + ^ - ^ - 2 J ° [ v ^ ( § , t ) + w ^ ( | , t ) ] d § +Mv'Abof cos ajt 
dt o . 
- n r •/ ft -J" tvzUt) + v2(Ti,t)]dTijd? 
o St' o 
- Mv**Ab ci)
2(t-S)cos. ajt = 0 (2.-3*0 
2 s 
EI2w"" +Mv + ~ - - ^ ~ 2 J [ v »
2 ( g , t ) + w ' 2 ( | , t ) ] d | +MVAbaF cos ujt 
dt o 
- ^ r r t A^*2^*) +w,2(n-t)]<iii}d? 
o dt o 
- Mw''̂ , ci)2(-t-S)cos cut = 0 . (2-35.) 
Notice that when Ip = I_ these equations are symmetric in v and w. 
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CHAPTER III 
REDUCTION TO A FINITE NUMBER OF DEGREES OF FREEDOM 
USING THE GAI£RKIN METHOD 
In this chapter, we apply the Galerkin method in order to reduce 
equations ('2-3*0 a ^ (2-35) to ordinary differential equations. The 
eigenfunctions of the linear fixed-free vibrating rod are chosen as coor-
dinate functions. A solution to equations (2-3*0 and (2-35) could "be-
sought in the form 
•(S,t) = I T2n.(t)Xn,.(S) 
i=l 
W < S ^ - I T3mi(t)Xmi(S) 
1=1 
"but as a first approximation we restrict this form to 
v(S,tj =T2n(t) Xn(S) (3-1) 
w(S,t) -T3m(t) Xm(S) . (3-2) 
Notice that this solution form, which results in two ordinary differential 
equations for the determination of Tp (t) and T (t), admits (when m ^ n) 
the possibility that the spatial mode shape in the x,,x--plane is differ-
ent from the spatial mode shape in the x-.,xp-plane. 
The choice of the eigenfunctions for the linear vibration problem 
as coordinate functions in the Galerkin analysis is of considerable 
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convenience due to the fact that many of the resulting integrals have 
"been tabulated "by Young and Felgar [25]. The functions "X (S) are 
X (S) = cosh fiS- cos B S - cp (sinh ft S - sin ft S) , n ' Kn Hn Yn Hn Mn ' 
n = 1,2,.. (3-3) 
where 
,, Mu) 
a* R 
3n " EI 
and cp is a parameter, the values of which are given in Table 1. 
Table 1. Values of cfo and 3nt. 
n *n 0n£ 
1 0.7341 1.8751 
2 1-. 0185 4.6941 
3 0.9992 7.85^8. 
h 1.0000 10.9955 
5 1.0000 14.1372 
A routine application of Galerkin's method gives 
QT* + (3 ^ + Y A. ou2cos cot)T0 + 6 T ' (T 0 T_ + TJ: ) 2n v , n • n h ' 2n n 2n 2n 2n 2ny 
•2 + A Tc (T_ T_ + T_ )'= 0 
nm 2n > 3m 3m 
(3-4) 
,(2) QT* + (3 + Y A ^ cos u)t)T„ + 6^ T„ (T_ T„ + T. ) 3m Km Tm D 3m m 3nr 3m 3m 3m 
+ A T„ (TO ¥0 ' + K ) =
: 0 • mn 3mv 2n 2n- 2ny (3-5) 
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The c o n s t a n t s a p p e a r i n g i n e q u a t i o n s (3-^-) and ( 3 - 5 ) a r e d e f i n e d 
* y 
1 p 
or =M J Xn(S)dS (3-6) 
o 
• ep) = ; [EI x (s)x»»(s)]ds (3-7) 
o 
j> 
^ = f [EIQX ( S ) X " " ( S ) l d S ( 3 - 8 ) 
Km J 2 m m • v J 
o 
<t 
Y . = P [MX ( S ) X l ( S ) - MU-S)X ( S ) X " ( S ) ] d S , j = m,n ( 3 - 9 ) 
J _ J J J J 
6n = I^|Mrx»2(§)d§]x ( s )x : ( s )ds . 
J 0 u . 0 j .J j j 
- J l M J l 7 Xl2(-n)d-n]d5|X (S)X"(S)dS , j - m,n (3-10) 
o s L o J - J - < J J 
Aij = J [MJ xf(?)ci§^(S)X i(S)dS 
i s m , j = n 
- J { ^ I J Xj2(Tl)dTljd5/X1(S)X|(S)dS „
 ; or . (3-ll) 
o s o 1 = n , J SB m 
The v a l u e s o f t h e above i n t e g r a l s a r e p r e s e n t e d i n Append ix B. 
N o n - d i m e n s i o n a l t i m e T i s i n t r o d u c e d by d e f i n i n g T = -75-. U s i n g 
t h i s , e q u a t i o n s ' (3-^0 a n d ( 3 - 5 ) become 
i£g'3J i+Y 6 
T" + ( ~ J L _ + ~ ~ K c o s 2 T ) T O + — TQ (T Q T" + T '
2 ) 2n \ 2 a D / 2n ot 2n 2n 2n 2n y 
aou 
A 
+ - ^ T_ ( T . T" + T ' c ) = 0 ( 3 - 1 2 ) 
a 2n 3 m 3m 3m 
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< ( 2 ) . 
m m 
^ } H . N 6m „ ,m ... . ?• T" + (—V- + " ^ A. cos 2T )T0 + — T Q (T Q T" + T»") 3m \ 2 a b / 3i a 3mN 3m 3m 3m7 
auo 
+ -2£ T. (T_ Tl» + T'd) = 0 , (3-13) 
cv 3m 2n 2n 2n 
where 
v y dT 
For use at a later point, we show the form of equations (3-12) and 
(3-13) for the special, but important, case m = n. Note that m = n implie 
6 = 6 = A = A ; the common quantity is represented by 6. The special 
n m mn nm • 
equations are, after dropping the alphabetic subscript for clarity: 
(3) 
T£ + (£—^ + ^ A^ cos 2 T ) T 2 + | T2(T2T^+T^
2-KC3T^-KT^ ) = 0 (3-1^) 
au) 
fe) 
T3 + ("S +1? \ c o s 2r)T3 + I T3(
T2T2-Hr22"Kr3T3"Hr32) = ° * ^3"15) 
Equations (3-12) and (3-13)can be compared with results derived 
by others by observing that the plane motion case, say T (T) =0, is a 
solution of the equations. This reduces the pair of equations to 
k$\3) i±y g 
T2„ + (-¥ + -7T *b C 0 S 2T)T2n + T T2n(T2n T2„ + T2n) = °> ^ ^ 
QfU) 
which again is the form obtained by Evensen and Evan-Iwanowski [llj. 
The simplifying assumptions pertaining to the curvature have re-
duced the expression (2-11) to the one used in small deflection beam the-
ory. This has resulted in the disappearance of the nonlinear elasticity 
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terms from equation (3-1.6). When retained, this effect appears, in the 
first approximation, as a cubic term in T [10]. The only nonlinearity 
present in our equations is the so-called nonlinear inertia term 
6n 2 
— T~ (T0 T" +T' ) which arises due to the inclusion of the longitudinal a 2nx 2n,2n 2n 
inertia of an element of the rod. Bolotin [10] has shown in Chapter k, 
Section 17 that, for rods of this type, the predominant nonlinear effect 
is that of nonlinear inertia. Moody [26] also concludes that nonlinear 
inertia effects are far more significant than nonlinear elasticity effects 
on the parametric response of thin rods. 
Equations (3-12) and (3-13) further show that the essential coup-
ling "between motions in the two perpendicular planes is due exclusively 
to the nonlinear terms. If the equations are linearized, motion in one 
plane is independent of motion in the other plane.. It is important to 
realize that, as is frequently the case, a linearized theory is incapable 
of accounting for the phenomenon of interest. 
1 Here we use Bolotin's terminology and define nonlinear elasticity 
terms as nonlinear terms that do not certain derivatives of displacements 
with respect, to time. 
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CHAPTER IV 
THE SUBHARMONIC RESPONSE AM) THE STABILITY ANALYSIS 
FOR THE AXIALLY EXCITED ROD 
The principal planar motion of the axially excited long slender rod 
is the well-known plane, steady-state., half-order subharmonic response. 
It is the stability of this planar motion to out-of-plane perturbations 
that we investigate. 
To help make the ensuing analysis more lucid, we begin with a sum-
mary of the stability analysis procedure., The starting assumption is that 
the initially straight rod is executing plane, steady-state, half-order 
subharmonic motion of the form 
T2n ( T ) = Aln Sin T + A2n C0S T (4_l) 
T3m(T) = 0 . (4-2) 
The use of this solution form in equations (3-12) and (3-13) and the 
application of the Ritz averaging method produces the amplitude-frequency 
or response relation for plane motion. Stability of the plane motion 
solution to disturbances perpendicular to the plane of motion can be in-
vestigated by substituting the perturbed solution 
Tn (T) = A., sin T + An cos T + 0 (̂ -3) 
2n In 2n v ' 
T3m(T) = ° W T ) ^-k) 
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into equations (3-12) and (3-13) and applying the "infinitesimal" stability-
criterion as described by Stoker, [l], Chapter IV, §11. 
Note that the plane motion restriction (̂ --2) reduces equations 
(3-12) and (3-13) "to equation (3-l6) which is repeated here for conveni-
ence: 
T2„ + H V + -J \ C°S 2TKn + T T 2n ( T 2n T 2; + T ^ = ° • C*"5) 
cvou 
This equation governs the x-,,Xp-plane response of the rod when T (T). = 0. 
To this we apply the averaging method of W. Ritz [27] and obtain the 
algebraic result 
i ri2 +i
2 . ^ i f £ ! L 2 _ r . ^ i . 
InL m ^ n c V 2 x 2 / 1 n " uT *"" 
•A rA2 +Aa _ i /
( 4 3 ) ) 2 , 1 + v * ) i 
A2nL In A2n c l 2 X + 2 A n cu 
= 0 . (k-j) 
This pair of nonlinear algebraic equations, called the response equations, 
determines the relationship which exists between the amplitude of the 
response and the frequency of the exciting force when T_ ( T) =0. Here 
the notation has been simplified by introducing the dimensionless quanti-
ties • . 
ky I 
b = — 5 - (k-8) 
n a 
2 
6 t , 
c = ^ — . ' • (k-9) 
n ex 
In order t o make t h i s p r e s e n t a t i o n as s e l f - c o n t a i n e d a s p o s s i b l e / 
a summary of t h e R i t z averaging technique i s p re sen ted in Appendix C. 
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*b = \'1' *n - AJ1' Aln - V * ' A2n = V * ^"10) 
and by observing from equation (3-3) and Appendix. B that the constant 
4p<3) 
n 
is the square of twice the linear natural frequency for motions of 
the rod in the x ,xp-plane. That is, 
^ ( 3 ) <* 2 
~— = (2«P)2 . (4-ii) a n 
Returning to equations (4-6) and (4-7), we note that two useful 
cases are present. (A = A = 0 is a trivial case.) In the first case, 
we choose A ^ 0 and A = 0 to obtain 
(2u/3))2 b A,-, 
A ^
 c : n _ n bl _ /1 -,«\ 
Am - r L — ~ 2 — 1 - — J = ° • (4-12) 
T2 2 P "  
TL—" 
n cu 
In the second case, A = 0 and Ap f *0 implies 
a r(2o/3))2 i 
A2n " c L 2- " ± + 2 _ 
n cu 
= 0 . . (4-13) 
A third case, the one for which both A ^ 0 and Ap ^ 0, is not present 
unless b A, = 0. If b A, = 0(which occurs only if the base excitation n b n b J 
amplitude -A. = 0), the two equations are identical and yield the "backbone' 
or free vibration response curve. 
For convenience, we drop the subscripts 1 and 2 in equations (4-12) 
and (4-13) and combine them as 
p 0 -42(i)
(3))2 b A, n 
An"f L-V--1*-^ =°- C^) 
n cu 
-2 -2 -2 
An alternate way to accomplish this end is to let A = A• + A • and 
n In 2n 
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substitute this into equations (h-6) and (^-7). Then the two cases 
A =̂  0, A = 0 and A = 0, A„ ^ ° S l v e t h e result, equation (1|—14). 
In order to relate A to an actual amplitude on the rod, we refer to Young 
and Felgar [25] and note that X (I) = 2.000. This means that 2A equals 
the actual steady-state amplitude of the rod at its free end. 
Equations (̂ -1̂ -) represent the two branches of the amplitude-
frequency relationship and are shown in Figure 3. Bolotin [10] and others 
have discussed the well-known result' that the left-most curve is unstable 
with respect to small in-plane disturbances and hence is never physically 
realized. 
A. 
m i 
i=l,2. 
equation (4-13) 
-equation (4-12) or (4-13) 
with A, = 0 
D 
A 1.0 B 
(JU 
2ou 
n 
Figure 3. The Response Relation for Plane Motion of the 
Axially Excited Rod. 
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Before proceeding to the nonplanar aspect of the stability analysis 
it is important to understand the meaning of the information displayed in 
Figure 3.; that is, one should understand the results of an analysis which 
tests the stability of the straight rod with respect to disturbances in 
the direction of the planar response with which we are concerned. As is 
frequently the case in the study of nonlinear phenomena, there are regions 
for which two or more amplitudes are predicted by the theory for a single 
given frequency. This situation occurs in the present case for frequencies 
to the left of point B in Figure 3. For instance, if the exciting fre-
quency has the value given by point F, the theory predicts three possible 
response amplitudes. They are the zero amplitude response (that is, the 
rod remains straight), the amplitude given by point E (which is unstable 
and never physically realized), and the amplitude given by point C. 
Whether the amplitude at F or at C is the one which is present depends 
upon whether the frequency is being increased to F or decreased to F. The 
region between points A and B is one for which the straight configuration 
is unstable. Hence, if the frequency at G is selected, the rod can only 
respond with a steady-state amplitude given by PI. 
If one slowly and continuously increases the exciting frequency 
from zero, a point follows Figure 3 along the abscissa from 0 to A: in 
other words, the rod remains straight. When the frequency at A is reached, 
a vertical amplitude jump occurs and the rod begins a steady-state planar 
response having an amplitude given by I. If the frequency is further 
increased, the amplitude decreases along path I H B J and the rod becomes 
straight once more. Decreasing the frequency slowly from J to B causes 
the rod to remain straight until the frequency at B is reached; a further 
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decrease in frequency causes the amplitude of the response to increase 
along path B H I C D. Theoretically, the response amplitude continues 
to increase without bound, but in practice the damping which is inherent 
in all physical systems causes a downward jump from the frequency at D 
to zero amplitude. The presence of damping causes the curves given by 
equations (̂ -12) and (̂ --13) to be smoothly connected at a finite ampli-
tude such as D. 
The investigation of the above-mentioned planar response to out-
of-plane disturbances is conducted by using the "infinitesimal" stability 
criterion. The names "variational method" and "method of small oscilla-
tions" are also applied to this technique. Even though the method is 
frequently employed to good advantage in stability analyses, its logical 
consistency is justly criticized by Stoker [28]. Before presenting a 
review of Stoker's criticizm, the method itself should be summarized. 
Suppose the differential equation of motion for a one degree of 
freedom system is 
N1[g(t)] = f(t) , (1̂ -15) 
where N:. is a differential operator (not necessarily linear) and f is a 
function of time. Let g(t) be a solution of equation (^-15); it is the 
stability of g(t) that is to be tested. To accomplish this, a neighbor-
ing solution of the form g(t) = g(t) +; x(t) is constructed such that the 
perturbation function x(t) is assumed to be so small that powers of it 
can be neglected when compared to the first ppwer. The solution g(t) is 
substituted into equation (̂ --15), use is made of the fact that g(t) is 
also a solution, and all terms but those of the first power in x(t) are 
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neglected. This results in a linear homogeneous differential equation 
L2[x(t)] =0' (4-16) 
which contains the known solution g(t) as a non-constant coefficient. In 
equation (h-l6), Lp is a linear differential operator. Now a motion is 
said to be stable if all solutions of equation (h-l6) remain bounded for 
t > 0; otherwise, the motion is unstable.. 
The logical difficulty is that by assuming at the outset x(t) is 
small and by neglecting powers of it, nothing can be said about x(t) if 
it does indeed turn out to be small. Furthermore, if x(t) becomes large 
with increasing t one can not conclude that he has shown that the assump-
tion of small x(t) was erroneous. What lias been shown is that the neglect 
of higher order terms is unjustified. Stoker gives reference to an exam-
ple for which the small oscillation criterion leads to an incorrect result 
The method, however, is still useful even though it conclusively proves 
neither stability or instability. Its virtue is that one does not have 
to produce the solutions to the nonlinear differential equation being 
investigated. Correct results for the stability analysis are likely to 
be obtained from this almost universally used criterion, but in order to 
be certain of their validity in doubtful cases, these results should be 
experimentally tested. 
The application to this problem proceeds as follows: A known solu-
tion to equations (3-12) and (3-13) is 
T0 (T) = A, sin T + A0 cos T 
2nN ' In 2n 
T_ (T) = 0 . 
3m' 
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A neighboring solution is 
T 2 R ( T ) = A l n sin T + A 2 n cos T + 0 (4-17) 
V T ) =°+X3m(T) ' ^"l8) 
Upon substituting equations (4-17) and (4-18) into equations (3-12) and 
(3-13) and neglecting terms of higher order than the first in x0 , we 
3m'. 
obtain 
W^2 
1 
of *" ". V ^ "1X £ 
rl 2cu ; c c 
i + P-V- - Vb =os 2T + . = T ^ + -f T * V =0, (4-19) 
where 
(4-21) 
4 Y <t 
b - - 5 -
m a 
mn ,, v 
c = . (4-22) 
mn cr * ' 
Making use of t he f a c t t h a t 
T 2 n ( T ) = A l n S i n T + A 2 n C O S T 
equation (4-19) yields 
r(2u/
2' 
x" (T) + \ ? ' + ( U + c I' - c £ )cos 2T 
3m L 2 mlD mn In mn 2n' 
r[2<»{2))2 
^ 1 
2 c A. A 0 sin 2 T jx. ( T ) = 0 . (4-2S) 
mn In 2n J 3mv ' v J ; 
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This is called the stability equation. The solutions x (T) of equation 
(4-23) determine whether or not the system is stable with respect to dis-
turbances in the x^ (out-of-plane) direction. 
The stability equation can be converted to the Mathieu equation by 
making use of the two cases A f 0, L f 0. However,, since A j 0, 
Ap = 0 is always unstable with respect to in-plane disturbances, there 
is no need to test its stability with respect to out-of-plane disturbances, 
Hence, we devote our attention only to the case An = 0, A 0 ^ 0 and 
In 2n ' 
obtain from equation (4-23) 
- lW 2 ) ) 2 O 
^m
( T> + L^J1- + (bm\ - cJ£>e°B ^ j * ^ = ° • < ^ ) 
-2 -2 
Note that since A_ = 0, we have used the fact that A„ is the same as A . 
In 2n n 
Now the standard form of the Mathieu equation can be obtained from 
equation (4-24) by changing the independent variable according to 
T| = 2T. (4-25) 
and by letting 
2»W 
G = * m 
1 4u£ 
(4-26) 
e0 = i(b A. - c A
2) . ' (4-27) 
2 k^ m D inn n7 v ' 
This gives 
,2 dx_ (Tj) 
3m " 
+ (e1 + eQ cos Tfix (l\) = 0 . (4-28) 
dT]2 • V-L • .2 — V
A3m 
As has been shown by McLachlan [29] and others, the solutions to 
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the Mathieu equation are either "bounded or unbounded depending on the 
values of the parameters e and ep. In fact, values of e and e~ causing 
either stable or unstable solutions cover entire regions in the e,, em-
plane. These regions are illustrated in Figure h. 
I*:*:&$5S^ 
•*- e-
Figure 4. Stable and Unstable Regions for the Mathieu Equation. 
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Each point in the e , ep-plane will he called a stability point. 
We say that a given motion is stable if the parameters which define the 
motion cause the stability point to fall in the portion (unshaded in 
Figure k) of the e,, Sp-plane which corresponds to bounded solutions of 
the Mathieu equation. Stability points lying in the shaded portion of 
the plane correspond to unbounded solutions (unstable motions) of the 
Mathieu equation. Points which lie on the boundaries of the stable or 
unstable regions are identified with unbounded solutions,, also. Cunning 
ham [30] shows that the boundary solutions have one or the other of the 
forms 
^m 
(71) = AP(T1) + BTIQ(TI) 
_ AJ-T\ x>(r\\ -u Tin J-^\ x3m(T]) =Ae
1'1 P(71) + B7] e1'1 Q(T]) . 
If one restricts his attention to the portion of the e.., ep-plane 
in the neighborhood of e == -r- , e = 0, Cunningham [30] and others have 
shown that for small values of ep a good first order approximation to 
the principal instability zone is given by 
e i = i ± i e 2 - (^-29) 
These boundaries are shown in Figure 5. 
Since we are interested in excitation frequencies near twice the 
linear natural frequency of the rod, it is clear from equation (k-26) 
that we are concerned with values of e, near T- . To see that 
ep is small for our problem, we note that the base excitation amplitude 
will be restricted to 0 ^ A. ^ 0.005 and the steady-state response 
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e, = k + he2 
l»el = * ' *c2 
mmm 
Figure 5. Approximate Principal Instability Region for the Mathieu 
Equation for Small Values of s„, 
amplitude will be restricted to. 0 ̂ A £0.10. Tables k- and 5 show the first 
three values of b • and c . ., Substituting the above values into equation m mn 
(k-2j) shows that - ~ < ep < tp for this problem. •' 
As has been mentioned, the values of the parameters e.. and e 
determine the stability of a planar motion. Therefore, one must determine 
ou 
which pairs of numbers A and —pry satisfying the response relation 
n 2 c l )u; 
(k-lk) lead to stable solutions of the stability equation (4-28). There 
are two methods for displaying this information. One might plot the 
response curve (k-lk) on the e,, ep-plane; this would give a pair of 
parametric equations for the response curve in the e , ep-plane with A 
as the parameter. On the other hand, one might map the e,, ep-plane onto 
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t he —7-TTY , A -p l ane . We begin by d i s c u s s i n g the former approach. 
2<ftV3; n 
:h of 
H3)T 
n 2 
Solving the stable branch of equation (k-lk) for ou gives 
u2 = \ n ' - . (̂ -30) 
1 - i(b A. -c A2) 
2V n D n n/ 
Applying this to equations (4-26) and (4-27) yields the parametric equa-
tions (with A as a parameter) for the stable branch of the response curve 
in the e , e?-plane.. These,are 
el = B if Cff (cnAn + 2 - W -̂3D 
3 n 
e0 = r (t I - c A
2) . (4-32) 
2 4 v m b mn ny . - J ' 
Use has been made; of the fact that 
U2)f l? ,3 • ' 
_\ m / _ _2 / m\ 
WJ = J3 ̂  
Note that these equations represent a straight line in the e , em-
plane. Each different value of the non-dimensional base amplitude An 
b 
gives a different straight line in a family of parallel lines. 
Elimination of A from equations (4-3l) and (4-32) shows that 
: *2 = -
2 h \ ¥) «!+CVb - ¥ t\h -2>] • (*-33) 
n 2 "m n 
For the special case m = n, we recall that c = c. and find from equation 
(4-33) that 
v = - 2 t | e i + §- (^) 
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It is easier to interpret the stability information given by equa-
tions (̂ -26) and (4-27) if one maps the e. , e~-plane on the / ^\ , A -
1 2 o ( 3 ) n 2% 
p lane r a t h e r than to make the i nve r se mapping as d i scussed in the preceed-
ing pa rag raphs . To e f f e c t t h i s t r ans fo rma t ion , we e l i m i n a t e e.. and ep 
between equa t ions (4-26) and (4-27) and the s t a b i l i t y boundar ies 
1 1 m . . 
e 1 = -JJ; + 2
 e
2 -
 T n i s g ives 
2 
U) 1. / ) -,r-\ 
_— (4-35; 
(2^2)f 1 + | ( b A - c A2) 
\ m / 2 m b m n n 
for t he boundary given by e, = T- + -~ ep and 
1 (4-36) 
~£Wf ~ l - i(b JL - c A2) 
\ m / 2 ' m D mn ny 
for the boundary given by e = -r- - — e Note the similarities between 
equations (4-30) and (4-36). 
Thus far, we have discussed only planar responses of the rod in the 
x , x„-plane and disturbances of this planar response in the x -direction. 
Of course, it is possible for the rod to respond in the x,, x -plane as 
well, and when it does, we shall then be concerned with disturbances in 
the Xp-direction. Clearly, the equations governing the stability of the 
x , x -plane response to xn-direction perturbations can be found from 
equations (4-l4), (4-35), smd (4-36) by substituting n for m and 3 for 2 
in the subscripts and superscripts. 
The stability information contained in equations (4-14), (4-35) 
and (4-36) together with their counterparts obtained by exchanging n for 
m and 3 for 2 in the subscripts and superscripts can be interpreted by 
plotting these eight equations for a particular selection of the parameters 
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involved. Only the case for vhich m = n is treated from this point on. 
The reason is as follows: if the stability point determined, by equation 
{k-2k) (which governs the growth of small nonplanar disturbances) lies 
in the unstable region which is in the neighborhood of e = -r , ep = 0 
of Figure k, then the small nonplanar disturbances x ( T ) occur initially 
at half the exciting frequency [l2], [l3.L [30J, This frequency is the 
same as the frequency of the planar response; that is, m = n. Experi-
mental evidence accumulated during this research indicates the validity 
of this observation. 
The eight equations with m'= n are 
2 
a) = 1 (response curve for the /. \ 
J^JWf = i 1(+ b A - c A
2) V* 2-
p l a n e resP™se') 
\ n / 2 - n b n rr 
2 
cu __ 1 (response curve for the /> n\ 
( W 2 ) ) 2 1 - k+ b A, - c A2) ^^3-Plane response) 
\ n / 2V— n b n rr 
2 
cu _ 1 (stability boundaries /. Q\ 
/ (2)\2 1, T r2, associated with equation 
l2cun / - ^ ' W (̂ -37)) 
2 
ou _ 1 (stability boundaries /, , x 
/ (3)^2 1/ r r2x associated with equation 
V n / 1 - 2CVH> " n V (4-38)). 
The physical constants for the example problem, which consists of 
a long, slender originally circular'cross-section rod with parallel flats 
of material removed from its sides as shown in Figure 6, are 
I = 32.9 in. - •* 
A^ = 0.075 in. 
' m ='n = 2 • • 
original diameter = 0.188 in. 
e = 0.005 in. 
\ = 3̂ .6 
c2 = 145 
I from Tables k and 5 
E = 30 X 10 psi„ 
Specific weight of the material 485 113/ft3 
Figure 6. Cross-Sec t ion of the Rod. 
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The graph of the eight equations (h-3j), (^-38), (^-39), (̂ -̂ O) on the 
—p p r , Ap-plane is presented in Figure J. 
We are now able to follow the response of the initially straight 
rod to a continuously increasing excitation frequency and to a continu-
ously decreasing one. Suppose the excitation frequency is slowly and con 
tinuously increased from zero. A stability point then follows Figure J 
along path OLA; that is, the rod remains in a stable straight configura-
tion. When the frequency at point A is reached, the straight configura-
tion becomes unstable with respect to amplitude perturbations in the 
Xp-direction and an upward amplitude jump to point B takes place. The 
rod now is undergoing a stable, steady-state, half-order subharmonic 
vibration in the x,, x?-plane. As the frequency is further increased, 
the amplitude of the plane response decreases along path BCD. 
Before continuing, one should recall from the earlier discussion 
of the response curves that in the region between frequencies A and K the 
straight rod configuration is unstable with respect to small disturbances 
in the xp-direction, while in the region between frequencies J and G the 
straight rod is unstable with respect to x_-direction disturbances. 
Now, as the frequency increases to a value slightly higher than 
the frequency at D, there sire four situations which must be given con-
sideration. Firstly, we see that the x,, Xp-plane response is unstable 
with respect to x_-direction disturbances.. Secondly, the straight con-
figuration is unstable with respect to xp-direction disturbances (in 
frequency range AK), and thirdly, the straight configuration is also 
unstable with respect to x -direction perturbations (in frequency range 
JG). Lastly, at this value of the exciting frequency we see that the 
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CVJ 
•< 
S t a b i l i t y "boundary 
(4-4o) 
Stab i l i t y "boundary 
(4-39) 
fSta"ble branch of (4-38) 
I s t a M l i t y boundary (4-39) 
Figure 7. Response Equations and S tab i l i ty Boundaries for the Axially 
Excited Rod. 
38 
x , x -plane response is stable with respect to xp-direction disturbances. 
Therefore, a vertical amplitude jump occurs and the rod begins undergoing 
stable plane motion in the x , x_-plane with the amplitude given by point 
E. A further increase in frequency causes the amplitude to decrease along 
path EFGH and the rod again returns to a stable straight configuration. 
Suppose the exciting frequency is now slowly and continuously 
decreased. The straight configuration then is stable until frequency G 
is reached at which point the rod begins a stable, half-order subharmonic 
response in the x1, x^-plane. As the frequency is further lowered, the 
steady-state amplitude increases along path GFE. At a frequency value 
slightly lower than that given by point E, the stability point enters a 
zone for which the x,, x -plane response is unstable with respect to xp-
direction disturbances, the straight configuration is unstable with respect 
to both Xp and x direction disturbances, and the x , xp-plane response 
is stable with respect x~-direction disturbances. Hence, a downward ampli-
tude jump occurs and the rod begins executing stable x , xp-plane oscil-
lations with an amplitude given by point D. As the frequency is further 
reduced, the x,, xp-plane amplitude increases along path DCBI until the 
point is reached at which damping (not present in this analysis) causes 
the two branches of the x , xp-plane response to join. Another downward 
amplitude jump then occurs and the rod returns to a stable straight con-
figuration at point L. 
(3) (2) 
We turn now to the special case for which both m - n and or =U) . 
n . m 
Referring to either equation (̂ --3̂ ) or (^—36), one will observe that this 
special case causes the stable branch of the response curve to coincide 
with the stability boundary given by e, 3 IT ~ "p ep* ^ v a s indicated 
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earlier in this chapter that stability points lying coincident with a 
"boundary correspond to unbounded solutions. This seems to imply that, 
(3) (2) 
when m = n and ou = or , the planar response of the rod is unstable 
n m 
when disturbed in a nonplaaar direction, regardless of the planar response 
amplitude. In addition to being intuitively unpalatable, this situation 
fails to occur in the laboratory. However, the apparent paradox can be 
resolved by the addition to the theory of a damping term. This damping 
(3) (2) term, no matter how small, causes the m = n and ou = or case to have 
a planar response which is always stable with respect to nonplanar dis-
turbances. In Appendix D, Figure 21, we show the effect of damping on 
the curves in ^ — , A -plane for this special case. 
2ou n ^ 
n 
Another interesting situation arises when the detuning is large, 
(3) (2) 
that is, when u> is much different from u> . As the detuning increases, 
n m G • 
the cross-hatched regions in Figure J tend to separate. At a certain 
value of the detuning the region of overlapping JDK in Figure 7 decreases 
to zero and a qualitatively different response arises. We concentrate 
briefly on the case in which K ^ J. 
The frequency at point J is given by 
Hz)r 2 ou 
1 
2 "m* n b 
and the frequency at point K is given by 
.(3)NJ> 
2 
0) 
H37 
1 - i b A, 2 n b 
The overlapping zone JDK disappears provided 
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H3)T , H2)T 
1 -1 \h i+\ \h 
that is, provided the detuning is such that 
M3)) 
2 m b 
• ( 3 ) v ? ^ - ^ K 
\ m / 
The stability information for the previous example with the moments 
of inertia adjusted so that equation (k-kh) is satisfied is shown in 
Figure 8 . As frequency is increased from zero, the straight configura-
tion is stable until frequency A is reached. At this frequency, an up-
ward amplitude jump AB occurs and the rod "begins stable x , xp-plane 
oscillations. The amplitude decreases along path BCD as frequency is 
again increased. When frequency D is reached, the rod has returned to a 
stable straight configuration without undergoing the plane shift which 
occurred previously. The straight shape now remains stable until fre-
quency D' is reached; there another upward amplitude jump occurs and the 
rod begins vibrating stably in the x , x -plane with an amplitude given 
by J. The amplitude then decreases along path JFG with increasing fre-
quency until the stable straight configuration is reached once more at 
frequency G. 
As the excitation frequency is slowly decreased, path HGFJE is 
followed. At a value of the frequency slightly lower than that at E, we 
find that the x , x -plane response is unstable with respect to x -
direction disturbances but the straight configuration is stable with 
respect to disturbances in either direction. Hence a downward jump EM 
41 
90l 
801 
701 
601 
501 
401 
301 
lOl 
Figure 8. Response Equations and^Stability Boundaries for the Axially 
U n
( 3 ) r i - ^ bnAK 
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Exci ted Rod When -•——<— < 
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(2 ) \2 1 + 2 V b 
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occurs and the rod once more becomes straight. The rod then remains 
straight as frequency is lowered until D is reached. At this frequency, 
stable x , x_-plane motions begin and increase in amplitude along path 
DCBIas frequency is further reduced. The. amplitude increases until 
damping again causes a downward jump to the stable straight configuration. 
As a final item of interest/ we show that a "whirling motion" of 
the type predicted by Murthy and Ramakrishna [15] in their analysis of 
motions of an elastic string excited transversely is not possible for the 
axially excited rod. In order to account for the "whirling motion", a 
TT 
phase difference of -p is assumed between the motions in the x , xp-plane 
and the x , x -plane. Hence we assume, as did Murthy and Ramakrishna, 
a solution of the form 
v(s,t) = T2n(t)Xn(S) = an2Xn(S)cos f (k-k2) 
w(s,t) = T_ (t)X (S) = a QX (S)sin ̂  . (k-k3) 
3n n n3 n 2 \ ->/ 
The Galerkin method applied to the spatial variable then shows as 
before that 
r M 3 ) ) 2 i 
T 2 ( T )
 + L 2 + V b C°S 2T M T ) 
U) 
(h-kk) 
+ ̂  T2(T)[T2(T)T^(T) + T^
2(T) + T3(T)T»(T) ^ T ^ C T ) ] . - 0 
*£, -J 
H2u/2))2 
T"(T) +, V n 2 + b ^ cos 2TJT (T) 
cu 
(U-U5) 
+ -§ T3(T)[T2(T)T^(T) + T ^
2 ( T ) +T 3(T)T^(T) + T ^
2 ( T ) J = 0 . 
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We now let Tn (T) = a 0 cos T and. T_ (T) = a _ sin T and apply the 2nN ' n2 3n n3 
method of harmonic "balance (Cunningham [30]). This gives the algebraic 
result 
f/0 (3)\2 , T / 2 2 s-
12ouVjy i U c (a . - a „) 
: \ n / n b nN n3 n2x Vi^V^-1+-^ + " ' 2 - i - o (u-w) 
L ^ 2/^ I 
|Y2u,(2))2 c b I c (a2, - a2 )i 
a J V V - 1 - -ft . ̂ L.-n3 n2 ; = Q # (^^} 
L of 2<r j 
Since we are restricting our attention to the case a ~ T 0, a 0 ^ 0 
n2 ' n3 
(this insures the "whirling motion"), we divide equation (k-k6) by a p 
and equation (4-Vf.) ty a „ and add the results. This shows that 
2 =2('J2) + u/3) ) . (h-kd) ou 
In other words, there is a single discrete frequency at which the "whirl-
ing motion" could occur. This is tantamount to saying that the "whirling 
motion" can not be generated in the laboratory since equation (4-48) can 
not be exactly satisfied in practice. It is interesting to note that the 
frequency given by equation (4-48) is the frequency M for which the pre-
viously discussed plane shift occurs. That this latter statement is 
true can be readily seen by simultaneously solving the equations for 
2 
curves CDK and JDF for ID and by solving the equations for curves ACE and 
2 
.EFG for cu . 
It is straight forward, of course, to calculate the values of the 
amplitudes such as D and E in Figure 7 at which the vertical amplitude 
jumps occur. One needs only to substitute equation (4-48) into the 
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appropriate stable branch of the response curves given by equation (4-30) 
The amplitude at E is 
r 
(A") = i-
n cr. c 
m=n n 
«(2)2 _„.(3)M 
b \ +2 H^—T: 
(2) l'3) 
n n 
,^N2 ! (4-49) 
and the amplitude at D is 
(A2) -il 
n'cr. c n 
m=Q 
'A". 
CO <»>' . • J 3 ) 
.<2> • .(3)' 
n n 
(**~50) 
45 
CHAPTER V 
THE DIRECTLY EXCITED ROD WITH PARAMETRICALLY 
COUPLED NONPLANAR MOTION 
In this chapter we formulate the problem for which the base of the 
rod is excited in a direction perpendicular to the rod centerline. Fig-
ure 9 defines the coordinate system and the direction of the base excita-
tion for this case. As before, it is the stability of the planar response 
with respect to nonplanar disturbances that is to be investigated. 
Although the planar response for this configuration is not para-
metrically excited, it is true that the nonplanar motions are excited 
parametrically by the planar response. That is, the amplitude of the 
planar response is the parameter which appears in the restoring force 
term of the stability equation. Of course, this is also the case in the 
previous problem,. but in -that problem the base excitation as well appears 
as a parameter • in 'the restoring force term. The stability'equations (k-2.h) 
and (5-l8) are repeated below in order to help clarify the comparison. 
£<W. ,. . 
*UT)+t^r-+ ( V V v V c o s 2T>3m(
T> = ° 
(parametric excitation) 
' M^f 2 -• 
x" ( T ) + ^-—^ ^c A cos ^T |x0 ( T ) = 0 . ( d i r e c t e x c i t a t i o n ) 
3m ' L 2 mn n J 3m 
0), 
One can say, for either case, that the nonplanar motion is parametrically 
coupled to the planar response. 
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*- x, 
*- X> 
Figure 9. Orientation of the Coordinate System, 
r-~*iiiiiM-*ittm.icai1tiEM*ii:j-i i. -« ^ v i t i ' : - » — v — ^ 
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As mentioned in the introduction, literature concerning direct 
excitation is more prevalent than that dealing with parametrically excited 
systems. Murthy and Ramakrishna [15], 19^5^ excited a fixed-ended string 
along its length in a direction perpendicular to the string axis and 
witnessed a nonplanar whirling motion for sufficiently large in-plane 
amplitudes. Their analysis and experiments show good agreement. Miles, 
[l4] and [l6], analyzed both the spherical pendulum and the elastic string 
subjected to direct excitation and predicted a nonplanar response in "both 
cases. He did not report on any experiments. Apparently, there is as 
yet no published literature dealing with the analogous elastic rod prob-
lem which we present in this chapter. 
In order to obtain the equations of motion, we simply modify the 
previously derived ones. The governing partial differential equations are 
found immediately from equations (2-3k) and (2-35) "by setting A, = 0. The 
result is 
2 s 
EI v»»(S,t) +Mv(S,t) +Mv'(S,t;) _S_,j [ v , 2 ( ^ t ) +wr
2(g,t)]d| 
dt2 "o 
- ^ 4 ^ A4 /of2(^> + "'2(n,t)]dHjds=o (5-D 
o dt o 
'd s 
EI v"» ( S,t) + Mw(S,t) + M v ' ( V ) - ^ / Lv'2(§,t) + w«2(§,t)]d§ 
dt2 "o 
- ̂ ^ / { 4 j /[v2(Tl,t) + W'
2(^t)]^}ii=0.(5-2) 
To introduce the base excitation, let 
v(s,t) = v (S,t) + B cos otft (5-3) 
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where v,(S,t) now is the function to he determined. This substitution 
into equations (5-l) and (5-2) gives 
•EI vj"(s,t) +Mv ($t) - (U2MB cos out 
Mv'(S,t) 2 s 
+ - V *sJ [vr(s,t)+w2(«,t)]dg • 
dt o -
Mv"(S,t) t- 2 § p 
- - V ,f tT2 / [V1 ( ^ t } + ^ ' (Tl/t)]dTljd§=0 (5-10 
o dt o 
2 s 
BI2w»»(8,t) +Mw(S,t) +M^iMl-3_ J [vi
2(5,t) +W2(g,t)]d5 
>2  
dt o 
. Mwli^ti j. {* /[vi
2(^t) + v^t)]*!)}*^ (5-5) 
o dt o 
The Galerkin analysis is carried out in an identical manner to the 
one in Chapter III. The resulting ordinary differential equations are 
aT2n(t) + ̂
3 )T 2 n(t) + 6nT2n(t) [T2n(t)T2n(t) + T
2
n(t) ] 
9 
+ A T0 (t)[T_ (t)T_ (t) + T
2 (t)] 
nm 2nx ' L 3m 3m 3m 
2(u2MB.ucp 
b Tn , tr- r\ 
= — g cos cut \5-o) 
pn 
^^1 + ̂ m ^ + V^^V^V** + ̂ ^ 
+ yy t ) [% ( t lV t ) + t ( t '3 a^ (5-7) 
(3) ' : The coefficients a, p , etc. are the same as those defined "by equations 
(3-6) through (3-11). In order to make,the form of these equations as 
49 
much as possible like that of the previous ones, we let T = -p-; now 
equations (5-6) and (5-7) "become 
^ 3 ^ 6 2 A 
. T" + -—- TQ + - - T0 (T0 T" + T» ) + — T0 (T T" + T»
d) 
2n 2 2n cr 2n 2n 2n 2n a 2nv 3m 3m 3m 
acu 
8 V n 
= - ~ f c o s 2 T (5-8) 
n 
^ ( 2 ) 6 
T" + —S—. T + - - TQ (.T0 T" + T'*) 3m 2 3m a 3m 3m 3m 3nr 
<2U) 
+ " T T3m<T2nT2n + V = ° > (5-9) 
i s governed by 
where ( ) ' means ^ ' . By s e t t i n g T ( T ) = 0 , we see t h a t p l a n a r motion 
^ 3 ( 3 ) ... 6 P 8B.cp 
T2n + - V T2n + f T2n(
T2nT2n + T2n> = " T T C ° S 2 T * (5"10) aou n 
We "begin the stability analysis "by assuming the rod is executing 
plane, steady-state, harmonic motion of the form 
T2n (T) = A l n Sin 2 T + A2n COS 2 T * (5-11). 
The Ritz averaging conditions show that the algebraic relations between 
the amplitude of the response and the frequency of the exciting force 
when T_ ( T ) = 0 are 3m ' 
V-->N-2cnV4.+4>-0 <5- i2> 
• / 
50 
2OJ ( 3 )1 2 \ o o 8B.9 
' n > - I,! - 2c X (A? + A?) =--VL • (5-13) 2 2n n 2nx In 2n' 8 I 0) / n 
Note that in equations (5-12) and (5~13)j as before, we have used the 
notation 
,(3) 
H3)f A 
b 
ky 
n 
I 
n Q-
6 I2 
_ n 
n " a 
Bb --X" * 
One can note "by direct substitution into equations (5-12). and 
(5-13) that A0 = 0, A, £ 0 is not a solution, nor is A, = A„ =0. 2n In 7 In . 2n 
Algebraic manipulation further'shows that A £• 0, A ^ 0 is also not a 
possible solution; hence, the only solution is Ap ^ 0, A = 0 . That is, 
the solution is given by Tn (T) = A0 COS 2T. Since An = 0, we shorten 
dxi dm. In 
the notation to Tp (T) = A cos 2T. NOW this solution reduces equations 
(5-12) and h-13) to 
..(3)̂ 2 ** > . j . - ̂ . 5 * . <«» 2 In n n B t ' 
0) ' K ~ 
2 
Solving for co , we find 
*2' : " - - ^ -•• (5- 1 5 ) 
n •' '0 |A + n n. 
n n 
A graph of equation (5-15) for n » 1,2,3, is shown in Figure 10. 
One should keep in mind that damping, which is always present in physical 
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Figure 10. The Response Relation for Plane Motion of the Transversely 
Excited Rod, n • 1,2,3. 
r i f t a i,li ii % Jj!iL_if UatJt i utt Li. i-.Iilj-iaL-j.uu-iLLi-L. ^coTiaaixiiaij;,, 
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problems, causes the two "branches of the response relation to merge 
in the manner shown in Appendix D. The source of the numbers used 
to plot Figure 10 is the example problem at the end of this chapter. 
It is veil-known (see [l] and others) that the dashed curves shown 
in Figure 10 represent motions which are unstable with respect to small 
amplitude perturbations in the direction of the planar response.' These 
dashed portions are located by determining point P which is the point at 
which the response curve has a vertical tangent., This general type of 
response is like that of systems governed by the Duffing equation and has 
been extensively studied. For example, consider the curves for the n = 3 
case, and notice that as the exciting frequency is increased, the planar 
amplitude increases along path A P_ to the point of vertical tangency; 
here an upward amplitude jump occurs. Now the rod responds with an ampli-
tude given by point B. The amplitude then decreases along path B C D as 
frequency is further reduced. 
For decreasing values of the exciting frequency, the planar ampli-
tudes increase along path I) C B E until the point is reached at which 
damping (which is not taken into account here) causes the dashed and solid 
line portions of the response curve to merge. At that frequency, a down-
ward amplitude1jump occurs to a value of the amplitude given by A. . 
The stability of the planar response to out-of-plane perturbations 
is determined, as before, by letting 
T2n(T) = T2n(T) + 0 = A -cos 2 T (5-16) 
V T ) - ° > X 3 * ( T ) '
 (5-1T) 
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substituting these into equations (5-12) and (5-13)> making use of the 
fact that Tp (T) is a solution to equation (5-10), and neglecting terms 
of higher order than the first in x^ . The stability equation is 
3m 
(2)\2' X / M 2 ) ) 2 2 
" (T)-HV -m /.,-,-l̂c A x" T
v m ^-^c A^ cos W x 0 (T) = 0 . (5-18) 
3mN \ • 2 ' mn n / 3m ' v ' U) 
Letting £ = 4f, we find that 
d2x0 (C) 3mVb/ 
•f±— + (c1 + e2 cos £)x3m(C) = 0 / (5-19) 
where 
. H2)) (2)\2 
*1 = ,,2 (5-20) 
lbu) 
62 ".-^nn^n • (5-21) 
2 
Elimination of a) from, equations (5-20) and (5-21) is accomplished 
by using equation (5-15) in equations (5-20) and (5-21). Then the para-
metric equations (with A as the parameter) for the response curve in the 
e.., Sp-plane are 
1 T2 
c0 =* - \ c A^ . (5-23) 
.2 4 mn n 
jilatoiiitjt—LiJOiLifiuii iiataiLjULittLLai£ijDLi__i_ 
54 
(2)2 - ' 
1 % fk\% -2 \ 
«1 =5-7-2 lOr + C n A n + 2 ; . (5-22) 
Tl 
Notice now that the above equations no longer describe a straight 
(?) (?) 
line in the e,, Sp-plane, even when m a n and ur ' • uc • as was the case 
the axially excited rod. Note also in equations (5-22) and (5-23) that 
4Vn 
fl « depends only on n, &, and B and that c and.c depend only 
n 
on n, m, and £. In other words, the value of (A ) does not depend on 
n cr. 
E, M, and the shape of the cross-section but is a function only of m, n, 
(*m 
V V ^ ^ 3 7 -
For the special case of m = n and I s I , equations (5-22) and 
(5-23) reduce to 
•i-adK^**) ( ^ 
ec = - i c A
2 . (5-25) 
2 4- n n 
When considering the parametrically excited rod, it wa's easy to, 
eliminate e, between the equation describing e-, as a function of A^ and 
the equation for the boundary of the principal stability region. This 
operation yielded (A ) which is the value of the planar amplitude for 
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which instability occurs. In the present cases, (A ) can not be so 
readily determined as it is the solution to a cubic equation. This cubic, 
which is found by solving e, = -r + p e? along with equations (5-22) and 
(5-23), is 
;c + c -2L_ A
3 + 2|1 - -5-^lA + - ^ s o . (5_26) 
• n - mn ( } P / n V (2)2 i*n 0 4 ^ 2b; 
CO ' ' U) ' / 
For the special case m = n and u> ' • u> , equation (5-26) simplifies to 
i i 3 ) t - p ^ - 0 (5-27) 
. n 
when intersections with e = -r- + — e0 are sought, and to 
-g¥ = ° (5-28) 
n 
when intersections with e = -r - — e are sought. Condition (5-28) is 
possible only if B, = 0 which is not a situation being considered; there-
fore, intersections with e-, = j - - p e? do not occur. Furthermore, the 
only real root of equation (5-27) is a negative one. This means, in the 
above special case, that the branch of the? response curve which is in 
phase with the forcing function (branch II in Figure 10) never crosses a 
stability boundary. Only the out-of-phase branch (branch I in Figure 10) 
gives rise to a loss of planar stability. 
If one maps the stability boundaries on the amplitude-frequency 
plane, a clear picture of how the response curves relate to the principal 
instability zone can be obtained. To determine the equations for the 
stability boundaries, we eliminate e and ep between equations (5-20) and 
(5-2l) and the equations e = -r + - e . This yields 
f a i l s IlilihillLJiJiuillBHlill yyiJli_idi_Ll*L 
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«T - 1 - (5.29) 
( 2 j 2 T f ~ 2(2 + 0 A2) 
\ in / mn rr 
1 1 
Jl " E ' 2 S2 for the boundary given by e = 7- - — en find 
2 1 
a; _. ; 
( 2 ^ ) 2 ~ 2(2 - e I 2 ) 
V m / mn n ' 
(5-30) 
for the boundary given by e = T + p ep* Note that the above stability 
boundaries are independent of B, . . Figures 11, 12, and 13 show the principal 
instability zone superposed on the —-pry , A -plane when n = 1,2,3 for the 
(2) (3) 2 ^ " " 
special case m = n and ur ' = w ' . The physical constants are given in 
m n . J to 
the example problem which follows. It is interesting to note, for the 
above mentioned special case, that the stability boundary given by 
e, = -r- - 7T e0 has the same equation in the —7rrv ) A -plane as does the 1 • ̂  2 2 2 (3) n ^ 
"backbone" or "free" oscillation curve found from equation (5-I5) by set-
ting B, = 0. 
D 
Referring to Figure 13, as an example, we see how the nonlinear 
jump in amplitude phenomenon comes into play with respect to nonplanar 
motions. If frequency is increased, a point progresses along the response 
curve from A to P where the jump phenomenon occurs. After the jump, the 
point is at B, which lies in a region for which plane motion is unstable 
when disturbed in a nonplanar direction. Hence, at point B, one observes 
the rod moving simultaneously in the (l), (2)-plane and the (l), (3)-
plane. Now if,frequency is decreased beginning at C, a point follows the 
response curve from C to D where again plane motion becomes unstable. 
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Figure 11. Response Equations and Stability Boundaries for the 
Transversely Excited Rod, m = n = 1. 
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Figure 12. Response Equations and Stability Boundaries for the 
Transversely Excited Rod, m = n = 2. 
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Figure 13. Response Equations and Stability Boundaries for the 
Transversely Excited Rod, m = n = 3. 
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Therefore, the jump phenomenon causes the motion represented by segment 
BD of the response curve to "be unstable with respect to nonplanar per-
turbations. For all points on segment BD, then, plane motion is unstable. 
In Figures 14 and 1.5, the effect of varying the natural frequency 
ratio is indicated. Note that, with no damping present,^the response 
curve always passes through the instability region. As the difference 
between the natural frequency ratio and unity increases, the zone in which 
the response curve passes through the instability region becomes more 
narrow. The presence of damping, however, prevents the instability zone 
from extending all the way down to the ^ > axis; therefore, with damping 
present, the likelihood of nonplanar motion decreases as the difference 
in the natural frequency ratio and unity increases. In Appendix D, we 
qualitatively indicate the influence of damping. 
We conclude this chapter by pointing out that this problem is anal-
ogous to the elastic string excited transversely as studied by Murthy and 
Ramakrishna. That is, a steady-state harmonic solution of the form 
v(S,t) = T0 (t)X (S) = a 0X (S)coscut 
' 2n ' nx ' n2 n • 
w(S,t) = T_ (t)X (S) = a 0X (S)sinout / ^ny / nv / n3 n
v ' 
can be found for the directly excited rod. This solution form, as we 
discussed in Chapter TV, accounts for a "whirling motion" by prescribing 
a phase difference of T[ between motions in the x,x^-plane and the x ,x -
plane. 
The particular rod used to obtain the response curves and stability 
boundaries shown in Figures 10, 11, 12, and 13 is described by the 
following constants: 
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Figure 14. Effect of Varying the Natural Frequency Ratio for the 
Transversely Excited Rod, 
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Figure 15. Effect of Varying the Natural Frequency Ratio for the 
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Transverse ly Excited Rod, -~r- < 1. 
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I = 32.9 inches 
Cross-section: circular 
Diameter: 0.188 inches 
E = 30 X 10 psi 
B, = 0.075 inches 
ID 
o 
Specific weight of the material sa ̂ 85 11/ft . 
These same data, except for the circular cross-section, are used to deter-
mine the information shown in Figures Ik and 15. In the latter graphs, 
the rod originally had a diameter of 0.188 inches, "but parallel flats of 
material are considered removed from two sides to give the indicated 
natural frequency ratios. 
r^Jkiyuifuuij^uuiti^usijiiL^iuL j i liIyLJ-JLZ-l-iLJ L. 
64 
CHAPTER VI 
THE EXPERIMENTS 
The purpose of the experiments is to test the validity of the 
foregoing analysis that predicts the inception of nonplanar responses of 
elastic rods. We are interested primarily in whether or not parametrically 
induced nonplanar motions are present and the conditions under which one 
might expect them. With these objectives in mind, the experiments were 
designed to he fundamentally of a.qualitative nature. However, data on 
"both the amplitude and frequency at which the planar response loses its sta-
bility when disturbed in a direction normal to the plane is also presented. 
The device employed to harmonically excite the rod was an All 
American vibration fatigue testing machine, Model 25-VP-T, equipped with 
independent amplitude and frequency controls. The amplitude range for 
this machine is 0 - 0.075 inches and the frequency range is 5 - 100 cycles 
per second. Frequency measurements were taken from a digital recorder 
that received its signal from a capacitance displacement pickup posi-
tioned above the shaker table. Rod response amplitude measurements were 
made using a steel rule supported closely behind the free end of the rod. 
This method proved satisfactory since the amplitudes to be measured were 
large; in fact, the peak-to-peak displacement at the free end was between 
one-half and 6 inches. 
Small electrodynamic vibration exciters of the type currently mar-
keted by MB Electronics are not well suited for exciting nonplanar motions 
in rods such as these. This is particularly true for the case of the 
LUiiBLIO liiiyi JHLiiO 
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transversely excited rod. The moving head of the exciter is not suffici-
ently rigid with respect to torques applied about its longitudinal axis. 
The nonplanar motions which interest us apply just such a torque to the 
shaker head and, since the shaker head is weak with respect to torque 
vectors about its longitudinal axis, the shaker head acts as a vibration 
absorber fox the nonplanar oscillations. The author found it impossible 
to excite the nonplanar motions of the transversely excited rod with the 
electrodynamic exciter. Wo difficulties of this sort were experienced 
with the mechanical fatigue testing machine. 
Similar but not so serious difficulties were experienced with the 
electrodynamic exciter in the case of the axially excited rod.• The rod 
responded in the qualitative manner described in Chapter IV but the re-
sponse amplitudes were diminished due to lack of rigidity of the shaker 
head. Consequently, the mechanical fatigue testing machine was used for 
all the experiments. 
The specimens were made from 0.188 inch diameter steel drill rod 
having a useable length after clamping of 32.9 inches. Some rods were 
used in their original circular cross-section form while others had paral 
lei flats ground on two sides by a surface grinder. All rods were care-
fully selected for initial s'traightness. The rods were rigidly clamped 
by means of shaped blocks to the specimen table of the shaker. 
The Axially Excited Rod 
The testing procedure for rods excited in the axial direction was 
as follows. The exciting frequency was slowly and continuously increased 
along path OLA (refer to Figure J, page 37) until point A was reached. 
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At point A, a vertical amplitude jump to point B occurred. The frequency 
which corresponded to points A and B was measured (ou. ) and the steady-
state x ,x0-plane response amplitude (A ) after the jump to point B was 
1 d B . 
measured. Frequency was further increased (and a corresponding decrease 
in amplitude was witnessed) until the frequency at point D was reached. 
At point D, a vertical amplitude jump and a 90 plane-shift to point E 
was observed. Both the frequency at point D (uk) and the steady-state 
amplitude of the x^x -plane response at point E (An , the amplitude at 
-"-j E 
inc. 
E when frequency is increased) were measured. The exciting frequency was 
then slowly raised until the: x ,x -plane response amplitude decreased to 
zero. The frequency which corresponded to the return to the straight con-
figuration (OIL) was measured at this point. 
Vjr 
The exciting frequency was then slowly lowered along path HG until 
point G was reached; the frequency at G (UL.) for which x , x -plane motions 
IT 1 3 
"began was again recorded. The frequency UL obtained by increasing fre-
\j 
quency was averaged with the frequency û  obtained by decreasing frequency 
cr 
and the average value is recorded in Table 2. The two values were sub-
stantially the same. Frequency was further decreased (and the response 
amplitudes increased) until the frequency which corresponds to point E was 
reached. At point E, a downward amplitude jump to point D with a corre-
sponding 90 plane shift to x,,Xp-plane oscillations was observed. Both 
the amplitude at E (A , the amplitude at E when frequency is decreased) 
nE 
dec. 
and the frequency at E (oO, were measured as was the x,,xp-plane response 
amplitude at D(Ari ). If frequency was decreased still more, the xn,x0-nD ! 2 
plane amplitudes increased until damping caused a downward amplitude jump 
to the original straight configuration. 
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The above data were acquired for four rods, each having a different 
natural frequency ratio. Also, two different values of the base excita-
tion amplitude A were used for each of the four rods. Because of the 
limited frequency range of the testing machine, only the second mode 
could be excited. In Table 2, we present the experimental data for these 
four rods and compare it to the theoretical values of the amplitudes and 
frequencies. Damping was not included in the theoretical calculations 
since it had only a small theoretical effect so long as the response am-
plitude was small (see Appendix D). All amplitudes reported are measured 
at the free end and all are<non-dimensionalized by dividing by the rod 
length, t = 32.9 inches. All frequencies are non-dimensionalized by 
dividing by twice the theoretical natural frequency for the second mode. 
The formulas used to calculate the amplitudes and frequencies tabu-
lated in Table 2 are readily found from the equations in- Chapter IV. They 
are: ' 
(Ao t = 
"B 
c2 2 b 
(from equation (̂ --37)) 
r~ 
(Ap f = (Ao f = 
"E 
inc. 
"E 
dec. 
'̂""1 
L(2r j3) 
;ou, - ou; 
Vb + 2 
L(2) + J3) \<U + <v 
(from equation (4-k$)) 
(Ao f = 
,(2)2 ,„(3)2\ 
Vb 
2\ i 
'o i 
- 21 
L 
42>2 + 4
3 ' 2 
(from equation (̂ --50)) 
(6-D 
(6-2) 
(6-3) 
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2 < -
( 3 ) ) 2 
"A ~ 2 + bJL 
2 ID 
( f rom'equat ion (^-37)) (6-^) 
u£ = o| = 2 ( 4 ^ H" 4 3 ^ ) (from e ( 3 u a t i o n ( ^ 8 ) ) (6"5) 
? 2v ^ / 
OL = —*-±—— (from equat ion ( ^ - 3 8 ) ) . (6-6) 
2 - * 2 A b 
The data in Table 2 indicates that the theory correctly models the 
qualitative response of the rod. However, the theoretical amplitudes are 
in all instances greater than the-experimentally obtained amplitudes. 
The error increases as the amplitudes increase. Of course, a damping . 
term tends to decrease the theoretical amplitudes, but we have shown in 
Appendix D that if it is assumed that damping forces are proportional to 
velocity, the effect only becomes noticeable for much larger amplitudes 
than those with which we are concerned. Possibly a nonlinear damping term 
would allow the theory to more accurately predict the response amplitudes. 
One should observe that the agreement between theory and experiments is 
An Ao 
15 I) better for the amplitude ratios ̂ — and •?— than for the amplitudes them-
Ao Ao 
^E ^E 
selves. inc. inc. 
Note that for the first three cases listed the amplitude Ap (the 
E 
inc. 
amplitude at E when frequency is being increased) is less than Ao for the 
E 
dec. 
experiments. These amplitudes theoretically should be the same provided 
that damping is not present. Also note that UL is greater than ut in the 
experiments; these, too, should be the same provided damping is absent. 
But even if damping proportional to velocity is included in the theory, 
Tahle 2. Comparison of the Experiments With the Theory for the Axially Excited Rod; 
m = n = 2, I = 32.9 inches. 
Parameters 
Source 
of 
Data 
OUA 
A 
42> 
0.985 
0.967 
X 
0.013 
0.033 
4^ 
1.005 
0.993 
E 
inc. 
0.015 
0.02T 
-a)G A2 
E 
dec. 
0.019 
0.027 
"fe 
4 2 ) 
0.97V 
0.993 
X 
0.016 
0.019 
X 
X 
inc. 
O.87 
1.22 
A2 
D 
A2 
E 
inc. 
1.07 
0.70 
24
2) 
1.0^5 
1.020 
A, = 2.28 x 10~3 
42V43 ) = °-973 
Experiments 
Theory 
A^ = 1 .52 X 10~^ 
42V43^ = °-973 
Experiments 
Theory 
0.993 
0.97^ 
0.010 
0.022 
1.007 
0.993 
0.011 
0.023 
1.036 
1.013 
0.016 
0.023 
O.985 
0.993 
0.011 
0.013 
0.91 
O.96 
1.00 
0.57 
L = 2/28 x 10~3 
, i 2 ) /..A 3) _ n Q« C 
UK / Oh = U . 9 4 0 
Experiments 
Theory 
0.929 
0.95^ 
0.015 
0.033 
0.959 
0.987 
0.015 
0.030 
1.000 
1.020 
0,021 
0.030 
0.937 
O.987 
0.013 
0.013 
1.00 
1.10 
O.87 
0.43 
A^ -= 1 .52 X 1 0 " 3 
4 2 ) /4 3 ) =0.9^6 
Experiments 
Theory 
0.935 
0.960 
0.010 
0.022 
(1) 
(1) 
(3) 
(3) 
0.997 
1.013 
0.017 
0.027 
0.9^2 
0.987 
0.002 
(£1 
(31 
i l l 
0.12 
(2) 
A, = 2 . 2 8 X 1 0 ~ 3 
D 
42V43) = °-8^ 
Experiments 
Theory 
0.908 
0.929 
0.016 
0.033 (1). 
(3) 
131 
1.007 
1.020 
0.022 
0.036 
0.928 
0.97V 
0.003 
(2) 
(3) 
(3) 
(3) 
(2) 
(Continued) 
Table 2. Comparison of the Experiments With the Theory for the Axially Excited Rod; 
m = n = 2, £=32.9 inches. (Continuation) 
Parameters 
Source 
of 
Data 
\ 
P (2) 
2 ^ % 
0.010 
0.022 
0 ( 2 ) E 
i n c . 
(3) 
(3) 
\ 
E 
dec. 
0 .017 
0.033 
\ 
P (2) 2u£ 
0. 9^Q 
0.974 
\ 
A 
dB 
V E 
inc . 
L21 
(3) 
A 
V 
E 
i n c . 
(2) 
i£i 
P (2) 
1.000 
1.013 • 
A^ = 1.52 X 10" 3 
4 2 V4 3 ) = °-8^ 
Experiments 
Theory 
0.917 
0.935 
(1) 
(1 ) 
(2) 
(2) 
A\ = 2 . 2 8 X 10~3 
4 2 V4 3 ) = °'861 
Experiments 
Theory 
0.894 
0.909 
0.015 
0.033 
(1) 
(1) 
(3) 
(3) 
1.003 
1.020 . 
0.022 
0.039 
0.926 
1.004 (2) 
(3 ) 
(3) 
(2) 
Ab = 1.52 X 10"
3 
4 2 V4 3 ) = °-861 
Experiments 
Theory 
0.900 
0.916 
0.010 
0.022 m 
(3i 
(3) 
0.997 
1.013 
0.020 
0.037 
~ ~ 1 0 
U.^M-O 
1.004 
(2) 
(2) 
(3) 
(3) 
(2) 
M 
(1) In these cases, the rods were sufficiently detuned so that zone JDK, Figure J, disappeared. 
Hence there is no frequency -which corresponds to point D. See Figure 8. 
(2) No amplitude exists at point D for the reason mentioned in (l). See Figure 8. 
(3) The amplitude at E can not "be reached "by increasing frequency. See Figure 8. 
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the alteration to UL, cuu,, A n and A n is very small for the amount of 
D & E E 
dec. inc. 
damping indicated by the viscous damping hypothesis. Again, a nonlinear 
damping term might cause "better agreement between theory and experiments. 
The fact that UL > cu., and A2 < A2 indicates that the response relations 
JCJ E 
inc. ; dec. 
and the stability boundaries should have the shape indicated in Figure 16 
when damping is included. ., 
Figure 16. Shape of the Response Curves and Stability Boundaries as 
Suggested by the Experimental Data. 
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The Directly Excited Rod 
Since we have shown that the planar response of the directly 
excited rod. can "become unstable with respect to nonplanar disturbances 
even when 
43 ) 
= 1, we extend this set of experiments to include circular 
cross-section rods as well as the rods used for the axial excitation ex-
periments. 
Three rods were tested at various values of B, : one had a circular 
b' 
cross-section, one had parallel flats on its sides and was excited in a 
direction parallel to the flat's, and the third was excited in a direction 
perpendicular to the flats. Data is presented for the cases m = n = 2 
and m = n = 3. It was not possible to excite the first mode since the 
testing machine could not be controlled at very low frequency. Situations 
for which m ^ n were not observed in the laboratory. Figure 1J, (a), (b), 
(c) indicates the general shape of the response curve and the stability 
boundary for the above mentioned cases. 
The testing procedure for this method of excitation was basically 
the same as that outlined for the axially excited rod. The purpose of 
the tests is to determine the region of the A , — J - ^ T - plane for which 
n 2 i } 
plane motion of the rod is unstable with respect to nonplanar disturbances, 
To accomplish this, the amplitude of the planar response and the corres-
ponding frequency at points C and D were measured for rods of the type 
shown in Figure 1J, (b). For rods shown in Figure 17, (c) the amplitudes 
and corresponding frequencies at points D, C, and B were measured. For 
the circular cross-section rods (Figure 17, (a)) only the amplitude and 
frequency at C and the frequency at B could be measured. No measurement 
I ~ iHKTMrt'i 4,'kiU'i"ib ifalJli Mil Ilk. 1 ill! li Lill iiii 
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of the amplitude at B is recorded since point B corresponds to an unstable 
plane motion. 
The comparison of the experimental data with the theory is shown 
in Table 3. Agreement between theoretical and experimental values is 
good for both amplitudes and frequencies. Note that the theory does an 
especially good job of predicting low values of amplitude. ' Damping has 
not been included in the theoretical calculations. 
4 A. 
0.5 
(0 
<c> 2u><3> 
n 
Figure 17. The Response Curves and Stability Zones for the Three 
Transversely Excited Rods Tested. 
[lililiiiliiltM 
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Table 3» Comparison of the Experiments with the Theory for the 
Transversely Excited Rod; m = n = 2 and m = n = 3> 
I = 32.9 inches. 
Parameters 
Source 
of 
DateL 
% 
n 
"fc 
2P) 
n 
! -
A 
nc 
0.013 
0.015 
A 
nD 2J
3) 
n 
B\ = 2 . 2 8 X 10~3 b 
m a n = 2 
4 2 ) /4 3 ) = i-°° 
Experiments 
Theory 
0.471 
0.488 
0.503 
0.504 -
B^ = 1 . 9 0 X 10~3 
m = n = 2 
4 2 ) /4 3 ) = i-°° 
Experiments 
Theory 
0 A 7 1 
0.489 
0.503 
0.504 
- 0 .011 
0.014 -
B, = 1 . 5 2 X 10~3 b 
m = n = 2 
4 2 ) /4 3 ) -1-°° 
Experiments 
Theory 
O.477 
0 .491 
0.503 
0.503 -
0.010 
0.013 
-
B, = l . l 4 X 10~3 
b 
m = n = 2 
4 2 ) / 4 3 ) - 1 - ° ° 
Experiments 
Theory 
0.479 
0.492 
0.503 
0.502 
- 0.010 
0.012 -
Bb » 0.75 X 1 0 '
3 
m =11 s 2 
4 2 ) /4 3 ) = i-°° 
Experiments 
Theory 
0.484 
0.494 
0.500 . 
0.502 -
0.009 
0.010 
-
B\ = 2 . 2 8 X 10" 3 b 
m s n = 3 
4 2 V4 3 ) = 1.00 
Experiments 
Theory 
0.457 
0.484 
0.495 
0.506 
- 0.006 
0.007 -
(Continued) 
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Table 3. Comparison of the Experiments with the Theory for the 
Transversely Excited Rod; m = n =2- and m = n = 3> 
•t s 32.9 inches. (Continuation) 
Parameters 
Source 
of 
Data. 
2 ^ 3 ) 
n 
m c "b 
n 
A 
nC 
0.005 
0.006 
A 
nD 2«P> 
n 
B^ = 1 . 9 0 x 10~3 
m = n = 3 
J^2)/^3\ = 1.00 
Experiments 
Theory 
0.459 
0.486 
0.497 
0.505 
-
B\ = 1 . 5 2 x io~3 
b 
m = n = 3 
u^2)/43) a ^ 
Experiments 
Theory 
0.466 
0.488 
0.496 
0.504 -
0.005 
0.006 -
B, s l . l 4 X 10~3 b 
m a n = 3 
<^ 2 ) / 4 3 ) -1 .00 
Experiments 
Theory 
0.473 
0.490 
0.498 
0.503 -
0.005 
0.005 
-
Bb = 0 . 7 5 X 10"
3 
m = n = 3 
o ^ 2 ) / ^ 3 ) = 1.00 
Experiments 
Theory 
0.478, 
0.492 
0.498 
0.502 
- 0.005 
0.005 
-
B, = 2 . 2 8 x 10" 3 b 
m = n = 2 
(2) (l) 
u£ 7 4 3 0.973 
Experiments 
Theory -
0.498 
0.496 
0.474 
0.485 
0.019 
0.023 
0.009 
0.007 
B, = 1.14 x 10" 3 b 
m = n = 2 
4 2 V 4 3 ) = °-^T3 
Experiments 
Theory -
0.502 
0.504 
0 .481 
0.476 
0.014 
0.020 
0.007 
0.005 
Tahle 3. Comparison of the Experiments with the Theory for the 
Transversely Excited Rod; m = n = 2 and m ~ n «= 3> 
I = 32.9 inches. (Continuation) 
Parameters 
Source 
of 
Data 
2i3) 43) 
0.493 
O.497 
2o) ( 3 ) n 
A 
nc 
0.008 
0.009 
A 
nD 
0.006 
0.005 
B, = 2.28 X 10~3 
h 
. m = n = 3 
G U 3 2 ) / 4 3 )
 = °-9 7 3 
Experiments 
Theory 
0.463 
0.482 
B, = 1 . 1 4 X 10~3 h 
m = n = 3 
4 2 V 4 3 ) = °-9T3 
Experiments 
Theory 
- 0.496 
0.496 
0.476 
0.484 
0.006 
0.008 
0.004 
0.003 
B, a 2 .28 x 10" 3 
h 
m s n s 2 
4 2 ) / 4 3 ) = i-°28 
Experiments 
Theory 
0.466 
0.488 
0.514 
0.515 
0.488 
0.512 
0.008 
0.007 
0.015 
0.009 
B, a 1.14 x 1 0 ' 3 
D 
m = n = 2 
4 2 ) / 4 3 ) - i-°28 
Experiments 
Theory 
0.477 
0.492 
o .5 i4 
0.515 
0.506 
0.5.13 
0.005 
0.004 
0.009 
0.005 
B, = 2 . 2 8 X 10" 3 h 
m = n = 3 
42V<43) - i-°28 
Experiments 
Theory 
0.459 
0.484 
O.506 
O.516 
0A76 
0.510 
0.005 
0.004 
0.003 
0.002 
0.008 
0.005 
B, • 1.14 x 10" 3 
TD 
m = n = 3 
4 2 >/4 3 ) = 1.028 
Experiments 
Theory 
0.468 
0.490 
0.510 
0.515 
0.490 
0.513 
0.005 
0.003 
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CHAPTER VII 
DISCUSSION OF THE RESULTS AND CONCLUSIONS 
A study has been made of the conditions under which planar forced 
vibrations of a long slender" elastic rod "become unstable when disturbed 
in a nonplanar direction. Two specific problems are presented: they are 
the parametrically excited fixed-free rod undergoing planar subharmonic 
oscillations and the transversely forced fixed-free rod responding har-' 
monically in the plane. In both cases we have shown that nonplanar motion 
is parametrically coupled to the plaiiar response under certain circum-
stances. Although only one pair of end conditions has been mentioned, 
other forms of support can be accommodated in a similar manner. 
There is apparently no study in the literature of the stability to 
nonplanar perturbations of a system which is executing parametrically 
induced plane subharmonic vibrations. In this sense, the present study 
of the axially excited rod is unique. ' The transversely excited elastic strin 
analysis as presented by Murthy and Ramakrishna [.15] is similar in many 
respects to our transversely excited elastic rod study. However, it is 
possible in our analysis to generate several quantitatively different re-
sponses by varying the natural frequency ratio for motions in the two 
principal planes. 
Three nonlinear partial differential equation of motion are derived 
and they are reduced to a pair of nonlinear coupled ordinary ones by the 
use of Galerkin's approximate method. We show that a nonlinear approach 
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is necessary to the correct formulation of the problem since the essential 
coupling between planar and nonplanar motions exists only in the nonlinear 
terms of the differential equations. The response equations for plane 
motion are derived and the "variational method" is employed to test the 
stability of the assumed planar response to a small nonplanar disturbance. 
The central issue is the result of the stability analysis. In both 
cases, the analysis shows that there are values of the base excitation 
amplitude and the driving frequency for which the plane subharmonic (in 
the case of the axially excited rod) solution and the plane harmonic (in 
the direct excitation case) solution are unstable when disturbed in a non-
planar manner. 
As the exciting frequency of the axially forced rod is slowly in-
creased from zero, the plane steady-state solution is stable until a crit-
ical frequency value is reached. At this frequency, an upward amplitude 
jump occurs and the plane of the response simultaneously changes by ninety 
degrees. For frequencies higher than the critical value, the plane solu-
tion is stable until the originally straight configuration is reached 
once more. When frequency is decreased, the plane response remains stable 
until the critical frequency is reached; then a downward amplitude jump 
takes place and the response plane,again changes by ninety degrees. For 
lower than critical value frequencies, the plane solution remains stable 
until damping causes a return to the straight configuration. 
Only when the natural frequency ratio is near unity does the ampli-
tude jump and accompanying plane change occur both for increasing and de-
creasing frequency. The effect of increasing the detuning is to cause 
the response curves for plane motion to become more widely separated in 
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frequency. For large enough detuning, the jump from motion in one plane 
to motion in a perpendicular plane is eliminated. We have shown that if 
the detuning is sufficiently large and damping is considered, the two 
perpendicular plane motions can he separated by a region in which the 
straight configuration is stable. 
(2) (3) 
When m = n and uy = co , the planar response is stable over 
the whole frequency range provided that damping, no matter how small, is 
considered. The writer suggests that this, result has application to the 
problem of the vertical excitation of an upright, rigid, right circular 
cylindrical tank filled with a liquid. As mentioned in Chapter I, page 5J 
Dodge, Kana, and Abramson report that their experiments show no. time-
dependent rotation of the plane of the liquid motion, even for large am-
plitude sloshing. They did, however, observe the plane rotation when the 
tank was excited in a transverse direction. These results are similar to 
the ones we have obtained for the axially and transversely excited rods. 
It is conceivable that the plane shift and amplitude jump analogous to 
(2) ( 3) 
that obtained for' the axially excited rod when UL 4S %T could occur 
in an axially excited fluid tank having a nearly circular cross-section 
with unequal major and minor axes. 
(2) (3) ,-•...-. 
We show also that when UL t %, a'whirling motion" of the rod 
can exist only at a single discrete value of the exciting frequency. This 
is tantamount to saying that the "whirling motion" does not occur for the 
axially excited rod since the discrete frequency value can never be pre-
cisely achieved in practice. 
When the rod is driven transversely, the stability analysis leads 
us to the result that there are values of the driving frequency which 
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cause plane motion to be unstable. This holds true even when m = n and 
/ o S / o N (2) (l) 
ur ' • (iv and damping is present. For the ur = ur case, plane motion 
remains stable as frequency is increased from zero until a critical 
frequency is reached. At this frequency an upward amplitude jump occurs 
and the planar response no longer is stable with respect to nonplanar dis-
turbances. Upon increasing frequency further, stable plane motions return 
when' a second critical frequency value is reached. When frequency is de-
creased, plane motions again become unstable when the abovementioned second 
critical frequency is reached. As the frequency is lowered further, plane 
motion remains unstable until a downward amplitude jump due to damping 
takes place and the stable planar response returns. 
The effect of detuning the in-plane and out-of-plane natural fre-
quencies is to shift the zone of instability for plane motion relative to 
the response curves. This effect is shown in Figures lk and 15. The de-
tuning can be large enough to cause the complete disappearance of the non-
planar motion when a small amount of damping is included in the analysis. 
Damping is incorporated in the analysis by inserting a term pro-
portional to velocity into the differential equations.of motion. The 
effect on both problems is to.limit.the otherwise theoretically infinite 
response amplitudes and to decrease the region of planar instability. 
That is, damping has a stabilizing effect for this problem. The above-
mentioned damping model proved inadequate for predicting the planar 
response amplitudes for the axially excited rod. 
The experiments show that the theory qualitatively predicts the 
correct rod response in both cases. However, a significant difference 
-exists between theoretical and experimental amplitudes for the axially 
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excited rod. This discrepancy can not be accounted for "by the addition 
to the theory of a damping term proportional to velocity. The laboratory 
results suggest that a nonlinear damping term might "better the agreement 
"between theory and experiments. For the transversely excited rod, the 
linear damping hypothesis shows good agreement between theoretical and 
experimental amplitudes. Critical frequencies are closely predicted "by 
the theory for both cases. 
It is possible that the use of more than a single term in the 
Galerkin approximation might lead to better agreement with the experiments 
for the axially excited rod. The' higher order approximation, of course, 
leads to a more complicated algebraic system and conclusions would doubt-
lessly be difficult to make. 
82 
APPENDICES 
ilillliiliddllLLLliOiiliiiiMillaiL_:JjL^ iuk l-""l " " ^ ' -"TilVia, ' a n .», 
83 
APPENDIX A 
DERIVATION OF THE SIMPLIFIED CURVATURE EXPRESSION 
AND SIMPLIFICATION OF THE BENDING POTENTIAL ENERGY FORMULA 
In the first part of this appendix, the procedure for converting 
the curvature expression in Eulerian or spatial coordinates to an approx-
imate formula using Lagrangian or material coordinates is shown. The 
Eulerian curvature expression (using the summation convention) is 
2 2 
r5x,(s,t) d-x̂ (s,t)-gr 
n(s,t) = j " 1' ' 1 ' -T , i =1,2,3 • (A-l) 
We begin by changing the independent variables from the coordinates 
of the deformed configuration (s,t) to the coordinates of the undeformed 
configuration (S,t). The chain rule shows that 
and 
&x. dx. _ 
l _ i _as 
as •"" as as ' 
d2x. .2 dx. 
i _ 5 s - I 
as' as
2 *s 
+ 
* \2 ^ x-
bs\ i 
as/ " 2 as 
After some algebraic manipulation,;the latter two equations yield 
ax, * x-1 Sx. 
a s \ i 
as as 
(A-2) 
a2x. 
as 
. x-2 a
2x. as\ i 
as as' 
. N-3 ,2 ax. as^ a s i 
as as 2 as ' 
i = 1,2,3. (A-3) 
vru7 t'Hiii;,rUifeii:-"i'ii#iiiii Jiiiill: flillii" ''Ml I'll 
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>2 
The quantities —5 and — ^ can "be calculated from the definition of 
3S bS2 
extensional strain 
«(S,t) » i ^ | £ . (A4) 
dS 
Definition (A-4) gives 
j^ 
as 
Hence, 
1 
= [1 + 2e(S,t)P .. (A-5) 
£•§"=|| [1 +2e(S,t)]-2 . • (A-6) 
as^ 0D 
Using equations (A-5) and (A-6) in equations (A-2) and (A-3), we 
find that 
dx i_ dx 
and 
2 2 
— ^ - [1 + 2e(S,t)r1 — ^ - [1 + 2«(S,t)]"2 || - ^ . (A-7) 
os oS 
The coordinates x , Xg, x~ can "be changed to displacement components 
by noting that 
> 
x (S,t) = S + u(S,t)| 
1' 
x2(S,t) * v(S,'t) j
; (A-8) 
j 
x (S,t) = w(S,t) . j 
Furthermore, it can "be shown that the expression for e(S,t) in terms of 
displacement components is [2.4]. 
e(S,t) a u'- + i(v» + v - + u» ) . (A-9) 
The final result is obtained by differentiating equation (A-8) and (A-9) 
a suitable number of times and by substituting the results, along-with 
equation (A-7)> into equation (A-l). The resulting curvature expression 
in terms of displacement components with S as an independent variable is 
,2. .2 .2.-2! 2 2 2 n(s,t) = [(l+u«) +v -̂ ' ] h[(l-hi') +v»'"+w >" 
• ^ ^ [(Hii')2+V2+tf'2]j- + |[(l-Hl02+V^2+w»2>" 
- ^ - - ^ [(nu<)2+v<2+w<2]j2 + | [ ( H u ' ) 2 + V 2 + v ' 2 > » 
V 3 r/n , . . . ' \2 . .2 . .2n'i2""| " T ^ [(l-Hl') + V ' ^ ^ - ] f J . 
An alternate form for equation (A-10) is 
n(S,t) = (l+2s)"2|[(l+2e)u" - ̂ r
1 ^ (142S)_ 
+ [(l+2e)v» - ̂ ^ (l+2e)_ 
J? i 
+ ((H2«)v" - ~ ^ (l+2e)Jj2 . 
(A-10) 
(A-ll) 
In the second.part of this appendix, we present the steps which 
allow the bending potential energy expression 
Vb(t) = | I Ey^tJ^S.tJdS ' (A-12) 
T 
to be approximated by 
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Vb(t) = | J
1 ;E[l3v"
2(S,t) + I2v"
2(S,t)]dS . (A-13) 
Figure l8 defines the angle I|J and shows the location of the "bending axis T], 
Making use of the fact, that Xo anc^ X^ a r e principal axes of iner-
tia, the well-known.transformation equation for moments of inertia is 
lJS,t) = I2 sin
2i|f(S,t) + 1^ cos2\|f(S,t) . (A-l4) 
Now angle \J/(S,t) can be determined by taking the dot product of the unit 
vector j at point S with the unit normal vector n at point S. The unit 
tangent vector t in Eulerian coordinates is 
dx dx dx? 
• lmTf'i + a r J + i n r k > (A-x5) 
and the unit normal vector n is 
2 2 2 
n = r I! = r (—# * + — # 3 + — T k) . (A-16) H 3s H \ ,. 2 . 2 .̂  u. 
ds os ds 
Hence, 
- - 1 d x2 
cos \|f = n-j a - — — . (A-17) 
as 
By using equations (A-8) and (A-9) in the second of equations (A-3), 
it can be shown that 
32x -, 
— •§• = (l+2s)"2[(l^)v*' - V §§] . (A-18) 
ds . 
Therefore, 
cos t = ̂  (l+2e)~
2[(l+2e)v" - V ||J , (A-19) 
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X. 
fc, center of curvature 
Figure 18. Location of Angle J and Axis T\. 
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and the curvature K is given by equation (A-ll). 
In order to simplify equation (A-19), we make use of the same 
approximations which where used in Chapter II to simplify the curvature 
formula. These are 
|e(S,t)|«| 
*«(s,t) ̂  0 \ 
as ( 
for O ^ S U and t £ 0 . 
|u'(S,t)|«± 
(A-20) 
i 
The first and second of equations (A-20) reduce equation (A-19) to 
cos w = — 
Y H 
Making use of the simplified curvature expression from Chapter II, we find 
V cos \|r i — . 
(vM +w" ) 2 
(A-21) 
The approximate bending potential energy formula can now he deter-
mined "by applying equation (A-21) to equation (A-l4) and the result to 
equation (A-12). The formula is 
I 
V,(t). *|J E[I2w" (S,t) +Iv«'(S,t)]dS . (A-22) 
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APPENDIX B 
VALUES OF THE INTEGRALS WHICH RESULT 
FROM APPLYING THE GALERKIN METHOD 
The following integrals appear in the text in Chapter III, page IT 
and are evaluated using the integrals calculated by Young and Felgar [25]: 
1 P 
a = M J X.(S)dS = Ml (B-l) 
o J 
r.1) = f [Ei.x.CsjxvCsJds , 
.1 J 1 .1 ' 1 v ' 
I • ' i=2, jam 
-. , , , - or 
J J i»3,. jsti 
= EI.M- (B-2) 
£ 
Y, - J [MX (S)X'(S) - M(^S)X (S)X»(S)]dS , j*n,n 
3 ° 0 J J J J 
= 2M - | M̂ cp fl .(2-cp R ̂ ) . (B-3) 
The following integrals are calculated "by numerical integration 
(Simpson's.Rule) on the digital computer. Some results are tabulated in 
Tables k and 5. 
l^ s 
Aij = I [MJ X'2(§)d§jxi(S)Xj(S)dS 
If I 2 
- J |Mj [X- (Tl)dT]]d^X:L(s)X-(S)dS , jam,!! . (B-4) 
o s J 
6 = / TM/ xi2(s)aejx (s)x:(s)ds 
o Q- 0 J -I J J 
-tr V § 
o s o 
It is convenient to form the dimensionless numbers 
6 I 
n 
mn 
a 
A I 
mn  
a 
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" l{Kl[l xj2(^)^Jd§}x.(S)X^(S)dS , jBm,n . (B-5) 
n J 
and tabulate these rather than 6 and A . 
n mn 
Table' k . Values of b and c . 
n n 
Table 5. Values of c 
mn 
n b n c n 
1 
2 
3 
6.28 
3^.6 
99-8 
k.6o 
1^5 
' 998 
b = 
ky I n 
m n c mn 
1 
1 
2 
2 
3 
3 
25.2 
66.7 
369 
n or 
A I 
_- mn 
'mn ex 
I 
111 
6 £ n 
n a 
Note: I t can be shown t h a t c = c . 
mn nm 
i l f f lLUOli l to^ jDZCiLijiiiiJiJiaati 
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APPENDIX C 
A SUMMARY OF THE RITZ AVERAGING METHOD 
The Ritz averaging method is identical to the Galerkin method. 
However, the latter is most generally used to solve static "boundary value 
problems or, if the problem is represented by a partial differential 
equation with time and space as independent variables, it is used on only 
the space variable. The Ritz averaging method is used to determine an 
approximate solution for steady-state vibration problems. Both methods 
are useful for obtaining approximate quantitative information about prob-
lems governed by nonlinear differential equations. 
Suppose the differential equation is 
N[q'(t)] = 0 , (C-l) 
where N is a differential operator (not necessarily linear), t is the 
independent variable^ and q is the dependent'variable for which an approx-
imate solution is sought. According to the Ritz averaging method, a set 
(not necessarily orthogonal) of coordinate functions ty.(t) is selected 
and the approximate solution q(t) is represented by a linear combination 
of a finite number of these coordinate functions. That is 
n 
q(t) = £ a1i|ri(t) . (0-2) 
1=1 
The constants a. are determined from the following set of algebraic equa-
tions: 
92 
1 
/ N[q(t)]l.(t)dt = 0 , i = 1, 2, ...., n . (C-3) 
t 
o 
The integration (or averaging) is usually taken over one period of the 
oscillation. 
In this thesis, only one term approximations are used. Since our 
problem is close to a linear problem, we select an approximation of the 
form q(t) = A cos (t-9), where A and 0 are constants to "be determined. 
An equivalent form for this approximation (and the one which is actually 
used) is 
q(t) = B cos t + C sin t , (c-M 
where B and C are the constants to be determined. 
Using the Ritz .averaging conditions (C-3), we find the following: 
2rr 
J N[q(t)]cos t dt = 0 
(C-5) 
2TT 
/• N[q(t)]sin t dt = 0 . 
These furnish two algebraic equations (which may be nonlinear and coupled) 
for the determination of B and C. 
An advantage of both the Ritz averaging method and the Galerkin 
method is that is is only necessary to know the differential equation; one 
need not know a corresponding variational expression as is required in the 
Rayleigh-Ritz method. A more complete discussion of the Ritz averaging 
method and related methods is given by Klotter [27]. The reader is also 
referred to a comprehensive discussion by Finlayson and Scriven [31]. 
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APPENDIX D 
ADDITION OF DAMPING 
Our purpose in this appendix is to indicate the qualitative effect 
of damping on the response curves and the stability zones for nonplanar 
disturbances. That we must limit our attention only to qualitative damp-
ing effects is dictated by the fact that there is currently no direct 
systematic method by which the complex subject of energy dissipation in 
engineering structures can be studied. 
There are at least three different sources of damping effects in 
this rod problem. There is the dissipation of energy due to internal 
friction, the resistance imparted by the surrounding air to the motion of 
the rod through it, and the external loss of energy due to relative motion 
between the rod and its support system. In short, a meaningful mathemati-
cal model of damping for this system is difficult to construct. However, 
some particular trends can be found by adding certain suitable terms to 
the equations of motion for the undamped problem and then by making adjust 
ments based on experimental data to these terms so that the theoretical 
result shows acceptable agreement with the experiments. We proceed with 
this indirect method. 
The Axially Excited Rod 
Assume that damping forces,are directly proportional to velocity. 
Then the equations of motion for the axially excited rod (equations (3-^) 
and (3-5)) take the form 
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•• • (1) P 
orT0 + 2e T0 + ( 3
v o ; + y A, ' cu cosojt)T0 2n n 2n N n n b 2n 
+ 6 T_ (T c T0 + T
2 ) + A T0 (T_ T0 + T
2 ) = 0 n 2n 2n 2n 2n nm 2n 3m 3m 3m (D-D 
(2) 2 
QT 0 + 2e T0 + (3
V ; + y A^ to cosujt)T0 3m m 3m m m D 3m 
+ 6 T_ (T_ T_ + T2 ) + A T_ (T0 T_ + T
2 ) = 0 . m 3m 3m 3m 3m mn 3n 2n 2n 2rr 
Introducing dimensionless time T = -zr and set t ing T_ ( T ) 
2 ° 3mN ' 
equation which governs the planar response of the rod: 
ê M^ ky A. N 
T" + _ n T, + (_* __.n_b \ 
2n acu 2n \ 2 a / 2n 
acu 
(D-2) 
0 gives the 
+ — Tc (T0 T" + T:2) = 0 . a 2n 2n 2n 2n (D-3) 
We introduce the previously used dimensionless quantities along with the 
dimensionless number 
f he 
n _ n 
GU ~" CYtt) 
(D-4) 
to get 
T" + -^ T: + 
2n ou 2n 
IH .(3)̂ 2 
ou 
+ b A, cos 2T 
"n b '2n 
+ c T„ (T0 T" + T'
2) = 0 . n 2nv 2n 2n 2n' (D-5) 
The Ritz averaging method, using the solution form (^-1), gives the 
algebraic equations of the damped planar response: 
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r2 JH
3)f 
! A - — i o — ~ 
; n c \ 2 
n \ 
- 1 -
5A 
0) 
2f 
An + — - A0 = 0 In c a) 2n n 
(D-6) 
Of ^ 
_ S j t + !A2 - • £ -
c a) In i n c 
n i n 
/ ^J 3 ) ) 2 -fcJLV 
n / ., n hi 
^ - . L i - —:=;—i \ » /J 
^ n = = 0 . (D-7) 
Elimination of A and Ap from equations (D-6) and (D-7) shows that the 
amplitude-frequency relation is 
CD 
WT 
klc A2 
1 n n 
f 2 -
f2 \ 
n 
( 2 
( 3 ) \ 2 
2 A ^ 
c A 
n n 
+ k c A 2 
n n + 4 
2-2 
+ - ^ 
4 
c^A" + kc A2 + k - "b2A? 
cu 
(̂ 3TW 
= o . (D-8) 
n n n 
For small values of 
ft V 
v2u) 
V n 
7-rr I and for small values of A , the effect 
(3) / n' . • 
of damping on the response" curves is small if handled in the above manner. 
P 
To see that this is true, we solve equation (D-8) for -;—{ o\\o anc3- finc3-
(2% that . \ Ti 
0) 
7JW 
n / 
2(c A2 + 2 
n n i^p'fe^,, 
! 2P+ ^ ~ ^ ~ ^D~9' 
"n 
IW 
c'Â  + ta A2 + k - h2A2 
n n n n n h 
For the rods used in this study, the dimensionless parameters are in the 
ranges 
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f \
2 
10 J <, 137 \ < io 
-4 
* y 
0 i c A2 < 1 
n n 
10"2 < ( b l ) 2 < 10"1 N n V 
Then, by referring to the numerator of the right-hand side of equation 
(D-9); one sees that damping has little effect on the response provided 
the parameters are in the intervals listed above. 
For large values of A , damping has an important qualitative effect 
on the response relation (D-8); it causes the two formerly, separate 
branches to become joined at high values of A . The branches become 
° ° n 
joined when the discriminant of quadratic equation (D-8) is.zero. That 
is, the branches come together when 
A 2 = X 
n 2c 
n 
#S« 
f V 
"(IT 
2irj 
\ - 2 
2-, 
(D-10) 
Therefore, linear viscous damping has little qualitative or quantitative 
effect on the response curves until A becomes large enough to be near 
the value given by equation (D-10). Equation (D-8) is shown in Figure 19. 
Because the linear damping term has such a negligible effect on . 
, f \2 
the response curves for small values of A and n 
•t m 
and because the 
plane shift described in Chapter IV occurs for relatively low values of 
'lhininiiU:l!.il;lL:!;lBi!.i,li:!'
:ilSll ZlLJuiiiJuiiJlJi—li.ltl-fl-
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Figure 19. Effect of Damping on the Response Curves for 
Excited Rod. 
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(2) 
%. 
A when —ToT is near unity, we do not include the damping term in the 
response equation. That is, we only include the effect of damping, on the 
zones for which plane motion is unstable with respect to nonplanar dis-
turbances. 
To determine the equation of the boundaries of the instability 
zone, we follow Bolotin [10], Chapter 2, §8 and §9« T^e result of apply-
ing an analysis for stability of the planar response to nonplanar pertur-
bations (see equation (4-24)) is 
f 
x0 (T) + — x' (T) 
f (2)s\2 
+ 
(2ouv n 
X m
0
 ; + (b A, - c A^)cos 2T 
2 x m D mn nJ x3m(T) = 0 (D-ll) 
where x_ (T) is a small disturbance in the x -direction. As is known 
3m' 3 
from the theory of the Mathieu equation, solutions which correspond to 
4TT points on the principal stability boundary have period — , so we seek a 
solution to equation (D-ll) in the form 
x~ (T) = 2, (ak sin kT + \ cos k T) • (D-12) 
k=l,3,5,... 
Substituting this into equation (D-ll) and equating coefficients' ; 
of like terms in sin kT and cos k,T,. we obtain an infinite system -of- hom6-
geneous linear algebraic equations for the determination of the a, and b; . 
' ;;• '" k , k 
By setting the determinant of the coefficient matrix equal to zero, one 
finds an infinite determinant which describes the boundary. By keeping 
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only the k = 1 term we find that the boundary equations are approximated 
!$?•[*^7(*A- ->a• & T <i-i3> 
where A is the logarithmic decrement defined "by 
A i ,
 Tan f T ) 
dm' 
T is the period of the steady state response. 
In the elementary theory of vibrations, one shows that the logarith-
mic decrement A is related to the damping constant 2e approximately by 
2rre 
An=-07- (D-14) 
n 
A graph of equation (D-13), with A =0.02 and the other physical parame-
ters given in Chapter IV is shown in Figure? 20. 
It is now apparent that the effect of damping is to shrink the 
regions of instability. There is, however, no fundamental qualitative 
difference in the manner in which the axially excited rod responds (except 
for the joining of the two branches of the response curve). The discus-
sion in Chapter IV of how the rod reacts to increasing and decreasing 
excitation frequencies is still valid with damping included. 
As a final observation on the effect of damping on the axially ex-
cited rod, we note that damping is responsible for causing the special 
(S) (2) 
case m = n, cu ' = ur to execute stable plane motion for all values of ou. 
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Figure '20 Effect of Damping on the Instability Region for the 
Axially Excited Rod. 
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This can "be attributed to the fact that damping shrinks the size of, the 
instability zones so that the response curves now lie entirely within 
the region which is stable with respect to nonplanar disturbances. The 
response curves and stability boundaries for this special case are shown 
in Figure 21. 
We reemphasize that this mathematical model of damping which assumes 
that damping forces are proportional to velocity is useful only for de-
termining qualitative trends in the case of the axially excited rod. It 
is inadequate for predicting the amplitude of the response for a given 
frequency; it is especially inaccurate when amplitudes are large. Equa-
tion (D-IO), for example, gives far greater values for the maximum response 
amplitude than can be obtained in the laboratory. 
Evidence of the inadequacy of the linear damping model is that the 
logarithmic decrement when calculated by the formula 
A - l l , ^ ( T ) An _ T T 0 (T+T) 
2m 
proved to increase strongly with amplitude using data taken during the 
experimental phase of this research. 
The Directly Excited Rod 
The analysis for this case proceeds along the same lines as.dis-
cussed for the axially excited rod. The damped equations of motion are 
(see equations (5-6) and (5-7)): 
air, + 2 s i + 3 ^ T 0 + 6 (T0 T0 vtfz )Tn + A (T. T0 •&: )T0 2n n 2n n 2n nv 2n 2n 2n 2n nnr 3m 3m 3m' 3m 
2 
• 2u> MB, cp 
a _ cos (jjt (D-15) 
3n 
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Figure 21. Effect of Damping on the Instability Region for the 
Axially Excited Rod When m — n and uo. 
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0fTo + 2e T~ + 0
V T0 + 6 (T0 T Q -HT0 )T_ 3m m 3m m 3m m 3m 3m 3m' 3m 
mn 2n 2n 2n 3m 
(D-16) 
The Ritz averaging method using the assumed solution 
T0 (T) = A, sin 2T + A0 cos 2T 2n v ' In 2n 
T_ (T) = 0 
3mv 
shovs that 
2cu 
/3)y 
n J 
uu 
1+ - 2c A2 
n n A In 
2f 
- ^ A . = 0 
ou dn (D-17) 
2f 
n A, + 
U) In 
2u) (3) ,2 
- 2j -
U) 
-2 
2c A 
n n 
A 
8B,cp 
bTn 
2n 0 <t n 
(D-18) 
- - - 2 - 2 -2 
Solving these for An and An and using the fact that A = An +A^ , 
In 2n to n In 2n 
we find the response curve for plane motion in the x_,Xp-plane is given "by 
o 6 . , rk- -O ^ ^ ..> 
L°nAn + 4CnAn + ^An V ^ l J J T^JW 
- r 
n: 
•c A + 2 -
n n 
f 
n  
IT)\2 H3)T\ 
m 1 j2 
/-„...(3)V + % An • ° • H37 
(D-19) 
It is worth noting that this equation is quite similar to the one found 
"by Anand [33] in his analysis of the nonlinear string excited in trans-
verse direction with viscous damping included. 
Again we note that for small damping values and low response ./..•ft'" 
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amplitudes, the effect of damping on the response curves is small when 
it is assumed that the effect of damping is proportional to velocity. 
JIW 
2 
This becomes evident when equation (D-19) i-s solved for 
cu 
2cu 
n 
«37 
(D-20) 
For our study of the stability of the planar response, the dimensionless 
parameters have values in the ranges 
-5 fn -k 
10 K7^f<i0 
\ n J 
-2 0 ^ A < 3 X 10 ( fo r t r a n s i t i o n i n t o the i n s t a b i l i t y zone) 
-7 > V n \ 2 -6 
2 X 10 ' < ( - g ^ J < 3 X 10 . en 
For these values, the effect of damping on the response curves is slight; 
this can be seen from the numerator of the right-hand side of equation 
(D-20). 
For larger values of A , both the quantitative and qualitative 
effect of damping becomes significant. In fact, by setting the discrimi-
nant of equation (D-19) equal to zero, we see as before that the two 
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response curve "branches join when the amplitude takes on the value 
A2 
n n 
1 + W T 
1 + c 
(2u/3))2 AB.cp 
\ n / / bTn 
n 2f 3 £ n 
n 
2 ( 2 ^ 2 
1 " 
f2 \ 
(D-21) 
For the values of B used in the experiments, the response amplitudes are 
well "below this peak value, hence damping has little effect on the respon 
curves in our zone of interest. With this in mind, we have neglected 
damping from the portion of the analysis involving the response relation 
and have considered only its effect on the stability "boundaries. 
For the directly excited rod, the assumption that damping forces 
are proportional to velocity gives much closer quantitative agreement 
"between theory and experiments than does the same assumption for the 
axially excited rod. In fact, response relation (D-20) models the actual 
laboratory data reasonably well even for large values of A . Further-
more, the maximum amplitude predicted by equation (D-21) is only about 
50% higher than the experimental maximum amplitude. Wo attempt was made 
to gain better agreement between theoretical response amplitudes and ex-
perimental response amplitudes for either the axially or directly excited 
rods since it is not our objective in this study to verify the response 
relations; our purpose here is to predict the stability of the planar 
response to nonplanar perturbations.: 
A procedure identical with the previously outlined one shows that 
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the equations for the s t a b i l i t y "boundaries are given by 
I W 1,,',. i „ 2 ^ • (D } ( 2 u / 2 > ) 2 < l - ^ c 2 A 4 ) 
\ m / \ 4 mn n/ 
Figure 12 of Chapter V is repeated with this altered stability zone taken 
into account in Figure 22. Once again note that no new qualitative in-
formation appears and the discussion of the rod response given in Chapter 
V holds equally well for the damped case. One should observe however, 
(o) (o) 
that as the detuning increases (that is, when or '/or ' is not near 
unity) the presence of damping can cause the complete disappearance of 
the planar instability phenomenon. A situation of this kind is shown in 
Figure 23. 
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Figure 22. Effect of Damping on the I n s t a b i l i t y Region for the 
Transverse ly Exci ted Rod. 
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Figure 23. The Combined Effect of Large Detuning and Damping On the 
Instability Region for the Transversely Excited Rod. 
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