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Abstract—Today, the majority of semiconductor fabrication 
plants (fabs) conduct equipment preventive maintenance based 
on statistically-derived time- or wafer-count-based intervals. 
While these practices have had relative success in managing 
equipment availability and product yield, the cost, both in time 
and materials, remains high. Condition-based maintenance 
(CBM) has been successfully adopted in several industries, where 
costs associated with equipment downtime range from potential 
loss of life to unacceptable affects to companies’ bottom lines. In 
this paper, we present a method for the monitoring of complex 
systems in the presence of multiple operating regimes. In 
addition, the new representation of degradation processes will be 
used to define an optimization procedure that facilitates 
concurrent maintenance and operational decision-making in a 
manufacturing system. This decision-making procedure 
metaheuristically maximizes a customizable cost function that 
reflects the benefits of production uptime, and the losses incurred 
due to deficient quality and downtime. The new degradation 
monitoring method is illustrated through the monitoring of a 
deposition tool operating over a prolonged period of time in a 
major fab, while the operational decision-making is 
demonstrated using simulated operation of a generic cluster tool. 
Keywords- Condition Monitoring, Condition-Based Maintenance; 
Preventive Maintenance; Semiconductor Manufacturing 
I.  INTRODUCTION 
Condition-based maintenance (CBM) has been 
implemented in a wide variety of industries that once relied on 
time- or cycle-based preventive maintenance. This is 
especially true in capital equipment, where return on 
investment (ROI) is easily justified by the costs associated 
with equipment downtime and replacement parts. 
Semiconductor manufacturing equipment represents the 
most significant capital outlay for both memory and logic 
fabrication plants. Cost of Ownership (COO) models suggest 
that in addition to consumables, preventive and corrective 
maintenance costs are significant contributors to the operating 
expenses of semiconductor fabs. In practice, most 
semiconductor process equipment is maintained using 
schedules that are time-, cycle- or wafer-based. These 
schedules are generated by the capital equipment design 
engineers and then further refined by a statistics-based 
analysis of actual equipment performance. Once established, 
these preventive maintenance schedules are performed 
routinely, with associated equipment down times as the 
equipment is taken off-line for maintenance. 
Adoption of CBM in semiconductor process equipment has 
been impeded by several factors; 1) A lack of reliable means 
of predicting performance degradation of complex processes, 
using available sensor information and 2) The fact that many 
equipment types have different process applications and 
associated process operating regimes. (i.e. most commercial 
PECVD process tools can run a host of dielectric film types 
and thicknesses.) 
Trends in the macro-economic factors of the semiconductor 
industry warrant investigating all potential technologies that 
offer reductions in operating costs and improved equipment 
ROI. Specific studies in the implementation of CBM methods 
in semiconductor fabrication have suggested that significant 
improvements to a number of operational metrics can be 
achieved. For example, CBM can lead to cycle time reductions 
and equipment availability increases that can yield wafer cost 
reductions of approximately 2.5% Error! Reference source 
not found.. 
This paper offers some key research results that illustrate 
the feasibility and potential benefits of using the CBM 
paradigm in semiconductor manufacturing. Firstly, a novel 
method for modeling and monitoring of degradation dynamics 
of a complex semiconductor manufacturing tool will be 
presented. In addition, this new degradation modeling 
framework will be used to define a system-level operational 
decision-making approach that coordinates maintenance 
events and production schedules in a way that maximizes the 
cost-effectiveness of manufacturing and maintenance 
operations. 
The remainder of this paper is organized as follows. Section 
II offers a brief review of CBM state of the art in 
semiconductor manufacturing and points to some key 
challenges. Section III describes a new method for modeling 
and monitoring of the degradation of a complex system 
operating under variable operating conditions and gives results 
of applying this new method to a deposition tool operating in a 
major fab. The degradation process model described in 
Section III is used in Section IV to define an operational 
decision-making method that coordinates production 
operations and maintenance interventions in a manufacturing 
 
 
Figure 1: Illustration of the general concept of CBM.
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Figure 2: Equipment condition as a function of its physical 
characteristics and underlying usage patterns. 
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system. Finally, Section V offers conclusions, and outlines 
possible directions for future work. 
II. CONDITION BASED MAINTENANCE IN SEMICONDUCTOR 
MANUFACTURING 
Condition-based maintenance (CBM) can be seen as a 
transformation of the raw data related to equipment health and 
performance into actionable information about equipment 
health, and, further, into the decisions that need to be made 
with respect to that equipment [2]. An illustration of this 
concept can be seen in Fig.1. 
Raw data related to the health of any piece of equipment is 
obtained from the readings of sensors mounted on that 
equipment. Often, situations exist where sensor readings are 
augmented with historical knowledge about equipment 
behavior, with an engineering model of phenomena occurring 
in the equipment, or with human expertise. Based on these 
sources of information, features relevant to equipment health 
are extracted from sensor readings through various forms of 
sensory signal processing and feature extraction. These 
features form behavior models of equipment in different health 
states (normal behavior, and different faulty behavior modes). 
Those models may be in various forms, including a statistical 
form (distributions of sensory signatures under normal or 
various faulty conditions), a dynamic model (differential 
equations describing various health states of the equipment), 
and others. Based on the models of normal and current 
equipment behavior, an equipment health assessment can be 
accomplished by quantitatively expressing the proximity of the 
currently observed system behavior to the model describing its 
normal health state. Similarly, the presence or absence of any 
fault can be diagnosed through proximity of the currently 
observed equipment behavior to the behavioral model 
corresponding to a specific fault. Finally, the temporal and 
spatial dynamics of signatures extracted from sensor readings 
can be captured and extrapolated to predict their behavior in the 
future, and thus predict likelihoods of various behavioral 
modes for the equipment. 
The concept of CBM has received significant attention, 
especially in the case of sophisticated, expensive, and safety 
critical systems, such as manufacturing equipment [3], 
computer networks [4], automotive applications [5][6] and 
aircraft engines [7]Error! Reference source not found.. In 
spite of the size and high-tech nature of the semiconductor 
manufacturing field, the CBM paradigm has not yet gained 
ground in this field. 
The reasons for this lag should be sought in the very nature 
of the semiconductor manufacturing processes and processing 
equipment. Firstly, unlike the situations that can be seen in 
other areas, semiconductor machines and processes are 
quintessential multi-physics processes, for which exact 
physical models are not fully understood and for which 
significant historical and observational experiences may not 
exist. In addition, as illustrated in Fig. 2, the condition of any 
system is a function of its physics and the way in which the 
system is used. Unlike semiconductor manufacturing, in all 
other areas where CBM has been more extensively adopted, 
one can find more consistency in the way monitored systems 
are used. This consistency leads to similar fault patterns, 
consistent fault implications on the product, and similar 
equipment downtime consequences on the system. Thus, the 
physics of the monitored phenomenon is the main factor 
determining the system condition, and good understanding of 
those physics leads to successful CBM implementations. The 
inherent flexibility and technology integration in the 
semiconductor manufacturing area means that even within the 
same organization, processing tools can be utilized very 
differently, with different downtime consequences for different 
uses. That, coupled with the complex nature of the underlying 
physics of semiconductor manufacturing equipment and 
processes, means that it is virtually impossible to simply 
transplant the existing CBM solutions from other areas. 
Significant research into new advanced diagnostic, prognostic 
and decision-making methodologies is needed. 
The methods and results presented in this paper address 
some of the key challenges outlined above. We will describe a 
method for modeling and monitoring of degradation dynamics 
in cases where equipment physics are too complex to allow 
observability of the degradation process and when variable 
operating modes of the monitored system cause degradation 
dynamics to significantly vary over time. This new modeling 
framework will then be used to define a decision-making 
procedure in which preventive maintenance events and 
production sequencing are jointly optimized, leading to 
significant cost benefits in terms of manufacturing system 
operations. 
 Figure 3: Illustration of degradation modeling based on the concept of interconnected, operating regime-specific Hidden Markov Models 
(HMMs) of equipment degradation. 
  
III. OPERATING MODE DEPENDENT DEGRADATION 
MODELING AND MONITORING 
A. Methods 
One of the main challenges in CBM is the development of a 
quantitative description of the relationship between the 
equipment condition and the sensor readings. In a great 
majority of the relevant literature, the condition of the 
monitored system is related to sensor readings, such as 
accelerations, acoustic signals, forces and torques, via various 
signal processing and feature extraction methods [2]. Implicit 
in such work is an assumption that the sensor features 
themselves are direct indications of the state of health. 
However, in highly complex engineering systems, such as 
semiconductor manufacturing equipment, engines, batteries, or 
other systems of interacting dynamic subsystems, it is not 
possible to firmly relate the machine condition with the 
available sensor readings. In these cases, either there are not 
enough sensor readings to establish a firm (deterministic) 
connection between the two, or the number of phenomena that 
influence the system condition is too large, making the relation 
between the sensor readings and the condition of the 
monitored system intractable. In such cases, one must 
acknowledge that the true machine condition is abstract and 
cannot be directly observed, but that it can be inferred from 
the available sensor readings. This inference must be made 
based on a stochastic relationship that exists between the 
sensor readings and the true machine condition. 
Besides the complexity of the relationship between the 
observable signals and the abstract equipment condition, 
another major challenge in today’s CBM research community 
is the dependency of the degradation processes on the patterns 
of usage of the monitored system. Namely, machines may be 
subjected to different operating regimes due to variations in 
control signals or environmental influences, e.g. freeway vs. 
city driving for an automobile, or deposition of different film 
chemistries or thicknesses in a semiconductor deposition 
process. The dynamics of the equipment condition degradation 
can be highly dependent on the operating regime history of 
that machine. Modeling of operating regime-dependent 
degradation dynamics is one of the major challenges in CBM 
today [9]. 
Recently, the authors have developed a new scheme in 
order to tackle the problem of describing equipment condition 
and modeling of the dependency of degradation dynamics on 
the operating regimes of the monitored system. The new 
method models the degradation process through a collection of 
operating regime-specific Hidden Markov Models (HMMs) 
[10][11]. In this context, the possible equipment conditions are 
hidden states that are stochastically related to the observable 
variables representing the available sensor readings. The 
stochastic model relating observable variables (sensor 
readings) with the hidden states (equipment conditions), as 
well as the hidden state dynamics, are considered operating 
regime dependent, which enables operating regime-specific 
degradation modeling. 
Fig. 3 illustrates the new concept of degradation modeling, 
where interconnected HMMs model the observations and the 
dynamics of degradation processes corresponding to various 
operations executed on the monitored system. Following the 
continuity of degradation, each of the underlying HMMs is 
made to be unidirectional (indicating that without 
maintenance, the condition of the monitored system 
continually progresses towards increasingly degraded states), 
and probability distributions of hidden states at the end of one 
operation becomes the initial state probability distribution for 
the next operation. In the remainder of this section, we will 
briefly describe the methods for identifying operating regime-
specific HMMs of equipment degradation from normal 
operational data, where multiple operations are executed on 
the monitored system in between two maintenance events. In 
addition, a method for monitoring system performance based 
on the operating regime-specific degradation HMMs will also 
be presented. More details about the identification of operating 
regime-specific HMMs and monitoring of system performance 
based on HMMs of system degradation can be found in [11]. 
Let qt  {s1, s2,..., sN } denote the hidden (degradation) state 
at time t  {0,1,2,...}  and let 
r :{0,1, 2,...} {1, 2,..., R} 
be a known function describing the operating regime at any 
given time t  {0,1, 2,...} . Also, if the system operates in 
regime l at time t (i.e. if r(t)  l ), let the set of admissible 
observations, ot , at that time be ot  {1l,2l ,...,Mll }. Then, the 
regime-dependent HMM will be defined as the structure 
  ( (0), A1, B1, A1, B1, A1, B1..., AR, BR )  
where 
])Pr(...)Pr()Pr([)0( 02010 Nsqsqsq   
is the initial distribution of hidden states, while distribution of 
states qt  at any given time t  {0,1, 2,...}  satisfies 
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denote operating regime specific probabilities of different 
observations, when the system resides in different hidden 
states. In the framework of HMM theory, matrices 
Ar, r 1, 2,..., R  are operating regime-specific state transition 
matrices, while matrices Br, r 1, 2,..., R  are the operating 
regime-specific emission matrices. Eq. (1) ensures that the 
hidden states follow a regime-specific Markov process in 
which the probability distribution of hidden states at the end of 
one operating regime becomes the initial hidden state 
probability for the next regime.  
The problem of identifying the degradation model amounts 
to observing the training observation sequence
),...,,( 21 TT oooO , during which the system undergoes 
operating regimesRT  (r1, r2,..., rT ), ri  {1, 2,..., R} , and identifying 
the set of operating regime-specific HMMs 
),...,,,,,,),0(( 111111 RR BABABABA  
that maximizes the likelihood of the observed training 
sequence. In other words, the degradation model   is 
identified by solving the optimization problem 
              argmax
d
log(Pr(O T d )                                (2) 
under the constraint that the state transition matrices have a 
left-to-right structure, unless they corresponded to a 
maintenance event (meaning that the degradation state of the 
system could only progress towards more degraded states, 
unless a maintenance operation was executed). The 
optimization problem (2) was solved using a hybrid 
optimization approach based on a Genetic Algorithm (GA) 
[13] and a modified Baum-Welch procedure [10]. A GA 
evolves populations of candidate solutions by combining and 
modifying portions of the so-called “chromosomes” 
representing candidate solutions in the previous generation of 
solutions. Chromosome material of candidate solutions is 
combined through crossover operations in which parent 
chromosomes selected from the previous generation yield new 
chromosomes that populate the next generation of candidate 
solutions. Crucial in the process of selecting chromosomes for 
crossover is the “fitness” of a candidate solution, which is a 
function that describes how well a given solution optimizes 
the objective function. Solutions that are better at optimizing 
the objective function are assigned higher fitness and are more 
likely to be selected for crossover. The exploratory capabilities 
of a GA are augmented by random mutations in the candidate 
solution chromosomes, which enable escaping from local 
optima by maintaining the diversity of the successive 
generations of populations of candidate solutions. 
In this optimization procedure, a generation of candidate 
solutions consisted of a set of operating regime specific 
HMMs, whose fitness was evaluated via a modified Baum-
Welch procedure that maximized the log-likelihood (2), 
starting from the state transition and emission matrices of the 
candidate solution HMM. Over multiple generations, the state 
transition and emission matrices of candidate solutions with 
higher fitness (higher log-likelihoods emanating from the 
modified Baum-Welch procedure) were combined into 
solutions with ever increasing fitness values. More details 
about the modifications to the Baum-Welch procedure and 
GA-based evolution of state transition and emission matrices 
can be found in [11] and are omitted here due to space 
constraints.  
Once the regime-specific degradation model is identified, a 
number of methods can be utilized to monitor the condition of 
the machine, including utilization of the probabilities of the 
newly arrived observation sequences, or utilization of the 
probabilities of the most degraded state of the HMM. Another 
interesting approach to HMM-based degradation modeling 
that accounts for variable lengths of observation sequences 
(which is usually the case in manufacturing and most other 
applications) can be found in [12]. This paper uses the 
property that if the system degradation follows a HMM, the 
log-likelihood of the test observation sequence will linearly 
decrease with the length of the sequence. In the context of 
operating regime-specific HMMs, this means that under 
nominal conditions, one should observe linearly decreasing 
log-likelihoods of observation sequences, with the slope 
dependent on the operation executed by the monitored system. 
Effectively, deviations from the slopes observed during 
normal system behavior can be seen as changes in the 
condition of the monitored machine. This concept allows one 
to monitor the condition of a system undergoing variable 
operating regimes by monitoring the normalized slopes 
characterizing the decline of the observation log-likelihoods 
with the length of the observation sequences. Namely, if the 
newly arrived observation sequence is emitted during 
operating regime r, and if the corresponding log-likelihood 
slope of that sequence is sT , normalization of the log-


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Figure 4: The PECVD tool under consideration. 
likelihood slope can be accomplished by observing means r  
and variances  r  of the log-likelihood slopes characteristic of 
the operating regime r during normal system behavior (during 
training) and calculating a normalized slope 
r
rT
T
s
k 
  .                                      (3) 
During normal system behavior (behavior consistent with 
that observed during training), the expected value of the 
normalized slopes kT  is zero, while their variance is one. 
Thus, departures away from normal behavior can be detected 
from a single Statistical Process Control (SPC) chart of 
normalized log-likelihood slopes, even though the monitored 
system may be subject to multiple operating regimes during 
that time.  
B. Monitoring of a Plasma-Enhanced Chemical Vapor 
Deposition (PECVD) Tool 
The degradation modeling and monitoring methods 
discussed in the paper were applied to a PECVD tool that was 
operating in a major domestic 300mm semiconductor 
manufacturing facility. A schematic of the PECVD tool is 
shown in Fig. 4. A number of sensor signals were collected at 
a 10Hz sampling rate from the gas flow, pressure, radio-
frequency (RF) power generation system, chamber pressure 
and digital sensors mounted on the tool over a period of more 
than 6 months (due to the proprietary nature of the data, the 
exact timeframes will be omitted). A set of features such as 
signal rise times, overshoots and amplitudes of various events 
during the deposition process were extracted from the sensor 
signals. A subset of these features was selected using a linear 
discriminant analysis procedure [14] that yielded features that 
were statistically altered the most by the in situ chamber 
cleans used periodically during routine manufacturing. For 
more details on the PECVD tool and feature extraction 
procedure, the reader is referred to [15]. 
In the conceptual illustration of Fig. 3, the “sensor 
information” will be a set of sensor features extracted from the 
tool, the “operations” refer to different deposition thicknesses, 
and “maintenance” correspond to the in situ cleans. Next, the 
monitoring procedure will be applied to the PECVD tool 
operation, the results of which were compared to the 
maintenance and metrology information available to the 
authors. 
During the period of signal collection, the tool was used for 
depositing films on standard 300mm silicon wafers, running 
the same deposition process chemistry, but depositing films of 
varying target thicknesses, according to the specific process 
recipe. Four deposition thicknesses were selected for 
modeling, with films deposited using the thickest process 
recipe being more than an order of magnitude thicker than 
films deposited using the thinnest recipe. The selected feature 
space was discretized using a Self-organizing map [16]. 
Using the GA method, an operating regime-specific HMM 
was identified for each of the four thicknesses from the data 
emitted during tool operation that corresponded to a time where 
the tool operation was known to be acceptable. The subsequent 
time period was monitored using EWMA control charts of the 
normalized log-likelihood slopes that are defined by Eq. (3), 
with the EWMA memory factor set to 0.2. 
 
The EWMA chart of the normalized log likelihoods, kT, 
was compared to the maintenance logs and metrology data. The 
EWMA chart and the 4σ control limit can be seen in Fig. 5. 
Only the lower control limit is shown, since the upper limit is 
never exceeded. The dashed line labeled “Training” indicates 
the end of the data used to identify the parameters of the regime 
specific HMMs. A number of out-of-control events of interest 
are labeled and will be discussed in conjunction with the 
available maintenance and metrology data. 
Event 1: The first event is a cluster of points before the first 
preventive maintenance. During this period, there are no 
maintenance log entries, and the metrology is within limits. 
After discussion with those familiar with the PECVD tool, it is 
believed that the out-of-control events are related to particle 
formations, whose presence was confirmed some days later. 
Essentially, it is conjectured that deposition compounds 
accumulate on the chamber wall and periodically “flake” off, 
causing a sudden change in the electrical impedance of the 
chamber and, thus, a change in the matching network 
capacitors. Linear discriminant analysis revealed that, indeed, 
the RF network parameters changed the most during this period 
of time. Through more depositions, the deposited film gap 
along the chamber wall formed by the flaking event is filled, 
which causes the chamber impedance to return to its pre-flake 
value. Such a scenario is supported by the evidence found in 
the maintenance information. The particle status of the 
chamber is monitored using a set of particle monitoring wafers 
(PMONs). In the PMON logs, it is evident that an out-of-
control event both appeared, and was back in control, between 
PMONs. Though both of these PMONs were in control, an 
increase in the number of defects is evident after the event. 
 Event 2: The out-of-control points in the box labeled 
“Particle Failures” in Fig. 5 correspond well with several weeks 
of tool downtime caused by defects seen on PMONs. The 
presence of particles in the chamber was later confirmed. There 
is a noticeable shift downward in the EWMA chart 
immediately after the maintenance event, and numerous 
particle failures appear in the maintenance logs during that 
 Figure 5: EWMA control chart of kT with indications of the times of four abnormal behavior events observed during the monitoring period.
time. It should be noted that during the particle failure induced 
down time PMON wafers were mostly utilized, while the 
degradation monitoring only included production wafers. Thus, 
there is large information gap in the control chart for that 
period. 
Event 3: An out-of-control cluster of points can be seen 
immediately before a refractive index failure is reported. 
Process control adjustments were sufficient to mitigate the 
problem and consequently there was no prolonged downtime of 
the tool. 
Event 4: After another preventive maintenance, the 
maintenance logs note intermittently tripping indicators but 
notes no action taken. However, a number of particle failures 
and “plasma formations” were noted shortly afterward. There is 
a clear downward trend in the EWMA chart which begins very 
close to the time when the particle failures PMONs occur in the 
logs. A clear out-of-control cluster of points is evident during 
much of the period when the plasma formations are noted in 
the logs. After consultation with two experts, these events were 
found to be the result of improper evaporation of the deposition 
product, which caused a phenomenon known as Coulomb 
crystals [17]. 
In summary, the HMM modeling and monitoring methods 
proposed in Section III.A were applied to a PECVD tool in a 
major fab using data from over 6 months of tool operation. 
Using only features extracted from the sensors, the regime-
specific HMM method was able to detect all of the major 
events recorded in the maintenance logs during the monitoring 
period while also potentially picking up an event that 
corresponded to an elevated particle level that was not noted in 
the logs (Event 1). 
IV. INTEGRATED DECISION-MAKING PROBLEM  
A. Problem Statement 
The understanding of the dependency of degradation 
dynamics on the operating mode of the monitored machine, as 
enabled by the methods presented in Section III, opens new 
avenues in terms of operational decision-making in a 
manufacturing system. Besides using the traditional 
maintenance operations of repair and replacement to counteract 
the degradation processes, one can also reconfigure production 
operations to increase the chance of successfully executing a 
manufacturing mission (completing the required production 
target, or maximizing an overall profit). For example, one 
could reroute workpieces from a degraded machine to a less 
degraded one to improve the yield and reduce the likelihood of 
unscheduled downtime. Also, one could change the sequence 
in which products are produced, and delay scheduled 
maintenance to times when it is less intrusive on the overall 
production and most cost-effective (times of low demand). This 
section will illustrate the benefits of joint maintenance and 
product dispatching in a flexible manufacturing system (FMS) 
in which one knows the operating regime-dependent 
degradation dynamics. 
Let us consider a FMS with m manufacturing stations 
labeled ܿଵ, ܿଶ, … , ܿ௠ , producing a set of product types ܹ ൌሼݓଵ,ݓଶ, … ,ݓ௟ሽ . Let ܱ ൌ ሼ݋ଵ, ݋ଶ, … , ݋௄ሽ  be the set of all 
operations that can be executed by the stations of that 
manufacturing system and let each product type ݓ௝, ݓ௝ ∈ ܹ be 
associated with a sequence of operations 
௪ܱೕ ൌ ሾ݋௪ೕଵ , ݋௪ೕଶ , …	, ݋௪ೕ
௣ೕ ሿ, where ݌௝ is the number of operations 
needed to manufacture that product type. One should note that 
any two product types ݓ௝ଵ  and ݓ௝ଶ  may have some common       
operations and thus the intersections ௪ܱೕభ ∩ ௪ܱೕమ , ݓ௝ଵ, ݓ௝ଶ ∈ܹ  are not necessarily empty sets. It is assumed that each 
station, ܿ௜, can execute operations ௖ܱ೔ ൌ ሼ݋௖೔ଵ , ݋௖೔ଶ , …	, ݋௖೔௤೔ሽ ⊂ ܱ, 
where ݍ௜ is the number of operations that can be executed by 
that station. Any two stations, ܿ௜భ  and ܿ௜మ,  may be able to 
execute some common operations, which means that ௖ܱ೔భ ∩
௖ܱ೔మ , ܿ௜భ , ܿ௜మ ∈ ሼܿଵ, ܿଶ, … , ܿ௠ሽ are not necessarily empty sets. 
That means some operations can be executed by more than one 
station, making it necessary to choose which station to use for a 
given operation. The goal will be to produce ܰ௪ೕ  of each 
product type ݓ௝, ݓ௝ ∈ ܹ, within a certain mission time ܶ. 
The degradation process of each station will be modeled via 
concatenated operating regime-specific Markov models from 
Section III. More precisely, the degradation states of each 
station ܿ௜ are assumed to be observable (or perfectly inferred) 
and follow operation-specific Markov models defined over a 
common state space ܵ௖೔ ൌ ሼ1,2, … ,ܯ௖೔ሽ (degradation state “1” 
denoting the "good as new" state and ܯ௖೔ denoting the "failed" 
state). For any station, the probability of transitioning from 
state ܽ	to another state ܾ  if operation ݋௞  is executed in it is 
denoted as ௔ܲ,௕
ሺ௢ೖሻ , which for any station ܿ௜  yields operation-
dependent state transition matrices ܲሺ௢ೖሻ ൌ ቂ ௔ܲ,௕ሺ௢ೖሻቃ , ܽ, ܾ ∈
൛1,2, … ,ܯ௖೔ൟ . Once again, all of the degradation Markov 
models are assumed to be unidirectional, modeling the well-
accepted intuition that the condition of a station can only 
worsen over time, unless a maintenance operation is done. 
It should be noted that the assumption of perfect 
observability implies that implementation of the derived policy 
requires perfect observation of the degradation state. As stated 
in Section III, this assumption may not be satisfied. However, 
the operation-specific HMM can yield a degradation state 
estimate that could be utilized to implement the derived CBM 
policy, with the assumption that this estimation is perfect. 
Considerations of uncertainties in this estimate are outside the 
scope of this paper 
When a maintenance operation is performed, the condition 
of a station will improve, with probabilities of transitioning to a 
better state as a result of a maintenance operation being 
modeled by station dependent state transition matrices ܯܲ ൌ
ൣ ௗܲ,௘൧, ݀ ∈ ൛2,… ,ܯ௖೔ൟ, ݁ ∈ ሼ1,2, … ,ܯ௖೔ െ 1ሽ. This means that, 
unlike what can be seen in much of the existing research, this 
study acknowledges that PMs do not necessarily restore the 
perfect condition of the maintained system (“good as new”), or 
just restore the functionality of the system without improving 
its condition (minimal maintenance, or “as bad as before”). 
Maintenance itself is modeled as a single-step Markov process. 
In addition, the newly proposed decision-making scheme 
will take into account the fact that, as the degradation level of 
a station increases, the probability of success of any operation 
executed in that station decreases. It will be assumed that for 
any station, the probability of success of a given operation is a 
known function of the operation, ݋௞ ∈ ܱ, and the station state, 
௜ܺ, denoted as ݏ௖೔ሺ݋௞, ௜ܺሻ. 
Let ܵ௖೔௢ೖ denote the state of station ܿ௜ that triggers preventive 
maintenance when operation ݋௞		is executed on it. This means 
that if the current station’s degradation state ௜ܺሺݐሻ is greater 
than or equal to ܵ௖೔௢ೖ, then operation ݋௞ could not be performed 
in that station, unless a maintenance operation is done on it 
beforehand. The decision-making objective will be to find a 
combined policy of maintenance triggering and product-type 
sequencing across a system that maximizes a reward function 
that considers the benefits of production, costs of maintenance, 
and penalties for unmet production goals. More formally, this 
problem can be defined as follows. Let ሾdଵ,… , d୊ሿ denote the 
production sequence in which the products are processed in 
the FMS, where	݀௤ ∈ ሼݓଵ, ݓଶ, … ,ݓ௟ሽ, ݍ ൌ 1, 2, … , ܨ where F 
denotes the total number of products that are fed into the 
manufacturing system (this is the sequence in which the 
products are released into the system). Also, let Nwj  denote 
the production goal for product type ݓ௝ ∈ ሼݓଵ, ݓଶ, … ,ݓ௟ሽ , 
and let ݊௪ೕ  denote the number of good products of type ݓ௝  
produced during mission time T. The integrated decision-
making policy will be defined by the optimization problem  
 
where 
 ܴ௪ೕ is the unit reward for good products produced of type 
ݓ௝ , ݓ௝ ∈ ܹ݌௪ೕ  is the unit penalty for penalizing unmet 
production for product type ݓ௝, ݓ௝ ∈ ܹ  
 ܿ௥	  denotes the unit cost of reactive maintenance per 
reactive maintenance event 
 ܿ௣	is the unit cost of reactive maintenance per reactive 
maintenance event 
 ௥ܸ is the total number of reactive maintenance events 
 ௣ܸ is the total number of preventive maintenance events 
 ܽ௪ೕ ൌ ൜
1,			݂݅	݊௪ೕ ൏ ܰ௪ೕ	
0,			݋ݐ݄݁ݎݓ݅ݏ݁ 			݂݋ݎ	∀ݓ௝ ∈ ܹ 
 
The objective function shown in (4) aims to find the 
product sequence ሾ݀ଵ, ݀ଶ, … , ݀ிሿ  and operation-dependent 
maintenance triggering states ܵ௖೔௢ೖ that maximize the expected 
reward function in (4). The objective function in (4) 
incorporates the rewards obtained from the completion of 
good products, as well as the penalties incurred in case the 
production goal is not met.  
In order to assess the performance of the proposed 
methodology, the integrated decision-making results will be 
compared with the traditional Operation-Independent CBM 
Policy, which assumes that the maintenance triggering states 
for each station are independent of the operation executed in it 
(i.e. ܵ௖೔௢భ ൌ ܵ௖೔௢మ ൌ ⋯ ൌ ܵ௖೔௢಼ ൌ ܵ௖೔ for each station ܿ௜). The new 
decision-making policy will also be compared to the 
Operation-Dependent CBM Policy, reported in [18]. In both of 
these benchmark problems, the product type sequence 
ሾ݀ଵ, ݀ଶ, … , ݀ிሿ  is assumed to be a priori given, which is 
consistent with the traditional, fragmented approach to 
maintenance planning and production scheduling. For 
completeness, these two problems are defined below. 
 
Operation-Independent CBM Policy Determination: 
 
 
 
Operation-Dependent CBM Policy Determination: 
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Figure 6: Neighborhood generation for maintenance triggering states 
 
Figure 7: Neighborhood generation for product type sequence
 
B. Solution Procedure 
For an m-station manufacturing system with K operations that 
can be executed in these stations, and producing F products, 
there are up to ∏ ൫ܯ௖೔ െ 1൯
௄௠௜ୀଵ ൈ ி!∏ ிೢ ೕ!೗ೕసభ  candidate solutions 
in the solution space, though it can be decreased by 
acknowledging that not all operations can be executed in all 
stations. Nevertheless, even the aforementioned reduction 
usually results in a solution space that is too large for complete 
enumeration, especially when candidate solutions are 
evaluated via replicated discrete-event simulations. 
Hence, in order to find a practical, applicable and near-
optimal solution, the tabu search algorithm [19] is used, with 
discrete-event simulations of the target manufacturing system 
providing cost effects of any candidate solution. Namely, a set 
of feasible solutions is generated by the tabu search algorithm 
and fed into the discrete-event simulator. The average profit 
function value relevant to each candidate solution is evaluated 
from multiple replications of discrete-event simulations of the 
target manufacturing system and is fed back into the tabu 
search algorithm to guide the movement towards improved 
candidate decisions. 
The local neighborhood of any candidate solution is 
generated by generating neighborhoods for the candidate 
maintenance triggering states and product type sequence. To 
generate the neighborhood for maintenance triggering states, a 
cell in the matrix representing the current solution (rows 
representing operations and columns representing machines) is 
selected randomly and its value is perturbed. An example for a 
system with 3 stations, where each station has 5 degradation 
states, and 4 operations is illustrated in Fig. 6. For the product 
type sequence, neighbors were generated by pairwise 
interchanges of two randomly selected product types. An 
example of product type sequence neighborhood generation 
for a system that produces 10 products (3 of product type ݓଵ, 2 
of product type ݓଶ, 2 of product type ݓଷ and 3 of product type ݓସ) is given in Fig. 7. 
 Though any (even randomly generated) candidate solution 
can be used to initiate the tabu search, the operation-dependent 
CBM policy [18] and a randomly selected product type 
sequence were used in this study as the initial solution in order 
to speed up the metaheuristic optimization process. 
Please note that the solution procedures for the benchmark 
policies have been presented in detail in [18], and therefore 
will not be elaborated on in this paper. 
C. Results 
Integrated decision-making of preventive maintenance 
scheduling and product sequencing was tested on an example 
of a cluster tool, a highly sophisticated and integrated machine 
routinely used in semiconductor manufacturing. A typical 
cluster tool is a “mini” manufacturing system of interacting 
subsystems (multiple chambers as manufacturing stations, 
supported by a material handling system) and can be seen as a 
quintessential FMS, since each chamber can be used 
independently to execute various operations with various 
operating parameters. Each chamber of a cluster tool can be 
seen as a manufacturing station, while different recipes 
executed in these chambers can be seen as different operations 
performed in the corresponding manufacturing stations, while 
different wafer types pushed through the tool can be seen as 
different product types produced in this system. 
Table 1: Probability of success ("yield") for each operation 
State 1 State 2 State 3 State 4 State 5
࢕૚ 1 0.9606 0.8295 0.8122 0.7938 
࢕૛ 1 0.9900 0.9327 0.9132 0.8896 
࢕૜ 1 0.9224 0.6022 0.5677 0.4935 
࢕૝ 1 0.9801 0.8877 0.8619 0.8284 
࢕૞ 1 0.9512 0.8650 0.7643 0.7438 
࢕૟ 1 0.9276 0.9110 0.8946 0.8525 
࢕ૠ 1 0.9317 0.8386 0.5721 0.5062 
࢕ૡ 1 0.9631 0.8301 0.7737 0.7316 
࢕ૢ 1 0.9360 0.9042 0.7430 0.6866 
࢕૚૙ 1 0.9511 0.9397 0.9284 0.8991 
࢕૚૚ 1 0.9500 0.8758 0.8418 0.7084 
࢕૚૛ 1 0.9739 0.9605 0.8880 0.8603 
࢕૚૜ 1 0.9276 0.7848 0.7169 0.6354 
 
Table 2: Summary of simulation parameters.
 
Figure 9: Expected profit comparison 
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Figure 8: Operation-specific transition probability matrices and 
maintenance transition probability matrix 
In order to assess the performance of the newly proposed 
optimization methodology, the AutoMod software package 
[20] was used to simulate a 5-chamber cluster tool, producing 
3 types of wafers. Throughout our study, 40 simulation 
replications were used to evaluate each candidate solution for 
a maintenance and product sequencing policy. This number 
was determined by increasing the number of replications until 
further increase of this number did not result in significant 
changes in average profit effects of simulations run for a wide 
set of parameters. The parameters used to generate the results 
are given in Tables 1, 2 and Fig. 8. 
The operation-independent CBM policy was determined 
through complete enumeration and ܵ஼஻ெ ൌ ሾ2	2	3	2	3ሿ  was 
found to be the best operation-independent CBM policy in the 
baseline parameter setting. 
In order to optimize the integrated decision-making policy, 
the tabu search algorithm described in Section IV.B was used. 
The parameters of the tabu search algorithm used in this study 
were selected in an ad hoc manner and are given in Table 3. 
General guidelines for a more systematic tabu search 
parameter selection can be found in [21].  
A comparison of the different CBM policies can be seen in 
Fig. 9. Firstly, one should note that the operation-dependent 
CBM policy introduced in [18] results in a higher expected 
profit when compared to the traditional operation-independent 
CBM policy. Secondly, one can see that the integrated 
decision-making policy improves upon the results of 
operation-dependent CBM policy and achieves an even higher 
expected profit. 
 
In addition, for the integrated decision-making policy, it 
was observed that the maintenance triggering states for the 
operations executed in the manufacturing of cheaper wafers 
have been increased from 2 (the state implied by the 
operation-independent CBM policy) to 3,4, or 5. This result 
conforms to the intuition that as the wafer reward decreases, 
the effect on the profit of completing that wafer successfully 
decreases, thus favoring later triggering of maintenance. For 
operations that degrade the system slowly, an increase in the 
maintenance triggering states have been observed, proving the 
intuition that less frequent maintenance (i.e. later maintenance 
triggering) is optimal for slower degrading operations. 
V. CONCLUSIONS 
Adoption of the CBM paradigm within semiconductor 
manufacturing has the potential to significantly increase 
product yields and capital equipment return on investments. In 
this paper, new methodological solutions are proposed to some 
of the key challenges that hamper the progress of CBM in this 
area. Firstly, a HMM-based method is proposed for modeling 
of degradation dynamics in highly complex systems that 
operate under variable operating conditions and in which 
complete, deterministic measurements of degradation cannot 
be obtained. Plasma-based tools are typical examples of such 
equipment. Efficacy of the new method was illustrated on a 
uniquely comprehensive dataset obtained from a PECVD tool 
operating in a major fab over well more than 6 months. In 
addition, the Markovian framework of degradation modeling 
was used to define a simulation-based metaheuristic 
optimization procedure in which maintenance events and the 
order in which products are manufactured in a system are 
jointly optimized. The procedure maximizes a customizable 
reward function that takes into account rewards of successful 
production and penalties of lost yield, and also unmet 
production and production downtimes caused by scheduled or 
unscheduled maintenance events. Simulations of a generic 
cluster tool illustrate significant potential operational gains can 
be achieved through implementing integrated decision-making 
over schemes where maintenance and production operations 
optimized separately. 
Some important theoretical and practical advances are 
needed to enable a wider use of the methods presented in this 
paper, especially in the case of complex manufacturing 
equipment and systems. One needs to thoroughly understand 
uncertainties associated with the identification of degradation 
HMMs, which is crucial for their subsequent use in decision-
making. Furthermore, the integrated maintenance and 
operational decision-making approach needs to be adapted to 
deal with the unobservable nature of degradation (i.e. accept 
degradation HMMs rather than observable Markovian models 
of degradation), as well as with uncertainties in the 
degradation models. Finally, numerous additional industrial 
implementations of CBM solutions, such as the one described 
in this paper, are needed in order to better understand the 
challenges and benefits of this paradigm in semiconductor 
manufacturing. 
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