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Resumo Com o avanc¸o da tecnologia, o armazenamento de dados tem escalado
de uma forma exponencial. Com o ra´pido desenvolvimento de te´cnicas
e hardware para processamento de dados e capacidade de armazena-
mento de dispositivos, ha´ cada vez mais uma menor preocupac¸a˜o no
tamanho dos ficheiros gerados para um dado propo´sito. Simultanea-
mente, com o desenvolvimento de sistemas cloud e com o aumento
das velocidades de transfereˆncia de dados na Internet, possuir co´pias
de dados armazenados em sistemas remotos tornou-se popular e ate´
disponibilizada gratuitamente.
Hoje em dia, adquirir o computador esta´ muito mais acess´ıvel a todos e
o nu´mero de ficheiros por cada utilizador esta´ a aumentar devido ao in-
cremento massivo de documentos em suporte digital. Esse nu´mero leva
a que a ocupac¸a˜o dos sistemas de armazenamento remotos disponibili-
zados para utilizadores atinja o seu ma´ximo. Uma forma de contornar
este problema e´ utilizando mu´ltiplas clouds gratuitas. Pore´m, o cresci-
mento do armazenamento disponibilizado gratuito, mesmo utilizando
mu´ltiplas contas, na˜o acompanha o crescimento do tamanho de alguns
tipos de ficheiros, como por exemplo os multime´dia.
O problema reside, desta forma, em armazenar ficheiros cujo tamanho
singular exceda o tamanho de um dado servic¸o de armazenamento
cloud e no processo impra´tico de possuir va´rios servic¸os deste tipo na
medida em que se apresentam individualmente separados perante o
utilizador.
Desta forma, esta dissertac¸a˜o pretende o desenvolvimento de uma
aplicac¸a˜o que tenha um funcionamento ideˆntico ao dos va´rios servic¸os
de armazenamento cloud, integrando va´rios servic¸os deste ge´nero,
fundindo-os num u´nico, de uma forma transparente para o utilizador.

Keywords Remote storage, Cloud storage, Distributed storage, Integrated storage
Abstract Technological progress led to the exponencially increase of data sto-
rage. With the quick development of data processing hardware and
techniques and devices’ storage capacity, files that are generated for a
certain purpose have a tendency to become bigger without any con-
cern attached. Simultaneously, with the speedy development of cloud
systems and with the Internet data transfer speeds step-up, having
backup data storaged in remote systems became popular and even
provided free of charge.
Today, getting a computer is much more accessible to everyone and
the number of files per user is growing due to the massive increase of
digital format documents. That number leads to the maximum quota
of the provided remote storage systems to end-users being achieved.
One way around this problem is using multiple free of charge cloud
services. However, the free of charge provided storage doesn’t increase
at the same rate of some files, for example, multimedia ones.
The problem lies in files that exceed the size of a certain cloud storage
service and in the impractical process of having several services of this
kind in a way that they present themselves individually separated to
the user.
This way, this dissertation aims to develop an application that allows
the identical features of several cloud storage services integrating di-
verse services of this kind, merging them into a single one, in a trans-
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A necessidade de armazenamento de dados esta´ presente desde a existeˆncia do primeiro
computador. Desde cedo que se reconhecem os problemas gerados por esta necessidade,
nomeadamente o espac¸o limitado dos dispositivos, a limitac¸a˜o de expansa˜o devido a li-
mitac¸o˜es f´ısicas, a existeˆncia de um u´nico ponto de falha e a consequente necessidade de
backup, o que representa mais espac¸o ocupado.
Com o crescimento da tecnologia relativa ao armazenamento de dados e tambe´m da In-
ternet, alguns limites comec¸aram a ser ultrapassados. Os espac¸os dispon´ıveis de armazena-
mento dos dispositivos aumentaram e o tamanho dos dispositivos diminuiu, as velocidades
de escrita e leitura de dados tambe´m amadureceram, resultando num melhoramento geral
desta tecnologia. Neste ponto de evoluc¸a˜o, a soluc¸a˜o do problema consistia no investimento
e aquisic¸a˜o de um ou mais dispositivos f´ısicos para comportar todos os dados necessa´rios.
Com a evoluc¸a˜o do mercado informa´tico, os computadores tornaram-se cada vez mais
acess´ıveis. O nu´mero de pessoas com um ou mais computadores comec¸ou a multiplicar-se.
Neste momento, gerou-se um problema. O avanc¸o da tecnologia de processamento reve-
lou imediatamente uma tendeˆncia do crescimento da maioria dos ficheiros (especialmente
multime´dia), uma vez que ja´ era poss´ıvel o processamento de mais dados e, consequente-
mente, melhores resultados.
A acessibilidade de ter um computador tambe´m tinha sofrido um grande acre´scimo, o
que levou a um nu´mero ampliado de computadores no mundo. O resultado final traduziu-se
num nu´mero de computadores maior a produzir ficheiros de tamanho tambe´m maior para
uma tecnologia de armazenamento mais desenvolvida mas na˜o o suficiente para acomodar
estas mudanc¸as.
A situac¸a˜o teve um desenlace com o desenvolvimento da Internet. Devido ao cresci-
mento de dados e a` necessidade de troca deles entre utilizadores, a Internet cresceu, na˜o
so´ em nu´mero de utilizadores como tambe´m em capacidade de transfereˆncias e funcionali-
dades.
Com o decorrer do tempo, as larguras de banda da Internet foram ta˜o desenvolvidas que
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surgiu o conceito de armazenamento na nuvem (em cloud). Este tipo de armazenamento
consiste num tipo de armazenamento remoto atrave´s da Internet. Quer em servic¸os pu´blicos
ou privados, os dados permanecem num ou mais servidores distribu´ıdos geograficamente e
acess´ıveis em qualquer local atrave´s da Internet.
Esta nova forma de armazenamento permitiu resolver o excesso de equipamentos ad-
quiridos e concebeu um novo tipo de servic¸o onde um cliente pode ter um espac¸o de
armazenamento adicional personalizado a`s suas necessidades para redundaˆncia de dados
e/ou expansa˜o do seu sistema de armazenamento atual a um custo reduzido, por um de-
terminado tempo.
Ao existir tal tipo de servic¸o, a economia tornou-se imediatamente um fator decisivo
para o est´ımulo de utilizac¸a˜o do mesmo.
Com o seu desenvolvimento resultante do gigante nu´mero de novos utilizadores na
Internet, foi disponibilizado, gradualmente, este tipo de armazenamento de forma gratuita,
o que levou a` enorme popularidade deste tipo de servic¸o, assim como o seu nu´mero de
utilizadores.
Naturalmente, com a disponibilidade e forte competic¸a˜o neste tipo de indu´stria, um
utilizador pode ter va´rias contas de variados servic¸os deste ge´nero, geralmente para gerar
mais espac¸o dispon´ıvel, gratuitamente.
Com base nesta sucessa˜o de acontecimentos, surgiram servic¸os de gesta˜o de mu´ltiplos
servic¸os de armazenamento remoto. Estes servic¸os sa˜o, na sua grande maioria, aplicac¸o˜es
web que se conectam aos servic¸os cloud do utilizador (com a respetiva autorizac¸a˜o) e
permitem a listagem e operac¸o˜es sobre os ficheiros das diversas clouds.
Pore´m, mesmo com estes servic¸os de gesta˜o mu´ltipla, existe sempre a noc¸a˜o de separac¸a˜o
desse espac¸o extra. As mu´ltiplas contas sa˜o apresentadas separadamente, vulgarmente, em
pastas, ainda que se possa transferir ficheiros de um servic¸o para o outro. Isto pode parecer
o´bvio e inteiramente apropriado para um grande nu´mero de utilizadores, pois os servic¸os
sa˜o, de facto, distintos. No entanto, o conceito de integrac¸a˜o e fusa˜o transparente de va´rios
dispositivos de armazenamento na˜o e´ novo e responde a` necessidade de armazenamento de
ficheiros grandes.
Neste caso, o problema reflete-se no espac¸o total disponibilizado por cada servic¸o de
armazenamento em cloud. Na situac¸a˜o exemplo em que o cliente tem 5 servic¸os cloud,
cada um com 2 GB de espac¸o de armazenamento. Este espac¸o totaliza em 10 GB, pore´m,
como esta´ dividido em partic¸o˜es de 2 GB, cada ficheiro armazenado na˜o podera´ ter mais
de 2 GB no seu tamanho total.
Para ale´m deste problema, como referido anteriormente, os servic¸os de mu´ltipla gesta˜o
sa˜o, usualmente, aplicac¸o˜es web acess´ıveis apenas atrave´s de um browser. Isto representa
o impedimento de sincronizac¸a˜o local automa´tica. O download dos ficheiros nas diferentes
clouds tem de ser feito de forma manual ou utilizando os clientes disponibilizados pelo
respetivo servic¸o, para cada um desses servic¸os.
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1.2 Objetivos
Esta dissertac¸a˜o propo˜e a integrac¸a˜o de espac¸os de armazenamento de diferentes servic¸os
de armazenamento em cloud num u´nico espac¸o, de forma transparente. O utilizador deste
espac¸o integrado na˜o deve perceber diretamente que existem va´rios servic¸os onde os fichei-
ros sa˜o alojados, nem deve precisar de se preocupar com a forma como o alojamento e´
feito nesses servic¸os. Compete a` soluc¸a˜o a desenvolver distribuir os ficheiros pelos va´rios
servic¸os da forma mais adequada.
Este paradigma de utilizac¸a˜o de mu´ltiplas clouds permite tambe´m resolver o problema
de ficheiros demasiado grandes para o espac¸o disponibilizado por servic¸os gratuitos, tra-
tando o espac¸o integrado como um u´nico, sendo esse o limite para o tamanho dos ficheiros
que la´ se podem armazenar.
Pretende-se que a soluc¸a˜o a desenvolver disponibilize o espac¸o integrado na forma de
uma pasta local e que fac¸a a sincronizac¸a˜o automa´tica, de forma bidirecional, com as clouds
que utilize. Assim, por um lado, a soluc¸a˜o deve comportar-se como as aplicac¸o˜es desktop
normalmente disponibilizadas pelos servic¸os de armazenamento em cloud. Por outro lado,
deve incluir as funcionalidades de gesta˜o de mu´ltiplas clouds, de forma transparente para
o utilizador.
Embora, o uso de dois servic¸os de armazenamento em cloud sejam suficientes como
prova de conceito, pretende-se a sua implementac¸a˜o usando treˆs servic¸os.
Adicionalmente, tal como nos programas cliente dos servic¸os de armazenamento em
cloud existentes, pretende-se dispor da funcionalidade de sincronizac¸a˜o seletiva, entre ou-
tras opc¸o˜es ba´sicas, como escolher a pasta onde sincronizar e associar ou desassociar contas.
Para efeitos de selec¸a˜o dessas funcionalidades, pretendia-se tambe´m uma interface gra´fica
para que o utilizador pudesse definir paraˆmetros dessas mesmas funcionalidades.
1.3 Concretizac¸a˜o dos objetivos
No decorrer da dissertac¸a˜o, va´rias deciso˜es foram tomadas de acordo na˜o so´ com o
percurso de desenvolvimento planeado como tambe´m com os obsta´culos e erros encontrados
na estrutura que foi definida inicialmente.
Um dos maiores obsta´culos encontrados foi o tempo de concretizac¸a˜o. Devido a este
mesmo facto, so´ foi conseguida a implementac¸a˜o com 2 servic¸os de armazenamento cloud,
ao contra´rio do que foi originalmente trac¸ado. Tambe´m por este motivo, a interface gra´fica
e funcionalidades associadas a` mesma ficaram por implementar. Tudo o resto definido
como objetivo foi concretizado.
Outro aspeto fundamental a salientar foi a necessidade de adicionar novas caracter´ısticas
na˜o definidas nos objetivos ao longo do tempo. No cap´ıtulo 5, refere-se um comportamento
do programa dependente do nu´mero de threads de execuc¸a˜o. Ao testarem-se va´rios valores
para este paraˆmetro, sendo estes sempre justificados para o que se queria provar, obtiveram-
se resultados que fizeram perceber a necessidade de adaptar o programa para que se possa
ajustar este paraˆmetro de modo a obter um desempenho maior.
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1.4 Estrutura da dissertac¸a˜o
Ale´m deste cap´ıtulo, com a introduc¸a˜o, esta dissertac¸a˜o esta´ organizada em mais 5
cap´ıtulos. No cap´ıtulo 2 faz-se uma descric¸a˜o de trabalho ja´ existente relacionado com
o tema e objetivos desta dissertac¸a˜o, a` data da mesma. Sa˜o analisados alguns sistemas
de armazenamento em cloud existentes, com base em estudos anteriores e em experieˆncia
pra´tica pro´pria. Sa˜o ainda analisadas soluc¸o˜es ja´ existentes que se aproximam funcional-
mente da que e´ pretendida. Por u´ltimo, analisa-se alguma tecnologia necessa´ria a ter em
conta neste tipo de aplicac¸o˜es, como por exemplo o me´todo de autorizac¸a˜o de acesso a
servic¸os terceiros.
No cap´ıtulo 3, com base nos objetivos definidos, descreve-se a arquitetura geral da
soluc¸a˜o concebida, realc¸ando-se os aspetos a ter em considerac¸a˜o na implementac¸a˜o de
uma soluc¸a˜o. De seguida, no cap´ıtulo 4, apresenta-se a sua soluc¸a˜o implementada. Todas
as funcionalidades esta˜o descritas. Alguns mecanismos mais importantes e peculiares esta˜o
um pouco mais detalhados para que se perceba inteiramente o nu´cleo de funcionamento
do programa.
No cap´ıtulo 5, a aplicac¸a˜o resultante e´ analisada, nomeadamente em termos das fun-
cionalidades previstas e do seu desempenho relativamente ao funcionamento normal das
aplicac¸o˜es cliente existentes. Surgem algumas concluso˜es a partir desta ana´lise, com ob-
jetivo de responder a`s questo˜es levantadas pelo comportamento da aplicac¸a˜o em deter-
minadas circunstaˆncias (va´rios ficheiros, fragmentac¸a˜o, etc) e de perceber o que pode ser
melhorado. E´ ainda analisada e testada uma poss´ıvel alterac¸a˜o na implementac¸a˜o do pro-
grama que lhe fornece um melhor desempenho. Esta alterac¸a˜o surgiu em cr´ıtica destes
resultados.
Finalmente, no cap´ıtulo 6, e´ efetuada uma ana´lise cr´ıtica, tendo em conta, para ale´m da
aplicac¸a˜o resultante, as concluso˜es obtidas a partir dos resultados. Existe uma reflexa˜o para
o que funciona corretamente, o que e´ adequado para o funcionamento dia´rio e regular para
o utilizador comum e o que precisa de ser melhorado. E´ ainda referido poss´ıveis direc¸o˜es
para trabalho futuro, no melhoramentos do trabalho implementado, na concretizac¸a˜o de
objetivos que ficaram por fazer e na incorporac¸a˜o de novas funcionalidades que surgiram




O armazenamento em cloud consiste num tipo de armazenamento em que os ficheiros
se localizam em servidores remotos (geralmente de terceiros) que sa˜o acess´ıveis atrave´s
da Internet pu´blica. Estes servidores esta˜o normalmente distribu´ıdos geograficamente e
organizados com um sistema de ficheiros eventualmente distinto do do utilizador, embora
transparente para o mesmo.
Este tipo de armazenamento e´ uma tecnologia tipicamente prestada pelos denominados
servic¸os de armazenamento cloud. Como tal, e´ tambe´m poss´ıvel, para um dado utilizador,
usar va´rios servic¸os deste ge´nero.
O acesso a esses ficheiros e respetivas operac¸o˜es sa˜o efetuadas atrave´s de aplicac¸o˜es
desenvolvidas para o efeito. Geralmente, duas interfaces disponibilizadas por parte destes
servic¸os para acesso e operac¸o˜es sobre os dados sa˜o aplicac¸o˜es web e desktop.
Este cap´ıtulo cobre va´rios to´picos relacionados com o armazenamento na cloud, desde
prestadores de servic¸o a`s tecnologias envolvidas. Foi realizado um pequeno estudo sobre os
servic¸os de armazenamento cloud existentes atualmente e uma ana´lise sobre soluc¸o˜es para
gesta˜o de mu´ltiplos servic¸os. Uma vez que, de acordo com os objetivos descritos em 1, se
pretende de alguma forma aceder a dados de um determinado servic¸o de armazenamento
em cloud, sa˜o ainda estudados alguns mecanismos de autorizac¸a˜o de acesso a terceiros.
2.1 Servic¸os de armazenamento na cloud
Como referido acima, um servic¸o de armazenamento cloud e´ um servic¸o que fornece,
ao utilizador, espac¸o de armazenamento em cloud incluindo uma ou mais interfaces de
acesso aos dados. Atualmente, existe um grande nu´mero de servic¸os deste tipo. Esse
grande nu´mero traduz-se numa grande competitividade entre os prestadores desse servic¸o.
Todavia, de acordo com a finalidade do uso do servic¸o, existem clouds preferenciais no que
diz respeito a`s funcionalidades oferecidas e prestadas.
O Google Trends revela que as clouds mais utilizadas e mais conhecidas pela maioria
dos utilizadores sa˜o a Dropbox, a Google Drive e a OneDrive, como mencionado em [1].
Esse resultado mante´m-se desde os u´ltimos anos [10]. Assim, optou-se por fazer um estudo
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destes servic¸os. O estudo focou-se no mecanismo de funcionamento da aplicac¸a˜o (eventos
chave e operac¸o˜es principais), na comunicac¸a˜o e transporte de dados, no armazenamento
de dados e nas APIs disponibilizadas. No final da ana´lise de cada servic¸o individual, e´ feito
um comenta´rio geral com uma pequena comparac¸a˜o entre clouds relativamente a aspetos
na˜o o´bvios recolhidos nas ana´lises individuais.
2.1.1 Dropbox
A Dropbox e´ um sistema de armazenamento remoto desenvolvido pela Dropbox, Inc.1
Este sistema consiste num espac¸o de armazenamento online que funciona como um disco
r´ıgido onde podemos adicionar e remover ficheiros atrave´s das aplicac¸o˜es fornecidas ou pela
API disponibilizada. Estes ficheiros ficam dispon´ıveis remotamente desde que se tenha uma
ligac¸a˜o a` Internet.
A Dropbox disponibiliza uma aplicac¸a˜o para desktop e uma interface web que permite
a troca de ficheiros entre o disco local e o servidor em ambos os sentidos.[2] A aplicac¸a˜o
desktop permite, adicionalmente, a sincronizac¸a˜o automa´tica, tambe´m bidirecional, desses
ficheiros, quer total, quer parcial (sincronizac¸a˜o seletiva).
Com base no que e´ oferecido nos dois tipos de interface e tendo em conta os objetivos
desta dissertac¸a˜o, concluiu-se que para a concretizac¸a˜o desses mesmos objetivos a interface
web na˜o e´ adequada. Por esse mesmo motivo, foi estudada a aplicac¸a˜o desktop para Linux.
Mecanismo
A instalac¸a˜o da aplicac¸a˜o cria uma pasta local onde sa˜o replicados todos ou apenas
alguns dos ficheiros armazenados na cloud, consoante escolha do utilizador. Sempre que um
ficheiro e´ criado, alterado ou removido nessa pasta ou no servidor remoto, a sua alterac¸a˜o
e´ refletida na localizac¸a˜o oposta.
As alterac¸o˜es de um ficheiro local sa˜o detetadas somente mediante alterac¸o˜es no corpo
de dados desse ficheiro. Se um ficheiro existe, so´ sera´ reportada e enviada uma alterac¸a˜o
ao mesmo na localizac¸a˜o oposta a` origem da alterac¸a˜o se o seu corpo de dados for tambe´m
alterado. O comando touch, por exemplo, na˜o provoca qualquer sincronizac¸a˜o, porque so´
altera a data de modificac¸a˜o e na˜o o corpo de dados.
Existe ainda, para as alterac¸o˜es remotas, uma funcionalidade denominada Lan Sync
que permite, quando existe uma alterac¸a˜o no servidor remoto, a verificac¸a˜o da existeˆncia
do ficheiro em questa˜o na rede local onde o utilizador esta´ inserido.[4] Isto permite a
obtenc¸a˜o do ficheiro localmente em vez dos servidores da Dropbox na Internet, para uma
sincronizac¸a˜o mais ra´pida e eficiente. A sua utilizac¸a˜o faz sentido em ambientes com va´rios
computadores ligados na mesma rede cujas contas Dropbox associadas tenham conteu´do
partilhado entre si.
Por exemplo, numa empresa onde va´rios utilizadores teˆm cada um a sua conta Dropbox
pessoal, pode estar inserida uma pasta partilhada com todos os utilizadores para conteu´dos
1https://www.dropbox.com/
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relacionados com a empresa. Um funciona´rio pode alterar um dos ficheiros, sendo subme-
tido para o servidor remoto. Os clientes dos outros utilizadores recebem a notificac¸a˜o de
alterac¸a˜o de ficheiro e, antes de ocorrer a sincronizac¸a˜o atrave´s dos servidores da Dropbox
na Internet, verificam a existeˆncia dele localmente. Ao encontrarem o ficheiro no com-
putador do funciona´rio que fez a alterac¸a˜o, evitam a ligac¸a˜o a` Internet e descarregam a
partir da´ı. Essa funcionalidade pode ser ativada/desativada consoante a prefereˆncia do
utilizador.
Entrando em aspetos mais te´cnicos, a aplicac¸a˜o desktop consiste num daemon que corre
em segundo plano e e´ instalada na pasta home, pelo que na˜o precisa de privile´gios root para
correr. Este daemon e´ o responsa´vel pela sincronizac¸a˜o de ficheiros (detec¸a˜o de alterac¸o˜es,
envio e recec¸a˜o de ficheiros). O pacote de instalac¸a˜o inclui uma extensa˜o para o navegador
de ficheiros Nautilus, na˜o instalando o mesmo. Essa mesma extensa˜o permite uma nova
entrada no menu de contexto.
E´ ainda instalado um servic¸o em /usr/bin (Dropbox CLI) para gerir o daemon que
fica na pasta home, quer a sua instalac¸a˜o, quer operac¸o˜es sobre ele. Isto faz com que a
Dropbox esteja dispon´ıvel para todos os utilizadores, cada um com um daemon individual.
Esse servic¸o e´ o que permite a execuc¸a˜o e paragem do daemon, incluindo a sua execuc¸a˜o
no arranque. Este servic¸o permite ainda a gerac¸a˜o de links de um ficheiro espec´ıfico bem
como a exclusa˜o de ficheiros do processo de sincronizac¸a˜o.
O daemon e´ descarregado assim que se seleciona a opc¸a˜o -i (instalar) da Dropbox CLI.
A ana´lise do co´digo do daemon na˜o esta´ dispon´ıvel, pois o daemon ja´ e´ descarregado como
bina´rio. A CLI esta´ escrita em Python e e´ colocada em /usr/bin como um executa´vel.
Segundo alguma pesquisa online, o daemon monitoriza os ficheiros na pasta com a ajuda
do pro´prio SO (por eventos) e com bibliotecas do Python.
O daemon da Dropbox esta´ tambe´m programada em Python e usa um interpretador
modificado com ofuscac¸a˜o de co´digo. O co´digo e´ ainda cifrado. A engenharia reversa e´,
portanto, dif´ıcil mas na˜o imposs´ıvel, pois ja´ foi desenvolvido um programa que o faz.[8]
Este daemon parece usar o mo´dulo de kernel do Linux inotify para detec¸a˜o de criac¸a˜o,
alterac¸a˜o ou remoc¸a˜o de ficheiros. O inotify notifica, aos que esta˜o subscritos, eventos de
ficheiros ou pastas de acordo com a sua subscric¸a˜o. O inotify na˜o suporta sub-a´rvores.
Isto faz com que me´todos automa´ticos e recursivos tenham de ser tratados a alto n´ıvel.
Comunicac¸a˜o e transporte
A aplicac¸a˜o da Dropbox esta´ em constante comunicac¸a˜o com os servidores do servic¸o.
Existe a troca de dados de controlo com o servidor de notificac¸o˜es periodicamente (108.x.x.x).
Essa troca de dados de controlo tambe´m e´ despoletada por uma alterac¸a˜o na pasta.[6] O
servidor para onde envia as alterac¸o˜es de ficheiros e´ diferente (45.x.x.x). [6] Todas as
ligac¸o˜es a estes servidores sa˜o seguras com excec¸a˜o do servidor que notifica alterac¸o˜es.
No que diz respeito ao envio de dados de ficheiros, so´ sa˜o enviadas alterac¸o˜es a um dado
ficheiro se esse servidor na˜o contiver uma versa˜o desse exatamente igual, pois e´ criado um
histo´rico e verificado se no servidor existe ou na˜o esse ficheiro em questa˜o [2][17].
Para ale´m dos diferentes momentos em que a aplicac¸a˜o envia dados, e´ importante referir
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que dados sa˜o efetivamente enviados. A Dropbox implementa delta encoding, isto e´, so´ faz
upload das partes modificadas do ficheiro, prevenindo que se tenha de fazer upload do
ficheiro inteiro quando ocorre uma alterac¸a˜o [5].
As ligac¸o˜es TCP sa˜o feitas com chunks de 4 MB, pelo que na˜o ha´ um tamanho ma´ximo
de ficheiro na transfereˆncia, excluindo eventuais limitac¸o˜es do sistema de ficheiros na parte
remota[5]. Quando existe o envio de va´rios ficheiros, existe ainda um conceito vantajoso
a ter em conta - o bundling. O mecanismo de bundling consiste, quando existem va´rios
ficheiros a serem enviados, num pipeline que torne o envio desse grupo de ficheiros o mais
eficiente poss´ıvel, evitando overhead. Em mu´ltiplos ficheiros de pequena dimensa˜o, o bun-
dling e´ crucial pois para a inicializac¸a˜o de cada ligac¸a˜o TCP, existe um handshake inicial
em que sa˜o trocados va´rios pacotes, o que exige algum tempo de espera ate´ a` transfereˆncia
propriamente dita. Esta espera, derivada da ocorreˆncia de acontecimentos descrita na frase
anterior denomina-se por slow start. Ao evitar-se a criac¸a˜o de va´rias ligac¸o˜es TCP (uma
ou mais por ficheiro) reutilizando uma ja´ existente, esta-se a acelerar o processo potenci-
almente (reduz-se a troca de pacotes por cada ficheiro a enviar). A Dropbox implementa
o bundling de ficheiros, reutilizando as conexo˜es TCP que tem abertas [5].
E´ implementado ainda um modo de desduplicac¸a˜o (deduplication). A desduplicac¸a˜o
e´ um mecanismo de compressa˜o que evita dados duplicados. Quando e´ detetado que um
ficheiro tem dados ideˆnticos a outro(s) ficheiro(s), em vez dos dados serem duplicados, e´
colocada uma pequena refereˆncia para aquela zona de dados que nos indica que e´ ideˆntica
a` zona de dados de outro ficheiro, podendo, desta forma, ser mais eficiente tanto a n´ıvel
de armazenamento como a n´ıvel de desempenho [5][2].
Finalmente, para a detec¸a˜o de eventos remotos, o programa esta´ sempre a` escuta,
usando um mecanismo de baixa lateˆncia. O servidor de eventos de alterac¸o˜es funciona com
base numa ligac¸a˜o sempre ativa: o cliente da Dropbox manda um pedido para verificar se
ha´ alterac¸o˜es. Se sim, o servidor responde logo e o cliente faz outro pedido de imediato.
Caso contra´rio, o servidor na˜o responde ate´ um ma´ximo de 60 segundos. Aı´ e´ obrigado a
enviar uma resposta, reportando que na˜o ha´ alterac¸o˜es, de modo a que a ligac¸a˜o na˜o deˆ
timeout. Caso haja uma alterac¸a˜o antes de atingir os 60 segundos, o servidor envia essa
alterac¸a˜o. Isto repete-se ciclicamente [6].
Armazenamento
A Dropbox armazena os seus dados nos servidores da Amazon [6, 2]. Os ficheiros
sa˜o armazenados tambe´m numa estrutura em a´rvore semelhante a` presente no sistema
operativo local. E´ ainda criado, para cada ficheiro, um identificador u´nico para ale´m do
caminho.
API fornecida
A API da Dropbox, a` data desta dissertac¸a˜o, esta´ em constante desenvolvimento. Sa˜o
disponibilizadas as verso˜es beta aquando do desenvolvimento de uma nova API. Entre
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verso˜es beta e´ importante referir que ha´ funcionalidades que sa˜o retiradas de versa˜o para
versa˜o, pelo que na˜o e´ garantida retro-compatibilidade.
A API fornece me´todos para autenticac¸a˜o e manipulac¸a˜o de ficheiros residentes na
cloud, assim como para outros aspetos de gesta˜o de conta, como por exemplo in´ıcio de
sessa˜o. O protocolo de autorizac¸a˜o usado no in´ıcio da comunicac¸a˜o e´ o OAuth 2.0 [7].
Essa mesma API (versa˜o 2 no momento da escrita desta dissertac¸a˜o) e´ disponibilizada
em va´rias linguagens de programac¸a˜o.2 Em Java, sa˜o usadas streams para operac¸o˜es sobre
ficheiros quer em upload quer em download (este aspeto sera´ relevante mais adiante). Para
ale´m das bibliotecas para va´rias linguagens de programac¸a˜o, e´ ainda disponibilizada uma
API mais gene´rica com servic¸os web para o efeito das operac¸o˜es sobre ficheiros.
2.1.2 Google Drive
A Google Drive consiste num sistema de armazenamento cloud desenvolvido pela Go-
ogle, Inc.3 O sistema consiste num espac¸o de armazenamento online sobre o qual se pode
fazer operac¸o˜es de leitura e escrita, tal como num disco f´ısico atrave´s das aplicac¸o˜es dispo-
nibilizadas (tanto mobile como desktop) ou atrave´s da API fornecida, desde que se tenha
uma ligac¸a˜o a` Internet.
Semelhante a` Dropbox, a Google Drive disponibiliza uma interface web e uma aplicac¸a˜o
desktop. Identicamente, a interface web na˜o permite a sincronizac¸a˜o automa´tica de fichei-
ros, pelo que foi estudada a aplicac¸a˜o desktop para o cumprimento dos objetivos definidos
no cap´ıtulo 1. Atualmente, na˜o existe um programa para desktop para Linux sendo que,
para efeitos de compreender o seu funcionamento, foi estudada a aplicac¸a˜o para Windows.
Mecanismo
A aplicac¸a˜o do Google Drive funciona de um modo muito semelhante a` da Dropbox.
O funcionamento geral e´ igual, isto e´, os ficheiros sincronizam-se bidirecionalmente quando
ha´ alterac¸o˜es, sejam locais ou remotas.
Toda o processo de instalac¸a˜o e´ muito semelhante ao da Dropbox. E´ criada numa pasta
local destinada a` replicac¸a˜o dos ficheiros e detec¸a˜o de criac¸a˜o, alterac¸a˜o ou remoc¸a˜o dos
mesmos. O processo fundamental de sincronizac¸a˜o e´ tambe´m um daemon que corre em se-
gundo plano. O daemon e´ ainda responsa´vel por detetar alterac¸o˜es ale´m de enviar/receber
ficheiros.
Comunicac¸a˜o e transporte
No que toca a caracter´ısticas de ligac¸a˜o entre a aplicac¸a˜o e os servidores, a comunicac¸a˜o
e´ toda feita sobre HTTPS [5]. No envio de ficheiros, o processo de transporte e´ diferente do
das outras clouds, na medida em que as conexo˜es TCP acabam em no´s perife´ricos da rede




privada da empresa [5]. Constata-se ainda a utilizac¸a˜o de diferentes servidores dedicados
para download e upload. No caso do upload, por exemplo, a Google Drive utiliza o enderec¸o
upload.drive.google.com [1].
Relativamente ao conteu´do enviado, a Google Drive possui, tambe´m como a Dropbox,
um sistema que guarda histo´rico de ficheiros [17]. Pore´m, ao contra´rio da Dropbox, so´ e´
permitida a restaurac¸a˜o de ficheiros, por parte do utilizador, ou seja, na˜o e´ verificado no
servidor, no momento de envio, se existe uma versa˜o do ficheiro ideˆntica a` que esta´ a ser
enviada.
O Google Drive usa chunks de 8 MB e na˜o usa desduplicac¸a˜o como a Dropbox [5]. Na˜o
implementa delta encoding, ou seja, em vez de guardar apenas alterac¸o˜es ao ficheiro desde
a u´ltima revisa˜o, envia sempre o ficheiro todo. Tambe´m na˜o implementa bundling, sendo
que abre uma conexa˜o TCP por ficheiro [5].
Tal como na Dropbox, os ficheiros sa˜o comprimidos antes de serem enviados. Isto torna
o seu tamanho mais reduzido, pelo que diminui a lateˆncia e a carga de dados em ligac¸o˜es
externas [5]. Contrariamente a` Dropbox, antes dos ficheiros serem comprimidos para envio,
existe um pre´ processamento dos mesmos para verificar a viabilidade da compressa˜o. Por
exemplo, se for colocada uma imagem JPEG falsa, cujo conteu´do na˜o e´ informac¸a˜o sobre
a dita imagem, a aplicac¸a˜o da Google Drive identifica e evita a sua compressa˜o [5].
Armazenamento
Como referido na subsecc¸a˜o do Transporte, o armazenamento e´ feito em servidores da
Google. O sistema de ficheiros da Google Drive e´ completamente diferente do que e´ usual
observar-se. Na˜o existe um conceito de caminho de direto´rios direto.
Os ficheiros sa˜o armazenados como se na˜o existissem pastas e as pastas sa˜o consideradas
com um ficheiro. Cada ficheiro possui va´rios atributos, sendo um deles o mime type; no
caso das pastas existe um mime type espec´ıfico para as identificar. Cada ficheiro possui
ainda um identificador u´nico (que o identifica no sistema de ficheiros em que reside) e uma
lista de pais (sendo estas as pastas em que se encontram).
API fornecida
A API fornecida pela Google Drive esta´, tambe´m, dispon´ıvel para va´rias linguagens
de programac¸a˜o e ainda em servic¸os web para um programa gene´rico. Para a corrente
dissertac¸a˜o, foi considerada a biblioteca em Java4. Esta biblioteca disponibiliza me´todos
de autenticac¸a˜o, obtenc¸a˜o de metadados e manipulac¸a˜o de ficheiros, com distinc¸a˜o entre
va´rios modos de acesso a` cloud (modo de leitura, escrita, entre outros).
Na manipulac¸a˜o de ficheiros, a biblioteca na˜o usa streams para upload e download. Em
vez disso, usa um tipo de dados (presente na mesma) que abstrai o conceito de ficheiro,
semelhante a` classe File do Java, onde, internamente, cria streams para o efeito.
No in´ıcio da comunicac¸a˜o e, mais uma vez, de um modo semelhante a` Dropbox, o acesso




A OneDrive, anteriormente conhecida como SkyDrive, e´ um sistema de armazenamento
cloud desenvolvido pela Microsoft Corporation.5 O sistema consiste num espac¸o de arma-
zenamento online sobre o qual se podem realizar operac¸o˜es de leitura e escrita, atrave´s das
aplicac¸o˜es fornecidas ou atrave´s da API dispon´ıvel, sendo precisa uma ligac¸a˜o a` Internet.
Semelhante aos outros servic¸os, a Microsoft dispo˜e de aplicac¸o˜es desktop para acesso
aos ficheiros, assim como uma interface web. Mais uma vez, a interface web na˜o permite a
sincronizac¸a˜o automa´tica de ficheiros.
Uma vez que o programa e´ proprieta´rio da Microsoft, na˜o ha´ versa˜o para Linux. Foi
estudada a aplicac¸a˜o para Windows tendo em conta os objetivos definidos no cap´ıtulo 1.
Mecanismo
Similarmente a`s outras clouds, a aplicac¸a˜o desktop cria uma pasta onde sincroniza os
ficheiros local e remotamente, consoante haja alterac¸o˜es remota e localmente, respetiva-
mente. A sincronizac¸a˜o e´, novamente, efetuada por um daemon em segundo plano que
identifica tambe´m qualquer criac¸a˜o, alterac¸a˜o e remoc¸a˜o de ficheiros.
Comunicac¸a˜o e transporte
Todas as comunicac¸o˜es entre a aplicac¸a˜o e os servidores sa˜o feitas sobre HTTPS [5].
A OneDrive utiliza servidores para diferentes efeitos, separando-se em servidores de ar-
mazenamento e de controlo. Este servic¸o segue ainda uma pol´ıtica centralizada, similar a`
Dropbox, onde todo o tra´fego chega aos servidores atrave´s da Internet pu´blica, contraria-
mente a` Google Drive que utiliza a sua rede privada para parte do percurso.
No envio, e´ executada a divisa˜o do ficheiro em chunks para que, caso ocorra uma fa-
lha, o upload seja simplificado, enviando so´ as partes na˜o conclu´ıdas anteriormente. A
OneDrive, ao contra´rio dos outros servic¸os de armazenamento cloud mencionados anteri-
ormente, reparte os ficheiros em chunks de tamanho varia´vel.
Por fim, a OneDrive na˜o implementa desduplicac¸a˜o, bundling, delta encoding ou com-
pressa˜o sobre ficheiros.
Um outro aspeto muito importante na˜o evidenciado nas outras clouds e´ a limitac¸a˜o
de velocidade. Enquanto que nas outras clouds estudadas nesta dissertac¸a˜o os limites sa˜o
praticamente inexistentes, dependendo da velocidade de upload e download do utilizador,
a OneDrive controla o throughput de download e limita essas velocidades para cerca de
10 Mb/s.
Armazenamento
A maioria dos servidores de armazenamento esta˜o localizados dentro dos Estados Uni-
dos da Ame´rica. Existem va´rios servidores de controlo espalhados pelo mundo [5]. Este
5https://onedrive.live.com/
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facto condiciona o tra´fego, tanto em upload como em download, consoante a localizac¸a˜o
devido ao aumento da lateˆncia, uma vez que o acesso aos servidores e´ feito inteiramente
pela Internet pu´blica. Por exemplo, na Europa, um upload de um dado ficheiro demo-
rara´ mais que nos Estados Unidos, assumindo uma ligac¸a˜o esta´vel e com largura de banda
compat´ıvel para o efeito.
API fornecida
A OneDrive fornece uma API em va´rias linguagens de programac¸a˜o - Python, C# e
.NET. Admite ainda suporte para Android e iOS.6 Tal como os outros servic¸os de arma-
zenamento remoto, disponibiliza uma se´rie de servic¸os web gene´ricos para que qualquer
linguagem possa trabalhar sobre os ficheiros da Drive.
2.1.4 Ana´lise comparativa
Depois de analisados treˆs servic¸os de armazenamento cloud, faz-se aqui uma breve
analise comparativa das suas caracter´ısticas. Cada um apresenta vantagens nuns aspetos
e desvantagens noutros.
A compressa˜o inteligente do Google Drive, embora traga vantagem em termos de proces-
samento (reconhece o que tem que ser comprimido), tambe´m traz desvantagem na medida
em que, se tivermos muitos ficheiros de tamanho considera´vel, vai trazer um processamento
maior e, consequentemente, um atraso no in´ıcio do upload dos ficheiros.
Na Google Drive, a desvantagem de uma conexa˜o TCP por ficheiro e´ compensada
pelo transporte eficiente na sua rede privada. Assim como a sua compressa˜o inteligente
se cancela com a falta de bundling, o que torna o desempenho desta cloud boa mas na˜o
o´tima [5].
A OneDrive, entre outros servic¸os na˜o mencionados, sofrem por falta de bundling,
compressa˜o, delta encoding e/ou outras te´cnicas de otimizac¸a˜o [5]. Em especial, a OneDrive
limita as velocidades de download, o que torna o servic¸o ainda mais lento em sincronizac¸a˜o.
A tabela 2.1 apresenta um resumo das te´cnicas de otimizac¸a˜o presentes nos servic¸os
analisado anteriormente que fundamentam as concluso˜es descritas acima. No geral, a
Dropbox apresenta maior desempenho, pois implementa mais te´cnicas de otimizac¸a˜o, o
que se reflete em va´rias situac¸o˜es [5].
2.2 Gesta˜o Multi-cloud
Existem va´rios servic¸os que gerem va´rias clouds simultaneamente. Estes servic¸os per-
mitem a gesta˜o de mu´ltiplas contas cloud de servic¸os absolutamente distintos uma vez
que, atualmente, os grandes servic¸os de armazenamento cloud disponibilizam APIs com
servic¸os web que permitem leitura e escrita dos ficheiros presentes na cloud [21].
6https://dev.onedrive.com/readme.htm
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Tabela 2.1: Comparac¸a˜o das te´cnicas de otimizac¸a˜o dos diferentes servic¸os cloud
Dropbox Google Drive One Drive
Repartic¸a˜o em chunks 4 MB 8 MB Varia´vel
Bundling Sim Na˜o Na˜o
Compressa˜o Sempre Inteligente Na˜o
Deduplication Sim Na˜o Na˜o
Delta encoding Sim Na˜o Na˜o
Desta forma, e´ poss´ıvel, numa so´ aplicac¸a˜o, listar os ficheiros de va´rias clouds assim
como fazer download ou upload deles. Consegue-se, ale´m disso, moveˆ-los de um servic¸o
para o outro, sem a necessidade da intervenc¸a˜o de armazenamento local como meio inter-
media´rio, no caso das interfaces serem interfaces web.
No entanto, na˜o ha´ uma verdadeira integrac¸a˜o. Todas as aplicac¸o˜es encontradas se-
param em pastas diferentes os diferentes servic¸os. Ou seja, podemos controlar todas as
clouds no mesmo programa, mas o espac¸o de armazenamento e´ sempre individualizado.
Na˜o e´ oferecida ao utilizador uma abstrac¸a˜o da alocac¸a˜o de ficheiros num so´ s´ıtio porque
essa gesta˜o na˜o e´ suportada.
Segue-se a ana´lise dos servic¸os de gesta˜o de mu´ltiplas clouds que mais se aproximam do
que e´ pretendido nos objetivos desta dissertac¸a˜o: a Cloudfuze e a OwnCloud. Essa ana´lise
tem em conta as capacidades dos servic¸os de gesta˜o no que toca a` apresentac¸a˜o de ficheiros
e operac¸o˜es sobre os mesmos.
2.2.1 Cloudfuze
A CloudFuze, Inc e´ uma empresa fundada em 2012, com o objetivo de revolucionar a
interligac¸a˜o entre armazenamentos cloud.7 Sa˜o oferecidos treˆs produtos, uma versa˜o para
empresas e duas verso˜es pessoais. Nesta dissertac¸a˜o, foi estudada a versa˜o pessoal mais
completa do programa.
O programa e´ pago mensal ou anualmente conforme a prefereˆncia do utilizador. O
utilizador tem direito a 30 dias de teste.
Na˜o e´ obrigatoriamente necessa´ria nenhuma instalac¸a˜o local, pois e´ disponibilizada uma
interface web. Todavia, tambe´m e´ disponibilizado uma aplicac¸a˜o desktop que permite com
que as clouds sejam sincronizadas localmente, com um so´ programa.
O programa e´ acedido de duas formas poss´ıveis: atrave´s do browser (interface web) ou
atrave´s da aplicac¸a˜o desktop, que faz com que uma pasta local seja sincronizada. Dentro
dessa pasta local os servic¸os sa˜o separados, cada um em sua pasta (ver figura 2.1).
7https://www.cloudfuze.com/
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Figura 2.1: CloudFuze - Pasta local sincronizada
A aplicac¸a˜o desktop possui tambe´m um ı´cone na barra de tarefas para mostrar o estado
do sincronizador e para opc¸o˜es relativas a` execuc¸a˜o fundamental do programa (login, logout,
sincronizar e abrir pasta).
Note-se que, pelo facto das clouds serem separadas por pastas, na˜o ha´ forma de enviar
um ficheiro cujo tamanho seja superior a` cloud que possui mais espac¸o. A aplicac¸a˜o limita-
se a gerir va´rios servic¸os de armazenamentos com pol´ıticas individuais, numa so´ aplicac¸a˜o.
Podemos adicionar mu´ltiplas clouds atrave´s das duas interfaces, assim como operar
sobre os ficheiros. Para adicionar as clouds, a aplicac¸a˜o fornece-nos uma lista de clouds
suportadas (figura 2.2). O utilizador seleciona a que quer adicionar e e´ redirecionado para
uma pa´gina onde tem de autorizar o acesso aos seus dados da cloud que pretende adicionar.
Apo´s este processo, a conta cloud fica associada ao CloudFuze.
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Figura 2.2: CloudFuze - Lista de clouds para adicionar
Tanto na pasta local como na aplicac¸a˜o web, as operac¸o˜es sa˜o intuitivas, uma vez que
na interface web podemos escolher listar os ficheiros detalhadamente (figura 2.3) ou em
ı´cones (2.4), tal como no explorador de ficheiros local. Assim, operac¸o˜es como arrastar
para mover ficheiros sa˜o poss´ıveis em ambas as interfaces.
Figura 2.3: CloudFuze - Lista detalhada de ficheiros
Contudo, ao colocarmos os ficheiros dispostos por ı´cones, perdemos a informac¸a˜o a que
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cloud pertencem, pois na˜o ha´ nenhum ı´cone ou outro elemento que represente isso, salvo
na lista detalhada. Pode verificar-se esta situac¸a˜o nas figuras 2.3 e 2.4.
Figura 2.4: CloudFuze - Lista de ficheiros em ı´cones
2.2.2 OwnCloud
A OwnCloud e´ um servic¸o de armazenamento remoto alternativo aos servic¸os exis-
tentes, como por exemplo a Dropbox, Google Drive e OneDrive, desenvolvido por Frank
Karlitschek, lanc¸ado em 2010 (interface web, a aplicac¸a˜o desktop foi lanc¸ada em 2012)8. A
sua u´ltima versa˜o, a` data desta dissertac¸a˜o, foi lanc¸ada em Marc¸o de 2016. Nos u´ltimos
6 anos foram lanc¸adas 9 verso˜es, pelo que o desenvolvimento e´ bastante ativo. Algumas
das func¸o˜es semelhantes a`s outras clouds foram desenvolvidas apenas no u´ltimo ano. Este
servic¸o na˜o deve ser confundido com o OwnCloud empresarial, do mesmo autor.
Consiste numa aplicac¸a˜o semelhante a` dos servic¸os referidos anteriormente e tem como
particularidade o facto de ser open-source9, gratuito e de se poder escolher onde alojar
os ficheiros. Isto e´, de se apontar a` aplicac¸a˜o um servidor como local de armazenamento
em vez de ter servidores pro´prios como anfitrio˜es de armazenamento remoto [15]. Quer
isto dizer que, na realidade, a OwnCloud possui uma aplicac¸a˜o cliente e uma aplicac¸a˜o
servidor.
Qualquer pessoa pode ter um servidor pro´prio de armazenamento e associa´-lo a` aplicac¸a˜o
desktop cliente. Basta, para isso, que o servidor de armazenamento corra a aplicac¸a˜o ser-
vidor e que se fornec¸a o enderec¸o web de acesso a` aplicac¸a˜o cliente, seguindo as instruc¸o˜es




Este servic¸o indica tambe´m servic¸os de alojamento de dados terceiros que ja´ correm
uma variante da aplicac¸a˜o servidor do OwnCloud, tanto gratuitos como pagos, para os
utilizadores que na˜o possuam servidores de armazenamento pro´prios. Evidentemente, os
ficheiros sa˜o tambe´m acess´ıveis via interface web, fornecida pela aplicac¸a˜o servidor.
Comparativamente aos servic¸os semelhantes analisados, as transfereˆncias sa˜o efetuadas
em HTTP/WebDav. Na˜o ha´ transmissa˜o das partes modificadas (delta encoding) e os
chunks sa˜o de 10 MB, pelo que o tamanho ma´ximo de um ficheiro a transferir e´ ilimitado,
excluindo eventuais limitac¸o˜es ao sistema de ficheiros [16].
Apesar de ser open-source e apresentar algumas caracter´ısticas possivelmente ape-
tec´ıveis por muitos dos utilizadores, este servic¸o na˜o e´ muito conhecido comparativamente
aos servic¸os analisados anteriormente [10].
Integrac¸a˜o com OwnDrive
No contexto desta dissertac¸a˜o, e´ relevante o facto de se combinar a OwnCloud com
um servidor de armazenamento terceiro denominado de OwnDrive. Este permite-nos, para
ale´m do armazenamento remoto fornecido, adicionar como extensa˜o de armazenamento
contas de diferentes servic¸os cloud (como a Dropbox e Google Drive), servidores FTP,
entre outros, de acordo com os protocolos implementados pela mesma.
No caso de adicionarmos um servic¸o cloud existente como extensa˜o, por exemplo a
Google Drive, precisamos de, nesse servic¸o cloud, criar uma aplicac¸a˜o na consola de desen-
volvimento (acess´ıvel atrave´s das configurac¸o˜es do servic¸o cloud). Ao criar-se a aplicac¸a˜o,
definir-se a pol´ıtica de acesso para todos os ficheiros e ativar-se as APIs necessa´rias, obteˆm-
se duas chaves para autenticac¸a˜o (este conceito e´ explicado em mais detalhe em 2.3.1).
Posteriormente, na interface web da OwnDrive, adiciona-se a extensa˜o de armazenamento
da Google Drive, fornecendo as chaves e indicando o protocolo de autorizac¸a˜o (neste caso,
o OAuth 2.0). E´ enta˜o autorizado o acesso a` Google Drive por parte da OwnDrive. Conse-
quentemente, a aplicac¸a˜o da OwnCloud (que tem acesso a` OwnDrive) tambe´m tem acesso
a esse conteu´do e, a partir da´ı, os ficheiros e pastas da Google Drive pode ser sincronizado
nos dois sentidos.
No entanto, e´ de notar que os ficheiros de cada armazenamento ficam separados, ou
seja, o servidor de armazenamento (neste caso OwnDrive) e´ a pasta raiz. A extensa˜o de
armazenamento integrada (neste caso a Google Drive) fica numa pasta dentro da pasta
raiz. Assim sendo, tem-se a mesma limitac¸a˜o da Cloudfuze - a transpareˆncia e´ limitada.
Existem outras limitac¸o˜es: para ale´m do processo de integrac¸a˜o de um servic¸o cloud
externo ser mais complexo do que no Cloudfuze, ao adicionar-se a Dropbox em particular so´
e´ disponibilizado o protocolo de autorizac¸a˜o OAuth (1ª versa˜o), que se encontra obsoleta.
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2.3 Mecanismos de autorizac¸a˜o para servic¸os tercei-
ros
Com a evoluc¸a˜o dos diversos servic¸os remotos, como por exemplo armazenamento de
ficheiros em cloud, e-mail, redes sociais, entre outros, foi tambe´m evoluindo a necessidade de
interligac¸a˜o desses servic¸os. Por exemplo, e´ mais adequado armazenar-se todas as imagens
recebidas via e-mail diretamente, sem intervenc¸a˜o do utilizador, no armazenamento cloud,
do que fazer o download das imagens para o armazenamento local e, seguidamente, o seu
upload para o servic¸o cloud. Isso significa necessariamente permitir o acesso de terceiros
(neste caso o nosso e-mail) ao nosso servic¸o (neste caso o armazenamento em cloud).
Levanta-se o problema da autorizac¸a˜o de acesso a esses mesmos servic¸os. O problema
reside em dois aspetos: o programa que queremos interligar a um dado servic¸o teria de ter
acesso a informac¸a˜o sens´ıvel (credenciais de acesso) e, com isso, poderia executar operac¸o˜es
na˜o desejadas; o programa poderia sofrer um ataque que poderia resultar em fuga de
informac¸a˜o. Essa mesma fuga de informac¸a˜o poderia revelar passwords e outra informac¸a˜o
sens´ıvel. E´ de realc¸ar as passwords porque na˜o so´ da˜o acesso ao servic¸o em si (combinadas
com o nome de utilizador) como tambe´m podem dar acesso a outros servic¸os, tendo em
conta que, e como e´ do conhecimento geral, muitas pessoas usam a mesma password para
servic¸os diferentes com objetivo de na˜o esquecer essa mesma password.
E´ tambe´m importante referir a diferenc¸a entre autenticac¸a˜o e autorizac¸a˜o. A auten-
ticac¸a˜o e´ o processo de identificac¸a˜o de um utilizador com um identificador u´nico e um
elemento secreto (por exemplo uma palavra-passe). Um processo de autenticac¸a˜o garante,
apo´s o mesmo, que se trata de um utilizador espec´ıfico. A autorizac¸a˜o e´ o processo de
controlo de ac¸o˜es sobre um servic¸o. Na˜o indica um utilizador espec´ıfico por si so´.
2.3.1 OAuth 2.0
O OAuth 2.0 e´ um protocolo de autorizac¸a˜o web [18][19][14]. Tendo em conta os proble-
mas referidos em 2.3, este protocolo disponibiliza mecanismos para evitar o fornecimento
das credenciais de acesso aos servic¸os de terceiros.
Apo´s ana´lise desta mesma questa˜o, chegou-se a` conclusa˜o que o grande problema seria
ter apenas um me´todo desafio-resposta (autenticac¸a˜o com as credenciais) que dava acesso
a todas as funcionalidades. O problema solucionar-se-ia se tive´ssemos todos os servic¸os
diferenciados. Cada um teria como requisito permisso˜es diferentes, o que requeria tambe´m
autorizac¸o˜es diferentes. Pore´m isto acabaria por ser custoso e exaustivo para o utiliza-
dor, pois este teria de ser autorizado a cada operac¸a˜o diferente. No entanto, os servic¸os
poderiam, ainda assim, estar diferenciados em termos de autorizac¸a˜o (apenas utilizado
por terceiros) e possu´ırem, contudo, um me´todo de autenticac¸a˜o que permitiria o acesso a
todas as funcionalidades (credenciais de acesso).
Um exemplo mais concreto, presente em [12], seria quando se compra um carro luxuoso.
Geralmente sa˜o fornecidas pelo menos duas chaves, uma chave para o condutor e uma chave
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para um manobrista 10. A chave para o condutor permite operar a ignic¸a˜o e abrir todos os
compartimentos do carro. A chave para o manobrista so´ deixa abrir a porta do condutor e
operar a ignic¸a˜o. Todos os outros compartimentos (porta-malas, porta documentos, etc.)
necessitam da chave do condutor.
Passando do exemplo para a situac¸a˜o real, e´ pedida a autorizac¸a˜o de acesso ao servic¸o
que queremos aceder, por parte do servic¸o terceiro. Esse pedido de autorizac¸a˜o pode ser
efetuado num servidor independente cujo propo´sito e´ a autorizac¸a˜o. O servic¸o que vai ser
acedido verifica o pedido e as funcionalidades requisitadas, e autoriza o acesso para essa
aplicac¸a˜o terceira. E´ fornecido um token a essa mesma aplicac¸a˜o [3][18][14].
Esse token pode ter validade ou na˜o e vai ser utilizado como objeto de autorizac¸a˜o
concedida (apenas a`s funcionalidades requisitadas) nas pro´ximas sesso˜es ate´ expirar, no
servidor onde a aplicac¸a˜o terceira quer aceder. Basta a aplicac¸a˜o terceira apresentar esse
token para se comprovar fidedigna e poder realizar as operac¸o˜es que lhe foram permitidas.
Desta forma, na˜o se fornecem dados que permitam o controlo total do servic¸o nem se
fornecem dados sens´ıveis que, no caso de uma falha de seguranc¸a, permitam uma fuga de
informac¸a˜o que comprometa toda a conta do servic¸o.




Projeto de uma soluc¸a˜o
Atualmente existem diversos servic¸os de armazenamento cloud. No crescimento desta
indu´stria, estes servic¸os passaram a disponibilizar uma modalidade gratuita e limitada em
espac¸o, o que atraiu muito mais clientes para este mercado.
Com a expansa˜o destes servic¸os e a multiplicidade de contas de servic¸os distintos por
parte do mesmo utilizador, surgiram servic¸os terceiros para gesta˜o de mu´ltiplos servic¸os
cloud. Estes servic¸os consistem em aplicac¸o˜es web que se conectam aos servic¸os cloud do
utilizador e, atrave´s da sua interface web, listam e permitem operac¸o˜es sobre os ficheiros
das clouds associadas. Pore´m, estes servic¸os apresentam os va´rios servic¸os cloud separados
em pastas diferentes, permitindo, quanto muito, a transfereˆncia de ficheiros de uma cloud
para outra.
Embora estes servic¸os disponibilizem uma gesta˜o conjunta de mu´ltiplas clouds, na˜o sa˜o
uma soluc¸a˜o integrada. Por um lado, compete ao utilizador distribuir os seus ficheiros
pelas va´rias clouds. Por outro lado, o tamanho dos ficheiros esta´ limitado pelo espac¸o
dispon´ıvel em cada cloud e na˜o pelo espac¸o total. Supondo, por exemplo, que um cliente
tem 5 servic¸os cloud, cada um com 2 GB de espac¸o de armazenamento, o espac¸o totaliza
10 GB, pore´m, como esta´ dividido em partic¸o˜es de 2 GB, cada ficheiro armazenado na˜o
podera´ ter mais de 2 GB no seu tamanho total. Ale´m disso, a maioria destes servic¸os sa˜o
web, pelo que na˜o permitem a sincronizac¸a˜o local automa´tica, ou seja, o download dos
ficheiros tem de ser feito de forma manual ou utilizando os clientes desktop de cada cloud
individualmente.
Nesta dissertac¸a˜o o objetivo e´ a obtenc¸a˜o de uma soluc¸a˜o integrada (ver figura 3.1).
Pretende-se visualizar o espac¸o de armazenamento de diversas clouds como uma so´ partic¸a˜o
de uma forma transparente para o utilizador e realizar a sincronizac¸a˜o local automa´tica
de pastas. O objetivo e´, desta forma, ter uma soluc¸a˜o semelhante aos clientes desktop ja´
existentes para as diversas clouds que tenha os ficheiros das va´rias clouds associadas a este
programa numa u´nica pasta local, sincronizados. Quando se coloca um ficheiro, devera´
ser identificado se o ficheiro pode ser enviado na totalidade para uma cloud (isto e´, se
existe uma cloud com espac¸o dispon´ıvel para esse ficheiro) ou se tem de ser dividido de
forma a aproveitar o espac¸o de mais clouds. No caso de ser dividido, este facto tem de









Figura 3.1: Visa˜o integrada de va´rias clouds
e no servic¸o cloud conjunto remoto, na˜o interessando propriamente em que clouds ou em
quantas partes. O utilizador veˆ o ficheiro como um todo na sua pasta local, tal como se
usasse apenas uma cloud.
Foi observado no cap´ıtulo 2, na ana´lise dos diferentes servic¸os de armazenamento em
cloud, que as interfaces web na˜o permitem a sincronizac¸a˜o automa´tica dos ficheiros. Por
esta raza˜o e porque, como referido anteriormente, o que e´ pretendido e´ uma soluc¸a˜o seme-
lhante aos clientes desktop ja´ existentes das diversas clouds, a soluc¸a˜o basear-se-a´ numa
aplicac¸a˜o desktop.
3.1 Arquitetura global
Para a realizac¸a˜o de todas as funcionalidades referidas acima, temos de ter em conta
dois fluxos de execuc¸a˜o: download e upload de ficheiros. Em consequeˆncia da ocorreˆncia
de alterac¸o˜es a um ficheiro num dado computador, e´ necessa´rio refletir essas alterac¸o˜es na
multi-cloud, levando a operac¸o˜es de upload. Essas alterac¸o˜es, por sua vez, obrigam a` al-
terac¸a˜o das co´pias desses ficheiros noutros computadores, levando a operac¸o˜es de download.
Ao mesmo tempo, e´ necessa´rio garantir que as alterac¸o˜es na multi-cloud na˜o se reflitam
sobre o computador que provocou essas alterac¸o˜es.
Na figura 3.2 apresenta-se a arquitetura geral da soluc¸a˜o. Foram identificadas algumas
entidades cruciais na organizac¸a˜o estrutural da aplicac¸a˜o de modo a cumprir os objetivos
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Figura 3.2: Arquitetura global da soluc¸a˜o, para cada computador local
Este mo´dulo sera´ responsa´vel por gerir os outros componentes restantes - inicia´-los e para´-
los quer automaticamente quer por ordem do utilizador. Fundamentalmente, este mo´dulo
e´ o primeiro a correr no in´ıcio da execuc¸a˜o da aplicac¸a˜o e e´ o designado para iniciar os
outros mo´dulos.
De seguida, temos o mo´dulo de processamento de alterac¸o˜es no sentido local→ clouds.
Este mo´dulo ira´ ser responsa´vel por agir conforme as alterac¸o˜es a ficheiros locais. E´ este
mesmo componente que ira´ criar, modificar ou apagar os ficheiros em cada cloud e dividi-los
previamente se necessa´rio.
Por fim, temos a entidade de processamento de alterac¸o˜es no sentido cloud → local.
Existira´, para cada cloud, uma entidade deste ge´nero para verificar alterac¸o˜es na respetiva
cloud e fazer refletir essa alterac¸a˜o na pasta local. Ou seja, sempre que haja uma alterac¸a˜o
numa dada cloud, a entidade dessa mesma cloud ira´ deteta´-la e criar, modificar ou apagar
o ficheiro na pasta local sincronizada.
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3.2 Alterac¸o˜es locais
No que diz respeito a alterac¸o˜es de ficheiros locais, tem de haver um mecanismo de
monitorizac¸a˜o que permita detetar essas alterac¸o˜es. Este mecanismo permitira´ o envio
de ficheiros sempre que sejam criados ou modificados localmente e a sua remoc¸a˜o remota
sempre que sejam apagados localmente.
Existem dois me´todos poss´ıveis para essa monitorizac¸a˜o:
1. Polling - Verificar constantemente a pasta e sub-pastas por alterac¸o˜es. E´ altamente
compat´ıvel mas tem, geralmente, ma´ performance, uma vez que consome muitos
recursos de processamento so´ para realizar essa operac¸a˜o ciclicamente.
2. Notificac¸a˜o por evento - A aplicac¸a˜o subscreve-se a um canal de comunicac¸a˜o e fica
a` escuta num processo de baixa lateˆncia, sempre que ha´ uma alterac¸a˜o a um ficheiro,
e´ notificado e pode atuar conforme a alterac¸a˜o. Este me´todo tem bom desempenho,
uma vez que a aplicac¸a˜o so´ necessita de recursos quando e´ notificada de alterac¸o˜es.
E´, pore´m, menos compat´ıvel pois para ser usado e´ necessa´rio que o sistema operativo
suporte este sistema de notificac¸a˜o, uma vez que e´ este que gere as notificac¸o˜es. No
entanto, este u´ltimo fator e´ menos significativo, pois a grande maioria dos sistemas
operativos ja´ possui esta caracter´ıstica.
O melhor me´todo a utilizar sera´, enta˜o, o de notificac¸a˜o por evento. O Linux possui
o mo´dulo do kernel inotify 1. Este mo´dulo pode ser acedido por bibliotecas externas
dependendo da linguagem de programac¸a˜o utilizada.
3.3 Alterac¸o˜es remotas
Para ale´m da monitorizac¸a˜o local, referida em 3.2, que tratara´ de fazer upload de
ficheiros que forem criados, modificados localmente e apagar ficheiros remotos que foram
apagados localmente, existe ainda a necessidade de ter outro mecanismo que trate do fluxo
de download, isto e´, a sincronizac¸a˜o local de ficheiros alterados remotamente.
Sempre que ocorre uma alterac¸a˜o remota, a aplicac¸a˜o tera´ de ser notificado e transferir
esse(s) ficheiro(s).
Enquanto que na monitorizac¸a˜o local so´ e´ preciso um fluxo de execuc¸a˜o, na monito-
rizac¸a˜o remota precisamos de uma thread por cada servic¸o cloud. Isto deve-se a` possibili-
dade de ocorrerem alterac¸o˜es em diferentes clouds, em simultaˆneo.
Tal como nas alterac¸o˜es locais, as alterac¸o˜es remotas, dependendo das funcionalidades
disponibilizadas por um dado servic¸o cloud, podem ser monitorizadas em dois me´todos -
polling e notificac¸a˜o por evento. No caso do me´todo de polling, na˜o haveria problema em
colocar uma u´nica thread de execuc¸a˜o, pois com o me´todo de polling, ha´ sempre uma res-
posta quando se verifica por alterac¸o˜es Apo´s essa resposta e´ poss´ıvel alternar a verificac¸a˜o
de alterac¸o˜es entre clouds.
1http://man7.org/linux/man-pages/man7/inotify.7.html
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Ja´ no caso da notificac¸a˜o por evento, como o me´todo de verificac¸a˜o e´ bloqueante (por
esperar pelo evento) e nem sempre ha´ resposta imediata, na˜o faria sentido usar uma u´nica
thread para a verificac¸a˜o de alterac¸o˜es em todas as clouds, pois teria de haver alterac¸o˜es
numa cloud para se proceder a` verificac¸a˜o da seguinte.
Deste modo, decidiu-se usar uma abordagem multi-thread uma vez que esta abrange
os dois me´todos descritos acima. Assim, para cada cloud, existira´ uma thread dedicada a
detetar alterac¸o˜es e fazer refletir a alterac¸a˜o no lado local.
3.4 Circularidade
Um aspeto a ter em conta e´ que a concorreˆncia entre os dois fluxos de alterac¸o˜es (local
e remotos) pode provocar problemas de circularidade. Este facto deve-se a cada vez que
ha´ uma alterac¸a˜o local ou remota, precisarmos de sincronizar o ficheiro remoto ou local,
respetivamente.
Quando ha´ uma alterac¸a˜o a um ficheiro, e´ necessa´rio sincronizar no lado oposto onde
ocorreu a alterac¸a˜o. Ao sincronizarmos, vai haver uma notificac¸a˜o de que o ficheiro a
sincronizar foi alterado. Isto vai desencadear o envio do ficheiro novamente onde ocorreu
a alterac¸a˜o, quando na verdade na˜o foi alterado, e tudo se repete.
Tomemos como exemplo o que aconteceria se um ficheiro fosse modificado remotamente:
Upload de ficheiro modificado localmente
Download de ficheiro modificado remotamente
Notificação de ficheiro modificado remotamente
Notificação de ficheiro modificado localmente
Figura 3.3: Sincronizac¸a˜o c´ıclica a evitar
O fluxo de ac¸o˜es nessa situac¸a˜o (descritos na figura 3.3) seria, portanto
1. Notificac¸a˜o de ficheiro modificado remotamente
2. Download de ficheiro modificado remotamente
3. Notificac¸a˜o de ficheiro modificado localmente
4. Upload de ficheiro modificado localmente
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5. Notificac¸a˜o de ficheiro modificado remotamente
6. Download de ficheiro modificado remotamente
7. ...
Este exemplo e´ tambe´m va´lido para o fluxo inverso em que um ficheiro e´ modificado
localmente.
Para evitar esta situac¸a˜o, e´ necessa´rio saber quando um ficheiro vai ser sincronizado e
ignorar eventos gerados a partir dessas alterac¸o˜es.
Tera´, enta˜o, de existir uma lista de ficheiros que se traduza no pro´ximo evento gerado
para esse ficheiro ser ignorado.
Quer isto dizer que as threads de monitorizac¸a˜o local e remota tera˜o de comunicar entre
si (atrave´s de uma estrutura de dados partilhada) para reportarem que alterac¸o˜es de ficheiro
devera˜o ser ignoradas, de forma a evitar ciclos e transmisso˜es de dados desnecessa´rias.
Da mesma forma que ha´ situac¸o˜es em que os eventos devem ser ignorados, ha´ ficheiros
de funcionamento interno da aplicac¸a˜o que nunca devem ser enviados.
Deve existir, desta forma, uma lista de ficheiros ignorados em permaneˆncia.
3.5 Servic¸os cloud e APIs
Para aceder aos servic¸os cloud e´ necessa´ria uma interface que nos disponibilize me´todos
para podermos operar sobre os ficheiros residentes nesses servic¸os.
Para os servic¸os cloud a utilizar neste programa, e´ necessa´rio ter em conta na˜o so´ os
servic¸os oferecidos (essencialmente o espac¸o de armazenamento oferecido) mas tambe´m a
interface fornecida para operac¸o˜es sobre ficheiros remotos.
A aplicac¸a˜o devera´, ainda assim, ser modular e suportar qualquer tipo de cloud que
respeite um conjunto de me´todos essenciais ao funcionamento da aplicac¸a˜o, isto e´, seguir
uma API em que seja poss´ıvel utilizar implementar o funcionamento para qualquer cloud.
Essa API deve ter me´todos que ira˜o ser executados a cada alterac¸a˜o diferente de ficheiros
(criac¸a˜o, modificac¸a˜o e remoc¸a˜o).
Assim, adicionar servic¸os cloud fica mais simples, uma vez que so´ temos de tratar dos
me´todos necessa´rios para respeitar a API.
A API que cada cliente cloud tera´ de seguir constituir-se-a´ em me´todos de:
• Insert - Inserir ficheiro na cloud
• Update - Atualizar ficheiro na cloud
• Delete - Apagar ficheiro na cloud
• Get - Obter ficheiro da cloud
• OnRemoteChange - Procedimento a realizar quando detetar alterac¸o˜es remotas (criar,
modificar ou apagar o ficheiro remoto no disco local)
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• Init - inicializac¸a˜o das conexo˜es e autenticac¸a˜o
3.6 Base de dados e registo local
Na possibilidade de termos a aplicac¸a˜o a correr em va´rios dispositivos, temos de saber
qual e´ a versa˜o mais recente dos ficheiros e que ficheiros esta˜o em falta para assegurar
consisteˆncia de dados.
Neste caso, temos de ter uma base de dados que contenha a informac¸a˜o de quais os
ficheiros existentes na pasta e um identificador para cada um que indique o qua˜o recente
e´.
Como usamos mais que um servic¸o cloud, temos de indicar tambe´m em que servic¸o (ou
servic¸os) esta´ armazenado cada ficheiro.
Faz sentido, neste caso, usar uma base de dados e na˜o carregar tudo em memo´ria, pois,
tanto quanto sabemos, podemos ter uma quantidade enorme de ficheiros e metadata dos
mesmos. A aplicac¸a˜o ira´ ser concebido para correr em segundo plano, pelo que a sua marca
devera´ ser a menor poss´ıvel para na˜o afetar as outras aplicac¸o˜es.
A base de dados tera´ de ter dois n´ıveis para uma simplicidade e modularidade em
futura programac¸a˜o. Tera´ um primeiro n´ıvel geral, que lista todos os ficheiros e indica em
que servic¸o (ou servic¸os) esta˜o. Depois ramificar-se-a´ num segundo n´ıvel que se separa em
va´rias clouds, isto e´, cada cloud tera´ uma base de dados para os seus ficheiros devido ao
formato diferente das informac¸o˜es que sa˜o guardadas, provenientes de cada servic¸o cloud,
relativamente a cada ficheiro (nome, caminho remoto, reviso˜es, etc.).
3.7 Divisa˜o de ficheiros
Os servic¸os cloud podem possuir diferentes tamanhos de espac¸o de armazenamento.
Num servic¸o normal de armazenamento em cloud o tamanho de um ficheiro estaria limitado
a um dos seguintes:
1. O espac¸o dispon´ıvel da cloud.
2. O tamanho ma´ximo limitado pelo servic¸o (por questo˜es de otimizac¸a˜o de trans-
fereˆncias de ficheiros ou limitac¸o˜es da arquitetura do servic¸o cloud, por exemplo
sistema de ficheiros)
Nesta dissertac¸a˜o, queremos ultrapassar essa barreira. Para isso, utiliza´mos a mesma
estrate´gia utilizada em transfereˆncia de ficheiros grandes - a divisa˜o em partes. No caso
de um ficheiro ultrapassar o tamanho ma´ximo de um dos pontos referidos acima, o ficheiro
tera´ de ser dividido em va´rias partes de modo a poder ser armazenado em mu´ltiplas clouds
pelo que tera´ de existir um me´todo de divisa˜o e junc¸a˜o de ficheiros. As partes dos ficheiros
divididos ira˜o ser geradas numa diretoria especial, com um nome reservado. Essa diretoria
fara´ parte dos ficheiros ignorados a enviar.
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Remotamente, para representar o ficheiro, cria-se uma pasta com o nome exato do
ficheiro. Localmente o ficheiro deve ficar inteiro, as partes sa˜o enviadas para dentro da
pasta criada remotamente.
Se um ficheiro for alterado remotamente, tera´ de se reconstruir o ficheiro localmente.
Isto obriga a fazer download das partes todas, unir e depois apagar as partes, visto que
ja´ na˜o sa˜o necessa´rias. Se o ficheiro local for alterado, divide-se novamente em partes e
envia-se de novo para a localizac¸a˜o remota.
E´ ainda essencial que haja um mecanismo que sinalize a aplicac¸a˜o de quais os ficheiros
que sa˜o fragmentados para que, quando forem detetados novos ficheiros numa dada cloud,
a aplicac¸a˜o perceba se esses ficheiros sa˜o ou na˜o partes de um ficheiro fragmentado e, desta
forma, evite transferi-los como um ficheiro normal mas sim como um ficheiro fragmentado,
reconstruindo o mesmo.
3.8 Balanceamento
Como referido na secc¸a˜o 3.7, na situac¸a˜o de um upload de um ficheiro num sistema de
armazenamento de ficheiros cloud comum, a aplicac¸a˜o so´ tem de ter em conta o espac¸o de
armazenamento dispon´ıvel e o tamanho ma´ximo de transfereˆncia, se existir, para a cloud
em questa˜o. Se o tamanho do ficheiro na˜o ultrapassar estes crite´rios, o upload pode ser
realizado de forma normal.
No caso da soluc¸a˜o desenvolvida no aˆmbito desta dissertac¸a˜o, para ale´m de termos em
conta estes dois aspetos, ha´ a necessidade de uma ana´lise acrescida devido ao facto de
utilizarmos mu´ltiplos servic¸os cloud.
Para ale´m dos pontos referidos acima, o upload podera´, opcionalmente, ser influenciado
pelo espac¸o ocupado em cada servic¸o cloud de forma a balancear a carga de ficheiros nas
diferentes clouds.
Desta forma, se for decidido que um ficheiro e´ repartido em fragmentos, cada fragmento
devera´ ser colocado numa cloud diferente, rodando entre elas. Como os fragmentos teˆm
o mesmo tamanho (com a excec¸a˜o do u´ltimo), assegura-se o balanceamento em termos de
espac¸o ocupado.
Finalmente, quando um ficheiro e´ enviado inteiro, tera´ de ser analisado qual a cloud
que conte´m mais espac¸o livre e, desta forma, fazer upload do ficheiro para a mesma.
3.9 Limitac¸o˜es
A soluc¸a˜o apresentada neste cap´ıtulo apresenta algumas limitac¸o˜es.
Os ficheiros da pasta integrada esta˜o distribu´ıdos pelas va´rias clouds, pelo que o conteu´do
de cada cloud apenas representa uma parte desse todo. A utilizac¸a˜o das interfaces indi-
viduais (quer web, quer desktop) de acesso a`s clouds deve ser cautelosa. A criac¸a˜o de um
novo ficheiro assim como a alterac¸a˜o de nome/caminho de um ficheiro ja´ existente podem
causar a colisa˜o em nome/caminho com um outro ficheiro ja´ existente na pasta integrada.
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Para ale´m disso, a remoc¸a˜o de fragmentos de ficheiros divididos representa um problema,
pois a remoc¸a˜o de um fragmento pode causar situac¸o˜es de erro na aplicac¸a˜o e/ou corrupc¸a˜o
de dados nos ficheiros reconstru´ıdos. Finalmente, a alterac¸a˜o de ficheiros fragmentados e´
uma potencial causa de corrupc¸a˜o se essa alterac¸a˜o na˜o for consistente.
Por fim, esta soluc¸a˜o traz a necessidade de adotar nomes de ficheiros ou pastas u´nicos e
exclusivos para o funcionamento da aplicac¸a˜o. Um exemplo, nesta arquitetura, e´ a diretoria
tempora´ria para processamento de ficheiro. Esta tera´ de estar presente na pasta partilhada





Neste cap´ıtulo descreve-se o trabalho realizado na implementac¸a˜o de uma soluc¸a˜o de
acordo com a soluc¸a˜o arquitetural definida no cap´ıtulo anterior. Considerando que a Drop-
box e a Google Drive sa˜o os dois fornecedores de armazenamento cloud mais utilizados,
optou-se por os usar na construc¸a˜o inicial dessa soluc¸a˜o. Havia, no entanto, intenc¸a˜o de
tambe´m usar o OneDrive. Tal na˜o veio a acontecer por falta de tempo. Mesmo assim, o
uso de dois fornecedores de armazenamento cloud permite mostrar a validade da soluc¸a˜o
apresentada.
A linguagem Java foi usada como suporte ao desenvolvimento. Dois fatores con-
tribu´ıram decisivamente para essa escolha. Por um lado, o autor possu´ıa bastante ex-
perieˆncia de programac¸a˜o em Java. Por outro lado, os mecanismos necessa´rios para a
interac¸a˜o com as clouds escolhidas estavam dispon´ıveis para Java.
4.1 Estrutura geral
Tal como mostra a figura 4.1 e de acordo com a soluc¸a˜o arquitetural apresentada no
cap´ıtulo anterior, a implementac¸a˜o assenta em n+ 1 threads, sendo n o nu´mero de clouds
utilizadas. Existe uma thread dedicada a` detec¸a˜o de alterac¸o˜es locais e a` propagac¸a˜o
dessas alterac¸o˜es para as clouds. Existe, por cada cloud, uma thread dedicada a` detec¸a˜o
de alterac¸o˜es remotas e a` propagac¸a˜o dessas alterac¸o˜es para a pasta integrada.
Para facilitar o trabalho de inserc¸a˜o de novas clouds, foram identificadas as operac¸o˜es
ba´sicas de interac¸a˜o com as clouds e foi definida uma API para a soluc¸a˜o. Para cada cloud,
os me´todos dessa API sa˜o implementados usando os me´todos da API da cloud.
Sendo uma soluc¸a˜o multi-thread ha´ que garantir a exclusa˜o mu´tua no acesso a ficheiros,
de modo a prevenir corrupc¸a˜o dos seus dados. Optou-se por usar a classe ReentrantLock
do pacote java.util.concurrent.lock. A raza˜o da escolha prende-se com a experieˆncia
do autor na sua utilizac¸a˜o.
Para a detec¸a˜o de alterac¸o˜es locais, o Java disponibiliza um pacote chamado NIO (Non-
Blocking I/O). Este pacote disponibiliza me´todos na˜o bloqueantes para o tratamento dos
ficheiros. Uma das funcionalidades deste conjunto de me´todos e´ a detec¸a˜o de eventos sobre
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os ficheiros (criac¸a˜o, modificac¸a˜o e remoc¸a˜o dos mesmos). Estes me´todos ja´ suportam os
me´todos nativos do sistema operativo para a notificac¸a˜o desses eventos. Caso o Java na˜o
detete nenhum desses me´todos nativos, recorre ao polling para monitorizar alterac¸o˜es.
Google DriveDropbox
Pasta integrada
Thread da Dropbox Thread da Google Drive
Thread de processamento 
local






Entidade auxiliar da Google DriveEntidade auxiliar da Dropbox
Figura 4.1: Funcionamento e fluxo de execuc¸a˜o
4.2 API integrada
Tal como referido anteriormente, foi definida uma API comum para interac¸a˜o com as
clouds, quaisquer que elas sejam. Esta API sera´ implementada para cada cloud usando os
me´todos por ela disponibilizados. Foram definidos os seguintes me´todos:
• init - para inicializar a aplicac¸a˜o e efetuar a autenticac¸a˜o, se necessa´rio
• insert - para inserir na cloud um novo ficheiro criado localmente
• delete - para remover da cloud um ficheiro apagado localmente
• update - para atualizar na cloud um ficheiro alterado localmente
• get - para obtenc¸a˜o de um ficheiro espec´ıfico da cloud
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• onRemoteChange - me´todo a ser invocada para atualizac¸a˜o local, em consequeˆncia de
alterac¸o˜es de um ficheiro numa cloud
• getRemainingSpace - para obtenc¸a˜o do espac¸o dispon´ıvel na cloud
• getCloudName - para obtenc¸a˜o do nome da cloud
• startMonitor - para comec¸ar a monitorizac¸a˜o
• stopMonitor - para parar a monitorizac¸a˜o
Os me´todos presentes da API integrada sera˜o abordados mais a` frente, nas secc¸o˜es
correspondentes aos mecanismos que os usam.
Os me´todos startMonitor e stopMonitor sa˜o me´todos mais gerais chamados logo
apo´s a inicializac¸a˜o dos componentes da classe ou durante a execuc¸a˜o do programa. Sa˜o
os me´todos que inicializam e interrompem a sincronizac¸a˜o, respetivamente.
Para auxiliar a implementac¸a˜o destes me´todos na comunicac¸a˜o com as respetivas clouds,
sa˜o utilizadas as suas APIs oficiais. A Dropbox usa a versa˜o 2.0-beta-1 e a Google Drive
a versa˜o v2-rev194-1.21.0.
4.3 Autenticac¸a˜o perante os servic¸os cloud para au-
torizac¸a˜o de acesso
No cap´ıtulo 2, foi referida a distinc¸a˜o entre autenticac¸a˜o e autorizac¸a˜o. No entanto,
a autorizac¸a˜o provoca, no seu primeiro passo, a autenticac¸a˜o perante os servic¸os. Neste
caso, como se pressupo˜e um u´nico utilizador por conta de cada servic¸o cloud, os termos
autenticac¸a˜o e autorizac¸a˜o sa˜o utilizados de forma a significarem o mesmo.
O acesso a servic¸os cloud, geralmente, e´ controlado por mecanismos de autenticac¸a˜o, de
modo a garantir que apenas os detentores das devidas credenciais os utilizam. De forma
a evitar, sempre que se pretende aceder aos servic¸os, a constante inserc¸a˜o das credenci-
ais e o fornecimento de dados sens´ıveis (pois as credenciais da˜o acesso total a todas as
funcionalidades) o acesso pode ser controlado por tokens. O utilizador comunica uma vez
com os servidores de autenticac¸a˜o do servic¸o a aceder, fornecendo as suas credenciais (por
exemplo, um nome de utilizador e uma password), e o servidor fornece-lhe um token de
autorizac¸a˜o para os acessos seguintes. Este token podera´ ter um prazo de validade. O
token e´ guardado localmente e usado para controlo dos acessos seguintes, sem necessidade
de re-inserc¸a˜o das credenciais nos servidores de autenticac¸a˜o do servic¸o.
O protocolo utilizado na grande maioria destes servic¸os e´ o OAuth 2.0, pois e´ con-
siderado por muitos um standard de autorizac¸a˜o web. E´ esse o protocolo usado para a
autorizac¸a˜o das aplicac¸o˜es terceiras perante a Dropbox e Google Drive.
Compete ao me´todo init da API integrada tratar de obter o token a partir do servidor




No caso da Dropbox, o token de acesso e´ obtido atrave´s de um co´digo que, por sua
vez, e´ obtido atrave´s de um processo de autenticac¸a˜o usando as credenciais do utilizador.
A API fornece um enderec¸o web, usado para autenticac¸a˜o e pedido de consentimento
de acesso a`s funcionalidades necessa´rias. Passando a autenticac¸a˜o e autorizado o acesso
a`s funcionalidades requisitadas, e´ disponibilizado um co´digo que deve ser fornecido ao
programa para ele, por sua vez, o usar para obter o token. O token e´ guardado e usado nos
acessos subsequentes. Repare-se que as credenciais na˜o sa˜o fornecidas ao programa mas
sim ao website da Dropbox aquando a aquisic¸a˜o do co´digo, pelo que o programa na˜o tem
conhecimento dos dados de conta, dispondo apenas de um token que lhe permite aceder a`s
funcionalidades requisitadas.
Para a realizac¸a˜o deste fluxo de autenticac¸a˜o, a aplicac¸a˜o precisa de ser identificada
por uma APP KEY e uma APP SECRET (obtidos atrave´s da consola de desenvolvimento da
Dropbox). O conhecimento destes dois dados por si so´ na˜o permite o acesso a nenhuma
cloud de nenhum utilizador. O propo´sito destes dois dados e´ simplesmente identificar a
aplicac¸a˜o que requer autorizac¸a˜o sobre a conta do utilizador do servic¸o cloud como na˜o
maliciosa e devidamente permitida na consola de desenvolvimento da Dropbox. A APP KEY
e a APP SECRET do programa desenvolvido esta˜o embutidas no programa.
As figuras seguintes (4.2 a 4.6) ilustram o processo de obtenc¸a˜o do token, realizado pelo
programa aquando a sua primeira execuc¸a˜o. Inicialmente, o browser definido por omissa˜o
abre a pa´gina (figura 4.2) de obtenc¸a˜o do co´digo.
Figura 4.2: Website da Dropbox para obtenc¸a˜o do co´digo
A aplicac¸a˜o abre tambe´m uma caixa de dia´logo onde se requisita a introduc¸a˜o do co´digo
que venha a ser obtido no website (figura 4.3).
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Figura 4.3: Caixa de dia´logo para introduc¸a˜o do co´digo, fornecido pela Dropbox, para
obtenc¸a˜o do token de acesso
No website, o utilizador introduz as suas credenciais (figura 4.2) e, apo´s boa auten-
ticac¸a˜o, e´-lhe requisitada autorizac¸a˜o para o programa que pretende acesso, listando o
nome do programa e quais as funcionalidades a que pretende aceder (figura 4.4).
Figura 4.4: Pedido de autorizac¸a˜o da aplicac¸a˜o para acesso aos ficheiros da Dropbox
Depois de ser autorizado, e´ fornecido o co´digo para o programa poder obter o token de
acesso com o mesmo (figura 4.5).
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Figura 4.5: Autorizac¸a˜o bem sucedida e fornecimento do co´digo para obtenc¸a˜o do token
de acesso (Dropbox)
Apo´s a introduc¸a˜o do co´digo na caixa de dia´logo (figura 4.6), o programa obte´m o token
de acesso e segue a sua normal execuc¸a˜o, caso o co´digo esteja correto.
Figura 4.6: Introduc¸a˜o do co´digo, fornecido pela Dropbox, para obtenc¸a˜o do token de
acesso, no programa
O token de acesso fornecido na˜o tem data de expirac¸a˜o e a obtenc¸a˜o de um novo token
na˜o revoga os anteriores.
4.3.2 Google Drive
No caso do Google Drive, o processo e´ similar ao da Dropbox. A API existente tambe´m
disponibiliza um enderec¸o web para obtenc¸a˜o de um co´digo. O co´digo e´ obtido apo´s
boa autenticac¸a˜o, atrave´s das credenciais de acesso do utilizador. O co´digo permitira´,
analogamente ao processo no caso da Dropbox, obter o token de acesso, assim que fornecido
a` aplicac¸a˜o.
A APP KEY e a APP SECRET sa˜o, desta vez, disponibilizadas via ficheiro JSON, obtido
previamente na consola de desenvolvimento. Este ficheiro e´ lido posteriormente no pro-
grama, no in´ıcio da autenticac¸a˜o.
Novamente, e´ aberto o website, no browser definido por omissa˜o, para obtenc¸a˜o do
co´digo, exigindo-se credenciais de acesso (figura 4.7).
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Figura 4.7: Website da Google Drive para obtenc¸a˜o do co´digo
Perante uma autenticac¸a˜o bem sucedida, e´ requisitada autorizac¸a˜o para acesso, por
parte da aplicac¸a˜o, aos ficheiros alojados na Google Drive associada a` conta autenticada
(figura 4.8).
Figura 4.8: Pedido de autorizac¸a˜o da aplicac¸a˜o para acesso aos ficheiros da Google Drive
No caso da Google Drive, na˜o e´ necessa´rio copiar o co´digo para o programa, uma vez que
as bibliotecas do Google disponibilizam meios que comunicam diretamente com o browser.
Apo´s autorizac¸a˜o com sucesso e obtenc¸a˜o do co´digo (figura 4.9), o programa recebe o token
de acesso e usa-o posteriormente para todas as operac¸o˜es sobre ficheiros na cloud, seguindo
normal execuc¸a˜o.[9]
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Figura 4.9: Autorizac¸a˜o bem sucedida e fornecimento do co´digo para obtenc¸a˜o do token
de acesso (Google Drive)
4.4 Monitorizac¸a˜o de alterac¸o˜es locais
Como referido na Estrutura Geral (4.1), o Java possui suporte para a monitorizac¸a˜o
local de ficheiros. Foi escolhido este me´todo de monitorizac¸a˜o de ficheiros porque, para
ale´m de ter um bom desempenho (uma vez que usa me´todos nativos do sistema operativo) e
de ser altamente compat´ıvel com diferentes sistemas (uma vez que se ajusta mesmo quando
na˜o tem me´todos nativos para utilizar), usa bibliotecas nativas do Java, o que evita o uso
de bibliotecas externas que podem na˜o ser ta˜o fidedignas ou otimizadas.
Os me´todos sa˜o, na sua grande maioria, na˜o bloqueantes, ou seja, quando ha´ um
me´todo de leitura, sa˜o lidos apenas os dados que esta˜o dispon´ıveis ou nenhuns (no caso
de na˜o haverem dados dispon´ıveis de todo). Ao contra´rio dos me´todos bloqueantes onde a
thread que os executa fica bloqueada a` espera de ter dados que possa ler, nos me´todos na˜o
bloqueantes a thread pode prosseguir a sua execuc¸a˜o mesmo na˜o lendo dados. Da mesma
forma, em me´todos de escrita, contrariamente aos me´todos bloqueantes, nos me´todos na˜o
bloqueantes a thread pode avanc¸ar sem que se tenha acabado de escrever os dados.[13]
Isto significa que, no caso dos me´todos na˜o bloqueantes, na˜o e´ estritamente necessa´rio
colocar uma thread dedicada a` execuc¸a˜o desses me´todos de leitura e escrita. Significa
ainda que podemos tirar partido de mais desempenho, no caso de termos dados dispon´ıveis
para leitura ou escrita, pois na˜o temos de esperar ate´ essas operac¸o˜es serem conclu´ıdas
e, por isso, realizar outras operac¸o˜es entretanto. Pore´m, se na˜o tivermos dados para ler
ou escrever, a execuc¸a˜o destes me´todos e´ mais dispendiosa, tendo mais overhead que os
tradicionais me´todos bloqueantes.
No contexto da monitorizac¸a˜o de ficheiros, podera´ colocar-se a questa˜o do impacto cau-
sado pelo prosseguimento imediato de execuc¸a˜o do programa, quando um ficheiro e´ criado,
modificado ou apagado. No caso da criac¸a˜o e modificac¸a˜o, e´ preciso ter o cuidado de verifi-
car se o ficheiro esta´ ainda a ser alterado por outros processos, pois respetivo acontecimento
e´ detetado no in´ıcio dos mesmos e as operac¸o˜es de envio so´ podem ser executadas sobre
o ficheiro quando este estiver completamente criado ou alterado, respetivamente. No caso
do apagamento, na˜o existe qualquer problema, pois a operac¸a˜o respetiva no lado remoto
na˜o exige a leitura do ficheiro.
Com o pacote NIO do Java podemos monitorizar pastas a` escuta de eventos sobre os
ficheiros ou pastas nela contidos. Ha´ treˆs tipos de eventos que podem acontecer:
• ENTRY CREATE - criac¸a˜o de um ficheiro (cabec¸alho)
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• ENTRY MODIFY - modificac¸a˜o de um ficheiro
• ENTRY DELETE - remoc¸a˜o de um ficheiro
Esses eventos sa˜o colocados numa fila, onde sa˜o atendidos por ordem de chegada, proces-
sados de acordo com o evento.[20] Cada evento, tem um me´todo associado - uma callback.
No programa implementado, e´ verificado num ciclo quais os eventos que esta˜o na fila e
executado o me´todo conforme o evento.
Existe tambe´m uma lista de excec¸o˜es locais, caso algum evento deva ser ignorado
de modo a evitar a circularidade mencionada no cap´ıtulo 3. Por exemplo, quando se
cria um ficheiro localmente, sa˜o acionados dois eventos pelo Java NIO (ENTRY CREATE e
ENTRY MODIFY, na criac¸a˜o do cabec¸alho do ficheiro e na criac¸a˜o de dados do mesmo, res-
petivamente). O evento de modificac¸a˜o e´ acionado devido ao evento de criac¸a˜o do ficheiro
(apo´s criac¸a˜o do cabec¸alho, quando e´ adicionado conteu´do ao campo de dados), na˜o sendo
necessa´rio executar o me´todo de reac¸a˜o a uma modificac¸a˜o. Como cada evento tem uma
callback e o evento de criac¸a˜o vai ser tratado na callback de atendimento desse mesmo
evento associado, podemos ignorar a callback de modificac¸a˜o, uma vez que, neste caso, na˜o
houve uma modificac¸a˜o no ficheiro.
Por esse mesmo motivo, apo´s uma operac¸a˜o sobre o ficheiro que saibamos que gerara´
um ou mais eventos a ser ignorados, e´ adicionada a` lista de excec¸o˜es o caminho do ficheiro,
para que possa ser ignorado o pro´ximo evento sobre esse ficheiro, quando for processado,
uma vez que os eventos sa˜o colocados por ordem de chegada e processados na mesma
ordem.
Da mesma forma, a` lista de excec¸o˜es, para ale´m dos casos descritos acima, tambe´m
sa˜o adicionadas excec¸o˜es sempre que fazemos download de um ficheiro, pois quando o des-
carregamos e o colocamos na pasta sincronizada, vai haver uma notificac¸a˜o do sistema de
ficheiros local a reportar que ha´ ficheiros novos ou modificados. No entanto, como esse
evento e´ em resposta ao descarregamento direto dos ficheiros sem alterac¸a˜o de nenhuma
outra entidade local, na˜o e´ necessa´rio enviar para a(s) cloud(s) de novo, evitando a circu-
laridade.
Este passo (verificac¸a˜o de excec¸o˜es) e´ o primeiro passo a ser executado quando iniciamos
o processo de eventos, seguido do processamento dos mesmos. Caso haja uma excec¸a˜o,
remove-se esse evento da lista e saltamos esse ciclo de processamento, ignorando o evento.
Caso contra´rio, verifica-se qual e´ o evento em questa˜o e executa-se a callback espec´ıfica.
As callbacks implementadas sa˜o denominadas de acordo com o evento - OnCreate,
OnModify e OnDelete em resposta aos eventos ENTRY CREATE, ENTRY MODIFY e ENTRY DELETE,
respetivamente:
• ENTRY CREATE →OnCreate
• ENTRY MODIFY →OnModify
• ENTRY DELETE →OnDelete
39
As callbacks dos eventos va˜o pre´-processar o ficheiro associado ao evento (dividir o
ficheiro caso necessa´rio e decidir em que cloud(s) ira´(a˜o) ser alojado(s)). Apo´s esse pre´-
processamento, a callback executa ainda o upload do ficheiro local criado/alterado ou a
eliminac¸a˜o do mesmo atrave´s dos me´todos da API integrada implementados para uma ou
mais clouds.
Com esta API temos um ponto centralizado onde executamos as operac¸o˜es sobre uma
ou mais clouds. No caso do processamento dos eventos gerados pela monitorizac¸a˜o local,
os me´todos em foco sa˜o o insert, update e delete da API integrada, para o envio dos
dados por parte das callbacks OnCreate, OnModify e OnDelete, respetivamente:
• ENTRY CREATE →OnCreate →insert
• ENTRY MODIFY →OnModify →update
• ENTRY DELETE →OnDelete →delete
Resumindo, quando um dos eventos locais e´ acionado, e´ executada a callback para
pre´-processamento, seguido dos me´todos espec´ıficos da API integrada, para uma ou mais
clouds, consoante o evento e caracter´ısticas do ficheiro.
A API integrada permite va´rias implementac¸o˜es da mesma de forma modular. Isto
significa que, para cada cloud, ha´ uma implementac¸a˜o distinta e, por isso, podemos adi-
cionar outros servic¸os de armazenamento em cloud sem interferir com os que ja´ existem.
Significa tambe´m que as callbacks podem executar os me´todos de uma ou mais clouds,
como evidenciado na figura 4.10.
Pasta sincronizada











Implementação da API 








Figura 4.10: Fluxo de execuc¸a˜o desde a detec¸a˜o do evento ate´ a` execuc¸a˜o dos me´todos da
API integrada, para uma ou mais clouds
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Pol´ıtica de distribuic¸a˜o pelas clouds
Sempre que localmente e´ criado um ficheiro novo, e´ necessa´rio decidir-se em que cloud ou
clouds o alojar. A decisa˜o baseia-se no espac¸o livre em cada cloud no momento da criac¸a˜o.
Optou-se por escolher a cloud que disponibilize mais espac¸o. Desta forma, pretende-se
distribuir mais uniformemente o espac¸o livre.
4.5 Monitorizac¸a˜o de alterac¸o˜es remotas
Tal como referido na Estrutura Geral (4.1), a monitorizac¸a˜o remota assenta no uso de
threads, uma por cloud. Cada thread verifica regularmente, usando as bibliotecas oficiais
da cloud que representa, se ha´ alterac¸o˜es remotas a ficheiros. No caso das duas clouds
implementadas, esta verificac¸a˜o e´ feita atrave´s de polling ao servidor a cada segundo.
Pore´m, a forma de o fazer depende das APIs disponibilizadas pelo servic¸o. Em alternativa
aos me´todos de polling, poder-se-iam usar, por exemplo, me´todos bloqueantes de escuta
(notificac¸a˜o por eventos).
Caso hajam alterac¸o˜es, o servic¸o cloud correspondente responde com os metadados dos
ficheiros alterados e, localmente, e´ invocado o me´todo onRemoteChange. A sua func¸a˜o
e´ fazer refletir localmente as alterac¸o˜es comunicadas pela cloud. Essas alterac¸o˜es va˜o
manifestar-se na criac¸a˜o, remoc¸a˜o ou alterac¸a˜o de ficheiros localmente. Ha´, no entanto,
situac¸o˜es especiais a considerar.
Se a alterac¸a˜o acontece num ficheiro especial e reservado para o funcionamento do
programa, como por exemplo a pasta de trabalho ou a lista de ficheiros fragmentados (ver
secc¸a˜o 4.6), nada e´ feito. Isto acontece, pois o upload destes e´ feito forc¸adamente, sempre
que e´ necessa´rio, em vez de confiar na monitorizac¸a˜o local e respetivo processamento,
pois a presenc¸a destes ficheiros, remotamente, e´ necessa´ria para o bom fluxo da pro´pria
monitorizac¸a˜o remota, antes de ocorrer a mesma. Ou seja, quando estes ficheiros sa˜o
alterados, as suas alterac¸o˜es teˆm de ser refletidas antes das alterac¸o˜es dos ficheiros que
afetam.
Se as alterac¸o˜es recebidas dizem respeito a um ficheiro fragmentado, espera-se pela
confirmac¸a˜o da existeˆncia de todos os fragmentos nas clouds (ver secc¸a˜o 4.6) seguido da
obtenc¸a˜o dos mesmos, no caso de criac¸a˜o ou modificac¸a˜o. Apo´s obtenc¸a˜o de todos os
fragmentos reconstro´i-se o ficheiro, sequencialmente. No caso de apagamento, o ficheiro e´
eliminado localmente.
Se as alterac¸o˜es recebidas pertencem a um ficheiro inteiro, a alterac¸a˜o e´ refletida dire-
tamente na pasta local, criando-o, modificando-o ou apagando-o conforme o evento.
Finalmente, se as alterac¸o˜es dizem respeito a um ficheiro colocado na lista de excluso˜es,
nada e´ feito. Existe, para cada thread de monitorizac¸a˜o remota, uma lista de excluso˜es,
semelhante a` lista de excluso˜es explicada em 4.4. Com esta lista, tal como a lista de
excluso˜es local, pretende evitar-se a circularidade referida em 3.3. A ela, nas operac¸o˜es
sobre ficheiros remotos (me´todos insert, update, delete), ou seja, no acto de upload, sa˜o
adicionados os caminhos dos ficheiros a excluir; sempre que se executa um destes me´todos e´
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adicionado o caminho do ficheiro sobre o qual esse me´todo foi executado. Como o ficheiro
enviado ira´ desencadear a notificac¸a˜o de um ficheiro criado, modificado ou apagado no
sistema de ficheiros remoto, na˜o queremos agir, localmente, sobre essa alterac¸a˜o remota,
pois ja´ foi feito. Por exemplo se adicionarmos um ficheiro (me´todo insert) a uma cloud,
vai haver uma notificac¸a˜o que foi adicionado um ficheiro novo. Pore´m, queremos que essa
notificac¸a˜o seja ignorada, uma vez que na˜o queremos obteˆ-lo novamente porque acaba´mos
de o inserir.
E´ de notar que, para cada cloud, o programa precisa de analisar que operac¸o˜es sobre o
sistema de ficheiros local sa˜o necessa´rias executar aquando uma alterac¸a˜o, pois o servic¸o
cloud na˜o nos informa das alterac¸o˜es detalhadamente. Por exemplo, e´ preciso detetar se
um ficheiro foi movido. No caso da Dropbox, esse ficheiro e´ apagado de uma pasta e criado
novamente noutra, pelo que o nosso programa segue este fluxo de execuc¸a˜o. Pore´m na
Google Drive, cada vez que um ficheiro muda de localizac¸a˜o, so´ os metadados do ficheiro
mudam (neste caso a lista de pastas ma˜e), pois o sistema de ficheiros remoto da Google
Drive na˜o tem a noc¸a˜o de caminho de direto´rios, como referido e explicado em 2.1.2.
4.6 Divisa˜o de ficheiros
Ficheiro criado
Ficheiro excede o espaço disponível




Guardar informação de 
ficheiro e seus fragmentos
Enviar fragmentos para 
diferentes clouds
Figura 4.11: Tratamento de ficheiros de tamanho superior ao permitido numa cloud
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Como descrito em 3.7, ha´ duas situac¸o˜es que nos impedem de colocar um ou mais
ficheiros na cloud devido ao seu tamanho. Neste caso, e´ da responsabilidade da callback
que reage a` criac¸a˜o de ficheiros verificar esta situac¸a˜o. Quando um ficheiro e´ criado ou
modificado, antes de ser inserido, e´ verificado o seu tamanho para saber se e´ poss´ıvel ser
alocado remotamente. No caso de o tamanho exceder um dos paraˆmetros descritos em 3.7,
o ficheiro e´ dividido em chunks de tamanho pre´-definido. Os paraˆmetros de tamanho sa˜o
calculados no in´ıcio da execuc¸a˜o do programa com informac¸o˜es que a API de cada servic¸o
cloud espec´ıfico fornece sobre a conta associada.
Existe, precisamente para estas ocorreˆncias, uma pasta de trabalho chamada .workDir.
Esta pasta destina-se a trabalhar os ficheiros que precisam de ser divididos ou fundidos
e o seu nome e´ reservado pelo que na˜o podem haver ficheiros ou pastas criados com esse
mesmo nome. Todos os ficheiros desta pasta sa˜o exclu´ıdos da sincronizac¸a˜o.
Este processo cria, primeiramente, na pasta de trabalho, uma co´pia do ficheiro sobre
a qual vamos trabalhar. Depois, o ficheiro e´ lido sequencialmente e dividido sempre que
for lido o tamanho pre´-definido do chunk. E´ importante referir que a raza˜o de gerarmos
ficheiros novos, ocupando mais espac¸o em disco e provocando operac¸o˜es de I/O que influ-
enciam a performance do programa deve-se ao facto de, como referido em 2.1.2, a API da
Google Drive na˜o receber como argumento uma stream de dados mas sim os metadados
de um ficheiro. Quer isto dizer que, no caso da Google Drive, e´ a API da pro´pria que cria
a stream do ficheiro a ser enviado, na˜o podendo, deste modo, ser executado o upload de
uma stream controlada pelo programa.
Sa˜o assim criadas va´rios fragmentos do ficheiro original. Estes fragmentos sa˜o colocados
remotamente numa pasta com o nome exato do ficheiro original. Isto previne que se crie
um ficheiro de nome igual na cloud e fornece um espac¸o onde se pode guardar as partes
de modo a que estejam diretamente organizadas por ficheiro associado. As partes sa˜o
colocadas em sequeˆncia em cada uma das clouds, rodando entre elas na mesma ordem. No
entanto, o ficheiro original reside na localizac¸a˜o primordial da pasta local, o que faz com
que este processo seja todo ele transparente para o utilizador.
No decorrer do processo, existe ainda um ficheiro denominado .splittedFiles na
pasta de trabalho que possui uma lista de todos os ficheiros fragmentados, assim como o
nu´mero dos seus fragmentos — a base de dados de ficheiros fragmentados. Este ficheiro
e´ uma lista serializada e e´ essencial para distinguir os ficheiros que devem ou na˜o ser
sincronizados e de que forma, uma vez que na˜o se quer obter, no armazenamento local,
os ficheiros fragmentados separados. Este ficheiro e´ ainda crucial para a sincronizac¸a˜o de
operac¸o˜es entre as clouds remotas e o sistema local pois numa situac¸a˜o em que mais que
um computador corre o mesmo programa associado a`s mesmas contas, e´ fulcral que todos
estejam sincronizados para na˜o haver corrupc¸a˜o de informac¸a˜o ou informac¸a˜o duplicada
ciclicamente.
Para a implementac¸a˜o da fragmentac¸a˜o de ficheiros foram consideradas 3 soluc¸o˜es.
A primeira consiste em fazer atualizar a base de dados de ficheiros fragmentados antes
de se fazer upload dos fragmentos de forma a que o programa saiba, antes de detetar
alterac¸o˜es de ficheiros, que ha´ ficheiros fragmentados. Na figura 4.12, esta´ representado o
funcionamento dessa soluc¸a˜o quando dois computadores teˆm a aplicac¸a˜o em funcionamento.
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Figura 4.12: Soluc¸a˜o de divisa˜o 1 - atualizac¸a˜o pre´via da base de dados de ficheiros frag-
mentados. As operac¸o˜es problema´ticas encontram-se representadas com uma seta vermelha
Infere-se claramente que, deste modo, o programa na˜o sabe quando e´ que a transfereˆncia
dos fragmentos esta´ conclu´ıda. Por esse mesmo motivo, podera´ tentar descarregar os
ficheiros e na˜o conseguir.
Outra soluc¸a˜o considerada consiste na atualizac¸a˜o da base de dados de ficheiros frag-
mentados e seu upload apenas depois de o envio dos fragmentos estar conclu´ıdo. Na figura
4.13, esta´ representado o funcionamento da respetiva soluc¸a˜o quando dois computadores
teˆm a aplicac¸a˜o em funcionamento. Percebe-se que o u´nico problema desta soluc¸a˜o e´ a
reac¸a˜o do programa ao ver ficheiros atualizados remotamente sem saber que sa˜o fragmen-
tos. Desta forma, estes ficheiros va˜o ser transferidos como se fossem ficheiros inteiros,
provocando um processo de na˜o transparente para o utilizador.
Repare-se enta˜o que ao introduzir a pasta com os fragmentos do ficheiro sem qualquer
informac¸a˜o para a cloud teria como consequeˆncia a na˜o distinc¸a˜o deste tipo de ficheiro, o
que resultaria no download na˜o desejado dos fragmentos. Por outro lado, dar de imediato
a informac¸a˜o completa na base de dados de ficheiros fragmentados faria com que o sistema
considerasse que existiria, a partir daquele momento, um ficheiro (cujo nome seria o nome
da pasta) que teria sido fragmentado e os seus fragmentos (cujos identificadores estariam
na base de dados) se encontravam todos presentes dentro dessa pasta. Como o upload
ainda na˜o tinha sido conclu´ıdo, ocorreria um erro a tentar obter os fragmentos e a montar
o ficheiro.
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Figura 4.13: Soluc¸a˜o de divisa˜o 2 - atualizac¸a˜o posterior da base de dados de ficheiros
fragmentados
As operac¸o˜es problema´ticas encontram-se representadas com uma seta vermelha
A u´ltima soluc¸a˜o consiste na notificac¸a˜o de fragmentac¸a˜o atrave´s da base de dados de
ficheiros fragmentados em 2 passos:
1. Primeiro, faz-se o upload da base de dados de ficheiros fragmentados com a informac¸a˜o
do nome do ficheiro, sem fragmentos, imediatamente antes da pasta ser criada, para
a thread de verificac¸a˜o de alterac¸o˜es remotas verificar que existira´ um ficheiro frag-
mentado a ignorar de momento (pois ainda na˜o tem registo de fragmentos existentes)
2. A seguir, faz-se o upload da mesma base de dados, desta vez com a informac¸a˜o dos
fragmentos do ficheiro anterior, imediatamente apo´s os fragmentos serem inseridos
para se poder transferir esses mesmos fragmentos e o sistema poder reconstruir o
ficheiro sem problemas.
Na figura 4.14 esta´ representada a u´ltima soluc¸a˜o. Este processo permite a preparac¸a˜o
do programa para transfereˆncias de ficheiros fragmentados e a transfereˆncia de fragmentos
apenas quando temos a certeza que todos os envios foram bem sucedidos. Por este motivo,
foi a soluc¸a˜o adotada para a implementac¸a˜o, sendo a ordem do processo de fragmentac¸a˜o
descrito acima o seguinte:
1. Co´pia do ficheiro para a diretoria de trabalho
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Figura 4.14: Soluc¸a˜o de divisa˜o 3 - atualizac¸a˜o da base de dados de ficheiros fragmentados
em 2 passos
2. Entrada na base de dados de ficheiros fragmentados (local)
3. Upload da base de dados de ficheiros fragmentados
4. Criac¸a˜o da pasta no armazenamento remoto
5. Fragmentac¸a˜o local
6. Upload dos fragmentos para as respetivas clouds e, simultaneamente, atualizac¸a˜o da
base de dados de ficheiros fragmentados (local)
7. Upload da base de dados de ficheiros fragmentados
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4.7 Base de dados e registo local
A base de dados e´ crucial para a consisteˆncia do programa, pois e´ necessa´rio sabermos
qual o estado dos ficheiros presentes na pasta.
E´ essencial que a base de dados contenha a informac¸a˜o do ficheiro, da(s) cloud(s) a
que esta´ associado e outros aspetos importantes como a revisa˜o, o identificador, o path
associado e o nome do ficheiro.
Os atributos referidos anteriormente teˆm, cada um, um propo´sito definido:
• Revisa˜o - Para identificar a versa˜o mais recente do ficheiro presente na pasta sincro-
nizada
• Identificador - Para identificar unicamente um ficheiro no sistema de ficheiros do
armazenamento remoto
• Path associado - Para identificar a localizac¸a˜o do ficheiro no sistema de ficheiros local
• Nome do ficheiro - Conveniente para operac¸o˜es sobre o ficheiro, nomeadamente or-
ganizac¸a˜o de pastas.
Foi usado o SQLite para a implementac¸a˜o da base de dados, uma vez que a informac¸a˜o a
armazenar na˜o e´ massivamente grande. O SQLite tambe´m e´ uma ferramenta leve em termos
de peso computacional, uma vez que na˜o requer um servidor para o seu funcionamento.
Para esta complexidade de dados determinou-se que seria a melhor opc¸a˜o.
A base de dados esta´ organizada em 2 n´ıveis como referido em 3. O primeiro n´ıvel
indica onde esta´ localizado o ficheiro remotamente, ou seja, tem informac¸a˜o sobre a cloud
a que esta´ associado. O segundo n´ıvel tem informac¸o˜es mais espec´ıficas como a revisa˜o, o
identificador e o path local associado. Cada n´ıvel so´ necessita de uma tabela, uma vez que
toda a informac¸a˜o e´ diretamente associada ao ficheiro em si.
A implementac¸a˜o da base de dados e´ modular, ou seja, existe um mo´dulo geral para
coordenar os diferentes mo´dulos inseridos. Este aspeto permite-nos adicionar va´rias clouds
sem interferir com as ja´ existentes no programa. Basicamente, para cada cloud, existe
uma classe que trata exclusivamente da base de dados. Essa classe respeita uma API e
implementa me´todos que permitem operac¸o˜es sobre a base de dados:
• addFileRecord - adicionar registo do ficheiro
• getFileRecord - obter registo do ficheiro
• deleteFileRecord - apagar registo do ficheiro
• editFileRecord - modificar registo do ficheiro
• createFileTable - criar tabela de registos
• searchById - procurar por ID do ficheiro, em vez de path
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Obviamente, o path e´ a chave prima´ria das tabelas tanto no primeiro como no segundo
n´ıvel. No entanto, nas clouds, a chave prima´ria na˜o e´ o path mas sim o ID (um identifi-
cador u´nico atribu´ıdo na criac¸a˜o do ficheiro), uma vez que os sistemas de ficheiros na˜o se
organizam todos da mesma forma.
Por exemplo, a Dropbox consegue obter ficheiros atrave´s do path local associado, porque
faz a conversa˜o desse path para o ID que lhe foi atribu´ıdo. Ja´ a Google Drive na˜o tem
noc¸a˜o de path (descrito em 2.1.2. Os ficheiros sa˜o armazenados com o identificador u´nico
tendo como atributo uma lista de parents. Esses parents sa˜o os identificadores das pastas
que conteˆm esse ficheiro. E´ necessa´rio que se construa a a´rvore de ficheiros, percorrendo





Neste cap´ıtulo sa˜o apresentadas as experieˆncias realizadas com o objetivo de mostrar e
avaliar o funcionamento da soluc¸a˜o multi-cloud desenvolvida no aˆmbito desta dissertac¸a˜o.
A primeira experieˆncia mostra a visa˜o integrada e a distribuic¸a˜o de ficheiros pelas duas
clouds usadas na implementac¸a˜o. A segunda experieˆncia mostra o funcionamento num
cena´rio em que um ficheiro tem de ser fragmentado. Finalmente, a u´ltima experieˆncia
mostra alguns nu´mero sobre o desempenho da soluc¸a˜o desenvolvida no contexto dos fichei-
ros fragmentados.
5.1 Visa˜o integrada e distribuic¸a˜o pelas clouds
O objetivo central da aplicac¸a˜o desenvolvida e´ juntar espac¸os de armazenamento em
duas ou mais clouds e disponibiliza´-los ao utilizador como um u´nico espac¸o integrado.
Com o propo´sito de mostrar esta funcionalidade foi realizada a seguinte experieˆncia. A
aplicac¸a˜o subscreveu-se a duas clouds (Dropbox e Google Drive) e garantiu que o espac¸o
disponibilizado por cada uma era o mesmo. Como o Dropbox disponibiliza 2 GB e o Google
Drive disponibiliza 15 GB, a aplicac¸a˜o artificialmente reduziu o segundo para 2 GB.
A seguir, localmente, criam-se dois ficheiros na pasta integrada. De acordo com a
funcionalidade definida, a aplicac¸a˜o deveria alojar os dois ficheiros em clouds diferentes,
porque, apo´s alojamento do primeiro numa das clouds, a outra cloud ficaria com o espac¸o
livre maior.
A figura 5.1 evidencia este facto. Em cima, mostra-se a pasta local, onde se podem
ver os dois ficheiros criados. Na parte de baixo da figura, tem-se uma visa˜o web das duas




Figura 5.1: Ficheiros distribu´ıdos em clouds distintas: (a) pasta integrada; (b) alojamento
na Dropbox; (c) alojamento na Google Drive.
5.2 Divisa˜o de ficheiros
Como referido nos cap´ıtulos 3 e 4, o programa contempla um mecanismo de frag-
mentac¸a˜o de ficheiros cujos tamanhos excedam determinados crite´rios. Fizeram-se alguns
testes para mostrar este mecanismo.
5.2.1 Divisa˜o ao adicionar ficheiros
Para este teste, o programa foi condicionado a usar ficheiros inteiros ate´ 10 MiB. Fi-
cheiros de tamanho igual ou acima de 10 MiB sa˜o fragmentados em chunks de 2 MiB.
Primeiramente, foi colocado um ficheiro com 10 485 759 Bytes (menos 1 byte de 10 MiB)
na pasta integrada. O resultado e´ o upload do ficheiro como um todo. Isto mesmo pode
ser constatado na figura 5.2, onde se mostra o conteu´do da pasta local e o seu alojamento
na Dropbox.
(a) (b)
Figura 5.2: Upload de ficheiro sem fragmentac¸a˜o: (a) pasta integrada; (b) alojamento
remoto
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A seguir colocou-se outro ficheiro de 10 MiB na pasta local. O tamanho do ficheiro
ultrapassa o tamanho ma´ximo sem fragmentac¸a˜o, por isso, o ficheiro foi dividido e arma-




Figura 5.3: Upload de ficheiro com fragmentac¸a˜o: (a) pasta integrada; (b) alojamento na
Dropbox; (c) alojamento na Google Drive.
5.2.2 Divisa˜o ao modificar ficheiros
Fez-se um segundo teste em que o ficheiro ultrapassa o limite de fragmentac¸a˜o apo´s uma
operac¸a˜o de atualizac¸a˜o. Neste teste, o programa foi condicionado a usar ficheiros inteiros
ate´ 10 MiB, tal como anteriormente, com a excec¸a˜o de que os ficheiros so´ sa˜o repartidos
quando o seu tamanho e´ superior 10 MiB, em vez de igual ou superior como feito em 5.2.1.
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Colocou-se um ficheiro de 10 MiB na pasta partilhada. Verificou-se novamente o upload
do ficheiro inteiro, da mesma forma que em 5.2.1. Adicionou-se, de seguida, 4 Bytes de
conteu´do ao ficheiro, usando o comando
echo aaaa >> upload_test3
Isto fez com que o ficheiro ultrapassasse o limite de fragmentac¸a˜o. Como o ficheiro ori-
ginalmente tinha 10 MiB, sa˜o criadas 5 partes de 2 MiB e ainda uma u´ltima com os 4
Bytes adicionados, como ilustrado na figura 5.4. Portanto, o ficheiro inteiro foi eliminado
e o mesmo foi dividido em partes. Da mesma forma, embora na˜o demonstrado, quando o
ficheiro e´ modificado de forma a ter um tamanho menor que o limite de ficheiros inteiros,




Figura 5.4: Fragmentac¸a˜o de ficheiros apo´s modificac¸a˜o: (a) pasta integrada; (b) aloja-
mento na Dropbox; (c) alojamento na Google Drive.
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5.2.3 Detec¸a˜o da fragmentac¸a˜o
Nos testes anteriores mostrou-se o tratamento de ficheiros cujo tamanho exceda o limite
de fragmentac¸a˜o e o alojamento dos fragmentos nas clouds integradas. Neste teste, mostra-
se que as instaˆncias da aplicac¸a˜o em outros computadores identificam que se trata de um
ficheiro fragmentado e criam-no localmente como um todo.
Quando se coloca um ficheiro com tamanho inferior ao limite de fragmentac¸a˜o na pasta
local, o ficheiro e´ enviado para a cloud como um todo e descarregado como um todo nas
outras ma´quinas. Se o ficheiro sofreu fragmentac¸a˜o, os fragmentos sa˜o descarregados e o
ficheiro e´ reconstru´ıdo. Isso e´ mostrado na figura 5.5, baseada na figura 5.3, a` qual se




Figura 5.5: Reconstruc¸a˜o de ficheiro fragmentado: (a) pasta integrada onde ocorreu a
fragmentac¸a˜o; (b) alojamento nas clouds ; (c) pasta integrada onde ocorreu a reconstruc¸a˜o.
53
5.3 Desempenho
E´ importante referir que mecanismos como a divisa˜o de ficheiros podem ter grandes
impactos em performance. Como tal, tambe´m foi considerado essencial ter uma ana´lise
desse impacto.
5.3.1 Condic¸o˜es de teste
Os testes de desempenho foram realizados numa ma´quina virtual com um processador
de 4 cores e 2 GB de memo´ria RAM, correndo uma distribuic¸a˜o Linux Mint de 64 bits. O
computador anfitria˜o conte´m um processador Intel i7 Q720 @1.60GHz, 6 GB de memo´ria
RAM, uma placa de rede sem fios integrada e um disco SSD num barramento SATA-II.
Previamente, foram testadas algumas atividades de I/O para verificar se havia dife-
renc¸as significativas na velocidade de escrita em disco entre o ambiente duma ma´quina
virtual (com VMware) e o ambiente nativo. Foi verificado que na˜o existem diferenc¸as sig-
nificativas, o que era expecta´vel, uma vez que as tecnologias de virtualizac¸a˜o esta˜o bastante
avanc¸adas e os controladores do disco encontram-se implementados de uma forma bastante
eficiente.
Os testes pretendem testar o desempenho do programa numa situac¸a˜o mais pro´xima do
real poss´ıvel. Uma vez que esta aplicac¸a˜o se destina ao utilizador comum, os testes foram
realizados numa habitac¸a˜o com uma rede sem fios com acesso a` Internet cujas velocidades
ma´ximas sa˜o de 60 Mb/s e 10 Mb/s de download e upload, respetivamente.
5.3.2 Testes
Os testes recolhem os tempos de execuc¸a˜o com base no me´todo nanoTime() do Java.
Primeiramente, para uma dada cloud, e´ feito upload de um ficheiro de 10 MiB. Este processo
e´ repetido para o mesmo ficheiro mas desta vez dividido em fragmentos, comec¸ando em 2
e aumentando progressivamente ate´ 10.
Cada uma das situac¸o˜es e´ repetida 10 vezes e sa˜o calculados os tempos me´dios das
operac¸o˜es mais relevantes, nomeadamente:
• Inserc¸a˜o de todos os fragmentos
• Inserc¸a˜o de cada fragmento
• Inserc¸a˜o de informac¸o˜es nas bases de dados
• Divisa˜o do ficheiro
• Limpeza de ficheiros
Uma vez que o tempo das operac¸o˜es na Internet sa˜o muito varia´veis devido a mu´ltiplos
fatores externos, e´ importante ter a informac¸a˜o das oscilac¸o˜es desses mesmos tempos. Por
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isso, sa˜o ainda calculados o desvio padra˜o e o erro do tempo medido para um intervalo de
confianc¸a de 95%.
No que toca a` troca de dados na Internet, optou-se por estudar apenas o fluxo de envio,
pois este e´ o mais limitado na grande maioria das ligac¸o˜es e o causador de maior espera
neste tipo de operac¸o˜es.
5.3.3 Custo da divisa˜o de ficheiros
Querendo avaliar-se o custo resultante da divisa˜o de ficheiros, executou-se o teste refe-
rido em 5.3.2 usando a Dropbox. O objetivo e´ avaliar o impacto da divisa˜o de um ficheiro
no tempo de upload. Os resultados obtidos esta˜o presentes na tabela 5.1.
















Inteiro 32,6733 1,42294 0,88195 -
2 fragmentos 35,49699 1,40482 0,87072 17,74849
3 fragmentos 36,68789 1,77347 1,09921 12,2293
4 fragmentos 37,99247 1,67191 1,03626 9,49812
5 fragmentos 38,28248 1,13252 0,70194 7,6565
6 fragmentos 39,85249 2,12859 1,31931 6,64208
7 fragmentos 39,63828 1,30819 0,81083 5,66261
8 fragmentos 41,21867 1,46688 0,90918 5,15233
9 fragmentos 43,38646 2,7278 1,69071 4,82072
10 fragmentos 44,60985 3,2802 2,03309 4,46099
Entrada na
base de dados
DB comum 0,21043 0,02889 0,01791 -
DB ficheiros
fragmentados
0,09548 0,26323 0,16315 -
Outros
Divisa˜o 0,43726 0,18209 0,11286 -
Limpeza 0,00172 0,00081 0,0005 -
Com o aumento do nu´mero de fragmentos, nota-se o aumento progressivo do tempo
me´dio de inserc¸a˜o. Este aumento e´ esperado, uma vez que para ale´m da divisa˜o, o nu´mero
de conexo˜es TCP aumenta. Como o TCP e´ um protocolo com um mecanismo three-way
handshake, no in´ıcio da conexa˜o existe uma troca de pacotes necessa´ria para inicializac¸a˜o.
Cada ligac¸a˜o produz estes pacotes, o que faz com que o nu´mero de pacotes a transmitir
aumente com o nu´mero de fragmentos e, consequentemente, o tempo de transmissa˜o. Com
o desvio padra˜o e o erro para um intervalo de confianc¸a de 95%, conseguimos ainda reter que
as oscilac¸o˜es entre tempos na˜o sa˜o muito grandes ao aumentarmos o nu´mero de fragmentos.
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Inteiro 29,95543 0,46682 0,28934 -
2 fragmentos 35,02489 1,79339 1,11155 17,51245
3 fragmentos 35,06541 1,71291 1,06167 11,68847
4 fragmentos 35,56252 1,17294 0,69317 8,89063
5 fragmentos 36,42274 0,79683 0,49388 7,28455
6 fragmentos 37,29622 1,07008 0,66324 6,21604
7 fragmentos 39,83957 1,72484 1,06907 5,69137
8 fragmentos 40,95690 1,39497 0,86461 5,11961
9 fragmentos 42,64220 1,76383 1,09323 4,73802
10 fragmentos 43,07447 1,78220 1,10462 2,87163
Entrada na
base de dados
DB comum 0,18112 0,03086 0,01913 -
DB ficheiros
fragmentados
0,35058 1,03251 0,63996 -
Outros
Divisa˜o 0,62791 0,77158 0,45598 -
Limpeza 0,00227 0,00057 0,00034 -
Comparativamente ao desempenho usual de um u´nico ficheiro inteiro, os tempos pare-
cem aumentar cerca de um segundo por cada fragmento adicionado. Este valor de acre´scimo
depende tambe´m, claro, do tamanho do ficheiro, pois estamos a contar com o tempo de
divisa˜o do mesmo (cerca de meio segundo, em me´dia) e ainda com o nu´mero de acessos
a`s bases de dados, embora este seja despreza´vel. No entanto, se definido um tamanho
justo para os fragmentos, o programa parece ter um desempenho na˜o muito distante da
situac¸a˜o original, uma vez que, na maioria das situac¸o˜es, alguns segundos acabam por na˜o
ter grande significaˆncia para o utilizador.
5.3.4 Comparac¸a˜o entre clouds
No cap´ıtulo 2 foi referido que a Google Drive tem um me´todo de transporte diferente
do da Dropbox. Com o objetivo de verificar se ha´ diferenc¸as significativas entre clouds,
foram executados os testes referidos acima, em 5.3.2, tambe´m para a Google Drive. Os
resultados obtidos sa˜o apresentados na tabela 5.2.
Consegue perceber-se pelas tabelas 5.1 e 5.2, e pelo gra´fico da figura 5.6, que repre-
senta os tempos me´dios em func¸a˜o do nu´mero de fragmentos, que a Google Drive tem um
desempenho melhor que a Dropbox, em todos os cena´rios. Pore´m, a melhoria na˜o e´ muito
significativa e diminui com o nu´mero de fragmentos. Na˜o se consegue propriamente dizer
que a Google Drive tem uma vantagem sobre a Dropbox neste teste.
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Figura 5.6: Desempenho - Dropbox vs Google Drive
Poder-se-ia apontar a escassa velocidade de upload como responsa´vel por esta pro-
ximidade. Pore´m, testadas 80 inserc¸o˜es de um ficheiro de 40MB na rede sem fios da
Universidade de Aveiro (com velocidades de upload de 1Gb/s), tanto para a Google Drive
como para a Dropbox, nota-se uma diferenc¸a de cerca de 1 segundo.
Conclui-se, por isso, que na˜o ha´ grande diferenc¸a entre a Google Drive e a Dropbox
em termos de tempos de transporte de dados. Note-se que este facto pode variar com
a localizac¸a˜o e ate´ com diferentes momentos do dia devido a`s diferentes quantidades de
tra´fego na Internet. Ainda assim, no caso geral, na˜o parece afetar de forma a que seja
relevante.
5.3.5 Paralelizac¸a˜o
Ainda na fase do desenvolvimento do programa, verificou-se alguma lateˆncia quando
era necessa´ria a divisa˜o de ficheiros. Naturalmente, era previs´ıvel que o ponto de maior
lateˆncia fosse o upload, pois depende na˜o so´ dos equipamentos locais como tambe´m do
servidor. Consequentemente, numa tentativa de aumentar a eficieˆncia, a aplicac¸a˜o foi
implementada usando va´rias threads para efetuar a operac¸a˜o de upload, permitindo que a
fase com maior bloqueio fosse executada em paralelo e na˜o impedisse a execuc¸a˜o das outras
operac¸o˜es menores.
Isto significa que, nos casos em que o ficheiro e´ fragmentado, cada fragmento pode
ser enviado atrave´s de um fio de execuc¸a˜o paralelo, o que possibilita que as operac¸o˜es de
acesso a` base de dados e limpeza sejam executadas ao mesmo tempo que o envio de outros
fragmentos. Todavia, o tratamento do pro´ximo ficheiro na lista de espera tera´ de ser feito
depois deste processo, aguardando que todas as threads de upload terminem.
Para avaliar o efeito da paralelizac¸a˜o, o teste mencionado em 5.3.2 foi realizado usando
uma u´nica cloud (a Dropbox), com diferentes nu´meros ma´ximos de threads de execuc¸a˜o.
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Inteiro 31,39345 0,98953 0,61332 -
2 fragmentos 33,99629 1,06445 0,65975 16,99814
3 fragmentos 33,12887 1,11981 0,69407 11,04296
4 fragmentos 33,94503 1,92935 1,19582 8,48626
5 fragmentos 33,10604 1,65442 1,02542 6,62121
6 fragmentos 33,69112 1,33194 0,82555 5,61519
7 fragmentos 34,51149 1,68792 3,52541 4,93021
8 fragmentos 35,22230 1,65242 3,50340 4,40279
9 fragmentos 34,04665 2,78301 1,72493 3,78296
10 fragmentos 33,33552 2,22909 1,38160 2,22237
Entrada na
base de dados
DB comum 0,17102 0,03111 0,01821 -
DB ficheiros
fragmentados
0,36134 1,01087 0,63658 -
Outros
Divisa˜o 0,61998 0,75832 0,45328 -
Limpeza 0,00221 0,00055 0,00031 -
Para ale´m do caso de uma u´nica thread, foram consideradas 2 situac¸o˜es: 4 e 10 threads. No
primeiro caso, 4, tem-se um nu´mero de threads igual ao nu´mero de nu´cleos do processador
usado. No segundo caso, 10, o nu´mero de threads e´ superior ao suportado pelo proces-
sador. Os resultados deste teste residem nas tabelas 5.3 e 5.4 e esta˜o ainda graficamente
representados na figura 5.7.
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Inteiro 31,38745 0,97917 0,61332 -
2 fragmentos 32,99528 1,06208 0,65975 16,49764
3 fragmentos 33,12764 1,11634 0,69407 11,04255
4 fragmentos 34,00561 1,93001 1,19582 8,50140
5 fragmentos 56,25266 24,43457 15,1447 11,25053
6 fragmentos 60,72037 29,99619 18,59183 10,12006
7 fragmentos 61,69603 43,31446 26,84658 8,81372
8 fragmentos 54,31385 19,42426 12,03928 6,78923
9 fragmentos 73,39121 51,23025 31,75284 8,15458
10 fragmentos 57,78988 25,88577 16,04417 3,85266
Entrada na
base de dados
DB comum 0,17673 0,03365 0,02015 -
DB ficheiros
fragmentados
0,34775 1,00016 0,62546 -
Outros
Divisa˜o 0,63004 0,76254 0,44137 -
Limpeza 0,00346 0,00045 0,00032 -
















Figura 5.7: Comparac¸a˜o do nu´mero de threads de upload - Dropbox
Das tabelas 5.1, 5.3 e 5.4 e ainda da figura 5.7 pode inferir-se que o multi threading
podera´ reduzir o tempo de execuc¸a˜o na fase de upload, especialmente com um mu´ltiplo
nu´mero de fragmentos. Como era de esperar, os tempos de divisa˜o, de acesso a`s bases de
dados e de limpeza na˜o se alteram.
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Ao usar-se um ma´ximo de 4 threads, o programa parece adaptar-se bem e gerir as
conexo˜es de forma eficiente. Os tempos diminuem, na˜o drasticamente claro, pois so´ se
aproveita para executar algumas instruc¸o˜es enquanto as transfereˆncias sa˜o efetuadas. A
velocidade ma´xima de Internet tera´, ainda assim, de ser partilhada pelos 4 fragmentos
de cada vez. Esse tempo de processamento extra que foi poupado parece ser maior que
o overhead provocado pela inicializac¸a˜o das conexo˜es TCP, pois com esta medida, temos
tempos totais menores.
Nota-se tambe´m que se comec¸a a ter uma maior instabilidade de valores a partir de 3
fragmentos. Na situac¸a˜o de 4 fragmentos, surpreendentemente, tem-se valores de desvio
padra˜o e de erro para um intervalo de confianc¸a de 95% acrescidos. Isto pode dever-se
ao facto deste programa na˜o ser o u´nico em execuc¸a˜o no sistema. Esta situac¸a˜o e´ algo
a ter em atenc¸a˜o para escolher o nu´mero de threads de upload apropriado. No momento
da execuc¸a˜o deste programa, outro programa podera´ estar a realizar operac¸o˜es e a ocupar
tempo de utilizac¸a˜o do processador.
Todavia, se se usar um ma´ximo de 10 threads, causa-se uma alta instabilidade ao
sistema, com tempos bastante superiores quando comparados ao uso de 4 threads. Como e´
de esperar, ate´ 4 fragmentos, o desempenho e´ semelhante a` situac¸a˜o anterior. A partir dos
5 fragmentos, o sistema operativo tera´ de desempenhar um papel fundamental na gesta˜o do
processador, uma vez que na˜o temos recursos de hardware suficientes para gerir 5 threads.
Para ale´m dos tempos aumentarem intensamente, a sua gama de valores tambe´m alarga
abruptamente, significando altas oscilac¸o˜es nos seus tempos de inserc¸a˜o. Este facto pode
dever-se a algumas razo˜es:
1. O excessivo nu´mero ma´ximo de threads faz com que, ao alternar entre elas, hajam
perdas de pacotes, o que provoca, na˜o so´ retransmisso˜es como tambe´m o decre´scimo
da janela de fluxo. Uma vez que sa˜o muitas conexo˜es em simultaˆneo, essa janela na˜o
pode depois subir rapidamente, provocando velocidades mais baixas e, consequente-
mente, tempos maiores.
2. Uma vez que ha´ mais pacotes a serem gerados ao mesmo tempo, existe a possibili-
dade de um congestionamento no processamento dos mesmos por parte do sistema
operativo, da placa de rede e do ponto de acesso onde estamos ligados (devido a
protocolos NAT, etc)
Outro facto ocorrente, na˜o mencionado anteriormente, e que apoia o que foi referido
anteriormente e´ o nu´mero de tentativas falhadas no upload de dados. Na situac¸a˜o de 5 a
7 ficheiros, foram precisas 3 tentativas de envio. Ja´ de 8 a 10, foram precisas 5 tentativas.
Conclui-se que e´ preciso um nu´mero ma´ximo de threads adequado para atingir um bom
desempenho. Poderia pensar-se no limite de threads que o hardware pode atender a um
dado momento, pore´m, parece ser prudente considerar tambe´m os restantes programas em
execuc¸a˜o, mesmo estes estando inativos.
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Cap´ıtulo 6
Conclusa˜o e trabalho futuro
No aˆmbito desta dissertac¸a˜o projetou-se e desenvolveu-se uma soluc¸a˜o desktop que
permite a integrac¸a˜o de diferentes espac¸os de armazenamento em cloud num u´nico espac¸o,
de forma transparente. O utilizador passa a dispor de um espac¸o de armazenamento
integrado e a aplicac¸a˜o encarrega-se de gerir da forma mais conveniente esse espac¸o, sendo
da responsabilidade desta escolher em que cloud (ou clouds) alojar os ficheiros. Permite,
inclusive, alojar ficheiros que excedam em tamanho o tamanho livre numa u´nica cloud,
fragmentando o ficheiro e distribuindo os fragmentos pelas va´rias clouds. O utilizador,
localmente, continua a ver o ficheiro como um todo, quer na ma´quina onde o ficheiro foi
criado, quer em outras sincronizadas com as mesmas clouds.
A soluc¸a˜o integrada foi implementada usando as clouds Dropbox e Google Drive. A sua
escolha assentou no facto de serem as mais populares entre os utilizadores dome´sticos. Foi
originalmente planeada a implementac¸a˜o da soluc¸a˜o usando 3 servic¸os de armazenamento
em cloud. No entanto, devido a constrangimentos temporais na˜o houve oportunidade
para incluir o terceiro servic¸o. Deste modo, foram apenas usados dois, pois era o mı´nimo
necessa´rio para que houvesse uma soluc¸a˜o integrada. Assim, apesar da implementac¸a˜o
final ficar aque´m das expetativas, a soluc¸a˜o obtida e´ uma prova de conceito va´lida para
aquilo que eram os objetivos da dissertac¸a˜o.
O u´ltimo ponto dos objetivos pressupunha a construc¸a˜o de uma interface gra´fica que
permitisse a configurac¸a˜o da aplicac¸a˜o, nomeadamente para permitir a sincronizac¸a˜o sele-
tiva e o arranque e a paragem da sincronizac¸a˜o, entre outras funcionalidades. A interface
na˜o chegou a ser desenvolvida, embora as funcionalidades estejam total ou parcialmente
conclu´ıdas.
Relativamente a` pol´ıtica de fragmentac¸a˜o, adotou-se uma pol´ıtica cujos fragmentos sa˜o
de tamanho fixo. Pensou-se em usar fragmentos de tamanho varia´vel, principalmente por-
que os envios para as clouds, como referido no cap´ıtulo 2, tambe´m sa˜o feitos em chunks.
Desta forma, na fragmentac¸a˜o, os ficheiros poderiam ser divididos em fragmentos de ta-
manho diferente consoante a cloud destino. Devido a algumas limitac¸o˜es nos me´todos
disponibilizados pelas APIs oficiais (mencionados em 2.1.2), na˜o se pode fazer essa frag-
mentac¸a˜o em memo´ria, obrigando a` criac¸a˜o dos fragmentos em disco. No entanto, no envio
de dados, a divisa˜o em chunks e´ obrigatoria por parte das APIs oficiais, de uma forma mais
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eficiente que a criac¸a˜o dos fragmentos em disco.
A versa˜o atual da aplicac¸a˜o precisa de ser submetida a mais testes de robustez, com
o objetivo de identificar e eliminar poss´ıveis pontos de falha. Em particular, ha´ cena´rios
de utilizac¸a˜o mais propensos a` ocorreˆncia de falhas. Situac¸o˜es de circularidade, falhas
de conexa˜o a uma das clouds e manipulac¸a˜o simultaˆnea do mesmo ficheiro em ma´quinas
diferentes sa˜o cena´rios onde ha´ mais probabilidade do sistema poder falhar e que, por isso,
precisam de testes de robustez adequados.
No caso da Dropbox, foi referido no cap´ıtulo 4 que a API utilizada e´ uma versa˜o beta.
A` data do desenvolvimento, a versa˜o 2 da API estava tambe´m em desenvolvimento. Ainda
assim, fez sentido adotar-se a versa˜o 2, embora em versa˜o beta, pois as alterac¸o˜es para uma
versa˜o final seriam previsivelmente menores do que partir de uma versa˜o anterior onde os
me´todos sa˜o muito diferentes. Consequentemente, assim que seja poss´ıvel, e´ necessa´rio
mudar a API para a versa˜o final e fazer as alterac¸o˜es necessa´rias para que a aplicac¸a˜o fique
mais esta´vel.
A base de dados de ficheiros fragmentados deve estar replicada em todos os servic¸os
cloud para que cada cloud tenha a informac¸a˜o mais atualizada poss´ıvel. Na versa˜o atual
da aplicac¸a˜o, apenas a Dropbox gere essa base de dados. Isto implica que para uma
boa detec¸a˜o e reconstruc¸a˜o de ficheiros fragmentados a aplicac¸a˜o se deve conectar em
primeiro lugar a` Dropbox. O mecanismo de detec¸a˜o e reconstruc¸a˜o desenrola-se em dois
passos: primeiro deve ser carregado a base de dados e so´ depois devem ser carregados os
fragmentos. Ou seja, o bom funcionamento da versa˜o atual da aplicac¸a˜o depende do tempo
de reac¸a˜o da Dropbox a notificar os outras ma´quinas da nova versa˜o da base de dados.
No futuro, deve ser implementado um me´todo que permita garantir por completo a boa
detec¸a˜o de ficheiros fragmentados.
Outro fator a ter em conta, ainda relativamente a` base de dados de ficheiros fragmen-
tados, e´ que na˜o e´ garantido o isolamento quando duas ma´quinas tentam modificar essa
mesma base de dados simultaneamente. Ou seja, duas ma´quinas podem, ao mesmo tempo,
fazer upload de dois ficheiros diferentes que se va˜o fragmentar. Nessa situac¸a˜o particular,
podem tentar modificar a mesma base de dados ao mesmo tempo. Como apenas confiamos
nos mecanismos de cada cloud, estes na˜o asseguram consisteˆncia neste tipo de situac¸o˜es.
Como tal e´ necessa´rio assegurar que a base de dados fica consistente a todos os momentos.
No que diz respeito a` pol´ıtica de distribuic¸a˜o de ficheiros, foi utilizado o balanceamento
equitativo do espac¸o livre das clouds. Pore´m, podem-se considerar outras pol´ıticas, como
por exemplo, o balanceamento equitativo do espac¸o ocupado ou um balanceamento pro-
porcional desse espac¸o. A aplicac¸a˜o desenvolvida pode ser estendida incorporando estas
novas pol´ıticas de distribuic¸a˜o ou outras e permitir que o utilizador escolha aquela que
prefere ou mais lhe conve´m.
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