Abstract. Mixed volumes V (K 1 , . . . , K d ) of convex bodies K 1 , . . . , K d in Euclidean space R d are of central importance in the Brunn-Minkowski theory. Representations for mixed volumes are available in special cases, for example as integrals over the unit sphere with respect to mixed area measures. More generally, in Hug-Rataj-Weil (2013) 
Introduction
Mixed volumes of convex bodies build a basic concept and tool in the BrunnMinkowski theory of convex geometry. They arise by combining two fundamental geometric notions, the Minkowski addition of sets and the volume functional V d . Namely, for convex bodies K 1 , . . . , K k (non-empty compact convex sets) in R d , d ≥ 2, and numbers t 1 , . . . , t k ≥ 0, the volume of the linear combination t 1 K 1 +· · ·+t k K k (which is again a convex body) is a (homogeneous) polynomial in t 1 , . . . , t k , that is
The coefficients V (K i1 , . . . , K i d ) are assumed to be symmetric and are therefore uniquely determined. Moreover, V (K i1 , . . . , K i d ) is linear in each of its entries K i1 , . . . , K i d . For further basic properties of mixed volumes and all other notions from convex geometry which we use, we refer to the book [20] . As usual, we abbreviate by V (K 1 [n 1 ], . . . , K k [n k ]) the mixed volume where the body K i appears n i times, for i = 1, . . . , k, and
is homogeneous of degree n i in K i .
In [11] , it was shown that
where Ω n (K; ·) and Ω d−n (M ; ·) are flag measures of K and M , respectively, the function f n,d−n is independent of K and M , and the integration is over the manifold of flags (u, U ) (respectively (v, V )). For this formula, we had to assume that K and M are in general relative position with respect to each other. If K and M are polytopes, this condition is, for instance, satisfied if K and M do not have parallel faces of complementary dimension. The proof of (2) was based on a curvature representation of mixed functionals from translative integral geometry which was proved in [17] and used the fact that the mixed volume V (K[n], −M [d − n]) and the mixed functional V n,d−n (K, M ) from translative integral geometry coincide (up to a binomial coefficient).
The iteration of translative integral formulas yields an expansion which resembles (1) but involves mixed functionals of a different nature. Namely,
..,r k =j r1+···+r k =(k−1)d+j V r1,...,r k (K 1 , . . . , K k ) (3) for j = 0, . . . , d, where H d denotes the d-dimensional Hausdorff measure. Translative integral formulas are at the basis of integral geometry and have important applications in stochastic geometry. We refer to [21, Section 6.4 and Chapter 9], for background information, and for details of such applications and for further references. Since j is determined by j = r 1 + · · · + r k − (k − 1)d, we skipped the upper index (j) which was used in [21] and previous papers for the mixed functionals on the right-hand side of (3) . We remark that V r1,...,r k (K 1 , . . . , K k ) is symmetric in the bodies involved, as long as K 1 , . . . , K k and r 1 , . . . , r k undergo the same permutation. Moreover, if r i = 0 (hence j = 0), then the mixed functional V r1,...,r k (K 1 , . . . , K k ) does not depend on K i , and if r k = d, then V r1,...,r k (K 1 , . . . , K k ) = V r1,...,r k−1 (K 1 , . . . ,
Hence, we may concentrate on the cases where 1 ≤ r 1 , . . . , r k ≤ d − 1. Since V r1,...,r k (K 1 , . . . , K k ) is homogeneous of degree r i in K i , i = 1, . . . k, the total degree of the mixed functional is r 1 +· · ·+r k = (k −1)d+j. Therefore, for k > 2 or for k = 2 and j > 0, the mixed volume V (K 1 [n 1 ], . . . , K k [n k ]) and the mixed functional V r1,...,r k (K 1 , . . . , K k ) have completely different homogeneity properties. In fact, apart from the case k = 2 mentioned above, no simple connection between mixed volumes and mixed translative functionals is known. As a consequence, the curvature representation for mixed translative functionals, which was established in [9] (see also [10] ) cannot be used directly for the mixed volume V (K 1 [n 1 ], . . . , K k [n k ]). It is our first goal to provide such a result for mixed volumes.
After collecting some basic facts from convex geometry in Section 2, we will derive this curvature representation in Section 3 (based on results from [9] ). In Section 4, we discuss the special case of polytopes and relate the curvature representation of mixed volumes to a formula of Schneider [19] . Our main result, the flag representation of mixed volumes is formulated and proved in Section 5. The next Section 6 contains a corresponding flag representation of the mixed translative functionals. In the final Section 7 we discuss a local version of the latter result.
The flag representations of mixed volumes and mixed functionals are useful for applications in stochastic geometry. In particular, for stationary non-isotropic Boolean models Y in R d , it was recently shown in [14] that the specific mixed volumes of Y (mean values with respect to convex test bodies K) determine the intensity of the underlying particle system uniquely. The proof makes use of our integral representations and shows that even the specific flag measures of the particles are determined.
Basic facts
Let R d be the d-dimensional Euclidean space with scalar product · , · and norm · . The unit ball and the unit sphere of R d are denoted by B d and S d−1 , respectively. We put
For x ∈ R d and a linear subspace U ⊂ R d , let U ⊥ denote the orthogonal complement of U , p U x = x|U the orthogonal projection of x onto U , and p U A = A|U the orthogonal projection of a set A ⊂ R d onto U . Moreover, we write ∂(A|U ) for the topological boundary of A|U with respect to U as the ambient space.
For a given k ∈ {0, . . . , d}, we denote by k R d the d k -dimensional linear space of k-vectors in R d . As usual, we identify 0 R d with R. The vector space k R d is equipped with the scalar product · , · as described in [3, §1.7.5] . We refer to [11] for further details and notions which we shall use in the following and in particular to [3, Chapter 1] for a brief introduction to multilinear algebra.
The j-dimensional Hausdorff measure in a metric space will be denoted by H j with the same normalization as in [3, §2.10 
In the following, we repeatedly make use of notions and basic results of geometric measure theory such as the coarea formula which requires the notions of an approximate differential and of an approximate Jacobian. A general form of the coarea formula is for instance stated in [ [2] and [15] ).
Let K be the class of all convex bodies in R d . For K ∈ K with boundary ∂K, let
be its unit normal bundle. This is a (d − 1)-rectifiable set. Moreover, Nor (K, x) denotes the normal cone of K at x ∈ K (we have Nor (K,
The kth support measure
which is concentrated on nor(K) and defined by
where g is any bounded measurable function on
and the numbers
x, u) is determined as the limit which is obtained as
In particular, this implies 1 √ 1+∞ 2 = 0 and ∞ √ 1+∞ 2 = 1. Moreover, a product over an empty index set is considered as a factor one. The generalized principal curvatures are defined for H d−1 -almost all (x, u) ∈ nor(K). We refer to [23] , [8] and [20] for background information and an introduction to these generalized curvatures and measures from the viewpoint of geometric measure theory. We also use the notation
, is a generalized principal direction of curvature of K at (x, u), corresponding to the generalized principal curvature k i (K; x, u), and the vectors a 1 (K; x, u), . . . , a d−1 (K; x, u) form an orthonormal basis of u ⊥ (the subspace orthogonal to u). Here, Lin denotes the linear hull. If I = ∅, then A I (K; x, u) = {0}. Sometimes it is convenient to consider A I (K; x, u) as a multivector (cf. Section 3), i.e.
Here, the right-hand side is 1 ∈ 0 R d if I = ∅. The support measures Ξ k (K; ·) also arise as coefficients in a local Steiner formula (see [20] , for details). We later need the area measure Ψ k (K, ·) of K, which is the image of Ξ k (K; ·) under the projection (x, u) → u, and the total measure
under the other projection (x, u) → x is usually called the jth curvature measure of K.
In the following, we prefer a different normalization of these measures, namely we put
and
. Note that here we deviate from the notation used in [20] , where C k (K, ·) denotes the re-normalized curvature measure Φ k (K; ·). Instead, we follow the paper [10] , and other publications in geometric measure theory, and call this re-normalized support measure the kth (generalized) curvature measure of K. It gives rise to the mixed curvature measures
for j ∈ {0, . . . , d − 1} and with
Formula (5) was proved in [9] , see [16, 10] for an extension to sets with positive reach and further references. It generalizes the local iterated translation formula for the curvature measures Φ j (K, ·) in [21] . In fact, the mixed (translative) measures Φ [21] are (up to a constant) the images of
Concerning flag measures of convex bodies, we refer to the survey [13] for background information and to [11] for the specific measures used here. In the following, we consider the flag manifold
where u ⊥ V means that u is orthogonal to the linear subspace V . For a convex body K ⊂ R d and k ∈ {0, . . . , d − 1}, the kth flag measure
where g is a bounded measurable function on 
where S U k (K|U, ·) is the kth area measure of the orthogonal projection of K onto U , with respect to U as the ambient space. Note that this relation holds irrespective of the dimension of K|U . The constant in the previous two formulas is given bỹ
We will need another description of Ω k (K; ·) for which we refer to a more general result in [11] (see also [6] , for the case of polytopes from which the general formula can be obtained by approximation),
where
is the Grassmannian of j-dimensional linear subspaces of u ⊥ , and ν d−1 j denotes the Haar probability measure on this space. In the scalar product V, A I (K; x, u) 2 , we interpret V and A I (K; x, u) as one of the two possible associated elements of the oriented Grassmannian. This representation is similar to formula (4) for the support measures Ξ k (K; ·). The crucial difference is that for each (x, u) in the normal bundle of K and for each I, the flag measures involve an additional averaging of g(u, V ) V, A I (K; x, u) 2 over the linear subspaces
; these averages are exactly the weights with which the products K I (K; x, u) of generalized curvatures have to be multiplied.
From this representation it can be seen that the projection (u, V ) → u maps Ω k (K; ·) to the kth area measure. In fact, we have
We remark that also the flag measures Ω k (K; ·) can be obtained, alternatively, as coefficients in a Steiner formula for K on the Grassmannian; see, for instance, [13] .
We will later use the following simple fact (see [10, Equation (15) 
Curvature representation of mixed volumes
As we noted in the introduction, for two convex bodies K, L in R d the mixed volumes and the mixed translative functionals of K and L satisfy the relation
for n = 1, . . . , d − 1 (the cases n = 0 and n = d hold trivially). For V k,l with k + l = d, the integral representation
has been proved in [17, Theorem 2] . Here, F k,l is a certain function of the angle ∠(u, v) ∈ [0, π] between the unit vectors u, v ∈ S d−1 and A I (K; x, u) and A J (L; y, v) are viewed as multivectors. An important issue related to the use of the function F k,l is that it becomes unbounded as the angle approaches π (that is, for u near −v). One may define F k,l (π) = 0, say, since for u = −v we have (8) , but the unboundedness remains and this is the reason why the flag representation requires certain restrictions on the relative position of the bodies involved (see, for instance, Theorem 2 in [11] ).
Of course, the representation (8) yields a corresponding result for the mixed
For the mixed translative functionals V r1,...,r k (K 1 , . . . , K k ), a representation generalizing (8) has been established in [10] , but as we explained in the introduction, this does not imply a corresponding formula for the mixed
We now provide such a curvature representation of mixed volumes for general convex bodies.
For
where the sum extends over all subsets I i ⊂ {1, . . . , d − 1} of the prescribed cardinalities.
Proof. We follow an idea of Schneider [19] and represent
as the volume of a projection from R dk onto the diagonal space. To be more precise, let K := K 1 × · · · × K k (which is a convex body in R kd ). We shall use underlined symbols for points of R kd , such as
and it is not difficult to verify that
Since
and an application of the projection formula [4, Lemma 4.1] yields (10)
where (11) H(x, u) := u|L
The unit normal bundle of K can be represented as
We consider first the subsets
Choosing i = 1 for simplicity, we get that nor 1 (K) and int K 1 ×nor(K 2 ×· · ·×K k ) are isometric, and at any (x, u) ∈ nor 1 (K) there are d principal directions (e j , 0, . . . , 0), j = 1, . . . , d, with vanishing principal curvatures. Thus, the sum in (11) reduces to one summand, and since
we get, for (x, u) ∈ nor 1 (K) (which implies u 1 = 0),
with some function ψ independent of K 1 and homogeneous of degree 0 in
can be expanded as a sum of functionals of specific homogeneity degrees (see (1) ) and the only term which is d-homogeneous
first for i = 1, but then similarly for all i = 1, . . . , k. Also, H = 0 on nor i (K) ∩ nor j (K) if i = j (this follows from the above argument since then at least 2d principal curvatures vanish). Thus we obtain
where (x, u) := (x 1 , u 1 , . . . , x k , u k ) and tu := (t 1 u 1 , . . . , t k u k ). The mapping f is clearly Lipschitz, injective and we have H kd−1 (nor * (K)\im f ) = 0. Then the coarea formula yields
In order to obtain the approximate Jacobian ap
form an orthonormal basis of Tan
, for almost all ((x, u), t), and these vectors are mapped by the approximate differential ap Df ((x, u), t) onto the vectors
. . , k − 1. These vectors are again orthogonal and it follows that
We also see that the vectors
are generalized principal directions of curvature of K at f ((x, u), t) with corresponding principal curvatures
in (11) we may omit the index sets I ⊂ {1, . . . , kd} which, written as subsets of {1, . . . , k} × {1, . . . , d} (according to the consideration above), contain an index (i, d). With respect to this product form, let I = I 1 ∪· · ·∪I k be an index set of cardinality d decomposed into subsets I i corresponding to indices from {i}×{1, . . . , d−1}. Then, we can write
hence,
In the above integral, the summands with |I i | = n i produce integrals with homogeneity degree n i in K i . To verify this, let
Consider the map
Now we get
Thus, the expansion (1) of
and, finally, a use of (9) complete the proof.
Remark. Relation (12) can also be obtained directly, without using the fact that mixed volumes have a polynomial expansion. We show this for i = 1. First, we observe that if L ∈ G(p, d) and β > 0, then
where we used in the first equality that the (smooth) map F :
(up to a set of measure zero) and has the (approximate) Jacobian Now we putx = (x 2 , . . . , x k ), use that u 1 = 0 for (x, u) ∈ nor 1 (K), and hence
Then the coarea formula, applied with the map (x,ũ) →ũ (with an approximate Jacobian as in (14)), and the above equality with p = (k − 1)d and
Next we emphasize some special cases of Theorem 1.
. . , K k are convex bodies of class C 1,1 (that is, ∂K is of class C 1 and the exterior unit normal map (the Weingarten map) is Lipschitz), then the integral representation in Theorem 1 simplifies. Namely, we then have [7, Lemma 3.1] ). Moreover, the projection map π 1 : nor(K) → ∂K, (x, u) → x, has the approximate Jacobian
(b) If the convex bodies K 1 , . . . , K k have support functions of class C 1,1 (that is, the differential exists and is a Lipschitz map), then K 1 , . . . , K k are strictly convex.
See Lemma 1 in [11] for equivalent conditions on a convex body to have a support function of class C 1,1 . In this case, we obtain
Here we use the fact that if the support function h K of K is of class C 1,1 , then for
, is Lipschitz and the projection map π 2 : nor(K) → S d−1 , (x, u) → u, has the approximate Jacobian (14) ap
(c) The important special case where K 1 , . . . , K k are convex polytopes will be treated in the next section.
Mixed volumes of polytopes
Let P 1 , . . . , P k be polytopes in R d , and let k ≥ 2 and n = (n 1 , . . . , n k ) be as in Theorem 1. For a polytope P in R d , we write F j (P ) for the set of j-dimensional faces of P , and let N (P, F ) denote the normal cone of P at F ∈ F j (P ). Furthermore, we put n(P, F ) :
. . .
where [F 1 , . . . , F k ] denotes the d-dimensional volume of the parallelepiped which is obtained as the sum of the unit cubes in the affine hulls of F 1 , . . . , F k , respectively. In fact, for a polytope P ⊂ R d we have the disjoint decomposition
and for H d−1 -almost all (x, u) ∈ nor(P ) with x ∈ relint(F ), u ∈ n(P, F ) and F ∈ F n (P ) precisely n of the curvatures k i (x, u) are zero and the remaining d−1−n of the curvatures k i (x, u) are infinite. Moreover, a i (x, u) is in the linear space parallel to F precisely if k i (x, u) = 0. Formula (15) now follows by arguing as in [12, p. 1542] .
This special case of Theorem 1 is related to [19, Theorem 4.1] , see also [20, p. 311] , as explained below.
The latter result describes a method of computing V (P 1 [n 1 ] , . . . , P k [n k ]) by summing the weighted volumes
, where the faces F i ∈ F ni (P i ) for i = 1, . . . , k are chosen subject to a selection rule. More explicitly,
where the star indicates that the summation extends over all k-tuples of faces 
provided that (x 1 , . . . , x k ) is admissible. It follows from the argument in [5, p. 409] that
be not admissible (for the given polytopes). Then there are faces
where z = (z, . . . , z). Since x is not admissible if and only if z + x is not admissible for all z ∈ R d , we get L + x ⊂ N (P , G) whenever x is not admissible. Now let N a denote the set of all x ∈ L ⊥ such that x is not admissible. Since
where the union extends over all k-tuples of faces
for any such k-tuple, and since there are only finitely many of such k-tuples, it follows that
In order to provide the connection between the representations (15) and (16), we now show that
We start by recalling an auxiliary result. Let L ∈ G(p, m) and m ∈ {1, . . . , p − 1}. Let P ⊂ R p be a polytope and F ∈ F m (P ). Then [4, (33) ] states that
We apply (19) 
is Lipschitz, injective and onto up to a set of measure zero. It is easy to check that the approximate Jacobian of G is ap J kd−1 G(u, t) = t
which provides the asserted relation. Equation (18) suggests to define a mixed exterior angle of P 1 , . . . , P k at the faces
This is a number between 0 and 1, and (15) thus becomes (20) in the following corollary.
For k = 2, we have β(F 1 , F 2 ; P 1 , P 2 ) = γ(F 1 , −F 2 , P 1 , −P 2 ), where the latter is the common external angle defined in [20, p. 
Flag representation of mixed volumes
The principal aim in this section is to establish a flag representation of mixed
As in the case k = 2, which we explored in [11] , a condition of general position is needed. We shall show, that this is satisfied, for example, if k − 1 of the bodies K i are randomly (and independently) rotated and/or reflected, where a random rotation and/or reflection refers to the (unique) invariant probability measure ν d on the orthogonal group O(d).
As a second case, we show that the result holds if the support functions of all but one of the convex bodies K i are of class C 1,1 (differentiable and the gradient is a 1-Lipschitz map). As remarked before, the corresponding convex bodies are strictly convex, and in fact, they are freely rolling inside some ball (see Lemma 1 in [11] ).
A third condition which ensures the result is that K 1 , . . . , K k are convex polytopes in general (n 1 , . . . , n k )-position. To define this notion, recall that F j (K) denotes the set of j-dimensional faces of a convex polytope K, and N (K, F ) is the normal cone of F ∈ F j (K) at K. Then we say that convex polytopes
holds for all faces F i ∈ F ni (K i ), i = 1, . . . , k. Note that this condition is satisfied, for instance, if Lin(
. . , k. For k = 2, this latter condition was used in [11] . If P denotes the set of polytopes in K, then it is easy to see that the tuples (K 1 , . . . , K k ) of convex polytopes in general (n 1 , . . . , n k )-position are dense in P k in the Hausdorff metric. A major step in proving a flag representation of mixed volumes under any of these assumptions consists in establishing a corresponding flag representation for approximate mixed volumes (of arbitrary convex bodies), which we define next, and then using an approximation argument. For ε > 0, n 1 , . . . , n k ∈ {0, . . . , d − 1} with
(recall that L is the diagonal in R kd and u = (u 1 , . . . , u k )). It is easy to see that F (ε) n is nonnegative and bounded from above on (S d−1 ) k . The monotone convergence theorem and Theorem 1 show that
as ε ց 0. Our first result provides a flag representation for the approximate mixed volumes.
In order to obtain a suitable function ϕ n , as stated in Theorem 2, we have to find a solution for an integral equation on Grassmannians. This is the subject of the next lemma, which generalizes Proposition 2 in [11] . In the following, we write a ∧ b for the minimum of two integers a, b. It will always be clear from the context that this is not a multivector in the exterior algebra of vector spaces.
where we write shortly
, and on the right-hand side of the above equation the subspaces A i are considered as the associated unit simple multivectors.
Proof. For given subspaces
where V . . . , U k ) is a function of the subspaces U 1 , . . . , U k and does not depend on the choice of the orthonormal bases, follows similarly as in the proof of Proposition 2 in [11] and is also implicitly contained in the argument below. ) We shall show that the function
fulfills the requirement of the lemma for suitably chosen coefficients a p1,...,p k . The summation over p i runs from 0 to j i ∧(d−1−j i ), here and in the sequel (i = 1, . . . , k).
which remains true also if ξ = 0. Further, note that
where the ℓth product ·, · ℓ on G
, is defined and discussed in [11, Section 5] . Integrating over G
p1,q1 = a p2,...,p k if q 1 = 0 and 0 otherwise, for some a p2,...,p k , we get
which is also true if V ⊂ u 
are regular for i = 1, . . . , k. Therefore, if we choose (24) is satisfied and the proof is complete.
Proof of Theorem 2. Let ε > 0 be fixed. Recall that F (ε) n is nonnegative and bounded from above on (
. . , k, by the definition of ϕ n and Lemma 2, we deduce that
which proves the asserted representation (21) .
From Theorem 2 we now deduce the following limiting case under suitable assumptions of relative position.
Proof. We choose ϕ n as in Theorem 2. As pointed out before, Theorem 1 and the monotone convergence theorem imply that
Thus, in order to finish the proof of Theorem 3, we have to show that
in each of the three cases listed in the theorem. For this, we use that F (ε) n ր F n as ε ց 0 and verify that the dominated convergence theorem can be applied. The main step consists in finding a suitable upper bound for
Lemma 3. There is a constant c ≥ 0 such that
Proof. In view of the definition of the function ϕ n , it is sufficient to show that 
where we used that n 1 + · · · + n k = d and thus
which completes the proof.
Hence G can be bounded from above by
for some j ∈ {1, . . . , k}. In fact, otherwise we get 0 < t j < 1 √ k for j = 1, . . . , k and 0
for some i ∈ {1, . . . , k}. Since k ≥ 2, this would imply
which proves the first assertion.
(2) Now we assume that t ∈ S k−1 * . Let i < j. We distinguish two cases.
Hence t i u i − t j u j 2 ≥ 1 4k u i − u j 2 for any i < j, from which the second assertion follows.
From (26) and Lemma 4, we get
and the latter summand is bounded from above by a constant. Hence, we obtain
and we have to show, in each of the three cases (a), (b) und (c), that the latter integral is finite. Let us first consider case (a). We apply independent uniform random orthogonal transformations R i ∈ O(d) to the bodies K i , i = 2, . . . , k, and observe that the mean area measure ES ni (R i K i , ·) is a finite rotation invariant measure on S d−1 . Using the upper bound for G, we see that it is sufficient to show that (27)
Note that the last expression is independent of u 1 ∈ S d−1 . Hence, (27) is equivalent to (28)
The mapping g : (t, u) → tu is one-to-one on S
and the inverse map h := g −1 fulfills
. Hence, h is √ 1 + 16k-Lipschitz and its approximate Jacobian is bounded by Lip := (1 + 16k) (kd−1)/2 from above. Consequently, the coarea formula yields
The last integral is bounded by Lemma 1, hence (28) holds. The case (b) is a consequence of (28), since we may assume that K 2 , . . . , K k have support functions of class C 1,1 , and this implies that Finally, we treat case (c). Let K 1 , . . . , K k be convex polytopes in general (n 1 , . . . , n k )-position. Then we have
Clearly, f is continuous and the domain of f is compact. Moreover, f > 0, since f (t, u) = 0 implies that t i u i = t j u j for all i < j, hence t i = t j for all i < j. This yields
, and so u 1 = · · · = u k would be in
We obtain f (t, u) ≥ ε 0 for some constant ε 0 > 0 and all (t, u)
, and hence
since the integrand is bounded from above. This concludes the proof of Theorem 3, in each of the three cases.
Mixed translative functionals
We now consider, for k ≥ 2, j ∈ {0, . . . , d − 1} and r 1 , . . . , r k ∈ {j, . . . , d} with r 1 + · · · + r k = (k − 1)d + j, a flag representation of the mixed functional V r1,...,r k (K 1 , . . . , K k ). It is based on the following lemma, which is the result corresponding to Lemma 2.
Lemma 5. Let u 1 , . . . , u k ∈ S d−1 and 1 ≤ r 1 , . . . , r k ≤ d − 1 be given so that
) with respect to the Haar probability measure, and the subspaces A i on the right-hand side of the above equation are considered as the associated unit simple multivectors.
Proof. Put j := r 1 + · · · + r k − (k − 1)d. We shall first consider the case j = 0. The proof proceeds similarly as that of Lemma 2. For given subspaces
where V 
is a function of the subspaces U 1 , . . . , U k and does not depend on the choice of the orthonormal bases, as can be seen from the argument below.
We shall show that the function
fulfills the requirement of the lemma for suitably chosen coefficients a p1,...,p k . Here and in the sequel, the summation over p i runs from 0 to
be the linear subspace associated with ξ if ξ = 0. If ξ = 0, we choose V ∈ G(d, r 1 ) arbitrarily. We have
Thus we can write
where again we refer to [11, Section 5] for a definition and the basic properties of the product ·, · p1 . Integrating over G
, we obtain by [11,
. If the coefficients a p1,...,p k fulfill
= a p2,...,p k if q 1 = 0 and 0 otherwise, we get
(we have used (30) again in the last step), which remains true if ξ = 0. Continuing in the same way the integration with respect to U 2 , . . . , U k , we get the desired solution, provided that
for i = 1, . . . , k. The coefficients a p1,...,p k can be found as in the proof of Lemma 2. It remains to treat the case j > 0. Setting r k+1 := d − j, we know by the first part of the proof that for any u k+1 ∈ S d−1 and any
If we integrate the expression on the right side with respect to the measure
which is a normalized invariant measure on G(d, d − r k+1 ) and which thus agrees with ν
, we get
Hence, the function
fulfills the desired property. Moreover, we claim that it has again the form (29). Indeed, applying (31) to Ψ u1,...,u k+1 and the index k + 1, we get
and then performing the integration dA k+1 ω
) and using the same argument as in (32), we arrive at the form (29).
In order to prove a flag formula for mixed functionals, we first need a curvature representation, as in the case of mixed volumes. For the mixed (translative) functionals this has been obtained in [10] , in a local version and for sets of positive reach. Here, we only need the global version for convex bodies (we will come back to the local result in the next section). In the following, we put r := (r 1 , . . . , r k ) and
for linearly independent u 1 , . . . , u k (and G r (u 1 , . . . , u k ) = 0 otherwise), and where
is the subspace determinant associated with the subspaces corresponding to A Ii (K i ; x i , u i ), i = 1, . . . , k (see [10, Section 2] for further references).
Note that the condition, which was imposed in [10, Theorem 2] on the sets K 1 , . . . , K k , is fulfilled for convex bodies, as was explained in [10, Remark 1 (b)].
As in the case of Theorem 3, for ε > 0, we introduce the bounded ε-approximation
where now
r is nonnegative and bounded from above on (
. From (6) and Lemma 5, we then get
The following theorem is the analog of Theorem 3 for mixed functionals. Also here, a condition of general position is needed. The cases (a) and (b) remain the same, but the notion of general position for polytopes has to be adapted. For r 1 , . . . , r k with r 1 + · · · + r k ≥ (k − 1)d, we say that convex polytopes
Note that for k = 2 and r 1 + r 2 = d (where mixed functionals and mixed volumes are the same, up to reflection of one of the bodies and a constant), the definition is consistent with the one used in Section 5 (if we reflect one of the bodies). 
in each of the three cases listed in the theorem. As in the case of Theorem 3, we have to discuss the integrability of suitable upper bounds for G r (u 1 , . . . , u k )|ψ r (u 1 , U 1 , . . . , u k , U k )|.
Recall that G holds for all t = (t 1 , . . . , t k ) ∈ S k−1 + , u i ∈ n(K i , F i ) and F i ∈ F ri (K i ), for i = 1, . . . , k. The latter clearly guarantees the integrability.
Remark. If K 1 , . . . , K k are polytopes with nonempty interiors, then (37) 0 / ∈ conv (n(K i , F i )) whenever F i ∈ F ri (K i ) for i ∈ {1, . . . , k}. Assuming (37), if follows that (35) is equivalent to requiring that
whenever F i ∈ F ri (K i ) for i = 1, . . . , k.
Mixed curvature measures
To derive a flag representation for the mixed curvature measures of translative integral geometry, our starting point is a curvature representation of the mixed curvature measures (see [10, Theorem 2] ), which states that t i u i and u(t) :=ũ (t) ũ(t) .
As before, for ε > 0 we introduce the bounded ε-approximation r ((x, u); A)ψ r (u 1 , U 1 , . . . , u k , U k )
where A ⊂ R kd × S d−1 is a Borel set. We also obtain as an immediate consequence the following result. G r ((x, u); A)
holds under any of the conditions (a) -(c) in Theorem 4.
