We develop an approximation and convergence theory for Galerkin approximations to infinite dimensional operator Riccati differential equations formulated in the space of Hilbert-Schmidt operators on a separable Hilbert space. We treat the Riccati equation as a nonlinear evolution equation with dynamics described by a nonlinear monotone perturbation of a strongly coercive linear operator. We prove a generic approximation result for quasi-autonomous nonlinear evolution systems involving accretive operators which we then use to demonstrate the Hilbert-Schmidt norm convergence of Galerkin approximations to the solution of the Riccati equation. We illustrate the application of our results in the context of a linear quadratic optimal control problem for a one dimensional heat equation. '5.'
INTRODUCTION
Matrix and operator Riccati differential equations play a role in a variety of physical, engineering, and mathematical applications. These include for example, mathematical physics in the areas of quantum mechanics and scattering theory, the theory of radiative transport, optimal control and filtering theory, and the solution of two point boundary value problems via the method of invariant imbedding. Recently a great deal of attention has been given to the analysis of, and the development of approximation theory for infinite dimensional operator Riccati differential equations. This is due in part to the role they play in the Stochastic filtering theory (see [6, 9] ), and in the characterization of the closed-loop feedback structure of the solution to linear-quadratic optimal control problems (see [6, 141) for distributed parameter systems. Working from Temam's [ 19, 201 formulation (see also [4, 14, 181 ) of a class of generalized operator Riccati equations in the space of Hilbert-Schmidt operators on a separable Hilbert space, we develop an approximation and convergence theory for generic Galerkin type approximations. We make the usual assumption that our underlying Hilbert space admits a densely, continuously, and compactly embedded subspace. The only condition that we then require on our sequence of approximating Galerkin subspaces is the usual one that the corresponding sequence of orthogonal projections converge strongly to the identity in the stronger topology. We are able to obtain Hilbert-Schmidt operator norm convergence of the approximating Riccati operators, uniformly in time on compact time intervals.
Our effort here differs significantly from other recent treatments of the approximation theory for infinite dimensional operator Riccati equations (see, for example, [lo] ) in that (i) we obtain Hilbert-Schmidt as opposed to only strong or weak operator convergence, and, more importantly, (ii) our convergence theory is based directly upon, and involves only, the differential equation itself rather than equivalent integral equations. In this way our treatment is completely independent of the optimal control context in which the convergence of finite dimensional approximations to solutions of operator Riccati equations has typically been argued. Of course in order to do this we must necessarily consider a somewhat more restrictive, but still sufficiently interesting from an applications point of view, class of problems. For example we require that the linear part of the equation be strongly coercive on a space of Hilbert-Schmidt operators and that the non-homogeneous or quasi autonomous perturbation be HilbertSchmidt. In the context of the LQ optimal control problem, this latter condition requires that the state penalization operator be Hilbert-Schmidt, thus ruling out for example, the identity operator. In the stochastic filtering problem, this condition is more natural in that it requires that the covariance operator of the noise process which corrupts the system state be nuclear. This is a standard assumption in the infinite dimensional Kalman filtering theory (see [ 1, 6, 9] ). Our treatment here is restricted to the quasiautonomous or constant coefficient case. The temporally inhomogeneous problem would require a different approach. We hope to investigate the time dependent case at some time in the future.
Our convergence theory is based upon a generic approximation result for nonlinear quasi-autonomous evolution equations in Banach space with dynamics described by accretive operators. In Section 2 we prove a nonlinear analog of the well-known Trotter-Kato theorem on the approxima-tion of linear semigroups, i.e., stability (uniform dissipativity) and consistency (strong operator convergence of the resolvent) yield convergence (see, for example, [ 151) . The result that we prove here is closely related to similar approximation results for nonlinear evolution systems which have appeared elsewhere in the literature (for example, [S, 121) . However, the theorem we prove below is one that is most appropriate for the particular class of problems that are of interest to us here. We follow Goldstein [ 121 and give a proof using an idea originally suggested by Kisynski [ 131 for the linear case wherein convergence is demonstrated via an application of an existence theorem to an evolution equation in an appropriately constructed sequence space.
At this point we feel it is important to emphasize that the contribution of this paper is not the formulation of the operator Riccati equation in the space of Hilbert-Schmidt operators nor is it the abstract approximation results for nonlinear evolution equations given in Section 2. These ideas have in some form been well documented in the literature for quite a while. On the other hand, what we have been able to achieve is the application of some rather esoteric and in general difficult to apply, nonlinear functional analytic approximation results to a class of systems for which the development of convergent computational approximation schemes is both essential and nontrivial. In a linear setting, applying Trotter-Kato like results to establish the convergence of practical and implementable finite dimensional approximation schemes for distributed systems other than the usual textbook examples can be challenging at best, and quite often, impossible. In the case of nonlinear systems, the complexities and difficulties of doing this become, as one might expect, compounded. This functional analytic approach to demonstrating the convergence of approximation schemes is not something that one finds extensively in the numerical analysis literature. We have been able to apply these abstract nonlinear approximation results in the unconventional setting of a space of operators, and in so doing, under appropriate assumptions, have been able to establish a stronger convergence result (i.e., HilberttSchmidt norm convergence) for approximations to operator Riccati equations than had previously been known.
An outline of the remainder of the paper is as follows. As we have said earlier, Section 2 contains an abstract approximation result for nonlinear evolution equations. In Section 3 we briefly outline Temam's [20] formulation of the Riccati equation as a well posed nonlinear evolution equation in the space of HilberttSchmidt operators. Our approximation and convergence theory is developed and presented in Section 4. In this section we establish and use the fact that a Hilbert-Schmidt operator can be factored into the product of a Hilbert-Schmidt and a compact operator. In Section 5 we illustrate the application of our results in the context of a linear quadratic optimal control problem (i.e., the linear quadratic regulator problem) for a one dimensional heat equation. A final sixth section contains some brief concluding remarks.
AN ABSTRACT APPROXIMATION RESULT FOR NONLINEAR EVOLUTION EQUATIONS
Let X,, be a real Banach space with norm denoted by 1. lo. Let X,* be its dual and let A,: X0 + 2xo be an, in general, multi-valued nonlinear closed accretive operator (i.e., {(x, y) : XE X0, YE A,} is a closed subset of X0xX0, and ~x,-x~~o~(x,+~~~~-(x~+~~y2)~ofor all E.>O, x,EX,, and yieA,xi, i= 1,2) on X0. Define the domain of A, to be the set Dom(A,)= (x~X,,:A,x##j, and the range of A, to be the set g(A,)= u ME Dom(Ao, A,x. Since A,, is accretive, it follows that for I. > 0 the resolvent of A, at A, J,,(n) = (I+ )>A,) -', is a well defined single-valued nonexpansive operator (i.e., IJo Y, -Jo(Jb) y210 G IY, -.dO, Y,, y2 E Dom(Jo(i))) defined on Dom(J,,(I))=%?(Z+~A,).
Suppose that T>O, let t+fo(t) be an X,-valued map defined on [0, r] and let X~E X0. We consider the initial value problem in X0 given by **o(t) + Aox, 3fo(t), a.e. t E (0, T), (2.1) x,(O) = xi. (2.2) We shall say that a function x0( .): [0, T] +X0 is a strong solution to the initial value problem (2.1) (2.2) if it is continuous on [0, T], Lipschitz on every compact subinterval of (0, T), differentiable almost everywhere on (0, T), and satisfies (2.1) and (2.2). We shall call x0 an integral solution of (2.1), (2.2) if it is continuous on [0, T], satisfies (2.2), and if the inequality ; Ixo(t)-sl:<;
holds for all XE Dom(A,), y E A,x, and 0 <s,< t < T, where the pairing ( .,.)O: X,, x X,, + R is given by (y, x),= sup{x*(y), x* E @,Jx)} with @,: X,, + 2Xl denoting the duality map on X0 (see [4] ). A strong solution of (2.1), (2.2) is of course also an integral solution. The following existence, uniqueness, and regularity results are given by Barbu [4] . 
We note that an integral solution to (2.3), (2.4) which also satisfies (2.5) is sometimes referred to as a mild solution. where for Y a nonempty subset of X, II Y/J = inf{ Iyl: y E Y>. Furthermore, tf X and X* are umformly convex, then x is everywhere differentiable from the right and
where (f(t) -Ax(t))' denotes the unique element qf minimum norm in the set f(t) -Ax(t).
Henceforth, we shall assume that there exists a closed convex cone C,cX, for which Dom(A,)c Co and %'(I+ AA,) 3 Co, 2 >O, that X~E Dom(A,) and that fO ~Lr(0, T; X0) with fo(t) E Co for a.e. t E (0, T). Consequently Theorem 2.1 applies and we are guaranteed that the initial value problem in X0, (2.1), (2.2), admits a unique mild solution.
We prove an approximation result in the spirit of the well-known Trotter-Kato theorem for the approximation of linear semigroups (see, for example, [ 15] ), and the approximation theorems given by Crandall and Pazy [S] and Goldstein [ 121 in a nonlinear setting. Although the convergence theorem we shall prove here does not differ significantly from the ones given in [S, 121, the latter results are stated inappropriately and are somewhat too restrictive for the application we intend to consider below. Following Goldstein [12] , the proof we shall give here is based upon an idea first suggested by Kisynski [13] in the context of linear semigroup approximation. We argue convergence via an application of the existence and uniqueness result, Theorem 2.1.
For each H = 1, 2, . . . let X, be a closed linear subspace of X0, and let A,: X, + 2Xn be a closed accretive operator on X,. As was the case above with A,, for 2 > 0 the resolvent of A,, J,(L) = (I+ LA,))' is a well-defined, single-valued, nonexpansive operator defined on Dom(J,( 1)) = &?( I + 14 .). We assume that there exists a closed convex cone C, in X, for which Dom(A,) c C, and .%?(I+ AA,) 2 C,, 3. > 0. We assume further that for each n = 1, 2, . . . . xf is an element in Dom(A,) and that f,, is a function in L,(O, r X,,) with f,(t)~ C, for almost every t E (0, T). It then follows that Theorem 2.1 implies that the initial value problem in X,, given by
admits a unique mild solution x, E C(0, T; X,,).
In our discussions below, we shall use the notation lim, _ 33 D, 2 D,, where D, c X, and D, c X,. By this we shall mean that for each z0 E D, there exists a sequence {zn)~=, with z, E D, and lim,+ oc z, = zO. Our fundamental approximation and convergence result is given in the following theorem. The operators A, being closed and accretive implies that the operator A is closed and accretive as well. Indeed, for example, for I > 0, ui E Dam(A), i = 1, 2, and vi E Au', i = 1, 2, we have
The fact that A is closed can be argued analogously. Clearly Dam(A) c C and it also follows that for A > 0, .%!(I+ ,iA) 3 C. To seethisletI>Oandletv=(v,,)~==,EC.Thenv,EC,andC,c~(Z+~A,), n=o, 1,2, . . . imply that we may define U, =.Z,,(n) v,, n=O, 1, 2, . . . and set z4 = { un};=e. Now u E Cc X and hypothesis (iv) yield lim,, o. U, = lim, + m J,(A) u, = J,(A) v. = z4 o; thus u E X. Also, if we set w, = (v, -u,)/i., n=o, 1,2, . . . then w= {w,}~=~EX, w,~A,u,, andlim,,, w,=wo~Aouo. It follows that u,~Dom (A,) and therefore that Dam(A) with WE Au and VE (Z+IA)u.
We conclude that UE.%?(Z+ iA) and therefore that CcB(Z+;IA).
Define z" = { x~}~=~. Then hypothesis (iii) implies that z E X. Moreover, it can be shown that Dam(A) = {U = {u~}:=~ E X: u,, E Dam(A), n=O, 1, 2, . ..}. Thus z~Dom(A).
If we define the function f by f(t) = {f,(r)jz=, for almost every TV (0, T), then hypothesis (ii) implies that feL,(O, TX), and f,(t)~C,, n =O, 1, 2, . . a.e. TV (0, T) implies that f(t) E C, a.e. ZE (0, T). It follows from the arguments given above and Theorem 2.1 that the initial value problem in X i+ Az(t)sf(t), a.e. t E (0, T)
admits a unique mild solution z E C(0, T; X) with z(t) E Dam(A) for almost every t E (0, T). In addition, inspection of the proof of [4, Theorem 111.2.11 (paying particular attention to how solutions are actually constructed) reveals that we must have z(t) = {~,,(t)},"=~, where for n = 1, 2, . . . . x, is the unique mild solution to the initial value problem (2.6), (2.7) in X, and x0 is the unique mild solution to the initial value problem (2.1) (2.2) in X0. Consequently, since z(t) E X, t E [0, r], it follows that lim, j ou x,(t) = x,(t 
. N,,, NT). Then Ix,(t)-xo(t)lo<a
for all n>N=N(&) and the proof of the theorem is complete.
OPERATOR RICCATI EQUATIONS ON SPACES OF HILBERT-SCHMIDT OPERATORS
In this section we briefly review and outline Temam's [20] results on operator Riccati equations set in the Hilbert space of Schmidt class operators on a separable Hilbert space. Let H be a real separable Hilbert space with inner product and associated induced norm denoted by (.,.) and I .I, respectively. Let V be another real separable Hilbert space with inner product ( .,. ) and induced norm II ./I. We assume that V is densely and continuously embedded in H (i.e., 8= H, and there exists a positive constant p for which 1~1 < p[Iq 11, cp E V). Identifying H with its dual, H*, we have Vcr H = H* 4 V* with the embedding of H* in V* being dense and continuous as well. Denote the usual operator norm on V* by II . )I *. Let y denote the canonical isomorphism (Riesz map) from V onto V*. Then for cp, + E V we have where (.,.) in the above expression denotes the usual extension of the H inner product to the duality pairing between V* and V. We assume further that the embedding of V into H is compact. It then follows that Y -I E .9( V*, V) n Lf(H, V) and that y-i is self-adjoint, positive, and com-409/155/l-16 pact as a mapping from H into H. We note that V* is in fact a Hilbert space with inner product ( .,. ) * given by
We have that ll~ll,=,/(cp, cp>,, (PE V*.
Since y-l is self-adjoint, positive, and compact on H there exists an orthonormal basis, {ek}pX ,, for H such that ~-'e, =pk2ek, k = 1, 2, . . . for some real numbers pk, k = 1,2, . . . . with pi + co as k + cc. Consequently (p; ' ek}Fz, and {pke,}Fz, are orthonormal bases for V and V*, respectively.
For Similarly, -A* is the infinitesimal generator of the adjoint semigroup {r(t)*: t > 0} on H. In addition, it can be argued that both of these semigroups admit respectively restrictions and extensions to analytic semigroups on V and V* (see [2, 171 ).
An appropriate reformulation of (3.1), (3.2) will allow an application of Theorems 2.1 and 2.2. Deline the operator ,$,E 5?(T, -L"*) by L,@ = &*@ + 0~2, for @ E Y. It is not difficult to argue that L, is strongly V-elliptic; that is, there exists a constant o > 0 for which CLl@, @I., 3 4@ll: 3 @E-l+-, (3.3) and therefore that the set Dom(L,) = {@E V'; L,@ E 2) is dense in 3y (see [ 171) . Define the operator A,: Dom(A,) c . From this it can be argued at once that A, is accretive on its domain and that 9(Z+ L4,) 1 C, for all II > 0. We rewrite (3.1), (3.2) as the initial value problem in X' given by
Now Dom(A,) = Dom(L,) n C, = C, and recall that it was assumed that ZZ~E C,. Also it was assumed that Fog L,(O, T; 2) with F,(t) EC,, a.e.
t E (0, T). Consequently Theorem 2.1 yields the existence of a unique mild solution ZZ, to the initial value problem (3.1), (3.2) with n,(t) E C, for almost every t E (0, T). If it is further assumed that Z7: E Dom(A,) (i.e., that
L$ E C,, and that &*Z7: + Z~:LZ?' E HS(H, H)) and that F. E W'~'(O, r; X) with F,,(t) EC,, a.e. t E (0, T), then Theorem 2.2 implies the existence of unique strong solution n, E W',"(O, T; H) with &*Z7,(t) + n,(t) .d E HS(H, H), a.e. t E (0, T). Using density it can be argued further that if Z7g E C, and F0 E L,(O, T; Y*) with F,(t)* = F,,(t), F,(t) > 0, a.e. t E (0, T), then there exists a unique solution fl, E L,(O, T, Y) n C(0, T; 2) n H'(0, T, Y*) with H,(t) E C, for every t E [0, T] (of course in this setting, 17
, is a solution of (3.4), (3.5) in a distribution or Y* sense).
APPROXIMATION THEORY
For each n = 1, 2, . . . let H, be a finite dimensional subspace of H with H, c V for all n. Let P,: H -+ H, denote the orthogonal projection of H onto H, with respect to the standard inner product, (.,.), on H. We shall require the assumption that
Note that (4.1) implies that lim, _ a, IP,cp-cpl=O, cp~H and that P, is uniformly bounded in n in both 9(H) and 9'(V) with respect to the uniform operator topologies.
It will be necessary for us to define an extension of the operator P, to a bounded operator from V* into V*. We do this as follows. For cp E V* define P,cp E H, to be the representor in H, of the functional cp restricted to a functional on H,. That is P,cp = (P", where q,, is the unique element in H, (guaranteed to exist by the Riesz representation theorem applied to the Hilbert space {H,, (.;)}) which satisfies (cp, 0,) = (cp,, e,), 0,~ H,. Since H, c Vc V*, P, can be considered to be a linear map of V* into itself. Indeed P,cp = (Pi is the continuous linear functional on V given by (P,cp, 0) = (cp,, f3), f3 E V. The definition of the orthogonal projection of cp E H onto H,, (P,cp -cp, 0,) = 0, 8, E H,, reveals that we have in fact defined an extension of P, to an operator on V* with range H, considered as a subspace of V*. Using the fact that for rp~ V* and @E V we have (P,cp,~)=(Pn~,IC/)-(P,cp,~-P,IC/)=(P,cp,P,~)=(cp,P,~), and that the P,, are uniformly bounded in Z(V), it is not difficult to show that the P, are uniformly bounded in 9?( V*). It is worth noting that the extension of P, defined above agrees with the operator that would be obtained if we were to extend P, in the usual way by considering it as a bounded operator defined on a dense subset (H) of the Banach space V*.
It follows from assumption (4.1) that lim, _ 3o1l P,cp -cpI[ * = 0, cp E V*. Indeed, for cp~H we have IIP,cp-cpII*dplP,q-cpl +O as n-+oo. Since H is dense in V*, and the P, are uniformly bounded in Y(Y*), it follows that IIP,cp-cpII,+Oasn-+cc forcpEV*.Forcp,$EV*,wehave That is A,(@,P,) is the element A,(cD,P,) in V* restricted to a linear functional on 3". Since Xm is a finite dimensional Hilbert space, the Riesz representation theorem implies that A,(@, P,) = Yn P, E Xn, where Y,, P, is the unique element in Xn which satisfies
The operators A, defined in (4.2) are in effect the standard Galerkin approximation to A,. Furthermore, the definition (4.2) leads to the same approximation to A, that would be obtained via the more conventional procedure wherein the operator d in the definition of L, is replaced by its Galerkin approximation. Indeed, for each n = 1,2, . . . define the operator ~4 E T(Hn) by 4cpn = ~Jvn,,> (P,, E H,. That is, &cp,, = 1c/", where Ic/,, is that element in H, (once again whose existence and uniqueness is guaranteed by the Riesz representation theorem) which satisfies (zx!~,, 0,) = ($,, O,), 8, E H,. Noting that since P, is the orthogonal projection of H onto H,, it is not difficult to argue that [@P,, QnlX= [@, O,], for all Cp E *Y* and 0, E &", it then follows that for QD, P, and Y,, P, E Hn we have CA,(@,P,), vl,Pnl, = C&(@,Pn)t 'y,P"l, = C&(@,P") P", YnPnl, = c~*~"P,+~,P,dP,+~~,(~,P") P,, Y"P"], For each n=l,2,... define 171j~C, by c=P,l7iP, and F,~L,(0,T;jlin,) by F,(t) = P,F,,(t) P,, for almost every t E (0, T). We consider the problem of finding a solution 17, to the initial value problem in Xn given by fin(t) + A,fl,(t) = F,(t), a.e. t E (0, T) (4.3) n,(o) = zz; (4.4) with Z7,( t) E C, for almost every t E (0, T). The definition of the operator A, together with the properties of the operator A, yield that for each n = 1, 2, . . . A, is closed and strongly V-monotone on its domain. Hence A, is accretive with B?(I+AA,)z C, for all A>O. Since Dom(A,) =c= C,, Z7: E C,, and F,, EL,(O, i$%$) with F,,(t)E C, for almost every t E (0, T), Theorem 2.1 yields the existence of a unique mild solution Z7, to the initial value problem (4.3), (4.4) with IT,(t) E C,, a.e. t E (0, T). We shall argue the convergence of Z7" to ZZ, as n + cc in C(0, T; 2) (i.e., the Hilbert-Schmidt norm convergence of n, (t) to h',(t), uniformly in t for t E [0, T]) via an application of Theorem 2.3. In order to do this we shall require some preliminary lemmas. The first lemma below is a technical lemma which can also be found in [ 1 I] . For completeness we state it here and have included its rather brief proof. An application of Lemma 4.2 with X= H and Y = V* and the strong convergence of P,* to the identity on V* yield that the first term on the right hand side of the estimate (4.5) above tends to zero as n + co. Similarly, Lemma 4.2 with X= V* and Y = H and the strong convergence of P, to the identity on H implies that the second term tends to zero as n + co as well. A similar argument can be used to show that IIP,@P, -@,I1 HScH, Vj + 0 as n + co and the lemma is proved.
Remark. We note that it is possible to obtain the convergence result given in Lemma 4.3 using an alternative approach which does not require the factorization result given in Lemma 4.2 (see [9, Lemma 1 ] ), but, not unexpectedly, does involve compactness. 
Proof
The desired result will follow immediately from Theorem 2.3 once we have verified that the hypotheses (i)-(iv) given in the statement of that theorem hold. If Go E C, then @,, = P,,Qi,P,, E C,, and Lemma 4.3 implies that lim,, _ ~ /@,,-QolK =O. Thus lim.,,, C,IC,. Lemma4.3 also implies that lim,,,lF,,(t)-F,(t)l, =lim,,,,IP,Iro(t)P,-F,I,, =0 for almost every t E (0, T). Properties of Hilbert-Schmidt operators and the fact that P,, is an orthogonal projection yield IF,(t)1 x = I P,F,,(t) P,I ,# d Remark 4.1. Although we are unable to demonstrate that the hypotheses of the existence result, Theorem 2.1, are satisfied when the initial value problem (3.4), (3.5) is considered in the space ,V rather than H, we can show that hypotheses (i)-(iv) of Theorem 2.3 are in fact satisfied in V. If the existence result could be verified in V this would of course yield the stronger convergence result that if Z7: E V and F, E L,(O, r; V), then Lemma 4.3 is sufficient to obtain the convergence of Z7, to I7, in C(0, T, V). In the case of a linear dynamical system (i.e., when A,, E y(V, V"*)) it is in fact possible to apply Theorem 2.1 in the space Y and therefore obtain a complete approximation theory in V (see [ 11) .
AN EXAMPLE
We illustrate the application of our approximation results with a linearquadratic optimal control problem (see [ 141) involving a one dimensional heat equation (extension to higher dimensions is straight forward). Using the properties of interpolatory splines and density arguments it is not difficult to show that lim,,, ~ /IP,,cp-cplI =O, ~EH,!,(O, l)= Vandconsequently that the assumption (4.1) is satisfied. It follows therefore, that the approximation theory developed in Section 4 yields that the solution Z7, to the finite dimensional Riccati differential equation initial value problem fin(t) + 4n,,(t) + n,,(f) 4, + (h2/r) n,,(t)* =A,,, a.e. t E (0, T), (5.7) n,,to I= Y, (5.8) with Z7,( t) nonnegative and self-adjoin& satisfies lim, _ 5. In,,(t) P,, -no(t)I HS(H,H) = 0 uniformly in t for t E [0, T]. Some interesting open questions which are related to our effort here remain. For example, a Hilbert-Schmidt existence, approximation, and convergence theory for the case in which the operator ZZZ (and therefore the operator A,) and the function &, are time varying. The standard existence and approximation results in the spirit of Theorem 2.1-2.3 for nonlinear systems involving time dependent operators are typically too restrictive to be of any use in the Hilbert space framework in which the problem would be formulated. An approach such as the one which was taken in [3] in the context of approximation methods for inverse problems for nonautonomous nonlinear distributed systems based upon Barbu's [4, Theorem 111.4.21 may be more appropriate. We are presently studying this.
Also, one might ask if the generic abstract nonlinear functional analytic approximation results given in Section 2 could be used to establish the convergence of finite dimensional approximations to solutions of operator Riccati differential equations under somewhat less restrictive hypotheses than we required here. Da Prato's [7] and Tartar's [IS] efforts concerning the existence, uniqueness, and regularity of solutions to infinite dimensional Riccati equations may be of some use in this regard.
Finally we note that a Hilbert-Schmidt approximation theory for the steady state, or algebraic operator Riccati equation can also be developed (see [ 161) . (The algebraic Riccati equation arises in the context of the linear-quadratic optimal control problem on the infinite time interval.)
