Abstract. We propose a novel approach to improve prediction accuracy of grey power models including GM(1,1) and grey Verhulst model through optimization of the initial condition and model parameters in this paper. And we propose a modified grey Verhulst model. The new initial condition consists of the first item and the last item of a sequence generated from applying the first-order accumulative generation operator on the sequence of raw data. Weighted coefficients of the first item and the last item in the combination as the initial condition are derived from a method of minimizing error summation of square. We shows that the newly modified grey power model is an extension of the previous optimized GM(1,1) models and grey Verhulst models. The new optimized initial condition can express the principle of new information priority emphasized on in grey systems theory fully. The result of a numerical example indicates that the modified grey model presented in this paper can obtain a better prediction performance than that from the original grey model.
Introduction
Since 1982 (Deng, 1982) , the grey systems theory has attracted a large number of researchers and has been utilized in a variety of fields such as natural science, social science and engineering science etc. Grey systems theory focuses mainly on such systems as partial information known and partial information unknown. With the rapid development of science and technology more and more systems have the same characteristic as grey systems. Solutions to these uncertain systems have become a great challenge for further development in associated fields. However, one of possible means can be provided by some approaches in grey systems theory. GM (1, 1) model is one of important models in grey models group. From the procedure of construction of GM(1,1) model we can find that the model is neither a differential equation nor a difference equation. In fact, it is an approximate model which has the characteristic both differential equation and difference equation. It is inevitable for the approximate model to result in some errors in practical applications. To increase prediction accuracy using GM(1,1) model a large number of researchers concentrate upon improvements of GM(1,1) model mainly in three aspects. On the one hand, a number of researchers focus mainly on improvements of grey derivative. Wang proposes a GM(1,1) direct modeling method with a step by step optimizing grey derivative's whitened values to unequal time interval sequence modeling. He has also proves that the new method still has the same characteristic of linear transformation consistency as the old method (Wang, This paper was supported by Nanjing University of Aeronautics and Astronautics Chen, Gao, & Chen, 2004 ). Mu presents a method to optimize the whitened values of grey derivative and constructs an unbiased GM(1,1) model. He also proves that the new model has the characteristic of law of whitened exponent (Mu, 2003a (Mu, , 2003b . On the other hand, a number of researchers focus mainly on improvements of background value. Tan presents a new method to construct the formulation of background value. The new model with the application of a new formulation of background value can simulate an exponential sequence well (Tan, 2000) . Mu points out the reasons that the GM(1,1) model can not predict an exponential function perfectly through the analysis of mechanism of constructing the GM(1,1) model. And he proposes a new method to construct GM(1,1) model based on the improvement of background value (Mu, 2002 ). Mao utilizes a modified GM(1,1) model based on background value to predict vehicle fatality risk and obtain a better prediction performance (Mao & Chirwa, 2006) .
Finally, improvements of the initial condition in the time response function are focused on by some researchers gradually. Dang proposes a method to improve grey models using the nth item of
obtained by the first-order accumulative generation operator on a sequence of raw data as the starting condition of the grey differential model to increase prediction precision (Dang, Liu, & Chen, 2004) . To make full use of new pieces of information in raw data and also reserve the initial condition in time response function of the original GM(1,1) model, Wang, Tang & Cao (2012) set a newly initial condition in time response function equaling to the arithmetic mean of the first item and the last item of Li & Liu (2010) proposed an approach to optimize the initial condition in the time response function for original GM(1,1) model and derived the optimal weights of the first item and the last item of ( )
1
X by the least square method. Xie proposes discretely grey prediction models and corresponding parameter optimization methods. And he also illustrates three classes of grey prediction models such as the starting-point fixed discrete grey model, the middle-point fixed discrete grey model and the ending-point fixed discrete grey model (Xie & Liu, 2008) . Liu also presents a method to improve the prediction precision by optimization of the coefficient of exponential function (Liu & Lin, 2006) . In addition to these three classes of improvements on GM(1,1) model, Hsu presents a grey model improved by the Bayesian analysis to predict output of integrated circuit industry (Hsu & Wang, 2007) . Li also presents a method of combining GM(1,1) model and markov chain to predict the number of Chinese international airlines (Li, Yamaguchi, & Nagai, 2007) .
These types of improvements for grey models may increase prediction precision in some practical applications. However, there still exists some space to improve prediction precision of GM(1,1) model. We present a novel approach to optimize the initial condition in time response function for general grey prediction model involving the GM(1,1) and grey Verhulst models as its special cases. The new optimization approach of the initial condition is comprised of the initial item in the time response function from the original GM(1,1) model (Deng, 2002; Liu & Lin, 2006 ) and the nth item of Dang et al., 2004) . And the corresponding weighted coefficients of the two parts forming the initial condition in new optimization method are derived from minimizing error summation of square in terms of the time response function. The combination of newly initial condition can express the principle of new information priority emphasized on in grey systems theory fully. Hence, we can make full use of new pieces of information in raw data to improve prediction precision with application of the new initial condition. Meanwhile, the new optimized model is also an extension of the original GM(1,1) model, the previous modified GM(1,1) models and grey Verhulst model. And the coefficients of weight in the optimized initial condition can change in the interval of zero and one. Especially, the newly optimized model could also be degenerated into the improved model presented by professor Dang (Dang et al., 2004) , the original GM(1,1) model when the coefficients take zero or one respectively and the improved GM(1,1) models based on the optimization of initial condition ( [1] , [2] ). Then we believe that the newly optimized model can be helpful to improve the prediction precision of grey prediction models including GM(1,1) model and Verhulst model. The remaining parts of this paper are organized as following. A brief introduction to the original GM(1,1) model, the optimization method of the initial condition and a modified grey Verhulst model are given in Section 2. Section 3 will illustrate the application of new optimized method through a numerical example. Conclusions and the work focused mainly on in the future will be given in Section 4. 
Optimization method of initial condition and mean values 2.1. The original GM(1,1) model
From the sequence 
X is a newly generated sequence with the application of the first-order accumulative generation operator on
Z is a new sequence with the application of the generated mean value of consecutive neighbors operator on
is a grey differential equation, also called GM(1,1) model. And the equation
is the whitened equation of GM(1,1) model. If we let
The time response function of the whitened equation yields
And the time response equation of GM(1,1) is the following equation
The restored values of raw data are given below.
Professor Deng (2002) points out that the whitened equation and its corresponding time response function can not be derived from the GM(1,1) model directly, which are some approximate replacement. In fact, the time response function is a solution of the whitened function when the initial condition is . These approximate processing procedures also bring hints for us to improve prediction precision of GM(1,1) model. As the principle of new information priority is emphasized on in grey systems theory to improve prediction performance of data of small sample sizes. So how to improve performance in utilizing new information and keep consistent with the original GM(1,1) model are main contents in Section 2.2
Optimization of initial condition
Consider the following general grey prediction model:
where (1) is also called the GM(1,1) power model [7] . Often, λ =0.5 is selected.
The whitened equation of the above equation is
and its general solution is as following ( Theorem 4.17 of [7] ).
where c is a constant, a and b are parameters to be derived from some estimation method.
If α =0, then we have general form of GM(1,1) model
If α =2, then we have general form of Verhulst GM(1,1) model (6) from (4). For the general solution (4) if we let t = 1 and t = n, respectively, then we can obtain the following Eqs. (7) and (8).
From (7) and (8), we have 
For α =0, i.e. GM(1,1) model, we have
which is the same as c of [1] . When β =0.5, c defined by (10) is the same as c of [2] .
Forα =2, i.e. grey Verhulst model, we have
Let ( )
We can obtain the estimate of c so that it minimize the f 1 (c) or f 2 (c).
For α =0, i.e. GM(1,1) model, 
From (10) and (14), we obtain the initial condition parameter β as following. 
which is the same as one of [1] . Then we can obtain the following optimized time response function for GM(1,1) model from (5), (10) and (15) 
The restored values for GM(1,1) model can be derived by first-order inverse accumulate generation operator on the time response function (16): 
The time response function for grey Verhulst model is obtained by (6) and (11) 
where parameter β can be derived by substituting c minimizing f 1 (c) or f 2 (c) from (11). If β =1, then we have
which is just the time response function of the original grey Verhulst model [7] .
The restored values for grey Verhulst model can be derived by first-order inverse accumulate generation operator from the time response function (19).
Modified grey Verhulst Model
From (1) and (2), the following grey Verhulst model is obtained.
where ∈ λ [0,1] is the mean value parameter.
Solving the quadratic equation (20) with ) (
The model (21) is called the modified grey Verhulst model. We can obtain the restored values of grey Verhulst model from (21) by substituting (18) instead of ) (
Optimization of mean values and model parameters
In section 2.2, we considered the optimization of initial condition for general form of grey prediction model and derived some optimal initial condition parameters. In this section is considered the optimization of mean values and model parameters for the general grey prediction model defined by (1) and (2). Let
and
where
The parameters a , b and λ of (1) and (2) 
where ( ) ( ) ( ) ( ) 
we have 
Numerical example
We consider two examples to demonstrate the advantage of the optimized grey power model. The prediction performance is evaluated according to the relative error defined by The results of numerical simulation by different grey models are shown in Table 1 . In Table 1 , 2 and 3, the optimal GM(1,1) model is the GM(1,1) model based on the minimization of the error function (23) with p=1, i.e. the absolute relative error summation. As seen from the table, the modified GM(1,1) model based on (15) , (16) , in which optimal β is obtained by minimization of f 2 (c), is better than the original GM(1,1) model and the optimal GM(1,1) models are much better than the modified GM(1,1) model based on the optimal β. Especially, the optimal grey power model with α = -0.1 showed the best performance of prediction. The results of numerical simulation by different grey models are shown in Table 2 . As seen from the table, the modified GM(1,1) model based on (15) and (16) has almost same performance with the original GM(1,1) model , while the optimal GM(1,1) models are much better than the modified GM(1,1) model based on the optimal β. The optimal GM(1,1) model based on minimization of ( )
