Usually, Monte Carlo models are validated against experimental data. However, models of multiple Coulomb scattering (MCS) in the Gaussian approximation are exceptional in that we have theories which are probably more accurate than the experiments which have, so far, been done to test them. In problems directly sensitive to the distribution of angles leaving the target, the relevant theory is the Molière/Fano/Hanson variant of Molière theory [1, 2, 3]. For transverse spreading of the beam in the target itself, the theory of Preston and Koehler [4, 5] holds.
Introduction
Monte Carlo (MC) simulations are the gold standard for dose calculations in proton radiotherapy. Geant4 (G4) is perhaps the most popular MC, particularly if we take into account packages based on it such as GATE [6] and TOPAS [7] . It is therefore important that the physics models in G4 be validated. The present paper focuses on multiple Coulomb scattering (MCS) in the Gaussian approximation.
A 1993 paper [3] (hereinafter Go93) contains measurements of the rms projected Gaussian angle (θ x ) rms at 158.6 MeV incident energy for 14 materials, with 115 material/thickness combinations in total. Go93 also summarizes the formulas of Molière theory, covering low-Z targets, thick targets, compounds and mixtures, and the Gaussian approximation.
The CERN URL http://vnivanch.web.cern.ch/vnivanch/verification/verification/electromagnetic/-MSCP/geant4-10-02-patch-01/ links to a site comprising 14 graphs showing, for six G4 models, the difference in (θ x ) rms between G4 simulations and the Go93 experimental data. A summary graph shows χ 2 /N for each material and G4 setup (our Fig. 7 is similar). The machinery to produce these graphs is described in a 2013 note by Schwarz [8] ; the most recent graphs were evidently generated around 15FEB2016. We discuss this work at greater length below. Suffice it to say here that the Wentzel model agrees best with experiment, as we will also find. However, because of experimental scatter, the CERN graphs give little insight into the dependence of either the Wentzel or Urban models on target material and/or thickness.
Fortunately, in the special case of MCS we have the luxury of an accurate theory free of adjustable parameters. Comparison with measurements in Go93 on many different target materials and thicknesses shows the Moliére/Fano theory to be accurate to better than 1% on the average. It appears to break down only when the target is thicker than = 97% of the mean proton range. In this paper we take advantage of that by provisionally assuming that the Molière/Fano/Hanson variant appropriate to the Gaussian approximation (hereinafter 'Hanson') is ground truth insofar as MCS is concerned. We justify that assumption by comparing the Go93 experimental data to Hanson. We then compare, also with Hanson, G4 computations of MCS using the Wentzel and Urban models. Further analysis reveals the dependence of the Wentzel and Urban models on target material and thickness, trends which would otherwise be obscured by experimental error.
Go93 is a 'target/drift' experiment: the spread in projected angle (θ x ) rms , introduced by MCS in a target, is converted into a transverse spread x rms by a drift region, approximated by a large air gap, in which the additional scattering is small. Given the effective thickness of the air gap, (θ x ) rms may be inferred from measured x rms .
Another class of experiments might be termed 'beam spreading'. The transverse spreading x rms of an incident pencil beam in the target itself is measured as a function of depth. Such experiments are also regarded as tests of MCS models [9, 10] and also obey an accurate, experimentally tested theory with no adjustable parameters. We include them for completeness, though our primary emphasis is on (θ x ) rms .
A side issue that will arise is the dependence of computed (θ x ) rms (for thick targets) on the range-energy relation of protons in the target material. That relation (judging by differences between standard tables) is uncertain to 1-2%, affecting independently both the Hanson computation and the G4 simulations. We will show that the numerical effect on either is small.
Methods

Experiment
For completeness, we summarize the Go93 experiment. A well collimated 158.6 MeV proton beam was directed onto the target and transverse scans were taken with a small Si diode 100 cm distant from the upstream target face. Each scan was fit with a Gaussian on a constant background to find x rms . Target-out 'air' scans were taken and analyzed similarly and their x rms was subtracted in quadrature to correct for beam size, scattering in air, and detector size. Finally, corrected x rms was converted to (θ x ) rms using an effective drift length that took into account the effective scattering point in the target.
Go93 compared (θ x ) rms with Highland's formula, a parameterization of Molière/Bethe/Hanson theory [11, 12] . We will, instead, use Molière/Fano/Hanson theory directly, which should be slightly better. In all, Go93 studied 14 target materials of potential interest in proton radiotherapy, spanning the periodic table. Target thicknesses ranged from very thin to somewhat greater than the mean proton range.
Theory
Target/Drift Experiments
In the Gaussian approximation the 2D distribution f (θ) of polar angle θ is given by
where
Eq. 1 is valid to θ ≈ 2.5 θ 0 , where the Molière single scattering tail becomes appreciable [5] . This Gaussian region contains about 96% of the protons and therefore dominates proton radiotherapy dose calculations.
As Hanson et al. [13] first observed, the best Gaussian fit to Molière theory is obtained, not by merely using the first (Gaussian) term in Molière's expansion of f (θ), but by letting
where χ c is Molière's characteristic single scattering angle and B is his reduced target thickness. For the Molière/Fano/Hanson computation of θ 0 we find these quantities using Molière's rather than Bethe's form of the theory (Z 2 rather than Z(Z +1)) and using the Fano correction for low-Z targets (see Go93). The appropriate formulas are embodied in Fortran program LOOKUP [14] . (In a minor improvement, LOOKUP uses cubic spline interpolation, rather than a polynomial fit, to interpolate range-energy tables.) We used the default MIXED range-energy table, namely ICRU 49 [15] except for Nylon, Zn and brass which are Janni 82 [16] .
For thin targets (negligible energy loss) θ 0 depends only on the initial value of
where p, v, T and mc 2 are proton momentum, speed, kinetic energy and rest energy. (In the clinical regime 3 ≤ T ≤ 300 MeV the fraction multiplying T ranges from 2 to 1.76 so pv is roughly twice the kinetic energy.)
For thick targets, the integrals in Molière theory depend on the relation of pv to depth in the target, and the range-energy relation comes into play. To estimate this effect we replaced MIXED, the range-energy table one would use nowadays, by Janni 66 [17] , the tables (now outdated) used by Go93. The largest change in θ 0 , for near-stopping Pb, was 3.1%, and for most material/thickness combinations it was far smaller. We will perform an analogous test in the G4 simulations. Table 1 lists typical values of θ 0 (Hanson) for reference.
Beam Spreading Experiments
Unlike Molière theory, which is complicated, beam spreading in a homogeneous slab follows just two rules first derived and tested experimentally by Preston and Koehler [4] . They hold for protons or heavier ions stopping in any material at any incident energy. A modern derivation is given in [5] .
The first rule is that the rms transverse spread σ x (R) at end-of-range R is proportional to range. The constant of proportionality is
which despite appearances is very nearly independent of R. E s = 15.0 MeV, z is the particle charge number, pv is evaluated at the T value corresponding to R/2, and X S is the scattering length [18] of the material. In Lexan, for instance, σ x (R) = 0.0210 R. Values of σ x (R)/R and ρX S for many other materials are given in [5] .
The second rule is that, at any lesser depth z < R,
which, with Eq. 5, completely describes beam spreading in a homogeneous slab. Eqs. 5 and 6 assume an ideal incident beam, so measurements of σ x (z) must be corrected for initial beam size, divergence and emittance. These can be significant in beams designed for pencil beam scanning, but will not concern us. We will simply assume an ideal beam.
Geant4 Setup
Physics
We used G4 10.02, the latest release at the time of writing. Electromagnetic physics was based on the G4EmStandardPhysics option4 physics constructor class providing the most accurate models available in standard and low energy categories. The physics constructor was modified to allow different models and different parameters of the MCS process to be activated for protons. Stopping power tables were limited to the range 0 − 200 MeV and the number of bins was increased to 50 per decade according to the recommendations of Grevillot et al. [9] . Other parameters, such as the step limitation function for the stopping process and other physical processes, were left at their default values. Two MSC models, G4UrbanMscModel and G4WentzelVIModel were tested with the default step limitation and lateral displacement parameters. Then, the impact of those parameters on the results was investigated. G4UrbanMscModel provides three step limitation options: fMinimal, fUseSafety and fUseDistanceToBoundary, while G4WentzelVIModel has only the default step limitation and a fUseDistanceToBoundary option. Special attention should be paid to the way the step limitation, lateral displacement options and other parameters of MCS and other electromagnetic processes are defined. Static class G4EmParameters was added recently to the G4 library specifically for this purpose. Its methods SetMuHadLateralDisplacement() and SetMscMuHadStepLimitType() control switching the lateral displacement and type of step limitation algorithm for the hadronic MCS process on or off. By default, these parameters are set to false and fMinimal respectively.
The G4CoulombScattering process was not tested. Though it provides accuracy comparable with solving the diffusion equation, it is far too slow and thus inapplicable in proton therapy calculations. Table 2 lists properties of the fourteen materials in this study. Names beginning with G4 indicate G4 default compositions and I G4 (mean excitation energy) values. For the others, we used densities and compositions from Go93 and computed I G4 by the internal G4 procedure. The mean projected range R G4 corresponds to the peak of differential fluence found in an auxiliary simulation.
Material Properties
As noted earlier, for thick targets θ 0 depends on the range-energy relation. Generally, when reconciling an MC with (say) an experimental Bragg peak, one can fine-tune either the incident energy or I. Here, however, we must use I since θ 0 depends directly on the incident energy via Eq. 4 even for thin targets. To change I by a reasonable amount we can adjust it to reproduce, via G4, some well-known range-energy table other than the one that follows from G4 defaults. Somewhat arbitrarily, we choose Janni 1966 [17] , the first comprehensive tables used in proton radiotherapy and the ones used in Go93.
Accordingly, for each simulation with I G4 , we performed a second with I adj adjusted to yield a range R adj closely matching the range R Janni from [17] as given in Go93. These quantities are also given in Table 2 as is the percent difference between R adj and R G4 . That reflects the difference between two plausible range-energy relations for an arbitrary assortment of fourteen materials.
Scoring and Analysis
Unlike [8] we did not (even approximately) simulate the Go93 experiment. Instead, a point monoenergetic mono-directional 158.6 MeV proton source was placed in front of the material slab and 1 M protons were traced from the source to the last step in the slab. For maximum efficiency, the polar angle θ of particles emerging from the last step, weighted by 1/θ, was scored in an annulus of radius θ and bin width dθ using the G4CsvAnalysisManager class. That histogram was then fitted with a Gaussian (cf. Eq. 1) to find θ 0 .
Graphs and Trend Analysis
Let the percent deviation of e.g. experiment from Hanson theory be defined as
where, if D > 0, the quantity under test (E) is greater than ground truth (H). We plot D EH , D UH and D WH to exactly the same scales to facilitate comparison. The abscissa (target mass thickness in g/cm 2 ) is logarithmic because of the known behavior of MCS with target thickness (see Go93). At fixed energy, only the dependence of θ 0 on target material and target thickness remain to be explored. To summarize the compliance of experiment, Urban and Wentzel to Hanson theory, we fit the data in Figs. 1−3 with straight lines. We exclude near stopping targets (> 0.9× mass range) where Molière theory fails because range straggling destroys the relation between pv and depth. MCS in this region is of minor importance in proton radiotherapy, the residual range being so small that the proton direction hardly matters.
Finally we plot the slope D ′ (thickness dependence, %/decade) and mean value <D> (material dependence, %) of the fitted lines for E, U and W (Figs. 4−6) . Again, we use exactly the same scales to facilitate comparison. Table 1 gives, for selected points, the target material, g/cm 2 , and measured θ 0 from Go93, the computed θ 0 (Hanson) from LOOKUP using the MIXED range-energy table, and finally θ 0 (Urban) and θ 0 (Wentzel) from the G4 simulations using the G4 default I values.
Results
Percent deviations of θ 0 (exptl), θ 0 (Urban) and θ 0 (Wentzel) from θ 0 (Hanson) are shown in Figs. 1, 2 and 3 respectively. 1σ experimental errors (not shown) were taken from Go93. Fig. 1 , taking into account the experimental error, shows that Hanson theory indeed describes the measurements with the possible exception of the thickest Pb and U points where theory may be some 4% high (or experiment 4% low) as already noted in Go93.
Figs. 2 and 3 show the comparison of of Geant4 simulation with Urban and Wentzel models with Hanson theory. Typical behavior for both models is a deviation from theory which is nearly linear in the logarithm of target thickness, has a small positive or negative slope, and some average offset from 0. MC statistical errors are small and are already implied by the non-smoothness of the lines with dots bigger than error bars. Fig. 4 quantifies the trends seen in Fig. 1 . Teflon and Sn are obvious outliers, almost certainly due to experimental error given the much better agreement of neighboring materials. In particular Be, Al and Cu, for each of which a full range of thicknesses was measured, agree with theory very well on average.
Figs. 5 and 6 quantify and summarize the trends seen in Figs. 2 and 3. Averaged over target thickness, the Urban model is ≈ 8% low for low-Z targets, smoothly approaching ≈ 0% for Pb and U. The variation with log 10 (target thickness) is roughly linear, with a slope of 1% − 2%/decade.
By contrast, the Wentzel model is ≈ 4% low for low-Z targets, agrees with theory at midrange, and is ≈ 4% high for high-Z targets. Material dependence is noticeably less smooth than the Urban model. Thickness dependence is slightly greater than the Urban model and opposite in sign, say −2% to −4%/decade.
Discussion
Four other studies known to us test the G4 MCS model. Only one [9] is published.
CERN Web Site
This site, already mentioned, explores six G4 configurations. The only documentation appears to be the note by Schwarz [8] based on which there are two major differences with the present work.
First and foremost, G4 is compared with experimental measurements rather than theory. Second, [8] describes a partial simulation of the Go93 experiment, unlike our method which merely scored θ of protons emerging from the target. In [8] an ideal beam enters the target and proton hits are scored on a finely divided measuring plsne (to avoid detector size effects) 100 cm downstream of the target entrance face. The intervening gap is void (to avoid scattering in air). A Gaussian is fitted to what is effectively the transverse fluence (rather than dose). To convert its x rms to θ 0 the effective scattering point is calculated according to Go93.
This procedure seems somewhat roundabout compared to simply scoring angles emerging from the target, but it seems to account for everything except incident beam size. Beam size may explain why G4 is consistently low for the thinnest Be targets on this Web site. Fig. 7 , somewhat similar to a figure on the CERN site, summarizes the goodness-of-fit χ 2 /N for the six configurations. Those labeled 3E and 0N are significantly worse than the four others, which are indistinguishable. Of those, 4E corresponds to our 'Urban' and WE corresponds most closely to our 'Wentzel'. The main point of Fig. 7 is that χ 2 /N alone is not a good way of evaluating the different models. It is too sensitive to the way individual points and errors happen to fall out.
Fuchs et al.
This poster presentation [19] tests numerous G4 releases. Simulated θ 0 is obtained directly, by scoring angles emerging from the target, or indirectly by back projecting dose profiles. The two methods agree. Those values of θ 0 are then compared with the Go93 measurement for every material/thickness combination. The '10.1 mod EM Wentzel VI' release is found to be best, with an average error of only −1.2 ± 3.3%, in substantial agreement with our Fig. 6 . The range, −17.9% to 11.2%, is of course much larger owing to comparison with experiment rather than theory.
Matysiak et al.
In this poster presentation [10] Matysiak et al. develop an MC tool to assess the accuracy of the Eclipse pencil beam model. First, to select the best G4 model, they consider spreading of an ideal beam in a 7.5 cm water equivalent Lexan range shifter (RS) at six incident energies 120 − 226.7 MeV, each at four step sizes. (The RS thickness is 6.507 cm.) Urban (option 3) and Wentzel (option 4) simulations are compared with σ x values from 'analytical calculations using Molière scattering'. We computed our own σ x values, finding σ x (R)/R = 0.0213 from Eq. 5 and σ x (6.507 cm) values from Eq. 6 consistently 8% higher than Matysiak's. Therefore, over the energy range, Wentzel beam spreading in Lexan is either found to be ≈ 4 to 0% high (Matysiak theory) or ≈ 4 to 8% low (our theory). The Urban model is found to be step-size dependent and therefore not used further by Matysiak.
Having compared simulated beam spreading in a homogeneous slab with theory, Matysiak et al. proceed to compare a target/drift experiment with measurement, using the RS as the target. First, they determine the incident beam size, divergence and emittance by fitting measurements of the open beam in air. Next, inserting the RS and using those open beam parameters, they simulate and measure transverse fluence distributions at five locations along the beam axis covering a range of 35 cm, fitting with Gaussians to find simulated and measured σ x . G4/Wentzel is high by ≈ 7% at 120 MeV improving to ≈ 0% at 226.7 MeV. It is better in the y direction than in the x direction (presumably the bend plane).
Unlike beam spreading, the target/drift experiment comes close to a direct test of the G4 MCS model. Assuming the energy dependence to be largely due to sensitivity to beam parameters, and allowing for some experimental error, the Matysiak study is not inconsistent with our finding that Wentzel is ≈ 2% low in the neighborhood of Lexan cf. Fig. 6 .
Grevillot et al.
Grevillot et al. [9] optimized GEANT4 settings for proton pencil beam scanning simulations using GATE. In the section relevant here, they found (their Figs. 10 and 11 ) that GATE-simulated beam spreading in PMMA (Lucite) underestimated experiment by an energy dependent amount reaching 20% at 210.56 MeV incident. They measured σ x using EBT radiochromic film in a PMMA phantom. Quantitive dosimetry with radiochromic film is an exacting technique subject to nonlinear dose response, LET dependence and sensitivity to scanning technique [20] . Indeed, they describe their own results as 'preliminary' and 'qualitative'.
Even so, this paper invites the question whether G4 simulations of beam spreading in PMMA (and presumably, other water-like materials) could possibly be low by as much as 20%. In Fig. 8 we compare a GMC simulation, with the settings described above, with the theory of Preston and Koehler [4] as summarized by Eqs. 5 and 6. There is little difference between the Urban and Wentzel models. Both are poor near end-of-range and do well elsewhere. For both, average difference between MC and the theory is <error> = −0.14 mm and <error>/< σ x > = −6.4 % including the last point. The possibility of a 20% shortfall in G4 at 22.6 cm (cross) is ruled out.
Summary
Measurements of the distribution of outgoing angles from a target test the MCS model of a Monte Carlo program and normally, models are validated directly against such experimental data. We have argued that, in the special case of MCS, theory may be taken as ground truth because it is free of adjustable parameters and agrees, on average, with a very large body of data. That reveals trends in the models that would otherwise be obscured by experimental scatter.
We have concentrated on the target/drift configuration, which measures outgoing angles. First, we justified the ground truth assumption by comparing experiment with the Molière/Fano/Hanson theory. We then compared G4 simulations, using the Urban and Wentzel models, with the same theory.
Our Figs. 5 and 6 give Wentzel a slight advantage in proton radiotherapy where the materials of greatest interest are water-like. For the highest-Z materials Urban is at least as good.
For completeness, we discussed beam-spreading experiments, also considered to be tests of the MCS model. Here the relevant theory is that of Preston and Koehler [4] as re-derived in [5] and summarized by our Eqs. 5 and 6. G4 simulation of beam spreading in PMMA agrees with theory to a fraction of a millimeter or 6.4% for both models, contradicting the finding of Grevillot et al. [9] .
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and in Table 1 the heading α should read α 2 and ×10 9 under χ 2 c should read ×10 6 . Table 2 : Material properties used in G4 runs. I G4 , R G4 : default G4 mean ionization potential and mass range; I adj , R adj : the same with I adjusted to match R Janni , the mass range stated in Go93 from a polynomial fit to [17] ; final column: deviation of R adj from R G4 .
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Figure 7: Summary of χ 2 /N for CERN web site runs dated 15FEB2016. The abscissa is arbitrary; some materials are labeled for reference. All G4 configurations are prefaced 'emstandard' and 3E = opt3 + elastic, 0N = opt0 + none, 4E = opt4 + elastic, 0E = opt0 + elastic, WE = WVI + elastic, WN = WVInoDisp + elastic. The last four are indistinguishable on this graph. [4] . Points: simulation with G4 Urban and Wentzel models as described in text. For both, <error> = −0.14 mm and <error>/< σ x > = −6.4 %. Cross: point at 22.6 cm depth per Grevillot et al. [9] 
