Abstract-Motion estimation is the most computationally intensive part of video encoders, as the compression efficiency usually increases with the amount of computations. The adaptive computationally scalable motion-estimation algorithm and its hardware implementation described in this paper allow the H.264/AVC encoders to achieve efficiencies close to optimal in real-time conditions. The algorithm employs several search strategies to adapt to local motion activity, and the number of checked search points is set by the encoder controller for each macroblock. The algorithm can achieve results close to optimum even if the number of search points assigned to macroblocks is strongly limited and varies over time. The architecture applies a novel dataflow. First, the motion vector generation is not constrained by the calculation of residuals and corresponding costs. Second, the fractional-pel interpolation is performed prior to the integer-pel search. Third, the ME and compensation use the same resources. 
I. Introduction
T HE H.264/AVC standard [1] allows more compressionefficient coding compared to its predecessors. The main coding improvement stems from the advanced prediction techniques. The inter prediction is enhanced by applying the quarter-pel accuracy of motion vectors (MVs), different macroblock partition modes, and multiple reference pictures (frames/fields). In the case of high motion activity and highresolution videos, the wider search range enables additional improvements. In general, the growth in the compression performance involves more computations to check different parameter combinations and values. As a consequence, efficient real-time encoders should be implemented in the hardware framework.
Due to its simplicity and efficiency, the block-based computation has been adopted as the motion-estimation (ME) technique in several international video coding standards such as MPEG-x and H.26x. To reduce the computational burden, many fast ME algorithms have been proposed over the last three decades. The largest group of algorithms reduces the number of checked search points (SPs) based on the assumption about the unimodality of error surface within the search area, i.e., the block difference measure value monotonically increases with the distance from the point corresponding to the global minimum [2] - [5] . In some situations, results obtained by these algorithms can be very close to optimal; however, none of them is robust enough to cope equally efficiently with different types of motion activity. Besides, they are often designed primarily for software implementations and are not flexible enough to operate in a computation-limited and computation-variant environment. When an encoder supports several spatial and temporal video resolutions, such algorithms cannot adapt to a shortage or excess of computational resources and always require a specific number of SPs to provide near-optimal results. This drives the need for adaptive computationally scalable algorithms that are able to track different types of motion and operate in the computationlimited and computation-variant environment. A computationaware ME is proposed in [6] . However, the algorithm is implemented only in software and the on-line allocation of SP to macroblocks (MBs) based on the sum of absolute differences (SAD) criterion is not suited to hardware conditions. Moreover, its compression performance can be still improved by using more sophisticated search strategies [7] , [8] .
The straightforward implementation of ME is the full search (FS) strategy, which checks all possible MVs, reference pictures (RPs), and partition modes. This approach can be easily parallelized to increase the performance at the cost of hardware resources. The architecture in [9] employs onelevel FS combined with a few speed-up techniques, including: pixel bit precision reduction, macroblock subsampling, and adaptive search range adjustment. The more advanced approach employs hierarchical search combined with FS, where MVs are estimated on different resolution levels [10] - [13] . In particular, the wider range with the subsampling corresponds to the coarse resolution level. Typically, two [10] , [12] or three [11] , [13] levels are employed. All the architectures use non-adaptive search patterns and their resource consumption is large. Although the design described in [11] reduces hardware resources and has the wide search range [−128, 128) , it can densely check only MVs around the predictor. The architecture in [14] supports diamond search and cross search. Although the number of SPs is reduced, the resource consumption is still significant and the implemented search patterns are not efficient in the case of high motion activity.
In this paper, an adaptive computationally scalable ME algorithm and its hardware architecture are proposed. The ME algorithm employs a two-level hierarchical search to support wider search ranges. At the fine level, the algorithm checks MVs taken from previously coded neighboring macroblocks and selects between three strategies to adapt to local motion activity. The estimation can be terminated at any point, which enables the encoder to trade the number of search points for the compression efficiency. The hardware architecture applies a novel dataflow where the interpolation of fractional positions follows the coarse-level FS and precedes the finelevel ME. Motion estimation and compensation are performed simultaneously as all residuals forwarded to the computation of block difference measure are buffered ready for the next coding steps. Instead of the selection of the best MV, the architecture selects the set (at least eight) of candidate MVs to forward them to the rate-distortion (RD) analysis to select the best partition mode and MV(s). This approach allows more compression-efficient coding. Additionally, the architecture supports the compensation for both inter-and intra-predictions. Hence, there is no need to employ separate resources to compute residuals. The order of checked MVs is not constrained and can be adapted according to a desired search strategy.
The rest of the paper is organized as follows. Section II describes the adaptive ME algorithm. Section III presents the architecture design of particular modules building the ME system. In Section IV, implementation results are provided in terms of the compression and hardware efficiency. The paper is concluded in Section V.
II. Multipath Search Algorithm
Multipath search (MPS) is a computationally scalable ME algorithm, which exploits spatial correlations between MVs and selects the search strategy according to estimated block motion activity and available computational resources. The initial MV is selected from the prediction set that contains MVs of left, upper left, upper, and upper right neighboring macroblocks, and the middle of the search area. The point that gives the smallest SAD is used as the starting SP. In the algorithm description, SP is considered as an MV checked for a 16 × 16 luma macroblock and a RP. Although MPS can be applied to wide search ranges, the cost of hardware resources would be significant. Therefore, it is better to use a hierarchical search to narrow the MPS range. The hierarchical search is described in more detail in Section III.
A. Strategy Selection
The search strategy following the prediction set is selected on the basis of the estimated motion activity measured as the standard deviation (Std. Dev) of MVs of spatially neighboring MBs with respect to their median. Based on experiments, the Std. Dev threshold value is set to three to distinguish between high-and moderate/low-motion activity. For the sake of its wide range, three step search (TSS) [2] is selected to track Fig. 1 . MPS procedure embeds some basic search strategies. Integer-Pel ME distinguished by dashed boxes can be interrupted at any SP to perform Fractional-Pel ME. If TSS is selected as the first strategy, it is not repeated later for the same search center.
high-motion activity MBs. For the rest of MBs, the diamond search (DS) [3] algorithm is selected. However, since the large diamond search pattern used by DS is rather sparse, kite-crossdiamond search (KCDS) [4] is employed when the number of SPs remaining after the evaluation of the prediction set (Number of SPs) for Integer-Pel ME (IPME) is smaller than 10 (actually 26 if Fractional-Pel ME is also taken into account). KCDS uses a denser search pattern than DS and, thus, is better suited to track small/moderate motion when the number of SPs is small. The whole MPS procedure with the search strategy selection is shown in Fig. 1 .
Most of the fast ME algorithms are targeted to use the number of SPs as small as possible. It is a reasonable strategy when the computational resources are scarce. However, in a hardware video coding system, the number of available SPs can vary along with the resolution of currently processed video. For lower resolution and smaller search ranges, the number of available SPs per MB increases. If there is no necessity to save the energy, the extra computation can be used to improve the prediction efficiency, which is not possible when a nonscalable search strategy is employed. The proposed ME algorithm can terminate computations if the number of checked SPs is equal to the number assigned to a given macroblock.
When the strategy following the prediction set is completed (e.g., TSS, DS, or KCDS) and SPs are still available, search paths starting from remaining points of the prediction set are checked. This approach is called the multipath search (MPS) in contrast to the most popular approach adopted in many fast ME algorithms that explore only one search path starting from the SP giving the smallest value of block difference measure. Since MVs from the prediction set are usually tightly clustered, a wide-range strategy is more appropriate than some narrow-range strategies such as DS. Thus, the search is performed using the TSS algorithm around each SP from the prediction set. When some SPs are still available after this stage, spiral full search starting from the middle of the search area can further improve the prediction efficiency (previously checked SPs are skipped).
B. Variable Block Size
Since optimal MVs of all partition modes are usually highly correlated, the probability of finding the optimal MV in the close neighborhood of MV for mode 16 × 16, is, on average, larger than 80% [7] . Therefore, similarly to the fast full search adopted in the JM H.264/AVC reference software [15] , each SP is checked for all modes in parallel. Particularly, all SADs of 4 × 4 blocks are computed and then reused to obtain SADs for other modes. However, after IPME, each mode receives its own search center from which the process of FractionalPel ME (FPME) starts. This leads to a substantial increase in computational cost. If each of 41 partitions has a different search center for FPME and the hierarchical FPME is used (eight SPs for the half-pel ME and eight for the quarterpel ME), 656 additional checks for FPME are needed. In the proposed approach, all modes check the same MVs and only SAD for mode 16 × 16 determines decisions within one common search path. As a consequence, search centers for Integer-Pel, Half-Pel, and Quarter-Pel ME for all modes are the same as that selected for mode 16 × 16. It makes it possible to check all modes in parallel also during FPME with a relatively small coding-efficiency degradation (average 0.02 dB for sequences used in Section IV-A).
C. Fractional-Pel ME
Since FPME has a significant impact on prediction errors, the decision whether to continue IPME or switch to FPME has to be made. In the case of regular algorithms such as TSS or DS, the choice is simple as FPME is introduced when the IPME procedure is completed. In the case of computationally scalable algorithms, the criterion is not so obvious since IPME can be continued up to FS. However, when resources are limited, it is better to switch to FPME earlier instead of continuing IPME with an insignificant gain. Some experiments were performed to find such a moment. In particular, the switching was enforced at different search steps. It was found that FPME improves results if at least the first step of the first strategy (following the prediction set) is completed. However, if the number of still available SPs after the first step exceeds the minimum required for FPME (16 SPs) , the IPME procedure is continued until the number falls to 16 or all steps of the first strategy are completed. If some SPs remain after the first FPME, IPME is resumed using spiral full search. However, each following IPME step is interrupted and FPME is invoked when the number of still available SPs falls to 16. 
D. Multireference ME
Multireference ME can further improve the efficiency of inter-frame prediction. In H.264/AVC, up to 16 RPs can be searched in each direction. However, when an ME algorithm searches each RP separately, the computational complexity increases linearly with the number of RPs.
In MPS with the multireference extension, each RP is partially searched and then the decision is made as to which RP should undergo the detailed search. After the preliminary search, the RP that gives the smallest value of block difference measure undergoes the detailed check with further steps of the MPS algorithm without FS. If the amount of available resources is sufficient, other references can be searched as well. The order of search is determined based on the previously obtained values of block difference measure.
The analysis presented in [7] shows that prediction set and the first strategy have a major contribution to the final result. Thus, they are performed on the nearest RP with the quarterpixel accuracy. This takes about 30 SPs per MB, on average. The MV found after this stage is included into the prediction set of the second RP. Since the nearest RP is selected as optimal in more than 50% of cases [16] , it receives more SPs than others. In the second and remaining RPs, only SPs from the prediction set and the one step of the first strategy are checked with the quarter-pixel accuracy, which takes about 25 SPs, on average. Since the best match in further RPs often lies in the vicinity of the best MV found in the closest RP, it is sufficient to make a reliable decision which reference should be selected.
III. Hardware Architecture A block diagram of the designed ME system is presented in Fig. 2 . The architecture supports real-time coding with quarterpel MV accuracy and one RP for 1080p HDTV at 200 MHz clock (two RP requires a higher frequency). The system is composed of the MV generator, the compensator with the buffer for reference and original data, the coarse FS estimator, and the interpolator. Modules communicate with the encoder controller and the external memory controller. Residuals are written to the buffer and can be forwarded to the processing loop described in [17] .
The system employs a two-level hierarchical ME procedure. The three-level procedure would slightly improve the compression efficiency (0-0.15 dB for video sequences used in Section IV-A) at a significant hardware cost. At the first stage, the coarse FS estimator performs FS on the wide search area subsampled with a 16:1 ratio. To reduce the noise influence on initial MV accuracy, each sample at the coarse level is obtained by averaging 16 luma samples [8] . The search range of the coarse level is set to [−64, 64) pixels in both dimensions. However, it can be easily increased. Coarse FS is performed only for 16 × 16 macroblocks by using their 4 × 4 representations. When the coarse FS process is completed, the interpolator generates fine-search-area samples with the quarter-pel precision within the [−8, 8) range in both directions around the initial MV obtained from the coarse FS. Generated samples are loaded into the fine-search-area buffer. Thus, any MV falling within the fine search area can be instantly checked with the quarter-pel accuracy using the same hardware as for IPME. For the sake of limited resources, SAD is used for evaluation of fractional-pel MVs instead of sum of the absolute transformed differences, which requires the Hadamard transform.
The ME system applies three macroblock-level pipeline stages. The first stage is the coarse FS estimator. The second one interpolates and loads original and reference samples into the fine-search-area buffer. The third stage embeds the MV generator and the compensator that reads samples from the buffer. The compensator computes residuals and SAD for a 16 × 16 luma block and its partitions. SAD is fed to the MV generator selecting the ME algorithm branches. The static random-access memory buffer and the compensator support also intra modes. Particularly, an intra prediction is first written to the buffer while coding a macroblock. Then, intra residuals are calculated in the same way as for the inter mode. The ME system supports also computations for all three chroma formats. In particular, intra chroma modes are processed in the alternated way with luma intra modes. When the final macroblock mode is inter, the MV generator takes final MVs for macroblock partitions, forwards them to the compensator with chroma indicators, and switches to the next macroblock.
A. Coarse Estimator
The dataflow of the coarse FS module is depicted in Fig. 3 . The module embeds 16 memories, each of which keeps one coarse sample per each 4 × 4 block. Their capacity is selected to keep 16 macroblock lines. Two lines are dedicated to the current-picture data whereas the remaining goes to the RP data. The location of address subspaces for current and reference data is fixed. At the beginning of each inter-picture coding, the memories are initialized with some reference coarse picture lines until the associated subspace is filled with up to 14 macroblock lines. Then, one current-picture line is read in. When one current-picture line is analyzed, the following is read according to the ping-pong scheme. Similarly, the RP lines are exchanged when they are outside the top boundary of the coarse search area. When the last RP line addresses are filled in, the next line is loaded starting from the beginning of the reference subspace.
If the coarse data are loaded, FS is started for successive macroblocks. At the beginning, the current-picture macroblock representation is loaded to registers. Then, the search engine reads successive SPs. They correspond to actual MVs with components being a multiplication of four. The reading is started from the (0, 0) search point and proceeds successive rings increasing the radix until the search area boundary is encountered or the computations are terminated by the memory access controller. Sixteen read reference samples are subtracted from corresponding original values kept in registers and absolute values are forwarded to the adder tree. The addition result, which is the coarse-level SAD, is increased by the SP cost reflecting estimated rate of MV components. Then, such a total cost is compared with the currently minimal one. If the new cost is smaller, it becomes the currently minimal one. For the sake of the critical path minimization and the memory access timing, memory reading and the SAD computations are based on the four-stage pipeline.
Random access to search positions must preserve 2-D space dependences between 4 × 4 blocks of current and reference data. If the estimator analyzed only search points matching the write grid (i.e., allowable coordinate values can be equal to 4 × n), samples read from the memories would be directly subtracted from the current-picture 4×4 block kept in registers. However, samples accessed for remaining search points must be adjusted since each of them is always available at the fixed position imposed by the 4 × 4 memory matrix. Thus, reading for nongrid points involves horizontal/vertical rotations and increments of coordinates included in addresses assigned to some memories. The adjustment is described in more detail for the compensator in Section III-D. To balance path delays, the rotations are performed on current-picture data rather than the reference ones.
B. Interpolator
When the coarse FS is completed, the interpolator reads 40×40 reference luma samples and the corresponding chroma ones from the external memory. Thus, 2400 samples are read for each macroblock when the chroma format is 4:2:0. The interpolator generates quarter-pel samples within the [−8, 8) range in both directions around the initial MV obtained from the coarse FS, i.e., the interpolated search area is 32 × 32 pixels. Although this search area can be obtained using 37×37 pixels, the overlap of four samples at the input makes access to external memories easier.
The interpolator architecture is depicted in Fig. 4 . It accepts the column of eight luma samples in a clock cycle. As a consequence, 128 samples are produced in each clock cycle (16 times more than at the input). However, the compensator can accept half of them in one clock cycle as its input interface consists of 64 single ports for samples. This limitation stems from the memory arrangement in the compensator. Thus, to transfer all data between the modules, the 64-sample interface is clocked at the doubled frequency. To match the interpolator output rate, subsampled chroma is read at the correspondingly lower rate. One color component is accessed within 200 clock cycles. Taking into account pipeline latencies and synchronization, 674 cycles are consumed to complete the interpolation without waiting at the output. This number is doubled when two RPs are supported. As a consequence, the support for the real-time 1080p 30 f/s video requires the clock frequency of at least 165 and 330 MHz for one and two RPs, respectively. In practice, it is indispensible to apply a little higher frequencies to take into account encoder-level control and intra-mode processing.
The interpolator embeds the memory for the vertical extension of processed columns (the convolution involves the extension). The memory works as the 40-cycle delay register, which corresponds to the width of the input reference area. The data width is adjusted to match six samples. Samples read from the memory (previous/upper eight-sample row) and from the interpolator input registers (current eight-sample row) are forwarded to integer-pel pipeline registers (G) and vertical interpolators, as shown in Fig. 4(a) . Owing to the extension (two references above and three below), eight vertical interpolators need 13 of these samples to obtain the column of eight half-pel samples. As the vertical extension is no longer necessary (except the one-sample extension at the bottom), the number of following pipeline registers is reduced. The pipeline carries integer-pel and half-pel samples arranged into eightor nine-sample columns. Horizontal half-pel interpolations refer to samples at successive stages. The interpolator embeds eight or nine filter cores for each of three half-pel positions (horizontal, vertical, and horizontal-vertical). Fig. 5 shows the filter core diagram. Note that the filters used for j positions have one adder less, i.e., zero is added. Samples calculated by half-pel filters are clipped (CLIP logic) before releasing and the quarter-pel interpolation to prevent overflow and underflow. Since j-position filters must refer to unclipped samples, the CLIP logic in the h-position pipeline is used in three locations.
The computation of quarter-pel samples is performed at the second-last stage. In particular, quarter-pel samples are obtained by the addition of relevant integer and half-pel samples. Each adder is assigned to two specific quarter-pel positions. They are calculated alternately by multiplexing input arguments taken from different pipeline stages (see labels in Fig. 4) . The multiplexing is driven by the switch signal that follows the main clock. Concurrently with quarterpel calculations, separate multiplexers transfer integer-pel and half-pel samples. Following registers work at the doubled frequency to support multiplexed data streams. Like adders, the registers are assigned to two specific fractional positions, as shown in Fig. 4(b) . Samples carried by the registers are directed to output-stage registers by the column rotator (i.e., barrel shifter). This operation allows the assignment of samples at various fractional positions to a given output port. The number of shifts is determined by three less-significant bits of the column counter. The counter is incremented when valid columns are fed to the output stage. Fig. 6 shows which samples appear at the output interface in some cycles. Fig. 7 shows labels along with indices assigned to integer-and fractional-pel positions used in Fig. 6 . Each of 64 output ports is fed by all samples corresponding to an integer-pel position (i.e., corresponding integer parts are equal) in 16 successive cycles of the double-frequency clock.
C. MV Generator
The MV generator embeds a finite state machine (FSM) that follows successive steps of the MPS algorithm. Particular states are responsible for generating MV according to separate search strategies, specific MV predictions, and the synchronization. The search strategies used include diamond search, kite-cross diamond search, three step search, spiral full search, half-Pel search, and quarter-Pel search. The specific MV predictions are taken from the neighboring coded macroblocks and the middle of the fine search area. The search is performed only for luma whereas chroma MV is generated when final macroblock mode is selected. The MV generator can determine the next step of the adaptation algorithm with reference to SAD values produced by the compensator with a delay of five clock cycles. At the beginning of macroblock coding, the encoder controller gives the number of clock cycles MV generator can utilize for the current macroblock. This allows tradeoff between the amount of computations and the compression efficiency. In particular, the FSM can terminate integer-pel search strategies and transit to fraction-pel ones when the number of remaining cycles achieves a predefined threshold. The threshold also takes into account clock cycles indispensable for the chroma phase.
D. Compensator
The compensator architecture is based on the pipeline design as shown in Fig. 8 . The module employs seven pipeline stages and processes one 8 × 8 block per clock cycle. The first three stages work at doubled clock frequency. The first stage is composed of 64 memories able to store two three-colorcomponent fraction-pel subspaces in the range of [−8, 8) . The subspaces are switched between write and read ports in the ping-pong arrangement for inter modes. Each memory keeps every eighth sample both in the horizontal and vertical dimension. Note that each fraction-pel sample is stored in the same memory as its closest top-left integer neighbor. Reference and original data are transferred from the memories in the alternating way. The third stage shifts cyclically reference sample between positions in both dimensions to support all MVs. The residuals are computed in the following stage. They are output through an 8 × 8 sample interface at the fifth stage that is clocked with the main clock. The following stages compute SADs for 8 × 8 blocks (ABS and adder tree) and accumulate them for 16 × 16 luma predictions (ACC). The accumulated SADs are used by the MV generator to determine the best MV at a given processing step. A dedicated subcircuit is responsible for the selection of eight best 16 × 16 modes (intra/inter, different MV/directions) based on accumulated SADs. They are ranked according to the minimal SAD to point the set of modes worth the rate-distortion analysis. If a mode is forwarded to the analysis, it is removed from the rank list. In contrast to the software implementation, smaller partitions are selected and combined from 16 × 16 ones corresponding to different MVs based the rate-distortion analysis that is outside the ME system. Particularly, the analysis decides which partition sizes are taken into account.
Each original and reference sample is assigned to one of 64 memories. Thus, one 8×8 sample block can be accessed when all read addresses are the same. The address consists of bits assigned to horizontal and vertical block coordinates. Both coordinates include three and two bits for integer and fractional parts, respectively. If samples were directly fed to subtractors at the following stage, residuals would be computed only for MV whose components have the integer part equal to a multiplication of eight. Generally, samples for a given MV can belong to four adjacent 8 × 8 blocks [see Fig. 9 (a) and (b)]. To allow MVs to vary in the whole search range, two enhancements are introduced. First, integer parts of read address coordinates are incremented for memories keeping samples located at the right and bottom sides of the 8 × 8 search-area grid lines. Secondly, two shifters rotate samples between block positions in the horizontal and vertical dimension to restore their space consistency [see Fig. 9(c) and (d)] .
To obtain SAD for the whole 16×16 MB, four clock cycles are necessary. Since during SAD calculation the next MV can be processed, every four clock cycles a new MV can be sent to the compensator. With such a setup, it is particularly beneficial to send MVs in long series, since it reduces the average time of single MV processing and increases the hardware utilization (i.e., by avoiding wait states). Apart from the inter prediction, the compensator computes residuals for intra predictions, which are first written to memories using the 8 × 8-sample port.
E. External Memory Access Controller
The external memory access controller is an intermediate layer between the external memory controller and the ME system modules. The intermediate layer performs three main tasks. First, it synchronizes access between four read ports assigned to original, reference (two ports), and coarse data at the macroblock/picture/sequence level. Second, the address control is based on the macroblock/picture indices. Third, data order and timing are adjusted to module interfaces. It is assumed that the data width of all ports is 32 bits. Note that other memory communication tasks (e.g., arbitration between ports, transactions between clock domains) are supported by the external memory controller.
For each macroblock in inter slices, the memory controller must fetch 16 × 16 original and 40 × 40 reference pixel areas from off-chip memories. Additionally, coarse-level samples are fetched periodically (e.g., after the macroblock row is finished). Apart from reading, the memory controller writes original pixel data and reconstructed macroblocks with their coarse-level representations. Assuming a 4:2:0 chroma format and one reference picture, 3600 bytes (or samples) per macroblock must be accessed on average. With the assumption that a field-programmable gate array (FPGA) device working at 100 MHz and 32-bit DDR2 memories working at 200 MHz are used, access time corresponds to 225 cycles of the FPGA clock. In practice, additional cycles are needed for memory refresh and initialization of burst accesses. Nevertheless, the requirements on memory bandwidth can be met even when 1080p 30 f/s video is taken into account (on average, 408 cycles per macroblock are available). Actually, the main limitation on throughput originates from the interpolator, which is explained in Section III-B.
IV. Implementation Results

A. Compression Efficiency
The MPS algorithm is evaluated both in hardware and software frameworks to prove its efficiency. Particularly, the JM12.0 reference software is modified by introduction of the new motion vector generation scheme with the configurable number of SPs. The hardware framework is established by the encoder working in the FPGA Aria II GX device. Before the coding process starts in FPGA, original pixel data are loaded to external DDR2 memories coupled with the encoder. The maximal number of coded frames results from the memory capacity. The compression efficiency is evaluated for four 720p 50-Hz video sequences: ParkRun, Mobcal, Shields, and Stockholm. A total of 101 frames of each sequence are coded using context adaptive variable length coding, deblocking filter, RD optimization, and the [−64, 64) search range. Only the first frame is fully coded in intra mode, whereas the remaining are P frames with one reference frame. Figs. 10-14 depict RD curves obtained for P frames and quantization parameter equal to 10, 15, 20, 25, 30, 35 , and 40. Fig. 10 depicts the comparison between the JM12.0 versions using either Fast Full Search or MPS with/without RDO. As can be seen, quality differences between the search strategies are almost unnoticeable. Fig. 11 shows compression efficiency for the hardware (HW) and software (SW) encoders, each of which embeds the MPS strategy at the fine-level. As can be seen, both RD curves coincide. For high bit-rates the hardware encoder slightly outperforms the software one. This stems from the advanced RD mode-selection procedure implemented in the hardware. Note that although the MV generation in hardware implements the MPS algorithm, its output is not just one MV but the set of at least eight best MVs. The set is subject to the RD analysis to select the final coding mode. This difference favors the hardware implementation against the software one. Figs. 12 and 13 illustrate compression efficiency for unmodified JM12.0 (fast full search) and hardware encoders. For high bit-rates, the advantage of the hardware encoder is similar like in the previous comparison and achieves 0.25 dB (ParkRun, QP = 10). Fig. 13 shows RD curves for Mobile 576p coded using one or two RPs. For this sequence, the use of more RPs gives a significant improvement [16] . The curves obtained for JM12.0 and hardware encoders almost coincide. This proves the robustness of the MPS algorithm when the number of RP is increased. Fig. 14 shows the RD improvement when the number of SP per macroblock increases. The quality difference is equal to about 3-4 dB between 5 and 50 SPs. The significant gain between 10 and 20 SPs/MB results from FPME. It can be seen that the compression efficiency saturates when the number is about 50 SPs. In general, computations can be terminated after each SP, which allows the encoder to trade time for compression efficiency. This feature can be useful in portable devices to limit power consumption. The flexibility of the MV generation distinguishes the proposed architecture compared to other ones. Moreover, the proposed architecture supports the advanced mode selection based on the RD criterion. First, there are still many 16 × 16 residual blocks forwarded to the RD analyzer after the preliminary selection using the SAD criterion. Second, the RD analyzer finds the best MV for each partition independently. The advanced mode selection will be described in our future publications.
B. Hardware Efficiency
All modules of the ME system are described using VHDL. The design is validated through the comparison with results produced by the reference model developed in C++. The separate software is developed since the dataflow in JM is different than that in the hardware architecture. The synthesis is performed with the Altera Quartus II software, targeted for Aria II GX FPGA devices. The ME system is integrated with other parts of the hardware video encoder, and the whole encoder is verified using the development board with the Aria II GX device. The design can work at a 100-MHz clock frequency for the speed grade equal to 5. Smaller speed grades (e.g., 4 for Aria II GX) allow better performance. Table I provides the resource consumption for each module and the whole architecture. Note that the memory for the original and [−8,8) reference data is included in the compensator. As the number of available MVs is usually above 150, KCDS is not used in practice. The elimination of this strategy allows the logic reduction by about 300 ALUTs.
The design is also synthesized with the Synopsys Design Compiler using the TSMC 0.13-μm standard cell library. Table I shows the ASIC resource consumption for each module of the ME system supporting one or two RPs. As can be seen, the interpolator and the compensator consume most resources. The support for two RPs increases logic resources to a small extent. However, the number of clock cycles spent to the interpolation is doubled, leading to limitations on the throughput. The comparison with other architectures described in the literature is presented in Table II . All the architectures are synthesized with either 0.18-or 0.13-μm technology, and they run with clock frequencies from 100 to 200 MHz. The hierarchical search is the most popular approach to cope with large search ranges required for HD formats. This type of the strategy is used in five implementations (including the proposed one). All architectures support variable-size blocks. The proposed architecture implements combination of the hierarchical search and the MPS adaptive search algorithm, allowing more compression-efficient coding [7] , [8] . The design needs the lowest gate count among the referred designs. Note that the ME architecture in [14] does not take into account motion compensation and pixel buffers. In the proposed design, the memory consumption is relatively high, especially when the number of RPs increases. The high memory consumption stems from the fact that the whole 32 × 32 fine search area is interpolated with quarter-pixel accuracy for all three components (all chroma formats are supported) and stored in the local memory to provide random access during the FPME phase. Additional memories are required for the coarse FS area. The resource consumption makes the architecture more suitable for FPGA than other designs since FPGA devices usually embed much more memories with respect to logic resources. The architecture can also be implemented in ASIC at the cost of more complex placement and routing. In general, abilities of the proposed architecture are comparable with state-of-the-art designs while hardware requirements are significantly reduced. The architecture is flexible enough to be easily extended to support more RPs and bidirectional ME.
V. Conclusion
The MPS ME algorithm combined with hierarchical search was developed and verified in the software and hardware environment. The algorithm achieved near-optimal results using a small number of SPs. The hardware implementation allowed the computation scalability in terms of clock cycles assigned to macroblocks. This feature can be used to save power in portable devices. Thanks to the novel dataflow, the architecture can apply various adaptive ME algorithms and can be easily upgraded to support more advanced search strategies. Particularly, the MV generator can be modified to check different MVs for each macroblock partition. Moreover, the dataflow enables the encoder to select modes based on the RD criterion. The ME system can support HDTV resolutions when working at 200 MHz. The logic consumption is relatively low whereas the total size of on-chip memories is increased as compared to other designs. Future works will concentrate on the increase of the throughput when the number of reference pictures is two or more.
