The null space property (NSP) and the restricted isometry property (RIP) are two properties which have received considerable attention in the compressed sensing literature. As the name suggests, NSP is a property that depends solely on the null space of the measurement procedure and as such, any two matrices which have the same null space will have NSP if either one of them does. On the other hand, RIP is a property of the measurement procedure itself, and given an RIP matrix it is straightforward to construct another matrix with the same null space that is not RIP. We say a matrix is RIP-NSP if it has the same null space as an RIP matrix. We show that such matrices can provide robust recovery of compressible signals under Basis pursuit. More importantly, we constructively show that the RIP-NSP is stronger than NSP with the aid of this robust recovery result, which shows that RIP is fundamentally stronger than NSP.
Introduction
Let x ∈ R N be an unknown signal that belongs to or lives close to the set Σ s := {w ∈ R N : w 0 := #(supp(w)) ≤ s} in the sense that σ s (x) := min the sensing procedure Φ ∈ R M ×N , and we are given the (possibly perturbed) measurement data y = Φx + e with e 2 ≤ ǫ. The challenging part is that the number of measurements M is far less than the ambient dimension N. In this paper, we focus on the ℓ 1 minimization method (Basis Pursuit):
x = arg min x 1 subject to Φx − y 2 ≤ ǫ, (1.1) which is a well established reconstruction scheme [4] . A significant portion of the compressed sensing literature is devoted to the design of the sensing matrix Φ to guarantee the success of (1.1). More specifically, we want the recovery to be stable and robust in the following way:
x − x 2 ≤ C 1 ǫ + C 2 σ s (x), (1.2) where C 1 , C 2 are constants that do not grow as dimension grows. The restricted isometry property (RIP) and the null space property (NSP) (see definitions 2.1 and 2.3 respectively) are two common conditions that one imposes on Φ in order to get a stable recovery via (1.1). The RIP condition with the RIP constant δ 2s < 1/ √ 2 is sufficient to recover x (with stability and robustness as in (1.2), see Theorem 2.4) , so in what follows, when we say RIP, we really mean RIP with δ 2s ≤ 1/ √ 2. The two conditions have their pros and cons:
(1) NSP is a property that only depends on the kernel of the sensing matrix Φ, and RIP is not.
(2) s-NSP is a sufficient and necessary condition for any x ∈ Σ s to be exactly recovered by (1.1) in the noise free case (when ǫ = 0).
(3) RIP provides a very stable and robust error bound as we will see in Theorem 2.4. It is not known that NSP guarantees such recovery.
(4) Numerically verifying RIP and NSP are both NP-hard, but RIP is easier for theoretical justification in most cases. RIP (or RIP like conditions) also has a broader application to various sparse recovery algorithms.
Note that the solution set of Φx = y only depends on the null space of Φ, and any row action does not alter this set. Practically, the row operation corresponds to a mixing or transformation of the current data vector. If this transformation is invertible and the measurement is noiseless, then no new data is introduced or no old data is lost, and one should expect the same recovery. As such, it is natural to expect that a good reconstruction criteria should be able to reflect this invariant property. Moreover, it is also desirable to have a property that guarantees robust recovery as in (1.2) , so that the Basis Pursuit is not affected significantly by noisy measurements, and is able to recover compressible signals (signals that have small σ s (x)) approximately. In other words, we wish to have a property that combines the advantages of RIP and NSP so that: (A) This property only depends on the null space of the sensing matrix.
(B) This property guarantees stable and robust recovery similar to (1.2).
There have been several attempts in the literature: the width property (WP) [16] , the robust null space property (RNSP) [13] , and the robust width property (RWP) [3] are all properties on sensing matrices which guarantee the success of Basis Pursuit. However, none of these properties simultaneously achieve both (A) and (B). A more elaborated discussion about these properties can be found in Section 2.
The first contribution of this paper is to provide a condition that only depends on the null space (thus achieves (A)), and also achieves (B) under certain settings. The condition we propose is a straightforward hybrid of RIP and NSP:
A matrix Φ has k-RIP-NSP with δ k if Φ has the same null space of a matrix that has RIP with δ k .
Which provides the following guarantee for Basis Pursuit:
. Given x ∈ R N , and Admittedly, the stability result is not as strong as (1.2). Since the RIP-NSP condition has no control of the scaling nor the condition number of Φ, we do not expect a substantial improvement over (1.3) . However, we would like to argue in certain settings this is a reasonable constant. In the RIP regime, say if Φ is a Gaussian matrix normalized by √ M , the term containing D 1 in (1.3) becomes of order M/s with high probability which is only worse than (1.2) by a log N factor for the optimal dimension M = O(s log N). Moreover, in some settings N/s is a fixed constant, see for example [1] .
Studying sensing matrices with the RIP-NSP property have potential applications including topics related to preconditioning of sensing matrices. For example, as the authors of [17] point out to us, in compressive imaging (wavelet sparse images, Fourier measurements), the variable-density sampling matrix has the null space of an RIP matrix but does not have RIP.
People have always wondered whether the RIP condition is too strong for compressed sensing. In fact, one motivation for proposing RNSP and RWP is to have a weaker-than-RIP condition, and yet provides nice theoretical performance. Here we want to raise an even more basic question: Is RIP strictly stronger than NSP? With a little argument, we can see this question is already solved with a positive answer. The set of matrices {UΦ : U is invertible} share the same null space, but can have dramatically different RIP constants. For example, suppose Φ has a small δ 2 , which means every two columns of Φ are nearly orthogonal to each other. One can easily find an invertible matrix U that sends the first two columns of Φ to be nearly parallel, which will result in a big constant δ 2 for UΦ.
In order to do a fair comparison between RIP and NSP, we need to mod out this left multiplication, so the right question to ask is: Given an NSP matrix Φ, is there an RIP matrix that belongs to the set {UΦ : U is invertible}? This is exactly asking whether RIP-NSP is strictly stronger than NSP, which gives a second purpose to this new condition.
The second contribution of this paper is to show that RIP-NSP is strictly stronger than NSP.
, then there exists a sensing matrix
This means that the null space property is fundamentally weaker than the restricted isometry property as it is possible to find a subspace V that satisfies the NSP, but no matrix with kernel V has RIP. Moreover, this theorem is surprisingly strong in the sense that no matter how small γ is, NSP cannot be as good as RIP-NSP.
Although RIP-NSP achieves (A)-(B) (when N/s is fixed), the RIP-NSP property has the drawback that it is not in the form of a restriction directly on the vectors in the null space. For future work, we wish to find an equivalent condition of RIP-NSP that is in a more direct form. This is also a question of whether one can construct a sensing matrix with restricted isometry property given that its null space is fixed and nicely structured. Theorem 1.3 suggests that we need a property stronger than NSP. For the rest of the paper, Section 2 provides an overview of RIP, NSP and other related properties, and Section 3 provides proofs of Theorem 1.2 and Theorem 1.3.
RIP, NSP, and more
We will first review and define some notations for ease of the reading. For a vector v ∈ R N and p > 0, let
c is the complement set of I, and v I ∈ R N is the vector that has the same entry as v on I, but 0 everywhere else. However, for convenience, we also use v I to indicate the truncation of v on I, in which case v I ∈ R |I| . It will be clear which interpretation is used from context.
For a matrix M, λ(M) is the smallest positive singular value of M, and M op is the operator norm of M.
Definition 2.1 (s-NSP). A matrix A has the null space property of order s if
As summarized above, the null space property is known to be the necessary and sufficient condition of successful reconstruction of any s sparse signals via the Basis pursuit when no noise is present [14] .
With an argument using compactness of ker(Φ) ∩ S d−1 , where S d−1 is the unit sphere in R d , one can prove that (2.1) is equivalent to the existence of 0 < γ < 1 such that
In fact, the null space property was also proposed in this format [10] . The smallest γ that makes (2.2) holds is called the null space constant. We use (s, γ)-NSP to denote the null space property of order s with null space constant γ. We will also abuse the definition by saying a subspace V has (s, γ)-
The null space property proposed has a recovery guarantee with noisy measurements, but it does not have a bound like in (1.2). 
More results related to the stability of ℓ q version of null space property can be found in [21] . The recent work by Chen et al [9] generalizes the null space property to the dictionary case where a similar stability bound is also proved.
The fundamental work on compressed sensing by Candes [6] admits a (1.2) type stability result if Φ satisfies the restricted isometry property. But we will list an optimal and more updated result by Cai and Zhang [5] here.
Definition 2.3 (RIP).
A matrix Φ has the restricted isometry property of sparsity k if there exists 0 < δ < 1 such that
Moreover, the smallest δ that satisfies the above inequality is called the restricted isometry constant, and denoted as δ k (Φ) or δ k when not ambiguous.
Theorem 2.4 (Cai and Zhang [5] ). If δ 2s (Φ) < 1 √ 2 , then the minimizerx of (1.1) satisfies
4)
where
Moreover, this RIP bound is optimal, i.e., for every ǫ > 0, there exists Φ with δ 2s (Φ) < 1 √ 2 + ǫ, and a signal x such that (2.4) does not hold [11] .
The robust null space property is a stronger version of the null space property, but it is not a property that only depends on the kernel. A matrix Φ satisfies the RNSP of order s with constant ρ, τ > 0 if
for all v and all |T | ≤ s.
It is shown in [13] that RNSP is an equivalent condition to have a stability result like (2.4), with the two constants only depend on ρ, τ . Moreover, the author shows that RNSP is strictly weaker than RIP using the Weibull matrices. The work [12, 18] also describe a large class of random matrices which satisfy an RNSP but not an RIP condition. The sparse approximation property in [20] is similar to RNSP. In a recent paper by Cahill and Mixon [3] , the authors propose a robust width property, which requires
for some c 0 , c 1 > 0. The novelty of RWP is that it is a necessary and sufficient condition not only for the stability of Basis pursuit, but also for nuclear norm minimization and possibly other optimization problems.
Proofs

Stability result with RIP-NSP
To prove Theorem 1.2, we show something more general, which requires a Lemma.
Lemma 3.1. If a matrix Φ has RIP with δ k , then
Proof. Partition the index set {1, ..., N} into {1, ..., N} = ∪ m i=1 T i , where each T i is of size k except for the last one T m , which has cardinality no bigger than k. T i 's are nonoverlaping, so m = ⌈N/k⌉, which is the smallest integer greater than or equal to N/k.
Proposition 3.2. Given x,x ∈ R N and a list of statements (a) The sensing matrix A satisfies RIP with δ 2s ; (b)
, where · * is some norm (or quasinorm); (e) The sensing matrix Φ has RIP-NSP with δ 2s ; (f ) Φx − Φx 2 ≤ 2ǫ;
If (a)+(b)+(c) ⇒ (d), then (e)+(b)+(f ) ⇒ (g).
Before we present the proof and illustrate how to apply this proposition to get Theorem 1.2, we wish to provide some intuitions of this seemingly odd proposition. One should view x andx as the original and recovered signals respectively. Then conditions (b) and (c) are consequences ofx = arg min x 1 subject to Ax − y 2 ≤ ρ. 
Rewriting Corollary 3.3 in the language of model (1.1) yields Theorem 1.2.
Proof of Proposition 3.2.
The assumption (e) implies that there exists an invertible matrix U such that Φ = UA and A has property RIP with δ 2s . Moreover,
.
At this point, assumptions (a) (b) and (c) are satisfied with ρ = ǫ λ(U)
, therefore we have
The rest of the proof is to estimate λ(U). Note that
Therefore, with Lemma 3.1,
Plug (3.5) into (3.4), we get the desired error bound (g). 
RIP-NSP is strictly stronger than NSP
This is done by Theorem 1.2 with explicit construction. The idea is to construct a matrix with NSP, but does not satisfy the bound (1.3), therefore does not satisfy RIP-NSP. This says that NSP is strictly weaker than RIP-NSP. The result in [19] actually only directly proves the lemma for δ = 0.5, but the same proof works for general δ. Moreover, the order of M in Lemma 3.6 has been slightly improved recently by Bourgain [2] , and subsequently by Haviv et al. [15] . The interested readers can thus obtain an improved version of Theorem 1.3. But we still choose to include the original Rudelson and Vershynin result here since this improvement is not the main point of this paper.
In this paper, we work with real vector spaces due to the restriction of Theorem 2.4, so we need to have a lemma that can turn complex matrices to real matrices while preserving the restricted isometry property. Proof. By the definition of RIP, we need to prove for every index set T ∈ {1, ..., M} with cardinality s, it holds that
for any x ∈ R s . But this is true if we apply RIP of F on x and the fact that R T x T ∈ ker(R).
Proof. If M is even, then the partial DFT matrix F ∈ C M 2 ×N satisfies RIP δ 2s ≤ δ with probability at least p 1 = 1 − 5e
if M ≥ 2C 1 ts log 4 N. We further require (1, ..., 1) T ∈ ker(F ), which is equivalent to not selecting the first row of the DFT matrix. Probability of not selecting the first row p 2 is at least (N − M/2)/N ≥ 1/2. The existence of F such that it has RIP with δ 2s ≤ δ and (1, ..., 1)
T ∈ ker(F ) is guaranteed if p 1 + p 2 ≥ 1. This can be done if we set p 1 = 1/2, which requires M ≥ C(δ)s log 4 N, where C(δ) = 2 log 10C 1 C 2 /δ 2 .
By Lemma 3.7, the matrix R = Real(F ) Im(F ) ∈ R M ×N has RIP with δ 2s < δ and (1, ..., 1) T ∈ ker(R). By Lemma 3.5, we get the desired matrix if we set δ = γ √ 2 + γ , which requires M ≥ C(γ)s log 4 N, with
If M is odd, we can do exactly the above with the even number M − 1. So we can get R ′ ∈ R (M −1)×N that has (s, γ)-NSP and (1, ..., 1) T ∈ ker(R ′ ). The desired R can be obtained by adding one row that is orthogonal to (1, · · · , 1)
T to R ′ .
Proof of Theorem 1.3.
Step 
and ρ be a normalization constant such that ϕ 1 2 = 1, then it is easy to verify that ϕ 1 ⊥ N , and therefore there exists an orthonormal basis of N ⊥ with ϕ 1 being one of the basis vector. Let Φ be the matrix whose rows are this orthonormal basis, where ϕ 1 is the first row.
Some quick facts about Φ:
• ker Φ = N .
• ΦΦ * = I, and therefore λ(Φ) = 1.
Step 2:
we only need to prove any b = h + d satisfies NSP, where h ∈ N ′ e . Let I = {1, ..., s}, and we first make two observations:
where sum(x) is the sum of all coordinates of x.
2). b I c = h I c + d I c ∈ ker A, so if an index set S ⊂ I c , then
Let T ∈ {1, ..., N} be any index set with cardinality s, then the above implies The last equality holds because the rows of Φ are orthogonal and ϕ 1 is the first row of Φ. We wish to get an error bound using Corollary 3.3, so we need to compare their ℓ 1 norm. Under the assumption that N ≥ 11s/γ 2 and s ≥ 5, we can estimate that 2 < α < 3.
Let the right hand side of (3.6) be R, so
where C = 8(1 + δ 2s )
2
(1 − √ 2δ 2s ) 2 and we used the relation N ≥ 11s/γ 2 .
If s > 80C/γ 2 , then we arrive at a contradiction between (3.7) and (3.8).
