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Orthogonal Polynomials of Types A and B
and Related Calogero Models
Charles F. Dunkl
Abstract
There are examples of Calogero-Sutherland models associated to the Weyl groups of
type A and B. When exchange terms are added to the Hamiltonians the systems have non-
symmetric eigenfunctions, which can be expressed as products of the ground state with
members of a family of orthogonal polynomials. These polynomials can be defined and
studied by using the differential-difference operators introduced by the author in Trans.
Amer. Math. Soc. 1989 (311), 167-183. After a description of known results, particularly
from the works of Baker and Forrester, and Sahi; there is a study of polynomials which
are invariant or alternating for parabolic subgroups of the symmetric group. The detailed
analysis depends on using two bases of polynomials, one of which transforms monomially
under group actions and the other one is orthogonal. There are formulas for norms and
point-evaluations which are simplifications of those of Sahi. For any parabolic subgroup of
the symmetric group there is a skew operator on polynomials which leads to evaluation at
(1, 1, . . . , 1) of the quotient of the unique skew polynomial in a given irreducible subspace
by the minimum alternating polynomial, analogously to a Weyl character formula. The
last section concerns orthogonal polynomials for the type B Weyl group with an emphasis
on the Hermite-type polynomials. These can be expressed by using the generalized bi-
nomial coefficients. A complete basis of eigenfunctions of Yamamoto’s BN spin Calogero
model is obtained by multiplying these polynomials by the ground state.
1 Introduction
A Calogero-Sutherland model is an exactly solvable quantum many-body system in one dimen-
sion. There are examples associated to the Weyl groups of type A and B, and by the addition
of exchange (reflection) terms the Hamiltonians have non-symmetric eigenfunctions. In the two
situations described here, the eigenfunctions are polynomials times the ground state.
The first example consists of N particles on a circle, with particle j being at angle θj ,
0 ≤ θj < 2π, parameter k > 0; the Hamiltonian is
H1 := −
N∑
i=1
(
∂
∂θi
)2
+
k
2
∑
1≤i<j≤N
k − (ij)
sin2(1
2
(θi − θj)) ,(1.1)
where (ij) denotes the transposition (“exchange”) θi ←→ θj .
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Under the transformation xs = exp(θs
√−1),
H1 =
N∑
i=1
(
xi
∂
∂xi
)2
+ 2k
∑
1≤i<j≤N
xixj
(xi − xj)2 ((ij)− k).(1.2)
The orthogonal polynomials associated to H1 are called the non-symmetric Jack polynomials;
see Baker and Forrester [BF1], Lapointe and Vinet [LV2]. In Section 2 this Hamiltonian will
be further described.
The second example to be studied is the B-type spin Calogero model of Yamamoto [[Y],
[YT]]; parameters k, k1:
H2 = −
N∑
i=1
(
∂
∂xi
)2
+
1
4
N∑
i=1
x2i +
N∑
i=1
k1(k1 − σi)
x2i
(1.3)
+ 2k
∑
1≤i<j≤N
{
k − σij
(xi − xj)2 +
k − τij
(xi + xj)2
}
,
where σi, σij, τij are the reflections in the hyperoctahedral groupWN , defined by xσi = (x1, . . .,− ixi
, . . . , xN), xσij = (. . . ,
i
xj , . . . ,
j
xi, . . .), xτij = (. . . ,− ixj , . . . ,− jxi, . . .). The coefficient 14 in H2 is
a coupling constant; it can be changed by rescaling x; this choice is to use the weight function
exp(−|x|2/2), as will be seen later. In Section 5 is the description of a complete orthogonal
system of eigenfunctions of H2, consisting of polynomials times the ground state
∏
1≤i<j≤N
|x2i − x2j |k
N∏
i=1
|xi|k1 exp(−|x|2/4).
The technical foundation of this paper is the algebra of differential-difference (“Dunkl”)
operators associated to a reflection group [D1]. In Section 2, there is an outline of known
results for the type A case, namely the symmetric group SN acting on R
N by permutation of
coordinates. This section includes a discussion of inner products and self-adjoint operators, and
orthogonal decompositions.
Section 3 is concerned with polynomials and operators invariant under parabolic subgroups
of SN ; these are subgroups which leave intervals {1, 2, 3, . . . , ℓ1}, {ℓ1+1, . . . , ℓ1+ℓ2}, . . . invariant.
Formulas for the norms of invariant polynomials are obtained.
In Section 4, the alternating or skew polynomials and operators are examined. There is
the construction of an important operator associated to any interval {ℓ + 1, ℓ + 2, . . . , ℓ +m}
which is skew for the associated symmetric group, and which commutes with the appropriately
transformed version of the Hamiltonian H1. Any polynomial which is skew-symmetric for a
parabolic (Young) subgroup of SN is divisible by an appropriate minimal alternating polynomial
(a product of discriminants). The skew operator is used to evaluate the ratio at x = (1, 1, . . . , 1),
a generalization of the Weyl dimension formula.
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Section 5 addresses the type B situation and shows how the type A polynomials can be used
to build type B Hermite polynomials, the eigenfunctions of the transformed H2. This results in
a complete set of eigenfunctions with arbitrary parity, that is for any subset A ⊂ {1, 2, . . . , N}
there are eigenfunctions which are odd in xi, i ∈ A and even in xi, i /∈ A. Previously, only the
cases of all even or all odd parity were studied, the so-called generalized Laguerre polynomials.
Notations Used Throughout
• Z+ = {0, 1, 2, 3, . . .}, NN = ZN+ , the set of compositions;
• N PN is the set of partitions with no more than N nonzero parts; N PN = {λ ∈ NN : λ1 ≥
λ2 ≥ λ3 · · · ≥ λN ≥ 0};
• for α ∈ NN , α+ denotes the sorting of α to a partition; the permutation of α lying in N PN ;
• for α, β ∈ NN , the dominance order is defined by α  β if and only if
∑j
i=1 αi ≥
∑j
i=1 βi
for 1 ≤ j ≤ N ; and α ≻ β means α  β and α 6= β;
• for w ∈ SN , the symmetric group, and x ∈ RN , let xw ∈ RN be defined by (xw)i =
xw(i), 1 ≤ i ≤ N , and sgn(w) denotes the sign of w;
• for a function f on RN , let (wf)(x) = f(xw), x ∈ RN ;
• for α ∈ NN , let xα :=
∏N
i=1 x
αi
i , then w(x
α) = xwα, where (wα)i = αw−1(i), 1 ≤ i ≤ N ,
w ∈ SN ;
• an interval [ℓ+ 1, ℓ+m] := {j ∈ Z : ℓ+ 1 ≤ j ≤ ℓ+m};
• for an interval I, let SI = {w ∈ SN : i /∈ I implies w(i) = i} (that is, SI is isomorphic to
the symmetric group of I);
• for an interval I, let σI be the longest element in SI , that is, σI(i) = 2ℓ+m+ 1− i, i ∈
I = [ℓ+ 1, ℓ+m];
• for an interval I, the associated alternating polynomial is aI(x) =
∏{xi − xj : i <
j and i, j ∈ I};
• for α ∈ NN , |α| :=
∑N
i=1 αi, α! :=
∏N
i=1(αi!);
• for a set A, #A is the cardinality;
• for λ ∈ N PN , and t ∈ R, the hook length product is h(λ, t) :=
∏N
i=1
∏λi
j=1(λi−j+t+k(#{s :
s > i and j ≤ λs ≤ λi});
• for α ∈ NN , 1 ≤ i ≤ N, κi(α) = Nk − k(#{s : αs > αi} + #{s : s < i and αs =
αi}) + αi + 1 (a frequently used eigenvalue associated to α);
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• for an interval I, α ∈ NN satisfies condition (≥, I) respectively (>, I) if i, j ∈ I and i < j
implies αi ≥ αj , respectively αi > αj ;
• for two linear operators A,B the commutator is [A,B] := AB − BA;
• for t ∈ R, m ∈ Z+, the shifted factorial is (t)m =
∏m
i=1(t + i − 1); for λ ∈ N PN (and
implicit parameter k) the generalized shifted factorial is (t)λ :=
∏N
i=1(t− (i− 1)k)λi;
• 1N = (1, 1, . . . , 1) ∈ RN .
2 Background
We review facts about the non-symmetric Jack polynomials expressed in two different bases,
the relation to the operators introduced by Cherednik, and the inductive calculation of norm
formulas by use of adjacent transpositions.
The symmetric group SN acts on R
N by permutation of coordinates and thus extends to an
action on functions
wf(x) := f(xw), x ∈ RN , w ∈ SN .
For a parameter k ≥ 0, the type A Dunkl operators are defined by
Ti =
∂
∂xi
+ k
∑
j 6=i
1
xi − xj (1− (ij)), 1 ≤ i ≤ N.(2.1)
For each partition λ ∈ N PN (henceforth partitions will be assumed to have no more than N
parts), there is a space Eλ of polynomials, invariant and irreducible under the algebra generated
by {Tixi : 1 ≤ i ≤ N} and {w : w ∈ SN}. This algebra can be considered as a subalgebra
of the degenerate double affine Hecke algebra of type A (the latter acts on Laurent series and
also contains the multiplications by x−1i , 1 ≤ i ≤ N , Cherednik [C], Kakei [K3]).
There is a simple relationship between the rational and trigonometric differential-difference
operators of type A; indeed, let xi = e
yi, 1 ≤ i ≤ n; and suppose f is a linear combination of
{eyi, e−yi : 1 ≤ i ≤ N}, then
(Tixi)f = (1 + (N − 1)k)f + ∂f
∂yi
+ k
∑
j 6=ℓ
1
eyi−yj − 1 (f − (ij)f).
However, there is no corresponding relationship for type B (the weight function for rational
type B on the N -torus only involves one parameter).
For α ∈ NN ,
Tixix
α = (Nk − k#{j : αj > αi}+ αi + 1)xα
− k
∑
αj>αi+1
αj−αi−2∑
s=0
xαxs+1i x
−s−1
j
4
+ k
∑
αj≤αi
αi−αj∑
s=1
xαx−si x
s
j ;
every xβ in the sums satisfies β+ ≺ α+ except the cases s = αi−αj > 0 which produce k(ij)xα.
When j > i and αi > αj, (ij)α ≺ α.
Thus the operator Ui := Tixi − k
∑
j<i(ij) satisfies the triangularity property
Uix
α = κi(α)x
α +
∑
{A(β, α)xβ : |β| = |α|, β+ ≺ α+ or α+ = β+ and α ≻ β}.
The type-A Cherednik operator ξi (as in [BF3]) is defined by
ξi =
(
1
k
)
xi
∂
∂xi
+ xi
∑
j<i
1− (ij)
xi − xj +
∑
j>i
xj(1− (ij))
xi − xj + 1− i,
and satisfies ξi =
(
1
k
)
(Ui − (k(N − 1) + 1)). The set {Ui : i = 1, . . . , N} is commutative
(more details below), thus there is a basis (for polynomials) of simultaneous eigenfunctions,
called non-symmetric Jack polynomials. The notation Eα(x; 1/k) is used for the normalization
having one as leading coefficient (of xα); that is,
Eα(x; 1/k) = x
α +
∑
{A′(β, α)xβ : |β| = |α|, β+ ≺ α+ or β+ = α+ and β ≺ α}
(and the coefficients A′(β, α) depend on k and N).
In the present paper, we use the dual basis {pα : α ∈ NN} dfined by the generating function
Fk(x, y) :=
∑
α
pα(x)y
α =
N∏
i=1
{
(1− xiyi)−1
N∏
j=1
(1− xiyj)−k
}
(2.2)
(x, y ∈ RN). For λ ∈ N PN , ωλ is defined to be the scalar multiple of Eλ(x; 1/k) such that
ωλ = pλ +
∑
{B(β, λ)pβ : |β| = |λ|, β+ ≻ λ};
the triangularity property of B(β, λ) was shown in [D3], further B(β, λ) is independent of N in
the sense that B(β, λ) remains constant when β and λ are changed to (β1, . . . , βN , 0, 0, . . . , 0),
(λ1, . . . , λN , 0, . . . , 0) ∈ NM respectively (and M ≥ N). Note that the triangularity for {pα} is
in the opposite direction to that of {xα}. Next we define the linear space Eλ as the span of the
SN -orbit of ωλ, with basis {ωα : α+ = λ} where ωwλ := wωλ for w ∈ SN (this is well defined,
since wλ = λ implies wωλ = ωλ for w ∈ SN).
The intertwining operator of type A is the unique linear map V on polynomials which
satisfies: V 1 = 1, V : Pn → Pn for each n = 0, 1, 2, . . . , and V
(
∂
∂xi
p
)
(x) = Ti(V p)(x) for
1 ≤ i ≤ N , x ∈ RN , each polynomial p (see [D3]). Let ξ be the linear map on polynomials
defined by ξ : pα 7→ xα/α!, α ∈ NN and extended by linearity; then each Eλ is an eigenmanifold
for V ξ and V ξωα = ((Nk + 1)α+)
−1ωα, each α.
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We will use 〈f, g〉 to denote inner products (of polynomials f, g) which satisfy two conditions:
Tixi is self-adjoint for each i, and the inner product is SN -invariant; that is, 〈Tixif(x), g(x)〉 =
〈f(x), Tixig(x)〉 and 〈wf, g〉 = 〈f, w−1g〉, w ∈ SN . The irreducibility properties of Eλ imply
that such inner products are uniquely determined up to a constant on each Eλ.
Definition 2.1 For polynomials f(x) =
∑
α fαx
α, g(x) =
∑
α gαx
α, define the A-inner product
〈f, g〉A :=
∑
α,β
fαgβT
αxβ
∣∣∣
x=0
,
and the p-inner product
〈f, g〉p :=
∑
α,β
fαgβ(H
−1)αβ,
where the matrix H is defined by
Fk(x, y) =
∑
α,β
Hαβx
αyβ.
Alternatively, 〈xα, pβ(x)〉p = δαβ.
Homogeneous polynomials of different degrees are orthogonal in both inner products. The
A-product was introduced in [D2] and shown to be positive-definite.
Proposition 2.2 The operators Tixi are self-adjoint in the p- and A-inner products.
Proof. The adjoint of multiplication by xi in the A-product is clearly Ti. For the p-product,
self-adjointness is equivalent to
T
(x)
i xiFk(x, y) = T
(y)
i yiFk(x, y)
(the superscripts refer to the variables being acted on); but
T
(x)
i xiFk(x, y) = Fk(x, y)
{
1 +
(k + 1)xiyi
1− xiyi + k
∑
j 6=i
1− xjyj
(1− xiyj)(1− xjyi)
}
,
which is symmetric under the interchange of x and y. ✷
Proposition 2.3 For polynomials f, g and w ∈ SN , 〈f, g〉p = 〈wf, wg〉p and 〈f, g〉A = 〈wf, wg〉A.
In particular, the transpositions (ij) are self-adjoint.
Proof. The first part follows from the equation Fk(xw, yw) = Fk(x, y). The second part
depends on the transformation properties of Ti, namely w
−1Tiw = Tw−1(i), 1 ≤ i ≤ N, w ∈ SN .
✷
Corollary 2.4 For partitions λ, µ with λ 6= µ, Eλ ⊥ Eµ in both p- and A-products.
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Proof. The method of ([D3], Theorem 4.3) used only the self-adjointness of each Tixi. ✷
Sahi [Sa] proved this orthogonality for the p-product. In [D3] we used the modification
Tiρi = Tixi + k, where ρipα = p(α1, . . . , αi + 1, . . .) “raising” operator; see also [D4].
Proposition 2.5 For λ ∈ N PN , f, g ∈ Eλ, 〈f, g〉A = (Nk + 1)λ〈f, g〉p.
Proof. Since g ∈ Eλ,
∑{pαT αg : α ∈ NN , |α| = |λ|} = (Nk + 1)λg (formula for (V ξ)−1).
That is, T αg is (Nk + 1)λ times the coefficient of pα in the expansion of g in the basis {pβ}.
Let f =
∑
α fαx
α, g =
∑
β gβpβ, then
〈f, g〉A =
∑
α
fαT
αg =
∑
α
fαgα(Nk + 1)λ
= (Nk + 1)λ〈f, g〉p. ✷
Corollary 2.6 Let f ∈ Eλ, then f(T )∗1 = (Nk + 1)λf where f(T )∗ denotes the p-adjoint of
the operator.
Proof. For any µ ∈ N PN , g ∈ Eµ,
〈g, f(T )∗1〉p = 〈f(T )g, 1〉p = 〈f, g〉A
= δµλ(Nk + 1)λ〈f, g〉p.
Since g and µ are arbitrary, f(T )∗1 = (Nk + 1)λf . ✷
In [D3] we showed that
Tiρiωα = (Nk − k#{s : αs > αi}+ αi + 1)ωα
+ k
∑
{(ij)ωα : αj > αi}, for α ∈ NN , 1 ≤ i ≤ N.
Also the commutator [Tiρi, Tjρj ] = k(Tiρi − Tjρj)(ij), for i 6= j ([D3], Lemma 2.5(iii)).
This leads to the pairwise commuting operators Ui := Tiρi − k
∑
j<i(ij). (These were used
by Lapointe and Vinet [[LV1], [LV2]], see also Cherednik [C].)
Definition 2.7 For α ∈ NN , 1 ≤ i ≤ N , let
κi(α) := Nk − k(#{s : αs > αi}+#{s : s < i and αs = αi}) + αi + 1.
These will appear as eigenvalues of Ui, because
Uiωα = κi(α)ωα + kΣ{(ij)ωα : i < j and αi < αj}
− kΣ{(ij)ωα : j < 1 and αj < αi}.
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For each partition λ, the matrix of Ui with respect to the basis {ωα : α+ = λ} for Eλ is
triangular in the dominance ordering (also for the lexicographic order, a total one). Note if
α ∈ NN , and αi < αj , i < j for some i, j, then (ij)α ≻ α.
The operators Ui satisfy some commutation properties with adjacent transposition:
(i) [Ui, (j, j + 1)] = 0, if i < j or j + 1 < i;
(ii) (i, i+ 1)Ui(i, i+ 1) = Ui+1 + k(i, i+ 1).
(2.3)
Theorem 2.8 ([D4], Section 3) For each partition λ there exists a unique basis {ζα : α+ = λ}
for Eλ satisfying
(1) Uiζα = κi(α)ζα, 1 ≤ i ≤ N ;
(2) ζα = ωα + Σ{B(β, α)ωβ : β+ = λ and β ≻ α}.
(3) 〈ζα, ζβ〉 = 0 if α 6= β.
Corollary 2.9 ζλ = ωλ, and if αi = αi+1, then (i, i+ 1)ζα = ζα.
Proof. The partition λ is the maximum element in {α : α+ = λ}.
Suppose αi = αi+1, and expand (i, i + 1)ζα in the basis {ζβ : β+ = λ = α+}. Because
(i, i + 1)ζα is an eigenvector for each Uj with |i − j| > 1 with eigenvalue κi(α), it must be a
scalar multiple of ζα. The fact that (i, i+ 1)ωα = ωα and (2.3)(ii) shows the factor is 1. ✷
Proposition 2.10 Suppose α ∈ NN and αi > αi+1, then span{ζα, ζσα} is invariant under
σ = (i, i+ 1), and the matrix of σ in this basis is[
c 1− c2
1 −c
]
where c =
k
κi(α)− κi+1(α) .
Proof. Let g = σζα − cζα, then Ujg = κj(α)g for j < i or i + 1 < j; this shows g ∈
span{ζα, ζσα}. The coefficient of ωσα in g is 1, since α ≻ σα. The commutation relation
σUiσ = Ui+1 + kσ shows Uig = κi+1(α)g and Ui+1g = κi(α)g, but κi+1(σα) = κi(α) and
κi+1(α) = κi(σα), thus g = ζσα. Finally, σg = ζα − cσζα = (1− c2)ζα − cg. ✷
These equations were found by Sahi [Sa], see also Baker and Forrester [BF3].
In the basis {Eα(x; 1/k), Eσα(x; 1/k)} the matrix of σ is
[
c
1−c2
1
−c
]
. By use of the known
evaluations at x = 1N and the notation of Definitions 3.10 and 3.17,
Eα(x; 1/k) =
h(α+, 1)
h(α+, k + 1)E+(α)E−(α) ζα(x).
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Corollary 2.11 Suppose α ∈ NN and αi > αi+1, then
ζσα(1
N) = (1− c)ζα(1N),
and
‖ζσα‖2 = (1− c2)‖ζα‖2,
for c = k
κi(α)−κi+1(α)
and σ = (i, i+ 1).
Proof. Since ζσα = σζα − cζα, we have that
ζσα(1
N) = σζα(1
N)− cζα(1N)
= (1− c)ζα(1N).
Since σ is self-adjoint the matrix of σ in the orthonormal basis {ζα/‖ζα‖, ζσα/‖ζσα‖} must be
symmetric, hence ‖ζσα‖2 = (1− c2)‖ζα‖2. ✷
Corollary 2.12 In the same notation, let
f0 = ζα +
(
1
1 + c
)
ζσα, and f1 = ζα −
(
1
1− c
)
ζσα,(2.4)
then σf0 = f0 and σf1 = −f1.
In the next section we derive expressions for the norms ‖ζα‖2p, ‖ζα‖2A as a by-product. If
α ∈ NN and αi > αi+1, then κi(α)− κi+1(α) ≥ αi − αi+1 + k, thus 0 < c < 1 (when k > 0); in
fact,
κi(α)− κi+1(α) = αi − αi+1 + k(1 + #{s : s > i and αs = αi}
+ #{s : s < i and αs = αi+1}+#{s : αi+1 < αs < αi}).
The relation of the operator Ui to the Hamiltonian H1 in (1.2) is as follows: let
h(x) =
∏
1≤i<j≤N
|xi − xj |k
N∏
i=1
|xi|k(N−1)/2
(an SN -invariant positively homogeneous function), then
h(x)(Ui − 1− k(N + 1)/2)(f(x)/h(x))
:= Aif(x) = xi
∂f(x)
∂xi
− k
∑
j 6=i
xmax(i,j)
xi − xj (ij)f(x),
and
∑N
i=1A
2
i = H1. The eigenvalue of H1 on the space h(x)Eλ is
N∑
i=1
(κi(λ)− 1− k(N + 1)/2)2 =
N∑
i=1
λ2i + k
N∑
i=1
(N − 2i+ 1)λi + k2N(N2 − 1)/12
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(see Baker and Forrester [BF1], [BF2], Lapointe and Vinet [LV2]); the last term is the energy
of the ground state. In the coordinates xj = exp(
√−1 θj),
h = 2k
∏
i<j
| sin((θi − θj)/2)|k.
3 Subgroup Invariants
A parabolic subgroup of SN is by definition generated by a subset of {(i, i+ 1) : 1 ≤ i < N}.
This section concerns subspaces of Eλ invariant under a parabolic subgroup. We start with the
basic structure, an interval and its group of permutations. A typical interval is denoted by I or
[ℓ1, ℓ2] and is defined to be {n ∈ Z : ℓ1 ≤ n ≤ ℓ2}. The associated permutation group, denoted
by SI , is defined as {w ∈ SN : w(i) = i for all i /∈ I}. Thus SI ∼= Sm where m = #I. The
parabolic subgroups of SN are direct products of such groups corresponding to a collection of
disjoint intervals in [1, N ].
The technique developed in this section will be used to derive formulas for the norms of the
non-symmetric Jack polynomials ζα, as well as for polynomials with prescribed symmetric or
skew-symmetric properties for parabolic subgroups.
For any β ∈ NN , the set {wβ : w ∈ SI} has a unique ≻-maximal element, which satisfies
the following:
Definition 3.1 For an interval I, say that a composition α satisfies property (≥, I) or (>, I)
if αi ≥ αj, respectively αi > αj, whenever i, j ∈ I and i < j.
We deal with the case of one interval first. Let I = [ℓ+1, ℓ+m] with 1 ≤ ℓ+1 < ℓ+m ≤ N .
The object is to analyze span{ζwα : w ∈ SI} and span{wζα : w ∈ SI} for a fixed α satisfying
(≥, I). The structure of span{ζwα} mimics that of Eλ (with m variables) with an analogue of
Tiρi. Part of the motivation for the following definition is to have commutativity among the
operators associated with disjoint intervals.
Definition 3.2 For a fixed interval I = [ℓ+ 1, ℓ+m], for i ∈ I, let
τi := Tiρi − k
∑
j≤ℓ
(ij).
Note that Ui = τi − k
∑
ℓ<j<i(ij), and w
−1τw(i)w = τi for w ∈ SI .
Now fix a composition α satisfying (≥, I) and let X = span{ζwα : w ∈ SI}, a linear
space with dim X = #(SIα), a subspace of Eα+ . Then X is invariant under SI because SI is
generated by {(i, i+ 1) : ℓ+ 1 ≤ i < ℓ+m} and Proposition 2.9 applies.
Definition 3.3 For w ∈ SI let gwα := wζα. This is well-defined because w1α = w2α implies
(w−12 w1)ζα = ζα; since the subgroup {w ∈ SI : wα = α} is generated by adjacent transpositions
(from the condition (≥, I)), Corollary 2.10.
10
Note that it is not generally true that wβ = β for some composition β and w ∈ SN implies
wζβ = ζβ, for example (1,3) ζ(1,2,1) 6= ζ(1,2,1).
Proposition 3.4 X = span{gβ : β ∈ SIα}.
Proof. Consider the set A = {γ : ζγ ∈ span{gβ}}, by Proposition 2.10, if γ ∈ A and
γi 6= γi+1 for ℓ + 1 ≤ i < ℓ+m, then (i, i+ 1)γ ∈ A. Also α ∈ A, hence A = SIα. ✷
Proposition 3.5 For β ∈ SIα, and i ∈ I,
τigβ = κ
′
i(β)gβ + k
∑
{(ij)gβ : j ∈ I and βj > βi},
where
κ′i(β) = Nk − k(#{s : βs > βi}+#{s : s ≤ ℓ and βs = βi}+ βi + 1.
Proof. First for β = α,
τigα =
(
Ui + k
∑
ℓ<j<i
(ij)
)
gα
= (κi(α) + k#{s : ℓ < s < i and αs = αi})gα
+ k
∑
{(ij)gα : ℓ < j < i and αj > αi},(3.1)
because gα = ζα. This is the required formula for this case; the situation {j : i < j ≤
ℓ+m and αj > αi} does not occur.
For an arbitrary w ∈ SI , let s = w−1(i), β = wα, then
τigβ = τiwgα = wτsgα
= (Nk − k(#{j : αj > αs}+#{j : j ≤ ℓ, αj = αs}+ αs + 1)wgα
+ k
∑
{w(s, j)gα : ℓ < j ≤ ℓ+m, αj > αs},
but w(s, j) = (w(s), w(j))w = (i, w(j))w, βt = αw−1(t) for any t, βi = αs. Thus
τigβ = κ
′
i(β)gβ + k
∑
{(i, w(j))gβ : j ∈ I and αj > βi},
and αj = βw(j). ✷
This showed that the structure of the operators {τi : i ∈ I} on X is essentially the same as
that of {Tiρi : 1 ≤ i ≤ N} on Eλ.
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Proposition 3.6 Suppose C is a linear operator on X and [C, τi] = 0 for each i ∈ I, then
C = c1, a multiple of the identity.
Proof. The same proof as ([D3], Proposition 3.2) for Eλ works, replacing {ωβ : β+ = λ} by
{gβ : β ∈ SIα}. ✷
Proposition 3.7 The operator UI :=
∏
i∈I Ui commutes with each w ∈ SI; also [UI , τi] = 0 for
i ∈ I and UIg =
∏
i∈I κi(α)g for each g ∈ X.
Proof. To show [UI , w] = 0 for w ∈ SI it suffices to prove this for w = (i, i+1), ℓ+1 ≤ i <
ℓ+m. Also wUj = Ujw if j < i or j > i+ 1, thus consider
wUiUi+1w = (Ui+1w + k)Ui+1w
= Ui+1(Uiw − k)w + kUi+1w
= Ui+1Ui
= UiUi+1
(by (2.3)). Since τℓ+1 = Uℓ+1 we have [UI , τℓ+1] = 0.
For any w ∈ SI , τℓ+1 = w−1τw(ℓ+1)w, and this shows [UI , τj] = 0 for each j ∈ I.
For any basis element gwα of X , UIgwα = wUIgα = w
∏
i∈I κi(α)gα since gα = ζα. ✷
The change of basis matrix for {gβ} to {ζβ} is triangular; define B by
ζβ =
∑
γ∈SIα
B(γ, β)gγ, then B(γ, γ) = 1,(3.2)
and B(γ, β) = 0 unless γ  β. The usual proof (for {ωβ} and {ζβ}) applies. There is a nice
relationship between B and the Gram matrix for {gβ}.
Definition 3.8 For β, γ ∈ SIα, let
H(β, γ) := 〈gβ, gγ〉/‖gα‖2
(independent of choice of permissible inner product).
Proposition 3.9 For w1, w2 ∈ SI , and β, γ ∈ SIα,
H(w1β, w2γ) = H(β, w
−1
1 w2γ);
in particular,
H(w1α,w2α) = H(α,w
−1
1 w2α) = B
−1(α,w−11 w2α).
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Proof. The first identity follows from the SN -invariance of the inner product. For β ∈ SIα,
H(α, β) = 〈ζα,
∑
γβ
B−1(γ, β)ζγ〉/‖ζα‖2 = B−1(α, β)
(by orthogonality, gα = ζα). ✷
Sahi [Sa] found a formula for ‖ζβ‖2p in terms of a hook length product associated to the
Ferrers diagram of the composition β. Here we give an expression whose complexity is roughly
the number of adjacent transpositions needed to transform α to β; the upper and lower hook
length products for partitions (Stanley [St]) will also be used eventually.
Definition 3.10 For ǫ = + or − (“sign”), an interval I, β ∈ NN , let
Eǫ(β, I) :=
∏{
1 +
ǫk
κj(β)− κi(β) : βi < βj , i < j, and i, j ∈ I
}
.
Observe Eǫ(α, I) = 1 (α satisfies (≥, I)).
Lemma 3.11 If βi+1 > βi for ℓ+ 1 ≤ i < ℓ+m, then
Eǫ((i, i+ 1)β, I)/Eǫ(β, I) = 1 + ǫk
κi(β)− κi+1(β) , ǫ = ±.
Proof. For {i, j} ⊂ I let t(β; i, j) = 1 + ǫk
κj(β)−κi(β)
if βi < βj and i < j, else t(β; i, j) = 1.
Recall
κj(β) = Nk − k(#{s : βs > βj}+#{s : s < j, βs = βj}) + βj + 1,
each j.
Let σ = (i, i+1). Then t(σβ; i, j) = t(β; i+1, j) and t(σβ; i+1, j) = t(β; i, j) for j > i+1;
t(σβ; j, i) = t(β; j, i+ 1) and t(σβ; j, i+ 1) = t(β; j, i) for j < i. Also t(β; i, i+ 1) = 1, and
t(σβ; i, i+ 1) = 1 +
ǫk
κi+1(σβ)− κi(σβ) = 1 +
ǫk
κi(β)− κi+1(β) .
The values t(β; j1, j2) = t(σβ; j1, j2) for indices (j1, j2) not listed above. Since Eǫ(β; I) =∏
i,j∈I t(β; i, j) this shows Eǫ(σβ; I)/Eǫ(β; I) has the specified value. ✷
Proposition 3.12 Suppose β ∈ SIα, then
ζβ(1
N) = E−(β; I)ζα(1N),
and
‖ζβ‖2 = E+(β; I)E−(β; I)‖ζα‖2.
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Proof. Corollary 2.11 showed that
‖ζσβ‖2
‖ζβ‖2 =
E+(σβ; I)E−(σβ; I)
E+(β; I)E−(β; I)
for βi > βi+1, ℓ + 1 ≤ i < ℓ +m, and σ := (i, i+ 1). The transpositions (i, i+ 1) generate SI .
Similarly, ζβ(1
N)/E−(β; I) is constant on SIα. ✷
Observe that the case I = [1, N ] provides the values ‖ζβ‖2/‖ζλ‖2 and ζβ(1N)/ζλ(1N) for
λ = β+.
The minimum (for ) element in SIα occurs in several important formulas. It is denoted
by
αR := (α1, . . . , αℓ, αℓ+m, αℓ+m−1, . . . , αℓ+1, αℓ+m+1, . . . , αN),
that is, αR = σIα where σI is the longest element in SI (the length of a permutation is
the minimum number of adjacent transpositions needed to produce it, as a product). Thus
σI = (ℓ+m, ℓ+ 1)(ℓ+m− 1, ℓ+ 2) . . . and is an involution, σ2I = 1.
Lemma 3.13
Eǫ(αR; I) =
∏{
1 +
ǫk
κi(α)− κj(α) : ℓ + 1 ≤ i < j ≤ ℓ +m and αi > αj
}
.
Proof. When αi = αi+1 for some i ∈ I, then the list of eigenvalues κℓ+1(αR), . . . , κℓ+m(αR)
is not the reverse of the list κℓ+1(α), . . . , κℓ+m(α), nevertheless the relative order of pairwise
different values is reversed; that is, αRi > α
R
j if and only if α2ℓ+m+1−i > α2ℓ+m+1−j (for ℓ+ 1 ≤
j < i ≤ ℓ+m). This suffices to establish the formula. ✷
As an example for the case αi = αi+1, take ℓ = 0, m = 3, and α = (α1, α1, α3) with α1 > α3;
then κ1(α
R) = κ3(α), κ2(α
R) = κ1(α), κ3(α
R) = κ2(α).
There is a unique SI-invariant in X , and if α satisfies (>, I) there is a unique SI-alternating
polynomial in X . Invariance for SI means wf = f , “alternating” means wf = sgn(w)f , for
all w ∈ SI . To establish such properties it suffices to show (i, i + 1)f = f for invariance,
(i, i+ 1)f = −f for alternating, for ℓ + 1 ≤ i < ℓ+m.
Definition 3.14 Let
jα;I := E+(αR; I)
∑
β∈SIα
1
E+(β; I) ζβ;
and
aα;I := E−(αR; I)
∑
w∈SI
sgn(w)
E−(wα; I) ζwα,
provided α satisfies (>, I).
Theorem 3.15 The polynomials jα;I and aα;I have the following properties:
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(1) wjα;I = jα;I for w ∈ SI ;
(2) ‖jα;I‖2 = (#SIα)E+(αR; I)‖ζα‖2;
(3) jα;I(1
N) = (#SIα)ζα(1
N);
(4) jα;I =
∑
β∈SIα
gβ;
(5) waα;I = (sgn w)aα;I for w ∈ SI ;
(6) ‖aα;I‖2 = (#SI)E−(αR; I)‖ζα‖2;
(7) aα;I =
∑
w∈SI
(sgn w)gwα.
Proof. It is clear that the polynomials defined in (4) and (7) are the only (up to scalar
multiple) invariant and alternating elements of X . To show (1) and (5), consider a typical
element f =
∑
β∈SIα
fβζβ, and fix i with ℓ+ 1 ≤ i < ℓ+m, and let σ = (i, i+ 1). Then
f =
∑
{fβζβ : βi = βi+1, β ∈ SIα}
+
∑
{fβζβ + fσβζσβ : βi > βi+1, β ∈ SIα}.
By Corollary 2.12, σf = f if and only if
fσβ
fβ
=
E+(β; I)
E+(σβ; I) =
(
1 +
k
κi(β)− κi+1(β)
)−1
,
for each β ∈ SIα with βi > βi+1; also σf = −f if and only if βi = βi+1 implies fβ = 0 and
βi > βi+1 implies
fσβ
fβ
= − E−(β; I)E−(σβ; I) .
Note if α does not satisfy (>, I) then there is no nonzero alternating element. By the trian-
gularity of B, the coefficient of gαR in jα,I or aα;I is the same as the coefficient of ζαR ; this
establishes (4) and (7).
To compute ‖jα,I‖2, observe that 〈gβ,
∑
γ∈SIα
gγ〉 = 〈gα,
∑
γ gγ〉 for each β ∈ SIα by the
SN -invariance of the inner product. Sum this equation over all β ∈ SIα to obtain
〈jα;I , jα;I〉 = (#SIα)〈ζα, jα;I〉 = (#SIα)E+(αR; I)‖ζα‖2
(using the original definition of jα;I).
Formula (3) is a direct consequence of (4). The calculation for ‖aα;I‖2 proceeds similarly:
‖aα;I‖2 =
∑
w1∈SI
∑
w2∈SI
sgn(w1)sgn(w2)〈gw1α, gw2α〉
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= (#SI)
∑
w2∈SI
sgn(w2)〈gα, gw2α〉
= (#SI)〈ζα, aα;I〉
= (#SI)E−(αR; I)‖ζα‖2
(replacing w2 by w1w2 in the inner sum.) ✷
Corollary 3.16 ∑
β∈SIα
H(α, β) = E+(αR; I),
and if α satisfies (>, I), then ∑
w∈SI
sgn(w)H(α,wα) = E−(αR; I).
Proof. By definition of H ,∑
β∈SIα
H(α, β) = 〈gα,
∑
β
gβ〉/‖gα‖2 = 〈gα, jα;I〉/‖gα‖2,
and ∑
w∈SI
sgn(w)H(α,wα) = 〈gα, aα;I〉/‖gα‖2. ✷
The triangularity argument for extracting the coefficient of ζαR was used already by Baker,
Dunkl, and Forrester [BDF] in the same context. Earlier, Baker and Forrester [BF2] considered
some special cases of subgroup invariance and relations to the Jack polynomials.
An analogue of evaluation at 1N for aα;I will be discussed later. Hook length products are
used in the norm calculations.
Definition 3.17 For a partition λ and parameter t, let
h(λ, t) :=
N−m0∏
i=1
λi∏
j=1
(λi − j + t+ k#{s : s > i and j ≤ λs ≤ λi}),
where λi = 0 for i > N − m0. The special cases t = 1, k satisfy k−|λ|h(λ, 1) = h∗(λ),
k−|λ|h(λ, k) = h∗(λ), the upper and lower hook length products for parameter 1/k (Stanley
[St]), respectively.
16
In the next paragraphs, let I = [1, N ], and let λ be a partition and λR = (λN , λN−1, . . . , λ1).
We will use known results for the Jack polynomials to determine ‖ζλ‖2p; these are due to Stanley
[St]. Sahi first found ‖ζλ‖2p, and recently Baker and Forrester [BF4] presented a concise self-
contained determination of the structural constants of the Jack polynomials.
We apply the previous results of this section and we suppress the letter I in jλ;I and Es(β; I)
since I = [1, N ].
¿From the orthogonality relations on the N -torus (more on this later), it is known that
Jλ(x; 1/k) is a multiple of jλ (where Jλ is the standard Jack polynomial). Stanley showed
Jλ(1
N ; 1/k) = (Nk)λk
−|λ|, also in ([D3], Proposition 4.3) we showed ζλ(1
N) = ωλ(1
N) = (Nk+
1)λ/h(λ, 1), so for any β ∈ NN , by Proposition 3.12,
ζβ(1N) = E−(β)(Nk + 1)β+/h(β+, 1).(3.3)
Thus by Theorem 3.15(3),
Jλ(x; 1/k) =
(Nk)λh(λ, 1)
(Nk + 1)λk|λ|(#SNλ)
jλ(x).
Note #SNλ = #{β : β+ = λ}, the dimension of Eλ. The 1F0 formula for Jack polynomials
(Yan [Yn], Beerends and Opdam [BO]) asserts
N∏
i=1
(1− xi)−(Nk+1) =
∑
λ∈NP
N
(Nk + 1)λ
k|λ|h∗(λ)h∗(λ)
Jλ
(
x;
1
k
)
.
We convert this to an expression in jλ.
Lemma 3.18
h(λ, k) =
(Nk)λE+(λR)h(λ, k + 1)
(Nk + 1)λ(#SNλ)
,
for λ ∈ N PN .
Proof. We will show
h(λ, k)(Nk + 1)λ
h(λ, k + 1)(Nk)λ
=
E+(λR)
#SNλ
.
Denote the factors of h(λ, t) by h(i, j; t) = λi − j + t+ k#{s : j ≤ λs ≤ λi}, 1 ≤ j ≤ λi. Then
h(i, j, k) = h(i, j + 1, k + 1) whenever j 6= λs for any s. The ratio h(λ, k)/h(λ, k + 1), after
cancellation, is a product of factors like h(i, λi, k)/h(i, 1, k+1) and h(i, λs, k)/h(i, λs+1, k+1),
for λs < λi.
We have h(i, λi, k) = k(1 + #{s : s > i, λs = λi}) and
h(i, 1, k + 1) = λi + k + k#{s : s > i, 1 ≤ λs ≤ λi}
= λi + k(N −m0 − i+ 1),
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where m0 is the number of zero parts of λ (as element of NN). For each j ∈ Z+, let mj = #{i :
λi = j}, then
N−m0∏
i=1
h(i, λi, k) = k
N−m0
∏
j≥1
mj !
Also,
(Nk + 1)λ
(Nk)λ
=
N−m0∏
i=1
λi + (N − i+ 1)k
k(N − i+ 1)
=
m0!
kN−m0N !
N−m0∏
i=1
(λi + (N − i+ 1)k).
Thus
h(λ, k)(Nk + 1)λ
h(λ, k + 1)(Nk)λ
=
m0!
∏
j≥1mj !
N !
N−m0∏
i=1
∏{λi − λj + k(1 + #{s : s > i, λj ≤ λs ≤ λi})
λi − λj + k(1 + #{s : s > i, λj < λs ≤ λi})
: distinct values of λj < λi
}
.
In the latter product λj = 0 is used; it contributes
λi + k(N − i+ 1)
λi + k(N −m0 − i+ 1) .
Since #SNλ = N !/
∏
j mj! it suffices to identify the remaining product with
E+(λR) =
∏{κi(λ)− κj(λ) + k
κi(λ)− κj(λ) : i < j and λi > λj
}
.
Let µ1, µ2 be two distinct values in (λ1, λ2, . . . , λN) with µ1 > µ2; supose λa1 = λa1+1 =
· · · = λa1+n1−1 = µ1 and λa2 = · · · = λa2+n2−1 = µ2 (and no other appearances of µ1, µ2)
and a1 + n1 − 1 < a2. This implies κt(λ) = (N − t + 1)k + µ1 + 1, a1 ≤ t < a1 + n1 and
κu(λ) = (N − u+ 1)k + µ2 + 1, a2 ≤ u < a2 + n2.
The contribution of pair (µ1, µ2) to the left-hand product is
a1+n1−1∏
t=a1
µ1 − µ2 + k(a2 + n2 − t)
µ1 − µ2 + k(a2 − t)
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=a1+n1−1∏
t=a1
a2+n2−1∏
u=a2
µ1 − µ2 + k(u+ 1− t)
µ1 − µ2 + k(u− t)
=
∏
t,u
κt(λ)− κu(λ) + k
κt(λ)− κu(λ) ,
which is exactly the contribution of (µ1, µ2) to E+(λR). ✷
Proposition 3.19
N∏
i=1
(1− xi)−(Nk+1) =
∑
λ∈NP
N
(Nk + 1)λ
h(λ, k + 1)E+(λR) jλ(x) (|xi| < 1 each i).
Proof. This is exactly the 1F0 series with h(λ, k) replaced using the lemma. ✷
Corollary 3.20 For λ ∈ N PN , ‖ζλ‖2p = h(λ,k+1)h(λ,1) .
Proof. By the definition of the p-inner product,
Fk(x, y) =
∑
β∈NN
1
‖ζβ‖2p
ζβ(x)ζβ(y).
Set y = 1N , and use ‖ζβ‖2p = E+(β)E−(β)‖ζλ‖2p,
ζβ(1
N) = E−(β)ζλ(1N) = E−(β)(Nk + 1)λ/h(λ, 1),
for λ = β+. This shows
N∏
i=1
(1− xi)−(Nk+1) =
∑
λ∈NP
N
(Nk + 1)λ
‖ζλ‖2ph(λ, 1)
∑
β∈SNλ
ζβ(x)
E+(β)
=
∑
λ∈NP
N
(Nk + 1)λ
‖ζλ‖2ph(λ, 1)E+(λR)
jλ(x).
Match up the coefficients with the 1F0-expansion. ✷
The value of ‖ζλ‖2p was first obtained by Sahi who used a recurrence relation (lowering the
degree).
There is one more important SN -invariant inner product for which Tixi is self-adjoint, 1 ≤
i ≤ N , obtained by considering polynomials as (analytic) functions on the torus in CN (see
[D3], Proposition 4.2).
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Definition 3.21 For f, g polynomials with coefficients in Q(k), let
〈f, g〉T := Γ(k + 1)
N
(2π)NΓ(Nk + 1)
∫
TN
f(x)gv(x)
∣∣∣∣∣
∏
1≤j<ℓ≤N
(xj − xℓ)(x−1j − x−1ℓ )
∣∣∣∣∣
k
dm(x),(3.4)
where gv(x) := g(x−11 , x
−1
2 , . . . , x
−1
N ), dm(x) = dθ1 · · ·dθN and xj = exp(
√−1 θj), −π < θj ≤ π,
1 ≤ j ≤ N .
Beerends and Opdam [BO] evaluated 〈Jλ, Jλ〉T, from which one can deduce: For λ ∈ N PN ,
g ∈ Eλ,
‖g‖2
T
=
(Nk + 1)λ
((N − 1)k + 1)λ ‖g‖
2
p.
Baker and Forrester [BF3] computed ‖ζα‖2T with a different method.
4 Subgroup alternating polynomials
Whenever a polynomial is skew-symmetric for a parabolic subgroup of SN it is divisible by an
appropriate minimal alternating polynomial (a product of discriminants). The evaluation of
the quotient at x = 1N is a generalization of the Weyl dimension formula. This evaluation for
polynomials in Eλ (λ ∈ N PN ) will be carried out in this section, by constructing for each interval
I ⊂ [1, N ] a skew operator ψI with at least these properties:
(1) ψIw = sgn(w)wψI , for w ∈ SI ;
(2) [ψI , Uj ] = 0 for j /∈ I;
(3) if I1 is an interval disjoint from I, then [ψI , w] = 0 for w ∈ SI1;
(4) if α ∈ NN and satisfies (>, I), then ψI maps span{ζwα: w ∈ SI} to itself.
Heuristically, one might suspect
∏
i<j(τi − τj) works, but it is not skew because of non-
commutativity, and
∏
i<j(Ui − Uj) has the wrong transformation properties (for (#I) ≥ 3).
Definition 4.1 For an interval I, let aI denote the minimal alternating polynomial for I, that
is, aI(x) := Π{xi − xj : i < j and i, j ∈ I}.
Let AI denote the associated division symmetrizing operator on polynomials:
AIf(x) := 1
(#I)!
∑
w∈SI
sgn(w)f(xw)/aI(x).
For α satisfying (>, I) we will evaluate the functional (AIaα;I)(1N), in fact, the more general
situation for a collection of disjoint intervals ((AI1AI2 · · ·)f)(1N), for suitable f .
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We will impose one more condition on ψI , which, surprisingly, is enough to determine the
restriction to X uniquely. We will also construct an operator on X , using the Gram matrix H ,
satisfying the conditions; this will allow the determination of the matrix entries for ψI in the
basis {gwα : w ∈ SI}.
The aforementioned condition comes from the idea of a “reversing” transformation: the
requirement that ψIζwα is a simultaneous eigenvector of τi− k
∑
i<j≤ℓ+m(ij), for ℓ < i ≤ ℓ+m.
Note that Ui = τi − k
∑
ℓ<j<i(ij), so this reverses the interval I.
Definition 4.2 For i ∈ I, let θi := τi − k2
∑
j 6=i,j∈I(ij).
We show later that if ψI is skew and [ψI , θi] = 0 for each i ∈ I, then ψI has the reversing
property.
Fix α satisfying (>, I), I = [ℓ+ 1, ℓ+m] and X = span{gwα : w ∈ SI} = span{ζwα : w ∈
SI}.
For a linear transformation A on X we use the matrix notation Agβ =
∑
γ∈SIα
A(γ, β)gγ.
Lemma 4.3 The linear transformation A onX is skew if and only if A(w1α,w2α) = sgn(w1)c(w
−1
1 w2)
for some function c on SI .
Proof. Given the function c define A as indicated (Recall w1 6= w2 implies w1α 6= w2α).
The transformation A is skew if and only if (sgn w1)w1Agw2α = Aw1gw2α for each w1, w2 ∈ SI ,
that is
sgn(w1)
∑
w∈SI
A(wα,w2α)w1gwα = sgn(w1)
∑
w∈SI
A(w−11 wα,w2α)gwα
=
∑
w∈SI
A(wα,w1w2α)gwα.
Matching up coefficients of gwα shows that A is skew if and only if
sgn(w1)A(w
−1
1 wα,w2α) = A(wα,w1w2α)
for all w,w1, w2 ∈ SI , consistent with the relation
A(wα,w1w2α) = sgn(w)c(w
−1w1w2). ✷
Corollary 4.4 With the same hypotheses,
Aaα;I = (
∑
w∈SI
sgn(w)c(w))jα;I
and
Ajα;I = (
∑
w∈SI
c(w))aα;I .
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Proof. By Definition 3.10,
Aaα;I =
∑
w1
∑
w2
sgn(w2)A(w1α1w2α)gw1α
=
∑
w1
gw1α
(∑
w2
sgn(w2)c(w
−1
1 w2)sgn(w1)
)
=
∑
w1
gw1α
(∑
w3
sgn(w3)c(w3)
)
,
changing the second summation variable w2 = w1w3. A similar argument shows Ajα;I =
(
∑
w c(w)) aα;I . ✷
Two more relations apply when α satisfies (>, I):
κi(wα) = κw−1(i)(α), for i ∈ I, w ∈ SI ;(4.1)
Eǫ(wα; I)Eǫ(σIwα; I) = Eǫ(αR; I), for w ∈ SI , ǫ = ±.(4.2)
For the second equation, note for any given wα, and ℓ + 1 ≤ i < j ≤ ℓ + m, the term
1 + ǫk
κi(α)−κj(α)
appears in Eǫ(wα; I) if w(j) < w(i), else in Eǫ(σIwα; I); note (wα)w(i) = αi.
Lemma 4.5 Suppose α satisfies (>, I), then
θigβ = κ
′
i(β)gβ +
k
2
∑
j∈I,j 6=i
sgn(βj − βi)(ij)gβ,
for β ∈ SIα.
Proof. By Proposition 3.5,
θigβ = κ
′
i(β)gβ +
k
2
∑
{(ij)gβ : j ∈ I, βj > βi}
− k
2
∑
{(ij)gβ : j ∈ I, βj < βi}.
The case βi = βj cannot occur. ✷
The first important example of a skew operator commuting with each θi is defined using the
Gram matrix for H ; thus the domain is just the space X (for a given α satisfying (>, I)).
Let P be the operator on X with the matrix P (w1α,w2α) = sgn(w1)δw1,w2 (“P” suggests
parity). Note that P 2 = 1.
Proposition 4.6 The operator on X with the matrix PH is skew and [PH, θi] = 0 for i ∈ I.
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Proof. Let Ai be the matrix for θi in the basis {gwα : w ∈ SI}. By the lemma, Ai(γ, β) =
κ′i(β) if γ = β, and =
k
2
sgn(βj − βi) if γ = (i)β, and = 0 else. Thus Ai(γ, β) = 0 unless γ = β
or γ = (ij)β for some j ∈ I, j 6= i. This shows PAiP = ATi (T for transpose), since
(PAiP )(w1α,w2α) = sgn(w1)sgn(w2)Ai(w1α,w2α),
thus
(PAiP )((ij)β, β) = −Ai((ij)β, β), for β ∈ SIα.
Also θi is self-adjoint and H is a scalar multiple of the Gram matrix for {gwα : w ∈ SI},
hence ATi H = HAi, that is PAiPH = HAi and AiPH = PHAi.
The operator PH is skew by the lemma (and H(w1α,w2α) = H(α,w
−1
1 w2α), w1, w2
∈ SI). ✷
Proposition 4.7 Suppose A is a skew operator on X, corresponding to the function c on SI ,
then [A, θi] = 0 for each i ∈ I if and only if
(κ′i(wα)− κ′i(α))c(w) =
k
2
∑
j∈I,j 6=i
c((ij)w)(sgn(i− j) + sgn(w−1(j)− w−1(i))),
for each w ∈ SI , i ∈ I.
Proof. For a linear transformation A on X the condition [A, θi] = 0 is equivalent to
κ′i(β)A(γ, β) +
k
2
∑
j 6=i
sgn(βj − βi)A(γ, (ij)β)
= κ′i(γ)A(γ, β) +
k
2
∑
j 6=i
sgn(γi − γj)A((ij)γ, β),
(γ, β ∈ SIα, j ∈ I). Let γ = w1α, β = w2α and replace A(w1α,w2α) by sgn(w1)c(w−11 w2). The
equation becomes
(κ′i(w2α)− κ′i(w1α))sgn(w1)c(w−11 w2)
=
k
2
sgn(w1)
∑
j0 6=i0
c(w−11 (w1(i0), w1(j0))w2)(sgn(i0 − j0)
+ sgn(w−12 w1(j0)− w−12 w1(i0))),
where i0 = w
−1
1 (i), j0 = w
−1
1 (j). Canceling out sgn(w1) gives an equation depending only
on w := w−11 w2 and i0, because κ
′
i(w2α) = κ
′
w1(i0)
(w2α) = κ
′
i0
(wα) and κ′i(w1α) = κ
′
i0
(α).
This is the equation in the statement. Note for any w ∈ SI , i ∈ I, κ′i(α) = κ′w(i)(wα), and
sgn(αi − αj) = −sgn(j − i), for i, j ∈ I. ✷
23
Corollary 4.8 If A is skew and [A, θi] = 0 for each i ∈ I, and k > 0, then the values c(w) are
uniquely determined for given c(1), w ∈ SI .
Proof. A certain subset of the equations in the proposition is extracted. For any w 6= 1 there
is a unique i ∈ I so that w(j) = j for j < i and w−1(i) > i. Specialize the equations to these
values of w, i; sgn(i− j) + sgn(w−1(j)− w−1(i)) 6= 0 exactly when i < j and w−1(i) > w−1(j)
(by construction j < i implies w−1(j) < w−1(i)).
Thus
(κ′w−1(i)(α)− κ′i(α))c(w) = −k
∑
{c((ij)w) : w−1(i) > w−1(j), i < j ≤ ℓ +m}.
The coefficient of c(w) is nonzero, and if β = (ij)wα with w−1(i) > w−1(j), then β ≻ wα.
Thus c(w) is uniquely determined in terms of the values {c(w1) : w1α ≻ wα, w1 ∈ SI} when
k 6= 0. ✷
This corollary shows that an operator on polynomials that is skew for SI and commutes
with θi, i ∈ I is determined on each X (= span{wζα : w ∈ SI}, α satisfies (>, I)) as a
scalar multiple of PH . We derive some equations which will be instrumental in computing the
multiple.
Proposition 4.9 Suppose A is a skew linear operator on X and [A, θi] = 0 for each i ∈ I,
then there is a constant b such that A = bPH and
(1) Ajα;I = bE+(αR; I)aα;I;
(2) Aaα;I = bE−(αR; I)jα,I;
(3) Aζwα = b sgn(w)E+(wα; I)σIζσIwα, for w ∈ SI ;
(4) A2 = b2E+(αR; I)E−(αR; I)1.
Proof. The fact that A is a scalar multiple of PH follows from Corollary 4.8 and Proposition
4.6. Equations (1) and (2) follow from Corollary 3.16 and Lemma 4.4. We prove (3) by
exhibiting a simultaneous eigenvector structure for {σIζwα : w ∈ I} and its relation to A.
For i ∈ I, let URi = τi−k
∑
i<j≤ℓ+m(ij), then σIUσI(i)σI = U
R
i (note σI(i) = 2m+ ℓ+1− i).
Further URi A = AUi, indeed Ui = θi+
k
2
·∑j∈I,j 6=i sgn(j−i)(ij) and URi = θi− k2 ∑j∈I,j 6=i sgn(j−
i)(ij), and [A, θi] = 0, A(ij) = −(ij)A by hypothesis. For w ∈ SI , σIAζwα is an eigenvector
of UσI (i) with eigenvalue κi(wα), each i ∈ I, because κi(wα)Aζwα = AUiζwα = URi Aζwα =
σIUσI (i)(σIAζwα). Since κi(wα) = κσI (i)(σIwα), this shows there is a constant v(w) so that
σIAζwα = v(w)ζσIwα, each w ∈ SI . We use (1) to find v(w); on the one hand
Aaα;I = bE−(αR; I)jα;I
= bE−(αR; I)σIjα;I
= bE−(αR; I)E+(αR; I)σI
∑
w∈SI
1
E+(wα; I) ζwα;
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on the other hand
Aaα;I = E−(αR; I)
∑
w∈SI
sgn(w)
E−(wα; I) v(w)σIζIσwα.
In the first equation, change the summation variable to σIw, and match up coefficients of σIσwα
in the two equations; this shows
v(w) = b sgn(w)E−(wα; I)E+(αR; I)/E+(σIwα; I) = b sgn(w)E−(wα; I)E+(wα; I)
(by (4.2)). Finally,
A2ζwα = b
2sgn(σI)v(w)σIAζσIwα
− b2sgn(σI)v(w)v(σIw)ζwα
= b2E+(αR; I)E−(αR; I)ζwα, w ∈ SI . ✷
We construct a skew operator commuting with each θi, i ∈ I, in the algebra generated by
{τi : i ∈ I} ∪ SI , by induction on the size of the interval.
Definition 4.10 For the interval I = [ℓ + 1, ℓ+m] and 1 ≤ s < m, let ψ1 := 1,
ψ˜s+1 := Uℓ+1Uℓ+2 · · ·Uℓ+sψs;
ψs+1 := ψ˜s+1 −
ℓ+s∑
i=ℓ+1
(i, ℓ+ s+ 1)ψ˜s+1(i, ℓ+ s+ 1).
Then ψI := ψm.
Theorem 4.11 The operator ψI satisfies
(1) ψIw = sgn(w)wψI for w ∈ SI ;
(2) ψIw = wψI for w ∈ S[1,ℓ] × S[ℓ+m+1,N ];
(3) [ψI , Uj ] = 0 for j /∈ I;
(4) [ψI , θi] = 0, for i ∈ I;
(5) for any α satisfying (≥, I), span{wζα : w ∈ SI} is an invariant subspace of ψI .
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Proof. Properties (2) and (3) follow immediately from the defintion; and property (5) is a
consequence of (1). Let (1s) be the condition ψs(ij) = −(ij)ψs for ℓ + 1 ≤ i < j ≤ ℓ + s, and
(4s) be [
ψs, τi − k
2
ℓ+s∑
j=ℓ+1,j 6=i
(ij)
]
= 0.
The case s = 1 is trivial. Inductively, suppose (1s) and (4s) are true. For convenience, let
t = ℓ+s+1: then (ij)ψ˜s+1 = −ψ˜s+1(ij) for ℓ+1 ≤ i < j ≤ ℓ+s, because [Uℓ+1 · · ·Uℓ+s, (ij)] = 0
(see Proposition 3.7). Now evaluate (ij)ψs+1(ij) using the definition; each term in the sum is
transformed to the negative of the corresponding term in ψs+1, with the exception of the terms
labeled i and j which are also interchanged; note (i, j)(i, t) = (j, t)(i, j). It suffices to show
(ℓ+s, t)ψs+1(ℓ+s, t) = −ψs+1; again the terms in the sum correspond to the negatives, example:
(ℓ + s, t)(i, t)ψ˜s+1(i, t)(ℓ + s, t) = (i, t)(i, ℓ + s)ψ˜s+1(i, ℓ + s)(i, t) = −(i, t)ψ˜s+1(i, t). The other
part is (ℓ+ s, t)(ψ˜s+1 − (ℓ+ s, t)ψ˜s+1(ℓ+ s, t))(ℓ+ s, t). This shows (1s+1).
To show (4s+1), let Bj := τj − k2
∑ℓ+s
i=ℓ+1,i 6=j(ij), for ℓ + 1 ≤ j ≤ ℓ + s + 1. Then for
j ≤ ℓ + s, [ψ˜s+1, Bj] = 0 by (4s) and [Uℓ+1 · · ·Uℓ+s, Bj ] = 0; the latter follows from τj =
(ℓ+ 1, j)Uℓ+1(ℓ+ 1, j) and Uℓ+1 · · ·Uℓ+s commutes with Uℓ+1 and w ∈ S[ℓ+1,ℓ+s].
It will suffice to show [ψs+1, Bt] = 0 since
(j, t)Bt(j, t) = τj − k
2
ℓ+s+1∑
i=ℓ+1,i 6=j
(ij).
For ℓ+ 1 ≤ i ≤ ℓ+ s,
[(i, t)ψ˜s+1(i, t), Bt] = (i, t)[ψ˜s+1, (i, t)Bt(i, t)](i, t)
= (i, t)
[
ψ˜s+1, Bi − k
2
(i, t)
]
(i, t)
= − k
2
(i, t)[ψ˜s+1, (i, t)](i, t)
=
k
2
[ψ˜s+1, (it)].
Also [ψ˜s+1, Ut] = 0 by (3), that is,[
ψ˜s+1, τt − k
ℓ+s∑
i=ℓ+1
(i, t)
]
= 0,
equivalently,
[ψ˜s+1, Bt] =
k
2
ℓ+s∑
i=ℓ+1
[ψ˜s+1, (it)].
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This shows [
ψ˜s+1 −
ℓ+s∑
i=ℓ+1
(i, t)ψ˜s+1(i, t), Bt
]
= 0. ✷
Theorem 4.12 Suppose α satisfies (>, I), then
ψI |X = Π{κi(α)− κj(α) : ℓ+ 1 ≤ i < j ≤ ℓ+m}PH.
Proof. By 4.9, PHζα = σIζσIα; thus it suffices to compute the coefficient of ζσIα in σIψIζα.
We use the inductive framework from Definition 4.10 and Theorem 4.11. For fixed s < m, let
σ0, σ1 be the reversing permutations for the intervals [ℓ+1, ℓ+ s], [ℓ+1, ℓ+ s+1] respectively.
The inductive hypothesis is that
ψsζγ =
∏
ℓ+1≤i<j≤ℓ+s
(κi(γ)− κj(γ))σ0ζσ0γ
for any γ satisfying (>, [ℓ+ 1, ℓ+ s]) (trivial for s = 1). Fix α satisfying (>, I); let
πr :=
∏
{κi(α)− κj(α) : ℓ+ 1 ≤ i < j ≤ ℓ+ s+ 1, i 6= r, j 6= r},
and
π′r :=
∏
{κi(α) : ℓ+ 1 ≤ i ≤ ℓ+ s+ 1, i 6= r}.
For ℓ + 1 ≤ j ≤ ℓ + s + 1, let w(j) be the cycle (ℓ + s + 1, ℓ + s, . . . , j + 1, j) in S[ℓ+1,ℓ+s+1]. In
the notation of Definition 4.10,
ψs+1 =
ℓ+s+1∑
j=ℓ+1
(−1)ℓ+s+1−jw−1(j) ψ˜s+1w(j),
because w(j) = (ℓ+s, ℓ+s−1, . . . , j)(j, ℓ+1+s) (in cycle notation) and sgn(w(j)) = ℓ+s+1−j;
coming from the skew property of ψ˜s+1 for S[ℓ+1,ℓ+s].
Let α(j) = w(j)α; thus
α(j) = (α1, . . . , αℓ+1, αℓ+2, . . . , αj−1, αj+1, . . . , αℓ+s+1, αj, αℓ+s+2, . . .),
which satisfies (>, [ℓ + 1, ℓ + s]). We claim the coefficient of ζσ1α in σ1w
−1
(j) ψ˜s+1w(j)ζα is πjπ
′
j .
By a standard identity for alternating polynomials
ℓ+s+1∑
j=ℓ+1
(−1)ℓ+s+1−jπjπ′j =
∏
ℓ+1≤i<j≤ℓ+s+1
(κi(α)− κj(α)).
To establish the claim:
w(j)ζα = ζα(j) +
∑{
b(γ)ζγ : γ ∈ S[ℓ+1,ℓ+s+1]α and γ ≻ α(j)
}
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(the triangularity of the matrix relating the bases {ζwα} and {wζα}). By the inductive hypoth-
esis and
σ1w
−1
(j)ψ˜s+1w(j)ζα = σ1w
−1
(j)σ0(πjπ
′
jζσ0α(j) +
∑
{b′(γ)ζσ0γ : γ ≻ α(j)}),
for some coefficients b′(γ). But
σ1w
−1
(j)σ0 = w
−1
(σ1j)
(σ1(j) = 2ℓ+ s + 2− j),
which fixes [ℓ+ 1, 2ℓ+ s+ 1− j] pointwise, which shows that
σ1w
−1
(j)σ0ζσ0γ ∈ span{ζwσ0γ : w ∈ S[2ℓ+s+2−j,ℓ+s+1]}.
Now (σ0γ)ℓ+s+1 = γℓ+s+1 ∈ {αj+1, . . . , αℓ+s+1}, because γ ≻ w(j)α; hence for any β = wσ0γ in
this span, there must be an element of {αj+1, . . . , αℓ+s+1} not appearing in {βℓ+1, . . . , β2ℓ+s+1−j},
thus β 6= σ1α.
The argument will be finished once it is shown that the coefficient of ζσ1α in the {ζwα}
expansion of w−1ζwσ1α is 1: in the notation of (3.1),
w−1ζwσ1α = w
−1
(
gwσ1α +
∑
γ≻wσ1α
B(γ, wσ1α)gγ
)
= gσ1α +
∑
γ
B(γ, wσ1α)gw−1γ ;
γ ≻ wσ1α implies w−1γ 6= σ1α, the minimality of σ1α shows the coefficient of ζσ1α in the
right-hand side is 1. ✷
Corollary 4.13
ψIaα;I =
∏
ℓ+1≤i<j≤ℓ+m
(κi(α)− κj(α)− k)jα,I .
Proof.
∏
i<j(κi(α)− κj(α))E−(αR; I) has the specified value; see Lemma 3.13. ✷
We return to the problem of evaluating AIf(1N). The proof of the following comes later.
Theorem 4.14 Suppose {I1, I2, . . . , It} is a collection of disjoint subintervals of [1, N ], mi :=
#Ii, 1 ≤ i ≤ t and f is a polynomial, then
(AI1AI2 · · ·AItf)(1N) =
1
(Nk + 1)µ
∏t
i=1mi!
(ψI1ψI2 · · ·ψItf)(1N),
where µ = (m1 − 1, m1 − 2, . . . , 1, 0, m2 − 1, . . . , 0, . . . , mt − 1, . . . , 1, 0, . . .)+.
In the sequel, for an operator A on polynomials, A∗ denotes the adjoint with respect to the
p-inner product.
Let ι(x) :=
∏N
i=1(1− xi)−(Nk+1), then 〈f, ι〉p = f(1N) for any polynomial f ; more generally,
〈f, Fk( · , z)〉p = f(z). Let ui := xi/(1− xi), 1 ≤ i ≤ N .
Lemma 4.15
A∗I1 · · ·A∗Itι(x) =
t∏
i=1
(
1
mi!
aIi(u)
) N∏
j=1
(1− xj)−(Nk+1).
Proof. First apply AIj to Fk(x, z) with respect to z. Without loss of generality, assume
Ij = [1, m] (with m = mj); then
AIjFk(x, z) =
1
m!

 ∑
w∈S[1,m]
sgn(w)∏m
i=1(1− xi(zw)i)

 N∏
j=m+1
(1− xjzj)−1
∏N
i,j=1(1− xizj)−k
a[1,m](z)
=
1
m!
a[1,m](x)
m∏
i,j=1
(1− xizj)−1
N∏
j=m+1
(1− xjzj)−1
N∏
i,j=1
(1− xizj)−k,
where the sum evaluates to a[1,m](x)a[1,m](z)/
∏m
i,j=1(1 − xizj) by an identity of Cauchy (this
identity was used by Baker and Forrester [BF4] in a similar calculation). Because the intervals
are disjoint,
AI1AI2 · · ·AItFk(x, z) =
t∏
r=1
hr(x, z)Fk(x, z),
where
hr(x, z) =
1
mr!
aIr(x)
∏
{(1− xizj)−1 : i, j ∈ Ir, i 6= j}.
To find A∗I1 · · ·A∗Itι put z = 1N in this formula; note
hr(x, 1
N) =
1
mr!
aIr(x)
∏
i∈Ir
(1− xi)−(mi−1) = 1
mr!
aIr(u).
The operators ψI are generated by {Tiρi : i ∈ I} and transpositions. Recall Tiρi = Tixi+k.
Write T ui to denote action in the variable (u1, u2, . . .).
Lemma 4.16 Suppose f is a polynomial in u, then
(Tixi + k)(f(u)ι(x)) = ((1 + ui)(T
u
i ui + k)f(u))ι(x), 1 ≤ i ≤ N.
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Proof. The product rule Ti(h(x)ι(x)) = (Tih(x))ι(x) + h(x)
∂ι(x)
∂xi
applies because ι(x) is
SN -invariant. The chain rule implies
[(Tixi + k)(f(u)ι(x))]
ι(x)
= f(u)(1 + k) + (Nk + 1)uif(u) + ui(1 + ui)
∂f(u)
∂ui
+ k
∑
j 6=i
ui(1 + uj)f(u)− uj(1 + ui)f(u(ij))
ui(1 + uj)− uj(1 + ui)
(note xi = ui/(1 + ui)). The typical term in the sum equals
(1 + ui)
(
uif(u)− ujf(u(ij))
ui − uj
)
− uif(u). ✷
The effect on f is to raise the degree by 1; in fact, the highest degree term of the operator
coincides with T u∗i = ui(T
u
i ui + k) ([D3], Proposition 4.1).
Lemma 4.17 For an interval I = [ℓ+ 1, ℓ+m] and a polynomial f(u) of degree t,
ψ∗I (f(u)ι(x)) =
[ ∏
ℓ+1≤i<j≤ℓ+m
(T ∗i − T ∗j )f(u) + f1(u)
]
ι(x),
where f1(u) is a polynomial of degree < t +m(m− 1)/2.
Proof. Using the inductive framework from Theorem 4.11, suppose the statement is true
for the interval [ℓ + 1, ℓ + s] (trivial for s = 1). In the notation of Definition 4.10, ψ˜∗s+1 =
ψ∗s(Uℓ+1 · · ·Uℓ+s)∗ and by Lemma 4.16,
U∗i (f(u)ι(x)) = ((1 + ui)(T
u
i ui + k)f(u)− k
∑
j<i
f(u(ij)))ι(x),
which has the same highest degree terms as (T ∗i f(u))ι(x). By the commutativity of {T ∗i }, the
highest degree term of ψ˜∗s+1(f(u)ι(x)) is(
ℓ+s∏
i=ℓ+1
T ∗i
∏
ℓ+1≤i<j≤ℓ+s
(T ∗i − T ∗j )f(u)
)
ι(x)
(inductive hypothesis). Finally
ψ∗s+1 = ψ˜
∗
s+1 −
ℓ+s∑
i=ℓ+1
(i, ℓ+ s+ 1)ψ˜∗s+1(i, ℓ+ s + 1);
and the usual identity for a[ℓ+1,ℓ+s+1] finishes the proof; since
(i, ℓ+ s+ 1)T ∗i (i, ℓ+ s+ 1) = T
∗
ℓ+s+1. ✷
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Lemma 4.18 (
t∏
i=1
ψ∗Ii
)
ι(x) = cI
t∏
i=1
aIi(u)ι(x)
for some constant cI .
Proof. By the previous lemma,(∏t
i=1 ψ
∗
Ii
)
ι(x)
ι(x)
= f0(u) + f1(u),
where f0(u) =
∏t
i=1 aIi(T
∗)1 and deg f1 <
∑t
i=1mi(mi − 1)/2. Also f0(u) + f1(u) is skew
for
∏t
i=1 SIi (direct product) by the skew property of ψI ; which implies f1 = 0 and f0(u) =
cI
∏t
i=1 aIi(u) because this is the unique skew polynomial of minimum degree. ✷
Proof of Theorem 4.14. The lemmas show that
t∏
i=1
ψ∗Iiι(x) =
((
t∏
i=1
aIi(T
u∗)
)
1
)
ι(x).
In ([D3], Theorem 3.1) it was shown that
∏
i aIi ∈ Eµ for µ = (m1 − 1, m1 − 2, . . . , 1, 0, m2 −
1, . . . , 1, 0, . . .)+, thus (by Corollary 2.6)
t∏
i=1
aIi(T
u∗)1 = (Nk + 1)µ
t∏
i=1
aIi(u)
(see also [DH]); and so
t∏
i=1
ψ∗Iiι = (Nk + 1)µ
(
t∏
i=1
mi!
)
t∏
i=1
A∗Iiι.
Corollary 4.19 Suppose α satisfies (>, Ii) for each i, 1 ≤ i ≤ t, then(
t∏
i=1
AIi
∑
w∈SI
(sgn w)wζα
)
(1N)
=
(Nk + 1)α+
(Nk + 1)µ
E−(α, [1, N ])
h(α+, 1)
t∏
r=1
∏
{κi(α)− κj(α)− k : i, j ∈ Ir, i < j},
where SI := SI1 × SI2 · · · × SIt.
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Proof. Let πr =
∏{κi(α) − κj(α) − k : i, j ∈ Ir, i < j}. For each interval Ir,
ψIr
∑
w∈SIr
sgn(w)wζα = πr
∑
w∈SIr
wζα, by Corollary 4.13. Since [ψIr , w] = 0 for w ∈ SIi
and [ψIr , ψIi] = 0, for i 6= r (Theorem 4.11),
t∏
r=1
ψIr
∑
w∈SIr
sgn(w)wζα =
t∏
r=1
πr
∑
w∈SI
wζα
(the sum is a product of sums over SI1 , . . . , SIt). Also
∑
w∈SI
wζα(1
N) =
(
t∏
i=1
mi!
)
ζα(1
N),
and
ζα(1
N) = (Nk + 1)αE−(α, [1, N ])/h(α+, 1)
(by (3.2)). Further
AIr
∑
w∈SIr
sgn(w)wζα =
∑
w∈SIr
sgn(w)wζα/aIr
(and this is a typical term in the product sum over SI1 × · · · × SIt). ✷
5 Orthogonal Polynomials of Type BN
This section deals with operators and orthogonal decompositions associated with the group
generated by sign-changes and permutations of coordinates. Previously, Baker and Forrester
[BF2] considered some of the orthogonal polynomials, called generalized Laguerre polynomials.
These come from polynomials which are even in each coordinate or odd in each coordinate. The
general situation is developed in the sequel. One consequence is a complete set of eigenfunctions
for the Hamiltonian of the BN spin Calogero model (1/r
2 interactions confined in harmonic
potential), with arbitrary parity, that is, for any subset A ⊂ [1, N ] we find the eigenfunctions
which are odd in xi, i ∈ A and even in xi, i /∈ A.
The underlying symmetry group WN is the Weyl group of type BN , called the hyperocta-
hedral group. It is generated by permutations of coordinates and sign-changes on RN . The
reflections in WN are {σij , τij : 1 ≤ i < j ≤ N} and {σi : 1 ≤ i ≤ N}, defined by
xσij = (x1, . . .
i
xj, . . . ,
j
xi, . . .), xτij = (x1, . . . ,− ixj , . . . ,− jxi, . . .), xσi = (x1, . . . ,− ixi, . . .).
There are two parameters k, k1 in the algebra of differential-difference operators:
TBi f(x) :=
∂f
∂xi
+ k1
f(x)− f(xσi)
xi
(5.1)
+ k
∑
j 6=i
{
f(x)− f(xσij)
xi − xj +
f(x)− f(xτij)
xi + xj
}
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(1 ≤ i ≤ N , for convenience σij = σji, τij = τji for j < i).
The SN -theory can be applied to the analysis of WN by writing polynomials in the form
xAg(x
2
1, x
2
2, . . . , x
2
N) where xA :=
∏
i∈A xi, A ⊂ [1, N ]. For a composition α let pˆα(x) :=
xApβ(x
2
1, . . . , x
2
N ) where A = {i : αi is odd}, and βi = ⌊αi/2⌋, 1 ≤ i ≤ N . Observe
∑
α
pˆα(x)z
α =
N∏
i=1
((1− xizi)−1
N∏
j=1
(1− x2i z2j )−k).
The raising operator ρˆi is defined by ρˆipˆα = pˆ(α1, . . . , αi+1, . . .).
We will use y ∈ RN to denote (x21, x22, . . . , x2N) and the A-type operators Ti act on y. The
following properties hold ([D4], Prop. 2.1), for A ⊂ [1, N ], any polynomial g in y:
(σij + τij)xAg(y) =
{
(2xA)(ij)g(y) i, j ∈ A or i, j /∈ A,
0 else;
(5.2)
TBi ρˆi(xAg(y)) =
{
2xA(Tiρig(y)), i ∈ A,
2xA((k1 − k − 12)g(y) + Tiρig(y)− k
∑
s∈A(ij)g(y)), i /∈ A.
(5.3)
Definition 5.1 For 1 ≤ i ≤ N , UBi := TBi ρˆi − k
∑
j<i(σij + τij) acts on polynomials in x. For
a subset A ⊂ [1, N ], let
UA,i := Tiρi − k
∑
{(ij) : j < i and j ∈ A} for i ∈ A,
UA,i := Tiρi + (k1 − k − 1
2
)1− k
∑
{(ij) : j ∈ A or (j /∈ A and j < i)} for i /∈ A,
acting on polynomials in y.
Proposition 5.2 For A ⊂ [1, N ], UBi (xAg(y)) = 2xAUA,ig(y), 1 ≤ i ≤ N . Also
∏
i∈A
TBi (xAg(y)) = 2
#A
∏
i∈A
(
UA,i + k1 − k − 1
2
)
g(y).
This proves the commutativity of {UBi } in terms of propositions about SN ; a direct proof
is also possible.
Let V B denote the intertwining operator for WN , thus T
B
i V
B = V B ∂
∂xi
, and V B is homoge-
neous of degree 0; also let ξB be the linear operator on polynomials defined by ξBpˆα = x
α/α!.
Here is a description of the eigenspace decomposition of V BξB constructed in [D4]. Each space
is irreducible for the algebra generated by {TBi ρˆi : 1 ≤ i ≤ N}.
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Definition 5.3 A B-partition α is a composition (α1, α2, . . . , αN) where the odd and even parts
are respectively nonincreasing, that is, i < j and αi ≡ αj mod 2 implies αi ≥ αj. A standard
B-partition is one in which the odd parts come first (for some ℓ, αi is odd for i ≤ ℓ, even for
i > ℓ). For α ∈ NN , let
h(α) = (⌊α1/2⌋, ⌊α2/2⌋, . . .), b(α) = (α1 − ⌊α1/2⌋, α2 − ⌊α2/2⌋, . . .).
This is an example of a B-partition: α = (4, 5, 3, 4, 2, 0, 1), and h(α) = (2, 2, 1, 2, 1, 0, 0),
b(α) = (2, 3, 2, 2, 1, 0, 1). The corresponding standard B-partition is (5, 3, 1, 4, 4, 2, 0).
Any B-partition can be rearranged to a standard one; if α is a B-partition with ℓ odd parts,
then there exists a standard B-partition α˜ and w ∈ SN so that wα˜ = α and 1 ≤ i < j ≤ ℓ or
ℓ+ 1 ≤ i < j ≤ N implies w(i) < w(j) (note αw(i) = α˜i, each i).
The property of permutations described above will be used several times in the sequel.
Definition 5.4 For any subset A ⊂ [1, N ] let wA ∈ SN be the unique permutation satisfying:
wA([1, ℓ]) = A (for ℓ = #A), and 1 ≤ i < j ≤ ℓ or ℓ+ 1 ≤ i < j ≤ N implies wA(i) < wA(j).
If 1 ≤ ℓ < N , the correspondence A→ wA is one-to-one.
Proposition 5.5 Let A ⊂ [1, N ], ℓ = #A, then
UBi wA(x1x2 · · ·xℓg(y)) = wA(2x1 · · ·xℓU[1,ℓ],sg(y))
= wA(U
B
s (x1 · · ·xℓg(y))), for 1 ≤ i ≤ N, s = w−1(i).
Proof. (TBi ρˆi)wA = wAT
B
s ρˆs, for s = w
−1
A (i) and (ij)wA = wA(w
−1
A (i), w
−1
A (j)) for j 6= i.
The order preserving properties of wA and Proposition 5.5 imply the stated equations. ✷
The proposition shows how to find joint eigenfunctions of {UBi } corresponding to arbitrary
B-partitions once the standard case is done.
For a given standard B-partition α, with αi being odd exactly when 1 ≤ i ≤ ℓ, let Gℓ =
S[1,ℓ] × S[ℓ+1,N ], β = h(α), µ = β+. Define
EBα = span{x1x2 · · ·xℓζγ(y) : γ = wβ, w ∈ Gℓ}.
Proposition 5.6 EBα is invariant under Gℓ, U
B
i (x1 · · ·xℓζγ(y)) = cix1 · · ·xℓζγ(y), where ci =
2κi(γ) for i ∈ [1, ℓ], ci = 2(κi(γ) + k1 − k − 12) for i ∈ [ℓ+ 1, N ].
This follows from Proposition 5.2. To express the eigenvalues of V BξB, let
Λ(α) := (Nk + 1)h(α)+((N − 1)k + k1 + 1
2
)b(α)+ ,
for α ∈ NN . Then EBα is an eigenspace for V BξB with eigenvalue 2−|α|Λ(α)−1. It was shown
in ([D4], Proposition 4.2) that x1 · · ·xℓζβ(y) is an eigenfunction of V BξB with this eigenvalue,
and V BξB commutes with w ∈ WN .
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Again there are three inner products in which each UBi is self-adjoint, and which are WN -
invariant: (1) the p-product, 〈xα, pˆβ〉p = δαβ ; (2) the B-product, 〈f, g〉B = f(TB)g(x)|x=0
(depends on both parameters); (3) the N -torus product,
〈f, g〉T := ck
∫
TN
f(x)gˇ(x)
∏
1≤j<ℓ≤N
|(x2j − x2ℓ)(x−2j − x−2ℓ )|kdm(x)
(same notation as in 3.20; ck is the normalizing constant). It is obvious that 〈xA1g1(y), xA2g2(y)〉 =
0 if A1, A2 ⊂ [1, N ] and A1 6= A2, by the WN -invariance (change the sign of xi for i ∈ A1 \ A2
or i ∈ A2 \ A1). Further 〈xAg1(y), xAg2(y)〉 = 〈g1, g2〉 for the p- or T-products, using the type
A definition on the right.
By the results in Section 3, let f(x) = x1 · · ·xℓζγ(y) ∈ EBα , then
‖f‖2p = ‖ζγ‖2p = E+(γ)E−(γ)h(γ+, k + 1)/h(γ+, 1).
By the same argument as Proposition 2.5,
‖f‖2B = f(TB)f(x) = 2|α|Λ(α)‖ζγ‖2p.(5.4)
In [D2] we showed that
〈f, g〉B = ck,k′
∫
RN
(
e−L/2f
) (
e−L/2g
) N∏
j=1
|xj|2k1
∏
1≤i<j≤N
|x2i − x2j |2ke−|x|
2/2dx,(5.5)
for polynomials f, g where L :=
∑N
i=1(T
B
i )
2 (the normalizing constant ck,k′ is chosen to make
〈1, 1〉B = 1 and is computed by means of the Macdonald-Selberg integral). Define a generalized
Hermite polynomial
Hβ(x) := e
−L/2(x1 · · ·xℓζγ(y)),(5.6)
with
β = (2γ1 + 1, . . . , 2γℓ + 1, 2γℓ+1, . . . , 2γN) (so γ = h(β)).
The complete orthogonal basis is given by {wAHβ(x) : A ⊂ [1, N ], ℓ = #A, βi is odd exactly
for i ∈ [1, ℓ]}.
By using the “non-symmetric” binomial coefficients introduced by Baker and Forrester [BF3]
we can produce an expression for Hβ in terms of {ζγ}; although very little is known about the
coefficients.
Definition 5.7 For α ∈ NN , the binomial coefficients (depending on k) are implicitly defined
by
ζα(y + 1
N)
ζα(1N)
=
∑
γ
(
α
γ
)
ζγ(y)
ζγ(1N)
, y ∈ RN .
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It is known that
(
α
γ
)
= 0 unless γ+ ⊂ α+ (that is, (γ+)i ≤ (α+)i, 1 ≤ i ≤ N). For any
scalar s, the homogeneity of ζα implies
ζα(y + s1
N)
ζα(1N)
=
∑
γ
(
α
γ
)
s|α|−|γ|
ζγ(y)
ζγ(1N)
, y ∈ RN .
When k = 0,
(
α
γ
)
=
∏N
i=1
(
αi
γi
)
(ordinary binomial coefficients).
Proposition 5.8 (Baker and Forrester [BF3]) For α ∈ NN ,
exp
(
s
N∑
i=1
yi
)
ζα(y) =
∑
γ+⊃α+
h(α+, k + 1)E+(α)
h(γ+, k + 1)E+(γ)
(γ
α
)
s|γ|−|α|ζγ(y), y ∈ RN , s ∈ R.
Proof. The adjoint in the A-inner product of multiplication by exp(s
∑
i yi) is translation
g(y) 7→ g(y + s1N). Indeed, suppose f and g are polynomials, then
〈esΣyif(y), g(y)〉A = f(T )esΣTig(y)|y=0
= f(T ) exp
(
s
N∑
i=1
∂
∂yi
)
g(y)|y=0
= f(T )g(y + s1N)|y=0,
because
∑N
i=1 Ti =
∑N
i=1
∂
∂yi
. The given expression is found by using the A-norms of the
orthogonal basis elements ζγ (see Corollary 3.19). ✷
The adjoint of e−sL in the B-product is multiplication by exp
(
−s∑Ni=1 x2i), which can be
evaluated using the previous result for ζγ(y). For β ∈ NN , 0 ≤ ℓ ≤ N , let
b(β, ℓ) = (2β1 + 1, . . . , 2βℓ + 1, 2βℓ+1, . . . , 2βN).
For α ∈ NN , s ∈ R,
esL(x1 · · ·xℓζα(y)) =
∑
β+⊂α+
Λ(b(α, ℓ))h(β+, 1)E−(α)
Λ(b(β, ℓ))h(α+, 1)E−(β) (4s)
|α|−|β|x1x2 · · ·xℓζβ(y).(5.7)
The formula follows from a similar adjoint-type calculation as in 5.8. Here the norm of the
orthogonal basis element is
‖x1x2 · · ·xℓζβ(y)‖2B = 22|β|+ℓΛ(b(β, ℓ))‖ζβ‖2p
= 22|β|+ℓΛ(b(β, ℓ))h(β+, k + 1)E+(β)E−(β)/h(β+, 1)
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(see (5.4)). Put s = −1
2
in the formula to produce an orthogonal basis for e−|x|
2/2, s = −1
4
for e−|x|
2
in the formula (5.5); that is, including all the polynomials wA(x1 · · ·xℓζα(y)), A ⊂
[1, N ], ℓ = #A.
The special cases ℓ = 0 and ℓ = N have already been obtained by Baker and Forrester
[BF3], who called them generalized Laguerre polynomials.
We discuss the connection to the BN -type spin Calogero model in (1.3).
¿From the commutation [L, xi] = 2T
B
i ([D1], Proposition 2.2), it follows that e
−L/2xi =
(xi − TBi )e−L/2. Also
TBi xi = xiT
B
i + 1 + 2k1σi + k
∑
j 6=i
(σij + τij),
which shows that
e−L/2UBi e
L/2 = xiT
B
i − (TBi )2 + 1 + k + (2k1 − k)σi + k
∑
j>i
(σij + τij).
The Hermite polynomials from (5.6) (with s = −1
2
) are simultaneous eigenfunctions of these
operators. Then
H3 := e−L/2
N∑
i=1
UBi e
L/2
=
N∑
i=1
xi∂i −
N∑
i=1
(TBi )
2 + (k1 − k)
N∑
i=1
σi +N(Nk + 1 + k1).
The eigenvalues depend only on the degree and the number of odd indices,
H3e−L/2(x1 · · ·xℓζα(x2)) = ((2|α|+ ℓ) + 2ℓ(k− k1) +N(Nk+1+2k1− k)(e−L/2x1 · · ·xℓζα(x2)).
Let
h(x) =
∏
1≤i<j≤N
|x2i − x2j |k
N∏
i=1
|xi|k1,
then
h(x)H3h(x)−1 =
N∑
i=1
(
xi
∂
∂xi
− ∂
2
∂x2i
)
+ (k1 − k)
N∑
i=1
σi + k1
N∑
i=1
k1 − σi
x2i
+ 2k
∑
1≤i<j≤N
{
k − σij
(xi − xj)2 +
k − τij
(xi + xj)2
}
+N(k + 1).
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Conjugating once more leads to
e−|x|
2/4h(x)H3h(x)−1e|x|2/4 = H2 + (k1 − k)
N∑
i=1
σi +N(k +
1
2
).
The middle term is basically counting the odd indices. Yamamoto [Y] already found that the
eigenvalues were evenly spaced. Baker and Forrester [BF3] studied the A-version of this model
with a similar transformation, namely exp
(
−∑Ni=1 T 2i /2). Van Diejen [vD] and Kakei [K1],
[K2], [K3] have studied the symmetric (WN -invariant) eigenfunctions of this model.
The theory of symmetric and alternating polynomials from Sections 3 and 4 can be applied.
We will only write down the two-interval situation, but the methods apply to finer partitions
as well.
Fix an interval [1, ℓ], let Gℓ = S[1,ℓ] × S[ℓ+1,N ], and choose α ∈ NN which satisfies (≥, [1, ℓ])
and (≥, [ℓ+ 1, N ]) (corresponding to a standard B-partition). Then
αR := σ[1,ℓ]σ[ℓ+1,N ]α = (αℓ, αℓ−1, . . . , α1, αN , . . . , αℓ+1),
and #Gℓα is the number of distinct permutations of (α1, . . . , αℓ), (αℓ+1, . . . , αN). The following
polynomial is an invariant of S[1,ℓ] ×W[ℓ+1,N ]: Let
jα;ℓ := x1x2 · · ·xℓE+(αR, [1, ℓ])E+(αR, [ℓ+ 1, N ])
·
∑
β∈Gℓα
1
E+(β, [1, ℓ])E+(β, [ℓ+ 1, N ]) ζβ(x
2
1, . . . , x
2
N ).
Then jα;ℓ = x1x2 · · ·xℓ
∑
w wζα (summing over a complete set of representatives for the cosets
w{w0 ∈ Gℓ : w0α = α}. Further,
‖jα;ℓ‖2p = (#Gℓα)E+(αR, [1, ℓ])E+(αR, [ℓ+ 1, N ])‖ζα‖2p,
where
‖ζα‖2p = E+(α)E−(α)h(α+, k + 1)/h(α+, 1);
and
‖jα;ℓ‖2B = 22|α|+ℓΛ(b(α, ℓ))‖jα;ℓ‖2p.
This is also the squared norm (from (5.5)) of e−L/2jα;ℓ, which has the same S[1,ℓ] × W[ℓ+1,N ]
invariance. (For an interval I, WI is the group generated by SI and {σi : i ∈ I}.)
Further jα;ℓ(1
N) = (#Gℓα)E−(α)(Nk + 1)α+/h(α+, 1).
Suppose that α satisfies (>, [1, ℓ]) and (>, [ℓ+1, N ]). The following polynomial is alternating
for W[1,ℓ] × S[ℓ+1,N ]. Let
aα;ℓ = x1 · · ·xℓE−(αR, [1, ℓ])E−(αR, [ℓ+ 1, N ])
·
∑
w∈Gℓ
sgn(w)
E−(wα, [1, ℓ])E−(wα, [ℓ+ 1, N ]) ζwα(x
2
1, . . . , x
2
N ).
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Then aα;ℓ = x1 . . . xℓ
∑
w∈Gℓ
sgn(w)wζα,
‖aα;ℓ‖2p = ℓ!(N − ℓ)!E−(αR, [1, ℓ])E−(αR, [ℓ+ 1, N ])‖ζα‖2p,
and
‖aα;ℓ‖2B = 22|α|+ℓΛ(b(α, ℓ))‖aα;ℓ‖2p.
Further,
aα;ℓ(x)/(a[1,ℓ](x
2)a[ℓ+1,N ](x
2))
∣∣∣
x=1N
=
(Nk + 1)α+E−(α)
(Nk + 1)µh(α+, 1)
∏
{κi(α)− κj(α)− k : 1 ≤ i, j ≤ ℓ or ℓ+ 1 ≤ i < j ≤ N},
where µ = (ℓ−1, ℓ−2, . . . , 1, 0, N−ℓ−1, . . . , 1, 0)+; recall a[1,ℓ](x2) =
∏
1≤i<j≤ℓ(x
2
i −x2j ). Again
e−L/2aα;ℓ is also alternating for W1,ℓ]×S[ℓ+1,N ], and its squared norm (for (5.5)) equals ‖aα;ℓ‖2B.
As mentioned above, the techniques of sections 2 and 3 can be used to describe polynomials
with prescribed symmetry for direct products WI1 × WI2 · · · × WIr × SIr+1 · · · × SIt for any
collection {I1, I2, . . . , It} of pairwise disjoint intervals in [1, N ].
More information about the generalized binomial coefficients needs to be obtained so that
more concrete algorithms for the type-B Hermite polynomials can be found. The polynomials
could be useful in the numerical cubature associated to the Macdonald-Mehta-Selberg integral.
Also, such knowledge could lead to orthogonal bases for harmonic polynomials, which, by
definition, are annihilated by
∑N
i=1(T
B
i )
2; for example, these polynomials appear when one uses
spherical polar coordinate systems to find eigenfunctions of some Hamiltonians, see Section 3.4
in [vD].
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