Eigenvalue comparisons for boundary value problems for second order difference equations  by Ji, Jun & Yang, Bo
J. Math. Anal. Appl. 320 (2006) 964–972
www.elsevier.com/locate/jmaa
Eigenvalue comparisons for boundary value
problems for second order difference equations
Jun Ji, Bo Yang ∗
Department of Mathematics, Kennesaw State University, Kennesaw, GA 30144, USA
Received 27 March 2005
Available online 16 September 2005
Submitted by J. Henderson
Abstract
We consider the eigenvalue problems for boundary value problems of second order difference
equations
Δ(ri−1Δyi−1) + λaiyi = 0, 1 i  n, y0 = yn+1 − δyn = 0, (1)
and
Δ(ri−1Δyi−1) + μbiyi = 0, 1 i  n, y0 = yn+1 − δyn = 0. (2)
Comparison results for the eigenvalues of the problem (1) and the problem (2) are established.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In 1973, Travis [13] considered the eigenvalue problems for boundary value problems
of higher order differential equations
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⎧⎪⎨
⎪⎩
(a(x)u(n))(n) + λ(−1)n+1c(x)u = 0,
u(α) = u′(α) = · · · = u(n−1)(α) = 0,
u(n)(β) = u(n+1)(β) = · · · = u(2n−1)(β) = 0,
(1.1)
and ⎧⎪⎨
⎪⎩
(A(x)v(n))(n) + Λ(−1)n+1C(x)v = 0,
v(α) = v′(α) = · · · = v(n−1)(α) = 0,
v(n)(β) = v(n+1)(β) = · · · = v(2n−1)(β) = 0,
(1.2)
and obtained comparison results for the smallest eigenvalues of (1.1) and (1.2), by using the
theory of u0-positive linear operator in a Banach space equipped with a cone of “nonnega-
tive” elements. Since then, a lot of research has been done on comparisons of eigenvalues
of boundary value problems. We refer the reader to the papers of Chyan et al. [1], Davis
et al. [2], Diaz and Peterson [3], Eloe and Henderson [4,5], Gentry and Travis [6,7], Han-
kerson and Peterson [8,9], Henderson and Prasad [10], and Kaufmann [11]. However, in all
the above mentioned papers, the comparison results are for the smallest eigenvalues only.
In this paper, we consider the eigenvalue problems for boundary value problems of
second order difference equations
Δ(ri−1Δyi−1) + λaiyi = 0, 1 i  n, y0 = yn+1 − δyn = 0, (1.3)
and
Δ(ri−1Δyi−1) + μbiyi = 0, 1 i  n, y0 = yn+1 − δyn = 0, (1.4)
where λ and μ are parameters, and the forward difference operator Δ is defined as
Δyi = yi+1 − yi .
We are going to show that comparison results can be established for all the eigenvalues of
the systems (1.3) and (1.4) under certain conditions. Note that the problems (1.3) and (1.4)
are discrete analogies to the following boundary value problems for second order ordinary
differential equations:(
r(t)y′(t)
)′ + λa(t)y(t) = 0, y(0) = y′(1) + (1 − δ)y(1) = 0, (1.5)
and (
r(t)y′(t)
)′ + μb(t)y(t) = 0, y(0) = y′(1) + (1 − δ)y(1) = 0. (1.6)
Throughout the paper, we assume that
(H1) n 1 is a fixed integer;
(H2) ai  0 and bi  0 for 1 i  n with
∑n
i=1 ai > 0 and
∑n
i=1 bi > 0;
(H3) ri > 0 for 0 i  n; and
(H4) δ ∈ [0,1] is a constant.
If λ is a real or complex number such that (1.3) has a nontrivial solution {yi}ni=1, then λ
is said to be an eigenvalue of the problem (1.3), and the corresponding nontrivial solution
{yi}n is called an eigenvector of (1.3) corresponding to λ. Similarly, if μ is a real ori=1
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eigenvalue of the problem (1.4), and the corresponding nontrivial solution {yi}ni=1 is called
an eigenvector of (1.4) corresponding to μ.
The purpose of this paper is to establish the existence and comparison theorems for the
eigenvalues of the problems (1.3) and (1.4). We will also prove the existence of positive
eigenvectors corresponding to the smallest eigenvalues of the problems.
2. Eigenvalue comparisons
In what follows we will write X  Y if X and Y are symmetric n × n matrices and
X − Y is positive semidefinite. A matrix is said to be positive if every component of the
matrix is positive. We denote by x∗ the conjugate transpose of a vector x and by Nul(X)
the null space of a matrix X.
Note that the problem (1.3) is equivalent to the equation
(−Dδ + λA)y = 0,
where Dδ is a tridiagonal n × n matrix given by
Dδ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r0 + r1 −r1 0 · · · 0 0 0
−r1 r1 + r2 −r2 · · · 0 0 0
0 −r2 r2 + r3 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · rn−3 + rn−2 −rn−2 0
0 0 0 · · · −rn−2 rn−2 + rn−1 −rn−1
0 0 0 · · · 0 −rn−1 rn−1 + (1 − δ)rn
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and
A = diag(a1, a2, . . . , an−1, an), y = (y1, y2, . . . , yn−1, yn)T .
And the problem (1.4) is equivalent to the equation
(−Dδ + μB)y = 0,
where Dδ and y are defined as above and B = diag(b1, b2, . . . , bn−1, bn).
Let ei be the ith column of the identity matrix I of order n. Define Pi = I + ei−1eTi . It
is easily seen that
P2P3 · · ·PnD1PTn · · ·PT2 = diag(r0, r1, . . . , rn−1).
Thus, we have
D1 = P−1n · · ·P−13 P−12 diag(r0, r1, . . . , rn−1)P−T2 P−T3 · · ·P−Tn . (2.1)
The representation of D1 in (2.1) reveals the structure of D1 through which we can eas-
ily obtain many useful properties of D1 and its inverse D−11 . For example, the fact that
det(Pi) = 1 implies that det(D1) = r0r1 · · · rn−1 and the fact that (UV )−1 = V −1U−1 for
any two invertible matrices U and V implies that
D−11 = PTn · · ·PT3 PT2 diag(1/r0,1/r1, . . . ,1/rn−1)P2P3 · · ·Pn. (2.2)
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Proof. We note that Dδ can be written as
Dδ = D1 + en(1 − δ)rneTn . (2.3)
For any n-dimensional vector x, in view of (2.1) we have
x∗Dδx = x∗D1x + (1 − δ)rnx∗eneTn x
= (P−T2 P−T3 · · ·P−Tn x)∗diag(r0, r1, . . . , rn−1)(P−T2 P−T3 · · ·P−Tn x)
+ (1 − δ)rn
∣∣eTn x∣∣2  0
and x∗Dδx = 0 if and only if P−T2 P−T3 · · ·P−Tn x = 0, i.e., x = 0. Therefore the matrix Dδ
is positive definite. 
Lemma 2. If λ is an eigenvalue of the problem (1.3) and
y = (y1, y2, . . . , yn−1, yn)T = 0
is a corresponding eigenvector, then
(a) y∗Ay > 0.
(b) λ is real and positive.
(c) If ρ = λ is an eigenvalue of the problem (1.3) and
x = (x1, x2, . . . , xn−1, xn)T = 0
is a corresponding eigenvector, then we have xT Ay = 0.
Proof. (a) The assumption (H2) indicates that y∗Ay  0. Assume the contrary that
y∗Ay = 0. Obviously, we have √Ay = 0 where
√
A = diag(√a1,√a2, . . . ,√an ).
Then
Dδy = λAy = λ
√
A
√
Ay = 0,
which, as well as Lemma 1, implies that y = 0, a contradiction.
(b) We can write
λy∗Ay = y∗(λAy) = y∗Dδy = (Dδy)∗y = (λAy)∗y = λ¯y∗A∗y = λ¯y∗Ay,
which, together with (a), implies that λ = λ¯, i.e., λ is real. Finally, the relations above
indicate that λ = y∗Dδy/(y∗Ay) > 0 thanks to Lemma 1 and the first part of this lemma.
The part (c) follows from
(λ − ρ)xT Ay = λxT Ay − ρxT Ay = xT (λAy) − (ρAx)T y
= xT Dδy − (Dδx)T y = 0.
The proof is complete. 
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D
−1/2
δ AD
−1/2
δ as follows:
(a) If λ is an eigenvalue of the problem (1.3), then 1/λ is an eigenvalue of D−1/2δ AD−1/2δ .
(b) If α is a positive eigenvalue of D−1/2δ AD−1/2δ , then 1/α is an eigenvalue of the prob-
lem (1.3).
Proof. (a) If λ is an eigenvalue of the problem (1.3), and
y = (y1, y2, . . . , yn−1, yn)T = 0
is a corresponding eigenvector, then, we have, in view of Lemma 2, λ > 0 and λAy = Dδy.
Therefore
λAy = D1/2δ D1/2δ y,
and
D
−1/2
δ AD
−1/2
δ
(
D
1/2
δ y
)= 1
λ
(
D
1/2
δ y
)
.
The result in (b) can be proved similarly. The proof is complete. 
Next, we will focus on the existence of a positive eigenvector of the problem (1.3) for
the smallest eigenvalue. To this end, we need to analyze the elements of the matrix D−1δ .
Lemma 4. For any 1 i, j  n, define γ = min{i − 1, j − 1}. We have
(a) eTi D−11 ej =
∑γ
k=0 1/rk .
(b) For δ = 1, we have
eTi D
−1
δ ej =
(∑γ
k=0
1
rk
)( 1
(1−δ)rn +
∑n−1
k=0
1
rk
)− (∑i−1k=0 1rk
)(∑j−1
k=0
1
rk
)
1/((1 − δ)rn) +∑n−1k=0 1/rk .
Proof. It is easily seen that Piej = ej if i = j while Piej = ej−1 + ej if i = j . Define
eJ = e1 + e2 + · · · + ej .
We observe
P2P3 · · ·Pnej = eJ . (2.4)
It is seen from (2.2) and (2.4) that
eTi D
−1
1 ej = (P2P3 · · ·Pnei)T diag(1/r0,1/r1, . . . ,1/rn−1)(P2P3 · · ·Pnej )
= eTI diag(1/r0,1/r1, . . . ,1/rn−1)eJ
=
γ∑
1/rk,
k=0
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[12] that
D−1δ = D−11 −
D−11 eneTn D
−1
1
1/((1 − δ)rn) + eTn D−11 en
,
leading to
eTi D
−1
δ ej = eTi D−11 ej −
eTi D
−1
1 ene
T
n D
−1
1 ej
1/((1 − δ)rn) + eTn D−11 en
,
which, together with (a), further implies the desired result. 
Theorem 1.
(a) If λ is an eigenvalue of the problem (1.3), and
y = (y1, y2, . . . , yn−1, yn)T = 0
is a corresponding eigenvector, then y1 = 0 and yn = 0.
(b) If λ1 > 0 is the smallest eigenvalue of the problem (1.3), then there exists a positive
eigenvector y > 0 corresponding to λ1.
Proof. (a) Assume the contrary that either y1 = 0 or yn = 0. Then we can easily deduce
a contradiction, y = 0, from (−Dδ + λA)y = 0. We leave the details to the reader. For
part (b), we note that
D−1δ Ay =
1
λ1
y.
Thus 1/λ1 is the maximum eigenvalue of D−1δ A and the y is an eigenvector corresponding
to 1/λ1. Lemma 4 indicates that all elements of D−1δ are positive for 0 δ  1, i.e., D
−1
δ
is a positive matrix.
In the case when ai > 0 for all 1 i  n, we obtain that the matrix D−1δ A is positive and
therefore, the result follows immediately from the Perron–Frobenius theorem [14, p. 30].
In the case when some of the ai ’s are zero, without loss of generality we assume that
a1 = a2 = · · · = ap = 0 and ai > 0 for p < i  n, we can write D−1δ A as follows:
D−1δ A =
(
O V
O Z
)
where V is a p × (n − p) matrix and Z is a (n − p) × (n − p) matrix. Both V and Z
are positive matrices. Also, 1/λ1 is the maximum eigenvalue of Z. Applying the Perron–
Frobenius theorem to the positive matrix Z, there exists a positive vector yz > 0 such that
Zyz = 1
λ1
yz.
Define yv = λ1Vyz and y = (yTv , yTz )T . Obviously, we have
y > 0, D−1δ Ay =
1
λ1
y.
This completes the proof. 
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Proof. Let
x = (x1, x2, . . . , xn−1, xn)T = 0 and y = (y1, y2, . . . , yn−1, yn)T = 0
be any two eigenvectors of the problem (1.3) corresponding to λ and define z = x1y −y1x.
Obviously, we have
(−Dδ + λA)z = x1(−Dδ + λA)y − y1(−Dδ + λA)x = 0,
which, together with the fact that z1 = 0, indicates that z = 0, that is, x1y = y1x. Therefore,
x and y are linearly dependent thanks to the part (a) of Theorem 1. 
Lemma 6. Let N  1 be the number of positive elements in the set {ai}ni=1. Then there
are N distinct eigenvalues λi (i = 1,2, . . . ,N) of the problem (1.3) and αi = 1/λi (i =
1,2, . . . ,N) are the only positive eigenvalues of D−1/2δ AD−1/2δ .
Proof. The assumption (H2) implies that N  1. Suppose that α1  α2  · · ·  αn  0
are all eigenvalues of D−1/2δ AD
−1/2
δ . The fact that D
−1/2
δ AD
−1/2
δ is real and symmetric
indicates that there exists an orthogonal matrix Q such that
QT D
− 12
δ AD
− 12
δ Q = diag(α1, α2, . . . , αn). (2.5)
Therefore, we have that
rank(A) = rank(QT D− 12δ AD−
1
2
δ Q
)= rank(diag(α1, α2, . . . , αn)),
indicating that the number of positive αi is the same as that of positive ai in A which is
equal to N .
We claim that all of positive αi , i = 1,2, . . . ,N , are distinct. Suppose the contrary that
αi0 = αi0+1 > 0 for some i0 where 1 i0 N − 1. Observe that QT D−1/2δ AD−1/2δ Qei =
αiei , in view of (2.5), which further implies that
Dδ
(
D
− 12
δ Qei
)= 1
αi
A
(
D
− 12
δ Qei
)
, i = i0, i0 + 1.
Thus, we have two independent vectors in Nul(−Dδ + λA) for λ = 1/αi0 , more specifi-
cally,
D
− 12
δ Qei ∈ Nul
(
−Dδ + 1
αi0
A
)
, i = i0, i0 + 1,
contradicting Lemma 5. Thus, in view of Lemma 3, we see that {λi = 1/αi : i =
1,2, . . . ,N} gives the complete set of eigenvalues of the problem (1.3). The proof is com-
plete. 
J. Ji, B. Yang / J. Math. Anal. Appl. 320 (2006) 964–972 971Theorem 2. Assume the hypotheses of (H1)–(H4). Let j be the number of positive el-
ements in the set {a1, a2, . . . , an} and k be the number of positive elements in the set
{b1, b2, . . . , bn}. Let {λ1 < λ2 < · · · < λj } be the set of all eigenvalues of the problem (1.3)
and {μ1 < μ2 < · · · < μk} be the set of all eigenvalues of the problem (1.4). If ai  bi for
1 i  n, then λi  μi for 1 i  k.
Proof. In view of Lemma 6, we have that
α1 = 1
λ1
> · · · > αj = 1
λj
> 0 and αj+1 = · · · = αn = 0, (2.6)
and
β1 = 1
μ1
> · · · > βk = 1
μk
> 0 and βk+1 = · · · = βn = 0 (2.7)
are the eigenvalues of D−1/2δ AD
−1/2
δ and D
−1/2
δ BD
−1/2
δ , respectively. If ai  bi for 1
i  n, then A B , implying
D
− 12
δ AD
− 12
δ D
− 12
δ BD
− 12
δ . (2.8)
By Weyl’s inequality and (2.8), we have
αi  βi  0, 1 i  n. (2.9)
Finally, it is easily seen from (2.6), (2.7), and (2.9) that
1
λi
 1
μi
, 1 i  k,
implying that λi  μi for 1 i  k. The proof is complete. 
Finally we comment that similar results can be established for the eigenvalue problems
for boundary value problems of second order difference equations
Δ(ri−1Δyi−1) + λaiyi = 0, 1 i  n,
y0 − τy1 = yn+1 − δyn = 0,
and
Δ(ri−1Δyi−1) + μbiyi = 0, 1 i  n,
y0 − τy1 = yn+1 − δyn = 0,
where λ and μ are parameters, and τ, δ ∈ [0,1] with τ + δ = 2. We leave such generaliza-
tions to the reader.
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