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Tunnel Boring Machines (TBMs) are powerful tools for tunneling and underground con-
struction, which excavate material and install a segmental concrete tunnel liner for support.
However, unknown ground conditions pose a significant risk to tunneling operations and any
damage to the machine can be disastrous to a project. As such, there is a need for tools which
look ahead of the TBM for potential hazards during tunneling, including water saturated
zones, faults, boulders and metal pipes. Geophysical methods offer the capability to image
ahead of tunneling in order to prevent damage to the machine or nearby infrastructure, thus
improving tunneling operations. In particular, the DC resistivity method is useful because it
is sensitive to a large range of conductivity variations in geological and man-made materials.
The research presented in my thesis consists of three parts: (1) a laboratory study of
a scale model TBM and tunneling environment, (2) a series of forward models studying
different survey designs, and (3) the inversion and imaging of synthetic data under different
assumptions. I introduce several new survey designs that attach DC resistivity electrodes on
a probe or probes, which are then pushed into the earth in front of the machine each time
excavation stops. My laboratory data and forward modeling results show that this method
reduces interference caused by the metallic TBM body, and increases the distance ahead of
the machine at which a target may be detected: depending on the specific survey design,
the TBM influence is minimal once the probe is pushed 20% to 55% of the TBM diameter
ahead of the machine and targets can be detected up to 60% TBM diameter away. Finally, I
invert synthetic data to produce ahead-of-tunneling images using different amounts of prior
information (e.g. TBM and host rock resistivity) and perform a time-lapse inversion, which
has not been done for DC resistivity on a TBM before. I conclude the inversions with two
types of comparisons to the true model and show that including more prior information
decreases model error, but does not necessarily improve how well a target can be imaged.
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1.1 Introduction and Motivation
Figure 1.1 Photo of Phyllis, a 7.1 meter diameter Tunneling Boring Machine (TBM). Phyllis
bored 6.8 kilometers as part of the London Crossrail project to update and expand the city’s
transit infrastructure. Photo taken by the London Crossrail project [1].
Tunnel Boring Machines (TBMs) are powerful tools in underground construction for their
ability to both excavate the subsurface and install concrete segmental tunnel lining for struc-
tural support. Several classifications of TBMs exist [4, 5], but the research here focuses on
closed shield TBMs, such as Earth Pressure Balance (EPB) machines (Figure 1.1), and are
1
Figure 1.2 Photo of Bertha, a 17.4 meter diameter TBM. Tunneling operations on the SR
99 Alaskan viaduct project were halted for two years, beginning in December of 2013, after
damage to the TBM [2]. Photo taken by the Washington State Department of Transporta-
tion [3].
assumed to be in soft grounds (i.e. soils, sands, clays, etc.). Over the last couple decades,
TBMs have become a staple in underground construction projects including transportation,
water lines, sewer overflow, flood control, and numerous other applications [6–8]. These
projects may cost hundreds of millions of dollars and span years of planning, excavation,
and post-tunneling construction [9, 10] and as such, there is a significant amount of prepa-
ration prior to breaking ground. Much of this pertains to the geotechnical baseline report
(GBR), which involves local and regional geologic studies and exploratory boreholes to char-
acterize the subsurface as much as possible [11]. Occasionally GBRs will include near-surface
geophysical surveys, although this is by no means a requirement. One of the GBR’s pur-
poses is to characterize the geologic uncertainty and evaluate the associated risks [12–14].
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Unfortunately, even with such geologic information and risk characterization, TBMs often
get stuck, damaged (Figure 1.2), or cause damage to nearby infrastructure [15–17].
Thus there is a need for additional information during excavation to mitigate or prevent
such disasters. Additional information can come from a variety of sources, such as InSAR
from satellites [18] and LiDAR on the surface for ground deformation [19], TBM operations
data on cutterhead thrust and torque for current tunneling conditions [20, 21], and look-
ahead methods for imaging geology prior to excavation [22], which is where the research
here comes into play. This project focuses on imaging ahead of a TBM with an electrical,
geophysics method known as Direct Current (DC) resistivity, for the purpose of providing
additional information during tunneling operations.
1.2 Related Research
Figure 1.3 A simple example of what an active seismic survey on a TBM may look like [22]
and how it could detect geologic changes ahead of a TBM.
In recent years, there has been a growing quantity of research on look-ahead methods for
imaging in front of a TBM and are mostly geophysical in nature, ranging from seismic to
electromagnetic techniques. Most of the seismic research is passive [23] and takes advantage
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Figure 1.4 An example of what a GPR survey on a TBM may look like [22]. Three are three
different survey designs proposed in the figure, which require zero, one, or two boreholes to
be drilled when deciding where to locating the radar antennas.
of the natural mechanical signals being generated by the TBM itself, although there has also
been some research into active seismic methods [24], as seen in Figure 1.3. The advantage
of seismic is that the method is easy to implement and data can be collected continuously
during excavation; however it is not sensitive to everything and may have difficulties with
poor coupling [25]. Another active area of geophysical research in tunneling environments is
on electromagnetic (EM) methods, such as Ground Penetrating Radar (GPR) and Transient
EM (TEM). GPR is useful due to its high-fidelity and much of the tunneling research is on
different survey designs (i.e on the TBM or in a borehole, see Figure 1.4) and optimizing the
survey and antenna design to balance the radar penetration depth and signal resolution [26,
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27]. Some studies have suggested that TEM can detect changes as far as 60-80 meters away,
but the downside is limited resolution orthogonal to antenna orientation and large amounts
of EM noise [28–30].
Figure 1.5 Image from related research of a DC resistivity survey implemented with a pair
of boreholes [31]. The upper borehole has a length of 20 meters, the lower borehole has a
variable length of 1, 5, 10, 15, or 20 meters, and the vertical distance between boreholes is
8 meters.
Another geophysical approach that is applied for TBM look-ahead is DC resistivity,
which is advantageous because of the large range and contrasts of resistivity in different
geologies, fluids, and man-made materials [32–34]. Research in applying DC resistivity to
TBMs dates back to the early 2000s. The first commercial implementation is the Bore-
tunnelling, Electrical Ahead Monitoring (BEAM) system, produced by Geo Exploration
Technologies, which relies on measuring apparent resistivity and the Induced Polarization
(IP) to make petrophysical classifications [35]. The company uses in-house software, but
appears to focus on detection rather than true imaging with inversions. Since then research
in the area has increased, beginning with focused current methods in the late 2000s, similar
to the BEAM technique [36]. Following that, more complex survey designs have arisen with
multiple electrode pairs located on the TBM face, the face and shield, or even using the
shield as one giant electrode [37–39]. More recently, the idea of attaching electrodes to
probes and extending those probes in front of the TBM have been explored [31] and can be
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seen in Figure 1.5, which also happens to be the main focus the following research.
This research can be largely be viewed as a continuation and expansion of a dissertation
by Schaeffer [40] and a more recent paper by Lee et al. [31]. Schaeffer’s dissertation was
also on the topic of imaging ahead of a TBM with DC resistivity and included a mix of
both numerical and laboratory experiments, but differed significantly in the survey design.
Schaeffer attached all electrodes on the TBM or the tunnel liner, as done by many other
researchers. However, Lee et al. used a new survey design, based placing electrodes on a
probe and extending that in front of the TBM. Lee et al.’s survey design has much more
similarities to the one’s implemented within this thesis and was purely a numerical experi-
ment. The approach and selected experiments within this thesis are essentially Schaeffer’s
mixed laboratory and numerical approach to study a probe based system similar to the one
Lee et al. introduced.
Schaeffer’s laboratory and numerical experiments are performed with a large metal pipe,
measuring 1/5 the TBM diameter and additional numerical experiments on geologic planar
interfaces are also included, but are not relevant to this research. Ultimately, there were
significant differences in the laboratory and numerical results and the metal pipe could be
detected from distances of less than half the TBM diameter up to 3 TBM diameters [40].
Lee et al. focused on imaging a vertical water saturated region of low resistivity with
an electrode probe-based system. This is a much different problem than trying to image a
metal pipe or rod and they were more focused on imaging the target region after the region
was located between the two probes, rather than trying to image the target region before
the probes reached it [31]. The results by Lee et al. are promising, but the ability to image
ahead of the TBM in their results is limited by how far the probes are inserted into the earth
ahead of the TBM.
1.3 Overview of Tunneling Process
Tunneling projects often operate in a similar manner to an assembly line [41]. There
is a constant stream of materials being moved from the tunnel entrance to the TBM and
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excavated material from the TBM being conveyed to outside of the tunnel. This assembly line
process follows a cycle based on whether the TBM is excavating at the moment or installing
the tunnel liner. TBMs excavate by pushing backwards on the concrete tunnel liner with
hydraulic jacks to propel themselves forward. The TBM can only advance a limited distance
at a time and stops periodically to install the next concrete segmental ring before the next
excavation phase can begin. During this downtime it is possible to extend a probe or probes
with electrodes into the earth and perform a DC resistivity survey in a limited time frame.
One of the assumptions of this research is that the tunneling environment is soft ground
that the probe or probes can be pushed into with little or no drilling required. If drilling is
required to fully extend the probe into the earth, then this method would not be feasible in
the limited time frame without interrupting the tunneling assembly line process.
1.4 General DC Resistivity Data Collection
Apparent resistivity data are collected by performing a DC resistivity survey, which is
an electrical geophysical method that requires contact with the earth [32–34, 42]. A DC
resistivity array is performed with four electrodes, often labeled A, B, M , and N . A key
part of the data acquisition is the survey design, which involves deciding where each electrode
should be located. Two common survey designs seen in Figure 1.6 are the Wenner array and
the dipole-dipole array, both of which are implemented in the laboratory. For any survey
design, current (I) is injected into the ground between the two source electrodes (A and
B) and the potential difference (∆V ) is measured between the two potential electrodes (M
and N). The current and observed potential difference can be transformed to an apparent





The geometric factor is dependent on the relative positions of the electrodes and on




Figure 1.6 Basic survey designs of a Wenner array in Figure 1.6(a) and a dipole-dipole array
in Figure 1.6(b). In both arrays, electrodes A and B form a closed circuit, through which the
current is inject into the earth at electrode A and electrode B serves as the current return.
While current is flowing through the earth, the potential difference is measured between
electrodes M and N . The electrode spacing a is constant between all adjacent electrodes in
a Wenner array. However, in a dipole-dipole array the spacing within an electrode dipole
(the AB pair or the MN pair), while the spacing between dipoles is a scalar multiple of a.










2πn(n+ 1)(n+ 2)a, (1.3)
where Equation 1.2 is for a Wenner array (Figure 1.6(a)) and Equation 1.3 is for a dipole-
dipole array (Figure 1.6(b)). In the event where the electrode spacing between dipoles is the
same as the electrode spacing within dipoles (also know as a Wenner-β array [34]), then the





1.5 Project Description and Objectives
The application of a DC resistivity survey on a TBM is explored in depth for its look-
ahead ability to improve tunneling operations, as well as to detect a possible target for
mitigating or preventing possible TBM damage. There are three main components involved:
the first is a recreation of a real tunneling environment with laboratory-scale models of a
TBM, tunneling environment, and possible targets; the second is a numerical counterpart
to the laboratory experiment as well as additional, hypothetical survey designs; and the
third explores the inversion process and different ways of constructing subsurface models
and detecting a possible target. Each of these components comprise a chapter and contain
thorough, detailed investigations of the given topic.
All of these components focus on a survey design that requires the electrodes to be
attached to a probe, or probes, and extended in front of the TBM with the intent of reducing
the TBM signal in the data. The purpose for doing so is to measure the influence of the
TBM upon the observed apparent resistivity. Another objective is determining how far a
target can be detected from and how this may be affected by survey design and electrode
distance in front of the TBM. The target can be either a metal rod or a plastic sphere
and are designed to mimic real tunneling hazards, such as a metal pipe or large boulder,
respectively. Further laboratory and numerical experiments study the geometric relationship
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of target offset from the center tunnel alignment and target orientation with respect to the
TBM and electrodes. The objective of these studies is understanding what region the data is
sensitive to and if an asymmetric target can be detected in unfavorable orientations. Finally
in Chapter 4, the objectives are showing the influence of the TBM upon the resulting model
and how it can be removed. Plus, how well the observed data can be inverted in a tunneling
environment, by using different amounts of information, with the goal of accurately modeling
the region in front of the TBM and a key focus on detecting and resolving the target. The




LABORATORY ACQUISITION OF DC RESISTIVITY DATA IN A SCALED MODEL
TUNNELING ENVIRONMENT
2.1 Introduction
As mentioned in Section 1.5, much of the following research is on empirical data collected
in a laboratory-scaled, approximation of a tunneling environment and a majority has pre-
viously been published as an SEG expanded abstract [44]. Rather than attach electrodes
directly to the TBM face or shield as common in the relevant literature, the idea of locating
the electrodes somewhere in front of the machine is explored. There is precedence for labo-
ratory DC resistivity experiments with electrodes located on the TBM [40, 45] and there is
precedence for numerical work of a probe system, but there have not been any laboratory
experiments of a DC resistivity survey in front of a TBM using the probe system. The
probe method can be grouped in two main classes depending on how it is integrated with
tunneling operations. The first is performing a DC resistivity survey infrequently and taking
the time to drill probe holes a length of several TBM diameters ahead of the TBM. This
allows for a single survey to be performed with a more generous time frame to obtain high
data coverage. The second approach is collecting data multiple times throughout the day
by taking advantage of down-time after each excavation phase, while the segmental concrete
tunnel liner is being installed. This research focuses on this second approach and is further
expanded on in Section 1.3.
The primary goals are to measure the influence of the TBM upon the observed apparent
resistivity and determine how far away a target can be detected. To simplify the construction
of a miniature TBM and its survey design, a toy problem is used. This toy problem relies
on four probe system, in which there are a total of four electrodes and each one is located
on a separate probe. This is discussed in more detail in Section 2.2, but simplifies the
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physical construction and acts as a bridge between a realistic TBM survey design and the
more classical and better understood surface survey design.
2.2 Methods
Figure 2.1 Copper model TBM. The cutterhead is circular, with diameter D, and has four
point electrodes with a spacing of distance a (2.286 centimeters). The material inside the
tunnel is air and the material outside is soil or rock. The cutterhead can rotate about its
center axis and the angle of rotation (α) is measured with respect to the tunnel springline
(the horizontal and transparent red plane in diagram). A target (in this case a resistive
spherical body/cavity), is located distance d in front of the cutterhead and offset a distance
r radially from the center. The electrodes extend a distance ℓ in front of the cutterhead
and are electrically isolated to ensure that current flows from a discrete point, as required
in standard DC resistivity theory. The cutterhead is located a distance x from the tunnel
entrance.
In order to produce data that represents the tunneling environment without performing
a full-scale field survey, a laboratory scale model was created. The laboratory environment
consists of a large tank of water to mimic a homogeneous environment, a scale model TBM,
and a miniature target. A DC resistivity survey is performed either with the TBM in the
tank by itself or with the TBM and one of two targets in the tank. The first situation was
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valuable for measuring the tank boundary conditions and understanding the influence of the
TBM upon the measurements, while the second situation investigated this methodology’s
ability to image ahead of the TBM and detect a target.
There are several parameters discussed throughout the following sections of this chapter
and Chapter 3 that play an important role in the apparent resistivity behavior and include:
the target (size, shape, and material), cutterhead material (copper or plastic), distance
between target and cutterhead (d), distance from cutterhead to electrodes (ℓ), offset of the
tunnel’s central axis to the target (r), the angle between the electrodes and the springline
(α), and the survey type (Wenner or dipole-dipole array).
2.2.1 Model TBM
(a) (b)
Figure 2.2 Pictures of model TBMs built for laboratory experiments. These photos were
taken about 15 months after construction and some wear can be seen, such as slight discol-
oration of the PVC and rusting of the electrodes. Figure 2.2(a) is the copper model TBM
when ℓ/D = 25% and Figure 2.2(b) is the plastic model TBM when
ℓ/D = 75%. Both models
have the same dimensions, and the main difference is that the plastic TBM does not have a
shield because the PVC is already acting as a resistive shield.
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Two models TBMs, shown in Figure 2.2, were used in the laboratory and constructed
as scale models of a real TBM, in both spatial dimensions and material properties. Both
TBM diameters (D) are 8.89 centimeters, with a shield length that extends about 1.125D
deep, and the cutterhead is made of either copper or plastic. One cutterhead was made of
copper (Figure 2.2(a)) for the purpose of being electrically conductive, as a real TBM is,
while the other was made of plastic (Figure 2.2(b)) for the purpose of comparison and better
understanding the affect of the TBM upon the observed data. In addition, each cutterhead
has a section of PVC pipe inserted to mimic a resistive, concrete tunnel liner. The full TBM
(cutterhead, shield, and PVC tunnel liner) is then inserted vertically into a tank of water,
as in Figure 2.3(b), to complete the tunneling environment in a wholespace.
Each scale model TBM is equipped with four electrodes, extending directly in front of
the cutterhead. These are electrically isolated from the TBM and are designed to act as
point electrodes. Each electrode is separated by a distance of 0.9 inches (2.286 centimeters)
and are used for Wenner and dipole-dipole arrays. All data collected with the Wenner and
dipole-dipole survey designs are transformed to a wholespace apparent resistivity value with
Equations 1.2 and 1.4, respectively.
In a real TBM, the electrodes would likely be extended in front of a TBM with custom
made probes constructed of a resistive material and several metal ring electrodes. However,
extending four such probes is not realistic for several reasons, due to the lack of space directly
behind the cutterhead, an extremely busy working environment, and many TBMs only have
the equipment to extend one or two probes into the subsurface at a time. More realistic
scenarios are discussed in Section 3.6, but the design implemented in the laboratory is used
because it is simple enough that it can be easily related to surface DC resistivity surveys
(Figure 1.6) and it can be approximated as a 1D forward modeling problem (A.4), while
providing numerous insights into the tunneling environment. In addition, this survey design
is much easier to build on a miniaturized scale model than the more realistic scenarios.
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(a) (b)
Figure 2.3 Pictures of the water tank used for laboratory experiments. Figure 2.3(a) is of
tank, which measures over 1.4 meters tall and is built in two 0.7 meter sections, each with
an inner diameter of 0.95 meters. A rubber O-ring is placed between the two tank sections
and a rubber belt is tightened around the outer diameter to prevent water leaks. Water was
filled in the tank to a height of 1.2 meters. Figure 2.3(b) is of the same tank, but with the
copper model TBM suspended in it. A wooden platform with a hole in its center was used
to position the TBM in x and y, while a blue plastic sleeve, wooden frame, and a clamp
were used to plumb the model TBM and position it in z.
2.2.2 Homogeneous Tank
Continuing on with the survey design, each model TBM is placed vertically in a tank
filled with deionized water (Figure 2.3), such that the cutterhead is a distance s below the
surface (Figure 2.1). The distance s is equivalent to a TBM that is located at a station,
which is a distance s from the tunnel portal. The tank in Figure 2.3(a) is designed to mimic
a homogeneous, wholespace earth [46] and is large enough to eliminate boundary conditions,
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as later shown in Section 2.3.1.
The TBM can be moved spatially in x and y by moving the entire platform in Fig-
ure 2.3(b) or moved in z by sliding the TBM up or down the blue plastic sleeve, loosen-
ing/tightening the clamp, and using a level to check if it is vertical.
As mentioned in Section 2.2, the first set of laboratory experiments are performed with
only the copper model TBM or plastic model TBM in the tank. The data collection focuses
on measuring boundary conditions, measuring the effect of cutterhead material, and how
apparent resistivity changes as ℓ/D increases.
2.2.3 Targets
(a) (b)
Figure 2.4 Pictures of targets in front of the copper model TBM suspended in the tank of
water. Figure 2.4(a) is of a metal rod, with a diameter that is about 1/20D, and Figure 2.4(b)
is of a plastic sphere with a diameter that is 1/5D.
The second level of experiments consisted of placing various objects in the tank (Fig-
ure 2.4), intended to act as targets of concern in tunneling projects. Two targets have been
imaged: a thin metal rod (Figure 2.4(a)) to recreate metal pipes in urban environments
and a plastic sphere (Figure 2.4(b)) to recreate a boulder or void in front of a TBM. In a
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Figure 2.5 Drawn to scale figures of a survey design for a metal rod in front of a model
TBM. The metal rod is about 1/20D in diameter, about 1.5 times an electrode’s diameter,
and several times longer than the TBM diameter, though the full length is not displayed
here. Data is collected when the angle between the springline and the longitudinal target
axis (α) is 0◦ and 90◦. The more transparent the target, the greater the distance r is between
the target and the central TBM axis.
real tunneling environment, data would be collected incrementally as the TBM approaches
a possible target. Therefor to recreate this, laboratory data was collected as the model
TBM was incrementally moved downward in z, toward the target (Figure 2.3(b)) and at
multiple values of r and α to account for different possible relative positions of a real TBM
and target. Figure 2.5 and Figure 2.6 shown a detailed layout of spatial relationship of
the TBM, electrodes, and the target. The same color-coding of r with different levels of
transparency is applied to the results in Section 2.3.3 and Section 2.3.4.. To reduce the data
collection time span, all data was collected when the electrodes were extended 25% in front
of the model TBM. This distance was chosen based on results from the homogeneous data
collection (Figure 2.9) and physical limitations due to time constraints in real TBM projects,
while simultaneously maximizing the electrode distance from the cutterhead.
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Figure 2.6 Drawn to scale figures of survey designs for a plastic sphere in front of a model
TBM. The plastic sphere diameter is 1.5 D. Data is collected when the angle between the
springline and the horizontal target axis (α) is 0◦ and 90◦. The more transparent the target,
the greater the distance r is between the target and the central TBM axis.
2.3 Results and Discussion
2.3.1 Verification of Tank Boundaries
Before attempting to detect a target in front of the model TBMs, measurements were
taken to record the boundary conditions. There are three boundaries, although only two
were investigated. The first is the horizontal boundary, the source of which is from the
tank wall, and was measured by moving the model TBMs toward the wall and collecting a
background apparent resistivity value. As seen in Figure 2.7, recorded data is constant from
the tank center to a distance of about 4D away from the center. The second boundary is
from the water surface in the tank. This boundary has a much more noticeable impact upon
the data; however, the apparent resistivity still returns to the background value before the
TBM is 1D below the surface. The background values in both Figure 2.7 and Figure 2.8 can
also be cross-validated to show they are the same. The third boundary condition is from the
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Figure 2.7 Horizontal boundary condition of the tank shown in Figure 2.3. The TBM was
incrementally moved toward the tank wall, until it was touching the boundary, and a Wenner
array was performed at each position. Effects from the horizontal boundary are minimal and
disappear when the TBM is more than 1D away from the tank wall. Vertical error bars are
the standard deviation of observed apparent resistivity and the horizontal error bars (very
small) are uncertainty in TBM position.
bottom of the tank; although this was not recorded because neither the TBM nor targets
were placed at a depth less than 4D from the tank bottom and in addition the PVC pipe
on the model TBMs (Figure 2.2) was not long enough to reach the tank bottom.
2.3.2 TBM in the Tank without Targets
The responses from each TBM in Figure 2.9 are near mirrors of each other. When the
electrodes are close to the cutterhead (e.g. ℓ/D is less than 15%), the apparent resistivity is
heavily influenced by the true resistivity of the cutterhead material and is over 30% different
from the average background resistivity. For the copper TBM it is low resistivity and for the
plastic TBM it is high resistivity. As the electrodes get further in front of the cutterhead, the
apparent resistivities converge on the background resistivity of about 875 Ωm. Once ℓ/D is
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Figure 2.8 Vertical boundary condition of the tank shown in Figure 2.3. The TBM was
incrementally moved from the tank’s water surface downward and a Wenner array was per-
formed at each depth. The maximum depth that data was collected at was less than half of
the total tank height. There are large boundary effects from the upper tank boundary, but
these disappear once the TBM is at a depth greater than 1D.
greater than about 45%, the effect of the cutterhead on the observations is minimal and less
than a 1.5% change from the average background resistivity (Figure 2.9). Most of the data
discussed in future sections is collected with ℓ/D equal to 25%, and the resulting apparent
resistivity is about 16% more or less resistive than the average background resistivity for the
plastic model TBM and copper model TBM, respectively.
2.3.3 Imaging Metal Rod in Front of TBM
Focusing on the Wenner array in Figure 2.10(a) and Figure 2.10(b), the responses are
similar for the two different α values. At larger distances (d/D greater than 75%) the tar-
get cannot be detected, but as the electrodes and the cutterhead approach the target, the
signal from the target becomes stronger. Since the metal rod is more conductive than the
background resistivity, the observed apparent resistivities are lower than the background.
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Figure 2.9 The relationship between ℓ/D and apparent resistivity of a Wenner array in front of
a TBM in a wholespace. The red data points are from the copper model TBM in Figure 2.2(a)
and the blue data points are from the plastic model TBM in Figure 2.2(b). Both sets of
measurements follow a 1/ℓ2 shape, which is expected because the electrical field decreases
according to the inverse square law. The copper and plastic model TBM measurements
converge on an apparent resistivity of about 875 Ωm.
Eventually, the response curves reach a minimum value (approximately d/D equals 25%) and
begin increasing toward the background resistivity. This is a result of the metal rod being
physically located between the cutterhead and the electrodes, so as the cutterhead continues
approaching the target, the electrodes are now moving further away from the target.
The dipole-dipole data in Figure 2.10(c) and Figure 2.10(d) display significant differences
based on α. Figure 2.10(c) (α is equal to 0◦ case) is most similar to the Wenner array data.
As r increases, the electrodes all have the same distance from the target, so the response
magnitude simply diminishes. Observations in the α equals 90◦ case (Figure 2.10(d)) behave
much differently. As r rod increases, some electrodes may become closer to the target while
others move further away. The result is that while the rod is located between the two
dipoles the apparent resistivities are more conductive than the background, and while the
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rod is located within one of the dipoles the apparent resistivities are more resistive than the
background value. The reversal of apparent resistivity from relatively conductive to resistive
is the result of 3D current flow, which is based subsurface geometry, especially the target
position relative to the current injection electrodes and voltage measurement electrodes.
Once the target’s radial position becomes large enough, all the electrodes are located on the
same side of the target and the target response is minimal.
Maximum coupling in the Wenner array occurs when both α and r are minimized. The
response magnitude from the dipole-dipole array is unaffected by α; although, it is more
variable with r. Like the Wenner array, maximum coupling occurs when r is minimized.
In the Wenner array, the metal rod only appears more conductive than the background;
however, the dipole-dipole apparent resistivity can be either more or less conductive than
the background, based on α and r. This is a well known problem [47] and apparent resistivity
should be inverted for true resistivity instead of interpreting it directly for geology.
2.3.4 Imaging Plastic Sphere in Front of TBM
Figure 2.11(a) and Figure 2.11(b) are similar to those in Figure 2.10(a) and Figure 2.10(b),
expect the response is now resistive rather than conductive. This is a result of the target,
a plastic sphere, now being more resistive than the background. The magnitude of the
peaks from the plastic sphere experiments are also smaller than those from the metal rod
experiments, due to the smaller contrast in target resistivity and background resistivity.
In addition, the results in Figure 2.11(a) and Figure 2.11(b) are approximately the same,
whether α is 0◦ or 90◦, because a sphere has no azimuthal variation. Maximum coupling is
when r is minimized and α is no longer a constraint. However, the plastic sphere may appear
conductive in certain situations ( Figure 2.11(b)) for similar reasons as the dipole-dipole data
when imaging the metal rod.
As in the case of the metal rod, the dipole-dipole data from the plastic sphere are highly
sensitive to changes in lateral offset for the α equals 90◦ case (Figure 2.11(d)). Apparent
resistivities may be either greater than or smaller than the background value depending
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on where is plastic sphere is located relative to the two dipoles. The greatest magnitude
responses still occur when radial position is minimized.
Figure 2.11(c) and Figure 2.11(d) look remarkably similar to Figure 2.10(c) and Fig-
ure 2.10(d). The reason for this is unclear at the moment and will require further data
collection and modeling. It could prove a potential challenge during inversion to distinguish
different targets due to non-uniqueness [48]. One potential option to overcome this prob-
lem includes implementing multiple survey configurations to reduce the number of possible
targets that satisfy the observations.
2.4 Conclusion
These experiments have shown that DC resistivity is capable of detecting targets on a
model TBM in laboratory conditions. It is crucial for electrodes to be located far enough
in front of the cutterhead to reduce the influence of the TBM on the data. A minimum
distance (ℓ/D) greater than 25% is suggested for a majority of the TBM signal to attenuate
and a distance greater than 45% for the influence of the TBM to be negligible. The distance
at which targets can be detected depends on electrode extent, target size, orientation, and
conductivity contrast with the background. For a metallic TBM with the electrodes located
25% D in front of the cutterhead, these targets are first detected when d/D is between 50%
and 75% (Figure 2.10 and Figure 2.11).
The data show that targets cannot be well detected if r/D is greater than one, and means
that the observations are only sensitive to resistivity contrasts along the tunnel alignment.
In other words, the DC resistivity survey images ahead of the TBM and not to the sides of
the TBM. Furthermore, responses from a Wenner array and a dipole-dipole array have been
shown to have different shapes and magnitudes due to changes in α and target shape. This
is important for distinguishing different target shapes and orientations.
Directly interpreting the apparent resistivities can be misleading in some cases, which
reinforces the need to invert for true resistivity prior to interpreting the potential impact of
a target on an underground construction project.
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Figure 2.10 Data collected with the copper model TBM in homogeneous tank with a metal
rod as a target. The top two subplots are from a Wenner array, whereas the lower two
subplots are from a dipole-dipole array. Line transparency represents r and corresponds
with the survey design described in Figure 2.5. Subplots (a) and (c) are when α is 0◦ and
subplots (b) and (d) are when α is 90◦, so the electrodes are perpendicular to the tunnel
springline (Figure 2.5).
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Figure 2.11 Data collected with copper model TBM in homogeneous tank with a plastic
sphere as a target. The top two subplots are from a Wenner array, whereas the lower two
subplots are from a dipole-dipole array. Line transparency represents r and corresponds with
the survey design described in Figure 2.6. Subplots (a) and (c) are when α is 0◦ and subplots




FORWARD MODELING OF DC RESISTIVITY DATA
3.1 Introduction
The objective of this chapter is providing a numerical counterpart to the laboratory
work in Chapter 2 and to expand upon it with more realistic data collection scenarios. All of
the numerical calculations are performed with a free, open-source software called Boundless
Electrical Resistivity Tomography (BERT), which combines unstructured meshes and finite
elements to create a flexible DC-IP forward modeling framework [49, 50]. More details are
provided in Section 3.2 and a series of increasingly complex verifications are provided for
BERT in comparison to analytic solutions in Appendix A.
The forward modeling process is extremely important for simulating hypothetical sit-
uations prior to performing a field survey. The chapter begins with a recreation of the
laboratory study to verify to model correctness prior to modeling more realistic survey de-
signs. In addition, during the laboratory comparison a more detailed study is dedicated to
understand the influence of the TBM upon the data. Multiple realistic survey designs are
studied based on how many probes are feasible, where could they be located, how far could
they be extended into the earth, and how many data points can be calculated in a short time
frame, with the goal of understanding which survey designs can detect a target and which
ones have the best coupling.
3.2 Background and Methods
Forward modeling is the process of calculating the expected data from a given model
and a set of material properties for each region of the model. In the case of DC resistivity,
the model is a map of true resistivity (ρ) assigned to each region or voxel and the resulting
apparent resistivity data (ρa) can be calculated from the model with a set of governing
equations.
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The governing equations are derived from the same physics for analytic and numerical
solutions and the difference between them is how the solution is calculated. In simple
geometric cases, such as a buried layer, the governing equations can be expressed in their
analytic form and an exact solution can be calculated. However, in geometries that cannot be
easily expressed mathematically, such as a buried boulder with an irregular surface, deriving
an analytic solution is often difficult, inconvenient, or impossible. In such cases, the forward
problem is most easily solved by discretizing the model and governing equations to obtain an
approximate solution. Accurate results will only be produced by discrete forward models if
boundary conditions are implemented correctly, the mesh is refined enough, and interactions
between voxels are accounted for. In the case of DC resistivity, an accurate discrete forward
modeling code may also account for the secondary potential, in addition to the primary
potential.
There are three methods of forward modeling applied. The first two are 1D analytic
solutions and the third is a numerical FEM. The analytic solutions (method of images and a
Hankel transform) are only applied in Appendix A for verification of the numerical solution,
although a brief review is still provided here.
The method of images is a direct solution to a given model and is easiest to solve for in
either a layer over a halfspace or a quarterspace situation. Its theory is based on the idea
of an electrostatic charge being mirrored across a boundary (i.e. in a quarterspace) or set of
boundaries (i.e in a layer over a halfspace). The mathematics are simple to solve for in these
two cases, but become more complex when there is a multilayered earth, buried layers, or
buried electrodes. In such situations, the Hankel transform provides a more general solution
for any 1D layered earth, where the electrodes can be at any location (i.e. at the surface or
buried a different depths).
As mentioned in Section 3.1, all of the 3D calculations are performed with BERT, which
uses finite elements and unstructured meshes to provide solutions for complex and irregular
geometries. BERT outsources the mesh creation to programs such as TetGen and Gmsh,
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which auto-generate tetrahedral meshes with specific parameters (i.e. maximum volume or
tetrahedral radius-to-edge ratio) to ensure overall mesh quality [51]. By default, the forward
modeling functions by solving a boundary value problem given by the continuity equation
∇ · (1/ρ∇V ) = −∇ · j in Ω ⊂ IR3, (3.1)







= j · n on Γ, (3.2)
where j is the current density, Ω is the modeling domain, n is the outward normal on a
boundary, and Γ is the collection of boundaries within the model. BERT also imposes
Neumann conditions at the surface and mixed boundary conditions elsewhere by adjusting µ
in Equation 3.2. In addition, the boundary value problem is solved for with a current source
term based on the Dirac delta function
∇ · j = Iδ(r− rs). (3.3)
This method will be known in later sections as the default BERT method.
However, the default solution leads to a singularity due to an infinite potential gradient
at the source, as well as poor numerical approximations near electrodes. BERT has an
alternative, more accurate solution that calculates the secondary potential. This method
also has the advantage of removing the singular current density caused by Equation 3.3 and
will be referred to in later sections as BERT singularity removal. The equations will not be
expressed here, but readers can refer to [50] and [52] for additional information.
3.3 Forward Modeling of a TBM in a Tank
The model TBMs and tank were constructed with the BERT API via TetGen. The
tank was built with the Neumann boundary at the surface and mixed boundary conditions
elsewhere. It measures 0.95 meters in x and y and 1.2 meters in z. The dimensions are
the same as in the real tank, with the only difference being that the artificial tank is a
rectangular prism, rather than being cylindrical. The model TBMs were constructed by
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Figure 3.1 Image of 3D unstructured, tetrahedral mesh generated with BERT and TetGen.
The TBM is displayed as a solid object with the outer tetrahedral edges highlighted on the
surface and the background is both clipped and semi-transparent. The electrodes are points
floating in space, rather than physical electrodes connected to a probe, as in Figure 2.2.
They are displayed as light-gray spheres floating in front of the TBM, every 5% D from 0%
D to 100% D, inclusive. Note that the electrodes at 0% D are actually at 1.125% D. The
light-gray region of the TBM represents the PVC tunnel liner, the copper colored region
represents the cutterhead and shield (of either the plastic or copper model TBM), and the
blue-gray background represents the water in the tank.
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Figure 3.2 Forward modeled results of a TBM in a wholespace. Both the copper (red curves)
and plastic TBMs (blue curves) were modeled and data was calculated for a Wenner array
(solid lines) and a dipole-dipole array (dashed lines). The background resistivity is 875 Ωm,
the copper TBM resistivity is 10−6 Ωm, and the plastic TBM resistivity is 106 Ωm.
combining multiple smaller meshes, each with different material properties, to form the
correct geometry. The TBM dimensions are the same as in the laboratory, with an outer
diameter of 8.89 centimeters, an electrode spacing of 0.9 inches (2.286 centimeters), and a
total shield length (including cutterhead thickness) of about 112.5% D. The BERT APIs
cannot make a perfect cylinder, but instead create an approximation via an n-sided prism.
For the model TBMs and the PVC tunnel liner, a 12-sided prism was used in place of a true
cylinder.
Each region of the mesh shown in Figure 3.1 was assigned a resistivity to perform the
forward modeling. The assigned values are 106 Ωm for the PVC tunnel liner and plastic shield
and cutterhead (Figure 2.2(b)), 10−6 Ωm for the copper cutterhead and shield (Figure 2.2(a)),
and 875 Ωm for the background water. The mesh was refined within a small region with a
radius of 0.1 centimeters around each electrode, based on the results from Appendix A.4.
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Figure 3.3 Comparison of 3D synthetic data from BERT to the empirical data collected in
a laboratory environment. The red lines and points are from the copper TBM and the blue
are from the plastic TBM. Dashed lines are the synthetic Wenner array data and the floating
points with error bars are the empirical data. The vertical error is about ±1.12 % TBM
diameter and the apparent resistivity error is the reported instrument error. The resistivities
of the liner, target, and background are 106 Ωm, 10−6 Ωm, and 875 Ωm, respectively. The
resistivity of the copper cutterhead is 10−6 Ωm and the plastic cutterhead is 106 Ωm.
Data was collected in the same manner as discussed in Section 2.2, by extending all four
electrodes to a distance ℓ in front of a conductive or resistive TBM and performing a Wenner
array or dipole-dipole array. The results are displayed in Figure 3.2 for the four different
combinations. The results from the copper TBM return to the background resistivity value
at a faster rate for a dipole-dipole array than for a Wenner array. This suggests that the
Wenner array is more sensitive to the TBM and may be able to detect target from a greater
distance than a dipole-dipole array. However, in the case of the plastic TBM, the dipole-
dipole array actually appears to be more sensitive to the TBM because it measures much
greater values of ρa when
ℓ/D is small.
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Figure 3.3 compares the synthetic Wenner array data from Figure 3.2 to the empirical
Wenner data from Figure 2.9, for both the copper and plastic TBMs. The synthetic copper
data matches the observed apparent resistivity from the laboratory very well for all values
of ℓ/D, although the same cannot be said for the plastic TBM. The numerical plastic TBM
data matches the empirical data when ℓ/D ≥ 15%, but does not match the observed data
at smaller distances. Part of this is because the empirical plastic TBM data at ℓ/D = 0%
is a poor data point and should have been recollected, although it is also possible that
the synthetic results were modeled with a resistivity value for the cutterhead that was too
resistive.
3.4 Forward Modeling of a TBM in a Tank with a Target
Figure 3.4 3D model of TBM, electrodes, and target in a tank. This is a combination
of Figure 3.1 and Figure 3.7 and all the dimensions are consisted with those two figures and
with the laboratory counterparts.
A second forward model was created that contained a metal rod in the tank in front of
the TBM. All of the tank dimensions, wholespace resistivity, and TBM resistivities are the
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Figure 3.5 Forward modeled Wenner data of model TBM in a tank, showing apparent resis-
tivity vs the distance between the target and the TBM.
same as in Section 3.3 and the metal rod was assigned a resistivity of 10−6 Ωm. The target
dimensions were kept as close as possible to the true target and was given a length of 0.8
meters and a diameter of 3/16 of an inch. In terms of TBM diameter, the length is 9 D and
the metal rod diameter is 0.054 D, which is just larger than 1/20 D. As with the TBM, the
cylindrical shape of the metal rod was approximated by a twelve-sided prism. The resulting
mesh can be seen in Figure 3.4, when the target is a distance of 101.24%D away from the
TBM and α is 0◦.
In addition, the same laboratory survey was performed numerically, in which Wenner
and dipole-dipole data was collected at all combinations of ℓ/D,
r/D and α. The results
are displayed in Figure 3.5 and Figure 3.6 as ρa versus
ℓ/D. The numerical data strongly
resembles the empirical results, providing additional validation that the numerical code is
correct and further builds confidence in the laboratory data.
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Figure 3.6 Forward modeled dipole-dipole data of model TBM in a tank, showing apparent
resistivity vs the distance between the target and the TBM.
A brief analysis will be provided because much of the results are the same as in Sec-
tion 2.3.3. As the distance from the target (d/D) decreases, the apparent resistivity increases
until the target is the same distance away from the TBM as the electrodes (d = ℓ = 25%D).
After which, the apparent resistivity begins returning to the wholespace value of 875 Ωm,
although never reaches the true host resistivity due to the influence of the conductive TBM.
This same trend is observed at both α = 0◦ and α = 90◦ for the Wenner array and at α = 0◦
for the dipole-dipole array. However, as observed in the empirical data, the apparent resis-
tivity at some values of r/D in the dipole-dipole array are more resistive than the background
when α = 90◦. This is a result of the different survey design and is why apparent resistivity
should not be directly interpreted because it is misleading.
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Figure 3.7 Model of a target in the tank with floating point electrodes and no present TBM.
The target is a thin cylindrical rod, based on the laboratory design in Figure 2.4(a). The
mesh was constructed without a TBM, although an outline of the TBM from Figure 3.1 was
superpositioned on top of the model, to show where the TBM would be located relative to
the electrodes and target.
3.5 Forward Modeling of a Target in a Tank without TBM and Influence of
TBM on Data
A final forward model was perform for the toy problem, in which there is a target but no
TBM (Figure 3.7). The same survey from Section 2.3.3 and Section 3.3 was performed here
and although there is no direct laboratory counterpart, it still provides a valuable insight for
how the TBM presence affects the observed apparent resistivity.
The raw data is displayed in Figure 3.8 for the Wenner array and in Figure 3.9 for the
dipole-dipole array. The data is very similar to the results from Section 3.3, although there
are a couple of important differences, which are better displayed as the percent difference
between the metal rod data collected with and without the TBM
Percent Difference =
ρTBMa − ρNo TBMa
ρNo TBMa
. (3.4)
The resulting percent differences are shown in Figure 3.10 and Figure 3.11 for the Wenner
and dipole-dipole arrays, respectively. The first important difference to remark on is the
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Figure 3.8 Forward modeled Wenner array data of 3D TBM in a tank, with the electrodes
extended 25% of TBM diameter in front of the cutterhead.
background resistivity. The Wenner array measures an apparent host resistivity that is
about 17% more conductive in the presence of the TBM. The percent difference is slightly
smaller for the dipole-dipole array, which is about 7% more conductive when there is a TBM
compared to no TBM. This is the same effect observed in Section 2.3.3 and Section 3.4 and
is the main reason that the probe method is being implemented. So that the electrodes can
be located as far from the TBM as logistical and minimize the TBM influence on the data.
However, there is a second, more subtle TBM influence that can also be observed in Fig-
ure 3.10 and Figure 3.11, which is the asymmetrical nature of the data collected in Sec-
tion 2.3.3 and Section 3.3. Although it can be seen by closely inspecting Figure 3.5 and Fig-
ure 3.6, it is more noticeable in the percent difference plots. Essentially, the data collected
without the TBM is perfectly symmetrical about ℓ = 25% D (Figure 3.8 and Figure 3.9),
but this symmetry is broken by the TBM. At large distances (i.e. d > 40% D in Figure 3.10
and Figure 3.11), the percent difference is constant. This constant difference is the one men-
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Figure 3.9 Forward modeled dipole-dipole array data of 3D TBM in a tank, with the elec-
trodes extended 25% of TBM diameter in front of the cutterhead.
tioned before, caused by the TBM influence in a wholespace. However, as the target gets
closer to the TBM the percent difference begins to vary, especially once d ≤ 25% D. Once
d ≤ 25% D, the TBM influence becomes much more noticeable and truly diverges from the
metal rod in a wholespace response.
3.6 Realistic TBM Modeling
Until now, all modeling has been performed with a toy model, in which the dimensions
and material properties were realistic, but the survey design was simplified to be analogous
with common surface acquisitions and simplify the experimental implementation. However,
the simplified model is not representative of possible survey designs that may be implemented
on a full scale TBM in the field. As such, additional synthetic data have been calculated with
survey designs that are field ready and likely to be implemented. There are no experimental
data to substantiate these results; however as prior sections and Appendix A have shown,
the results from BERT are reliable.
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Figure 3.10 Plots of the percent difference between the metal rod Wenner data with the
TBM (Figure 3.5) and without the TBM (Figure 3.8).
These realistic scenarios focus on two main possibilities. First is placing the electrodes
on a specially constructed probe, located on the TBM shield. These probes extend in front
of the TBM at a flared angle (θ, assumed to be 5◦), through existing ports commonly used
for jet grouting. The probes would have several ring electrodes and are otherwise electrically
insulating. Note that the total length of the probe (ℓp) and the distance of the furthest
electrode in front of the TBM (ℓ) are different in these scenarios, with ℓ being given by
ℓ = ℓp cos(θ).
The second possible source of electrode positions are the radial ports located on the shield
or the cutterhead. These radial ports are often used for over-excavating the tunnel and jet
grouting and could be manipulated to extend an electrode a small distance into the earth,
perpendicular to tunnel alignment. Three main scenarios are studied that implement one or
both of these possible electrode positions.
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Figure 3.11 Plots of the percent difference between the metal rod dipole-dipole data with
the TBM (Figure 3.6) and without the TBM (Figure 3.9).
Figure 3.12 Scenario 1a design. There is a single probe located 1/2D on the shield behind
the cutterhead, with four electrodes on it. The probe is flared outwards at an angle of 5◦
and extends length, ℓ, in front of the TBM. The electrodes are used for both a Wenner array
and dipole-dipole array. In the image, the probe is located 90◦ (φ) clockwise from vertical,
although it may also be positioned at 45◦, 270◦, or 315◦.
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Figure 3.13 Scenario 1b design. There are two probes located 1/2D on the shield behind
the cutterhead, with two electrodes on each. Both probes are flared outwards at an angle
of 5◦ and extend length, ℓ, in front of the TBM. The electrodes are used for a pseudo
equatorial dipole-dipole array (“pseudo” because the probes are not parallel) and a cross-
borehole method. In the dipole-dipole (AB-MN) approach, the current dipole is located
on one probe and the potential dipole is on the other. In the cross-borehole (AM -BN)
approach, each probe has one current electrode and one potential electrode. The probes
may be located in any combination of the possible positions (φ ∈ {45◦, 90◦, 270◦, 315◦}).
3.6.1 Scenario 1: Use of Electrode Probes
Scenario 1 involves the sole use of electrodes located on probes to perform a survey. This
is further broken down into the use of one (Figure 3.12) or two (Figure 3.13) probes at a
time. In the case of one probe, all four electrodes are located on the probe and either a
Wenner or dipole-dipole array is performed. This is conceptually, the most similar scenario
to the toy model. If there are two probes, then two electrodes are located on each probe. One
electrode array design (AB-MN) is placing both current electrodes on one probe and both
potential electrodes on the other. This is similar to an equatorial dipole-dipole method, with
the only difference being that the probes, and therefor dipoles, are not parallel to each other.
Another design (AM -BN) is placing one current electrode and one potential electrode on
each probe.
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Figure 3.14 Wholespace results from scenarios 1a and 1b. Scenario 1a (a) contains a Wenner
array and dipole-dipole array results. Scenario 1b is split into two subplots, with the AM -
BN results in (b) and the AB-MN results in (c). Each curve in the scenario 1b results
represents a different angular separation (∆φ) between the two probes.
The probe may be placed at one of four angular positions (φ ∈ {45◦, 90◦, 270◦, 315◦})
around the shield, measured clockwise from vertical. For a single probe, the value of φ only
matters when rotational symmetry is broken, which may occur in the presence of a target.
If there are two probes, then the angular difference (∆φ) determines the resulting apparent
resistivity in a wholespace.
The wholespace results from scenario 1a (Figure 3.14(a)) resemble the 1D quarterspace
response, as further explained in Appendix A.3. The apparent resistivity quickly returns to
background resistivity, with the percent difference in ρa being 2.21% for the Wenner array
and 1.95% for the dipole-dipole array when ℓ/D is 20%. This is at a much faster rate than
in the toy model, which comparatively has ρa percent differences of 27.7% and 14.5% for the
Wenner and dipole-dipole arrays, respectively. This is advantageous because it allows for
more accurate wholespace measurements when the probes are extended a shorter distance
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Figure 3.15 Scenario 1a results in the presence of a metal rod. The probe position and
extent are fixed at φ = 90◦ and ℓ/D = 25% and the target distance is variable. Data was
only modeled at a single value of r and is not exhaustive as in previous sections.
into the earth.
Scenario 1b’s wholespace results vary significantly based on the survey design. The AM -
BN results (Figure 3.14(b)) are similar to the toy model and the Wenner array in scenario 1a.
There is a smooth transition from the conductive region near the TBM to the background re-
sistivity, as ℓ/D increases. However, the results from the AB-MN survey (Figure 3.14(c)) are
drastically different and resemble an over-exaggerated dipole-dipole quarterspace response.
As the angular separation (∆φ) between two probes increases, the magnitude of the response
also increases. Depending on the survey performed in any particular scenario, the resulting
ρa can be drastically different. Some surveys and scenarios may be better at measuring the
background resistivity while others may be better suited for detecting targets.
All of these scenarios are also modeled in the presence of a target. The same metal rod
from the previous sections is placed at distances of up to 101.24% D in front of the TBM
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Figure 3.16 Scenario 1b results for the AM -BN array in the presence of a metal rod. The
probe extent is fixed at ℓ/D = 25%, but the angular position of the probes and the target
distance are variable.
at angles of α = 0◦ or α = 90◦. However, r is fixed at 0% D to reduce the number of
models that need to be ran and because a thorough analysis of the relationship between r
and apparent resistivity is provided in earlier sections.
The dipole-dipole array has a stronger response than the Wenner array in Figure 3.15(a)
for scenario 1a with a metal rod at α = 0◦. However, neither array is sensitive to the metal
rod when α = 90◦. This is when the minimum coupling occurs and also holds true for both
scenario 1b arrays in Figure 3.16(b) and Figure 3.17(b). As in the wholespace, the scenario
1b AM -BN array results have a similar trend as the scenario 1a results. The larger the value
of ∆φ in Figure 3.16(a), the more conductive the response is and if ∆φ is small enough, then
it is insensitive to the target. Despite having good coupling in the scenario 1a arrays and
the scenario 1b AM -BN array, they all have a rather poor target detection distance and can
only detect the metal rod when d ≤ 35% D.
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Figure 3.17 Scenario 1b results for the AM -BN array in the presence of a metal rod. The
probe extent is fixed at ℓ/D = 25%, but the angular position of the probes and the target
distance are variable.
The scenario 1b AB-MN array is much better in this regard and can detect the metal
rod from as far as 60% D in optimal conditons. The AB-MN array has maximum coupling
with the target when the angle between φAB and φMN is maxmized. However, unlike the
AM -BN array in Figure 3.16(a), which has a apparent conductive response, the AB-MN
array in Figure 3.17 has a resisitive response to the conductive target. In addition, the other
probe positions are relatively less sensitive to the target than those from the AM -BN array.
This means that both arrays have value: AM -BN is useful for its reliabily and AB-MN for
its large look-ahead distance when there is good coupling.
3.6.2 Scenario 2: Use of Radial Electrodes
Using only radial electrodes greatly restricts the ability to image ahead of the TBM due
to limited ability to extend the electrodes away from the TBM itself. The radial electrodes
are either on the cutterhead (scenario 2) or on the shield at a distance of 1/3D behind the
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Figure 3.18 Scenario 2 design. There are no probes, instead all four electrodes are located
directly on the cutterhead at radial ports that may extend outward in the r-direction. Al-
ternatively, the radial electrodes may also be positioned on the shield, 1/3D behind the
cutterhead. The two survey designs used with this configuration are a null coupling array
and an equatorial dipole-dipole array. In the null coupled array, the current dipole and po-
tential dipole are orthogonal to each other, whereas the dipoles are parallel to each other in
the equatorial dipole-dipole array.
cutterhead (scenario 3), further restricting the ability to image ahead of the TBM.
As in scenario 1, there are two electrode array designs for scenario 2 (Figure 3.18). The
first is a null-coupled array, in which the current dipole is orthogonal to the potential dipole
(i.e. φA and φB are located at 0
◦ and 180◦, respectively and φM and φN are located at 90
◦
and 180◦, respectively). The advantage of null-coupling the electrodes is that ρa is infinite
if there is perfect symmetry and is finite if that symmetry is broken, such as if there is a
target. Another possible survey design is an equatorial dipole-dipole, in which the current
dipole and potential dipole are parallel to each other. The radial electrodes in a realistic
field survey would either be located directly on the TBM or slightly away from it in the x or
y directions, likely at a distance of less than 5%D. This results in an extremely conductive
measurement due to the large amount of coupling with the TBM. The numerical results were
ρa = 3.05
−5 Ωm when the electrodes are directly on the TBM and ρa = 63.39 Ωm when the
electrodes are extended a distance of 5%D away from the TBM.
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Unfortunately, neither of these arrays are sensitive to a metal rod when α = 0◦ or
α = 90◦. This is because symmetry is still conserved and would only be broken if α /∈
{0◦, 90◦, 180◦, 270◦} or if r 6= 0% D. Neither of these cases were tested because the primary
focus was placed on better understanding scenarios 1 and 3.
3.6.3 Scenario 3: Use of Radial and Probe Electrodes
Figure 3.19 Scenario 3a design. There is a single probe with three electrodes and one radial
electrode located 1/3D behind the cutterhead. The probe electrodes, in order of decreasing
ℓ are A, M , and N , and the radial electrode is B. As is scenario 1, the probe can be placed
at different φ values.
The third possible scenario outlined is a combination of scenarios 1 and 2. Here, the
current return electrode (B) is a radial electrode located 1/3D behind the cutterhead on the
shield and the remaining electrodes are on the probe(s). Scenario 3a (Figure 3.19) is when
there is a single probe with three electrodes on it and the fourth electrode (B) is located
behind the cutterhead. Scenario 3b (Figure 3.20) is where there are two probes, one with
electrode A and the other with electrodes M and N .
The wholespace results from scenario 3a in Figure 3.21(a) are nearly identical to the
dipole-dipole array in scenario 1a (Figure 3.14(a)). In this situation, it appears that locating
a current return electrode on the TBM at any angle of φ, has little affect on the observations.
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Figure 3.20 Scenario 3b design. There are two probes and a single radial electrode located
1/3D behind the cutterhead. One probe has electrode A, the other probe has the potential
electrodes, and the radial electrode is B. Both probes can be place at different combinations
of φ.
Figure 3.21 Scenario 3a (a) and 3b (b) results in a wholespace. Electrode B is located at
φ = 180◦ in both scenarios. Scenario 3a only has one probe and each curve is represented at
the angular difference (∆φ) between the probe and electrode B. Scenario 3b has two probes,
whose positions are explicitly labeled.
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Figure 3.22 Scenario 3a results in the presence of a metal rod. The probe extend is fixed at
ℓ/D = 25%, but the probe positions and the target distance are variable.
Although, it is possible that there would be a more noticeable difference between scenarios
1a and 3a in the presence of a target, especially once the target distance (d) is smaller than
the electrode distance (ℓ).
However, adding a second probe results in a much more complex set of results. The B
electrode is fixed at φB = 180
◦ in Figure 3.21(b), with the other current electrode, A, located
at either φA = 45
◦ or φA = 90
◦. Both the potential electrodes are located on the same probe,
which is placed at φMN equals 45
◦, 90◦, 270◦, or 315◦ depending on the position of probe A.
The calculated data vary drastically as a function of relative electrode positions, resulting in
apparent resistivities ranging from below negative 2000 Ωm to above 2000 Ωm. The general
trend is that the greater the angular difference between φA and φMN (∆φA,MN), the smaller
the apparent resistivity. The two curves with the largest resistivities (red and blue curves
in Figure 3.21(b)) are when ∆φA,MN is just 45
◦ and the results with the smallest resistivities
(orange, purple, and brown curves) are when ∆φA,MN is 135
◦ or 180◦.
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Figure 3.23 Scenario 3b results in the presence of a metal rod. The probe extend is fixed at
ℓ/D = 25%, but the probe positions and the target distance are variable.
There are two different “kinks” that appear in the data. The first is observable in Fig-
ure 3.21(b) at ℓ/D = 5% for the curves with a negative apparent resistivity and the second
is a smoother transition between ℓ/D = 10% and
ℓ/D = 15% for the positive apparent resis-
tivity curves. These regions are a result of the electrodes M and N transitioning from being
partially located behind the cutterhead to being fully located in front of the TBM. A similar
effect is in play for the positive apparent resistivity curves.
As in all of the other cases, scenarios 3a and 3b were modeled with a metal rod for a target.
The overall similarity between scenario 3a in Figure 3.22 and scenario 1a in Figure 3.15 holds
true. The survey design is most sensitive to the target when the probe, which is where the
majority of electrodes are located, is inline with the target in Figure 3.22(a). That is, when
the probe is located at 90◦ or 270◦ and the target orientation is α = 0◦, which corresponds
to φ = 90◦ and φ = 270◦. In this case, the metal rod can first be detected at about 40% D.
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At first glance the scenario 3b results at α = 0◦ (Figure 3.23) may appear complicated,
but most of the probe positions have little sensitivity to the target. The surveys most
sensitive to the target are those with one or two probes located inline with the target, such
that φ = 90◦ or φ = 270◦. Here the metal rod could be detected as far away as 60% D. As
in scenario 1, neither scenario 3a nor 3b have any sensitivity to the target at α = 90◦.
3.7 Conclusion
A synthetic model has been created that can produce ERT data in a simplified tunneling
environment and a thorough verification of the code has been provided in Appendix A.
The synthetic data has been compared to the empirical results and shown to closely match,
especially for a copper TBM in a wholespace. These results support those from Chapter 2,
stating that placing the electrodes as far from the TBM as realistically possible is important
to reduce the TBM influence of the observations and to detect possible targets from farther
away. In addition, an analysis of the influence of the TBM on the data has been given in
Section 3.5. This was performed by calculating the data from a metal rod with and without
the TBM present and providing a percent difference plot. The percent differences show that
the TBM influence causes the data to be about 7% to 17% more conductive than the true
host resistivity and breaks an element of symmetry when d < ℓ.
The forward modeling was advanced one step further with more realistic survey designs
caused by the limitations of finite time, resources, and limited possible probe positions on
a real TBM. Three primary scenarios were introduced and some were more successful than
others. The scenario 1a and 1b results were both sensitive to a target maximally coupled
(α = 0◦), but had little to no sensitivity if the survey design had minimum coupling with
the target(α = 90◦). Similar results were obtained scenario 3a and 3b. The metal rod can
be first detected at distances of 35% D to 60% D, depending on the survey design. The null
coupling array from scenario 2 failed to detect the target in all cases. However, this is due to
the inherent symmetry of the models and may still shown sensitivity if the target orientation
was α = 45◦, for example, or if r/D 6= 0%.
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Overall, the results are consistent with those from Chapter 2 and expand upon them
for realistic surveys, coming to a few conclusions. The first is that the TBM has a strong
influence on observations and is minimized by placing the electrodes further away and the
second conclusion is that targets can be detected sooner if the electrode extension is greater.
Finally, the survey design is of utmost importance and some determines what target geome-
tries it is sensitive to. If a survey design has two probes located at φ = 90◦ and φ = 270◦,
then it will preferentially detect a metal rod that is oriented length-wise at α = 0◦.
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CHAPTER 4
INVERSION OF SYNTHETIC DC RESISTIVITY DATA IN A TUNNELING
ENVIRONMENT
4.1 Introduction
At several points in the previous chapters, it has been mentioned that apparent resistivity
data should not be directly interpreted for geologic structure or targets because the data is
misleading. This has been emphasized in numerous figures and discussions of a conductive
target that produces data with a larger apparent resistivity than the host resistivity or a
resistive target with an apparent resistivity more conductive than the host. In order to
properly model the local subsurface near the TBM and possibly image a target, it is crucial
to invert the data. A realistic data set has been constructed from the scenario 1 and scenario
3 results in Section 3.6 with a total of 14 electrodes: two radial shield electrodes located at
φ = 0◦ and φ = 180◦ and two probes located at φ = 90◦ and φ = 270◦. Each probe has 6
electrodes evenly spaced from ℓ/D = 5% to
ℓ/D = 25%.
The objective of this chapter is to perform a set of inversions with the outlined data set
when the target is located at multiple distances from the TBM. The target is a metal rod
and is assumed to be oriented at α = 0◦ and r = 0% D to reduce to number of inversions
that need to be performed. Each set of inversions has a different assumption as to how much
prior information is available, ranging from zero information in Section 4.4.1 to additional
information on the TBM shape, size, and resistivity in Section 4.4.2, or even including data
from a previous TBM location 4.4.4. The goals are to determine what prior information is
beneficial, how well can the local subsurface be imaged, how well can a target be located,
and how much information is needed to do so.
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4.2 Background and Methods
Inversion is a common technique in geophysics, typically used for producing subsurface
models. Forward modeling begins with a known model and applies physics to calculate
the expected data, which is apparent resistivity in the case of DC resistivity. Inversion is
the opposite process and attempts to solve to reconstruct the original model by essentially
mapping the given data to a discretized model. Difficulties arise in this problem due to
the data space size being smaller than the model space size in most cases, which leads
to non-uniqueness, meaning that there are an infinite number of models that satisfy the
data. Regularization is introduced to provide model constraints that should produce more
geologically realistic models and prevent overfitting the data. In addition, regularization
allows information from other sources to be incorporated to reduce the discrepancy between
data space size and the model space size.
As with Chapter 3 for forward modeling, the inversions here are performed with BERT.
The mathematical theory of how BERT solves the inversion problem is discussed in Ap-
pendix B, but the basic implementation is mentioned here. BERT is given a data set and
an initial model, shown in Figure 4.1, and the user may specify several constraints including
the regularization parameter, constraints, and what prior information to include.
All of the inversion plots in this chapter, as well as many plots of 2D slices through a 3D
model throughout the thesis, are constructed with the assistance of a Python module called
vtki [53].
4.3 Model
The model used throughout the inversions (Figure 4.1) is nearly identical to the model
from Figure 3.4 and the only difference is the electrode positions. Rather than inverting
the data from Section 3.4, where there are four probes, a more realistic dataset based on
scenarios 1 and 3 from Section 3.6 was used. Here, there are two probes with six electrodes
on each one and two radial electrodes. The probes are located at φ = 90◦ and φ = 270◦
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Figure 4.1 3D model of the TBM, target, and electrode design used for forward modeling the
data used in the inversions. The TBM dimensions are the same as in preceding chapters and
the target is the same metal rod from Figure 2.4(a) and Figure 3.4. The electrode positions
are largely based on Scenario 3b (Figure 3.20), but are limited to 15%, 20%, and 25% ℓ/D.
The two radial electrodes positions are 0◦φ and 180◦φ and are located at the front of the
cutterhead.
and the radial electrodes are at φ = 0◦ and φ = 180◦. The two radial electrodes and the
probe at φ = 270◦ can be seen in Figure 4.1 and the other probe is partially hidden by the
clipped background mesh. A better view of the survey design is provided in Figure 4.2 as a
simplified cartoon.
Data is collected by performing the dipole-dipole survey from scenario 1a on each probe,
the cross-probe surveys from scenario 1b, scenario 3a with each probe and each radial elec-
trode, and scenario 3b with each radial electrode. The six electrodes on each probe are used
such that scenarios 1a, 1b, 3a, and 3b can each be performed at ℓ/D equals 15%, 20%, and
25%. In total, 36 data points are collected each time d/D changes, as follows:
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Figure 4.2 Realistic survey design used for inversions. It is a combination of scenarios 1a,
1b, 3a, and 3b. There are a total of 14 electrodes and a total of 36 data points are collected.
6 data points are collected with scenario 1a, 6 data points from scenario 1b, 12 data points
from scenario 3a, and 12 data points using scenario 3b.
• Scenario 1a (6 data): All combinations of distances ℓ/D ∈ {15%, 20%, 25%} and probe
locations φ ∈ {90◦, 270◦} collected with a dipole-dipole array
• Scenario 1b (6 data): Data collected for distances ℓ/D ∈ {15%, 20%, 25%} with the
probes fixed at φ = 90◦ and φ = 270◦ using both the AB-MN and AM -BN survey
designs
• Scenario 3a (12 data): All combinations of distances ℓ/D ∈ {15%, 20%, 25%}, probe
locations φ ∈ {90◦, 270◦}, and the shield electrode located at φ ∈ {0◦, 180◦}
• Scenario 3b (12 data): All combinations of distances ℓ/D ∈ {15%, 20%, 25%}, the
shield electrode positioned at φ ∈ {0◦, 180◦}, the probe with electrode A located at
φ ∈ {90◦, 270◦}, and a separation of ∆φ = 180◦ between the two probes.
More data could have been collected; however, the quantity was limited to what might be
realistic in the field with an instrument capable of measuring at multiple potential electrodes
for each current injection and a small time frame. The exact amount of time is not concrete
and depends on the TBM diameter, mechanical specifications, and how many concrete tunnel
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segments must be installed to build a single tunnel ring. However, a good estimate is to




The naive inversion is one that has zero prior information and is shown primarily to
stress the importance of including prior information. Without including the TBM location
and material properties, the inversion routine cannot correctly invert for a wholespace or a
target. The forward modeled data cannot detect targets farther than 40%D to 60%D in most
cases, but even at large distances, such as Figure 4.3(b) when d/D is 101.24%, the inverted
model still contains a large conductive body in front of the TBM, due to the influence of
the conductive TBM on the data. The differences between Figure 4.3(d) and Figure 4.3(b)
are nearly indistinguishable, despite the target being 45% closer. It is only when the target
is much closer, as in Figure 4.3(f), that the impact of the target upon the model can be
distinguished from the improperly inverted TBM. This highlights the major issue of not
including any prior information from the TBM in the inversion routine: the source of a
conductive body cannot be determined as belonging to a target or the TBM.
4.4.2 TBM Prior Information
The inversion can be significantly constrained by including the prior information of the
TBM location and material properties. This is performed by adding the TBM geometry
to the mesh and assigning the correct resistivities to the cutterhead and tunnel liner. In-
cluding this information greatly improves the ability to model the wholespace, as evident
by comparing Figure 4.4(a) to Figure 4.4(b), and recover an accurate background resistivity
value (ρtrue = 875Ωm). This information is available in the field because the TBM and
tunnel dimensions are known, the TBM material is known, and the tunnel liner resistivity
is dependent on the amount of ground water that permeates the concrete ring segments.
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Figure 4.3 Resulting naive inversions from including no prior information. The x-normal
slices are in the left column and the right column contains the y-normal slices. Plots (a)
and (b) are d/D = 33.75%, plots (c) and (d) are
d/D = 22.5%, and plots (e) and (f) are
d/D = 11.25%. The black outline is of true TBM location and the red outline is the true
target location in the forward models.
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Comparison of TBM prior information and naive inversions
(a) (b)
Figure 4.4 Comparison of (a) naive and (b) TBM prior information inversions. The y-normal
slices when the target position is 101.24%D are displayed. Despite the target presence (red
lines), the data have little to no target sensitivity. The black outline in (a) is true TBM
position and the white cutout in (b) is where the TBM has been removed from the inverted
model.
The next step is inverting the data when there is target located directly in front of the
TBM. This will not be as exhaustive as in Chapter 2 or Chapter 3, where data was collected
or modeled for each possible case of d/D,
r/D, and α. Instead, only the
r/D = 0% and
α = 0◦ case is considered. At each value of d/D, the same survey from the naive inversion
is performed and the resulting inversions for d/D equals 11.25%, 22.5%, and 33.75% can be
seen in Figure 4.5. The resulting model is still influenced by the target when d/D is greater
than 33.75%, but at distances greater than 56.24% the model mostly interprets the influence
of the target upon the data as part of the background.
As the TBM approaches the target, the resulting model background becomes more con-
ductive. This is especially apparent in Figure 4.5(e) and Figure 4.5(f), which have a highly
conductive background due to the extremely close presence of the target. At slightly larger
distances, the inversion does a better job of separating the conductive regions caused by the
target from the background resistivity. However, even in these cases there is not enough
data coverage and not enough constraints on the inversion to determine the target geometry.
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Figure 4.5 Resulting inversions from including TBM prior information. The x-normal slices
are in the left column and the right column contains the y-normal slices. Plots (a) and (b)
are d/D = 33.75%, plots (c) and (d) are
d/D = 22.5%, and plots (e) and (f) are
d/D = 11.25%.
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Instead the inversion results in a more spread out conductive body that is most conductive
near the probe electrodes (see Figure 4.5(b) and Figure 4.5(d)). This is a common result
from DC inversions and is due to the diffusive nature of the governing equations.
4.4.3 Geologic Prior Information
Just as it is possible to include the TBM prior information, it is also possible to include
prior geological information. Unlike with the TBM, this knowledge is not exact and must be
estimated from geologic field observations, geotechnical surveys, and samples of excavated
material while tunneling. There are a number of ways to implement this information because
the exact value is unknown and the location of where to apply the background value is not
defined. Prior information about the TBM could be applied by assigning an entire region
a fixed value, therefor removing it from the inverse problem entirely and only including
the it in the forward problem. This would restrict the model space to a smaller region of
interest where there is good data coverage and decrease the computational run time per
iteration; however, it most cases the background resistivity is not a constant value so this
would result in an incorrect model. Although it would be appropriate in this case because the
background truly is a fixed value, this approach will not be used because it is not applicable
beyond synthetic data and carefully constructed laboratory experiments.
A simpler approach is giving the entire wholespace a starting resistivity with upper and
lower bounds. The advantage of this is that there are no restrictions placed on target size or
location in the model. In addition, this prevents the over implementation of prior information
that ignore geological complexities.
The results, shown in Figure 4.6, are a mixed bag of being better or worse than those in
Section 4.4.2. For example, Figure 4.6(b) is of a slightly resistive background (∼1000Ωm),
whereas its counterpart in Figure 4.5(b) clearly shows a resistive background (∼1200Ωm)
with a conductive body (or bodies). By imposing constraints on the wholespace resistivity,
the resulting inversion has basically fit the target to an overall more conductive wholespace.
However, the model in Figure 4.6(d) shows improvements over Figure 4.5(d) by better cap-
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Figure 4.6 Resulting inversions from including both the TBM and geologic prior information.
The x-normal slices are in the left column and the right column contains the y-normal slices.
Plots (a) and (b) are d/D = 11.25%, plots (c) and (d) are
d/D = 22.5%, and plots (e) and
(f) are d/D = 33.75%.
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turing the true background resistivity of 875Ωm.
4.4.4 Time-Lapse Inversion
Up to this point, the inversions for each distance from the TBM to the target have
been independent from one another, meaning that the information and constructed model
at d/D = 33.75% has zero role in the inversion at
d/D = 22.5%. In essence, a significant
amount of information is being thrown away each time the TBM moves. Advancing the
TBM forward in space (or equivalently moving the target toward the TBM) can be thought
of as a time lapse problem: data is collected in discrete locations in space and each data
set occurs at a different time step, so that the overall model is changing in time as the
TBM moves. The inverted model at a given position, or time step, can then be used as the
reference model for the next time step.
Two separate time lapse inversions have been performed. The first one (Figure 4.7) only
includes prior information from the TBM and the second one (Figure 4.8) includes both
the TBM and background prior information. The results of the first time lapse inversion
is promising, but is a cautionary tale about how a lack of supervision can lead unstable
results. At large values of d/D (Figure 4.7(a)), the time lapse inversion accurately captures
the background resistivity, and as the target moves closer the outline of a conductive body
becomes easily distinguishable from the background (Figure 4.7(c)). However, the host
resistivity is far more resistive than it should be and the conductive body is not as conductive
as the target. As d/D continues to decrease the inversion starts to blow up with an extremely
resistive volume behind the cutterhead and an extremely conductive volume in front of the
TBM. The model correctly delineates where the start of the target is located, but is unable
to limit the conductive volume to the body of a small, cylindrical rod. At the final time
step, the solution is the complete opposite of the previous time step. In Figure 4.7(e), the








Figure 4.7 Plots (a)-(e) are resulting time-lapse inversions from including the TBM prior
information. The target distance d/D decreases from 56.24% in plot (a) to 11.25% in plot
(e). Plot (f) is the difference of plot (e) and Figure 4.5(f).
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Figure 4.8 Plots (a)-(e) are resulting time-lapse inversions from including both the TBM
and geologic prior information. The target distance d/D decreases from 56.24% in plot (a)
to 11.25% in plot (e). Plot (f) is the difference of plot (e) and Figure 4.6(f).
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Incorporating the prior information of the background resistivity, provides significant
improvements in the time lapse inversions. Beginning with Figure 4.8(a), when the target
is a distance of 56.24%D from the TBM, the inverted model does not have any sign of the
target, but does a great job of capturing the background resistivity. The resulting model
has a resistivity of ∼920Ωm, which is less than 50Ωm off of the true resistivity and provides
a strong reference model for Figure 4.8(b). Perhaps the contrast between Figure 4.7(c)
and Figure 4.8(c) best illustrates the benefits of including prior knowledge of the background.
Without the geologic prior information, the resulting time lapse inversion produced at highly
resistive background with a somewhat conductive body at d/D = 33.75%. However, the
added host information produced a much more accurate background resistivity and also
increased the conductivity of the inverted target body. In addition, the background prior
information helped stabilize the final time step model.
4.5 Comparison of Results
A number of inversions have been introduced at this point, from the naive approach
with zero prior information to the time-lapse inversion with both TBM and background
information and updated reference models. In discussing the different results, some methods
have shown themselves to be rather poor, while others have produced excellent models.
However, all of the discussion and comparison of results thus far have been qualitative in
nature. Providing a quantitative method of comparison is crucial for determining what data
sets, what inversion routines, and what constraints, prior information, and regularization
parameters result in the “best” model. Two methods of comparison will be used, with the
intent that each evaluates the inverted model based on different objectives.
4.5.1 Model RMS Error
The first is a simple relative Root Mean Squared (RMS) error [54] and its purpose is to
determine how well the resulting model matches the true model in terms of resistivity. The
smaller the relative RMS error, the more representative the inverted model is of the true
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Figure 4.9 Relative model RMS errors between different predicted models and the true model,
calculated based on the logarithm of resistivity. The predicted models include TBM prior
information or TBM and geologic prior information, with or without a time lapse inversion.
The relative model RMS error is applied to the models from Section 4.4.2, Section 4.4.3,
and Section 4.4.4 to compare how much the logarithmic resistivity of each model differs from
the true model. Because the predicted models and true model exist in different meshes and
have a different number of model parameters, the predicted mesh is first interpolated to the
true model mesh via a nearest neighbors algorithm implemented with vtki [53]. Furthermore,
the region of comparison is restricted from the entire model domain to a smaller region of
±1.5D in x, y, and z, with the origin at the center of the front of the cutterhead. This
restriction was added because it is the area of interest for imaging the subsurface and it is
where the greatest coverage exists.
The resulting RMS errors are displayed in Figure 4.9. All of the different inversion
routines have the same general trend that relative RMS error slightly decreases as d/D
decreases. This is because the regions of high coverage in the model and the target location
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have more overlap as the TBM moves closer to the target. The more important analysis
to make from Figure 4.9 is that the relative RMS error is lower when the additional prior
information from the host is included and, in the case of using the host prior information,
the error is further reduced by performing a time lapse inversion. This result supports the
earlier qualitative remarks that more prior information and including data from previous
locations is beneficial to accurately modeling the subsurface.
4.5.2 Model Classification
The second method of model comparison relies on model classification to assess how well
a target can be detected. While the purpose of relative RMS error was to find the model
with the most accurate resistivities, here the emphasis is place on target identification.
Figure 4.10 Similarity index between different predicted models and the true model. The
predicted models include TBM prior information or TBM and geologic prior information,
with or without a time lapse inversion.
As in Section 4.5.1 for the relative RMS error, the similarity indices for each inversion
routine at different values of d/D are compared in Figure 4.10. However, unlike Figure 4.9
the relationship between sInd and d/D is harder to analyze. The inversions using only
TBM prior information have a relatively constant similarity to the true model and the
time-lapse inversion only makes a significant improvement when the target is very close the
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TBM. Incorporating the host prior information only has high amounts of similarity in the
two extreme cases when the target is very far or very close. When the target is very far,
this information is important to prevent the small target signal from being interpreted as a
background resistivity and when the target is extremely close this information helps stabilize
the inversion. Overall, including the maximum amount of information (TBM, host, and time-
lapse) actually produces the lowest amounts of similarity when the target is located between
20%D and 50%D, despite having some of the best RMS errors in Section 4.5.1. However, it
does have the highest amounts of similarity when the target is extremely close or far. This
means that the ability to image a target and correctly classify it (high TPR and low FPR)
has little correlation with the how well the predicted model matches the true model or the
quantity of secondary information.
4.6 Quality of Non-Optimized Inversions Compared to Optimized Inversions
All of the inversions introduced and discussed thus far are not optimized according to
traditional geophysical inverse theory. The standard method of doing so is finding the optimal
regularization parameter λ to balance the data misfit (Φd) and model structure (Φm) via
an L-curve, generalized cross-validation, Morozov’s discrepancy principle, or other method.
An inversion is considered finished, or to have converged upon a solution, once the objective
is met (i.e. maximum curvature on the L-curve or χ2 ≈ 1 for the discrepancy principle)
and the percent change of the overall objective function Φ between two iterations is less
than a certain threshold (2% in this case). Instead, these inversions have been performed as
rapidly as possible by fixing λ as a constant value of 0.2, so that one of the overall objectives
is relaxed and fewer iterations are required for convergence. As such, a brief discussion is







Comparison of rapid and optimized inversions using TBM prior information
(a) (b)
(c) (d)
Figure 4.11 Plots (a) and (b) are the resulting rapid inversions from including the TBM prior
information and are taken directly from Figure 4.5. Plots (c) and (d) are the χ2 optimized
versions of plots (a) and (b).
For this section, the specific method of optimization relies on the discrepancy princi-
ple, which regularizes the inversion by having a target normalized data misfit (χ2) close to
unity [55]. However, this section will show that even the non-optimized χ2 value is not close
to unity, models of similar quality to the optimized inversions can still be obtained. Note
that all inversions in this thesis have been performed on a personal laptop (ASUS Q534UXK)
with the following specifications: Intel i7-7500U CPU, 16 GB of RAM, a Nvidia GeForce
GTX 950M GPU, and running Windows 10.
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Table 4.1 Comparison of optimized inversions and non-optimized inversions using TBM prior
information. Results are sorted by whether or not optimization was performed and target
distance. All inversions begin with λ = 0.2 and the optimized inversions further adjust λ as
needed until χ2 ≈ 1.
Prior
information Optimized d/D (%) λ χ
2 rRMSE (%) Iter.
Run time
(MM:SS)
TBM No 11.25 0.2 247.767 80.9278 5 2:45
TBM No 22.5 0.2 10.2393 80.9517 6 2:37
TBM No 33.75 0.2 0.1822 82.9229 4 1:23
TBM Yes 11.25 — — — 130 65:14
TBM Yes 22.5 0.0208 1.0634 80.8646 44 22:00
TBM Yes 33.75 12.8 0.9644 82.8923 33 9:21
Figure 4.11 shows a comparison between the rapid inversion results discussed earlier
in Figure 4.5 and the optimized counterparts. The main differences between the two inver-
sions is a smaller, more compact conductive region in front of the TBM for the optimized
inversion. This is a result of the regularization parameter λ being smaller in the optimized
inversion (0.0208) than in the rapid inversion (λ = 0.2). Additional details are provided
in Table Table 4.1, but by decreasing λ the resulting inversion fits the data much better
(χ2 = 1.06) than the rapid inversion (χ2 = 10.24). However, despite the improved data fit,
the relative model RMS error does not significantly improve.
Graphic comparisons between other pairs of rapid and optimized inversions are not shown
for additional inversions utilizing only TBM prior information, but the resulting values of λ,
χ2, and rRMSE are listed in Table Table 4.1. Note that the optimized inversion when the
target was a distance of 11.25%D in front of the TBM did not successfully converge. The
reason is not clear and took 130 iterations and over an hour before the inversion failed. For
the optimized inversions that did succeed, both the number of iterations and total run time
is several times larger than the rapid inversions.
In Figure 4.11, the differences between the rapid and optimized inversions were clear
and the improvements of the optimized inversion was obvious. However in Figure 4.12, the
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Comparison of rapid and optimized inversions using TBM and geologic prior information
(a) (b)
(c) (d)
Figure 4.12 Plots (a) and (b) are the resulting inversions from including the TBM and
geologic prior information and are taken directly from Figure 4.6. Plots (c) and (d) are the
χ2 optimized versions of plots (a) and (b).
differences are minute and the optimized inversion is far less valuable. This is largely because
the value of λ in the rapid inversion (0.2) is on the same order of magnitude as the optimized
λ (0.62). The detailed results in Table Table 4.2, reaffirm that optimization requires several
more iterations than treating λ as a constant. As long as the initial value of λ is close to
the optimal value, a good inversion can still be obtained. The question of how to obtain
a “good” guess for λ then becomes very important and depends on the survey design and
specifics of the inversion implementation. Including different amounts of prior information
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Table 4.2 Comparison of optimized inversions and non-optimized inversions using TBM and
geologic prior information. Results are sorted by whether or not optimization was performed
and target distance. All inversions begin with λ = 0.2 and the optimized inversions further
adjust λ as needed until χ2 ≈ 1.
Prior
information Optimized d/D (%) λ χ
2 rRMSE (%) Iter.
Run time
(MM:SS)
TBM & Geology No 11.25 0.2 6.458 79.6383 21 10:08
TBM & Geology No 22.5 0.2 9.3256 81.6169 10 5:29
TBM & Geology No 33.75 0.2 0.7065 81.3059 8 3:30
TBM & Geology Yes 11.25 0.0031 0.9463 79.8233 47 22:32
TBM & Geology Yes 22.5 0.6233 1.0503 81.4559 40 18:47
TBM & Geology Yes 33.75 0.8938 0.9797 81.4139 34 14:03
or using different inversion routines (e.g. a smooth l2 inversion or a blocky l1 inversion) will
influence how much regularization is needed. Ultimately, this is a highly sensitive parameter
and there is no way to predict what λ should be. However, λ will in general decrease as
model complexity increases (i.e. as the TBM approaches the target) to prevent overfitting
the data. A suggestion for performing a real-time inversion in the field is to perform a small
number of optimized inversions provide range that λ should be located in.
Although there is no strict time limit for how fast an inversion must be performed to be
considered real-time, a suggestion is no more than 20 minutes after tunneling has resumed.
It is possible for some optimized inversions to be performed within this time limit. How-
ever, they cannot be predicted as requiring 10 iterations or 50 iterations to converge and
as additional geological information is included (especially in complex environments) the
average run time per iteration will also increase. As such, rapid inversions will be necessary
if this DC resistivity survey is performed on a real TBM and for the results to be inverted
in real-time.
4.7 Conclusion
There is still much more work to be done for inverting DC resistivity data in a tunneling
environment and the work presented above is intended to showcase different approaches. The
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unstructured mesh produced by TetGen and combined with the BERT framework, provide a
powerful and flexible inversion tool. BERT allows the user to customize the inversion routine
by specifying various parameters (such as λ), constraints (L1, L2, etc.), model bounds, mesh
parameters, and initial conditions. This freedom of control is what makes it possible to easily
incorporate the prior information of the TBM geometry and material properties, as well as
any additional background information.
None of the inversions shown are fully optimized. There are improvements that could
be made by further adjusting the regularization and model constraints, but that is not the
purpose of the displayed work. Thus far, the purpose has been to simply show that it is
possible to image a target in front of a TBM. And in fact, images of conductive bodies are
recovered. These images can be improved by a combination of improved survey designs, in-
cluding additional prior information or joint information, and further adjusting the inversion
routine.
A through comparison of the inverted models to the true model has also been discussed.
The two comparison methods were RMS error and the similarity index of the classified pre-
dicted model using ROC analysis. The comparison methods came to different conclusions
as to which inversion routine was “best”, because they are comparing different model qual-
ities. The relative RMS error comparison sought to minimize the differences in resistivity
between the predicted and true models with the goal of better modeling the domain as a
whole. Whereas, the similarity index sought to directly classify the model into separate
classes and then assess the classification performance with the goal of better identifying the
target location and geometry. The relative RMS error comparisons showed that including
more information (either from the host or from previous locations) does reduce the model
error and therefor results in better models of the subsurface. However, the similarity in-
dex showed that all of the models can be classified moderately well and there is no obvious
correlation with the quantity of incorporated information. So although the overall error is
reduced by including more information, it does not reflect how well the target position and
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size can be determined.
Further work should be done with larger and less conductive regions, resistive targets,






The current literature for performing DC resistivity on a TBM has been expanded by
introducing a new method. This approach is similar to another probe based design [31], and
the key difference is that this new survey design is intended to be performed each time the
TBM stops. A laboratory study was initially performed in a scaled tunneling environment
with a simplified survey design to determine the TBM influence on observed data. For a
TBM in a wholespace, the results conclude that the apparent resistivity transitions from the
cutterhead resistivity to the host resistivity as 1/ℓ2 (Figure 2.9). Based on the data from this
simplified survey, the electrode probes are recommended to be extended a distance of 25% D
in front of the TBM to remove a majority of the TBM influence on the data. Additional
laboratory experiments were performed with a target, consisting of either a metal rod or
a plastic sphere. The metal rod could first be detected at distances between 55% D and
65% D (Figure 2.10), and the plastic sphere could first be detected at distances between
45% D and 55% D (Figure 2.11). The target detection distance depends on the resistivity
contrast with the host resistivity, as well as the size, shape, and orientation of it.
A numerical study was then performed to substantiate the empirical observations and
expand upon them. The initial study was a one-to-one counterpart of the TBM wholespace
and metal rod laboratory data sets, with an additional data set calculated from performing
the simplified survey design in front of a metal rod and no TBM. This allowed the percent
different between the numerical data produced by a metal rod with and without a TBM to be
calculated (Section 3.5), which highlighted the TBM influence upon the data by increasing
the host’s apparent conductivity and by breaking an element of symmetry in the survey.
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Afterwards, more advanced numerical experiments were performed with “realistic” survey
designs. These survey designs better incorporated the restrictions imposed by a TBM, such
as using just one or two probes, where the probes can be physically located, and how far they
could be extended in front of the TBM. Three basic scenarios were outlined in Section 3.6 and
data was calculated in a wholespace and with a metal rod as the target. The wholespace
results showed that different survey designs can have drastically different responses and,
more importantly, the apparent resistivity changes from the cutterhead resistivity to the
host resistivity at different rates. In other words some scenarios could measure the host
resistivity when ℓ = 20% D (Figure 3.21(a)) and others require ℓ = 50% D (Figure 3.14(c)).
Furthermore, this also had the result that some survey designs can detect a target from
a greater distance than others. For example, scenario 3a could first detect the metal rod
when d = 35% D (Figure 3.22) and scenario 1b could first detect the rod when d = 60% D
(Figure 3.17).
Finally, a series of inversions were performed to construct a model of the region sur-
rounding the TBM, based on the data produced in Section 3.6. The first set of inversions
were considered naive and did not incorporate any prior information. This was not intended
to be seriously interpreted and was primarily shown as a motivating reason to include prior
information about the TBM size, shape, and resistivity, especially in Figure 4.4. Additional
quantities of prior information were also experimented with, such as geological information in
Section 4.4.3 and from previous TBM locations in Section 4.4.4. Two separate comparisons
of the resulting models to the true model were also performed to investigate which inversion
method best represents to true model (Section 4.5.1) and which one can best determine the
position and shape of a target (Section 4.5.2). These comparisons came to different conclu-
sions. The model RMS error results showed that including more prior information decreases
the overall error, with the host prior information making the largest contribution and the
time-lapse inversion prior information being of lesser importance (Figure 4.9). However, the
model classification and ROC analysis comparison suggests that including additional prior
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information in the inversion does not necessarily improve how well the target can be detected
(Figure 4.10).
5.2 Speculation
Performing the realistic survey designs with a plastic sphere as the target would be very
interesting compared to the metal rod. The plastic sphere would likely be more difficult to
detect because it has a smaller resistivity contrast with the host than the metal rod does and
because of its more compact geometry. The metal rod is a long thin target, whose optimal
orientation passes directly in front of the electrode probes. However, for a plastic sphere
located directly in front of the cutterhead, none of the electrodes on the suggested realistic
probe designs would be located near the target. This may result in the survey having poor
coverage of the plastic sphere and cause difficulties during inversion.
As this project continues advancing and more complexities are included, it would be
valuable to perform a series of forward models and inversions that include topography, prior
to performing this survey on a real TBM. This should not limit the ability to model the
region in front of the TBM because empirical data sets have already shown in Section 2.3.1
that the data are only sensitive to a small region surrounding the cutterhead and the survey
has limited sensitivity to tank boundaries. If there is any topographic influence, which may
be the case in numerical calculations, then including the topography as prior information
during inversion would account for such errors, similar to in Figure 4.4. The topographic
information is typically available in tunneling projects, from both pre-construction surveys
and from surface monitoring during excavation, so this prior information is valid to include.
Many DC resistivity studies in tunneling literature claim to detect geologic changes at
distances greater than 1 D, and such results were not substantiated in this study. One likely
reason is because the target of interest here is a small metal rod, measuring about 1/20 D in
diameter, whereas many studies focus on geologic planar interfaces that are assumed to be
infinite in length and height. This is a dramatically different problem, and if such a model
was implemented with the survey designs discussed within, then the results may be more
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inline with those from literature.
5.3 Future Work
A thorough series of data collection, analysis, and forward modeling has been provided. A
proof of concept for inverting a dataset and a time-lapse inversion have also been discussed;
however, there is much more work to be done for a detailed understanding. Additional
inversions should include different survey designs, multiple combinations of r/D,
ℓ/D, and
α, among other target parameters. This should extend to a variety of targets with different
geometries and resistivities, such as boulders, voids, and regions of high fluid saturation.
Prior to implementing a DC resistivity survey in the field, some more sophisticated
forward models and corresponding inversions should be performed to mimic the expected
geology as much as possible. This would provide a much needed understanding of the
affects of non-uniform geology and the topography of near surface tunneling on the data. In
addition, constructing a more detailed model of the known local geology could be used as a
reference model when inverting field data.
Another suggestion for future work is revisiting the topic of an induced-polarization (IP)
survey. IP data has been collected commercially [35] and in the laboratory before [45].
Previous data has had mixed success, although this may be a result of poor survey design
from locating electrodes on either the cutterhead or tunnel liner. Applying the survey designs
from the preceding chapters to an IP survey may prove successful and having a secondary
data type for a joint DC-IP inversion would be advantageous.
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VERIFICATION OF FORWARD MODELING CODE
Before modeling the full laboratory experiment, several comparisons were performed to
verify BERT’s forward modeling capabilities. This was done in a thorough, systematic
approach to verify BERT’s performance (with or without singularity removal) in comparison
against 1D analytic solutions via the method of images or a Hankel transformation. Both
analytic methods produce the same result, and one method is chosen over the other based
on ease of use and flexibility of the method. In some cases, both analytic solutions are
compared to BERT to cross-validate the analytic solutions in addition to the 3D FEM.
Many of the comparisons are done directly to BERT’s default forward modeling results,
but some comparisons are done to BERT’s results after singularity removal, which is a more
accurate method that calculates the secondary potential in addition to the primary potential
(default).
A.1 Layer over Halfspace
The first model to check BERT is the layer over a halfspace model, which is displayed
in Figure A.1. This is one of the most simplistic models possible and the comparison is
performed with a Wenner array. The layer is 5 meters thick and was constructed in 3D by
creating two meshes. The first mesh is the outer mesh to construct the overall “world” and
measures 1000 meters in width, height, and depth. A smaller inner mesh was created for the
layer, which measures 5 meters in the z direction and 900 meters in the x and y directions.
The outer mesh has a Neumann boundary condition at the surface and mixed boundary
conditions elsewhere, while the inner mesh has mixed boundary conditions everywhere. This
prevents current flow through the air-earth interface, but does not insulate current flow
elsewhere. The 2D mesh is made in a similar fashion, but is infinite in the y direction.
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Figure A.1 3D image of the full layer over a halfspace model. The model is constructed
with an outer mesh and an inner mesh and each mesh is assigned a material number, which
are later associated with a resisitivity value during the forward modeling. The outer mesh
dimensions are 1000 meters in x, y, and z and the inner mesh dimensions are 900 meters in
x and y and 5 meters in z. The white lines are the edges of the tetrahedral mesh. The mesh
refinement is becomes more coarse as z increases and is fine throughout material 2, due to
the layer thinness. The imprint of the electrode array on the mesh can be seen in the center
of material 2, ranging from -48 meters to 48 meters in x.
Figure A.2(a) is of a resistive layer over a halfspace, while Figure A.2(b) is of a conductive
layer. All of the analytic solutions can be cross-verified against each other and produce the
same results. In the Figure A.2(a), the numerical solutions also produce the same response,
except for the default BERT solution at very small spacings, due to the mesh not being refined
enough when implementing the more approximate forward model solution. Removing the
singularity from the default BERT solution corrects for the inaccuracy at small spacings.
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Figure A.2 Comparison of various analytic (BERT 1D, Hankel transform, and method of
images) and numerical (BERT 2D, Default BERT 3D, and BERT 3D singularity removal)
forward modeling methods for DC resistivity. The methods are compared via a 1D layer
over halfspace model, where the layer thickness is 5 meters and the data is collected with
a surface Wenner array. The Wenner spacing begins at 2 meters and increases by 2 meter
increments, until the maximum spacing of 32 meters is reached.
Figure A.2(b) is of a conductive layer over a halfspace, and as in Figure A.2(a), the
analytic solutions all produce the same result. Here, the 2D and default 3D numerical
solutions are incorrect at large electrode spacings. The incorrect response from the 2D
problem is not an issue, since no 2D modeling is performed and the 3D response is a result
of either the mesh being too small or not refined enough. BERT’s 3D singularity removal
method still produces accurate responses at large spacings.
A.2 Buried Layer
Adding some more complexity to the layer over a halfspace, the next model is the buried
layer. All of the model parameters are the same as in Section A.1, including the true
resistivities and model dimensions. The only difference is that now the upper layer-host
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Figure A.3 Slices of 3D buried layer model. The overall model is the same as in Figure A.1
and the layer is still 5 meters thick, the only difference is that material 2 is buried some
distance below the surface and the figures are zoomed in to show more detail. The minimum
buried depth of 2.5 meters is shown in Figure A.3(a) and the maximum burial depth of 20
meters is shown in Figure A.3(b). The mesh is outlined in white and the electrode positions
at the surface can be idetified by the denser mesh refinement.
interface is buried at 2.5, 5, 10, 15, or 20 meters below the surface (see Figure A.3).
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Figure A.4 Comparison of the 3D BERT singularity removal solutions to the 1D analytic
Hankel transform of a surface Wenner array. The electrode array begins with a 2 meter
spacing and is increased in 2 meter increments, until the maximum spacing of 32 meters is
reached. The base model is a 5 meter thick layer in a halfspace, buried at various depths from
2.5 meter (at the upper layer-host interface) to 20 meters. The analytic responses are solid
lines and the numerical responses are dashed lines. The BERT numerical response (dashed
lines) is nearly identical to the analytic response (solid lines), with a minor difference at a
depth of 2.5 meters in subplot (a). The differences between analytic and numerical responses
are a result of the 3D mesh size and refinement.
Only the BERT singularity removal data is compared to the analytic data. The results
are identical in all models, except when the depth is 2.5 meters in Figure A.4(a). There is
a small difference in the analytical and numerical solutions at large electrode spacings. The
difference is negligible, but is likely due to inadequate mesh refinement.
A.3 Quarterspace
The quarterspace is another simplistic model, but is important to test and is shown
in Chapter 3 to be analogous to some survey designs when modeling a 3D TBM. The 3D
mesh, visible in Figure A.5, was constructed with the same outer mesh as in Section A.1 and
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Figure A.5 Slice of the quarspace model. The overall model measures 1000 meters in x,
y, and z and contains a smaller model to separate the halfspace into a quarterspace. The
smaller model is 450 meters wide in x and y and 900 meters deep in z. The white lines
represent the tetrahedral mesh and the dense region at the surface is from the electrode
array.
Section A.2. However, the inner mesh dimensions are now 450 meters in the x direction and
900 meters in the y and z directions. In addition, the inner mesh has been translated in the
x direction, such that the interface between volumes is at the origin.
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Figure A.6 Comparison of the BERT code to the analytical method of images solution for
a quarterspace model, where one quarter has a resistivity of 5 Ωm and the other has a
resistivity of 10 Ωm. The data was calculated with either a Wenner (a) or dipole-dipole (b)
array with all electrodes at a fixed spacing of 10 meters. The center of the electrode array
was moved in 1 meter increments from -150 meters to 150 meters, with the quarterspace
interface located at 0 meters.
Data was modeled for both a Wenner array and dipole-dipole array, where the spacing
between all electrodes is 10 meters. The electrode array was then shifted in the x direction
from -150 meters to 150 meters, in 1 meter increments. The surveys were performed on two
different quarterspace models. The first model, shown in Figure A.6, has resistivities of 5Ωm
and 10Ωm for quarter 1 and 2 and the second model, shown in Figure A.7, has resistivities
of 10−6Ωm and 106Ωm.
The numerical results from Figure A.6 match the shape of the analytic curves, but only
the singularity removal solution exactly matches the analytic response. As x increases, the
Wenner array goes from conductive to resistive, with a zig-zag shaped pattern centered
around the interface. There are four cusps in the zig-zag pattern, which appear when x
is located at −1.5a, −0.5a, 0.5a, or 1.5a and correspond to when one of the electrodes is
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Figure A.7 Comparison of BERT’s numerical response to the analytical method of images
solution, where one quarter has a resistivity of 10−6Ωm and the other has a resistivity
of 106Ωm. The survey design is the same as in Figure A.6. The region shaded in red are
positions on the x axis where the BERT singularity removal solution returned “invalid data”,
because the resulting apparent resistivity is negative.
located on the interface.
For the dipole-dipole array, there are also four points where smoothness is broken and is
best described by focusing on the flat region between the middle two. As x increases, the
apparent resistivity decreases until the first point is reached, which is exactly one electrode
spacing before the flat region. Apparent resistivity then increases until the flat region, which
occurs when two conditions are met: xM ≤ xi and xN ≥ xi, where xi is the position of the
interface and xM and xN are the potential electrode positions. As x continues increasing, so
does apparent resistivity, until the final cusp is reached one electrode spacing after the flat
region (making it symmetrical to the first cusp) and is also when the B electrode is located
on the interface. In other words, these points occur when x is located at −2.5a, −1.5a,
−0.5a, and 0.5a. At this point, the apparent resistivity of the cusp is greater than the true
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resistivity of quarter 2 and will slowly converge to the true value when the electrodes are far
from the interface.
The responses in Figure A.7 appear different, due to the significant transition across the
interface from 10−6Ωm to 106Ωm. Two of the cusps are still visible in the Wenner array,
but the other two are no longer visible due plotting on a linear scale. The same is true of
the dipole-dipole array, however the singularity removal response now includes a region of
“invalid data”, meaning that the apparent resistivity is negative. This is a consequence of
removing the current density singularity when calculating the secondary potential, which
only behaves well when the conductivity near the electrode is the same as the primary
conductivity at the electrode [56]. It may be possible to remove the invalid region by further
refining the mesh near the electrodes, especially those near the interface. The invalid region
occurs in the same location as the flat region from Figure A.6(b) and is when M and N
are either on the interface or on opposing sides of the interface. This is not likely to be an
issue when forward modeling the TBM because the electrodes are usually both in the host
material and are not in two different materials with a resistivity contrast of 1012Ωm. In
addition, the default BERT forward modeling code could be used if it does become an issue,
to fill in data for the invalid region.
A.4 1D TBM
The final model for verifying the numerical responses is a 1D approximation of the TBM
(Figure A.8). This is the closest comparison that can be made between the 1D analytic
code and the 3D tunneling environment and is done with a layered earth model and buried
electrodes. The tunnel and TBM can be approximated as a layer of infinite thickness and
resistivity (air), a thin layer of high conductivity (10−6 Ωm, metal model TBM) or a thin
layer of high resistivity (106 Ωm, plastic model TBM), and a layer of infinite thickness
and finite resistivity (1 Ωm, earth). Creating this in 3D is done in a similar fashion as
the model in Section A.1 with an outer mesh measuring 500 meters in the x, y, and z
directions, and a smaller inner mesh that is 2 meters thick and 100 meters in x and y. In
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Figure A.8 Slices of 1D TBM model. The model consists of a layer over a halfspace and
buried electrodes. The halfspace represents the wholespace the TBM is suspended in and the
layer is for the cutterhead. The air behind the cutterhead is mimicked by taking advantage
of the Neumann boundary conditions at the surface. Figure A.8(a) is a coarse mesh with a
refinement radius of 0.1 meters around each electrode and Figure A.8(b) is a very fine mesh
with a denser refinement of 0.001 meters around each electrode.
addition, the insulating Neumann boundary condition at the surface of the 3D mesh is a
perfect substitute for the infinite resistivity of the air within the TBM. The electrodes are
then buried from 1 meter to 10 meters below the layer, in 1 meter increments and both the
plastic and copper model TBMs are approximated, to remain consistent with the empirical
data from Chapter 2. All four electrodes are place at the same depth and a Wenner array
is performed with electrode spacings of 0.5, 1, or 2 meters in Figure A.9(a), Figure A.9(b),
and Figure A.9(c), respectively. The layer was made disproportionately thick (2 meters)
compared to the electrode spacing to reduce the forward modeling run time.
A series of test were performed in Figure A.9 and Figure A.10 to inspect how accurate
the numerical responses are as a function of electrode spacing and mesh refinement. The
first series inspects how the default BERT results only have the correct behavior when the
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electrode spacing is large enough to not interfere with the mesh refinement. Incorrect results
occur when electrodes are too close and the mesh is not refined enough, resulting in a current
singularity issue. However, even though the precision improves at large electrode spacings
(Figure A.9(c)), the resulting apparent resistivity is smaller than it should be, because the
secondary potential has not been accounted for. Splitting the electrical potential into primary
and secondary potentials removes the singularity and produces more accurate results.
The second test determined how well the mesh must be refined, when using the de-
fault BERT code. Figure A.10 uses the same 3D model and survey design, expect the
electrode spacing is fixed at 1 meter and the refinement is 0.1, 0.01, and 0.001 meters in
Figure A.10(a), Figure A.10(b), Figure A.10(c), respectively. Given a distance for mesh
refinement (e.g. 0.1 meters), the mesh is discretized in smaller voxels in all directions sur-
rounding each electrode. Specifying a smaller value for mesh refinement stabilizes the default
BERT response. Although the default response is better behave when the mesh is adequately
refined, the apparent resistivity is still incorrect when compared to the singularity removal
method in Figure A.10(c) because the electrode spacing is not large enough.
These plots emphasize two main points. The first is that mesh refinement is very im-
portant for stable numerical calculations, although the singularity method is more resilient
to poor refinement than the default method. The second key point is that although the de-
fault method performs well in many situations, once the effects from the secondary potential
become non-negligible, the singularity method is necessary to return the correct result.
As the spacing decreases, the impact of the singularity upon the data increases; however,
BERT’s built-in singularity removal is an effective approach that provides accurate results.
The electrode spacing for the TBM is on the order of centimeters and requires singularity
removal. The electrode mesh refinement is performed in a spherical region with a radius less
than the specified distance (i.e 0.1 meters for Figure A.10(a)). A smaller region of electrode
refinement is considered better, as evident by the comparing the three subplots. Although
defining a smaller volume to refine the mesh in stabilizes the results by improving precision
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(notice how the data in Figure A.10(c) is less erratic than the data in Figure A.10(a)),
singularity removal is still necessary for accurate results.
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Figure A.9 1D TBM model, comparing electrode spacing. Each data set is calculated with
a 3D BERT model, of a 2 meter thick layer over a halfspace. In the case of a resistor, the
layer resistivity is 106 Ωm and in the case of a conductor, the layer resistivity is 10−6 Ωm.
The halfspace resistivity is 1 Ωm for all calculations. The data is modeled with a Wenner
array, where the depth of the electrodes begins at 1 meter below the layer-halfspace interface
and the electrodes are moved 1 meter deeper for each calculation. The electrode spacing is
increased from 0.5 meters in subplot (a) to 2 meters in (c).
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Figure A.10 1D TBM model, comparing mesh refinement around electrodes. The 3D model
and survey design is the same as in Figure A.9, except the electrode spacing in all subplots
is 1 meter and the mesh refinement is different. The electrode mesh refinement is performed
in a spherical region with a radius less than the specified distance (i.e 0.1 meters for subplot





The inversions discussed are all solved with BERT. As mentioned before, BERT is pro-
gram built for forward modeling and inverting ERT models and data in 1D, 2D, or 3D spaces.
The 3D code of interest here, relies on unstructured tetrahedral meshes for producing flex-
ible models of complex geometry and topography. Such meshes are constructed in external
programs such as Gmsh or TetGen and the forward calculations and inversions are carried
out by BERT. BERT solves for the model with the objective function
min Φ = Φd + λΦm, (B.1)
where λ is the regularization parameter for the model objective function Φm. The objective
is the find model that leads to the minimum value of Φ, by balancing the data objective
and model objective functions. The data objective function seeks to minimize the L2 norm

















= ‖D(d− f(m))‖22, (B.2)
where D is a diagonal matrix of 1/ǫ. Likewise the model objective function seeks to minimize
the L2 norm squared of some constraint applied to the difference between the constructed
model m and reference model m0
Φm(m) = ‖C(m−m0)‖22. (B.3)
Because BERT uses an iterative method to solve the non-linear DC resistivity problem,
the model is updated at each iteration and the model in each linear sub-problem is solved
for via
(STDTDS+ λCTC)∆mk = STDTD(d− f(mk))− λCTC(mk −m0), (B.4)
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where S is the sensitivity matrix and C is the constraint matrix. The constraint matrix is a
discrete partial differential operator that may be of first or second order and is used to apply
smoothness, which is beneficial for the under-determined nature of the inverse problem. A





which represents the change of the forward operator applied to the model with respect to the
model. An analytic expression for sensitivity is derived [57] from the reciprocity theorem,










uS is the potential caused by injecting current at the source electrodes and uR is potential
caused by switching the original source and receiver electrodes. The reciprocity can be seen















Many of the figures in Chapter 4 are of the resulting resistivity model (color map) and
also display the log10 transform of the model coverage (alpha map), where coverage is the






and is a unitless value, because the sensitivity it is based on is also unitless (Equation B.7).
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APPENDIX C
MODEL CLASSIFICATION AND RECEIVER OPERATING CHARACTERISTIC
ANALYSIS
There are countless ways to perform model classification and measure the result in com-
parison to a true model. One such method is known as a confusion matrix [59, 60], which
simply classifies each predicted value as being true or false when compared against the actual
value. There can be any number of classes in a confusion matrix and each class represents
a different possible group or result [60, 61]. For example if some petrophysical data is col-
lected on a granitic rock sample, a concrete core, and a dolomite sample, then there would
be three classes: granite, concrete, and dolomite. Often times there are only two classes
and in this case each inverted model cell is classified as belonging to either the target or
background. After being classified as belonging the target or background, each classification
is assessed against the true model to determined if it was done so correctly or incorrectly.
This assesment is performed by resampling the inverted model mesh to the true model mesh
via a nearest neighbors algorithm implemented through the Python module vtki [53]. The
possible results for two classes are:
• True positive: the inverted model voxel was correctly classified as belonging to the
target
• False positive: the voxel was incorrectly classified as belonging to the target
• True negative: the voxel was correctly classified as belonging to the background
• False negative: the voxel was incorrectly classified as belonging to the background.
and are summarized in Table C.1.
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Table C.1 Layout of a 2-by-2 confusion matrix, with the classes labeled as positive and
negative. The columns are for the true model, designated by actual positive and actual
negative, the rows are for the predicted model, and together the matrix is split in four
distinct cells: true positive, false positive, true negative, and false negative.
Actual Class
Actual Positive Actual Negative
Predicted Class Predicted Positive True Positive (TP) False Positive (FP)
Predicted Negative False Negative (FN) True Negative (TN)
The classification of the predicted model as target or background is performed with an
auto-thresholding routine known as Otsu’s method [62]. This is an exhaustive approach that






whose weights ω0 and ω1 are the probability of the threshold being located at the given
position on the normalized histogram




pi = ω(k) (C.2)




pi = 1− ω(k). (C.3)
pi is the discretized probability distribution at index i, L is the number of histogram
bins, and k is the threshold index. Otsu’s method can be extended to multi-thresholding
[62], but will not be discussed because the models of interest here are limited to two classes.
An example of the results from Otsu’s method are shown in Figure C.1 and also serves as a
comparison between thresholding the model resistivity and the logarithmic-scale resistivity.
From the classification, several direct statistics and compound statistics can be calculated.
The direct statistics are ones that only use a single row or column of the confusion matrix
and the compound statistics are usually based on two or more direct statistics. Some direct









Figure C.1 A comparison of thresholding (a) ρ and (b) log(ρ). Both comparison are per-
formed on the time lapse inversion model with TBM and background prior information at








The TPR represents how well a positive response in the predicted model was correctly
classified, out of the number of positive values in the true model. Likewise, the FPR is how
often a predicted positive response is incorrectly classified, out of the number of negative
values in the true model. Both TPR and FPR are intuitive concepts, but because they only
use information from a single column of the confusion matrix, they are not using all of the
available information. This is true of all of direct statistics computed from the confusion
matrix, which is why there are a number of compound statistics that take advantage of
multiple pieces of information.
One common method of interpreting the confusion matrix is through Receiver Operating
Characteristic (ROC) analysis, which plots the TPR against the FPR. This tool is popular in
medical diagnostics and supervised machine learning because from the ROC curve, multiple
metrics can be measured that are used for comparison of different tests or methods, depending
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Figure C.2 An example of what ROC space looks like. The space is bounded by [0, 1] in
both x and y, due to the natural limits of the TPR and the FPR. A point landing at [0, 0]
or [1, 1] is the result of a trivial classifier that classifies everything in the predicted model
as a negative or as positive response, respectively. The ideal point, or perfect classification,
is the upper-left corner where TPR = 1 and FPR = 0 and the worst classification is in the
opposite corner. The black dashed line is the resulting ROC curve of a random classifier and
the blue curve is a hypothetical result.
on the problem context. Referring to Figure C.2, the ideal point on an ROC curve is in the
upper-left corner, where the TPR is maximized and the FPR is minimized [59–61]. The
simplest way to score a point on a ROC curve then lends itself as finding the minimum




(1− TPR)2 + FPR2. (C.6)
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The distance index bounds are [0,
√
2], with 0 being the best score. It is often reformulated
as the similarity index
sInd = 1− dInd√
2
, (C.7)
so that the bounds are [0, 1], with 1 being perfect. One advantage of using sInd as the
comparison metric is that it can be expanded beyond a binary classifier to multiple classes






where G is the total number of classes and sIndg is the similarity index for the gth class [61].
Ideally, comparing inverted models via a classifier and a statistical index is mesh independent.
However, in most cases the inversion mesh must be interpolated to the forward model mesh
or both meshes must be resampled without interpolation to a third, independent mesh. Both
approaches are valid and are beneficial because multiple different meshes can be compared
to one another. This is particularly useful if two inverted models created from different data
sets (and therefor different meshes) need to be compared to determine which data set tends
to result in the better result more often.
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