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ABSTRACT
We investigate the evolution of the galaxy Star Formation Rate Function (SFRF) and
Cosmic Star Formation Rate Density (CSFRD) of z ∼ 1 − 4 galaxies, using cosmological
Smoothed Particle Hydrodynamic (SPH) simulations and a compilation of UV, IR and Hα
observations. These tracers represent different populations of galaxies with the IR light being
a probe of objects with high star formation rates and dust contents, while UV and Hα observa-
tions provide a census of low star formation galaxies where mild obscuration occurs. We com-
pare the above SFRFs with the results of SPH simulations run with the code P-GADGET3(XXL).
We focus on the role of feedback from Active Galactic Nuclei (AGN) and supernovae in form
of galactic winds. The AGN feedback prescription that we use decreases the simulated CS-
FRD at z < 3 but is not sufficient to reproduce the observed evolution at higher redshifts.
We explore different wind models and find that the key factor for reproducing the evolution
of the observed SFRF and CSFRD at z ∼ 1 − 4 is the presence of a feedback prescription
that is prominent at high redshifts (z > 4) and becomes less efficient with time. We show
that variable galactic winds which are efficient at decreasing the SFRs of low mass objects are
quite successful in reproducing the observables.
Key words: cosmology: theory – galaxies: formation – galaxies: evolution – methods: nu-
merical
1 INTRODUCTION
The Star Formation Rates (SFR) of galaxies represent a fundamen-
tal constrain for galaxy formation models. The basic idea for cal-
culating the average SFR of an object is to estimate the number of
young bright stars with a certain age. However, in most cases, espe-
cially at high redshifts, galaxies are not spatially resolved and there
is only access to their integrated spectrum. Hence, to quantify the
star formation rates of galaxies, we typically rely on the observed
luminosities and luminosity functions (Madau & Dickinson 2014).
Some typical star formation rate indicators are the following,
• Ultra-Violet (UV) luminosity: The main advantage of the UV
luminosity is that it gives a direct estimate of the young stellar pop-
ulation since both O and B stars are brighter in the UV than at
longer wavelengths. Furthermore, at high redshifts (z > 4) only the
UV-emission from galaxies is observable with the current instru-
mentation. The simplest method of obtaining the SFR of an object
is to assume a linear scaling between the SFR and the continuum lu-
⋆ E-mail: kata@das.uchile.cl
minosity integrated over a fixed band in the blue or near-ultraviolet.
The optimal wavelength range is 1500− 2800 A˚(Kennicutt 1998b;
Smit et al. 2012). Evolutionary synthesis models provide relations
between the SFR per unit mass, luminosity and the integrated color
of the population. The conversion between the UV luminosity and
SFR (Kennicutt 1998b; Smit et al. 2012) is found from these mod-
els to be
SFRUV (M⊙ yr
−1) = 1.4 × 10−28 LUV (ergs s
−1Hz−1) (1)
where LUV is the UV luminosity of galaxies. The relation is valid
from 1500 A˚to 2800 A˚and assumes a Salpeter (1955) IMF. From
z ∼ 0.5 to z ∼ 3, the majority of star formation took place in
obscured and dusty environments and most of the UV photons
were reprocessed by dust into IR emission (Le Floc’h et al.
2005; Dole et al. 2006; Rujopakarn et al. 2011). Therefore a dust
correction is required.
• Hα luminosity and nebular emission lines: The other SFR in-
dicators to be discussed in this paper rely on measuring light from
young, massive stars that has been reprocessed by interstellar gas
or dust. O and B stars produce large amounts of UV photons that
c© 0000 The Authors
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ionise the surrounding gas. Hydrogen recombination produces line
emission, including the Balmer series lines like Hα (6562.8 A˚)
and Hβ (4861.2 A˚). Other nebular emission lines from other el-
ements, like [O II] (Kewley et al. 2004) and [O III] (Teplitz et al.
2000; Moustakas et al. 2006) can be used to infer the number of
blue massive stars ([O III ] lines are known to be very sensitive
to the ionization parameter so [O II] is typically preferred be-
tween them as a SFR indicator). Probing the existence of mas-
sive stars using the Hα luminosity of an object is quite common
in the literature (Kennicutt 1983; Gallego et al. 1995; Kennicutt
1998b; Pettini et al. 1998; Glazebrook et al. 1999; Moorwood et al.
2000; Hopkins et al. 2000; Sullivan et al. 2000; Tresse et al. 2002;
Pe´rez-Gonza´lez et al. 2003; Yan et al. 2003; Hanish et al. 2006;
Bell et al. 2007; Ly et al. 2011; Sobral et al. 2013), since Hα pho-
tons originate from the gas ionized by the radiation of these stars.
Typically, these lines trace stars with masses greater than∼ 15M⊙,
with the peak contribution from stars in the range 30-40 M⊙. Ac-
cording to the synthesis models of Kennicutt (1998a), the relation
between SFR and Hα luminosity is the following:
SFRHα (M⊙ yr
−1) = 7.9× 10−42 LHα (ergs s
−1) , (2)
where LHα is the Hα luminosity of the galaxies. While it is desir-
able to extend Hα studies to higher redshifts, such task is typically
observationally difficult because most of the Hα luminosity is
redshifted into the infrared beyond z ∼ 0.4.
• The Infra-Red (IR) luminosity originating from dust contin-
uum emission is a star formation indicator and a good test of dust
physics (Hirashita et al. 2003). The shape of the thermal IR light
depends on a lot of parameters (Draine & Li 2007) like the dust
opacity index, dust temperature, strength of the interstellar radia-
tion field and Polycylic Aromatic Hydrocarbons (PAH) abundance,
in the sense that UV-luminous, young stars will heat the dust to
higher temperatures than older stellar populations (Helou 1986).
The dust (heated by UV-luminous and young stellar populations)
produce an IR spectral distribution that is more luminous than the
one produced by low mass stars. This is the foundation for using
the IR emission ( ∼ 5 − 1000µm) as a probe of UV-bright stars
and a SFR indicator. There are two approaches to study the SFR us-
ing IR observations. Both involve IR photometry as a tracer of IR
luminosity, which in turn traces the number of UV photons from
the short-lived massive stars and allows the SFR to be calculated
(Kennicutt 1998b; Rujopakarn et al. 2011). The first approach in-
volves multi-band IR photometry and constrains the total IR lu-
minosity (Elbaz et al. 2010; Rex et al. 2010), while the second ex-
ploits just a monochromatic IR luminosity (Calzetti et al. 2007, IR
at 24 µm) that correlates strongly with SFR. The relation between
the SFR and total IR luminosity from the evolutionary synthesis
model of Kennicutt (1998a) is found to be:
SFRIR (M⊙ yr
−1) = 1.72 × 10−10 LIR /L⊙ (3)
There has been a considerable effort to constrain the evo-
lution of the cosmic star formation rate density in the last
decade(Madau & Dickinson 2014). However, Ly et al. (2011) state
that it is important to explore the extent to which systematics be-
tween different SFR indicators can affect its measurements. This
can be done by comparing the SFRFs obtained from different indi-
cators. In particular, it is useful to trace the star formation history
with a single indicator throughout time, and then compare the over-
all histories from various SFR tracers.
The evolution of the SFRF has been studied by means of
hydrodynamic simulations (Dave´ et al. 2011; Tescari et al. 2014)
and semi-analytic modelling (Fontanot et al. 2012). Dave´ et al.
(2011) used a set of simulations run with an improved version of
GADGET-2 to study the growth of galaxies from z ∼ 0 − 3. The
authors investigated the effect of four different wind models and
compared the simulated star formation rate functions with observa-
tions (Martin 2005; Hayes et al. 2010; Ly et al. 2011). Their galac-
tic wind models are responsible for the shape of the faint end slope
of the SFR function at z = 0. However, the simulations overpro-
duce the number of objects at all SFRs. According to the authors,
this tension is due to the absence of Active Galactic Nuclei (AGN)
feedback in their models.
This paper is the fourth of a series in which we present the
results of the ANGUS (AustraliaN GADGET-3 early Universe Simu-
lations) project and the observed SFRF of z ∼ 1− 4 galaxies, that
were obtained from a compilation of UV, Hα and IR Luminosity
Functions (LF). The aim of the ANGUS project is to study the in-
terplay between galaxies and the Intergalactic Medium from inter-
mediate redshifts (z ∼ 1) to the epoch of reionization at z ∼ 6 and
above. We use the hydrodynamic code P-GADGET3(XXL), which
is an improved version of GADGET-3 (Springel 2005). For the first
time we combine physical processes, which have been developed
and tested separately. In particular, our code includes:
• a sub-grid star formation model (Springel & Hernquist 2003),
• supernova energy- and momentum-driven galactic winds
(Springel & Hernquist 2003; Puchwein & Springel 2013;
Barai et al. 2013),
• AGN feedback (Springel et al. 2005; Fabjan et al. 2010;
Planelles et al. 2012),
• self-consistent stellar evolution and chemical enrichment
modeling (Tornatore et al. 2007b),
• metal-line cooling (Wiersma et al. 2009),
• transition of metal free Population III to Population II star for-
mation (Tornatore et al. 2007a),
• a low-viscosity SPH scheme to allow the development of tur-
bulence within the intracluster medium (Dolag et al. 2005),
• low-temperature cooling by molecules/metals (Maio et al.
2007),
• thermal conduction (Dolag et al. 2004),
• passive magnetic fields based on Euler potentials
(Dolag & Stasyszyn 2009),
• adaptive gravitational softening (Iannuzzi & Dolag 2011).
Simulations based on the same code have also been used to
successfully explore the origin of cosmic chemical abundances
(Maio & Tescari 2015). In Tescari et al. (2014) we constrained and
compared our numerical results with observations of the Star For-
mation Rate Function (SFRF) at z ∼ 4−7 (Smit et al. 2012). In ad-
dition, we showed that a fiducial model with strong-energy driven
winds and AGN feedback which starts to be effective at high red-
shifts (z > 4) is needed to obtain the observed SFRF of high red-
shift galaxies. In this work we extend the analysis to lower redshifts
(1 6 z 6 4) using the same set of cosmological simulations. We
explore various feedback prescriptions and investigate how these
shape the galaxy SFRF. We do not investigate the broad possible
range of simulations, but concentrate on the simulations that can
describe the high-z SFR function (Tescari et al. 2014), Galaxy Stel-
lar Mass Function (GSMF) and SFR−M⋆ relations (Katsianis et al.
2015, 2016).
This paper is organized as follows. In section 2 we present the
compilation of the observed luminosity functions and dust correc-
tion laws used for this work. In Section 3 we present the observed
SFRF of galaxies at z ∼ 1− 4. In Section 4 we present a brief de-
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SFR Indicator Dust corrections
UV Meurer et al. (1999) and Hao et al. (2011)
IR No dust corrections needed
Hα 1 mag, Hopkins et al. (2001)
Table 1. The dust correction formulas used for the UV, IR and Hα lumi-
nosities in this work.
scription of our simulations along with the different feedback mod-
els used. In section 5 we compare the simulated SFRFs with the
constrains from the observations. In section 6 we present the evo-
lution of the cosmic star formation rate density of the Universe in
observations and simulations. Finally, in Section 7 we summarise
our main results and conclusions.
2 THE OBSERVED STAR FORMATION RATES FROM
GALAXY LUMINOSITIES
2.1 Dust attenuation effects and dust correction prescriptions
We correct the UV LFs for the effects of dust attenuation using the
correlation of extinction with the UV-continuum slope β follow-
ing Hao et al. (2011) and Smit et al. (2012). Like Smit et al. (2012)
we assume the infrared excess (IRX)-β relation of Meurer et al.
(1999):
A1600 = 4.43 + 1.99 β, (4)
where A1600 is the dust absorption at 1600 A˚. We assume as well
the linear relation between the UV-continuum slope β and luminos-
ity of Bouwens et al. (2012):
〈β〉 =
dβ
dMUV
(MUV,AB + 19.5) + βMUV=−19.5, (5)
Then following Hao et al. (2011) we assume
LUVOBS = LUVcorre
−τUV , (6)
where τUV is the effective optical depth (τUV = A1600/1.086).
We calculate A1600 and τUV adopting the parameters for dβdMUV
from Reddy & Steidel (2009), Bouwens et al. (2009, 2012) and
Tacchella et al. (2013).
For the case of Hα emission, Sobral et al. (2013) used the 1
mag correction which is a simplification that normally is acceptable
for low redshifts (0.0 < z < 0.3). Ly et al. (2011) use the SFR de-
pendent dust correction from Hopkins et al. (2001). As mentioned
above, no dust corrections are required for IR luminosity functions.
2.2 The observed UV, IR and Hα luminosity functions from
z ∼ 3.8 to z ∼ 0.8
To retrieve the SFRF for redshift z ∼ 3.8 to z ∼ 0.8 we
use the luminosity functions from Reddy et al. (bolometric-
UV+IR, 2008), van der Burg et al. (Lyman-break selected, 2010),
Oesch et al. (Lyman-break selected, 2010), Ly et al. (Hα-selected,
2011), Cucciati et al. (I band selected-flux limitted, 2012),
Gruppioni et al. (IR-selected, 2013), Magnelli et al. (IR-selected,
2011, 2013), Sobral et al. (Hα-selected, 2013), Alavi et al.
(Lyman-break selected, 2014) and Parsa et al. (Lyman-break
selected 2015). In addition, we compare our results with the work
of Smit et al. (2012) for Lyman-break selected galaxies at redshift
z ∼ 3.8. We choose the above surveys since all of them combined
are ideal to study the SFRF in a large range of SFRs and redshifts.
The authors have publicly available the LFs of their samples which
are summarized below.
Reddy et al. (2008) used a sample of Lyman-break selected
galaxies at redshifts z ∼ 2.3 and z ∼ 3.1, combined with
ground-based spectroscopic Hα and Spitzer MIPS 24 µm data, and
obtained robust measurements of the rest-frame UV, Hα, and IR
luminosity functions. These luminosity functions were corrected
for incompleteness and dust attenuation effects. The stepwise
bolometric luminosity function of Reddy et al. (2008) is in table 9
of their work.
van der Burg et al. (2010) studied ∼ 100000 Lyman-break galaxies
from the CFHT Legacy Survey at z ∼ 3.1, 3.8, 4.8 and estimated
their rest-frame 1600 A˚ luminosity function. Due to the large
survey volume, the authors state that cosmic variance had a
negligible impact on their determination of the UV luminosity
function, allowing them to study the bright end with great statistical
accuracy. They obtained the rest-frame UV luminosity function in
absolute magnitudes at 1600 A˚ for redshifts z ∼ 3.1, 3.8, 4.8 and
their results are in table 1 of their work.
Oesch et al. (2010) investigated the evolution of the UV LF at
z ∼ 0.75 − 2.5. The authors suggested that UV-color and pho-
tometric selection have similar results for the luminosity function
in this redshift interval and claim that UV-dropout samples are
well defined and reasonably complete. The authors note that the
characteristic luminosity decreased by a factor of ∼ 16 from z ∼ 3
to z ∼ 0 while the faint-end slope α increased from α ∼ −1.5 to
α ∼ −1.2. The parameters of the analytic expressions of the above
UV luminosity functions are provided in table 1 of Oesch et al.
(2010).
Ly et al. (2011) obtained measurements of the Hα luminosity
function for galaxies at z ∼ 0.8, based on 1.18µm narrowband
imaging from the NewHα Survey. The authors applied corrections
for dust attenuation effects and incompleteness. To correct for
dust attenuation, they adopted a luminosity-dependent extinction
relation following Hopkins et al. (2001). The authors applied
corrections for [N II] flux contamination and the volume, as a
function of line flux. The Hα luminosity function from Ly et al.
(2011) is presented in table 3 of their work.
Cucciati et al. (2012) investigated the evolution of the far ultravi-
olet (FUV) and near ultraviolet (NUV) luminosity functions from
z ∼ 0.05 to z ∼ 4.5. Using these data, they derived the CSFRD
history and suggested that it peaks at z ∼ 2 as it increases by a
factor of ∼ 6 from z ∼ 4.5. We use the FUV luminosity functions
to obtain an estimate of the SFRs of small galaxies. The analytic
expressions of the above FUV luminosity functions are provided
in table 1 of Cucciati et al. (2012).
Gruppioni et al. (2013) used the 70-, 100-, 160-, 250-, 350- and
500-µm data from the Herschel surveys, PEP and HerMES, in the
GOODS-S and -N, ECDFS and COSMOS fields, to characterise
the evolution of the IR luminosity function for redshifts z ∼ 4
to z ∼ 0. The highest redshift results of Gruppioni et al. (2013)
provide some information on the bright end of the luminosity
function for high redshifts. The authors provide more useful
constrains at lower redshift where IR luminosity functions can
MNRAS 000, 000–000 (0000)
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probe low star forming objects. The total IR luminosity function of
Gruppioni et al. (2013) is in table 6 of their work.
Magnelli et al. (2011, 2013) combined observations of the GOODS
fields from the PEP and GOODS-Herschel programmes. From
the catalogues of these fields they derived number counts and
obtained the IR luminosity functions down to LIR = 1011 L⊙
at z ∼ 1 and LIR = 1012 L⊙ at z ∼ 2. The authors state that
their far-infrared observations provide a more accurate infrared
luminosity estimation than the mid-infrared observations from
Spitzer. The results of Magnelli et al. (2013) are presented in the
appendix of their work.
Sobral et al. (2013) presented the combination of wide and deep
narrow-band Hα surveys using UKIRT, Subaru and the VLT.
The authors robustly selected a total of 1742, 637, 515 and 807
Hα emitters across the COSMOS and the UDS fields at z =
0.40, 0.84, 1.47 and 2.23, respectively. These Hα LFs have then
been corrected for incompleteness, [NII] contamination and for
dust extinction using AHα = 1 mag correction1. The stepwise
determination of the Hα luminosity function from Sobral et al.
(2013) can be found in table 4 of their work.
Alavi et al. (2014) targeted the cluster Abell 1689, behind which
they searched for faint star-forming galaxies at redshift z ∼ 2.
Their data are corrected for incompleteness and dust attenuation
effects. They extended the UV luminosity function at z ∼ 2
to very faint magnitude limits and this allowed them to con-
strain the α parameter of the Schechter function fit, finding
that α = −1.74 ± 0.08. The parameters of the UV luminosity
function found with this method are in table 3 of Alavi et al. (2014).
Parsa et al. (2015) present measurements of the evolving rest-frame
UV (1500 A˚) galaxy luminosity function over the redshift range
z ∼ 2 − 4. The results are provided by combining the HUDF,
CANDELS/GOODS-South, and UltraVISTA/COSMOS surveys
and are able to succesfully probe the faint end of the UV lumi-
nosity function. An interesting result of the analysis is that the LF
appears to be significantly shallower (α = −1.32) than previous
measurements (e.g. Alavi et al. 2014). The stepwise determination
of the LF found by this method is in table 1 of Parsa et al. (2015).
2.3 The luminosity-SFR conversion
To obtain the SFRF of galaxies we start from the observed lumi-
nosity function. We convert the luminosities to SFRs at each bin of
the LF following a method similar to the one adopted by Smit et al.
(2012). UV selected samples provide information about the SFRF
of galaxies at redshifts z > 2. For lower redshifts they provide
key constrains for low star forming objects (faint-end of the distri-
bution), but are unable to probe dusty high star forming systems,
and thus are uncertain at the bright-end of the distribution. This
is due to the fact that dust corrections are insufficient or that UV
selected samples do not include a significant number of massive,
dusty objects. Using IR selected samples we obtain SFRFs that are
1 Hopkins et al. (2001) note that a SFR-dependent dust attenuation law
produces similar corrections with the 1 magnitude simplification often as-
sumed for local populations. At higher redshifts (z > 0.3) though, larger
corrections are required.
not affected by dust attenuation effects. However, small faint galax-
ies do not have enough dust to reprocess the UV light to IR, so IR
luminosities do not probe the faint end of the SFRF. The observed
Hα data used for this work provide us with information about the
SFRF of intermediate 1.0 6 log(SFR/(M⊙ yr−1)) 6 2.0 galax-
ies from z ∼ 0.8 to z ∼ 2.3. Dust corrections are required to obtain
the intrinsic SFRs from Hα luminosities. We note that various au-
thors have often published their data in the form of UV, IR or Hα
luminosity functions. However, the authors used their results to di-
rectly obtain the cosmic star formation rate density instead of star
formation rate functions since the first is known to be dominated
mostly by galaxies around the characteristic luminosity. The differ-
ent groups are aware of the potential problems (e.g. uncertainty in
treatment of dust) that may occur when they calculate SFRs from a
range of individual galaxy luminosities or bins of LFs.
3 THE OBSERVED STAR FORMATION RATE
FUNCTIONS FROM Z ∼ 3.8 TO Z ∼ 0.8
3.1 The Star formation rate function at z ∼ 3.8
To obtain the SFRF at z ∼ 4 we start with the UV luminosity
function from van der Burg et al. (2010, z ∼ 3.8). We use the
dust corrections laws of Meurer et al. (1999) and Hao et al. (2011)
and obtain the dust corrected UV luminosity functions. We as-
sume the same < β > as Smit et al. (2012) that can be found in
Bouwens et al. (2012, < β >= −0.11(MUV,AB + 19.5) − 2.00
at z ∼ 3.8). We apply equation 1 (Kennicutt 1998a; Madau et al.
1998), which assumes a Salpeter (1955) IMF and convert the UV
luminosities to SFRs. The blue triangles in the top left panel of
Fig. 1 are the stepwise determinations of the SFRF for redshift
z ∼ 3.8 using the above method. The red triangles are the stepwise
determination of the SFRF for z ∼ 3.8 from Smit et al. (2012).
The results from our analysis and those of Smit et al. (2012) im-
ply that the UV luminosity functions from Bouwens et al. (2007)
and van der Burg et al. (2010) are consistent with each other for
z ∼ 4. The error bars of the SFRF that relies on the results of
van der Burg et al. (2010) are smaller, due to less cosmic variance
within the larger area covered by these observations. We use the
same method to convert the UV luminosity function of Parsa et al.
(2015, z ∼ 3.8) to a stepwise SFRF. However, the SFRF that was
obtained from the UV LF of Parsa et al. (2015) has a shallower
faint end. The results of Parsa et al. (2015) include fainter sources
and thus provide further information for low star forming objects.
The SFRFs from our analysis for z ∼ 3.8 are in the top left panel
of Fig. 1 and Table 2. In addition, we use the IR luminosity func-
tion from Gruppioni et al. (2013) for redshifts 3.0 < z < 4.2. We
convert the IR luminosities to SFRs using equation 3. We see that
the IR luminosity is unable to provide information for a broad pop-
ulation of z ∼ 4 galaxies and is only a census of objects with very
high SFRs. Thus, unlike UV LFs, rest frame IR studies are not suit-
able for constraining the star formation rate function and CSFRD
at high redshifts.
3.2 The Star formation rate function at z ∼ 3.1
To obtain the SFRF at redshift z ∼ 3.1 we start with the UV
luminosity function from van der Burg et al. (2010, z ∼ 3.1)
and Parsa et al. (2015, z ∼ 3.0). We follow the same proce-
dure described above. We assume the < β > relations from
Reddy & Steidel (2009) that can be found in Tacchella et al. (2013)
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log SFR
M⊙ yr−1
log φSFR
(
Mpc−3 dex−1
)
z ∼ 3.8, (Parsa et al. 2015, UV) dust corrected
-0.86 -1.57±0.03
-0.66 -1.68±0.04
-0.47 -1.49±0.03
-0.26 -1.83±0.05
-0.02 -1.96±0.06
0.23 -2.10±0.07
0.47 -2.37±0.10
0.72 -2.42±0.28
0.96 -2.47±0.03
1.20 -2.66±0.04
1.45 -3.02±0.01
1.69 -3.51±0.03
1.93 -4.07±0.05
2.18 -4.70±0.09
2.42 -5.70±0.43
< z >∼ 3.6, (Gruppioni et al. 2013, IR) No correction
2.49 -4.65±0.14
2.99 -5.75±0.13
3.48 -7.18±0.43
z ∼ 3.8, (van der Burg et al. 2010, UV) dust corrected
0.33 -1.99±0.22
0.47 -2.08±0.08
0.62 -2.13±0.06
0.76 -2.23±0.05
0.91 -2.31±0.07
1.06 -2.47±0.09
1.20 -2.62±0.05
1.35 -2.77±0.04
1.50 -3.02±0.02
1.64 -3.27±0.04
1.79 -3.54±0.02
1.93 -3.93±0.06
2.08 -4.27±0.10
2.23 -4.88±0.05
Table 2. Stepwise SFR functions at z ∼ 3.8 using the data from
van der Burg et al. (2010, blue triangles in the top left panel of Fig. 1),
Gruppioni et al. (2013, red diamonds in the top left panel of Fig. 1) and
Parsa et al. (2015, grey squares in the top left panel of Fig. 1).
who show < β >= −0.13(MUV,AB + 19.5) − 1.85 at z ∼ 3.0.
The blue triangles in the top right panel of Fig. 1 are the step-
wise determination of the SFRF for redshift z ∼ 3.1 using the
UV luminosity function of van der Burg et al. (2010), while the
grey squares are the SFRF from Parsa et al. (2015). In addition,
we use the bolometric luminosity function from Reddy et al. (2008,
z ∼ 2.7 − 3.4). This luminosity function is already corrected for
incompleteness and dust attenuation effects. To obtain the SFRF
from the bolometric luminosity function we use equation 3. The
orange filled circles in the top right panel of Fig. 1 are the stepwise
determination of the SFRF for z ∼ 3.1 using the above procedure.
We see that the SFRFs we obtain using the data of Reddy et al.
(2008), van der Burg et al. (2010) and Parsa et al. (2015) are in
good agreement. The SFRF we retrieve employing the LF of
Parsa et al. (2015) can probe objects with low star formation rates
log SFR
M⊙ yr−1
log φSFR
(
Mpc−3 dex−1
)
z ∼ 3.0, Parsa et al. (2015, UV) dust corrected
-1.06 -1.54±0.03
-0.86 -1.51±0.03
-0.66 -1.44±0.03
-0.42 -1.61±0.04
-0.17 -1.60±0.04
0.08 -1.77±0.05
0.33 -1.83±0.05
0.58 -2.06±0.02
0.84 -2.12±0.02
1.09 -2.30±0.02
1.39 -2.53±0.03
1.60 -3.03±0.01
1.84 -3.63±0.03
2.09 -4.34±0.08
2.35 -5.22±0.14
z ∼ 3.1, van der Burg et al. (2010, UV) dust corrected
0.43 -1.97±0.20
0.58 -1.80±0.08
0.73 -1.91±0.10
0.89 -2.03±0.08
1.04 -2.13±0.07
1.19 -2.24±0.09
1.34 -2.40±0.10
1.49 -2.58±0.06
1.64 -2.78±0.05
1.79 -3.07±0.05
1.94 -3.42±0.11
2.09 -3.72±0.15
2.25 -4.13±0.14
2.40 -4.63±0.12
2.55 -5.48±0.43
2.70 -5.48±0.43
z ∼ 3.1, Reddy et al. (2008, Bolometric) dust corrected
-0.14 -1.59±0.27
0.09 -1.69±0.24
0.36 -1.83±0.24
0.61 -2.02±0.27
0.86 -2.22±0.26
1.11 -2.41±0.21
1.36 -2.60±0.18
1.61 -2.83±0.13
1.86 -3.11±0.11
2.11 -3.40±0.08
2.36 -3.73±0.12
2.61 -4.12±0.12
Table 3. Stepwise SFR functions at z ∼ 3.1 using the data from
Reddy et al. (2008), orange circles in the top right panel of Fig. 1,
van der Burg et al. (2010), blue triangles in the top right panel of Fig. 1
and Parsa et al. (2015), grey squares in the top right panel of Fig. 1.
and thus provide better constraints for the small objects in our
simulations. The red diamonds are obtained using the IR data of
Gruppioni et al. (2013) for z ∼ 2.5 − 3.0 and will be discussed in
detail in the next Section. The results for z ∼ 3.1 are sumarized in
Table 3 and the top right panel of Fig. 1.
3.3 The Star formation rate function at z ∼ 2.6
To obtain the SFRF for z ∼ 2.6 galaxies we use the bolometric
data of Reddy et al. (2008) at z ∼ 1.9 − 3.4, the Schechter fit of
the UV luminosity function of Oesch et al. (2010, z ∼ 2.5) and
the IR LF of Gruppioni et al. (2013) at z ∼ 2.5 − 3.0. To convert
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log SFR
M⊙ yr−1
log φSFR
(
Mpc−3 dex
−1
)
z ∼ 2.5− 3.0, Gruppioni et al. (2013, IR) No correction
2.49 -3.75±0.21
2.99 -4.15±0.11
3.49 -5.11±0.07
Table 4. Stepwise determinations of the SFR function at z ∼ 2.6 (red di-
amonds Fig. 1) using the IR luminosity function of Gruppioni et al. (2013)
for 2.5 < z < 3.0. The parameters of the analytic expression (dark green
dotted line in Fig. 1) we obtain from dust correcting the Schechter (1976) fit
given by Oesch et al. (2010) are: φ⋆ = 0.0026 Mpc−3, SFR⋆ = 24.56
M⊙/yr and α = −1.48.
the LF of Oesch et al. (2010) we assume the < β > relations from
Bouwens et al. (2009, 2012) who find< β >= −0.20(MUV,AB+
19.5) − 1.70 at z ∼ 2.5. The results of this analysis are shown in
the bottom left panel of Fig. 1 (green dotted line). Moreover, we
use equation 3 to convert the IR luminosities of Gruppioni et al.
(2013) to SFRs. The SFRF from the IR luminosity function is only
able to constrain the SFRs of luminous star forming systems at this
high redshift. However, they indicate that the UV SFRs that are
obtained from IRX-β relation are underestimated or the Lyman-
break selected sample of Oesch et al. (2010) misses a significant
number of high star forming systems. The results for z ∼ 2.6 are
summarized in Table 4 and the bottom left panel of Fig. 1.
3.4 The Star formation rate function at z ∼ 2.2
To obtain the SFRF at redshift z ∼ 2.2 we use the luminosity func-
tions of Reddy et al. (2008, z ∼ 1.9− 2.7), Magnelli et al. (2011,
z ∼ 1.8−2.3) and Sobral et al. (2013, z ∼ 2.23). The orange filled
circles in the bottom right panel of Fig. 1 represent the stepwise
determination of the SFRF for redshift z ∼ 2.2 using the bolomet-
ric luminosity function at z ∼ 2.3 from Reddy et al. (2008) and
equation 3. In addition, we use the Hα luminosity function from
Sobral et al. (2013). As discussed in Subsection 2.2, this luminos-
ity function is corrected for incompleteness and dust attenuation
effects (1 mag simplification). To obtain the SFRF from the Hα lu-
minosity function we use equation 2. The blue filled circles of Fig.
1 are the stepwise determination of the SFRF for z ∼ 2.2 using
the above analysis. Finally, we use the IR luminosity function of
Magnelli et al. (2011) for redshifts 1.8 < z < 2.3. We convert the
IR luminosities to SFRs using eq. 3. We obtain the analytic form
(red dashed line) converting the analytic luminosity functions to
SFRFs following Smit et al. (2012). The results of Magnelli et al.
(2011) span the range ∼ 40 M⊙/yr to 1380 M⊙/yr but we ex-
tend the Schechter (1976) form to lower SFRs, so we can have a
comparison with the other data-sets present in this work. We note
that Magnelli et al. (2011) obtained the CSFRD by integrating the
extended Schechter (1976) form of their LF (without limits) so they
can compare their results with other authors. This methodology was
employed by most authors, thus we extend the analytic expressions
of the SFRFs to lower SFRs at all panels. The SFRFs for z ∼ 2.2
galaxies from our analysis are presented in the bottom right panel
of Fig. 1 and Table 5. We see an excellent agreement between the
different SFRFs derived from various SFR tracers. As we have seen
in the previous subsections the results from the IR luminosity func-
tion (Magnelli et al. 2011) provide information for high star form-
log SFR
M⊙ yr−1
log φSFR
(
Mpc−3 dex
−1
)
z ∼ 2.23, Sobral et al. (2013, Hα) dust corrected
0.90 -1.93±0.19
1.05 -2.07±0.16
1.20 -2.19±0.07
1.30 -2.31±0.05
1.40 -2.41±0.05
1.50 -2.50±0.04
1.60 -2.59±0.05
1.70 -2.73±0.06
1.80 -2.88±0.14
1.90 -3.09±0.17
2.00 -3.33±0.22
2.10 -3.67±0.31
2.20 -4.01±0.51
z ∼ 2.3, Magnelli et al. (2011, IR) dust corrected
1.64 -2.72±0.25
1.94 -3.05±0.25
2.24 -3.29±0.25
2.54 -3.88±0.26
0.27
2.84 -4.84±0.34
0.58
3.14 -5.14±0.39
3.00
z ∼ 1.8− 2.3, Reddy et al. (2008, Bolometric) dust corrected
-0.14 -1.43±0.21
0.09 -1.49±0.17
0.36 -1.61±0.17
0.61 -1.79±0.22
0.86 -1.98±0.23
1.11 -2.16±0.21
1.36 -2.37±0.19
1.61 -2.60±0.14
1.86 -2.86±0.13
2.11 -3.18±0.09
2.36 -3.51±0.09
2.61 -3.93±0.14
Table 5. Stepwise SFR functions at z ∼ 2.2 using the data from
Reddy et al. (2008), orange circles in the bottom right panel of Fig. 1,
Magnelli et al. (2011), red circles in the top bottom right of Fig. 1 and
Sobral et al. (2013), blue circles in the bottom right panel of Fig. 1.
ing systems while the bolometric luminosity of Reddy et al. (2008)
spans a wider range of SFRs due to their UV data. The SFRF we
obtain from the Hα results of Sobral et al. (2013) is in good agree-
ment with the other two.
3.5 The Star formation rate function at z ∼ 2.0
To determine the SFRF of z ∼ 2.0 galaxies we use the IR lumi-
nosity function from Magnelli et al. (2011, 1.8 < z < 2.3) and
the UV luminosity functions of Alavi et al. (2014, z ∼ 2.0) and
Parsa et al. (2015, z ∼ 2.0). We use equations 3 and 1 to convert
the IR and UV luminosities to SFRs, respectively. The SFRF re-
sulting from the IR data of Magnelli et al. (2011) suggests that the
UV selection of Alavi et al. (2014) and Parsa et al. (2015) miss a
significant number of objects at z ∼ 2.0 or that dust corrections
implied by the IRX-β relation and UV SFRs are underestimated
at the bright-end of the distribution. This is similar with what we
saw at redshift z ∼ 2.6 and section 3.3. The SFRF that is ob-
tained from the data of Parsa et al. (2015) implies a distribution
much shallower at low SFRs than that suggested by Magnelli et al.
(2011) and Alavi et al. (2014). The results from the above analysis
are shown in Table 6 and Fig. 2.
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Figure 1. The stepwise and analytical determinations of the observed SFRF for redshifts z ∼ 3.8 (top left panel), z ∼ 3.1 (top right panel), z ∼ 2.6 (bottom
left panel) and z ∼ 2.2 (bottom right panel). The blue filled circles are the SFRFs for z ∼ 2.2 using the Hα luminosity function from Sobral et al. (2013). The
red filled circles and red dashed-line are the SFRFs for redshift z ∼ 2.2 using the IR luminosity function from Magnelli et al. (2011). The red filled diamonds
are the SFRF for redshifts z ∼ 2.6, z ∼ 3.1 and z ∼ 3.8 using the IR luminosity function from Gruppioni et al. (2013). The orange filled circles are the
SFRF for redshifts z ∼ 2.2, z ∼ 2.6 and z ∼ 3.1 using the bolometric luminosity function from Reddy et al. (2008). The green dotted line is the analytic
SFRF obtained using the results of Oesch et al. (2010). The blue triangles at z ∼ 3.1 and z ∼ 3.8 were retrieved from dust correcting the UV luminosity
functions of van der Burg et al. (2010). For the grey squares we used the UV luminosity function from Parsa et al. (2015). The red inverted triangles are the
stepwise determination of the SFRF at z ∼ 3.8 from Smit et al. (2012).
3.6 The Star formation rate function at z ∼ 1.5
To obtain the SFRF at redshift z ∼ 1.5 we use the UV luminos-
ity function of Cucciati et al. (2012, z ∼ 1.2 − 1.7) the IR lu-
minosity functions from Magnelli et al. (2011, z ∼ 1.3 − 1.8)
and Gruppioni et al. (2013, z ∼ 1.2 − 1.7) and the Hα LF
from Sobral et al. (2013, z ∼ 1.47). The luminosity functions of
Magnelli et al. (2011) and Sobral et al. (2013) provide information
about the intermediate and high star forming objects. The SFRFs
from the IR luminosity functions imply that the dust corrections
used to recover the Hα luminosity function of Sobral et al. (2013)
were underestimated for high star forming systems or that the Hα
selection of the authors misses a significant number of dusty ob-
jects. As discussed in Subsection 2.2 the 1 mag simplification that
is commonly used for dust attenuation effects underestimates the
intrinsic SFRs for z > 0.3. Maybe this is the reason of the in-
consistency between the two SFRFs. The SFRF we obtain from
the analytic UV luminosity function of Cucciati et al. (2012) pro-
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Figure 2. The stepwise and analytical determinations of the observed SFRF for redshifts z ∼ 2.0 (top left panel), z ∼ 1.5 (top right panel), z ∼ 1.15
(bottom left panel) and z ∼ 0.9 (bottom right panel). The blue filled circles are the SFRFs for z ∼ 0.9 and z ∼ 1.5 estimated using the Hα luminosity
function from Sobral et al. (2013). The red filled circles and red dashed-lines are obtained using the IR luminosity function from Magnelli et al. (2011)
and Magnelli et al. (2013). The dark green dashed-dotted lines are the analytic Schechter (1976) fits that we obtain after dust correcting the UV luminosity
function of Cucciati et al. (2012). The red filled diamonds are the SFRFs for redshifts z ∼ 0.9, z ∼ 1.15 and z ∼ 1.5 using the IR luminosity functions from
Gruppioni et al. (2013). The magenta filled diamonds is the stepwise determination of the SFRF for z ∼ 0.9 using the Hα luminosity function from Ly et al.
(2011). The dotted black line is the analytic SFRF that we obtained using the UV luminosity function from Alavi et al. (2014, z ∼ 1.9). For the grey squares
we used the UV luminosity function from Parsa et al. (2015, z ∼ 2).
vides information at low SFRs and implies a shallower distribution.
The results are in perfect agreement with the SFRF obtained from
Sobral et al. (2013) for high SFRs. Thus the IRX-β relation may
also underestimate the true SFR of high star forming objects. The
characteristic SFR2 implied by UV and Hα data is much lower than
2 The characteristic luminosity of a LF is the luminosity at which the
power-law form becomes an exponential choke. We define the character-
that of IR studies. The SFRFs for z ∼ 1.5 from the above analysis
are shown in the top right panel of Fig. 2 and Table 7.
istic SFR as the SFR at which the behaviour of the SFRF changes from an
exponential to a power-law.
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log SFR
M⊙ yr−1
log φSFR
(
Mpc−3 dex−1
)
z ∼ 2.0, Parsa et al. (2015, UV) dust corrected
-1.56 -1.17±0.02
-1.26 -1.22±0.02
-1.06 -1.44±0.03
-0.81 -1.45±0.03
-0.56 -1.54±0.04
-0.30 -1.60±0.04
-0.05 -1.70±0.04
0.20 -1.80±0.05
0.45 -1.89±0.02
0.70 -2.00±0.02
0.95 -2.16±0.02
1.21 -2.48±0.03
1.46 -2.95±0.14
1.71 -3.52±0.27
1.96 -4.17±0.57
2.21 -4.62±0.98
Table 6. Stepwise SFR functions at z ∼ 2.0 using the data from Parsa et al.
(2015, grey squares of Fig. 2). The parameters of the analytic expression
(black dotted line) we obtain from dust correcting the Schechter (1976) fit
given by Alavi et al. (2014) are φ⋆ = 0.0023 Mpc−3, SFR⋆ = 23.6
M⊙/yr and α = −1.58.
3.7 The Star formation rate function at z ∼ 1.15
To obtain an estimate of the SFRF at redshift z ∼ 1.15 we
use the IR luminosity functions from Gruppioni et al. (2013, z ∼
1.0 − 1.2) and Magnelli et al. (2013, z ∼ 1.0 − 1.3) and the
FUV luminosity function of Cucciati et al. (2012, z ∼ 1.0− 1.2).
Even at these intermediate redshifts, the IR surveys are unable to
probe low star forming objects. The red dashed-line is the analyt-
ical SFRF obtained from the double power law fit of the LF of
Magnelli et al. (2013). The results from the FUV luminosity func-
tion of Cucciati et al. (2012) imply a much shallower SFRF with a
much lower characteristic SFR. Once again we see that the SFRFs
from the extrapolations of IR studies typically have higher charac-
teristic SFRs and are steeper for faint objects than those found by
UV data. Our results for the SFRF at redshift z ∼ 1.15 are in the
bottom left panel of Fig. 2 and Table 8.
3.8 The Star formation rate function at z ∼ 0.9
To retrieve the SFRF at redshift z ∼ 0.9 we use the luminosity
functions of Ly et al. (2011, z ∼ 0.84), Gruppioni et al. (2013,
∼ 0.8 − 1.0), Cucciati et al. (2012, ∼ 0.8 − 1.0), Magnelli et al.
(2013, z ∼ 0.7 − 1.0) and Sobral et al. (2013, z ∼ 0.84). As
discussed in Subsection 2.2, the luminosity function of Ly et al.
(2011) is an Hα LF that is corrected for incompleteness and dust
attenuation effects with the Hopkins et al. (2001) dust correction
law. This dust correction law implies a luminosity/SFR dependent
correction with the observed (non intrinsic) luminosity/SFR.
To obtain the SFRF from this Hα luminosity function we use
equation 2. The magenta filled diamonds of Fig. 2 are the stepwise
determination of the SFRF for z ∼ 0.84 from the Hα luminosity
function of Ly et al. (2011). From Fig. 2 we see that the bright-end
of the SFRF from Ly et al. (2011) is in excellent agreement with
the results from the IR samples and this suggests that the SFR
log SFR
M⊙ yr−1
log φSFR
(
Mpc−3 dex
−1
)
z ∼ 1.47, Sobral et al. (2013, Hα) 1 Mag, incompleteness checked
1.00 -2.13±0.10
1.10 -2.25±0.09
1.20 -2.34±0.06
1.30 -2.47±0.05
1.40 -2.62±0.05
1.50 -2.73±0.04
1.60 -2.91±0.08
1.70 -3.18±0.11
1.80 -3.55±0.18
1.90 -3.81±0.26
2.00 -4.22±0.38
2.10 -4.55±0.55
2.30 -4.86±0.55
z ∼ 1.3− 1.8, Magnelli et al. (2011, IR) No correction
1.24 -2.38±0.25
1.64 -2.78±0.25
2.04 -3.15±0.25
0.26
2.44 -3.69±0.26
2.84 -4.75±0.31
0.45
z ∼ 1.2− 1.7, Gruppioni et al. (2013, IR) No correction
1.49 -2.93±0.18
1.99 -3.29±0.06
2.49 -3.81±0.03
2.99 -4.85±0.05
Table 7. Stepwise SFR functions at z ∼ 1.5 using the data from
Sobral et al. (2013), blue circles of Fig. 2 and Magnelli et al. (2011), red
circles of Fig. 2. The parameters of the analytic expression (dark green
dot-dashed line) we obtain from dust correcting the Schechter (1976) fit
given by Cucciati et al. (2012) are φ⋆ = 0.0033 Mpc−3, SFR⋆ = 16.7
M⊙/yr and α = −1.07.
log SFR
M⊙ yr−1
log φSFR
(
Mpc−3 dex−1
)
z ∼ 1.0− 1.2, Gruppioni et al. (2013, IR selected) No correction
1.49 -2.80±0.09
1.99 -3.17±0.06
2.49 -4.00±0.03
2.99 -5.18±0.12
z ∼ 1.0− 1.3, Magnelli et al. (2013, IR selected) No correction
1.14 -2.53±0.19
1.64 -2.74±0.17
0.18
1.84 -2.98±0.15
0.16
2.04 -3.09±0.19
0.22
2.24 -3.58±0.17
0.18
2.44 -4.15±0.19
4.15
2.64 -4.47±0.25
0.40
3.04 -4.95±0.34
4.95
Table 8. Stepwise SFR functions at z ∼ 1.15 using the data from
Gruppioni et al. (2013, red diamonds of Fig. 2) and Magnelli et al. (2013,
red circles in the bottom left panel of Fig. 2). The parameters of the ana-
lytic expression (dark green dot-dashed line) we obtain from dust correct-
ing the Schechter (1976) fit given by Cucciati et al. (2012) are φ⋆ = 0.006
Mpc−3, SFR⋆ = 8.3M⊙/yr and α = −0.93.
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log SFR
M⊙ yr−1
log φSFR
(
Mpc−3 dex−1
)
z ∼ 0.84, Sobral et al. (2013, Hα selected) 1 mag, incompleteness checked
0.60 -1.93±0.03
0.75 -2.02±0.03
0.90 -2.18±0.04
1.05 -2.43±0.06
1.20 -2.73±0.17
1.35 -3.01±0.17
1.50 -3.27±0.21
1.65 -3.79±0.55
1.80 -4.13±1.51
z ∼ 0.8− 1.0, Magnelli et al. (2013, IR selected) No correction
1.49 -3.09±0.08
1.99 -3.24±0.04
2.49 -4.23±0.05
2.99 -5.74±0.25
z ∼ 0.7− 1.0, Gruppioni et al. (2013, IR selected) No correction
1.24 -2.55±0.13
0.15
1.44 -2.59±0.10
0.10
1.64 -3.05±0.16
0.20
1.84 -3.14±0.11
0.12
2.04 -3.43±0.20
0.32
2.24 -3.88±0.16
0.20
2.64 -4.83±0.31
4.83
z ∼ 0.84, Ly et al. (2011, Hα selected) dust corrected, incompleteness checked
-0.20 -2.22±0.25
-0.002 -1.61±0.10
0.20 -1.81±0.06
0.40 -1.96±0.05
0.60 -2.03±0.04
0.80 -2.18±0.05
1.00 -2.36±0.05
1.20 -2.46±0.06
1.40 -2.71±0.08
1.60 -2.91±0.10
1.80 -3.09±0.12
2.00 -3.47±0.19
2.19 -3.61±0.21
Table 9. Stepwise SFR functions at z ∼ 0.9 using the data from Ly et al.
(2011), magenta diamonds of Fig. 2, Gruppioni et al. (2013), red diamonds
in the bottom right of Fig. 2, Magnelli et al. (2013), red circles of Fig. 2
and Sobral et al. (2013), blue circles of Fig. 2. The parameters of the ana-
lytic expression (dark green dot-dashed line) we obtain from dust correct-
ing the Schechter (1976) fit given by Cucciati et al. (2012) are φ⋆ = 0.007
Mpc−3, SFR⋆ = 7.75M⊙/yr and α = −0.88.
dependent dust corrections suggested by Hopkins et al. (2001) are
robust. For the low star forming objects we see that the SFRFs
derived from Ly et al. (2011) and Sobral et al. (2013) are in very
good agreement. However, the SFRFs that rely on the results of
Sobral et al. (2013) is highly uncertain for luminous star forming
objects and is not consistent with the SFRs of the IR samples.
Sobral et al. (2013) made a direct comparison between their Hα
luminosity function and that of Ly et al. (2011) assuming the
same dust correction law for both samples. The two luminosity
functions are in excellent agreement. This indicates that the 1
mag simplification is responsible for the tension with the IR SFRs
and is not valid at z ∼ 0.9, since it underestimates the intrinsic
SFRs/luminosities. Generally the 1mag correction is expected to
overestimate the SFR for low mass (low dust contents) objects
and underestimates it for high mass (high dust contents) objects,
thus the SFRF from the results of Sobral et al. (2013) could be
artificially steep. The results for the SFRF at z ∼ 0.9 from the
above analysis are shown in the bottom right panel of Fig. 2 and
Table 9.
In conclusion, SFRFs that rely on UV data are shallower than those
obtained from IR LFs. The latter are unable to probe objects with
low SFR and thus their extrapolation, which is commonly used to
calculate the CSFRD, includes a lot of uncertainties. On the other
hand, UV SFRFs-LFs are unable to succesfully probe high SFR
systems due to the fact that they either fail to take into account
dusty and massive objects or dust correction laws underestimate
dust corrections, and hence intrinsic SFRs, in this range. Despite
the differences at the faint and bright ends of the distribution, UV,
Hα and IR SFR indicators show excellent agreement for objects
with −0.3 6 log(SFR/(M⊙ yr−1)) 6 1.5.
4 SIMULATIONS
In this work we use the set of AustraliaN GADGET-3 early Universe
Simulations (ANGUS) described in Tescari et al. (2014)3. We run
these simulations using the hydrodynamic code P-GADGET3(XXL).
We assume a flat Λ cold dark matter (ΛCDM) model with Ω0m =
0.272, Ω0b = 0.0456, ΩΛ = 0.728, ns = 0.963, H0 = 70.4
km s−1 Mpc−1 (i.e. h = 0.704) and σ8 = 0.809. Our configura-
tions have box size L = 24 Mpc/h, initial mass of the gas particles
MGAS = 7.32 × 106 M⊙/h and a total number of particles equal
to 2×2883. All the simulations start at z = 60 and were stopped at
z = 0.8. The different configurations were constrained at z ∼ 4−7
using the observations of Smit et al. (2012) in Tescari et al. (2014).
We explore different feedback prescriptions, in order to under-
stand the origin of the difference between observed and simulated
relationships. We do not explore the broadest possible range of sim-
ulations, but concentrate on the simulations that can describe the
high-z star formation rate function and galaxy stellar mass func-
tion (Tescari et al. 2014; Katsianis et al. 2015). We performed res-
olution tests for high redshifts (z ∼ 4 − 7) in the appendix of
Katsianis et al. (2015) and showed that our results converge for ob-
jects with log
10
(M⋆/M⊙) > 8.5.
4.1 SNe feedback
We investigate the effect of three different galactic winds schemes
in the simulated SFRF. First, we use the implementation of the con-
stant galactic winds (Springel & Hernquist 2003). We assume the
wind mass loading factor η = M˙w/M˙⋆ = 2 and a fixed wind ve-
locity vw = 450 km/s. Puchwein & Springel (2013) demonstrated
that constant wind models are not able to reproduce the observed
galaxy stellar mass function at z ∼ 0. Thus, similar to the authors,
we explore as well the effects of variable wind models, in which the
wind velocity is proportional to the escape velocity of the galaxy
from which the wind is launched. This choice is supported by the
observations of Martin (2005) who detect a positive correlation of
galactic outflow speed with galaxy mass and showed that the out-
flow velocities are always 2 to 3 times larger than the galactic rota-
tion speed. Inspired by these results, Puchwein & Springel (2013)
and Barai et al. (2013) assume that the velocity vmax is related to
the circular velocity vcirc. We use a momentum driven wind model
in which the velocity of the winds is proportional to the circular
3 The features of our code are extensively described in Tescari et al. (2014)
and Katsianis et al. (2015), therefore we refer the reader to those papers for
additional information.
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Run IMF Box Size NTOT MDM MGAS Comoving Softening Feedback
[Mpc/h] [M⊙/h] [M⊙/h] [kpc/h]
Kr24 eA sW Kroupa 24 2× 2883 3.64×107 7.32× 106 4.0 Early AGN + Constant strong Winds
Ch24 eA nW Chabrier 24 2× 2883 3.64×107 7.32× 106 4.0 Early AGN + no Winds
Ch24 NF Chabrier 24 2× 2883 3.64×107 7.32× 106 4.0 No Feedback
Ch24 eA MDWa Chabrier 24 2× 2883 3.64×107 7.32× 106 4.0 Early AGN +
Momentum-Driven Winds
Ch24 eA EDWb Chabrier 24 2× 2883 3.64×107 7.32× 106 4.0 Early AGN +
Energy-Driven Winds
Table 10. Summary of the different runs used in this work. Column 1, run name; column 2, Initial Mass Function (IMF) chosen; column 3, box size in
comoving Mpc/h; column 4, total number of particles (NTOT = NGAS + NDM); column 5, mass of the dark matter particles; column 6, initial mass of the
gas particles; column 7, Plummer-equivalent comoving gravitational softening length; column 8, type of feedback implemented. See section 4 and Tescari et al.
(2014) for more details on the parameters used for the different feedback recipes. (a): in this simulation we adopt variable momentum-driven galactic winds
(Subection 4.1). (b): in this simulation we adopt variable energy-driven galactic winds (Subsection 4.1).
velocity vcirc of the galaxy:
vw = 2
√
GMhalo
R200
= 2× vcirc, (7)
and the loading factor η,
η = 2×
450 km/s
vw
, (8)
where Mhalo is the halo mass and R200 is the radius within which a
density 200 times the mean density of the Universe at redshift z is
enclosed (Barai et al. 2013). Furthermore, we investigate the effect
of the energy driven winds used by Puchwein & Springel (2013).
In this case the loading factor is
η = 2×
(
450 km/s
vw
)2
, (9)
while vw = 2× vcirc.
4.2 AGN feedback
In our scheme for Active Galactic Nuclei (AGN) feedback, when
a dark matter halo reaches a mass above a given mass threshold
Mth = 2.9 × 1010 M⊙/h for the first time, it is seeded with a
central Super-Massive Black Hole (SMBH) of mass Mseed = 5.8×
104 M⊙/h (provided it contains a minimum mass fraction in stars
f⋆ = 2.0×10
−4). Each SMBH will then increase its mass through
mergers or by accreting local gas from a maximum accretion radius
Rac = 200 kpc/h. In Tescari et al. (2014) we labeled the above
feedback prescription as the early AGN feedback recipe. In this
scheme we allow the presence of black hole seeds in relatively low
mass halos (Mth 6 2.9 × 1010 M⊙/h). Thus, SMBHs start to
occupy dark matter halos at high redshifts and have enough time to
grow and produce efficient feedback at z 6 2. The AGN feedback
prescription that we use combined with efficient winds is successful
at reproducing the observed SFRF (Tescari et al. 2014) and GSMF
(Katsianis et al. 2015) for redshifts 4 < z < 7.
5 THE STAR FORMATION RATE FUNCTION IN
HYDRODYNAMIC SIMULATIONS
In Fig. 3 we present the evolution of the star formation rate func-
tion from redshift z ∼ 4.0 to z ∼ 2.2 for our different runs
and compare these with the observations discussed in Section
3. Like in Tescari et al. (2014) we name each run according to
the IMF, boxsize and combination of feedback prescriptions that
were used (more details can be found in table 10). At each red-
shift, a panel showing ratios between the different simulations
and the Kr24 eA sW run (red dot-dashed line) is included. The
Kr24 eA sW run was the reference model used in Tescari et al.
(2014, SFRF, z ∼ 4 − 7) and Katsianis et al. (2015, GSMF,
z ∼ 4 − 7). The constant wind model was used to model galactic
winds in this case. This run produces similar results of simulations
with variable galactic winds (Energy Driven Winds-EDW and Mo-
mentum Driven Winds-MDW) at high redshift and we will use it as
a reference in the following comparisons, despite the fact that it is
not as successful at z ∼ 1− 4.
At redshift z = 3.8 (top left panel of Fig. 3) we see that the
Ch24 NF run (No feedback, magenta triple dot-dashed line), over-
produces the number of systems with respect to all the other simula-
tions and observations, due to the overcooling of gas. Tescari et al.
(2014) discussed the effect of our feedback implementations on the
simulated SFRF for redshifts 4 < z < 7 and suggested that some
form of feedback is necessary. As discussed in Tescari et al. (2014),
the Kr24 eA sW and Ch24 eA MDW runs show a good consis-
tency with observations from UV-selected samples (e.g. Smit et al.
2012). Variations to the IMF have a negligible impact on our simu-
lated galaxy SFRF. The Ch24 eA MDW run slightly overproduces
high star forming objects since winds are less effective in this wind
model for high mass/SFR systems. The Ch24 eA EDW run shows
a good agreement with observations but underpredicts the number
of objects with low star formation rates with respect to other runs.
This is due to the fact that the winds of this model are very effective
for low mass/SFR systems. We see that all the models implemented
with galactic winds are able to broadly reproduce the observations,
indicating that their presence is important.
We note a similar trend at redshift z = 3.1 (top right panel of
Fig. 3). The runs without winds overpredict the number of objects
at all star formation rates. We see that the Kr24 eA sW run starts
to underpredict objects with log(SFR/(M⊙ yr−1)) > 0.5 with
respect the Ch24 eA MDW and Ch24 eA EDW runs. The last two
have better consistency with observations. The Ch24 eA MDW and
Ch24 eA EDW runs produce almost identical SFRFs for objects
with log(SFR/(M⊙ yr−1)) > 0.5, but the second produces less
objects with log(SFR/(M⊙ yr−1)) 6 0.5 due to the fact that
energy variable driven winds are more effective in this range. This
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Figure 3. The simulated SFRFs (lines) for redshifts z ∼ 3.8 (top left panel), z ∼ 3.1 (top right panel), z ∼ 2.6 (bottom left panel) and z ∼ 2.2 (bottom right
panel). Alongside we present the stepwise determinations of the observed SFRFs of Fig 1 for comparison.
brings simulations into better agreement with the data of Parsa et al.
(2015).
At redshift z = 2.6 (bottom left panel of Fig. 3) we see once
again that the simulation with constant energy-driven winds tend
to underpredict objects with high star formation rates. There is no
need to strongly quench the SFR of high star forming objects and
all the configurations, including the Ch24 NF run, are consistent
with the observations for objects with log(SFR/(M⊙ yr−1)) >
1.5. It is necessary though to have a feedback prescription to de-
crease the SFRs of objects with log(SFR/(M⊙ yr−1)) 6 1.5.
The efficient variable momentum and energy driven winds are good
candidates. The Ch24 eA MDW and Ch24 eA EDW runs are con-
sistent with the observations, even though the Ch24 eA EDW run
slightly underpredicts the number of objects with low star forma-
tion rates.
At redshift z = 2.2 (bottom right panel of Fig. 3) we can see
the effect of different feedback prescriptions more clearly. This era
represents the peak of the cosmic star formation rate density, and so
it is anticipated that feedback related to stars and SNe will play an
important role in the regulation of star formation. Constant winds
are very efficient for objects with high star formation rates and these
are common at this epoch. Interestingly, we note that all simulations
except Kr24 eA sW and Ch24 NF are broadly consistent with ob-
servations at z = 2.2, but there is a requirement to decrease the
number of objects with low star formation rates. The Ch24 eA nW
and Ch24 eA MDW runs are consistent with the observations, even
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Figure 4. The simulated SFRFs (lines) for redshifts z ∼ 2.0 (top left panel), z ∼ 1.5 (top right panel), z ∼ 1.15 (bottom left panel) and z ∼ 0.9 (bottom
right panel). We also present the stepwise determinations of the observed SFRFs of Fig. 2 for comparison.
though the Ch24 eA EDW run slightly underpredicts the number
of objects with log(SFR/(M⊙ yr−1)) 6 0.3. Despite this, in the
following paragraphs we will see that this run is the most success-
ful at lower redshifts because it is able to reproduce the shallow
SFRFs obtained from UV LFs.
At redshift z = 2.0 (top left panel of Fig. 4) we find that sim-
ulations with variable winds are quite successful at reproducing the
SFRF implied by the UV luminosity function of Parsa et al. (2015).
The Kr24 eA sW run underpredicts objects with high star forma-
tion rate (log(SFR/(M⊙ yr−1)) > 0.5), with respect to all other
runs. The run without feedback Ch24 NF overpredicts the number
of objects with low star formation rates, but has good agreement
with the constraints from IR studies. This indicates that at z ∼ 2.0
there is no need for feedback to regulate the SFR of high SFR ob-
jects in our simulations. However, efficient feedback is necessary
to decrease the number of objects with low star formation rate, and
variable enegy driven winds are perfect candidates.
At redshift z = 1.5 (top right panel of Fig. 4) and z =
1.15 (bottom left panel of Fig. 4) we see that feedback prescrip-
tions with variable galactic winds are quite succesfull at repro-
ducing the SFRF implied by the IR luminosity functions, while
the Kr24 eA sW run underpredicts objects with high and interme-
diate star formation. On the other hand, the Ch24 eA EDW and
Ch24 eA MDW runs are once again able to reproduce the obser-
vations. This is also true for redshift z = 0.9 (bottom right panel
of Fig. 4). We see that the run without feedback, Ch24 NF, over-
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Figure 5. The stepwise and analytical determinations of the observed SFRF along with our fiducial model for redshifts z ∼ 3.8 (top left panel), z ∼ 3.1 (top
right panel), z ∼ 2.6 (bottom left panel) and z ∼ 2.2 (bottom right panel).
predicts the number of objects with low star formation rate but the
difference with observations and the rest of the runs is much smaller
than at higher redshifts. This could imply the following.
A) It is possible that galaxies in the Ch24 NF run depleted their
gas at high redshifts, where the SFRs of the objects were very
high at early times. The SFRF in the no feedback scenario at
z ∼ 4 is almost 7 times larger than the observations. This could
explain the small difference between the SFRFs of the Ch24 NF
and Ch24 eA EDW configurations at low redshifts, especially at
high star forming objects.
B) To reproduce the observed evolution of the SFRF we need ef-
ficient feedback at early times, while at lower redshifts we require
the scheme to become relatively moderate. The Ch24 eA EDW and
Ch24 eA MDW runs are successful at reproducing the observa-
tions. We saw in section 4 that variable galactic winds are suc-
cessful at decreasing the SFRs of objects which reside low mass
halos. Galaxies reside typically in low mass in the early Universe,
so overall this feedback prescription is quite efficient at high red-
shifts. On the contrary, the scheme becomes relatively moderate at
decreasing the SFRs of objects at lower redshifts where halos have
become larger.
In conclusion, the simulation that does not take into account
any form of feedback, is consistent with the observed SFRF at low
and intermediate redshifts, despite the fact that it is in tension with
observables at z > 2.0. This is a strong indication that the effi-
ciency of feedback prescriptions in our simulations should decrease
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Figure 6. The stepwise and analytical determinations of the SFRF alongside with our best fiducial model for redshifts z ∼ 2.0 (top left panel), z ∼ 1.5 (top
right panel), z ∼ 1.15 (bottom left panel) and z ∼ 0.9 (bottom right panel).
with time. By construction variable galactic winds are efficient at
decreasing the SFR of objects with low mass. Overall this prescrip-
tion should be more efficient at high redshifts where haloes are typ-
ically smaller. On the other hand, at low redshifts halos are typically
larger and this results in winds that become less efficient. This be-
haviour makes the variable winds a good choice to model galactic
outflows in our simulations.
5.1 Best fiducial model
In Figs. 5 and 6 we see that the configuration that has the best agree-
ment with observations for all the redshifts considered in this work
is the Ch24 eA EDW run, which combines a Chabrier IMF, early
AGN feedback and energy-driven winds. In Fig. 5 we show SFRFs
at redshift z ∼ 2.2−4 for our fiducial model (open black diamonds
with error bars), alongside the stepwise and analytical determina-
tions of the observed SFRF already presented in Fig. 1. We include
Poissonian uncertainties for the simulated SFRFs (black error bars),
in order to provide an estimate of the errors from our finite box size.
We see that this model is able to reproduce the SFRFs derived from
the IR, UV and Hα studies. For low luminosity/star forming objects
the fiducial run is able to obtain the shallow SFRFs of faint objects
implied by UV data, while also being in agreement with the con-
straints from IR studies for high luminosity/star forming systems.
Moving to lower redshifts (Fig. 6), we can see a great consistency
of the fiducial model with the observations presented in Fig. 2. The
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Figure 7. The evolution of the cosmic star formation rate density from z ∼ 7 to z ∼ 0 in cosmological hydrodynamic simulations and observations.
The orange filled circles represent the results of Reddy et al. (2008) . The red filled reversed triangles, circles and diamonds represent the CSFRD from the
integration of the SFRFs implied by the IR luminosity functions of Magnelli et al. (2013) and Gruppioni et al. (2013), respectively. The dark green filled
diamonds and green filled circles use the Hα data of Ly et al. (2011) and Sobral et al. (2013), respectively. The blue filled triangles, open diamonds and filled
squares represent the CSFRD obtained from UV luminosity functions of Cucciati et al. (2012), Bouwens et al. (2012), Bouwens et al. (2015) and Parsa et al.
(2015), respectively. The black dotted line represents the compilation study of Madau & Dickinson (2014). The luminosity limit is set to Lmin = 0.03L⋆ as
in Madau & Dickinson (2014).
simulated SFRFs are in good agreement with the UV and Hα stud-
ies for objects with −1.0 6 log(SFR/(M⊙ yr−1)) 6 1.0, and
with IR data for log(SFR/(M⊙ yr−1)) > 1.0. The variable en-
ergy driven winds that efficiently decrease the SFR of low mass ob-
jects are quite successful at reproducing the shallow SFRFs implied
by UV data, and also have good agreement with the constraints
from IR studies for the high star forming and dusty objects.
6 THE SIMULATED AND OBSERVED COSMIC STAR
FORMATION RATE DENSITY
The evolution of the cosmic star formation rate density of the Uni-
verse is commonly used to test theoretical models, since it repre-
sents a fundamental constraint on the growth of stellar mass in
galaxies over time. In the above Sections we saw that the SFRFs
can commonly be described by the Schechter (1976) functional
form. The integration of the Schechter (1976) fit gives the total
Cosmic Star Formation Rate Density (CSFRD) of the Universe at
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a given redshift. It is usual for observers to set limits on to the
integration of the LFs when calculating the cosmic luminosity den-
sity (LD) that is then converted to CSFRD. Usually, the assumed
lower cut corresponds to the sensitivity of the observations avail-
able. Madau & Dickinson (2014) used a compilation of luminos-
ity functions to constrain the evolution of CSFRD. The integration
limit that the authors chose was Lmin = 0.03L⋆, where L⋆ is the
characteristic luminosity. The above integration can be written as
pLD =
∫
∞
0.03L⋆
Lφ(L, z) dL, (10)
and the integration gives
pLD = Γ(2 + α, 0.03) φ
⋆ L⋆, (11)
where α is the faint-end slope, which describes how steep the LF is.
From equation 11 we see that higher values of characteristic lumi-
nosity L⋆ and faint-end slope α result in higher values of luminos-
ity density (i.e. shallower LFs with small characteristic luminosities
give lower LD). After the cosmic LD is calculated, the Kennicutt
(1998a) relation can be employed to convert the luminosity den-
sity to SFR density. We use the same method and lower limits to
integrate the SFRFs presented in Section 3. We also include the
z ∼ 4 − 8 observations of Bouwens et al. (2012, 2015) and the
z ∼ 0 − 0.7 observations of Cucciati et al. (2012), Magnelli et al.
(2013) and Gruppioni et al. (2013). We present the results in Fig. 7.
The results originating from UV observations are in blue, the Hα
in green and the IR in red. Reddy et al. (2008) CSFRD originate
from a bolometric (UV+IR) luminosity and is in orange. The black
dotted line represents the compilation study of Madau & Dickinson
(2014).
In the previous Sections we saw that the majority of the SFRFs
that we obtained from dust corrected UV and Hα LFs are shallower
than those from the IR LFs for faint objects. The faint-end slope of
the IR SFRF and LF is not directly constrained by individually de-
tected sources and relies on extrapolations. In addition, we demon-
strated that IR LFs can more successfully probe dusty, high star
forming objects and therefore the SFRFs they produce, have higher
characteristic SFRs than UV and Hα data. These two factors can
lead to overestimations in the calculations of the CSFRD that rely
solely on IR data.
In agreement with previous work in the literature
(Madau & Dickinson 2014) we find that different SFR indicators
produce consistent results for the CSFRD and this occurs despite
differences in the measurements at the faint and bright-end of the
SFRF. This is most likely due to the fact that all SFR tracers agree
quite well for objects with −0.3 6 log(SFR/(M⊙ yr−1)) 6 1.5
(close to the characteristic SFR), which dominate the CSFRD
at z ∼ 1 − 4. However, the results from IR SFRFs and LFs
are typically 0.10 − 0.25 dex larger. We find that systematics
between different SFR indicators do not significantly affect the
measurements of the CSFRD despite their differences for low (IR)
and high star forming systems (UV, Hα).
In figure 7 we present as well the evolution of the simulated
CSFRD for our simulations alongside with the observational con-
straints. The lower limit of the SFR cut for the simulations has been
chosen to match the lower limit assumed in the observations. The
simulation with no feedback (Ch24 NF) overproduces the CSFRD
at all redshifts considered and the peak of star formation activity
is at z ∼ 2.5. At z ∼ 1 − 2.5 the CSFRD decreases slowly with
time, while at z ∼ 0− 1 the decrement is much faster. This maybe
suggests that gas reservoirs were consumed at z ∼ 2, when the
SFR was high and no gas was left to fuel star formation at lower
redshifts. If we take into account AGN feedback (Ch24 eA nW) we
can see that the simulated CSFRD has a peak once again at z ∼ 2.5,
but starts to decrease and becomes consistent with the observations
for z ∼ 0 − 1. However, at z > 1.5 feedback from supermassive
black holes is not sufficient to bring observations and simulations in
agreement due to the fact that they are not large enough to produce
the required energy to quench the star formation. The presence of
another feedback mechanism is required to decrease the simulated
CSFRD at z > 1.5. The Ch24 eA EDW and Ch24 eA MDW runs
are implemented with feedback prescriptions that are efficient at
high redshifts, making them good candidates. The Ch24 eA EDW
run that successfully reproduced the observed SFRF also has an ex-
cellent agreement with the constraints from the observed CSFRD.
The star formation peak occurs later than in the case with no feed-
back (z ∼ 2.0) and has a value 0.3 dex lower. The run with con-
stant energy galactic winds has good agreement with observations
at z ∼ 4−7. However, at z < 3.5 it underpredicts the CSFRD with
respect to the rest of the simulations. In Section 5, we demonstrated
that this feedback prescription is very efficient for objects with high
SFRs. In Fig. 7 we see that constant galactic winds are very effi-
cient at low redshifts and decrease the CSFRD substantially. The
tension with observations becomes more severe with time (0.3 dex
at z ∼ 3.0, 0.5 dex at z ∼ 1.0 and 0.7 dex at z ∼ 0).
In conclusion, the early AGN feedback prescription employed
in our model decreases the cosmic star formation rate density at
z 6 3 but is not sufficient to reproduce the observed evolution of
the cosmic star formation rate density at high redshifts (z > 1.5),
since SMBHs are not massive enough to release sufficient energy.
Variable galactic winds are perfect candidates to reproduce the ob-
servables, since their efficiency is large at high redshifts, but de-
creases at lower redshifts.
7 CONCLUSIONS
In this paper, we investigated the evolution of the galaxy star for-
mation rate function (SFRF) at z ∼ 1 − 4. In particular, we
have focused on the role of supernova driven galactic wind and
AGN feedback. We explored the effects of implementations of SN
driven galactic winds presented in Springel & Hernquist (2003),
Puchwein & Springel (2013) and Tescari et al. (2014). For the first
case, we explored a wind configuration (constant velocity vw =
450). We also adopted variable momentum-driven galactic winds
following Tescari et al. (2014) and variable energy-driven galactic
winds following Puchwein & Springel (2013).
In the following we summarise the main results and conclu-
sions of our analysis:
• The comparison between the SFRFs from Hα and IR lumi-
nosities favour a luminosity/SFR dependent dust correction to the
observed Hα luminosities/SFRs. This is in agreement with other
authors in the literature (e.g., Hopkins et al. 2001; Cucciati et al.
2012). The IR luminosities provide a good test of dust physics and
an appropriate indicator for the intrinsic SFRs. However, these rely
on uncertain extrapolation to probe the SFR of low luminosity star
forming objects. The Hα and UV luminosity functions that are cor-
rected for dust attenuation effects produce SFRFs that are consis-
tent with IR data at intermediate SFRs. Hα and UV SFRF-LFs are
able to probe low mass objects, unlike IR derivations of the SFRF,
but are either unable to probe the full population of high star for-
mation rate objects or the dust correction implied by the IRX-β
relation underestimates the amount of dust. This suggests that IR
and UV data have to be combined to correctly probe the SFRs of
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galaxies at both the faint and bright ends of the distribution and that
systematic between SFR indicators can affect the measurements of
the SFRF. The SFRFs that rely on UV data are shallower than those
obtained from IR LFs, with lower characteristic SFRs. Despite their
differences at the faint and bright-ends of the distribution, UV, Hα
and IR SFR indicators are in excellent agreement for objects with
−0.3 6 log(SFR/(M⊙ yr
−1)) 6 1.5.
• Different SFR indicators produce consistent results for the CS-
FRD, despite their differences in the faint and bright-end of the
SFRF. This is most likely due to the fact that all SFR tracers agree
well for objects with −0.3 6 log(SFR/(M⊙ yr−1)) 6 1.5,
which dominate the CSFRD at z ∼ 1 − 4. However, the results
from IR SFRFs and LFs are typically 0.10 − 0.25 dex larger. This
is due to the fact that the faint-end slopes of the IR SFRF and LF
are not directly constrained by individually detected sources and
rely only on extrapolations which have artificially smaller negative
slope α. In addition, the characteristic luminosity-SFR of IR stud-
ies is higher than that from UV and Hα studies, which are unable
to trace dusty systems with high star formation rates. Overall, sys-
tematics between different SFR indicators do not significantly af-
fect the measurements of the CSFRD, despite the inaccuracies for
low (IR) and high star forming systems (UV, Hα).
• The simulation that does not take into account any form of
feedback, is consistent with the observed SFRF at the low and in-
termediate redshifts considered in this work (especially for high
star forming objects), despite the fact that it is in disagreement with
observables at z > 2.0. This is a strong indication that in our sim-
ulations the efficiency of feedback prescriptions should decrease
with time. By construction, variable galactic winds are efficient at
decreasing the SFR of objects with low mass. Overall, this pre-
scription should therefore be more efficient at high redshifts where
halos are typically smaller. On the other hand, at low redshifts ha-
los are typically larger because they had the time to grow through
accretion, which results in winds that become less efficient. This
behaviour makes variable winds a good choice to model galactic
outflows in our simulations.
• The early AGN feedback prescription that we use decreases
the cosmic star formation rate density at z 6 3, but is not sufficient
to reproduce the observed evolution of the cosmic star formation
rate density at z > 3, since SMBHs are not massive enough to re-
lease enough energy at z > 1.5. On the other hand, variable galac-
tic winds are perfect candidates to reproduce the observables since
their efficiency is large at high redshifts and decreases at lower red-
shifts. The Ch24 eA EDW run is the simulation that performs best
overall.
In conclusion, we favour galactic winds that produce feedback
that becomes less efficient with time. We favour feedback prescrip-
tions that decrease the number of objects with low star formation
rates.
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