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ASYMPTOTIC ANALYSIS OF STRATIFIED ELASTIC MEDIA IN
THE SPACE OF FUNCTIONS WITH BOUNDED DEFORMATION
MICHEL BELLIEUD AND SHANE COOPER
Abstract. We consider a heterogeneous elastic structure which is stratified
in some direction. We derive the limit problem under the assumption that the
Lame´ coefficients and their inverses weakly* converge to Radon measures. Our
method applies also to linear second-order elliptic systems of partial differential
equations and in particular, for the case d = 1, this addresses the previously
open problem of determining the asymptotic behaviour in this context for the
general anisotropic heat equation.
1. Introduction
The deformation u of an elastic composite subjected to an external force f is de-
scribed by
−div(σε(u)) = f ,
where the parameter ε highlights the dependence of the stress σε on the underlying
composite. Normally this parameter is small; for example in the case of a composite
with a periodic micro-structure, ε is the period. As such, asymptotic analysis can
be employed to determine the effective description of the deformation in the limit
of the parameter ε. There are various approaches to such a study and they all
essentially can be broken down into the following key steps:
(a) To determine the leading-order asymptotic behaviour of uε and subsequently
characterise the relationship of this limit with that of the stress σε(uε).
(b) To identify the limit or “effective” problem that the leading-order limit of uε
satisfies.
Naturally, an additional physically important challenge should be addressed after
identifying the limit problem:
(c) To establish error estimates between uε and the solution of the limit problem,
but this interesting study is outside the scope of the article, and in full generality
the sophistication of the approach needed in establishing c) heavily depends on the
regularity of f .
A classical study which provides the asymptotic description of deformation for
uniformly bounded stress has been known for several decades, see for example
[24]. The relationship between such models and the study of traditional composites
has been extensively explored. At the turn of the century, increasingly exotic
composite materials which pertain to non-local, memory [11, 15, 25], or higher-order
effects [5, 6, 10], negative effective density [33] [20], and novel wave effects such as
directional propagation and cloaking [1], [26], were studied. These works explore
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particular examples of ‘high-contrast’ periodic composites where the ratio between
the constituent’s material parameters is unbounded in ε. The correct mathematical
framework to study such materials requires one to relax the uniformity assumption
on σε. To highlight the challenges such an undertaking presents, in terms of a) and
b), we focus our attention on a particular variational approach adopted herein: the
so-called energy method, first introduced by Luc Tartar [30].
With regards to a) the energy method involves establishing that the sequences of
solutions (uε) and stresses (σε(uε)) are bounded with respect to some norm (usu-
ally the L2-norm in linear problems) and thus converge in a suitable topology. The
correct choice of topology to use is a subtle affair which relies on (usually formal) a
priori information about the leading-order asymptotic behaviour of uε. For example
in the classical case where σ(uε) is uniformly bounded, the correct topology is the
standard weak topology. Yet, in high-contrast periodic problems where σ(uε) is un-
bounded, the correct notion of convergence is two-scale convergence, see [4, 23, 32].
Upon identifying the limits of uε and σ(uε) with respect to the appropriate topol-
ogy, the characterisation of the functional relationship limεσε(uε) = F(limεuε) is
a serious one and is related to the issue of determining the limit for products of
weak* convergent sequences. While in general this may not be possible, in cer-
tain cases this is attainable; in the classical linear elliptic setting this relies on the
“Compensated Compactness Lemma” of Murat-Tatar [21, 22]; in the high-contrast
case, and more recent partial high-contrasts, this requires establishing generalised
Weyl-type decompositions, see [18].
With regards to b) once establishing u = limε uε and identifying F , the energy
method aims at determining the effective problem for u by passing to the limit in
variational problem for uε using suitable test fields that asymptotically behave like
uε. This requires establishing a “strong approximability” result about the limit
space to which u belongs: every element of the limit space is the strong limit, with
respect to underlying convergence established in a), of elements from the space to
which uε belongs. In the classical case this result is automatic as the solution uε and
limit u are elements of the same function space. In the more general high-contrast
setting these spaces may vary and such a statement needs to be established.
The general high-contrast theory of elliptic problems is still lacking, particularly in
the case of non-periodic composites where some preliminary work has been done
in the case of stratified materials, i.e. scalar elliptic partial differential equations
with coefficients that depend only on one variable, see [8], [14], [16] and references
therein. This article further develops the theory in the direction of elliptic systems.
In particular, we study the asymptotic behaviour of stratified isotropic elastic me-
dia, occupying a cylindrical domain Ω = (0, L)×Ω′ with clamped boundary (Dirich-
let boundary conditions), with high-contrast Lame´ coefficients; the stress is of the
form
σε(uε) = λε(x1)tr(e(uε))I + 2µε(x1)e(uε),
for λε proportional to µε ∈ L∞(0, L) (λε = lµε, l ≥ 0). The shear modulus µε and
its inverse µ−1ε are assumed to be bounded in L
1(0, L) and converging, as ε tends
to zero, to Radon measures ν and m, respectively, which share no common atoms,
see (3.3), (3.4) and Remark 3. When investigating the asymptotic behaviour of
the deformation uε the first crucial thing to note is that the atoms of ν are points
where discontinuities in uε will appear. This informs us (at least formally) that
the infinitesimal strain Eu of the limit function u = limεuε will necessarily be a
3measure with a non-vanishing singular part with respect to the Lebesgue measure,
that is u should be a function with bounded deformation (i.e. belong to BD(Ω),
see (2.6)), and the jump set of u should coincide with the atoms of ν. As such, we
expect Eu to be absolutely continuous with respect to ν ⊗ L2:∫
B
Eu =
∫
B
Eu
ν ⊗ L2 dν ⊗ L
2 for Borel sets B,
where Euν⊗L2 denotes the Radon-Nikody´m derivative of Eu with respect to ν ⊗ L2.
On the other hand, as the medium is stratified we expect deformations transverse
to the material layers to remain regular, even within those layers contracting to the
atoms of m. More precisely, we determine that under the influence of an external
body force f ∈ L∞(Ω), the deformation uε ∈ H10 (Ω;R3) weakly* converges in
BD(Ω) to some u which belongs to the space
BD
ν,m
0 (Ω) :=
ϕ ∈ BD(Ω)
∣∣∣∣∣∣∣∣∣
Eϕ ≪ ν ⊗ L2, Eϕ
ν ⊗ L2 ∈ L
2
ν⊗L2(Ω; S
3)
ϕ⋆α ∈ L2m(0, L;H10 (Ω′;R3)) α ∈ {2, 3}
ϕ = 0 on ∂Ω
 ,
which we demonstrate is a Hilbert space when equipped with the norm
||ϕ||BDν,m0 (Ω) :=
Å∫
Ω
| Eϕ
ν ⊗ L2 |
2 dν ⊗ L2
ã 1
2
+
Å∫
Ω
|ex′(ϕ⋆)|2dm⊗ L2
ã 1
2
.
Here u⋆ is the precise representative of u, see (2.1), which is necessarily introduced
as m may have atoms and u is only defined up to a set of Lesbesgue measure zero.
For the asymptotics of the stress tensor σ(uε), there are two principle types of
behaviour exhibited. Roughly, by the continuity of stresses across interfaces we
argue that the components of stress σ(uε) · e1 must asymptotically behave well,
even at atoms of ν where uε becomes discontinuous. Similarly, as hinted at above,
the components of strain eεαβ(uε), for α, β = 2, 3, remain well behaved, even at
the atoms of m. Indeed, we demonstrate that µ−1ε σε(uε) · e1 weakly* converges
in M(Ω;R3) (the space of R3-valued Radon measures on Ω) to
(
l tr( Euν⊗L2e1 +
2( Euν⊗L2 )e1
)
ν⊗L2 while µεeεαβ(uε) weakly* converges inM(Ω) to eαβ(u⋆)m⊗L2.
To determine the problem which u solves, we pass to the limit in the variational
equality ∫
Ω
σε(uε) · e(ϕε) dx =
∫
Ω
f ·ϕε dx,
by constructing a suitable test field ϕε ∈ H1(Ω;R3) which asymptotically behaves
like uε. Here there are two main considerations. First, one must address the
apparent issue of the limit of products of terms σε1i(uε) and eαβ(ϕε) since a priori
results state they converge to elements of different measure spaces, namely {g(ν ⊗
L2), g ∈ L2ν⊗L2} and {h(m⊗ L2), h ∈ L2m⊗L2} respectively. To overcome this, we
rearrange σ(uε) : e(ϕε) in terms of ‘good’ products whose factors mutally converge
in the same space, i.e. we determine
σε(uε) : e(ϕε) = µεa
⊥e(uε) : e(ϕε) + µεa
‖e(uε) : e(ϕε)
where the matrices a⊥, a‖ are given by (3.9). With σε(uε) : e(ϕε) written in
terms of products that converge in the same sense, we must address the issue of
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identifying these limits. This requires establishing the “strong approximability”
of the limit space: each element of BDν,m0 (Ω) has a sequence of fields ϕε, suitably
smooth, (belonging to H1) such that ϕε, σε1i(ϕε) and eαβ(ϕε) strongly convergence
in an appropriate sense (see Definition 1) to their analogous limits, this result is
Proposition 6. The main result of the article is as follows.
Theorem 1. The solution sequence (uε) is weak* convergent in BD(Ω) and its
limit u ∈ BDν,m0 (Ω) is a solution to∫
Ω
a⊥ Euν⊗L2 :
Eϕ
ν⊗L2 dν ⊗ L2 +
∫
Ω
a‖ex′(u
⋆) : ex′(ϕ
⋆)dm⊗ L2 =
∫
Ω
f · v
∀v ∈ BDν,m0 (Ω),
Furthermore, such a solution is unique.
In the particular situation where the Radon measures ν, m have no Cantor part
the above weak variational form admits a strong PDE form, see Corollary 1.
We conclude the introduction by remarking that our method outlined above is not
restricted to the case of isotropic linear elasticity. This result is applicable to linear
systems of the form
−div(µεC∇uε) = f ,
where Ω ⊂ Rn is a cylindrical domain, u ∈ H10 (Ω;Rn), C is a symmetric definite
positive second order tensor on Rn+d such that the n × n matrix Tij = C i1j1 is
invertible, see Remark 4. The limit functions here will be of the, more regular,
class of functions with bounded variation. For the case d = 1, this addresses the
previously open problem of determining the asymptotic behaviour in this context
for the general anisotropic heat equation. The key to transferability of the method
is that under such assumptions onC one can perform a rearrangement of C∇u :∇ϕ
similar to that for σε(u) : e(ϕ). It is interesting to note that no such rearrangement
can be performed for the case of fully anisotropic elasticity and as such our method
does not apply.
2. Notations
In this article, {e1, e2, e3} stands for the canonical basis of R3. Points in R3 and
real-valued functions are represented by symbols beginning with a lightface lower-
case (example x, i, trA, . . .) while vectors and vector-valued functions by symbols
beginning in boldface lowercase (examples: u, f , divσε, . . . ). Matrices and matrix-
valued functions are represented by symbols beginning in boldface uppercase with
the following exceptions: ∇u (displacement gradient), e(u) (linearized strain ten-
sor). We denote by ui or (u)i the components of a vector u and by Aij or (A)ij
those of a matrix A (that is u =
∑3
i=1 uiei =
∑3
i=1(u)iei; A =
∑3
i,j=1 Aijei ⊗ ej =∑3
i,j=1(A)ijei ⊗ ej , where ⊗ stands for the tensor product). For any two vectors
a, b in R3, the symmetric product a ⊙ b is the symmetric 3 × 3 matrix defined by
a ⊙ b := 12 (a ⊗ b + b ⊗ a). We do not employ the usual repeated index convention
for summation. We denote by A : B =
∑3
i,j=1 AijBij the inner product of two
matrices, by S3 the set of all real symmetric matrices of order 3, by I the 3 × 3
identity matrix. We denote by Ln the Lebesgue measure in Rn and by Hk the
k-dimensional Hausdorff measure. The letter C denotes constants whose precise
values may vary from line to line. Let Ω := (0, L)× Ω′ be a connected cylindrical
5open Lipschitz subset of R3. For any ϕ ∈ L1loc(Ω;R3), we denote by ϕ⋆ its precise
representative, that is
ϕ⋆(x) =
 limr→0
∫
−
Br(x)
ϕ(y) dy if this limit exists,
0 otherwise,
(2.1)
where Br(x) is the open ball of radius r centered at x, and
∫−
Br(x)
ϕ(y) dy :=
1
L3(Br(x))
∫
Br(x)
ϕ(y) dy. We also set
ϕ±(x) =
 limr→0
∫
−
B±r (x)
ϕ(y) dy if this limit exists,
0 otherwise,
(2.2)
where
B+r (x) := Br(x) ∩
(
(x1, L)× Ω′
)
, B−r (x) := Br(x) ∩
(
(0, x1)× Ω′
)
. (2.3)
The fields ϕ⋆ and ϕ± are Borel-measurable and take the same values on the
Lebesgue points of ϕ, thus
ϕ± = ϕ⋆ = ϕ L3-a.e. in Ω. (2.4)
We denote by ϕ′ the element of L1loc(Ω;R
3) defined by
ϕ′1 = 0, ϕ
′
α = ϕα ∀α ∈ {2, 3}, (2.5)
and by ϕ˜ the extension of ϕ by 0 into R3. If ϕ2, ϕ3 admit weak derivatives with
respect to x2, x3, we set
ex′(ϕ) :=
3∑
α,β=2
1
2
Å
∂ϕα
∂xβ
+
∂ϕβ
∂xα
ã
eα ⊗ eβ.
The symbolDϕ represents the distributional gradient ofϕ andEϕ := 12
(
Dϕ +DϕT
)
the symmetric distributional gradient of ϕ. The space of functions with bounded
deformation on Ω is defined by
BD(Ω) :=
{
ϕ ∈ L1(Ω;R3) : Eϕ ∈M(Ω; S3)} , (2.6)
where M(Ω; S3) stands for the space of S3-valued Radon measures on Ω with
bounded total variation. For any x1 ∈ (0, L), we set
Σx1 := {x1} × Ω′. (2.7)
The symbol λθ represents the Radon-Nikody´m density of a (finite) vector valued
Radon measure λ on Ω with respect to a positive Radon measure θ on Ω.
3. Setting of the problem and results
Let Ω := (0, L)×Ω′ be a open bounded cylindrical Lipschitz domain of R3. We are
interested in the asymptotic analysis of the solution uε to
(Pε) :

− div(σε(uε)) = f in Ω,
σε(uε)=λε(x1)tr(e(uε))I+ 2µε(x1)e(uε), e(uε)=
1
2
(∇uε +∇Tuε),
uε ∈ H10 (Ω;R3), f ∈ L∞(Ω,R3),
(3.1)
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when the Lame´ coefficients λε, µε only depend on one variable (say x1) and µε, µ
−1
ε
belong to L∞(0, L) and are bounded in L1(0, L). More precisely, setting
νε := µ
−1
ε L1⌊[0,L]; mε := µεL1⌊[0,L], (3.2)
we make the following hypotheses:
λε = lµε (l ≥ 0), sup
ε>0
Ä
||µε||L1(0,L) +
∣∣∣∣µ−1ε ∣∣∣∣L1(0,L)ä <∞,
mε
⋆
⇀m, νε
⋆
⇀ ν weakly* in M([0, L]).
(3.3)
We also suppose that (see Remark 3)
m({t})ν({t}) = 0 ∀t ∈ [0, L], m({0})=m({L})=ν({0})=ν({L})= 0. (3.4)
Under these assumptions, we prove that uε weakly* converges in BD(Ω) to an
element u of the space
BD
ν,m
0 (Ω) :=
ϕ ∈ BD(Ω)
∣∣∣∣∣∣∣∣
Eϕ ≪ ν ⊗ L2, Eϕν⊗L2 ∈ L2ν⊗L2(Ω; S3)
ϕ⋆α ∈ L2m(0, L;H10 (Ω′)) α ∈ {2, 3}
ϕ = 0 on ∂Ω
 , (3.5)
which, endowed with the norm
||ϕ||BDν,m0 (Ω) :=
Å∫
Ω
| Eϕν⊗L2 |2 dν ⊗ L2
ã 1
2
+
Å∫
Ω
|ex′(ϕ⋆)|2dm⊗ L2
ã 1
2
, (3.6)
turns out to be a Hilbert space. We prove that u satisfies the variational problem
(Peff ) :
 a(u,ϕ) =
∫
Ω
f ·ϕ ∀ϕ ∈ BDν,m0 (Ω),
u ∈ BDν,m0 (Ω),
(3.7)
where a(·, ·) is the non-negative symmetric bilinear form on BDν,m0 (Ω) defined by
a(u,ϕ) :=
∫
Ω
a⊥ Euν⊗L2 :
Eϕ
ν⊗L2 dν ⊗ L2 +
∫
Ω
a‖ex′(u
⋆) : ex′(ϕ
⋆)dm⊗ L2, (3.8)
in terms of the fourth order tensors a⊥ and a‖ given by
a⊥Ξ :=
Ö
l trΞ + 2Ξ11 2Ξ12 2Ξ13
2Ξ12
l2
l+2 trΞ +
2l
l+2Ξ11 0
2Ξ13 0
l2
l+2 trΞ +
2l
l+2Ξ11
è
,
a‖Γ := 2ll+2
3∑
β=2
Γββ
3∑
α=2
eα ⊗ eα + 2
3∑
α,β=2
Γαβeα ⊗ eβ .
(3.9)
We prove that a(., .) is continuous and coercive on BDν,m0 (Ω), therefore (3.7) has
a unique solution.
Theorem 1. The space BDν,m0 (Ω) defined by (3.5), endowed with the norm (3.6),
is a Hilbert space. Under the assumptions (3.3) and (3.4), the symmetric bilinear
form a(·, ·) defined by (3.8) is coercive and continuous on BDν,m0 (Ω). The solution
to (3.1) weakly* converges in BD(Ω) to the unique solution to (3.7).
7Remark 1. The problem (3.7) is equivalent to
min
u∈BDν,m0 (Ω)
F (u)−
∫
Ω
f · udx (3.10)
where the functional F is defined on BDν,m0 (Ω) by
F (u) :=
∫
Ω
f
Ä
Eu
ν⊗L2
ä
dν ⊗ L2 +
∫
Ω
g(ex′(u
⋆))dm⊗ L2, (3.11)
in terms of f, g given by
f(Ξ) := 12a
⊥Ξ : Ξ, g(Γ)) := 12a
‖Γ : Γ. (3.12)
Remark 2. The symmetric distributional derivative Eϕ of any ϕ ∈ BD(Ω) can
be decomposed into an absolutely continuous part Eaϕ with respect to L3, a jump
part E jϕ and a Cantor part Ecϕ. The Cantor part Ecϕ vanishes on any Borel
set which is σ-finite with respect to H2. The density e(ϕ) of Eϕ with respect to
L3 is the approximate symmetric differential of ϕ (see [2, Theorem 4.3] for more
details). When Eϕ ≪ L3, e(ϕ) is the weak symmetric gradient of ϕ. The jump part
takes the form E jϕ = Eϕ⌊Jϕ , where the “jump set” Jϕ is a countably H2-rectifiable
subset of Ω (i.e. there exists countably many Lipschitz functions fi : R
2 → Ω
such that H2 (Jϕ \⋃+∞i=0 fi(R2)) = 0, see [3, Definition 2.57]). For any countably
H2-rectifiable Borel set M ⊂ Ω, the following holds (see [27, Chapter II], [2, p.209
(3.2)])
Eϕ⌊M= (ϕ+M −ϕ−M )⊙nMH2⌊M , (3.13)
where nM (x) is a unit normal to M at x and ϕ
±
M is deduced from (2.2) by substi-
tuting B±r (x,nM ) := {y ∈ Br(x),±(y − x) · nM (x) > 0} for B±r (x).
Due to their absolutely continuity with respect to ν ⊗ L2, the symmetric distri-
butional gradient of the elements of BD(Ω) admit a specific decomposition. The
measure ν (resp. m) can be split into an absolutely continuous part νa (resp. ma)
with respect to the Lebesgue measure, a singular part without atoms or Cantor part
νc (resp. mc), and a purely atomic part νat:
ν=νa+νc+ νat, νat=
∑
t∈Aν
ν({t})δt, νa= νL1L1, Aν :={t ∈[0, L]; ν({t}) > 0},
m=ma+mc+
∑
t∈Am
m({t})δt, ma = mL1L1, Am:= {t ∈ [0, L];m({t})> 0}.
(3.14)
We have νa ⊗ L2 ≪ L3, it can be shown that νc ⊗ L2 vanishes on countably H2-
rectifiable Borel sets, the measures νc⊗L2 and L3 are mutually singular and νat⊗
L2 ≪ H2⌊Σν , where
Σν :=
⋃
t∈Aν
Σt, Σm :=
⋃
t∈Am
Σt, Σ := Σν ∪ Σm. (3.15)
Accordingly, the condition E(ϕ)≪ ν ⊗L2 satisfied by any element ϕ of BDν,m0 (Ω)
implies Eaϕ ≪ νa⊗L2, Ecϕ ≪ νc⊗L2, E jϕ ≪ H2⌊Σν . Taking (3.13) into account,
we deduce
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Eϕ = e(ϕ)L3 + Eϕνc⊗L2 νc ⊗ L2 +
∑
t∈Aν
(ϕ+ −ϕ−)⊙ e1H2⌊Σt . (3.16)
The substitution of (3.16) into (3.8), (3.9) leads to
a(u,ϕ)=
∫
Ω
ae(u):e(ϕ)dx+
∑
t∈Aν
ν({t})−1
∫
Σt
(u+− u−) ·A(ϕ+−ϕ−)dH2
+
∑
t∈Am
m({t})
∫
Σt
a‖ex′(u
⋆) : ex′(ϕ
⋆)dH2
+
∫
Ω
a⊥ Euνc⊗L2 :
Eϕ
νc⊗L2 dν
c ⊗ L2 +
∫
Ω
a‖ex′(u
⋆) : ex′(ϕ
⋆)dmc ⊗ L2,
(3.17)
where the fourth order tensor a and the matrix A are given by
a =
(
ν
L1
)−1
a⊥ + mL1a
‖, A :=
Ñ
l + 2 0 0
0 1 0
0 0 1
é
. (3.18)
Similarly, substituting (3.16) into (3.11) yields
F (u) :=
∫
Ω
f (e(u))
(
ν
L1
)−1
+ g(ex′(u))
m
L1 dx
+
∑
t∈Aν
ν({t})−1
2
∫
Σt
(u+ − u−)·A(u+ − u−)dH2+
∑
t∈Am
m({t})
2
∫
Σt
g(ex′(u
⋆))dH2
+
∫
Ω
f
Ä
Ecu
ν⊗L2
ä
dνc ⊗ L2 +
∫
Ω
g(ex′(u
⋆))dmc ⊗ L2.
We can write the PDE system associated with (3.7), (3.17) provided the Cantor
parts νc and mc vanish and the sets ot atoms Aν and Am are finite:
Corollary 1. If νc = mc = 0 and Aν , Am are finite, the problem (3.7) is equivalent
to

− divae(u) = f in Ω \ Σ, u ∈ BDν,m0 (Ω),
ν({t})−1A(u+− u−)=ae(u−)e1=ae(u+)e1 on Σt, ∀t ∈ Aν ,
ae(u−)e1−ae(u+)e1 −m({t})divx′a‖ex′(u⋆) = 0 on Σt, ∀t ∈ Am,
(3.19)
where Σ, a, A are given by (3.15), (3.18).
Proof. Choosingϕ ∈ D(Ω\Σ) in (3.7), taking (3.17) into account, we get ∫
Ω\Σ
σ(u) :
e(ϕ)dx =
∫
Ω
f ·ϕ and infer, by the arbitrary choice ofϕ, that−divae(u) = f in Ω\Σ.
Choosing ϕ ∈ BDν,m0 (Ω) such that ϕ ∈ C∞(U) for every connected component U
of Ω \Σν , and integrating ae(u) : e(ϕ) by parts over each connected component of
Ω \ Σ, taking the first line of (3.19) into account, we deduce
9∑
t∈Am
∫
Σt
(
ae(u−)e1−ae(u+)e1
) ·ϕ +m({t})a‖ex′(u⋆) : ex′(ϕ⋆)dH2
+
∑
t∈Aν
∫
Σt
ae(u−)e1·ϕ−−ae(u+)e1·ϕ++(u+−u−)·ν({t})−1A(ϕ+−ϕ−)dH2=0,
and obtain the transmission conditions stated in the second and third lines of (3.19).
Conversely, any solution to (3.19) satisfies (3.7). 
Remark 3. When ν and m do not satisfy (3.4), the effective problem not only
depends on the couple (ν,m), but also on the choice of the sequence (µε) satisfying
(3.3). By way of illustration, let us fix two sequences of positive reals (r
(1)
ε ), (r
(2)
ε )
converging to 0, set rε := max
¶
r
(1)
ε , r
(2)
ε
©
, and consider the sequence (µε) defined
by
µε := 1
(0,L)\
Ä
L
2 −
rε
2 ,
L
2 +
rε
2
ä + r(1)ε 1(L
2 −
r(1)ε
2 ,
L
2 +
r(1)ε
2
) + 1
r
(2)
ε
1(
L
2 −
r(2)ε
2 ,
L
2 +
r(2)ε
2
).
The convergences (3.3) are satisfied with ν = m = δL
2
+ L1. By adapting to the
framework of elasticity the argument developed in [7, Chapter 4] in the context of
the heat equation, one can prove the following results:
• If r(2)ε ≪ r(1)ε , the effective problem takes the form
inf
ß
F (ϕ)−
∫
Ω
f ·ϕdx, ϕ ∈ H1(Ω \ ΣL/2), ϕ = 0 on ∂Ω
™
,
where, setting σ(ϕ) := l tr(e(ϕ))I+2e(ϕ), σx′(ϕ
′) := l tr(ex′(ϕ
′))I+2ex′(ϕ
′),
F is the non-local functional defined by (see (3.18))
F (ϕ) = inf
v∈H10 (ΣL/2;R
3)
Φ(ϕ,v),
Φ(ϕ,v), := 12
∫
Ω\ΣL/2
σ(ϕ) : e(ϕ)dx + 12
∫
ΣL/2
σx′(v
′) : ex′(v
′)dH2
+ 14
∫
ΣL/2
(v −ϕ−) ·A(v −ϕ−) + (v −ϕ+) ·A(v −ϕ+)dH2.
• If r(1)ε ≪ r(2)ε , the effective problem is given by
inf
ß
F (ϕ)−
∫
Ω
f ·ϕdx, ϕ ∈ H1(Ω \ ΣL/2), ϕ = 0 on ∂Ω
™
,
where
F (ϕ) = 12
∫
Ω\ΣL/2
σ(ϕ) : e(ϕ)dx+ 14
∫
ΣL/2
σx′(ϕ
−) : ex′(ϕ
−)dH2
+ 14
∫
ΣL/2
σx′(ϕ
+) : ex′(ϕ
+)dH2 + 12
∫
ΣL/2
(ϕ+ −ϕ−) ·A(ϕ+ −ϕ−)dH2.
Indeed, when (3.4) is not satisfied, there exists infinitely many different limit prob-
lems associated to some sequence (µε) satisfying (3.3).
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Remark 4. Our method applies to the study of second-order elliptic systems of
partial differential equations of the type
(Pε) : −div(µεC∇uε) = f in Ω, uε ∈ H10 (Ω;Rn), f ∈ L∞(Ω;Rn), (3.20)
where Ω := (0, L)×Ω′ is a cylindrical domain in Rd and C is a second order tensor
on Rn+d satisfying the following assumptions of symmetry and ellipticity:
Cijpq = Cpqij ∀((i, j), (p, q)) ∈ (Rn × Rd)2,
CΞ : Ξ ≥ c|Ξ|2 ∀Ξ ∈ Rn×d for some c > 0. (3.21)
We suppose that
T :=
n∑
i,p=1
Ci1p1ei ⊗ ep is invertible. (3.22)
We denote by BV (Ω;Rn) the space of Rn-valued functions on Ω with bounded vari-
ation, that is
BV (Ω;Rn) :=
{
ϕ ∈ L1(Ω;Rn) : Dϕ ∈M(Ω;Rn+d)} . (3.23)
Under these assumptions, the solution to (3.20) weakly* converges in BV (Ω;Rn)
to the unique solution to the problem
(Peff ) :
 a(u,ϕ) =
∫
Ω
f ·ϕ, ∀ ϕ ∈ BV ν,m0 (Ω),
u ∈ BV ν,m0 (Ω),
(3.24)
where BV ν,m0 (Ω) is the Hilbert space defined by
BV
ν,m
0 (Ω) :=
ϕ ∈ BV (Ω;Rn)
∣∣∣∣∣∣∣∣
Dϕ ≪ ν ⊗ Ld−1, ϕ = 0 on ∂Ω
Dϕ
ν⊗Ld−1
∈ L2ν⊗Ld−1(Ω;Rn)
ϕ⋆ ∈ L2m(0, L;H10 (Ω′;Rn))
 ,
||ϕ||BV ν,m0 (Ω) :=
Å∫
Ω
| Dϕν⊗Ld−1 |2dν⊗Ld−1
ã1
2
+
Å∫
Ω
|∇x′(ϕ⋆)|2dm⊗ Ld−1
ã 1
2
,
(3.25)
and, setting
∇x′ϕ :=
n∑
i=1
d∑
α=2
∂ϕi
∂xα
ei ⊗ eα, (3.26)
a is the continuous coercive symmetric bilinear form on BV ν,m0 (Ω) given by
a(u,ϕ):=
∫
Ω
a⊥ Duν⊗L2 :
Dϕ
ν⊗L2 dν ⊗ Ld−1 +
∫
Ω
a‖∇x′(u⋆):∇x′(ϕ⋆)dm⊗ Ld−1, (3.27)
where
11
a⊥ijkl :=
n∑
p,r=1
Cijp1(T
−1)prCr1kl,
a
‖
ijkl :=
n∑
p,r=1
(Cijp1(T
−1)prCr1kl + Cijkl)(1 − δj1)(1− δl1).
(3.28)
Proposition 1. The normed space BV ν,m0 (Ω) defined by (3.25) is a Hilbert space.
Under the assumptions (3.3), (3.21), (3.22), the symmetric bilinear form a(·, ·)
defined by (3.27) is coercive and continuous on BV ν,m0 (Ω), and the sequence (uε)
of the solutions to (3.20) weakly* converges in BV (Ω;Rn) to the unique solution u
to (3.24).
The proof of Proposition 1 is sketched in Section 6.3.
Remark 5. The particular case of the heat equation in a three-dimensional domain
corresponds to the choice (n, d) = (1, 3) in (3.20). Setting Ajq := C1j1q, we deduce
from Proposition 1 that under the assumption (3.3), if A is definite positive and
A11 6= 0 (see (3.22)), the solution uε to
(Pε) : −div(µεA∇uε) = f in Ω, uε ∈ H10 (Ω), f ∈ L∞(Ω), (3.29)
weakly converges in BV (Ω;R) to the unique solution to
min
u∈BDν,m0 (Ω)
F (u)−
∫
Ω
fudx,
where the functional F is defined on BV ν,m0 (Ω) by
F (u) :=12
∫
Ω
A⊥ Duν⊗L2 · Duν⊗L2 dν ⊗ L2 + 12
∫
Ω
A‖∇x′(u⋆) · ∇x′(u⋆)dm⊗ L2,
in terms of A⊥,A‖ given by
A⊥ij :=
Ai1A1j
A11
, A
‖
ij := (
Ai1A1j
A11
+Aij)(1− δi1)(1− δj1).
We we recover some of the results obtained by G. Bouchitte´ and C. Picard in [14].
However, the method employed in [14] only applies, in the linear case, to a diagonal
conductivity matrices.
4. Technical preliminaries and a priori estimates.
This section is dedicated, essentially, to the analysis of the leading-order asymptotic
behaviour of the solution (uε) to (3.1) and its stress σ(uε) in the limit ε→ 0. The
following notion of convergence will take a crucial part in this study.
Definition 1. Let θε, θ be positive Radon measures on a compact set K ⊂ RN
and let fε, f be Borel functions on K. We say that (fε) weakly converges to f with
respect to the pair (θε, θ) if
sup
ε
∫
K
|fε|2dθε <∞, f ∈ L2θ(K)
θε
⋆
⇀ θ and fεθε
⋆
⇀ fθ weakly* in M(K),
(notation: fε
θε,θ
⇀ f).
(4.1)
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We say that (fε) strongly converges to f with respect to the pair (θε, θ) if
fε
θε,θ−−⇀ f and lim sup
ε→0
∫
K
|fε|2dθε ≤
∫
K
|f |2dθ (notation: fε θε,θ−−→ f). (4.2)
We now present the main statement of the section. For notational simplicity, the
measures (νε ⊗ L2)⌊Ω and (mε ⊗ L2)⌊Ω are denoted by νε ⊗ L2 and mε ⊗ L2. For
simplicity, the extension by 0 to Ω of the measure Eu is still denoted by Eu.
Proposition 2. Let (uε) be the sequence of solutions to (3.1). Then uε is bounded
in BD(Ω) and
sup
ε>0
∫
Ω
|u′ε|2dmε ⊗ L2 +
∫
Ω
|uε|dx+
∫
Ω
µε |e(uε)|2 dx <∞. (4.3)
Up to a subsequence, the following hold:
uε
⋆
⇀u weakly* in BD(Ω), Euε
⋆
⇀Eu weakly* in M(Ω; S3),
µεe(uε)
νε⊗L
2,ν⊗L2−−−−−−−−⇀ Euν⊗L2 , σε(uε)
νε⊗L
2,ν⊗L2−−−−−−−−⇀ σν(u),
ex′(u
′
ε)
mε⊗L
2,m⊗L2−−−−−−−−⇀ ex′((u⋆)′), u ∈ BDν,m0 (Ω).
(4.4)
Before presenting the proof of Proposition 2, we introduce and prove some auxiliary
results. The next lemma states some fundamental properties of convergence with
respect to the pair (θε, θ), established in [17, Theorem 4.4.2] in a more general
context (see also [9], [12], [13], [31, Section 2.1]).
Lemma 1. Let (θε) be a sequence of positive Radon measures on a compact set
K ⊂ RN weakly* converging in M(K) to some positive Radon measure θ. Then,
(i) any sequence (fε) of Borel functions on K such that
sup
ε
∫
|fε|2dθε <∞, (4.5)
has a weakly converging subsequence with respect to the pair (θε, θ).
(ii) If fε
θε,θ−−⇀ f (resp. fε θε,θ−−→ f), then
lim inf
ε→0
∫
f2ε dθε ≥
∫
f2dθ
Å
resp. lim
ε→0
∫
f2ε dθε =
∫
f2dθ
ã
. (4.6)
(iii) If fε
θε,θ−−⇀ f and gε θε,θ−−→ g, then
lim
ε→0
∫
fεgεdθε =
∫
fgdθ.
As a first application of Lemma 1, we obtain some relations between the measures
ν, m, and L1⌊[0,L]:
Lemma 2. Under (3.3), the following holds
L1⌊[0,L] ≪ ν; L
1
ν ∈ L2ν([0, L]); L1⌊[0,L] ≪ m; L
1
m ∈ L2m([0, L]);∫
[0,L]
|L1ν |2dν ≤ m([0, L]);
∫
[0,L]
|L1m |2dm ≤ ν([0, L]).
(4.7)
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Proof. Noticing that, by (3.2) and (3.3), supε
∫
[0,L]
|µε|2dνε = supεmε([0, L]) <∞
(resp. supε
∫
[0,L]
|µε|−2dmε = supε νε([0, L]) <∞), we deduce from Lemma 1 that
the sequence (µε) (resp. (µ
−1
ε )) has a converging subsequence with respect to the
pair (νε, ν) (resp. (mε,m)), and
µενε
⋆
⇀ gν, µ−1ε mε
⋆
⇀ hm, g ∈ L2ν, h ∈ L2m,
lim inf
ε→0
∫
|µε|2dνε ≥
∫
|g|2dν; lim inf
ε→0
∫
|µε|−2dmε ≥
∫
|h|2dm.
(4.8)
On the other hand, by (3.2) and (3.3), the following holds:
µενε = µ
−1
ε mε = L1⌊[0,L], |µε|2νε = mε, |µε|−2mε = νε,
lim sup
ε→0
mε([0, L]) ≤ m([0, L]), lim sup
ε→0
νε([0, L]) ≤ ν([0, L]). (4.9)
Assertion (4.7) follows from (4.8) and (4.9). 
The following statement, proved in [14, Lemma 3.1] (see also [16, Lemma 6.2] for a
more general version), provides a sufficient condition for the product of a sequence
strongly converging in L1(0, L) by a sequence of functions weakly* converging to
a measure in M([0, L]), to weakly* converge in M([0, L]) to the product of the
individual limits.
Lemma 3. Let (bε) be a bounded sequence in L
1(0, L) that weakly* converges in
M([0, L]) to some Radon measure θ satisfying
θ({0}) = θ({L}) = 0. (4.10)
Let (wε) be a bounded sequence in W
1,1(0, L) weakly* converging in BV (0, L) to
some w. Assume that
θ({t})Dw({t}) = 0 ∀t ∈ (0, L). (4.11)
Then
lim
ε→0
∫ L
0
ψbεwεdx =
∫
(0,L)
ψw(r)dθ =
∫
(0,L)
ψw(l)dθ ∀ψ ∈ C([0, L]),
where w(r) (resp. w(l)) denotes the right-continuous (resp. left-continuous) repre-
sentative of w.
For any ϕ ∈ BD(Ω), we denote by γ±Σx1 (ϕ) the trace of ϕ on both sides of Σx1
(see (2.7)). In the next lemma, we show that the mapping x → γ±Σx1 (ϕ) can be
identified with ϕ± defined by (2.2).
Lemma 4. Let ϕ ∈ BD(Ω) and let ϕ⋆, ϕ± be defined by (2.1), (2.2). Then
γ±Σx1
(ϕ)(x) = ϕ±(x) = lim
r→0
∫
−
B±r (x)
ϕ(y)dy H2-a.e. x ∈ Σx1 , ∀x1∈(0, L), (4.12)
ϕ⋆ =
1
2
(ϕ+ +ϕ−) H2-a.e. on Σx1 , ∀x1∈(0, L), (4.13)
ϕ⋆, ϕ± ∈ L1H2(Σx1) ∀x1∈(0, L), (4.14)
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ϕ+ = ϕ− = ϕ⋆ = lim
r→0
∫
−
B±r (x)
ϕ(y)dy H2-a.e. in Σx1 if |Eϕ|(Σx1) = 0, (4.15)
Eϕ ≪ ν ⊗ L2 =⇒ ϕ+ = ϕ− = ϕ⋆ m⊗ L2-a.e.. (4.16)
Proof. By [19, p. 84, Trace Theorem; p. 91, Proposition 2.2] (see also [2, p. 209
(ii)-(iii)]) the traces of ϕ on both side of any C1 hypersurface M contained in Ω are
H2-a.e. equal to its one side Lebesgue limits on both sides of M . Applying this to
M = Σx1 for all x1 ∈ (0, L), we obtain (4.12). Assertion (4.12) ensures that the
two limits in the first line of (2.2) exist and are finite for H2−a.e. x ∈ Σx1 , for all
x1 ∈ (0, L). When they do, the limit in the first line of (2.1) also exists, and
1
2
(ϕ+(x) +ϕ−(x)) =
1
2
Ç
lim
r→0
∫
−
B+r (x)
ϕ(y) dy +
∫
−
B−r (x)
ϕ(y) dy
å
= lim
r→0
∫
−
Br(x)
ϕ(y) dy = ϕ⋆(x),
therefore (4.13) holds. Assertion (4.14) results from (4.12), (4.13) and the fact that
the traces of ϕ on each side of Σx1 belong to L
1
H2(Σx1). Noticing that by (3.13) we
have
Eϕ⌊Σx1=
(
ϕ+ −ϕ−)⊙ e1H2⌊Σx1 ∀x1∈(0, L),
we deduce from the elementary inequality
|a| ≤
√
2|a ⊙n| if ||n|| = 1, (4.17)
that ϕ+ = ϕ− H2-a.e. in Σx1 whenever |Eϕ|(Σx1) = 0. Assertion (4.15) then
follows from (4.12) and (4.13). We have ν ⊗ L2(Σx1) = ν({x1})L2(Ω′), therefore
ν ⊗ L2(Σx1) = 0 if x1 6∈ Aν (see (3.14)). Accordingly, if Eϕ ≪ ν ⊗ L2, then
|Eϕ|(Σx1) = 0 for all x1 ∈ (0, L) \ Aν . Assertion (4.16) then results from (4.15)
and the fact that, by (3.4), m(Aν) = 0. 
Lemma 5. Let ϕ ∈ BD(Ω) such that ϕ = 0 on ∂Ω, and let ϕ ∈ L1(0, L;R3) be the
Borel function defined by
ϕ(x1) :=
∫
Σx1
ϕ⋆dH2 ∀x1 ∈ (0, L). (4.18)
Then
ϕ∈BV (0,L;R3), ||ϕ||
L1(0,L;R3)
= ||ϕ||L1(Ω), ||ϕ||BV (0,L;R3)≤
√
2||ϕ||BD(Ω),
Dϕ ≪ |Eϕ|(.× Ω′), |Dϕ|(B) ≤
√
2|Eϕ|(B × Ω′) ∀B ∈ B((0, L)).
(4.19)
Moreover, the left (resp. right) limit ϕ(l) (resp. ϕ(r)) of ϕ at x1 satisfies
ϕ(l)(x1) =
∫
Σx1
ϕ−dH2 ∀x1 ∈ (0, L).Ç
resp. ϕ(r)(x1) =
∫
Σx1
ϕ+dH2 ∀x1 ∈ (0, L)
å
.
(4.20)
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Proof. Let eV(ϕ, (0, L)) denote the essential variation of ϕ on (0, L), that is
eV(ϕ, (a, b)) := inf
L1(N)=0
sup
{
n∑
i=1
|ϕ(ti+1)−ϕ(ti)| ,
∣∣∣∣∣ t1, . . . , tn ∈ (a, b) \Na < t1 < . . . < tn < b
}
. (4.21)
By [3, Proposition 3.6 and Theorem 3.27], the field ϕ belongs to BV (0, L;R3) if
and only if eV(ϕ, (0, L)) <∞ and in this case eV(ϕ, (0, L)) = |Dϕ|((0, L)). Let a, b
be two real numbers such that 0 ≤ a < b ≤ L, D := {t ∈ (0, L), |Eϕ|(Σt) > 0} and
let t1, . . . , tn ⊂ (a, b) \D such that 0 < t1 < . . . < tn < L. By (4.17), (4.15), and
Green’s formula in BD(Ωi), where Ωi :=(ti, ti+1)×Ω′, we have, since ϕ = 0 on ∂Ω,
|ϕ(ti+1)−ϕ(ti)| =
∣∣∣∣∣
∫
Σti+1
ϕ−dH2 −
∫
Σti
ϕ+dH2
∣∣∣∣∣
≤
√
2
∣∣∣∣∣
(∫
Σti+1
ϕ−dH2 −
∫
Σti
ϕ+dH2
)
⊙ e1
∣∣∣∣∣
=
√
2
∣∣∣∣∫
∂Ωi
γ i(ϕ)⊙ndH2
∣∣∣∣ = √2 |Eϕ (Ωi)| ≤ √2 |Eϕ| (Ωi) ,
(4.22)
where γ i(ϕ) denotes the trace on ∂Ωi of the restriction of ϕ to Ωi, therefore
n∑
i=1
|ϕ(ti+1)−ϕ(ti)| ≤
n∑
i=1
√
2 |Eϕ| (Ωi) ≤
√
2 |Eϕ| ((a, b)× Ω′) .
By the arbitrary choice of t1, . . . , tn, noticing that D is at most countable countable
thus L1-negligible, we infer
|Dϕ|((a, b)) = eV(ϕ, (a, b)) ≤
√
2 |Eϕ| ((a, b)× Ω′) , (4.23)
yielding, by the arbitrariness of a, b, the second line of (4.19). The first line easily
follows. An argument analogous to (4.22) implies
lim
t→x±1 ,t6∈D
∣∣∣∣∣ϕ(t)−
∫
Σx1
ϕ±dH2
∣∣∣∣∣ ≤ limt→x±1 ,t6∈D
√
2 |Eϕ| ((x1, t)× Ω′) = 0,
yielding (4.20). 
In the next proposition, we study the asymptotic behavior of a sequence (ϕε) satis-
fying some suitable estimate (see (4.25)). This study will be applied to the solution
to (3.1) and also to the sequence of test fields defined in Section 6 (see Proposition
6). These fields do not necessarily vanish on ∂Ω. Accordingly, we introduce the
normed space
BDν,m(Ω) =
{
ϕ ∈ BD(Ω)
∣∣∣∣∣Eϕ ≪ ν ⊗ L
2, Eϕν⊗L2 ∈ L2ν⊗L2(Ω;R3)
(ϕ⋆)′ ∈ L2m(0, L;H1(Ω′;R3))
}
,
||ϕ||
BDν,m(Ω)
:=
∫
Ω
|ϕ|dx+
Å∫
Ω
∣∣∣ Eϕν⊗L2 ∣∣∣2dν ⊗ L2ã 12+ Å∫
Ω
|ex′(ϕ⋆)|2dm⊗ L2
ã 1
2
.
(4.24)
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Proposition 3. Let (ϕε) be a sequence in W
1,1(Ω;R3) such that
sup
ε>0
∫
Ω
|ϕε|dx+
∫
Ω
µε |e(ϕε)|2 dx <∞. (4.25)
Then (ϕε) is bounded in BD(Ω) and, up to a subsequence,
ϕε → ϕ strongly in Lp(Ω;R3) ∀p ∈
[
1, 32
)
,
Eϕε
⋆
⇀Eϕ weakly* in M(Ω; S3),
(4.26)
for some ϕ ∈ BD(Ω), where the measure Eϕ is extended by 0 to Ω. Moreover
Eϕ≪ν⊗L2, Eϕν⊗L2 ∈L2ν⊗L2(Ω; S3), µεe(ϕε)
νε⊗L
2,ν⊗L2−−−−−−−−⇀ Eϕν⊗L2 . (4.27)
Assume in addition
sup
ε>0
∫
Ω
|ϕ′ε|2dmε ⊗ L2 <∞, (4.28)
then
(ϕ⋆)′ ∈ L2m(0, L;H1(Ω′;R3)), ϕ ∈ BDν,m(Ω),
ϕ′ε
mε⊗L
2,m⊗L2−−−−−−−−⇀ (ϕ⋆)′, ex′(ϕ′ε)
mε⊗L
2,m⊗L2−−−−−−−−⇀ ex′((ϕ⋆)′).
(4.29)
Proof. By (3.3) and(4.25), we have
∫
Ω
|ϕε|dx +
∫
Ω
|e(ϕε)|dx ≤
∫
Ω
|ϕε|dx+
Å∫
Ω
1
µε
dx
ã 1
2
Å∫
Ω
µε |e(ϕε)|2 dx
ã 1
2
≤ C,
(4.30)
hence (ϕε) is bounded in BD(Ω) and weakly* converges, up to a subsequence, to
someϕ ∈ BD(Ω). Taking the compactness of the injection of BD(Ω) into Lp(Ω;R3)
for p ∈ [1, 32) into account (see [27, Theorem 2.4, p. 153]), we deduce
ϕε → ϕ strongly in Lp(Ω;R3) ∀p ∈
[
1, 32
)
,
Eϕε
⋆
⇀Eϕ weakly* in M(Ω; S3).
(4.31)
On the other hand, assumptions (3.2) and (4.25) imply
sup
ε>0
∫
Ω
|µεe(ϕε)|2 dνε ⊗ L2 <∞, (4.32)
thus, by Lemma 1, the sequence µεe(ϕε)) weakly converges with respect to the pair
(νε ⊗ L2, ν ⊗ L2), up to a subsequence, to some Ξ ∈ L2ν⊗L2(Ω; S3). Noticing that
µεe(ϕε)νε ⊗ L2 = Eϕε, the definition (4.1) indicates that
Eϕε
⋆
⇀ Ξν ⊗ L2 weakly* in M(Ω; S3). (4.33)
Since ν ⊗ L2(∂Ω) = 0, the convergences (4.31) and (4.33) imply that the ex-
tension by 0 of Eϕ to Ω is equal to Ξν ⊗ L2 and that Ξ = Eϕν⊗L2 . Assertions
(4.26) and (4.27) are proved. To prove (4.29), we first notice that (4.32) implies
supε>0
∫
Ω
|ex′(ϕ′ε)|2 dmε ⊗ L2 < +∞. Therefore, if (4.28) is satisfied, then by
Lemma 1 and (4.1) the following convergences hold, up to a subsequence,
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ϕ′ε
mε⊗L
2,m⊗L2−−−−−−−−⇀ h′, µεϕ′ε ⋆⇀h′m⊗ L2 weakly* in M(Ω;R3),
ex′(ϕ
′
ε)
mε⊗L
2,m⊗L2−−−−−−−−⇀ Γ, µεex′(ϕ′ε) ⋆⇀ Γm⊗ L2 weakly* in M(Ω; S3),
(4.34)
for some h′ ∈ L2m⊗L2(Ω), Γ ∈ L2m⊗L2(Ω; S3). Assertion (4.29) is proved provided
we show that
h′ = (ϕ⋆)′ m⊗ L2-a.e. in Ω, (4.35)
(ϕ⋆)
′ ∈ L2m(0, L;H1(Ω′;R3)), Γ = ex′
(
(ϕ⋆)
′)
m⊗ L2-a.e. in Ω. (4.36)
Proof of (4.35). Let us fix ψ ∈ D(Ω). By (4.26), (ψϕε) weakly* converges in
BD(Ω) to ψϕ, hence, by Lemma 5, the sequence (ψϕε) defined by (4.18) weakly*
converges in BV (0, L;R3) to ψϕ. By (4.7), (4.19) and (4.27) we have,
|Dψϕ| ≪ |E(ψϕ)|(.× Ω′) = |ψE(ϕ) +∇ψ ⊙ϕL3|(.× Ω′)≪ ν ⊗ L2,
therefore, by (3.4), the assumptions of Lemma 3 are satisfied by (bε, wε) := (µε, ψϕε)
and (θ, w) := (m,ψϕ). Taking (4.16), (4.34) and (4.35) into account and applying
Fubini’s theorem, we deduce
∫
Ω
ψh′dm⊗ L2 = lim
ε→0
∫
Ω
µεψϕ
′
εdx = lim
ε→0
∫ L
0
µεψϕ′εdx1 =
∫
(0,L)
(ψϕ′)+dm
=
∫
(0,L)
ψ(ϕ′)+dm =
∫
Ω
ψ(ϕ′)+dm⊗ L2 =
∫
Ω
ψ(ϕ′)⋆dm⊗ L2.
By the arbitrary choice of ψ, Assertion (4.35) is proved. 
Proof of (4.36). Let us fix Ψ ∈ D(Ω; S3). By (4.34) and (4.35), we have
∫
Ω
Γ : Ψ dm⊗ L2 = lim
ε→0
∫
Ω
µεe(ϕε) : Ψdx = lim
ε→0
−
∫
Ω
µεϕ
′
ε · divΨdx
= −
∫
Ω
(ϕ⋆)′ · divΨdm⊗ L2.
(4.37)
Choosing a test field of the type Ψ(x) = η(x1)Υ(x
′), with η ∈ D(0, L) and Υ ∈
D(Ω′; S3), and letting η vary in D(0, L), we infer, noticing that h′1 = 0,∫
Ω′
Γ(x1, x
′) :Υ(x′)dx′=−
∫
Ω′
(ϕ⋆)′(x1, x
′)·divΥ(x′)dx′ ∀ x1∈(0, L)\NΥ, (4.38)
for some m-negligible subset NΥ of (0, L). Letting Υ vary in a countable subset C
of D(Ω′; S3) dense in H10 (Ω′; S3), and denoting by N0 some m-negligible subset of
(0, L) such that Γ(x1, x
′) ∈ L2(Ω′; S3) ∀x1 ∈ (0, L) \ N0, we obtain the following
equalities in the sense of distributions in D′(Ω′; S3):
ex′
(
(ϕ⋆)′
)
(x1, ·) = Γ(x1, ·) ∀ x1 ∈ (0, L) \
⋃
Υ∈C
N0 ∪NΥ , (4.39)
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and deduce that ex′
(
(ϕ⋆)
′) ∈ L2m(0, L;L2(Ω′; S3)). This, along with (4.35) and
the two-dimensional second Korn inequality in H1(Ω′;R2), implies that (ϕ⋆)′ ∈
L2m(0, L;H
1(Ω′; S3)). Assertion (4.36) is proved. 
We are now in a position to prove the main result of Section 4.
Proof of Proposition 2. By multiplying (3.1) by uε and by integrating it by
parts over Ω, we obtain
∫
Ω
σε(uε) : e(uε)dx =
∫
Ω
f · uεdx, and deduce∫
Ω
µε|e(uε)|2dx ≤
∫
Ω
σε(uε) : e(uε)dx ≤ C||f ||L∞(Ω;R3)
∫
Ω
|uε|dx. (4.40)
The assumptions (3.3), Poincare´ and Cauchy-Schwarz inequalities, imply
∫
Ω
|uε1|dx ≤ C
∫
Ω
∣∣∣∣∂uε1∂x1
∣∣∣∣ dx ≤ C Å∫
Ω
1
µε
dx
ã 1
2
Ç∫
Ω
µε
∣∣∣∣∂uε1∂x1
∣∣∣∣2 dx
å 1
2
≤ C
Å∫
Ω
µε|e(uε)|2dx
ã 1
2
.
(4.41)
By Fubini’s Theorem, Poincare´’s inequality inW 1,10 (Ω
′;R2), Assertion (3.3), Cauchy-
Schwarz and Jensen’s inequalities, and Korn’s inequality in H10 (Ω
′;R2), we have
∫
Ω
|u′ε|dx≤ C
∫
Ω
|∇x′u′ε|dx≤C
Ç∫ L
0
1
µε
dx1
å1
2
Ç∫ L
0
µε
Å∫
Ω′
|∇x′u′ε| dx′
ã2
dx1
å1
2
≤C
Ç∫ L
0
µε
∫
Ω′
|∇x′u′ε|2dx′dx1
å1
2
≤C
Ç∫ L
0
µε
∫
Ω′
|ex′(u′ε)|2 dx′dx1
å1
2
.
(4.42)
We deduce from (4.40), (4.41), (4.42) that
∫
Ω
|uε|dx ≤ C
(∫
Ω
|uε|dx
) 1
2 , yielding∫
Ω
|uε|dx ≤ C. (4.43)
On the other hand, by Korn’s inequality in H10 (Ω
′;R2), we have
∫
Ω
|u′ε|2dmε ⊗ L2 =
∫ L
0
µε
Å∫
Ω′
|u′ε|2dx′
ã
dx1
≤ C
∫ L
0
µε
Å∫
Ω′
|ex′(u′ε)|2dx′
ã
dx1 ≤ C
∫
Ω
µε|e(uε)|2dx.
(4.44)
By (4.40), (4.43), and (4.44), the estimate (4.3) is proved. This means that ϕε = uε
satisfies (4.25) and (4.28). Therefore, by Proposition 3, the convergences stated in
(4.4) hold for some u ∈ BDν,m(Ω). The proof of Proposition 2 is achieved provided
we show that
u = 0 on ∂Ω, (4.45)
(recall that the trace is not weakly* continuous on BD(Ω)) and
(u⋆)′ = 0 m⊗H1-a.e. on ∂Ω′ × (0, L). (4.46)
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Proof of (4.45). Let us fix Ψ ∈ C∞(Ω; S3). By passing to the limit as ε → 0 in
the integration by parts formula
∫
Ω
e(uε) : Ψdx = −
∫
Ω
uε · divΨdx, taking the
strong convergence of uε to u in L
1(Ω;R3) and the weak* convergence of (e(uε)) to
E(u) in M(Ω; S3) into account, we obtain ∫
Ω
Ψ : dEu = − ∫
Ω
u · divΨdx. We then
deduce from the Green Formula in BD(Ω) (see [27, Theorem II-2.1])∫
Ω
Ψ : dEu = −
∫
Ω
u · divΨdx+
∫
∂Ω
Ψ : u ⊙ndH2,
that
∫
∂Ω
Ψ : u⊙ndH2(x) = 0. By the arbitrariness of Ψ, taking (4.17) into account,
Assertion (4.45) is proved. 
Proof of (4.46). Let us fix Ψ ∈ C∞(Ω; S3). Since uε = 0 on ∂Ω, (4.37) holds for
such a Ψ when ϕε = uε. We infer∫
Ω
ex′(u
′) : Ψ dm⊗ L2 = −
∫
(0,L)
Å∫
Ω′
(u⋆)′ · divΨdx′
ã
dm(x1). (4.47)
By (4.29) applied to ϕε := uε, the field (u
⋆)′ belongs to L2m(0, L;H
1(Ω′;R3)), hence
there exists an m-negligible subset N of (0, L) such that (u⋆)′(x1, .) ∈ H1(Ω′;R3)
for all x1 ∈ (0, L) \ N . By integration by parts, taking the symmetry of Ψ into
account, we infer
∫
Ω′
(u⋆)′·divΨdx′=
∫
∂Ω′
(u⋆)′·ΨndH1(x′)−
∫
Ω′
ex′((u
⋆)′) : Ψdx′ m-a.e. x1. (4.48)
It follows from (4.47) and (4.48) that
∫
(0,L)×∂Ω′
(u⋆)′ · Ψndm ⊗ H1 = 0. By the
arbitrary choice of Ψ, Assertion (4.46) is proved. 
5. Partial mollification in BDν,m(Ω)
For any two Borel functions f, g : Ω→ R, we denote by f∗x′g the partial convolution
of g and f with respect to the variable x′, defined by
f ∗x′ g(x) :=

∫
R2
f˜(x1, x
′ − y′)g˜(y′)dy′ if f˜(x1, x′ − .)g˜(.) ∈ L1(R2),
0 otherwise,
(5.1)
and by f δ the “partial mollification” of f with respect to x′ given by
f δ := f ∗x′ ηδ, (5.2)
where ηδ ∈ D(R2) denotes the standard mollifier defined by
η(x′) :=
C exp
Å
1
|x′|2 − 1
ã
if |x′| < 1,
0 otherwise,
ηδ(x
′) :=
1
δ2
η
Å
x′
δ
ã
,
the constant C being chosen so that
∫
R2
ηdx′ = 1. Some basic properties are stated
in the next lemma.
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Lemma 6. Let f : Ω → R be a Borel function, θ a positive Radon measure on
[0, L], and δ > 0. Then, the function f δ is Borel measurable. If f ∈ Lpθ⊗L2(Ω)
(p ∈ [1,+∞)), then∫
Ω′
|f δ(x1, x′)|pdx′ ≤
∫
Ω′
|f(x1, x′)|pdx′ ∀x1 ∈ (0, L), (5.3)
f δ ∈ Lpθ⊗L2(Ω), ||f δ||Lp
θ⊗L2
(Ω) ≤ ||f ||Lp
θ⊗L2
(Ω), (5.4)
lim
δ→0
∫
Ω
|f − f δ|pdθ ⊗ L2 = 0, (5.5)
f δ(x1, .) ∈ C∞(Ω′) ∀x1 ∈ (0, L),
∂n+m
∂xn2 x
m
3
f δ = f ∗x′ ∂n+m∂xn2 xm3 ηδ ∈ L
p
θ⊗L2(Ω), ∀n,m ∈ N∣∣∣∣∣∣ ∂n+m∂xn2 xm3 f δ∣∣∣∣∣∣Lp
θ⊗L2
≤ Cδn+m ||f ||Lp
θ⊗L2
∀n,m ∈ N.
(5.6)
If f ∈ Lpθ⊗L2(Ω) and h ∈ Lp
′
θ⊗L2(Ω) (
1
p +
1
p′ = 1), then∫
Ω
f δhdθ ⊗ L2 =
∫
Ω
fhδdθ ⊗ L2. (5.7)
If ψ ∈ C1c (Ω), then ψδ ∈ C(Ω) and
∂
(
ψδ
)
∂xk
=
Å
∂ψ
∂xk
ãδ
, ∀k ∈ {1, 2, 3}. (5.8)
Proof. By Fubini’s theorem, the mappings h±(x) :=
∫
R2
(f˜(x1, x
′ − y′)ηδ(y′))±dy′
(where l+(x) := sup{l(x), 0}) are Borel measurables and so is the set A := {x ∈
Ω,
∫
R2
∣∣∣f˜(x1, x′ − y′)ηδ(y′)∣∣∣ dy′ < +∞}, therefore, f ∗x′ ηδ = (h+ − h−)1A is Borel
measurable. Assertion (5.3) follows from the classical properties of convolution in
R2 (notice that
∫
R2
ηδdx
′ = 1). Assertion (5.4) is a straightforward consequence of
(5.3). We have∫
Ω
|f − f δ|pdθ ⊗ L2 =
∫
[0,L]
dθ(x1)
∫
Ω′
|f − f δ|p(x1, x′)dx′.
By (5.3), the following holds
∫
Ω′
|f − f δ|p(., x′)dx′ ≤ 2p−1 ∫
Ω′
|f |p(., x′)dx′ ∈ L1θ,
and by the properties of mollification in Lp(Ω′), for all x1 such that f(x1, .) ∈
Lp(Ω′), thus for θ-a.e. x1 ∈ [0, L],
∫
Ω′
|f − f δ|p(x1, x′)dx′ converges to 0. Assertion
(5.5) then results from the dominated convergence theorem. Assertion (5.6) follows
from well known properties of mollification. Assertion (5.7) is proved by applying
Fubini’s theorem several times. Assertion (5.8) is obtained by noticing that ψ˜ ∈
C1c (R
2) and by differentiating under the integral sign. 
The next proposition specifies some properties of partial mollification when applied
to elements of BDν,m0 (Ω). We set
σν(ϕ) := l tr
Ä
Eϕ
ν⊗L2
ä
I + 2 Eϕν⊗L2 . (5.9)
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Proposition 4. Let v ∈ BDν,m0 (Ω) and δ > 0. Then,
vδ ∈ BD(Ω), Evδ ≪ ν ⊗ L2, E(vδ)ν⊗L2 =
Ä
Ev
ν⊗L2
äδ
, (5.10)
(vδ)± = (v±)δ H2-a.e. on Σx1 , ∀x1 ∈ (0, L),
(vδ)⋆ = (v⋆)δ H2-a.e. on Σx1 , ∀x1 ∈ (0, L),
(5.11)
Ä(
vδ
)⋆ä′ ∈ L2m(0, L;H1(Ω′;R3)), ex′ Ä(vδ)⋆ä = (ex′(v⋆))δ , (5.12)
vδ ∈ BDν,m(Ω), lim
δ→0
∣∣∣∣∣∣v − vδ∣∣∣∣∣∣
BDν,m(Ω)
= 0, (5.13)
and the following holds for all x ∈ Ω, α ∈ {2, 3}:
lim
κ→0+
(vδ)∓(x1 ± κ, x′) = (vδ)±(x),
lim
κ→0+
∂
∂xα
(vδ)∓(x1 ± κ, x′) = ∂∂xα (v
δ)±(x),
(5.14)
(
vδ1
)+
(x) =
1
l + 2
∫
(0,x1]
(σν)11(v
δ)(s1, x
′) dν(s1)
−
3∑
β=2
l
l + 2
∫ x1
0
∂vδβ
∂xβ
(s1, x
′)ds1,
(
vδα
)+
(x) =
∫
(0,x1]
(σν)1α(v
δ)(s1, x
′) dν(s1)−
∫ x1
0
∂vδ1
∂xα
(s1, x
′) ds1.
(5.15)
Proof. By (5.4) we have vδ ∈ L1(Ω;R3) and ∫
Ω
|vδ|dx ≤ ∫
Ω
|v|dx. Let us fix
Ψ ∈ D(Ω; S3). Then Ψδ ∈ C∞(Ω; S3), thus using (5.7), (5.8), Green’s formula in
BD(Ω), and the fact that v ∈ BDν,m0 (Ω), we obtain∫
Ω
vδ · divΨ dx =
∫
Ω
v · (divΨ)δ dx =
∫
Ω
v · div(Ψδ) dx = −
∫
Ω
Ψδ : dEv
= −
∫
Ω
Ψδ : Evν⊗L2 dν ⊗ L2 = −
∫
Ω
Ψ :
Ä
Ev
ν⊗L2
äδ
dν ⊗ L2.
By the arbitrary choice of Ψ, the assertion (5.10) is proved. Similarly, applying
Green’s formula in BD(Ω) and using (5.7), (5.8), (5.10), we infer, for all x1 ∈ (0, L),∫
Σx1
Ψ:
(
vδ
)−⊙ e1dx = ∫
∂([0,x1]×Ω′)
Ψ : vδ ⊙n dx =
∫
[0,x1]×Ω′
Ψ : dEvδ +
∫
[0,x1]×Ω′
divΨ · vδdx
=
∫
[0,x1]×Ω′
Ψ :
Ä
Ev
ν⊗L2
äδ
dν ⊗ L2 +
∫
[0,x1]×Ω′
(divΨ)δ · vdx
=
∫
[0,x1]×Ω′
Ψδ : Evν⊗L2 dν ⊗ L2 +
∫
[0,x1]×Ω′
div(Ψδ) · vdx
=
∫
Σx1
Ψδ : v− ⊙ e1dx =
∫
Σx1
Ψ :
(
v−
)δ ⊙ e1dx.
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By the arbitrary nature of Ψ, (arguing in the same manner for
(
vδ
)+
), the first line
of (5.11) is proved. By (4.13) and the first line of (5.11), for all x1 ∈ (0, L) the
following equalities hold H2-a.e. on Σx1 :
(v⋆)
δ
= 12
(
v+ + v−
)δ
= 12
Ä(
v+
)δ
+
(
v−
)δä
= 12
Ä(
vδ
)+
+
(
vδ
)−ä
=
(
vδ
)⋆
.
Assertion (5.11) is proved. By (3.5), (5.4) and (5.11), we have
Ä(
vδ
)⋆ä′ ∈ L2m(0, L;
L2(Ω′;R3)). Taking (5.7), (5.8), (5.11) into account and integrating by parts with
respect to x′ in L2m(0, L;H
1
0 (Ω
′;R3)), we find
∫
Ω
Ä(
vδ
)⋆ä′·divΨdm⊗ L2=∫
Ω
(
(v⋆)
′)δ· divΨdm⊗ L2 =∫
Ω
(v⋆)
′· div (Ψδ) dm⊗ L2
=−
∫
Ω
ex′ (v
⋆):Ψδdm⊗ L2 = −
∫
Ω
(ex′ (v
⋆))
δ
: Ψdm⊗ L2,
yielding (5.12). Assertion (5.13) is a consequence of (4.24), (5.10), (5.12), and (5.5)
applied for f ∈
¶
Ev
ν⊗L2 , ex′(v), v
©
and θ ∈ {ν,m}. Let us fix x ∈ Ω: by (4.17), (5.11)
and Green’s formula, denoting by γ the trace application on BD((x1, x1+κ)×Ω′),
we have
∣∣∣(vδ)−(x1 + κ, x′)− (vδ)+(x)∣∣∣ ≤ √2 ∣∣∣((v−)δ(x1 + κ, x′)− (v+)δ(x))⊙ e1∣∣∣
=
√
2
∣∣∣∣∣
∫
∂((x1,x1+κ)×Ω′)
ηδ(x
′ − y′)γ(v)(s1, y′)⊙ndH2(s1, y′)
∣∣∣∣∣
=
√
2
∣∣∣∣∣
∫
(x1,x1+κ)×Ω′
ηδ(x
′ − y′)dEv(s1, y′) +
∫
(x1,x1+κ)×Ω′
v ⊙∇x′ηδ(x′ − y′)ds1dy′
∣∣∣∣∣
≤ C
Ç
|Ev| ((x1, x1 + κ)× Ω′) +
∫
(x1,x1+κ)×Ω′
|v |dx
å
,
therefore lim supκ→0+
∣∣(vδ)−(x1 + κ, x′)− (vδ)+(x)∣∣ = 0. We likewise find that
lim supκ→0+
∣∣∣(vδ)+(x1−κ, x′)−(vδ)−(x)∣∣∣ = 0. The second line of (5.14) is obtained
by using the second line of (5.6) and by substituting the partial derivatives ∂ηδ∂xα for
ηδ in the above computations. To prove (5.15), let us fix (x1, x
′) ∈ Ω, κ > 0: by
(5.10) and Green’s formula, we have
∫
(0,x1+κ)
E11v
δ
ν⊗L2 (s1, x
′)dν(s1) =
∫
(0,x1+κ)×Ω
′
E11v
ν⊗L2 (s1, y
′)ηδ(x
′ − y′)dν ⊗ L2(s1, y′)
=
∫
(0,x1+κ)×Ω′
ηδ(x
′ − y′)dE11v(s1, y′)
=
∫
Σx1+κ
ηδ(x
′ − y′)v−1 (s1, y′)dH2(s1, y′) =
(
v−1
)δ
(x1 + κ, y
′).
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Likewise, the following holds for β ∈ {2, 3},∫
(0,x1+κ)
Eββv
δ
ν⊗L2 (s1, x
′)dν(s1) =
∫
(0,x1+κ)×Ω′
ηδ(x
′ − y′)dEββv(s1, y′)
= −
∫
(0,x1+κ)×Ω′
∂
∂yβ
(ηδ(x
′ − y′)) vβ(s1, y′)dL3(s1, y′)
=
∫ x1+κ
0
Å
∂
∂xβ
∫
Ω′
ηδ(x
′ − y′)vβ(s1, y′)dy′
ã
ds1 =
∫ x1+κ
0
∂vδβ
∂xβ
(s1, x
′)ds1.
Passing to the limit as κ→ 0+, taking (5.11) into account, we infer∫
(0,x1]
E11v
δ
ν⊗L2 (s1, x
′)dν(s1) =
(
vδ1
)+
(x1, y
′),
∫
(0,x1]
Eββv
δ
ν⊗L2 (s1, x
′)dν(s1) =
∫ x1
0
∂vδβ
∂xβ
(s1, x
′)ds1,
(5.16)
which, joined with (5.9), yields the first equation in (5.15). Similarly, we have∫
(0,x1+κ)
2E1αv
δ
ν⊗L2 (s1, x
′)dν(s1) =
∫
(0,x1+κ)×Ω′
2ηδ(x
′ − y′)dE1αv(s1, y′)
=
∫
Σx1+κ
ηδ(x
′ − y′)v−α (s1, y′)dH2(s1, y′) +
∫
(0,x1+κ)×Ω′
v1(s1, y
′)
∂ηδ
∂xα
(x′ − y′)ds1dy′
=
(
vδα
)−
(x1 + κ, x
′) +
∫ x1+κ
0
∂vδ1
∂xα
(s1, x
′)ds1,
(5.17)
yields by the same argument the second equation in (5.15). 
Proposition 5. For all v ∈ BDν,m0 (Ω) and δ > 0, the following holds for some
constant C independent of δ∫
Ω
∣∣∣ Evδν⊗L2 ∣∣∣2 dν ⊗ L2 ≤ ∫
Ω
∣∣∣ Evν⊗L2 ∣∣∣2 dν ⊗ L2 <∞,∫
Ω
∣∣∣ ∂∂xα Evδν⊗L2 ∣∣∣2dν ⊗ L2 ≤ Cδ
∫
Ω
∣∣∣ Evν⊗L2 ∣∣∣2 dν ⊗ L2 <∞, (5.18)
vδ,
∂vδ
∂xα
,
∂2vδ
∂xα∂xβ
∈ L2(Ω;R3), ∀ a, β ∈ {2, 3}. (5.19)
Proof. Assertion (5.18) follows from (5.4) and (5.10). By Lemma 2, the Lebesgue
measure on Ω is absolutely continuous with respect to m⊗ L2, thus, by (2.4) and
(4.16), (
vδ
)+
=
(
vδ
)−
=
(
vδ
)⋆
= vδ L3-a.e. in Ω. (5.20)
By (5.16), (5.18), (5.20), Cauchy-Schwarz inequality and Fubini Theorem, we have
∫
Ω
|vδ1|2dx =
∫
Ω
|(vδ1)+|2dx =
∫
Ω
∣∣∣∣∣
∫
(0,x1]
E11v
δ
ν⊗L2 (s1, x
′) dν(s1)
∣∣∣∣∣
2
dx
≤ C
∫
Ω
|E11vδν⊗L2 |2dν ⊗ L2 ≤ C
∫
Ω
| E11vν⊗L2 |2dν ⊗ L2 <∞,
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yielding, by (5.4),
∫
Ω
∣∣∣∣ ∂vδ1∂xα
∣∣∣∣2 dx ≤ Cδ
∫
Ω
∣∣∣vδ1∣∣∣2 dx ≤ Cδ
∫
Ω
| E11vν⊗L2 |2dν ⊗ L2 <∞.
We deduce from (5.10), (5.17), (5.20) and the last inequalities that, for α ∈ {2, 3},∫
Ω
|vδα|2dx ≤ C
∫
Ω
∣∣∣∣∣
∫
(0,x1]
E1αv
δ
ν⊗L2 (s1, x
′)dν(s1)
∣∣∣∣∣
2
dx+ C
∫
Ω
∣∣∣∣∫ x1
0
∂vδ1
∂xα
(s1, x
′) ds1
∣∣∣∣2dx
≤ C
∫
Ω
| E1αvν⊗L2 |2dν ⊗ L2 + C
∫
Ω
∣∣∣∣ ∂vδ1∂xα
∣∣∣∣2 dx ≤ Cδ
∫
Ω
| Evν⊗L2 |2dν ⊗ L2 <∞,
and then from (5.4) that, for α, β ∈ {2, 3},
∫
Ω
∣∣∣∣ ∂vδ∂xα
∣∣∣∣2 dx ≤ Cδ
∫
Ω
|vδα|2dx ≤
C
δ2
∫
Ω
| Evν⊗L2 |2dν ⊗ L2 <∞,∫
Ω
∣∣∣∣ ∂2vδ∂xα∂xβ
∣∣∣∣2 dx ≤ Cδ
∫
Ω
∣∣∣∣ ∂vδ∂xα
∣∣∣∣2 dx ≤ Cδ3
∫
Ω
| Evν⊗L2 |2dν ⊗ L2 <∞.
Assertion (5.19) is proved. 
6. Proof of Theorem 1
The proof of Theorem 1 rests on the choice of an appropriate sequence of test
fields (ϕε), which will be constructed from an arbitrarily chosen partially mollified
element of BDν,m0 (Ω), that is a field ϕ of the type
ϕ = vδ, v ∈ BDν,m0 (Ω), δ > 0. (6.1)
Let us briefly outline our approach. In the spirit of Tartar’s method [29], we will
multiply (3.1) by ϕε and integrate by parts to obtain∫
Ω
σε(uε) · e(ϕε) dx =
∫
Ω
f ·ϕεdx. (6.2)
By passing to the limit as ε → 0 in accordance with the convergences established
in propositions 2 and 6, we will find a(u,vδ) =
∫
Ω
f · vδdx, where a(·, ·) is the
symmetric bilinear form on BDν,m(Ω) defined by (3.8). Then, sending δ to 0, we
will infer from Proposition 4 that a(u,v) =
∫
Ω
f · vdx. From Proposition 2, we will
deduce that u belongs to BDν,m0 (Ω), hence is a solution to (3.7). Next, we will prove
that BDν,m0 (Ω) is a Hilbert space and a(·, ·) is coercive and continuous on it, hence
the solution to (3.7) is unique and the convergences established in Proposition 2
for subsequences, hold for the complete sequences.
The sequence (ϕε) will be deduced from a family of sequences ((ϕ
k
ε )ε)k∈N by a
diagonalization argument. Given k ∈ N, the construction of (ϕkε )ε is based on the
choice of an appropriate finite partition (Ikj )j∈{1,...,nk} of (0, L] defined as follows:
since the set of the atoms of the measures ν and m is at most countable, we can
fix a sequence (Ak)k∈N of finite subsets of [0, L] satisfying
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
Ak =
{
tk0 , t
k
1 , . . . , t
k
nk
}
, Ak ⊂ Ak+1 ∀k ∈ N,
0 = tk0 < t
k
1 < t
k
2 < . . . < t
k
nk−1
< tknk = L,
ν
({
tkj
})
= m
({
tkj
})
= 0 ∀k ∈ N, ∀j ∈ {0, . . . , nk},
lim
k→∞
sup
j∈{1,...,nk}
∣∣∣tkj − tkj−1∣∣∣ = 0.
(6.3)
Setting
Ikj :=
(
tkj−1, t
k
j
] ∀ k ∈ N, ∀j ∈ {1, . . . , nk}, (6.4)
we introduce the function φkε : (0, L)→ R defined by
φkε (x1) :=
nk∑
j=1
νε((t
k
j−1, x1))
νε(Ikj )
1Ik
j
(x1). (6.5)
Note that the restriction of φkε to each I
k
j is absolutely continuous, and
dφkε
dx1
(x1) =
µ−1ε (x1)
νε(Ikj )
in I˚kj ; 0 ≤ φkε ≤ 1 in (0, L),
φkε ((t
k
j )
−) = 1 and φkε ((t
k
j−1)
+) = 0 ∀j ∈ {1, . . . , nk}.
(6.6)
For all j ∈ {0, . . . , nk}, x ∈ Ikj × Ω′, α ∈ {2, 3}, we set (see (5.9))
ϕkε1(x) :=
φkε (x1)
l + 2
∫
Ik
j
σν11(ϕ)(s1, x
′)dν(s1)
− l
l+ 2
3∑
α=2
∫ x1
tk
j−1
∂ϕα
∂xα
(s1, x
′)ds1 + ϕ
+
1 (t
k
j−1, x
′),
ϕkεα(x) :=φ
k
ε (x1)
∫
Ik
j
σν1α(ϕ)(s1, x
′)dν(s1)−
∫ x1
tk
j−1
∂ϕ1
∂xα
(s1, x
′)ds1+ϕ
+
α (t
k
j−1, x
′).
(6.7)
The sequence of test fields (ϕε) is determined by the next proposition.
Proposition 6. Let v ∈ BDν,m0 (Ω), δ > 0, and ϕ, ϕkε respectively given by (6.1),
(6.7). There exists an increasing sequence (kε) of positive integers converging to ∞
such that ϕε defined by
ϕε := ϕ
kε
ε , (6.8)
strongly converges to ϕ in L1(Ω;R3) and satisfies the assumptions (4.25) and (4.28)
of Proposition 3. In particular, the convergences and relations (4.26), (4.27) and
(4.29) are satisfied. In addition, the following strong convergences in the sense of
(4.2) hold:
σε(ϕε)e1
νε⊗L
2,ν⊗L2−−−−−−−−→ σν(ϕ)e1, ex′(ϕε)
mε⊗L
2,m⊗L2−−−−−−−−→ ex′((ϕ⋆)′), (6.9)
where σν is given by (5.9).
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Proposition 6 will be proved in Section 6.1. The next step consists in passing to the
limit as ε→ 0 in (6.2). Expressing in (6.2), for g ∈ {uε,ϕε}, the scalar fields e11(g),
σε22(g), σε33(g) in terms of the components of σε(g)e1 and ex′(g) (the details of this
computation are situated at the end of the section), leads to the following equation:
∫
Ω
1
l+2σε11(uε)σε11(ϕε) +
3∑
α=2
σε1α(uε)σε1α(ϕε) dνε ⊗ L2
+
∫
Ω
4e23(uε)e23(ϕε) +
4(l+1)
l+2
3∑
α=2
eαα(uε)eαα(ϕε) dmε ⊗ L2
+
∫
Ω
2l
l+2
(
e22(uε)e33(ϕε) + e33(uε)e22(ϕε)
)
dmε ⊗ L2 =
∫
Ω
f ·ϕεdx.
(6.10)
By (4.4), the next weak convergences in the sense of (4.1) hold
σε(uε)e1
νε⊗L
2,ν⊗L2−−−−−−−−⇀ σν(u)e1, ex′(u′ε)
mε⊗L
2,m⊗L2−−−−−−−−⇀ ex′((u⋆)′). (6.11)
By passing to the limit as ε→ 0 in (6.10), by virtue of (6.9) , (6.11) and Lemma 1
(iii), we obtain
∫
Ω
1
l+2σ
ν
11(u)σ
ν
11(ϕ) +
3∑
α=2
σν1α(u)σ
ν
1α(ϕ) dν ⊗ L2
+
∫
Ω
4 e23(u
⋆)e23(ϕ
⋆) + 4(l+1)l+2
3∑
α=2
eαα(u
⋆)eαα(ϕ
⋆)dm⊗ L2
+
∫
Ω
2l
l+2
(
e22(u
⋆)e33(ϕ
⋆) + e33(u
⋆)e22(ϕ
⋆)
)
dm⊗ L2 =
∫
Ω
f ·ϕ dx.
(6.12)
An elementary computation yields
∫
Ω
1
l+2σ
ν
11(u)σ
ν
11(ϕ)+
3∑
α=2
σν1α(u)σ
ν
1α(ϕ)dν⊗L2=
∫
Ω
a⊥ Euν⊗L2 :
Eϕ
ν⊗L2 dν⊗L2,∫
Ω
4 e23(u
⋆)e23(ϕ
⋆) +
∫
Ω
2l
l+2
(
e22(u
⋆)e33(ϕ
⋆)+ e33(u
⋆)e22(ϕ
⋆)
)
dm⊗L2
+ 4(l+1)l+2
3∑
α=2
eαα(u
⋆)eαα(ϕ
⋆)dm⊗ L2=
∫
Ω
a‖ex′(u
⋆) : ex′(ϕ
⋆) dm⊗ L2,
(6.13)
where a⊥ and a‖ are given by (3.9). We infer from (6.12) and (6.13) that
a(u,ϕ) =
∫
Ω
f ·ϕ dx,
where a(·, ·) is the continuous symmetric bilinear form on BDν,m(Ω) defined by
(3.8). Substituting vδ for ϕ (see (6.1)) and letting δ converge to 0, we deduce from
the strong convergence in BDν,m(Ω) of vδ to v stated in (5.13) that
a(u,v) =
∫
Ω
f · v dx ∀v ∈ BDν,m0 (Ω).
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Since, by Proposition 2, the field u belongs to BDν,m0 (Ω), we conclude that u is a
solution to (3.7).
Let us prove that BDν,m0 (Ω) is a Hilbert space. By the Poincare´ inequality in
{v ∈ BD(Ω), v = 0 on ∂Ω} (see [27, Remark 2.5 (ii) p. 156]), we have∫
Ω
|v|dx ≤ C
∫
Ω
d|Ev| = C
∫
Ω
| Evν⊗L2 |dν ⊗ L2
≤ C
Å∫
Ω
| Evν⊗L2 |2 dν ⊗ L2
ã 1
2
≤ C||v||BDν,m0 (Ω) ∀ v ∈ BD
ν,m
0 (Ω),
(6.14)
hence the semi-norm ||.||BDν,m0 (Ω) defined by (3.6) is a norm on BD
ν,m
0 (Ω). On the
other hand, Fubini’s Theorem and Korn’s inequality in H10 (Ω
′;R2) imply
∫
Ω
|(v ′)⋆|2dm⊗ L2 =
∫ L
0
dm(x1)
∫
Ω′
|(v ′)⋆|2dx′
≤ C
∫ L
0
dm(x1)
∫
Ω′
|ex′(v⋆)|2dx′ ≤ C||v||2BDν,m0 (Ω) ∀ v ∈ BD
ν,m
0 (Ω).
(6.15)
Let (vn) be a Cauchy sequence in BD
ν,m
0 (Ω). By (6.14) and (6.15), the sequences
(vn), ((v
′
n)
⋆), ( Evnν⊗L2 ) are Cauchy sequences inBD(Ω), L
2
m(0, L;H
1
0 (Ω;R
3)), L2ν⊗L2(Ω; S
3)
respectively, hence the following convergences hold
vn → v strongly in BD(Ω),
(v ′n)
⋆ → w′ strongly in L2m(0, L;H10 (Ω′;R3)),
Evn
ν⊗L2 → Ξ strongly in L2ν⊗L2(Ω; S3),
(6.16)
for some v, w′, Ξ. We prove below that
E(v)≪ ν ⊗ L2, Ξ = Evν⊗L2 , v = 0 on ∂Ω, (6.17)
w ′ = (v ′)⋆ m⊗ L2-a.e.. (6.18)
It follows from (6.16)-(6.18) that v ∈ BDν,m0 (Ω) and (vn) strongly converges to v in
BD
ν,m
0 (Ω), hence BD
ν,m
0 (Ω) is a Hilbert space. The proof of Theorem 1 is achieved
provided we establish that the form a(·, ·) is continous and coercive on BDν,m0 (Ω).
The continuity is straightforward. The coercivity of a(·, ·) results from Lemma 7
stated below. 
Proof of (6.17). As vn = 0 on ∂Ω, by (6.16) and Green’s formula we have, for
Ψ ∈ C1(Ω; S3),∫
Ω
v · divΨdx = lim
n→∞
∫
Ω
vn · divΨdx = − lim
n→∞
∫
Ω
ΨdEvn
= − lim
n→∞
∫
Ω
Evn
ν⊗L2 : ψdν ⊗ L2 = −
∫
Ω
Ξ : ψdν ⊗ L2.
We deduce from Green’s formula that
−
∫
Ω
Ψ : dE(v) +
∫
∂Ω
v ⊙n : ΨdH2 = −
∫
Ω
Ξ : ψdν ⊗ L2.
By the arbitrary choice of ψ , we infer (6.17). 
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Proof of (6.18). By (6.16), limn→+∞
∫
Ω
|(v ′n)⋆ −w ′|2dm ⊗ L2 = 0, hence there
exists a m-negligible subset N of (0, L) such that
lim
n→+∞
∫
Σx1
|(v ′n)⋆ −w′|2dH2 = 0 ∀x1 ∈ (0, L) \N. (6.19)
On the other hand, since (vn) strongly converges to v in BD(Ω), the traces γ
±
Σx1
(vn)
on both side of Σx1 strongly converges to γ
±
Σx1
(v) in L1H2(Σx1) for all x1 ∈ (0, L).
By (4.12), (4.16), and (6.17), v⋆(x1, .) = γ
+
Σx1
(v) = γ−Σx1
(v) H2-a.e. on Σx1 for
m-a.e. x1 ∈ (0, L). Accordingly, there exists a m-negligible subset N1 of (0, L)
such that
lim
n→+∞
∫
Σx1
|(vn)⋆ − v⋆|dH2 = 0 ∀x1 ∈ (0, L) \N1. (6.20)
Let us fix x1 ∈ (0, L) \ (N ∪ N1). By (6.19) there exists a subsequence of (v ′n)⋆
converging H2-a.e. on Σx1 to w ′. By (6.20), there exists a further subsequence
converging H2-a.e. on Σx1 to (v ′)⋆. Hence w′ = (v ′)⋆ H2-a.e. on Σx1 for m-a.e.
x1 ∈ (0, L). Setting A := {x ∈ Ω, w′(x) 6= (v ′)⋆(x)}, Ax1 := A ∩Σx1 , we infer that
H2(Ax1) = 0 for all x1 ∈ (0, L) \ (N ∪N1). It then follows from Fubini’s theorem
that m⊗ L2(A) = ∫
(0,L)
H2(Ax1)dm(x1) = 0. 
Lemma 7. For all v ∈ BDν,m0 (Ω), α, β ∈ {2, 3}, we have∫
Ω
∣∣∣Eαβvν⊗L2 ∣∣∣2 dν ⊗ L2 ≤ ∫
Ω
|eαβ((v⋆)′)|2 dm⊗ L2. (6.21)
Proof. Let v ∈ BDν,m0 (Ω), δ > 0, and ϕε defined by (6.1), (6.8). By Proposition 6,
the convergence (4.27) holds, hence by Lemma 1 (ii), we have for α, β ∈ {2, 3},∫
Ω
∣∣∣Eαβϕν⊗L2 ∣∣∣2 dν ⊗ L2 ≤ lim infε→0
∫
Ω
µε |eαβ(ϕε)|2 dx.
As, on the other hand, by (4.2) and (6.9), the following holds
lim
ε→0
∫
Ω
µε |eαβ(ϕε)|2 dx =
∫
Ω
|eαβ((ϕ⋆)′)|2 dm⊗ L2,
we deduce that ∫
Ω
∣∣∣Eαβϕν⊗L2 ∣∣∣2 dν ⊗ L2 ≤ ∫
Ω
|eαβ((ϕ⋆)′)|2 dm⊗ L2.
Substituting vδ for ϕ and passing to the limit as δ → 0, taking (4.24), (5.13) into
account, we obtain (6.21). 
Justification of (6.10). We fix e, e˜ ∈ S3 and set σ := l(tre)I +2e, σ˜ := l(tr e˜)I +2e˜.
We have
σ : e˜ =
3∑
i=1
σiie˜ii + σ12σ˜12 + σ13σ˜13 + 4e23e˜23. (6.22)
Noticing that
29
e11 =
1
l+2 (σ11 − le22 − le33), e˜11 = 1l+2 (σ˜11 − le˜22 − le˜33),
σ22 = le11 + (l + 2)e22 + le33 =
l
l+2 (σ11 − le22 − le33) + (l + 2)e22 + le33,
σ33 = le11 + le22 + (l + 2)e33 =
l
l+2 (σ11 − le22 − le33) + le22 + (l + 2)e33,
we obtain, by substitution,
3∑
i=1
σiie˜ii=σ11
1
l+2 (σ˜11−le˜22−le˜33)+
Ä
l
l+2 (σ11−le22−le33)+(l+2)e22+le33
ä
e˜22
+
Ä
l
l+2 (σ11 − le22 − le33) + le22 + (l + 2)e33
ä
e˜33
= 1l+2σ11σ˜11 +
4(l+1)
l+2 (e22e˜22 + e33e˜33) +
2l
l+2 (e22e˜33 + e33e˜22),
yielding, by (6.22),
σ : e˜ = 1l+2σ11σ˜11 ++2σ12e˜12 + 2σ13e˜13
+ 4e23e˜23 +
4(l+1)
l+2 (e22e˜22 + e33e˜33) +
2l
l+2 (e22e˜33 + e33e˜22).
Substituting e(uε), e(ϕε),
1
µε
σε(uε),
1
µε
σε(ϕε), respectively, for e, e˜, σ, σ˜, we infer
(6.10). 
6.1. Proof of Proposition 6. The proof of Proposition 6 lies in the asymptotic
analysis of the family of sequences
((
ϕkε
)
ε
)
k∈N
, the results of which are presented
in the next proposition whose proof is located in Section 6.2.
Proposition 7. Let v ∈ BDν,m0 (Ω), δ > 0, σν defined by (5.9), and ϕ, ϕkε respec-
tively given by (6.1), (6.7). Then ϕkε belongs to H
1(Ω;R3) and satisfies
sup
k∈N; ε>0
∫
Ω
|ϕkε |2dmε ⊗ L2 <∞, (6.23)
lim
k→∞
sup
ε>0
∫
Ω
|ϕkε −ϕ| dx = 0, (6.24)
lim sup
k→∞
lim sup
ε→0
∫
Ω
∣∣∣σε(ϕkε )e1∣∣∣2 dνε ⊗ L2 ≤ ∫
Ω
|σν(ϕ)e1|2 dν ⊗ L2, (6.25)
lim sup
k→∞
lim sup
ε→0
∫
Ω
∣∣∣ex′((ϕkε)′)∣∣∣2 dmε ⊗ L2 ≤ ∫
Ω
|ex′((ϕ⋆)′)|2 dm⊗ L2. (6.26)
Let us fix a decreasing sequence of positive reals (αk)k∈N converging to 0. By Propo-
sition 7, there exists of a decreasing sequence of positive reals (εk)k∈N converging
to 0 as k →∞ and such that, for all ε < εk,∫
Ω
|ϕkε −ϕ| dx ≤ αk,∫
Ω
∣∣∣σε(ϕkε )e1∣∣∣2 dνε ⊗ L2 ≤ ∫
Ω
|σν(ϕ)e1|2 dν ⊗ L2 + αk,∫
Ω
∣∣∣ex′(ϕkε )∣∣∣2 dmε ⊗ L2 ≤ ∫
Ω
|ex′(ϕ⋆)|2 dm⊗ L2 + αk.
(6.27)
Let kε be the unique integer such that εkε+1 ≤ ε < εkε (notice that kε → ∞). We
set
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ϕε = ϕ
kε
ε . (6.28)
By (3.1), (3.2), (6.23), (6.27) and (6.28), the sequence (ϕε) strongly converges to
ϕ in L1(Ω;R3) and satisfies the assumptions (4.25) and (4.28) of Proposition 3.
Therefore, the convergences (4.27) and (4.29) hold. We deduce that
σε(ϕε)e1
νε⊗L
2,ν⊗L2−−−−−−−−⇀ σν(ϕ)e1, ex′((ϕε)′)
mε⊗L
2,m⊗L2−−−−−−−−⇀ ex′((ϕ⋆)′).
On the other hand, (6.27) and (6.28) imply (since kε →∞)
lim sup
ε→0
∫
Ω
|σε(ϕε)e1|2 dνε ⊗ L2 ≤
∫
Ω
|σν(ϕ)e1|2 dν ⊗ L2,
lim sup
ε→0
∫
Ω
∣∣ex′ ((ϕε)′)∣∣2 dmε ⊗ L2 ≤ ∫
Ω
|ex′((ϕ⋆)′)|2 dm⊗ L2,
yielding (6.9). Proposition 6 is proved provided we establish Proposition 7. 
6.2. Proof of Proposition 7. The field ϕkε belongs to H
1(Ikj × Ω′;R3) for all
j ∈ {1, . . . , nk − 1}, hence to prove that ϕkε ∈ H1(Ω;R3), it suffices to show that
the traces of ϕkε coincide on the common boundaries of I
k
j ×Ω′ and Ikj+1 ×Ω′, that
is
γ−Σ
tk
j
(ϕkε ) = γ
+
Σ
tk
j
(ϕkε ) ∀j ∈ {1, . . . , nk − 1}. (6.29)
By (5.15), (6.1), (6.4), the following holds
ϕ+1(t
k
j , x
′)−ϕ+1(tkj−1, x′)= 1l+2
∫
Ik
j
(σν)11(ϕ)(s1, x
′)dν(s1)−
3∑
α=2
l
l+2
∫
Ik
j
∂ϕα
∂xα
(s1, x
′)ds1.
On the other hand, noticing that φkε ((t
k
j )
+) = 0 and φkε ((t
k
j )
−) = 1, we deduce from
(6.7) that, for all x = (tkj , x
′) ∈ Σtkj , (γ
+
Σ
tk
j
(ϕkε ))1(x) = ϕ
+
1 (t
k
j , x
′) and
(γ−Σ
tk
j
(ϕkε ))1(x) =
1
l+2
∫
Ik
j
(σν)11(ϕ)(s1, x
′) dν(s1)
−
3∑
α=2
l
l+2
∫ tkj
tk
j−1
∂ϕα
∂xα
(s1, x
′)ds1 + ϕ
+
1 (t
k
j−1, x
′).
The last equations imply (γ+Σ
tk
j
(ϕkε ))1 = (γ
−
Σ
tk
j
(ϕkε ))1. Similarly, by (5.15) and (6.4)
we have, for α ∈ {2, 3},
ϕ+α (t
k
j , x
′)− ϕ+α (tkj−1, x′) =
∫
Ik
j
(σν)1α(ϕ)(s1, x
′) dν(s1)−
∫
Ik
j
∂ϕ1
∂xα
(s1, x
′) ds1,
and, by (6.7), (γ+Σ
tk
j
(ϕkε ))α(t
k
j , x
′) = ϕ+α (t
k
j , x
′) and
(γ−Σ
tk
j
(ϕkε ))α(t
k
j,x
′)=
∫
Ik
j
(σν(ϕ))1α(s1,x
′)dν(s1)−
∫
Ik
j
∂ϕ1
∂xα
(s1, x
′)ds1+ϕ
+
α (t
k
j−1,x
′),
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yielding (γ+Σ
tk
j
(ϕkε ))α = (γ
−
Σ
tk
j
(ϕkε ))α. Assertion (6.29) is proved.
In what follows, for all x1 ∈ (0, L), we denote by jx1 the unique integer satisfying
x1 ∈
Ä
tkjx1−1
, tkjx1
ó
. (6.30)
The next lemma plays a crucial role in the proof of Proposition 7.
Lemma 8. We have
lim
ε→0
νε(I
k
j ) = ν(I
k
j ) and lim
ε→0
mε(I
k
j ) = m(I
k
j ) ∀k∈N, ∀j∈{1, . . . , nk}. (6.31)
For all k ∈ N, the mapping x1 ∈ (0, L] → ν(Ikjx1 ) defined by (6.4), (6.30) is Borel
measurable and satisfies, for all p ∈ (0,∞),
lim
ε→0
∫
ν(Ikjx1 )dmε(x1) =
∫
ν(Ikjx1 )dm(x1),
lim
k→∞
∫ L
0
ν(Ikjx1 )
p dL1(x1) = 0, lim
k→∞
∫
[0,L]
ν(Ikjx1 )
p dm(x1) = 0.
(6.32)
Proof. Since ν(∂Ikj ) = m(∂I
k
j ) = 0 for all k ∈ N, j ∈ {1, . . . , nk} (see (6.3)), the
convergences (6.31) result from (3.3). By (6.3) and (6.30), we have
ν(Ikjx1 ) =
nk∑
j=1
ν
(
Ikj
)
1Ik
j
(x1), (6.33)
hence the mapping x1 ∈ (0, L]→ ν(Ikjx1 ) is Borel-measurable and, by (6.31),
lim
ε→0
∫
ν(Ikjx1 )dmε(x1) = limε→0
nk∑
j=1
ν(Ikj )mε(I
k
j ) =
nk∑
j=1
ν(Ikj )m(I
k
j )
=
∫
ν(Ikjx1 )dm(x1).
The measure ν is bounded and by (6.3), for each fixed x1 ∈ (0, L], the sequence of
sets (Ikjx1
)k∈N is decreasing and satisfies
⋂
k∈N ↓ Ikjx1 = {x1}, therefore limk→∞ ν(I
k
jx1
) =
ν({x1}). Applying the Dominated Convergence Theorem, noticing that, by (3.4),
L1(Aν) = m(Aν) = 0 (see (3.14)), we infer
lim
k→∞
∫ L
0
ν(Ikjx1 )
p dL1(x1) =
∫
Aν
ν({x1})pdL1(x1) = 0,
lim
k→∞
∫
[0,L]
ν(Ikjx1 )
p dm(x1) =
∫
Aν
ν({x1})pdm(x1) = 0.

Proof of (6.23). By (5.9), (5.15), (5.19), (6.1), we have, forall x1 ∈ (0, L),∫
Ω′
∣∣∣ϕ+(tkjx1−1, x′)∣∣∣2 dx′ ≤ C
∫
Ω
|σν(ϕ)|2 dν ⊗ L2 + C
∫
Ω
∣∣∣ ∂ϕ
∂xα
∣∣∣2 dx ≤ C,
therefore, by (6.6), (6.7), and (6.30),
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sup
x1∈(0,L)
∫
Ω′
|ϕkε |2(x1, x′)dx′
≤ C
Å∫
Ω
|σν(ϕ)|2dν ⊗ L2+
∫
Ω
| ∂ϕ
∂xα
|2dx+
∫
Ω′
|ϕ+(tkjx1−1, x
′)|2dx′
ã
≤C.
By integrating over (0, L) with respect to mε, we obtain (6.23). 
Proof of (6.24). By (5.15), (5.19), (6.1), the following estimate holds for x1 ∈ Ikj
(or equivalently for j = jx1):
∫
Ω′
|ϕ+(x1, x′)−ϕ+(tj , x′)|dx′ ≤ C
∫
Ik
j
×Ω′
|σν(ϕ)|dν ⊗ L2 + C
3∑
α=2
∫
Ik
j
×Ω′
| ∂ϕ
∂xα
|dL3
≤ Cν(Ikj )
1
2 ||σν(ϕ)||
1
2
L2
ν⊗L2
+ C
Ç
sup
j∈{1,...,nk}
L1(Ikj )
å 1
2 3∑
α=2
|| ∂ϕ
∂xα
||
1
2
L2(Ω)
≤ Cν(Ikj )
1
2 + C
Ç
sup
j∈{1,...,nk}
L1(Ikj )
å 1
2
.
(6.34)
By integration over (0, L) with respect to L1, taking (6.3), (6.30), (6.32) into ac-
count, we infer
lim
k→∞
∫
Ω
|ϕ+ε (x1, x′)−ϕ+ε (tjx1 , x′)|dx = 0. (6.35)
By the same argument, we deduce from (6.6), (6.7) that
lim
k→∞
∫
Ω
|ϕkε (x1, x′)−ϕ+ε (tjx1 , x′)|dx = 0. (6.36)
Assertion (6.24) results from (6.35) and (6.36). 
Proof of (6.25). Taking (3.1), (5.9), (6.6) and (6.7) into account, an elementary
computation yields, for all j ∈ {1, . . . , nk} and for L3-a.e. x ∈ Ikj × Ω′,
σε(ϕ
k
ε )(x)e1 = µε
(
ltr(e(ϕkε ))I + 2e(ϕ
k
ε)
)
e1
=
1
νε(Ikj )
∫
Ikj
σν(ϕ)(s1, x
′)e1dν(s1) + r
k
ε (x),
(6.37)
where for α ∈ {2, 3},
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rkε1
µε
(x) := l
3∑
α=2
Å
∂ϕ+α
∂xα
(tkj−1, x
′)− ∂ϕ
+
α
∂xα
(x1, x
′)
ã
+ 2lφkε(x1)
3∑
α=2
∫
Ik
j
∂(σν(ϕ))1α
∂xα
(s1, x
′)dν(s1)− l
3∑
α=2
∫ x1
tk
j−1
∂2ϕ1
∂x2α
(s1, x
′)ds1,
rkεα
µε
(x) :=
1
l + 2
φkε (x1)
∫
Ikj
∂(σν(ϕ))11
∂xα
(s1, x
′) dν(s1)
− l
l + 2
3∑
β=2
∫ x1
tk
j−1
∂2ϕβ
∂xβ∂xα
(s1, x
′)ds1 +
∂ϕ+1
∂xα
(
tkj−1, x
′
)− ∂ϕ1
∂xα
(
x1, x
′
)
.
(6.38)
We prove below that
lim sup
k→∞
lim sup
ε→0
∫
Ω
|rkε |2dνε ⊗ L2 = 0. (6.39)
By (3.2), (6.4) and (6.37), we have∫
Ω
∣∣∣σε(ϕkε )e1 − rkε ∣∣∣2dνε ⊗ L2
=
nk∑
j=1
∫
Ik
j
µ−1ε (x1)dx1
(νε(Ikj ))
2
∫
Ω′
∣∣∣∣∣
∫
Ik
j
σν(ϕ)e1(s1, x
′)dν(s1)
∣∣∣∣∣
2
dx′
≤
nk∑
j=1
ν(Ikj )
νε(Ikj )
∫
Ik
j
×Ω′
|σν(ϕ)e1|2 dν ⊗ L2.
(6.40)
Assertion (6.25) follows from (6.31), (6.39), (6.40). 
Proof of (6.39). A computation analogous to (6.34) yields for x1 ∈ Ikj , taking (5.19)
into account,∫
Ω′
∣∣∣∣∂ϕ+∂xα (x1, x′)− ∂ϕ+∂xα (tj , x′)
∣∣∣∣2 dx′ ≤ Cν(Ikj ) + C sup
j∈{1,...,nk}
L1(Ikj ). (6.41)
Similarly, by (5.4),
∫
Ω′
∣∣∣∣∣
∫
Ik
j
∂σν
∂xα
(s1, x
′)dν(s1)
∣∣∣∣∣
2
dx′ ≤ Cν(Ikj )
∣∣∣∣∣∣∂σν∂xα ∣∣∣∣∣∣2L2
ν⊗L2
(Ω)
≤ Cν(Ikj ), (6.42)
∫
Ω′
∣∣∣∣∣
∫ x1
tk
j−1
∂2ϕβ
∂xβ∂xα
(s1, x
′)ds1
∣∣∣∣∣
2
dx′ ≤ C sup
j∈{1,...,nk}
L1(Ikj )
∣∣∣∣∣∣∣∣ ∂2ϕβ∂xβ∂xα
∣∣∣∣∣∣∣∣2
L2(Ω)
≤ C sup
j∈{1,...,nk}
L1(Ikj ).
(6.43)
Collecting (6.6), (6.38), (6.41), (6.42), (6.43), noticing that µ2ενε = mε, we infer∫
Ω
|rkε |2dνε ⊗ L2 ≤ C
∫
ν(Ikjx1 )dmε(x1) + C sup
j∈{1,...,nk}
L1(Ikj )mε((0, L)). (6.44)
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Assertion (6.39) results from (6.3), (6.32), (6.44). 
Proof of (6.26). By (6.7) we have, for x1 ∈ Ikj ,
ex′(ϕ
k
ε )(x) = ex′(ϕ
+)(tkj−1, x
′) +Rkε (x),
Rkε (x) := φ
k
ε (x1)
∫
Ik
j
ex′ (σ
ν(ϕ)e1) (s1, x
′)dν(s1)
−
3∑
α,β=2
∫ x1
tk
j−1
∂2ϕ1
∂xα∂xα
(s1, x
′)ds1eα ⊙ eβ .
(6.45)
We deduce from (6.6), (6.42), (6.43), (6.45), that
∫
Ω
∣∣Rkε ∣∣2 (x)dmε is bounded from
above by the left-hand side of (6.44), hence, by (6.3), (6.32),
lim
k→∞
sup
ε>0
∫
Ω
∣∣∣Rkε ∣∣∣2 dmε ⊗ L2 = 0. (6.46)
By (3.2) and (6.4) we have
∫
Ω
∣∣ex′(ϕ+)∣∣2 (tkjx1−1, x′) dmε ⊗ L2 = nk∑
j=1
mε(I
k
j )
∫
Ω′
∣∣ex′(ϕ+)∣∣2 (tkj−1, x′) dx′,
yielding, by (6.31),
lim
ε→0
∫
Ω
∣∣ex′(ϕ+)∣∣2 (tkjx1−1, x′)dmε ⊗ L2=
∫
Ω
∣∣ex′(ϕ+)∣∣2(tkjx1−1, x′)dm⊗ L2. (6.47)
By (6.3) and (6.30), for all x1 ∈ (0, L), the sequence (tkjx1−1)k∈N converges to x1
from below as k →∞. Therefore, by (5.14), for each x ∈ Ω the following holds
lim
k→∞
∣∣ex′(ϕ+)∣∣2 (tkjx1−1, x′) = ∣∣ex′(ϕ−)∣∣2 (x). (6.48)
On the other hand, by (5.15),
∣∣ex′(ϕ+)∣∣2(tkjx1−1, x′) ≤ g(x), where
g(x) :=
∫
(0,L)
|ex′(σν(ϕ)e1)|2 (s1, x′)dν(s1)+
3∑
α,β=2
∫ L
0
∣∣∣∣ ∂2ϕ1∂xα∂xβ
∣∣∣∣2(s1, x′)ds1.
We deduce from (5.18) and (5.19) that g ∈ L1m⊗L2(Ω), and then from (6.47), (6.48)
and the Dominated Convergence Theorem, that
lim
k→∞
∫
Ω
∣∣ex′(ϕ+)∣∣2(tkjx1−1, x′) dm⊗ L2 =
∫
Ω
∣∣ex′(ϕ−)∣∣2 dm⊗ L2. (6.49)
By (3.4) and (3.16) we have |Eϕ|(Σx1) = 0 for m-a.e. x1 ∈ (0, L), therefore
Assertion (4.15) implies that ex′(ϕ
−) = ex′(ϕ
⋆) m ⊗ L2-a.e.. Collecting (6.45),
(6.46), (6.47), (6.49), and the last equation, the assertion (6.26) is proved. 
6.3. Sketch proof of Proposition 1. Repeating the argument of the proof of
Proposition 2, we establish the apriori estimates
sup
ε>0
∫
Ω
|uε|2dmε ⊗ L2 +
∫
Ω
|uε|dx+
∫
Ω
µε |∇uε|2 dx <∞,
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and deduce, up to a subsequence, the following convergences (analogous to (4.4))
uε
⋆
⇀u weakly* in BV (Ω;Rn) for some u ∈ BV ν,m0 (Ω),
µε(C∇uε)e1 νε⊗L
2,ν⊗L2−−−−−−−−⇀ (C Duν⊗Ld−1 )e1, ∇x′uε
mε⊗L
2,m⊗L2−−−−−−−−⇀ ∇x′u⋆,
(6.50)
where BV ν,m0 (Ω) and ∇x′v are defined by (3.25) and (3.26). Fixing v ∈ BV ν,m0 (Ω),
δ > 0, k ∈ N∗, we set ϕ = vδ and
ϕkε(x) :=
Ñ∫
Ik
jx1
(T−1C Dϕ
ν⊗Ld−1
)e1(s1, x
′) dν(s1)
é
φkε (x1)
−
∫ x1
tk
jx1−1
(T−1C∇x′ϕ)e1(s1, x′)ds1 +ϕ+(tkjx1−1, x
′).
Mimicking propositions 6 and 7, we exhibit a sequence ϕε(= ϕ
kε
ε ) satisfying
lim
ε→0
∫
Ω
|ϕε −ϕ| dx = 0,
µε(C∇ϕε)e1
νε⊗L
2,ν⊗L2−−−−−−−−→ (C Dϕ
ν⊗Ld−1
)e1, ∇x′ϕε
mε⊗L
2,m⊗L2−−−−−−−−→ ∇x′ϕ⋆.
(6.51)
Multiplying (3.20) by ϕε, integrating by parts, and applying the formula
C∇uε :∇ϕε=(T−1C∇uε)e1 ·(C∇ϕε)e1 − (T−1C∇x′uε)e1 · (C∇x′ϕε)e1
+C∇x′uε :∇x′ϕε,
(6.52)
proved below, we obtain∫
Ω
f ·ϕεdx =
∫
Ω
µε(T
−1C∇uε)e1 · µε(C∇ϕε)e1 dνε ⊗ L2
+
∫
Ω
−(T−1C∇x′uε)e1 · (C∇x′ϕε)e1 +C∇x′uε · ∇x′ϕε dmε ⊗ L2.
Passing to the limit as ε→ 0 in accordance with (6.50) and (6.51), we find
a(u,ϕ) =
∫
Ω
u ·ϕ dx,
where
a(u,ϕ) :=
∫
Ω
(T−1C Duν⊗Ld−1 )e1 · (C Dϕ)ν⊗Ld−1 )e1 dν ⊗ Ld−1
−
∫
Ω
(T−1C∇x′u⋆)e1 ·(C∇x′ϕ)⋆)e1 +C∇x′u⋆ :∇x′ϕ)⋆ dm⊗ Ld−1.
An elementary computation shows that a(·, ·) is also given by (3.27). The rest of
the proof is similar to that of Theorem 1.
Proof of (6.52). Noticing that T defined by (3.22) satisfies
(T∇v)e1 = (C∇v)e1 − (C∇x′v)e1,
and taking the invertibility of T and the symmetry of T−1 and C into account, we
obtain
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C∇u :∇v = (C∇u)e1 ·(∇v)e1 +C∇u :∇x′v =(C∇u)e1 ·(∇v)e1+∇u :C∇x′v
= (C∇u)e1 ·(∇v)e1 + (∇u)e1 ·(C∇x′v)e1 +∇x′u :C∇x′v
= (C∇u)e1 ·T−1((C∇v)e1 − (C∇x′v)e1)
+T−1((C∇u)e1 − (C∇x′u)e1)·(C∇x′v)e1 +∇x′u :C∇x′v
=(T−1C∇u)e1 ·(C∇v)e1− (T−1C∇x′u)e1 ·(C∇x′v)e1+∇x′u :C∇x′v.

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