The semantic web vision is one in which rich, ontology-based semantic markup is widely available, both to enable sophisticated interoperability among agents and to support human web users in locating and making sense of information. The availability of semantic markup on the web also opens the way to novel, sophisticated forms of question answering. AquaLog is a portable question-answering system which takes queries expressed in natural language and an ontology as input and returns answers drawn from one or more knowledge bases (KBs), which instantiate the input ontology with domain-specific information. AquaLog makes use of the GATE NLP platform, string metrics algorithms, WordNet and a novel ontology-based relation similarity service to make sense of user queries with respect to the target knowledge base. Finally, although AquaLog has primarily been designed for use with semantic web languages, it makes use of a generic plug-in mechanism, which means it can be easily interfaced to different ontology servers and knowledge representation platforms.
Introduction
The semantic web vision [1]is one in which rich, ontology-based semantic markup is widely available, both to enable sophisticated interoperability among agents, e.g., in the e-commerce area, and to support human web users in locating and making sense of information. For instance, tools such as Magpie [2] support sense-making and semantic web browsing by allowing users to select a particular ontology and use it as a kind of 'semantic lens', which assists them in making sense of the information they are looking at. As discussed by McGuinness in her recent essay on "Question Answering on the Semantic Web" [3] , the availability of semantic markup on the web also opens the way to novel, sophisticated forms of question answering, which not only can potentially provide increased precision and recall compared to today's search engines, but are also capable of offering additional functionalities, such as i) proactively offering additional information about an answer, ii) providing measures of reliability and trust and/or iii) explaining how the answer was derived.
While semantic information can be used in several different ways to improve question answering, an important (and fairly obvious) consequence of the availability of semantic markup on the web is that this can indeed be queried directly. For instance, we are currently augmenting our departmental web site, http://kmi.open.ac.uk, with semantic markup, by instantiating an ontology describing academic life [4] with information about our personnel, projects, technologies, events, etc., which is automatically extracted from departmental databases and unstructured web pages. In the context of standard, keyword-based search this semantic markup makes it possible to ensure that standard search queries, such as "peter scott home page kmi", actually return Dr Peter Scott's home page as their first result, rather than some other resource (as indeed is the case when using current non-semantic search engines on this particular query). Moreover, as pointed out above, we can also query this semantic markup directly. For instance, we can ask a query such as "list all the kmi projects in the semantic web area" and, thanks to an inference engine able to reason about the semantic markup and draw inferences from axioms in the ontology, we can then get the correct answer. This scenario is of course very similar to asking natural language queries to databases (NLDB), which has long been an area of research in the artificial intelligence and database communities [5] [6] [7] [8] [9] , even if in the past decade has somewhat gone out of fashion [10] [11] . However, it is our view that the semantic web provides a new and potentially very important context in which results from this area of research can be applied. Moreover, interestingly from a research point of view, it provides a new 'twist' on the old issues associated with NLDB research. Hence, in the first instance, the work on the AquaLog query answering system described in this paper is based on the premise that the semantic web will benefit from the availability of natural language query interfaces, which allow users to query semantic markup viewed as a knowledge base. Moreover, similarly to the approach we have adopted in the Magpie system, we believe that in the semantic web scenario it makes sense to provide query answering systems on the semantic web, which are portable with respect to ontologies. In other words, just like in the case of Magpie, where the user is able to select an ontology (essentially a semantic viewpoint) and then browse the web through this semantic filter, our AquaLog system allows the user to choose an ontology and then ask queries with respect to the universe of discourse covered by the ontology.
The AquaLog Approach
AquaLog is a portable question-answering system which takes queries expressed in natural language and an ontology as input and returns answers drawn from one or more knowledge bases (KBs), which instantiate the input ontology with domain-specific information. As already emphasized, a key feature of AquaLog is that it is modular with respect to the input ontology, the aim here being that it should be zero cost to switch from one ontology to another when using AquaLog.
AquaLog is part of the AQUA [12] framework for question answering on the semantic web and in particular addresses the upstream part of the AQUA process, the translation of NL queries into logical ones and the interpretation of these NL-derived logical queries with respect to a given ontology and available semantic markup.
AquaLog adopts a triple-based data model and, as shown in figure 1, the role of the linguistic component of AquaLog is to translate the input query into a set of intermediate triples, of the form <subject, predicate, object>. These are then further processed by a module called the "Relation Similarity Service" (RSS), to produce ontology-compliant queries. For example, in the context of the academic domain mentioned earlier, AquaLog is able to translate the question "Who is a Professor at the Knowledge Media Institute?" into the following, ontology-compliant logical query, <typeOf ?x Professor-in-Academia> & <works-in-unit ?x KMi>, expressed as a conjunction of non-ground triples (i.e., triples containing variables). We have seen that, in common with most other NLDB systems, AquaLog divides the task of mapping user queries to answers into two main subtasks: producing an intermediate logical representation from the input query and mapping this intermediate query into a form consistent with the target knowledge base. Moreover it explicitly restricts the range of questions the user is allowed to ask to a set of expressions/syntactic patterns, so that the linguistic limits of the system are obvious to the user (to avoid the effort of rephrasing questions) and to ensure users understand whether a query to AquaLog failed for reasons which are linguistic (failure to understand the linguistic structure of the question) or conceptual (failure of the ontology to provide meaning to the concepts in the query).
In the next section we describe the AquaLog architecture in more detail.
The AquaLog Architecture
AquaLog was designed with the aim of making the system as flexible and as modular as possible. It is implemented in Java as a web application, using a client-server architecture. A key feature is the use of a plug-in mechanism, which allows AquaLog to be configured for different KR languages. Currently we use it with our own OCML-based KR infrastructure [16] [17], although in the future we plan to provide direct plug-in mechanisms for use with the emerging RDF and OWL servers 1 .
Initialization and user's session
At initialization time the AquaLog server will access and cache basic indexing data for the target KB(s), so that they can be efficiently accessed by the remote clients to guarantee realtime question answering, even when multiple users access the server simultaneously.
Gate framework for natural language & query classify service
AquaLog uses the GATE [18] [19] infrastructure and resources (language resources, processing resources like ANNIE, serial controllers, etc.) to map the input query in natural language to the triple-based data model. Communication between AquaLog and GATE takes place through the standard GATE API. The GATE chunker used for this task does not actually generate a parse tree. As discussed by Katz et al. [20] [21], although parse trees (as for example, the NLP parser for Stanford [22] ) capture syntactic relations, they are often timeconsuming and difficult to manipulate. Moreover, we also found that in our context we could do away with much of the parsed information. For the intermediate representation, we use the triple-based data model rather than logic, because at this stage we do not have to worry about getting the representation right. The role of the intermediate representation is simply to provide an easy to manipulate input for the RSS. After the execution of the GATE controller a set of syntactical annotations are returned associated with the input query. Annotations include information about sentences, tokens, nouns and verbs. For example we get voice and tense for the verbs, or categories for the nouns, such as determinant, singular/plural, conjunction, possessive, determiner, preposition, existential, wh-determiner, etc. When developing AquaLog we extended the set of annotations returned by GATE, by identifying relations and question indicators (which/who/when/etc.). This was achieved through the use of Jape grammars. These consist of a set of phases, which run sequentially, each of which defined as a set of pattern rules. The reason for this extension was to be able to clearly identify the scope of a relation -e.g., to be able to identify "has research interest" as a relation. Here we exploited the fact that natural language commonly employs a preposition to express a relationship.
Although it is not necessary, we could improve the precision of the AquaLog linguistic component by modifying or creating the appropriate jape rules for specific cases. For example, the word "project" could be understood as a noun or as a verb, depending on the priority of the rules. Another example is when some disambiguation is necessary as in the example: "Has john research interest in ontologies?". Here "research" could be either the last name of John or a noun part of the relation "has research interest" 2 . As shown in figure 1, the architecture also includes a post-processing semantic (PPS) module to further process the annotations obtained from the extended GATE component. For example when processing the query "John has research interest in ontologies", the PPS ensures that the relation is identified as "has research interest". Other more complex cases are also dealt with.
Finally, before passing the intermediate triples to the RSS, AquaLog performs two additional checks. If it is not possible to transform the question into a term-relation form or the question is not recognized, further explanation is given to the user, to help him to reformulate the question. If the question is valid, then a Query Classify Service is invoked to deter-mine the type of the question, e.g., a "where" question, and pass this information on to the Relation Similarity Service.
The Relation Similarity Service
This is the backbone of the question-answering system. The RSS is called after the NL query has been transformed into a term-relation form and classified and it is the main component responsible for producing an ontology-compliant logical query.
Essentially the RSS tries to make sense of the input query by looking at the structure of the ontology and the information stored in the target KBs, as well as using string similarity matching and lexical resources, such as WordNet. There is not a single strategy here, so we will not attempt to give a comprehensive overview of all the possible ways in which a query can be interpreted. Rather, we will show one example, which is illustrative of the way the RSS works.
An important aspect of the RSS is that it is interactive. In other words when unsure it will ask the user for help, e.g., when it is not able to disambiguate between two possible relations which can be used to interpret the query.
For example, let's consider a simple question like "who works on the semantic web?". Here, the first step for the RSS is to identify that "semantic web" is actually a "research area" in the target KB 3 . If a successful match is found, the problem becomes one of finding a relation which links a person (or an organization) to the semantic web area. By analyzing the KB, AquaLog finds that the only relation between a person and the semantic web area is has-research-interest and therefore suggests to the user that the question could be interpreted in terms of this relation. If the user clicks OK, then the answer to the query is provided. It is important to note that in order to make sense of the triple <person, works, semantic web>, all subclasses of person need to be considered, given that the relation has-research-interest could be defined only for researchers rather than people in general. If multiple relations are possible candidates for interpreting the query, then string matching is used to determine the most likely candidate, using the relation name, eventual aliases, or synonyms provided by lexical resources such as WordNet [23] . If no relations are found using this method, then the user is asked to choose from the current list of candidates. However, it is important to emphasise that calling on the users to disambiguate is only done if no information is available to AquaLog, which allows the system to disambiguate the query directly. For instance let's consider the two queries shown in figure 3 . On the right screen we are looking for the web address of Peter and given that the system is unable to disambiguate between Peter-Scott, Peter-Sharpe or Peter-Whalley, user's feedback is required. However, on the left screen we are asking for the web address of Peter, who has an interest in knowledge reuse. In this case AquaLog does not need assistance from the user, given that only one of the three Peters has an interest in knowledge reuse. A typical situation the RSS has to cope with is one in which the structure of the intermediate query does not match the way the information is represented in the ontology. For instance, the query "which are the publications of John?" may be parsed into <John, publications, something>, while the ontology may be organized in terms of <Publication, hasauthor, Author>. Also in these cases the RSS is able to reason about the mismatch and generate the correct logical query.
Helping the user making sense of the information
We have already mentioned that AquaLog is an interactive system. If the RSS fails to make sense of a query, the user is asked to help choose the right relation or instance. Moreover, in order to help the user, AquaLog shows as much information as possible about the current query, including both information drawn from WordNet and from the ontology -see figure  4 . Finally, when answers are presented to the user, it is also possible for him/her to use these answers as starting points for navigating the KB -see figure 5 . 
String matching algorithms
String algorithms are used to find patterns in the ontology for any of the terms inside the intermediate triples obtained from the user's query. They are based on String Distance Metrics for Name-Matching Tasks, using an open-source from the Carnegie Mellon University in Pittsburgh [24] . This comprises a number of string distance metrics proposed by different communities, including edit-distance metrics, fast heuristic string comparators, token-based distance metrics, and hybrid methods. The conclusions of an experimental comparison of metrics realized by the University of Pittsburgh states: "Overall, the best-performing method is an hybrid scheme combining a TFIDF weighting scheme … with the Jaro-Winkler string distance scheme, developed in the probabilistic record linkage community". However, it is not recommendable to trust just one metric. Experimental comparisons using the AKT ontology with different metrics show that the best performance is obtained with a combination of the following metrics: JaroWinkler, Level2JaroWinkler and Jaro. A key aspect of using metrics is thresholds. By default two kinds of thresholds are used, called: "trustable" and "did you mean?", where the former is of course always preferable to the latter. AquaLog uses different thresholds depending on whether it is looking for concepts names, relations or instances.
Evaluation

Scenario and results
A full evaluation of AquaLog will require both an evaluation of its query answering ability as well an evaluation of the overall user experience. Moreover, because one of our key aims is to make AquaLog portable across ontologies, this aspect will also have to be evaluated formally. While a full evaluation has not been carried out yet, we performed an initial study, whose aim was to assess to what extent the AquaLog application built using AquaLog with the AKT ontology and the KMi knowledge base satisfied user expectations about the range of questions the system should be able to answer. A second aim of the experiment was also to provide information about the nature of the possible extensions needed to the ontology and the linguistic components -i.e., not only we wanted to assess the current coverage of the system but also get some data about the complexity of the possible changes required to generate the next version of the system. Thus, we asked ten members of KMi, none of whom has been involved in the AquaLog project, to generate questions for the system. Because one of the aims of the experiment was to measure the linguistic coverage of the system with respect to user needs, we did not provide them with any information about the linguistic ability of the system. However, we did tell them something about the conceptual coverage of the ontology, pointing out that its aim was to model the key elements of a research lab, such as publications, technologies, projects, research areas, people, etc. We also pointed out that the current KB is limited in its handling of temporal information, therefore we asked them not to ask questions which required sophisticated temporal reasoning. Because no 'quality control' was carried out on the questions, it was perfectly OK for these to contain spelling mistakes and even grammatical errors.
We collected in total 76 different questions, 37 of which were handled correctly by AquaLog, i.e., 48.68% of the total. This was a pretty good result, considering that no linguistic restriction was imposed on the questions.
We analyzed the failures and divided them into the following five categories (the total adds up to more than 37 because a query may fail at several different levels):
• Linguistic failure. This occurs when the NLP component is unable to generate the intermediate representation (but the question can usually be reformulated and answered). This was by far the most common problem, occurring in 27 of the 39 queries not handled by AquaLog (69%).
• Data model failure. This occurs when the NL query is simply too complicated for the intermediate representation. Intriguingly this type of failure never occurred, and our intuition is that this was the case not only because the relational model is actually a pretty good way to model queries but also because the ontology-driven nature of the exercise ensured that people only formulated queries that could in theory (if not in practice) be answered by reasoning about the departmental KB.
• RSS failure. This occurs when the relation similarity service of AquaLog is unable to map an intermediate representation to the correct ontology-compliant logical expression. Only 3 of the 39 queries not handled by AquaLog (7.6%) fall into this category.
• Conceptual failure. This occurs when the ontology does not cover the query. Only 4 of the 39 queries not handled by AquaLog (10.2%) failed for this reason.
• Service failure. Several queries essentially asked for services to be defined over the ontologies. For instance one query asked about "the top researchers", which requires a mechanism for ranking researchers in the lab -people could be ranked according to citation impact, formal status in the department, etc. In the context of the semantic web, we believe that these failures are less to do with shortcomings of the ontology than with the lack of appropriate services, defined over the ontology. Therefore we defined this additional category which accounted for 8 of the 39 failures (20.5%).
Discussion
Here we briefly discuss the issues raised by the evaluation study and in particular what can be done to improve the performance of the AquaLog system. Service failures can of course be solved by implementing the appropriate services. Some of these can actually be to some extent ontology-independent, such as "similarity services", which can answer questions like "Is there a project similar to AKT?". Other services can be generically categorized (e.g., "ranking services"), but will have to be defined for specific concepts in an ontology, such as mechanisms to rank people publications, or projects. Here we envisage a solution similar to the one used in the Magpie tool [2] , where service developers are given publishing rights to develop and associate services to concepts in an ontology, using semantic web service platforms such as IRS-II [25] . The few RSS failures basically highlighted bugs in AquaLog all of which can be fixed quite easily. A clear example of this is the query "who funds the magpie project", where "who" is understood to be a person, while it of course can also be an organization or funding body. The few conceptual failures are also easy to fix, they highlighted omissions in the ontology. The most common and problematic errors are linguistic ones, which occurred for a number of reasons:
In some cases people asked new types of basic queries outside the current linguistic coverage, formed with: "how long", "there are/is", "are/is there any", "how many", etc.
Some problems were due to combinations of basic queries, such as "What are the publications in KMi related to social aspects in collaboration and learning?", which the NLP component of AquaLog cannot currently untangle correctly. Another example is when one of the terms is "hidden" because it is included in the relation but actually it is not part of the relation, as for example in "Who are the partners involved in the AKT project?" One may think the relation is "partners involved in" between persons and projects, however the relation is "involved in" between "partners" and "projects".
Sometimes queries fail because of a combination of different reasons. For instance, "which main areas are corporately funded?", falls within the category of ranking failure, but it is also a linguistic and conceptual failure (the latter because the ontology lacks a funding relationship between research-areas and corporations).
In sum, our estimation is that the implementation of the ranking services plus extending the NLP component to cover the basic queries not yet handled linguistically will address 14 of the 39 failures (35.89%). An implementation of new mechanisms to handle combinations of basic queries will address another 12 failures (30.7%). Hence, removing redundancies and including also the fixes to the ontology, with both implementations it will be possible to handle 34 of the 39 failures, thus potentially achieving a 87% hit rate for AquaLog. Although a more detailed analysis of these problems may be needed, at this stage it does not seem particularly problematic to add these functionalities to AquaLog.
Related Work
We already pointed out that research in natural language interfaces to databases is currently a bit 'dormant' (although see [26] for recent work in the area), therefore it is not surprising that most current work on question answering is somewhat different in nature from AquaLog. Natural language search engines such as AskJeeves [27] and EasyAsk [28] exist, as well as systems such as START [13] and REXTOR [21] , whose goal is to extract answers from text. AnswerBus [29] is another open-domain question-answering system based on web information retrieval. FAQ Finder [30] is a natural language question-answering system that uses files of FAQs as its knowledge base; it also uses WordNet to improve its ability to match questions to answers, using two metrics: statistical similarity and semantic similarity.
PRECISE [26] maps questions to the corresponding SQL query, by identifying classes of questions that are easy to understand in a well defined sense: the paper defines a formal notion of semantically tractable questions. Questions are sets of attribute/value pairs and a relation token corresponds to either an attribute token or a value token. Apart from the differences in terminology this is actually similar to the AquaLog model. In PRECISE, like in AquaLog, a lexicon is used to find synonyms. In PRECISE the problem of finding a mapping from the tokenization to the database is reduced to a graph matching problem. The main difference with AquaLog is that in PRECISE all tokens must be distinct, questions with unknown words are not semantically tractable and cannot be handled. In contrast with PRECISE, although AquaLog also uses pattern matching to identify at least one of the terms of the relation, it is still able in many cases to interpret the query, even if the words in the relation are not recognized (i.e., there is no match to any concept or relation in the ontology). The reason for this is that AquaLog is able to reason about the structure of the ontology to make sense of relations which appear to have no match to the KB. Using the example suggested in [26] , AquaLog would not necessarily know the term "neighborhood", but it might know that it must look for the value of a relation defined for cities. In many cases this information is all AquaLog needs to interpret the query. MASQUE/SQL [7] is a portable natural language front-end to SQL databases. The semiautomatic configuration procedure uses a built-in domain editor which helps the user to describe the entity types to which the database refers, using an is-a hierarchy, and then declare the words expected to appear in the NL questions and define their meaning in terms of a logic predicate that is linked to a database table/view. In contrast with MASQUE/SQL AquaLog uses the ontology to describe the entities with no need for an intensive configuration procedure.
Conclusion
In this paper we have described the AquaLog query answering system, emphasizing its genesis in the context of semantic web research. Although only initial evaluation results are available, the approach used by AquaLog, which relies on a RSS component able to use information about the current ontology, string matching and similarity measures to interpret the intermediate queries generated by the NLP component, appears very promising. Moreover, in contrast with other systems AquaLog requires very little configuration effort. For the future we plan to make the AquaLog linguistic component more robust, primarily on the basis of the feedback received from the evaluation study carried out on the KMi domain. In addition we also intend to carry out a formal analysis of the RSS component to provide a more accurate and formal account of its competence. As already mentioned, more comprehensive evaluation studies will also be needed. Finally, although the ontology-driven approach provides one of the main strength of AquaLog we have also started to investigate the possibility of accessing more than one ontology simultaneously in a transparent way for the user [31] .
