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Traditional approaches to the study of the dynamics of spacetime curvature in a very real sense
hide the intricacies of the nonlinear regime. Whether it be huge formulae, or mountains of numerical
data, standard methods of presentation make little use of our remarkable skill, as humans, at pattern
recognition. Here we introduce a new approach to the visualization of spacetime curvature. We
examine the flows associated with the gradient fields of scalar invariants derived from the spacetime.
These flows reveal a remarkably rich structure, and offer fresh insights, even for well known analytical
solutions to Einstein’s equations. The intent, however, is to go beyond idealized analytical solutions
and eventually consider physically realistic situations. This requires a careful analysis of exactly
which invariants that can actually be used in this approach. The present analysis serves as an
overview and as an introduction to this program.
PACS numbers: 04.20.Cv, 04.20.Ha, 02.70.-c
I. INTRODUCTION
To quote from a recent monograph [1]: “It appears
that it is much easier to find a new solution of Einstein’s
equations than it is to understand it”. The present work
involves the novel use of both computer algebra (for back-
ground calculations fundamental to the approach) and
numerical routines (for numerical integration and visu-
alization) with the objective being the development of
a fresh view of “curvature”, and an consequent “under-
standing” (for example, in the case of Einstein’s theory)
of a given spacetime. In this endeavor we are not alone.
In [2], a visualization of spacetime curvature, restricted
to a study of the projected electric and magnetic com-
ponents of the Weyl tensor, is being developed. In [3]
a complementary approach is also under development.
Here, we examine something akin to a highly complex
dynamical systems approach: we look at the “flows” as-
sociated with the gradient fields of scalar invariants of
the background space. Preliminary results show that
these flows reveal a remarkably rich structure and fresh
insights even for well known geometries. The subject of
invariants, even at dimension 4, is not closed in a math-
ematical sense. The approach considered here then nec-
essarily imposes restrictions on the invariants used. We
demand that any “useable” invariant does not single out
any particular observer (which requires the definition of
“observer independent” invariants, as explained below).
The objects fundamental to [2] are also used here but
in quite a different way: we use no projection. The ap-
proach we use does not, in a fundamental sense, use any
particular theory. However, we also demand that the
invariants used be connected directly to the underlying
physics (and not offer just some general geometrical in-
terpretation) and so we must adopt a particular theory
to form this connection. We formulate the presentation
given here within Einstein’s theory of gravity.
∗ lake@astro.queensu.ca
II. GRADIENT VECTOR FLOWS
A. Invariants
Let (M, g) be a semi - Riemannian manifold of di-
mension d where g is the metric tensor. The simplest
construction of invariants involves scalars formed from
metric contractions and partial derivatives of the metric
tensor to order p (to use the vernacular, “scalars poly-
nomial in the Riemann tensor”). The number (N ) of al-
gebraically (not functionally) independent scalars of this
type (invariants not satisfying polynomial degeneracies
(syzygies), explained below) is given by [4]
N (d, p) = d(d+ 1)((d+ p)!)
2d!p!
− (d+ p+ 1)!
(d− 1)!(p+ 1)! + d (1)
for d > 2, p ≥ 2 and so, for example, in spacetime the
number of non-differential invariants (no derivatives of
the Riemann tensor) is N (4, 2) = 14. Unfortunately, this
does not mean that a single set of 14 invariants will cover
all possibilities. The situation is rather more involved
[5] and the mathematical issue of a minimal complete
set remains incompletely resolved even at d = 4. The
problem is, perhaps, a problem of “classical difficulty”1.
Whereas the mathematics of polynomial invariants re-
mains a very active area of research (see, for example, [6]
and references therein), as recently pointed out by Page
[7], non-polynomial invariants can be constructed even
when all polynomial invariants vanish. However, the in-
variants used by Page, in addition to extreme computa-
tional complexity, offer no clear physical interpretation
and are not considered here.
When looking for exact solutions to Einstein’s equa-
tions, many simplifications are made, and there is a
consequent reduction in N . For example, in class B
1 That is, unsolvable within the confines of the mathematical con-
struction used.
2warped product spacetimes (which includes, for exam-
ple, all spherical, plane and hyperbolic spacetimes) it is
known that N (4, 2) ≤ 4 and that N (4, 2) = 1 in the
Ricci-flat case [8]. However, when one attempts more
realistic situations, by way of numerical relativity, no
symmetries or simplifying assumptions can be made and
the value of N becomes unclear. Since the approach we
are considering here should ultimately be useful in these
more realistic spacetimes, we need to delineate the in-
variants that can be used. In this section we explain why
there are exactly 8 polynomial invariants that can be
used (for d = 4) to construct physically clear “observer
- independent” gradient flows. Going beyond these in-
variants explicitly introduces the four - velocity of the
observer and so these invariants cannot be “observer -
independent”. Our notation follows that in [10] and as
explained there, the modern organization of polynomial
invariants involves the construction of Ricci invariants (of
which there are 4 independent invariants), Weyl invari-
ants (again of which there are 4 independent invariants)
and mixed invariants which involve contractions of the
Ricci, Weyl (and dual) tensors, the number of which, for
completion (that is, syzygy independence), is actually
not known at present.
Let us start with the Ricci invariants. Einstein’s equa-
tions are
Rαβ −
1
2
δαβR+ Λδ
α
β = 8πT
α
β (2)
where Rαβ is the Ricci tensor, R the Ricci scalar, Λ the
cosmological constant and Tαβ the energy - momentum
tensor. We use these equations to interpret the Ricci
invariants. The first Ricci invariant is taken to be the
Ricci scalar and we obtain
R = 4Λ− 8πT (3)
where T is the trace of Tαβ . It is convenient, at this point,
to use the trace - free Ricci tensor
Sαβ ≡ Rαβ −
1
4
Rδαβ (4)
so that Einstein’s equations now take the form
Sαβ = 8π(T
α
β −
T
4
δαβ ). (5)
The remaining three Ricci invariants are given by2
r1 ≡ 1
4
SαβS
β
α, (6)
r2 ≡ −1
8
SαβS
γ
αS
β
γ , (7)
2 The physically irrelevant numerical coefficients arise due to the
translation from spinor notation to tensor notation, the notation
we use in this introduction.
and
r3 ≡ 1
16
SαβS
γ
αS
δ
γS
β
δ . (8)
The physical interpretation of these invariants comes by
way of (5). For example, it follows that
r1 =
1
4
(8π)2(Tαβ T
β
α −
T 2
4
), (9)
with analogous higher order expressions following for r2
and r3. With imposed symmetries, the number of alge-
braically independent Ricci invariants decreases. For ex-
ample, again in all class B warped product spacetimes,
and perhaps more, one can construct the syzygy [8]
(−12r3 + 7r21)3 = (12r22 − 36r1r3 + 17r31)2. (10)
The important points are the following: Ricci invari-
ants rn with n > 3 are not independent
3, and the Ricci
invariants are “observer - independent”. To explain this
last point, note that for an observer with tangent 4 - vec-
tor uα, uα does not enter the Ricci invariants. Whereas
Tαβ can, in some cases (think of perfect fluids, for ex-
ample), pick out a “preferred” uα (the phenomenologi-
cal fluid streamlines), more general timelike 4 - velocities
(“observers”) simply do not enter the Ricci invariants.
Indeed, for a perfect fluid, for example, the Ricci invari-
ants reduce to polynomials (up to quartics) in the energy
density and isotropic pressure.4 This invariance is, per-
haps, made more poignant when we consider mixed in-
variants, as explained below. Next, however, we consider
Weyl invariants for which “observer - independence” is
in fact manifest.
There are exactly 4 independent Weyl invariants (e.g.
[10]) and these can be defined by5
w1R ≡ 1
8
CαβγδC
αβγδ, (11)
where Cαβγδ is the Weyl tensor,
w1I ≡ 1
8
C∗αβγδC
αβγδ, (12)
where C∗αβγδ is dual to Cαβγδ,
w2R ≡ − 1
16
Cαβ
γδCγδ
ǫζCǫζ
αβ (13)
3 In the general case one can algorithmically construct syzygies for
all rn for n > 3. The explicit forms for these syzygies up to r10
are given in [8].
4 This is an example of what we mean by giving a “physical mean-
ing” to an invariant.
5 The notation used here is that w1R and w1I stand for the real
and imaginary parts of the complex Weyl invariant w1, and sim-
ilarly for w2. This notation is convenient. For example, the
Kerr metric has only two independent invariants because it is of
Petrov type D for which we always have the syzygy 6w22 = w13.
3and
w2I ≡ − 1
16
C∗αβ
γδCγδ
ǫζCǫζ
αβ. (14)
Now define, in the usual way, the symmetric and trace
- free “electric” and “magnetic” parts of the Weyl tensor:
Eαγ ≡ Cαβγδuβuδ (15)
and
Bαγ ≡ C∗αβγδuβuδ, (16)
where uα is an arbitrary unit timelike 4 - vector. Note
that due to the symmetry properties of the Weyl tensor
Eαβu
β = Bαβu
β = 0. It can now be shown that in
general (e.g. [9])
w1R =
1
16
(EαβE
αβ −BαβBαβ), (17)
w1I =
1
8
(EαβB
αβ), (18)
w2R =
1
32
(3EαβB
γ
αB
β
γ − EαβEγαEβγ ) (19)
and
w2I =
1
32
(BαβB
γ
αB
β
γ − 3EαβEγαBβγ ). (20)
The “observer - independent” nature of the 4 Weyl in-
variants follows from the fact that these invariants are
independent of the unit timelike 4 - vector (“observer”)
chosen to split the Weyl tensor into its electric and mag-
netic parts. To properly understand exactly what this
means, we must move on to mixed invariants.6 First,
however, it is appropriate to compare the objects used in
[2]. There, projections are used so that the fundamental
objects of interest are
Eαβ = hγαhδβEγδ (21)
and
Bαβ = −hγαhδβBγδ (22)
where h is the projection tensor
hαβ ≡ δαβ + uαuβ . (23)
The physical meaning of both Eαβ and Bαβ is explored
in considerable detail in [2].7 In very quick summary, E
6 At this point, one might ask what happened to the familiar
Kretschmann scalar RαβγδR
αβγδ where Rαβγδ is the Riemann
tensor. The answer is that Kretschmann is no longer considered
fundamental. It is given by R2/6 + 8(r1 +w1R).
7 To be precise, the 3 by 3 quantities Eij and Bij are used. These
are obtained after projection onto the spatial slices using hαβ .
produces tidal forces and B produces differential frame
dragging. It is precisely because of these physical inter-
pretations that one introduces the splitting of the Weyl
tensor in the first place. But, how then do Eαβ and Eαβ
and Bαβ and Bαβ differ? A straightforward calculation
gives
Eαβ = Eαβ , Bαβ = −Bαβ, (24)
and so we are considering the invariants built out of the
same fundamental objects used in [2], but we are using
these objects in quite a different way.
The next invariant in, the scheme of [10], is the com-
plex mixed invariant m1. The real and imaginary parts
of this invariant are given by
m1R ≡ 1
8
CαβγδS
αγSβδ (25)
and
m1I ≡ 1
8
C∗αβγδS
αγSβδ (26)
respectively. Splitting the Weyl tensor as before we now
obtain [8]
m1R =
1
8
(2EαβS
β
δ S
δ
α−2EαβSαβSγδuγuδ+Sαγ uγEαβSβδ uδ)
(27)
and
m1I =
1
8
(2BαβS
β
δ S
δ
α−2BαβSαβSγδuγuδ+Sαγ uγBαβSβδ uδ).
(28)
Now, something new has entered the picture. We now
have the vector
Sαβ u
β (29)
and scalar
Sαβu
αuβ (30)
to deal with.8 These bring our particular choice of uα
into the picture and so the mixed invariant m1 is not
“observer - independent”. One option is to simply avoid
the splitting of the Weyl tensor. This is not viable be-
cause it is precisely through this splitting that one even-
tually obtains the physical meaning of the Weyl tensor,
as explained above. Another option is to allow m1 and
higher invariants9 into the study of gradient flows. We do
not see this as a viable option either since the whole ap-
proach used here is to reveal observer independent prop-
erties of the spacetime. The only viable option seems to
be, at least for polynomial invariants, a restriction to the
4 Ricci invariants and 4 Weyl invariants (at dimension
d = 4) as regards the construction of gradient flows.
8 At first, these terms may seem very strange. To be explicit here,
they arise from the first term on the right hand side of equation
(3.36) in the first reference in [5].
9 All higher order invariants necessarily include terms which de-
pend on uα.
4B. Vector Fields
Given (M, g) and a set of invariants In (we need not
specify d nor p at this point nor even the nature of the
In) consider the gradient flows10 [11]
kαn ≡ −∇αIn = −gαβ
∂In
∂xβ
. (31)
Note that k can be timelike, spacelike or null. Also note
that even if a flow resides entirely in a subspace, calcula-
tions must be carried out in the full space since invariants
of the full space are not, of course, the same as invariants
of subspaces. For notational simplicity we now consider
one invariant at a time and so drop n. Let us write the
gradient flow for a particular invariant in the form
kα = x˙α = −gαβ ∂I
∂xβ
(32)
where . ≡ d/dλ and λ is any natural parametrization of
the curve xα(λ) with tangent kα. It is clear that we are
dealing with an autonomous dynamical system. First,
however, let us gather together some fundamental prop-
erties of k. By construction, we have
∇[αkβ] = k[α∇βkγ] = 0 (33)
and so on. In terms of the norm
kαk
α ≡ V , (34)
it follows from (33) that the acceleration associated with
k is11
kβ∇βkα = 1
2
∇αV . (35)
From (31) it follows that the associated expansion is
∇αkα = −∇α(∇αI) ≡ − I. (36)
Borrowing the usual definition of the vorticity tensor
ωαβ ≡ hγαhδβ∇[γkδ], it follows immediately from (33) that
the flows we are considering are irrotational,
ωαβ = 0. (37)
The gradient flows (31) can encounter a variety of ex-
ceptional situations, the most common of which are crit-
ical “points” were kα = 0. This is discussed below. Per-
haps the simplest exceptional situation is the develop-
ment of a caustic where the expansion of the flow diverges
so that, from (36),
| I| → ∞. (38)
10 The choice “−”, a negative gradient flow, is in keeping with mod-
ern mathematical convention. The use of “ ± ” would require
a more involved classification of critical points in odd dimen-
sions (explained below) which we avoid. Here ∇ is the covariant
derivative and ∂ the partial derivative.
11 It is essential that k, like a Killing field, not be normalized, since
with (35), normalization would restrict k to a geodesic flow.
In a recent influential work [12], it has been claimed
that attempts to explain cosmic acceleration, by way of
observations in locally inhomogeneous spacetimes, nec-
essarily involves a local “weak singularity” at the ori-
gin. This argument is based on the observation that  R
necessarily diverges at the origin in these models. This
point of view has been criticized [13]. In terms of a gra-
dient flow, as introduced here, the correct way to view
this controversy is to observe that this “weak singular-
ity” is actually a caustic in the gradient flow of R, as
follows from (36). Since the models under consideration
are simply dust, k represents the gradient flow of the
energy density. The “weak singularity” derives from the
lack of sufficiently high differentiability of the energy den-
sity at the origin. More substantial, and certainly more
well known singularities, occur where any I diverges (so
called “scalar polynomial singularities”).
C. Special Symmetries
For any scalar field I, the Lie derivative associated
with a vector field ξ is given by [14]
LξI = ξα∇αI = ξαkα. (39)
In certain circumstances, the scalar ξαk
α can be directly
related to the invariant I itself. For example, if the man-
ifold admits a homothetic motion, Lξgαβ = 2cgαβ, where
c (= ∇αξα/d) is constant, it is known that for polynomial
invariants [15]
LξI = κcI (40)
where κ is an integer characteristic of I (involving, for
example, p and the number of discrete contractions used
to make I). In the case that ξ is Killing (c = 0) we then
have
ξαk
α = 0. (41)
That is, polynomial gradient flows are orthogonal to
Killing flows, should they exist.12 This result can be
used to clarify and extend the classical notions of R and
T regions of spacetime. This is explored in Appendix A.
III. DYNAMICAL SYSTEMS
A. Classification of Critical Points13
The phase portrait associated with covariant counter-
part to (32) is dominated by critical points (P , where
12 In the special circumstance that k itself satisfies Lkgαβ = 2cgαβ ,
it follows that k is concurrent [14], ∇αkβ = Φgαβ , and so the
associated streamlines are geodesic with ∇αV = 2Φkα.
13 In this section we do not designate the dimension d ≥ 2 simply
because we do not need to.
5kα = kα = 0
14), the deep study of which leads to Morse
Theory [23]. Gradient systems, in the large, have many
diverse uses, and are the subject of much modern math-
ematical study. In this section, we gather together the
information required to simply classify critical points of
gradient systems. It is to be noted that in many presenta-
tions, there is no mention of covariant nor contravariant
components since there is in the usual context no dif-
ference. This is certainly not true here. When we talk
about phase portraits these are associated with the co-
variant field kα. When we talk about critical points P
we mean kα = kα = 0.
Clearly the gradient
∂I
∂xβ
= −kβ (42)
is a covariant vector (and that is why we talk about phase
portraits of kα) and so the standard Hessian
∂2I
∂xβ∂xα
= − ∂kβ
∂xα
(43)
is not covariant. Rather, we use the covariant Hessian
Hαβ ≡ −∇αkβ (44)
which, from (33), is symmetric with the trace given by
(36). (Of course at critical points, the covariant Hessian
reduces to the ordinary Hessian.) LetH designate the de-
terminate of Hαβ , most often called the “discriminant”.
Under coordinate transformations x¯α(xβ),
H¯ = J 2H, (45)
where J (we assume 6= 0) is the Jacobian of the trans-
formation. As a result, the sign of H is invariant to
coordinate transformations (a condition central to what
follows). A critical point P is degenerate if the discrimi-
nant vanishes, H |P = 0. Otherwise P is non-degenerate,
that is, a Morse critical point.
Next, we must characterize the local maxima and min-
ima of I at P , viewed as functions I(xα). This is done
by way of a covariant generalization of the usual proce-
dure (see, for example, [24]). Let ∆d−α be the cofac-
tors C(α, α) of Hαβ . Define ∆0 = 1 and create the list
∆0, ... ,∆d. If all d+ 1 cofactors are positive, then I has
a local minimum at P . If they alternate in sign, I has a
local maximum at P . Otherwise, the character of I at P
is undetermined.
We are now in a position to summarize the situation
[25]: For isolated Morse critical points:
14 It goes without saying, but we say it here anyways, that the
existence of a critical point is a coordinate independent feature
of a flow, up to degenerate coordinates which do not distinguish
isolated critical points. An example of degenerate coordinates is
given below.
• P is an unstable node if and only if H |P > 0 and
I has a local maximum at P .
• P is an asymptotically stable node if and only if
H |P > 0 and and I has a local minimum at P .
• P is a saddle point if and only if H |P < 0.
It is to be noted that gradient flows are simple flows in
the sense that critical points are the only possible limit
sets and that for gradient flows all critical points are hy-
perbolic. Moreover, if the critical points are all isolated,
the trajectories of the flow all terminate at critical points
(for all of these points see, for example, [11]). Since flows
can, and are in simple cases, restricted to subspaces, if
H |P = 0 for the full space, we classify the critical points
for H |P evaluated in the subspace associated with the
flow. An example is given below.
B. Index Theory
Let us start with 2-dimensional flows and characterize
the topology associated with the flow [26]. We note the
following regarding the Poincare´ index:
• The index of a node is +1.
• The index of a source or sink is +1.
• The index of a hyperbolic saddle point is −1.
• The index of a closed curve containing fixed points
is equal to the sum of the indices of the fixed points
within.
The importance of calculating theses indices follows
from the Poincare´ - Hopf theorem which we state here
in the following simple (and unrigorous) form: Suppose
the flow is on a 2-surface Σ. Calculate the sum of the
indices of all critical points on Σ with a suitable curve
γ which contains all isolated critical points. Then this
sum is the Euler Characteristic of Σ within γ. Higher
dimensions follow analogously (see [11]). To summarize:
the detailed characteristics of the isolated critical points
of a gradient flow are governed by the topology of the
background space supporting the flow.
IV. NEWTONIAN ANALOGUES
In this section we examine invariants that allow the
construction of Newtonian analogues. Consider here the
simplest case, purely electric spacetimes Bαβ = 0 (e.g. all
static spacetimes, shear-free and hypersurface orthogonal
perfect fluid spacetimes etc.). The tidal tensor is defined
by (e.g. [27])
Tαγ ≡ Rαβγδuβuδ (46)
6where uα is a unit timelike 4 - vector. With the aide of
(15) it follows that the tidal scalar T is given by
T ≡ TαβT αβ = EαβEαβ +Ω (47)
where Ω contains terms involving Rαβu
αuβ . Since we do
not allow these observer dependent terms, our consider-
ations here are restricted to the Ricci - flat case. We now
construct the gradient flow
kγ ≡ −∇γ(EαβEαβ). (48)
In a Euclidean three - space with coordinates xa and
metric tensor ηab construct the potential flow
la = − ∂Φ
∂xa
(49)
where Φ the Newtonian potential. The Newtonian tidal
tensor is the trace - free covariant Hessian (e.g. [28])
Eab = −∇alb − 1
3
ηab Φ (50)
from which we construct the associated invariant
EabE
ab = ∇alb∇alb − 1
3
( Φ)2. (51)
We now construct the gradient flow
kc ≡ −∇c(EabEab). (52)
The covariant derivatives in (50), (51) and (52) are with
respect to ηab.
We say that the flow (52) is a Newtonian analogue (in
no way any limit) of the flow (48) (once projected onto
a spatial 3 - slice) if their associated phase portraits are
“analogous”. By “analogous” we refer to, for example,
the topology of the flow. The Curzon - Chazy solution
provides a non-trivial detailed demonstration, and clari-
fication, of these ideas [29].
V. ELEMENTARY EXAMPLES
A. The Robertson-Walker Spacetime
Perhaps the most widely recognized spacetime is that
of Robertson and Walker,
ds2 = a(t)2(
dr2
1− kr2 + r
2dΩ22)− dt2. (53)
Due to the spatial isotropy, it is clear, a priori, that the
associated gradient “flows” can only be 1-dimensional.
There can be no isolated critical points. The negative
gradient flows are given by
kα =
dI
dt
δαt (54)
so that
V = −
(
dI
dt
)2
≤ 0. (55)
From (3) and (9) it follows that for any perfect fluid
8πρ =
√
3r1 +
R
4
− Λ, (56)
where ρ is the energy density, and so taking
I = √3r1 + R
4
− Λ = 3
a2
(a˙2 + k)− Λ, (57)
where . ≡ d/dt, it follows that
kα =
6
a3
a˙(k + a˙2 − aa¨)δtα. (58)
Turn - around Universes, those for which a˙(t0) = 0, define
critical spacelike 3-surfaces t = t0. These 3-surfaces are
degenerate in the sense that at t0
kα = V = ∇αkα = kβ∇βkα = 0. (59)
B. The Schwarzschild Spacetime
Consider next the Schwarzschild vacuum. This is a sig-
nificant step upward in complexity over the Robertson -
Walker case. In dimensionless null coordinates (u, v, θ, φ)
the solution appears as
ds2 = 4m2
(
4L
(1 + L)
dudv
uv
+ (1 + L)2dΩ22
)
, (60)
where m > 0 is the effective gravitational mass, L ≡
L(uv) and L is the Lambert W function [30] [31]. (It re-
mains convenient to retain the “Schwarzschild r” defined
by r ≡ 2m(1 + L).) It follows that ξα ≡ (u,−v, 0, 0)
is a Killing vector (and tangent to trajectories of con-
stant“Schwarzschild r”). We find
ξαξα =
(4m)2
r
(2m− r), ξα∇αξβ = (2m
r
)2(u, v, 0, 0)
(61)
and so along u = 0 or v = 0 (r = 2m), ξ is tangent
to a radial null geodesic. Further, we find that ∇αξα =
ξ[α∇βξγ] = 0 so that regions for which r > 2m are static;
all of which is, of course, well known.
For (60), there is only one independent invariant of
order p = 2, and we can take this to be the square of the
Weyl tensor (8w1R),
I = 3
4m4(1 + L)6 . (62)
It follows that the tangents to the associated negative
gradient flows are given by
kα = χ(u, v, 0, 0) (63)
7where
χ ≡
(
3
4m3
)2
1
(1 + L)7 (64)
and
kα = ψ(
1
u
,
1
v
, 0, 0) (65)
where
ψ ≡ 9L
2m4(1 + L)8 . (66)
Both ξ and k vanish identically at the isolated critical
point P , the bifurcation 2-sphere u = v = 0.15 The use
of a complete covering of the manifold ab initio here is
crucial as regards isolated critical points. If, for example,
one was to use traditional “Schwarzschild” coordinates
(r, θ, φ, t) then the span (r = 2m,−∞ < t <∞) is critical
in the sense that kα = ξα = 0 over this span which is, of
course, but a subset of the bifurcation two-sphere. Next,
we find the norm
V =
(
9
4
)2 L
m10(1 + L)15 ∝
r − 2m
r15
. (67)
The R region corresponds to r > 2m whereas the T
region corresponds to r < 2m, exactly as expected. For
the expansion we find
∇αkα = −
(
9
8
)
5L − 1
m6(1 + L)9 ∝
5r − 12m
r9
. (68)
The acceleration is given by
kα∇αkβ = −δ(u, v, 0, 0) (69)
where
δ =
(
9
16
)2
14L− 1
m12(1 + L)16 ∝
7r − 15m
r16
. (70)
From (63) and (69) it follows that along u = 0 or v = 0,
k is tangent to a radial null geodesic.
We now wish to classify the isolated critical point at
the bifurcation 2 - sphere u = v = 0. For the covariant
Hessian (44) we find
Huu =
ǫ
u2
, Hvv =
ǫ
v2
(71)
where
ǫ ≡
(
63
2
) L2
m4(1 + L)10 , (72)
15 Whereas it is obvious that kα vanishes at u = v = 0, to see
that kα also vanishes there note that limu→0 L(uv)/u = v and
limv→0 L(uv)/u = u.
Huv = Hvu =
(
9
2
)( L
uv
)
(7L− 1)
m4(1 + L)10 , (73)
and
Hθθ =
Hφφ
(sin(θ))2
= −
(
9
2
) L
m4(1 + L)7 . (74)
The resultant determinant is given by
H = −
(
9
2
)4(L2
uv
)2
(14L− 1) sin(θ)2
m16(1 + L)34 . (75)
Noting that L(0) = 0 and that limx→0 L(x)2/x = 0 we
conclude that
H |P = 0 (76)
and so the bifurcation two - sphere of the Schwarzschild
solution is a degenerate critical point of the gradient flow
when classified in the full spacetime. In a similar fash-
ion one can show that the associated cofactors are also
degenerate,
∆n|P = 0, n = 1, ..., 4. (77)
Since the flow is restricted to the u−v plane, we construct
the Hessian H˜ there. We find
H˜ =
(
9
2m4
)2( L
uv
)2(
14L− 1
(1 + L)20
)
(78)
and so
H˜ |P = −
(
9
2m4
)2
. (79)
The critical point at the bifurcation 2 - sphere is a saddle
point. The functionm4I is shown in Figure 1. The phase
portrait for kα is shown in Figure 2.
C. Spherically Symmetric Spacetimes
Now locally, every spherically symmetric spacetime can
be written in the form
ds2 = 2f(u, v)dudv + r(u, v)2dΩ22. (80)
As above in Schwarzschild we consider the negative gra-
dient flow of the square of the Weyl tensor. It follows
that
I =
(
4
3
)
κ(u, v)
f6r4
, (81)
kα = −
(
8
3
)
κ
f8r5
(ζ(u, v), η(u, v), 0, 0), (82)
and
V = −
(
128
9
)
κ2ζη
f15r10
. (83)
8FIG. 1. The function m4I for the Schwarzschild spacetime.
FIG. 2. The phase portrait for kα for the Schwarzschild space-
time. The region below r = 0 has been removed.
κ, ζ and η involve derivatives of f and r up to order p =
2. The explicit forms are not needed here. Rather, we
note that there exist two distinct types of critical points
associated with the gradient flows of I. From (82) it
follows that the critical points can be characterized by
the local conditions
κ = 0, ζ = η = 0. (84)
In the Robertson-Walker case, of course, κ = 0 is a
global condition and so we examined Ricci invariants as
explained above. The Schwarzschild spacetime demon-
strates a case where κ 6= 0 near P . The bifurcation
2-sphere corresponds to an isolated critical point char-
acterized by ζ|P = η|P = 0. We call such critical points
locally anisotropic. If κ|P = 0 we refer to such points as
locally isotropic. Locally isotropic critical points could
be false critical points in the sense that their critical na-
ture could derive from the use of quadratic (or higher)
order invariants. This is examined below.
In order to explicitly demonstrate examples where lo-
cally isotropic critical points are not false critical points,
consider, for example, static perfect fluids. In comoving
coordinates we have
ds2 =
dr2
1− 2m(r)r
+ r2dΩ22 − eΦ(r)dt2. (85)
Given Φ sufficiently smooth, and subject to boundary
conditions, one can generate the effective gravitational
mass m(r) (see the Appendix) that gives rise to a perfect
fluid [32]. For example, setting
Φ =
1
2
N ln(1 +
r2
α
), (86)
where N is an integer ≥ 1 and α is a constant > 0,
an infinite number of exact perfect fluid solutions follow.
Again, taking I = 8w1R, for all such models we have
kα = I = V =  I = 0 (87)
at the center of symmetry r = 0. We have a critical
timelike 3-surface at the origin based on the Weyl invari-
ant. That is, the solutions are locally isotropic about
the origin for all t. Defining I = (8w1R)1/2 or, say,
I = (8w1R)1/4, we arrive back at (87) at the origin.
VI. DISCUSSION
This paper serves as an introduction to the study of
gradient flows of scalar invariants as a means to visualize
curvature. No particular observer, or theory, is funda-
mental to this approach, but the intention is to apply
the techniques to spacetimes associated with Einstein’s
theory of gravity. This allows for a physical understand-
ing of the scalars in use. For example, a physical un-
derstanding of the Ricci invariants follows directly from
Einstein’s equations. Because the approach used here
does not single out particular observes, we have shown
that this restriction limits the number of invariants that
can be used to construct gradient flows. Only the 4 Ricci
invariants and the 4 Weyl invariants (in terms of its elec-
tric and magnetic components) can be used as building
blocks to study gradient flows in the most general case.
We have shown that higher order (mixed) invariants ex-
plicitly exhibit vectors and scalars associated with the
timelike 4-vector used to split the Weyl tensor.
It has been shown that gradient flows of invariants
polynomial in the Riemann tensor are necessarily orthog-
onal to Killing flows, should they exist. (This allows for
9a rigorous definition and generalization of the classical
notions of R and T regions of spacetime.) From the
point of view of dynamical systems, gradient flows are
simple in the sense that critical points are the only pos-
sible limit sets of the flow. However, the classification
of critical points must be made in a coordinate indepen-
dent fashion and so a covariant classification scheme was
developed. This, along with the Poincare´ index, classify
the “topology” of the flow essential to the visualization.
For purely electric Ricci - flat spacetimes one can con-
struct strict Newtonian analogues, based on the topology
of flows; for the first electric (tidal) invariant in space-
time, and for the tidal invariant in Newtonian theory.
This is discussed at length elsewhere [29].
We have reviewed examples, restricted here to spheri-
cal symmetry. A rather complete analysis of the Kruskal
- Szekeres vacuum was given, interpreting the associated
bifurcate 2-sphere as the isolated critical point of the so-
lution. More generally, isolated critical points of the Weyl
invariant within spherical symmetry were distinguished
as locally isotropic or anisotropic, with explicit examples
given for each.
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Appendix: R and T regions
The gradient of the areal radius of an arbitrary spheri-
cally symmetric field can be spacelike, timelike or null. A
careful distinction of these possibilities is important and,
for example, forms an essential element of any complete
proof of the Birkhoff theorem (for example [16]). The
possibility of spacelike and timelike gradients was stud-
ied extensively in the Russian literature (and labeled “R”
and “T ” regions respectively) some forty years ago [17]
and yet there appears to be no readily available exten-
sion of these ideas. It is the purpose of this Appendix to
explore this using gradient flows.
The original distinction of R and T regions of space-
time was restricted to spherical symmetry and given by
Novikov [17] (see also the work of Ruban [17]) by way of
a coordinate construction [18]. This construction can be
made invariant as follows: Consider a spherically sym-
metric spacetime
ds2 = ds2Σ +R
2dΩ22 (A.1)
where dΩ22 is the metric of a unit 2-sphere (dθ
2 +
sin2(θ)dφ2) and R = R(x1, x2) (the areal radius) where
the coordinates on the Lorentzian 2-space Σ are labeled
as x1 and x2. (No specific choice of coordinates on Σ
need be made.) Writing the effective gravitational mass
(the Misner-Sharp energy) as m = m(x1, x2)16 it follows
from Novikov’s coordinate definitions that
R > 2m, R = 2m, R < 2m (A.2)
in an R region, on the boundary and in a T region re-
spectively [20]. In more modern notation [21], an R re-
gion is untrapped, a T region trapped and the boundary
marginal. Whereas these distinctions are fundamental,
they are restricted to strict spherical symmetry.
In order to bring gradient flows into the picture, let us
note that a stationary region of spacetime admits a time-
like Killing congruence. Since every non-zero 4-vector
orthogonal to a timelike 4-vector must be spacelike, it
follows from (41) that any gradient flow is necessarily
spacelike in a stationary region. From (34) we have V > 0
throughout an R region, a fact that we can use to define
such a region. Now let us assume that there is a region
in which the gradient flow is timelike so that V < 0.
(A Killing congruence in this region, should one exist, is
then necessarily spacelike.) We can use V < 0 to define
a T region. Boundary regions are then naturally defined
by V = 0. The foregoing classification is independent of
symmetries but depends on one’s choice of invariant used
to construct the gradient flow. We adopt this classifica-
tion in general, always referenced to a particular gradient
flow: V > 0 throughout an R region where k is spacelike,
V < 0 throughout an T region where k is timelike, and
V = 0 on a boundary where k is null or the zero vec-
tor. It is already known [22], for example, that for the
Kerr metric, V ≥ 0 for the rotational parameter A ≥ 1
with equality holding only in the degenerate case A = 1.
That is, degenerate and naked Kerr metrics do not admit
T regions.17
16 The function m is invariantly defined, the simplest explicit for-
mula being m = R
3
2
R θφ
θφ
. Further background information can
be found in [19]
17 The Kerr metric has two independent (Weyl) invariants deriv-
able from the Riemann tensor without differentiation. Both in-
variants give this same general result. However, the coordinate
locations of the R and T regions differ depending on which in-
variant is chosen. See [22] for details.
