In this paper, we can prove the existence and uniqueness of solutions to the constant mean curvature (CMC for short) equation with nonzero Neumann boundary data in product manifold M n × R, where M n is an n-dimensional (n ≥ 2) complete Riemannian manifold with nonnegative Ricci curvature, and R is the Euclidean 1-space. Equivalently, this conclusion gives the existence of CMC graphic hypersurfaces defined over a compact strictly convex domain Ω ⊂ M n and having arbitrary contact angle. * Corresponding author MSC 2020: 53C42, 53A10, 35J93.
Introduction
Recent years, the study of submanifolds of constant curvature in product manifolds attracts many geometers' attention. For instance, Hopf in 1955 discovered that the complexification of the traceless part of the second fundamental form of an immersed surface Σ 2 , with constant mean curvature H, in R 3 is a holomorphic quadratic differential Q on Σ 2 , and then he used this observation to get his well-known conclusion that any immersed CMC sphere S 2 ֒→ R 3 is a standard distance sphere with radius 1/H. By introducing a generalized quadratic differential Q for immersed surfaces Σ 2 in product spaces S 2 × R and H 2 × R, with S 2 , H 2 the 2-dimensional sphere and hyperbolic surface respectively, Abresch and Rosenberg [1] can extend Hopf's result to CMC spheres in these target spaces. Meeks and Rosenberg [7] successfully classified stable properly embedded orientable minimal surfaces in the product space M × R, where M is a closed orientable Riemannian surface. In fact, they proved that such a surface must be a product of a stable embedded geodesic on M with R, a minimal graph over a region of M bounded by stable geodesics, M × {t} for some t ∈ R, or is in a moduli space of periodic multigraphs parameterized by P × R + , where P is the set of primitive 0 (non-multiple) homology classes in H 1 (M). Mazet, Rodríguez and Rosenberg [6] analyzed properties of periodic minimal or CMC surfaces in the product manifold H 2 × R, and they also construct examples of periodic minimal surfaces in H 2 × R. In [8] , Rosenberg, Schulze and Spruck showed that a properly immersed minimal hypersurface in M × R + equals some slice M × {c} when M is a complete, recurrent n-dimensional Riemannian manifold with bounded curvature. Of course, for more information, readers can check references therein of these papers. 1 Hence, it is interesting and important to consider submanifolds of constant curvature in the product manifold of type M n × R.
Let (M n , σ ) be a complete n-manifold (n ≥ 2) with the Riemannian metric σ , and let Ω ⊂ M n be a compact strictly convex domain with smooth boundary ∂ Ω. Denote by U A ; w 1 A , w 2 A , · · · , w n A the local coordinate coverings of M, and ∂ ∂ w i A , i = 1, 2, · · · , n, the corresponding coordinate vector fields, where A ∈ I ⊆ N with N the set of all positive integers. For simplicity, we just write {w 1 A , w 2 A , · · · , w n A } as {w 1 , w 2 , · · · , w n } to represent the local coordinates on M, and write ∂
. Denote by D, D ∂ Ω the covariant derivatives on Ω and ∂ Ω respectively. Given a smooth 2 graphic hypersurface G ⊂ M n × R defined over Ω, where M n × R is the product manifold with the product metric g = σ i j dw i ⊗ dw j + ds ⊗ ds, then there exists a smooth function u 0 ∈ C ∞ (Ω) such that G can be represented by G := {(x, u 0 (x))|x ∈ Ω}. It is not hard to know that the metric of G is given by g = i * g, where i * is the pullback mapping of the immersion i : G ֒→ M n × R, tangent vectors are given by e i = ∂ i + D i u∂ s , i = 1, 2, · · · , n, and the corresponding upward unit normal vector is given by
where D j u = ∑ n i=1 σ i j D i u. Denote by ∇ the covariant derivative operator on M n × R, and then the second fundamental form h i j dω i ⊗ dω j of G is given by
Moreover, the scalar mean curvature of G is
Our purpose is to consider the following CMC equation with nonzero Neumann boundary condition (NBC for short)
with λ ∈ R a constant, and try to get the existence of solutions to (♮). Here ν is the inward unit normal vector of ∂ Ω and φ (x) ∈ C ∞ (Ω). Inspired by the method for the gradient estimate [3, Lemma 2.2], we can successfully finish this purpose. In fact, we can prove: 
Hence, if the contact angle is arbitrary, then there should exist some ϕ(
Based on this reason, we can say that although the boundary value problem 3 (♮) has nonzero NBC, the geometric meaning of the NBC in (♮) is not sufficient. Can we deal with the BVP (♮) if the RHS of the nonzero NBC therein contains Du also? Inspired by a recent work [9] , Gao and Mao [4] considered a generalization of the BVP (♮) where the NBC can be replaced by
for any q > 0, and similar conclusion to Theorem 1.1 could be derived.
(II) Clearly, the solvability of (♮) implies the existence of CMC graphic hypersurfaces defined over Ω ⊂ M n and having arbitrary contact angle.
(III) Clearly, if M n ≡ R n , our main conclusion here becomes [5, Theorem 1.3] exactly. That is to say, Theorem 1.1 covers [5, Theorem 1.3] as a special case.
Proof of Theorem 1.1
We know that if Ω is a strictly convex domain with smooth boundary ∂ Ω, then there exists a smooth function
for some positive constant k 0 > 0, β ν = D ν β = −1 and |Dβ | = 1 on ∂ Ω. Besides, since Ω is strictly convex, we have
where h ∂ Ω i j , 1 ≤ i, j ≤ n − 1, is the second fundamental form of the boundary ∂ Ω, and κ 1 > 0 is the minimal principal curvature of ∂ Ω. Proof. We use a similar method to that of the proof of [3, Lemma 2.2].
Denote by a i j :
Then first equation in (♮) can be rewritten as
We first show the maximum of Φ(x) on Ω cannot be achieved at the boundary ∂ Ω. This fact can be shown by using the same argument as (2.1) in [3] . However, for completeness, we would like to repeat here.
Choose a suitable local coordinates around a point x 0 ∈ Ω such that τ n is the inward unit normal vector of ∂ Ω, and τ i , i = 1, 2, · · · , n − 1, are the unit smooth tangent vectors of ∂ Ω. Denote by D τ i u := u i , D τ j u := u j , D i D j u := u i j for 1 ≤ i, j ≤ n. By the boundary condition, one has
If Φ(x,t) attains its maximum at (x 0 ,t 0 ) ∈ ∂ Ω, then at x 0 , we have
Hence, by taking 0 < ζ < 2κ 1 , the maximum of Φ can only be achieved in Ω. BTW, there is one thing we would like to mention here, that is , in (2.1), the relation
holds. Here we have used the convention in Riemannian Geometry to deal with the subscripts and superscripts, and this convention will also be used in the sequel. Assume Φ(x) attains its maximum at some point x 0 ∈ Ω. At x 0 , as explained in the proof of [3, Lemma 2.2], we can make a suitable change to the coordinate vector fields {τ 1 , τ 2 , · · · , τ n } such that |Du| = u 1 , (u i j ) 2≤i, j≤n is diagonal, and (σ i j ) 2≤i, j≤n is diagonal. Clearly, in this setting, σ 11 = 1. Besides, we have
with v = 1 + |Du| 2 = 1 + u 2 1 , which leads to a fact that, under this suitable frame field,
Assume that u 1 is big enough such that u 1 , ω 1 , ω 1 , |Dω|, and v are equivalent with each other at x 0 . Otherwise Lemma 2.1 is proved. At x 0 , we have
and 
which implies
holds for i = 2, 3, . . ., n. Hence, for i = 2, 3, . . ., n, we have
5)
and specially, for i = 1, it gives
By (2.5), it is not hard to get
which, together with the equation
σ kk u kk = f v 3 , leads to the following facts:
and
Now, we are going to estimate (2.3). First, by direct calculation, we can get For term I 1 , using the Ricci identity, one has
where R l ik j , 1 ≤ i, j, k, l ≤ n, are coefficients of the curvature tensor on M n . As in the proof of [3, Lemma 3.1], one knows that | f | = |εu| ≤ c 2 (n, Ω) for some nonnegative constant c 2 depending only on n and the domain Ω itself. Therefore, for the term I 11 , using (2.4), (2.7) and (2.8), we can obtain
For the term I 12 , applying (2.4), (2.5) and (2.6), we have
Moreover, for the term I 13 , it can be deduced that
15)
where the last inequality holds because of the nonnegativity of the Ricci curvature on M n , and the usage of the assumption that u 1 , ω 1 , ω 1 , |Dω|, and v are big enough and equivalent with each other at x 0 . Substituting (2.13), (2.14), (2.15) into (2.12) yields
It is easy to observe that
For the term I 4 , we have 
Applying (2.16), (2.19 ) and the fact that ax 2 + bx ≥ − b 2 4a for a > 0, we can get
Since v has been assumed to be large enough, and u 1 , ω 1 , ω 1 , |Dω|, and v are equivalent with each other, we have 
which, by taking 0 < ζ < min{2κ 1 , 5k 0 η}, leads to a contradiction. Hence, Du must be bounded at x 0 . Since Ω is compact, an easy argument can give a universal constant c 1 , depending only on n, L and Ω itself, as the upper bound for max Ω |Du|. This completes the proof of Lemma 2.1.
Using Lemma 2.1 and a similar method to that in the proof of [5, Theorem 1.3] (actually, this technique has been shown in [2] already), we have:
Proof of Theorem 1.1. We are going to use an approximation argument to get our main conclusion.
We first show that for any given ε > 0 and υ ∈ R, there exists a unique solution to the following BVP
For fixed ε > 0, if υ = 0, using a similar argument to that in the proof of [3, Theorem 3.2], we can get the C 0 -estimate of the solution u ε,0 to ( * ε,0 ). Together with Lemma 2.1, the existence of the solution u ε,0 follows. Besides, by using Hopf's lemma, the uniqueness of the solution can be obtained also. Set
It is clear that u ε,υ (x) is strictly decreasing w.r.t. υ. It is easy to check that u ε,υ (x) solves the BVP ( * ε,υ ). Because of the construction of u ε,υ (x), its uniqueness is obvious. We claim:
• for any ε > 0, there exists a unique, uniformly bounded constant υ ε such that |u ε,υ ε (x)| C 1 (Ω) is uniformly bounded.
Let u 0 (x) ∈ C ∞ (Ω) be a fixed function with D ν u 0 = φ (x). If one chooses
then, by linearization process, it follows that
Hence, by applying the fact D ν (u ε,0 − u + ε ) = 0 and the maximum principle of second-order PDEs, we know that u + ε is a supersolution of ( * ε,0 ). Similarly, u − ε := u 0 − M ε is a subsolution of ( * ε,0 ). Therefore, we have u ε,M < u 0 < u ε,−M . Since u ε,υ is strictly decreasing, for any ε ∈ (0, 1), there exists a unique υ ε ∈ (−M, M) such that u ε,υ ε (0) = u 0 (0). By Lemma 2.1, one can easily get the uniform bound, which is independent of ε, for |Du ε,υ ε |. Besides, since u ε,υ ε (0) = u 0 (0) and |Du ε,υ ε | is uniformly bounded, the uniform C 0 -bound follows directly. Hence, we can get the uniform bound for |u ε,υ ε | C 1 (Ω) (i.e., our claim is true), and by the Schauder theory of second-order PDEs, the uniform higher order derivative estimates can be ensured.
Letting ε → 0, extracting subsequence if necessary, we can infer that there exists a constant λ and a smooth function u ∞ (x) such that υ ε + εu ε,υ ε → λ , u ε,υ ε → u ∞ , and it is easy to check that (λ , u ∞ ) satisfies (♮). At the end, we would like to show the uniqueness of the solution to (♮). If (χ, u χ ) also solves (♮), then almost the same argument as in (2.24) According to (2.25), integrating by parts gives that λ = χ and then Hopf's lemma shows that u ∞ − u χ must be a constant. This finishes the proof of Theorem 1.1.
