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Abstract
Motivated by successes of fast reverting volatility models, and the implicit depend-
ence of ‘rough’ processes on infinitesimal reversionary timescales, we establish a pathwise
volatility framework which leads to a complete understanding of volatility trajectories’
behaviour in the limit of infinitely-fast reversion. Towards this, we first establish pro-
cesses that are weakly equivalent to Cox-Ingersoll-Ross (CIR) processes, but in contrast
prove well-defined without reference to a probability measure. This provides an unusual
example of Skorokhod’s representation theorem. In particular, we become able to gen-
eralise Heston’s model of volatility to an arbitrary degree, by sampling drivers ω under
any probability measure; a rough one if so desired.
Our main analysis relates to separable initial-value problems (IVPs) of type
x′ = ω(x) + t− x + 1, x(0) = 0,
with ω only assumed continuous (not Lipschitz, nor Ho¨lder), solutions of which ϕ corres-
pond to time-averages of volatility trajectories ϕ′. Such solutions are shown to exist, be
unique and bijective for any ω, essentially placing no constraints on corresponding volat-
ility trajectories, except for their non-negativity. After bounding these solutions in time,
we prove a rare type of convergence result, towards ca`dla`g exit-time limits, on Skorok-
hod’s M1 topology. One immediate corollary of this limiting result is a weak connection
between the time-averaged CIR process and the inverse-Gaussian Le´vy subordinator.
MSC2010: 34A12, 46N30, 91G80.
Key phrases: Cox-Ingersoll-Ross process, Dambis Dubins-Schwarz time-change,
initial-value problems, Skorokhod representation theorem, volatility.
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1 Introduction
We first focus on explaining how articles such as Mechkov (2015) and Forde & Jacquier (2011)
expose a certain gap in our understanding, relating to volatility reversion. We then explain
our unconventional approach towards addressing questions which these articles raise, before
posing the Cox-Ingersoll-Ross initial-value problem.
Let C denote the space of real and continuous paths from R+ := [0,∞) and which start from
zero, C the sigma-algebra induced by the uniform norm on C, and W the Wiener measure
on the topology (C,C ). Denote by W the canonical Brownian motion on (C,C ,W), and for
σ, κ, ϑ, v > 0 consider the CIR stochastic differential equation (SDE)
dVt = σ
√
VtdWt + κ(ϑ− Vt)dt, V0 = v.
This is precisely as introduced in Cox, Ingersoll, & Ross (1985), and popularised for the use
of volatility modeling by Heston (1993). Now set σ = κ, prioritise the reversionary timescale
ε := κ−1, and for simplicity also set ϑ = v = 1. Then we obtain a family of SDEs indexed by
ε > 0
(1.0.1) εdV εt =
√
V εt dWt + (1− V εt )dt, V ε0 = 1.
Notice that since we have set σ = κ, and not σ =
√
κ, the ‘reversionary regime’ we work
under exhibits a stronger diffusive and drift relationship than the alternative, studied in great
detail in Fouque, Papanicolaou, Sircar, & Sølna (2011). We provide some basic intuition for
how these regimes differ when ε 1 in Subsection 2.4.
The regime we adopt is inspired by the main result of Mechkov (2015), in which the author
proves a marginal connection between the Heston log-price process and the normal inverse-
Gaussian (NIG) distribution as ε → 0. Results of Forde & Jacquier (2011) are related, but
are there (less conveniently) applicable to large time rather than reversion.
Despite this surprising result from 2015 connecting the Heston process at any finite time to
a NIG distribution, we are not aware of any ongoing research relating to this reversionary
regime of Mechkov; this is the gap in our community’s understanding which we are going to
fill.
Specifically, we will derive results relating to the family {Vε}ε>0 of processes solving Equa-
tion 1.0.1, and in particular will consider the limit as ε→ 0. We elaborate more on why this
pursuit is both practically and theoretically relevant to mathematical finance in Section 2,
but for now summarise our unconventional approach and one remarkable consequence.
It turns out that one cannot find a limit V0 of the family {Vε}ε>0 as ε→ 0 on (C,C ), nor on
the topology (D,D), induced by any of the metrics of Skorokhod (1956), from the space D of
ca`dla`g paths. More surprisingly, the same statement actually holds for the family {εVε}ε>0
as well.
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The precise reasons for this is just a little beyond the scope of this article. However, a weak
limit of {εVε}ε>0 exists instead on the ‘excursion’ topologies of Whitt (2002, Chapter 15), and
crucially these rely on spaces larger than D. (Getting ahead of ourselves, this is essentially
demonstrated in Figure 3.)
Our limiting results therefore apply more naturally to the family of time-average (or time-
integrated) processes {V¯ε}ε>0, each defined by
V¯ εt :=
∫ t
0
V εu du.
Although one of the goals of this article is to escape the probabilistic confines inherent in an
SDE like Equation 1.0.1, the following result is but one consequence of our main theorems of
Section 5, and conveniently allows us to explain our approach. Let the inverse-Gaussian (IG)
process (a Le´vy subordinator) be as defined in Applebaum (2009, Chapter 1), and henceforth
allow (D,D) to denote the topology induced by the M1 metric of Skorokhod (1956).
Corollary 1.0.1 (Weak convergence of time-averaged CIR process). Let the family {Vε}ε>0
each verify the CIR SDE of Equation 1.0.1. Then as ε → 0, we have V¯ε d−→ V¯0 on (D,D),
where V¯0 is the IG process given explicitly by the exit-time representation
V¯ 0t := inf
{
s > 0 : s−Ws > t
}
d
= IG(t, 1).1
Recall that (D,D) is weaker than the more popular J1 topology, but stronger than the
Hausdorff topology, M2. Although we will not need to focus on the details of (D,D), we may
as well assume it to be the Polish (separable and complete) variant, as established in Whitt
(2002, Chapter 12).
Towards establishing Corollary 1.0.1, we should remark that, although not widely known, it
is straightforward to verify the marginal convergence V¯ εt
d−→ V¯ 0t for any t ≥ 0. Although a
little messy, this follows convergence of characteristic functions, which for V¯ εt may be found
in Carr, Geman, Madan, & Yor (2003), then Le´vy’s continuity theorem.
To upgrade this marginal relationship to a weak one V¯ε
d−→ V¯0, in the sense of Billingsley
(1999), one would most naturally employ the characterisation of weak convergence depending
on tightness of induced measures and convergence of finite-dimensional distributions. This is
usually accredited to Prokhorov (1956), and is summarised best in the introduction of Jacod
& Shiryaev (2003).
Instead, consider the following theorem of Skorokhod’s, which we copy from Billingsley (1999,
Theorem 6.7) except for making it more specific to our situation and notation.
1We use IG(δt, γ) here to denote a generic IG-distributed random number, with characteristic exponent
ψ(u) = (γ−
√
γ2 − 2iu)δt. If we had not made the simplification ϑ = σκ−1 = 1 earlier, here we would obtain
the natural generalisation inf{s > 0 : s− σWs > ϑt} d= IG(δt, γ) with δ = ϑσ−1, γ = σ−1.
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Theorem 1.0.2 (Skorokhod’s representation theorem). Suppose that {V¯ε}ε≥0 are processes
verifying V¯ε
d−→ V¯0 on the separable topology (D,D). Then there exist processes {X¯ε}ε≥0 such
that X¯ε
d
= V¯ε, yet pathwise convergence X¯ε(ω)→ X¯0(ω) takes place for every ω ∈ C.
Although we will not apply this theorem, it still constitutes the perfect explanatory tool for us,
because our approach constitutes a rare example of it. We will find such processes {X¯ε}ε≥0,
which converge in a pathwise sense, and will use these to draw conclusions and generalisations
relating to {V¯ε}ε≥0 which are much wider than possible when using Prokhorov’s probabilistic
approach.
These processes {X¯ε}ε≥0 that we find will prove consistently well-defined in a pathwise sense,
which we make a point of, since in establishing Theorem 1.0.2, as in its proof, one may
be required to ‘cheat’ in order to upgrade almost sure convergence to pathwise, by simply
defining X¯ε := X¯0 on a null set.
Since these processes will verify X¯ε
d
= V¯ε under W, yet we will be able to make sense of
each path X¯ε(ω) without a measure, we will refer to such paths as time-averaged volatility
trajectories, and their time-derivative Xε(ω) will directly correspond to volatility trajectories.
Every such X¯ε(ω) will solve the following problem, the classical treatment of which will
become our main focus.
Problem 1.0.3 (Cox-Ingersoll-Ross initial-value problem). For fixed reversionary timescale
ε > 0 and noise trajectory ω ∈ C, let fε(ω) = f : R2+ → R be defined according to
f(t, x) := ε−1
(
ω(x) + t− x
)
+ 1.
Then, find a time-averaged volatility path ϕ = ϕε(ω) (and so also volatility path ϕ
′), such
that for t ∈ [0, T ), with T ∈ (0,∞], we have
ϕ′(t) = f
(
t, ϕ(t)
)
, ϕ(0) = 0.
We reserve most comments regarding this pathwise approach, as we primarily mean for the
fruits of it to speak for themselves. However, notice that due to the pathwise consistency of
X¯ε(ω) just mentioned, our problem, and so its consequences, is no longer tied to a probability
measure like W. Equivalently, our conclusions regarding the process X¯ε will hold when ω is
sampled under any probability measure P 6= W (with the IVP essentially corresponding to
the Dirac choice P = δω). This will ultimately lead us to claim that such processes X¯ε cover
the space of all volatility models, via a suitable choice of P.2
We conclude this introduction by summarising the simple philosophy we have developed
through the course of writing this article, which we intend to have guide future research:
2One could point out that even (C,C ) equipped with an arbitrary probability measure Q covers the space
of all volatility models. The difference being that Q here would constitute a very general measure of volatility,
requiring many constraints, whereas our measure P will only need reflect trajectories of noise.
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Skorokhod’s representation theorem tells us that it is possible, in theory, to map
intrinsically-probabilistic questions (like those arising from Itoˆ SDEs) onto ones
that are not related to a probability measure (like one relating to an IVP). In light
of what we might gain by achieving this, we should try to do so.
2 Background
Now we expand upon the vitality of fast reverting processes in the context of volatility mod-
eling, and why the recent successes of ‘rough’ volatility models provide evidence of this. See
also Abi Jaber (2018) and Abi Jaber & El Euch (2019), which raise similar issues, but aim
to address them differently.
We then explain why we remain comfortable basing a framework around the classical Heston
volatility model, and why a certain myth relating to implied volatility skews generated by
this classical model may be considered fallacious. Finally, we provide intuition for what is
special about the fast reversion sub-regime of Mechkov (2015).
2.1 Vitality of fast reversion
Once familiar with the trademark signs, one only has to glance at realised trajectories of
volatility or the risk-neutral distributions implicit in volatility surfaces (for example, both
available on Bloomberg), to recognise the vitality (meaning life-force; separating living from
dead) of a fast reverting process towards the successful modeling of volatility.
Indeed, these claims will likely not require justification for anyone who has spent several years
calibrating volatility models, like those presently available in the Numerix CrossAsset library
(numerix.com/crossasset). However, one should refer to the text Fouque et al. (2011), and
the many preceding articles by these authors, for tantamount evidence.
It is there estimated that volatility may consistently revert over timescales in the range of
one day to one week. This would mean ε ≈ 0.01 in standard units of years, equivalently
κ ≈ 10,000%! Although not backed up to this degree, see Bergomi (2016) in the context of
equities and De Col, Gnoatto, & Grasselli (2013) in FX for further evidence originating from
implicit risk-neutral distributions.
It has been informally claimed, for example at conferences, etc., that these observations are
actually indicative of rough volatility (introduced shortly), but we have found no meaningful
logic in this; it is now known that the rough volatility models we presently know of may be
considered to depend on arbitrarily high reversion speeds, but not the other way around!
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2.2 Evidence from rough volatility
We do not mean to enter a debate regarding the ‘best’ volatility model, or class thereof.
Indeed, we don’t even intend for our processes, like Xε referred to in Section 1, to necessarily
define a model, but to rather provide a flexible building block for one. Nevertheless, let us
focus for a moment on the ‘rough’ models of volatility like those of Bayer, Friz, & Gatheral
(2015) and El Euch & Rosenbaum (2019), and point to their successes as further evidence of
the necessity of short reversionary timescales.
Be aware that, since by the end of this article we will claim that essentially any rough volatility
model may be embedded into our framework, there is a degree of irony running throughout
the comments of this section.
Now let V solve the CIR SDE of Equation 1.0.1 prior to setting σ = κ = ε−1. Then
equivalently, we find V solves the integral equation
Vt = 1 + σ
∫ t
0
e−κ(t−u)
√
VudWu.
Presented like this, we may consider replacing the decaying kernel k(τ) = e−κτ , which now
entirely captures the effect of reversion, with another. In general, this could constitute a
near-arbitrary composition of differing reversion speeds
k(τ) :=
∫ ∞
0
e−κτν(dκ)
captured by some reversionary measure ν. See the recent work of Abi Jaber & El Euch
(2019), Keller-Ressel, Larsson, & Pulido (2018) and Cuchiero & Teichmann (2018) for varying
perspectives and more details.
Differing choices for such a measure ν is not our focus, but it is worth remarking that the
‘rough’ Heston model introduced by El Euch & Rosenbaum (2019) corresponds to the specific3
case ν(dκ) = κα−1dκ/Γ(α) for α ∈ (0, 12 ), which returns the singular kernel k(τ) = τ−α and
almost surely gives V Ho¨lder regularity 12 −α−  for any  > 0. The popular ‘rough’ Bergomi
model of Bayer et al. (2015) may be considered to employ the same kernel but from a different
starting point, using the representation of fractional Brownian motion due to Muravlev (2011),
as employed also in Fukasawa (2017).
The dependence of such processes on unbounded reversion speeds, thus infinitesimal rever-
sionary timescales, must be noted. That is, the applicable kernel k has a representation as
an integral over reversion speeds up to infinity. This dependence is weighted by a vanishing
power-law density κα−1/Γ(α), but nevertheless, this makes the connection between rough and
reversionary processes explicit.
We may then think of the classical Heston case as corresponding to one or more Dirac meas-
3one could go as far to even say undesirably constrained
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ures; ν = δκ. If we now set σ = κ again, then we obtain
Vt = 1 +
∫ t
0
κe−κ(t−u)
√
VudWu
and, peculiarly, we find a density κe−κτ which also relates to a Dirac measure, as κ→∞. We
will analyse this in a little more detail in Subsection 2.4, using instead the applicable SDE.
Just like we should resist the temptation to believe the reversionary limits κ→∞, ε→ 0 may
truly occur in reality, we must similarly resist the temptation to believe that volatility is quite
literally rough. Of course it might be, but it seems safe to conjecture that no mathematician
in our community will ever prove this, since this would demand they first leap to the forefront
of fundamental physics and answer whether it is possible for the Universe to accommodate
any infinite-dimensional object.
Let us end our focus here by agreeing with the general belief that rough volatility models are
proving impressive tools. Not only do they occasionally come with convincing foundational
arguments, like those put forth in El Euch, Fukasawa, & Rosenbaum (2018) and Jusselin
& Rosenbaum (2018), they are even becoming straightforward to deploy in practice, due in
part to the approximate calibration techniques afforded to us by works like Alo`s, Leo´n, &
Vives (2007) and Fukasawa (2017), and simulation techniques like the schemes of Bennedsen,
Lunde, & Pakkanen (2017) and Horvath, Jacquier, & Muguruza (2017, Section 3.3.1).
Nevertheless, since we believe there to be very relevant and well-motivated questions relating
still to classical models, like those we address here, we have welcomed the opportunity to
alight from the speeding rough volatility train, for now at least. As mentioned, there is some
irony here, as one will ultimately be free to combine our results with rough processes, by
simply placing any distribution P = µ of a rough process over the space from which ω is
sampled, so defining the process X¯ε from (C,C , µ), rather than (C,C ,W), for example.
2.3 Why leave Heston at the heart of a framework?
We only focus here on one property of the classical Heston model, when in reality it exhibits
many special properties; our particular favourite being its stability under certain measure
changes, as described in De Col et al. (2013). See also Austing (2014) for a pleasant intro-
duction and Lipton (2001) for some less-known results.
As is healthy (‘steelmanning’) debating practice, let us briefly try to make a case for a frame-
work built from classical Heston components, by seeming to use some of the best evidence
against it; that of the time-decay of equity implied volatility skew. See Gatheral, Jaisson, &
Rosenbaum (2018) for a recent summary of the issue and Gatheral (2006) for a wider intro-
duction. Let ψ(τ) denote skew for maturity τ > 0, then empirically we observe ψ(τ) = ψ0τ
−α
with α ≈ 0.4 and ψ0 < 0, for the SPX equity index and τ  1, at least. Notice that this
yields ψ(τ)→ −∞ as τ → 0.
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Using the work of Alo`s et al. (2007) alone, we may verify that rough volatility models replicate
this short-time power-law behaviour, while the classical model of Heston yields instead ψ(τ)→
ψ0 < 0 as τ → 0. Although this is sometimes presented as a complete picture, in reality it
is not; refer to the article and book just mentioned, as well as Bergomi (2016), to develop a
more realistic appreciation for this, and understand how practitioners get around it.
Now consider the results of Mechkov (2015), which connects the Heston model marginally to
the purely discontinuous NIG process of Barndorff-Nielsen & Shephard (2001). When this
is understood alongside the results of Gerhold, Gu¨lu¨m, & Pinter (2016), which proves that
we obtain ψ(τ) = ψ0τ
−0.5 from the NIG process, then, in reality, although it is true that we
cannot formally create a power-law skew from the Heston model, nor explosion at the origin,
we can generate a skew curve arbitrarily close to ψ(τ) = ψ0τ
−0.5, provided the (unobservable)
origin is excluded. Contrary to some belief, this is the case with just one factor. See Abi Jaber
& El Euch (2019) for a many-factor generalisation and Abi Jaber (2018) for more enlightening
plots. Refer also to the striking plots in Mechkov (2015).
We take this as good evidence that, as a building block within a volatility modeling framework,
the simple CIR process employed in Heston’s model of volatility should, still, not be written
off, thanks to Mechkov’s more stable, NIG-consistent reparameterisation of the model.4
Finally we should mention that, although we believe similar limiting results to those presented
here could apply to powers of Ornstein-Uhlenbeck (OU) processes, we are not presently sure of
them, and so naturally leave these considerations for future work. It is quite straightforward
to verify, however, that if {Yε}ε>0 solve analogous OU SDEs to Equation 1.0.1 given by
(2.3.1) εdY εt = dWt − Y εt dt, Y ε0 = 0,
then, strangely, one finds Y¯ε → Y¯0 := W on (C,C ). Moreover this may be immediately
interpreted as a pathwise result (e.g. since the implicit Itoˆ integral
∫ t
0
dWu = Wt possesses
unequivocal pathwise meaning). It would then be natural to consider a limit of
∫ t
0
(Y εu )
2du.
See Heston (1993, Equations 2–3) for the connection which we know to exist between OU and
CIR processes, and also the results of Dankel (1991), which plays as analogous large-time role
to Forde & Jacquier (2011), but for the OU case.
2.4 Regimes of Fouque et al. and Mechkov
Here we summarise what we deem particularly special about the regime used in Mechkov
(2015) in comparison with those before it. Although we present this part in terms of the
CIR process, the same arguments apply to OU-based volatility models in a natural way. Fix
v = ϑ = 1 and now set σ = κβ in the CIR SDE of Equation 1.0.1 to arrive at
(2.4.1) dVt = κ
β
√
VtdWt + κ(1− Vt)dt, V0 = 1.
4Until coming across the article of Mechkov (2015), and testing the associated NIG-based model (see
bit.ly/2U2K2pm for python code and imagery), we had quite the opposite view.
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Now allow κ  1, equivalently ε  1, to define a fast reversion regime, and let the cases of
β = 0, 12 , 1 separate this into three sub-regimes; those of small, moderate and large volatility
of volatility (vol of vol for short). We might otherwise call these the regimes of Heston, Fouque
et al. and Mechkov respectively, due to these authors being their most notable proponents.
Clearly the case β = 0 corresponds to the original SDE proposed by Cox et al. (1985), known
in other contexts as the square-root SDE, as in Dufresne (2001). This case is arguably more
helpful in the modeling of financial variables other than volatility, like interest rates, and is
not very interesting as a fast reversion regime. The case β = 12 has received a lot of attention,
covered of course in Fouque et al. (2011). See also Feng, Fouque, & Kumar (2012) for a more
recent article focusing on short-time asymptotics.
The final case of β = 1 has essentially received no attention, as far as we are aware, with the
exception of Mechkov (2015), from where we draw inspiration. See El Euch & Rosenbaum
(2019, Equation 1.1), however, for an example of the authors choosing to parameterise their
models in such a way without reference to doing so.
We may swiftly develop intuition as to why this regime has (potentially) received little atten-
tion historically, simply by looking at the variance V[Vt] of a process solving Equation 2.4.1.
One finds V[Vt] = 12κ
2β−1(1− e−2κt), and so as κ→∞
V[Vt]→

0 Heston, β = 0
1
2 Fouque et al., β =
1
2
∞ Mechkov, β = 1.
It should no doubt disconcert the reader, to be considering a regime in which V[Vt] → ∞.
However, in mathematical finance at least, we are often less interested in V , and more in-
terested in its time-average V¯ defined by V¯t :=
∫ t
0
Vudu over some (perhaps very short) time
period. This seems to be an overlooked point, regarding reversionary regimes, since one finds
V[V¯t] = κ2β−2t+O(κ2β−3). This may be derived directly (somewhat painfully), or using the
moment formulas in Dufresne (2001). So, as κ→∞
V¯t :=
∫ t
0
Vudu, V[V¯t]→

0 Heston, β = 0
0 Fouque et al., β = 12
t Mechkov, β = 1,
and it is therefore only Mechkov’s large vol of vol sub-regime which provides something
non-trivial in the limit as the reversion speed is taken to infinity. This kind of behaviour
was documented for the other regimes as early as Fouque, Papanicolaou, & Sircar (2000,
Section 3.3); we do not mean to suggest it is necessarily an undesirable property of them,
though.
These basic observations specific to V[V¯t] of course disguise what is exactly happening, and
a little more intuition for this is obtained by considering instead characteristic functions, as
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already mentioned. This may be used to confirm that the regimes of Heston and Fouque
et al. yield convergence V¯t
d−→ δ0 to a Dirac measure at zero, while Mechkov’s leads to an
IG-distributed random number, which is very peculiar. (We don’t mean to prove this because
it will follow trivially from our stronger results.)
In the next section, we derive the CIR IVP, Problem 1.0.3 posed in Section 1, the solutions
of which will ultimately allow us to provide clear explanations for all of the questions and
effects thus far raised.
3 The Cox-Ingersoll-Ross initial-value problem
Here we make use of the Dambis, Dubins-Schwarz (DDS) theorem to obtain a corresponding
time-change equation (TCE) from the CIR SDE, which has weakly equivalent solutions when
drivers ω are sampled under the Wiener measure. When ω is instead fixed (or sampled
under a Dirac measure), this TCE becomes equivalent to the CIR IVP of Problem 1.0.3. We
summarise this section by the following diagramatic passage between problems on spaces
SDE : (C,C ,W) → TCE : (C,C ,P 6= W) → IVP : (C,C ) = (C,C ,P = δω).
Henceforth we shall work only in Mechkov’s sub-regime of fast reversion, thus setting β = 1
in Equation 2.4.1. This provides Equation 1.0.1 which may be equivalently written
(3.0.1) ε(Vt − 1) =
∫ t
0
√
VudWu + t− V¯t.
At this point it is worth remarking again that we have only set v = ϑ = 1, so V starts at and
reverts to 1, to ease our presentation of the important issues; all of our results generalises
as one would expect. Now we employ the following DDS result which derives from Dambis
(1965) and Dubins & Schwarz (1965).
Lemma 3.0.1 (Dambis, Dubins-Schwarz CIR time-change). Let W be the canonical Brownian
motion on (C,C ,W) and V solve Equation 3.0.1. Define the exit-time Vˆ of the time-average
process V¯ by
Vˆt = inf
{
s > 0 : V¯s > t
}
.
Then, the process B defined by Bt :=
∫ Vˆt
0
√
VudWu is another (non-canonical) Brownian
motion on (C,C ,W), and furthermore verifies (B ◦ V¯ )t =
∫ t
0
√
VudWu, where (B ◦ V¯ )t = BV¯t .
Notice that another way of presenting this result would be to say that Vˆ = {Vˆt}t≥0 provides
the collection of stopping times which solve Skorokhod’s embedding problem for the process∫ t
0
√
VudWu.
Proof. This simply constitutes an application of the DDS theorem; see for example Karatzas
& Shreve (1998, Theorem 4.6), to the continuous local martingale M defined by Mt :=∫ t
0
√
VudWu.
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In light of Lemma 3.0.1, consider a process X which solves the equation
(3.0.2) ε(Xt − 1) = (W ◦ X¯)t + t− X¯t
which we will call the CIR Wiener TCE. Now we clarify the following relationship.
Lemma 3.0.2 (Weak equivalence of CIR SDE and Wiener TCE). Let W be the canon-
ical Brownian motion on (C,C ,W) and V , X respectively solve Equation 3.0.1 and Equa-
tion 3.0.3. Then we have X
d
= V , meaning E[h(X)] = E[h(V )] for any map h : C → C.
Proof. Let V solve the CIR SDE as in Equation 1.0.1 and FW denote the natural filtration
generated by W , so V is adapted to the space (C,C , {FWt }t≥0,W), meaning Vt ∈ FWt for
t ≥ 0. Now using Lemma 3.0.1, V solves the TCE
ε(Vt − 1) = (B ◦ V¯ )t + t− V¯t, Bt :=
∫ Vˆt
0
√
VudWu
and B is a W-Brownian motion. Although unusual, V is adapted to (C,C , {GBt }t≥0,W) with
GBt := F
B
V¯t
. Since V ∈ GB , the distribution of (B, V ) is equivalent to that of any (B′, X)
verifying the same equation, provided B′ is a W-Brownian motion. In particular, we may use
the canonical case B′ := W to see (B, V ) d= (W,X), provided
ε(Xt − 1) = (W ◦ X¯)t + t− X¯t
is verified. (Notice, however, that we certainly do not have (W,V )
d
= (W,X)!) This provides
X
d
= V , and X is clearly the Wiener TCE solution as in Equation 3.0.2.
Now the composite process W ◦ X¯ introduced may be understood naturally if we change
this to Z ◦ X¯ for any process Z, which we cannot say for the weakly equivalent Itoˆ integral.
Equivalently, we may allow Z to denote the canonical process on any space (C,C ,P), and
start to ask more general questions related to the following.
Definition 3.0.3 (CIR TCE). Let Z be the canonical process on the space (C,C ,P) for any
probability measure P. Then we will say that the process X = Xε solves the CIR TCE if it
verifies the following equation for ε > 0
(3.0.3) ε(Xt − 1) = (Z ◦ X¯)t + t− X¯t, X¯t :=
∫ t
0
Xudu.
Besides establishing Lemma 3.0.2, filtrations and measurability will not be a focus. However,
notice that to the extent a TCE solution X as in Definition 3.0.3 exists, it is adapted to the
filtered space (C,C , {G Zt }t≥0,P) with G Zt := FZX¯t . Of course, this has practical implications,
given that to sample a path of X over [0, t) now requires sampling Z over the random interval
[0, X¯t). Although this has not posed any material problems for us (e.g. when generating the
imagery of Appendix C), we do not attempt to address this properly here, to the extent that
a practitioner should demand.
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Having not placed any constraints on the measure we label P, we are of course free to consider
the Dirac case P = δω for any ω ∈ C, defined for A ∈ C by
δω(A) =
1 ω ∈ A,0 otherwise.
The validity of (almost sure) statements relating to X then extends no further than the
properties of the single path X(ω), and the mere reference to a measure becomes superfluous.
Under the correspondence
Z(ω) = ω, X¯(ω) = ϕ, X(ω) = ϕ′, X¯0(ω) = ϕ(0) = 0,
we therefore arrive from Equation 3.0.3 to the ordinary differential equation (ODE)
ε(ϕ′(t)− 1) = (ω ◦ ϕ)(t) + t− ϕ(t)
on the topological space (C,C ). Now clearly verification of this ODE with the initial condition
ϕ(0) = 0 is equivalent to ϕ solving the CIR IVP of Problem 1.0.3.
We use a simple example to clarify how properties of solutions ϕ may be used to make almost
sure conclusions regarding a solution X of the CIR TCE Equation 3.0.3. These, in turn, may
be used to draw weak conclusions regarding a solution V of the CIR SDE using Lemma 3.0.2.
Let R ⊂ C be the subset of paths which are recurrent, here meaning
R :=
{
ω ∈ C : ∀x > 0 ∃x′ > x : ω(x′) = 0
}
.
We will later show that for any ω ∈ R, a unique solution ϕ = ϕε(ω) of Problem 1.0.3 exists
over some [0, T ). In particular, as a corollary of Theorem 5.1.1, the recurrence of ω will prove
sufficient (but not necessary) for the indefinite existence of a solution, T = ∞. So, if we
now let Q be any measure under which the canonical process Z on (C,C ,Q) is just almost
surely recurrent, then clearly, since Q(C \R) = 0, we may conclude that the corresponding
CIR TCE from (C,C ,Q) almost surely has a unique solution X¯, and this almost surely exists
indefinitely.
Now having derived the CIR IVP and demonstrated how we intend to use it, the classical
treatment of this problem will soon become our main focus. Clearly we want to make the
fewest possible assumptions regarding properties of ω, besides residence in C, and so in
Problem 1.0.3 we are certainly dealing with an IVP which is non-Lipschitz in space.5
For presentational reasons, we have resisted the temptation to treat a more general IVP than
in Problem 1.0.3, for example one having driving function
(3.0.4) g(t, x) := ε−1
(
w(x) + θ(t)
)
+ c
5This does not strictly mean that we couldn’t map conclusions from a TCE back to the SDE. Provided we
restrict ourselves to only working under the Wiener measure, then we could technically make some use of the
classical SDE existence and uniqueness results of Skorokhod (1965) and Yamada & Watanabe (1971), along
with the DDS theorem.
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for c ≥ 0, w(x) = ω(x) − x and θ a differentiable and bijective function from and to R+, so
being ‘time-like’. We believe all our results extend to this generalisation in a very natural
way, with θ providing a flexible exit-time barrier in the limit as ε→ 0, but for now this just
remains a claim.
Proofs in this case become less tractable, complicated by the inverse function θ−1 and its
derivative, so we have preferred to avoid this for now. Moreover, from a practical perspective,
the role played by θ is more naturally accommodated by an exogenous scaling Λ(t)t ϕ(t),
according to some bijective and differentiable Λ. The practical value of this, for example in
the case of V¯t, is that we then obtain E[Λ(t)t V¯t] = Λ(t), so may easily control this expectation.
Before summarising some related work, let us finally remark that, when we come to consider
the properties of solutions ϕ as ε → 0, we will more precisely be considering entire families
{ϕε}ε>0 of solutions, which each solve Problem 1.0.3 driven by the respective function f = fε
depending on ε > 0. For brevity, we try to avoid making this mostly-superfluous notation
explicit, although will write things like ϕε → ϕ0 as ε→ 0 when clarity is clearly required.
4 Related literature
This article is unusual in its application of classical functional analysis, relating to IVPs, to a
problem from mathematical finance. Here we summarise books, articles and results which we
believe to be most related to this. Our two main references have been Coddington & Levinson
(1955) and Agarwal & Lakshmikantham (1993), and we refer to these in this section as C&L
and A&L.
Being non-Lipschitz in its spatial variable, our IVP-driving function
f(t, x) := ε−1
(
ω(x) + t− x)+ 1
rules out the application of most classical analysis regarding ODEs. Nevertheless we have
some very general results like the Cauchy-Peano existence theorem C&L (Theorem 1.2) which
does not demand this assumption, so we can make some use of this as a starting point.
It is uniqueness, rather than existence, which usually demands a Lipschitz property, yet
without uniqueness, our approach is called into question, since a non-unique solution of the
IVP may not correspond to the almost sure unique SDE which we intend to map back onto.
In establishing uniqueness, we refer to A&L, despite the first 19 uniqueness theorems here
demanding some form of quasi-Lipschitz property and so not being directly applicable!
It is Yosie’s theorem of A&L (Theorem 1.21.2) which best embodies our approach towards
establishing existence, uniqueness, and even limits of solutions, although we end up not
directly applying it. Instead, we make use of the upper and lower functions upon which
this result depends, as provided in A&L (Definition 1.21.1). We will adapt this to apply to
non-differentiable (even ca`dla`g) functions, however.
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Given we specifically treat an additively separable IVP, it is surprising that we can only find
Kaper & Kwong (1988) which appears to address such an example, of type x′ = φ(x) + p(t).
But immediately one sees this is very different; φ being differentiable, monotonically increasing
and concave, and p instead very general.
We should point out now that, since we will show our IVP x′ = f(t, x) may be inverted in
space and time to equivalently yield x′ = f(x, t)−1, it seems plausible that this transformed
problem has been addressed elsewhere, but being unusual, we guess it has not. Regardless,
this transformed IVP will allow us to ultimately apply one of the most basic uniqueness
theorems; Peano’s of A&L (Theorem 1.3.1), which is a special case of one-sided Lipschitz,
A&L (Theorem 1.2.5).
Since we ultimately plan to place a measure over the space from which ω, defining f , is drawn,
we are essentially working with a random ordinary differential equation (RODE), as defined
in Han & Kloeden (2017) and related articles. These RODEs however employ, rather than
contribute to, classical ODE theory, so cannot directly help us here.
Regarding time-changes, we have the recent applicable text Swishchuk (2016), not to mention
the classic Cont & Tankov (2003) and articles like Carr & Wu (2004), where the focus is on
Le´vy processes. As far as we are aware, however, not before has a time-change been employed
like its primary use here, in order to actually escape from the confines of a probability measure,
thereby providing an example of Skorokhod’s representation theorem.
It is worth mentioning recent lines of mathematical finance such as Armstrong, Bellani, Brigo,
& Cass (2018) and Brigo (2019), which also place focus on probability-free frameworks, but
these articles address more general questions than here, relating to pricing and hedging in
the absence of such a measure, and depend upon rough path theory. Although we all tar-
get probability-free interpretations of existing results (for example Ellersgaard, Jo¨nsson, &
Poulsen (2017) in their case) and derivations of new ones, the underlying mathematics is
ultimately very different.
We should use this opportunity to clarify that our use throughout of the term ‘pathwise’
will be as a convenient synonym for ‘probability-free’. It is important to appreciate this,
since ‘pathwise’ can be used as a misleading buzzword in seemingly-related literature, as in
‘pathwise asymptotics’ and ‘pathwise large deviations’.
We may draw a specific connection between a result here with the article Vellaisamy & Kumar
(2017), in which the exit-time of the IG process is studied, since this directly corresponds to
our limit Vˆ0 in Theorem 5.1.2. So we shed some light on their interpretation of this exit-time
as a supremum of Brownian motion with drift, given Vˆ0 as we present it takes precisely this
form. In the opposite direction, their results help us understand some probabilistic properties
of our limit, which should be of use in mathematical finance.
Although we have thus far failed to relate the functional Gaussian and IG limiting connection
15
established here (through the CIR SDE) and the similar random number connection presented
in Michael, Schucany, & Haas (1976), it is worth mentioning this short article in case others
are able to. It is possible to derive related equations, such as that for x1 presented there, by
discretising the CIR SDE.
To summarise: regarding IVPs, our most helpful references in preparing this article have been
C&L and A&L; function spaces and topologies: Whitt (2002), especially for a general intro-
duction to non-standard topologies on D; probability and stochastic processes: Applebaum
(2009) and Billingsley (1999); and volatility reversion: Fouque et al. (2011).
5 Main contributions
We now consolidate our results into three main existence, limits and uniqueness theorems
relating to the CIR IVP of Problem 1.0.3, and clarify immediate corollaries relating to the CIR
TCE and SDE. We prove the corollaries, as they will be considered more directly applicable
to mathematical finance, but defer the IVP-related proofs to Appendix A, just providing
intuition through explanatory remarks here.
In order to express the results of this section more succinctly, we define the following su-
premum S and exit-time E functionals
(5.0.1) S(ϕ)(t) := sup
{
ϕ(u) : u ∈ [0, t)
}
, E(ϕ)(x) := inf
{
u > 0 : ϕ(u) > x
}
,
for any continuous ϕ. Refer to Whitt (1971), Whitt (1980) and Puhalskii & Whitt (1997),
for details regarding these functionals in the context of limit theorems, or Whitt (2002) for a
more general background. We adopt the convention inf ∅ :=∞ in the definition of E.
5.1 Three main theorems regarding the CIR IVP
As in the CIR IVP, Problem 1.0.3, let ε > 0 denote a reversionary timescale, ω ∈ C any noise
trajectory and ϕ = ϕε(ω) a time-averaged volatility solution, so that ϕ
′ = ϕ′ε(ω) corresponds
to a volatility trajectory. Always let e denote the identity element of C, verifying e(t) = t.
Theorem 5.1.1 (Existence and bijectivity). Every CIR IVP admits a bijective solution
ϕ : [0, T )→ R+. In addition to T ∈ (0,∞], we find T + ε > S(e− ω)(∞).
Proof. See Subsection A.2 of Appendix A.
From this result we immediately see that S(e − ω)(∞) = ∞ is sufficient for T = ∞, and so
for ϕ to constitute a bijection from and to R+. This condition is not necessary, however, as
may be verified using the particular case ω = e, which yields a simple parabolic solution ϕ.
This condition S(e− ω)(∞) =∞ will naturally be satisfied almost surely by most, if not all,
stochastic processes which provide reasonable models of noise. For example, this condition is
weaker than that of recurrence, mentioned in Section 3.
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To provide some intuition for how this bound on T is derived, notice that on the parametric
curve (e − ω − ε, e) restricted to R2+, we find f = 0. Since this curve must start above any
solution ϕ, it provides a reflective upper barrier. This barrier is actually the precise analogue
of the reflective lower barrier of 0 for solutions V to the CIR SDE. To the extent that this
curve extends in time into R2+, it provides an upper bound to ϕ, or upper function, to use the
terminology of Yosie’s theorem, Agarwal & Lakshmikantham (1993, Theorem 1.21.2). The
continuation of a solution may then be used to establish the claimed existence; see Coddington
& Levinson (1955, Chapter 1 Theorem 4.2, Chapter 2 Theorem 1.2) for some background.
Although we think of the CIR IVP as a solution map from noise to volatility IVP: ω 7→ ϕ(ω),
this general preservation of bijectivity also suggests we can generally consider it to map from
one notion of time to another IVP: t 7→ ϕ(t). Under the generalisation of Equation 3.0.4, this
would become IVP: θ(t) 7→ ϕ(t), and this opens the door to higher-dimensional IVPs of form
∇x = F (t, x), analogous to higher dimensional Itoˆ SDEs.
Although at first ϕ being bijective and differentiable can seem a little restrictive as regards
volatility, it is not at all. The only restriction this places on the corresponding volatility
trajectories ϕ′ is that they remain positive and reach zero only countably often. They may
have any Ho¨lder regularity, inherited directly from ω, for example.
Hereafter, the exit-times ϕˆ := E(ϕ) become central to our analysis. Since any solution
ϕ : [0, T ) → R+ is bijective, ϕˆ : R+ → [0, T ) is always its bona fide inverse, verifying
ϕ ◦ ϕˆ = e, and also being bijective and differentiable. We therefore may simply think of ϕˆ as
ϕ with its space and time coordinates switched.
Theorem 5.1.2 (Bounds in time and fast reversion limits). For each x ∈ R+, the exit-time
ϕˆ := E(ϕ) verifies ϕˆ(x) ∈ [ϕˆ−(x), ϕˆ+(x)], where
ϕˆ−(x) := S(e− ω)(x)− ε, ϕˆ+(x) := S(e− ω)(x) + 2
√
xε.
So as ε → 0, we have convergence ϕˆε → ϕˆ0 := S(e − ω) on (C,C ). These bounds of ϕˆ in
space are bounds of ϕ in time, so provide ϕε → ϕ0 := E(e− ω), but on (D,D).
Assuming the reader is not completely familiar with the functionals S and E, it should help
to refer to Figure 1 and Figure 2, where we graphically exhibit ϕε → ϕ0 := E(e− ω) for two
choices of ω.
Proof. See Subsection A.3 of Appendix A.
The lower bound ϕˆ− here derives simply from the parametric upper bound (e − ω − ε, e)
of ϕ just discussed. Proving the upper bound ϕˆ+ is trickier, but ultimately demands only
elementary calculus and geometry.
That ϕˆε → ϕˆ0 on (C,C ) leads to ϕε → ϕ0 on (D,D) will not be obvious to anyone not recently
familiar with Skorokhod’s M1 metric. The quickest way to see this is by using the result of
17
Puhalskii & Whitt (1997) that E : (C,C ) → (D,D) is continuous,6 and that E ◦ S = E,
which is covered in Whitt (1971).
However, taking this continuous mapping approach disguises the fact that the uniform conver-
gence ϕˆε → ϕˆ0 in space of the inverses of {ϕε}ε>0, is in general a stronger form of convergence
than ϕε → ϕ0 on (D,D). Convergence on (D,D) instead allows for elements, considered as
parametric representations, to differ in both of their space and time components, provided
both converge eventually. See Whitt (2002) for more details.
Although not one of our primary focuses, these bounds are reassuring for simulation purposes.
For example, although previously all we could say is ϕ′(t) ∈ Fωϕ(t), now we can also say
Fωϕ(t) ∈ FωE(e−ω−ε)(t). Although perhaps not apparently helpful, the latter tells us that if we
require ϕ and ϕ′ over [0, t), we only need draw ω over [0, x) until x− ω(x)− ε > t.
Theorem 5.1.3 (Uniqueness and space of solutions). There is precisely one solution ϕ of any
CIR IVP, so also ϕˆ. Moreover, for any ε > 0, any bijective and differentiable ϕ : [0, T )→ R+
is a solution, when ω ∈ C is given by ω(t) := t− ϕˆ(t) + ε (ϕˆ′(t)−1 − 1).
Proof. See Subsection A.4 of Appendix A.
Uniqueness may be established directly, using arguments like those in the proof of Yosie’s
theorem. More elegantly, we may use the relationship ϕ′(t) = ϕˆ′(ϕ(t))−1 to transform the
IVP x′ = f(t, x), x(0) = 0 with solution ϕ into the equivalent x′ = f(x, t)−1 x(0) = 0 with
solution ϕˆ. This widens our theoretical armoury and actually will allow us to apply Peano’s
early uniqueness theorem; a special case of the one-sided Lipschitz theorem, as mentioned in
Section 4.
Obtaining the path ω which generates any differentiable and bijective ϕ : [0, T )→ R+ follows
a straightforward inversion of the IVP, and evaluating this at the well-defined time t = ϕˆ(x).
Simple arguments then clarify that ω ∈ C and it will not, for example, explode.
Letting B denote the space of all differentiable and bijective paths from some [0, T ) to R+,
now we may say that, not only does the solution map IVP: ω 7→ ϕ constitute a bijection
from C to B for any ε > 0, but one in which, by simply allowing ε → 0 and selecting ω
appropriately, we can generate any discontinuous limit E(e− ω).
This is what we mean by saying that solutions ϕ of the CIR IVP essentially cover all models
for volatility by sampling ω under a suitable measure P, which is precisely true provided one is
comfortable with volatility being continuous, positive and having only countably many zeros.
6Technically, we should always refer to the minor M ′1 topological extension introduced there, to alleviate
possible lack of convergence at the origin. Otherwise, this single point may be excluded.
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5.2 Corollaries regarding the CIR TCE and SDE
Now let Z be the canonical process on (C,C ,P) for any P, and label Z = W when P = W.
Then the results of the previous subsection may be alternatively expressed as:
Corollary 5.2.1 (CIR TCE; pathwise convergence). The CIR TCE of Equation 3.0.3,
ε(Xt − 1) = (Z ◦ X¯)t + t− X¯t,
admits a solution for every Z(ω) ∈ C, with all of the properties of ϕ from Subsection 5.1
applying to every path X¯(ω). In particular, the time-average X¯ and its exit-time Xˆ satisfy
as ε→ 0
X¯ε → X¯0 := E(e− Z) on (D,D), Xˆε → Xˆ0 := S(e− Z) on (C,C ).
Proof. After identifying X¯(ω) = ϕ, this says nothing more or less than Subsection 5.1, only
a (redundant) probability measure is now included in the statement.
Although Xˆε → Xˆ0 on (C,C ) provides the finite-dimensional convergence Xˆε f.d.−−→ Xˆ0, this
is not necessarily true of {X¯ε}ε≥0. For example, consider P = δω, so marginal distribu-
tions are also Dirac measures. Convergence on (D,D) does however provide uniform con-
vergence almost everywhere (see Skorokhod (1956) for more details), so P only has to make
X¯0 stochastically continuous for X¯ε
f.d.−−→ X¯0. Ultimately, this will allow us to conclude the
convergence of any finite-dimensional derivative price emanating from X¯ or V¯ .
It would be interesting to consider whether, for any Le´vy subordinator L, there exists some
measure P such that X¯0 := E(e − Z) d= L. In this case, as well as covering the space of
all continuous volatility models, the space of all discontinuous processes would also be quite
naturally accommodated as fast reversion limits!
Corollary 5.2.2 (CIR SDE; weak convergence). The CIR SDE of Equation 1.0.1,
εdVt =
√
VtdWt + (1− Vt)dt, V0 = 1,
admits a solution, with all of the properties of ϕ from Subsection 5.1 applying almost surely
to V¯ . In particular, the time-average V¯ and its exit-time Vˆ satisfy as ε→ 0
V¯ε
d−→ V¯0 := E(e−W ) on (D,D), Vˆε d−→ Vˆ0 := S(e−W ) on (C,C ).
The limit V¯0 is the IG Le´vy process of Applebaum (2009), and the limit Vˆ0 is its exit-time
studied in Vellaisamy & Kumar (2017).
Proof. Convergence follows from Corollary 5.2.1, in the special case when P = W, and the
fact that Vε
d
= Xε for all ε, which is proved in Lemma 3.0.2. Other properties holding almost
surely is just an artefact of the DDS theorem applying in this sense.
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Now we provide two stronger results regarding the CIR SDE, which originate from attempts
to extend Corollary 5.2.2 beyond weak convergence. We focus on the family {V¯ε}ε≥0 only for
brevity.
Corollary 5.2.3 (CIR SDE; convergence in probability). Let Vε be as in Corollary 5.2.2,
and the family {Bε}ε>0 of Brownian motions be defined elementwise as in Lemma 3.0.1 by
Bεt :=
∫ Vˆ εt
0
√
V εu dWu. Then,
V¯ε − E(e−Bε) p−→ 0 on (D,D).
Proof. We have V¯ε − E(e − Bε) d= X¯ε − E(e −W ) and since X¯ε − E(e −W ) → 0 we get
V¯ε − E(e−Bε) d−→ 0, and so also V¯ε − E(e−Bε) p−→ 0.
It is not clear whether this family {Bε}ε>0 has a limit B0 := limε→0Bε, but we have no
evidence that it does, and our intuition tell us it does not. Nevertheless, such a limit would
provide V¯ε
p−→ E(e−B0). Along these lines, we have instead the following.
Corollary 5.2.4 (CIR SDE; almost sure convergence). Suppose that {Bε}ε>0 are a family
of Brownian motions which each verify
Wt =
∫ Vˆ εt
0
√
V εu dB
ε
u, εdV
ε
t =
√
V εt dB
ε
t + (1− V εt )dt, V ε0 = 1.
Then,
V¯ε
a.s.−−→ E(e−W ) on (D,D).
For the same result, we could equivalently assume {µε}ε>0 are the family of Wiener distribu-
tions µε := WB−1ε of Bε, and Vε solves the canonical CIR SDE on the space (C,C , µε).
Proof. Having Vε solve these SDEs, driven by very particular non-canonical Brownian mo-
tions, provides that each Vε almost surely solves the TCE
εdV εt = d(W ◦ V¯ε)t + (1− V εt )dt, V ε0 = 1,
by Lemma 3.0.2. So we obtain V¯ε
a.s.−−→ E(e−W ), again by Corollary 5.2.1 with P = W.
As is the power of convergence results, it is now tempting to start applying mapping theor-
ems, for example those presented in Skorokhod (1956, Theorem 3.2.3) and Billingsley (1999,
Theorem 2.7). For example, the practitioner is likely interested in the kind of derivative prices
which do and don’t converge as ε → 0. In this regard we provide these two consolidatory
results, although leave their application for future work.
Lemma 5.2.5 (Continuous mapping). Let X¯ε solve the CIR TCE from (C,C ,P) and ϕε :=
X¯ε(ω). Let h : (D,D) → (E,E ) be a continuous function onto the topological space (E,E ).
Then h(ϕε)→ h(ϕ0) as ε→ 0 on (E,E ). Similarly, h(X¯ε) d−→ h(X¯0) on (E,E ), and for this
h need only be continuous almost everywhere, with respect to the limit distribution PX¯−10 .
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Proof. See Skorokhod (1956, Theorem 3.2.3) or Billingsley (1999, Theorem 2.7).
Although not that different to Lemma 5.2.5, in practice it is helpful to also observe the
following result which is directly applicable to derivative pricing, Radon-Nikodym derivatives,
etc.
Lemma 5.2.6 (Dominated mapping). Let h be continuous almost everywhere as in Lemma 5.2.5,
map onto (C, | · |) and be such that {h(X¯ε)}ε>0 is dominated by a P-integrable function. Then
E[h(X¯ε)]→ E[h(X¯0)].
Proof. Since we have pathwise convergence h(ϕε) → h(ϕ0) as ε → 0 on (C, | · |), we may
apply the dominated convergence theorem for E[h(X¯ε)] → E[h(X¯0)] provided {h(X¯ε)}ε>0 is
dominated by a P-integrable function.
It turns out that, given our main result applies on the non-standard topology (D,D), ap-
plying these general results is not (necessarily) straightforward, even a little dangerous. For
example, even the composition map, already present in the CIR IVP component ω ◦ ϕ, viol-
ates continuity. In particular, although we have established ϕε → ϕ0 on (D,D), in general
ω ◦ ϕε → ω ◦ ϕ0 = ϕ0 − e on (D,D) will be violated. The fact that ω ◦ ϕ0 = ϕ0 − e, as used
here, follows straight from the definition of ϕ0 and continuity of ω.
The ‘excursion-based’ cause of this violation, as mentioned in Section 1, is fascinating, and is
demonstrated graphically in Figure 4, since we see ω ◦ϕε+e 6→ ϕ0. We leave proper coverage
of this for future work, however, in order to present it with due care, and to not complicate
the present article. As a spoiler, it proves better to think of the path ω ◦ ϕε as a parametric
representation (e, ω ◦ ϕε) = (ϕˆε, ω) ◦ ϕε, then we obtain (ϕˆε, ω)→ (ϕˆ0, ω) on (C × C,C )!
6 Future work
We consolidate some avenues for future research which have arisen throughout this article.
In particular, we focus on generalising CIR-based results to accommodate a time-dependent
exit-time barrier, and present how the the Heston price process may be treated on a pathwise
basis. Finally, we explain how we may benefit from modeling volatility and price trajectories
parametrically, as just mentioned in the previous section. Some more directions for future
work are provided in Appendix B.
We hope that the general applicability of our pathwise approach towards understanding volat-
ility trajectories is now clear, and so do not mean to repeat ourselves here. It is worth men-
tioning, however, that although this work has proved some theoretical uses of this approach,
practical implications, for example simulation using the TCE as opposed to the SDE, are
not yet clear. We have certainly encountered no difficulties when producing the imagery of
Appendix C.
From the outset of Equation 1.0.1 we have worked with a normalised CIR SDE, the solutions
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of which helpfully verify E[Vt] = 1. As explain in Section 3, we may use a deterministic scaling
Λ to then control E[Λ(t)t V¯t] = Λ(t) as ever we need. Alternatively, we could make use of the
‘time-like’ (differentiable and bijective) scaling θ : R+ → R+ to arrive at the generalised CIR
SDE
(6.0.1) εdVt = σ
√
VtdWt + (θ
′(t)− Vt)dt, V0 = v,
and this would lead to a generalised CIR IVP with driving function
f(t, x) = ε−1
(
σω(x) + θ(t)− x
)
+ v.
We envisage no material difficulty in proving the following result, and analogous ones as
regards TCE solutions X¯ and IVP solutions ϕ, although for now this remains just a claim.
Claim 6.0.1 (Generalised CIR convergence). Let the family {Vε}ε>0 each verify Equa-
tion 6.0.1. Then V¯ε → V¯0 as ε→ 0 on (D,D), where V¯0 is the exit-time given by
V¯ 0t := inf
{
s > 0 : s− σWs > θ(t)
}
.
Notice that V¯0 coincides with the IG Le´vy subordinator only when θ(t) := ϑt, then fully-defined
by V¯ 0t
d
= IG(δt, γ) with δ = ϑσ−1, γ = σ−1.
Now suppose that V solves the CIR SDE of Equation 1.0.1 again, and ϕ the CIR IVP
of Problem 1.0.3. Then, we are especially interested to address the log-Heston processes
Ht = H
ε
t using the paths h(t) = hε(t;ω, ω¯), with each provided (just as an example) by
Ht :=
∫ t
0
√
Vud(W¯ −W )u −
∫ t
0
Vudu, h(t) := (ω¯ ◦ ϕ)(t)− (ω ◦ ϕ)(t)− ϕ(t)
for Brownian motion (W¯ ,W ) and ω¯, ω ∈ C. Notice that we have fully-simplified this prob-
abilistic definition, in the sense that E[eHt ] = E[Vt] = 1 for t ∈ R+.
As we have mentioned, we will in general not find ω¯ ◦ ϕε → ω¯ ◦ ϕ0, nor ω ◦ ϕε → ω ◦ ϕ0,
and this will mean that we cannot extend the result of Mechkov (2015) in order to establish
(V¯ε, Hε)→ (V¯0, H0) on (D,D), where (V¯0, H0) is an IG-NIG Le´vy motion of Barndorff-Nielsen
& Shephard (2001). Due to the stochastic continuity of (V¯0, H0), however, we will obtain
(V¯ε, Hε)
f.d.−−→ (V¯0, H0), which essentially means the same thing for any practical purpose.
The precise limit of (V¯ε, Hε), or just Hε, requires an appreciation of the topologies (E,M)
or (F,M) of Whitt (2002, Chapter 15) which we have avoided in the present article. As this
limit will differ from a NIG process due to excursions, a natural question to ask is whether
such excursion are observed in realised trajectories, or are consistent with derivative prices
such as barrier options, for example.
In this regard, and to gain intuition for these excursions, consider the parametric representa-
tion (e, ω◦ϕε) as at the end of Section 5. This traces out the same spacetime curve as (ϕˆε, ω),
and we may immediately conclude (ϕˆε, ω)→ (ϕˆ0, ω), on the product topology (C × C,C ).
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Since ϕˆ0 constitutes a trajectory of time which may ‘pause’, we see excursions in space may
be created by the behaviour of ω when this happens. This suggests that we could benefit
from modeling volatility and price trajectories using such spacetime, or worldline, parametric
representations from the outset. This would not be so absurd, given that trade data is
typically provided in this parametric way; with each stochastic trade time and stochastic
level indexed by a somewhat arbitrary trade identifier.
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A Main proofs for Section 5
Our main IVP-related proofs are collected here. Again, we refer to Coddington & Levinson
(1955) and Agarwal & Lakshmikantham (1993) as C&L and A&L. After the preliminaries
section, we start using  when the proof of a subsection’s focus (e.g. existence, continuation
in time, etc.) is complete, and  once the section’s focus (e.g. Theorem 5.1.1) is complete.
Throughout this section, we assume the function fε(ω) = f : R2+ → R to be defined via a
reversionary timescale ε > 0 and noise trajectory ω ∈ C as in Problem 1.0.3:
f(t, x) := ε−1
(
ω(x) + t− x
)
+ 1.
We always use ϕ to denote a solution to Problem 1.0.3, summarised by x′ = f(t, x), x(0) = 0,
and will refer to the t and x variables as time and space, as usual.
A.1 Preliminaries
For some background, it is worth reading A&L (De.1.21.1) which introduces upper and lower
functions ϕ±, A&L (Th.1.21.1) which establishes that these constitute upper and lower bounds
to any solution ϕ, and Yosie’s characterisation of uniqueness should help too, A&L (Th.1.21.2).
However, all we will technically need is the following variation of these results. This result
may be generalised in a few different ways, but we don’t make it any more complicated that
it needs to be for our purposes.
Lemma A.1.1 (Ca`dla`g upper functions). Let ϕ+ ∈ D be non-decreasing and verify
f(t, ϕ+(t)) < 0, ϕ+(0) > 0
over [0, T ). Then any solution ϕ over [0, T ) satisfies ϕ(t) < ϕ+(t). The weaker conclusion
ϕ(t) ≤ ϕ+(t) follows if instead f(t, ϕ+(t)) = 0 but we may additionally find some interval
[0, ) such that f(t, ϕ+(t) + x) < 0 for x ∈ [0, ).
Proof. Having ϕ+(0) > 0 = ϕ(0) ensures any solution ϕ starts below ϕ+. First assume the
strict inequality f(t, ϕ+(t)) < 0. Since ϕ+ is non-decreasing, ϕ cannot exceed ϕ+ without
a first point of equality; ϕ(t) = ϕ+(t). Such a point gives ϕ a negative slope, since ϕ
′(t) =
f(t, ϕ+(t)) < 0. This would force ϕ to be above the non-decreasing path ϕ+ at earlier times,
yet ϕ must fall below ϕ+ before reaching its starting point at the origin (0, 0). This provides
a point of equality at an earlier time, so contradicts our assumption that t was the first such
point.
Precisely the same reasoning applies in the weaker case of f(t, ϕ+(t)) = 0, provided we have
some interval [0, ) such that f(t, ϕ+(t) + x) < 0 for x ∈ [0, ). The conclusion is slightly
weaker, however, in that ϕ cannot exceed ϕ+, but we cannot (in general) guarantee that ϕ
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may not touch ϕ+.
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The fact that in our case we will be able to establish an upper function and interval such
that f(t, ϕ+(t) + x) < 0 for x ∈ [0, ) will likely not yet be clear. This will be covered in
the next section. Clearly we may defined lower functions ϕ− and establish lower bounds in
precisely the same way as with ϕ+. In this case, ϕ−(0) = 0 becomes acceptable, since we
know ϕ′(0) = f(0, 0) = 1 > 0.
Finally, notice that f(t, 0) = ε−1t+ 1 is positive for t ∈ R+. This means that ϕ− = 0 verifies
the reverse properties of Lemma A.1.1, so provides a lower function as just defined, thus
bound. In particular, to the extent that a solution ϕ exists, it must remain positive. We
make this point just so it is clear that ω need only be defined on R+, rather than the entirety
of R, for our problem to always make sense. Thankfully we will be able to establish a much
stronger lower bound than 0 in Subsection A.3.
A.2 Proof of Theorem 5.1.1
We are required to prove the existence of a bijective solution ϕ : [0, T )→ R+, and the bound
T+ε > S(e−ω)(∞). Technically, we will settle for the existence of bijective ϕ : [0, T )→ [0, χ)
with T ∨ χ =∞ here, then will clarify χ =∞ in Subsection A.3.
Existence. The famous Cauchy-Peano theorem of C&L (Ch.1 Th.1.2) now provides the
existence of a solution ϕ over some time interval [0, ) with  > 0. The details of this theorem
are not important for us, although intuition for some later results will come through an
appreciation of its proof, using the notion of ‘-approximating’ solutions, and convergence to
a bona fide solution via the Ascoli lemma, both provided in C&L (Ch.1).
Continuation in time. Since f is continuous on the entirety of R2+, the Cauchy-Peano
solution may be ‘continued’ to its boundary. This follows from the continuation theory
summarised by C&L (Ch.2 Th.1.3), but see also C&L (Ch.1 Th.4.1). It is not possible for
this solution ϕ to reach either of the boundaries of R2+ at which t = 0 or x = 0; the former
is trivial, since this would demand ϕ traveling backwards in time, and the latter was already
established as a strict lower bound.
A little surprisingly, this provides the existence of a solution ϕ : [0, T ) → [0, χ) for some
T, χ > 0 verifying T ∨ χ =∞, so that ϕ reaches the ‘proper’ boundary of R2+. Now we need
to make use of ω ∈ C and ε > 0 to obtain a more practically helpful lower bound on T than
. We achieve this by establishing an upper bound to ϕ for t < S(e− ω)(∞)− ε, which leads
to the claimed inequality T + ε > S(e− ω)(∞).
Consider the parametric curve Φ(0) := (e− ω − ε, e), consisting of points (x− ω(x)− ε, x) ∈
R × R+ for x ∈ R+. On this curve (restricted to R2+), we find f = 0. Moreover, we have
7We know that, depending on ω, it can be possible for a solution ϕ to touch such an upper function ϕ+,
so verifying ϕ′ = 0, because this corresponds to the CIR process touching zero, which we know to be possible.
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f < 0 at earlier times and f > 0 at later times, since f is increasing in time. It will prove
important that Φ(0) is non-decreasing, in fact also bijective, in space, meaning that for every
level x there exists precisely one time t = x− ω(x) such that (t, x) ∈ Φ(0). We suggest now
referring to Figure 1 to help visualise these remarks, and continuing to do so. There we plot
the curve Φ(1) := (e− ω, e), on which f = 1, which is more relevant to later results.8
Notice that Φ(0) originates from (−ε, 0), so due to the continuity of ω, first enters R2+ at
a point above (0, 0), from where ϕ starts. According to Lemma A.1.1, a ca`dla`g path ϕ+
coinciding with points on the curve Φ(0) thus provides an upper function which ϕ may not
exceed, provided we have f(t, ϕ+(t) + x) < 0 for x in some [0, ).
Consider the minimum such ca`dla`g path deriving from Φ(0), which is given by the first exit-
time ϕ+ = E(e− ω − ε). Recalling our convention inf ∅ :=∞, this path remains finite (so a
proper element of D) provided t < S(e−ω−ε)(∞); this upper bound is precisely the distance
in time that Φ(0) extends into R2+.
To finally see f(t, ϕ+(t) + x) < 0 for x in some [0, ), notice that since ϕ+ is the minimum
ca`dla`g path deriving from Φ(0), and that Φ(0) is bijective and unbounded in space, there must
always exist an interval in space above each point ϕ+(t) such that the curve Φ(0) is above
this interval in time. Now the conclusion follows since f < 0 at all earlier times than those on
Φ(0). This provides ϕ(t) ≤ ϕ+(t) for t+ ε < S(e− ω)(∞), and so T + ε < S(e− ω)(∞).
Bijectivity. Now we have established the spatial bounds ϕ(t) ∈ [ϕ−(t), ϕ+(t)] with
ϕ−(t) = 0, ϕ+(t) = E(e− ω − ε)(t),
provided t < S(e− ω)(∞)− ε. Geometrically, it is quite straightforward to see that ϕ is thus
confined to a region in which f ≥ 0, ensuring ϕ′ ≥ 0. All we would have needed for this is
that Φ(0) provides a lower bound to ϕ in time, but what we have is a little stronger than
this.
Bijectivity of ϕ may therefore only be violated if we find ϕ′ = 0 over an open time interval.
However, ϕ′(t) = 0 demands ϕ(t) = ϕ+(t). Again, since ϕ+ derives from Φ(0), which is
non-decreasing and bijective in space, time points at which ϕ′(t) = 0 and ϕ(t) = ϕ+(t) must
be countable, if any exist at all; the opposite would lead to the absurdity that ϕ′(t) = 0 yet
ϕ be increasing like ϕ+. The combination of ϕ
′(t) ≥ 0 with countably many points at which
ϕ′(t) = 0 ensures the bijectivity of ϕ.
We cannot yet rule out ϕ being globally bounded in space, so χ < T =∞, although we will
find in Subsection A.3 that χ < ∞ would ultimately violate ω being bounded (negatively)
over compact intervals.  
8We do not formally define Φ as a function from gradients to parametric curves, although this is the manner
in which we shall use it.
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A.3 Proof of Theorem 5.1.2
We are required to establish the bounds
ϕˆ−(x) = S(e− ω)(x)− ε, ϕˆ+(x) = S(e− ω)(x) + 2
√
xε
on ϕˆ := E(ϕ), and show why this leads to the claimed convergences as ε→ 0.
Bounds. By Theorem 5.1.1, we understand a solution ϕ : [0, T )→ [0, χ) with T ∨ χ =∞ to
exist, and any such solution to be bijective. The inverse function ϕˆ = ϕ−1 : [0, χ)→ [0, T ) is
thus well-defined, and precisely given by E(ϕ). Notice that the upper bound ϕ+ = E(e−ω−ε)
to ϕ then provides the lower bound ϕˆ− = S(e − ω − ε) to ϕˆ. This is straightforward to see
graphically, although formally follows an application of E, and that E ◦ E = S. Refer to
Whitt (1971) for such ‘dual’ properties of these functionals. We may relax this to the lower
bound given by ϕˆ−(x) = S(e− ω)(x)− ε.
Instead of thinking of ϕˆ− as a lower bound in space to ϕˆ, we find it more helpful to think of
it as a lower bound in time of ϕ. To make this precise: the time at which ϕ will reach the
level x in space is given by t = ϕˆ(x), and this is bounded below by ϕˆ−(x). Now we derive
instead an upper bound in time ϕˆ+, which is trickier to do than for ϕˆ−, but applies the same
principles. Again, placing our remarks on Figure 1 should help clarify them.
Just like we find f = 0 on Φ(0), we have f = 1 on Φ(1) = (e − ω, e). Now fix a level x and
consider the time t at which ϕ(t) = x. At later times than on Φ(1), we find f > 1, so tracing
out a line from the point (S(e− ω)(x), 0) with slope 1 up to the level x, we define an upper
bound in time for ϕ, applicable up to level x, given by S(e− ω)(x) + x.9
Although this demonstrates a process for finding such an upper bound in time, this particular
one is not useful as ε→ 0 ! So now consider instead the curve Φ(1 + εα−1) := (e− ω + εα, e)
for α ∈ (0, 1), on which f = 1 + εα−1; recall that ∂tf(t, x) = ε−1 to see this. Fixing x as
before, we may now move from (S(e−ω+ εα)(x), 0) with slope 1 + εα−1 up to the level x, to
obtain another upper bound in time, now given by S(e − ω)(x) + εα + (1 + εα−1)−1x. This
is less than S(e− ω)(x) + εα + ε1−αx.
By selecting α = 12 , we may relax this to ϕˆ+(x) = S(e − ω)(x) + (1 + x)
√
ε, which is as
claimed. We may actually allow the selection of α ∈ (0, 1) to depend on the level x, in which
case by minimising εα + ε1−αx with respect to α, we should select α = 12 (1 + logε x) to find
that (1 + x)
√
ε may be replaced by 2
√
xε.
Continuation in space. The upper bounds in time like ϕˆ+(x) = S(e− ω)(x) + 2
√
xε just
established are clearly not able to explode as x increases, otherwise ω being bounded over
compact intervals would be violated. Since such a bound ϕˆ+ exists for all x ∈ R+, so ϕ must
be unbounded in space. This clarifies that the continuation employed in Subsection A.2 is
indefinite in space, meaning χ = ∞, and so that there exists bijective ϕ : [0, T ) → R+ for
9This actually corresponds to a lower function to ϕ in the original sense of A&L (De.1.21.1).
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some T ∈ (0,∞].
Limits. The hard work is complete towards proving limits as ε → 0. We now think of ϕˆ as
a bona fide inverse function rather than the exit-time of ϕ (although we know the two to be
equivalent). Recall the definitions of bounds ϕˆ±, and note the inequalities
ϕˆ− ≤ ϕˆ, S(e− ω) ≤ ϕˆ+.
Allowing ‖ · ‖x to denote the uniform norm over [0, x), clearly this provides
‖ϕˆ− S(e− ω)‖x ≤ ‖ϕˆ+ − ϕˆ−‖x = ε+ 2
√
xε→ 0
as ε→ 0, which is precisely the statement ϕˆε → S(e− ω) on (C,C ) applicable to the family
{ϕˆε}ε>0. Since the functional E : (C,C )→ (D,D) is continuous and verifies E ◦ S = E (see
Puhalskii & Whitt (1997) and Whitt (1971) respectively), we immediately obtain
ϕε = E(ϕˆε)→ (E ◦ S)(e− ω) = E(e− ω),
on (D,D), as claimed.  
To provide a little more intuition for this, since the M1 distance dt(E(e − ω), ϕ) up to time
t accounts for distances both in space and time over all possible parametric representations,
rather than just distance in time and for one specific parametric representation, we can more
specifically write
dt(E(e− ω), ϕ) ≤ ‖ϕˆ− S(e− ω)‖ϕ(t) → 0
as ε → 0. The norm’s value here coincides with the M1 distance when using the specific
parametric representation of ϕ given by (ϕˆ, e). See Whitt (2002) if more details are desired.
A.4 Proof of Theorem 5.1.3
Now we must establish uniqueness of solutions to Problem 1.0.3; notice there is no dependence
of limits on this. Then, we must show that any bijective and differentiable trajectory ϕ :
[0, T )→ R+ provides a solution for a specific choice of noise trajectory ω ∈ C.
Uniqueness. Having established the bijectivity of ϕ : [0, T ) → R+, uniqueness may be
proved swiftly, despite having no constraints on the regularity of f in its spatial variable. This
is because if ϕ solves x′ = f(t, x), x(0) = 0, then its inverse ϕˆ solves x′ = f(x, t)−1 =: fˆ(t, x),
x(0) = 0.10 When working with this inverse IVP x′ = fˆ(t, x), we should restrict the spatial
domain of this problem between the known bounds ϕˆ± from Subsection A.3. The fact that
we may find fˆ(t, x) → ∞ as x → ϕˆ−(t) should be questioned, but ultimately provides no
material cause for concern.
We written out explicitly:
fˆ(t, x) =
1
ε−1(ω(t) + x− t) + 1 ,
10This can be a little confusing, but follows elementary properties of calculus, like ϕˆ′(x) = ϕ′(ϕˆ(x))−1. The
reader should be convinced after verifying that if ϕ solves x′ = t, then ϕˆ solves x′ = x−1.
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we clearly face an unusual IVP in x′ = fˆ(t, x) for ϕˆ. However, since fˆ(t, x) is non-increasing
in x, it verifies the requirements of even Peano’s uniqueness theorem: A&L (Th.1.3.1).
A direct uniqueness proof is made a little tidier than that of Peano’s by having the differen-
tiability of f with respect to t. Let ϕ1,2 be two solutions of Problem 1.0.3, having inverses
ϕˆ1,2, and define the function ρ by ρ(x) := ϕˆ2(x) − ϕˆ1(x). ρ then monitors the difference in
time for ϕ1,2 to reach the level x, satisfies ρ(0) = 0, and is well-defined for all x ∈ R+. We
may assume without loss of generality that ρ ≥ 0, over some interval [0, ), but then we will
show ρ′(x) = ϕˆ′2(x) − ϕˆ′1(x) ≤ 0, forcing us to conclude ρ = 0. We could now invoke the
function fˆ , or instead may more directly write
ϕ′2
(
ϕˆ2(x)
)− ϕ′1(ϕˆ1(x)) = ∫ ϕˆ2(x)
ϕˆ1(x)
∂sf(s, x)ds = ε
−1ρ(x) ≥ 0.
The first equality here represents the fundamental theorem of calculus applied at the fixed
level x, between times t1,2 = ϕˆ1,2(x), and the second equality follows from ∂tf(t, x) = ε
−1.
From this we conclude ϕˆ′2(x)
−1 − ϕˆ′1(x)−1 ≥ 0, so ρ(x) = ϕˆ′2(x) − ϕˆ′1(x) ≤ 0. This provides
ρ = 0, so ϕˆ2 = ϕˆ1, and ϕ2 = ϕ1.
The solution space. Let B be the space of positive, differentiable and bijective paths, from
some [0, T ) to [0,∞), where T may vary from element to element. Then we have shown that
for fixed ε > 0, Problem 1.0.3 maps any ω ∈ C to a unique element of B. A natural question
to ask is whether for fixed ε > 0 any ϕ ∈ B solves this problem for some ω ∈ C, and so
whether B provides the space of solutions, and whether this problem may be considered a
bijection from C to B. (Not to be confused with solutions ϕ also being bijective!)
It is not too difficult to see that this indeed is the case. Simply evaluating ϕ′(t) = f(t, ϕ(t))
at the well-defined time t = ϕˆ(x), and then utilising the relationship ϕ′(ϕˆ(x)) = ϕˆ′(x)−1, we
obtain the unique driver ω given by
ω(x) = x− ϕˆ(x) + ε (ϕˆ′(x)−1 − 1) ,
as claimed. Represented like this, it is not immediately clear that ω will remain bounded over
compact intervals, but since ϕˆ is, the component ϕˆ′(x)−1 becomes the only concern. Since
f is bounded on compacts, so too is ϕ′, and this ensures ϕˆ′ > 0 on compacts. We may still
have ϕˆ′(x)→ 0 as x→∞, but this is acceptable, and so we see ω ∈ C.  
Simulation. Our purpose in this regard is only to validate our use of the forward Euler
scheme in the examples of Appendix C, although clearly the practitioner will have a wider
interest. Specifically, we mean the scheme used in the proof of Cauchy-Peano existence, C&L
(Ch.1 Th.1.2).
Consider this scheme with diminishing timesteps {δn} as a means to generate n-approximating
solutions of ϕ. Since we have established the uniqueness of ϕ, the remarks following C&L
(Ch.1 Th.1.2) tell us that all sequences of n-approximating solutions with n → 0 necessarily
converge to ϕ as n→∞. (And so a dependence on the Ascoli Lemma is not required.)
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Therefore, to establish the convergence of the forward Euler simulation scheme to ϕ, we only
need to confirm that paths generated by the scheme with diminishing timestep δn → 0 indeed
correspond to a sequence of n-approximating solutions with n → 0. This appears trivial at
first but is not quite.
Such {n} are in general not guaranteed decreasing just because {δn} are, but it is straightfor-
ward to see that if {n} were not Cauchy with limit 0, then f being continuous and bounded
over all compact subsets of R2+ would be violated. Specifically, if {n} were not Cauchy, we
would be able to find subsets of R2+ with diminishing temporal and spatial lengths, despite
absolute differences of f remaining bounded from below.
B More future work
Finally we summarise other avenues for future research, less specific and sometimes more
speculative than those provided in Section 6.
Regarding IVPs (or rather TCEs) which are weakly equivalent to SDEs, we believe the upper
and lower functions of Yosie’s theorem Agarwal & Lakshmikantham (1993, Theorem 1.21.2)
could prove a useful tool. In particular, it seems that the manner in which we have found
upper and lower bounds ϕˆ±, in particular when using Φ(0),Φ(1), may be generalised. In the
absence of a Lipschitz property, this could be valuable in establishing wider existence and
uniqueness results.
We believe there is still some work required to appreciate the similarities of rough and fast
reverting processes, and that the article of Abi Jaber & El Euch (2019) is on the right lines
here, in the pursuit of a model driven by a general process of type
Rt :=
∫ t
0
k(t− u)
√
VudWu, k(τ) :=
∫ ∞
0
e−κτν(dκ).
It seems reasonable to expect that such measures ν (finite-dimensional or not) could even be
calibrated, possibly unifying arbitrarily fast reverting and rough models and defining a type
of local reversion model (as opposed to local volatility). We would expect two measures to
be required to capture separate decay rates of skewness and kurtosis, but hopefully only two.
One of our particular interests, as mentioned in Subsection 2.3, is the Heston model’s stability
under measure changes. We should take care to understand this measure change in the
limit as ε → 0. Although implicit Radon-Nikodym derivatives would appear to exhibit
excursions in this limit, finite-dimensional convergence should hold. This would provide
Girsanov-equivalent measure changes for both the IG and NIG Le´vy processes; these are
provisionally implemented and verified at bit.ly/2U2K2pm.
As also mentioned in Subsection 2.3, we believe similar results to those established here for
the CIR process could hold for powers of the OU process. In particular, letting Y solve
Equation 2.3.1, we already know Y¯ε → Y¯0 := W on (C,C ), and it would be most natural to
33
consider Y¯ε defined by Y¯
ε
t :=
∫ t
0
(Y εu )
2du next. It seems reasonable to assume that this limit
will be related to V¯0, given the relationship between the OU and CIR processes. See Heston
(1993, Equations 2–3), and the conclusions of Dankel (1991).
Given the generality of the limiting process X¯0 = E(e− Z) provided by the selection of any
measure P, we would be interested to clarify how a measure P may be selected to provide
any ca`dla`g subordinator limit. This would suggest that all ca`dla`g subordinators may be
represented as an exit-time of a continuous process, which seems plausible. (Intuitively, given
a ca`dla`g path ϕ0, it seems there are an infinitude of ω ∈ C such that ϕ0 = E(e−ω), provided
ϕ0 has at least one discontinuity.)
Related to the generalisation using a time-dependent exit-barrier θ in Claim 6.0.1, since
both θ and a ϕ share similar properties, it would be natural to consider higher-dimensional
generalisations ∇x = F (t, x), for example x = (x1, x2) with
F (t, x) =
(
f1(t, x1)
f2(x1, x2)
)
, fi(t, x) := ε
−1
i
(
ωi(x) + t− x
)
+ 1, i = 1, 2.
This provides an analogous generalisation to higher-dimensional Itoˆ SDEs. We stress that,
since we already know ϕ to cover the space of models, this does not generalise this space, but
may help us select a measure P.
For those interested in volatility trajectories exhibiting jumps from the outset, rather than
in the limit as ε→ 0, it would appear that our framework may be taken in this direction by
simply assuming ω ∈ D. This would rest upon the application of the Carathe´odory existence
theorem in place of Cauchy-Peano used here. We don’t presently envisage problems with
this avenue, although one should be comfortable with the resulting solutions and properties
holding in the ‘extended’ sense of Carathe´odory, which we would personally prefer to avoid.
Finally, although we have focused on volatility modeling with the CIR IVP, mentioning in-
terest rates in passing, there is no reason why this IVP couldn’t help model variables in other
asset classes, or even other fields like physics. As an example, in Brigo & Mercurio (2001,
Section 22.8) in was claimed that a diffusion-only CIR model is not rich enough for credit
rate modeling, offering a jump-diffusion CIR model as a possible solution. However, we have
to now call this conclusion into question, given we have shown that we can make the CIR
process as close as we like to a jump process for any (finite-dimensional) practical purpose.
C Graphical examples
In Figure 1 and Figure 2, we plot examples of the convergence result ϕε → ϕ0 := E(e − ω)
as ε → 0 from Theorem 5.1.2, restricted to the unit square (t, x) ∈ [0, 1]2. Forward Euler
approximations of ϕε are plotted alongside the parametric curve Φ(1) = (e−ω, e). The vector
field generated by the driving function f is also shown. It helps to be reminded how the curve
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(e− ω, e) is intimately related to the limit ϕ0; recall the definition
ϕ0(t) = inf
{
s > 0 : s− ω(s) > t
}
.
For Figure 1 we fix ω(x) := − 16 sin(6pix). Clearly this does not constitute a very desirable
type of noise trajectory, but nevertheless proves invaluable when interpreting the results of
Appendix A geometrically. It helps us see, for example, that we have f = 1 on Φ(1) = (e−ω, e)
and f = 0 on Φ(0) = (e− ω − ε, e).
For Figure 2 we use a truncated Fourier sine series to produce a path resembling a Brownian
bridge trajectory (a truncated Karhunen-Loe`ve series). This provides a more ‘realistic’ noise
trajectory, although clearly remains differentiable. We stress that none of the effects observed
in these two figures are artefacts of the selected forms of ω, e.g. that they are differentiable.
Needless to say, these plots also demonstrate the uniform convergence ϕˆε → ϕˆ0 := S(e − ω)
as ε→ 0; we only have to visualise the axes in our plots as being flipped.
It feels impossible to share all of the intuition we have developed for Problem 1.0.3 through
such plots, and so we provide a standalone python jupyter notebook, available at bit.ly/2Utd2eE,
so that the reader may produce their own for a choice of driving path ω.
To approximate the solution ϕε we have here used the simple forward Euler scheme implicit
in the Cauchy-Peano theorem, with 214 steps. As proved in Subsection A.4, this is guaranteed
to converge to the unique solution (although we don’t know how quickly; hence such a small
timestep).
In Figure 3 and Figure 4 we repeat the Brownian bridge example from Figure 2, but instead
demonstrate how the families {εϕ′ε}ε>0 and {ω ◦ ϕε}ε>0, which are implicitly present in the
statement of Problem 1.0.3, behave. Recall that ω ◦ ϕ0 = ϕ0 − e, which is why we plot
{ω ◦ ϕε + e}ε>0. There is much to be said about these families and their limits, but for now
we only mean to make clear that limits exist in Whitt’s excursion topologies of Whitt (2002,
Chapter 15); wider than (D,D).
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Figure 1: Forward Euler approximations to the time-averaged volatility solution
ϕε(t) = X¯
ε
t (ω) (blue) for (t, x) ∈ [0, 1]2, and reversionary timescale ε varying down to
approximately one day. Noise trajectory ω is given by ω(x) = − 16 sin(6pix) (orange).
Convergence to the limit ϕε → ϕ0 := E(e− ω) as ε→ 0 is clearly evident.
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Figure 2: Forward Euler approximations to the time-averaged volatility solution
ϕε(t) = X¯
ε
t (ω) (blue) for (t, x) ∈ [0, 1]2, and reversionary timescale ε varying down to
approximately one day. Noise trajectory ω is given by a truncated (Brownian bridge)
Karhunen-Loe`ve series (orange). Specifically, we set ω(x) =
∑64
k=1
ξk
kpi sin(kpix) and use
python’s numpy.random module with seed(2) to generate ξ = {ξk}64k=1. Convergence to the
limit ϕε → ϕ0 := E(e− ω) as ε→ 0 is clearly evident.
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Figure 3: Here we repeat Figure 2, but show εϕ′ = εXε(ω) rather than X¯ε(ω). The limit
observed here as ε→ 0, which is almost everywhere equivalent to the zero path, is best
understood using parametric representations, and exists on Whitt’s excursion topologies; see
Whitt (2002, Chapter 15).
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Figure 4: Here we repeat Figure 2, but show ω ◦ ϕ+ e = ω ◦ X¯ε(ω) + e rather than X¯ε(ω),
which may be considered related to a Heston price trajectory. The limit observed here as
ε→ 0, which is almost everywhere equivalent to the exit-time limit X¯0(ω) of Figure 2, is
best understood using parametric representations, and exists on Whitt’s excursion
topologies; see Whitt (2002, Chapter 15).
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