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Abstract
Results of a search for supersymmetry via direct production of third-generation squarks are re-
ported, using 20.3 fb−1 of proton-proton collision data at√s= 8 TeV recorded by the ATLAS experiment
at the LHC in 2012. Two different analysis strategies based on monojet-like and c-tagged event se-
lections are carried out to optimize the sensitivity for direct top squark pair production in the decay
channel to a charm quark and the lightest neutralino (t˜1 → c+ χ˜01 ) across the top squark–neutralino
mass parameter space. No excess above the Standard Model background expectation is observed.
The results are interpreted in the context of direct pair production of top squarks and presented in
terms of exclusion limits in the (mt˜1 , mχ˜01 ) parameter space. A top squark of mass up to about 240 GeV
is excluded at 95% confidence level for arbitrary neutralino masses, within the kinematic boundaries.
Top squark masses up to 270 GeV are excluded for a neutralino mass of 200 GeV. In a scenario
where the top squark and the lightest neutralino are nearly degenerate in mass, top squark masses
up to 260 GeV are excluded. The results from the monojet-like analysis are also interpreted in terms
of compressed scenarios for top squark pair production in the decay channel t˜1 → b+ f f ′ + χ˜01 and
sbottom pair production with ˜b1 → b+ χ˜01 , leading to a similar exclusion for nearly mass-degenerate
third-generation squarks and the lightest neutralino. The results in this paper significantly extend
previous results at colliders.
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Results of a search for supersymmetry via direct production of third-generation squarks are reported, using
20.3 fb−1 of proton-proton collision data at
√
s = 8 TeV recorded by the ATLAS experiment at the LHC in
2012. Two different analysis strategies based on monojet-like and c-tagged event selections are carried out to
optimize the sensitivity for direct top squark pair production in the decay channel to a charm quark and the
lightest neutralino (t˜1 → c+ χ˜01 ) across the top squark–neutralino mass parameter space. No excess above the
Standard Model background expectation is observed. The results are interpreted in the context of direct pair
production of top squarks and presented in terms of exclusion limits in the (mt˜1 , mχ˜01 ) parameter space. A top
squark of mass up to about 240 GeV is excluded at 95% confidence level for arbitrary neutralino masses, within
the kinematic boundaries. Top squark masses up to 270 GeV are excluded for a neutralino mass of 200 GeV. In
a scenario where the top squark and the lightest neutralino are nearly degenerate in mass, top squark masses up
to 260 GeV are excluded. The results from the monojet-like analysis are also interpreted in terms of compressed
scenarios for top squark pair production in the decay channel t˜1 → b+ f f ′ + χ˜01 and sbottom pair production
with ˜b1 → b+ χ˜01 , leading to a similar exclusion for nearly mass-degenerate third-generation squarks and the
lightest neutralino. The results in this paper significantly extend previous results at colliders.
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I. INTRODUCTION
Supersymmetry (SUSY) [1–9] is a theoretically favored
candidate for physics beyond the Standard Model (SM). It
naturally solves the hierarchy problem and provides a possi-
ble candidate for dark matter in the universe. SUSY enlarges
the SM spectrum of particles by introducing a new super-
symmetric partner (sparticle) for each particle in the SM. In
particular, a new scalar field is associated with each left- and
right-handed quark state, and two squark mass eigenstates q˜1
and q˜2 result from the mixing of the scalar fields. In some
SUSY scenarios, a significant mass difference between the
two eigenstates in the bottom squark and top squark sectors
can occur, leading to rather light sbottom ˜b1 and stop t˜1 mass
states, where sbottom and stop are the SUSY partners of the
SM bottom and top quarks, respectively. In addition, natu-
ralness arguments suggest that the third generation squarks
should be light with masses below 1 TeV [10, 11]. In a generic
supersymmetric extension of the SM that assumes R-parity
conservation [12–16], sparticles are produced in pairs and the
lightest supersymmetric particle (LSP) is stable. In this paper
the LSP is assumed to be the lightest neutralino [17] (χ˜01 ).
For a mass difference ∆m ≡ mt˜1 −mχ˜01 > mt and depend-
ing on the SUSY parameters and sparticle mass hierarchy, the
dominant decay channels are expected to be t˜1 → t + χ˜01 or
t˜1 → b+ χ˜±1 , where the latter decay mode involves charginos
(χ˜±1 ) that subsequently can decay into the lightest neutralino
via W (∗) emission, leading to a four-body decay t˜1 → b +
f f ′ + χ˜01 , where f f ′ denotes a pair of fermions (see Fig. 1). If
the chargino is heavier than the stop and mW +mb < ∆m<mt ,
the dominant decay mode is expected to be the three-body
Wbχ˜01 decay. Several searches on 7 TeV data have been car-
ried out in these decay channels in 0-, 1-, and 2-lepton final
states [18–21] and have been extended using 8 TeV data [22–
25].
In the scenario for which ∆m < mW +mb, the four-body
decay mode above competes with the stop decay to a charm
quark and the LSP (t˜1 → c+ χ˜01 ), which proceeds via a loop
decay (see Fig. 1). The corresponding final state is character-
ized by the presence of two jets from the hadronization of the
charm quarks and missing transverse momentum (pmissT , de-
noting its magnitude by EmissT ) from the two undetected LSPs.
However, given the relatively small mass difference (∆m),
both the transverse momenta of the two charm jets and the
EmissT are low, making it very difficult to extract the signal from
the large multijet background. In this study, the event selec-
tion makes use of the presence of initial-state radiation (ISR)
jets to identify signal events. In this case, the squark-pair sys-
tem is boosted leading to larger EmissT . As an example, for a
stop with a mass of 200 GeV and ∆m of 5 GeV, about 18% of
the events have EmissT > 150 GeV and a jet with pT > 150 GeV.
Two different approaches are used to maximize the sensitivity
of the analysis across the different ∆m regions. A “monojet-
like” analysis is carried out, where events with low jet multi-
plicity and large EmissT are selected, that is optimized for small
∆m (∆m≤ 20 GeV). For ∆m≥ 20 GeV, the charm jets receive
a large enough boost to be detected. In addition to the require-
ments on the presence of ISR jets, the identification of jets
containing the decay products of charm hadrons (c-tagging)
is used, leading to a “c-tagged” analysis that further enhances
the sensitivity to the SUSY signal in the region mt˜1 > 200 GeV
and ∆m ≥ 20 GeV. Results for searches in this channel have
been previously reported by collider experiments [26–28]. In
addition to the decay channel t˜1 → c+ χ˜01 , the monojet-like
results are re-interpreted in terms of the search for stop pair
production with t˜1 → b+ f f ′ + χ˜01 and small ∆m. In such a
scenario, the decay products of the top squark are too soft to
be identified in the final state, and the signal selection relies
on the presence of an ISR jet.
2FIG. 1. Diagrams for the pair production of top squarks with the de-
cay modes t˜1 → c+ χ˜01 or t˜1 → b+ f f ′ + χ˜01 , and the pair production
of sbottom squarks with the decay mode ˜b1 → b+ χ˜01 . In one case,
the presence of a jet from initial-state radiation is also indicated for
illustration purposes.
In the case of sbottom pair production, assuming a SUSY
particle mass hierarchy such that the sbottom decays exclu-
sively as ˜b1 → b+ χ˜01 (see Fig. 1), the expected signal for
direct sbottom pair production is characterized by the pres-
ence of two energetic jets from the hadronization of the bot-
tom quarks and large missing transverse momentum from the
two LSPs in the final state. Results on searches in this chan-
nel at colliders have been reported [21, 23, 29–31]. In this
study, the monojet-like results are also re-interpreted in terms
of the search for sbottom pair production with ˜b1 → b+ χ˜01 in
a compressed scenario (small sbottom-neutralino mass differ-
ence) with two soft b-jets and an energetic ISR jet in the final
state.
The paper is organized as follows. The ATLAS detector is
described in the next section. Section III provides details of
the simulations used in the analysis for background and signal
processes. Section IV discusses the reconstruction of jets, lep-
tons and the EmissT , while Sec. V describes the event selection.
The estimation of background contributions and the study of
systematic uncertainties are discussed in Secs. VI and VII.
The results are presented in Sec. VIII, and are interpreted in
terms of the search for stop and sbottom pair production. Fi-
nally, Sec. IX is devoted to the conclusions.
II. EXPERIMENTAL SETUP
The ATLAS detector [32] covers almost the whole solid an-
gle around the collision point with layers of tracking detectors,
calorimeters and muon chambers. The ATLAS inner detector
(ID) has full coverage [33] in φ and covers the pseudorapid-
ity range |η | < 2.5. It consists of a silicon pixel detector, a
silicon microstrip detector, and a straw tube tracker that also
measures transition radiation for particle identification, all im-
mersed in a 2 T axial magnetic field produced by a solenoid.
High-granularity liquid-argon (LAr) electromagnetic sam-
pling calorimeters, with excellent energy and position resolu-
tion, cover the pseudorapidity range |η | < 3.2. The hadronic
calorimetry in the range |η |< 1.7 is provided by a scintillator-
tile calorimeter, consisting of a large barrel and two smaller
extended barrel cylinders, one on either side of the central
barrel. In the endcaps (|η | > 1.5), LAr hadronic calorime-
ters match the outer |η | limits of the endcap electromagnetic
calorimeters. The LAr forward calorimeters provide both the
electromagnetic and hadronic energy measurements, and ex-
tend the coverage to |η |< 4.9.
The muon spectrometer measures the deflection of muon
tracks in the large superconducting air-core toroid magnets in
the pseudorapidity range |η |< 2.7, using separate trigger and
high-precision tracking chambers. Over most of the η-range,
a precise measurement of the track coordinates in the prin-
cipal bending direction of the magnetic field is provided by
monitored drift tubes. At large pseudorapidities, cathode strip
chambers with higher granularity are used in the innermost
plane over 2.0 < |η | < 2.7. The muon trigger system covers
the pseudorapidity range |η |< 2.4.
III. MONTE CARLO SIMULATION
Monte Carlo (MC) simulated event samples are used to as-
sist in computing detector acceptance and reconstruction effi-
ciencies, determine signal and background contributions, and
estimate systematic uncertainties on the final results.
Samples of simulated W+jets and Z+jets events are gen-
erated using SHERPA-1.4.1 [34], including LO matrix ele-
ments for up to 5 partons in the final state and using mas-
sive b/c-quarks, with CT10 [35] parton distribution functions
(PDF) and its own model for hadronization. Similar sam-
ples are generated using the ALPGEN-v2.14 [36] genera-
tor and are employed to assess the corresponding modeling
uncertainties. The MC predictions are initially normalized
to next-to-next-to-leading-order (NNLO) predictions accord-
ing to DYNNLO [37, 38] using MSTW2008 NNLO PDF
sets [39].
The production of top quark pairs (t ¯t) is simulated us-
ing the POWHEG-r2129 [40] MC generator. ALPGEN and
MC@NLO-4.06 [41] MC simulated samples are used to as-
sess t ¯t modeling uncertainties. Single top production sam-
ples are generated with POWHEG for the s– and Wt–channel
and MC@NLO is used to determine systematic uncertainties,
while AcerMC-v3.8 [42] is used for single top production
in the t–channel. Finally, samples of t ¯t production associ-
ated with additional vector bosons (t ¯t +W and t ¯t + Z pro-
cesses) are generated with MADGRAPH-5.1.4.8 [43]. In
the case of POWHEG and MADGRAPH, parton showers
are implemented using PYTHIA-6.426 [44], while HERWIG-
6.5.20 [45] interfaced to JIMMY [46] is used for the ALPGEN
and MC@NLO generators. A top quark mass of 172.5 GeV
and the CTEQ6L1 PDFs are used. The Perugia 2011C [47]
and AUET2B [48] tunes for the underlying event are used for
the t ¯t, single top and t ¯t +W/Z processes, respectively. The
3
cross section prediction at NNLO+NNLL (next-to-next-to-
leading-logarithm) accuracy, as determined by Top++2.0 [49],
is used in the normalization of the t ¯t [50] sample. An approx-
imate NLO+NNLL prediction is used for the Wt [51] process
and NLO cross sections are considered for t ¯t +W and t ¯t +Z
processes.
Diboson samples (WW , WZ and ZZ production) are gen-
erated using SHERPA, using massive b/c-quarks, with CT10
PDFs, and are normalized to NLO predictions [52]. Addi-
tional samples are generated with HERWIG to assess uncer-
tainties. Finally, Higgs boson production including ZH, W H
and t ¯tH processes is generated using PYTHIA-8.165 [53]
with CTEQ6L1 PDFs.
Stop pair production with t˜1 → c + χ˜01 is modeled with
MADGRAPH with one additional jet from the matrix ele-
ment. The showering is done with PYTHIA-6 and using
the AUET2B tune for the underlying event, which involves
CTEQ6L1 PDFs. Samples are produced with stop masses be-
tween 100 GeV and 400 GeV and χ˜01 masses between 70 GeV
and 390 GeV. The ∆m step size increases with ∆m from 2 GeV
to 30 GeV and the maximum ∆m considered is 82 GeV. The
region ∆m < 2 GeV is not considered since in this regime
the stop can become long-lived leading to the signature stud-
ied in Ref. [54]. Similarly, MC simulated samples are pro-
duced separately for t˜1 → b + f f ′ + χ˜01 and ˜b1 → b + χ˜01
processes across the stop–neutralino and sbottom–neutralino
mass planes. In the case of the t˜1 → b+ f f ′ + χ˜01 process,
samples are produced with stop masses in the range between
100 GeV and 300 GeV and ∆m that varies between 10 GeV
and 80 GeV. For sbottom pair production with ˜b1 → b+ χ˜01 ,
samples are produced with sbottom masses in the range be-
tween 100 GeV and 350 GeV and χ˜01 masses in the range be-
tween 1 GeV and 340 GeV, with a sbottom–neutralino mass
difference that varies between 10 GeV and 50 GeV. Signal
cross sections are calculated to NLO in the strong coupling
constant, adding the resummation of soft gluon emission at
next-to-leading-logarithmic (NLO+NLL) accuracy [55–57].
The nominal cross section and the uncertainty are taken from
an envelope of cross section predictions using different PDF
sets and factorization and renormalization scales, as described
in Ref. [58].
Differing pileup (multiple proton-proton interactions in the
same or neighboring bunch-crossings) conditions as a func-
tion of the instantaneous luminosity are taken into account
by overlaying simulated minimum-bias events generated with
PYTHIA-8 onto the hard-scattering process and re-weighting
them according to the distribution of the mean number of in-
teractions observed. The MC generated samples are processed
either with a full ATLAS detector simulation [59] based on
GEANT4 [60] or a fast simulation based on the parameter-
ization of the response of the electromagnetic and hadronic
showers in the ATLAS calorimeters [61] and a simulation
of the trigger system. The results based on fast simulation
are validated against fully simulated samples. The simulated
events are reconstructed and analyzed with the same analysis
chain as for the data, using the same trigger and event selec-
tion criteria discussed in Section V.
IV. RECONSTRUCTION OF PHYSICS OBJECTS
Jets are reconstructed from energy deposits in the calorime-
ters using the anti-kt jet algorithm [62] with the distance pa-
rameter (in η–φ space) ∆R=√(∆η)2 +(∆φ)2 set to 0.4. The
measured jet transverse momentum (pT) is corrected for de-
tector effects, including the non-compensating character of
the calorimeter, by weighting energy deposits arising from
electromagnetic and hadronic showers differently. In addi-
tion, jets are corrected for contributions from pileup, as de-
scribed in Ref. [63]. Jets with corrected pT > 20 GeV and
|η | < 2.8 are considered in the analysis. In order to remove
jets originating from pileup collisions, central jets (|η |< 2.4)
with pT < 50 GeV and with charged-particle tracks associ-
ated to them must have a jet vertex fraction (JVF) above 0.5,
where the JVF is defined as the ratio of the sum of transverse
momentum of matched tracks that originate from the primary
vertex to the sum of transverse momentum of all tracks asso-
ciated with the jet.
The presence of leptons (muons or electrons) in the final
state is used in the analysis to define control samples and
to reject background contributions in the signal regions (see
Secs. V and VI). Muon candidates are formed by combining
information from the muon spectrometer and inner tracking
detectors as described in Ref. [64] and are required to have
pT > 10 GeV, |η | < 2.4 and ∆R > 0.4 with respect to any
jet with pT > 20 GeV. The latter requirement is increased
to 30 GeV in the case of the monojet-like analysis. This in-
creases the efficiency for the selection of real muons from W
boson decays. It also avoids biases in the muon selection due
to the presence of low pT jets with large pileup contributions,
affecting the W (→ µν)+jets events, as determined by simula-
tions. This is particularly relevant for the monojet-like analy-
sis since, as described in Sec. VI, W (→ µν)+jets control sam-
ples in data are used to constrain the irreducible Z(→ ν ¯ν)+jets
background contribution in the signal regions. In addition,
muons are required to be isolated: the sum of the transverse
momenta of the tracks not associated with the muon in a cone
of radius ∆R = 0.2 around the muon direction is required to
be less than 1.8 GeV.
Electron candidates are initially required to have pT >
10 GeV and |η | < 2.47, and to pass the medium elec-
tron shower shape and track selection criteria described in
Ref. [65] and reoptimized for 2012 data. Overlaps between
identified electrons and jets in the final state are resolved. Jets
are discarded if their separation ∆R from an identified electron
is less than 0.2. The electrons separated by ∆R between 0.2
and 0.4 from any remaining jet are removed. In the monojet-
like analysis, electrons are selected with pT > 20 GeV in both
the control and signal regions. The use of the same pT thresh-
old in control and signal regions minimizes the impact from
lepton reconstruction and identification uncertainties on the
final results. The 20 GeV pT requirement together with the
monojet-like selection also applied to define the control re-
gions brings the background from jets misidentified as elec-
trons to negligible levels without the need for electron isola-
tion requirements. As detailed in Sec. V and Sec. VI, slightly
different requirements on the lepton pT are applied in the c-
4tagged analysis to define signal regions and background con-
trol samples. In this case, the electrons are required to have
pT > 10 GeV and pT > 20 GeV for signal and control sam-
ples, respectively, and to be isolated: the total track momen-
tum not associated with the electron in a cone of radius 0.2
around the electron candidate is required to be less than 10%
of the electron pT. In the c-tagged analysis, the use of a tighter
electron veto in the signal regions, compared to that in the
monojet-like analysis, contributes to the reduction of the siz-
able background from top-quark-related processes.
EmissT is reconstructed using all energy deposits in the
calorimeter up to a pseudorapidity |η | < 4.9 and without in-
cluding information from identified muons in the final state.
Clusters associated with either electrons or photons with pT >
10 GeV and those associated with jets with pT > 20 GeV
make use of the corresponding calibrations for these ob-
jects. Softer jets and clusters not associated with these objects
are calibrated using both calorimeter and tracking informa-
tion [66].
Jets are tagged as containing the decay products of charm
hadrons (c-tagging) via a dedicated algorithm using multivari-
ate techniques. It combines information from the impact pa-
rameters of displaced tracks and topological properties of sec-
ondary and tertiary decay vertices reconstructed within the jet.
The algorithm provides three probabilities: one targeted for
light-flavor quarks and gluon jets (Pu), one for charm jets (Pc)
and one for b-quark jets (Pb). From these probabilities, anti-b
and anti-u discriminators are calculated:
anti− b≡ log
(
Pc
Pb
)
and anti− u≡ log
(
Pc
Pu
)
,
(1)
and used for the selected jets in the final state. Figure 2 shows
the distributions of the anti-b and anti-u discriminators for the
first- and the third-leading jets (sorted in decreasing jet pT),
respectively. The data are compared to MC simulations for the
different SM processes, separated by jet flavor [67], and the
data-driven multijet background prediction (see Sec. VI C),
and include the signal preselection defined in Sec. V with-
out applying the tagging requirements. Good agreement is
observed between data and simulations. Two operating points
specific to c-tagging are used. The medium operating point
(log(Pc/Pb) > −0.9, log(Pc/Pu) > 0.95) has a c-tagging ef-
ficiency of ≈ 20%, and a rejection factor of ≈ 8 for b-jets,
≈ 200 for light-flavor jets, and ≈ 10 for τ jets. The loose op-
erating point (log(Pc/Pb) > −0.9) has a c-tagging efficiency
of ≈ 95%, with a factor of 2.5 rejection of b-jets but with-
out any significant rejection for light-flavor or τ jets. The
efficiencies and rejections are quoted for jets with 30 GeV
< pT < 200 GeV and |η | < 2.5 in simulated t ¯t events, and
reach a plateau at high jet pT.
The c-tagging efficiency is calibrated using data with the
method described in Ref. [68] for 7 TeV collisions. This
method makes use of a jet sample enriched in charm-quark-
initiated jets containing a D∗+ meson identified in the D0(→
K−pi+)pi+ decay mode [69]. The same calibration method
applied to the 8 TeV data leads to reduced uncertainties. The
standard calibration techniques are used for the b-jet [70, 71]
and light-jet [72] rejections: a data-to-simulation multiplica-
tive scale factor of about 0.9, with a very moderate jet pT de-
pendence, is applied to the simulated heavy-flavor tagging ef-
ficiencies in the MC samples. The total uncertainty for the
c-tagging efficiency varies between 20% at low pT and 9%
at high pT and includes: uncertainties on the heavy-flavor
content of the charm-quark jet enriched sample and on the
b-tagging scale factors; uncertainties on the D∗+ mass fit; un-
certainties on the jet energy scale and resolution; and uncer-
tainties on the extrapolation of the results to inclusive charm-
quark jets. Similarly, data-to-simulation multiplicative scale
factors of order 1.5 are applied to the simulated efficiency for
tagging light-jets (mistags). They are determined with a pre-
cision in the range between 20% and 40% depending on jet
pT and η .
V. EVENT SELECTION
The data sample considered in this paper was collected with
tracking detectors, calorimeters, muon chambers, and mag-
nets fully operational, and corresponds to a total integrated
luminosity of 20.3 fb−1. The uncertainty on the integrated
luminosity is 2.8%, and it is estimated, following the same
methodology detailed in Ref. [73], from a preliminary cali-
bration of the luminosity scale derived from beam-separation
scans performed in November 2012. The data were selected
online using a trigger logic that selects events with EmissT above
80 GeV, as computed at the final stage of the three-level trig-
ger system of ATLAS [74]. With respect to the final anal-
ysis requirements, the trigger selection is fully efficient for
EmissT > 150 GeV, as determined using a data sample with
muons in the final state. Table I summarizes the different
event selection criteria applied in the signal regions. The fol-
lowing preselection criteria are applied.
• Events are required to have a reconstructed primary ver-
tex consistent with the beamspot envelope and having
at least five associated tracks; when more than one such
vertex is found, the vertex with the largest summed p2T
of the associated tracks is chosen.
• Events are required to have EmissT > 150 GeV and at
least one jet with pT > 150 GeV and |η | < 2.8 (|η | <
2.5) in the final state for the monojet-like (c-tagged) se-
lection.
• Events are rejected if they contain any jet with pT >
20 GeV and |η | < 4.5 that presents a charged frac-
tion [75], electromagnetic fraction in the calorimeter, or
sampling fraction inconsistent with the requirement that
they originate from a proton-proton collision [76]. Ad-
ditional requirements based on the timing and the pulse
shape of the cells in the calorimeter are applied to sup-
press coherent noise and electronic noise bursts in the
calorimeter producing anomalous energy deposits [77],
which have a negligible effect on the signal efficiency.
• Events with isolated muons with pT > 10 GeV are
vetoed. Similarly, events with electrons with pT >
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FIG. 2. Distribution of the discriminator against b-jets, log(Pc/Pb), for the first-leading jet and against light-jets, log(Pc/Pu), for the third-
leading jet. The data are compared to MC simulations for the different SM processes, separated by jet flavor, and include the signal preselection
defined in Sec. V without applying the tagging requirements, which are indicated by the arrows. The bottom panels show the ratio between
data and MC predictions. The error bands in the ratios include the statistical and experimental uncertainties in the predictions. For illustration
purposes, the distributions of two different SUSY scenarios for stop pair production with the decay mode t˜1 → c+ χ˜01 are included. In the
SUSY signal, the first-leading jet mostly originates from ISR and the third-leading jet is expected to contain a large fraction of c-jets.
20 GeV (pT > 10 GeV) are vetoed in the monojet-like
(c-tagged) selection.
A. Monojet-like selection
The monojet-like analysis targets the region in which the
stop and the lightest neutralino are nearly degenerate in mass
so that the jets from the charm-quark fragmentation (c-jets)
are too soft to be identified. Stop pair production events
are then characterized by large EmissT and a small number
of jets, and can be identified via the presence of an ener-
getic jet from initial-state radiation. A maximum of three
jets with pT > 30 GeV and |η | < 2.8 in the event are al-
lowed. An additional requirement on the azimuthal separa-
tion of ∆φ(jet,pmissT ) > 0.4 between the missing transverse
momentum direction and that of each of the selected jets is
imposed. This requirement reduces the multijet background
contribution where the large EmissT originates mainly from jet
energy mismeasurement. Three separate signal regions (here
denoted by M1, M2 and M3) are defined with increasing lower
thresholds on the leading jet pT and EmissT , as the result of
an optimization performed across the stop–neutralino mass
plane with increasing t˜ and χ˜01 masses. For the M1 selection,
events are required to have EmissT > 220 GeV and leading jet
pT > 280 GeV. For the M2 (M3) selection, the thresholds are
increased to EmissT > 340 GeV (EmissT > 450 GeV) and leadingjet pT > 340 GeV (pT > 450 GeV).
B. c-tagged selection
The kinematics of the charm jets from the stop decays de-
pend mainly on ∆m. As ∆m decreases, the pT of the charm jets
become softer and it is more likely that other jets from initial
state radiation have a higher transverse momentum than the
charm jets. As a consequence, the stop signal is expected
to have relatively large jet multiplicities and a c-tagged jet
can be found among any of the subleading jets. An opti-
mization of the c-tagged selection criteria is performed across
the t˜ and χ˜01 mass plane to maximize the sensitivity to a
SUSY signal. In the c-tagged analysis, the events are required
to have at least four jets with pT > 30 GeV, |η | < 2.5 and
∆φ(jet,pmissT )> 0.4. A veto against b-jets is applied to the se-
lected jets in the event by using a loose c-tag requirement. In
addition, at least one of the three subleading jets is required to
be c-tagged using the medium criteria. The leading jet is re-
quired to have pT > 290 GeV and two separate signal regions,
here denoted by C1 and C2, are defined with EmissT > 250 GeV
and EmissT > 350 GeV, respectively. The tighter requirement on
EmissT for the C2 signal region targets models with larger stop
and neutralino masses.
VI. BACKGROUND ESTIMATION
The expected SM background is dominated by Z(→
ν ¯ν)+jets, t ¯t and W (→ ℓν)+jets (ℓ = e,µ ,τ) production, and
includes small contributions from Z/γ∗(→ ℓ+ℓ−)+jets, single
top, t ¯t +V , diboson (WW,WZ,ZZ) and multijet processes. In
the monojet-like analysis, the Z(→ ν ¯ν)+jets processes con-
stitute more than 50% – 60% of the total background, fol-
lowed by a 30% – 40% contribution from W (→ ℓν)+jets pro-
cesses. In the c-tagged selection, the background contribu-
tions from Z(→ ν ¯ν)+jets, W (→ ℓν)+jets, and top-quark re-
lated processes are similar, and each constitutes about 25% to
30% of the total background.
The W/Z+jets backgrounds are estimated using MC event
6TABLE I. Event selection criteria applied for monojet-like (M1–M3) and c-tagged (C1,C2) analyses, as described in Sec. V.
Selection criteria
Preselection
Primary vertex
EmissT > 150 GeV
At least one jet with pT > 150 GeV and |η|< 2.8
Jet quality requirements
Lepton vetoes
Monojet-like selection
At most three jets with pT > 30 GeV and |η|< 2.8
∆φ(jet,pmissT )> 0.4
Signal region M1 M2 M3
Minimum leading jet pT (GeV) 280 340 450
Minimum EmissT (GeV) 220 340 450
c-tagged selection
At least four jets with pT > 30 GeV and |η|< 2.5
∆φ(jet,pmissT )> 0.4
All four jets must pass loose tag requirements (b-jet vetoes)
At least one medium charm tag in the three subleading jets
Signal region C1 C2
Minimum leading jet pT (GeV) 290 290
Minimum EmissT (GeV) 250 350
samples normalized using data in control regions. The simu-
lated W/Z+jets events are re-weighted to data as a function of
the generated pT of the vector boson, following a procedure
similar to that in Ref. [78] based on the comparison of data
and simulation in an event sample enriched in Z+jets events,
which is found to improve the agreement between data and
simulation. The weights applied to the simulation result from
the comparison of the reconstructed boson pT distribution in
data and SHERPA MC simulation in W +jets and Z+jets con-
trol samples where the jet and EmissT preselection requirements(see Table I) have been applied. The weights are defined
in several bins in boson pT. Due to the limited number of
data events at large boson pT, an inclusive last bin with boson
pT > 400 GeV is used. The uncertainties of the re-weighting
procedure are taken into account in the final results.
The top-quark background contribution to the monojet-like
analysis is very small and is determined using MC simulated
samples. In the case of the c-tagged analysis, the top-quark
background is sizable, as it is enhanced by the jet multiplicity
and c-tag requirements, and is estimated using MC simulated
samples normalized in a top-quark-enriched control region.
The simulated t ¯t events are re-weighted based on the mea-
surement in the data [79], indicating that the differential cross
section as a function of the pT of the t ¯t system is softer than
that predicted by the MC simulation.
The normalization factors for W/Z+jets and t ¯t background
contributions are extracted simultaneously using a global fit
to all control regions and include systematic uncertainties, to
properly take into account correlations. The remaining SM
backgrounds from t ¯t +W/Z, single top, diboson and Higgs
processes are determined using Monte Carlo simulated sam-
ples, while the multijet background contribution is extracted
from data. Finally, the potential contributions from beam-
related background and cosmic rays are estimated in data us-
ing jet timing information and are found to be negligible.
In the following subsections, details on the definition of
W/Z+jets and t ¯t control regions and on the data-driven de-
termination of the multijet background are given. This is fol-
lowed by a description of the background fits and the valida-
tion of the resulting background estimations.
A. W/Z+jets background
In the monojet-like analysis, control samples in data, or-
thogonal to the signal regions, with identified electrons or
muons in the final state and with the same requirements on
the jet pT, subleading jet vetoes, and EmissT , are used to de-
termine the W/Z+jets electroweak background contributions
from data. A W (→ µν)+jets control sample is defined us-
ing events with a muon with pT > 10 GeV and W transverse
mass [80] in the range 30 GeV < mT < 100 GeV. Similarly,
a Z/γ∗ (→ µ+µ−)+jets control sample is selected, requir-
ing the presence of two muons with invariant mass in the
range 66 GeV < mµµ < 116 GeV. The EmissT -based online
trigger used in the analysis does not include muon informa-
7tion in the EmissT calculation. This allows the W (→ µν)+jets
and Z/γ∗ (→ µ+µ−)+jets control samples to be collected
with the same trigger as for the signal regions. Finally, a
W (→ eν)+jets dominated control sample is defined with an
electron candidate with pT > 20 GeV. The EmissT calcula-
tion includes the contribution of the energy cluster from the
identified electron in the calorimeter, since W (→ eν)+jets
processes contribute to the background in the signal regions
when the electron is not identified. In the W (→ µν)+jets and
Z/γ∗ (→ µ+µ−)+jets control regions, the EmissT does not in-
clude muon momentum contributions, motivated by the fact
that these control regions are used to estimate the irreducible
Z(→ ν ¯ν)+jets background in the signal regions.
The definition of the control regions in the c-tagged anal-
ysis follows closely that of the monojet-like approach with
differences motivated by the background composition and
the contribution from heavy-flavor jets. A tighter cut of
81 GeV < mµµ < 101 GeV is used to define the Z/γ∗ (→
µ+µ−)+jets control sample, as required to further reject t ¯t
contamination. This is complemented with a corresponding
Z/γ∗ (→ e+e−)+jets control sample, with the same mass re-
quirements, for which the energy clusters associated with the
identified electrons are then removed from the calorimeter.
The Z/γ∗ (→ e+e−)+jets control sample is collected using
a trigger that selects events with an electron in the final state.
As in the monojet-like case, in the W (→ eν)+jets control re-
gion the EmissT calculation includes the contribution from the
identified electron. The electron also contributes to the num-
ber of jets in the final state, since the presence of a misiden-
tified electron in the signal region can potentially affect the
c-tagging results. The c-tagging and the heavy-flavor com-
position are two of the major uncertainties (of the order of
10% – 30%) in the c-tagged selection and the same tagging
criteria as used in the signal selection are therefore applied
to the W (→ µν)+jets, W (→ eν)+jets, Z/γ∗ (→ µ+µ−)+jets
and Z/γ∗ (→ e+e−)+jets control regions. Since this reduces
significantly the selection efficiency related to these control
regions, the kinematic selections on the leading jet pT and
EmissT are both reduced to 150 GeV, where the trigger selec-
tion still remains fully efficient. This introduces the need for
a MC-based extrapolation of the normalization factors, as de-
termined using data at relatively low leading jet pT and EmissT ,
to the signal regions. This extrapolation is tested in dedicated
validation regions as described in Sec. VI E.
Monte Carlo–based transfer factors, determined from the
SHERPA simulation and including the boson pT re-weighting
explained above, are defined for each of the signal selections
to estimate the different electroweak background contribu-
tions in the signal regions. As an example, in the case of the
dominant Z(→ ν ¯ν)+jets background process in the monojet-
like selection, its contribution to a given signal region NZ(→ν ¯ν)signal
is determined using the W (→ µν)+jets control sample in data
according to
NZ(→ν ¯ν)signal =(N
data
W (→µν),control−Nnon−WW(→µν),control)×
NMC(Z(→ν ¯ν))signal
NMCW (→µν),control
,
(2)
where NMC(Z(→ν ¯ν))signal denotes the background predicted by
the MC simulation in the signal region, and NdataW (→µν),control,
NMCW (→µν),control, and N
non−W
W (→µν),control denote, in the control re-
gion, the number of W (→ µν)+jets candidates in data and
MC simulation, and the non-W(→ µν) background contribu-
tion, respectively. The Nnon−WW (→µν),control term refers mainly to
top-quark and diboson processes, but also includes contribu-
tions from other W/Z+jets processes. The transfer factors for
each process (e.g, the last term in Eq. (2)) are defined as the
ratio of simulated events for the process in the signal region
over the total number of simulated events in the control region.
In the monojet-like analysis, the W (→ µν)+jets control
sample is used to define transfer factors for W (→ µν)+jets
and Z(→ ν ¯ν)+jets processes. As discussed in Secs. VI D and
VII, the use of the W (→ µν)+jets control sample to con-
strain the normalization of the Z(→ ν ¯ν)+jets process trans-
lates into a reduced uncertainty on the estimation of the main
irreducible background contribution, due to a partial cancel-
lation of systematic uncertainties and the statistical power
of the W (→ µν)+jets control sample in data, about seven
times larger than the Z/γ∗ (→ µ+µ−)+jets control sample.
The W (→ eν)+jets control sample is used to constrain W (→
eν)+jets, W (→ τν)+jets, Z/γ∗(→ τ+τ−)+jets, and Z/γ∗ (→
e+e−)+jets contributions. Finally, the Z/γ∗ (→ µ+µ−)+jets
control sample is used to constrain the Z/γ∗ (→ µ+µ−)+jets
background contribution.
The c-tagged analysis follows a similar approach to de-
termine the normalization factors for each of the W/Z+jets
background contributions. However, in this case the Z(→
ν ¯ν)+jets, Z/γ∗ (→ e+e−)+jets and Z/γ∗ (→ µ+µ−)+jets
normalization factors are extracted from the combined
Z/γ∗(→ ℓ+ℓ−)+jets (ℓ = e,µ) control sample, motivated by
the fact that these processes involve identical heavy-flavor
production mechanisms. Simulation studies indicate a very
similar heavy-flavor composition in control and signal re-
gions.
Figure 3 shows, for the M1 monojet-like kinematic selec-
tion and in the different control regions, the distributions of the
EmissT and the leading-jet pT in data and MC simulations. The
MC predictions include data-driven normalization factors as a
result of the use of transfer factors from control to signal re-
gions discussed above. Similarly, the distributions for events
in the W/Z+jets control regions of the c-tagged selection are
shown in Fig. 4. Altogether, the MC simulation provides a
good description of the shape of the measured distributions
for both the monojet-like and c-tagged selections in the differ-
ent control regions.
B. Top quark background
The background contribution from top-quark-related pro-
duction processes to the monojet-like selection is small and
is entirely determined from MC simulations. In the case of
the c-tagged analysis, single top and t ¯t +W/Z processes are
directly taken from MC simulations and the t ¯t MC predic-
tions are normalized to the data in a separate control region.
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The t ¯t background contribution is dominated by events with
hadronic τ-lepton decays and ISR jets in the final state. A t ¯t
control sample is selected with two opposite-charge leptons
(ee, µµ , or eµ configurations) in the final state, the same
selection criteria for jet multiplicity and c-tagging as in the
signal region, and relaxed EmissT > 150 GeV and leading jet
pT > 150 GeV requirements. In order to reduce the potential
Z/γ∗ (→ e+e−)+jets and Z/γ∗ (→ µ+µ−)+jets contamina-
tion in the t ¯t control sample, ee and µµ events with a dilepton
invariant mass within 15 GeV of the nominal Z boson mass are
rejected. Figure 5 compares the distributions for data and sim-
ulation in the t ¯t control region. The MC simulation provides
a good description of the shape of the measured distributions.
C. Multijets background
The multijet background with large EmissT mainly origi-
nates from the misreconstruction of the energy of a jet in the
calorimeter and to a lesser extent is due to the presence of
neutrinos in the final state from heavy-flavor decays. In this
analysis, the multijet background is determined from data, us-
ing a jet smearing method as described in Ref. [81], which
relies on the assumption that the EmissT of multijet events is
dominated by fluctuations in the jet response in the detector
that can be measured in the data. Different response functions
are used for untagged and heavy-flavor tagged jets. For the
M1 monojet-like and C1 c-tagged analyses, the multijet back-
ground constitutes about 1% of the total background, and is
negligible for the other signal regions.
D. Background fits
The use of control regions to constrain the normalization of
the dominant background contributions from Z(→ ν ¯ν)+jets,
W+jets, (and t ¯t in the case of the c-tagged analysis) reduces
significantly the relatively large theoretical and experimental
systematic uncertainties, of the order of 20%–30%, associ-
ated with purely MC-based background predictions in the sig-
nal regions. A complete study of systematic uncertainties is
carried out in the monojet-like and c-tagged analyses, as de-
tailed in Sec. VII. To determine the final uncertainty on the
total background, all systematic uncertainties are treated as
nuisance parameters with Gaussian shapes in a fit based on
the profile likelihood method [82], that takes into account cor-
relations among systematic variations. The fit takes also into
account cross contamination between different background
sources in the control regions.
A simultaneous likelihood fit to the W (→ µν)+jets, W (→
eν)+jets, Z/γ∗(→ ℓ+ℓ−)+jets and t ¯t control regions (the latter
only in the case of the c-tagged analysis) is performed sepa-
rately for each analysis to normalize and constrain the cor-
responding background estimates in the signal regions. The
results of the background-only fits in the control regions are
presented in Tables II–IV for the monojet-like selections, and
in Table V for the c-tagged analysis. As the tables indicate,
the W/Z+jets background predictions receive multiplicative
normalization factors that vary in the range between 1.1 and
0.9 for the monojet-like analysis, depending on the process
and the kinematic selection, and between 0.8 and 0.9 for the
c-tagged analyses. In the c-tagged analysis, the t ¯t background
predictions are normalized with a scale factor 1.1 for both the
C1 and C2 selections.
E. Validation of the background determination
In the monojet-like analysis, the control regions are defined
using the same requirements for EmissT , leading jet pT, event
topologies, and jet vetoes as in the signal regions, such that
no extrapolation in EmissT and jet pT is needed from control to
signal regions. The agreement between data and background
predictions is confirmed in a low-pT validation region defined
using the same monojet-like selection criteria with EmissT and
leading jet pT limited to the range 150–220 GeV.
In the case of the c-tagged analysis, for which the con-
trol regions are defined with lower thresholds on the lead-
ing jet pT and EmissT compared to those of the signal regions,
the W (→ µν)+jets, W (→ eν)+jets, Z/γ∗(→ ℓ+ℓ−)+jet and t ¯t
yields fitted in the control regions are then validated in dedi-
cated validation regions (here denoted by V1–V5). The def-
inition of the validation regions is presented in Table VI and
is such that there is no overlap of events with the control and
signal regions. The validation regions V1–V4 differ from the
signal regions only on the thresholds imposed on the EmissT and
leading jet pT. In the case of V5, the same requirements as one
of the signal regions on EmissT and leading jet pT are imposed
but the number of jets is limited to be exactly three. Similar to
the transfer factors from control to signal regions, transfer fac-
tors from the control to the validation regions are also defined
based on MC simulation. The same experimental systematic
uncertainties are evaluated and taken into account in the ex-
trapolation. These transfer factors are subject to the modeling
uncertainties of the simulation, which are also applied in the
validation regions. Hence, the extrapolation to the validation
regions is identical to that of the signal regions. Table VII
presents the comparison between data and the scaled MC pre-
dictions in the validation regions and Fig. 6 presents the EmissT
and leading jet pT distributions for V3 to V5 regions. Good
agreement, within uncertainties, is observed between data and
predictions demonstrating a good understanding of the back-
ground yields.
VII. SYSTEMATIC UNCERTAINTIES AND
BACKGROUND FITS
In this section the impact of each source of systematic un-
certainty on the total background prediction in the signal re-
gions, as determined via the global fits explained in Sec. VI D,
is discussed separately for monojet-like and c-tagged selec-
tions. Finally, the experimental and theoretical uncertainties
on the SUSY signal yields are discussed.
9TABLE II. Data and background predictions in the control regions before and after the fit is performed for the M1 selection. The background
predictions include both the statistical and systematic uncertainties. The individual uncertainties are correlated, and do not necessarily add in
quadrature to the total background uncertainty.
M1 control regions W(→ eν) W(→ µν) Z/γ∗ (→ µ+µ−)
Observed events (20.3 fb−1) 9271 14786 2100
SM prediction (post-fit) 9270±110 14780±150 2100±50
Fitted W(→ eν) 6580±130 0.4±0.2 −
Fitted W(→ µν) 39±5 12110±200 2.4±0.2
Fitted W(→ τν) 1640±40 1130±30 0.6±0.1
Fitted Z/γ∗ (→ e+e−) 0.04+0.07−0.04 − −
Fitted Z/γ∗ (→ µ+µ−) 3.6±0.5 290±20 2010±50
Fitted Z/γ∗(→ τ+τ−) 116±3 43±3 2.9±0.3
Fitted Z(→ ν ¯ν) 17±3 4.2±0.4 −
Expected t¯t, single top, t¯t+V 600±80 880±90 32±9
Expected dibosons 280±90 330±110 58±21
MC exp. SM events 9354 15531 2140
Fit input W(→ eν) 6644 0.4 −
Fit input W(→ µν) 41 12839 2.5
Fit input W(→ τν) 1650 1142 0.6
Fit input Z/γ∗ (→ e+e−) 0.04 − −
Fit input Z/γ∗ (→ µ+µ−) 3.7 291 2044
Fit input Z/γ∗(→ τ+τ−) 117 44 3.0
Fit input Z(→ ν ¯ν) 18 4.5 −
Fit input t¯t, single top, t¯t+V 600 880 32
Fit input dibosons 280 330 58
A. Monojet-like analysis
Uncertainties on the absolute jet and EmissT energy scale and
resolution [63] translate into an uncertainty on the total back-
ground that varies between 1.1% for M1 and 1.3% for M3.
Uncertainties related to jet quality requirements and pileup
description and corrections to the jet pT and EmissT introduce a
0.2% to 0.3% uncertainty on the background predictions. Un-
certainties on the simulated lepton identification and recon-
struction efficiencies, energy/momentum scale and resolution
translate into a 1.2% and 0.9% uncertainty in the total back-
ground for M1 and M3 selections, respectively.
Variations of the renormalization/factorization and parton-
shower matching scales and PDFs in the SHERPA W/Z+jets
background samples translate into a 1% to 0.4% uncertainty
in the total background. Variations within uncertainties in the
re-weighting procedure for the simulated W and Z pT distribu-
tions introduce less than a 0.2% uncertainty on the total back-
ground estimates.
Model uncertainties, related to potential differences be-
tween W+jets and Z+jets final states, affecting the normal-
ization of the dominant Z(→ ν ¯ν)+jets and the small Z/γ∗(→
τ+τ−)+jets and Z/γ∗ (→ e+e−)+jets background contribu-
tions, as determined in W (→ µν)+jets and W (→ eν)+jets
control regions, are studied in detail. This includes uncertain-
ties related to PDFs and renormalization/factorization scale
settings, the parton shower parameters and the hadroniza-
tion model used in the MC simulations, and the depen-
dence on the lepton reconstruction and acceptance. As a
result, an additional 3% uncertainty on the Z(→ ν ¯ν)+jets,
Z/γ∗(→ τ+τ−)+jets and Z/γ∗ (→ e+e−)+jets contributions is
included for all the selections. Separate studies using parton-
level predictions for W/Z+jet production, as implemented in
MCFM-6.8 [83], indicate that NLO strong corrections affect
the W (→ µν)+jets to Z(→ ν ¯ν)+jets ratio by less than 1% in
the EmissT and leading jet pT kinematic range considered. In
addition, the effect from NLO electroweak corrections on the
W+jets to Z+jets ratio is taken into account [84–86]. Dedi-
cated parton-level calculations are performed with the same
EmissT and leading jet pT requirements as in the M1 to M3 sig-
nal regions. The studies suggest an effect on the W+jets to
Z+jets ratio that varies between about 2% for M1 and 3% for
M2 and M3, although the calculations suffer from large un-
certainties, mainly due to the limited knowledge of the pho-
ton PDFs inside the proton. In this analysis, these results
are conservatively adopted as an additional uncertainty on the
Z(→ ν ¯ν)+jets, Z/γ∗(→ τ+τ−)+jets and Z/γ∗ (→ e+e−)+jets
contributions. Altogether, this translates into an uncertainty
on the total background that varies from 1.9% and 2.1% for
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TABLE III. Data and background predictions in the control regions before and after the fit is performed for the M2 selection. The background
predictions include both the statistical and systematic uncertainties. The individual uncertainties are correlated, and do not necessarily add in
quadrature to the total background uncertainty.
M2 control regions W(→ eν) W(→ µν) Z/γ∗ (→ µ+µ−)
Observed events (20.3 fb−1) 1835 4285 650
SM prediction (post-fit) 1840±45 4280±70 650±26
Fitted W(→ eν) 1260±43 − −
Fitted W(→ µν) 10±2 3500±90 0.8±0.2
Fitted W(→ τν) 350±13 330±15 0.28±0.03
Fitted Z/γ∗ (→ e+e−) 0.03+0.05−0.03 − −
Fitted Z/γ∗ (→ µ+µ−) 1.2±0.2 71±4 620±27
Fitted Z/γ∗(→ τ+τ−) 17±1 8.5±0.6 1.0±0.1
Fitted Z(→ ν ¯ν) 4.6±0.7 0.8±0.1 −
Expected t¯t, single top, t¯t+V 120±20 240±35 8±2
Expected dibosons 80±30 130±53 21±7
SM prediction (pre-fit) 1873 4513 621
Fit input W(→ eν) 1287 − −
Fit input W(→ µν) 11 3725 0.8
Fit input W(→ τν) 352 342 0.3
Fit input Z/γ∗ (→ e+e−) 0.04 − −
Fit input Z/γ∗ (→ µ+µ−) 1.2 67 590
Fit input Z/γ∗(→ τ+τ−) 17 8.7 1.0
Fit input Z(→ ν ¯ν) 4.9 0.8 −
Fit input t¯t, single top, t¯t+V 120 240 8
Fit input dibosons 80 130 21
the M1 and M2 selections, respectively, to about 2.6% for the
M3 selection.
Theoretical uncertainties on the predicted background
yields for top-quark-related processes include: uncertainties
on the absolute t ¯t, single top and t ¯t +Z/W cross sections; un-
certainties on the MC generators and the modeling of parton
showers employed (see Sec. III); variations in the set of pa-
rameters that govern the parton showers and the amount of
initial- and final-state soft gluon radiation; and uncertainties
due to the choice of renormalization and factorization scales
and PDFs. This introduces an uncertainty on the total back-
ground prediction that varies between 1.6% and 1.0% for the
M1 and M3 selections, respectively. Uncertainties on the di-
boson contribution are estimated in a similar way and trans-
late into an uncertainty on the total background in the range
between 0.7% and 1.3%. A conservative 100% uncertainty
on the multijet background estimation is adopted, leading to
a 1% uncertainty on the total background for the M1 selec-
tion. Finally, statistical uncertainties related to the data con-
trol regions and simulation samples lead to an additional un-
certainty on the final background estimates in the signal re-
gions that vary between 1.2% for M1 and 1.4% for M3 se-
lections. Other uncertainties related to the trigger efficiency
and the determination of the total integrated luminosity [73]
are also included, which cancel out in the case of the domi-
nant background contributions that are determined using data-
driven methods, leading to a less than 0.3% uncertainty on the
total background.
B. c-tagged analysis
In the c-tagged analysis, the jet energy scale uncertainty
translates into a 0.3% to 2.2% uncertainty in the final back-
ground estimate. Uncertainties related to the loose and
medium c-tag introduce a 2.8% and 2.5% uncertainty on the
background yield for the C1 and C2 selections, respectively.
Uncertainties related to the jet energy resolution, soft contri-
butions to EmissT , modeling of multiple pp interactions, trigger
and lepton reconstruction and identification (momentum and
energy scales, resolutions and efficiencies) translate into about
a 1.2% (1.4%) uncertainty for the C1 (C2) selection. Varia-
tions of the renormalization/factorization and parton-shower
matching scales and PDFs in the SHERPA W/Z+jets back-
ground samples translate into a 3.0% and 3.3% uncertainty
in the total background for the C1 and C2 selections, respec-
tively. Uncertainties in the re-weighting of the simulated W
and Z pT distributions, affecting the extrapolation of the MC
normalization factors from the control to the signal regions,
introduce a less than 0.6% uncertainty in the final background
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TABLE IV. Data and background predictions in the control regions before and after the fit is performed for the M3 selection. The background
predictions include both the statistical and systematic uncertainties. The individual uncertainties are correlated, and do not necessarily add in
quadrature to the total background uncertainty.
M3 control regions W (→ eν) W(→ µν) Z/γ∗ (→ µ+µ−)
Observed (20.3 fb−1) 417 946 131
SM prediction (post-fit) 420±20 950±30 130±12
Fitted W(→ eν) 270±17 − −
Fitted W(→ µν) 2.2±0.4 750±37 0.3±0.1
Fitted W(→ τν) 84±6 79±6 0.02±0.01
Fitted Z/γ∗ (→ e+e−) − − −
Fitted Z/γ∗ (→ µ+µ−) 0.7±0.1 13±1 120±12
Fitted Z/γ∗(→ τ+τ−) 4.7±0.4 1.8±0.3 0.28±0.03
Fitted Z(→ ν ¯ν) 1.2±0.2 0.08±0.02 −
Expected t¯t, single top, t¯t+V 31±5 65±10 1±1
Expected dibosons 22±8 40±17 5±3
SM prediction (pre-fit) 416 1023 132
Fit input W(→ eν) 271 − −
Fit input W(→ µν) 2.4 824 0.3
Fit input W(→ τν) 83 79 0.02
Fit input Z/γ∗ (→ e+e−) − − −
Fit input Z/γ∗ (→ µ+µ−) 0.7 13 125
Fit input Z/γ∗(→ τ+τ−) 4.6 1.8 0.3
Fit input Z(→ ν ¯ν) 1.3 0.10 −
Fit input t¯t, single top, t¯t+V 31 65 1
Fit input dibosons 22 40 5
estimates. In the c-tagged analysis, the Z+jets and W+jets
background is enriched in heavy-flavor jets produced in asso-
ciation with the vector boson and the same heavy-flavor pro-
cesses are present in the signal region and the V+jets control
regions. Theoretical uncertainties on the background predic-
tions for top-related processes and diboson contributions are
computed following the same prescriptions as in the monojet-
like analysis and constitute the dominant sources of system-
atic uncertainty. In the case of top-related processes, this
translates into an uncertainty on the total background predic-
tion of 5.2% and 5.0% for C1 and C2 selections, respectively.
Similarly, the uncertainties on the diboson contributions lead
to an uncertainty on the total background of 5.5% (11.5%) for
the C1 (C2) selection. The limited number of SM MC events
and data events in the control regions lead to an additional
uncertainty of 3.0% (4.4%) for the C1 (C2) signal region. Fi-
nally, a conservative 100% uncertainty on the multijet back-
ground contribution in the control and signal regions is also
adopted, which translates into a 0.4% and 0.9% uncertainty
on the total background for the C1 and C2 selections, respec-
tively.
C. Signal systematic uncertainties
Different sources of systematic uncertainty on the predicted
SUSY signals are considered. Experimental uncertainties re-
lated to the jet and EmissT reconstruction, energy scales and
resolutions introduce uncertainties in the signal yields in the
range 3% to 7% and 10% to 27% for the monojet-like and
c-tagged analyses, respectively, depending on the stop and
neutralino masses considered. In the c-tagged analysis, un-
certainties on the simulated c-tagging efficiencies for loose
and medium tags introduce 9% to 16% uncertainties in the
signal yields. In addition, a 2.8% uncertainty on the inte-
grated luminosity is included. Uncertainties affecting the sig-
nal acceptance times efficiency (A× ε) related to the gener-
ation of the SUSY samples are determined using additional
samples with modified parameters. This includes uncertain-
ties on the modeling of the initial- and final-state gluon radia-
tion, the choice of renormalization/factorization scales, and
the parton-shower matching scale settings. Altogether this
translates into an uncertainty on the signal yields that tends
to increase with decreasing ∆m and varies between 8% and
12% in the monojet-like analyses, and between 17% and 38%
in the c-tagged selections, depending on the stop and neu-
tralino masses. Finally, uncertainties on the predicted SUSY
signal cross sections include PDF uncertainties, variations on
12
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FIG. 3. The measured EmissT and leading jet pT distributions in the W (→ µν)+jets (top), W (→ eν)+jets (middle), and Z/γ∗ (→ µ+µ−)+jets(bottom) control regions, for the M1 selection, compared to the background predictions. The latter include the global normalization factors
extracted from the fit. The error bands in the ratios include the statistical and experimental uncertainties on the background predictions.
the αs(MZ) value employed, as well as variations of the renor-
malization and factorization scales by factors of two and one-
half. Altogether, this results in a total theoretical uncertainty
on the cross section that varies between 14% and 16% for stop
masses in the range between 100 GeV and 400 GeV.
VIII. RESULTS AND INTERPRETATION
The data and the expected background predictions for the
monojet-like and c-tagged analyses are summarized in Ta-
ble VIII. Good agreement is observed between the data and
13
TABLE V. Data and background predictions in the W/Z+jets and t ¯t control regions before and after the fit is performed for the c-tagged
selection. The background predictions include both the statistical and systematic uncertainties. The individual uncertainties are correlated, and
do not necessarily add in quadrature to the total background uncertainty.
c-tagged control regions W(→ µν) W(→ eν) Z → ℓℓ t¯t
Observed events (20.3 fb−1) 1783 785 113 140
SM prediction (post-fit) 1780±42 790±28 110±11 140±12
Fitted W(→ eν) − 260±49 0.08±0.02 0.19±0.05
Fitted W(→ µν) 480±110 0.1±0.1 0.01±0.01 0.6±0.1
Fitted W(→ τν) 70±14 29±6 − 0.06±0.02
Fitted Z(→ ν ¯ν) − 0.35±0.05 − −
Fitted Z/γ∗ (→ e+e−) − − 49±6 −
Fitted Z/γ∗ (→ µ+µ−) 22±3 − 45±5 6.4±0.8
Fitted Z/γ∗(→ τ+τ−) 16±3 3.7±0.7 − 1.9±0.4
Fitted t¯t 1000±110 400±43 7.1±0.8 120±12
Expected t¯t +V 9±1 4.5±0.5 1.0±0.1 1.8±0.2
Expected single top 95±18 49±9 0.35±0.08 7±1
Expected dibosons 76±15 35±8 11±2 5±1
Expected Higgs 1.1±0.2 0.5±0.1 0.06±0.01 0.14±0.02
SM prediction (pre-fit) 1830 790 127 132
Fit input W(→ eν) − 290 0.08 0.20
Fit input W(→ µν) 588 0.1 0.02 0.7
Fit input W(→ τν) 79 32 − 0.10
Fit input Z(→ ν ¯ν) − 0.40 − −
Fit input Z/γ∗ (→ e+e−) − − 56 −
Fit input Z/γ∗ (→ µ+µ−) 25 − 52 7.4
Fit input Z/γ∗(→ τ+τ−) 17 4.1 − 2.2
Fit input t¯t 940 374 6.7 108
Fit input t¯t +V 9 4.5 1.0 1.8
Fit input single top 95 49 0.35 7
Fit input dibosons 76 35 11 5
Fit input Higgs 1.1 0.5 0.06 0.14
TABLE VI. Definition of the validation regions for the c-tagged selection.
V1 V2 V3 V4 V5
Preselection
Tagging One medium c-tag among jets 2–4(2–3) for V1–V4(V5)
Three (two) loose c-tags, acting as b-veto, for other 3(2) jets for V1–V4(V5)
Ne 0 0 0 0 0
Nµ 0 0 0 0 0
Njet ≥ 4 ≥ 4 ≥ 4 ≥ 4 = 3
EmissT (GeV) ∈ [150,250] ∈ [200,250] ∈ [150,250] > 150 > 250
Leading jet pT (GeV) ∈ [150,250] ∈ [200,290] > 150 ∈ [150,290] > 290
the SM predictions in each case. The SM predictions for
the monojet-like selections are determined with a total uncer-
tainty of 2.9%, 3.2%, and 4.6% for the M1, M2, M3 signal
regions, respectively, which include correlations between un-
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FIG. 4. The measured EmissT and leading jet pT distributions in the W (→ µν)+jets (top), W (→ eν)+jets (middle), and Z/γ∗(→ ℓ+ℓ−)+jets(bottom) control regions, for the c-tagged selection, compared to the background predictions. The latter include the global normalization
factors extracted from the fit. The error bands in the ratios include the statistical and experimental uncertainties on the background predictions.
certainties on the individual background contributions. Simi-
larly, the SM predictions for the c-tagged analyses are deter-
mined with a total uncertainty of 10% for C1 and 14% for C2
selections. Figure 7 shows the measured leading jet pT and
EmissT distributions for the monojet-like selections compared
to the background predictions. Similarly, Fig. 8 presents the
leading jet pT, EmissT and jet multiplicity distributions for the
c-tagged selections. For illustration purposes, the distribution
of two different SUSY scenarios for stop pair production in
the t˜1 → c+ χ˜01 decay channel with stop masses of 200 GeV
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FIG. 5. The measured EmissT and leading jet pT distributions in the t ¯t control region, for the c-tagged selection, compared to the background
predictions. The latter include the global normalization factors extracted from the fit. The error bands in the ratios include the statistical and
experimental uncertainties on the background predictions.
TABLE VII. Observed events and SM background predictions from the control regions for the V1 to V5 validation regions. The errors shown
are the statistical plus systematic uncertainties. The individual uncertainties are correlated, and do not necessarily add in quadrature to the total
background uncertainty.
c-tagged validation regions V1 V2 V3 V4 V5
Observed events (20.3 fb−1) 1534 257 2233 2157 215
Fit prediction 1530±90 260±20 2300±190 2200±190 200±50
W(→ eν) 70±13 12±2 100±20 100±18 9±3
W(→ µν) 60±14 10±2 90±20 90±19 10±3
W(→ τν) 330±60 64±12 470±86 460±82 50±19
Z(→ ν ¯ν) 260±44 52±12 360±56 410±95 80±20
Z/γ∗ (→ e+e−) − − − − −
Z/γ∗ (→ µ+µ−) 1.1±0.1 0.14±0.02 1.6±0.2 1.5±0.2 0.11±0.03
Z/γ∗(→ τ+τ−) 8±1 0.9±0.2 12±2 10±2 0.5±0.2
t¯t 630±90 92±14 830±160 830±170 20±5
t¯t +V 6.3±0.7 1.3±0.1 10±1 10±1 0.16±0.05
Single top 60±12 9±2 80±17 80±16 8±1
Dibosons 60±14 14±3 100±22 100±23 18±3
Higgs 0.7±0.1 0.15±0.03 1.1±0.2 1.1±0.2 0.09±0.02
Multijets 40±19 0.8±0.8 200±99 70±36 −
and neutralino masses of 125 GeV and 195 GeV are included.
The agreement between the data and the SM predictions
for the total number of events in the different signal regions
is translated into 95% confidence level (CL) upper limits on
the visible cross section, σ ×A× ε , using the CLs modified
frequentist approach [87], considering the systematic uncer-
tainties on the SM backgrounds and assuming there is no
signal contamination in the control regions. The upper lim-
its are derived from pseudo-experiments and from an asymp-
totic approximation [82], which gives similar results. For the
monojet-like analysis, values of σ × A× ε in the range be-
tween 96 fb and 9.6 fb are excluded at 95% CL. In the case
of the c-tagged analysis, visible cross sections above 1.76 fb
and 0.95 fb, for the C1 and the C2 selections, respectively, are
excluded at 95% CL, as shown in Table IX.
A. Stop pair production with t˜1 → c+ χ˜01
The results are then translated into exclusion limits on the
pair production of top squarks with t˜1 → c+ χ˜01 (BR=100%)
as a function of the stop mass for different neutralino masses.
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FIG. 6. Measured leading jet pT and EmissT distributions for the V3–V4 (top) and V5 (bottom) selections compared to the SM predictions.
The error bands in the ratios include both the statistical and systematic uncertainties on the background predictions.
TABLE VIII. Data and SM background prediction in the signal region for the monojet-like and c-tagged selections. For the SM predictions
both the statistical and systematic uncertainties are included. In each case the individual uncertainties can be correlated, and do not necessarily
add in quadrature to the total background uncertainty.
Signal Region M1 M2 M3 C1 C2
Observed events (20.3 fb−1) 33054 8606 1776 208 71
SM prediction 33450±960 8620±270 1770±81 210±21 75±11
W (→ eν) 3300±140 700±43 130±12 11±2 3.0±0.7
W (→ µν) 3000±100 700±29 133±8 8±2 3.0±0.7
W (→ τν) 7800±290 1690±74 320±24 42±9 14±3
Z/γ∗ (→ e+e−) − − − − −
Z/γ∗ (→ µ+µ−) 170±27 53±9 13±3 0.07±0.01 0.04±0.01
Z/γ∗(→ τ+τ−) 95±6 17±1 1.8±0.3 0.7±0.1 0.15±0.03
Z(→ νν¯) 17400±720 5100±240 1090±72 62±9 27±3
t ¯t, single top, t ¯t+V 780±73 150±19 27±4 63±13 18±4
Dibosons 650±99 220±40 60±14 21±13 10±9
Higgs − − − 0.16±0.03 0.07±0.01
Multijets 300±300 30±30 4±4 2±2 0.1±0.1
Expected and observed 95% CL exclusion limits are set us- ing the CLs approach, for which a simultaneous fit to the sig-
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FIG. 7. Measured EmissT and leading jet pT distributions for the M1 (top), M2 (middle), and M3 (bottom) selections compared to the SM
predictions. For illustration purposes, the distribution of two different SUSY scenarios are included. The error bands in the ratios include both
the statistical and systematic uncertainties on the background predictions.
nal and control regions is performed including statistical and
systematic uncertainties. Uncertainties on the signal accep-
tance times efficiency, the background predictions, and the lu-
minosity are considered, and correlations between systematic
uncertainties on signal and background predictions are taken
into account. The fit accounts for any potential contamination
of signal events in the control regions which a priori has been
estimated to be very small. In addition, observed limits are
computed using ±1σ variations on the theoretical predictions
for the SUSY cross sections. For each SUSY point consid-
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FIG. 8. (top) Measured EmissT and leading jet pT distributions for the C1 selection before the cut in the variable shown (as indicated by the
vertical arrows) is applied. In the case of the EmissT distribution, the cuts corresponding to C1 and C2 selections are both indicated. (bottom)
Measured leading jet pT and jet multiplicity for the C2 selection. The data are compared to the SM predictions. For illustration purposes, the
distribution of two different SUSY scenarios are included. The error bands in the ratios include both the statistical and systematic uncertainties
on the background predictions.
TABLE IX. Left to right: 95% CL upper limits on the visible cross section (〈σ〉95obs) and on the number of signal events (S95obs). The third
column (S95exp) shows the 95% CL upper limit on the number of signal events, given the expected number (and ±1σ on the expectation) of
background events. The CLB value, i.e. the confidence level observed for the background-only hypothesis, and the p0 values, which represents
the probability of the background alone to fluctuate to the observed numbers of events or higher, are also reported. The p0-values are truncated
at 0.5 if the number of observed events is below the number of expected events. The limits derived using an asymptotic approximation instead
of pseudo-experiments are given in parentheses.
Signal region 〈σ〉95obs[fb] S95obs S95exp CLB p0
M1 96.2 (95.4) 1951 (1935) 1960+840−320 (1950
+850
−290) 0.49 0.50
M2 28.4 (28.7) 575 (581) 590+210−120 (600
+200
−120) 0.48 0.50
M3 9.6 (9.6) 195 (195) 190+69−53 (190
+69
−54) 0.51 0.49
C1 1.76 (1.75) 35.8 (35.5) 37+9−10 (37+10−11) 0.45 0.50
C2 0.95 (0.93) 19.3 (18.9) 22+8−6 (22+9−6) 0.35 0.50
ered, observed and expected limits are computed separately for the different monojet-like and c-tagged analyses, and the
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one with the best expected limit is adopted as the nominal
result. Finally, the 95% CL observed limits corresponding to
the−1σ variations on the SUSY theoretical cross sections are
then quoted.
Figure 9 shows the results separately for the monojet-like
and c-tagged analyses, illustrating their complementary re-
gions of sensitivity. As anticipated, the monojet-like selec-
tions drive the exclusion limits at very low ∆m for which the
M2 and M3 signal regions enhance the sensitivity to large stop
and neutralino masses. The c-tagged results determine the
exclusion limits in the rest of the plane. Figure 10 presents
the combined results. Masses for the stop up to 240 GeV are
excluded at 95% CL for arbitrary neutralino masses, within
the kinematic boundaries. For neutralino masses of about
200 GeV, stop masses below 270 GeV are excluded at 95%
CL. In the compressed scenario with the stop and neutralino
nearly degenerate in mass, the exclusion extends up to stop
masses of 260 GeV. The region with ∆m < 2 GeV is not con-
sidered in the exclusion since in this regime the stop could be-
come long-lived. These results significantly extend previous
exclusion limits [27, 28] on the stop and neutralino masses in
this channel.
B. Stop and sbottom pair production with t˜1 → b+ f f ′ + χ˜01
and ˜b1 → b+ χ˜01
The monojet-like results are also interpreted in terms of ex-
clusion limits on the stop pair production in the four-body de-
cay mode t˜1 → b+ f f ′+ χ˜01 (BR=100%) and the sbottom pair
production with ˜b1 → b+ χ˜01 (BR=100%), using the same CLs
approach as explained above. As already mentioned, this is
particularly relevant in a mass-degenerate scenario in which
the decay products of the squarks are too soft to be identified
in the final state, and the signal selection relies on the presence
of an ISR jet. Figure 11 shows the expected and observed
95% CL exclusion limits as a function of the stop and neu-
tralino masses for the t˜1 → b+ f f ′ + χ˜01 decay channel. For
∆m ∼ mb, stop masses up to 255 GeV are excluded at 95%
CL. Top squarks with mass of about 150 GeV and 200 GeV
are excluded for mb < ∆m < 50 GeV and mb < ∆m < 35 GeV,
respectively.
Finally, Fig. 12 presents the expected and observed 95% CL
exclusion limits as a function of the sbottom and neutralino
masses for the ˜b1 → b+ χ˜01 decay channel, compared to previ-
ous results. In the scenario with m
˜b1 −mχ˜01 ∼mb, this analysis
extends the 95% CL exclusion limits up to a sbottom mass of
255 GeV.
IX. CONCLUSIONS
In summary, this paper presents results of a search for
stop pair production in the decay channel t˜1 → c + χ˜01 us-
ing 20.3 fb−1 of proton-proton collision data at
√
s = 8 TeV
recorded with the ATLAS experiment at the LHC. Two dif-
ferent analysis strategies based on monojet-like and c-tagged
event selections are carried out that optimize the sensitivity
across the stop–neutralino mass plane. Good agreement is ob-
served between the data and the SM predictions. The results
are translated into 95% CL exclusion limits on the stop and
neutralino masses. A stop mass of about 240 GeV is excluded
at 95% confidence level for mt˜1 –mχ˜01 < 85 GeV, as the max-
imum mass difference in which the decay mode t˜1 → c+ χ˜01
dominates. Stop masses up to 270 GeV are excluded for a
neutralino mass of 200 GeV. In a scenario with the stop and
the lightest neutralino nearly degenerate in mass, stop masses
up to 260 GeV are excluded. The results from the monojet-
like analysis are also re-interpreted in terms of stop pair pro-
duction in the four-body decay channel t˜1 → b+ f f ′ + χ˜01 and
sbottom pair production with ˜b1 → b+ χ˜01 , leading to a simi-
lar exclusion for the mass-degenerate scenario. The results in
this paper significantly extend previous results [23, 26–30] at
colliders.
ACKNOWLEDGMENTS
We thank CERN for the very successful operation of the
LHC, as well as the support staff from our institutions without
whom ATLAS could not be operated efficiently.
We acknowledge the support of ANPCyT, Argentina; Yer-
PhI, Armenia; ARC, Australia; BMWF and FWF, Austria;
ANAS, Azerbaijan; SSTC, Belarus; CNPq and FAPESP,
Brazil; NSERC, NRC and CFI, Canada; CERN; CONI-
CYT, Chile; CAS, MOST and NSFC, China; COLCIEN-
CIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech
Republic; DNRF, DNSRC and Lundbeck Foundation, Den-
mark; EPLANET, ERC and NSRF, European Union; IN2P3-
CNRS, CEA-DSM/IRFU, France; GNSF, Georgia; BMBF,
DFG, HGF, MPG and AvH Foundation, Germany; GSRT and
NSRF, Greece; ISF, MINERVA, GIF, I-CORE and Benoziyo
Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST,
Morocco; FOM and NWO, Netherlands; BRF and RCN, Nor-
way; MNiSW and NCN, Poland; GRICES and FCT, Portu-
gal; MNE/IFA, Romania; MES of Russia and ROSATOM,
Russian Federation; JINR; MSTD, Serbia; MSSR, Slo-
vakia; ARRS and MIZˇS, Slovenia; DST/NRF, South Africa;
MINECO, Spain; SRC and Wallenberg Foundation, Sweden;
SER, SNSF and Cantons of Bern and Geneva, Switzerland;
NSC, Taiwan; TAEK, Turkey; STFC, the Royal Society and
Leverhulme Trust, United Kingdom; DOE and NSF, United
States of America.
The crucial computing support from all WLCG partners is
acknowledged gratefully, in particular from CERN and the
ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Den-
mark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA
(Germany), INFN-CNAF (Italy), NL-T1 (Netherlands), PIC
(Spain), ASGC (Taiwan), RAL (UK) and BNL (USA) and in
the Tier-2 facilities worldwide.
20
 [GeV]
1t
~m
100 150 200 250 300 350
 
[G
eV
]
0 1χ∼
m
50
100
150
200
250
300
350
=8 TeVs,  -1 L dt = 20.3 fb∫ 
monojet-like selection: M1, M2, M3
All limits at 95% CL
ATLAS
) = 1
1
0χ∼ c → 1t
~
 production, BR(1t
~
1t
~
)theorySUSYσ1 ±Observed limit (
)expσ1 ±Expected limit (
)° = 0θLEP (
)-1CDF (2.6 fb
c
 
+ m
0
1χ∼
 
< m
1t
~m
W
 
+ m
b
 
+ m
0
1χ∼
 
> m
1t
~m
 [GeV]
1t
~m
100 150 200 250 300 350
 
[G
eV
]
0 1χ∼
m
50
100
150
200
250
300
350
=8 TeVs,  -1 L dt = 20.3 fb∫ 
c-tagged selection: C1, C2
All limits at 95% CL
ATLAS
) = 1
1
0χ∼ c → 1t
~
 production, BR(1t
~
1t
~
)theorySUSYσ1 ±Observed limit (
)expσ1 ±Expected limit (
)° = 0θLEP (
)-1CDF (2.6 fb
c
 
+ m
0
1χ∼
 
< m
1t
~m
W
 
+ m
b
 
+ m
0
1χ∼
 
> m
1t
~m
FIG. 9. Exclusion plane at 95% CL as a function of stop and neutralino masses for the decay channel t˜1 → c+ χ˜01 (BR=100%) as determined
separately for the monojet-like (left) and the c-tagged (right) selections. The observed (red line) and expected (blue line) upper limits from this
analysis are compared to previous results from Tevatron experiments [27, 28], and from LEP [26] experiments at CERN with squark mixing
angle θ = 0o. The dotted lines around the observed limit indicate the range of observed limits corresponding to ±1σ variations on the NLO
SUSY cross-section predictions. The shaded area around the expected limit indicates the expected ±1σ ranges of limits in the absence of a
signal. A band for ∆m < 2 GeV indicates the region in the phase space for which the stop can become long-lived.
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mixing angle θ = 0o. The dotted lines around the observed limit indi-
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the expected limit indicates the expected ±1σ ranges of limits in the
absence of a signal. A band for ∆m < 2 GeV indicates the region in
the phase space for which the stop can become long-lived.
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