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I .  I n t roduct ion,  
Spectra l  element methods a re  h igh order  methods that combine the f l e x i b i l i t y  of f i n i t e  
element methods w i t h  the " i n f i n i t e  order  accuracy" of spectral methods. The domain of computation 
i s  decomposed i n t o  some subdomains - t h e  e lements - (genera l l y  these a r e  deformed 
paral lelotopes), and the exact solut ion i s  approximated b y  a piecewise polynomia l  of h igh degree. 
The spect ra l  element method d i f f e r s  f r o m  other  spect ra l  methods us ing  domain decomposition 
techniques (patch ing methods) by  the way the matching conditions a re  handled. These are ,  l i k e  i n  
the f i n i t e  element method, i m p l i c i t l y  taken i n t o  account b y  the var ia t ionna l  statement of the 
discrete problem. Th is  a l lows f o r  more  f l e x i b i l i t y  w i t h  no loss of the spectral accuracy ( see, e.g. , 
[ P I ,  [M .P . ]  and [F]).  When the algebraic equations resu l t i ng  f r o m  t h i s  k i n d  of d iscret izat ion are  
obtained, the problem that remains  i s  to  solve, i n  an ef f ic ient  way,  the algebraic system. 
The in te res t  of domain decomposition technique i s  to  f rac t ion  the computational task so as to 
y ie ld  smal le r  problems and to  use para l le l  computers fo r  instance. I f  the value of the approximate 
solut ion were  known on the var ious  interfaces, the problem would be v e r y  s imp le  since i t  would 
resu l t s  i n to  the resolut ion of as many disconnected problems as the number of elements. The main  
d i f f i cu l t y  i s  that t h i s  value i s  not known; hence a technique known as the i te ra t ion  per  subdomains 
has been proposed i n  the  l i t e r a t u r e  [F.Q.Z.] [Q.Sl] to  discover t h i s  va lue i t e ra t i ve l y .  Another 
approach i s  to t r y  to i n v e r t  the whole problem by not work ing  i t e ra t i ve l y  on each subdomain. This  
method, [M .P . ]  [F.R.D,P.] [ R ] ,  consists i n  reducing i t e ra t i ve l y  the res idue at the same t i m e  on 
every subdomain. The global method used can be based on a conjugate gradient a lgor i thm o r  another 
i t e ra t i ve  procedure. 
I n  the  f i r s t  p a r t  o f  t h i s  paper, E. M. Ronquist and A. T. Patera [R .P . ]  have presented some 
r e s u l t s  concerning a new m u l t i g r i d  method f o r  the resolut ion of  the algebraic system resu l t i ng  
f r o m  the approx imat ion  of a second order  P.D.E. by  spect ra l  o r  spect ra l  element method i n  the 
one-dimensional domains. The v e r y  s imp le  idea of using the Jacobi precondit ioner as a smoother 
f o r  the i t e r a t i v e  m u l t i g r i d  a lgor i thm appears to  be a v e r y  good one. Indeed, the  numer i ca l  
p roper t i es  of t h i s  smoother seems to  surpass a l l  expectations; the reduct ion ra te  of each V-cycle 
appears numer i ca l l y  t o  be independent of the discret izat ion parameters. 
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When i t e r a t i v e  techniques a re  used, i t  i s  i m p o r t a n t  t o  understand w h y  these methods 
converge i n  order  to foresee the generalization and the a b i l i t y  of the methods to be adapted to more  
than test problems.  Here we propose an analysis of t h i s  phenomenon and prov ide the jus t i f i ca t ion  
of these v e r y  good proper t ies .  Many general convergence proofs  ex is t  i n  the l i t e r a t u r e  f o r  the 
numer ica l  analysis of the m u l t i g r i d  technique; among them le t  us c i te  [M .M. ] ,  [B.D.].  We use here 
the abst ract  f ramework  developed b y  R. E. Bank and C.  C .  Douglas [B .D. ]  that f i t s  exact ly  the 
numer ica l  conclusion of [R.P.] concerning the optimal choice of the smoothing operations. 
To o u r  knowledge, the numer ica l  analysis of the convergence f o r  the m u l t i g r i d  a lgor i thms 
used i n  spect ra l  t ype  techniques i s  somehow empty.  The ma in  reason i s  ce r ta in l y  that the n ice 
analysis that  can be done requ i res  a var ia t ional  f ramework  and the awareness that the spectral 
methods are ,  exact ly  o r  v e r y  close to ,  var ia t iona l  approach i s  not so old. The other  reason, 
perhaps, i s  that the prev ious  m u l t i g r i d  techniques applied to  spectral t ype  methods [Z.W.H. 1 ,2] 
used a f i n i t e  d i f fe rence precond i t ioner  as a smoother  and a Chebyshev f r a m e w o r k .  The 
convergence, i n  t h i s  case, i s  not so b r i l l a n t  as i n  the present approach and a p r i o r i  more  related to 
the good p roper t i es  o f  precondi t ioner  of the f i n i t e  d i f ference operator .  Besides the var ia t iona l  
fo rmula t ion  invo lves a nonsymmetr ic  f o rm that makes the analysis much more  involved. 
The paper i s  organized as fo l lows;  i n  section I I ,  we reca l l  the theory of [B.D. ]  i n  a f o r m  
adapted to ou r  analysis. In section I I I ,  we f i r s t  exp la in  on the test example of the Galerk in  spectral 
approx imat ion of the homogeneous Poisson problem the fundamental reasons of opt imal  proper t ies 
of t h i s  m u l t i g r i d  method. The tools a re  based on Jackson inequali ty and some re f ined vers ion  of the 
approx imat ion proper t ies  of the L*-pro ject ion operator. I n  section I V ,  we generalize the analysis 
to  the case of the spectral element approx imat ion.  We compare i n  each section the resu l t s  obtained 
by  the theory w i t h  the numer ica l  resu l ts  presented i n  [R.P.]. The last  section V deals w i t h  the one 
domain m u l t i g r i d  technique when applied to a non constant second order  problem. 
The general izat ion of  these r e s u l t s  to  mul t id imensional  p rob lems w i l l  be presented i n  a 
fu tu re  paper. 
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I I .  P o s i t i o n  o f  the p r o b l e m  a nd a b s t r a c t  t heo rem.  
I I -  1 G e n e r a l i t i e s  on v a r i a t i o n a l  m u l t i g r i d  techn iques .  
I n  t h i s  subsection, we f i r s t  reca l l  the theory developed by  R .  Bank and C. Douglas to  analyze 
the convergence ra te  of the m u l t i g r i d  a lgor i thm f o r  solving the l inear  algebraic system that arises 
f rom the numer ica l  approx imat ion  of e l l i p t i c  p a r t i a l  d i f fe ren t ia l  equations. We present i t  i n  a 
vers ion  that we sha l l  use af terwards.  F i r s t  of a l l ,  le t  X be a H i l b e r t  space, a be a continuous, 
e l l i p t i c ,  symmet r i c ,  b i l i nea r  f o r m  and g be a continuous l i nea r  f o r m ,  both defined over  X ,  The 
problem to  be solved i s  : F ind u E X such that 
( 1 1 . 1 )  V v E X , a(u,v) g(v) . 
For the numer ica l  resolut ion of t h i s  p rob lem,  we f i r s t  introduce a sequence of f i n i t e  dimensional 
subspaces A, cA, c ... c Aj of X ; then consider the problem : F ind u j  E Aj such that 
( l l . 2 ) j  
The basic idea f o r  so lv ing  prob lem (11.2) w i t h  a m u l t i g r i d  a lgo r i t hm consists i n  f i r s t  
defining a s imp le  problem over the largest spaces Aj and so lv ing i t ,  then cor rec t ing  the residual 
der ived f r o m  the so lut ion of t h i s  s imp le r  problem when plugged in to  problem ( l l . 2 ) j  by  so lv ing 
prob lem ( l l . Z ) k  for  l ower  values o f  k < j .  The f i r s t  step i s  the most impor tan t  one and re l i es  on 
the  good choice o f  cont inuous,  e l l i p t i c ,  s y m m e t r i c ,  b i l i n e a r  f o r m  b ,  ca l led smoother ,  that  
represents  a i n  some sense and i s  easier to  i nve r t .  Let us suppose that we have only  two gr ids ,  the 
coarse one ( i .e.,  A, 1 and the f i ne  one ( i .e.,  , and j = 2). The two-gr id  procedure consists in 
1 - 
scp i n  A, such that 
(11.3) V v E A, , b(Scp-rp,v) g(v) - a(cp,v) , 
2- 
F i n d T  i n  A, such that 
(11.4) V v E A, , a(T,v> = g(v> - a(cp,v) , 
anddefine ccp cp + c p ,  
3- m / 2  steps of smoothing as i n  ( l l n3 ) .  
We consider here  j u s t  t w o  g r i d  leve ls ,  the on ly  reason i s  f o r  sake of s i m p l i c i t y  of  the 
notations, bu t  as i n  [B.D,],  we could consider the whole W-cycles based on more  than two  levels. I f  
'v'v E Aj , a(uj,v) = g(v) . 
m / 2  steps o f  smoothing where we solve m / 2  t imes a problem l i k e  the fo l low ing  one : F ind 
one step of coarse g r i d  correct ion where we solve only  once a problem l i k e  the fo l lowing one: 
- 
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the i n i t i a l  guess fo r  the exact solut ion u i s  uo , af ter  one V-cycle l i k e  the one described prev ious ly  
by  the th ree  steps 1 - 2- 3-, the resu l t ing  solut ion i s  u1 and can be expressed l i k e  a function of uo 
as fo l lows 
(11.5) u1 = Sm/2CSm/2(Uo) ,
so that ,  a f ter  the rth V-cycles, the solut ion i s  
(11.6) ur = [Sm'2CSm/2]r(~o) , 
Moreover ,  i t  i s  v e r y  s imp le  to note that i f  u i s  the exact solut ion, then 
Cu = u and s u = u  , 
so that ,  i f  er denotes the e r r o r  a f ter  the rth V-cycle, we der ive  f r o m  ( 
( 1  1.7) er = [Sm/2CSm'2]r(eo) I 
1.6) that 
Note that the equations ( I  I .3) ( I  I .4 )  define af f ine operators and 8 but  i n  ( I  I . 7 )  we can consider 
these operators  as l inear  ones since they operate on dif ferences eo and er; f r o m  now on, we shal l  
consider these operator as l inear  ones w h i l e  keeping the same notation. 
As noted i n  [B.D. ] ,  of importance i s  the analysis of the spectrum of the fo l lowing eigenvalue 
problem : F i n d Y  i n  A2 a n d l  i n  R' such that 
(11.8) 
where  b has been scaled so that  the  max imum eigenvalue A,,, i s  equal to  1 .  Let us  o rder  the 
eigenvalues i n  increas ing order  0 < A, G A, < G A, = A,,, = 1 ,  (where  P i s  the dimension of 
) and choose r e l a t i v e  eigenfunctions Y , , Y2 ,,,, ,Y, , O f  equal impor tance i n  the analysis i s  
also the  c o m p a t i b i l i t y  between the  coarse space A, and the  space spanned b y  the  f i r s t  
eigenvectors , 
More  prec ise ly ,  under the fo l lowing hypothesis 
V v E &, , a(Y ,v) = A  b ( Y  ,v) , 
H thespace&, co inc ideswi thspan{Y1,Y2, . . ,Y, } , (wherepis thedimensionof  A, ) ; 
then one can prove the fo l lowing theorem 
Jheorem I I ,  1 : Under the hypothesis H the e r r o r  after fhe f i r s t  V-cycle ve r i f i es  
a(e' ,e1) G ( 1 -A,,+, )2m a(eo ,eo>. 
P r o o f  : F i r s t  of a l l ,  le t  us reca l l  that the eigenfunctions Yn , n = 1 ,... , P ,  f o r m  a basis of A, that 
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I 
i s  orthogonal for  both the fo rms  a and b. Let us span eo i n  t h i s  basis; we get 
then, due to (11.3) and ( l l . 8 ) ,  we der ive that Sm/2(e0) satisf ies 
(11.9) S (e ) = E,"=, ( I -x , )  e, Y, . 
From hypothesis H, we then der ive  that the opera to re  truncates the prev ious spectrum so that 
e, Y, ; 
eo = c,":, 5; Y, ; 
m/2 0 m/2 -0 
N m/2 -0 CSm/2(eo> = L ~ = ~ + ~  ( I -x , )  
e l  = Sm/2eSm/2(e0> = E,"=,+, ( 1 -A,,)" g: Y" , 
a(e',e'> = Ln=p+l ( 1  - x , > ~ ~  ( e,> a(q,,\u,> G ( 1  - x ~ + ~ ) ~ ~ L ~  n =p+ 1 ( e,> a(Yn,Yn> 
then the smoothing procedure diminishes once more  the spectrum of the e r r o r  as fo l lows 
We deduce now f r o m  the orthogonali ty of the Y, that 
N A0 2 no 2 
G ( 1  - x ~ + ~ ) ~ ~ E / = ~  ( n o  e,> 2 a(y,,\u,> = ( 1  - x ~ + ~ ) ~ ~  a(eO,eO> I 
R e m a r k  I I ,  L : Note that  the prev ious  theorem i s  v e r y  s imp le  and i s  a t r i v i a l  extension of the 
analysis of the m u l t i g r i d  procedure i n  the Four ie r  space. Note also that i f  the space A, i s  not so 
we l l  chosen, f o r  instance i f  i t  coincides w i t h  span {YN - p +  1 ,  YN - p +  2 ,  . I  ,YN}, then the m u l t i g r i d  
procedure would not converge rap id l y  since, a f ter  the f i r s t  V-cycle, we obtain 
Sm/2eSm/2(e0> = c,"~; ( 1 -in)" G: Y, 
and the e r r o r  remains  impor tan t  since X, can be v e r y  smal l .  I n  fact, the method has exactly the 
same proper t ies  as the p la in  Jacobi a lgor i thm.  
I t  t u r n s  out f r o m  the prev ious  analysis that the  m u l t i g r i d  procedure, when applied under 
hypothesis H i s  degenerated since only  one V-cycle i s  needed and m i s  the only  impor tan t  factor of 
convergence. So i n  the non t r i v i a l  appl icat ions where the hypothesis H i s  not ve r i f i ed ,  we have to  
measure the actual s i tuat ion between the hypothesis H and the s i tuat ion explained i n  r e m a r k  I I. 1 .  
Th is  can be explained as fol low : the "rough" eigenmodes ( [B.D. ]  denotes t h i s  way the Y, w i t h  X, 
close to  1 )  a r e  damped du r ing  the smoothing procedure ( t h e i r  components a r e  m u l t i p l i e d  b y  a 
factor ( 1  -1,) ) w h i l e  the "smooth" modes ( corresponding to  smal l  X,) r e m a i n  almost constant. 
Under the hypothesis H these are  completely erased du r ing  the correct ion procedure, bu t  i f  we are  
not i n  t h i s  opt imal  s i tuat ion,  they can only  be damped also du r ing  t h i s  step. 
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The general analysis proposed i n  [ B . D ]  al lows f o r  measuring the pos i t ion w i t h  respect to  
both hypotheses, Let us reca l l  the basis of t h e i r  proof  since we shal l  extend i t  i n  section V .  To th i s  
purpose, they introduce the var ious norms,  defined fo r  any rea l  index 8 ,  as fo l lows 
N 8 - 2  (11.10) v CP E A 2  I 111 v 1118 = [Cn= 1 An V n  ] ' I 2  8 
f(a,b) = aa bb (a+b) 
They introduce also the function f 
( I t .  1 1 ) 
Then we der ive  that 
(11.12) 
- (a+b)  - b 
- sup, , [0,1] ( 1 x 8 
V ~ E A ~  , V T ,  O G T ~  ,Ills .m/2 c p l l l e  = [ C n = l ( l - ~ n ) m ~ n c p n l  N e - 2  112 
G f ( m / 2 , ( 8 - ~ ) / 2 )  I l l  cp I l l T  ; 
= a( eSm'2cpI CSmI2cp - 7 )  = a( eSm/2cp, ~ " ' ~ c p )  
le t  us w r i t e  now 
1 1 1  ~ ~ ~ ' ~ c p  111: a( ~ ~ ~ ' ~ c p ,  
< 111 esm/2cp lIll-@ 111 smI2cp 1111+@ 
[SUPv,  Jq, 1 1 1  1111-@/ 111 Clcl 1111 1 I l l  cs"/2s I111 111 $"I2$ lIll+@ 1 
so that we der ive  
(11.13) 
wh ich  i s  va l i d  f o r  any @ > 0 ;  we deduce f r o m  ( I  I .  12) that 
I l l  esm/2cp Ill1 < [SUP,, J q 2  I l l  clcl I l l  1 - @ /  I l l  elcl 111 1 1 I l l  smI2cp I l l 1 + @  > 
1 1 1  ~ ~ / ~ e ~ ~ / ~ c p  I l l l  G ~ m / 2 , @ / 2 )  1 1 1  eSm/2cp III1-@ 
< R m / 2 , @ / 2 )  I l l  esmI2cp Ill1 [SUP,, Jq, 111 C4J I l l , - @ /  I l l  e4J 1111 1 
1 1 1  QJ 1 1 1  1 - @ /  111 clcl 1111 l 2  111 smI2cp 1 1 1  1 + @  A m / 2 , @ / 2 )  [SUP,, 
2 
< R m  ,g> [SUP, A 111 e4~ III1-@/ 111 QJ I l l 1  l 2  III cp 1 1 1 1  I 
Def in ing All as fo l lows 
A,' = { cp E A, , such  t h a t V  II, E & ,  ,a(cp,qI) = 0 }  , 
( that coincides w i t h  the range of 
fol low i ng 
Jheorem I1,l : Assume there exists a constant K 2 1 and cx > 0 such that fur any cp E A,' 
) and by  m i n i m i z i n g  the r ight -hand side over @,  they state the 
111 cp I l l l -a  G 1 1 1  9 1111 I 
then 
( I t .  14) a(e' ,e'> < a(eO,eO> , 
where 
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11.2 F o r m u l a t i o n  o f  t h e  s p e c t r a l  e l e m e n t  d i s c r e t i z a t i o n .  
Let us t u r n  now to the posit ion of the problem. We consider here  the s imp le  test problem 
over the i n te rva l  A 3 - 1  , 1 [  : F ind u such that 
(11.16) - u, = f , over A 
provided w i t h  hom ogeneous D i r i c h l e t  boundary conditions 
(11.17) 
where  f i s  a g iven force. Th is  p rob lem i s  v e r y  s imp le ,  bu t  i t  a l lows a statement of the basic 
features of the m u l t i g r i d  a lgor i thm and an understanding of why  the method works.  
d-1) = u (1 )  0. 
The spec t ra l  e lement  method f o r  app rox ima t ing  the  so lu t ion  o f  (11.16) consis ts  i n  
d i sc re t i z ing  the  space of acceptable funct ions by a subspace o f  piecewise polynomia ls .  More  
prec ise ly ,  g iven a p a i r  h (K,N), we f i r s t  break the i n te rva l  A i n to  K d i s jo in t  sub in te rva ls  of 
comparable sizes 
K 
A = U  k = l  A, 1 = 1 ak 1 ak + bk [ ; 
then,  we choose f o r  space of approx imate  funct ions a subspace X: o f  H i ( A )  consis t ing o f  a l l  
piecewise polynomia ls  of degree G N, 
( l l . 1 8 a )  x: = Y: n H ~ ( A )  , 
where 
( 1  I I 1 8 b )  Y: = { Ip such that IpIAk E 'PN(Ak) } 
and [PN(/\k) denotes the space of a l l  polynomials of degree G N on A,. We r e m i n d  that c o n t r a r i l y  to  
the f i n i t e  element approx imat ion ,  the  convergence i s  achieved by  increas ing the  degree o f  the 
polynomials N and not re f i n ing  the mesh. 
The d iscrete p rob lem s t a r t s  f r o m  the var ia t iona l  fo rmula t ion  o f  p rob lem ( I  I .  16)(1 I .  17) 
that i s  : F ind  u i n  H i (A )  such that 
(11,19) 
where (. ,.) denotes the L* (A) -sca la r  product and a(, ,.) denotes the fo l lowing b i l i nea r  fo rm defined 
over H ~ ( A )  as fo l lows 
I  
I 
v v E H;(A), a(u,v> ( f , v )  , 
v q , ~  E H;(A) , a ( s , v )  (q,,lcl,> I 
Then we construct the numer ica l  scheme by  d iscret iz ing w i t h  Gauss-Lobatto quadrature formulas 
the var ious  in tegra ls  present i n  ( I  I .  19 )  and res t r i c t i ng  the space of test functions to  X F  . 
Th is  resu l t s  i n  the fo l lowing problem : F ind uh E X: such that 
N N (11.20) v vh E x: ah,GL(uh IVh)  = (f,vh)h,GL , 
where the discrete fo rms  a re  defined as fol lows 
( P I $  E y: I (qjv):,GL = zF=, b k / 2  z:=O e," q ( c n , k )  $(cn,k)  1 
N 
V q I $  E x: 1 aF,GL(q ,+) ( q x  I +x)h,GL ' 
Here, the e," , and the e," are  the weights and nodes of the Gauss Lobatto-Legendre fo rmu la  w i t h  
N+ 1 po ints  and the collocation points  a re  defined by = ak t (E," + 1 ) b k / 2  . W reca l l  here 
that the in tegrat ion fo rmu la  i s  exact on P2N-1 so that ,  con t ra ry  t o  the appearances, ah,GL does not 
depend on h nor  N since ah,GL = a ( see e.g. [M .P . ] ) .  
N 
N 
The algebraic system that has to  be solved i s  derived by choosing the values of  the unknown 
function uh on the col location points  and represent ing uh i n  the basis of the in terpolant  basis hk,n 
defined by  : hk,n i s  the only  element of Y; such that 
The m a t r i x  system that has to  be solved can be w r i t t e n  as follows: F ind u = (U:,") such that 
(11.22) A u = g , 
where A i s  the s t i f fness m a t r i x  w i t h  en t r ies  equal to  
( I I . 2  1 ) V , hk,n(ct,m) = 6 k p  snm 
' K  N 
(11.23) ( 2 / b k ) E  k = l  En,0 Qn,k [dhi,,/dx dhj,,/dx] (cn,k) 
w i t h  = en b k / 2  and E' denotes the d i rec t  "s t i f fness summation" w h i l e  g i s  related to  the 
fo rc ing  te rm,  We r e f e r  to  [ R . P . ]  so as to  [M.F 
Th is  numer i ca l  method i s  proved to  
p rob lems that include, for instance, the f u  
[ M . P . R . l ] ,  [M .P .R .2 ]  o r  [ R ] )  and i s  nume 
] fo r  more  details on the der ivat ion o f  t h i s  m a t r i x .  
w o r k  v e r y  w e l l  i n  a great  number  o f  in te res t ing  
1 Navier-Stokes prob lem (see f o r  instance [ M . P . ]  
i ca ly  compet i t ive and implementable on a para l le l  
medium gra in  paradigm (see f o r  instance [F.R.D.P.]).  
Let us t u r n  now io  the m u l t i g r i d  a lgor i thm fo r  so lv ing  i t e r a t i v e l y  p rob lem ( l l , 2 2 ) ,  As  
-9 - 
explained i n  [R.P. ]  , nested spaces a re  related to  spaces of po lynomia ls  w i t h  lower  degree X F  (say 
M N/2) and the smoother i s  s i m p l y  the Jacobi precondi t ioner  B that i s  p ropor t iona l  to  the 
diagonal p a r t  of the m a t r i x  A and normalized i n  such a way that the highest eigenvalue of B - ’ A  i s  1 .  
We shal l  analyze i n  the  two fo l low ing  sections the proper t ies  o f  t h i s  precondi t ioner  and expla in  
why the numer ica l  method w o r k s  so we l l  as presented i n  [ R . P . ]  . 
In t h i s  paper ,  we shal l  use two g r ids  on ly  though the analysis can be per fo rmed w i t h  no 
ex t ra  d i f f i cu l t y  than the one of comprehension, and we shal l  use 
1 -  XN’2 h and A, X F  , 
The problem enters  i n  the general theory of [B .D . ]  since the numer ica l  problem involves b i l i nea r  
fo rms  and mat r ices  that do not depend on h. 
-10-  
I l l .  A n a l u s i s  o f  t h e  converaence o f  t h e  m u l t i a r i d  a l a o r i t h m  i n  the 
case o f  one e lement ,  
As announced i n  the t i t l e ,  we shal l  assume fo r  the moment that the d iscret izat ion i s  applied 
on orlly one domain to  problem (11.16). For sake of s i m p l i c i t y ,  we shal l  drop out the second index 
that corresponds to  the subelement characterization i n  the notations. The s i tuat ion i s  s imp le  here 
as soon as we have explained the p roper t i es  o f  the diagonal m a t r i x ,  bu t  t h i s  s imp le  example 
p e r m i t s  enhancement of the main  features that al low f o r  a r a p i d  convergence of the a lgor i thm.  The 
problem can be w r i t t e n  as a p u r e  collocation scheme as already noted i n  [M.P. ] .  Indeed, b y  tak ing 
vh = h, f o r  n = 1 ,..,N-1 , i n  (11.20) and us ing tw ice  the exactness of the Gauss-Lobatto fo rmu la ,  
we der ive 
N ah,,jL(Ut,,hn) = a(uh,h,) = - JA U;((X> h,(x) dx = - ( U;( 1 hn)h,tL = - U;((Cn) e ,  ; 
besides w e  note that  
( f ,  hn)F,GL = f(Cn) e ,  I 
so that the problem actual ly ve r i f i ed  by  uh i s  : F ind uh i n  X F  such that 
V n ,  n= 1 ,.. ,N- 1 , - u;((C,,) = f(<,,) . 
Th is  consists i n  a p u r e  collocation procedure to solve the i n i t i a l  problem. 
I n  order  to analyze the m u l t i g r i d  a lgor i thm , l e t  us f i rst  compute exactly the diagonal p a r t  of 
the st i f fness m a t r i x ;  that i s  here s imp ly  to  the m a t r i x  w i t h  en t r ies  equal to  
A o j  = A . 0. 
NJ 
Due to the exactness of the Gauss Lobatto fo rmula ,  we easi ly obtain that ,  f o r  i = 1 ,... ,N- 1 , 
Aii = [ h l ( x ) l 2  dx = - I, h( ' (x)  hi(x) dx , 
and here again, by  using the exactness of the Gauss Lobatto fo rmula ,  we der ive  f r o m  ( I  1.2 1 )  
As already derived i n  [GHO, fo rmu la  ( 7 . 4 ) ]  
l e m m a  I I I ,  1 : The diagonal of  the st i f fness m a t r i x  ver i f ies  
( 1 1 1 . 1 )  A i i =  e i N  (N+1) / [3(1-(Cy)2) ] I  
P r o o f  : Let us drop out i n  t h i s  p roo f ,  the supersc r ip t  N. F i r s t  of a l l ,  we note tha t ,  f r o m  the 
def in i t ion ( I  I. 2 1 ) of hi , we have 
- 1 1 -  
where  ai i s  a non zero constant. It i s  we l l  known (see, e.g [D.R.]) that the i n te rna l  nodes of the 
Gauss Lobatto fomula v e r i f y  
N-  1 
(111.2) L h ( x )  = CN nj=1 ( x - t j )  I 
where cN i s  a non zero constant. Hence, we can w r i t e  
2 ( x - t i )  hi(x) = cN1 ai ( 1 -x2) Lh (XI = Gi ( 1 - X  ) Lh ( x ) ,  
and af ter  tak ing the der iva t ive  of both sides, we obtain 
( x - t i )  h f ( x )  + hi(x) Gi (d/dx)[( 1 -x2) Lh ( x ) ]  I 
Let us reca l l  now the  eigenfunctions p roper t y  v e r i f i e d  by  the Legendre polynomia ls  (see, e.g. 
[D.R.]) 
(111.3) (d /dX) [ ( l -X2)  L ~ ( x ) ]  - ( N ) ( N + l )  L,(x) ; 
we der ive  that 
(111,4) ( ~ - t i ) h f ( X )  + h i ( X ) = - G i N ( N + l ) L N ( x )  ; 
plugging now x = ti i n  th i s  equation yields 
(111.5) 1 - G i N  ( N + l )  LN(ti) . 
Besides, by  tak ing the der iva t ive  of ( I  I1.4), we obtain 
(111.6) 
plugging also here  x = ti i n  t h i s  equali ty and using ( I  I1.2), we get 
(111.7) h(( t i )  = 0 
Let us m u l t i p l y  now ( I  11.6) by  ( 1 -x2) and take the der ivat ive of the resu l t i ng  equation, we deduce 
(x - t i )  h f ' ( x )  + 2 h f ( x )  - G i N  (N+1)  L ~ ( x )  , 
( x - t i )  (d/dX)[( 1-x2) h f ' ( x ) ]  + 3( 1 -x2) hf'(X) - 4xh f (x )  = Cci N2 ( N + 1 ) 2  L,(x) a 
F ina l l y ,  plugging one more  t ime  x = ti , we der ive  f rom ( I  11.5) 
3 ( 1  -t;) h('(t i )  = - N (N+ 1 )  , 
and the lemma fo l lows f rom the value of Aii , 
Remark 1II.L : Note that ,  as a consequence of (I1 l ,7), we have proved here  that the Lagrangian at 
po int  ti has i t s  maximum at ti 
- 1 2 -  
Associated w i t h  the m a t r i x  A i s  the b i l i nea r  form a, and i n  the same way, associated w i t h  B ,  
the normal ized diagonal of A can be defined a b i l i nea r  fo rm b:,GL .This w i l l  be the smoother of the 
m u l t i g r i d  a lgor i thm.  Lemma I I I .  1 proves that the smoother we have introduced i s  p ropor t iona l  to  
the b i l i nea r  fo rm E:,, defined fo r  any cp and q i n  X: (wh ich  here  i s  s imp ly  PN(A)  n H:(A)) 
(111.8) b,N,G,(~p,q) =xi=o N eicp(ti) +(ti) ( l - t ; ) - ' .  
It i s  in te res t ing  to note that ,  due to the exactness of the Gauss-Lobatto fo rmu la ,  we can r e w r i t e  
- N  2 - 1  bh,GL i n  a continuous way since fo r  any cp and q i n  X: , the funct ion [ q  q ( 1 -x ) 3 i s  s t i l l  a 
polynomial and belongs to [P2N-2(A), so that we have 
- N  bh,GL($,q) ="b(g,q) =Ir \  y ( x >  q ( x >  (1 -x2) - '  d x .  (111.9) 
Let us now analyze the eigenvalue problem (11.8) o r  more precisely the eigenvalue problem 
associated to b. The s i tua t ion  i s  he re  v e r y  s imp le  since we have an exact expression f o r  the 
solut ion to  t h i s  problem 
1 emma 111.7: Let usdef ine for any integer n , 1 G n G N-1  
(111.10) 
then we have 
( I I I .  1 1 ) 
P r o o f  : Let us f i r s t  r e m i n d  the fo l low ing  standard fo rmu la  on the Legendre polynomial  (see, e.g. 
[D.R.,  Chap 2 ,  971 ) 
(111.12)  v n E [N , 
Let us compute, f o r  any v in X: , 
Y,(x) (1 -x2 )  Lk(X) ; 
v v E X: , a (Yn  ,v> = n(n+ 1 "by, ,v> . 
( (1 -x2)  L;(x))' + n ( n + l >  L,(x) 0. 
a (Yn ,v) = J A  Y;(x) v ' (x)  dx = I,, ( (  1 -x2) L;(x))' v ' (x )  dx ; 
using ( I  I I .  12)  and integrat ing by  par ts ,  we obtain 
a (Yn  ,VI = - n(n+  1 ) I, L,(x) v ' ( x )  dx = n(n+ 1 ) I, L;(x) v ( x )  dx 
= n(n+ 1 ) I, ( 1 -x2)  L;l(x) v (x )  ( 1  -x2)- '  dx = n(n+ 1 ) b(Yn , v ) ;  
t h i s  ends the proof of Lemma I 11.2 . 
It i s  impor tan t  to note that  i n  t h i s  s imp le  example the eigenvalues a re  w e l l  known and, 
moreover ,  that  the  f i r s t  M of them span exact ly the  space P,+,(A) n H:(A). As a f i r s t  
consequence, we can state that the normal ized fo rm that w i l l  be used as a smoother i s  defined as 
-13-  
fol lows 
( I  I I ,  13) 
We demonstrate the case where the s imp le  hypothesis H of section I I i s  va l id ,  and we can state now 
Theorem I l l ,  1 : Let uo denote the i n i t i a l  guess in  the m u l t i g r i d  algor i thm applied to problem 
( I  I .20) in the case of one element, and u '  denotes the solution obtained in  the after m smoothing 
and one correction. This solution converges to the exact solution u as fol lows, 
V , q E X: , b (9  ,$) = N(N- 1 ) b((g ,q )  = N(N- 1 )j,, Y ( X )  q ( x ) / (  1 - X 2 )  dx I 
1 0 0 a(u-u' , u-u ) = [ 1 - ( N t 2 ) / 4 ( N -  1 ) I 2 "  a(u-u , u-u ) . 
P r o o f  : Th i s  i s  a s imp le  c o r o l l a r y  of Theorem I I ,  1 and lemma I I I . 2  since the f i r s t  ( N / 2 ) -  1 
eigenvectors Yn span the coarse space c/vz, = X, N / 2  ; i t  fo l lows that the  eigenvalues of problem 
(11.8) a re  n ( n t  1 ) / ( N - l  I N .  
Remark  I 11.2 : Note here  that  the cor rec t ion  on the coarse g r i d  needs only  be done once and that 
there  i s  no opt imal  choice f o r  the number of smoothings since the convergence i s  p ropor t iona l  to 
t h i s  number.  Th is  i s  actual ly i n  accordance w i t h  the numer ica l  s imu la t ion  of [ R . P . ]  as appears i n  
table 1 of that paper. 
Remark  111.3 : Let us po in t  out the fundamental reasons that g ive t h i s  r a p i d i t y  to the a lgor i thm.  
They are  hidden here due to  the s i m p l i c i t y  of the eigenvalue problem. F i r s t  of a l l ,  even i f  t h i s  i s  
not o f  m a j o r  impor tance,  the m a t r i x  B i s  a good precondi t ioner  of the m a t r i x  A. Indeed, the 
condit ion number  o f  B- 'A  i s  o rder  N2 as opposed to  the condition number of A wh ich  i s  order  N3. 
Th is  w i l l  be also the case f o r  other p rob lems and has already been noticed by  [H. ]  i n  a d i f fe ren t  
context f o r  an appl icat ion to  conjugate gradient a lgor i thms.  Th is  can be v iewed as an i nve rse  
inequali ty o r  a Jackson type one since the weighted L2- type norm associated to the b i l i nea r  form 6 
i s  compared t o  the H ' ( A ) - n o r m  as fo l lows 
(111.14) V 9 E P & A )  f l  H:(A) , 1 1  9 I f A  G N(N-1) "b(cp,d I 
Secondly, the other  p roper t y  that i s  v e r y  impor tan t  i n  the m u l t i g r i d  a lgor i thm i s  that the factor K 
as defined i n  Theorem I I .  1 i s  also bounded by  two constants independent of N. Indeed, we can state 
V q E X: such that a:,($ ,VI = 0 for  any v i n  X:I2 
we have 
(111.15) b ( q , V )  G K112 a ($ ,9 )  , 
-14- 
where the constant K i s  bounded by  4(N- 1 ) / (N+2) as can be derived f rom lemma I 11.2 , 
Let us generalize now the resu l t s  obtained we have obtained i n  th i s  v e r y  s imp le  s i tuat ion to 
the case of a mul t ie lement  discret izat ion. 
-15- 
I V ,  A n a l u s i s  o f  t h e  con  v e r a e n c e  o f  t h e  m u l t  i a r i d  a la0  r i t h m  i n  t h e  
case o f  s e v e r a l  e l e m  en ts, 
We begin here  also by  analyzing the proper t ies  of the diagonal of the s t i f fness m a t r i x  A. We 
immedia te ly  note tha t  t he re  a r e  two  k inds  o f  diagonal elements i n  t h i s  m a t r i x  : those that  
correspond to  i n te rna l  points, i.e. that invo lve the scalar product 
( I V .  1 
w i t h  i 1 , , , ,N - l ,  and those that correspond to  in te r face  points ,  i .e . ,  that  i nvo l ve  the  scalar 
product (IV. 1 )  f o r  i = 0 o r  N. The f i r s t  k ind  of diagonal elements a re  the same as those involved i n  
the prev ious  section, Indeed, the corresponding Lagrangian in te rpo lan ts  vanish at the interfaces 
and also on any sub in te rva l  that does not contain the point  ti,, ; therefore,  f r o m  Lemma I I I .  1 , we 
can state that 
K N  
Ai,, = E;, E,, =, ek,,, [dhi,,/dx dhi,,/dx](tn,k) 
2 V i, i = 1 ,..,N-l , V P , P  = 1 ,,., K , Ai,, = (2/b,) pi N(N+ 1 )/E3 ( 1  -(ti) > ]  , 
or again, thanks to a s imp le  change of var iab le 
( I V . 2 )  V i, i = 1 ,,,, N-1 , V P , P  = 1 ,,.,K , Ai,, = pi,, N(N+1)/[3(ti,,- a,)(a,+,-Ei,,)] . 
For  the in ter face te rms  we have 
L e m m a  I V .  1 : For i = 0 andany Q = 2,..,K we have 
( I V . 3 )  
P r o o f  : As already used, the exactness of the Gauss-Lobatto fo rmula  gives, f o r  i = 0 and Q = 2 ,.. ,K 
( o r  i = N andQ = 1 ,,, ,N- 1 , due to the d i rec t  st i f fness summation) 
Ai,, = [(b,-l)-l +(b,)-’] (N2+ N + 1 ) / 3  I 
(1v .4 )  Ai,, = I A t - 1  [dhNB,-l / d x I 2 ( t )  dE + [dh,,,/dxI2(E) dE 8 
A s imp le  change 01’ var iab les and the use of the symmet ry  of h, and h, yields 
(IV.5) Ai,, = [(2/b,-1)+(2/b,)] J A  [dhN/dX12(E) d t  * 
Let us compute the in tegra l  on the r ight -hand side of t h i s  equation. F i r s t  we have 
From ( I  I I .  13) we then get that 
hN(x) ( x +  1 )L i (X) /zLN(  1 )  , 
so that ,  a f te r  in tegrat ion by  par ts ,  we obtain 
-16-  
I/, [dh,/dx12(x) dX = - ( 2  LA( l ) ) -2  [ j A  ( x + l )  L ~ ( x )  (d2/dX2)((X+1) L ~ ( x ) )  dX
- 2 L i (  1) (d/dX)((X+ 1) L ~ ( x ) ) (  1) ] ; 
here  again, the use of the exactness of the Gauss-Lobatto fo rmu la  to  compute the in tegra l  on the 
r ight -hand side yields 
( IV.6)  JA [dhN/dx12(x) dx = - (2  Lk(  1 ) ) - '  [(d2/dX2)((X+ 1) L ~ ( x ) ) (  1) eN 
- (d /dx ) ( ( x+  1) L ~ ( x ) ) (  1 ) ]  . 
I t  i s  an easy mat ter  t o  note that 
(d /dx ) ( ( x+  1) L;(x)) ( x +  1 ) L i  ( x )  + L ~ ( x )  
I ( d2 /dx2) ( (x+  1) L ~ ( x ) )  ( x +  1) L i '  ( x )  + 2 L i  ( x )  I 
( 1 - x 2 )  L ~ ( x )  - ~ x L ~ ( x )  + N(N+l )  L,(x) 0 ; 
f rom ( I  I I .  12) w r i t e n  i n  the fo rm 
~ 
we der ive  that 
Lk (  1 )  = N(N+ 1 ) / 2  
L i  ( 1 )  (N-1 )N(N+  1)(N+2)/8 I 
L i '  ( 1) = (N-2)(N- 1 )N(N+ 1 ) (N+2)(N+3)/48 ; 
th i s  gives 
( d / d x ) ( ( X + l )  Lb(X)) ( l )  = N2(N+1)2/4 , 
(d2 /dx2) ( (x+  1 )  L;(X))( 1) = (N-1  )N2(N+ 1 )2(N+2) /24 . 
Plugging t h i s  i n  (IV.6) and using the re la t ion (see [D.R.]) 
( IV.7)  eN = 2 / (N+ l )N  , 
we der ive I ( IV.8)  I A  [dhN/dXl2(X) dX = (N2+  N + 1) /6 .  
The lemma fo l lows then f rom (IV.5). 
N F rom ( IV.2) ( IV.3) and ( IV .7) ,  we de r i ve  tha t  the b i l i n e a r  f o r m  b,,GL that  defines the 
smoother and i s  associated to  the normalized diagonal p a r t  of A i s  propor t ional  to the b i l i nea r  fo rm 
bh,GL defined f o r  any 9 and I+ i n  X," as fo l lows ( rem ind  (111.8)) 
I 
- N  ~ 
, 
- N  K -  
( I v .9 )  b,,GL((P,$) = Et=,  b t ( $ , q )  I 
where 
I 
I 
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I n  the  two  next  lemmas, we shal l  analyze the eigenvalue prob lem between a and b:,GL that 
N 
w i l l  al low f i r s t  to  lsstimate the normalization factor between bh,GL and I~:,GL. 
l e :  For any q in  X: , we have 
P r o o f  : To any cp i n  X L  l e t  us associate the element q o  defined as fo l lows 
(IV. 10) j A  ( P ' ~ ( x )  dX < (4N3+2N2+3N-1)N/3(N2+N+1) b:,GL ( q , ~ )  
K 
( I v *  go = q - q(af )  [hO,, + hN,,-ll I 
so that q o  and cp coincide on the i n t e r i o r  collocation points. Using the inequali ty 
(a+b)2 < ( 1  + ( x - l )  a2 + ( 1  +cc> b2 
we deduce f r o m  ( I \ / ,  1 1 ) , 
(1'4.12) JA,  q i 2 ( x )  dx + ( 1  +CX> jA, [q(at)h;,, + q(a,+,)h;,,I2(x) dx. 
It i s  an easy ma t te r  to note that the r e s t r i c t i o n  of q o  to  any A, belongs to U'N(A,) n H;(A,) so 
that the lemma I 11.2 and a s imp le  change of var iab les yields 
j,, s ' ~ ( x )  dx < ( 1  
jA, cpi2(x) dx < N(N-1) ei,, qi(ti,f)[(ti,,- a,)(a,+b,-ti,p)]-' 
< N(N- 1) zi E ei,t c ~ ~ ( t ~ , , ) [ ( C ~ , ~ -  a,)(a,+b,-ti,J-'a N -  1 
Besides, f r o m  (IV.8) , we der ive that 
I:X) dX = l A ,  [h1;,t12(x) dX = (N2+ N + 1)/3b, , 
as fo l low ing  the same l ines  as i n  the proof  of lemma I V .  1 ; we get, f o r  any N 2 2 
JA,  hi,, hi,( (XI dx < 1 /3b, 
From (IV. 12) we .then deduce 
I,,, cpfi2(x) dx < ( 1  +c(-')N(N- 1 )  ZN-' I = 1  ei,! q2(Ci,,)[ (ti,*- a,)(a,+bp-Ei,P)]-l 
+ ( 1  + ~ ) [ ( N ~ + N + 2 ) / 3 b , ] [  lcp(a,)12 + lV(af+1)l2l1 
choosing now 0: = 3(N-1) (N2+N+1) / (N+1) (N2+N+2) ;  i t  f o l l o w s f r o m  (IV.7) and (IV.9) that 
j/\ q o 2 ( X )  dX < (4N3+2N2+3N-1 )N/3(N2+N+ 1 ) 6,N,G,(Ip , V >  , 
and the lemma fol lows. 
Remark  I V ,  1 : The estimate i n  the prev ious lemma provides a less prec ise characterization o f  the 
eigenvalue prob lem than the  one we could get i n  lemma 1 1 1 . 1  bu t  we note tha t  the  highest 
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eigen 'a1 le invo lves the same asymptotic order  as i n  the prev ious  section and t h i s  w i l l  be enough 
fo r  ou r  purpose. The impor tan t  fact i s  that the result is independent of K and of the ra t ios  between 
the var ious  sub in te rva l  length b, , As we shal l  see i n  what fo l lows,  t h i s  w i l l  r esu l t  i n  a m u l t i g r i d  
a lgor i thm that  w i l l  w o r k  as w e l l  i n  any case of number  of subelements. Besides, note that  the 
smallest eigenvalue of problem ( I  1.8) scales l i k e  K-2 (independently of N) such that the condit ion 
number of B- 'A behaves l i k e  (KN)2 , i n  accordance w i t h  the f i n i t e  element equivalent (when N i s  
order  1 ) and proves that the conjugate gradient a lgor i thm,  when preconditioned by B ,  has a ra te  of 
convergence wh ich  behaves l i k e  1 - c/KN and depends on both K and N! ! !  Th is  i s  of importance when 
we compare the preconditioned conjugate gradient w i t h  the m u l t i g r i d  a lgor i thm.  We r e f e r  to  the 
thesis of E. M.  RONQUIST [ R ]  f o r  numer ica l  evidences. 
N 
I t  i s  an easy mat te r  to  de r i ve  f r o m  lemma IV.2 that the normal ized f o r m  b,, i s  defined 
f rom $,,, b y  mul t i p l i ca t i on  b y  a factor of order  (4 /3)N2.  The other p roper t y  that i s  impor tan t  
fo r  the analysis of the m u l t i g r i d  a lgor i thm deals w i t h  the space X:/21 of those elements cp of X: 
that v e r i f y  
( IV.  13) V q E X:/* ,a:,,,($, q )  0 . 
J em ma 1v.3 :  or any cp i n  x,NI2l we have 
( I V .  14) b: GL(tp , c p )  < 4 ( 4 N 3 t 2 N 2 + 3 N -  1 ) /3 (N2+N+ 1 ) (N+2)  a(cp , c p >  . 
Proof : Let cp belong to  XL/21 , and le t  us define fo r  P = 2,..,K the element q,  of X:I2 by  
1 9, E x, , b! k = 1 ,.", K t 1 ,  $,(ak) = 6,k I 
It i s  an easy mat ter  to compute that 
1 I/b,-, , f o r  x in A,-, , 
I O ,  f o r x i n A , , k $ P a n d k $ Q - l .  
+; ( x )  = I - l / b ,  , f o r  x i n  A, , 
Using t h i s  funct ion i n  ( I V .  13) , we der ive  that 
V P  = 2,..,K (l/bp-l)(cp(at) - cp(a,-,>)+(I/b,)(cp(a,) - cp(a,+,>> = 0 ; 
reca l l i ng  now that $(a,) $(a,+,) = 0 ,  we deduce that i n  fact cp vanishes at any in ter face so that 
qA, i s  an element of IPN(A,) n Hi(A, ) .  The use of (111.15) over each A, proves that 
I 
- N  
bt,,GL(q 19) = x:=1 "bP(g , s )  G 4/N(N+2)  a(cp,g) I 
- 1 9 -  
N 
and the lemma fo l lows by  reca l l ing  the normalization factor of b,, 
As a s i m p l e  consequence of the prev ious  lemmas and ( 1 1 . 1  1 ) ( 1 1 . 1  4) we de r i ve  that  the 
m u l t i g r i d  a lgor i thm converges toward the numer ica l  solut ion w i t h  a speed independent of both N 
and K ,  indeed, we have 
Jheorem I V ,  1 : The m u l t i g r i d  algori thm based on the Jacobi preconditioner converges, and at any 
V-cycle w i t h  m smoothing as detailed in section I I , the rate ofconvergence is given by 
I,., ei2(X) dx < I/ I,., e t ( x )  dx , 
where 
y = [ ( K - I ) / K ] ~ ~  , 
y t K f ( m , l ) ) 2  , f o r  m > ( ~ - 1 )  , 
f o r m  G ( ~ - 1 )  , 
and 
w i t h  
K 4 (4N3+2N2+3N-  1 ) / 3 ( N 2 t N t  1 ) (N+2)  = ( 1  6/31 ( 1  t o ( N - ’ ) )  . 
R e m a r k  IV.2 : Let us note that  the convergence r a t e  that  we have theore t ica l l y  obtained i s  
independent of K and the sizes of the subinterva ls  and does not deteriorate when N increases; t h i s  i s  
i n  accordance w i t h  what i s  numer i ca l l y  observed i n  p a r t  one of t h i s  paper [ R . P . ] .  However, the 
r a t h e r  rough estimate we gave f o r  the highest eigenvalue i n  ( I V .  10) prov ides a ra the r  too h igh 
estimate fo r  the convergence parameter ( close to 0.8 1 when N i s  large enough ).  Note also that the 
op t ima l  choice of  parameter  4 < m < 5 i s  close to  what can be observed numer ica l l y .  As i n  the 
analysis of the m u l t i g r i d  a lgor i thm when a f i n i t e  element method i s  used, t h i s  opt imal  parameter 
i s  lower  than the actual one. By using negative order of the norms defined f rom b and a, we could f i t  
more  closely to  the exper iments for  t h i s  last resu l t .  Th is  would be obtained, however, at the p r i c e  
of a much more  technical proof and would not r e a l l y  be wor thy  since the ma in  conclusion i s  the 
independence of the convergence ra te  w i t h  respect to the parameters of the discret izat ion. 
-20- 
V .  A n a l u s i s  o f  t h e  c o n v e r a e n  ce  o f  t h e  m u 1  t i a r i d  a l a o r  i t h m  i n  t h e  
case o f  non c o n s t a n t  c o e f f i c i e n t s ,  
The prev ious chapter was devoted to  the analysis of the m u l t i g r i d  a lgor i thm when applied to 
the v e r y  s imp le  equation -uxx = f. O f  in terest  of course i s  to know that the same conclusions hold 
t r u e  i n  more  complicated situations. We shall  extend here the analysis to  the case of the equation 
( V .  1 ) - (auJx  = f ] 
where a i s  a funct ion of x such that there  ex is ts  two constants a- and a+ w i t h  
(V.2) V x E A , 0 < a- < a ( x )  < a+ , 
and also such that 0: i s  i n  the Sobolev space W2,"(A). We shal l  assume here that the domain i s  not 
decomposed in to  subdomains, leaving t h i s  analysis to  a for thcoming paper as we l l  as the analysis of 
the mult idimensional case. The analysis provided here i s  insp i red  f r o m  the reference [ B . V . ] .  
I t  is standard t o  note here that problem ( V .  1 ) can also be stated i n  a var ia t ional  fo rmula t ion  
l i k e  (11.19) w i t h  now adef inedas fo l lows 
(V.3) 
I t  i s  r a t h e r  w e l l  known also that  the general spectral(e1ement) d isc re t i za t ion  of the  equation 
consists i n  f i r s t  choosing a discret izat ion parameter n E IN*, then : F ind u, E Xn = P,(A) n H i ( A )  
such that  
(V.4) v v, E xn an(unIv,) = (f,v,), I 
where the discrete f o r m  an i s  defined here by  
(V.5) 
The nested spaces f o r  the m u l t i g r i d  a lgor i thm a re  exactly the same as i n  the prev ious sections, i .e.,  
A, = XN'2 and A2 = XN and the strategy also based on the use of the Jacobi precondit ioner as a 
smoother. The corresponding b i l i nea r  fo rm bN i s  deduced f r o m  the fo l lowing bN af ter  normalization 
of the max imum eigenvalue of problem ( I  1.7); bN i s  defined by  
V cp ,q E H i ( A )  , a(s ,q)  = I, a ( x >  cp'(x> q ' ( x >  dx . 
v cp v E xn , aY(s ,q) = (a c p ,  , qx )n . 
where A,, corresponds to the diagonal en t r y  of the st i f fness m a t r i x  A ,  equal to  
N N N  A,, = a (h, h,) I 
and we reca l l  that h: i s  the Lagrangian in terpolant  at the po in t  t: .From hypothesis (V.2) and the 
exactness of the Gauss-Lobatto quadrature formula,  i t  i s  s imp le  to der ive  that 
-21 - 
(V.7) V q E X N  , aN(q ,cpk c(+ a($ , q >  < c(' N(N- 1 )  6 ( q  , c p >  
< (3c ( ' /~ - ) (N-  1 ) / ( N +  1 ) 6N ( c p  , c p )  , 
where  we r e c a l l  that 6 ( q , q )  = I,, $(x )  q ( x ) / ( l - x 2 )  dx. As a r e s u l t ,  we de r i ve  that the 
normal izat ion of btq sati f ies 
(V.8) 
From the eigenvalue problem : F ind Y i n  XN and X i n  U?' such that 
(V.9) 
that possess N - 1  eigenvalues 0 < A, 6 X, < . . .  6 AN- ,  < 1 ,  the eigenvectors of wh ich  are  chosen 
normalized w i t h  respect to  the norm derived f rom bN we define, as i n  (11.10) the ( ( 1  I norms  fo r  
any 8 E [R by  
bN = (3~ ' / c ( - ) (N -  1 ) / (N+ 1 ) E N I  
V v E X N  , a N ( Y , v )  = X b N ( Y , v )  
(V.1 0) V v E XN , 1 1 1  v l l l i , N  = 2,":; X: bN(VlY,)2. 
Here the b i l i nea r  .'arms associated to  the def in i t ion o f  the system and to  the smoothing depend on N. 
The def in i t ions of the smoothing opera torsN and the correct ion operator CN have t o  be precised. Let 
us do t h i s  i n  the s i m p l e  case where  only  two g r ids  a re  used. Instead of ( l l , 3 ) ,  the smoothing 
procedure consists i n  : F ind SNcp i n  XN such that 
(V. 1 1 ) 
w h i l e  the cor rec t ion  procedure consists i n  : F i n d s  i n  X N l 2  such that 
( v .12 )  
and define eNq =: cp + s. Then as explained i n  the general case, d u r i n g  a V-cycle w i t h  m / 2  
smoothings down and up the e r r o r  eo i s  changed i n  e'  as fol lows 
(V.13) e'  = ) 
V v E XN , bN (SNq-cp,v) = gN(v)-aN(cp,v) , 
N / 2  - N v v E xNl2 , a ( q , v >  g (v)-aN(cp,v> , 
<3N rn/2 eN (sN)rn/2 ,O 
-22 - 
Besides, f r o m  (V.7) and ( V .  141, we have 
b ( r ( x ) , r ( x ) )  = bN(rN(X)  ,r(X>> < [bN(rN(X) , rN (X>>  b N ( r ( x )  ,r(X))]1/2 
6 ( N + 2 / N - ) 1 / 2  [bN(rN(x) , rN(x) )  b ( r ( x )  , r ( X ) > ]  1/2 ,  
f i n a l l y ,  we der ive  that the solut ion r(x) of ( V .  14) has the fo l lowing s tab i l i t y  p roper t y  
(V. 15) b ( r ( x )  ,r(R)) < c (11 x 1112.N I 
Then le t  us state some approx imat ion resu l t  the proof  of wh ich  w i l l  be presented i n  the appendix. 
m a  Y. 1 : Let e defined over A and such that 
( V .  16) 
and n be apos i t i ve  integer. Thesolutions q ( e )  E H:(A), q, (p )  E IP:(A) definedby 
(V. 17) 
(V. 18) 
then the following approximation resul ts holds 
(v.  19) 
(v.20) 
I,, e2(x) / (  1 -x2) dx < 00 , 
v v E H:(N , a(q(g) ,v)  = "be,v) , 
v v E IP:(A) , aYq,(e) ,v> = "be,v) ; 
I s(e> - s,(e) I: < c n-2 U e , e >  , 
b ( q ( e )  - $ , ( e )  , $ ( e )  - $ , ( e > )  6 c n-4 b e )  . 
I 
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.kamg~Y,2 : There exists a constant c independent of both N and K such that 
I 
( v .23)  x E p i ( A )  1 1 1 1  eNx IjlO,N 111 1112,N ' 
Plugging (V.23) in (V.2 1 )  and using (V.22) give now the fo l lowing 
Jheorem V .  1 : The m u l t i g r i d  algor i thm based on the Jacobi preconditioner converges, and at any 
V-cycle w i t h  m smoothings as detailed in  section I I , the rate of convergence is given by 
(V.24) 
I 
jA e f ( x )  dx 6 c r ( m , l )  I,, ef (x )  dx 
R e m a r k  V .  1 : The decay r a t e  o f  m u l t i g r i d  a lgor i thm i s  independent of N ,  and i t  i s  in te res t ing  t o  
note that i t s  asymptotic behavior i s  o( 1 /m) .  
R- : The analysis of the case of non constant coefficients requ i res  some r e g u l a r i t y  ( i .e . ,  
) of the coeff icient ( th i s  i s  requ i red  f o r  lemma V .  1 ) .  We do not know to  what extend the lack 
of r e g u l a r i t y  of 0: deteriorates the actual convergence. Note however that  the local r e g u l a r i t y  i s  
j u s t  requi red,  i .e.,  (x can be non smooth through the interfaces. The m u l t i g r i d  procedure proposed 
i n  [ZWH 1.21, and that i s  based on another approach of smoothing, i s  numer ica l l y  proved to  be v e r y  
robus t  w i t h  respect to  the i r r e g u l a r i t y  of 0: [*I. 
w2," 
A. APPENDIX 
The ma in  purpose o f  t h i s  appendix i s  to prov ide the proof  of lemma V .  1 .  Let us f i r s t  reca l l  
the fo l lowing resu l t  of the approx imat ion theory (see [D ] )  
.bemma-: Let nM denote the orthogonal project ion operator f rom L2(A> onto P M ( A ) .  The 
fol lowing approximation resu l ts  hold 
( A .  1 ) b' u E H"'(A) , 11 u - nMu 110 < c(m) M-"' [ JA u("')~(x) ( 1  -x2)"' d ~ ] " ~  . 
P r o o f  : Le t  us reca l l  that  the  Legendre polynomia ls  const i tu te  a to ta l  system of orthogonal 
functions of L2(A) that ve r i f i es  
( A . 2 )  I,, L,(x) L,(x) dx = 6,, 2 / ( 2 n +  1 )  . 
* T.A.ZANG- personnal communication. 
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Let us use t h i s  basis to  span the function u ;  we a r r i v e  at 
u = x;=o a, L, I 
so that the L2 (A) -p ro jec t i on  of u onto PM(A) i s  equal to  
M 
nM u = E n  -0 a,-, Ln 1 
and the e r r o r  
00 
(A .3 )  - nMu = E n  =M+1 an Ln 
Let us reca l l  now that the Legendre polynomials satisfy the fo l lowing re la t ion 
2 
((  1 -x  LI, 1' = - n(n+ 1 )  L, , 
From (A.2)  we conclude that 
( A . 4 )  
From (A.2)  and (A.3)  we get 
I,, L,(x) L A X )  ( 1  -x2)  dx = 6,, 2 n ( n + l ) / ( Z n +  1 )  I 
11 - nM' 110 = Lr=M+1 2 a: / ( 2 n + 1 )  
w h i l e ,  f r o m  ( A . 4 1 ,  we der ive  that 
I,, uI2(x) ( 1 -x2> dx 2n(n+ 1 )  a i  / ( 2 n +  1 ) 
and (A. 1 ) i s  then j u s t  a s imp le  consequence of these two equali t ies i n  the case m I 1 .  The general 
case i s  handled by  recurs ion.  
As a consequence, we der ive  that 
C o r o l l a r u  A .  1 : Let n: denote the orthogonal project ion operator f rom H i ( A )  onto P$A) ,  
The fol lowing approximation resul ts hold 
(A .5 )  
P r o o f  : I t  has already been noted that f o r  any u i n  H i ( A )  
v u E H,(A) n H:(A) 1 1  u - nAu 11, G c(m) M-"' [ j, u ( m + 1 ) 2 ( ~ )  ( 1  -x2), dx]'12 , 
[nAu] (x )  = (11  nM- l (u ' ) ( t )  dt , 
so that (A.5) i s  an easy consequence of lemma A .  1. 
P roo f  o f  lemma V . 1  : It i s  an easy mat te r  to  note that the so lut ion q ( Q )  of  p rob lem ( V .  17) 
sati sf i es 
v x E A - [(cc[~(Q)I,),I(x) = @ ( X I / (  1 -x2> . 
From (V.2) and ( V .  16), we der ive  
(A .6 )  j A  [q (p ) ]? (x )  dx + I,, [ q ( ~ ) ] f , ( x )  ( 1  - X 2 >  dx < C I,, e2(x) / (  1 - X 2 >  dx < c "bQ,Q) I 
From co ro l l a ry  A.  1 I we know that there  ex is ts  an element q, of P:12(A) such that 
-25-  
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