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SERIE STORICHE E MODELLI VAR: 
DESCRIZIONE, DIAGNOSTICA E 
PERFORMANCE PREVISIVA CON DATI 
ITALIANI  
 
“Statistician: A man who believes figures don't lie  
but admits that, under analysis, some of them 
 won't stand up either” 
— Evan Esar 
 
INTRODUZIONE: 
Una serie storica è un insieme di osservazioni sui valori che una variabile presenta in diversi 
periodi. In quanto economisti, ci troviamo spesso a confrontarci con le serie storiche, ad 
esempio quando guardiamo all’andamento del PIL, alla variazione dell’Indice dei prezzi al 
consumo o alla variazione giornaliera dei prezzi di un indice azionario. Però, per quanto possa 
essere interessante il passato, ciò che ci interessa sapere è cosa ci riserva il futuro (potrebbe non 
aiutare molto ricordare la crescita passata se la prospettiva è una prolungata recessione). 
L’approccio statistico alle serie storiche ci permette di sapere alcune cose utili per soddisfare 
questo nostro interesse: 
(a) quali sono le condizioni che, una volta soddisfatte, ci permetterebbero di prevedere 
l’andamento futuro di una serie (inferenza); 
(b) come stimare l’andamento futuro di una serie (previsione); 
(c) come essere un po’ più sicuri di aver fatto un buon lavoro nel punto precedente 
(diagnostica). 
Questo lavoro si occupa di presentare parte dei contributi della statistica alla nostra conoscenza 
delle relazioni dinamiche tra fenomeni di interesse economico. Nella prima parte verranno 
indicate e discusse le condizioni che ci permettono di poter far inferenza nelle serie storiche in 
maniera analoga a come facciamo con i dati sezionali. Nella seconda parte parleremo dei testi 
diagnostici nelle serie storiche. Nella terza parte vedremo come tali condizioni possano venir 
usate per prevedere e stimare i valori futuri di una serie ed introdurremo i modelli vettoriali 
autoregressivi (VAR, vector autoregressive models). Nella quarta ed ultima parte presenteremo 
un caso empirico usando un VAR per effettuare una previsione sull’andamento di variabili 
macroeconomiche usando dati italiani. 
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PARTE PRIMA: NATURA E PROBLEMATICITÀ DELLE SERIE STORICHE 
 
Una serie storica esprime la dinamica di un fenomeno nel tempo. Come mostra la Figura 1, tali 
andamenti possono essere i più disparati e non sembra che possano avere molto in comune,  
 
Supponiamo di avere due modelli di regressione lineari, uno per dati sezionali (nei dati sezionali 
a venir registrato è il valore di una o più variabili in un solo periodo) e l’altro per serie storiche 
(dove a venir registrato è il valore di un insieme di variabili casuali ordinato rispetto al tempo):  
𝑦𝑖 = 𝛽0 + 𝛽1𝑥1𝑖 + 𝛽2𝑥2𝑖 + ⋯ + 𝛽𝑘𝑥𝑘𝑖 + 𝑢𝑖  (1.1)  
𝑦𝑡 = 𝛽0 + 𝛽1𝑥1𝑡 + 𝛽2𝑥2𝑡 + ⋯ + 𝛽𝑘𝑥𝑘𝑡 + 𝑢𝑡 (1.2) 
Con il pedice t che indica un periodo ed il pedice i che indica un individuo. Data la somiglianza 
tra i due modelli si potrebbe essere tentati di stimare i parametri in (1.2) nello stesso modo in 
cui si stimano solitamente quelli in (1.1), cercando poi di fare inferenza sui parametri ed 
effettuare test d’ipotesi. Il risultato di questo processo potrebbe portare a risultati controintuitivi 
(e platealmente scorretti). Vediamo all’opera alcuni di questi risultati: 
 
           Figura 1 - Differenti esempi di serie storiche. 
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(1) “Il maritare e l’impiccare è destinato” : nel 1926 lo statistico G. Udny Yule pubblicò 
un articolo nel quale confrontava la percentuale di matrimoni religiosi e la mortalità 
(misurata come numero di morti ogni 1000 abitanti) in Inghilterra e nel Galles dal 1866 
al 1911. Possiamo vedere le due serie nella Figura 2.  
 
La correlazione tra le due variabili è 0.9515. Una tipica misura della bontà 
dell’adattamento della regressione ai dati è l’R2 (che nelle regressioni semplici 
corrisponde al quadrato della correlazione tra le due variabili) , facendo una regressione 
su questi dati troveremmo quindi un R2 pari a 0.9054. Ciò vorrebbe dire che i matrimoni 
religiosi “spiegano” circa il 90% delle morti, eppure non abbiamo particolari ragioni per 
credere che queste due variabili siano effettivamente dipendenti l’una dall’altra. Questo 
fenomeno di apparente nesso tra due serie indipendenti è chiamato correlazione spuria. 
 
 
(2) “Quando piove a san Filippo, il povero non ha bisogno del ricco” : a riproporre con 
più chiarezza il problema delle correlazioni spurie fu l’economista David Hendy in un 
noto articolo del 1980. Hendry prende in considerazione l’annosa questione dell’effetto 
della politica monetaria sui prezzi. Propone due modelli concorrenti: il primo regredisce 
il livello dei prezzi sulla quantità di moneta (in scala logaritmica), il secondo regredisce 
Figura 2 - Correlazione tra matrimoni e mortalità in Inghilterra e nel Galles dal 1886 al 1911 
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il livello dei prezzi su una misteriosa variabile C. Ambedue i modelli producono un R2 
elevato (0.984 contro 0.998), ma il secondo modello ha performance migliori per quanto 
riguarda la previsione ed i coefficienti stimati risultano statisticamente significativi 
(Figura 3). Il secondo modello sembra quindi essere il vincitore della sfida, con la 
conseguenza che d’ora in poi bisognerà ricordare a politici e banchieri centrali di tenere 
in conto la variabile C quando decidono la loro inflazione obiettivo.  A questo punto 
però Hendry rivela che C altro non è che la piovosità nel Regno Unito. Anche in questo 
caso è chiaro che le due serie sono indipendenti tra loro e ci troviamo in un caso di 
correlazione spuria. Ma perché accade questo? 
 
 
Per comprendere e riuscire a gestire il problema della regressione spuria dobbiamo tener 
conto delle peculiarità delle serie storiche. Esse differiscono dai dati sezionali sotto tre aspetti 
rilevanti: 
A) Ordinamento temporale: a meno di non sottoscrivere qualche ontologia bislacca, il 
passato può influenzare il futuro ma il futuro non può (direttamente) influenzare il 
passato; 
B) Dipendenza dal passato: abbiamo ragione di credere che in molti tipi di serie storiche i 
valori che certe variabili assumono al tempo precedente influenzino i valori al tempo 
successivo;  
Figura 3 - Confronto tra due teorie dell'inflazione. Un modello mette in relazione inflazione e quantità di moneta nel Regno Unito 
(sinistra), l'altro mette in relazione inflazione e piovosità nel Regno Unito (destra).  
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C) Unicità della linea temporale: un processo stocastico è una serie ordinata secondo il 
tempo di variabili aleatorie; quando guardiamo alle serie storiche ciò che vediamo non 
è il processo stocastico bensì una sua realizzazione (Figura 4).  
Mentre nei dati sezionali possiamo vedere più realizzazioni di una stessa variabile 
casuale, nelle serie temporali ci è preclusa (per ora) la possibilità di tornare indietro nel 
tempo per far ripartire il processo e vederne ulteriori realizzazioni. Mentre nei dati 
sezionali estraiamo un campione da una popolazione e da questo cerchiamo di inferire 
alcune caratteristiche della popolazione, nelle serie storiche estraiamo un campione dal 
processo stocastico e da questo cerchiamo di inferire alcune caratteristiche del processo. 
 
Queste peculiarità ci impongono di ridefinire il nostro approccio ai dati. Per fare inferenza nei 
dati sezionali si cerca di usare lo stimatore dei minimi quadrati ordinari (OLS) dei parametri 
della regressione, alcune assunzioni devono essere soddisfatte perché la scelta di questo 
stimatore sia ottimale e nei prossimi paragrafi tratteremo delle modifiche richieste a tali 
assunzioni perché sia ottimale l’uso degli OLS anche per le serie storiche. Quindi useremo 
questi nuovi criteri per approfondire le proprietà statistiche di vari tipi di serie storiche ed 
effettuare inferenze sui parametri delle regressioni basate su serie storiche.  
Figura 4 - Esempio di processo stocastico, i punti neri sono le nostre osservazioni, l’insieme ordinato delle 
nostre osservazioni è la serie storica. 
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Prima di procedere, facciamo un passo indietro ed alla luce delle nostre nuove conoscenze sulle 
serie storiche cerchiamo di gettare un po’ di luce sul fenomeno delle regressioni spurie. 
Abbiamo notato che una peculiarità delle serie storiche è la dipendenza dei valori di una 
variabile in un periodo dai valori di quella variabile nei periodi precedenti, ciò fa sì che, ad 
esempio, se una variabile aumenta di valore in un periodo la stessa variabile nel periodo 
successivo tenderà ad aumentare di valore, creando così delle tendenze (trend). Alcune serie 
hanno trend molto chiari, ad esempio il PIL dei paesi più avanzati ha chiaramente un trend 
positivo, mentre la mortalità infantile ha ormai da anni un trend negativo. Tenendo conto di ciò, 
vediamo un ultimo esempio di correlazione spuria: la correlazione tra il PIL degli Stati Uniti e 
gli omicidi in Inghilterra e nel Galles dal 1968 al 2002 (Figura 5). 
 
Se guardassimo semplicemente alla correlazione tra le due variabili, vedremmo una chiara 
relazione (l’R2 della regressione risulta essere pari a 0.8518), ma guardando alla forma della 
serie possiamo vedere chiaramente che entrambe seguono un trend positivo. Quando si mettono 
in relazione due serie che condividono la presenza di un trend positivo avremo che, anche se 
completamente scorrelate, all’aumentare dell’una aumenterà anche l’altra (la dipendenza 
effettivamente presente non è quella tra le due serie ma tra i valori delle serie nei diversi periodi) 
e ciò darà l’apparenza di una correlazione. 
Tratteremo in maniera più approfondita i trend e le possibili cause e soluzioni al problema delle 
correlazioni spurie quando ci occuperemo di stazionarietà di una serie, per ora limitiamoci ad 
indicare che un metodo intuitivo per risolvere il problema è quello di stimare i trend delle serie 
e poi sottrarli ai valori osservati, ottenendo valori de-trendizzati. Nel caso dell’esempio 
precedente ciò porta al risultato in Figura 6; grazie a questo processo è chiaro che le due 
variabili non hanno alcuna relazione una volta tenuto in conto della presenza di un trend (l’R2  
è sceso a 0.0072). 
Figura 5 - A sinistra, PIL degli stati uniti (blu) ed omicidi in Inghilterra e nel Galles (rosso), a destra correlazione tra le due variabili. 
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Abbiamo visto una delle tante insidie delle serie temporali, la causa era la nostra ignoranza delle 
peculiarità delle serie storiche, procediamo quindi a conoscere meglio i requisiti per lavorare 
con queste serie senza essere nuovamente ingannati. 
 
Assunzioni di Gauss-Markov per serie storiche: 
Abbiamo anticipato che trovandoci davanti ad una regressione come la (1.2) le assunzioni che erano 
sufficienti a rendere lo stimatore OLS la scelta ottima devono essere modificate. Ma quali sono queste 
assunzioni da modificare e come dobbiamo modificarle per tenere in conto dei nuovi vincoli imposti 
dalle serie storiche? 
 Assunzioni di Gauss-Markov: 
Dati cross-section: Serie storiche: 
1 Linearità nei parametri: 
𝑌𝑖 = 𝛽0 + 𝛽1𝑋1𝑖 + 𝛽2𝑋2𝑖 + ⋯ + 𝛽𝑘𝑋𝑘𝑖 + 𝑢𝑖    
Linearità nei parametri: 
𝑌𝑡 = 𝛽0 + 𝛽1𝑋1𝑡 + 𝛽2𝑋2𝑡 + ⋯ + 𝛽𝑘𝑋𝑘𝑡 +  𝑢𝑡 
2 Campionamento casuale: 
(𝑋1𝑖, … , 𝑋𝑘𝑖, 𝑌𝑖), 𝑖 =  1, … , 𝑛 sono estrazioni i.i.d. 
 
3 Media condizionata degli errori pari a zero: 
𝐸[𝑢𝑖|𝑋𝑗𝑖] = 0 con i = 1,…,n e j = 1,…,k 
Media condizionata degli errori pari a zero: 
𝐸[𝑢𝑡|𝑿] = 0 con t = 1,…,T 
4 Assenza di perfetta collinearità Assenza di perfetta collinearità 
5 Omoschedasticità: 
𝑉𝑎𝑟(𝑢𝑖|𝑋𝑗𝑖) = 𝜎
2 con i = 1,…,n e j = 1,…,k 
Omoschedasticità: 
𝑉𝑎𝑟(𝑢𝑡|𝑿) = 𝜎
2 con t = 1,…,T 
Figura 6 - Relazione tra PIL degli Stati Uniti ed omicidi in Inghilterra e nel Galles 
dopo aver tenuto conto della presenza di un trend. 
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(Con X indichiamo la collezione di tutti i regressori in tutti i periodi data da una matrice di n righe e k 
colonne, con n numero di periodi e k numero di regressori, dove la t-esima riga contiene l’insieme dei 
valori dei regressori al tempo t). 
 
Se valgono queste assunzioni, la scelta dello stimatore OLS è ottima e potremo procedere 
senza remore a verificare ipotesi e controllare la bontà dei modelli sotto vari aspetti. 
Confrontiamo i due insiemi di assunzioni: 
(1) Linearità nei parametri: 
Quest’assunzione è comune per dati sezionali e serie storiche ed indica semplicemente 
che stiamo usando modelli lineari nei parametri; 
 
(2) Campionamento casuale: 
Il campionamento casuale ci permette di effettuare estrazioni indipendenti ed 
identicamente distribuite. È importante notare come non ci sia un equivalente di 
quest’assunzione per le serie storiche, infatti anche se nelle serie storiche osserviamo la 
realizzazione di variabili casuali nel tempo, equivalente all’estrazione di un campione 
da una popolazione nei dati sezionali, le osservazioni vicine nel tempo saranno correlate 
tra loro e quindi non possono soddisfare il requisito di indipendenza; 
 
(3) Media condizionata degli errori pari a zero:  
Assunzione che impone una certa relazione tra fattori non osservati e variabili 
esplicative. Nei dati sezionali è richiesto che le variabili esplicative non siano 
influenzate da fattori omessi (in altri termini, che la covarianza tra l’errore ed i regressori 
sia pari a zero); tale richiesta viene estesa per le serie storiche all’influenza esercitata da 
tutti i regressori passati, presenti e futuri sugli attuali fattori omessi (cioè che la 
covarianza tra l’errore, gli attuali regressori, le anticipazioni dei regressori ed i ritardi 
dei regressori sia pari a zero - questa condizione è anche chiamata esogeneità stretta). 
La principale causa della violazione di quest’assunzione è la presenza variabili omesse 
che influenzano sia la variabile dipendente che una o più variabili indipendenti, 
causando una distorsione nella stima OLS dei parametri della regressione; 
6  Assenza di correlazione seriale tra gli errori: 
𝐶𝑜𝑣(𝑢𝑡, 𝑢𝑟|𝑿) = 0 ∀𝑡 ≠ 𝑟  
Teorema di Gauss-Markov: se le assunzioni vengono rispettate, allora lo stimatore OLS dei 
parametri della regressione è il miglior stimatore lineare non distorto (best linear unbiased estimator, 
BLUE). 
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(4) Assenza di perfetta collinearità:  
Le variabili non devono essere costanti nei periodi presi in esame o nel campione estratto 
e non devono essere in una relazione lineare perfetta tra di loro; 
 
(5) Omoschedasticità: 
Nei dati sezionali si richiede che, condizionatamente ai valori correnti dei regressori, la 
varianza dell’errore rimanga costante. Nelle serie storiche ciò deve valere anche tenendo 
conto dei valori futuri e passati dei regressori; 
 
(6)  Autocorrelazione:  
Si intende per autocorrelazione la correlazione tra gli elementi di serie di osservazioni 
ordinate nel tempo o nello spazio. Se il campione è stato estratto tramite campionamento 
casuale, allora tale assunzione sarà automaticamente soddisfatta (il fatto che in un 
campione le osservazioni siano i.i.d. implica che la covarianza tra gli errori sia pari a 
zero, pertanto per i dati sezionali è sufficiente la seconda assunzione per garantire questo 
risultato mentre per le serie storiche dev’essere fatta un’assunzione a parte). 
 
Sotto queste assunzioni, lo stimatore OLS è uno dei più rilevanti strumenti statistici per lo studio 
delle serie storiche. Sfortunatamente, sono ben poche le serie storiche di interesse economico 
che possono soddisfare queste ipotesi estremamente restrittive. Una soluzione è far riferimento 
alle proprietà asintotiche degli OLS. Nel prossimo paragrafo ci occuperemo dei limiti delle 
assunzioni di Gauss-Markov per serie storiche di tipo economico, in quello successivo 
proporremo delle assunzioni per grandi campioni meno restrittive. 
 
Limiti delle assunzioni di Gauss-Markov per le serie storiche 
 
L’assunzione chiaramente più restrittiva è quella d esogeneità stretta. Nell’assumere che gli 
errori siano in media incorrelati coi regressori in tutti i periodi stiamo escludendo la possibilità 
che degli elementi inosservati che influenzano la nostra variabile in un periodo influenzino 
anche valori futuri (o siano influenzati da valori passati) di tale variabile.  
Un esempio renderà più chiara la problematicità di questa assunzione: poniamo di voler studiare 
gli effetti della spesa per le forze dell’ordine sul numero di omicidi in una città, supponiamo 
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inoltre che sia ragionevole credere la spesa per forze dell’ordine contemporaneamente esogena 
(cioè esogena al tempo presente) ed esogena rispetto al passato. Se ci stessimo occupando di 
dati sezionali saremmo in un’ottima situazione, data l’importanza che riveste l’esogeneità dei 
regressori, ma con le serie storiche non è così. L’assunzione (3) richiede anche che la spesa per 
forze dell’ordine non dipenda neppure da, ad esempio, valori in ogni tempo della numerosità 
degli omicidi, il che risulta difficile da credere, essendo più ragionevole che la spesa in forze 
dell’ordine in un periodo dipenda anche dal numero di omicidi al periodo precedente. 
L’esogeneità stretta impone che non possa esserci un feedback tra la variabile dipendente ed i 
futuri valori di un regressore; ciò è chiaramente problematico da imporre a dei sistemi 
economici, dove avvengono continui aggiustamenti e spostamenti verso un equilibrio e molte 
scelte vengono effettuate tenendo conto delle aspettative degli altri agenti del sistema. Un 
esempio di variabile strettamente esogena è la quantità di pioggia in una funzione di produzione 
di prodotti agricoli. Infatti generalmente non si ritiene che la quantità di pioggia futura dipenda 
dalla produzione agricola passata, presente o attesa nel futuro, ma l’esistenza di alcune variabili 
strettamente esogene è una magra consolazione. 
Anche l’assunzione (5) pone dei problemi. L’assunzione di omoschedasticità per le serie 
storiche richiede che la varianza degli errori non dipenda dai regressori in ogni periodo. Come 
nel caso precedente, la clausola “ogni periodo” limita di molto le possibilità di veder soddisfatte 
queste assunzioni nel caso di serie economiche. Pensiamo ad esempio ad una regressione che 
abbia come variabile dipendente il tasso di interesse dei titoli di stato Italiani a 7 anni (Certificati 
di Credito del Tesoro, CCT). Nel caso dei tassi d’interesse è difficile credere che elementi 
inosservati che rientrano nell’errore abbiano una varianza costante in ogni periodo, anche 
tenendo conto di svariati regressori. 
Infine, guardiamo all’assunzione di assenza di correlazione seriale tra gli errori. Se 
quest’assunzione dev’essere soddisfatta, non si potranno trattare serie economiche per le quali 
se il valore dell’errore aumenta in un periodo allora in media aumenterà anche l’errore nel 
periodo successivo. Ma per molte serie economiche è improbabile non subire l’effetto di scelte 
fatte in un periodo adiacente, specialmente se tra i valori inosservati sono presenti variabili 
altamente correlate con il loro valore al periodo precedente, come nel caso dei trend visto nella 
prima parte). 
 
Dobbiamo quindi abbandonare ogni speranza, ora che siamo entrati nel campo delle serie 
storiche? Non c’è modo di rendere meno vincolanti le assunzioni di Gauss-Markov in modo 
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tale da poter usare lo stimatore OLS senza remore? Una possibile soluzione è ignorare le 
informazioni richieste dalla clausola “per tutti i periodi”, sostituendo l’informazione persa 
(ignorata) con l’informazione ottenuta aumentando la numerosità del nostro campione. 
All’aumentare della numerosità campionaria lo stimatore OLS ottiene proprietà desiderabili 
(consistenza, normalità) ed allo stesso tempo le assunzioni diventano meno vincolanti. 
Chiamiamo queste nuove assunzioni assunzioni asintotiche di Gauss-Markov (AGM) e 
vediamone le caratteristiche. 
 
Assunzioni asintotiche di Gauss-Markov: 
 
 Assunzioni “asintotiche” di Gauss-Markov: 
1 Linearità nei parametri: 
𝑦𝑡 = 𝛽0 + 𝛽1𝑋𝑡1 + 𝛽2𝑋𝑡2 + ⋯ + 𝛽𝑘𝑋𝑡𝑘 + 𝑢𝑡 
2 Stazionarietà e dipendenza debole 
3 Media condizionata degli errori pari a zero: 
𝐸[𝑢𝑡|𝑋𝑗𝑡] = 0 con j = 1,…,k  
4 Assenza di perfetta collinearità 
5 Omoschedasticità: 
𝑉𝑎𝑟(𝑢𝑡|𝑋𝑗𝑡) = 𝜎
2 con j = 1,…,k 
6 Assenza di correlazione seriale tra gli errori: 
𝐶𝑜𝑣(𝑢𝑡𝑢𝑟|𝑥𝑡, 𝑥𝑟) = 0 ∀𝑡 ≠ 𝑟 𝑒𝑑 𝑟𝜖{1, 𝑡} 
 
Tali assunzioni sono evidentemente meno restrittive delle loro controparti “non asintotiche”, 
ma nonostante ciò alcune serie di interesse economico continuano a non soddisfare queste 
assunzioni. Ci occuperemo in seguito di possibili soluzioni a questo problema, per ora ci 
limiteremo ad approfondire il significato delle assunzioni: 
(1) Linearità nei parametri: 
Quest’assunzione rimane immodificata, continuiamo a trattare di modelli lineari nei 
parametri; 
(2) Stazionarietà e dipendenza debole: 
Assunzione centrale per lo studio delle serie storiche.  
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La stazionarietà è una proprietà del processo stocastico che ha generato le nostre 
osservazioni, tecnicamente: 
 
“Il processo stocastico {xt: t = 1,2,…} è stazionario se per ogni collezione di 
indici temporali  1 ≤ 𝑡1 < 𝑡2 < ⋯ < 𝑡𝑚, la distribuzione congiunta di 
(𝑥𝑡1 , 𝑥𝑡2 , … , 𝑥𝑡𝑚) è la stessa della distribuzione congiunta di 
(𝑥𝑡1+ℎ, 𝑥𝑡2+ℎ, … , 𝑥𝑡𝑚+ℎ) per qualsiasi intero h≥ 1.”
1 
Cioè la sequenza {xt: t = 1,2,…} risulti identicamente distribuita (Figura 7), cioè sia 
possibile immaginare che ogni osservazione della nostra serie sia una realizzazione della 
stessa distribuzione. Intuitivamente, la stazionarietà impone che il futuro sia come il 
passato, almeno in senso probabilistico, o in altre parole che relazioni storicamente 
osservate possano essere generalizzate al futuro. La definizione di stazionarietà richiede 
più della sola identica distribuzione, richiede anche che la distribuzione congiunta di 
coppie di termini adiacenti sia la stessa per tutti i periodi. Vedremo ulteriori proprietà 
delle serie stazionarie e non quando ci occuperemo di diagnostica. 
La dipendenza debole è una condizione che impone dei limiti a quanto fortemente 
possano essere correlate due variabili casuali distanti h periodi all’aumentare di h. 
Perciò, se vi è dipendenza debole tra i regressori, (𝑥𝑡1 , 𝑥𝑡2 , … , 𝑥𝑡𝑚) e 
(𝑥𝑡1+ℎ, 𝑥𝑡2+ℎ, … , 𝑥𝑡𝑚+ℎ) devono diventare indipendenti al crescere di h.  
                                                          
1 Wooldridge, Jeffrey M. “Introductory econometrics: A modern approach”, 5th edition, pag. 381. 
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La dipendenza debole sostituisce quella che nei dati sezionali è la condizione di 
indipendenza mentre la stazionarietà sostituisce la condizione di identica distribuzione. 
Assieme sostituiscono il campionamento casuale nel garantire che la legge dei grandi 
numeri ed il teorema del limite centrale siano applicabili. 
 
(3) Media condizionata degli errori pari a zero: 
All’aumentare della numerosità campionaria muta la terza assunzione. Ora non è più 
richiesta la stretta esogeneità ma l’esogeneità debole, cioè è sufficiente che i regressori 
siano contemporaneamente esogeni. Non vi sono quindi più vincoli sulla relazione tra 
l’errore in un periodo ed il valore di altre variabili della regressione in altri periodi. (Se 
è soddisfatta l’assunzione di stazionarietà, quando l’esogeneità debole regge per un 
periodo questa reggerà anche per tutti gli altri). 
(4) Assenza di perfetta collinearità: 
Le variabili non devono essere costanti nel periodo preso in esame o nel campione 
estratto e non devono essere in una relazione lineare perfetta tra di loro; 
(5) Omoschedasticità:  
Anche l’omoschedasticità diventa ora un’assunzione per la quale è richiesta la validità 
limitatamente al periodo preso in esame, quindi è sufficiente che gli errori siano 
contemporaneamente omoschedastici. 
(6) Assenza di correlazione seriale tra gli errori: 
Figura 7 – Processo stocastico stazionario. Come si può vedere le singole osservazioni sono la realizzazione di 
distribuzioni identiche e nel lungo periodo le osservazioni regrediscono verso la media.  
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Si continua a richiedere che la covarianza tra gli errori sia zero, anche in questo caso 
rendiamo meno stringente l’assunzione limitandoci a condizionare gli errori ai valori 
assunti dai regressori nei periodi degli errori messi a confronto e non in tutti i periodi. 
 
Sotto le assunzioni “asintotiche” di Gauss-Markov (AGM) lo stimatore OLS dei parametri della 
regressione si distribuisce asintoticamente come una normale; ciò ci permette di effettuare 
inferenza sui parametri delle regressioni in modo analogo al caso dei dati sezionali. Perché ciò 
sia possibile devono però essere soddisfatte tutte le assunzioni appena presentate, dobbiamo 
quindi trovare degli strumenti che ci permettano di controllare se la serie storica con cui 
abbiamo a che fare abbia le caratteristiche che ci interessano. 
 
PARTE SECONDA: DIAGNOSTICA PER SERIE STORICHE 
 
Poniamo di voler mettere in relazione una variabile, Y, con altre variabili, (X1,…,Xk), che 
riteniamo essere utili predittori di Y. Abbiamo visto che, per la natura delle serie storiche, 
focalizzarci solamente sui valori di un periodo rischia di trarci in inganno. Una possibile 
soluzione è quella di inserire nella regressione valori ritardati delle variabili esplicative, ma 
anche in questo caso staremmo ignorando la possibilità che il valore di Y dipenda anche dal suo 
valore al tempo precedente, poniamo quindi di voler aggiungere anche valori ritardati di Y alla 
regressione. Quello che abbiamo ottenuto è un modello autoregressivo a ritardi distribuiti 
(ADL, Autoregressive Distributed Lag) con p ritardi di Y e k predittori addizionali con q ritardi 
ognuno: 
𝑎(𝐿)𝑌𝑡 = 𝛽0 + 𝑐(𝐿)𝑋1𝑡−1 + ⋯ + 𝑑(𝐿)𝑋𝑘𝑡−1 + ut    
2
          (2.1) 
                                                          
2 Per motivi di eleganza e semplicità useremo l’operatore ritardo per descrivere modelli autoregressivi. 
L’operatore ritardo ha la proprietà di trasformare una variabile nelle sue versioni ritardate: 
 
LYt = Yt-1  
 
L’operatore ritardo può essere applicato più volte; in questi casi, si usa indicare con un esponente il numero 
delle iterazioni. Ad esempio:  
 
L3Yt = L(L(LYt)) = L(LYt-1) = LYt-2 = Yt-3 
 
Grazie a questa notazione, è possibile definire polinomi in L:  
 
(a0 + a1L + a2L2 + a3L3 )Yt = a0Yt + a1Yt−1 + a2Yt−2 + a3Yt−3 
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Intuitivamente, questo modello potrebbe aiutarci nello studio di molti fenomeni di interesse 
economico, ma per far sì che si possa fare inferenza sui risultati della regressione una volta 
applicato lo stimatore OLS dobbiamo garantire che la serie storica in questione e l’ADL 
soddisfino le assunzioni (AGM). Per fare ciò ci avvarremo di test atti a controllare se abbiamo 
ragioni sufficienti per ritenere che le assunzioni “asintotiche” reggono.  
 
Scelta della lunghezza dei ritardi: 
Una delle assunzioni di particolare rilevanza nello studio di regressioni come la (2.1) è quella 
di media condizionata degli errori pari a zero.  Ciò richiede che il numero di ritardi inserito 
nella regressione sia sufficiente a studiare i rapporti dinamici tra le variabili ritardate e la 
variabile dipendente. Quest’assunzione implica che la miglior previsione di Y in un periodo, 
tenendo conto di tutti i valori passati di Y e dei k regressori addizionali, sia data dalla (2.1). Ciò 
varrà però anche nel caso in cui i ritardi dei regressori inseriti siano superiori a quelli sufficienti. 
Quest’eccesso causa maggiore incertezza nelle stime, pertanto dobbiamo trovare il modo di 
trovare la lunghezza ottima dei ritardi. 
Abbiamo due modi di scegliere la lunghezza dei ritardi: il test di causalità di Granger e l’uso di 
criteri di informazione. 
Test di casualità di Granger: 
Se sono soddisfatte le condizioni (AGM), l’inferenza tramite OLS permette di effettuare un test 
F per la verifica dell’ipotesi nulla che certi coefficienti siano pari a zero. Se il coefficiente di un 
ritardo è pari a zero vuol dire che tale ritardo non è un utile predittore della variabile dipendente, 
pertanto può essere rimosso dalla regressione. Tale statistica F è chiamata statistica di causalità 
nel senso di Granger, intendendosi con causalità l’essere o meno una variabile indipendente 
utile predittrice della variabile dipendente, date le altre variabili della regressione. 
                                                          
 
Generalmente: 
 
a(L)Yt  = (∑ 𝑎𝑗𝐿
𝑗𝑝
𝑗=0 )Yt 
Continua …  
 
…  
Con a(L) polinomio in L di grado p, a0=1  e c(L) polinomio in L di grado q-1 otteniamo la (3.1). Senza l’operatore 
ritardo avremmo dovuto scrivere la (3.1) come: 
 
𝑌𝑡 = 𝛽0 + 𝛽1𝑌𝑡−1 + 𝛽2𝑌𝑡−2 + ⋯ + 𝛽𝑝𝑌𝑡−𝑝 + 𝛿11𝑋1𝑡−1 + 𝛿12𝑋1𝑡−2 + ⋯ + 𝛿1𝑞𝑋1𝑡−𝑞 + ⋯ + 𝛿𝑘1𝑋𝑘𝑡−1 + 𝛿𝑘2𝑋𝑘𝑡−2 + ⋯ + 𝛿𝑘𝑞𝑋𝑘𝑞−𝑞 + 𝑢𝑡 
 
16             
 
Criteri di informazione: 
Un secondo modo per gestire il trade-off tra l’informazione ricavata dall’aggiunta di un ritardo 
e la maggiore incertezza delle stime è quello di stimare la lunghezza dei ritardi minimizzando 
un criterio di informazione. I criteri di informazione “pesano” i vantaggi dell’aggiunta di un 
ritardo contro gli svantaggi dell’aumento dell’incertezza. I due criteri più usati sono il BIC 
(Bayes Information Criterion) e l’AIC (Akaike Information Criterion). 
 
• BIC per ADL con regressori multipli: 
𝐵𝐼𝐶 = 𝑙𝑛 (
𝑅𝑆𝑆(𝑘)
𝑇
) + 𝑘
𝑙𝑛(𝑇)
𝑇
  
 
• AIC per ADL con regressori multipli: 
𝐴𝐼𝐶 = 𝑙𝑛 (
𝑅𝑆𝑆(𝑘)
𝑇
) + 𝑘
2
𝑇
 
Con RSS(k) somma dei quadrati dei residui della stima OLS della (2.1). 
La stima della lunghezza dei ritardi fornita dai due stimatori, ?̂?, consiste nel valore che 
minimizza BIC(k) o AIC(k) tra tutte le possibili scelte p = 0, 1, …, 𝑝𝑚𝑎𝑥 (con pmax scelto 
arbitrariamente). Il primo termine decresce al crescere dei ritardi (per la natura delle stime 
tramite OLS) mentre il secondo termine cresce al crescere dei ritardi. La differenza tra i due 
stimatori sta nel secondo termine, che è più piccolo nell’AIC, rendendo così sufficiente una 
minore riduzione dell’RSS per giustificare l’introduzione di un altro ritardo. I vari criteri che 
permettono di aver più o meno ragioni di scegliere l’AIC, il BIC o altri criteri di informazione 
non sono lo scopo di questo lavoro, ma può essere rilevante tenere in conto che l’AIC 
sovrastimerà p con probabilità non nulla anche per grandi campioni, quindi se non si hanno 
motivi di credere che il BIC possa portarci ad includere troppi pochi ritardi esso sarà preferibile. 
 
Verificare la stazionarietà della serie 
L’assenza di stazionarietà fa sì che i convenzionali test d’ipotesi, intervalli di confidenza e 
previsioni non siano attendibili. Abbiamo già visto le implicazioni dell’assenza di stazionarietà 
ma come si può verificarne l’assenza? La stazionarietà è una caratteristica del processo 
stocastico che ha prodotto le nostre osservazioni, ma noi non abbiamo accesso al processo 
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stocastico in sé, solo ad una sua realizzazione. Vedremo vari modi di superare questa difficoltà: 
analisi qualitativa, test ADF, test di Chow, test EG-ADF e statistica sup di Wald. 
a) Analisi qualitativa: 
Se una serie è stazionaria significa che le osservazioni da noi fatte provengono dallo stesso 
processo generatore di dati. Se tale processo rimane immutato nel corso del tempo ci aspettiamo 
che rimangano invariate anche le caratteristiche di tale processo, quali media e varianza. Ciò 
farà sì che la nostra serie storica, se stazionaria, mostri una tendenza a regredire verso la propria 
media (cioè a deviazioni dalla media in un periodo corrispondono deviazione verso la media in 
un periodo successivo). Questo ci permette di identificare alcune serie come non stazionarie 
limitandoci a guardare i grafici della serie storica di interesse (Figura 8). 
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Come possiamo vedere, la serie non stazionaria tende a spostarsi nel tempo senza quasi mai 
incrociarsi con la propria media. Vedremo nei prossimi paragrafi come agire una volta che 
abbiamo determinato che una serie presenta non stazionarietà. 
b) Test per la verifica della presenza di una radice unitaria: 
La non stazionarietà può essere dovuta a più cause, una di queste è la presenza di radici unitarie. 
Per comprendere meglio il problema delle radici unitarie, guardiamo ad una regressione ADL 
semplificata, dove gli unici regressori sono i ritardi della variabile dipendente; tale regressione 
è chiamata AR (autoregression) di ordine p, con p pari al numero di ritardi inseriti nel modello: 
 
𝑎(𝐿)𝑌𝑡 = 𝛽0 + ut           (2.2) 
Figura 8 - Comparazione tra una serie chiaramente stazionaria ed una non stazionaria. 
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La condizione affinché un processo AR(p) sia stazionario è che le radici del suo polinomio 
caratteristico siano tutte maggiori di uno in valore assoluto. Se anche solo una delle radici è pari 
ad uno, allora si dice che la serie contiene una radice unitaria. Se una serie ha radice unitaria, 
allora non è stazionaria e contiene un trend stocastico, se una serie non ha una radice unitaria, 
allora è stazionaria e non contiene un trend stocastico. Per questo motivo radice unitaria e trend 
stocastico possono essere usati in maniera interscambiabile. Procederemo ora a chiarire cosa 
sia un trend stocastico ed a fornire dei test per la verifica della presenza di radici unitarie. 
b.1)  I trend:  
Un trend indica il movimento non “riassorbito” di una variabile nel corso del tempo. 
Riguardando la (Figura 8) possiamo vedere che in una serie stazionaria non vi è in definitiva 
un movimento di lungo periodo né verso l’alto né verso il basso, mentre in una serie non 
stazionaria vi è uno spostamento (una deriva), tale spostamento è un trend. I trend possono 
essere positivi o negativi, ma la distinzione che ci interessa è quella tra trend stocastici e trend 
deterministici. Un trend deterministico è una funzione non aleatoria del tempo. Un trend 
stocastico è, come suggerisce il nome, aleatorio e quindi non prevedibile. Un’intuizione della 
distinzione è data dalla (Figura 9), dove si può vedere che un trend aleatorio fa seguire a periodi 
di crescita prolungata periodi di decrescita prolungata, mentre un trend deterministico non si 
scosta mai eccessivamente dalla propria direzione. In questo caso, anche se entrambe le serie 
Figura 9 - Differenza qualitativa tra trend stocastico (linea tratteggiata) e trend deterministico (linea continua) 
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sono nonstazionarie può essere che una serie sia stazionaria attorno al suo trend, come sembra 
essere nel caso di un trend deterministico. Tornando al nostro problema iniziale, quello delle 
regressioni spurie, avevamo proposto come soluzione quella di stimare un trend e 
“detrendizzare” i dati. Ora possiamo aggiungere che ciò risulta possibile solo se si tratta di trend 
deterministici, in quanto fissi e prevedibili, dunque se un trend è stocastico rimane il rischio di 
trovarci con delle regressioni spurie. I trend stocastici causano ulteriori problemi, quali 
distorsioni nei coefficienti stimati tramite OLS, distribuzioni non normali della statistica t e 
correlazione seriale tra gli errori. Diventa pertanto essenziale avere un modo di scoprire se le 
serie che stiamo studiando contengano o meno una radice unitaria, per fare ciò sono stati ideati 
svariati test. 
b.2) I test per la presenza di radici unitarie: 
Vi sono numerosi test per la verifica della presenza di radici unitarie, quali il test di Phillips-
Perron, il test KPSS, il test ADF ed il test ADF-GLS. In questo lavoro sarà presentato il test 
ADF (Augmented Dickey-Fuller) in quanto più usato, nonostante il test ADF-GLS sia più 
indicato, avendo maggiore potenza. 
L’ADF richiede di guardare non alla serie ma ad una sua trasformazione. Partendo dalla serie 
ne forniamo le prime differenze (cioè guardiamo alla variazione nel valore di Y tra due periodi 
contigui e non più al suo livello) e poi svolgiamo il test diversamente a seconda che l’ipotesi 
l’alternativa sia la stazionarietà o la stazionarietà attorno ad un trend deterministico. L’ipotesi 
nulla è invece quella di presenza di una radice unitaria. 
 
Test di Dickey-Fuller aumentato:  
 Test per stazionarietà: Test per stazionarietà attorno ad un trend: 
Regressione: 𝑎(𝐿)∆𝑌𝑡 = 𝛽0 + 𝛿𝑌𝑡−1 + 𝑢𝑡 𝑎(𝐿)∆𝑌𝑡 = 𝛽0 + 𝛼𝑡 + 𝛿𝑌𝑡−1 + 𝑢𝑡 
Ipotesi: 𝐻0: 𝛿 = 0 ; 𝐻1: 𝛿 < 0 
 
Sotto l’ipotesi nulla la serie non è stazionaria, quindi non stupirà sapere che la statistica ADF 
non ha una distribuzione normale neanche per gradi campioni. Nonostante ciò possono essere 
ricavati i valori critici (che variano a seconda che si stia testando la stazionarietà o la 
stazionarietà attorno ad un trend deterministico). 
c) Test per la presenza di break strutturali: 
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Se una serie è stazionaria allora avremo la garanzia che le osservazioni sono state generate dallo 
stesso processo generatore di dati. Ma se avessimo ragione di credere che tale processo sia 
cambiato nel tempo? Una rottura strutturale accade proprio quando la funzione di regressione 
cambia all’interno di un campione. Tale cambiamento può essere netto o graduale (un esempio 
di break strutturali è dato dalla (Figura 10)). 
 
 
I test per le rotture strutturali cambiano a seconda che si abbia già in mente una possibile data 
di rottura o meno. Vediamo i due test più usati per studiare la presenza di cambiamenti nei 
coefficienti di regressione: 
c.1) Test di Chow: 
Alcune volte abbiamo ragione di credere di sapere la data nella quale i coefficienti sono 
cambiati. In tal caso, sarà sufficiente suddividere tramite variabili binarie la popolazione in due 
sottogruppi ed effettuare un test per l’uguaglianza dei coefficienti nei due sottocampioni. 
Prendiamo come esempio un modello ADL(1,1) (cioè un (3.1) con p=1 e q=1): 
𝑌𝑡 = 𝛽0 + 𝛿1𝑋𝑡−1 + 𝛽1𝑌𝑡−1 + 𝑢𝑡  
Poniamo che 𝜏 sia la data di rottura e Dt(𝜏) una variabile pari a 0 prima della data di rottura e 1 
in seguito, allora la nostra regressione diventerà: 
𝑌𝑡 = 𝛽0 + 𝛿1𝑋𝑡−1 + 𝛽1𝑌𝑡−1 + 𝑢𝑡 +  𝛾0𝐷𝑡(𝜏) + 𝛾1[𝐷𝑡(𝜏)𝑋𝑡−1] + 𝛾2[𝐷𝑡(𝜏)𝑌𝑡−1] + 𝑢𝑡 
               Figura 10 - Serie del cambio tra Won sudcoreano e Dollaro, le linee tratteggiate indicano le rotture strtutturali. 
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Ed il test di Chow consisterà nella statistica F che testi l’ipotesi 𝛾0 = 𝛾1 = 𝛾2 = 0 (ma è sempre 
possibile effettuare test anche solo su sottoinsiemi del campione). 
c.2) Statistica sup di Wald:  
La maggior parte delle volte la data di una rottura è a noi ignota. La statistica sup di Wald, o 
come è meglio nota rapporto delle verosimiglianze di Quandt (QLR), ci permette di testare la 
presenza di una rottura in data ignota. Ciò che fa il test QLR è scegliere la maggiore tra le 
statistiche F risultanti dall’applicazione di un test di Chow non più in un’unica data bensì su 
tutto un insieme di date. Perché tale statistica sia affidabile gli estremi dell’insieme di date scelte 
per essere sottoposte al test di Chow non possono essere troppo vicini ai limiti del campione di 
osservazioni, quindi la statistica è solitamente calcolata su un sottoinsieme del campione (scelta 
comune è quella di un troncamento al 15%). 
d) Trasformazione di serie nonstazionarie: 
Ora che conosciamo gli effetti associati alla nonstazionarietà e come riconoscerla, dobbiamo 
chiederci come risolvere il problema. Abbiamo principalmente tre modi di trattare una serie 
non stazionaria per renderla stazionaria: il primo, già accennato, è quella di guardare alle 
differenze. Se una serie ha una radice unitaria, la serie delle differenze prime sarà stazionaria 
(nel caso di più radici unitarie, si dovrà guardare alla differenza n-esima con n pari al numero 
di radici unitarie). Una serie è detta integrata di ordine 0, 𝐼 (0), se è stazionaria; è detta invece 
integrata di ordine n, 𝐼 (𝑛), quando non è stazionaria ma può essere resa tale tramite 
n differenziazioni. Una importante conseguenza di trattare le differenze e non i livelli è che 
quando effettuiamo i test sui coefficienti delle serie trasformate non stiamo testando ipotesi 
sulle serie originali (intuitivamente, controllare per l’effetto dell’inflazione sul tasso di 
disoccupazione è diverso dallo studiare l’effetto della variazione dell’inflazione sulla 
variazione del tasso di disoccupazione). Il secondo modo, anch’esso già accennato, è controllare 
per la stazionarietà attorno ad un trend, “detrendizzando” le osservazioni e procedendo con 
l’inferenza. Il terzo modo, questo nuovo, è la cointegrazione. 
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Poniamo di avere due variabili espresse in livelli, ambedue non stazionarie. Potremmo guardare 
alle differenze prime, ma poniamo di essere interessati al rapporto in livello tra queste variabili. 
C’è modo di regredire variabili non stazionarie senza cadere in trappole quali regressioni 
spurie? C’è e si chiama cointegrazione. Due variabili (Y,X) entrambe 𝐼(1) si dicono cointegrate 
se per qualche coefficiente 𝜃 (detto coefficiente di cointegrazione) la differenza (Y- 𝜃𝑋) 
(termine a correzione d’errore) è stazionaria, cioè 𝐼(0). Guardando a serie cointegrate come 
quelle in (Figura 11) si può intuire perché questa possa essere una soluzione al problema della 
nonstazionarietà. 
La struttura a termine dei tassi di interesse presenta un andamento chiaramente non stazionario, 
però se confrontiamo l’andamento delle serie per varie scadenze ci accorgiamo che sembra 
esserci una relazione che lega l’andamento relativo dei tassi nel tempo. Nello specifico, la 
divergenza tra le serie sembra essere circa costante tra i vari periodi, in altre parole la differenza 
tra le serie non mostra alcun trend. Questa è la caratteristica essenziale perché ci sia 
cointegrazione, una relazione di lungo periodo tra delle variabili che fa sì che queste non si 
discostino mai eccessivamente l’una dall’altra (il coefficiente di cointegrazione ci fornisce 
l’informazione su quale sia la relazione lineare di lungo periodo tra le due variabili). Alcune 
volte possiamo scoprire che delle serie sono cointegrate mentre altre volte è la teoria economica 
stessa a suggerircelo. Nel caso dei tassi di interesse, ad esempio, la teoria delle aspettative sulla 
struttura a termine dei tassi di interesse implica che 𝜃 = 1 (lo spread tra i due tassi dovrebbe 
risultare stazionario).  
Figura 11 - Grafico dei tassi di interesse per diverse scadenze dei titoli di Stato canadesi dal 1954 al 1994. 
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Grazia a queste informazioni sulla relazione di lungo periodo di due variabili possono essere 
creati appositi modelli, chiamati VECM (modelli a correzione d’errore vettoriale), dove i valori 
passati del termine a correzione di errore aiutano a prevedere i valori futuri della variazione 
nelle variabili cointegrate. In questo lavoro non ci occuperemo di VECM, ma presenteremo ora 
un test di cointegrazione, il test EG-ADF (Engle-Granger Augmented Dickey-Fuller). 
Test di Engle-Granger per la presenza di cointegrazione tra due o più variabili: 
Se la teoria economica ci suggerisce un valore per 𝜃, possiamo semplicemente effettuare un 
test per la presenza di una radice unitaria sulla serie risultante dall’applicazione del termine a 
correzione d’errore. Quando 𝜃 è ignoto andrà stimato il modello: 
𝑌𝑡 = 𝛼 + 𝜃𝑋𝑡 + 𝑧𝑡 
E sarà applicato un test per la presenza di radici unitarie sui residui del modello, ?̂?t. I valori 
critici della statistica EG-ADF sono stati calcolati dagli econometristi Robert Engle e Clive 
Granger, da ciò il nome del test. (È possibile generalizzare il test per la presenza di più di un 
coefficiente di cointegrazione). 
 
Test per la verifica di autocorrelazione seriale: 
L’ultima patologia della regressione che impedisce di applicare le assunzioni (AGM) che verrà 
presentata è la presenza di autocorrelazione tra gli errori. Quando gli errori sono serialmente 
correlati gli usuali errori standard degli OLS sono incorretti e bisogna quindi procedere a 
rispecificare il modello o ad aggiustare gli errori standard trovati per tener conto 
dell’autocorrelazione.  
In presenza di autocorrelazione abbiamo ragione di ritenere che almeno alcuni dei nostri 
regressori siano esogeni, quindi presenteremo un test robusto alla presenza di regressori 
esogeni, il test di Breusch-Godfrey.  
Il test cerca di studiare le relazioni tra gli errori, ma non abbiamo osservazioni per gli errori e 
non possiamo semplicemente stimarli con gli OLS, data la correlazione tra i nostri regressori e 
gli errori. Per risolvere questo problema, ci serviamo di una regressione ausiliaria. 
(i) Innanzitutto, ricaviamo una stima degli errori, applicando l’OLS al nostro modello 
ed usando i residui come stima degli errori; 
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(ii) In secondo luogo, regrediamo i nostri residui sui regressori (eliminando il problema 
della correlazione tra errore e regressori dovuto all’esogeneità) e sulle stime degli 
errori passati; 
(iii) Effettuiamo un test F sui coefficienti degli errori passati, con ipotesi nulla di assenza 
di autocorrelazione (gli errori sono un processo senza memoria, white noise); 
Nel caso in cui il test respinga l’ipotesi nulla, procederemo come suggerito ad inizio paragrafo, 
rispecificando o aggiustando gli errori. 
 
 
PARTE TERZA: PREVISIONI ED AUTOREGRESSIONI VETTORIALI 
 
Nel 2008 la Regina Elisabetta II decise di fare un giro nelle aule della London School of 
Economics. Cercava di capire cosa stesse accadendo ai mercati finanziari del mondo intero 
(comprensibile, visto che si stima che il portafoglio di investimenti della Regina abbia perso 
circa il 25% del suo valore a causa dello scoppio della Crisi dei subprime). In questo contesto 
pose la famosa domanda: perché i ricercatori di una delle più importanti università del mondo 
non sono riusciti a prevedere lo scoppio della crisi? Tale domanda mette in questione non solo 
le abilità di un ristretto gruppo di economisti, ma le priorità stesse dell’economia in quanto 
campo del sapere. Prevedere il futuro è sempre stata una delle priorità dell’umanità ed essendo 
buona parte degli economisti anche esseri umani suddetto interesse ha finito col permearne i 
modelli e le teorie. Fortunatamente gli economisti non sono stati lasciati liberi di fare previsioni, 
ma hanno avuto il supporto di persone più ragionevoli, come gli statistici. Il campo delle 
previsioni è ormai sconfinato, ma una delle sue domande principali rimane: “Cosa possiamo 
dire del domani, dato quanto sappiamo sino ad oggi?”. In questo capitolo presenteremo 
brevemente la nozione di previsioni multiperiodali, concentrandoci in seguito sulle 
caratteristiche di una specifica classe di modelli per la previsione, i VAR (vector 
autoregression). 
 
Del doman non v’è certezza: previsione e serie storiche  
 
“The only function of economic forecasting 
 is to make astrology look respectable” 
 – Ezra Solomon 
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In linea di massima, quando si tratta di previsione di variabili di interesse economico a partire 
dalle loro serie storiche possiamo individuare quattro approcci: 
1. Modelli regressivi per singola equazione: i modelli regressivi che abbiamo utilizzato 
sinora, presentano una variabile dipendente che viene spiegata da altre variabili e loro 
ritardi più un termine di errore; 
2. Modelli regressivi per equazioni simultanee: quando una o più variabili esplicative sono 
determinate contemporaneamente alla variabile dipendente (ad esempio per mezzo di 
un meccanismo di equilibrio) possiamo studiare i fenomeni per mezzo della creazione 
di sistemi di equazioni strutturali. Tale metodo per la previsione fu molto in voga negli 
anni ’60 e ’70 ma ad oggi viene ritenuto meno affidabile rispetto a varie alternative; 
3. Modelli autoregressivi integrati a media mobile (ARIMA): in tali modelli i dati vengono 
lasciati parlare, facendo dipendere la variabile dipendente solo dai suoi valori passati e 
da una media variabile degli errori passati e non da conoscenze a priori fornite dalla 
teoria economica (l’”I” di “ARIMA” fa riferimento alla possibilità che la serie trattata 
non sia stazionaria, ma possa essere resa tale per mezzo di ripetute differenziazioni); 
4. Modelli autoregressivi vettoriali (VAR): principali modelli di interesse di questo lavoro, 
sono formati da sistemi di equazioni dove una variabile endogena viene spiegata per 
mezzo dei suoi valori ritardati e dei valori ritardati di tutte le altre variabili nel modello. 
Approfondiremo meglio questa definizione in seguito. 
Per parlare di previsione ci focalizzeremo solo sul confronto tra le ultime due metodologie. Per 
semplificare ulteriormente la questione, presenteremo la nozione di previsioni iterate a partire 
dal caso più semplice di ARIMA: un ARIMA di una serie stazionaria (integrata di grado 0) 
senza la componente di media mobile, MA. Tale situazione corrisponde al modello 
autoregressivo di ordine p, AR(p), già presentato nella parte precedente (formula 2.2). Dopo 
aver parlato di previsioni iterate per un modello AR(p), proporremo i modelli VAR ed 
accenneremo alla previsione in tali modelli. 
Prendiamo un modello AR(p) esplicito, senza l’utilizzo dell’operatore ritardo: 
𝑌𝑡 = 𝛽0 + 𝛽1𝑌𝑡−1 + 𝛽2𝑌𝑡−2 + ⋯ + 𝛽𝑝𝑌𝑡−𝑝 + 𝑢𝑡 
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Se l’errore ha media nulla condizionata ai valori passati di 𝑌𝑡, allora la miglior previsione di 
𝑌𝑡+1 dipende solo dai valori ritardati inclusi nel modello ed inoltre gli errori sono incorrelati.
3 
Quindi: 
𝑌𝑡+1|𝑡 = 𝛽0 + 𝛽1𝑌𝑡 + 𝛽2𝑌𝑡−1 + ⋯ + 𝛽𝑝𝑌𝑡−𝑝+1       (3.1) 
Con  𝑌𝑡+1|𝑡 = 𝐸(𝑌𝑡+1|𝑌𝑡, 𝑌𝑡−1, … ). 
Di fatto, i coefficienti della (3.1) non sono conosciuti, quindi la previsione un periodo in avanti 
verrà fatta stimando inizialmente il modello sino al tempo t ed usando i coefficienti stimati 
all’interno della (3.1). Parliamo di previsioni multiperiodali quando siamo interessati a 
prevedere valori seguenti al valore nel prossimo periodo per una variabile di interesse. Tali 
previsioni possono essere effettuate direttamente o in maniera iterata.  
Una previsione diretta consiste nel procedere nello stesso modo di una previsione 
monoperiodale ma aggiustando la regressione di partenza per stimare i coefficienti da utilizzare 
per la previsione. Poniamo di avere un modello AR(p) ed essere interessati al valore della 
variabile dipendente tra tre periodi, 𝑌𝑡+3. Innanzitutto, ricaveremo dalla (2.2) la regressione di 
interesse: 
𝑌𝑡 = 𝛽0 + 𝛽1𝑌𝑡−3 + 𝛽2𝑌𝑡−4 + ⋯ + 𝛽𝑝𝑌𝑡−𝑝−2 + 𝑢𝑡 
I coefficienti trovati in questa regressione forniranno l’effetto stimato dei valori 
appropriatamente ritardati della variabile dipendente (dai tre periodi in giù, nel nostro esempio) 
sulla variabile dipendente nel periodo attuale. In seguito, i coefficienti stimati verranno sostituiti 
nella previsione: 
𝑌𝑡+3|𝑡 = ?̂?0 + ?̂?1𝑌𝑡 + ?̂?2𝑌𝑡−1 + ⋯ + ?̂?𝑝𝑌𝑡−𝑝+1 
Una previsione iterata consiste nel procedere nello stesso modo di una previsione 
monoperiodale, sostituendo tale previsione per fornire una seconda previsione sul valore della 
variabile prevista tra due periodi e così via sino al periodo desiderato. Poniamo di avere un 
modello AR(p) ed essere interessati al valore della variabile dipendente tra tre periodi, 𝑌𝑡+3. 
                                                          
3 𝑢𝑡 ed 𝑢𝑡−1 sono incorrelati se 𝐸(𝑢𝑡|𝑢𝑡−1) = 0. Dalla (2.2) possiamo ricavare che:  
𝑢𝑡−1 = 𝑌𝑡−1 − 𝛽0 − 𝛽1𝑌𝑡−2 − 𝛽2𝑌𝑡−3 − ⋯ − 𝛽𝑝𝑌𝑡−𝑝−1 
Quindi 𝑢𝑡−1 è una funzione dei valori passati di 𝑌𝑡. Ma se 𝑢𝑡 ha media nulla condizionatamente ai 
valori passati di 𝑌𝑡 come supposto per il caso AR(p) avremo che 𝑢𝑡 ed 𝑢𝑡−1 sono incorrelati. Tale 
argomento può essere esteso alla correlazione tra 𝑢𝑡 ed 𝑢𝑡−𝑗 con 𝑗 ≥ 1. 
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Innanzitutto, ricaveremo dalla (3.1) il valore previsto di Y nel periodo successivo, ed in seguito 
useremo questo valore stimato per effettuare le regressioni: 
𝑌𝑡+2|𝑡 = ?̂?0 + ?̂?1?̂?𝑡+1|𝑡 + ?̂?2𝑌𝑡 + ⋯ + ?̂?𝑝𝑌𝑡−𝑝+2 
𝑌𝑡+3|𝑡 = ?̂?0 + ?̂?1?̂?𝑡+2|𝑡 + ?̂?2?̂?𝑡+1|𝑡 + ⋯ + ?̂?𝑝𝑌𝑡−𝑝+3 
Le previsioni dirette sono sconsigliate a meno che non si abbiano ragionevoli dubbi nella bontà 
della specificazione (ad esempio se si crede di aver ignorato effetti nonlineari). Ad esse sono 
preferite le previsioni iterate, in quanto tendono ad avere percorsi temporali meno irregolari tra 
i diversi periodi. 
Misura della bontà di una previsione: 
Una delle misure della bontà di una previsione è la radice quadrata dell’errore quadratico medio 
di previsione (RMSFE, root mean squared forecast error). L’errore di previsione è dato dalla 
differenza tra il valore predetto ed il valore realizzato, chiaramente tale errore comprende sia 
l’effetto dell’incertezza del futuro che l’errore dovuto alla stima dei parametri. Per una 
previsione monoperiodale l’RMSFE si presenta come: 
 
RMSFE = √(𝐸[(𝑌𝑡+1 − ?̂?𝑡+1|𝑡)
2]) 
 
 
Sotto l’assunzione di normalità ed omoschedasticità degli errori, l’RMSFE si distribuisce 
normalmente, con varianza parti al quadrato dell’RMSFE, ed è quindi possibile fornire 
intervalli di previsione. Un esempio famoso di utilizzo di intervalli di previsione è il “fiume di 
sangue” della previsione dell’inflazione fornita dalla Banca d’Inghilterra (Figura 12). 
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Ora che abbiamo dei rudimenti di previsione dei valori futuri di serie di carattere economico 
possiamo introdurre la classe di modelli previsionali di nostro interesse: i VAR. 
 
Di cosa parliamo quando parliamo di VAR: 
Le autoregressioni vettoriali (VAR) sono una classe di modelli per la previsione congiunta di 
più variabili. Sono un’estensione del modello autoregressivo univariato ai dati provenienti da 
una molteplicità di serie storiche. La metodologia VAR nasce e si sviluppa negli anni ‘80 come 
forma antagonista dei modelli convenzionali dell’epoca (gli abominevoli agglomerati di 
equazioni simultanee degli anni ’60 e ’70) e viene per la prima volta introdotta dall’economista 
Christopher Sims nel 1980. Lo spirito dei VAR è quello di lasciar parlare i dati per sé ed infatti 
essi prendono la forma di un sistema di k equazioni lineari in k incognite nelle quali ogni 
variabile viene spiegata dai propri valori ritardati e dai valori ritardati delle rimanenti k-1 
variabili. Risulta evidente che in questo far-dipendere-tutto-da-tutto non ci sia molto spazio per 
l’esogeneità o le restrizioni provenienti dalla teoria economica (in questo senso i dati parlano 
Figura 12- Previsione della crescita dei prezzi al consumo fornita dalla Banca d’Inghilterra. In 
rosso, gli intervalli di previsione, chiamati anche “fiume di sangue” per ovvi motivi. 
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da sé, vi è un bando delle conoscenze a priori e per questo i VAR sono spesso indicati come 
modelli a-teorici, similmente agli ARIMA). 
Se i ritardi, p, scelti per ogni variabile sono dello stesso numero per ogni variabile, allora 
parleremo di un VAR(p). Un VAR(p) si può scrivere come: 
𝒙𝑡 = ∆ + 𝑭𝒙𝑡−1 + 𝑮𝒙𝑡−2 + ⋯ + 𝑯𝒙𝑡−𝑝 + 𝒖𝑡  (3.2) 
Dove ∆ rappresenta un vettore termini deterministici (le intercette), F, G ed H rappresentano 
vettori di coefficienti, 𝒙𝑡 rappresenta un vettore di variabili che siamo interessati a prevedere 
ed 𝒖𝑡 è un vettore di errori (visto che stiamo parlando di previsione, gli errori in un VAR 
rappresentano il movimento inaspettato nelle variabili di interesse dopo aver tenuto in conto 
delle informazioni contenute nei valori passati di queste).  
Per dare un’intuizione di quanto appena detto, pensiamo ad un VAR(1) con tre variabili. La 
(3.2) diventerà: 
𝒙𝑡 = ∆ + 𝑭𝒙𝑡−1 + 𝒖𝑡     
In notazione matriciale ciò sarà: 
[
𝑥1,𝑡
𝑥2,𝑡
𝑥3,𝑡
] = [
𝛿1
𝛿2
𝛿3
] + [
𝑓11 𝑓12 𝑓13
𝑓21 𝑓22 𝑓23
𝑓31 𝑓32 𝑓33
] [
𝑥1,𝑡−1
𝑥2,𝑡−1
𝑥3,𝑡−1
] + [
𝑢𝑥1
𝑢𝑥2
𝑢𝑥3
] 
 
Quando ogni equazione in un VAR rispetta le assunzioni (AGM), gli stimatori OLS dei 
coefficienti delle regressioni sono consistenti e si distribuiscono normalmente per grandi 
campioni. Ciò permetterebbe di fare inferenza nella maniera usuale, con la novità di poter 
verificare ipotesi su più di un’equazione contemporaneamente. 
Uno dei maggiori problemi dei VAR è la crescita dei coefficienti da stimare all’aumentare delle 
variabili che siamo interessati a studiare. Dati p ritardi, k coefficienti ed n intercette, i 
coefficienti da stimare seguono la formula 𝑘2𝑝 + 𝑘. Per il VAR(1) presentato tali coefficienti 
sono 12, ma aumentando anche solo di poco i ritardi, ad esempio da 1 a 4, e le variabili, ad 
esempio da 3 a 4, finiremo col dover stimare la bellezza di 68 coefficienti. Diventa essenziale 
fare attenzione alle variabili scelte ed alla quantità di ritardi per ogni variabile. Come detto nei 
capitoli precedenti, possiamo scegliere i ritardi per mezzo di test F o di criteri di informazione, 
ma trattandosi di sistemi di equazioni e non più equazioni singole dovranno essere effettuate 
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delle modifiche nei calcoli da effettuare. A titolo di esempio, il BIC dovrà ora essere calcolato 
come: 
𝐵𝐼𝐶(𝑝) = ln[𝐷𝑒𝑡∑̂𝑢] + (𝑘
2𝑝 + 𝑘)
𝑙𝑛(𝑇)
𝑇
 
Con 𝐷𝑒𝑡∑̂𝑢 determinante della matrice delle covarianze stimate degli errori del VAR. 
Similmente si calcolerà l’AIC, sostituendo 2𝑘2𝑝 a 𝑙𝑛(𝑇).  
Chiaramente possiamo parlare di previsione multiperiodale anche nel caso dei VAR. Come nel 
caso AR(p), possiamo effettuare sia previsioni dirette che previsioni iterate. Le previsioni 
dirette si effettuano in maniera analoga a quanto detto prima, quindi ci concentreremo sulle 
novità delle previsioni iterate. Una peculiarità dei VAR è che le previsioni delle diverse variabili 
sono reciprocamente consistenti, in quanto mentre per prevedere l’andamento di più variabili 
nel caso AR(p) dobbiamo effettuare delle regressioni separate (una per ogni variabile) nei VAR 
per prevedere dei valori futuri dobbiamo inserire in ogni singola regressione anche i valori 
predetti di tutte le altre variabili. Ciò risulterà evidente guardando ad una predizione reiterata 
per un VAR(p) di due variabili: 
Il primo passo è prevedere per ambedue le variabili il valore nel periodo successivo: 
𝑌𝑡+1|𝑡 = ?̂?10 + ?̂?11𝑌𝑡 + ?̂?12𝑌𝑡−1 + ⋯ + ?̂?1𝑝𝑌𝑡−𝑝 + 𝛿11𝑋𝑡 + 𝛿12𝑋𝑡−1 + ⋯ + 𝛿1p𝑋𝑡−𝑝 
𝑋𝑡+1|𝑡 = ?̂?20 + ?̂?21𝑌𝑡 + ?̂?22𝑌𝑡−1 + ⋯ + ?̂?2𝑝𝑌𝑡−𝑝 + 𝛿21𝑋𝑡 + 𝛿22𝑋𝑡−1 + ⋯ + 𝛿2p𝑋𝑡−𝑝 
Successivamente,  𝑌𝑡+1|𝑡 e 𝑋𝑡+1|𝑡 verranno usate nelle regressioni per reiterare la previsione: 
𝑌𝑡+2|𝑡 = ?̂?10 + ?̂?11?̂?𝑡+1|𝑡 + ?̂?12𝑌𝑡 + ⋯ + ?̂?1𝑝𝑌𝑡−𝑝 + 𝛿11?̂?𝑡+1|𝑡 + 𝛿12𝑋𝑡 + ⋯ + 𝛿1p𝑋𝑡−𝑝 
𝑋𝑡+2|𝑡 = ?̂?20 + ?̂?21?̂?𝑡+1|𝑡 + ?̂?22𝑌𝑡 + ⋯ + ?̂?2𝑝𝑌𝑡−𝑝 + 𝛿21?̂?𝑡+1|𝑡 + 𝛿22𝑋𝑡 + ⋯ + 𝛿2p𝑋𝑡−𝑝 
E così via. 
Uno dei problemi fondamentali delle regressioni multiperiodali nei VAR è che gli errori sono 
serialmente correlati. Si pensi ad una previsione di un valore tra due periodi e si immagini che 
uno shock inaspettato faccia sì che il valore previsto nel periodo seguente a quello di partenza 
risulti troppo elevato, ebbene tale errore di previsione si protrarrà anche alla previsione del 
periodo seguente e così via sino a quando lo shock non verrà riassorbito4 (dato che parliamo di 
serie stazionarie). Se l’errore è serialmente correlato, le assunzioni (AGM) non sono più 
                                                          
4 Lo studio della forma e durata dell’effetto dinamico di uno shock in un periodo sugli altri periodi è chiamato 
analisi della risposta all’impulso ed è importante per i VAR strutturali, cioè i VAR che si interessano non della 
semplice previsione ma dell’interpretazione causale delle relazioni studiate. 
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rispettate, nello specifico gli errori standard degli OLS non sono corretti. Ciò può essere risolto 
in più modi: 
- La maniera più semplice, già presentata in precedenza, è quella di correggere gli errori 
rendendoli robusti all’autocorrelazione; 
- La maniera più tipica è quella di procedere alla cosiddetta decomposizione di Cholesky; 
una trattazione pertinente di tale procedura esula dai fini di questo lavoro, nonostante 
questo possiamo presentare una veloce intuizione del risultato e delle richieste di tale 
decomposizione. 
La decomposizione risulta in un “ortogonalizzazione” degli errori delle varie equazioni 
del VAR. Prendiamo un VAR(p) di due variabili, Y e X, esso avrà inizialmente errori 
𝑢1𝑡 ed 𝑢2𝑡. Assumiamo che uno shock al tempo t su Y abbia effetto sia su Y che su X, 
mentre uno shock su X nello stesso periodo abbia effetto solo su X stessa. Gli errori 
potranno così essere riscritti: 
𝑒1𝑡 = 𝑢1𝑡 
𝑒2𝑡 = 𝜌𝑒1𝑡 + 𝑢2𝑡 = 𝜌𝑢1𝑡 + 𝑢2𝑡 
 
Così trattati, gli errori risulteranno incorrelati tra una regressione e l’altra. Un ulteriore 
intuizione può essere fornita dalla rappresentazione geometrica della trasformazione di 
Cholesky (Figura 13). 
- Un’ultima maniera è quella di costruire un VAR nel quale sono presenti all’interno di 
alcune regressioni valori contemporanei delle variabili di cui si vogliono prevedere i 
valori. Come nel caso della decomposizione di Cholesky, assumeremo che una delle 
variabili del VAR non sia influenzata nel periodo corrente dalle altre variabili, questa 
volta però l’influenza verrà determinata non riscrivendo gli errori ma aggiungendo ad 
ogni regressione oltre alla prima il valore contemporaneo della variabile dipendente 
delle regressioni precedenti. 
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In questo capitolo abbiamo visto come effettuare previsioni su più periodi, ci siamo poi 
concentrati su una classe specifica di modelli per la previsione, i modelli autoregressivi 
vettoriali (VAR models), e su come trattare questi modelli in modo tale da poter fare inferenza 
e previsioni. Nel quarto ed ultimo capitolo di questo lavoro vedremo all’opera un VAR per la 
previsione di variabili macroeconomiche.   
 
PARTE QUARTA: PREVISIONE PSEUDO-FUORICAMPIONE DI 
VARIABILI ITALIANE 
 
Compito di questa parte è mostrare che i modelli autoregressivi vettoriali, descritti nel capitolo 
precedente, risultano strumenti utili per la previsione in campo macroeconomico. Inizieremo 
col descrivere i dati e le fonti di questi, proseguiremo commentando i grafici delle serie storiche 
scelte e controllando per eventuali patologie. Fatto questo si procederà confrontando le 
previsioni del nostro VAR con le previsioni di un modello concorrente, commentando i risultati 
e l’utilità di questi. 
Figura 13 - Rappresentazione geometrica della decomposizione di Cholesky (e sua inversa). 
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Per mostrare quanto detto, abbiamo bisogno dei dati italiani. Dall’ISTAT sono stati reperiti i 
dati al PIL (variabile PIL) ed al tasso di disoccupazione (Disocc), mentre i tassi overnight 
(Tassi) provengono dal sito della Banca d’Italia. I dati sono trimestrali ed il periodo temporale 
preso in questione parte dal quarto trimestre del 2000 per arrivare al quarto trimestre del 2017.  
 
Le nostre tre serie storiche si presentano così: 
 
 
 
Evidentemente non sono serie di “bella presenza”. Si vedono chiaramente gli effetti delle crisi 
sul PIL; nel 2002 la dot-com bubble, nel 2007 la crisi dei subprime e nel 2012 la crisi del debito 
sovrano europeo. Anche per quanto riguarda i tassi overnight non si registra una situazione 
rosea, dal taglio del 2008 ci si è avvicinati allo zero arrivando persino a tassi effettivi negativi. 
Solo la disoccupazione ha un andamento non particolarmente negativo, ma questo non ci 
rincuora eccessivamente. 
Prima di stimare un modello VAR, dobbiamo controllare che le serie siano adatte al nostro 
scopo. Innanzitutto: sono serie stazionarie? Basandoci sul grafico non sembrerebbe proprio. Un 
altro modo intuitivo per controllare la stazionarietà delle serie è guardare ai correlogrammi, se 
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la correlazione tra una variabile ed il suo ritardo primo è vicina all’unità, allora avremo ragione 
di ritenere che vi sia un problema di non stazionarietà dovuta ad una radice unitaria. Questo è 
il caso per le nostre serie: 
 
Oltre ai grafici ed alle intuizioni possiamo godere del supporto dei test per verificare le ipotesi 
di stazionarietà delle serie. Il risultato del test di Dickey-Fuller aumentato, usando 10 ritardi 
come suggerito dal software GRETL, è il seguente: 
- Per la disoccupazione non possiamo rifiutare l’ipotesi nulla di non stazionarietà 
svolgendo il test sia con che senza un trend (p>0.5 in entrambi i casi, quindi il rifiuto 
dell’ipotesi alternativa è netto); 
- Per il PIL non possiamo rifiutare l’ipotesi nulla di non stazionarietà, ma in questo caso 
vi è più ragione di credere che il PIL sia stazionario attorno ad un trend (p>0.25 nel test 
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di stazionarietà mentre p>0.02 -rifiutiamo all’1%- nel test di stazionarietà attorno ad un 
trend); 
- Per i tassi di interesse non possiamo rifiutare l’ipotesi nulla di non stazionarietà sia con 
che senza un trend (p>0.25 nel test del primo caso e p>0.1 nel test del secondo caso). 
Data questa situazione, potrebbe essere più conveniente lavorare con le differenze prime delle 
serie (sempre ricordandoci che quando usiamo le differenze prime di una serie non stiamo più 
parlando delle serie iniziali ma una loro trasformazione e che i test svolti su tali trasformazioni 
non valgono necessariamente anche per le serie originali). Graficamente, la differenza prima 
delle serie si presenta così: 
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Ignorando per un momento gli outlier dovuti alla crisi, ci troviamo con delle serie storiche che 
sembrano decisamente più vicine alla stazionarietà. Ciò viene confermato dai nuovi 
correlogrammi: 
 
Effettuando nuovamente il test ADF possiamo rifiutare l’ipotesi nulla di radice unitaria al 
livello del 10% per la differenza prima del tasso di disoccupazione ed al livello dell’1% per i 
dati rimanenti. 
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Un’alternativa all’uso delle differenze prime delle variabili è data dalla possibilità dell’esistenza 
di una relazione di cointegrazione tra le variabili. Basandoci sui grafici, non è possibile 
riscontrare tale relazione di lungo periodo, ma per prudenza ci rivolgeremo ai risultati di un test 
di cointegrazione, il test di Engle-Granger. In tale test, vengono effettuati dei test per radici 
unitarie sulle serie di nostro interesse ed in seguito vengono regredite tra loro le variabili, 
dopodiché i residui di questa integrazione (uhat) vengono testati per una radice unitaria, se 
l’ipotesi di radice unitaria viene ora rifiutata avremo ragione di ritenere che possa esserci una 
relazione di cointegrazione. Come c’era da aspettarsi, il risultato del test non trova ragioni a 
favore di una relazione di cointegrazione tra le variabili: 
 
Ciò significa che ci concentreremo sulle differenze prime delle nostre serie. Sfortunatamente, 
le radici unitarie non sono l’unica patologia che causa l’assenza di stabilità, infatti vi sono 
possibili problemi di break strutturali. 
È chiaro che, dati gli sconvolgimenti del periodo, ci troveremo in presenza di break strutturali; 
dato che stimare un VAR richiede la perdita di molti gradi di libertà si è fatta la scelta di non 
dividere il campione in più sottocampioni, accettando che la regressione risultante sia valida in 
media (ignorando dei break strutturali i coefficienti derivanti saranno una media dei coefficienti 
dei diversi periodi nei quali si sarebbe dovuto dividere il campione). 
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Chiarito quali saranno le serie che utilizzeremo, dobbiamo usare i criteri di informazione per 
scegliere il numero di ritardi del nostro VAR. L’output di GRETL è il seguente: 
 
Scegliamo di seguire l’AIC, pertanto verranno usati tre ritardi nel nostro VAR. Ora non ci resta 
che procedere con la stima. Dato che ci interessano le performance del VAR dal punto di vista 
della previsione non useremo l’intero campione, ma limiteremo le nostre osservazioni al 
periodo 2000:4 - 2015:4 ed useremo le osservazioni da 2016:1 a 2017:4 per valutare la bontà 
delle previsioni. 
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Come risulta evidente, la qualità del risultato non è affatto buona. Le variabili tassi di interesse 
e disoccupazione non sembrano mostrare alcuna relazione se non con i propri valori passati, 
inoltre tale modello fallisce nel risultare un buon modello secondo svariati test: 
Test di autocorrelazione dei residui (ipotesi nulla: no autocorrelazione): 
                 Rao F   Approx dist.  p-value 
lag 1     2,292    F(9, 102)     0,0219 
lag 2     2,675    F(18, 110)    0,0009 
lag 3     1,969    F(27, 105)    0,0080 
lag 4     2,096    F(36, 98)     0,0022 
Test di eteroschedasticità condizionale (ipotesi nulla: presenza di omoschedasticità 
condizionale): 
                LM        df     p-value 
lag 1    77,626     36      0,0001 
lag 2   117,570     72      0,0006 
lag 3   143,438    108      0,0128 
lag 4   192,607    144      0,0042 
Test per la normalità dei residui: 
Tale test non fallisce per i residui di d_Disoccup (uhat1) e d_PIL (uhat2), fallisce invece per 
quanto riguarda i residui di d_Tassi (uhat3): 
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Chiaramente tali risultati sono dovuti alla peculiarità del periodo scelto. Il problema principale 
può essere dovuto all’enorme quantità di outlier che si possono riscontrare.  
Stimando un VAR senza in qualche modo tener conto degli outlier abbiamo ottenuto un modello 
con errori autocorrelati, eteroschedasticità condizionale e residui non normali. Voler fare 
inferenza con un modello simile risulterebbe vano, vi sarebbero inoltre problemi nella stima 
degli intervalli di previsione. Per arginare il problema, introduciamo delle variabili dummy, una 
per ogni outlier, ciò ci permetterà di discernere meglio l’informazione contenuta nelle serie. 
Sono state scelte dummy per le osservazioni dei seguenti periodi (anno:trimestre): 
44             
 
2001:4 2002:2 2006:1 2006:4 
2008:4 2009:1 2009:2 2009:4 
2010:4 2012:1   
 
Il nuovo modello è il seguente: 
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A livello di significatività statistica dei regressori, possiamo notare una lieve differenza: ora la 
dipendenza unicamente dai valori passati si può riscontrare per d_PIL e d_Tassi ma non per 
d_Disocc. Per quanto riguarda gli altri test, è riscontrabile un miglioramento del modello: 
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Test di autocorrelazione dei residui (ipotesi nulla: no autocorrelazione): 
              Rao F   Approx dist.  p-value 
lag 1     2,388    F(9, 102)     0,0170 
lag 2     1,624    F(18, 110)    0,0660 
lag 3     2,059    F(27, 105)    0,0050 
lag 4     2,389    F(36, 98)     0,0004 
Ora possiamo accettare l’ipotesi nulla di assenza di autocorrelazione per i primi due ritardi dei 
residui (rispettivamente al livello dell’1 e del 5%). 
Test di eteroschedasticità condizionale (ipotesi nulla: presenza di omoschedasticità 
condizionale): 
           LM       df     p-value 
lag 1    46,122     36      0,1203 
lag 2    77,394     72      0,3107 
lag 3    95,051    108      0,8087 
lag 4   120,970    144      0,9188 
Questo è il nostro maggiore successo, ora che abbiamo eliminato gli outlier possiamo non 
rifiutare l’ipotesi di omoschedasticità al livello del 10%. 
Test per la normalità dei residui: 
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Ora i nostri residui superano tutti il test di normalità: 
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Tale modello è quindi da ritenersi più affidabile del modello precedente e ci affideremo ad esso 
per effettuare previsioni. 
 
Pseudo previsioni fuori campione: 
 
Una pseudo-previsione fuori campione consiste nel limitare il proprio campione di osservazioni 
e, una volta stimato un modello con le osservazioni rimanenti, confrontare i valori predetti dal 
modello con quelli a nostra disposizione inizialmente esclusi dal campione. 
Ciò che vogliamo è mostrare che un modello VAR, fornendo stime reciprocamente coerenti di 
più variabili in una sola volta, è più performante di un modello più semplice, un AR nel quale 
le variabili dipendono solo da loro valori passati. Come misura di riferimento delle prestazioni 
è stato scelto il MAE (mean absolute error) che indica la media in valore assoluto della distanza 
tra valori predetti e valori effettivi. 
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Previsioni VAR(3) ed AR(3) per d_Disocc: 
 
L’AR(3) per d_Disocc è il seguente: 
 
 
 
 
 
E genera la seguente previsione: 
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Previsione tramite VAR: 
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Mettendo a confronto i due modelli, non troviamo particolari differenze per quanto riguarda la 
bontà delle previsioni, confrontando l’errore assoluto medio il modello AR risulta addirittura 
leggermente migliore (0.1975 contro 0.1991). Guardando agli intervalli di previsione, inoltre, 
notiamo come ambedue i modelli siano di fatto inutili dal punto di vista pragmatico, dati 
intervalli di previsione che oscillano tra valori positivi e negativi, indicando che non abbiamo 
particolari ragioni per fornire previsioni di crescita o decrescita per il periodo. 
 
Previsioni VAR(3) ed AR(3) per d_Pil: 
L’AR(3) per d_Pil è il seguente: 
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E genera la seguente previsione: 
 
 
Previsione tramite VAR: 
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In questo caso, possiamo vedere una notevole differenza tra le previsioni dei due modelli. 
Nonostante il problema dell’ampiezza degli intervalli di previsione persista, il modello VAR 
fornisce una previsione migliore del modello AR grazie alle informazioni contenute nelle 
variabili d_Disocc e d_Tassi (un errore assoluto medio di 0.193 per il VAR contro uno di 
0.231 per l’AR). 
 
Previsioni VAR(3) ed AR(3) per d_Tassi: 
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L’AR(3) per d_Pil è il seguente: 
 
E genera la seguente previsione: 
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Previsione tramite VAR: 
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Anche in questo caso il VAR mostra maggiore accuratezza rispetto all’AR, con un errore 
assoluto medio di 0.039 contro quello di 0.06 del modello concorrente.  
In questa terza parte è stato fatto il tentativo di mostrare le potenzialità dei VAR per quanto 
riguarda le previsioni, nello specifico è stato messo a confronto un VAR per tre variabili 
macroeconomiche italiane con dei modelli autoregressivi delle stesse variabili. Data il periodo 
temporale sotto esame non è stato sorprendente scoprire che vi sono molti problemi con le serie 
scelte. Dopo aver effettuato i test opportuni ed aver tentato di curare alcune delle patologie 
riscontrate è iniziata la fase del confronto tra previsioni. È stato scelto il periodo 2016:1-2017:4 
come banco di prova ed il risultato delle pseudo previsioni fuori campione è che i VAR risultano 
avere un potere predittivo almeno pari a quello di una semplice autoregressione e superiore 
nella maggior parte dei casi. 
 
CONCLUSIONE  
 
“If all economists were laid end to end, they would not reach a conclusion” 
 -(Attribuita a) George Bernard Shaw 
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Abbiamo iniziato questo lavoro scoprendo le peculiarità ed i potenziali paradossi dell’uso 
acritico dell’armamentario della statistica a dei dati che fanno parte di un processo storico. Dai 
matrimoni nel Galles del primo capitolo siamo arrivati alla previsione dei tassi di interesse 
dell’ultimo, tutto all’interno del campo delle serie storiche. A differenza di altri tipi di dati, le 
serie storiche ci hanno posto ostacoli che per essere superati hanno richiesto la creazione di 
regole loro dedicate e di ciò ci siamo occupati nel secondo capitolo. Una volta ritrovato il 
sentiero corretto nella via dell’inferenza ci siamo preoccupati di come non inciampare 
percorrendo la retta via, che nonostante tutto risulta comunque tortuosa e difficile da percorrere. 
Sfortunatamente, alla fine di questo viaggio non ci attendeva l’illuminazione ma i dati italiani 
dal quarto trimestre del 2000 al quarto trimestre del 2017 (la realtà si è occupata, come suo 
solito, di ricordare all’autore di questo lavoro i propri limiti, nonché la pochezza della propria 
preparazione).  
Per mostrare al mondo di aver imparato se non a padroneggiare almeno a fare amicizia con le 
serie storiche, abbia terminato il lavoro con la più classica sfida alle divinità: la previsione del 
futuro. Tale titanomachia si è conclusa con la (tipica) sconfitta degli umani, producendo 
previsioni inutili ai più comuni interessi della nostra specie. Ma non tutto è stato pura hybris in 
quest’impresa, infatti il canto del cigno dei nostri modelli è riuscito a trasmettere alcune 
informazioni a chi fosse interessato ad iniziare una nuova guerra contro l’ignoto: vi sono armi 
più affilate di altre nel campo della previsione. Alcune di queste armi sono i modelli 
autoregressivi vettoriali e ciò è stato mostrato nel quarto capitolo. Essi ad oggi formano il 
baluardo contro il quale migliori e più letali armamenti devono confrontarsi per mostrarsi degni 
di interesse e grazie a questo lavoro sappiamo perché. Con tale constatazione si conclude 
l’opera qui presente; “E s'ordini alla truppa di sparare”. 
 
 
FINE. 
 
 
 
 
NUMERO PAROLE: 11209
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