Abstract. The problem of when the k-subdirect sum of a doubly diagonally dominant matrix (DDD matrix) is also a DDD matrix is studied. Some sufficient conditions are given. The same situation is analyzed for diagonally dominant matrices and strictly diagonally dominant matrices. Additionally, some conditions are also derived when card(S)>card(S 1 ) which was not studied by Bru, Pedroche and Szyld [Electron. J. Linear Algebra, 15:201-209, 2006]. Examples are given to illustrate the conditions presented.
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  the k-subdirect sum of A and B and we denote it by C = A ⊕ k B.
In order to more explicitly express each element of C in terms of the ones of A and B, we can write C as follows, In general, the subdirect sum of two DDD matrices is not always a DDD matrix. We show this in the following example. 
is not a DDD matrix.
3. Subdirect sums of doubly diagonally dominant matrices. We now formally introduce some notations and definitions which can be found in [5] , [6] and [9] .
Let A = (a ij ) ∈ C n,n , n ≥ 2. For i = 1, 2, . . . , n, we define
Recall that A is called (row) diagonally dominant if for all i = 1, 2, . . . , n,
If the inequalities in (3.1) hold strictly for all i, we say that A is strictly diagonally dominant.
Given any nonempty set of indices S ⊆ N = {1, 2, . . . , n}, we denote its complement in N byS = N \S. We have
Furthermore, if the inequality in (3.2) is strict for all distinct i, j = 1, 2, . . . , n, we say A is strictly doubly diagonally dominant. Definition 3.2. Let the matrix A = (a ij ) ∈ C n,n , n ≥ 2, and given any nonempty proper subset S of N . Then A is an S-strictly diagonally dominant matrix if the following two conditions hold:
It was shown in [5] that SDD matrices are contained into DDD matrices. In addition, if A is doubly diagonally dominant, there exists at most one index i 0 such that |a i0i0 | < R i0 (A). It is easy to show that a doubly diagonally dominant matrix is not necessary an S-strictly diagonally dominant matrix. We show this in the following example.
Example 3.3. The following matrix:
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Yan Zhu and Ting-Zhu Huang
is a DDD matrix, but is not an S-SDD matrix for any subset S of {1, 2, 3}. We now give the following theorem, which presents sufficient condition such that 
since A is doubly diagonally dominant, we obtain
3), we have the following relations:
Since all diagonal entries of A 22 and B 11 are positive ( or all negative), we obtain 
Like the proof of Case 2, let i = 1, we conclude
Note that (|a ii | ≥ R i (A)) since A is a DDD matrix and (|b i−t,i−t | > R i−t (B)) since
B is an SDD matrix, thus we can write
For the rest of cases
, the proofs are similar to the proofs of the Case 1 and Case 2.
In the case i 0 ∈ S 2 the conclusion still holds and the proofs are similar to the cases above. Therefore the details of the case are omitted.
Corollary 3.5. Let A 1 be a DDD matrix with existing only i 0 such that max 
Proof. We only prove the following cases.
Then we can write 
and B is strictly diagonally dominant, but the subdirect sum C is not doubly diagonally dominant. Let 
and B be strictly diagonally dominant, , we continue to consider A and B to be principal submatrices of a given doubly diagonally dominant matrix such that they have a common block with all positive (or negative) diagonal entries. This situation, as well as a more general case outlined in Theorem 3.11 later, appears in many variants of additive Schwarz preconditioning (see [2, 7, 8] We now have the following theorem which shows that C is a DDD matrix. Theorem 3.11. Let H be a DDD matrix partitioned as in (3.3) , and let A and B be two overlapping principal submatrices given by (3.4) . Then the k-subdirect sum
Using now that H is doubly diagonally dominant, we can get that
The proofs of other cases are analogous. Example 3.12. Let the following DDD matrix H be partitioned as 
is a DDD matrix. In particular,
Here, we discuss the conditions of the subdirect sum of S-strictly diagonally dominant matrices when card(S) >card(S 1 ). 
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Therefore we can write
where we have used that (
) is also positive since B is strictly diagonally dominant, and thus we can obtain
Since S = S 1 ∪ S we have that condition 1) of Definition 3.2 holds. In order to see that condition 2) holds we first study the case i ∈ S , j ∈ S . Using equation (2.3) we obtain the following relations:
Now observe that:
|a ii + b i−t,i−t | − R S1∪S i (C) ≥ |a ii | − R S1∪S i (A) + |b i−t,i−t | − R S i−t (B), (3.7) |a jj + b j−t,j−t | − R S ∪S3 j (C) ≥ |a jj | − R S j (A) + |b j−t,j−t | − R S ∪S3 j−t
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and from condition (3.6) we can write the inequality
which jointly with (3.7) and (3.8) lead to the inequality
Therefore condition 2) of Definition 3.2 is fulfilled and the proof for the case ∀i ∈ S , j ∈ S is completed.
For the case ∀i ∈ S , j ∈ S 3 , we have from equation (2.3) that
Note that B is an SDD matrix, then we have
Therefore condition 2) is fulfilled. Condition 1) also holds, since as before, we have
The proof for the rest of cases ∀i ∈ S 1 , j ∈ S and ∀i ∈ S 1 , j ∈ S 3 are already included in the paper of Bru, Pedroche, and Szyld [3] .
Example 3.15. In this example we show a matrix A that is an S-SDD matrix with card(S)>card(S 1 ), a matrix B that is an SDD matrix, and such that the 3-subdirect sum C is an S-SDD matrix. Let is a {1, 2}-SDD matrix, according to Theorem 3.14.
