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We discuss a method to reconstruct two-dimensional proton bunch densities using vertex distri-
butions from LHC beam-beam scans. The x-y correlations in the beam shapes are studied and
a luminosity calibration technique is introduced. The method is demonstrated using simulated
beam-beam scans. We evaluate the impact of non-factorization features for beam shapes of double-
Gaussian type.
1 Introduction
Absolute luminosity measurements at a particle collider are mandatory to determine absolute cross-
sections for reaction processes. Specifically, the number of interactions, N , measured in an experi-
ment depends on the value of cross-section σ and of the luminosity L, with N = σL. The uncertainty
in the measurement of a given cross-section depends critically on, and is in some cases dominated
by, the precision with which the luminosity is known. The LHC experiments calibrate the scale of
the luminosity with van der Meer (vdM) scans [1, 2, 3, 4, 5, 6, 7]. This technique, which involves
scanning the beams across each other and monitoring the interaction rate, has been used by all of
the four large LHC experiments. The method is intended to measure the overlap integral OI of the
colliding proton beams with proton densities ρ1 and ρ2
OI =
∫ ∞
−∞
ρ1(x, y)ρ2(x, y) dx dy, (1)
after integration over the longitudinal coordinate and time.
If N1 and N2 are the number of protons in the two colliding bunches and νrev the LHC revo-
lution frequency, the absolute instantaneous luminosity can be computed from directly measured
accelerator parameters:
L = N1N2νrevOI . (2)
The collisions rate R measured by a luminometer is related to the luminosity L and the visible
cross section σvis by
R = σvis · L. (3)
The reconstruction of the transverse beam shape poses a challenging problem in the luminosity
scale calibration procedure of the LHC experiments. The vdM scan method relies on the assump-
tion that the bunch proton densities are factorizable in the scanning plane of the detector, i.e. that
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ρi(x, y) = ρi(x)ρi(y). In general, this assumption does not hold and introduces one of the leading
systematic uncertainties for luminosity calibration measurements [4, 5, 7, 8, 9]. The LHCb collab-
oration exploits the combination of beam-gas and beam-beam vertex distributions to reconstruct
the individual proton bunch densities [6, 10]. Another approach exploits the simultaneous evolution
of the luminosity and of the position, size, shape and orientation of the luminous region [5, 8, 9]
during beam-beam scans. In addition, a dedicated tailoring of the proton bunches in the injection
chain was developed to minimize non-Gaussian contributions to the transverse beam profiles [11].
In this paper a method to estimate the x-y correlations is developed and a new proposal for
a complementary luminosity calibration is presented. The method generalizes the beam imaging
technique proposed in [12] and experimentally realized in [13, 14] to two dimensions.
In contrast to the standard vdM scan, one beam is scanned, first in x and then in y, across the
other beam, with the latter remaining stationary in the rest frame of the detector. The distributions
of reconstructed collision vertices in the transverse plane accumulated during the scans constrain
the two-dimensional proton-density distributions and are fitted simultaneously to determine the
parameters of an analytical model for the proton densities of the two beams. As a result, OI
can be computed and used to estimate the instantaneous luminosity including the x-y correlations
potentially present in the proton-density distributions.
This paper is organized as follows: In Section 2 the impact of correlations on the standard vdM
scan method is studied. In Section 3 a new approach to reconstruct the beam shapes is introduced
and tested on simulated beam-beam scans. In Section 4 a potential bias on the beam overlap
estimation is studied and a correction based on a specific regression is applied. The conclusions are
summarized in Section 5.
2 Impact of X-Y Correlations on the vdM Standard Analysis
In this section the impact of x-y correlations in the LHC bunch proton densities on the standard
vdM scan method is demonstrated. A set of simulated vdM scans is generated, based on the
double-Gaussian single beam density distributions bi for beam i (i = 1, 2) :
bi(x, y) = wigi,N (x, y) + (1− wi)gi,W (x, y). (4)
Each beam is a sum of a ”narrow” Gaussian component gi,N and a ”wide” Gaussian component
gi,W , where each is of the following form:
gi,j(x, y) =
1
2piσi,j,xσi,j,y
√
1− ρ2i,j
exp
( −1
2(1− ρ2i,j)
[ x2
σ2i,j,x
+
y2
σ2i,j,y
− 2ρi,jxy
σi,j,xσi,j,y
])
. (5)
The x-y correlations, or non-factorizability of the proton beam densities, are parametrized by the
two weights wi and the four correlation parameters ρi,j (i = 1, 2, j = N,W ).
For each element in this set, the one-dimensional x- and y-scan curves are fitted with a double-
Gaussian model and the beam overlap integral OI is computed based on the assumption on the
factorizability in x-y of the bunch proton densities
OI =
∫ ∞
−∞
ρ1(x)ρ2(x) dx×
∫ ∞
−∞
ρ1(y)ρ2(y) dy. (6)
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To illustrate the impact of x-y correlations in the beam shapes, the relative difference between
the true overlap integral and the one extracted from simulated vdM scans is shown in Figure 1
for three different beam-shape samples. For each beam-shape type the widths are varied within
σN,x,y ∈ [1.6, 1.8] and σW,x,y ∈ [2.4, 2.6], in arbitrary units. The red histogram shows the case for
which wi = 0, ρ1,j = 0.2 and ρ2,j = −0.2, the case for which wi = 0.5 and ρ1,j = 0 is shown in the
black histogram, and the blue histogram shows the impact of choosing wi = 0.5 and ρi,j = 0.2. In
these examples, the bias is largest for correlation parameters having the same sign and wi = 0.5,
and reaches up to 4%. A bias in the estimation of the overlap intergral leads directly to a bias in
the luminosity measurements .
(overlapVdM-overlapTrue)/overlapTrue
0.1− 0.08− 0.06− 0.04− 0.02− 0 0.02 0.04 0.06 0.08 0.1
[a.
u.]
0
20
40
60
80
100
120  = 0i =  -2.0; w2,jρ = 0.2; 1,jρ
 = 0.5i = 0.; wi,jρ
 = 0.5i = 0.2; wi,jρ
Figure 1: An estimate of the impact of x-y correlations described in Equations 4 and 5 on the vdM
scan method is shown. The red histogram shows the relative difference between the reconstructed
and true beam overlap integral for beam-shape parameters wi = 0, ρ1,j = 0.2 and ρ2,j = −0.2. The
black histogram shows the difference for beam-shape parameters wi = 0.5 and ρi,j = 0, and the
blue histogram shows the relative difference for wi = 0.5 and ρi,j = 0.2.
3 Two-dimensional Beam Imaging
As was shown in the previous section, the vdM-scan method may result in a significant bias, if the
bunch proton densities exhibit x-y correlations. Therefore, sizeable systematic uncertainties were
estimated and assigned by the CMS and ALICE Collaborations [4, 7] and non-factorization effects
of up to 4% were found by the LHCb [6] and [8] ATLAS Collaborations.
A higher precision may be achieved by fully reconstructing both two-dimensional proton density
distributions of the colliding bunches. A natural choice is to measure the vertex distributions in the
transverse plane, the density of which is proportional to the product of the proton densities in the
two colliding bunches. The density of the number of vertices at a given point (x, y) accumulated
3
during a time interval ∆T and convolved with the vertex-position resolution V is given by
nvtx(x, y) = ρ1(x, y)ρ2(x, y)
(
νrev∆TN1N2σp
vtx
)⊗ V, (7)
where Ni (≈ 1011) is the number of protons in the bunch considered, νrev is the revolution frequency,
11245 Hz, for a bunch in the LHC ring, vtx is the vertex reconstruction efficiency and σp is the
proton-proton cross section. During vdM scans, the experiments record collision data at very high
rate, using an unbiased trigger on selected colliding bunches. For the study in this paper, we assume
about 106 reconstructed vertices per scan point. During the Run-1 vdM scan campaigns [6], beam
optics were chosen such that the transverse luminous size yields σL ≈ 60 µm, corresponding to
normalized transverse emittance N ≈ 3 · 10−6m and β∗ ≈ 11m and a single beam width of
σb =
√
Nβ∗/γ ≈ 90µm. (8)
For comparison, the vertex-position resolution V in the CMS Run-1 detector varies from 20 to
100 µm, depending on the transverse momentum and the number of vertex-associated tracks [15].
In this paper, an average resolution of σb ≈ 30 µm is assumed, which with the beam parameters
of Equation 8 amounts to σV ≈ 13σb. The impact of uncertainties related to the vertex position
resolution are discussed at the end of this section.
As described in the introduction an asymmetric scan setup is used as proposed in [13] and [12].
To derive the fit model for the vertex distributions and without loss of generality the constants in
Equation 7 are set to 1
νrev∆TN1N2σp
vtx := 1.
Considering a horizontal (x) scan of Beam 2 across Beam 1, in scan steps of size ∆x, the following
equation holds ∑
n
nvtx(x, y;n∆x)∆x =
∑
n
ρ1(x, y)ρ2(x+ n∆x, y)∆x⊗ V
=
[∑
n
ρ1(x, y)ρ2(x+ n∆x, y)∆x
]
⊗ V
≈
[ ∫
∆x
ρ1(x, y)ρ2(x+ ∆x, y) d(∆x)
]
⊗ V
= ρ1(x, y)(Mxρ2)(y)⊗ V. (9)
In the first step the distributivity property of convolutions is used and the approximation in the
second step is the replacement of the sum over discrete scan points with a continuous integral
over the beam-beam separation. After the integration, the x coordinate is integrated out and the
proton-bunch density of the moving beam appears marginalized in x.
Considering four scans of this kind, first scanning Beam 1 over Beam 2 in x and y and then vice
versa, four two-dimensional vertex distributions are accumulated:
nvtxx,1 (x, y) = ρ1(x, y)(Mxρ2)(y)⊗ V (10)
nvtxy,1 (x, y) = ρ1(x, y)(Myρ2)(x)⊗ V. (11)
nvtxx,2 (x, y) = ρ2(x, y)(Mxρ1)(y)⊗ V (12)
nvtxy,2 (x, y) = ρ2(x, y)(Myρ1)(x)⊗ V (13)
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Each distribution constrains different parts of the underlying proton-bunch density distributions.
For example, the x-dependence of nvtxx,2 (x, y) is determined by Beam 2 only (up to a scale factor),
and therefore this distribution primarily constrains the horizontal shape of Beam 2 at different
y-values. Furthermore, it contains x-y correlations if and only if there are x-y correlations in
the proton-bunch density of Beam 2. Assuming analytic models for ρ1(x, y) and ρ2(x, y), as well
as the spatial vertex-position resolution V , the four distributions can be fitted and the full two-
dimensional proton densities of the two colliding bunches of Beam 1 and Beam 2 are estimated. For
arbitrary beam-shape models the convolution with the vertex-position resolution is only possible by
utilizing numerical convolution methods which are computationally intensive. The application of
deconvolution and unfolding methods in combination with the beam imaging in beyond the scope
of this paper.
As an example, we apply the method to simulated beams of double-Gaussian shape, which in
some of the previous vdM scan campaigns were observed to sufficiently describe the bunch proton
densities [6]. The vertex reconstruction can be approximated by a sum of Gaussian resolution
models. The fit model from Equations 10 to 13 is used and fitted simultaneously to the four two-
dimensional vertex distributions. We use the ROOFIT [16] package to perform the fits. Table 1
shows beam imaging fit results for an example where the true beam overlap, the one reconstructed
by beam-beam imaging, and that extraced from a conventional (i.e. factorizable) vdM analysis are,
respectively:
OtrueI = 0.0202,
OBII = 0.0202± 0.0001,
OvdMI = 0.0206± 0.0001,
where the uncertainties are statistical-only.
While the beam imaging method measures a beam overlap consistent with the true beam overlap,
a relative difference of about 2% is observed when the vdM scan method is applied to measure the
beam overlap. The pull distributions of the fitted double-Gaussian beam shapes to the four two-
dimensional vertex distributions are shown in Figure 2. The x-y correlations are visualized in
Figure 3, showing the pull distributions of two single-Gaussian beam shapes fitted to the four two-
dimensional vertex distributions. The reduced χ2 values for the fits using a double-Gaussian and
single-Gaussian model as shown in Fig. 2 and 3 are 0.99 and 2.11, respectively.
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Figure 2: Pulls of the two fitted double-Gaussian beam shapes to the four two-dimensional vertex
distributions accumulated during simulated beam imaging scans. Beam 1 at rest and scanned with
Beam 2 in x (top left), Beam 1 at rest and scanned with Beam 2 in y (top right), Beam 2 at rest
and scanned with Beam 1 in x (bottom left), Beam 2 at rest and scanned with Beam 1 in y (bottom
right). The best-fit parameters a shown in Table 1.
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Figure 3: Pulls of the two fitted single-Gaussian beam shapes to the four two-dimensional vertex
distributions accumulated during simulated beam imaging scans. Beam 1 at rest and scanned with
Beam 2 in x (top left), Beam 1 at rest and scanned with Beam 2 in y (top right), Beam 2 at rest
and scanned with Beam 1 in x (bottom left), Beam 2 at rest and scanned with Beam 1 in y (bottom
right).
Ten thousand beam imaging scans with 19 steps within the range of ±4.5σb are simulated with
double-Gaussian beam shapes described in Eq. 4. The beam-shape input parameters are varied
within the following ranges
w1,2 ∈ [0, 1], ρN,W ∈ [−0.4, 0.4], (14)
σN,x,y ∈ [1.6, 2.0], σW,x,y ∈ [2.0, 2.6] , (15)
where w1,2 and ρN,W are dimensionless and σN,x,y and σW,x,y are in arbitrary units. Figure 4 shows
a comparison of the true beam-shape parameters and the best-fit parameters extracted from the
simultaneous fit of the four vertex distributions using the fit model derived in Equations 10 to 13.
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Figure 4: Examples of correlations between the fitted (x-axis) and true (y-axis) beam shape pa-
rameters are shown. Top left shows the correlation between the correlation parameters for the
narrow double-Gaussian component of Beam 1, top right shows the correlation between the width
parameter for the narrow double-Gaussian component of Beam 1, bottom left shows the correlation
between the width parameter for the wide double-Gaussian component of Beam 2 and the bottom
right plot shows the correlation between the weight parameter for the double-Gaussian of fit model
of Beam 1.
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Parameter Input Beam 1 Fit Beam 1 Input Beam 2 Fit Beam 2
σW,x 2.358 2.319 2.235 2.045
σW,y 2.014 1.983 2.377 2.141
σN,x 1.874 1.881 1.911 1.886
σN,y 1.955 1.981 1.932 1.892
ρN 0.395 0.419 0.063 0.011
ρW 0.120 0.123 0.302 0.212
weight 0.521 0.482 0.874 0.609
Table 1: Example of fit results for one simulated beam imaging scan for Beam 1 and Beam 2. True
double-Gaussian parameters and the parameters extracted from the beam imaging fit procedure
are shown.
The beam overlap is then computed from the fit and compared to the true overlap calculated
from the beam-shape input parameters, as shown in Figure 5 (left plot, blue dashed histogram). A
relative shift of approximately 1% is observed. This difference can be viewed as a systematic bias
of the method and is corrected for with the procedure developed in the next section.
Alternatively, the beam imaging method can be combined with the vdM scan method. For a
given set of beam shapes a beam-imaging scan is performed to extract analytical models of the
beam shapes. A vdM scan is then simulated to extract the bias introduced by non-factorization
and used as correction factor for the vdM overlap integral estimates with the original beam shapes.
OvdMI ×
OBII
OBI,vdMI
= OvdM,correctedI (16)
The perfomance of this method is shown in Fig. 5 right plot, where excellent closure for double-
Gaussian beam shapes is observed.
The uncertainty on the vertex position resolution V affects the estimate of the beam width
parameters. As an example, a shift of 3% is applied to the vertex resolution assumed in the
simulation for which the impact is shown in Fig. 6 and translates into about ±1% uncertainty
on the beam overlap integral after regression correction. The effective contribution to the total
systematic uncertainty on the beam overlap estimate using beam imaging depends on the relative
size of the vertex resolution compared to the preferably large beam size. Experimental effects in
the vertex reconstruction and studies to measure the vertex position resolution are detailed in [6]
for the beam-gas imaging method, where a systematic uncertainty of 1.2% was determined.
As shown in Fig. 6 right, the beam overlap integral estimate using the vdM corrected method
with Eq. 16 is not observed to be affected by the uncertainties related to the vertex position.
4 Bias Study and Regression
The on average 1% shift in the reconstructed beam overlap estimated with the beam imaging
technique and a dedicated correction method is discussed in this section. The first source for the
bias is due to the scan range used for simulation (about ±4.5σb, i.e. ±9 in arbitrary units for the
generated sample) which can in practice be limited by the available ring aperture in the experimental
interaction region. While the fit model, i.e. Eq. 9, assumes an integral over the full scan axis, the
wide components of the beam shapes are only probed by part of the beam used for imaging. This
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Figure 5: (Left) The relative difference of the true beam overlap and the reconstructed beam
overlap using the beam imaging method before (blue dashed histogram) and after regression (red
histogram) is shown. (Right) Relative difference of the true beam overlap and the reconstructed
beam overlap using the standard vdM scan method (green dashed histogram) and the vdM scan
method after corrections with the beam imaging method as shown in Eq. 16.
results in an underestimation of the width parameters σi,W,x(y) and thus an overestimate of the beam
overlap integral. This bias disappears when the scan range is increased. In addition, a correlation
is observed between the bias on the overlap integral and the input parameters wi, with the bias
reaching a maximum at values wi ≈ 0.5, as shown in Fig. 7. No other significant correlations
between other parameters and w1,2 are observed and this bias is therefore interpreted as a feature
of the beam imaging method.
The method proposed to correct for the bias utilizes the regression functionalities based on
neural networks of the TMVA package [17]. A regression for the beam overlap is trained using the
fitted beam shape parameters as input variables targeting the true beam overlap integral computed
from the input beam shape parameters
f regression : S(P fit) −→ S(OtrueI ), (17)
where S(P fit) is the set of fitted parameters listed in Eq. 14 and S(OtrueI ) is the set of beam
overlap integrals calculated from the input parameters of the bunch proton densities. The sample
of ten thousand simulated beam imaging scans is split into two random subsets of samples with
five thousand scans each. One sample is used to train the regression and the other one is used
to evaluate the performace of the regression to prevent training bias. The result is shown in
Figure 5, red histogram. Compared to the uncorrected beam overlap, the blue dashed histogram,
the regression method improves the resolution to 0.6% and successfully removes the bias. For
this correction method to be applicable experimentally, the validity of the fit model needs to be
evaluated first to generate a suitable training sample from simulation. If more than one model fits
the data, it is suggested to generate training samples for each model and estimate an uncertainty
10
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Figure 6: (Left) The relative difference of the true beam overlap and the reconstructed beam
overlap using the beam imaging method with regression correction applying a 3% shift up and
down to the vertex position resolution. (Right) Relative difference of the true beam overlap and
the reconstructed beam overlap using the standard vdM scan method after corrections with the
beam imaging method as shown in Eq. 16 applying a 3% shift up and down to the vertex position
resolution.
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imaging as a function of the weight parameter w1 used as beam-shape input.
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from the comparison accordingly. For the application of the non-factorization correction shown in
Eq. 16 and Fig. 5, no bias is observed.
5 Conclusions
We discussed a method to reconstruct two-dimensional proton-bunch densities using vertex distri-
butions recorded in LHC beam-beam scans. The x-y correlations in the beam shapes are studied
and an alternative luminosity calibration technique is introduced. As shown in Section 2, cor-
relations in x-y can lead to significant biases on the luminometer visible cross section estimate.
The beam imaging method presented in this paper allows to directly measure the underlying x-y
correlations, and thereby determine the two-dimensional beam-overlap integral. The method is di-
rectly applicable for transverse beam shapes that can be analytically convolved with vertex position
resolution models. For arbitrary beam shapes, where numerical convolution methods have to be
utilized, limitations due to computational performance arise. In Section 3, we propose a fit model
for two-dimensional vertex distributions in the transverse plane of a detector accumulated during
beam imaging scans, where one beam is kept fixed and the other one is moved in x and y. We
evaluate the method on a sample of simulated beam imaging scans with double-Gaussian beam
shapes. After applying a dedicated correction based on a neural network regression technique the
beam overlap integral is reconstructed to good precision over a large range of parameters describing
non-factorization. Deployed under experimental conditions, the impact on the method introduced
by effects such as beam-orbit drift, spatial vertex reconstruction resolution, and beam-beam ef-
fects have to be investigated. Alternatively, the beam imaging method can be combined with the
standard vdM scan method to account for non-factorization effects, where excellent performance is
shown.
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