Abstract-The last decade have seen tremendous improvement in the development of new image information processing and computational tools based on sparse representation. Today, in the information sciences, computer vision and image processing, the development of sparse representation algorithms led to convenient tools to transient compressed image (data) rapidly, to remove noise from image, and to get the super-resolution image. In the study of sparse representation of images, overcomplete dictionary is used. It contains prototype imageatoms. In this way, the images are described by sparse linear combinations of theses atoms. In this field has concentrated mainly on the design of a better dictionary. The generalized KMeans algorithm (K-SVD) [1] taught us a very good case. This paper has proposed an optimization algorithm adopting the Bayesian tracking and K-SVD analysis method. We analyze this algorithm and demonstrate its results on image data.
INTRODUCTION

A. Sparse Representation Modeling
Consider a matrix
with n K < , and define the underdetermined linear system of equations Dx y = .
This system has more unknowns than equations, and thus it has either no solution, if b is not in the span of the matrix A, or infinitely many solutions. In order to solve a problem that has an infinite number of solutions, we shall hereafter assume that D is a full-rank matrix, implying that its columns span the entire Or, we can rewrite the relaxed equality:
: min . . .
From a linear combination angle, the optimization model:
In this paper, we use (4) to analyze optimization problem.
B. Overcomplete Dictionary
A traditional overcomplete dictionary (choosing preconstructed dictionaries, such as DCT, Wavelets [3] , contourlets, curvelets [4] , and more) are typically limited in their ability to handle the signals. Furthermore, most of those dictionaries are restricted to signals of a certain type (particular to stylized 'cartoon-like' image content, clear edge and texture structure). Therefore we need an approach to optimize a dictionary that overcomes these limitations. Normally, we use sparse solution to update the overcomplete dictionary.
In this paper, we consider a overcomplete dictionary that each atom is updated individually based on Bayesian prior. The proposed algorithm can converge faster than the K-SVD algorithm.
II. GENERALIZING THE K-MEANS (K-SVD) ALOGONITHM
A. The K-Means Algorithm K-Means is an algorithm of cluster analysis. We defined N numbers of signals
In vector quantization (VQ) [5] , if D is preset, then, for each signal , .
If only one atom is allowed in the signal decomposition and furthermore, the coefficient multiplying it must be one. There is a variant of the VQ coding method.
In this case, the overall MSE of the Y can be written as 2 2 2 .
The objective function:
Where, vector (0, 0,..., 0,1, 0,..., 0, 0)
The K-means applies two steps at the process of each iteration:
• Assignment step: calculate the X • Update step: calculate the D
B. The K-SVD Algorithm
We are liable to come to K-SVD modeling via K-Means Algorithm [1] .
Let overcomplete
From (4), we can get an optimization problem:
In K-SVD algorithm, first it fixes and aims to find the best coefficient matrix. In this case, an approximation pursuit method is used. As long as we predetermined number of nonzero entries 0 τ , the approximate solution can be found. 
Where, Then, we may return to (9).
Minimizing equation (9) min .
Once updated, it is kept fixed, and we update k 
A. Detailed Description
We shall discuss the new optimization algorithm in detail. First, Let us revert to the core questions in dictionarylearning.
Let us consider the following objective function:
In terms of well posedness of the dictionary-learning problem presented above, a fundamental question is whether there is a uniqueness property underlying this problem.
In this paper, we will use a Bayesian approach to calculate the approximate solution.
Assuming the signal is defined as k
From (10) and (12), the relationship between the source signals and the dictionary is defined as , .
We know the estimated value of other coefficients (previous iteration). Then, (16) can be rewritten as
Here, ˆj x is the estimate of j-th coefficient.
For convenience, definition of as follows:
Then, we can get the assumption about 1 H and 2 H . : .
P H R and ( ) 2 | P H R are effective posterior probability and invalid posterior probability of the k-th atom in the dictionary [6] .
In this modeling, the value of spare coefficient effective probability 1-p and invalid probability p is defined. If the sparse coefficient errorsĵ can get the following formula:
There, sparse coefficient to meet the Gaussian distribution (variance is defined as By the (20), we can get the judgment rule of the hypothesis testing:
We can get initial threshold and the final threshold as follows:
From the (22), analysis shows that the threshold converges to 
B. Optimization Algorithm
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IV. EXAMPLES
We turn to present an elementary experiment performed on natural image data. We train a dictionary for sparsely representing patches of size 8×8 extracted from the image Barbara, shown in Fig. 2(a) . We extract these patches to train on. The number of iterations of the K-SVD, proposed optimization algorithm was 50 and 20.
The truncated Bayesian prior process infers the subset of dictionary elements employed to represent the data.
A. Filling In Missing Pixels
35% pixels missing image and reconstructions are shown in Fig. 2 . In this case, the algorithm gets stuck on a saddlepoint steady-state solution. 
V. CONCLUSION
In this paper, we presented an optimization algorithm based on Bayesian. It can significantly speed up convergence on the dictionary update stage. And it is concluded that more accurate atoms can be obtained. But, there are two problems cannot be solved. First we cannot guarantee that these algorithms obtain the global minimum of the penalty function posed in (4) . Second, we cannot guarantee a monotonic nonincreasing prenalty value as a function of the iterations. The multi-scale analysis may be an effective way to solve these problems.
