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Ряды Клебша-Гордана, обратные
матрицы Картана и η-инварианты
Г. Г. Ильюта
Аннотация. Мы докажем несколько формул, связывающих
обратные матрицы Картана с алгебраическими и геометриче-
скими инвариантами представлений конечных групп.
We prove some formulas relating the inverse of a Cartan
matrix with algebraic and geometric invariants of finite group
representations.
Содержание
1. Введение.
2. Матрица Клебша-Гордана и формулы Молина.
3. Пример: симметрическая группа.
4. Ряд Пуанкаре модуля Коэна-Маколея.
5. Обратная евклидова матрица Картана.
6. Бинарные полиэдральные группы.
1. Введение.
Обратная евклидова матрица Картана простой алгебры Ли яв-
ляется матрицей Грама системы фундаментальных весов или, дру-
гими словами, матрицей перехода от системы простых корней к си-
стеме фундаментальных весов. Геометризация соответствия Мак-
кея привела к интерпретации фундаментальных весов как клас-
сов Черна векторных расслоениий на разрешении соответствующей
простой особенности [10]. Эти векторные расслоения строятся по
неприводимым представлениям соответствующей бинарной поли-
эдральной группы, простые корни отвечают исключительным кри-
вым на разрешении особенности. Исходным пунктом этой статьи
была задача вычисления элементов обратной евклидовой матрицы
Картана через инварианты простых особенностей или инварианты
представлений бинарных полиэдральных групп. Мы решим эту за-
дачу в более общем контексте: аналог обратной евклидовой матри-
цы Картана можно определить для любой действующей свободно
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матричной группы (ненулевые неподвижные точки имеет только
единица группы).
Для конечной группы G ⊂ U(d) η-инвариант Атьи-Патоди-
Зингера многообразия S2n−1/G вычисляется с помощью формул
Молина для рядов Клебша-Гордана группы G [7]. Этот инвари-
ант был введен в контексте теоремы об индексе и представляет
собой меру спектральной ассиметрии в спектре оператора Дирака
[1]. Опираясь на формулы из [7], мы выразим элементы обратной
евклидовой матрицы Картана через η-инварианты.
Кольцо представлений конечной группы изоморфно матрично-
му кольцу – представлению сопоставляем матрицу (мы будем на-
зывать её матрицей Клебша-Гордана) тензорного умножения на
это представление, например, в базисе из неприводимых представ-
лений. Мы получим несколько следствий следующего известного
факта: все матрицы такого кольца диагонализируются в одном и
том же базисе, причём, матрица перехода совпадает с таблицей ха-
рактеров группы, а собственные значения – со значениями харак-
тера представления, по которому определяется матрица Клебша-
Гордана [4]. В частности, мы выразим элементы обратной евклидо-
вой матрицы Картана через характеры и через инварианты Коэна-
Маколея представлений. Некоторые величины, входящие в форму-
лы для элементов обратной евклидовой матрицы Картана, опре-
деляются многочленом Александера зацепления соответствующей
простой особенности и инвариантами Милнора близких зацепле-
ний, это следует из [8] и [12], соответственно.
В качестве примера мы более подробно рассмотрим матрицу
Клебша-Гордана определяющего представления симметрической
группы Sd (она действует на C
d перестановками координат). Отоб-
ражение Фробениуса определяет изометрию кольца представлений
симметрической группы и кольца симметрических функций. По-
этому изучение матрицы Клебша-Гордана становится задачей тео-
рии симметрических функций и известные формулы для элемен-
тов матрицы Клебша-Гордана включают в себя произведение Кро-
некера функций Шура, многочлены Костки-Фолкеса и многочле-
ны Костки-Макдональда [11], [13], [14], [17], [19], [22]. Для ком-
плексных групп отражений G(e, 1, n) известно обобщение формулы,
связывающей элементы матрицы Клебша-Гордана и многочлены
Костки-Фолкеса [20].
Удвоенная сумма столбцов обратной евклидовой матрицы Кар-
тана представляет собой столбец коэффициентов в разложении
суммы положительных корней по простым корням, этот столбец
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известен как вектор Вейля в связи с формулой Вейля для ха-
рактеров. Поэтому формулы для элементов обратной евклидовой
матрицы Картана приводят к формулам для вектора Вейля. Так-
же получены обобщения формул Молина для миноров матрицы,
Клебша-Гордана и обобщение следующего факта: вектор размерно-
стей неприводимых представлений бинарной полиэдральной груп-
пы является собственным для соответствующей аффинной матри-
цы Картана и собственное значение равно 0.
Перечислим некоторые близкие появления (обратной) евклидо-
вой матрицы Картана. Формула, связывающая соответствие Мак-
кея с его двойственным вариантом, содержит элементы обрат-
ных евклидовых матриц Картана [3]. В [16] получена комбинатор-
ная формула для элементов обратной евклидовой матрицы Кар-
тана. Евклидова матрица Картана играет роль матрицы Клебша-
Гордана для алгебры Верлинде [9], Sect.8.7. В [6] интерпретация об-
ратной евклидовой матрицы Картана как матрицы Грама системы
классов Черна векторных расслоениий обобщается для свободных
действий конечных подгрупп в SU3. Известно обобщение соответ-
ствия Маккея не только по линии групп, но и по линии диаграмм
Дынкина, в качестве которых рассматриваются произвольные гра-
фы. Роль матрицы Картана в этом случае играет матрица 2E−C,
где C – матрица смежности графа. Аналогом матрицы Клебша-
Гордана является матрица H = (E − qC + q2E)−1, состоящая из
рядов Пуанкаре препроективной алгебры Гельфанда-Пономарёва
(некоторой факторалгебры алгебры путей в графе) для графов,
не являющихся евклидовыми диаграммами Дынкина [18]. Связь
препроективной алгебры аффинной диаграммы Дынкина и кольца
представлений соответствующей бинарной полиэдральной группы
хорошо известна [5], а именно, препроективная алгебра эквивалент-
на по Морите косой групповой алгебре бинарной полиэдральной
группы. Определяя аналог таблицы характеров группы формула-
ми
C = Qdiag(c1, . . . , cn)Q
t, Qt = Q−1,
получим для рядов Пуанкаре препроективной алгебры графа ана-
лог формул Молина
H ij =
∑
k
QikQjk
1− ckq + q2
.
2. Матрица Клебша-Гордана и формулы Молина.
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Обозначим через M i1,...,ikj1,...,jk минор матрицы M , состоящий из эле-
ментов, расположенных на пересечении строк i1, . . . , ik и столбцов
j1, . . . , jk, M
i1,...,ik
j1,...,jk
– дополнительный минор. В частности, M ij – эле-
мент матрицы M .
Неприводимые представления R0 ≡ 1, R1, . . . , Rn конечной груп-
пы G (обозначим через χ0, . . . , χn соответствующие характеры) об-
разуют ортонормированный базис в кольце представлений группы
G. Скалярное произведение представлений R и Q (или их характе-
ров χR и χQ) определяется формулой
(R,Q) =
1
|G|
∑
g∈G
χR(g)χQ(g) =
1
|G|
n∑
k=0
|Ck|χ
R(gk)χQ(gk),
где C0, . . . , Cn – классы сопряжённости группы G, gj – представи-
тель класса Cj для j = 0, . . . , n, g0 – единица группы G. Через
di = χi(g0) обозначим размерность представления Ri, d = dimR =
χR(g0). Кратность вхождения представления Ri в представление
R равна (R,Ri). Соотношения ортогональности для характеров в
матричной форме можно представить как
|G|(χ−1)ij = |Ci|χj(gi),
где χ = (χi(gj)) – таблица характеров группы G.
Пусть RX =
∑
x∈X xRx – формальная сумма конечномерных
представлений Rx группы G, X – произвольное множество комму-
тирующих переменных. Характер представления RX определяется
формулой χRX =
∑
x∈X xχ
Rx .
Матрицей Клебша-Гордана M [RX ] представления RX назовём
матрицу тензорного умножения на представление RX в кольце
представлений, по определению
RX ⊗ Ri = M [RX ]
i
0R0 + · · ·+M [RX ]
i
nRn,
M [RX ] =
∑
x∈X
xM [Rx].
Из соотношений ортогональности получаем формулу для элемен-
тов матрицы Клебша-Гордана (они известны также как коэффици-
енты Клебша-Гордана)
M [RX ]
i
j = (RX ⊗ Ri, Rj).
Отображение RX 7→ M [RX ] является гомоморфизмом, переводя-
щим тензорное произведение представлений в обычное произведе-
ние матриц Клебша-Гордана
M [RX ⊗QY ] = M [RX ]M [QY ]. (1)
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Поэтому из коммутативности кольца представлений вытекает ком-
мутативность кольца матриц Клебша-Гордана.
Поскольку представление определяется своим характером, то
соотношения между симметрическими функциями приводят к со-
отношениям между представлениями, следами которых являются
эти симметрические функции. Выпишем некоторые из таких соот-
ношений. Пусть RmS , R
m
A , R
m
T , R
m
P – m-е симметрическая, внешняя,
тензорная степени и операция Адамса, применённые к представле-
нию R, и
RS(q) =
∑
j>0
RjSq
j,
аналогично определются RA(q), RT (q), RP (q). Имеем соотношения
[17]
RA(−q)⊗ RS(q) = R0, (2)
(R0 − qR)⊗RT (q) = R0,
RA(q)⊗ (RP (−q)− R
0
P ) = q
d
dq
RA(q),
RS(q)⊗ (P [R](q)−R
0
P ) = q
d
dq
RS(q),
из которых вытекают соотношения между соответствующими мат-
рицами Клебша-Гордана.
В Предложении 1 обобщается классическая формула Молина
для ряда Пуанкаре кольца инвариантов представления конечной
группы. Обозначим через diag(χRX ) диагональную матрицу, на
главной диагонали которой расположены значения характера χRX
представления RX
diag(χRX ) = diag(χRX (g0), . . . , χ
RX (gn)).
Ниже предполагаем, что представление R является точным.
Предложение 1. Для миноров матриц Клебша-Гордана имеем
формулы
M [RX ]
i1,...,ik
j1,...,jk
=
1
|G|k
∑
06p1<···<pk6n
χi1,...,ikp1,...,pkχ
j1,...,jk
p1,...,pk
k∏
m=1
|Cpm|χ
RX (gpm),
M [RA(q)]
i1,...,ik
j1,...,jk
=
1
|G|k
∑
06p1<···<pk6n
χi1,...,ikp1,...,pkχ
j1,...,jk
p1,...,pk
k∏
m=1
|Cpm| det(E+qR(gpm)),
M [RS(q)]
i1,...,ik
j1,...,jk
=
1
|G|k
∑
06p1<···<pk6n
χi1,...,ikp1,...,pkχ
j1,...,jk
p1,...,pk
k∏
m=1
|Cpm|
det(E − qR(gpm))
,
(3)
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M [RT (q)]
i1,...,ik
j1,...,jk
=
1
|G|k
∑
06p1<···<pk6n
χi1,...,ikp1,...,pkχ
j1,...,jk
p1,...,pk
k∏
m=1
|Cpm|
1− qtrR(gpm)
,
M [RP (q)]
i1,...,ik
j1,...,jk
=
1
|G|k
∑
06p1<···<pk6n
χi1,...,ikp1,...,pkχ
j1,...,jk
p1,...,pk
k∏
m=1
|Cpm|tr(E−qR(gpm))
−1.
Доказательство. Согласно [4] для i = 1, . . . , n M [Ri] =
χdiag(χRi)χ−1. ПоэтомуM [RX ] = χdiag(χ
RX )χ−1 и первая формула
следует из тождества Бине-Коши для определителя произведения
прямоугольных матриц. Оставшиеся формулы вытекают из тож-
деств
χRA(q)(g) =
∑
j>0
χR
j
A(g)qj = det(E + qR(g)),
χRS(q)(g) =
∑
j>0
χR
j
S(g)qj = (det(E − qR(g)))−1,
χRT (q)(g) =
∑
j>0
χR
j
T (g)qj = (1− qtrR(g))−1,
χRP (q)(g) =
∑
j>0
χR
j
P (g)qj = tr(E − qR(g))−1.
Заметим, что формула (1) позволяет комбинировать формулы
Предложения 1, например,
M [Q1A(q1)⊗ · · · ⊗QlA(ql)⊗H1S(t1)⊗ · · · ⊗HeS(te)]
i1,...,ik
j1,...,jk
=
1
|G|k
∑
06p1<···<pk6n
χi1,...,ikp1,...,pkχ
j1,...,jk
p1,...,pk
k∏
m=1
|Cpm|
∏l
j=1 det(E + qjQj(gpm))∏e
j=1 det(E − tjHj(gpm))
.
Предложение 2. Строки M i[R], i = 1, . . . , n, матрицы Клебша-
Гордана M [R] представления R связаны с первой строкой M0[R]
(она отвечает тривиальному представлению) и первой строкой
I = (1, . . . , 1) матрицы χ формулами
M i[R] = M0[R]M [Ri] = Idiag(χ
R)diag(χRi)χ−1, (4)
т. е. для i = 0, 1, . . . , n i-я строка матрицы Клебша-Гордана M [R]
равна сумме строк матрицы diag(χR)diag(χRi)χ−1.
Доказательство.
M [R]ij = (R⊗ Ri, Rj) = ((
n∑
k=0
(R,Rk)Rk)⊗ Ri, Rj)
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=
n∑
k=0
(R,Rk)(Rk ⊗ Ri, Rj) =
n∑
k=0
(R⊗R0, Rk)(Ri ⊗ Rk, Rj)
=
n∑
k=0
M [R]0kM [Ri]
k
j .
Для доказательства второго равенства используем формулу
M [Ri] = χdiag(χ
Ri)χ−1 [4]
M0[R]M [Ri] = M
0[R]χdiag(χRi)χ−1 = Idiag(χR)diag(χRi)χ−1.
3. Пример: симметрическая группа.
Симметрическая группа Sd действует на C
d перестановками ко-
ординат. Обозначим это представление через R. Неприводимые
представления Rλ и классы опряжённости Cµ симметрической
группы Sd индексируются диаграммами Юнга λ, µ разбиений чис-
ла d. Все характеры симметрической группы вещественны. Поэто-
му скалярное произведение характеров становится вещественным
и числа M [Rλ]
µ
ν = (Rλ ⊗ Rµ, Rν) симметричны по λ, µ, ν. Длины
циклов перестановки g ∈ Sd образуют разбиение ρ(g) = (ρ1, . . . , ρl),
ρ1 > . . . > ρl > 0. С любым разбиением λ длины l связана сим-
метрическая функция pλ, равная произведению степенных сумм
pλi =
∑
j x
λi
j ,
pλ = pλ1 . . . pλl .
Определим функцию χ формулой
χ(g) = pρ(g), g ∈ Sd,
она постоянна на классах сопряжённости группы Sd. Для представ-
ления Q симметрической группы Sd характеристическое отображе-
ние Фробениуса ch определяется формулой
ch(Q) = (Q, χ) =
1
d!
∑
g∈Sd
χQ(g)pρ(g).
Следующая формула Фробениуса утверждает, что образами непри-
водимых представлений Rλ являются функции Шура sλ
ch(Rλ) = (Rλ, χ) =
1
d!
∑
g∈Sd
χ[Rλ](g)pρ(g) = sλ.
Другими словами, таблица характеров симметрической группы яв-
ляется матрицей перехода от базиса функций Шура к базису сте-
пенных сумм в кольце симметрических функций.
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Произведение Кронекера функций Шура sλ ∗ sµ можно опреде-
лить одной из следующих формул [17], [22] (через sλ(xy) обозначим
функцию Шура от переменных xiyj)
sλ ∗ sµ = ch(Rλ ⊗ Rµ) =
1
d!
∑
g∈Sd
χ[Rλ](g)χ[Rµ](g)pρ(g)
=
∑
ν
(Rλ ⊗Rµ, Rν)sν ,
sλ(xy) =
∑
µ
sλ ∗ sµ(x)sµ(y),
∏
i,j,k
(1− xiyjzk)
−1 =
∑
λ,µ
sλ ∗ sµ(x)sλ(y)sµ(z).
Известное равенство [19], [22]
M [RS(q)]
0
µ =
1
d!
∑
g∈Sd
χµ(g)
det(1− qR(g))
=
1
d!
∑
g∈Sd
χµ(g)pρ(g)(1, q, q
2, . . . ) = sµ(1, q, q
2, . . . )
и формула (4) приводят к следующему равенству
M [RS(q)]
λ
µ = sλ ∗ sµ(1, q, q
2, . . . ).
Поэтому из приведённых выше формул для произведения Кроне-
кера имеем
sλ({q
i−1}y) =
∑
µ
M [RS(q)]
λ
µsµ(y),
∏
i,j,k
(1− qi−1yjzk)
−1 =
∑
λ,µ
M [RS(q)]
λ
µsλ(y)sµ(z).
Аналогичная формула существует для M [RA(q)]
λ
µ [11], Prop. 3.3.1
sλ(y1, y2, . . . , qy1, qy2, . . . ) =
∑
µ
M [RA(q)]
λ
µsµ(y).
Подстановка (x1, x2, x3, . . . ) 7→ (1, q, q
2, . . . ) известна в теории сим-
метрических функций как главная специализация.
Рассмотрим специализацию кольца суперсимметрических функ-
ций, в которой производящая функция для полных симметриче-
ских функций равна ∏
i>0
1 + tqi
1− tqi
.
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Тогда согласно [17], I.5.ex.3
sµ =
∏
(i,j)∈µ
qi−1 + tqj−1
1− qh(i,j)
,
где h(i, j) —длина крюка клетки (i, j), стоящей в i-й строке и j-ом
столбце диаграммы Юнга µ. Правая часть этого равенства совпа-
дает с M [RA(q) ⊗ RS(q)]
0
µ [13] и по формуле (4) имеем в соответ-
ствующей специализации
M [RA(q)⊗ RS(q)]
λ
µ = sλ ∗ sµ.
Обозначим через M мультимножество (1k, 2k, . . . , dk). Пред-
ставление симметрической группы Sd перестановками координат
в d-мерном пространстве индуцирует представление Qj переста-
новками координат в пространстве, базис которого состоит из j-
элементных подмножеств в M . Пусть
Q(k)(q) =
∑
j
Qjq
j .
Согласно [22], ex.7.75
M [Q(k)(q)]0µ = sµ(1, q, q
2, . . . , qk)
и по формуле (4) имеем
M [Q(k)(q)]λµ = sλ ∗ sµ(1, q, q
2, . . . , qk).
Все эти факты указывают на то, что мы имеем частные слу-
чаи некоторой общей формулы, связывающей элементы матриц
Клебша-Гордана и произведение Кронекера функций Шура. Заме-
тим, что главные специализации косых функций Шура sλ/µ также
можно интерпретировать как ряды Клебша-Гордана [19].
Известны и другие формулы для sλ ∗ sµ(1, q, q
2, . . . ), а значит и
для M [RS(q)]
λ
µ. Согласно [14]
sλ ∗ sµ(1, q, q
2, . . . ) =
∑
ν
Kλν(q)Kµν(q)∏
i>1(q; q)µ′i−µ′i+1
,
где K
λµ(q) – многочлены Костки-Фолкеса (элементы матрицы пе-
рехода от базиса функций Шура к базису многочленов Холла-
Литтлвуда в кольце симметрических функций), (q; q)m =
∏m
j=1(1−
qj), µ′ – сопряжённое разбиение. В [17] доказано равенство
sλ ∗ sµ(1, q, q
2, . . . ) =
Kλµ(q, q)∏
(i,j)∈µ(1− q
h(i,j))
,
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где K
λµ(q, t) – многочлены Костки-Макдональда (элементы матри-
цы перехода от базиса функций Шура к базису многочленов Мак-
дональда в кольце симметрических функций). Известно интеграль-
ное представление для K
λµ(q, q) [2].
В [20] для комплексных групп отражений
G(e, 1, d) = Sd ⋉ (Z/eZ)
d
доказано обобщение следующего равенства для группы Sd
1
d!
∑
g∈Sd
χλ(g)χµ(g)
det(1− qR(g))
=
∑
ν
Kλν(q)Kµν(q)∏
i>1(q; q)µ′i−µ′i+1
.
Из формулы (3) вытекает, что такое обобщение равносильно вычис-
лению рядов Клебша-Гордана группы G(e, 1, n) через обобщённые
многочлены Костки-Фолкеса.
4. Ряд Пуанкаре модуля Коэна-Маколея.
Согласно [21] изотипические компоненты RGj симметрической
алгебры пространства, на котором определено представление R, яв-
ляются модулями Коэна-Маколея (над алгеброй инвариантов RG0 ).
Тем самым, существует однородная система параметров θ1, . . . , θd ∈
RG0 и однородные многочлены ρ1j , . . . , ρµjj ∈ R
G
j , для которых
RGj = ⊕
µj
k=1ρkjC[θ1, . . . , θd].
Отсюда вытекает следующее представление для рядов M [RS(q)]
0
j
M [RS(q)]
0
j =
∑
k q
mkj∏
k(1− q
nk)
=
1
(1− q)d
D[R]0j
D(R)
,
где nk = deg θk, mkj = deg ρkj, D[R]
0
j =
∑
k q
mkj , (1 − q)dD(R) =∏
k(1 − q
nk). Сравнение этого равенства с формулой Молина при-
водит к соотношению
µj|G| = djn1 . . . nd = djD(R)|q=1,
Определим D[R]ij равенством
D[R]ij =
n∑
k=0
M [Ri]
k
jD[R]
0
k =
n∑
k=0
(Ri ⊗ Rk, Rj)D[R]
0
k.
Из формулы 4 вытекает
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Следствие 1. Для элементов матрицы Клебша-ГорданаM [RS(q)]
представления RS(q) имеем формулы
M [RS(q)]
i
j =
1
(1− q)d
D[R]ij
D(R)
. (5)
Следствие 2. Если образ представления R действует свободно,
то для многочленов D[R]ij имеем формулы
D[R]ij =
didjD(R)
|G|
+
(1− q)dD(R)
|G|
n∑
k=1
χi(gk)χj(gk)
det(E − qR(gk))
= µ0didj +
didj
|G|k!
d∑
k=1
(D(R))(k)|q=1(q − 1)
k
+
n∑
k=1
χi(gk)χj(gk)
det(E −R(gk))
(1− q)d + o((1− q)d).
Доказательство вытекает из Следствия 1, формулы (3) для
k = 1 и следующего свойства свободно действующей группы (рав-
носильного определению): для k > 0 det(E − R(gk)) 6= 0.
Известно, что вектор размерностей неприводимых представле-
ний бинарной полиэдральной группы принадлежит ядру соответ-
ствующей аффинной матрицы Картана. В Предложении 3 обоб-
щается этот факт. Аналогичные формулы имеют место для других
соотношений между представлениями, мы используем соотношение
между симметрическими и внешними степенями (2).
Предложение 3. Для i = 0, 1, . . . , d− 1 имеют место равенства
D[R](i)M [RA(−q)]
i+1|q=1 = 0,
D[R](d)M [RA(−q)]
d+1|q=1 = (−1)
dd!µ0|G|M [RA(−1)]
d,
D[R]i+1M [RA(−q)]
(i)|q=1 = 0,
D[R]d+1M [RA(−q)]
d+1|q=1 = µ0|G|M [detR]M [RA(−1)]
d.
Доказательство. Матрица D[R] и матрицы Клебша-Гордана по-
добны диагональным матрицам и подобие осуществляет постоян-
ная матрица. Поэтому они коммутируют со всеми своими произ-
водными. Поскольку M [RS(q)]M [RA(−q)] = E, то
D[R]M [RA(−q)] = (1− q)
dD(R)E.
Для i < d
0 = (D[R]M [RA(−q)])
(i)|q=1 =
i∑
j=0
D[R](i−j)M [RA(−q)]
(j)|q=1.
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Домножая наM [RA(−1)]
i и используя коммутирование матриц, по-
лучим
0 = D[R](i)M [RA(−q)]
i+1|q=1+
i∑
j=1
D[R](i−j)M [RA(−1)]
iM [RA(−q)]
(j)|q=1.
Первая формула следует по индукции, оставшиеся доказываются
аналогично. По отношению к последней формуле дополнительно
замечаем, что
(M [RA(−q)])
(d) = (−1)dd!M [detR].
5. Обратная евклидова матрица Картана.
Евклидовой матрицей Клебша-Гордана представления R назо-
вём матрицу M˜ [R](q), которая получается из матрицы M [RA](−q)]
удалением первой строки и первого столбца (они отвечают три-
виальному представлению R0). Аналогично определим евклидову
таблицу характеров χ˜ группы G. Операцию удаления строки и
столбца можно формализовать, используя замены базисов в коль-
це представлений [6], но для наших целей достаточно такого опре-
деления. Евклидовой матрицей Картана представления R назовём
матрицу M˜ [R](1).
Поскольку det(E − R(g0)) = 0, то из формулы
M [RA(−q)] = χdiag(det(E − qR(g0)), . . . , det(E − qR(gn)))χ
−1
вытекает равество
M˜ [R](1) =
1
|G|
χ˜diag(|C1| det(E − R(g1)), . . . , |Cn| det(E − R(gn))) ¯˜χ
t.
Предложение 4. Для элементов обратной евклидовой таблицы
характеров χ˜−1 имеем формулы
(χ˜−1)ij =
|Ci|
|G|
(χj(gi)− dj).
Доказательство. Используя соотношения ортогональности для
характеров, получим для i, j > 0
n∑
k=1
χi(gk)
|Ck|
|G|
(χj(gk)− dj) =
1
|G|
n∑
k=0
|Ck|χi(gk)χj(gk)−
didj
|G|
−
dj
|G|
n∑
k=0
|Ck|χi(gk)χ0(gk) +
didj
|G|
= δij.
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Следствие 3. Если образ представления R действует свободно,
то евклидова матрица Картана представления R обратима и
M˜ [R](1)−1 =
1
|G|2
((χi(gj)−di))diag(. . . ,
|Ck|
det(E −R(gk))
, . . . )((χj(gi)−dj))
или для элементов обратной матрицы
(M˜ [R](1)−1)ij =
1
|G|2
n∑
k=1
|Ck|(χi(gk)− di)(χj(gk)− dj)
det(E −R(gk))
=
didj
|G|
Resq=1
M [RS(q)]
0
0 −
M [RS(q)]
i
0
di
−
M [RS(q)]
0
j
dj
+
M [RS(q)]
i
j
didj
1− q
=
didj
|G|
Resq=1
D[R]00 −
D[R]i
0
di
−
D[R]0j
dj
+
D[R]ij
didj
(1− q)d+1D(R)
.
Для каждого неприводимого представления Rj определён η-
инвариант Атьи-Патоди-Зингера η0j [7] и, если R(G) ⊂ SU(d)
(detR = R0), то
η0j =
(−1)d2
|G|
∑
det(E−R(gk))6=0
|Ck|χj(gk)
det(E − R(gk))
= (−1)d2Resq=1
M [RS(q)]
0
j
1− q
.
Определим обобщённые η-инварианты ηij равенством
ηij =
n∑
k=0
M [Ri]
k
j η
0
k =
n∑
k=0
(Ri ⊗ Rk, Rj)η
0
k.
Из формулы (4) вытекает
Следствие 4. Если R(G) ⊂ SU(d), то для обобщённых η-
инвариантов ηij имеем формулы
ηij =
(−1)d2
|G|
∑
det(E−R(gk))6=0
|Ck|χi(gk)χj(gk)
det(E −R(gk))
= (−1)d2Resq=1
M [RS(q)]
i
j
1− q
= (−1)d2Resq=1
D[R]ij
(1− q)d+1D(R)
.
Следствие 5. Если образ представления R действует свободно и
R(G) ⊂ SU(d), то для элементов обратной евклидовой матрицы
Картана представления R имеем формулы
(M˜ [R](1)−1)ij =
(−1)ddidj
2|G|
(η00 −
ηi0
di
−
η0j
dj
+
ηij
didj
).
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Предложение 5. Для элементов обратной евклидовой матрицы
Клебша-Гордана M˜ [R](q)−1 представления R имеем формулы
(M˜ [R](q)−1)ij =
1
M [RS(q)]00
∣∣∣∣M [RS(q)]00 M [RS(q)]0jM [RS(q)]i0 M [RS(q)]ij
∣∣∣∣
=
1
|G|2
∑
06p<r6n
|Cp||Cr|(χi(gp)−χi(gr))(χj (gp)−χj(gr))
det(E−qR(gp)) det(E−qR(gr))∑n
p=0
|Cp|
det(E−qR(gp))
(6)
=
1
(1− q)dD(R)D[R]00
∣∣∣∣D[R]00 D[R]0jD[R]i0 D[R]ij
∣∣∣∣ .
Доказательство. Выпишем детерминантное тождество Сильве-
стра
(M˜ [R](q))ij = M [RA(−q)]
0i
0j
=
1
detM [RA(−q)]
∣∣∣∣∣M [RA(−q)]
0
0
M [RA(−q)]
0
j
M [RA(−q)]
i
0
M [RA(−q)]
i
j
∣∣∣∣∣ .
Из формулы (2) и правила Крамера имеем
M [RA(−q)]
i
j = M [RS(q)]
i
j detM [RA(−q)].
Поэтому
(M˜ [R](1)−1)ij = (−1)
i+j
M [RA(−q)]
0i
0j
M [RA(−q)]00
=
detM [RA(−q)]
M [RA(−q)]
0
0
∣∣∣∣M [RS(q)]00 M [RS(q)]0jM [RS(q)]i0 M [RS(q)]ij
∣∣∣∣
=
1
M [S[R](q)]00
∣∣∣∣M [RS(q)]00 M [RS(q)]0jM [RS(q)]i0 M [RS(q)]ij
∣∣∣∣
и осталось применить формулу (3) для k = 1, 2 и формулу (5).
Предложение 6. Если образ представления R действует свобод-
но, то
(M˜ [R](1)−1)ij =
didj
µ0|G|
(
D[R]00 −
D[R]i0
di
−
D[R]0j
dj
+
D[R]ij
didj
)(d)∣∣∣∣∣
q=1
.
Доказательство. Используем правило Лопиталя.
(M˜ [R](1)−1)ij = lim
q→1
1
(1− q)dD(R)D[R]00
∣∣∣∣D[R]00 D[R]0jD[R]i0 D[R]ij
∣∣∣∣
= lim
q→1
1
(D(R)D[R]00
lim
q→1
1
(1− q)d
∣∣∣∣D[R]00 D[R]0jD[R]i0 D[R]ij
∣∣∣∣
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=
1
µ20|G|
d∑
p=0
Cpd
∣∣∣∣(D[R]00)(p) (D[R]0j)(d−p)(D[R]i0)(p) (D[R]ij)(d−p)
∣∣∣∣
q=1
.
Из Следствия 2 вытекает, что для 0 < p < d∣∣∣∣(D[R]00)(p) (D[R]0j)(d−p)(D[R]i0)(p) (D[R]ij)(d−p)
∣∣∣∣
q=1
= 0
и поэтому
(M˜ [R](1)−1)ij =
1
µ0|G|
∣∣∣∣(D[R]00)(d) dj(D[R]i0)(d) didj
∣∣∣∣
q=1
+
1
µ0|G|
∣∣∣∣ 1 (D[R]0j )(d)di (D[R]ij)(d)
∣∣∣∣
q=1
.
Аналогично формулы Следствия 3 получаются предельным пе-
реходом из формулы (6).
6. Бинарные полиэдральные группы.
Образ определяющего представления R каждой бинарной по-
лиэдральной группы как конечной подгруппы в SU2 действует сво-
бодно и поэтому для такого представления R справедливы все при-
ведённые выше утверждения. Согласно соответствию Маккея мат-
рица
M [RA(−1)] = (M [R0]−M [R]q +M [detR]q
2)|q=1 = 2E −M [R]
совпадает с аффинной матрицей Картана одной из простых алгебр
Ли. Удаление первой строки и первого столбца этой матрицы (они
отвечают тривиальному представлению R0) приводит к евклидо-
вой матрице Картана M˜ [R](1) той же алгебры Ли. Неприводимые
представления Rj отвечают вершинам соответствующей аффинной
диаграммы Дынкина, удаление отвечающей R0 вершины приводит
к евклидовой диаграмме Дынкина.
Удвоенная сумма столбцов обратной евклидовой матрицы Кар-
тана совпадает с вектором Вейля – суммой положительных корней
в базисе из простых корней. Из симметричности обратной евкли-
довой матрицы Картана вытекает, что суммирование по строкам
приводит к тому же результату. Из Следствий 3, 5 и Предложения
6 получаем
Следствие 6. Для коэффициентов ri, i = 1, . . . , n, в разложении
суммы положительных корней по простым корням имеем форму-
лы
ri =
(−1)d
|G|
n∑
j=1
didj(η
0
0 −
ηi0
di
−
η0j
dj
+
ηij
didj
)
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=
2
µ0|G|
n∑
j=1
didj
(
D[R]00 −
D[R]i0
di
−
D[R]0j
dj
+
D[R]ij
didj
)(d)∣∣∣∣∣
q=1
=
2
|G|
n∑
j=1
didjResq=1
M [RS(q)]
0
0 −
M [RS(q)]
i
0
di
−
M [RS(q)]
0
j
dj
+
M [RS(q)]
i
j
didj
1− q
=
2
|G|2
n∑
j=1
n∑
k=1
|Ck|(χi(gk)− di)(χj(gk)− dj)
det(E −R(gk))
.
В [12] элементы матрицы Клебша-Гордана M [RS(q)]
i
i представ-
лены в виде ветвящихся цепных дробей. Если диаграмма Дын-
кина является деревом, то цепная дробь повторяет форму диа-
граммы Дынкина (ветвления у цепной дроби и у диаграммы Дын-
кина одинаковы). Например, для диаграммы Дынкина E˜8 имеем
(z = q + 1/q)
qM [RS(q)]
0
0 =
1
z −
1
z −
1
z −
1
z −
1
z −
1
z −
1
z −
1
z
−
1
z
Буквально также, как в [12], можно разложить в ветвящиеся цеп-
ные дроби диагональные ряды Пуанкаре препроективной алгеб-
ры графа, если он является деревом. Эти факты являются одним
из проявлений аналогии между рядами Клебша-Гордана и орто-
гональными многочленами. Матрица Картана является аналогом
матрицы Якоби последовательности ортогональных многочленов
(для матрицы Картана An и матрицы Якоби многочленов Чебы-
шёва аналогия становится совпадением).
Числа mij вычисляются по комбинаторике орбит элемента
Кокстера [15]. Ниже мы выпишем для каждой из диаграмм Дын-
кина A˜n, D˜n, E˜6, E˜7, E˜8 вектор (n1, n2) и для каждой вершины
диаграммы Дынкина вектор (m1j , . . . , mµjj) и число
(D[R]0j)
′′|q=1
2
=
µj∑
k=1
mkj(mkj − 1)
2
,
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эти числа и матрицы M [Ri] = ((Ri ⊗Rk, Rj)) по формуле (4) опре-
деляют все числа (D[R]ij)
′′|q=1/2 (изветно, что для бинарных поли-
эдральных групп матрицы M [Ri] являются многочленами от мат-
рицы M [R]). Для аффинной диаграммы Дынкина A˜n (цикличе-
ской группы) (n1, n2) = (2, n + 1) и для j = 0, 1, . . . , n µj = 2,
(m1j , m2j) = (j, n− j + 1),
(D[R]0j)
′′|q=1
2
=
n(n + 1)
2
− j(n− j + 1).
Известно, что
(M˜ [R](1)−1)ij = min(i, j)−
ij
n+ 1
,
и поэтому
D[R]0j)
′′|q=1
2
=
n(n+ 1)
2
− (n+ 1)(M˜ [R](1)−1)jj.
E˜6 (n1, n2) = (6, 8)
✉
✉
✉
✉
✉
✉
✉
(4, 8), 34
(3, 5, 7, 9), 70
(2, 4, 6, 6, 8, 10), 110
(1, 5, 7, 11), 86
(0, 12), 66
(4, 8), 34
(3, 5, 7, 9), 70
E˜7 (n1, n2) = (8, 12)
✉
✉
✉
✉
✉
✉
✉
✉
(6, 12), 81
(5, 7, 11, 13), 164
(4, 6, 8, 10, 12, 14), 251
(3, 5, 7, 9, 9, 11, 13, 15), 344
(2, 6, 8, 10, 12, 16), 275
(1, 7, 11, 17), 136
(0, 18), 153
(4, 8, 10, 14), 170
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E˜8 (n1, n2) = (12, 20)
✉
✉
✉
✉
✉
✉
✉
✉
✉
(7, 13, 17, 23), 488
(6, 8, 12, 14, 16, 18, 22, 24), 980
(5, 7, 9, 11, 13, 15, 15, 17, 19, 21, 23, 25), 1480
(4, 8, 10, 12, 14, 16, 18, 20, 22, 26), 1255
(3, 9, 11, 13, 17, 19, 21, 27), 938
(2, 10, 12, 18, 20, 28), 833
(1, 11, 19, 29), 632
(0, 30), 435
(6, 10, 14, 16, 20, 24), 737
D˜n (n1, n2) = (4, 2n− 4)
✉
✉
✉
✉
✉
✉
✉
.
.
.
(n− 2, n), n2 − 3n+ 3
(n− 3, n− 1, n− 1, n+ 1), 2n2 − 6n+ 8
(n− 4, n− 2, n, n+ 2), 2n2 − 12n+ 28
(2, 4, 2n− 6, 2n− 4), 4n2 − 22n+ 38
(1, 3, 2n− 5, 2n− 3), 4n2 − 18n+ 24✉
(0, 2n− 2), 2n2 − 5n+ 3
(n− 2, n), n2 − 3n+ 3
(2, 2n− 4), 2n2 − 9n+ 11
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