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  Replicated Stratified Sampling for Sensitivity Analysis 
 
Milanthi Sarukkali, Ph.D. 
University of Connecticut, 2013 
 
Reliance on results from actuarial models for regulatory reporting as well as 
management decisions is increasing with the increasing complexity of financial products, 
economic volatility and the advancement of computing power. Sensitivity analysis is an 
important tool in modeling and is used to understand the impact of inputs and 
assumptions on the final result. However, we are constrained by computing time and 
resources, so the number of sensitivities that can be performed is limited.  
 
Replicated Stratified Sampling (RSS) is a statistical technique that can be applied to 
efficiently run sensitivity tests on any actuarial model. We assume that model results 
with baseline assumptions are available for the full in-force block, and consider this as 
an auxiliary variable. The sensitivity of a model output to input variables is estimated 
using the ratio of the value of the model result with shocked assumptions to its value 
with baseline assumptions. The RSS estimator is developed as the average of ratio 
estimators with replicated stratified samples drawn from the in-force block. We consider 
a simple risk metric defined as the aggregate of a risk measure associated with each 
policy and show that the RSS ratio converges to the population ratio when the number of 
replications is increased, provided that the sample size is sufficiently large. We confirm 
this result through simulations and compare the RSS estimator with the traditional ratio 
estimator and Grouping, which is another technique that is commonly used in modeling. 
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CHAPTER 1 
INTRODCUTION 
	  
1.1. BACKGROUND 
Models play a key role in all aspects of actuarial work. They are used in analysis, 
reporting, and decision making extensively. Hence it is important that actuarial models 
are detailed enough to capture key characteristics of the business, robust enough to 
provide accurate insight into the business processes under all market environments, and 
at the same time be able to produce timely information. 
 
Actuarial models vary from one another in terms of metrics produced, inputs required, 
projection methodology (stochastic vs. deterministic), purpose and software used. A 
model may be high-level with minimal details or extremely complex and sophisticated, 
providing granular information. They are used to estimate a given risk metric or 
parameter regarding the in-force population of policies, and at the same time used for 
attribution analysis when trying to explain the change in the level of this metric or 
parameter from one valuation period to the next, or sensitivity analysis when trying to 
explain the impact of a change in an input variable on the final result. They could also be 
used to provide management information on the impact of various strategic and risk 
management initiatives.  
 
Actuarial modeling techniques have evolved over the years to be able to meet the ever 
changing needs of the industry. Most applications now use sophisticated modeling 
techniques to accurately capture the nature of operations under different market 
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environments. The advancement of technology and availability of computing power has 
propelled this development over the last few decades. 
 
However, most modeling and valuation actuaries are still challenged with providing 
information and model results in a timely manner. Large populations of in-force policies, 
complicated product designs that require complicated models and the need for more 
sophisticated analysis and sensitivities are an offset to the run-time savings initiated by 
advancements in computer power. This highlights the importance of model compression 
techniques and efficient modeling algorithms like sampling that can be used to improve 
run-time in order to provide accurate information for regulatory filings and management 
decisions in a timely manner. 
 
1.2. MOTIVATION 
Actuarial modeling is consistently faced with the challenge to improve run-time while 
striking a balance between model efficiency and accuracy, especially in the tail 
scenarios. 
 
With the increasing complexity in modern financial products and advancements in 
computing and modeling techniques, actuarial models have become very complex and 
sophisticated. They are also evolving to provide a better understanding of financial 
outcomes on complex and volatile economic conditions. Also, with more regulatory 
scrutiny and the increased use of modeling results in management decisions, 
understanding the model outputs and their dependencies on economic assumptions, as 
well as explaining the change in metrics from one period to the next in terms of changes 
in these inputs as well as the passage of time has become an important actuarial 
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function. Understanding the model outputs and its changes under different input 
parameters require a number of sensitivity runs, all of which add to the total run-time 
required for a given application. 
 
While model compression techniques that are currently used successfully shorten the 
required run-time, the accuracy of estimates is often compromised in the process. 
Accuracy of estimates is important for most actuarial applications, especially for those 
modeling outputs required for regulatory filings. Also, since most business decisions of 
Insurance companies are based on results from actuarial models, compromising on 
modeling accuracy could lead to inferior decisions resulting in the company being faced 
with catastrophic situations such as insolvency. 
 
Most risk metrics are defined as results from the tail scenarios in an actuarial application. 
Thus it is important that any model compression technique used to improve efficiency 
does not compromise results in the tail scenarios. Most techniques that are currently 
used in actuarial modeling fail to estimate tail metrics within an acceptable level of 
accuracy. 
 
Sampling techniques are not widely used in the insurance industry, mainly due to having 
easy access to the population which is the set of in-force policies. It is also important to 
be able to control sampling error. The inability to fully explain sampling error and 
variance of the estimate of risk metrics to management to a satisfactory level has 
prevented the use of statistical sampling techniques in actuarial applications. 
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1.3. SCOPE OF STUDY 
This dissertation explores several model compression techniques that are currently 
being used in actuarial applications. We also propose a new technique, Replicated 
Stratified Sampling (RSS) based on statistical sampling to effectively reduce the required 
run-time of actuarial models.  
 
We will provide examples of how this technique can be used to accurately estimate the 
change in a risk metric under given shocks on model assumptions. The risk metrics we 
have examined span from the estimation of the mean to advanced applications such as 
VACARVM. Several variations of the RSS that will further improve estimation accuracy 
are also discussed. Convergence of RSS is proved for the simplest case, along with 
other theoretical properties of RSS such as the variance of the estimator and 
considerations for optimal number of observations used in the estimation. These 
theoretical properties have been confirmed through simulations. 
 
Additionally, we have considered other similar statistical techniques such as single 
sample ratio estimation and bootstrapping and compared the ease of application and 
relevance to actuarial applications of these techniques with RSS.	   We have also 
compared RSS with Grouping or Clustering in terms of accuracy and stability of results.  
 
 
 
	  5	  	  
CHAPTER 2 
ACTUARIAL MODELS AND MODELING ISSUES 
	  
2.1.   NATURE, TYPES AND USES OF ACTUARIAL MODELS 
A model is an abstraction of reality. It is an attempt to capture the mechanics of 
producing an outcome based on given inputs by formulating relationships between these 
inputs and the output of the model (Bellis, Shepherd, & Lyon, 2003).  
 
An actuarial model is usually an attempt to capture how economic forces such as 
interest rates and market returns, and demographic factors such as mortality rates act 
on a set of financial contracts, for example insurance policies, to create a financial 
outcome. Relationships between inputs and outputs in an Actuarial model are often 
mathematical, where the outputs are explicit functions of model inputs.  
 
The level of understanding provided by the outputs of an actuarial model depends upon 
the type of model and its complexity. Some models are capable of providing insight into 
the range of possible outcomes for a particular risk metric, while others will produce an 
absolute number.   
 
Actuarial models can be classified as deterministic or stochastic based on the types of 
inputs required (Bellis, Shepherd, & Lyon, 2003). Deterministic model outputs require a 
single value for each of the inputs, and will produce a single value for each output for 
each projection period. For example, the interest rate used in a deterministic cash flow 
projection model will be set to a single value, say 5%, for the entire projection period, 
and will produce a single value for the cash flow in each period. These models are less 
	  6	  	  
complicated and require less run-time. However, we can only obtain an estimate of the 
risk metric under the given set of assumptions, which are most often a best estimate. 
 
Stochastic models, on the other hand, provide an insight into the range of possible 
outcomes of the risk metric. Parameters of a stochastic model will be modeled as 
random variables, or stochastic processes. For example, in the cash flow testing model 
considered above, the interest rate will be modeled as a stochastic process, with interest 
rates in successive years being correlated. This will produce a range of possible 
outcomes, i.e. the cash flow in each projection period, which will enable us to 
understand the variability of outputs. Stochastic models are more complex than 
deterministic models, and will provide a better understanding of the outputs, but will 
compromise run-time. 
 
Actuarial models typically have many uses. The level of complexity of the model is 
determined by the level of understanding as well as transparency required for the 
purpose to which the results are applied.  Typically, model outputs are used in regulatory 
reporting, financial forecasting, product pricing and management decision making (Bellis, 
Shepherd, & Lyon, 2003).  
 
Traditionally, models used for regulatory reporting, such as cash flow testing models, are 
often transparent and use prescribed inputs. However, with current industry trends such 
as principle based reserving, these models are evolving to be more complex. Even if the 
models are less complex and take less time to produce results, it is important to 
understand the changes in outputs from one reporting period to the next to ensure the 
validity of results. Attributing the changes of model outputs to changes in the level of 
inputs require additional runs, the number of which depends on the number of inputs 
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used in the attribution analysis. As processing time is directly proportional to the number 
of attribution runs performed, producing validated model outputs for regulatory reporting 
using even the less complicated models can become time consuming. 
 
Actuarial models are an integral part of financial forecasting and planning. These models 
are often stochastic and asset and liability cash flows are projected under a set of 
economic scenarios. Apart from the baseline runs, several sensitivities would be needed 
to understand the dependency of projected financials on the different input parameters 
as well as identify key risk factors that could make actual results deviate substantially 
from the plan. Financial forecasting is an important corporate function that is usually 
conducted within tight deadlines and being able to produce baseline results and run 
sensitivities efficiently has always been a challenge. 
 
Pricing insurance and financial products is by far the most common use of actuarial 
models. These models may be deterministic or stochastic, depending on the complexity 
of the product being priced. A simple life insurance product may be priced with a 
deterministic model but pricing the same policy with additional riders or guarantees will 
require a more sophisticated stochastic model. Regardless, pricing an insurance product 
regularly involves running a number of sensitivities around the inputs used in pricing to 
understand key risk factors, increasing the time required to complete the pricing process. 
 
Management decision making and risk reporting is perhaps the most challenging 
application of actuarial models, requiring many attribution steps and sensitivities, within a 
short time period. Information used in management decisions are often time-sensitive, 
and need to be accurate and well understood. Inaccurate results may lead to wrong 
decisions being implemented, with grave consequences.  
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2.2. EVOLUTION OF ACTUARIAL MODELS 
Actuarial models and modeling techniques are continuously evolving to cater to the 
many new applications that arise. There are many factors that drive the constant 
improvement and increase in the level of complexity of actuarial models. 
 
As briefly discussed above, regulatory reporting has traditionally been based on outputs 
of simple models with static formulas and detailed prescriptive inputs. The actuarial 
profession is gradually moving away from this rules-based approach towards a 
principles-based approach, which generally means that regulatory reporting will be 
based on broadly stated high level set of rules and attempts to capture all financial risks 
associated with the business. This approach relies more on actuarial judgment, and 
requires more sophisticated models (Kalmbach, 2006).  
 
The complexity of insurance and financial products being offered is increasing with the 
level of competitiveness in the markets. Insurance companies are now competing not 
only among themselves, but with other financial institutions such as banks and are 
offering a wider range of financial solutions to sophisticated investors. Models used in 
pricing these complex products as well as identifying and quantifying key risks are 
evolving with the products to be more complicated and perform a wide range of analysis. 
 
With the increasing complexity of products offered by insurance companies, the 
importance and need for stochastic modeling has also increased. Many of the products 
now contain several rider benefits, such as minimum death benefits and withdrawal 
guarantees. Stochastic modeling is required to properly identify risks inherent in these 
products and provide a risk-adjusted price. This is an added level of complexity in 
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models that anyway need to be quite detailed in order to capture the true dynamics of 
economic forces on these products. 
 
Increased volatility in capital markets in recent times has highlighted the importance of 
active risk management in insurance products. The newer, more complex financial 
products with embedded options are heavily impacted by interest rate and equity market 
volatility. Monitoring and managing the market risks through hedging is now an important 
function of Asset-Liability Management units in insurance businesses. Hedging 
applications require a number of sensitivity runs, always with a quick turn-around time. 
Being able to produce these sensitivities efficiently and accurately can be critical for 
hedging. 
 
2.3. CONTROLLING PROCESSING TIME 
Model run-time is governed by factors such as the complexity of the model, the number 
of model points considered to produce the desired output, and the number of 
sensitivities being performed on the model output. As actuarial models evolve, the 
required run-time has increased with increasing complexity. The more complex the 
model is, the closer it is to reality, but the longer it will take to produce results. 
 
Another factor that contributes directly to the length of time required to produce results is 
the number of policies being considered as the in-force block in the model. Industry 
practice is to either run the full block of in-force policies through the actuarial model, or 
to use some kind of compression technique to provide a smaller set of policies that 
represents the in-force. While the latter method will provide run-time savings, accuracy 
of results may be severely compromised. 
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Accuracy of model outputs is the most important among factors that need to be 
considered in selecting an efficient modeling technique. Compromising on accuracy of 
estimates can have severe consequences on the business. It is vital to strike a balance 
between the objective of reducing run-time and producing accurate estimates. The 
relative importance of the two objectives will vary depending on the purpose of the 
model. For example, accuracy of results is more important for regulatory filings, while 
speed of estimation may be more important for runs required for internal analyses.  
 
Next to accuracy, it is important that efficient modeling techniques produce stable 
outputs. Estimated metrics will be less credible if the technique used produces results 
with a wide variation when it is applied repeatedly.  
 
Other considerations in selecting an efficient modeling technique include flexibility of the 
method and the effort required in setting up the model and inputs as well as maintaining 
the model. Being mathematically justifiable is also desirable. 
 
Processing time can be controlled through modeling solutions, or technology solutions 
(Dardis, 2008). Technology solutions include hardware and software designs that 
enhance processing. Further efficiencies can be realized by controlling model inputs and 
functionality. 
 
Run-time can be controlled through model data design, scenario design or model 
design. Data design methods use statistical techniques to reduce the number of policies 
modeled, while scenario design methods use similar techniques to reduce the number of 
scenarios used in modeling. In addition to reducing the number of policies and 
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scenarios, the model itself can be structured to produce outputs with less run-time 
through efficient use of functions and replication strategies. For example, we can 
replicate liability characteristics through asset portfolios if modeling assets is less time 
consuming than modeling liabilities, or define relationships between inputs and outputs 
as deterministic functions, instead of stochastic simulations.  
 
Some commonly used efficient modeling techniques, and their advantages and 
disadvantages are discussed in the next chapter. 
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CHAPTER 3 
EFFICIENT MODELING TECHNIQUES 
	  
3.1. INTRODUCTION 
Chapter 2 discussed issues in actuarial modeling and the need to control processing 
time and provided a broad overview of efficient modeling solutions. Some commonly 
used efficient modeling techniques as well as their advantages and disadvantages are 
discussed below. It important to consider the run-time savings achieved alongside other 
factors such as accuracy and stability of outputs, the ease of implementation and 
maintenance, and mathematical plausibility of the method when applying any of these 
methods to improve model efficiency.  
 
The discussion in this section draws on results and observations from the model 
efficiency study conducted by the Society of Actuaries (SOA) in 2011 (Rosner, 2011). 
This study was conducted with the participation of several insurance companies, and 
tested the accuracy and run-time savings achieved by common efficient modeling 
techniques in estimating different risk metrics on different blocks of businesses.  
 
3.2. CLUSTER MODELING (GROUPING) 
This is a technique that reduces the number of policies or data points that are run 
through the model by producing a subset of policies that have represent the in-force 
block. Cluster modeling or Grouping is a technique that is commonly used in practice 
due to this being available in most commercial actuarial software such as MG-ALFA and 
GGY-Axis. 
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Cluster Modeling draws upon the KNN algorithm in cluster analysis (Freedman & 
Reynolds, 2009),  (Freedman & Reynolds, 2008). Each policy of the in-force block is 
plotted in n-dimensional space, where each dimension is a characteristic of the set of 
policies. Any measure of distance such as the Euclidean distance can be used to define 
the distance between two policies when plotted in n-dimensional space. Smaller policies 
are then grouped with nearby larger policies. This process can be iterated until a desired 
compression level is reached. The center of each cluster is then drawn into  the set of 
policies that will be run through the actuarial model. This subset of policies is expected 
to be representative of the full in-force. Certain characteristics of each policy that 
represents the sample, such as the account value, may need to be grossed up to match 
the in-force. 
	  	   Product	   Metric	   Error	   Compression	  
Block	  A	   VA	   Various	  CTEs	   0.5%	   99.9%	  
Block	  B	   NLG	   Mean	   1.0%	   96.5%	  
Block	  C	   FIA	   Mean	   1.1%	   99.4%	  
Block	  D	   VA	   Various	  CTEs	   2.3%	   95.9%	  
Block	  E	   VA	   CTE90	   4.0%	   94.7%	  
Block	  F	   VA	   CTE90	   4.3%	   86.8%	  
Block	  G	   DA	   Mean	   23.8%	   99.4%	  
 
Table 3.1: Cluster Modeling – Summary of Average Results Published in the SOA Study 
Here, VA = variable annuities, NLG = no lapse guarantee, FIA = fixed index annuities, 
and DA = deferred annuities 
 
The SOA model efficiency study tested this method in calculating the mean, as well as 
various tail metrics on variable, fixed and deferred annuity blocks of businesses. The 
block of business that produced an error of 23.8% was later identified as a block with 
present value of profits close to zero, and was not considered in any further analysis. 
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Apart from this outlier, higher errors were reported when estimating conditional tail 
expectation (CTE) at 90%, indicating that it is generally harder to capture the tail results. 
Further analysis on the results on the same block of business and compression level but 
at various CTE levels confirmed the lower accuracy of estimates further out in the tail. 
 
The SOA study also analyzed the effect of compression level on the accuracy of results 
by considering estimation errors at different compression levels on the same block of 
business. Results published in this study lead to the conclusion that the higher the 
compression level , the less accurate the estimates. High levels of compression 
minimize processing time required and will enable running several sensitivities with 
minimal resources. The level of accuracy and processing time can be balanced through 
the level of compression. 
 
It was also noted that location variables selected for clustering impacted the accuracy of 
estimates. Location variables need to be selected with care, and the same clustering 
design cannot be used for different blocks of business. Therefore, considerable effort is 
required to set up this technique. 
 
Another key observation from this study was that errors tended to occur in one direction, 
indicating a bias in the estimates. 
 
3.3. REPLICATING LIABILITIES (LINEAR OPTIMIZATION) 
This method also reduces the number of policies that are run through the model by 
producing a subset of policies that represent the in-force in aggregate. In contrast to 
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grouping, a policy selected into the subset does not represent any particular set of 
policies in the in-force.  
 
Weights are assigned to each policy in the in-force through linear optimization with the 
objective of minimizing the number of policies with non-zero weight. The optimization will 
be subject to several constraints to preserve characteristics of the in-force. For example, 
the optimization problem can be stated as 
∑∑
==
×=×
>
N
i
i
N
i
ii
i
N
ValueAccountWValueAccounttosubject
WwithpoliciesMinimize
11
1
0
 
where N = Number of policies in the in-force and Wi = weight assigned to policy i 
The optimization problem can be set up to cover any number of constraints. 
 
This method produces a small set of policies, leading to higher compression levels. In 
general, if the algorithm is provided k number of equations to solve, it will find k number 
of policies i.e. non-zero weights, to solve the system of k equations.  
 
	  	   Product	   Metric	   Error1	   Compression	  
Company	  A	   VA	   CTE70	   0.8%	   97%	  
Company	  A	   VA	   Mean	   0.9%	   96%	  
Company	  A	   VA	   CTE90	   1.0%	   97%	  
Company	  B	   VA	   CTE70	   5.1%	   97%	  
Company	  B	   VA	   CTE90	   5.1%	   97%	  
Company	  C	   ISL	   Mean	   8.6%	   99%	  
1    Table 3.2: Linear Optimization – Summary of Average Results Published in the SOA Study 
Here ISL represents ‘interest sensitive life’ products. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	  Results	  are	  measured	  against	  the	  company’s	  current	  compression	  technique	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Published test results from the SOA model efficiency study showed that errors in 
estimation did not vary by metric. As expected, the compression level in the tests carried 
out during this study was quite high. It was seen that increasing the number of 
constraints to reduce compression level did not always produce more accurate results. It 
is difficult to control the accuracy through the level of compression when using this 
method. As the constraints in the optimization problem determine the level of 
compression, they need to be selected carefully. They need to be carefully tailored to the 
business, while being able to generate non-zero weights for a sufficient number of 
policies.  
 
As with Cluster Modeling discussed in section 3.2, errors generated with a linearly 
optimized sub-set of policies showed a potential bias.  
 
3.4. REPRESENTATIVE SCENARIOS 
Effectively managing scenarios used in stochastic modeling can contribute to significant 
savings in run-time. Deriving a subset of representative scenarios from the original set of 
scenarios is a commonly used method to increase modeling efficiency. This method and 
its variations have been widely researched:  (Christiensen, 1998), (Chueh, 2002). 
 
As the risk metric produced in most actuarial models pertains to the tail distribution, it is 
important to capture the tail behavior accurately using the subset of scenarios 
generated. There are several methods that can be used to ensure that important 
sections such as the left or the right tail of the distribution are adequately represented in 
the subset. This is discussed in detail in section 3.4.1. Appropriate probabilities must be 
	  17	  	  
assigned to moderate and extreme scenarios to preserve the distribution of results 
under the original scenario set. 
 
The underlying principle of using a reduced set of scenarios to estimate the distribution 
of results under the full set is that the model output metric is a continuous non-linear real 
function of the input scenario. This implies that the closer two scenarios are, the closer 
their model output metric values are. In order to capture the distribution of results 
accurately, appropriate probabilities must be assigned to moderate and extreme 
scenarios. 
 
There are several methods that are currently used to determine a set of representative 
scenarios. These methods vary in how the value of each scenario is defined in n-
dimensional space, where n is the number of projection periods, and the definition of 
distance between two scenarios (Rosner, 2011). 
 
1. Modified Euclidean Distance Method 
This method assumes that each scenario is plotted in an n-dimensional space, where n 
is the number of projection years and the value of each scenario in dimension t is the 
value of the economic variable represented in the scenario such as interest rate or 
equity return at time t (Chueh, 2002). The objective is to pick a subset of scenarios that 
are far away from one another. Each scenario is grouped with nearby scenarios, until the 
desired number of scenarios remains in the subset. Scenarios remaining in this subset 
do not represent the group, but are considered to be an adequate distance away from 
one another to cover the distribution of the original scenario set. 
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The distance between two scenarios is measured by the Euclidean distance function, 
modified to place a higher importance on scenario values in the early projection years.  
The distance between scenario values in dimension t is multiplied by the present value 
of a dollar at time t under the scenario being mapped to the pivot scenario as given in 
the formula below. 
 
( )∑
=
×−=
n
t
tAtBtA PViiD
1
,
2
,, 01  
where, D         = distance between scenario A and scenario B 
 i.,t         = value of scenario (interest rate) at time t 
 PV01.,t = present value of $1 at time t The frequency of each representative 
scenario is the number of scenarios mapped to it. Representative scenarios need to be 
appropriately weighted in order to preserve the stochastic behavior of model outputs 
under the full scenario set. 
 
2. Relative Present Value Distance Method 
The Relative Present Value Distance method is very similar to the Modified Euclidean 
Distance method in that it assumes each scenario is plotted in n-dimensional space 
where n is the number of projection periods. These two methods are different in how the 
value of each scenario in dimension t is defined.  
 
The Relative Present Value Distance method defines the value of the scenario in 
dimension t to be the present value of a dollar at time t (Chueh, 2002). This eliminates 
the need to weight the distance function to assign a higher importance to interest rates in 
early projection periods, as this is already captured in the value of the scenario in 
dimension t. Under this method, the distance function is defined as follows. 
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,, 0101  
where, D         = distance between scenario A and scenario B 
 PV01.,t = present value of $1 at time t 
Each representative scenario is finally weighted by the frequency of the scenario group.  
 
3. Significance Method 
This method calculates the ‘significance’ of each scenario in terms of the present value 
of a dollar at each time t. The significance of a scenario is determined by the following 
formula. 
∑
=
=
n
t
tPVS
1
01  
A scenario with a lower significance corresponds to the left tail of the scenario 
distribution, while a scenario with a higher significance corresponds to the right tail.  
 
The next step in this method of scenario reduction is to order the scenarios by their 
significance. Once the scenarios are ordered, they are grouped into sets of k scenarios, 
and each group will be represented in the subset of selected scenarios by the central 
scenario in the group.  
 
Most companies that participated in the SOA Model Efficiency Study used the 
Significance Method to test the improvements in efficiency of modeling with 
representative scenarios. Metrics tested included both the mean, and the Conditional 
Tail Expectation at the 70% level, on products ranging from variable annuities with 
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optionality such as death benefits and withdrawal benefits, to indexed universal life, to 
equity indexed annuities. 
	  	   Product	   Metric	   Error	   Compression	  
Block	  A	   Indexed	  UL,	  NLG	   Mean	   0.9%	   58%	  
Block	  B	   VA	   CTE70	   1.1%	   79%	  
Block	  C	   Indexed	  UL	   Mean	   1.3%	   58%	  
Block	  D	   EIA	   Mean	   2.0%	   58%	  
Block	  E	   VA	   Mean	   2.4%	   91%	  
Block	  F	   VA	   Mean	   3.3%	   85%	  
Block	  G	   VA	   Mean	   5.3%	   93%	  
Block	  H	   VA	   CTE70	   10.7%	   79%	  
Block	  I	   VA	   CTE70	   11.8%	   73%	  
 
Table 3.3: Representative Scenarios – Summary of Average Results Published in the SOA Study 
Here EIA represents equity indexed annuities. 
 
As with most efficient modeling techniques, the key observation is that this method is 
also better at capturing the mean than at capturing the tail (Rosner, 2011). The table 
above shows that the weakest results were produced in testing CTE70. A positive 
correlation between errors and compression level was observed as expected. The errors 
produced did not show an obvious bias. 
 
The probability density function produced with the compressed runs looked similar to the 
probability density function of the uncompressed run in shape and location, indicating 
that compression did not lead to an alteration of the probability density. However, it was 
observed that the compressed runs were less stable than the uncompressed runs. It is 
suspected that the increased statistical error in the tails drive poor tail results, as only a 
small number of scenarios will be used to represent the tails.  
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4. Scenario Cluster Modeling 
This is similar to Cluster Modeling of policies, with the exception of the distance function 
used. Scenarios are grouped together with nearby scenarios, based on the Modified 
Euclidean Distance. Since the distance function is define to be the Modified Euclidean 
Distance, interest rates in the early projection years have a bigger impact on the 
distance than interest rates in latter projection years.  
 
Once the scenarios are grouped with nearby scenarios, the central scenario of each 
group is selected to represent the scenarios within the group.  
 
3.4.1. IMPORTANCE SAMPLING 
This can be considered a variation of the Significance Method, where more scenarios 
are sampled from areas of the distribution that are more critical to the metric being 
computed. These scenarios are assigned a reduced weight to eliminate an overall bias.  
 
The ‘significance’ of a scenario is computed as described above. The scenarios are then 
sorted from lowest to highest significance. If the metric of interest corresponds to the left 
tail of the distribution, we sample more scenarios with lower significance, as explained in 
the exhibit below.  
 
It is important to note that Importance Sampling does not reduce model run-time. This 
method simply improves accuracy of estimates, so we can obtain a given level of 
accuracy with a fewer number of scenarios (Rosner, 2011). The more scenarios we 
sample from the area of the distribution that is critical to the metric of interest, the more 
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accurate the estimate will be. This method works well when cash flows are significant 
only in one tail such as pricing deep out-of-the-money options. 
 
Alternative definitions of significance can be used to rank the scenarios. Importance 
Sampling is expected to produce more accurate estimates when the method used to 
rank the scenarios is correlated with the actual drivers of cash flows.  
Scenario	   	   Original	  Weight	   	   Revised	  Weight	  1	   	   	  	   	   6.7%	  2	   	   20.0%	   	   6.7%	  3	   	   	  	   	   6.7%	  4	   	   	  	   	   	  	  5	   	   20.0%	   	   20.0%	  6	   	   	  	   	   	  	  7	   	   	  	   	   	  	  8	   	   20.0%	   	   20.0%	  9	   	   	  	   	   	  	  10	   	   	  	   	   	  	  11	   	   20.0%	   	   	  	  12	   	   	  	   	   40.0%	  13	   	   	  	   	   	  	  14	   	   20.0%	   	   	  	  15	   	   	  	   	   	  	  Total	   	   100.0%	   	   100.0%	   
Figure 3.1: Importance Sampling Example 
It must be noted that a key challenge in actuarial modeling is to produce accurate 
estimates of tail metrics, even with a complete scenario set. Most often, even the full 
scenario set is not sufficient to effectively measure the tail behavior. Using a subset of 
scenarios in modeling in order to reduce run-time further reduces the already insufficient 
number of scenarios.  
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3.5. CURVE FITTING 
Curve Fitting is another technique that improves the accuracy of tail metrics. This 
translates to a fewer number of scenarios required to achieve a given level of accuracy, 
which directly reduces require run-time in actuarial models.  
 
When using this method, we attempt to find a statistical distribution that describes the 
distribution of model outputs well. The fitted distribution is then used to determine the 
metric of interest, for example, the mean, or CTE(x). 
 
The best fitting distribution for the model outputs is derived through optimization. 
Common objective functions for this optimization include matching the first k moments 
(e.g. k=4) of the distribution of model outputs and the statistical distribution, and 
minimizing the sum of squared errors for the lowest x% of the distribution. 
 
Once the best fitting distribution is determined, the fitted distribution is used to derive the 
risk metric for the block of business. For example, suppose we are interested in 
computing CTE 70, the Conditional Tail Expectation at the 70% level, for a block of 
business. First, we need to determine X such that ( ) 7.0=≤ XxP . If ( )xf is the density 
function of the fitted distribution,  
( ) dxxfxCTE ∫ ⋅=
1
7.0
70  
which can be approximated by,
 
( )∑
=
⋅
1
7.0x
xfx  
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CHAPTER 4 
STATISTICAL ESTIMATION 
	  
4.1. INTRODUCTION 
Chapter 3 presented some of the common efficient modeling techniques used in 
actuarial applications. The focus of most techniques discussed is to derive either a 
subset of policies from the in-force population to be modeled, or arrive at a set of 
representative scenarios from the full scenario set. In contrast, the efficient modeling 
technique Replicated Stratified Sampling (RSS) presented in this dissertation is based 
on statistical sampling. In this chapter, we discuss some of the established theorems 
and techniques in statistical sampling and estimation pertinent to RSS, especially in the 
use of RSS for sensitivity analysis.  
 
In section 4.2, we discuss estimating population parameters through simple random 
sampling from finite populations. Although properties of estimators based on simple 
random sampling are widely known, there are slight variations in these results when the 
population is finite. It is important to consider these results when using sampling for an 
insurance application, as the population of interest is generally the set of in-force policies 
within a block of business, and will be finite. Next, we discuss the theoretical basis of 
estimation through stratified sampling, as presented in statistical literature. We will also 
discuss published results on the use of auxiliary data and ratio estimation. Section 4.5 
discusses results and applications of the widely used estimation technique bootstrapping 
based on published studies. 
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4.2. SIMPLE RANDOM SAMPLING FROM A FINITE 
POPULATION 
Suppose we are interested in estimating a certain parameter such as the average, or the 
sum, of a certain metric on a finite population. We will assume the size of the population 
is N. Simple random sampling is the sampling design in which n units are selected from 
N units in the population of interest. Here, the n units can be selected either with 
replacement or without replacement.  
 
In simple random sampling, every possible sample i.e. every combination of n units, is 
equally likely to be selected. The probability that a given unit in the population is 
included in the sample is the same for all units in the population and is π =
n
N . Although 
some other sampling methods give each unit in the population equal probability of being 
included in the sample, only simple random sampling will give each sample the same 
probability of being selected. 
 
4.2.1. ESTIMATING THE MEAN OF A FINITE POPULATION 
Suppose we draw a simple random sample of n distinct units from a population of size N 
to estimate the mean of the population 𝜇. Let us denote the values in the population by 𝑦!,⋯ , 𝑦!. For each unit 𝑦! in the population, define an indicator variable 𝑧! such that 𝑧! = 1 if 𝑦! is included in the sample and 𝑧! = 0 otherwise. The sample mean can then 
be written as y = 1n yizii=1
N
∑ .  
 
Next we note that each 𝑧! is a Bernoulli random variable with E zi( ) = P zi =1( ) = n N . 
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                                    E y( ) = 1n yi
n
N =
1
N yi = µi=1
N
∑
i=1
N
∑                                      (4.1) 
Therefore, the sample mean is an unbiased estimator of the mean of the finite 
population. 
 
The variance of the sample mean under simple random sampling from a finite 
population can be derived as follows. 
                var y( ) = var 1n yizii=1
N
∑
"
#
$
%
&
' =
1
n2 yi
2 var zi( )+ yiyj cov zi, zj( )
j≠i
∑
i=1
N
∑
i=1
N
∑
)
*
+
+
,
-
.
.
             (4.2) 
 
Note that var zi( ) =
n
N 1−
n
N
"
#
$
%
&
'  and E ziz j( ) = P zi =1, zj =1( ) =
n n−1( )
N N −1( )
, which implies 
cov zi, zj( ) =
−n 1− n N( )
N N −1( )
.  Then the variance of the sample mean given by equation 4.2 
simplifies to  
                                                 var y( ) = 1− nN
"
#
$
%
&
'
σ 2
n                                                   (4.3) 
where σ 2 is the variance of the finite population defined as 𝜎! = !!!! 𝑦! − 𝜇 !!!!!  
 
An unbiased estimator of this variance is var
^
y( ) = 1− nN
"
#
$
%
&
'
s2
n  where s
2 is the sample 
variance defined as 𝑠! = !!!! 𝑦! − 𝑦 !!!!! . 
 
The term 1− nN
"
#
$
%
&
'  is known as the finite population correction factor. If the sample size n 
is small in comparison to the population size N, the finite population correction factor is 
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close to 1, and the variance of the estimator of the population mean will be close to that 
of an infinite population. As the sample size n approaches N, the variance of the 
estimator of the population mean approaches zero.  
 
4.2.2. SAMPLING WITH AND WITHOUT REPLACEMENT 
Results on estimation of the mean of a finite population discussed in section 4.2.1 hold 
when the sample is drawn without replacement. If sampling is carried out with 
replacement, each possible sequence of n units has equal probability of being drawn 
from the population. The variance of the sample mean of a sample of size n drawn with 
replacement from a finite population of size N is 
                                                 var y( ) = 1− 1N
"
#
$
%
&
'
σ 2
n                                                   (4.4) 
Thus, the variance of the mean of a sample drawn with replacement is 
N −1
N − n
"
#
$
%
&
' times	  
larger than that of a sample drawn without replacement. 
 
An alternative estimator for the population mean can be defined as  
                                                        yυ =
1
υ
yi
i=1
υ
∑                                                           (4.5) 
where υ ,termed the effective sample size, is the number of distinct units contained in 
the sample drawn with replacement. The variance of this estimator can be shown to be 
less than the variance given in equation 4.4, but is still larger than the variance of the 
sample mean under simple random sampling without replacement (Cassel, Sarndal, & 
Wretman, 1977). 
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4.2.3. FINITE POPULATION CENTRAL LIMIT THEOREM 
The Central Limit Theorem states that if 𝑦!,⋯ , 𝑦!is a sequence of independent and 
identically distributed random variables with finite mean µ 	  and variance 𝜎!, then the 
distribution of 
y −µ
var y( )
approaches a standard normal distribution as n gets large.  
 
This theorem is also applicable when a finite population is sampled using simple random 
sampling with replacement, as the n observations are independent and identically 
distributed. However, if the finite population is sampled under simple random sampling 
without replacement, the sample observations will not be independent. (Erdos & Renyi, 
1959), (Hajek, 1961), (Lehmann, 1975), (Madow, 1948), and (Scott & Wu, 1981) have 
discussed a special version of the Central Limit Theorem that applies to random 
sampling without replacement from a finite population.  
 
In this case, it is necessary to consider a sequence of populations with the population 
size N getting large along with the sample size n. Let 𝜇! be the population mean of a 
given population of size N in the sequence, and 𝑦! be the sample mean of a simple 
random sample drawn from this population. The Finite-Population Central Limit 
Theorem states that the distribution of  
                                                           
yN −µN
var yN( )
 
approaches the standard normal distribution as both n and N-n become large. 
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4.3. STRATIFIED SAMPLING 
In stratified sampling, we consider the population to be partitioned into different groups 
or strata, and select a sample by some sampling design from each stratum. Suppose the 
population consists of N units, and they can be grouped into L number of strata. Let the 
number of units in stratum h be 𝑁! . Then 𝑁 = 𝑁!!!!! . The variable of interest 
associated with unit i in stratum h is denoted by 𝑦!!. Assume that a sample is selected 
by some probability design from each of the strata, with selections from different strata 
independent of each other. Let the number of units in the sample from stratum h be 𝑛!. 
Then the total sample size 𝑛 = 𝑛!!!!! . 
 
As the selections from different strata are independent, the variance of estimators for the 
whole population is given by the sum of variances of estimators for each stratum. 
Therefore, the variance of estimators is driven by the within-stratum variances. If the 
population is partitioned into different strata in such a way that each stratum is as 
homogeneous as possible, a stratified sample with a desired number of units from each 
stratum will tend to be representative of the whole population. If observations are 
sampled within each stratum under simple random sampling, the sampling design is 
called stratified random sampling. 
 
4.3.1. STRATIFIED SAMPLING ESTIMATION OF THE MEAN 
Let us denote the total of the variable of interest associated with each unit in the 
population by 𝜏 and the total within the stratum h by 𝜏!. Then, 𝜏! = 𝑦!!!!!!!  and the 
mean for that stratum is 𝜇! = 𝜏! 𝑁!. For the population, 𝜏 = 𝜏!!!!!  and 𝜇 = 𝜏 𝑁. 
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Suppose a sample 𝑠!  of size 𝑛!  has been selected from stratum h based on any 
specified design, and that 𝜏!  is an unbiased estimator for 𝜏!  under the specified 
sampling design. Then, 
                                                           τˆ st = τˆ h
h=1
L
∑                                                           (4.6) 
is an unbiased estimators of overall population total 𝜏. 
 
Since the selections from different strata are independent of one another, the variance of 
the stratified estimator is defined as   
                                              var τˆ st( ) = var τˆ h( )
h=1
L
∑                                                       (4.7) 
and an unbiased estimator of this variance is given by 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  var^ τˆ st( ) = var^ τˆ h( )
h=1
L
∑ 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	    (4.8) 
where var
^
τˆ h( ) 	  is	  an	  unbiased	  estimator	  of	  var τˆ h( ) .	  	  
If the sample from each stratum is selected based on simple random sampling,  
                                                        τˆ h = Nhyh                                                              (4.9) 
where yh =
1
nh
yhi
i=i
nh
∑ , is an unbiased estimators for 𝜏!. Then, an unbiased estimator for 
the population total is given by 
                                                       τˆ st = Nhyh
h=1
L
∑                                                         
(4.10) 
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The variance of this estimator is 
                                          var τˆ st( ) = Nh Nh − nh( )
σ h
2
nhh=1
L
∑                                             (4.11) 
where σ h
2 =
1
Nh −1
yhi −µh( )
2
i=1
Nh
∑ is the finite population variance from stratum h. An 
unbiased estimator of the variance of the estimator given in 4.11 can be obtained using 
the sample variances of each stratum. 
 
The stratified estimator for the population mean 𝜇 = 𝜏 𝑁 is given by  
                                                  µˆst =
τˆ st
N =
1
N Nhyhh=1
L
∑                                            (4.12)  
The variance of this estimator is 
                                              var yˆst( ) =
Nh
N
!
"
#
$
%
&
2 Nh − nh
Nh
!
"
#
$
%
&
σ h
2
nhh=1
L
∑                                  (4.13) 
An unbiased estimator of this variance can be obtained by substituting the variance of 
the sample from stratum h in equation 4.13 for the population variance of stratum h. 
 
4.3.2. ALLOCATION IN STRATIFIED RANDOM SAMPLING 
The total sample size of n can be allocated among L different strata in several ways. If 
each stratum contain an equal number of units, and we have no prior knowledge about 
the population, it is reasonable to assign equal sample sizes to each stratum, so that 𝑛! = !!. If the strata differ in size, a reasonable method would be proportional allocation 
of the total sample size, so 𝑛! = !!!! . 
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We can derive an optimum allocation by considering the contribution of the variance of 
each stratum to the variance of the estimator. Under this allocation, the variance of the 
estimator of the population mean will be the lowest for a fixed total sample size n. 
 
Consider the variance of the estimator τˆ st as a function f of the sample sizes of the 
different strata. We now state the problem of determining the sample size of each 
stratum as an optimization problem. 
 
Choose 𝑛!,⋯ , 𝑛! to minimize 
                               f n1,,nL( ) = var τˆ st( ) = Nhσ h2
Nh
nh
−1"
#
$
%
&
'
h=1
L
∑                             (4.14) 
subject to nh = n
h=1
L
∑         
 
This optimization problem can be solved by using the Lagrange multiplier method to 
derive the sample size allocated to each stratum that minimizes the variance of the 
estimator of the population mean (Thompson, 1992) as  
                                                       nh =
nNhσ h
Nkσ k
k=1
L
∑
                                                      (4.15) 
If σ h are unknown, the sample variance from past data can be used as an estimate. 
 
Alternatively, the optimal sample size of each stratum can be derived using the Cauchy-
Schwartz inequality (Cochran, 1977). 
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4.4. RATIO ESTIMATION WITH AUXILIARY DATA 
Suppose the variable of interest associated with the ith unit of the population is 𝑦!, and 𝑥! 
is an auxiliary variable associated with the same unit. The relationship between 𝑦! and 𝑥! 
can be used to produce more precise estimates than can be obtained by considering 𝑦! 
alone (Thompson, 1992). In some situation, we may even know the 𝑥! values for the 
entire population. Results pertaining to the ratio estimator discussed below assume that 
the values of 𝑦! and 𝑥! are fixed for a given unit in the population. However, in many 
sampling situations, the relationship between 𝑦! and 𝑥! could be probabilistic. 
 
4.4.1. THE RATIO ESTIMATOR 
Let us assume that the x-values are known for the entire population and that the 
relationship between 𝑦!  and 𝑥!  is linear. Define the population total of x-values as 𝜏! = 𝑥!!!!!  and the population mean of the x-values as 𝜇! = 𝜏! 𝑁, where N is the 
population size. These population quantities are known since x-values are known for the 
entire population. We will estimate the population mean 𝜇 or total 𝜏! of the y-values with 
a simple random sample of n units. 
 
Define the population ratio as  
                                                 R =
yi
i=1
N
∑
xi
i=1
N
∑
=
τ y
τ x
                                                    (4.16) 
 
We can estimate the population ratio with the sample ratio r defined as  
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                                             r =
yi
i=1
n
∑
xi
i=1
n
∑
=
y
x                                                           (4.17) 
The ratio estimate of the population mean 𝜇 is then given by  
                                                       µˆr = r ⋅µx                                                       (4.18) 
 
This is not an unbiased estimator of 𝜇. Since the estimator is not unbiased, the mean 
square error (MSE), which is defined as 𝑀𝑆𝐸 𝜇! = 𝐸 𝜇! − 𝜇! ! = 𝑣𝑎𝑟 𝜇! + 𝐸 𝜇! − 𝜇! ! 
can be used in evaluating its efficiency. For an unbiased estimator, the MSE is equal to 
its variance. For a biased estimator, it is equal to the sum of the variance and the square 
of the bias. As discussed in section 4.4.2 below, the squared bias of the ratio estimator 
is small relative to the variance so the MSE is close to the variance. 
 
(Thompson, 1992) provides a formula for the approximate MSE or variance of the ratio 
estimator. The approximation, given in equation 4.18 below is obtained through a linear 
approximation to the non-linear function 𝑓 𝑥, 𝑦 = 𝑦 𝑥. The linear approximation used is 𝑦! − 𝑅𝑥! 𝜇!, which is the first term of the Taylor expansion of 𝑓 𝑥, 𝑦  about the point 𝜇! , 𝜇 . Since the expected value of 𝑦! − 𝑅𝑥! under simple random sampling is zero, the 
MSE of 𝜇! is approximated by the variance of 𝑦! − 𝑅𝑥! as given below. 
                                                var µˆr( ) ≈
N − n
N
#
$
%
&
'
(
σ r2
n                                                 (4.19) 
where σ r
2 =
1
N −1 yi − Rxi( )
2
i=1
N
∑ .  
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The ratio estimator has a lower variance than the sample mean of the y-values, and 
thus is more precise, for populations for which 𝜎!! is less than 𝜎!, the variance of y-
values. This holds true for populations for which the variable of interest is highly 
correlated with the auxiliary variable, with roughly a linear relationship through the origin. 
 
Approximations with more terms from the Taylor expansion of 𝑓 𝑥, 𝑦  can be used in 
examining the bias, MSE and higher moments of the ratio estimator. However, for most 
populations, this Taylor series does not converge for some samples, specifically those 
for which 𝑥 − 𝜇! > 𝜇! . In such cases, the approximation becomes worse as more 
terms are added. However, (David & Sukhatme, 1974) shows that one to several terms 
of this approximation do provide consistent and useful approximations, which are close 
to the true value with large samples. (David & Sukhatme, 1974) also provides bounds 
for the absolute difference between the actual and approximating bias and MSE. 
 
The approximation for MSE or variance of 𝜇!  given in equation 4.18 is traditionally 
estimated with 
                 var
^
µˆr( ) ≈
N − n
N
#
$
%
&
'
(
sr2
n       where      sr
2 =
1
n−1 yi − rxi( )
2
i=1
n
∑                        (4.20)  
 
The estimator in 4.19 gives high values for samples with high values of 𝑥 and low values 
for samples with low values of 𝑥. The following adjusted estimator is suggested in 
(Robinson, 1987), (Cochran, 1977) and (Rao, 1988). 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  var~ µˆr( ) = µxx!"# $%&2 var^ µˆr( )                                         (4.21) 
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The sample ratio r defined in 4.17 can be used to estimate the population ratio R 
defined in 4.16. As is the ratio estimator of the population mean, this is not an unbiased 
estimator of the population ratio. However, the bias is relatively small with large 
samples. 
 
An approximation for the variance of the sample ratio can be derived using 4.18 by 
observing that 𝑟 = 𝜇! 𝜇!.  
                                                      var r( ) ≈ N − nNµx2
#
$
%
&
'
(
σ r2
n                                             (4.22) 
which can be estimated by 
                                                       var
^
r( ) ≈ N − nNµx2
#
$
%
&
'
(
sr2
n                                             (4.23) 
or the adjusted estimator 
                                                        var
~
r( ) ≈ N − nN x 2
#
$
%
&
'
(
sr2
n                                            (4.24) 
 
  
4.4.2. BIAS OF THE RATIO ESTIMATOR 
The sample ratio 𝑟 = 𝑦 𝑥 defined in 4.17 is not an unbiased estimator of the population 
ratio 𝑅 = 𝜇 𝜇! defined in 4.16, even though 𝐸 𝑦 = 𝜇 and 𝐸 𝑥 = 𝜇!. (Hartley & Ross, 
1954) derives an exact expression for the bias of r , E(r) – R, as follows. 
        
cov r, x( ) = E rx( )−E r( )E x( )
= µ −µxE r( )
 
which leads to 
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E r( ) =
µ − cov r, x( )
µx
= R− cov r, x( )
µx
E r( )− R = −
cov r, x( )
µx
                                                               (4.25) 
 
Since the absolute value of the covariance of two random variables cannot exceed the 
product of their standard deviations, the magnitude of the bias relative to the standard 
deviation of the sample ratio is bounded by the coefficient of variation of 𝑥. 
                                              
E r( )− R ≤
var r( )var x( )
µx
E r( )− R
var r( )
≤
var x( )
µx
 
 
4.4.3. FINITE POPULATION CENTRAL LIMIT THEOREM FOR THE RATIO 
ESTIMATOR 
As with the Central Limit Theorem for finite populations discussed in section 4.2.3, the 
finite-population Central Limit Theorem for the ratio estimator is based on the concept of 
a sequence of populations, with both the population size N and the sample size n 
increasing. The theorem states that  
                                                               µˆr −µ
var
^
µˆr( )
 
converges to a standard normal distribution as both n and N-n tend to infinity, under 
certain conditions. The proof of this theorem can be found in (Scott & Wu, 1981). For 
this Central Limit Theorem to hold, the proportion of 𝜎!! due to outliers should not be 
large, and the coefficient of variation of 𝑥 should not be too large. 
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A common rule of thumb on sample size is that a sample of size 30 is adequate to 
ensure the coverage probabilities of confidence intervals. Empirical studies by (Royall & 
Cumberland, 1985) show that coverage probabilities were much lower than the nominal 
level with a sample size of 32, particularly for populations where the natural relationship 
between y and x was not a proportional ratio relationship. These studies also showed 
that the coverage probabilities depended conditionally on the sample 𝑥 values. 
 
4.4.4. RATIO ESTIMATORS IN STRATIFIED SAMPLING 
Ratio estimators of the population mean 𝜇 under stratified sampling can be of two types. 
The ratio estimator can be defined as the sum of ratio estimates of the total of each 
stratum. An alternative estimate is a single combined ratio defined as the ratio of 
estimates of the combined sample mean of the variate of interest Y, and the auxiliary 
variate X (Cochran, 1977). 
                     µˆr =
yst
xst
⋅µx     with     yst = whyh
h=1
L
∑ 	  	  	  	  	  	  	  	  and       	   xst = whxh
h=1
L
∑  
where wh = Nh N  is the stratum weight and L is the number of strata in the population. 
 
The variance of the combined ratio estimator of the mean of a finite population is 
                         var(µˆr ) = wh2 ⋅
1
nh
"
#
$
%
&
'⋅
Nh − nh
nh
"
#
$
%
&
'⋅ σ yh
2 − 2Rσ xyh + R2σ xh2( )
h=1
L
∑  
where Nh − nhnh
"
#
$
%
&
'  is the finite population correction factor, σ yh
2  and σ xh
2  are variances of 
the two variables in stratum h, and σ xyh is the covariance between the two variables in 
stratum h. 
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4.5. BOOTSTRAPPING 
The bootstrap is a form of a larger class of methods called resampling procedures that 
draw repeated samples from the original data set. Other resampling techniques similar 
to bootstrapping are the jackknife (Quenouille, Notes on Bias Estimation, 1956)	  and the 
permutation method. (Efron, Bootstrap Method: Another Look at the Jackknife, 1979) 
unified resampling ideas and connected the simple non-parametric bootstrap for 
independent and identically distributed (i.i.d.) observations which resamples data with 
replacement, with prior accepted statistical tools for estimating standard errors such as 
the jackknife and the delta method. 
 
(Efron, Bootstrap Method: Another Look at the Jackknife, 1979) was motivated by the 
problem of estimating the standard error of a parameter estimator, particularly when the 
estimator was complex and standard approximations such as the delta method were not 
applicable. In general, bootstrapping involves replacing the unknown population 
distribution with the known empirical distribution of the sample, when estimating the 
standard error of an estimator. 
 
4.5.1. BOOTSTRAP ESTIMATION 
Suppose we have drawn a sample of size n from the population. Given the n i.i.d. 
random vectors 𝑋!,⋯ ,𝑋!, and a real-valued estimator 𝜃 = 𝑓 𝑋!,⋯ ,𝑋! , bootstrapping 
provides a procedure to assess the accuracy of 𝜃 in terms of the empirical distribution 
function 𝐹!. The empirical distribution function assigns probability 1 𝑛 to each observed 
value of the random vectors 𝑋!,⋯ ,𝑋! and is the maximum likelihood estimator of the 
distribution for the observations when no parametric assumptions are made.  
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The bootstrap distribution for 𝜃 − 𝜃  is the distribution obtained by generating 𝜃s by 
sampling independently with replacement from the empirical distribution 𝐹!. Parameters 
of the bootstrap distribution for 𝜃 − 𝜃 are the bootstrap estimate of the corresponding 
parameters of the distribution of 𝜃. 
 
In practical applications, a Monte Carlo approximation of the bootstrap estimate is 
obtained by sampling with replacement from the empirical distribution k times, and 
computing 𝜃∗ , the value of 𝜃  for each bootstrap sample. (Efron, Bootstrap Method: 
Another Look at the Jackknife, 1979) recommends k to be at least 100 to estimate the 
standard error. This has been challenged in (Booth & Sarkar, 1998). The Monte Carlo 
approximation is very close to the bootstrap estimate when the number of bootstrap 
samples used is very large. It should be noted that what this process produces is an 
approximation to the distribution 𝜃∗ − 𝜃 , when what is needed for inference is the 
distribution of 𝜃 − 𝜃. We expect the two distributions to be nearly the same for large 
sample sizes. 
 
Suppose we are interested in estimating the bias of the estimator 𝜃. The bias is defined 
as 𝑏 = 𝐸 𝜃 − 𝜃  
The bootstrap estimator of b is 𝐸 𝜃∗ − 𝜃  and the Monte Carlo approximation to the 
bootstrap estimator is given by 
                                                    BMonte =
1
k θi
* −θˆ( )
i=1
k
∑  
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The purpose of estimating the bias is to improve a biased estimator by subtracting an 
estimate of the bias from it. Bias correction was the motivation for the related resampling 
method jackknife in (Quenouille, 1949) and (Tukey, 1958). 
 
Bootstrapping was designed to estimate the accuracy of estimators and not to produce 
point estimates. The bootstrap can be used to produce point estimates of location 
parameters if the bootstrap estimate for the mean of a population is the sample mean 
itself, and the Monte Carlo estimate is an approximation to the sample mean. However, 
(Bickel & Freedman, 1981) and (Singh, 1981) derive asymptotic results for the bootstrap 
estimate of the mean when the variance is finite. 
 
For heavy-tailed distributions, robust estimates of location parameters such as the 
median may be of interest. Bootstrap is a useful approach to estimate the standard 
errors of these robust estimates, and obtain confidence intervals for the location 
parameters. These statistical procedures are discussed in detail in (Chatterjee & Hadi, 
1988), (Hampel, Ronchetti, Rousseeuw, & Stahel, 1986) and (Huber, 1981). 
 
In some cases, we are able to bootstrap estimate directly without having to derive a 
Monte Carlo approximation. (Efron, 1982) states that the bootstrap estimate of the 
standard error of the estimator of the mean of the distribution of a real-valued random 
variable is 
                            σˆ Boot =
n−1
n ⋅σˆ      where    σˆ =
1
n n−1( )
xi − x( )
2
i=1
n
∑  
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The probability that a particular 𝑋! will appear j times for 𝑗 = 1,⋯ , 𝑛 called the repetition 
rates (Efron, 1983) can be determined using the multinomial distribution or using 
classical occupancy theory (Chernick & Murthy, 1985). 
 
The strong law of large numbers for i.i.d. random variables imply that the empirical 
distribution 𝐹!  converges to the population distribution function 𝐹  pointwise with 
probability one (Chung, 1974). Strong laws regarding the bootstrap are discussed in 
(Athreya, Strong Law for the Bootstrap, 1983). A stronger result, the Glivenko-Cantelli 
theorem asserts that 𝐹! converges to 𝐹 uniformly when observations are i.i.d (Chung, 
1974). 
  
4.5.2. RESAMPLING METHODS 
In this section, we will discuss other resampling techniques in comparison to bootstrap 
that have been widely discussed in prevalent literature.  
 
The jackknife was introduced in (Quenouille, 1949), with the goal of improving an 
estimate by correcting for bias. It was later discovered that the jackknife was more 
useful in estimating the variance of estimators. It is especially useful in estimating the 
variance of robust estimators of location such as the trimmed or Winsorized means 
(Efron, 1982). However, simulation studies have shown the bootstrap to be superior to 
the jackknife even with robust estimators. Some research view the jackknife results as 
an approximation to the bootstrap. 
 
The Delta method may be used when moments of an estimator is difficult to derive 
exactly, but the estimator can be represented as a function of other estimators whose 
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first moments are known. (Efron, 1982) shows using geometrical ideas, that various 
estimates of the standard error using the delta method are related to bootstrap 
estimates. 
 
Cross-validation is a general procedure used in statistical model building to decide on 
the order of a model. It is also used in estimating smoothing parameters in 
nonparametric density estimation and to construct spline functions. The bootstrap can 
be used in all these applications, but research on bootstrap has not developed to 
provide clear guidelines for each of these problems. (Breiman, Friedman, Olshen, & 
Stone, 1984) use cross-validation as well as bootstrap approach to prune classification 
tree algorithms, but do not provide theory or simulation studies to show superiority of the 
bootstrap. 
 
4.5.3. NUMBER OF REPLICATIONS 
An important consideration in using bootstrap estimates for a practical application is the 
number of replications that will be sufficient. (Efron, 1987) argues that a 100 replications 
is sufficient to estimate standard errors and sometimes even a mere 25 iterations will 
suffice. He also states that a 1000 replications get good estimates for the endpoints of 
bootstrap confidence intervals. (Booth & Sarkar, 1998) challenge this claim and states 
that the number of iterations should be based on the conditional distribution of the 
coefficient of variation. They suggest 800 iterations to estimate standard errors 
compared to the 100 iterations suggested by Efron.  
 
(Hall, 1992) develops a theoretical basis for the number of iterations using Edgeworth 
expansions. He has also suggested that the use of variance reduction schemes can 
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reduce the number of iterations needed. (Davison & Hinkley, Bootstrap Methods and 
Their Applications, 1997) also discuss these approaches in detail. 
 
(Hall, 1992) suggests that is the estimate 𝜃 is for a parameter 𝜃 the variance of the 
bootstrap estimation is 𝐶𝐵!! where B is the number of bootstrap replications and C is a 
constant independent of B or the sample size n. When the parameter is a smooth 
function of a population mean the variance is approximately 𝐶𝐵!!𝑛!! . The use of 
variance reduction methods can minimize this variance by either reducing C or the 
factor involving n. Variance reduction techniques used in Monte Carlo simulations are 
discussed in detail in (Hammersley & Handscomb, Monte Carlo Methods, 1964).  
 
An unnamed approach used in (Andrews, Bickel, Hampel, Huber, Rogers, & Tukey, 
1972) to reduce variance splits the computation into deterministic and stochastic 
components and applies Monte Carlo simulation only to the stochastic part.  
 
Balanced resampling, which controls the number of times a given observation occurs in 
the bootstrap samples was introduced in (Davison, Hinkley, & Schenchtman, 1986). 
Antithetic variables have been used as a variance reduction technique in (Hammersley 
& Morton, 1956). This method reduces variance by introducing negative correlation 
between pairs of Monte Carlo samples. Importance sampling is another variance 
reduction technique that has been suggested for use in bootstrapping in (Johns, 1988). 
In importance sampling, we sample more observations from parts of the distribution that 
are critical to the parameter being estimated.  
Variance reduction techniques are particularly important in complex problems when the 
estimates themselves require intensive computing. 
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4.5.4. FAILURES IN BOOTSTRAPPING 
Although bootstrapping has proved to be a useful technique in estimating the variance 
of an estimator, situations in which it can fail have been identified in prevalent statistical 
literature.  
 
Bootstrapping generally does not provide a good estimate of the variance of an 
estimator when the sample size is too small (Thompson, 1992). The general concern 
here is that with only a few values to select from, the bootstrap sample will under-
represent the true variability since observations are often repeated and bootstrap 
samples themselves can be repeated. 
 
(Athreya, 1987) show that the bootstrapping technique fails when the population 
variance is infinite. In this case, the distribution of the sample mean converges to a 
random distribution. This is also the case when estimating extreme values as shown in 
(Angus, 1989). 
 
Other situations where bootstrapping fails involve data sequences that are M-dependent 
and unstable autoregressive processes. (Thompson, 1992) provides a detailed 
discussion on these situations, as well as remedies that can be used to ensure an 
appropriate estimate through bootstrapping. 
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CHAPTER 5 
REPLICATED STRATIFIED SAMPLING (RSS) 
	  
5.1. INTRODUCTION 
Common techniques used to improve efficiency in actuarial modeling were discussed in 
Chapter 3. Most techniques that are currently being used reduce run-time significantly, 
either directly or by improving accuracy of estimates thereby making it possible to 
achieve a given level of accuracy with less processing. 
 
However, most techniques fail to produce accurate estimates of tail metrics. As most risk 
metrics produced in actuarial modeling involve tail results, accuracy in estimating the 
tails is a desirable feature of an efficient modeling technique. It is important to strike a 
balance between accuracy of estimates and run-time savings.  
 
Replicated Stratified Sampling (RSS), as discussed in this chapter, is a statistical 
sampling technique that is designed to estimate risk metrics, even at the tail, with an 
acceptable level of accuracy, while reducing required run-time significantly. While it is 
possible to apply this sampling technique to estimate a base risk metric, the focus of this 
dissertation is on the application of RSS to estimate the change in a risk metric with 
changes in model inputs. 
 
We will first discuss how a sensitivity analysis would be carried out without involving any 
estimation techniques, and then discuss the RSS technique and the RSS estimator as 
applicable to sensitivity testing. We will then provide simulation examples of the 
application of RSS to estimate different types of risk metrics, including the estimation of 
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tail distributions. Finally, we will discuss the advantages of RSS over other efficient 
modeling techniques. 
 
5.2. ESTIMATING THE CHANGE IN A RISK METRIC 
A risk metric on the population of in-force policies is a function of the policies that are run 
through the model and a set of assumptions. The ‘baseline’ value of this risk metric can 
be defined as the value calculated on a given set of policies, either the full in-force 
population or a sub-set, and the set of standard or best-estimate assumptions. 
 
A sensitivity test would attempt to quantify the impact of a change in the level of one or 
more assumptions on the risk metric computed. In order to evaluate this impact, we will 
need to re-run the model with the same set of policies, but with the new set of 
assumptions. The value of the risk metric under this run, relative to the value of the 
metric under the run with base assumptions, will quantify the impact of a shock to one or 
more of the input variables.  
 
In the context of this research, the relative change in the risk metric is defined as the 
ratio of the value of the risk metric under the shocked assumptions to the value of the 
risk metric under the base assumptions. For example, if the value of the risk metric is A 
under the set of base assumptions, and B under the set of shocked assumptions, the 
relative change is defined as the ratio 
A
B
.  
 
In order to quantify the impact of a shock to each of the assumptions, the model will 
need to be re-run multiple times. The number of runs required is equal to the number of 
variables that will be shocked i.e. the number of sensitivities being performed.  
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Managing the time required to produce an estimate of the change in a risk metric is 
important in many time-critical actuarial applications. RSS is a technique that can be 
used to estimate the relative change in a risk metric that will eliminate the need to run 
the model multiple times on the complete set of in-force policies, thereby reducing the 
required run-time significantly. 
 
5.3. RSS PROCEDURE TO QUANTIFY THE RELATIVE CHANGE 
RSS is a statistical sampling technique that will estimate the relative change in a risk 
metric under a shock to the input variables. As discussed in section 5.2, the relative 
change is defined as the ratio of the value of the metric under the shocked assumptions 
to the value of the metric under the baseline assumptions. 
 
The output of an actuarial model is a composite function of the input variables and 
characteristics of the set of in-force policies. The baseline value of the risk metric, A, can 
be defined as follows. 
                                          
( )
( ) Nippfxwhere
xxgA
ri
N
,..,1,,
,,
1
1
==
=


J
                            (5.1) 
Here, Nxx ,,1  denote the set of values generated by the N in-force policies under the 
function f, which is required to produce the risk metric for the full population. J denotes 
the characteristics vector of policy i and rpp ,1  denote input variables such as 
mortality rates, interest rates, equity returns, etc. 
 
The value of the risk metric under shocked assumptions, B, can be defined similarly. 
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                           (5.2) 
Here, rss 1 denote the shocks applied to each of the r input variables. 
 
As an example, let us consider a population of 100,000 whole life insurance policies, 
and define the risk metric to be the 90th percentile of the aggregate net single premium. 
In order to compute this risk metric, we must first compute the present value of the death 
benefit for say a 1000 ‘observed’ death times, based on some assumption on interest 
rate and mortality. Suppose we would like to model the change in the risk metric when 
the mortality rates increase by 50% and the interest rate drops by 20% simultaneously. 
 
In this example, the values associated with individual policies, xi , represent a 1x1000 
row vector of present values of the death benefit. The input variables to the function f, p1 
and p2 will be mortality rates and the assumed interest rate.  In other words, the function 
f when applied to each policy generates the present value of the death benefit at each 
observed death time based on policy characteristics, mortality rates and the interest rate 
assumption. Similarly, yi  represents a 1x1000 row vector of present values of the death 
benefit generated with 150% of baseline mortality rates and 80% of the baseline interest 
rate. 
 
The function g as applicable to this example is a composite function that first aggregates 
the present value of the death benefits of all policies in the in-force block at each 
observed death time and then returns the 90th percentile of the 1000 aggregate present 
values of death benefits. The baseline risk metric, A, is the 90th percentile of the 
aggregate death benefits computed under baseline mortality and interest rate 
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assumptions, while the shocked risk metric, B, is the 90th percentile of the aggregate 
death benefits computed with an increase in mortality rates and a decrease in the 
interest rate. 
 
Suppose the baseline value of the risk metric, A, has already been produced, by running 
the complete set of in-force policies through the model with the set of standard or best-
estimate assumptions. The RSS estimator, Rˆ , which is produced as described in 
section 5.4, will estimate the ratio 
A
BR = . This is then applied to the baseline value A as 
follows, to estimate the value of the risk metric under shocked assumptions. 
                                                             ARB ⋅ˆ~                                                         (5.3) 
 
In the remainder of this dissertation, we will assume for simplicity that the risk metric is 
dependent only on two external variables, mortality rate and interest rate. 
 
5.4. RSS ESTIMATOR 
This section discusses how the RSS estimator, Rˆ , as defined in section 5.3, will be 
developed, given a population of insurance policies, and a set of external variables that 
drive a risk metric. 
 
Suppose the in-force population consists of N policies. We define s number of strata 
within the in-force population and assign each policy in to a stratum. The strata could be 
defined either based on policy characteristics, or based on the value of ix 	  as defined in 
equation 5.1. Let’s assume Nj number of policies are assigned to strata j, where j = 
1,..,s. 
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Fix the sample size at n. Draw n policies in total, with N
Nn j× policies from the jth 
stratum, from the in-force in to sample 1. This process will be repeated k number of 
times, so eventually we have drawn k samples. 
 
The set of values generated by the individual policies in the mth sample under baseline 
assumptions, x
1
(m),, x
n
(m) , which will in turn be used to produce the overall baseline risk 
metric value for the sample, is given by  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   x
i
(m) = f J, p1, p2( ) i =1,..,n 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (5.4)	  
where J and p1, p2 	  are defined in the same manner as in equation 5.1. These values are 
generated by running each set of n policies selected for the k samples through the ALM 
model with baseline assumptions. 
 
Similarly, the set of values generated by the individual policies in the mth sample under 
shocked assumptions, y
1
(m),, y
n
(m) ,	   which will in turn be used to produce the overall 
shocked risk metric value for the sample, is given by  
                                        ( ) nipspsfy m
i
,..,1,, 2211
)( =⋅⋅= J                                   (5.5)	  
where J and rss 1 	  are defined in the same manner as in equation 5.2. These values 
are generated by running each set of n policies selected for the k samples through the 
ALM model with shocked assumptions. 
 
The baseline risk metric for the mth sample, Am, is given by 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   Am = g x1m,, xnm( ) m =1,..,k                                         (5.6) 
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where g denotes the function that generates the value of the risk metric, as defined in 
equation 5.1. 
 
Similarly, the shocked risk metric for the mth sample, Bm, is given by 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   ( ) kmyygB mmm n ,..,1,,1 ==                                      (5.7) 
 
The sample ratio is defined as km
A
BR
m
m
m ,..,1==                                            (5.8) 
 
This is the ratio of the shocked risk metric to the baseline risk metric of the sample. The 
RSS process will generate k such sample ratios. We define the estimator of the ratio of 
the shocked risk metric to the baseline risk metric of the sample to be the average of 
these k ratios. 
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                          (5.9) 
 
This estimate can then be applied to the already computed value of the population risk 
metric under baseline assumptions as discussed in section 5.3. 
Consider using RSS for the example introduced in section 5.3 in order to estimate the 
change in the risk metric with a 50% increase in mortality rates and a 20% decrease in 
the interest rate. Suppose the population of in-force policies can be divided into 10 strata 
based on the death benefit associated with each policy.  
 
We first draw a sample of 10 policies that consist of 1 policy from each stratum. For 
each policy in this sample, we compute the present value of the death benefit at each of 
	  53	  	  
the 1000 observed death times, with baseline mortality and interest rate assumptions. 
Each 1x1000 vector of values corresponds to the x
i
(1)  defined in equation 5.4, where i 
ranges from 1 to 10. Similarly, we compute a 1x1000 vector of present values of the 
death benefit for each policy in the sample with shocked mortality and interest rate 
assumptions. These vectors correspond to the values y
i
(1) defined in equation 5.5.  
 
The baseline risk metric of the first sample, A1 , is the 90th percentile of the 1000 
aggregate present values of the death benefit associated with the 10 policies in the 
sample with baseline assumptions, i.e. x
i
(1) . The shocked risk metric of the first sample, 
B1 , is the 90th percentile of the 1000 aggregate present values of the death benefit 
associated with the 10 policies in the sample with shocked assumptions, i.e. y
i
(1) . The 
ratio of the shocked to the baseline risk metric in the first sample is R1 =
B1
A1
. 
 
Next we draw a second sample of 10 policies with 1 policy from each stratum and 
compute the baseline and shocked risk metrics A2 and B2  on the second sample, and 
the ratio associated with the second sample R2 =
B2
A2
. The RSS estimate of the 
population ratio R as defined in equation 5.9 is given by Rˆ = R1 + R22 .	  
 
5.5. IMPROVEMENTS AND ADVANTAGES 
The Replicated Stratified Sampling method as described above has some clear 
advantages over efficient modeling techniques that are commonly used. 
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The objective behind the strategy is to estimate the sensitivity of a risk metric to one or 
more of the input variables, without having to run the ALM model with full set of in-force 
policies. RSS method allows us to estimate the change in the risk metric when the level 
of an input variable is changed, with a total sample of n x k policies from the in-force. 
This leads to significant savings in run-time.  
 
The RSS algorithm is independent of the ALM models being used. This method can be 
used with existing models, with little or no modifications, to run sensitivity tests.  
 
Once the samples are constructed through an RSS engine, which can be set up to be 
independent of the ALM model, the same samples can be used to run multiple sensitivity 
tests on a risk metric. For example, if the risk metric requires three external input 
variables, we can run sensitivities on individual inputs, as well as in pairs to determine 
any interaction effects, with the same set of samples. The time required to draw samples 
does not increase with the number of sensitivities performed. 
 
Also, the same set of samples can be used on different risk metrics, provided the 
stratification method remains the same across all runs.  
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CHAPTER 6 
THEORETICAL PROPERTIES 
	  
6.1. INTRODUCTION 
We defined the problem of estimating a change in the level of a risk metric under given 
shocks to input parameters through a replicated ratio estimator in chapter 5. This 
chapter will discuss the convergence of the RSS estimator for the ratio of means. This is 
the simplest application of the RSS process, as presented in the first simulation 
example. Section 6.2 below formulates the problem, and section 6.3 presents some 
basic theorems in probability that will be invoked in the discussion of theoretical 
properties of the RSS estimator. Section 6.4 and 6.5 discusses some convergence 
related results, and other theoretical properties such as the variance and the limiting 
distribution of the RSS estimator.  
 
6.2. PROBLEM DEFINITION 
We are looking to establish the proof of convergence of the RSS estimator for the 
change in a metric, when the metric of being estimated is defined as the sum of a set of 
values generated by individual members of the population.  
 
We are defining the problem of convergence of the RSS estimator for the specific case 
where the function g is defined as in equation 6.1. It must be noted that the problem 
definition, and hence the proof, is independent of the function f that generates values 
associated with the individual members of the population. 
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Suppose the population consists of N individual members. In the context of an insurance 
application, this will be a set of N policies.  
 
We define the risk metric of interest to be the sum of some parameter generated by the 
individual members of the population. For example, this could be the sum of reserves 
over all policies, or the total single premium for a block of whole life insurance policies. 
With reference to equation 4.1, we can define this problem as follows. 
                                          
( )
( ) Nippfxwhere
xxxgA
i
N
i
iN
,..,1,,
,,
21
1
1
==
== ∑
=
J

                                   (6.1) 
 
Here, A is the value of the population risk metric under baseline input variables p1 and 
p2. These parameters represent external variables such as interest rates and mortality 
rates, and will be the drivers of any change in the risk metric as defined below. J is the 
characteristics vector of policy i. 
 
Suppose the shocks applied to input parameters p1 and p2 are s1 and s2 respectively. 
The shocked value of the population risk metric is defined as 
                               
( )
( ) Nipspsfywhere
yyygB
i
N
i
iN
,..,1,,
,,
2211
1
1
=⋅⋅=
== ∑
=
J

                                  (6.2) 
Clearly, ix and iy are not independent as they are both driven by the same vector of 
policy characteristics.  
 
The ratio we are estimating with the RSS procedure is then defined as follows. 
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Here, xµ is the mean of the values generated by the function f with baseline parameters 
for each member of the population, and xµ is the mean of the values generated by the 
function f with shocked parameters. As shown in equation 6.3, the problem can be 
analyzed as estimating the ratio of means of the shocked and base population values.  
 
As is required by the RSS process, let’s assume we draw k samples of size n from the 
above population. The mth sample will consist of n pairs of values ( ))()( , mjm yx j  where, 
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where all parameters within the function f are defined as in 6.1 and 6.2. 
 
The baseline risk metric for the mth sample, Am, is given by 
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Similarly, the shocked risk metric for the mth sample, Bm, is given by 
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The sample ratio is defined as  
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This is the ratio of the sample mean of the shocked values to the sample mean of the 
baseline values. The RSS process generates k such sample ratios. We define the 
estimator of the ratio of the shocked risk metric to the baseline risk metric of the sample 
to be the average of these k ratios. 
                                              ∑∑
==
⋅=⋅=
k
m
m
mk
m
m x
y
k
R
k
R
1
)(
)(
1
11ˆ                                    (6.8) 
 
We are looking for the RSS estimator given by equation 6.8 to either converge or be 
very close to the population ratio of 
x
y
µ
µ
for some combination of sample size n and 
number of replications k. 
We can approach this problem in two ways: fix n and have k reach ∞ , or fix k and have 
n reach ∞ . We will attempt to resolve under which of these conditions the RSS 
estimator converges to or will be very close to the ratio of population means, and also 
discuss other theoretical properties of the RSS estimator. 
 
It should be noted that finite population correction factors have not been applied in any 
expressions in this discussion as it is assumed that the sample size n will be small in 
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comparison to the population size N, and that sampling will be carried out with 
replacement. 
 
6.3. THEOREMS IN PROBABILITY 
Stated below, are some theorems in probability that will be referenced in the discussion 
of properties of the RSS estimators in sections 6.4 and 6.5. 
 
6.3.1. Strong Law of Large Numbers (SLLN) 
Let ,, 21 xx be a sequence of i.i.d. random variables with ( ) ∞<jxE . Then, 
                              ( ) ∞→→++ nassaxE
n
xx n ..1
1 
 
 
6.3.2. Dominated Convergence Theorem 
Let { }nf  be a sequence of real valued measurable functions that converges pointwise to 
a function f . If there exists an integrable function g such that ( ) ( ) xandnxgxfn ∀∀≤  
then 0lim =−∫∞→ µdffnn  
 
6.3.3. Bivariate Central Limit Theorem (CLT) 
Suppose ( ) ( )nn yxyx ,,,, 11   are i.i.d. samples from a bivariate population, with 
( ) ( ) yixi yExE µµ == , and ( ) ( ) 22, yixi yVarxVar σσ ==   
                 Then, ( ) ⎟⎟
⎠
⎞
⎜⎜
⎝
⎛
→ nnnNyx
xyyx
yX
d σσσµµ ,,,,,
22
 in distribution as ∞→n  
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6.3.4. Bivariate Delta Method 
If T1,T2( )~N θ1,θ2,σ1
2
n ,
σ 2
2
n ,
σ12 n
!
"
#
$
%
&  (Bivariate Normal Distribution), and ( )21,TThU =  
is continuously differentiable at the point ( )21,θθ then, 
                                                    U ~N h θ1,θ2( ) ,σ 2 n( )   
where σ 2 = h12σ12 + h22σ 22 + 2h1h2σ12 and  
          ( ) ( )
ymxm yxm
mm
yx x
yxh
h
µµ
µµ
==
∂
∂
=
,
1
,
,    ,      ( ) ( )
ymxm yxm
mm
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h
µµ
µµ
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∂
∂
=
,
2
,
,  
 
In other words, the asymptotic distribution of ( )21,TThU =  is the same as that of the 
Taylor approximation to U at the point ( )21,θθ : 
                             ( ) ( )( ) ( )( )222121121121* ,,, θθθθθθθθ −+−+= ThThhU  
 
6.3.5. Reproductive Property of the Normal Distribution 
Suppose nxx ,,1 are n independently and normally distributed random variables with 
means iµ and variances 
2
iσ .   Then, a linear combination of these random variables 
defined by ∑
=
=
n
i
ii xcY
1
 where ncc ,,1 are constants, is also normally distributed  
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6.4. CONVERGENCE RELATED RESULTS 
6.4.1. Convergence of a Single Sample Ratio 
Let’s define the baseline values of the sample )()( ,,
1
mm
n
xx  	  as discrete, independent and 
identically distributed, uniform random variables such that 
                            nj
N
ppfxx ii
m
j
,,11y probabilit  with),,( 21
)( === J 	                  (6.9) 
where ix is defined as in equation 6.1, and N is the size of the population. 
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i
i
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                                   (6.10) 
where A is the value of the risk metric on the population under baseline assumptions as 
defined in equation 6.1. 
 
By the Strong Law of Large Numbers (SLLN), 
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Similarly, we define the shocked values of the sample )()( ,,
1
mm
n
yy  	  as discrete, 
independent and identically distributed, uniform random variables such that 
                    nj
N
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m
j
,,11y probabilit  with),,( 2211
)( =⋅== ⋅J 	                 (6.12) 
where iy is defined as in equation 6.2, and N is the size of the population. 
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where B is the value of the population risk metric under shocked assumptions as defined 
in equation 6.2. 
By the Strong Law of Large Numbers (SLLN), 
       ( ) ∞→⋅=→++ nassaB
N
yE
n
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m
j
mm
n ..1)(
)()(
1

                              (6.14) 
 
Then, by properties of SLLN, the single sample ratio defined in equation 6.7 converges 
to the population ratio, as the sample size n reaches ∞ . 
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6.4.2. Convergence of the Mean of Ratios of Fixed Sized Samples 
The RSS estimator is defined as the average of k sample ratios (equation 6.8). Each 
sample is drawn from the same population and the sample ratios are i.i.d. random 
variables. Then, by SLLN, we conclude that 
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Here we have fixed the sample size at n. Then, as is expressed in 6.16 above, the 
average of single sample ratios converge to the expected value of a single sample ratio 
as the number of ratios, i.e. the number of replications of samples is increased.  
 
Here we also note that,  
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Combining 6.16 and 6.17, we conclude that the average of sample means does not 
converge to the ratio of means of the values generated with shocked and baseline 
assumptions when the number of replications is increased, if the sample size is fixed.  
 
6.4.3. Convergence of the RSS Estimator with Increasing n and k 
In 6.16, we have shown that Rˆ converges to ( )mRE  almost surely as the number of 
replications k is increased when the sample size n is fixed. By 6.15, we know that the 
single sample ratio converges to the population ratio of means almost surely as n is 
increased. Then, if we can show that ( )
x
y
x
y
m ERE µ
µ
µ
µ
=⎟
⎟
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⎞
⎜
⎜
⎝
⎛
→ as n increases, we can 
conclude that when both the sample size n and the number of samples k are sufficiently 
large, the RSS estimator Rˆ converges to the population ratio. 
 
Consider the sample space of a single ratio mR given in (6.18) below. 
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The sample space of mR is a finite set made up of ratios of a finite number of 
combinations of n pairs of shocked and baseline population values. Therefore, we can 
find a real number R such that ∞<< RRm . 
 
Let ( ) ℜ∈∀= xRxh .  
Then, ( ) Ω∈∀∞<< mm RXhR , and by Dominated Convergence Theorem (6.3.2), and 
the result in 6.15 above, we have  
                                       ( ) ∞→=⎟⎟
⎠
⎞
⎜
⎜
⎝
⎛
→ nassaERE
x
y
x
y
m ..µ
µ
µ
µ
                            (6.19) 
 
Therefore, if n is sufficiently large for both 6.15 and 6.19 to hold, and k is sufficiently 
large for 6.16 to hold, we can conclude that the RSS estimator Rˆ converges to the 
population ratio almost surely.  
 
This result confirms the conjecture that we require the samples to be sufficiently large for 
the estimator to converge to the population ratio, and increasing the number of 
replications by holding the sample size at this level improves the accuracy of the 
estimate. This can be seen in the simulation results of the second example when 
estimating the ratio of averages. The error of the estimate decreased with increasing 
sample size even though the number of replications decreased, until we reached a 
sample size of 25. We believe the accuracy of the estimate worsened when the sample 
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size was increased beyond this level due to the number of replications being insufficient 
as we kept the total sample size, i.e. n x k, a constant. 
 
6.5. OTHER THEORETICAL PROPERTIES 
6.5.1. Limiting Distribution of the RSS Estimator 
As defined in equations 6.9 and 6.12, ( ))()( , mjmj yx  are i.i.d. random variables from a 
population where 0≠yµ . Then, we can apply the Bivariate CLT to state that 
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We can now apply the Bivariate Delta Method described in 6.3.4 to the single sample 
ratio 
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yR = , to approximate its asymptotic distribution, and then that of the RSS 
estimator.  
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Then, for sufficiently large n, 
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and by the Reproductive Property of the Normal Distribution, ∑
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6.5.2. Variance of the RSS estimator 
Since ∑
=
⋅=
k
m
mRk
R
1
1ˆ where mR are i.i.d., we can show that 
                                    var Rˆ( ) = var 1k ⋅ Rmm=1∑
#
$
%
&
'
( =
1
k var Rm( )                                 (6.23) 
 
We can argue that when the sample size n is large enough to make the distribution of 
mR close to the normal distribution given in 6.21, the variance of the RSS estimator is 
given by the variance of the normal distribution given in 6.22. 
 
Equation 6.22 shows that the variance of the RSS estimator can be reduced by reducing 
the variance of the single sample estimator var Rm( ) . It should be noted that equation 
6.22 is based on the i.i.d. property of single sample ratio estimators, and holds under 
both simple random sampling as well as stratified sampling.  
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Considering the single sample ratio estimator, we have µˆy = Rm ⋅µx , which implies 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  var Rm( ) = 1µx2 ⋅var µˆy( ) 	                                              (6.24) 
 
Equation 6.24 shows that we can reduce the variance of the single sample ratio 
estimator by reducing the variance of the ratio estimate of the population mean. The 
variance of µˆy  can be reduced through stratification of the population. 
 
As discussed in section 4.4.4, the variance of the ratio estimator of the population mean 
with under stratified sampling is 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  var(µˆr ) = wh2 ⋅ 1nh"#$ %&'⋅ σ yh2 − 2Rσ xyh + R2σ xh2( )h=1L∑ 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (6.25) 
where σ yh
2  and σ xh
2  are variances of the two variables in stratum h, and σ xyh is the 
covariance between the two variables in stratum h. Equation 6.25 implies that the 
variance of µˆy  can be reduced by defining the strata in such a way that the variance 
within a strata is minimized.  
 
Further, equation 6.25 implies that the variance of µˆy will be minimized if the auxiliary 
variable X is highly positively correlated with the variable of interest Y. We have defined 
the auxiliary variable associated with the estimation problem discussed in this 
dissertation as the baseline value of the risk metric of interest. Since we are estimating 
the change in value of the same metric under different levels of the input parameters, it 
is fair to assume that for most insurance applications, the variable of interest defined as 
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the sensitivity value of the metric will have a high positive correlation with the auxiliary 
variable. 
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CHAPTER 7 
SIMULATION RESULTS 
	  
7.1. INTRODUCTION 
We simulated the Replicated Stratified Sampling (RSS) process as described in chapter 
5 on several simple as well as insurance specific applications, to test the effectiveness 
of the process in estimating a change in a risk metric under given shocks to input 
parameters.  
 
The key indicator of efficiency was considered to be the number of samples (k) of a 
given sample size (n) required to estimate the change in the risk metric with an 
acceptable level of accuracy. In other words, the RSS process must be able to estimate 
the change in the risk metric with a given level of accuracy using a relatively small 
number of policies in total, i.e. n x k policies, where n x k is very much smaller than the 
total population size, N. 
 
We tested the efficiency of the basic RSS algorithm with two simulated applications. The 
first application defined the metric as the mean of a set of numbers, and RSS was used 
to estimate the change in the mean with a shock to the parameters generating the set of 
numbers. This is a non-insurance application and was used to ascertain the validity of 
the conjectures in a simple application. The second set of simulations was on an 
insurance application, where we attempted to estimate the change in a given percentile 
of a distribution of numbers generated on a set of whole-life insurance policies. 
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7.2. ESTIMATING A CHANGE IN THE MEAN 
7.2.1. Problem Definition 
We used random numbers generated from a normal distribution with a given mean and 
standard deviation and used RSS to estimate the ratio of the mean to the mean of a 
second set of numbers that are dependent on the first. The problem is defined below in 
terms of notations introduced in chapter 5. 
 
First, we generated a set of 50,000 random numbers from a normal distribution with 
mean 10 and standard deviation 3. This set of random numbers is considered to be the 
baseline values generated by the population, ix , as defined in equation 5.1. 
                                           ( ) 50000,,13,10~ …=iNxi                                      (7.1) 
Here, the values generated by the 50,000 in-force policies under the function f, with input 
variables p1 and p2 is assumed to be normally distributed with mean 10 and standard 
deviation 3. 
 
We define the function g in equation 5.1 to be the mean of these 50,000 random 
numbers. 
                                     ( ) ∑
=
==
000,50
1
1 000,50
1,,
i
iN xxxgA                                (7.2) 
 
We then generated a second set of random numbers which are dependent on the first 
set, by setting the mean equal to 5 times the baseline value generated plus 10, and the 
standard deviation to 3 times the standard deviation of the first set. This set represents 
the values generated by the in-force policies when the input variables are shocked and 
corresponds to iy as defined in equation 5.2. 
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                                      ( ) 50000,,133,105~ …=⋅+ ixNy ii                            (7.3) 
 
We have defined the function g to be the mean of the set of numbers that represent the 
values generated by the in-force policies. Therefore,  
                                     ( ) ∑
=
==
000,50
1
1 000,50
1,,
i
iN yyygB                               (7.4) 
 
The population ratio is then defined as  
                                                 
∑
∑
=
=== 000,50
1
000,50
1
i
i
i
i
x
y
A
BR                                                  (7.5) 
Therefore, the problem is reduced to estimating the ratio between the sums of two sets 
of numbers, where the numerator is dependent on the denominator. 
 
Given the distributions from which the random numbers were simulated, the mean of the 
baseline values will be 10, and the mean of the shocked values will be 60, resulting in a 
population ratio of 6.  
 
Population	  
Statistics	   	  	   	  	   	  	  	   	   	   	  Base	  population	  (X)	   	  	   Shocked	  Population	  (Y)	  Mean	   10	   Mean	   5*Xi+10	  Std.	  Deviation	   3	   Std.	  Deviation	   3*SD(X)	  	   	   	   	  Sum	  of	  Xi	   500,782	   Sum	  of	  Yi	   3,004,141	  
Population	  Ratio	   6.00	   	  	   	  	  
 
Table 7.1 : Characteristics of simulated population for estimating the ratio of means 
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7.2.2. RSS Estimate 
Applying the RSS technique to this problem requires us to repeatedly draw k samples of 
a fixed size n and calculate the ratio of the mean of the iy values to the mean of the ix
values in each sample. The RSS estimate of the population ratio, R, will be the average 
of the k sample ratios. 
 
No stratification was considered in this example. We set the sample size to 10, and 
repeatedly drew samples from the generated ‘baseline’ and ‘shocked’ populations, and 
calculated the cumulative average of the sample ratios at each step. As defined in 
equation 5.8, the mth sample ratio is given by 
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                               (7.6) 
where m
i
x are the values in the mth sample from the baseline population, and  m
i
y are 
the corresponding values from the shocked population. 
 
The cumulative average at the jth step is 
                                                           ∑
=
=
j
m
mRj
R j
1
1ˆ                                                    (7.7) 
We defined the error of the estimate at the jth step as  
                                                         
R
RRERR
j
j
−
=
ˆ
                                               (7.8) 
where R denotes the population ratio, which in this example is 6.00. 
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7.2.3. Simulation Results 
We expected to see the error of the estimate, as defined in equation 7.8 to be close to 
zero as the number of samples in the overall estimate of the ratio increased.  
 
Number	  of	  repetitions	  (S)	  
Cumulative	  
Average	  
Percentage	  
Difference	  1	   7.75	  	   5.2%	  5	   6.16	  	   2.7%	  10	   6.05	  	   0.8%	  15	   6.04	  	   0.7%	  20	   6.05	  	   0.8%	  25	   6.04	  	   0.7%	  30	   6.04	  	   0.7%	  35	   6.06	  	   1.0%	  40	   6.05	  	   0.8%	  45	   6.05	  	   0.8%	  50	   6.02	  	   0.3%	  55	   6.03	  	   0.5%	  60	   6.00	  	   0.0%	  65	   6.01	  	   0.2%	  70	   6.02	  	   0.3%	  75	   6.01	  	   0.2%	  80	   6.00	  	   0.0%	  85	   6.00	  	   0.0%	  90	   6.00	  	   0.0%	  95	   6.01	  	   0.2%	  100	   6.02	  	   0.3%	  
 
Table 7.2 : Estimate of a ratio of means with samples of size 10 
 
It can be seen in figure 7.1 that the average of the sample ratios becomes very close to 
the population ratio as the number of samples increase.  
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Figure 7.1 : Cumulative average of ratios of means with samples of size 10 
 
This example was constructed on a set of random numbers drawn from a normal 
distribution. While it is not possible to assume a distribution for observations from an 
insurance application, this example serves to understand basic properties of the RSS 
estimator. 
 
An initial observation is that there is a bias in the estimate. This was addressed with 
other theoretical properties of the RSS estimator in chapter 6. From the results 
presented in table 7.2 and figure 7.1, it is clear that the RSS process produces a 
reasonable estimate of the ratio of means of the generated random numbers.  
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7.3. ESTIMATING A CHANGE IN A PERCENTILE 
7.3.1.  Problem Definition 
Most risk metrics pertaining to insurance applications are based on the tails of a 
distribution. As noted in chapters 2 and 3, estimating the tails is a challenge faced by 
actuaries when using an efficient modeling technique.  
 
The objective of this example was to estimate the change in a given percentile of the 
distribution of actuarial present value of a whole life death benefit, when a shock was 
applied to the input variables. The average of this distribution, or the expected value, is 
denoted by Ax, the net single premium of a whole life policy.  
 
We generated 100,000 hypothetical insurance policies that varied by issue age, gender, 
face amount, smoker code, and mortality impairment.  
 
Table 7.3 : Distribution of insurance policies in generated population 
 
From To Count % From To Count %
0 25 1,530 2% 100 39,967 40%
26 35 16,677 17% 100 250 15,039 15%
36 45 30,909 31% 250 500 25,004 25%
46 55 37,524 38% 500 750 6,250 6%
56 65 13,360 13% 750 900 3,688 4%
66 0 0% 900 1000 10,052 10%
100,000 100,000
min 25 100
max 64 1000
Male	  Pobability 60%
Smoker	  Probability 20%
Substandard	  Mortality	  Probability	  (std.	  mortality	  x	  2) 10%
Age Face	  Amount	  ($	  '000)
Population	  Distribution
Other	  Probabilities
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To generate the distribution of the actuarial present value of death benefits, we used a 
standard mortality table (2008 VBT Table), and a set of 1000 random numbers that were 
uniformly distributed between 0 and 1 (U[0,1] distribution). These random numbers were 
matched with the probability of a person aged x dying in the next t years, i.e. tqx, to get 
1000 realized death times for each policyholder in the hypothetical population. The 
interest rate was assumed to be 5% in computing the present value of the death benefit 
paid at time t.  
 
For example, suppose one of the random numbers generated from the U[0,1] distribution 
is 0.0263. The ‘death time’ associated with this random number for a policyholder aged 
43 will be set to 13 since based on the mortality table used, 13q43 < 0.0263 < 14q43. The 
death time associated with this random number for a policyholder aged 35 will be 18 
since the mortality table shows 18q35 < 0.0263 < 19q37. 
 
The problem can now be defined in terms of notations introduced in chapter 5 as follows. 
 
The function f as defined in equation 5.1 defines a 1 x 1000 vector, ix , of realized 
present values of the death benefit for each policy. 
   ( ) 000,100,..,1)1(,,)1(,, )1()1( 10001 =⎥⎦
⎤
⎢⎣
⎡ ++⋅==
+−+− irrDrf
bb tt
i mJxi                   (7.9) 
 
ix is defined as a function mortality rates m and interest rate r. For each death time, the 
realized present value of the death benefit is the value of the death benefit assumed in 
the policy, discounted back to time 0 at the assumed interest rate r. In equation 7.9, Di 
represents the death benefit associated with policy i,,which is defined in the policy 
characteristics matrix J. In this example, r was assumed to be 5%. The 1000 death times 
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bb tt 10001 ,, are looked up based on the generated base mortality values for each issue 
age and duration defined in the mortality rates matrix m as described above. 
 
In the context of this problem, the function g that defines the baseline value of the risk 
metric, A, as in equation 5.1 is a composite function. If we define the two components 
that make up this composite function as g1 and g2, 
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The process of computing the baseline risk metric is explained in terms of the vector 
calculations in figure 7.2 below. 
 
Figure 7.2 : Computations in deriving the baseline risk metric for simulation example 2	  
 
As a sensitivity run, we increased mortality rates by 50% and decreased the interest rate 
by 20%. So, the parameters used to generate sensitivity values were 1.5 times the 2008 
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PV(b)1,1+..+PV(b)100000,1 PV(b)1,2+..+PV(b)100000,2 PV(b)1,3+..+PV(b)100000,3 PV(b)1,999+..+PV(b)100000,999 PV(b)1,1000+..+PV(b)100000,1000
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VBT mortality rates and an interest rate of 4%. In parallel to the definition in equation 
5.2, s1 = 1.5 and s2 = 0.8. 
 
Similar to equation 7.9, the 1 x 1000 vector of sensitivity values associated with each 
policy, iy , can be defined as follows. 
( ) 000,100,..,1)1(,,)1(,, )1(2
)1(
221
00011 =⎥⎦
⎤
⎢⎣
⎡ ⋅+⋅+⋅=⋅⋅=
+−+− irsrsDrssf
ss tt
i mJyi  
(7.11) 
 
The 1000 death times ss tt 10001 ,, are looked up based on the mortality values generated 
using 1.5 times the 2008 VBT mortality rates for each issue age.  
 
Under the composite function g, defined in equation 7.10, the shocked value of the risk 
metric, B, is given by, 
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The process of computing the shocked risk metric is explained in terms of the vector 
calculations in figure 7.3 below. 
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Figure 7.3 : Computations in deriving the shocked risk metric for simulation example 2 
 
We tested the RSS procedure in estimating different percentiles of the set of present 
values of death benefits, ranging from the median (50th percentile) to the tails (90th and 
99th percentiles). 
 
For each percentile, the population ratio, to be estimated is then defined as 
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where g1 and g2 are as defined in equation 7.11. 
 
Table 7.4 shows the ratios shocked over base percentiles of present values of death 
benefits for the different percentiles used in testing.   
 
Table 7.4 : Ratios of shocked over base percentiles of present values of the death benefits 
 
7.3.2. RSS Estimate 
Applying the RSS technique to this problem requires us to repeatedly draw k samples of 
a fixed size n and calculate the ratio of the mean of the iy values to the mean of the ix
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values in each sample. The RSS estimate of the population ratio, R, will be the average 
of the k sample ratios. 
 
We tested the RSS process using different combinations of sample sizes n and number 
of repetitions k. As we expect the estimate to be closer to the population ratio as the total 
sample size n x k increases, we kept the total sample size constant at 500 in order to 
test the effect of increasing the sample size versus increasing the number of 
replications.  
 
When drawing a sample of size n, we considered the population to consist of n strata 
based on the death benefit associated with the policies, with an equal number of policies 
in every stratum. One policy from each stratum was drawn in to the sample. The death 
benefit was considered in constructing the strata for the population as this is one of the 
main drivers of the risk metric being estimated, the present value of the death benefit on 
a whole life policy. While other stratifications based on variables such as age, or 
combinations of variables such as age and death benefit could be considered, the 
simulation results presented below are based on stratification on death benefit only.  
 
Once we set the sample size n, we repeatedly drew policies from the population, with 
consideration to the strata defined as above, until a total of 500 policies were drawn. 
The sample ratio was calculated on each set of n policies as defined below. 
 
As defined in equation 5.8, the mth sample ratio is given by 
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where m
i
x are the values draw in to the mth sample from the baseline population, and  
m
i
y are the corresponding values from the shocked population. The functions g1 and g2 
are as defined in equation 7.11. 
 
As defined in equation 5.9, the RSS estimate with k repetitions is given by 
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We defined the error of the estimate as  
                                                
R
RRERR −=
ˆ
                                                           (7.16) 
where R denotes the population ratio for each percentile tested as given in table 7.5. 
 
In addition to error rate of the estimate defined as in 7.16, we calculated the mean 
squared error (MSE) of the estimate by generating 1000 RSS estimates.  
                                  MSE = E Rˆ− R( )
2
= var Rˆ( )+ E Rˆ( )− R"# $%
2
                     (7.17) 
The MSE, defined as in 7.17 above, is an indication of the bias of estimate, and the 
variance of estimate about the mean of the estimator. As the ratio estimate is not an 
unbiased estimator for the population ratio, the MSE is an important measure to consider 
when comparing the suitability or two estimators. 
 
7.3.3. Simulation Results 
For each percentile tested, we repeated the above process 1000 times, so we had 1000 
RSS estimates of the population ratio and 1000 corresponding error measures. Table 
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7.5 shows the average and standard deviation of the errors for each percentile ratio with 
different combinations of sample sizes n and number of repetitions k. 
 
 
Table 7.5 : Average and Standard Deviation of errors with 1000 RSS estimates 
 
The average errors appear to decrease as the sample size n increases across all 
percentiles estimated, until we reach a certain sample size. The average error of the 
estimate increases when the sample size is increased beyond this in all percentiles 
estimated except the median. This leads to the conjecture that a minimum sample size is 
necessary to arrive at a desired accuracy level, but after this minimum is achieved, you 
improve accuracy by increasing the number of replications versus increasing the sample 
size and keeping the total number of observations used i.e. nxk, a constant.  
 
As indicated by the average errors and the standard deviation of errors, the RSS 
procedure appears to estimate the tails more accurately than the median. The estimate 
of the average is as accurate as the tail estimates. This is in contrast to limitations in 
capturing extreme tail estimates as is common with most efficient modeling techniques.  
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The standard deviation of errors over the 1000 estimates also appears to indicate a 
tighter distribution of the RSS estimator when estimating the tails rather than the median. 
The standard deviation of the estimate also improves with increasing sample size until 
we reach a certain sample size, but deteriorates or remains the same thereafter for 
estimates of all percentiles except the median. Again, this could be an indication that the 
number of replications used in estimates with a larger sample size was insufficient. This 
leads us to believe that the number of replications used in the estimation will be a key 
driver of the variance of the estimate. 
 
A similar pattern can be observed in the MSE estimates given in table 7.6. 
 
 
Table 7.6 : Mean Squared Error with 1000 RSS estimates 
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7.3.4. Single Sample Estimation 
Next we compared the RSS estimate of the population ratio with the estimate obtained 
with a single sample of size n x k. The single sample was obtained by combining the 
policies in each set of k samples of size n in to one sample. The single sample estimator 
is defined as follows. 
                       Rsingle =
Bsingle
Asingle
=
g y
1
,, ynk( )
g x
1
,, x
nk( )
=
g2  g1 y1 ,, y nk( )
g2  g1 x1 ,, xnk( )
                    (7.18) 
where g1 and g2 are the functions defined in 7.10. 
 
We have shown in section 6.5.1 that the asymptotic variance of the single sample 
estimator is the same as that of the RSS estimator. However, it is not possible to 
estimate this variance with a single sample without utilizing a repeated sampling 
technique such as Bootstrapping. As previously discussed this as a disadvantage of 
single sample estimation when compared to the RSS method, where the replicated 
samples could be used to provide an estimate of the variance of the RSS estimator.  
 
In this simulation exercise, we used a bootstrap estimator to estimate the MSE of the 
single sample estimator for each of the 1000 simulations. Table 7.7 shows the average 
error rate and standard deviation of the error of the estimate of the population ratio 
based on a single, along with the average of the MSE over the 1000 simulations, 
generated through bootstrapping. Average error rate, standard deviation and the MSE of 
RSS estimates shown in tables 7.5 and 7.6 are repeated in table 7.7 for ease of 
comparison with the single sample ratio estimate. 
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Table 7.7 : Average Error Rate, Standard Deviation of Error and Average of Mean Squared Error 
with 1000 Simulations of a Single Sample Estimate, Compared to RSS Estimates 
 
The average error rate and the standard deviation of the single sample estimate of the 
80th and 90th percentiles and the average is higher than that of the RSS estimate for 
almost all combinations of sample sizes and number of replications tested. The single 
sample estimate appears to be better than the RSS estimate for the median and the 
extreme tail (99th percentile) ratios of base and shocked values.  
 
However, the mean squared errors of the RSS estimate is much smaller than the 
average mean squared errors of the single sample estimate generated through 
bootstrapping for all tail ratios as well as the average. The single sample estimate 
appears to be better than the RSS estimator when estimating the ratio of medians of 
base and shocked population values, while the RSS estimator appears to be a superior 
estimator for the tails. 
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7.4. OBSERVATIONS AND CONCLUSIONS 
We can draw a few initial conclusions about the accuracy and efficiency of the RSS 
process based on results of the simulated examples described above.  
 
The first example shows that RSS is fairly efficient in estimating the ratio of an average 
with an acceptable level of accuracy as defined by the error measure given in equation 
7.8. The simulated estimates came within 0.3% of the population ratio with just 50 
repetitions of samples of size 10, i.e. a total sample size of 500. Reaching this level of 
accuracy with just 1% of the population observations will lead to significant reductions in 
run-time if this process were to be implemented for an actual application. 
 
The second example shows that the RSS process can accurately estimate even tail 
measures. In fact, it appears to be more accurate in estimating the tails than the median. 
The estimate becomes more accurate as the sample size increases. We also believe 
that the standard deviation of errors indicates a tighter distribution around the average 
estimate when the number of replications increases. This leads to the conjectures that 
the RSS estimator requires the sample to be of a minimum size in order to converge to a 
value close to the population ratio, and once this minimum sample size is exceeded, the 
variance of the estimate is reduced with an increased number of replications. 
 
As with other efficient modeling techniques, this will lead to the need to strike a balance 
between expected accuracy in an estimate and the run time reductions in a practical 
implementation of the RSS process. Increasing the number of replications will increase 
total sample size and hence run-time, while reducing the variance of the estimate. 
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As discussed in prior chapters, a clear advantage of the RSS method over the single 
sample ratio estimate is that we are able to provide an estimate of the variance of the 
estimator through the multiple samples generated through the RSS process itself. In 
order to provide an indication of the variability of the estimate with a single sample, we 
have to use other statistical techniques such as bootstrapping. As we can see in the 
simulation results, the MSE of the RSS estimates are much smaller than the MSE of the 
single sample estimate for all population ratios estimated, indicating the superiority of the 
RSS estimate over the single sample estimate. 
 
	  88	  	  
CHAPTER 8 
IMPROVEMENT IN ESTIMATE THROUGH DATA 
TRANSFORMATION 
 
8.1. NEED FOR DATA TRANSFORMATION 
The Replicated Stratified Sampling (RSS) process requires us to draw multiple samples, 
and calculate the ratio of the value risk metric under shocked assumptions to the value 
of the risk metric under baseline assumptions. The RSS estimator is the average of 
sample ratios.  
 
There are many factors that have a significant influence on this estimate. Properties of 
numerical values the risk metric can take also can have a significant impact on the 
accuracy of the RSS estimate. If the risk metric being considered can take both positive 
and negative values, or take the value zero under most scenarios being evaluated, the 
denominator being small can cause the ratio to be very large. The RSS estimator can 
deviate very far from the actual ratio when the ratio is not well behaved. We have 
incorporated a data transformation step in to the RSS process in cases where we 
believe the denominator of the ratio will be close to zero. 
 
Section 8.2 discusses data transformation techniques that can be used to overcome the 
issue of the division by a value close to zero. Section 8.3 provides simulation examples 
based on a VACARVM application, and section 8.4 discusses practical considerations in 
implementing the RSS technique with data transformation. 
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8.2. RATIO ESTIMATION WITH TRANSFORMED DATA 
Certain risk metrics, by definition, can produce both positive and negative values 
associated with individual members of the population of in-force policies. Some other 
metrics can produce zero as the risk measure for most in-force policies. In both cases, 
the sum of the individual risks will result in the numerator or the denominator of the ratio 
being estimated, or both, being close to zero. This can potentially make the ratio being 
estimated either very large, or very small. We have seen through simulations that it is 
very difficult to estimate such a ratio accurately. 
 
To overcome the issue of the numerator or denominator being close to zero, we 
transformed the baseline and shocked values associated with each individual policy by 
adding a constant so that the value of the baseline and shocked risk metrics on the 
overall population is not close to zero. This can be defined as follows in terms of 
notations introduced in chapter 5. 
 
The RSS process attempts to estimate the ratio of the risk metric on the population of in-
force policies calculated with shocked assumptions, B, to the value of the risk metric on 
the same population calculated with baseline assumptions, A. This ratio, R, was defined 
in chapter 5 as, 
A
BR =  where A and B are the baseline and shocked risk metrics 
defined as in 5.1 and 5.2. Suppose the function g defined in equations 5.1 and 5.2 that 
combines the risk values associated with individual policies to produce the risk metric for 
the population, is the sum of the values associated with individual policies. Then,  
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A = xi
i=1
N
∑  and B = yi
i=1
N
∑
where xi = f J, p1,, pr( ) i =1,..,N
             yi = f J, s1 ⋅ p1,, sr ⋅ pr( ) i =1,..,N
                             (8.1) 
 
Here, xi 	  and yi are the risk values associated with individual policies, which is a function 
of policy characteristics denoted by the vector J and other market or demographic 
variables p1,..,pr, such as interest rates or mortality rates. 
 
To avoid either A or B above being close to zero if  or  are either zero for most i or 
take both positive and negative values, we add a constant c0 to and c1 to . Then, the 
ratio of the transformed data that is being estimated is defined as R* = B
*
A* where  
                     A* = xi + co( ) = xi + N ⋅co
i=1
N
∑
i=1
N
∑  and B* = yi + c1( ) = yi + N ⋅c1
i=1
N
∑
i=1
N
∑           (8.2) 
 
In this case, the RSS estimator  as defined in equation 4.9 will be based on pairs of 
sampled observations from the transformed population, and is an estimator of . Once 
the ratio is estimated, we can convert it back to the ratio between the value of the risk 
measure under shocked assumptions to the value of the risk measure under baseline 
assumptions with untransformed data as follows. 
                                  
R = P −Q
where  P = R* 1+ N ⋅coA
#
$%
&
'(
and Q = N ⋅c1A
                               (8.3) 
where A is defined as in 8.1. 
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Proof: 
We have defined R = BA =
yi
i=1
N
∑
xi
i=1
N
∑
 and R* = B
*
A* =
yi + c1( )
i=1
N
∑
xi + c0( )
i=1
N
∑
	  
Then,	  
R* = B
*
A* =
yi + c1( )
i=1
N
∑
xi + c0( )
i=1
N
∑
=
yi
i=1
N
∑
"
#
$
%
&
'+ N ⋅c1
xi
i=1
N
∑
"
#
$
%
&
'+ N ⋅c0
=
B+ N ⋅c1
A+ N ⋅c0
	  
	  
⇒ A+ N ⋅c0( ) ⋅R* = B+ N ⋅c1
⇒
B
A = 1+
N ⋅c0
A
#
$
%
&
'
(⋅R* − N ⋅c1A
	  
 
8.3. SIMULATION RESULTS 
We have tested the improvement in the RSS estimate with data transformation over the 
estimate with untransformed data on a simulated variable annuity model with a 
guaranteed minimum withdrawal benefit (GMWB) rider. We estimated ratio of the 
VACARVM reserve with improvements to standard mortality rates, immediate drop in 
fund value, or simultaneous shocks to both mortality and fund value to the reserve with 
baseline assumptions. 
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The Guaranteed Minimum Withdrawal Benefit (GMWB) rider with variable annuities 
allows a policyholder to start taking a fixed percentage of the guaranteed funds while 
living. The withdrawal benefit as a percentage of the guaranteed funds is fixed, but since 
the guaranteed funds increase with interest and other features of the GMWB rider, the 
periodic GMWB benefit increases over time. In addition, the GMWB rider will have a 
benefit upon death or surrender, which is a function of the current (versus guaranteed) 
funds less prior withdrawals made. While the lifetime GMWB rider could have many 
features and complexities, the model we simulated incorporated only some of the key 
features. 
 
We simulated a population of 100,000 policyholders with age at issue ranging from 65 to 
75 and a gender split of 60% males and 40% females. Initial fund deposit amongst these 
100,000 policyholders is equally distributed in increments of $100,000 from $100,000 to 
$1,000,000. We assumed there are two funds available for policyholders to invest in – a 
bond fund and an equity fund, and that policyholder deposits are equally distributed 
between these funds.  
 
As long as the actual funds less guaranteed withdrawals are positive, the expected 
GMWB cost is zero. Once the actual funds less withdrawals become negative, the 
GMWB cost equals the GMWB payment. We simulated 1000 projected paths for bond 
and equity returns over 45 years, and calculated the aggregate ending surplus 
deficiency under each scenario. The ending surplus for a given policy is defined as the 
beginning surplus, plus the rider charge, less GMWB cost accrued at the earned rate of 
the General Account of the insurance company. If the ending surplus is negative, there 
is a surplus deficiency. The VACARVM reserve is defined as the 70th CTE of the 
greatest present value of aggregate absolute ending surplus deficiency. Key modeling 
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assumptions and steps in simulating the GMWB cost and VACARVM reserves are given 
in appendix A.1. 
 
A given policy will generate a surplus deficiency only if the ending surplus is negative. In 
many instances, only a handful of policies in the population, if any, will have a surplus 
deficiency. Therefore, the greatest present values will be zero under many scenarios, 
and the VACARVM reserve could be very close to zero.  
 
The RSS estimate of the ratio of VACARVM reserve with shocks to mortality, fund value, 
and simultaneous shocks to both mortality and fund value to the baseline reserve with 
untransformed data proved to be far from the actual ratio in the simulated population. As 
can be seen in the results presented in table 8.1, the estimate improved considerably 
when the aggregate ending surplus under each scenario was transformed by adding a 
constant to make the value associated with each scenario a positive number. These 
results were produced by generating 25 samples of 20 policies from the population of 
variable annuity policies. 
  
	  	   Drop	  in	  Fund	  Value	  
Decrease	  in	  
Mortality	  Rates	  
Concurrent	  
Shocks	  Population	  Ratio	   3.91	   2.93	   9.28	  Untransformed	  RSS	   4.95	   3.14	   13.02	  
Error	   26.5%	   8.4%	   40.3%	  Transformed	  RSS	   3.80	   2.82	   9.28	  
Error	   2.8%	   3.6%	   0.0%	  
 
Table 8.1 : RSS estimates of ratio of VACARVM reserves with and without data transformation 
 
The VACARVM reserve will increase under both shocks selected for this simulation. 
More policies will produce an ending surplus deficiency when the initial fund value drops 
with a decrease in mortality rates, which leads to a large VACARVM reserve. The ratio 
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of this reserve to the baseline VACARVM reserve is very large and is difficult to 
estimate. Transforming the aggregate ending surplus deficiency associated with each 
scenario by adding a constant make the denominator large enough so that the RSS 
estimator converges to population ratio with a fewer number of replications. 
 
8.4. PRACTICAL CONSIDERATIONS IN IMPLEMENTATION 
In practice, the RSS process will draw policies from the population into a sample, and 
then calculate the risk measure with both baseline and shocked assumptions on the 
sample. This process is repeated until a predetermined number of samples are drawn. 
The constants c0 and c1 that is added to the baseline and shocked values will depend on 
the baseline and	  shocked	  values	  in	  the	  samples.	  As	  the	  same	  constant	  is	  used	  to	  transform	  values	  in	  all	  samples,	   it	  must	  be	  noted	  that	  the	  constant	  will	  be	  decided	  on	  by	  pooling	  the	  values	  of	  	  𝑥! 	  and	   in	  all	  samples. 
 
The choice of the constants c0 and c1 do not affect the RSS estimate of the population 
ratio as the estimator based on transformed data is reversed back to determine the ratio 
on the untransformed population.  
 
In practice, we could use the mean, median or the minimum of the and in the 
samples as the constant. The choice of the constants would depend on the nature of 
and values. If the need for transformation arises due to many of the and values 
being zero, any positive number can be added to transform the data. However, if the 
data has both positive and negative values that when aggregated produce a 
denominator or numerator that is close to zero the constant will have to be chosen in 
yi
xi yi
xi
yi xi yi
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order to make all and values positive. In this case, the absolute values of the most 
negative values of  and would be the simplest choice for the constants c0 and c1.  
xi yi
xi yi
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CHAPTER 9 
RSS IN COMPARISON WITH GROUPING 
 
9.1. INTRODUCTION 
Cluster modeling or Grouping is an efficient modeling technique commonly used in 
actuarial applications. This technique generates a subset of the in-force population of 
policies that are far from one another by grouping policies that are close to each other. 
Each policy in the subset of policies generated represents a cluster of policies, and has 
average characteristics of the group it represents. This method was discussed in detail 
in section 3.2. 
 
This chapter discusses properties and practical considerations of RSS vs. grouping in 
section 9.2. Section 9.3 presents a comparison of the RSS estimate of a ratio between 
the risk measures under shocked assumptions and baseline assumptions, and the 
estimate of the same ratio derived based on a subset of policies that represent clusters 
of policies in the population. 
 
9.2. RSS COMPARED WITH CLUSTER MODELING 
9.2.1. CLUSTER MODELING (GROUPING) vs. RSS 
As described in section 3.2, cluster modeling assumes that each policy can be plotted in 
an n-dimensional space, where each dimension represents a defining characteristic of 
the policy. The measure of how far two policies are from one another is often defined to 
be the Euclidean distance. Policies are grouped with nearby policies until a 
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predetermined number of clusters are formed. A single policy is constructed to represent 
each group with each of the n characteristics taking the average value of the policies in 
the group. 
 
There are a few key differences between clustering and RSS. Although a single stratified 
sample with one policy drawn from one strata can be compared to the group of policies 
derived through clustering, policies selected for modeling by clustering is an average 
representative policy whereas the policies selected under RSS will be actual individual 
policies from the in-force population. Also, since the sampling is repeated under the RSS 
process, the estimate will ultimately be based on more than one policy from each strata 
or group. 
 
The main advantage of the RSS estimate over the estimate of the population ratio with 
representative policies is that the variance of the estimate can be easily estimated 
through the RSS process by considering that each sample ratio is an estimate of the 
population ratio. As the subset of policies generated through grouping is considered as 
only one sample, this process will generate only one estimate of the ratio. Therefore, it is 
not possible to estimate the variance of the estimator, unless the estimate is 
bootstrapped.  
 
Another clear advantage of the RSS process over selecting a subset of policies that 
represents the population is that it will easily accommodate any changes to population 
characteristics such the addition and deletion of new policies or a change in the 
distribution of policies. The clustering algorithm needs to be rerun when the distribution 
of policies change as the policies assigned to each group and the average 
characteristics of the policies in the group will change with the addition and deletion of 
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policies in the in-force. No modifications will be needed to the RSS process since it is 
based on sampling directly from the population, and it is equally likely that any policy in a 
given strata is picked in to the sample. 
 
9.2.2. SIMULATION RESULTS 
In order to compare the efficiency of estimating a ratio under RSS and grouping, we 
created a subset of policies that represented the different clusters of policies we 
identified in the population of single premium whole life insurance policies we generated 
for the simulation example discussed in section 7.3.  
 
We first compared results of RSS against representative policies derived based on two 
different definitions of clusters. The two cluster definitions are given in table 9.1, and the 
detailed steps followed constructing a subset of representative policies are given in 
appendix A.2. 
 
	  	   Population	   Group	  1	   Group	  2	  Age	   40	  Categories:	  25	  -­‐	  64	   8	  Categories:	  Bands	  of	  5	  ages	   14	  Categories:	  Bands	  of	  3	  ages	  Gender	   2	  Categories:	  M	  /	  F	   2	  Categories:	  M	  /	  F	   2	  Categories:	  M	  /	  F	  Smoker	  Code	   2	  Categories:	  S	  /	  NS	   2	  Categories:	  S	  /	  NS	   2	  Categories:	  S	  /	  NS	  Mortality	  Impairment	   2	  Categories:	  Std	  /	  Sub-­‐Std	  	   -­‐	   -­‐	  Face	  Amount	   19	  Categories:	  100,000	  -­‐	  1,000,000	   19	  Categories:	  100,000	  -­‐	  1,000,000	   19	  Categories:	  increments	  of	  100	  
Unique	  
Policies	  
40	  x	  2	  x	  2	  x	  2	  x	  19	  =	  
6080	   8	  x	  2	  x	  2	  x	  19	  =	  608	   14	  x	  2	  x	  2	  x	  10	  =	  560	  
 
Table 9.1 : Definitions of clusters on the single premium whole life insurance policies 
 
We constructed 608 policies under the first method of clustering and 560 policies under 
the second method, with each representing a single cluster.  
 
	  99	  	  
The risk metric was defined to be a certain percentile of the aggregate present value of 
death benefits on this population of policies. The risk metric under shocked assumptions 
were calculated by increasing mortality rates by 50% and interest rate was decreased by 
20% simultaneously as in the simulation example presented in section 7.3. 
 
The RSS estimate of the ratio of the risk measure with shocked assumptions to the risk 
measure with baseline assumptions was calculated with various combinations sample 
size and number of samples while keeping the total number of policies used for the 
estimate at 500. The process was repeated 100 times. Table 9.2 below that compares 
the RSS estimate with estimates with policies selected through clustering show the 
average of the errors of these 100 estimates. 
 
Int.	  Rate	   0.8	   Grouping	  (Method	  1)	   Grouping	  (Method	  2)	   RSS	  :	  Avg	  error	  rate	  over	  100	  repetitions	  Mortality	   1.25	   608	  groups	   560	  groups	   Total	  sample	  size	  (n	  x	  k)	  =	  500	  Percentile	   Pop.	  Ratio	   Ratio	   Error	   Ratio	   Error	   10	  x50	   20	  x25	   25	  x20	   50	  x	  10	  50%	   1.38	   1.52	   10.1??%	   1.51	   9.2%	   1.0%	   1.1%	   1.2%	   0.8%	  80%	   1.34	   1.38	   2.9%	   1.37	   1.8%	   0.4%	   0.4%	   0.4%	   0.5%	  90%	   1.31	   1.30	   1.0%	   1.30	   0.9%	   0.3%	   0.3%	   0.3%	   0.4%	  99%	   1.13	   1.11	   1.8%	   1.11	   2.2%	   0.3%	   0.3%	   0.3%	   0.3%	  Average	   1.37	   1.42	   3.3%	   1.41	   2.9%	   0.4%	   0.4%	   0.4%	   0.4%	  
 
Table 9.2 : RSS estimates of the ratio of aggregate present value of death benefits with shocked 
mortality rates and interest rate and baseline assumptions in comparison with estimates based 
on representative policies 
 
As seen in table 9.2, the average error of the RSS estimate of the ratio of each 
percentile of the aggregate present value of the death benefit is significantly less than 
the error of the estimate with grouped policies. Also worth noting is that the error of 
estimate varies widely between the estimates based on the two sets of grouped policies. 
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This is an indication that the accuracy of the estimate depends on the choice of policy 
characteristic in defining the clusters.  
 
Next, we doubled the mortality rates and kept the interest rate assumption unchanged, 
and compared the RSS estimate of the ratio between the risk measure with shocked and 
baseline estimates with the estimate based on the subset of representative policies 
generated under the first clustering definition. The same samples of policies used to 
generate results shown in table 9.2 were used to generate the RSS estimate. The RSS 
process was carried out 100 times and results in table 9.3 show the average error 
across the 100 estimates. 
 Int.	  Rate	   1	   Grouping	  (Method	  1)	   RSS	  :	  Avg	  error	  rate	  over	  100	  repetitions	  Mortality	   2	   608	  groups	   Total	  sample	  size	  (n	  x	  k)	  =	  500	  Percentile	   Pop.	  Ratio	   Ratio	   Error	   10	  x	  50	   20	  x	  25	   25	  x	  20	   50	  x	  10	  50%	   1.19	   1.32	   10.7%	   1.0%	   1.1%	   1.1%	   0.8%	  80%	   1.25	   1.29	   3.3%	   0.4%	   0.3%	   0.3%	   0.4%	  90%	   1.27	   1.27	   0.6%	   0.2%	   0.2%	   0.2%	   0.3%	  99%	   1.15	   1.14	   0.9%	   0.4%	   0.4%	   0.4%	   0.4%	  Average	   1.23	   1.29	   4.4%	   0.3%	   0.3%	   0.3%	   0.3%	  
 
Table 9.3 : RSS estimates of the ratio of aggregate present value of death benefits with shocked 
mortality rates and baseline assumptions in comparison with estimates based on representative 
policies 
 
As in the results presented in table 9.2, the average error of the RSS estimate of the 
ratio of the risk measure under a shock to only the mortality rates and baseline 
assumptions is considerably less than the error in the estimate based on a subset of 
grouped policies 
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9.2.3. CONCLUSIONS 
Based on simulation results presented in tables 9.2 and 9.3, the RSS estimator appears 
to produce more accurate estimates of the ratio of the risk measure on the full population 
of in-force policies under shocked and baseline assumptions than the subset of 
representative policies derived through clustering.  
 
Apart from the accuracy of estimates as seen in these simulation results, the RSS 
process has the advantage of being independent of the distribution of policies. As 
discussed in section 9.2.1, the RSS process will adapt to any changes in the distribution 
of the in-force.  
 
It is clear from the results presented in table 9.2.2 that the definition of clusters is 
important to the accuracy of the estimate. The variables or policy characteristics that 
define a cluster need to be selected with care. 
 
Also, the RSS process will provide an easy method for estimating the variance of the 
estimator since the process will produce multiple estimates of the ratio.  
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CHAPTER 10 
NEXT STEPS 
 
10.1. CURRENT RESEARCH EFFORTS 
This dissertation is based on the estimation of a ratio of a risk measure on a population 
of insurance policies under shocked and baseline assumptions by repeatedly sampling 
policies from the population with consideration to any stratification that exists in the 
population.  
 
We have provided simulation examples of the process on several insurance applications 
and provided a theoretical framework for the RSS estimate when the risk measure is 
defined as the sum of a risk measure associated with individual policies in the 
population. Further, we discussed results of simulated RSS estimates with estimates 
produced with a subset of representative policies selected through clustering. 
 
In addition to the simulation examples discussed in this dissertation, we have applied the 
RSS technique to perform sensitivity analysis as well as attribution analysis on 
populations of actual insurance policies. Current research efforts are focused on the use 
of RSS technique to estimate the baseline value of a risk metric. 
 
10.2. FUTURE WORK 
Among the extensions of the research discussed in this dissertation, the most important 
would be to extend the theoretical properties established here for a risk measure defined 
as the sum of the risk measure associated with individual policies in the population to 
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other applications such as the estimation of a ratio of percentile as discussed in the 
simulation example presented in section 5.3.  
 
Research on enhancements to the RSS process such as the use of data transformation 
technique discussed in this dissertation will be beneficial in practical implementation of 
the process. It needs to be explored if any variance reduction techniques can be used in 
conjunction with the RSS process to improve the accuracy or the efficiency of the 
estimate. 
 
Another area for future research would be the optimal combination of the number of 
samples and the sample size for a given metric and population. We believe this area of 
research can be advanced through the application of theories in sequential sampling. 
 
While we have compared the RSS estimate with the estimate produced with a subset of 
policies derived through clustering using simulations, we have not yet studied the 
theoretical basis for any improvement in the accuracy or efficiency of the RSS estimate 
over the estimate produced by clustering. This will be a key area of future research that 
will promote the application of RSS in the insurance industry. 
 
Finally, the theoretical basis of estimating the risk measure on a given population 
through RSS under the baseline assumptions needs to be established. Given the 
direction of current research efforts in this area, we believe it should be a natural 
extension of the theoretical basis of the estimator of a ratio as is presented in this 
dissertation. 
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Other possible applications of RSS outside of life insurance applications, such as asset 
modeling and hedging still need to be explored. The RSS estimator will need to be 
redefined to suit risk metrics on such applications. 
 
The RSS estimator could also be defined differently from how it was defined in this 
dissertation, by combining the individual sample ratios through other techniques other 
than simple averaging, such as through a trimmed mean, or by using smoothing 
techniques. The research on RSS could be expanded to include studying the theoretical 
properties of such estimators. 
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APPENDIX: MODELING SPECIFICATIONS 
A.1. Variable Annuity with Guaranteed Minimum Withdrawal 
Benefit (GMWB) Rider 
The Guaranteed Minimum Withdrawal Benefit (GMWB) rider with variable annuities 
allows a policyholder to start taking a fixed percentage of the guaranteed funds while 
living. A lifetime GMWB is similar to an immediate annuity in that once the withdrawals 
commence, it will continue throughout the lifetime of the insured. Unlike a fixed 
immediate annuity where the periodic payment is fixed, for a GMWB, the percentage of 
the guaranteed funds, which constitute the withdrawal benefit is fixed, but since the 
guaranteed funds increase with interest and other features of the GMWB rider, the 
periodic GMWB benefit increases over time. In addition, the GMWB rider will have a 
benefit upon death or surrender, which is a function of the current (versus guaranteed) 
funds less prior withdrawals made. 
 
While the lifetime GMWB rider could have many features and complexities, the model 
we will be building will just have some of the key features as follows: 
 
Model assumptions 
1. Assume we have a population of 100,000 policyholders at issue ranging from ages 
65 to 75 with a gender split of 60% males and 40% females. For simplicity, we will 
have an equal number of policyholders at each age level and gender 
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2. Initial fund deposit amongst these 100,000 policyholders is equally distributed in 
increments of $100,000 from $100,000 to $1,000,000 
3. There are two funds available for policyholders to invest in – a bond fund and an 
equity fund. For the baseline assumption, we will assume that policyholder deposits 
are equally divided between both funds.  
• The bond fund performance will be estimated using a lognormal distribution with 
mean 5% and SD of 10%.  
• The equity fund performance will be estimated using a lognormal distribution with 
mean 10% and SD of 20%. 
• The guaranteed fund is assumed to grow at a fixed rate of 5% and every 3 years, 
it ratchets up to the larger of (actual fund less withdrawals, guaranteed funds less 
withdrawals). The ratcheted fund then becomes the new guaranteed fund. 
4. The GMWB benefit kicks in after a waiting period of 3 years and for a policyholder 
initially age x, the GMWB withdrawal percentage is determined by the formula: 
100%/(LE at x+3) rounded down to the nearest whole percentage, where LE is the 
continuous life expectancy using the most recent industry annuity mortality table. 
5. The rider charge is determined as a fixed 0.75% of the actual remaining funds at the 
beginning of the year and becomes zero once the actual funds are depleted 
6. The death benefit in year t is the larger of (actual remaining funds in year t, 0). In our 
model, we assume that the only decrement is death 
 
Modeling the GMWB rider 
1. Once the rider charge and the GMWB withdrawal percentage is set, two funds will 
have to be tracked – the guaranteed fund and the actual fund. 
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2. The formulas for the guaranteed fund value (GFV) and current fund value (CFV) 
progressions is given as follows: 
• GFV(0) = CFV(0) = initial deposit 
• GFV(t) = GFV(t-1) if the fund progression is between the 3 year ratchet period 
• GFV(t) = max[ GFV(t-1), CFV(t) ] if t is a ratchet year 
• CFV(t) = [ CFV(t-1) – E(t-1) – GWB(t-1) ]*[1 + i(t)] where E(t-1) represents the 
expected rider charges at the beginning of year t, GWB(t-1) represents the 
expected Guaranteed Withdrawal Benefit payment at the beginning of year t and 
i(t) represents the stochastically generated fund return in year t 
• Expected rider charge in year t = 0.75%*[CFV(t-1)]* (policyholder persistency to 
beginning of year t) where 0.75% represents the annual rider charge. 
Policyholder persistency is based on the most recent industry mortality table. 
• Expected GWB payment in year t = w*[GFV(t-1)]* (policyholder persistency to 
beginning of year t) where w represents the fixed GMWB withdrawal percentage. 
Policyholder persistency is based on the most recent industry annuity mortality 
table. 
3. As long as the actual funds less guaranteed withdrawals are positive, the expected 
GMWB cost is zero. Once the actual funds less withdrawals become negative, the 
expected GMWB cost equals the expected GWB payment. 
 
Steps in developing the GMWB model and calculating the VACARVM reserve 
1. Create the initial population of 100,000 policyholders and calculate the GMWB 
guaranteed percentage for each policyholder 
2. Generate 1,000 projected returns for 45 years for the bond and equity funds 
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3. For a given path of returns and for a given policyholder, project the actual and 
guaranteed funds, rider charges (cash inflow) and expected GMWB costs (cash 
outflow) and the ending surplus which is given by the formula:  
• (ending surplus at time t) = (beginning surplus at time t  + expected rider charge 
– expected GMWB cost)*(1.05) where 5% is assumed to be the annual earned 
rate in the general account of the insurance company.  
• A negative ending surplus denotes a surplus deficiency  
4. The annual ending surplus for a given path of returns is then aggregated across all 
policyholders where the annual aggregate ending surplus is determined by the 
formula: 
• (ending aggregate surplus at time t) = (beginning aggregate surplus at time t  + 
expected aggregate rider charges at time t – expected aggregate GMWB costs at 
time t)*(1.05) 
• The model should store all 3 components of the ending aggregate surplus for all 
durations: the beginning aggregate surplus, the expected aggregate rider 
charges and the expected aggregate GMWB costs 
5. The greatest present value (GPV) of the aggregate absolute ending surplus 
deficiency is calculated for the given path of returns using a 5% discount rate. The 
GPV is determined as the maximum present value of the absolute ending surplus 
deficiency at each duration. 
6. If for a given path,  the aggregate ending surplus is positive for each year, then the 
greatest present value of the aggregate absolute ending surplus deficiency equals 
zero 
7. For 1,000 paths of returns, there will be 1,000 GPV’s and the VACARVM reserve is 
the 70th CTE which is defined as the average of the largest 300 GPV’s.  
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A.2. GROUPING 
Population 
The population policies are differentiated by the following variables: 
• Age – ranging from 25 to 64 in increments of 1 (40 categories) 
• Gender – Male / Female (2 categories) 
• Smoker / Non-smoker (2 categories) 
• Mortality impairment – standard / sub-standard (2 categories) 
• Face Amount – ranging from 100,000 to 1,000,000 in increments of 50 (19 
categories) 
Therefore, the population consists of 40 x 2 x 2 x 2 x 19 = 6080 unique policies. 
 
Steps  
1. Define grouping criteria to cover variations in policy characteristics 
• Population policies can be grouped based on the value of each of the 
above characteristics. Variations within the population can be captured 
better by making the grouping criteria more granular i.e. increasing the 
number of groups. This needs to be balanced with required run-time. 
 
• Grouping method 1: 
i. Age bands: 25 – 29, 30 – 34, 35 – 39, 40 – 44, 45 – 49, 50 – 54, 55 – 
59, 60 – 64 (8 categories) 
ii. Gender: Male / Female (2 categories) 
iii. Smoker / Non-smoker (2 categories) 
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iv. Face Amount: ranging from 100,000 to 1,000,000 in increments of 50 
(19 categories) 
 
This method produces 8 x 2 x 2 x 19 = 608 groups 
 
• Grouping method 2: 
i. Age bands: 25 – 27, 28 – 30, 31 – 33, 34 – 36, 37 – 39, 40 – 42, 43 – 
45, 46 – 48, 49 – 51, 52 – 54, 55 – 57, 58 – 60, 61 – 63, 64 and above 
(14 categories) 
ii. Gender: Male / Female (2 categories) 
iii. Smoker / Non-smoker (2 categories) 
iv. Face Amount (in ‘000s) : <= 100, 100 < FA <= 200, 200 < FA <= 300, 
300 < FA <= 400, 400 < FA <= 500, 500 < FA <= 600, 600 < FA <= 
700, 700 < FA <= 800, 800 < FA <= 900, 900 < FA <= 1,000 (10 
categories) 
 
This method produces 14 x 2 x 2 x 10 = 560 groups 
 
2. Assign each policy in the population to a group 
 
3. Derive an ‘average’ policy for each group that is representative of the policies 
within the group 
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• Age : Average age within the band defined. For example, in group with 
ages 25 – 29, age = 27   
• Gender : As defined for the group 
• Smoker/ non-smoker : As defined for the group 
• Mortality impairment: should use a blended mortality table as outlined 
below 
• Face Amount : Average face amount for the group (or could use total face 
amount within the group) 
 
4. Derive a blended mortality table to represent mortality rates of the group 
• Using the M/F, Smoker/non-smoker, standard / sub-standard mortality 
tables, create blended mortality rates by gender and smoker code i.e. 
blended standard and non-standard mortality. In creating the population, it 
was assumed that 10% of the population has sub-standard mortality, so 
the weight assigned to standard mortality in each category would be 90%, 
and sub-standard mortality would be 10%. For example, the male, non-
smoker mortality would be derived as 90% x male, non-smoker standard 
mortality + 10% x male, non-smoker sub-standard mortality. 
• Create a blended mortality table for the group’s average policy by 
weighting the mortality rates for each policy within the group (depending 
on age, gender and smoker code) by the face amount. 
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5. Run the average policies through the model and true up the metrics 
computed to reflect the total face amount within the group. 
• If the face amount of the average policy is set to be the average of the 
face amounts of all policies within the group, the metric computed  (E.g.: 
Ax) should be multiplied by the number of policies assigned to each group. 
 
Comparison to RSS 
• The change in Ax under a mortality shock factor of 1.25 and interest rate 
shock factor of 0.8 will be tested under both grouping method 1 and grouping 
method 2 and compared against RSS to show that results are not stable 
across different grouping methods.  
 
• The change in Ax under a mortality shock factor of 2 will be tested under 
grouping method 1 and compared against RSS to show that RSS provides a 
better estimate than grouping for different shocks. 
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