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We investigated the homogenous nucleation of the stoichiometric B2 and B33 phases in the
Ni50Zr50 alloy using the persistent embryo method and the classical nucleation theory. The two
phases become very close competitors at large supercoolings, which is consistent with the experimen-
tal observations. In the case of the B2 phase, the linear temperature dependence of the solid-liquid
interface (SLI) free energy extrapolated to the melting temperature leads to the same value as the
one obtained from the capillarity fluctuation method (CFM). In the case of the B33 phases, the SLI
free energy is also a linear function of temperature at large supercoolings but the extrapolation to
the melting temperature leads to a value which is considerably different from the CFM value. This
is consistent with the large anisotropy of the SLI properties of the B33 phase nearby the melting
temperature observed in the simulation of the nominally flat interface migration.
I. INTRODUCTION
The nucleation rate is one of the key factors neces-
sary to understand and predict the phase competition
and transformation pathways [1, 2]. The classical nucle-
ation theory (CNT) is widely used to describe the nu-
cleation process. The simplest scenario within this the-
ory assumes formation of a crystal nucleus as result of
thermal fluctuations in the liquid phase. Once this nu-
cleus reaches a critical size it will grow until all liquid
solidifies or it meets another growing crystal. The situa-
tion becomes more complex when different crystal phases
can nucleate within the liquid phase. Obviously, only
one of these crystal phases is stable and all others are
metastable. Yet, this does not mean that it is the stable
phase which will nucleate first. For example, it has been
shown that the body-centered cubic (bcc) phase can nu-
cleate prior to the face-centered cubic (fcc) phase in the
systems where the fcc phase is the most stable phase [3–
10]. The CNT can explain this phenomenon assuming
that the bcc-liquid interface free energy is smaller than
the fcc-liquid interface free energy in the same system
[11, 12].
Making a specific prediction based on the CNT is
a much more challenging problem because any specific
CNT prediction depends on the input information which
is usually not available. For example, if a metastable
phase exists only for a relatively short time, it is very
difficult to get even the bulk thermodynamic data for
this phase from experiments. The determination of the
solid-liquid interface (SLI) free energy for such a phase
from experiment is almost impossible. The anisotropy of
SLI free energy and mobility brings further complication
because one should take into account the nucleus shape
which may not be spherical. Without this information
the CNT cannot be used to predict the outcome of the
phase competition.
Some of the problems mentioned above can be solved
by coupling CNT with molecular dynamics (MD) sim-
ulation. Since such an MD simulation requires utiliz-
ing semi-empirical potentials, the outcome may heavily
depend on the quality of these potentials. This issue
has been discussed in the literature (e.g., see [13, 14])
and we will not focus on it in the present paper. How-
ever, even if there is a perfect semi-empirical potential
(which is never the case) there are still many obstacles
for the application of the CNT. First of all, while the dif-
ference between the bulk free energies of the solid and
liquid phases can be relatively easily and reliably ob-
tained from the MD simulation [15–17], the measurement
of the SLI free energy, γ, is a long-standing problem. A
well-established approach to compute γ is the capillary
fluctuation method (CFM) [18] where SLI stiffness is de-
termined at the melting temperature based on the cap-
illary wave theory [19, 20]. Laird and co-workers further
extended the CFM along the pressure-temperature coex-
istence curve using the Gibbs-Cahn integration method
[21]. However, the application of CFM at the ambient
pressure well below the melting temperature is still prob-
lematic.
The prediction of nucleus shape is an additional prob-
lem. Although one can get the SLI free energy as a func-
tion of interface orientation from the CFM calculations,
we are not aware of actual comprehensive MD studies
where all of these parameters were obtained and utilized
within the CNT. Moreover, it is still not clear whether
the SLI data obtained for nominally flat interfaces can be
used in the nucleation studies especially when the nucleus
size is small and special corrections are needed (e.g., see
[22–24]).
An alternative approach is to obtain the nucleation
rate directly from the MD simulation. Unfortunately, it
has been done only for pure metals [25] and for some bi-
nary alloys (e.g., see [26]) simply because it usually takes
too long (more than 1 µs) to nucleate in a simulation
cell containing hundreds of thousands of atoms. This
problem can now be overcome using the persistent em-
bryo method (PEM) developed in [27] . In this method a
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2subcritical crystal nucleus is inserted in the liquid and
kept from melting by springs which are gradually re-
moved once the nucleus reaches a threshold size which
is still smaller than the critical size. With this method,
even the nucleation in glass forming metallic alloys can
be studied[27–29]. The outcome of the MD simulation
in the PEM is the critical nucleus size, N∗, and shape
factor, s∗ (which will be defined in Section 2). Along
with the bulk thermodynamic driving force, ∆µ this in-
formation is sufficient to get the nucleation rates using
the CNT.
The information obtained using the PEM can be also
utilized to extract the temperature dependence of the SLI
free energy [30]. This approach relies on two very strong
approximations. First, contrary to the CFM, it ignores
the orientation dependence of the SLI free energy and
provides an estimate for the average value of SLI free en-
ergy. Thus, the question about how the anisotropy of SLI
free energy changes with the temperature remains open.
Second, as was discussed in [30], the obtained value in-
cludes the effects associated with larger interface curva-
ture of the critical nucleus which is usually rather small.
Yet, at the present moment, this is the simplest approach
to get this dependence from the atomistic simulation.
The temperature dependences of the SLI free energy of
pure Al and Ni were obtained in [30] using the PEM. In
both cases, the temperature dependences were pretty lin-
ear. The extrapolation of these linear dependences to the
melting temperatures showed a good agreement with the
average SLI free energy obtained using the CFM which
demonstrate a reliability of the obtained data. However,
it is not obvious that similar linear dependences will hold
for more complicated multi-component phases.
The PEM is an extension of the seeding method and
for the sake of completeness we now briefly review other
seeding method studies where the temperature depen-
dence of the SLI free energy was obtained. Bai and Li
used the seeding method to obtain γ(T ) for the Lennard-
Jones system [31]. They also found that the tempera-
ture dependence is linear. Sanz et al. further extended
the method to determine γ(T ) in a LJ system, water
and NaCl [32]. They obtained linear temperature de-
pendences for the LJ system and water while the data
obtained for NaCl were too scattered to make any con-
clusion. A clear observation from the nucleation studies
mentioned above is that the temperature dependence of
the SLI free energy can be very important in the predic-
tion of the nucleation rate such that the values obtained
using the CFM at the melting temperature cannot be
used for this purpose. On the other hand, the CFM is a
well-developed technique such that it would be very fruit-
ful to find a way to utilize the CFM data in the CNT.
In order to do it an empirical temperature dependence
of the SLI free energy can be used. Trying to find an
empirical rule to predict the SLI free energy for different
systems, Turnbull proposed to relate it with the latent
heat, ∆H, and atomic density, ρc, as [33]
γ = CT ρ
2
3
c ∆H. (1)
where CT is a constant which depends on the type of
the crystal lattice. Using this relation to evaluate the
temperature dependence of the SLI free energy seems to
be a straightforward approach [25, 31]. However, the
comparisons between the temperature dependences of the
SLI free energies obtained from the seeding method or the
PEM with the predictions based on the Turnbull relation
do not show a good agreement between them [30, 32, 34].
The goal of the present study was to apply the PEM
and the CNT to describe the phase competition during
the solidification of the Ni50Zr50 alloy. The solidification
of this alloy was recently studied using the electrostatic
levitation technique [35]. The experiment showed that
while B33 is the most stable crystal phase from T = 0
to the melting temperature, a metastable B2 phase was
found to nucleate first. This phenomenon was explained
in [35] by the fact that the B2-liquid interface free en-
ergy is much smaller than the B33-liquid interface free
energy. However, this conclusion was made based on
the CFM calculations performed at the melting temper-
atures and the Turnbull relation was used to extrapolate
the obtained values down to the large supercoolings. At
the same time, the data obtained for the SLI velocity in
[36] indicate that the temperature dependences of the SLI
properties in this alloy can be very non-trivial (see Fig. 5
in [36]): the B33 SLI normal to the [010] direction almost
did not move during MD simulation near by the melting
temperature while the SLIs with other orientations were
mobile at the same temperatures. On the other hand, the
[010] SLI velocity was found to be comparable with veloc-
ities for other orientations at large undercoolings. While
no correlation between the temperature dependences of
the SLI free energy and velocity has been established so
far it is reasonable to expect that the temperature depen-
dence of the SLI free energy in the Ni50Zr50 alloy should
be also non-trivial.
The rest of the paper is organized as follows. In the
next section, we will describe the classical nucleation the-
ory, the persistent embryo method, the order parameters,
and the simulation details. In Section 3, we will present
the obtained temperature dependences of the critical nu-
cleus sizes and the SLI free energies for B2 and B33 phase.
In Section 4, we will use these data to compute the nucle-
ation rate in a wide temperature range for both phases.
Finally, in Section 5 and 6, we will discuss and summarize
the obtained results.
II. PERSISTENT-EMBRYO METHOD
According to the CNT [1], a homogeneous nucleation
involves a formation of a critical nucleus in an under-
cooled liquid. The formation of such a nucleus is gov-
erned by the thermodynamic driving force and the energy
3penalty associated with creating a solid-liquid interface
between the nucleus and the liquid. The excess free en-
ergy to form the nucleus consisting of N atoms is
∆G = N∆µ+Aγ, (2)
where ∆µ(< 0) is the chemical potential difference be-
tween the bulk solid and liquid phases, γ is the solid-
liquid interfacial free energy, and A is the interface area
which can be evaluated as A = s(Nρc )
2
3 , where ρc is the
crystal density and s is a shape factor [30]. The com-
petition between the bulk and interface terms leads to
a nucleation barrier, which can be determined from the
condition that ∂∆G(N
∗)
∂N = 0:
∆G∗ =
4s∗3γ3
27|∆µ|2ρ2c
. (3)
Typically, the CNT assumes the spherical shape
(sCNT ≡ 3
√
36pi) of the nucleus to relate ∆G∗ with γ
and ∆µ. This assumption can be soften by supposing
that the averaged shape of the sub-critical nucleus does
not change at the critical size. This supposition leads to
the following expressions for the nucleation barrier and
the SLI free energy [27]:
∆G∗ =
1
2
|∆µ|N∗. (4)
and
γ =
3
2s∗
∆µρ
2
3
c N
∗ 13 . (5)
Equation (5) shows that four quantities (ρc, ∆µ, N
∗,
and s∗) are needed to obtain from MD simulations to
calculate the interfacial free energy γ at a given temper-
ature. The crystal density, ρc, and the melting temper-
atures for the B2 and B33 phases in the Ni50Zr50 alloy
have been obtained in [36]. The methods to determine
the liquid and crystal densities and the melting temper-
ature were described in details in [37] and in [38], respec-
tively. The melting temperatures for B2 and B33 phases
were found to be 1369K and 1473K, respectively. The
bulk driving force ∆µ at a target temperature Tt was
calculated using the Gibbs-Helmholtz equation:
∆µ(Tt) = Tt
∫ Tt
Tm
∆H(T )
T 2
dT, (6)
where Tm is the melting temperature and ∆H(T ) is the
latent heat which is obtained directly by the MD sim-
ulations. The value of ∆µ are shown as a function of
temperature in Fig. 1 for both B2 and B33 phases. Ex-
amination of this figure shows that the employed poten-
tial does provide in agreement with experiment that the
B33 phase is always more stable than the B2 phase.
The critical nucleus size, N∗, and the shape factor,
s∗, were obtained in the present study using the PEM.
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FIG. 1. The bulk driving force for the solidification in the
Ni50Zr50 alloy.
The PEM utilizes the main CNT concept that a homoge-
neous nucleation happens via the formation of the crit-
ical nucleus in an undercooled liquid. The nucleation
process can be efficiently sampled in the PEM by pre-
venting a small crystal embryo consisting of N0 atoms
(N0  N∗) from melting using external spring forces
[27, 29, 39]. Very long ineffective simulations, in which
the system is very far away from forming the critical
nucleus, are avoided in this method. As the embryo
grows, the harmonic potential is gradually weakened and
is completely removed when the cluster size reaches a
sub-critical threshold, Nsc (N0 < Nsc < N
∗). If the nu-
cleus melts below Nsc the harmonic potential is gradually
enforced preventing the complete melting of the embryo.
Since the harmonic potential is applied only to N0 atoms
of the original embryo and it is removed well before the
nucleus reaches the critical size this harmonic potential
does not affect the critical nucleus shape and its interface
with the liquid phase. Thus, the system is unbiased at the
critical point and reliable information about the critical
nucleus can be obtained. Our method does not require
fine tuning of N0 and Nsc [27] provided that the choice
of these parameters is reasonable. When N0 and Nsc are
too large, the crystallization takes place so fast that one
can barely detect any clear critical plateau from simula-
tion trajectories. When N0 and Nsc are too small, no
nucleation event or any critical plateau can be observed
within the simulation time (see details in the supplemen-
tary of Ref. [27]). A reasonable choice of N0 and Nsc
is achieved by a few trial-and-error cycles until the crit-
ical fluctuating plateau can be observed within typical
MD simulation time. When the nucleus reaches the crit-
ical size, it has equal chances to melt or to further grow
causing fluctuations around N∗. As a result, the N(t)
curve tends to display a plateau during the critical fluc-
tuations, giving a unique signal to detect the appearance
of the critical nucleus. Sometimes, several values of N∗
4can be obtained from the same simulation if the critical
nucleus melt rather than grow. An additional statistic
can be also obtained by changing the initial atomic ve-
locities. At the same time, sufficient statistics on the
critical nucleus shape and the shape factor, s∗, can be
obtained from the same simulations. [27, 30] To identify
the solid-like atoms from liquid on the fly, we employed
the efficient kinetic parameter [40] which is based on the
analysis of the atomic displacements within a specified
time interval. The atoms which show vibrational mo-
tion are recognized as solid, while the ones showing dif-
fusional motion are recognized as liquid. The clustering
analysis [41], which uses the crystalline bond length as
the cutoff distance to choose neighbor solid atoms, was
employed to measure the size of the nucleus. Since the
nucleus size can be rather sensitive to the choice of or-
der parameters [42], in addition to the kinetic parameter,
the cluster-alignment (CA) method [43] was employed to
validate the nucleus size based on the solid structures.
Being a structural order parameter, the CA method can
well differentiate complex crystal structures by comput-
ing the minimal root-mean-square deviation (RMSD) be-
tween the atomic cluster and the perfect crystal motifs
[40, 44]. The bcc polyhedron was chosen as the crystal
template (see Fig. 2a) for the B2 phase. In the case of the
B33 phase we took into account that the Ni and Zr atoms
have different local environments. Therefore, we chose
the polyhedra formed by the closest neighbor atoms near
the Ni and Zr atoms as shown in Fig. 2(b). Figures 2(c)
and (d) show that the RMSDs between the B2 and liquid
phases, as well as the B33 and liquid phases, are well sep-
arated from each other. It was found the critical nucleus
size determined from the cluster alignment is rather con-
sistent with the one determined from the kinetic order
parameter.
All MD simulations in the present study were per-
formed using the GPU-accelerated LAMMPS code [45–
47]. The Ni-Zr Finnis-Sinclair potential [48] developed in
[36] was employed. All MD simulations were performed
using the NPT ensemble with the Nose-Hoover thermo-
stat and Parinello-Rahman barostat. The time step of
the MD simulation was 1.0fs. The damping time in the
Nose-Hoover thermostat was set as τ = 0.1ps, which
is frequent enough for the heat dissipation during the
crystallization [30]. The simulation cell contained 31,250
atoms which is at least 20 times larger than the critical
nucleus size (see the next section). In the case of the B33
nucleation under moderate undercoolings, the simulation
cell contained 1 million atoms which is around 18 times
larger than the critical nucleus size.
III. CRITICAL NUCLEUS SIZE AND
SOLID-LIQUID INTERFACE FREE ENERGY
Figure 3(a) shows a typical result of the PEM-MD sim-
ulation. In this case, the initial embryo size N0 is 210,
and the threshold for removing the springs Nsc is 330.
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FIG. 2. Using the cluster alignment method to differentiate
the B2 and B33 phases from the liquid. (a) and (b) The main
polyhedra in the B2 and B33 crystals, respectively. The green
balls represent Zr and the blue balls represent Cu. (c) and
(d) The RMSD for the separate models of bulk phases.
The plateau indicates the appearance of the critical nu-
cleus. The critical nucleus size N∗ can be directly mea-
sured by averaging the size at the plateau [27]. The tem-
perature dependences of critical nucleus size for both the
B2 and B33 phases are shown in Fig. 3(b). The shape
factors were computed as s = A
V 2/3
[30], where A is the
surface area and V is the volume of the nucleus polyhe-
dron constructed by the geometric surface reconstruction
method [49] integrated in the OVITO software package
[50]. The examination of Fig. 3(b) shows that the shape
factors of both B2 and B33 critical nuclei deviate from
the sphere even though the initial embryo was spherical
(see insert in Fig. 3(a)). Interestingly, the shape factors of
B2 and B33 exhibit different temperature dependences.
The shape factor of the B2 phase decreases with increas-
ing temperature indicating that the SLI becomes more
anisotropic with increasing supercooling. This is simi-
lar to the previously measured shape factors for Al and
Ni [30]. The variation of the B33 shape factor in the
temperature range studied using the PEM is within the
statistical uncertainty of the data. Therefore, based on
these data we cannot make any conclusion about the tem-
perature dependence of the anisotropy of the B33 SLI.
To further evaluate the SLI free energy and the shape
factor of the B33 phase, we approached a very small un-
dercooling at 1400 K (5% undercooling, 60 K below the
B33 melting temperature). The critical nucleus size of
the B33 phase cannot be obtained under these condi-
tions even from the PEM because as will be shown below
the critical nucleus consists of 50,000 atoms and the
growth rate is very low. On the other hand, it is not
obvious that the conventional seeding technique where a
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FIG. 3. (a) Nucleus size as a function of time in the PEM-
MD simulation for NiZr-B33 at 1150 K. The red boxes in-
dicate the plateau regions of the critical nucleus. The insert
shows a snapshot of the critical nucleus from the first plateau;
the Ni and Zr atoms are shown by the blue and green dots,
respectively. The central yellow region indicates the initial
embryo. (b) The critical nucleus sizes and shape factors (in-
sert) for both NiZr-B2 and NiZr-B33 as functions of tempera-
ture. The error bars were obtained by measuring the multiple
critical nuclei collected from PEM simulations. The data at
1400K are obtained from the seeding method. The dot lines
indicate the linear fitting of the data. The black dashed line
shows the perfect sphere shape factor.
nucleus is embedded into the liquid and the critical size
is determined by the fact whether the nucleus grows or
disappears, is applicable to the phases with very large
anisotropy of the SLI properties as was observed in [36].
Therefore, in the present study, we first let the nucleus
obtained by the PEM grow to significantly large sizes at
a lower temperature, T = 1150K. Then we increased
the temperature to the target value (T = 1400K) and
registered if the nuclei of different sizes grew or melted.
Figure 4(a) shows that when the nucleus is too large or
too small, it indeed grows or melts, respectively. Only
when the size is near the critical size the nucleus nei-
ther grows nor melts for a quite long period. While this
technique (which is in fact based on the assumption that
the anisotropy of the SLI properties does not change be-
low the target temperature) does not provide the same
level of accuracy as the PEM, it can still be used to es-
timate the critical nucleus size. The critical nucleus size
was determined as N∗ = 55, 500 ± 1, 400 according to
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FIG. 4. Size evolutions for 12 nuclei with different initial
sizes. The ones in the dashed box were used to estimate the
critical nucleus size. (b) The projections of a critical nucleus
from two orientations. The time when the nucleus was ex-
tracted are cross-marked in panel (a).
the two trajectories marked in Fig. 4(a). One of the ob-
tained critical nuclei is shown in Fig. 4(b). As can be
seen in this figure, the critical nucleus shape exhibits a
quite large anisotropy. The SLI in the [010] direction is
very flat which is consistent with the data obtained from
the CFM at the melting point [36].
The increase in the SLI anisotropy can also be seen
from the comparison of the shape factor values obtained
from the seeding simulation at T=1400 K and from the
PEM simulations at lower temperatures (see the insert
in Fig. 3(b)). Although we have to note that the high
temperature value was obtained based on just one sim-
ulation, the large critical nucleus size ( 55,500 atoms)
makes this value rather reliable. This increase in the
shape factor with increasing temperature is opposite to
the temperature dependences of the shape factors which
we observed for pure Al and Ni in [30] and for the B2
phase in the present study, but it is consistent with the
fact one interface was immobile in the MD simulations of
the flat interface migration nearby the melting tempera-
ture while others were mobile but all interfaces migrated
with about the same velocity at large supercoolings [36].
Once both the critical nucleus size and the shape fac-
tor are determined, the SLI free energy can be calcu-
lated using Eq. (5). The results from the current PEM
and seeding simulations as well as the previous CFM re-
sults [36] are summarized in Fig. 5. The SLI free en-
ergy obtained from current PEM simulations shows al-
most linear dependence on the temperature for both B2
and B33 phases. For the B2 phase, the linear extrapo-
lation to the melting temperature agrees well with the
CFM value. However, the linear extrapolation for the
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FIG. 5. The SLI free energy as a function of tempera-
ture. The dashed lines are the linear fitting and extrapola-
tions of the PEM data (γB2 = 1.413 + 0.004784T (meV/A˚
2)
and γB33 = 6.438 + 0.005173T (meV/A˚
2)). The solid lines are
estimations by the Turnbull relation [3]. The yellow curve is
just a guideline for the temperature dependence of B33 SLI
free energy.
B33 phase largely deviates from the CFM value, while
it agrees well with the value obtained from the seeding
method. Figure 5 also show the temperature dependence
of the SLI free energy estimated by the Turnbull rela-
tion [35] using Eqn. (1). Clearly the predictions ob-
tained from this relation significantly deviates from the
data obtained from the current PEM simulations for both
the B2 and B33 phases. Moreover, the Turnbull relation
overestimates the SLI free energy for the B33 phase and
underestimates it for the B2 phase.
IV. NUCLEATION RATE
Based on the steady-state model [1], the nucleation
rate, J , can be expressed as
J = ρLf
+
√
|∆µ|
6pikBTN∗
exp(−∆G
∗
kBT
), (7)
where kB is the Boltzmann constant, f
+ is the attach-
ment rate of a single atom to the critical nucleus and ρL
is the liquid density. Using the temperature dependence
of the interfacial free energy, the nucleation barrier ∆G∗
can be obtained from Eq. (3) for the same temperature
range. Figure 6 shows ∆G∗ as function of temperature
for both the B2 and B33 phases. The two curves cross
near 1070 K and in fact they are statistically indistin-
guishable below this temperature. For comparison, we
also include the free energy barriers computed by using
the SLI free energy obtained from the Turnbull relation
[35]. Obviously these data significantly deviate from the
current PEM-MD results.
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FIG. 6. The nucleation barriers as functions of temperature.
The solid line are the extrapolation of PEM data with Eqn.
(2). The insert zooms in the temperature regime where PEM
was performed.
The attachment rate, f+, was measured in the iso-
configurational MD simulations as the effective diffusion
constant for the change of the critical nucleus size [27,
51, 52]. The obtained MD results are shown in Fig. 7 for
both the B2 and B33 phases. To fit the data with the
temperature dependence, we consider the classical kinetic
model of atom attachment [1] where f+ is proportional
to the liquid diffusivity D and the nucleus surface area.
With the shape factor correction, the expression for f+
can be written as
f+ = s∗N∗2/3
6D
λ2
. (8)
where λ is the atomic jump distance during the attach-
ment which can be determined based on the measured
f+. For the undercooled NiZr liquids considered here, the
temperature dependence of the bulk diffusion coefficient
can be well fit to the Vogel-Fulcher-Tammann (VFT) re-
lationship [53], which are shown in Fig. 7 . Here we used
the diffusivity of Zr atoms because it is slower than that
of Ni atoms, and thus is the limiting factor of the attach-
ment. With all the parameter in Eqn. (7) available, the
attachment rate is extrapolated to a wide temperature
range. The attachment rate on the B2 nucleus is typi-
cally 4-5 times faster than the one for the B33 nucleus at
the same temperature.
Finally, once all the temperature dependences of the
parameters in Eq. (6) were determined, the nucleation
rate was computed for both the B2 and B33 phases (see
Fig. 8). The two curves cross at 1070 K, where the nucle-
ation rate of the B2 phase becomes larger than that for
the B33 phase. Figure 8 also shows that the nucleation
rate computed using γ obtained from the CFM value
and the Turnbull relation dramatically deviates from the
PEM data.
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FIG. 7. The attachment rate obtained from Eq. (6). The
squares and circles represent the data measured in the iso-
configurational MD simulations [27]. By fitting the PEM
data, λ is determined as 1.43 A˚and 2.11 A˚for the B2 and
B33 phases, respectively. The insert shows the VFT fitting of
the diffusion coefficient for Zr in Ni50Zr50 liquid measured by
MD simulations.
V. DISCUSSION
In the present study, we used the persistent embryo
method and the classical nucleation theory to determine
the nucleation rates for the B2 and B33 phases in the
Ni50Zr50 alloy. The study was motivated by two ques-
tions: i) if it is really important to take into account
the actual temperature dependence of the SLI free en-
ergy or using the CFM values obtained at the melting
temperature can give a reliable prediction and ii) if the
temperature dependence of the SLI free energy is always
approximately linear as was obtained in [30–32] for rather
simple crystal phases. These questions are especially im-
portant for understanding the nucleation in the Ni50Zr50
alloy. Until the levitation study performed at very large
undercooling in [35] it was believed that this alloy should
solidify directly into the B33 phase. While the levitation
study demonstrated that it is the B2 phase which nu-
cleates first at large undercoolings, it obviously cannot
be the case in the temperature interval between the B2
and B33 melting temperatures. However, the calcula-
tions performed using the CFM data and the Turnbull
relation suggest that the B33 phase can never homoge-
neously nucleate from the liquid. Indeed, with the ex-
perimental sample size of 2.0 mm, the nucleation rate
which can be accessed in a few seconds must be higher
than 108m−3s−1 (see the estimations made in [54]). This
threshold value (the lower bound of the yellow range
shown in Fig. 8) is several orders of magnitude higher
than the values predicted by using the CFM data and
the Turnbull relation (see Fig. 8). On contrary, the cal-
culations performed used the PEM show that the B33
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FIG. 8. The nucleation rate as a function of temperature.
The yellow shadow indicates the region of homogeneous nu-
cleation. The lower limit is estimated by the typical experi-
mental conditions [35, 54], while the upper limit is estimated
for the brute-force MD simulations.
can homogeneously nucleate below T = 1100K.
In reality it is very difficult to conclude which technique
provides more reliable predictions by comparison with
the experiment. In the levitation experiment reported in
[35] the B2 nucleation happened at 1350 K after which
the sample heated up to 1550 K which is probably the
B2 melting temperature. However, the semi-empirical
potential used in the present study provides that the B2
melting temperature is 1369 K (the authors of [36] did
not have any data on the B2 melting temperature and
simply made it lower than the B33 melting temperature;
the target value for the B33 melting temperature was
1533 K in [36]). Thus, it is reasonable that our predic-
tion for the beginning of the B2 homogeneous nucleation
is 250 K below the temperature where it was observed
in the levitation experiment and the disagreement can
be simply attributed to the inaccuracy of the employed
semi-empirical potential. Our present calculations pre-
dict that there should be close competition between the
nucleation of the B2 and B33 phases and indeed the B33
phase shows up in the experiment just a few seconds af-
ter the B2 phase nucleates. However, it is still unclear
how the B33 phase nucleates in the experiment. If it
nucleates from the liquid this would be indeed the case
of a close competition because it happens when the B2
phase is still solidifying. If on the other hand, the B33
phase nucleates from the B2 phase the experiment does
not provide any information about how close the com-
petition between the B2 and B33 phase nucleation from
the liquid is. Thus the only validation of our calcula-
tions from the experiment is that the B33 phase cannot
nucleate before the B2 phase even at high temperatures
where the B33 nucleation rate is higher than the B2 nu-
cleation rate, because the B33 nucleation rate at these
8temperatures is too low.
Another way to validate the accuracy of the predic-
tions for the nucleation rate is to compare them with
the results of the brute-force MD simulations at deep
undercoolings [27, 30]. In this case an MD simulation
is simply performed until the nucleation is observed and
the inaccuracy of the employed semi-empirical potential
does not play any role as long as the same semi-empirical
potential is used in all calculations. Therefore, in order
to compare which approach provides a better prediction
we performed a brute-force MD simulation at T = 850K
using a simulation cell containing 31,250 atoms. Due to
the stochastic nature of the nucleation, 10 independent
runs were performed. Unfortunately, in spite of the fact
that the duration of the simulations was 200 ns, no nu-
cleation was observed. Therefore, the nucleation rate at
T = 850K with the current the semi-empirical poten-
tial must be lower than 1031m−3s−1 (the upper bound
of the yellow range shown in Fig. 8). The calculations
made using the PEM show that the nucleation rate never
reach this value and therefore, indeed predict that no nu-
cleation should be observed in the MD simulation. On
contrary, the calculation based on the CFM value and
the Turnbull relation leads to the prediction that the nu-
cleation should be observed in the MD simulation below
1025 K. This vividly demonstrates that an accurate de-
termination of SLI free energy is absolutely necessary to
get an accurate prediction for the nucleation rate from
the CNT.
Figure 5 shows that the temperature dependence of the
SLI free energy of the B2 phase is linear just like in the
cases of pure Al and Ni considered in [30]. However, in
the case of more complex B33 phase the temperature de-
pendence is not that trivial. In fact, it remains unclear
how the B33 SLI free energy depends on the tempera-
ture in the range from 1400 K to the B33 melting tem-
perature, 1473 K. Obviously it becomes very non-linear
which is intuitively consistent with the observation from
the flat SLI migration simulations where an anomalous
non-moving B33 orientation was found at the tempera-
ture range from 1450 K to 1490 K [36]. Unfortunately,
this temperature region could not be probed using the
PEM because of the too large computational cost.
Finally, we note that the SLI free energies obtained
in the present study are averaged over all crystal orien-
tations and the anisotropy of the SLI free energy was
neglected. The seeding simulations at T = 1400K re-
vealed a strongly anisotropic shape of the B33 nucleus
even though the critical nucleus was very large. Yet the
SLI free energy estimated from the seeding simulations
still agrees with the linear extrapolation from the PEM
results (see Fig. 5).
VI. CONCLUSION
In summary, using the CNT and PEM, we determined
the SLI free energies and nucleation rates for the B2 and
B33 phases in the Ni50Zr50 alloy. The competition be-
tween the B2 and B33 phase nucleation was quantified
and the results are consistent with the experimental ob-
servations. In the case of the B2 phase, the linear tem-
perature dependence of the SLI free energy extrapolated
to the melting temperature leads to the same value as
the one obtained from the CFM. In the case of the B33
phases, the SLI free energy is also a linear function of
temperature at large supercoolings but the extrapolation
to the melting temperature leads to a value which is con-
siderably different from the CFM value. This is consis-
tent with the large anisotropy of the SLI properties of
the B33 phase near the melting temperature.
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