Abstract. In this short note, we propose an unified method to derive formulas for derivations conjugated by exponential functions on an almost complex manifold.
Introduction
Our main result of this note is the following NOTE : The corresponding formulas in a previous version of this paper [Xia19] are not correct. We mistakenly take [A 0,1 (M, T 1,0 ), A 0,1 (M, T 1,0 )] ∈ A 0,2 (M, T 1,0 ) as granted which does not hold for general almost complex manifolds, see (2.3). The correct form of formulas (1), (2), (3) are first obtained by . The main contribution of this note is thus to provide an alternative proof of these formulas. If J is integrable, then [A 0,1 (M, T 1,0 ), A 0,1 (M, T 1,0 )] ∈ A 0,2 (M, T 1,0 ) holds and (1), (2) is reduced to the extension formulas proved in [LRY15] . After reviewing some basic facts about derivations in Section 2, we prove our main result in Section 3.
Derivations and bracket operations on a real manifold
In this section we review some basic facts about derivations and refer the readers to chapter II of [KMS93] for more details. Let M be a smooth manifold of dimension
With respect to this bracket operation, the space of all derivations D(M ) = k D k (M ) becomes a graded Lie algebra.
2.1. The interior derivative and Lie derivative. For a smooth vector field X on M , we have the interior derivative i X which is a derivation of degree −1. For a vector valued (k + 1)-form K ∈ A k+1 (M, T M ), we can associate a derivation i K of degree k by setting i K ϕ := ξ ∧ (i X ϕ) , if K = ξ ⊗ X for a (k + 1)-form ξ and a vector field X, where ϕ ∈ A(M ). The exterior derivative d is a derivation of degree 1. The Lie derivative On a complex manifold, the Frölicher-Nijenhuis bracket can be extended C-linearly and is exactly the bracket operation appeared in Kodaira-Spencer's deformation theory [MK71] . Nevertheless, we should notice a vital difference between the integrable case and the general case: for φ ∈ A 0,1 (M, T 1,0 ) and
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In fact, we have
for the other components.
2.4.
A useful commutator relation. The following commutator relation will be useful for our purpose:
See [Mic86] , [LR11] and [LRY15] for various forms and generalizations of this formula.
Derivations on an almost complex manifold
Now, let (M, J) be an almost complex manifold of real dimension 2n, its complexified tangent bundle
In what follows, we omit the subscript "C" and make the convention that differential forms are always complex valued unless otherwise stated. Replacing R-linearity by C-linearity, the notion of graded derivation on A(M ) is similarly defined. Since now A(M ) has a bigrading structure, we can make a refinement.
Note that, by extending C-linearly, all the constructions in previous section can be applied in the present situation.
Example 3.1 (c.f. chapter VIII of [Dem12] ). The exterior derivative d admit a decomposition into 4 bigraded derivations:
where ∂ := p,q Π p+1,q dΠ p,q with Π p,q being the projection A(M ) → A p,q (M ) and
. We see that the bidegree of ∂, ∂, i θ , i θ are (1, 0), (0, 1), (2, −1), (−1, 2) respectively.
We can also make the following refinement of (2.1):
It is clear that L
Remark 3.4. It is important to notice that the uniqueness part of (2.1) is lost.
Let φ ∈ A 0,1 (M, T 1,0 ), then i φ is nilpotent : (i φ ) n+1 ξ = 0, ∀ξ ∈ A(M ), so that the operator
is well-defined. Since e i φ e −i φ = e −i φ e i φ = e 0 is the identity operator, e −i φ is the inverse operator of e i φ .
Definition 3.5. Let R be an unitary associative algebra over Q (not necessarily commutative). For any x, y ∈ R, we say that x is finitely commutable with y if there is a positive integer k such that
where [x, y] = xy − yx is the usual commutator. If x is finitely commutable with y, the least integer k such that (3.2) holds is called the commutable degree of (x, y), and in this case we say x is k-commutable with y. We will simply denote the k times bracket in (3. 
where e y := 1 + y + y 2 2! + · · · is the exponential function.
Proof. First, we set f (t) := e −ty xe ty , where t is a real variable. It can be proved inductively that
Hence, we have
Proof. Assume y l = 0 for some positive integer l and set N = max{k, l}, then
where
are the binomial coefficients. Now, by our assumption, we know that
thus xe y = e y i=k−1
Derivations on the algebra of vector bundle valued forms. Let E be a smooth vector bundle on the the almost complex manifold (M, J) and ∇ be a linear connection on E. The space of E-valued differential forms A(E) can be decomposed as A(E) = p,q A p,q (E). From the work of Michor [Mic86] , we know that a similar theory as those described in Section 2 holds in this setting, in particular, formulas (2.2) and (2.4) are valid with the Lie derivative defined by 
As in Example 3.1, the connection ∇ admits a decomposition 2 :
where ∇ 1,0 := p,q Π p+1,q ∇Π p,q with Π p,q being the projection A(E) → A p,q (E) and
and since i ψ φ = 0, by (2.4) we have
The conclusion then follows from (3.5) and (2.3).
As in (3.2), we use [x, y] ∧(k) to denote the k-times Nijenhuis-Richardson bracket of x with y, and [x, y] ∧(0) := x.
Theorem 3.8. Let φ ∈ A 0,1 (M, T 1,0 ) and ψ ∈ A 0,1 (M, T 1,0 ), then we have 2 This can be checked easily. In fact, for u ∈ A 0 (M, E) this is clear; for u ∈ A 1 (M, E), write locally u = αi ⊗ si, where αi are 1-forms and si is a local smooth frame, then we have
Proof. All these follows easily from Lemma 3.6. For (1), note that [∇, i φ ] = −L φ . By (3.4) and (3.5),
From (2.2) and (2.3) we see that
For (2), by Lemma 3.7, we have
where we have used the fact that L i ψ i ψ φ = 0 since i ψ i ψ φ = 0. Similar to (2.3), by [KMS93, pp. 70, Thm 8.7 ,(6)] we have
For (6), first we have
then (6) follows from (4),(5) and the fact that
Remark 3.9. It is not hard to check that the left hand side of these identities are all graded derivations. Hence we can also prove these formulas by using (2.1). In a subsequent paper, we will carry out this approach to prove several extension formulas and study its applications in deformation of complex structures. Proof. This follows immediately from Lemma 3.6.
