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Resume
La fonction de Holder associee a une fonction permet de mesurer les
variations locales de son irregularite. Dans [4], il est montre que H est la
fonction de Holder d'une fonction continue f si et seulement si H s'ecrit
comme une limite inferieure de fonctions continues. Une construction pos-
sible de f repose sur une generalisation de la celebre fonction de Weiers-
trass. Dans cette note nous transposons ce resultat au cadre stochastique.
Processes with prescribed local regularity
Abstract
The local variations of the irregularity of a function can be measured by the
associated Holder function. It is shown in [4] that H is the Holder function
of a continuous function f if and only if H may be written as a lower limit
of continuous functions. One possible construction of f consists in generalizing
the well-known Weierstrass function. In this note this result is extended to the
stochastic context.
Abridged english version
Let X = fX(t)g
t2[0;1]
be a continuous and nowhere dierentiable stochastic
process. The Holder process of X is dened for all t as :

X
(t) = sup


lim sup
h!0
jX(t + h) X(t)j
jhj

= 0

:
This process allows to measure the local variations of the irregularity of X. It
is shown in [4] in the deterministic context, that a function H is the Holder
function of a continuous function f if and only if H is of the form H(t) =
lim infH
l
(t), for all t, where the H
l
are continuous functions (In fact, it is not
restrictive to suppose that the H
l
are Holder functions whose Holder constants
increase slowly when l goes to innity i.e c
l
= O(l)). The aim of this note is to
construct a continuous random process W extending the well-knownWeierstrass
function and whose Holder process may be, with probability 1, any lower limit
1
of continuous functions with values in a compact of ]0; 1[. More precisely, let IL =
(l
p
)
p2IN
be the sequence dened as l
1
= 1 and for all p  2, l
p
= [
1 a
0
1 b
0
l
p 1
] + 1
where a, b, a
0
, b
0
are xed reals satisfying 1 > b
0
> b > a > a
0
> 0. Let
(H
l
)
l2IL
denote a sequence of (; c
l
)-Holder functions with values in [a; b] and
such that c
l
= O(l) (we say that f is a (; c)-Holder function if for all t
1
, t
2
we have jf(t
1
)   f(t
2
)j  cjt
1
  t
2
j

). At last, let (
l
)
l2IL
denote a sequence
of real random variables such that
P
1
p=1
P (j
l
p
j =2 [l
 2
p
; l
p
]) < +1: This last
condition is satised when, for instance, the 
l
are square integrable, have the
same distribution and a bounded probability density. It follows from the Borel-
Cantelli Lemma that there exists an event 


, with probability 1, such that for
all ! 2 


there exists p
0
satisfying for all p  p
0
,
l
 2
p
 j
l
p
(!)j  l
p
:
Set  = 4k, where k 2 IN

. We will show that the random, lacunary Fou-
rier series, fW (t)g
t2[0;1]
dened for all t 2 [0; 1] and ! 2 


as W (t; !) =
P
l2IL

 lH
l
(t)
sin(
l
t)
l
(!) and W (t; !) = 0 else, satises almost surely, for all
t, 
W
(t) = lim infH
l
(t). Thus, this construction allows to build stochastic pro-
cesses with an arbitrary singularities spectrum. These processes are not obtained
via a multiplicative cascade and yet they can be multifractal.
1 Introduction
Pour simplier, nous supposons que tous les processus dont il est question
dans cette note sont indexes par [0; 1] et a valeurs reelles. L'extension de nos
resultats a des processus a valeurs reelles indexes par un pave compact de IR
d
,
ne posent pas de problemes essentiels. Par ailleurs, nous nous interessons a des
processus dont les trajectoires sont presque su^rement des fonctions continues et
nulle-part derivables. Soit X un processus de ce type, le processus de Holder as-
socie aX, est deni pour tout t par 
X
(t) = sup

n
lim sup
h!0
jX(t+h) X(t)j
jhj

= 0
o
:
Il permet de mesurer les variations locales de l'irregularite de X. Dans [4], il a
ete montre qu'une fonction H est la fonction de Holder d'une fonction f deter-
ministe et continue si et seulement si H s'ecrit comme une limite inferieure de
fonctions continues i.e pour tout t, H(t) = lim infH
l
(t) ou les H
l
sont continues
(on peut supposer, sans perte de generalite, que les H
l
sont des fonctions Holde-
riennes avec des constantes de Holder croissant lentement i.e en O(l), voir [4]).
Une construction possible repose sur une generalisation de la celebre fonction de
Weierstrass. L'objectif de cette note est de transposer ce resultat au cadre sto-
chastique. Plus precisement, nous construisons un processus aleatoire continu,
generalisant la fonction de Weierstrass et dont le processus de Holder peut e^tre,
avec probabilite 1, n'importe quelle limite inferieure de fonctions continues, a
valeurs dans un compact de ]0; 1[.
2
2 Construction de W
Dans toute cette partie a, b, a
0
, b
0
sont des reels tels que 1 > b
0
> b > a >
a
0
> 0 et IL = (l
p
)
p2IN
est la suite d'entiers deni par l
1
= 1 et pour tout p  1 par
l
p
= [
1 a
0
1 b
0
l
p 1
] + 1. (H
l
)
l2IL
designe une suite de fonctions (; c
l
)-Holderiennes
a valeurs dans [a; b] et telles que c
l
= O(l) (on dit qu'une fonction f est (; c)-
Holderienne si pour tout t
1
, t
2
on a jf(t
1
) f(t
2
)j  cjt
1
  t
2
j

). f"
l
g
l2IL
designe
une suite de variables aleatoires reelles telles que
P
1
p=1
P (j
l
p
j =2 [l
 2
p
; l
p
]) < +1:
Cette derniere condition est par exemple veriee lorsque les "
l
sont identique-
ment distribuees, admettent un deuxieme moment et une densite bornee. Ainsi
d'apres le Lemme de Borel-Cantelli, il existe un evenement 


, de probabilite
1, tel que : pour tout ! 2 


, il existe p
0
, veriant pour tout p  p
0
l
 2
p
 j"
l
p
(!)j  l
p
: (1)
Ces inegalites joueront un ro^le essentiel dans tout ce qui va suivre. Tous les
processus considerees ci-dessous seront supposes nuls en tout ! =2 


. Notre
objectif sera d'etablir le Theoreme suivant.
Theoreme 1 Soit  un entier naturel non nul divisible par 4 et soit fW (t)g
t2[0;1]
,
la serie de Fourier aleatoire lacunaire, denie lorsque ! 2 


par
W (t; !) =
X
l2IL

 lH
l
(t)
sin(
l
t)"
l
(!); (2)
alors pour tout ! 2 


et tout t 2 [0; 1], on a 
W
(t; !) = lim inf
p!1
H
l
p
(t).
Fixons un reel " > 0 arbitrairement petit, t 2 [0; 1] et ! 2 


. Il existe
p
1
 p
0
tel que pour tout p  p
1
, H
l
p
(t)  H(t)  . Posons pour tout s 2 [0; 1],
W
p
1
(s; !) =
P
p
1
p=1

 H
l
p
(s)l
p
sin(
l
p
s)"
l
p
(!) et
~
W (s; !) = W (s; !)  W
p
1
(s; !).
Il resulte du Theoreme des accroissements nis qu'il existe C
1
> 0 une constante
telle que pour tout s
0
; s
00
2 [0; 1], on a
jW
p
1
(s
0
; !) W
p
1
(s
00
; !)j  C
1
js
0
  s
00
j

: (3)
Etape 1 Montrons qu'il existe une constante C
2
> 0, telle que pour jhj  1.
j
f
W (t+ h; !) 
f
W (t; !)j  C
2
jhj
H(t) 2"
: (4)
En utilisant (1) et le fait que sup
n2IN
n
 n"
< +1, on a
j
f
W (t+ h; !) 
f
W (t; !)j 
X
l2IL
j
 lH
l
(t+h)
  
 lH
l
(t)
jl
+
X
l2IL

 l(H(t) ")
j sin(
l
(t+ h))  sin(
l
t)jl
 C
3
(log):
 
+1
X
n=0
n
3

 na
!
jhj

+ C
4
+1
X
n=0

 n(H(t) 2")
j sin(
n
(t+ h))  sin(
n
t)j:
3
Soit m 2 IN, l'entier tel que : 
 (m+1)
 jhj < 
 m
. On a
+1
X
n=0

 n(H(t) 2")
j sin(
n
(t+ h))  sin(
n
t)j

 
m
X
n=0

(1 H(t)+2")n
!
jhj+ 2
+1
X
n=m+1

 n(H(t) 2")


(m+1)(1 H(t)+2")

(1 H(t)+2")
  1
jhj+
2
 (m+1)(H(t) 2")
1  
 (H(t) 2")
 C
5
jhj
H(t) 2"
:
Etape 2 Soient
e
IL = fl
p
2 IL ; p > p
1
g et
e
 
"
= fl 2
e
IL ;H(t)   "  H
l
(t) 
H(t) + "g. Montrons qu'il existe une constante C
6
> 0 et une suite (h
N
)
N2
e
 
"
4
qui tend vers 0 telles que : pour tout N 2
e
 
"
4
, j
f
W (t + h
N
; !)  
f
W (t; !)j 
C
6
jh
N
j
H(t)+
"
3
:
Pour tout N 2
e
 
"
4
posons h
N
= ( 1)
(N)

2

 N
ou (N ) 2 f0; 1g est tel que
j sin(
N
(t + h
N
))  sin(
N
t)j  1: (5)
On a, en utilisant (1) et le fait que h
N
= ( 1)
(N)

2

 N
,
j
f
W (t + h
N
; !)  
f
W (t; !)  
 NH
N
(t)
(sin(
N
(t+ h
N
))   sin(
N
t))"
N
(!)j
 A(h
N
) +A
0
(h
N
) +A
00
(h
N
)
ou
A(h) =
X
l2
e
ILn
e
 
"

 lH
l
(t)
j sin(
l
(t+ h))  sin(
l
t)jl
A
0
(h) =
X
l 2
e
 
"
l < N

 lH
l
(t)
j sin(
l
(t + h))   sin(
l
t)jl
et
A
00
(h) =
X
l2IL
j
 lH
l
(t+h)
  
 lH
l
(t)
jl:
On en deduit que
A(h) 
+1
X
n=0

 n(H(t)+")
nj sin(
n
(t + h))  sin(
n
t)j
 C
7
+1
X
n=0

 n(H(t)+
"
2
)
j sin(
n
(t+ h))  sin(
n
t)j;
4
puisque sup
n2IN

 
n"
2
n < +1. Ensuite en raisonnant comme dans l'etape 1, on
peut montrer que
A(h)  C
8
jhj
H(t)+
"
2
: (6)
Soit L
N
= supfl 2
e
 
"
; l < Ng: On a
A
0
(h)  C
8
L
N
X
n=0

 n(H(t) 
3
2
")
j sin(
n
(t+h)) sin(
n
t)j  C
8

(1 H(t)+
3
2
")(L
N
+1)

(1 H(t)+
3
2
")
  1
jhj:
(7)
Nous supposerons que
3
2
" < min(a  a
0
; b
0
  b). On a donc
1  a
0
> 1  (H(t)  
3
2
") > 1  (H(t) +
3
2
") > 1  b
0
:
Par suite, (1  (H(t) +
3
2
"))N  (1  (H(t) 
3
2
"))L
N
, et (7) entra^ne alors
A
0
(h
N
)  C
0
9

N(1 (H(t)+
3
2
"))
jh
N
j  C
9
jh
N
j
H(t)+
3
2
"
: (8)
En raisonnant comme dans l'etape 1, on peut montrer que
jA
00
(h)j  C
10
jhj: (9)
Finalement il resulte de (1), (5), (6), (8) et (9) que, pour tout N 2
e
 
"
4
, assez
grand
j
f
W (t+ h
N
; !) 
f
W (t; !)j  N
 2

 N(H(t)+
"
4
)
j sin(
N
(t + h
N
))  sin(
N
t)j
 A(h
N
)  A
0
(h
N
)  A
00
(h
N
)
 C
11
jh
N
j
(H(t)+
"
3
)
 C
8
jh
N
j
H(t)+
"
3
 C
9
jh
N
j
H(t)+
3
2
"
  C
10
jh
N
j
> C
12
jh
N
j
(H(t)+
"
3
)
:
3 Conclusion
Nos remarques concernent l'analyse multifractale (voir par exemple [3]). En
eet, dans le cas ou H est tres irreguliere, ce qui est possible avec la construc-
tion ci-dessus, on prefere souvent decrire la regularite de W de facon globale,
a travers son spectre de singularite. Rappelons que ce spectre est la fonction f
qui a tout  associe f() = dim
H
E

, ou dim
H
designe la dimension de Haus-
dor et E

= ft : H(t) = g. Pour une fonction de Weierstrass standard ou
un mouvement Brownien fractionnaire, le spectre est reduit a un point et ces
fonctions sont parfois qualiees de \monofractales". L'exemple paradigmatique
de fonction multifractale est la fonction de repartition d'une mesure bino^miale:
on se xe un reel m
0
dans [0; 1=2] et on denit la suite de mesures (
n
) par

n
(I
k
n
) = m
n'
0
(k;n)
0
m
n'
1
(k;n)
1
, ou m
1
= 1 m
0
; I
k
n
= [k2
 n
; (k+1)2
 n
[; '
0
(k; n)
est la proportion de 0 dans le developpement en base 2 d'un reel de I
k
n
jus-
qu'a l'ordre n, et '
1
(k; n) = 1   '
0
(k; n) (i.e. '
0
(k; n) =
P
n
i=1
(1 t
i
)
n
, pour
t =
P
1
i=1
t
i
2
 i
; t
1
= 0 ou 1 et t 2 I
k
n
). (
n
)
n
converge faiblement vers une
mesure  appelee mesure bino^miale.  et sa fonction de repartition ont un
5
spectre multifractal en forme de \, et la fonction de Holder associee est par-
tout discontinue. Elle est donnee par H(t) =  '
0
(t) log
2
m
0
 '
1
(t) log
2
m
1
, ou
'
0
(t) = lim inf
n!1
P
n
i=1
(1 t
i
)
n
et '
1
(t) = 1  '
0
(t). On peut generaliser cette
construction en rendant les \poids" m
0
et m
1
aleatoires, de facon a obtenir un
processus stochastique multifractal, c'est-a-dire dont le spectre n'est pas reduit
a un point. On parle alors de cascade aleatoire, et ce type de processus est
presque systematiquement invoque quand il s'agit de modeliser des phenomenes
stochastiques multifractals.
De ce point de vue, l'avantage de la construction presentee dans cette note
est qu'elle permet d'obtenir, de facon elementaire, un processus dont le spectre
multifractal est le plus general possible, puisque le processus de Holder de W
est de la forme la plus generale. Ainsi, pour obtenir un spectre du me^me type
que celui d'une mesure bino^miale, c'est-a-dire en \, il sut de prendre une
suite de fonctions continues, dont la limite inferieure est de la forme H(t) =
 '
0
(t) log
2
m
0
  '
1
(t) log
2
m
1
. Mais des spectres tres dierents sont aussi pos-
sibles. Notons que l'obtention d'un spectre prescrit est crucialement liee au fait
que notre construction garantit que, presque surement, pour tout t, l'exposant
de Holder est bienH(t), et pas seulement le resultat moins fort que, quel que soit
t, presque surement l'exposant de Holder est H(t). En particulier, les ensembles
E

sont, dans notre cas, \deterministes", alors qu'ils sont aleatoires pour la
mesure bino^miale stochastique. On pourrait rendre les E

pour W aleatoires en
choisissant un H aleatoire. D'ailleurs, la determination du spectre presque su^r
des cascades aleatoires est beaucoup plus dicile que pour W [2].
En resume, notre construction fournit un procede simple pour obtenir un
processus aleatoire dont le processus de Holder peut e^tre prescrit dans le cadre
le plus general, ce qui autorise en principe l'obtention de n'importe quel spectre
multifractal presque su^r. Cette construction n'est pas a base de cascade, et
elle pourrait donc permettre de modeliser des phenomenes multifractals dans
lesquels aucun mecanisme de cascade ne semble a l'uvre (comme par exemple
certains tracs sur Internet).
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