Abstract In this paper, we establish the convergence of the proximal alternating direction method of multipliers (ADMM) and block coordinate descent (BCD) for nonseparable minimization models with quadratic coupling terms. The novel convergence results presented in this paper answer several open questions that have been the subject of considerable discussion. We firstly extend the 2-block proximal ADMM to linearly constrained convex optimization with a coupled quadratic objective function, an area where theoretical understanding is currently lacking, and prove that the sequence generated by the proximal ADMM converges in point-wise manner to a primal-dual solution pair. Moreover, we apply randomly permuted ADMM (RPADMM) to nonseparable multi-block convex optimization, and prove its expected convergence for a class of nonseparable quadratic programming problems. When the linear constraint vanishes, the 2-block proximal ADMM and RPADMM reduce to the 2-block cyclic proximal BCD method and randomly permuted BCD (RPBCD). Our study provides the first iterate convergence result for 2-block cyclic proximal BCD without assuming the boundedness of the iterates. We also theoretically establish the expected iterate convergence result concerning multi-block RPBCD for convex quadratic optimization. In addition, we demonstrate that RPBCD may have a worse convergence rate than cyclic proximal BCD for 2-block convex quadratic minimization problems. Although the results on RPADMM and RPBCD are restricted to quadratic minimization models, they provide some interesting insights: 1) random permutation makes ADMM and BCD more robust for multi-block convex minimization problems; 2) cyclic BCD may outperform RPBCD for "nice" problems, and therefore RPBCD should be applied with caution when solving general convex optimization problems.
Introduction
In this paper we consider the linearly constrained convex minimization model with an objective function that is the sum of several separable functions and a coupled quadratic function:
where θ i : R di → (−∞, +∞] (i = 1, 2, . . . , n) are closed proper convex (not necessarily smooth) functions; x i ∈ R di , x = (x 1 , x 2 , . . . , xn) ∈ R d ; H ∈ R d×d is a symmetric and positive semidefinite matrix; g ∈ R d ; A i ∈ R m×di and b ∈ R m . A point (x,μ) is said to be a Karush-Kuhn-Tucker (KKT) point of (1) if it satisfies
The set consisting of the KKT points of (1) is assumed to be nonempty. Problem (1) has many applications in signal and imaging processing, machine learning, statistics, and engineering; e.g., see [1, 14, 19, 29, 41, 42] .
The augmented Lagrangian function of (1) is
where µ ∈ R m is the Lagrangian multiplier and β > 0 is the penalty parameter. In this paper, we extend the n-block proximal alternating direction method of multipliers (ADMM) to solve the nonseparable convex minimization problem (1) , which consists of a cyclic update of the primal variables x i (i = 1, 2, . . . , n) in the Gauss-Seidel fashion and a dual ascent type update of µ at each iteration, i.e., 
where R i ∈ R di×di , i = 1, · · · , n, are symmetric and positive semidefinite matrices.
Note that the algorithmic scheme (4) reduces to the classical ADMM when there are only two blocks (n = 2), the coupled objective vanishes (H = 0 and g = 0) and R i = 0 (i = 1, 2). ADMM was originally introduced in the early 1970s [20, 23] , and its convergence propertites have been studied extensively in the literature [6, 15, 17, 18, 22, 28, 40] . Because of its wide versatility and applicability in multiple fields, ADMM is a popular means of solving optimization problems, especially those related to big data; we refer to [8] for a survey on the modern applications of ADMM.
For the case of n ≥ 3, numerous research efforts have been devoted to analyzing the convergence of multi-block ADMM and its variants for the linearly constrained separable convex optimization model, i.e., (1) without the coupled term. Recent work [10] has shown that the n-block ADMM (4) is not necessarily convergent, even for a nonsingular square system of linear equations. Various methods have been proposed to overcome the divergence issue of multi-block ADMM. One typical solution is to combine correction steps with the output of n-block ADMM (4) [25] [26] [27] . If at least n − 2 functions in the objective are strongly convex, it has been shown that (4) is globally convergent, provided that the penalty parameter β is restricted to a specific range [9, 11, 24, 33, 38, 52] . Without strong convexity, it has been shown [30] that the n-block ADMM with a small dual stepsize, where the multiplier update (4) is replaced by
is linearly convergent provided that the objective function satisfies certain error bound conditions. Some very recent studies [36, 37] have demonstrated the convergence of multi-block ADMM under some other conditions, and some convergent proximal variants of the multi-block ADMM have been proposed for solving convex linear/quadratic conic programming problems [13, 35, 47] . A recent paper [48] proposed a randomly modified variant of the multi-block ADMM (4), called randomly permuted ADMM (RPADMM). At each step, RPADMM forms a random permutation of {1, 2, . . . , n} (known as block sampling without replacement), and updates the primal variables x i (i = 1, 2, . . . , n) in the order of the chosen permutation followed by the regular multiplier update. Surprisingly, RPADMM is convergent in expectation for any nonsingular square system of linear equations [48] .
In contrast to the separable case, studies on the convergence properties of n-block ADMM for (1) with nonseparable objective, even for n = 2, are limited. In [29] , the authors demonstrated that when problem (1) is convex but not necessarily separable 1 , and certain error bound conditions are satisfied, the ADMM iteration converges to some primal-dual optimal solution, provided that the stepsize in the update of the multiplier is sufficiently small. Despite this conservative nature, the stepsize usually depends on some unknown parameters associated with the error bound, and may thus be difficult to compute, which often makes the algorithm less efficient. In view of this, it might be more beneficial to employ the classical ADMM (4) (with τ = 1) or its variants with a large stepsize τ ≥ 1. However, as mentioned in [31] , "when the objective function is not separable across the variables, the convergence of the ADMM (4) is still open, even in the case where n = 2 and θ(·) is convex." Along slightly different lines, [14] investigated the convergence of a majorized ADMM for the convex optimization problem with a coupled smooth objective function, which includes the 2-block ADMM (4) for (1) as a special case. Convergence was established for the case when the subproblems of the ADMM admit unique solutions and H, A 1 , A 2 , R 1 and R 2 satisfy some additional restrictions; see Remark 4.2 in [14] for details. Very recently, [21] studied the convergence and ergodic complexity of a 2-block proximal ADMM and its variants for the nonseparable convex optimization by assuming some additional conditions on the problem data. As the positive definite proximal terms are indispensable in the analysis of these algorithms, the results derived in [21] are not applicable to the scheme (4) for problem (1) since R 1 and R 2 are only positive semidefinite.
In this paper, we analyze the iterate convergence of proximal ADMM (4) and the randomly permuted ADMM for solving the nonseparable convex optimization problem (1) . The main contributions of our paper are threefold. Firstly, we prove that the 2-block proximal ADMM is convergent for (1) only under a condition that ensures the subproblems have unique solutions. Our condition is the weakest to ensure iterate convergence for the proximal ADMM since, as we will see in Section 2, it is not only sufficient but also necessary for the convergence of the proximal ADMM applied to some special problems. Our analysis partially answers the open question mentioned in [31] on the convergence of ADMM for nonseparable convex optimization problems. Secondly, we extend the RPADMM proposed in [48] to solve the model (1), and prove its expected convergence in the case where θ i ≡ 0 (i = 1, 2, . . . , n). This result is a non-trivial extension of the convergence result shown in [48] , since the objective in (1) is more general and its solution set may not be a singleton. Thirdly, when restricted to the unconstrained case, that is, A i (i = 1, · · · , n) and b are absent, the proximal ADMM and RPADMM reduce to the cyclic proximal block coordinate descent (BCD) method (also known as the alternating minimization method), i.e.,
and randomly permuted BCD. An implication of our work is the iterate convergence of the 2-block cyclic proximal BCD method for the whole sequence and, in particular, the expected convergence of randomly permuted multi-block BCD.
Although the literature on BCD-type methods is vast (e.g., [3-5, 39, 43, 45, 46, 49, 50] ), there are very few results on the iterate convergence of BCD-type methods. As mentioned in [7] , "in all these works [on BCD or its proximal variants] only convergence of the subsequences can be established." By assuming that the Kurdyka-Łojasiewicz property holds on the objective function and the iterates are bounded, [2] and [7] established the iterate convergence of the proximal BCD and proximal alternating linearized minimization, respectively. It is clear that these results are also applicable to the BCD type methods for convex minimization problems. While the boundedness assumption of the sequence are typical to establish the iterate convergence of algorithms for nonconvex optimization problems, it might be a bit restrictive to assume the boundedness for analyzing the iterate convergence for the convex cases. To the best of our knowledge, our convergence result for the 2-block proximal BCD method is the first for the proximal BCD that only requires the unique solutions-type condition of the subproblems, rather than any assumptions on the boundedness of the iterates.
It has been claimed that randomly permuted BCD (RPBCD, also known as the "sampling without replacement" variant of randomized BCD, and called "EPOCHS" in a recent survey [51] ) tends to converge faster than the randomized BCD [51] , with the classical cyclic version performing even worse. Some numerical advantages of RPBCD compared with randomized BCD and cyclic BCD were discussed in [45] . In fact, it has been stated that "this kind of randomization [RPBCD] has been shown in several contexts to be superior to the sampling with replacement scheme analyzed above, but a theoretical understanding of this phenomenon remains elusive" [51] . Randomized BCD ("sampling with replacemen") has already been extensively studied [44] , but its theoretical analysis does not apply to RPBCD. Although the function value convergence results [4, 32, 49] for cyclic or essential cyclic BCD can be simply extended to RPBCD, these analysis techniques are independent of permutation, so there remains a lack of direct theoretical analysis on the iterate convergence of RPBCD. Our expected iterate convergence of RPBCD for quadratic minimization problems can be regarded as the first direct analysis on the iterate convergence of the "sampling without replacement" variant of randomized BCD. We also prove that RPBCD may have a worse convergence rate than cyclic BCD for quadratic minimization problems. Thus, RPBCD should be used with caution for solving general optimization problems.
The rest of this paper is organized as follows. In Section 2, we prove the iterate convergence of the 2-block proximal ADMM and cyclic BCD for linearly constrained optimization problems with a coupled quadratic objective function (1) and its unconstrained variant, respectively. Section 3 illustrates the expected convergence of the RPADMM and the RPBCD for a class of linear constrained quadratic optimization problems and its unconstrained variant, respectively. Finally, we conclude our paper and present some insights into the use of ADMM and BCD in Section 4.
Convergence of 2-Block Proximal ADMM
In this section, we will specify n = 2 and analyze the iterate convergence of the 2-block proximal ADMM for the convex optimization model (1) . For notational simplicity, we write
(ii) It holds that
where d(·, ·) denotes the Euclidean distance of some point to a set.
Proof. (i) From the first order optimality condition of (4), we get
where φ(·, ·) is defined in (6) . Using the definitions of φ and µ k+1 , the above formulas imply that
Since (x 1 ,x 2 ,μ) is a KKT point of (7), we have that
From (11), (14) and (15), we obtain
By simple manipulations and using A 1x1 + A 2x2 = b, we can see that
and 1
On the other hand, it follows from (14) that
which, together with (9), implies
Recall that
and
Then, by using Cauchy-Schwarz inequality, the inequality (20) gives
Substituting (17), (18), (19) and the above inequality into (16), we further get 1 2
Moreover, it follows from Cauchy-Schwarz inequality and
Using the elementary inequality 2( a
H+Σ , we obtain
Substituting (22) and (23) into (21), we get (12).
(ii) From (12), we can immediately see that
1 16
and it therefore holds that
and lim
Since H + Σ, R and H 22 + Σ 2 are positive semidefinite matrices, we deduce from (25) that
and hence lim
Using the triangle inequality, we have
and thus from (27) , it follows
From (27), (28) and the above formula, we obtain
This, together with (14) and (26), proves the assertion (13).
To establish the convergence of ADMM, we make the following assumption:
We assume
It is worth emphasizing that Assumption 1 means that the subproblems of 2-block proximal ADMM admit unique solutions, because Assumption 1 holds if and only if
for any β > 0. However, the optimal solution to original problem (7) is not necessarily unique.
We are now ready to prove the iterate convergence of the 2-block proximal ADMM for the nonseparable convex optimization model (7) .
k )} be generated by the proximal ADMM (4) with n = 2 to solve problem (7) . Then the sequence {(x
Proof. It follows from (12) that the sequences
Using the triangle inequality
we further obtain the boundedness of the sequences
}, and hence {(
} is bounded. Together with the positive definiteness of Setting k = k i − 1 and invoking the upper semicontinuity of ∂θ 1 and ∂θ 2 in (13), we then obtain
It follows from (29) that lim
Note that
and so we can deduce from (31) that
Since
On the other hand, by (13) and (33), it can easily be seen that
as k → ∞. Then, we obtain
where "≤" follows the triangle inequality of norms. Together with (32) , (33), (34) , and the positive definiteness of
Therefore, we have shown that the whole sequence
, which is a KKT point of (7). This comletes the proof.
Remark 1
In fact, the iterate convergence of 2-block proximal ADMM can also be guaranteed if there is a fixed stepsize γ ∈ (0, (1 + √ 5)/2) in the dual update. Namely, the proximal ADMM can be extended as follows:
where β > 0 and γ ∈ (0, (1 + √ 5)/2). Under the conditions of Theorem 1, we can similarly prove the global iterate convergence of (35) . For brevity, we omit the details here.
Remark 2
The proximal ADMM includes the ADMM and its linearized version as special cases. When R 1 = 0 and R 2 = 0, the proximal ADMM reduces to the ADMM and, according to Theorem 1, its convergence can be established under the condition that
The ADMM can be easily applied to the convex minimization problems where θ i (i = 1, 2) have closed form proximal operators and all the matrices H 11 , H 22 , A 1 , A 2 are diagonal. Otherwise, we consider the linearized ADMM:
which is equivalent to the proximal ADMM with
Thus the iterate convergence of linearized ADMM can be guaranteed under the condition that 
Theorem 2 Suppose Assumption 1 holds. Let
k )} be generated by the proximal ADMM (4) with n = 2 to solve problem (7) . Then, we have
Proof. From (14) and (4), we obtain
By using the Cauchy-Schwarz inequality and the above formulas, we obtain
It follows from (24) that
Combining Proposition 1 with the relationships (38) and (39), we have
which, together with (37), implies (36) . We complete the proof.
We remark that, in some sense, Assumption 1 actually acts as the weakest condition to guarantee the iterate convergence of the proximal ADMM for solving problem (7) . Firstly, if Assumption 1 is violated, the solution sets of subproblems in (4) might be empty, in which case the 2-block proximal ADMM scheme is not well defined (see [12] for an illustration). Secondly, the following corollary shows that Assumption 1 is not only sufficient, but also necessary for the iterate convergence of the 2-block proximal ADMM for solving the coupled quadratic minimization problem. Thus, the conditions we proposed are already tight.
Corollary 1 Assume problem (7) is a convex quadratic programming problem, that is
Then, any sequence generated by the 2-block proximal ADMM is convergent if and only if Assumption 1 holds.
Proof. The "if" part follows immediately from Theorem 1. For the "only if" part, we prove that if Assumption 1 fails to hold, there must exist some sequence generated by the 2-block proximal ADMM that is divergent. Indeed, let
k )} be a sequence generated by the 2-block proximal ADMM, i.e.,
If the sequence is divergent, then the "only if" part of this corollary holds. Thus we need only consider the case where
are not positive definite, there exists a nonzero vector 
By (40), (41) and (42), it can easily be seen that, for any k ≥ 1,
; µ 2k−1 ) + 1 2
This means that the divergent sequence (x
2 +ȳ 2 , µ 4 ) → . . . could be generated by the 2-block proximal ADMM. Thus, Assumption 1 is also necessary for the iterate convergence. This completes the proof.
When restricted to the case that A i (i = 1, 2) and b are absent, the 2-block proximal ADMM reduces to the 2-block cyclic proximal BCD method. Our analysis of proximal ADMM provides an iterate convergence result for the 2-block cyclic proximal BCD method without assuming the boundedness of the iterates, but only requiring a condition to ensure the uniqueness of the subproblem solutions. This result is an important supplement to traditional studies on BCD, which have mainly focused on subsequence convergence and the complexity of the function values, and enables a better understanding of the performance of this method.
2 )} be generated by the cyclic proximal BCD (5) with n = 2 to solve the following unconstrained optimization problem:
Then the whole sequence
} converges to an optimal solution of (43).
Remark 3 Similar to the proximal ADMM, the proximal BCD includes BCD and its linearized version (also know as BCPG) as special cases. When R 1 = 0 and R 2 = 0, the proximal BCD reduces to BCD and, according to Theorem 1, its convergence can be established under the condition that
The BCPG is a combination of the proximal gradient method and BCD, which can be easily implemented when θ i have closed-form proximal operators. Specifically, it takes the form that
which is equivalent to the proximal BCD with R 1 = r 1 I − H 11 and R 2 = r 2 I − H 22 . Thus the iterate convergence of linearized ADMM can be guranteed under the condition that
3 Convergence of Multi-block RPADMM and RPBCD As shown in [10] , the convergence result for 2-block ADMM obtained in the previous section cannot be extended to the multi-block case, i.e., n ≥ 3. To remove the possibility of divergence, we use randomly permuted ADMM (RPADMM) to solve the nonseparable optimization problem (1). Specifically, RPADMM first picks a permutation σ of {1, . . . , n} uniformly at random, and then iterates as follows:
where the permuted augmented Lagrangian function
It has been shown [48] that RPADMM is convergent in expectation for solving the nonsingular square system of linear equations. To extend their result to the nonseparable convex optimization model (1), it is natural to first study whether RPADMM is even convergent in expectation for solving the following simpler linearly constrained quadratic minimization problem
where H can be partitioned into n × n blocks H ij ∈ R di×dj (1 ≤ i, j ≤ n) accordingly. In this section, we provide an affirmative answer to the above question under the following assumption.
Although our current result is restricted for nonseparable quadratic minimization, a special case of (1), it serves as a good indicator of the expected convergence of RPADMM in more general cases. It is noteworthy that our result is a non-trivial extension of the result in [48] , because, in our setting, the problem under consideration is more general. For example, the optimal solution set of (45) is not necessarily a singleton, in which case the spectral radius of the algorithm mapping may not be strictly less than 1, although this fact played a key role in establishing their result.
Proof Outline and Preliminaries
For convenience, we follow the notation in [48] , and describe the iterative scheme of RPADMM in a matrix form. Let Lσ ∈ R d×d be an n × n block matrix defined by
and Rσ be defined as
By setting z := (x, µ), the randomly permuted ADMM can be viewed as a fix point iteration Define the matrix Q by
and M by
where Γ is the set of all permutations of {1, 2, . . . , n}. By direct computation, we can easily see that
To prove the expected convergence of the RPADMM (44) for problem (45) under Assumption 2, we will use a similar, but not identical, structure as that introduced in [48] , which consists of the following main steps:
(1) eig(QS) ⊂ 0, (2) and (3) imply the convergence in expectation of the RPADMM.
To prove the above items, we need the following linear algebra lemmas, whose proofs can be found in the Appendix.
Lemma 2 Suppose that Assumption 2 holds, S ∈ R
d×d is a symmetric matrix defined by (46) and Q is defined by (48) .
Then, the matrix Q is positive definite and all the eigenvalues of QS lie in 0, such that
and p(1) > 0, where det(·) denotes the determinant of some matrix, l = 2d − Rank(S) − Rank(S + T ) and Rank(·) denotes the rank of some matrix.
Lemma 4 Suppose S ∈ R d×d is a symmetric matrix defined by (46) and β > 0, then
Here, Lemma 2, Step (1) of the proof structure, is an enhanced version of Lemma 2 in [48] that is compatible with problem (45) . The proofs of Steps (2) and (3), which reveal the essential nature of this extension and are hence the key contributions here, will be presented in Subsection 3.2. The proof for Step (4) is given in Subsection 3.3.
Eigenvalues of the Expected Update Matrix
One of the main differences between the nonsingular linear system case and that of the extended case is reflected in the following lemma, where 1 can be an eigenvalue of the expected update matrix M .
Lemma 5 Suppose that Assumption 2 holds and S ∈ R
d×d is a symmetric matrix defined by (46) . Let λ be any eigenvalue of M , then we have either |λ| < 1 or λ = 1.
Proof. We introduce the following notation:
where u * is the complex conjugate of u. Recalling that S = H + βA ⊤ A, we know
Similarly, we define
Note that eig(QS) < 
Note that M can be factorized as
Switching the order of the products, we obtain a new matrix be an eigenpair of M ′ , namely,
which implies
Equality (59) gives
Suppose λ = 1. Hence, it holds that
Clearly, this relation implies that v 1 = 0. Substituting the above relation into (58), we have
Using the nonsingularity of Q, the above equality can be written as
Multiplying both sides of the above equality by v * 1 , we arrive at
We claim that (52) and (54) into the above relation, we obtain the following key equality with respect to λ
which can be further reformulated as
Because κ(v 1 ) is positive, we have
The discriminant of the quadratic equation in (62) is
holds as a result of (53). Recalling (55), we consider the following two cases.
This means the discriminant ∆ < 0, and the two solutions of (62) satisfy
Case 2:
. This means the discriminant ∆ ≥ 0, and the two solutions are real. Let
By (53) and (55), we know that
κ(v1) ∈ (−2, 2), which together with λ = 1, establishes that |λ| < 1.
Thus, it can be concluded that either λ = 1 or |λ| < 1 holds.
We now consider the case where M has an eigenvalue equal to 1 and show that it has a complete set of eigenvectors.
Lemma 6 Suppose that Assumption 2 holds, and M ∈ R (m+d)×(m+d) is a matrix defined by (50) . Suppose that 1 is an eigenvalue of M , then the algebraic multiplicity of 1 for M equals its geometric multiplicity. Namely, the eigenvalue 1 has a complete set of eigenvectors.
Proof. By direct computation, it holds that
This, together with Lemma 3, shows that the algebraic multiplicity of 1 for M equals
where the equality follows from Q ≻ 0 by Lemma 2. In addition, the geometric multiplicity of 1 for M is identical to the following quantity:
where the second equality follows from the rank invariant property under elementary transformation, and the final equality holds because Q ≻ 0 by Lemma 2. Combining (64), (65), Lemma 4, and the definition of S, we derive the desired conclusion.
Expected Convergence
Step (4) can be formulated as the following theorem. (44) is employed to solve the nonseparable quadratic programming (45) . Then, the expected iterative sequence converges to some KKT point of (45).
Theorem 3 Assume Assumption 2 holds. Suppose RPADMM
Proof. Let (x,μ) be a KKT point of (45), i.e.,
Denote (x k , µ k ) by the kth iterate of the algorithm. It follows from (47) and (66) that
By Lemma 5, we know that ρ(M ) ≤ 1. We proceed with the proof by considering the following two cases.
Case 1: ρ(M ) < 1. It holds that Eσx k →x and Eσµ k →μ as k → ∞. Theorem 3 is valid.
Case 2: ρ(M ) = 1. By Lemmas 5 and 6, we know that all eigenvalues of M with modulus 1 must be 1, which has a complete set of eigenvectors. As a result, M admits the following Jordan decomposition:
where P is a nonsingular matrix and |ρ i | < 1 for all i = 1, . . . , t. It is easily verified that 
which, after some manipulation, shows that
Therefore, Ex k →x + x 0 and Eµ k →μ + µ 0 with
This means that (x + x 0 ,μ + µ 0 ) is a KKT point of (45).
This completes the proof.
One byproduct of Theorem 3 is the expected convergence result for RPBCD when applied to convex quadratic optimization. To the best of our knowledge, this is the first expected iterate convergence result of RPBCD.
Corollary 3 Assume H ii ≻ 0 for i = 1, 2, . . . , n. If RPBCD is used to solve the unconstrained quadratic programming problem
then the expected iterative sequence converges to an optimal solution of (69).
Convergence Rate Comparison to Cyclic BCD
There is a common perception that RPBCD dominates cyclic BCD in terms of performance (see [51] , for example). In this subsection, we theoretically show that this is not generally true. Consider the quadratic programming problem (69), where x is split into two blocks (x 1 , x 2 ) with x 1 ∈ R d1 and x 2 ∈ R d2 , and By applying different minimizaing orders to the variables, the cyclic BCD (Gauss-Seidel method) has the following two iterative schemes: 
The asymptotic convergence rates of these two iterative schemes are ρ(M 1 ) and ρ(M 2 ), respectively. In this case, the expected asymptotic convergence rate of RPBCD is ρ((M 1 + M 2 )/2). The following proposition reveals the relationship between these rates. 
Proof. Without loss of generality, we need only consider the situation where
because the similarity transformation M → P M P −1 does not change the spectrum of M , where P = 
22
. In this case, a simple calculation yields 
Clearly,
By direct computation, it holds that
and so the eigenvelues of M 3 are 0 (multiplicty
Therefore, although random permutation does indeed make multi-block ADMM and BCD more robust, especially for "bad" or diverging problems, cyclic ADMM or BCD may still perform well, or even better, for solving "nice" problems.
Concluding Remarks
In this paper, we have demonstrated the point-wise or iterate convergence of the classical 2-block ADMM for solving convex optimization problems with coupled quadratic objective functions under a mild assumption. This assumption becomes necessary and sufficient for the global convergence of the ADMM when the objective is a quadratic function. This result partially answers, in the affirmative, the open question arising in [31] on the convergence of ADMM for nonseparable optimization problems. We also derived the expected convergence of RPADMM in solving linearly constrained coupled quadratic optimization problems. This is a non-trivial extension of the convergence analysis given in [48] , which is only applicable to nonsingular linear systems. When the linear constraint is absent, the proximal ADMM and RPADMM reduce to the cyclic proximal BCD and RPBCD. Thus, this study has provided new convergence results for BCD-type methods. In particular, we have established the first iterate convergence result for 2-block cyclic proximal BCD without assuming the boundedness of the iterates and the expected iterate convergence of RPBCD for multi-block convex quadratic optimization. We also theoretically demonstrated that RPBCD does not necessarily dominate cyclic BCD. Although the results for RPADMM and RPBCD are restricted to quadratic minimization models, they provide some interesting insights on the use of these methods: 1) random permutation makes multi-block ADMM and BCD more robust for multi-block convex minimization problems; 2) cyclic BCD may outperform RPBCD for "nice" problems, and therefore RPBCD should be applied with caution when solving general multi-block convex optimization problems.
Two challenging open questions concern the extension of our convergence results for RPADMM and RPBCD to more general convex optimization problems, and an exploration of the global convergence rate of RPADMM and RPBCD. In particular, it would be interesting to know which problems are better suited to RPADMM or RPBCD.
Appendix.
Appendix A. The proof of Lemma 2 is similar to, but not exactly the same as, that of [48, Lemma 2] . Since S is allowed to be singular here, we need also show the positive definiteness of Q by mathematical induction. For completeness, we will provide a concise proof here. Interested readers are referred to [48] for the motivation and other details of this proof.
Proof of Lemma 2. This lemma reveals a linear algebra property, and is essentially not related with H, A and β if we define Lσ directly by S. For brevity, we restate the main assertion to be proved as following:
where S ∈ R d×d is positive semidefinite,
and Γ is a set consisting of all permutations of (1, ..., n).
Without loss of generality, we assume S ii = I di (i = 1, ..., n). Otherwise, we denote
It is easy to verify thatQ = D 
Due to the positive semi-definiteness of S, and by a slight abuse of the notation A, there
.., n) be the column blocks of A, and it is clear that
In addition, it also holds that eig(QS) = eig(AQA ⊤ ).
For the brevity of notation, we define the block permutation matrix P k as following:
It can be easily verified that
We
and W k as the k-th block-column of S excluding the block S kk , i.e.
Now we use mathematical induction to prove this lemma. Firstly, the assertion (72) and Q ≻ 0 hold when n = 1, as QS = I in this case. Next, we will prove the lemma for any n ≥ 2 given that the assertion (72) and Q ≻ 0 hold for n − 1.
A key step of the proof is to reveal the following relationship.
where
in whichQ k is defined by (76). The proof of (77) will be provided later.
It directly follows from (77) that
We will show, in the end of this proof, the fact that
if it holds that
In fact, (81) holds directly by the induction assumption. Together with the similarity among the blocks, the relationship (80) implies
Substitute (82) into (79), we prove the assertion (72) for n, and hence complete the proof of Lemma 2.
Our remaining task is to prove the relationships (77) and (80). We will achieve this goal by the following two steps.
Step
Here the sizes of Z 11 and
respectively. The sizes of Z 12 and Z 21 can be determined accordingly. We denote
It is then easy to verify that
Left and right multiplying both sides of the above relationship by P ⊤ k and P k , respectively, we obtain
Taking the inverse of both sides of (85), we obtain
Summing up (86) for all σ ′ ∈ Γ k and dividing by |Γ k |, we get
Here, the last equality follows from (76). By the definition of Lσ, it is easy to verify that L ⊤ σ = Lσ, whereσ is a "reverse permutation" of σ that satisfiesσ(i) = σ(n + 1 − i) (i = 1, ..., n). Thus we have
′ is a reverse permutation of σ ′ . Summing over all σ ′ , we get
where the last equality follows from the fact that the summing overσ ′ is the same as summing over σ ′ . Thus, we have
Here, the last equality uses the symmetry ofQ k . Combining the above relation, (87) and the definition of Q k , we have
Using the definition of P k and the fact that |Γ k | = (n − 1)!, we can rewrite (88) as
Summing up the above relation for k = 1, ..., n and then dividing by n, we immediately arrive at (77).
Step 2. For simplicity, we use W ,Q andÂ to take the place Wn,Qn andÂn, respectively. 
Hence, we obtain 0 Θ ≺ 4 3
Recall the definition (78), we have 
where the last inequality follows from (99). The relation (100) directly gives us that λ ≤λ < 
which is equivalent to
It then holds that 
On the other hand, it is not difficult to verify that any solution of (103) is the solution of (102), in other words, linear systems (102) and (103) are equivalent. As a result, the rank equality (101) holds, which completes the proof.
