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Sommario We present a numerical study of the Einstein equations, accor-
ding to the Arnowitt-Deser-Misner (ADM) formalism, in order to simulate
the dynamics of gravitational fields. We took in consideration the original
3 + 1 decomposition of the ADM equations, in vacuum conditions, in simpli-
fied geometries. The numerical code is based on spectral methods, making use
of filtering (de-aliasing) techniques. The algorithm has been stabilized via an
adaptive time-refinement, based on a procedure that checks self-consistently
the regularity of the solutions. The accuracy of our numerical model has been
validated through a series of standard tests. Finally, we present also a new
kind of initial data that can be used for testing numerical codes.
Keywords Numerical relativity · ADM · numerical simulations
1 Introduction
In last years, many different numerical evolution schemes for Einstein equa-
tions have been developed and proposed, in order to address stability and ac-
curacy problems that have interested the numerical relativity community for
decades. Some of these approaches have been tested on different spacetimes,
and conclusions have been drawn based on these tests. However, differences
in results originate from many sources, including not only formulations of the
equations, but also gauges, boundary conditions, numerical methods and so
on [1–17]. In this paper we present a 2 + 1 formalism of the standard ADM
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decomposition [18], in vacuum condition, in order to solve Einstein equations.
Our numerical code is based upon a spectral approach and periodic bounda-
ry conditions. The last ones are characteristic of homogeneous and localized
regions of the space-time. We use two different anti-aliasing filters in order to
minimize the aliasing instability due to nonlinear terms, and we show how a
’smoothed’ filter leads to a more stable simulation than a truncated ’Heaviside’
filter. We further stabilize the code checking the right value of the time-step
dt of integration via an adaptive time-refinement, based on a procedure that
checks self-consistently the regularity of the solutions, called RSC condition.
We find a new solution of initial data that satisfies the constraint equations,
and leads to standing waves of the metric tensor. These waves are sinusoidal for
small amplitude of the perturbation, and become even more asymmetrical as
the amplitude increases. The accuracy of our numerical model has been valida-
ted through a series of standard tests, like gauge wave tests and robust stability
tests, as suggested by Alcubierre, Dumbser, Rezzolla et al. [19–22,24]. The co-
de successfully passed various numerical tests, showing accuracy, stability and
robustness.
2 Formulation
Throughout this paper, Latin indices are spatial indices and run from 1 to 3,
whereas Greek indices are spacetime indices and run from 0 to 3. The basic
equation is the vacuum Einstein equation:
Gµν = 0. (1)
To solve Eq. (1) we start from the standard 3 + 1 formulation of general
relativity of Arnowitt, Deser, and Misner [25, 26], and write the line element
as:
ds2 = −α2dt2 + γij
(
dxi + βidt
)(
dxj + βjdt
)
,
where α, βk and γij are the lapse function, the shift vector and the spa-
tial metric, respectively [25, 26]. Using the 3+1 formalism, the Einstein equa-
tion is split into the constraint equations and the evolution equations. The
Hamiltonian and momentum constraints are:
R+K2 −KijK
ij = 0, (2a)
Di
(
Kij − γijK
)
= 0, (2b)
where Kij , K, R and Di are the extrinsic curvature, the trace part of Kij ,
the scalar curvature of a 3D hypersurface and the covariant derivative with
respect of γij , respectively. The set of equations (2) represent the initial data
problem, discussed in detail in Ref. [23,36,37]. The evolution equations for the
spatial metric and the extrinsic curvature are, respectively, written as:
(∂t − Lβ)γij = −2αKij , (3a)
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(∂t − Lβ)Kij = α
(
Rij − 2KikK
k
j +KKij
)
−DiDjα.
(3b)
In what follows we will restrict to the case of zero shift (βk = 0). The ADM
evolution equations then reduce to:
∂tγij = −2αKij , (4a)
∂tKij = α
(
Rij − 2KikK
k
j +KKij
)
−DiDjα. (4b)
Finally, we need evolution equation for the lapse α, i.e., we need to choose
a slicing condition. In the Bona-Massó (BM) formalism [27–30] the following
slicing condition is used:
∂tα = −α
2f(α)K, (5)
with f(α) > 0 but otherwise arbitrary [31–34].
2.1 A 2+1 ADM formulation
In this paper, we will study a simplified, reduced geometry. In particular, we
now introduce a 2 + 1 decomposition, in vacuum conditions and zero shift.
For example, one can assume that at t = 0 the 3-dimensional metric and the
extrinsic curvature are of the type:
γij =

γxx γxy 0γyx γyy 0
0 0 1

 , Kij =

Kxx Kxy 0Kyx Kyy 0
0 0 0

 , (6)
with the extra-condition that nothing depends of z:
∂zγij = ∂zKij = 0. (7)
It is clear that these initial conditions imply that all the z−components of the
spatial Ricci tensor Rij are zero:
Rzj = 0, ∀j. (8)
This hold at t = 0 but conditions (6), (7) and (8) guarantee that the terms
of the type Rzj do not mix with the Rxx, Rxy and Ryy terms during the time
evolution. This happens for both the Ricci tensor and for all the other dynamic
variables.
Then it is possible rewrite the evolution equations for 2D quantities for-
mally in the same way of (3), except that indices run over two possible values,
that is (i, j) = x, y. This proves that a 2 + 1 subcase is totally consistent with
the full 3 + 1 case.
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3 Numerical technique
3.1 Spectral method
All of our numerical computations are carried out using pseudospectral me-
thods [35]. A brief outline of our method is as follows: given a system of partial
differential equations
∂tu(x, t) = f [u(x, t), ∂iu(x, t)],
where u is a collection of dynamical fields (i.e. γij ,Kij , α), the solution u(x, t)
is expressed as a time-dependent, truncated linear combination uN(x, t) of
spatial basis functions φk(x), k ∈ Z:
u(x, t) ≃ uN (x, t) =
n/2∑
k=−n/2
u˜k (t) φk (x). (9)
Associated with the basis functions is a set of N collocation points xi. Gi-
ven spectral coefficients u˜k(t), the function values at the collocation points
uN(xi , t) are computed using Eq. (9). Conversely, the spectral coefficients are
obtained by the inverse transform:
u˜k(t) =
n/2∑
i=−n/2
wi uN (xi , t) φk (xi),
where wi are weights specific to the choice of basis functions and collocation
points. Thus it is straightforward to transform between the spectral coefficients
u˜k(t) and the function values at the collocation points uN (xi).
Because the tests discussed here are periodic in all spatial dimensions, we
use Fourier basis functions φk(x) = e
ik·x. Eq. (9) then becomes:
uN(x, t) =
n/2∑
k=−n/2
u˜k (t) e
ik·x.
Note that in a periodic domain, it is easy to show that the above series is simply
truncated to n = N/2. Note also that the reality conditions gives u˜k = u˜
∗
−k.
To solve the differential equations, we evaluate spatial derivatives analytically
using the known derivatives of the basis functions:
∂iuN (x, t) =
n/2∑
k=−n/2
u˜k (t) ∂ie
ik·x.
For smooth solutions, the spectral approximation Eq. (9) converges exponen-
tially (error ∼ e−λN for some λ > 0 which depends on the solution). This is
much faster than the polynomial convergence (error ∼ 1/Np) obtained using
pth-order finite-differencing [38].
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3.1.1 The aliasing phenomenon and the anti-aliasing filters
Let consider now the simplest possible nonlinearity, i.e. the product of two
functions f(x) and g(x) in a one-dimensional problem, defined by their trun-
cated Fourier series with N modes:
fN(x) =
m∑
p=−m
f˜p e
ipx, gN(x) =
m∑
q=−m
g˜q e
iqx, (10)
where f˜p and g˜q are the complex related Fourier coefficients.
The product of two functions in the physical space, defined of a finite,
periodic grid, where therefore m = N/2, becomes a convolution product in
Fourier space, namely
f(x)g(x) =
( m∑
p=−m
f˜p e
ipx
)( m∑
q=−m
g˜q e
iqx
)
=
m∑
p=−m
m∑
q=−m
f˜p g˜q e
i(p+q)x. (11)
It can be clearly seen that the product (11) contains high order harmonics re-
spect to the truncated Fourier series of singles functions (10), which cannot be
represented on the initial grid. They will contribute to the well-know aliasing
error [39], since the Fourier transform of this product gives:
Q˜k =
∫
f(x)g(x)e−ikxdx = · · · =
∑
p+q=k
f˜pf˜q, (12)
where we have defined a single sum over some selected couplings, namely∑
p+q=k{...} ≡
∑
p
∑
q{...}δp+q,k. Now suppose that both f and g have all the
harmonics, from −N/2 to N/2. One can immediately see how products like
Eq. (12) proliferates energy into k > N/2, causing the aliasing error and hence
numerical instabilities. In order to eliminate instabilities due to aliasing in the
quadratic nonlinear terms, it is then useful to define a k∗ in such a way that
all coefficients with p, q, ... > k∗ are zero. For a quadratic nonlinearity of the
type in Eq.s (11)–(12), it has been demonstrated that is sufficient to filter out
modes with k > k∗ = 2N/3, instead of k∗ = N/2. This fully eliminates the
aliasing instability (see e.g. [40]).
In summary, the technique is very simple: on the final product it is enough
to set Q˜k = 0 for k > 2N/3. In the case of the Einstein field equations, it is
important to consider the very high nonlinearity of the system. Let’s take for
example Eq. (3b), where one has products of the type:
∂tKxx ∼ ....+
1
4
αγyx(∂yγxx)γ
yy(∂xγyy) + ...
The above quantity has a nonlinearity of order 5, which corresponds to a
terrible convolution in the Fourier space. Following the above decomposition,
indeed, for a generic quintic product, in 2D, one has to consider generally
Q(x) = f1(x)f2(x)f3(x)f4(x)f5(x).
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Taking the Fourier transforms, and applying the space-integral, one gets:
Q˜k =
∑
p+q+l+h+n=k
f˜1(p)f˜2(q)f˜3(l)f˜4(h)f˜5(n).
It is easy to envision a process in which the above products produce immedia-
tely high-order harmonics and therefore a pronounced aliasing instability.
Because of the above discussion, in this paper, different values of k∗ have
been chosen, depending on the difficulty of the simulation and on the initial
conditions type. Generally, by filtering high Fourier modes, the price to pay
is the loss of effective resolution (information). However, by suppressing this
high-k’s activity, the codes become more stable and accurate since the convo-
lution in the quintic products does not push energy outside from the allowed
k–space.
We will adopt Fast Fourier Transforms (FFT) [41] to compute spatial de-
rivatives. For any product (and in general for any variable), we filter out the
highest harmonics using two types of filter Φk∗(k). We will have then:
fN(x) =
N/2∑
k=−N/2
f˜ke
ikxΦk∗(k).
A first truncated ’Heaviside’ filter is defined as:
Φk∗(k) = 1 if |k| ≤ k
∗, (13a)
Φk∗(k) = 0 if |k| > k
∗, (13b)
and a second smoothed filter is given by:
Φk∗(k) = e
−a|ξa|, (14)
where ξ = |k|k∗ and a = 30.
In our numerical experiments we will use k∗ = ∞ (no-filter), k∗ = N/2
(grid-size), k∗ = N/3 (typical quadratic nonlinearities), N/4 and so on.
3.2 Runge-Kutta method
For our numerical tests we use a second-order Runge-Kutta (RK) method [42].
Consider a function y(t), with t ∈ [0,+∞) and F (t, y) a generic function in
the Cauchy problem:
∂t y(t) = F (t, y(t)), y(t0) = y0. (15)
Assuming the function yn know at the discrete time interval n, the idea is to
write the function yn+1 at time n+ 1 as linear combination of the form:
yn+1 = yn + aK1(tn, yn) + bK2(tn, yn) +O(∆t
3) (16)
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where
K1 = ∆tF (tn, yn), K2 = ∆tF (tn + ϑ∆t, yn + ϕK1),
∆t is the time-step of integration and a, b, ϑ, ϕ are parameters. Using a Taylor
expansion, it is easy to get:
K2 ≃ ∆t
[
F (tn, yn) + ϑ∆t ∂tF
∣∣∣
tn,yn
+ ϕK1 ∂yF
∣∣∣
tn,yn
]
+O(∆t3).
In Eq. (16) one obtains:
yn +∆t F (tn, yn) +
1
2
∆t2 ∂tF
∣∣∣
tn
+
1
2
∆t2 ∂yF
∣∣∣
yn
= yn + a∆tF (tn, yn)+
+b∆tF (tn, yn) + bϑ∆t
2 ∂tF
∣∣∣
tn
+ bϕK1∆t ∂yF
∣∣∣
yn
.
In order to obtain a second-order scheme, it must be a+ b = 1, bϑ = 1/2 and
bϕ = 1/2, while the parameter ϑ is free. Finally, with these substitutions, one
has:
yn+1 = yn +
(
1−
1
2ϑ
)
∆tF (tn, yn) +
1
2ϑ
∆tF (tn + ϑ∆t, yn +∆tF (tn, yn)).
Choosing ϑ = 1/2 one obtains the second-order Runge-Kutta scheme:
yn+1 = yn +∆tF
(
tn +
∆t
2
, yn + F (tn, yn)
∆t
2
)
.
3.3 Running Stability Check (RSC)
In numerical methods, the Courant-Friedrichs-Lewy (CFL) condition is a ne-
cessary convergence condition for the solution of certain partial differential
equations problems [43], in particular for explicit time integration schemes.
Suppose to describe the motion of a wave traveling through a discrete spatial
grid with speed v. One has to choose a length interval ∆x of spatial grid and a
time step integration ∆t, but these two quantities are not really independent:
in order to obtain “good results”, the CFL condition imposes that it must
be ∆t = f(∆x). Schematically, the condition says that if a generic wave is
moving across a discrete spatial grid, then the time step must be less than
the time for the wave to travel to adjacent grid points. This means that time
step and “space step” are tight related, and in particular the “space step” (i.e.
the grid point separation) fix an upper limit for the time step: if the second
one is reduced, the first one must also decrease. For a simple one-dimensional
propagating fluctuation, the CFL condition is given by ∆t < C∆xv , where C is
called Courant number, and in general is chosen to be 1/2, in order to better
satisfy the condition. A general criterion for determination of the time-step
integration dt is necessary in order to maximize the efficiency of the code and
avoid instabilities, especially in the unknown case of the ADM equations. For
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this purpose, we will elaborate the CFL idea, in a more general sense. For any
ADM dynamic variable, let say Aij , there is an evolution equation
∂Aij
∂t
≃
∆Aij
∆t
, (17)
from Eq. (17) one can estimate the time step relative to the dynamical varia-
bles Aij as T (Aij)
d
=
Aij
∂tAij
, and one obtains respectively for the metric, the
extrinsic curvature and the lapse
T (γij)
d
= −
γij
2αKij
,
T (Kij)
d
=
Kij
α
(
Rij − 2KikKkj +KKij
)
−DiDjα
,
T (α)
d
= −
α
α2f(α)K
.
It is evident that variables that have a large time-derivative (they are fluc-
tuating fast), have a small related T (less stable). Analogously, small time
derivatives (or very large functions) lead to high T (more stable region). Fur-
thermore, from our preliminary tests, it turns out that a small T anticipate the
typical code-crashing. The technique hence consist of an interesting monitoring
during the evolution of the code, together with the violation of the AMD con-
straints. Note also that the above technique it might provide a general guess
for the choice of the integration time step in the second-order Runge-Kutta
technique. From the above reasoning, since there are several control times T ,
one can choose the time step constrained to the following general expression:
∆t < C min{Tj} (19)
where C is the Courant number and index j run over all the ADM dynamic
variables. This method is called Running Stability Check (RSC), since it com-
putes continuously in time the minimum time step, controlling all the possible
derivatives and variables. Eq. (19) allows to guess a good dt during the nu-
merical simulation, even in a self-adjusting fashion. Essentially, whenever the
characteristic times T becomes too small, the code reduces its time step of
the second order Runge-Kutta. This method is called adaptive time refine-
ment and leads to an improvement of stability, as will be shown in the next
testbeds.
4 Standard numerical testbeds
In this Section we will perform new direct numerical simulations of the gravi-
tational dynamics. We will explore all the standard numerical testbeds, sugge-
sted by Alcubierre, Dumbser, Rezzolla et al. [19–23], in order to validate our
code. For each test, we will check accuracy by inspecting the conserved quan-
tities of the ADM formalism, applying the running stability check and varying
A spectral approach to numerical simulations of the ADM equations 9
the anti-aliasing filters. An adaptive Runge-Kutta method will be employed in
order to further ensure numerical stability. After these fundamental tests, we
show a new possible initial condition that leads to standing nonlinear waves.
4.1 Robust stability test
The robust stability testbed efficiently reveals exponentially growing modes
which otherwise might be masked beneath a strong initial signal for a con-
siderable evolution time. It is based upon small random perturbations of
Minkowski space. As suggested by Alcubierre et al. in Ref. [19], the starting
configuration is a flat Minkowski metric
ds2 = −dt2 + dx2 + dy2.
The procedure consists of adding to the above metric some random perturba-
tions, distributed over every variable (γij ,Kij, α). The idea is that if a code
cannot stably evolve a random noise then it will be unable to evolve a real
initial data. In this test, the initial metric has been initialized as
γij = ηij + εij , (20)
where εij is the random perturbation (small random numbers generated via
classical algorithms [42]). The amplitude of the perturbation is small enough
so that the evolution remains in the linear regime, unless instabilities arise.
This corresponds to the following choice:
ε ∈
[
−10−10,+10−10
]
.
In all robust stability test the harmonic gauge was used [i.e., f(α) = 1 in the
slicing equation (5)].
We chose a spatial domain x, y ∈ [0, 1], a spatial grid Nx × Ny = 64
2, dx =
dy = 2−6 and a dt = 2 ·10−3. Since the initial data violate the constraints, any
instability can be expected to lead to an exponential growth of constraints.
In order to stabilize the code, the anti-aliasing filter, described by Eq.s (13)
and (14), can be used here to show whether it can improve the stability of the
code.
The test runs for a time of t = 10 (corresponding to 10 crossing times) or
until the code crashes, and the performance has been monitored by looking
at the evolution of the ADM constraints in time, i.e. by outputting the L2
norm of the Hamiltonian constraint and the momentum constraints once per
crossing. We define this measure as:
‖L‖2 =
√√√√∫Ω ε2 dΩ√|γ|∫
Ω dΩ
√
|γ|
, (21)
where ε denotes the local error of each of the ADM quantities, i.e., Hamiltonian
H and momentum constraints Mi, while dΩ
√
|γ| is the volume element.
10 C. Meringolo1 et al.
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Figura 1 Left: Hamiltonian constraint vs time for Minkowski flat space with random noise
as perturbation, respectively unfiltered, with k∗ = N/2, k∗ = N/3 and k∗ = N/5 ’Heaviside’
anti-aliasing filter. These runs have been summarized in Table 1 as RUN1, RUN2, RUN3
and RUN4. Right: L2 errors of Hamiltonian constraint for the same test using a k∗ = N/5
for both anti-aliasing filters described by Eq.s (13) and (14), and dt = 5 · 10−4. Note that
the smoothed filter better stabilize the code. The evolution is carried out for t = 500, and
these runs are reported in Table 1, as RUN5 and RUN6.
As discussed in Section 3.1.1, since the ADM equations are strongly non-
linear, the k∗ = 2N/3 filter is not enough and then different filter was te-
sted. The left panel of Fig. 1 reports the evolution of the L2 norm of the
Hamiltonian constraint, for the different filters (respectively unfiltered, with
k∗ = N/2, k∗ = N/3 and k∗ = N/5 filter) using the ’Heaviside’ filter described
by Eq. (13). These runs have been summarized in Table 1 as RUN1, RUN2,
RUN3 and RUN4. It is obvious that the anti-aliasing filter improves noticeably
the stability and the accuracy of the code.
In order to show the improvement of the smoothed filter and the robustness
of the code, a last test with a k∗ = N/5 using both filters described by Eq.s (13)
and (14) and a time step of dt = 5 · 10−4 has been performed, for 500 crossing
times. The L2 norms of the Hamiltonian constraint are shown in the right panel
of Fig 1. The test shows that the Hamiltonian remain essentially constant after
a long time of simulation using the ’Heaviside’ filter, while slightly decrease
using the smoothed filter, emphasizing the goodness of our approach. These
runs are reported in Table 1, as RUN5 and RUN6.
4.2 Gauge wave test
The gauge-wave is a classical numerical recipe that tests how a code handles
gauge dynamics. As suggested again by Ref. [19], the metric is given by:
ds2 = −H(x, t) dt2 +H(x, t) dx2 + dy2, (22)
where H(x, t)
d
= 1 − A sin
[
2pi(x − t)
]
describes a sinusoidal gauge wave of
amplitude A, propagating along the x-axis. Since derivatives are zero in the y
direction, the problem is essentially one-dimensional. The metric (22) implies
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Figura 2 Small amplitude gauge wave test. Left: RSC conditions without adaptive time
refinement: the code crashes at t ≃ 8. Right: RSC conditions with adaptive time refinement
and C = 1/4: the code remain stable until t = 500. For the symmetry of the problem, only
T (Kxx), T (γxx), T (α) have been reported. The full black line represents the time step of
the simulation. These runs are reported in Table 1 as RUN7 and RUN8.
βi = 0, and Kxx = −
∂tγxx
2α
. For the metric γij and the extrinsic curvature
Kij one obtains respectively:
γij =
(
1−A sin[2pi(x− t)] 0
0 1
)
, Kij =

−Api cos[2pi(x− t)]√1−A sin[2pi(x− t)] 0
0 0


and one can easily demonstrates that these satisfy the initial data constraints
in Eq. (2).
This gauge-wave test was performed twice: once with a small amplitude A
in order to take the system in a linear regime and a second test with a very
large amplitude A, as suggested by Dumbser et al. [20]. For the first run, a
small amplitude A = 10−2 and a k∗ = N/3 ’Heaviside’ filter is used. We chose
a spatial domain x, y ∈ [0, 1], a spatial grid Nx × Ny = 64
2, dx = dy = 2−6,
a dt = 5 · 10−3 and the harmonic slicing (f(α) = 1). However, in order to
check the RSC conditions (see Section 3.3) the test was performed twice: first
one with a stationary time step, and a second one with an adaptive time
refinement. These runs are summarized in Table 1 as RUN7 and RUN8.
Fig. 2 (left) shows the time evolution of the RSC conditions in time. Note
that for the symmetry of the problem, only T (Kxx), T (γxx), T (α) have been
reported. The full black line represents the time step of the simulation. One
can see that when one RSC condition becomes smaller than the time step,
instabilities arises and the code crashes. In the second test, it has been used
an adaptive time refinement with C = 1/4, and the run is carried out until
500 crossing times. The code is much more stable thanks to the fact that the
time step remain ever below the RSC conditions, as shown in Fig. 2 (right).
Even if a code remains stable for long time, the test is meaningless without
a good comparison between the numerical experiment an the analytic solution
(if there is any). In Fig. 3 (left) we compare the wave-form of γxx, at t = 500,
with the exact solution. Here we use dt = 10−3. In Fig. 3 (right) we report
12 C. Meringolo1 et al.
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Figura 3 Left: Comparison of the wave form of γxx with the exact solution, for a small
amplitude perturbation A−2, at t = 500. Right: Difference between numerical γxx and exact
result at t = 500. This test is reported in Table 1 as RUN9.
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Figura 4 Gauge-wave test case with amplitude A=0.9. Comparison of the wave form of
trace of the extrinsic curvature K in nonlinear regime without filter (left) and with k∗ = N/3
smoothed filter (right) with the exact solution at t = 1.2. The anti-aliasing filter leads to an
improved wave form of K. These runs are summarized in Table 1 as RUN10 and RUN11.
the numerical error, in order to show the good consistency of the code, even if
a k∗ = N/3 ’Heaviside’ filter is used. One can see that the error is two order
of magnitude less than the amplitude of the wave. This test is reported in
Table 1 as RUN9.
Regarding the high perturbation amplitude, we have chosen at first A =
0.9, with a square spatial grid of n = 128 points and dt = 10−3. The other
parameters are the same as used in the small amplitude case, including the
slicing gauge. Again we have performed two experiments: first without anti-
aliasing filter and second with k∗ = N/3 smoothed filter defined in Eq. (14).
A comparison between the nonlinear waveforms of the trace of the extrinsic
curvature K in both cases has been plotted in Fig. 3. As it can be seem there
is a good improvement with the anti-aliasing filter. One can observe, indeed,
an excellent agreement between the exact and the numerical solutions. In the
unfiltered case, instead, numerical instabilities arise, as reported in the left
panel of figure 3. These runs are reported in Table 1 as RUN10 and RUN11,
respectively.
A second test in nonlinear regime has been performed, this time with a
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Figura 5 Left: Evolution of x−momentum constraint for the gauge wave test with high
amplitude A = 0.96 using different filters described by Eq.s (13,14); with the ’Heaviside’
filter the x−momentum constraint grows up and the code crashes, while with the smoothed
filter the ADM constraint slightly decrease and the code stabilizes. The evolution has been
carried out for t = 10 crossing times. These runs are reported in Table 1 as RUN12 and
RUN13. Right: Comparison of the wave form of the trace of the extrinsic curvature K with
exact result and A = 0.96 at t=10 using the smoothed filter. Note the good agreement
despite the very high value of A.
larger perturbation A = 0.96. Now a good choice for the filter has found to
be k∗ = N/2.5. In order to test the different anti-aliasing filters we performed
the test twice: the first one using the ’Heaviside’ filter defined in Eq. (13), and
the second one using the smoothed filter defined in Eq. (14).
The time evolution of the x−momentum constraint for both tests is repor-
ted in Fig. 5 (left), showing that the smoothed filter stabilize the code, while
the ’Heaviside’ filter leads to a growing of the ADM constraints and the code
crashes. These runs are reported in Table 1 as RUN12 and RUN13. In Fig. 5
(right) we report the waveform of K at time t = 10, which is in excellent
agreement with the exact solution. It is important to emphasize that, with
this amplitude, even if the system is in a very nonlinear regime, is still stable,
thanks to the smoothed anti-aliasing filter.
4.3 A new possible initial condition: the standing waves
Here we propose a new initial data that satisfies Eq.s (2). Suppose an initial
Minkowski flat space, which means zero curvature and where Ricci tensor
vanishes (R = 0). The constraint equations reduce to
KxxKyy − (Kxy)
2 = 0, (23a)
DyKxy −DxKyy = 0, (23b)
DxKxy −DyKxx = 0. (23c)
The above represent the Hamiltonian and the two momentum constraints,
respectively. Note that the Hamiltonian constraint (23a) requires that the
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Figura 6 Temporal evolution of the L2 norm of Hamiltonian and x−momentum constraint
for standing waves test. Left: without filter anti-aliasing: the Hamiltonian constraint remains
constant, the x−momentum constraint grows up while the y−momentum is zero. Right: with
k∗ = N/3 smoothed filter: the Hamiltonian constraint remains essentially unchanged while
the x−momentum constraint is constant. The evolution is carried out for t = 100 crossing
times. These runs are reported in Table 1 as RUN14 and RUN15.
determinant of Kij vanishes. The initial perturbation can be chosen only for
the extrinsic curvature Kij , with an unperturbed metric tensor γij . With this
choice, one has:
γij = ηij , Kij =
(
Asin(2pix) 0
0 0
)
, (24)
which satisfies the set of constraints in Eq. (23). But unlike the previous gauge
waves, this condition does not lead to a wave propagating in space but to
standing waves of the metric. In Fig. 7 we report the time evolution of the
metric, for several tests.
For the first test, a small amplitude A = 10−1 and no anti-aliasing filter
has been used, while the run is carried out until 100 crossing times. The others
parameters used are: a spatial domain x, y ∈ [0, 1], a spatial grid Nx ×Ny =
642, dx = dy = 2−6, a dt = 10−3 and the harmonic slicing (f(α) = 1).
We have carried out a second test with same parameters as before, except
a k∗ = N/3 smoothed filter has been used. It is evident that the filter improves
the stability. These runs are reported in Table 1 as RUN14 and RUN15. Fig. 6
shows that the Hamiltonian constraint remain constant in both cases, but the
x−momentum constraint (for the symmetry of the problem the y−momentum
is zero) grows without filter and remains constant with the k∗ = N/3 filter.
In order to see nonlinear effects, a second high amplitude test has been
performed, with A = 8, a spatial grid with n = 128 points and a k∗ = N/3
filter. All the other parameters have been chose as in the previous test. The
higher amplitude of A now induces asymmetry in the standing wave. The
metric tensor starts to bounce, and is asymmetric since it cannot become
negative on one side. Fig. 7 (left) shows a section of γxx for a small amplitude
A = 0.1, while in Fig. 7 (right) amplitude of A = 1, 5, 8 are performed.
Again, this test was performed twice: a first test using the standard trun-
cated filter described by eq. (13) and a second one in order to emphasize the
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Figura 8 L2 norm evolution of the x-constraint with high amplitude A = 8 using the
two different filters described by Eq.s (13) and (14). The smoothed filter leads to a better
stabilized simulation. The evolution is carried out for t = 100 crossing times. These runs are
reported in Table 1 as RUN16 and RUN17.
improvement of the smoothed filter described by Eq. (14). The time evolu-
tion of L2 norm of x−momentum constraint, computed using the definition
in Eq. (21), is shown in Fig 8 for both cases, and the tests are carried out for
100 crossing times. It is clearly that the smoothed filter works better than the
’Heaviside’ filter. These runs are reported in Table 1 as RUN16 and RUN17.
As a general summary, finally, in the table 1 we report all the tests perfor-
med in this paper. We reported all the main parameters used, such the type
of the initial condition, the amplitude A of the perturbation, the number of
point of the spatial grid in x and in y, the k∗ of anti-aliasing filter, the type
of filter and the total time of the run.
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Tabella 1 Summary of all the test performed.
RUN IC type A Nx ×Ny k∗ filter trun
Standard testbeds
1 Robust stability test |10−10| 642 ∞ No filter ∼ 3
2 Robust stability test |10−10| 642 N/2 Heaviside 10
3 Robust stability test |10−10| 642 N/3 Heaviside 10
4 Robust stability test |10−10| 642 N/5 Heaviside 10
5 Robust stability test |10−10| 642 N/5 Heaviside 500
6 Robust stability test |10−10| 642 N/5 Smoothed 500
7 Gauge wave test 10−2 642 N/3 Heaviside ∼ 8
8 Gauge wave test 10−2 642 N/3 Heaviside 500 (dt = 5 · 10−3)
9 Gauge wave test 10−2 642 N/3 Heaviside 500 (dt = 10−3)
10 Gauge wave test 0.9 1282 ∞ No filter 10
11 Gauge wave test 0.9 1282 N/3 Smoothed 10
12 Gauge wave test 0.96 1282 N/2.5 Heaviside 10
13 Gauge wave test 0.96 1282 N/2.5 Smoothed 10
Our new tests
14 Standing wave test 10−1 642 ∞ No filter 100
15 Standing wave test 10−1 642 N/3 Smoothed 100
16 Standing wave test 8 642 N/3 Heaviside 100
17 Standing wave test 8 642 N/3 Smoothed 100
In this table all the test we performed are summarized. From the left to the right are reported: the
number of the run, the type of initial condition, the amplitude of the perturbation, the dimension
of the spatial grid, the k∗ of the anti-aliasing filter, the type of filter and the total time of the run.
5 Conclusions
In this paper we have studied the evolution of the gravitational fields by sol-
ving numerically the Einstein equations. From the general 3 + 1 case, where
equations have been decoupled and made more suitable for numerical treat-
ment, we obtained a reduced set of equations in 2+1 D. With this formulation
it is not possible to simulate a fully gravitational radiation from the merging of
compact object such as black holes or neutron stars, but it is however possible
simulate standard numerical one-dimensional testbeds.
Our algorithm makes use of a pseudospectral technique for the evaluation
of the spatial derivatives. Two types of anti-aliasing filter has been included in
order to avoid aliasing instability due to the intrinsic nonlinear nature of the
equations. We presented a new technique in order to improve the stability of
the simulations named the Running Stability Check (RSC), which monitors
the strength of the time derivatives and allows to build also a time-dependent
Runge-Kutta step. The code has been written in Fortran and developed entire-
ly by us, from scratch, and successfully tested via classical numerical testbeds
of numerical relativity. Via these typical tests, we have proven its robustness
A spectral approach to numerical simulations of the ADM equations 17
and stability.
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