Anti-periodic boundary value problems of second order impulsive differential equations  by Yao, Meiping et al.
Computers and Mathematics with Applications 59 (2010) 3617–3629
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Anti-periodic boundary value problems of second order impulsive
differential equationsI
Meiping Yao, Aimin Zhao ∗, Jurang Yan
School of Mathematical Sciences, Shanxi University, Taiyuan, Shanxi 030006, People’s Republic of China
a r t i c l e i n f o
Article history:
Received 25 June 2009
Received in revised form 15 December 2009
Accepted 13 January 2010
Keywords:
Anti-periodic boundary value problem
Upper and lower solutions
Monotone iterative technique
Second order
Impulsive differential equation
a b s t r a c t
This paper discusses anti-periodic boundary value problems of second order impulsive
differential equations. By using the method of upper and lower solutions coupled with the
monotone iterative technique, new existence results of coupled solutions and uniqueness
of problems are obtained.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Impulsive differential equations have become more important in recent years in some mathematical models of real
processes and phenomena studied in physics, chemical technology, population dynamics, biotechnology and economics.
There has been a significant development in impulse theory, in recent years, especially in the area of impulsive differential
equations with fixed moments; see the monographs [1–3], papers [4,5] and the references therein.
Anti-periodic boundary value problems have been discussed in the last few years. First order differential equations with
anti-periodic boundary value conditions have been considered in papers [6–13] and sufficient conditions for the existence
of solutions were obtained. Nevertheless second order differential equations with anti-periodic boundary value conditions
are discussed in few papers [14–16]. In [14] the authors have discussed anti-periodic boundary value problems for second
order differential equations, and sufficient conditions for existence of coupled solutions and a unique solution are obtained
by using themonotone iterative technique. In [15,16], the existence of at least one solution is obtained by using the Schauder
fixed point theorem and the Leray–Schauder topological degree respectively.
The monotone iterative technique coupled with the method of upper and lower solutions is a useful tool for obtaining
some existence results for differential equations with periodic or nonlinear boundary value problems; for details, see for
example [7,17–21] and the references therein. This technique can also be applied to anti-periodic boundary value problems
for first order differential equations [7,10–12,22–24] and second order differential equations [14].
Although second order differential equations with anti-periodic boundary conditions have been discussed in [14–16], as
we can see, the function f is independent of x′ and there is no impulse effect. Since anti-periodic boundary conditions appear
in physics in a variety of situations (see for example, in [25,26] and the references therein) the development of the general
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theory of the problem is timely. In this paper, by using the monotone iterative technique coupled with the method of upper
and lower solutions, we consider anti-periodic boundary value problems of second order impulsive differential equations
x′′(t) = f (t, x(t), x′(t)), a.e. t ∈ [0, T ] \ {t1, . . . , tp},
1x(tk) = Ik(x(tk)), k = 1, 2, . . . , p,
1x′(tk) = I∗k (x′(tk)), k = 1, 2, . . . , p,
x(0) = −x(T ), x′(0) = −x′(T ),
(1.1)
where Ik, I∗k ∈ C(R,R), 0 < t1 < · · · < tp < T ,1x(tk) = x(t+k ) − x(tk),1x′(tk) = x′(t+k ) − x′(tk), k = 1, 2, . . . , p, f :
[0, T ] × R2 → R is a Carathéodory function, that is,
(i) for every r1, r2 ∈ R, f (·, r1, r2) is measurable on [0, T ];
(ii) for a.e. t ∈ [0, T ], f (t, ·, ·) is continuous on R2;
(iii) for any N > 0, there exists gN ∈ L1([0, T ],R) such that
|f (t, x1, x2)| ≤ gN(t) for a.e. t ∈ [0, T ] and all (x1, x2) ∈ R2 with max{|x1|, |x2|} ≤ N.
Denote J = [0, T ], J ′ = [0, T ] \ {t1, . . . , tp}, J0 = [0, t1], Jk = (tk, tk+1], k = 1, . . . , p, where tp+1 = T .
Let PC(J,R) = {x : J → R | x(t) is continuous everywhere except for some tk at which x(t+k ) and x(t−k ) exist
and x(t−k ) = x(tk), k = 1, 2, . . . , p}, PC1(J,R) = {x ∈ PC(J,R)|x′(t) is continuous everywhere except for some tk at
which x′(t+k ) and x′(t
−
k ) exist and x
′(t−k ) = x′(tk), k = 1, 2, . . . , p}. Obviously, PC(J,R) is a Banach space with the norm
‖x‖PC = supt∈J |x(t)|, PC1(J,R) is a Banach space with the norm ‖x‖PC1 = max{‖x‖PC , ‖x′‖PC }. Denote PW 1,1(J,R) =
{x ∈ PC(J,R) | x(t) is absolutely continuous at any subset of every interval Jk}, PW 2,1(J,R) = {x ∈ PC1(J,R) | x′(t)
is absolutely continuous at any subset of every interval Jk}. For β, α ∈ PW 2,1(J,R) with β(t) ≤ α(t) on J , denote
[β, α] = {y ∈ PW 2,1(J,R) | β(t) ≤ y(t) ≤ α(t), t ∈ J}. A function x is said to be a solution of problem (1.1), if
x ∈ PW 2,1(J,R) and satisfies (1.1).
Assume that x is a solution of problem (1.1). Let X = x′+Mx,M ∈ R. Then (x, X) ∈ PC1(J,R)× PW 1,1(J,R) is a solution
of the following system
x′(t)+Mx(t) = X(t), t ∈ J ′,
X ′(t)−MX(t) = f (t, x(t), X(t)−Mx(t))−M2x(t), a.e. t ∈ J ′,
1x(tk) = Ik(x(tk)), 1X(tk) = I∗k (X(tk)−Mx(tk))+MIk(x(tk)), k = 1, 2, . . . , p,
x(0) = −x(T ), X(0) = −X(T ).
(1.2)
On the other hand, if (x, X) is a solution of system (1.2), then we can verify that x is a solution of problem (1.1).
Definition 1.1. Functions x, y are called coupled solutions of problem (1.1), if x, y ∈ PW 2,1(J,R) and satisfy
x′′(t) = f (t, x(t), x′(t)), y′′(t) = f (t, y(t), y′(t)), a.e. t ∈ J ′,
1x(tk) = Ik(x(tk)), 1y(tk) = Ik(y(tk)), k = 1, 2, . . . , p,
1x′(tk) = I∗k (x′(tk)), 1y′(tk) = I∗k (y′(tk)), k = 1, 2, . . . , p,
x(0) = −y(T ), x′(0) = −y′(T ), y(0) = −x(T ), y′(0) = −x′(T ).
Remark 1.1. If the coupled solutions x and y of problem (1.1) satisfy x = y, then x = y is a solution of problem (1.1).
Assume that x, y are coupled solutions of problem (1.1). Let X = x′ + Mx, Y = y′ + My. Then (x, X, y, Y ) ∈
PC1(J,R)× PW 1,1(J,R)× PC1(J,R)× PW 1,1(J,R) satisfy
x′(t)+Mx(t) = X(t), t ∈ J ′,
X ′(t)+ NX(t) = (M + N)X(t)+ f (t, x(t), X(t)−Mx(t))−M2x(t), a.e. t ∈ J ′,
y′(t)+My(t) = Y (t), t ∈ J ′,
Y ′(t)+ NY (t) = (M + N)Y (t)+ f (t, y(t), Y (t)−My(t))−M2y(t), a.e. t ∈ J ′,
1x(tk) = Ik(x(tk)), k = 1, 2, . . . , p,
1X(tk) = I∗k (X(tk)−Mx(tk))+MIk(x(tk)), k = 1, 2, . . . , p,
1y(tk) = Ik(y(tk)), k = 1, 2, . . . , p,
1Y (tk) = I∗k (Y (tk)−My(tk))+MIk(y(tk)), k = 1, 2, . . . , p,
x(0) = −y(T ), X(0) = −Y (T ), y(0) = −x(T ), Y (0) = −X(T ),
(1.3)
where N ∈ R. On the other hand, assume that system (1.3) has a solution (x, X, y, Y ). Then x, y are coupled solutions of
problem (1.1).
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Definition 1.2. Functions β, α are called coupled upper and lower solutions of problem (1.1), if β, α ∈ PW 2,1(J,R) and
satisfy
β ′′(t) ≤ f (t, β(t), β ′(t)), α′′(t) ≥ f (t, α(t), α′(t)), a.e. t ∈ J ′,
1β(tk) = Ik(β(tk)), 1α(tk) = Ik(α(tk)), k = 1, 2, . . . , p,
1β ′(tk) ≤ I∗k (β ′(tk)), 1α′(tk) ≥ I∗k (α′(tk)), k = 1, 2, . . . , p,
β(0) = −α(T ), β ′(0) ≤ −α′(T ), α(0) = −β(T ), α′(0) ≥ −β ′(T ).
Let us list the following assumptions for convenience.
(H) β, α ∈ PW 2,1(J,R) are coupled upper and lower solutions of problem (1.1), β(t) ≤ α(t) for t ∈ J .
(H1) There exist constants 0 < A ≤ B such that
−2B(v2 − v1) ≤ f (t, u, v2)− f (t, u, v1) ≤ −2A(v2 − v1),
f (t, u2, v)− f (t, u1, v) ≥ −A2(u2 − u1) (1.4)
for β(t) ≤ u ≤ α(t), β(t) ≤ u1 ≤ u2 ≤ α(t), v1 ≤ v2, v1, v2, v ∈ R.
(H∗1) There exist constants 0 < A ≤ B such that (1.4) holds and
2A(v2 − v1) ≤ f (t, u, v2)− f (t, u, v1) ≤ 2B(v2 − v1)
for β(t) ≤ u ≤ α(t), v1 ≤ v2, v1, v2 ∈ R.
(H2) There exist constants 0 < A ≤ B such that
f (t, u2, v)− f (t, u1, v) ≤ (B2 + 2AB)(u2 − u1)
for β(t) ≤ u1 ≤ u2 ≤ α(t), v ∈ R.
(H3) For k = 1, 2, . . . , p, there exist constants 0 ≤ ak ≤ bk < 12 such that
−2bk(u¯− v¯) ≤ I∗k (u¯)− I∗k (v¯) ≤ −2ak(u¯− v¯),
Ik(u)− Ik(v) ≥ −2ak(u− v)
for v¯ ≤ u¯, u¯, v¯ ∈ R, β(tk) ≤ v ≤ u ≤ α(tk).
(H∗3) For k = 1, 2, . . . , p, there exist constants 0 ≤ ak ≤ bk such that
2ak(u¯− v¯) ≤ I∗k (u¯)− I∗k (v¯) ≤ 2bk(u¯− v¯),
Ik(u)− Ik(v) ≤ 2ak(u− v)
for v¯ ≤ u¯, u¯, v¯ ∈ R, β(tk) ≤ v ≤ u ≤ α(tk).
(H4) For k = 1, 2, . . . , p, there exist constants 0 < dk ≤ 2ak such that for β(tk) ≤ v ≤ u ≤ α(tk),
Ik(u)− Ik(v) ≤ −dk(u− v).
(H∗4) For k = 1, 2, . . . , p, there exist constants 0 < dk ≤ 2ak such that for β(tk) ≤ v ≤ u ≤ α(tk),
Ik(u)− Ik(v) ≥ dk(u− v).
Remark 1.2. If (H1) holds, then for v1, v2 ∈ R, β(t) ≤ u ≤ α(t), t ∈ J ,
|f (t, u, v2)− f (t, u, v1)+ (A+ B)(v2 − v1)| ≤ (B− A)|v2 − v1|.
Remark 1.3. If (H∗1) holds, then for v1, v2 ∈ R, β(t) ≤ u ≤ α(t), t ∈ J ,
|f (t, u, v2)− f (t, u, v1)− (A+ B)(v2 − v1)| ≤ (B− A)|v2 − v1|.
Remark 1.4. If (H3) holds, then for u¯, v¯ ∈ R,
|I∗k (v¯)− I∗k (u¯)+ (ak + bk)(v¯ − u¯)| ≤ (bk − ak)|v¯ − u¯|.
Remark 1.5. If (H∗3) holds, then for u¯, v¯ ∈ R,
|I∗k (v¯)− I∗k (u¯)− (ak + bk)(v¯ − u¯)| ≤ (bk − ak)|v¯ − u¯|.
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2. Preliminaries and comparison principles
To apply the monotone iterative method, we need the following comparison principles, existence and uniqueness of
solutions to first order initial and final value problems.
Firstly, consider the first order impulsive differential inequality{
u′(t)+Mu(t)+ N|u(t)| ≥ 0, a.e. t ∈ J ′,
1u(tk)+ cku(tk)+ c¯k|u(tk)| ≥ 0, k = 1, 2, . . . , p, (2.1)
where ck + c¯k < 1, k = 1, 2, . . . , p,M,N ∈ R.
Lemma 2.1 ([21]). Assume that u ∈ PW 1,1(J,R) and satisfies (2.1). If u(0) ≥ u(T ) and
p∏
k=1
(1− ck + c¯k)e−(M−N)T < 1,
then u(t) ≥ 0 for t ∈ J .
Lemma 2.2 ([21]). Assume that u ∈ PW 1,1(J,R) and satisfies (2.1). If u(0) ≥ u(T ) and
p∏
k=1
(1− ck − c¯k)e−(M+N)T > 1,
then u(t) ≤ 0 for t ∈ J .
Lemma 2.3. Assume that u ∈ PW 1,1(J,R) and satisfies (2.1). If u(0) ≥ 0, then u(t) ≥ 0 for t ∈ J .
Proof. Assume, for the sake of contradiction, that there exists t ′ ∈ (0, T ] such that u(t ′) < 0. We claim that u(t) < 0 for
t ∈ [0, t ′]. Otherwise, there exists t ′′ ∈ (0, t ′] such that u(t ′′) ≥ 0 and u(t) < 0 for t ∈ (t ′′, t ′]. We note that if u(t+k ) < 0,
then from (2.1) it follows that u(tk) < 0. Hence u(t ′′) = 0. For t ∈ [t ′′, t ′],{
u′(t)+ (M − N)u(t) ≥ 0, t 6= tk,
u(t+k )− (1− ck + c¯k)u(tk) ≥ 0.
Then we have
0 > u(t ′) ≥ u(t ′′)
∏
t ′′≤tk<t ′
(1− ck + c¯k)e(N−M)(t ′−t ′′) = 0,
which is a contradiction. Thus u(t) < 0 for t ∈ [0, t ′], which contradict the assumption u(0) ≥ 0. The proof is complete. 
Similarly, we can get the following lemma.
Lemma 2.4. Assume that u ∈ PW 1,1(J,R) and satisfies (2.1). If u(T ) ≤ 0, then u(t) ≤ 0 for t ∈ J .
Consider the first order initial value problemu
′(t)+Mu(t) = h(t, u(t)), a.e. t ∈ J ′,
u(t+k ) = mku(tk)+ Qk(tk, u(tk)), k = 1, 2, . . . , p,
u(0) = u0,
(2.2)
and the first order final value problemu
′(t)+Mu(t) = h(t, u(t)), a.e. t ∈ J ′,
u(t+k ) = mku(tk)+ Qk(tk, u(tk)), k = 1, 2, . . . , p,
u(T ) = uT ,
(2.3)
where M,mk, u0, uT ∈ R,M 6= 0,mk > 0, Qk ∈ C(J × R,R), k = 1, 2, . . . , p, h : J × R→ R is a Carathéodory function.
Lemma 2.5. u ∈ PW 1,1(J,R) is a solution of (2.2) if and only if u ∈ PC(J,R) is that of the following impulsive integral equation
u(t) = u0e−Mt
∏
0<tk<t
mk +
∫ t
0
e−M(t−s)h(s, u(s))
∏
s≤tj<t
mjds+
∑
0<tk<t
e−M(t−tk)Qk(tk, u(tk))
∏
tk≤tj<t
mj, t ∈ J. (2.4)
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Proof. Assume thatϕ ∈ PW 1,1(J,R) is a solution of (2.2). Thenϕ is a solution of the initial value problemof linear differential
equationu
′(t)+Mu(t) = h(t, ϕ(t)), a.e. t ∈ J ′,
u(t+k ) = mku(tk)+ Qk(tk, ϕ(tk)), k = 1, 2, . . . , p,
u(0) = u0.
(2.5)
Then (2.5) has a unique solution
u(t) = u0e−Mt
∏
0<tk<t
mk +
∫ t
0
e−M(t−s)h(s, ϕ(s))
∏
s≤tj<t
mjds+
∑
0<tk<t
e−M(t−tk)Qk(tk, ϕ(tk))
∏
tk≤tj<t
mj, t ∈ J. (2.6)
In view of ϕ is a solution of (2.5), we know that ϕ = u is a solution of (2.6). Hence ϕ is a solution of (2.4).
Otherwise, assume that ϕ ∈ PC(J,R) is a solution of (2.4). By direct calculus, we have that ϕ(t) is a solution of (2.2). The
proof is complete. 
Lemma 2.6. Assume that there exist positive constants L, Lk such that for t ∈ J, u1, u2 ∈ PC(J,R)
|h(t, u1(t))− h(t, u2(t))| ≤ L|u1(t)− u2(t)|, (2.7)
|Qk(tk, u1(tk))− Qk(tk, u2(tk))| ≤ Lk|u1(tk)− u2(tk)|, k = 1, 2, . . . , p. (2.8)
If (
L(1− e−MT )
M
+max{e−MT , 1}
p∑
k=1
Lk
)
·
p∏
k=1
m¯k < 1, (2.9)
where m¯k = max{mk, 1}, k = 1, 2, . . . , p, then the initial value problem (2.2) has a unique solution.
Proof. By Lemma 2.5, we only need to prove that (2.4) has a unique solution. Define the mapping T : PC(J,R)→ PC(J,R)
by
(Tu)(t) = u0e−Mt
∏
0<tk<t
mk +
∫ t
0
e−M(t−s)h(s, u(s))
∏
s≤tj<t
mjds+
∑
0<tk<t
e−M(t−tk)Qk(tk, u(tk))
∏
tk≤tj<t
mj.
For any u1, u2 ∈ PC(J,R), we have
|(Tu1)(t)− (Tu2)(t)| ≤
∫ t
0
e−M(t−s) |h(s, u1(s))− h(s, u2(s))| ds ·
p∏
k=1
m¯k
+
∑
0<tk<t
e−M(t−tk) |Qk(tk, u1(tk))− Qk(tk, u2(tk))| ·
p∏
k=1
m¯k
≤
(
L(1− e−MT )
M
+max{e−MT , 1}
p∑
k=1
Lk
)
·
p∏
k=1
m¯k‖u1 − u2‖.
In view of (2.9) and by Banach contraction principle, T has a unique fixed point. The proof is complete. 
Similar to Lemmas 2.5 and 2.6, we get the following lemmas.
Lemma 2.7. u ∈ PW 1,1(J,R) is a solution of (2.3) if and only if u ∈ PC(J,R) is that of the following impulsive integral equation
u(t) = uTe−M(t−T )
∏
t≤tk<T
m−1k −
∫ T
t
e−M(t−s)h(s, u(s))
∏
t≤tj<s
m−1j ds−
∑
t≤tk<T
e−M(t−tk)Qk(tk, u(tk))
∏
t≤tj<tk
m−1j , t ∈ J.
Lemma 2.8. Assume that there exist positive constants L, Lk such that (2.7) and (2.8) hold. If(
L(eMT − 1)
M
+max{eMT , 1}
p∑
k=1
Lk
)
·
p∏
k=1
m˜k < 1,
where m˜k = max{m−1k , 1}, k = 1, 2, . . . , p, then the final value problem (2.3) has a unique solution.
In the following, two lemmas are given which will be useful for the existence of solutions to problem (1.1).
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Lemma 2.9. Assume that (H), (H1) and (H3) hold. Then the following conclusions are true,
(i) α′(t)+ Aα(t) ≥ β ′(t)+ Aβ(t) for t ∈ J;
(ii) if x is any solution of problem (1.1) such that x ∈ [β, α], then
α′(T )+ Aα(T ) ≥ x′(T )+ Ax(T ) ≥ β ′(T )+ Aβ(T ).
Proof. (i) Let ψ = α − β and ς = ψ ′ + Aψ . Then by Remarks 1.2 and 1.4, we know that ς satisfies
ς ′(t)+ Bς(t) = ψ ′′(t)+ (A+ B)ψ ′(t)+ ABψ(t)
≥ f (t, α(t), α′(t))+ (A+ B)α′(t)+ ABα(t)− f (t, β(t), β ′(t))− (A+ B)β ′(t)− ABβ(t)
≥ −(B− A)|ς(t)− A(α(t)− β(t))| − A2(α(t)− β(t))+ AB(α(t)− β(t))
≥ −(B− A)|ς(t)|, a.e. t ∈ J ′,
1ς(tk)+ (ak + bk)ς(tk) = 1ψ ′(tk)+ A1ψ(tk)+ (ak + bk)ψ ′(tk)+ A(ak + bk)ψ(tk)
≥ I∗k (α′(tk))+ AIk(α(tk))+ (ak + bk)α′(tk)+ A(ak + bk)α(tk)
− I∗k (β ′(tk))− AIk(β(tk))− (ak + bk)β ′(tk)− A(ak + bk)β(tk)≥ −(bk − ak)|ς(tk)− A(α(tk)− β(tk))| − 2Aak(α(tk)− β(tk))
+ A(ak + bk)(α(tk)− β(tk))
≥ −(bk − ak)|ς(tk)|, k = 1, 2, . . . , p,
and
ς(0) = α′(0)− β ′(0)+ Aα(0)− Aβ(0) ≥ −β ′(T )+ α′(T )− Aβ(T )+ Aα(T ) = ς(T ).
In view of
∏p
k=1(1−2ak)e−AT < 1, by Lemma 2.1 we know that ς(t) ≥ 0 for t ∈ J . Therefore α′(t)+Aα(t) ≥ β ′(t)+Aβ(t)
for t ∈ J . The proof of (i) is complete.
(ii) Letψ = x−β and ς = ψ ′+Aψ . We now prove that ς(T ) ≥ 0. Assume, for the sake of contradiction, that ς(T ) < 0.
Then
ς(0) = x′(0)− β ′(0)+ Ax(0)− Aβ(0) ≥ −x′(T )+ α′(T )− Ax(T )+ Aα(T )
≥ −x′(T )+ β ′(T )− Ax(T )+ Aβ(T ) = −ς(T ) > 0.
Similar to (i), we can verify that ς satisfies{
ς ′(t)+ Bς(t) ≥ −(B− A)|ς(t)|, a.e. t ∈ J ′,
1ς(tk)+ (ak + bk)ς(tk) ≥ −(bk − ak)|ς(tk)|, k = 1, 2, . . . , p. (2.10)
In view of ς(0) > 0 and Lemma 2.3, we know that ς(t) ≥ 0 on J which contradict the assumption ς(T ) < 0. Hence
ς(T ) ≥ 0. So x′(T )+ Ax(T ) ≥ β ′(T )+ Aβ(T ). Similarly we can get that α′(T )+ Aα(T ) ≥ x′(T )+ Ax(T ). The proof of (ii) is
complete. 
Lemma 2.10. Assume that (H), (H∗1) and (H
∗
3) hold. Then the following conclusions are true,
(i) α′(t)− Aα(t) ≤ β ′(t)− Aβ(t) for t ∈ J;
(ii) if x is any solution of problem (1.1) such that x ∈ [β, α], then
α′(0)− Aα(0) ≤ x′(0)− Ax(0) ≤ β ′(0)− Aβ(0).
Proof. (i) Let ψ = α − β and ς = ψ ′ − Aψ . Then by Remarks 1.3 and 1.5, we have that
ς ′(t)− Bς(t) = ψ ′′(t)− (A+ B)ψ ′(t)+ ABψ(t)
≥ f (t, α(t), α′(t))− (A+ B)α′(t)+ ABα(t)− f (t, β(t), β ′(t))+ (A+ B)β ′(t)− ABβ(t)
≥ −(B− A)|ς(t)+ A(α(t)− β(t))| − A2(α(t)− β(t))+ AB(α(t)− β(t))
≥ −(B− A)|ς(t)|, a.e. t ∈ J ′,
1ς(tk)− (ak + bk)ς(tk) = 1ψ ′(tk)− A1ψ(tk)− (ak + bk)ψ ′(tk)+ A(ak + bk)ψ(tk)
≥ I∗k (α′(tk))− AIk(α(tk))− (ak + bk)α′(tk)+ A(ak + bk)α(tk)
− I∗k (β ′(tk))+ AIk(β(tk))+ (ak + bk)β ′(tk)− A(ak + bk)β(tk)≥ −(bk − ak)|ς(tk)+ A(α(tk)− β(tk))| − 2Aak(α(tk)− β(tk))
+ A(ak + bk)(α(tk)− β(tk))
≥ −(bk − ak)|ς(tk)|, k = 1, 2, . . . , p,
ς(0) = α′(0)− β ′(0)− Aα(0)+ Aβ(0) ≥ −β ′(T )+ α′(T )+ Aβ(T )− Aα(T ) = ς(T ).
In view of
∏p
k=1(1+ 2ak)eAT > 1, by Lemma 2.2 we see that ς(t) ≤ 0 on J . Hence α′(t)− Aα(t) ≤ β ′(t)− Aβ(t) for t ∈ J .
The proof of (i) is complete.
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(ii) Let ψ = x − β and ς = ψ ′ − Aψ . We now prove ς(0) ≤ 0. Assume, for the sake of contradiction, that ς(0) > 0.
Then
ς(T ) = x′(T )− β ′(T )− Ax(T )+ Aβ(T ) ≤ −x′(0)+ α′(0)+ Ax(0)− Aα(0)
≤ −x′(0)+ β ′(0)+ Ax(0)− Aβ(0) = −ς(0) < 0.
Similar to (i), we can verify that ς satisfies
ς ′(t)− Bς(t) ≥ −(B− A)|ς(t)|, a.e. t ∈ J ′,
1ς(tk)− (ak + bk)ς(tk) ≥ −(bk − ak)|ς(tk)|, k = 1, 2, . . . , p.
In view of ς(T ) < 0 and Lemma 2.4, we know that ς(t) ≤ 0 on J . which contradict the assumption ς(0) > 0. Hence
ς(0) ≤ 0. So x′(0) − Ax(0) ≤ β ′(0) − Aβ(0). Similarly we have that α′(0) − Aα(0) ≤ x′(0) − Ax(0). The proof of (ii) is
complete. 
3. Main results
Now we are in a position to state the main results.
Theorem 3.1. Assume that (H), (H1) and (H3) hold. If(
1− A
B
) (
1− e−BT )+ p∑
k=1
(bk − ak) < 1, (3.1)
then there exists monotone iterative sequences {αn(t)}, {βn(t)}with α0 = α, β0 = β such that αn(t), βn(t) uniformly converge
to coupled solutions of problem (1.1) in [β, α]. In addition, if (H2), (H4) and
p∏
k=1
(1− dk)eBT < 1 (3.2)
hold, then problem (1.1) has a unique solution in [β, α].
Proof. For any η, ξ ∈ [β, α], consider the initial value problemu
′(t)+ Bu(t) = (A+ B)u(t)+ f (t, η(t), u(t)− Aη(t))− A2η(t), a.e. t ∈ J ′,
u(t+k ) = (1− ak − bk)u(tk)+ I∗k (u(tk)− Aη(tk))+ (ak + bk)u(tk)+ AIk(η(tk)), k = 1, 2, . . . , p,
u(0) = −ξ ′(T )− Aξ(T ).
(3.3)
Denote
h(t, u(t)) = (A+ B)u(t)+ f (t, η(t), u(t)− Aη(t))− A2η(t), t ∈ J,
Qk(tk, u(tk)) = I∗k (u(tk)− Aη(tk))+ (ak + bk)u(tk)+ AIk(η(tk)), k = 1, 2, . . . , p.
In view of Remarks 1.2 and 1.4, we can verify that h and Qk satisfy (2.7) and (2.8) with L = B − A and Lk = bk − ak. By
Lemmas 2.5 and 2.6 combined with the condition (3.1), we know that problem (3.3) has a unique solution uwhich satisfies
u(t) = (−ξ ′(T )− Aξ(T )) e−Bt ∏
0<tj<t
mj +
∫ t
0
e−B(t−s)
(
(A+ B)u(s)+ f (s, η(s), u(s)− Aη(s))− A2η(s)) ∏
s≤tj<t
mjds
+
∑
0<tk<t
e−B(t−tk)
(
I∗k (u(tk)− Aη(tk))+ (ak + bk)u(tk)+ AIk(η(tk))
) ∏
tk≤tj<t
mj, (3.4)
wheremj = 1− aj − bj. Define operator F : [β, α] × [β, α] → PW 1,1(J,R) by F(η, ξ) = u.
For any η, ξ ∈ [β, α], consider the initial value problemU
′(t)+ AU(t) = (F(η, ξ))(t), t ∈ J ′,
U(t+k ) = (1− ak − bk)U(tk)+ Ik(η(tk))+ (ak + bk)η(tk), k = 1, 2, . . . , p,
U(0) = −ξ(T ).
(3.5)
Then linear problem (3.6) has a unique solution U ,
U(t) = −ξ(T )e−At
∏
0<tj<t
mj +
∫ t
0
e−A(t−s)(F(η, ξ))(s)ds+
∑
0<tk<t
e−A(t−tk) (Ik(η(tk))+ (ak + bk)η(tk))
∏
tk≤tj<t
mj. (3.6)
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Define operator G : [β, α] × [β, α] → PW 1,1(J,R) by G(η, ξ) = U . From the definitions of F and G, we know that if there
exist η, ξ ∈ [β, α] such that G(η, ξ) = η and G(ξ , η) = ξ , then (η, F(η, ξ), ξ , F(ξ , η)) is a solution of system (1.3) with
M = A,N = B. In addition, η, ξ are coupled solutions of problem (1.1).
Denote β˜ = β ′ + Aβ and α˜ = α′ + Aα. By Lemma 2.9, we have β˜ ≤ α˜. For operators F and G, we have the following
properties:
(i) β˜ ≤ F(β, α), F(α, β) ≤ α˜.
(ii) F is nondecreasing in first variable and nonincreasing in second variable, that is, for any η, ξ, η1, η2, ξ1, ξ2 ∈
[β, α], η1 ≤ η2 implies F(η1, ξ) ≤ F(η2, ξ); ξ1 ≤ ξ2 and ξ ′1(T )+ Aξ1(T ) ≤ ξ ′2(T )+ Aξ2(T ) implies F(η, ξ1) ≥ F(η, ξ2).
(iii) β ≤ G(β, α),G(α, β) ≤ α.
(iv) G is nondecreasing in first variable and nonincreasing in second variable, that is, for any η, ξ, η1, η2, ξ1, ξ2 ∈
[β, α], η1 ≤ η2 implies G(η1, ξ) ≤ G(η2, ξ); ξ1 ≤ ξ2 and ξ ′1(T )+ Aξ1(T ) ≤ ξ ′2(T )+ Aξ2(T ) implies G(η, ξ1) ≥ G(η, ξ2).
To prove (i), let φ = F(β, α) and ψ = φ − β˜ . Then we have
ψ ′(t)+ Bψ(t) = φ′(t)+ Bφ(t)− β˜ ′(t)− Bβ˜(t)
≥ (A+ B)φ(t)+ f (t, β(t), φ(t)− Aβ(t))− A2β(t)− f (t, β(t), β ′(t))− (A+ B)β ′(t)− ABβ(t)
≥ −(B− A)|ψ(t)|, a.e. t ∈ J ′,
1ψ(tk)+ (ak + bk)ψ(tk) = 1φ(tk)−1β˜(tk)+ (ak + bk)(φ(tk)− β˜(tk))
≥ I∗k (φ(tk)− Aβ(tk))+ (ak + bk)φ(tk)+ AIk(β(tk))
− I∗k (β ′(tk))− (ak + bk)β ′(tk)− AIk(β(tk))− A(ak + bk)β(tk)≥ −(bk − ak)|ψ(tk)|, k = 1, 2, . . . , p,
and
ψ(0) = φ(0)− β˜(0) = −α′(T )− Aα(T )− β ′(0)− Aβ(0)
≥ −α′(T )− Aα(T )+ α′(T )+ Aα(T ) = 0.
By Lemma 2.3, we get ψ ≥ 0. So φ ≥ β˜ . Hence β˜ ≤ F(β, α). Similarly F(α, β) ≤ α˜.
To prove (ii), let u1 = F(η1, ξ), u2 = F(η2, ξ) and ψ = u2 − u1. Then
ψ ′(t)+ Bψ(t) = u′2(t)+ Bu2(t)− u′1(t)− Bu1(t)
= (A+ B)u2(t)+ f (t, η2(t), u2(t)− Aη2(t))− A2η2(t)
− (A+ B)u1(t)− f (t, η1(t), u1(t)− Aη1(t))+ A2η1(t)
≥ −(B− A)|ψ(t)− A(η2(t)− η1(t))| + A(A+ B)(η2(t)− η1(t))− 2A2(η2(t)− η1(t))
≥ −(B− A)|ψ(t)|, a.e. t ∈ J ′,
1ψ(tk)+ (ak + bk)ψ(tk) = 1u2(tk)+ (ak + bk)u2(tk)−1u1(tk)− (ak + bk)u1(tk)
= I∗k (u2(tk)− Aη2(tk))+ (ak + bk)u2(tk)+ AIk(η2(tk))− I∗k (u1(tk)− Aη1(tk))− (ak + bk)u1(tk)− AIk(η1(tk))≥ −(bk − ak)|ψ(tk)|, k = 1, 2, . . . , p,
ψ(0) = u2(0)− u1(0) = −ξ ′(T )− Aξ(T )+ ξ ′(T )+ Aξ(T ) = 0.
By Lemma 2.3, ψ ≥ 0. Hence F(η1, ξ) ≤ F(η2, ξ). So F is nondecreasing in first variable.
Let v1 = F(η, ξ1), v2 = F(η, ξ2) and ψ = v1 − v2. Then
ψ ′(t)+ Bψ(t) = v′1(t)+ Bv1(t)− v′2(t)− Bv2(t)
= (A+ B)v1(t)+ f (t, η(t), v1(t)− Aη(t))− A2η(t)
− (A+ B)v2(t)− f (t, η(t), v2(t)− Aη(t))+ A2η(t)
≥ −(B− A)|ψ(t)|, a.e. t ∈ J ′,
1ψ(tk)+ (ak + bk)ψ(tk) = 1v1(tk)+ (ak + bk)v1(tk)−1v2(tk)− (ak + bk)v2(tk)
= I∗k (v1(tk)− Aη(tk))+ (ak + bk)v1(tk)+ AIk(η(tk))− I∗k (v2(tk)− Aη(tk))− (ak + bk)v2(tk)− AIk(η(tk))≥ −(bk − ak)|ψ(tk)|, k = 1, 2, . . . , p,
ψ(0) = v1(0)− v2(0) = −ξ ′1(T )− Aξ1(T )+ ξ ′2(T )+ Aξ2(T ) ≥ 0.
Hence ψ ≥ 0. So F(η, ξ1) ≥ F(η, ξ2). Therefore F is nonincreasing in second variable.
To prove (iii), let β1 = G(β, α) and ψ = β1 − β . By properties (i), we know that ψ satisfies
ψ ′(t)+ Aψ(t) = β ′1(t)+ Aβ1(t)− β ′(t)− Aβ(t)
= (F(β, α))(t)− β˜(t) ≥ 0, t ∈ J ′,
1ψ(tk)+ (ak + bk)ψ(tk) = 1β1(tk)−1β(tk)+ (ak + bk)(β1(tk)− β(tk))
= Ik(β(tk))− Ik(β(tk)) = 0, k = 1, 2, . . . , p,
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and
ψ(0) = β1(0)− β(0) = −α(T )+ α(T ) = 0.
By Lemma 2.3, we have ψ(t) ≥ 0 on J . Hence β ≤ G(β, α). Similarly G(α, β) ≤ α.
To prove (iv), let U1 = G(η1, ξ), U2 = G(η2, ξ) and ψ = U2 − U1. Then ψ satisfies
ψ ′(t)+ Aψ(t) = U ′2(t)+ AU2(t)− U ′1(t)− AU1(t)
= (F(η2, ξ))(t)− (F(η1, ξ))(t) ≥ 0, t ∈ J ′,
1ψ(tk)+ (ak + bk)ψ(tk) = 1U2(tk)−1U1(tk)+ (ak + bk)(U2(tk)− U1(tk))
= Ik(η2(tk))− Ik(η1(tk))+ (ak + bk)(η2(tk)− η1(tk)) ≥ 0, k = 1, 2, . . . , p,
and
ψ(0) = U2(0)− U1(0) = −ξ(T )+ ξ(T ) = 0.
By Lemma 2.3 again, ψ ≥ 0. Hence G(η1, ξ) ≤ G(η2, ξ). So G is nonincreasing in first variable.
Let V1 = G(η, ξ1), V2 = G(η, ξ2) and ψ = V1 − V2. Then
ψ ′(t)+ Aψ(t) = V ′1(t)+ AV1(t)− V ′2(t)− AV2(t)
= F(η, ξ1)(t)− F(η, ξ2)(t) ≥ 0, t ∈ J ′,
1ψ(tk)+ (ak + bk)ψ(tk) = 1V1(tk)−1V2(tk)+ (ak + bk)(V1(tk)− V2(tk))
= Ik(η(tk))− Ik(η(tk))+ (ak + bk)(η(tk)− η(tk)) = 0, k = 1, 2, . . . , p,
and
ψ(0) = V1(0)− V2(0) = −ξ1(T )+ ξ2(T ) ≥ 0.
Hence ψ ≥ 0. So G(η, ξ1) ≥ G(η, ξ2). Therefore G is nonincreasing in second variable.
Define sequences {βn}, {αn} by
βn = G(βn−1, αn−1), αn = G(αn−1, βn−1), n = 1, 2, . . . ,
where β0 = β, α0 = α. Denote β˜n = β ′n + Aβn and α˜n = α′n + Aαn. It is easy to verify that
β˜n = F(βn−1, αn−1), α˜n = F(αn−1, βn−1), n = 1, 2, . . . ,
where β˜0 = β˜, α˜0 = α˜.
For sequences {βn}, {αn}, {β˜n} and {α˜n}, in view of Lemma 2.9 and the properties of operators F and G, we have that
β˜ ≤ F(β, α) ≤ F(α, α) ≤ F(α, β) ≤ α˜,
β ≤ G(β, α) ≤ G(α, α) ≤ G(α, β) ≤ α.
By induction and the properties (i)–(iv), we conclude that
β ≤ β1 ≤ · · · ≤ βn ≤ · · · ≤ αn ≤ · · · ≤ α1 ≤ α, (3.7)
and
β˜ ≤ β˜1 ≤ · · · ≤ β˜n ≤ · · · ≤ α˜n ≤ · · · ≤ α˜1 ≤ α˜. (3.8)
Let β¯(t) = limn→∞ βn(t), α¯(t) = limn→∞ αn(t), β¯∗(t) = limn→∞ β˜n(t) and α¯∗(t) = limn→∞ α˜n(t). By Lebesgue
dominated convergence theorem, in view of the definitions of βn and αn coupled with the integral representations (3.4) and
(3.6), we know that β¯ = G(β¯, α¯), α¯ = G(α¯, β¯) and F(β¯, α¯) = β¯∗, F(α¯, β¯) = α¯∗. Hence (β¯, β¯∗, α¯, α¯∗) satisfies (1.3) with
M = A and N = B. Therefore β¯, α¯ are coupled solutions of problem (1.1).
Now, we show that for any solution x of problem (1.1), if x ∈ [β, α], then x ∈ [β¯, α¯]. By Lemma 2.9, we know that
β˜(T ) ≤ x′(T )+ Ax(T ) ≤ α˜(T ).
Suppose that for some n,
βn ≤ x ≤ αn
and
β˜n(T ) ≤ x′(T )+ Ax(T ) ≤ α˜n(T ).
Let ψ = x− βn+1, ς = ψ ′ + Aψ . Then it is easy to prove that ς satisfies (2.10) and the boundary condition
ς(0) = x′(0)− β ′n+1(0)+ Ax(0)− Aβn+1(0) = x′(0)+ Ax(0)− β˜n+1(0)
= α˜n(T )− x′(T )− Ax(T ) ≥ 0.
3626 M. Yao et al. / Computers and Mathematics with Applications 59 (2010) 3617–3629
Hence ς(t) ≥ 0 for t ∈ J . So x′(T )+ Ax(T ) ≥ β˜n+1(T ). Therefore ψ satisfies
ψ ′(t)+ Aψ(t) ≥ 0, t ∈ J ′,
1ψ(tk)+ (ak + bk)ψ(tk) = Ik(x(tk))− Ik(βn(tk))+ (ak + bk)(x(tk)− βn(tk)) ≥ 0, k = 1, 2, . . . , p,
ψ(0) = x(0)− βn+1(0) = −x(T )+ αn(T ) ≥ 0.
By Lemma 2.3, ψ(t) ≥ 0 for t ∈ J . So x ≥ βn+1. Similarly x ≤ αn+1 and x′(T ) + Ax(T ) ≤ α˜n+1(T ). By induction we have
βn ≤ x ≤ αn for every n. Taking the limit as n→∞, therefore β¯ ≤ x ≤ α¯.
Next, we will prove that problem (1.1) has a unique solution. Let ψ = β¯ − α¯, ς = ψ ′ − Bψ . Then we have that
ς ′(t)+ (A+ 2B)ς(t) = ψ ′′(t)+ (A+ B)ψ ′(t)− B(A+ 2B)ψ(t)
= f (t, β¯(t), β¯ ′(t))+ (A+ B)β¯ ′(t)− B(A+ 2B)β¯(t)
− f (t, α¯(t), α¯′(t))− (A+ B)α¯′(t)+ B(A+ 2B)α¯(t)
≥ −(B− A)|ς(t)+ B(β¯(t)− α¯(t))| + (B2 + 2AB)(β¯(t)− α¯(t))− B(A+ 2B)(β¯(t)− α¯(t))
≥ −(B− A)|ς(t)|, a.e. t ∈ J ′,
1ς(tk)+ (ak + bk)ς(tk) = 1ψ ′(tk)− B1ψ(tk)+ (ak + bk)ψ ′(tk)− B(ak + bk)ψ(tk)
= I∗k (β¯ ′(tk))− BIk(β¯(tk))+ (ak + bk)β¯ ′(tk)− B(ak + bk)β¯(tk)
− I∗k (α¯′(tk))+ BIk(α¯(tk))− (ak + bk)α¯′(tk)+ B(ak + bk)α¯(tk)
≥ −(bk − ak)|ς(tk)+ B(β¯(tk)− α¯(tk))|
− 2Bak(α¯(tk)− β¯(tk))+ B(ak + bk)(α¯(tk)− β¯(tk))
≥ −(bk − ak)|ς(tk)|, k = 1, 2, . . . , p,
ς(0) = β¯ ′(0)− α¯′(0)− Bβ¯(0)+ Bα¯(0) = −α¯′(T )+ β¯ ′(T )+ Bα¯(T )− Bβ¯(T ) = ς(T ).
In view of
∏p
k=1(1− 2ak)e−(2A+B)T < 1, by Lemma 2.1 we get that ς(t) ≥ 0 for t ∈ J . Thus we have
ψ ′(t)− Bψ(t) ≥ 0, t ∈ J ′,
1ψ(tk) = 1β¯(tk)−1α¯(tk) = Ik(β¯(tk))− Ik(α¯(tk)) ≥ −dkψ(tk), k = 1, 2, . . . , p,
ψ(0) = β¯(0)− α¯(0) = −α¯(T )+ β¯(T ) = ψ(T ).
In view of (3.2) and Lemma 2.1 we have that ψ(t) ≥ 0 for t ∈ J . Hence β¯ ≥ α¯ on J . Therefore α¯ = β¯ is the unique solution
of problem (1.1). The proof is complete. 
In the following, we will give another existence results for problem (1.1) under different assumptions.
Theorem 3.2. Assume that (H), (H∗1), (H
∗
3) and (3.1) hold. Then there exists monotone iterative sequences {αn(t)}, {βn(t)}
with α0 = α, β0 = β such that αn(t), βn(t) uniformly converge to coupled solutions of problem (1.1) in [β, α]. In addition,
if (H2), (H∗4) and
p∏
k=1
(1+ dk)e−BT > 1 (3.9)
hold, then problem (1.1) has a unique solution in [β, α].
Proof. For any η, ξ ∈ [β, α], consider the final value problemu
′(t)− Bu(t) = −(A+ B)u(t)+ f (t, η(t), u(t)+ Aη(t))− A2η(t), a.e. t ∈ J ′,
u(t+k ) = (1+ ak + bk)u(tk)+ I∗k (u(tk)+ Aη(tk))− (ak + bk)u(tk)− AIk(η(tk)), k = 1, 2, . . . , p,
u(T ) = −ξ ′(0)+ Aξ(0).
(3.10)
Denote
h(t, u(t)) = −(A+ B)u(t)+ f (t, η(t), u(t)+ Aη(t))− A2η(t), t ∈ J,
Qk(tk, u(tk)) = I∗k (u(tk)+ Aη(tk))− (ak + bk)u(tk)− AIk(η(tk)), k = 1, 2, . . . , p.
In view of Remarks 1.3 and 1.5, we can verify that functions h and Qk satisfy (2.7) and (2.8) with L = B− A and Lk = bk− ak.
By Lemma 2.8 combined with the assumption (3.1), we know that problem (3.10) has a unique solution u. Define operator
F : [β, α] × [β, α] → PW 1,1(J,R) by F(η, ξ) = u.
For any η, ξ ∈ [β, α], consider the final value problemU
′(t)− AU(t) = (F(η, ξ))(t), t ∈ J ′,
U(t+k ) = (1+ ak + bk)U(tk)+ Ik(η(tk))− (ak + bk)η(tk), k = 1, 2, . . . , p,
U(T ) = −ξ(0).
(3.11)
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Then linear problem (3.11) has a unique solution U . Define operator G : [β, α] × [β, α] → PW 1,1(J,R) by G(η, ξ) = U .
From the definitions of F and G, we know that if there exist η, ξ ∈ [β, α] such that G(η, ξ) = η and G(ξ , η) = ξ , then
(η, F(η, ξ), ξ , F(ξ , η)) is a solution of system (1.3) with M = −A and N = −B. In addition, η, ξ are coupled solutions of
problem (1.1).
Denote β˜ = β ′ − Aβ and α˜ = α′ − Aα. By Lemma 2.10, we have α˜ ≤ β˜ . Similar to the proof of Theorem 3.1, operators F
and G have the following properties:
(i) α˜ ≤ F(α, β), F(β, α) ≤ β˜ .
(ii) F is nonincreasing in first variable and nondecreasing in second variable, that is, for any η, ξ, η1, η2, ξ1, ξ2 ∈
[β, α], η1 ≤ η2 implies F(η1, ξ) ≥ F(η2, ξ); ξ1 ≤ ξ2 and ξ ′1(0)− Aξ1(0) ≥ ξ ′2(0)− Aξ2(0) implies F(η, ξ1) ≤ F(η, ξ2).
(iii) β ≤ G(β, α),G(α, β) ≤ α.
(iv) G is nondecreasing in first variable and nonincreasing in second variable, that is, for any η, ξ, η1, η2, ξ1, ξ2 ∈
[β, α], η1 ≤ η2 implies G(η1, ξ) ≤ G(η2, ξ); ξ1 ≤ ξ2 and ξ ′1(0)− Aξ1(0) ≥ ξ ′2(0)− Aξ2(0) implies G(η, ξ1) ≥ G(η, ξ2).
Define sequences {βn}, {αn} by
βn = G(βn−1, αn−1), αn = G(αn−1, βn−1), n = 1, 2, . . . ,
where β0 = β, α0 = α. Denote β˜n = β ′n − Aβn and α˜n = α′n − Aαn. It is easy to verify that
β˜n = F(βn−1, αn−1), α˜n = F(αn−1, βn−1), n = 1, 2, . . . .
For sequences {βn}, {αn}, {β˜n} and {α˜n}, In view of Lemma 2.10 and the properties of operators F and G, we have that
α˜ ≤ F(α, β) ≤ F(α, α) ≤ F(β, α) ≤ β˜,
β ≤ G(β, α) ≤ G(α, α) ≤ G(α, β) ≤ α.
By induction and properties (i)–(iv), we conclude that
β ≤ β1 ≤ · · · ≤ βn ≤ · · · ≤ αn ≤ · · · ≤ α1 ≤ α
and
α˜ ≤ α˜1 ≤ · · · ≤ α˜n ≤ · · · ≤ β˜n ≤ · · · ≤ β˜1 ≤ β˜.
Let β¯(t) = limn→∞ βn(t) and α¯(t) = limn→∞ αn(t). Similar to the proof of Theorem 3.1, we can prove that β¯ , α¯ are
coupled solutions of problem (1.1) and for any solution x of problem (1.1), if x ∈ [β, α], then x ∈ [β¯, α¯].
Next, we will prove that problem (1.1) has a unique solution. Let ψ = β¯ − α¯, ς = ψ ′ + Bψ . Similar to Theorem 3.1, we
can prove that ς satisfies
ς ′(t)− (A+ 2B)ς(t) ≥ −(B− A)|ς(t)|, a.e. t ∈ J ′,
1ς(tk)− (ak + bk)ς(tk) ≥ −(bk − ak)|ς(tk)|, k = 1, 2, . . . , p,
ς(0) = β¯ ′(0)− α¯′(0)+ Bβ¯(0)− Bα¯(0) = −α¯′(T )+ β¯ ′(T )− Bα¯(T )+ Bβ¯(T ) = ς(T ).
In view of
∏p
k=1(1+ 2ak)e(2A+B)T > 1, by Lemma 2.2 we get that ς(t) ≤ 0 for t ∈ J . Thus we have
ψ ′(t)+ Bψ(t) ≤ 0, t ∈ J ′,
1ψ(tk) = 1β¯(tk)−1α¯(tk) = Ik(β¯(tk))− Ik(α¯(tk)) ≤ dkψ(tk), k = 1, 2, . . . , p,
ψ(0) = β¯(0)− α¯(0) = −α¯(T )+ β¯(T ) = ψ(T ).
By Theorem 1.4.1 in [1], we get that
ψ(T ) ≤ ψ(t)
∏
t≤tk<T
(1+ dk)e−B(T−t).
So
ψ(T ) ≤ ψ(0)
p∏
k=1
(1+ dk)e−BT = ψ(T )
p∏
k=1
(1+ dk)e−BT .
In view of (3.9), we see that ψ(T ) ≥ 0. Thus ψ(t) ≥ 0 for t ∈ J . Hence β¯ ≥ α¯. Therefore α¯ = β¯ is the unique solution of
problem (1.1). The proof is complete. 
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4. An example
Example 4.1. Consider anti-periodic boundary value problems of second order impulsive differential equations
x′′(t) = g(t, x(t))− 2ex′(t), a.e. t ∈ J ′ = [0, 1) ∪ (1, 2],
1x(1) = −1
2
sin x(1)− 1
4
x(1)+ pi
8
− 1
4
,
1x′(1) = −3
4
x′(1),
x(0) = −x(2), x′(0) = −x′(2),
(4.1)
where
g(t, u) =
{
(e− e2) sin u− e t2 u, t ∈ [0, 1],
(e− e2) sin u− (e t2 − 1)u, t ∈ (1, 2].
Let
β(t) =
{
−pi
6
, t ∈ [0, 1],
0, t ∈ (1, 2], α(t) =

2ct, t ∈
[
0,
1
2
]
,
c, t ∈
[
1
2
, 1
]
,
pi
6
, t ∈ (1, 2],
where constant c is the unique solution of 32 c− sin c = pi12 + 12 , and we can verify that c ∈ (pi3 , pi2 ). For any β(t) ≤ u ≤ α(t),
it is easy to see that g(t, u)u < 0 and g(t, 0) = 0. Hence β and α satisfy that
β ′′(t) = 0 ≤ g(t, β(t)) = g(t, β(t))− 2eβ ′(t), a.e. t ∈ J ′,
1β(1) = pi
6
= −1
2
sinβ(1)− 1
4
β(1)+ pi
8
− 1
4
,
1β ′(1) = 0 ≤ −3
4
β ′(1),
β(0) = −α(2), β ′(0) ≤ −α′(2).
α′′(t) = 0 ≥ −2eα′(t) ≥ g(t, α(t))− 2eα′(t), a.e. t ∈ J ′,
1a(1) = pi
6
− c = −1
2
sinα(1)− 1
4
α(1)+ pi
8
− 1
4
,
1α′(1) = 0 ≥ −3
4
α′(1),
α(0) = −β(2), α′(0) ≥ −β ′(2).
So β ≤ α are coupled upper and lower solutions of problem (4.1).
For any β(t) ≤ u ≤ α(t), β(t) ≤ v ≤ α(t), u ≥ v, function g satisfies that
0 ≥ g(t, u)− g(t, v) = (e− e2)(sin u− sin v)− e t2 (u− v)
≥ (e− e2 − e)(u− v) = −e2(u− v), t ∈ [0, 1],
0 ≥ g(t, u)− g(t, v) = (e− e2)(sin u− sin v)− (e t2 − 1)(u− v)
≥ [e− e2 − (e− 1)](u− v) = (−e2 + 1)(u− v)
≥ −e2(u− v), t ∈ (1, 2].
Then it is easy to verify that f (t, u, v) = g(t, u)− 2ev satisfies conditions (H1) and (H2)with A = B = e.
Functions I1(u) = − 12 sin u− 14u+ pi8 − 14 , I∗1 (u¯) = − 34 u¯ satisfy conditions (H3) and (H4)with a1 = b1 = 38 , d1 = 14 .
Hence all the conditions of Theorem 3.1 are satisfied. So problem (4.1) has a unique solution.
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