The stability, instability, and bifurcation behaviour of a nonlinear autonomous system in the vicinity of a compound critical point is studied in detail. The critical point is characterized by two distinct pairs of pure imaginary eigenvalues of the Jacobian, and the system is described by two independent parameters. The analysis is based on a generalized perturbation procedure which employs multiple-time-scale Fourier series and embraces the intrinsic harmonic balancing and unification technique introduced earlier. This more comprehensive perturbation approach leads to explicit asymptotic results concerning periodic and nonresonant quasiperiodic motions which take place on an invariant torus. An electrical network is analyzed to illustrate the direct applicability of the analytical results.
Introduction
The well-known conditions which lead to the Hopf bifurcation phenomenon in a nonlinear autonomous system may be modified, generalized, or extended in a variety of ways. Thus, a number of interesting degenerate and generalized Hopf bifurcation phenomena has been studied under well-defined conditions (e.g., see Refs. 1-4).
This paper is concerned with the particular case in which two pairs of complex conjugate eigenvalues cross the imaginary axis simultaneously. The case in which the pairs coincide at the point of crossing--that is, on the imaginary axis (nonsimple case)--has been studied by a number of authors. -~-7 The attention here is focused on the simple case in which two distinct pairs cross the imaginary axis simultaneously.~-2 A detailed stability and bifurcation analysis is presented through an original perturbation procedure which yields explicit asymptotic results. The method is based on the multiple-scale Fourier series and combines the intrinsic harmonic balancing 8 and a tmification technique 9-t2 introduced earlier. Thus, bifurcations and secondary bifurcations into periodic and nonresonant quasi-periodic motions are explored. The formulation is capable of dealing with both of these phenomena from a unified point of view. Special attention is given to the stability of solutions and the critical boundaries where bifurcations occur. In particular, the criteria under which
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the region of interest. Attention in this paper is focused on the behaviour of the system in the vicinity of a coincident critical point characterized by a Jacobian which has two pairs of pure imaginary eigenvaiues, and all the remaining eigenvalues have negative real parts. For simplicity, therefore, a four-dimensional system, involving the critical state variables only, is considered. It is also assumed that the system involves two independent parameters.
Suppose that the system has a single-valued fundamental equilibrium surface, z ~ = f;(r/#), in the region of interest; system (1) may then be referred to this surface by introducing the transformation z i= fi('O/3) + TuwJ (2) where T o. is chosen appropriately so that the Jacobian matrix at the critical point c--on the fundamental surface--takes the form 
which is associated with the transformed system 
0to2 _-to2~ = ½(W34# -W43#) (/3 = 1,2) 0/z# and K. Huseyin and P. Yu It is well known that a pair of complex eigenvalues crossing the imaginary axis, while the rest of eigenvalues remain on the left side of the complex plane, results in a Hopf bifurcation. So, if the system has a coincident point, involving two complex pairs, the system is liable to exhibit more complex dynamic behaviour. Indeed, if the ratio of the two frequencies tot and to2 is irrational, it may be shown 2"t3 that a sequence of bifurcations may lead to quasi-periodic motions lying on an invariant torus in the vicinity of the critical point c. It is, therefore, clear that, for a comprehensive study of these phenomena, the formulation must be capable of dealing with both periodic and quasi-periodic motions, preferably in a unified approach. The unification technique 9-n, which is based on the intrinsic perturbation approach 8 has recently been applied to the investigation of the bifurcation properties in the vicinity of a coincident critical point (for example, a double zero eigenvalue or a zero and a pair of pure imaginary eigenvalues); and it will be modified here appropriately to cope with the quasi-periodic motions as well. The main features of the approach is first described for a general system with k pairs of eigenvalues, crossing the imaginary axis simultaneously.
Thus, in general, suppose that there are k (->2) independent frequencies to; in a system, satisfying
at a coincident critical point where the akc = 0. Here the ml (i = I, 2 ..... k) are integers, and in the case of k = 2, for example, (9) implies that the ratio to~/to: is irrational.
The bifurcating solutions associated with k pairs of pure imaginary eigenvalues (_+itoj), which satisfy (9), may be expressed by a multiple-time scale Fourier series in the complex form (10) where i = ~/-1 and the vector o-represents certain unidentified parameters. For clarity, a comma is used to separate the entry index j and the index vector (mr, m2 ..... ink). The multiple-time scaling is achieved by setting ra = tol(tT)t, ~' 2 = to2(or)t ..... "/'k = tok(tr)t
The complex numbers 
Then, introducing (14) into (13) 
Now, returning to system (4), the quasi-periodic as well as periodic solutions in the vicinity of c may be described by two-time scale Fourier series wJ(r,, r_,; ~r") 
where a = I, 2; m, m~ and m2 are integers and m -> 0 while m~ and m2 may be chosen positive or negative; and M is an arbitrary positive integer. It is noted that (18) reduces to the ordinary Fourier series in the case of mj -0 or m2 ~ 0. Note that the parentheses and comma associated with the vector (m~, m2) have been dropped. The non-trivial solutions, in the vicinity of c, may then be envisaged in the parametric form
where w' is assumed to be described by the series (18 
wherei, j,k = 1,2, 3, 4;/3, 1' = 1,2;a,b = 1,2, subscripts on W;'s denote differentiation with respect to the corresponding variables and/or parameters, and summation convention applies. For clarity, differentiations of variables with respect to the o ~ are indicated by a comma, and the subscripts ~-~ and r2 indicate differentiations with respect to r~ and ~2, respectively.
Perturbation 1
Evaluating the first-order perturbation equation (22) 
Bifurcations into nonresonant quasi-periodic motions: K. Huseyin and P. Yu where again the superscripts on p's and r's, together with commas, indicate differentiations with respect to the o-". It can be shown that one may set the coefficients of cos(m~r~ + m2z2) and sin(mo'~ + m27-2) zero for all m to obtain certain relationships. This can be seen on the basis of the basic assumption that the ratio 0)/0)2 is irrational. Thus, if for a set of (~, ~_) one has mo~ + m27-2 = mo'~ + m27-2,
is a rational number, which contradicts the assumption. Hence, ~ =-mt and ~2 ---m2.
Comparing the coefficients of cos(m~,~ + mzz2) and sin(mtrt + m2r2) on both sides of (24) gives the equations r2.1o and "" = ""
Perturbation 2 Now, evaluating the second-order perturbation equation (23) at the critical point c with the aid of (5) and (27)- (29), introducing (18), and setting the coefficients of all the trigonometric functions zero produces the non-trivial algebraic equations as follows:
for ml = m2 = 0 (0)1c for m l = 2, m2 = 0 It is noted that the equations (30)-(36) represent a total of 156 equations. It is also observed, however, that if 12 key derivatives are treated as independent, the rest of the unknowns may be expressed in terms of these derivatives. Consider, therefore, the following 12 equations out of the above 156 equations: Instead of trying to solve these equations for the unknown derivatives,a unification technique will now be used to derive a set of governing relationships. First, it is noted that each of the above four relations involves three equations. upon considering the first approximations in Taylor series. Here12k = ogk -oak, (k = 1,2) and r/13 = + /z/3.
Equations (39) and (40) indicate that P~.~o = P3.o, = 0 is a solution which corresponds to the fundamental equilibrium surface. Two alternative solutions corresponding to P,.10 # 0 (P3.o, = 0) and p3.01 ~ 0 (P,.to = 0) may be identified with at3'/z t3 = 0 and 12, = oY~j/z t3, or a~/x t3 = 0 and 122 = to~2/z t3, respectively.
It is observed, however, that (39) and (40) are not capable of yielding more information concerning nontrivial solutions. Indeed, one needs additional terms for a more adequate description of the behaviour of the system. In order to achieve this, one has to proceed to a third perturbation of (20). Equations (48)-(51) govern bifurcations in the vicinity of the critical point c. Furthermore, they serve as a basis for obtaining local dynamic information. To this end, let pl.,o and P3.ol be denoted by pj and p2, respectively, for simplicity.
It can be shown, on the basis of (18) expanded up to third order terms (the outline of the proof is given in Appendix D) that the rate equations dp, = pl[a,~i/zt 3 + ~(r,I -F22)(Pl) 2 where the Fu's are certain constants given in Appendix B.
It is noted from Appendix B that Fu's are, in fact, in terms of the second-order derivatives of the amplitudes which are determined from the second-order perturbation equations (30) to (36), under assumption (41), and listed in Appendix C.
Next, the unification technique will be applied to above equations in conjunction with the results of the second-order perturbation, (37) and (38), for a higherorder approximation. In order to do this, one has to 
F33 -F44
respecnvely. The former represents a family of limit wcles with frequency toj; and the latter corresponds to another family of limit cycles with frequency tOE.
In (54) and (55) it is assumed that F~t -F22 ~ 0 and
Another solution of (52a) is described by 
The stability of the solutions may be studied on the basis of the Jacobian of (52a): 
is associated with another Hopf bifurcation described by (55) with frequency o92. 
It is observed from the first inequality of (67) that at the critical line, given by L4:[(F33 --F44)o~1 ~ -2(Ft3 -F24)ot~]/Jfl = 0 ;3 ;3 0) (68) (aMx > the limit cycles (55) lose stability and bifurcate into an invariant torus which is represented by (56). It is noted that the same family of tori emerges through bifurcations either form (54) or (55). 
where the two-dimensional torus loses its stability and bifurcates into a three-dimensional torus. The third frequency of the three-dimensional torus is given by
The bifurcation flowchart and the bifurcation critical lines are sketched in Figures 1 and 2 , respectively.
To end this section we give the asymptotic expressions for the two-dimensional torus up to the thirdorder terms which are based on the two-time-scale Fourier series (17) + 0.-,-i sin(2r~ -7"_,) + p;._ ~2 cos(7.1 -27"2) -~)_ ~z sin(7.1 -27",,) + pj.3oCOS37"1 + t~/.3o sin 37.1 + Pj'.o3 cos 37"_, + I).o3 sin 37"2 + pj,,_~ cos(2 7"i + ~'2) + 0.-'~ sin(27"j + 7"2) + pj.~_,cos(7"1 + 27"_,) + t~/.i, sin(7.1 + 27"2) The quasi-periodic solution (73) represents a motion on an invariant torus. Geometrically, the torus is similar to circular tube and the quasi-periodic motions take place on the surface of this tube. The tube has two characteristic radii given by p~ (---P~.~o) and p_, (---P3.o~).
Since it is assumed that the ratio of the two frequencies is irrational, the quasi-periodic motions do not repeat a certain orbit. In other words, the torus is covered by the quasi-periodic orbits In this section a nonlinear electrical network which demonstrates the applicability of the theory and the formulas obtained in the previous sections will be presented. The network, shown in Figure 4 , consists of two inductors LI, L2, two capacitors CI, C2, a resistance R, and a conductance. Lz and C~ are connected in parallel, and L2, Cz, and R in series. All five elements, L~, L2, CI, C2, and R, are assumed to be linear time-invariant elements; in addition CI and R may be varied. The conductance, however, is a nonlinear element whose characteristic is described 14 by -'v ic = -., c, + (vc) 3 (74) where ic and vc denote the current and voltage of the conductance, respectively. The characteristic (74) is depicted in Figure 5 .
/ -L2 L s The voltages across the capacitors and the currents in the inductors are chosen as the state variables (as shown in Figure 4) . The state equations of the network can be written as where l/Ct and R are treated as two independent control parameters, which are therefore replaced by "0' and r/2, respectively. The initial equilibrium solution is described by z i = 0 (since z i = 0 yield dzqdt = 0 for all values of rl' and r/-'). The Jacobian matrix of (76) evaluated on the fundamental equilibrium surface (z i = 0) is in the form
It is easy to verify that at the critical point c, defined by T/~. = 2, .q2 = (2 + V2)/2, the Jacobian has two pairs of pure imaginary eigenvalues. Moreover, it can be shown that in the vicinity of the critical point c, the Jacobian has two pairs of complex conjugative eigenvalues. In order to apply the theory and the formulas to this example, it is required to transform system (76) to a new system such that its Jacobian~ will be in the 
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The Jacobian matrix evaluated at the critical point c is in the canonical form (3), with to,,. = 1 and w2,. = Now, with the aid of Appendices B and C and (7) and (8), (50) takes the form dp,
Next, applying (51)-(71) to system (81), one may obtain the results described below.
First, note that p, = 02 = 0 is an equilibrium solution of (81a) and, indeed, it represents the fundamental equilibrium surface, as expected. It follows from (60) that the stable region of the fundamental equilibrium solution is defined by 
where p~ and/92 are determined by
Here, ~o~ and 6o, are determined by ~o~ = dOJdt and ~o2 = dO,./dt from (8 lb).
Similarly, the stability conditions (88) leads to the critical line L4:(2X/2 + l)/z t -2(3X/2 -4)/.1, 2 = 0 (92) (pJ --2(3 --2X/2)/X 2 > 0) along which secondary Hopf bifurcations from (87) (with the frequency w~) take place leading to the same twodimensional family of tori described by (90), (91), and (81b).
The stability conditions concerning the bifurcating two-dimensional tori are determined by (70). It is noted that the first condition of (70) 

(P).l-I -P),,I)-
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,22 ,22
Wi344) + ~[Wij3(2pj2. 2 +/7).02) -Wij, r).02]
(i = 3, 4)
where the superscripts 1 and 2 denote differentiations with respect to the perturbation parameters ~ and tr 2, respectively.
Appendix C
In this appendix, the nonzero derivatives "~ ~2 P3.o0, r).~_ ~, etc., derived from the second-order perturbation equations ,11 r)12 .22
(30)-(36) as well as P).2-J, '.-~2, Pj.3o, etc., solved from the third-order perturbation equations are expressed in terms of the system's coefficients. Thus, the second-order derivatives are listed as follows:
Pi.o0
-2wk,.
-2tok,. 
Pj.I-~ = P),I-~ = P).:~I = P)7-~1
and t~.l-~ = /j,l--I = -r),:~l = -t~-_~ (j = 1,2, 3, 4)
The third-order derivatives are described as follows: 
r).02) -(Wi31r). I _ I Jr Wi41P). ?_ i)]
In the right side of (C7), exchanging i with j and _+ o9,,. with (2o91c -o92c), respectively, and adding a minus sign .,~2 in the left side). The same procedure before (2w,~ -o02,.) yields the equations for r "~12~, 2-1 (replacing pi!~z_ 1 by r~.2_ 1 can be applied to (C8) to obtain the equation for ri.~2_2~2. 
4(w]
In the right 3o9,c yields the equation for r¢,gd. Similarly, one can obtain the equation for r12~} by using (CI0). side of (C9), exchanging i with j and _+ o9,,. with 3o9,., respectively, and adding a minus sign before (Cll) (C12)
One can use the same procedure described above to obtain the equations for r "112 and .122 , and (4, 3). The subscripts denote k = 1 for (i, j) = (1, 2) or (2, 1) and k = 2 for (i, j) = (3, 4) or (4, 3); the plus sign corresponds to the cases in which (i, j) is given by (1, 2) or (3, 4), and the minus sign corresponds to (2, I) or (4, 3).
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whose Jacobian (evaluated at the critical point c) is in the canonical form (D5) which may be interpreted as a nonlinear transformation. Now, substituting (DS) into (D4) and solving for dp/dt, dp2/dt, p~dOt/dt, and p2dO2/dt, one obtains after some tedious but straightforward algebra, where e~ and ~ (i = 1, 2) are expressed by (7) and (8), and Fo.'s are given in Appendix B. Truncating the higher-order terms in (D6) and (DT) results in equations (50a) and (50b), respectively.
