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SERIES PARALLEL LINKAGES
James Cruickshank and Jonathan McLaughlin
Abstract
We study spaces of realisations of linkages (weighted graphs)
whose underlying graph is a series parallel graph. In particu-
lar, we describe an algorithm for determining whether or not such
spaces are connected.
1. Introduction
Let G be a graph with vertex set V and edge set E. Let l : E → R≥0
(where R≥0 denotes the nonnegative real numbers). We will call l a
length function. We will call such a pair, (G, l), a linkage. Note that
this is not standard terminology. However, it seems appropriate in the
given context to formalise the intuition that a weighted graph is the
mathematical model for a mechanical linkage consisting of hinges and
bars that are constrained to move in a plane (we ignore the issue of self
intersections).
Given such a linkage L = (G, l) we define the space of planar config-
urations of L as follows:
C(L) = C(G, l) := {p : V → R2 : |p(u)− p(v)| = l({u, v}) ∀ {u, v} ∈ E}
where |p(u)−p(v)| denotes the standard Euclidean distance between p(u)
and p(v). By definition, C(L) is a subset of R2|V | and thus inherits a
natural metric space structure. Observe that there is a canonical action
of the group of orientation preserving isometries of the plane on C(L).
We define the moduli space of the linkage, denoted by M(L) or M(G, l),
to be the orbit space of this action. It is easy to see that if G is connected
then M(L) is a compact real algebraic variety. In general, it is difficult
to decide whether or not M(L) is even nonempty. An element of M(L)
is called a realisation of the linkage L.
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The problem of finding a realisation of L is known as the molecule
problem —see [Hen95]. In the case where M(L) is nonempty, it is diffi-
cult to say much about the topology of this space without imposing some
restrictions on the structure of the underlying graph G. The case where
G is a polygonal graph (i.e. connected with every vertex of degree two)
is quite well understood and much is known about the topology ofM(L)
in this case. For example, we have the following (see [KM95]).
Theorem 1. If G is a polygonal graph, then M(L) is nonempty if and
only if the longest edge has length at most half the total length of all the
edges. Moreover M(L) is connected if and only if the sum of the lengths
of the second and third longest edges is at most half of the total length
of all the edges.
Indeed, much more detailed information about the topology of M(L)
is available when G is polygonal. The homotopical and homological
properties of these spaces are well understood —see [Hau91], [HK98]
or [MT04], for example. For an overview of some of the theory of
polygonal linkages, we refer the reader to [Far08].
Our purpose in this paper is to studyM(L) where G is a series parallel
graph (see Section 2 below for definitions). We will show that it is
possible to easily determine, for a given series parallel graph G and
length function l, whether or not M(L) is nonempty and, in the case
when it is nonempty, whether or not it is connected. Regarding the first
issue we prove the following result (numbered as in the text below).
Theorem 9. Let L = (G, l) be a series parallel linkage. Then L is realis-
able if and only if, for every polygonal subgraph H of G, the linkage (H, l)
is realisable.
The problem of deciding whether the space is connected or not is re-
lated to the motion planning problem in robotics. The motion planning
problem is concerned with the existence of a path between two configu-
rations of a robot. If we think of our linkages as a model for mechanical
linkages, then the motion planning problem for this particular type of
“robot” is equivalent to finding a continuous path inM(L) with specified
endpoints.
We will show that for the class of series parallel graphs these problems
can be answered by considering a finite system of linear inequalities in
the edge lengths. The particular system of inequalities depends on the
combinatorial structure of the graph. In Section 4.2 below we establish
an algorithm that will decide the issue of connectedness for any series
parallel graph. The algorithm requires a series parallel decomposition of
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the given graph. However, algorithms to find such a decomposition exist
in the literature —see [Epp92], for example.
In contrast to the series parallel case, we note that even for the com-
plete graph on four edges, the smallest 2-connected graph which is not
series parallel, it is necessary to solve a polynomial equation of total de-
gree 6 (quartic in each variable) in the edge lengths to determine whether
or not a realisation exists.
Throughout this paper we adopt the convention that L = (G, l) and
that Li = (Gi, li).
2. Series parallel graphs
In this section, we review the basic constructions and facts concern-
ing the class of series parallel graphs. First, we fix some conventions
regarding some standard graph theory. A graph is a pair (V,E) where
E is a multiset of unordered pairs of distinct elements of V . Thus, in
particular multiple edges with the same endpoints are allowed. However
loops are not allowed. A path graph is a graph isomorphic to a graph
with vertex set {1, . . . , n} and edge set {{i, i+ 1} : i = 1, . . . , n− 1}. A
path linkage is a linkage (P, l) where P is a path graph. A polygonal
graph is a graph isomorphic to a graph with vertex set {1, . . . , n} and
edge set {{i, i+ 1} : i = 1, . . . , n− 1} ∪ {{n, 1}}. A polygonal linkage is
a linkage (G, l) where G is a polygonal graph.
A two terminal graph (TTG) is an ordered triple (G, s, t) where s and t
are distinct vertices of G called the source and the sink, respectively.
Collectively s and t are called the terminal vertices of the TTG. Given
TTGs (G1, s1, t1) and (G2, s2, t2) we can define the series composition
(G1, s1, t1) ◦ (G2, s2, t2) to be the TTG
(G1 ∪t2∼s1 G2, s2, t1)
where G1 ∪t2∼s1 G2 denotes the graph obtained by identifying the
vertices t2 and s1. Also we define the parallel composition (G1, s1, t1) ‖
(G2, s2, t2) to be the TTG
(G1 ∪s1∼s2,t1∼t2 G2, s1, t1).
See Figure 1 for an illustration of these constructions. Observe that the
operation of parallel composition is a commutative associative operation
on the class of TTGs. Thus, in particular, given TTGs (Gi, si, ti) for i =
1, . . . , n we can unambiguously refer to the parallel composition
(G1, s1, t1) ‖ · · · ‖ (Gn, sn, tn).
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•s1
•
•t1
‖
•s2
•
••
•t2
=
•s
•
•
••
•t
•s1
•
•t1
◦
•s2
•
••
•t2
= •
•
•
••
•s
•t
Figure 1. Parallel and series composition of two ter-
minal graphs.
Let K2 denote the complete graph with vertex set {s, t}. We define
the class of two terminal series parallel graphs (TTSPGs) to be the
smallest class of TTGs that contains (K2, s, t) and that is closed under
the operations of series and parallel composition. A series parallel graph
is a graph G such that (G, s, t) is a TTSPG for some choice of vertices s
and t. Thus, for example, path graphs are series parallel. Also polygonal
graphs are series parallel, since a polygon is the parallel composition of
two paths. A series parallel linkage is a linkage (G, l) such that G is a
series parallel graph. We note that the operations of parallel composition
and series composition extend in an obvious way to linkages —so it makes
sense to refer to the parallel composition (L1, s1, t1) ‖ (L2, s2, t2) or the
series composition (L1, s1, t1)◦ (L2, s2, t2), where L1 and L2 are linkages
rather than graphs.
Observe that for a given series parallel graph, there may be many pos-
sible choices of terminal vertices. However, the choice is not completely
arbitrary —some pairs of vertices cannot be the terminal vertices of a
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given series parallel graph. For example, the existence of a subgraph
of G homeomorphic to
•u
•v
••
implies that (G, u, v) is not a TTSPG. There are other possible obstruc-
tions. For a more detailed discussion of the possible choices of terminal
vertices, see [Epp92].
The following lemma will prove useful for our analysis of the con-
nectedness of the moduli space of a series parallel linkage. Recall that
a graph G is 2-connected if the complement of any vertex is connected.
Observe that a series parallel graph is 2-connected if and only if it cannot
be expressed as a series composition of proper subgraphs.
Lemma 2. Let G be a 2-connected series parallel graph. There are
vertices s and t in G such that (G, s, t) is a TTSPG and such that
(G, s, t) = (P1, s, t) ‖ (P2, s, t) ‖ (H, s, t),
where P1 and P2 are paths joining s and t and H is a (possibly empty)
subgraph of G such that (H, s, t) is a TTSPG.
Proof: Let P be a subgraph of G such that P is a path and such that
every interior vertex of P has degree 2 in G (i.e. no other edges of G
are incident to the interior of P ). Let s and t be the endpoints of P .
By an easy modification of the proof of Lemma 9 in [Epp92], we see
that (G, s, t) is a TTSPG (note that the hypothesis of 2-connectedness
is necessary at this point) and thus (G, s, t) = (P, s, t) ‖ (K, s, t). Here
K is the subgraph of G spanned by all the edges that are not in P .
Now it also easy to show (for example, by induction on the number of
edges) that in any series parallel graph that is not itself a path graph, it
is possible to find two distinct path subgraphs P1 and P2 with common
endpoints and such that no other edges of G are incident with any of the
internal vertices of P1 and P2. Applying our previous observation to P1
and P2 completes the proof of the lemma.
Series parallel graphs are a well studied class of graphs (see [Oxl86]
and [Duf65] for example). Of particular interest to us is the following
result of Belk and Connelly (see [BC07]). We say that a graph is d-re-
alisable (where d is a positive integer) if given any positive integer n and
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any function f : V → Rn, there exists a function g : V → Rd such that
|g(u) − g(v)| = |f(u) − f(v)| for all edges {u, v} ∈ E. Intuitively, this
means that any embedding of G into some (possibly high dimensional)
Euclidean space can be squashed into Rd so that the edge lengths are
preserved.
Theorem 3 (Belk, Connelly). A graph is 2-realisable if and only if it
does not have K4 (the complete graph on four vertices) as a minor.
Note that it can be shown (see [McL09] for details) that a graph G
does not have K4 as a minor if and only if each connected component
of G is a subgraph of a series parallel graph.
Of course, knowing that a given graph G is 2-realisable does not tell
us whether or not (G, l) is realisable for a particular length function l,
nor does it tell us anything about the topology of M(G, l). However
Theorem 3 does suggest that the class of series parallel graphs is an
interesting class for which to study the space M(G, l).
3. Realisability
Now suppose that (G, s, t) is a TTSPG graph and that l is a length
function on G. Let L be the linkage (G, l). Let
[L, s, t] = {|p(s)− p(t)| : p ∈M(L)}.
Here we are abusing notation somewhat by writing p for an element
of M(P ), but also using p to denote a particular representative in C(P )
of the orbit under the action of orientation preserving isometries of R2.
However, this clearly does not cause any problems with this definition as
the quantity |p(s)−p(t)| is preserved by this action. We will consistently
abuse notation in this way throughout the remainder of the paper. In
other words [L, s, t] is the set of all possible values of the distance be-
tween p(s) and p(t) as p varies over all realisations in M(L). In the case
where L is a path linkage, there is only one possible choice for the set of
terminal vertices, so we will write [L] for [L, s, t] in this case.
Note, that [L, s, t] could be empty. Indeed, the linkage is realisable
(i.e. M(L) is nonempty) if and only if [L, s, t] is nonempty.
We will show that it is possible to easily compute [L, s, t] for a given
TTSPG. Observe that in general it is difficult to compute the set of
possible distances between a pair of points as we vary over all realisations
of a (possibly non series parallel) graph. However for the special situation
that we consider, it is possible.
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Lemma 4. Let L1 = (G1, l1) and let L2 = (G2, l2) and let (G, s, t) =
(G1, s1, t1) ‖ (G2, s2, t2). Then
[L, s, t] = [L1, s1, t1] ∩ [L2, s2, t2].
In particular, L is realisable if and only if [L1, s1, t1] ∩ [L2, s2, t2] is
nonempty.
Proof: If x ∈ [L, s, t] then there is some p ∈ M(L) such that |p(s) −
p(t)| = x. For i = 1, 2, let pi = p|Gi . Now x = |pi(s) − pi(t)|, so
x ∈ [Li, si, ti]. This shows that [L, s, t] ⊆ [L1, s1, t1]∩ [L2, s2, t2]. For the
other inclusion, suppose that x ∈ [L1, s1, t1]∩ [L2, s2, t2]. So, for i = 1, 2,
there are realisations pi of Li such that |pi(s) − pi(t| = x. Clearly, p1
and p2 together induce a realisation p of L such that |p(s)− p(t)|.
For series compositions, we make the following definition.
Definition 5. Given intervals [a, b] and [c, d] with 0 ≤ a ≤ b and 0 ≤
c ≤ d, define the composition [a, b] ◦ [c, d] to be the interval
[max{0, c− b, a− d}, b+ d].
If we write φ to denote the empty interval, then we define [a, b] ◦φ := φ.
Observe, for example, that [a, b] ◦ [c, d] = [0, b + d] if and only if
[a, b] ∩ [c, d] is nonempty.
Lemma 6. Let L1 = (G1, l1) and L2 = (G2, l2) be linkages such that
[L1, s1, t1] and [L2, s2, t2] are both closed intervals. Let (G, s2, t1) =
(G1, s1, t1) ◦ (G2, s2, t2). Then
[L, s2, t1] = [L1, s1, t1] ◦ [L2, s2, t2].
Proof: This follows immediately from the observation that x ∈ [L, s2, t1]
if and only if there is y ∈ [L1, s1, t1] and z ∈ [L2, s2, t2] such that x, y
and z are the lengths of the sides of a triangle.
Corollary 7. Let (G, s, t) be a TTSPG and let L = (G, l). Then [L, s, t]
is either empty or is a closed bounded interval of R.
Proof: This follows from a simple induction on the number of edges in
the graph G.
We note that there are efficient algorithms available for recognizing
series parallel graphs and for finding a series parallel decomposition of a
given series parallel graph (see [Epp92] and [VTL82]). Now, it is clear
how to compute [L, s, t] when G is a TTSPG. In particular, this allows
us to easily determine whether or not a given series parallel linkage is
realisable.
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Example 8. Let L be the series parallel linkage whose combinatorial
structure is indicated in the diagram below
•
a
•b
•c
•d •e
•f •g
•
h
•
i
10
3
4 2
1
2
6
1
7
2
2
The label on an edge is the length of that edge. Consider the following
five sublinkages of L
P1 = •a
•b
•c
10
3
P2 = •c
•d
•h
4
1
P3 = •c
•e
•h
2
2
P4 = •a
•f
•h
6
7
P5 = •a
•i
•g
•h
1
2
2
Clearly,
(L, a, h) = (((P2, c, h) ‖ (P3, c, h)) ◦ (P1, a, c)) ‖ (P4, a, h) ‖ (P5, a, h).
Now [P1]=[7, 13], [P2]=[3, 5], [P3] = [0, 4], [P4] = [1, 13] and [P5] = [0, 5].
Therefore,
[L, a, h] = (([3, 5] ∩ [0, 4]) ◦ [7, 13]) ∩ [1, 13] ∩ [0, 5]
= ([3, 4] ◦ [7, 13]) ∩ [1, 13] ∩ [0, 5]
= [3, 17] ∩ [1, 13] ∩ [0, 5]
= [3, 5].
In particular, the linkage L is realisable.
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We conclude this section by showing that the realisability problem
for a given series parallel linkage can be answered by looking only at the
polygonal sublinkages of the given linkage. This is not necessarily true
for linkages whose underlying graph is not series parallel. For example,
consider the complete graph on four vertices where each edge is given
length 1. Every polygonal sublinkage of this linkage is realisable in the
plane but the complete linkage is not. However, for series parallel graphs,
we have the following.
Theorem 9. Let L = (G, l) be a series parallel linkage. Then L is realis-
able if and only if, for every polygonal subgraph H of G, the linkage (H, l)
is realisable.
Proof: It is obvious that if L is realisable then every sublinkage of L
is also realisable. For the other implication, we argue by contradiction.
Suppose that L is a counterexample to the statement with the minimal
number of edges. So L is not realisable but every polygonal sublinkage
of L is realisable. Note that the minimality of L ensures that every proper
sublinkage of L is realisable. In particular L cannot be decomposed as
a series composition of proper sublinkages. So there is some pair of
vertices s, t in G such that (G, s, t) = (G1, s, t) ‖ (G2, s, t), and such
that [L1, s, t] and [L2, s, t] are nonempty but [L1, s, t]∩ [L2, s, t] is empty.
Assume without loss of generality that [L1, s, t] = [a1, b1] lies to the left
of [L2, s, t] = [a2, b2] (i.e. b1 < a2). Now we observe that there is some
path graph P1 joining s to t contained in G1 such that [P1] = [α, b1] and
there is some path graph P2 joining s to t contained in G2 such that
[P2] = [a2, β]. It is clear that the polygonal linkage (P1, s, t) ‖ (P2, s, t)
is not realisable which contradicts our assumption that all polygonal
sublinkages of L are realisable.
4. Connectedness
To understand the connectedness of M(L) for a series parallel link-
age L, we need to more precisely understand the relationship between
configurations of a path linkage and the corresponding distances between
the images of the terminal vertices.
Throughout this section let P be a path linkage with k edges and
suppose that k ≥ 2. We suppose that all the edges of the linkage P
have nonzero length. Let s and t be the terminal vertices of P . Let
θ : M(P ) → [P ], θ(p) := |p(s) − p(t)|. In this section we will show that
θ has a certain lifting property. The basic idea is to use Morse theory
to analyse the fibrewise structure of θ. We remark that the differential
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properties of the map θ are well understood (see [SV05]). It is differen-
tiable at all points not in θ−1(0). Also the points where the derivative
of θ vanishes are precisely the straight line configurations of P (i.e. those
points p for which the set {p(v) : v ∈ VP } lies in an affine line in R
2).
We will say that p ∈ M(P ) is a critical point of θ if either θ(p) = 0 or
θ′(p) = 0.
The basic question that we now consider is this. Suppose that p
and q are two configurations of a path linkage P . Clearly, since M(P ) is
pathwise connected (it is homeomorphic to (S1)k−1), it is possible to find
a path (in the sense of topological spaces) in M(P ) that connects p to q.
However, suppose that the motion of the endpoints of P is specified. Is it
possible to find a path inM(P ) connecting p and q so that the endpoints
of P move in a specified way? Theorems 13 and 14 below will be key in
the construction of paths in M(L), when L is a series parallel linkage.
First, we need some notation to describe a particular subset of [P ].
Definition 10. We define ∇(P ) to be the following subset of [P ].
∇(P ) = {x ∈ [P ] : θ−1(x) is connected}.
Note that if P has just two edges of length l1 and l2, then ∇(P ) =
{|l1 − l2|, l1 + l2} (i.e. ∇(P ) consists of two points). When P has more
than two edges, ∇(P ) is union of at most two closed intervals, as the
following analysis shows.
Let l1, . . . , lk be the lengths of the edges in P , with k ≥ 3. We suppose
for the moment that l1 ≥ l2 ≥ · · · ≥ lk. (Note that permuting the edge
lengths does not affect the homeomorphism type of θ−1(x).)
In the following lemma we are using the convention that for b < a,
[a, b] is the empty set.
Lemma 11. Let S =
∑k
i=1 li. Then ∇(P ) is
[P ]∩
(
[2(l2+l3)−S, l3]∪[l3,min{l1, S−2l2}]∪[max{l1, 2(l1+l2)−S}, S]
)
.
Proof: This is a straightforward application of Theorem 1 to the polyg-
onal linkage obtained by adjoining the edge {s, t} to P and extending
the length function l by defining l({s, t}) = x, where x is an arbitrary
element of [P ].
In particular, Lemma 11 shows that, for a given path linkage P , it is
very straightforward to calculate ∇(P ).
Example 12. Suppose P has 3 edges and that l1 = l2 = l3 = 1. Then
∇(P ) = [1, 3] which is a proper subset of [P ] = [0, 3].
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4.1. Lifting properties of θ.
Theorem 13. Let p, q ∈ M(P ) and suppose that neither θ(p) nor θ(q)
are critical values of θ. Let α : [0, 1] → [P ] be continuous and suppose
that α(0) = |p(s) − p(t)| = θ(p) and α(1) = |q(s) − q(t)| = θ(q). If
im(α)∩∇(P ) is non empty then there exists a continuous lift α˜ : [0, 1]→
M(P ) such that α˜(0) = p, α˜(1) = q and θ ◦ α˜ = α.
Note that Theorem 13 requires that neither p nor q lie in the preimage
of a critical value. In order to remove this hypothesis, we must tighten
the requirements on α. In particular, we may require that α remains
stationary for some positive amount of time near 0 or near 1. More
precisely, we have the following.
Theorem 14. Let p, q ∈ M(P ). Let α : [0, 1] → [P ] be continuous
and suppose that α(x) = θ(p) for x ∈ [0, ] for some  > 0, and that
α(x) = θ(q) for x ∈ [1 − δ, 1] for some δ > 0. If im(α) ∩ ∇(P ) is non
empty then there exists a continuous lift α˜ : [0, 1] → M(P ) such that
α˜(0) = p, α˜(1) = q and θ ◦ α˜ = α.
In order to prove Theorems 13 and 14 we will need to understand
the fibrewise structure of the map θ : M(P )→ [P ]. This map has been
studied by previous authors using the techniques of Morse theory. In
particular, Shimamoto and Vanderwaart have given a very clear account
of this theory in [SV05] (their notation is somewhat different to ours).
We can summarise the situation as follows. Let W be the complement
of θ−1(0) in M(P ). Then θ|W : W → [P ] is a differentiable function.
Moreover, in this restricted domain, θ has finitely many critical points,
all of which are nondegenerate. If we also include 0 as a critical value
of θ : M(P )→ [P ], then there are finitely many critical values 0 ≤ a0 <
a1 < · · · < as = S. For i = 0, . . . , s − 1, let Mi = θ
−1([ai, ai+1]). By
standard results of Morse theory (see [Mil63]), we know that for each
i = 0, . . . , s− 1 there is a smooth closed k − 2 dimensional manifold Σi
such that
Mi ≡
[ai, ai+1]× Σi
∼
where ∼ collapses some subsets of {ai} × Σi to points and also some
subsets of {ai+1}×Σi to points. In other wordsMi is obtained by taking
[ai, ai+1] × Σi and making some identifications over the endpoints ai
and ai+1. Indeed, we can be more explicit over the non zero critical
points. In those cases the identifications are obtained by collapsing some
finite number of embedded spheres in Σi. In the case where a0 = 0, the
collapsing over a0 can be a little more complicated, but that does not
affect the validity of our arguments below.
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So, for each i = 1, . . . , s− 1, we have a commutative diagram
Mi
≡
//
θ
##
FF
FF
FF
FF
FF
F
[ai, ai+1]× Σi
∼
projection
xxpp
pp
pp
pp
pp
p
[ai, ai + 1]
Clearly all of the non zero critical values of θ are contained in ∇(P ) (this
is an easy exercise for the reader!). Moreover, it is known (see [MT04])
that if x /∈ ∇(P ), then θ−1(x) is the disjoint union of two copies of
(S1)k−2. In other words, Σi is disconnected if and only if Σi = (S
1)k−2unionsq
(S1)k−2.
See Figure 2 for an illustration of the structure of θ. For the purposes
of illustration we have represented pieces of M(P ) as two dimensional
surfaces, even though M(P ) is actually a torus of dimension k−1. How-
ever, Figure 2 does give a reasonably faithful picture of how the fibres
of θ behave. In the example illustrated in Figure 2 the open inter-
val (aj , aj+1) lies in the complement of ∇(P ). The curves drawn in the
interior of M0, Mi and Mj are meant to represent the fibres of θ over
the points x, y and z respectively.
M(P )
[P ]
M0
•
Mi
•
Mj
•
a0
•
a1
•
x ai
•
ai+1
•
y aj
•
aj+1
•
z
Figure 2. The fibrewise structure of the map θ.
Now, it is clear how we should prove Theorems 13 and 14.
Proof of Theorem 13: We make the following observations. The projec-
tion
[ai, ai+1]× Σi
∼
→ [ai, ai+1]
has sections. Indeed given points z1 and z2 that lie in the same path
component of Σi and given distinct points x1 and x2 in [ai, ai+1] there
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exists a continuous section
σ : [ai, ai+1]→
[ai, ai+1]× Σi
∼
such that σ(x1) = (x1, z1) and σ(x2) = (x2, z2).
By combining α with a judicious use of these sections, it is clear that
we can find the required lift of α. For the sake of completeness, we have
included the details of this argument below. However these details are
rather tedious and not particularly enlightening. Thus, if the reader if
sufficiently convinced by the arguments already presented, he may, at
this point, skip the rest of this proof.
We must consider several different cases. First, let us deal with the
case where p and q happen to lie in the same fibre of θ. If α(x) = θ(p) =
θ(q) for all x ∈ [0, 1] then the conclusion is clearly true, as by assumption
we must have θ(p) ∈ ∇(P ), and therefore we can lift α by choosing a
path within θ−1(θ(p)) that connects p and q. If α is not a constant
function then we can choose some b ∈ [0, 1] such that b 6= θ(p) but
so that α([0, b]) is contained within one of the open intervals (ai, ai+1).
Now it is clear that we can lift α|[0,b] : [0, b] → [P ] since θ restricts to a
trivial fibre bundle over α([0, b]). Thus we are left the problem of lifting
α|[b,1] : [b, 1] → [P ] with specified lifts of b and of 1. In other words, we
have reduced to the case where p and q lie in different fibres of θ.
Suppose now that p and q lie in different fibres of θ. Also suppose
that θ(p) ∈ ∇(P ) (similar arguments apply if θ(q) ∈ ∇(P )). Since
we have assumed that θ(p) is not a critical value, θ(p) must in fact
lie in the interior of ∇(P ). Therefore, by concatenating local sections
over [ai, ai+1] of the type described above, we can find a (global) section
γ : [P ] → M(P ) such that γ(θ(p)) = p and γ(θ(q)) = q. Let α˜ = γ ◦ α.
Clearly α˜ is the required lift in this case.
Finally, we consider the case where θ(p) /∈ ∇(P ) and θ(q) /∈ ∇(P ).
Choose some c ∈ [0, 1] such that α(c) ∈ ∇(P ) (our hypotheses guaran-
tee the existence of at least one such c). Now we choose a point r in
the fibre θ−1(α(c)). If α(c) is in the interior of ∇(P ), we can choose
r arbitrarily within the fibre. However, if α(c) happens to be on the
boundary of ∇(P ) (and is therefore also a critical value of θ), we must
be more selective in our choice of r. In this case we choose r to be a
critical point of θ. Now, once we have chosen r in this way, we can find
two global sections γ1 and γ2 of θ, such that γ1(α(c)) = γ2(α(c)) = r,
γ1(θ(p)) = p and γ2(θ(q)) = q. Now, for x ∈ [0, c], let α˜(x) = γ1(α(x))
and for x ∈ [c, 1], let α˜(x) = γ2(α(x)). One readily checks that α˜ is the
required lift of α in this case.
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Proof of Theorem 14: In the case that one of p or q lies in a critical fibre
(i.e. the preimage of one of the ais), then it may be necessary to first
move to a different point in that fibre to ensure that when we lift along
sections, we end up in the right path component of subsequent fibres.
The hypotheses of Theorem 14 allow the intervals [0, ] and [1 − δ, 1] to
carry out this adjustment within the fibre.
We will also need the following lifting result later. Its proof is again
a straightforward consequence of the fibrewise structure of θ described
above, so we shall leave the reader to fill in the details in this case.
Theorem 15. Let p ∈ M(P ) and suppose that α : [0, 1] → [P ] is a
continuous function such that α(0) = θ(p). There is some continuous
lift α˜ : [0, 1]→M(P ) such that α˜(0) = p and θ ◦ α˜ = α.
Now we show that any path inM(P ) that connects two different path
components of a fibre θ−1(x) must pass through θ−1(∇(P )).
Lemma 16. Suppose that x /∈ ∇(P ) and let p and q be two realisations
of P that lie in different components of θ−1(x). Suppose that α : [0, 1]→
M(P ) is a continuous function such that α(0) = p and α(1) = q. Then
there is some c ∈ [0, 1] such that θ(α(c)) ∈ ∇(P ).
Proof: It is clear from the above description of θ that there must exist c
such that α(c) = aj for some critical value aj of θ. However, as remarked
above, aj ∈ ∇(P ).
We conclude this section by observing that if x /∈ ∇(P ), if p ∈ θ−1(x)
and if τ is any orientation reversing isometry of R2, then τ ◦ p and p lie
in different path components of θ−1(x).
4.2. Determining the connectedness of the moduli space. Now
we present a method for checking the connectedness of M(L) when L =
(G, l) is a series parallel linkage. First observe that we may as well
restrict our attention to the case where the graph G is a 2-connected
series parallel graph. If G is not 2-connected, then it can be decomposed
into a series composition of 2-connected series parallel graphs. It is clear
that M(L) is connected if and only if the moduli space of each of the
series components of L is connected.
Let L be a 2-connected series parallel linkage such that M(L) is not
empty. Recall that, by Lemma 2, we can find vertices u and v such that
(G, u, v) is a TTSPG and such that
(G, u, v) = (P1, u, v) ‖ (P2, u, v) ‖ · · · ‖ (Pn, u, v) ‖ (K,u, v)
Series Parallel Linkages 373
where (K,u, v) is a sub TTSPG of (G, u, v) and where each Pi is a path
joining u and v, and n ≥ 2. See Figure 3 for an illustration of this
situation.
•
u
•
v
•
•
•
•
•
•
P1 P2 Pn K
Figure 3
We will write LK to denote the sublinkage (K, l|K) of L.
Theorem 17. With notation as above, if ∇(Pi) ∩ [L, u, v] is empty for
some i then M(L) is disconnected.
Proof: Let p ∈ M(L). We can construct another realisation of L by
reflecting the vertices of Pi in a line through p(u) and p(v). Call this
realisation q. Now if α : [0, 1]→M(L) is any path, then by assumption
|α(x)(u) − α(x)(v)| /∈ ∇(Pi) for all x ∈ [0, 1]. Therefore, by Lemma 16
and the observation that immediately follows that lemma, α cannot be
a path that connects p and q.
What can we say about the connectedness of M(L) if the hypothesis
of Theorem 17 is not satisfied, in other words if ∇(Pi) ∩ [L, u, v] is non
empty for all i?
In this case, we construct a path linkage Q as follows. Suppose that
[Pi] = [ai, bi] for i = 1, . . . , n. Let a = max{ai}. Let b = min{bi} (note
that b ≥ a since (G, l) is realisable). Now let Q be a path linkage with
four edges e1, . . . , e4 and assign length li to edge ei as follows; l1 =
a+b
2
and l2 = l3 = l4 =
b−a
6 .
Lemma 18. [Q] = [a, b] and ∇(Q) = [a, b].
Proof: The first statement is obvious and the second statement follows
immediately from Lemma 11.
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Let s and t be the terminal vertices of Q and define a linkage L1 by
(L1, u, v) = (Q, s, t) ‖ (KL, u, v).
In other words L1 is obtained from L by replacing all the Pis by the
single path linkage Q. Note that L1 has a strictly smaller series parallel
decomposition in terms of path linkages than L does.
Theorem 19. With the notation as above, suppose that ∇(Pi)∩ [L, u, v]
is nonempty for each i = 1, . . . , n. Then M(L) is connected if and only
if M(L1) is connected.
Proof: We first observe that, by construction, [Q] = [P1] ∩ · · · ∩ [Pn]. It
follows that
im(M(L)→M(LK)) = im(M(L1)→M(LK))
where M(L) → M(LK) and M(L1) → M(LK) are the canonical maps
induced by restriction.
Now, suppose that M(L1) is connected and let p and q be elements
of M(L). We must show that there is a path in M(L) joining p and q.
We construct this path in several stages. First, by our observations
above, we can choose some realisations p1 and q1 of L1 that agree
with p and q on LK . Now since M(L1) is connected, there is some path
α : [0, 1]→M(L1) such that α(0) = p1 and α(1) = q1. Now we can apply
Theorem 15 to construct a path α˜ : [0, 1] → M(L) such that α˜(0) = p
and α˜ agrees with α on vertices of K. We just define α˜(t)(v) = α(t)(v)
for all vertices v ∈ K. To lift α˜ to M(L), we use Theorem 15 (once for
each Pi). In particular α˜(1)|K = q|K .
Of course, it may happen that for some or all of the Pis, α˜(1)|Pi 6= q|Pi .
So we have to concatenate other paths onto the end of α˜ to “correct”
it on the Pis. We can do this one Pi at a time as follows. Let x =
|q(u)−q(v)|. By assumption∇(Pi)∩[L, u, v] is nonempty, so there is some
path β : [0, 1]→ [L, u, v] such that β(0) = x = β(1) and such that β(y) ∈
∇(Pi) for some y ∈ [0, 1]. Moreover, we can certainly choose β so that it
is stationary in a neighbourhood of 0 and in a neighbourhood of 1. Now,
it is clear that by applying Theorem 14 to β we can find some β : [0, 1]→
M(L) such that β(0) = α˜(1), β(1)|Pi = q|Pi and β(1) agrees with α˜(1)
for vertices that are not in Pi. Concatenating α˜ and β “corrects” the
final position of vertices of Pi. We can repeat this process for all the Pis,
if necessary, and we eventually end up with the required path in M(L)
connecting p and q.
The converse can be proved in much the same way. Suppose that
M(L) is connected and let p1 and q1 be points in M(L1). We can find
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p and q in M(L) that agree with p1 and q1 on LK . Since M(L) is
connected, we can find a path α : [0, 1]→ M(LK) such that α connects
p1|LK and q1|LK and such that im(α) is contained in the image of the
natural map M(L)→M(LK). Now, using Theorem 15, we can lift α to
a path α˜ : [0, 1]→M(L1) and using Theorem 14 we can correct α˜(1) so
that it agrees with q1 on Q as necessary. Note that Lemma 18 ensures
that the hypotheses of Theorem 14 are satisfied in this situation.
Theorems 17 and 19 form the basis of a simple recursive algorithm
for deciding whether or not M(L) is connected for a 2-connected series
parallel linkage. We informally describe this algorithm by the following
sequence of steps. We assume that M(L) is nonempty.
(1) Find a parallel decomposition of the form
[L, u, v] = (P1, u, v) ‖ (P2, u, v) ‖ · · · ‖ (Pn, u, v) ‖ (K,u, v)
where n ≥ 2.
(2) Compute [L, u, v] using the methods described in Section 3. Com-
pute ∇(Pi) for each i using Lemma 11.
(3) If ∇(Pi) ∩ [L, u, v] is empty for any i, then M(L) is not connected
and we can stop.
(4) If ∇(Pi) ∩ [L, u, v] is nonempty for all i, and K is empty then
M(L) is connected and we can stop.
(5) If ∇(Pi) ∩ [L, u, v] is nonempty for all i, and K is non empty then
construct the linkage L1 as described above and go back to step (1)
with linkage L1 as the input.
Example 20. Let L be the same linkage that we considered in Exam-
ple 8 and let P1, P2, P3, P4 and P5 be the sublinkages described earlier.
Now observe that
(G, c, h) = (P2, c, h) ‖ (P3, c, h) ‖ (((P4, a, h) ‖ (P5, a, h)) ◦ (P1, c, a)).
It is easy to check (as in Example 8) that
[L, c, h] = [3, 4].
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Moreover, ∇(P2) = {3, 5} and ∇(P3) = {0, 4}. Thus, in this case, the
hypotheses of Theorem 19 are satisfied. The linkage L1 looks like
•
a
•b
•
c
•
•
•
•f •g
•
h
•
i
10
3
6
1
7
2
2
7
2
1
6
1
6
1
6
Now, one computes that [L1, a, h] = [3, 5]. However, ∇(P4) = {1, 13}
which does not meet [3, 5]. Therefore, by Theorem 17, M(L1) is discon-
nected. Therefore by Theorem 19, M(L) is disconnected.
Observe that the linkage L1 in this example has the property that
every polygonal sublinkage has a connected moduli space, but that
M(L1) is disconnected.
4.3. Remarks. We observe that the path lifting results described in
Section 4.1 do not in general hold for linkages that are not series parallel.
In [McL09], examples are given to demonstrate this. This is one of the
reasons why series parallel linkages are easier to understand.
We also remark that it is sometimes possible to adapt our methods to
understand linkages that are not series parallel. It may be that a linkage
can be series parallel decomposed into smaller linkages, which while not
themselves series parallel, are amenable to analysis by other methods.
In this case our results may still have some value. Again, see [McL09]
for examples.
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