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GEOMETRY OF THE CONJUGACY PROBLEM IN LAMPLIGHTER
GROUPS
ANDREW SALE
Abstract. In this note we investigate the conjugacy problem in lamplighter groups
with particular interest in the role of their geometry. In particular we show that the
conjugacy length function is linear.
The conjugacy (search) problem of Max Dehn is a century-old algorithmic question in
group theory that has received much attention of late due to potential applications to
cryptography, see for example [3,10]. The conjugacy problem asks whether, given a group
Γ with finite generating set A, there exists an algorithm which, on input words u, v on
A∪A−1, determines whether u, v represent conjugate elements in Γ. The conjugacy search
problem is similarly themed, but instead the input is two elements known to be conjugate,
and the algorithm should produce a conjugating element.
We study the conjugacy length function, a quantitative version of the conjugacy prob-
lem. Given a group Γ and a length function |·| : Γ → [0,∞), (typically word length) the
conjugacy length function is the minimal function
CLFΓ : [0,∞)→ [0,∞)
which satisfies the following: if u is conjugate to v in Γ and |u|+ |v| ≤ n then there exists
a conjugator γ ∈ Γ such that |γ| ≤ CLFΓ(n). This function has been estimated for many
classes of groups, a brief list includes hyperbolic groups [11] and mapping class groups
[7,12,18] where in both it is known to be (at most) linear, it is bounded by an exponential
function for CAT(0) groups [8], and in free solvable groups it is at most cubic [16].
In [16] the author investigated the behaviour of the conjugacy length function under
wreath products. For the class of lamplighter groups Zq ≀Z or Z≀Z, this result is not optimal,
giving a cubic upper bound. We show here that it is linear. In fact, we consider the Diestel–
Leader groups Γ2(R), which are defined in Section 1.2, that includes the lamplighter groups
Γ2(Zq) = Zq ≀ Z and Γ2(Z) = Z ≀ Z.
Theorem 1. Let R be a commutative ring with unity and let Γ = Γ2(R). Then there is a
generating set S, which is finite when R is finite, such that with respect to the corresponding
word length we have
CLFΓ(n) ≤ 3n.
A key feature we use is the fact that the Cayley graphs of the groups DL2(R) are the
horocyclic product of two trees [2, 4], a special case of a Diestel–Leader graph, introduced
in [9]. The motivation for the geometric approach that we use is so that the method may
generalise to a wider class of groups, the higher-rank Diestel–Leader groups Γd(R) for
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d ≥ 2. Indeed, C. Abbott has done precisely this, obtaining an exponential upper-bound
for their conjugacy length functions when R is finite [1].
The tools developed for Theorem 1 are then applied to give an algorithm solving the
conjugacy search problem. The algorithm will run in quadratic time with respect to the
length of the input words when R is finitely generated as an abelian group.
Theorem 1 originally appeared with an algebraic proof in a preprint of the author [14],
which was part of the inspiration for [13]. The latter looks at the behaviour of conjugacy
length under group extensions, and the proof of Theorem 1 could be rewritten in the
language used therein. This note has been modified from the geometric proof in the
author’s doctoral thesis [15].
The structure is as follows. We begin by defining the groups Γd(R) in Section 1 and
explain their geometry through Diestel–Leader graphs. A word length estimate, which
follows from a formula of Stein and Taback [17], is given in Section 2, while Theorem 1 is
proved in Section 3 and the algorithm is described in Section 4.
1. Lamplighter groups as Diestel–Leader groups
1.1. Horocyclic products, Diestel–Leader graphs and R–branching trees. We give
here a brief introduction to horocyclic products and Diestel-Leader graphs. For a more
complete description see for example [4].
Let T be a simplicial tree and ω ∈ ∂∞T a boundary point of T , that is ω is an equivalence
class of asymptotic geodesic rays. Recall that in T , two geodesic rays ρi : [0,∞)→ T , for
i = 1, 2, are asymptotic if and only if they merge: there exists x > 0 and s ∈ R such that
ρ1(t) = ρ2(t+ s), for all t ≥ x.
For any vertex x in T there is a unique geodesic ray emerging from x that is in ω. Given
a pair of vertices, x, y, the corresponding rays will coincide from some vertex xuprisey onwards.
We call this the greatest common ancestor of x and y.
After fixing a basepoint o in the vertex set of T we can define a Busemann function h
on the vertices of T as
h(y) = dT (y, ouprise y)− dT (o, ouprise y).
The difference in the value of the Busemann function gives the distance from a vertex x to
its common ancestor with some other vertex y. That is
dT (x, xuprise y) = h(x)− h(x uprise y).
The k–th horocycle of T based at ω is Hk = {y ∈ T | h(y) = k}.
Given a collection T1, . . . , Tn of simplicial trees together with a chosen collection of
respective Busemann functions h1, . . . , hn, we define the horocyclic product to be
(1.1)
n∏
i=1
hTi =
{
(y1, . . . , yn) ∈ T1 × . . .× Tn |
n∑
i=1
hi(yi) = 0
}
.
The Diestel–Leader graph DL(q1, . . . , qd) is the 1–skeleton of the horocyclic product of
trees Tq1 , . . . ,Tqd , where Tq is the q + 1 regular tree. When q1 = q2 = . . . = qd = q, the
corresponding Diestel-Leader graph is also denoted by DLd(q).
Following [2], we can extend this to the notion of an R–branching tree, where R is any
commutative ring with unity. Such a tree, denoted TR, has the property that for every
vertex v, the set E(v) of edges touching v is in a bijection with {x0} ∪ R, where x0 /∈ R.
We denote by DLd(R) the horocyclic product of d copies of TR.
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1.2. Diestel–Leader groups and generalised lamplighters. The fact that the Diestel–
Leader graph DL2(q) is a Cayley graph for the lamplighter group Zq ≀Z was explained in [19].
This is a special case of the following result of Bartholdi, Neuhauser and Woess:
Theorem 2 (Bartholdi–Neuhauser–Woess [4, (3.14)]). The Diestel–Leader graph DLd(q)
is a Cayley graph of a group, denoted Γd(R), where R is a commutative ring with unity of
order q.
The groups Γd(R) are called Diestel–Leader groups. When d = 2 they include the
lamplighter groups Zq ≀ Z, and when d = 3 we obtain groups previously considered by
Baumslag [5], [6]. The descriptions given below for the lamplighter groups can be extended
to the Diestel–Leader groups of more than 2 trees. The word length in Diestel–Leader
groups is studied by Stein and Taback [17] where they give a formula for its calculation.
As described by Amchislavska and Riley [2, Section 1.4] we can consider groups whose
Cayley graph is the horocyclic product of R–branching trees TR. Mixing the notation of [2]
and [4], we let Γd(R) denote the group whose Cayley graph is the horocyclic product of d
trees TR. In this note will focus on the case when d = 2. We can recognise these as groups
of the form
(1.2) Γ2(R) ∼= R[t, t
−1]⋊ Z,
where Z acts on R[t, t−1] by multiplication by t. We refer the reader to [2] for more details,
particularly for when d > 2, where these groups are denoted by Γd−1(R) — their subscript
agrees with the number of copies of Z in the quotient.
The group Γ2(R) can be represented by matrices{(
tk P
0 1
)
: k ∈ Z, P ∈ R[t−1, t]
}
,
with generating set
S0 =
{(
t b
0 1
)
: b ∈ R
}
.
For the sake of notation, we use the identification from (1.2):(
tk P
0 1
)
7→ (P, k).
Amchislavska and Riley generalised Theorem 2, giving
Theorem 3 (Amchislavska and Riley [2]). Let R be a ring with unity. There is a generating
set S for Γd(R), with respect to which the Cayley graph is DLd(R).
When d = 2, the generating set is S = S0.
When R is infinite, the generating set S is infinite too. This is to be expected, since the
valency of the trees, and hence the Diestel–Leader graph, are infinite.
1.3. Realising DL2(R) as the Cayley graph of a lamplighter group. We begin by
labelling the edges of TR with elements from R. We pick a bi-infinite geodesic ρ : R→ TR
so that its restriction to [0,∞) is in ω ∈ ∂∞TR. Let o = ρ(0) and consider the corresponding
Busemann function h. Recall that at each vertex v we have a bijection
(1.3) E(v)→ {x0} ∪R
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where E(v) is the set of edges touching v, and x0 /∈ R. At each vertex v there is a unique
edge ev in E(v) which forms the first edge in a geodesic ray asymptotic to ρ. The labelling
is an iterative method, as follows. First label each edge in ρ by 0. Then for vertices v in
which ev has been previously labelled, but some edges in E(v) remain unlabelled, use the
bijection (1.3) to label those remaining edges. Repeat this step.
We now take two copies of our decorated tree, T1, T2, with boundary points ω1, ω2 and
geodesics ρ1, ρ2 respectively, and take their horocyclic product to get DL2(R). Given a ver-
tex x = (x1, x2) of DL2(R) we consider the two geodesic rays starting at x1, x2 respectively
that are in ω. Similar to [2, Lemma 3.1] we get a finitely supported bi-infinite sequence
(ai) in R, obtained by reading the edge labels in these two rays as follows. For each i there
is exactly one edge in the rays that travels between vertices in Hi−1 and Hi if in T1, and
H−i+1 and H−i if in T2. The label of this edge determines ai. Thus, (ah(x1), ah(x1)−1, . . .)
is the sequence of edge labels of the ray in T1, and (ah(x1)+1, ah(x1)+2, . . .) is the sequence
from the ray in T2.
We can use the sequence (ai) to determine an element of R[t, t
−1]:
(1.4) fx :=
∞∑
i=−∞
ait
i.
An example is given in Figure 1. We use this to establish an identification
(1.5) DL2(R) ∋ x = (x1, x2)←→ (fx, h(x1)) ∈ Γ2(R).
Note that comparing this identification with that in [2, Section 4], the role of our trees
T1, T2 are exchanged.
Let f ∈ R[t, t−1]. There exists some n ∈ Z such that the coefficient of tk is zero for
all k < n. The valuation v0(f) is defined to be the supremum of all such n (note that we
define v0(0) = ∞). Similarly we set v
−
0 (f) to be the largest n for which the coefficient of
tn in f is non-zero. Geometrically, v0(f)− 1 gives the horocycle in which the geodesic ray
emerging from x1, asymptotic to ω1, merges with ρ1. Similarly, −v
−
0 (f) give the horocycle
in T2 where the geodesic ray in ω2 that emerges from x2 merges with ρ2.
Before proceeding further, we make the following observation which will be useful when
discussing word length.
Lemma 4. Let x = (x1, x2), y = (y1, y2) ∈ DL2(R) and γ ∈ Γ2(R). Then
h(γxi uprise γyi) = h(xi uprise yi) + h(γoi).
Proof. We prove this for the first tree. For the second tree the proof is analogous.
Let fx =
∑
ait
i and fy =
∑
bit
i be as in (1.4). We claim that
h(x1 uprise y1) = min{v0(fx − fy)− 1, h(x1), h(y1)}.
Since both have finite support, there is some k such that for i < k we have ai = bi. This k
is the valuation v0(fx − fy). First suppose that x1 uprise y1 is distinct from x1 and y1. Then
v0(fx− fy) gives the last horocycle before the merging of the two geodesics in ω1 emerging
from x1 and y1 respectively. Hence h(x1 uprise y1) = v0(fx − fy)− 1.
On the other hand, if the common ancestor is one of the two given vertices, say x1, then
this valuation may not give the correct horocycle. Indeed it may be that fx and fy agree
for coefficients of fx that come from T2 and have no consequence for the location of x1.
Hence, in this case we see that we have h(x1 uprise y1) = h(x1). This proves the claim.
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ω1
ω2
H
−1
H0
H1
H2
H3
H4
H5
H1
H0
H
−1
H
−2
H
−3
H
−4
H
−5
0 1
0 1
0 1
0 1
0 1
0 1
x1
x2
o1 o2
Figure 1. The tree T1 is on the left, and T2 on the right. From T1 we get
a2 = 1, a1 = 0, a0 = 1 and ai = 0 for i < 0. From T2 we get a3 = 1, a4 = 1
and ai = 0 for i > 4. Thus fx = 1 + t
2 + t3 + t4.
Suppose γ = (P, s). Then fγx = P + t
sfx and fγy = P + t
sfy. We thus obtain, using the
above claim, the following for h(γx1 uprise γy1), noting that the terms in P will both cancel,
leaving
h(γx1 uprise γy1) = min{v0(t
sfx − t
sfy)− 1, h(γx1), h(γy1)}.
Since v0(t
sfx− t
sfy) = v0(fx−fy)+s, h(γx1) = h(x1)+s, and similarly for y1, the Lemma
holds. 
We remark that Lemma 4 can be generalised to DLd(q) for d ≥ 2.
1.4. The (right) action of generators on DL2(R). Recall we have two trees T1, T2,
each isomorphic to TR and coming with an equivalence class of rays ωi in ∂∞Ti. Starting
from a vertex xi ∈ Ti, we will use the phrase “go up in Ti” to mean move along the (unique)
edge in Ti which is in the geodesic ray emanating from xi that is in ωi. To “go down in
Ti” means we move along any other edge. Recall this edge will be labelled by an element
of R, as described in Section 1.3.
Lemma 5. A letter (b, 1) ∈ S in a word is an instruction: move up one edge in tree T2,
suppose this has label a, and move down an edge labelled a+ b ∈ R in tree T1.
Proof. We have an edge in the Cayley graph of Γ2(R) labelled by (b, 1) starting at (f, k)
and finishing at (f, k)(b, 1) = (f + btk, k + 1). Thus, in T1 we travel from a vertex in Hk
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ω1 ω2
a
a+ b
Figure 2. The action of a letter (b, 1) within a word tells us to move down
in T1 and up in T2. The label of the edge we move up in T2 combines with
b to tell us which edge to go down in T1.
down to Hk+1. Suppose a is the coefficient of t
k in f , then the edge we followed, by the
identification (1.5), has label a+ b, which is the coefficient of tk in f + btk.
Meanwhile, in T2 we have travelled up an edge, from H−k to H−k−1. The edge we
followed was labelled by the coefficient of tk in f , namely a. 
2. Word length
The word length of elements in a general Diestel–Leader group Γd(R), when R is finite
and d ≥ 2, has been studied by Stein and Taback [17]. They give a formula for the word
length of an element by looking at the climb and fall of a geodesic path in each tree from
the basepoint to its image under the action of the element. Let oi denote the basepoint of
the i–th tree. For g ∈ Γd(R), denote by mi(g) the length of the climb of the geodesic from
oi to goi and li(g) the length of the fall. More concretely we mean:
mi(g) = d(oi, oi uprise goi), li(g) = d(goi, oi uprise goi).
Stein and Taback’s formula, see [17, Section 3], is precise, but can be used to give an
estimate for the word length of g that is practical for our purpose. We include a proof of
this estimate not only for completeness, but also because we wish to take R to be finite or
infinite.
Proposition 6 (Stein–Taback word length estimate [17]). Let g ∈ Γ2(R). Then
m1(g) +m2(g) ≤ |g| ≤ 2(m1(g) +m2(g))
where |g| is the word length of g with respect to the generating set S of Theorem 3.
GEOMETRY OF THE CONJUGACY PROBLEM IN LAMPLIGHTER GROUPS 7
Remark. We may replace mi with li in the above inequality, since whenever we are in a
horocyclic product we will have
d∑
i=1
mi(g) =
d∑
i=1
li(g).
Proof of Proposition 6. With Lemma 5 in mind, to reach (go1, go2) from (o1, o2) in DL2(R),
we must climb at least m1(g) in T1 and m2(g) in T2, thus implying the lower bound.
Without loss of generality we may assume h(go1) ≥ 0. First apply m1(g) generators
to get to o1 uprise go1 in T1. Second apply the appropriate sequence of downward movements
in T1 to reach go1. This sequence will be a word of length l1(g). Meanwhile, in T2 we
have reached a vertex in the same horocycle as go2. The third step is to climb to o2 uprise go2
and drop down to go2. During this third phase, we will drop down in T1, but then climb,
inevitably retracing our steps, back up to go1. The third and final step requires 2l2(g)
elements from S. So in total, we have a word of length
m1(g) + l1(g) + 2l2(g).
Since we are in a horocyclic product we have m1(g) +m2(g) = l1(g) + l2(g). We also have
l2(g) ≤ m2(g) since h(go1) ≥ 0. Hence we get
m1(g) + l1(g) + 2l2(g) ≤ 2(m1(g) +m2(g))
as required. 
The notion of climbing and falling can be extended to paths describing the concatenation
of words. In particular, for g, h ∈ Γd(R) let
mh,i(g) = d(hoi, hoi uprise goi), lh,i(g) = d(goi, hoi uprise goi).
A consequence of Lemma 4 is that we can measure the length of the word by looking at
its action on different points in each tree:
Lemma 7. For every g, h ∈ Γ2(R) and each i = 1, 2 we have the following:
mi(g) = mh,i(hg), li(g) = lh,i(hg).
Proof. By Lemma 4, in each tree, the height of the common ancestor oiuprise goi never travels
too far from the height of hoi uprise hgoi. To be precise:
hi(oi uprise goi) = hi(hoi uprise hgoi)− hi(hoi)
Hence
mi(g) = d(oi, oi uprise goi)
= −hi(oi uprise goi)
= −hi(hoi uprise hgoi) + hi(hoi).
But d(hoi, hoi uprise hgoi) = hi(hoi)− hi(hoi uprise hgoi), so we get mi(g) = mh,i(hg). The result
for li(g) follows from the result for mi(g), the relationships:
mi(g)− li(g) = hi(goi) and mh,i(hg)− lh,i(hg) = hi(hgoi)− hi(hoi)
and the fact that hi(goi) = hi(hgoi)− hi(hoi). 
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Using Lemma 7 we can deduce the following estimate from Proposition 6:
(2.1)
d∑
i=1
mh,i(g) ≤
∣∣g−1h∣∣ ≤ 2 d∑
i=1
mh,i(g).
In these bounds for
∣∣g−1h∣∣ we may replace mh,i with lh,i since their sums are equal. To
prove the estimate (2.1), we need
li(g
−1h) = lg,i(h) = d(hoi, goi uprise hoi) = mh,i(g)
where the first equality is an application of Lemma 7.
3. The conjugacy length function
We now prove that the conjugacy length function of Γ2(R) is linear with respect to the
word length given by the generating set S defined in Section 1.2. The following tells us the
structure of short conjugators, from which we deduce Theorem 1.
Proposition 8. Suppose u = (P, s), v = (Q, r) ∈ DL2(R). If u is conjugate to v then
r = s and either
(1) if r = s = 0 then there is a conjugator γ = (0, k) with |k| ≤ |u|+ |v|;
(2) if r = s 6= 0 then there is a conjugator γ = (f, k) with 0 ≤ k < |r| and
(3.1) mi(γ) ≤ max{mi(u),mi(v)} + |r| .
Proof. Suppose γ = (f, k) is a conjugator. By direct calculation, γu = vγ if and only if
the following equations hold:
s+ k = k + r,(3.2)
P + tsf = f + tkQ.(3.3)
From the first of these equations we get r = s, and we thus split into the two cases.
Case 1: r = 0. This corresponds to the case when u and v map each basepoint to a
vertex of the same height. Equation (3.3) becomes P = tkQ, so we may set f = 0. This
means that γ will act on each tree by either a sequence of consecutive up movements or a
sequence of consecutive down movements, but never a mixture of both.
As long as v is non-trivial, we may assume that voi 6= oi for some i. Assume the action
of γ on the i–th tree corresponds to a consecutive list of downward movements. This
case is depicted in Figure 3 (a). Then vγoi will be sitting below voi, to be precise we
have voi uprise vγoi = voi. Then the path from γoi to γuoi must pass through voi. Hence
mγ,i(γu) ≥ |k|. Using equation (2.1) we then obtain
|u| =
∣∣(γu)−1γ∣∣ ≥ mγ,i(γu) ≥ |k| .
If γ acts on the i–th tree in a purely upwards manner, then we will get a similar picture
(see Figure 3 (b)), but γuoi will be sitting directly above voi, and, provided γoi 6= γuoi,
any path from oi to voi must pass through γuoi. Here we will get
|k| ≤ mi(v) ≤ |v| .
The situation that remains is when, up to swapping the trees round, we have γo1 = γuo1,
and o2 = vo2, and γ acts in a purely upward direction on T1 and downward on T2. When
moving from v(o1, o2) to vγ(o1, o2) in DL2(R) we get a pair of geodesics, one in each tree.
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(a) (b)
γoi
oi
u
voi
γuoi oi
γoi γuoi
voi
v
Figure 3. (a) The action of γ is purely downward; (b) the action of γ is
purely upward.
The geodesic in T1 will be from vo1 to vγo1 = γuo1 and will merge with ρ1 at o1 uprise vo1,
which is in the horocycle at level
h(o1 uprise vo1) = −m1(v).
Meanwhile, the geodesic in T2 will separate from ρ2, since γuo2 6= γo2 as otherwise u would
be the identity. Furthermore, this separation must occur before the geodesic in T1 joins
ρ1, since once it has joined ρ1, Lemma 5 tells us that in T2 we must follow edges labelled
0, which would cause us to remain on ρ2 and end up with γo2 = γuo2. In T2 the geodesic
separates from ρ2 in the horocycle of level |k| −m2(u). Hence, by the above argument we
must have
|k| −m2(u) < m1(v) =⇒ |k| < m1(u) +m2(v) ≤ |u|+ |v| .
o1 vo1
γo1 = γuo1 = vγo1
m1(v)
o2
γo2 vγo2 = γuo2
|k| −m2(u)
Figure 4. The path in T1, on the left, merges with ρ after the path in T2
separates from ρ.
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Case 2: r 6= 0. By exchanging u and v with their inverses if necessary, we may assume
that r > 0. The important step here is to pick the right conjugator. Take any conjugator
γ′, satisfying γ′u = vγ′, and premultiply it by a suitable power of u so that we obtain an
element γ = umγ′, written as above, with 0 ≤ k < r. To prove the proposition, we just
need to demonstrate the bound (3.1) on mi(γ). We will show that if this bound were not
true then γuoi and vγoi would have to be on different branches of their respective trees,
see Figure 5.
o1
uo1 vo1
γo1
γuo1
to vγo1
o2
uo2 vo2
γo2
γuo2
to vγo2
γ
u
γ
u
o1 uprise γuo1
o1 uprise vγo1
o2 uprise γuo2
o2 uprise vγo2
mγ,1(γu)
mγ,2(γu)
Figure 5. The common ancestor oiuprise γuoi lies in a different horocycle to
oi uprise vγoi.
Suppose mi(γ) > mi(u) + r. If this is the case, we will have
(3.4) oi uprise γoi = oi uprise γuoi
since the climb mγ,i(γu) from γoi to γuoiupriseγoi will be less than the fall li(γ) from oiupriseγoi
to γoi. Indeed, the climb is given by mγ,i(γu), which is equal to mi(u) by Lemma 7. By
assumption
mi(u) < mi(γ)− r < mi(γ)− k.
Since h(γoi) = ±k, the fall li(γ) from oiupriseγoi to γoi will be at leastmi(γ)−k. In summary,
we get
mγ,i(γu) ≤ li(γ)
which implies (3.4).
Suppose mi(γ) > mi(v) + r. In this case we claim
(3.5) oi uprise vγoi = voi uprise vγoi.
This follows from the fact that the climb mv,i(vγ) from voi to voi uprise vγoi is longer than
the fall li(v) from oiuprise voi to voi. Indeed, by Lemma 7 we have mv,i(vγ) = mi(γ), which is
greater than mi(v) + r. But the fall li(v) is at most the climb mi(v) + h(voi) ≤ mi(v) + r.
Thus, if we do not have (3.1) then we must have both (3.4) and (3.5). However this
implies
oi uprise γoi = voi uprise vγoi
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which, by comparing their heights using Lemma 4, cannot occur when r 6= 0. 
Proof of Theorem 1. With the structure of short conjugators understood from Proposition
8, the linear upper bound when r = 0 is clear since we may take γ = (0, k) with |k| ≤
|u|+ |v| = n.
When r 6= 0, we use the conjguator γ = (f, k) satisfying 0 ≤ k < |r| and (3.1). Then
Proposition 6 tells us that
|γ| ≤ 2m1(γ) + 2m2(γ) ≤ 2max{m1(u),m1(v)} + 2max{m2(u),m2(v)} + 4r.
As above, we may assume r > 0. Since h(o1 uprise uo1) ≤ −r, we get m1(u) ≥ r, and similarly
for v. Thus we will get
|γ| ≤ 2max{m1(u),m1(v)} + 2max{m2(u),m2(v)} + 4min{m1(u),m1(v)}
≤ 3(m1(u) +m2(u) +m1(v) +m2(v))
≤ 3(|u|+ |v|) = 3n.
This proves the Theorem. 
4. A quadratic time algorithm
We finish by using the geometry developed in the preceding sections to describe an
algorithm solving the conjugacy (search) problem in quadratic time.
Suppose R is generated by a finite set X as an abelian group. Then we can define a
finite generating set for Γ2(R) as
Y =
{(
t x
0 1
)
: x ∈ X
}
.
We write the corresponding word-lengths as |·|Y or |·|S , where S is the generating set
defined in Section 1.2. Note that when R is finite we may take X = R and then Y = S.
We naturally get the inequality
|u|S ≤ |u|Y .
Theorem 9. Suppose R is finitely generated as an abelian group, with X,Y as above. Then
there is an algorithm which determines whether two elements u, v in Γ2(R) are conjugate,
and furthermore produces a conjugator, that runs in time O(n2), where n = |u|Y + |v|Y .
Proof. We describe the steps of the algorithm below.
Step 1. The input is given as words on the generating set Y . We may convert them
into the form u = (P, s), v = (Q, r) in time linear in n. From this step we get a solution
to the word problem in Γ2(R) which runs in linear time.
Step 2. Check if r = s. If not, then stop and conclude that u is not conjugate to v. If
r = s, then continue to Step 3.
Step 3. If r = s 6= 0 then proceed now to Step 4. Otherwise, by Proposition 8 part (1),
there will be a conjugator γ of the form γ = (0, k) with |k| ≤ |u|S + |v|S ≤ n. Such k must
satisfy P = tkQ. Calculate k = v0(P ) − v0(Q). This can be done in linear time since we
know |v0(P )| , |v0(Q)| ≤ |u|S + |v|S ≤ n, so we find the minimal non-zero coefficient in P
or Q of ti for −n ≤ i ≤ n. If |k| > n then we stop and conclude u and v are not conjugate.
Otherwise we check whether γu = vγ using the linear time solution to the word problem.
If it is then we stop the algorithm with the output that u is conjugate to v and γ is the
conjugator. If it is not then we stop and conclude that u and v are not conjugate.
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Step 4. We have r = s 6= 0. Without loss of generality we assume r > 0, since otherwise
we convert to u−1 and v−1. From Proposition 8, we know that if u, v are conjugate then
there is a conjugator γ of the form γ = (f, k) where 0 ≤ k < r. Since the climbing of γ is
limited by (3.1), we know we can write f in the form
f =
n2∑
i=n1
ait
i with |ni| = max{mi(u),mi(v)} + r ≤ 2n.
Rearranging equation (3.3), we get trf − f = tkQ − P . For each k = 0, 1, 2, . . . , r − 1, do
the following: let
tkQ− P =
∞∑
i=−∞
bit
i.
By comparing the coefficients of tn2+1, . . . , tn2+r in trf−f = tkQ−P , we may set ai = bi+r
for i = n2 − r + 1, . . . , n2. Now we can compare the coefficients of t
n2−r+1, . . . , tn2 , and
thus set ai = ai+r + bi for i = n2 − 2r + 1, . . . , n2 − r. We repeat this process until all
coefficients ai have been assigned, and we check whether ai = bi for i = n1, . . . , n2 − αr,
where α is the maximal integer such that n1 ≤ n2 − αr.
Since n2 − n1 ≤ 4n, the process of assigning elements of R to each ai will run within
O(n) time. If ai = bi for i = n1, . . . , an2−αr then we stop and γ is a conjugator for u, v. If
for each k, there is some i ∈ {n1, . . . , n2−αr} for which ai 6= bi, then we stop and conclude
that u, v are not conjugate. We have to do this at most r times, so in total the fourth step
runs within quadratic time. 
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