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High-level, top-down information such as linguistic knowledge is a salient cor-
tical resource that influences speech perception under most listening conditions.
But, are all listeners able to exploit these resources for speech facilitation to the
same extent? It was found that children with cochlear implants showed different
patterns of benefit from contextual information in speech perception compared
with their normal-haring peers. Previous studies have discussed the role of non-
acoustic factors such as linguistic and cognitive capabilities to account for this
discrepancy. Given the fact that the amount of acoustic information encoded
and processed by auditory nerves of listeners with cochlear implants differs from
normal-hearing listeners and even varies across individuals with cochlear implants,
it is important to study the interaction of specific acoustic properties of the speech
signal with contextual cues. This relationship has been mostly neglected in pre-
vious research.
In this dissertation, we aimed to explore how different acoustic dimensions in-
teract to affect listeners’ abilities to combine top-down information with bottom-
up information in speech perception beyond the known effects of linguistic and
cognitive capacities shown previously. Specifically, the present study investigated
whether there were any distinct context effects based on the resolution of spectral
versus slowly-varying temporal information in perception of spectrally impover-
ished speech. To that end, two experiments were conducted. In both experiments,
a noise-vocoded technique was adopted to generate spectrally-degraded speech to
simulate listening experience of listeners with cochlear implants. The frequency
resolution was manipulated by varying the number of frequency channels. The
temporal resolution was manipulated by low-pass filtering of amplitude envelope
with varying low-pass cutoff frequencies. The stimuli were presented to normal-
hearing native speakers of American English.
Our results revealed a significant interaction effect between spectral, temporal,
and contextual information in the perception of spectrally-degraded speech. This
suggests that specific types and degradation of bottom-up information combine dif-
ferently to utilize contextual resources. These findings emphasize the importance
of taking the listener’s specific auditory abilities into consideration while study-
ing context effects. These results also introduce a novel perspective for designing
interventions for listeners with cochlear implants or other auditory prostheses.
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1Chapter 1
Introduction
The acoustic information that listeners with cochlear implants (CIs) process is
confined by the inherent limitation of the factors such as cochlear-implant proces-
sors, implantation procedure, and the pathological state of CI recipients (Zhou and
Pfingst, 2016; Moore, 2003; Miller et al., 2001; Loizou et al., 1999). For instance,
CI speech processors encode acoustic information with a significant amount of
degradation in spectral cues and temporal fine structures (Lorenzi et al., 2006).
In addition, implantation issues such as distorted tonotopic map, channel interac-
tion, improper electrode placement, or electrode insertion depth (Fu and Shannon,
1999; Bas¸kent and Shannon, 2004, 2006; Chatterjee and Shannon, 1998; Patro and
Mendel, 2016; Bas¸kent and Shannon, 2005) degrade the acoustic information deliv-
ered to implanted electrodes. The number of surviving auditory nerves is another
variable that affects both temporal and spectral encoding in peripheral auditory
system (He et al., 2017; Botros and Psarros, 2010; Moore, 2003). Therefore, the
degree of degradation in acoustic information processed by auditory nerves varies
across individuals with cochlear implants even though they are delivered the same
amount of information electrically by their auditory prosthetic devices. This in-
consistency may affect speech perception and the development of linguistic and
cognitive competencies in CI recipients.
Speech perception requires an interaction between the peripheral auditory sys-
tem, which receives and processes acoustic information, and central systems, which
decode speech signals by utilizing linguistic and cognitive mechanisms (Miller
et al., 1951; Lieberman, 1963; Kalikow et al., 1977). Phonological, prosodic, lexi-
2cal, syntactic, and semantic knowledge are some examples of linguistic information
provided by central system. These kinds of knowledge provide contextual infor-
mation, which facilitates the understanding of speech. The more listeners are
provided with contextual cues by the central system, the less they are dependent
on the fine acoustical cues processed by peripheral system (Kalikow et al., 1977).
Contextual information is especially important under conditions in which pe-
ripheral sensory input is degraded, for example, when it is poorly articulated,
spectrally degraded, or presented in noisy or reverberant environments. In these
situations, contextual information compensates for impoverished bottom-up infor-
mation, the acoustic-phonetic cues (Kalikow et al., 1977; Boothroyd and Nittrouer,
1988). For instance, Miller et al. (1951) found the accuracy of word recognition
in noise increased when words were incorporated in sentences rather than in iso-
lation. This effect was remarkable up to a certain signal-to-noise ratios (SNRs).
Moreover, it has been shown that the recognition of isolated words was more ac-
curate than the recognition of nonsense syllables (Boothroyd and Nittrouer, 1988;
Eisenberg et al., 2002). Also, listeners in difficult listening circumstances can
recognize words with higher frequency of occurrence more easy than words with
lower frequency of occurrence (Conway et al., 2014; Eisenberg et al., 2002; Luce
and Pisoni, 1998). These findings indicate that both sentence and lexical context
facilitate speech perception in adverse listening environments.
In fact, one of the most consistent findings across a wide range of method-
ologies and stimuli is that context improves speech intelligibility. A wealth of
research has demonstrated that listeners use contextual cues in adverse listen-
ing environments to improve the intelligibility (Miller et al., 1951; Warren et al.,
1970; Warren and Sherman, 1974; Kalikow et al., 1977; Elliott, 1979; Warren,
1984; McClelland and Elman, 1986; Boothroyd and Nittrouer, 1988; Nittrouer
and Boothroyd, 1990; Norris, 1994; Pichora-Fuller et al., 1995; Wingfield, 1996;
Sommers and Danielson, 1999; Dubno et al., 2000; Fallon et al., 2002; Goy et al.,
2007; Kathleen Pichora-Fuller, 2008; Sheldon et al., 2008; Sohoglu et al., 2014;
3Conway et al., 2014; Patro and Mendel, 2016). It is evident from the literature
that listeners understand speech in various listening environments by integrating
bottom-up and top-down information flow. Nonetheless, previous research that
examined contextual information revealed that context effects vary across differ-
ent listeners (Sommers and Danielson, 1999; Stelmachowicz et al., 2000; Eisenberg
et al., 2002; Conway et al., 2014; Bhargava et al., 2014). For example, Sommers
and Danielson (1999) suggested that young and old adults benefited from con-
textual information differently, and Stelmachowicz et al. (2000) suggested that
adults and children benefited from context to a different extent. Further, Eisen-
berg et al. (2002) showed that high-performing and low-performing children with
cochlear implants demonstrated different patterns of benefit from syntactic con-
text and lexical information. Later, Conway et al. (2014) found that children with
cochlear implants had a different pattern of using sentence context across word
positions in comparison with normal-hearing (NH) children. These studies em-
phasized cognitive and linguistic capabilities to explain the observed discrepancy
in context effects.
The mechanism by which temporal and spectral information of speech signals
combine with cognitive and linguistic information to facilitate speech perception
is not well understood. It has been shown that various listeners such as normal-
hearing listeners and listeners with cochlear implants weigh acoustic properties
differently to perceive speech (Winn et al., 2012; Xu et al., 2005). This indicates
the significance of peripheral low-level sensory encoding in central high-level sen-
sory decoding. This different weighting of acoustic cues may influence the effect
of degradation level in high-level cortical processes. In other words, the amount
of degradation at which listeners best make use of context may vary across stim-
uli with different amounts of spectral and temporal information. As mentioned
earlier, listeners with cochlear implants process varying degrees of acoustic infor-
mation because their ability to encode temporal and spectral information differs
across individuals. Hence, it is important to investigate how specific properties
4of sensory input might combine with cognitive and linguistic knowledge to pre-
clude or facilitate the use of contextual information for different types of listeners
with cochlear implants. Specifically, it is crucial to study how different combi-
nations of temporal or spectral deprivation may affect the ability of listeners in
using high-level contextual information to facilitate understanding speech. Various
levels of intelligibility combine with high-level contextual information to improve
speech perception depending on the level and type of acoustic degradation. It is
expected that intelligibility alone is not sufficient to predict benefit from contex-
tual information. Instead, an interaction between temporal information, spectral
information, and intelligibility provides benefit from high-level representation of
linguistic information.
The present investigations explored certain specific acoustic factors that may
affect the listener’s ability to combine contextual with peripheral information in
speech perception beyond the effects of linguistic and cognitive capacities shown
previously (Conway et al., 2014; Eisenberg et al., 2002). Specifically, the present
study investigated whether there was any differential benefit of context based on
the resolution of spectral and temporal information available in the speech signal.
Subsequently, the interaction among spectral, temporal, and contextual informa-
tion was studied by using stimuli that varied in acoustical quality and contextual
information. This was accomplished by comparing contextual facilitation among
speech signals with various degrees of spectral and temporal information. To this
goal, we have conducted two experiments. The primary goal of the first experi-
ment was to investigate how spectral degradation of acoustic information might
constrain context facilitation (Shahsavarani et al., 2015). This was done by com-
paring context effects between spectrally-degraded and natural speech in noise.
The stimuli were created in noise and presented to normal-hearing (NH) listen-
ers. The second experiment assessed the interaction of temporal information with
spectral information. Specifically, it investigated the interaction of both spectral
and temporal information with contextual facilitation. Normal-hearing listeners
5were presented with spectrally-degraded speech. All spectrally-degraded signals
were also made with more and less amplitude envelope resolution. The secondary
goal was to examine whether better overall intelligibility prompted the context-
benefit enhancement. In both experiments, the sentence context was assessed by
administering the Speech Perception in Noise (SPIN) test (Kalikow et al., 1977;
Bilger, 1984) with specially modified sentences. Several studies have used these
sentences to investigate the effect of sentence context on the intelligibility of the
final words (Sheldon et al., 2008; Kathleen Pichora-Fuller, 2008; Goy et al., 2007;
Pichora-Fuller and Souza, 2003; Dubno et al., 2000; Patro and Mendel, 2016). In
our study, the SPIN sentences were used to generate two levels of sentence context
(i.e., high-predictability final words and low-predictability final words) to evaluate
influence of high-level contextual information on the intelligibility of noise-masked,
spectrally reduced, or spectrally-temporally degraded speech.
Previous research (Patro and Mendel, 2016; Kong et al., 2015; Bas¸kent, 2012;
Chatterjee et al., 2010; Pollack and Pickett, 1964; Miller et al., 1951) has shown
that top-down information can greatly improve speech recognition for stimuli with
a certain amount of degradation. That is, it fails to facilitate speech perception
down to a point of degradation. In Experiment 1, we hypothesized that the
degree of benefit would differ across conditions due to different degrees of available
spectral information. Nevertheless, it was expected that listeners would benefit
from context for all stimuli. Specifically, the results of this experiment showed
whether the context effect for spectrally-degraded speech with 8 and 4 frequency
bands was comparable with the context effect for natural speech in noise.
The amplitude envelope of noise-voceded sounds are better encoded compared
with their spectral components. Listeners, therefore, rely more on temporal cues
(e.g, durational cues) than spectral cues (e.g., formant cues) in speech perception
(Winn et al., 2012). This different reliance may interact with contextual cues to
facilitate speech recognition. In Experiment 2, we speculated an interaction effect
between spectral, temporal, and contextual information. Also, we expected this
6interaction would affect the correlation between the overall intelligibility and con-
text benefit. These results would suggest the listeners’ abilities to encode different
acoustic cues might influence how to activate top-down processes to benefit from
high-level contextual cues.
Results of the current investigation will help us understand the differential
effects of acoustic properties and semantic predictability on the intelligibility of
speech. They should suggest new avenues to better understand, interpret, and
model the abilities of listeners with cochlear implants to utilize contextual infor-
mation. On a practical level, they should present a new perspective for designing
speech-processing techniques of cochlear implants, or other auditory prostheses.
In the second chapter, the foundation for current study is explained. Specifically,
the previous research on context effects in normal-hearing listeners and listeners
with cochlear implants is reviewed. In addition, different methodologies for quan-
tification of the context effects are discussed. In the third chapter, Experiment 1
is described. This experiment studied the effect of spectral resolution on context
facilitation by comparing context effects between spectrally-degraded and natural
speech in noise. The fourth chapter discusses Experiment 2. This experiment
investigated the interaction of temporal and spectral information with context
effects under spectrally and temporally degraded listening conditions. The fifth
chapter concludes this study by giving conclusions and various directions of future
work.
7Chapter 2
Context Effect: Normal Hearing vs. Cochlear-implant Lis-
teners
2.1 Contextual Cues in Speech Perception
2.1.1 Context Effects in Normal-hearing Listeners
Kalikow et al. (1977) devised a test to clinically evaluate the process of acoustic-
phonetic information as well as assessing linguistic-cognitive competence of lis-
teners in speech perception. Their test was developed to require a single-word
response. The listeners’ task was to write down or repeat back the final word
of each sentence. The final words had two different degrees of predictability,
which imposes different amount of linguistic-cognitive loads: contextually rich or
high predictability (HP) and contextually poor or low predictability (LP). The
test has 250 high-predictability and 250 low-predictability sentences. The high-
predictability sentences introduced a potential utilization of syntactic, semantic,
and prosodic information available by preceding words to understand the final
words as well as utilization of acoustic and lexical information related to the tar-
get words itself. In contrast, low-predictability sentences did not provide strong
semantic information for understanding the final words. As a result, listeners
depend mostly on acoustic and lexical information.
Kalikow et al. (1977) conducted an experiment by administering their test
in which 20 normally-hearing (NH) listeners were presented with 250 HP and
250 LP sentences at different signal to noise ratios (SNRs). The sentences were
recorded by a male talker. A babble noise background was also generated by
12 talkers while they were reading continuous text simultaneously. The signal
8Figure 2.1: The scores of high-predictability (PH) and low-predictability (PL)
sentence versus signal to noise ratio (SNR) for young and old listeners. Reprinted
with permission from Kalikow et al. (1977). Copyright 1977, Acoustic Society of
America.
to noise ratios (SNRs) were varied form −5 to +10 dB. The participants were
divided into two groups of age: 10 young and 10 old participants. Figure 2.1
demonstrates the percent correct recognition of the final words versus different
values of SNR in high-predictability and low-predictability sentences. The results
indicated that both young and old participants benefited from predictability. As
can be seen, the slope of high-predictability scores is greater than the slope of low-
predictability scores and there is a notable gap between these two plots for both
young and old listeners. Kalikow et al. (1977) used the difference between high-
predictability and low-predictability scores to measure the contribution of context.
Figure 2.2 shows this effect versus percent correct of low-predictability sentences.
The diagonal in Figure 2.2 shows the maximum possible context effect for each
percent correct of low-predictability sentences. The maximum difference between
high-predictability and low-predictability percent correct can be inspected and
compared across groups.
9Figure 2.2: The difference between high-predictability (PH) and low-predictability
(PL) scores vs low-predictability (PL) scores for young and old listeners. Reprinted
with permission from Kalikow et al. (1977). Copyright 1977, Acoustic Society of
America.
Boothroyd and Nittrouer (1988) studied context effects differently than Ka-
likow et al. (1977). Kalikow et al. (1977) quantified the effect of context by using
the arithmetic difference scores between contextually rich (high-predictability) and
contextually poor (low-predictability) conditions. In this method the probability
of recognition of low-predictability sentences could potentially have a negative ef-
fect on context effect measurement. In contrast, Boothroyd and Nittrouer (1988)
quantified context effects by introducing k and j factors as explained in Section
2.2.3 (see equations (2.4) and (2.7)). This measurement did not depend on the
recognition probability of speech units without context. More specifically, they
claimed that k was constant as far as the test material, type of stimulus degra-
dation, and participant pool remained the same. Therefore, the k and j factors
changed as the contextual information changes. They conducted two experiments
with normal-hearing listeners. In the first experiment, percent correct recognition
of phonemes and words was measured as a function of contextual information at
different signal to noise ratios (SNR). They used meaningful and nonsense CVC
(i.e., Consonant-Vowel-Consonant) syllables to have two degrees of contextual in-
formation. In the second experiment, percent correct recognition of words and
sentences was measured as a function of contextual information at different values
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of SNR. They used sentences with three different degrees of word predictability:
high predictability (HP), low predictability (LP), and zero predictability (ZP).
The high-predictability sentences had both semantic and syntactic information
whereas low-predictability sentences were only syntactically appropriate. Each
set of sentences had 20 simple, declarative, and four-word monosyllabic sentences.
The zero-predictability sentences had random sequence of four words from high-
predictability and low-predictability sentences. They found that normal-hearing
listeners benefited from semantic information in sentences more than other con-
textual sources such as lexical information.
2.1.2 Context Effects in Cochlear-implant Users
Eisenberg et al. (2002) studied the effect of lexical information on isolated
and in-sentence word recognition. They controlled the lexical information by the
frequency and neighborhood density of words. High-frequency words occur more
frequently than low-frequency words do in everyday life. This leads to easier recog-
nition of high-frequency words compared to low-frequency words. The number of
words that are similar to the target word determines neighborhood density. The
less dense the neighborhood of a word is, the easier the word is recognized in
adverse listening environments. The goal of their study was to determine whether
the lexical effects on word and sentence recognition would be different between
normal-hearing children and children with cochlear implants. They used two kinds
of words and sentences: lexically easy and lexically hard. Lexically-easy words had
high frequency of occurrences and sparse neighborhood while lexically-hard words
had low frequency of occurrences and dense neighborhood. The word recognition
was assessed in normal-hearing children under two conditions: reduced audibility
and spectrally-degraded conditions. The word recognition was also assessed in
children with cochlear implants. Their results showed that both normal-hearing
children and children with cochlear implants recognized isolated and in-sentence
lexically-easy words with greater accuracy than lexically-hard words. Further,
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normal-hearing and high-performing implant users recognized words in sentences
with greater accuracy compared with isolated words. This is because syntactic
information in a sentence provides more contextual information that improves
word recognition. Their results also demonstrated that normal-hearing listeners
under spectrally-degraded condition and low-performing implant users benefited
from context more than normal-hearing listeners under reduced audibility and
high-performing implant users. This implied that these children relied more on
broad phonetic characteristics (frequency and neighborhood density) because of
fine acoustic-phonetic degradation. Moreover, the low-performing implant users
recognized in-sentence words with less accuracy compared with isolated words.
This finding was at odds with the pattern observed in most normal-hearing and
high-performing implant children. The investigators argued these children encoded
the sentences as unrelated words, which hindered the use of syntactic information
and imposed more demand on short-term memory.
Conway et al. (2014) compared the effect of sentence context between normal-
hearing children and deaf children with cochlear implants. Unlike Eisenberg et al.
(2002), who assessed the effect of sentence context by comparing in-sentence and
isolated word recognition, they studied the effect of sentence context by compar-
ing word recognition at different places within a sentence. Their conjecture was
that words at the end of sentences would be recognized easier than words at the
beginning of sentences. This is due to the fact that the semantic and syntactic
information increases at the end of sentences. They used sentences with lexically-
easy and lexically-hard words (Eisenberg et al., 2002). These sentences were pre-
sented to children with cochlear implants without any processing. However, the
sentences were spectrally-degraded to 4 frequency channels before presenting to
normal-hearing children. The results revealed that children with cochlear im-
plants, on average, did not use sentence context to improve word recognition.
In contrast, normal-hearing children showed a different pattern of word recog-
nition across word positions. More specifically, normal-hearing children showed
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improvement across word positions, especially for the lexically-hard sentences.
The authors argued that the observed discrepancy between normal-hearing chil-
dren and children with cochlear implants was probably rooted from differences in
cognition or language capabilities. This study was in agreement with Eisenberg
et al. (2002) who claimed children with cochlear implants processed sentences “as
strings of unrelated words.” The present work is an attempt to make these claims
more specific.
2.2 Context-effect Quantification
In this section, three methods that can be used to quantify context effects are
described. The first and the second methods are common approaches (Kalikow
et al., 1977; Kirk et al., 2012) whereas the third method is a more specific approach
based on the predictions of simple probability theory (Boothroyd and Nittrouer,
1988).
2.2.1 Percent Correct Difference
Let pc and pi be the percent correct word recognition of speech with and
without certain contextual information, respectively. The difference between pc
and pi is commonly used to quantify the effect of contextual information on word
recognition. This method has two main disadvantages. First, ceiling and floor
effects jeopardize its output. That is, if the percent correct word recognition
without contextual information is 100%, there will be no room for using context to
improve speech perception. On other hand, if the percent correct word recognition
with contextual information is 0%, the difference in percent correct will be zero.
Fortunately, the ceiling and floor effects can be controlled by using noise maskers
or other degradation to ensure that the percent correct word recognition under no-
contextual-information condition stays in a range that allows speech improvement.
The second disadvantage is the intrinsic nonlinearity of using difference scores.
That is, the relationship between the magnitude of the difference and use of context
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is not linear. More specifically, the use of context that leads to increase in percent
correct from 5% to 15% is not equivalent to the use of context that leads to increase
percent correct from 75% to 85%. In sum, the magnitude of differences in percent
are not comparable.
Fortunately, the mathematical transformation of the difference in percent-
correct scores can ameliorate the nonlinearity (Studebaker, 1985). This trans-
formation can make the representation of the effect linear. Also, it homogenizes
the variances, which is easier for ANOVA tests. In the present investigations,
the rationalized arcsine transform (R) introduced by Studebaker (1985) has been












where X is the number of correct answers, N is the total number of answers, T is
the arcsine transformed of the score, and R is the rationalized arcsine transformed
score.
2.2.2 Performance Gain
There are some conditions in which the sentences without context are intelligi-
ble enough that might preclude any benefit from context. In these cases, the gain
in performance relative to maximum possible performance can be used to measure
context effects (Kirk et al., 2012; Conway et al., 2014). The gain in performance
is the difference between scores with and without context. The maximum possible
performance is the difference between the maximum possible score and the score
without context. Following equation summarizes this measure
Gain =
Sc − Si
Sm − Si , (2.2)
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where Sc, Si, and Sm stand for scores of contextually rich sentences, scores of
contextually poor sentences, and the maximum possible score, respectively. In the
current study, performance gain was used as well as rationalized arcsine transfor-
mation.
2.2.3 Boothroyd-Nittrouer Method
Boothroyd and Nittrouer (1988) quantified context effects by developing two
equations, which lead to two mathematical factors: k and j. The first factor, k,
establishes a relation between the probability of speech recognition with context
and without context. To obtain this relation, it is assumed that the effect of
context is equivalent to adding statistically independent sensory data to speech
without context. Based on this assumption, the logarithms of error probabilities
of speech recognition with context and speech recognition without context are
additive. That is,
log(1− pc) = log(1− pi) + log(1− px), (2.3)
where pc is the probability of recognition of a speech unit when the contextual
information is available and pi is the probability of recognition of a speech unit
without contextual information. In equation (2.3), px refers to the probability of
recognition of speech unit due to contextual information alone. It is also assumed
that log(1 − px) is proportional to log(1 − pi). Consequently, the equation (2.3)
can be simplified to
k =
log(1− pc)
log(1− pi) , (2.4)
where k is a constant and independent of the degree of speech degradation. It
represents the amount of benefit provided by contextual information.
The second factor, j, relates the probability of recognition of whole speech
unit and the probability of recognition of a part of speech unit. For example, in
sentence recognition, the sentence is the whole speech unit and each word is a
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part of speech unit. For another example, in word recognition, the word is the
whole speech unit and each phoneme is considered to be a part of speech unit. If





where pw is the probability of recognition of the whole speech unit, pp is the
probability of recognition of a part in whole speech unit, and n is the number of
parts. If n is equal to one, it means that just one part of a whole speech unit is
enough to recognize the speech unit. On the other hand, if n is equal to the total
number of parts in a speech unit, it implies that all parts are required to recognize









where the value of j should monotonically decrease as the contribution of context
increases in speech unit recognition. Although k and j factors are not sensitive
to ceiling and floor effects, they are highly affected by very low and high error
probabilities. That is, the error probabilities less than 0.05 and greater than 0.95
are excluded from computation due to ill-defined logarithm. In contrast the score
difference used by Kalikow et al. (1977) is sensitive to ceiling and floor effects.
However, the arcsine score transformation or performance gain can be used to
ameliorate this problem. On the other hand, in the current study, we administered
the Speech Perception in Noise (SPIN) sentences (Kalikow et al., 1977) in which
the listeners’ task was to write only the final word of each sentence not the whole
sentence. As a result, j factor—introduce by Boothroyd and Nittrouer (1988)—
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could not be employed to capture context effect as it can relate the recognition
probability of the whole sentence to the probability of the final word. This, along
with ill-defined logarithm for very low and high error probabilities in k factors,
convinced us to employ score differences and performance gains to quantify context
effects in our experiments. Further experimental designs are warranted in the
future to evaluate context effect employing k and j factors and compare it with
the results presented in the current dissertation.
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Chapter 3
Experiment I: Context Effect on Natural Speech in Noise
and Spectrally Degraded Speech
3.1 Introduction
Previous research on using contextual information has revealed that context
effects vary across different listener groups (Conway et al., 2014; Eisenberg et al.,
2002; Sommers and Danielson, 1999). For example, Eisenberg et al. (2002) found
that high-performing and low-performing children with cochlear implants (CI)
demonstrated different patterns of benefit from syntactic context and lexical infor-
mation. Conway et al. (2014) showed that children with CI had a different pattern
of using sentence context across word positions in comparison with normal-hearing
(NH) children. These studies emphasized cognitive and linguistic capabilities to
explain the discrepancy in context effects. To our best understanding, there is
no study that takes into consideration the presence or absence of specific acoustic
characteristics when assessing context effects. Various listeners such as NH listen-
ers and CI users weigh acoustic properties differently to perceive speech (Winn
et al., 2012; Xu et al., 2005). Hence, it is important to investigate how specific
properties of sensory input might combine with cognitive and linguistic knowledge
to preclude or facilitate the use of contextual information.
The present study explored certain acoustic factors that may affect the lis-
tener’s ability to combine contextual with peripheral information in speech per-
ception beyond the known effects of linguistic and cognitive capacities shown pre-
viously Conway et al. (2014) and Eisenberg et al. (2002). Specifically, the present
study investigated whether there was any differential benefit of context based
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on the resolution of spectral information available in the speech signal. Subse-
quently, the interaction between context and spectral degradation was studied
using stimuli that varied in spectral quality and contextual availability. This was
accomplished by comparing contextual facilitation between spectrally-degraded
and natural speech. The stimuli were created in noise and presented to normally-
hearing listeners. Spectrally-degraded speech was generated with two different
degrees of spectral quality. Spectrally-degraded speech simulates the listening en-
vironment of people with CIs in which the signals have rich amplitude envelope
information and lack fine-grained frequency information (Shannon et al., 1995).
Shannon et al. (1995) introduced a noise-vocoding technique to manipulate fre-
quency information by replacing the frequency-specific information with a small
number of amplitude-varying noise bands. Previous studies suggested that four
or eight frequency bands could approximate the performance of cochlear implant
listeners (Winn et al., 2012).
The goal of the present work was to investigate how spectral degradation of
acoustic information might constrain context facilitation. Results of the current
investigation help us understand the effects of frequency resolution and semantic
predictability on the use of context in speech perception. It was hypothesized
that the degree of benefit would differ across conditions due to different levels of
available spectral information. Nevertheless, it was expected that listeners would
benefit from context for all stimuli. The result will suggest new avenues to better
understand, interpret, and model the abilities of CI users to utilize contextual
information.
3.2 Methods
This study was conducted in Speech Perception Laboratory at University of
Nebraska-Lincoln and approved by University of Nebraska-Lincoln Institutional
Review Board (IRB). All participants read and signed an IRB provided informed
consent form before each experimental session (see Appendix E).
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3.2.1 Participants
Participants were 24 university students (mean age = 20 yr, standard deviation
= 2 yr; 23 female and 1 male) from Department of Special Education and Com-
munication Disorders at University of Nebraska- Lincoln. All participants were
native speakers of American English, 19 years or older, and reported no hearing
or cognitive problems.
3.2.2 Speech Test Materials
In the present investigation, the Revised Speech Perception in Noise (R-SPIN)
test was administered (Bilger et al., 1984) as speech test materials. This test
consisted of 200 monosyllabic target words that were the final words in both
200 low-predictability (LP) sentences and 200 high-predictability (HL) sentences.
All sentences were divided into eight lists of 50 sentences. All lists were equally
balanced for equal intelligibility, final key word, phonetic content, length, famil-
iarity, and predictability. Each list included 25 high-predictability sentences and
25 low-predictability sentences. In the R-SPIN test, each odd-numbered list had
a complementary even-numbered list. That is, final words that were predictable
in the first list were not predictable in the second list at each pair. This test was
originally developed by Kalikow et al. (1977) to assess everyday speech perception
when listeners use linguistic and cognitive resources. Later, Bilger et al. (1984)
revised and standardized the SPIN test for use with hearing-impaired listeners.
All revised sentences were originally recorded by a male speaker and the babble
was spoken by 12 simultaneous talkers. Both the sentences and the babble were
digitally available by the revised SPIN test CD version 2. Table 3.1 shows sen-
tence examples from the SPIN lists. The final word of each sentence—the target
word—is marked with bold texts. The words preceding the final target word in a
high-predictability sentence provided semantic cues. This helps the listener pre-
dict the target word, which consequently increases the probability of recognition.
In contrast, the words preceding the target word in a low-predictability sentence
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do not provide semantic cues. As a result, the listener does not benefit from
within-sentence semantic information as much as they do in high predictability
sentences. In the current experiment, lists 3-8 of the R-SPIN were used to gener-
ate the experimental stimuli.
Table 3.1: Example SPIN sentences.
SPIN Sentence List Number Predictability
Stir your coffee with a spoon. 1 High
Bob could have known about the spoon. 2 Low
Watermelons have lots of seeds. 3 High
You have considered the seeds. 4 Low
David might consider the fun. 5 Low
Playing checkers can be fun. 6 High
We did not discuss the shock. 7 Low
The bad news came as a shock. 8 High
3.2.3 Signal Processing
All signal processing was performed off-line by using custom-designed software
(MATLAB, 2014) and Audacity (Team, 2014) to generate two kinds of stimuli:
natural speech in noise and spectrally-degraded speech. The test sentences were
mixed with 12-speaker babble in MATLAB at 0 dB signal to noise ratio (SNR)
to construct natural speech in noise. The specific SNR of the natural speech was
selected because it falls within the range of typical human communication (Teder,
1990). Further, the maximum difference between high-predictability and low-
predictability scores has been observed at this level of SNR (Kalikow et al., 1977).
In addition, test sentences were spectrally reduced to 4-band and 8-band noise-
vocoded signals to construct the spectrally-degraded speech. A noise-vocoding
technique and frequency bands similar to that of Shannon et al. (1995) was im-
plemented using MATLAB. The frequency bands were also selected to maximize
phonetic cues used in speech perception. The goal of vocoding was to systemat-
ically reduce spectral information in the speech signal while preserving the am-
plitude and time information. The test sentences were first mixed with the same
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12 multitalker babble at a favorable SNR (+18 dB) before generating spectrally-
degraded stimuli. This specific SNR was chosen, based on pilot results, to allow
8-band speech to be comparable in intelligibility with natural speech in noise.
In the pilot study, the noise-vocoded signals were presented at different SNRs to
normal-hearing listeners. The speech intelligibility was compared with the speech
intelligibility of natural speech in noise.
Prior to constructing the stimuli, the speech sounds and multitalker babble
were extracted from the R-SPIN materials provided on a stereo CD distributed by
University of Illinois (ref: the R-SPIN was available on CD for a nominal charge
through the Department of Speech and Hearing Science, University of Illinois,
Champaign, IL 61820). The speech sounds on the CD were originally recorded at
+8 dB SNR and a sampling rate of 22 kHz with 16-bit amplitude resolution. In the
current experiment, a 5 kHz low-pass filter was applied to all R-SPIN sentences and
multitalker babble using Audacity. Audacity was also used to extract the sentences
into separate files and to downsample the sentences and babble to 11.025 kHz. The
sentences were mixed with the multitalker babble in MATLAB at different SNR
levels (0 dB, +18 dB) as the different stimulus conditions required.
Table 3.2: Frequency bands (kHz) of 4- and 8-band spectrally-degraded speech
Stimulus Type
Frequency Band 8-band 4-band
1 0.0 - 0.4 0.0 - 0.8
2 0.4 - 0.8 0.8 - 1.6
3 0.8 - 1.6 1.6 - 2.4
4 1.6 - 2.0 2.4 - 5.0
5 2.0 - 2.4
6 2.4 - 3.2
7 3.2 - 4.0
8 4.0 - 5.0
The noise-vocoding technique as described by Shannon et al. (1995) was adapted
to spectrally degrade speech signals. That is, the speech signal was divided into
several frequency bands by using a bank of band-pass filters. The amplitude enve-
lope of each band was extracted by applying half-wave rectification and a low-pass
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filter. This amplitude envelope was further used to modulate the white noise with
the same bandwidth. This procedure degrades fine-grained spectral information
withing the frequency bands while preserving amplitude envelope information.
Finally, all modulated frequency bands were summed to construct a spectrally
degraded speech signal. In our experiment, the number of band-pass filters was
set to either 4 or 8 to generate stimuli with two levels of spectral degradation. In
doing so, after mixing the sentences with multitalker babble at +18 dB SNR, the
speech signals were divided into the desired frequency bands (i.e., 4 or 8 frequency
bands) by using a bank of minimum order band-pass FIR Equiripple filters with
density factor of 20 and frequency range 0 − 5 kHz. Table 3.2 demonstrates the
desired frequency bands of the bandpass filters. We used Filter Design and Anal-
[
The magnitude response of filters used in constructing 4-band spectrally-
degraded speech: FIR Equiripple, attenuation 80 dB, and density factor 20
(MATLAB, 2014), band 1 is blue, band 2 is red, band 3 is yellow, and band 4 is
purple.]
Figure 3.1: The magnitude response of filters used in constructing 4-band
spectrally-degraded speech: FIR Equiripple, attenuation 80 dB, and density factor
20 (MATLAB, 2014), band 1 is blue, band 2 is red, band 3 is yellow, and band 4
is purple. Note the quality of pass-bands, stop-bands, and filter slopes.
ysis Tool (FDAtool) from Signal Processing Toolbox in MATLAB to design the
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filters. The amplitudes of the pass bands were set at −1 dB. The amplitude of
stop bands were set at −80 dB. The roll-off of the filters were contained within
200 Hz of the cutoff frequencies (i.e., fstop = fpass± 200 Hz). We used Filter Visu-
alization Tool (FVtool) from Signal Processing Toolbox in MATLAB to visualize
the magnitude response of the filters designed for current experiment. Figure 3.1
illustrates an example of the magnitude response of the filters used in construc-
tion of the 4-band stimuli. To extract the amplitude envelope of each band to
Figure 3.2: Schematic diagram of the procedure, which generated noise-vocoded
speech signals from the original natural speech with four frequency bands were
generated. The number of band-pass filters determines the number of frequency
channels. This technique preserved amplitude envelope information while degrad-
ing spectral information.
modulate the white noise of the same bandwidth, we implemented a technique
that was equivalent to half-wave rectification and low-pass filtering. That is, the
signal of each band was multiplied by a random vector of 1 and −1 to generate
its envelope shaped noise (ESN). The envelope shaped noise of each frequency
band was further processed by applying a band-pass filter of the same bandwidth.
This is mathematically equivalent to extracting the amplitude envelope of each
band to modulate white noise of the same bandwidth. This process obliterates
all frequency-specific information while preserving amplitude information. Figure
3.2 illustrates the schematic diagram of generating noise-vocoded signals with four
frequency bands. Figure 3.3 depicts the spectrogram of a natural speech signal in
noise and noise-vocoded speech with 4 and 8 frequency channels.
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Figure 3.3: Spectrograms of one base sentence form SPIN lists (i.e., kill the bugs
with this spray) for three stimulus conditions in the current experiment: (A)
natural speech in noise, (B) noise-vocoded speech with eight frequency bands,
and (C) noise vocoded speech with four frequency bands.
3.2.4 Design
Listeners were randomly assigned to two groups with different stimulus pre-
sentation orders in a modified Latin square design. In the first group, the order
of stimulus presentation was: (1) natural speech in noise; (2) 8-band speech;
(3) 4-band speech. In the second group, the stimulus presentation order was re-
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versed. To prevent listeners from listening to the same final words under different
conditions, the listeners were only presented with either odd-numbered forms or
even-numbered forms. That is, the first group was presented with odd-numbered
forms (i.e., 3, 5, and 7) whereas the second group was presented with the com-
plementary, even-numbered forms (i.e., 4, 6, 8). For each group, listeners were
randomly assigned to three subgroups in which different R-SPIN forms were used
to generate stimuli for each condition. For example, List 3 was used to generate
4-band speech for the first subgroup, List 5 was used to generate 4-band speech
for the second subgroup, and List 7 was used to generate 4-band speech for the
third subgroup.
3.2.5 Procedure
The experiment was conducted in a sound-treated listening suite in the Speech
Perception Laboratory at University of Nebraska-Lincoln. All stimuli were equi-
librated internally to the same RMS levels using custom-designed software devel-
oped by Thomas Carrell, and were presented at a sampling rate of 11.025 kHz
and a quantization depth of 16 bits. The sentences were presented to both ears
via closed circumaural headphones (Sennheiser HD-280 Pro) at peak speech lev-
els of approximately 68 dB SPL. The maximum room noise level at each listener
stations was 30 dB SPL or lower. Custom software written in C++ at the Speech
Perception Laboratory controlled the timing and sequencing of the sentences. All
sentences within a list were presented consecutively without any repetitions, with
a 3500 ms inter-stimulus interval (ISI). There was a one-minute time interval be-
tween each 50-word sentence list. The participants’ task was to write the final word
of each sentence on the answer forms (see Appendix G). They were informed that
all final words were real English words and they were instructed to write whatever
they heard and also encouraged to guess when the target word was not clear. At
each test session, 150 sentences—50 sentences for each stimulus condition—were
presented. Each sentence began with an alerting trial number spoken by a female
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500 ms prior to the sentence. The multitalker babble began 15 milliseconds before
the onset of each sentence and terminated 15 milliseconds after the end of each
sentence. One to four listeners were tested in adjoining booths per session. They
were provide written and oral instructions but were given no practice or famil-
iarization with the types of stimuli they would be hearing. After answering any
questions the listeners may have had, the experimenter left the listening room and
began the experiment from the control room. Each test session took 30 minutes
or less.
3.2.6 Data Analysis
In this experiment, the proportion of the correct final-word recognition was
calculated for the high-predictability (HP) and low-predictability (LP) sentences
for all stimuli conditions (i.e., 4-band, 8-band, and natural speech in noise) to
measure the accuracy of final-word recognition. It should be pointed out that the
answer was accepted as a correct response if it was the plural or singular form of
the target word. For low-predictability sentences, the homophonic answers of the
target words (e.g., “pray” as the answer for the target word of “prey”) were also
accepted as correct responses. Further, the magnitude of the difference between
high-predictability (HP) and low-predictability (LP) scores was used to quantify
the effect of predictability (i.e., semantic information) on intelligibility. Prior
to calculating this difference, the high-predictability (HP) and low-predictability
(LP) scores were transformed into rationalized arcsine units (rau). This was used
to ameliorate the inherent nonlinearity in proportional data (Studebaker, 1985).
As previously explained in Section 2.2, an increase of percent correct final-word
recognition from 20% to 30% is not equivalent to an increase from 80% to 90%
(Boothroyd and Nittrouer, 1988). Hence, the difference between the percent HP
and LP sentences is not comparable due to this nonlineariy (Studebaker, 1985).
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3.3 Results
Figure 3.4 illustrates the mean values of raw percent correct (before apply-
ing the rationalized arcsine transform) for each condition and predictability. As
can be seen, there is an increase in the final-word recognition accuracy in high-
predictability (HP) scores across all degraded speech stimuli. This implies that
normal-hearing listeners took advantage of semantic context at different levels and
types of degradation even when the intelligibility was low as in low-predictability
(LP) sentences of 4-band speech.
Figure 3.4: The mean percent final-word recognition of R-SPIN sentences for 4-
band speech in noise (+18 dB SNR), 8-band speech in noise (+18 dB in noise),
and natural speech in noise (0 dB SNR). The error bars represent +1 standard
error.
To assess the effect of predictability, the raw scores were transformed into
rationalized arcsine units (rau). A two-way repeated measures analysis of vari-
ance (ANOVA) was conducted on the rau-transformed scores. This revealed that
there was a significant interaction effect between the context and stimulus type
(F (2, 46) = 7.7, p < 0.01, η2 = 0.25). Thus, the effect of context was different at
least for one type of stimulus. To quantify the effect of context, the difference
between rau-transformed scores of HP and LP sentences (HP-LP) was calculated.
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Figure 3.5 depicts the mean difference (HP-LP) for all conditions. The pairwise
comparisons with Holm p-value adjustment indicated a significant mean effect be-
tween 4-and 8-band speech (p < 0.01), and between 4-band speech and natural
speech in noise (p < 0.01). There was no significant mean effect between 8-band
speech and natural speech in noise (p > 0.1). Furthermore, there is a significant
context effect (F (1, 23) = 344.2, p < 0.0001, η2 = 0.94), which implies listen-
ers benefited from semantic cues. A significant stimulus effect was also observed
(F (2, 46) = 93.1, p < 0.0001, η2 = 0.9), which is evidence that the intelligibility
was not equal across conditions.
Figure 3.5: The mean difference between rau-transformed scores of final-word
recognition in high-predictability (HP) sentences and low-predictability (LP) sen-
tences for 4-band speech in noise (+18 dB SNR), 8-band speech in noise (+18
dB SNR), and natural speech in noise (0 dB SNR). The error bars represent +1
standard error.
Further investigation, by applying pairwise comparisons with Holm p-value
adjustment, indicated the difference between HP and LP scores in 4-band speech
was significantly smaller than the difference between HP and LP scores in 8-band
and natural speech. This finding suggested that the benefit from context in 8-band
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speech was the same as the benefit from context in natural speech. However, the
benefit from context in 4-band speech was less than the benefit from context in
natural speech. The pairwise comparisons with Holm p-value adjustment were also
applied to raw scores of HP sentences across conditions. A significant difference
(p < 0.0001) between HP sentences in 4-band and 8-band speech, and in 4-band
speech and natural speech in noise was observed. This significance was absent
between HP sentences in 8-band speech and natural speech in noise. Likewise, the
pairwise comparisons with Holm p-value adjustment were applied to raw scores of
LP sentences across conditions. The result indicated that the intelligibility of LP
sentences was significantly different across conditions (p < 0.0001). This difference
was more modest between 8-band speech and natural speech in noise (p < 0.05).
Although the intelligibility of LP sentences in 8-band speech was less than natural
speech, this difference did not reach significance (p < 0.06).
All together, the result showed that NH listeners used semantic predictability
while listening to spectrally-degraded and natural speech in noise. The extent
to which the group of listeners used context was equal for 8-band and natural
speech although the intelligibility of LP sentences in 8-band speech was less than
the intelligibility of LP sentences in natural speech. On the other hand, listeners
benefited from semantic predictability to the lowest degree in 4-band speech where
the intelligibility of final words in 4-band speech was less than other conditions.
This pattern of results may indicate that the benefit of predictability was less for
the 4-band spectrally-degraded stimuli than for all other conditions.
3.4 Discussion
The current study indicated that normal-hearing listeners used contextual in-
formation when presented with spectrally-degraded and natural speech in noise.
The extent to which listeners used context was equal for 8-band speech and nat-
ural speech in noise, albeit low-predictability words in 8-band speech were less
intelligible than low-predictability words of natural speech. On the other hand,
30
listeners benefited least from the degree of predictability in 4-band speech where
the intelligibility was less than in the other conditions. That is, the eight fre-
quency bands were sufficient to allow normal-hearing listeners taking advantage
of context to the same degree as they did in natural speech. Although the ratio-
nalized arcsine transform was employed to compensate for the nonlinear nature of
the percentage-based scale, the nonlinearity was likely not to have been entirely
eliminated. Therefore, this interpretation was obscured by a floor effect that was
not thoroughly counteracted by the arcsine transform. Further investigation will
be required to resolve this uncertainty.
To recognize words, both temporal and spectral information are required (Xu
et al., 2005). For a particular word, several multi-dimensional and redundant
acoustic cues are available in the temporal and spectral domains (Winn et al.,
2012). This redundancy permits speech signals to be degraded to some degrees
without any deficit in speech recognition (Xu et al., 2005). It was also shown
that the degradation of speech in one dimension could be compensated to some
extent by other dimensions (Repp, 1982). That is, listeners use different strate-
gies depending on the resolution of the available acoustic cues to increase the
accuracy of their perception. In spectrally-degraded speech, the amplitude in-
formation is preserved whereas the fine-grained spectral information is reduced.
However, there are some wide-band cues in the frequency domain that can be
retained in the speech as well as temporal envelope (Dorman et al., 1997). As
spectral information is reduced, listeners rely more on the non-spectral cues pro-
vided by the temporal amplitude envelope (Shannon et al., 1995; Xu et al., 2005).
A parsimonious interpretation of the results in the current-study results is that
the wide-band frequency information provided by 4-band speech, along with the
preserved temporal cues might not be sufficient for listeners to derive benefit from
context to the same degree possible with 8-band and natural speech. In the 8-
band speech, the preserved temporal and wide-band frequency information was
sufficient to provide similar contextual benefit as the temporal and spectral cues
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did in the natural speech in noise. In addition, noise-vocoded signals lack tem-
poral fine structure. Further investigation is warranted to reveal the differential
context effects related to absence, presence, or reinforcement of different acous-
tic properties such as temporal fine structure and temporal envelope information.
The present results showed a difference in the benefit of predictability depend-
ing the quality of frequency information. In the next experiment (Chapter 4),
the interaction of the temporal and spectral information with word predictability
was examined. The result of these experiments will cast light on understanding
how listeners with various kinds of hearing loss might be deprived of or benefit
from contextual information depending on the extent to which different acoustic
information are available.
3.5 Conclusion
In this experiment, the benefit from predictability was assessed in spectrally-
degraded speech and compared with the benefit from predictability in natural
speech in noise. We used a noise-vocoded technique to generate spectrally-degraded
speech with four and eight frequency channels. The result showed that normal-
hearing listeners benefited from predictability in all conditions. Nevertheless,
the extent to which they used context was not the same across listening con-
ditions. That is, they benefited equally from predictability while listening to
8-band spectrally-degraded speech and natural speech in noise; in contrast, the




Experiment II: Context Effect on Word Recognition and
Phoneme Identification in Spectrally and Temporally De-
graded Speech
4.1 Introduction
Listeners with cochlear implants receive speech signals that lack fine-grained
spectral and temporal information while having temporal information regarding
amplitude envelope (Shannon et al., 1995). Compared with normal-hearing lis-
teners, the bottom-up information in listeners with cochlear implants is vastly
degraded. The degree of this degradation is not consistent across individuals with
cochlear implants. There are several technical and pathological variables that im-
pact the quality of bottom-up information encoded in auditory nerves of listeners
with cochlear implants. Electrode mapping, the depth of implanted electrodes,
the number of implanted electrodes, and electrode interaction are some examples
of technical factors that influence spectral and temporal resolution (Patro and
Mendel, 2016). The number of surviving auditory neurons, the temporal charac-
teristics of auditory nerves, and the time of implantation are some examples of
pathological factors that impact the quality of acoustic information encoded in
peripheral auditory systems of listeners with cochlear implants (He et al., 2017).
In adverse listening environments where acoustic cues are degraded, normal-
hearing listeners exploit information from top-down processes to compensate for
sparse bottom-up information. It has been shown that the more speech is de-
graded, the more normal-hearing listeners rely on high-level linguistic or cognitive
resources to increase speech intelligibility (Patro and Mendel, 2016; Grant and
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Seitz, 2000; McClelland and Elman, 1986; Kalikow et al., 1977). However, this
benefit depends on the level of degradation. That is, acoustic-phonetic cues that
are severely degraded fail to activate top-down processes (Patro and Mendel, 2016;
Kong et al., 2015).
Previous research has shown that the pattern of benefit from top-down infor-
mation is different between normal-hearing listeners and listeners with cochlear
implants (Eisenberg et al., 2000; Conway et al., 2014). The effect of cognitive
and linguistic capabilities on contextual facilitation has been discussed to explain
this discrepancy in context effect. However, the interaction between bottom-up
and top-down information flow is not well studied. Past studies have argued that
listeners with cochlear implants and normal-hearing listeners appear to adopt dis-
tinct strategies to weigh acoustic cues in speech perception (Winn et al., 2012;
Xu et al., 2005). This suggests that bottom-up information possibly influences
high-level top-down processes. In fact, a mutual interaction between top-down
and bottom-up systems has been proposed (Kral et al., 2017). In the current ex-
periment, the interaction of acoustic-phonetic information provided by bottom-up
processes and contextual information provided by top-down processes was investi-
gated. Specifically, the interaction between spectral and temporal (i.e., amplitude
envelope) information with contextual information was studied. Poor represen-
tation of spectral information and rich representation of amplitude envelope are
the major characteristics of cochlear implants. It has been shown that tempo-
ral resolution plays a more prominent role in listeners’ perceptual accuracy under
spectrally-degraded listening conditions (Goupell et al., 2017; Winn et al., 2012;
Xu et al., 2005; Xu and Pfingst, 2003). We hypothesized temporal and spectral
information—encoded by peripheral auditory systems—would interact with con-
textual information in different ways to decode speech at higher-level cortical areas.
In the current experiment, cochlear-implant signals were simulated by employing
a noise-vocoding technique (Shannon et al., 1995). The generated noise-vocoded
signals were further manipulated to generate stimuli with three levels of spectral
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and two levels of temporal resolution. These speech signals were presented to
normal-hearing listeners with two levels of sentence information to explore how
temporal and spectral cues interact to benefit from contextual information pro-
vided by top-down processes.
4.2 Methods
This study was conducted in Speech Perception Lab at University of Nebraska-
Lincoln. The study was approved by University of Nebraska-Lincoln Institutional
Review Board (IRB). All participants read and signed an IRB provided informed
consent form before each experimental session (see Appendix E).
4.2.1 Participants
Participants were 27 normal hearing students (age range:19-27 yr; mean:21.6
yr; standard deviation:2.4 yr) from Department of Special Education and Com-
munication Disorders at University of Nebraska-Lincoln. Based on self-report, all
participants were native speakers of American English, 19 years or older, and had
no cognitive or linguistic problems. All participants had pure-tone thresholds ≤ 20
dB HL at frequencies: 1, 2, 4, and 6 kHz.
4.2.2 Speech Test Materials
Similar to the first experiment, the revised version of the Speech Perception in
Noise (SPIN) test (Bilger et al., 1984) was administered as experimental stimuli.
As mentioned earlier in previous chapter, this test consists of eight equivalent lists
of 50 English sentences. Each list includes 25 high-predictability (HP) and 25
low-predictability (LP) sentences. The contextual information in the initial part
of the HP sentences facilitates the intelligibility of their final words as compared
to the intelligibility of the final words in LP sentences. This introduces two lev-
els of contextual information in the stimuli, which allows us to assess the effect
of predictability on speech intelligibility in spectrally and temporally degraded
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speech. These sentences were originally recorded by a male speaker and digitally
available by a revised SPIN test CD version 2. The noise-vocoded variants of these
sentences were created to manipulate spectral and temporal information of speech
signals.
4.2.3 Signal Processing
All signal processing was performed off-line by using custom-designed software
(MATLAB, 2015). We used the same technique as described by Shannon et al.
(1995) and explained in the first experiment (3.2.3) to generate noise-vocoded
speech signals. However, unlike the first experiment, we adapted the method
given by Xu et al. (2005) to implement noise-vocoded technique and generate
the stimuli. That is, a bank of sixth-order elliptic band-pass filters was used
to divide the speech signals into several frequency bands. To manipulate the
number of frequency bands, the number of band-bass filters was set to: 4, 6, and
8. The bandwidth and corner frequencies of each band-pass filter was set by using
Greenwood’s formula (Greenwood, 1990) as follows
frequency = 165.4(100.06x − 1), (4.1)
where x is the distance in mm from the apex of the basilar membrane (Xu et al.,
2005). This formula has been developed based on the assumptions that the length
of basilar membrane is 35 mm, the critical bands have equal distances on the basi-
lar membrane, and the critical bandwidth increases from apex to basal (Green-
wood, 1990, 1961). The corner frequencies used in this study are presented in
Table 4.1.
Further, half-wave rectification and a second-order Butterworth low-pass filter
were applied to extract the amplitude envelope of each band. To manipulate
the amplitude envelope information, the cutoff frequency of low-pass filter was
set to 8 Hz and 16 Hz. Figure 4.1 illustrates the effect of low-pass filtering on
the amplitude envelope of a speech signal. The amplitude envelope of each band
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Table 4.1: The cutoff frequencies of elliptic band-pass filters to generate noise-
vocoded signals
Number of Channels Cutoff frequencies (Hz)
4 150; 484; 1171; 2586; 5000
6 150; 345; 660; 1171; 1997; 3335; 5000
8 150; 287; 484; 766; 1171; 1751; 2586; 3783; 5000
Figure 4.1: The amplitude envelope of a speech signal after applying the second-
order Butterworth low-pass filter with varying cutoff frequencies of (A) 64 Hz (B)
16 Hz, and (C) 8 Hz.
was further used to modulate the white noise of the same bandwidth. Finally,
all frequency bands were summed to result in stimuli with different spectral and
temporal information.
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Table 4.2: Stimuli presentation orders in the first and second group of participants.
The stimuli were presented from top to the bottom of the table in the first group.
In the second group, the stimuli were presented from bottom to the top of the table.
The Number of Bands and Cutoff frequencies indicate the number of channels and
the cutoff frequency of low-pass filters in noise-vocoded signals.
Stimulus Type








A 2×3×2 (temporal by spectral by predictability information) within-subject
design was employed to address the effect of multidimensional acoustic degradation
on context effect. Listeners were randomly assigned to six groups with different
stimulus presentation orders and SPIN forms. Table 4.2 indicates the stimuli
presented for listeners in the first and second groups. In the first group, the
stimuli were presented from top to bottom of the table while in the second group
the stimuli were presented from bottom to top of the table. Likewise, Table 4.3
illustrates the stimuli presented for listeners in the third and fourth groups; the
stimuli were presented from top to bottom of the table in the third group and from
bottom to up in the fourth group. Finally, Table 4.4 shows the stimuli presented
for listeners in the fifth and sixth groups. Similarly, the stimuli were presented
from top to bottom of the table in the fifth group and from bottom to up in the
sixth group.
4.2.5 Procedure
The experiment was conducted in a sound-treated listening suite. All stimuli
were equilibrated internally to the same RMS levels and were presented at a sam-
pling rate of 11.025 kHz and a quantization depth of 16 bits. The sentences were
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Table 4.3: Stimuli presentation orders in the third and fourth group of participants.
The stimuli were presented from top to the bottom of the table in the third group.
In the fourth group, the stimuli were presented from bottom to the top of the table.
The Number of Bands and Cutoff frequencies indicate the number of channels and
the cutoff frequency of low-pass filters in noise-vocoded signals.
Stimulus Type







Table 4.4: Stimuli presentation orders in the fifth and sixth group of participants.
The stimuli were presented from top to the bottom of the table in the fifth group.
In the sixth group, the stimuli were presented from bottom to the top of the table.
The Number of Bands and Cutoff frequencies indicate the number of channels and
the cutoff frequency of low-pass filters in noise-vocoded signals.
Stimulus Type








presented to both ears via closed circumaural headphones (Sennheiser HD-280
Pro) at peak speech levels of approximately 70 dB SPL. Custom-designed soft-
ware developed by Thomas Carrell was used to control the timing and sequencing
of the sentences. All stimuli were presented consecutively without any repetitions
and with a one-minute time interval between each condition and 3500 ms inter-
stimulus interval (ISI). One participant was tested at every experimental session
starting with an approximately 15-minute familiarization with the stimuli. The fa-
miliarization incorporated all stimulus conditions, which were randomly presented
to participants. No feedback was provided during training. The stimuli used in
familiarization were not administered in the test session. In the test sessions, the
order of stimuli presentation and the SPIN lists were counterbalanced to avoid any
potential effect of the presentation order or SPIN list. The test consisted of six
conditions resulting from the combinations of 3 different numbers of channels (4,
6, and 8) and 2 different low-pass cutoff frequencies (8 and 16 Hz). Each partici-
pant listened to all conditions. The Participants’ task was to write the final word
of each sentence on the answer forms (see Appendix G). They were informed that
all final words were real English words and they were instructed to write what-
ever they heard and also encouraged to guess when the target word was not clear.
Similar to familiarization, no feedback was provided during the test session. At
each test session, 300 sentences—50 sentences for each stimulus condition—were
presented. Each sentence began with an alerting trial number spoken by a female
talker 500 ms prior to the sentence. Each test session took approximately one
hour to complete.
4.2.6 Data Analysis
In this experiment, the interaction of speech spectral and temporal information
with predictability was analyzed at two levels of word recognition and phoneme
identification. We used percent correct difference (see 2.2.1) to quantify context
effect (i.e., predictability). We also assessed performance gain (see 2.2.2) to mea-
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sure the effect of predictability. The reason we used this extra measurement to
quantify context effect is that the performance of the listeners in some conditions
with sufficient acoustic information (e.g., noise-vocoded signals with 8 frequency
channels and 16 Hz low-pass filter cutoff frequency) was already high on low-
predictability words such that it might preclude percent correct difference from
capturing the effect of predictability. Performance gain normalizes the difference
between high-predictability and low-predictability scores by the maximum possi-
ble performance at each condition. This takes into account any discrepancies in
baseline scores across different conditions (Conway et al., 2014).
Word Analysis
The proportion of the correct final-word recognition was calculated for the
high-predictability (HP) and low-predictability (LP) sentences for all six stimulus
conditions to measure the accuracy of final-word recognition. Similar to the first
experiment, the answer was accepted as a correct response if it was the plural
or singular form of the target word. For low-predictability sentences, the homo-
phonic answers of the target words (e.g., “pray” as the answer for the target word
of “prey”) were also accepted as correct responses. Further, the magnitude of
the difference between high-predictability (HP) and low-predictability (LP) scores
was used to quantify the effect of predictability (i.e., semantic information) on in-
telligibility. Prior to calculating this difference, the high-predictability (HP) and
low-predictability (LP) scores were transformed via the rationalized arcsine trans-
form as explained in the first experiment (see 3.2.6). As explained earlier, the gain
performance was also measured.
Phoneme Analysis
Before measuring the accuracy of phoneme identification for each target word,
a scoring criterion was established. Caution was warranted in assessing phoneme
accuracy to minimize any subjective judgments. This was because the SPIN sen-
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Table 4.5: The IPA (International Phonetic Alphabet) symbols of consonants and
vowels assessed to estimate the accuracy of phoneme identification.
Phonemes IPA Symbols
Consonants b, k, n, m, N, S, g, f, l, Ù, r, z, s, t, d, p, h, j, T, D, v, Ã, Z, w
Vowels æ, A, 2, aI, eI, E, 3, I, i, O, OI, U, u, oU, aU
tences were not originally developed for phoneme identification tests. Given that
the target words in SPIN sentences were monosyllabic, all target words had one
vowel. In addition, each target word had one or more consonants at any position
in the word. Due to the differences between the length of the target and answer
words, we decided to assess only the first and the last consonants of each answer
word.
Prior to scoring, the phonetic transcription was done by using the international
phonetic alphabet1 (IPA). The consonants in nonsense answer words—words with-
out any meaning in American Enlish—were transcribed while the vowels were con-
sidered as missing strings. All missing phonemes were transcribed as an empty
string. The answer words with more than one syllable (i.e., polysyllabic words)
were not considered in scoring. In sum, the target words can be denoted as
CinitV Cfin, CinitV , or V Cfin where Cinit is the initial consonant and Cfin is the fi-
nal consonants. We used custom-designed software (MATLAB, 2015) to calculate
the accuracy of the phoneme identification (see Appendix H). The IPA symbols
of the phonemes that were scored in this experiment are given in Table 4.5. As
can be seen in Table 4.5, the diphthong sounds—aI, eI, oU, aU, OI—are made up of
two glyphs. For the sake of computational implementation, these IPA symbols of
diphthong sounds were replaced by one glyph: a, e, o, A, O, respectively. From a
programming point of view, this made our implemented algorithms consider the
IPA symbols of diphthong sounds as a single glyph rather than two. Further, all
transcriptions were double-checked for any missed vowels, illegal symbols, extra




As mentioned earlier, we only considered the first and last consonants to esti-
mate the accuracy of phoneme identification while other consonants were ignored.
In order to take other consonants into account, the similarity between target and
answer words were also measured to complement the phoneme analysis. In do-
ing so, the Levenshtein algorithm, which uses dynamic programming technique
(Howard, 1960), was implemented in MATLAB (see Appendix H). The code is
publicly available in GitHub2. In fact, the Levenshtein algorithm measures the
distance between two strings (Heeringa, 2004)—called Levenshtein distance. This
distance is a string metric to quantify how dissimilar two strings are. More specifi-
cally, the algorithm counts the minimum number of single-character edits required
to change answer words into their corresponding target words. These edit opera-
tions include insertion of a phoneme, deletion of a phoneme, or substitution of a
phoneme for another phoneme. The smaller the Levenshtein distance, the more
similar answer words and their corresponding target words. Finally, performance




Figure 4.2 shows the percent correct final-word recognition for all stimulus con-
ditions. As shown, the percent correct for high-predictability words were always
significantly greater than the percent correct low-predictability words (pairwise
comparison with Bonferroni p-value adjustment, p < 0.05). That is, listeners
benefited from predictability regardless of the amount of temporal and spectral
information available in the stimuli. However, the extent to which high predictabil-
ity improved word recognition was not equal across all stimulus conditions. For
instance, the percent correct word recognition in stimuli with 4 frequency channels
2https://github.com/Bahar-Shahsavarani/Levenshtein-Distance
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Figure 4.2: Percent correct final-word recognition in the low-predictability (LP)
and high-predictability (HP) R-SPIN sentences. The stimuli had 4, 6, or 8 fre-
quency channels with low-pass cutoff frequency of 8 or 16 Hz. The error bars
represent +1 standard error.
and low-pass cutoff frequency of 16 Hz was greater than the percent correct word
recognition in stimuli with 4 frequency channels and low-pass cutoff frequency
of 8 Hz for contextually-rich (i.e., high-predictability) sentences. This occurred
while the intelligibility of contextually-poor (i.e., low-predictability) words were
equal for both types of stimuli. A comparable pattern of benefit from contextual
information was also seen for stimuli with 6 and 8 frequency channels. To further
investigate this interaction of acoustic information with predictability, the context
effect was quantified.
Figure 4.3 illustrates the effect of context on word recognition as a function
of number of channels. The benefit from context was quantified as the differ-
ence between rationalized arcsine transformed units of the raw scores in high-
predictability and low-predictability words. As mentioned earlier, the raw score
was the proportion of the correct recognition of the final words in each condition.






















































 8 (Hz) 
 16 (Hz) 
Figure 4.3: Context effect on word recognition as a function of number of fre-
quency channels. The difference between rationalized arcsine transformed units in
high-predictability and low-predictability words was used to quantify benefit from
predictability. The lower line demonstrates data for low-pass cutoff frequency of
8 Hz. The upper line illustrates data for low-pass cutoff frequency of 16 Hz. The
error bars represent +1 standard error.
frequency of 8 Hz whereas the upper line depicts context effect for stimuli with
low-pass cutoff frequency of 16 Hz. The low-pass cutoff frequency of 8 Hz indicates
changes in amplitude envelope more rapid than 125 ms were blocked. Likewise,
the low-pass cutoff frequency of 16 Hz connotes changes in amplitude more rapid
than 62.5 ms were inhibited. As shown, increasing spectral information from 4 fre-
quency bands to 6 frequency bands enhanced context effect regardless of temporal
information. However, increasing spectral information from 6 frequency bands to
8 frequency bands in stimuli with less temporal information (i.e., low-pass cut-
off frequency of 8 Hz) did not improve the benefit from context. In contrast,
increasing spectral information from 6 frequency bands to 8 frequency bands in
stimuli with greater temporal information (i.e., low-pass cutoff frequency of 16
Hz) improved context effect. Later, we show that these effects were statistically
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significant. Figure 4.4 represents the same data from a different perspective. It
shows the effect of context on word recognition as a function of amplitude reso-
lution (i.e., low-pass cutoff frequencies). Setting aside spectral information, the
figure depicts that increasing temporal information (i.e., increasing low-pass cutoff
frequency from 8 Hz to 16 Hz) improved the benefit derived from predictability.



























































Figure 4.4: Context effect in word recognition as a function of low-pass cutoff fre-
quencies. The difference between rationalized arcsine transformed units in high-
predictability and low-predictability words was used to quantify benefit from pre-
dictability. The lower line demonstrates data for the stimuli with 4 frequency
channels. The middle line illustrates data for the stimuli with 6 frequency chan-
nels. The upper line shows data for the stimuli with 8 frequency channels. The
error bars represent +1 standard error.
As can be seen in Figure 4.2, the performance of listeners was not the same
across the stimulus conditions. This discrepancy in performance may affect the
interpretation of the difference scores. To better understand the results demon-
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 16 (Hz) 
Figure 4.5: Context effect in word recognition as a function of number of frequency
channels. Performance gain was used to quantify benefit from predictability. The
lower line demonstrates data for low-pass cutoff frequency of 8 Hz. The upper line
illustrates data for low-pass cutoff frequency of 16 Hz. The error bars represent
+1 standard error.
effect, which takes into consideration the level of performance by normalizing the
difference scores (see 2.2.2). Figures 4.5 and 4.6 depict performance gain in word
recognition due to predictability as a function of number of channels and low-pass
cutoff frequencies, respectively. Comparing these figures with Figures 4.3 and 4.4,
it is seen that the pattern of data in both methods is similar to one another. It
is worth mentioning that the gain values had smaller variance than the difference
scores.
In sum, these results suggest an interaction effect between spectral and tempo-
ral information in benefit from context. To further explore the significance of this
interaction, a two-way repeated measures analysis of variance (ANOVA) was con-
ducted on performance gains in R (R Core Team, 2016). This revealed a significant









































Figure 4.6: Context effect in word recognition as a function of low-pass cutoff
frequencies. Performance gain was used to quantify benefit from predictability.
The lower line demonstrates data for the stimuli with 4 frequency channels. The
middle line illustrates data for the stimuli with 6 frequency channels. The upper
line show data for the stimuli with 8 frequency channels. The error bars represent
+1 standard error.
quency channels) and slowly-varying temporal information (manipulated by low-
pass cutoff frequencies)(F (2, 52) = 4.348, p < 0.05). In addition, the main effect
of frequency information was significant (F (2, 52) = 143.8, p < 0.0001). Likewise,
the main effect of temporal information was also significant (F (1, 26) = 98.72,
p < 0.0001). Further investigation, by applying pairwise comparisons with Bon-
ferroni p-value adjustment, indicated that increasing temporal information sig-
nificantly (p < 0.0001) improved context effect regardless of spectral information.
However, increasing spectral information enhanced the benefit from predictability
when the low-pass cutoff frequency was 16 Hz. For stimuli with a smaller low-
pass cutoff frequency (i.e., 8 Hz), increasing spectral information from 6 frequency
channels to 8 frequency channels did not improve the context effect (p ≤ 0.916)
whereas increasing spectral information from 4 frequency channels to 6 frequency
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channels helped (p < 0.0001).
Figure 4.2 shows that the percent correct for stimuli with less temporal res-
olution was equal to or comparable with the percent correct for stimuli with
greater temporal resolution when the frequency information was unvaried and
predictability was low. However, just increasing predictability facilitates under-
standing speech for stimuli with greater temporal resolution to a larger extent than
for stimuli with less temporal resolution. This, along with the interaction effect,
suggests that the intelligibility of speech signals alone is not sufficient to predict
context effect. In fact, the degradation degree of different acoustic dimensions and
the interaction of different acoustic dimensions should be taken into account while
evaluating context effect.
4.3.2 Phonemic Analysis
In this section, the interaction between acoustic (amplitude envelope and fre-
quency) and contextual (predictability) information in consonant and vowel iden-
tification was explored. Performance gain (see 2.2.2) was used to quantify the
effect of predictability.
Consonants
Figure 4.7 shows the percent correct consonant identification of final words for
all stimulus conditions. Consonants of the high-predictability words were identi-
fied with significantly (pairwise comparisons with Bonferroni p-value adjustment:
p < 0.05) higher accuracy compared with the consonants of the low-predictability
words for all stimulus conditions except the one with the most degraded acoustic
information, i.e., stimuli with 4 frequency channels and low-pass cutoff frequency
of 8 Hz.
To investigate the extent to which high predictability facilitated consonant
identification, the context effect was measured by using performance gain. Figure
4.8 depicts the effect of context on consonant identification as a function of number
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Figure 4.7: Percent correct consonant identification in the low-predictability (LP)
and high-predictability (HP) R-SPIN final words. The stimuli had 4, 6, or 8
frequency channels with low-pass cutoff frequency of 8 or 16 Hz. The error bars
represent +1 standard error.
of channels. Comparing this figure with Figure 4.5, one can notice that the pattern
of context effect for consonant identification was similar to the pattern of context
effect for word recognition. That is, augmenting spectral information from 4
frequency channels to 6 frequency channels enhanced context effect regardless
of the low-pass cutoff frequency of the stimuli. However, augmenting spectral
information from 6 frequency channels to 8 frequency channels did not enhance
context effect for stimuli with low-pass cutoff frequency of 8 Hz.
Figure 4.9 shows the effect of context on consonant identification as a function
of low-pass cutoff frequencies. As shown, augmenting temporal information—
increasing low-pass cutoff frequency from 8 Hz to 16 Hz—enhanced context effect.
It seems that this enhancement in the stimuli with 8 frequency bands occurred
to a greater extent compared with the enhancement in the stimuli with 4 and 6
frequency bands. These results connote an interaction effect at the level of conso-
nant identification, which did not reach significance. It is important to note that
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 16 (Hz) 
Figure 4.8: Context effect in consonant identification as a function of number
of frequency channels. Performance gain was used to quantify benefit from pre-
dictability. The upper line indicates stimuli with low-pass cutoff frequency of 16
Hz. The lower line indicates stimuli with low-pass cutoff frequency of 8 Hz. The
error bars represent +1 standard error.
4.6). To draw conclusions regarding the significance of this interaction, a two-way
repeated measures analysis of variance (ANOVA) was conducted on performance
gains in R (R Core Team, 2016). This showed that the interaction effect was
not significant at consonant level (F (2, 52) = 3.104, p ≤ 0.053). Moreover, the
main effect of frequency was significant (F (2, 52) = 35.06, p < 0.0001). Like-
wise, the main effect of amplitude envelope reached significance (F (1, 26) = 52.84,
p < 0.0001).
Confusion matrices were also used to demonstrate the identification of each in-
dividual consonant for each stimulus conditions. For reference, the color-map
confusion matrices of consonant identification for low-predictability and high-
predictability words are given in Appendix A. The consonants presented to listen-
ers are listed vertically on y-axis. The consonants written by listeners are listed






































Figure 4.9: Context effect in consonant identification as a function of low-pass cut-
off frequencies. Performance gain was used to quantify benefit from predictability.
The upper line indicates stimuli with 8 frequency bands. The middle line indicates
stimuli with 6 frequency bands. The lower line indicates stimuli with 4 frequency
bands. The error bars represent +1 standard error.
response. The color intensity of each cell corresponds to the proportion of specific
response (i.e., answer) to the specific stimulus (i.e., target). The corresponding
numerical confusion matrices are given in Appendix B. Table 4.6 summarizes the
number of consonants that were considered as target (i.e., the consonants that
are presented at each stimulus condition) in calculating confusion matrices. As it
was mentioned earlier (see 4.2.6), the answers with more than one syllable were
not considered in confusion matrix analysis. Hence, the number of consonants
considered as target for each condition were unequal. One consistent confusion
observed for all stimulus conditions even under the least degraded stimuli with
contextually-rich sentences was the confusion of the consonant T with the conso-
nant f .
In order to better understand the effect of high predictability on the confu-
sions, the relative information transmitted was measured by using the covariance
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Table 4.6: The number of consonants that are considered as target consonants
in calculating confusion matrices for each stimulus condition. Number of Bands
and Cutoff Frequency refer to the number of frequency channels and the low-pass
cutoff frequencies in the stimuli. Predictability refers to low-predictability and
high-predictability words.
Stimulus Type




4 8 Low 1243
4 8 High 1265
4 16 Low 1250
4 16 High 1226
6 8 Low 1257
6 8 High 1276
6 16 Low 1258
6 16 High 1267
8 8 Low 1265
8 8 High 1284
8 16 Low 1268
8 16 High 1275
measure of intelligibility introduced by Miller and Nicely (1955). The information
transmitted in bits per stimuli can be measured as follows







where T (x : y) is the information transmission from x or input to y or output in bits
per stimulus; pi and pj are the probability of the occurrence of input i and output j,
respectively, and pij is the joint probability of the occurrence of input i and output
j. In the current study, the stimuli and participants’ answers are considered as
the inputs and the outputs, respectively. Since the true probability of the stimuli
and the answers are not defined, the ni/n, nj/n, and nij/n were used instead
of the probabilities. In each confusion matrix given in Appendix B, ni indicates
how many times the stimulus i (denoted by the symbol i on y-axis) was presented
to the participants, nj indicates how many times the target j (denoted by the
symbol j on x-axis) was written as the response by the participants, nij indicates
how many times the stimuli i and the response j occurred simultaneously, and n
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is the total number of consonants presented to participants. For each condition,
the transmitted information was normalized to the maximum information that
was possible to be transmitted by consonants for each stimulus condition (see
Appendix H for the MATLAB implementation).
Figure 4.10: Relative transmitted information by consonants as a function of
number of frequency channels. The stimuli with high-predictability and low-
predictability sentences are denoted as HP and LP, respectively. Stimuli with
greater amplitude resolution have low-pass cutoff frequency of 16 Hz whereas stim-
uli with less temporal resolution have low-pass cutoff frequency of 8 Hz.
Figure 4.10 shows the relative information transmitted by consonants for all
stimulus conditions. As can be seen, the contextual information improved the
information transmitted by consonants for all stimulus conditions except for one
with the most degraded stimuli (i.e., stimuli with four frequency channels and
low-pass cutoff frequency of 8 Hz).
Vowels
Figure 4.11 demonstrated the percent correct vowel identification of final words
for all stimulus conditions. The vowels of the high-predictability words were iden-
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Figure 4.11: Percent correct vowel identification in the low-predictability (LP) and
high-predictability (HP) R-SPIN final words. The stimuli had 4, 6, or 8 frequency
channels with low-pass cutoff frequency of 8 or 16 Hz. The error bars represent
+1 standard error.
tified with higher accuracy compared with the vowels of the low-predictability
words for all stimulus conditions (pairwise comparisons with Bonferroni p-value
adjustment: p < 0.05). To explore the extent to which high predictability facili-
tated vowel identification, the context effect was measured by using performance
gain (see 2.2.2). The performance gain of one of the participants was not well-
defined because of a zero denominator for stimuli with 8 frequency channels and
low-pass cutoff frequency of 8 Hz. As a result, this participant was removed before
data analysis.
Figure 4.12 shows the effect of context on vowel identification as a function of
number of channels. Similar to word recognition and consonant identification, an
interaction effect occurred between temporal and spectral information in benefit
from context. That is, augmenting spectral information from 6 frequency channels
to 8 frequency channels enhanced benefit from context when the low-pass cutoff
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 16 (Hz) 
Figure 4.12: Context effect in vowel identification as a function of number of
frequency channels. Performance gain was used to quantify benefit from pre-
dictability. The upper line indicates stimuli with low-pass cutoff frequency of 16
Hz.The lower line indicates stimuli with low-pass cutoff frequency of 8 Hz. The
error bars represent +1 standard error.
(i.e., low-pass cutoff frequency of 8 Hz), increasing spectral information from 6
frequency channels to 8 frequency channels did not increase context effect. This
observed interaction effect did not reach significance.
Figure 4.13 depicts the same data from a different standpoint. It shows context
effect on vowel identification as a function of low-pass cutoff frequencies. To
further investigate the significance of this interaction, a two-way repeated measures
analysis of variance (ANOVA) was conducted on performance gains in R (R Core
Team, 2016). This revealed that the interaction effect did not reach significance
(F (2, 50) = 1.087, p ≤ 0.345) in vowel identification. However, the frequency
effect was significant (F (2, 50) = 23.05, p < 0.0001). Similarly, the temporal
effect reached significance (F (1, 25) = 18.75, p < 0.001).
Similar to consonant identification, the relative information transmitted by




































Figure 4.13: Context effect in vowel identification as a function of low-pass cutoff
frequencies. Performance gain was used to quantify benefit from predictability.
The upper line indicates stimuli with 8 frequency bands. The middle line indicates
stimuli with 6 frequency bands. The lower line indicates stimuli with 4 frequency
bands. The error bars represent +1 standard error.
demonstrated, high predictability improved the information transmitted by vow-
els for all stimuli conditions. Comparing this figure with Figure 4.10 reveals that
the transmitted information by vowels was generally less than the transmitted
information by consonants when predictability was absent. On the other hand,
the effect of predictability on information transmitted by vowels was greater than
consonants. For reference, the color-map confusion matrices of vowel identifica-
tion for low-predictability and high-predictability words are given in Appendix
C. The vowels presented to listeners are listed vertically on y-axis. The vow-
els written by listeners are listed horizontally on x-axis. It should be pointed
out that “nr” on x-axis indicates no response. The color intensity of each cell
corresponds to the probability of the target-answer (stimulus-response) observa-
tions. The corresponding numerical confusion matrices are given in Appendix D.
Table 4.7 summarizes the number of vowels that were considered as target (i.e.,
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Figure 4.14: Relative transmitted information by vowels as a function of number
of frequency channels. The stimuli with high-predictability and low-predictability
sentences are denoted as HP and LP, respectively. Stimuli with greater ampli-
tude resolution have low-pass cutoff frequency of 16 Hz whereas stimuli with less
temporal resolution have low-pass cutoff frequency of 8 Hz.
the vowels that are presented at each stimulus condition) in calculating confusion
matrices. As mentioned earlier, the answers with more than one syllable were
not considered in confusion matrix analysis. In addition, the vowels in nonsense
words were considered as missing strings. These rules of phoneme scoring lead to
an unequal number of target vowels across stimulus conditions.
Levenshtein Distance
Figure 4.15 illustrates the Levenshtein distances between target words and
their corresponding answer words for all stimulus conditions. The bars with blue
crosshatches show the mean Levenshtein distances between target and answer
words in the low-predictability (LP) sentences. The solid red bars show the mean
Levenshtein distances between target and answer words in the high-predictability
(HP) sentences. As can be seen, predictability reduced the distances between tar-
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Table 4.7: The number of vowels that are considered as target vowels in cal-
culating confusion matrices for each stimulus condition. Number of Bands and
Cutoff Frequency refer to the number of frequency channels and the low-pass
cutoff frequencies in the stimuli. Predictability refers to low-predictability and
high-predictability words.
Stimulus Type
Number of Bands Cutoff Frequency
(Hz)
Predictability Number of Vowels
4 8 Low 671
4 8 High 668
4 16 Low 672
4 16 High 665
6 8 Low 672
6 8 High 646
6 16 Low 673
6 16 High 674
8 8 Low 674
8 8 High 648
8 16 Low 674
8 16 High 675
Figure 4.15: The mean values of Levenshtein distances between target words and
their corresponding answer words for all stimulus conditions: LP and HP stands
for low-predictability and high-predictability sentences.The error bars represent
+1 standard error.
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get words and their corresponding answer words at each condition. However, the
amount of decrease does not seem equal across all stimulus conditions. To fur-
ther explore the effect of high predictability on the Levenshtein distances between
stimulus and response words, the similarity gain was measured as follows
Gsimilarity =
(distanceHP − distanceLP )
(0− distanceLP ) , (4.3)
where distanceHP and distanceLP stand for the Levenshtein distances in high-
predictability and low-predictability sentences, respectively. The term (0−distanceLP )
in the denominator of equation (4.3) normalizes the decrease in distance (increase
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 16 (Hz) 
Figure 4.16: Context effect in Levenshtein distances as a function of number of
frequency channels. Performance gain was used to quantify benefit from pre-
dictability. The upper line indicates stimuli with low-pass cutoff frequency of 16
Hz. The lower line indicates stimuli with low-pass cutoff frequency of 8 Hz. The
error bars represent +1 standard error.
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Figure 4.16 shows the similarity gains as a function of number of frequency
channels. As shown, augmenting spectral information from 4 frequency channels to
6 frequency channels enhanced the effect of predictability on increasing similarity
between target and answer words. That is, the distance between target and answer
words reduced to a greater extent by having contextual information for stimuli with
6 frequency bands compared with stimuli with 4 frequency bands independent of
temporal resolution. As it will be explained later, this effect was statistically
significant. On the contrary, increasing spectral information from 6 frequency
channels to 8 frequency channels enhanced the effect of predictability on increasing
similarity only for stimuli with low-pass cutoff frequency of 16 Hz. That is, this
improvement was absent for stimuli with smaller temporal resolution—stimuli with
low-pass cutoff frequency of 8 Hz. Later, we discuss the significance of this effect.
Figure 4.17 depicts the similarity gains as a function of low-pass cutoff fre-
quencies. As displayed, augmenting temporal information—i.e., increasing low-
pass cutoff frequency from 8 Hz to 16 Hz—enhanced the effect of predictability
on increasing the similarity between target and their corresponding answer words.
This pattern was independent of spectral information and statistically significant.
Overall, the data presented in Figures 4.16 and 4.17 suggest an interaction between
temporal and frequency information with predictability in phoneme recognition in
terms of Levenshtein distances. The data also indicate main effects of frequency
and amplitude envelope. To further investigate the significance of these effects,
a two-way repeated measures analysis of variance (ANOVA) was conducted on
similarity gains in R (R Core Team, 2016). As expected, this revealed that there
was a significant interaction effect (F (2, 52) = 3.318, p < 0.05). In addition, the
simple main effects of number of channels (F (2, 52) = 81.81, p < 0.0001) and low-
pass cutoff frequency (F (1, 26) = 68.36, p < 0.0001) reached significance. Further
investigation, by applying pairwise comparisons with Bonferroni p-value adjust-
ment, indicated that the increasing temporal information significantly (p < 0.05)










































Figure 4.17: Context effect in Levenshtein distances as a function of low-pass cutoff
frequencies. Performance gain was used to quantify benefit from predictability.
The upper line indicates stimuli with 8 frequency bands. The middle line indicates
stimuli with 6 frequency bands. The lower line indicates stimuli with 4 frequency
bands. The error bars represent +1 standard error.
and answer words regardless of the number of channels. In addition, increasing
number of channels from 4 to 6 significantly (p < 0.05) improved the benefit from
predictability irrespective of low-pass cutoff frequencies (temporal resolution). In-
creasing number of channels from 6 to 8 frequency channels enhanced context
effect only for stimuli with low-pass cutoff frequency of 16 Hz. That is, it failed
to improve context effect for stimuli with less temporal resolution (i.e., low-pass




Our results showed that with a certain amount of spectral information, in-
creasing temporal resolution did not significantly increase the intelligibility when
predictability was low. However, increasing predictability allowed increasing tem-
poral information improve intelligibility. That is, temporal cues combined with
high-level contextual cues to increase intelligibility while they alone failed to im-
pact speech perception. This finding suggests that the intelligibility of speech in
the absence of contextual cues alone cannot reliably prognosticate contextual fa-
cilitation. The quality of acoustic cues also impacts on the benefit from top-down
information. In other words, two speech signals with the same intelligibility under
contextually-poor conditions may have different levels of benefit from contextual
cues depending on the degree of degradation in different acoustic dimensions.
Our results also showed that increasing spectral information of speech signal
(which has amplitude resolution as much as 8 Hz) after a certain point (from 6
to 8 frequency channels) did not help listeners make use of contextual cues to a
greater extent. In other words, decreasing the level of degradation by increasing
spectral information did not increase benefit from top-down information. That is,
spectral cues did not combine with high-level contextual information to increase
intelligibility. However, increasing temporal resolution allowed increasing spectral
information to combine with contextual cues to facilitate speech intelligibility.
Therefore, all types of acoustic degradation do not have the same effects on speech
intelligibility. This suggests that the interaction of different acoustic dimensions
should be considered as well as their degradation level while assessing context
effect.
Our results also showed that increasing temporal information enhanced the
benefit from sentence context in speech with sparse spectral information regard-
less of the level of spectral degradation. Under severe spectral degradation, the
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temporal information, even slowly-varying temporal information, plays a salient
role in speech recognition (Shannon et al., 1995). Our results also connote the im-
portance of the temporal information in assisting listeners to exploit high-level re-
sources and increase intelligibility under auditory spectrally-degraded conditions.
Given that listeners with cochlear implants are delivered with severely spectrally-
degraded speech signal, their ability to encode and process temporal information
becomes crucial to perceive speech as well as use high-level cortical resources to
improve speech perception. The degree of spectral and temporal information is not
consistent across listeners with cochlear implants due to technical and pathologi-
cal factors (He et al., 2017; Patro and Mendel, 2016; Bas¸kent and Shannon, 2006;
Loizou et al., 1999; Chatterjee and Shannon, 1998). As a result, the mechanism
that activates and benefits top-down processes might be different across listen-
ers with cochlear implants. Consequently, the reduction in performance of some
children with cochlear implants in benefit from contextual cues— observed in the
past studies (Conway et al., 2014; Eisenberg et al., 2000)— may be attributed, in
part, to the spectral and temporal resolution of the acoustic cues encoded in their
auditory nerves as well as their cognitive and linguistic capabilities.
4.4.2 Phoneme Identification
The Speech Perception in Noise (SPIN) test—used in the current experiment—
was originally developed to evaluate the effect of sentence context on intelligibil-
ity. To make the assessment of phoneme identification as objective as possible, we
developed principled criteria to score percent correct consonant and vowel iden-
tification. For example, we did not assess the answers on words with more than
one syllable. In addition, we considered only the initial and final consonants. The
vowels in nonsense English words were treated as missing strings. All these rules
(see 4.2.6) limit the interpretation of the results while ensuring their consistency.
Caution is warranted while explaining and interpreting the results of phoneme
identification.
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The effect of sentence context was evaluated for vowels and consonants sep-
arately. For consonants, our results indicated almost the same interaction effect
between temporal and spectral cues as it was observed for words. For vowels, how-
ever, this interaction did not reach significance. Also, the information transmitted
by consonants and vowels was measured for each condition as explained by Miller
and Nicely (1955). Our results revealed that the information transmitted by vowels
was less than the information transmitted by consonants under contextually-poor
conditions. Increasing temporal resolution helped information transmitted by con-
sonants in the absence of contextual information. This was not the case for vowels.
That is, increasing temporal information for contextually-poor sentences did not
help to increase information transmitted by vowels. However, high predictability
increased the information transmitted by both consonants and vowels. Specifi-
cally, it helped temporal information to increase the information transmitted by
vowels. Xu et al. (2005) showed that the performance of consonant identification
plateaued for stimuli with 8 frequency channels and low-pass cutoff frequencies of
16 Hz whereas the performance of vowel identification plateaued for stimuli with 12
frequency channels and low-pass cutoff frequencies of 4 Hz. Given that the stimuli
administered in the current experiment did not incorporate spectral information
greater than 8 frequency channels, the lack of sufficient spectral information may
explain the lack of significant interaction effect in vowel identification. This also
can explain less information transmitted by vowels while increasing temporal res-
olution compared with consonants under contextually-poor conditions. That is,
increasing temporal resolution by increasing low-pass cutoff frequency from 8 Hz
to 16 Hz did not boost vowel identification because, as Xu et al. (2005) showed, the
performance of vowel identification plateaued for spectrally-degraded stimuli with
low-pass cutoff frequencies of 4 Hz. However, our results indicated that increasing
temporal resolution by increasing low-pass cutoff frequency from 8 Hz to 16 Hz
could boost vowel identification when contextual information was available. More
data will be required for a thorough understanding of the interaction of acoustic
65
cues with lexical or sentence cues in consonant and vowel identification.
To evaluate the effect of context on consonant and vowel identification, in the
current experiment, we considered a subset of the phonemes written as the answers
by participants. In order to take more phonemic information into consideration,
we measured the phonemic similarity (or dissimilarity) between target words and
their corresponding answer words by employing the Levenshtein algorithm. This
algorithm measured the dissimilarity between target and answer words by count-
ing the minimum edit operations—deletion, insertion, and substitution—required
to make the answer words similar to the target words. Our results revealed a
significant interaction effect between acoustic cues and contextual cues when the
Levenshtein distances were measured. Further, significant main effects of ampli-
tude envelope and number of frequency bands were observed. That is, increasing
temporal information significantly enhanced the effect of contextual cues on in-
creasing the similarity between the target and answer words regardless of the level
of spectral degradation. In contrast, increasing spectral information after a cer-
tain point (from 6 frequency channels to 8 frequency channels) did significantly
augment the effect of contextual cues in increasing the similarity between the
target and answer words only for stimuli with greater temporal resolution, the
low-pass cutoff frequency of 16 Hz. These results are consistent with the results
in percent correct word recognition. This compatibility highlights the interaction
effect in word recognition observed in the current study. These findings emphasize
the importance of temporal encoding in auditory nerves of listeners with cochlear
implants who receive speech signal with severely spectral degradation.
4.5 Conclusion
In this experiment, a 2 × 3 × 2 (temporal by spectral by predictability in-
formation) within-subject design was employed to investigate the interaction of
slowly-varying temporal and degraded spectral information with sentence context.
Noise-vocoded speech signals (which simulate the listening experience of listeners
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with cochlear implants) with three different numbers of frequency channels and
two different low-pass cutoff frequencies were generated and presented to normal-
hearing listeners. The number of frequency channels was manipulated to control
the spectral information and the low-pass cutoff frequencies were modified to con-
trol the slowly-varying temporal information in the amplitude envelop. Speech
Perception in Noise (SPIN) sentences were administered to introduce two levels
of sentence context to the listeners. The results showed a significant interaction
effect between temporal and spectral information quality with the presence or ab-
sence of context in word recognition. Further, it was shown that the intelligibility
alone was not a reliable criterion to predict context effects. The type and interac-
tion of different acoustic dimensions should also be taken into consideration while
evaluating context effects. In sum, the results of this experiment suggested an
interaction effect between acoustic cues and contextual cues, which could lead to
interventions that would affect the performance of listeners with cochlear implants
in activating and making use of their high-level cortical resources.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
Listeners in adverse listening environments make use of high-level top-down
information such as contextual cues by selecting expected acoustic features and
suppressing unexpected attributes (Kral et al., 2017; Grossberg and Kazerounian,
2011). Previous studies showed that context effect varies across different listen-
ers (Sommers and Danielson, 1999; Stelmachowicz et al., 2000; Eisenberg et al.,
2002; Conway et al., 2014; Bhargava et al., 2014). Specifically, it has been found
that children with cochlear implants had different patterns of benefit from contex-
tual information as compared with normal-hearing children (Conway et al., 2014;
Eisenberg et al., 2002). In previous studies, the effect of linguistic and cognitive
capabilities were proposed to explain this discrepancy. To date, there have been
no studies to take into consideration the presence or absence of specific acoustic
characteristics when assessing context effects.
Cochlear-implant speech processors deliver speech signals with poor spectral
information and a rich amplitude envelope (Shannon et al., 1995). However, this
does not mean that all listeners with cochlear implants can encode comparable
temporal and spectral information presented. Several technical factors such as
the depth of implanted electrode or pathological variables such as the number of
surviving auditory neurons impact the acoustic cues encoded in auditory nerves,
and consequently they affect the quality of bottom-up information flow (Fu and
Shannon, 1999; Bas¸kent and Shannon, 2005, 2006; Chatterjee and Shannon, 1998;
Patro and Mendel, 2016; He et al., 2017; Moore, 2003). Hence, the degree and type
68
of acoustic degradation varies widely across individuals with cochlear implants.
Further, it has been proposed that listeners with cochlear implants weigh acoustic
cues differently than normal-hearing listeners (Winn et al., 2012). Weighting strat-
egy is a top-down process occurring at higher level central systems. This finding
suggests that the quality of bottom-up information modifies a top-down process.
In the current work, we explored how the quality of acoustic features influences the
use of contextual resources. Specifically, we investigated the interaction of tempo-
ral and spectral information with word predictability in the speech perception of
normal-hearing listeners. To that end, we conducted two experiments.
In Experiment 1, we studied how spectral degradation of acoustic information
limits context facilitation in stimuli simulating speech signals presented to listen-
ers with cochlear implants. A noise-vocoding technique (Shannon et al., 1995) was
employed to generate experimental stimuli with two levels of spectral resolution.
Speech Perception in Noise (SPIN) sentences were employed to study two levels of
sentence context. In this experiment, the context effect was measured in these two
spectrally-degraded conditions and compared with natural speech in noise. The
results showed that listeners made use of context to a greater extent for stimuli
with greater frequency resolution than for stimuli with less frequency resolution.
This effect was comparable with natural speech in noise. The stimuli with lower
frequency resolution were less intelligible than the stimuli with greater frequency
resolution. Past studies have shown that contextual information can greatly facil-
itate speech recognition for stimuli with a range of intelligibilities whereas it fails
to improve understanding speech when the intelligibility is significantly low (Patro
and Mendel, 2016; Kong et al., 2015; Bas¸kent, 2012; Pollack and Pickett, 1964;
Miller et al., 1951). This suggests that the stimuli of Experiment 1 with lower
frequency resolution were not intelligible enough to allow listeners benefit from
contextual information. Among other things, Experiment 2 tested this notion.
In Experiment 2, the interaction of temporal and spectral information with
context facilitation was investigated by employing a 2× 3× 2 (temporal by spec-
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tral by predictability information) within-subject design. Noise-vocoded sentences
with three levels of spectral and two levels of temporal resolution were generated
as experimental stimuli. The spectral resolution was varied by the number of
frequency channels; the slowly-varying temporal information was manipulated by
low-pass filtering of the amplitude envelop with varying cutoff frequencies (see Fig-
ure 4.1). Similar to Experiment 1, the Speech Perception in Noise (SPIN) test was
used to present two different levels of final-word predictability to normal-hearing
listeners. Performance gain was used to quantify the effect of predictability on
speech intelligibility. This reduced a 3-way interaction to a 2-way interaction be-
cause performance gain became the dependent variable in lieu of the intelligibility
of the high-predictability and low-predictability sentences. The results of this
experiment showed a significant interaction effect between temporal and spectral
information with contextual cues as well as significant main effects of the frequency
resolution and the amplitude envelope.
Taken together, we demonstrated that normal-hearing listeners benefited less
from contextual information for spectrally-degraded speech in all conditions that
resulted in low intelligibility. Our results also revealed that the intelligibility level,
alone, was not sufficient to determine benefits due to context. In fact, the interac-
tion of different acoustic dimensions must be considered, not just overall quality
of the acoustic signal when evaluating context effects. Given that listeners with
cochlear implants encode acoustic cues with individually variable qualities of in-
ternal representation, the bottom-up information from the periphery are likely to
combine differently with top-down information in ways unique to each individual.
That is, it is important to determine how much of what kind of acoustic infor-
mation is available to the listeners with cochlear implants, not just how much is
presented by their devices. Despite individual differences, we propose a general
rule that the acoustic cues as encoded in auditory nerves influence the ability of
the listeners with cochlear implants in activating and making use of top-down
processes including their cognitive and linguistic capabilities.
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Previous studies have examined linguistic and cognitive capabilities to explain
failure to make good use of context in listeners with cochlear implants. However,
the effect of specific characteristics of the acoustic signal on making use of context
has not been well explored. The current dissertation initiated this approach by
investigating the temporal and spectral aspects of the speech signal interact with
word predictability to facilitate speech perception.
5.1.1 Limitations
It should be pointed out that the noise-vocoded technique only approximates
the speech signals experienced by listeners with cochlear implants (CIs) based
on a number of assumptions and it is not identical to the signal experienced
by a CI recipient. There are several factors that are not considered when using
noise-vocoding processing such as loudness growth (Chatterjee, 1999) or electrode-
neuron interface (Bierer and Faulkner, 2010). Specifically, the actual speech pre-
sented by cochlear implants to the auditory nerve and the speech generated by the
noise-vocoded technique, which are subsequently encoded in the auditory nerves,
result in different neural patterns in the auditory nerves and higher stages of pro-
cessing (Moore, 2003). In addition, listeners with cochlear implants generally have
long-term exposure to speech signals provided by their prosthetic devices. This was
not the case for normal-hearing listeners participated in the current study when
noise-vocoded speech were presented to them. It was found that a long-term (e.g.,
two weeks) exposure to noise-vocoded signals changed the neural activities, which
yielded better speech perception (Smalt et al., 2011, 2013; Casserly and Pisoni,
2015). These issues might limit the generalizability of the current study’s results.
As discussed earlier, the Speech Perception in Noise (SPIN) test used in this
dissertation was not originally developed for investigating phoneme identification.
As a result, our finding regarding phoneme analysis are limited to the nature of
these sentences. Sentences and words, developed for phoneme identification tests,
are warranted to allow further assessment of the interaction effect by measuring
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conditional transmitted information (Fu and Shannon, 2000; Fu et al., 1998; Miller
and Nicely, 1955; Wang and Bilger, 1973).
5.2 Future Work
Several adaptations, experiments, and analyses are left for the future. There
are significant opportunities left to expand the scope of current dissertation and
follow up on new questions raised by this work. In the following section, we discuss
some ideas for future work.
This dissertation focused on the interaction of the frequency resolution and the
amplitude envelope with context in normal-hearing listeners using noise-vocoded
speech signals. These signals simulate the listening experience of listeners with
cochlear implants in which the amplitude envelope is preserved whereas the tem-
poral fine structure cues are severely degraded (Rosen, 1992; Moore, 2008). The
amplitude envelope refers to slowly-varying temporal information, i.e., variations
at rates between 5 Hz and 50 Hz (Rosen, 1992). In contrast, temporal fine structure
cues refer to rapid changes in temporal information, i.e., fluctuations at rates be-
tween 600 Hz and 10 kHz (Rosen, 1992). The current dissertation considered only
the slowly-varying temporal information. Future work should incorporate tempo-
ral fine structure cues to increase the dimensionality of the acoustic cues when
evaluating context effects. This will allow us to further investigate how listeners
with various kinds of hearing loss might be deprived of or benefit from contextual
information while considering the availability or absence of acoustic cues in higher
dimensions. We have developed a formula, given in Equation (5.1), that allows us
to incorporate temporal fine structure cues into noise-vocoded speech signals and
modify them. This is as follows
vi(t) = ai(t)× (ni(t) + cos(φi(t)), (5.1)
where ai and cos(φi(t)) are the amplitude envelope and temporal fine structure in
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the i-th band of the band-pass filtered speech signal. The Hilbert transform can be
used to decompose speech signal of each band into the amplitude envelope (i.e.,
ai(t)) and temporal fine structure (i.e., cos(φi(t)) (Lorenzi et al., 2006; Smith
et al., 2002). In Equation (5.1), ni(t) is the white noise, which is modulated
by amplitude envelope to distort spectral information. The signal-to-noise ratio
between the white noise ni(t) and the temporal fine structure cos(φi(t)) controls
the amount of temporal fine structure cues. The number of frequency bands
and low-pass cutoff frequencies can be used to modify spectral and slowly-varying
temporal information as we used in Experiment 1 (see Chapter 3) and Experiment
2 (see Chapter 4).
The current dissertation examined phonetic, word, and sentence-level aspects
of speech. However, paralingusitic information is also of vital importance to lis-
teners with cochlear implants. Talkers’ mood, identity, age, gender, and sarcasm
are important aspects of the speech signal. Similar to context effects, it was shown
that children with cochlear implants had a diminished performance in speech emo-
tion recognition, talker identification, and voice gender discrimination (Jiam et al.,
2017; Chatterjee et al., 2015a,b; Luo, 2016; van de Velde et al., 2017; Culling-
ton and Zeng, 2011; Cleary and Pisoni, 2002; Fu et al., 2004). Future work can
consider paralinguistic information and context. Investigating the interaction of
frequency, amplitude envelope, and temporal fine structure with these top-down
processes combined with context effects can expand and deepen our understanding
about the importance of bottom-up information in activating top-down processes.
In addition to various top-down processes, non-linguistic information such as vi-
sual cues, location, and expectation might be studied to separate linguistic from
non-linguistic context effects. Further, the exposure time of normal-hearing listen-
ers can be extended by using portable simulators of noise-vocoded speech signals
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Color-map Confusion Matrix: Consonants
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Figure A.1: Color-map confusion matrix of consonant identification of low-
predictability words for stimuli with 4 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
Figure A.2: Color-map confusion matrix of consonant identification of low-
predictability words for stimuli with 4 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
82
Figure A.3: Color-map confusion matrix of consonant identification of low-
predictability words for stimuli with 6 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
Figure A.4: Color-map confusion matrix of consonant identification of low-
predictability words for stimuli with 6 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
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Figure A.5: Color-map confusion matrix of consonant identification of low-
predictability words for stimuli with 8 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
Figure A.6: Color-map confusion matrix of consonant identification of low-
predictability words for stimuli with 8 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
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Figure A.7: Color-map confusion matrix of consonant identification of high-
predictability words for stimuli with 4 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
Figure A.8: Color-map confusion matrix of consonant identification of high-
predictability words for stimuli with 4 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
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Figure A.9: Color-map confusion matrix of consonant identification of high-
predictability words for stimuli with 6 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
Figure A.10: Color-map confusion matrix of consonant identification of high-
predictability words for stimuli with 6 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
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Figure A.11: Color-map confusion matrix of consonant identification of high-
predictability words for stimuli with 8 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates consonants presented to listeners. The
x-axis indicates consonants written by listeners. The symbol “nr” on x-axis stands
for “no response.”
Figure A.12: Color-map confusion matrix of consonant identification of high-
predictability words for stimuli with 8 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates consonants presented to listeners. The
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Color-map Confusion Matrix: Vowels
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Figure C.1: Color-map confusion matrix of vowel identification of low-
predictability words for stimuli with 4 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
Figure C.2: Color-map confusion matrix of vowel identification of low-
predictability words for stimuli with 4 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
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Figure C.3: Color-map confusion matrix of vowel identification of low-
predictability words for stimuli with 6 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
Figure C.4: Color-map confusion matrix of vowel identification of low-
predictability words for stimuli with 6 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
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Figure C.5: Color-map confusion matrix of vowel identification of low-
predictability words for stimuli with 8 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
Figure C.6: Color-map confusion matrix of vowel identification of low-
predictability words for stimuli with 8 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
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Figure C.7: Color-map confusion matrix of vowel identification of high-
predictability words for stimuli with 4 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
Figure C.8: Color-map confusion matrix of vowel identification of high-
predictability words for stimuli with 4 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
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Figure C.9: Color-map confusion matrix of vowel identification of high-
predictability words for stimuli with 6 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
Figure C.10: Color-map confusion matrix of vowel identification of high-
predictability words for stimuli with 6 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
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Figure C.11: Color-map confusion matrix of vowel identification of high-
predictability words for stimuli with 8 frequency channels and low-pass cutoff
frequency of 8 Hz. The y-axis indicates vowels presented to listeners. The x-axis
indicates vowels written by listeners. The symbol “nr” on x-axis stands for “no
response.”
Figure C.12: Color-map confusion matrix of vowel identification of high-
predictability words for stimuli with 8 frequency channels and low-pass cutoff
frequency of 16 Hz. The y-axis indicates vowels presented to listeners. The x-axis
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Table D.1: Numerical confusion matrix of vowel identification of low-
predictability words for stimuli with 4 frequency channels and low-pass
cutoff frequency of 8 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 66 6 8 5 5 5 0 3 1 1 0 0 0 1 3 13
A 16 7 2 1 0 6 2 1 0 2 0 1 0 2 0 5
2 3 2 28 5 5 17 0 1 1 0 0 1 1 0 0 8
aI 7 5 1 16 2 1 0 0 0 2 1 0 0 1 1 7
eI 2 5 2 1 23 6 0 9 6 2 0 0 1 1 4 10
E 7 0 2 2 6 21 0 8 11 0 0 1 1 2 0 8
3 8 1 3 0 0 2 0 0 0 0 0 0 1 1 1 1
I 7 2 3 1 0 12 0 39 2 1 0 3 2 3 3 3
i 1 0 0 1 0 1 0 5 38 0 0 0 0 1 0 7
O 0 2 0 1 0 0 0 0 1 9 4 0 0 1 0 0
OI 0 1 0 5 0 0 0 1 0 0 2 0 0 0 0 0
U 1 0 0 0 0 3 0 0 0 0 0 4 0 0 0 1
u 0 0 0 0 3 0 0 0 5 1 0 0 17 0 0 1
oU 0 2 1 0 0 9 0 2 0 3 0 0 0 15 0 4
aU 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table D.2: Numerical confusion matrix of vowel identification of low-
predictability words for stimuli with 4 frequency channels and low-pass
cutoff frequency of 16 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 60 7 0 0 3 11 0 3 0 0 0 0 0 0 0 6
A 17 6 5 4 0 5 0 4 0 2 0 0 1 0 0 1
2 11 0 22 1 0 22 0 8 0 0 0 0 0 2 1 5
aI 4 0 4 9 3 4 0 0 0 0 0 0 0 0 1 1
eI 8 2 0 4 29 0 0 6 14 0 0 0 2 3 0 4
E 16 3 4 0 3 26 0 4 1 4 0 1 1 2 2 13
3 0 0 0 1 0 0 3 2 0 2 0 0 0 0 0 1
I 5 0 4 2 7 15 6 31 4 0 0 0 1 0 0 6
i 0 0 0 1 1 0 0 11 57 0 0 0 1 0 0 1
O 0 4 0 0 0 1 1 0 0 10 0 0 0 0 0 2
OI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
u 0 0 0 0 1 2 0 4 4 2 0 0 21 0 0 2
oU 0 0 0 0 2 2 0 3 1 7 0 4 1 13 0 3
aU 14 0 1 0 4 4 0 2 0 0 0 0 0 1 5 4
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Table D.3: Numerical confusion matrix of vowel identification of low-
predictability words for stimuli with 6 frequency channels and low-pass
cutoff frequency of 8 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
ae 81 4 3 13 4 0 0 1 0 2 0 0 0 0 5 4
A 6 33 0 0 0 0 0 0 0 2 0 0 0 0 1 2
2 4 1 49 5 0 5 0 0 1 2 0 0 0 1 0 4
aI 4 1 0 38 0 0 0 0 0 2 0 0 0 0 0 0
eI 0 0 1 2 49 0 0 13 3 0 0 0 0 1 0 3
E 11 2 4 0 0 32 0 14 3 0 0 0 1 1 0 4
3 4 1 0 0 0 1 8 0 0 0 0 0 0 0 0 3
I 0 1 0 6 3 1 0 58 3 0 0 0 3 2 1 3
i 0 0 0 0 0 0 0 13 38 0 0 0 1 0 0 1
O 0 0 0 5 0 0 0 0 0 10 1 0 0 0 0 2
OI 0 0 0 1 1 0 0 0 0 0 7 0 0 0 0 0
U 0 0 0 0 0 0 0 0 0 0 0 8 0 0 0 1
u 0 0 0 0 0 1 0 1 4 1 0 0 18 0 0 2
oU 0 1 1 0 1 6 1 0 0 0 2 0 0 22 1 1
aU 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table D.4: Numerical confusion matrix of vowel identification of low-
predictability words for stimuli with 6 frequency channels and low-pass
cutoff frequency of 16 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 71 7 3 3 0 4 0 0 0 1 0 0 0 0 0 0
A 4 35 0 1 0 0 3 0 0 1 0 0 0 0 0 0
2 7 0 45 5 2 9 1 1 0 0 0 0 0 0 0 2
aI 0 0 1 22 1 0 0 0 0 2 0 0 0 0 0 1
eI 5 0 0 0 51 3 0 2 10 0 0 0 0 0 0 1
E 8 0 10 0 2 47 0 1 3 1 0 0 1 4 0 4
3 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0
I 2 0 0 0 10 6 4 52 1 0 0 0 1 0 0 5
i 0 0 0 0 9 0 0 7 53 0 0 0 0 0 0 3
O 0 0 2 0 0 0 0 0 0 16 0 0 0 0 0 0
OI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
u 0 0 1 0 6 1 0 1 3 0 1 0 21 1 0 1
oU 0 0 0 0 0 0 0 1 0 0 0 1 4 27 1 2
aU 7 0 0 7 0 1 0 0 0 4 0 0 0 0 14 3
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Table D.5: Numerical confusion matrix of vowel identification of low-
predictability words for stimuli with 8 frequency channels and low-pass
cutoff frequency of 8 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 92 4 1 2 8 2 0 0 0 0 0 0 0 2 3 3
A 3 37 1 1 0 1 0 0 0 1 0 0 0 0 0 1
2 2 0 63 2 0 1 0 0 0 0 0 2 0 2 0 0
aI 0 0 0 43 0 0 0 0 0 0 1 0 0 0 0 1
eI 0 0 0 0 52 2 0 7 4 0 0 0 1 0 0 5
E 6 1 0 0 2 49 0 8 2 0 0 0 0 0 0 4
3 0 0 0 0 0 0 6 8 0 0 0 1 1 0 0 2
I 0 0 0 0 2 13 0 60 1 0 0 1 0 0 0 4
i 0 0 0 0 0 1 0 9 42 0 0 0 0 0 0 2
O 0 0 0 2 0 0 0 0 0 14 0 0 0 2 0 0
OI 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0
U 0 0 0 0 0 0 0 0 0 0 0 8 1 0 0 0
u 0 0 0 0 0 0 0 0 5 0 0 0 21 0 0 1
oU 0 1 0 0 0 5 3 0 0 1 1 0 1 22 0 2
aU 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table D.6: Numerical confusion matrix of vowel identification of low-
predictability words for stimuli with 8 frequency channels and low-pass
cutoff frequency of 16 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 77 7 1 0 0 2 0 0 0 1 0 0 0 0 1 1
A 1 35 2 1 0 1 3 0 0 1 0 0 0 0 0 0
2 4 1 49 1 0 10 1 1 0 0 0 0 0 0 3 2
aI 0 0 3 24 0 0 0 0 0 0 0 0 0 0 0 0
eI 5 0 0 0 53 8 0 1 4 0 0 0 0 0 0 1
E 7 0 11 0 0 57 0 2 1 0 0 0 0 1 0 2
3 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0
I 0 0 0 0 4 12 0 63 1 0 0 0 0 0 0 1
i 0 0 0 0 6 0 0 0 64 0 0 0 0 0 0 2
O 0 1 0 0 0 0 0 0 0 15 0 1 0 0 0 1
OI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
u 0 0 1 0 0 1 6 0 0 0 0 0 26 0 0 2
oU 0 0 0 0 0 1 0 0 0 0 0 2 7 26 0 0
aU 1 0 1 4 0 1 0 0 0 2 0 0 0 0 27 0
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Table D.7: Numerical confusion matrix of vowel identification of high-
predictability words for stimuli with 4 frequency channels and low-pass
cutoff frequency of 8 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 54 2 5 4 11 7 0 6 1 1 0 0 1 0 1 14
A 7 21 0 0 1 3 0 0 0 3 0 0 0 2 1 7
2 11 0 25 0 3 9 0 5 0 0 0 0 0 2 1 6
aI 7 2 3 15 1 2 0 1 0 0 0 0 1 0 1 10
eI 1 0 3 0 27 4 1 6 10 6 0 0 2 1 2 9
E 5 3 2 1 0 25 0 11 1 0 0 1 0 0 0 12
3 2 4 2 0 0 1 3 3 1 0 0 2 0 1 0 8
I 3 1 2 2 2 15 0 30 1 2 0 0 2 4 0 17
i 0 0 0 0 2 1 0 5 47 0 0 0 0 0 0 8
O 0 1 0 0 0 0 0 0 0 8 0 0 0 0 0 0
OI 0 1 0 0 0 0 0 0 0 3 0 0 1 3 0 1
U 3 1 4 0 0 2 0 0 0 1 0 2 0 0 2 3
u 0 0 0 0 0 0 0 0 6 0 0 0 21 0 0 0
oU 0 1 1 0 0 7 0 2 3 1 0 0 2 15 1 3
aU 2 0 0 0 0 1 0 0 0 1 0 0 0 0 2 2
Table D.8: Numerical confusion matrix of vowel identification of high-
predictability words for stimuli with 4 frequency channels and low-pass
cutoff frequency of 16 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 45 5 4 0 0 9 0 2 0 0 0 0 0 0 0 6
A 13 25 9 0 0 1 3 1 0 1 0 0 1 2 0 7
2 7 0 35 0 0 7 0 2 0 0 0 0 0 1 0 2
aI 8 1 1 22 0 2 0 1 0 0 0 0 0 0 0 1
eI 2 0 0 0 19 0 1 8 7 0 0 1 0 0 0 6
E 4 4 6 1 3 42 1 5 3 5 0 0 3 4 2 6
3 2 1 1 0 0 2 3 1 0 1 0 1 0 0 0 5
I 0 3 2 0 1 4 0 26 1 2 0 0 3 0 0 7
i 3 0 0 0 3 2 0 4 54 0 0 0 2 0 0 4
O 5 1 1 0 0 2 3 2 0 23 0 2 0 0 1 5
OI 0 0 3 0 0 0 1 2 0 0 0 0 0 0 0 2
U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
u 0 0 0 1 4 0 0 3 10 0 0 0 21 0 0 6
oU 0 0 2 0 2 1 0 4 1 4 0 1 4 23 1 2
aU 3 2 1 0 0 3 0 0 0 2 0 0 0 0 14 2
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Table D.9: Numerical confusion matrix of vowel identification of high-
predictability words for stimuli with 6 frequency channels and low-pass
cutoff frequency of 8 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 86 1 2 0 5 5 0 0 0 0 0 0 0 1 0 4
A 2 41 0 0 0 1 0 0 0 0 0 0 0 0 1 0
2 3 1 53 2 0 0 0 1 0 0 0 0 0 0 0 1
aI 3 1 2 29 0 0 0 0 0 0 0 0 0 1 6 0
eI 0 1 0 2 58 1 0 4 0 0 0 0 0 0 0 3
E 4 1 1 1 0 38 0 7 3 0 0 0 0 0 0 2
3 0 0 1 0 0 3 14 2 1 0 0 0 2 0 0 2
I 3 0 1 0 0 1 0 65 5 0 0 0 0 0 0 2
i 1 0 0 1 2 1 0 6 45 0 0 0 0 0 0 5
O 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0
OI 0 0 0 0 0 0 0 0 0 2 0 0 0 4 2 1
U 1 1 0 0 0 0 1 0 0 0 0 13 2 0 0 0
u 0 0 0 0 1 0 0 1 2 0 0 0 22 0 0 0
oU 0 0 0 0 1 0 1 0 0 0 0 0 1 31 0 0
aU 0 0 0 0 0 1 0 1 0 0 0 0 0 1 4 2
Table D.10: Numerical confusion matrix of vowel identification of high-
predictability words for stimuli with 6 frequency channels and low-pass
cutoff frequency of 16 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 64 3 1 0 0 1 2 0 0 0 0 0 0 0 0 1
A 3 53 2 0 0 0 0 0 0 2 0 0 1 0 0 2
2 1 0 51 1 0 1 0 0 0 0 0 0 0 0 0 0
aI 1 0 0 34 0 0 0 0 0 0 0 0 0 0 0 1
eI 0 0 0 0 37 0 0 4 2 0 0 0 0 0 0 2
E 1 1 3 0 2 67 0 7 1 0 0 0 2 0 2 3
3 0 0 0 0 0 0 18 0 0 0 0 0 0 0 0 0
I 0 0 0 0 0 4 0 50 0 0 0 0 0 0 0 0
i 0 1 0 0 4 0 0 2 64 0 0 0 0 0 0 1
O 0 1 0 0 0 1 0 0 0 40 0 0 1 1 0 1
OI 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0
U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
u 0 0 0 0 0 0 0 0 1 0 0 0 43 1 0 0
oU 0 0 0 0 4 0 1 0 0 0 0 0 1 39 0 0
aU 0 0 1 0 0 0 0 0 0 0 0 0 0 0 25 1
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Table D.11: Numerical confusion matrix of vowel identification of high-
predictability words for stimuli with 8 frequency channels and low-pass
cutoff frequency of 8 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 99 0 0 0 1 5 0 0 0 0 0 0 0 0 0 0
A 1 42 0 0 0 0 0 0 0 0 0 0 0 0 0 1
2 2 0 52 0 0 1 2 0 0 0 0 0 1 1 2 0
aI 0 1 0 39 0 0 0 0 0 1 0 0 0 0 0 2
eI 1 0 0 0 64 0 0 0 1 0 0 0 0 0 0 2
E 5 0 0 0 1 39 0 10 0 0 0 0 2 0 0 2
3 1 0 0 0 1 0 20 1 0 0 0 0 2 0 0 0
I 1 0 1 1 0 2 1 67 0 0 0 0 2 1 0 1
i 0 0 0 0 0 0 0 3 58 0 0 0 0 0 0 0
O 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0
OI 0 0 0 0 0 0 0 0 0 0 0 0 0 7 1 1
U 0 0 0 0 0 0 0 0 0 0 0 17 1 0 0 0
u 0 0 0 0 0 0 0 1 2 0 0 0 22 0 0 1
oU 0 1 1 0 0 0 0 0 0 0 0 0 0 32 0 0
aU 0 0 0 0 0 1 0 0 0 0 0 0 0 1 7 0
Table D.12: Numerical confusion matrix of vowel identification of high-
predictability words for stimuli with 8 frequency channels and low-pass
cutoff frequency of 16 Hz. The first column indicates vowels presented to
listeners. The first row indicates vowels written by listeners. The symbol
“nr” on x-axis stands for “no response.”
æ A 2 aI eI E 3 I i O OI U u oU aU nr
æ 71 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
A 0 61 2 0 0 0 0 0 0 0 0 0 0 0 0 0
2 1 0 52 0 0 0 0 1 0 0 0 0 0 0 0 0
aI 0 0 0 36 0 0 0 0 0 0 0 0 0 0 0 0
eI 0 0 0 0 43 0 0 2 0 0 0 0 0 0 0 0
E 1 0 0 0 0 83 0 4 0 0 0 0 0 0 0 2
3 0 0 0 0 0 0 18 0 0 0 0 0 0 0 0 0
I 1 0 0 0 1 4 0 48 0 0 0 0 0 0 0 0
i 0 0 0 0 1 0 0 1 70 0 0 0 0 0 0 0
O 1 1 0 1 0 0 0 0 0 41 0 0 0 0 1 0
OI 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0
U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
u 0 0 0 0 0 0 0 0 0 0 0 0 45 0 0 0
oU 0 0 0 0 0 0 0 0 0 0 0 0 1 44 0 0
aU 1 0 0 0 0 0 0 0 0 0 0 0 0 0 26 0
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APPENDIX E
IRB Provided Informed Consent Forms
  
 
INFORMED CONSENT FORM 
Experiment Identification: The effect of predictability on the perception of acoustically sparse 
sentences 
This research study is an investigation of the interaction between word and the presence of 
context on its intelligibility. The experiment will take just under one hour to complete. You have 
been selected because you are a speaker of General American English and you are 19 years or 
older. 
The following information will help you make an informed decision as to whether you wish to 
participate in this study. If you have any questions, please do not hesitate to ask. 
 
The study will take place at the Speech Perception Laboratory in room 125 of the Barkley 
Memorial Center on the East Campus of the University of Nebraska-Lincoln. 
 
Before the experiment we will ask you to fill out a demographic questionnaire. This will include: 
handedness, first language, other languages fluently spoken, history of speech or hearing 
problems, age, gender, experience in any related experiments, and musical training. Your name 
or other identifying information will not be part of the demographic questionnaire and we will 
not record it. 
 
There are two phases to the experiment. In the first phase you will listen over headphones to 
tones played at different volumes and indicate whether you heard them. The purpose of phase 
one is to measure how well you hear the tones that will be used in the main experiment. This 
phase is controlled by computer and will take about 10 minutes. 
 
The main purpose of this study is to examine the effect of predictability on word intelligibility 
with distorted speech. This distortion is similar to that experienced by listeners who wear 
cochlear implants. It will take about 40 minutes to complete. You will listen to the distorted 
sentences via headphones and write the last word of each sentence on an answer form. Your 
writing will be recorded for later scoring. 
 
The second phase of this experiment has four conditions. In the first condition, you will be 
presented with natural sentences in noise. In the second condition you will hear distorted 
sentences. In the third condition, you will hear less distorted sentences. Finally, in the fourth 
condition, you will hear sentences with the least distortion. In all conditions, your job is to write 
the last word of each sentence. 
 
Any information obtained during this study that has the potential to identify you will be kept 
strictly confidential. Your name will not be recorded. An unrelated number will always be used 
rather than your name. 
 
Only the researchers named below will see your responses to the administered tasks when the 
data is initially entered. The data collected  will be encrypted and stored securely on a password-
protected computer in a locked laboratory in room 125 Barkley Center for no longer than three 
years following the conclusion of this study (to allow for any potential data audits). 
 
We hope you find participation in this study an enjoyable experience. There are no known risks 
or discomforts associated with this study. Additionally, there are no direct benefits to you due to 
participating in this research. However, information gained from this research may help scientists 
determine practical and theoretical information regarding the perception of speech. 
 
You are encouraged to ask questions about this research. Those questions will be answered 
before you agree to participate. You may also ask questions during the experiment. Immediate 
concerns can be directed to either experimenter who may be contacted as indicated below. If you 
have any questions concerning your rights as a research participant that have not been answered 
by the investigators, or wish to report any concerns about the study, you may contact the 
University of Nebraska-Lincoln Institutional Review Board by telephone at (402)-472-6965. 
 
You are free to decide not to participate or withdraw from participating any time during the 
experiment. A decision to withdraw will be without consequences adversely affecting your 
relationship with the investigators, the University of Nebraska-Lincoln, or any other participating 
agents. 
 
You are voluntarily making a decision whether or not to participate in this research study. Your 
signature certifies that you have decided to participate having read and understood the 
information presented. 
 
__________________________________________                ______________________ 




Bahar Shahsavarani (Somayeh Shahsavarani)      _________________________________ 
sshahsav@cse.unl.edu 
402-875-1967 
352 Barkley Center (0738) 
 
Thomas Carrell, Ph.D.                         ___________________________________________ 
tcarrell@unl.edu 
402-472-0701, 























































































 The effect of predictability on the perception of acoustically sparse sentences
Demographic Questionnaire
Subject Number:           
Date:                       
Age:           
I am 19 years of age or older (circle one):    Yes No
Gender (circle one)
Female Male Other (or no response)
Handedness (circle one)  
Right-handed Left-handed Both
Please describe your language background
First language spoken:  
Birth place (e.g., state):                                  
          Years of musical training: 
 
Other languages spoken: 
Have you ever had a hearing problem?  If so, please describe briefly:  
                       
Have you taken NSAIDs (e.g., aspirin) or antibiotics (e.g., erythromycin) within the past 





Participant number______________  Condition__________________ 






























The MATLAB scripts, which were implemented to compute confusion matrices
of the consonants and vowels, are given in this attachment. The implementation
of the Levenshtein algorithm and the covariance measure of intelligibility (relative
transmitted information) were also incorporated in this section. The first script
was implemented to compute the accuracy and confusion matrix of consonant
identification in contextually-rich (i.e., high-predictability) sentences. A similar
code was developed for contextually-poor (i.e., low-predictability) sentences, which
is not given here. The second script was implemented to compute the accuracy and
confusion matrix of vowel identification in contextually-rich sentences. Likewise,
a similar code was written for contextually-poor sentences, which is not included
here. The third script manifests the implementation of the Levenshtein algorithm,
which was used to measure the similarity between target words (i.e., stimuli) and
answer words (i.e., responses). The last script was developed to measure the






diphthongs     = {char([101 618]),char([97 618]),char([111 
650]),... 
    char([97 650]),char([596 618])}; 




    
char(603),char(604),char(618),char(105),char(596),char(79),
... 
    char(650),char(117),char(111),char(65),' ',char(601)}; 
legal_consonants = 
{'b','k','n','m',char(331),char(643),'g','f','l',... 
    
char(679),'r','z','s','t','d','p','h','j',char(952),char(24
0),... 
    'v',char(676),char(658),'w',''}; 
  





confusionMatrix = zeros(length(legal_consonants)); 
%confusionMatrixvowelsLP = zeros(length(legal_vowels)); 
  





%confusionMatrixvowelsHP = zeros(length(legal_vowels)); 
  
%% read data 
for participant=1:27 
    channel = 8; 
    LPF = 16; 
    diphthongs     = {char([101 618]),char([97 
618]),char([111 650]),... 
        char([97 650]),char([596 618])}; 
    diphthongs_rep = {'e' ,'a' ,'o' ,'A' ,'O' }; 
     
    legal_vowels = 
{char(230),char(593),char(652),char(97),char(101),... 
        
char(603),char(604),char(618),char(105),char(596),char(79),
... 
        char(650),char(117),char(111),char(65),' 
',char(601)}; 
    legal_consonants = 
{'b','k','n','m',char(331),char(643),'g','f','l',... 
        
char(679),'r','z','s','t','d','p','h','j',char(952),char(24
0),... 
        'v',char(676),char(658),'w',''}; 
     
    confusionMatrixConsonantsHP = 
zeros(length(legal_consonants)); 
     
    if participant < 10 
        if LPF == 8 
            fileName = 
sprintf('P0%dRC%dLP0%d.xlsx',participant,channel,LPF); 
        else 
            fileName = 
sprintf('P0%dRC%dLP%d.xlsx',participant,channel,LPF); 
        end 
    else 
        if LPF == 8 
            fileName = 
sprintf('P%dRC%dLP0%d.xlsx',participant,channel,LPF); 
        else 
            fileName = 
sprintf('P%dRC%dLP%d.xlsx',participant,channel,LPF); 
        end 
    end 
     
    data = importdata(fileName); 
    words = data.textdata; 
    words(1,:) = []; 
    words(:,1) = []; 
    predictability = data.data; 
    words = {data.data, words(:,1), words(:,2)}; 
     
    % replace diphtongs with one symbol in both target and 
answer words 
     
    for i = 1:length(words{:,1}) 
        for j = 1:length(diphthongs) 
            index_target = 
strfind(words{2}{i},diphthongs{j}); 
            if (~isempty(index_target)) 
                words{2}{i}(index_target) = 
diphthongs_rep{j}; 
                words{2}{i}(index_target+1) = []; 
            end 
            index_answer = 
strfind(words{3}{i},diphthongs{j}); 
            if (~isempty(index_answer)) 
                words{3}{i}(index_answer) = 
diphthongs_rep{j}; 
                words{3}{i}(index_answer+1) = []; 
            end 
        end 
    end 
     
    % delete words with more than one vowels 
     
    % track the number of vowels in a word 
    countVowels = 0; 
     
    % track the index of the words with 2 or more vowels 
    index4delet = []; 
     
    % track the number of the words should be deleted 
    countWords4delete = 0; 
     
    for i = 1:length(words{:,1}) 
        for j = 1:length(legal_vowels) 
            if 
~isempty(strfind(words{3}{i},legal_vowels{j})) 
                countVowels = countVowels +... 
                    
length(strfind(words{3}{i},legal_vowels{j})); % 
length(strfind(words{i,2},legal_vowels{j}))has been used 
because we might have two same phonemes in the word 
            end 
            if countVowels > 1 
                countWords4delete = countWords4delete + 1; 
                index4delet(countWords4delete) = i; 
            end 
            countVowels = 0; 
        end 
    end 
     
    % delete words with 2 or more vowels 
    words{1}(index4delet) = []; 
    words{2}(index4delet) = []; 
    words{3}(index4delet) = []; 
     
     
    % Confusion Matrix 
    % separate low-predictability sentences from high-
predictability sentences 
     
    % find the indeces with zero in predictability words{1} 
    indexHP = find(words{1} == 1); 
    wordsTargetHP = words{2}(indexHP); 
    wordsAnswerHP = words{3}(indexHP); 
     
     
    % specify the first letter of the i-th target word in 
LP sentences 
    for i = 1:length(wordsTargetHP) 
         
        firstLetterTargetHP = wordsTargetHP{i}(1); 
        % check if this letter is a consonant 
        if 
~isempty(find(strcmp(legal_consonants,firstLetterTargetHP), 
1)) 
            % store the index of consonant in legal 
consonants 
            initialConsonantTargetHP = 
find(strcmp(legal_consonants,... 
                firstLetterTargetHP), 1); 
             
            % specify the index of the first letter of the 
corresponding answer 
            % word in legal consonants 
            if ~isempty(wordsAnswerHP{i}) 
                firstLetterAnswerHP = 
find(strcmp(legal_consonants,... 
                    wordsAnswerHP{i}(1)), 1); 
            else 
                firstLetterAnswerHP = 
length(legal_consonants); 
            end 
             
            % update confusion matrix consonantsLP 




etterAnswerHP) + 1; 
        end 
         
        lastLetterTargetHP = wordsTargetHP{i}(end); 
        % check if this letter is a consonant 
        if 
~isempty(find(strcmp(legal_consonants,lastLetterTargetHP), 
1)) 
            % store the index of consonant in legal 
consonants 
            finalConsonantTargetHP = 
find(strcmp(legal_consonants,... 
                lastLetterTargetHP), 1); 
             
            % specify the index of the first letter of the 
corresponding answer 
            % word in legal consonants 
            if ~isempty(wordsAnswerHP{i}) 
                lastLetterAnswerHP = 
find(strcmp(legal_consonants,... 
                    wordsAnswerHP{i}(end)), 1); 
            else 
                lastLetterAnswerHP = 
length(legal_consonants); 
            end 
             
            % update confusion matrix consonantsLP 




erAnswerHP) + 1; 
        end 
         
    end 
     
    confusionMatrix = confusionMatrix + 
confusionMatrixConsonantsHP; 
    save('confusionMatrix','confusionMatrix') 
     
    xlswrite(fileName,confusionMatrixConsonantsHP) 
  
     
    fileID = fopen(strcat(fileName(1:end-
5),'INFOHP.txt'),'w'); 
    fprintf(fileID, 'Number of Target Consonants: %d 
\n',... 
        sum(sum(confusionMatrixConsonantsHP,2))); 
    fprintf(fileID, 'Number of Answer Consonants: %d 
\n',... 
        sum(sum(confusionMatrixConsonantsHP,1))); 
    fprintf(fileID, 'Number of Correct Consonants: %d 
\n',... 
        trace(confusionMatrixConsonantsHP(1:24,1:24))); 
    fprintf(fileID, 'Percent Correct Consonants: %0.2f 
\n',... 
        trace(confusionMatrixConsonantsHP(1:24,1:24))/... 
        sum(sum(confusionMatrixConsonantsHP,2))); 
     
    save('LPF','LPF') 
    save('channel','channel') 
    clear;clc; 
    %disp(sum(confusionMatrixVowelsLP(:))) 
    load confusionMatrix 
    load channel 
    load LPF 
     
     
end 
  
%% save confusion matrix into an excel file 
if LPF == 8 










for i = 1:length(confusionMatrix) 
    if sum(confusionMatrix(i,:)) ~= 0 
        confusionMatrix(i,:) = ... 
            confusionMatrix(i,:)/sum(confusionMatrix(i,:)); 
    end 
end 
  
fig1 = figure('Color',[1 1 1], 'Position',[100, 100, 1100, 
800]); 
imagesc(confusionMatrix(1:end-1,:)), colorbar, colormap 
cool 
set(gca,'FontSize',22,... 
    'FontName','Times New 
Roman','XTick',1:25,'XTickLabel',{'b','k','n','m',char(331)
,char(643),'g','f','l',... 
        
char(679),'r','z','s','t','d','p','h','j',char(952),char(24
0),... 
        
'v',char(676),char(658),'w','nr'},'YTick',1:24,'YTickLabel'
,{'b','k','n','m',char(331),char(643),'g','f','l',... 
        
char(679),'r','z','s','t','d','p','h','j',char(952),char(24
0),... 
        'v',char(676),char(658),'w'}); 
xlabel('Answer','FontWeight','bold','FontSize',36,'FontName
','Times New Roman'); 
ylabel('Target','FontWeight','bold','FontSize',36,'FontName
','Times New Roman'); 








diphthongs     = {char([101 618]),char([97 618]),char([111 
650]),... 
    char([97 650]),char([596 618])}; 




    
char(603),char(604),char(618),char(105),char(596),char(79),
... 
    char(650),char(117),char(111),char(65),' ',char(601)}; 
legal_consonants = 
{'b','k','n','m',char(331),char(643),'g','f','l',... 
    
char(679),'r','z','s','t','d','p','h','j',char(952),char(24
0),... 
    'v',char(676),char(658),'w',''}; 
  
% create vowel confusion matrices for high-predictability 
% sentences 
confusionMatrixVowelsHP = zeros(length(legal_vowels)); 
  
  
%% read data 
for participant = 1:27 
    channel = 8; 
    LPF  = 16; 
     
    diphthongs     = {char([101 618]),char([97 
618]),char([111 650]),... 
        char([97 650]),char([596 618])}; 
    diphthongs_rep = {'e' ,'a' ,'o' ,'A' ,'O' }; 
     
    legal_vowels = 
{char(230),char(593),char(652),char(97),char(101),... 
        
char(603),char(604),char(618),char(105),char(596),char(79),
... 
        char(650),char(117),char(111),char(65),' 
',char(601)}; 
    legal_consonants = 
{'b','k','n','m',char(331),char(643),'g','f','l',... 
        
char(679),'r','z','s','t','d','p','h','j',char(952),char(24
0),... 
        'v',char(676),char(658),'w',''}; 
     
    confusionMatrixVowelsHP = zeros(length(legal_vowels)); 
     
    if participant < 10 
        if LPF == 8 
            fileName = 
sprintf('P0%dRC%dLP0%d.xlsx',participant,channel,LPF); 
        else 
            fileName = 
sprintf('P0%dRC%dLP%d.xlsx',participant,channel,LPF); 
        end 
         
    else 
        if LPF == 8 
            fileName = 
sprintf('P%dRC%dLP0%d.xlsx',participant,channel,LPF); 
        else 
            fileName = 
sprintf('P%dRC%dLP%d.xlsx',participant,channel,LPF); 
        end 
    end 
     
    data = importdata(fileName); 
    words = data.textdata; 
    words(1,:) = []; 
    words(:,1) = []; 
    predictability = data.data; 
    words = {data.data, words(:,1), words(:,2)}; 
     
    % replace diphtongs with one symbol in both target and 
answer words 
     
    for i = 1:length(words{:,1}) 
        for j = 1:length(diphthongs) 
            index_target = 
strfind(words{2}{i},diphthongs{j}); 
            if (~isempty(index_target)) 
                words{2}{i}(index_target) = 
diphthongs_rep{j}; 
                words{2}{i}(index_target+1) = []; 
            end 
            index_answer = 
strfind(words{3}{i},diphthongs{j}); 
            if (~isempty(index_answer)) 
                words{3}{i}(index_answer) = 
diphthongs_rep{j}; 
                words{3}{i}(index_answer+1) = []; 
            end 
        end 
    end 
     
    % delete words with more than one vowels in answer 
words 
     
    % track the number of vowels in a word 
    countVowels = 0; 
     
    % track the index of the words with 2 or more vowels 
    index4delet = []; 
     
    % track the number of the words should be deleted 
    countWords4delete = 0; 
     
    for i = 1:length(words{:,1}) 
        for j = 1:length(legal_vowels) 
            if 
~isempty(strfind(words{3}{i},legal_vowels{j})) 
                countVowels = countVowels +... 
                    
length(strfind(words{3}{i},legal_vowels{j})); % 
length(strfind(words{i,2},legal_vowels{j}))has been used 
because we might have two same phonemes in the word 
            end 
            if countVowels > 1 
                countWords4delete = countWords4delete + 1; 
                index4delet(countWords4delete) = i; 
            end 
            countVowels = 0; 
        end 
    end 
     
    % delete words with 2 or more vowels 
    words{1}(index4delet) = []; 
    words{2}(index4delet) = []; 
    words{3}(index4delet) = []; 
     
     
    % Confusion Matrix 
    % separate low-predictability sentences from high-
predictability sentences 
     
    % find the indeces with zero in predictability words{1} 
    indexHP = find(words{1} == 1); 
     
    wordsTargetHP = words{2}(indexHP); 
    wordsAnswerHP = words{3}(indexHP); 
     
     
    %wordsTargetHP = words{2}(indexLP(end)+1:end); 
    %wordsAnswerHP = words{3}(indexLP(end)+1:end); 
     
     
     
     
    % specify the vowel of the i-th target word in HP 
sentences and compare 
    % it with the vowel of the i-th answer word in HP 
sentences 
    for i = 1:length(wordsTargetHP) 
         
        % specifiy the vowel in the i-th target word 
        target = wordsTargetHP{i}; 
        letterTarget = 1; 
        indexVowelTarget = []; 
        while isempty(indexVowelTarget) && (letterTarget <= 
length(target)) 
            indexVowelTarget = 
find(strcmp(legal_vowels,target(letterTarget))); 
            letterTarget = letterTarget + 1; 
        end 
         
        % specifiy the vowel in the i-th answer word 
        answer = wordsAnswerHP{i}; 
        letterAnswer = 1; 
        indexVowelAnswer = []; 
        while isempty(indexVowelAnswer) && (letterAnswer <= 
length(answer)) 
            indexVowelAnswer = 
find(strcmp(legal_vowels,answer(letterAnswer))); 
            letterAnswer = letterAnswer + 1; 
        end 
        % if no vowel is found in answer, put the missing 
value ' ' 
        if isempty(indexVowelAnswer) 
            indexVowelAnswer = length(legal_vowels)-1; 
        end 
         
        % 
        
confusionMatrixVowelsHP(indexVowelTarget,indexVowelAnswer) 
= ... 
            
confusionMatrixVowelsHP(indexVowelTarget,indexVowelAnswer) 
+ 1; 
             
         
    end 
     
    
%save('confusionMatrixVowelsHP','confusionMatrixVowelsHP') 
     
    % save confusion matrix for each participant 
    % strcat('/Users/bahar/Desktop/Results',fileName) 
    xlswrite(fileName,confusionMatrixVowelsHP) 
  
     
    fileID = fopen(strcat(fileName(1:end-
5),'INFO.txt'),'w'); 
    fprintf(fileID, 'Number of Target Vowvels: %d \n',... 
        sum(sum(confusionMatrixVowelsHP,2))); 
    fprintf(fileID, 'Number of Answer Vowvels: %d \n',... 
        sum(sum(confusionMatrixVowelsHP,1))); 
    fprintf(fileID, 'Number of Correct Vowvels: %d \n',... 
        trace(confusionMatrixVowelsHP(1:15,1:15))); 
    fprintf(fileID, 'Percent Correct Vowels: %0.2f \n',... 
        trace(confusionMatrixVowelsHP(1:15,1:15))/... 
        sum(sum(confusionMatrixVowelsHP,1))); 
     
     
     
    %disp(sum(confusionMatrixVowelsLP(:))) 
    %load confusionMatrixVowelsHP 
     
    clear;clc; 
end 
  
%% save confusion matrix into an excel file 
if LPF == 8 











for i = 1:length(confusionMatrixVowelsHP) 
    if sum(confusionMatrixVowelsHP(i,:)) ~= 0 
        confusionMatrixVowelsHP(i,:) = ... 
            
confusionMatrixVowelsHP(i,:)/sum(confusionMatrixVowelsHP(i,
:)); 
    end 
end 
  
fig1 = figure('Color',[1 1 1], 'Position',[100, 100, 1100, 
800]); 
imagesc(confusionMatrixVowelsHP(1:end-2,1:end-1)), 
colorbar, colormap cool 
set(gca,'FontSize',22,... 
    'FontName','Times New 
Roman','XTick',1:61,'XTickLabel',{char(230),char(593)... 
    ,char(652),char([97 618]),char([101 
618]),char(603),char(604),char(618),char(105)... 
    ,char(596),char([596 
618]),char(650),char(117),char([111 650]),char([97 
650]),... 
    'nr'},'YTick',1:16,'YTickLabel',{char(230),char(593)... 
    ,char(652),char([97 618]),char([101 
618]),char(603),char(604),char(618),char(105)... 
    ,char(596),char([596 
618]),char(650),char(117),char([111 650]),char([97 650])}) 
xlabel('Answer','FontWeight','bold','FontSize',36,'FontName
','Times New Roman'); 
ylabel('Target','FontWeight','bold','FontSize',36,'FontName
','Times New Roman'); 
titleName = sprintf('%d-band/%d Hz High-Predictability 
Sentences',channel,LPF); 
title({'Vowel Confusion Matrix',titleName},'FontSize',36) 
grid on 
Levenshtein Algorithm  
 
function distance = LevenshteinDistance(target,answer) 
% This function employs the dynamic programming technique 
to calculate the  
% levenshtein distance between the target string and the 
answer string. It 
% returns a double number as the distance 
% This function has two string inputs:  target, answer 
% This function has one double output: distance 
% Format:   [distance] = LevenshteinDistance(target,answer) 
% 
% Example:  distance = LevenshteinDistance('car','cat') 
%          distance = 
%               1 
 
targetLength = length(target); 
answerLength = length(answer); 
  
% distance table 
distanceTable = zeros(answerLength+1,targetLength+1); 
  
% initialize the distance table 
distanceTable(1,:) = 0:targetLength; 
distanceTable(2:end,1) = 1:answerLength; 
  
for j = 1:targetLength 
     
    for i = 1:answerLength 
         
        if strcmp(answer(i),target(j)) 
            distanceTable(i+1,j+1) = distanceTable(i,j); 
        else 
            distanceTable(i+1,j+1) = 
min(min((distanceTable(i,j) + 1),... 
                
(distanceTable(i,j+1)+1)),(distanceTable(i+1,j)+1)); 
        end 
         
    end % end of the answer string 
     
end % end of the target string 
  






fileNames = dir('vowel*.csv'); 
num_files = length(fileNames); 
information = zeros(1,num_files); 
information_ideal = zeros(1,num_files); 
  
  
for file = 1:num_files 
    % read confusion matrix 
    confusion_matrix = csvread(fileNames(file).name); 
     
    % this matrix is used to normalize the information 
transmitted 
    ideal_confusion_matrix = 
make_ideal_confusion_matrix(confusion_matrix); 
    T = information_transmitted(confusion_matrix); 
    T_ideal = 
information_transmitted(ideal_confusion_matrix); 
     
    % relative information transmitted 




high = [information(1),information(3),... 
    information(5),information(7),... 
    information(9),information(11)]; 
  
low = [information(2),information(4),... 
    information(6),information(8),... 
    information(10),information(12)]; 
  
frequency = [4,6,8]; 
high_8 = [high(1),high(3), high(5)]; 
high_16 = [high(2),high(4), high(6)]; 
low_8 = [low(1),low(3), low(5)]; 
low_16 = [low(2),low(4), low(6)]; 
  




    'FontName','Times New 
Roman','XTick',[0,4,6,8],'XTickLabel',... 
    {'','4-band','6-band','8-band'}); 
xlabel('Number of Frequency 
Channels','FontWeight','bold','FontSize',20,'FontName','Tim
es New Roman'); 
ylabel('Percent Information 
Transmitted','FontWeight','bold','FontSize',20,'FontName','








leg = legend(' LP (8 Hz)',' LP (16 Hz)',... 
    ' HP (8 Hz)',' HP (16 Hz)'); 
set(leg,'FontSize',17,'FontWeight','bold','EdgeColor',[1 1 
1],'Location','best','FontName',... 




function information = 
information_transmitted(confusion_matrix) 
% This function measures the covariance of the output 
(response) with 
% input(stimulus), which is called information transmitted 
from stimulus to 
% response in bits per stimulus 
  
% number of stimulus 
number_of_stimuli = length(confusion_matrix); 
  
% sample of n observations 
n = sum(sum(confusion_matrix,2)); 
  
% frequency of stimuli 
f_s = zeros(1,number_of_stimuli); 
  
for row = 1:number_of_stimuli 
    f_s(row) = sum(confusion_matrix(row,:))/n; 
end 
  
% frequency of responses 
f_r = zeros(1,number_of_stimuli); 
  
for column = 1:number_of_stimuli 
    f_r(column) = sum(confusion_matrix(:,column))/n; 
end 
  
% temporary information transmission 
T = 0; 
for i = 1:number_of_stimuli 
    for j =1:number_of_stimuli 
        if (confusion_matrix(i,j) == 0) || (f_s(i) == 0) || 
(f_r(j) == 0) 
            T = T + 0; 
        else 
            T = -(confusion_matrix(i,j)/n) * 
log2((f_s(i)*f_r(j))/... 
                (confusion_matrix(i,j)/n)) + T; 
        end 
    end 
end 
 information = T; 
end 
 
function ideal_matrix = 
make_ideal_confusion_matrix(confusion_matrix) 
  
% number of stimulus 
number_of_stimuli = length(confusion_matrix); 
% sample of n observations 
n = sum(sum(confusion_matrix,2)); 
  
% frequency of stimuli 
f_s = zeros(1,number_of_stimuli); 
  
for row = 1:number_of_stimuli 
    f_s(row) = sum(confusion_matrix(row,:))/n; 
end 
  
ideal_matrix = diag(f_s); 
end 
