Introduction: Robot vision and Human Visual System
The problem of real-time processing of images is particularly relevant in visually-guided robotics applications such as autonomous navigation, inspection and surveillance. Processing speed can be increased either by increasing the computational power or by constraining the amount of data to be processed (or by a purposive combination of these two factors). Ideally, the reduction of data should be performed as close as possible to the acquisition device for example by reducing the overall resolution of the acquired images or and/or by limiting the amplitude of the eld of view (electronic and optical solutions are already available). A peculiar example of this kind of approach is represented by the geometry of the photoreceptor's placement of the human retina which is characterized by a density of photoreceptors which is highest in the center (the so called fovea) and decreases monotonically toward the periphery of the visual eld. This solution represents an engineering compromise between resolution and amplitude of the eld of view in the sense that, given a limited number of photoreceptors (and consequently a limited need for computational power), allows the acquisition of images which have simultaneously both a high resolution and a wide eld of view. In humans, oculomotor movements allow to point the high resolution area of the eye (fovea) in the zone of interest, compensating for the lack of detailed information in the Supported by IBIDEM, TIDE project No. 1038; to appear in Sensor Review, Vol.15 n. 2, pag: 17-20, 1995 periphery of the visual eld.
The use of a space variant sampling sensor has been investigated in the past mainly in relation to robotics applications. Among others ( 6] , 8], 10]) the group at the University of Genova has investigated (with the support of the Progetto Finalizzato Robotica of the C.N.R.) robotics applications based on these so-called retina-like sensors. In particular the use of optical ow information for the computation of time-to-contact 7] and to control the forward velocity of a mobile base in order to avoid collisions has been successfully implemented using a prototype CCD sensor chip 9]. A simulation environment has been also used for object tracking and vergence control on a 4
degrees of freedom binocular head 1] and for robot navigation applications 3]. Recently, however, the idea of space-variant sensing has taken on a new dimension with the proposal that images acquired in such a way could be used in telecommunication. The EU funded TIDE project IBIDEM explores this idea as a mean of communication for people with hearing disabilities.
Space variant sensing
As already mentioned, whenever a reduction in the amount of data contained in an image has to be achieved, it is possible to process only a part of the information enclosed in a window or to subsample the image, averaging neighboring pixels; the disadvantages of such techniques are a reduction of the eld of view, in the rst case, and a loss of resolution in the second one. To overcome these problems the only other possibilities are to have a multi-layer representation of the image at di erent scales or to represent the image as a spatially non-uniform grid.
The idea of mimicking the distribution and size of the human receptive elds in the human retina for sampling non uniformly a scene has been rst introduced by Chaikin and Weiman 10] and further developed by Sandini and Tagliasco 5] . The non uniform sampling grid consists of receptive elds displaced over concentric circles (see gure 1); the size of the receptive elds increases linearly from the inner circle towards the outermost. It is simple to describe the process of generating the lay-out of a sensor having such a sampling strategy; the only degree of freedom is N, the number of receptive elds (RF) per circle: this parameter automatically de nes the radius 
where s i is the size of the RF on the i th circle , i their distance from the center and k, a linear scale factor that determines the growth rate of the RF, is given by:
These equations are su cient to de ne the lay-out of the sensor; if re-sampling from standard uniform images the size of the smaller circle should equal the unitary pixel (s 0 = 1) and the processing of adding rings should stop whenever i equals or exceeds the size of the image (in pixels).
In the case of a hardware implementation, s 0 is the physical size of the minimum photosensitive element, and i should not exceeds the technological limits of standard chip packaging. Thus, the only variable that still has to be de ned is N, the number of RF per circle: this choice is subjective and depends mainly on the application.
The space-variant geometry described performs a topological transformation called log-polar mapping and is de ned by ( = log k ? p = q (5) where ( ; ) are the polar coordinate of a point and p and q are related respectively to 0 and N in equation (1); the mapping from the cartesian to the log-polar plane is represented in gure 2; this conformal mapping has a number of interesting properties such as invariance to changes of scale and to rotations around the center; in fact, an isotropic expansion of the image is mapped into a simple shift along the radial direction in the log-polar plane; a rotation around the center is mapped into a shift along the angular direction . 3 The IBIDEM project Long-distance communication for both social and practical purposes is becoming an increasingly important factor in every-day life. Hearing-impairment does, however, prevent many people from using normal voice telephones for obvious reasons. A solution to this problem for the hearingimpaired is the use of video phones. Unfortunately video phones are expensive and need point to point high bandwidth communication lines (Integrated Services Digital Network) in order to provide reasonable images resolution and temporal refresh rates.
Currently available video phones working on standard telephone lines (Public Switched Telephone Network) do not meet the dynamic requirements necessary for lip reading, nger-spelling and signing. The spatial resolution is also too small.
The main objective of IBIDEM is to develop a video phone useful for lip reading by hearingimpaired people based on a new generation of the space-variant sensor and using standard telephone lines. The space variant nature of the sensor will allow to have high resolution in the area of interest, lips or ngers, while still maintaining a wide eld of view in order to perceive, for example, the facial expression of the interlocutor, but reducing drastically the amount of data to be sent on the line (see gure 3).
A second objective of IBIDEM is the use of the same equipment for remote monitoring of health status. The system can be used for obtaining information about the status of a client in the form of images and could be extended to include various physiological parameters like heart rate, blood pressure etc.
The IBIDEM project is constructing a video phone using a camera with the retina-like sensor, a motorized system for moving the point of view of the camera as well as a display for the transmitted images. This video phone will be a high-quality, low-cost aid for the hearing-impaired as well as being useful for remote monitoring.
The project has started in October 1994 and by the end of March 1995 the designing phase will be nished. The project will end in September 1996.
The consortium is formed by the following partners (in brackets the primary contribution of Pre-recorded sequences of a subject speaking and signing in front of a camera have been processed using space variant layouts; the resulting sequences are presented to people having hearing disabilities and their capability to correctly perceive the sentences are measured. Two di erent spatial resolution, namely 96 receptive elds on each of the 64 concentric circles and 128 on 64 circles, and two temporal refresh rates (10 Hz and 15 Hz) are investigated.
Preliminary evaluation on the lip reading and nger spelling experiments have shown that from a perception point of view there is no di erence between the results using the two proposed spatial resolutions , while a substantial di erence exists between the two tested images frame rates; this is in accord with the studies by Frowein et al. 2] where they have investigated the e ect of frame rate in speech recognition, and have observed that there is an appreciable improvement in speech reception score increasing the frame rate up to 15 Hz, but the performance does not improve above this value.
The results of the experiments will allow to evaluate which are the minimum requirements for the IBIDEM video phone in terms of spatial and temporal resolution; it has to be pointed out that the image resolution and the frame rate will determine the amount of information to be sent on the telephone line; it is obvious that data compression will be necessary in any case, but reducing the quantity of data at the very beginning will allow lower compression rates to meet the bandwidth requirements still maintaining acceptable perceptual quality.
Technological Issues
In parallel with the user requirements, technological limitations have to be taken into account in the design of the visual sensor.
The most important technological constraints are the minimum size of the photosensitive cell and the overall size of the sensor. These two parameters are not independent (see equations 1, 2, 3, 4) and their relation is solely determined by N, which is one of the parameters derived from the user's requirements analysis.
On the other hand the minimum cells size depends on the choice of technology, such as frame transfer CCD, inter-line CCD and CMOS. For example considering the two lay-outs chosen for the perceptual experiments (the rst one has 96 photo receptor displaced on each of the 64 ring while the second one has 128 still on 64 ring) the resulting overall sensor diameter in case we consider 15 m to be the minimum cell size, will be respectively 26:5 mm and 13:1 mm; it can be seen that at least for the rst case it could be di cult to manufacture a chip having such dimensions. The second solution seems, however, technologically feasible.
The choice of the technology has been discussed and, even if each of the three di erent technology has advantages and disadvantages, the consortium has decided to use CMOS, also for costs reasons, built upon the know-how of IMEC in fabricating CMOS visual sensors of the FUGA type 4].
