Abstract: Pearson's R is the most common correlation statistic, used mainly in parametric settings. Most common among nonparametric correlation statistics are Spearman's S and Kendall's T . We show that for bivariate normal i.i.d. samples the pairwise asymptotic relative efficiency (ARE) between these three statistics depends monotonically on the population correlation coefficient ρ. Namely,
Introduction
Pearson's R, Spearman's S and Kendall's T are the three most commonly used correlation statistics, the latter two especially in nonparametric studies. When the population distribution is bivariate normal, the question of independence between the two random variables (r.v.'s) reduces to deciding if the population correlation ρ is 0. In the case of testing H 0 : ρ = 0, it is known that the Pitman asymptotic relative efficiency [8] and that of T to S is 1 [13] (and hence the ARE of R to T is π 2 9 as well). While perhaps less common in practice, one could also use any three of these statistics to test hypotheses of the form H 0 : ρ = ρ 0 (against alternatives ρ > ρ 0 , ρ < ρ 0 , or ρ = ρ 0 ) for arbitrary ρ 0 ∈ (−1, 1). In [2] , values of the ARE S,R (ρ 0 ) (the ARE of S to R for the null hypothesis ρ = ρ 0 ) are tabulated for several values of ρ 0 ∈ [0, 1); several values of ARE T,R (ρ 0 ) are given in [14] as well.
In this paper, we show that ARE R,T (|ρ 0 |) is strictly increasing in |ρ 0 | ∈ [0, 1) from 1.096 . . . to 1.209 . . . , ARE R,S (|ρ 0 |) increases from 1.096 . . . to 1.439 . . . , and ARE T,S (|ρ 0 |) increases from 1 to 1.190 . . . . Thus, all these ARE's stay rather close to 1 for all values of ρ 0 ∈ (−1, 1). Additionally, several upper and lower quadratic bounds are shown to take place for each of ARE R,T , ARE R,S and ARE T,S . All of these results are immediate corollaries to a stronger result, stated in this paper as Theorem 2.1.
For testing H 0 : θ = θ 0 in the framework of a given statistical model (against any of the alternative hypotheses θ = θ 0 , θ > θ 0 , or θ < θ 0 ), under certain general conditions there exists an easily applicable formula for computing the ARE between two (sequences of) real-valued test statistics T 1 = (T 1,n ) n∈N and T 2 = (T 2,n ) n∈N . The main condition (see e.g. [16, 7, 11] ) is that the distribution function (d.f.) of either properly normalized test statistic converges to the standard normal d.f. Φ uniformly in a certain sense as the sample size n tends to ∞. Particularly, if there exist continuous real-valued functions µ Tj and σ Tj on the parameter space Θ such that (1.1) sup
where V is some neighborhood of θ 0 chosen such that µ Tj is continuously differentiable and σ Tj > 0 on V for j = 1, 2, then the ARE of T 1 to T 2 may be expressed by the formula (1.2) ARE(θ 0 ) := ARE T1,T2 (θ 0 ) = σ
assuming that µ Tj (θ 0 ) > 0. The functions µ Tj and σ Tj / √ n may be called the asymptotic mean and standard deviation, respectively, of the sequence T j .
Berry-Esséen bounds provide a nice way to verify the condition (1.1). Such bounds for the Kendall and Spearman statistics, which are instances of so-called U -and V -statistics, are essentially well known; see e.g. [12] ; in fact, we are using here a result by Chen and Shao [3] and a convenient representation of any V -statistic as a U -statistic [6] . As for a Berry-Esséen bound for the Pearson correlation statistic, we are using an apparently previously unknown result in [20] .
According to the formula (1.2), the ARE between two test statistics can be expressed in terms of the asymptotic means and variances of the two statistics. In turn, the asymptotic variance of either T or S in the bivariate normal model can be expressed using Schläfli's formula [22] for the volume of the spherical tetrahedron in R 4 . Such formulas have been of significant interest to a number of authors; see e.g. the recent papers [10] and [15] . We remark also that Plackett [21] obtained a result more general than Schläfli's. Actually, here we are using formulas by David and Mallows [5] which are based on [21] .
To prove the main result, we use l'Hospital-type rules for the monotonicity pattern of a function r = f g on some interval (a, b). Knowledge of the monotonicity of f g on (a, b), along with the sign of gg on (a, b), allows one to obtain the monotonicity pattern of r; see Pinelis [19] and the bibiliography there for several variants of these rules and applications to various problems. For convenient reference these rules are stated as Theorems A, B, and C in Section 3.2. 
where (X,Ȳ ) := 1 n n i=1 V i ; R is commonly called Pearson's product-moment correlation coefficient, and it is the maximum-likelihood estimator of ρ. Spearman's rank correlation is 
and let
Consider the hypothesis test H 0 : ρ = ρ 0 against the alternative H 1 : ρ = ρ 0 (or again, either of the two one-sided alternatives), where ρ 0 ∈ (−1, 1). We shall show that each of R, S, and T satisfies the condition (1.1), so that (1.2) may be used to express the ARE between any two of these statistics. Further, it is easy to see, and also will be clear from what follows, that σ 2 R , σ 2 S , and σ 2 T are all even functions of ρ, and also µ R , µ S , and µ T are odd functions, so that the ARE of any pair of these statistics is even. See Figure 1 for a plot of these three functions, and note it suggests each of the pairwise ARE's is strictly increasing on (0, 1). Further, the shapes of these plots suggest the functions may be well-approximated by a quadratic polynomial. Indeed, the monotonicity of the ARE and a quadratic approximation shall be immediate results of the following: Theorem 2.1. For the test of the null hypothesis ρ = ρ 0 against any of the three alternative hypotheses: The term "increasing" will mean for us "strictly increasing," and similarly "decreasing" will mean "strictly decreasing." Exact expressions for the endpoint values 0.0966. . . , 0.1125. . . , . . . are given at the end of the respective sections RT0, RT1, . . . in the appendices. All proofs are deferred to Section 3. This corollary justifies the conjecture that the pairwise ARE's are increasing on (0, 1), which one would make from observing Figure 1 .
and U (x) := U T1,T2 (x) := U T1,T2;0 (x) ∧ U T1,T2;1 (x)
for (T 1 , T 2 ) ∈ {(R, T ), (T, S), (R, S)}, x ∈ (−1, 1), and a ∈ {0, 1}. Then for all ρ 0 ∈ (−1, 0) ∪ (0, 1)
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These piecewise quadratic bounds are illustrated in Figure 2 . Note that L 0 and U 0 give good quadratic approximations to the ARE near the origin, while L 1 and U 1 are better approximations when ρ 0 is near ±1. 
U R,S;0 (x) ≈ 1.0966 + 0.3429x 2 ; U R,S;1 (x) ≈ 2.8924 − 4.1169|x| + 2.6640x 2 .
6
Further, one has
L R,S;0 (x) = L R,S;1 (x) when x ≈ 0.7916; U R,S;0 (x) = U R,S;1 (x) when x ≈ 0.7737.
Remark 2.5. We note that piecewise quadratic bounds even tighter than the L T1,T2 and U T1,T2 could be obtained from Theorem 2.1. The bounds on the ARE given in Corollary 2.3 are derived by appropriately rewriting the inequalities q a (0+) < q a (x) < q a (1−) for x ∈ (0, 1) and a ∈ {0, 1}. Of course, one may use any finite partition 0 = x 0 < x 1 < · · · < x n−1 < x n = 1 of the interval (0, 1) to obtain the corresponding piecewise quadratic bounds based on the inequalities q a (
. . , n. We state this as another corollary, whose proof will be omitted due to its similarity to that of Corollary 2.3.
Corollary 2.6. Let 0 = x 0 < x 1 < . . . < x n−1 < x n = 1. Then for ARE = ARE T1,T2 and q a = q T1,T2;a with
where
Corollary 2.6 is illustrated by Figure 3 ; the bounds L and U are based on the partition 0 = x 0 < x 1 < x 2 = 1, where x 1 = (x 1 ) T1,T2 is chosen as the mean of the solutions to L 0 = L 1 and U 0 = U 1 (from Corollary 2. 
Note also that Corollary 2.3 immediately implies even better quartic bounds on ARE R,S : Corollary 2.7. LetL R,S;a := L R,T ;a · L T,S;a andŨ R,S;a := U R,T ;a · U T,S;a for a ∈ {0, 1}, and also letL R,S :=L R,S;0 ∨L R,S;1 andŨ R,S :=Ũ R,S;0 ∧Ũ R,S;1 .
Then L R,S;a <L R,S;a < ARE R,S <Ũ R,S;a < U R,S;a for a ∈ {0, 1} and
Proofs
We first provide Berry-Esséen bounds for the distributions of the test statistics R, S, and T and explicit expressions for the asymptotic mean and variance for each of these statistics. Once these facts are established, Theorem 2.1 will be proven with the aid of l'Hospital-type rules for determining the monotonicity pattern of a ratio. [20, (4.9) ], one has the following uniform Berry-Esséen bound on the distribution of R: sup
here and in what follows, A stands for different positive absolute constants, and
the last equality can be checked using the representation
By (2.3), T is a U -statistic with kernel h T of degree m = 2. Further, S (defined in (2.2)) is a V -statistic with a kernel of degree m = 3; Hoeffding [6, Section 5c] describes how any V -statistic can be expressed as a U -statistic of the same degree, so that S is a U -statistic with a symmetric kernel h S,n of degree m = 3. Namely,
and
It follows by Chen and Shao's result [3, (3.4) in Theorem 3.1] that for m ∈ {2, 3} and n ≥ m (3.5) sup
is any U -statistic with a symmetric kernel h such that |h| C for some constant C > 0, σ
Now consider T as expressed in (2.3), and recall that |h T | = 1. One also has
In order to see this, note that
where Z 1 and Z 2 are independent standard normal r.v.'s. By the circular symmetry of the distribution of (Z 1 , Z 2 ) on the plane, we see E ρ J 12 is simply the proportion of the length of the arc of the unit circle between the points (0, 1) and ( 1 − ρ 2 , −ρ); that is,
One can use a similar geometric reasoning to obtain an expression for the asymptotic variance of T . Let
Consider first
, where the U i 's are standard normal r.v.'s with
That is, E ρ J 12 J 13 is the probability that the random point
T lies in the first orthant of 4-dimensional space, where the Z i 's are independent standard normal r.v.'s; further, this is simply the ratio of the volume V (ρ) of the spherical tetrahedron A 1 A 2 A 3 A 4 to the volume 2π 2 of the unit sphere S 3 := {x ∈ R 4 : x = 1}, where the vertices A 1 , A 2 , A 3 , A 4 of the tetrahedron are the columns of Σ −1/2 normalized to be unit vectors. One can use the classical result of Schläfli [22] to obtain the volume of this spherical tetrahedron. But, in fact, this work has been indirectly done by David and Mallows in their derivation of the variance of S; the probabilities E ρ J 12 J 13 and E ρ J 12 J 31 correspond to correlation matrices (r) and (w), respectively, in Appendix 2 of [5] . Using the formulas there, and noting E ρ J 21 J 31 = E ρ J 12 J 13 by the symmetry of the normal distribution, one sees
which is bounded away from 0 over any closed subinterval of (−1, 1), so, by (3.5), one has (1.1) for any
We remark that Kendall's monograph [9, Chapter 10] contains derivations of (3.6) and (3.7). Further, Plackett [21] has obtained a more general method for calculating P(U 1 > a 1 , U 2 > a 2 , U 3 > a 3 , U 4 > a 4 ) which reduces to the Schläfli method when the a i are all 0.
Directing attention to S, first note that h S,n is bounded (in fact, one can check that
n+1 } a.s.). Using geometric reasoning similar to that used to compute E ρ J 12 (only now using the fact that
where σ S,n (ρ) := σ 2 S,n (ρ) and
are identical and permutation-invariant. It is clear that expressions for σ 2 S,n and σ 2 S may be derived in terms of the volumes of spherical tetrahedra via Schläfli's formula. For the sake of brevity, we omit these details and refer the reader to David and Mallows' derivation of Var S; note the probabilities
correspond to the correlation matrices (c), (d), (e), and (f), respectively, found in Appendix 2 of [5] . Then one has
an explicit expression of σ 2 S,n is not of direct concern to us and so is omitted (though could also be obtained from [5] ). Note the integrals I 1 , . . . , I 4 are expressed differently than the corresponding ones found in [5] , though a simple change of variables shows their equivalence the integrals equivalent to I 1 ; I 2 ; I 3 ; I 4 are found in Appendix 2 of [5] in the expressions corresponding to the correlation matrices labeled there by (f); (c); (f); (d) and (e), respectively.
It will be pointed out in the last paragraph of part (TS0) of the proof of Theorem 2.1 that σ 2 S > 0 for ρ ∈ (−1, 1). It is also clear from (3.9) that σ 2 S is a continuous function of ρ, so that the minimum of σ S over any closed subinterval of (−1, 1) is strictly positive. Thus, inf ρ∈V σ S,n (ρ) > 0 for all large enough n, where V is as introduced in the beginning of Section 3.1. Referring now to (3.5) (and replacing there U with S, E U with µ S,n and σ 1 with σ S,n ), one finds that
; in turn, the last two terms in the above inequality vanish uniformly over z ∈ R and ρ ∈ V as n tends to ∞ (using well-known properties of the function Φ and the previously noted facts that √ n(µ S − µ S,n ) → 0 and σ S,n /σ S → 1 uniformly on V), so that S satisfies (1.1). The next result will be used in the proofs of the statements (TS0) -(RS1) in Theorem 2.1: 
are continuous in ρ on the complement of the union of all events of the form {X i = X j } for i = j. The latter union has zero probability. So, by dominated convergence, σ
While the result of this last lemma should not be surprising, it should be noted that trying to assert σ 2 S (1−) = 0 using only the expression (3.9) is a more difficult task.
Proofs of monotonicity
As in [17, 18, 19] , let −∞ a < b ∞, and suppose that f and g are differentiable functions on (a, b). Let r := f g and ρ := f g ; from hereon, the symbol ρ should not be considered the correlation of a bivariate normal population, which latter will be denoted by x. Assume that either g < 0 or g > 0 on (a, b), and also that g < 0 or g > 0 on (a, b). For an arbitrary function h defined on (a, b), adopt the notation "h " to mean h is (strictly) increasing on (a, b) and similarly let "h " mean h is decreasing on (a, b) ; the juxtaposition of these arrows shall have the obvious meaning, e.g. "h " means that there exists some c ∈ (a, b) such that h on (a, c) and h on (c, b). Further, let the notation "h is +−" mean that there exists c ∈ (a, b) such that h > 0 on (a, c) and h < 0 on (c, b); similar meaning will be given to other such strings composed of alternating "+" and "−" symbols.
Theorem A: Special-case (l'Hospital-type monotonicity) rules.
Theorem B: General (l'Hospital-type monotonicity) rules. In addition, sign(ρ) = sign(r ), so that the monotonicity pattern of r may be determined by the monotonicity ofρ and knowledge of the signs ofρ(a+) and/orρ(b−).
E.g. suppose it can be established that ρ and gg > 0 on (a, b); if one also knows that r(a+) = −∞ then the general rules imply r . Alternatively, ρ and gg > 0 implyρ ; if it can be established that ρ(a+) ≥ 0, thenρ > 0 on (a, b) and hence r on (a, b). We shall make frequent use of these rules throughout the proof of Theorem 2.1. The special-case rules are proved in [18 
(or ) whenever ρ (or ). That (1.2) may be used to express any of the three pairwise ARE's has been justified by the work of the previous section. The proofs of the six statements (RT0) -(RS1) in Theorem 2.1 will follow the same general method. Fix an arbitrary a ∈ [0, 1], and let Then
when f and g are functions chosen so that ARE = f g . Accordingly, let
where the a i are positive on (0, 1). There is some freedom in choosing the functions a i , though the goal is to ensure that, for some natural number n ≥ 1, the ratio r n is an algebraic function. In our case it will turn out that r n is actually an algebraic function independent of the value of a. As r n is algebraic, the problem of determinining its monotonicity pattern on an interval is completely algorithmic (cf. [23, 4] ); here, we use the Mathematica Reduce command to deduce the monotonicity of r n = ρ n−1 . The specific choices of f , g and the a i are given in Lemmas 3.2 -3.4 below. One may refer to this first phase of the proof as the "reduction" phase.
Once the monotonicity of r n = ρ n−1 is established, the second and final stage of the proof is to "work backwards" by using the various l'Hospital-type rules stated above to deduce the monotonicity patterns of r n−1 = ρ n−2 , r n−2 = ρ n−3 , . . . , r 1 = ρ 0 , r 0 = q a . Throughout the proof, all functions shall be assumed to be defined on (0, 1) unless otherwise stated.
As most of the functions being treated are rather unwieldy, all calculations are performed with the Mathematica (v. 5.2 or later) software; detailed output from the notebooks has been reproduced as the appendices, and the actual notebooks will be made available upon request. Each of the appendices RT, TS, and RS follows the same general format: the first section (labeled RTr, TSr, or RSr -where "r" stands for "reduction (phase)") is dedicated to proving the corresponding one of the Lemmas 3.2-3.4 below (i.e., the "reduction" stage of the proofs), the second section (RT0, TS0, or RS0) provides numerical support for proving the monotonicity of q 0 , and the third section (RT1, TS1, or RS1) provides support for proving the monotonicity of q 1 .
We prove q a is increasing only for a ∈ {0, 1}; the following three lemmas could perhaps be used as starting points for the "working backwards" phase for other choices of a ∈ (0, 1) to get even more quadratic bounds on the ARE's (cf. Corollary 2.3). It is of course desirable to demonstrate that q a for arbitrary a ∈ [0, 1] (should this be true), though a proof of such a statement has yet to be found; for any given a ∈ (0, 1), this second phase of the proof is restricted only by computational capacities, since, as mentioned above, the expression for r n is eventually algebraic. We remark also that this method could conceivably be adapted (by using an appropriate variant of the definition of q a ) to finding quadratic bounds on ARE T,R = 1/ ARE R,T , ARE S,T = 1/ ARE T,S , and ARE S,R = 1/ ARE R,S , or possibly finding approximating polynomials of degree greater than 2. 
and f i , g i , r i are as defined in (3.11).
Proof. From (3.2) and (3.6), µ R (x) = 1 and
where σ 2 S is given in (3.9). Then on the interval (0, 1), one has ARE T,S = f g , r 10 , f 10 > 0 and g 10 > 0, where
and a 4 , . . . , a 10 are functions rational in x and √ 4 − x 2 , which are positive and continuous on (0, 1), with f i , g i , and r i as defined in (3.11).
Proof. The proof is found in Appendix TSr. 
, and a 4 , a 5 are rational functions, which are positive and continuous on (0, 1), with f i , g i , and r i as defined in (3.11).
Proof. The proof is given in Appendix RSr.
Before proving Theorem 2.1, recall the implications of (3.11).
If on some open subinterval of (0, 1) one has f i > 0 (or f i < 0), then on this subinterval f i−1 (or f i−1 ), and similarly for the g i 's. If g i has k roots in (0, 1), these shall be denoted by x i,j , j = 1, . . . , k, with the assumption that x i,1 < · · · < x i,k ; if g i has only a single root in (0, 1), it will simply be denoted by x i . Similarly, the roots of f i whenever they exist will be denoted by y i,1 , y i,2 , . . . (or simply y i if f i has a single root), and if ever r i is shown to have a root in (0, 1) (there will only be at most one root in what follows), this root will be denoted by z i . Numerical approximations of any of these roots are not of direct concern to us, but rather their positions relative to other roots. Such information is easily obtained from evaluation of the respective functions at specific points; for instance, if at some step we deduce that f 1 and g 1 are both +−, with f 1 (0.5) > 0 > g 1 (0.5), then it is inferred that x 1 < 0.5 < y 1 (and further, that r 1 (x 1 −) = and c = ARE R,T (0) = 0. Noting that f 3 (0+) = g 3 (0+) = 0, one has f 3 < 0, g 3 < 0 (since, by Lemma 3.2, f 4 < 0 and g 4 < 0), and also, by the special-case rules, ρ 2 = r 3 (since, by Lemma 3.2, ρ 3 = r 4 ). Next, g 2 (as g 3 < 0) and g 2 (0+) > 0 > g 2 (1−) imply g 2 > 0 on (0, x 2 ) and g 2 < 0 on (x 2 , 1); similarly, f 2 and f 2 (0+) > 0 > f 2 (1−) imply f 2 > 0 on (0, y 2 ) and f 2 < 0 on (y 2 , 1). Verifying that g 2 (0.41) < 0 < f 2 (0.41), one has x 2 < 0.41 < y 2 , further implying r 2 (x 2 −) = ∞ and r 2 (x 2 +) = −∞. Noting the sign of g 2 g 2 (which is the sign of g 2 g 3 ) on each of (0, x 2 ) and (x 2 , 1), the general rules imply ρ 1 = r 2 on each of these two intervals.
Next, g 1 on (0, 1) (as g 2 is +−) and g 1 (0+) = 0 > g 1 (1−) imply the existence of a single root x 1 , with x 2 < x 1 ; similarly, f 1 and f 1 (0+) = 0 > f 1 (1−) imply the existence of a single root y 1 , with y 2 < y 1 . The special-case rules imply r 1 on (0, x 2 ) (as f 1 (0+) = g 1 (0+) = 0). Further, g 1 (0.71) < 0 < f 1 (0.71) implies x 1 < y 1 , which in turn shows r 1 (x 1 −) = ∞ and r 1 (x 1 +) = −∞; noting the sign of g 1 g 1 on each of the intervals (x 2 , x 1 ) and (x 1 , 1), the general rules imply r 1 on these two intervals. The continuity of r 1 at x 2 implies ρ 0 = r 1 on (0, x 1 ) and (x 1 , 1). Finally, f 0 (0+) = g 0 (0+) = f 0 (1−) = g 0 (1−) = 0 imply both g 0 > 0 on (0, 1) (since g 1 is +− and hence g 0 on (0, 1)) and r 0 on each of the intervals (0, x 1 ) and (x 1 , 1) (by the special-case rules); the continuity of r 0 at x 1 implies q R,T ;0 = r 0 on (0, 1). Further, the l'Hospital rule for limits implies r 0 (0+) = r 2 (0+) and r 0 (1−) = r 1 (1−).
Proof of Theorem 2.1, (RT1).
See Appendix RT1 for more details of the following arguments. Adopt the notation of Lemma 3.2, with a = 1, so that
which follows by repeated application of the l'Hospital rule for limits after noting f (1−) = g(1−) = 0. Next, g 3 (0+) > 0 > g 3 (1−) and f 3 (0+) > 0 > f 3 (1−) along with g 3 and f 3 (since f 4 < 0 and g 4 < 0 by Lemma 3.2) shows that g 3 and f 3 each have a single root x 3 and y 3 , respectively. Also, g 3 (0.6) < 0 < f 3 (0.6) shows x 3 < y 3 and hence r 3 (x 3 −) = ∞ and r 3 (x 3 +) = −∞. Noting the sign of g 3 g 3 on each of the intervals (0, x 3 ) and (x 3 , 1), the general rules imply ρ 2 = r 3 on these two intervals. Next, g 2 (as g 3 is +−) and g 2 (0+) = g 2 (1−) = 0 imply g 2 > 0, whereas f 2 and f 2 (0+) < 0 = f 2 (1−) imply f 2 has a single root y 2 . The special-case rules imply r 2 on (x 3 , 1); as ρ 2 and g 2 g 2 > 0 on (0, x 3 ) andρ 2 (0+) > 0, the refined general rules implyρ 2 > 0 and hence r 2 on (0, x 3 ). Noting that r 2 is continuous at x 3 , one has ρ 1 = r 2 on (0, 1). Next, g 1 and f 1 (1−) = g 1 (1−) = 0 imply both g 1 < 0 and ρ 0 = r 1 on (0, 1); similarly, g 0 and f 0 (1−) = g 0 (1−) = 0 imply g 0 > 0 and q R,T ;1 = r 0 on (0, 1). Lastly, r 0 (0+) = f0(0+) g0(0+) and also r 0 (1−) = r 3 (1−), which follows by the l'Hospital rule for limits.
Proof of Theorem 2.1, (TS0). See Appendix TS0 for more details of the following arguments. Adopt the notation of Lemma 3.3, with a = 0, so that b = ARE T,S (0) = 1 and c = ARE T,S (0) = 0. Now, g 9 , f 9 , and f 9 (0+) = g 9 (0+) = 0 imply f 9 > 0, g 9 > 0, and ρ 8 = r 9 (using the results of Lemma 3.3 and the special-case rules) on (0, 1). Also, g 8 (1−) < 0, f 8 (0+) > 0, andρ 8 (0+) < 0 imply g 8 < 0, f 8 > 0, and ρ 7 = r 8 (by the refined general rules) on (0, 1). Further, f 7 (0+) = g 7 (0+) = 0 imply f 7 > 0, g 7 < 0, and ρ 6 = r 7 (again by the special-case rules) on (0, 1).
Next, g 6 and g 6 (0+) > 0 > g 6 (1−) imply the existence of a single root x 6 ; f 6 and f 6 (0+) > 0 imply f 6 > 0 on (0, 1). The refined general rules imply r 6 on (0, x 6 ) (asρ 6 (0+) > 0), and also thatρ 6 on (x 6 , 1). As x 6 < 0.75 (since g 6 (0.75) < 0), note thatρ 6 (x 6 +) >ρ 6 (0.75) > 0 >ρ 6 (1−) implies r 6 on (x 6 , 1). That is, r 6 has a single root z 6 , and hence we have ρ 5 = r 6 on each of (0, x 6 ) and (x 6 , z 6 ) and on (z 6 , 1).
Next, g 5 (0+) > 0 and g 5 (1−) > 0 (along with g 5 ) imply g 5 > 0 on (0, 1); also, f 5 (0+) > 0 implies f 5 > 0 on (0, 1). As x 6 > 0.5 (since g 6 (0.5) > 0) andρ 5 on (0, x 6 ) (by the refined general rules), one has ρ 5 (0+) < 0 <ρ 5 (0.5) <ρ 5 (x 6 +); that is, r 5 on (0, x 6 ), or r 5 has a single root z 5 (with z 5 < x 6 ). Recall that f 5 , f 5 and g 5 are all positive on (0, 1), and also g 5 < 0 on (x 6 , 1). Then r 5 = f 5 g5−f5g 5 g 2
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> 0 and hence r 5 on (x 6 , 1). Let us remark at this point that the l'Hospital-type rules could, in principle, be used to establish the monotonicity of r 5 on each of (x 6 , z 6 ) and (z 6 , 1); however, this would necessitate proving that ρ 5 (z 6 ) > 0, a task which requires more work than simply requesting the Mathematica program to evaluate the function at the approximation of the root z 6 . As r 5 is continuous on (0, 1), we have ρ 4 = r 5 on (0, z 5 ) and on (z 5 , 1). Next, g 4 (0+) = −∞ < 0 < g 4 (1−) and f 4 (0+) = −∞ < 0 < f 4 (1−) imply the existence of roots x 4 and y 4 (as g 5 > 0 and f 5 > 0). As g 4 (0.3) < 0 < r 5 (0.3), we see that x 4 > 0.3 > z 5 ; the refined general rules implyρ 4 on (0, z 5 ), and so,ρ 4 (0+) = 0 implies r 4 on (0, z 5 ). Also, g 4 (0.4) > 0 > f 4 (0.4) implies x 4 < 0.4 < y 4 , so that r 4 (x 4 −) = ∞ and r 4 (x 4 +) = −∞. The general rules then imply r 4 on each of (z 5 , x 4 ) and (x 4 , 1). Further, the continuity of r 4 at z 5 implies ρ 3 = r 4 on both (0, x 4 ) and (x 4 , 1). Next, g 3 and g 3 (0+) = 0 < g 3 (1−) imply the existence of a single root x 3 ; at that, x 3 > x 4 ; similarly, f 3 (0+) = 0 < f 3 (1−) implies the existence of y 3 . The special-case rules imply r 3 on (0, x 4 ); g 3 (0.64) > 0 > f 3 (0.64) implies x 3 < 0.64 < y 3 , or r 3 (x 3 −) = ∞ and r 3 (x 3 +) = −∞, so that the general rules show that r 3 on (x 4 , x 3 ) and (x 3 , 1). As r 3 is continuous at x 4 , one has ρ 2 = r 3 on (0, x 3 ) and (x 3 , 1).
Next, g 2 , along with g 2 (0+) > 0 > g 2 (0.5) and g 2 (1−) > 0, implies the existence of two roots x 2,1 and x 2,2 ; similarly, f 2 (0+) > 0 > f 2 (0.5) and f 2 (1−) > 0 shows f 2 has two roots y 2,1 , y 2,2 . Noting that g 2 (0.35) < 0 < f 2 (0.35) and also g 2 (0.86) > 0 > f 2 (0.86), we have x 2,1 < 0.35 < y 2,1 < 0.5 < x 2,2 < 0.86 < y 2,2 , whence r 2 (x 2,1 −) = r 2 (x 2,2 −) = ∞ and r 2 (x 2,1 +) = r 2 (x 2,2 +) = −∞; the general rules then imply that r 2 on each of (0, x 2,1 ), (x 2,1 , x 3 ), (x 3 , x 2,2 ) and (x 2,2 , 1). The continuity of r 2 at x 3 implies ρ 1 = r 2 on (0, x 2,1 ), (x 2,1 , x 2,2 ) and (x 2,2 , 1).
Next, f 1 (0+) = g 1 (0+) = f 1 (1−) = g 1 (1−) = 0 (together with f 2 and g 2 both +−+) implies the existence of roots x 1 and y 1 . That r 1 on (0, x 2,1 ) and (x 2,2 , 1) is implied by the special-case rules; that r 1 on (x 2,1 , x 1 ) and (x 1 , x 2,2 ) is implied by the general rules upon noting that g 1 (0.62) < 0 < f 1 (0.62) (and hence x 1 < y 1 , or r 1 (x 1 −) = ∞ and r 1 (x 1 +) = −∞). The continuity of r 1 at x 2,1 and x 2,2 implies ρ 0 = r 1 on (0, x 1 ) and (x 1 , 1).
Lastly, f 0 (0+) = g 0 (0+) = f 0 (1−) = g 0 (1−) = 0 shows g 0 > 0 on (0, 1) and also, by the special-case rules, r 0 on (0, x 1 ) and (x 1 , 1). The continuity of r 0 at x 1 shows q T,S;0 = r 0 on (0, 1). Further, the l'Hospital rule for limits yields r 0 (0+) = r 2 (0+) and r 0 (1−) = r 2 (1−).
As promised in the remarks preceding Lemma 3.1, we show that σ S > 0 on (0, 1) (and hence on (−1, 0) as σ S is even). Note f 0 > 0 (as f 0 and f 0 (0+) = f 0 (1−) = 0); by (3.12) and (3.11), and recalling that b = 1 and c = 0, one has f 0 = σ 2 S − g, so that σ 2 S > g on (0, 1). As x 2 g(x) = g 0 (x) > 0, it follows that σ 2 S > 0. Further note that there is no circular reasoning here; the above proof stands on its own, regardless of any probabilistic interpretation we give to the functions f or g. 
(1−)
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Then f 9 (0+) = g 9 (0+) = 0 (and f 10 > 0, g 10 > 0, by Lemma 3.3) imply that f 9 > 0, g 9 > 0 and ρ 8 = r 9 (by the special-case rules). Also,
, and (by the refined general rules) ρ 7 = r 8 on (0, 1). Next, g 7 (0+) > 0 > g 7 (1−) implies the existence of a single root x 7 ; f 7 (0+) > 0 shows that f 7 > 0. The refined general rules implyρ 7 on (0, x 7 ) and on (x 7 , 1). Asρ 7 (0+) > 0, we see r 7 on (0, x 7 ); further,
on (x 7 , 1). That is, ρ 6 = r 7 on both of (0, x 7 ) and (x 7 , z 7 ), and ρ 6 = r 7 on (z 7 , 1). Next, g 6 (0+) > 0 > g 6 (1−) implies the existence of x 6 ; f 6 (0+) > 0 implies f 6 > 0 on (0, 1). Asρ 6 (0+) > 0, the refined general rules imply r 6 on (0, x 7 ). Further, g 6 (0.5) > 0 > r 7 (0.5) implies z 7 < 0.5 < x 6 ; as f 6 > 0, f 6 > 0, g 6 > 0, and g 6 < 0 on the interval (x 7 , x 6 ), we have r 6 = f 6 g6−f6g 6 g 2
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> 0 and hence r 6 on (x 7 , x 6 ), so that r 6 on (0, x 6 ) (since r 6 is continuous at x 7 ). Also,ρ 6 on (x 6 , 1) is implied by the refined general rules; then g 6 (0.85) < 0 implies x 6 < 0.85, so thatρ 6 (x 6 +) >ρ 6 (0.85) > 0 >ρ 6 (1−) shows that r 6 on (x 6 , 1). That is, ρ 5 = r 6 on (0, x 6 ) and (x 6 , z 6 ) and on (z 6 , 1). Next, g 5 (0+) > 0 and g 5 (1−) > 0, along with g 5 , imply g 5 > 0 on (0, 1); also, f 5 (0+) < 0 < f 5 (1−) implies f 5 has a single root y 5 . The refined general rules imply r 5 on (0, x 6 ), asρ 5 (0+) > 0; also, f 5 (0.5) > 0 implies y 5 < 0.5 < x 6 , so that f 5 > 0, f 5 > 0, g 5 > 0 and g 5 < 0 on (x 6 , 1), and hence
> 0 on (x 6 , 1). As r 5 is continuous at x 6 , one has ρ 4 = r 5 on (0, 1). Next, −∞ = g 4 (0+) < 0 < g 4 (1−) shows g 4 has a single root x 4 ; f 4 (0+) = ∞ > 0 > f 4 (0.75) and f 4 (1−) > 0 shows f 4 has two roots y 4,1 and y 4,2 . Also, g 4 (0.75) < 0 < g 4 (0.8), f 4 (0.75) < 0, and f 4 (0.8) < 0 together imply x 4 ∈ (0.75, 0.8) ⊂ (y 4,1 , y 4,2 ), so that r 4 (x 4 −) = ∞ and r 4 (x 4 +) = −∞. The general rules then imply ρ 3 = r 4 on each of (0, x 4 ) and (x 4 , 1). Next, g 3 (0+) > 0 = g 3 (1−) and g 3 shows g 3 has a single root x 3 ; f 3 (0+) > 0 = f 3 (1−) and f 3 shows f 3 has a single root y 3 . Then r 3 on (x 4 , 1) by the special-case rules; g 3 (0.5) < 0 < f 3 (0.5) yields x 3 < y 3 (and hence r 3 (x 3 −) = ∞ and r 3 (x 3 +) = −∞), so that the general rules imply r 3 on both of (0, x 3 ) and (x 3 , x 4 ). As r 3 is continuous at x 4 , ρ 2 = r 3 on (0, x 3 ) and (x 3 , 1). Next, g 2 (0+) < 0 = g 2 (1−) and f 2 (0+) < 0 = f 2 (1−) together yield the existence of roots x 2 and y 2 , along with r 2 on (x 3 , 1) (via the special-case rules). Also, g 2 (0.1) > 0 > f 2 (0.1) implies x 2 < y 2 (and hence r 2 (x 2 −) = ∞ and r 2 (x 2 +) = −∞), so that the general rules then imply r 2 on (0, x 2 ) and (x 2 , x 3 ). Further, r 2 is continuous at x 3 and hence ρ 1 = r 2 on (0, x 2 ) and (x 2 , 1). Next, g 1 (0+) < 0 = g 1 (1−) and f 1 (0+) < 0 = f 1 (1−) show that g 1 < 0 and f 1 < 0 on (0, 1), and also r 1 on (x 2 , 1) by the special-case rules;ρ 1 (0+) > 0 implies via the refined general rules that r 1 on (0, x 2 ). The continuity of r 1 at x 2 then shows ρ 0 = r 1 on (0, 1). Lastly, f 0 (1−) = g 0 (1−) = 0 shows that g 0 > 0 and further, via the special-case rules, that q T,S;1 = r 0 on (0, 1). Note r 0 (0+) = Then f 4 (0+) = g 4 (0+) = 0, f 5 > 0, and g 5 > 0 (from Lemma 3.4) together imply that f 4 > 0, g 4 > 0, and also ρ 3 = r 4 (via the special-case rules). Next, g 3 and g 3 (0+) < 0 < g 3 (1−) implies the existence of the root x 3 ; that f 3 has a single root y 3 follows by f 3 and f 3 (0+) < 0 < f 3 (1−). From x 3 < y 3 (implied by g 3 (0.64) > 0 > f 3 (0.64)) follows r 3 (x 3 −) = ∞ and r 3 (x 3 +) = −∞; the general rules then imply ρ 2 = r 3 on both (0, x 3 ) and (x 3 , 1). That g 2 has two distinct roots x 2,1 and x 2,2 follows from g 2 (0+) > 0 > g 2 (0.5) and g 2 (1−) > 0 (along with g 2 ); similarly, f 2 has two roots y 2,1 and y 2,2 , which follows from f 2 (0+) > 0 > f 2 (0.5) and f 2 (1−) > 0. Then g 2 (0.33) < 0 < f 2 (0.33) shows that x 2,1 < y 2,1 , and g 2 (0.86) > 0 > f 2 (0.86) (together with 0 > g 2 (0.5) and 0 > f 2 (0.5)) show that y 2,1 < 0.5 < x 2,2 < y 2,2 . The general rules then imply (since r 2 (x 2,1 −) = r 2 (x 2,2 −) = ∞ and r 2 (x 2,1 +) = r 2 (x 2,2 +) = −∞) that ρ 1 = r 2 on the four intervals (0, x 2,1 ), (x 2,1 , x 3 ), (x 3 , x 2,2 ) and (x 2,2 , 1); the continuity of r 2 at x 3 implies ρ 1 = r 2 on (x 2,1 , x 2,2 ). As f 1 (0+) = g 1 (0+) = f 1 (1−) = g 1 (1−) = 0, one finds the existence of roots x 1 and y 1 (since g 2 and f 2 are both + − +), as well as r 1 on (0, x 2,1 ) and (x 2,2 , 1) via the special-case rules. Further, g 1 (0.6) < 0 < f 1 (0.6) shows x 1 < y 1 (and hence r 1 (x 1 −) = ∞ and r 1 (x 1 +) = −∞), so that the general rules imply r 1 on (x 2,1 , x 1 ) and (x 1 , x 2,2 ). The continuity of r 1 at x 2,1 and x 2,2 then implies ρ 0 = r 1 on (0, x 1 ) and (x 1 , 1).
Lastly, f 0 (0+) = g 0 (0+) = f 0 (1−) = g 0 (1−) = 0 and g 0 imply that g 0 > 0 and also (by the specialcase rules) that r 0 on both (0, x 1 ) and (x 1 , 1). The continuity of r 0 at x 1 then implies q R,S;0 = r 0 on (0, 1). The l'Hospital rule for limits implies r 0 (0+) = r 2 (0+) and r 0 (1−) = r 2 (1−).
Proof of Theorem 2.1, (RS1). See Appendix RS1 for more details of the following arguments. Adopt the notation of Lemma 3.4, with a = 1, so that f (1−) = g(1−) = f (1−) = g (1−) = 0 and repeated application of the l'Hospital rule for limits together yield (similar to (3.13) and (3.14))
From g 4 (0+) < 0 < g 4 (1−) and g 5 > 0 follows the existence of x 4 ; similarly, f 4 (0+) < 0 < f 4 (1−) and f 5 > 0 imply the existence of y 4 . Then g 4 (0.8) > 0 > f 4 (0.8) shows x 4 < 0.8 < y 4 , or hence r 4 (x 4 −) = ∞ and r 4 (x 4 +) = −∞, and so the general rules imply ρ 3 = r 4 on both (0, x 4 ) and (x 4 , 1). Next, g 3 (as g 4 is −+) and g 3 (0+) = ∞ > 0 = g 3 (1−) yield the existence of x 3 ; that f 3 has a single root y 3 also follows by f 3 and f 3 (0+) = ∞ > 0 = f 3 (1−). The special-case rules imply r 3 on (x 4 , 1); also x 3 < y 3 follows from g 3 (0.5) < 0 < f 3 (0.5) (whence r 3 (x 3 −) = ∞ and r 3 (x 3 +) = −∞), and so, the general rules imply r 3 on both of (0, x 3 ) and (x 3 , x 4 ). Also, r 3 is continuous at x 4 and hence ρ 2 = r 3 on (0, x 3 ) and (x 3 , 1).
As g 2 (0+) < 0 = g 2 (1−) and f 2 (0+) < 0 = f 2 (1−) (and g 3 and f 3 are both +−), there exist roots x 2 and y 2 ; the special-case rules imply r 2 on (x 3 , 1). Further, g 2 (0.1) > 0 > f 2 (0.1) shows x 2 < 0.1 < y 2 and hence r 2 (x 2 −) = ∞ and r 2 (x 2 +) = −∞. The general rules then imply r 2 on (0, x 2 ) and (x 2 , x 3 ); the continuity of r 2 at x 3 then implies ρ 1 = r 2 on (0, x 2 ) and (x 2 , 1). One finds that g 1 < 0 and f 1 < 0 on (0, 1), as g 1 (0+) < 0 = g 1 (1−) (with g 1 ) and f 1 (0+) < 0 = f 1 (1−) (with f 1 ), which further imply by the special-case rules that r 1 on (x 2 , 1). Also,ρ 1 (0+) > 0 implies via the refined general rules thatρ 1 > 0, or r 1 , on (0, x 2 ); as r 1 is continuous on (0, 1), one sees ρ 0 = r 1 on (0, 1). Lastly, f 0 (1−) = g 0 (1−) = 0 imply in the first place that g 0 > 0 (as g 0 ), and in the second place that q R,S;1 = r 0 on (0, 1) (via the special-case rules). The l'Hospital rule for limits implies r 0 (1−) = r 4 (1−), and g 0 (0+) > 0 implies r 0 (0+) = 
for all x ∈ (0, 1) and a ∈ {0, 1}. Replacing "x" with "−x" in the above inequality when x ∈ (−1, 0) and recalling the ARE is even yields the desired results.
Proof of Corollary 2.7. Note that r 2 is a rational function, and indeed one could begin using common analytical techniques to deduce the roots and monotonicity patterns of f 2 , g 2 , and r 2 .
We continue with the reduction phase, so as to obtain a ratio independent of the value of a (and hence b and c); this is done primarily for the sake of consistency with the reduction phase in Appendices TS and RS (wherein more complicated functions are considered). This choice of a 6 yields a constant coefficient on b in f 6 ; at this point, f 6 is an algebraic function. 
Sign r5 0 1
As r 5 0 0, one has r 5 0 and hence f 5 0. Note that this fact is independent of the choice of a 0, 1 . Thus, Lemma 3.4 is proved.
Monotonicity Properties of the ARE: Appendix RS

