Abstract. We give a complete characterization of Carathéodory complete pseudoconvex Reinhardt domains, which extends results of Pflug, Fu and the author.
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For w, z ∈ D we also define the pluricomplex Green function: g D (w, z) := sup{u(z)} where the supremum is taken over all u ∈ PSH(D), u < 0 and such that u( · ) − log || · −w|| is bounded from above near w.
Below we recall some properties of the above defined functions that we shall use in the sequel (see e.g. [Kob] , [Kli] , [Jar-Pfl] ).
The following inequalities hold:
Moreover, g D (w, ·) is the largest plurisubharmonic function not exceeding the function logk * D (w, ·). For a holomorphic mapping F : D → G the following contracting property holds:
In particular, if F is biholomorphic, then we have the above equality. For an increasing sequence of domains {D j } ∞ j=1 such that Let F : D → G be a holomorphic covering, w, z ∈ G,w ∈ D and F (w) = w. Thenk
where the infimum is taken over allz ∈ D such that F (z) = z.
The functions k D and c D are continuous whereask D and g D are only upper semicontinuous.
We say that a domain
It is trivial that for a domain D the following chain of implications holds:
c-hyperbolic =⇒ k-hyperbolic =⇒k-hyperbolic =⇒ Brody hyperbolic.
In the case when the above defined functions are distances it is natural to introduce the notion of completeness. More precisely, assume that
is convergent to some z 0 ∈ D with respect to the standard topology in D. A notion of finite compactness, closely related to completeness, may also be introduced. Namely,
Let us denote
For α ∈ Z n we define z α := z α1 1 · . . . · z αn n (for those z for which it makes sense). Let us consider matrices A := (A j k ) j=1,... ,n,k=1,... ,n ∈ Z n×n with rank A = n. For z = (z 1 , . . . , z n ) ∈ C n for which it makes sense we define:
where
Two Reinhardt domains D and G are called algebraically equivalent if there is a mapping Φ A mapping D biholomorphically onto G.
The following theorem giving a description of different notions of hyperbolicity and Kobayashi completeness in the class of Reinhardt pseudoconvex domains may be found in [Zwo] .
Theorem 1 (see [Zwo] ). Assume that D is a Reinhardt pseudoconvex domain in C n . Then the following conditions are equivalent:
It follows from Theorem 1 that different notions of hyperbolicity coincide in the class of pseudoconvex Reinhardt domains, so the notion hyperbolic without any prefix is well-defined in the given class of domains.
Our aim is to deal with the problem of c-completeness. In view of Theorem 1 this problem concerns the same class of domains (i.e., hyperbolic domains). Our aim is the following theorem: 
The geometric condition (3) is, as mentioned earlier, to be found in [Fu] , where the implication (iii) =⇒ (i) is proved with methods from [Pfl] . It is also worth mentioning that the notions of c-completeness and c-finite compactness coincide on domains in C; it is, however, not known whether the same remains true in higher dimension (for details see e.g. [Jar-Pfl] ).
Before we start the proof let us present two simple lemmas:
Proof of Lemma 3. Let Ω := log D+iR n , where log D := {x ∈ R n : (e x1 , . . . , e xn ) ∈ D}. We know that log D is convex, therefore Ω is a convex tube domain and, consequently, we have thatk Ω = k Ω (see [Lem] ). But the mapping Ω z → (exp(z 1 ), . . . , exp(z n )) ∈ D is a holomorphic covering, so in view of (2) we finish the proof.
The next lemma is a special case of the extended maximum principle (see e.g. [Hay-Ken], Theorem 5.16), formulated in the form that we shall need in the proof of Theorem 2: Lemma 4. Let H 0 := {Re λ < 0}, u ∈ SH(H 0 ) and u < 0. Assume that for some −∞ < a < 0 there is M < 0 such that
Then u(λ) ≤ M for any λ ∈ H 0 , Re λ < a.
In the proof of Theorem 2 we shall need the following characterization:
Proposition 5. Let D be a hyperbolic pseudoconvex Reinhardt domain. Then the following conditions are equivalent: (i) D is algebraically equivalent to an unbounded domain; (ii) D is algebraically equivalent to a bounded domainD such that
there is j ∈ {1, . . . , n} withD
Proof of Proposition 5. ((ii) =⇒ (i)). Note that the mapping
is well-defined onD and mapsD biholomorphically onto an unbounded domain, which completes the proof of this implication.
((i) =⇒ (ii)
). Certainly, we may assume that D is unbounded. Let Φ A be a biholomorphism of a bounded domainD onto D (see Theorem 1(iv)). We shall show that the domainD has the desired property. SinceD is bounded it is sufficient to show that there is j ∈ {1, . . . , n} such that
Suppose that it does not hold. Then without loss of generality we may assume that for some k, 0 ≤ k ≤ n:
The above conditions imply that:
A r j ≥ 0, j = 1, . . . , k, r = 1, . . . , n, and there is M > 0 such that, for any z ∈D, |z j | ≥ M, j = k + 1, . . . , n (here we need also the boundedness ofD).
This gives us that (remember thatD is bounded) ||z A r ||D < ∞, r = 1, . . . , n, which gives us that D is bounded -a contradiction.
Define p j (x) := x j , x ∈ R n , j = 1, . . . , n.
Lemma 6.
Let Ω ⊂ R n be an unbounded convex domain. Assume that
Then for any a ∈ Ω there are an open set U with a ∈ U and v ∈ (R − )
n \ {0} such that U + R + v ⊂ Ω.
Proof. Assume that a = 0. Let h be the Minkowski functional of Ω. Then h is a continuous function. From the assumptions of the lemma we get the existence of
⊂ Ω such that for some j we have x ν j → −∞. From the definition of h we have that h(x ν ) < 1. But the homogeneity of h implies that h(
Choosing a subsequence we get the existence of v ∈ S n−1 such that h(v) = 0. This implies that R + v ⊂ Ω. Because of (5) we have that v ∈ (R − ) n . Simple properties of convexity give the existence of the open set U as desired in the lemma.
Proof of Theorem 2. The implication ((i) =⇒ (ii)) is trivial. The implication ((iii) =⇒ (i)) follows from [Fu] . Therefore, we are left only with the implication ((ii) =⇒ (iii)).
Suppose that (iii) does not hold. This implies, in view of Proposition 5, that we may assume, using if necessary an algebraic biholomorphism, that D is a bounded domain such that, for some j ∈ {1, . . . , n}, D ∩ V j = ∅ and D ∩ V j = ∅.
Without loss of generality we may assume that there are 1 ≤ k ≤ l ≤ n such that
Our first aim is to show that we may reduce our considerations only to the case l = n. In fact, putD :
Moreover, using the description of pseudoconvex Reinhardt domains (see [Vla] ), one may easily verify thatD ∩ V j = ∅, j = 1, . . . , k.
We assume that D is bounded and
where 1 ≤ k ≤ n.
Without loss of generality we may assume that (1, . . . , 1) ∈ D. Applying Lemma 6 to the domain Ω := log D and the point a := (0, . . . , 0) we get that there is a vector v ∈ (R − ) n \ {0} and a neighborhood U of a such that
x + tv ∈ log D for any x ∈ U , t > 0.
In view of (6) we lose no generality assuming that v = (v 1 , . . . , v l , 0, . . . , 0), where v j < 0 and 1 ≤ l ≤ k (l fixed). Put α j := −v j , j = 1, . . . , l. We may also assume that α 1 = 1. Then we have that (e x1 exp(t), e x2 exp(tα 2 ), . . . , e x l exp(tα l ), e x l+1 , . . . , e xn ) ∈ D for t < 0, x ∈ U .
In particular, (exp(λ), µ 2 exp(λα 2 ), µ 3 exp(λα 3 ), . . . , µ l exp(λα l ), 1, . . . , 1) ∈ D for λ ∈ H 0 (where H R := {Re λ < R} ⊂ C, 0 ≤ R ≤ ∞), µ j ∈ P := {e −ε < |µ| < e ε } ⊂ C, j = 2, . . . , l, and ε > 0 is suitably small. For (λ, µ 2 , . . . , µ l ) ∈ H R × P l−1 we define Φ R (λ, µ 2 , . . . , µ l ) := (exp(λ), µ 2 exp(λα 2 ), µ 3 exp(λα 3 ), . . . , µ l exp(λα l )) ∈ C l .
Put G R := Φ R (H R × P l−1 ). We have G R ⊂ G R if R < R and R<∞ G R = G ∞ .
Since G R is a pseudoconvex Reinhardt domain lying in C l * we know from Lemma 3 thatk GR is continuous (for 0 ≤ R ≤ ∞).
Note that G 0 × {1} n−l ⊂ D and (0, . . . , 0, 1, . . . , 1) ∈ D; therefore, to complete the proof it is sufficient to find, for a given sequence {a ν } ∞ ν=1 with a ν > 0 such that ∞ ν=1 a ν < ∞, a sequence {z ν } ∞ ν=1 ⊂ G 0 such that z ν 1 → 0 and log c * G0 (z ν , z ν+1 ) ≤ g G0 (z ν , z ν+1 ) ≤ log a ν .
