SUMMARY Because of its simplicity and intuitive approach, pointbased rendering has been a very popular research area. Recent approaches have focused on hardware-accelerated techniques. By applying a deferred shading scheme, both high-quality images and high-performance rendering have been achieved. However, previous methods showed problems related to depth-based visibility computation. We propose an extended pointbased rendering method using a visibility map. In our method we employ a distance-based visibility technique (replacing depth-based visibility), an averaged position map and an adaptive fragment processing scheme, resulting in more accurate and improved image quality, as well as improved rendering performance.
Introduction
As 3D digitization technology advances, real-world models such as the Statue of David in the Digital Michelangelo Project [1] are becoming a common target of visualization. Because they generally contain highly detailed surfaces and many sampling points, conventional polygon-based rendering is impractical for visualizing them. Hence, point-based rendering, which was initially proposed by Levoy and Whitted [2] and which requires no explicit surface representation and no connectivity information, is a suitable technique for visualizing such models.
Many studies of point-based rendering have shown that both high-performance rendering and high image quality can be achieved, similar to images from polygon-based rendering methods. For an interactive visualization, various level-of-detail (LOD) techniques have been developed for point-based rendering. Sophisticated filtering schemes such as the elliptical weighted average (EWA) filter used in [3] provided a high-quality image without aliasing artifacts. Furthermore, the advent of the programmable pipeline allowed a variety of hardware-acceleration techniques [4, 5, 6] .
Botsch et al. adapted the deferred shading scheme, which was originally developed for polygon-based rendering, to point-based rendering [7] . Its basic idea is to defer the shading computations until the last rendering pass, so that shading is computed only once per pixel of the final image, instead of once for each generated fragment. Another advantage of deferred shading is a clear separation between the rasterization and the shading. Although it yielded reasonable image quality, there was much room for improvement. Depth-based visibility in their method required depth offsetting, as described in [8] , and sometimes caused overblending of the fragments. In addition, the view-space positions used in the shading computation are derived from the fragment's depth values, possibly resulting in an incorrect shading computation.
In this paper, we propose a more extensible and elaborate point-based rendering method, introducing the visibility map, which stores the view-space positions of the visible fragments instead of the viewing depths. We have also added a new attribute map, the averaged position map, which provides more accurate shading computation.
We used multi-pass rendering similar to [7] : a visibility pass, an attribute pass and a shading pass. In the visibility pass, we update the view-space positions of the visible fragments (that is the front-most fragments) in the visibility map. In the attribute pass, using the visibility map, we determine the blending fragments and accumulate their attributes to the attribute maps. In the final shading pass, we normalize the attribute values derived from the attribute maps, and then shade the fragments. Our method avoids the depth-related problems and incorrect shading. By using the adaptive fragment processing scheme, we also achieved both a high-quality image and an improved rendering performance.
In Sect. 2, we briefly review recent methods in pointbased rendering. In Sect. 3, we describe the rasterization process for the splats, the visibility map and the averaged position map in detail. In Sect. 4, we explain the multi-pass rendering algorithm using the visibility and averaged position map. In Sect. 5, we introduce the optimizations used in our implementation and some implementation-related issues. We show our experimental results in Sect. 6 and finally conclude our work.
Related Work
Rusinkiweicz and Levoy proposed a multi-resolution point rendering system named QSplat, using a point hierarchy and an effective LOD mechanism [10] . With quantization and a progressive display technique, they achieved high-speed rendering of large data sets. Later they extended their work with view-dependent networked visualization [11] .
Coconu and Hege proposed a point-based rendering [4] . Based upon an LDI tree [12] , they introduced a loose LDI tree to ensure the correct blending order. Later, Koo and Shin further improved the rendering performance, by using precomputed splat kernels in texture memory [13] . Dachsbacher et al. proposed sequential point trees (SPT), a different type of hardwareaccelerated approach [14] . In their method, the hierarchical rendering traversal in the CPU was replaced by sequential vertex processing in the GPU. Pajarola et al. proposed Confetti, an approach based on the object-space point interpolation of densely sampled surfaces [6] . With the transformation-invariant covariance matrix, they efficiently generated bounding ellipsoids from the input point set and determined splat sizes in a multiresolution point hierarchy.
Zwicker et al. applied an EWA filter to point-based rendering, achieving high-quality surface splatting [3] . Ren et al. proposed a multi-pass approach to perform EWA splatting in the GPU, called object-space EWA splatting [8] .
To increase the efficiency of surface splatting, Wu and Kobbelt proposed a subsampling algorithm for dense point clouds [9] . Their algorithm provided hole-free surfaces with a sparse set of elliptical splats in object-space.
Wald and Seidel proposed an interactive ray-tracing technique for point-based models [15] . Using Adamson and Alexa's implicit surface model [16] and k-d tree in their method, they achieved a ray-traced image quality and applied various global effects as well.
Botsch et al. proposed the Phong Splats, a per-pixel shading scheme similar to Phong shading [17] . Each fragment in a splat is shaded using its computed view-space position and normal derived from a linearly varying normal field. Later, Botsch et al. proposed a high-quality surface splatting technique [7] , featuring per-pixel Phong shading and the deferred shading scheme. Deferred shading provided a clear separation between the rasterization and the shading computation.
Rasterization
In this section, we describe the visibility map and the averaged position map in detail. Additionally, elliptical rasterizing operations for the splats and the distance test are explained.
Splat Rasterization
We employed a similar rasterizing operation to that in [17] . Each splat is projected onto the image plane and generates a set of fragments constituting a square (see Fig. 1 ). For each fragment, a view-space position p k is computed by intersecting the viewing ray passing through p k and the supporting plane of the splat. If the fragment is out of the splat's extent, the fragment is clipped out. We also used similar equations to those in [17] to compute the view-space position of the fragment. After constructing the ellipse, each fragment's Fig. 1 The splat is projected onto the near plane, and then the view-space position p k for each fragment is computed using the fragment's position on the near plane p k . By testing the distance between p k and the center position of the splat, we construct the elliptical shape of the splat.
contribution to the pixel is estimated using the distance between p k and the center position of the splat. Estimated contributions are used to compute weighted average attributes in the shading pass.
In the visibility pass, we store the view-space positions of the visible fragments, instead of the depth values in the visibility map. These position values are sampled in the second pass and are used for determining the blending fragments. The visibility map requires about three times as much memory as the depth buffer in [7] to store (x,y,z) coordinates instead of scalar depth value. For example, for an image resolution of 1024×1024, while the 32-bit depth buffer requires 4 MB for the texture memory, the visibility map requires 12 MB for the texture memory. However, it is an acceptable memory requirement in modern graphics accelerators. In spite of this memory overhead, the visibility map provides many more potential advantages than the depth buffer.
Distance-Based Blending
In the attribute pass, we must determine the blending fragments and accumulate them in the attribute maps, which will be used in the final shading pass. Several existing methods used the offset depth test for this classification [7] , [8] . However, as shown in Fig. 2 , depending on the viewing angle of the ray, the same depth intervals can represent different distances between the fragments in view-space, and this makes the depth test more complicated and problematic. Moreover, a careless depth offsetting scheme can produce incorrectly occluded regions in the image [8] .
Hence, we replaced the depth test with a distance test that uses the visibility map created in the first pass. We classify the incoming fragments into blending fragments and clipping fragments, using the distance test. If the distance between a position sampled from the visibility map and the computed view-space position of the fragment is larger than the predefined maximum distance, the fragment is clipped out. If we derive the view-space position of the pixel from the depth information, we obtain the view-space position of the front-most fragment f 1 . Hence, like other attributes, by using the averaged position map, we can compute the weighted average position of the blended fragments f a .
Using the Averaged Position Map
In [7] , the view-space position required in the shading pass was derived from the depth value of the front-most fragment (f 1 in Fig. 3 ). However, when multiple fragments are blended into a single pixel, the difference between the frontmost fragment and the averaged fragment can be large, resulting in incorrect shading computations in the shading pass. Another problem in using a view-space position derived directly from a depth value is that when the multiple fragments' depth values vary only slightly, the view-space position can be unpredictable, also known as z-fighting. In Fig. 3 , for example, if the depth value of f 1 and the depth value of f 2 are almost the same, the view-space position is determined arbitrarily.
To avoid these depth-related problems, we added a new type of attribute, an averaged position. Here we define the averaged position as a weighted average of the view-space positions of the fragments blended into a single pixel, and the averaged position map as a corresponding attribute map, quite different from the visibility map. Like other attributes, view-space positions of the blending fragments are accumulated into the averaged position map, and then used in a later shading pass.
Rendering
In this section, we describe the multi-pass rendering in detail. In the first and second rendering passes, the render target of the device is stored in texture memory (texture maps), and these maps are treated as textures in the following rendering passes.
In the visibility pass, all splats are rasterized onto the image plane. View-space positions of the fragments obtained in the rasterization step are updated to the visibility map. Because the z-buffer is enabled, the visibility map contains the view-space positions of the front-most fragments at the end of the pass. The depth value of each fragment is corrected using a corresponding view-space position (per-pixel depth correction [17] ). In this pass, alpha blending is turned off and z-buffering is enabled. In the vertex shader program, each splat's normal n, position of center c, and radius r are passed to the pixel shader program in the texture coordinate registers.
In the attribute pass, the splats are rasterized again, and, using the visibility map created in the visibility pass, we update the shading attributes of the fragments to the corresponding attribute maps: normals to the normal map, positions to the averaged position map, and colors to the color map. Because we replaced the depth test with the distance test, z-buffering is disabled. We use an additive alphablending scheme. For each pixel in the image plane, each splat's contribution to the pixel is estimated using a Gaussian function. By storing the contributions in the alpha channel of the render targets, we can estimate the weighted sums of each attribute for the pixel. An additive alpha-blending equation is Eq. (1) for color channels, and Eq. (2) for the alpha channel of the render targets. Because the above equations are order-independent, we can safely accumulate attribute values and weights.
In the shading pass, an image-sized quad polygon is sent to the GPU, and we operate on every pixel in the pixel shader program. For each pixel, we first sample the attribute values from the attribute maps created in the attribute pass. Then we normalize them by dividing by their alpha value (sum of weights). Using these attributes, we apply Phong illumination and self-shadowing. As mentioned in Sect. 1, because we perform the shading computation only once for each pixel, we can reduce computation time.
Optimizations
When the splat's projected size is smaller than a single pixel (see Fig. 4 ), we can reduce a lot of computations in the pixel shader program. Such small splats cannot have an elliptical shape, so rasterization of the elliptical splat and operations for elliptical weight (for EWA filtering) can be safely omitted.
We can also skip computations for the view-space position of the fragment described in Sect. 3. Instead, we used the center position of the splat as the fragment's view-space position in our implementation. This simplification not only improves performance, but also diminishes the error generated in the viewport mapping. For a small splat, because the viewport position is down-sampled from the view-space position, the computed view-space position can be erroneous. We briefly introduce our adaptive fragment processing scheme in Fig. 5. 
Results
For interactive frame rates, we performed LOD on the CPU. From the input point set, we first build a bounding volume 6 The Lucy model was rendered using our gray-coding scheme: light gray for pixels with 1-5 overlaps, gray for 6-10 overlaps, dark gray for 11-15 overlaps and black for more than 16 overlaps. The average overlaps for the above two images were 8.70 and 10.19, respectively.
hierarchy. At rendering time, depending on the projected size of the point (splat), we determine the detail level of the model. To save memory bandwidth, we cull points with back-face culling and view-frustum culling techniques.
For comparative analysis, we implemented three different versions of the algorithm: deferred shading with depth test (DSD), deferred shading with distance test (DSV) and deferred shading with the distance test and the adaptive fragment processing (ADS). All experiments were conducted on a system with 2.0 GB of system memory and NVidia's GeForce 6800 graphics hardware. We estimated and analyzed experimental data using Microsoft's PIX (Performance Investigator for DirectX) tool.
In the shading pass, we applied the conventional Phong illumination with simplified self-shadowing, which required about 27 arithmetic instructions in our implementation. For an image resolution of 640×480 and with 64 bits of floatingpoint rendering targets, the three attribute maps (position, normal and color maps) require about 7.5 MB of texture memory in total. The visibility map requires an additional 2.5 MB of texture memory, which is considered fairly small requirements in modern graphics hardware.
The efficiency of the visibility map in our method is maximized when many fragments are blended into a single pixel. We therefore measured the number of fragment overlaps onto each pixel. As shown in Fig. 6 , the average overlap increases as the model moves farther from the eye. We measured the average fragment overlaps with various models and the results are shown in Table 1 .
These results show that our scheme of using an averaged position map gives better image quality than existing methods. In the final shading pass, by using an average position of the fragments blended into each pixel, more accurate shading computations and anti-aliased image quality can be achieved. Fig. 7 The differences between the depth intervals and the distances are visualized as a gray-scaled image with the model of Buddha. Brighter pixels imply that the difference between the depth value and distance value is noticeable. For relative comparison, the gray value of each pixel was determined with the ratio of the difference value to the splat's size.
For a detailed comparison between the depth-based visibility and the distance-based visibility techniques, we also measured the numerical differences between the depth intervals and the distances for each fragment. For each fragment f and the corresponding fragment f v in the visibility map, we computed the numerical difference value as |dp f − ds f |, where dp f is the depth interval between f and f v , and ds f is the distance between f and f v . These differences are demonstrated in Fig. 7 . The sharp differences between the depth intervals and the distances are observed near the border of the model. As the model moves further from the eye, the overall differences also increase. In Fig. 7 , a gray-scale value of near 1.0 implies that the difference is as large as the splat's size, which cannot be ignored in most cases. Right image is obtained when the viewing distance becomes larger. As the distance between a viewer and objects increases, the effect of difference between the depth value and distance value becomes serious. Using our method can improve image quality even when a lot of splats are overlapped on a pixel. The second experiment confirms that the visibility computation based on the distance instead of the depth information provides more precise visibility and avoids depth-related problems at the same time. Figure 8 shows the difference of resulting images generated by DSD and DSV method respectively. While DSD produces several visual artifacts on object's surface due to incorrect depth values, DSV can reduce the artifacts efficiently.
As mentioned in Sect. 5, adaptive fragment processing not only increases performance, but also improves image quality. Rendering results from DSV and ADS are shown in Fig. 9 . The center image of Fig. 9 shows the differences between the two images; the differences are large at the edge of the model. As shown in the difference image (center), an image from the depth-based method (left) reveals visual artifacts especially in silhouette and crease edges. Using our method diminishes those artifacts efficiently as depicted in right image.
The rendering performance for the three implementations is shown in Table 2 . Although DSV implementations certainly showed degraded performance because of the distance-based visibility, the adaptive fragment processing of the ADS implementation again gave improved performance. These results confirm that our method can improve the image quality without any performance loss.
Conclusion
We proposed a real-time point-based rendering method, introducing the visibility map, which provides many potential advantages. By employing distance-based visibility computation and the averaged position map, we could avoid depth-related artifacts and visibility problems, resulting in improved image quality without any performance loss. The adaptive fragment processing scheme combined with the deferred shading scheme also provided increased rendering performance.
Precision of depth value is dependent on the distance between near and far dipping plane. So, we will focus on the relationship between the accuracy of our method and the distances of the two planes in future. Fig. 8 The differences between images produced by DSD and DSV implementations. Magnified images show the surface detail in specific regions of Budda and Lucy models. Left image is made by DSD method and right one is generated by DSV method. Table 2 Rendering performance of the three implementations. The values in the 5th-7th columns are the rendering speed and last two columns are performance comparison of DSV and ADS against DSD implementation. DSV implementations showed degraded performance compared with DSD by about 3-4%. However, ADS implementations showed improved performances by about 1-5%. #GPU means the number of points actually downloaded to the GPU.
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