Approximate Bayesian Computation is widely used in systems biology for inferring parameters in stochastic gene regulatory network models. Its performance hinges critically on the ability to summarize high-dimensional system responses such as time series into a few informative, low-dimensional summary statistics. The quality of those statistics critically affect the accuracy of the inference. Existing methods to select the best subset out of a pool of candidate statistics do not scale well with large pools. Since it is imperative for good performance this becomes a serious bottleneck when doing inference on complex and high-dimensional problems. This paper proposes a convolutional neural network architecture for automatically learning informative summary statistics of temporal responses. We show that the proposed network can effectively circumvent the statistics selection problem as a preprocessing step to ABC for a challenging inference problem learning parameters in a high-dimensional stochastic genetic oscillator. We also study the impact of experimental design on network performance by comparing different data richness and different data acquisition strategies.
Introduction
Likelihood-free parameter inference is a well-studied problem encountered in various domains, most notably including computational biology and astrophysics. The parameter inference problem involves fitting the parameters of a simulation or analytical model to observed data from physical experiments or measurements. This allows effective use of simulation models for deeper analysis and understanding of the physical phenomena behind the observed data. The most straightforward way of estimating parameters in this setting is using methods like maximum likelihood-estimation. However, one rarely knows the form of the likelihood function in case of simulation models, other than in overly simplified cases. For most practical purposes, likelihood-free parameter inference is the norm. Approximate Bayesian computation (ABC) [1, 9] has established itself as the most popular likelihood-free inference (LFI) method in the recent past, owing to its flexibility and demonstrated performance on a variety of problems.
Although ABC is a robust LFI method, it involves substantial hyperparameter optimization which makes it challenging to set up optimally [12, 9] , particularly for complex high-dimensional LFI problems involving tens of parameters. The choice of summary statistics is a hyperparameter that presents a great challenge to set up effectively. Summary statistics are typically hand-picked by the practitioner. There exist automated summary statistic selection methods but existing approaches scale poorly as the number of candidate summary statistics in the pool increases. Furthermore, optimal summary statistics may not even be present in the initial candidate pool, which may lead to sub-optimal inference quality.
Therefore, there has been great interest in developing methods that alleviate cumbersome explicit summary statistic selection. Kernel embeddings have been explored within the ABC framework to directly compare observed and simulated data by means of a maximum mean discrepancy measure [10] . Fearnhead and Prangle [3] show that the best choice for a summary statistic is the posterior mean, considering minimizing the quadratic loss. Building upon this theme, a recent method of interest involves training machine learning (ML) regression models using training data X that learn the posterior mean E(θ | X) of parameters θ [11, 6, 13] . The training data X is composed of tuples (f (θ), θ), where θ s are sampled from a prior distribution p(θ). The resulting regressorθ(X) represents intricate patterns that capture various characteristics of X and can be used as a summary statistic within the ABC framework. This paper proposes a convolutional neural network (CNN) architecture that learns the estimated posterior meanθ(X). The CNN is particularly effective towards learning local features that can distinctly characterize various intricate patterns within time series responses. This allows more accurate modeling of the posterior mean, and in turn enhances inference quality. The following text in Section 2 formally introduces the likelihood-free parameter inference problem, and briefly describes existing methods, including ABC and artificial neural network (ANN) based methods. Section 3 presents the proposed CNN architecture for learning summary statistics. Sections 4 -6 demonstrate the performance of the proposed approach on test problems, and compares the results with the state of the art. Section 7 concludes the paper.
Background and Related Work
Consider an observed dataset X and a simulator or analytical model f (θ) corresponding to the physical process that generated X. The parameter inference task in a likelihood-free setting is to infer the value of parameters θ that results in simulator output f (θ) agreeing with observed data X. The following text describes the solution of the likelihood-free inference problem using approximate Bayesian computation.
Approximate Bayesian Computation
As inference in a likelihood-free setting must proceed solely using access to the simulator f (θ) and observed dataset X, sampling candidate θ s and comparing simulated responses to X forms the basis of ABC. The ABC rejection sampling algorithm begins by sampling candidate θ ∼ p(θ), where p(θ) represents a prior function encoding prior knowledge about the problem. The sampled θ is then simulated and the simulated response y = f (θ) is compared to X. As these quantities are typically high dimensional, the comparisons are made in terms of low-dimensional features or summary statistics S = {S 1 (y), ..., S n (y)} of high-dimensional responses. The simulated response (y) can then be compared to X using a distance function d as d sim = d(S((y)), S(X)). Given a tolerance bound τ , if d sim ≤ τ , then the corresponding θ is deemed to be accepted, else rejected. This rejection sampling cycle proceeds until a specified number of samples have been accepted, forming the posterior.
As the summary statistics form the basis of the comparison between simulated responses and observed data, the choice and subsequent quality of used statistics is paramount towards achieving high quality inference. Substantial effort has been invested in research towards summary statistic selection [12] [Chap. 5], yet existing methods do not scale well for high-dimensional problems and can be hard to setup correctly. In most practical applications, practitioners typically hand-pick a small number of summary statistics, which may not be optimal. Therefore, recent advances in automating summary statistic selection using regression models are of particular interest, and are discussed below.
Estimated posterior mean as a summary statistic
Fearnhead and Prangle [3] presented a regression-based approach towards constructing summary statistics where for θ j , j = 1, ..., L, a linear regression model of the form,
where y i is the i th simulated sample or observed data sample and ξ i is mean-zero noise. The parameters in the equation above are fitted using least-squares on a training set or dataset D of N pairs D = (θ i , y i ), θ ∼ p(θ). The estimated mean posterior represented by the L linear regression models can then be used as a summary statistic within ABC rejection sampling. The dataset D makes use of p(θ) but is distinct from rejection sampling. Therefore, the statistic selection process entails significant overhead.
A useful modification to the way ABC is performed also helps in achieving better data efficiency. The training set D of N pairs (θ i , y i ) is used to train the regressor, but is also used to perform ABC in a reference table scenario as in [2] . The reference table method entails computation of N distance values d i sim = {d(S(y i ), S(X))} N i=1 for the N samples originating from the prior p and comprising the dataset D. The samples comprising the smallest x th percentile of all distances are deemed to be accepted samples and form the ABC estimated posterior. The reference table method allows reusing training data in subsequent ABC rejection sampling, allowing better data efficiency. The ABC reference table method is used in the artificial neural network based methods described below, and also in this work.
Deep neural networks were proposed to estimate the posterior mean by Jiang et al. [6] as a more powerful method to learn informative summary statistics as compared to linear regression. The dense (deep) neural network (DNN) model is the simplest ANN model, it consists of multiple layers of interconnected neurons. A neuron encodes a linear transformation of data to certain trainable weights and an additional trainable bias term. To break the linearity of the transformation, the data passes through an activation function after each layer. The DNN graph can be seen as a trainable non-linear transformation function where high dimensional input data can be transformed into discrete outputs (classification models) or continuous values (regression models) depending the task. The DNN based summary statistic construction in [6] was shown to outperform the linear regression method for the experiments considered in [6] , though at additional computational cost as the DNN requires more voluminous training data.
A novel ANN architecture named partially exchangeable networks (PEN) was proposed by Wiqvist et al. [13] . The model is an generalization of the Deep Sets model [14] , an ANN model using sets instead of ordered data as input. The PEN model extends the idea of sets for data with d-partially exchangeable structures in a conditionally Markovian context. A model p(y) is exchangeable if, for all permutations σ in the symmetric group S M , p(y) = p(y σ(1) , ..., p(y σ M )) [13] . As an example, if observations from a model are independent and identically distributed (i.i.d.), then the model is exchangeable. The authors also note that if p(y | θ) is a Markov chain of order d, then p(y) is partially exchangeable, and consequently y −→ E(θ | y) is d-block switch invariant. A d-block switch transformation allows interchanging of two disjoint blocks of y when they start and end with the same d symbols [13] . Based on the notion of partial exchangeability, the authors propose the PEN architecture to build d-block switch invariant ANNs composed of two ANNs. The inner ANN φ maps a d-length subsequence y i:i+d into some representation φ(y i:i+d ), while the outer network ρ maps the first d input symbols and the sum of representations of all d-length input subsequences to the output [13] . The authors show results for 4 different stochastic models, where two of the examples are time series: the regression model of order 2 and the Moving Average of order 2 also used in [6] . The results shows that the PEN models produce a more reliable posterior even when using less training data compare to the DNN.
Although the PEN architecture reduces the number of trainable weights of the ANN (and in turn ANN model efficiency) by leveraging partial exchangeability, we believe there is room to to improve the expressive power of the ANN model by exploiting rich local patterns present within temporal responses. We propose a general convolutional neural network (CNN) architecture wherein a sequence of convolutional layers extracts specific local patterns within the input time series. These rich local patterns allow the CNN model to incorporate effective discriminative abilities for input patterns, that are critical in an informative summary statistic. The aim of this work is therefore to develop a CNN architecture that exceeds current state of the art ANN summary statistic models in terms of informativeness and subsequent ABC inference quality, while being data-efficient.
We note here that the PEN model can be constructed as a special type of 1-dimensional CNN. The PEN order or number (a hyperparameter for the PEN model) defines the kernel length of the first convolutional layer, the second and third kernel can be considered to have length 1 in a CNN context. After the reshaping layer, the data gets concatenated with the PEN number first and data from the input data. The concatenated data then passes through the dense layers to the final output layer. The CNN architecture proposed herein considers greater kernel lengths, thereby allowing the CNN to learn more complex, intricate patterns in input time series. We also do not assume the conditional Markovian origin of data. The following section explores our proposed CNN architecture in detail.
Convolutional Neural Networks as Summary Statistics
The inherent temporal structure in time series makes convolutional nets an attractive option to explore for learning the mapping between time series responses as input to the CNN and the posterior meanθ as output of the CNN. The CNN will effectively incorporate summary statistics in its hidden layers and can subsequently be used in conjunction with existing likelihood-free inference methods for parameter inference, or to perform model exploration.
Convolutional Neural Network
Convolutional neural networks (CNN) form an architecture of neural networks for processing data having a grid-based structure. Temporal data in the form of time series is often obtained at regular intervals, forming a 1-dimensional grid structure. This is certainly true for time series data originating from simulations where it is possible to have time series values at specific intervals. This property makes CNNs particularly suited for estimating the posterior mean and the input patters are time series sampled at regular intervals.
CNNs have had a significant impact in the last decade, particularly in the field of computer vision where exploitation of the grid-based structure in images has allowed training highly accurate networks capable of identifying objects within input images with a very high accuracy [8, 5] . A CNN replaces general matrix multiplication in a multi-layer neural network with the convolution operation in at least one of the layers. The following text explains the significance of the convolution operation and motivates its applicability in this work.
The convolution operator *
The convolution operation allows performing weighted averaging of inputs such that more recent entities in the input are given larger weights. Intuitively, this allows identification of local informative patterns in data. For example, in case of time series as input, the convolution operation can be used to identify distinct behaviors such as maxima, distance to first peak, etc. No hand-crafting of features is necessary. Formally, for input data y and a kernel w, the discrete convolution operator can be defined as follows [5] ,
where t is a specific time point. The kernel w is essentially a filter represented by a matrix of trainable weights. The kernel matrix is typically small and is applied to a small region of the input. By operating as a filter, the kernel is able to enable detection of features such as edges of objects within an image. In case of time series, such features would include various characteristics of the time series such as distinct types of peaks. The following properties motivates why the convolution operator may be preferred over traditional matrix multiplication.
Sparsity
The kernel operates on the overall input, one small region at a time. The small size of the kernel enables statistical efficiency and as the network connectivity is sparse, as opposed to traditional neural architectures having full connectivity. This reduces the overall size of the network, as well as dramatically increases the matrix multiplication efficiency.
Parameter sharing
In case of m inputs and n outputs, in the traditional case the complexity of matrix multiplication per instance is O(m × n). In the convolutional case, limiting each output to k, with k << n, the complexity becomes O(m × k), which is substantially faster. The trainable parameters also decrease from m × n to m × k due to parameter sharing, also enhancing training speed.
Equivariance
A function f is equivariant to a given function g if f (g(x)) = g(f (x)). Intuitively, this property implies that a given change in input will cause a corresponding change in the output of the function. As the convolutional operator moves along the input, one region at a time in application, maintains equivariance. For time series input, this implies that if a specific input pattern shifts in time, the feature obtained from the convolution operator will also move in time. Essentially, the convolution operator constructs a timeline that maintains temporal integrity in features with respect to the input. A sequence of convolutional and pooling layers then operate on the time series where the convolution operator identifies local patterns in the input to the layer, and subsequently the pooling operation replaces the output at certain places with a feature of nearby outputs. Specifically, we use max pool [15] where the maximum value of the output within a rectangular neighborhood is chosen [5] . The pooling layer thus achieves dimensionality reduction or in essence, feature selection from the convolution layer where it receives input from. The effect of pooling is also that the size of the network decreases, reducing the computational complexity. After 3 combinations of convolution and max pooling, the output is processed through a layer of average pooling and subsequently through 3 dense layers before finally reaching the output layer representing the estimated posterior mean.
Experimental Setup
As a very popular use case of summary statistics is within likelihood-free inference algorithms, experiments are designed to evaluate the informativeness of the CNN-based summary statistic in the context of ABC parameter inference. The proposed CNN architecture is evaluated and compared to the DNN [6] and PEN [13] architectures. The likelihood-free parameter inference pipeline using the ANN-based summary statistics consists of the following steps.
1. Generate training data for the ANN: draw N samples from a uniform prior defined over a specified range, and simulate the corresponding time series.
2. The ANN regression model is trained on the N samples above, and is used to predict the posterior mean for some observed data.
3. ABC inference: the predicted posterior mean is used as a summary statistic within the framework of ABC rejection sampling. For the sake of computational efficiency, the training data is reused while performing rejection sampling. The rejection sampling method utilizing pre-generated data is equivalent to the k-Nearest Neighbour (k-NN) algorithm.
The following text describes experimental setup with respect to quantifying summary statistic posterior estimation error, ANN model training and the test problem.
Summary Statistic Posterior Estimation Error
In order to evaluate the goodness of ANN-based summary statistics, the quantity of expected distance can be defined as follows,
whereθ is the posterior mean estimated by the ANN model, θ represents the true parameter values and D is a given distance function. The expected distance is proportional to the entropy of the approximated posterior given by the ANN model and therefore computing the expected distance as in Eq.
(3) provides a measurement of the estimation error of the summary statistic.
A measure independent of the considered prior range is desirable. Thereto, the normalized MAE is defined as,
where the denominator is the expected optimal guessing MAE based on the prior knowledge, i.e. the prior mean θ m . This allows capturing the accuracy gained by the regression-based ANN models over the prior knowledge. E % = 1 indicates no accuracy gained while E % < 1 indicates relative accuracy improvements made by the regression model. A uniform prior U (dmin, dmax) is used, resulting in the denominator taking the form,
The numerator can be approximated using a set of n test points as,
Equation (4) can now be rewritten as,
Model Training
The training data corresponding to the DNN, PEN and CNN models is pre-computed and is the same for all three architectures. The training data consists of N = 300000 samples, with a validation set of 20000 samples and a test set of 100000 samples for the genetic oscillator test problem. Each of the 100000 test samples is treated as an observed dataset.
The models are trained in two stages involving two different batch sizes of training data. In the first stage, a relatively small batch size of 32 is used and stochastic gradient descent is used to optimize the ANN model hyperparameters. The numbers of training epochs is determined by the early stopping regularization with patience 5 epochs. In the second stage, a batch size of 4096 is used, along with the same early stopping criterion described above. The loss function for model training is mean squared error (MSE) on the training set, while early stopping criterion involves calculation of the mean absolute error (MAE) using the validation set. The test set is finally used to calculate the expected estimation distance as in Eq. (3).
Test Problem: A Genetic Oscillator
The first part of the experiments focuses on the accuracy of the summary statistics/predicted parametersθ over the prior domain. As a baseline, we consider the time series of the single species C over a uniform prior bounded by dmin, dmax defined in Table 1 as follows.
To investigate the performance of the approach we conducted a series of numerical experiments. First, we compare the three discussed architectures in terms of inference accuracy and training cost. Then, for the CNN, we consider a number of scenarios related both to experimental setup and to the cost of simulation. We vary the species and what amount of data we observe, and we look at the impact of the amount of simulated training data on the performance. Finally, we consider a simpler moving average model that has been well-studied in ABC literature [9] , and has also been used as a simple benchmark example for existing xNN architectures [6, 13] . Table 2 : MAE and mean E % over the prior range for different ANN architectures for inferring time series responses of specie C. Error estimates are calculated over a test set of 100000 (θ(y),θ) tuples, θ ∼ p(θ). Table 2 lists the posterior mean estimation error (MAE and E % ) for the DNN, PEN and CNN architectures. The error estimates are calculated over 100000 test points. The training, test and validation samples are the same and consistent over the three architectures. It can be observed that the CNN outperforms the PEN and the DNN architectures for each of the 15 parameters. Interestingly, it can be observed that certain parameters like α A and θ R are particularly hard to infer. It can also be seen that certain parameters like γ A may not incur a large absolute inference error in terms of MAE, but E % values indicate that inferred results are not substantially better than optimal guessing. Table 3 lists the training times and model sizes of the different ANN architectures. The DNN is the fastest but also the least informative of the three architectures. The results from the PEN 10 and the CNN are comparable with the CNN having a slight edge. The CNN had also the slowest training time and largest number of trainable parameters. In order to optimize the structure of each architecture, varying scales of networks were explored until the error rates converged.
Comparison of the three network architectures

Effect of different observations and data richness
Table S1 lists the posterior estimation error values in terms of E % corresponding to each specie (single subsets). This entails training one CNN model for each specie. It can be seen that specie C results in overall least error in estimating the posterior mean. However, certain species are more informative towards inferring certain parameters, which is intuitive considering specie-parameter reaction relationship within the genetic oscillator. For example, the parameter δ A directly controls the deterministic dynamics of specie C, and this is reflected in Table S1 by δ A having the lowest error when inferred by observing Specie C. Table S2 lists the posterior estimation error when a subset of two species is used for estimation. Again, considering the specie-parameter relationships with respect to the reactions occurring within the genetic oscillator, certain specie combinations are more effective towards inferring certain (corresponding) parameters. The mean error values for all subsets are similar for two-sized subsets. Table S3 depicts The relationship between simulation resolution (in terms of temporal sampling frequency or step size) and inference error is depicted in Table S4 . As the step size increases, so does the inference error. This is intuitive as higher temporal resolution allows the convolution operator to characterize more detailed and accurate features over the input time series. This allows the CNN to incorporate more degrees of differentiation between the fine patterns present within time series from the genetic oscillator, and how they affect parameters θ.
Another interesting relationship to study is between the simulation length and inference error. Table 4 charts the evolution of inference error with increasing simulation length (from 25h to 200h). The results are intuitive as longer simulation lengths will incorporate distinct repeating temporal patterns more often, providing better discrimination abilities to the CNN. The test problem of the genetic oscillator consists of one oscillation every 24 hours, and so for a time range of 200 hours, 8 oscillations will be observed. It can be seen that for challenging parameters like α A , longer simulation lengths can allow significant gains in inference accuracy. Table 5 compares the ABC inference quality using the CNN-based summary statistic against the established approximate sufficiency method [7] . For reference, ABC inference using the complete pool of available summary statistics is also shown. The candidate pool of summary statistics is shown in Table 6 and includes mean, median, sum of values, standard deviation, variance, max and burstiness [4] . The most frequently selected statistics are variance and burstiness, and were used for performing ABC inference in conjunction with AS for results depicted in Table 5 . It can be seen that using all statistics results in mean MAE of 19.227, while using AS improves it slightly to 18.796. The CNN-based summary statistic however, results in a substantial improvement, more than halving the MAE. The results also serve to highlight the advantage of the proposed method (and of estimated posterior mean in general as a summary statistic) in cases where the candidate pool of statistics itself might not contain sufficient discriminative ability to allow high quality inference. In such cases, using a highly expressive approximator of the posterior mean (such as the CNN) allows automatic learning of high fidelity summary statistics. Table 5 : MAE over the prior range for inferring time series responses of specie C using ABC with summary statistics selected using approximate sufficiency (AS) versus CNN. Error estimates are calculated on the well-known reference point.
Statistic
sum val. median mean std. dev. var. max burstiness Frequency 0 6 5 6 14 3
17 Table 6 : The frequency of selection of each summary statistic over 50 invocations of the approximate sufficiency (AS) algorithm.
Test Problem: The Moving Average 2 Model
The moving average model is a relatively simple and popular benchmark example used in ABC literature [9] , including existing xNN architectures [6, 13] . The typical model setting considered herein (and in works above) allows exact calculation of the posterior distribution. Manually selected summary statistics for the moving average model include autocovariance at various lag intervals, and have been extensively studied [9, 13] . The moving average model is therefore a good choice for benchmarking new summary statistic selection methods in an ABC context. The experimental settings follow [13] .
The moving average model of order q, MA(q) is defined for observations X 1 , ..., X p as [6] ,
where Z j represent latent white noise error terms. This work considers q = 2 with experimental settings matching [6, 13] including Z j ∼ N (0, 1). The MA(2) model is identifiable in the following triangular region,
The training data for all xNN architectures is sampled uniformly over this region. The training, validation and test set sizes are set to 10 6 , 10 5 , 10 5 samples respectively, matching the configuration in [6] . The DNN architecture (3-layer, 100 neurons per layer) is also set to mirror the settings in [6] . The evolution of xNN model accuracy with varying size of training data is also explored, in addition to overall model accuracy over 10 6 training samples. Table 7 compares the performance of the DNN, PEN AND CNN architectures on the MA(2) model. The configuration for the PEN 10 variant follows [13] . The performance of all architectures is comparable for the relatively simple MA(2) model. The error values for all architectures are mostly within one standard deviation interval of each other. However, the CNN architecture performs better when the training set size is very limited (1000). The convolution filters allow the CNN to quickly extract distinctive patterns from the time series. As the training set size grows, the ability of the DNN architecture to learn highly non-linear patterns reflects in slightly better performance than the competition.
Based on the results obtained on the two test problems, it can be seen that on the high-dimensional Vilar example, the proposed CNN architecture consistently outperforms the PEN and DNN architectures. For simpler and very low-dimensional problems like MA2, the performance of the architectures is very close. However, with very limited training set sizes, the CNN proves to be more accurate than competing architectures. 
