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Zusammenfassung
Diese Dissertation entha¨lt Ergebnisse u¨ber Singularita¨t von Skalen-Limiten nahkri-
tischer Perkolation, eine Steifheitsabscha¨tzung sowie ein Resultat zu spontaner Ro-
tationssymmetriebrechung.
Zuna¨chst wird gezeigt, dass auf dem Dreiecksgitter die Verteilungen der Skalen-
Limiten nahkritischer Explorationspfade mit verschiedenen Parametern zueinander
singula¨r sind. Dies verallgemeinert mit einer a¨hnlichen Technik ein Resultat von
Nolin und Werner. Man kann folgern, dass die Singularita¨t sogar schon an einem
infesitimal kleinen Anfangsstu¨ck erkannt werden kann, und dass nahkritische Skalen-
Limiten von Explorationspfaden unter Streckungen wechselseitig singula¨r werden.
Als zweites werden Skalen-Limiten der gesamten Konfiguration zweidimensio-
naler Perkolation in der sogenannten Quad-Crossing-Topologie untersucht, die von
Schramm und Smirnov eingefu¨hrt wurde. Es wird gezeigt, dass zwei solche Limiten
mit unterschiedlichen Parametern singula¨r zueinander sind. Dieses Resultat gilt fu¨r
Perkolationsmodelle auf ziemlich allgemeinen Gittern, beispielsweise fu¨r Kanten-
Perkolation auf dem Quadrad-Gitter und fu¨r Ecken-Perkolation auf dem Dreiecks-
gitter.
Drittens wird eine Steifheitsabscha¨tzung fu¨r 1-Formen mit nichtverschwinden-
der a¨ußerer Ableitung gezeigt, die ein Theorem von Friesecke, James and Mu¨ller
verallgemeinert.
Schließlich wird diese Abscha¨tzung verwendet, um eine Variante spontaner Bre-
chung der Rotationssymmetrie fu¨r Kristall-Modelle zu zeigen, die nahezu beliebige
Defekte erlauben; dazu za¨hlen unbeschra¨nkte Defekte sowie Stufen-, Schraub- und
gemischte Versetzungen, also Defekte mit Burgers Vektoren.
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Abstract
This thesis contains results on singularity of nearcritical percolation scaling limits,
on a rigidity estimate and on spontaneous rotational symmetry breaking.
First it is shown that – on the triangular lattice – the laws of scaling limits
of nearcritical percolation exploration paths with different parameters are singular
with respect to each other. This generalises a result of Nolin and Werner, using
a similar technique. As a corollary, the singularity can even be detected from an
infinitesimal initial segment. Moreover, nearcritical scaling limits of exploration
paths are mutually singular under scaling maps.
Second full scaling limits of planar nearcritical percolation are investigated in the
Quad-Crossing-Topology introduced by Schramm and Smirnov. It is shown that two
nearcritical scaling limits with different parameters are singular with respect to each
other. This result holds for percolation models on rather general lattices, including
bond percolation on the square lattice and site percolation on the triangular lattice.
Third a rigidity estimate for 1-forms with non-vanishing exterior derivative is
proven. It generalises a theorem on geometric rigidity of Friesecke, James and Mu¨ller.
Finally this estimate is used to prove a kind of spontaneous breaking of rotational
symmetry for some models of crystals, which allow almost all kinds of defects, in-
cluding unbounded defects as well as edge, screw and mixed dislocations, i.e. defects
with Burgers vectors.
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Chapter 1
Introduction
Statistical mechanics is an important branch of physics. Its goal is to describe the
behaviour of large systems consisting of many microscopic objects. Since it is almost
impossible to trace back the exact actions of all microscopic objects, one takes a
statistical approach. The actions of a microscopic object is not described exactly,
but probabilistic using some distribution. Then one wants to extract the behaviour
of the whole system using some appropriate random variables and statistical tools
like the mean or the variance, to give the simplest examples.
Besides giving physical explanations for various phenomena, statistical mechanics
also raised models having mathematically rich and interesting structure. Physicists
have many very good predictions based on heuristics and physical explanations, but
the mathematical rigorous understanding of that models is well behind. This thesis
adds some little pieces to the rigorous understanding.
One phenomenon of interest is the structure of a stone; let it be a porous stone
or a crystal. Some models are described in this thesis, which can be used to describe
such stones. Stones fit perfectly into the framework of statistical mechanics since
it is very hard to determine the exact positions of single particles, but they can be
described with some probability measure.
If someone has a porous stone in his hand, he may want to know whether it is
permeable to water or not. Instead of looking at the exact structure of the holes
in the stone, he only estimates which portion of the porous stone is rock and which
portion is just air. The porous stone is partitioned into cells according to some fine
grid. He assumes that each cell is empty with some probability which is given by
the air portion of the porous stone. Otherwise it is filled up with rock. Moreover, he
assumes that this happens for each cell independently. It may be surprising that it
is possible to decide almost certain, whether the porous stone is permeable to water
or not, i.e. whether water percolates through the stone or not. This yields to the
mathematical model of percolation, which is the topic of the first part of the thesis.
Another interesting example for the structure of a stone is the crystallisation
phenomenon. Crystals are built by molecules arranged in a regular pattern; but
they also have defects. Though the microscopic forces on the molecules are rotational
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symmetric, whole crystals are not symmetric with respect to all rotations, but only
with respect to some particular ones. In contrast, liquids are completely symmetric
under rotations. So what is the difference between liquids and crystals? In order to
describe crystals, one has to consider models which break rotational symmetry. The
second part of the thesis describes such a model. Thereto we will need an estimate
of geometric rigidity.
As already indicated, this thesis consists of two part, each of them consisting
of two chapters. In the following, we introduce the topics of the chapters more
precisely. We also state the main results of the thesis, but in simplified versions,
since it is not reasonable to state the whole notation rigorously in the introduction.
All chapters can be understood independently of each other. The only inter-
ference between them is that the main result of Chapter 4 is needed in Chapter 5.
Finally we state a word on the notation. Each chapter introduces its notation sepa-
rately and independently. If the same symbol is used in different chapters, it usually
denotes (almost) the same object, but the formal definition may be different. Con-
stants probably have different values in different chapters, even if their labels are
equal.
1.1 Nearcritical Percolation
The first part of the thesis is on percolation, more precisely on nearcritical perco-
lation. Percolation is a widely spread model in statistical mechanics and is maybe
the simplest one to state. It can be used, for instance, to model a porous stone as
indicated above. In this thesis we always stick to two-dimensional percolation.
In the following, we explain one specific percolation model, namely face perco-
lation on the (infinite) honeycomb lattice, which is equivalent to site percolation on
the triangular lattice. The other archetypical example is bond percolation on the
square lattice.
The model is simply the following: A coin, which shows heads with some fixed
probability p ∈ [0, 1], is thrown independently for each honeycomb. If the coin
shows heads, the corresponding honeycomb is coloured blue; and if it shows tails,
it is coloured yellow. Equivalently one can declare it either open or closed. That is
all. Some percolation instances with different values of p are shown in Figures 1.1,
1.2 and 1.3.
Then one looks at the random blue and yellow clusters, i.e. connected hexagons
with the same colour. We may consider the yellow clusters as land and the blue
clusters as water. How does the scenario look like? Does it look like a big continent
with lakes, or rather like a great ocean with islands, or like some mixture? This
depends on p, of course, and probably also on the randomness. It is astonishing
that there is a critical probability pc ∈ [0, 1] such that the qualitative picture only
depends on the numeric order of p and pc. If p < pc, then there is a unique infinite
yellow cluster and no blue infinite cluster, cf. Figure 1.1. Thus the image of a big
continent with some lakes is correct. Of course, the lakes also have islands, which
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Figure 1.1: An instance of subcritical percolation, with p = 0.4 < pc
Figure 1.2: An instance of supercritical percolation, with p = 0.6 > pc
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Figure 1.3: An instance of critical percolation, with p = 0.5 = pc
have small lakes, and so on. And if p > pc, it is the other way round, cf. Figure 1.2.
There exists a great blue ocean with islands. The most interesting case is p = pc,
cf. Figure 1.3. Then there is no infinite cluster, such that there are arbitrarily large
blue and yellow clusters surrounding each other. In that case, the “coasts”, i.e. the
lines separating the blue and yellow clusters, are especially interesting.
Instead of looking at percolation on the infinite lattice, we could also consider
percolation in a fixed finite domain, but with variable mesh size η > 0. Then an
interesting scenario is the limit η → 0. If p < pc, then, in the limit, the whole
domain is basically yellow: the probability that any open set is coloured blue tends
to zero. Conversely, if p > pc, everything is basically blue in the limit. Thus the
most interesting case is the critical case p = pc.
In order to determine what happens in the limit if p = pc, we trace back the
coasts, i.e. the interfaces between the blue and the yellow clusters. For fixed mesh
size, they will be some random polygonal lines. But in the limit, an interface will be a
fractal curve, which touches itself many times. It was a major problem to determine
this limit. In 2001, Smirnov proved the conformal invariance of the scaling limit
of critical percolation interfaces on the triangular lattice. This paved the way for
describing this limit by a Schramm-Loewner-Evolution and for determining various
crossing probabilities. Thus nowadays the scaling limit of critical percolation is quite
well understood.
Therefore, we know the limit in the subcritical case p < pc, in the supercritical
case p > pc as well as in the critical case p = pc. Thus, one might think that
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everything is known. But this is not the case, since there are also nearcritical limits.
These are obtained by choosing p depending on the mesh size and slightly different
from pc, but converging to pc in a well-chosen speed. In fact, one has one free
real parameter in the speed factor. These nearcritical limits are by far not as well
understood as the others. In the first part of this thesis, we will show some facts on
these nearcritical limits. We will explain them in the next two subsections.
1.1.1 Singularity of Nearcritical Exploration Paths
In Chapter 2, we consider the scaling limit of nearcritical exploration paths. Garban,
Pete and Schramm showed in [GPS-13b] that, in the quad-crossing space, there
indeed exist nearcritical limits, not only limit points. But we do not use this fact,
since we are interested in the exploration paths. For that, only the existence of limit
points, not of a limit, is yet established.
Any percolation configuration induces its exploration path as follows. We deter-
ministically colour the hexagons on the negative real axis blue and the hexagons on
the positive axis yellow. Then there is a unique path starting at the origin, having
blue hexagons to the left and having yellow hexagons to the right. This path is the
exploration path. Figure 1.4 shows an example.
Nolin and Werner showed in [NW-09] that every nearcritical scaling limit point
of exploration paths is singular with respect to an SLE6 curve, i.e. to the critical
limit. In the present thesis, we enhance this result by showing that two different
Figure 1.4: A critical exploration path
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nearcritical scaling limits are singular with respect to each other (Theorem 2.1). It is
even possible to detect the singularity by looking at an infinitesimal initial segment of
the exploration path (Corollary 2.2). Applying the main result to conformal maps,
we obtain that nearcritical scaling limits are in general not conformally invariant
or absolutely continuous. In fact, under scaling maps, they are mutually singular
(Corollary 2.12).
Let us now state these theorems a bit more precisely. We consider nearcritical
face percolation on the honeycomb lattice with mesh size η > 0 in the upper half
plain. It is nearcritical percolation, if each hexagon is blue with probability
pιη =
1
2
+ ι · η
2
αη4
,
where ι ∈ R is a free real parameter and αη4 is the probability that there exist four
arms of alternating colours up to (Euclidean) distance 1 in critical site percolation
on the triangular lattice with mesh size η.
Let Γιη denote the law of the exploration path. A simplified version of Theo-
rem 2.1 reads as follows:
Theorem. Let µ < λ be real numbers. Let further (ηk)k∈N be a sequence converging
to zero such that Γµηk → Γµ and Γληk → Γλ weakly for some measures Γµ and Γλ,
and such that the probability that a quad is crossed converges. Then the probability
measures Γµ and Γλ are singular with respect to each other.
Let us remark that there exist sequences (ηk)k fulfilling the hypothesis. The
result of Nolin and Werner is the special case µ = 0. If A denotes the σ-algebra of
infinitesimal initial segments of paths starting at the origin, Corollary 2.2 is
Corollary. Under the conditions of Theorem 2.1, the laws Γµ and Γλ restricted to
A are singular with respect to each other.
Interestingly, the proof of Nolin and Werner can be extended to our result. But
one has to be careful. In fact, we also give a more detailed and self-contained version
of their proof. Nevertheless, some modifications and slightly different approaches are
needed. In particular, the non-existence of an analogue to Cardy’s formula requires
some work. Namely, we need the fact that the probability of crossing a quad with
fractal boundary can be well approximated using rather weak approximations to the
quad (Lemma 2.3).
These results are properly stated and proven in Chapter 2. This chapter, and
also parts of this introduction, are almost literally already published in [A-14a].
1.1.2 Singularity of Full Scaling Limits
After determining the scaling limit of critical exploration paths, limits of full per-
colation configurations have been explored, too. In Chapter 3 we consider such full
configuration limits. We already explained that, in order to obtain a scaling limit,
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one considers percolation on a lattice with mesh size η > 0 and lets η tend to 0.
In the case of the full configuration limit, it is a-priori not clear, in what sense, or
in what topology, the limit η → 0 shall be taken. There are several possibilities,
nine of them are explained in [SS-11, p. 1770ff]. It is highly non-trivial that these
different approaches yield equivalent results. Camia and Newman established the
full scaling limit of critical percolation on the triangular lattice as an ensemble of
oriented loops, see [CN-06]. Schramm and Smirnov suggested to look at the set
of quads which are crossed by the percolation configuration and constructed a nice
topology for that purpose, the so-called Quad-Crossing-Topology, see [SS-11]. Since
it is closely related to the original physical motivation of percolation and it yields the
existence of limit points for free (by compactness), we choose to work with Schramm
and Smirnov’s set-up.
They considered percolation models on tilings of the plane, rather than on lat-
tices. Each tile is either coloured blue or yellow, independently of each other. All
site or bond percolation models can be handled in this way using appropriate tilings.
The results of [SS-11] hold on a wide range of percolation models. In fact, two basic
assumptions on the one-arm event and on the four-arm event are sufficient. The re-
sults of Chapter 3 also hold on rather general tilings, but a bit stronger assumptions
are needed. Basically, we require the assumption of [SS-11] on the four-arm event
and the Russo-Seymour-Welsh Theory (RSW). The exact conditions are presented
in Chapter 3. In particular, we need the arm separation lemmas of [K-87] and [N-08].
They should hold on any graph which is invariant under reflection in one of the co-
ordinate axes and under rotation around the origin by an angle φ ∈ (0, pi), as stated
in [K-87, p. 112]. But the proofs are written up only for bond or site percolation
on the square lattice in [K-87] and for site percolation on the triangular lattice in
[N-08]. Hence we choose to formulate the exact properties we need as conditions.
We will first prove our results under that conditions and we will verify them for
bond percolation on the square lattice and site percolation on the triangular lattice
afterwards.
Again we want to consider nearcritical scaling limits. Nearcritical percolation is
obtained by colouring a tile blue with a probability slightly different from the critical
one. The difference depends on the mesh size, but converges to zero in a well-chosen
speed. It includes one free real parameter. We may choose this parameter different
for different tiles. The main result of Chapter 3 is the following: We consider two
inhomogeneous nearcritical percolations such that the differences of their parameters
are uniformly bounded away from zero in a macroscopic region. Then we show that
any corresponding sub-sequential scaling limits are singular with respect to each
other.
More precisely: Let η > 0 and let Hη be a locally finite tiling whose tiles have
diameter at most η. For each tile t we choose a number ιη(t) inside a fixed compact
interval and colour the tile blue with probability
pιη(t) = pc + ιη(t) ·
η2
αη4
,
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where αη4 is the probability of a four arm event again. This induces a probability
measure P ιη on the Quad-Crossing space. Then a simplified version of Theorem 3.1
reads as follows.
Theorem. Let Hη, η > 0, be locally finite tilings such that each tile has diameter
at most η. We assume that the tilings satisfy some rather general conditions (RSW
and the four-arm exponent being greater than 1 are enough). Let µη(t), λη(t) be real
numbers in the fixed compact interval. They induce measures Pµη and P λη . Consid-
ering weak limits with respect to the Quad-Crossing-Topology, let Pµ be any weak
limit point of {Pµη : η > 0}, let P λ be any weak limit point of {P λη : η > 0} and let
ηn, n ∈ N, be a sequence converging to zero such that Pµηn → Pµ and P ληn → P λ
weakly as n→∞.
Assume that there exist σ > 0 and an open, non-empty set D such that
λη(t)− µη(t) ≥ σ
uniformly in η ∈ {ηn : n ∈ N} and all tiles which are contained in D.
Then the laws Pµ and P λ are singular with respect to each other.
Lemma 3.5 shows
Lemma. The conditions needed for Theorem 3.1 are fulfilled by tilings representing
site percolation on the triangular lattice or bond percolation on the square lattice.
Similarly to the results on the exploration paths, we can even detect the sin-
gularity if we restrict the probability measures to the σ-algebra of the infinitesimal
neighbourhood of any point inside D. This is the content of Corollary 3.2.
In the preceding section we already explained the following. Nolin and Werner
showed in [NW-09, Proposition 6] that – on the triangular lattice – any (sub-
sequential) scaling limit of nearcritical exploration paths is singular with respect
to an SLE6 curve, i.e. to the limit of critical exploration paths. This is extended in
Chapter 2, where it is shown that the limits of two nearcritical exploration paths
with different parameters are singular with respect to each other.
The result of Chapter 3 is somewhat different to those results, as we will now
explain. First, we consider different objects. While in [NW-09] and Chapter 2
the singularity of exploration paths is detected, here it is the singularity of the
full configurations in the Quad-Crossing-Topology. As long as the equivalence of
different descriptions of the limit object is not proven, these are independent results.
In particular, it is – even on the triangular lattice – an open question, whether the
exploration path as a curve is a random variable of the set of all crossed quads
(cf. [GPS-13a, Question 2.14]). Though the trace of the exploration path can be
recovered from the set of all crossed quads, it is not clear how to detect its behaviour
at double points. Thus the present result is not an easy corollary to the singularity
of the exploration paths. Second, the results of [NW-09] and Chapter 2 hold only
for site percolation on the triangular lattice, whereas the results of Chapter 3 hold
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under rather general assumptions on the lattice, which are, for instance, also fulfilled
by bond percolation on the square lattice. Last, and indeed least, the percolation
may also be inhomogeneous here. Since the restriction to homogeneous percolation
in [NW-09] and Chapter 2 has only technical, but not conceptual reasons, this is
only a minor difference.
The proofs in Chapter 3 use ideas from [NW-09] and Chapter 2. In fact, they are
technically simpler since there is no need to consider domains with fractal boundary.
First we prove an estimate of a difference of the probability that a square is crossed.
Then we show an abstract result, which is used to detect the singularity.
These results are properly stated and proven in Chapter 3. This chapter, and
also parts of the current section, are almost literally already published in [A-14b].
1.2 Crystallisation
Condensed matters in solid state usually have the structure of a crystal: The
molecules are arranged in some regular pattern. Real crystals are in fact not per-
fectly regular, but form a perturbation of the pattern. They also have defects.
One can describe a crystal using the fundamental approach of statistical mechan-
ics. Some probability distributions determine the location of the molecules. Their
local interaction should specify the distribution. One wants to extract the global
behaviour of the crystal from these local interactions. This is not well understood
in a mathematically rigorous sense yet.
One question to tackle is whether the crystal globally preserves or breaks symme-
tries of the local interactions. Richthammer showed that the translational symmetry
is preserved in a quite general two-dimensional setting, see [R-07]. But in the case of
rotational symmetry one expects a different outcome: rotational symmetry should
be broken. Merkl and Rolles showed this for a toy model of a crystal without defects
in [MR-09]. This was extended by Heydenreich, Merkl and Rolles in [HMR-13] to a
model which allows simple defects.
In the second part of this thesis, it is shown that the rotational symmetry is
broken (in a weaker form) for a class of crystal models where almost all kinds of
defects are allowed. This is the content of Chapter 5. Thereto we need a rigidity
estimate. This analytic tool is derived in Chapter 4. In the following two subsections
we introduce this topics more precisely. Most of this introduction and both chapters
of the second part almost literally compose the article [A-14c], which is submitted
for publication and also availably at arXiv.
1.2.1 A Rigidity Estimate
Results on geometric rigidity go back to a theorem of Liouville. It states that if the
derivative of a smooth function v : Rd ⊇ M → Rd is point-wise a rotation, then
the function is globally a rigid motion, i.e. its derivative is everywhere the same
rotation. A major step further was the now classical rigidity estimate of Friesecke,
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James and Mu¨ller [FJM-02, Theorem 3.1]. They bounded the L2-distance of the
derivative from a constant rotation by a constant times the L2-distance from the
whole rotation group SO(d). This was further generalised by Mu¨ller, Scardia and
Zeppieri to fields with non-zero curl, at least in dimension d = 2, see [MSZ-13,
Theorem 3.3].
Here we consider matrix-valued functions V : M → Rd×d on an open, connected
and bounded set M ⊂ Rd with smooth boundary in dimension d ≥ 2. We also
identify such a function line by line with a vector of 1-forms. We show that the
L2-distance of V from a single constant rotation R ∈ SO(d) is bounded by a con-
stant times the sum of the L2-distance of V from the rotation group SO(d) and
the Lp-norm of the (component-wise) exterior derivative dV of V . More precisely,
Theorem 4.1 reads as follows:
Theorem. Let d ≥ 2 and M ⊂ Rd be open, connected and bounded with smooth
boundary. Let further p ≥ 2d/(2 + d). Then there exist constants C1 = C1(M) and
C2 = C2(M,p) such that for all V ∈ L2(M,Rd×d) with dV ∈ Lp(M) there exists a
rotation R ∈ SO(d) with
‖V −R‖L2(M) ≤ C1‖ dist(V,SO(d))‖L2(M) + C2‖dV ‖Lp(M) .
We also determine the scaling of the constants in Lemma 4.4. Note that one of
them is not scale-invariant. If V = dv for some function v : M → Rd (which implies
dV = 0), this estimate reduces to [FJM-02, Theorem 3.1]. It is also an extension of
[MSZ-13, Theorem 3.3], which handles the case d = 2 and p = 1.
1.2.2 Spontaneous Symmetry Breaking
We will show a kind of rotational symmetry breaking for a class of crystals model
where almost arbitrary defects are allowed. Let us describe this class informally. A
model consists of a tessellation, some local Hamiltonians, a measure for the surface of
the defects and some parameters. The crystal shall have a favourite structure, which
depends on the considered matter and is described by the tessellation. Thus the
molecules form locally a perturbation of the tessellation. A local perturbation costs
some energy, which is described by the local Hamiltonians. As already mentioned,
the crystal may have various defects. In particular, there may be edge, screw and
mixed dislocations, i.e. defects with Burgers vectors, as well as large unbounded
defects. We only require that the size of a defect is larger than an arbitrary small,
but fixed number. A defect is punished proportional to the size of its surface. This
can be interpreted as a surface tension. Moreover, there is a chemical potential
which favours a large number of molecules.
Let us be a bit more precise. The crystal lives in a d-dimensional box (d ≥ 2)
of size N (with periodic boundary), and the centre of the molecules are given by a
random set P of points in the box. A point configuration P determines a set T of
tiles, which are locally a perturbation of the tessellation. Furthermore, it determines
the quantity S measuring the surface of the defects. The local Hamiltonian Hloc()
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gives the energy costs of the perturbed tile  in any way which fulfil a reasonable
inequality. Then the global Hamiltonian is defined by
Hσ,m,N (P) :=
∑
∈T
Hloc() + σS −m|P|
for σ > 0 and m ∈ R. The three addends describe the local perturbation, the
surface energy and a chemical potential. Using a Possion Point Process µ in the box
as reference measure, the probability measure Pβ,σ,m,N is given by
dPβ,σ,m,N :=
1
Zβ,σ,m,N
e−βHβ,σ,m,N dµ
with inverse temperature β > 0 and partition sum Zβ,σ,m,N . Now we can state a
simplified version of Theorem 5.1, which is the main result of Chapter 5.
Theorem. There exist m0 and σ0(N,m)  N2 +m such that for all m ≥ m0
lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
inf
R∈SO(d)
1
|T |
∑
∈T
‖V −R‖2L2()
]
= 0 ,
where V : ∪T → Rd×d measures point-wise the deformation (rotation and scaling)
of the crystal.
Therefore the crystal is globally close to a constant rotation R ∈ SO(d), i.e. there
is a long-range order in the crystal. But if the local Hamiltonians and the surface
measure are chosen rotational invariant, which is possible and reasonable, the global
Hamiltonian is rotational symmetric. Therefore the rotational symmetry is broken.
In order to prove this result, we follow the approach of Heydenreich, Merkl and
Rolles. Their main ingredient is the theorem on geometric rigidity of Friesecke,
James and Mu¨ller [FJM-02, Theorem 3.1]. We first prove a more general rigidity
estimate described below and apply it to prove the result stated above, using a more
or less similar technique as Heydenreich, Merkl and Rolles.
The main constraint of our theorem is that the limit is not uniform in the box
size: σ0 depends on N . But with the chosen method this is the best possible result,
since one constant in the rigidity estimate is not scale-invariant. In order to get
results uniform in the size of the box, one might have to use much more involved
approaches like renormalisation.
Finally we give two examples of concrete models. First we consider the two-
dimensional triangular lattice. This yields a model analogous to the model consid-
ered in [HMR-13]. Then we draw our attention to a crystal whose favourite structure
is the d-dimensional cubic lattice.

Part I
Percolation

Chapter 2
Singularity of Nearcritical
Percolation Exploration Paths
In this chapter we show that the scaling limits of nearcritical percolation explo-
ration paths with different parameters are mutually singular on the triangular lat-
tice. Apart from some linguistic changes, it is already published at ALEA and also
available at arXiv.1
In Section 2.1 we introduce precisely the model and state the main theorem of
this chapter. Before the proof, there is an expository section, namely Section 2.2.
We first review some aspects of [NW-09]. Thereafter we give some heuristics why
the result of Nolin and Werner as well as our theorem should be true. Of course, this
does formally not prove anything, but it hopefully makes the proof more accessible.
It could also be seen as an introduction in and an outline of the proof. Section 2.3 is
devoted to the formal proof of the main theorem. Finally, in Section 2.4, we discuss
a consequence for conformal maps.
2.1 Notation and Statement of the Main Theorem
Let us start with the basic definitions and notations. Let Hr := {z ∈ C : |z| <
r, Im(z) > 0} be the upper half circle around 0 with radius r > 0. We work on the
hexagonal lattice with mesh size η > 0. Let Hηr be all hexagons of size η which are
entirely contained in Hr.
We consider face percolation in Hηr with different parameters pµ and pλ. Thereto
let µ, λ ∈ R and µη, λη ∈ R, η > 0, such that µη → µ and λη → λ as η → 0. Each
hexagon is independently of the others blue (open) with probability
pι = pιη =
1
2
+ ιη · η
2
αη4
1[A-14a] Simon Aumann: Singularity of Nearcritical Percolation Exploration Paths, ALEA Lat.
Am. J. Probab. Math. Stat. 11 No. 1, 229-252, 2014 or arXiv:1110.4203
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and otherwise yellow (closed), where we choose ι ∈ {µ, λ} depending on the desired
parameter. Here and in the following, αη4 is the probability that there exists four
arms of alternating colours up to (Euclidean) distance 1 in critical site percolation
on the triangular lattice with mesh size η. Smirnov and Werner showed in [SW-01,
Theorem 4] that αη4 = η
5
4
+o(1) as η → 0. Therefore (or by using the five arm
exponent) it follows that pι → 12 as η → 0. As we are interested in that limit, we
may hence choose η small enough such that pι ∈ (0, 1). Thus we work on the families
of probability spaces(
Ωη := {blue,yellow}H
η
r , P(Ωη), P
ι
η :=
⊗
Hηr
(
pιδblue + (1− pι)δyellow
) )
η>0
with ι ∈ {µ, λ} and product-σ-algebra P(Ωη). The choice of pι ensures that we are
still in the critical window, but obtain scaling limits different from the critical one
(if ι 6= 0, of course). This follows from Kesten’s scaling relations and can explicitly
be deduced from [NW-09, Proposition 4] together with [N-08, Proposition 32], for
example.
If we colour the negative real axis blue and the positive axis yellow, then there
is a unique path, called exploration path, on the hexagonal lattice starting at the
origin and stopping η-close to the upper boundary of Hr, which has blue hexagons
to the left and yellow hexagons to the right. Let us denote this path by the random
variable
γη : (Ωη,P(Ωη))→ (Sr,B(Sr)) ,
where Sr (with Borel-σ-algebra B(Sr) induced by the metric below) is the space of
curves in Hr, i.e. equivalence classes of continuous functions [0, 1]→ Hr. Two such
functions f, g represent the same curve if and only if f = g ◦ φ for some increasing
bijection φ : [0, 1]→ [0, 1]. We introduce a topology on Sr via the metric
dist(f, g) := inf
φ
max
t∈[0,1]
|f(t)− g ◦ φ(t)|
where the infimum is taken over all increasing bijections φ : [0, 1]→ [0, 1]. Then Sr
is a complete separable space. Let
Γιη := γη(P
ι
η)
denote the law of γη under P
ι
η, for η > 0 and ι ∈ {µ, λ}. Using a technique devel-
oped by Aizenman and Burchard in [AB-99], Nolin and Werner showed in [NW-09,
Proposition 1] that the family (Γιη)η>0 is tight, i.e. for each sequence ηk there is a
subsequence ηkl such that Γ
ι
ηkl
converges weakly.
For the statement of the main theorem we need, in contrast to Nolin and Werner,
a result using the Quad-Crossing Topology introduced by Schramm and Smirnov in
[SS-11]. Therefore we review that concept very briefly. For a much more detailed
account one should consult [SS-11, p. 1778f]. Let D be a domain. A quad q in D
is a topological quadrilateral, i.e. a homeomorphism q : [0, 1]2 → q([0, 1]2) ⊂ D. Let
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QD be the set of all quads in D. A quad q is crossed by a percolation configuration,
if the union of all blue (topologically closed) hexagons contains a connected closed
subset of q := q([0, 1]2) which intersects both opposite sides ∂0q := q({0} × [0, 1])
and ∂2q := q({1} × [0, 1]). This event is denoted by q ⊂ Ωη. We will further
need the notations ∂1q := q([0, 1]× {0}) and ∂3q := q([0, 1]× {1}) for the other two
sides of the quad. Moreover, let q◦ := q((0, 1)2) be the interior and ∂q be the whole
boundary of q.
Using a partial order on QD induced by crossings, one can define the set HD
of all closed lower sets S ⊂ QD. Schramm and Smirnov constructed a topology on
HD, namely the Quad-Crossing-Topology. For our purposes the following facts are
enough. There is a random variable cr : Ωη → HD which assigns each percolation
configuration the set of all crossed quads. Thus each probability measure on Ωη
induces a probability measure on HD. Moreover, the space of all probability mea-
sures on HD is tight ([SS-11, Corollary 1.15]). Finally, if P is any limit point of
the measures cr(Pµη ), η > 0, then P[∂cr(q)] = 0 for every quad q ∈ QD ([SS-11,
Lemma 5.1]). Therefore there exists a sequence (ηk)k∈N with limk→∞ ηk = 0 such
that Pµηk [q] converges as k →∞ for all quads q ∈ QD.
Now we are ready to state the main theorem of the present chapter.
Theorem 2.1. Let µ < λ be real numbers, µη → µ, λη → λ and r > 0. Let further
(ηk)k∈N be a sequence converging to zero such that P
µ
ηk [q] converges for all quads
q ∈ QHr and such that Γµηk → Γµ and Γληk → Γλ weakly for some measures Γµ and
Γλ on (Sr,B(Sr)) as k →∞.
Then the probability measures Γµ and Γλ are singular with respect to each other.
Γµ and Γλ are distributions of the scaling limits of the discrete exploration paths
(in the limit point sense). Let us remark that [NW-09, Proposition 6] is included
in this theorem as the special case µ = µη = 0. In that case the hypothesis on the
quad crossing probabilities is always fulfilled since it follows from Cardy’s formula.
But in our case, we unfortunately do not have any analogue; that is the reason for
the additional condition.
The theorem also holds if µ > λ, i.e. if the condition on the quad crossing
probabilities holds for the larger value. In that case quite a few inequality signs
have to be switched. Thus for better readability, we restrict ourselves to the case
µ < λ.
Actually we do not need to look at the whole exploration path to detect the
singularity. In fact, it is enough to look at an infinitesimal initial segment as the
following corollary shows. We consider the space (S1,B(S1)) of curves in H1. Let
τn(γ) := inf{t ≥ 0 : |γ(t)| = 1n}
be the first exit time of H 1
n
and
An := σ(id[0, τn], id(0) = 0)
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be the σ-algebra generated by curves starting at the origin until exiting H 1
n
, n ∈ N.
Then An, n ∈ N, is decreasing. Let
A :=
⋂
n∈N
An
be their tail-σ-algebra, the σ-algebra of infinitesimal initial segments of paths start-
ing at the origin. With that notation, Theorem 2.1 implies
Corollary 2.2. Under the conditions of Theorem 2.1, the laws Γµ and Γλ restricted
to A are singular with respect to each other.
Proof. By Theorem 2.1 applied to r = 1n , there are sets An ∈ An with Γµ[An] = 0
and Γλ[An] = 1. We set
A∗ :=
⋃
m≥1
⋂
n≥m
An .
Then A∗ ∈ A. Since countable unions or intersection of sets of probability zero
respectively one have probability zero respectively one, it follows that Γµ[A∗] = 0
and Γλ[A∗] = 1, which proves the corollary.
We conjecture that Theorem 2.1 and its corollary also hold on other lattices. In
fact, if we can apply RSW techniques, most elements of the proof work. We need
the separation lemmas and other results of [N-08], which are delicate consequences
of RSW ([N-08, Theorem 2]). Thus they remain true on other lattices, cf. [N-08,
Section 8.1]. We further need the following bounds on arm events. Let αη2(ρ,R) and
αη4(ρ,R) be the probabilities of the events that at critical percolation with mesh size
η there exist two respectively four arms of alternating colours inside an annulus with
radii ρ and R (i.e., in particular, αη4(η, 1) = α
η
4). We need that there are “exponents”
αˆ4, αˇ2 > 0 and constants c, c
′ > 0 such that
αη2(ρ,R) ≥ c(ρ/R)αˇ2 and αη4(ρ,R) ≤ c′(ρ/R)αˆ4
for all 0 < η ≤ ρ ≤ R and such that
2αˆ4 − αˇ2 > 2 . (2.1)
Since the two arm exponent in the half plane exists and is 1 as a consequence of
RSW (see [N-08, Theorem 23], for instance), it follows that we can choose αˇ2 ≤ 1,
which we also need. While the analogues to [N-08, Proposition 13] and [N-08,
Theorem 10] yield the existence of such exponents also for other lattices, inequality
(2.1) is yet proven only for site percolation on the triangular lattice (or equivalently,
face percolation on the hexagonal lattice). Indeed, we can choose αˇ2 =
1
4 + β and
αˆ4 =
5
4−β for any β > 0 there. Since the former inequality is the only needed special
property of the triangular lattice, we choose to write up the proof with the exponents
αˇ2 and αˆ4 and not with the explicit values. Hence the results can immediately be
enhanced to other lattices as soon as inequality (2.1) is established.
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2.2 Heuristics
This section is of expository nature and therefore not rigorous. First we review some
aspects of [NW-09]. Then we give a heuristic explanation why a nearcritical scaling
limit should be singular with respect to the critical or to another nearcritical scaling
limit. These heuristics could in fact also be seen as an outline of the proof. Formally,
this section is not needed for the remainder of this chapter.
Let us recall some of our notation: P ιη denotes the probability measure of near-
critical percolation with parameter ι ∈ R, i.e. a site is open with probability
pι =
1
2
+ ι · η
2
αη4(η, 1)
.
Moreover, the random variable γη denotes the exploration path and Γ
ι
η its law under
P ιη.
A basic concept of nearcritical percolation is the introduction of a characteristic
length. Below that length, the Russo-Seymour-Welsh Theory (RSW) is still valid.
This means that the probability that a set is crossed by the percolation configuration
(in some specific way) does only depend on the shape of the set, but not on its size
– as long as this size is below the characteristic length. In the set-up considered
in this chapter, the mesh size of the lattice and the nearcritical probabilities are
chosen such that the characteristic length is of order one. Thus RSW techniques are
applicable.
The first result of Nolin and Werner [NW-09, Proposition 1] shows tightness of
the laws of the exploration paths. We shortly outline their proof. It is an application
of [AB-99, Theorem 1.2]. Let us denote the annulus around x with radii ρ < R by
A(x, ρ,R). RSW considerations imply that there exist some constants c, α > 0 such
that
P ιη
[
γη crosses A(x, ρ,R)] ≤ c(ρ/R)α
uniformly for all η ≤ ρ ≤ R. Using the BK Inequality, it follows that, for all k ∈ N,
P ιη
[
γη crosses A(x, ρ,R) k times] ≤ ck(ρ/R)αk .
Therefore the hypothesis of [AB-99, Theorem 1.2] is fulfilled and tightness follows.
This means that for each sequence ηk there is a subsequence ηkl such that Γ
ι
ηkl
converges weakly.
Nolin and Werner also determined the Hausdorff dimension of any sub-sequential
scaling limit of the critical and nearcritical exploration paths. It is 7/4 in both
cases, see [NW-09, Proposition 3]. The proof is based on RSW techniques and the
knowledge of the two-arm exponent of critical percolation.
The perhaps most important result of [NW-09] is Proposition 6. It states that
the law of any nearcritical sub-sequential limit is singular with respect to the law of
an SLE6 curve, which is the critical limit. As already mentioned, we enhance this
result and show that Γµ⊥Γλ, where Γι is a limit point of Γιη, ι ∈ {µ, λ}. In the
following, we heuristically argue why these theorems hold.
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Let us consider an equilateral triangle ∆ of size δ. The scale δ should be an
intermediate one, i.e η  δ  1. We assume that the exploration path γη entered
the triangle somewhere in the middle of the triangle’s bottom line and is at time
σ somewhere in the middle of the triangle. If that is the case, we say that the
triangle is good for γη. We even look at the following stronger event: Conditionally
γ(σ) ?
Figure 2.1: A (maybe very) good trian-
gle
γ
Figure 2.2: A pivotal site with four
arms
on γη[0, σ], we ask whether γη exists the triangle on the right part of the bottom line.
In that case we call the triangle even very good for γη. This events are schematically
drawn in Figure 2.1.
We estimate the difference of the probability of being very good, conditionally on
γη[0, σ], under P
λ
η and under P
µ
η . Thereto we use the standard monotone coupling
of percolation with different parameters p ∈ [0, 1] (for all hexagons not discovered by
γη[0, σ]). Thus the set ω(p) of blue hexagons at level p increases. If a good triangle
∆ is very good for γη(ω(p
λ)), but not for γη(ω(p
µ)), then there exists a site x in the
triangle which is pivotal for some crossing event and switched from yellow to blue,
cf. Figure 2.2. It is pivotal, iff there are four arms of alternating colours from x to
some described parts of the boundary. Therefore we conclude
P λη
[
∆ is very good for γη | γη[0, σ]
]− Pµη [∆ is very good for γη | γη[0, σ]]
= P
[
∆ is very good for γη(ω(p
λ)) but not for γη(ω(p
µ)) | γη[0, σ]
]
≈ P [∃x ∈ ∆ \ γη[0, σ] : four arms from x to ∂∆, x switched between pµ and pλ]
Since the crossing event is increasing, the latter event can happen only for one
x inside the triangle. Since there are around (δ/η)2 sites inside the triangle, we
conclude
P
[∃x ∈ ∆ \ γη[0, σ] : four arms from x to ∂∆, x switched between pµ and pλ]
≈ (δ/η)2αη4(η, δ)(pλ − pµ)
= (δ/η)2αη4(η, δ) (λ− µ) η2/αη4(η, 1) ,
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where we used
pλ − pµ = 12 + λη2/αη4(η, 1)− 12 − µη2/αη4(η, 1) = (λ− µ) η2/αη4(η, 1)
in the last step. Now λ − µ  1 and quasi-multiplicativity, that is αη4(η, 1) 
αη4(η, δ)α
η
4(δ, 1), and finally α
η
4(δ, 1)→ δ5/4 yield
(δ/η)2αη4(η, δ) (λ− µ) η2/αη4(η, 1) ≈ δ2/αη4(δ, 1) ≈ δ3/4 .
Thus we established the estimate
P λη
[
∆ very good for γ | ∆ good for γ]− Pµη [∆ very good for γ | ∆ good for γ]
≈ δ3/4
for every triangle ∆ of scale δ.
We will use this estimate to evaluate the expectation of the random variable
Zδ(γ) := #{very good triangles of scale δ for γ}
−Eµ[#{very good triangles of scale δ for γ}] .
Since the Hausdorff dimension of the exploration path is 7/4, it touches approxi-
mately δ−7/4 triangles. By RSW, the number of good triangles is of the same order
of magnitude. Therefore we conclude
Eµ[Zδ] = δ−7/4 · 0 = 0 and Eλ[Zδ] ≈ δ−7/4 · δ3/4 = δ−1 .
Though the events being good or very good of different triangles are not independent,
we can conclude using a martingale approach that
Varµ[Zδ] ≤ δ−7/4 and Varλ[Zδ] ≤ δ−7/4 .
Now by Chebyshev’s inequality, it follows that
Pµ[Zδ > δ−15/16] ≤ δ15/8 Varµ[Zδ] ≤ δ15/8δ−7/4 = δ1/8
and
P λ[Zδ < δ−15/16] ≈ P λ[Zδ − Eλ[Zδ] < δ−15/16 − δ−1]
≤ (δ−15/16(1− δ−1/16))−2 Varλ[Zδ] ≤ δ1/8 .
Now we choose a sequence of scales (δn)n such that δ
1/8
n is summable. Then the
Borel-Cantelli Lemma implies
Pµ[Zδn(γ) > δ−15/16n for infinitely many n] = 0
and
P λ[Zδn(γ) < δ−15/16n for infinitely many n] = 0 .
As the complements of these events are disjoint, the mutual singularity of Γµ =
γ(Pµ) and Γλ = γ(P λ) follows.
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2.3 Proof of the Main Theorem
We partition the rigorous proof of Theorem 2.1 in four subsections. In Section 2.3.1
we prove a lemma which is also of independent interest. It states that we can
approximate the probability of crossing a quad even if it has fractal boundary and if
we use quite weak approximations to it. In Section 2.3.2 we look at one mesoscopic
triangle, whereas in Section 2.3.3 we give estimates for many mesoscopic triangles.
Finally, in Section 2.3.4, we consider the continuum limit to conclude the proof of
Theorem 2.1.
2.3.1 A Quad Crossing Lemma
We say that a sequence (qn)n∈N of quads converges in the kernel (or Caratheodory)
sense to a quad q with respect to some z0 ∈ C, if
• z0 ∈ q◦n for all n ∈ N and z0 ∈ q◦,
• for every z ∈ q◦ there exists a neighbourhood of z which is contained in all
but finitely many q◦n (and in q◦),
• for each z ∈ ∂q there exist zn ∈ ∂qn with zn → z and
• qn(i, j)→ q(i, j) for (i, j) ∈ {0, 1}2.
This is the usual kernel convergence for domains with the additional requirement
that the corners of the quads converge. We further need the following condition,
which is illustrated in Figure 2.3:
∀ ε > 0 ∃n0 ∈ N ∀n ≥ n0, i ∈ {0, 1, 2, 3} :
Uε(∂iq) ∩
(
q ∪ Uε(∂i−1q) ∪ Uε(∂i+1q)
)
contains a path connecting
∂i−1qn and ∂i+1qn not intersecting ∂iqn
(2.2)
Here and in the following, Uε(·) denotes the ε-neighbourhood. We use cyclic indexes,
i.e. 3 + 1 ≡ 0. The condition demands that ∂iqn is not close to any other side of qn
or q inside the quad for a long time. Thus inside q, ∂iqn is close to ∂iq. But note
that there may be parts of ∂iqn far away from ∂iq and even ∂q outside q.
Lemma 2.3. Let some quads qn, n ∈ N, converge in the kernel sense to a quad q as
n → ∞ (with respect to some z0). Assume further that condition (2.2) is fulfilled.
Let Pη, η > 0, be any (near-)critical probability measures, i.e. Pη = P
ι
η for any
bounded sequence (ιη)η ⊂ R.
Then for all ρ > 0 there exist n0 ∈ N and η0 > 0 such that for all n ≥ n0 and
η ≤ η0
Pη
[
 qn4 q
] ≤ ρ ,
where 4 denotes the symmetric difference.
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∂0qn
∂1qn
∂2qn
∂3qn
∂0q
∂1q
∂2q
∂3q
U(∂1q)
separating path
Figure 2.3: Quads q (solid) and qn (dashed) satisfying condition (2.2) with the
neighbourhood of ∂1q (fine dotted) and a separating path (strong dashed)
Let us remark that we do not impose any smoothness conditions on the boundary
of the quad. Otherwise, we could just use the 3-arm-exponent in the half plane. We
further remark that the proof relies only on RSW techniques. Thus the lemma is
valid on any lattice where RSW works.
In order to prove Lemma 2.3, we want to apply Lemma A.1 of [SS-11]. It states
that if two quads differ only at one side by some ζ, then the probability of the
symmetric difference of the corresponding crossing events is small. More precisely,
a slightly simplified version reads as follows in our notation.
Let d > 0. There exists a positive function ∆(ζ) such that ∆(ζ)→ 0 as
ζ → 0 and the following estimates hold. If two quads q, q′ of diameter at
least d satisfy for some ζ < d/2
(i) [. . .]2 or
(ii) q′ ⊂ q, ∂0q′ = ∂0q, ∂1q′ ⊂ ∂1q, ∂3q′ ⊂ ∂3q and each point on ∂2q′
can be connected to ∂2q by a path in q of diameter at most ζ, or
(iii) q′ ⊂ q, ∂0q′ ⊂ ∂0q, ∂1q′ = ∂1q, ∂2q′ ⊂ ∂2q and and each point on
∂3q
′ can be connected to ∂3q by a path in q of diameter at most ζ,
2We omit this item since we do not need it
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then for all η < ζ
Pη
[
 q4 q′] ≤ ∆(ζ) .
For the sake of completeness, we shortly outline how one can prove that. Let two
quads q, q′ satisfy condition (iii). If q4 q′ happens, there exists a yellow vertical
crossing of q and two blue arms from a disk of radius ζ to ∂0q
′ and ∂2q′. If we
condition on the left-most yellow vertical crossing, percolation on the right of it is
still unbiased. Therefore we can apply RSW, yielding that the probability of an arm
from a disk of radius ζ to ∂2q
′ tends to 0 as ζ → 0, as desired. The details are
properly written up in [SS-11].
Proof of Lemma 2.3. First we claim that for each ε > 0 there exists an n0 ∈ N such
that for all n ≥ n0 the following holds:
• |qn(i, j)− q(i, j)| < ε for each (i, j) ∈ {0, 1}2
• for any z ∈ ∂iq there exist zn ∈ ∂iqn with |z − zn| < ε, i ∈ {0, 1, 2, 3} and
• q \ Uε(∂q) ⊂ qn
Note the uniformity and that z and zn belong to the same side. Indeed, the first item
is obvious from the kernel convergence. The second item can be fulfilled by covering
∂iq with finitely many balls of radius ε/2 (Condition (2.2) with ε/2 ensures that the
zn’s belong to the correct side). Finally, using compactness, a finite sub-cover of
the covering of q \Uε(∂q) by the neighbourhoods used in the definition of the kernel
convergence yields the third item.
Let ε > 0. We will specify ε depending on ρ later on. Let n ≥ n0, where n0 is
associated to ε such that the claim and condition (2.2) hold with this n0. We need
a further scale ε˜ = εα  ε for some α > 0 specified below. For i ∈ {0, 1, 2, 3}, let uε˜i
be a closed curve, homeomorphic to a circle, around ∂iq, which stays between the ε˜-
and the 2ε˜-neighbourhood of ∂iq. We try to avoid that some of the u
ε˜
i intersect each
other outside the 2ε˜-neighbourhoods of the quad-corners. If this is not possible (for
example, when q contains a slit), we treat the affected regions as different.
We label the corners of the quad q with a = q(0, 1), b = q(0, 0), c = q(1, 0) and
d = q(1, 1). Now we define some points on the curves uε˜i near the corners. Starting
at some point of uε˜0 near b and moving along u
ε˜
0 outside q (i.e. in counter-clockwise
direction), let ab the first hit point of u
ε˜
0 ∩ uε˜3. Similarly, let ad the first hit point of
uε˜0∩uε˜3 starting near d and moving along uε˜3 outside q (i.e. now in clockwise direction).
Analogously we define the points ba, bc, cb, cd, dc and da. The notation should be
interpreted as follows: a point ef (with e, f ∈ {a, b, c, d}) is near to the corner e,
but on the way to f on the curve uε˜ outside q. These definitions are illustrated in
Figure 2.4.
We use these points and curves to define the following quads. They are schemat-
ically drawn in Figure 2.5 below. We define the quads by giving the corners and the
sides. We do not specify the parametrisations, since they are irrelevant. Let q0 be
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a
ab
ad
b
ba bc
c
cb
cd
d
dc
da
uε˜0
uε˜1
uε˜2
uε˜3
Figure 2.4: Quads q (solid) and qn (dashed) with the ε-neighbourhood of q (wide
dotted), the curves uε˜i (fine dotted) of q and the marked points
defined by the corners ad, bc, cb and da with the following sides: Let ∂0q
0 consist of
the part of uε˜0 between ad and bc which intersects q¯. The side ∂1q
0 consists of the
part of uε˜1 between bc and cb which stays outside q¯. The side ∂2q
0 shall consist of the
part of uε˜2 between cb and da which intersects q¯. And finally, let ∂3q
0 consist of the
part of uε˜3 between da and ad which stays outside q¯. We abbreviate this definition
by
q0 =
[
ad –i– bc –o– cb –i– da –o–
]
Here we give the corners and the sides between them. An “–o–” indicates that the
corresponding side consists of the part of uε˜i between the given corners which stays
outside q¯, whereas an “–i–” denotes that the part of uε˜i which intersects q¯ is used.
With this notation we further define the quads
q1 =
[
ad –i– bc –o– cd –o– dc –o–
]
q2 =
[
ab –o– ba –o– cd –o– dc –o–
]
q3 =
[
ab –o– ba –o– cd –o– dc –i–
]
q4 =
[
ab –o– ba –i– cd –o– dc –i–
]
which are schematically drawn in Figure 2.5.
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ad da
bc cb
ab
ba
dc
cd
q0 q1 q2 q3 q4
Figure 2.5: Schematic drawing of the quads q0, q1, q2, q3 and q4
Then
q04 q4 ⊆
3⋃
i=0
qi4 qi+1
and each pair (qi, qi+1), i = 0, 1, 2, 3, satisfies condition (ii) or (iii) of Lemma A.1 in
[SS-11] as cited above with ζ = 4ε˜ (for i = 1, 3, the sides ∂0 and ∂2 as well as the
sides ∂1 and ∂3 have to be interchanged). We conclude for η < ε˜
Pη
[
 q04 q4] ≤ f(ε˜)
for some function f with f(ε˜)→ 0 as ε˜→ 0.
Now we want to link the previous observation to the event of interest. By the
construction of the quads q0 and q4, every crossing of q4 contains a crossing of q
and every crossing of q contains one of q0, i.e. q4 ⊆ q ⊆ q0. This statement is
only almost true, if we consider qn instead of q, since qn may have excursions outside
Uε˜(q¯), i.e. in general q4 6⊆ qn 6⊆ q0. But as ∂qn will come 4ε-close to itself after
leaving Uε(∂q), we can control the events qn \q0 and q4 \qn, as follows. Mind
that we now use the ε-neighbourhoods. We will need the distance between ε and ε˜
to control some arm events below.
Let us cover Uε(∂q) with finitely many balls of radius ε centred at points zj ,
j ∈ J . We need at most cε−2 many balls, with some numerical constant c > 0.
Assume that there exists x ∈ ∂iqn \ Uε(q), i.e. some part of ∂iqn is far away from q.
Then we claim that there exist j ∈ J and x1, x2 ∈ U2ε(zj) ∩ ∂iqn such that x lies
in between x1 and x2 on ∂iqn. Indeed, let ∂iqn|1 respectively ∂iqn|2 be the part of
∂iqn∩Uε(∂iq) before respectively after x, and let Uk := Uε(∂iqn|k), k ∈ {1, 2}. Then
∂iq ⊆ U1 ∪ U2, since for all z ∈ ∂iq there exists zn ∈ ∂iqn with |zn − z| < ε (second
item above), i.e. zn ∈ ∂iqn|1 ∪ ∂iqn|2. Thus U1 ∩ U2 6= ∅. Therefore there exists
j ∈ J with Uε(zj) ∩ U1 ∩ U2 6= ∅. We conclude that there are yk ∈ Uε(zj) ∩ Uk and
xk ∈ ∂iqn|k with |yk − xk| < ε, which implies |xk − zj | < 2ε, k ∈ {1, 2}, as claimed.
Now if qn \ q0 happens, each crossing of qn must leave q0 between bc and cb
or between da and ad. By the geometry of qn, explained in the claim above, the
crossing is forced to re-enter some ball B2ε(zj) with zj ∈ q0 after leaving q0 (at least
ε˜ away from ∂q). Furthermore, it must reach the paths whose existence is postulated
in condition (2.2) for i = 0, 2. Thus it reaches the ε-neighbourhoods of ∂0q and ∂2q,
which are of distance at least ε˜− 2ε of the ball. Thus the crossing induces four blue
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arms inside the annulus centred at zj with radii 2ε and ε˜−2ε. Moreover, there must
exist two yellow arms inside this annulus preventing q0 being crossed. The event
q4 \ qn is treated similarly, or by duality, considering a yellow vertical crossing
of qn which does not induce a vertical crossing of q
4. Therefore, we conclude(
 qn \q0
) ∪ ( q4 \qn) ⊆ ⋃
j∈J
A6(zj , 2ε, ε˜− 2ε) ,
where A6(z, %,R) denotes the event that there exist six arms, not all of them of the
same colour, inside the annulus centred at z of radii % and R. By standard RSW
techniques, we have for η < %
Pη
[
A6(z, %,R)
] ≤ (%/R)2+ν
for some ν > 0 (i.e. the polychromatic 6-arm-exponent is larger than 2). Recall that
ε˜ = εα for some α > 0. Therefore ε˜− 2ε ≥ 12εα for small α. It follows that
Pη
[ ⋃
j∈J
A6(zj , 2ε, ε˜− 2ε)
]
≤ cε−2 · ( 2εε˜−2ε)2+ν ≤ cεν−2α−να ,
which tends to zero as ε→ 0 for sufficiently small α > 0.
Summing up, we have
qn4 q ⊆
(
 q04 q4) ∪ ⋃
j∈J
A6(zj , 2ε, ε˜− 2ε)
and therefore for η < ε
Pη
[
 qn4 q
] ≤ f˜(ε)
for some function f˜ with f˜(ε)→ 0 as ε→ 0.
To conclude the proof, given ρ > 0, we choose ε > 0 such that f˜(ε) ≤ ρ, η0 = 12ε
and n0 ∈ N associated to ε as above.
Remark 2.4. Just convergence in the kernel sense is not enough, as the following
counterexample shows. Let q be the quad q : [0, 1]2 → [0, 1]2, q(z) = z, and let
quads qn be given by
qn := [0, 1]
2 \ ( 1n , 1]× ( 1n , 2n), ∂iqn = ∂iq, i ∈ {0, 1, 3},
and ∂2qn consisting of the boundary part between (1, 0) and (1, 1).
Then qn converge in the kernel sense to q. But if P
0.5
η denotes the critical
percolation measure, then
P 0.5η (q) = 12 ,
whereas
P 0.5η (qn)→ 1
as η → 0 with η  1/n. RSW yields the last assertion considering concentric
(quarter-)annuli around (0, 0) with radii 2/n · 2k and 2/n · 2k+1, 0 ≤ k ≤ c log n.
Thus a condition like (2.2) is necessary for Lemma 2.3.
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2.3.2 One Mesoscopic Triangle
Now we begin with the proof of Theorem 2.1. Using the same basic ideas, we more
or less follow the set-up of the proof of [NW-09, Proposition 6]. But now and then
we take slightly different approaches for various reasons. In particular, we work
longer with the discrete exploration paths.
Let us fix a sequence (ηk)k∈N fulfilling the hypothesis of the theorem. As ex-
plained before stating the theorem, such a sequence does exist. In the following, we
omit the subscript k of ηk and simply write η for an element of the chosen sequence.
The limit η → 0 is always to be understood along the sequence (ηk)k.
First we need some definitions. Consider a small equilateral triangle t of size δ
which is contained in Hr. The size δ shall be some mesoscopic size, intermediate
between the mesh size η and the size r of the domain.
According to Figure 2.6, we define the open rectangle r = r(t) to be the whole
dotted area, the closed segments l = l(t), m = m(t) and b = b(t) to be the lower,
the middle respectively the upper “line” of r as well as the smaller triangle t′ just
like in [NW-09, p. 814], to which we also refer for exact definitions. But note that
the exact definitions are not that important for the proof.
t
t′ r
l
m
b
Figure 2.6: Definition of r,m, b, t′
t a
0a2 a1
γ(σ)
∂0
∂1∂1
∂1
∂2 ∂3
Figure 2.7: Definition of γ(σ), ai, ∂i
Given a curve γ ∈ Sr, let σ = σ(t, γ) be its first hitting time of t \ r or the first
hitting time of l after hitting m, whatever happens first. If γ(σ) ∈ b we say that the
triangle t is good for the curve γ. Let us denote this event by G(t, γ).
If a triangle t is good for a curve γ, we define the following. Let a0 = a0(t) be
the right corner of t′, a1 = a1(t, γ) be the right-most point and a2 = a2(t, γ) the
left-most point on m ∩ γ[0, σ]. We further define the set d = d(t, γ) as the union
of the connected component of t′ \ γ[0, σ] which has the top boundaries of t′ on its
boundary, and the components of r \ (t′∪γ[0, σ]) which touch the former component
between a2 and a1. Then d(t, γ) is a simply connected set whose boundary consists
of ∂t′ \ (a2, a1) and some points of γ[0, σ]. We partition its boundary as follows. Let
∂0(t, γ) be the part of the boundary between a1 and a0, ∂1(t, γ) the part between a0
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and a2, ∂2(t, γ) the prime ends between a2 and γ(σ) and finally ∂3(t, γ) the prime
ends between γ(σ) and a1 (all in counter-clockwise direction). With these boundary
parts, one can consider d(t, γ) as some quad. These definitions are illustrated in
Figure 2.7. Note that they depend on the curve γ only up to time σ.
Now we define the event VG(γ, t) that the triangle t is very good for γ: it holds
if t is good for γ and if, after time σ, γ hits ∂0(t, γ) before ∂1(t, γ). Note that all
these definitions are analogous to [NW-09, p. 814]. We only decreased the indices of
∂i to be consistent with the quad notation introduced above. We further enlarged
the set d a little bit to ensure the observation in the next paragraph.
When we apply these definitions to the discrete exploration paths γη, we adjust
them to the discrete setting: All sets shall be unions of hexagons, a point is consid-
ered as a hexagon and γη[0, σ] shall be the exploration path up to time σ together
with the touching blue and yellow hexagons. If t is good for γη, the event VG(t, γη)
is equivalent to the existence of a blue crossing from ∂0 to ∂2 inside d(t, γη), i.e. to
d(t, γη). This observation is ensured by the slight enlargement of d. Without it,
the exploration path could bypass some blue crossings using hexagons below m.
In the following lemma we estimate the difference between the P λη - and the P
µ
η -
probability of the event that the exploration path is very good for some triangle
conditioned on the path up to time σ. We state (and use) this lemma only in the
discrete setting. By this means, we avoid having to consider a limit simultaneously
in the event and in the conditioning – which is tricky. Let us recall that δ is the
mesoscopic size of the triangle t, that γη : Ωη → Sr is the exploration path and that
αˆ4 is the exponent bounding the probability of a four arm event from above.
Lemma 2.5. The following estimate holds for all very small β > 0 and for all small
enough δ and η  δ on the event G(t, γη):
P λη
[
VG(t, γη) | γη[0, σ]
] − Pµη [VG(t, γη) | γη[0, σ]] ≥ δ2−αˆ4+β .
Here and in the following, η  δ means for all η < η0 where η0 depends on δ. In
fact, η0 = cδ for some universal constant c > 0 will be enough.
Proof. We follow the corresponding part of the proof of Nolin and Werner, see
[NW-09, p. 816]. Let η > 0 be small. We couple the percolation configurations in
a monotone manner such that the set of blue hexagons increases. More precisely,
let Pˆ be the uniform measure on Ωˆη := [0, 1]
Hηr , and for p ∈ [0, 1] let the random
variable ω(p) : Ωˆη → Ωη be defined by (ω(p)(ωˆ))x = blue iff ωˆx ≤ p for x ∈ Hηr and
ωˆ = (ωˆx)x ∈ Ωˆη.
Given γη[0, σ] and G(t, γη), the event VG(t, γη) only depends on the hexagons
inside d(t, γη) since it is equivalent to d(t, γη). Moreover, given γη[0, σ], percolation
inside d(t, γη) is still unbiased, i.e. we may use all percolation techniques there, for
instance RSW and the separation lemmas.
Suppose now that t is good for γη. We conclude
P λη
[
VG(t, γη) | γη[0, σ]
]− Pµη [VG(t, γη) | γη[0, σ]] = Pˆ [Eη] ,
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where Eη is the event that there exists a blue crossing from ∂
0(t, γη) to ∂
2(t, γη) in
d(t, γη) for ω(p
λ), but not for ω(pµ).
In order to prove the proposed estimate, we can restrict ourselves to the following
sub-event of Eη. For a hexagon x inside a deterministic rhombus of size 0.1δ inside
d(t, γη) (away from the boundary) and for p ∈ [pµ, pλ], let us consider the event that
x is pivotal for the existence of the desired crossing. In that case there are four arms
of alternating colours from x to the boundary of d(t, γη). Its probability is bounded
from below by C αη4(δ) for some constant C > 0, uniformly in x, p and η  δ. This
is a consequence of the separation lemmas, RSW and the uniform estimates for arm
events, which are still valid in the nearcritical regime (cf. e.g. [N-08]). As the crossing
event is increasing, the event that x is pivotal and switched from yellow to blue at
p (i.e. ωˆx = p), can happen only for one hexagon x and for one p. Therefore, the
Pˆ -probability that this occurs for some x in the rhombus and for some p ∈ [pµ, pλ],
which is clearly a sub-event of Eη, is larger than
Cαη4(δ) (
0.1δ
η )
2 (pλ − pµ) .
Using
pλ − pµ = 12 + ληη2/αη4 − 12 − µηη2/αη4 = (λη − µη) η2/αη4(η, 1) (2.3)
we estimate
Pˆ [Eη] ≥ C αη4(η, δ)(0.1δη )2 (pλ − pµ)
(2.3)
= C ′ δ2η−2 αη4(η, δ) [α
η
4(η, 1)]
−1η2(λη − µη)
≥ C ′′ δ2[αη4(δ, 1)]−1(λ− µ+ o(1))
≥ δ2−αˆ4+β ,
the latter if δ is small enough, depending on β, C ′′ and the o(1)-term. Quasi-multi-
plicativity yields the last but one line. The lemma follows.
Remark 2.6. Using the ratio limit theorem [GPS-13a, Proposition 4.9.] (stating
αη4(η, δ)/α
η
4(η, 1)→ δ−5/4) instead of quasi-multiplicativity, we could have concluded
on the hexagonal lattice that
P λη
[
VG(t, γη) | γη[0, σ]
] − Pµη [VG(t, γη) | γη[0, σ]] ≥ Cδ 34
for small enough δ and η  δ on G(t, γη), for some constant C > 0 independent of
η and δ.
Remark 2.7. Though the proof of Lemma 2.5 is almost the same as the corre-
sponding part of [NW-09], it contains the main reason, why [NW-09, Proposition 6]
expands to Theorem 2.1: it is the quite trivial equation (2.3). This equation shows
that the distance between two different nearcritical probabilities is – up to constants
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– the same as the distance between a nearcritical and the critical probability. In
fact,
pλ − pµ  η
2
αη4(η, 1)
 pnearcritical − pcritical
as η → 0.
2.3.3 Many Mesoscopic Triangles
We continue the proof of Theorem 2.1 similar to [NW-09, p. 816] by looking at a
whole bunch of small triangles. Thereto let δ  η > 0. Later on we will send
η – and finally even δ – to zero, but in this subsection δ and η are fixed. Using
a triangular grid of mesh size 4δ, we place a circle of radius δ at each site and
put an equilateral triangle of size δ in its centre. This defines N = N(δ)  δ−2
deterministic triangles on the whole domain. We fix some very small β > 0 and
set M = M(δ) := bδ−2+αˇ2+βc, where αˇ2 is the exponent bounding the two arm
probability from below.
Given the discrete exploration path γη, we assign each triangle t its hitting time
σ(t, γη) as defined at the beginning of the proof. If a triangle is not hit at all,
we set σ(t, γη) = 1. We arrange the N triangles in the order t1, . . . , tN such that
σ1 ≤ σ2 ≤ . . . ≤ σN where σk = σ(tk, γη). Note that these inequalities are strict
unless σk = σk+1 = 1. We further introduce the σ-Algebras on Ωη
Fk := σ(γη[0, σk+1]) , k ∈ {0, . . . , N − 1}
and FN = FN+1 := σ(γη[0, 1]). Note the shift in the index and the very different
meaning of the two letters σ in that formula. Let us remark that we can already
decide at time σk whether the triangle tk is good or not, i.e. G(tk, γη) ∈ Fk−1.
Moreover, VG(tk, γη) ∈ Fk since if tk is good, the status very good is decided at the
next hitting of the triangle’s boundary and thus before hitting the next triangle at
time σk+1.
Instead of defining a random variable which resembles the quantity Z of [NW-09,
p. 817] right now, we develop a discrete analogue. With that approach we can
explicitly estimate some variances. To this end, we define the bounded random
variables Ωη → R
Xδ,ιη,n :=
n∑
k=1
1G(tk,γη)
(
1VG(tk,γη) − P ιη[VG(tk, γη) | Fk−1]
)
for n ∈ {0, . . . , N} and ι ∈ {µ, λ}. Moreover, Xδ,ιη,N+1 := Xδ,ιη,N . By the remark in the
previous paragraph, Xδ,ιη,n is Fn-measurable. In fact, it is a martingale with respect
to P ιη since
EP ιη
[
1G(tn,γη)
(
1VG(tn,γη) − P ιη[VG(tn, γη) | Fn−1]
) | Fn−1] =
= 1G(tn,γη)
(
EP ιη [1VG(tn,γη) | Fn−1]− P ιη[VG(tn, γη) | Fn−1]
)
= 0 .
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But we will need a slightly different martingale. To this end, we define for a ∈ N0
Ta := inf
{
n ∈ N0 :
n∑
k=1
1G(tk,γη) ≥ a
} ∧ (N + 1) .
Then {Ta = n} ∈ Fn−1 for all n ∈ {0, 1, . . . , N + 1} and a ∈ N0 (with F−1 :=
{∅,Ωη}). Thus Ta is a “pre-visible stopping time”, i.e. Ta is FTa−1-measurable.
As (Ta)a∈N0 is a non-decreasing sequence of bounded stopping times, the Optional
Sampling Theorem implies that(
Xδ,ιη,Ta
)
a∈N0 is an (FTa)a∈N0-martingale with respect to P
ι
η .
It follows that
EP ιη
[
Xδ,ιη,Ta
]
= 0
and
VarP ιη
[
Xδ,ιη,Ta
]
=
a−1∑
a˜=0
VarP ιη
[
Xδ,ιη,Ta˜+1 −X
δ,ι
η,Ta˜
] ≤ a−1∑
a˜=0
1 = a
since the absolute value of the increments is at most one. Indeed, as Ta counts the
number of good triangles, all addends between Ta˜ and Ta˜+1 are zero.
Now we look at the processes stopped at time TM . By Chebyshev’s inequality it
follows that
Pµη
[
Xδ,µη,TM ≥ δ−1+
1
2
αˇ2
] ≤ δ2−αˇ2 VarPµη [Xδ,µη,TM ] ≤ δ2−αˇ2 ·M ≤ δ2−αˇ2 · δ−2+αˇ2+β = δβ.
Moreover, we have by Lemma 2.5 on the event that there are at least M good
triangles, i.e. on {TM ≤ N}
Xδ,µη,TM = X
δ,λ
η,TM
+
TM∑
k=1
1G(tk,γη)
(
P λη [VG(tk, γη) | Fk−1]− Pµη [VG(tk, γη) | Fk−1]
)
≥ Xδ,λη,TM +
TM∑
k=1
1G(tk,γη) · δ2−αˆ4+
β
2
= Xδ,λη,TM +M · δ2−αˆ4+
β
2 ≥ Xδ,λη,TM + δαˇ2−αˆ4+2β
for small enough δ and η  δ. Therefore
P λη
[
Xδ,µη,TM ≤ 12δαˇ2−αˆ4+2β, TM ≤ N
] ≤ P λη [Xδ,λη,TM + δαˇ2−αˆ4+2β ≤ 12δαˇ2−αˆ4+2β]
= P λη
[
Xδ,λη,TM ≤ −12δαˇ2−αˆ4+2β
]
≤ 4 δ2αˆ4−2αˇ2−4β VarPλη [X
δ,λ
η,TM
]
≤ 4 δ2αˆ4−2αˇ2−4β ·M ≤ 4 δ2αˆ4−αˇ2−2−3β .
Thus we arrived at
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Lemma 2.8. The following estimates hold:
Pµη
[
Xδ,µη,TM ≥ δ−1+
1
2
αˇ2
] ≤ δβ
whereas
P λη
[
Xδ,µη,TM ≤ 12δαˇ2−αˆ4+2β
] ≤ 4 δ2αˆ4−αˇ2−2−3β + P λη [TM = N + 1]
for all small enough δ and η  δ.
Let us remark that 2αˆ4 − αˇ2 − 2 − 3β > 0 for small β by inequality (2.1). The
main ingredient to Lemma 2.8 was the estimate of the variance. For ι ∈ {µ, λ}, we
estimated the variance of Xδ,ιη,TM with respect to P
ι
η using a martingale structure.
But this approach did not yield an estimate of the variance of Xδ,µη,TM with respect
to P λη (mind the λ and the µ), which, together with the corresponding expectation,
would have been nice for the second statement of Lemma 2.8. Instead we used a
point-wise estimate of Xδ,µη,TM −X
δ,λ
η,TM
.
One could be tempted to simply estimate the variance by independence since
the considered triangles are disjoint. But this account is tricky since the exploration
path obviously depends on its past, and therefore the events G(tk, γη) respectively
VG(tk, γη), k ∈ {1, . . . , N}, are not independent. Moreover, the exploration path
could enter, leave and re-enter the bottom half of the rectangle r of some triangle
while making a different triangle good and possibly very good in the meantime.
Hence we chose the martingale approach described above which does not use any
geometric information. Alternatively, it may be possible to estimate the variance
with some ideas used in the proof of Lemma 2.9 below.
We still have to look at the event {TM = N + 1}, i.e. at the event that there
are less than M = bδ−2+αˇ2+βc good triangles to benefit from the second estimate of
Lemma 2.8.
Lemma 2.9. There are a function J with J(δ) → ∞ as δ → 0 and a numerical
constant C0 ∈ (0, 1) such that
P λη
[
TM = N + 1
]
= P λη
[ N∑
k=1
1G(t,γη) < M
] ≤ (1− C0)J(δ)
for small enough δ and η  δ.
Proof. We follow the rough outline in [NW-09, p. 816f] using ideas of the proof of
[NW-09, Proposition 2]. We choose J = J(δ) such that δβ = c5(r2
−J)2−αˇ2 with
some constant c5 > 0 specified below. The reason for that choice will become clear
later on. Since αˇ2 < 2, J(δ) tends to infinity as δ → 0.
We use the notation f(η, δ, j)  g(η, δ, j) to indicate that there are numerical
constants c, c′ > 0 such that ∃ δ0 > 0 ∀ δ < δ0 ∃ η0 > 0 ∀ η < η0 ∀ j ∈ {0, . . . , bJc}:
c f(η, δ, j) ≤ g(η, δ, j) ≤ c′ f(η, δ, j) .
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Below we will need a statement similar to item (3) in [NW-09, p. 803], namely
n∑
k=1
kαη2(δ, 4δk)  n2αη2(δ, 4δn) . (2.4)
Since it is harder to cross a larger annulus, we have in one direction
n∑
k=1
kαη2(δ, 4δk) ≥
n∑
k=1
kαη2(δ, 4δn) ≥ 12n2αη2(δ, 4δn) .
The other direction follows using quasi-multiplicativity:
n∑
k=1
k
αη2(δ, 4δk)
αη2(δ, 4δn)
≤ C
n∑
k=1
k
1
αη2(4δk, 4δn)
≤ C
n∑
k=1
k
(4δn
4δk
)αˇ2 ≤ C n∑
k=1
k
n
k
= Cn2
since αˇ2 ≤ 1.
Now we begin with the actual proof. We choose 0 < δ < δ0 and 0 < η < η0 for
some appropriate δ0 > η0 > 0. Let us recall that our domain is the half-circle Hr
with radius r > 0. We consider the following half-annuli:
Bj := Hr2−j \Hr2−j−1 j ∈ {0, . . . , bJc} ,
If δ and β are small enough, then δ < 2−10c−15 δ
β = 2−10(r2−J)2−αˇ2 ≤ r2−J−10 by
the choice of J and αˇ2 ≤ 1. Thus there are some triangles in the half-annuli. Let
Tj be the set of all triangles which are contained in Bj and whose distance from the
boundary of Bj is at least r2
−j−3. Tj consists of  r22−2jδ−2 triangles. For a triangle
t ∈ Tj , let G′j(t) be the event that there are a blue and a yellow arm originating at
b(t), crossing r(t), staying inside Bj and finally ending at the negative respectively
positive real axis. If G′j(t) is fulfilled, then t is good for γη, i.e. G
′
j(t) ⊂ G(t, γη).
Now we want to estimate the probability of G′j(t). Note that G
′
j(t) implies
A2(t, δ, r2
−j−3), the event that there exist two arms of different colour inside the an-
nulus with radii δ and r2−j−3 centred at the centre of t. Conversely if A2(t, δ, r2−j−3)
with some specified separated landing sequences is fulfilled and if some deterministic
rectangles of fixed aspect ratio are crossed, then G′j(t) occurs. By the arm separation
lemmas and RSW it follows that
P λη
[
G′j(t)
]  P λη [A2(t, δ, r2−j−3)]  αη2(δ, r2−j) .
Let the random variable Gj be the number of triangles t ∈ Tj that fulfil G′j(t).
We want to estimate the probability that Gj is quite small. Thereto we apply the
second moment method. While the first moment is immediately estimated:
EPλη [Gj ] =
∑
t∈Tj
P λη [G
′
j(t)] 
∑
t∈Tj
αη2(δ, r2
−j)  r22−2jδ−2αη2(δ, r2−j) ,
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the second moment is more involved. Let t, t˜ ∈ Tj be two different triangles. Let
‖t; t˜‖ denote the distance of their centres. If both events G′j(t) and G′j(t˜) occur, then
there are two crossings of different colour in each of the the following three annuli:
the annulus around t with radii δ and 12‖t; t˜‖, the annulus around t˜ with radii δ and
1
2‖t; t˜‖, and finally the annulus around the centre between the two triangles with
radii 2‖t; t˜‖ and r2−j−3. Since these annuli are disjoint, it follows that
P λη [G
′
j(t) ∩G′j(t˜)] ≤ c1 · αη2(δ, 12‖t; t˜‖) · αη2(δ, 12‖t; t˜‖) · αη2(2‖t; t˜‖, r2−j−3) .
Here and in the following, c1, c2, . . . , c7 > 0 are numerical constants. Using quasi-
multiplicativity, we conclude
EPλη
[
G2j
]
=
∑
t∈Tj
P λη [G
′
j(t)] +
∑
t6=t˜∈Tj
P λη [G
′
j(t) ∩G′j(t˜)]
≤ EPλη
[
Gj
]
+ c2
∑
t6=t˜∈Tj
αη2(δ, 4δ
⌊
1
8δ‖t; t˜‖
⌋
) · αη2(δ, r2−j) .
Since the triangles were placed using a triangular grid of mesh size 4δ, there are
at most c3 · k triangles in Tj at distance 4δk from some fixed triangle for k ∈
{1, . . . , br2−j/δc} and no triangles further away. This, equation (2.4) and the esti-
mate of the first moment imply
EPλη
[
G2j
]− EPλη [Gj] ≤ c2 ∑
t∈Tj
br2−j/δc∑
k=1
c3 k α
η
2(δ, 4δ k) · αη2(δ, r2−j)
 EPλη [Gj ] · br2−j/δc2α
η
2(δ, 4δbr2−j/δc)  EPλη [Gj ]2 .
As (note that 12 and M will become relevant later on)
1
2EPλη [Gj ] ≥ c4r22−2jδ−2α
η
2(δ, r2
−j) ≥ c5r22−2jδ−2
(
δ/(r2−j)
)αˇ2
= c5
(
r2−jδ−1
)2−αˇ2 ≥ c5(r2−Jδ−1)2−αˇ2 = δβδ−2+αˇ2 ≥ M ≥ 1
by our choice of J and M = bδ−2+αˇ2+βc, we conclude
EPλη
[
G2j
] ≤ c6EPλη [Gj]2 + EPλη [Gj] ≤ c7EPλη [Gj]2 .
Since
E[X] = E
[
X1X< 1
2
E[X] +X1X≥ 1
2
E[X]
] ≤ 12E[X] + E[X1X≥ 12E[X]]
and therefore(
1
2E[X]
)2 ≤ E[X1X≥ 1
2
E[X]
]2 ≤ E[X2] · P [X ≥ 12E[X]]
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holds for any non-negative random variable X, we conclude
P λη
[
Gj ≥ 12EPλη [Gj ]
] ≥ EPλη [Gj ]2
4EPλη [G
2
j ]
≥ C0
for the numerical constant C0 := (4c7)
−1 ∈ (0, 1).
As Gj depends only on the hexagons inside Bj and as these sets are pairwise
disjoint, it follows that
P λη
[
Gj <
1
2EPλη [Gj ] for all j ∈ {0, . . . , bJc}
] ≤ (1− C0)J+1 .
Now we link the former event to the event of interest to conclude the proof. On the
one hand, we have
Gj ≤
N∑
k=1
1G(tk,γη)
for all j ≤ J since every triangle t with G′j(t) is good for γη. On the other hand, we
already estimated for all j ≤ J :
1
2EPλη [Gj ] ≥ M .
Therefore we conclude
P λη
[ N∑
k=1
1G(t,γη) < M
] ≤ P λη [Gj < 12EPλη [Gj ] for all j ≤ J] ≤ (1− C0)J+1 ,
which completes the proof.
In fact, this lemma is the only place where we used the fact that we have a
straight boundary near the starting point of the exploration path. Therefore it was
possible to define the sets Bj such that the estimates above hold uniformly for all
j. A smooth boundary would also have been sufficient, but for a fractal boundary
additional ideas are necessary.
2.3.4 Continuum Limit
Now we want to pass to the limit. Thereto we will need the following convergence
lemma. Let us remark, that Nolin and Werner could just rely on Cardy’s formula
for their convergence results whereas we will have to use Lemma 2.3.
Lemma 2.10. Let T be a finite set of triangles in Hr. Then there exists a set
N ⊂ Sr with
Γι[N ] = 0 , ι ∈ {µ, λ} ,
and such that for all γ ∈ N c the following holds: If γn, n ∈ N, is a sequence in Sr
with dist(γn, γ)→ 0 as n→∞, then for all triangles t ∈ T
1G(t,γn) → 1G(t,γ) , 1VG(t,γn) → 1VG(t,γ)
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as n→∞ and for all ρ > 0 there exist n0 ∈ N and η0 > 0 such that for all n ≥ n0
and η ≤ η0 ∣∣1G(t,γn)P ιη[ d(t, γn)]− 1G(t,γ)P ιη[ d(t, γ)]∣∣ ≤ ρ
for ι ∈ {µ, λ}.
Proof. Let N be the set of all curves γ which – for some triangle t ∈ T – hit an end
point of b(t) or a0(t) or only touch b(t) or the boundary of t′ without crossing them.
Then we claim that RSW implies that Γι[N ] = 0, ι ∈ {µ, λ}. Indeed, considering
concentric annuli around any deterministic point yields that γ hits that point with
Γι-probability zero. And if γ touches any deterministic straight line (without cross-
ing it), then there are three macroscopic (i.e. of size r) arms of alternating colours
originating at some point on the line going to one of its sides. Since the 3-arm
half-plane exponent is larger than 1 (in fact, it is 2 by RSW considerations, see
[N-08, Theorem 23], for instance), this event has Γι-probability zero. As N consists
of finitely many such events, the claim follows.
For the remainder of the proof let γ ∈ N c, let γn converge to γ in the dist-metric
and let t ∈ T .
Suppose that t is good for γ. Since dist(γn, γ) → 0, i.e. γn[0, 1] → γ[0, 1] in
the Hausdorff sense, and since γ crosses b at σ and does not hit an end point of b
(because of γ ∈ N c), t is also good for γn for all large enough n. Conversely, if t is
good for γn for all large n, it is also good for γ. Now let t be good for γ and for γn
for all large n. Since γ crosses ∂0 ∪ ∂1 at the first hitting and since γ does not hit
a0, the status of being very good is identical for γ and for γn for all large enough n.
Thus we have shown that 1G(t,γn) → 1G(t,γ) and 1VG(t,γn) → 1VG(t,γ) as n→∞.
For the last assertion let ρ > 0. We can assume that t is good for γ and for γn for
all large n. Since d(t, γ) is defined as the connected component of t′ \ γ[0, σ] which
contains a point near the tip of t together with some components also defined by
γ[0, σ] and as dist(γn, γ)→ 0, we conclude that d(t, γn) converge in the kernel sense
to d(t, γ). Furthermore, dist(γn, γ) → 0 implies condition (2.2). Thus Lemma 2.3
yields that there are n0 ∈ N and η0 > 0 such that for all n ≥ n0 and η ≤ η0∣∣∣P ιη[ d(t, γn)]− P ιη[ d(t, γ)]∣∣∣ ≤ P ιη[ d(t, γn)4  d(t, γ)] ≤ ρ
which implies the last assertion since G(t, γn) and G(t, γn) for all large n simulta-
neously hold.
Inspired by the random variables Ta and X defined on Ωη, we define the following
random variables, but on Sr this time. We still have η  δ fixed and we use the
triangles defined above. Given a curve γ ∈ Sr we arrange them in the order t1, . . . , tN
according to their hitting time as above. Recall that M = bδ−2+αˇ2+βc. We define
T := inf{n ∈ N :
n∑
k=1
1G(tk,·) ≥M} ∧ (N + 1)
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and
Zδ,µη :=
T∑
k=1
1G(tk,·)
(
1VG(tk,·) − Pµη
[
 d(tk, ·)
])
on Sr. Finally we define, letting η → 0 now,
Zδ,µ := lim
η→0
Zδ,µη =
T∑
k=1
1G(tk,·)
(
1VG(tk,·) − limη→0P
µ
η
[
 d(tk, ·)
])
,
which resembles the quantity Z in [NW-09, p. 817]. The limit exists for all curves
γ ∈ Sr since we have chosen the subsequence (ηk)k∈N with the property that the
limit of the crossing probabilities of any quad exists. Note that we defined these
random variables only for the parameter µ and not for λ, since we will only need
the versions with µ.
Lemma 2.11. The laws Zδ,µη (Γιη) converge weakly to Z
δ,µ(Γι) as η → 0, for ι ∈
{µ, λ}.
Proof. Let ι ∈ {µ, λ}. We use Skorokhod’s representation theorem to construct the
following coupling. Let (Ω¯, A¯, P¯ ) be a suitable probability space and let γ¯, γ¯η : Ω¯→
Sr, η > 0, random variables such that γ¯η → γ¯ P¯ -a.s. (in the dist-metric) as η → 0
and such that Γι = γ¯(P¯ ) and Γιη = γ¯η(P¯ ), η > 0. From Lemma 2.10 it follows that
Zδ,µη ◦ γ¯η → Zδ,µ ◦ γ¯ P¯ -a.s.
since P¯
[
γ¯−1[N c]] = Γι[N c] = 1 and since every ingredient converges on γ¯−1[N c].
In particular, Lemma 2.10 implies that if we choose any sequence n(η) such that
n(η)→∞ as η → 0, then
lim
η→0
1G(t,γn(η))P
µ
η
[
 d(t, γn(η))
]
= lim
n→∞ limη→0
1G(t,γn)P
µ
η
[
 d(t, γn)
]
,
since the double limit is uniform in n and η. Therefore 1G(t,γ¯η)P
ι
η[d(t, γ¯η)] converges
on γ¯−1[N c].
Let f : R → R be a continuous and bounded function. By the Dominated
Convergence Theorem, we conclude∫
f d
(
Zδ,µη (Γ
ι
η)
)
=
∫
f(Zδ,µη ◦ γ¯η) dP¯ →
∫
f(Zδ,µ ◦ γ¯) dP¯ =
∫
f d
(
Zδ,µ(Γι)
)
as η → 0. Thus the Portmanteau Theorem yields the desired weak convergence.
For that Lemma it is crucial that the limit of Zδ,µη does exist, which is ensured
by the choice of the sequence ηk in the very beginning. For the definition of Z
δ,µ, in
principle, it is possible to use the limes superior. But then there are problems show-
ing the weak convergence since the sequence used to determine the limes superior
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may depend on γ. The results in [SS-11] allowed us to choose the same sequence for
all curves.
Now we give the link between the results on the discrete paths and the con-
vergence lemmas to conclude the proof of Theorem 2.1. The key is the following
connection between the random variables Xδ,µη,TM , Z
δ,µ
η and γη. On the event that a
triangle t is good for the discrete exploration path γη, it is very good if and only if
the quad d(t, γη) is crossed. Therefore
Xδ,µη,TM = Z
δ,µ
η ◦ γη
by their definitions. We conclude Zδ,µη (Γιη) = Z
δ,µ
η (γη(P
ι
η)) = (Z
δ,µ
η ◦ γη)(P ιη) =
Xδ,µη,TM (P
ι
η). Now Lemma 2.8 yields
Γµη
[
Zδ,µη ≥ δ−1+
1
2
αˇ2
]
= Pµη
[
Xδ,µη,TM ≥ δ−1+
1
2
αˇ2
] ≤ δβ
and
Γλη
[
Zδ,µη ≤ 12δαˇ2−αˆ4+2β
] ≤ 4δ2αˆ4−αˇ2−2−3β + P λη [TM = N + 1] .
With Lemma 2.11 and the Portmanteau Theorem we conclude
Γµ
[
Zδ,µ > δ−1+
1
2
αˇ2
] ≤ lim inf
η→0
Γµη
[
Zδ,µη > δ
−1+ 1
2
αˇ2
] ≤ δβ
and
Γλ
[
Zδ,µ < 12δ
αˇ2−αˆ4+2β] ≤ lim inf
η→0
Γλη
[
Zδ,µη <
1
2δ
αˇ2−αˆ4+2β]
≤ 4δ2αˆ4−αˇ2−2−3β + (1− C0)J(δ) ,
where J(δ) and C0 are chosen according to Lemma 2.9.
Because of inequality (2.1), namely 2αˆ4− αˇ2 > 2, we can now choose a sequence
δn, n ∈ N, converging fast enough to zero such that the bounds on the right hand
sides are summable. Then the Borel-Cantelli Lemma yields
Γµ[Zδn,µ > δ
−1+ 1
2
αˇ2
n for infinitely many n] = 0
and
Γλ[Zδn,µ < 12δ
αˇ2−αˆ4+2β
n for infinitely many n] = 0 .
Because of inequality (2.1) again, we have 1− 12 αˇ2 < αˆ4 − αˇ2 − 2β, which implies
δ−1+
1
2
αˇ2 < 12δ
αˇ2−αˆ4+2β
for δ < 1 small enough. Thus we conclude
Γλ[Zδn,µ > δ
−1+ 1
2
αˇ2
n for infinitely many n] = 1 .
Therefore we detected an event which has probability zero under Γµ, but probability
one under Γλ. This concludes the proof of Theorem 2.1.
Let us remark that we used inequality (2.1) only in the very last paragraph. In
fact, this is the only place where we need a property proven only for site percolation
on the triangular lattice, namely the values of two critical exponents.
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2.4 Consequences for Conformal Maps
The critical scaling limit is conformally invariant. Does a similar statement hold for
nearcritical limits? We can use the result above to give a negative answer to that
question.
Let D be a domain and f : D → D˜ be a conformal map. We consider percolation
with pµη =
1
2 +µ·η2/αη4 in both domains. Let a ∈ ∂D and a˜ := f(a). We impose some
corresponding boundary colours near a and a˜. Let γη respectively γ˜η be the discrete
exploration paths starting at a respectively at a˜. If γη(P
µ
η )→ Γµ and γ˜η(P˜µη )→ Γ˜µ
weakly, we consider the following question: How are the laws f(Γµ) and Γ˜µ related?
We give an answer in the special case considering a scaling map on Hr for some
r > 0.
Corollary 2.12. Let D = Hr for some r > 0 and let f : D → D˜ be the scaling map
with factor σ ∈ R+, i.e. f(z) = σz. Assume γη(Pµη ) → Γµ, γ˜η(P˜µη ) → Γ˜µ weakly
and that P˜µη (q˜) converge as η → 0 for every quad q˜ in D˜.
If σ = 1 or µ = 0, f(Γµ) and Γ˜µ are identically distributed. But if σ 6= 1 and
µ 6= 0, the laws f(Γµ) and Γ˜µ are singular with respect to each other.
Proof. The statement is clear if σ = 1 since then f is the identity map. If µ = 0 we
are in the well-known critical case. Thus we may assume σ 6= 1 and µ 6= 0. Let ωη
be a realization of percolation in D with mesh size η and pµη =
1
2 + µη
2/αη4. Then
f(ωη) is a realization of percolation in D˜ with mesh size ση =: ζ. Each hexagon of
f(ωη) is blue with probability
p′ζ =
1
2
+ µ
η2
αη4
=
1
2
+ µ
αση4 (ση, 1)
σ2αη4(η, 1)
· (ση)
2
αση4 (ση, 1)
=
1
2
+ µσ
5
4 (1 + o(1))σ−2 · ζ
2
αζ4(ζ, 1)
,
where we used αση4 (ση, 1) = α
η
4(η, σ
−1) and the ratio limit theorem [GPS-13a,
Proposition 4.9.] stating limη→0 α
η
4(η, δ)/α
η
4(η, 1) = δ
−5/4. Therefore f(ωη) is a
realization of percolation in D˜ with mesh size ζ and pλζ =
1
2 + λζ · ζ2/αζ4 where
λζ → µσ−3/4 =: λ 6= µ. Therefore f(Pµζ/σ) = P˜ λζ . Note that γ˜ζ ◦ f = f ◦ γζ/σ by the
definition of the exploration paths. Thus γ˜ζ(P˜
λ
ζ ) = γ˜ζ(f(P
µ
ζ/σ)) = f(γζ/σ(P
µ
ζ/σ)).
As we assumed that γη(P
µ
η ) converge weakly to Γµ, it follows that γ˜ζ(P˜
λ
ζ ) converge
weakly to f(Γµ) =: Γ˜λ since f is continuous.
On the other hand, γ˜η is the discrete exploration path of percolation in D˜ with
pµη =
1
2 + µ · η2/αη4, whose law converges weakly to Γ˜µ. By Theorem 2.1, Γ˜µ and
f(Γµ) are singular with respect to each other (even if µσ−
3
4 < µ by the remark in
the second paragraph after stating the theorem).
Chapter 3
Singularity of Full Scaling
Limits of Planar Nearcritical
Percolation
In this chapter we show that the scaling limits of full nearcritical percolation config-
urations with different parameters are mutually singular. We prove this result for a
class of percolation models satisfying some reasonable conditions. Finally we show
that site percolation on the triangular lattice as well as bond percolation on the
square lattice lie in this class. With some linguistic changes and an introduction,
it is already published at SPA and also available at arXiv.1 First in Section 3.1 we
formally introduce the model. Thereafter we state our results including all needed
lemmas, which will be proved in Section 3.2.
3.1 Model and Results
As already mentioned in the introduction, we use the set-up of [SS-11]. Therefore
we consider percolation on tilings of the plane rather than on lattices. A tiling is
a collection of polygonal, topologically closed tiles such that the tiles may intersect
each other only at their boundary and such that their union is the whole plane. We
further require that the tilings are locally finite, i.e. any bounded set contains only
finitely many tiles, and trivalent, i.e. any point belongs to at most three tiles.
For η > 0, let Hη be a locally finite trivalent tiling such that the diameter of each
tile is at most η. A percolation model is obtained by colouring every tile either blue
or yellow. Some tiles may have a deterministic colour, while each tile t ∈ H ′η ⊆ Hη
is coloured randomly blue with some probability p(t) ∈ [0, 1] and otherwise yellow,
independently of each other. Any site or bond percolation model can be realized
using such a tiling, cf. [SS-11, p. 1774f]. Colouring some tiles deterministically
1[A-14b] Simon Aumann: Singularity of Full Scaling Limits of Planar Nearcritical Percolation,
Stoch. Proc. Appl. 124 No. 11, 3807-3818, 2014 or arXiv:1301.5175
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ensures that the tiling is trivalent. For each η > 0, we therefore obtain the probability
space(
Ω¯η := {blue,yellow}H′η , A¯η , P¯pη :=
⊗
t∈H′η
(
p(t)δblue + (1− p(t))δyellow
))
with product-σ-algebra A¯η and p : H ′η → [0, 1].
But we want to describe all discrete processes as well as the scaling limit by
different probability measures on the same space. Thereto we use the space H of all
closed lower sets of quads introduced by Schramm and Smirnov in [SS-11, Section
1.3]. As the exact construction is not important for understanding the present
chapter (but it is important for the properties derived in [SS-11] we need), we explain
it only very briefly. A quad Q is a homeomorphism Q : [0, 1]2 → Q([0, 1]2) ⊂ C. A
crossing of Q is a connected closed subset of Q([0, 1]2) which intersects the images
of the left and the right side of [0, 1]2. The question, whether every crossing of a
quad contains a crossing of a second quad, provides a partial order on the quads. If
a set of quads also contains all smaller quads (in the sense of the partial order), it
is called a lower set of quads. Then H is the space of all closed lower sets of quads.
For a quad Q, we define the event Q ⊂ H that the quad Q is crossed: it is the
set of all lower sets which contain Q. The space H is equipped with the so-called
Quad-Crossing-Topology, which is the minimal topology containing all (Q)c and
other certain lower sets of quads. The induced Borel-σ-algebra B(H) is generated
by the events Q. For D ⊂ C, let BD be the restriction of B(H) to lower sets of
quads inside D.
Any configuration ω¯η ∈ Ω¯η induces an element of H, namely the set ωη of all
quads, which contain a blue crossing, i.e. a crossing which is a subset of the union
of all blue tiles. Note that this is a closed lower set. Thus, for all η > 0 and
p : H ′η → [0, 1], the measure P¯pη induces a probability measure Ppη on (H,B(H)).
We will mainly work with these probability measures.
Now we define a special measure on H, namely the critical measure P 0η . It is
induced by P¯pη with p(t) = pcritη for all tiles t ∈ H ′η. There pcritη is the critical
probability of the tiling Hη, i.e.
pcritη := sup{p ∈ [0, 1] | Ppη [There is an infinite blue cluster] = 0,p(t) = p ∀t ∈ H ′η} .
In fact, we do not use criticality. Thus pcritη could be any number in (0, 1) such that
the conditions below are satisfied. But they usually hold only if pcritη is indeed the
critical probability.
For z ∈ C and 0 < η ≤ r < R, let A4(z, r, R) be the event that there are four
crossings of alternating colour inside the annulus centred at z with radii r and R.
We fix some R0, N0 > 0 and z0 ∈ C for the remainder of this chapter. We want
to define the nearcritical models. We abbreviate
αη4 := P
0
η [A4(z0, η, R0)]
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and define the set
Πη :=
{
Ppη | p(t) = (pcritη + ιη(t) ·
η2
αη4
) ∨ 0 ∧ 1, ιη(t) ∈ [−N0, N0], t ∈ H ′η
}
,
the set of all probability measures on (H,B(H)) which are in the critical window.
If we want to specify the chosen parameter ι = (ιη(t))t∈H′η , we write P
ι
η for the
corresponding measure. We therefore use the speed factor η2/αη4 for the convergence
of the nearcritical probabilities to the critical one. This rate is inspired by [K-87,
Theorem 4], [N-08, Proposition 32] and the results of [GPS-13a]. From Lemma 3.6
below and [NW-09, Proposition 4], it follows that η2/αη4 is indeed the correct rate.
Conditions. We impose the following basic conditions on the tilings Hη, η > 0.
The constants η0, c1, c2, c3 > 0 as well as the functions ∆4 and ∆1 may depend on
R0 and N0. The words in italic are only headings without any formal meaning.
1. The following multi-scale bound on the four arm event holds:
There exists a positive function ∆4(r,R) such that for all fixed R ≤ R0
lim
r→0
∆4(r,R) = 0
and such that for all η ≤ r < R ≤ R0
P 0η [A4(z0, r, R)] ≤
r
R
∆4(r,R) .
2. The probabilities in the critical window are eventually strictly between 0 and 1:
There exists η0 > 0 such that for all η ∈ (0, η0):
0 < pcritη −N0
η2
αη4
< pcritη +N0
η2
αη4
< 1 .
3. The probabilities of the four-arm events are comparable on the whole plane over
all (near)critical measures:
There are constants c1, c2 > 0 such that for all η ≤ r < R ≤ R0, z ∈ C and
Pη ∈ Πη the following inequalities hold:
c1 P
0
η [A4(z0, η, R)] ≤ Pη[A4(z, η,R)] and
Pη[A4(z, r, R)] ≤ c2 P 0η [A4(z0, r, R)] .
(Note that we need the first inequality for r = η only.)
4. The probability of the four arm event is uniformly comparable to the probability
of the following modified four arm event:
For R > 0 and z ∈ C, let Q(z,R) be the square with side length R centred at z.
For a tile t in Q(z,R) whose distance from z is at most R/4, let A′4(t, ∂Q(z,R))
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be the event that there are four arms of alternating colour from t to the left,
lower, right and upper boundary of Q(z,R), respectively.
There exists a constant c3 > 0 such that for all 4η ≤ R ≤ R0, z ∈ C, Pη ∈ Πη
and all tiles t in Q(z,R) whose distance from z is at most R/4:
Pη[A
′
4(t, ∂Q(z,R))] ≥ c3 Pη[A4(z, η,R)] .
5. There is the following bound on the one arm event:
There exists a positive function ∆1(r,R) such that for all fixed R ≤ R0
lim
r→0
∆1(r,R) = 0
and such that for all η ≤ r < R ≤ R0, z ∈ C, Pη ∈ Πη and col ∈ {blue, yellow}
Pη[A
col
1 (z, r, R)] ≤ ∆1(r,R) ,
where Acol1 (z, r, R) is the event that there exists a crossing of colour col inside
the annulus centred at z with radii r and R.
Conditions 3 and 1 imply
Pη[A4(z, r, R)] ≤ r
R
c2∆4(r,R)
for all z ∈ C and η ≤ r < R ≤ R0 and Pη ∈ Πη. This and condition 5 are
Assumptions 1.1. of [SS-11]. Therefore we can apply most results of that article,
including [SS-11, Corollary 1.16], yielding that any family Pη ∈ Πη, η > 0, is tight.
Thus there exist nearcritical scaling limits, at least along subsequences.
Now we are ready to state the main theorem of the present chapter.
Theorem 3.1. Let Hη, η > 0, be locally finite trivalent tilings such that each tile
of Hη has diameter at most η, and such that conditions 1-5 are fulfilled. For η > 0,
let measures Pµη , P λη ∈ Πη be given by µη(t), λη(t) ∈ [−N0, N0], t ∈ H ′η. Considering
weak limits with respect to the Quad-Crossing-Topology, let Pµ be any weak limit
point of {Pµη : η > 0}, let P λ be any weak limit point of {P λη : η > 0} and let ηn,
n ∈ N, be a sequence converging to zero such that Pµηn → Pµ and P ληn → P λ weakly
as n→∞.
Assume that there exist σ > 0 and an open, non-empty set D ⊂ C such that
λη(t)− µη(t) ≥ σ
uniformly in η ∈ {ηn : n ∈ N} and all tiles t ∈ H ′η which are contained in D.
Then the laws Pµ and P λ – even restricted to BD – are singular with respect to
each other.
Similarly to Corollary 2.2 for the exploration paths, we can even detect the
asymmetry by only looking at an infinitesimal neighbourhood of a point inside D,
more precisely:
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Corollary 3.2. Let the conditions of Theorem 3.1 be fulfilled. Let z ∈ D. Let
Bz :=
⋂
n∈N BB1/n(z) be the tail-σ-algebra of the restrictions of B(H) to lower sets of
quads in the ball B1/n(z).
Then the laws Pµ and P λ restricted to Bz are singular with respect to each other.
We base the proof of Theorem 3.1 on the following two lemmas. The first one is
specific for the model. The second one is rather abstract to detect the singularity.
Lemma 3.3. Under the conditions of Theorem 3.1, there exists a function ∆σ :
R+ → R+ with ∆σ(δ) → 0 as δ → 0 such that for any square Q of side length
δ ≤ R0 inside D:
P λ[Q]− Pµ[Q] ≥ δ
∆σ(δ)
,
where Q denotes the event that there exists a horizontal blue crossing of the square
Q.
Lemma 3.4. Let P and P ′ be two probability measures on a space (Ω,A). Let a, b >
0 and let (∆n)n∈N be a positive sequence converging to infinity. Set Kn := dan2e,
n ∈ N. For large enough n ∈ N, let Xnk , k ∈ {1, . . . ,Kn}, be random variables which
are uncorrelated in k with respect to P and P ′, absolutely bounded by b, and satisfy
EP ′ [X
n
k ]− EP [Xnk ] ≥ 1n∆n , k ∈ {1, . . . ,Kn} .
Then P and P ′ are singular with respect to each other.
Using results of [SW-01], [SS-11, Appendix B], [N-08] and [K-87] as well as
standard techniques, we can easily verify conditions 1-5 in the two most important
cases:
Lemma 3.5. Conditions 1 to 5 are fulfilled by tilings representing site percolation
on the triangular lattice or bond percolation on the square lattice.
Thereto we will need the following converse of [N-08, Proposition 32], which
estimates the characteristic length. For the remainder of this section, we consider
site percolation on the triangular lattice or bond percolation on the square lattice,
each with mesh size 1. Let pc =
1
2 be the critical probability. For ε ∈ (0, 12) and
p ∈ (0, 1), let Lε(p) be the corresponding characteristic length as defined in [N-08,
Section 3.1] or [K-87, Equation (1.21)], respectively, i.e.
Lε(p) :=
{
inf{n ∈ N : Pp[(n× n)] ≤ ε} if p < pc
inf{n ∈ N : Pp[(n× n)] ≥ 1− ε} if p > pc
and Lε(pc) =∞, where Pp denotes the product measure with probability p for blue,
and (m×n) denotes the event that there is a horizontal blue crossing of a an m×n
rectangle.
Moreover, for m < n, let α4(m,n) be the probability that at critical percolation
there exist four arms of alternating colour inside the annulus centred at the origin
with radii m and n. We abbreviate α4(n) := α4(1, n).
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Lemma 3.6. For all ε ∈ (0, 12) and C1, C2 > 0, there exist C3, C4 > 0 such that for
all p ∈ (0, 1) and n ≥ 1 the following implication holds:
C1 ≤ |p− pc|n2α4(n) ≤ C2 =⇒ C3 ≤ n
Lε(p)
≤ C4 .
Finally, we need the following lemma, which restates Remark 36 of [N-08]. Since
the author is not aware of a formal statement in the literature, it is included here
for the sake of completeness.
Lemma 3.7. For all ε0 ∈ (0, 12) and all K ≥ 1, there exists an ε ∈ (0, ε0) such that
for all 0 < p < pc:
Lε(p) ≥ K · Lε0(p) .
3.2 Proofs
In this section, we give the proofs of all stated assertions.
Proof of Lemma 3.3. Let Q be a square of side length δ ≤ R0 inside D. Let η ∈
{ηn : n ∈ N} be small enough such that 4η < δ and η < η0, where η0 is chosen
according to condition 2.
We construct a coupling (Ωˆ, Aˆ, Pˆ ) as follows. Let
Ωˆ :=
({blue,yellow} × {blue,yellow})H′η
with product-σ-algebra Aˆ. Informally, let Pˆ be the probability measure which has
marginal distributions P¯µη and P¯ λη such that the set of blue tiles in Q increases. More
precisely, we define the random variables
fI : Ωˆ→ H , I ∈ {1, 2}H′η .
For ωˆ = (ωˆ1(t), ωˆ2(t))t∈H′η ∈ Ωˆ, let fI(ωˆ) be the set of all quads which contain a blue
crossing if tile t ∈ H ′η is coloured with colour ωˆI(t)(t). We abbreviate 〈1〉 := (1, . . . , 1)
and 〈2〉 := (2, . . . , 2). Then let Pˆ be a probability measure on Ωˆ such that
f〈1〉
(
Pˆ
)
= Pµη , f〈2〉
(
Pˆ
)
= P λη and
Pˆ
[
ωˆ : ωˆ1(t) = blue, ωˆ2(t) = yellow for some tile t in Q
]
= 0 .
Such a coupling can be obtained, for example, from the standard monotone coupling
using independent, uniformly on [0, 1] distributed random variables as λη(t) > µη(t)
in Q.
It follows that
P λη [Q]− Pµη [Q] = Pˆ
[
f−1〈2〉 [Q] \ f−1〈1〉 [Q]
]− Pˆ [f−1〈1〉 [Q] \ f−1〈2〉 [Q]]
= Pˆ
[
f−1〈1〉 [Q]
c ∩ f−1〈2〉 [Q]
]− 0 ,
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since ωˆ ∈ f−1〈1〉 [Q] \ f−1〈2〉 [Q] implies that there is a tile t in Q with ωˆ1(t) = blue
and ωˆ2(t) = yellow. Thus we have to estimate the probability of the event of all
ωˆ = (ωˆ1, ωˆ2) such that ωˆ2 induces a blue crossing of Q, but ωˆ1 does not.
Let T = {t1, . . . , tK} be the set of all tiles in Q whose distance from the centre
zQ of Q is at most δ/4 – arranged in any (but fixed) order. In order to prove the
proposed estimate, we restrict ourselves to the event that the crossing arises out of
switches from yellow to blue of some tiles in T . Thereto we change the coordinates of
ωˆ we use for the tiles in T one by one. Formally, for k = 0, . . . ,K, let Ik ∈ {1, 2}H′η
be defined by Ik(t) = 1 if t ∈ H ′η \{t1, . . . , tk}, and Ik(t) = 2 if t ∈ {t1, . . . , tk}. Then
Pˆ
[
f−1〈1〉 [Q]
c ∩ f−1〈2〉 [Q]
] ≥ Pˆ [ K⋃
k=1
f−1Ik−1 [Q]
c ∩ f−1Ik [Q]
]
.
As the crossing event is increasing, the event f−1Ik−1 [Q]
c∩f−1Ik [Q] can happen only
for one k ∈ {1, . . . ,K}. This is the case if and only if the following two events occur:
first, the event f−1Ik [A
′
4(tk, ∂Q)] that there are four arms of alternating colour from
tk to the left, lower, right and upper boundary of Q, respectively, which means that
tk is pivotal for the crossing event; second, the event that the colour of tk switches
from ωˆ1(tk) = yellow to ωˆ2(tk) = blue, which we denote by Sw(tk). Note that they
are independent events. Using the described disjointness and independence, we get
Pˆ
[ K⋃
k=1
f−1Ik−1 [Q]
c ∩ f−1Ik [Q]
]
=
K∑
k=1
Pˆ
[
f−1Ik [A
′
4(tk, ∂Q)]
] · Pˆ [Sw(tk)] .
Now we estimate these probabilities. Elementary probability calculus and the
construction of the coupling yield
Pˆ [Sw(tk)] = Pˆ
[{ωˆ : ωˆ2(tk) = blue} \ {ωˆ : ωˆ1(tk) = blue}]
= Pˆ
[{ωˆ : ωˆ2(tk) = blue}]− Pˆ [{ωˆ : ωˆ1(tk) = blue}]+
+ Pˆ
[{ωˆ : ωˆ1(tk) = blue} \ {ωˆ : ωˆ2(tk) = blue}]
= P λη [tk blue]− Pµη [tk blue] + Pˆ [ωˆ : ωˆ1(tk) = blue, ωˆ2(tk) = yellow]
=
(
pcritη + λη(tk) ·
η2
αη4
)− (pcritη + µη(tk) · η2αη4 )+ 0
=
(
λη(tk)− µη(tk)
) η2
αη4
≥ σ · η
2
αη4
,
because of η < η0 (such that, by condition 2, the probabilities are given by the used
formulas) and because of the assumption in Theorem 3.1.
Let P Ikη denote the image law of Pˆ under fIk . Then P
Ik
η ∈ Πη. Using conditions
4 and 3, we conclude
Pˆ
[
f−1Ik [A
′
4(tk, ∂Q)]
] ≥ c3P Ikη [A4(zQ, η, δ)] ≥ c3c1P 0η [A4(z0, η, δ)] .
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As there are K ≥ c4(δ/η)2 tiles in T (for some numerical constant c4 > 0), the
equations above imply
P λη [Q]− Pµη [Q] ≥ c4
δ2
η2
· c3c1P 0η [A4(z0, η, δ)] · σ
η2
αη4
= σc1c3c4 ·
δ2P 0η [A4(z0, η, δ)]
P 0η [A4(z0, η, R0)]
.
Using first A4(z0, η, R0) ⊆ A4(z0, η, δ)∩A4(z0, δ, R0) and independence of the latter
two events and then condition 1, we conclude
P λη [Q]− Pµη [Q] ≥ σc1c3c4 ·
δ2
P 0η [A4(z0, δ, R0)]
≥ σc1c3c4 · δ
2R0
δ∆4(δ,R0)
=
δ
∆σ(δ)
with ∆σ(δ) := (σc1c3c4R0)
−1∆4(δ,R0). Condition 1 implies ∆σ(δ)→ 0 as δ → 0.
For ι ∈ {µ, λ}, Lemma 5.1 of [SS-11] (implying P ι[∂  Q] = 0) and the weak
convergence of P ιηn yield P
ι
ηn [Q]→ P ι[Q] as n→∞, which concludes the proof.
Proof of Lemma 3.4. We define for large enough n ∈ N
Zn :=
Kn∑
k=1
(
Xnk − EP [Xnk ]
)
.
It follows that EP [Zn] = 0 and that
EP ′ [Zn] =
Kn∑
k=1
(
EP ′ [X
n
k ]− EP [Xnk ]
) ≥ Kn · 1n∆n ≥ an∆n ,
because of the assumption and Kn = dan2e. Since the random variables are uncor-
related and bounded, we can estimate the variance of Zn under P or under P
′ as
follows:
Var[Zn] =
Kn∑
k=1
Var
[
Xnk − EP [Xnk ]
]
=
Kn∑
k=1
Var[Xnk ] ≤ Knb2 ≤ (a+ 1)b2n2 .
Using Chebyshev’s inequality, we estimate
P [Zn ≥ a2n∆n] ≤
4
a2n2∆2n
VarP [Zn] ≤ 4(a+ 1)b
2n2
a2n2∆2n
=
4(a+ 1)b2
a2
·∆−2n
and
P ′[Zn < a2n∆n] = P
′[(EP ′ [Zn]− Zn) > (EP ′ [Zn]− a2n∆n)]
≤ P ′[|EP ′ [Zn]− Zn| > (an∆n − a2n∆n)]
≤ 4
a2n2∆2n
VarP ′ [Zn] ≤ 4(a+ 1)b
2
a2
·∆−2n .
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If we now choose a sparse enough sub-sequence nl, l ∈ N, i.e. such that
∑
l ∆
−2
nl
<∞,
the Borel-Cantelli Lemma yields
P ′
[
Znl <
a
2nl∆nl for infinitely many l] = 0
implying P ′
[
Znl ≥ a2nl∆nl for infinitely many l] = 1 ,
while P
[
Znl ≥ a2nl∆nl for infinitely many l] = 0 .
Therefore we detected an event which has P -probability zero, but P ′-probability
one.
Proof of Theorem 3.1. We want to apply Lemma 3.4. Let P ′ = P λ and P = Pµ.
We set δn = 1/n, n ∈ N, and choose an appropriate a > 0 (depending on the size
of D) such that, for sufficiently large n, we can place Kn = dan2e disjoint squares
Qn1 , . . . , Q
n
Kn
of size δn in D. We define the random variables X
n
k : H → R by
Xnk = 1Qnk , k ∈ {1, . . . ,Kn} .
Since the disjointness of the squares yields independence of the crossing events for
all P ιηm , since P
ι
ηm → P ι weakly and since P ι[∂  Qnk ] = 0 by [SS-11, Lemma 5.1],
the random variables Xnk , k ∈ {1, . . . ,Kn}, are independent for P ι, ι ∈ {µ, λ}.
Moreover, |Xnk | ≤ 1, and Lemma 3.3 yields
EPλ [X
n
k ]− EPµ [Xnk ] = P λ[Qnk ]− Pµ[Qnk ] ≥
δn
∆σ(δn)
= 1n∆n
with ∆n := ∆σ(δn)
−1 → ∞ as n → ∞. Thus Lemma 3.4 yields that Pµ and
P λ are singular with respect to each other. Since all random variables Xnk are
BD-measurable, we can also apply Lemma 3.4 when Pµ and P λ are restricted to
BD.
Proof of Corollary 3.2. The proof is analogous to the proof of Corollary 2.2. Let
m0 ∈ N such that B 1
m0
(z) ⊆ D. Let n ≥ m0. By Theorem 3.1 – applied inside
B 1
n
(z) – there are sets Bn ∈ BB 1
n
(z) with P
µ[Bn] = 0 and P
λ[Bn] = 1. We set
B∗ :=
⋃
m≥m0
⋂
n≥m
Bn .
Then B∗ ∈ Bz. Since countable unions or intersection of sets of probability zero
respectively one have probability zero respectively one, it follows that Pµ[B∗] = 0
and P λ[B∗] = 1, which proves the corollary.
Proof of Lemma 3.5. As it is proven on the triangular lattice that the 4-arm-expo-
nent is 5/4, see [SW-01, Theorem 4], condition 1 holds. For bond percolation on
the square lattice, this condition is proven by Christophe Garban in [SS-11, Lemma
B.1].
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Now we claim that R0 is below a characteristic length of p
−N0
η = p
crit
η −N0η2/α4η,
i.e. there is some ε ∈ (0, 12) such that R0/η ≤ Lε(p−N0η ) for all η > 0. Thereto we
provisionally fix some ε0 ∈ (0, 12). Since∣∣p−N0η − pcritη ∣∣ (R0/η)2P 0η [A4(z0, η, R0)] = R20N0 ,
Lemma 3.6 (for n = (R0/η) and p = p
−N0
η ) yields that R0/η ≤ C4Lε0(p−N0η ) for
some C4 = C4(R0, N0, ε0) > 0. By Lemma 3.7, we find an ε ∈ (0, ε0) such that the
claim holds.
Now we fix this ε > 0. Since every Pη ∈ Πη is between P−N0η and P+N0η , the
claim above allows us to use arguments of RSW style and to apply most of the results
of [N-08] and [K-87] as long as we use radii R ≤ R0. In fact, all of the remaining
conditions easily follow from the results of these papers.
The following reasoning is a standard technique. By RSW, there is a constant
c > 0 such that for all col ∈ {blue, yellow}, z ∈ C, η ≤ r ≤ R0/2 and Pη ∈ Πη
c ≤ Pη[Acol1 (z, r, 2r)] ≤ 1− c .
Let R ≤ R0 be fixed. For r ∈ (η,R/2), let Kr ∈ N be the largest number such that
2Kr ≤ R/r. Then Kr →∞ as r → 0. It follows that
Pη[A
col
1 (z, r, R)] ≤ Pη[∀k = 1, . . . ,Kr : Acol1 (z, r2k−1, r2k)]
≤
Kr∏
k=1
Pη[A
col
1 (z, r2
k−1, r2k)] ≤ (1− c)Kr → 0
as r → 0, which shows condition 5 (on both lattices).
By [SSt-10, Corollary A.8] (stating that the 5-arm-exponent is 2) and Reimer’s
Inequality, it follows that (for some c˜ > 0)
c˜R−20 η
2 ≤ P 0η [A5(z0, η, R0)] ≤ P 0η [A4(z0, η, R0)] · P 0η [A1(z0, η, R0)] . (3.1)
Thus condition 5 yields η2/αη4 → 0 as η → 0, which, together with pcritη = 12 , implies
condition 2 (on both lattices).
Since the considered lattices are transitive, the estimates in conditions 3 and 4
hold uniformly in z ∈ C, if they hold for z = 0. Thus we consider only this case.
Condition 3 on the triangular lattice is included in Theorem 26 of [N-08]. On the
square lattice, condition 3 is a consequence of [K-87, Lemma 8] (with v = 0) and
[K-87, Lemma 4]. These two lemmas (with κ = 0.5) also imply condition 4 on the
square lattice. On the triangular lattice, it is a special case of equation (4.20) in
[N-08].
Note that we are considering site percolation on the triangular lattice or bond
percolation on the square lattice with mesh size 1 in the remaining two lemmas.
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Proof of Lemma 3.6. We fix some ε ∈ (0, 12) and abbreviate L(p) := Lε(p). We will
use the following facts. First,
∃C1(ε), C2(ε) > 0 ∀ p ∈ (0, 1) : C1 ≤ |p− pc|L(p)2 α4
(
L(p)
) ≤ C2 , (3.2)
which is [N-08, Proposition 32] for the triangular lattice and [K-87, Theorem 4] for
the square lattice. Second, we need quasi-multiplicativity [SSt-10, Proposition 4]:
∃C5 > 0 ∀m < n˜ : α4(m) · α4(m, n˜) ≤ C5 α4(n˜) . (3.3)
Finally, we need an estimate of the four arm event, namely
∃β,C6 > 0 ∀m < n˜ : α4(m, n˜) ≥ C6
(m
n˜
)2−β
. (3.4)
Its proof is analogous to the proof of equation (3.1) above. Note that we can a-priori
apply the RSW theory for (3.4), since there we consider only critical percolation.
Let C1, C2 > 0. We define C3, C4 > 0 by
C4 := max
{(
C2C5
C1C6
) 1
β , 1
}
and
1
C3
:= max
{(
C2C5
C1C6
) 1
β , 1
}
.
Let p ∈ (0, 1) and n ≥ 1 with
C1 ≤ |p− pc|n2α4(n) ≤ C2 . (3.5)
First, we show that n/L(p) ≤ C4. We can assume n > L(p), since otherwise
n/L(p) ≤ 1 ≤ C4. Facts (3.3) and (3.4) with m = L(p) and n˜ = n imply
α4(n)
α4(L(p))
≥ 1C5 α4
(
L(p), n
) ≥ C6C5(L(p)n )2−β .
Combined with the left inequality of (3.2) and the right inequality of (3.5), we
conclude
C2
C1
≥ |p− pc|n
2α4(n)
|p− pc|L(p)2α4(L(p)) ≥
( n
L(p)
)2
C6
C5
(L(p)
n
)2−β
= C6C5
( n
L(p)
)β
and therefore n/L(p) ≤ C4.
An analogous reasoning with interchanged roles of L(p) and n yields the other
estimate, i.e. L(p)/n ≤ 1/C3. Thereto we may assume L(p) > n, since otherwise
L(p)/n ≤ 1 ≤ 1/C3. Using facts (ii) and (iii) with m = n and n˜ = L(p), we get
α4(L(p))
α4(n)
≥ 1C5 α4
(
n,L(p)
) ≥ C6C5( nL(p))2−β .
Now we apply the right inequality of (3.2) and the left inequality of (3.5) to conclude
C2
C1
≥ |p− pc|L(p)
2α4(L(p))
|p− pc|n2α4(n) ≥
(L(p)
n
)2
C6
C5
( n
L(p)
)2−β
= C6C5
(L(p)
n
)β
and therefore L(p)/n ≤ 1/C3.
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Proof of Lemma 3.7. Let ε0 ∈ (0, 12) and K ≥ 2. The RSW Theorem (see [N-08,
Theorem 2], for instance) states that there is a universal positive function fK(·),
such that, for all m ∈ N, if the probability of crossing an m × m rectangle is at
least δ, then the probability of crossing an Km×m rectangle is at least fK(δ). We
set ε := fK(ε0)/2. Then ε ∈ (0, ε0) as fk(δ) ≤ δ. Let p ∈ (0, pc). We abbreviate
L := Lε0(p). We have to show that Lε(p) ≥ KL. By the definition of Lε(p), it suffices
to show that Pp[(n×n)] > ε for all n < KL. If n ≤ L, then Pp[(n×n)] ≥ ε0 > ε by
the definition of L = Lε0(p). Now let n ∈ (L,KL). Since every crossing of a KL×L
rectangle induces a crossing of an n× n rectangle (if the rectangles are matched on
the upper left corner), it follows that Pp[(n× n)] ≥ Pp[(KL× L)] ≥ fK(ε0) > ε,
which completes the proof.
Part II
Crystallisation

Chapter 4
A Rigidity Estimate
In this relatively short chapter we show a rigidity estimate for 1-forms with non-
vanishing exterior derivative. It is part of a paper submitted for publication. A
preprint is available on arXiv.1 The rigidity estimate is stated in Section 4.1 and
proven in Section 4.2.
4.1 Statement of the Rigidity Estimate
Let d ≥ 2. We work with functions mapping to Rd×d defined on an open, connected
and bounded set M ⊂ Rd with smooth boundary. We identify such a matrix-
valued function V = (Vij)1≤i,j≤d line by line with a vector V = (Vi)1≤i≤d of 1-forms
Vi =
∑d
j=1 Vijdxj . Then the exterior derivative dV = (dVi)1≤i≤d is a vector of 2-
forms with components dVi =
∑
k<l(∂kVil − ∂lVik)dxk ∧ dxl if the derivatives exist.
For p ≥ 1, its p-norm is defined by
‖dVi‖pLp(M) :=
∑
k<l
∥∥∂kVil − ∂lVik∥∥pLp(M) and ‖dV ‖pLp(M) := d∑
i=1
‖dVi‖pLp(M) .
We say that V ∈ L2(M,Rd×d) satisfies dV ∈ Lp(M) for some p ≥ 1 if there exist
smooth functions V n ∈ L2(M,Rd×d), n ∈ N, such that V n → V in L2 as n → ∞
and such that (dV n)n∈N is a Cauchy sequence in Lp. In that case we define dV :=
Lp- limn→∞ dV n. This limit is well-defined by the following remark.
Remark. For k ∈ N0, let L2Ωk(M) denote the space of k-forms on M whose co-
efficients are in L2(M). Other spaces of k-forms are defined analogously. Let
ν ∈ L2Ω1(M) be a 1-form. Then a 2-form ω is the exterior derivative of ν in
the weak sense, i.e. dν = ω, if 〈ν, δχ〉 = 〈ω, χ〉 holds for all 2-forms χ ∈ C∞c Ω2(M),
where the codifferential δ is the adjoint operator to d. Therefore the weak exterior
derivative is unique. In particular, if there are smooth 1-forms νn ∈ C∞Ω1(M) such
1[A-14c] Simon Aumann: Spontaneous Breaking of Rotational Symmetry with Arbitrary Defects
and a Rigidity Estimate, submitted, arXiv:1408.5375, 2014
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that νn → ν in L2 and dνn → ψ in Lp for a 2-form ψ ∈ LpΩ2(M), then ψ = ω = dν.
Thus the limit is well-defined.
Note that we did not require that the weak exterior derivative ω of ν is in Lp,
but we imposed the possibly stronger condition that we can approximate ν with
smooth 1-forms whose exterior derivatives converge in Lp. It is not relevant for our
purposes whether these two conditions are equivalent.
Now we can state the rigidity estimate of this chapter.
Theorem 4.1. Let d ≥ 2 and M ⊂ Rd be open, connected and bounded with smooth
boundary. Let further p ≥ 2d/(2 + d). Then there exist constants C1 = C1(M) and
C2 = C2(M,p) such that for all V ∈ L2(M,Rd×d) with dV ∈ Lp(M) there exists a
rotation R ∈ SO(d) with
‖V −R‖L2(M) ≤ C1‖ dist(V,SO(d))‖L2(M) + C2‖dV ‖Lp(M) .
If V is the Jacobi-matrix of some function v : M → Rd and is point-wise in SO(d),
i.e. if V = dv ∈ SO(d), then the right hand side is zero and Liouville’s Theorem is
recovered. And if only V = dv for some function v : M → Rd, then dV = 0 and the
theorem above reduces to the rigidity estimate [FJM-02, Theorem 3.1]. Moreover,
the special case d = 2 and p = 1 is already covered by [MSZ-13, Theorem 3.3].
Theorem 4.1 also holds if M is a finite box with periodic boundary conditions:
Corollary 4.2. Let [M ] be a d-dimensional torus with d ≥ 2. Let further p ≥
2d/(2 +d). Then there exist constants C1 = C1([M ]) and C2 = C2([M ], p) such that
for all V ∈ L2([M ],Rd×d) with dV ∈ Lp([M ]) there exists a rotation R ∈ SO(d) with
‖V −R‖L2([M ]) ≤ C1‖ dist(V,SO(d))‖L2([M ]) + C2‖dV ‖Lp([M ]) .
Remark 4.3. The formulation of Theorem 4.1 is not the most general one. It
should also hold if M is an open, connected and bounded set with a more general
boundary. In the proof, we will apply Lemma 3.2.1 in the book [S-95] of Schwarz.
He considers manifolds with smooth boundary. Though not formally stated, his
results also hold if the boundary is only piecewise smooth. In [MMM-08] Mitrea,
Mitrea and Monniaux considered similar problems as in [S-95], but for domains with
Lipschitz boundary. Unfortunately they do not state the exact lemma we need. Since
a smooth boundary is sufficient for our purposes, we stick to that case, where the
needed lemma is explicitly stated in the literature.
It is also possible to generalise Theorem 4.1 in another direction. If M is a flat
manifold, which means that all transition maps are just translations, then it makes
sense to speak about global rotations. Theorem 4.1 immediately generalises to com-
pact connected flat manifolds using a straightforward generalisation of Lemma 4.7
to such manifolds.
We also determine the scaling of the constants in the theorem and in the corollary
above.
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Lemma 4.4. Assume that Theorem 4.1 holds on M ⊆ Rd, d ≥ 2, for some p ≥ 1
with constants C1(M) and C2(M,p). Let η > 0. Then Theorem 4.1 holds on ηM
for p with constants
C1(ηM) = C1(M) and C2(ηM, p) = η
d
2
− d
p
+1
C2(M,p) .
The same statement is true if M ≡ [M ] is a torus as in Corollary 4.2.
Therefore C1 is scale invariant, but C2 is not (except if p = 2d/(2 + d)).
Remark 4.5. The assumption p ≥ 2d/(2 + d) is best possible. Indeed, if we had
p < 2d/(2+d), then dp−2d+2p < 0, which is equivalent to d2 − dp +1 < 0. Thus, by
Lemma 4.4, the constant C2(ηM, p) would tend to zero as η →∞. But the latter is
impossible.
Indeed, consider some smooth V : Rd → Rd×d such that first V (x) ∈ SO(d) for
all x ∈ Rd, second V (x) = R0 for all x ∈ Rd with |x| ≥ 1 (for some fixed R0 ∈ SO(d))
and third V being not constant on B1(0). Then ‖dV ‖Lp(B1(0)) > 0 by Liouville’s
Theorem. Let M = B1(0) and let η be large. Then infR∈SO(d) ‖V − R‖L2(ηM) ≥ c
for some constant c > 0 since its argmin converges to R0. Moreover, dV (x) = 0
for |x| > 1, which implies that ‖dV ‖Lp(ηM) = ‖dV ‖Lp(B1(0)) ∈ (0,∞) is constant
(for η > 1). Theorem 4.1 states that 0 < c/‖dV ‖Lp(B1(0)) ≤ C2(ηM, p). Therefore
C2(ηM, p)→ 0 as η →∞ is indeed impossible.
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Let A ⊆ Rd such that B ⊆ A ⊆ B for an open set B ⊆ Rd (where B denotes the
closure of B). Let further n ∈ N, k ∈ N0 and p ≥ 1. Then W k,p(A,Rn) denotes
the Sobolev space of functions f : A → Rn such that all partial derivatives up to
order k exist in the weak sense and have finite p-norm. In particular, W 0,2(A,Rn) =
L2(A,Rn).
For the proof of the rigidity estimate, we use a covering argument. Therefore we
need
Lemma 4.6. Let A1, A2 ⊆ Rd such that Bj ⊆ Aj ⊆ Bj for an open set Bj ⊆ Rd,
j ∈ {1, 2}, and λ(A1 ∩ A2) > 0 and λ(A2) < ∞, where λ denotes the Lebesgue-
measure. Assume that, for j ∈ {1, 2}, there exists a constant cj > 0 such that for
all V ∈W 1,2(Aj ,Rd×d) with dV = 0 there exists a rotation Rj ∈ SO(d) with
‖V −Rj‖L2(Aj) ≤ cj‖ dist(V,SO(d))‖L2(Aj) .
Then there exists a constant C > 0 such that for all V ∈ W 1,2(A1 ∪ A2,Rd×d)
with dV = 0 there exists a rotation R ∈ SO(d) with
‖V −R‖L2(A1∪A2) ≤ C‖ dist(V,SO(d))‖L2(A1∪A2) .
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Proof. We set
C =
√( 4λ(A2)
λ(A1 ∩A2) + 2
)(
c21 + c
2
2
)
< ∞ .
Let V ∈W 1,2(A1∪A2,Rd×d) with dV = 0 and let R1 and R2 be rotations associated
to the restriction of V to A1 and A2, respectively. In the following calculation, we
first use that R1−R2 is constant. Then we apply the inequality (a+b)2 ≤ 2(a2 +b2)
and the fact that the L2-norm on increasing sets increases. Finally we plug in the
assumptions. This yields
‖R2 −R1‖2L2(A2) = λ(A2)|R2 −R1|2 =
λ(A2)
λ(A1 ∩A2)‖R2 −R1‖
2
L2(A1∩A2)
≤ λ(A2)
λ(A1 ∩A2) · 2
(
‖R2 − V ‖2L2(A1∩A2) + ‖V −R1‖2L2(A1∩A2)
)
≤ 2λ(A2)
λ(A1 ∩A2)
(
‖R2 − V ‖2L2(A2) + ‖V −R1‖2L2(A1)
)
≤ 2λ(A2)
λ(A1 ∩A2)
(
c22‖ dist(V,SO(d))‖2L2(A2) +
+ c21‖ dist(V,SO(d))‖2L2(A1)
)
≤ 2λ(A2)
λ(A1 ∩A2)
(
c21 + c
2
2
)‖dist(V,SO(d))‖2L2(A1∪A2) .
We set R = R1 and estimate using again elementary inequalities, the assumptions
and finally the just obtained estimate of ‖R2 −R1‖L2(A2)
‖V −R1‖2L2(A1∪A2) ≤ ‖V −R1‖2L2(A1) + ‖V −R1‖2L2(A2)
≤ ‖V −R1‖2L2(A1) + 2
(‖V −R2‖2L2(A2) + ‖R2 −R1‖2L2(A2))
≤ c21‖ dist(V,SO(d))‖2L2(A1) + 2c22‖dist(V,SO(d))‖2L2(A2)
+ 2‖R2 −R1‖2L2(A2)
≤ 2(c21 + c22)‖ dist(V,SO(d))‖2L2(A1∪A2) + 2‖R2 −R1‖2L2(A2)
≤
( 4λ(A2)
λ(A1 ∩A2) + 2
)(
c21 + c
2
2
)‖ dist(V,SO(d))‖2L2(A1∪A2) ,
which proves the lemma.
The case dV = 0 of Theorem 4.1 is preponed into the following lemma. It looks
almost like the rigidity estimate of Friesecke et al., but it handles closed 1-forms. In
contrast, [FJM-02, Theorem 3.1] considers only exact 1-forms.
Lemma 4.7. Let d ≥ 2 and M ⊂ Rd be open, connected and bounded with Lipschitz
boundary. Then there exists a constant C(M) such that for all V ∈ W 1,2(M,Rd×d)
with dV = 0 there exists a rotation R ∈ SO(d) with
‖V −R‖L2(M) ≤ C(M)‖ dist(V,SO(d))‖L2(M) .
4.2 Proof of the Rigidity Estimate 59
Proof. We show this lemma by a covering argument. For x ∈ M , let Ax ⊆ M be
a contractible open neighbourhood of x in M . Since M is compact, there exists
a finite subcover of (Ax)x∈M of M . Since M is connected, we can arrange the
subcover A1, . . . , AK such that Ak ∩
⋃k−1
l=1 Al 6= ∅ for all k ∈ {2, . . . ,K}. These sets
have positive Lebesgue measure. Moreover, for each k ∈ {1, . . . ,K}, there is an open
set Bk such that Bk ⊆ Ak ⊆ Bk. Let Ck = C(Bk) be the constant in the rigidity
estimate [FJM-02, Theorem 3.1] of Friesecke, James and Mu¨ller associated to Bk.
Note that it does not matter whether we use Ak or Bk in their rigidity estimate.
Let V ∈ W 1,2(M,Rd×d) with dV = 0. Let k ∈ {1, . . . ,K}. Since Ak is con-
tractible, there exist vk ∈ W 2,2(Ak,Rd) with V = Dvk on Ak. Of course, the
functions vk need not fit together to a global function v. Nevertheless, for each
k ∈ {1, . . . ,K}, there exists a rotation Rk ∈ SO(d) such that
‖Dvk −Rk‖L2(Ak) ≤ Ck‖ dist(Dvk,SO(d))‖L2(Ak) .
Using Lemma 4.6, we show by induction on k, that there exist constants C˜k
(independent of V ) and rotations R˜k such that
‖V − R˜k‖L2(⋃kl=1 Al) ≤ C˜k‖ dist(V,SO(d))‖L2(⋃kl=1 Al)
for all k ∈ {1, . . . ,K}, which implies the theorem since ⋃Kl=1Al = M .
Now we are ready to prove the main rigidity estimate.
Proof of Theorem 4.1. The case d = 2 and p = 1 is already covered by Mu¨ller et.
al. in [MSZ-13, Theorem 3.3]. Therefore we may assume p > 1.
First we prove the Theorem for V ∈W 1,p(M,Rd×d). We claim that this implies
V ∈ L2(M,Rd×d). Indeed, M is bounded, and if 2d/(2 + d) ≤ p ≤ 2 then 1 ≤
p ≤ 2 ≤ dp/(d− 1p). Therefore Sobolev’s Lemma (see [S-95, Theorem 1.3.3(b)], for
instance) states that
‖V ‖L2(M) = ‖V ‖W 0,2(M) ≤ C3‖V ‖W 1,p(M) (4.1)
for some constant C3 = C3(M,p) > 0.
Let i ∈ {1, . . . , d}. Considering the ith line Vi as a 1-form, we look for 1-forms
Wi which solve of the equation
dWi = dVi
Obviously, Wi = Vi is a solution. Moreover, dVi ∈W 0,pΩ2(M), which is the space of
2-forms with coefficients in W 0,p(M). According to Lemma 3.2.1 of [S-95] we choose
a solution Wi ∈W 1,pΩ1(M) such that
‖Wi‖W 1,pΩ1(M) ≤ C4‖dVi‖W 0,pΩ2(M) (4.2)
for some constant C4 = C4(M,p) > 0. Note that [S-95, Lemma 3.2.1] requires p > 1.
Therefore this was assumed in the beginning of the proof. Since this lemma is stated
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for compact ∂-manifolds2, we worked on M . Note that M is a compact ∂-manifold
since M is open and bounded with smooth boundary.
Now we define Ui := Vi−Wi. Then dUi = dVi−dWi = 0. We set W = (Wi)1≤i≤d,
U = (Ui)1≤i≤d. By Lemma 4.7, there exist a constant C1, only depending on M ,
and a rotation R ∈ SO(d) such that
‖U −R‖L2(M) ≤ C1‖ dist(U,SO(d))‖L2(M) .
Using the triangle inequality twice and in between the assertion just above, we
estimate
‖V −R‖L2(M) = ‖W + U −R‖L2(M)
≤ ‖U −R‖L2(M) + ‖W‖L2(M)
≤ C1‖ dist(U,SO(d))‖L2(M) + ‖W‖L2(M)
= C1‖ dist(V −W, SO(d))‖L2(M) + ‖W‖L2(M)
≤ C1‖ dist(V,SO(d))‖L2(M) + (C1 + 1)‖W‖L2(M)
Combining estimate (4.1) for W , i.e. Sobolev’s Lemma, and estimate (4.2) yields
‖W‖L2(M) ≤ C3‖W‖W 1,p(M) ≤ C3C4‖dV ‖W 0,p(M) = C3C4‖dV ‖Lp(M) .
By setting C2 = (C1 + 1)C3C4, we arrive at
‖V −R‖L2(M) ≤ C1‖ dist(V,SO(d))‖L2(M) + C2‖dV ‖Lp(M) .
which proves the theorem in the case V ∈W 1,p(M,Rd×d).
For general V ∈ L2(M,Rd×d) with dV ∈ Lp(M), we use a sequence V m ∈
C∞(M,Rd×d), m ∈ N, which converges point-wise almost everywhere and with
‖V − V m‖L2(M) → 0 and ‖dV − dV m‖Lp(M) → 0 as m→∞. Then also
‖dist(V,SO(d))− dist(V m,SO(d))‖L2(M) → 0
and the theorem follows.
Proof of Corollary 4.2. Let v1, . . . , vd ∈ Rd be vectors such that [M ] = Rd
/{z1v1 +
. . .+ zdvd | z1, . . . , zd ∈ Z} and define M := {λ1v1 + . . .+ λdvd | λ1, . . . , λd ∈ [0, 1)}.
We choose a ball B ⊆ Rd such that B ⊇ M . Moreover, let M˜ be the union of
n translated copies of M such that M˜ ⊇ B (with some suitable n ∈ N). We
identify any function on [M ] with the function on M evaluated at the corresponding
representatives and extend it periodically to M˜ . Applying Theorem 4.1 to the ball
B yields
‖V −R‖L2([M ]) ≤ ‖V −R‖L2(B)
≤ C1(B)‖dist(V,SO(d))‖L2(B) + C2(B, p)‖dV ‖Lp(B)
≤ C1(B)‖dist(V,SO(d))‖L2(M˜) + C2(B, p)‖dV ‖Lp(M˜)
=
√
nC1(B)‖dist(V,SO(d))‖L2([M ]) + p
√
nC2(B, p)‖dV ‖Lp([M ]) ,
2A ∂-manifold is a complete manifold with boundary equipped with an oriented smooth atlas,
see [S-95, Definition 1.1.2]
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where we used M ⊆ B ⊆ M˜ and the facts that all functions are periodically extended
to M˜ and that M˜ consists of n copies of M . Therefore the corollary follows with
C1([M ]) =
√
nC1(B) and C2([M ], p) = p
√
nC2(B, p).
Finally we proof the behaviour of the constants under scaling.
Proof of Lemma 4.4. Let M˜ := ηM be the scaled domain. Let V˜ ∈ L2(M˜,Rd×d)
with dV˜ ∈ Lp(M˜). We define V ∈ L2(M,Rd×d) by V (x) := V˜ (ηx), x ∈M .
A change of variables yields∫
M
|V (x)−R|2 dx =
∫
M
|V˜ (ηx)−R|2 dx = η−d
∫
M˜
|V˜ (y)−R|2 dy
and therefore
‖V −R‖L2(M) = η−
d
2 ‖V˜ −R‖
L2(M˜)
.
Analogously,
‖ dist(V,SO(d))‖L2(M) = η−
d
2 ‖ dist(V˜ , SO(d))‖
L2(M˜)
.
Moreover, dV (x) = η dV˜ (ηx) and thus∫
M
|dV (x)|p dx =
∫
M
ηp |dV˜ (ηx)|p dx = ηp−d
∫
M˜
|dV˜ (y)|p dy ,
which implies dV ∈ Lp(M) and
‖dV ‖Lp(M) = η1−
d
p ‖dV˜ ‖
Lp(M˜)
.
Using Theorem 4.1 on M , we conclude
‖V˜ −R‖
L2(M˜)
= η
d
2 ‖V −R‖L2(M)
≤ η d2C1(M)‖ dist(V,SO(d))‖L2(M) + η
d
2C2(M,p)‖dV ‖Lp(M)
= C1(M)‖ dist(V˜ , SO(d))‖L2(M˜) + C2(M,p)η
d
2
+1− d
p ‖dV˜ ‖
Lp(M˜)
.
Since V˜ was arbitrary, we can choose C1(ηM) = C1(M) as well as C2(ηM, p) =
η
d
2
− d
p
+1
C2(M,p), as desired. The proof for the torus is analogous.

Chapter 5
Spontaneous Rotational
Symmetry Breaking
In this chapter we show a kind of spontaneous breaking of rotational symmetry for
some models of crystals, which allow almost all kind of defects, including unbounded
defects as well as edge, screw and mixed dislocation defects, i.e. defects with Burgers
vectors. It is part of a paper submitted for publication. A preprint is available on
arXiv.1
Let us start with an informal description of the crystal. The crystal is given by
random points in a box ΛN , which are the centres of the molecules. Thus there
is no reference lattice. We assume that the crystal has a favourite structure which
should be interpreted as a property of the considered material. This structure is
given by a fixed tessellation of Rd. The random points P determine a set T of tiles
such that each tile in T is an enlarged ε-perturbation of a standard tile and such
that T locally looks like the given tessellation. The perturbed tiles need not cover
the whole box ΛN . The remaining “holes” are the defects. Almost all defects are
feasible. We only require that each defect has a minimum size, i.e. the boundary
of a defect does not come closer than 3ρ to itself (for some fixed ρ ∈ (0, 1)). But
the defects may be arbitrarily large and may also have Burgers vectors. Thus there
may exist edge, screw and also mixed dislocations. We assume that the crystal is
connected and sufficiently large, i.e. its size is comparable to the size of the box.
The distribution of the points is given in the Gibbsian setting using a Poisson
Point Process as reference measure. The Hamiltonian consists of three parts. The
first part is given by some local Hamiltonians which measures the energy costs due
to local deformations of the crystal. These local Hamiltonians are part of the model
and shall fulfil a reasonable inequality. They can be given by a pair-potential using
adjacent points, for instance (cf. Section 5.4). The second part can be interpreted as
a surface energy. It punishes defects proportional to their surface. The last part of
the Hamiltonian can be thought as a chemical potential; increasing it favours more
1[A-14c] Simon Aumann: Spontaneous Breaking of Rotational Symmetry with Arbitrary Defects
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points. Then we show that, in an appropriate limit, the local deformation of the
crystal is close to a constant rotation.
The organisation of this chapter is as follows. In Section 5.1 we define the
model in detail. After an overview we describe first the tessellation and then the
crystal. Thereafter, we define the local deformation of the crystal as well as the
Hamiltonian and the corresponding probability measure. Then we state the main
theorem in Section 5.2, which will be proved in Section 5.3. The structure of the
proof is explained in the beginning of that section. Finally, we give two examples of
concrete models in Section 5.4.
5.1 Definition of the Model
First we outline the components of our model.
1. A periodic locally finite tessellation of Rd, whose tiles are closed polytopes
(maybe of different types).
2. A parameter ε > 0, which measures the size of the allowed deformation of the
crystal.
3. A parameter ρ ∈ (0, ρmax), which is a lower bound of the size of a defect.
4. A constant c0 > 0, which is a relative lower bound on the number of the tiles
of the crystal.
5. Some local Hamiltonians, which measure the local deformation of a tile, and
constants c1 > 0, c
R
2 ∈ R satisfying a certain inequality (cf. (5.3) below).
6. A function S, which measures the surface of the defects, and a constant c3 > 0
satisfying a certain condition (cf. (5.4) below).
In the following subsections, we describe the model accurately.
5.1.1 The Underlying Tessellation
We choose a tessellation M of the space Rd, d ≥ 2, with the following properties.
Each tile  ∈M is a closed polytope. There are finitely many different types i ∈ I
of tiles. If two tiles have the same type, then their geometric shape and size as
well as the types and the placement of their neighbouring tiles are identical. We
allow different tile types since they naturally arise if one considers a densest sphere
packing in dimension d ≥ 3, for instance. The tessellation shall be locally finite and
B0-periodic for a finite box B0 which is the image of the cube [0, 1]
d under some
linear map L. Thus the vectors Lej , j = 1, . . . , d, span the box B0 (where ej denotes
the jth unit vector).
Throughout we fix some ε > 0, ρ ∈ (0, ρmax) and c0 > 0, where ρmax := 1 ∧
min{dist(, ˜) | , ˜ ∈M, ∩ ˜ = ∅}/3.
For each i ∈ I, we choose a fixed tile of type i in B0, which we denote by i.
Denoting its corners by s1, . . . , sni , we define the set
Nε(i) :=
{
 = hull{x1, . . . , xni} | x1, . . . , xni ∈ Rd
such that ∀ 1 ≤ l ≤ ni : |xl − sl| ≤ ε ∧ λ() ≥ λ(i)
}
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of all enlarged perturbed tiles. In the following, a “standard” tile (as in M) is
denoted by , while a perturbed tile is denoted by .
5.1.2 The Crystal
Let N ∈ N. Let the torus
ΛN := Rd
/{
N(z1Le1 + . . .+ zdLed) | z1, . . . , zd ∈ Z
}
be the “universe” of the crystal, with periodic boundary conditions. Moreover, let
Ω˜,F , µ be a suitable probability space and for ω ∈ Ω let
P = P(ω) = {X1, . . . , X|P|} ⊂ ΛN
be Poisson points, which shall model the centres of the molecules of the crystal; this
means that X1, X2, . . . is a sequence of iid random variables which are uniformly
distributed on ΛN and independent of |P|, and µ(|P| = k) = e−λ(ΛN )λ(ΛN )k/k!,
k ∈ N0. Note that we suppress the N -dependency of Ω˜ and P (and of Ω and T
defined later) to simplify the notation as N is clear from the context.
The molecules of the crystal shall compose a perturbation of the tessellation
which may have all kinds of defects. We will define the set T = T (ω) of perturbed
tiles. The following construction is a bit complicated, but has the advantage that an
upcoming condition is quite simple; the condition ensures that a point configuration
is admitted. First we define a set Tˆ which contains all possibly perturbed tiles
whose corners are taken from the point configuration. Here we do not impose any
condition on the relative locations of the perturbed tiles to each other. But we do
impose such conditions in the next step, in which we define when a subset T˜ ⊆ Tˆ is
called a perturbation of M: locally, the relative locations of the tiles must be such
as in M. Finally we define a particular perturbation T , which is the set containing
all perturbed tiles of the crystal. It is a maximal perturbation of M under the
conditions that it is connected and that the tiles are not too close to each other (at
the boundary of the defects).
Before stating the precise definitions, we give an example. The underlying tessel-
lation is just the two-dimensional triangular lattice. We start with a random point
configuration (with periodic boundary condition) which is illustrated in Figure 5.1.
Then the set Tˆ of all possibly perturbed tiles contains all triangles in Figure 5.2,
regardless whether they are white or grey shaded. In the grey shaded regions, Tˆ
does not look like the triangular lattice since the triangles do overlap or there is an
interior vertex with five or seven adjacent triangles. Thus a perturbation of M is
any set of the triangles in Figure 5.2 which contains not all grey shaded triangle such
that it looks everywhere like M. The crystal T is drawn in Figure 5.3. It contains
all white triangles. The grey shaded regions (including the grey triangle) are the
defects of the crystal. Note that the triangle formed by the three points inside the
huge defect is not included since the crystal must be connected. Furthermore, the
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Figure 5.1: A random point configuration (with periodic boundary condition)
Figure 5.2: The set Tˆ of perturbed triangles which does not look likeM in the grey
shaded regions
5.1.2 The Crystal 67
Figure 5.3: The crystal T with defects grey shaded and the surface points ∂P in
dark grey
triangles which contain the point inside the upper right defect are not included since
otherwise some triangles would be too close to each other.
Now we state the precise definitions. Let
Tˆ := { = hull{Xj1 , . . . , Xjk} | {j1, . . . , jk} ⊂ {1, . . . , |P|},
∃R ∈ SO(d) ∃ a ∈ Rd ∃ i ∈ I :  ∈ a+R · Nε(i)
}
be the set of all possibly perturbed tiles. Any subset T˜ ⊂ Tˆ is called a perturbation
of M, if for j = 1, . . . , jT˜ (with some jT˜ ∈ N), there are are sets T˜j ⊂ Tˆ , Mj ⊂M
and continuous bijective maps
vj : ∪T˜j → ∪Mj ,
mapping each tile  ∈ a + R · Nε(i) to a tile a˜ + i ∈ Mj (with some a, a˜ ∈ Rd
and R ∈ SO(d)) such that
T˜ =
jT˜⋃
j=1
T˜j
and the sets T˜j do overlap, i.e. all intersections ∪T˜j ∩ ∪T˜j′ consist of whole tiles if
they are not empty. Thus T˜ is a perturbation of M if it looks locally like M. Now
we define T = T (ω) to be a largest subset of Tˆ such that
(i) T is a perturbation of M,
(ii) ∪T is connected,
(iii) if  ∩ ˜ = ∅ then even dist(, ˜) > 3ρ holds for all , ˜ ∈ T and
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(iv) for all  ∈ T , all faces F of  and for all ˜ ∈ T with F * ˜ there exists
a point x ∈ F such that dist(x, ˜) > 3ρ.
Here “a largest subset” is understood as a subset whose cardinality (number of tiles)
is maximal under all subsets with these properties. In fact, there need not exist a
unique largest subset. In that case, we choose one of them according to some fixed
rule.
A tile  ∈ T inherits its type from the corresponding tile in M using the
bijections introduced above. We denote it by ı().
Furthermore, we define the set of surface points of P as follows:
∂P := {x ∈ P | x ∈ ∂∪T or x /∈ V(T )} , (5.1)
where ∂∪T denotes the topological boundary of the set ∪T = {x ∈ ΛN | ∃ ∈ T :
x ∈ } and V(T ) is the set of points of P, which are vertices of any tile  ∈ T . In
the example above, the surface points are drawn in grey in Figure 5.3. Note that
there are surface points which are not vertices of any tile. We will call such surface
points also exterior points (though they can also lie inside the crystal, as one of
them does in the example). Such points are possible, but will be unlikely.
We need only one condition on the set P. We namely require that the crystal
has a minimum size. Thereto we define the space of admitted configuration to be
Ω := {ω ∈ Ω˜ | |T | ≥ c0Nd} .
Then Ω 6= ∅ for large enough N (even for all N ∈ N if c0 ≤ 1) as restricting M to
ΛN yields an allowed point configuration. Thereto we had to choose ρ < ρmax ≤
min{dist(, ˜) | , ˜ ∈ M, ∩ ˜ = ∅}/3. Otherwise even the points of M would
not compose a huge crystal.
Note that we do not require a minimal distance between two points and that
there may exist points inside a tile which do not belong to the tile. But all such
points are included in the surface points ∂P, which consists not only of the surface
vertices of T , but also of the points not belonging to any tile.
5.1.3 The Local Deformation of the Crystal
Now we define a random function V = V (ω) ∈ L2(∪T ,Rd×d) which measures the
local deformation (rotation and scaling) of the crystal. Thereto, for i ∈ I, we
partition the tile i into simplices i,1, . . . ,i,Ji . For any  ∈ a+R · Nε(i) (with
some a ∈ Rd and R ∈ SO(d)) we define the bijective map
v : → i (5.2)
such that its restriction to v−1 [i,j ] is affine linear for each j ∈ {1, . . . , Ji}. Using
these maps, we define
V : ∪T → Rd×d, x 7→ ∇v(x) if x ∈  .
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Note that the Jacobi matrix ∇v is not well-defined on the boundary of the pre-
image of a simplex; but since these boundaries have zero Lebesgue measure, this
is irrelevant. Then V is a piecewise constant function on ∪T . Though it is locally
defined as a derivative, it is, in general, globally not a derivative, since there may
be defects with Burgers vectors.
5.1.4 The Hamiltonian
We assume that some local Hamiltonians
H iloc : Nε(i)→ R , i ∈ I ,
are given which are continuous and fulfil
∃ c1 > 0∃ cR2 ∈ R ∀ i ∈ I ∀ ∈ Nε(i) :
H iloc()−H iloc(i) ≥ c1‖ dist(∇v,SO(d))‖2L2() + cR2
(
λ()− λ(i)) . (5.3)
A tile  ∈ T satisfies  = a+R · ˜ for some a ∈ Rd, R ∈ SO(d) and ˜ ∈ Nε(ı())
by definition. If there are several choices of a, R and ˜ possible, we choose one
of them according to some fixed rule. We extend H iloc, i ∈ I, to T by setting
H ı()loc () := H
ı()
loc (˜).
Let further a quantity S : Ω→ R be given which measures the number of surface
points of the crystal in the following sense:
∃ c3 > 0 ∀N ∈ N∀ω ∈ Ω : c3|∂P| ≤ S and ∂P = ∅ ⇒ S = 0 . (5.4)
Now we define the Hamiltonian
Hσ,m,N (ω) :=
∑
∈T
H ı()loc () + σS −m|P| (5.5)
for σ > 0, m ∈ R and N ∈ N. The first addend measures the local energy of the
crystal caused by the perturbation ofM. The term σS represents the surface energy.
Finally, m can be interpreted as a chemical potential. Using this Hamiltonian we
define for β > 0, σ > 0, m ∈ R and N ∈ N the partition sum
Zβ,σ,m,N :=
∫
Ω
e−βHσ,m,N dµ (5.6)
and the probability measure Pβ,σ,m,N via
dPβ,σ,m,N
dµ
:=
1
Zβ,σ,m,N
e−βHσ,m,N . (5.7)
Let Eβ,σ,m,N denote the expectation with respect to Pβ,σ,m,N .
Note that Pβ,σ,m,N is well-defined as Zβ,σ,m,N ∈ (0,∞), at least for large enough
N . Indeed, the lower bound on Hσ,m,N provided by Lemma 5.8 below implies
Zβ,σ,m,N < ∞ (cf. the remark after that lemma). Furthermore, Lemma 5.11 below
implies Zβ,σ,m,N > 0 for large enough N .
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5.2 The Main Result
Now we are ready to state the main result.
Theorem 5.1. There exist m0 ∈ R and constants c4, c5 > 0 and cR6 ∈ R depending
only on the model, but not on m, σ, β or N , such that the rotational symmetry of
the crystal is broken in the following sense:
∀m ≥ m0 : lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
inf
R∈SO(d)
1
|T |
∑
∈T
‖V −R‖2L2()
]
= 0
where σ0(N,m) := c4N
2 + c5m+ c
R
6.
The main constraint of this theorem is that the estimate is not uniform in the
size of the box since σ0 depends on N . Thus it does not carry over to infinite-
volume limits. The reason for that N -dependency lies in the scaling behaviour of
the constants in Theorem 4.1 as stated in Lemma 4.4. It is not possible to get better
results using the chosen method.
Another constraint is that we assumed or rather conditioned on the event that
the size of the crystal is comparable to the box size, i.e. |T | ≥ c0Nd. Whether this
event has large probability is a different topic and not discussed in this thesis. But
one might expect that its probability is large if the chemical potential m is large
enough. Then more points are more likely and they should form more tiles, since
otherwise they are surface points which are punished with σ ≥ m.
Let us further remark, that the crystal consists only of enlarged perturbed
tiles, i.e. the Lebesgue measure of any perturbed tile must not be smaller than
the Lebesgue measure of the corresponding standard tile. Therefore, it is not pos-
sible to cover the whole box with more tiles than the standard tessellation would
need. This may be considered as a hard-core condition. Furthermore, the whole
perturbed tile must be ε-close to a standard tile. For instance, the postulate that
only the edge lengths are close to the corresponding standard edge lengths might
not be enough.
Moreover, we assume in the definition of T that each defect has a minimum size:
non-adjacent tiles must have distance larger than 3ρ. This condition is crucial to
extend V into the defects.
We also assume by definition that the crystal is connected. This assumption is
necessary. If the crystal consists of two components, for example, there is no reason
why one could use the same rotation R for both components. Indeed, the second
component could be a rotated copy of the first one.
Finally, we equipped the box ΛN with periodic boundary conditions. This has
in particular the advantage that configurations without defects have no boundary,
which is a technical relaxation, especially in Lemma 5.11. Otherwise, the periodic
boundary is not essentially used.
Despite these constraints, especially the non-uniformity in N , Theorem 5.1 has
the feature that it handles almost all kinds of defects, including unbounded and
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dislocation defects. Up to the author’s knowledge, it is the first result on spontaneous
symmetry breaking allowing such general defects.
5.3 Proof of the Main Result
Before we start the proof, we give an overview. Generally, we prove Theorem 5.1
using more or less the same approach as Heydenreich, Merkl and Rolles used in
[HMR-13]. But the implementation of that approach is different.
One main difference is that we work directly on the level of the derivatives:
Indeed V is matrix-valued and locally the derivative of a function v. But globally,
V need not be any derivative. Moreover, v is the inverse of the corresponding
function in [HMR-13]. This is due to the fact that there is no reference lattice.
First we extend the function V into the defects in Subsection 5.3.1. Thereto
we use a tube-neighbourhood of ∪T . This extension is different to the extension
in [HMR-13] since we consider different kinds of defects. In Subsection 5.3.2 we
define the standard configuration and estimate the cardinality of some subsets of
P and T ; this section has no counterpart in [HMR-13]. Afterwards, in Subsec-
tion 5.3.3, we prove an estimate for the Hamiltonian, which is an analogue to
[HMR-13, Lemma 3.2]. Though its proof is different, it uses the same general idea,
namely to apply a rigidity estimate. In Subsection 5.3.4 a lower bound for the parti-
tion sum is proven, which is used in Subsection 5.3.5 to receive an upper bound for
the internal energy. The proofs of these results, which are analogues to [HMR-13,
Lemma 3.1] and [HMR-13, Lemma 3.2], respectively, use ideas from their proofs.
Finally, in Subsection 5.3.6, we prove a corollary which states the main result in
different forms and also implies Theorem 5.1.
In the following we need quite a lot different constants. Unless explicitly stated,
they are all uniform constants. Almost all of them depend on the model, i.e. on
the tessellation, the local Hamiltonians, the surface measure S or on the constants
ε, ρ, c0, c1, c
R
2, c3. But they are independent of m, σ, β, N and ω.
The constants in the lemmas and in the proofs are numbered separately. The
constants in the lemmas are needed globally. Though we need the constants in the
proofs only locally, they are numbered in ascending order to avoid confusion. Most
of the constants are positive, but some can be any real number. In that case the
constant has a little R as superscript.
5.3.1 Extension into the Defects
First we want to extend the random function V = V (ω) ∈ L2(∪T ,Rd×d), which
measures the local deformation of the crystal, into the defects. We receive a random
function also denoted by V = V (ω) with V ∈ L2(ΛN ,Rd×d) and dV ∈ Lp(ΛN ),
p ≥ 1.
We define a ρ-tube-neighbourhood ∂0ρ∪T of ∪T using a homeomorphism
g = (g∂ , gt) : ∂
0ρ∪T → ∂∪T × [0, 1]
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R˜
V
Figure 5.4: A defect (with arrows or hatched) of the crystal (white, outside), the
ρ-tube-neighbourhood (with arrows) and the vector field w (the arrows)
such that ∂0ρ∪T ⊆ ΛN \ int(∪T ), g(x) = (x, 0) for all x ∈ ∂∪T and such that dgt
exists and is uniformly bounded. Though not formally required, one can imagine
∂0ρ∪T as the set of points whose distance from ∪T is at most ρ. Then g is some
parametrisation of this set. This is also the reason for the notation. The proof of
the existence of such a homeomorphism is given in Lemma 5.2 below. The main
ingredient is a vector field w defined on ∂∪T , which exists since the distance of two
disjoint tiles is greater than 3ρ by the definition of T .
This construction is schematically drawn in Figure 5.4. The crystal is the white
area outside and the defect consists of the hatched area and of the area with arrows.
The latter one is the ρ-tube-neighbourhood ∂0ρ∪T . We will extend the function V ,
which is already defined in the white area, into the defects by setting it constant
inside the hatched area and by interpolating inside the area with arrows.
In order to extend V , we choose a rotation R˜ = R˜(ω) ∈ SO(d) uniformly at
random, independently of P. We could also use a fixed rotation; but if it is chosen
uniformly at random, the random variable V is rotational invariant. Moreover, let
V˜ n : ∪T → Rd×d, n ∈ N, be smooth functions which converge to V on ∪T . First we
extend V˜ n to V n as follows:
V n(x) :=

V˜ n(x) if x ∈ ∪T
(1− gt(x))V˜ n(g∂(x)) + gt(x)R˜ if x ∈ ∂0ρ∪T
R˜ if x ∈ ΛN \
(∪T ∪ ∂0ρ∪T ) .
Finally, we define V as the L2-limit of V n. This limit exists and is independent of the
choice of the sequence V˜ n. Moreover, Lemma 5.3 below implies that dV ∈ Lp(ΛN ),
p ≥ 1.
Now we prove the existence of the homeomorphism g.
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Lemma 5.2. There exists a constant c7 > 0 such that for all N ∈ N and ω ∈ Ω,
there exists a Lipschitz-continuous homeomorphism
g = (g∂ , gt) : ∂
0ρ∪T → ∂∪T × [0, 1]
with Lipschitz-continuous inverse such that first ∂0ρ∪T ⊆ ΛN \ int(∪T ), second
g(x) = (x, 0) for all x ∈ ∂∪T and finally dgt exists with |dgt| ≤ c7.
Proof. For any z ∈ Rd \ 0, we can decompose a vector w ∈ Rd into
w = w⊥z + w‖z
where w‖z is the orthogonal projection of w onto zR and w⊥z := w − w‖z. This
decomposition is linear in w.
In order to construct the homeomorphism, we will define a vector field w :
∂∪T → Rd. The boundary of ∪T is Lipschitz as it consists of (d − 1)-dimensional
polytopes. Thus there exist open sets Wj ⊂ Rd covering ∂∪T , open sets U˜j ⊂ Rd−1
and compatible Lipschitz continuous bijective maps hj : (−2, 2)×U˜j →Wj mapping
{0} × U˜j to ∂∪T , (−2, 0) × U˜j to int(∪T ) and (0, 2) × U˜j to ΛN \ ∪T , j ∈ J . We
can further assume that for all x, y ∈ ∂∪T with |x− y| ≤ 2ρ, there exists j ∈ J with
x, y ∈ Wj , because |x − y| ≤ 2ρ implies that x and y belong to the same tile or to
adjacent tiles (the distance of non-adjacent tiles is greater than 3ρ by the definition
of T ). Note that the angles between two adjacent polytopes are uniformly bounded
away from zero. Indeed, if the defect is locally due to a missing tile, this follows
from the fact that all tiles are ε-perturbations of the given tessellation; and if the
defect is locally an inserted wedge, i.e. it comes locally from a slit, then the angle
of that wedge is bounded away from zero by condition (iv) in the definition of T .
Therefore the Lipschitz constants of (hj)j∈J can be uniformly bounded for all N ∈ N
and ω ∈ Ω.
We define the vector field w˜ : ∂∪T → Rd by pushing the field u(z) = (1, 0, . . . , 0),
z ∈ {0} × U˜j forward with hj , i.e. w˜(x) := hj [(1, 0, . . . , 0) + h−1j (x)]− x for suitable
j, x ∈ ∂∪T . Then w˜ is uniformly Lipschitz and |w˜| is uniformly bounded away from
zero and infinity (in ω and x). Now we scale w˜ to lower its Lipschitz constant and
size. This yields a vector field w : ∂∪T → Rd such that for all x, y ∈ ∂∪T :
(i) x+ tw(x) /∈ ∪T for all t ∈ (0, 1]
(ii) |w(x)− w(y)| ≤ c27|x− y|
(iii) c28 ≤ |w(x)| ≤ ρ
(iv) |w(y)⊥(y−x)| ≥ |w(y)|/c26 if 0 < |x− y| ≤ 2ρ.
for some universal constants c26, c27, c28 > 0 satisfying
(1 + c26)c27 < 1 and ρ+
√
2c27 < 1 . (5.8)
Condition (iv), which is scale-invariant, already holds for w˜: since |x − y| ≤ 2ρ
implies x, y ∈ Uj for some j, we can use u(h−1j (y)) = (1, 0, . . . , 0) ⊥ h−1j (x)−h−1j (y)
and the Lipschitz property of hj to derive (iv). Conditions (iii) and (ii) and Equation
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(5.8) are be fulfilled by scaling (c26 and ρ < ρmax ≤ 1 are already fixed). Condition
(i) follows from (iii) since the distance between two disjoint tiles is greater than 3ρ
by the definition of T .
Using the vector field w, we define the function
f : ∂∪T × [0, 1] → ΛN
(x, t) 7→ x+ tw(x) ,
which will be the inverse of the homeomorphism g. It is Lipschitz-continuous since∣∣f(x, t)−f(y, s)∣∣ = ∣∣(x−y)+t(w(x)−w(y))+(t−s)w(y)∣∣ ≤ (1+c27)|x−y|+ρ|t−s|
by properties (ii) and (iii) of w.
We will also derive a reverse Lipschitz condition to conclude that f is injective
and its inverse is also Lipschitz-continuous. Thereto let x, y ∈ ∂∪T and t, s ∈ [0, 1].
First we assume x 6= y. We estimate using the triangle inequality and the Lipschitz
continuity of w∣∣x− y + (t− s)w(y)∣∣ ≤ ∣∣x+ tw(x)− y − sw(y)∣∣+ t∣∣w(y)− w(x)∣∣
≤ ∣∣f(x, t)− f(y, s)∣∣+ c27|x− y| . (5.9)
Pythagoras’ Theorem yields that∣∣x− y + (t− s)w(y)∣∣2 = ∣∣x− y + (t− s)w(y)‖(x−y)∣∣2 + ∣∣(t− s)w(y)⊥(x−y)∣∣2
≥ ((1− ρ)|x− y|)2 + ∣∣(t− s)w(y)⊥(x−y)∣∣2 (5.10)
since |(t− s)w(y)‖(x−y)| ≤ |w(y)| ≤ ρ.
The inequality
√
2
√
a2 + b2 ≥ (a+ b) yields (5.10) without the squares, but with
an additional
√
2 on the left hand side. Combing this with (5.9) yields
√
2
∣∣f(x, t)− f(y, s)∣∣ ≥ (1− ρ)|x− y|+ ∣∣(t− s)w(y)⊥(x−y)∣∣−√2c27|x− y|
=
(
1− (ρ+
√
2c27)
)∣∣x− y∣∣+ ∣∣w(y)⊥(x−y)∣∣∣∣t− s∣∣ . (5.11)
Note that ρ+
√
2c27 < 1 by (5.8).
Now if |x − y| ≤ 2ρ, then |w(y)⊥(x−y)| ≥ |w(y)|/c26 ≥ c28/c26. Otherwise
|w(y)⊥(x−y)| ≥ 0 and 12 |x− y| ≥ ρ ≥ ρ|t− s|. Therefore, in both cases (5.11) implies∣∣f(x, t)− f(y, s)∣∣ ≥ c29(|x− y|+ |t− s|) (5.12)
for some constant c29 > 0. Now we consider the case x = y. Then∣∣f(x, t)− f(y, s)∣∣ = ∣∣x+ tw(x)− y − sw(y)∣∣ = |t− s||w(x)| ≥ c28|t− s|
by property (iii). Thus (5.12) also holds in that case.
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Inequality (5.12) implies that f is indeed injective. Moreover, property (i) implies
∂0ρ∪T := im f ⊆ ΛN \ int(∪T ). We define
g : ∂0ρ∪T → ∂∪T × [0, 1] , z 7→ f−1(z)
as the inverse of f . Then g(x) = (x, 0) for all x ∈ ∪T holds by definition. Further-
more, (5.12) implies that g is Lipschitz continuous. Thus the existence of dgt as well
as the bound |dgt| ≤ c7 for some c7 > 0 follow.
Finally in this section, we prove a bound of dist(V,SO(d)) and dV .
Lemma 5.3. There exists a constant c8 > 0 such that for all N ∈ N and ω ∈ Ω and
λ-almost all x ∈ ΛN
dist(V (x), SO(d))2 ≤ c8 and |dV (x)| ≤ c8 .
Proof. First we note that V and V n are uniformly bounded on ∪T and therefore
also on ∂∪T since any tile  ∈ T is, up to translation and rotation, ε-close to ı().
Moreover, R˜ is uniformly bounded since SO(d) is compact. Thus V n and therefore
V is uniformly bounded on the whole ΛN , which implies the first inequality.
For the second inequality, we first note that since V ∪T is locally the derivative
of a continuous piecewise affine linear function, we could also choose V˜ n locally as
a derivative. Therefore dV = 0 on ∪T . Moreover, dV = 0 on ΛN \
(∪T ∪ ∂0ρ∪T )
since R˜ is constant. Finally, we calculate for x ∈ ∂0ρ∪T
dV n(x) = (1− gt(x))dV˜ n(g∂(x))− dgt(x) ∧ V˜ n(g∂(x)) + gt(x)dR˜+ dgt(x) ∧ R˜
= −dgt(x) ∧
(
V n(g∂(x))− R˜
)
since dV˜ n = 0 on ∪T since V˜ n is locally a derivative. Since |dgt| ≤ c7 by Lemma 5.2,
since V n and R˜ are uniformly bounded and since V n → V , the second inequality
follows.
5.3.2 Cardinality of Subsets of P and T
In this section, we give some definitions and some lemmas, which estimate the
cardinality of several subsets of P and T .
First we define the standard configuration ϕ ∈ Ω with points Q and tiles U as a
fixed element of Ω such that the crystal is exactly the tessellationM. More precisely,
using the notation V(MΛN ) for the vertices of M inside ΛN , we require
Q := P(ϕ) = V(MΛN ) and thus U := T (ϕ) =MΛN .
The choice of ρ < ρmax ensures the last equation and ϕ ∈ Ω (if N is large enough,
depending on c0).
We will need some subsets of T and P. We define the set of boundary tiles by
∂T := { ∈ T :  ∩ ∂∪T 6= ∅}
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Figure 5.5: The boundary tiles (light grey), the surface points (grey) and the exterior
points (with circle) of a crystal with defects (dark grey area)
and for i ∈ I the set
T i := { ∈ T : ı() = i} ,
which consists of all tiles of type i (recall that ı() denotes the type of ). Obviously,
U i denotes the set of all tiles of type i in U , i ∈ I. Let us further recall that we
already defined the surface points ∂P in (5.1) as follows:
∂P := {x ∈ P | x ∈ ∂∪T or x /∈ V(T )} ,
where ∂∪T denotes the topological boundary and V(T ) is the set of points of P,
which are vertices of any tile  ∈ T . Furthermore, we need the notation
Pext := {x ∈ P | x /∈ V(T )}
for the exterior points. Note that the exterior points, which are not contained in
any perturbed tile of T , are contained in the set of surface points. Note further that
the standard configuration has empty boundary, i.e. ∂Q = ∅ and ∂U = ∅.
These sets are illustrated in Figure 5.5. It shows the example of a crystal used
in Section 5.1.2. The defects are shaded in dark grey. The boundary tiles are light
grey shaded. All surface points are drawn in grey. The five surface points which also
are exterior points are marked with a circle. Note that one of the exterior points is
inside the crystal but is not a vertex of any tile.
Similarly to the tile types, we may also partition the vertices V(M) of M into
types j ∈ J , depending on their adjacent tiles. The assignment of the types to the
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tiles and vertices shall in particular imply that, for all i, l ∈ I, j ∈ J the quantities
bi,l :=
∑
˜∈M
ı(˜)=l
1i∩˜6=∅ , eij :=
∑
x∈V(M)
(x)=j
1x∈i , fij :=
∑
∈M
ı()=i
1xj∈ (5.13)
are well-defined, finite and independent of the choice of i of type i and xj ∈ V(M)
of type j, respectively. These quantities are interpreted as follows: bi,l denotes the
number of neighbouring tiles of type l to a tile of type i, and eij denotes the number
of adjacent vertices of type j to a tile of type i, and finally fij denotes the number
of adjacent tiles of type i to a vertex of type j.
In fact, we need the different vertex types only in this section; therefore the letter
j may denote various index variables later. But the letter i will only be used for a
tile type.
The following lemma shows that the number of tiles of type i is bounded by the
number of such tiles in the standard configuration, up to an error in terms of the
number of boundary tiles.
Lemma 5.4. There exists a constant c9 > 0 such that for all N ∈ N, ω ∈ Ω and
i ∈ I the following inequality holds:
|T i| ≤ |U i|+ c9 |∂T | .
Proof. First we show that there exist constants ci,l > 0, i, l ∈ I, and c9 > 0 such
that for all N ∈ N and ω ∈ Ω∣∣ci,l|T l| − |T i|∣∣ ≤ c9 |∂T | . (5.14)
Let i, l ∈ I. We define the quantity
A :=
∑
∈T i
∑
˜∈T l
1∩˜6=∅ .
By the definition of bi,l in equation (5.13), it follows that, for all  ∈ T i,
0 ≤
∑
˜∈T l
1∩˜6=∅ ≤ bi,l and even
∑
˜∈T l
1∩˜6=∅ = bi,l if  ∈ T i \ ∂T .
Summing over all  ∈ T i yields
0 ≤ bi,l|T i| −A =
∑
∈T i
(
bi,l −
∑
˜∈T l
1∩˜6=∅
)
≤ bi,l|∂T ∩ T i| ≤ bi,l|∂T | .
Analogously, it follows that
−bl,i|∂T | ≤ A− bl,i|T l| ≤ 0 .
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Adding these two inequalities, we get
−bl,i|∂T | ≤ bi,l|T i| − bl,i|T l| ≤ bi,l|∂T | (5.15)
Now we observe that either bi,l = 0 = bl,i or bi,l 6= 0 ∧ bl,i 6= 0 since bi,l counts
the tiles of type l adjacent to a tile of type i. In the latter case, we can define
ci,l := bl,i/bi,l ∈ (0,∞) and receive∣∣|T i| − ci,l|T l|∣∣ ≤ max{1, ci,l} |∂T | (5.16)
by equation (5.15).
In the general case, there is a sequence i = i0, i1, . . . , in = l with some n ≤ |I|
such that bik−1,ik 6= 0 for all k ∈ {1, . . . , n} since the tessellation M is connected.
Therefore we can define ci,l :=
∏n
k=1 cik−1,ik ∈ (0,∞). Using a telescope sum it
follows that∣∣|T i| − ci,l|T l|∣∣ = ∣∣∣|T i| − n∏
k=1
cik−1,ik |T l|
∣∣∣
=
∣∣∣ n∑
j=1
( j−1∏
k=1
cik−1,ik |T ij−1 | −
j∏
k=1
cik−1,ik |T ij |
)∣∣∣
≤
n∑
j=1
j−1∏
k=1
cik−1,ik ·
∣∣∣|T ij−1 | − cij−1,ij |T ij |∣∣∣
(5.16)
≤
n∑
j=1
j−1∏
k=1
cik−1,ik max{1, cij−1,ij} |∂T | ≤ c9 |∂T | ,
where c9 is the supremum of the last sum over all possible choices of the sequence
i0, i1, . . . , in. For the last line, we used the already covered case bij−1,ij 6= 0. Thus
claim (5.14) follows.
Using λ() ≥ λ(i) for all i ∈ I and  ∈ Nε(i), we estimate∑
i∈I
|T i|λ(i) =
∑
∈T
λ(ı()) ≤
∑
∈T
λ() ≤ λ(ΛN ) = λ(∪U) =
∑
i∈I
|U i|λ(i)
since the standard configuration covers the whole box with standard tiles. Therefore
there exists i0 = i0(ω) ∈ I with |T i0 | ≤ |U i0 |.
Let i ∈ I. Using claim (5.14) it follows that
|T i| ≤ ci,i0 |T i0 |+ c9|∂T | ≤ ci,i0 |U i0 |+ c9|∂T | = |U i|+ c9|∂T | .
The last equality follows again from claim (5.14), applied to U , since ∂U = ∅.
In the next two lemmas, we use the relation  to indicate that the quotient of the
left and of the right is uniformly in N ∈ N and ω ∈ Ω bounded away from zero and
infinity. But we also state the inequalities we need in the sequel explicitly. First we
show that different measurements of the boundary have approximately equal size.
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Lemma 5.5. There are constants γi > 0, i ∈ I, such that
|∂P \ Pext|  |P \ Pext| −∑
i∈I
γi|T i|  |∂T |  λ(∂0ρ∪T ) .
In particular it is shown that there are constants c10 > 0, c11 > 0 and γi > 0, i ∈ I,
such that for all N ∈ N and ω ∈ Ω
(a) |∂P| ≥ |P| −∑i∈I γi|T i| ≥ 0,
(b) |∂T | ≤ c10
(|P| −∑i∈I γi|T i|) and
(c) λ(∂0ρ∪T ) ≤ c11|∂T |.
Proof. First we show |∂P \ Pext|  |P \ Pext| −∑i∈I γi|T i|. Thereto, we partition
all points P into the points Pj of type j ∈ J and into the exterior points Pext. Of
course, a point in P\Pext inherits its type from the corresponding point inM. Since
eij =
∑
x∈Pj 1x∈ is the number of vertices of type j adjacent to any tile  ∈ T of
type ı() = i (including the boundary tiles), see equation (5.13), it follows that
eij |T i| =
∑
x∈Pj
∑
∈T i
1x∈ . (5.17)
We observe that eij = 0 iff fij = 0 and define
γi :=
∑
j∈J
1
|Ij |
eij
fij
1fij 6=0 (5.18)
with Ij := {i ∈ I | fij 6= 0}. Note that Ij 6= ∅. Therefore
|P| − |Pext| −
∑
i∈I
γi|T i| =
∑
j∈J
|Pj | −
∑
i∈I
∑
j∈J
1
|Ij |
eij
fij
1fij 6=0|T i|
=
∑
j∈J
(
|Pj | −
∑
i∈Ij
1
|Ij |
eij
fij
|T i|
)
=
∑
j∈J
∑
i∈Ij
1
|Ij |
(
|Pj | − eij
fij
|T i|
)
(5.17)
=
∑
j∈J
∑
i∈Ij
1
|Ij |
∑
x∈Pj
(
1− 1
fij
∑
∈T i
1x∈
)
. (5.19)
Now we examine the expression
Ai(x) := 1− 1
fij
∑
∈T i
1x∈
for x ∈ Pj . Since fij counts number of tiles of type i adjacent to a vertex of type
j, it follows that Ai(x) = 0 if x /∈ ∂P and Ai(x) ≤ 1 in general. Therefore we can
continue (5.19) as follows:
|P\Pext|−
∑
i∈I
γi|T i| (5.19)=
∑
j∈J
∑
i∈Ij
1
|Ij |
∑
x∈Pj
Ai(x) ≤
∑
j∈J
∑
i∈Ij
1
|Ij | |P
j∩∂P| = |∂P\Pext| ,
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which is one of the two desired inequalities. By adding |Pext|, this also shows the
main inequality of Assertion (a) since Pext ⊂ ∂P; “≥ 0” follows from (b).
For the other inequality, we define Pj∗ := {x ∈ Pj | ∃ i ∈ Ij :
∑
∈T i 1x∈ < fij}.
We observe that x ∈ Pj∗ for some j if a tile is missing which should be adjacent to
x. Thus Pj∗ ⊆ ∂P. If x ∈ ∂P \
⋃
j Pj∗ , then the defect at x is induced by a slit. In
that case there is a vertex y ∈ ∂P \ Pext adjacent to x such that a tile is missing at
y, i.e. y ∈ Pj∗ for some j. Since the vertex degree is uniformly bounded, we conclude∑
j∈J
|Pj∗ | ≥ c30|∂P \ Pext| (5.20)
for some c30 > 0. For x ∈ Pj∗ , let i0(x) be the smallest i ∈ Ij with
∑
∈T i 1x∈ < fij .
It follows that
Ai(x) ≥ |I|c311i=i0(x)
for x ∈ Pj ∩ ∂P with c31 := 1|I| min
{
1
fij
| i ∈ Ij , j ∈ J
}
. Plugging this into (5.19)
yields
|P \ Pext| −
∑
i∈I
γi|T i| =
∑
j∈J
∑
i∈Ij
1
|Ij |
∑
x∈Pj
Ai(x) ≥
∑
j∈J
∑
i∈Ij
1
|Ij |
∑
x∈Pj∗
|I|c311i=i0(x)
= c31
∑
j∈J
|I|
|Ij |
∑
x∈Pj∗
∑
i∈Ij
1i=i0(x) = c31
∑
j∈J
|I|
|Ij |
∑
x∈Pj∗
1
≥ c31
∑
j∈J
|Pj∗ | ≥ c30c31 |∂P \ Pext| , (5.21)
as desired. We used (5.20) in the last step.
Second we show |∂P \ Pext|  |∂T |. For all x ∈ ∂P \ Pext there exists at least
one  ∈ ∂T with x ∈ . Therefore
|∂P \ Pext| ≤
∑
x∈∂P\Pext
∑
∈∂T
1x∈ ≤
∑
i∈I
∑
∈(T i∩∂T )
∑
j∈J
∑
x∈Pj
1x∈
(5.13)
=
∑
i∈I
∑
∈(T i∩∂T )
∑
j∈J
eij ≤ |∂T | max
i∈I
{∑
j∈J eij
}
.
Conversely, for each  ∈ ∂T , there exists at least one x ∈ ∂P \ Pext with x ∈ .
Therefore
|∂T | ≤
∑
∈∂T
∑
x∈∂P\Pext
1x∈ ≤
∑
j∈J
∑
x∈(Pj∩∂P)
∑
i∈I
∑
∈T i
1x∈
(5.13)
≤
∑
j∈J
∑
x∈(Pj∩∂P)
∑
i∈I
fij ≤ |∂P \ Pext| max
j∈J
{∑
i∈I fij
}
.
This and (5.21) imply Assertion (b) with c10 := maxj∈J
∑
i∈I fij/(c30c31).
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Finally, we show |∂T |  λ(∂0ρ∪T ). For a set A ⊂ Rd, let O(A) = λd−1(∂A)
denote the surface area of A. Using the Lipschitz continuous homeomorphism g, we
conclude that
ρO(∪T )  λ(∂0ρ∪T ) .
Moreover,
O(∪T ) ≤
∑
∈∂T
O() ≤ c32 |∂T |
for some constant c32 > 0 since the surface area of a tile is uniformly bounded.
But for the other direction one has to be careful, since there may exists boundary
tiles which do not have a face which is part of ∂∪T . But let ∂∗T denote the set
of boundary tiles having a face which is contained in ∂∪T . Since for each tile
 ∈ ∂T \ ∂∗T there exists a tile ˜ ∈ ∂∗T with  ∩ ˜ 6= ∅ and since each tile
˜ ∈ ∂∗T intersects at most maxi,l∈I bi,l other tiles, there is a constant c33 > 0 such
that |∂∗T | ≥ c33|∂T |. Since the area of a face of a tile is at least c34 > 0 (say),
O(∪T ) ≥ c34 |∂∗T | ≥ c34c33 |∂T |
follows. Combining all three displayed formulas in this paragraph yields the claim,
which in particular implies Assertion (c).
Now we observe that the size of the crystal is comparable to the size of the box,
where we can understand each size in two different senses.
Lemma 5.6. It is true that
|T |  |P \ Pext|  Nd  λ(ΛN ) .
In particular, there are constants c12, c13, c14, c15, c16, c17 > 0 such that for all
N ∈ N and ω ∈ Ω
(d) c12N
d ≤ |P \ Pext| ≤ c13Nd,
(e) |T | ≤ c14Nd,
(f) |T | ≥ c15 λ(ΛN ) and λ(ΛN ) ≥ c16 |T |,
(g) λ(ΛN ) = c17N
d.
Proof. Since ΛN consists of N
d copies of the box B0, Assertion (g) follows with
c17 = λ(B0) > 0.
Now note that c0N
d ≤ |T | holds by the definition of Ω. Moreover, λ() ≥
λ(ı()) for all  ∈ T implies
min
i∈I
λ(i) |T | ≤
∑
∈T
λ() ≤ λ(ΛN ) .
Thus we have shown that |T |  Nd  λ(ΛN ) as well as Assertions (e) and (f).
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Finally, Lemma 5.5 implies |P \ Pext| ≥ ∑i∈I γi|T i| ≥ mini∈I γi |T |. The other
direction follows from the two facts that each point in P \ Pext is a corner of a tile
of T and that the number of vertices per tile is bounded. This also yields Assertion
(d).
5.3.3 Estimates for the Hamiltonian
The goal of this subsection is to prove the following estimate for the Hamiltonian,
which is an analogue to [HMR-13, Lemma 3.2]. Thereto we define
m0 := max
i∈I
{(
H iloc(i)− (cR2 − |cR2|)λ(i)
)
/γi
}
, (5.22)
where the constants γi > 0 depend only on the tessellation and are specified in (5.18)
above.
Lemma 5.7. There exist c4, c5 > 0, c
R
6 ∈ R and c20 > 0 such that for all m ≥ m0,
N ∈ N and σ ≥ σ0(N,m) = c4N2 +c5m+cR6 and for all ω ∈ Ω there exists a random
rotation R = R(ω) ∈ SO(d) with
Hσ,m,N (ω)−Hσ,m,N (ϕ) ≥ c20 ‖V −R‖2L2(ΛN ) .
We partition the proof of Lemma 5.7 into several lemmas. For better readability
and shorter formulas, we omit the indexes σ,m,N of Hσ,m,N sometimes in the proofs,
but not in the statements of the lemmas.
Lemma 5.8. There exist constants c18 > 0 and c
R
19 ∈ R such that for all m ≥
m0, σ > 0, N ∈ N and ω ∈ Ω it is true that
Hσ,m,N(ω)−Hσ,m,N(ϕ) ≥ c1‖dist(V,SO(d))‖2L2(∪T)+
(
σc3−c18m−cR19
)(|P|−∑
i∈I
γi|T i|
)
.
Remark. Lemma 5.8 and Lemma 5.5(a) imply Hσ,m,N ≥ Hσ,m,N (ϕ) + α|P| with
α = min{σc3 − c18m− cR19, 0} ≤ 0. Therefore
Zβ,σ,m,N ≤ e−βHσ,m,N (ϕ)
∫
Ω
e−βα|P|dµ < ∞
since the exponential moment of the Poisson distributed random variable |P| exists.
The conclusion also holds for m < m0 as Hσ,m,N = Hσ,m0,N − (m−m0)|P|.
Proof. Using first the definition (5.5) of Hσ,m,N , second the assumption (5.3) on the
local Hamiltonians H iloc and assumption (5.4) on the quantity S (note ∂Q = ∅) and
finally Lemma 5.5(a), we estimate
H(ω)−H(ϕ) =
∑
∈T
(
H ı()loc ()−H ı()loc (ı())
)
+
∑
i∈I
|T i|H iloc(i)
−
∑
i∈I
|U i|H iloc(i) + σS(ω)− σS(ϕ)−m|P|+m|Q|
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≥
∑
∈T
(
c1‖ dist(∇v,SO(d))‖2L2() + cR2
(
λ()− λ(ı())))
+
∑
i∈I
(|T i| − |U i|)H iloc(i) + σc3|∂P| −m(|P| − |Q|)
≥ c1‖ dist(V,SO(d))‖2L2(∪T ) + cR2
∑
∈T
(
λ()− λ(ı()))
+
∑
i∈I
(|T i| − |U i|)H iloc(i) + σc3(|P| −∑
i∈I
γi|T i|
)
−m(|P| −∑
i∈I
γi|T i|
)
+m
(|Q| −∑
i∈I
γi|T i|
)
. (5.23)
Now we bound the term cR2
∑
∈T
(
λ()−λ(ı())) from below using the fact λ() ≥
λ(ı()) for all  ∈ T . If cR2 ≥ 0, we are done with bounding by 0, but cR2 < 0 is also
possible. The just mentioned fact implies
λ(∪T ) +
∑
i∈I
|T i|λ(i) ≤ 2λ(∪T ) ≤ 2λ(ΛN ) = 2
∑
i∈I
|U i|λ(i) .
Subtracting 2
∑
i∈I |T i|λ(i) from this inequality yields∑
∈T
(
λ()− λ(ı())) ≤ 2∑
i∈I
(|U i| − |T i|)λ(i) .
Altogether, it follows that
cR2
∑
∈T
(
λ()− λ(ı())) ≥ (cR2−|cR2|)∑
i∈I
(|U i| − |T i|)λ(i) (5.24)
since cR2 − |cR2| = −2|cR2| if cR2 < 0 and cR2 − |cR2| = 0 if cR2 ≥ 0.
Moreover, Lemma 5.5(a) for ϕ yields |Q| = ∑i∈I γi|U i| since ∂Q = ∅. Therefore
m
(|Q| −∑
i∈I
γi|T i|
)
= m
∑
i∈I
γi
(|U i| − |T i|) . (5.25)
Plugging (5.24) and (5.25) into (5.23) yields
H(ω)−H(ϕ) ≥ c1‖ dist(V,SO(d))‖2L2(∪T ) + (σc3 −m)
(|P| −∑
i∈I
γi|T i|
)
+
∑
i∈I
(|U i| − |T i|)(mγi + (cR2−|cR2|)λ(i)−H iloc(i)) (5.26)
Since mγi + (c
R
2−|cR2|)λ(i) −H iloc(i) ≥ 0 for m ≥ m0 by the choice of m0 in
(5.22), we can first use Lemma 5.4 and then Lemma 5.5(b) and receive∑
i∈I
(|U i| − |T i|)(mγi + (cR2−|cR2|)λ(i)−H iloc(i)) ≥
≥ −c9|∂T |
∑
i∈I
(
mγi + (c
R
2−|cR2|)λ(i)−H iloc(i)
)
= −c9|∂T |(mc35 + cR36)
≥ −c9c10
(|P| −∑
i∈I
γi|T i|
)
(mc35 + c
R
36)
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for constants c35 > 0 and c
R
36 ∈ R with mc35 + cR36 > 0 for m ≥ m0. Inserting this
into (5.26) yields the claim, namely
H(ω)−H(ϕ) ≥ c1‖ dist(V,SO(d))‖2L2(∪T ) +
(
σc3 − c18m− cR19
)(|P| −∑
i∈I
γi|T i|
)
with constants c18 := 1 + c9c10c35 > 0 and c
R
19 := c9c10c
R
36 ∈ R.
Lemma 5.9. For all p ∈ [2d/(2+d), 2], there exist constants c20 > 0 and c21(p) > 0
such that for all N ∈ N and ω ∈ Ω there exists a random rotation R = R(ω) ∈ SO(d)
with
c1 ‖dist(V,SO(d))‖2L2(∪T ) ≥ c20 ‖V −R‖2L2(ΛN ) − c21(p)N
2+d− 2d
p λ
(
∂0ρ∪T ) 2p .
Proof. By Corollary 4.2 and Lemma 4.4, there exists a random rotation R = R(ω) ∈
SO(d) such that
‖V −R‖L2(ΛN ) ≤ C1‖dist(V,SO(d))‖L2(ΛN ) +N
d
2
− d
p
+1
C2(p)‖dV ‖Lp(ΛN ) (5.27)
with scale-invariant constants C1 = C1(Λ1) and C2(p) = C2(Λ1, p).
Since V = R˜ ∈ SO(d) on ΛN \ (∪T ∪ ∂0ρ∪T ) and Lemma 5.3, it follows that
‖ dist(V,SO(d))‖2L2(ΛN ) = ‖dist(V,SO(d))‖2L2(∪T ) + ‖ dist(V,SO(d))‖2L2(∂0ρ∪T )
≤ ‖ dist(V,SO(d))‖2L2(∪T ) + c8 λ(∂0ρ∪T ) (5.28)
and, also using dV = 0 on ∪T ,
‖dV ‖2Lp(ΛN ) = ‖dV ‖2Lp(∂0ρ∪T ) =
(∫
∂0ρ∪T
|dV |p dλ
) 2
p ≤ c28λ
(
∂0ρ∪T ) 2p . (5.29)
Using 2p − 1 ≥ 0 (since p ≤ 2) at ∗ yields for all y ≥ 0:
y = 0 ∨ y > ρd ⇔ y = 0 ∨ ρ−dy > 1 ∗⇔ y = 0 ∨ ρd− 2dp y 2p−1 > 1 ⇔ ρd− 2dp y 2p ≥ y .
With y = λ(∂0ρ∪T ) (note y ≥ ρd if y 6= 0) it follows that
λ(∂0ρ∪T ) ≤ ρd− 2dp λ(∂0ρ∪T ) 2p . (5.30)
Inserting the combination of (5.28) and (5.30) as well as (5.29) into the squared
version of (5.27) yields
‖V −R‖2L2(ΛN ) ≤ 2C21‖dist(V,SO(d))‖2L2(∪T ) + 2N
d− 2d
p
+2
c37(p)λ
(
∂0ρ∪T ) 2p
for some constant c37(p) > 0. Thus the lemma follows by a little rearrangement and
renaming of constants.
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Lemma 5.10. For all m ≥ m0, σ > 0, N ∈ N and ω ∈ Ω there exists a random
rotation R = R(ω) ∈ SO(d) such that
Hσ,m,N (ω)−Hσ,m,N (ϕ) ≥ c20 ‖V −R‖2L2(ΛN ) + c3
(
σ − σ0(N,m)
)(|P| −∑
i∈I
γi|T i|
)
with σ0(N,m) = c4N
2 + c5m+ c
R
6 for some constants c4, c5 > 0 and c
R
6 ∈ R.
Proof. Lemma 5.8 and Lemma 5.9 together state that
H(ω)−H(ϕ) ≥ c20‖V −R‖2L2(ΛN ) +
(
σc3 − c18m− cR19
)(|P| −∑
i∈I
γi|T i|
)
− c21(p)N2+d−
2d
p λ
(
∂0ρ∪T ) 2p
for all p ∈ [2d/(2 + d), 2]. Therefore we have to estimate λ(∂0ρ∪T ) 2p from above.
We start the estimate with Lemma 5.5(c) to get a bound in terms of |∂T |. Then
we use two different bounds: On the one hand we use Lemma 5.5(b), i.e. |∂T | ≤
c10(|P|−
∑
i∈I γi|T i|), and on the other hand we use the bound |∂T | ≤ |T | ≤ c14Nd,
provided by Lemma 5.6(e). This yields
λ
(
∂0ρ∪T ) 2p ≤ (c11|∂T |)1+( 2p−1) ≤ c11 2p c10(|P| −∑
i∈I
γi|T i|
)(
c14N
d
) 2
p
−1
Since N
2+d− 2d
p N
2d
p
−d
= N2 for all p, the choice of p does not matter. We choose
p = 2 (i.e. 2p = 1). Setting c4 := c21(2)c11c10/c3, we conclude
H(ω)−H(ϕ) ≥ c20‖V −R‖2L2(ΛN ) +
(
σc3 − c18m− cR19 − c4c3N2
)(|P| −∑
i∈I
γi|T i|
)
,
which implies the lemma with c5 := c18/c3 > 0 and c
R
6 := c
R
19/c3 ∈ R.
Let us remark that a choice p > 2 would give a worse result. Though Lemma 5.9
would also work with an additional λ(∂0ρ∪T )1-term, the factor N2+d− 2dp would be
worse than N2 and could not be compensated by |∂T | 2p−1 since |∂T | may be small.
Proof of Lemma 5.7. This lemma is an immediate corollary to Lemma 5.10 since
σ − σ0(N,m) ≥ 0 and |P| −
∑
i∈I γi|T i| ≥ 0 by Lemma 5.5(a).
5.3.4 A Lower Bound for the Partition Sum
In this section we prove the following lower bound of the partition sum, which is an
analogue to [HMR-13, Lemma 3.1].
Lemma 5.11. For all γ > 0 and m ∈ R there exist a constant c22(γ,m) > 0 and
an N0(γ,m) ∈ N such that for all N ≥ N0(γ,m), β > 0 and σ > 0 one has
Zβ,σ,m,N ≥ e−Nd[βγ+c22(γ,m)]e−βHσ,m,N (ϕ) .
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Figure 5.6: The configuration ϕr for the triangular lattice
Proof. The proof uses the idea of the proof of [HMR-13, Lemma 3.1], namely to
restrict the integral to a set of blurred configurations. But we have to blur a con-
figuration slightly differently to the standard configuration since we have to ensure
that the Lebesgue measure of the blurred tiles is not smaller than the Lebesgue
measure of the corresponding standard tile.
We start the proof with some preliminaries. Let us recall thatM is B0-periodic
for some box B0, which is the image of the cube [0, 1]
d under some linear map L. For
r ∈ (0, ε4) and N ∈ N such that b N1+rc ≥ d4εe =: n0 we define a configuration ϕr with
vertices Qr and tiles Ur as follows (we suppress the N -dependency in the notation).
It looks almost like the given tessellationM, but is a bit enlarged. The domain ΛN
is partitioned into boxes Bk, k ∈ {1, . . . , b N1+rc}d which are slight enlargements of
B0 = L
[
[0, 1]d
]
. In each box-direction Lej (with unit vector ej), there are b N1+rc−n0
boxes scaled by the factor (1+r), followed by n0 boxes scaled by O/n0, with “off-cut”
O := N−(1+r)(b N1+rc−n0). Thus box Bk, with k ∈ {1, . . . , b N1+rc}d, has length lkj in
box direction Lej , j ∈ {1, . . . , d}, where lkj = |Lej |(1+ r) if 1 ≤ kj ≤ b N1+rc−n0 and
lkj = |Lej |O/n0 else. Now ϕr is defined such that QrBk= V(lk · M) and similarly
for Ur. At the separation hyperplanes between the scales, the points are moved a
little bit, such that all tiles, which intersects such a separation hyperplane are scaled
like the box which is to the “left” in the corresponding coordinate direction.
Figure 5.6 illustrates the configuration ϕr in the case whereM is the triangular
lattice. In that case, B0 is a rhombus consisting of two triangles. The white boxes
are the boxes scaled by 1+r and build the “bulk”. In contrast, the grey shaded boxes
are in the “off-cut” and scaled by larger factors which may also differ in different
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directions. We have to use this “off-cut-boxes” to ensure that T (ϕr) completely
fills the domain ΛN , whose size is a natural number times the size of B0 (in each
direction).
Moreover, we blur the configuration ϕr a little bit and define the set
Ar :=
{
ω ∈ Ω˜ | ∃ bijective f : P(ω)→ Qr : ∀x ∈ P(ω) : |x− f(x)| < r2
}
of all configurations whose points are r/2-close to Qr. Then we claim that all
configurations in Ar are admitted configurations without any defect, i.e. Ar ⊂ Ω
and ∂P = ∅ on Ar. Since
O = N − (1 + r)(b N1+rc − n0)
{≤ N − (1 + r)( N1+r − 1− n0) = (1 + r)(1 + n0)
≥ N − (1 + r)( N1+r − n0) = (1 + r)n0
we conclude 1 + r ≤ On0 and
1 ≤ 1 + r − 2 · r2 ≤ On0 + 2 · r2 ≤ (1 + r)(1 + 1n0 ) + r = 1 + 2r + 1n0 + rn0 ≤ 1 + ε
as n0 ≥ 4ε and r ≤ ε4 . By the definition of the set Ar, the distance between two
points in P(ω) for any ω ∈ Ar is in [1 + r− 2 · r2 , On0 + 2 · r2 ] times the distance of the
corresponding points in Q. Thus the estimate above shows that all tiles are, up to
translation, in Nε(i) for some i ∈ I and the claim follows.
Furthermore, there exists a constant c38 > 0 such that∣∣H iloc()−H iloc(i)∣∣ ≤ c38 (5.31)
for all i ∈ I and  ∈ Nε(i) since the image of the compact set Nε(i) is compact
as H iloc is continuous.
Now we begin with the actual proof. Let γ > 0 and m ∈ R. We choose r ∈
(0, ε4) ∩ (0, 12) so small that
r(mdc39 + c40) ≤ γ3 (5.32)
for some constants c39, c40 > 0 defined below and that for all i ∈ I and  ∈ N2r(i)∣∣H iloc()−H iloc(i)∣∣ ≤ γ3c14 , (5.33)
which is possible since H iloc, i ∈ I, are continuous. Furthermore, we choose N0 ∈
N \ {1} large enough such that b N01+rc ≥ d4εe = n0 and such that
1
N0
(
c38c41 +mdc39 + c40
) ≤ γ3 (5.34)
for some constant c41 > 0 defined below. Let N ≥ N0. Now we estimate µ(Ar),
where Ar is the set of blurred configurations defined above. Since the number of
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points is Poisson distributed and independent from the location of the points, which
are iid and uniformly distributed, it follows that
µ(Ar) = µ(|P| = |Qr|) ·
λ(U r
2
(0))
λ(ΛN )
|Qr| ·
λ(U r
2
(0))
λ(ΛN )
(|Qr| − 1) · . . . ·
λ(U r
2
(0))
λ(ΛN )
1
= e−λ(ΛN )
λ(ΛN )
|Qr|
|Qr|! ·
(λ(U r
2
(0))
λ(ΛN )
)|Qr| · |Qr|! = e−c17Nd+|Qr| log λ(U r2 (0))
≥ e−Nd·c42(r) (5.35)
for some constant c42(r) > 0 only depending on r since λ(ΛN ) = c17N
d and
|Qr| ≤ c13Nd by Lemma 5.6, Assertions (g) and (d). Note that c42(r) → ∞ since
λ(U r
2
(0))→ 0 as r → 0.
In the following, we estimate the difference of the Hamiltonians of any configu-
ration in Ar and the standard configuration. Thereto we call Tbulk the set of tiles
which are in a box which is scaled by (1 + r) in all directions. The set of all other
tiles is called Toff. Since n0 is fixed, there is a uniform constant c41 > 0 such that
|Toff| ≤ c41Nd−1. It follows that, for all ω ∈ Ar,
Hσ,m,N (ω)−Hσ,m,N (ϕ) =
=
∑
∈Tbulk
(
H ı()loc ()−H ı()loc (ı())
)
+
∑
∈Toff
(
H ı()loc ()−H ı()loc (ı())
)
+
∑
i∈I
|U ir|H iloc(i)−
∑
i∈I
|U i|H iloc(i) + σ0− σ0−m|Qr|+m|Q|
≤ γ3c14 |Ur|+ c38c41Nd−1 −
∑
i∈I
(|U i|−|U ir|)H iloc(i) +m(|Q|−|Qr|) (5.36)
using also the estimates (5.33), |Tbulk| ≤ |Ur| and (5.31). Let c39 := |V(MB0)| and
ci43 := |U i ∩MB0| be the number of vertices and tiles of type i, respectively, in B0
(of the standard configuration ϕ). Then:
|Q| = c39Nd , |Qr| = c39
⌊
N
1+r
⌋d
, |U i| = ci43Nd and |Qir| = ci43
⌊
N
1+r
⌋d
.
Therefore we estimate using 11+r ≥ (1−r) and (1−x)d ≥ 1−dx for x = r+ 1N ∈ (0, 1),
which can be derived with Taylor expansions,
|Q| − |Qr| = c39
(
Nd − b N1+rcd
) ≤ c39Nd(1− ( 11+r − 1N )d)
≤ c39Nd
(
1− (1− r − 1N )d) ≤ c39Nd(1− (1− d(r + 1N )))
= dc39
(
r + 1N
)
Nd . (5.37)
Analogously, we receive
|U i| − |U ir| ≤ dci43
(
r + 1N
)
Nd ,
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which implies
−
∑
i∈I
(|U i| − |U ir|)H iloc(i) ≤ ∑
i∈I
(|U i| − |U ir|)∣∣H iloc(i)∣∣
≤
∑
i∈I
dci43
(
r + 1N
)
Nd
∣∣H iloc(i)∣∣ = c40(r + 1N )Nd (5.38)
with c40 :=
∑
i∈I dc
i
43|H iloc(i)| > 0. Using |Ur| ≤ c14Nd, (5.38) and (5.37) for
the first inequality and (5.34) and (5.32) for the second inequality, we continue the
estimate (5.36) as follows:
H(ω)−H(ϕ) ≤ γ3c14 c14Nd + c38c41Nd−1 + c40
(
r + 1N
)
Nd +mdc39
(
r + 1N
)
Nd
= Nd
(γ
3 +
1
N
(
c38c41 +mdc39 + c40
)
+ r(mdc39 + c40)
)
≤ Nd(γ3 + γ3 + γ3) = γNd . (5.39)
Finally, we estimate the partition sum using first (5.39) and then (5.35) to conclude
the proof:
Zβ,σ,m,N =
∫
Ω
e−βH(ω) µ(dω) ≥ e−βH(ϕ)
∫
Ar
e−β(H(ω)−H(ϕ)) µ(dω)
≥ e−βH(ϕ)e−βγNdµ(Ar)
≥ e−βH(ϕ)e−βγNde−Nd·c42(r) = e−Nd[βγ+c22(γ,m)]e−βH(ϕ)
with c22(γ,m) := c42(r(γ,m)) > 0. Note that c22(γ,m) → ∞ as γ → 0 or m →
∞.
5.3.5 An Upper Bound for the Internal Energy
In this section, we obtain an estimate of Eβ,σ,m,N [
1
|T |(Hσ,m,N (·)−Hσ,m,N (ϕ)].
Thereto we will need some labelled spanning trees of T . We define an index
set Σ as the union of all edges of i, i ∈ I, regarded as vectors in Rd (each edge
induces two vectors with opposite orientation). Let TΣn be the set of trees with n
vertices labelled by elements of Σ. We denote the label of a vertex k by ξk. We can
consider a tree T ∈ TΣn as a rooted tree with root 1. Then, for each l ∈ {2, . . . , n},
there exists a unique kT (l) ∈ {1, . . . , l−1} such that kT (l) ∼ l in T . For ω ∈ Ω, we
define the function η : {1, . . . , |P \ Pext|} → {k ∈ N | Xk ∈ P \ Pext} as the unique
increasing bijection between these sets.
For a labelled tree T ∈ TΣn and ω ∈ Ω with n = |P \ Pext|, we define the graph
G(T, T ) as follows: The vertex set is {Xη(k), k = 1, . . . , n}; two such vertices Xη(k)
and Xη(l), 1 ≤ k < l ≤ n, form an edge, if k = kT (l) (i.e. k ∼ l in T ) and if there
is a tile  ∈ T such that Xη(k), Xη(l) ∈  and ξl = v(Xη(l)) − v(Xη(k)), where
v : → ı() is the affine linear map defined in (5.2). Thus G(T, T ) can be viewed
as a graph isomorphic to a sub-graph of T using vertices of P \ Pext such that the
label of a vertex coincide with the role of an adjacent edge in T .
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A labelled tree T ∈ TΣ|P\Pext| is called a labelled spanning tree of T if G(T, T ) is
a spanning tree of ∪T , viewed as a graph with vertices P \ Pext and edges formed
by the edges of the tiles. In that case we write T ./ T . Since ∪T is connected, there
exists a labelled spanning tree T ∈ TΣP\Pext : just take any spanning tree and label
the vertices accordingly level by level, beginning with the vertices adjacent to the
root (whose label is irrelevant).
Lemma 5.12. There is a constant c23 > 0 such that for all N ∈ N, R ∈ SO(d),
ω ∈ Ω and T ∈ TΣ|P\Pext| with T ./ T the following estimate holds:
‖V −R‖2L2(ΛN ) ≥ c23
|P\Pext|∑
l=2
∣∣(Xη(l) −Xη(kT (l)))−Rtξl∣∣2
Proof. Let  ∈ T . Let Sim() := {v−1 [ı(),j ] | j = 1, . . . , Jı()} be the set of
simplices on which v is affine linear. For a simplex4 ∈ Sim(), let 4η : {0, . . . , d} →
{k ∈ N | Xk is a vertex of 4} be the unique increasing bijection between these sets.
In the following estimate for a single simplex we simple write xk for X4η (k)
,
k = 0, . . . , d. We have
v(x) = V4x+ z4 , x ∈ 4 ,
for some V4 ∈ Rd×d and z4 ∈ Rd since v is affine linear on 4. Using this and
|Ry| = |y| because of R ∈ SO(d), it follows that∑
0≤k<l≤d
∣∣(xl − xk)−Rt(v(xl)−v(xk))∣∣2 = ∑
0≤k<l≤d
∣∣R(xl − xk)− (v(xl)−v(xk))∣∣2
=
∑
0≤k<l≤d
∣∣R(xl − xk)− ((V4xl + z4)− (V4xk + z4))∣∣2
≤
∑
0≤k<l≤d
|R− V4|2|xl − xk|2 ≤ c44|R− V4|2 (5.40)
for some uniform constant c44 > 0 since the size of a tile is uniformly bounded.
Therefore we can estimate using the fact that the size of a simplex is uniformly
bounded
‖V −R‖2L2(ΛN ) ≥
∑
∈T
‖V −R‖2L2() =
∑
∈T
∑
4∈Sim()
λ(4)|V4 −R|2
(5.40)
≥
∑
∈T
∑
4∈Sim()
λ(4)
c44
∑
0≤k<l≤d
∣∣(X4
η (l)
−X4
η (k)
)−Rt(v(X4
η (l)
)−v(X4
η (k)
))
∣∣2
≥ c23
n∑
l=2
∣∣(Xη(l) −Xη(kT (l)))−Rtξl∣∣2
for some c23 > 0. We obtained the last inequality by restricting the sum, which
is taken over all edges of all simplices, to edges in G(T, T ); note that ξη−1(4η (l)) =
v(X4
η (l)
)− v(X4
η (k)
) if {X4
η (k)
, X4
η (l)
} is an edge of G(T, T ) since T ./ T .
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The following lemma is an analogue to [HMR-13, Lemma 3.3].
Lemma 5.13. There exist constants c24 > 0 and β0 > 0 such that for all m ≥ m0
and all δ > 0 there exist N0(δ,m) ∈ N and cR25(δ,m) ∈ R such that for all N ≥ N0,
σ ≥ σ0(N,m) and β ≥ β0 the following estimate holds:
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)] ≤ δ+ 1β exp(−Nd[β c08 δ+c24 log β−cR25(δ,m)])
Proof. We use some ideas of the proof of [HMR-13, Lemma 3.3]. Let δ > 0 and
m ≥ m0. We set N0(δ,m) = N0(γ,m) as in Lemma 5.11 with γ = c08 δ. Let
N ≥ N0(δ,m) and σ ≥ σ0(N,m). We set
Ω>δ :=
{
ω ∈ Ω : Hσ,m,N (ω)−Hσ,m,N (ϕ) > δ|T |
}
and
Ω≤δ :=
{
ω ∈ Ω : Hσ,m,N (ω)−Hσ,m,N (ϕ) ≤ δ|T |
}
.
First we estimate
Eβ,σ,m,N
[
1
|T |
(
H(·)−H(ϕ))1Ω≤δ] ≤ Eβ,σ,m,N[ 1|T |δ|T |1Ω≤δ] ≤ δ . (5.41)
The estimate on Ω>δ is much more involved. Using the inequality xe−x ≤ e−x/2
for x = β(H(ω) − H(ϕ)) and |T | ≥ 1, we estimate similarly as in the proof of
Markov’s Inequality :
Eβ,σ,m,N
[
1
|T |
(
H(·)−H(ϕ))1Ω>δ] =
=
e−βH(ϕ)
Zβ,σ,m,N
∫
Ω>δ
1
|T |
(
H(ω)−H(ϕ))e−β(H(ω)−H(ϕ)) µ(dω)
≤ e
−βH(ϕ)
βZβ,σ,m,N
∫
Ω>δ
e−
β
2
(H(ω)−H(ϕ))e
β
4
(H(ω)−H(ϕ)−δ|T |) µ(dω)
≤ e
−βH(ϕ)
βZβ,σ,m,N
∫
Ω
e−
β
4
(H(ω)−H(ϕ)+δ|T |) µ(dω)
≤ e
−βH(ϕ)
βZβ,σ,m,N
e−
β
4
δc0Nd
∫
Ω
e
−β
4
c20‖V−R‖2
L2(ΛN ) dµ , (5.42)
where we used Lemma 5.7 and |T | ≥ c0Nd in the last step. Now we partition Ω into
Ωn := {ω ∈ Ω : |P \ Pext| = n}, n ∈ N. Using Lemma 5.12, we estimate the integral
in the last line restricted to Ωn∫
Ωn
e
−β
4
c20‖V−R‖2
L2(ΛN ) dµ ≤
≤
∑
T∈TΣn
∫
Ωn
1T./T e
−β
4
c20c23
n∑
l=2
|(Xη(l)−Xη(kT (l)))−Rtξl|2
dµ
≤
∑
T∈TΣn
∫
ΛnN
e
−β
4
c20c23
n∑
l=2
|(xl−xkT (l))−Rtξl|2 dx1
λ(ΛN )
· · · dxn
λ(ΛN )
(5.43)
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where we used 1T./T ≤ 1 and the fact that Xη(k), 1 ≤ k ≤ n, are independent
and uniformly distributed on ΛN . For each tree T , we define the matrix MT =
(Mkl)kl ∈ Rn×n as follows: Mkk = 1, Mkl = −1 if k = kT (l) and Mkl = 0 else. Then
detMT = 1 since all diagonal entries are 1 and MT is a lower triangular matrix as
kT (l) < l. Using the transformation
y = MTx−Rtξ
with x = (x1, . . . , xn)
t, y = (y1, . . . , yn)
t and ξ = (0, ξ2, . . . , ξn)
t, we continue
(5.43) =
∑
T∈TΣn
1
λ(ΛN )n
∫
y[ΛnN ]
exp
[
− β4 c20c23
n∑
l=2
|yl|2
]
dy1 . . . dyn
≤
∑
T∈TΣn
λ(y1[ΛN ])
λ(ΛN )n
(∫
Rd
e−
β
4
c20c23|y2|2 dy2
)n−1
=
∑
T∈TΣn
1
λ(ΛN )n−1
(
βc45
)− d
2
(n−1)
= nn−2|Σ|n(λ(ΛN )(βc45) d2 )−(n−1) (5.44)
with c45 := c20c23/(8pi). In the last line we used first y1[ΛN ] = ΛN and second
|TΣn | = nn−2|Σ|n by Cayley’s formula.
Lemma 5.6, Assertions (e) and (d), state that λ(ΛN ) = c17N
d and Ωn = {|P \
Pext| = n} = ∅ if n /∈ A := [c12Nd, c13Nd]∩N, respectively. Therefore (5.44) implies,
with c46 = c45
d
2 c17/(c13Σ),∫
Ω
e
−β
4
c20‖V−R‖2
L2(ΛN ) dµ ≤
∑
n∈A
nn−2|Σ|n(λ(ΛN )(βc45) d2 )−(n−1)
≤
∑
n∈A
|Σ|−1
( c13Nd|Σ|
c17Nd(βc45)
d
2
)n−1
=
∑
n∈A
|Σ|−1(c46β d2 )−(n−1)
≤ (c13 − c12)Nd|Σ|−1
(
c46β
d
2
)−(c12Nd−1)
≤ e−Nd[c24 log β−cR47] (5.45)
for β ≥ β0 := c46− 2d > 0 and some constants c24 > 0 and cR47 ∈ R.
Using Lemma 5.11 and (5.45), we estimate (5.42) further:
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)
1Ω>δ
] ≤
≤ 1β e+N
d[βγ+c22(γ,m)]e−
β
4
δc0Nde−N
d[c24 log β−cR47]
= 1β exp
(−Nd[β c04 δ − βγ + c24 log β − cR47 − c22(γ,m)])
= 1β exp
(−Nd[β c08 δ + c24 log β − cR25(δ,m)]) (5.46)
with γ = c08 δ and c
R
25(δ,m) = c
R
47 + c22(
c0
8 δ,m) ∈ R. The combination of (5.41) and
(5.46) yields the conclusion of the lemma.
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Corollary 5.14. The following statements hold for all m ≥ m0:
lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)]
= 0 (5.47)
lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T | infR∈SO(d)
∑
∈T
‖V −R‖2L2()
]
= 0 (5.48)
lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
λ(ΛN )
inf
R∈SO(d)
‖V −R‖2L2(ΛN )
]
= 0 (5.49)
Proof. Let δ > 0. We define
f(β, δ,m) := β c08 δ + c24 log β − cR25(δ,m) .
Then limβ→∞ f(β, δ,m) = ∞ for fixed δ and m. Lemma 5.13 states that for all
β ≥ β0 and N ≥ N0(δ,m)
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)] ≤ δ+ 1β e−Ndf(β,δ,m) ≤ δ+ 1β e−f(β,δ,m)
if f(β, δ,m) > 0 (which is fulfilled for large enough β). Therefore
sup
N≥N0(δ,m)
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)] ≤ δ + 1β e−f(β,δ,m) ,
which implies
lim sup
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)]
≤ lim
β→∞
(
δ + 1β e
−f(β,δ,m)) = δ
and therefore claim (5.47) with “≤ 0” instead of “= 0” and with “lim sup” instead
of “lim” since δ > 0 was arbitrary.
Lemma 5.7 states that there exists R(ω) such that
inf
R∈SO(d)
‖V (ω)−R‖2L2(ΛN ) ≤ ‖V (ω)−R(ω)‖2L2(ΛN ) ≤ 1c20
(
Hσ,m,N (ω)−Hσ,m,N (ϕ)
)
.
Thus we can estimate using also Lemma 5.6(f)
0 ≤ Eβ,σ,m,N
[
1
|T | infR∈SO(d)
∑
∈T
‖V −R‖2L2()
]
≤ Eβ,σ,m,N
[
1
c15λ(ΛN )
inf
R∈SO(d)
‖V −R‖2L2(ΛN )
]
≤ Eβ,σ,m,N
[
1
c15c16|T | infR∈SO(d)
‖V −R‖2L2(ΛN )
]
≤ 1c15c16c20 Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)]
.
Therefore, the already proven version of claim (5.47), namely the one with “≤ 0”
and “lim sup”, implies the real claim (5.47) as well as claims (5.48) and (5.49).
Proof of Theorem 5.1. It is exactly statement (5.48) of Corollary 5.14 above.
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5.4 Some Concrete Models
In this section, we want to give two concrete models to which we can apply the
results of the previous sections. Thereto we have to choose all components stated
in the beginning of Section 5.1. First we consider a model on the triangular lattice
which is an analogue to the model considered in [HMR-13]. Then we work with the
d-dimensional cubic lattice. Other models can be constructed similarly.
5.4.1 Two-dimensional Triangular Lattice
As already stated, the following model is an analogue to [HMR-13]. Thus we work
with their set-up and fix
(a) a real-valued potential function φ defined in an open interval containing 1
such that φ is twice continuously differentiable with φ′′ > 0 and φ′(1) = 0,
(b) an α > 0 so small that φ is defined on [1 − α, 1 + α] and that [HMR-13,
Corollary 2.4] holds and
(c) an ` ∈ (1− α/2, 1 + α/2).
This are almost literally the same assumptions as in [HMR-13, page 2]. We only use
the letter φ for the potential since V has a different meaning here.
We identify C and R2 and work on the triangular lattice A2 = Z + τZ with
τ = eipi/3 and edges formed by nearest neighbours. In the following, we choose the
components of our model.
1. Let us define the tessellationM of R2 first. All tiles will have the same type,
i.e. I = {1}. Therefore we omit the superscript i = 1 in the following. Let the
standard tile  be the triangle with vertices s1 := 0, s2 := `1 and s3 := `τ ,
i.e.
 :=
{
λ1`+ λ2`τ | λ1.λ2 ≥ 0, λ1 + λ2 ≤ 1
}
.
Then the tessellation M is given by
M := { = z + ξ | z ∈ `A2, ξ ∈ {1, τ}} .
2. We choose the parameter ε ∈ (0, α4 ) arbitrary.
3. We choose the parameter ρ ∈ (0, `3) arbitrary.
4. We choose the parameter c0 > 0 arbitrary.
5. The local Hamiltonian is induced by the potential φ and defined by
Hloc : Nε() → R
 = hull{x1, x2, x3} 7→ 12
(
φ(|x1 − x2|) + φ(|x2 − x3|) + φ(|x3 − x1|)
)
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where x1, x2, x3 are the corners of . Since |x1 − x2| ≤ |x1 − s1| + |s1 −
s2| + |s2 − x2| ≤ ` + 2ε < 1 + α and similarly |x1 − x2| ≥ 1 − α and for the
other vertex-pairs we conclude that Hloc is well-defined. Moreover, it inherits
continuity from φ. Lemma 5.15 below shows that inequality (5.3) is fulfilled.
6. Finally we define the quantity S measuring the surface of the crystal by
S := |∂P|
such that condition (5.4) is obviously fulfilled (with c3 = 1).
The upcoming lemma shows that the local Hamiltonian indeed fulfils inequality
(5.3).
Lemma 5.15. There are constants c1 > 0 and c
R
2 ∈ R (depending on φ) such that
inequality (5.3) holds for all  ∈ Nε(), i.e.
Hloc()−Hloc() ≥ c1‖ dist(∇v, SO(2))‖2L2() + cR2
(
λ()− λ()) ,
where v is the affine linear map mapping  to .
Proof. This is a more or less direct consequence of Corollary 2.4 in [HMR-13]. Let
x1, x2 and x3 be the corners of  ∈ Nε(i). By the definition of Hloc, we have
Hloc()−Hloc() = 12
(
φ(|x1 − x2|) + φ(|x2 − x3|) + φ(|x3 − x1|)− 3φ(`)
)
. (5.50)
Moreover, [HMR-13, Corollary 2.4] states (in our notation)
φ(|x1 − x2|) + φ(|x2 − x3|) + φ(|x3 − x1|)− 3φ(`)− p(`)
(
λ()− λ())
φ dist(`−1∇ω,SO(2))2 (5.51)
where p(`) = 2
√
3φ′(`)/` and ω is the affine linear map mapping 0 7→ x1, 1 7→ x2
and τ 7→ x3. Since v is the affine linear map mapping x1 7→ 0, x2 7→ ` and x3 7→ `τ ,
we conclude
v ◦ ω = ` Id and therefore `−1∇ω = (∇v)−1 . (5.52)
Now we use the following fact: For all A ∈ R2×2 which are close to SO(2) one has
dist(A−1, SO(2))2  dist(A,SO(2))2 .
Applying this fact to A = ∇v, which is close to SO(2) as |xj − sj | ≤ ε (j = 1, 2, 3),
yields
dist(`−1∇ω,SO(2))2  dist(∇v, SO(2))2 . (5.53)
since (∇v)−1 = `−1∇ω by (5.52). Combining equations (5.50), (5.51), (5.53) and
λ()  1 yields the lemma.
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We recall the definition of the Hamiltonian and the probability measure in the
end of Section 5.1. Thereto let β > 0, σ > 0, m ≥ m0 and N ∈ N. We define the
Hamiltonian
Hσ,m,N :=
∑
∈T
Hloc() + σS −m|P|
and the probability measure Pβ,σ,m,N via
dPβ,σ,m,N
dµ
:=
1
Zβ,σ,m,N
e−βHσ,m,N with Zβ,σ,m,N :=
∫
Ω
e−βHσ,m,N dµ .
One may be bothered by the fact that edges inside the crystal T appear twice in the
Hamiltonian whereas boundary edges appear only once. But this disturbance can
be fixed using the following alternative tilde-versions. Let us define the Hamiltonian
H˜σ,m,N :=
∑
x,y∈P
x∼y in T
φ
(|x− y|)+ σ|∂P| −m|P| .
where x ∼ y in T iff there exists  ∈ T with x, y ∈  and x 6= y. Then the
probability measure P˜β,σ,m,N is defined via
dP˜β,σ,m,N
dµ
:=
1
Z˜β,σ,m,N
e−βH˜σ,m,N with Z˜β,σ,m,N :=
∫
Ω
e−βH˜σ,m,N dµ .
We denote the expectation with respect to Pβ,σ,m,N with Eβ,σ,m,N and the expecta-
tion with respect to P˜β,σ,m,N with E˜β,σ,m,N .
Then we have the following corollary to Theorem 5.1.
Corollary 5.16. There exist m0 ∈ R and σ0(N,m)  N2 + m such that the rota-
tional symmetry of the crystal is broken in the following sense:
∀m ≥ m0 : lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
inf
R∈SO(2)
1
|T |
∑
∈T
‖V −R‖2L2()
]
= 0
as well as
∀m ≥ m0 : lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
E˜β,σ,m,N
[
inf
R∈SO(2)
1
|T |
∑
∈T
‖V −R‖2L2()
]
= 0
holds.
Proof. For Eβ,σ,m,N , this is exactly the statement of Theorem 5.1. For E˜β,σ,m,N , we
observe that∣∣Hσ,m,N − H˜σ,m,N ∣∣ ≤ ∣∣∣ ∑
x,y∈∂P
x∼y in T
1
2φ
(|x− y|)∣∣∣ ≤ c48|∂P| = c48S
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with c48 := 6 supt∈[1−α,1+α] |φ(t)|. Therefore
H˜σ,m,N ≥ Hσ,m,N − c48S =
∑
∈T
Hloc() + (σ − c48)S −m|P| = Hσ−c48,m,N
and analogously
H˜σ,m,N ≤ Hσ+c48,m,N .
Thus Z˜β,σ,m,N ≥ Zβ,σ+c48,m,N and
E˜β,σ,m,N
[
inf
R∈SO(2)
1
|T |
∑
∈T
‖V −R‖2L2()
]
≤
∫
Ω
e−βHσ−c48,m,N
Zβ,σ+c48,m,N
inf
R∈SO(2)
1
|T |
∑
∈T
‖V −R‖2L2() dµ
Moreover, we observe that the lower bound of the partition sum in Lemma 5.11
does not depend on σ since Hσ,m,N (ϕ) is independent of σ. Thus we can apply the
proof of Theorem 5.1 for Pβ,σ−c48,m,N if σ − c48 ≥ σ0(N,m) to conclude that the
appropriate limit of the right hand side is 0. Therefore the corollary for E˜σ,m,N
follows if we enlarge σ0(N,m) by c48.
5.4.2 Cubic Lattice in d Dimensions
Finally we give an example on the cubic lattice in dimension d ≥ 2. First we note
that a cube is not stabilized by fixing all its edge lengths: it can be arbitrarily flat.
Thus there is no chance to be close to SO(d) if only the edge lengths are specified.
Therefore we specify the lengths of the diagonals, too. Though not required, we
use all diagonals in order to simplify the presentation. The following model is quite
similar to the model on the triangular lattice; thus we do not present all technical
details.
We define D := {A ⊂ {1, . . . , 2d} : |A| = 2}. This set is used to index a pair or
“double” of vertices of a cube, or the corresponding edge or diagonal. We shortly
write kj ∈ D for {k, j} ∈ D. Similarly as for the model on the triangular lattice, we
fix
(a) a tuple of real-valued potential functions φkj , kj ∈ D, defined in an open
interval containing 1 such that each φkj is twice continuously differentiable
with φ′′kj > 0 and φ
′
kj(1) = 0,
(b) an α > 0 so small that each φkj is defined on [1 − α, 1 + α] and that
Lemma 5.17 below holds and
(c) an ` ∈ (1− α/2, 1 + α/2).
Using this input, we define the model according to the set-up in Section 5.1. First we
choose the parameters ε ∈ (0, α4 ), ρ ∈ (0, `3) and c0 > 0 arbitrary. The tessellation
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M will be induced by the lattice `Zd. Again there is only one tile type such we can
omit the superscript i. The standard tile  is the cube  = {(z1, . . . , zd) ∈ Rd |
0 ≤ z1, . . . , zd ≤ `}; its corners are denoted by s1, . . . , s2d . Then M := {z + | z ∈
`Zd}. If a perturbed cube  ∈ Nε() has corners x1, . . . , x2d , we define its local
Hamiltonian using the given potential functions as follows:
Hloc() :=
∑
kj∈D
φkj
( |xk − xj |
`−1|sk − sj |
)
.
Thus we allow different potentials for different edges or diagonals. Similarly to
the example on the triangular lattice we conclude that Hloc is well-defined and
continuous; Lemma 5.17 below shows that inequality (5.3) is fulfilled. Again we
define the quantity S measuring the surface of the crystal by S := |∂P| such that
condition (5.4) is obviously fulfilled. We still need
Lemma 5.17. For sufficiently small α > 0, there are constants c1 > 0 and c
R
2 ∈ R
such that inequality (5.3) holds for all  ∈ Nε(), i.e.
Hloc()−Hloc() ≥ c1‖dist(∇v, SO(d))‖2L2() + cR2
(
λ()− λ()) ,
where v is the affine linear map mapping  to .
Proof. The proof is quite similar to the proofs of Lemma 2.2, Lemma 2.3 and Corol-
lary 2.4 in [HMR-13]. In fact, it generalises their arguments to higher dimensions.
Therefore, we present not all technical details.
Let a tile  ∈ Nε() with corners x1, . . . , x2d be given. We abbreviate
ξkj :=
|xk − xj |
`−1|sk − sj |
for kj ∈ D. There exists a twice continuously differentiable function
f : R|D|+ → R with λ() = f
(
ξkj : kj ∈ D
)
for  ∈ Nε(). Using a Taylor expansion around (`, . . . , `), we conclude
λ()− λ() =
∑
kj∈D
∂kjf(`, . . . , `) (ξkj − `) +O
(∑
(ξkl − `)2
)
.
Note that b := infkl ∂kjf(`, . . . , `) > 0 since increasing an edge length increases the
volume. It follows that
b
∑
kj∈D
|ξkj − `| ≤
∑
kj∈D
∂kjf(`, . . . , `) |ξkj − `| ≤ |λ()− λ()|+O
(∑
(ξkl − `)2
)
.
Now use sup|φ′kj(l)| ≤ α sup|φ′′kj(l)|, where the suprema are taken over all kj ∈ D
and l ∈ [1− α/2, 1 + α/2], to conclude∑
kj∈D
φ′(`)(ξkj − `) ≥ − sup|φ′kj(l)|
∑
kj∈D
|ξkj − `|
≥ −αb sup|φ′′kj(l)|
(
λ()− λ() +O(∑(ξkl − `)2)) .
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Note that we can ignore the absolute value of |λ()−λ()| since λ() ≥ λ() holds
for all  ∈ Nε(). Applying Taylor’s Theorem to φkj , kj ∈ D, yields with the just
obtained estimate
Hloc()−Hloc() =
∑
kj∈D
(
φkj(ξkj)− φkj(`)
)
=
∑
kj∈D
(
φ′kj(`) (ξkj − `) + 12φ′′kj(`) (ξkj − `)2 + o
(
(ξkj − `)2
))
≥ −αb sup|φ′′kj(l)|
(
λ()− λ())+ inf[12φ′′kj(l)] ∑
kj∈D
(ξkj − `)2
+ o
(∑
(ξkj − `)2
)− αb sup|φ′′kj(l)|O(∑(ξkl − `)2)
≥ cR2
(
λ()− λ())+ c49 ∑
kj∈D
(ξkj − `)2 (5.54)
with cR2 = −α sup|φ′′kj(l)|/b ∈ R and some constant c49 > 0 for small enough α > 0
since inf 12φ
′′
kj(l) > 0, where the infimum is taken over all kj ∈ D and l ∈ [1 −
α/2, 1 + α/2].
It remains to bound
∑
kj(ξkj− `)2 in terms of ‖ dist(∇v, SO(2))‖2L2(). Thereto
we consider any simplex 4 ⊂  such that v is affine linear on 4. Let D˜ = D˜4 ⊂ D
denote the corresponding set of vertex pairs of the simplex. Let kj ∈ D˜. Setting
M := (∇v)−1, which is constant on 4, yields xk − xj = M(sk − sj) as v maps xk
to sk and xj to sj . Using also `
−2|sk − sj |2  1 we conclude
ξkj − `  `−2|sk − sj |2(ξ2kj − `2) = |xk − xj |2 − |sk − sj |2
= |M(sk − sj)|2 − |sk − sj |2 = 〈(sk − sj), (M∗M − Id)(sk − sj)〉
We define a norm ‖Q‖s of a symmetric d× d-matrix Q by
‖Q‖s :=
√∑
kj∈D˜
〈(sk − sj), Q(sk − sj)〉2 .
This is obviously a semi-norm; since (sk− sj), kj ∈ D˜, are the edges of a simplex, it
even is a norm. As in the proof of [HMR-13, Lemma 2.3] we conclude ‖M∗M−Id ‖s 
dist(M, SO(d)). Thus we have shown that∑
kj∈D˜
(ξkj − `)2  ‖M∗M − Id ‖2s  dist(M,SO(d))2  dist(∇v, SO(d))2
since ∇v = M−1 is close to SO(d) (for small α) because  is an ε-perturbation of
. Using the facts that the Lebesgue measure of any simplex of  is of order 1 and
that each diagonal belongs only to a finite number of simplexes, we conclude∑
kj∈D
(ξkj − `)2 &
∑
4
∑
kj∈D˜4
(ξkj − `)2 
∑
4
‖ dist(∇v, SO(d))‖2L2(4)
= ‖ dist(∇v,SO(d))‖2L2() .
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Inserting this inequality into (5.54) completes the proof.
It follows that all assumptions in Section 5.1 are fulfilled. Therefore the very
last corollary needs no further proof.
Corollary 5.18. The rotational symmetry of the crystal model on the cubic lattice
introduced above is broken in the sense of Theorem 5.1.
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