ABSTRACT. We show that any open orientable surface S can be properly embedded in H 2 × R as an area minimizing surface. We obtained this result by proving a bridge principle at infinity for H 2 × R for vertical bridges in ∂ ∞ H 2 × R. Furthermore, we studied the asymptotic Plateau problem in H 2 × R, and gave a fairly complete solution.
INTRODUCTION Minimal surfaces in H
2 × R has been an attractive topic for the last decade. After Nelli and Rosenberg's seminal results [NR] on minimal surfaces in H 2 × R in 2002, the theory has been developed very quickly by the substantial results on the existence of many different types of minimal surfaces in H 2 × R and their properties, e.g. [CR, HRS, Mo, MoR, MRR, Py, PR, Sa, ST] .
In this paper, we are interested in the question of "What type of surfaces can be embedded into H 2 × R as a complete minimal surface?" The references above showed the existence of many different type of surfaces which can be embedded into H 2 × R as a complete proper (or nonproper [RT] ) minimal surface. In particular, Martin and Rodriguez showed that any connected planar domain Σ 0 k can be properly embedded in H 2 × R as a complete minimal surface [MR] . Furthermore, Martin, Mazzeo and Rodriguez recently showed that for any g ≥ 0, there exists a complete, finite total curvature, embedded minimal surface Σ g k in H 2 × R with genus g and k ends for sufficiently large k [MMR] .
Ros conjectured that any open orientable surface can be properly embedded in H 2 × R as a minimal surface [MR] . In this paper, we prove this conjecture by giving a general method to construct complete, properly embedded minimal surfaces in H 2 × R with arbitrary topology, i.e. any (finite or infinite) number of genus and ends. Our main result is as follows: The author is supported by Fulbright Grant, and TUBITAK 2219 Grant.
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In particular, this shows that any open orientable surface S can be realized as a complete minimal surface in H 2 × R. The outline of the method is as follows. We start with a simple exhaustion of the open orientable surface S, i.e. S 1 ⊂ S 2 ... S n ⊂ .. where S = ∞ n=1 S n [FMM] . In particular, the surface S is constructed by starting with a disk D = S 1 , and by adding 1-handles iteratively, i.e. S n+1 − int(S n ) is either a pair of pants or a cylinder with a handle (See Figure 4) . Then by using the vertical bridges and the simple exhaustion, we inductively construct a sequence of area minimizing surfaces {Σ n } in H 2 × R which converges to an area minimizing surface Σ in H 2 × R homeomorphic to S. On the other hand, when proving the theorem above, we needed the positive solutions to the asymptotic Plateau problem in H 2 × R for certain curves. In particular, unlike H 3 case, there are some curves Γ in ∂ ∞ H 2 × R where there is no minimal surface Σ in H 2 × R with ∂ ∞ Σ = Γ [ST] . We gave a fairly complete solution to the asymptotic Plateau problem in H 2 ×R with the following result. Furthermore, we show that a generic tall curve bounds a unique area minimizing surface (See Corollary 2.21).
On the other hand, we observe that the asymptotic Plateau problem for area minimizing surfaces and for minimal surfaces are quite different. While there is no area minimizing surface for short curves, we show that there are short curves of any height, bounding complete embedded minimal surfaces in H 2 × R (Theorem 5.1). The organization of the paper is as follows. In the next section, we study the asymptotic Plateau problem in H 2 × R, and prove Theorem 1.2. In Section 3, we show the bridge principle at infinity in H 2 × R for sufficiently long vertical bridges. In Section 4, we prove the main result (Theorem 1.1), the existence of properly embedded, area minimizing surfaces in H 2 × R of arbitrary topological type. In Section 5, we discuss the asymptotic Plateau problem for minimal surfaces, and construct examples for short curves. Finally in section 6, we give some concluding remarks, and mention some interesting open problems in the subject. We postpone some technical steps to the appendix section at the end.
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ASYMPTOTIC PLATEAU PROBLEM IN H
2 × R
In this section, we will study the existence of a complete area minimizing surface Σ in H 2 × R with ∂ ∞ Σ = Γ for a given collection of simple closed curves Γ in ∂ ∞ H 2 × R.
Definition 2.1. A compact surface with boundary Σ is called area minimizing surface if Σ has the smallest area among surfaces with the same boundary. A noncompact surface is called area minimizing surface if any compact subsurface is an area minimizing surface.
In particular, we will be interested in the following question:
Asymptotic Plateau Problem for H 2 × R: Let Γ be a collection of simple closed curves in ∂ ∞ H 2 × R. Does there exist an area minimizing surface Σ in H 2 × R with ∂ ∞ Σ = Γ?
Here, Σ is an open, complete surface in H 2 × R, and ∂ ∞ Σ represents the asymptotic boundary of Σ in ∂ ∞ H 2 × R. In particular, if H 2 × R = H 2 × R ∪ ∂ ∞ H 2 × R is the natural compactification of H 2 × R, and Σ is the closure of Σ in H 2 × R, then ∂ ∞ Σ = Σ ∩ ∂ ∞ H 2 × R. When Γ is an essential smooth simple closed curve in ∂ ∞ H 2 × R which is a vertical graph over ∂ ∞ H 2 , then the vertical graphs over H 2 gives a positive answer to this existence question [NR] . However, for nonessential (nullhomotopic) simple closed curves in ∂ ∞ H 2 × R, the situation is quite different. Unlike the H 3 case [An] , Sa Earp and Toubiana recently showed that there are some simple closed curves Γ in ∂ ∞ H 2 × R where there is no minimal surface Σ in H 2 × R with ∂ ∞ Σ = Γ [ST] .
Definition 2.2. [Thin Tail] Let γ be an arc in ∂ ∞ H 2 × R. Assume that there is a vertical straight line L 0 in ∂ ∞ H 2 × R such that
Then, we call γ a thin tail in Γ (See Γ 1 in Figure 8 ).
More generally, if we allow minimal surfaces with boundary, there is no minimal surface in S in H 2 × R with ∂ ∞ S = γ where γ is a thin tail [ST, Theorem 2.1] . In particular, this result implies that if Γ is a nullhomotopic simple closed curve in ∂ ∞ H 2 × R which is contained in a slab of height π (i.e. Γ ⊂ ∂ ∞ H 2 ×(c, c+π)), then there is no complete minimal surface Σ in
On the other hand, if you remove the nullhomotopic condition on the curve Γ contained strictly in a slab of height π, Collin, Hauswirth and Rosenberg have recently obtained interesting results on the minimal surfaces they bound in H 2 × R [CHR] . Hence, the following question becomes very interesting: For which simple closed curves Γ in ∂ ∞ H 2 × R, there exists an area minimizing surface Σ in H 2 × R with ∂ ∞ Σ = Γ. In other words, "When do we have a solution to the asymptotic Plateau problem in H 2 × R?" In this section, we answer this question by proving the existence of area minimizing surfaces for tall curves, and the nonexistence for the short curves (Theorem 2.13). This result gives a fairly complete solution to the asymptotic Plateau Problem in H 2 × R (See Remark 2.16). Note also that the existence result will be a key component for the construction of minimal surfaces with arbitrary topology in Section 4.
2.1. Tall Curves. Now, we define the tall curves.
Definition 2.4. [Tall Curves] Consider ∂ ∞ H
2 ×R with the coordinates (θ, t) where θ ∈ [0, 2π) and t ∈ R. We will call the rectangle Figure 1 ). We will call a region Ω in ∂ ∞ H 2 × R a tall region, if Ω can be written as a union of tall rectangles, i.e. Ω = i R i where R i is a tall rectangle.
On the other hand, by using the idea above, we can define a notion called height of a curve as follows:
, there exists a minimal surface P h with ∂ ∞ P h = ∂R h . Moreover, by the construction [ST] , {P h } is a continuous family of complete minimal planes with
, and let
Let ψ t be the hyperbolic isometry of H 2 which fixes τ , where t is the translation parameter along τ . In particular, in the upper half plane model H 2 = {(x, y) | y > 0}, τ = {(0, y) | y > 0} and ψ t (x) = tx. Then, let θ t = ψ t (θ 1 ). Then for 0 < t < ∞, 0 < θ t < π. Hence, θ t < θ 1 when 0 < t < 1, and θ t > θ 1 when 1 < t < ∞. In particular, this implies
Now, define a continuous family of rectangles R h which foliates an infinite vertical strip in ∂ ∞ H 2 ×R as follows. For
, ∞) → (0, 2) be a smooth monotone increasing function such that s(h) ր 2 when h ր ∞, and
Hence, R h 0 = R h 0 , and for any h ∈ ( π 2 , ∞), R h is a tall rectangle with height 2h > π. Let Γ h = ∂ R h . Then, the family of simple closed curves { Γ h } foliates the vertical infinite strip
for any h > π/2, and the planes P h are minimal surfaces with ∂ ∞ P h = ∂R h . Let ψ t be the isometry of
.e. ∂∆ = P ∞ and ∂ ∞ ∆ = Ω. We claim that the family of complete minimal planes
Notice that as {P h } is a continuous family of minimal planes, and { ψ t } is a continuous family of isometries, then by construction P h = ψ s(h) (P h ) is a continuous family of minimal planes, and ∆ = h∈( π 2 ,∞) P h . Hence, all we need to show that
Notice that both planes ψ s(h) (P h ) and ψ s(h) (P h ′ ) are graphs over rect-
For any c ∈ (−h, h), the line l
This shows that the family of planes
, ∞)} foliates ∆. Now, we show that P h 0 is the unique minimal surface with asymptotic boundary ∂R h 0 in ∂ ∞ H 2 × R. If there was another minimal surface Σ in H 2 × R with ∂ ∞ Σ = ∂R h 0 , then Σ must belong to ∆ by the convex hull principle. In particular, one can easily see this fact by foliating H 2 × R − ∆ by the geodesic planes { ψ t ( P ∞ ) | t > 1}. Hence, if Σ ∆, then for t 0 = sup t {Σ ∩ ψ t ( P ∞ ) = ∅}, Σ would intersect the geodesic plane ψ t 0 ( P ∞ ) tangentially with lying in one side. This contradicts to maximum principle as both are minimal surfaces. Now, since Σ ⊂ ∆ and ∆ is foliated by
tangentially by lying in one side. Again, this contradicts to maximum principle as both are minimal surfaces. Hence, such a Σ cannot exist, and the uniqueness follows. Now, we will finish the proof by showing that P h 0 is indeed an area minimizing surface in H 2 × R. Let B n be the n-disk in H 2 with the center origin O in the Poincare ball model, i.e. Let Ω n = B n ∩ ∆ be the compact, convex subset of
be the simple closed curve in ∂Ω n . Notice that by the existence theorem of area minimizing surfaces [Fe] , there exists an area minimizing
, ∞)} foliates ∆, { P h ∩Ω n } foliates Ω n . Similar to above argument, if Σ is not a leaf of this foliation, there must be a last point of contact with the leaves, which gives a contradiction with the maximum principle. Hence, Σ = P n h 0 , and P n h 0 is an area minimizing surface. This shows that any compact subsurface of P h 0 is an area minimizing surface as it must belong to P n h 0 for sufficiently large n > 0. This proves P h 0 is an area minimizing surface with ∂ ∞ P h 0 = ∂R h 0 , and it is the unique minimal surface in H 2 × R with asymptotic boundary ∂R h 0 in ∂ ∞ H 2 × R. As any tall rectangle in ∂ ∞ H 2 × R is isometric image of R h for some π 2 < h < ∞, the proof follows. Now, we will show that for any tall curve Γ in ∂ ∞ H 2 × R, the asymptotic Plateau problem has a solution.
Remark 2.12. We will use the standard technique for this construction. In particular, we will construct a sequence of compact area minimizing surfaces {Σ n } in H 2 × R with ∂Σ n → Γ, and in the limit, we aim to obtain an area minimizing surface Σ with ∂ ∞ Σ = Γ. Notice that the main issue here is not to show that Σ is an area minimizing surface, but to show that Σ is not escaping to infinity, i.e. Σ = ∅ and ∂ ∞ Σ = Γ. Recall that by Theorem 2.3, if a nullhomotopic simple closed curve γ in
, then there is no minimal surface S in H 2 × R with ∂ ∞ S = γ. This means that if you similarly construct area minimizing surfaces S n with ∂S n → γ, then either S = lim S n = ∅ or ∂ ∞ S = γ, i.e. the sequence S n escapes to infinity completely (S = ∅), or some parts of the sequence S n escapes to infinity (∂ ∞ S = γ). See Final Remarks and Conjecture 6.1 for further discussion. Proof: We prove the theorem in two steps.
Step 1:
For each tall rectangle R α , by Lemma 2.11, there exists a unique area minimizing surface P α with
. Let B n be the n-disk in H 2 with the center origin, and B n = B n × [−C, C] is an compact solid cylinder in H 2 × R. Let Γ n be the radial projection of Γ into the cylinder ∂B n × [−C, C]. Then, Γ n is a simple closed curve in ∂ B n . Let Σ n be the area minimizing surface in H 2 × R with ∂Σ n = Γ n [Fe] . Then, as B n is convex, Σ n ⊂ B n .
We claim that Σ n → Σ where Σ is an area minimizing surface with ∂ ∞ Σ = Γ. By Remark 2.12, first we need to guarantee that the sequence {Σ n } is not escaping to infinity, i.e. lim Σ n = Σ = ∅. Now, we show that Σ is not empty. Let R αo be a tall rectangle with R αo ⊂ Ω + . Let P αo be the unique area minimizing surface with ∂ ∞ P αo = ∂R αo . We claim that Σ n ∩P αo = ∅ for any n. Let P n αo = P αo ∩ B n . By construction, ∂P n αo = η n and ∂Σ n = Γ n are disjoint simple closed curves in ∂ B n . Assume that Σ n ∩ P n αo = ∅. Then, as both are separating in B n , the intersection must consist of a collection of closed curves {µ 1 , ..µ k } (no isolated points in the intersection because of the maximum principle). Let T n be a component of Σ n − P n αo with Γ n ∂T n . Let Q n ⊂ P n αo be the collection of disks with ∂Q n = ∂T n . Since both Σ n and P n αo are area minimizing, then so are T n and Q n . Hence, they have the same area
n is also area minimizing surface. However, Σ ′ n is not smooth along ∂Q n which contradicts to the interior regularity of area minimizing surfaces [Fe] . This shows that Σ n ∩ P αo = ∅ for any n.
Let Σ be the limit of Σ n . In particular, by the convergence theorem (Theorem 2.8), for any compact solid cylinder B m , the sequence {Σ n ∩ B m } has a convergent subsequence with limit Σ m ⊂ B m . By using the diagonal sequence argument, in the limit, we get an area minimizing surface Σ with Σ∩ B m = Σ m . Notice also that Σ m separates B m where the component near boundary contains P m αo as Σ n ∩ P αo = ∅ for any n. Hence, if P αo ∩ B m = ∅, then Σ ∩ B m = Σ m = ∅, which implies Σ is not empty. In particular, for any n, Σ n stays in one side (far side from infinity) of P αo , and P αo acts as a barrier which prevents the sequence {Σ n } escaping to infinity. Now, we will show that ∂ ∞ Σ = Γ. First, we show that ∂ ∞ Σ ⊂ Γ. In other words, ∂ ∞ Σ ∩ Γ c = ∅. In order to see this, fix q ∈ Γ c . Then, by definition, there exists a tall rectangle R q ⊂ Γ c such that q ∈ int(R q ). Let P q be the unique area minimizing surface in H 2 × R with ∂ ∞ P q = ∂R q . Then, by the arguments above, for any n,
We finish the proof by showing that ∂ ∞ Σ ⊃ Γ. Let p ∈ Γ. We will prove that p ∈ Σ. Let p be in the component γ in Γ.
± be two sequences in opposite sides of γ with lim p
This shows that p ∈ Σ, and ∂ ∞ Σ = Γ.
Step 1 follows.
Step 2:
Note that we a priori assume that Γ is not an exceptional curve (See Remark 2.7).
Since
By construction, D ± contains a half plane in the hyperbolic plane H 2 × {c ± }. Consider the area minimizing catenoid S of height c + − c − < π given in the Appendix (Lemma 7.1 and Lemma 7.3). We can assume that ∂S ⊂
In other words, ∂S consists of two curves γ + and γ − where γ ± is a round circle of ρ(d) in H 2 × {c ± } centered at the origin. Let θ 1 be the antipodal point of θ 0 in S 1 . Let ψ t be the hyperbolic isometry fixing the geodesic between θ 0 and θ 1 . In particular, ψ t corresponds to ψ t (x, y) = (tx, ty) in the upper half space model where θ 1 corresponds to origin, and θ 0 corresponds to the point at infinity. Let ψ t :
.
2 ×R must belong to ∆ 1 . Then, by construction, we can choose t o > N o sufficiently large that S to ∩ O β = ∅ and S to ∩ O β is connected. This shows that S to ∩ Σ = ∅. Let S to ∩ Σ = α. Notice that as both Σ and S to are area minimizing surfaces, α is a collection of closed curves, and contains no isolated points because of the maximum principle.
Let E be the compact subsurface of Σ with ∂E = α. In other words, S to separates E from Σ. Similarly, let T be the subsurface of S to with ∂T = α. In particular, T = S to ∩ ∆ 1 . Since S to and Σ are area minimizing surfaces, so are T and E. As ∂T = ∂E = α, and both are area minimizing surfaces, both have the same area, i.e. |E| = |T |.
Let
Hence, as S to is an area minimizing surface, so is S ′ . However, S ′ has singularity along α. This contradicts to the regularity of area minimizing surfaces [Fe] .
Step 2 follows.
Definition 2.14 (Mean Convex Hull). Let Γ be a tall curve in ∂ ∞ H 2 × R. Let Γ c = R α where R α are tall rectangles. Let P α be the unique area minimizing surfaces in H 2 × R with
Remark 2.15. Notice that by construction ∂ ∞ MCH(Γ) = Γ for a tall curve Γ. Moreover, if Σ is an area minimizing surface with ∂ ∞ Σ = Γ, then by the proof of the theorem above, Σ ⊂ MCH(Γ). Hence, in a way, we replace the convex hulls in Anderson's approach to solve Asymptotic Plateau Problem in H 3 with the mean convex hulls in order to get suitable barriers to prevent that the limit escapes to infinity.
Remark 2.16. Notice that the theorem finishes off the asymptotic Plateau problem for H 2 × R except the case h(Γ) = π. Note that this case is delicate as there are curves Γ 1 and Γ 2 in ∂ ∞ H 2 × R with h(Γ i ) = π such that Γ 1 bounds an area minimizing surface Σ 1 in H 2 × R while Γ 2 bounds none. For example, if Γ 2 is a rectangle in ∂ ∞ H 2 × R with height π, then the discussion in Remark 2.9 (by using Lemma 2.18) shows that there is no area minimizing surface Σ with ∂ ∞ Σ = Γ 2 . On the other hand, in Theorem 5.1, if we take h 0 = π and use the parabolic catenoid, it is not hard to show that the constructed surface is also area minimizing in H 2 × R since the parabolic catenoid is also area minimizing (See Figure 7-right) . These two examples show that the case h(Γ) = π is very delicate. Note also that Sa Earp and Toubiana studied a relevant problem in [ST, Cor. 2 
.1].
Remark 2.17 (Minimal vs. Area Minimizing). Notice that the theorem above does not say that If γ is a short curve, then there is no minimal surface S in H 2 × R with ∂ ∞ S = γ. There are many examples of complete embedded minimal surfaces S in H 2 × R where the asymptotic boundary γ is a short curve. We postpone this question to Section 5 to discuss in detail.
Generic Uniqueness of Area Minimizing Surfaces.
Now, we will prove some lemmas which will be used in the following sections. As a byproduct, we obtain a generic uniqueness result for tall curves in ∂ ∞ H 2 ×R. We start with a lemma which roughly says that disjoint curves in ∂ ∞ H 2 × R bounds disjoint area minimizing surfaces in H 2 × R.
Lemma 2.18 (Disjointness).
Let Ω 1 and Ω 2 be two closed regions in
Proof:
which is collection of closed curves (By maximum principle, there is no isolated point).
Since H 2 × R is topologically a ball, any surface would be separating. Let ∆ i be the components of
If Ω 1 ⊂ int(Ω 2 ), let S 1 = Σ 1 − ∆ 2 and let S 2 = Σ 2 ∩ ∆ 1 . Then, as Ω 1 ⊂ int(Ω 2 ), ∂ ∞ S 1 = ∂ ∞ S 2 = ∅ and both S 1 and S 2 are compact surfaces with ∂S 1 = ∂S 2 = α.
If
and both S 1 and S 2 are compact surfaces with ∂S 1 = ∂S 2 = α.
As Σ 1 and Σ 2 are area minimizing surfaces, so are S 1 ⊂ Σ 1 and S 2 ⊂ Σ 2 . Hence, as ∂S 1 = ∂S 2 , |S 1 | = |S 2 | where |.| represents the area. Let T 1 be a compact subsurface in
is not smooth along α which contradicts to the regularity of area minimizing surfaces [Fe] . The proof follows. Now, we show that if a tall curve Γ ⊂ ∂ ∞ H 2 × R does not bound a unique area minimizing surface in ∂ ∞ H 2 × R, it bounds two canonical area minimizing surfaces Σ ± where any other area minimizing surface Σ ′ with ∂ ∞ Σ ′ = Γ must be "between" Σ + and Σ − . 
Lemma 2.19 (Canonical Surfaces
by Theorem 2.13. By replacing the sequence Σ n with B n ∩Σ ± n in the proof of Theorem 2.13, we can show that Σ + n converges (up to a subsequence) to an area minimizing surface Σ + with ∂ ∞ Σ + = Γ. Similarly, Σ − n converges to an area minimizing surface Σ − with ∂ ∞ Σ − = Γ. Assume that Σ + = Σ − , and they are not disjoint. Since these are area minimizing surfaces, nontrivial intersection implies some part of Σ − lies above Σ + by maximum principle. Then, since
This is a contradiction. This shows Σ + and Σ − are disjoint. By using similar techniques to [Co2, Lemma 4.3] , it can be showed that Σ ± are canonical, i.e. independent of the sequences {Σ Remark 2.20. Notice that if a finite collection of simple closed curves Γ is not assumed to be tall in the lemma above, the same proof is still valid. Hence, for any such Γ, either there is either no solution (∄Σ), or a unique solution (∃!Σ), or two canonical solutions (∃Σ ± ) for asymptotic Plateau problem for Γ (∂ ∞ Σ = Γ). Now, by using the lemma above, we show a generic uniqueness result for tall curves.
Theorem 2.21 (Generic Uniqueness). A generic tall curve in
2 × R which is a finite collection of annuli. Let {Γ t | t ∈ (−ǫ, ǫ)} be a foliation of N(Γ). In particular, for any −ǫ < t 1 < t 2 < ǫ, Γ t 1 ∩ Γ t 2 = ∅. We can assume N(Γ) sufficiently thin that Γ t is a tall curve for any t ∈ (−ǫ, ǫ). Let Σ t be an area minimizing surface in H 2 × R with ∂ ∞ Σ t = Γ t .
As in the proof of the lemma above, let
If Γ s bounds a unique area minimizing surface Σ s , then let V s = Σ s . Notice that by lemma 2.18, Σ t ∩ Σ s = ∅ for t = s, and hence
Now, consider a short arc segment η in H 2 × R with one endpoint is in Σ t 1 and the other end point is in Σ t 2 where −ǫ < t 1 < 0 < t 2 < −ǫ. Hence, η intersects all area minimizing surfaces Σ t with ∂ ∞ Σ t = Γ t where t 1 ≤ t ≤ t 2 . Now for t 1 < s < t 2 , define the thickness λ s of V s as λ s = |η ∩ V s |, i.e. λ s is the length of the piece of η in V s . Hence, if Γ s bounds more than one area minimizing surface, then the thickness is not 0. In other words, if λ s = 0, then Γ s bounds a unique area minimizing surface in H 2 × R.
Hence, as |η| is finite, for only countably many s ∈ [t 1 , t 2 ], λ s > 0. This implies for all but countably many s ∈ [t 1 , t 2 ], λ s = 0, and hence Γ s bounds a unique area minimizing surface. Similarly, this implies for all but countably many s ∈ (−ǫ, ǫ), Γ s bounds a unique area minimizing surface. Then, by using the techniques in [Co2, Lemma 3.2] , the generic uniqueness in Baire Sense follows.
VERTICAL BRIDGES AT INFINITY
In this section, we will prove a bridge principle at infinity for vertical bridges with height greater than π. Then, by using these bridges, we will construct area minimizing surfaces of arbitrary topology in H 2 × R in the next section.
Definition 3.1. Let Γ be a collection of disjoint simple closed curves in ∂ ∞ H 2 × R. If Γ bounds a unique area minimizing surface Σ in H 2 × R, we call Σ a uniquely minimizing surface, and we call Γ a uni-curve.
Notation and Setup: Let
. Also, let α ∩ Γ = ∂α and α ⊥ Γ. Notice that as Γ is tall, this implies |c 1 − c 2 | > π, and α ⊂ Ω + or α ⊂ Ω − . FIGURE 2. In the figure, Γ = ∂Ω ± is the green curves with two components. Light shaded regions (in the right) represent Ω + . In the left, we picture the case when the bridge α (red vertical line segment) is in Ω + . In the right, we picture the case when α is in Ω − . The family {Γ t } (yellow curves) foliate N (dark shaded region). Here, Γ ǫ ⊂ ∂ N is the blue curves.
Consider a small open neighborhood
Foliate N by the smooth curves {Γ t | t ∈ (0, ǫ)} with Γ ǫ ⊂ ∂ N , and Γ 0 = Γ ∪ α (See Figure 2) . By taking a smaller neighborhood N(Γ ∪ α) to start if necessary, we can assume that Γ t is a smooth tall curve for any t.
Let S α be a thin strip along α in Figure 2 , a tall curve Γ with two components is pictured. In the left figure, the bridge α is in Ω + , while in the right, α is in Ω − . Notice that if ∂α is in the same component of Γ, then ♯(Γ t ) = ♯(Γ) + 1 where ♯(.) represents the number of components (Figure 2 Left). Similarly, if ∂α is in the different components of Γ, then ♯(Γ t ) = ♯(Γ) − 1 (Figure 2 Right). Now, consider the upper half plane model for H 2 ≃ {(x, y) | y > 0}. Without loss of generality, let θ 0 ∈ S 1 ∞ (H 2 ) corresponds to the point at infinity in the upper half plane model. We will use the upper half space model for H 2 × R with the identification H 2 × R = {(x, y, z) | y > 0} where H 2 corresponds the xy-half plane, and R corresponds to z coordinate. Hence, the xz-plane will correspond to ∂ ∞ H 2 × R. By using the isometries of the hyperbolic plane and the translation along R direction, we will assume that θ 1 ∈ S 1 ∞ (H 2 ) will correspond to 0, and the vertical line segment α ⊂ ∂ ∞ H 2 × R above will have α = {(0, 0)} × [−c, c] and
With this notation, we can state the bridge principle at infinity for vertical bridges in ∂ ∞ H 2 × R as follows. 
Proof: First, by Theorem 2.13, for any Γ t ⊂ ∂ ∞ H 2 × R, there exists an area minimizing surface Σ t with ∂ ∞ Σ t = Γ t .
Step 1: For sufficiently small t > 0, Σ t ≃ Σ ∪ S α .
Proof:
As t n ց 0, Γ tn → Γ ∪ α. Since Γ tn is a tall curve, there exists an area minimizing surface Σ tn in H 2 × R with ∂ ∞ Σ tn = Γ tn by Theorem 2.13. By Lemma 2.8, there exists a convergent subsequence, say Σ n , converging to an area minimizing surface T with ∂ ∞ T ⊂ Γ ∪ α. The limit T is nonempty as Γ ∪ α is a tall curve by the proof of Theorem 2.13. Now, we claim that ∂ ∞ T = Γ. Since Γ bounds a unique area minimizing surface Σ, this would imply T = Σ.
Proof of Claim 1. By above, we know that ∂ ∞ T ⊂ Γ ∪ α. Assume that there is a point p ∈ α − ∂α such that p ∈ ∂ ∞ T . By using notation and the upper half space model described before the theorem, recall that α = {(0, 0)} × [−c, c], and without loss of generality, assume p = (0, 0, 0) ∈ α ⊂ ∂ ∞ H 2 × R. Consider the hyperbolic plane
Now, let ϕ i be the isometry of H 2 × R with ϕ i (x, y, z) = (
y, z). Define a sequence of area minimizing surfaces T i = ϕ i (T ). Let γ be the geodesic in P with ∂ ∞ γ = {(−1, 0, 0), (1, 0, 0)}. Hence, by construction, for any i > 0, γ ∩ T i = ∅. Again by using the convergence theorem (Theorem 2.8), we get a subsequence of {T i } which converges to an area minimizing surface T . Let R + and R − be two tall rectangles in opposite sides of α disjoint from Γ ∪ α, and let P ± be the unique area minimizing surfaces with ∂ ∞ P ± = R ± . By Lemma 2.18, T i ∩P ± = ∅ for any i. Hence, if η is a finite segment in γ with ∂η ⊂ P + ∪ P − , then any T i ∩ η = ∅ for any i by construction. This proves that the limit area minimizing surface T does not escape to infinity as T ∩ η = ∅.
By construction of the sequence {T i },
and β j is a vertical line segments with x-coordinate 0, and β j belongs to original curve Γ. In cylindrical model for H 2 × R, Γ is a collection of horizontal circles {L i }, and vertical segments {β j }. Since Γ is tall, the distance between the horizontal circles is greater than π. Hence, if S is the component of T with
In cylindrical model for H 2 × R, S is the area minimizing surface with ∂ ∞ S = τ 1 ∪ τ 2 ∪ α where τ 1 = ∂ ∞ H 2 × {c} and τ 2 = ∂ ∞ H 2 × {−c} corresponding the horizontal lines L i in the upper half space model. Now, we will show that there is no area minimizing surface S in H 2 × R with ∂ ∞ S = τ 1 ∪ τ 2 ∪ α and get a contradiction. Let R i be the tall rectangle
Clearly, R i is disjoint from τ 1 ∪τ 2 ∪α for any i, and R i → τ 1 ∪τ 2 ∪α as i → ∞. Let P i be the unique area minimizing surface in H 2 × R with ∂ ∞ P i = R i . By Lemma 2.18, S ∩ P i = ∅ for any i. On the other hand, the explicit description of P i in [ST] shows that P i is foliated by horizontal equidistant curves to the geodesic with endpoints {θ 1 + ǫ i , θ 1 − ǫ i + 2π}. Hence, P i converges to two horizontal geodesic planes H 2 × {c} ∪ H 2 × {−c} as i → ∞. However, this implies if there was an area minimizing surface S with ∂ ∞ S = τ 1 ∪ τ 2 ∪ α, S ∩ P i = ∅ for sufficiently large i. This is a contradiction. This proves ∂ ∞ T = Γ and the Claim 1 follows.
Since Σ is uniquely minimizing surface with ∂ ∞ Σ = Γ, this implies T = Σ. Hence Σ tn → Σ and the convergence is smooth on compact sets. Now, we will show that for sufficiently small t > 0, Σ t is homeomorphic to Σ ∪ S α . Assume that for ǫ n ց 0, there exists 0 < t n < ǫ n such that Σ tn , say Σ n , is not homeomorphic to Σ = Σ ∪ S α . Since the number of ends are same, this means Σ n and Σ have different genus.
Let R a = {0 ≤ y ≤ a} in H 2 × R. Now, we claim that there exists a Γ > 0 such that for sufficiently large n, Σ n ∩ R a Γ has no genus, i.e. no genus developed near infinity.
Assuming this claim, we finish the proof as follows. Let K a = {y ≥ a} and let Σ a = Σ ∩ K a . Then, since Σ n → Σ converge smoothly on compact sets, Σ a n → Σ a smoothly. Hence, by Gauss-Bonnet, Σ a n and Σ a must have same genus. By above, this implies for sufficiently large n, Σ n and Σ must have the same genus. However, this contradicts with our assumption that Σ n and Σ have different genus for any n. Therefore, this implies that for sufficiently small ǫ ′ > 0, Σ t is homeomorphic to Σ ∪ S α for 0 < t < ǫ ′ . Hence, the proof of Step 1 follows assuming the following claim.
Claim 2:
There exists a Γ > 0 such that for sufficiently large n, Σ n ∩ R a Γ has no genus, i.e. Σ n ∩ R a Γ ≃ Γ × (0, a Γ ).
Proof of the Claim 2:
Assume on the contrary that for a n ց 0, there exists a subsequence Σ n ∩R an with positive genus. Recall that Σ n = Σ n ∪Γ n is separating in H 2 × R, and let ∆ n be the component of H 2 × R−Σ n which contains the bridge α. Since Σ n ∩ R an has positive genus, then ∆ n ∩ R an must be a nontrivial handlebody, i.e. not a 3-ball. Hence, there must be a point p n in Σ n ∩ R an where the normal vector v pn =< 0, 1, 0 > pointing inside ∆ n by Morse Theory. By genericity of Morse functions, we can modify the ∞ point in ∂ ∞ H 2 if necessary, to get y-coordinate as a Morse function.
Let p n = (x n , y n , z n ). By construction y n → 0 as y n < a n . Consider the isometry ψ n (x, y, z) = (
, z − z n ) which is a translation by −(x n , 0, 0) first by a parabolic isometry of H 2 , and translation by −(0, 0, z n ) in R direction. Then, by composing with the hyperbolic isometry (x, y, z) → ( , z), we get the isometry ψ n of H 2 ×R. Then, consider the sequence of area minimizing surface
Note also that by construction the normal vector to area minimizing surface Figure 3 right) . Here, the limit area minimizing surface Σ ′ is nonempty, as (0, 0, 1) ∈ Σ ′ by construction. δ depends on the comparison between y n ց 0 and d(Γ n , α) ց 0. As Σ ′ does not escape infinity, we make sure that such a δ < π exists. Indeed, δ > 0 can be explicitly computed by using the fact that there is a unique minimal surface P β in H 2 × R containing (0,0,1) with
2 × R with height 2c > π by Lemma 2.11. Σ ′ bounds a unique area minimizing surface with Σ ′ = P β ∪ P c 1 ∪ .. ∪ P c k where P β is the unique area minimizing surface with ∂ ∞ P β = β by Lemma 2.11, and P c i is the horizontal plane Step 2: For all but countably many 0 < t < ǫ ′ , Γ t bounds a unique area minimizing surface in H 2 × R.
Proof:
We will adapt the proof of Theorem 2.21 to this case. The family of tall curves {Γ t | t ∈ (0, ǫ)} foliates N where ∂ N = Γ ǫ ∪ Γ, and Γ 0 = Γ ∪ α. In particular, for any 0 < t 1 < t 2 < ǫ, Steps 1 and 2 implies the existence of smooth curve Γ t with 0 < t < ǫ ′ for any ǫ ′ , where Γ t bounds a unique area minimizing surface Σ t , and Σ t has the desired topology, i.e. Σ t ≃ Σ ∪ S α .
THE CONSTRUCTION OF AREA MINIMIZING SURFACES
Now, we are going to prove the main existence result for properly embedded area minimizing surfaces in H 2 × R with arbitrary topology. In this part, we will mainly follow the techniques in [MW] and [Co1] . In particular, for a given surface S, we will start with a compact exhaustion of S, S 1 ⊂ S 2 ⊂ ... ⊂ S n ⊂ ..., and by using the bridge principle proved in the previous section, we inductively construct the area minimizing surface with the desired topology.
In particular, by [FMM] , for any open orientable surface S, there exists a simple exhaustion. A simple exhaustion S 1 ⊂ S 2 ⊂ ... ⊂ S n ⊂ ... is the compact exhaustion with the following properties: S 1 is a disk, and S n+1 − S n would contain a unique nonannular piece which is either a cylinder with a handle, or a pair of pants by [FMM] (See Figure 4) .
FIGURE 4. In the simple exhaustion of S, S 1 is a disk, and S n+1 − S n contains a unique nonannular part, which is a pair of pants (e.g. S 4 − S 3 ), or a cylinder with a handle (e.g. S 3 − S 2 ).
First, we need a lemma which will be used in the construction. Proof: If the area minimizing surface Σ c is not connected, then it must be P ∪ P c because the rectangles γ and γ c bounds a unique area minimizing surfaces P and P c respectively by Lemma 2.11. Hence, we assume on the contrary that the area minimizing surface Σ c is connected for any 0 < c < 1. We abuse the notation and say Σ n = Σ 1 n . Consider the sequence {Σ n }. By Lemma 2.8, we get a convergent subsequence, and limiting area minimizing surface Σ.
2 ×R, and let T be the unique area minimizing surface in H 2 ×R with ∂ ∞ T = ∂Q. Since by assumption, Σ n is connected, and T separates the boundary components of Σ n , γ n and γ, then T ∩ Σ n = ∅ for any n > 2. By construction, this implies Σ ∩ T = ∅. However, when n → ∞, Γ n → γ, and γ bounds a unique area minimizing surface P . In other words, Σ must be P and P ∩ T = ∅. This is a contradiction. Figure 2) . Now, adding a bridge to the same boundary component of a surface would increase the number of ends. In other words, let S n+1 obtained from S n by attaching a bridge (1-handle) to S n whose endpoints are in the same boundary component of ∂S n . Then, χ(S n+1 ) = χ(S n ) − 1, g(S n ) = g(S n+1 ) and ♯(∂S n+1 ) = ♯(∂S n ) + 1 where ♯ represent the number of components.
If we want to increase the genus, first add a bridge α n whose endpoints are in the same component of ∂S n , and get S ′ n ≃ S n ♮S αn where S n ♮S αn represents the surface obtained by adding a bridge (thin strip) to S n along α n . Then, by adding another bridge α ′ n whose endpoints are in different components of S ′ n , one get S n+1 ≃ S ′ n ♮S α ′ n . Hence, χ(S n+1 ) = χ(S n ) − 2, and the number of boundary components are same. This implies if
. This shows that S n+1 is obtained by attaching a cylinder with handle to S n , i.e. S n+1 − S n is a cylinder with handle. Now, we are ready to prove the existence result for properly embedded area minimizing surfaces in H 2 × R with arbitrary topology. Proof: Let S be an open orientable surface. Now, we inductively construct an area minimizing surface Σ in H 2 × R which is diffeomorphic to S. Let S 1 ⊂ S 2 ⊂ ... ⊂ S n ⊂ ... be a simple exhaustion of S, i.e. S n+1 − S n contains a unique nonannular piece which is either a cylinder with a handle, or a pair of pants.
By following the simple exhaustion, we will define a sequence of area minimizing surfaces Σ n so that Σ n is homeomorphic to S n . Furthermore, the sequence Σ n will induce the same simple exhaustion for the limiting surface Σ. Hence, we will get an area minimizing surface Σ which is homeomorphic to the given surface S. Now, we will follow the idea described in Remark 4.2. Note that we are allowed to use only vertical bridges.
] × [0, 10] be a tall rectangle in ∂ ∞ H 2 × R and let Σ 1 be the unique area minimizing surface with ∂ ∞ Σ 1 = ∂R. Clearly, Σ 1 ≃ S 1 .
By Remark 4.2, adding one bridge β n+1 to Σ n where the endpoints of β n+1 are in the same component of Γ n = ∂ ∞ Σ n would suffice to increase the number of ends of Σ n by one. This operation corresponds to adding a pair of pants to the surface. Similarly by Remark 4.2, adding two bridges successively so that the endpoints of the first bridge are in the same component, and the endpoints of the second bridge are different components (components containing the opposite sides of the first bridge), will increase the genus, and keep the number of the ends same. This operation will correspond to adding a cylinder will handle to the surface. Now, we continue inductively to construct the sequence {Σ n } dictated by the simple exhaustion (See Figure 4) . There are two cases: S n+1 − S n contains a pair of pants, or a cylinder with handle.
Pair of pants case. Assume that S n+1 − S n contains a pair of pants. Let the pair of pants attached to the component γ in ∂S n . Let γ ′ be the corresponding component of
] be a vertical segment where β n ⊂ D. Since Σ n bounds a unique area minimizing surface by construction, and β n ⊥ Γ n , we can apply Theorem 3.2, and get an area minimizing surface Σ n+1 where Σ n+1 is homeomorphic to S n+1 .
Cylinder with handle case. Assume that S n+1 − S n contains a cylinder with handle. Again, let the pair of pants attached to the component γ in ∂S n . Let γ ′ be the corresponding component of
Again, we apply Theorem 3.2 for β n and Σ n , and get an area minimizing surface
. We can choose the thickness of the bridge along β n as small as we want. So, we can assume that the thickness of the bridge along β n is smaller than ρ.ǫ n 4 where ρ > 0 is the constant in Lemma 4.1. Now, consider the rectangle Figure 5) . Let T n be the unique area minimizing surface in H 2 × R with ∂ ∞ T n = ∂Q n by Lemma 2.11. Let Γ n+1 = Γ ′ n+1 ∪ ∂Q n . We claim that Γ n+1 bounds a unique area minimizing surface Σ n+1 in H 2 × R and
FIGURE 5. In the figure above, S 2 − S 1 is a pair of pants, and S 3 − S 2 is a cylinder with handle. When constructing Σ 3 , β 2 is attached to the corresponding component in Γ 2 , then a hanger, the pair of vertical bridges τ ± 2 and a thin rectangle Q n , is added to obtain the cylinder with handle. ∂W ± 2 is needed to show that Σ ′ 2 ∪T 2 is uniquely area minimizing surface to apply Theorem 3.2.
and T n are uniquely minimizing surfaces. Hence, if we show that Γ n+1 cannot bound any connected area minimizing surface, then we are done.
Assume that Γ n+1 bounds a connected area minimizing surface Σ n+1 . Consider the the pair of rectangles W
Then, by Lemma 4.1, the uniquely minimizing surface F n with ∂ ∞ F n = Υ n must be P + n ∪ P − n where P ± n is the unique area minimizing surface with ∂ ∞ P ± n = ∂W ± n . As Γ n+1 ∩ Υ n = ∅, the area minimizing surfaces Γ n+1 and F n must be disjoint by Lemma 2.18 (See Figure 5) . On the other hand, the area minimizing surface
and ∂Q n , of Γ n+1 . Since Γ n+1 ∩ F n = ∅, this implies Σ n+1 disconnected. This proves that Σ n+1 = Σ ′ n+1 ∪ T n is the unique area minimizing surface with ∂ ∞ Σ n+1 = Γ n+1 . Now, let τ
, 0] be the vertical arc segment in ∂ ∞ H 2 ×R. When we apply Theorem 3.2 to the uniquely minimizing surface Σ n+1 and the arc τ . The pair of vertical bridges along τ ± n with the thin rectangle Q n looks like a hanging picture frame (See Figure 5) .
By construction, Σ n+1 is homeomorphic to S n+1 . In particular, we achieved to add a cylinder with handle to Σ n along the corresponding component γ ′ in Γ n . This finishes the description of the inductive step, when S n+1 − S n contains a cylinder with handle.
The Limit and the Properly Embeddedness: Notice that in the bridge principle at infinity (Theorem 3.2), as the thickness of the bridge α goes to 0, the height of the strip S α goes to 0, too. In particular, let Γ, Σ, α, Γ t , Σ t be as in the statement of Theorem 3.2. Let S
is the sufficiently small neighborhood of α in the compactification H 2 × R. −20, 20] be compact region in H 2 × R where B r (0) is the r ball around origin in H 2 . As t n ց 0, then the thickness of the bridge in Σ n near β n (or τ ± n ) goes to 0. Hence, by choosing t n < 1 10n 2 sufficiently small, we can make sure that d(L z , S tn βn ) > r n and d(L z , S tn τ ± n ) > r n for a sequence r n ր ∞. This implies that for m ≥ n, B rn ∩ Σ m ≃ S n , as the thickness (and hence height) of the bridges β n and ζ n goes to 0. Now, Σ n is a sequence of absolutely area minimizing surfaces in H 2 × R. Let Σ ′ n = B rn ∩ Σ n . Like in Theorem 2.8, by using a diagonal sequence argument, we get a limiting surface Σ in H 2 × R where the convergence is smooth on compact sets [Fe] . Σ is an area minimizing surface in H 2 × R as it is the limit of area minimizing surfaces. Notice that for m ≥ n, B rn ∩ Σ m ≃ S n and the convergence is smooth on compact sets. This implies Σ ∩ B rn ≃ S n for any n, and hence Σ ≃ S.
Finally, Σ is properly embedded in H 2 × R as for any compact set K ⊂ H 2 × R, there exists r n > 0 with K ⊂ B rn , and B rn ∩ Σ ≃ S n which is compact. The proof of the theorem follows. FIGURE 6. In the left, we have the tall curve Γ 1 which bounds the area minimizing surface Σ 1 ∼ P + ∪ P − ♮S τ . In the right, we first add bridges β 1 , .., β k to Σ to increase the number of ends by k (here for k = 3). Then, we add g pairs of bridges ζ 1 , ζ ′ 1 , ..., ζ g , ζ ′ g to increase the genus (here g = 2). Hence, Σ is a genus 2 surface with 4 ends.
ASYMPTOTIC PLATEAU PROBLEM FOR MINIMAL SURFACES
So far, we dealt with the questions on area minimizing surfaces in H 2 ×R. If we relax the question from "existence of area minimizing surfaces" to "existence of minimal surfaces", the picture completely changes. A simple example to show this change is the following: Let Γ = γ 1 ∪ γ 2 where γ i = ∂ ∞ H 2 × {c i } and |c 1 − c 2 | < π. Then clearly, Γ is a short curve and it bounds a complete minimal catenoid C d by [NSST] (See also appendix for further discussion on catenoids). On the other hand, the pair of geodesic planes, H 2 × {c 1 } ∪ H 2 × {c 2 }, also bounds Γ = γ 1 ∪ γ 2 . However, there is no area minimizing surface Σ with ∂ ∞ Σ = γ 1 ∪ γ 2 by Theorem 2.13. This means neither catenoid, nor pair of geodesic planes are area minimizing, but just minimal surfaces. Hence, the following question becomes very interesting.
Question: [Asymptotic Plateau Problem for Minimal Surfaces]
For which curves
Recall that by Theorem 2.3, for any short curve γ in ∂ ∞ H 2 ×R containing a thin tail, there is no complete minimal surface S in H 2 ×R with ∂ ∞ S = γ. So, this result suggest that the minimal surface case is similar to the area minimizing surface case.
On the other hand, unlike the area minimizing surface case, it is quite easy to construct short curves with more than one component, bounding minimal surfaces in H 2 × R. Let Γ = γ 1 ∪ .. ∪ γ n be a finite collection of disjoint tall curves γ i . Even though every component γ i is tall, because of the vertical distances between the components γ i and γ j , the height h(Γ) can be very small. So, Γ itself might be a short curve, even though every component is a tall curve. For each component γ i , our existence theorem (Theorem 2.13) already gives an area minimizing surface Σ i with ∂ ∞ Σ i = γ i . Hence, the surface S = Σ 1 ∪ ..Σ n is automatically a minimal surface with ∂ ∞ S = Γ. By using this idea, for any height h 0 > 0, we can trivially produce short curves Γ with height h(Γ) = h 0 by choosing the components sufficiently close. e.g. the pair of horizontal geodesic planes
Naturally, next question would be what if Γ has only one component. Does Γ need to be a tall curve to bound a minimal surface in H 2 × R? The answer is again no. Now, we will also construct simple closed short curves which bounds complete minimal surfaces in H 2 × R. The following result with the observation above shows that the asymptotic Plateau problem for minimal surfaces is very different from the asymptotic Plateau problem for area minimizing surfaces. Indeed, this more general question seems rather difficult.
Theorem 5.1. For any h 0 > 0, there exists a nullhomotopic simple closed curve Γ with height h(Γ) = h 0 such that there exists a minimal surface S in H 2 × R with ∂ ∞ S = Γ.
In the left, the horizontal slice
Now, let B n (0) be the ball of radius n in H 2 with center 0. −20, 20] . Let D n = D n ∩ X. Let Γ n be the radial projection of Γ to ∂ D n . Let S n be the area minimizing surface in D n with ∂S n = Γ n . Since D n is mean convex, S n is a smooth embedded surface in D n . Again by using Lemma 2.8, we get an area minimizing surface S in X. By using similar ideas in Theorem 2.13 -Step 1, it can be showed that ∂ ∞ S = Γ. While S is an area minimizing surface in X, it is just a minimal surface in H 2 × R. The proof follows.
6. FINAL REMARKS 6.1. Area Minimizing Surfaces. In Section 2, we studied the asymptotic Plateau problem in H 2 × R for a finite collection of disjoint simple closed curves Γ in ∂ ∞ H 2 × R, and gave a fairly complete solution. By following the standard method [An] , we defined a sequence of compact area minimizing surfaces {Σ n } in H 2 × R with ∂Σ n = Γ n → Γ. Then like in H 3 case, we aimed to get a limit area minimizing surface Σ with ∂ ∞ Σ = Γ. However, as Theorem 2.3 points out, some parts of Σ n might escape to infinity [ST] . On the other hand, when Γ is a tall curve, by using a barrier argument in Theorem 2.13, we were able to make sure that no piece of Σ n sequence escapes to infinity, and Σ n converges to an area minimizing surface Σ with ∂ ∞ Σ = Γ. Hence, the following question becomes very interesting: Question: Let Γ be a finite collection of disjoint simple closed curves in ∂ ∞ H 2 × R. Let Σ n be a sequence of compact area minimizing surfaces in
If Γ is not a tall curve, what can be said about the limit area minimizing surface Σ = lim Σ n and ∂ ∞ Σ? Let Γ, Σ n , and Σ be as in the question above. By [ST] , thin tails obstruct a curve Γ to bound a minimal surface Σ in H 2 × R. Hence, at first glance, one might think that if we trim out the thin tails from Γ, we get a collection of curves Γ with ∂ ∞ Σ = Γ. This is because by following the methods of [ST] , it might be possible to show that near the thin tails of Γ, the sequence {Σ n } escapes to infinity (See Figure 8) . Hence, we pose the following conjecture:
Conjecture 6.1. Let Γ be a finite collection of disjoint simple closed curves in ∂ ∞ H 2 × R. Let Σ n be a sequence of compact area minimizing surfaces in H 2 × R with ∂Σ n = Γ n → Γ. If the area minimizing surface Σ = lim Σ n is nonempty, then Γ = ∂ ∞ Σ is a tall curve with Γ△ Γ is a collection of nullhomotopic short curves.
Here, △ represents the symmetric difference of sets, i.e. A△B = (A − B) ∪ (B − A) and Γ△ Γ = γ 1 ∪ ..γ n where Figure 8) . Intuitively, Γ is nearest tall curve to Γ.
FIGURE 8. In the left, there are two curves Γ 1 and Γ 2 which are not tall. In the right, we give two examples tall curves Γ 1 and Γ 2 (blue modifications) obtained by removing thin tails (red dashes) from Γ 1 and Γ 2 . Notice that Γ 1 is not unique as there might be other modifications (green) to get a tall curve from Γ 1 .
Minimal Surfaces.
In Section 5, when we relax the question from "existence of area minimizing surfaces" to "existence of minimal surfaces", we see that the picture completely changes. While Theorem 2.13 shows that if h(Γ) < π, there is no area minimizing surface Σ in H 2 × R with ∂ ∞ Σ = Γ, for any h 0 > 0, we constructed many examples of short curves Γ in ∂ ∞ H 2 × R bounding complete embedded minimal surface in H 2 × R in Section 5. A positive answer to these question would be a generalization of Theorem 4.3 to H-surfaces. Unfortunately, it is hardly possible to generalize our methods to this problem. By [NSST] , if Σ is an H-surface with ∂ ∞ Σ = ∅ and Σ ∪ ∂ ∞ Σ is a C 1 surface up to the boundary, then ∂ ∞ Σ must be a collection of a vertical line segments in ∂ ∞ H 2 × R. In particular, this implies the asymptotic Plateau problem practically has no solution for H-surfaces in H 2 × R since if Γ is a C 1 simple closed curve in ∂ ∞ H 2 × R, there is no H-surface Σ in H 2 × R where Σ ∪ Γ is a C 1 surface up to the boundary. Hence, because of this result, our methods for Theorem 4.3 cannot be generalized to this case. However, it might be possible to construct a complete H-surface Σ of any finite topology with only vertical ends, i.e. ∂ ∞ Σ consists of only vertical lines in ∂ ∞ H 2 × R.
6.4. Finite Total Curvature. Our construction for area minimizing surfaces in H 2 × R with arbitrary topology produces surfaces of infinite total curvature. In [MMR] , Martin, Mazzeo and Rodriguez recently showed that for any g ≥ 0, there exists a complete, finite total curvature, embedded minimal surface Σ g,kg in H 2 × R with genus g and k g ends for sufficiently large k g . Even though this result is a great progress to construct examples of minimal surfaces of finite total curvature, the question of existence (or nonexistence) of minimal surfaces of finite total curvature with any finite topology is still a very interesting open problem.
It is well known that a complete, properly embedded, minimal surface in H 2 × R with finite total curvature has also finite topology [HR] . On the other hand, there are surfaces with finite topology which cannot be embedded in H 2 × R as a complete minimal surface with finite total curvature.
For example, by [HNST] , a twice punctured torus cannot be embedded as a complete minimal surface with finite total curvature into H 2 × R. Hence, the following question becomes very interesting: In this section, we study the family of minimal catenoids C d described in [NSST] , and show that for sufficiently large d > 0, a compact subsurface S d ⊂ C d near girth of the catenoid C d is an area minimizing surface.
First, we recall some results on the rotationally symmetric minimal catenoids C d [NSST, Prop.5.1] . Let (ρ, θ, z) represents the coordinates on H 2 ×R with the metric ds 2 = dρ 2 + sinh ρdθ 2 + dz 2 . Then In other words, we claim the following inequality:
Now, we separate the integral into two parts:
, i.e. I = I 1 + I 2
For the first part, clearly
By substituting u = cosh x, we get
This implies
For large d >> 0, we obtain
→ 1. After substituting s = √ d in the expression above, we get
Hence, I 1 < √ 2d for large d >> 0.
For the second integral, we have I 2 = Recall the well-known fact that two area minimizing surfaces with disjoint boundaries cannot "separate" a compact subsurface from interiors of each other. In other words, let Σ 1 and Σ 2 be two area minimizing surfaces with disjoint boundaries. If Σ 1 − Σ 2 has a compact subsurface S 1 with ∂S 1 ∩ ∂Σ 1 = ∅ and similarly Σ 2 − Σ 1 has a compact subsurface S 2 with ∂S 2 ∩ ∂Σ 2 = ∅, then Σ ′ 1 = (Σ 1 − S 1 ) ∪ S 2 is an area minimizing surface with a singularity along ∂S 1 , which contradicts to the regularity of area minimizing surfaces [Fe] .
This argument shows that if both C d 1 and C d 2 were area minimizing surfaces, then they must be disjoint. Hence, both C d 1 and C d 2 cannot be area minimizing surfaces at the same time. In particular, the compact area minimizing surfaces S 
