Abstract. In the present paper, we consider the marginal entropy of the a pure state in the tensor product of two Hilbert spaces. The expectation of the marginal entropy of a random pure state with respect to the Haar measure of unitary transformation on the tensor product Hilbert space depends on group integrals of unitary group. For group integrals of ordinary representation matrix elements of U(n), we provide a elementary method to reobtain Weingarton's result of asymptotical behavior of group integrals. For group integrals of matrix elements of irreducible representations of U(n),we generalize the Weyl-Schur duality theorem and get an algorithm.
the one-dimensional subspace in H spanned by v. In Dirac's terminology, we write P := |v v|. As per Dirac, a bra-ket is an inner product in an ambient Hilbert space H, while a ket-bra is a rank-one operator in H. So a bra-ket is a complex scalar, while a ket-bra is an operator. We will work with the group U(n) of d by d complex unitary matrices; the matrix entries of a matrix U will be denoted by double subscripts U ij = i|U |j , and this will refer to the standard ONB in C n .
Normalized Haar measure will be denoted "du". If n = 2, i.e. H ≡ C 2 , the familiar Pauli matrices offer a conventional realization of pure and mixed states. Set A computation shows that
and the equality holds in (1.14) if and only if the state ρ is pure. Here the pure state are represented by the points on the two-sphere S 2 ∈ R 3 . Identify a state ρ with ρ(A) = Trace(ρA), (1.4) for all complex 2×2 matrices A. The state is pure if and only if ∃v ∈ H, v = 1,s.t., ρ = |v v|. Further, we recall that quantum observables are selfadjoint operators in H; and states selfadjoint positive semi-definite trace-class operators ρ on H whose trace is one, called density matrices. We shall use the terminology "density matrix"
even if H is infinite-dimensional. By the Spectral Theorem, a density matrix ρ then corresponds to a pure state if and only if it is a rank-one projection. In general, a state ρ may be mixed, in which case it is a convex combination of pure states, Then from the definition, R * = |v w| * = |w v|, and R 2 = w|v |v w| = w|v R. there are projection
and
It follows that if ρ is a pure state , then S(ρ) = 0. and an eigenvalue list 13) where P i := |e i e i | is the projection onto Ce i , and
Proof. An application of the spectral theorem.
The following lemma is due to Schmit: 
Proof. We refer the proof to page 150 in [11] .
Remark. The conclusion from the Lemma applies to higher rank tensor products Proof. From (ii) to (i). Suppose a pure state exists ρ|v v| ∈ T 1 (H) satisfying the two inequivalent conditions w.r.t. ρ A and ρ B . Then v ∈ H must satisfy v = 1.
Since H = H A ⊗ H B , by schmidt's theorem there are ONBs {e i } for H A and H B , and the there are
(1.14)
We will now compute the marginal density matrices ρ A and ρ B with the use of the two ONBs in (1.14). From the Schmidt decomposition. Instead if x, y ∈ H A , then
with P k := |e k e k |. It follows that {ξ 2 k } is the eigenvalue list for the state
In deed we can arrange the order ξ
(1.17)
So the same sequence {ξ 
Now let's prove (i) ⇒ (ii).
Suppose two states
Then there are ONBs {e i } in H A with ρ A e i = λ i e i ; and {f i } in
Trace HB |v v| = ρ A , and
Moreover these states satisfy (1.16) and (1.17) with |ξ i | 2 = λ i .
tensor products
Don N. Page's paper [15] considered a system AB with Hilbert dimension mn.
The entropy of a pure state of the whole system is zero. The author reobtained an approximated formula by of The entropy of the subsystem A which was derived by
Lubkin [12] :
and also conjectured 
where u (i1,j1),(i2,j2) is the matrix element of unitary group on the Hilbert space
Proof. Without loss of generality, we assume the pure state is e 1 ⊗ f 1 . Under the unitary transform of the unitary matrix u, the pure state is transformed to
Then the density matrix of the pure state in the Hilbert space
Then the restriction of ρ u on H A is 
z . In the present paper, we shall prove a theorem by which we can compute the group integrals of matrix element polynomials of irreducible representations of U(n) exactly . For ordinary representation, we would like to provide an elementary method to reobtain Weingarten's formula [18] [?].
3. the entropy of a random tensor system 3.1. group integrals of vector representation of U(n). where du is the Haar measure of U(n). In order to estimate the marginal entropy, which integrand is a function of the matrix elements of U(n), we need the following Theorem 3.1.
where c i s are the solution of the equation Proof. We define a representation T u of U(n) on polynomials of degree 2p with
where u ∈ ∀U(n). A trace defined on the degree 2p polynomial space is the sum of all the coefficients of all the terms
with each index is equal to another in fixed two positions(a i could be qual to another j or
Then there are totally N 2p coefficients in a trace. Let us check that all are invariant under the transformation of T u , ∀u ∈ U(n). For simplicity,assume each i k is equal to i ′ k and j k is equal to j ′ k ,then each coefficient can be denoted by a i1j1i2j2···ipjp .
The trace is i1,i2,··· ,ip,j1,j2,··· ,jp a i1j1i2j2···ipjp .Under the transformation of T u , the trace becomes i1j1···ipjp,k1,k2,··· ,kp,s1,s2,··· ,sp
For other traces, the proof is almost the same.
Define a degree 2p polynomial by
Then this polynomial is obviously invariant under T u , ∀u ∈ U(n). And any invariant polynomial can be written in the form of (3.5).If we restrict the arguments of an invariant polynomial on the diagonal subgroup of U(n), since it is a constant if the arguments taking values in the diagonal subgroup ∆ ⊂ U (n),it must be of the form
where D is the diagonal subgroup of U(n). Moreover, (3.6) is invariant under the permutation of the indexes {1, 2, · · · , N }.
The restriction of any invariant polynomial on diagonal subgroup D ⊂ GL(n, C) must be linear combination of (3.6) . Therefore the only possibility that (3.6) is a constant are that each term(up to a constant) of (3.6) can be equal to the product of "loops". In each loop, all the indexes are equal and it contains equal number of δ and δ * . The indexes of each circle is summed up in the whole sum. Then we are able to write all the invariant polynomials of degree 2p,i.e.,an invariant polynomial is a sum of products of the form Then we reobtain Weingarten's result rigorously: Proposition 1.
Proof. By the definition of f (s, t),although a t-loop index set can correspond more than one s-loop index sets, the multiplicity only depends on p. Therefore, f (s, t)
is bounded by a constant which depends on p times N 2p . Therefore N 2p c p only depends on the index set {I, J, I ′ , J ′ } and p. Note the left hand side of the first
. Then we get the proof of the proposition.
group integral on irreducible representations of U(n)
From the theorem 3 in page 177 [19] , we have a formula for diagonal operators,
where s i = i k=1 m ki is the sum of entries in the ith row of the tableau µ.
From the theorem 7 in page 204 [19] , the action of the infinitesimal operator E p−1,p and E p,p−1 in the orthonormal basis {e µ } can be written as
Therefore we can get explicit expressions for E ij since
Define the polynomial with matrix arguments G by
Then P is both left and right invariant, i.e.,
. Given an invariant rank 2p polynomial,so P (G) is written in the form
By the restriction (4.7), we can figure out all the polynomials in principle. For any polynomial P 0 , there is an invariant under the action of the representation with respect to an invariant polynomial, which is the sum of the quotients of the coefficients in P 0 which monomial also appears in the invariant polynomial with the corresponding coefficients in the invariant polynomial. For non ordinary representations of unitary groups, the invariant polynomials we defined are much more complicated. For example, the three dimensional representation of SU (2) is defined 
moreover, each Φ α0,α can be decomposed to
where Ω α is the irreducible representation space of S α which is spanned by the highest weight vectors of the irreducible representation π α , R α0,α is the representation space of the composite representation π α • π α0 which is decomposed to the direct sum of the irreducible representation spaces R α0,α,β k with irreducible representa-
Proof. By Weyl-Schur duality theorem ( [19] , [8] ), the vector space (C Nα ) ⊗m which is the representation space of group S(m)×U(N α0 ) can be decomposed to the direct sum of subspaces Φ α ∼ = Ω α ⊗ R α ,on which the group S(m) × U(N α0 ) is irreducible.
Therefore for our assumption, we need to continue to decompose each subspace such that it is written as the sum of irreducible representation spaces. Then it suffices to decompose the composite representation π α • π α0 . 
where
. Here µ(β) as a tableau can also be considered as an index of all the tableaus of the signature β.
and there is a partition of all the weights such that the weights in the same group belong to the weights of an irreducible representation of U(n).
Proof. The weights of the irreducible representation π α of group U(n) are The decomposition of the composite representation is manifested by these weights.
Now we are able to compute the group integral
The left hand side in fact is the product of two inner products: 
