We analyze the valley composition of one electron bound to a shallow donor close to a Si/barrier interface as a function of an applied electric field. A full six-valley effective mass model Hamiltonian is adopted. For low fields, the electron ground state is essentially confined at the donor. At high fields the ground state is such that the electron is drawn to the interface, leaving the donor practically ionized. Valley splitting at the interface occurs due to the valley-orbit coupling, V I vo = |V I vo |e iθ . At intermediate electric fields, close to a characteristic shuttling field, the electron states may constitute hybridized states with valley compositions different from the donor and the interface ground states. The full spectrum of energy levels shows crossings and anti-crossings as the field varies. The degree of level repulsion, thus the width of the anti-crossing gap, depends on the relative valley compositions, which vary with |V I vo |, θ and the interface-donor distance. We focus on the valley configurations of the states involved in the donor-interface tunneling process, given by the anti-crossing of the three lowest eigenstates. A sequence of two anti-crossings takes place and the complex phase θ affects the symmetries of the eigenstates and level anti-crossing gaps. We discuss the implications of our results on the practical manipulation of donor electrons in Si nanostructures.
iθ . At intermediate electric fields, close to a characteristic shuttling field, the electron states may constitute hybridized states with valley compositions different from the donor and the interface ground states. The full spectrum of energy levels shows crossings and anti-crossings as the field varies. The degree of level repulsion, thus the width of the anti-crossing gap, depends on the relative valley compositions, which vary with |V I vo |, θ and the interface-donor distance. We focus on the valley configurations of the states involved in the donor-interface tunneling process, given by the anti-crossing of the three lowest eigenstates. A sequence of two anti-crossings takes place and the complex phase θ affects the symmetries of the eigenstates and level anti-crossing gaps. We discuss the implications of our results on the practical manipulation of donor electrons in Si nanostructures. 
I. INTRODUCTION
The search for a functional quantum computer (QC) started in the mid-nineties, and by the year 2000 many systems had been considered as candidates for its physical implementation.
1 Among them, the 1998 proposal for a Si-based QC by Kane 2 raised special interest due to objective and relevant factors favoring Si, such as the accumulated know-how in processing Si for advanced device applications, the relatively long spin coherence times and the possibility of isotopic purification processing, further increasing coherence times. 3 On the other hand, the conduction electrons in Si are not in a well defined single Bloch state. Instead, the Si conduction band is six-fold degenerate, with minima (valleys) along the x, y and z crystallographic directions. This imposes limitations to the spin manipulation and coherence. 4 It was recently proposed to encode quantum information directly into the valley degree of freedom, converting the spurious valley Hilbert subspace into a useful ingredient for a QC. 5 Naturally, this raises fundamental questions, such as how to promote controlled inter-valley transitions, to what extent valley degeneracy can be lifted, and how sensitive such operations are to fabrication-related parameters. The valley degree of freedom also affects transport properties in Si nanostructures: valley degeneracy has been recently shown to produce a valley Kondo effect in a singly doped Si fin field effect transistor. 6 We study here the valley degree of freedom for one electron bound to a donor -more specifically substitutional P in Si -tunnel-coupled to a (001) Si/SiO 2 interface at a distance d from the donor. The barrier material is taken to be SiO 2 for definiteness, but it could in principle be any high quality interface, such as Si/SiGe. The evolution of the inequivalent valley contributions is obtained by mapping the low-lying manifold (following in more detail the three lowest energy states) as an electric field pulls the electron away from its "hydrogenic" configuration at the donor site towards the state at the interface.
A ground state electron confined in the direction perpendicular to the interface in the triangular potential formed by the barrier and the electric field [see Fig. 1(a) ], still remains bound to the donor core potential, leading to localization in the in-plane direction. 7, 8 For low fields, the electron in the ground state is essentially confined at the donor, where the lowest energy manifold is split by the tetrahedral crystal field environment into states with distinct contributions from the six valleys. In particular, the ground state at the donor is a non-degenerate symmetric combination of the six valleys.
At high enough fields, the donor is ionized, and its electron is shuttled to the interface. At the interface, the valley levels split into a four-fold degenerate excited state, consisting of ±x and ±y Bloch states, and a lower manifold spanned by the ±z valleys. The two lowest levels are only slightly separated due to the abrupt interface breaking the z reflection symmetry (generally less than 1 meV separation [9] [10] [11] [12] [13] [14] ).
These relatively simple and well understood valley compositions at interfaces and isolated donors could lead to a variety of compositions at intermediate fields, as illustrated by the main panel in Fig. 1 The Stark shifted spectrum of P donors in bulk Si (no barrier material) is discussed in Ref. [15] . The effective mass approach is adopted and the envelope functions are expressed as a combination of atomic-like orbitals. The same group considered later the Stark effect for P donors at the center of Si nanospheres embedded in a barrier material. 16 The quasi-spherical symmetry of the problem without field allows the assignement of hydrogenic quantum numbers to the interface states. Tight-binding calculations for systems more directly related to the present geometry were reported in Ref. [17] . In these references elaborate numerical procedures are adopted leading to accurate results. Here we get good qualitative agreement for the spectrum in comparison with these previous works, and we explore a complementary aspectnamely the valley-composition evolution of the low-lying states under an increasing external field. The same geometry has been previously studied in a two-valley model {(000001), (000010)} where the valley-composition analysis is not accessible.
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We discuss here the evolution of the valley quantum number as a function of the electric field for field values in the range where the hybridization between donor and interface states takes place. We show that the phase of the interface valley-orbit coupling plays an important role in defining the gap amplitudes, affecting manipulation capabilities for the donor electrons. Our model sheds light to the qualitative features of the level diagrams shown in Refs. [15, 17] , and permits to predict the expected diagrams for various geometries of the donor/barrier problem. Our aim is to get a clear description of the changes in symmetry and valley composition of the states involved in the donor-interface electron shuttling problem. Our results may be useful for donor electron valley manipulation via an applied field. This paper is organized as follows. In Sec. II the system is described and a 6-valley effective mass modelHamiltonian for the donor electron under an applied electric field is explained. In Sec. III, our results for the electric field dependence of the low-lying spectrum and of the valley composition of the three lowest electronic eigenstates are presented. We conclude in Sec. IV with a discussion of the implications of these results on the practical manipulation of donor electrons in Si nanostructures.
II. MODEL
We consider a single electron bound to a substitutional P donor at z = 0 near a Si (001) / SiO 2 interface at z = −d and under an applied uniform electric field perpendicular to the interface, F = Fẑ pointing from the At the donor At the interface
A1 (1) T2 ( . At an isolated donor, the valley orbit coupling leaves a non-degenerate ground state with A1 symmetry, well separated (splitting ∼ 12 meV) from the other five levels. [20] [21] [22] The binding energies given on the right of each level are experimental values for bulk P donors. 21 The lines join the valley compositions at donor and interface that are connected by symmetry.
barrier to Si, thus pushing the electron away from the donor and towards the interface (see Fig. 1(a) ). In effective "atomic" units for Si, Ry 
with γ = m ⊥ /m as the ratio between the transverse (m ⊥ = 0.191m) and longitudinal (m = 0.916m) effective masses, Si = 11.4 , k = 3.89 · 10
Si (m/m ⊥ )cm/kV, and the electric field F is given in kV/cm. In Eq. (1), the kinetic energy is (−
∂z 2 ), the next two terms are the donor Coulomb potential and the electric-field linear potential, respectively. The last term describes the valley-orbit effects, namely the coupling between different valleys due to the singular nature of both the donor (D) and the interface (I) potentials, as described below.
As shown in Fig.1(a) , the system can be modeled by the combination of two potential wells: one that binds the electron to the donor (at low fields) and another binding the electron at the interface (at high fields). 8 Note that the interface potential includes not only the electric field perpendicular to the interface but also the Coulomb attraction to the donor at a distance d which confines the electron in the xy-plane even when it is at the interface. 7 We simplify the calculation by initially computing the variational ground state wave-functions at the donor and at the interface, which define the envelopes in the basis for the full six valley problem.
The conduction band of Si has six degenerate minima (valleys) in the 100 directions at a distance k 0 = 2π 0.85 aSi from the Γ point, where a Si = 5.4Å is the lattice parameter of Si. In the simplest effective mass approximation, only the Bloch functions at the positions of the conduction band minima are considered, and the ground state of the electron at the donor is written
where
are envelope functions and φ µ (r) = u µ (r)e ikµ·r are the six Bloch eigenstates at the conduction band minima. We take the variational donor envelope functions F ν D (r), where ν = |µ|, centered at r = 0, following the form introduced in Ref. [20] 
These are normalized hydrogenic 1s envelopes, distorted due to the Si conduction band effective mass anisotropy, and {N The six-fold degeneracy of the ground state is lifted at a substitutional impurity because the translational symmetry of the host crystal is broken, leading to intervalley scattering effects known as the valley-orbit interaction. 23, 24 This effect can be accounted for phenomenologically, introducing a coupling between valleys in perpendicular directions (e.g. x, z) −∆ c and in parallel directions (e.g. z, −z) −∆ c (1 + δ c ). 25 This splits the unperturbed six-fold-degenerate donor electron ground state into a singlet (A 1 symmetry), a triplet (T 2 symmetry) and a doublet (E symmetry), see Fig. 1 . For P in Si, the relative splittings between the different symmetry levels are reproduced taking ∆ c = 2.16 meV and δ = −0.3.
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The degeneracy is also lifted near the (001) interface. 26, 27 First, due to the mass anisotropy, the z and −z perpendicular valleys are lower in energy than the ones parallel to the interface. The two lowest energy states are combinations of the z and −z valleys, whose double degeneracy is lifted due to valley-orbit coupling V I vo at an abrupt interface. In general, V I vo is a complex quantity with an absolute value proportional to the applied electric field 9,12 |V I vo | = λF , and dependent on the barrier height and abruptness. 12 The prefactor λ has been estimated by several authors.
14 We use initially the largest, λ = 1.36Å, as suggested in Ref. [11] . For instance, for F = 50 kV/cm, we have |V I vo | = 0.68 meV. We also consider the smaller value of λ = 0.215Å, estimated by Sham and Nakayama, 9 and discuss the qualitative changes that occur in the spectrum. The complex phase of this valley-orbit coupling is also dependent on the interface quality and has been estimated to be ∼ −1 for an abrupt Si/SiO 2 interface.
28 H vo in Eq. (1) takes into account all these valley-orbit interactions, both at the donor (D) and at the interface (I). Its form (in a basis set defined next) is described in the Appendix.
Following Eq. (2), we take the lowest states at the interface as
The envelope functions F ν I (r), with ν = |µ|, are taken in the variational form
2 )/2 , (7)
2 )/2 , (8)
where the penetration into the barrier is considered to be negligibly small. Here, ρ 2 = x 2 + y 2 , and α, α xy , β, β 1 and β 2 are variational parameters: 1/α and 1/α xy are related to the width of the wave functions along the zdirection, and depend on the value of the applied electric field; β, β 1 and β 2 correspond to the confinement in the xy plane, which is controlled by the attractive potential of the donor, hence the "β" parameters depend on the distance d. In Eqs. (2) and (6) we do not include explicitly the pinning point for the plane-wave part of the Bloch functions at the the donor and interface potentials. Effects of the interference induced by the different pinning points are discussed in Ref. [18] . We solve for the lowest states of the full potential (donor, electric field and interface) by obtaining the spectrum of H in the combined basis of the lowest D and I envelopes as determined variationally, each multiplied by the respective Bloch functions. This defines the Hilbert space for our model calculation. States with different Bloch indices µ = ν are not coupled unless there is a non-zero contribution from H vo (see Appendix A). Within the Hilbert space defined here, the Hamiltonian is represented by a 12 × 12 matrix, written formally as four 6 × 6 blocks
The equation giving the spectrum takes into account the non-orthogonality of our basis, i.e., we solve for 
The complex coefficients {C µ L } give the contributions to the state Ψ of each valley µ at the interface or donor (L = I, D). Also, they define the symmetry of the state, and are referred to here as "valley coefficients". The normalization condition reads
* the cross terms due to the finite overlap between donor and interface envelopes are less than 5% in the electric field range of interest. The overlap S ID is negligible for d = 5a
* and larger. In Fig. 1 , we show the valley coefficients of the states at an isolated donor (just the {C 
III. RESULTS
Previous theoretical and experimental studies 8, 17, 29, 30 identified and analyzed a characteristic field at which the electron ground state crosses over from being bound mainly around the donor (donor-like) into being bound mostly near the interface (interface-like). This field, F ch (see Fig. 2 ), decreases with the distance d from donor to interface, while the tunneling time increases exponentially with d. These properties are consistent with our 6-valley model results. We explore here the valley degrees of freedom, mainly close to the characteristic field, and analyze how the applied field changes the valley composition of the main electronic states involved in the donorinterface shuttling.
The electric-field dependence of the complete spectrum of the Hamiltonian in Eq. (10), for d = 4a
* , is shown in Fig. 2 . The overall level structure here is similar to the one presented in Refs. [15, 17] . At small fields, F 32 kV/cm, the six lowest eigenstates correspond to donorbound states. The degeneracies of the T 2 triplet and the E doublet are lifted (with a very small splitting) due to the perturbation produced by the interface. At large fields F 70 kV/cm, the six lowest eigenstates become interface-bound states. The two lowest eigenstates, which are combinations of the z and −z valleys, are split by 2|V
I vo |. Different eigenvalues cross over each other as F changes. The levels cross or anticross depending on their relative symmetry. The general scheme shown in Fig. 2 is qualitatively similar for different values of the distance d. The size of the gap at the anti-crossings is related to the shuttling time and decreases as d increases. 8 We follow now on the evolution of the valley contributions of the three lowest eigenstates, which, via mutual energies crossing over, "become" or contribute to the ground state for some range of field values (see Fig.  3 ). Because of time-reversal symmetry, valleys µ and −µ contribute equally to any given eigenstate, so we may quantify the valley contributions by valley populations of each direction ν = x, y, z, defined as
Due to the cylindrical symmetry of the system, P z is in general different from P x and P y , while the two latter are equivalent. This means that states with exchanged coefficients C ±x L=I,D ↔ C ±y L=I,D give the same expectation value for the energy, since H is invariant under ±x ↔ ±y. So P x and P y are presumably equal. It may occur for a particular state that the weights P x and P y obtained numerically differ: in this case a degenerate state is always found with P x = P y and P y = P x , as expected. Therefore, differences in P x and P y are not physically meaningful and we present our results in terms of P z and
In this definition we do not take the cross terms from Eq. (12) into account, so normalization gives 2P xy +P z ≈ 1, allowing P z and P xy to be directly compared to each other, giving the relative weight of the z and the average x and y populations. The lowest interface state at large F only involves z and −z valleys, therefore P xy = 0 and P z = 1. On the other hand, the lowest donor state involves a symmetric combination of all valleys leading to P xy = P z . Hybrid states correspond to intermediate values of P xy and P z : 0 < P xy < 1/3 and 1/3 < P z < 1. In Fig. 3 (upper frames) the spectrum is presented for a reduced range of energy and fields around the characteristic field for (a) d = 4a
* (F ch ∼ 46 kV/cm) and (b) d = 5a
* (F ch ∼ 35 kV/cm). The three rows of frames below give the corresponding valley populations for the 2 nd excited, 1 st excited, and ground (GS) states, respectively. Here we take a complex V I vo = |V I vo |e iπ/3 . From  Fig. 3 one can clearly observe that the anti-crossing at F ch in fact involves two anti-crossings: one between GS and 1 st excited, and another one between 1 st and 2 nd excited states. Well below F ch , the GS is donor-like with P xy = P z . Above the two anti-crossings the GS and 1 st excited are interface-like states, only involving the z and −z valleys, thus P xy = 0.
We note that the ground state and the 2 nd excited state swap their valley compositions for fields below and above the crossover region. In fact, comparison of different frames in Fig. 3 show that the low-field D-like composition in (g) "moves" to the high-field behavior in (c), while the low-field I-like composition in (c) is found in the high-field behavior in (g). Along the crossover region the compositions change smoothly or abruptly (according to d) among the limiting behaviors. The same applies to frames (d) and (h) at a more distant donor position from the interface. The intermediate state, shown in (e) and (f), preserves the compositions at low and high fields, while it is clear that this state hybridizes with both ground and 2 nd excited states along the crossover region. In summary, the net effect of the field on the three lowest eigenfunctions far from F ch is to cross the ground and 2 nd excited states, while the intermediate 1 st excited state is not affected overall, although all three states mix at the crossover range. An extreme example of the 1 st excited state not being affected by the crossover is discussed below, in the context of Fig.5 .
Comparison between (a) and (b) in Fig. 3 illustrates the well known effect of increasing d, already discussed in previous publications, 7, 8 namely reducing anti-crossing gaps and sharpening transition lines. Between the two anti-crossings, the 1 st excited state is donor-like for d = 5a * in Fig. 3(f) , however for d = 4a * in (e) the 1 st excited state is an interface-donor hybrid due to the larger donorinterface overlap. We note that all the gaps obtained for d = 5a * are extremely small compared to the relevant energy scales here, so for most practical purposes the behavior would be equivalent to level crossing.
The phase θ on V I vo = |V I vo |e iθ , not as extensively considered so far, is analyzed in Fig. 4 for d = 4a * . The complex phase of the valley-orbit coupling at the interface affects the symmetries of the eigenstates leading to different gaps at the two anti-crossings around F ch . Figs. 4(a) and (g) show the limiting cases of θ = 0 and θ = π, which correspond to a real V I vo , lead to a zero-gap (crossing) involving the symmetric donor-like eigenstate and the antisymmetric interface state, with all C
For a general θ, the two lowest interface states always have a symmetric component which "repel" the symmetric donor-like level. The size of the gap at the anti-crossing increases as the weight of the symmetric part of the interface-like state becomes larger. The two gaps become equal for θ = π/2 which corresponds to a purely imaginary V I vo . In summary, for a fixed |V I vo | and calling g L and g R the gaps to the left and to the right in energy, we get g L > g R for 0 < θ < π/2 and g R > g L for π/2 < θ < π. In particular g R = 0 (g L = 0) for θ = 0 (π) and g L = g R for θ = π/2. The largest gap observed for d = 4a
* is ∼ 1 meV, of the same order than the interface valley-orbit splitting considered. In contrast, for d = 5a
* the gap is ∼ 0.035 meV, almost two orders of magnitude smaller.
The results presented so far correspond to a relatively large value of the valley-orbit coupling at the interface, with λ = 1.36Å as estimated in Ref. [11] . For this case and d = 4a * , the gap at anti-crossing is slightly smaller than the value of the valley-orbit splitting (2|V Fig. 4(c) ], is the way the three levels separate around F ch , with level repulsion among the outer ones, and no deviation of the middle state from the linear path: it does not couple to the others. [compare with Fig. 4(c) ].
to the inset of Fig. 2 in Ref. [15] , where the model does not include a barrier, thus corresponding to the V I vo = 0 limit. We may infer from these results that different ionization regimes for doped Si may arise as a function of d (inversely related to the gap at anticrossing) and the valley-orbit coupling at interface (related to the electric field, to the height, and to the quality of the interface barrier).
IV. DISCUSSION
We have analyzed in full depth the valley contributions to the three lowest energy levels of a single electron in the donor-in-Si-near-a-barrier system under an applied external field, focusing in the field range around the crossover between donor-like and interface-like character of the ground state. Strong hybridization occurs in the vicinity of the crossover, which we identify as a sequence of two anti-crossings (see Fig. 3) . A result to keep in mind in practical applications is the strong dependence of the levels crossings and anti-crossings on the phase θ of the valley-orbit coupling at the interface,
iθ . This is to be expected since the phases affect directly the symmetry of the states. A trivial example is the case θ = π (0), where the GS is a symmetric (anti-symmetric) combination of the z and −z valleys. It is not a straightforward task to predict or control the phase θ, which should vary with the barrier material, 14 interface roughness due to steps, interdiffusion, etc, and other sample properties.
In practice, the results on the double anti-crossings shown in Fig. 4 may play an important role in applications involving the donor/barrier system. For instance, in the limit of θ → 0, the ground state is well separated from the excited states, suggesting the possibility of adiabatically shuttling the electron from the donor site to the barrier interface. This could be a suitable scenario for a spin qubit for which one needs the valley splitting to be larger than the Zeeman splitting. An intrinsically large |V I vo |, like the one considered in Figs. 2, 3, and 4 , is also needed, as well as a small d ( 4a * ) to guarantee a sufficiently large gap at anticrossing.
On the other hand, following the adiabatic theorem, the donor-interface shuttling would be prohibitively slow for θ → π due to the crossing between the ground state and the first excited level. Another phase-related effect occurs due to the variable pinning point in the Bloch functions φ µ (r) [18, 31] , which produces a periodic dependence of the valley-orbit splitting on d leading to the closing of the gap at anticrossings at some particular values of d [18] .
If instead of the spin we want to use the valley degree of freedom to define qubits, a controllable valley-orbit coupling is required.
5 This is achieved if the energy separation of two states with the same envelope function but different valley compositions (therefore, different oscillations in the atomic scale) varies significantly with the external applied fields. This situation can be attained above F ch when the two lowest eigenstates are mainly interface states involving different combinations of the z and −z valleys. A strong dependence of the splitting with electric field can be found close to F ch in some cases. For instance, in Fig. 4 (g) (corresponding to θ = π) the closing of the gap between the two lowest eigenvalues produces a fast decrease of the splitting as the electric field is lowered from ∼ 48 to ∼ 46 kV/cm. Also, for smaller values of V I vo , as exemplified in Fig. 5 , the interface-donor hybridization leads to a relatively large gap compared to V I vo and consequently the splitting increases fast from ∼ 48 to ∼ 46 kV/cm. However, the variation of the level splitting on the electric field is stronger when the donorinterface hybridization is large. This hybridization mixes valleys in the different directions, potentially producing decoherence in the valley sector.
On the other extreme, θ = 0, Fig. 4 (a) reveals that the upper valley composition crosses the second excited state: As a consequence, the valley information would be lost.
In summary, we show that both the modulus and the phase of V I vo affect the quantum behavior of donor electrons in Si near an interface. The value of θ is hard to predict, and its calculation probably requires knowledge of the atomistic distribution at the interface and a complete electronic structure description of the combined Si/structured interface/barrier system. It is not clear whether a direct experimental measure is possible. We propose that measurement of the separate gaps may provide an estimate of θ, as shown in the inset of Fig. 4 . Finally, the trends and discussions regarding Fig.3 should bring new and valuable insight towards controlled valley manipulations.
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