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ABSTRACT
BRIAN J. LOPES: A Ridge Restricted Maximum Likelihood Approach to
Spatial Models.
(Under the direction of Richard L. Smith.)
Ridge restricted maximum likelihood (RREML) is a new method for regression analysis
in linear models with dependent errors. Assume the linear model where the stochastic error
terms are not independent, and the covariance structure is a function of some covariance pa-
rameter, in this case a spatial covariance parameter. Restricted maximum likelihood (REML)
could be used to estimate this covariance parameter, but REML has no built-in methods for
when multicollinearity exists in the design matrix. RREML takes the Bayesian analog of the
ridge regression model, but modifies the context in order to incorporate the estimation of the
variance parameter. The motivation behind such an approach is that by introducing a bit of
bias in the estimator we will stabilize the variance of the estimates. By weighting the covari-
ance of the prior distribution appropriately, the analysis should be able to both incorporate
the information from the prior distribution and control the influence it has on the posterior
estimates of the model.
This work involves an approach that will be used in order to confront the inherent multi-
collinearity of the design matrix obtained in inverse modeling as discussed in Kasibhatla et al.
(2002). A Bayesian linear regression approach is commonly used in the atmospheric chemistry
community in order to deal with the instability of the linear model, but it is found that these
predetermined prior distributions can be too influential on the final results of the estimates.
The goal of the proposed work is to control this sensitivity to the prior distribution while also
incorporating a covariance structure on the error terms.
iii
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Chapter 1
Atmospheric Inversion Theory
1.1 Overview
Often scientists face the issue of trying to gauge some element in the world or environment
without having access to a direct or precise measuring instrument. The environmental sciences
must deal with this issue on a regular basis, where the data obtained are actually a function
of a complex physical model used in order to estimate the measurements desired. Whether
the desired data are too expensive to obtain, not easily obtained or are too remote to access,
inverse theory can be a useful alternative in estimating an underlying process or field. The
inverse model is a way of incorporating prior knowledge of the system, and relating the
information that can be obtained to estimate the desired state.
Source apportionment is the application of inverse theory by incorporating atmospheric
transport models along with observed spatial measurements in order to derive estimates of
sources and sinks of the element being studied. An atmospheric transport model is a numerical
model describing the time-evolution of minor atmospheric constituents in response to atmo-
spheric motions (Enting, 2002). This approach is of particular interest when trying to model
trace-gas or particulate matter. A trace-gas is
A minor constituent of the atmosphere. The most important trace gases con-
tributing to the greenhouse effect are water vapor, carbon dioxide, ozone, methane,
ammonia, nitric acid, nitrous oxide, ethylene, sulfur dioxide, nitric oxide, dichlo-
rofluoromethane or Freon 12, trichlorofluoromethane or Freon 11, methyl chloride,
carbon monoxide, and carbon tetrachloride. (O’Hara, 1990)
Intuitively, this approach focuses on the ability to observe certain measurements of a
spatio-temporal distribution. By incorporating these estimates and how an atmospheric trans-
port model can help explain the movement and reactions of the element once released into the
atmosphere, estimates of the original sources (or sinks) contributing to this distribution can
be derived. The general inverse model approach is widely applicable, but necessitates a more
sufficient statistical methodology in many situations. Analyzing the stochastic properties of
the model, estimation of the model and using data assimilation techniques in order to main-
tain model ‘behavior’ are all open areas of research for this approach. One particular issue at
hand is the inevitable fact that these models are often either over- or under-determined. The
need for a more statistical approach in how to deal with this multicollinearity or overparam-
eterization is clear.
The inverse problem is not only used in the environmental context, but can be found in a
vast array of scientific disciplines. One can find applications of this approach in fields such as
medical imaging, astronomy, geophysics and economics . Such broad applicability shows how
useful this approach can be, and how much active research is being published that incorporate
inverse modeling. There are even journals focused entirely on the discipline, such as Inverse
Problems by the Institute of Physics, the Journal of Inverse and Ill-posed Problems from VSP
International Science Publishers, and Inverse Problems in Science and Engineering from the
Taylor & Francis Group.
1.2 General Inversion Model
Along with the many journal articles available on inverse problems, there are also many books
that cover the topic extensively. Tarantola (2005), Enting (2002) and Rodgers (2000) are all
comprehensive references on the topic. In this section the generalized mathematical inverse
model will be discussed, as well as the two main applications of this model.
When describing an element’s contributive sources, it is useful to look at the rate of change
of the concentrations with respect to time. If m(~r, t) is the concentration at time t and spatial
location ~r, then
∂
∂t
m(~r, t) = s(~r, t) + T [m(~r, t), t], (1.1)
where s(~r, t) is the local source, and T [·, ·] is a general transport operator. The rate of change
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for a current concentration is the sum of the source at the location plus any contribution due
to the transport from the concentrations at other locations. There are two main classes of
inversion models used in practice, a ‘differential’ version that uses a slightly modified version
of (1.1), and an ‘integral’ model that uses Green’s functions. Beyond these two approaches
there are many other hybrid models as well (Enting, 2002).
1.3 Differential Inversion
The differential inversion method is often referred to as the mass-balance technique as well.
In order to use this approach, rearrange (1.1) as
ŝ(~r, t) =
∂
∂t
m̂(~r, t)− T [m̂(~r, t), t], (1.2)
where the hat denotes statistical estimates of the parameters and functions. Specifically,
m̂(~r, t) is a statistically smoothed estimate of the observed concentration field c(~r, t). Often
(1.2) is used to derive surface sources, wherein (1.1) is used to integrate throughout the free
atmosphere (Enting, 2002).
1.3.1 Forward Model Approach
Rodgers (2000) discusses an application of the Differential Inversion approach in order to
get a linear approximation. The final model leads to the traditional least-squares model in
Statistics, as can be seen in the work done in Kasibhatla et al. (2002). The work proposed
throughout this document will be focusing on this model. Consider a vector of the observable
measurements one can take, call this ~yI , and the unknown variables of interest describing the
state space in a (p× 1) vector ~x. For each state vector, there is an ideal measurement vector
~yI which can be described by the forward function, f(~x), such that
~yI = f(~x).
The forward function is determined by the physical properties behind the measurements and
the state. Thus, given a set of sources, ~x, f(·) would map the spread and interaction of this
3
element throughout the environment onto the space measured by ~yI . Yet because this is an
idealized relationship, and f(~x) is not easily determined, reality forces the use of a forward
model, F (~x) as an approximation of the true physics and chemistry involved in f . Typically,
one is limited to a finite number of measurements and locations, leading to an (n× 1) vector
of measurements, ~y. Hence, the relationship would be
~y = F (~x) + , (1.3)
where  is a stochastic error term. Now by using (1.3) the model can be linearized around
some reference point ~x0 by taking the Taylor expansion about ~x to get
~y − F (~x0) = ∂F (~x)
∂~x
(~x− ~x0) +  = K(~x− ~x0) + . (1.4)
K is the (n × p) matrix known as the kernel or Jacobian, with element (i × j), Ki,j =
∂Fi(~x)/∂xj . The current application of this approach sets ~x0 = ~0, and assumes that F (~0) = ~0.
Applying these assumptions leads to the final model
y = Kx+ . (1.5)
While (1.5) can be looked at as a typical ordinary least squares model what is not seen here is
the typical multicollinearity of K. The atmospheric chemistry community often use a Bayesian
linear regression approach to (1.5) in order to deal with this numerical instability. When using
the Bayesian framework, it could be argued that using any prior distribution without mean ~0
could be counter-intuitive to the Taylor expansion employed in the forward model approach.
While this point is being acknowledged here, it is considered beyond the scope of the current
work, because the model has been predetermined by the work of Kasibhatla et al. (2002).
The process of obtaining the K used in the forward model is quite involved. The purpose
of K is to describe the sensitivity of the measurement vector to finite changes in the state
vector (Arellano Jr, 2005). Based upon the context of the problem, a numerical modeling
system of the transport model is chosen. These algorithms will typically take a set of starting
values as well as constraints, and run them through a set of partial differential equations.
4
After monitoring the change in the initial values, the components of the design matrix K can
be found. It is possible for the modeler to incorporate the spatial and temporal correlations
along with the physical, chemical and biological properties involved in the environmental
process. Of particular interest in this derivation are the numerical issues involved with the
use of this matrix operator. Often these partial differential equations lead to ill-conditioned
or even singular K matrices. The current approach discussed in this dissertation will not
account for the stochastic properties involved with the estimation of K, but instead to treat
this as a fixed and known matrix.
1.4 Source Apportionment of Carbon Monoxide
Carbon monoxide (CO) is a trace gas produced from the incomplete combustion of carbon
fuels as a by-product during the oxidation of carbon containing compounds in the atmosphere
(Arellano Jr, 2005). Understanding this gas is important not only due to its major short-term
health implications, but also because it can help explain the overall chemical system in the
troposphere. CO is known to be a major chemical sink or source for numerous chemically
and radiatively important trace species including several greenhouse gases (Arellano Jr, 2005).
The main sources of carbon monoxide are from anthropogenic sources such as automobiles,
industrial activity, heating and the burning of agricultural waste products. By getting a better
understanding of the sources of this trace gas, environmental chemists hope to get a better
signal related to human impact on the atmospheric chemistry picture.
The inverse problem has become a useful tool in analyzing sources in atmospheric chem-
istry. Kasibhatla et al. (2002) used this approach, in which they used a “top-down” approach in
order to estimate the various sources of carbon monoxide in disaggregated regions throughout
the world. The “top-down” approach is to use the surface measurements of carbon monoxide
(CO) levels from various global monitors, and use the Jacobian of an atmospheric transport
model in order to relate the observed levels to the various sources of the gas. After solving
the resulting inverse problem, they compared the results with the traditional “bottom-up”
estimates, where large discrepancies between the two approaches were found. The direct or
“bottom-up” approach estimates the sources by directly measuring (or possibly guessing) the
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contributions from different human or natural resources based upon documented records or
land surveys.
Figure 1.1: Station Locations
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The details of the forward model are outlined in (Sec. 1.3.1), with the general formula given
in (1.5). Before defining the variables used in (1.5) it is necessary to describe the chosen data
for the surface CO measurements. The NOAA/CMDL Cooperative Air Sampling Network
(Novelli et al., 1998) provides time series of CO mixing ratios for various stations located
throughout the globe, and can be obtained from http://www.cmdl.noaa.gov/ccgg/index.
html. Of particular concern with the series associated with each measurement station is that
the observations are not on a regular temporal schedule, and each station has its own set of
missing values. Therefore, Kasibhatla et al. (2002) mirrors the approach discussed in Novelli
et al. (1998) when dealing with such data. For most sites the series of CO measurements
start between 1989 and 1992, with six stations not starting to record values until 1993/1994,
but all series extend through 1996 (Kasibhatla et al., 2002). When looking to define surface
CO measurements in 1994, it was decided to focus on some mean value for each month
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when looking at a station. Thus when looking at the series for each site, the monthly mean
concentrations for 1994 are derived from the multi-year CO measurements using the smoothing
method discussed in Novelli et al. (1998). These monthly measurements will be used in the
vector y as the monthly CO concentrations for each station.
In order to account for the errors of y, Kasibhatla et al. (2002) used the root mean square
of the individual series measurements from a specified month with the mean being treated as
the monthly-mean defined in y. In order to avoid bias due to the sparsity of the data within a
given month, only months in which there were at least 3 measurements over the period 1993-
1995 were considered in this analysis, and any sites with less than 7 months of statistics is
removed from the overall analysis (Kasibhatla et al., 2002). Whenever it applied, a minimum
root mean square threshold of 20% for background sites, and 30% for source sites, was used
when accounting for the error values of y. Based upon these criteria for selecting stations and
months, there are 38 stations used as seen in (Fig. 1.1), and 419 observations in y.
K is the (n× p) Jacobian matrix of the global chemical transport forward model provided
by the Atmospheric Chemistry Modeling Group at Harvard University (2005), which is a
function of the states. This transport model was run at a resolution of 4◦ × 5◦, with both
temporal and spatial patterns prescribed in the forward model. The reader is encouraged to
refer to Kasibhatla et al. (2002) for the prescribed details when running the model in this
analysis. Essentially, the authors based their belief of starting values and their transport
based upon previous research and recorded data, and these are incorporated in the forward
model.
x is the (p× 1) state vector for the 12 month average emissions for various anthropogenic
sources and regions. These can be broken down to:
• FF/BF-NA, FF/BF-EU, FF/BF-AS and FF/BF-RW represent the fossil-fuel/biofuel
consumption sources in North America, Europe, Asia and the Rest of the World, re-
spectively.
• BB-NA/EU, BB-AS, BB-AF, BB-LA and BB-OC represent the biomass-burning sources
in North America/Europe, Asia, Africa, Latin America and Oceania, respectively.
• ISOP is the CO contribution from isoprene, and TERP that from monoterpenes.
7
• METH represents the CO yield from methane (CH4) oxidation.
Each of these will be assigned to x1, . . . , x12, respectively.
Lastly,  is the vector of errors (possibly heterogeneous), but initially assumed independent
in Kasibhatla et al. (2002) due to the fact that both temporal and spatial interaction was
prescribed in the forward model. There are n = 419 station observations over the 12 months,
and these are being mapped onto p = 12 contributive sources/sinks.
A Bayesian framework was used in order to calculate the “top-down” estimates with the
above data. Assume that
p(y|x, S,K) ∼ N(Kx,S)
with S assumed known, and to be a diagonal matrix of the root means squares. The prior
distribution of x is x ∼ N(xa, Sa), where xa is obtained from the “bottom-up” estimates as
discussed in Kasibhatla et al. (2002), and the diagonal of Sa is set to be half of xa. Recall
that the inventory method used in xa is an estimate of each regions contributions, and lack
any measurement of the potential error involved. Therefore, a moderate variance was chosen
to be used in the prior covariance. Again, Sa is also set to be of diagonal (independent) form.
Based upon these assumptions, estimating x given y in (4.1) gives:
x|y ∼ N(x̂, Ŝ),
where
x̂ = xa +G(y −Kxa),
with G being commonly referred to as the gain matrix, defined as
G = (KTS−1 K + S
−1
a )
−1KTS−1 .
The posterior covariance is then defined as
Ŝ = (KTS−1 K + S
−1
a )
−1.
From a statistical perspective, one can readily see the opportunity to expand on this ap-
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proach. Of primary concern to the authors was the need to account for any spatial correlation
in the estimates. While the choice of using Bayesian least-squares regression is a justified one
in dealing with the potentially ill-conditioned matrix, K, there is an opportunity to explore
other statistical approaches to this model. Initial attempts at enhancing this approach will
be adding a spatial covariance to the analysis with the eventual goal to be able to also con-
trol for the influence the prior distribution has on the posterior estimates of both the spatial
parameters as well as the source estimates.
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Chapter 2
Linear Model Theory
Linear models are common when performing a statistical analysis of scientific data. Although
ordinary least squares regression (OLS) is one of the more popular approaches in basic statis-
tical analysis, scientists may encounter data where alternative methods should be explored.
Ill-conditioned problems expose weaknesses in the OLS approach where parameter estimates
often have large variances, false model assumptions are often magnified, and even algorithm
issues become a problem. Often one can try to reduce the factors in the design matrix so as
to avoid such strong interaction within the covariates. Recall the forward model described in
(Sec. 1.3.1), where the physics behind the model are what dictate the design matrix, thus
the options are limited when dealing with the inherent multicollinearity. Removing any of the
covariates would drastically affect any scientific interpretation of the results.
There is a vast amount of literature on various approaches that parallel OLS, but deal
with some of these modelling issues directly. The class of regularized estimators is a set of
approaches in which one tries to confront multicollinearity. The term regularized emanates
from the method of regularization in approximation theory (Brown, 1993).
2.1 Ordinary Least-Squares
The linear regression model can be written as
Y = X θ + , (2.1)
with Y being an n×1 vector of observed responses, X the n×(p+1) design matrix of recorded
covariates for each of the observed responses, θ = (µ, βT )T a (p + 1) × 1 vector of unknown
parameters with the first column being a vector of 1, and  is the n × 1 vector of random
errors. Typical second-order assumptions treat  ∼ N (~0, σ2I), as well as having  independent
of the observed covariates. Thus the mean for each observed Yi would be E (Yi|xi) = µ+xTi β.
The ordinary least-squares approach is to find an estimator θ̂ that minimizes the residual sum
of squares
(Y −X θ̂)T (Y −X θ̂),
which is a solution to the ’normal’ equations
X TX θ̂ = X TY.
Assuming that X is of full rank, the OLS estimator is
θ̂ = (X TX )−1X TY.
Recall that if two multivariate normal random vectors are orthogonal, then they are inde-
pendent. This independence can be exploited when exploring the distributions of the intercept
and slope terms in (2.1). By centering the covariates such that
∑
i
xij = 0, j = 1, . . . , p, (2.2)
independence between the intercept and covariance terms will be forced. This is seen more
clearly when looking at (2.1) with a slightly different parametrization
Y = µ†~1 +Xβ + , (2.3)
with µ† = µ +
∑
j βj x¯j . Without loss of generality (WLOG), linear models will be assumed
to have the centering in (2.2) implied throughout this text. Setting θ† = (µ†, βT )T and
11
X† = (~1, X) the OLS estimate for (2.3) is
θ̂† = (X†TX†)−1X†TY. (2.4)
2.2 Regularized Multiple Regression
Ordinary least squares estimates are known to be the best linear unbiased estimators (BLUE)
for the linear model. However, it is possible to find some biased estimators that may have
smaller mean-squared error (MSE). One such example is the ridge estimator. This can espe-
cially be the case when the design matrix is nearly singular or ill-conditioned, in which case
it can be debated as to which approach is appropriate for the given context. These alterna-
tive estimators are sometimes referred to as regularized estimators or shrinkage estimators,
because they reduce the estimated parameters compared to that of OLS (Brown, 1993).
Ridge regression (RR), principal components regression (PCR), partial least-squares re-
gression (PLSR) and minimum length least-squares (MLLS) are all commonly used regular-
ization techniques. All of these regularized estimators can be looked at as
β̂R = GXTY, (2.5)
or
ŶR = µ̂+HY, (2.6)
where H = XGXT . Comparing this with the OLS estimator of (XTX)−1XTY , shows that G
is just an approximation of the ‘inverse’ of XTX. Ridge regression takes
G = (XTX + ĉIp)−1, (2.7)
where ĉ is some constant chosen to stabilize the inverse. The primary focus of this approach
is to find a ĉ that ‘best’ stabilizes this inverse.
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Principal components regression starts from the spectral decomposition
XTX =
p∑
j=1
λjvjv
T
j ,
so that
G =
∑
j∈Sw
(1/λj)vjv
T
j . (2.8)
Sw is a subset of w ≤ min(p, n−1) indices of the p variables chosen by one of the two methods:
1. decomposition of variance based on eigenvalues of XTX,
2. those eigenvectors for which the correlation with Y is high,
with the former being traditional PCR, and the latter being a hybrid version (Brown, 1993).
PLSR inverts using a conjugate gradient algorithm for matrix inversion. MLLS is a
special case of all three of these regularization techniques, corresponding to the Moore-Penrose
generalized inverse of (XTX) (Brown, 1993).
The motivation for using regularized estimators is to introduce bias in order to reduce
variance. Ideally, this overall effect can help reduce the risk, or expected loss, of the estimator.
Within the quadratic loss framework, the risk function is usually considered as
R(β̂R, β) = E
(
(β̂R − β)TL(β̂R − β)
)
. (2.9)
L = Ip and L = X
TX are popular choices, corresponding to estimation mean-squared and
prediction mean-squared error, respectively (Brown, 1993). Another possibility would be to
use a different design, X2 for prediction, and use L = X
T
2 X2. Keep in mind that predic-
tion at model points is more accurate than prediction or estimation in directions with small
eigenvalues.
The background of the model in the work described in (Sec. 1.3.1) implies the need to
take care to preserve the interpretative values of the design matrix. In order to account for
the numerical instability, the work in Kasibhatla et al. (2002) took a Bayesian approach,
which under the appropriate conditions mirrors RR. Expanding on the work in (Sec. 1.4)
should naturally lead to exploring the RR regularization to deal with the influence of the
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prior distribution used in Kasibhatla et al. (2002).
2.3 Ridge Regression
Although Hoerl and Kennard (1970a) and Hoerl and Kennard (1970b) are said to have popu-
larized the idea of adding a constant to the diagonal of XTX, the method was first suggested
in Hoerl (1962). Ridge estimators are closely allied to Bayes estimators, and because of this
gain some statistical admissibility.
Algorithm 2.3.1. The recipe given by Hoerl and Kennard (1970a) and Hoerl and Kennard
(1970b) is as follows. If there is a model of the general form (2.3)
1. Scale the p x-variables so that the diagonal elements of XTX are n (some approaches
set the matrix to be of correlation form with diagonals of 1).
2. Plot the components of β̂RR(c) versus c, where
β̂RR(c) = (X
TX + cIp)
−1XTY. (2.10)
This is often called the ridge trace. Note that the estimator of µ is often taken to be y¯,
irrespective of c.
3. Plot the residual sum of squares as a function of c on the ridge trace diagram.
4. Choose the value of ĉ which stabilizes the coefficient trace, and minimizes the residual
sum of squares penalty.
Because this approach relies heavily on visual inspection of the trace diagram, it is often
criticized for its ease of misinterpretation (Smith, 1980). In cases of ill-conditioned, near
collinear problems, dramatic changes to the coefficient estimates may be seen in the ridge
trace diagram. Keep in mind that the scaling of the diagonal of XTX is different from the
‘correlation’ form when described in Brown (1993), although Hoerl and Kennard (1970a) and
Hoerl and Kennard (1970b) scale the design matrix such that XTX is of correlation form.
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2.3.1 Benefits and Comparison
Hoerl and Kennard (1970a) and Hoerl and Kennard (1970b) also outlined the benefits of using
ridge regression over ordinary least-squares regression. The beneficial effects of using (2.10)
are more easily seen when taking the singular value decomposition (SVD) of X in (2.3). The
use of the SVD not only assists with the numerical stability of the problem, it is also a useful
aid in understanding the derivation of the properties for both the RR and OLS estimators.
Before sketching this out, it is helpful to be familiar with the SVD of a matrix. Briefly, for an
(n× p) matrix X, let t = min(n, p) and set the matrices T to be (n× t) and V to be (p× t),
then
X = TDV T , (2.11)
where D is a (t× t) diagonal matrix of the ordered singular values, di (1 ≤ i ≤ t) of the matrix
X. That is, d1 ≥ d2 . . . , dt ≥ 0, and the r ≤ t non-zero values di squared are the non-zero
eigenvalues of both XTX and XXT . Columns of T are eigenvectors (orthonormal) of XXT ,
and the columns of V are eigenvectors (orthonormal) of XTX, hence T TT = V TV = It.
In order to compare the benefit of using (2.10) over (2.4) the singular value decomposition
is taken of the regression matrix X, assuming that rank(X) = r ≤ min(n−1, p). Then taking
the matrix product of T T and (2.3), remembering that V V T = Ip, to get
U = T TY = T T~1nµ
† + T TXV V Tβ + T T .
Now by choosing the eigenvectors for T such that they are all orthogonal to the unit vector,
the first term on the RHS is cancelled out . The omitted column vector of T is proportional
to the unit vector and provides that linear combination of Y that has mean to the intercept
term. The error structure and estimation are unaffected by such an orthogonal transformation.
15
Now setting V Tβ = α gives
U = T TY = T T~1nµ
† + T TXV V Tβ + T T 
= ~0 + T TXV α+ T T 
= Dα+ ,
where D is as defined in the singular value decomposition. From this follows
Ui =
 αi
√
λi + i, i = 1, . . . , r
i, i = r + 1, . . . , n− 1,
(2.12)
where λ1 ≥ . . . ≥ λr > 0 are the non-zero eigenvalues corresponding to the singular values
described earlier. Thus, the ridge estimator is defined as
α̂iRR = Ui
√
λi/(λi + c), (2.13)
as compared to the OLS estimator
α̂iOLS =
 Ui/
√
λi, i = 1, . . . , p non-zero eigenvalues
indeterminate, zero eigenvalues
(2.14)
Based upon the results from (2.14) it is easy to see how very small eigenvalues can cause the
least-squares estimate to blow up. Yet, the ridge component, c can help to stabilize the case
where the design matrix is ill-conditioned, and removing a covariate is not an option. The
direct comparison of the two estimators gives us
α̂iRR = {λi/(λi + c)}α̂iOLS . (2.15)
(2.15) shows that for c > 0, α̂RR is actually the OLS estimate, α̂OLS , shrunken towards
zero. Notice c has a greater effect on components with smaller eigenvalues, λi. These small
eigenvalues also cause issues when exploring the length of the least squares estimators
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E
(
α̂T α̂
)
= αTα+ σ2
∑
(1/λi).
2.3.2 Ridge Properties
The properties of the ridge estimator go beyond the point estimate itself. The statistic dis-
cussed in (2.15) is in fact biased,
E (α̂iRR − αi) = λiαi/(λi + c)− αi = −cαi/(λi + c),
with variance
{λi/(λi + c)}2σ2/λi = λiσ2/(λi + c)2.
In order to explore the potential of this approach, it is useful to look at either the mean-squared
error, MSE, or mean-squared prediction error, MSPE.
E
(
p∑
i=1
Li(α̂iRR − αi)2
)
= σ2
p∑
i=1
Liλi
(λi + c)2
+ c2
p∑
i=1
Liα
2
i
(λi + c)2
, (2.16)
where Li = 1 corresponds to the MSE, and Li = λi the MSPE. This holds with singularities
(λi = 0) as well. The MSE for the ridge estimate will decrease as c is increased by small
increments from 0.
2.3.3 Determining c in Ridge Regression
As pointed out earlier, the ridge trace diagram leaves much to be desired due to its potential
ambiguity in interpretation. While in principle there exists an optimal c to minimize the MSE,
it can not be calculated in practice. There are various techniques proposed to estimate c in
practice, and this section will briefly explore the methods used when allowing for a singular
design matrix, X with rank r < p. The parameters, (µ, β, σ2) refers to those least squares
estimators, and if r = (n − 1) the residual variance should be derived by other techniques.
Most of these are discussed in detail in Chapter 4 of Brown (1993).
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1. Cross validation estimate, ĉCV is applicable when the data are scaled as described in
(Alg. 2.3.1). Choose c to minimize
||(I −A(c))y||2
[trace(I −A(c))]2 , (2.17)
here A(c) = X(XTX + cI)−1XT .
2. “Automatic” estimates, such as modifying the Hoerl-Kennard estimate with Stein’s or-
thogonal case:
ĉMHKB =
(r − 2)σ̂2
β̂T β̂
, (2.18)
as well as the Lawless and Wang (1976) estimator
ĉMLW =
(r − 2)σ̂2trace(XTX)
rβ̂TXTXβ̂
=
(r − 2)σ̂2trace(XTX)
rŷT ŷ
. (2.19)
3. Minimum unbiased risk estimator, find the ĉMUR to minimize the unbiased estimator of
the risk in (2.16) with Li = 1 (0 when µi is inestimable)
σ̂2
∑ λi − c
λi(λi + c)
+ c2
∑ µ̂2i
(λi + c)2
. (2.20)
4. “type II MLE method” is a universally appealing alternative, as discussed in Lindley and
Smith (1972), although its drawback is the potential numerical calculations involved.
Consider the hypothetical two-stage model
β ∼ N (0, σ2/c),
β̂|β ∼ N (β, (XTX)−1σ2). (2.21)
This Bayesian approach leads to the natural approach of using the mean of the posterior
distribution of β|β̂, which is conveniently the ridge estimator, β̂RR(c). A convenient way
of looking at this would be
β̂ = β + (β̂ − β),
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which gives the distribution
β̂ ∼ N (0, σ2(1/c+ (XTX)−1).
Numerical techniques must be used to find the maximum likelihood estimates for c
and σ2, because there is not an analytical solution to the above distribution. Note the
Bayesian perspective of this approach, and its similarity with the work discussed in (Sec.
1.4). This is further motivation to explore the RR approach to control for the influence
of the prior distribution in Kasibhatla et al. (2002). Since the type II MLE approach
is derived from a well-specified framework, it appears as a more general approach than
the other methods for determining c in ridge regression.
2.3.4 Admissibility Based Upon the Bayesian Analog
It is said that an estimate β̂R dominates another estimator, say β̂, with respect to a particular
loss function if the expected loss is no larger than that of β̂ for all points in the parameter
space for β, and strictly smaller for at least one point in the parameter space. Any estimator
that is dominated by another estimator is inadmissible. When determining if an estimator
is admissible, it is useful to keep in mind that all proper Bayes estimators (estimators that
minimize the posterior expected loss with a proper prior) are admissible for whatever loss
function chosen (Casella and Berger, 1990).
A motivating factor behind Ridge Regression is its similarities with the Bayesian approach
to linear regression. This analogy solidifies the admissibility of such an estimator. A prior
distribution is put on β that is multivariate normal with mean zero and a known diagonal
covariance matrix, σ2βI, and give the intercept term, µ, an improper a priori distribution that
is uniform over the real line and independent from β. Thus, looking at the model described
in (2.3) gives
Y |µ, β ∼ N(µ~1 +Xβ, σ2I). (2.22)
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Setting c = σ
2
σ2β
gives the joint posterior distribution
pi(µ, β|Y ) ∝ exp{− 1
2σ2
(Y − µ~1−Xβ)T (Y − µ~1−Xβ)− 1
2σ2β
(β −~0)T (β −~0)}
= exp{(Y TY − Y Tµ~1− Y TXβ − µ~1TY + µ2~1T~1 + µ~1TXβ − βTXTY
+µβTXT~1 + βTXTXβ)− 1
2σ2β
βTβ}
= exp{− 1
2σ2
(−µY T~1− µ~1TY + µ2~1T~1 + µ~1TXβ + µβTXT~1}
× exp{− 1
2σ2
(Y TY − Y TXβ − βTXTY + βTXTXβ)− 1
2σ2β
βTβ}
= exp{− n
2σ2
(−µY¯ − µY¯ + µ2)}
× exp{− 1
2σ2
(Y TY − Y TXIβ − βT IXTY + βTXTXβ) + cβTβ}
∝ exp{− n
2σ2
(µ2 − 2µY¯ + Y¯ 2)}
× exp{− 1
2σ2
(Y TX(XTX + cI)−1XTY − Y TXIβ − βT IXTY + βTXTXβ) + cβT Iβ}
= exp{− n
2σ2
(µ− Y¯ )2} × exp{− 1
2σ2
(β − β̂RR(c))TW (β − β̂RR(c))}.
Here β̂RR(c) is defined as in (2.10), and
W = (XTX + cI).
From this derivation it can be seen that the joint posterior distribution is the product of two
independent distributions for both µ and β, where
µ|Y ∼ N(Y¯ , σ2/n),
and
β|Y ∼ N(β̂RR(c), σ2W−1). (2.23)
Recall that under squared error loss the posterior mean is the Bayes estimator, therefore the
ridge estimator is the Bayes solution under the conditions stated above, and hence admissible.
Note how the solution approaches the OLS solution as c approaches 0.
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Chapter 3
Linear Models with Unknown Covariances
In spatial statistics it is common to deal with observations that have some form of correlation
involved. A typical approach to such models is to fit the covariance to some parametric form
that is a function of a few parameters, usually denoted θ. In cases such as this, Cov(Y, Y T ) =
V (θ) when looking at the model in (2.3), and V (θ) is no longer considered a diagonal matrix.
Now the approach chosen by the researcher must be concerned with choosing the parametric
form of V (θ) along with estimating the parameters of both β and θ.
3.1 Spatial Processes and Variograms
This section will provide a quick overview of spatial processes and the variogram, and the
various assumptions that come into play when using them. This is a brief synopsis of the
information provided in Smith (2001). Assume there is a stochastic process {(s) : s ∈ D},
in some space D. There are some fundamental properties and definitions of spatial processes
necessary to discuss in order fully to understand the proposed work.
• The process is Gaussian, if the joint distribution of ((s1), (s2), ..., (sk)) for any points
s1, s2, ..., sk ∈ D is multivariate normal.
• The process is called strictly stationary if for any points s1, s2, ..., sk ∈ D and h then
((s1), (s2), ..., (sk)) and ((s1 + h), (s2 + h), ..., (sk + h)) have the same joint dis-
tribution. Of course, it must make sense for the latter coordinates to belong in D as
well.
• The process is said to be weakly stationary (or second-order stationary) if:
– µ(s) = E[(s)] = µ for all s ∈ D, and
– Cov[(s1), (s2)] = C(s1 − s2) for any two points s1, s2 ∈ D. In other words, the
covariance only depends on the distance and direction of the two points, not on
their specific locations.
• A process is intrinsically stationary if
– µ(s) is a constant for all s ∈ D, (call this 0 WLOG).
– The variance of the difference can be defined as
Var[(s1)− (s2)] = 2γ(s1 − s2), (3.1)
where this makes sense if the variance of the difference of the two ’s only depends on
the difference s1 − s2. The function 2γ(·) is called the variogram, and γ(·) is called
the semivariogram. It is easily shown that if a process is weakly stationary, then it is
intrinsically stationary, but not conversely.
• A process is isotropic if the process is intrinsically stationary and the semivariogram in
(3.1) can be written as
γ(h) = γ0(||h||), (3.2)
for some function γ0. Here the semivariogram only depends on h through ||h||, or only
the distance between the two sites. It may help to think of ||h|| as d, which is just the
distance between the two locations. It is possible to estimate the parameters that define
this function γ0.
• If a process is both intrinsically stationary and isotropic, then it is called homogeneous.
From these definitions, some very useful properties can be applied, and proven in a trivial
manner. The proof of these results will be left up to the reader.
• If the process is weakly stationary, then a convenient way to look at the semivariogram
is
γ(h) = C(0)− C(h),
22
where C(·) denotes the covariance. Thus, if C(h)→ 0 as h→∞, then this formula can
be used to find C(0).
• If the process is both Gaussian and weakly stationary, then it is strictly stationary.
• If all of the variances are finite, then a strictly stationary process is also weakly station-
ary.
• If limh′→∞ γ(h′) is finite for an intrinsically stationary process, then the process is weakly
stationary as well, and
C(h) = lim
h′→∞
γ(h′)− γ(h). (3.3)
3.2 The Semivariogram γ0(·)
Figure 3.1: Idealized Form of Variogram
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Many of the common parametric forms of the semivariogram are plotted similarly to that
of (Fig. 3.1). Using (3.1) and (3.2) it is easily seen that γ0(0) = 0 for all semivariograms.
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However, it is not required that this is the limiting value as ||h|| ↓ 0 or d ↓ 0. This limiting
value is referred to as the nugget of the semivariogram. Another aspect of the semivariogram
is the sill, which is the limiting value of γ0(d) as d→∞. Note that in some parametric forms
of the semivariogram, the sill is attained at a finite value of d, and this point is referred to as
the range of the semivariogram. The range is defined as the point where the semivariogram
is within a specified distance from its sill. The nugget is an odd phenomenon when looking
at the semivariogram, because it implies some discontinuity in the spatial covariances. There
are many explanations as to the existence of the nugget, one being that it exists due to excess
white noise that may exist over the spatial process. When fitting spatial covariance models,
it is a good idea to explore the fact that there may be no nugget. If this is the case, then all
parameters that involve estimation of the nugget should be removed.
For now, this section will focus on two parametric forms of the variogram γ0(d); the Ex-
ponential, and the Gaussian, and one parametric form of a spacial covariance, the Mate´rn.
While this list is by no means an exhaustive one, it is sufficient for the current discussion.
Further documentation on spatial covariances used in the R package, spatrr, and some ad-
ditional calculations of the covariances defined from the semivariograms discussed in Smith
(2001), see Appendix B. Each of these three spatial parametric models will now be defined,
and discussed in relation to the measurements located at two different sites or stations.
3.2.1 Exponential with Nugget Effect
The exponential semivariogram is defined as:
γ0(d) =
 0 if d = 0c0 + c1(1− e−d/R) if d > 0. (3.4)
Using (3.3), the covariance between stations can be calculated as
C0(d) =
 c0 + c1 if d = 0c1e−d/R if d > 0.
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If each station has the same known variance, σ2 then the covariances can be defined by setting
θ = (φ,R) to be the parameters describing the spatial correlations where φ = c0/(c0 + c1) is
the nugget:sill ratio parameter, and R is the range parameter, and c0 + c1 = σ
2. Now define
the covariances as
C0(d) =
 σ
2 if d = 0
σ2(1− φ)e−d/R if d > 0.
3.2.2 Gaussian with Nugget Effect
The Gaussian semivariogram is defined as:
γ0(h) =
 0 if d = 0c0 + c1(1− e−d2/R2) if d > 0. (3.5)
Again, by following (3.3) the covariance is defined as follows
C0(d) =
 c0 + c1 if d = 0c1e−d2/R2 if d > 0,
and following the definitions outlined for the Exponential covariance leads to
C0(d) =
 σ
2 if d = 0
σ2(1− φ)e−d2/R2 if d > 0.
3.2.3 Mate´rn
This parametric form is best described by the covariance (assuming isotropy). Thus C(h) =
C0(||h||) where,
C0(d) =
 1 if d = 01
2θ2−1Γ(θ2)
(
2
√
θ2d
θ1
)θ2 Kθ2 (2√θ2dθ1 ) if d > 0. (3.6)
Here θ1 > 0 is the spatial scale parameter, and θ2 > 0 is the shape parameter, and Γ(u) =∫∞
0 t
u−1e−tdt (known as the gamma function) and Kθ2(.) is the modified Bessel function of
the third kind of order θ2 as defined in Abramowitz and Stegun (1964). Note that the
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Mate´rn encompasses both the Gaussian and Exponential models. When θ2 →∞ the Mate´rn
is equivalent to the Gaussian, and if θ2 =
1
2 the Mate´rn is equivalent to the exponential.
Again, the reader should refer to Appendix B for the calculations involved, as well as the
definition of alternative parametric forms of spatial covariance.
3.3 Maximum Likelihood of Spatial Processes
When the spatial process is Gaussian, it is straightforward to write down the exact likelihood
function and hence maximize it. This section will briefly outline the approach described in
Smith (2001) and Mardia and Marshall (1984). Evaluating the likelihood requires the inverse
and determinant of the covariance matrix. It is important to remember that if there are n
observations, then the algorithm must invert an n×n matrix. As n gets larger more computing
resources will be necessary in order to perform this evaluation. If  ∼ N (Xβ,Σ) with X being
an n× q known matrix of full rank with q < n, β a vector of unknown covariates, and Σ the
unknown covariance matrix of the observations. It is often assumed that
Σ = αV (θ), (3.7)
where α is an unknown scale parameter and V (θ) is a vector of standardized covariances.
Refer to the covariances defined in the previous section in order to fill out V (θ). The negative
log likelihood of  is
`(β, α, θ) =
n
2
log(2pi) +
n
2
log(α) +
1
2
log |V (θ)|+ 1
2α
(−Xβ)TV (θ)−1(−Xβ). (3.8)
Note that if β̂ is defined as β̂ = (XTV −1X)−1XTV −1 (the GLS estimator of β) then
(−Xβ)TV −1(−Xβ) = (−Xβ̂ +Xβ̂ −Xβ)TV −1(−Xβ̂ +Xβ̂ −Xβ)
= (−Xβ̂)V −1(−Xβ̂) + (β̂ − β)TV −1(β̂ − β),
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which concludes that β̂ is the choice of β that minimizes (3.8). Keep in mind that V is a
matrix function of θ, and defining
G2 = (− β̂)TV −1(− β̂),
gives
`(β̂(θ), α, θ) =
n
2
log(2pi) +
n
2
logα+
1
2
log |V (θ)|+ 1
2α
G2(θ). (3.9)
The modeler then has the choice of minimizing (3.9) with respect to α and θ, or to define
α̂(θ) =
G2(θ)
n
,
which will analytically minimize (3.9) with respect to α. Plugging α̂ into (3.9) leaves
`∗(θ) = `(β̂(θ), α̂(θ), θ)
=
n
2
log(2pi) +
n
2
log
G2(θ)
n
+
1
2
log |V (θ)|+ n
2
, (3.10)
which is only a function of θ, often referred to as the profile negative log likelihood. This
can then be numerically optimized in order to determine the MLE of θ. Keep in mind that
there are a few ways to minimize the computational burden of this method, such as using
the Cholesky decomposition before taking the inverse of V (θ), and using a quasi-Newton
algorithm in order to get the Hessian at the optimal value.
3.4 Restricted Maximum Likelihood
It is a well known issue that maximum likelihood estimates need not be unbiased. The
pedagogical example is the Gaussian distribution with unknown mean and variance. The
maximum likelihood estimate for the variance of the distribution is biased, and hence not
the BLUE estimator. One answer to such a problem is the Restricted Maximum Likelihood
approach (REML). This approach was originally proposed by Patterson and Thompson (1971).
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Suppose the following multidimensional distribution
Y ∼ N (Xβ, V (θ)),
where the covariances are explained by the parameters in θ. The corresponding negative log
likelihood is
l(β, θ) =
n
2
log(2pi) +
1
2
log |V (θ)|+ 1
2
(Y −Xβ)TV (θ)−1(Y −Xβ).
Following the approach outlined in Smith (2001), set HT = (XTV −1X)−1XTV −1. This
leads to the generalized least squares estimator (with known covariance matrix V ),β̂ = HY .
Then set W = ATY where W is the vector of n − q linearly independent contrasts. It can
be shown that A can be chosen such that AAT = I − X(XTX)−1XT and ATA = I. Then
if B = [A|H], where B is a partitioned matrix comprised of A and H, the negative log
likelihood for W = ATY can be derived by looking first at the likelihood of W † = BTY =
[Y TA, Y TH]T = [W T , β̂T ]T , and integrating out β̂, following the work in (Harville, 1974),
where the similarities between the REML proposed in Patterson and Thompson (1971) and
a Bayesian linear regression approach to the model are discussed.
A brief summary of the work provided in Harville (1974) follows. In order to explore the
distribution of W † the Jacobian of the transformation from Y needs to be calculated. In which
case, it is useful to recall the properties for calculating the determinant of a block matrix.
|B| = |BTB|1/2
=
∣∣∣∣∣∣∣
ATA ATH
HTA HTH

∣∣∣∣∣∣∣
1/2
= |ATA|1/2|HTH −HTA(ATA)−1ATH|1/2.
Then using the properties of ATA and AAT the above equation simplifies to |B| = |XTX|−1/2.
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The Jacobian is thus |B|−1 = |XTX|1/2, and change of variables gives us
fW †(w
†) = |B|−1 × fY (w†)
= |XTX|1/2 × (2pi)−n/2|V |−1/2 exp
{
−1
2
(Y −Xβ)TV −1(Y −Xβ)
}
= |XTX|1/2 × (2pi)−n/2|V |−1/2 exp
{
−1
2
(Y −Xβ̂ + β̂ −Xβ)TV −1(Y −Xβ̂ + β̂ −Xβ)
}
= |XTX|1/2 × (2pi)−n/2|V |−1/2
× exp
{
−1
2
[
(Y −Xβ̂)TV −1(Y −Xβ̂) + (β̂ − β)TXTV −1X(β̂ − β)
]}
= |XTX|1/2 × (2pi)−n/2|V |−1/2 exp
{
−1
2
[
G2(θ) + (β̂ − β)TXTV −1X(β̂ − β)
]}
, (3.11)
where
G2(θ) = (Y −Xβ̂)TV (θ)−1(Y −Xβ̂). (3.12)
Note that (3.12) is actually a function of elements orthogonal to β̂, and is therefore a function
of W . So when β̂ is integrated out of (3.11) the only thing left is
fW (w) = |XTX|1/2 × (2pi)−(n−q)/2|V |−1/2|XTV −1X|−1/2 exp
{
−1
2
G2(θ)
}
. (3.13)
Notice the change in powers from n to n−q, and the addition of |XTV −1X| to the negative log
likelihood. When applying the method proposed in Patterson and Thompson (1971) quasi-
Newton methods are used to find the value which optimizes the restricted maximum likelihood
defined in (3.13).
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Chapter 4
CO Sources with Spatial Covariances
Carbon Monoxide is an important trace gas when monitoring the global atmospheric system,
because it tends to be a useful way of monitoring the anthropogenic impact on the environ-
ment. Traditionally, scientists have been forced to use what is commonly referred to as the
‘inventory method’, in which each country reports their respective contribution of Carbon
Monoxide (CO) based upon estimates of their government and industrial activities. This
inventory method is often referred to as the bottom-up estimates of CO sources and contribu-
tions, as in the estimates of what are being generated on the ground, and hence what should
exist in the atmosphere. Unfortunately, this methodology tends to lack a way to handle the
various complexities involved in the atmospheric chemical system, such as cross-winds, chem-
ical interaction, and even potential sinks that may exist within the global system. Dealing
with the complexity of the system, and a potential way to create an appropriate inventory
system have been topics of major interest to governmental bodies world wide, including a
recent United Nations sponsored conference on climate change (http://www.cop15.dk/) in
December of 2009.
Whenever studying the atmospheric chemical system, it is important to consider the entire
dynamics of the system. Inverse modeling techniques use an atmospheric transport model to
account for constituent sources, chemical interaction and transportation of chemicals in the
atmosphere so as to give a better idea of both natural and anthropogenic sources; often finding
large discrepancies with traditional inventory based estimates. The inverse modeling approach
is often referred to as the top-down estimates of the sources of the gas or chemical of interest
in the model. Top-down refers to the concept that the actual measurements are obtained
by tracking the levels of the constituent already existing in the atmosphere, and using the
inverse modeling techniques to estimate where they were generated. A measurement from the
atmosphere to estimate what came from the ground.
This work will expand on the analysis performed in Kasibhatla et al. (2002) and Arellano
et al. (2004). The original approach was to fit the data to a Bayesian linear model framework,
and in the current chapter it will be seen that by taking a similar Maximum a Posteriori
approach spatial covariances can be incorporated when deriving the top-down estimates of
carbon monoxide sources from various geographical regions and activities.
4.1 Introduction
Understanding the sources of carbon monoxide can help the atmospheric chemistry commu-
nity to better understand the result of various anthropogenic activities. Kasibhatla et al.
(2002) uses monthly averages of CO measurements from the NOAA/CMDL Cooperative Air
Sampling Network as their measurement for the CO state in 1994 (Novelli et al., 1998), while
Arellano et al. (2004) uses a similar approach for 2000, but instead focuses on CO retrievals
from the MOPITT (Measurements of Pollution in the Troposphere). Both of these papers use
a source apportionment approach in order to derive top-down estimates of various disaggre-
gated sources to the overall carbon monoxide footprint. Throughout this work, the data used
in Kasibhatla et al. (2002) will be referred to as the ‘site data’ and the data used in Arellano
et al. (2004) will be referred to as the ‘MOPITT data’.
Further, it is reasonable to assume that there would be some form of spatial correlation
among the measurements of CO, regardless of whether it’s the site data or MOPITT data.
That is, changes in the observations for one of the stations or locations would affect the
changes in its surrounding stations or locations within some reasonable distance. The focus of
this work will be in trying to model and interpret this relationship between the measurements.
The source apportionment model is written as
y = Kx+ ,
where y is the measurement vector and K is the Jacobian of the atmospheric transport model.
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Following the approach outlined in Rodgers (2000), a Bayesian framework was used on this
linear model where y|x ∼ N (Kx,Se) and x ∼ N (xa, Sa). Refer to Kasibhatla et al. (2002)
and Arellano et al. (2004) for the details on how the data was calculated. In both datasets,
Se is a diagonal matrix with an estimate of the variance for each station’s measurement at a
given month. When looking at the parameters for the prior distribution, xa are the bottom-up
estimates, and the Sa is a diagonal matrix of half the values in xa. Throughout this analysis,
the data is considered as if they are fixed measurements. The a posteriori estimates of the
sources of CO are x|y ∼ N(x̂, Ŝ), where
x̂ = xa +G(y −Kxa)
G = (K∗S−1e K + S
−1
a )
−1K∗S−1e
Ŝ = (K∗S−1e K + S
−1
a )
−1.
Up until this point in time, both of these approaches rely on the setup of the Jacobian matrix
to capture both temporal and spatial covariances, thus the covariance matrix, Se, is a diagonal
matrix with all zeroes in the off-diagonal. In the following work, these variance estimates are
preserved, and a spatial component will be added in order to have non-zero elements in the
off-diagonal of Se based upon spatial locations. The approach outlined in this work will be
used on both the data used in Kasibhatla et al. (2002) and Arellano et al. (2004), separately.
4.2 The Amended Model
This work assumes a similar linear model with a slight modification so as to preserve the
prescribed variances in Se
y = Kx+ σ. (4.1)
While the approach outlined here could easily incorporate estimates for the variances of the
measurements, it was decided that the estimates in Kasibhatla et al. (2002) and Arellano
et al. (2004) would more accurately portray the deviations seen for each of the site locations
at a given time. The key difference here will be that σ ∼ N (0, V (θ)), where θ is a vector
of spatial covariance parameters. σ is a vector of the square root of the diagonal of Se used
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in the previous works. The prior distribution of x as N (xa, Sa) remains untouched, and the
prior distribution of θ is set proportional to a constant and independent of x. Thus when
looking at the negative log of the posterior distribution of x we get,
`(x, θ|y) ∝ log |V (θ)|+ log |Sa|
+(y −Kx)∗V (θ)−1(y −Kx)
+(x− xa)∗S−1a (x− xa), (4.2)
where a∗ is the notation for the transpose of a so as to avoid confusion in future calculations.
Thus,  can be treated as a spatial process, and the variance of Y would be a product
of the station’s standard deviation and the spatial covariance. The entire vector  in (4.1) is
then a vector of realized observations from the spatial process
{(s) : s ∈ G}.
Here the space G will be the two dimensional space of longitude and latitude of the location
on Earth. To preserve the consistency between the two approaches, this will be assumed to be
a Gaussian spatial process with mean 0. Further assumptions will be discussed when outlining
the various spatial covariances used in this analysis.
4.2.1 Using Bayesian Generalized Least-Squares
It is possible to find the combined vector of (x, θ) that minimizes (4.2) as is, but this tends
to be inefficient since the Bayesian posterior estimate, x̂, is the x that minimizes the target
function for a given θ. It can be computationally expensive to numerically optimize (4.2)
without incorporating this feature, so all analysis will incorporate the estimate x̂. For reasons
to be discussed later in this paper, an alternative calculation of x̂ will be used. Summarized
from Lindley and Smith (1972) we can see that if
y|x ∼ N (Kx, V (θ)),
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where V (θ) and K are considered known, and x ∼ N (xa, Sa) then we know that the posterior
distribution of x given y is
x|y ∼ N (Dd,D),
where
D−1 = (K∗V (θ)−1K + S−1a ) (4.3)
d = (K∗V (θ)−1y + S−1a xa). (4.4)
In order to reduce the computer cycles necessary to optimize (4.2), then for any value of θ we
can substitute x with x̂, where x̂ = Dd is the posterior mean of x|y such that optimizing
`†(x̂, θ|y) = log |V (θ)|+ log |Sa|
+(y −Kx̂)∗V (θ)−1(y −Kx̂)
+(x̂− xa)∗S−1a (x̂− xa). (4.5)
is equivalent to optimizing (4.2).
4.2.2 Temporal Independence Assumption
Assuming temporal correlations are incorporated in the K matrix, it is possible to arrange
the model so that V (θ) is in block-diagonal form. This will be of particular help when dealing
with the large volume of measurements in Arellano et al. (2004). Each matrix diagonal Vt(θ)
would incorporate the diagonal elements used in V (θ) as well as spatial covariances amongst
the stations for t = 1, . . . , T . Thus, (4.5) can be rewritten as
`†(x̂, θ|y) = log |Sa|+ (x̂− xa)∗S−1a (x̂− xa)
+
T∑
t=1
log |Vt(θ)| (4.6)
+
T∑
t=1
(yt −Ktx̂)∗Vt(θ)−1(yt −Ktx̂).
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By using the estimate, x̂, as defined by Lindley and Smith (1972) this block-diagonal form
can be exploited when calculating the Bayesian generalized least squares estimate
x̂ =
[(
T∑
t=1
K∗t Vt(θ)
−1Kt
)
+ S−1a
]−1
×
[(
T∑
t=1
K∗t Vt(θ)
−1yt
)
+ S−1a xa
]
. (4.7)
4.2.3 Numerical Optimization
A quasi-Newton algorithm will be used in order to find θ̂, the value that minimize `†(x̂, θ).
This approach was chosen because under appropriate conditions the inverse of the numerical
Hessian provides the covariance matrix of those parameter estimates, and the Hessian is
approximated using this optimization technique. These values of x̂ and θ̂ are the maximum
a posteriori estimates. For numerical efficiency, the approach outlined in Smith (2001) and
Genz (1992) was used to calculate (4.6).
When using quasi-Newton optimization routines, one can use numerical approximations
for the derivative of the target function, or one can use the analytical derivative. Due to the
large size of the data used in Arellano et al. (2004), the optimization routine would often fail
by making large jumps when using the numerical approximation of the derivative. It is also
believed that using the analytical derivative improves the accuracy of the algorithm. Hence,
the analytical derivative of (4.6) was calculated with respect to the spatial parameters in θ.
The derivative of (4.6) with respect θi, each component in θ is
∂`†(x̂, θ)
∂θi
=
T∑
t=1
tr
(
Vt(θ)
−1∂Vt(θ)
∂θi
)
−2
[
T∑
t=1
(yt −Ktx̂)∗Vt(θ)−1Kt∂x̂
θi
−(x̂− xa)∗S−1a
∂x̂
θi
]
−G(θ), (4.8)
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where
G(θ) =
T∑
t=1
(yt −Ktx̂)∗
×Vt(θ)−1∂Vt(θ)
∂θi
Vt(θ)
−1
×(yt −Ktx̂).
Keep in mind that the Bayesian generalized least squares estimate, x̂ is indeed a function of
θ, and the derivative is
∂x̂
∂θi
=
[(
T∑
t=1
K∗t Vt(θ)
−1Kt
)
+ S−1a
]−1
×
[(
T∑
t=1
K∗t Vt(θ)
−1∂Vt(θ)
∂θi
Vt(θ)
−1Kt
)]
×
[(
T∑
t=1
K∗t Vt(θ)
−1Kt
)
+ S−1a
]−1
×
[(
T∑
t=1
K∗t Vt(θ)
−1yt
)
+ S−1a xa
]
.
−
[(
T∑
t=1
K∗t Vt(θ)
−1Kt
)
+ S−1a
]−1
×
[
T∑
t=1
K∗TVt(θ)
−1∂Vt(θ)
∂θi
Vt(θ)
−1yt
]
. (4.9)
4.3 Spatial Covariances
Assume that the σ in (4.1) is a homogeneous Gaussian spatial process with a zero mean.
When a spatial process is homogeneous, its spatial correlation can be defined as a function
of the distance between the two measurement sites (Cressie, 1993). Now, because the various
locations are situated on a global scale, geodesic distances (in kilometers) between the locations
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will be used. This is calculated as d = arcsin[
√
T/2], where
T = 12732.4 ∗ {[cos(y1) cos(x1)− cos(y2) cos(x2)]2
+ [cos(y1) sin(x1)− cos(y2) sin(x2)]2
+ [sin(y1)− sin(y2)]2}. (4.10)
In this case, (x1, y1) is the longitude and latitude (in degrees) of the first station, respectively,
and similarly for the second station.
For comparative purposes, multiple spatial models were fit to both data sets. Thus, if θ
is the vector of spatial parameters, then each component of the covariance matrix, [V (θ)]i,j is
defined as the covariance between station i and station j, where dij is the distance between
these two stations, and station standard deviations σi and σj are the observation’s component
defined in the σ of (4.1). Five different spatial covariances will be compared in this analysis;
Exponential, Gaussian, Wave, Spherical and Mat´’ern. The first four are one-parameter spatial
covariances, where R is the parameter in θ.
The exponential model is defined as
[V (θ)]i,j =
 σ
2
i if i = j
σiσje
−dij/R if i 6= j.
(4.11)
The Gaussian or squared exponential spatial covariance is defined as
[V (θ)]i,j =
 σ
2
i if i = j
σiσje
−d2ij/R2 if i 6= j.
(4.12)
When using the wave model, the covariance would be
[V (θ)]i,j =
 σ
2
i if i = j
σiσj
R
dij
sin(dij/R) if i 6= j.
(4.13)
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The spherical covariance is
[V (θ)]i,j =

σ2i if i = j
σiσj
[
1− 32
dij
R +
1
2
(
dij
R
)3]
if i 6= j.
(4.14)
Lastly, the Mate´rn is defined as
[V (θ)]i,j =

σ2i if i = j
σiσj
1
2θ2−1Γ(θ2)
(
2
√
θ2dij
θ1
)θ2
×Kθ2
(
2
√
θ2dij
θ1
)
if i 6= j,
(4.15)
where Γ(·) is the usual gamma function and Kθ2(·) is defined as the modified Bessel function
of the third kind of order θ2 (Abramowitz and Stegun, 1964). When looking at the Mate´rn
model, θ1 is typically interpreted as the scale parameter and θ2 as a shape parameter.
In order to preserve the diagonal components of Se, whenever a nugget effect is added to
the model, then each off-diagonal covariance is multiplied by (1−φ), where φ is the nugget to
sill ratio. Whenever the nugget effect is added into the model, then it will be the last spatial
parameter estimated. The reader should refer to the R package spatrr for calculations of the
derivatives of the covariance functions, and the source code of this analysis, and a table of
these calculations is provided in (Appendix B).
4.4 Results
The independent model referred to in the results is equivalent to the output from the pre-
vious work where no spatial covariance was used in the model. Whenever the quasi-Newton
algorithm converged appropriately, maximum a posteriori results were obtained for all the
spatial covariances, both with and without a nugget effect. When dealing with the station
data there were convergence issues with the Wave covariance without a nugget, and also with
the Mate´rn with a nugget. The Akaike Information Criterion (AIC) for each of these models
is summarized in Tables 4.1 and 4.2 for all of the models. The model with the smallest AIC is
assumed to be the best fit for the data. It appears that the Exponential with nugget, Spher-
ical with nugget and Mate´rn without a nugget perform similarly when looking at their AIC
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values in the site data. Similarly, the Exponential both with and without a nugget effect, the
Spherical with and without a nugget and Mate´rn perform similarly with the MOPITT data..
The results of site data spatial models are summarized in Table 4.3, and the source estimates
are compared in Fig. 4.1. The optimization algorithm could not converge appropriately for
the MOPITT data when using the Wave model and the Mate´rn with a nugget component.
The results of these models on the MOPITT data are summarized in Table 4.4, and the source
estimates are compared in Fig. 4.2.
When comparing the independent AIC values with those of the spatial covariance models,
it is clear that adding this component to the analysis is an improvement for both the site and
MOPITT datasets. Also when comparing the best performing spatial models, there do not
appear to be any drastic differences when comparing the various source estimates, as can be
seen in Fig. 4.1 and Fig. 4.2. The site data are more sparse, making it harder to find the
more realistic range values one would expect to see when modeling CO spatial dependence.
The MOPITT data is much more dense, giving a better picture of how the spatial covariances
should look.
Spatial Model AIC
Independent 3871.10
Exp w/nug 3501.07
Exp 3715.34
Gau w/nug 3537.19
Wave w/nug 3561.39
Sph w/nug 3506.37
Sph 3778.92
Mat 3487.07
Table 4.1: AIC of Site Data
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Figure 4.1: A Posteriori Estimates of x for Site Data
Figure 4.2: A Posteriori Estimates of x for MOPITT Data
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Spatial Model AIC
Independent -11310.88
Exp w/nug -36982.31
Exp -36984.31
Gau w/nug -35899.20
Sph w/nug -37054.32
Sph -37056.32
Mat w/nug -37350.03
Mat -37357.85
Table 4.2: AIC of MOPITT Data
4.5 Discussion
The results of the station data analysis appears to have a large disparity between the estimates
of fossil-fuel and biofuel source estimates for Asia and the Rest of the World compared with
that of the work in Kasibhatla et al. (2002), with the former obtaining results closer to those
prescribed in the prior mean, xa. There are many possible explanations for this discrepancy,
one being the weight of the prior distribution, and how much this could influence the a
posteriori estimates when adding the spatial covariances. In future work, it may be beneficial
to find some way to control this weight through the prior covariance matrix, Sa, as will be
discussed within this text.
Yet the MOPITT data seems to agree with the overall direction of the changes when com-
paring bottom-up estimates with top-down estimates in Arellano et al. (2004). As would be
expected when adding off-diagonal components to the covariance structure, often the poste-
rior estimates are not of the same magnitude as the independent estimates. Again, there is
a lot more data when using the MOPITT measurements, and the grid-like structure of these
measurements improves the ability to find the spatial structure in the model, it is reassuring
to see that the range parameters of these spatial models are easier to interpret when looking
at the MOPITT data.
4.6 Analysis of Output for Site Data
There is some concern about the fact that the posterior estimates are so different from those
in Kasibhatla et al. (2002). The contrasts between the prior (xa) and maximum a posteriori
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Prior Independent Exp.w.nug
FF/BF-NA 103.13 (51.566) 119.33 (15.319) 79.342 (10.379)
FF/BF-EU 141.15 (70.575) 127.69 (12.235) 73.063 (8.3326)
FF/BF-AS 238.11 (119.05) 380.53 (35.847) 193.01 (23.735)
FF/BF-RW 121.05 (60.526) 230.27 (48.039) 139.39 (39.909)
BB-NA/EU 76.149 (38.075) 62.401 (12.713) 67.999 (9.7373)
BB-AS 59.439 (29.719) 122.62 (22.828) 103.70 (16.048)
BB-AF 184.97 (92.485) 165.50 (38.651) 116.98 (20.962)
BB-LA 105.61 (52.805) 185.42 (40.998) 98.037 (37.345)
BB-OC 20.831 (10.415) 25.417 (9.7835) 25.022 (8.8012)
ISOP 342.72 (171.36) 413.46 (86.205) 199.98 (63.942)
TERP 59.32 (29.66) 64.353 (29.04) 65.064 (28.557)
METH 808.6 (40.43) 949.4 (35.558) 927.04 (33.78)
par1 NA (NA) NA (NA) 50.999 (11.952)
par2 NA (NA) NA (NA) 0.13045 (0.01349)
Sph.w.nug Mat
FF/BF-NA 78.145 (9.7087) 85.649 (9.7954)
FF/BF-EU 72.469 (7.7087) 78.748 (7.9995)
FF/BF-AS 189.47 (23.212) 200.51 (23.135)
FF/BF-RW 133.55 (39.122) 131.35 (38.423)
BB-NA/EU 68.631 (9.0518) 69.223 (9.4574)
BB-AS 104.67 (16.069) 101.88 (16.096)
BB-AF 116.2 (20.549) 114.9 (20.621)
BB-LA 97.752 (35.861) 122.24 (34.667)
BB-OC 24.051 (8.716) 24.306 (8.7202)
ISOP 207.63 (63.162) 170.70 (63.463)
TERP 63.915 (28.484) 61.957 (28.495)
METH 922 (33.317) 918.37 (33.019)
par1 135.81 (37.47) 13861 (16360)
par2 0.15529 (0.012398) 0.094814 (0.013004)
Table 4.3: Table of Estimates and Standard Deviations for Site Data
estimates of FF/BF-AS and FF/BF-RW as seen in (Fig. 4.1) are not as large as that of
the original paper (the independent estimates). These particular sources can be attributed
to the Asian contributions to the CO cycle, and the rest of the world, respectively. This is
a cause for concern, because there are other sources available in the atmospheric chemistry
community that concur with the conclusion that the Asian countries are grossly understating
their CO contribution, see Kasibhatla et al. (2002). This needs to be explored in more detail,
both by analyzing the numerical results from the algorithm based upon the data, and possibly
enhancing the model.
Another potentially alarming result is the enormous estimates for the range of the spatial
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covariances, as seen in (Table 4.3). These are measured in 1000s of kilometers, with the
exponential model clearly exceeding the diameter of the earth, 40,075 km. It is commonly
accepted in the atmospheric chemistry community that these spatial correlations should be a
range of a few thousand kilometers or smaller due to the chemical properties involved. Zhu
and Zhang (2006) discusses the potential issue of large range estimates in spatial statistics.
Under the “infill asymptotic framework”, the issue that while experts within a field believe
that there is an implied short-spatial-range relationship within the data being modeled, it is
theoretically possible to obtain large estimates for the range instead. This paper details the
sampling design of a spatial process, and its effects on estimation and prediction. Essentially,
a poorly defined sampling design can lead to asymptotic results that do not agree entirely with
the underlying process since the algorithm can not easily distinguish the difference between
the alternative covariance structures. Therefore, these large estimates of the range are not
necessarily a problem in this analysis.
In order to better understand the results obtained on the station data, as well as confirm
the results of the approach various simulations were performed on the dataset.
4.6.1 Simulation
In order to confirm that the algorithm performs well, 1000 observations of random noise with
prescribed spatial parameters were run. We fix the nugget:sill parameter to be .3, and the
range to be 5000, understanding that the range is still potentially far from the commonly
accepted range within the atmospheric chemistry community. The reason for choosing such
a range is because of the data used in the current modeling approach. (Fig. 4.3) shows a
histogram of all the distances, and (Fig. 4.4) shows a plot of the minimum distance for each
of the stations. As can be seen based upon the current data a 5000 km range should be picked
up in the signal, and one in the sub 1000 km range would be seen as white noise.
Using this information, the covariance matrix V (θ) can be filled in by using these parame-
ters and fitting them to the Exponential and Gaussian spatial variances as defined previously.
1000 simulations of the  vectors for each of these spatial covariance models were generated,
call each one of these ∗. Thus, the “observed” y vector is y∗ = Kx∗ + ∗, for some fixed x∗.
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Figure 4.3: All Distances
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This x∗ was set to be the posterior results from the work in (Kasibhatla et al., 2002). The
algorithm was then ran on each generated y∗. (Table 4.5) summarizes the results of running
the exponential algorithm on the simulated y∗ using the exponential covariances, similarly
(Table 4.6) does the same for the Gaussian covariances. The center box in these tables is a
summary of all 1000 estimated parameters, while the box to the right is a brief summary of
their corresponding standard errors. Quickly looking at the mean estimates and the mean(SE)
show the algorithm adequately covers the actual parameters within 2 standard deviations. So
it seems that the issues in the initial calculations seem to lie in the data itself, because the
simulations indicate that the algorithm is performing as expected. The exception lies in the
estimates for METHANE, where we seem to grossly underestimate this parameter across the
board. This source category is not accurately picked up in K matrix, as it essentially category
used to pick up all the ’other’ sources not included in the other components of x.
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Figure 4.4: Minimum Distance per Station
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4.6.2 Comparison
A reasonable question one would ask after this work would be whether or not adding the
spatial component in this work enhances the work done in Kasibhatla et al. (2002). In order
to approach such a query, the performance of the new model and the model previously used in
Kasibhatla et al. (2002) will be compared based upon the simulations. The measures will be
based upon the mean squared error of the estimates of x, and the performance of confidence
intervals.
Mean Squared Error
This is an extremely useful method for comparing estimators of statistical parameters. If the
parameter θ is estimated with some statistic θ̂. Then the mean squared error of θ̂ is defined
as
MSE(θ̂) = (θ̂ − θ)2 + Var(θ̂).
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The first part of the sum above is known as the bias of θ̂ squared. When comparing the MSE
of the estimates used in Kasibhatla et al. (2002) with those of the methods proposed in this
work on the simulated observations the results aren’t overwhelming. (Table 4.7) summarizes
the counts of MSE’s that are lower out of the 1000 simulations. It would be ideal if the counts
of lower MSEs were to be dominated by using the spatial approach, but as can be seen here
there is no clear trend in the table. It appears the approach used in Kasibhatla et al. (2002)
is only slightly worse for a few of the components of x.
Confidence Intervals
Another diagnostic commonly used to compare models is analyzing the performance of 80%
confidence intervals for the parameter estimates. (Table 4.8) summarizes the results of this
comparison, where it can be seen that the results are consistent between the two approaches.
It appears that both techniques seem to cover the prescribed parameters about 80% of the
time, with the exception of some problem components of x, but the new approach does no
better on these parameters than the appoach used in Kasibhatla et al. (2002).
4.7 Questions and Future Work
Kasibhatla et al. (2002) popularized the use of the forward model in estimating CO source
contributions. This work shows how to incorporate spatial dependence when using this ap-
proach. While there still remain some questions about the estimates themselves, the spatial
dependence enhances the overall model of the CO distribution throughout the atmosphere.
When adding a spatial component to (4.1), remember that the matrix K is not a well-behaved
matrix. The following methodology will be used in order to employ an approach that will deal
with the potential multicollinearity involved with this design matrix.
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Prior Independent Exp
NAM 102.99 (51.495) 68.494 (4.8222) 110.98 (5.7956)
EUR 95.2 (47.6) 72.106 (7.1348) 80.294 (6.4541)
RUS 45.72 (22.86) 53.18 (7.6366) 61.508 (6.0266)
EAS 108.72 (54.36) 205.01 (5.284) 169.44 (5.7847)
SAS 88.14 (44.07) 153.27 (3.8317) 137.63 (3.9058)
SEA 41.03 (20.515) 76.738 (4.5464) 112.75 (4.4921)
ROW 120.98 (60.49) 261.49 (8.4089) 199.36 (7.6833)
OTH 21.99 (10.995) 66.842 (2.2358) 40.433 (2.114)
NLA 38.58 (19.29) 105.43 (2.6867) 74.06 (2.9592)
SLA 88.28 (44.14) 114.35 (2.68) 93.649 (3.1602)
NAF 133.91 (66.955) 107.89 (3.7377) 121.60 (4.6797)
SAF 146.51 (73.255) 50.794 (3.5811) 96.503 (4.0002)
SSA 41.51 (20.755) 95.791 (3.3903) 61.079 (3.3484)
BOR 28.05 (14.025) 6.946 (2.9976) 0.94392 (2.0636)
BIOG 462.12 (231.06) 192.34 (11.014) 212.30 (10.975)
par1 NA (NA) NA (NA) 7.4508 (0.067606)
par2 NA (NA) NA (NA) NA (NA)
Sph Mat
NAM 110.69 (5.7161) 109.98 (5.7784)
EUR 80.71 (6.3601) 79.068 (6.4832)
RUS 64.012 (5.9332) 58.658 (5.9522)
EAS 169.66 (5.6895) 166.63 (5.8383)
SAS 136.31 (3.8471) 135.22 (4.052)
SEA 112.24 (4.4358) 117.52 (4.7327)
ROW 201.60 (7.5681) 204.29 (7.9109)
OTH 40.337 (2.0858) 38.154 (2.1816)
NLA 73.734 (2.9204) 78.413 (3.0761)
SLA 93.2 (3.1108) 94.543 (3.2117)
NAF 121.98 (4.6175) 122.77 (4.7841)
SAF 97.37 (3.95) 93.04 (4.2269)
SSA 60.89 (3.3001) 63.728 (3.4298)
BOR 1.4345 (2.0289) 0.61698 (2.0039)
BIOG 208.94 (10.787) 213.64 (10.897)
par1 11.625 (0.058039) 5.3131 (0.12434)
par2 NA (NA) 0.70813 (0.0090478)
Table 4.4: Table of Estimates and Standard Deviations for MOPITT Data
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Table 4.5: Summary of Exponential Simulation Results
Actual Par min max median mean sd mean(SE) sd(SE)
119.33 FF/BF-NA 61.42 175.00 114.77 115.40 17.52 17.23 1.26
127.69 FF/BF-EU 72.47 171.85 128.88 128.03 15.37 13.80 0.99
380.53 FF/BF-AS 267.37 511.80 373.22 374.18 38.47 36.40 2.23
230.27 FF/BF-RW 112.86 277.91 196.39 196.52 26.11 47.98 1.84
62.40 BB-NA/EU 19.66 121.00 65.96 65.70 15.41 16.55 0.77
122.62 BB-AS 43.62 140.58 90.74 90.55 14.80 22.05 0.95
165.50 BB-AF 71.01 315.00 188.07 188.20 32.31 34.69 1.86
185.42 BB-LA 88.76 230.09 158.80 158.76 23.62 43.56 1.58
25.42 BB-OC 15.77 35.75 25.34 25.33 3.19 9.69 0.57
413.46 ISOP 342.07 719.68 534.68 535.72 69.58 85.83 4.31
64.35 TERP 54.51 79.05 67.69 67.61 4.09 29.27 0.94
949.39 METH 812.75 903.99 851.60 851.61 13.78 33.81 1.94
.3 nug:sill 0.12 0.51 0.30 0.30 0.06 0.06 0.01
5000 range 2145.97 14490.43 5198.21 5373.58 1332.60 1153.17 450.03
Table 4.6: Summary of Gaussian Simulation Results
Actual Par min max median mean sd mean(SE) sd(SE)
119.33 FF/BF-NA 66.40 163.16 115.62 115.99 16.95 17.48 1.20
127.69 FF/BF-EU 83.63 181.45 128.35 128.68 15.00 14.24 1.01
380.53 FF/BF-AS 282.41 480.33 375.21 375.15 35.02 34.75 1.77
230.27 FF/BF-RW 101.28 277.59 200.89 200.69 25.45 47.03 1.96
62.40 BB-NA/EU 8.48 125.72 64.25 64.58 15.36 17.02 0.74
122.62 BB-AS 46.58 141.80 95.81 95.37 14.88 20.78 0.91
165.50 BB-AF 92.57 296.58 190.03 189.72 32.95 34.78 1.65
185.42 BB-LA 79.65 223.03 158.28 158.05 23.85 42.72 1.99
25.42 BB-OC 11.40 35.29 25.42 25.32 3.13 9.50 0.57
413.46 ISOP 349.88 717.55 536.71 533.71 63.28 82.08 4.21
64.35 TERP 54.75 78.25 67.64 67.65 3.98 29.12 1.13
949.39 METH 809.98 903.32 854.47 854.25 13.27 33.00 1.86
.3 nug:sill 0.20 0.43 0.30 0.30 0.03 0.03 0.00
5000 range 3875.67 7239.43 5032.60 5080.04 453.57 391.54 73.32
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Table 4.7: Comparison of Estimates by MSE
Exponential Gaussian
Parameter No Spatial Spatial No Spatial Spatial
MSE Lower MSE Lower MSE Lower MSE Lower
x1 541.00 459.00 484.00 516.00
x2 527.00 473.00 502.00 498.00
x3 351.00 649.00 319.00 681.00
x4 543.00 457.00 442.00 558.00
x5 588.00 412.00 535.00 465.00
x6 423.00 577.00 324.00 676.00
x7 215.00 785.00 232.00 768.00
x8 609.00 391.00 607.00 393.00
x9 411.00 589.00 307.00 693.00
x10 381.00 619.00 411.00 589.00
x11 437.00 563.00 437.00 563.00
x12 774.00 226.00 734.00 266.00
Table 4.8: Comparison of 80% Confidence Intervals
Exponential Gaussian
Parameter % of No Spatial % of Spatial % of No Spatial % of Spatial
Contain Actual Contain Actual Contain Actual Contain Actual
x1 0.76 0.89 0.72 0.88
x2 0.72 0.87 0.70 0.89
x3 0.70 0.87 0.71 0.88
x4 0.95 0.96 0.95 0.97
x5 0.67 0.92 0.66 0.93
x6 0.57 0.63 0.58 0.68
x7 0.83 0.85 0.81 0.83
x8 0.91 0.98 0.92 0.96
x9 1.00 1.00 1.00 1.00
x10 0.55 0.61 0.57 0.57
x11 1.00 1.00 1.00 1.00
x12 0.06 0.00 0.05 0.00
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Chapter 5
RREML - Simple Case
When looking at the forward model described in (Sec. 1.3.1), it essentially comes up with a
linear regression approach to estimate the sources of various elements. The key issues attacked
by the proposed approach are the inherent multicollinearity combined with the obligation to
maintain the structure of the design matrix. Combine this with the potential spatial and
temporal correlations within the observation vector, and a motivation for incorporating a
ridge restricted maximum likelihood (RREML) approach is easily seen. This chapter will
exhibit plans for the proposed work, and how to apply this to the data supplied by Kasibhatla
et al. (2002).
Suppose the model discussed in (Sec. 1.4) is written as the linear model
Y |β, θ ∼ N [Xβ, V (θ)], (5.1)
where X is a n× p matrix of regressors and V (θ) is a covariance matrix depending on finite-
dimensional unknown parameter θ. Future implementation of this will include using θ to
model spatial correlations. Assume that the joint prior for β and θ is proportional to
e−
λ
2
βT βpi(θ)
That is, β is multivariate normal with mean ~0 and covariance 1c Ip and independent of θ, where
θ has arbitrary density pi(θ). Then the posterior distribution is proportional to the likelihood
times the prior
|V |−1/2 exp
{
−1
2
(Y −Xβ)TV −1(Y −Xβ)− λ
2
βTβ
}
· pi(θ).
Complete the square in the exponent by defining
β˜ = (XTV −1X + λI)−1XTV −1Y,
W˜ = V −1 − V −1X(XTV −1X + λI)−1XTV −1,
to get
(Y −Xβ)TV −1(Y −Xβ) + λβTβ = (β − β˜)T (XTV −1X + λI)(β − β˜) + Y T W˜Y.
Hence the joint posterior distribution of (β, θ) is of the form
pi(β, θ | Y ) ∝ |V |−1/2 exp
{
−1
2
(β − β˜)T (XTV −1X + λI)(β − β˜)− 1
2
Y T W˜Y
}
· pi(θ). (5.2)
If θ is fixed, then the posterior density of β is
β | Y, θ ∼ N [β˜, (XTV −1X + λI)−1],
in other words, the posterior mean of β is the ridge regression estimator β˜, and the posterior
variance is (XTV −1X + λI)−1. In the case V = I, this is the familiar Bayesian derivation of
the ridge regression estimator as outlined in (Sec 2.3.4).
However, if the focus is shifted onto θ, then the obvious procedure is to integrate out β in
(5.2), resulting in
pi(θ | Y ) ∝ |V |−1/2|XTV −1X + λI|−1/2 exp
{
−1
2
Y T W˜Y
}
· pi(θ). (5.3)
Equation (5.3) may be exploited in a number of ways. A purely Bayesian approach can
be taken, integrating numerically with respect to θ to deduce the posterior density of θ.
Alternatively, an approach analogous to Type II maximum likelihood can be taken, ignoring
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pi(θ) and defining the point estimator θ˜ as the value of θ that minimizes
˜`(θ) =
1
2
log |V |+ 1
2
log |XTV −1X + λI|+ 1
2
Y T W˜Y. (5.4)
Of particular interest is that when λ is 0, then
Y T W˜Y = G2(θ), (5.5)
where G2 is defined in (3.12). Note that when when λ = 0, (5.4) is equivalent to the restricted
likelihood defined in (3.13), thus minimizing (5.4) leads to the ridge regression analog of the
REML estimator. Therefore, θ˜ would be one of several equivalent definitions of the REML
estimator when λ = 0, so this suggests that (5.4) might also be a suitable estimation function
for θ in the case λ 6= 0. Typically the ridge estimator is compared with OLS, where the latter
is an unbiased estimator, but it is more appropriate to explore the discrepancies between
the proposed method and the REML estimator for the spatial parameter. This draws a nice
analogy between the ridge estimator for β and that of the covariance parameters, θ, as well.
Let ∇˜` denote the (column) vector of first-order derivatives of ˜`, and ∇2 ˜` the matrix of
second-order derivatives. Then a standard Taylor expansion gives
θ˜ − θ ≈ −(∇2 ˜`(θ))−1∇˜`(θ).
In typical quasi-likelihood applications ∇˜`(θ) ≈ N [b,G] and ∇2 ˜`(θ) ≈ H where the vector b
and the matrices G and H can be calculated, and we will then have (approximately)
θ˜ − θ ∼ N [−H−1b,H−1GH−1]. (5.6)
This is based upon the properties of estimating the center of likelihood like functions, and an
application of Slutzky’s Theorem. See Appendix A for a more detailed discussion of the steps
involved.
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5.0.1 Calculating b
When approaching b, keep in mind the following identities that follow from Mardia et al.
(1979) and Magnus and Neudecker (1999):
1.
∂ log |V |
∂θi
= tr
(
V −1
∂V
∂θi
)
2. tr(AB) = tr(BA)
3. By the chain rule,
∂V −1
∂θi
= −V −1∂V
∂θi
V −1.
4.
∂W˜
∂θi
= −W˜ ∂V
∂θi
W˜
,
5.
∂2W˜
∂θi∂θj
= W˜
∂V
∂θi
W˜
∂V
∂θj
W˜ + W˜
∂V
∂θj
W˜
∂V
∂θi
W˜ − W˜ ∂
2V
∂θi∂θj
W˜ ,
6.
W˜V W˜ = W˜ − λV −1X(XTV −1X + λI)−2XTV −1.
Using this information, taking the derivative of (5.4) with respect to each individual compo-
nent of θ gives
∂ ˜`
∂θi
=
∂
∂θi
1
2
log |V |+ ∂
∂θi
1
2
log |XTV −1X + λI|+ ∂
∂θi
1
2
Y T W˜Y.
=
1
2
tr
(
V −1
∂V
∂θi
)
− 1
2
tr
{
(XTV −1X + λI)−1XTV −1
∂V
∂θi
V −1X
}
+
1
2
Y T
∂W˜
∂θi
Y
=
1
2
tr
(
V −1
∂V
∂θi
)
− 1
2
tr
{
V −1X(XTV −1X + λI)−1XTV −1
∂V
∂θi
}
+
1
2
Y T
∂W˜
∂θi
Y
=
1
2
tr
(
W˜
∂V
∂θi
)
+
1
2
Y T
∂W˜
∂θi
Y, (5.7)
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where the only random variable in (5.7) is Y . Recall that the distribution of Y is given in
(5.1), then for any constant matrix A,
E{Y TAY } = tr(AV ) + βTXTAXβ, (5.8)
leading to
E
{
∂ ˜`
∂θi
}
=
1
2
tr
(
W˜
∂V
∂θi
)
+
1
2
tr
(
∂W˜
∂θi
V
)
+
1
2
βTXT
∂W˜
∂θi
Xβ. (5.9)
Keep in mind that XT ∂W˜∂θi X =
∂XT W˜X
∂θi
, then considering the last part of (5.9)
XT W˜X = XTV −1X −XTV −1X(XTV −1X + λI)−1XTV −1X
= XTV −1X(XTV −1X + λI)−1(XTV −1X + λI −XTV −1X)
= λXTV −1X(XTV −1X + λI)−1.
Thus, the final term in (5.9) is
λ
2
βT
∂
∂θi
{
XTV −1X(XTV −1X + λI)−1
}
β. (5.10)
Now looking at the remaining terms of (5.9) gives
1
2
tr
(
W˜
∂V
∂θi
)
+
1
2
tr
(
∂W˜
∂θi
V
)
=
1
2
tr
(
W˜
∂V
∂θi
)
− 1
2
tr
(
W˜
∂V
∂θi
W˜V
)
=
1
2
tr
(
W˜
∂V
∂θi
)
− 1
2
tr
(
W˜V W˜
∂V
∂θi
)
=
1
2
tr
(
W˜
∂V
∂θi
)
− 1
2
tr
(
W˜
∂V
∂θi
)
+
λ
2
tr
(
V −1X(XTV −1X + λI)−2XTV −1
∂V
∂θi
)
=
λ
2
tr
(
V −1X(XTV −1X + λI)−2XTV −1
∂V
∂θi
)
.(5.11)
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So that combining (5.11) and (5.10) gives each element of b, where
bi = E
{
∂ ˜`
∂θi
}
=
λ
2
tr
(
V −1X(XTV −1X + λI)−2XTV −1
∂V
∂θi
)
+
λ
2
βT
∂
∂θi
{
XTV −1X(XTV −1X + λI)−1
}
β. (5.12)
It is important to see that when λ = 0, the asymptotic bias of the estimator, θ˜i, calculated
in (5.12) is 0. This again corresponds with the REML estimator in which the premise is to form
an unbiased estimator of the desired parameter. Contrast this with the MLE estimate, whose
primary motivation is to minimize (5.4) without the additional second term. This further
underlines the often-quoted statement that the REML estimator is unbiased, as compared to
the MLE estimator which follows no such restriction. Of course this is using λ = 0, which
leads to the typical underlying question involved in ridge regression, choosing the appropriate
λ. It is safe to say that for sufficiently small λ, the ridge estimator is approximately unbiased.
5.0.2 Calculation of G
Before attacking G, recall that if Y is an n-dimensional multivariate normal with covariance
matrix V , and if A and B are n-dimensional matrices, then
Cov
{
Y TAY, Y TBY
}
= 2 tr(V AV B),
as can be derived in Petersen and Pedersen (2008). This can be applied to (5.7) following the
identities stated earlier, then each element of G can be defined as
gij = Cov
{
∂ ˜`
∂θi
,
∂ ˜`
∂θj
}
=
1
2
tr
(
V
∂W˜
∂θi
V
∂W˜
∂θj
)
=
1
2
tr
(
W˜V W˜
∂V
∂θi
W˜V W˜
∂V
∂θj
)
. (5.13)
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Looking at the case where λ = 0, then W˜V W˜ = W˜ and (5.13) reduces to
Cov
{
∂ ˜`
∂θi
,
∂ ˜`
∂θj
}
=
1
2
tr
(
W˜
∂V
∂θi
W˜
∂V
∂θj
)
, (5.14)
which is the usual formula for the Fisher information matrix in REML estimation.
5.0.3 Calculation of H
Taking the derivative of (5.7), leads to
∂2 ˜`
∂θi∂θj
=
1
2
tr
(
∂W˜
∂θj
∂V
∂θi
)
+
1
2
tr
(
W˜
∂2V
∂θi∂θj
)
+
1
2
Y T
∂2W˜
∂θi∂θj
Y.
Where using (5.8) again gives us,
hij = E
{
∂2 ˜`
∂θi∂θj
}
=
1
2
tr
(
∂W˜
∂θj
∂V
∂θi
)
+
1
2
tr
(
W˜
∂2V
∂θi∂θj
)
+
1
2
tr
(
∂2W˜
∂θi∂θj
V
)
+
1
2
βTXT
∂2W˜
∂θi∂θj
Xβ.
By the same argument as for (5.10), the last term is
λ
2
βT
∂2
∂θi∂θj
{
XTV −1X(XTV −1X + λI)−1
}
β. (5.15)
Using the previous identities will then leave the remaining terms in hij as
1
2
tr
(
−W˜ ∂V
∂θi
W˜
∂V
∂θj
+ W˜
∂2V
∂θi∂θj
+ W˜V W˜
∂V
∂θi
W˜
∂V
∂θj
+ W˜V W˜
∂V
∂θj
W˜
∂V
∂θi
− W˜V W˜ ∂
2V
∂θi∂θj
)
=
1
2
tr
(
W˜
∂V
∂θi
W˜
∂V
∂θj
)
+
λ
2
tr
{
V −1X(XTV −1X + λI)−2XTV −1
(
∂2V
∂θi∂θj
− ∂V
∂θi
W˜
∂V
∂θj
− ∂V
∂θj
W˜
∂V
∂θi
)}
. (5.16)
Thus, hij is the sum of (5.16) and (5.15). Note that when λ = 0, hij again reduces to (5.14),
confirming the well-known Fisher information identity (G = H) that (subject to the usual
regularity conditions) is valid whenever ` is a true log likelihood.
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5.1 Justification of β˜
Note that by multiplying the overall model by V (θ)−1/2, the generalized least squares model
will in turn become a simple least squares model. This minor modification will in turn, lead
to the standard ridge regression estimates of β. Hence, all of the previous work justifying and
analyzing the ridge regression estimates of the covariates in a linear model would apply in
this scenario.
5.2 Derivative of the MSE of θ˜
If θ˜ is the ridge estimate of the spatial parameters θ, then under typical quasi-likelihood
situations
θ˜(λ) ∼ N (θ −H(λ)−1b(λ), H(λ)−1G(λ)H(λ)−1), (5.17)
where the notation is modified in order to emphasize the fact that the vectors and matrices
are indeed a function of λ. Note that λ = 0 gives the typical REML estimator, θ̂ and the
typical quasi-likelihood result where
θ̂ = θ˜(0) ∼ N (θ,H(0)−1). (5.18)
This follows from the fact that b(0) = 0 and H(0) = G(0). The variables in (5.17) are defined
as
b = E[∇θ`(θ)],
which is the expected value of the Score function,
G = Cov[∇θ`(θ)],
which is the Fisher information matrix, and lastly
H = E[∇θ∇Tθ `(θ)],
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the expected value of the Hessian matrix. From (5.17) and (5.18) the mean-squared error,
MSE, will be
MSE = E[(θ˜ − θ)T (θ˜ − θ)] = b(λ)TH(λ)−2b(λ) + tr(H(λ)−1G(λ)H(λ)−1), (5.19)
where the first part of (5.19) is the sum of the squared biases for each component of θ, and
the second is the sum of the variance of the estimators for θ. It may be useful to note that
the MSE for θ̂ is just the sum of the variances, tr(H(0)−1).
When taking the derivative of the first part of (5.19) (the squared bias of the estimators)
with respect to λ gives
∂
∂λ
[
b(λ)TH(λ)−2b(λ)
]
=
[
∂
∂λ
b(λ)T
]
H(λ)−2b(λ) + b(λ)T
[
∂
∂λ
H(λ)−2b(λ)
]
=
[
∂
∂λ
b(λ)T
]
H(λ)−2b(λ) + b(λ)T
([
∂
∂λ
H(λ)−2
]
b(λ) +H(λ)−2
[
∂
∂λ
b(λ)
])
=
[
∂
∂λ
b(λ)T
]
H(λ)−2b(λ)
+b(λ)T
[
∂
∂λ
H(λ)−2
]
b(λ)
+b(λ)TH(λ)−2
[
∂
∂λ
b(λ)
]
=
[
∂
∂λ
b(λ)T
]
H(λ)−2b(λ)
−b(λ)TH(λ)−1
([
∂
∂λ
H(λ)
]
H(λ)−1 +H(λ)−1
[
∂
∂λ
H(λ)
])
H(λ)−1b(λ)
+b(λ)TH(λ)−2
[
∂
∂λ
b(λ)
]
, (5.20)
where the second part of (5.20) follows from the differential identity
∂
∂λ
H(λ)−2 =
[
∂
∂λ
H(λ)−1
]
H(λ)−1 +H(λ)−1
[
∂
∂λ
H(λ)−1
]
= −
(
H(λ)−1
[
∂
∂λ
H(λ)
]
H(λ)−1
)
H(λ)−1 −H(λ)−1
(
H(λ)−1
[
∂
∂λ
H(λ)
]
H(λ)−1
)
= −H(λ)−1
([
∂
∂λ
H(λ)
]
H(λ)−1 +H(λ)−1
[
∂
∂λ
H(λ)
])
H(λ)−1.
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Now the derivative of the second part of (5.19) is
∂
∂λ
tr
(
H(λ)−1G(λ)H(λ)−1
)
= tr
(
∂
∂λ
H(λ)−1G(λ)H(λ)−1
)
= tr
([
∂
∂λ
H(λ)−1
]
G(λ)H(λ)−1 +H(λ)−1
[
∂
∂λ
G(λ)H(λ)−1
])
= −tr
(
H(λ)−1
[
∂
∂λ
H(λ)
]
H(λ)−1G(λ)H(λ)−1
)
+tr
(
H(λ)−1
[
∂
∂λ
G(λ)
]
H(λ)−1
)
−tr
(
H(λ)−1G(λ)H(λ)−1
[
∂
∂λ
H(λ)
]
H(λ)−1
)
(5.21)
Therefore the derivative of (5.19) with respect to λ is the sum of (5.20) and (5.21). Now using
the properties that b(0) = 0 and G(0) = H(0) the sum of (5.20) and (5.21) when λ = 0 is
tr
(
H(0)−1
[
∂
∂λ
G(λ)|λ=0
]
H(0)−1
)
− 2tr
(
H(0)−1
[
∂
∂λ
H(λ)|λ=0
]
H(0)−1
)
= tr
(
H(0)−1
{[
∂
∂λ
G(λ)|λ=0
]
− 2
[
∂
∂λ
H(λ)|λ=0
]}
H(0)−1
)
= tr
(
H(0)−1QH(0)−1
)
, (5.22)
where Q =
[
∂
∂λG(λ)|λ=0
] − 2 [ ∂∂λH(λ)|λ=0]. If (5.22) is indeed negative, then it can be said
that the mean-squared error of θ˜ is better than that of θ̂ for some arbitrarily small λ. It is
interesting to note the similarity of this result with that of the work in Hoerl and Kennard
(1970a)where they state that the derivative of the MSE is only dependent on the drastic
decrease of the variance component when λ is increased from 0, because the derivative of the
bias is zero. However, this approach differs from Hoerl and Kennard (1970a) because there is
no simple way to prove that the variances decrease as λ increases from 0. Similarly, our result
in (5.22) is the byproduct of the variance of the estimator, because the bias is cancelled out
when λ = 0.
This comparison of MSE can also be drawn out in a matrix sense where the matrix in (5.22)
would be the focus of the analysis instead of taking the trace of it. In this case, improvement
would be implied if H(0)−1QH(0)−1 is negative definite. Of course, if this is true then the
trace will be negative.
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5.2.1 Derivative of gij(λ)
Before exploring the properties of (5.22) it will be useful to simplify the work by looking at a
few of the components involved when evaluating the derivatives of both gij and hij . Recall,
that W˜ is indeed a function of λ, this is emphasized by writing W˜ (λ), thus defining
W = W˜ (0) = V −1 − V −1X(XTV −1X)−1XTV −1. (5.23)
Now let’s also evaluate the derivative of W˜ (λ) with respect to λ
∂
∂λ
W˜ (λ) =
∂
∂λ
V −1 − ∂
∂λ
V −1X(XTV −1X + λI)−1XTV −1
= −V −1(X ∂
∂λ
(XTV −1X + λI)−1XT )V −1
= V −1(X(XTV −1X + λI)−1
∂
∂λ
(XTV −1X + λI)(XTV −1X + λI)−1XT )V −1
= V −1(X(XTV −1X + λI)−2XT )V −1,
and evaluating this at 0 will leave
∂
∂λ
W˜ (λ)|λ=0 = V −1X(XTV −1X)−2XTV −1 = R. (5.24)
Now one useful relationship of note between W and R is that
WVR = 0 = RVW. (5.25)
Looking at the derivative of G as defined in (5.13), the derivative is
∂
∂λ
gij =
∂
∂λ
1
2
tr
(
W˜V W˜
∂V
∂θi
W˜V W˜
∂V
∂θj
)
=
1
2
tr
([
∂
∂λ
W˜V W˜
∂V
∂θi
]
W˜V W˜
∂V
∂θj
+ W˜V W˜
∂V
∂θi
[
∂
∂λ
W˜V W˜
∂V
∂θj
])
=
1
2
tr
([
∂W˜
∂λ
V W˜
∂V
∂θi
+ W˜V
∂W˜
∂λ
∂V
∂θi
]
W˜V W˜
∂V
∂θj
+W˜V W˜
∂V
∂θi
[
∂W˜
∂λ
V W˜
∂V
∂θj
+ W˜V
∂W˜
∂λ
∂V
∂θj
])
. (5.26)
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There is no need to go further with this derivation, because interest only lies in (5.26) evaluated
at 0. Using R and W as defined in (5.24) and (5.23), respectively.
∂
∂λ
gij(λ)|λ=0 = 1
2
tr
([
RVW
∂V
∂θi
+WVR
∂V
∂θi
]
WVW
∂V
∂θj
+ WVW
∂V
∂θi
[
RVW
∂V
∂θj
+WVR
∂V
∂θj
])
. (5.27)
Where (5.27) clearly cancels out to 0 due to (5.25), therefore the derivative of G with respect
to λ can be ignored at λ = 0.
5.2.2 Derivative of hij(λ)
Each of the components of H are defined as the sum of (5.16) and (5.15), thus it may be
more useful to attack the derivative of each component in the sum individually. Thus, the
derivative of the first part is
∂
∂λ
[
λ
2
βT
∂2
∂θi∂θj
{
XTV −1X(XTV −1X + λI)−1
}
β
]
=
1
2
βT
∂2
∂θi∂θj
{
XTV −1X(XTV −1X + λI)−1
}
β
−λ
2
βT
∂2
∂θi∂θj
{
XTV −1X(XTV −1X + λI)−2
}
β. (5.28)
The derivative of the second part is
∂
∂λ
1
2
tr
(
W˜
∂V
∂θi
W˜
∂V
∂θj
)
=
1
2
tr
(
∂
∂λ
W˜
∂V
∂θi
W˜
∂V
∂θj
)
=
1
2
tr
(
∂W˜
∂λ
∂V
∂θi
W˜
∂V
∂θj
+ W˜
∂V
∂θi
∂W˜
∂λ
∂V
∂θj
)
. (5.29)
When looking at the third component of the sum it is useful to note that applying the product
rule for derivatives at λ = 0 implies that the only concern is the following
1
2
tr
{
V −1X(XTV −1X + λI)−2XTV −1
(
∂2V
∂θi∂θj
− ∂V
∂θi
W˜
∂V
∂θj
− ∂V
∂θj
W˜
∂V
∂θi
)}
, (5.30)
because the λ2 cancels out the derivative of the trace. When identifying
∂
∂λhij(λ)|λ=0 it
will again be useful to first look at each part. When looking at (5.28) when λ = 0 the
61
product that we are looking to take the derivative with respect to θi and θj comes to
XTV −1X(XTV −1X)−1 = I, whose derivative is 0, so this will not play a role in the calcula-
tion. Using how W and R are defined in (5.23) and (5.24), respectively then when evaluated
at λ = 0 (5.29) and (5.30) become
1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
+W
∂V
∂θi
R
∂V
∂θj
)
, (5.31)
and
1
2
tr
(
R
[
∂2V
∂θi∂θj
− ∂V
∂θi
W
∂V
∂θj
− ∂V
∂θj
W
∂V
∂θi
])
, (5.32)
respectively. Therefore,
∂
∂λ
hij(λ)|λ=0 = 1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
+W
∂V
∂θi
R
∂V
∂θj
)
+
1
2
tr
(
R
[
∂2V
∂θi∂θj
− ∂V
∂θi
W
∂V
∂θj
− ∂V
∂θj
W
∂V
∂θi
])
=
1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
)
+
1
2
tr
(
W
∂V
∂θi
R
∂V
∂θj
)
+
1
2
tr
(
R
∂2V
∂θi∂θj
)
− 1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
)
− 1
2
tr
(
R
∂V
∂θj
W
∂V
∂θi
)
=
1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
)
+
1
2
tr
(
W
∂V
∂θi
R
∂V
∂θj
)
+
1
2
tr
(
R
∂2V
∂θi∂θj
)
− 1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
)
− 1
2
tr
(
W
∂V
∂θi
R
∂V
∂θj
)
=
1
2
tr
(
R
∂2V
∂θi∂θj
)
(5.33)
Derivative of MSE at λ = 0
All of the above equations lead to the ij component of Q =
[
∂
∂λG(λ)|λ=0
] − 2 [ ∂∂λH(λ)|λ=0]
being
qij = −tr
(
R
∂2V
∂θi∂θj
)
, (5.34)
where R is defined in (5.24).
Recall that Q is defined in (5.22), where the overall derivative of the MSE of the estimator
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for θ at λ = 0 is actually the trace of the product of three matrices. If (5.22) is negative, then
we can conclude that the spatial ridge regression approach will decrease the MSE for small
λ > 0. Keeping in mind that the trace of a negative definite matrix would be negative, then if
H(0)−1QH(0)−1 is negative definite the desired result would follow. Exploiting the asymptotic
relationship between H(0) and the covariance of the maximum likelihood parameters, then
H(0) should be a positive definite matrix, and attention should be focused on Q being negative
definite. When selecting a few different parameters and plugging them into Q it becomes
apparent that Q is not always negative definite, but instead it can have both positive and
negative eigenvalues. Instead it will prove more fruitful to explore the properties of the trace
of the product of the three matrices as defined in (5.22).
5.3 Numerical Validation
There is no clear way to prove (5.22) is negative, but in order to get more insight into the
proposed approach plotting out the mean-squared error the estimates of simulations may help
show what is going on. Hopefully, this will give some confirmation for using the approach and
give some intuition as to choosing the appropriate Ridge constant.
The algorithm used for running RREML will first find the θ that minimizes (5.4) by using
a quasi-Newton optimization algorithm. This method was chosen so as to use a shortcut
in calculating the Hessian of the quasi-likelihood, H in future implementations, but for now
H can calculated directly. Of course, in order for such optimization algorithms to function
properly the parameters need to be on relatively similar scales. Therefore, both the nugget:sill
parameter and range parameter were put on a log scale.
The first question to ask is what parameter values should be used when running the
simulations. Following this question, would be how to implement the simulation. RREML
is an improvement to the standard REML approach if the derivative of the Mean Squared
Error is negative at λ = 0. For now, focus on each of the diagonal components of the matrix
which correspond to the derivative of the Mean Squared Error at λ = 0 for each of the spatial
components individually. Of course if each of these is negative, the trace of matrix will be
negative.
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5.3.1 Derivative of the Profile Likelihood
In order to use Newton-Raphson optimization algorithms a derivative of the function to be
optimized must be provided. When going through the calculations of b earlier, it was not
necessary to expand the derivatives. So it will explicitly be written out here for use in the
algorithm
∂`
∂θi
=
1
2
tr(W˜
∂V
∂θi
)− 1
2
Y T W˜
∂V
∂θi
W˜Y.
5.3.2 Derivatives of V (θ)
Another important aspect of performing the numerical calculations will be determining the
derivative of the covariance matrix for each of the spatial models chosen in these simulations.
This section will go through the details of calculating the first and second derivatives for each
model.
Exponential Derivatives
If the covariance of Y is assumed to follow an exponential variogram, with each station having
a variance of 1, then the components of V are
[V (θ)]i,j =
 1 if i = j(1− φ)e−dij/r if i 6= j, (5.35)
where θ = (φ, r). Leaving
∂V
∂θk
=
 −e
−dij/r if k = 1
dij(1−φ)
r e
−dij/r if k = 2,
(5.36)
and
∂2V
∂θk∂θl
=

0 if k = l = 1
−dij
r2
e−dij/r if k 6= l
dij
r3
[
dij
r − 2
]
e−dij/r(1− φ) if k = l = 2.
(5.37)
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Gaussian Derivatives
If the covariance of Y is assumed to follow a gaussian variogram, with each station having a
variance of 1, then the components of V are
[V (θ)]i,j =
 1 if i = j(1− φ)e−d2ij/r2 if i 6= j, (5.38)
where θ = (φ, r). Leaving
∂V
∂θk
=
 −e
−d2ij/r2 if k = 1
2d2ij(1−φ)
r3
e−d
2
ij/r
2
if k = 2,
(5.39)
and
∂2V
∂θk∂θl
=

0 if k = l = 1
−d
2
ij
r3
e−d
2
ij/r
2
if k 6= l
d2ij
r4
[
d2ij
r2
− 6
]
e−d
2
ij/r
2
(1− φ) if k = l = 2.
(5.40)
Example - Mate´rn
This parametric form is best described by the covariance (assuming isotropy). Thus C(h) =
C0(||h||) where,
C0(d) =
 1 if d = 01
2θ2−1Γ(θ2)
(
2
√
θ2d
θ1
)θ2 Kθ2 (2√θ2dθ1 ) if d > 0. (5.41)
This work is incomplete, because the best way to calculate the derivatives of this covariance
function is numerically. This has yet to be implemented in the algorithm, so it will be reserved
for later work.
5.3.3 Expanding Derivatives of H and b
When exploring H and b earlier, there was no need to expand the derivatives that get cancelled
out when λ = 0. By exploring both the theoretical and observed bias in the computation, it
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will be necessary to expand the derivatives in both hij and bi. The result is
bi =
λ
2
tr
(
V −1X(XTV −1X + λI)−2XTV −1
∂V
∂θi
)
+
λ
2
βT
{
XTV −1X(XTV −1X + λI)−1XTV −1
∂V
∂θi
V −1X(XTV −1X + λI)−1
}
β.
−λ
2
βT
{
XTV −1
∂V
∂θi
V −1X(XTV −1X + λI)−1
}
β, (5.42)
and the first term of (5.16) is
∂2
∂θiθj
{
XTV −1X(XTV −1X + λI)−1
}
= XTV −1X(XTV −1X + λI)−1XTV −1
∂V
∂θi
V −1X ×
(XTV −1X + λI)−1XTV −1
∂V
∂θj
V −1X(XTV −1X + λI)−1
−XTV −1X(XTV −1X + λI)−1XTV −1∂V
∂θi
V −1
∂V
∂θj
V −1X(XTV −1X + λI)−1
+XTV −1X(XTV −1X + λI)−1XTV −1
∂2V
∂θi∂θj
V −1X(XTV −1X + λI)−1
−XTV −1X(XTV −1X + λI)−1XTV −1 ∂V
∂θj
V −1
∂V
∂θi
V −1X(XTV −1X + λI)−1
+XTV −1X(XTV −1X + λI)−1XTV −1
∂V
∂θj
V −1XXTV −1
∂V
∂θi
V −1X(XTV −1X + λI)−1
−XTV −1 ∂V
∂θj
V −1X(XTV −1X + λI)−1XTV −1
∂V
∂θi
V −1X(XTV −1X + λI)−1
−XTV −1∂V
∂θi
V −1X(XTV −1X + λI)−1XTV −1
∂V
∂θj
V −1X(XTV −1X + λI)−1
+XTV −1
∂V
∂θi
V −1
∂V
∂θj
V −1X(XTV −1X + λI)−1
−XTV −1 ∂
2V
∂θi∂θj
V −1X(XTV −1X + λI)−1
+XTV −1
∂V
∂θj
V −1
∂V
∂θi
V −1X(XTV −1X + λI)−1
(5.43)
5.3.4 Setting X
The improvements seen from the classical ridge regression approach become more evident the
more ill-conditioned the design matrix. For simulation purposes, a design matrix with a very
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Figure 5.1: Location of Example Stations
large condition number will be used. Ridge regression typically centers the design matrix, so
there is no need to set an intercept. Thus, the final design matrix chosen will be 100× 3 with
a condition number close to 1000. Instead of scaling the X matrix to the typical Ridge form,
I will scale it so that XTX is of the correlation form. This technique was used in Brown, so
as to look at Ridge constant values in the unit range as opposed to the range of the number
of observations. An arbitrary β vector will be chosen as (2, 8, .3). This matrix can be seen in
(Table 5.1).
5.3.5 Choosing Spatial Parameters
For now, looking at both the exponential and gaussian variograms should be sufficient. In
order to set the covariance of the simulated values, the position of each observation must be
mapped out. The 100 observations are set to be on a grid layout, with the distance of two
adjacent points set to be 1 unit, similar to the 3× 3 grid seen in (Fig. 5.1).
There is an advantage of having already derived the theoretical mean-squared error for
θ˜. Thus, it is possible explore the derivative of the MSE at λ = 0 for each of the spatial
components before running the simulations. Note that the theoretical MSE does not depend
on the observation vector, Y . Based upon the set values above, a plot of what the derivative
of the MSE is at λ = 0 for various nugget:sill and range values can be generated. In particular,
looking at nugget:sill ratios between 0.2 and 0.8 and range values of 2, 2.5, and 3. This should
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Figure 5.2: Exponential Derivatives of MSE at 0
give a good idea of what parameters should be chosen in order to best see the performance of
the RREML approach.
Plots of the derivatives of the MSE at 0 for the varying parameter values can be seen in
(Figs. 5.2 & 5.3). These plots are treating the diagonal components of H(0)−1QH(0)−1 as
the derivative of the spatial parameters at λ = 0. As stated earlier, it has yet to be proved
that H(0)−1QH(0)−1 is negative definite, but if each of the diagonal components are negative,
then clearly (5.34) would be negative. Therefore, RREML would improve on the MSE of the
estimator for small λ > 0. The x-axis is the various nugget:sill ratios used, while each line is
for a different range value. When necessary, each plot contains the horizontal reference line at
0 so as to see if the derivatives are indeed negative. (Fig. 5.2) indicates that there shouldn’t
be much trouble seeing an instant improvement when using the RREML approach. That is,
when using the exponential variogram, the plot of the MSE at 0 for all the given Nugget:Sill
parameters and Range parameters are all negative. While (Fig. 5.3) indicates that there may
be a need to focus on Nugget:Sill values greater than .4 for Range values of 2.5 or lower when
using the Gaussian variogram. While this restriction is by no means concrete, it is merely
a useful way of looking for those parameter values that should give the steepest descent at
λ = 0.
The final parameters chosen for the simulation will be setting the range to be 2.5 units,
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Figure 5.3: Gaussian Derivative of MSE at 0
and setting the nugget:sill ratio to be 0.4 and 0.7. Thus each of the chosen variogram models
will be looking at two cases, with the spatial parameters set to be θ = (.4, 2.5) and (.7, 2.5),
respectively.
5.4 Theoretical MSE
There is also a benefit of knowing the asymptotic distribution of θ˜. From this, it is possible to
trace what the asymptotic MSE should look like. It is possible to see if the asymptotic MSE is
then an improvement. These results will help figure out what ridge constant ranges should be
used when running the simulations. Of course the cases where the approach does not perform
as well as regular REML methods should not be ignored, but this will give insight as to what
should be expected of the simulations.
When reviewing the plots in (Figs. 5.4-5.7) the MSE is very similar over the chosen
parameter sets. There appears to be an instant improvement for small λ with respect to the
nugget:sill ratio, yet as this is increasing we seem to lose the improved MSE until it again
drops to an even lower MSE. What is especially encouraging from the plots, is that it does
seem that the overall minimum MSE for both the nugget:sill ratio and range parameters seem
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Figure 5.4: First Exponential Theoretical MSE
to correspond to approximately the same value of λ. The exception of this statement seems
to be in (Fig. 5.7), which will have to be explored in more detail. While these results are
reassuring, it is important to remember that they are the asymptotic results as n goes to ∞,
but in the case of the simulations being run, n will be set to 100. Based upon these plots, it
appears that focusing on ridge values between 0 to 0.5 for the simulations should exemplify
the improvement of this approach.
5.5 Simulation Results
Based upon all the parameter values of θ = (0.4, 2.5) and θ = (0.7, 2.5) and focusing on ridge
values from 0 to 0.5, 1000 multivariate normal vectors with mean Xβ and covariance V (θ)
were generated, where V (θ) is known based upon the predetermined 10× 10 grid setup of the
observation vector Y . Thus, the steps for the simulations are:
Algorithm 5.5.1.
Set spatial parameters
Calculate covariance matrix, V , based upon the distances on the 10 × 10 grid and spatial
parameters
Use the design matrix, X, with condition number 1000. Then scale to correlation form as
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Figure 5.5: Second Exponential Theoretical MSE
discussed in the Brown illustrative ridge regression example
Generate 1000 multivariate normal observations with mean Xβ and covariance V
Calculate the RREML regression estimates for each observation Y setting λ from 0 to 2, with
a higher density in the 0 to 0.5 range.
Calculate the MSE, for each λ value for each of the simulated Y .
Plot the trimmed mean (usually trimming 5%) and median MSE values over each ridge con-
stant, λ.
The rationale behind plotting the trimmed mean follows from the inherent problem when
running nonlinear optimization algorithms and how they are prone to producing a certain
number of rogue values. Looking at (Figs. 5.8-5.11) there is a moderate improvement of the
MSE for small values of λ. As noted earlier, all of the trimmed means cut out the 0.025
extreme values in each direction, except for those seen in (Fig. 5.8. In this case, it was
necessary to trim 0.20 in each direction. There appear to be a lot of very large results that
drastically pull the mean MSE to extremely high values disproportionate to the MSEs seen
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Figure 5.6: First Gaussian Theoretical MSE
in the other simulations.
Now when monitoring the performance of the estimates of β in each of the models the
MSE is drastically improved for even a moderate increase in λ. The bias of the estimates of β˜
when λ = 0 is so large, that it was necessary to put the trimmed mean on a log scale in order
to better see what is going on in (Figs. 5.12 and 5.13). This is reassuring, as the primary
motivation of this work is mainly concerned with the estimation of β in the model.
The asymptotic results are encouraging when looking at the plots of the theoretical MSE’s
plotted in (Figs. 5.4 - 5.7). The simulation plots also indicate that the approach improves the
MSE, although not quite as clear as the asymptotic plots. This is to be expected, as spatial
likelihood calculations do not easily reflect their asymptotic properties. Even if the improve-
ment of the spatial parameters is moderate, it is especially inspiring to see the improvement
of the MSE for β in the simulations. It will be helpful to explore how tweaking the selected
parameters in these simulations would perform in less ideal circumstances.
5.6 Conclusion
The summary of the simulated MSE for the spatial parameters plotted in (Figs. 5.8 - 5.11)
indicate an improvement in the estimation of the spatial parameters when using the RREML
approach. While the improvement of the spatial parameter estimates are not always as drastic
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Figure 5.7: Second Gaussian Theoretical MSE
as would be desired, one needs to keep in mind that estimating β is also of importance when
using RREML regression. The summary of the simulated MSE for each component of β as can
be seen in (Figs. 5.12 and 5.13). In these plots there is a huge improvement of the estimates
of β as λ is increased from 0. This overwhelming improvement in the estimation of β is just
as important to consider when evaluating the RREML approach.
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Figure 5.8: First Simulation of Exponential
Figure 5.9: Second Simulation of Exponential
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Figure 5.10: First Simulation of Gaussian
Figure 5.11: Second Simulation of Gaussian
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Figure 5.12: Log MSE of betas for First and Second Exponential
Figure 5.13: Log MSE of betas for First and Second Gaussian
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1 2 3 1 2 3 1 2 3
0.03 −0.05 −0.10 0.12 −0.09 0.04 0.15 −0.09 0.11
0.10 −0.11 −0.09 0.06 −0.07 −0.08 0.11 −0.14 −0.17
−0.01 0.01 0.02 0.18 −0.15 0.01 −0.01 0.03 0.07
−0.07 0.09 0.08 −0.06 0.02 −0.11 0.02 −0.05 −0.09
−0.05 0.05 0.00 −0.16 0.14 0.02 0.10 −0.11 −0.08
−0.10 0.11 0.09 −0.07 0.07 0.03 0.06 −0.03 0.06
−0.00 0.01 0.02 0.15 −0.12 0.02 −0.09 0.08 0.02
0.15 −0.16 −0.11 −0.07 0.07 0.05 −0.02 0.01 −0.03
0.15 −0.14 −0.04 −0.09 0.07 −0.01 −0.07 0.09 0.10
0.01 0.02 0.11 0.10 −0.05 0.12 −0.19 0.16 0.01
−0.08 0.04 −0.09 −0.12 0.12 0.05 −0.03 0.03 0.01
−0.00 0.05 0.16 0.10 −0.11 −0.09 −0.04 −0.03 −0.20
−0.03 −0.04 −0.20 −0.07 0.02 −0.15 0.01 −0.01 −0.02
0.10 −0.09 −0.03 0.23 −0.21 −0.07 0.05 −0.07 −0.11
0.03 −0.02 0.03 0.03 −0.01 0.06 −0.06 0.05 −0.01
0.01 −0.03 −0.09 0.13 −0.13 −0.05 −0.09 0.08 0.03
−0.08 0.09 0.06 0.08 −0.02 0.16 −0.02 0.04 0.05
−0.13 0.12 0.04 0.17 −0.19 −0.16 −0.04 −0.03 −0.19
−0.09 0.11 0.10 −0.07 0.08 0.09 0.09 −0.12 −0.14
0.19 −0.18 −0.07 −0.05 0.08 0.10 −0.24 0.21 0.04
0.07 −0.04 0.04 0.14 −0.19 −0.21
−0.14 0.15 0.12 −0.18 0.19 0.13
−0.06 −0.02 −0.21 −0.18 0.18 0.09
0.07 −0.06 −0.01 0.02 0.01 0.09
0.04 −0.06 −0.08 −0.18 0.14 −0.03
0.01 −0.03 −0.05 −0.08 0.08 0.04
−0.00 −0.01 −0.06 0.09 −0.08 −0.02
0.03 −0.08 −0.19 −0.17 0.18 0.12
0.13 −0.10 0.02 −0.05 0.03 −0.02
0.13 −0.16 −0.16 0.02 −0.02 −0.02
−0.07 0.09 0.10 −0.04 0.02 −0.06
0.04 0.01 0.13 −0.10 0.12 0.12
0.07 −0.04 0.05 0.16 −0.19 −0.19
−0.17 0.21 0.21 −0.12 0.17 0.23
−0.00 −0.02 −0.06 0.04 0.00 0.10
−0.09 0.07 −0.03 −0.02 0.03 0.05
0.16 −0.15 −0.04 0.02 0.02 0.12
0.05 0.02 0.18 −0.13 0.15 0.13
−0.04 0.03 −0.01 0.12 −0.11 −0.04
−0.06 0.07 0.05 0.08 −0.06 0.04
Table 5.1: X used in simulations
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Chapter 6
RREML - General Case
Chapter 5 discusses the Ridge Restricted Maximum Likelihood (RREML) approach for a sim-
ple prior distribution, that is one with a zero mean and identity matrix for the covariance.
However, the motivating research behind the RREML approach has a more complicated struc-
ture to the prior distribution, as discussed in Chapter 4. Unfortunately, setting this non-zero
mean and general covariance structures does not afford the same liberties in evaluating the
proposed methodology.
6.1 Introduction and Background
Following the structure of the motivating problem in Chapter 4, we are looking at the following
linear model,
Y |β, θ ∼ N [Xβ, V (θ)],
and setting the prior distribution of β to be N (µ, 1λΣ), and the prior distribution of λ to be
pi(θ), and treat them as independent.
As one can see, the adjustment of λ affords the modeler to ‘weight’ the influence the prior
mean has on the overall model by adjusting the prior covariance. That is, as λ decreases
from 1 to 0 the prior variances will blow up, essentially converging to a non-informative prior
distribution. Of course, it would not be ideal to ignore this prior information, instead it would
be useful to control how much of an influence it may have on the ending result so as to best
explain the model.
Based upon this model structure, the joint distribution for β and θ is proportional to,
| 1
λ
Σ|e−λ2 (β−µ)TΣ−1(β−µ)pi(θ).
6.2 Deriving Posterior Distribution of θ
Based upon the distribution and priors, the joint posterior distribution is proportional to
f(β, θ|Y ) ∝ | 1
λ
Σ|− 12 |V |− 12
× exp
{
−1
2
(Y −Xβ)TV −1(Y −Xβ)− λ
2
(β − µ)TΣ−1(β − µ)
}
pi(θ) (6.1)
= | 1
λ
Σ|− 12 |V |− 12 exp−1
2
{
βT (λΣ−1 +XTV −1X)β − 2(Y TV −1X + λµTΣ−1)β
+{Y TV −1Y + λµTΣ−1µ}}pi(θ).
By setting
D−1 = (XTV −1X + λΣ−1) (6.2)
d = XTV −1Y + λΣ−1µ, (6.3)
the equation above can be simplified to
| 1
λ
Σ|− 12 |V |− 12 exp−1
2
{
βTD−1β − 2dTβ + {Y TV −1Y + λµTΣ−1µ}}pi(θ),
By completing the square this becomes
| 1
λ
Σ|− 12 |V |− 12 exp−1
2
{
(β −Dd)TD−1(β −Dd) + {Y TV −1Y + λµTΣ−1µ− dTDd}}pi(θ)
= | 1
λ
Σ|− 12 |V |− 12 exp−1
2
{
(β −Dd)TD−1(β −Dd) + Y T W˜Y + µT U˜µ
}
pi(θ), (6.4)
where
W˜ = V −1 − V −1X(XTV −1X + λΣ−1)−1XTV −1 (6.5)
U˜ = λΣ−1 − λ2Σ−1(XTV −1X + λΣ−1)−1Σ−1. (6.6)
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6.3 Estimation of Parameters
The posterior distribution derived in (6.4) can now be leveraged in order to estimate the
parameters β|y and θ|y. Note that completing the square in (6.4) leads to the Bayesian a
posteriori mean and covariance of β|y. That is, fixing θ gives
β|Y, θ ∼ N (Dd,D).
By focusing on θ then the approach would be to integrate β out of (6.4), resulting in
pi(θ|Y ) ∝ | 1
λ
Σ|− 12 |V |− 12 |XTV −1X + λΣ−1|− 12 exp−1
2
{
Y T W˜Y + µT U˜µ
}
pi(θ). (6.7)
(6.7) can be leveraged in different ways in order to estimate θ, such as integrating it numerically
in order to deduce the posterior density of θ. Another approach is analogous to Type II
maximum likelihood. If it is assumed that pi(θ) ∝ 1, an uninformative prior, then a potential
estimate of θ, defined as θ˜ would be the estimate that minimizes the negative log of (6.7) as
˜`(θ) = −p
2
log λ+
1
2
log |Σ|+ 1
2
log |V |+ 1
2
log |XTV X + λΣ−1|+ 1
2
Y T W˜Y +
1
2
µT U˜µ.
∝ log |V |+ log |XTV −1X + λΣ−1|+ Y T W˜Y + µT U˜µ. (6.8)
If θ˜ is the value that minimizes (6.8), then under typical quasi-likelihood applications
θ˜ − θ ∼ N [−H−1b,H−1GH−1].
See Appendix A for a more detailed discussion on the requirements for this result.
6.3.1 Derivative and Statistical Properties for Calculations
In order to derive some of the statistical properties it will be useful to outline a few useful
properties.
• tr(AB) = tr(BA)
• W˜V W˜ = W˜ − λV −1X(XTV −1X + λΣ−1)−1
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• XT W˜ = λΣ−1(XTV −1X+λΣ−1)−1XTV −1 and W˜X = λV −1X(XTV −1X+λΣ−1)−1Σ−1
• ∂V −1∂θi = −V −1 ∂V∂θiV −1
• ∂ log |V |∂θi = tr
(
V −1 ∂V∂θi
)
• ∂W˜∂θi = −W˜ ∂V∂θi W˜
• ∂2W˜∂θi∂θj = W˜ ∂V∂θj W˜ ∂V∂θi W˜ + W˜ ∂V∂θi W˜ ∂V∂θj W˜ − W˜ ∂
2V
∂θi∂θj
W˜
• ∂U˜∂θi = λ2Σ−1(XTV −1X + λΣ−1)−1XTV −1 ∂V∂θiV −1X(XTV −1X + λΣ−1)−1Σ−1
•
∂2U˜
∂θi∂θj
= λ2Σ−1(XTV −1X + λΣ−1)−1XTV −1
×
[
∂V
∂θj
V −1
∂V
∂θi
+
∂V
∂θi
V −1
∂V
∂θj
− ∂
2V
∂θi∂θj
+
∂V
∂θj
[W˜ − V −1]∂V
∂θi
+
∂V
∂θi
[W˜ − V −1]∂V
∂θj
]
×V −1X(XTV −1X + λΣ−1)−1Σ−1 (6.9)
• E(Y TAY ) = tr(AV ) + βTXTAXβ
• Cov(Y TAY, Y TBY ) = 2tr(V AV B)
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6.3.2 Calculating b
In order to calculate the elements of b, one needs to calculate the first derivative of (6.8)
∂ ˜`
∂θi
=
1
2
tr
(
V −1
∂V
∂θi
)
− 1
2
tr
(
(XTV −1X + λΣ−1)−1(XTV −1
∂V
∂θi
V −1X)
)
−1
2
Y T W˜
∂V
∂θi
W˜Y +
1
2
µT
∂U˜
∂θi
µ
=
1
2
tr
(
V −1
∂V
∂θi
)
− 1
2
tr
(
V −1X(XTV −1X + λΣ−1)−1XTV −1
∂V
∂θi
)
−1
2
Y T W˜
∂V
∂θi
W˜Y +
1
2
µT
∂U˜
∂θi
µ
=
1
2
tr
(
V −1
∂V
∂θi
)
− 1
2
tr
(
(V −1 − W˜ )∂V
∂θi
)
−1
2
Y T W˜
∂V
∂θi
W˜Y +
1
2
µT
∂U˜
∂θi
µ
=
1
2
tr
(
W˜
∂V
∂θi
)
− 1
2
Y T W˜
∂V
∂θi
W˜Y +
1
2
µT
∂U˜
∂θi
µ. (6.10)
Then
bi = E
{
∂ ˜`
∂θi
}
=
1
2
tr
(
W˜
∂V
∂θi
)
− 1
2
tr
(
W˜
∂V
∂θi
W˜V
)
−1
2
βTXT W˜
∂V
∂θi
W˜Xβ +
1
2
µT
∂U˜
∂θi
µ
=
1
2
tr
(
W˜
∂V
∂θi
− W˜ ∂V
∂θi
W˜V
)
− 1
2
βTXT W˜
∂V
∂θi
W˜Xβ +
1
2
µT
∂U˜
∂θi
µ.(6.11)
Note that when λ = 0, then W˜V W˜ = W˜ , ∂U˜∂θi is a zero matrix, and both X
T W˜ and W˜X are
zero matrices. Based upon these conditions, bi is 0, and there is no bias in the estimator.
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6.3.3 Calculating G
The matrix G is similar to the Fisher information matrix. In (6.10), the only random compo-
nent involves Y TAY . When looking at the of the components in G it follows that
gij = Cov
{
∂ ˜`
∂θi
,
∂ ˜`
∂θj
}
=
1
2
tr
(
V W˜
∂V
∂θi
W˜V W˜
∂V
∂θj
W˜
)
(6.12)
Note that when λ = 0, then W˜V W˜ = W˜ , and then gij =
1
2tr(W˜
∂V
∂θi
W˜ ∂V∂θj ). This is the usual
form for the Fisher information matrix in REML estimation.
6.3.4 Calculating H
In order to calculate the Hessian, it is necessary to take the second order derivative of (6.10),
leading to
∂2 ˜`
∂θi∂θj
=
1
2
tr
(
W˜
∂2V
∂θi∂θj
− W˜ ∂V
∂θj
W˜
∂V
∂θi
)
+
1
2
µT
∂2U˜
∂θi∂θj
µ
+
1
2
Y T
[
W˜
∂V
∂θj
W˜
∂V
∂θi
+ W˜
∂V
∂θi
W˜
∂V
∂θj
− W˜ ∂
2V
∂θi∂θj
W˜
]
Y.
(6.13)
This leads to
hij = E
{
∂2 ˜`
∂θi∂θj
}
=
1
2
tr
(
W˜
∂2V
∂θi∂θj
− W˜ ∂V
∂θj
W˜
∂V
∂θi
)
+
1
2
µT
∂2U˜
∂θi∂θj
µ
+
1
2
tr
([
W˜
∂V
∂θj
W˜
∂V
∂θi
+ W˜
∂V
∂θi
W˜
∂V
∂θj
− W˜ ∂
2V
∂θi∂θj
W˜
]
V
)
+
1
2
βTXT
[
W˜
∂V
∂θj
W˜
∂V
∂θi
+ W˜
∂V
∂θi
W˜
∂V
∂θj
− W˜ ∂
2V
∂θi∂θj
W˜
]
Xβ (6.14)
Setting λ = 0 we get W˜V W˜ = W˜ , XT W˜ is a zero matrix, and ∂
2U˜
∂θi∂θj
is a zero matrix. Then
hij =
1
2tr(W˜
∂V
∂θi
W˜ ∂V∂θj ), thus confirming the well-known Fisher information identity (G = H).
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6.4 Algorithm
In the work outlined in Chapter 4, temporal independence was assumed so that the covariance
is in block-diagonal form. This can especially helpful when dealing with extremely large
datasets, such as the MOPITT satellite data. Unfortunately, this covariance structure cannot
be leveraged well when calculating the maximum a posteriori estimate of θ when optimizing
(6.8). In particular, W˜ is not block-diagonal, and the calculations can get quite cumbersome to
calculate in any software package. While (6.8) helps in looking at the asymptotic properties
of the estimator, it does not seem to be the ideal way of looking at the problem from a
computational perspective.
6.4.1 Alternative Profile Likelihood
Instead of optimizing over (6.8) it will actually prove advantageous to revert back to the initial
calculation of the joint posterior distribution. That is, by focusing on the equivalent function
in (6.1) it will be easier to implement in a computational package. This will be convenient
on many levels, not the least of which will be from a programming perspective, as well as
calculating the analytical derivative for running a quasi-Newton optimization algorithm on it
for numerical efficiency and accuracy.
Again, the goal is to estimate the θ and β that optimizes (6.1), and it has already been
established that the Bayesian generalized least squares posterior mean optimizes the function
for a given θ. By plugging in β̂ = Dd as defined earlier in this chapter, the target will become
| 1
λ
Σ|− 12 |V |− 12 exp
{
−1
2
(Y −Xβ̂)TV −1(Y −Xβ̂)− λ
2
(β̂ − µ)Σ−1(β̂ − µ)
}
pi(θ).
This is easily exploited if V is of block-diagonal form, and can be broken down efficiently.
Hence, the idea is to find θ˜, the value that minimizes the following
˜`(θ) = log |V |+ log |XTV −1X + λΣ−1|
+(Y −Xβ̂)TV −1(Y −Xβ̂) + λ(β̂ − µ)TΣ−1(β̂ − µ), (6.15)
which is equivalent to finding the value that minimizes (6.8). Thus, when V is a block-diagonal
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matrix, then (6.15) is
˜`(θ) =
T∑
t=1
log |Vt(θ)|+ log
∣∣∣∣∣
(
T∑
t=1
X∗t V
−1
t Xt
)
+ λΣ−1
∣∣∣∣∣
+
T∑
t=1
(Yt −Xtβ̂)∗Vt(θ)−1(Yt −Xtβ̂),
+λ(β̂ − µ)∗Σ−1(β̂ − µ),
and β̂ = Dd, where the block-diagonal forms of D and d are
D−1 =
[(
T∑
t=1
X∗t Vt(θ)
−1Xt
)
+ λΣ−1
]
d =
[(
T∑
t=1
X∗t Vt(θ)
−1Yt
)
+ λΣ−1µ
]
. (6.16)
6.4.2 Derivative of Alternative Profile Likelihood
In order to efficiently optimize (6.15), it would be advantageous to calculate the analytical
derivative for the optimization routine. Since the spatial parameters in θ can vary in the
number of parameters, the derivative will be taken with respect to one of the parameters, θi.
∂ ˜`
∂θi
= tr
(
V −1
∂V
∂θi
)
− tr
(
(XTV −1X + λΣ−1)−1XTV −1
∂V
∂θi
V −1X
)
−(Y −Xβ̂)TV −1∂V
∂θi
V −1(Y −Xβ̂)
−2(Y −Xβ̂)TV −1X ∂β̂
∂θi
+2λ(β̂ − µ)TΣ−1 ∂β̂
∂θi
. (6.17)
Note, it is important to keep in mind that β̂ is indeed a function of θ as well, and taking its
derivative with respect to θi gives
∂β̂
∂θi
=
[
DXTV −1
∂V
∂θi
V −1XD
]
d
−D
[
XTV −1
∂V
∂θi
V −1Y
]
. (6.18)
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If V is block-diagonal, then (6.17) becomes
∂ ˜`
∂θi
=
T∑
t=1
tr
(
V −1t
∂Vt
∂θi
)
−tr

([
T∑
t=1
X∗t V
−1
t Xt
]
+ λΣ−1
)−1([ T∑
t=1
X∗t V
−1
t
∂Vt
∂θi
V −1t Xt
])
−
T∑
t=1
(Yt −Xtβ̂)∗V −1t
∂Vt
∂θi
V −1t (Yt −Xtβ̂)
−2
T∑
t=1
(Yt −Xtβ̂)∗V −1t X
∂β̂
∂θi
+2λ(β̂ − µ)∗Σ−1 ∂β̂
∂θi
. (6.19)
6.5 How to Estimate λ
Unfortunately, there is no clear way to derive the analog of the generalized cross validation
estimate for λ. This is due to the prior mean, µ and prior covariance, Σ, not being the identity
matrix. This is not to say that it is impossible to derive the analog, the problem lies more in
the fact that it is not clear how to follow the steps used in Gollub et al. (1979) in this context.
Instead, one can take the approach analogous to Type II maximum likelihood as an alter-
native approach to estimating λ. This approach is a natural alternative, since the setup of
the estimation of θ˜ is already taking a similar approach. Yet, when looking at (6.8) one must
be careful with how the originating proportionality was used in the calculations, as they were
only concerned with the effect that the overall likelihood had w.r.t. θ. When incorporating
the fact that λ plays a role in the calculation, then an extra term that involves λ must be
incorporated. That is,
˜`†(λ, θ) ∝ −p log λ+ ˜`(θ)
Again, in order to do this, it will be useful to derive the derivative of the alternative profile
likelihood defined in (6.15).
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∂ ˜`†(λ, θ)
∂λ
= −p
λ
+ tr
(
(XTV −1X + λΣ−1)−1Σ−1
)
+ 2(Y −Xβ̂)TV −1∂β̂
∂λ
+(β̂ − µ)TΣ−1(β̂ − µ) + 2λ(β̂ − µ)TΣ−1∂β̂
∂λ
, (6.20)
where
∂β̂
∂λ
= −DΣ−1Dd+DΣ−1µ. (6.21)
Now when in block-diagonal form, (6.20) will be
∂ ˜`†(λ, θ)
∂λ
= −p
λ
+ tr

([
T∑
t=1
X∗t V
−1
t Xt
]
+ λΣ−1
)−1
Σ−1
+ 2
T∑
t=1
(Yt −Xtβ̂)∗V −1t
∂β̂
∂λ
+(β̂ − µ)∗Σ−1(β̂ − µ) + 2λ(β̂ − µ)∗Σ−1∂β̂
∂λ
. (6.22)
The −p log λ plays a very important role in these calculations, one can think of it as a ‘penalty
factor’ for λ converging to 0 too easily. That is, in numerical calculations it appears that
without this penalty, then optimizing (6.15) will usually lead to λ estimates being 0.
6.6 Theoretical MSE
The asymptotic distribution in the general case of the RREML model is similar to that of
the simple case, where the difference between the two lies in the calculation of the asymptotic
parameters. Thus, following the steps outlined in (Sec. 5.2), the asymptotic MSE, and its
corresponding derivatives are the same. It will however be necessary to derive the derivative
of the parameters b, H and G with respect to the ridge parameter λ for the general case as
opposed to the simple case. Keep in mind, the matrices H(λ) and G(λ) are functions of λ
and are written this way to emphasize this fact. Following the equation derived in (5.22), if
one can prove that
H(0)−1QH(0)−1,
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where Q =
[
∂
∂λG(λ)|λ=0
]− 2 [ ∂∂λH(λ)|λ=0], is a negative definite matrix, then it can be said
that the MSE of the RREML estimate is reduced for small increases of λ. One could also look
at the trace of this matrix, but unfortunately this will not prove advantageous in deriving a
theoretical result.
6.6.1 Useful Properties for MSE Calculation
There are some useful properties of of W˜ and U˜ , and their derivatives w.r.t. λ at 0 that can
be employed when looking at the derivative of the asymptotic MSE. The derivative of W˜ can
be derived as
∂W˜
∂λ
= −V −1X ∂
∂λ
{
(XTV −1X + λΣ−1)−1
}
XTV −1
= V −1X(XTV −1X + λΣ−1)−1
∂
∂λ
{
XTV −1X + λΣ−1
}
(XTV −1X + λΣ−1)−1XTV −1
= V −1X(XTV −1X + λΣ−1)−1Σ−1(XTV −1X + λΣ−1)−1XTV −1.
As can be seen above, the derivative of W˜ w.r.t. λ is dependent on λ. Yet of concern here
is only the evaluation for λ = 0, so for the purpose of these calculations the following can be
defined
R =
∂W˜
∂λ
|λ=0
= V −1X(XTV −1X)−1Σ−1(XTV −1X)−1XTV −1. (6.23)
By defining R as in (6.23), there will be a few useful properties that can be exploited when
deriving the parameters in the asymptotic MSE.
A similar calculation can be run on U˜ , and it’s derivative at 0 being Σ−1, but it won’t
be as useful in the future calculations. By defining W = W˜ (λ = 0), then it can easily be
calculated that
WVR = RVW = 0,
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where 0 here indicates an (n×n) matrix of all zeroes. Only the first case will be outlined here
WVR = V −1V R− V −1X(XTV −1X)−1XTV −1V R
= V −1X(XTV −1X)−1σ−1(XTV −1X)−1XTV −1
−V −1X(XTV −1X)−1(XTV −1X)(XTV −1X)−1Σ−1(XTV −1X)−1XTV −1
= V −1X(XTV −1X)−1Σ−1(XTV −1X)−1XTV −1
−V −1X(XTV −1X)−1Σ−1(XTV −1X)−1XTV −1,
Another useful relationship that will be exploited is the fact that XTW and WX will be
(p× n) and (n× p) matrices of zeroes, respectively. That is,
XTW = XTV −1 −XTV −1X(XTV −1X)−1XTV −1
= XTV −1 −XTV −1.
(6.24)
6.6.2 Derivative of gij(λ)
Taking the derivative of gij gives
∂gij
∂λ
=
∂
∂λ
1
2
tr
(
V W˜
∂V
∂θi
W˜V W˜
∂V
∂θj
W˜
)
=
∂
∂λ
1
2
tr
(
W˜V W˜
∂V
∂θi
W˜V W˜
∂V
∂θj
)
=
1
2
tr
(
∂
∂λ
{
W˜V W˜
∂V
∂θi
}
W˜V W˜
∂V
∂θj
+ W˜V W˜
∂V
∂θj
∂
∂λ
{
W˜V W˜
∂V
∂θi
})
.
There is no need to go further with this calculation, since the only concern is the case where
λ = 0. Note that there are essentially two derivatives here, each being of W˜V W˜ . Taking the
derivatives of them at 0, will eventually lead out to a combination of WVR and RVW in
various permutations. Therefore this comes down being the trace of the sum of matrices of
zeroes, and hence 0. Therefore the
∂gij
∂λ |λ=0 = 0.
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6.6.3 Derivative of hij(λ)
When deriving the derivative of hij it will be helpful to break (6.14) down piece by piece. The
derivative of the first part of (6.14) would the
∂
∂λ
1
2
tr
(
W˜
∂2V
∂θi∂θj
− W˜ ∂V
∂θi
W˜
∂V
∂θj
)
,
again, keeping in mind that the derivative of W˜ at 0 is R, the derivative of the first part of
(6.14) comes down to
1
2
tr
(
R
∂2V
∂θi∂θj
−R∂V
∂θi
W
∂V
∂θj
−W ∂V
∂θi
R
∂V
∂θj
)
. (6.25)
Keeping in mind that ∂
2U˜
∂θi∂θj
is a function of λ2 as outlined in (Sec. 6.3.1), then all the
derivatives will be canceled out when setting λ = 0. Hence, the derivative of the second part
of 6.14 will then be 0.
When looking at the third part of (6.14)
∂
∂λ
1
2
tr
([
W˜
∂V
∂θj
W˜
∂V
∂θi
+ W˜
∂V
∂θi
W˜
∂V
∂θj
− W˜ ∂
2V
∂θi∂θj
W˜
]
V
)
,
it will also be useful to jump straight to the derivative at λ = 0. Thus the derivative becomes
1
2
tr
(
R
∂V
∂θj
W
∂V
∂θi
V
)
+
1
2
tr
(
W
∂V
∂θj
R
∂V
∂θi
V
)
+
1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
V
)
+
1
2
tr
(
W
∂V
∂θi
R
∂V
∂θj
V
)
−1
2
tr
(
R
∂2V
∂θi∂θj
WV
)
− 1
2
tr
(
W
∂2V
∂θi∂θj
RV
)
,
where using the property that tr(AB) = tr(BA) will group together RVW and WVR, which
are matrices of zero, and the last two terms will then be canceled out, leading to
1
2
tr
(
R
∂V
∂θj
W
∂V
∂θi
V
)
+
1
2
tr
(
W
∂V
∂θj
R
∂V
∂θi
V
)
+
1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
V
)
+
1
2
tr
(
W
∂V
∂θi
R
∂V
∂θj
V
)
. (6.26)
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The derivative of the fourth and final part of (6.14) when λ = 0 leads to the following
βTXT
[
R
∂V
∂θj
W
∂V
∂θi
+W
∂V
∂θj
R
∂V
∂θi
+R
∂V
∂θi
W
∂V
∂θj
+W
∂V
∂θi
R
∂V
∂θj
−R ∂
2V
∂θi∂θj
W −W ∂
2V
∂θi∂θj
R
]
Xβ.
Again, recall that XTW and WX give (p × n) and (n × p) matrices of zeroes, respectively.
Thus, everything will cancel out for the derivative of the final part of (6.14) at λ = 0.
Thus, the final derivative of hij at λ = 0 comes down to the sum of (6.25) and (6.26).
∂hij
∂λ
=
1
2
tr
(
R
∂2V
∂θi∂θj
)
− 1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
)
− 1
2
tr
(
W
∂V
∂θi
R
∂V
∂θj
)
+
1
2
tr
(
R
∂V
∂θj
W
∂V
∂θi
V
)
+
1
2
tr
(
W
∂V
∂θj
R
∂V
∂θi
V
)
+
1
2
tr
(
R
∂V
∂θi
W
∂V
∂θj
V
)
+
1
2
tr
(
W
∂V
∂θi
R
∂V
∂θj
V
)
. (6.27)
6.6.4 Definition of qij
Thus, if Q is a negative definite matrix, where Q = ∂G∂λ |λ=0 − 2∂H∂λ |λ=0, and each element of
qij is defined to be −2 times (6.27), giving
qij = −tr
(
R
∂2V
∂θi∂θj
)
+ tr
(
R
∂V
∂θi
W
∂V
∂θj
)
+ tr
(
W
∂V
∂θi
R
∂V
∂θj
)
−tr
(
R
∂V
∂θj
W
∂V
∂θi
V
)
− tr
(
W
∂V
∂θj
R
∂V
∂θi
V
)
−tr
(
R
∂V
∂θi
W
∂V
∂θj
V
)
− tr
(
W
∂V
∂θi
R
∂V
∂θj
V
)
. (6.28)
6.7 Exploring the Theoretical MSE
Again, if the following equation,
H(0)−1QH(0)−1,
is negative definite, then it can be said that for small increases in λ from 0 the RREML
approach will reduce the MSE of the standard REML approach. If this is negative definite,
then it will follow that the trace will also be negative. By the definition of H(0) as the
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covariance matrix of the derivative of the target function, it is clear that it is a positive
definite matrix. Hence, the crux of this work will focus on the numerical properties of Q.
Unfortunately, there is no clear way to prove that Q is a negative definite matrix based upon
the calculation outlined in (6.28). What can be leveraged however, is the fact that if θ only has
one component, then this will become the product of three scalar numbers, with the first and
last clearly being positive. That is, if it can be shown that q for a one dimensional covariance
parameter, θ, then the derivative of the MSE will be negative at 0.
In the simple case, where the prior mean is a zero vector, and the prior covariance is the
identity matrix, I. Then if there is only one covariance parameter, call this θ, then (5.34) can
be written as
q = −tr
(
R
∂2V
∂θ2
)
.
Recall, in the simple RREML case, R is defined as
R = V −1X(XTV −1X)−2XTV −1, (6.29)
where, based upon properties of positive definite matrices (specifically using Section 9.6.11 of
Petersen and Pedersen (2008)), one can see that R is an outer product of two matrices. That
is, R = AAT , where A = V −1X(XTV −1X)−1, and hence R is a positive definite matrix.
In the General case, no such reduction exists, and hence Q needs to be calculated nu-
merically by plugging in the parameter values. It is much easier to determine the properties
of Q across the value of the parameter values when looking at a one parameter covariance
function. Thus, for negative q1,1 the derivative of the MSE would be negative at 0. However,
it’s possible to also track whether Q is negative definite across the various potential param-
eter values. It is recommended however, that one take care to scale the distance matrix in
the spatial covariance calculation such that it is easier to track the properties of Q. In the
following work, the distance matrix was divided by the largest distance, so that all distances
were between 0 and 1.
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6.8 Simulated MSE of RREML
In (5.19) the asymptotic MSE of the RREML estimate of θ was derived for the simple case.
This calculation is unchanged in the general RREML case, where a non-zero prior mean and
generic prior covariance matrix are used. These simulations will focus on the one parameter
exponential spatial covariance model with no nugget effect. In the one parameter covariance
case the asymptotic MSE in (5.19) becomes
MSE = b(λ)TH(λ)−2b(λ) + tr(H(λ)−1G(λ)H(λ)−1)
=
b2 + g
h2
, (6.30)
where b, h and g are just the scalar equivalents of b, G and H in this one parameter case.
Similarly, when looking at the derivative of the asymptotic MSE at λ = 0, (5.22) becomes
tr(H(0)−1QH(0)−1) =
q
h2
. (6.31)
Figure 6.1: Spatial Patterns Simulated
There will be two cases considered for simulation of the general RREML approach. The
first is in a linear setup on a grid between -10 and 10 degrees of both the Longitude and
Latitude, as pictured in the first plot in Fig. 6.1. This will be useful to explore, as this linear
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pattern is essentially the equivalent to that of a time series. The second scenario considered will
be setting the sampling locations in a grid pattern, but in order to preserve the same sample
size, the grid pattern will be set between -10 and 10 degrees Longitude and -5 and 5 degrees
Latitude. This pattern can be seen in the second plot in Fig. 6.1. Throughout the calculations
in both cases, the geodesic distances will be used, and divided by the corresponding maximum
distance, and hence the maximum observed distance in the calculations for each scenario will
be 1.
In both the linear and grid sampling scenarios there will be many consistent variables used
in both simulations. It will be useful to outline how these were set up before getting into each
of the simulations and the corresponding results.
6.8.1 Setting multicollinearity in X
There are many ways to consider multicollinearity in the design matrix, X, not the least of
which is the number of columns involved. A useful criterion for measuring the multicollinearity
of a matrix is the variance decomposition of a matrix (Smith and Young, 2000). In order to
choose a design matrix to be used in the simulation, various matrices were constructed in
order to be compared. In both sampling scenarios there will be 200 observations, thus if X
is a (n × p) matrix, n = 200. Thus, it will be useful to compare X across various levels of p
from 5, 25, 50, 100, 150 and 175 in order to monitor the effect that the number of columns
affect performance. By using a backwards form of the SVD of a matrix, one can prescribe
the ratio of the largest singular value to the smallest singular value of X, this is analogous
to the commonly used condition number of a matrix. By setting this ratio to be 1000, and
creating the sequence of singular values to be equally spaced with the largest to be 1, using
the Gram-Schmidt algorithm to generate random ortholinear column vectors one can use a
reverse SVD methodology to create a design matrix X. In these cases, the ratio of singular
values will be set to be 1000.
For example, the variance decomposition of the 200× 5 matrix, called X5, can be seen in
Table 6.1. Recall that µk are the singular values of the design matrix. The k’th condition
index is ηk =
µmax
µk
, where large values would indicate a strong association between the two.
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µk ηk V1 V2 V3 V4 V5
4.96 1.00 0.0000 0.0000 0.0000 0.0000 0.0000
3.09 1.60 0.0002 0.0000 0.0000 0.0000 0.0001
2.36 2.10 0.0003 0.0000 0.0000 0.0000 0.0002
0.49 10.22 0.0005 0.0002 0.0000 0.0009 0.0068
0.01 788.93 0.9989 0.9998 1.0000 0.9990 0.9930
Table 6.1: Variance Decomposition of X5
Lastly, the calculations in columns V 1 through V 5 in the table are,
pikj =
ν2jk/µ
2
k∑
k′(ν
2
jk′/µ
2
k′)
,
which measures the proportion of the variance of the j’th parameter estimate associated with
the k’th singular value. While a large ηk would indicate potential multicollinearity issues, it
should be noted that at least two variables would have to have high proportions of association
in their respective pikj ’s in order to see that they have strong correlations with the same
singular values. Clearly, multicollinearity exists in X5.
A similar calculation was preformed for matrices X25 through X175, but they are too large
to display here. Instead, Table 6.2 gives the coresponding maximum ηk for each matrix, and
the first quartile of the proportions of explanation that corresponds to it. The fact that the
first quartile is at least .99 implies there is serious multicollinearity with at least 75% of the
columns in each of the matrices. These calculations were performed after centering and scaling
each X such that column sums are 0, and the diagonals will correspond with the diagonals of
the prescribed prior covariance matrix Σ.
X ηk 1
st Quartile of pikj
X5 788.9293 0.9989
X25 2769.9198 0.9937
X50 5679.0306 0.9949
X100 8873.9025 0.9901
X150 16560.8610 0.9920
X175 24636.6222 0.9948
Table 6.2: Summary of pikj for X’s
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6.8.2 Setting β for simulation
When comparing across all the different 200× p X matrices, where p = 5, 25, 50, 100, 150, 175
it will be necessary to account for all the corresponding β vectors. In order to set this, β was
generated by simulating a mean 10 Poisson process 175 times and addding 1 to them. The
additional unit was added to this process in order to ensure there are no zeroes, and hence no
insignificant parameters. Then for each of the different (n×p) X matrices, it is only necessary
to select the first p parameters out of β necessary to suit the linear model being simulated.
6.8.3 Setting the prior distribution parameters
Similarly, for consistency purposes, the parameters for the prior distribution on β will be setup
in the maximum p = 175 case, and just select the appropriate first amount of parameters
needed across the various scenarios. Thus, Σ will be a (p × p) diagonal matrix where the
diagonal components are a simulated Poisson process with mean 5, adding 1 to the simulated
values to avoid any 0 variances. While it can be seen in the previous subsection, that the
mean of the simulated β posterior vector will be 11, in order to avoid the benefit of being able
to prescribe this information, the prior mean µ was set to be a constant vector of 3’s.
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6.8.4 Choosing θ for simulation
Figure 6.2: Exploring the Asymptotic Properties of the MSE in the Linear Location Case
Figure 6.3: Exploring the Asymptotic Properties of the MSE in the Grid Location Case
When looking at each of the spatial setups, there will be a different matrix of distances,
D, for each of them, and the lower triangle of D will give all of the non-zero distances used in
the spatial process. Keep in mind, that in each case the distances were scaled such that the
maximum distance is 1. The summary statistics of the distances used in the linear pattern
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are
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.0050 0.1360 0.2968 0.3370 0.5034 1.0000,
and the summary statistics for the grid pattern are
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.04694 0.23550 0.36070 0.38550 0.51840 1.00000.
Thus, to ensure there is enough signal in these designs, it will be useful to consider these
summary statistics.
In order to find a good θ to be used for these simulations, focus will be put only on q in
(6.31), since this is the only negative parameter in this equation. The target will be to find a
q so that it is negative enough to create a desirable result. After setting all of the parameters
in preparation for simulation, one can use (6.30) to explore the asymptotic properties of the
MSE. The image on the left in Fig. 6.2 charts the effects that the various number of rows used
in X have on the value of log(−q). Note that log of the negative of q was necessary to use
due to the scale of the difference, and hence instead of looking for the smallest q on the chart,
one would want the highest value of log(−q). The corresponding plot for the grid case can be
seen in the chart on the left in Fig. 6.3. From both of these plots, it is clearly beneficial to
use the (200× 175) X when setting up the simulation.
The bigger challenge is in choosing a useful θ based upon these charts of the effect θ has
on q. The primary concern is that these results are looking at the derivative of the asymptotic
MSE, but it is also important to track the effects the RREML ridge parameter, λ, would have
on the asymptotic MSE as described in (6.30). Similarly, when looking at the asymptotic
properties, one should keep in mind the simulations used here will only have 200 sampling
locations, and based upon the distances prescribed, we want to ensure there is enough of a
spatial signal for the algorithm to find it in this data set. So while it appears that q is better
as θ approaches 0 in these plots of q, it clearly would be hard to find such a spatial parameter
in the actual distances used in the spatial designs used.
So in order to find a useful θ to be used in each scenario, it would be desirable to set it
to be no more than the third quartile of the distances in each spatial sampling setup. In the
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linear case, this was rounded to be θ = 0.5, and is marked on the left chart in Fig. 6.2, and
the corresponding asymptotic MSE across λ is charted for the linear case when θ = 0.5. This
was more of a challenge to find a desirable chart of the asymptotic MSE in the grid pattern,
because setting θ close to the third quartile did not perform well. Yet, increasing θ to 0.75
will give the desired result charted on the right in Fig. 6.3.
6.8.5 RREML Simulation Results for θ
Figure 6.4: Simulated RREML MSE (Linear on Left, Grid on Right)
Both the linear and grid spatial sampling patterns will be using the (200 × 175) design
matrix, X. In the linear pattern, θ will be set to 0.5, and in the grid pattern θ will be set
to 0.75. Based upon these prescribed numbers, 1000 spatial normal processes were simulated
with mean Xβ, with a single parameter exponential covariance, V (θ), for the corresponding
design and θ in each scenario.
Fig 6.4 gives the result of the RREML estimates of θ across the λ. Both give the 0.025
trimmed mean across the 1000 simulated estimates, as well as the median. It can be seen that
in both cases, the RREML approach improves the MSE of the variance parameter estimate
as λ is increased from zero. As should be expected, there is eventually an inflection point in
which the MSE does start to increase relative to when λ is 0, similar to the canonical Ridge
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Regression of β as proposed in Hoerl and Kennard (1970a).
6.8.6 RREML Simulation Results for β
Figure 6.5: Simulated MSE of β (Linear on Left, Grid on Right)
While the focus of the RREML approach is primarily on that of estimating the variance
parameters, the estimation of the linear covariates in β are just as important. The estimate
of β will change for each λ set in the RREML process as well, so for clarity it will be referred
to as β̂(λ). Hence the MSE of β̂(λ) can be calculated as,
MSE(β̂(λ)) = (β̂(λ)− β)T (β̂(λ)− β) + tr(Cov(β̂(λ)))
Fig 6.5 gives the 0.025 trimmed mean and median MSE of β̂(λ) across the simulations.
These results indicate that the RREML approach vastly improves the estimation of the co-
variates in these simulations while also improving the estimates of the spatial parameter, θ.
It is also clear that the introduction of this bias to the estimates of β have a more prolonged
influence on improving the MSE as λ continues to be increased.
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6.8.7 Justification
In Chapter 4 the motivating problem in measuring the CO sources used a Bayesian Gener-
alized Linear Model framework. In Kasibhatla et al. (2002) and Arellano et al. (2004) there
were direct data that could be used to derive a prior mean. There were no direct sources
to be used in order to estimate the prior covariance, and they were chosen to be half the
corresponding means. In cases where there is uncertainty in the prior covariance, especially
when multicollinearity exists in the design matrix the RREML approach would be a useful
approach. The Bayesian Generalized Linear Model framework is extremely useful in tam-
ing the multicollinearity of the design matrix, but one must be careful in how much of an
influence it would play on the final estimate. By adjusting the prior covariance through λ,
the RREML approach would account for how much the prior distribution would ‘pull’ the
posterior estimates to the prior mean.
The simple linear regression model was used in Hoerl and Kennard (1970a),
Y = Xβ + ,
where the covariance of  is σ2I. In this case, when multicollinearity exists, the crux of the
issue lies in calculating (XTX)−1. Yet in the generalized form of the linear model where
the covariance of  is a known V , the complications of multicollineary would correspond
with inverting XTV −1X. By taking the Cholesky decomposition of the covariance matrix,
V = UUT , and multiplying the model by U−1 would give,
U−1Y = U−1X + U−1.
This can be simplified by writing it as,
Y ∗ = X∗ + ∗,
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and will lead to the following simplification of the covariance
Cov(∗) = Cov(U−1)
= U−1Cov()U−T
= U−1V U−T
= U−1UUTU−T = I,
leaving a linear regression model with constant and independent variances in the observations,
Y ∗. This transformation would make it more appropriate to take the variance decomposition of
X∗ as opposed to X in order to track potential multicollinearity. In the case of the simulations,
the covariance matrices used are known. Table 6.3 gives the highest condition index of X∗ in
both sampling frameworks, and the corresponding first quartile of the pikj ’s associated with
them. It is clear that at least 75% of the covariates have a high influence on the covariance of
the parameter estimates, and it is clear that some adjustment should be made in estimating
β such as RREML.
Design Max ηk 1
st quartile pikj
Linear 53633.8515 0.9947
Grid 39743.9111 0.9956
Table 6.3: Summary of Variance Decomposition of X∗ in Simulation Setup
In the simulation scenario however, it must be treated as if the covariance matrix is
unknown. Recall that when λ = 0 the RREML approach is equivalent to the standard REML
estimation of θ. If the modeler was to adopt the REML approach to the model, one could
perform a similar transformation using the resulting estimate θ̂ to get X∗. The left figure in
Fig. 6.6 gives the highest ηk for each of these results when λ = 0 across all the simulations in
the linear sampling framework. These high values indicate that after estimating θ using the
REML technique, there does appear to be some issues of multicollinearity. The right figure
in Fig. 6.6 gives the corresponding first quartile of the pikj ’s, indicating that at least 75% of
the covariates are influenced by that one singular value. Fig. 6.7 gives the same results for
the grid spatial sampling simulations as well. These results should influence the modeler to
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use the RREML approach to adjust for this multicollinearity.
Figure 6.6: Variance Decomposition Information at λ = 0 for Linear
Figure 6.7: Variance Decomposition Information at λ = 0 for Grid
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6.9 Conclusion
When using the RREML approach to estimate the spatial parameter in the simulations, one
can clearly see an improvement in the MSE as λ is increased from 0 in (Fig. 6.4). Similar to the
standard ridge regression approach, as one would expect this introduced bias does eventually
increase the MSE as λ gets further from 0. While the improvement of the estimates of the
spatial component is not drastic, it does indeed contrast from the MSE of the estimates
of β as seen in (Fig. 6.5). The huge improvement of the MSE of the estimate of the β
vector is clearly seen on a log scale. While it may appear that the primary focus of the
RREML technique is on the variance parameter, this is not the case. Estimation of β is just
as important when employing this model, especially in the motivating problem discussed in
Chapter 4. In Kasibhatla et al. (2002) and Arellano et al. (2004), the goal of the work was to
estimate β in order to derive estimates on the source contributions of CO. Adding a spatial
component would not only improve the picture of the CO map, but as can be seen in the
RREML simulations it should also improve the source estimates.
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Chapter 7
RREML Approach to Global CO Sources
7.1 Overview
The complexity behind calculating the Jacobian of an atmospheric transport model such as
the one used in Chapter 4 typically leads to multicollinearity existing in the design matrix.
While the initial analysis of the Carbon Monoxide data from Kasibhatla et al. (2002) and
Arellano et al. (2004) used a Bayesian generalized least squares framework in order to combat
the potential multicollinearity, it should be noted that this approach does not account for how
much of an influence this methodology has on the overall result. That is, by prescribing the
mean and covariance of the prior multivariate normal distribution, there is not much of an
opportunity to adjust how much of an influence this would have on the posterior distribution.
Recall that this approach is analogous to a Ridge regression approach, where it contrasts
from Ridge regression by giving the modeler the ability to choose from the entire class of prior
multivariate normal distributions.
In this chapter, an alternative to the hybrid of Restricted Maximum Likelihood (REML)
and maximum aposteriori approach used previously to estimate the spatial covariance and
Carbon Monoxide sources will be employed. It will be necessary to first explore the potential
multicollinearity in both the data used in Kasibhatla et al. (2002), referred to as the ‘Station’
data henceforth, and the ’MOPITT’ data used in Arellano et al. (2004). In these papers,
there was no direct way of estimating the prior variances used in Sa of the ’Bottom-up’
estimates. Due to this restriction, the prior variances were set to half of the prior mean in
order to potentially limit the prior mean from having too much of an influence on the posterior
Figure 7.1: Station Locations vs. MOPITT Satelite Locations
estimates. Hence, if the choice of the prior covariance plays a crucial role in the interpretation
of the results, one should take caution.
The Ridge restricted maximum likelihood approach (RREML) outlined in Chapter 6 pro-
vides an alternative approach to dealing with the influence this prior mean has on the posterior
distribution when trying to estimate CO sources. This is of particular value to the work done
in Kasibhatla et al. (2002) and Arellano et al. (2004) due to the somewhat arbitrary prior co-
variances. Recall that as a regularized estimate, the ridge regression approach is an attempt
to minimize the overall estimate of the linear model with respect to its distance from the
origin. The Bayesian analog of Ridge regression accounts for this by setting the prior mean
to be a vector of zeroes, and a diagonal prior covariance of 1λ . By expanding the RREML
approach to the more general multivariate normal framework, the regression estimates are
shrunk with respect to a pre-determined prior mean vector, and by tweaking the value of λ
accounts for how much of an influence this has on the posterior estimate. When comparing
the two different datasets, it is useful to notice the efficiency of the spatial sampling network
as exemplified in (Fig 7.1). It is clear that the MOPITT data should better detect a spatial
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covariance, and that the placement of the Station locations does not seem ideal even from an
untrained eye.
7.2 Multicollinearity and Proposed Methods for Detection
Unfortunately, detecting multicollinearities in a matrix is not a trivial endeavor, and this
anomaly can often be hidden behind common, more simplistic and often employed techniques.
While these issues almost imply that the effects of multicollinearity are subtle, it is useful to
note how it affects a simple linear model. When there is some form of a linear relationship
between at least two columns in a design matrix X, then it follows that XTX is at least
close to being a singular matrix. The effects of this are most easily seen in a simple linear
model, where the covariances of the regression parameters are σ2(XTX)−1. Inverting a nearly
singular matrix can lead to drastic numerical discrepancies.
While a high pairwise correlation between the columns of the design matrix, X, typi-
cally indicates some multicollinearity may exist, it is not a concrete method in detecting a
relationship. Often, calculating a correlation matrix of the columns of X is used to test for
relationships between the covariates. However, the potential presence of multicollinearity does
not indicate that the relationship will be seen by using this method. It is clear that there
needs to be more refined techniques for detecting multicollinearity.
7.2.1 Variance Inflation Factors
A popular technique used to detect multicollinearity is using the Variance Inflation Factors
(VIFs). In order to avoid the potential influence that the scaling of the covariates may have
on this methodology, it is recommend to first center and scale the columns such that the sum
is 0 and the sum of squares is 1. After scaling one would calculate the matrix (XTX)−1,
and look at the diagonal entries, call these Variance Inflation Factors V1, . . . , Vp, respectively.
There are no clear-cut grounds for concluding whether or not multicollinearity exists using this
methodology, but typically values greater than 10 are indicative of significant multicollinearity
(Smith and Young, 2000).
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7.2.2 Singular Values
Belsley et al. (1980) point out the using the VIFs is a limited approach to detecting mul-
ticollinearity, in that while it does indicate the existence of multicollinearity in the design
matrix, it does not indicate where the relationships may exist between the covariates. When
looking at the singular value decomposition of X such that,
X = UDV T ,
where the diagonal entries of D are defined to be the singular values of X, call these µ1, . . . , µp.
Based upon the properties of this decomposition, it also follows that
XTX = V D2V T
based upon how U and V are defined, and the diagonal of D2 are µ21, . . . , µ
2
p are the eigenvalues
of XTX.
Again, it is important to keep in mind that the scale of the covariates will influence the
singular values, therefore it will be more useful to look at the following ratios
ηk =
µmax
µk
,
for k = 1, . . . , p, and call this the k’th condition index of the matrix X where µmax is the
maximum of all the µk’s. The general rule of thumb is that condition indices of the order 5-10
indicate weak dependencies, and those in the range from 30-100 indicate moderate to strong
dependencies (Smith and Young, 2000).
While this indicates multicollinearity for a variable, the logical question would be to ask
where these relationships exist. The technique referred to as the variance decomposition goes
further in trying to identify where multicollinearities exist. Following from the properties of
the singular value decomposition of X it can easily be seen that the (j, j) entry of (XTX)−1
can be written as ∑
k
ν2jk
µ2k
.
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By defining pikj as
pikj =
ν2jk/µ
2
k∑
k′(ν
2
jk′/µ
2
k)
,
it can be said that pikj measures the proportion of the variance of the j’th parameter estimate
that is accounted for by the k’th singular value. In theory, one would be particularly concerned
with the j’th column if pikj is high where ηk is large. Keep in mind however, that this is from
the perspective of the singular values, and hence a strong relationship with only one of the
covariates is not necessarily alarming. Instead, one should only be concerned where there
are at least two covariates indicating a high influence with a high ηk. Unfortunately, there
is no clear-cut guide as to how large of a value pikj should be in order to be concerned with
multicollinearity, but values from 0.999 in cases of serious multicollinearity are not uncommon
(Smith and Young, 2000).
µk ηk V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12
1 6.27 1.00 0.02 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 2.50 2.51 0.33 0.60 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 2.19 2.87 0.33 0.00 0.00 0.00 0.23 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 1.72 3.64 0.13 0.02 0.26 0.00 0.01 0.10 0.00 0.00 0.00 0.00 0.00 0.00
5 0.97 6.48 0.00 0.02 0.59 0.00 0.01 0.42 0.01 0.00 0.02 0.00 0.00 0.00
6 0.85 7.37 0.02 0.01 0.03 0.00 0.01 0.34 0.03 0.00 0.14 0.00 0.00 0.00
7 0.55 11.40 0.03 0.01 0.01 0.01 0.00 0.02 0.41 0.00 0.30 0.00 0.00 0.00
8 0.39 16.16 0.11 0.01 0.06 0.04 0.26 0.03 0.38 0.00 0.15 0.02 0.01 0.02
9 0.24 26.22 0.00 0.04 0.03 0.36 0.25 0.01 0.13 0.03 0.04 0.06 0.04 0.03
10 0.18 34.45 0.00 0.04 0.00 0.48 0.01 0.01 0.00 0.36 0.21 0.01 0.00 0.19
11 0.14 43.40 0.00 0.00 0.02 0.07 0.02 0.02 0.03 0.59 0.14 0.06 0.00 0.60
12 0.08 74.45 0.02 0.04 0.00 0.04 0.14 0.05 0.00 0.02 0.01 0.85 0.94 0.16
Table 7.1: Variance Decomposition of K for Station Data
7.2.3 Condition Index and Variance Decomposition
The variance decomposition in Table 7.1 gives an indication of the influence each variable
has on each of the singular values for the design matrix used in Kasibhatla et al. (2002).
As can be seen from the calculations for ηi for i = 1, . . . , 12 there seems to be a moderate
level of multicollinearity for the 10’th and 11’th singular values, and an indication of a strong
relationship with the 12th singular value. Yet, when looking deeper in the pikj ’s it can be
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seen there is no clear indicator of a relationship between the variables, and the possibility of a
fairly strong relationship between the 10th and 11th covariates with their relationship to the
12th singular value with pi12,10 = 0.85 and pi12,11 = 0.94.
Table 7.2 takes a similar approach to the data for the work done in Arellano et al. (2004).
Based upon the condition index calculation, there appears to be at most a moderate level
of multicollinearity for the 15th singular value. Yet, it is not obvious that pi15,3 = 0.98 and
pi15,2 = 0.6 indicates a significant relationship between the 2nd and 3rd covariates. While
there is no clear indication of multicollinearity with the MOPITT data, the initial work has
already taken a Bayesian Generalized Linear Model approach to the data. For this reason, it
was decided that it would still prove helpful to apply the RREML approach to this dataset as
well. Upon further application of the RREML approach to the MOPITT data, it is clear that
the approach is not particularly relevant when there are 11,432 data points recorded, and a
prior distribution for only 15 variables. It becomes clear that this is a case where the data
will dominate the prior distribution, and hence the effect of changing λ is inconsequential.
7.3 Applying RREML to CO Station Data
Following the data discussed in Kasibhatla et al. (2002) and the assumptions made on the
construction of the parameters, the RREML method as outlined in Chapter 6 can be applied to
control the effects that the prior covariance has on the maximum aposteriori results. Keep in
mind, in both cases the block-diagonal structure of the covariance matrix of y|x as denoted in
these papers, or Y |β as outlined in Chapter 6 will be preserved in order to maintain numerical
efficiency in the optimization routine.
The AICs for the RREML estimates of the maximum aposteriori is listed in (Table 7.3).
Of particular interest is that the top performing spatial models by AIC for the RREML
approach are the same as the top performing REML models by AIC. Further, the RREML
approach improves the model performance over that of the REML methodology according to
AIC as well. Thus, (Table 7.4) summarizes the estimates of the sources and spatial covariance
parameters and their standard deviations for the Exponential with a nugget effect, Spherical
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Figure 7.2: REML and RREML Estimates of x for Station Data
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with a nugget effect and the Mate´rn. A comparison of the difference between the maximum
aposteriori CO source estimates between the two different methodologies can be seen in (Fig.
7.2).
When comparing the maximum aposteriori CO source estimates in (Fig. 7.2) one can see
that more or less the source estimates are in agreement. In particular, for the estimate of
Fossil Fuel burning for Asia (FF/BF-AS) the posterior estimates again does not agree with
the independent posterior estimates as derived in Kasibhatla et al. (2002) where no spatial
correlation was incorporated (the ’Independent estimates’). The most dramatic shift appears
to be in the METH source, where the RREML posterior estimates are much higher than that
of the REML estimate. Yet, it is the understanding of this author that this is more of a
generic source in the atmospheric transport model used to incorporate factors that are not
directly controlled in the atmospheric transport algorithm.
7.4 Conclusion
While the application of the RREML methodology to the Station data appears to improve the
source and spatial covariance estimates, it continues to preserve the interpretive and intuitive
issues seen in the REML work. That is, the spatial sampling map for the Station data as seen
in (Fig 7.1) continues to provide a challenge with finding an appropriate range on the spatial
covariances that agrees with common belief within the Atmospheric Chemistry community.
Similarly, the low source estimates for Asia continue to be of concern, due to the fact that
it conflicts with much of the literature exploring the contribution Asia has on the Carbon
Monoxide distribution throughout the earth. However, as discussed in Chapter 4, it is quite
possible from a mathematical perspective to be achieving such large spatial ranges due to an
identifiability issue when the spatial sampling map is not properly designed. While there is
no clear explanation for Asian Fossil Fuel contribution, it is the author’s belief that this is
an artifact of the way this dataset has been constructed. In particular, the MOPITT work
outlined in Chapter 4 more or less agrees with the results in Arellano et al. (2004) to a certain
extent, especially with those of the Eastern Asia location.
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µk ηk V1 V2 V3 V4 V5 V6 V7 V8 V9 V10
1 53.06 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 17.45 3.04 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.04
3 13.65 3.89 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01
4 9.36 5.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.28
5 7.54 7.03 0.03 0.01 0.00 0.03 0.01 0.00 0.00 0.00 0.00 0.45
6 6.06 8.75 0.13 0.01 0.00 0.05 0.12 0.01 0.00 0.00 0.00 0.00
7 5.20 10.21 0.03 0.00 0.00 0.11 0.00 0.00 0.07 0.00 0.08 0.01
8 3.54 15.00 0.00 0.04 0.00 0.46 0.50 0.00 0.00 0.00 0.06 0.01
9 3.30 16.10 0.47 0.15 0.00 0.04 0.02 0.00 0.15 0.00 0.00 0.00
10 3.07 17.31 0.17 0.12 0.00 0.06 0.16 0.01 0.05 0.02 0.01 0.01
11 2.65 20.00 0.11 0.00 0.00 0.01 0.03 0.02 0.15 0.05 0.56 0.04
12 2.07 25.62 0.00 0.05 0.00 0.01 0.05 0.00 0.52 0.01 0.02 0.07
13 1.91 27.71 0.00 0.00 0.00 0.01 0.03 0.03 0.05 0.60 0.22 0.01
14 1.35 39.37 0.03 0.03 0.01 0.04 0.04 0.88 0.00 0.29 0.02 0.06
15 0.97 54.68 0.00 0.60 0.98 0.17 0.04 0.05 0.00 0.02 0.00 0.00
µl ηl V11 V12 V13 V14 V15
1 53.06 1.00 0.00 0.00 0.00 0.00 0.02
2 17.45 3.04 0.01 0.13 0.00 0.00 0.00
3 13.65 3.89 0.58 0.00 0.00 0.00 0.01
4 9.36 5.67 0.03 0.55 0.00 0.00 0.05
5 7.54 7.03 0.00 0.05 0.00 0.00 0.21
6 6.06 8.75 0.02 0.01 0.02 0.01 0.00
7 5.20 10.21 0.15 0.08 0.03 0.01 0.00
8 3.54 15.00 0.00 0.00 0.01 0.00 0.00
9 3.30 16.10 0.06 0.06 0.09 0.01 0.00
10 3.07 17.31 0.03 0.00 0.22 0.04 0.02
11 2.65 20.00 0.03 0.09 0.00 0.12 0.02
12 2.07 25.62 0.05 0.01 0.00 0.76 0.60
13 1.91 27.71 0.03 0.00 0.34 0.00 0.01
14 1.35 39.37 0.00 0.01 0.28 0.03 0.06
15 0.97 54.68 0.00 0.00 0.01 0.02 0.00
Table 7.2: Variance Decomposition of K for MOPITT Data
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Spatial Model Max. a Post. RREML
Independent 3871.105 3871.105
Exp w/nug 3501.067 3423.701
Exp 3715.335 3614.010
Gau w/nug 3537.194 3444.094
Gau 3752.243
Wave w/nug 3561.394
Wave 3754.783
Sph w/nug 3506.370 3431.704
Sph 3778.917 3654.078
Mat 3487.070 3415.440
Table 7.3: Max. a Posteriori and RREML AICs of Station Data
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Prior Independent Exp.w.nug
FF/BF-NA 103.13 (51.566) 119.33 (15.319) 87.683 (11.093)
FF/BF-EU 141.15 (70.575) 127.69 (12.235) 74.274 (8.7576)
FF/BF-AS 238.11 (119.05) 380.53 (35.847) 197.32 (24.838)
FF/BF-RW 121.05 (60.526) 230.27 (48.039) 93.9 (55.234)
BB-NA/EU 76.149 (38.075) 62.401 (12.713) 58.593 (11.463)
BB-AS 59.439 (29.719) 122.62 (22.828) 116.90 (18.401)
BB-AF 184.97 (92.485) 165.50 (38.651) 118.38 (22.198)
BB-LA 105.61 (52.805) 185.42 (40.998) 27.839 (55.684)
BB-OC 20.831 (10.415) 25.417 (9.7835) 25.22 (15.262)
ISOP 342.72 (171.36) 413.46 (86.205) 65.425 (89.577)
TERP 59.32 (29.66) 64.353 (29.04) 87.2 (70.612)
METH 808.6 (40.43) 949.4 (35.558) 1153.4 (59.028)
λ NA (NA) NA (NA) 0.12349 (0.052554)
par1 NA (NA) NA (NA) 39.005 (6.5466)
par2 NA (NA) NA (NA) 0.11182 (0.011594)
Sph.w.nug Mat
FF/BF-NA 84.723 (10.596) 90.945 (10.229)
FF/BF-EU 70.745 (8.2082) 80.97 (8.229)
FF/BF-AS 191.52 (24.534) 205.42 (24.227)
FF/BF-RW 95.707 (54.055) 104.52 (49.1)
BB-NA/EU 59.684 (10.681) 64.844 (10.377)
BB-AS 120.37 (18.525) 113.86 (18.271)
BB-AF 116.30 (21.663) 115.98 (21.523)
BB-LA 25.962 (52.987) 97.955 (45.47)
BB-OC 24.267 (14.629) 23.483 (13.146)
ISOP 94.77 (86.883) 87.315 (79.315)
TERP 87.955 (66.885) 66.681 (53.387)
METH 1129.0 (56.777) 1039.8 (49.201)
λ 0.13905 (0.064112) 0.24733 (0.12022)
par1 81.137 (23.253) 6471.6 (6751.3)
par2 0.13199 (0.015229) 0.10423 (0.013912)
Table 7.4: Table of RREML Estimates and Standard Deviations for Station Data
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Appendix A
Information Sandwich Approach
This work relies on the asymptotic properties of what has commonly become referred to as the
Information Sandwich Approach. This is essentially a generalized version of the asymptotic
normality of the maximum likelihood estimator, but expanding on how to handle alternative
approaches to the Fisher information matrix. Following the steps outlined in Caragea (2003),
the general proof will be outlined in this Appendix.
When looking at the estimators of pseudo-likelihood functions, this method can be applied
when calculating the theoretical covariance matrix. This Information Sandwich Approach is
quite common within the statistical field, and is discussed at length in many references, such
as Liang and Zeger (1986) and White (1982).
A.0.1 Asymptotic Normality of the Information Sandwich Approach
Suppose we have a finite dimensional parameter, θ, and a statistical model that is a function of
said parameter. Suppose there is an estimate θ˜n which is the value that minimizes a criterion
function, Sn(θ). Typically, n will represent the sample size of the dataset, but in the general
case this may be considered an index which we will let tend to ∞. The expression Sn(θ) will
be some “measure of fit” such as sum of squares, a likelihood or a pseudo-likelihood. Further
assume that θ˜n is a consistent estimator of the true parameter value θ0, and Sn(θ) is twice
continuously differentiable in θ. Defining H(θ) as below, then also assume that the underlying
distribution behind Sn(θ) is sufficiently smooth so that H(θ) is continuous in a neighborhood
of θ0. We write ∇f(θ) for any function f as the vector of first-order partial derivatives of f
with respect to the elements of θ, and ∇2f the matrix of second-order partial derivatives.
By taking the Taylor expansion about θ0, we obtain
0 = ∇Sn(θ˜n) = ∇Sn(θ0) +∇2Sn(θ∗n)(θ˜n − θ0),
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where θ∗n lies on the straight line joining θ˜n to θ0. Hence
θ˜n = θ0 − {∇2Sn(θ∗n)}−1∇Sn(θ0). (A.1)
The following assumptions are made:
Assumption A.0.1. 1n∇2Sn(θ)
p→ H(θ) as n → ∞ uniformly on some neighborhood of θ0,
where H(·) is a matrix-valued function, continuous near θ0, with H(θ0) invertible,
Assumption A.0.2. 1√
n
∇Sn(θ0) d→ N (0, V (θ0)) for some covariance matrix V (θ0).
For regular maximum likelihood problems where Sn(θ) is the negative log likelihood for
the parameter θ, both Assumptions A.0.1 and A.0.2 are satisfied, since this reduces to dealing
with a sum over n i.i.d. terms. These assumptions are also valid for a more general variety of
estimation criteria, as will be explored further in this chapter.
Because H(θ) is continuous over θ and invertible at θ0, it follows that H(θ)
−1 is also
continuous near θ0, and hence
{
1
n
∇2Sn(θ∗n)
}−1
p→ H(θ0)−1. (A.2)
Applying Slutzky’s Theorem (a common reference would be Casella and Berger (1990)), then
Theorem A.0.3. If Xn
d→ X and Yn d→ c, where c is a constant, then
1. YnXn
d→ cX
2. Xn + Yn
d→ X + c.
By combining A.0.1, A.2 and 1 from A.0.3; it follows that
√
n(θ˜n − θ0) = −
{
1
n
∇2Sn(θ∗n)
}−1
× 1√
n
∇Sn(θ0)
d→ N (0, H(θ0)−1V (θ0)H(θ0)−1) . (A.3)
Both V and H define the Fisher information matrix in standard maximum likelihood theory, so
A.3 is a restatement of the well-known asymptotic normality of maximum likelihood estimates.
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However, A.3 goes beyond standard maximum likelihood approaches, where V and H might
not be the same.
A.0.2 Consistency of Estimator
As a general note on the estimators in throughout this work, due to the complexity of the
matrix calculation, it is too complicated to guarantee convexity of the optimized functions,
and it is unreasonable to prove that Sn attains its global maximum near θ0. However, it is
reasonable to concentrate on verifying the consistency of a local maximum instead.
One of the key assumptions in Section A.0.1 pertains to the consistency of the estima-
tor. Amemiya (1985) gives general conditions under which there is local consistency of the
estimators
Theorem A.0.4. Assume
• Θ is an open subset of the Euclidean p-space (the true value of θ0 is an interior point of
Θ)
• The criterion function Sn(θ) is a measurable function for all θ ∈ Θ, and ∇Sn exists and
is continuous in an open neighborhood of θ0
• 1nSn(θ) converges in probability uniformly to a nonstochastic function S(θ) in an open
neighborhood of θ0, and S(θ) attains a strict local maximum at θ0
Then there is a consistent root of the equations ∇Sn = 0 (i.e. for some sequence n → 0,
P {∃ θ∗s.t. |θ∗ − θ0| < n,∇Sn(θ∗) = 0} → 1, as n→∞.)
Note that the first two assumptions of Theorem A.0.4 are immediately satisfied by the
criterion functions. As for the third assumption, suppose that the first order derivatives of Sn
are bounded on a neighborhood of θ0, and that
1
nE (∇Sn(φ)|) ≤ K, on a neighborhood of θ0.
Using a first order Taylor’s expansion, it is clear that for some θ∗n and θ∗∗n between θ0 and θ,
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we have
1
n
Sn(θ)− 1
n
Sn(θ0) =
1
n
∇Sn(θ∗n)(θ − θ0) (A.4)
S(θ)− S(θ0) = ∇S(θ∗∗n )(θ − θ0). (A.5)
Therefore, the difference between A.4 and A.5 is
∣∣∣∣∣∣∣∣( 1nSn(θ)− S(θ)
)
−
(
1
n
Sn(θ0)− S(θ0)
)∣∣∣∣∣∣∣∣ ≤ Γ||θ − θ0||, (A.6)
where Γ is a finite expectation. Also keep in mind that the right-hand side of A.6 converges
to 0 uniformly over a decreasing sequence of neighborhoods of the form ||θ− θ0|| < n, for any
sequence of n tending to 0.
Note as well that
1
n
Sn(θ0)− S(θ0) p→ 0
by the Law of Large Numbers. Therefore,
1
n
Sn(θ)− S(θ)
converges to 0 uniformly on a neighborhood of θ0 such that ||θ − θ0|| < n, which proves the
final condition of A.0.4.
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Appendix B
Spatial Variograms and Covariances
B.1 Table of Covariances Used in spatrr
Model Covariance
Exponential [V (θ)]i,j =
 σ
2
i i = j
σiσje
−dij/R i 6= j.
Gaussian [V (θ)]i,j =
 σ
2
i i = j
σiσje
−d2ij/R2 i 6= j.
Cubic [V (θ)]i,j =

σ2i i = j
σiσj
[
7(
dij
R )
2 − 8.75(dijR )3 − 0.75(
dij
R )
7
]
i 6= j & dij < R.
0 i 6= j & dij > R.
Spherical [V (θ)]i,j =

σ2i i = j
σiσj
[
1− 32
dij
R +
1
2
(
dij
R
)3]
i 6= j.
Wave [V (θ)]i,j =
 σ
2
i i = j
σiσj
R
dij
sin(dij/R) i 6= j.
Linear NA
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Mate´rn [V (θ)]i,j =
 σ
2
i i = j
σiσj
1
2θ2−1Γ(θ2)
(
2
√
θ2dij
θ1
)θ2 Kθ2 (2√θ2dijθ1 ) i 6= j
Cauchy [V (θ)]i,j =
 σ
2
i i = j
σiσj
(
1 + (
dij
θ1
)2
)θ2
i 6= j.
Powered
Exponential [V (θ)]i,j =
 σ
2
i i = j
σiσje
−(dij/R)p i 6= j.
B.2 Derivatives of Covariances Used in spatrr
Model Covariance
Exponential ∂∂θ1 [V (θ)]i,j =
 0 i = jσiσj dije−dij/RR2 i 6= j.
Gaussian ∂∂θ1 [V (θ)]i,j =

0 i = j
σiσj
2d2ije
−d2ij/R2
R3
i 6= j.
Cubic ∂∂θ1 [V (θ)]i,j =

0 i = j
σiσj
[
−14(d
2
ij
R3
) + 26.25(
d3ij
R4
) + 5.25(
d7ij
R8
)
]
i 6= j & dij < R.
0 i 6= j & dij > R.
Spherical ∂∂θ1 [V (θ)]i,j =

0 i = j
σiσj
[
3
2
dij
R2
− 32
(
d3ij
R4
)]
i 6= j.
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Wave ∂∂θ1 [V (θ)]i,j =
 0 i = jσiσj [ 1dij sin(dij/R)− 1R cos(dij/R)] i 6= j.
Linear NA
Mate´rn ∂∂θ1 [V (θ)]i,j =
 0 i = jSee Sec. B.2.1 i 6= j
∂
∂θ2
[V (θ)]i,j =
 0 i = jSee Sec. B.2.1 i 6= j
Cauchy ∂∂θ1 [V (θ)]i,j =
 0 i = j−σiσj 2θ2d2ijθ31 (1 + (dijθ1 )2)θ2−1 i 6= j.
∂
∂θ2
[V (θ)]i,j =
 0 i = jσiσj log (1 + (dijθ1 )2)(1 + (dijθ1 )2)θ2 i 6= j.
Powered
Exponential ∂∂θ1 [V (θ)]i,j =
 0 i = jσiσj pR(dijR )pe−(dij/R)p i 6= j.
∂
∂θ2
[V (θ)]i,j =
 0 i = j−σiσj(dijR )p log(dij/R)e−(dij/R)p i 6= j.
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B.2.1 Special Formulas for Mate´rn
Define θ† = 2
√
θ2dij
θ1
, and
C†1 =
2dij
(
θ†
2
)θ2 √
θ2
θ21Γ(θ2)
, (B.1)
then
∂
∂θ1
[V (θ)]i,j = C
†
1
{
Kθ2−1(θ†) +Kθ2+1(θ†)−
2θ2Kθ2(θ†)
θ†
}
. (B.2)
Also, if we define
C†2 =
2
(
θ†
2
)θ2
Γ(θ2)
, (B.3)
then
∂
∂θ2
[V (θ)]i,j = C
†
2
{
Kθ2(θ†)
(
1
2
+ log
(
θ†
2
))
−Kθ2(θ†)ψ0(θ2)
+
(−Kθ2−1(θ†)−Kθ2+1(θ†)
2θ1
√
θ2
+
∂
∂θ2
Kθ2(θ†)
)}
. (B.4)
Where Kv(z) is the modified Bessel of the third kind of order v and argument z, ψn(x) is the
derivative of log(Γ(x)) of order n+ 1 (known as the polygamma function), and ∂∂θ2Kθ2(θ†) is
the numerical approximation of the derivative of Kν(z) with respect to ν evaluated at θ2 and
θ†.
B.2.2 Incorporating Nugget
Whenever a nugget effect is added to the spatial covariance, multiply all the off-diagonal
components in Sec. B by 1 − φ where φ is defined as the nugget to sill ratio. When taking
derivatives of the spatial covariances, then the off-diagonal derivatives defined in Sec. B.2
are multiplied by 1 − φ and the derivative with respect to φ is just −1 times the derivatives
defined in Sec. B.2.
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