We present a theoretical study of the combined effects of temperature and density inhomogeneities on line emission in gaseous nebulae. We show that, by including RMS fluctutations in both temperature and density in the emission coefficient for recombination and collisional excitation, it is possible to study their effects on line emission separately. We show also how the Peimbert fluctuation can be recovered by a suitable combination of the temperature and density fluctutations. Using the 3D photoionisation code MOCASSIN, we model the benchmark spherical HII region HII40K for two idealised cases: 1) homogeneous hydrogen density and 2) inhomogeneous hydrogen density including a random fluctutation of 10%. An interesting initial result we obtained was that the photoionisation process itself creates small-scale temperature and density fluctuations -even in the homogeneous case. We found that, although the radial depth profiles for ion fractions and ionic temperatures are almost indistinguishable between the two cases, ion densities and, in particular, emission line intensities are very strongly affected by the a priori density fluctuation. The de-coupled RMS temperature fluctuation varies by only 2% between both cases whereas in the inhomogeneous case, the RMS de-coupled density fluctuation is much higher -in the case of neutral hydrogen it is 40 times greater. The RMS de-coupled density fluctuation, averaged over all ion species, was found to be, by itself, 6 times larger than the Peimbert fluctuation. These results may have a significant effect on the interpretation of ionic concentrations from emission lines and especially on the determination of elemental abundances and calibration of their indicators.
INTRODUCTION
It is well known that the elemental abundances in gaseous nebulae derived from optical recombination lines (ORLs) strongly differ from those determined using collisionallyexcited lines (CELs) in the UV, optical and IR (see, for example Kaler 1981; Kholtygin and Feklistova 1992 , Liu et al 2004 , Izotov et al 2006 , Mesa-Delgado et al 2007 . Various attempts have been made to explain the discrepancy. For example, observational systematic errors have been proposed as the cause (Rola and Stasinska 1994) based on the finding that the intensity of weak ORLs in planetary nebulae (PN) spectra can be strongly overestimated when the ⋆ michael@damir.iem.csic.es † jvm@iaa.es signal to noise ratio S/N 6 (Rola and Pelat 1994) . The current view, however, is that the collisional abundances are most probably being under-estimated (Peimbert et al 2004) and the favoured method is to use ORLs Peimbert 2005 and Peimbert et al 2007) . Indeed, Peimbert (1967) was the first to suggest that the presence of small amplitude temperature fluctuations inside nebulae may be partly responsable for differences in recombination and collision abundances due to the way they change emission line intensities. However, whether or not the fluctuations arise from temperature inhomogeneities alone, from variations in density, or a combination of both, has not been well studied. This paper hopes to contribute to this by studying temperature and density fluctuations separately as well as in combination. This is particularly timely due to growing evidence that ionised nebulae can be strongly inhomogeneous in den-sity and temperature (O'Dell et al 1984 and Castaneda et al 1992 . In order to accurately determine elemental abundances in ionised gases, it is essential that we understand exactly how fluctutations arising from such inhomogeneities affect the calculation of emission lines. This we address in the next section.
ELEMENTAL ABUNDANCES FROM EMISSION LINES
The abundances of ions can be estimated from the relative strengths of their emission lines, facilitated by the fact that ORLs and CELs are often optically thin in gaseous nebulae. A number of abundance indicators based on strong CELs such as O23 (Pagel et al 1979) ,
and 
have been proposed and calibrated with some success (see Pérez-Montero and Díaz 2005 for a comparative analysis). However even the best calibrations have been found to contain errors of some 0.16 dex (Taylor and Díaz 2007) . The problem is that CELs, although often bright, depend strongly on temperature. This means that in the absence of a well-defined temperature scale, a precise calibration is difficult if not impossible. Furthermore, all stages of ionisation of an element are generally not observable meaning that the calculation of abundances requires ionisation correction factors to be estimated in order to account for unobserved high ionisation species of ions. The relative intensities of those ions we observe are therefore central. In this paper, we focus on the effect of inhomogeneities on the calculation of emission line intensities since, ultimately, these are what are used to construct abundance indicators and measure metallicity.
The observed intensity I ki of an emission line corresponding to the level transition k → i is given by the integral,
where j ki is the line emissivity, ne is the electron density, n f is the density of the ion forming the line, Te is the electron temperature, φ ki is the emission coefficient and the integral is along the line of sight (LOS) of unit length ds. For ORLs, the emission coefficient φ ORL ki has the general form (Osterbrock and Ferland 2006) :
where α ki is the effective recombination coefficient and m ≈ 1 making ORL emission coefficients relatively insensitive to changes in temperature. However, ORL intensities scale with abundance meaning that lines of elements heavier than helium (the "metals" or "heavy elements") are generally faint and hard to observe. On the other hand, CELs have many strong lines in the optical part of the spectrum. Their emission coefficients are given by,
where q ki is the effective collision coefficient and K = 8.629 × 10 −6 . For a nebula in thermal equilibium, abundances determined from CELs and ORLs should agree, but generally do not. For example, recent work (Liu et al 2004 , Mesa-Delgado et al 2007 has revealed cases where abundances calculated from ORLs are up to several tens of times greater than those determined from CELs. This difference between ORL and CEL abundances for a given ion X n+ has been named Mesa-Delgado et al 2007) the "abundance discrepancy factor" ADF:
which, it can be seen, depends on the ionic concentration [X n+ ] relative to that of ionised hydrogen [H+] (i.e. the ionic fraction). Assuming that equation (3) is invertible, the ionic fractions can be obtained from observed emission lines, provided that the form of the emission coefficient φ ki (Te) along the LOS is known. However φ ki depends on electron temperature which, although an integrated along the LOS value can be estimated from temperaturesensisitve emission line ratios, its variation with depth is unknown. Therefore the absence of depth information creates circularity in the problem of determing n f and hence abundances from emission lines. This problem frustrates all efforts at 3D interpretations based on 2D plane of the sky (POS) observations. We will study this more closely in Paper II. For now, having raised the issue, we will focus on the determination of n f in those cases where a radial distribution of Te and ne are pre-supposed.
The simplest model treats nebulae as sphericallyhomogeneous and having constant Te and ne such that φ ki (Te) is constant along the LOS. In the case that two (or more) successive ionisation stages of the same element are observed such as O + or O 2+ , then this model allows calculation of their relative abundances from which an empirical ionisation curve giving [X n+1 ]/[X n ] as a function of ionisation potential for each ion species can be constructed. Variations in the values of Te and ne from different line ratios are then indicative of a deviation from the homogeneous model. However the values of Te determined from hydrogen ORLs, the Balmer jump and free-free processes tend to be lower than those determined from CELs due to point to point variations in the local heating and cooling rates arising from small-scale temperature variations. The reason for this is that CELs are proportional to temperature and are weighted toward high temperature regions, wherease ORLs and free-free emission coefficients decrease with temperature and are weighted toward low temperature regions. Therefore a discrepancy is expected in that CELs indicate a higher temperature than Balmer jump or radio-frequency measurements of the same region. Fluctuations in temperature are therefore the likely candidate for the ADF mentioned earlier. In what follows, we will therefore investigate the the effect of 3D fluctuations in temperature and also density in order to get as much information as possible about such tendencies.
The first treatment of temperature fluctuations was presented by Peimbert (1967) who showed that by expanding the emission coefficient φ ki (Te) in a power series to second order about a mean temperature T0,
then root-mean-square (RMS) temperature fluctuations embodied in the quadratic term, could be measured. Furthermore, since approximate algebraic forms for the emission coefficients (at a given electron temperature) for both ORLs and CELs are known, then the partial derivatives in the series expansion above can be solved analytically. Integrating along the LOS in accordance with equation (3) and noting that the first derivative is odd and integrates to zero in the case of spherical symmetry, then the emission line intensity is given by:
where I 0 ki is the mean line intensity along the LOS,
and the RMS teperature fluctuation t 2 is given by,
Peimbert (1967) defined the mean temperature as,
If all ions had the same spatial ion density distribution n f (s) along the LOS, then from two temperature-sensitve line ratios such as CELs means that they are also more sensitive to temperature fluctuations. This is less of an issue for ORLs since they are much less sensitive to temperature. Hence their abundances are much more likely to be correct. A further twist is that the relative intensities of CELs compared to ORLs should be constant and strongly-dependent on the shape of the source continuum -since the number of photons emitted by a nebula in a specific ORL is directly proportional to the number of photons emitted. The ADF suggests otherwise. The fact that the discrepancy is not constant and varies from object to object suggests that it is not due to uncertainties in atomic data (Osterbrock and Ferland 2006) . Furthermore, a correlation has been found between t 2 measured from the Balmer jump and the ADF (Mesa-Delgado et al 2007) -suggesting that the discrepancy is due to variations in physical conditions within objects. Moreover, ORL abundances measured in low and high ionisation regions differ (at constant CEL oxygen abundance) suggesting also that an unknown process is affecting ORLs in the higher-ionisation gas (Osterbrock and Ferland 2006) . Although all of these effects should be manifested in the measured mean temperatures and RMS fluctuations, any radial (positional) information is unavoidably washed out in the LOS-averaging process. Therefore, rather than try to include such complexities, we focus instead on the more easily measurable and relative effects of temperature and density fluctuations on the calculation of emission lines for generalised and idealised cases.
THE RELATIVE CONTRIBUTION OF TEMPERATURE AND DENSITY FLUCTUATIONS
In this section, we generalise the results for LOS line intensities to include both temperature and density fluctuations explicitly. We must therefore write the emission coefficient as a function of temperature Te and density ne. In the general 3D case, the total line intensity will now come from ions dispersed throughout the whole nebula and the LOS integral will instead become a volume interal,
Ideally, the effect of light scattering by dust should also be included. Quantitatively, this can be estimated from deviations of the extinction constant for local dust-rich regions from its mean value over the whole nebula. These deviations have been found to be typically less than 10% (Barker 1987 (Barker , 1991 and light scattering by dust has not been found to significantly change line intensities by more than about by 20% (Kholtygin 1998) . Although we will not include dust scattering effects here, extinction studies have suggested that the emission coefficient φ ki (Te, ne) varies slowly with radius (Natta and Panagia 1981) . However, it is now known that temperature fluctuations calculated from POS observations cannot be completely explained by a radial dependence of Te alone (Gruenwald and Viegas 1995). Therefore, it has been proposed that a significant portion of the temperature fluctuations may come from small-scale density fluctuations due to neutral clumps in the gas (Kholtygin and Feklistova 1992) . This then provides the motivation for studying the combined effect of density and temperature fluctuations.
We start by assuing that fluctuations are small relative to the local values of Te and ne and define the de-coupled volume-averaged mean electron temperatureTe and the de-coupled volume-averaged mean number densitȳ ne of the ion forming the line as follows:
where N f = V n f dV is the total number of line forming ions in the volume. Note thatTe = T0 (the volume-averaged analogue of equation 11) since it is defined in the manner above so as to de-couple it from the electron density which is allowed to fluctuate. Applying the method of Peimbert (1967) once again, we expand the emission coefficient φ ki (Te, ne) (now a function of both temperature and density) to second order about these mean values so as to calculate the RMS density and temperature fluctuations, .
From equation (14), we integrate and note once again that for spherical symmetry the first derivatives are odd and integrate to zero. The resultant volumetric emission line intensity is then:
whereĪ ki is the mean volumetric line intensity corresponding to the mean volumetric temperatureTe and densityne and the constants µ are given by,
The de-coupled RMS fluctuation in temperature τ 2 , the decoupled RMS fluctuation in density η 2 and the cross-terms τ η and τ 2 η are given by,
The Peimbert fluctuation t 2 P (the volume-averaged form of equation 10) can be recovered from these using the prescription of Kholtygin (1998) ,
We will refer to this in what follows as the coupled "Kholtygin" fluctuation. In the results section we will demonstrate that this formulation is indeed correct. However, we will show that both t 2 P and t 2 K diverge from the de-coupled RMS temperature fluctuation τ 2 when an inhomogeneity in density is introduced. Furthermore, they fail by orders of magnitude to reflect the size of these density fluctuations. In all fairness to the inspiring work of Kholtygin on this problem, he was prevented from demonstrating such effects due to the unabailability of depth information along the LOS for his observations. Indeed, various authors have attempted to relate temperature fluctuations in POS observations to columnar LOS temperature fluctuations (Castaneda et al 1992 , O'Dell et al 2003 , Mesa-Delgado et al 2007 but, again, without depth information, the use of projected image data cannot fully answer this important question. We will consider this point in detail in Paper II. Fortunately, idealised 3D photoionsation models provide the means for probing the third dimension and allow for the introduction of a priori density inhomogeneities that have helped shine light on these important effects as we describe in the next section. (Pequignot 1986 and Ferland et al 1995) .
The spherical symmetry of HII40K simplifies greatly the analysis of the radial profiles of physical parameters. We therefore began with a uniform density sphere of gas of constant density n0(H) = 100cm −3 having the following HII40K benchmark abundances relative to hydrogen: 
This was then illuminated by a centred, blackbody ionising source with T * = 40 × 10 3 K such that the number of hydrogen ionising photons emitted per second Q(H 0 ) = 4.26 × 10 49 s −1 . The initial electron temperature was set to Te = 8000K and the whole HII region of inner radius Rin = 3.0 × 10 18 cm and outer radius Rout = 1.46 × 10 19 cm was embedded in a 25 × 25 × 25 3D grid with the central ionising source situated at cell position (13,13,13). The trajectories of 10 6 photons as they ionised the gas were tracked with the 3D photoionisation code MOCASSIN (Ercolano et al 2003) , and increased in number until thermal equilibrium was achieved to a converence rate r such that 95% < r < 99%. IDL version 5.5 was then used to extract 2D projections onto the 3-axes and SigmaPlot version 10 was used to reproduce the radial profiles of the cellular output grids of the physical parameters. Finally, FORTRAN 90 routines were coded to calculate the volume-integrated electron, neutral and ionic mean temperatures, densities and fluctuations.
Since our interest here is in the combined effect of temperature and density fluctuations. We therefore introduced an a priori 10% RMS density fluctation η 2 (H) = 0.1 to the uniform hydrogen density n0(H) sphere using the FORTRAN 90 random number generating function RAN D(1.0) (that generates a psuedo-random real number between 0 and 1) such that, Figure 1 shows a diametric slice of HII40K at uniform density together with its inhomogeneous hydrogen density counterpart having a 10% random density fluctation. The decoupled RMS density fluctuation η 2 (H) = 0.1 was chosen as this is at the limit of measured values of Peimbert temperature fluctuations for HII regions reported in the literature (Peimbert et al 2007) -thus providing an extreme test case for the theory described in the last section.
RESULTS
We extracted diametric profiles of electron and hydrogren density, the ion and neutral density, temperature and ionic fraction, as well as line emission fluxes for all elements having non-zero abundances. The grid centre and ionising source is at (13, 13, 13). In figure 2 we show profiles of the above physical parameters along the LOS (13, 13, z). The radial variable z (1 < z < 25) is an integer corresponding to the cell position along a diamater of HII40K passing through the centre. Figures 2a-e) show the radial profiles for the homogeneous density case and figures 2f-j) show the radial profiles for the inhomogeneous density case. The homogeneous case presents the expected profiles of hydrogren and electron density, ionic density, ionic fractions, temperatures and emission lines for HII40K (see the uniform density case for HII40K in Ercolano et al 2003 . For the inhomogeneous case, figure 2f) shows that the hydrogen density nH is fluctuating within 10% of the mean value n0(H) = 100cm −3 . The electron density is marginally higher fluctuating around ne = 110cm −3 . The post-photoionisation densities of the different ion and neutral species in figure 2g) present similar crossed profiles to figure 2b) for the homogeneous case, but modified by small fluctuations in their curvature. These changes in curvature correlate visually with the density fluctuation in H + and electrons. As expected, the density of neutral H 0 and He 0 and ionised oxygen O + is almost zero in the innermost parts of HII40K signifying that these species have been almost totally ionised and are therefore depleted. The ionic fractions in figure 2h ) appear to hardly change in the presence of density fluctuations. The ion and neutral temperatures in figure 2j ) also appear to be very robust to density fluctuations, varying only slightly from the homogeneous case at the outer edges of the photoionised region. However, the line emission for key nebular ORLs and CELs shown in figure 2i ) are seen to be strongly affected by the changes in hyrogen density. This is a little surprising as density fluctuations were expected to also affect the ionic temperatures. This benchmark example suggests that this is not the case. This is verified by analysis of the values of volume-averaged mean ion temperatures and densities, their de-coupled fluctuations and the combined RMS fluctuatoions presented in Table 1 for the homogeneous case and in Table 2 for the inhomogeneous case.
From Tables 1 and 2 T e(X ) = 7899.83 ± 760.12K in the homogeneous case and T e(X ) = 7822.20 ± 659.33K in the inhomogeneous case, just 1.0% lower. The de-coupled mean ionic temperatures also span a large range in temperature varying again from Table 1 . The homogeneous case: constant initial hydrogen density n(H) = n 0 (H) ≡ 100cm −3 . Calculated values of the volume-averaged Peimbert mean electron temperature T 0 (e), the mean Peimbert ionic temperatures T 0 (X), the de-coupled mean ionic temperaturesTe(X) and densitiesne(X), the Peimbert temperature fluctuation t 2 P (X), the Kholtygin RMS fluctuation t 2 K (X), the de-coupled temperature fluctuation τ 2 (X), the de-coupled density fluctuation η 2 (X), and the mean and standard deviation (SD) 
Table 2. The inhhomogeneous case: constant initial hydrogen density plus a 10% random fluctuation n(H) = n 0 (H) ± ∆n(H) ≡ 100 ± RAN D(10)cm −3 . Calculated values of the volume-averaged Peimbert mean electron temperature T 0 (e), the mean Peimbert ionic temperatures T 0 (X), the de-coupled mean ionic temperaturesTe(X) and densitiesne(X), the Peimbert temperature fluctuation t 2 P (X), the Kholtygin RMS fluctuation t 2 K (X), the de-coupled temperature fluctuation τ 2 (X), the de-coupled density fluctuation η 2 (X), and the mean and standard deviation (SD) for the following ions and neutrals: H 0 , H + , He 0 , He + , O + and O 2+ . around 6950K for O 2+ in both cases to a maximum of 8760.92K for H 0 in the homogeneous case and 8566.19K for He 0 in the homogeneous case. The ionic temperatures are on average clearly higher than the mean electron temperature by several 100K although hardly any difference is observable between the Peimbert mean ion temperature and the de-coupled mean ion temperature. In fact, the average of the absolute differences between the two temperatures is only T e(X ) − T0(X) = 19.56 ± 19.57K for the homogeneous case and T e(X ) − T0(X) = 40.52 ± 44.98K for the inhomogeneous case. From these results we can see that Te(X) ∼ = T0(X) >> T0(e). The de-coupled mean ionic density averaged over all species is ne(X) = 99.83±12.49cm
Parameter
in the homogeneous case and ne(X) = 97.58 ± 20.01cm
in the inhomogeneous case. Since the average over the mean values is almost 100cm −3 , the species listed in the tables therefore dominate the ion density. The other elements C, N and S that have non-zero abundances, therefore do not contribute significantly to the ionic structure. What is surpising here is that the standard deviation in the ionic densities for the two cases are similar in magnitude. We interpret this as indicating that the process of photoionisation toward thermal equilibrium also creates a density fluctuations across the 3D grid -even in the homogeneous case of constant initial density. This is confirmed by the existence of strong de-coupled density fluctuations η 2 (X) for the homogeneous case as described below.
The calculated values of the Peimbert temperature fluctuation t for the homogeneous case (a relative difference of only 0.01%) and t 2 K (X) − t 2 P (X) = 1.98 ± 2.59 × 10 −9 for the inhomogeneous case (a relative difference of only 0.03%). This strongly suggests that the Kholtygin formulation in equation (26) for reconstructing the Peimbert temperature fluctuation from the de-coupled RMS temperature and density fluctuations, is correct. Next we turn to the de-coupled RMS temperature and density fluctuations.
The lack of significant variance between the mean ion temperatures given byTe(X) and T0(X) reflects itself also in the de-coupled RMS temperature fluctuations which, averaged over all ions, amount to τ 2 (X) = 5.33±4.24×10
−3
for the homogeneous case and τ 2 (X) = 5.43 ± 3.58 × 10
for the inhomogeneous case, 1.9% higher. Comparing them with the Peimbert temperature fluctuations we find that they differ by less than 4% with τ 2 (X) = 0.994 t 2 P (X) for the homogeneous case and τ 2 (X) = 1.034 t 2 P (X) for the inhomogeneous case. Density fluctuations present a dramatic difference, however.
The de-coupled RMS density fluctuations averaged over all ions are η 2 (X) = 9.46 ± 10.60 × 10 −3 for the homogeneous case and η 2 (X) = 3.49 ± 4.20 × 10 −2
for the inhomogeneous case, 268.9% higher. Comparing them with the Peimbert temperature fluctuations we find that they differ enormously even in the homogeneous case where they are η 2 (X) = 1.765 t 2 P (X) . In the case of inhomogeneity they are η 2 (X) = 6.648 t 2 P (X) . Since τ 2 has been shown not to differ very much from t 2 P , we note that for the de-coupled RMS fluctuations, η 2 ≈ 1.8τ 2 in the homogeneous case and η 2 ≈ 6.4τ 2 in the inhomogeneous case. The effect is most pronounced for neutral hydrogen where η 2 (H 0 ) = 2.85 × 10 −3 in the homogeneous case and η 2 (H 0 ) = 1.12 × 10 −1 in the inhomogeneous case, 40 times larger. We will return to this important point in the conclusion where we will discuss its relevance to the ADF.
DISCUSSION
Kholghtygin (1998) claimed that for electron densities and temperatures typical of PNs and HII regions, the coefficients µtn and µnn in equation (18) were much smaller than µtt and suggested that the reason for this is that the temperature fluctuations are the dominant ones. The results section shows that this is strongly not the case. The Peimbert temperature fluctuations scale almost perfectly with the decoupled RMS temperature fluctuation. However, they fail to reflect density fluctuations and that, in fact, the density fluctuations are several times greater than the temperature fluctuations -even in the case of a homogeneous HII region. From the volume line emission for Peimbert temperature fluctuations (equation 8),
and, for de-coupled RMS temperature and density and temperature fluctuations the analogue is equation (18),
When the de-coupled RMS density fluctuation η 2 = 0, then equation (29) reduces to equation (30). Observation provide us with the average integrated along the LOS values I 0 ki (T0, n 0 X) and so we see that the effect of the fluctuations is to increase the line intensity as they are always positive. As a result, observations must be corrected following the above prescriptions. In other words, the current approach used by astronomers to estimate ionic concentrations (and therefore abundances) from observed emission lines using Peimbert fluctuations to correct for internal variations, will dramatically under-estimate the strengths of emission lines as compared with using our approach since, as we have shown, the de-coupled RMS density flucutations are dominant and therefore produce an even greater correction. As we have shown, this effect will be even more pronounced for strongly inhomogeneous regions and in particular for neutrals and low ionisation species. Thus ORLs and the CELs of low ionisation species will require the greatest corrections. The fact that η 2 for neutral hydrogen is 40 times greater than the temperture fluctuation will dramatically raise the ADF. Our results suggest that in the determination of elemental abundances, emission lines should be corrected using de-coupled RMS temperature and density fluctuations rather than the Peimbert method.
CONCLUSION
We have revisited the problem of the abundance discrepancy factor arising from differences in metallicity calculated from intensities of ORLs and CELs arguing that the absence of depth information precludes a precise calculation of emission line intensities. We showed how the Peimbert method to correct for the effect of temperarature fluctuations on LOS-integrated intensities can be extended to correct also for the effect of density fluctutations. We demonstrated theoretically how it is possible to de-couple the temperature fluctutations from the density fluctuations and what is their combined effect on emission lines. Using the 3D photoionisation code MOCASSIN we modelled the benchmark spherical HII region HII40K and introduced an a priori hydrogen density fluctuation. We found that the de-coupled mean ionic temperatures are equal to the Peimbert mean ionic temperatures and that this translates into an equivalence between the Peimbert temperature fluctuations and the de-coupled RMS temperature flcutuation, even when strong density fluctuations are present. We showed that density fluctuations are produced by even a homogeneous model due to the photooinisation process. An inhomogeneous region containing strong density fluctuations was shown to strongly affect the profiles of both ORLs and CELs even though ionic fractions and temperatures hardly varied from the homogeneous model. We showed that de-coupled RMS density fluctuations dominate over temperature fluctuations and in the case of neutral hydrogen were 40 times greater. We have made a case for the need to correct observed emission lines using both de-coupled RMS temperature and density fluctuations. The findings reported here, may have important consequences on the determination of elemental abundances from emission lines as well as the calibration of abundance indicators.
