The diffusion of large databases collecting different kind of material properties from highthroughput density functional theory calculations has opened new paths in the study of materials science thanks to data mining and machine learning techniques. Phonon calculations have already been employed successfully to predict materials properties and interpret experimental data, e.g. phase stability, ferroelectricity and Raman spectra, so their availability for a large set of materials will further increase the analytical and predictive power at hand. Moving to a larger scale with density functional perturbation calculations, however, requires the presence of a robust framework to handle this challenging task. In light of this, we automatized the phonon calculation and applied the result to the analysis of the convergence trends for several materials. This allowed to identify and tackle some common problems emerging in this kind of simulations and to lay out the basis to obtain reliable phonon band structures from high-throughput calculations, as well as optimizing the approach to standard phonon simulations.
I. INTRODUCTION
In the latest years, the development of efficient density functional theory (DFT) software packages and the constant increase of the computational capabilities of modern supercomputers have opened new possibilities in the field of material science, including the discovery of new materials based on the high-throughput screening of large number of compounds 1 . Following this trend, several open databases have been created containing a number of properties obtained from DFT calculations [2] [3] [4] [5] [6] thanks to ad hoc frameworks developed to help the automation of the whole process [7] [8] [9] [10] [11] . High-throughput techniques have not only allowed to search for materials candidates for a specific application but also to use data mining and machine learning techniques to understand trends and limitations in materials science [12] [13] [14] [15] [16] [17] .
Building on the experience gained so far and on the tools made available, it is now possible to address the calculation of more and more involved quantities for a vast number of materials, with efforts that are ongoing to analyze properties obtained with calculations beyond the ground state [18] [19] [20] [21] [22] [23] . Vibrational properties in solids are essential to many applications as they govern several materials properties (e.g. vibrational entropy 24, 25 , thermal conductivity [26] [27] [28] , ferroelectric and ferroelastic transitions 29, 30 ). Phonon computations can be performed very efficiently using the Density functional perturbation theory (DFPT) 31 providing a computational access to these important properties.
Before moving to large scale calculations it is mandatory to implement a robust procedure to handle the whole process and provide a reliable set of input parameters that suits most of the possible cases that will be considered. In this regard, it has been shown how the validation of the results is an element of great relevance when approaching the high-throughput regime 20, 32 .
In this paper we present the outcome of a study concerning the convergence rate of phonon related quantities with respect to the sampling of the Brillouin zone alongside a validation of the results generated within an automated process. In addition, since performing a considerable amount of simulations provides a stress test for the DFT and DFPT code, we have been able to identify some subtleties and pitfalls, that tend to show up under certain conditions and that may go unnoticed in a standard approach. Given the substantial difference in terms of requirements between metals and semiconductors and the difficulty of expressing a general recipe that would allow to capture peculiar phenomena as the Kohn anomalies, we have limited our analysis to the case of semiconducting materials.
In the following, after the definition of the theoretical framework (Section II), we will first discuss the evolution of the phonon frequencies with respect to the density of k -points and q-points in Sections III and IV, respectively, highlighting the problems related with the sampling. In the second part we proceed to demonstrate the reliability of our results through a validation process, involving also a comparison with experimental data (Section V).
II. FORMALISM AND METHODOLOGIES
In this study we considered a set of 48 semiconducting materials. These were chosen to cover a variety of elements of the periodic table and all the crystal systems, with different system sizes and band gaps. Detailed information about the properties of each material can be found in the Supplemental Material (SM).
All the simulations were performed with the ABINIT software package [33] [34] [35] , which relies on the DFPT formalism to carry on calculations related to phononic and electric field perturbations 31, 36, 37 . The Perdew-BurkeErnzerhof (PBE) 38 was used as exchange-correlation (xc) functional. While this standard approximation has been demonstrated to underperform for phonon frequencies compared to other exchange-correlation functionals, it still produces results in reasonable agreement with experimental data 39 and we assume that our conclusions will still hold for other local and semilocal xc functional approximations (e.g., LDA and PBEsol).
Optimized norm-conserving pseudopotentials (ONCV) 40 were used for all the elements treating semi-core states as valence electrons for transition metals (as available from the pseudopotentials table  Pseudo-dojo version 0.2 41 ). The cutoff was chosen independently for each material according to the values suggested in the Pseudo-dojo (see SM). These pseudopotentials and the cutoff values have been carefully tested with respect to all electron codes 42 and with respect to the fulfillment of the acoustic sum rule (ASR). Checks on the ASR and the charge neutrality 37 , that are sensitive to the cutoff, were also performed on each material and the convergence with respect to the cutoff was further verified for problematic cases.
The splitting between longitudinal and transverse optical mode (LO-TO) was taken into account through the calculation of the nonanalytic term containing the Born effective charges Z * (BECs) 37 . Phonon frequencies at generic q-points were obtained through Fourier interpolation and, in that case, the ASR and the charge neutrality at the Γ point were enforced explicitly.
For all the materials, the unit cells were standardized according to Ref. 43 and each was relaxed until all the forces on the atoms were below 10 −6 Ha/Bohr and the stresses were below 10 −4 Ha/Bohr 3 . All the calculations were carried out using Fireworks as a workflow manager 7 integrated with the different libraries: pymatgen 8 , abipy 44 and abiflows 45 . The Monkhorst-Pack grids used to sample the Brillouin zone were distinguished considering the number of the points per reciprocal atom for both the electron wavefunctions (referred to as k -points) and for the phonon wavefunctions (referred to as q-points), respectively. These quantities, the number of points in the full Brillouin zone times the number of atoms, are labelled kpra and qpra, respectively.
For the statistical analysis, we identified, for each material, a reference grid (leading to converged phonon frequencies, see below). For each other sampling density the errors were defined as the absolute value of the difference between the phonon frequencies ω calculated with that grid and those obtained with the reference grid. In this context, when analyzing the k -point convergence we considered the frequencies at the high symmetry points of the Brillouin zone 43 , while when varying the q-points grid the convergence was checked for the interpolated values on very dense regular grids of q-points (100000 qpra). In the latter case, q-points belonging to the dense grids explicitly obtained from the DFPT calculation were excluded from the statistical analysis, as their error would be zero by definition.
For each specific grid we considered mainly the mean absolute error (MAE) and the mean absolute relative error (MARE) over all the frequencies. The choice of focusing on averaged errors stems from the fact that many quantities derived from phonon calculations that can be compared to experimental results are obtained integrating over the whole Brillouin zone (e.g. DOS and thermodynamic properties 46 ). In addition, in order to get a better insight on the presence of possible problematic regions, the maximum absolute error (MxAE) and the maximum absolute relative error (MxARE) were also considered.
The reference configuration was selected independently for each material and for the k and q grids, by considering progressively increasing densities in the reciprocal space, until a convergence was reached based on the MAE and MARE.
III. ELECTRON WAVEVECTOR GRID CONVERGENCE
Before any statistical analysis, we would like to highlight the importance of the choice of the k-point grid itself. For a subset of the materials considered (Si, BP and ZnO) the k -point dependence of the phonon frequencies was investigated for a list of Γ centered grids, thus satisfying the same symmetries of the crystal, and for the same grids with a shift that breaks the symmetry. The values of the MxARE with respect to a reference grid of approximately 5500 kpra are reported in Fig. 1 , showing that the symmetric set of grids can reduce the error by up to two orders of magnitude compared to the non-symmetric one. This demonstrates the importance of choosing a k -point grid that respects the symmetries of the system to improve the rate of convergence. In the following, the k -point grids were thus chosen with appropriate shifts satisfying this criterion.
The relative and absolute errors for the k -point grids were calculated as described in Section II for each different grid available. Considering a threshold ε for the maximum error tolerated and given a specific value kpra of the k -points per reciprocal atom, we analyzed the fraction F of materials for which the results are converged within the limits ε and kpra. More precisely, we define F as:
where i labels the 48 materials, κ i is the largest grid available lower than kpra Fraction converged F (%) Figure 2 . Fraction of materials converged F (see Eq. (1)) with respect to the phonon frequencies ω as a function of the kpoint density kpra and maximum error threshold allowed ε for the different kind of errors MAE, MARE, MxAE, MxARE. Fraction converged F (%) Figure 3 . Fraction of materials converged F (see Eq. (1)) with respect to the energy per atom Eat as a function of the k -point density kpra and maximum error threshold allowed for the absolute error εAE.
be used to identify an appropriate value for the k -point density. The mean errors, both relative and absolute, tend to converge rather fast and for grid denser than 1000 kpra all the materials can be considered converged with a MAE below 1 cm −1 and a MARE of 1.5%. However, this represents the largest mean error and, at this grid density 90% of the materials are actually converged at a much lower error threshold (0.3 cm −1 and 0.15%). It should be noted that F is not strictly a monotonic function of kpra for a fixed value of ε, reflecting the oscillations in the error that show up in a few cases. These oscillations are eventually smoothed out for denser grids and, in the cases where this phenomenon is more relevant (AgCl and ScF 3 ), their origin can be traced back to a large error on a particular mode for a particular q-point, suggesting that the impact on the overall band structure is quite limited.
This can be seen also in the case of the maximum errors, where these large oscillations affects just a couple of cases, while almost all the materials show rather small values of MxRE and MxARE at 1000 kpra.
These results can be compared to the rate of convergence of the total energy per atom E at . In Fig. 3 we report the values of F for the absolute error (AE), showing how, with a kpra below 800, 95% of the materials are converged within a threshold of 5 meV/atom. This demonstrates that, in general, a denser sampling of the Brillouin zone is required to obtained accurate perturbations, compared to the total energy.
In the case of polar materials, the Γ point deserves further discussion. The error on the modes that have an LO-TO splitting is systematically larger compared to the error obtained neglecting the nonanalytical contribution. This is due to a slower convergence of the derivative with respect to the electric field. This should be usually taken into account when studying the phonon frequencies just at Γ, but it should also be mentioned that the maximum errors shown in Fig. 2 are coming from modes at q-points Fraction converged F (%) Figure 4 . Fraction of materials converged F (see Eq. (1)) with respect to the BECs Z * as a function of the k -point density kpra and maximum error threshold allowed ε for the different kind of relative errors MARE and MxARE. Fraction converged F (%) Figure 5 . Fraction of materials converged F (see Eq. (1)) with respect to the dielectric tensor as a function of the k -point density kpra and maximum error threshold allowed ε for the different kind of relative errors MARE and MxARE.
away from the origin for most of the materials. This means that when considering the whole Brillouin zone a denser k -point grid is not needed for the electric field derivatives.
As a further check, we explored the convergence of the BECs and dielectric constant for all the polar materials considered here. The fraction F for the MARE and MxARE related to these two quantities are shown in Fig. 4 and Fig. 5 , respectively. In general, the rate of convergence turned out to be slightly slower compared to the phonon frequencies shown in Fig. 2 , but at 1000 kpra for these quantities roughly 85% of the materials are converged with a tolerance of 5% on the MxARE. This k -point density is then suitable in general also for quantities purely related to the electric perturbations.
As a final point, we confirm that k -points have little or no influence on the breaking of the ASR, when it is not imposed explicitly.
IV. PHONON WAVEVECTOR GRID CONVERGENCE
Given the conclusions from Section III, we chose kpoint grids with densities larger than 1000 kpra for all the materials and the phonon frequencies were calculated using different sets of phonon wavevector (q-points) samplings. The aim was to identify a value of qpra that would provide converged results for the phonon frequencies obtained through Fourier interpolation over the whole Brillouin zone.
The values of the fraction of converged materials F , as defined in Eq. (1), are shown in Fig. 6 for the MAE, MARE, MxAE and MxARE as a function of qpra and ε. Comparing these results with the case of the k -point sampling, it can be seen immediately that the rate of convergence with respect to the q-point density is slower and in particular that there is a strikingly different behaviour of the maximum errors.
The presence of large maximum errors can be partially understood on the basis of two considerations: first, the fact that values are obtained through an interpolation could introduce errors related to the interpolation scheme. Second, evaluating the errors on a very large set of points increases the probability of coming across a small region of the Brillouin zone that is poorly described, possibly leading to a large maximum error. Under these assumptions it is reasonable to expect that the average error will not be increased substantially.
However, while these factors definitely play a role, analyzing each material individually, we also identified a series of problems giving a strong contribution to the maximum error.
One of these problems, present in different materials, shows up when the q-point grid becomes denser than the k -point grid. The frequencies tend to deviate from the linear trend that is expected for the acoustic modes close to Γ. The problem becomes more and more evident as the q grid gets denser. Due to the interpolation, these deviations tend to propagate also further away from the close proximity of Γ (see Fig S1 of the SM for an example). This can lead to a large maximum error, as we have defined it, due to an incorrect value of the reference frequencies. In particular, since this involves mainly small frequencies for few modes and few q-points, the MxARE tends to be very large, while the average errors still keeps improving with increasing qpra. Despite this, we explicitly verified in the cases of K 2 O, FeS 2 , RbI and RbYO 2 , that changing the k -point grid to match exactly the values of the q-point grid eliminates completely these deviations. These calculations show that the frequencies (even close to Γ) were already well converged even with a lower qpra (see Fig. S2 of the SM).
Although we were not able to identify the origin of the Fraction converged F (%) Figure 6 . Fraction of materials converged F (see Eq. (1)) with respect to the phonon frequencies ω as a function of the qpoint density qpra and maximum error threshold allowed ε for the different kind of errors MAE, MARE, MxAE, MxARE.
problem univocally there are various possible sources of error for q → 0. First the wavelength of the phonon perturbations is longer than the electronic one. There is also the need for additional calculations to handle incommensurate grids. Moreover, we have observed that adding an appropriate cutoff in real space on the IFCs corrects the behavior close to Γ (see Fig. S3 of the SM), suggesting that some numerical inaccuracies at long wavelength should be involved. We point out that the value of such a cutoff on the IFCs should be tuned to get satisfactory results of the phonon frequencies. So, while this may be a viable option to improve the results in standard phonon calculations, its use in an high-throughput process is limited by the need of an automated determination of a suitable value of the cutoff, that may be not trivial.
A second problem appears in AgCl. On top of some inaccuracies as those discussed above, this material has its relaxed PBE lattice parameters close to a phase transition 47 . As a consequence some acoustic modes are softened along the Γ-K direction and at L, with the onset of small dips in the phonon band structure (see Fig. S4 of the SM). These irregularities may be not properly described with a Fourier interpolation on a regular grid of q-points, so large MxRE and MxARE arise in those zones due to the different interpolations obtained with different q-point grids.
Aside from these problems, we also highlight the fact that deviations from the linear trend for acoustic modes at Γ could signal a lack of convergence of the energy cutoff or the k -point sampling, and that can be used as an indicator to identify unconverged calculations during an high-throughput screening.
Based on these considerations about the maximum errors and on the results of Fig. 6 , we conclude that nonetheless a larger qpra is needed in general with respect to the kpra, with an optimal value set at around 1500 points per reciprocal atom. With this value all the materials could be considered converged within a MAE of 0.5 cm −1 and a MARE below 0.6%. Such a qpra value also leads to satisfactory maximum errors, with the exception of the cases discussed above.
Due to the problems highlighted above, it would also be convenient to raise the value of kpra as well, in order to always work with q-point and k -point grids of the same size.
The conclusion of the present study also applies to the computation of phonon frequencies using the supercell method 48, 49 , Fourier extrapolated using interatomic force constants. Indeed, the present DFPT approach and the supercell method do not differ at the level of their interpolation scheme. This means that the above-mentioned MAE and MARE targets or maximum errors need supercells of 1500 atoms to be attained. The current practice with supercell calculations, however, usually rely on supercells with less than 200 atoms. Hence, the accuracy of such studies is quite limited. This illustrates the power of the DFPT approach, that uses only the primitive cell, even for incommensurate q-point wavevectors.
V. VALIDATION
To validate our set of results and highlight the effects of the problems discussed in the previous sections further checks have been performed. One aimed at the analysis of the pathological region in the proximity of Γ and the other aimed at testing the accuracy in comparison with experimental data.
A. Sound velocity
The first test is based on the calculation of the sound velocity of the materials, as obtained from the slope of the acoustic mode close to the Γ point. Since not many experimental data are available, here we focus on establishing the precision of our results, rather then the accuracy. We then calculated the same sound velocities from the DFPT calculations of the elastic constants and the help of the Christoffel tensor. These quantities should match for converged calculations and allow to verify the trends close to the origin of the Brillouin zone. In fact, apart from the problems mentioned in Section IV, the linear behavior of the acoustic modes can eventually break down for small q, altering the value of the slope extracted from the interpolation.
More in detail, elastic constants were calculated with the same approximations used to run the phonon simulations in Section IV, while to extract the sound velocity from phonon frequencies q-point grids of approximately 1500 qpra were used. We compared the values of the speed of sound for the three acoustic modes averaged over the three cartesian directions. The distribution of the relative difference between the two different types of calculations is shown in Fig. 7 .
The agreement is generally good, with more than 80% of the evaluated sound velocities having a difference lower than 5% between the two methods and more then 90% below 10% difference.
The outliers with large differences can be easily understood. The first is ZnSe, for which the cutoff energy is not large enough for the calculation of the elastic tensor, while phonon bands are converged. As the cutoff is increased the agreement is in line with other materials. The second is AgCl, that was discussed in the previous section and that shows problems close to Γ coming from the q-point sampling and from the presence of soft modes. This is likely to lead to inaccuracies in the interpolated values of the sound velocity.
The other smaller differences can be rationalized in terms of the convergence with respect to the k-points, q-points and energy cutoff as well as the small instabilities close to Γ. We can thus conclude that the precision achieved with the suggested densities is satisfactory even for the description of the central region of the Brillouin zone, in particular having high-throughput calculations in mind.
B. Thermodynamic properties
The second part of the validation concerns the precision achieved in comparison with experimental data. In particular we used as a target the values of the entropy S at room temperature (i.e. around 300 K, matching the experimental data available). This can be obtained from the normalized phonon density of states g(ω) 46 :
where the integral is carried out over all the phonon frequencies, k B is the Boltzmann constant, n is the number of atoms per unit cell, N is the number of unit cells, and T is the temperature. Entropy provides a good example of quantity integrated over the whole Brillouin zone, that should have errors comparable to those observed for MAE and MARE discussed in Section IV. The rate of convergence with respect to q-points is indeed quite fast and for a density of 1500 qpra the maximum relative error observed for the entropy at room temperature with respect to the reference q-point grid is below 0.7% for all the compounds.
These values of the entropy were compared with the experimental data for the 27 compounds for which these are available [50] [51] [52] [53] [54] [55] . This comparison is shown in Fig. 8 , where the relative errors are reported as well.
The agreement is generally good, considering that other sources of entropy can enter in the experimental values, with the exception of Be 2 C and GaN. The MARE between the theoretical and experimental values is 4.2%, in line with data present in literature 39, [56] [57] [58] , while the MAE is 2.23 J/(K mol) (9.6 × 10 −3 meV/(K atom)). Interestingly, at 300 K this is much smaller than the estimated error of other energy contributions for the estimation of phase stability 59 . It should be noted that at room temperature the anharmonic contribution to the entropy, that were not taken into account in our calculations, could partially explain the discrepancies and the systematic overestimation of the theoretical results.
These results allows us to confirm the reliability of our calculations, with a good estimate of the precision in terms of integrated quantities.
VI. CONCLUSION
We have studied the convergence of the phonon frequencies obtained in the framework of DFPT as a function of the sampling of the Brillouin zone, in order to provide a reliable high-throughput framework for the calculation of phonon band structures.
We have highlighted the common problems emerging from the choices of the sampling densities. In particular, for the k -points, a higher density is needed for obtaining well-converged values of the LO-TO splitting compared to the simple phononic perturbations at Γ. A slightly higher density is also generally needed for q-points other than the origin.
Concerning the frequencies obtained from the interpolation of a regular q grid, the region close to Γ is the most problematic due to numerical inaccuracies (insufficiently converged parameters, long range oscillations), proximity of the system to a phase transition and numerical inaccuracies in the Fourier interpolation.
It has also been observed that imposing a cutoff on the IFCs in real space may help in solving problems related to numerical inaccuracies originating from different sources. However, an appropriate value of the cutoff should be chosen individually for each material and the results should be thoroughly checked.
In general, a smaller density of 1000 points per reciprocal atoms seems to be necessary for the k-points compared to the qpra. However, having observed some pathological behavior close to the origin of the Brillouin zone when using q grids denser than k grids, we suggest that the best approach would be to use k grids with an appropriate single shift that preserves the symmetries of the crystal along with equivalent q grids, both with a density of approximately 1500 points per reciprocal atom. This should provide well converged results for the majority of semiconducting materials.
While these hints were extracted to tune the calculations in an high-throughput regime, they can also be used as indications for standard phonon calculations. 
S1. MATERIALS
The details of the materials considered for the current study are listed in Table S1 . The mp-id is the Materials Project identifier, and the band gaps reported have been obtained with same approximations as those described in the main text.
S2. Q-POINTS CONVERGENCE
The convergence of the phonon band structures with respect to q grid density has highlighted how the usage of a q-point grid denser than the k -point grid may lead to numerical instabilities close to the Γ point. This is demonstrated in Fig. S1 and Fig. S2 , where the phonon band structure of FeS 2 (mp-1522) with different sampling are shown.
In Fig. S1 a common k -point grid 7 × 5 × 5 is used and the results obtained from the interpolation of 7 × 5 × 5 and 10 × 8 × 7 q-point grids are compared, highlighting partial lost of a linear trend for the acoustic modes. At variance, when the k -point grid is increased to match the q-point one, the interpolated phonon frequencies are in excellent agreement (Fig. S2) .
The same outcome can be obtained in this case by adding a cutoff of 25 Bohr on the interatomic force constants (IFCs) during the Fourier interpolation, even when considering the fixed 7 × 5 × 5 k -point grid, as shown in Fig. S3 .
The same behavior has been observed for K 2 O, RbI and RbYO 2 .
An additional source of error is coming in the case of AgCl (mp-22922) from the presence of softened modes, as shown in Fig. S4 . Here the results are shown with equivalent k and q grids, in order to remove the contribution coming from the error discussed above. The dips along the line Γ-K and at L deepens for tensing strain, but already at this stage they hinder the effectiveness of the Fourier interpolation, resulting in a slower convergence of the phonon band structure. In these cases we consider as unimportant the errors emerging in such a region. If a more accurate analysis is needed it would be more appropriate to focus the study on the point of interest with targeted DFPT calculations. 
