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ABSTRACT We introdue an innitesimal Hopf algebra of planar trees, generalising the
onstrution of the non-ommutative Connes-Kreimer Hopf algebra. A non-degenerate pairing
and a dual basis are dened, and a ombinatorial interpretation of the pairing in terms of orders
on the verties of planar forests is given. Moreover, the oprodut and the pairing an also be
desribed with the help of a partial order on the set of planar forests, making it isomorphi to
the Tamari poset. As a orollary, the dual basis an be omputed with a Möbius inversion.
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Introdution
The Connes-Kreimer Hopf algebra of rooted trees is introdued and studied in [5, 8, 11, 12, 13℄.
This ommutative, non ommutative Hopf algebra is used to treat a problem of Renormalisation
in Quantum Fields Theory, as explained in [6, 7℄. A non-ommutative version of this Hopf
algebra is introdued simultaneously in [9℄ and [10℄. This Hopf algebra HP,R, based on planar
rooted trees, is neither ommutative nor oommutative, and satises a universal property in
1
Cartier-Quillen ohomology. This property is used in [8℄ to prove that HP,R is isomorphi to
its (graded) dual. In other terms, HP,R owns a non-degenerate, symmetri Hopf pairing, and a
dual basis of its basis of planar forests. This pairing admits a desription in terms of two partial
orders on the verties of the planar forests.
Our aim in the present text is to introdue an innitesimal version of this Hopf algebra HP,R.
The onept of innitesimal Hopf algebra is introdued in [15℄. Namely, an innitesimal bialgebra
is a spae A, both an assoiative, unitary algebra and a oassoiative, ounitary oalgebra, with
the following ompatibility:
∆(ab) = (a⊗ 1)∆(b) + ∆(a)(1 ⊗ b)− a⊗ b.
If it has an antipode, A will be said to be an innitesimal Hopf algebra. It is proved in [15℄ that
an innitesimal bialgebra A, whih is onneted as a oalgebra, is isomorphi to T (Prim(A)),
with its onatenation produt and deonatenation oprodut: this is the innitesimal rigidity
theorem.
We here onstrut an innitesimal oprodut over the algebra H of planar rooted trees (the-
orem 9). We use for this the fat that H, given the linear appliation B+ of grafting on a
ommon root, is an initial objet in a ertain ategory. This innitesimal oprodut is given by
left-admissible uts (theorem 10), whereas the usual Hopf oprodut is given by admissible uts.
We also give a desription of this oprodut in terms of the two partial orders ≥high and ≥left
on the verties of a planar forest (proposition 12). We also give a formula for the antipode in
terms of left uts (proposition 15). Using the innitesimal universal property of H (theorem 16),
we onstrut a non-degenerate Hopf pairing between H and Hop,cop (theorem 19), and a dual
basis (fF ) of the basis of forests of H. This pairing 〈−,−〉 admits a ombinatorial interpretation,
desribed in theorem 24. All these results are innitesimal versions of the lassial Hopf results
of [9℄.
Dierenes between the innitesimal and the Hopf ase beome lear with the observation
that the pairing 〈F,G〉 of two forests F and G is always 0 or 1 in the innitesimal ase. This
leads to an interpretation of this pairing in terms of a ertain poset, namely the poset of planar
forest. A partial order is dened on the set of planar forests with the help of ertain transforma-
tions of forests (denition 25). This poset F is isomorphi to the Tamari poset of planar binary
trees [18℄, as it is proved in theorem 31. As a onsequene, it has a dereasing isomorphism
m, orresponding to the vertial symmetry of planar binary trees in the Tamari poset. The
pairing 〈−,−〉 satises the following property: for all planar forests F and G, 〈F,G〉 = 1 if, and
only if, F ≥ m(G) in F. As a onsequene, the dual basis (fF ) is given by a Möbius inversion
(orollary 39). Moreover, the produt of two elements of the dual basis admits also a desription
using suborders of F (orollary 29). We shall show in another text that this dual basis an be
iteratively omputed with the help of two operads of planar forests. For the sake of simpliity,
we restrit ourselves here to planar rooted trees with no deorations, but there exists versions of
all these results for planar deorated rooted trees, and these versions are proved similarly.
This paper is organised as follows: the rst paragraph is devoted to realls and omplements
about innitesimal Hopf algebras. In partiular, it is proved that for any innitesimal Hopf al-
gebra A, Ker(ε) = Prim(A)⊕Ker(ε)2, and the projetor on Prim(A) in this diret sum is the
antipode, reovering in this way the rigidity theorem of [15℄. The innitesimal Hopf algebra of
planar rooted trees H is introdued in the seond setion. We onstrut its innitesimal oprod-
ut and give its desription in terms of left-admissible uts and biideals, before a formula for the
antipode. We prove a universal property of H and use it to onstrut a Hopf pairing between H
and Hop,cop. The ombinatorial desription of this pairing is then given. The last setion deals
with the poset of forests F and its appliations. We prove that this poset is isomorphi to the
Tamari poset and desribe a dereasing isomorphism of F. The link between the pairing of H
and the order on F is then given.
2
Notation. We denote by K a ommutative eld, of any harateristi. Every algebra,
oalgebra, et, will be taken over K.
1 Realls on innitesimal Hopf algebras
We refer to [1, 19℄ for the lassial results and denitions about oalgebras, bialgebras, Hopf
algebras.
1.1 Innitesimal Hopf algebras
Denition 1 (See [15℄).
1. An innitesimal bialgebra is an assoiative, unitary algebra A, together with a oassoiative,
ounitary oprodut, satisfying the following ompatibility: for all a, b ∈ A,
∆(ab) = ∆(a)(1⊗ b) + (a⊗ 1)∆(b)− a⊗ b. (1)
2. Let A be an innitesimal bialgebra. If IdA has an inverse S in the assoiative onvolution
algebra (L(A), ⋆), we shall say that A is an innitesimal Hopf algebra, and S will be alled
the antipode of A.
Remarks.
1. This is not the same denition as used by Aguiar in [2℄.
2. Let A be an innitesimal bialgebra and let M be the kernel of its ounit. We shall prove
in proposition 2 that M is an ideal. Moreover, M is given a oassoiative, non ounitary
oprodut ∆˜ dened by:
∆˜ :
{
M −→ M ⊗M
x −→ ∆(x)− x⊗ 1− 1⊗ x.
The ompatibility between ∆˜ and the produt is given by the non (o)unital innitesimal
ompatibility:
∆˜(ab) = (a⊗ 1)∆˜(b) + ∆˜(a)(1 ⊗ b) + a⊗ b.
3. By indution, if x1, . . . , xn ∈M :
∆˜(x1 . . . xn) =
n−1∑
i=1
x1 . . . xi ⊗ xi+1 . . . xn +
n∑
i=1
(x1 . . . xi−1 ⊗ 1)∆˜(xi)(1⊗ xi+1 . . . xn).
4. In partiular, if x1, . . . , xn are primitive elements of A:
∆(x1 . . . xn) =
n∑
i=0
x1 . . . xi ⊗ xi+1 . . . xn.
Notations. Let A be an innitesimal bialgebra. For all x ∈ A, we denote ∆(x) = x(1)⊗x(2).
Moreover, if ε(x) = 0, we denote ∆˜(x) = x′ ⊗ x′′.
Examples.
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1. Let V be a vetor spae. The tensor algebra T (V ) is given a struture of innitesimal Hopf
algebra with the oprodut ∆ dened, for v1, . . . , vn ∈ V , by:
∆(v1 . . . vn) =
n∑
i=0
v1 . . . vi ⊗ vi+1 . . . vn.
It is proved in [15℄ that any onneted (as a oalgebra) innitesimal bialgebra A is isomor-
phi to T (Prim(A)).
2. If A is an innitesimal Hopf algebra, then Aop,cop also is, with the same antipode. Note that
Aop and Acop are not innitesimal bialgebras, as the ompatibility (1) is no more satised.
3. If A is a graded innitesimal Hopf algebra, suh that its homogeneous omponents are
nite-dimensional, then its graded dual A∗ also is.
Proposition 2 Let A be an innitesimal bialgebra.
1. Then ∆(1) = 1⊗ 1. In other terms, the unit appliation ν is a oalgebra morphism:
ν :
{
K −→ A
1 −→ 1.
2. The ounit ε is an algebra morphism.
3. If, moreover, A is an innitesimal Hopf algebra, then S(1) = 1 and ε ◦ S = ε.
Proof.
1. For a = b = 1, relation (1) beomes ∆(1) = ∆(1) + ∆(1) − 1⊗ 1. So ∆(1) = 1 ⊗ 1. As a
onsequene, ε(1) = 1. Moreover, if A has an antipode, S(1) = 1.
2. For a, b ∈ A:
(ε⊗ ε) ◦∆(ab) = ε(a(1))ε(a(2)b) + ε(ab(1))ε(b(2))− ε(a)ε(b)
= ε(ab) + ε(ab)− ε(a)ε(b)
= ε(ab).
So ε(ab) = ε(a)ε(b).
3. For all a ∈ A:
ε(a) = ε(ε(a)1) = ε ◦m ◦ (S ⊗ Id) ◦∆(a) = ε
(
S
(
a(1)
))
ε
(
a(2)
)
= ε(S(a)).
So ε ◦ S = ε. ✷
Lemma 3 1. Let A, B be two augmented algebras, with respetive augmentations denoted
by εA : A −→ K and εB : B −→ K. Then A ⊗ B is an assoiative, unitary algebra, with
produt .εA,B given for all a1, a2 ∈ A, b1, b2 ∈ B, by:
(a1 ⊗ b1).εA,B (a2 ⊗ b2) = ε(a2)a1 ⊗ b1b2 + ε(b1)a1a2 ⊗ b2 − εA(a2)εB(b1)a1 ⊗ b2.
The unit is 1A ⊗ 1B.
2. Let A, B be two pointed oalgebras, with group-like elements 1A and 1B. Then A⊗B is a
oassoiative, ounitary oalgebra, with oprodut ∆1A,B given by:
∆1A,B (a⊗ b) = a⊗ b
(1) ⊗ 1A ⊗ b
(2) + a(1) ⊗ 1B ⊗ a
(2) ⊗ b− a⊗ 1B ⊗ 1A ⊗ b.
The ounit is εA ⊗ εB.
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Proof. Diret omputations. ✷
Remarks.
1. When the augmented algebras A and B are equal, we shall simply denote εA = εB = ε, and
∆εA,B = ∆ε. When the pointed oalgebras A and B are equal, we shall denote 1A = 1B = 1
and ∆1A,B = ∆1.
2. If A is an innitesimal bialgebra, then ompatibility (1) means that the oprodut ∆ :
(A, .) −→ (A⊗A, .ε), where ε is the ounit of A, is a morphism of algebras. Indeed, for all
a, b ∈ A:
∆(a).ε∆(b) = ε(b
(1))a(1) ⊗ a(2)b(2) + ε(a(2))a(1)b(1) ⊗ b(2) − ε(a(2))ε(b(1))a(1) ⊗ b(2)
= a(1) ⊗ a(2)b+ ab(1) ⊗ b(2) − a⊗ b.
Dually, it also means that the produt m : (A ⊗ A,∆1) −→ (A,∆) is a morphism of
oalgebras.
1.2 Antipode of an innitesimal Hopf algebra
Lemma 4 Let A be an innitesimal Hopf algebra.
1. For all a, b ∈ A, S(ab) = ε(a)S(b) + ε(b)S(a) − ε(a)ε(b)1. In partiular, for all a, b ∈ A,
suh that ε(a) = ε(b) = 0, S(ab) = 0.
2. For all a ∈ A, ∆(S(a)) = S(a) ⊗ 1 + 1 ⊗ S(a) − ε(a)1 ⊗ 1. In partiular, for all a ∈ A,
suh that ε(a) = 0, S(a) is primitive.
Proof.
1. Let us onsider the onvolution algebra L(A⊗A,A), where A⊗A is given the oprodut
of lemma 3. For all a, b ∈ A:
((S ◦m) ⋆ m)(a⊗ b)
= m ◦ ((S ◦m)⊗m) ◦∆1(a⊗ b)
= m ◦ ((S ◦m)⊗m)
(
a(1) ⊗ 1⊗ a(2) ⊗ b+ a⊗ b(1) ⊗ 1⊗ b(2) − a⊗ 1⊗ 1⊗ b
)
= S(a(1))a(2)b+ S(ab(1))b(2) − S(a)b
= m ◦ (S ⊗ Id) ◦∆(ab)
= ε(ab)1
= ε(a)ε(b)1.
So S ◦m is a left inverse of m.
Let T : A⊗A −→ A dened by T (a⊗b) = ε(a)S(b)+ε(b)S(a)−ε(a)ε(b)1. Let us ompute
m ⋆ T in L(A⊗A,A):
(m ⋆ T )(a⊗ b)
= m ◦ (m⊗ T ) ◦∆1(a⊗ b)
= m ◦ (m⊗ T )
(
a(1) ⊗ 1⊗ a(2) ⊗ b+ a⊗ b(1) ⊗ 1⊗ b(2) − a⊗ 1⊗ 1⊗ b
)
= a(1)
(
ε(a(2))S(b) + ε(b)S(a(2))− ε(a(2))ε(b)1
)
+ab(1)
(
S(b(2)) + ε(b(2))1− ε(b(2))1
)
− a (S(b) + ε(b)1 − ε(b)1)
= aS(b) + ε(a)ε(b)1 − ε(b)a+ ε(b)a − aS(b)
= ε(a)ε(b)1.
So T is a right inverse of m. As the onvolution produt is assoiative, S ◦m = T .
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2. Let us onsider the onvolution algebra L(A,A⊗A), where A⊗A is given the produt of
lemma 3. For all a ∈ A:
((∆ ◦ S) ⋆∆)(a)
= mε ◦ ((∆ ◦ S)⊗∆) ◦∆(a)
= mε
(
S(a(1))(1) ⊗ S(a(1))(2) ⊗ a(2) ⊗ a(3)
)
= ε(S(a(1))(2))S(a(1))(1)a(2) ⊗ a(3) + ε(a(2))S(a(1))(1) ⊗ S(a(1))(2)a(3)
−ε(S(a(1))(2))ε(a(2))S(a(1))(1) ⊗ a(3)
= S(a(1))a(2) ⊗ a(3) + S(a(1))(1) ⊗ S(a(1))(2)a(2) − S(a(1))⊗ a(2)
= ∆(S(a(1))a(2))
= ε(a)∆(1)
= ε(a)1 ⊗ 1.
So ∆ ◦ S is a left inverse of ∆.
Let T : A −→ A⊗ A dened by T (a) = S(a)⊗ 1 + 1⊗ S(a)− ε(a)1 ⊗ 1. Let us ompute
∆ ⋆ T in L(A,A⊗A):
(∆ ⋆ T )(a)
= mε ◦ (∆⊗ T ) ◦∆(a)
= mε(a
(1) ⊗ a(2) ⊗ 1⊗ S(a(3)) + a(1) ⊗ a(2) ⊗ S(a(3))⊗ 1− ε(a(3))a(1) ⊗ a(2) ⊗ 1⊗ 1)
= a(1) ⊗ a(2)S(a(3)) + ε(a(2))a(1) ⊗ S(a(3))− ε(a(2))a(1) ⊗ S(a(3))
+ε(S(a(3)))a(1) ⊗ a(2) + ε(a(2))a(1)S(a(3))⊗ 1− ε(a(2))ε(S(a(3)))a(1) ⊗ 1
−a(1) ⊗ a(2) − ε(a(2))a(1) ⊗ 1 + ε(a(2))a(1) ⊗ 1
= a⊗ 1 + a(1) ⊗ a(2) + ε(a)1 ⊗ 1− a⊗ 1− a(1) ⊗ a(2) − a⊗ 1 + a⊗ 1
= ε(a)1 ⊗ 1.
So T is a right inverse of ∆. As the onvolution produt is assoiative, ∆ ◦ S = T . ✷
Corollary 5 Let A be an innitesimal Hopf algebra. Then Ker(ε) = Prim(A) ⊕Ker(ε)2.
The projetion on Prim(A) in this diret sum is −S.
Proof. Let a ∈ Ker(ε). Then ∆(a) = a⊗1+1⊗a+a′⊗a′′, with a′⊗a′′ ∈ Ker(ε)⊗Ker(ε).
Moreover:
0 = ε(a)1 = m ◦ (S ⊗ Id) ◦∆(a) = S(a) + a+ S(a′)a′′,
so a = −S(a) − S(a′)a′′. By lemma 4, −S(a) ∈ Prim(A) and S(a′)a′′ ∈ S(Ker(ε))Ker(ε)2 ⊆
Ker(ε)2, so Ker(ε) = Prim(A) +Ker(ε)2. If a ∈ Prim(A), then a′ ⊗ a′′ = 0, so −S(a) = a.
Moreover, S(Ker(ε)2) = (0), so Ker(ε) = Prim(A) ⊕Ker(ε)2 and the projetor on Prim(A)
in this diret sum is −S. ✷
Remarks.
1. This result implies the rigidity theorem of [15℄.
2. It is also possible to prove lemma 4 using braided Hopf algebras.
2 Innitesimal Hopf algebra of planar trees
2.1 Algebra of planar trees and universal property
Denition 6
6
1. The set of planar rooted trees will be denoted by T (see [9, 10℄).
2. The algebra H is the free assoiative algebra generated by T. The monomials of H will
be alled planar forests. The set of planar forests will be denoted by F. The weight of an
element F ∈ F is the number of its verties.
Examples.
1. Planar rooted trees of weight ≤ 5:
q , q
q
, q∨
qq
, q
q
q
, q∨
qq q
, q∨
qq
q
, q∨
qq
q
,
q∨
qq
q , q
q
q
q
, q∨
qq
✟❍q q, q∨
qq q
q
, q∨
qq q
q
, q∨
qq q
q
, q∨
qq
qq
, q∨
qq∨
qq
, q∨
qq∨
q q
, q∨
qq
q
q
, q∨
qq
q
q
,
q∨
qq
q
q
,
q∨
qq
q
q
,
q∨
qq
q
q
, q
q
q∨
q q
, q
q
q
q
q
.
2. Planar rooted forests of weight ≤ 4:
1, q , q q , q
q
, q q q , q
q
q , q q
q
, q∨
qq
, q
q
q
, q q q q , q
q
q q , q q
q
q , q q q
q
, q∨
qq
q , q q∨
qq
, q
q
q
q , q q
q
q
, q
q
q
q
, q∨
qq q
, q∨
qq
q
, q∨
qq
q
,
q∨
qq
q , q
q
q
q
.
We dene the operator B+ : H −→ H, whih assoiates, to a forest F ∈ F, the tree obtained
by grafting the roots of the trees of F on a ommon root. For example, B+( q
q
q) = q∨
qq
q
, and
B+( q q
q
) = q∨
qq
q
. It is shown in [16℄ that (H, B+) is an initial objet in the ategory of ouples
(A,L), where A is an algebra, and L : A −→ A any linear operator. More expliitely:
Theorem 7 (Universal property of H) Let A be any algebra and let L : A −→ A be a
linear map. Then there exists a unique algebra morphism φ : H −→ A, suh that φ ◦B+ = L ◦φ.
Remark. Note that φ is indutively dened in the following way: for all trees t1, . . . , tn ∈ T,

φ(1) = 1,
φ(t1 . . . tn) = φ(t1) . . . φ(tn),
φ(B+(t1 . . . tn)) = L(φ(t1) . . . φ(tn)).
The end of this paragraph is devoted to the introdution of several ombinatorial onepts,
whih will be useful for the sequel.
Denition 8 Let F ∈ F. An admissible ut is a non empty ut of ertain edges and trees of
F , suh that eah path in a non-ut tree of F meets at most one ut edge (see [5, 9℄). The set
of admissible uts of F will be denoted by Adm(F ). If c is an admissible ut of F , the forest of
the verties whih are over the uts of c will be denoted by P c(t) (branh of the ut c), and the
remaining forest will be denoted by Rc(t) (trunk of the ut).
We now reall several order relations on the set of the verties of a planar forest, see [9℄ for
more details. Let F = t1 . . . tn ∈ F− {1} and let s, s
′
be two verties of F .
1. We shall say that s ≥high s
′
if there exists a path from s′ to s in F , the edges of F being
oriented from the roots to the leaves. Note that ≥high is a partial order, whose Hasse graph
is the forest F .
2. If s and s′ are not omparable for ≥high, we shall say that s ≥left s
′
if one of these assertions
is satised:
(a) s is a vertex of ti and s
′
is a vertex of tj , with i < j.
(b) s and s′ are verties of the same ti, and s ≥left s
′
in the forest obtained from ti by
deleting its root.
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This denes the partial order ≥left for all forests F , by indution on the the weight.
3. We shall say that s ≥h,l s
′
if s ≥high s
′
or s ≥left s
′
. This denes a total order on the
verties of F .
Example. Let t = q∨
qq
q
. We index its verties in the following way:
q∨
qq
q
4
32
1
. The following
arrays give the order relations ≥high and ≥left for the verties of t. A symbol × means that the
verties are not omparable for the order.
x \ y s1 s2 s3 s4
s1 = ≥high × ≥high
s2 ≤high = × ≥high
s3 × × = ≥high
s4 ≤high ≤high ≤high =
x \ y s1 s2 s3 s4
s1 = × ≥left ×
s2 × = ≥left ×
s3 ≤left ≤left = ×
s4 × × × =
So s1 ≥h,l s2 ≥h,l s3 ≥h,l s4.
2.2 Innitesimal oprodut of H
We dene:
ε :
{
H −→ K
F ∈ F −→ δF,1.
Then ε is learly an algebra morphism. Moreover, ε ◦B+ = 0. We also onsider:
ν :
{
K −→ H
λ −→ λ1.
Note that ε ◦ ν = IdK .
Theorem 9 Let ∆ : H −→ (H⊗H, .ε) be the unique algebra morphism suh that:
∆ ◦B+ = (Id⊗B+ +B+ ⊗ (ν ◦ ε)) ◦∆.
Then (H,∆) is an innitesimal bialgebra. It is graded by the weight.
Proof.
First step. Let us show that ε is a ounit for ∆. Let ϕ = (Id⊗ ε) ◦∆. By omposition, ϕ is
an algebra endomorphism of H. Moreover:
ϕ ◦B+ = (Id⊗ ε) ◦ (Id⊗B+ +B+ ⊗ (ν ◦ ε)) ◦∆
= (Id⊗ (ε ◦B+) +B+ ⊗ (ε ◦ ν ◦ ε)) ◦∆
= B+ ◦ (Id⊗ ε) ◦∆
= B+ ◦ ϕ.
By uniity in the universal property, ϕ = IdH. So ε is a right ounity for ∆. Let φ = (ε⊗Id)◦∆.
Then:
φ ◦B+ = (ε⊗ Id) ◦ (Id⊗B+ +B+ ⊗ (ν ◦ ε)) ◦∆
= (ε⊗B+ + (ε ◦B+)⊗ (ν ◦ ε)) ◦∆
= B+ ◦ (ε⊗ Id) ◦∆+ 0
= B+ ◦ φ.
By uniity in the universal property, φ = IdH. So ε is a ounit for ∆. As a onsequene,
(ε⊗ ε) ◦∆ = ε.
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Seond step. Let us show that ∆ is oassoiative. We onsider θ = (∆⊗ Id) ◦∆. This is an
algebra morphism from H to H⊗H⊗H. Moreover:
θ ◦B+ =
(
∆⊗B+ + (∆ ◦B+)⊗ (ν ◦ ε)
)
◦∆
=
(
Id⊗ Id⊗B+ + Id⊗B+ ⊗ (ν ◦ ε) +B+ ⊗ (ν ◦ ε)⊗ (ν ◦ ε)
)
◦ θ.
Consider now θ′ = (Id ⊗ ∆) ◦ ∆. This is also an algebra morphism from H to H ⊗ H ⊗ H.
Moreover:
θ′ ◦B+ =
(
Id⊗ (∆ ◦B+) +B+ ⊗ (∆ ◦ ν ◦ ε)
)
◦∆
=
(
Id⊗ Id⊗B+ + Id⊗B+ ⊗ (ν ◦ ε)
)
◦ θ′ +
(
B+ ⊗ ((ν ⊗ ν) ◦ ε)
)
◦∆
=
(
Id⊗ Id⊗B+ + Id⊗B+ ⊗ (ν ◦ ε)
)
◦ θ′ +
(
B+ ⊗ (ν ◦ ε)⊗ (ν ◦ ε)
)
◦ θ′
=
(
Id⊗ Id⊗B+ + Id⊗B+ ⊗ (ν ◦ ε) +B+ ⊗ (ν ◦ ε)⊗ (ν ◦ ε)
)
◦ θ′.
By uniity in the universal property, θ = θ′, so ∆ is oassoiative. As ∆ : H −→ (H⊗H, .ε) is a
morphism of algebras, (H,∆) is an innitesimal bialgebra.
Last step. It remains to show that ∆ is homogeneous of degree 0. Easy indution, using the
fat that Id ⊗ B+ + B+ ⊗ (ν ◦ ε) is homogeneous of degree 1. Note that it an also be proved
from proposition 10. ✷
Remarks.
1. In other terms, the oprodut ∆ is uniquely dened by the following relations: for all
x, y ∈ H, 

∆(1) = 1⊗ 1,
∆(xy) = (x⊗ 1)∆(y) + ∆(x)(1 ⊗ y)− x⊗ y,
∆(B+(x)) = (Id⊗B+) ◦∆(x) +B+(x)⊗ 1.
2. Equivalently, the non unitary oprodut ∆˜ satises the following property: for all x in the
augmentation ideal of H, ∆˜ ◦B+(x) = B+(x)⊗ q + (Id⊗B+) ◦ ∆˜(x).
Examples.
∆( q) = q ⊗ 1 + 1⊗ q ,
∆( q q) = q q ⊗ 1 + 1⊗ q q + q ⊗ q ,
∆( q
q
) = q
q
⊗ 1 + 1⊗ q
q
+ q ⊗ q ,
∆( q
q
q) = q
q
q ⊗ 1 + 1⊗ q
q
q + q ⊗ q q + q
q
⊗ q ,
∆( q∨
qq
) = q∨
qq
⊗ 1 + 1⊗ q∨
qq
+ q q ⊗ q + q ⊗ q
q
,
∆( q
q
q
) = q
q
q
⊗ 1 + 1⊗ q
q
q
+ q
q
⊗ q + q ⊗ q
q
.
We now give a ombinatorial desription of this oprodut. Let F ∈ F and c ∈ Adm(F ).
Let s1 ≥h,l . . . ≥h,l sn be the verties of F . We shall say that c is left-admissible if there
exists k ∈ {1, . . . , n} suh that the verties of P c(F ) are s1, . . . , sk and the verties of R
c(F ) are
sk+1, . . . , sn. The set of left-admissible uts of F will be denoted Adm
l(F ).
Proposition 10 Let F ∈ F. Then ∆(F ) =
∑
c∈Adml(F )
P c(F )⊗Rc(F ) + F ⊗ 1 + 1⊗ F .
Proof. Consider ∆′ : H −→ H⊗H, dened by the formula of the proposition 10. It is easy
to show that, if F,G ∈ F:

∆(1) = 1⊗ 1,
∆′(FG) = (F ⊗ 1)∆′(G) + ∆′(F )(1⊗G)− F ⊗G,
∆′(B+(F )) = B+(F )⊗ 1 + (Id⊗B+) ◦∆′(F ).
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By uniity in theorem 9, ∆ = ∆′. ✷
Let us give a desription of the branhs of the left-admissible uts.
Denition 11 Let F ∈ F. Let I be a set of verties of F .
1. We shall say that I is an ideal for ≥high if, for all verties s, s
′
of F :
s ∈ I and s′ ≥high s =⇒ s
′ ∈ I.
2. We shall say that I is an ideal for ≥left if, for all verties s, s
′
of F ,
s ∈ I and s′ ≥left s =⇒ s
′ ∈ I.
3. We shall say that I is a biideal if I is an ideal for ≥high and ≥left.
Proposition 12 Let F ∈ F. Then ∆(F ) =
∑
I biideal of F
I ⊗ (F − I).
Proof. Similar to the proof of proposition 10. ✷
Let us preise the biideals of a forest F .
Lemma 13 Let F ∈ F and let s1 ≥h,l . . . ≥h,l sn be its verties. The biideals of F are the
sets Ik = {s1, . . . , sk}, for k ∈ {0, . . . , n}.
Proof. Let I be a biideal of F . Let k be the greater integer suh that sk ∈ I. Then I ⊆ Ik.
Let j ≤ k. Then sj ≥h,l sk, so sj ≥high sk or sj ≥left sk. As I is a biideal, in both ases sj ∈ I;
hene, I = Ik.
it remains to show that Ik is a biideal. Let sj ∈ Ik (so j ≤ k), and si be a vertex of F suh
that si ≥high sj or si ≥left sj . Then, si ≥h,l sj so i ≤ j ≤ k, and si ∈ Ik. ✷
Remark. This implies that for any forest F ∈ F, of weight n, for any 1 < k < n, there
exists a unique left admissible ut c suh that the weight of P c(F ) is equal to k.
2.3 Antipode of H
As H is graded, with H0 = K, it automatially has an antipode S, indutively dened by:{
S(1) = 1,
S(x) = −x− S(x′)x′′ if ε(x) = 0.
Beause H is an innitesimal Hopf algebra, S satises S(Ker(ε)2) = 0, so S(F ) = 0 for all
forest F with at least two trees. It remains to give a formula for the antipode of a single tree.
Denition 14 Let t ∈ T. Let s be the greatest vertex of t for the total order relation ≥h,l.
In other terms, s is the leave of t whih is at most on the left.
1. Let e be an edge of t. It will be alled a left edge it it is on the path from the root to s.
2. Let c be a (possibly empty) ut of t. We shall say that c is a left ut if it uts only left
edges.
Let t ∈ T and c be a left ut of t. The ut c makes t into several trees t1, . . . , tn. These trees
are indexed suh that, by denoting ri the root of ti for all i, r1 ≥h,l . . . ≥h,l rn in t. The forest
t1 . . . tn will be denoted W
c(t). Moreover, we denote by nc the number of edges whih are ut
by c.
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Proposition 15 Let t ∈ T. Then S(t) = −
∑
c left ut of t
(−1)nc W c(t).
Proof. We prove the result by indution on the weight n of t. If n = 1, then t = q and the
result is obvious. Suppose the result true for all trees of weight < n. We put t = B+(t1 . . . tk).
Two ases are possible.
1. If k = 1, then:
∆(t) = t⊗ 1 + (Id⊗B+) ◦∆(t1)
= t⊗ 1 + 1⊗ t+ t1 ⊗ q + t
′
1 ⊗B
+(t′′1),
S(t) = − t︸︷︷︸
(−1)ncW c(t),
c empty
− S(t1) q︸ ︷︷ ︸
(−1)ncW c(t),
c uts the left edge
from the root
− S(t′1)B
+(t′′1).︸ ︷︷ ︸
(−1)ncW c(t),
c does not ut the left
edge from the root
2. If k ≥ 2, then:
∆(t) = t⊗ 1 + (Id⊗B+) ◦∆(t1 . . . tk)
= t⊗ 1 + 1⊗ t+ t1 . . . tk ⊗ q + (t1 . . . tk)
′ ⊗B+((t1 . . . tk)
′′)
= t⊗ 1 + 1⊗ t+ t1 . . . tk ⊗ q
+
k−1∑
i=1
t1 . . . ti ⊗B
+(ti+1 . . . tk) +
k∑
i=1
t1 . . . t
′
i ⊗B
+(t′′i . . . tk)
S(t) = −t− S(t1 . . . tk) q −
k−1∑
i=1
S(t1 . . . ti)B
+(ti+1 . . . tk)−
k∑
i=1
S(t1 . . . t
′
i)B
+(t′′i . . . tk)
= −t− S(t1)B
+(t2 . . . tk)− S(t
′
1)B
+(t′′1 . . . tk)
= − t︸︷︷︸
(−1)ncW c(t),
c empty
−S(t1)B
+(t2 . . . tk)︸ ︷︷ ︸
(−1)ncW c(t),
c uts the left edge
from the root
− S(t′1)B
+(t′′1t2 . . . tk).︸ ︷︷ ︸
(−1)ncW c(t),
c does not ut the left edge
from the root
So the result holds for all forests. ✷
Examples.
S( q) = − q ,
S( q
q
) = − q
q
+ q q,
S( q∨
qq
) = − q∨
qq
+ q q
q
,
S( q
q
q
) = − q
q
q
+ q q
q
+ q
q
q − q q q ,
S( q∨
qq q
) = − q∨
qq q
+ q q∨
qq
,
S( q∨
qq
q
) = − q∨
qq
q
+ q q∨
qq
+ q
q
q
q
− q q q
q
,
S( q∨
qq
q
) = − q∨
qq
q
+ q q
q
q
,
S( q
q
q
q
) = − q
q
q
q
+ q q
q
q
+ q
q
q
q
+ q
q
q
q − q q q
q
− q q
q
q − q q
q
q + q q q q.
2.4 Innitesimal universal property
Theorem 16 (Innitesimal universal property) Let A be an innitesimal Hopf algebra
and let L : A −→ A satisfying ∆(L(x)) = L(x)⊗ 1+ (Id⊗L) ◦∆(x). Then there exists a unique
innitesimal Hopf algebra morphism φ : H −→ A suh that φ ◦B+ = L ◦ φ.
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Proof. By the universal property of H, there exists a unique algebra morphism φ satisfying
φ ◦B+ = L ◦ φ. Let us show that it is also a oalgebra morphism.
First step. We rst show that ε ◦ L = 0. Let a ∈ A.
ε ◦ L(a) = (ε⊗ ε) ◦∆ ◦ L(a)
= (ε⊗ ε)(L(a) ⊗ 1 + a(1) ⊗ L(a(2)))
= ε ◦ L(a) + ε(a(1))ε ◦ L(a(2))
= ε ◦ L(a) + ε ◦ L(a).
So ε ◦ L(a) = 0.
Seond step. We onsider X = {x ∈ H / ε ◦ φ(a) = ε(x)}. As ε ◦ φ and ε are both algebra
morphisms, X is a subalgebra of H. Let x ∈ H. Then:
(ε ◦ φ)(B+(x)) = ε ◦ L ◦ φ(x) = 0 = ε(B+(x)).
So Im(B+) ⊆ X. As X is a subalgebra, X = H, and ε ◦ φ = ε.
Third step. We onsider Y = {x ∈ H /∆ ◦ φ(x) = (φ ⊗ φ) ◦∆}. As ∆ ◦ φ and (φ ⊗ φ) ◦∆
are algebra morphisms from H to (A⊗A, .ε), Y is a subalgebra of H. Let x ∈ Y .
(∆ ◦ φ)(B+(x)) = ∆ ◦ L ◦ φ(x)
= L ◦ φ(x)⊗ 1 + φ(x)(1) ⊗ L(φ(x)(2))
= φ ◦B+(x)⊗ 1 + φ(x(1))⊗ L(φ(x(2)))
= φ ◦B+(x)⊗ φ(1) + φ(x(1))⊗ φ(B+(x(2)))
= (φ⊗ φ)(B+(x)⊗ 1 + x(1) ⊗B+(x(2)))
= (φ⊗ φ) ◦∆(B+(x)).
So B+(x) ∈ Y . As Y is a subalgebra of H stable under B+, Y = H. Hene, φ is a oalgebra
morphism. ✷
2.5 A pairing on H
Denition 17 The appliation γ is dened by:
γ :
{
H −→ H
t1 . . . tn ∈ F −→ δt1, q t2 . . . tn.
Lemma 18 1. γ is homogeneous of degree −1.
2. For all x, y ∈ H, γ(xy) = γ(x)y + ε(x)γ(y).
3. Ker(γ) ∩ Prim(H) = (0).
Proof.
1. Trivial.
2. Immediate for x, y ∈ F, separating the ases x = 1 and x 6= 1.
3. Let us take p ∈ Ker(γ), non-zero, and primitive. Then p an be written as:
p =
∑
F∈F
aFF.
Let us hoose a forest F = t1 . . . tn suh that:
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(a) aF 6= 0.
(b) If G = t′1 . . . t
′
m ∈ F is suh that aG 6= 0, then m ≤ n. If moreover m = n, we put
t1 = B
+(s1 . . . sk) and t
′
1 = B
+(s′1 . . . s
′
l); then k ≤ l.
Suppose that t1 6= q . Then k 6= 0. We onsider the ut c on the edge from the root of
t1 to the root of s1. This is a left-admissible ut, so s1 ⊗ B
+(s2 . . . sm)t2 . . . tn appears
in ∆(F ). Beause p is primitive, there exists another forest G suh that aG 6= 0 and
s1 ⊗B
+(s2 . . . sm)t2 . . . tn appears in ∆(G). Three ases are possible:
(a) G = s1B
+(s2 . . . sm)t2 . . . tn: ontradits the maximality of n for F .
(b) G = F : ontradits that G 6= F .
() G is obtained by grafting s1 on a vertex of s2: ontradits the minimality of k.
In every ase, we obtain a ontradition. So t1 = q . Hene, γ(p) 6= 0. ✷
Theorem 19 There exists a unique pairing 〈−,−〉 : H×H −→ K, satisfying:
1. 〈1, x〉 = ε(x) for all x ∈ H.
2. 〈xy, z〉 = 〈y ⊗ x,∆(z)〉 for all x, y, z ∈ H.
3. 〈B+(x), y〉 = 〈x, γ(y)〉 for all x, y ∈ H.
Moreover:
4. 〈−,−〉 is symmetri and non-degenerate.
5. If x and y are homogeneous of dierent weights, 〈x, y〉 = 0.
6. 〈S(x), y〉 = 〈x, S(y)〉 for all x, y ∈ H.
Proof.
Uniity. Assertions 1-3 entirely determine 〈F,G〉 for F,G ∈ F by indution on the weight.
Existene. We onsider the graded innitesimal Hopf algebra A = H∗,op,cop. As γ is homo-
geneous of degree −1, it an be transposed in an appliation: L = γ∗ : A −→ A. This linear
appliation is homogeneous of degree 1. Let f ∈ A∗, and x, y ∈ H.
((∆ ◦ L)(f)) (x⊗ y) = L(f)(yx)
= f(γ(yx))
= f(γ(y)x+ ε(y)γ(x))
= ∆(f)(x⊗ γ(y)) + (f ⊗ 1)(γ(x) ⊗ y)
= ((Id⊗ L) ◦∆(f) + L(f)⊗ 1) (x⊗ y).
So ∆ ◦L(f) = (Id⊗L) ◦∆(f) +L(f)⊗ 1 for all f ∈ A. By the innitesimal universal property,
there exists a unique innitesimal Hopf algebra morphism φ : H −→ A, suh that φ◦B+ = L◦φ.
We then put 〈x, y〉 = φ(x)(y) for all x, y ∈ H. Let us show that this pairing satises 1-6.
1. For all x ∈ H, 〈1, x〉 = φ(1)(x) = ε(x).
2. For all x, y, z ∈ H:
〈xy, z〉 = φ(xy)(z) = (φ(x)φ(y))(z) = (φ(y)⊗ φ(x))(∆(z)) = 〈y ⊗ x,∆(z)〉.
3. For all x, y ∈ H:
〈B+(x), y〉 = (φ ◦B+(x))(y) = (L ◦ φ(x))(y) = φ(x)(γ(y)) = 〈x, γ(y)〉.
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5. As L is homogeneous of degree 1, φ is homogeneous of degree 0. This implies 5.
6. As φ is an innitesimal Hopf algebra morphism and S∗ is the antipode of A, S∗ ◦ φ = φ ◦ S.
Hene, for all x, y ∈ H:
〈S(x), y〉 = φ(S(x))(y) = (S∗ ◦ φ(x))(y) = φ(x)(S(y)) = 〈x, S(y)〉.
4. Let us rst show that 〈−,−〉 is symmetri. We put 〈x, y〉′ = 〈y, x〉 for all x, y ∈ H. Let us
show that 〈−,−〉′ satises 1-3. For all x ∈ H, as f(1) = ε(f) for all f ∈ H∗:
〈1, x〉′ = 〈x, 1〉 = φ(x)(1) = ε(φ(x)) = ε(x).
For all x, y, z ∈ H, as φ is a oalgebra morphism:
〈xy, z〉′ = 〈z, xy〉
= φ(z)(xy)
= (∆ ◦ φ(z))(y ⊗ x)
= ((φ ⊗ φ) ◦∆(z))(y ⊗ x)
= 〈∆(z), y ⊗ x〉
= 〈y ⊗ x,∆(z)〉′.
Let us show 3 for 〈−,−〉′ with y ∈ F, by indution on n = weight(y). If n = 0, then y = 1:
〈B+(x), y〉′ = 〈1, B+(x)〉 = ε ◦B+(x) = 0 = 〈x, γ(y)〉′.
Suppose the result true for every forest F of weight < n. Two ases are possible:
- y = B+(z). We an restrit to the ase where x is also a forest. Then:
〈B+(x), y〉′ = 〈B+(z), B+(x)〉 = 〈z, γ ◦B+(x)〉 = δx,1〈z, 1〉 = ε(x)ε(z).
Moreover, 〈x, γ(y)〉′ = 〈γ ◦B+(z), x〉 = δz,1〈1, x〉 = ε(z)ε(x).
- y is a forest with at least two trees. Then y an be written y = y1y2, with the indution
hypothesis avalaible for y1 and y2. Then:
〈B+(x), y〉′ = 〈y1y2, B
+(x)〉
= 〈y2 ⊗ y1,∆ ◦B
+(x)〉
= 〈y2 ⊗ y1, B
+(x)⊗ 1 + (Id⊗B+) ◦∆(x)〉
= 〈γ(y2)ε(y1), x〉 + 〈y2 ⊗ γ(y1),∆(x)〉
= 〈ε(y1)γ(y2) + γ(y1)y2, x〉
= 〈γ(y), x〉
= 〈x, γ(y)〉′.
So 〈−,−〉′ satises 1-3. By uniity, 〈−,−〉′ = 〈−,−〉, so 〈−,−〉 is symmetri.
Note that this implies that for all x, y ∈ H:
(φ ◦ γ(x))(y) = 〈γ(x), y〉 = 〈y, γ(x)〉 = 〈B+(y), x〉 = 〈x,B+(y)〉 = (φ(x))(B+(y)).
So φ ◦ γ = (B+)∗ ◦ φ.
It remains to prove that 〈−,−〉 is non degenerate. It is equivalent to show that φ is moni.
Suppose that it is not. Let us hoose a non-zero element p ∈ Ker(φ) of lowest degree.
As φ is a oalgebra morphism, its kernel is a oideal, so p ∈ Prim(H). By lemma 18-3,
γ(p) 6= 0. Moreover, φ ◦ γ(p) = (B+)∗ ◦ φ(p) = 0. So γ(p) ∈ Ker(φ), is non-zero, of degree
stritly smaller than p: this ontradits the hoie of p. So φ is moni. ✷
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Remark. Similarly with the usual ase, it is possible to dene a pairing between H and
itself, using the appliation:
γ′ :
{
H −→ H
t1 . . . tn ∈ F −→ δtn, q t1 . . . tn−1.
Unhappily, this pairing is degenerate: it is for example not diult to show that the primitive
element
q∨
qq
− q q
q
belongs to H⊥.
Denition 20 We denote by (fF )F∈F the dual basis of the basis of forests. In other terms,
for all F ∈ F, fF is dened by 〈fF , G〉 = δF,G, for all forest G ∈ F.
Proposition 21 1. For all forest F ∈ F, B+(fF ) = f qF .
2. For all forest F ∈ F:
γ(fF ) =
{
0 if F /∈ T,
fB−(F ) if F ∈ T,
where B−(F ) is the forest obtained by deleting the root of F .
3. For all forest F ∈ F, ∆(fF ) =
∑
F1,F2∈F
F1F2=F
fF2 ⊗ fF1.
Proof.
1. Let G ∈ F. Then:
〈B+(fF ), G〉 = 〈fF , γ(G)〉
=
{
0 if G is not of the form qH,
δF,H if G = qH,
= δ qF,G
= 〈f qF , G〉.
As 〈−,−〉 is non-degenerate, B+(fF ) = f qF .
2. Suppose rst that F is not a tree. Then, for all G ∈ F:
〈γ(fF ), G〉 = 〈fF , B
+(G)〉 = δF,B+(G) = 0.
So γ(fF ) = 0. Suppose now that F is a tree. Then, for all G ∈ F:
〈γ(fF ), G〉 = δF,B+(G) = δB−(F ),G = 〈fB−(F ), G〉.
So γ(fF ) = fB−(F ).
3. Indeed, for all forests G1, G2 ∈ F,
〈∆(fF ), G1 ⊗G2〉 = 〈fF , G2G1〉 = δF,G2G1 =
∑
F1,F2∈F
F1F2=F
〈fF2 ⊗ fF1 , G1 ⊗G2〉.
As 〈−,−〉 is non-degenerate, this proves the last point. ✷
Proposition 22 The familly (ft)t∈T is a basis of Prim(H).
Proof. Immediate orollary of proposition 21-3. ✷
As an example of deomposition in the dual basis, we give the following result:
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Corollary 23 For all n ∈ N, qn =
∑
F∈F
weight(F )=n
fF .
Proof. For all n ∈ N∗, we an put, by homogeneity:
q
n =
∑
F∈F
weight(F )=n
aF fF .
We dene X = {F ∈ F / aF = 1}. Note that f1 = 1, so 1 ∈ X. Let F1, F2 ∈ X. Then, if
n = weight(F1F2):
aF1F2 = 〈 q
n, F1F2〉
= 〈∆( qn), F2 ⊗ F1〉
= 〈
n∑
i=0
q
i ⊗ qn−i, F2 ⊗ F1〉
= 〈 qweight(F2) ⊗ qweight(F1), F2 ⊗ F1〉+ 0
= aF2aF1
= 1.
So F1F2 ∈ X. Moreover, if m = weight(F1):
aB+(F1) = 〈 q
m+1, B+(F1)〉 = 〈γ( q
m+1), F1〉 = 〈 q
m, F1〉 = aF1 = 1.
So B+(F1) ∈ X. Hene, 1 ∈ X, and X is stable by produt and by B
+
. So X = F. ✷
2.6 Combinatorial interpretation of the pairing
Notation. Let F ∈ F. We denote by V ert(F ) the set of verties of F .
Theorem 24 Let F,G ∈ F. Let S(F,G) be the set of bijetions σ : V ert(F ) −→ V ert(G)
suh that, for all verties x, y of F :
1. (x ≤high y) =⇒ (σ(x) ≥left σ(y)).
2. (x ≤left y) =⇒ (σ(x) ≥h,l σ(y)).
3. (σ(x) ≤high σ(y)) =⇒ (x ≥left y).
4. (σ(x) ≤left σ(y)) =⇒ (x ≥h,l y).
Then 〈F,G〉 = card(S(F,G)).
Proof. If F and G have dierent weights, as 〈−,−〉 is homogeneous, then 〈F,G〉 = 0 and
S(F,G) is empty, so the result holds. Let us suppose now that F and G have the same weight n
and let us proeed by indution on n. If n = 0, then F = G = 1, and the result holds. For the
hereditary, we have the following ases.
1. F = B+(F1). We have the two following subases.
(a) G is not of the form qG1. Then γ(G) = 0, so 〈F,G〉 = 〈B
+(F1), G〉 = 〈F1, γ(G)〉 = 0.
Let us assume that S(F,G) is not empty, and let σ ∈ S(F,G). Let r be the root of
F . For all x ∈ vert(F ), x ≥high r, so σ(r) ≥left σ(x). Hene, as σ is epi, G is of the
form
qG1: ontradition. So S(F,G) = ∅, and the result holds.
16
(b) G = qG1. Then 〈F,G〉 = 〈F1, G1〉. Let σ ∈ S(F,G). As in the preeding point, σ(r)
is the vertex of
q
, so we an onsider the appliation:
Ψ :
{
S(F,G) −→ S(F1, G1)
σ −→ σ|V ert(F1).
It is obviously moni. Let us show it is epi. Let σ1 ∈ S(F1, G1), and let σ :
V ert(F ) −→ V ert(G) extending σ1 by sending the root of F to the vertex of q. Let
us show that σ ∈ S(F,G). Let x, y ∈ V ert(F ). We an suppose they are distint.
- If x ≤high y, two ases are possible. If x is the root of F , then σ(x) ≥left σ(y). If
not, then x and y are verties of F1, so σ(x) ≥left σ(y) in G1, hene in G.
- If x ≤left y, then both of them are verties of F1, so σ(x) ≥h,l σ(y) in G1, hene in
G.
- If σ(x) ≤high σ(y), then σ(x) and σ(y) are verties of G1, so x ≥left y in F1, hene
in F .
- If σ(x) ≤left σ(y), then two ases are possible. If σ(y) is the vertex of q , then y
is the root of F , so x ≥h,l y. If not, then σ(x) and σ(y) are verties of G1, so
x ≥h,l y in F1, hene in F .
So σ ∈ S(F,G), and Ψ(σ) = σ1. So Ψ is a bijetion. As a onsequene:
card(S(F,G)) = card(S(F1, G1)) = 〈F1, G1〉 = 〈F,G〉.
2. F = F1F2, with F1, F2 6= 1. Let J be the unique biideal of G with the same weight as F2.
Then:
〈F,G〉 = 〈F2 ⊗ F1,
∑
I biideal of G
I ⊗ (G− I)〉 = 〈F2, J〉〈F1, G− J〉.
Let σ ∈ S(F,G). Let σ(x) ∈ σ(V ert(F2)), and y
′ ∈ vert(G), suh that y′ ≥high σ(x) or
y′ ≥left σ(x). As σ is epi, we put y
′ = σ(y). Then x ≥high y or x ≥h,l y. In both ases,
as x ∈ V ert(F2), y ∈ V ert(F2). So σ(V ert(F2)) is a biideal of G. Considering its weight,
it is J . We an onsider the appliation:
Φ :
{
S(F,G) −→ S(F1, G− J)× S(F2, J)
σ −→ (σ|vert(F1), σ|vert(F2)).
It is learly moni. Let be (σ1, σ2) ∈ S(F1, G − J) × S(F2, J) and let σ : V ert(F ) −→
V ert(G), suh that σ|vert(Fi) = σi for i = 1, 2. Let us show that σ ∈ S(F,G). Let
x, y ∈ V ert(F ).
- If x ≤high y, then x, y ∈ F1 or x, y ∈ F2. So x ≥left y in J or in G− J , hene in G.
- If x ≤left y, two ases are possible. If x, y ∈ F1 or x, y ∈ F2, then x ≥h,l y in J or in G−J ,
hene in G. If x ∈ V ert(F2) and y ∈ V ert(F1), then σ(x) ∈ J and σ(y) ∈ G− J . As
J is a biideal, σ(y) ≥h,l σ(x) is impossible. As ≥h,l is a total order, σ(x) ≥h,l σ(y).
- If σ(x) ≤high σ(y), two ases are possible. If σ(x), σ(y) ∈ J or σ(x), σ(y) ∈ G− J , then
x ≥left y in F1 or in F2, hene in F . If σ(x) ∈ G−J and σ(y) ∈ J , then x ∈ vert(F1)
and y ∈ vert(F2), so x ≥left y.
- If σ(x) ≤left σ(y), two ases are possible. If σ(x), σ(y) ∈ J or σ(x), σ(y) ∈ G − J , then
x ≥h,l y in F1 or in F2, hene in F . If σ(x) ∈ G− J and σ(y) ∈ J , then x ∈ vert(F1)
and y ∈ vert(F2), so x ≥h,l y.
So σ ∈ S(F,G), and Φ(σ) = (σ1, σ2). So Φ is a bijetion. Hene:
〈F,G〉 = 〈F2, J〉〈F1, G− J〉 = card(S(F1, G− J))card(S(F2, J)) = card(S(F,G)).
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So the result holds for all n. ✷
Remarks.
1. There is obviously a bijetion: {
S(F,G) −→ S(G,F )
σ −→ σ−1.
This gives another proof of the symmetry of 〈−,−〉.
2. Let us assume that S(F,G) is not empty, and let σ ∈ S(F,G). By denition, if x ≤h,l y
in V ert(F ), then σ(x) ≥h,l σ(y) in V ert(G), so σ is the unique dereasing bijetion from
(V ert(F ),≥h,l) to (V ert(G),≥h,l). So, for any forests F,G ∈ F, 〈F,G〉 = 0 or 1.
3 Poset of forests and appliations
3.1 Partial order on F
Notations. Let n ∈ N. The set of planar forests with n verties will be denoted by F(n).
Denition 25 Let F ∈ F.
1. An admissible transformation on F is a loal transformation of one of the following type
(the part of F whih is not in the frame remains unhanged):
First kind: t
t
t❅❅   s
...
❳❳❳ ✘✘✘... ...
✘✘✘ 
  ...
−→
t✁
✁
❆
❆
t ts
❳❳❳ ✘✘✘... ...
✡
✡
✡
✡...
✔
✔✔
✘✘
.
.
.
Seond kind: t✁
✁
❆
❆
t ts
✘✘✘...
✡
✡
✡
✡...
✔
✔✔
✘✘
.
.
.
−→
t
t
t
s
✔
✔✔
✘✘
.
.
.
☞
☞
☞
☞
☞☞
...
✏✏...
Suh a transformation will be said to hold on the vertex s.
2. Let s1 ≥h,l . . . ≥h,l sn be the verties of F . An admissible transformation on F will be
said to be an i-transformation if it holds on the vertex si.
Example. Let t = q∨
qq
q
. The 1-transformation turns t into q∨
qq q
. The 2-transformation turns
t into q
q
q
q
. There are no 3- and 4-transformation.
Denition 26 Let I ⊆ N∗. Let F,G ∈ F. We shall say that F ≤I G if there exists a nite
sequene F0, . . . , Fk of elements of F suh that:
1. For all i ∈ {0, . . . , k − 1}, Fi+1 is obtained from Fi by a j-transformation, for a ertain
j ∈ I.
2. F0 = F .
3. Fk = G.
Proposition 27 For all I ⊆ N∗, ≤I is a partial order F.
18
Proof. Indeed, ≤I is transitive and reexive. Let F,G be two forests, suh that F ≤I G and
G ≤I F . We put: 

nF =
∑
s vertex of F
height(s),
nG =
∑
s vertex of G
height(s).
As F ≤I G, there exists F0, . . . , Fk ∈ F, suh that F0 = F , Fk = G, and Fi+1 is obtained from
Fi by an admissible transformation. Eah admissible transformation dereases the height of a
vertex by 1, so nG = nF − k, so nG ≤ nF . As G ≤I F , in the same way, nF ≤ nG, so nF = nG,
and k = 0. As a onsequene, F = G. ✷
Remarks.
1. F and G are omparable for ≤∅ if, and only if, they are equal.
2. We shall denote ≤ instead of ≤N. This order ≤ is the order generated by all the admissible
transformations.
3. If F and G ∈ F are omparable for one of these orders, they have the same weight. So
F =
⋃
n∈N
F(n) as a poset.
Examples. The posets F(0) and F(1) are redued to a single element. Here are the Hasse
graphs of (F(2),≤), (F(3),≤) and (F(4),≤):
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The indies on the edges give the indies of the orresponding admissible transformation. To
obtain the Hasse graph of ≥I , it is enough to delete the edges whose indies are not in I.
3.2 Appliation to the produt in the dual basis
The oprodut of a forest an be expressed in terms of the order relations ≤I :
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Proposition 28 Let F ∈ F− {1}. Then:
∆(F ) = F ⊗ 1 + 1⊗ F +
∑
F1,F2∈F−{1}
F≤{weight(F1)}F1F2
F1 ⊗ F2.
Proof. By indution on n = weight(F ). If n = 1, then F = q and the result is obvious.
Suppose the result true at ranks ≤ n− 1. Two ases are possible.
1. F = F1F2, and the indution hypothesis holds for F1 and F2. Then:
∆˜(F ) = (F1 ⊗ 1)∆˜(F2) + ∆˜(F1)(1 ⊗ F2) + F1 ⊗ F2
=
∑
G1,G2∈F−{1}
F2≤{weight(G1)}G1G2
F1G1 ⊗G2 +
∑
G1,G2∈F−{1}
F1≤{weight(G1)}G1G2
G1 ⊗ F2G2 + F1 ⊗ F2
=
∑
G1,G2∈F−{1}
weight(G1)>weight(F1)
F≤{weight(G1)}G1G2
G1 ⊗G2 +
∑
G1,G2∈F−{1}
weight(G1)<weight(F1)
F≤{weight(G1)}G1G2
G1 ⊗G2
+
∑
G1,G2∈F−{1}
weight(G1)=weight(F1)
F≤{weight(G1)}G1G2
G1 ⊗G2.
So the result is true for F .
2. F = B+(G), and the indution hypothesis holds for G. Then:
∆˜(F ) = G⊗ q + (Id⊗B+) ◦ ∆˜(G)
= G⊗ q +
∑
F1,F2∈F−{1}
G≤{weight(F1)}F1F2
F1 ⊗B
+(F2)
=
∑
F1,F2∈F−{1}
weight(F2)=1
F≤{weight(F1)}F1F2
F1 ⊗ F2 +
∑
F1,F2∈F−{1}
weight(F2)>1
F≤{weight(F1)}F1F2
F1 ⊗ F2.
So the result is true for F . ✷
Dually:
Corollary 29 Let F1, F2 ∈ F− {1}. Then fF2fF1 =
∑
G∈F
G≤{weight(F1)}F1F2
fG.
Proof. We put fF2fF1 =
∑
G∈F
aGfG. Then:
aG = 〈fF2fF1 , G〉
= 〈fF1 ⊗ fF2 ,∆(G)〉
= 〈fF1 ⊗ fF2 , G⊗ 1 + 1⊗G+
∑
G1,G2∈F−{1}
G≤{weight(G1)}G1G2
G1 ⊗G2〉
=
∑
G1,G2∈F−{1}
G≤{weight(G1)}G1G2
δF1,G1δF2,G2 .
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So aG = 1 if G ≤{weight(F1)} F1F2, and 0 if not. ✷
Examples. 

f qq f q = f q qq + f q∨
qq + f
q
q
q ,
f qf qq = f qq q + f
q
q
q ,
f qq f qq = f qq qq + f
q∨
qq
q + f
q
q
q
q .
The following result an be proved by indution on n:
Corollary 30 Let F1, . . . , Fn ∈ F− {1}. We dene:
I = {weight(F1), weight(F1F2), . . . , weight(F1 . . . Fn−1)}.
Then:
fFn . . . fF1 =
∑
G∈F
G≤IF1...Fn
fG.
For example, for F1 = . . . = Fn = q , then I = {1, . . . , n−1}, so ≥I=≥ on F(n). By orollary
23, for all F ∈ F(n), F ≤ qn, so qn is the greatest element of F(n) (it is of ourse also possible
to prove diretly this result).
3.3 Isomorphism of (F,≤) with the Tamari poset
Let Tb be the set of planar binary trees and, for all n ∈ N, let Tb(n) be the set of planar binary
trees with n internal verties (and n+ 1 leaves). For example:
Tb(0) = { }, Tb(1) =
{
∨
}
, Tb(2) =
{
∨
∨
, ∨
∨
}
, Tb(3) =

 ∨
∨
∨
, ∨
∨
∨
, ∨
∨
∨
, ∨
∨
∨
, ✟❍

 . . .
The set Tb is given the Tamari order (see [3, 4, 14, 18℄). Let us reall that it is the order
generated by the loal Tamari transformation:
∨
∨
−→ ∨
∨
.
Let t1, t2 be two planar binary trees. We denote by t1 ∨ t2 the planar binary tree obtained
by grafting t1 and t2 on a ommon root. For example:
∨ ∨
∨
= ∨
∨
∨
, ∨ ∨ ∨ = ✟❍ .
Note that every planar binary tree dierent from an be uniquely written tl ∨ tr, where tl and
tr are two planar binary trees.
We dene a bijetion η : Tb −→ F by indution on the number of internal verties by:
η :


Tb −→ F
−→ 1,
t1 ∨ t2 −→ B
+(η(t1))η(t2).
It is not diult to prove that η is one-to-one, with inverse given by:
η−1 :


F −→ Tb
1 −→ ,
B+(F1)F2 −→ η
−1(F1) ∨ η
−1(F2).
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Moreover, η indues a bijetion: η : Tb(n) −→ F(n), for all n ∈ N.
Examples.
∨ η−→ q ∨
∨
η
−→ q
q ∨
∨
η
−→ q q ∨
∨
∨
η
−→ q
q
q
∨
∨
∨
η
−→ q∨
qq ∨
∨
∨
η
−→ q q
q ✟❍ η−→ q
q
q
∨
∨
∨
η
−→ q q q
The aim of this subsetion is to show the following theorem:
Theorem 31 Let t1, t2 ∈ Tb. The following equivalene holds:
(t1 ≤ t2)⇐⇒ (η(t1) ≤ η(t2)).
In other terms, η is a poset isomorphism.
Let us dene \ : Tb ×Tb −→ Tb in the following way (see [14℄): t1 \ t2 is the grafting of t2
on the leave of t1 at most on the right. Note that \ is an assoiative operation, and every t ∈ Tb
an be uniquely deomposed in the form t = (t1∨ )\. . .\(tn∨ ), with n ∈ N and t1, . . . , tn ∈ Tb.
Examples.
∨ \ ∨ = ∨
∨
, ∨
∨
\ ∨ = ✟❍ , ∨ \ ∨
∨
= ∨
∨
∨
.
Lemma 32 The Tamari order on Tb is the less ne partial order satisfying:
1. for all t1, t2, t3 ∈ Tb, (t1 ≤ t2) =⇒


t1 ∨ ≤ t2 ∨ ,
t1 \ t3 ≤ t2 \ t3,
t3 \ t1 ≤ t3 \ t2.
2. for all t1, t2 ∈ Tb, (t1 ∨ t2) ∨ ≤ t1 ∨ (t2 ∨ ).
Proof. Let ⊑ be the less ne partial order satisfying the assertions of lemma 32. Clearly,
the Tamari order ≤ satises these onditions, so for all t1, t2 ∈ Tb, (t1 ⊑ t2) =⇒ (t1 ≤ t2).
Let t1, t2 ∈ Tb, suh that t1 ≤ t2. Let us show that t1 ⊑ t2. First, remark that t1 and t2
have the same number n of internal verties. Let us proeed by indution on n. If n = 0, then
t1 = t2 = and the result is obvious. If n ≥ 1, we an suppose that t2 is obtained from t1 by a
single Tamari operation
∨
∨
−→ ∨
∨
. Let us put t1 = t
′
1 ∨ t
′′
1 and t2 = t
′
2 ∨ t
′′
2 . Three ases are
possible.
1. If the operation holds on a vertex of t′1, then t
′
1 ≤ t
′
2 and t
′′
1 = t
′′
2. By indution hypothesis,
t′1 ≤ t
′
2. So, t
′
1 ∨ ⊑ t
′
2 ∨ and t1 = (t
′
1 ∨ ) \ t
′′
1 ⊑ (t
′
2 ∨ ) \ t
′′
1 = t2.
2. If the operation holds on a vertex of t′′1 , then t
′
1 = t
′
2 and t
′′
1 ⊑ t
′′
2. By indution hypothesis,
t1 = (t
′
1 ∨ ) \ t
′′
1 ⊑ (t
′
2 ∨ ) \ t
′′
1 = t2.
3. If the operation holds on the root of t1, let us put t1 = (t
′
1∨t
′′
1)∨t
′′′
1 . Then t2 = t
′
1∨(t
′′
1∨t
′′′
1 ).
Hene, (t′1 ∨ t
′′
1)∨ ⊑ t
′
1 ∨ (t
′′
1 ∨ ) and t1 = ((t
′
1 ∨ t
′′
1)∨ ) \ t
′′′
1 ⊑ (t
′
1 ∨ (t
′′
1 ∨ )) \ t
′′′
1 = t2. ✷
Lemma 33 The partial order ≤ on F is the less ne partial order satisfying:
1. For all F1, F2, F3 ∈ F, (F1 ≤ F2) =⇒


B+(F1) ≤ B
+(F2),
F1F3 ≤ F2F3,
F3F1 ≤ F3F2.
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2. For all F1, F2 ∈ F, B
+(B+(F1)F2)) ≤ B
+(F1)B
+(F2).
Proof. Let ⊑ be the less ne partial order on F satisfying the assertions of lemma 33. As
the order ≤ learly satises these onditions, for all F1, F2 ∈ F, (F1 ⊑ F2) =⇒ (F1 ≤ F2).
Let F1, F2 ∈ F, suh that F1 ≤ F2. Let us show F1 ⊑ F2. Neessarily, F1 and F2 have the
same weight n. Let us proeed by indution on n. If n = 0, then F1 = F2 = 1 and the result
is obvious. Suppose n ≥ 1. We an suppose that F2 is obtained from F1 by a single elementary
operation. Three ases are possible.
1. F1 = B
+(G1) and the operation holds on G1. Then F2 = B
+(G2), with G1 ≤ G2. By
indution hypothesis, G1 ⊑ G2. So, F1 = B
+(G1) ⊑ B
+(G2) = F2.
2. F1 = B
+(G1) and the transformation is of seond kind. We then put G1 = t1G
′
1 with
t1 ∈ T. Then F2 = t1B
+(G′1). By property 2 of ⊑, F1 ⊑ F2.
3. F1 = t1 . . . tk, k ≥ 2, and the transformation holds on ti. We an then write F2 =
t1 . . . ti−1Giti+1 . . . tk, with ti ≤ Gi. By indution hypothesis, ti ⊑ Gi. Hene, t1 . . . ti ⊑
t1 . . . ti−1Gi and F1 = t1 . . . tk ⊑ t1 . . . ti−1Giti+1 . . . tk = F2. ✷
Lemma 34 η satises the following assertions:
1. for all t ∈ Tb, η(t ∨ ) = B
+(η(t)).
2. for all t1, t2 ∈ Tb, η(t1 \ t2) = η(t1)η(t2).
Proof.
1. Indeed, η(t ∨ ) = B+(η(t))η( ) = B+(η(t))1 = B+(η(t)).
2. Let us put t1 = (s1 ∨ ) \ . . . \ (sk ∨ ). We proeed by indution on k. If k = 0, then
t1 = and η(t1) = 1, so η(t1 \ t2) = η(t2) = η(t1)η(t2). If k = 1, then t1 \ t2 = s1 ∨ t2 and
η(t1) = B
+(η(s1)) by the rst point. So, η(t1 \ t2) = B
+(η(s1))η(t2) = η(t1)η(t2). Let us
suppose the result at rank k − 1.
η(t1 \ t2) = η((s1 ∨ ) \ . . . \ (sk ∨ ) \ t2)
= η(s1 ∨ )η((s2 ∨ ) \ . . . \ (sk ∨ ) \ t2)
= η(s1 ∨ )η(s2 ∨ ) . . . η(sk ∨ )η(t2)
= η((s1 ∨ ) \ . . . \ (sk ∨ ))η(t2)
= η(t1)η(t2).
We used the result at rank 1 for the seond equality and the result at rank k − 1 for the
third and the fourth ones. ✷
Proof of theorem 31. We dene  on Tb by (t1  t2) ⇐⇒ (η(t1) ≤ η(t2)). As η is a
bijetion, this is a partial order on Tb. By lemmas 33 and 34, this is the less ne partial order
satisfying the onditions of lemma 32. So it is the Tamari order. ✷
3.4 A dereasing isomorphism of the poset F
Proposition 35 We dene an involution m : F −→ F by indution on the weight in the
following way: {
m(1) = 1,
m(B+(F1)F2) = B
+(m(F2))m(F1) for any F1, F2 ∈ F.
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Proof. Clearly, this denes indutively m(F ) for all forest F in a unique way. Let us show
that m2(F ) = F for all forest F ∈ F by indution on the weight n of F . If n = 0, the result is
obvious. Suppose the result true for all rank < n. Let F ∈ F(n). We put F = B+(F1)F2. Then
the indution hypothesis holds for F1. So:
m ◦m(F ) = m(B+(m(F2))m(F1)) = B
+(m ◦m(F1))m ◦m(F2) = B
+(F1)F2 = F.
So m is an involution. ✷
Remark. For all forest F ∈ F, F and m(F ) have the same weight. So m indues an involu-
tion m : F(n) −→ F(n) for all n ∈ N.
Examples.
q
m
←→ q q q
m
←→ q
q
q q q
m
←→ q
q
q
q q
q m
←→ q∨
qq
q
q
q
m
−→ q
q
q q q q q
m
←→ q
q
q
q
q q q
q m
←→
q∨
qq
q q q
q
q
m
←→ q∨
qq
q
q q∨
qq m
←→ q∨
qq
q
q q
q
q
m
←→ q∨
qq q
q
q
q q
m
←→ q
q
q
q q
q
q
q m
←→ q∨
qq
q
Proposition 36 Let F,G ∈ F. Then F ≤ G if, and only if, m(G) ≤ m(F ).
Proof. We onsider the bijetion m′ : Tb −→ Tb dened by m
′ = η−1 ◦ m ◦ η. Then
m′( ) = , and for all t1, t2 ∈ Tb:
m′(t1 ∨ t2) = η
−1 ◦m(B+(η(t1))η(t2))
= η−1(B+(m ◦ η(t2))m ◦ η(t1))
= η−1 ◦m ◦ η(t2) ∨ η
−1 ◦m ◦ η(t1)
= m′(t2) ∨m
′(t1).
Hene, m′ is the vertial reetion:
∨ m′←→ ∨ , ∨
∨
m′
←→ ∨
∨
, ∨
∨
∨
m′
←→ ∨
∨
∨
, ∨
∨
∨
m′
←→ ∨
∨
∨
, ✟❍
m′
←→ ✟❍
It is obviously a dereasing automorphism of Tb. If F,G ∈ F, let us put t1 = η
−1(F ) and
t2 = η
−1(G):
F ≤ G ⇐⇒ η(t1) ≤ η(t2)
⇐⇒ t1 ≤ t2
⇐⇒ m′(t2) ≤ m
′(t1)
⇐⇒ η ◦m′(t2) ≤ η ◦m
′(t1)
⇐⇒ η ◦m′ ◦ η−1(G) ≤ η ◦m′ ◦ η−1(F )
⇐⇒ m(G) ≤ m(F ).
Hene, m is dereasing. ✷
Remark. So m( qn) = (B+)n(1) (ladder of weight n) is the smallest element of F(n).
3.5 Link between the pairing and the partial order
Theorem 37 Let F,G ∈ F. The following assertions are equivalent:
1. 〈F,G〉 6= 0.
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2. 〈F,G〉 = 1.
3. m(G) ≤ F .
Proof.
1 =⇒ 3. Let us suppose that 〈F,G〉 6= 0 and let us show that F ≥ m(G). We proeed by
indution on weight(F ) = weight(G) = n. If n = 0, then F = G = 1 and F ≥ m(G). We now
suppose the result at all rank < n. We put G = B+(G1)G2. Then the indution hypothesis
holds for G1 and G2. Moreover, m(G) = B
+(m(G2))m(G1). Let c be the unique left admissible
ut of F suh that P c(F ) and G2 have the same weight. Then, by homogeneity of 〈−,−〉:
〈F,G〉 = 〈F,B(G1)G2〉 = 〈∆(F ), G2 ⊗B(G1)〉 = 〈P
c(F )⊗Rc(F ), G2 ⊗B(G1)〉 = 1.
As 〈F,G〉 6= 0, then 〈P c(F ), G2〉 and 〈R
c(F ), B(G1)〉 are non zero. By the indution hypothesis,
P c(F ) ≥ m(G2) and R
c(F ) ≥ m(B(G1)) = qm(G1). As c is a left admissible ut, we easily
dedue that F ≥ B+(m(G2))m(G1) = m(G).
3 =⇒ 2. Let us suppose that m(G) ≤ F and let us show that 〈F,G〉 = 1. We proeed by
indution on the ommon weight n of G and F . If n = 0, then F = G = 1 and 〈F,G〉 = 1.
We now suppose the result at all rank < n. We put G = B+(G1)G2, with G1, G2 ∈ F. Then
m(G) = B+(m(G2))m(G1) and F ≥ B
+(m(G2))m(G1). Let c be the unique left admissible ut
of F suh that P c(F ) and G2 have the same weight. By denition of ≥, P
c(F ) ≥ m(G2) and
Rc(F ) ≥ qm(G1) = m(B
+(G1)). Hene, 〈P
c(F ), G2〉 = 〈R
c(F ), B+(G1)〉 = 1. As 〈−,−〉 is
homogeneous:
〈F,G〉 = 〈F,B+(G1)G2〉 = 〈∆0(F ), G2 ⊗B
+(G1)〉 = 〈P
c(F )⊗Rc(F ), G2 ⊗B
+(G1)〉 = 1.
2 =⇒ 1. Obvious. ✷
Examples. Values of the pairing 〈−,−〉 for forests of weight ≤ 4:
q
q 1
q q q
q
q q 1 1
q
q
1 0
q q q q q
q
q
q
q q∨
qq
q
q
q
q q q 1 1 1 1 1
q q
q
1 1 0 1 0
q
q
q 1 0 1 0 0
q∨
qq
1 1 0 0 0
q
q
q
1 0 0 0 0
q q q q q q q
q
q q
q
q q q∨
qq
q q
q
q
q
q
q q q
q
q
q
q∨
qq
q q
q
q
q q∨
qq q
q∨
qq
q
q∨
qq
q
q∨
qq
q q
q
q
q
q q q q 1 1 1 1 1 1 1 1 1 1 1 1 1 1
q q q
q
1 1 1 1 1 0 0 1 0 1 1 0 1 0
q q
q
q 1 1 0 1 0 1 1 0 0 1 0 1 0 0
q q∨
qq
1 1 1 1 1 0 0 0 0 1 1 0 0 0
q q
q
q
1 1 0 1 0 0 0 0 0 1 0 0 0 0
q
q
q q 1 0 1 0 0 1 0 1 1 0 0 0 0 0
q
q
q
q
1 0 1 0 0 0 0 1 0 0 0 0 0 0
q∨
qq
q 1 1 0 0 0 1 1 0 0 0 0 0 0 0
q
q
q
q 1 0 0 0 0 1 0 0 0 0 0 0 0 0
q∨
qq q
1 1 1 1 1 0 0 0 0 0 0 0 0 0
q∨
qq
q
1 1 0 1 0 0 0 0 0 0 0 0 0 0
q∨
qq
q
1 0 1 0 0 0 0 0 0 0 0 0 0 0
q∨
qq
q 1 1 0 0 0 0 0 0 0 0 0 0 0 0
q
q
q
q
1 0 0 0 0 0 0 0 0 0 0 0 0 0
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As a orollary, we an give another (shorter) proof of the symmetry of 〈−,−〉: if F,G ∈ F,
(〈F,G〉 = 1)⇐⇒ (F ≥ m(G))⇐⇒ (m2(F ) ≥ m(G))⇐⇒ (G ≥ m(F ))⇐⇒ (〈G,F 〉 = 1).
Corollary 38 Let F ∈ F(n). Then F =
∑
G∈F(n)
F≥m(G)
fG =
∑
G∈F(n)
F≥G
fm(G).
Proof. We put F =
∑
G∈F(n)
aG,F fG. Then aG,F = 〈F,G〉, whih implies this orollary. ✷
Let µ : F(n)2 −→ K be the Möbius funtion of the poset F(n), that is to say (see [17℄):
1. µ(F,G) = 0 if F  G.
2.
∑
G∈F(n)
F≤G≤H
µ(F,G) = δF,H if F ≤ H.
Immediately, by [17℄:
Corollary 39 Let F ∈ F(n). Then fF =
∑
G∈F(n)
G≤m(F )
µ(G,m(F ))G.
Examples.
f1 = 1 f q = q
f q q = q
q
f qq = − q
q
+ q q
f q q q = q
q
q
f q qq = − q
q
q
+ q∨
qq
f qq q = − q
q
q
+ q
q
q f
q∨
qq = − q∨
qq
+ q q
q
f
q
q
q = q
q
q
− q
q
q − q q
q
+ q q q f q q q q = q
q
q
q
f q q qq = − q
q
q
q
+
q∨
qq
q f q qq q = − q
q
q
q
+ q∨
qq
q
f
q q∨
qq = −
q∨
qq
q + q∨
qq
q
f
q q
q
q = q
q
q
q
− q∨
qq
q
− q∨
qq
q
+ q∨
qq q
f qq q q = − q
q
q
q
+ q
q
q
q f qq qq = q
q
q
q
−
q∨
qq
q − q
q
q
q + q∨
qq
q
f
q∨
qq
q
= − q∨
qq
q
+ q
q
q
q
f
q
q
q
q
= q
q
q
q
− q
q
q
q − q
q
q
q
+ q
q
q q
f
q∨
qq q = − q∨
qq
q
+ q q
q
q
f
q∨
qq
q = q∨
qq
q
− q∨
qq q
− q q
q
q
+ q q∨
qq
f
q∨
qq
q =
q∨
qq
q − q∨
qq
q − q q
q
q
+ q q
q
q f
q∨
qq
q
= q∨
qq
q
− q
q
q
q
− q q∨
qq
+ q q q
q
f
q
q
q
q = − q
q
q
q
+ q
q
q
q + q
q
q
q
− q
q
q q + q q
q
q
− q q
q
q − q q q
q
+ q q q q .
Referenes
[1℄ Eiihi Abe, Hopf algebras, Cambridge Trats in Mathematis, no. 74, Cambridge University
Press, Cambridge-New York, 1980.
26
[2℄ Marelo Aguiar, Innitesimal Hopf algebras, Contemp. Math. 267 (2000), 129.
[3℄ Marelo Aguiar and Frank Sottile, Struture of the Malvenuto-Reutenauer Hopf algebra of
permutations, Adv. Math. 191 (2005), no. 2, 225275, math.CO/02 03282.
[4℄ , Struture of the Loday-Rono Hopf algebra of trees, J. Algebra 295 (2006), no. 2,
473511, math.CO/04 09022.
[5℄ Alain Connes and Dirk Kreimer, Hopf algebras, Renormalization and Nonommutative ge-
ometry, Comm. Math. Phys 199 (1998), no. 1, 203242, hep-th/98 08042.
[6℄ , Renormalization in quantum eld theory and the Riemann-Hilbert problem I. The
Hopf algebra of graphs and the main theorem, Comm. Math. Phys. 210 (2000), no. 1, 249
273, hep-th/99 12092.
[7℄ , Renormalization in quantum eld theory and the Riemann-Hilbert problem. II. The
β-funtion, dieomorphisms and the renormalization group, Comm. Math. Phys. 216 (2001),
no. 1, 215241, hep-th/00 03188.
[8℄ Loï Foissy, Finite-dimensional omodules over the Hopf algebra of rooted trees, J. Algebra
255 (2002), no. 1, 85120, math.QA/01 05210.
[9℄ , Les algèbres de Hopf des arbres enrainés, I, Bull. Si. Math. 126 (2002), 193239.
[10℄ Ralf Holtkamp, Comparison of Hopf Algebras on Trees, Arh. Math. (Basel) 80 (2003),
no. 4, 368383.
[11℄ Dirk Kreimer, On the Hopf algebra struture of pertubative quantum eld theories, Adv.
Theor. Math. Phys. 2 (1998), no. 2, 303334, q-alg/97 07029.
[12℄ , On Overlapping Divergenes, Comm. Math. Phys. 204 (1999), no. 3, 669689,
hep-th/98 10022.
[13℄ , Combinatoris of (pertubative) Quantum Field Theory, Phys. Rep. 46 (2002),
387424, hep-th/00 10059.
[14℄ Jean-Louis Loday and Maria O. Rono, Hopf algebra of the planar binary trees, Adv. Math.
139 (1998), no. 2, 293309.
[15℄ , On the struture of ofree hopf algebras, J. Reine Angew. Math. 592 (2006), 123
155.
[16℄ Ieke Moerdijk, On the Connes-Kreimer onstrution of Hopf algebras, Contemp. Math. 271
(2001), 311321, math-ph/99 07010.
[17℄ Rihard P. Stanley, Enumerative ombinatoris. Vol. 1., Cambridge Studies in Advaned
Mathematis, no. 49, Cambridge University Press, Cambridge, 1997.
[18℄ , Enumerative ombinatoris. Vol. 2., Cambridge Studies in Advaned Mathematis,
no. 62, Cambridge University Press, Cambridge, 1999.
[19℄ Moss E. Sweedler, Hopf algebras, Mathematis Leture Note Series, W. A. Benjamin, In.,
New York, 1969.
27
