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R esumen
A bstract
En este trabajo se propone un método flexible para calcular un intervalo de confianza con réplicas Boots-
trap para la diferencia de medias de dos muestras pareadas sin necesidad de normalidad, en el ámbito de 
la teoría de hipótesis. La hipótesis nula se rechaza si el intervalo de confianza no contiene el 0, caso con-
trario se acepta. dos aplicaciones se realizan con las variables: producción mensual de leche y producción 
promedio mensual de leche, de vacas alimentadas solo con forraje y con forraje más ensilaje de maíz. 
también se realiza un estudio de simulación con muestras normales que se obtienen resultados similares 
con el método comúnmente utilizado de la t-student y el método propuesto bootstrap.
In this  paper , we  propose  a flexible  method  to  calculate  a confidence  interval  with  bootstrap 
replicas for the mean difference of two paired samples without the need of normality, in the field of 
hypothesis theory. The null hypothesis is rejected if the confidence interval does not contain the 0, 
otherwise  it is accepted . two applications  are made with the variables : monthly  milk production 
and average monthly  milk production , from cows fed only with forage and with forage plus corn 
silage. a simulation  study is also carried out with normal samples, obtaining similar results with 
the com- monly used method of t-student and the proposed bootstrap method.
palabras claves: método bootstrap, diferencias-medias, muestras pareadas.
Keywords: bootstrap method, differences-means, paired samples.
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I. INTrODuCCIÓN
los métodos paramétricos comunes para la diferencia 
de medias en el contexto de la teoría de hipótesis tienen 
condiciones fuertes que deben cumplir las variables, una 
de ellas es la normalidad (3). El método 
que se propone es muy flexible en cuanto 
a que las variables sean normales o no. 
Este método basado en bootstrap (1,2), 
principalmente se centra en calcular un 
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intervalo de confianza para la diferencia 
de medias de dos muestras pareadas de 
acuerdo a lo siguiente:
primero, se realiza la parte teórica pro-
puesta en forma de algoritmo con 9 pa-
sos en los que se detalla claramente la 
manera de calcular el intervalo de con-
fianza Bootstrap para la diferencia de 
medias de dos muestras pareadas.  
segundo, se presentan los lineamientos 
para seleccionar la hipótesis nula, nota-
ción para las hipótesis (3). también se 
plantea de manera sistemática la prueba 
de hipótesis en cinco pasos haciendo én-
fasis en el método bootstrap propuesto. 
tercero, se realizan los resultados y las 
discusiones al aplicar los cinco pasos de 
la prueba de hipótesis usando el interva-
lo de confianza Bootstrap al 95% para 
la diferencia de medias de dos muestras 
pareadas. también se realiza un estudio 
de simulación con muestras normales 
mediante la función rnorm del software 
r (6), obteniendo resultados similares 
con el método comúnmente utilizado 
de la t-student y el método propuesto 
bootstrap.
por último, se dan las conclusiones del 
trabajo.  
Intervalo de confianza Bootstrap 
en hipótesis concernientes para la 
diferencia de medias en muestras
 pareadas. 
El método bootstrap es un procedimien-
to estadístico que sirve para aproximar 
la distribución en el muestreo (normal-
mente de un estadístico). para ello se 
procede mediante remuestreo, es decir, 
obteniendo muestras mediante algún 
procedimiento aleatorio que utilice la 
muestra original (2). sobre la base de los 
aspectos generales de este método y sin 
dejar de lado la hipótesis nula, se calcula 
el intervalo de confianza para la diferen-
cia de medias de dos muestras pareadas 
usando los pasos del siguiente algorit-
mo:
1. dada la muestra pareada:
(x ,y)={(x1,y1),…, (xn  ,yn)}
crear la muestra de diferencias:
d = {x1 - X ̅    - Y1 + Y ̅  ,…, Xn - X ̅    - Yn + Y ̅  }
2. para cada i = 1,2, … , n arrojar 
ui ~ u(0,1) y hacer di* = d[nui ]+1
3. obtener d* = 1n ∑ Di* 
1
n-1s
2
d* = ∑ (Di*  - d*)
2
4. calcular el estadístico bootstrap:
r* = d*sd* 
n
5. repetir b veces los pasos 2, 3 y 4 para obtener las b ré-
plicas bootstrap de r*. luego ordenar de forma creciente 
estas réplicas del modo que:
r1*  ≤ R2*  ≤ ... ≤ Rb*
6. calcular los puntos críticos, inferior y superior al nivel 
de significancia α:
p.c.inf = r*
α[b 2 [
p.c.sup = r*
α[b(1-    ) 2 [
7. calcular los límites inferior y superior del intervalo de 
confianza para el nivel de significancia α (ver detalles en 
el numeral 4 de la prueba de hipótesis):
lim.inf  =
dif - p.c.sup s
2
d  if
n
lim.sup =
dif - p.c.inf s
2
d  if
n
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donde dif =x - y, dif = x - y, s2d  if es la desviación 
típica muestral, [[·]] la función parte entera y u(0,1) es la 
distribución uniforme en el intervalo (0 , 1).
Hipótesis nulas y prueba de hipótesis para diferencia
de medias en muestras pareadas (3) 
• Lineamiento para seleccionar la hipótesis nula:
cuando la meta de un experimento sea establecer una 
afirmación, la negación de la afirmación debería tomarse 
como la hipótesis nula. La afirmación se convierte en la 
hipótesis alternativa.
notación para las hipótesis:
H0:  hipótesis nula
H1:  hipótesis alternativa.
• Prueba de hipótesis:
para tratar sistemáticamente los problemas de pruebas de 
hipótesis, será útil proceder como se bosqueja en los si-
guientes cinco pasos (3):
1. formular una hipótesis nula (H0) y una hipótesis al-
ternativa (H1) adecuada que se acepte cuando deba re-
chazarse la hipótesis nula. Estadísticamente se procede a 
considerar la muestra de las diferencias: 
dif = x - y
Esta colección de diferencias se trata como una muestra 
aleatoria de tamaño n de una población que tiene media 
μ_DIF. Donde μ_DIF=0 se interpreta como indicador de 
que las medias de las dos variables son las mismas (hi-
pótesis nula), así como μ_DIF≠0 como indicador de que 
la media de la variable x es diferente que la media de la 
variable y  (hipótesis alternativa).
2. Especificar el nivel de significancia α.
3. construir un criterio para poner a prueba la hipótesis 
nula contra la alternativa dada. 
4. A partir de los datos, calcular el intervalo de confianza 
con el algoritmo bootstrap propuesto basado en la razón:
r = 
dif - µdif
sdif
n
donde los límites del intervalo de con-
fianza para μdif esta dado:
rinf < 
dif - µdif
sdif
n
< rsup
rinf y rsup son estimados con el algorit-
mo bootstrap propuesto obteniendo:
p.c.inf. < 
dif - µdif
sdif
n
< p.c.sup
A continuación despejando μdif sus  lí-
mites del intervalo de confianza de son:
límite inferior:
sdif
n
dif - p.c.sup
límite superior:
sdif
n
dif - p.c.inf
5. decidir si hay que rechazar la hipóte-
sis nula o fallar en rechazarla, al verifi-
car que el cero no pertenece o pertenece 
al intervalo de confianza de μ_DIF res-
pectivamente.
II. rEsulTaDOs Y DIsCusIÓN
fuente de datos:
El desarrollo del trabajo se realiza con 
dos variables: producción mensual de 
leche y producción promedio mensual 
de leche, en vacas alimentadas solo con 
forraje y con forraje más ensilaje de 
maíz en los meses de julio y agosto res-
pectivamente. Estas muestras son toma-
das en la Estación Experimental tunshi, 
facultad de ciencias pecuarias de la Es-
cuela superior politécnica de chimbo-
razo, riobamba, Ecuador.
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aplicaciones de inferencias
concernientes a la diferencia de 
medias en prueba de hipótesis 
para muestras pareadas
• Diferencia de medias entre las mues-
tras pareadas:
x: producción de leche en litros de 20 
vacas alimentadas solo con forraje en el 
mes de julio de 2017.
y: producción de leche en litros de 20 va-
cas alimentadas con forraje más ensilaje 
de maíz en el mes de agosto de 2017.
 
prueba de hipótesis:
1. H0: μdif = 0 (no existe diferencia sig-
nificativa entre las medias de las va-
riables x e y)
 H1: μdif ≠ 0 (Sí existe diferencia sig-
nificativa entre las medias de las va-
riables x e y)
2. Nivel de significancia α = 0,05 
3. El criterio de aceptar la hipótesis nula 
es cuando el 0 pertenece al intervalo 
de confianza Bootstrap, caso contra-
rio la hipótesis nula es rechazada.
4. El intervalo de confianza Bootstrap al 
95% es calculado siguiendo los pasos 
del algoritmo del método bootstrap 
propuesto (con 1000 réplicas):
5. decisión: en la figura 3 se observa que 
el intervalo de confianza bootstrap no 
contiene el 0, por lo que la hipótesis 
nula se rechaza, es decir que las medias 
de las variables X e Y son significativa-
mente diferentes al 95% de confianza. 
también se observa que el intervalo de 
confianza contiene únicamente valores 
positivos, que significa que la media de 
producción de leche en vacas alimen-
tadas solo con forraje es significativa-
mente mayor a la media de producción 
de leche en vacas alimentadas con fo-
rraje más ensilaje de maíz.  
Figura 1: Unidad Académica y de Investigación en Bovinos Lecheros
de la Estación Experimental Tunshi (foto tomada por el Ingeniero Carlos 
Santos, especialista pecuario de la Unidad).
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Figura 2: producción de leche de 20 vacas alimentadas con forraje en el 
mes de julio y con forraje más ensilaje de maíz en el mes de agosto.  
• Diferencia de medias entre las muestras pareadas:
v: producción promedio de leche en litros de 20 vacas 
alimentadas solo con forraje en el mes de julio de 
2017.
W: producción promedio de leche en litros de 20 vacas 
alimentadas con forraje más ensilaje de maíz en el 
mes de agosto de 2017.
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-60            -40           -20              0              20             40             60
Valores del intervalo de confianza
(19.29 , 53.32)
i.c. (95%)
Figura 3: Intervalo de confianza bootstrap al 95% para la diferencia 
de medias de las variables, X e Y.
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Figura 4: producción promedio de leche de 20 vacas alimentadas con forraje 
en el mes de julio y con forraje más ensilaje de maíz en el mes de agosto.
prueba de hipótesis:
 
H0: μdif = 0 (no existe diferencia signi-
ficativa entre las medias de las varia-
bles v y W) 
H1: μdif ≠ 0 (Sí existe diferencia signifi-
cativa entre las medias de las varia-
bles v y W). 
2. Nivel de significancia α = 0,05  
 
3. El criterio de aceptar la hipótesis nula 
es cuando el 0 pertenece al intervalo 
de confianza Bootstrap, caso contra-
rio la hipótesis nula es rechazada.
 
4. El intervalo de confianza Bootstrap al 
95% es calculado siguiendo los pasos 
del algoritmo del método bootstrap 
propuesto (con 1000 réplicas):
5. decisión: En la figura 5 se observa 
que el intervalo de confianza Boots-
trap no contiene el 0, por lo que la hi-
pótesis nula se rechaza, es decir que 
las medias de las variables pareadas 
V y W son significativamente dife-
rentes al 95% de confianza. También 
se observa que el intervalo de con-
fianza contiene únicamente valores 
positivos, que significa que la media 
de producción promedio de leche en 
vacas alimentadas solo con forraje es 
significativamente mayor a la media 
de producción promedio de leche en 
vacas alimentadas con forraje más 
ensilaje de maíz.  
 
Estudio de simulación del método
 propuesto
sin pérdida de generalidad, la aplica-
ción del método propuesto se realiza en 
muestras simuladas de dos normales, 
con el propósito de comparar con el mé-
todo tradicional de la t-student en mues-
tras pareadas (4,5). 
En la tabla 1 se observa que los resulta-
dos del método propuesto y del método 
tradicional de la t-student son similares. 
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La columna Sim. se refiere a 10 veces 
la simulación de dos muestras norma-
les de tamaño 20, medias, 546 y 509 y 
desviaciones típicas de 124 y 107. Es-
tas medidas son calculadas de las mues-
tras pareadas de la primera aplicación 
del método propuesto sobre la produc-
ción de leche. las columnas t-student y 
bootstrap contienen intervalos de con-
fianza al 95% del estadístico de la media 
de las diferencias de variables simula-
das, (dif); para la t-student se calcula 
el intervalo de la siguiente manera:
-3              -2              -1               0               1               2               3
Valores del intervalo de confianza
0,64 , 1,76
i.c. (95%)
Figura 5. Intervalo de confianza bootstrap al 95% para la diferencia 
de medias de las variables, V y W.
sdif
20
dif ± 1,96
donde 1.96 es el cuantil de la normal es-
tándar al 97.5% y s_dif es la desvia-
ción típica de la variable aleatoria dif 
(3).
El intervalo de confianza Bootstrap es 
calculado con el algoritmo propuesto.
al comentar al inicio del estudio de si-
mulación que los dos métodos tienen 
resultados similares se refiere a que los 
intervalos de las simulaciones de 1 al 9 
contienen el 0, y en la simulación 10 no 
contiene el cero, esto significa que en las 
primeras 9 las diferencias de las medias 
de las muestras no son significativas al 
95% de confianza, mientras que en la 10 
la diferencia es significativa.
III. CONClusIONEs
Al finalizar esta investigación de hipó-
tesis inferencial sobre la diferencia de 
medias para muestras pareadas se con-
cluye: 
• El método Bootstrap propuesto es 
flexible al obviar las condiciones de 
normalidad y también los tamaños de 
las muestras pareadas en hipótesis con-
cernientes a la diferencia de sus medias. 
Esto es una ventaja muy importante 
para ampliar el campo de aplicación.
sim. t-student bootstrap
dos muestras 
normales
Intervalo de confianza 
al 95 %
Intervalo de confianza 
al 95 %
1 [-14 , 138] [- 4 , 150]
2 [-27 , 150] [- 38 , 134]
3 [- 57 , 79] [- 50 , 95]
4 [- 16 , 119] [- 12 , 114]
5 [- 120 , 36] [- 117 , 34]
6 [- 38 , 149] [- 33 , 166]
7 [- 3 , 167] [- 6 , 171]
8 [- 87 , 76] [- 88 , 74]
9 [- 80 , 75] [- 84 , 76]
10 [45 , 177] [40 , 174]
Tabla 1. intervalos de confianza al 95% para el estadístico (DIF) 
por t-Student y el método bootstrap propuesto
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todos los cálculos de este trabajo se realizaron con herra-
mientas del software estadístico r (6).
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• El método Bootstrap propuesto es una alternativa 
confiable científicamente para calcular el intervalo de 
confianza en diferencia de medias para muestras pa-
readas, y con este rechazar o aceptar la hipótesis nula 
de forma estadísticamente significativa. 
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