Abstract: An algorithm is introduced that performs stereophonic acoustic echo cancellation (SAEC) for systems using pairwise panning of a single monophonic source to provide the effect of spatialisation. The technique exploits the inherent high correlation between the loudspeaker signals, unlike other general SAEC techniques, which try to utilise any small uncorrelated features in the signals. The algorithm maintains a single aggregate echo path estimate that is updated using normalised least mean square (NLMS) and the knowledge of any change in the spatialisation. Consequently, it achieves a computational complexity that is of the same order as a single channel NLMS algorithm.
Introduction
This paper describes a method for stereophonic acoustic echo cancellation (SAEC). It is applicable to systems that derive the stereophonic signal from a monophonic signal that is applied to two loudspeakers at differing amplitudes to give the perception of directionality. This class of stereophonic signal will be termed here stereo from steered mono (SSM). This work has applications to teleconferencing systems where the talkers voice is artificially given spatial positioning for the benefit of the listener [1] .
For comfortable speech communication in a teleconference system that uses a loudspeaker and microphone, as opposed to a hand-set, a method of acoustic echo cancellation (AEC) is required [2] . For monophonic AEC the topology shown in Fig. 1 can be used with a number of different adaptive processes such as least mean square (LMS) [3] , recursive least squares (RLS) [4] or fast affine projection (FAP) [5] . However, for SAEC, as shown in Fig. 2 , existing solutions are far less advanced, with some major obstacles yet to be overcome [6, 7] . The example in Fig. 2 shows that for SAEC there are two echo paths, h 1 and h 2 (which include the microphone and loudspeaker impulse responses) to be found compared to the single path in the monophonic case. Additionally, for SAEC, the talkers voice s is modified by two source-to-microphone impulse responses f 1 and f 2 :
The work in this paper is an adaptation of the monophonic normalised LMS (NLMS) algorithm applied to the SSM system as shown in Fig. 3 , and can be considered a subset of the general SAEC problem. The SSM system uses two time varying gain elements g 1 ðtÞ and g 2 ðtÞ (replacing f 1 and f 2 of the general SAEC problem) to represent the spatialisation, which could map to a panning algorithm. The main application to use this approach for stereophonic reproduction is in synthetic shared environments [1] where the use of basic stereophonic reproduction as a panning algorithm provides useful 'cues' for the listener when there are multiple talkers. In the scenario envisaged here each of the talkers is assumed to be physically separate, i.e. there is only one talker at each microphone and each microphone is acoustically separated.
The key feature of the proposed SAEC algorithm is that only one echo path estimateâ aðtÞ; which is termed the aggregate echo path estimate (AEPE), is used by the algorithm compared with two for the general SAEC technique. The AEPE is constantly updated from the signal s(t) and the gain elements g 1 ðtÞ and g 2 ðtÞ that vary over time depending on the required spatialisation. Using the single AEPE avoids multiple updates of two echo path estimates and reduces the number of filter operations required when compared with existing general SAEC techniques, as shown in Fig. 2 . The reason that this algorithm can use such a technique is that there is complete knowledge of g 1 ; g 2 ; x 1 and x 2 for the SSM case. For the general SAEC problem f 1 and f 2 are unknown so that the solution for h 1 and h 2 is poorly conditioned. Techniques for the general SAEC problem often use decorrelation techniques to overcome poorly conditioned solutions due to the highly correlated nature of the signals x 1 ðtÞ and x 2 ðtÞ [8 -10] . Conversely, the technique presented here makes use of the high correlation of the signals to give a unique solution to the AEPE.
The adaptive process in Fig. 3 modifies the NLMS update to take into account the spatialisation changes. The process requires two unique spatialisation positions (defined by g 1 and g 2 ) to provide a convergent solution to the two unknown echo paths. Thus, it will be shown that after the second spatialisation change the AEPE converges towards the aggregate echo path for future changes in spatialisation. Prior to the second spatialisation change, the algorithm converges to a local solution for the AEPE so that echo signal reduction is still given in the learning stage of the algorithm.
The second section of this paper discusses the problem of SAEC and the existing techniques before demonstrating that a solution can be fully derived for the SSM system. The following section then derives a modification to the NLMS algorithm for use in a practical echo cancellation solution for the SSM case. Finally, the complete algorithm is summarised and an example of its operation is given.
Existing solutions to the SAEC problem
The existing solutions to SAEC assume, generally, the system arrangement shown in Fig 2. The problem with SAEC techniques as shown in Fig. 2 is described by Sondhi [6] and may be summarised here. The aim of the adaptive process in the echo canceller is to use the signals x 1 ðtÞ; x 2 ðtÞ and e(t) to train the adaptive filtersĥ h 1 andĥ h 2 such that
where F is some cost function of the error signal, usually the square of e(t).
With existing adaptive filter algorithms (i.e. multiple adaptive processes that have no specific modification for multichannel capability) Sondhi shows that it is not possible to achieve a convergent set of filters such that
whereĥ h is a estimate of h. Instead, a convergent solution such as the following is obtained:
where Ã is the convolution operator. Note that (3) does not satisfy (2) but does satisfy (1). However, if the filters f 1 or f 2 change, possibly due to the talker moving, then Sondhi shows that the equality in (3) no longer holds [6] . Thus, the echo canceller no longer produces a convergent solution and the echo heard by the talker rises in level.
Various solutions to SAEC have been proposed that either manipulate the loudspeaker signals x 1 ðtÞ and x 2 ðtÞ; or use properties of the signals x 1 ðtÞ and x 2 ðtÞ [11 -14] . The aim of these solutions is to make use of the crosscorrelation properties of the two signals as it can be shown that a solution to (2) exists when the two signals are sufficiently uncorrelated [6] . However, as the signals x 1 ðtÞ and x 2 ðtÞ are inherently highly correlated in a teleconferencing system, techniques that exploit the small uncorrelated features in the signals have poor performance in anything but ideal conditions [7] . A solution that uses signal manipulation for the problem in Fig. 2 is that proposed by Shimauchi and Makino [14] , which adds a small amount of independent white noise to the signals x 1 ðtÞ and x 2 ðtÞ: Shimauchi and Makino show that this significantly aids convergence of the solution towards (2) by introducing some signal decorrelation. However, Sondhi puts forward the argument that, although adding noise in this manner does improve convergence, the noise has to be added at such a level that it is audibly undesirable [6] . The authors have independently confirmed this. Hence, the solution in this paper concentrates on using the highly correlated nature of the signals for echo cancellation together with additional knowledge of the system that is not available in the general SAEC problem.
Solution to SAEC for the SSM case
This section demonstrates that there exists a unique solution for the echo paths of the SSM case shown in Fig. 4 unlike the general SAEC problem shown in Fig. 2 . The SSM case replaces the two talker-to-microphone impulse response paths ( f 1 and f 2 ) with two artificially generated gain parameters g 1 and g 2 that act upon a single microphone signal to spatialise the source. Note that the spatialisation is expected to change as a function of time to simulate movement in the teleconferencing environment which, for example, could be a virtual environment as described by Hollier et al. [1] . The solution will start from the system shown in Fig. 4 and then proceed in Section 4 to form the solution shown in Fig. 3 which utilises a single AEPE.
Let the input to the spatialisation block at sample time n be s n ¼ ½sðnÞ; . . . ; sðn À ðL À 1ÞÞ
T ; the input to the listener end microphone be y n ¼ ½yðnÞ; . . . ; yðn À ðL À 1ÞÞ
T and the two loudspeaker-to-microphone echo paths be length L column vectors h 1 and h 2 ; then
where the spatialisation is represented as the gain values g 1 and g 2 ; which are constant over the sample periods n À ðL À 1Þ . . . n; and S n ¼ ½s n ; . . . ; s nÀðLÀ1Þ T : It can be shown that h 1 and h 2 cannot be uniquely solved from (4) as there However, now consider using a second set of input and output observations at sample time n þ a where a ! L and
such that the functions g 1 and g 2 change between sample time n and sample time n þ 1; but remain unchanged between sample times n þ 1 and n þ a: Hence,
where, for two points in time i and j with different spatialisation values,
It is straightforward to show from the inversion of block matrices [15, 16] that
if the matrices G i; j ; S i and S j are non-singular. Hence, the solution to (5) is
Consequently, a solution for h 1 and h 2 exists if the signal s is 'persistently exciting' [17] (i.e. it has full spectral content) and the matrix describing the spatialisation parameters G is non-singular. The non-singular condition for G is met if the spatialisation values (g 1 and g 2 ) at sample times n and n þ a are different and not scalar multiples of each other. Ideally the values should be sufficiently different that the solution in (9) is well-conditioned. In practice, the authors have found that allowing changes in g 1 and g 2 to form a panning algorithm to any one of 10 equally spaced positions gives satisfactory spatialisation without compromising the condition of the matrix G.
Derivation of modified NLMS algorithm
Section 3 has established that a solution exists for the ideal case of a persistently exciting signal. This section derives an adaptive algorithm for the case of a non-ideal signal such as speech. The algorithm developed here is derived directly from the NLMS algorithm which is used to perform monophonic echo cancellation in the form shown in Fig. 1 using the following updates [4, 18] :
where e n is the error signal, m is the step size parameter andĥ h n is the echo path estimate at the nth sample instance. The single channel NLMS equations can be modified for the steered mono case by replacing the echo path estimateĥ h with an aggregate echo path estimateâ a which is defined aŝ 
The task is then to updateâ a such that the NLMS updates of (10) -(12) are used for the echo cancellation rather than the two echo path estimates explicitly required by (9) . If the values of g 1 ðnÞ and g 2 ðnÞ are constant for all n then the updates in (10) - (12) can be used unchanged to determineâ a asâ a is constant over time. However, if g 1 ðnÞ and g 2 ðnÞ change over time then this solution cannot be used as a change in a is not taken into account in the NLMS updates of (10) - (12) . Consider three sample epochs i, i À p and i À q where
and likewise for g 2 ðnÞ; i.e. values of g 1 ðnÞ and g 2 ðnÞ change only on the epochs i À p and i À q: Consider the value of a( j), the jth coefficient in the aggregate echo path a, at the epochs i À p À 1 and i À q À 1 (i.e. just prior to the spatialisation changes) which, from (14) and (15) can be expressed as a iÀqÀ1 ð jÞ a iÀpÀ1 ð jÞ
and thus using (16) and the definition of G given in (7) 
Further, consider the value of the jth coefficient in the aggregate echo path at the epoch i, which, from (14) is
From (15) and (18) a
Thus, from the definition of G À1 in (7) and substituting (17) (10) - (12) to take account of a change in spatialisation. Note that from (19) only one coefficient inâ a n need be updated in each sample period.
Algorithm summary
Thus, the complete stereo NLMS (SNLMS) algorithm for an SSM system can be expressed as below The algorithm requires knowledge of previous states, which are expressed relative to the current sample epoch n using stored values of the previous three epochs when a spatialisation change took place defined as k 1;n ; k 2;n and k 3;n :
1. If the spatialisation values have changed since the last sample then (using (7)) k 3;n ¼ k 2;nÀ1 ; k 2;n ¼ k 1;nÀ1 ; k 1;n ¼ n À 1 calculate a k 3;n ; k 2;n b k 3;n ; k 2;n g k 3;n ; k 2;n y k 3;n ; k 2;n " # ¼ G À1 k 3n ; k 2n else if they have not then
a a nÀ1 ðn À k 1;n þ 1Þ ¼ ða k 3;n ;k 2;nâ a k 3;n ðn À k 1;n þ 1Þ þ b k 3;n ;k 2;nâ a k 2;n ðnÀ k 1;n þ 1ÞÞg 1 ðnÞ þðg k 3;n ;k 2;nâ a k 3;n ðn À k 1;n þ 1Þ þ y k 3;n ;k 2;nâ a k 2;n ðn À k 1;n þ 1ÞÞg 2 ðnÞ
3. e n ¼ y n À s T nâ a nÀ1 4. E n ¼ ðs T n s n Þ À1 e n 5.â a n ¼â a nÀ1 þ ms n E n The above algorithm assumes that there are discreet step changes in the spatialisation parameters g 1 and g 2 and that they do not change in less than L samples from the previous change i.e. that the following are true
The computational complexity of stages 3-5 in the above algorithm is the same as the NLMS algorithm, which is of order 2L. By using the common divisor of the matrix inversion of stage 1 in stage 2 the complexity of stage 1 is effectively two multiplications and one division. As the inversion is performed only once after a change in spatialisation this adds little to the complexity of the algorithm for large L (it can even be pre-computed for known discrete spatialisation positions). Stage 2 is calculated only in the first L samples after a spatialisation change and is insignificant for large L. Thus, when the algorithm shown above is used for SAEC with SSM, for which it is likely that L > 100; the algorithm has a complexity of approximately 2L.
Simulation examples
To demonstrate the described algorithm both SNLMS and NLMS algorithms were simulated using the configuration shown in Fig. 3 and with echo paths taken from actual measured speaker=microphone paths. The ability of the algorithm to adapt to spatialisation changes was tested by changing the values of g 1 and g 2 during the simulations using the values g 1 ¼ 0:2; 0:6; 0:3; 0:75; 0:3; 0:8 ðg 2 ¼ 1:0 À g 1 Þ and with changes occurring on sample values 18 832, 40 000, 62 128, 86 976, 118 736. The results will be presented for both speech and synthetic signals (WGN), however, the WGN case will be presented first as it most clearly demonstrates the process of the algorithm. Figure 5 shows the ensemble-averaged square error in the echo cancellation for a sampled white Gaussian noise (WGN) input. For the simulation the step-size parameter m was 0.1, the filter length L ¼ 200; the sample rate was 8 kHz and noise was added to y(t) at 40 dB below the signal level to emulate background noise. Figure 5 shows that the NLMS and SNLMS algorithms have identical performance up until sample 40 000. Note that the error in both algorithms falls initially as the adaptive filters converge to the static value of the aggregate path vector a n : However, at sample period 18 832 the spatialisation changes such that a n alters and consequently the error rises for both algorithms. The SNLMS algorithm does not yet have enough information to form the correct aggregate path vector a n as it requires two spatialisation positions to mathematically determine the individual path vectors h 1 and h 2 : However, after the second spatialisation change the SNLMS algorithm can make an estimate of the value of the new value of a n : This can be observed in Fig. 5 as the error does not rise after sample 40 000 for the SNLMS error curve unlike that for the NLMS algorithm, which demonstrates increases in the error each time the spatialisation changes.
A more realistic environment was simulated using speech excitation with results shown in Figs. 6-9 . The speech signals consisted of six different recorded voice extracts (three male, three female and various languages) that were each used consecutively for the six different spatialisation parameter values. This simulated a number of talkers at remote locations that are each given different spatialisation for the benefit of the listener. The parameters of the simulation were the same as the WGN case except that m ¼ 0:5 and a simple speech detector was used such that adaptation was only performed while there was a speech signal. Note that the six peaks corresponding to the start condition and subsequent five changes in spatialisation are clearly visible for the LMS case in Fig. 6a which never properly adapts due to the spatialisation changes. However, the SNLMS algorithm, in Fig. 6b , can be seen to perform much better after the initial learning stage and substantially lowers the echo when compared to the simple LMS algorithm.
A further demonstration of the performance of the SNLMS algorithm for speech inputs is shown in Fig. 7 . This shows the misadjustment in the two echo path estimate vectorsĥ h 1;n and h h 2;n where the misadjustment was calculated as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
The vectorsĥ h x;n were calculated using (17) as they are not explicitly calculated by the SNLMS algorithm. The simulation parameters are the same as the previous set of speech input results. The graph shown in Fig. 7 demonstrates that the SNLMS algorithm converges to the required AEPE as it is possible to show convergence towards the individual echo paths by calculation from the AEPE (using (17) ). Note that in the initial learning phase (before the first spatialisation change at sample 19 000) the misadjustment rises in h 1 as there have not been sufficient spatialisation changes for a convergent solution. However, the actual ensemble-average error falls in the time prior to this epoch as a local solution to the aggregate echo path is formed as shown for the WGN excitation example. The reason that h 1 rises and h 2 falls is that the initial spatialisation position has increased power in the h 2 channel and thus the contribution of h 2 in the initial aggregate echo path, a, is the greatest. Although the speech example presented previously is more realistic than the WGN case it does not replicate a situation with two (or more) simultaneous talkers as often occurs in practice. With stereophonic echo cancellation there is a particular problem if two simultaneous talkers with different spatialisation parameters contribute to an echo path as the derived AEPE assumes a single talker. Thus, in practice a speech detector is required on each talker's channel and adaptation is stopped during simultaneous speech. During a simultaneous talker (non-adapting) phase the echo path estimates can be derived from the last AEPE using (17) and these are used for echo cancellation until adaptation can restart. The simultaneous talker case was simulated using the same parameters as the previous speech example but with an additional voice extract active between samples 95 000 and 118 736 with the second talker spatialisation parameters g 1 ¼ 0:75; g 2 ¼ 0:25 (the first talker has parameters g 1 ¼ 0:3; g 2 ¼ 0:7 within this sample Fig. 8a , which shows a very high error during the two-talker phase (samples 95 000 -118 736). The reason for this is that although the NLMS converges while there is no change in spatialisation and there is only a single talker, if there are simultaneous talkers the echo signal is formed from a mix of different aggregate echo paths. The consequence is that the NLMS performs poorly. However, the proposed SNLMS algorithm, while it cannot adapt during the simultaneous talker phase, has information that allows a good estimate of the echo paths h 1 and h 2 : This can be observed in Fig. 8b , which performs considerably better than the NLMS case of Fig. 8a . Note that the error is higher in this case than the case without the two-talkers shown in Fig. 6b . The authors propose that this is for two main reasons. First, the error naturally rises at the start of a new talker as a new talker is likely to excite new regions in the echo path and as adaptation is stopped during this phase the SNLMS cannot adapt to reduce the error in these newly excited regions (although it does adapt during the following single talker phase). Second, there is an increased echo path signal energy as there are two talkers contributing towards the echo signal. Finally, Fig. 9 shows the misadjustment in the SNLMS echo path estimates for the simultaneous talker case. Note that the misadjustment rises for the simultaneous talker case (Fig. 9) just following sample 100 000 as it does for the single talker case (Fig. 7) . However, for the simultaneous talker case shown in Fig. 9 the misadjustment stays higher during the simultaneous phase as adaptation is (mostly) stopped. Regions of static misadjustment in Fig. 9 can be seen during the simultaneous speech region when the adaptation stops, however, in natural gaps between one of the talker's speech the adaptation does continue using the single active talker.
Conclusions
Existing algorithms for monophonic AEC do not perform well for stereophonic AEC. There have been a number of reported techniques that perform SAEC most of which use small uncorrelated features in the two loudspeaker signal feeds or alternatively introduce artificial uncorrelated features. However, as the loudspeaker signals are naturally highly correlated and adding uncorrelated features introduces undesirable audible artefacts, the SAEC problem for teleconferencing systems as discussed here is largely unsolved. This paper introduces a solution for the specific SAEC problem of a stereophonic system where the stereo signal is formed by pairwise panning of a single monophonic signal.
The echo cancellation technique differs from existing SAEC solutions in that it uses the inherent high correlation of the two loudspeaker signals rather than utilising any small uncorrelated features. The algorithm adapts the NLMS algorithm with additional updates such that the stereophonic nature of the system is taken into account. Although there are two echo paths, the algorithm uses only one aggregate echo path estimate that is updated sample by sample after each change in spatialisation. This has the advantage that only one convolution and one update is perform each sample instance so that the algorithm has a complexity that approximates to the 2L of the monophonic NLMS algorithm. The algorithm depends upon the spatialisation parameters changing to obtain complete convergence of the adaptive filter. This condition is reasonable in an environment where spatialisation has been artificially added. However, the algorithm does not require the spatialisation to change to obtain convergence to a local solution which is sufficient in the case that the spatialisation does not change. Moreover, it has been demonstrated that the system is convergent to new values of spatialisation parameter values after the initial learning phase of two spatialisation changes.
Finally, a simulated example of the algorithm is given which demonstrates that it performs well under realistic conditions. The simulation uses measured echo paths from a typical teleconference configuration and uses modest computational power.
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