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Abstract
A unique method of driving Alfve´nic turbulence via an oscillating Langevin an-
tenna is presented. This method of driving is motivated by a desire to inject
energy into a finite domain numerical simulation in a manner that models the
nonlinear transfer of energy from fluctuations in the turbulent cascade at scales
larger than the simulation domain.. The oscillating Langevin antenna is shown
to capture the essential features of the larger scale turbulence and efficiently
couple to the plasma, generating steady-state turbulence within one character-
istic turnaround time. The antenna is also sufficiently flexible to explore both
strong and weak regimes of Alfve´nic plasma turbulence.
Keywords: Numerical Methods; Langevin; Turbulence; Plasma
1. Introduction
The development of a detailed understanding of plasma turbulence is an
outstanding goal of the plasma physics community due to its ubiquity and im-
portance in a variety of environments. In space physics and astrophysics, tur-
bulence mediates the transfer of energy from the large scales at which energy is
injected into turbulent motions to the small scales at which the turbulent energy
is ultimately dissipated as heat. The resulting heating of the plasma determines
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the radiation emitted from turbulent astrophysical environments, which con-
stitutes the majority of our observational data. In the heliosphere, turbulence
likely plays a key role in the heating of the solar corona and in the launching of
the solar wind. The dissipation of turbulent fluctuations in the streaming solar
wind plasma impacts the overall thermodynamic balance of the heliosphere.
The near-Earth solar wind is a unique laboratory for the study of plasma tur-
bulence due to its accessibility to direct spacecraft measurements. The Alfve´nic
nature of the turbulent fluctuations in the solar wind plasma has long been rec-
ognized [1, 2, 3]. Modern theories of anisotropic MHD turbulence suggest that
the physical mechanism that drives the turbulent cascade of energy from large
to small scales is the nonlinear interaction between counterpropagating Alfve´n
waves [4, 5, 6, 7, 8, 9, 10]. Although spacecraft missions enable detailed in situ
measurements of many aspects of the turbulent plasma and electromagnetic
fluctuations, measurements are generally possible at only a single point, or at
most a few points, in space. The solar wind plasma typically streams past the
spacecraft at super-Alfve´nic velocities, so a time series of single-point measure-
ments maps to the advection of spatial variations in the turbulent plasma [11].
These limitations of spacecraft measurements motivate complementary efforts
to gain further insight into the nature of Alfve´nic turbulence using terrestrial
laboratory experiments or numerical simulations. Although the experimental
measurement of the nonlinear interaction between counterpropagating Alfve´n
waves has recently been accomplished in the laboratory [12], the large length
scales and low frequencies associated with Alfve´nic fluctuations are particularly
challenging to realize in the laboratory [13], and experiments thus far have been
limited to the weak turbulence regime [12]. Numerical simulations of plasma
turbulence, therefore, are indispensable tools to explore the fundamental na-
ture of plasma turbulence, the mechanisms of its dissipation, and the resulting
plasma heating.
The simulation of a turbulent plasma system typically requires the injection
of energy into the turbulence at large scale and the dissipation of the turbulent
energy at small scales. For many space and astrophysical plasma systems of
interest, the dynamic range between the observed energy injection and dissipa-
tion scales exceeds current computational capabilities (a limit of approximately
3 orders of magnitude for 3D turbulence simulations). In addition, on the small
scales at which the dissipation mechanisms serve to terminate the turbulent
cascade of energy, the plasma dynamics is weakly collisional in many space and
astrophysical plasmas of interest, so the dissipation is thought to be governed
by some kinetic damping mechanism, such as collisionless wave-particle interac-
tions [14, 15, 16]. Since it is not possible to include, in a single simulation with
realistic physical parameters, both the large-scale process driving the turbulence
and the kinetic physical dynamics governing the dissipation at small scales, a
promising strategy is to focus on a sub-range of the complete turbulent cascade.
An exciting frontier in the study of plasma turbulence, one that has engen-
dered vigorous recent activity [17, 18, 19, 20, 21], is the quest to identify the
physical mechanisms that govern the dissipation of turbulence under weakly col-
lisional conditions and to determine the resulting heating of the plasma species.
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The sub-range of numerical simulations, in this case, begins with a domain
scale that falls within the inertial range of the turbulent cascade and extends
down to encompass the small, dissipative scales. Therefore, it is desirable to
inject energy into the simulation at the domain scale in a manner that resembles
the nonlinear transfer of energy, within the inertial range, from scales slightly
larger than the simulation domain. In constructing such a technique for driv-
ing plasma turbulence simulations, it is essential to account for the inherent
scale-dependent anisotropy of Alfve´nic turbulence [7, 8, 9], which becomes more
anisotropic as the turbulence cascades to smaller scales. Here we describe such
a mechanism for forcing plasma turbulence simulations, the oscillating Langevin
antenna, that models the Alfve´nic fluctuations at the domain scale generated
by the transfer of energy caused by nonlinear interactions between counterprop-
agating Alfve´n waves at scales larger than the simulation domain. The method
is effective in generating strong Alfve´nic turbulence in kinetic simulations and
flexible enough to simulate strong or weak turbulence.
The paper is organized as follows: In §2, we introduce some of the basic con-
cepts underlying Alfve´nic turbulence. §3 discusses the simple case of sinusoidal
driving and plasma coupling before moving on to the more complicated oscil-
lating Langevin antenna in §4. In the latter section, the antenna is described
in detail and its domain of applicability is examined. The implementation of
the antenna in AstroGK is explored and the amplitude necessary for driving
strong turbulence is given in §5. §6 briefly discusses driving methods employed
in other turbulence simulations. In §7, we present a summary of this paper.
2. Properties of Turbulence Relevant to Driving Mechanisms
A general picture of the turbulent energy spectrum in weakly collisional
plasma turbulence is shown in Figure 1, where the values of the characteristic
length scales are appropriate for the case of turbulence measured in the near-
Earth solar wind [22, 1, 23, 14, 24, 25, 26, 27, 28, 29]. The transformation from
the spacecraft-frame frequency of solar wind measurements to the perpendicular
component of the wavevector k⊥ is accomplished by adopting Taylor’s hypoth-
esis [11] and by assuming an anisotropy of the turbulent fluctuations, k‖ ≪ k⊥,
as discussed below. Note that, unless otherwise stated, the energy discussed
throughout will be the one-dimensional perpendicular magnetic energy as a func-
tion of perpendicular wavenumber,EB⊥(k⊥) =
∫∞
−∞
dk‖
∫ 2pi
0
dθ k⊥|δB⊥(k⊥, θ, k‖)|2 ≃
δB2⊥/k⊥, where perpendicular is normal to the local mean magnetic field and
δB is the fluctuating magnetic field. The perpendicular wavenumber is normal-
ized to the ion (proton) gyroradius, ρi = vti/Ωi, where vti =
√
2Ti/mi is the
ion thermal velocity and Ωi = eB0/mic is the ion gyrofrequency.
At the largest scales (k⊥ρi < 10
−4) in Figure 1, the timescale of nonlin-
ear turbulent energy transfer exceeds the travel time from the sun [14, 30], so
these large scale fluctuations have not yet evolved into a turbulent cascade. The
turbulent fluctuations at these large scales, commonly denoted the energy con-
taining range, are often assumed to be relatively isotropic with k‖ ∼ k⊥, and
the energy spectrum is characterized by a spectral index of −1.
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Figure 1: Schematic diagram of the turbulent evolution of energy from large to small scales.
At the outer scale of the turbulence inertial range (k⊥ρi ∼ 10−4) in Figure 1,
the timescale of the nonlinear energy transfer is approximately equal to the
travel time of the solar wind plasma from the sun to 1 AU [14], so the turbulent
cascade has just had time to develop at this scale, and the spectrum steepens
to a spectral index of −5/3. The fluctuations at the outer scale are assumed
to be isotropic, k‖ ∼ k⊥. The inertial range of the solar wind turbulent energy
spectrum extends from the outer scale of the turbulence down to the scale of the
ion gyroradius, 10−4 . k⊥ρi . 1. Within the inertial range, the energy transfer
is believed to be dominated by local interactions in scale, leading to turbulent
dynamics that are self-similar and independent of the driving and the dissipative
microphysics [16]. Theoretical considerations suggest that the transfer of energy
in Alfve´nic turbulence is anisotropic, where energy is transferred more effectively
to small perpendicular scales than to small parallel scales. The anisotropy of the
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turbulence is scale-dependent, with k‖ ∝ kq⊥, with predicted values of q = 2/3
[8] or q = 1/2 [9]. Support for these forms of spectral anisotropy have been
observed extensively in the solar wind [31, 32, 33, 34, 28, 35, 36] and in numerical
simulations [37, 38, 39, 40, 41, 42]. Regardless of which scaling is chosen for the
anisotropy, at the end of the inertial range (k⊥ρi ∼ 1), the turbulent fluctuations
are significantly anisotropic with k‖ ≪ k⊥.
The anisotropic turbulent cascade of Alfve´n waves in the inertial range tran-
sitions to a cascade of kinetic Alfve´n waves at the perpendicular scale of the ion
gyroradius, k⊥ρi ∼ 1 [43, 14, 15, 24, 16, 28, 44, 45]. In the range below this
scale (k⊥ρi & 1), often denoted the dissipation range, the energy spectrum steep-
ens to a spectral index of approximately −2.8, as measured in the solar wind
[24, 25, 26, 27, 28, 29] and obtained in kinetic numerical simulations [46, 47].
The turbulent energy transfer is expected to become yet more anisotropic in this
range, k‖ ∝ k1/3⊥ [48, 14, 16], a prediction supported by electron MHD [48, 49]
and kinetic numerical turbulence simulations [50]. Within this region, kinetic
damping mechanisms, such as collisionless wave-particle interactions, can re-
move energy from the turbulent cascade, ultimately terminating the cascade
and mediating the conversion of turbulent fluctuation energy to plasma heat.
Note that the scale-dependent anisotropy of the turbulent dynamics has im-
portant implications for the driving of turbulence simulations within the inertial
range wherein δB/B0 ≪ 1—the waves driven at the simulation domain scale
must be anisotropic, at least with k‖ < k⊥, and possibly with k‖ ≪ k⊥. It
is an important, but often unappreciated, fact that using an isotropic driving
mechanism to simulate a turbulent cascade starting within the inertial range is
inconsistent with the known properties of plasma turbulence [40, 51, 52].
Given the current limitations of modern supercomputers, it is not possible
to simulate self-consistently turbulence from the large driving scales and fol-
low its evolution down to the smallest scales at which the turbulent cascade is
terminated by some physical dissipation mechanism. For example, as depicted
in Figure 1, the turbulent cascade begins at the outer scale k⊥ρi ∼ 10−4, and
continues through a transition at the scale of the ion gyroradius k⊥ρi ∼ 1 down
to the scale of order the electron gyroradius at k⊥ρi ∼ 102. Modeling the tur-
bulent cascade in three spatial dimensions over a dynamic range of 6 orders of
magnitude while resolving the kinetic physics inherent to the dissipation mech-
anism is well beyond computing power for the foreseeable future. In light of this
limitation, a number of different strategies have been adopted to realize progress
on the computational front: (#1) simulating turbulence in reduced dimension-
ality, (#2) employing reduced dimensionless ratios of plasma parameters, or
(#3) modeling turbulence only over a subrange of the turbulent cascade. We
briefly discuss the limitations of each of these approaches, and then motivate
the development of a physically realistic driving mechanism for the simulation
of a subrange of the turbulent cascade.
Many recent efforts in the simulation of plasma turbulence have adopted
strategy #1, to simulate the turbulent dynamics in reduced spatial dimensions
[53, 17, 54, 55, 56, 19, 57, 21]. The nature of Alfve´nic turbulence, however,
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is inherently three-dimensional, with variation in the direction parallel to the
magnetic field required to describe the physics of Alfve´n waves, and with varia-
tion in both dimensions perpendicular to the magnetic field required to capture
the dominant nonlinear term [46]. Therefore, any two-dimensional description
incompletely describes the physical effects that play a role in Alfve´nic plasma
turbulence.
Strategy #2 is to employ reduced ratios of plasma parameters to enable a
computationally feasible calculation. For example, for a fully ionized hydrogenic
plasma of protons and electrons with equal temperatures Ti/Te = 1, the ratio
of the ion to electron gyroradius ρi/ρe is equal to the square root of the mass
ratio mi/me, which has a physical value mi/me = 1836. Therefore, the ratio of
gyroradii is ρi/ρe =
√
mi/me ≃ 43. Reducing the mass ratio to mi/me = 100
preserves the limit mi/me ≫ 1 but reduces the ratio of gyroradii to ρi/ρe = 10,
lowering the computational resolution required to cover the range of scales from
the ion to the electron gyroradius. The primary disadvantage of using dimen-
sionless ratios that are reduced from their physical values is that the numerical
results often cannot be directly compared with observational or experimental
measurements. In addition, reducing the extent of a finite dynamic range, as
in the reduction of ρi/ρe from 43 to 10, may lead to not only quantitative, but
possibly also qualitative, changes in the results. Continuing the example above
of using a reduced mass ratio to reduce the scale separation between ρe and ρi,
since collisionless Landau damping by ions peaks at k⊥ρi ∼ 1 and by electrons
peaks at k⊥ρe ∼ 1, reduction of the mass ratio can artificially enhance elec-
tron damping at the ion scale, qualitatively changing the amount of dissipated
energy absorbed by electrons, and likely altering the scaling of the magnetic
energy spectrum in the dissipation range, since the spectrum is determined by
a balance of the rate of nonlinear energy transfer to the rate of collisionless
damping [14, 46].
The viewpoint of the authors is that strategy #3, to model the turbulence
only over a subrange of the turbulent cascade, can achieve a computationally
feasible calculation without sacrificing the advantage of physical realism. Since
a steady-state turbulent spectrum can only be achieved by a steady rate of en-
ergy injection into the turbulence at large scales and an equal rate of resolved
turbulent energy dissipation at small scales, this problem reduces to construct-
ing appropriate numerical mechanisms for turbulent driving and dissipation.
Turbulence simulations that directly model the driving scale of the turbulence
require some numerical dissipation mechanism to remove energy from the sim-
ulation at the smallest resolved scales (where the scale corresponding to the
physical dissipation mechanism is unresolved1). Similarly, simulations that aim
1Historically, simulations of MHD turbulence have followed this strategy, modeling the
driving of the turbulence at the outer scale and using viscosity and resistivity as the dissipation
mechanism. Viscosity and resistivity are fluid closures for the dissipation in the strongly
collisional limit, a limit not applicable to the weakly collisional conditions of many space,
astrophysical, and laboratory plasmas of interest. Therefore, viscosity and resistivity in MHD
turbulence simulations often represent ad hoc numerical mechanisms for dissipation, generally
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to model directly the physical dissipation mechanisms require some numerical
mechanism for injecting energy into the turbulence at the domain scale (where
the scale corresponding to the physical driving mechanism is larger than the sim-
ulation domain). It is also possible to model the central range of the turbulent
cascade (for example, to model the transition at k⊥ρi ∼ 1 in Figure 1), where
both a numerical driving mechanism and a numerical dissipation mechanism
are required [43]. The focus of this paper is to describe a physically motivated
mechanism for numerical driving of plasma turbulence simulations where the
simulation domain is smaller than the physical driving scale of the turbulent
cascade. The key physical concept motivating our implementation of the driving
is that the turbulent cascade is mediated by nonlinear interactions between coun-
terpropagating Alfve´n waves. We find that this manner of driving minimizes the
transition from the driving scale to the inertial regime of the turbulence, thereby
maximizing the effective dynamic range of the turbulent cascade.
The effort to devise an appropriate numerical mechanism for driving turbu-
lence to simulate the small-scale end of the turbulent cascade is motivated by
the intense interest that has recently arisen in identifying and characterizing
the physical processes responsible for the dissipation of plasma turbulence and
the consequent heating of the plasma species. Vigorous efforts to address this
new frontier in plasma turbulence have been driven by significant advances in
observational studies, enabling direct measurements of the turbulence at the
dissipative scales in the near-Earth solar wind [24, 25, 26, 27, 28, 29], and in
numerical methods for study of kinetic dissipation mechanisms [43, 58, 17, 59,
60, 61, 53, 46, 62, 50, 63, 19, 20, 21].
The anisotropy inherent in magnetized plasma turbulence introduces subtle,
but important, complications in devising an appropriate mechanism for turbu-
lent energy injection into a simulation domain whose largest scale falls within the
inertial range. The characteristic anisotropy in wavevector space over different
scale ranges of Alfve´nic plasma turbulence, as described earlier in this section,
is depicted in Figure 2. At the outer scale k⊥ρi ∼ 10−4, the turbulent fluctu-
ations are believed to be approximately isotropic, with k‖ ∼ k⊥. But energy
is transferred through the inertial range preferentially to smaller perpendicular
scales, as described by the scale-dependent anisotropy, k‖ ∝ kq⊥, where we have
adopted the Goldreich-Sridhar model for turbulence with q = 2/3 [8] to con-
struct this figure. When the turbulent cascade enters the dissipation range at
k⊥ρi ∼ 1, the turbulence becomes yet more anisotropic, with a scaling k‖ ∝ k1/3⊥
[48, 14, 16, 50]. Turbulent power is believed to fill the region below this bound-
ary of critical balance, filling the shaded region in the figure [8, 38, 14, 50]. A
simulation intended to model the central part of the turbulent cascade, as de-
picted in Figure 2, must take into account the characteristic anisotropy of the
turbulent fluctuations in three important ways. First, the simulation domain
must reflect the anisotropy of the turbulence, which motivates using an elon-
not rigorous models of the physical mechanisms responsible for the dissipation of turbulence
in a weakly collisional plasma.
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Figure 2: Schematic diagram of the distribution of energy in the k⊥ − k‖ plane, highlighting
the turbulence driving scale, typical simulation domain, and domain scale driving.
gated domain to describe optimally the turbulent fluctuations. And, second,
the numerical mechanism for driving the turbulence must drive fluctuations
with the expected anisotropy of the turbulence at the domain scale. The third
and final consideration, if the simulation is intended to model the case of strong
turbulence [7, 8], is that the amplitude of the turbulent driving should generate
turbulent fluctuations satisfying the condition of critical balance [64, 8]. These
three aspects of simulating turbulence have been implemented by a number of
other authors, e.g., [38, 51, 65, 52].
The wavenumber range in (k⊥, k‖) that is covered by a modest simulation
of a subrange of the physical turbulent cascade is depicted in Figure 2 by the
dashed box. Note that, in (k⊥, k‖) space, the lower left corner of this dashed
box corresponds to the perpendicular and parallel domain scale, and the upper
right corner corresponds to the perpendicular and parallel resolution. In the
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case plotted in Figure 2, the simulation domain scale is given by (k⊥0ρi, k‖0ρi) =
(10−1, 10−2), so that the simulation domain is an elongated box of dimensions
L‖0×L2⊥0, where L‖0 = 200πρi and L⊥0 = 20πρi. Similarly, the fully de-aliased
resolution of the simulation is ∆l‖ ≃ 4.5πρi and ∆l⊥ ≃ πρi/2. The elongation
of the simulation domain is chosen so that the largest scale perpendicular and
parallel fluctuations correspond to the anisotropic fluctuations that coincide
with the condition of critical balance (the line along the upper boundary of the
shaded region in Figure 2). By driving the anisotropic turbulent fluctuations
at the domain scale (in which k⊥0 > k‖0) at the amplitude specified for critical
balance, a cascade of strong plasma turbulence can be driven. This numerical
mechanism for driving the turbulence is inspired by the physical properties of
Alfve´nic turbulence.
Modern theories of anisotropic incompressible MHD turbulence are based on
the key concept that the turbulent cascade of energy from large to small scales
is driven by the nonlinear interaction between counterpropagating Alfve´n waves
[5, 7, 8, 9, 12]. Therefore, our numerical mechanism for driving the turbulence
in a physically realistic manner is to drive Alfve´n waves that travel both up and
down the equilibrium magnetic field. Since the Alfve´n wave in the MHD limit,
kρi ≪ 1, has no parallel magnetic field perturbation, δB‖ = 0, an Alfve´n wave
can be driven effectively by applying a parallel current throughout the simula-
tion domain (corresponding to generating a body force). The parallel current is
applied across the domain as a plane wave with the wavevector and frequency
of the desired Alfve´n wave. If the driven waves reach amplitudes satisfying the
condition of critical balance, nonlinear interactions between these driven Alfve´n
waves rapidly generate a turbulent cascade of energy to small scales. The condi-
tion of critical balance implies that the timescale of the nonlinear energy transfer
balances the linear timescale of the interacting Alfve´n waves, thus the frequency
of the plane wave component of parallel current is chosen to be approximately
the linear frequency of the domain scale Alfve´n waves, and the driving should
decorrelate on approximately the same timescale. The aim of this numerical
driving method is to model the nonlinear transfer of energy from counterpropa-
gating Alfve´n waves at scales larger than the simulation domain to the domain
scale Alfve´n waves. This physically motivated driving is accomplished with the
Oscillating Langevin Antenna, defined and characterized in the remainder of
this paper.
3. A Simple Model of Antenna Driving
Before discussing the complexities of an antenna driven by a Langevin equa-
tion, we begin by discussing the simple case of sinusoidal driving of an incom-
pressible MHD plasma to understand the general response of the plasma as a
function of driving frequency. The incompressible MHD equations can be cast
in Elsasser form [66] as
∂z±
∂t
∓ vA · ∇z± = −z∓ · ∇z± −∇P/ρ0 + ν∇2z± + F±, (1)
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∇ · z± = 0, (2)
where the magnetic field is decomposed into equilibrium and fluctuating parts
B = B0 + δB, vA = B0/
√
µ0ρ0 is the Alfve´n velocity due to the equilibrium
field B0 = B0zˆ, P is total pressure (thermal plus magnetic), ρ0 is mass density,
the Laplacian term leads to damping where viscosity and resistivity have been
set equal ν = η, F± is an external forcing, and z± = u ± δB/√4πρ0 are the
Elsa¨sser fields given by the sum and difference of the velocity fluctuation u and
the magnetic field fluctuation δB expressed in velocity units. The divergence
condition (2) specifies the pressure in the incompressible plasma [10],
∇2P/ρ0 = −∇ ·
(
z∓ · ∇z±) . (3)
The second term on the left-hand side of (1) is the linear term representing the
propagation of the Elsa¨sser fields along the mean magnetic field at the Alfve´n
speed, the first term on the right-hand side is the nonlinear term representing
the interaction between counterpropagating waves, and the second term on the
right-hand side is a nonlinear term that enforces incompressibility through (3).
Focusing on the evolution of a single Fourier mode z±k , we choose to write
(1) in the simplified functional form
∂z±k
∂t
∓ iωlz±k + γz±k = F±k , (4)
where the second term on the left-hand side represents the characteristic linear
response where the linear frequency is ωl = k‖vA, and the third-term represents
the loss of energy from the single Fourier mode z±k with effective frequency
γ. Here, the loss term γ = ωnl + νk
2 combines two separate physical effects:
(i) linear damping due to viscosity and resistivity given by νk2; and (ii) the
nonlinear transfer of energy through interactions with all other Fourier modes
via the nonlinear interaction and pressure terms, where we generalize the effects
of these terms as a nonlinear frequency response, ωnlz
±
k ∼ z∓ · ∇z±k +∇P/ρ0.
The physics described by (4) is similar to the physics of the driven, damped
harmonic oscillator, described by
d2x
dt2
+ γ
dx
dt
+ ω2l x = F. (5)
If F is assumed to be a sinusoidal driving of the form F = A0 sinωt, then the
steady-state portion of the solution to (5) is
x(t) =
A0√
(ω2l − ω2)2 + γ2ω2
sin (ωt+ δ), (6)
where δ = arctan
[−ωγ/(ω2l − ω2)]. Solving (4) via a similar Fourier transform
method yields a steady-state amplitude response of
|z±k | =
A0√
(ωl − ω)2 + γ2
. (7)
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Figure 3: The normalized amplitude A/A0 vs. normalized driving frequency ω/ωl for a driven,
damped harmonic oscillator (solid) and for (4) describing an incompressible MHD plasma
(dashed) with γ/ωl = 0.9.
Although the mathematical forms of these solutions to (4) and (5) are not identi-
cal, they do share a similar qualitative form, demonstrating that the solution for
a single Fourier mode in a sinusoidally driven incompressible MHD plasma will
share similar physical properties with the driven, damped harmonic oscillator.
We now consider the response of a single Fourier mode in Alfve´nic turbulence
according to (4). The condition of critical balance in the case of strong MHD
turbulence implies a balance between the linear and nonlinear frequencies ωnl ∼
ωl [8, 14, 46]. In addition, we are interested in the regime where the linear
damping rate is weak, ν ≪ ωl. Consequently, we expect the energy loss rate for
a single Fourier mode in strong Alfve´nic turbulence to be represented by γ ∼ ωl.
For sinusoidal driving of the formA0 sinωt, we plot the normalized amplitude
response A/A0 as a function of the normalized driving frequency ω/ωl for both
the case of the driven, damped harmonic oscillator (solid) and the case of the
solution to Elsasser equation (4) for an incompressible MHD plasma (dashed) in
Figure 3. In this plot, we have taken the energy loss rate, dominated by nonlin-
ear energy transfer in the case of the turbulent plasma, as γ/ωl = 0.9. Defining
the resonant frequency ωR as the driving frequency resulting in the maximum
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amplitude response, for the case of the driven, damped harmonic oscillator, we
obtain ωR/ωl =
√
1− (1/2)(γ/ωl)2; for the case of the incompressible MHD
plasma, we obtain ωR/ωl = 1. For driving frequencies below the resonant fre-
quency, ω < ωR, the resulting amplitude is essentially constant. For frequencies
above resonance, however, the coupling becomes very poor, due to the injection
and removal of energy faster than the oscillator or plasma can respond.
Using the intuition gained from this exploration of the linear response of a
given mode, we address the issue of how to choose an appropriate driving fre-
quency for simulations of plasma turbulence. In order to obtain efficient coupling
between the driving antenna and the plasma, the analysis above demonstrates
that one must drive with a frequency at or below the resonant frequency, which
is approximately equal to the linear frequency. Therefore, we choose a driving
frequency ω . ωl. If one attempts to drive the plasma with a frequency above
the linear frequency of the wavenumber mode being excited, there will be an
impedance mismatch and very little energy will enter the plasma, analogous to
the case of a damped, driven harmonic oscillator. This effect has been observed
by Parashar et al. [67] in 2D hybrid kinetic numerical simulations. For the case
of strong turbulence, the nonlinear energy transfer frequency balances the linear
frequency, ωnl ∼ ωl [8, 14, 46]. Since our antenna aims to model the nonlinear
energy transfer from fluctuations at slightly larger scales than our simulation
volume, we expect the driving frequency to be given by the nonlinear frequency,
ω ∼ ωnl. Therefore, for realistic driving of turbulence simulations at a driving
scale within the turbulent inertial range, the appropriate choice is a driving
frequency that is the same order of magnitude as the linear frequency, ω ∼ ωl,
which fortunately ensures good coupling of the antenna to the turbulent plasma.
4. Oscillating Langevin Antenna
4.1. Numerical Implementation of Antenna
We wish to construct an antenna that will drive Alfve´nic fluctuations in a
simulation of plasma turbulence. For a plasma with an equilibrium magnetic
field, B0 = B0zˆ, the eigenfunction for the Alfve´n wave has no magnetic field
fluctuation in the direction parallel to the equilibrium magnetic field, δBz = 0.
Maxwell’s equations require that ∇ ·B = 0, which reduces to k⊥ · δB⊥ = 0 for
a plane Alfve´n wave with wavevector k = k⊥ + kzzˆ. To drive a general per-
pendicular magnetic field fluctuation δB⊥, one can impose through the plasma
a current parallel to the equilibrium magnetic field, J = Jzzˆ. Since we can
express the magnetic field fluctuation in terms of the curl of a vector poten-
tial, δB = ∇ × A and the current in terms of the curl of the magnetic field,
J = (c/4π)∇ × B, a parallel current can be generated by driving the paral-
lel component of the vector potential according to Jz = −(c/4π)∇2Az. The
magnetic field generated by this parallel vector potential is given by
δB⊥ = −zˆ ×∇Az = i (kyAzxˆ− kxAzyˆ) . (8)
Therefore, a given Fourier mode of δB⊥ can be generated by specifying a Fourier
mode of Az with wavevector k = kxxˆ+ ky yˆ + kz zˆ.
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Our implementation of the oscillating Langevin antenna drives a parallel
body current through the plasma, where the properties of the antenna are spec-
ified by four parameters:
1. Wave vector k
2. Amplitude A0
3. Characteristic frequency ω0 (real)
4. Decorrelation rate γ0 < 0 (real).
Note that the frequency and decorrelation rate can be written together more
concisely in complex notation as ωa = ω0+ iγ0. The parallel vector potential of
the antenna Aza is given by
Aza(kx, ky, kz, t) = ane
ik·r, (9)
where the discrete (complex) value of the driving coefficient at timestep n is
an = a(tn). We initialize the driving coefficient as a0 = A0 exp (iφ), where the
choice of phase, φ, is arbitrary.
The driving coefficient is evolved by the equation
an+1 = ane
−iωa∆t + Fa∆t, (10)
where
Fa = σun, (11)
un is a delta-correlated uniform complex random number, Re(un) ∈ [−1/2, 1/2]
and Im(un) ∈ [−1/2, 1/2], σ is an amplitude to be determined by the require-
ment that the antenna amplitude satisfy 〈|an|2〉 = A20, and brackets indicate an
ensemble average. Applying this requirement to equation (10) leads to
A20
(
1− e2γ0∆t) = σ2∆t2〈|un|2〉. (12)
For numerical convergence, we require that |ωa|∆t≪ 1. Also, 〈|un|2〉 = 1/6 for
un as defined above. Therefore,
σ = A0
√
12
|γ0|
∆t
. (13)
Note that this definition of σ is only valid for un as defined above. For instance,
un constructed from a Gaussian complex random number would result in a
different value for σ.
The relation between (10) and a standard stochastic process becomes more
apparent when converted to the form of a finite difference advance in time using
e−iωa∆t ≃ 1− iωa∆t to yield
an+1 − an
∆t
= −iwaan + Fa. (14)
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The continuous version of this equation is thus
da
dt
= −iω0a+ γ0a+ Fa. (15)
If we take a = dv/dt, then Fourier transforming in time yields a = −iω0v. Sub-
stituting this relation into (15) shows that this is the equation of a stochastically
driven and damped harmonic oscillator [68]
da
dt
= −ω20v + γ0a+ Fa. (16)
Physically, (16) describes the motion of a harmonic oscillator with charac-
teristic frequency ω0 and damping rate γ0, where damping is due to stochastic
particle collisions which serve to both damp the oscillator and cause random
fluctuations. In the absence of the oscillating term in (16), it reduces to the
standard Langevin equation describing Brownian motion [69]. Although our
antenna is not governed by particle collisions, it obeys (16); therefore, we refer
to our antenna as an oscillating Langevin antenna.
An important note should be made here: Although our driving method
includes a Gaussian random number, un, which represents white noise, (10)
integrates the white noise to achieve Brownian motion. White noise, depicted
in Figure 10, applies energy equally at all frequencies, while the oscillating
Langevin antenna applies energy with a peak centered on the driving frequency.
Fourier transforming (15) yields a squared amplitude response of the antenna
in the form of a Lorentzian peaked about the antenna driving frequency
|a|2 = σ
2|u˜n|2
(ω − ω0)2 + γ20
, (17)
where u˜n is the Fourier transform of un (white noise). As expected, the full-
width at half-maximum (FWHM) of the antenna amplitude is proportional to
the decorrelation rate, FWHM= 2
√
3γ0.
4.2. Examples of Driving by Oscillating Langevin Antenna
In Figure 4, we present an example of the evolution and frequency response
of the oscillating Langevin antenna with amplitude A0 = 100, angular frequency
ω0 = 2π rad/s, and decorrelation rate γ0 = −1 rad/s. Note that this driving
angular frequency corresponds to a linear frequency f = 1 Hz. The figure
was produced by evolving equation (10) for 128 periods with ∆t = 2π/(ω0np) =
1/64 s, where np = 64 is the number of points per period. The Nyquist frequency
is thus ωNq = 2π/2∆t = ω0np/2 = 64π rad/s. In the upper panel, the real
(blue), imaginary (red), and amplitude (green) of the antenna are plotted over
only the first ten periods. In the second panel, the amplitude (green), the
amplitude with a boxcar average with width 250 points applied (red), and the
average amplitude (black) are plotted for the full 128 periods. In the third
panel, the Fourier transform of the antenna (green) and a boxcar averaged
14
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Figure 4: Temporal evolution of a single oscillating Langevin antenna with A0 = 100, ω0 =
2pi rad/s, and γ0 = −1 rad/s. Top: Real (blue), imaginary (red), and the magnitude (green)
of the complex vector potential over 10 periods. Middle: Magnitude (green), boxcar average
of the magnitude (red), and overall average of the magnitude (black) of a over 128 periods.
Bottom: The frequency spectrum of the antenna (green) and its boxcar average (red) along
with the full-width at half-maximum.
(width of 25 points) version of the amplitude (red) of the full 128 periods are
plotted. Performing an average of 64 ensembles, we obtain an average amplitude
< |a| >= 103 ± 54, average linear frequency < f >= 1.003 ± 0.083 Hz, and
average<FWHM>= 0.57±0.08 Hz, where brackets indicate ensemble averages
and errors represent one standard deviation. The theoretical FWHM based on
the Lorentzian response is FWHM= 0.55 Hz. The ensemble averages and the
temporal response of the antenna represent excellent agreement with the values
specified for the driving.
A similar single simulation with parameters A0 = 100, ω0 = 2π rad/s,
γ0 = −2π rad/s, and np = 64 is presented in Figure 5. Again, performing an
average of 64 ensembles, we find < |a| >= 107 ± 55, < f >= 0.97 ± 0.32 Hz,
and <FWHM>= 3.1±0.3 Hz. The theoretical FWHM based on the Lorentzian
response is FWHM= 3.4 Hz. As expected for this case, the amplitude and
central frequency are statistically unchanged from the first simulation, but the
decorrelation rate (quantized by the FWHM) is larger, indicating the energy of
the antenna will be spread into a wider range of frequencies than the first case.
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Figure 5: Temporal evolution of a single oscillating Langevin antenna with A0 = 100, ω0 =
2pi rad/s, and γ0 = −2pi rad/s. Top: Real (blue), imaginary (red), and the magnitude (green)
of the complex vector potential over 10 periods. Middle: Magnitude (green), boxcar average
of the magnitude (red), and overall average of the magnitude (black) of a over 128 periods.
Bottom: The frequency spectrum of the antenna (green) and its boxcar average (red) along
with the full-width at half-maximum.
4.3. Characterization of Antenna Behavior
The effective independent dimensionless variables determining the antenna
evolution for a given amplitude A0 and driving frequency ω0 are the normalized
decorrelation rate γ0/ω0 and normalized time step ω0∆t. To explore the region
of validity of the antenna, we choose fiducial values corresponding to the second
set of parameters presented above, A0 = 100, ω0 = 2π rad/s, γ0 = −2π rad/s,
and ω0∆t = 2π/np = π/32 and separately vary γ0 and ∆t to characterize the
behavior of the antenna in terms of the resulting average amplitude, FWHM,
and frequency.
The results of varying the decorrelation rate γ0 are presented in Figure 6.
The circles correspond to ensemble averages over 64 ensembles, error bars are
the standard deviation, and dotted lines correspond to the expected theoretical
values. Although the FWHM is well-behaved for all values of γ0, the aver-
age amplitude and central frequency begin to deviate significantly from their
theoretical values for γ0/ω0 & 4.
The effect of variation in the time step size ∆t is presented in Figure 7.
Again, we see that the antenna is well behaved for ω0∆t . 0.4. This behavior
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Figure 6: The average amplitude, FWHM, and central frequency of the oscillating Langevin
antenna over 64 identically prepared ensembles with A0 = 100, ω0 = 2pi rad/s, and ω0∆t =
pi/32 fixed as the decorrelation rate, γ0, is varied. The circles and error bars represent the
ensemble average and standard deviation, and the dotted lines represent the theoretical values.
is expected because we assumed |ωa|∆t ≪ 1 in the derivation of the discrete
form of the Langevin equation. Note, the very poor agreement for the FWHM
at ω0∆t = π/2 is due to the FWHM extending beyond the Nyquist frequency
for this case.
The results above demonstrate quantitatively that the antenna is well be-
haved for sufficiently small time steps and decorrelation rates. As discussed in
the following section, the decorrelation rates of interest for plasma turbulence
simulations are γ0/ω0 . 1, within the regime of acceptable behavior. Similarly,
numerical convergence of simulation results always requires sufficiently small
time steps satisfying ω0∆t ≪ 1. Therefore, our implementation of the oscillat-
ing Langevin antenna is expected to be well behaved for the proposed use of
driving plasma turbulence simulations.
5. Implementation
Having defined and characterized the oscillating Langevin antenna in Sec-
tion 4, we now describe the use of the antenna for driving plasma turbulence
simulations in the Astrophysical Gyrokinetics Code, AstroGK.
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Figure 7: The average amplitude, FWHM, and central frequency of the oscillating Langevin
antenna over 64 identically prepared ensembles with A0 = 100 and ω0 = −γ0 = 2pi rad/s
fixed as the time step, ∆t, is varied. The circles and error bars represent the ensemble average
and standard deviation, and the dotted lines represent the theoretical values.
5.1. AstroGK
A detailed description of AstroGK and the results of linear and nonlinear
benchmarks are presented in [59], so we only provide here a brief overview of
the code.
AstroGK is an Eulerian slab code with triply periodic boundary conditions
that solves the electromagnetic gyroaveraged Vlasov-Maxwell five-dimensional
system of equations. It solves the gyrokinetic equation and gyroaveragedMaxwell’s
equations for the perturbed gyroaveraged distribution function, hs(x, y, z, λ, ǫ),
for each species s, the parallel vector potential Az, the parallel magnetic field
perturbation δBz, and the scalar potential φ [70, 71]. The simulation domain
is elongated in the direction of the equilibrium magnetic field. Velocity space
coordinates are related to the energy, ǫ = v2/2, and pitch angle, λ = v2⊥/v
2.
The equilibrium velocity distribution for all species is treated as Maxwellian,
and a realistic mass ratio, mp/me = 1836, is employed for all simulations.
The x-y plane is treated pseudospectrally, and an upwinded finite-differencing
approach is employed for the z-direction. Integrals over velocity space are eval-
uated following Gaussian quadrature rules. Linear terms are evolved implicitly
in time, while nonlinear terms are evolved explicitly by a third-order Adams-
Bashforth method. Collisions are treated using a fully conservative, linearized,
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and gyroaveraged collision operator [72, 73].
5.2. Antenna Parameter Determination
Incompressible MHD turbulence is mediated by counterpropagating Alfve´n
waves since only counterpropagating waves interact nonlinearly [4, 5, 7, 8, 10].
If one adopts the convention that ω > 0, then counterpropagating waves are de-
scribed by oppositely signed parallel wave numbers. Also, for the nonlinearity
to be nonzero, the polarization in the perpendicular plane of the counterpropa-
gating Alfve´n waves cannot be coplanar [10]. Note that these properties make
Alfve´nic turbulence inherently three dimensional [46, 12, 10]. We initialize coun-
terpropagating and perpendicularly polarized Alfve´n waves in our simulation by
driving the four lowest wavenumber modes in our domain. If the modes are la-
belled (kxL⊥, kyL⊥, kzL‖), where the simulation domain is 2π(L⊥, L⊥, L‖), the
driven Fourier modes are (1, 0,±1) and (0, 1,±1). Note that the amplitude of
each driven mode can be independently specified. By specifying more energy
in the field parallel or anti-parallel antenna components, imbalanced turbulence
can be generated.
An arbitrary number of modes may be driven in AstroGK, however, we
find that driving just these four modes is sufficient to develop a state of strong
Alfve´nic turbulence. Driving only at the smallest wave numbers in the domain
is consistent with the physical model that the largest scales in our simulation re-
ceive energy through nonlinear interactions between counterpropagating Alfve´n
waves at scales slightly larger than the simulation domain.
The condition of critical balance [8] is used to determine the appropriate
driving amplitude for the antenna to ensure that a state of strong turbulence is
achieved in the simulation. The importance of specifying an amplitude sufficient
to achieve strong turbulence cannot be underestimated—many existing plasma
turbulence simulations in the literature do not specify sufficiently large driving
amplitudes (or initial amplitudes for the case of decaying turbulence simula-
tions), and consequently only a state of weak turbulence is achieved. Critical
balance can be expressed as a balance between the linear frequency ωl = kzvA
and the nonlinear frequency, ωl ∼ ωnl = C2k⊥v⊥ [14, 74], where C2 is an order
unity Kolmogorov constant. The MHD Alfve´n wave linear eigenfunction satis-
fies v⊥ = ±δB⊥/
√
4πn0imi. At k⊥ρi & 1, the Alfve´n wave transitions into the
dispersive kinetic Alfve´n wave (KAW). More generally, the linear eigenfunction
of the Alfve´n/KAW satisfies v⊥ = ωlδB⊥/
√
4πn0imi [14], where
ωl =
ωl
k‖vA
= ±
√
1 +
(k⊥ρi)2
βi + 2/(1 + Te/Ti)
(18)
is the linear dispersion relation of Alfve´n/KAWs and βi = v
2
ti/v
2
A. Using the
eigenfunction relationship and (8), we can express critical balance in terms of A˜z ,
ωl ∼ C2k2⊥ωlA˜z/
√
4πn0imi, where A˜z is the Fourier coefficient of the parallel
vector potential. Therefore, driving critically balance turbulence at a given scale
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requires that the steady-state antenna amplitude satisfy
A˜z =
ωl
√
4πn0imi
k2⊥C2ωl
. (19)
As noted in section 4, the long-time response of the antenna is a Lorentzian.
In the presence of a plasma, the long-time energy response in a particular
wavenumber interval of the plasma remains Lorentzian and takes the form
|Az(t→∞)|2 = NA
2
0
(ω − ω0)2 + (γl + γnl)2
, (20)
where N is the number of modes driven, overbar indicates normalization by
k‖vA, ω0 is the antenna frequency, γl is the linear damping rate, and γnl ≃ ωnl
is the nonlinear energy transfer rate of energy out of the driven wave mode. Since
we typically drive at k⊥ρi . 1, the linear damping rate will be much smaller than
the nonlinear energy transfer rate: γl ≪ ωnl. Also, ωl ∼ ωnl in critical balance.
Due to the shifting frequency of the antenna, ω − ω0 ∼ [0, 1]ωnl ∼ [0, 1]ωl. To
account for this, we introduce a parameter δ ∈ [1, 2] so that the denominator
becomes ω2l δ. Therefore,
|Az(t→∞)| =
√
NA0
ωl
√
δ
. (21)
Equating (19) and (21), we arrive at the final form for the necessary driving
amplitude to achieve a state of critically balanced, strong turbulence
A0 =
ωlB0k‖
√
δ
C2k2⊥
√
N
. (22)
We typically take δ = 2 and C2 = 1 to evaluate (22).
Finally, we need to specify the driving frequency, ω0, and decorrelation rate,
γ0 of the antenna. Since the energy entering our simulation is meant to mimic
turbulence cascaded from larger scales, the frequency of the input energy should
be lower than the linear frequency of the driven mode. Thus, we choose a driving
frequency slightly below the characteristic linear frequency of the plasma at the
driving wavelength, ωl = k‖vAωl. We typically take ω0 = 0.9ωl. We also want a
decorrelation rate of order the linear frequency but below the antenna frequency
since the nonlinear cascade rate at a given scale is expected to be equal to or
less than the linear frequency at that scale. Therefore, γ0 ≤ ω0 based upon
physical expectations, and we typically choose γ0 = −0.8ωl.
Although we have focused here on a discussion of driving strong turbulence in
our domain, by reducing the driving amplitude A0 to a value less than that given
by (22), we can intentionally drive weak turbulence. Perez and Boldyrev [51]
noted that an elongated simulation domain is necessary for the optimal study of
weak turbulence, which allows them to use reduced MHD simulations. Reduced
MHD is indeed a limit of gyrokinetics [16]. As part of its ordering, gyrokinetics
necessitates the use of an elongated simulation domain, which implies that the
assumed ordering underlying our simulations can also be used for studying weak
turbulence.
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Figure 8: Evolution of the perpendicular magnetic energy spectrum for a βi = 1 fully nonlinear
AstroGK simulation driven as outlined in section 5.2. The solid lines represent the energy
at t ≃ 0.1, 0.2, 0.4, 0.8, 1.6, 3.2, and 6.4τD (red, green, blue, cyan, magenta, yellow, and black
respectively) and the dotted line is from a larger, higher resolution simulation with similar
plasma parameters. The vertical line at k⊥ρi = 10 represents the edge of the simulation
domain.
5.3. Saturation of Strong Turbulence in AstroGK Simulations
Driving in the manner described above generates well-developed turbulence
across the full simulation domain within approximately one domain-scale turnaround
time: τD = 2π/ωD. Since we choose to drive in critical balance, τD = τAlfven =
2π/vAkzD, where kzD = 2π/Lz. To demonstrate this, we plot in Figure 8
the evolution of the perpendicular magnetic energy spectrum, EB⊥ = δB
2
⊥/k⊥,
spanning 0.1 to 6.4τD for a simulation of strong Alfve´nic turbulence in a βi =
1 plasma using AstroGK driven by the oscillating Langevin antenna as de-
scribed above—full details of the simulation are provided in [50]. The specific
parameters of the antenna for this simulation are: ω0 = 1.14kzDvA ≃ ωl,
γ0 = −0.9kzDvA, A0 = ρiB0/ξ, and with four driven wavenumber modes
(kx, ky, kz/ξ)ρi = (1, 0,±1) and (0, 1,±1), where the spatial extent of the do-
main is (Lx, Ly, Lz) = 2πρi(1, 1, 1/ξ) and ξ is an elongation factor. The time
step at the beginning of the simulation was ∆t = 5 × 10−3/kzDvA but de-
creased to ∆t ≃ 2 × 10−5/kzDvA during the course of the simulation to ensure
the Courant-Friedrichs-Lewy (CFL) condition is satisfied at the smallest spatial
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Figure 9: Plasma response to the oscillating Langevin antenna. In both panels, the plasma
response is plotted in red and the antenna is black. Panel a) is the response for the driven
mode with k⊥ρi = 1 and kzρi/ξ = 1. The antenna parameters are the same as used in the
simulation, ω0 = ±1.14 and γ0 = −0.9. Panel b) is the response in the middle of the domain
with k⊥ρi = 5 and kzρi/ξ = 1. The antenna parameters are ω0 = ±6 and γ0 = −ω0/2pi.
scales. The only energy input into the system is via the oscillating Langevin
antenna. Within one turnaround time, the spectrum develops an approximate
k−2.8⊥ scaling, consistent with solar wind observations [25, 26, 28].
In addition, we plot the magnetic energy spectrum from a previously pub-
lished AstroGK simulation over the entire dissipation range from the ion to the
electron Larmor radius scale [46]. This simulation employs the same plasma
parameters as employed above, but covers a much larger spatial dynamic range.
The antenna and plasma parameters of the larger simulation are identical to
the smaller simulation with the following exceptions: six modes were driven,
(kx, ky, kz/ξ)ρi = (±1, 0,±1) and (0, 1,±1), and the ending time step was
∆t ≃ 2.4 × 10−6/kzDvA. We see that the results of this larger simulation
(dotted) agree well with the results of the smaller simulation in Figure 8.
5.4. Comparing Turbulent Driving to Fluctuations in Turbulence Simulations
In Figure 9, we examine the plasma response to the oscillating Langevin
antenna for the same small simulation discussed above. In both panels, the
red line is the plasma response, and the black line is the sum of antennae with
positive and negative frequencies to represent waves driven up and down the
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magnetic field. Both quantities have applied to them a boxcar average with a
width of 2. In panel a) of the figure is the driven mode of the plasma with k⊥ρi =
1 and kzρi/ξ = 1, and the antenna has the same parameters as those used in the
simulation, ω0 = ±1.14kzDvA and γ0 = −0.9kzDvA. The linear frequency of this
plasma mode is ωl = 1.14kzDvA, which corresponds to the driving frequency.
Clearly, the plasma response of this mode is dominated by the driving. It can
also be seen that more energy is driven into the positive frequency mode, which
implies somewhat imbalanced driving. The accumulation of energy in the ω = 0
mode is expected because this mode is responsible for nonlinear scattering in
three-wave interactions of turbulence and is self-consistently generated [75, 7,
76, 50, 10].
In panel b) of Figure 9 is the plasma response in the middle of the perpen-
dicular domain, k⊥ρi = 5 and and kzρi/ξ = 1. The simulation is not driven at
this wavenumber, but it is valuable to compare the natural plasma response to
that of the oscillating Langevin antenna to determine if the antenna does indeed
resemble turbulence at a given scale. The linear frequency associated with this
mode is ω ≃ 6, so we model the plasma response with an antenna having a fre-
quency ω0 = 6. We choose an antenna decorrelation rate γ0 = −ω0/2π to fit the
response. Although the antenna fit to the plasma appears poor, the subjective
appearance is deceptive. The discussion in §3 suggests the plasma will respond
poorly to energy input above the linear frequency of a given mode. Therefore,
the apparent excess energy in the tails of the antenna will couple poorly to the
plasma. Further, the valley between the antenna peaks will be self-consistently
populated by low frequency modes generated in critically balanced turbulence
[10].
6. Comparison to Other Driving Methods
We have described one method by which turbulence simulations can be
driven; however, many methods are used throughout the literature to initialize
or drive turbulence. We now briefly discuss the two most common approaches
to generating plasma turbulence in numerical simulations.
6.1. Decaying
One common method to inject energy into turbulence simulations is to ini-
tialize a set of modes at the beginning of the simulation and observe how they
decay and energy is cascaded to smaller scales over time. Decaying simulations
of turbulence can be initialized in a variety of ways to facilitate the study of
various phenomena, for example: generalized Orszag-Tang vortices to simulate
magnetic reconnection driven turbulence in electron MHD (EMHD) [77] or hy-
brid simulations [17], a spectrum of energy across a band of Fourier modes with
varying angular distributions in EMHD [78], exact plasma eigenmodes with
equal energy in particle-in-cell simulations [58, 79], energy in only the largest
Fourier mode in gyrokinetic simulations [80], equal energy across a collection of
large scale Fourier modes in Landau fluid simulations [81].
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Decaying turbulence simulations have the advantage of specifying an exact
initial condition and energy state, which provide precise control of the simula-
tion. This is ideal when the goal of the simulation is to either study the evolution
of exact plasma eigenmodes or a specific physical configuration (e.g., Orszag-
Tang vortices); however, it is unlikely to represent many physical systems since
a collection of isolated exact eigenmodes or an ideal spatial configuration are
rare events. Therefore, decaying simulations tend to represent highly ideal-
ized physical processes. Also, decaying simulations are incapable of achieving a
steady-state by definition.
6.2. Direct Injection of Noise
Direct injection of noise has been used to drive many turbulence simulations.
The simulations employ a variety of methods for injecting energy; however, they
all do so by setting the Fourier coefficients of the velocity and/or magnetic field
to random numbers at either each time step or over finitely correlated times for
a band of wave vectors with appropriate normalizations and constraints, e.g.,
∇ ·B = 0, applied to the Fourier coefficients prior to advancing the fields. The
Fourier coefficients are typically updated by randomizing only the phase with
fixed amplitude integrated over all driven wavenumbers [37, 51, 65, 49], ran-
domizing the phase and amplitude within a Gaussian envelope [38], or choosing
random phase, amplitude, and driving wavenumber from a band of wavenumbers
[82]. Mu¨ller and Grappin [83] drive a simulation by initializing and ”freezing”
modes in a given band of wavenumbers, which is similar to the method used in
decaying turbulence simulations except that the initial condition is held fixed.
As demonstrated by its ubiquity, this method of driving is capable of generat-
ing strong turbulence; however, the physical motivation for the various driving
methods outlined above is unlikely to be representative of large scale energy
being cascaded into the simulation domain. Although useful from an analysis
standpoint, injecting energy with fixed amplitude and constant or varying phase
with respect to time is not well motivated physically. Randomizing the phase
and amplitude from a range of Gaussian distributed amplitudes is likely more
realistic, but still leaves unspecified the frequency spectrum of the energy input
into the system.
Many simulations employ finite time correlated driving wherein the Fourier
coefficients are updated at some fraction of the system crossing time. For this
type of driving, the frequency of the energy input is difficult to determine with-
out greater detail than is typically provided. However, simulations that employ a
delta-correlated driving correspond to directly injecting white noise in frequency.
White noise driving can be described by an equation similar to equation (15) in
the absence of oscillations and damping,
da
dt
=
√
2A0un. (23)
The evolution of this type of antenna is depicted in Figure 10. The ensemble
average of 64 similar runs for driving of this type is < |a| >= 108.1649 ±
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Figure 10: Temporal evolution of a single, delta-correlated white noise antenna with A0 = 100.
Top: Real (blue), imaginary (red), and the magnitude (green) of the complex vector potential
over 10 periods. Middle: Magnitude (green), boxcar average of the magnitude (red), and
overall average of the magnitude (black) of a over 128 periods. Bottom: The frequency
spectrum of the antenna (green) and its boxcar average (red).
40.28515. As expected, the energy injected by white noise is evenly distributed
across all frequencies. This will result in a magnetic energy spectrum E(ω) ∝
δB2/ω ∝ ω−1.
White noise driving might be motivated by an attempt to mimic the energy
containing region of turbulence since the energy containing region is expected to
be inhomogeneous and have an energy spectrum that scales as k−1. Although
the spectral exponent is −1, this is due to a constant energy distribution in
space. The temporal distribution of energy in this region is not known but is
unlikely to be constant. Note that solar wind observations of this region depict a
frequency spectrum with spectral exponent −1; however, this is a measurement
of spatial plasma fluctuations and not temporal plasma oscillations due to the
high Mach number flows and single point measurements of the solar wind, e.g.,
see [3].
Most of the methods outlined in this section reach a steady-state within
a few turnaround times, so they are efficient at developing strong turbulence.
Despite the rapidity with which they develop strong turbulence, the methods
tend to pollute wavenumbers approximately a factor of two or more beyond
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their driven range with driving effects. For instance, Perez and Boldyrev [51]
drive in the perpendicular direction with 1 ≤ k⊥ ≤ 2, but the driving can be
seen to affect perpendicular wavenumbers up to k⊥ . 4.
7. Summary
We have presented a novel method for driving plasma turbulence simulations
via an oscillating Langevin antenna that is evolved via the Langevin equation.
This method of driving plasma turbulence was motivated by a desire to perform
turbulence simulations in which the largest scale of the simulation is smaller
than the scale at which energy is physically injected into the plasma environ-
ment that is being modeled. In other words, the outer scale of the inertial range
of the physical turbulent system is larger than the simulation domain scale. An
overview of the properties of plasma turbulence relevant to driving in a physical
manner were explored in §2. Also, the response of the plasma to simple sinu-
soidal driving was considered in §3, where we found that the driving frequency
of the antenna must be below the characteristic linear frequency of the plasma
to avoid an impedance mismatch.
Driving turbulence via the oscillating Langevin antenna requires counter-
propagating Alfven waves, in which each driven plane Alfven wave is completely
characterized by four parameters: the wavevector k, amplitude A0, frequency
ω0, and decorrelation rate γ0. We have shown that the oscillating Langevin
antenna represents an efficient and flexible method to drive Alfve´nic turbulence
simulations that mimics cascaded turbulent energy entering a numerical sim-
ulation domain from scales larger than those included in the simulation. By
varying the antenna amplitude, we are able to drive strong or weak turbulence
into the simulation domain, and the turbulence can be balanced or imbalanced.
The domain of validity of the antenna was explored in §4, where we found
that the antenna is well behaved for de-correlation rates |γ0| . 4ω0 and time
steps ∆t . 0.4/ω0. For all cases of interest, the nonlinear cascade rate is less
than or equal to the linear frequency, so |γ0| . 4ω0 is always satisfied. Also,
∆t ≪ 1/ωl to ensure numerical accuracy of any simulation, where ωl is the
linear response of the plasma. Therefore, the antenna is expected to be well
behaved in any reasonable turbulence simulation.
In §6, we examined two of the most common methods, decaying and injection
of noise, of generating turbulence in numerical simulations and compared them
to the oscillating Langevin antenna. We found that both of these common
methods have certain inherent advantages but that neither is well motivated
physically nor does either method represent a realistic frequency response of
energy entering the simulation domain.
Although our presentation of the oscillating Langevin antenna has focused on
its usage to drive Alfve´nic turbulence in the Astrophysical Gyrokinetics Code,
the prescription for the antenna given in §4 is sufficiently generic to permit
implementation of similar schemes in other numerical simulations of plasma
turbulence.
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