Abstract. In this paper we deduce by Γ-convergence some partially and fully linearized quasistatic evolution models for thin plates, in the framework of finite plasticity. Denoting by ε the thickness of the plate, we study the case where the scaling factor of the elastoplastic energy is of order ε 2α−2 , with α ≥ 3. We show that solutions to the threedimensional quasistatic evolution problems converge, as the thickness of the plate tends to zero, to a quasistatic evolution associated to a suitable reduced model depending on α.
Introduction
The subject of this paper is the rigorous derivation of quasistatic evolution models for nonlinearly elastic -finitely plastic plates. The problem of deriving lower dimensional models for thin structures has been intensively studied since the early 90's by means of a rigorous approach based on Γ-convergence [1, 18] . Starting from the seminal paper [15] , this approach has led to establish a hierarchy of limit models for plates [15, 16] , rods [32, 33, 35, 36] , and shells [14, 20, 21] , in the stationary framework and in the context of nonlinear elasticity. More recently, the Γ-convergence approach to dimension reduction has gained attention also in the evolutionary framework: in nonlinear elasticity [2] , crack propagation [3, 13] , linearized elastoplasticity [11, 22, 23] , and delamination problems [30] .
In this paper we justify via Γ-convergence some linearized quasistatic evolution models for a thin plate, whose elastic behaviour is nonlinear and whose plastic response is governed by finite plasticity with hardening. We remark that different schools in finite plasticity are still competing and a generally accepted model is still lacking (see e.g. [5] ). We shall adopt here a mathematical model introduced in [6, 27, 28] . We assume that the reference configuration of the plate is the set Ω ε := ω × − ε 2 , ε 2 , where ω is a domain in R 2 and ε > 0 represents the thickness of the plate. Following the lines of [19] and [26] , we consider deformations of the plate η ∈ W 1,2 (Ω ε ; R 3 ) satisfying the multiplicative decomposition ∇η(x) = F el (x)F pl (x) for a.e. x ∈ Ω ε , where F el ∈ L 2 (Ω; M 3×3 ) is the elastic strain, F pl ∈ L 2 (Ω ε ; SL (3)) is the plastic strain and SL(3) := {F ∈ M 3×3 : det F = 1}. To guarantee coercivity in the plastic strain variable, we suppose to be in a hardening regime. More precisely, the stored energy associated to a deformation η and to its elastic and plastic strains is expressed as follows:
where W el is a frame-indifferent elastic energy density satisfying the standard assumptions of nonlinear elasticity, and W hard describes hardening. The plastic dissipation is given in terms of a dissipation distance D : M 3×3 ×M 3×3 → [0, +∞], which is defined via a positively 1-homogeneous potential H D (see Section 2) .
We consider a subset γ d of ∂ω and for every t ∈ [0, T ] we prescribe on γ d × − for every x = (x , εx 3 ) ∈ Ω ε , where α ≥ 3, u 0 ∈ C 1 ([0, T ]; C 1 (ω; R 2 )), v 0 ∈ C 1 ([0, T ]; C 2 (ω)) and ∇ denotes the gradient with respect to x .
As usual in dimension reduction, we perform a change of variable to state the problem on a fixed domain independent of ε. We consider the set Ω := ω × − To deal with the nonlinear structure of the energy, we follow the approach of [12] : we assume φ ε (t) to be a C 1 diffeomorphism on R 3 and we write deformations η ∈ W 1,2 (Ω ε ; R 3 ) as
where z ∈ W 1,2 (Ω; R 3 ) satisfies z(x) = ψ ε (x) = (x , εx 3 ) H 2 -a.e. on γ d × − . To any plastic strain F pl ∈ L 2 (Ω ε ; SL(3)) we associate a scaled plastic strain P ∈ L 2 (Ω; SL(3)) defined as P := F pl • ψ ε and we rewrite the stored energy as
where ∇ ε z := (∇ z| 1 ε ∂ 3 z). In this setting, according to the variational theory for rate-independent processes developed in [24] , a quasistatic evolution for the boundary datum φ ε is a function t → (z(t), P (t)) ∈ W 1,2 (Ω; R 3 ) × L 2 (Ω; SL(3)) such that for every t ∈ [0, T ] the following two conditions are satisfied:
(qs1) global stability: there holds z(t) = ψ ε H 2 -a.e. on γ d × − and (z(t), P (t)) minimizes F ε (t,z,P ) + ε α−1ˆΩ D(P (t),P ) dx, among all (z,P ) ∈ W 1,2 (Ω; R 3 ) × L 2 (Ω; SL(3)) such thatz = ψ ε H 2 -a.e. on γ d × − F ε (t, z(t), P (t)) + ε α−1 D(P ; 0, t) = F ε (0, z(0), P (0)) + ε α−1ˆt 0ˆΩ E ε (s) : ∇φ ε (s, z(s))(∇φ ε ) −1 (s, z(s)) dx ds.
In the previous formula, D(P ; 0, t) is the plastic dissipation in the interval [0, t] (see Section 4), E ε (t) is the stress tensor, defined as E ε (t) := 1 ε α−1 DW el ∇φ ε (t, z(t))∇ ε z(t)(P ) −1 (t) ∇φ ε (t, z(t))∇ ε z(t)(P ) −1 (t) T , and α ≥ 3 is the same exponent as in the expression of the boundary datum. Our main result is the characterization of the asymptotic behaviour of quasistatic evolutions as ε → 0. More precisely, in Theorem 4.9 and Corollaries 5.2 and 5.3 we show that, given a sequence of initial data (z ε 0 , P ε 0 ) which is compact in a suitable sense, if t → (z ε (t), P ε (t)) is a quasistatic evolution for the boundary datum φ ε (according to (qs1)-(qs2)), satisfying z ε (0) = z ε 0 and P ε (0) = P 
where p(t) ∈ L 2 (Ω; M 3×3 ) with tr p(t) = 0 a.e. in Ω. If α > 3 there hold u ε (t) → u(t) strongly in W 1,2 (ω; R 2 ), (1.1)
for every t ∈ [0, T ], where u(t) ∈ W 1,2 (ω; R 2 ) and v(t) ∈ W 2,2 (ω). If α = 3, the convergence of the in-plane and the out-of-plane displacements holds only on a t-dependent subsequence. Moreover, t → (u(t), v(t), p(t)) is a solution of the following reduced quasistatic evolution problem: for every t ∈ [0, T ] (qs1) rα reduced global stability:
and (u(t), v(t), p(t)) minimizeŝ In the above formulas,p and p (t) are the 2 × 2 minors ofp and p(t) given by the first two rows and columns, ∇ denotes the gradient with respect to x , Q 2 and B are two symmetric, positive definite quadratic forms on M 2×2 and M 3×3 , respectively, for which an explicit formula is provided (see Sections 2 and 3), C 2 is the tensor associated to Q 2 and D H D is the plastic dissipation in the interval [0, t] for the reduced model (see (4.22) ).
We remark that Theorem 4.9 is only a convergence result. In fact, the issue of the existence of a quasistatic evolution in finite plasticity according to (qs1)-(qs2), is quite delicate, and it has only recently been solved in [25] by adding to the stored-energy functional some further regularizing terms in the plastic component. We shall not add these further terms here, we rather show, in the last section, that our convergence result can be extended to sequences of approximate discrete-time quasistatic evolutions, whose existence is always guaranteed (see Theorem 6.2). The limit quasistatic evolution problem identified in (qs1) rα -(qs2) rα , on the other hand, has always a solution (see Remark 4.7).
The constant L α in the limit problem encodes the main differences between the cases α > 3 and α = 3. Indeed, for α = 3, the limit energy contains the nonlinear term 1 2 ∇ v ⊗∇ v, which is related to the stretching due to the out-of-plane displacement. For α > 3 the limit problem is completely linearized and, in the absence of hardening, coincides with that identified in [11] starting from three-dimensional linearized plasticity. However, we point out that the role of the hardening term in the present formulation is fundamental to deduce compactness of the three-dimensional evolutions (see Step 1, Proof of Theorem 4.9).
The limit stored energy and the limit plastic dissipation potential have both been deduced in the static case by Γ-convergence arguments. Indeed, in the absence of plastic deformations (p = 0) the stored energy reduces to the Von Kármán functional for α = 3 and to the linear plate functional for α > 3, which have been rigorously justified via Γ-convergence in [16] as low energy limits of three-dimensional nonlinear elasticity. In the case where plastic deformation is allowed, the energy in (qs1) rα has been obtained in [10] as Γ-limit of a suitable scaling of the three-dimensional energy in (qs1). Our particular choice of the boundary datum and the scaling of the displacements are motivated by these results.
The setting of the problem and some arguments in the proofs are close to those of [31] . In particular, the proof of Theorem 4.9 follows along the general lines of [29] , where an abstract criterion for convergence of quasistatic evolutions is provided.
A major difficulty in the proof of the reduced energy balance is related to the compactness of the stress tensors E ε (t). In fact, due to the physical growth assumptions on W el , weak L 2 compactness of E ε (t) is in general not guaranteed. However, the sequence of stress tensors satisfies the following properties: there exists a sequence of sets O ε (t), which converges in measure to Ω, such that on O ε (t) the stresses E ε (t) are weakly compact in L 2 , while in the complement of O ε (t) their contribution is negligible in the L 1 norm. This mixedtype convergence is enough to pass to the limit in the three-dimensional energy balance. This argument of proof is similar to the one used in [34] by Mora and Scardia, to prove convergence of critical points for thin plates under physical growth conditions for the energy density.
A further difficulty arises because of the physical growth conditions on W el : the global stability (qs1) does not secure that z ε (t) fulfills the usual Euler-Lagrange equations. This is crucial to identify the limit stress tensor. This issue is overcome by proving that z ε (t) satisfies the analogue of an alternative first order condition introduced by Ball in [3, Theorem 2.4] in the context of nonlinear elasticity, and by adapting some techniques in [34] .
Finally, to obtain the reduced global stability condition, we need an approximation result for triples (u 
in terms of smooth triples. Arguing as in [11, Section 3] , such a density result is proved under additional regularity assumptions on ∂ω and on γ d (see Lemma 3.3).
The paper is organized as follows: in Section 2 we set the static problem and we describe the limit functional. In Section 3 we recall the compactness results proved in [10] and we prove an approximation result for triples (u, v, p) satisfying (1.3). Section 4 concerns the formulation of the quasistatic evolution problems, the statement of the main results of the paper and the construction of the mutual recovery sequence, whereas Section 5 is entirely devoted to the proofs of the convergence of quasistatic evolutions. Finally, in Section 6 we discuss convergence of approximate discrete-time quasistatic evolutions. Notation We shall write any point x ∈ R 3 as a pair (x , x 3 ), where x ∈ R 2 and x 3 ∈ R. We shall use the following notation: given ϕ : Ω → R 3 , we denote by ϕ : Ω → R 2 the map
and for every η ∈ W 1,2 (Ω) we denote by ∇ η the vector
, we use the notation M to represent the minor
Preliminaries and setting of the problem
Let ω ⊂ R 2 be a connected, bounded open set with C 2 boundary. Let ε > 0. We assume that the set Ω ε := ω × − ε 2 , ε 2 is the reference configuration of a finite-strain elastoplastic plate, and every deformation η ∈ W 1,2 (Ω ε ; R 3 ) fulfills the multiplicative decomposition
where (3)) is the plastic strain and SL(3) := {F ∈ M 3×3 : det F = 1}. The stored energy (per unit thickness) associated to a deformation η and to its elastic and plastic strains can be expressed as follows:
where W el is the elastic energy density and W hard describes hardening.
Properties of the elastic energy
We assume that
We also assume that there exists a symmetric, positive semi-definite tensor C :
the quadratic form Q encodes the local behaviour of W el around the identity, namely
Remark 2.1. By [9, Proposition 1.5] and by (H3) and (H5), there holds
where c 3 is a positive constant. Moreover, by (H1) and (H5), there exist c 4 , c 5 , γ > 0 such that, for every G 1 , G 2 ∈ B γ (Id) and for every F ∈ M 3×3 + the following estimate holds true 
Hence, the quadratic form Q satisfies:
and by (H4) it is positive definite on symmetric matrices. This, in turn, implies that there exist two constants r C and R C such that
and
Remark 2.3. We note that (2.2) entails, in particular,
By combining (2.2) with (2.6) we deduce also that there exists a constant c el2 such that
for every F ∈ M 3×3 , |F | < c el2 .
Properties of the hardening functional
We assume that the hardening map W hard : M 3×3 → [0, +∞] is of the form
Here K is a compact set in SL(3) that contains the identity as a relative interior point, and the map W hard : M 3×3 → [0, +∞) fulfills W hard is locally Lipschitz continuous,
where c 6 is a positive constant. We also assume that there exists a symmetric, positive definite tensor B :
the quadratic form B satisfies
(2.9)
In particular, by the hypotheses on K there exists a constant c k such that
Combining (2.8) and (2.9) we deduce also
the set of symmetric trace-free matrices, namely
→ [0, +∞) be a convex, positively one-homogeneous function such that
For every F ∈ M 3×3 consider the quantity
Note that, by the Jacobi's formula for the derivative of the determinant of a differentiable matrix-valued map, if D(Id, F ) < +∞, then F ∈ SL(3).
We define the dissipation distance as the map D :
We note that the map D satisfies the triangle inequality 16) where α ≥ 3 is a given parameter.
Remark 2.4. We remark that there exists a positive constant c 7 such that
Indeed, by the compactness of K and the continuity of the map D on SL(3) × SL(3) (see [28] ), there exists a constantc 7 such that
By the previous estimate, (2.18) needs only to be proved in a neighbourhood of the identity. More precisely, let δ > 0 be such that log F is well defined for F ∈ K and |F − Id| < δ. If F ∈ K is such that |F − Id| ≥ δ, by (2.19) we have
If |F − Id| < δ, taking c(t) = exp(t log F ) in (2.14), inequality (2.13) yields
Collecting the previous estimates we deduce (2.17) and (2.18).
2.1.
Change of variable and formulation of the problem. We suppose that the boundary ∂ω is partitioned into two disjoint open subsets γ d and γ n , and their common boundary ∂ ∂ω γ d = ∂ ∂ω γ n (topological notions refer here to the relative topology of ∂ω). We assume that γ d is nonempty and that ∂ ∂ω γ d = {P 1 , P 2 }, where P 1 , P 2 are two points in ∂ω. We denote by Γ ε the portion of the lateral surface of the plate given by
2 . On Γ ε we prescribe a boundary datum of the form
for every x = (x , εx 3 ) ∈ Ω ε , where u 0 ∈ C 1 (ω; R 2 ), v 0 ∈ C 2 (ω) and α ≥ 3 is the same parameter as in (2.16).
We consider deformations η ∈ W 1,2 (Ω ε ; R 3 ) satisfying
As usual in dimension reduction, we perform a change of variable to formulate the problem on a domain independent of ε. We consider the set Ω := ω× − To every deformation η ∈ W 1,2 (Ω ε ; R 3 ) satisfying (2.21) and to every plastic strain F pl ∈ L 2 (Ω ε ; SL (3)), we associate the scaled deformation y := η • ψ ε and the scaled plastic strain
, the scaled deformation satisfies the boundary condition
Denote by A ε (φ ε ) the class of pairs (y (3)) such that (2.23) is satisfied. Applying the change of variable (2.22) to (2.1) and (2.16), the energy functional is now given by 24) where ∇ ε y(x) := ∂ 1 y(x) ∂ 2 y(x) 1 ε ∂ 3 y(x) for a.e. x ∈ Ω. The plastic dissipation potential is given by
where P ε,0 := F 0 pl • ψ ε is a preexistent plastic strain. We remark here that the asymptotic behaviour of sequences of pairs (y ε , P ε ) ∈ A ε (φ ε ) such that
is of order ε 2α−2 has been studied in [10] under suitable assumptions on the maps P ε,0 .
Compactness results
In this section we collect two compactness results that were obtained in [10] and we state an approximation result which will be crucial in the proof of the reduced global stability condition. In the first theorem, the rigidity estimate proved by Friesecke, James and Müller in [15, Theorem 3 .1] allow us to approximate sequences of deformations whose distance of the gradient from SO(3) is uniformly bounded, by means of rotations (see [10, Theorem 3.3] ).
sym be the operator given by
where for every F ∈ M 2×2 the triple (λ 1 (F ), λ 2 (F ), λ 3 (F )) is the unique solution to the minimum problem
We remark that for every F ∈ M 2×2 , A(F ) is given by the unique solution to the linear equation
This implies, in particular, that A is linear. We define the quadratic form
By properties of Q, we have that Q 2 is positive definite on symmetric matrices. We also define the tensor
sym , given by
We remark that by (3.6) there holds
Given a sequence of deformations (y ε ) ⊂ W 1,2 (Ω; R 3 ), we consider some associated quantities: the in-plane displacements 9) and the out-of-plane displacements
(3.10)
For every sequence (y ε ) in W 1,2 (Ω; R 3 ) satisfying both (2.23) and (3.1), we introduce also the strains 11) where the maps R ε are the pointwise rotations provided by Theorem 3.1.
The next theorem allows us to deduce some compactness properties for the displacements and strains and a liminf inequality for the scaled stored energy and plastic dissipation potential, introduced in (2.24) and (2.25) (see [10, Theorem 3.4] ).
for every ε > 0. Let u ε , v ε and G ε be defined as in (3.9), (3.10), and (3.11), respectively. Then, there exist (u, v, p) ∈ A(u 0 , v 0 ) such that, up to subsequences, there hold 16) and the following estimate holds true y 18) and the 2 × 2 submatrix G satisfies
where
The sequence of plastic strains (P ε ) fulfills
(3.23) for every ε. Moreover, setting
and there exist a map
Proof. The proof follows easily by adapting [10, Proof of Theorem 3.4].
We conclude this section by providing an approximation result for triples (u, v, p) ∈ A(0, 0) by means of smooth triples. More precisely, denoting by C ∞ c (ω ∪ γ n ) the sets of smooth maps having compact support in ω ∪ γ n , the following lemma holds true.
The approximation of the plastic strain p is obtained by standard arguments. The approximation of the in-plane displacements and out-of-plane displacements follows by adapting the arguments in [11, Theorem 3.9 and Lemma 6.10].
The quasistatic evolution problem
In this section we set the quasistatic evolution problem. For every t ∈ [0, T ] we prescribe a boundary datum φ
for every x ∈ R 3 , where the map t → u 0 (t) is assumed to be
and plastic strains (3)). For technical reasons, it is convenient to modify the map t → φ ε (t) outside the set Ω. We consider a truncation function
where ε is such that
for some 0 < γ < α − 2. For α > 3 we also require
With a slight abuse of notation, for every t ∈ [0, T ] we still denote by φ ε (t) the map defined as
for every x ∈ R 3 .
Remark 4.2. Conditions (4.1) and (4.7) guarantee that φ ε (t) is indeed an extension of the originally prescribed boundary datum, for ε small enough. Conditions (4.3) and (4.5) provide a uniform bound with respect to t on the
3), (4.5) and (4.6), there exists ε 0 > 0 such that, for every t ∈ [0, T ] and ε < ε 0 , the map φ ε (t) : R 3 → R 3 is invertible with smooth inverse ϕ ε (t). Since
by (4.10) there holds
for every t ∈ [0, T ]. Hence, by the smoothness of u 0 and v 0 and by (4.3), we deduce the
where both constants are independent of t. In particular, (4.11) yields 15) and (4.12) implies
A direct computation shows that
Hence by (4.3), (4.5) and (4.6) there holds
for every t ∈ [0, T ] and for every ε < ε 0 . Therefore, (4.3), (4.5), (4.7), (4.15) and (4.16) yield 19) and ∇ϕ
By Remark 4.2 for ε small enough the function φ ε (t) is a smooth diffeomorphism for every t ∈ [0, T ]. This implies that we are allowed to define a map t → z
as the pointwise solution of
for every t ∈ [0, T ]. We note that
for every t ∈ [0, T ]. According to this change of variable, the elastic energy at time t associated to the deformation y ε (t) can be written in terms of z ε (t) aŝ
For every t ∈ [0, T ] we define the three-dimensional stress as (3)), we define its dissipation as
Analogously, for every function
(4.22) Finally, we denote by F ε (t, z, P ) the quantity (3)). We are now in a position to give the definition of quasistatic evolution associated to the boundary datum t → φ ε (t). (3)) that satisfies the following conditions:
On the other hand, P ε (t) ∈ K a.e. in Ω and for ε small enough there exists two constants
Therefore, by hypothesis (H1) the quantity in (4.23) is finite and
for ε small enough. Finally, by (2.3) we obtain
Remark 4.5. By the frame-indifference (H3) of W el , there holds
For every α ≥ 3 we define a reduced quasistatic evolution as follows.
Definition 4.6. For α ≥ 3, a reduced quasistatic evolution for the boundary data t → u 0 (t) and
, that satisfies the following conditions:
, and setting
we havê
Remark 4.7. An adaptation of [7, Theorem 4.5] guarantees that, if α > 3, for every triple
, there exists a reduced quasistatic evolution t → (u(t), v(t), p(t)) (according to Definition 4.6) such that u(0) = u, v(0) = v and p(0) = p. Moreover, by adapting [7, Theorem 5.2 and Remark 5.4] one can show that the maps t → u(t), t → v(t) and
In the case α = 3, the existence of a reduced quasistatic evolution t → (u(t), v(t), p(t)) such that (u(0), v(0), p(0)) = (u, v, p) can still be proved by adapting [7, Theorem 4.5] . We remark that the proof of this result is more subtle than its counterpart in the case α > 3, due to the presence of the nonlinear term 1 2 ∇ v ⊗ ∇ v. In fact, for α = 3 one can not prove the analogous of [7, Theorem 3.8] and can not guarantee that the set of discontinuity points of the function t → e 3 (t) is at most countable. Hence, when trying to prove the analogous of [7, Theorem 4.7] , that is, to deduce the converse energy inequality by the minimality, some further difficulties arise to study convergence of the piecewise constant interpolants of t → e 3 (t). To cope with this problem, one can apply [8, Lemma 4.12] , which guarantees the existence of partitions of [0, T ] on which the Bochner integrals of some relevant quantities can be approximated by Riemann sums, and argue as in [3, Lemma 5.7] .
Remark 4.8. By takingp = p(t) in (qs1 rα ), it follows that a reduced quasistatic evolution
Hence, in particular, there holdsˆΩ
With the previous definitions at hand we are in a position to state the main result of the paper.
Assume there exists a sequence of pairs (y 27) for every (ŷ,P ) ∈ A ε (φ ε (0)), and
Finally, for every ε > 0, let t → (z ε (t), P ε (t)) be an ε-quasistatic evolution for the boundary datum φ ε (t) such that
in Ω and
Then, there exists a reduced quasistatic evolution t → (u(t), v(t), p(t)) for the boundary data (u 0 (t), v 0 (t)) (according to Definition 4.6), such that u(0) =ů, v(0) =v, p(0) =p and, up to subsequences,
for every t ∈ [0, T ]. Moreover, for α > 3 up to subsequences there holds
In the case α > 3 the convergence result is stronger than the analogous result for α = 3 as the convergence of u ε (t) and v ε (t) holds on a subsequence independent of t. This is related to the fact that, for α > 3, once t → p(t) is identified, both t → u(t) and t → v(t) are uniquely determined. In the case α = 3 this property is not true anymore because of the presence of the nonlinear term
We shall prove the previous theorem in the next section. To conclude this section, we prove a technical lemma concerning some properties of the truncation maps θ ε and we provide the construction of the so-called "joint recovery sequence", that will be used in the proof of Theorem 4.9.
Proof. Denoting by O ε the set
by (4.37) and by Chebychev inequality, there holds
Hence, by (4.1) and (4.5),
To prove (4.40), we note that by (4.39) there holds
a.e. in Ω.
On the other hand, (4.2) yields θ
for every ε and for a.e. x ∈ Ω. Therefore (4.40) follows by the dominated convergence theorem.
For the sake of simplicity, in the next theorem we omit the time dependence of u 0 and v 0 . With a slight abuse of notation, we denote by φ ε the map
. We are now in a position to construct the joint recovery sequence.
Moreover, the following inequalities hold true: 49) where the submatrixĜ satisfieŝ
Proof. We divide the proof into four steps. In the first step we exhibit a sequence of deformations (ŷ ε ) satisfying (4.41)-(4.44). In the second step we construct a sequence (P ε ) of plastic strains and we prove the limsup inequality for the hardening and the dissipation terms. In the third step we rewrite the elastic energy in terms of some auxiliary quantities and in the fourth step we prove the limsup inequality for the elastic energy.
We first remark that by (3.12) and the boundary condition 
and by (4.7) and (4.38)
Step 1: Construction of the deformations
Since d has compact support in Ω, there holds
Hence,
In particular, the map
We extendũ andṽ to zero outside their support, we consider the functions
for every x ∈ R 3 , and we setŷ
It is easy to see thatŷ ε ∈ W 1,2 (Ω; R 3 ), we now check that
To prove it, we first remark that by (4.50)
Hence, it remains only to show that
2 . This implies (4.62) and (4.60).
To prove (4.41), we remark that by the smoothness ofũ andṽ, estimates (4.3), (4.5), (4.7) and (4.57) imply
On the other hand, we have
, so that (4.41) follows by (3.13), (4.6) and (4.63).
We now prove convergence of the out-of-plane displacements associated to (ŷ ε ). To show (4.44) we note that
By (3.13), up to subsequences, we can assume
Hence, by the dominated convergence theorem and the smoothness ofṽ we obtaiñ
By (3.13), (3.15), (4.58) and (4.59) we concludê
To prove (4.42) and (4.43) we note that
By (4.53), (4.64) and the dominated convergence theorem,
Hence, by (4.58), we havê
To complete the proof of (4.42) and (4.43), it remains to show that 1
By (4.65) there holds
By adding and subtracting the matrix (R ε ) we obtain
Combining (3.3) and (4.3), we deduce
On the other hand, by (3.2) and (4.53), the maps θ ε y
The L 2 -boundedness of the quantity in (4.66) follows now by combining (3.13), (3.14), (3.16), (4.5) and (4.59).
Step 2: Construction of the plastic strains Arguing as in [31, Proof of Lemma 3.6], we introduce the sets
we definep
so that, by (4.51), the sequence (P ε ) satisfies (4.45). Since trp = 0,
(4.67) By (4.67) we can estimate L 3 (Ω \ S ε ). Indeed by (2.11) and (4.52) there holds
By (4.51), (4.52) and (4.68) we deduce the following convergence properties: Step 4], we obtain (4.47) and (4.48).
Step 3: Convergence properties of the elastic energy To complete the proof of the theorem it remains to prove (4.49). To this purpose, let w ε be the map defined as
By (2.10) and (4.51), there exists a constant C such that By the two previous estimates it follows that (w ε ) is uniformly bounded in L 2 (Ω; M 3×3 ) and
Now, by (3.11) and the frame-indifference property (H3) of W el there holds
for a.e. x ∈ Ω, where
by (3.18), (4.52) and (4.73). Moreover, by (3.18), (4.51) and (4.72),
for every ε. Hence
which in turn, by (3.18), (4.52) and (4.73), yields
Analogously, we definê
by (2.10) and (4.45) we deduce
We defineĜ
(4.78) Arguing as before, we can prove that
We shall prove that there exists a sequence (
and such thatF
80) where
a.e. in Ω. To this purpose, we first observe that by (3.11), (4.78) and the frame-indifference hypothesis (H3) there holds
We set
By (4.63) there holds
We claim that, to prove (4.80) it is enough to show that
). Indeed, a Taylor expansion around the identity yields
Substituting the previous expression into (4.83) we obtain
Now, if α > 3, by (3.2) and (4.84) there holds
. Hence, by combining (4.6), (4.9), (4.79) and (4.85) we deduce (4.80).
In the case α = 3, by (4.84) and (4.85) there holds
Therefore, by (3.2) and (4.84) we have
. Therefore, once (4.85) and (4.86) are proved, (4.80) follows by (4.6), (4.8) and (4.79).
We now prove (4.85) and (4.86). By straightforward computations we have
) by (4.55). Moreover, (4.56) yields
Hence, by (3.17) and (4.64), there holds
On the other hand, by (4.53), (4.64), and the dominated convergence theorem
). Claim (4.85) follows now by combining (3.2), (3.5), (4.54), (4.88) and (4.89).
To prove (4.86), we observe that by (4.54), (4.88) and (4.89), if α = 3 there exists a constant C such that
for every ε. Hence, by (3.2) there holds
which converges to zero due to (4.6) and (4.84). On the other hand,
Moreover, by (4.64) and by the dominated convergence theorem there holds
). Combining (4.90) and (4.91), we deduce (4.86) and therefore (4.80).
Step 4: Limsup inequality for the elastic energy
We are now in a position to prove (4.49). We argue as in [31, Lemma 3.6]. We fix δ > 0 and we introduce the sets
where c el (δ) is the constant in (2.2). By (4.79) and (4.80) it follows that
By (4.76) and by Chebychev inequality we deduce
property (2.4) yields
a.e. in Ω. By (2.10) and (4.45) there holds
hence, by combining (4.63), (4.93) and (4.94) we deduce
which tends to zero owing to (3.12) and (4.6).
On the other hand, on the sets U ε we can use the estimate (2.2). Hence, by (4.74), (4.87) and the quadratic structure of Q we obtain 1
Now, by (4.76) and (4.92) there holdŝ
Indeed, by (4.80) and (4.92) it is enough to show that
By (4.75) and (4.78) we havê
Now, by (4.69), (4.71) and (4.77),ŵ ε − w ε = 0 in Ω \ S ε , whereas in the sets S ε we havê
Therefore, by (4.45), (4.46), (4.51) and (4.52), we deduce
). Combining these estimates with (3.18) and (4.70) we obtain (4.98).
Consider now the case α > 3. By (4.95)-(4.98) we have lim sup
Since δ is arbitrary, we deduce lim sup
By (4.81) and (4.92), up to an approximation argument, we may assume that d is such that
This, together with (4.99), implies (4.49).
In the case α = 3 a preliminary approximation argument is needed. Let (ũ k ) be a sequence in C ∞ c (ω ∪ γ n ; R 2 ), such that
(such a sequence exists by Lemma 3.
. It is easy to see that (4.82), (4.92) and (4.95)-(4.98) can still be deduced, and for every k we can construct a sequence (ŷ 
On the other hand,
A diagonal argument leads then to the estimate lim sup
Up to a further approximation, we may assume that d is such that
hence (4.49) follows by (4.100).
Convergence of quasistatic evolutions
The first part of this section is devoted to the proof of Theorem 4.9. We first prove the theorem for α > 3 and then we show how the proof must be modified for α = 3.
Proof of Theorem 4.9 in the case α > 3. The proof is divided into five steps.
Step 0: A priori estimates on the elasto-plastic energy Set y ε (t) := φ ε (t, z ε (t)) for every t ∈ [0, T ]. Arguing as in the proof of (4.21), it is immediate to see that
(5.1) In this step we shall show that there exists a constant C such that for every t ∈ [0, T ] and every ε there holds 1
(5.2) To this purpose, we first remark that since t → (z ε (t), P ε (t)) is an ε-quasistatic evolution, then P ε (t, x) ∈ K for a.e. x ∈ Ω, for every ε and t, (5.3)
hence ε α−1 p ε (t) ∈ K − Id for every ε and t and by (2.10) there exists a constant C such that
By the minimality condition (qs1), takingz(x) = (x , εx 3 ) andP (x) = Id for every x ∈ Ω, and observing that W hard (Id) = 0 a.e. in Ω by (2.9), we deduce
for every t ∈ [0, T ] and for all ε. By (2.18) and (5.3), there holds
where the last inequality follows by (2.10). Hence, Holder inequality yields
On the other hand, by frame indifference (H3) of W el we obtain
for every x ∈ Ω and for all t ∈ [0, T ]. By (4.1), (4.7) and (4.17) there holds
for every x ∈ Ω. Since α > 3, we deduce
Therefore,
for every x ∈ Ω. Now, by the smoothness of u 0 and v 0 , there exists a constant C such that
and there exist ε such that, if ε < ε, for every t ∈ [0, T ]
where c el is the constant in (2.2). Therefore, by (2.2), (2.5), and (5.8) we have
for every ε and for all t ∈ [0, T ].
By combining (5.5), (5.6) and (5.9) we obtain 1
(5.10)
Now, by (2.8) there holds
which in turn, by Cauchy inequality implies
for every ε and for all t ∈ [0, T ]. On the other hand, by (5.10) and (5.11), we deduce 1
for every ε and for all t ∈ [0, T ]. Estimate (5.2) follows now by (5.4), (5.11), (5.12) and the growth condition (H4).
Step 1: A priori estimate on the dissipation functional.
In this step we shall show that there exists a constant C, such that 1 ε α−1 D(P ε ; 0, t) ≤ C for every ε and for all t ∈ [0, T ]. (5.13)
By (qs2), (4.31) and (5.10)-(5.12) it is enough to show that there exists a constant C such that 1
for every ε and t ∈ [0, T ]. To prove (5.14), we first deduce some properties of the map t → E ε (t). Let R ∈ SO(3). By (2.10) and (5.3) there holds
Hence, the growth condition (H4) implies 19) where the constant C is independent of ε and t.
We consider the auxiliary maps
the elastic strains
and the matrices 20) for all t ∈ [0, T ]. Clearly we have
(5.25) Combining (5.24) and (5.25) we deduce
On the other hand, (5.16) and (5.17) yield
for every ε and for all t ∈ [0, T ]. Collecting (5.2), (5.23), (5.25) and (5.27), we obtain
for every ε and for all t ∈ [0, T ]. Now, by (5.20), (5.21) and the frame-indifference (H3) of W el we deduce the decomposition
We argue as in [34, Proof of Theorem 3.1, Steps 2-3] and we first show that there exist two positive constants k 1 , k 2 , independent of ε, such that
for every t ∈ [0, T ] and for a.e. x ∈ Ω. Indeed, let c el2 be the constant in (2.7). Suppose that ε α−1 |F ε (t)| ≥ c el2 . We remark that (H1), (5.3) and (5.12) imply in particular that det(∇ ε y ε (t)) > 0 a.e. in Ω.
Therefore, by (2.3) there holds
Consider now the case where ε α−1 |F ε (t)| < c el2 . Then, by (2.7) there holds
which in turn implies 
for every ε and for all t ∈ [0, T ]. By (5.16) there holds alsô
for every ε and for all t ∈ [0, T ]. Let now γ ∈ (0, α − 2) be the positive constant in the definition of the maps θ ε . Let O ε (t) be the set given by O ε (t) := {x ∈ Ω :
and let χ ε (t) : Ω → {0, 1} be the map
By Chebychev inequality and (5.28) we deduce
for every ε and for all t ∈ [0, T ]. By combining (5.33) and (5.35) we conclude that
By (5.34) the previous estimate implies also
On the other hand (2.7) yields the following estimate on the sets O ε (t):
which in turn, by (5.28), implies
for every ε and for all t ∈ [0, T ]. By (4.6), (5.16), (5.37) and (5.38), and since E ε (t) is symmetric by Remark 4.5, to prove (5.14) it is enough to show that there exists a constant C such that 1
for every ε and for all t ∈ [0, T ]. By (4.17), there holds
Estimate (5.39) follows directly by (4.3), (4.5), (4.7), and (4.18). To prove (5.40), we first provide an estimate for the L 2 norm of the maps 1 ε z ε 3 (t). To this purpose, let v ε (t) be defined as in (4.34) . It is easy to see that
for every ε and for all t ∈ [0, T ]. By (5.1), arguing as in the proof of Theorem 3.1,
By (5.17) and (5.19), we have
for every ε and t ∈ [0, T ]. Hence, by Poincaré inequality we deduce
which in turn, by the smoothness of v 0 , yields
By (5.17), (5.19) and Poincaré-Wirtinger inequality, we deduce
Therefore (4.2) and (5.43) yield
By Lemma 4.10, we deduce
Collecting (4.7), (5.41), (5.46) and (5.47), we deduce that there exists a constant C such that
for every ε and for all t ∈ [0, T ]. Therefore, to prove (5.40), it remains only to study the quantity
By (5.46), the first term in the right hand side of (5.41) is uniformly bounded in L 2 (Ω; M 3×3 ). Therefore, it remains to show that
is uniformly bounded in L 2 (Ω; M 3×3 ). By (4.5) and by the smoothness of v 0 , there holds
for every t ∈ [0, T ]. On the other hand,
Property (4.20) yields the estimate
for every t ∈ [0, T ], whereas by (4.5), (4.15) and (4.18)
hence by (5.44) and (5.46) we obtain
By combining (5.49)-(5.52), we deduce
for every ε and t ∈ [0, T ], therefore the quantity in (5.48) is uniformly bounded in L 2 (Ω; M 3×3 ), and the proof of (5.40) is complete. By (5.36)-(5.40), since all estimates are uniform both in ε and t, we deduce (5.14), which in turn yields (5.13).
Step 2: Reduced Stability Owing to the a priori bounds (5.2) and (5.13), we can apply the generalized version of Helly's Selection Principle in [29, Theorem A.1] . To show it, take Z := L 2 (Ω; M 3×3 ) endowed with the weak topology of L 2 , and set 
Moreover, by (4.30), p(0) =p. Let now t ∈ [0, T ] be fixed. By (5.1), (5.17), (5.19) and Poincaré inequality, up to subsequences there holds
Arguing as in the proof of Theorem 3.2 and owing to (5.2), we deduce the existence of a pair (u
) and a sequence ε j → 0 such that
In particular, by (4.28) and (4.29) we have u * (0) =ů and v * (0) =v. By (5.27) up to extracting a further subsequence, there exists a map
and the 2 × 2 submatrix (G * ) (t) satisfies We shall show that the triple (u * (t), v * (t), p(t)) satisfies the reduced stability condition (qs1 rα ). By Lemma 3.3, it is enough to prove the inequality for triples (û,v,p) ∈ A(u 0 (t), v 0 (t)) such thatũ
. By Theorem 4.11 there exists a sequence (ŷ εj ,P εj ) ∈ A εj (φ εj (t)) satisfyinĝ
in Ω, and symĜ 0 = sym ∇ û.
Inequality (qs1 rα ) follows now by the ε-stability (qs1) of (y ε (t), P ε (t)). By strict convexity of the quadratic form Q 2 , an adaptation of [7, Theorem 3.8] yields that, once p(t) is identified, there exist unique u(t) ∈ W 1,2 (ω; R 2 ) and v(t) ∈ W 2,2 (ω) such that (qs1 rα ) holds at time t. This implies that u * (t) = u(t), v * (t) = v(t) for every t ∈ [0, T ] and both (5.56) and (5.57) hold for the whole sequences u ε (t) and v ε (t) and for every t ∈ [0, T ]. Moreover, by (5.58)-(5.60) we have
Step 3: Convergence of the scaled stress In this step we shall show that for every t ∈ [0, T ] there exists a subsequence ε j , possibly depending on t, such that
To this purpose, for t ∈ [0, T ] fixed, let ε j → 0 be such that (5.58) holds and let F εj (t) be the map defined in (5.20) . By (5.2), (5.23) and (5.58) we deduce
On the other hand, by (5.2), (5.25), and (5.58), there holds
Hence, we conclude that 
Now, estimate (5.33) implies that the sequence (Ẽ εj (t)) is uniformly bounded in L 1 (Ω; M 3×3 ) and is equiintegrable, hence by Dunford-Pettis Theorem, up to extracting a further subsequence, there exists
Using a Taylor expansion argument in O ε (t), and arguing as in [34, Proof of Theorem 3.1,
Step 3] we deduce
sym ). By (5.16) and (5.19) , the sequence (R ε (t)) converges boundedly in measure to the identity, hence the previous convergence implies in particular (5.61) and (5.62).
Step 4: Characterization of the limit stress In this step we shall show that
This, in turn, will imply that all convergence properties established in the previous step hold for the entire sequences and for every t ∈ [0, T ]. We first remark that, choosingP = P ε (t) in (qs1) there holdŝ 
and let ε j be the sequence selected in the previous step.
It is clear that η 
) by (5.34), estimate (4.18) yields that the term in the first row of (5.71) converges to zero. By (4.20) , the term in the second row of (5.71) can be bounded as follows:
and hence converges to zero due to (5.34) . By (4.20) , there holds
which converges to zero, owing to (5.34). Therefore, (5.71) yields
By (4.6), (4.13) and (5.55) we deduce
Since α > 3, by (4.14) and (5.42) we have ξ εj 3 (y εj (t)) → x 3 strongly in L 2 (Ω). Hence, by the regularity of η,
By the dominated convergence theorem and by combining (4.6), (5.37), (5.61) and (5.72), we conclude thatˆΩ 
Step 5: Reduced energy balance To complete the proof of the theorem it remains to show that the triple (u(t), v(t), p(t)) satisfieŝ
Once (5.75) is proved, the opposite inequality in (qs2 rα ) follows by adapting of [7, Theorem 4.7] .
We claim that, to prove (5.75) it is enough to show that 
Hence, by (5.14) and the dominated convergence theorem we deduce
On the other hand, by Theorem 3.2 there holdŝ
Therefore, once (5.76) is proved, by (5.54) and (5.77), passing to the liminf in the ε energy balance (qs2), inequality (5.75) follows by (4.31).
To prove (5.76), we first study some properties of the maps z ε (t). By (4.11) and (5.44) there holds
for every t ∈ [0, T ], i = 1, 2. Hence, by (4.3), (4.6) and (5.55) we deduce
Moreover, by (5.45) we have
Hence, by (4.13), (4.34), (5.42) and (5.55),
for every t ∈ [0, T ]. In particular, by Lemma 4.10,
Arguing as in the proof of (5.40), we perform the decomposition 
To study the second term in the right-hand side of (5.81), we remark that by (5.41) and (5.53), there holds
On the other hand, (4.7), (4.19), (4.20) and (5.50) yield
ε . Hence, by (4.6) and (5.80) we have
). By combining (5.82) and (5.83) we obtain (5.76). This completes the proof of the theorem.
We give only a sketch of the proof of Theorem 4.9 in the case α = 3, as it follows closely that of Theorem 4.9 for α > 3.
Proof of Theorem 4.9 in the case α = 3. Steps 0-3 Steps 0-3 follow as a straightforward adaptation of the corresponding steps in the case α > 3, where now (5.7) holds with
for every x ∈ Ω and for all t ∈ [0, T ]. The only relevant difference is that we can not conclude that u(t) and v(t) are uniquely determined once p(t) is identified. Hence, now all convergence properties hold on t-dependent subsequences.
Step 4: Characterization of the limit stress Arguing exactly as in Step 4 of the proof of Theorem 4.9 for α > 3, we obtain
We take as test functions in (5.84) the maps
Passing to the limit as k → +∞ in the previous equation, by the dominated convergence theorem we deduceˆΩ
e. on Γ d , which implies E(t)e 3 = 0 a.e. in Ω. Hence, (3.6) yields E(t) = C 2 (e(t)), and
Step 5: Reduced energy balance Arguing as in Step 5 of the case α > 3, to prove (qs2 r3 ) it is enough to show that 
for every t ∈ [0, T ]. By (5.14) (which is still true for 
By (qs2), (4.31), (5.54) and (5.87) we deducê
Hence, to prove (5.86) it is enough to show that
To this purpose, fix t ∈ [0, T ] and let ε j → 0 be such that
Up to extracting a further subsequence, we may assume that ε j is the same subsequence we selected in the previous steps. We claim that
To prove the claim, we perform the decomposition (5.81). Now, arguing as in the proof of (5.82), and using (5.79) and Lemma 4.10 we obtain
To study the second term in the right-hand side of (5.81), we remark that by (4.7), (4.19) , (4.20) and (5.50), one has
By (5.46), there holds
which tends to zero due to (4.6). By (5.41), it remains only to study the asymptotic behaviour of
By (5.50), this is the same as studying the quantity
We claim that
. Indeed, by (4.15) and (4.18) and the smoothness of u 0 and v 0 ,
By (4.2), (4.12), and (5.43)(which can be proved arguing exactly as in Step 1 of the case α > 3), we deduce
(5.93) On the other hand, by (4.5) and (4.20) To conclude this section we show some corollaries of Theorem 4.9. We first prove that under the hypotheses of the theorem we can deduce convergence of the elastic energy and of the hardening functional. More precisely, the following result holds true.
Corollary 5.1. Under the assumptions of Theorem 4.9, for α > 3 for every t ∈ [0, T ], setting y ε (t) := φ ε (t, z ε (t)) there holds lim ε→0 1 ε 2α−2ˆΩ W el (∇ ε y ε (t)(P ε ) −1 (t)) dx =ˆΩ Q 2 (sym ∇ u(t) − x 3 (∇ ) 2 v(t) − p (t)) dx, and lim ε→0 1 ε 2α−2ˆΩ W hard (P ε (t)) dx =ˆΩ B(p(t)) dx. The analogous result holds true for α = 3 on the t-dependent subsequence ε j → 0 selected in Theorem 4.9.
Proof. The result follows by combining the liminf inequalities in Theorem 3.2, the ε-energy balance (qs2) and the reduced energy balance (qs1 rα ).
In particular, we can deduce strong convergence of the sequence of scaled plastic strains by the convergence of the energies. and tends to zero due to (5.100)-(5.102). On the other hand, by (5.100) and (5.104)
By combining the previous results, we deduce (5.98).
Convergence of the energy implies also strong convergence of the in-plane displacements. More precisely, the following result holds true. Our final result is to show that every sequence of approximate minimizers converges, as ε → 0, to a reduced quasistatic evolution. Theorem 6.2. Let α ≥ 3. Assume that t → u 0 (t) belongs to C 1 ([0, T ]; W 1,∞ (R 2 ; R 2 ) ∩ C 1 (R 2 ; R 2 )) and t → v 0 (t) belongs to C 1 ([0, T ]; W 2,∞ (R 2 ) ∩ C 2 (R 2 )), respectively. For every t ∈ [0, T ], let φ ε (t) be defined as in (4.10) and let (ů,v,p) ∈ A(u 0 (0), v 0 (0)) be such that Quasi-stability condition By (2.15) the piecewise constant interpolants fullfill F ε (t, z ε (t), P ε (t)) ≤ F ε (t,ẑ,P ) + ε α−1ˆΩ D(P ε (t),P ) dx + δ ε τ ε ε 2α−2 (6.9)
for every (ẑ,P ) ∈ A ε . The previous inequality will play the role of the ε-stability condition (qs1).
Discrete energy inequality
To adapt the proof of Theorem 4.9 we shall need an analogous of condition (qs2). To this purpose, we notice that, by (6.2) the following discrete energy inequality holds true . By iterating the discrete energy inequality, recalling that P ε (t) is locally constant, we obtain F ε (t, z ε (t), P ε (t)) + ε α−1 D(P ε ; 0, t) ≤ ε 2α−2 δ ε T + F ε (0, z 
Proof of the reduced stability condition and energy balance The reduced stability condition can be deduced as in Step 2 of the proof of Theorem 4.9. Moreover, arguing as in the proof of Theorem 4.9 one can show that E ε (t) converges in the sense of (5.37) and (5.61) to a limit stress E(t) such that E(t) = C(G(t) − p(t)).
The crucial step to deduce the reduced energy balance is to show that E(t)e 3 = 0 a.e. in Ω, that is, E(t) = C 2 (G (t) − p (t)). (6.11)
The main difference with respect to Theorem 4.9 is that in this case we can not deduce this condition starting from the three-dimensional Euler-Lagrange equations because (6.10) does not imply (5.68).
