| INTRODUCTION
Sequence-specific transcription factors (TFs) are proteins that regulate gene expression through binding to specific short DNA sequences in genomic regulatory elements (Vaquerizas, Kummerfeld, Teichmann, & Luscombe, 2009 ). The genes a TF can regulate depend on the DNA sequences to which it can bind, termed its DNA-binding specificity, as well as where those DNA sequences reside within the genome. Given a TF's binding specificity, one can identify potential binding sites in the genome, suggesting candidate target genes and providing a starting point to understand the connectivity of gene regulatory networks.
In recent years, techniques for characterizing the interactions between TFs and DNA-binding sequences have flourished, enabling the determination of binding specificities for numerous TFs from diverse species (Berger et al., 2006; Jolma et al., 2013; Weirauch et al., 2014) . Several databases of binding specificities currently exist (e.g., CIS-BP, HOCOMOCO, JAS-PAR, and UniPROBE), containing in vivo and in vitro learned specificity models for hundreds of TFs (Hume, Barrera, Gisselbrecht, & Bulyk, 2015; Khan et al., 2018; Kulakovskiy et al., 2016; Weirauch et al., 2014) . These databases enable scientists to obtain position weight matrices (PWMs) and sometimes k-mer (DNA sequences of length k) data for their TFs of interest, allowing interpretation of in vivo binding and prediction of regulatory targets (reviewed in Inukai, Kock, & Bulyk, 2017) . in vitro assays including PBMs, SELEX-seq, and MITOMI measure the inherent DNA-binding preferences of a TF (Berger et al., 2006; Jolma et al., 2013; Maerkl & Quake, 2007) . Chromatin immunoprecipitation followed by sequencing (ChIP-seq) experiments can be used to assess in vivo binding, which is complicated by the nuclear environment, including the presence of nucleosomes, chromatin modifications, and other TF co-factors (Johnson, Mortazavi, Myers, & Wold, 2007) . Therefore, it is valuable to have precise in vitro understanding of binding specificity to help interpret and explain modes of in vivo binding.
Importantly, these techniques provide binding information for DNA sequences across a wide range of affinities, rather than just the highest affinity sites. This depth of systematic information is a major shift from the previous paradigm of looking solely at consensus sites. This depth enables a more complete understanding of the full spectrum of interactions between TFs and their cognate sites, which would be missed by simply looking at PWM representations of binding or considering only high-affinity sites.
Given that these protein-DNA interactions are the specific connections that hold gene regulatory networks together, this detailed understanding of binding specificity leads to a more in-depth understanding of regulatory networks. Incorporating detailed, quantitative information on protein-DNA binding with gene expression data elucidates how networks integrate information to finely tune the expression of target genes. Additionally, understanding how families of TFs have diversified their sequence preferences allows investigation of how these regulatory networks can evolve.
In this review, we present various features that contribute to specificity in protein-DNA interactions, highlighting how recent structural and mechanistic studies allow deeper insight. Additionally, we discuss ways that members of TF families have diversified their DNA-binding specificities through evolutionary expansion, and contextualize the importance of biochemical and phylogenetic analyses for understanding gene regulatory network function, structure, and evolution.
| TF-DNA INTERACTIONS

| Representations of binding specificity
Traditionally, a TF's binding specificity was typically represented as a consensus site, indicating the best bound sites observed for that factor (Figure 1a ) (Christy & Nathans, 1989) . Now, given the ability to measure DNA binding in high throughput across a wide affinity range, more comprehensive ways of representing specificity have been developed. The binding specificity of a TF is typically represented as a motif, or PWM, which indicates the likelihood of each nucleotide at each position in the binding site (Figure 1b ) (reviewed in Stormo, 2013) . Typical PWM models assume that the binding sites can be aligned with each other and that the positions in the binding sites are independent of each other-the presence of a nucleotide in one position does not affect the TF preference for particular nucleotides at another position. While this independence assumption provides a close approximation to the specificity of TFs, it is not always true (Benos, Bulyk, & Stormo, 2002) . Therefore, protein-DNA interaction models that account for interdependencies between DNA positions in the binding site, instead of assuming this independence, can also be used to explain binding specificity (Riley, Lazarovici, Mann, & Bussemaker, 2015) . Additionally, k-mer-based representations of binding specificity, including support vector regression models, have also been developed and can outperform PWM-based models in explaining binding specificity (Figure 1c) (Agius, Arvey, Chang, Noble, & Leslie, 2010) . Recently, the importance of DNA shape in TF-DNA recognition has been appreciated (Rohs et al., 2009 ). Including DNA shape features in models of TF-binding specificity has been shown to improve the ability to explain and predict DNA binding (Ma, Yang, Rohs, & Noble, 2017; Zhou et al., 2015) .
Additionally, surveys of the binding specificities of numerous TFs have shown that many TFs' specificities are not represented well by just one binding model (Badis et al., 2009; Gordan et al., 2011) . Some TFs that bind as dimers, recognizing a site composed of two half-sites, can bind sites with different spacer lengths between the half-sites. Some of these TFs have been shown to recognize these two different motifs in vivo as well (Johnson et al., 2007) . Other TFs recognize distinct sites that cannot be aligned with each other or explained by differences in spacer lengths. For example, most forkhead factors (e.g., Foxa2 and Foxo3) can bind both a primary forkhead motif (RYAAAYA) and a secondary motif (AHAACA) (R = A or G, Y = C or T, H = A, C, or T) (Badis et al., 2009; Mariani, Weinand, Vedenko, Barrera, & Bulyk, 2017) . While the overall prevalence of this phenomenon among TFs is debated, it is clear that for some TF classes, such diversity in the types of DNA sequences they can recognize is genuine (Morris, Bulyk, & Hughes, 2011; Siggers et al., 2012; Zhao & Stormo, 2011) .
| Transcription factor families
TFs typically contact DNA through a DNA-binding domain (DBD). DBDs fall into evolutionarily related families, which adopt a similar structure to contact DNA, and TFs within the same TF family tend to bind similar DNA sequences ( (Mariani et al., 2017) . However, TF families were frequently subdivided into subfamilies with distinct specificities, largely consistent with previously observed specificity differences (Badis et al., 2009; Berger et al., 2008) .
Some families of TFs, particularly C2H2 zinc finger (ZF) TFs, have developed great diversity in binding specificity. Differences in specificity can be largely explained by changes in protein sequence at direct DNA-contacting positions (Figure 2a,b) (Wolfe, Nekludova, & Pabo, 1999) . ZFs were thought to have a relatively straightforward DNA-recognition mechanism, whereby each finger contacts three to four DNA bases using canonical recognition positions in the ZF recognition helix; modular arrays of ZFs can recognize longer DNA sequences (Elrod-Erickson & Pabo, 1999; Elrod-Erickson, Rould, Nekludova, & Pabo, 1996; Pavletich & Pabo, 1991) . By combining different individual ZFs with different DNAcontacting amino acids, and therefore different binding preferences, members of this family can bind many diverse DNA sequences. However, this straightforward model of specificity determination does not always accurately capture the specificities observed in this family. Interactions between individual ZFs, the linker sequences that connect individual fingers, as well as protein sequences outside of the canonical recognition positions, can alter DNA-binding preferences (Figure 2c ) (Enuameh et al., 2013; Garton et al., 2015; Siggers, Reddy, Barron, & Bulyk, 2014) . The mechanism of generating diversity in sequence specificity by using different amino acids at DNA-contacting positions in the recognition helix has also occurred in other TF families, such as homeodomains (HDs) (Hanes et al., 1989; Treisman, Gönczy, Vashishtha, Harris, & Desplan, 1989) . Representations of binding specificity. (a) Groups of sequences bound by a transcription factor (TF) can be used to create a consensus sequence, represented using IUPAC notation. The group of k-mers themselves can be used to denote sequences bound by the TF. (b) Here, bound sequences are aligned to create a motif, which indicates the probability of each nucleotide at every position within the binding site. Multiple algorithms exist for creating a position weight matrix from high-throughput binding data (reviewed in Stormo, 2013) . (c) Machine learning approaches can learn specificity models from binding data, incorporating short k-mer and DNA shape features of the DNA-binding sites Additionally, more subtle specificity differences have been observed, where paralogs share some binding sites, but diverge in their preferences for other, potentially lower affinity, sites (Badis et al., 2009; Berger et al., 2008) . For example, a survey of specificities of murine HDs showed that while many members of this family share binding to canonical HD sites (TAATTA), they also recognize sub-family specific moderate and lower affinity k-mers, such as TAATGA for Lhx2 and TAATCA for Lhx4. Characterizing the full range of binding preferences for TFs, especially how members of a class differ, is important, given that low-affinity sites have been shown to be crucial for graded gene expression (Parker, White, Ramos, Cohen, & Barolo, 2011) . For example, a pair of lower affinity binding sites for the HD TF Prep1 in a Pax6 transcriptional enhancer are evolutionarily conserved and tuned to Prep1 expression levels, ensuring Pax6 expression in the developing eye at the appropriate stage in mouse embryonic development (Rowan et al., 2010) . This may be a generalizable principle: Lowaffinity sites can limit expression to certain tissues where the TF is present at higher nuclear concentrations; furthermore, lower affinity sites may be unique to a TF, while higher affinity sites are often shared by more family members (Crocker et al., 2015; Farley et al., 2015) . The HD TF CRX, involved in photoreceptor cell-fate specification, has been shown to act as an activator at high affinity sites, but as a repressor at clusters of lower affinity sites (White et al., 2016) . Therefore, having models of TF specificity that fully capture this range of interactions across affinities is required to understand TF function.
| Features that influence TF binding
In addition to this understanding of core motif recognition, it is important to consider other factors that may complicate protein-DNA-binding specificity.
| Co-factor influences on binding specificity
The regulatory regions in which TFs bind typically contain binding sites for multiple TFs, which together combinatorially regulate gene expression (reviewed in Spitz & Furlong, 2012) . Several studies have shown that interactions between TFs can alter their binding specificities (Figure 2e,f ) . Co-binding with the HD proteins Exd and Hth was shown to reveal latent binding specificities of Drosophila Hox proteins, allowing for further diversity among the binding preferences within this TF family (Slattery et al., 2011) . As monomers, eight Drosophila Hox proteins bound similar sequences. But, as trimeric complexes with Exd and Hth, the proteins preferred distinct minor groove widths in the binding site. The differences between individual TF-binding sites and the binding motif for TF pairs have been documented for many TF pairs in in vitro largescale studies (Jolma et al., 2015) . These effects on specificity may be achieved through protein-protein interactions directly changing the protein conformation or through DNA-induced allostery, whereby changes to the DNA shape induced by the binding of one TF affect the binding of other TFs (Kim et al., 2013) . (Berger et al., 2008; Noyes et al., 2008) . (c) Differences not at DNA-contacting positions can alter specificity through allosteric mechanisms, as observed in the human ETS factors SAP-1 and Elk-1 (Mo et al., 2000) . (d) Protein loops can contact DNA flanking the core recognition motif, adding preferences for DNA shape features, as seen in the yeast S. cerevisiae bHLH proteins Cbf1 and Tye7 (Gordan et al., 2013) . (e) DBDs that bind as dimers can recognize sites with different spacer lengths between half sites, as seen in yeast Saccharomyces cerevisiae bZIP proteins (Gordan et al., 2011) . (f ) DNA binding along with a co-factor can change the specificity of a TF, as observed in the specificities of the fly Hox protein binding with the cofactors Exd and Hth (Slattery et al., 2011) 2.3.2 | Effects of flanking sequence on binding Additionally, two TFs can have the same apparent specificity for their core binding motif, but differ in their preferences for flanking DNA, allowing them to recognize different genomic sites. For example, the two yeast basic helix-loop-helix (bHLH) factors Cbf1 and Tye7 both recognize the same core E-box sequence (CACGTG), but have distinct preferences for the DNA shape of the sequences flanking this motif, allowing them to occupy distinct genomic binding sites (Gordan et al., 2013) . The domains of the protein responsible for these preferences are thought to be loops that do not make direct base contacts, but instead recognize DNA shape through an indirect readout mechanism (Figure 2d ) (Otwinowski et al., 1988 ). This recognition mechanism is possible because DNA structure is also complex and varies with DNA sequence. The GC content of flanking DNA sequence can also distinguish between bound in vivo sites for a given TF and nonfunctional genomic motif occurrences (Dror, Golan, Levy, Rohs, & Mandel-gutfreund, 2015; White, Myers, Corbo, & Cohen, 2013) . GC content is associated with DNA shape features and DNA flexibility, hinting that potential shape recognition mechanisms may explain these preferences.
| Features that affect TF binding in vivo
In cells, a TF's DNA binding can be affected by the presence of other DNA-binding proteins. Nucleosomal occupancy of genomic DNA limits which DNA sites are available for the TF to recognize (Gross & Garrard, 1988) . Some TFs, referred to as pioneer factors (e.g., the forkhead factor FoxA1), can recognize their binding sites even when the site occurs within a nucleosome, and are known to have important developmental roles by controlling chromatin accessibility (Cirillo et al., 2002; Ghisletti et al., 2010; Schulz et al., 2015) . DNA modifications, particularly cytosine methylation, may also either decrease or increase TF binding depending on where they occur within the TF-DNA interface (Kribelbauer et al., 2017; Yin et al., 2017) .
| Insights into binding specificity from detailed studies of TF structure
Much effort has been expended trying to understand the molecular basis of sequence specificity within TF families. A thorough understanding of which positions in a DBD control binding specificity could allow for the prediction of the DNAbinding specificities of TFs that have not been assayed experimentally (Badis et al., 2009 ). This could allow for prediction of gene regulatory network structure across species, as well as in networks involving less-studied proteins in the common model organisms. Given that TFs from the same families tend to recognize similar sequences, it has been suggested that a TF's specificity can be inferred from the specificity of the family member with the closest protein sequence identity, allowing the prediction of DNA-binding specificity for 34% of eukaryotic TFs (Weirauch et al., 2014) . This approach has been used to create databases of inferred TF-binding motifs, and has greatly expanded the coverage of specificities of TFs from certain species (Weirauch et al., 2014) . However, given the intricacy and complexity of differences in binding specificity between family members as described above, this approach may overlook much of this subtlety in DNA recognition.
For some well-studied classes of TFs, structural knowledge of how the family contacts DNA can be used to identify which aspects of the protein sequence are most important for determining binding specificity. This information can be used to derive "recognition rules," which allow one to predict the specificity of an uncharacterized TF from its amino acid sequence. For example, in the HD family, the amino acid positions in the protein that contact DNA have been identified, as have the binding specificities of many factors from organisms including fly and mouse (Berger et al., 2008; Noyes et al., 2008) . This knowledge has been compiled to identify the specificity-determining amino acid positions in the domain, which can be used to predict the specificities of other HDs. Additionally, machine learning techniques can identify amino acid positions within DBDs that are predictive of binding specificity, from analyzing known DNA-binding specificities and the corresponding DBD protein sequences (Christensen et al., 2012; Pelossof et al., 2015) . These learned models can be used to predict specificities for uncharacterized DBDs, such as DBDs from other species or potentially DBDs with mutated protein sequence, allowing for better understanding of networks.
However, complexity in protein-DNA recognition has generally made defining these recognition rules difficult. Even for particularly well-studied classes of TFs with seemingly simple recognition rules, such as ZFs, there are exceptions and epistatic interactions within and between DBDs that make it very difficult to predict specificity de novo (Enuameh et al., 2013) . The positions that lead to these specificity differences can occur far from the direct DNA-contacting positions, affecting the DBD conformation and consequently the DNA contacts, complicating the identification of which positions in the domain hold predictive power (Mo, Vaessen, & Johnston, 2000) . This complexity suggests that a fuller understanding of recognition rules in TF families will not simply require the determination of the binding specificities of representative TFs from the family, but also in-depth investigations of the structure with which the DBD contacts DNA, the protein positions that correlate with differences in binding specificity, allostery within DBDs, and how mutations in DBDs affect DNA-binding specificity.
In a survey of the effects on DNA binding of genetic variation within TF DBDs, variants at DNA-contacting positions were enriched among mutations associated with Mendelian disorders (Barrera et al., 2016) . However, some protein positions that are not known DNA-contacting positions were associated with disease and affected DNA binding, showing the need for a clearer picture of which parts of DBDs are essential for proper DNA binding. In-depth studies of all possible variants of individual TFs, as has been performed for the nuclear hormone receptor TF peroxisome proliferator-activated receptor gamma (PPARγ), are able to relate binding changes to disease phenotypes, but require knowledge of target genes and regulated binding sites in order to design a reporter assay (Majithia et al., 2016) . Additionally, by assaying binding to only one binding site, coding variants that affect binding to only some sites will be missed. For example, a variant at a position that contacts DNA flanking the core binding site did not affect binding to a synthetic PPARγ-binding site, but did disrupt PPARγ binding to endogenous enhancer sequences and was found in lipodystrophy patients (Majithia et al., 2016) . These studies highlight the value of a comprehensive understanding of the binding mechanisms of TFs, including the full complexity of their DNA interactions.
| EVOLUTION OF GENE REGULATORY NETWORKS
In addition to understanding how gene regulatory networks function in extant species, it is particularly interesting to consider how regulatory information evolves, given the complexity of the networks involved. It has been the dogma in the field that the potential for pleiotropic phenotypic effects of TF mutations should severely disfavor evolution of TF function in favor of cis-regulatory evolution (Figure 3a ) (Hoekstra & Coyne, 2007) . Cis-regulatory sequences in the genome, composed of a series of short TF-binding sites, are thought to be more modular than trans-regulatory factors and therefore easier to change over evolutionary time (Wagner & Lynch, 2008) . Hence, these cis-regulatory changes may be expected to occur over shorter evolutionary time-scales. Some large-scale studies support the idea that cis-regulatory changes are indeed the main source of regulatory differences between species (Wilson & Odom, 2009 ). For example, TF binding at genomic sites is largely not conserved between species, when comparing homologous tissues. Experiments in which a human chromosome was introduced into mouse demonstrated that the chromosome maintained the overall patterns of TF binding, histone modifications, and gene expression as in the native human context, rather than that of the orthologous chromosome in mouse, indicating that the trans-regulatory machinery is sufficiently conserved between these species to achieve the proper readout of the cisregulatory sequences (Wilson et al., 2008) . These findings have led to a general focus in the field on the mechanisms by which cis-regulatory sequences change between species.
However, changes to trans-acting regulators have also occurred through a variety of mechanisms (Figure 3b-e) . The spatiotemporal expression pattern of a TF can change, affecting the output of the genes under its control, as has been observed for the expression of BCL11A, the ZF TF that regulates the β-globin locus, in human and mouse (Sankaran et al., 2009 ). The cis-regulatory elements controlling the expression of the HD Pitx1, an important developmental regulator, in stickleback fish have been shown to be frequently mutated and show signatures of positive selection, affecting the tissues where Pitx1 is expressed and leading to phenotypic differences (Chan et al., 2010) .
TFs can also evolve the ability to interact with different co-factors, as has been observed in the evolution of mating gene regulation in yeast (Tsong, Tuch, Li, & Johnson, 2006) . In-depth studies of the logic underlying the regulatory circuits governing the expression of mating cell-type genes in different fungal species have revealed that the evolution of co-factor interactions and changes to cis-regulatory sequences can both contribute to re-wiring of networks, leading to different network structures in different species (Baker, Booth, Sorrells, & Johnson, 2012) . This highlights the value of considering the context of the entire regulatory circuit when studying TF evolution.
| Changes in DNA-binding specificity
Additionally, the DNA-binding specificities themselves of the TFs can evolve, affecting which genes can be regulated by that factor. From surveys of TF-binding specificities across different species, we know that TFs from the same families tend to have similar binding specificities, but can also diverge significantly (Badis et al., 2009; Berger et al., 2008; Jolma et al., 2013) . It is thought that the expansion of TF families allowed for these changes in specificity, as the existence of paralogous factors could ameliorate the potential negative pleiotropic effects of changing specificity. In support of this, gene duplication and divergence has been shown to be a major contributor to the evolution of transcriptional networks in both Escherichia coli and yeast (Teichmann & Babu, 2004) . Paralogs may maintain conserved binding to a common set of high-affinity DNA sites, while having divergent preferences for lower affinity sites, as was observed for Lhx family HD factors (Berger et al., 2008) . In the Msn family of ZF TFs in the yeast Saccharomyces cerevisiae, while all five family members share binding to the common AGGGG stress response element, different paralogs have gained comparably strong binding to their own preferred sites that are distinct from the common motif (Siggers et al., 2014) . These examples demonstrate that modular protein activity can be a feature of TF evolution.
More drastic specificity differences, where binding specificity completely switches from one motif to another, have also occurred (Baker, Tuch, & Johnson, 2011; Sayou et al., 2014) . In a particularly dramatic example, the forkhead family of TFs separately evolved the ability to recognize an alternate DNA motif in three subfamilies (Nakagawa, Gisselbrecht, Rogers, Hartl, & Bulyk, 2013; Schlake, Schorpp, Nehls, & Boehm, 1997; Zhu et al., 2009 ). This alternate motif (GACGC) cannot be aligned to the canonical forkhead motif (RYAAAYA) recognized by the majority of forkhead proteins. Interestingly, some individual forkheads can bind both the canonical and alternate motifs using the same DBD. Furthermore, there are no substitutions within the base-contacting recognition helix within this family that can explain how the alternate specificity arose. Substitutions elsewhere in the DBD may alter the protein conformation, thus allowing recognition of these different DNA sites (Figure 2c ). Further structural studies promise to be insightful for elucidating the mechanism of DNA recognition in this TF family.
These highlighted examples show how binding specificity has evolved to give the current landscape of diverse TF DNA-binding specificities. However, studies considering the effects of binding specificity changes on gene regulatory networks, and investigations into potential mechanisms that allow changes to these trans-regulators without wholesale disruptions to regulatory function, are needed. The complexity of these networks that makes it challenging to consider how any regulator could evolve without toppling the whole regulatory system may also provide redundancy and buffering necessary for evolutionary exploration of DNA-binding space. Genome sequencing studies have revealed that individual humans harbor many mutations within TF DBDs, some of which are predicted to alter DNA-binding affinity or specificity (Barrera et al., 2016) . The fact that this variation exists within populations suggests that regulatory networks may be robust to changes in TF function. Analogously, redundancy has been observed in cis-regulatory enhancers, which can provide developmental robustness to stressors (Hong, Hendrix, & Levine, 2008; Osterwalder et al., 2018) . Multiple enhancers regulating the expression of the same gene can allow evolutionary change within the individual enhancers while maintaining the conserved overall gene expression pattern, allowing for exploration of regulatory space (Wunderlich et al., 2015) .
Some features of the way specificities have changed between paralogs may indicate how these changes are tolerated. The ability of factors to modularly gain new recognition sequences, while maintaining shared binding sites with other paralogs, may allow them to explore new regulatory roles without disrupting existing networks (Siggers et al., 2014) . The ability of TFs to bind DNA with co-factors could also let factors explore new specificities, as protein-protein interaction strength can reduce the necessity for optimal protein-DNA interactions (Baker et al., 2012) . Also, cis-regulatory sequences have been observed to change in parallel with alterations to binding specificities, allowing homologs with different specificities to maintain the same regulatory roles across different species (Figure 3d) (Gasch et al., 2004) .
| Understanding evolution can help to understand mechanism
By carefully studying the mechanisms by which these changes in specificity have occurred during evolution, a better understanding of how specificity is encoded in a TF family can be achieved. Significant advances in this area have been achieved using an approach called ancestral reconstruction, in which the protein sequences of ancestral proteins are estimated using evolutionary models (reviewed in Thornton, 2004) . The proteins are subsequently synthesized and examined using various functional assays to identify which set of mutations have led to functional differences between ancestral and extant states. For example, the evolution of both the ligand-binding domain and the DBD of the steroid hormone receptor TF family has been studied extensively (Bridgham, Carroll, & Thornton, 2006; McKeown et al., 2014) . This family experienced a gene duplication event and diversification of paralogs, after which the DBD in one subfamily switched its DNA-binding specificity while the other paralog maintained the DNA-binding preferences of the ancestor. By studying the differences between the ancestral state and the derived DBD, mutations that inhibited the interaction with the ancestral DNA-binding site as well as others that enhanced binding to a new site were identified. Additionally, other mutations arose after the duplication that enhanced the DNA-binding affinity of the TF nonspecifically. These evolutionary studies therefore revealed important aspects of the steroid hormone protein-DNA recognition rules, including which positions are responsible for overall high-affinity DNA binding as well as specific interactions with different DNA sequences. Further studies examining the evolution of the corresponding DNA recognition elements showed how epistatic interactions between the TF and its recognition element shape the possible evolutionary trajectories that this regulatory unit can pass through while still maintaining existing functions (Anderson, McKeown, & Thornton, 2015) . Certain TF mutations act as permissive mutations by leading to increased degeneracy, preserving regulatory interactions despite changes to DNA sequence, while others restrict specificity. This interplay between the DNA-binding sites and the TF is even more complex when considering the multiple genomic copies of these regulatory elements through which a TF coherently controls the expression of a group of genes. Overall, careful evolutionary studies such as these have shed light on how gene regulatory networks can evolve, while also revealing important information about the determinants of the TF's DNA-binding specificity.
| CONCLUSION
In this review, we have discussed developments in the understanding of TF-DNA-binding specificity, particularly the inherent complexity in the interactions between proteins and DNA-binding sequences. Continued development of models that can incorporate the depth and intricacy of these interactions will be important for proper understanding of TFs' interactions with the genome. A primary challenge that remains is predicting which of a TF's many potential binding sites in the genome it will bind in each particular cell type in vivo. Further studies into TF-TF interactions, the role of pioneer TFs, DNA shape features, the influence of flanking DNA sequence, and DNA modification on protein binding will continue to reveal how TFs interact with the genome.
The work discussed here highlights the importance of studies into the mechanisms by which DNA-binding proteins specifically interact with DNA, and which features of these proteins are involved in determining binding specificity. Specificity is not simply determined by the direct DNA base-contacting positions, but also can be modulated through allosteric effects of residues in other parts of the protein. Further structural and biochemical studies of DBDs will be required to parse out the protein sequence features of different TF families that determine DNA-binding specificity. Importantly, these mechanisms may differ between TF subfamilies and individual TFs. Better mechanistic models will be learned from such detailed studies, which should allow us to better understand how these proteins interact with the genome. Additionally, these analyses will allow for better interpretation of the effects of genetic variation in TFs.
Lastly, we have discussed examples of TF evolution, particularly how DNA-binding specificities have changed. Investigations of how changes to trans-acting factors affect the flow of information through regulatory networks promises to continue to be an interesting area of study. Combining a thorough understanding of the mechanisms of TF interactions with genomic sequence from an evolutionary perspective promises to yield novel discoveries into how the complex regulatory networks observed in extant species arose.
