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Abstract
Novel Hybrid Resampling Algorithms
for Parallel/Distributed Particle Filters
by
Xudong Zhang

Adviser: Dr. Feng Gu

Particle filters, also known as sequential Monte Carlo (SMC) methods, use the Bayesian
inference and the stochastic sampling technique to estimate the states of dynamic systems
from given observations. Parallel/Distributed particle filters were introduced to improve the
performance of sequential particle filters by using multiple processing units (PUs). The classical resampling algorithm used in parallel/distributed particle filters is a centralized scheme,
called centralized resampling, which needs a central unit (CU) to serve as a hub for data
transfers. As a result, the centralized resampling procedures produce extra communication
costs, which lowers the speedup factors in parallel computing. Even though some efficient
particle routing policies had been introduced, the centralized resampling still su↵ered from
high communication costs. A decentralized resampling algorithm was introduced to decrease
the communication cost in parallel/distributed particle filters. In the decentralized resampling, each PU independently handles its particles and transfers a portion of particles to its
neighboring PUs after the resampling step. Because of the lack of the global information,
the estimate accuracy of the decentralized resampling is relatively low compared to that
of the centralized resampling. Hybrid resampling algorithms were proposed to improve the
performance by alternatively executing the centralized resampling and the decentralized resampling, which can reduce the communication costs without losing the estimation accuracy.
In this study, we propose novel hybrid resampling algorithms to adjust the intervals between
iv
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the centralized resampling steps and the decentralized resampling steps based on the measured system convergence. We analyze the computation time, the communication time, and
speedup factors of parallel/distributed particle filters with various resampling algorithms,
state sizes, system complexities, numbers of processing units, and model dimensions. The
experimental results indicate that the decentralized resampling achieves the highest speedup
factors due to the local transfer of particles, the centralized resampling always has the lowest speedup factors because of the global transfer of particles, and the hybrid resampling
attains the speedup factors between. Moreover, we define the complexity-state ratio, as the
ratio between the system complexity and the system state size to study how it impacts the
speedup factor. The experiments show that the high complexity-state ratio results in the
increase of the speedup factors. This is one of the earliest attempts to analyze and compare
the performance of parallel/distributed particle filters with di↵erent resampling algorithms.
The analysis can provide potential solutions for further performance improvements and guide
the appropriate selection of the resampling algorithm for parallel/distributed particle filters.
Meanwhile, we formalize various hybrid resampling algorithms to be a generic resampling
algorithm and prove it to be uniformly convergent. The proof provides a solid theoretical
foundation for their wide adoptions in parallel/distributed particle filters.
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Chapter 1
Introduction
1.1

Filtering Problems

A filtering problem is a number of state or parameter estimation problems in signal processing and related areas, which refer to dynamical systems (Fujisaki et al. (1972); Anderson and
Anderson (1999); Wiggins and Robinson (1965); Ar and Bostanci (2016); Kalman (1960)).
A dynamical system is a system that describes the parameters with time dependence in a domain, which can be classified by application fields, such as mathematics, physics, chemistry,
mechanical engineering and others (Namdeo and Manohar (2007); Imani and Braga-Neto
(2018); Majda et al. (2014)). The states or parameters of interest include positions, displacements, velocities, accelerations of moving objects, and others. The observations are
used to improve the filtering results, which can be obtained from di↵erent types of sensors,
including cameras, radars, infrared sensors, and others (Gustafsson (2010); Du and Piater
(2007); Yardim et al. (2008); Hightower and Borriello (2004)). In general, the filters use
Bayes’ Theorem to compute or approximate the posterior distributions of states with given
observations (Bellotto and Hu (2010); Lopes and Tsay (2011); Li et al. (2016); Wang and
Ku (2017)). To be specific, the state is represented with a conditional probability density
1

CHAPTER 1. INTRODUCTION

2

function with given observations (Chen et al. (2003)). The classical approaches of Bayesian
filtering include Kalman filter (KF) and particle filters (PFs).

1.2

The Kalman Filter

The Kalman filter (KF) is an algorithm that uses a series of observations to compute the
posterior distributions for linear dynamical systems in the time domain (Kalman (1960)).
The Kalman filter, named for the primary developer, Rudolf E. Kálmán, models on a hidden
Markov chain perturbed by noises and outputs the posterior distributions from the hidden
states (Robert et al. (2000); Leroux (1992); Ghosh et al. (2009)). The Kalman filter has numerous applications in various fields, including guidance, navigation, and control of vehicles,
aircraft, spacecraft, and dynamically positioned ships (Grewal and Andrews (2010); Psiaki
et al. (1990); Motwani et al. (2013); Quadrelli et al. (2015); Joerger and Pervan (2013); Lall
et al. (2012)). The Kalman filtering algorithm can only be applied to linear systems with
Gaussian noises (Meinhold and Singpurwalla (1983); Li et al. (2015); Schmidt (1966); Wan
and Van Der Merwe (2000); Julier and Uhlmann (1997); Daum (2005); Simon (2010)). Due
to that limitation, Kalman filter is gradually replaced by particle filters for non-linear and
dynamical systems (Gordon et al. (2004); Stordal et al. (2011); Rigatos (2012); Li et al.
(2003)).

1.3

Sequential Particle Filters

Particle filters, also known as sequential Monte Carlo (SMC) methods, use stochastic sampling techniques to estimate the states in filtering problems (Gustafsson (2010); Arulampalam et al. (2002); Pitt and Shephard (1999); Musso et al. (2001); Kwok et al. (2004)). In
particle filters, the particles are used to represent the posterior distribution of a stochastic
2
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process, as shown in Figure 1.1 (Wang et al. (2018)). Particle filters can provide numerical approximations to the non-linear and/or non-Gaussian filtering problems without the
assumptions of the properties of the system models (Gordon et al. (1993); Crisan (2001);
Doucet et al. (2001b)). Due to this advantage, particle filters have been widely used in a
variety of fields, such as positioning, navigating, visual tracking, modeling and simulating
problems (Freeman (1987); Ikeda and Matsumoto (1987); Ing and Coates (2005); Johansen
and Doucet (2008)). The high computation cost is one of the challenges to apply sequential
particle filters on dynamical systems, due to the high dimensions and a large number of state
variables of the system (Fox (2003); Fox et al. (2001); Musso et al. (2001); Coates (2004)),
such as an Internet network as shown in Figure 1.2 (Image: © Creative Commons — The
Opte Project). Using a large number of particles, sequential particle filters can provide ideal
estimation results, but have low performance, especially when they are used in large-scale
dynamical systems (Hightower and Borriello (2004); Chen et al. (2005); Lee and Majda
(2016)). The sequential particle filters su↵er from handling a large number of particles with
only one processing unit (PU). In order to improve the performance of sequential particle
filters, parallel/distributed particle filters were proposed (Bolic et al. (2005); Sheng et al.
(2005); Chou et al. (2011); Grisettiyz et al. (2005)).

1.4

Parallel/Distributed Particle Filters

In parallel/distributed particle filters, the particles are distributed to multiple PUs, which
lowers the workload of each PU (Martino et al. (2017); Ing and Coates (2005); Bolic et al.
(2005); Miao et al. (2010)). Like the sequential particle filters, sampling and resampling are
also two basic stages in parallel/distributed particle filters (Sutharsan et al. (2012); Li et al.
(2012)). In the sampling stages, the weights of particles can be calculated on each PU, due
to the independent property of particles. The resampling stages include three types of re3
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Figure 1.1: The workflow of particle filters. The particles are represented by circles where
the diameters indicate the particle weights. The blue circles represent the particle sets used
for approximating the probability density function (pdf) of the posteriors. The white circles
are the predicted particle sets and the black circles are the updated particle sets.

Figure 1.2: A partial map of the Internet connections, which is considered to be a large-scale
system. Each line is drawn between two internet nodes.
sampling algorithms, known as the centralized resampling, the decentralized resampling, and
the hybrid resampling. The centralized resampling is the same as the resampling algorithm
4
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in sequential particle filters. In centralized resampling stages, parallel/distributed particle
filters collect the weights from all PUs and send them to a central unit (CU) to execute the
resampling (Hong et al. (2006); Sutharsan et al. (2012); Liu et al. (2014)). Some particles
with low weights will be discarded. Additional particles need to be generated by copying
the selected particles and then transferred between PUs to balance the numbers of particles
among PUs. The weight transfers and the particle transfers increase the communication
costs and lower the speedup factors. Although some efficient particle routing algorithms
(Bai et al. (2015)) were proposed to improve the efficiency in the centralized resampling,
they still su↵er from high communication costs (Zhang et al. (2018)).
In order to improve the performance, the decentralized resampling algorithm was proposed (Bolic et al. (2005); Chen et al. (2010b); Taj and Cavallaro (2011); Vercauteren and
Wang (2005)). Unlike the centralized resampling, the decentralized resampling technique
allows the resampling steps to execute independently on each PU. This strategy is able to
improve the performance of parallel/distributed particle filters. However, the decentralized
resampling decreases the estimation accuracy due to the lack of the global information of
particles, compared with the centralized resampling (Taj and Cavallaro (2011)).
To improve the performance without lowering the estimation accuracy, a hybrid resampling technique is necessary. The hybrid resampling technique mainly executes the decentralized resampling to guarantee the performance and invokes the centralized resampling in
some time steps to achieve high estimation accuracy. Bai et al. (2015) proposed a hybrid
resampling with a constant interval. The proposed hybrid resampling executes the centralized resampling every constant number of time steps and the decentralized resampling in the
rest of time steps. However, some of the centralized resampling steps are unnecessary. The
performance can be further improved if these unnecessary centralized resampling steps can
be skipped.
Based on this motivation, Zhang et al. (2017) proposed parallel/distributed particle filters
5
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with the hybrid resampling with constant intervals and the optional centralized resampling
(HRCIOC). The HRCIOC measures the e↵ective sample size, Nef f , from the particle weights.
The Nef f can measure the system convergence (Schön (2003)). If Nef f is larger than the
predefined threshold, which means the system convergence status is good, the decentralized
resampling step will be executed. Otherwise, the centralized resampling step will be executed
to improve the system convergence. Although the HRCIOC is able to improve the performance of parallel/distributed particle filters, the centralized resampling can only be invoked
in predefined time steps. The system convergence could be worse and worse in the following
time steps if the predefined centralized resampling steps had not been reached yet. Besides
the HRCIOC, Zhang and Gu (2019) proposed parallel/distributed particle filters with the
hybrid resampling with adjustable numbers of particles (HRAP). In HRAP, two thresholds
T1 and T2 (T1 < T2 ) are predefined. The Nef f is independently measured on each PU after
each sampling step. If there exists a PU with Nef f less than T1 , it will inform other PUs to
execute the centralized resampling step. Otherwise, a decentralized step will be executed.
The PU with Nef f larger than or equal to T2 needs to decrease the number of particles on
it by a predefined percentage . The PU with Nef f smaller than T2 needs to increase the
number of particles to the initial number. Any PU with a low Nef f can invoke the centralized resampling steps, even though the system convergence status is still acceptable on other
PUs. Although centralized resampling steps can be skipped in parallel/distributed particle
filters with HRAP, the performance can be further improved. Based on these motivations,
we introduced hybrid resampling algorithms with adaptive intervals (HRAI) to dynamically
adjust the intervals between centralized resampling steps, which can further improve the
performance and estimation accuracy of parallel/distributed particle filters. The intervals
are calculated according to the measured Nef f in current centralized steps. The next centralized resampling step is postponed and more decentralized resampling steps are executed
to improve the performance if Nef f is large. Otherwise, the centralized resampling will be
6
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timely invoked to guarantee the estimation accuracy.
In the experiments, firstly, we systematically analyze the performance of parallel/distributed
particle filters with di↵erent types of resampling algorithms and state sizes, system complexities because it is necessary in optimizing and designing more efficient particle routing
policies, and selecting suitable parallel/distributed particle filters in di↵erent application
environments. Secondly, we formulate and generalize the proposed hybrid resampling algorithms and provide a rigor proof of the convergence. The proposed HRAI algorithm is the
generalization of all di↵erent versions of the hybrid resampling algorithms, and therefore the
proof provides the solid theoretical foundation for their wide adoptions. Finally, we tune the
parameters in the centralized resampling, the decentralized resampling, and di↵erent types
of hybrid resampling algorithms of parallel/distributed particle filters, and compare their
performances in an object tracking problem.
The rest of the dissertation is organized as follows. Chapter 2 introduces the related
work on the application of various types of particle filters. Chapter 3 presents sequential
particle filters and parallel/distributed particle filters with di↵erent resampling algorithms
and routing policies. Chapter 4 introduces three novel hybrid resampling algorithms we
proposed. Chapter 5 shows the performance analysis on parallel/distributed particle filters with di↵erent resampling algorithms, state sizes, system complexities, numbers of PUs,
complexity-state ratios, and dimensions of models. Chapter 6 provides the convergence
analysis of parallel/distributed particle filters with the generic hybrid resampling algorithm.
Chapter 7 discusses related issues of this study. Chapter 8 presents the conclusions and
future study.

7

Chapter 2
Related Work
2.1

Sequential Particle Filters

Sequential particle filters, running on a single PU, are widely used in object tracking and
detecting, wildfire spread simulations, transportation modeling, and remote sensing. Okuma
et al. (2004) applied particle filters and machine learning algorithms to detect and track the
moving objects. Targets can be tracked from a large number of overlapped objects. Xue
et al. (2012) used particle filters to assimilate the temperature data from the fire sensors into
a wildfire spread simulation model. The model can estimate the fire fronts and the experimental results verified the state estimation. Yan et al. (2015) reconstructed the traffic jams
from the deployed cameras by using particle filters. The proposed method can detect slowmoving vehicles in the road networks, which caused traffic jams. Mattern et al. (2013) used
particle filters to assimilate the satellite sensing of surface chlorophyll into a 3-D biological
ocean model to improve its state estimation. They tested the feasibility of state estimation
for realistic models with particle filters. Chopin used sequential particle filters, which combined the importance sampling and Monte Carlo methods to explore a sequence of multiple
distributions of static models Chopin (2002). The experimental results showed that such
8
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particle filters were able to o↵er an efficient estimation tool in the static analysis, in which
the preliminary exploration of partial posteriors made it possible to save computing time.
Salmond and Birch (2001) proposed sequential particle filters based on the Bayesian trackbefore-detect technique. The proposed particle filters provided sample-based approximations
to the distributions of the states directly from pixel array data and were capable to provide a
measure of the probability that a target was present Salmond and Birch (2001). Khan et al.
(2004) presented sequential particle filters based on a Markov chain and Monte Carlo method
to deal with interacting targets, which were influenced by the proximities and behaviors of
other targets. The experiments indicated that incorporating a Markov random field (MRF)
to simulate interactions was equivalent to add an interaction factor to the weights in particle filters. Nummiaro et al. (2002) developed color-based sequential particle filters, which
integrated the color distributions into a particle filtering algorithm. The color distributions
were applied because they are robust to partial occlusion, rotation, and scale-invariant. The
experimental results indicated the proposed particle filters had advantages in tracking tasks
compared with the mean shift tracking algorithm. Breitenstein et al. (2009) introduced a sequential particle filtering algorithm for multi-person tracking-by-detection tasks. In addition
to final detection, the proposed algorithm used trained classifiers and pedestrian detectors
as the observation models to explore how unreliable information sources can be used for
multi-person tracking. Particle filters relied on information from the past and they were
suitable for online applications. The experiments showed the proposed sequential particle
filtering algorithm had better performance compared with the state-of-the-art methods on a
variety of datasets, and it can robustly track a large number of dynamically moving persons
in complex scenes with noises. Chen et al. (2003) systematically investigated the roots of
Bayesian filtering and their rich leaves in the literature. In particular, they focused the attention on the Bayesian filtering approach based on sequential Monte Carlo sampling, also
known as particle filters. Di↵erent types of particle filters and their characteristics were
9

CHAPTER 2. RELATED WORK

10

discussed. Related theoretical and practical issues were addressed in detail. In addition,
some other directions on Bayesian filtering were explored. Aunsri proposed to use multiple
model particle filters combining with seismic wavelet models for the estimation of the seismic
events under noisy environments Aunsri (2018). The experimental results showed that the
proposed particle filters can provide excellent seismic event estimates under noisy environments. Han et al. (2015) proposed adaptive fission particle filters to improve the particle
quality in handling the seismic signals. In the proposed particle filters, all the particles were
processed by a fission procedure to maintain the particle diversity. As a result, the e↵ective
seismic information represented by particles reproduced the true signal more reliably. Nattapol and Kosin introduced an adaptive resampling scheme in a particle filtering algorithm
for modal frequency identification and dispersion curve estimation from a time-frequency
representation of ocean acoustics signal Aunsri and Chamnongthai (2019). The experimental results indicated the proposed adaptive resampling algorithm can improve the accuracy
of the modal estimates as well as the dispersion curves of the signal. However, sequential
particle filters running on a single PU usually su↵er from heavy computational workloads
when handling the problems in large-scale systems and/or with a large number of particles.

2.2

Parallel/Distributed Particle Filters

Parallel/Distributed particle filters, running on multiple PUs, were used to improve the
performance of sequential particle filters, especially when dealing with large-scale systems.
As a result, the workload is assigned to multiple PUs to lower the computational costs.
Medeiros et al. (2008) studied the implementation of parallel computing techniques on colorbased particle filters, which had been successfully applied in the tracking problem of non-rigid
objects. The main focus of the work was the parallel computation of the particles’ weights.
The experimental results showed the proposed parallel particle filters performed faster in
10
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a single instruction multiple data (SIMD) processor than in a standard desktop computer.
Ing and Coates (2005) proposed to use parallel particle filters in wireless sensor networks
to track the moving objects. The proposed parallel/distributed particle filters running on
multiple PUs quantified the vectors of measured data. The experimental results indicated
that the proposed method significantly reduced the energy expenditure of computation and
data transmission. Sheng et al. (2005) presented parallel/distributed particle filters running
on a set of uncorrelated sensor groups in a target localization problem. The experimental
results indicated that the proposed distributed particle filters with the Gaussian mixture
model (GMM) provided ideal localization and tracking performance. Hong et al. (2006)
designed a flexible resampling mechanism for parallel/distributed particle filters in a CMOS
process and analyzed the corresponding complexity and performance. Liu et al. (2009) used a
parallel/distributed particle filtering algorithm in a face tracking task. The proposed method
showed robust results for cluttered backgrounds and di↵erent illuminations.
Parallel/Distributed particle filters can be classified into three categories according to
the resampling technique. They are the centralized resampling technique, the decentralized
resampling technique, and the hybrid resampling technique. Parallel/Distributed particle filters with the centralized resampling are similar to the sequential particle filters and they have
been widely studied and applied. Parallel/Distributed particle filters with the centralized
resampling technique execute the sampling steps on each PU independently and the resampling steps on a CU. They are able to provide accurate estimations due to the centralized
resampling schemes but might su↵er from high communication costs due to the transfers
of particles and weights. Teulière and Brun (2003) introduced a centralized resampling
technique in parallel/distributed particle filters in doppler-hearing tracking of maneuvering
sources. The weights were collected from each PU to calculate the particle exchanging schedules. Hwang and Sung (2013) used parallel/distributed particle filters with the centralized
resampling technique to improve the estimation performance in tracking problems. The re11
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sults achieved the constant execution speed which is better than the conventional algorithm.
However, parallel/distributed particle filters with the centralized resampling need transfers
of particles, particle weights, and particle routing information between PUs, which produces
additional communication costs and lowers the speedup factors in parallel computing.
The decentralized resampling algorithm was proposed to lower the high communication
costs in the centralized resampling. In the decentralized resampling algorithm, the resampling steps independently execute on each PU to improve the performance. Rosencrantz et al.
(2002) proposed a parallel/distributed particle filtering algorithm with the decentralized resampling technique to exchange information between nearby platforms in robotic systems.
The experimental results illustrated the improved scaling capability to a large number of
vehicles. Bolic et al. (2005) proposed to use the decentralized resampling technique for the
bearings-only tracking applications, which resulted in the simpler network structure and
increased the sampling frequency on field-programmable gate array (FPGA). Huang et al.
(2008) proposed to use parallel/distributed particle filters with decentralized resampling algorithms to track the moving targets in cluster-based underwater sensor networks (USNs).
Evaluation metrics included tracking performances, communication costs, energy costs, and
tracking response time. The experimental results indicated the decentralized resampling
allowed the distributed particle filter to achieve a reduction of communication costs, energy
costs, and tracking response time. Chen et al. (2010a) presented novel decentralized particle
filters by decomposing the state into two parts and handling those two nested sub-problems
using parallel/distributed particle filters. As a result, the proposed decentralized particle
filters were more flexible in increasing the level of parallelism and achieved a shorter execution time in parallel/distributed particle filters. Undoubtedly, the decentralized resampling
improves the performance of parallel/distributed particle filters by decreasing the communication costs between PUs. However, the estimating accuracy of the particle filter with the
decentralized resampling is relatively low due to the lack of particle diversity, compared with
12
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the centralized resampling (Zhang et al. (2017)).
In order to improve the performance without losing the estimate accuracy, the hybrid
resampling is introduced, which combines the centralized resampling and the decentralized
resampling. The hybrid resampling is an e↵ective approach to balance the performance and
the estimate accuracy. In the hybrid resampling, the decentralized resampling is mainly executed and the centralized resampling is occasionally invoked. The di↵erences between various
hybrid resampling algorithms are how and how often the centralized resampling steps are
invoked. Some studies focused on the hybrid resampling algorithm, which took advantage
of both the centralized resampling and the decentralized resampling. Bai et al. (2015) introduced a hybrid resampling algorithm to achieve better speedups without losing accuracy. In
the proposed hybrid resampling algorithm, parallel/distributed particle filters were mainly
running in the decentralized resampling schema and invoked the centralized resampling every certain time steps. That proposed algorithm was evaluated on wildfire spread simulation
and the results indicated the e↵ectiveness. However, some of the centralized resampling
steps are unnecessary due to the good convergence of the dynamic system. The speedup
factor could be further improved if those unnecessary centralized resampling steps can be
skipped. Zhang et al. (2017) proposed a hybrid resampling algorithm with constant intervals
and optional centralized resampling to alternatively execute both the centralized resampling
and the decentralized resampling to guarantee the estimation accuracy and performance.
The proposed hybrid resampling can avoid some centralized resampling steps if the system
was well converged. Thus, the performance was further improved. However, the intervals
between the centralized resampling steps are fixed, which means the centralized resampling
can only be executed on some specific time steps. The system convergence is possible to
be worse and worse in some cases because the centralized resampling cannot be invoked
timely. The number of particles in parallel/distributed particle filters can also be decreased
if the system convergence status is good. Based on this motivation, Zhang and Gu (2019)
13
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proposed to dynamically adjust the number of particles besides the hybrid resampling technique. The experimental results indicated that the performance was improved by avoiding
some centralized resampling steps and decreasing the number of used particles. Zhang et al.
(2021b) proposed a hybrid resampling algorithm with adaptive intervals to further improve
the performance of parallel/distributed particle filters. The experiments showed that the
proposed hybrid resampling algorithm overcame existing parallel/distributed particle filters
in performances and estimate accuracies.

2.3

The Convergence Analysis of Particle Filters

Besides the application of particle filters, some studies have been focusing on analyzing
their convergence. Crisan and Doucet (2000) achieved the rigorous convergence results for
sequential particle filters under mild regularity conditions, which provided the theoretical
background for sequential particle filters and their validity. Douc and Moulines (2008) analyzed the asymptotic properties of particle filters and established the law of large numbers
and invariance principle. The experimental results showed that the findings can be used
to relax restrictive technical conditions of particle filters. Beskos et al. (2016) provided an
asymptotic theory for a class of sequential particle filters, including a weak law of large
numbers and a central limit theorem. The proposed theory was verified on a complex highdimensional posterior distribution. Mı́guez and Vázquez (2016) proved parallel/distributed
particle filters with the decentralized resampling algorithm to be convergent asymptotically
under certain stability assumptions. Based on the simulation, parallel/distributed particle filters with the decentralized resampling algorithm, have a negligible performance loss,
compared with the centralized resampling algorithm.
Even though various types of parallel/distributed particle filters have been introduced,
their performance analysis is lacking. In the limited literatures, we are aware that Zhang et al.
14
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(2018) studied the performance of parallel/distributed particle filters with the centralized
resampling. They analyzed the performance of three di↵erent routing policies including
the random routing policy, the minimal transfer routing policy, and the maximal balance
routing policy. The experimental results showed that the minimal transfer routing policy
achieved the lowest communication time and the maximal balance routing policy yielded
better estimation accuracy. However, the decentralized resampling and the hybrid resampling
have not been analyzed. In addition, they didn’t consider the impact of the ratio between
the communication and the computation on the performance of parallel/distributed particle
filters. Also, the proof of convergence of parallel/distributed parallel particles with the
generic resampling algorithm, which combines both the centralized resampling algorithm
and the decentralized algorithm, has not been introduced.
Therefore, in this work, we systematically analyze the performance including the communication time, the computation time, and the speedup factor of parallel/distributed particle
filters with di↵erent resampling algorithms to provide the guidance of applying them to various fields. We propose three novel hybrid resampling algorithms for parallel/distributed
particle filters to further improve the performance. Meanwhile, we formalize three hybrid
resampling algorithms to be a generic hybrid resampling algorithm of parallel/distributed
particle filters, and prove it to be uniformly convergent.
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Chapter 3
Sequential and Parallel/Distributed
Particle Filters
3.1

Sequential Particle Filters

Sequential particle filters use Bayesian interference and stochastic sampling techniques to
perform the estimation by using a single PU, as illustrated in Figure 3.1. Two procedures,
namely sampling and resampling, are executed alternatively. In the sampling stages, the
sequential particle filtering algorithm samples each particle and calculates the corresponding
weight, which represents the posterior of a stochastic process. The weights of particles
are measured by calculating the di↵erence between the observation(s) and measurements
calculated from particles. In the resampling stages, a new set of particles is generated
by copying the selected particles. This new set of particles is the input of the following
sampling step. The total number of particles is always constant in the sampling steps and
the resampling steps. Sequential particle filters alternatively execute the sampling step and
the resampling step until the observation is unavailable. Algorithm 1 shows the detailed
procedure of sequential particle filters.
16
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Figure 3.1: An example of sequential particle filters with two observations used to estimate
the location of the airplane.
Algorithm 1 Sequential Particle Filters.
1:
2:
3:
4:
5:
6:
7:
8:
9:

Initialization (t = 0):
Allocate K particles.
(k)
(k)
Sample x0 for every k, as X0 ⇠ ⌧0 (dx0 ).
(k)
Set the weight of each particle: !0 = K1
while 0 6 t 6 T do
Sampling:
(k)
(k)
(k)
(k)
Sample xt as X t ⇠ ⌧t (xt |xt 1 ) and calculate the weight wt based
on the observation yt .
Resampling:
n
o
(k)
(k)
et(k) = x(v)
Sample x
et from
xt |1  k  K with probability P r(X
t ) =
(k)
!
et

1
K

Set
=
Update:
(k)
(k)
(k)
(k)
xt = x
et , wt = w
et
P
(k)
(k)
13:
The approximated posterior: ⇡tN (xt ) = K
(xt = xt )
k=1 wt
14:
t=t+1
15: end while
The terminology can be referred to the Appendices.
10:
11:
12:
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Parallel/Distributed Particle Filters

Although sequential particle filters have promising advantages in non-linear and/or nonGaussian dynamical systems, they are still su↵ering from the performance when running
on large-scale systems, due to the large state sizes and a large amount of computing workloads. Parallel/Distributed particle filters were introduced to improve the performance of
sequential particle filters, by handling the filtering problems with multiple PUs as shown in
Figure 3.2. In the figure, four PUs execute parallel/distributed particle filters to estimate
the location of the airplane. In parallel/distributed particle filters, the sampling procedures
independently execute on each PU. The resampling procedures in parallel/distributed particle filters are executed on multiple PUs with a CU served as a hub for scheduling the
particle transfers, which refers to the centralized resampling, as shown in Figure 3.3(a). In
Figure 3.3(a), four PUs (PU1, PU2, PU3, PU4) are used to calculate the estimation. The
blue arrows represent the particle transfer direction. The red arrows represent the weight
transfer direction. Algorithm 2 shows the detailed procedure of parallel/distributed particle
filters with the centralized resampling. There exist some types of routing policies in parallel/distributed particle filters, including the random routing policy, the minimal transfer
routing policy, and the maximal balance routing policy (Bai et al. (2015)). Below we use an
example to illustrate the details of di↵erent routing policies, including the random routing
policy, the minimal transfer routing policy, and the maximal routing policy. In this example,
four PUs are used. They are PU1, PU2, PU3, and PU4. The total number of particles used
in this example is 40. We provide the statistic information of particle distribution after the
resampling procedure as shown in Figure 3.4 and illustrate how those routing policies create
routing schedules from the example. In Figure 3.4(a), the table shows the numbers and
indices of particles after the resampling stage. The first column includes the local indices of
particles on the PU. The second column lists the indices of PUs. The last column shows the
18
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number of corresponding particles. For example, the second row implies on PU1 Particle 4
has 12 copies. Figure 3.4(b) shows the number of particles on each PU. There are 16, 12, 7,
and 5 particles on PU1, PU2, PU3, and PU4 after the resampling step, respectively.

Figure 3.2: An example of parallel/distributed particle filters.

(a)

(b)

Figure 3.3: (a) The scheme of the centralized resampling. (b) The scheme of the decentralized
resampling.
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Algorithm 2 Parallel/Distributed Particle Filters with the Centralized Resampling.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:

11:
12:
13:
14:
15:

Initialization (t = 0):
Allocate M PUs and N particles.
(m,k)
(m,k)
Sample x0
for every m and k, as X0
⇠ ⌧0 (dx0 ).
(m,k)
(m)
Set the weight for each particle and PU as: !0
= M1K , W0 = 1/M .
while 0 < t 6 T do
Sampling:
(m,k)
(m,k)
(m,k)
Sample xt
as X t
⇠ ⌧t (dxt |xt 1 ) and calculate
(k)
the weight wt .
P
(m)
(m,k)
Wt = K
for every m.
k=1 w t
Centralized Resampling:
n
o
(m,k)
(m,k)
Sample x
et
from xt
|1  m  M, 1  k  K with
et(m,k) = x(m,v)
probability P r(X
)=
t

(m,v)

wt
PK

k=1

(m)

Wt

Particle transfers are based on a specific routing policy (Algorithm 3, 4, 5).
Update:
P
PK
(m,k)
(m,k)
(m,k)
(m,k)
(m,k)
xt
=x
et
, wt
=w
et
, Wt = M
.
m=1
k=1 wt
The approximated
posterior:
P
PK
(m,k)
(m,k)
⇡tN (xt ) = W1t M
(xt = xt
)
m=1
k=1 wt
t=t+1
end while
The terminology can be referred to the Appendices.

3.2.1

Parallel/Distributed Particle Filters with the Centralized
Resampling

Random Routing Policy
Random routing policy is one of the routing policies for centralized resampling procedures.
The random routing policy is convenient to implement compared with other routing policies.
In the random routing policy, particles are randomly selected from a PU with surplus particles and then transferred to a random PU with a shortage of particles (Bai et al. (2015)).
Algorithm 3 shows the detail of the random routing policy. There exist high communication
costs in the random routing policy, due to the random particle selection and transfer. But
it is still an easy approach to perform the particle transfer.
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(b)
(i,j)

Figure 3.4: (a) A table containing the particle numbers and indices on all PUs. Mt
(i,j)
represents Particle j on PUi at time step t. Nt
represents the corresponding number of
particles. (b) the number of particles on each PU.
Figure 3.5 shows an example of the random routing policy in a centralized resampling
step. In the figure, the left table lists the information about particles and corresponding
host PUs after particle selections and particle copies. The tables S1t and S2t show the PUs
with surplus particles and the PUs with a shortage of particles, respectively. The table on
the right side shows the routing schedule generated by the random routing policy. Firstly,
the random routing policy calculates the table S1t and the table S2t from the table St by
classifying the PUs according to the number of particles. Then, the CU randomly selects a
particle from the table S1t and a destination PU from the table S2t , and then creates a piece
of route based on the selected particle and the destination PU. The CU continues to repeat
the same procedure described above until either the table S1t or the table S2t is empty.
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Algorithm 3 Random Routing Policy.
P (i,j)
1: Calculate
Nt
for PU with index i, i = 1, 2, ..., n.
P (i,j)
(i,j)
(i,j)
2: If
N
> m, save all the (Mt , Nt ) for PU with the index i to the set S1t
P t(i,j)
P (i,j)
3: If
Nt < m, save (Pti , RN it ), where RN it = m
Nt
to the set S2t
(i,j)
4: Randomly select a particle Mt
in S1t
5: Randomly select a PU with index k in S2t
(i,j)
(i,j)
6: Append the route (Mt , Ptk , 1) to the set Rt if Mt
and Ptk already exist in Rt , increase
(i,j,k)
(i,j)
the previous SN t
by one but do not add (Mt , Ptk , 1)
P (i,j)
(i,j)
Nt
, RN kt
, Nt
P (i,j)
if
Nt = m, remove information of particles on PU with the index i from S1t .
if RN kt = 0, remove information of PU with the index k from S2t .
7: Repeat Step 4 to 6 unitl both S1t and S2t are empty.
The terminology can be referred to the Appendices.

Figure 3.5: An example of the random routing policy.
Minimal Transfer Routing Policy
Unlike the random routing policy, the minimal transfer routing policy reduces the communication costs by replicating the received particles locally, if these particles need to be sent
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to the same destination PUs multiple times. As a result, the same particle just needs to be
transferred once to a PU and then the destination PU copies the received particle multiple
times if needed. Also, the minimal transfer routing policy always transfers the particles
with the most number to the destination PU, which needs the most number of particles
(Bai et al. (2015)). Based on this scenario, the minimal transfer routing policy produces low
communication costs.
The detailed algorithm is shown in Algorithm 4. An example of how to create a routing
schedule by using the minimal transfer routing policy is shown in Figure 3.6. In the figure,
there are four tables. The table on the left side shows the particle numbers and their host
PUs before establishing the routing schedule. The table S1t and the table S2t include the
PUs with surplus particles and the PUs with a shortage of particles, respectively. The RN it
in the table S2t represents the number of particles needed on PUs. The table on the right
side shows the schedule generated by using the minimal transfer routing policy. The table
S1t and the table S2t were created based on the table St . PU1 has 16 particles, including
12 copies of Particle 4 and 4 copies of Particle 9, shown as the second row and fifth row in
St . PU3 has 7 particles, including 2 copies of Particle 2 and 5 copies of Particle 5, shown as
the first row and last row in St . The table S1t and the table S2t are sorted rows by rows in
(i,j)

descending order according to the number of particles Nt

and RN it , respectively. Based

on the initial settings, the number of particles needs to be 10 on each PU after resampling
steps. Thus, PU3 needs 3 more particles to guarantee the particle number is 10, and PU4
needs 5 more particles. The particles with the most copies in S1t need to be transferred
to the PU4 and the number of particles needs to be transferred is 5. This is because PU4
needs 5 particles. Then, a piece of route is created and added to the table St shown as
the first row in the table St . The reason why PU1 transfers 5 copies to PU4 is that the
minimal value between 12 (12 copies of Particle 4 on PU1) and 5 (PU4 needs 5 particles) is
5. Transferring the minimal value can guarantee there are sufficient particles on the source
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PU and the destination PU does not receive more particles as well. After adding the route
to the table St , the table S1t and the table S2t are updated and sorted according to the
new number of particles. More routes will be created and added to the table Rt based on
the same procedure, until either the table S1t or the table S2t is empty. After creating the
routing schedules, parallel/distributed particle filters start to transfer particles between PUs.
The basic mechanism of the minimal transfer routing policy is to transfer the particles with
the most copies to the PU, which needs the most number of particles, thus to be able to
decrease the communication between PUs, compared with the random routing policy.
Algorithm 4 Minimal Transfer Routing Policy.
P (i,j)
1: Calculate
Nt
for PU with index i, i = 1, 2, ..., n.
P (i,j)
(i,j)
(i,j)
2: If
N
> m, save all the (Mt , Nt ) for PU with the index i to the set S1t
P t(i,j)
P (i,j)
3: If
Nt < m, save (Pti , RN it ), where RN it = m
Nt
to the set S2t
(i,j)
4: Sort the set S1t in decending order by Nt
i
5: Sort the set S2t in descending order by RN t
(F i,F j)
6: Select the first particle Mt
in S1t to be sent and its host PU as the source PU.
Fk
7: Select the first PU Pt in S2t to be the destination PU.
P (F i,j)
(F i,F j)
8: Compare Nt
with m
Nt
and select the smaller number Q between those
two numbers.
Fk
9: Compare Q with RN t
Fk
a. if Q < RN t
PassNum SN Ft i,F j,F k = Q PassNum RN Ft k = RN Ft k Q remove
(F i,F j)
Mt
from S1t
b. if Q >= RN Ft k PassNum SN Ft i,F j,F k = RN Ft k PassNum NtF i,F j = NtF i,F j
RN Ft k remove PtF k from S2t
(F i,F j)
10: Append the route information (Mt
, PtF k , SN Ft i,F j,F k ) to the set Rt
(i,j)
11: Sort the set S1t in decending order by Nt
i
12: Sort the set S2t in descending order by RN t
13: Repeat Step 6 to 12 unitl both S1t and S2t are empty.
The terminology can be referred to the Appendices.
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Figure 3.6: An example of the minimal transfer routing policy.
Maximal Balance Routing Policy
The minimal transfer routing policy usually produces low communication costs. Besides considering the communication cost, the estimation accuracy is also critical in parallel/distributed
particle filters. The maximal balance routing policy was introduced to improve the performance without losing the estimate accuracy (Bai et al. (2015)). The mechanism is to evenly
distribute the particles with the most copies to PUs. This is because the particles with
more copies usually have better qualities than those particles with fewer copies. Algorithm 5
shows the maximal balance routing policy in the centralized resampling.
Figure 3.7 shows an example of how to create a routing schedule by using the maximal
balance routing policy. In order to classify whether particles are considered to be “good”
particles, a threshold is predefined to be 8 in this example. Two tables S1t and S2t are
created by comparing the numbers of particles with the predefined threshold 8. The table
S1t contains the particles with numbers larger than or equal to 8, and the tables S2t contains
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the particles with numbers smaller than 8.
First of all, the particles with the most copies in table S1t (Particle 4 on PU1) are
evenly distributed to all the PUs, including itself. Four pieces of routes are created because
the particles need to be transferred to four PUs. In the table Rt , the host PU1, transfers
3 particles to each PU. The resultant particle numbers on the four PUs are 7, 15, 10, 8,
shown as the small table on the bottom right side of Figure 3.7(a). In the next iteration,
the CU creates more pieces of routes and adds them in the table Rt by using the same
strategy until all “good” particles are transferred, as shown in Figure 3.7(b). Finally, a
routing schedule is obtained after executing the minimal transfer routing policy on the rest
of the particles, shown as the table Rt in Figure 3.7(c). The mechanism of the maximal
balance routing policy is to evenly distribute particles with high qualities among PUs. That
strategy is able to improve the system convergence, compared with the minimal transfer
routing policy, which do not consider the quality and distribution of particles. However, the
maximal balance routing policy produces extra communication costs. This is because all the
PUs need to be involved when evenly distributed the “good” particles.
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Algorithm 5 Maximal Balance Routing Policy.
P (i,j)
1: Calculate
Nt
for PU with index i, i = 1, 2, ..., n.
P (i,j)
(i,j)
(i,j)
2: If
N
> m, save all the (Mt , Nt ) for PU with the index i to the set S1t
P t(i,j)
P (i,j)
3: If
Nt < m, save (Pti , RN it ), where RN it = m
Nt
to the set S2t
(i,j)
4: Sort the set S1t in decending order by Nt
i
5: Sort the set S2t in descending order by RN t
(F i,F j)
6: Select the first particle Mt
in S1t to be sent and its host PU as the source PU.
Fk
7: Select the first PU Pt in S2t to be the destination PU.
P (F i,j)
(F i,F j)
8: Compare Nt
with
Nt
m and select the smaller number Q between those
two numbers.
Fk
9: Compare Q with RN t
Fk
10:
a. if Q < RN t
PassNum SN Ft i,F j,F k = Q PassNum RN Ft k = RN Ft k Q remove
(F i,F j)
Mt
from S1t
b. if Q >= RN Ft k PassNum SN Ft i,F j,F k = RN Ft k PassNum NtF i,F j = NtF i,F j
RN Ft k remove PtF k from S2t
(F i,F j)
11: Append the route information (Mt
, PtF k , SN Ft i,F j,F k ) to the set Rt
(i,j)
12: Sort the set S1t in decending order by Nt
i
13: Sort the set S2t in descending order by RN t
14: Repeat Step 6 to 12 unitl both S1t and S2t are empty.
The terminology can be referred to the Appendices.
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(a)

(b)

(c)

Figure 3.7: (a) An example of the maximal balance routing policy. (b) Distributing Particle
6 on PU2 to all PUs. (c) Executing the minimal transfer routing policy in the final stage.
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Parallel/Distributed Particle Filters with the Decentralized
Resampling

The CU becomes a bottleneck when all the PUs are waiting for the particle transferring schedule from it, including particle weight transfers, routing schedule calculations, and schedule
transfers in the centralized resampling. As a result, the speedup factors su↵er from the high
communication and computation costs in the centralized resampling. The decentralized resampling algorithm was introduced to lower the high communication and computation costs
in the centralized resampling. Parallel/Distributed particle filters with the decentralized
resampling execute the resampling steps on each PU independently to improve the performance and transfer a small portion of particles to guarantee particle diversities. The particle
can be transferred efficiently with a parallel strategy. The decentralized resampling is able
to avoid high communication and computation costs and has good scalability, but might
involve in particle impoverishment problems. The scheme of the decentralized resampling is
shown in Figure 3.3(b). In the figure, four PUs (PU1, PU2, PU3, PU4) are used to calculate the estimates. The blue arrows represent the particle transfer direction. Algorithm 6
shows the detailed procedure about parallel/distributed particle filters with the decentralized
resampling.
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Algorithm 6 Parallel/Distributed Particle Filters with the Decentralized Resampling.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:

11:
12:
13:
14:
15:
16:
17:
18:
19:

Initialization (t = 0):
Allocate M PUs and N particles.
(m,k)
(m,k)
Sample x0
for every m and k, as X0
⇠ ⌧0 (dx0 ).
(m,k)
(m)
Set the weight for each particle and PU as: !0
= M1K , W0 = 1/M .
while 0 < t 6 T do
Sampling:
(m,k)
(m,k)
(m,k)
Sample xt
as X t
⇠ ⌧t (dxt |xt 1 ) and calculate
(k)
the weight wt .
P
(m)
(m,k)
Wt = K
for every m.
k=1 w t
Decentralized Resampling
on Each PU m:
n
o
(m,k)
(m,k)
Sample x
et
from xt
|1  m  M, 1  k  K with
et(m,k) = x(m,v)
probability P r(X
)=
t

(m,v)

wt
PK

k=1

(m)

Wt

for m = 1, 2, ..., M

Particle Exchange Locally:
if t mod ⌘ = 0 then
(si ,v
(si ,v
(m,k)
(m,k)
x
et
=x
et i) , w
et
=w
et i) for every m and k.
Where, si 2 {1, 2, ..., M }, vi 2 {1, 2, ..., K}, i = 1, 2, ..., I.
end if
Update:
P
PK
(m,k)
(m,k)
(m,k)
(m,k)
(m,k)
xt
=x
et
, wt
=w
et
, Wt = M
.
m=1
k=1 wt
The approximated
PM posterior:
P
(m,k)
(m,k)
1
N
⇡t (xt ) = Wt m=1 K
(xt = xt
)
k=1 wt
t=t+1
end while
The terminology can be referred to the Appendices.

3.2.3

Parallel/Distributed Particle Filters with the Hybrid Resampling

Parallel/Distributed particle filters with the decentralized resampling are an option with low
communication cost, which execute the resampling on each PU independently. Consequently,
the performance is improved but the estimation accuracy is relatively low, because of the
lack of global information of particles. However, the estimation accuracy is also critical in
particle filters. In order to improve the performance without losing the estimate accuracy, a
hybrid resampling technique was introduced, which executed the centralized resampling and
30
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the decentralized resampling alternatively. A hybrid resampling algorithm, takes advantage
of both the centralized resampling algorithm and the decentralized resampling algorithm,
including the performance and the estimate accuracy, to achieve better speedups without
losing the estimate accuracy. Bai et al. (2015) introduced a type of hybrid resampling
with constant intervals between the decentralized resampling and the centralized resampling
(HRCI). A generic hybrid resampling algorithm is shown in Algorithm 7. The centralized
resampling or the decentralized resampling is a special case of a generic hybrid resampling
algorithm.
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Algorithm 7 Parallel/Distributed Particle Filters with the Generic Hybrid Resampling.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:

Initialization (t = 0):
Allocate M PUs and N particles.
(m,k)
(m,k)
Sample x0
for every m and k, as X0
⇠ ⌧0 (dx0 ).
(m,k)
(m)
Set the weight for each particle and PU as: !0
= M1K , W0 = 1/M .
while 0 < t 6 T do
Sampling:
(m,k)
(m,k)
(m,k)
(k)
Sample xt
as X t
⇠ ⌧t (dxt |xt 1 ) and calculate the weight wt .
P
(m)
(m,k)
Wt = K
for every m.
k=1 w t
if (Condition is satisfied) then
Decentralized Resampling:
n
o
(m,k)
(m,k)
Sample x
et
from xt
|1  k  K on
et
each PU, with P r(X

(m,k)

12:
13:
14:
15:

16:
17:
18:
19:
20:
21:
22:
23:
24:
25:

(m,k)

!
et

(m,v)

= xt

)=

(m,v)

wt

(m)

wt

(m)
Wt

= K
else
Centralized Resampling:
n
o
(m,k)
(m,k)
Sample x
et
from xt
|1  m  M, 1  k  K with
et(m,k) = x(m,v)
probability P r(X
)=
t

(m,v)

wt
PK

k=1

(m)

Wt

end if
Particle Exchange Locally:
if t mod ⌘ = 0 then
(si ,v
(si ,v
(m,k)
(m,k)
x
et
=x
et i) , w
et
=w
et i) for every m and k.
Where, si 2 {1, 2, ..., M }, vi 2 {1, 2, ..., K}, i = 1, 2, ..., I.
end if
Update:
P
PK
(m,k)
(m,k)
(m,k)
(m,k)
(m,k)
xt
=x
et
, wt
=w
et
, Wt = M
.
m=1
k=1 wt
The approximated
PM posterior:
P
(m,k)
(m,k)
1
N
(xt = xt
)
⇡t (xt ) = Wt m=1 K
k=1 wt
t=t+1
end while
The terminology can be referred to the Appendices.
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Chapter 4
Novel Hybrid Resampling Algorithms
for Parallel/Distributed Particle
Filters
In parallel/distributed particle filters with the hybrid resampling, both the centralized resampling algorithm and the decentralized resampling are executed to guarantee the accuracy
and the performance. The hybrid resampling is mainly based on the decentralized resampling algorithm and only invokes the centralized resampling steps at some time steps. How
and how often to invoke the centralized resampling steps are critical for deciding the trade-o↵
between the accuracy and the performance. In Bai et al. (2015), the decentralized resampling algorithm is mainly used and centralized resampling steps are only invoked every fixed
number of time steps, as shown in Figure 4.1. However, some centralized resampling steps
are unnecessary when the system is well converged, such as Step 7 in Figure 4.1. Based on
this motivation, we proposed parallel/distributed particle filters with the Constant Interval
and the Optional Centralized Resampling (HRCIOC).
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Figure 4.1: An example of model convergence in time series from Step 1 to Step 22. The
centralized resampling step is executed every 6 steps.

4.1

Hybrid Resampling with the Constant Interval and
the Optional Centralized Resampling (HRCIOC)

To further improve the performance of parallel/distributed particle filters with the hybrid
resampling, Zhang et al. (2017) proposed the HRCIOC to replace unnecessary centralized
resampling steps with decentralized resampling steps to improve the performance. Before
executing the centralized step, the system convergence status is measured by the calculated
e↵ective sample size, Nef f , to decide whether to execute it or not. The centralized resampling
step is replaced by the decentralized resampling step if the Nef f is large than or equal to
the predefined threshold

(which means the system is well converged). Otherwise, the

centralized resampling step will be executed, as shown in Algorithm 8. Parallel/Distributed
particle filters with HRCIOC are able to improve the performance and decrease the time
consumption by avoiding unnecessary centralized resampling steps.
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Algorithm 8 Parallel/Distributed Particle Filters with the HRCIOC.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:

Initialization (t = 0):
Predefine the interval between centralized steps to be and threshold .
Allocate M PUs and N particles. Each PU has K particles (K = N/M ).
(m,k)
(m,k)
Sample x0
for every m and k, as X0
⇠ ⌧0 (dx0 ).
(m,k)
(m)
1
Set the weight of each particle: !0
= M K , W0 = 1/M .
while 0 < t 6 T do
Sampling:
(m,k)
(m,k)
(m,k)
Sample xt
, as X t
⇠ ⌧t (dxt |xt 1 ).
P
(m)
(m,k)
Wt = K
for every m.
k=1 w t
Calculate Nef f from Nef f = PM PK1 (m,k) 2
m=1

11:
12:
13:

14:
15:
16:
17:
18:

19:
20:
21:
22:
23:
24:
25:
26:
27:
28:

k=1 (w t

)

if t% 6= 0 then
Decentralized Resampling:
n
o
(m,k)
(m,k)
Sample x
et
from xt
|1  k  K on
et(m,k) = x(m,v)
each PU, with P r(X
)=
t
(m,k)

!
et

=

(m)
Wt

(m,v)

wt

(m)

Wt

K

else
if Nef f < , go to Line 12, otherwise, continue.
Centralized Resampling:
n
o
(m,k)
(m,k)
Sample x
et
from
xt
|1  m  M, 1  k  K with probability
et(m,k) = x(m,v)
P r(X
)=
t

(m,v)

wt
PK

k=1

(m)

Wt

end if
Particle Exchange Locally:
if t mod ⌘ = 0 then
(si ,v
(si ,v
(m,k)
(m,k)
x
et
=x
et i) , w
et
=w
et i)
si 2 {1, 2, ..., M }, si 6= m. vi 2 {1, 2, ..., K}, vi 6= k.
end if
Updating:
(m,k)
(m,k)
(m,k)
(m,k)
xt
=x
e
,w
=w
e
PMt PK t (m,k) t
Wt = m=1 k=1 wt
for every m and k.
PM PK
(m,k)
(m,k)
1
N
⇡t (xt ) = Wt m=1 k=1 wt
(xt = xt
)
t=t+1
end while
The terminology can be referred to the Appendices.
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Hybrid Resampling with the Adaptive Number of
Particles (HRAP)

Besides the HRCIOC, Zhang and Gu (2019) proposed a new type of hybrid resampling
algorithm, namely hybrid resampling with the adaptive number of particles (HRAP). In
parallel/distributed particle filters with the HRAP, two thresholds T1 and T2 (T1 < T2 )
related to the system convergence status are predefined. The Nef f is measured after executing
sampling steps. If the Nef f is greater than or equal to T1 , the decentralized resampling step
is executed. Otherwise, the centralized resampling step is executed to improve the system
convergence status. After executing the decentralized resampling step, parallel/distributed
particle filters with the HRAP decrease the number of particles by

on each PU if Nef f is

greater or equal to T2 (which means the system convergence status is good) or increase the
number of particles to the predefined number if Nef f is less than T2 but larger than or equal
to T1 (which means the system convergence status is getting worse). Algorithm 9 shows the
details of the proposed parallel/distributed particle filters with the HRAP. The performance
of parallel/distributed particle filters with the HRAP can be influenced by the number of
particles because the workload of each PU is highly related to the number of particles.
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Algorithm 9 Parallel/Distributed Particle Filters with the HRAP.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:

Initialization (t = 0):
Predefine the threshold T2 and T1 (T2 > T1 ), and particle number decrease rate .
Allocate M PUs and N particles. Each PU has K particles (K = N/M ).
(m,k)
(m,k)
Sample x0
for every m and k, as X0
⇠ ⌧0 (dx0 ).
(m,k)
(m)
1
Set the weight of each particle: !0
= M K , W0 = 1/M .
while 0 < t 6 T do
Sampling:
(m,k)
(m,k)
(m,k)
Sample xt
, as X t
⇠ ⌧t (dxt |xt 1 ).
P
(m)
(m,k)
Wt = K
for every m.
k=1 w t
Calculate Nef f from Nef f = PM PK1 (m,k) 2
m=1

11:
12:
13:

16:

17:
18:
19:
20:
21:
22:

)

if Nef f >= T1 then
Decentralized Resampling:
n
o
(m,k)
(m,k)
Sample x
et
from xt
|1  k  K on each PU,
et
with P r(X

(m,k)

14:
15:

k=1 (wt

(m,k)

(m,v)

= xt

)=

(m)
Wt

(m,v)

wt

(m)

Wt

!
et
= K
Particle Exchange Locally on a portion of particles:
(si ,v
(si ,v
(m,k)
(m,k)
x
et
=x
et i) , w
et
=w
et i)
si 2 {1, 2, ..., M }, si 6= m. vi 2 {1, 2, ..., K}, vi 6= k.
if Nef f >= T2
Decrease the number of particle as K = K (randomly keeps K particles).
else
Increase the number of particles to K, by randomly copying existing particles.
else
Inform others PU to execute the centralized step.
Centralized Resampling:
n
o
(m,k)
(m,k)
Sample x
et
xt
|1  m  M, 1  k  K with probability
et(m,k) = x(m,v)
P r(X
)=
t

(m,v)

wt
PK

k=1

(m)

Wt

end if
Updating:
(m,k)
(m,k)
(m,k)
(m,k)
xt
=x
e
,w
=w
e
PMt PK t (m,k) t
26:
Wt = m=1 k=1 wt
for every m and k.
PM PK
(m,k)
(m,k)
1
N
⇡t (xt ) = Wt m=1 k=1 wt
(xt = xt
)
27:
t=t+1
28: end while
The terminology can be referred to the Appendices.
23:
24:
25:
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Hybrid Resampling with the Adaptive Interval (HRAI)

The HRCIOC and HRAP are able to improve the performance and decrease the time
consumption of parallel/distributed particle filters with the hybrid resampling by avoiding unnecessary centralized resampling steps and using fewer number of particles, respectively. However, they only measure the system convergence every certain number of time
steps. When the current system convergence is getting worse, the centralized resampling
is needed. But those two types of parallel/distributed particle filters with the hybrid resampling still execute the decentralized resampling between ia th and ib th time step, where
i  ia < ib  (i + 1) and i 2 Z + , and the centralized resampling is executed every

steps.

This is because the (i + 1) th step has not been reached yet, shown as Step 9 in Figure 4.1
(the centralized resampling step (Step 13) has not been invoked yet). The decentralized
resampling step (Step 9) needs to be replaced by a centralized resampling step because the
system convergence is getting worse. But they continue executing the decentralized resamplings. Consequently, the system convergence and the estimation accuracy become worse
and worse in the following time steps. Also, the centralized resampling step (Step 7) can
be replaced by the decentralized resampling step to improve the performance because the
system convergence status is still good and Step 7 is unnecessary.
Based on these motivations, we propose a hybrid resampling algorithm to dynamically
adjust the interval between centralized resampling steps, namely hybrid resampling with the
adaptive interval (HRAI). Algorithm 10 shows the details about the proposed algorithm.
Parallel/Distributed particle filters with the HRAI dynamically adjust the interval ↵ based
on Eq. (4.1). ↵ is the number of time steps for executing decentralized resampling steps.
Firstly, the e↵ective sample size is measured from the normalized weights of all particles
based on Eq. (4.2) (Schön (2003)). Secondly, the ratio of the e↵ective sample size to the
total number of particles is calculated. Finally, ↵ is obtained by taking the floor of the
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product of this ratio and the predefined step n0 . The e↵ective sample size can be used to
measure the system convergence in Zhang et al. (2017). A larger e↵ective sample size results
in a larger ↵, as a result, more decentralized resampling steps will be executed between
the recent and the next centralized resampling steps.

(m,k)

(xt = xt

) represents the Dirac

(unit) delta measurement at xt . The other notations can be referred to Eq. 4.1. Initially,
the interval, ↵, is initialized to n0 . i is also initialized to n0 to allow particle filters to
execute the centralized resampling in the first time step. In the centralized resampling step,
↵ is recalculated and distributed to all PUs, and i is reset to 0. The value of ↵ will be
larger and more decentralized resampling steps will be executed if the system convergence
is good. Otherwise, it will be small, and less or none decentralized resampling steps will
be executed. After the centralized resampling step, either the decentralized resampling step
or the centralized resampling step will be executed in the next time steps, according to
the relationship between ↵ and i. Compared to other parallel/distributed particle filters
with the hybrid resamping, the additional computation of ↵ has a linear time complexity,
which does not consume much time, and therefore the additional computation cost can be
neglected. The proposed algorithm alternatively executes the centralized resampling and the
decentralized resampling, which takes advantage of both resampling techniques, including
the high estimation accuracy and the low time consumption. In addition, it is able to adjust
the intervals between centralized resampling steps to timely invoke the centralized resampling
steps to prevent the convergence degradation.
The proposed algorithm is a generalization of various versions of resampling algorithms
above. For example, if ↵ is a constant, the proposed algorithm becomes the HRCI (Bai et al.
(2015)). If ↵ changes, the proposed algorithm becomes HRCIOC (Zhang et al. (2017)). If ↵
is 0, the proposed algorithm becomes the decentralized resampling algorithm. If ↵ goes to
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1, the proposed algorithm will be the centralized resampling algorithm.
⌫ $
Nef f
↵=
n0 =
P
N
N M

m=1

(m,k)

Where wt

n0
PK

(m,k) 2
)

k=1 (wt

%

(4.1)

is the normalized weight of kth particle on mth PU at time step t, and N

is the total number of particles on all PUs. k is the index of particle, k 2 {1, 2, ..., K}. K is
the number of the particles on each PU. m is the index of PU, m 2 {1, 2, ..., M }. M is the
total number of PUs. n0 is the predefined number of steps. bc represents taking the floor.
Nef f = PM

m=1

1
PK

(m,k) 2
)
k=1 (wt

(4.2)

Where, Nef f is the e↵ective sample size. The definitions of other symbols can be referred to
Eq. (4.1).
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Algorithm 10 Parallel/Distributed Particle Filters with the HRAI.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:

13:
14:
15:
16:
17:

Initialization (t = 0):
Allocate M PUs and N particles. Each PU has K particles (K = N/M ).
(m,k)
(m,k)
Sample x0
for every m and k, as X0
⇠ ⌧0 (dx0 ).
(m,k)
(m)
1
Set the weight of each particle: !0
= M K , W0 = 1/M .
set ↵ = n0 , i = n0 .
while 0 < t 6 T do
Sampling:
(m,k)
(m,k)
(m,k)
Sample xt
, as X t
⇠ ⌧t (dxt |xt 1 ).
P
(m)
(m,k)
Wt = K
for every m.
k=1 w t
if i < ↵ then
Decentralized Resampling:
n
o
(m,k)
(m,k)
Sample x
et
from xt
|1  k  K on
et(m,k) = x(m,v)
each PU, with P r(X
)=
t
(m,k)

!
et
=
i=i+1

(m)
Wt

19:
20:
21:
22:
23:
24:
25:
26:
27:
28:

(m)

Wt

K

else
Centralized Resampling:
(m,k)
Sample
x
et
from
n
o
(m,k)
xt
|1  m  M, 1  k  K with probability
(m,v)

18:

(m,v)

wt

w
et(m,k) = x(m,v)
P r(X
) = PK t (m)
t
k=1
j
k Wt
n0
↵=
P
PK
(m,k) 2
N M
)
m=1
k=1 (wt
set i = 0
end if
Particle Exchange Locally:
if t mod ⌘ = 0 then
(si ,v
(si ,v
(m,k)
(m,k)
x
et
=x
et i) , w
et
=w
et i)
si 2 {1, 2, ..., M }, si 6= m. vi 2 {1, 2, ..., K}, vi 6= k.
end if
(m,k)
(m,k)
(m,k)
(m,k)
xt
=x
e
,w
=w
e
PMt PK t (m,k) t
Wt = m=1 k=1 wt
for every m and k.
P
P
(m,k)
(m,k)
M
K
1
⇡tN (xt ) = Wt m=1 k=1 wt
(xt = xt
)
t=t+1
end while
The terminology can be referred to the Appendices.
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Chapter 5
Performance Analysis of
Parallel/Distributed Particle Filters
In this chapter, we firstly analyze the speedup factors and time complexities of parallel/distributed particle filters with di↵erent types of resampling algorithms. Secondly, we
analyze the performance of them on an object tracking task with di↵erent hybrid resampling
algorithms, state sizes, system complexities, numbers of PUs, and state to complexity ratios
to reveal the influences of parameters.
To analyze the computation time and the communication time, we list the main operations of parallel/distributed particle filters and corresponding time complexities or communication time at time step t in Table 5.1. In the table, C is the complexity of the system
model (number of operations), N is the number of particles which are evenly deployed on
each PU, p is the number of PUs, tstartup is the time consumption for setting up the communication between PUs. tdata is the time consumption for transferring one piece of data, which
contains one or several parameters. Steps 1, 2, 4, and 7 are computational steps and steps 3,
5, and 6 are communication steps. The computation time complexity for di↵erent particle
routing policies is same, but their communication time is di↵erent. We use tcomm1 , tcomm2 ,
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and tcomm3 to denote the time consumptions for di↵erent procedures in communication and
analyze them for di↵erent particle routing policies later. To calculate the speedup factor,
we need to calculate the overall time including computation time and communication time
as shown in Eq. 5.1. In the equation, f represents the speedup factor, ts and tp denote time
consumptions for sequential particle filters and parallel/distributed particle filters, respectively. tcomp and tcomm are the computation time consumption and the communication time
consumption, respectively.

f=

ts
ts
ts
=
=
tp
tcomp + tcomm
tcomp + tcomm1 + tcomm2 + tcomm3

(5.1)

Table 5.1: Time consumption of each step in parallel/distributed particle filters.
Operations
1. Calculate the states of N/p particles from step
t 1 on each PU.
2. Calculate the weights of N/p particles on each
PU.
3. Send the weights from each PU to CU.
4. Compute the particle routing information on
CU.
5. Send the routing information to PU.
6. Particle exchange.
7. Calculate the expectation of all particles.

Time Consumption
CN/p
N/p
tcomm1 = ptstartup + Ntd ata
N
tcomm2
tcomm3
N/p

In parallel/distributed particle filters, the sampling procedure independently executes on
each PU. The main di↵erence between various types of parallel/distributed particle filters is
the resampling procedure. The resampling can be classified as the centralized resampling,
the decentralized resampling, and the hybrid resampling. In the next few subchapters, we
will analyze the speedup factors and time complexities of di↵erent types of resampling algorithms, including the centralized resampling with di↵erent routing policies, the decentralized
resampling, and the hybrid resampling.
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Speedup Factor Analysis of Parallel/Distributed
Particle Filters with the Centralized Resampling

In the centralized resampling, a CU initially collects the weights from each PU and subsequently calculates the particle routing schedules based on the received weights and a specific
routing policy, such as the random particle routing policy, the minimal transfer particle
routing policy, and the maximal particle routing policy in Bai et al. (2015). The routing
schedule includes the indices of particles, the corresponding numbers needed to be copied,
and the indices of the source PUs and the destination PUs for particle transfers. After
that, the schedules are copied and sent to all PUs for the following particle transfers. The
flowchart of parallel/distributed particle filters with the centralized resampling is shown in
Figure 5.1. The sampling and the centralized resampling will be iteratively executed unless
the observations are unavailable. The centralized resampling has the same procedures as the
sequential particle filters. As a result, the centralized resampling guarantees the accuracy,
but su↵ers from the high communication cost.

5.1.1

Parallel/Distributed Particle Filters with the Random Particle Routing Policy

In parallel/distributed particle filters with random particle routing policy, two sets are established by classifying the PUs according to the number of residual particles after resampling.
PUs with surplus particles will be classified as one set, and those with shortage of particles
will be classified as another set. For establishing the particle transfer route, a particle is
randomly chosen from a PU with surplus of particles, and a PU with shortage of particles
is also randomly chosen as destination. Numbers of particles in those two PUs increment or
decrements respectively after establishing the route. The particle transfer routes are stored
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Figure 5.1: A flowchart of parallel/distributed particle filters with the centralized resampling.
in the routing table, which contains the source and destination PUs and the corresponding
number of transferred particle. Note that the same particle transfer routes are only counted
as one transfer since the receiving PU can copy the transferred particle with multiple copies.
The sending PUs and receiving PUs will be removed from the above two sets if their numbers
of particles reach the average number of particles each PU contains. This will continue until
both of sets are empty. Finally, particles are transferred according to the routing table. The
random particle routing policy is easy to implement but may result in large communication
costs between PUs. The time for sending the routing table to PUs, tcomm2 , and the time
for particle transfer, tcomm3 , is shown in Equation 5.2 and Equation 5.3 respectively. In
those equations, N , p, S, tstartup , and tdata are the total number of particles, the number
of PUs, the state size, the communication initialization time, and the time to transfer one
piece of data respectively. Each route contains four parameters, including source PU, destination PU, index of particle and the number of copies. The maximal number of routes
in the particle routing table is (N/p)(p

1) when only one PU sends its extra particles to
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all other PUs without duplicate particle transfer. When transferring the particles in the
above scenario, the transfer time for each particle route includes the initialization time and
the time to transfer each particle with S pieces of data. Therefore, the speedup factor is
obtained as Equation 5.4. We define C/S as r, the state size ratio. Then the equation will
be f = rp/(r + ptdata ). If r is very small, which implies the state size S is much larger than
C, then f ⇠
= r/tdata . If r is very large, which implies the state size S is much smaller than
C, the equation will be f ⇠
= p. Therefore, for simple dynamic systems, the achieved speedup
can be up to p.

f=

5.1.2

tcomm2  (N/p)(p

1)(tstartup + 4tdata )

(5.2)

tcomm3  (N/p)(p

1)(tstartup + Stdata )

(5.3)

CN
CN/p + N + (N/p)(p

1)Stdata

⇠
=

rp
r + ptdata

(5.4)

Parallel/Distributed Particle Filters with the Minimal Transfer Particle Routing Policy

Random particle routing policy is easy to implement, but the number of particle transfers among PUs may be high without any scheduling. To reduce the number of particle
transfers and improve the performance, the minimal transfer particle routing policy was introduced. Unlike the random particle routing policy, the minimal transfer particle routing
policy chooses PUs with the most number of extra copies of particle and those with the
most number of needed particles for transferring firstly. We also use two sets to include the
PUs with extra particles and corresponding particle numbers and indices, and those with
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shortage of particles and the needed numbers. They are sorted by the number of selected
particles and the number of needed particles respectively. After each transfer, we update the
sorted lists and continue to transfer particles in the same manner. Based on this scenario,
we obtain tcomm2 and tcomm3 as shown in Equation 5.5 and Equation 5.6. In those equations,
dN/p2 e is the largest number of transfers between PUs, and N is usually larger than p2 .
After combining the communication time, the speedup factor is shown in Equation 5.7. The
equation indicates that, if the state size S is larger than C, then f ⇠
= rp/tdata . If the state
size S is much smaller than C, the equation will be f ⇠
= p. Hence, the model can achieve
speedup up to p for simple dynamic systems.
⌃
⌥
tcomm2  N/p2 (p
⌃
⌥
tcomm3  N/p2 (p

1)(tstartup + 4tdata )

(5.5)

1)(tstartup + Stdata )

(5.6)

CN
⇠
=
CN/p + [N + dN/p2 e (p 1)S]tdata
C
C/S
rp
=
=
C/p + (S/p)tdata
C/Sp + tdata /p
r + tdata
f=

5.1.3

(5.7)

Parallel/Distributed Particle Filers with the Maximal Balance Particle Routing Policy

Although the minimal transfer particle routing policy can decrease the number of particle
transfers, it doesn’t consider the quality di↵erence of the selected particles. To guarantee
the distribution of ”good” particles on PUs, the maximal balance particle routing policy is
developed. The maximal balance particle routing policy predefines a threshold to decide
which particles are considered to be “good”. If the number of copies of any selected particle
is higher than the threshold, it is considered to be a “good” particle. Those ”good” particles
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will be evenly distributed to all the PUs. The minimal transfer particle routing policy
will be applied to the remaining particles on PUs. According to this rule, we obtain the
communication time tcomm2 and tcomm3 as shown in Equation 5.8 and Equation 5.9. In those
g)N/p2 e is the maximal number

equations, g is the percentage of “good” particles, and d(1

of transfers between PUs using minimal transfer particle routing policy . gN is the number
of “good” particles, which will be transferred using maximal balance particle routing policy.
The speedup factor is shown in Equation 5.10. The equation indicates that the speedup
factor is dependent on the state size ratio and the percentage of good particles. If g is 0, it
becomes the minimal transfer particle routing policy.

f=

5.2

⌃
tcomm2  ( (1

⌥
g)N/p2 (p

⌃
tcomm2  ( (1

⌥
g)N/p2 (p

CN/p + N + [d(1

CN
g)N/p2 e (p

1) + gN )(tstartup + 4tdata )

(5.8)

1) + gN )(tstartup + Stdata )

(5.9)

1) + gN ]Stdata

⇠
=

r + [(1

rp
g) + pg]tdata

(5.10)

Speedup Factor Analysis of Parallel/Distributed
Particle Filters with the Decentralized Resampling

Unlike the centralized resampling, the decentralized resampling executes the particle resampling independently on each PU and exchanges a small portion of particles between
neighboring PUs at each time step to improve the diversity. However, the good particles
cannot be fully transferred. Apparently, the high cost communication in the centralized
resampling is reduced in decentralized resampling. Therefore the decentralized resampling
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improves the performance, but decreases the accuracy. The flowchart of parallel/distributed
particle filters with the decentralized resampling is shown in Figure 5.2. In the figure, the
decentralized resampling exchanges 10% particles between neighboring PUs for improving
the particle diversity and system convergence.

Figure 5.2: A flowchart of parallel/distributed particle filters with the decentralized resampling.
The decentralized resampling executes the sampling and resampling independently on
each PU. Hence, the computational time complexity of parallel/distributed particle filters
with the decentralized resampling is tcomp = O(CN/p+N/p) = O(CN/p). The decentralized
resampling only exchanges a portion of particles between neighboring PUs in each time step.
For example, any PU with an even index i sends a portion of particles to a PU with an
index (i + 1)%M in the first round, where M represents the number of PUs and it is an
even number. In the second round, any PU with an odd index i sends the same portion of
particles to a PU with an index (i + 1)%M . Based on that scenario, the particle transfer
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can be efficiently completed in two rounds. Therefore, the computational speedup factor is
p. The communication time consumption tcomm = 2(tstartup + N Stdata /p), where

is the

percentage of particles need to be sent to the neighboring PUs. After the simplification, the
speedup factor is shown in Equation (5.11).

f=

5.3

CN
Cp/S
⇠
=
=
CN/p + 2N Stdata /p
C/S + 2 tdata
rp
r + 2 tdata

(5.11)

Speedup Factor Analysis of Parallel/Distributed
Particle Filters with the Hybrid Resampling

The hybrid resampling combines the centralized resampling and the decentralized resampling to improve the performance without losing the estimate accuracy. The hybrid resampling mainly executes the decentralized resampling and occasionally invokes the centralized
resampling according to specific strategies. The flowchart of parallel/distributed particle
filters with the hybrid resampling is shown in Figure 5.3. In the figure, t represents the time
step and k represents that the hybrid resampling executes the centralized resampling every
k time steps. All types of hybrid resampling algorithms can be classified as a hybrid resampling algorithm with a parameter ↵, which is the ratio between the steps of the centralized
resampling and the steps of the decentralized resampling.
The hybrid resampling combines both the centralized resampling and the decentralized
resampling. We assume the ratio between the time steps of the centralized resampling and
the total number of time steps is ↵, where0  ↵  1, and we use the minimal transfer particle
routing policy in the centralized resampling, the speedup factor is shown in Equation (5.12).
In the equation, if ↵ = 0, the speedup factor will be the same as that in Equation (5.11),
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Figure 5.3: A flowchart of parallel/distributed particle filters with the hybrid resampling.
and if ↵ = 1, the speedup factor will be the same as that in Equation (5.7).

f=

CN
Cp/S
⇠
=
CN/p + A + B
C/S + [↵ + 2(1 ↵) ]tdata
rp
=
r + [↵ + 2(1 ↵) ]tdata
⌃
⌥
where, A = ↵[N + N/p2 (p 1)S]tdata ,
B = 2(1

(5.12)

↵)N Stdata /p

In the analysis, the complexity-state ratio impacts the speedup factors, which is also
shown in Figure 5.4. In the figure, the horizontal axis is the complexity-state ratio and the
vertical axis is the speedup factors. The curves show how the speedup factors change with
the increase of the complexity-state ratio. From the figure, we see that the increase of the
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complexity-state ratio indicating more computationally intensive systems achieves higher
speedups, no matter what resampling algorithms are used. Therefore, parallel/distributed
particle filters have better performances in computationally intensive systems.

Figure 5.4: The relationship between the complexity-state ratio and the speedup factor for
parallel/distributed particle filters with di↵erent resampling algorithms.

5.4

Performance Analysis of Parallel/Distributed Particle Filters with Constant State Size and System
Complexity

We apply parallel/distributed particle filters with the constant state size and the constant
system complexity, and di↵erent types of resampling algorithms, including the centralized
resampling, the decentralized resampling, the existing hybrid resampling algorithm, and
proposed hybrid resampling algorithms on an object tracking problem to verify our findings
and tune the parameter settings. Particle filters are used to track a moving duck with several
ducklings behind as interference in a piece of video as shown in Fig. 5.5. The piece of video
includes 614 frames. The position of the duck is estimated by using particle filters in each
frame as shown in Fig. 5.6. The true position of the duck is labeled manually in each frame.
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In order to compare the estimation accuracy, we use time-averaged root mean square error
(RMSE) to evaluate the performance between di↵erent resampling algorithms, as defined in
Eq. (5.13). All of the particle filtering algorithms are written by C++ with Message Passing
Interface (MPI) library. The computational platform is a cluster with distributed memory
architecture. The cluster has 32 PUs with 4GB memory per PU, and each PU is an Intel
Xeon(R) CPU E5-2643 3.30GHz processor.
v
u t=1
X
1u
R= t
(⇡tN
T
T

⇡t )

2

(5.13)

Where, R is the calculated time-averaged RMSE, ⇡tN is the estimated state at time step t,
⇡t is the true state at time step t, and T is the number of time steps.

Figure 5.5: Several frames extracted from the video showing the moving duck with ducklings
behind (frame sequence is from top left to bottom right).
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Parameter Selection on the Hybrid Resampling with Constant Interval (HRCI)

Because of the usage of the hybrid resampling technique, parallel/distributed particle filters with the HRCI (Bai et al. (2015)) improved the speedup factor compared with parallel/distributed particle filters with the centralized resampling and lowered the estimation
accuracy compared with parallel/distributed particle filters with the decentralized resampling. The interval,

, between the centralized resampling steps needs to be predefined.

The HRCI executes the centralized resampling every

steps. Apparently,

influences the

performance and the estimation accuracy. In this section, we evaluate how

influences the

time consumption and the accuracy of parallel/distributed particle filters based on the HRCI
with 32 PUs and 320 particles on the object tracking problem, as described in Section 5.1.
Fig. 5.7 and Fig. 5.8 show the relationships between

and the time consumption, and

Figure 5.6: The position estimation by using particle filters (frame sequence is from top left
to bottom right). The red rectangles indicate the estimated position of the duck and the
cyan dots represent the particles.
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and the number of particles transferred in parallel/distributed particle filters with

the HRCI, respectively. We use 2, 4, 8, 16, and 32 PUs to handle 320 particles. In Fig. 5.7,
the horizontal axis is the interval in the number of steps, and the vertical axis is the time
consumption in seconds. In Fig. 5.8, the horizontal axis also represents the interval in the
number of steps, and the vertical axis denotes the number of particles transferred globally.
Each curve in Fig. 5.7 and Fig. 5.8 indicates that the time consumption and the number
of transferred particles gradually decrease when
used. This is because a larger

increases, no matter how many PUs are

results in a smaller number of centralized resampling steps.

Thus, the time consumption and the number of particles transferred decrease. The time
consumption decreases if more PUs are used when using the same

as shown in Fig. 5.7,

because each PU will handle less number of particles if more PUs are used. Also, the number
of particles transferred increases, if more PUs are used as shown in Fig. 5.8. This is because
good particles might need to transfer from one PU to more PUs, if more PUs are used. In
Fig. 5.9, the horizontal axis is the interval in the number of steps, and the vertical axis is
the RMSE. Each curve in Fig. 5.9 indicates that the RMSE decreases when
This is because more centralized resampling steps are executed, if a smaller

decreases.
is used. The

centralized resampling lowers the estimation errors, but consumes more time, compared with
the decentralized resampling. We also notice that the estimation accuracy decreases with the
increase of the number of PUs, if the same

is used. This is because a smaller number of PUs

may lead to better distribution of particles on each PU, which results in better expectation of
the position in the duck tracking problem. The experimental results in this section indicate
that the value of the constant interval, , is critical in balancing the estimation accuracy and
the time consumption of parallel/distributed particle filters with the HRCI. A lower value
of

leads to a larger time consumption but produces better estimation accuracy.
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and the time consumption of paral-

Figure 5.8: The relationship between the values of and the numbers of transferred particles
of parallel/distributed particle filters with the HRCI.

5.4.2

Parameter Selection on the Hybrid Resampling with
Constant Intervals and Optional Centralized Resampling
(HRCIOCR)

The performance of parallel/distributed particle filters with the HRCI was further improved
by the HRCIOCR, which measures the system convergence in the centralized resampling
steps (Zhang et al. (2017)). In the HRCIOCR, the e↵ective sample sizes are calculated
from the weights of all particles by using Eq. (4.2) every
56
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and the RMSE of parallel/distributed

size can be used to evaluate the system convergence. Unlike the HRCI, the centralized
resampling will be replaced by the decentralized resampling in the HRCIOCR, if the e↵ective
particle number is larger than the predefined threshold. That replacement will not hurt the
estimation accuracy, since the qualities of particles are still good, and thus some centralized
resampling steps are unnecessary. Compared with the HRCI, the HRCIOCR is able to
further improve the performance without losing the estimation accuracy by avoiding the
unnecessary centralized resampling steps. We evaluate the same metrics for the HRCIOCR,
as we did for the HRCI, including the performance and the the estimation accuracy with
di↵erent predefined thresholds Nt , on the same object tracking task with the same number
of particles and PUs. The thresholds are predefined to be 32, 96, 160, 224, 288, which are
10%, 30%, 50%, 70%, 90% of the total number of particles 320, respectively.
The relationships between Nt and the time consumption, and between Nt and the number
of particles transferred in parallel/distributed particle filters with the HRCIOCR, are shown
in Fig. 5.10 and Fig. 5.11, respectively. In Fig. 5.10, the horizontal axis is the predefined
threshold, and the vertical axis represents the time consumption in seconds. In Fig. 5.11,
the horizontal axis also represents the predefined threshold, and the vertical axis denotes
the number of particles transferred globally. Those curves represent the results by using
57
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di↵erent numbers of PUs, including 2, 4, 8, 16, 32 PUs. The time consumption and the
number of transferred particles increase, if the threshold Nt increases. Parallel/Distributed
particle filters with the HRCIOCR have to execute enough centralized resampling steps to
guarantee that the e↵ective sample sizes are higher than the predefined threshold, so more
centralized resampling steps need to be executed if the threshold Nt increases. Consequently,
the time consumption and the number of transferred particles increase if more centralized
resampling steps are executed. Also, the time consumption decreases and the number of
transferred particles increases, if more PUs are used. This is because each PU handles a
smaller number of particles and the particles will be distributed to more PUs if more PUs
are used.
The relationship between the RMSE and the predefined Nt is shown in Fig. 5.12. In
the figure, the horizontal axis is the predefined threshold and the vertical axis is the RMSE.
Fig. 5.12 indicates that the RMSE decreases if the larger Nt is used. This is because a
larger threshold results in more centralized resampling steps, which is helpful in minimizing
the RMSE. Another observation is that the RMSE decreases if fewer PUs are used because
smaller numbers of PUs allow each PU to handle more particles, which results in better
distribution of particles on each PU (produces more quality particles). In the centralized
resampling, a large number of particles will be derived from the quality particles in each PU.
Thus, the RMSE measuring errors between the expectations of all the particles and true
states will be smaller if the quality particles have more o↵springs.

5.4.3

Parameter Selection on the Hybrid Resampling with Adaptive Intervals (HRAI)

Zhang et al. (2021a) proposed parallel/distributed filters with the HRAI, which are able
to dynamically adjust the intervals between the centralized resampling steps based on the
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Figure 5.10: The relationship between the thresholds Nt and the time consumption of parallel/distributed particle filters with the HRCIOCR.

Figure 5.11: The relationship between the thresholds Nt and the numbers of transferred
particle of parallel/distributed particle filters with the HRCIOCR.
convergence status estimated by the e↵ective sample size, as shown in Eq. (4.2). The
parameter n0 is the predefined number of steps. We predefine di↵erent n0 between 14 and
38, which results in a balance in the time consumption and the RMSE on the duck tracking
problem. The time consumption, the number of particles transferred, and the RMSE are
compared with di↵erent values of n0 and the number of PUs in the tracking task by using
parallel/distributed particle filters with 320 particles.
Fig. 5.13 shows the time consumption of the proposed parallel/distributed particle filters
with the HRAI and di↵erent predefined numbers of steps, running on di↵erent numbers of
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CHAPTER 5. PERFORMANCE ANALYSIS OF PARALLEL/DISTRIBUTED
PARTICLE FILTERS

60

Figure 5.12: The relationship between the thresholds Nt and the RMSE of parallel/distributed particle filters with the HRCIOCR.
PUs. In Fig. 5.13, the horizontal axis is the predefined number of step, and the vertical axis
represents the time consumption in seconds. As shown in the figure, no matter how many
PUs are used, the time consumption decreases when n0 increases because a larger n0 results
in a lager ↵ according to Eq. (4.1). ↵ is the dynamic interval between the neighboring
centralized resampling steps. As a result, the frequency of executing centralized resampling
steps decreases when n0 increases. The centralized resampling steps are helpful for the
system convergence but costly for the time consumption, compared with the decentralized
resampling. Thus, the time consumption decreases when n0 increases. Also, handling the
same number of particles with more PUs decreases the time consumption, which is indicated
by those curves in Fig. 5.13. However, the speedup is not proportional to the number of
used PUs. Fig. 5.13 indicates that the speedup factors increase slowly when the number of
PUs doubles from 2 to 32. This is because there exist more communications between PUs
during the centralized resampling process if more PUs are used. When handling the same
number of particles, more PUs will lead to more communication costs.
The relationship between the predefined n0 and the number of particles transferred is
studied as shown in Fig. 5.14. In the figure, the horizontal axis represents the predefined
number of steps, and the vertical axis denotes the number of particles transferred globally.
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Fig. 5.14 indicates that more particles are transferred between PUs if more PUs are used.
This is because the selected good particles will be copied and sent to more PUs, which
leads to more transferred particles if more PUs are used. Also, larger values of predefined n0
result in a smaller number of particles transferred. This is because the frequency of executing
centralized resampling steps decreases if larger values of n0 are used, and the corresponding
number of particles transferred decreases.
The relationship between the predefined number of steps n0 and the RMSE is studied

Figure 5.13: The time consumption of parallel/distributed particle filters with the HRAI
with di↵erent predefined n0 .

Figure 5.14: The number of transferred particles of parallel/distributed particle filters with
the HRAI with di↵erent predefined n0 .
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as shown in Fig. 5.15. In the figure, the horizontal axis is the predefined number of steps,
and the vertical axis is the RMSE. The RMSE increases if higher values of predefined n0 are
used no matter how many PUs are involved, as shown in Fig. 5.15. This is because a higher
value of n0 results in a higher value of ↵, which lowers the frequency of executing centralized
resampling steps and is harmful to the system convergence. Di↵erent curves in Fig. 5.15
represent the RMSE of position estimation with di↵erent numbers of PUs. Using more PUs
increases the RMSE, even though the corresponding time consumption decreases. This is
because the chance of obtaining quality particles is lower if each PU handles fewer particles.
As a result, the estimation (the mathematical expectation of all particles) will be far away
from the true location and the corresponding RMSEs are high if more PUs are used. In fact,
the HRCI and HRCIOCR are special cases of HRAI when the system convergence satisfies
certain conditions, which cannot be decided.

Figure 5.15: The RMSE of parallel/distributed particle filters with the HRAI with di↵erent
predefined n0 .
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Performance Comparisons among Parallel/Distributed Particle Filters with Di↵erent Resampling Algorithms

Firstly, the proposed HRAI algorithm is verified by comparing the estimated position with
other resampling algorithms, including the centralized sampling, the decentralized resampling, the HRCI, and the HRCIOCR, in the same tracking problem. Fig. 5.16 shows the
true and estimated positions of the duck on the horizontal direction in all the frames by using
parallel/distributed particle filters based on those five types of resampling algorithms, and
Fig. 5.17 shows the same measurement on the vertical direction. In those figures, the black
curves represent the position of the true state. The yellow, green, red, cyan, and blue curves
are corresponded to parallel/distributed particle filters based on the centralized sampling,
the decentralized resampling, the HRCI, the HRCIOCR, and the HRAI, respectively. Those
overlapped black, red, blue, yellow, and cyan curves in Fig. 5.16 and Fig. 5.17 indicate
that parallel/distributed particle filters based on the centralized sampling, the HRCI, the
HRCIOCR, and the HRAI are able to obtain the similar estimation as the true states, and
the proposed HRAI algorithm is e↵ective in the tracking problem.
In Fig. 5.16 and Fig. 5.17, the green curves are far away from the black curves (true
position), which implies that parallel/distributed particle filters with the decentralized sampling produce relatively large errors compared with other types of particle filters. This is
because the decentralized resampling does not resample the particles from all PUs, which
leads to particle impoverishment. In both Fig. 5.16 and Fig. 5.17, the distances between the
green curves and black curves are short in the initial 30 frames. But that distance increases
gradually in the following frames. That phenomenon implies the particle impoverishment of
parallel/distributed particle filters with the decentralized resampling, becomes more severe
after the initial 30 frames. In order to get rid of the particle impoverishment, the centralized
resampling steps are needed.
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Figure 5.16: The true and estimated positions of the duck in horizontal directions by using
parallel/distributed particle filters with di↵erent resampling algorithms. TRUE refers to
the true position. Centralized, Decentralized, HRCI, HRAI, and HRCIOCR represent the
estimated position by using particle filters with the centralized sampling, the decentralized
resampling, the HRCI, the HRAI, and the HRCIOCR, respectively.

Figure 5.17: The true and estimated positions of the duck in vertical directions by using
parallel/distributed particle filters with di↵erent resampling algorithms. TRUE refers to
the true position. Centralized, Decentralized, HRCI, HRAI, and HRCIOCR represent the
estimated position by using parallel/distributed particle filters with the centralized sampling,
the decentralized resampling, the HRCI, the HRAI, and the HRCIOCR, respectively.
Secondly, we compare the performance including the time consumption, the number
of particles transferred, and the RMSE among parallel/distributed particle filters with the
centralized sampling, the decentralized resampling, the HRCI, the HRCIOCR, and the HRAI
on duck tracking problem to evaluate our findings. The results are shown in Fig. 5.18,
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Fig. 5.19, and Fig. 5.20. In the figures, the yellow, green, red, cyan, and blue curves
are corresponded to parallel/distributed particle filters with the centralized sampling, the
decentralized resampling, the HRCI, the HRCIOCR, and the HRAI, respectively.
The time consumption of those five types of parallel/distributed particle filters on the
duck tracking problem is shown in Fig. 5.18. In the figure, the yellow curve and green
curve indicate that particle filters with the centralized resampling and the decentralized resampling always have the most and least time consumptions, respectively, no matter how
many PUs are used. This is because the centralized resampling involves the particle and
schedule transfers between PUs and the decentralized resampling does not need to execute
them. The red, cyan, and blue curves represent parallel/distributed particle filters with the
HRCI, the HRCIOCR, and the HRAI, respectively. They implement both the centralized
resampling and the decentralized resampling with their own strategies. Therefore, those
three types of parallel/distributed particle filters have time consumptions always between
parallel/distributed particle filters with the centralized resampling and those with the decentralized resampling, shown as the yellow and green curves in Fig. 5.18.
In Fig. 5.19, the yellow, red, cyan, and blue curves imply that parallel/distributed particle
filters with the centralized resampling always transfer a large number of particles globally, and
those with the HRAI always transfer a small number of particles. Parallel/Distributed particle filters with the decentralized resampling only locally exchange 10% of particles between
neighboring PUs to improve the system convergence and avoid particle impoverishment. The
decentralized resampling transfers more particles than other resampling techniques, but it
consumes less time, when the numbers of PUs are 2, 4, and 8 as shown in Fig. 5.18, Fig.
5.19. This is because the decentralized resampling can locally exchange the particles efficiently, and that does not count for global transfers of particles, which consumes much more
communication time. But, we show the number of particles transferred for the decentralized
resampling to indicate that: (1) It is the most efficient among all five types of resampling
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algorithms, even though it transfers a larger number of particles than others; (2) The local
transfer of particles is more efficient than the global transfer of particles.
Parallel/Distributed particle filters with the HRCI execute the centralized resampling
every k (k 2 R) steps and the decentralized resampling in the rest of steps. The HRCIOCR
measures the system convergence based on the particle weights every k time steps and executes the centralized resampling if the measured system convergence is lower than the predefined threshold, otherwise, the decentralized resampling will be executed. The HRCIOCR
is able to avoid the unnecessary centralized resampling steps and global transfers of particles, which improves the speedup factors. Thus, the HRCIOCR usually has lower time
consumptions and smaller numbers of transferred particles than the HRCI, shown as the
cyan and red curves in Fig. 5.18 and Fig. 5.19, respectively. However, the HRCIOCR might
continue to execute the decentralized resampling if it is not the nkth time step, even though
the system convergence is getting worse. This is because it is only possible to execute the
centralized resampling every k time steps. In order to get rid of that disadvantage, the
HRAI is introduced, which is able to dynamically adjust the interval between centralized resampling steps. The HRAI measures the e↵ective sample size, which represents the system
convergence status at centralized resampling steps according to Eq. (4.2), and calculates the
interval between the current and the next centralized resampling step based on Eq. (4.1).
The interval will be large if the current system convergence status is good, which might have
higher probabilities to generate good o↵spring particles in the following time steps and thus
the centralized resampling steps are unnecessary. The interval will be zero if the current system convergence is still bad, which means particle filters continue executing the centralized
resampling until the acceptable convergence is obtained. Thus, the HRAI can further avoid
unnecessary centralized resampling steps and guarantee the system convergence at the same
time. As shown in Fig. 5.18 and Fig. 5.19, the HRAI always has less time consumption
and fewer number of transferred particles (globally) than the HRCI and the HRCIOCR,
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especially when more PUs are used.
When more PUs are used, the time consumption decreases, as shown in Fig. 5.18. This
is because each PU handles a smaller number of particles (all particles are evenly distributed
to more PUs). But the speedup factor gradually decreases if more PUs are used. This is
because the increase of communication (particle transferring) is not proportional to that of
PUs. To be specific, the increase ratio of communication is higher than that of PUs, as shown
in Fig. 5.19. Because, good particles are generated on more PUs and the corresponding
communication costs increase during particle transferring.
The estimation accuracy is also a critical factor to evaluate the performance of particle
filters. The centralized resampling is helpful in the system convergence but produces high
communication costs. As analyzed above, the number of executed centralized resampling
steps for the tracking problem is listed below: ”Centralized” > HRCI > HRCIOCR > HRAI
> ”Decentralized”. Thus, the estimation accuracy follows the same order except for the
HRAI, shown as the blue curves in Fig. 5.20. This is because the HRAI dynamically adjusts
the interval between centralized resampling steps based on the system convergence. That
strategy can avoid some unnecessary centralized resampling steps and timely invoke them
when needed. As a result, the HRAI has lower RMSE than the HRCI, the HRCIOCR,
and the decentralized resampling. When the number of PUs increases, the RMSEs of all
parallel/distributed particle filters increase. This is because the number of particles allocated
to each PU decreases if more PUs are used to handle the same number of particles. The
probability of obtaining particles with high posteriors is low if there do not exist enough
particles on each PU. Therefore, the estimates have high RMSEs if more PUs are used. We
notice that the RMSE of parallel/distributed particle filters with the decentralized resampling
increases dramatically, when the number of PUs increases, shown as the green curve in Fig.
5.20 because parallel/distributed particle filters with the decentralized resampling, do not
execute the centralization resampling steps, which allows the particles to become worse and
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Figure 5.18: The time consumption of di↵erent parallel/distributed particle filters on the
tracking problem.

Figure 5.19: The number of transferred particles of di↵erent parallel/distributed particle
filters on the tracking problem.
worse if they are derived from particles with low quality, especially when more PUs are used.
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Figure 5.20: The RMSE of estimates of di↵erent parallel/distributed particle filters on the
tracking problem.

5.5

Performance Analysis of Parallel/Distributed Particle Filters with Various State Sizes and System
Complexities

We have evaluated the performance of parallel/distributed particle filters with various resampling algorithms with the constant system complexity and the constant state size. However,
it is still unknown what are the influences of system complexity and state size on the performance of parallel/distributed particle filters. To evaluate how parameters, including the state
size, the system complexity, the complexity-state ratio, the number of PUs, the model dimension, and the resampling algorithm, impact the performance of parallel/distributed particle
filters, we run parallel/distributed particle filters with various parameters and sittings on an
object tracking task. The sampling algorithms include the centralized resampling, the decentralized resampling, the HRAI, and the HRCI. HRCIOCR is not considered because it is not
an interval-based hybrid resampling algorithm. In the experiments, a flying bird is tracked
from a piece of video with 414 frames as shown in Figure 5.21. The bird is cropped with a
rectangle (300 ⇥ 150 pixels) in the first frame as the observation. The coordinates of the bird
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in each frame are estimated by using parallel/distributed particle filters with 320 particles.
Each particle contains a vector with a dimension equal to the state size. In the vector, each
entry stores estimated coordinates corresponding to a sub-posterior. The sub-posterior is
proportional to the distance between the observation (cropped image in the first frame) and
the images represented by the coordinates in the entry. The distance is calculated by using
the Gaussian Kernel on pixel-wise. For a particle, the posterior is the expectation of all
sub-posteriors of coordinates stored in the vector. A particle with a large state size contains
more entries and thus has more communication costs when it is transferred between PUs.
The number of operations related to computational costs in particle filters is represented by
the system complexity. In order to study the influence of the system complexity on the performance, particle filters execute the calculation steps (as shown in Table 1) multiple times to
increase the system complexity. For example, if the system complexity is two, particle filters
execute the calculation steps twice. In the decentralized resampling, a certain percentage
of particles on each PU is randomly selected and transferred to their neighboring PUs for
improving the particle diversity and the system convergence. Transferring too few particles
between neighboring PUs will impact the system convergence. However, transferring a large
number of particles between PUs significantly increases the communication cost and thus
decreases the performance of parallel/distributed particle filters. In this work, we transfer
10% of the particles on each PU to their neighboring PUs for the performance comparisons
of di↵erent resampling algorithms. However, it can be optimized for the enhanced accuracy
and performance of parallel/distributed particle filters. We will investigate this issue in our
later work. In the hybrid resampling, the ratio between the centralized resampling steps and
the decentralized resampling steps is 0.2. All of the particle filtering algorithms are written
with C++ and Message Passing Interface (MPI) library. The computational platform is a
cluster with 32 PUs (Intel Xeon(R) CPU E5-2643 3.30GHz processor, 4GB memory per PU)
and a distributed memory architecture.
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Figure 5.21: Some frames containing the soaring bird as a target in a piece of video. The
red rectangles are the estimates and the cyan dots in the red rectangles are the particles.
We measure and compare the communication time, the computation time, the total
time consumption, and the speedup factors of parallel/distributed particle filters with the
centralized resampling (the minimal transfer routing policy), the decentralized resampling,
and the hybrid resampling. The speedup factors are obtained by calculating the ratios
between the time consumption of sequential particle filters and that of parallel/distributed
particle filters on the same tracking task, as shown in Equation (5.1). In Equation (5.1), the
increase of the communication time, tcomm , can lower the speedup factor by increasing the
total time consumption, tp , which is equal to the sum of the communication time, tcomm and
the computation time, tcomp . The communication cost is decided by the resampling algorithm
because the communication cost is only produced in the resampling procedures. However,
the sampling procedures independently execute on individual PUs, and no communications
exist between PUs.
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System Complexities on the Performance of
Parallel/Distributed Particle Filters

The system complexity influences the computation time and the speedup factor. A complicated system leads to more computation costs during the evolution of the system compared
with a simple system. Figure 5.22 shows the relationship between the system complexity and
the communication time, the computation time, the total time, and the speedup factor. In
the figure, the horizontal axis is the system complexity and the vertical axis represents the
computation time, the communication time, the total time, and the speedup factor, respectively. Centralized, Decentralized, HRAI, and HRCI indicate parallel/distributed particle
filters with the centralized resampling, the decentralized resampling, the hybrid resampling
with adaptive interval, and the hybrid resampling with constant interval, respectively. The
solid line and the dashed line specify the results from 4 PUs and 16 PUs, respectively. From
Figure 5.22(a), (b), and (c) we see that the communication time with 4 PUs is larger than
that with 16 PUs due to more transfers between PUs. Also, parallel/distributed particle
filters with the hybrid resampling consume more communication time, computation time,
and total time than those with the decentralized resampling and less communication time,
computation time, and total time than those with the centralized resampling. This is because
the centralized resampling enhances both the computation time and the communication time
due to the calculation of the transfer schedules and the following transfer of schedules and
particles between PUs. Parallel/Distributed particle filters with the HRAI have better performance than these with the hybrid resampling, since the HRAI allows parallel/distributed
particle filters get rid of some of the unnecessary centralized resampling steps.
In Figure 5.22(a), we also notice that the communication time is nearly the same with
di↵erent system complexities for any resampling algorithms because the communication time
is decided by the number of data transferred between PUs, including the weights, the particle
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transfer schedules, and the particles. Increasing the system complexity does not influence
the communication, but increases the computation time and total time consumption, as
shown in Figure 5.22(b) and (c). Figure 5.22(d) shows the relationship between the system
complexity and the speedup factor. From the figure, we know that more PUs lead to a
higher speedup factor, and with the increase of the system complexity the speedup factors
slightly rise. This is because a high system complexity allows the particle filters to focus
more on the computation than the communication. Parallel/Distributed particle filters with
the decentralized resampling achieve the highest speedup factor and those with the centralized resampling have the lowest speedup factors under the same settings. The di↵erences
of speedup factors become larger when the number of PUs increases. When the system
complexity increases, the computation time increases. Although the total time consumption
increases, the ratio of computation time to the communication time also increases, and thus
the speedup factor increases, as indicated in Equation (5.7), (5.11), and (5.12).

5.5.2

State Sizes on the Performance of Parallel/Distributed Particle Filters

The state size determines the communication time in parallel/distributed particle filters. A
large state size allows particle filters to consume more time on the data transmission, thus
increasing the communication time and decreasing the performance of parallel/distributed
particle filters. Figure 5.23 shows the relationship between the state size and the computation time, the communication time, the total time, and the speedup factor. We also run
the applications with 4 PUs (solid lines) and 16 PUs (dashed lines), respectively. In the figures, the horizontal axis is the state size and the vertical axis represents the communication
time, the computation time, the total time, and the speedup factor, respectively. Centralized, Decentralized, HRAI, and HRCI indicate parallel/distributed particle filters with the
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Figure 5.22: The relationship between the system complexity and the communication time,
the computation time, the total time, and the speedup factor.
centralized resampling, the decentralized resampling, the hybrid resampling with adaptive
interval, and the hybrid resampling with constant interval, respectively. Figure 5.23(a), (b),
and (c) indicate that a larger number of PUs lead to less communication time, computation
time, and total time with the same parameter settings. With the increase of the stat size, the
communication time, the computation time, and the total time grow because the state size
impacts both the computation and the communication. However, when the state size reaches
25, the communication time increases more significantly, leading to the same observation in
the total time. Figure 5.23(d) displays how the speedup factor is influenced by the state
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size. From the figure, we notice a similar trend that a larger number of PUs achieve a higher
speedup factor and parallel/distributed particle filters with the hybrid resampling perform
between those with the centralized resampling and those with the decentralized resampling.
Also, parallel/distributed particle filters with the HRAI have better performance than these
with the hybrid resampling.

(a)

(b)

(c)

(d)

Figure 5.23: The relationship between the state size and the communication time, the computation time, the total time, and the speedup factor.

75

CHAPTER 5. PERFORMANCE ANALYSIS OF PARALLEL/DISTRIBUTED
PARTICLE FILTERS

5.5.3

76

Complexity-state Ratios on the Performance of
Parallel/Distributed Particle Filters

The state size influences both the communication time and the computation time, and the
system complexity impacts the computation time. Both the state size and the system complexity greatly impact the performance of parallel/distributed particle filters. Therefore,
their combined e↵ect needs to be considered. Based on this idea, we propose to measure the
complexity-state ratio and check how it influences the performance of parallel/distributed
particle filters. The values of the complexity-state ratio and the corresponding combinations
of the system complexities and the state sizes are shown in Table 2. For the same complexitystate ratio, we check 3 di↵erent combinations of the system complexities and the state sizes,
which are randomly generated, as shown in each column in Table 2, and use the average measurements in Figure 5.24. Figure 5.24 shows the relationship between the complexity-state
ratio and the communication time, the computation time, the total time, and the speedup
factor. Centralized, Decentralized, HRAI, and HRCI indicate parallel/distributed particle
filters with the centralized resampling, the decentralized resampling, the hybrid resampling
with adaptive interval, and the hybrid resampling with constant interval, respectively. In the
figure, we use the same notations as before. The horizontal axis is the complexity-state ratio
and the vertical axis represents the communication time, the computation time, the total
time, and the speedup factor, respectively. Likewise, the solid lines and the dashed lines denote the data from parallel/distributed particle filters with 4 PUs and 16 PUs, respectively.
The figure indicates that all the communication time, the computation time, and the total
time decrease when the number of PUs increases. Parallel/Distributed particle filters with
the decentralized resampling consume the least communication, computation, and total time
and parallel/distributed particle filters with the centralized resampling consume the most
communication, computation, and total time. Parallel/Distributed particle filters with the
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HRAI have better performance than these with the hybrid resampling.
In Figure 5.24(a), when the complexity state ratio is 1, we get the minimal average state
size, 5, and the communication time is minimal. When the complexity state ratio is 4, we
get the maximal average state size, 20/3, and the communication time is maximal. The
phenomenon indicates the trend of communication time follows the change of the average
state sizes. Besides the algorithms used in parallel/distributed filtering, the computation cost
is also decided by the state size and the system complexity. A particle with a larger state size
needs more time to transfer and compute because that particle contains more data items.
In Figure 5.24(b), the change of the computation time is consistent with that of the product
of the state size and the system complexity. The maximal computation time and minimal
computation time are obtained when the average products of the state size and the system
complexity are 58/3 and 712/3, corresponding to the complexity-state ratios 0.5 and 8,
respectively. Increasing the state size results in more computation and communication time.
But increasing the system complexity only leads to more computation time. Figure 5.24(a)
and Figure 5.24(b) indicate the computation time is much larger than the communication
time for any complexity-state ratio. As the sum of communication time and computation
time, the total time consumption has similar results as the computation time, as shown in
Figure 5.24(c). Figure 5.24(d) shows the relationship between the complexity-state ratios
and the speedup factors. We observe that the speedup factor slightly increases with the
increase of the complexity-state ratios, which indicates more computations lead to a higher
speedup factor, thus computationally intensive systems can achieve better speedups.
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Table 5.2: Randomly generated system complexities and state sizes for complexity-state
ratios.
Complexity-State Ratio
Complexity
State Size
Complexity
State Size
Complexity
State Size

0.5
4
8
2
4
3
6

1
5
5
7
7
3
3

2
14
7
4
2
18
9

4
12
3
32
8
36
9

(a)

(b)

(c)

(d)

8
24
3
32
4
64
8

Figure 5.24: The relationship between the complexity-state ratio and the communication
time, the computation time, the total time, and the speedup factor.
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Numbers of PUs on the Performance of Parallel/Distributed
Particle Filters

It is obvious that the number of PUs impacts the performance of parallel/distributed particle
filters. The previous experiments only use 4 PUs or 16 PUs for all the algorithms and applications. Therefore, it is necessary that we compare the time consumptions and the speedup
factors with more numbers of PUs to check how PUs impact the communication time, the
computation time, the total time, and the speedup factor for parallel/distributed particle
filters with di↵erent resampling algorithms. Figure 5.25 shows the relationship between the
number of PUs and the communication time, the computation time, the total time, and the
speedup factor when the state size and system complexity are fixed. Centralized, Decentralized, HRAI, and HRCI indicate parallel/distributed particle filters with the centralized
resampling, the decentralized resampling, the hybrid resampling with adaptive interval, and
the hybrid resampling with constant interval, respectively. The horizontal axis is the number
of PUs and the vertical axis represents the communication time, the computation time, the
total time, and the speedup factor, respectively.
From the figure, we know that all the communication time, the computation time, and
the total time decrease with the increase in the number of PUs. Especially in the beginning, all the time significantly decrease. When the number of PUs reaches 16, all the time
slightly decreases. This is because there exists a tradeo↵ between the computation and the
communication. Also, the increasing ratio of the number of PUs gradually decreases, when
the number of PUs increases.
In Figure 5.25(d), we have similar observations that the speedup factor significantly
increases in the beginning and the trend slows down later. This reflects the same tradeo↵ between the communication and the computation in parallel/distributed particle filters.
Also, the same trend occurs that parallel/distributed particle filters with the decentralized
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resampling have the best performance.

(a)

(b)

(c)

(d)

Figure 5.25: The relationship between the number of PUs and the communication time, the
computation time, the total time, and the speedup factor.

5.5.5

Dimensions of the Model Space on the Performance of Parallel/Distributed Particle Filters

The dimension of the model state is another important factor to impact the performance
of parallel/distributed particle filters. Thus, we evaluate the influence of the dimension of
the model space on the performance of parallel/distributed particle filters, including one
dimension (1D), two dimensions (2D), and three dimensions (3D). Figure 5.26 shows the
relationship between the dimension of the model space and the communication time, the
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computation time, the total time, and the speedup factor with 4 PUs and 16 PUs, when the
state size and the system complexity are fixed. The state size and the system complexity are
set to be 1. The blue, red, green, and yellow colors represent parallel/distributed particle
filters with the decentralized resampling, the centralized resampling, the hybrid resampling
with adaptive interval, and the hybrid resampling with constant interval, respectively. The
horizontal axis is the dimension of the model space and the vertical axis represents the communication time, the computation time, the total time, and the speedup factor, respectively.
The communication time reflects the communication cost in parallel/distributed particle
filters, which includes the cost of transferring the particle weights, the particle routing schedules, and the particles. The change of the model dimension only influences the dimension
of particles. For example, a 2D particle contains the data corresponding to the horizontal
coordinate and the vertical coordinate in a 2D model. It is obvious that transferring more
data consumes more time during particle transfers. Thus, the communication time increases
if the dimension increases for all resampling algorithms, as shown in Figure 5.26(a).
The computation cost is mainly generated during the weight calculation for each pixel
in sampling processes. According to the settings, the number of pixels is the same (3,000
pixels) for the observations in 1D, 2D, and 3D models. Thus, the computation time is similar
for parallel/distributed particle filters with the same resampling algorithm and the number
of PUs, as shown in Fig 5.26(b). Fig 5.26(c) shows the total time consumption. As the sum
of the communication time and the computation time, the total time consumption follows
the same trend as shown in Fig 5.26(a). Fig 5.26(d) shows the relationship between the
speedup factor and the model dimension. For parallel/distributed particle filters using the
same resampling algorithm and the same number of particles, the speedup factor decreases
if the dimension of the model increases because a higher dimension leads to the increase of
the total time. As a result, the speedup factor decreases. This phenomenon is also reflected
from Equation (5.1).
81

CHAPTER 5. PERFORMANCE ANALYSIS OF PARALLEL/DISTRIBUTED
PARTICLE FILTERS

(a)

(b)

(c)

(d)

82

Figure 5.26: The relationship between the dimension of model space and the communication
time, the computation time, the total time, and the speedup factor.
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Chapter 6
Convergence Analysis of
Parallel/Distributed Particle Filters
with the Hybrid Resampling
The proof of the convergence of particle filters is able to provide theoretical support and
guide the application of them. Crisan and Doucet (2000) proved sequential particle filters to
be uniformly convergent. Although Mı́guez and Vázquez (2016) proved parallel/distributed
particles filters with decentralized resampling to be uniformly convergent, under certain stability assumptions. The convergence analysis of parallel/distributed particles filters with the
generic hybrid resampling has not been introduced, which is a main obstacle for the application of parallel/distributed particles filters with corresponding hybrid resampling algorithms.
Parallel/Distributed particle filters approximate the posterior probability distribution
⇡tN (xt ) of states Xt in {Xn }Tn=0 with a sequence of given observations {Yt }. {Xn }Tn=0 is
the sequence of discrete times following the Markov hidden states with values in a bounded
set X ⇢ Rn . Let {Yn }Tn=1 denote the sequence of observable variables, where each Yn is
determined conditionally on the corresponding hidden state Xn = xn . The distribution of
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X0 is represented by ⌧0 (dx0 ) for n = 1, ..., T . the Markov kernel of Xn conditional on Xn

1

is denoted as ⌧n (dxn |xn 1 ). pt (yt |xt ) denotes the conditional probability at time t. Particles
are distributed to multiple PUs (with index m, m 2 {1, ..., M }.
In Mı́guez and Vázquez (2016), the approximated distribution ⇡nN converges weakly to
the ground-truth distribution ⇡n for all n = 1, ..., T , as:

lim sup f ⇤ ⇡nN

M !0

f ⇤ ⇡n = 0

(6.1)

Where, the operator ⇤ denotes the normalized integral over the sample space, i.e.,
f ⇤ g :=

Z

f (x)g(x)dx/

Z

g(x)dx.

(6.2)

In this study, we only consider finite time frame, and thus the uniform convergence is
automatically guaranteed by the fact that the convergence ⇡nN

weakly

! ⇡n for all n. Next,

we describe the hybrid resampling policy we proposed for the particle filtering system. At
each time step, the particles will be re-sampled according to their adjusted weights, so that
the amount of each type of particle is in proportion to the likelihood of the outcome. In
order to achieve good balance between accuracy and efficiency, the algorithm may choose
to perform resampling with weights aggregated over all PUs (centralized resampling) or
complete resampling in each of the M local PU with certain particle exchange policy among
all PUs (decentralized resampling). The centralized resampling procedure is more accurate
but requires a lot of communications between PUs, while the decentralized resampling is fast
and in general less accurate. To achieve a good balance between these two approaches, we
propose to monitor the distribution of local weights (details are described in Sec. 4). The
resampling will be used unless the weights of PUs become severely unbalanced.
Let there be M PUs and one CU. Each PU uses K particles, and therefore the total
amount of particles N = M K. For the k-th particle in the m-th PU at time step n, we use
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(m,k)

x̄n

(m,k)

, x̃n

(m,k)

, and xn

to denote the value of the particle after the sampling stage, resam(m,k)

pling stage, and the particle exchange stage, respectively. Furthermore, we use w̄n
(m,k)

and wn

Here

(m,k)

, w̃n

,

to denote the associated weights. More precisely,
8
>
>
Local sampling:
>
>
>
>
(m,k)
(m,k)
>
>
w̄n
= wn 1 pn (yn |xn )
>
>
>
>
>
>
>
if local resampling is executed:
>
>
>
>
P (m,k)
>
(m,k)
<
w̃n
= k w̄n /K
(m,k)
(m,k)
>
>
wn
= w̃nn
>
>
>
>
>
>
>
if global resampling is executed:
>
>
>
>
P
>
(m,k)
(m,k)
>
w̃n
= m,k w̄n /M K
>
>
>
>
>
(m,k)
(m,k)
:
wn
= w̃n

n
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(6.3)

: {1, ..., M } ⇥ {1, ..., K} ! {1, ..., M } ⇥ {1, ..., K} represents the particle exchanging

mechanism used in step n. An example of such exchange mechanism is exchanging a fixed
amount of particles to the neighboring PU, which is commonly used in practice.
After all computations for time step n are completed, the algorithm produces a probability
density function ⇡nN as an approximation of the ground-truth posterior distribution ⇡n . The
approximation ⇡nN is constructed as
⇡nN (x) :=

X

wn(m,k)

m,k

where

x

(m,k)
xn

/

X
m,k

is the Dirac delta function.
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Convergence Analysis

The uniform convergence is considered for the time domain n = 1, ..., T , with the same sampling practices. Di↵erent sampling outcomes may change the resulting probability distributions, but the convergence is uniform for any particular instance of sampling outcome.Some
supporting lemmas are proposed. The first lemma states that the prior probability distributions pn (y|x) are uniformly bounded.
Lemma 1. Given a sequence of observable states {y1 , ..., yT }, there exists a positive real
number a such that for every n = 1, ..., T , every xn 2 {x 2 X : pn (yn |x) 6= 0}, it holds that
1/a  pn (yn |xn )  a.

(6.5)

Proof. For each n = 1, ..., T , let an = maxx2X pn (yn |xn ). The maximum exists because X is a
bounded set. Let Xn = {x 2 X : pn (yn |xn ) 6= 0}. Xn is a compact set since Xn = X /pn 1 (0).
Then the minimum bn := minx2X pn (yn |x) also exists. Let a = maxn=1,...,T {an , 1/bn }, we
have that 1/a  pn (yn |xn )  a holds for all n and xn 2 Xn .
The next lemma provides a uniform worst-case bound on how unbalance the local weights
can be after a decentralized resampling step.
(m)

Lemma 2. Let Wn

:=

P

(m,k)

k

wn

/

P

(m,k)

m,k

wn

be the total (normalized) weights on the

m-th PU at time step n. Then there exists C such that for all n = 1, ..., T ,
max Wn(m)  C/M.

(6.6)

1mM

(m,k)

Proof. If the centralized resampling is used at time n, then all individual weights wn
(m)

equal to 1/M K, and thus Wn

= 1/M for all m. Let Cn = 1 in this case.
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If the decentralized resampling is used at time n, then it must be the case that ↵

↵=

N

P

n0
(m,k) 2
)

m,k (wn

⌫

.

87
1.

(6.7)

p
(m)
Let Cn = d no M Ke + 1, then it must be the case that max1mM Wn  Cn /M , because
(m0 ,k0 )

otherwise there must exists m0 , k0 such that wn

n0

↵

(m ,k )

> Cn /M K, and then
⌫

N (wn 0 0 )2
⌫
n0

N ( MCnK )2
⌫
n0
p
<
K 2
N ( nM0 M
)
K

(6.8)

= 1,
and thus it arrives at a contradiction.
Finally, let C = max1nT Cn , and it is clear that C satisfies Eq. (6.6).
In order to prove convergence limM !1 f ⇤ ⇡nM K = f ⇤ ⇡n , decompose the di↵erence
|f ⇤ ⇡nM K

f ⇤ ⇡n | as follows
|f ⇤ ⇡nM K
 f ⇤ ⇡nN

f ⇤ ⇡n |
f ⇤ (pn ⌧n ⇡nN 1 ) +

f ⇤ (pn ⌧n ⇡nN 1 )

f ⇤ (pn ⌧n pn 1 ⌧n 1 ⇡nN 2 ) +

(6.9)

+ ···+
|f ⇤ (pn ⌧n · · · p2 ⌧2 ⇡1N )

f ⇤ (pn ⌧n · · · p1 ⌧1 ⇡0N )|+

f ⇤ (pn ⌧n · · · p1 ⌧1 ⇡0N )
Therefore, the di↵erence |f ⇤⇡nN

f ⇤ ⇡n .

f ⇤⇡n | converges to zero if each term in Eq. (6.9) converges
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to zero (as N ! 1). Next, we will first prove that all but the last term of Eq. (6.9) converges
to zero, and then use a di↵erent approach to show that the last term converges to zero as
well.
Lemma 3. For any k = 1, ..., T and bounded integrable function f ,
E f ⇤ (pn ⌧n · · · pn

N
k+1 ⌧n k+1 ⇡n k )

f ⇤ (pn ⌧n · · · pn k ⌧n k ⇡nN


k 1)

(6.10)

2an+2 Ckf k1
p
.
MK

Proof. The following inequality will be used repeatedly in the rest of this section: if the
identities f ⇤ ↵ = (f h) ⇤ /h ⇤

and f ⇤

|f ⇤ ↵ f ⇤ |
1 ⇥

(f h) ⇤
h⇤

= (f h) ⇤ /h ⇤

hold, then

(f h) ⇤ | + kf k1 |h ⇤

⇤

(6.11)

h⇤ | .

The derivation of this inequality can be found in Doucet et al. (2001a). Now derive the
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followings,
N
k+1 ⌧n k+1 ⇡n k )

|f ⇤ (pn ⌧n · · · pn

f ⇤ (pn ⌧n · · · pn k ⌧n k ⇡nN

k 1 )|

(f pn · · · pn k+1 ) ⇤ (⌧n · · · ⌧n k+1 ⇡nN k )
(pn · · · pn k+1 ) ⇤ (⌧n · · · ⌧n k+1 ⇡nN k )
(f pn · · · pn k ) ⇤ (⌧n · · · ⌧n k ⇡nN k 1 )
|
(pn · · · pn k ) ⇤ (⌧n · · · ⌧n k ⇡nN k 1 )
(f pn · · · pn k+1 ) ⇤ (⌧n · · · ⌧n k+1 ) ⇤ ⇡nN k
=|
(pn · · · pn k+1 ) ⇤ (⌧n · · · ⌧n k+1 ) ⇤ ⇡nN k
(f pn · · · pn k ) ⇤ (⌧n · · · ⌧n k ) ⇤ ⇡nN k 1
|
(pn · · · pn k ) ⇤ (⌧n · · · ⌧n k ) ⇤ ⇡nN k 1
=|



N
eN
n,k (f ) + en,k (1)
(pn · · · pn k+1 ) ⇤ (⌧n · · · ⌧n k+1 ) ⇤ ⇡nN

(6.12)

k

N
ak eN
n,k (f ) + en,k (1) .

Here eN
n,k (f ) is defined as
eN
n,k (f ) =|(f pn · · · pn

k+1 )

⇤ (⌧n · · · ⌧n

k+1 )

(f pn · · · pn k ) ⇤ (⌧n · · · ⌧n k ) ⇤

⇤ ⇡nN

k

(6.13)

⇡nN k 1 |.

The first inequality follows from Eq. (6.12), and the second inequality follows from Lemma
1.
Note that eN
n,k (f ) can be bounded by
N
eN
n,k (f ) |v ⇤ ⇡n

|v ⇤
where v = (f pn · · · pn

k+1 ) ⇤ (⌧n

· · · ⌧n

k

⇡
¯nN k
k+1 ),

v⇤⇡
¯nN k |+
(vpn k ) ⇤

(6.14)

(⌧n k ⇡nN k 1 )|,

and ⇡
¯nN denote the distribution given by particles
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before the resampling step in round n. More precisely,
⇡
¯nN =

X

w̄n(m,k)

(m,k)
xn

m,k

=

X
m,k

/

X

w̄n(m,k)

m,k

(m,k)
wn 1 pn (yn |x(m,k)
) x(m,k)
/
n
n

The di↵erence between ⇡nN

k

and ⇡
¯nN

|v ⇤ ⇡nN
=

k

k

X Wn(m)k
m,j

K

X
m,k

(6.15)
(m,k)
wn 1 pn (yn |x(m,k)
)
n

is caused by the resampling process. Thus derive that
v⇤⇡
¯nN k |
(m,j)
k )

(v(x̃n

v⇤⇡
¯nN k )

(m)

maxm Wn k X
(m,j)
[v(x̃n k ) v ⇤ ⇡
¯nN k ]
K
m,j
X
C
(m,j)
[v(x̃n k ) v ⇤ ⇡
¯nN k ] .

M K m,j

(6.16)



The last inequality follows from Lemma 2. Notice that the terms in the last summation are
(m,j)
k ’s

independent variables since x̃n

are chosen independently. Moreover, they all have zero

mean and bounded range 2kvk1 . Thus
E v ⇤ ⇡nN k v ⇤ ⇡
¯nN k
s X
C
(m,j)

E
[v(x̃n k ) v ⇤ ⇡
¯nN k ]
MK
m,j
sX
C
(m,j)
=
E[v(x̃n k ) v ⇤ ⇡
¯nN k ]2
M K m,j
2kvk1 C
 p
.
MK
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If the centralized resampling is used, we can derive the same bound as Eq. (6.16) by
|v ⇤ ⇡nN k v ⇤ ⇡
¯nN k |
P
(m)
X
(m,j)
m Wn k
=
(v(x̃n k )
MK
m,j

v⇤⇡
¯nN k )
(6.18)

(m)

maxm Wn k X
(m,j)

[v(x̃n k ) v ⇤ ⇡
¯nN k ]
K
m,j
X
C
(m,j)

[v(x̃n k ) v ⇤ ⇡
¯nN k ] .
M K m,j
Now let’s bound the second term on the right-hand-side of Eq. (6.14). Estimate that
|v ⇤ ⇡
¯nN k (vpn k ) ⇤ (⌧n k ⇡nN k 1 )|
X (m,j)
(m,j)
(m,j)
=
wn k 1 (pn k (yn k |xn k )v(x̄n k )

(6.19)

m,j

(vpn k ) ⇤ (⌧n

k x(m,j) ))
n k 1

.

21

The terms in this summation are independent variables with zero mean and bound on its
(m,j)
k 1.

absolute value as 2akvk1 wn

(m,j)
k 1

Moreover, each wn

is bounded by C/M K due to the

weight assignment in the previous resampling step. Similar to Eq. (6.17), we have that
E v⇤⇡
¯nN

(vpn k ) ⇤ (⌧n k ⇡nN
X (m,j)
2akvk1 E
wn k 1
k

k 1)

m,j

2akvk1
2akvk1

sX

(m,j)2
k 1

wn

(6.20)

m,j

sX

C/M K

m,j

2akvk1 C
 p
.
MK
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Combine inequalities (6.12), (6.14),(6.17), (6.20), we obtain the desired bound in Lemma
3.
Next, estimate the last term in Eq. (6.9).
Lemma 4. For any n = 1, ..., T and bounded integrable function f ,
E f ⇤ (pn ⌧n · · · p1 ⌧1 ⇡0N )

2ckf k1
f ⇤ ⇡n  p
.
MK

(6.21)

Proof. Apply Inequality (6.11) and Lemma 1, obtain that
f ⇤ (pn ⌧n · · · p1 ⌧1 ⇡0N ) f ⇤ ⇡n
⇥
an |(f pn · · · p1 ) ⇤ (⌧n · · · ⌧1 ⇡0N )
(f pn · · · p1 ) ⇤ (⌧n · · · ⌧1 ⇡0 )|+

(6.22)

kf k1 |(pn · · · p1 ) ⇤ (⌧n · · · ⌧1 ⇡0N )
⇤
(pn · · · p1 ) ⇤ (⌧n · · · ⌧1 ⇡0 )| .
Since ⇡0N is constructed from N i.i.d. samples from ⇡0 , there exists a constant c > 0 such
p
that either of the two absolute value term on the right-hand-side is bounded by c/ M K,
and thus
E f ⇤ (pn ⌧n · · · p1 ⌧1 ⇡0N )

2ckf k1
f ⇤ ⇡n  p
.
MK

(6.23)

Combine Lemma 3, Lemma 4, and decomposition Eq. (6.9), we can finally prove convergence of the local-global particle filtering system:
Theorem 5. As M ! 1, the approximate posterior distributions produced by the localglobal particle filtering algorithm are convergent uniformly to the ground-truth distributions
in expectation.
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Remark 1. The technique used in Lemma 3 and Lemma 4 can be extended to show that the
convergence is true in Lp norm for all positive integer p. We choose not to show the full
result to simplify the argument.

6.2

Convergence Rate

For the purpose of estimating the worst-case convergence rate given the number of PU’s and
the amount of particles for each PU, we prove the following result:
Theorem 6. Let {⇡nM K }Tn=1 be the output of the local-global algorithm applied with M PU’s
and K particles on each PU, then for any bounded integrable function f ,
max E|f ⇤ ⇡nM K

1nT

f ⇤ ⇡n | 

2kf k1 (c + T aT +2 )
p
.
MK

(6.24)

Proof. Combine the bounds proved in Lemma 3 and Lemma 4, derive that
E|f ⇤ ⇡nM K
E f ⇤ ⇡nN

f ⇤ ⇡n |
f ⇤ (pn ⌧n ⇡nN 1 ) +

E f ⇤ (pn ⌧n ⇡nN 1 )

f ⇤ (pn ⌧n pn 1 ⌧n 1 ⇡nN 2 ) +

+ ···+
E|f ⇤ (pn ⌧n · · · p2 ⌧2 ⇡1N )

f ⇤ (pn ⌧n · · · p1 ⌧1 ⇡0N )|+

E f ⇤ (pn ⌧n · · · p1 ⌧1 ⇡0N )

f ⇤ ⇡n

2aT +2 Ckf k1
2aT +2 Ckf k1 2ckf k1
p
p
+ ··· +
+ p
MK
MK
MK
T +2
2kf k1 (c + na )
p
=
.
MK
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Therefore
max E|f ⇤ ⇡nM K

f ⇤ ⇡n | 

1nT

2kf k1 (c + T aT +2 )
p
.
MK

(6.26)

The bound in Eq. (6.24) appears to be exploding as T increases. However, in practice
we can control this bound under the assumption that the target filter {⇡n }1
n=0 is stable, i.e.,
Stability Assumption. For any probability measure ↵ and ⌘ and every bounded continuous function h,
E(h, T ) :=

(6.27)

supn 0 |h ⇤ (pn+T ⌧n+T · · · pn ⌧n ↵)

h ⇤ (pn+T ⌧n+T · · · pn ⌧n ⌘)| < 1,

and
lim E(h, T ) = 0.

(6.28)

T !1

Theorem 7. Under the stability assumption, for any ✏ > 0, T > 0 there exists TM such that

max E|f ⇤ ⇡nM K

1nT

Moreover, limM !1 supn 0 E|f ⇤ ⇡nM K

f ⇤ ⇡n |  p

1
M 1 ✏K

.

(6.29)

f ⇤ ⇡n | = 0.

Proof. By Theorem 6, we have that for any n, T > 0,
E|f ⇤ ⇡nM K

f ⇤ ⇡n |

 max E|f ⇤ ⇡nM K
1nT



f ⇤ ⇡n | + E(h, T )

(6.30)

2kf k1 (c + T aT +2 )
p
+ E(h, T ).
MK

If we choose
TM = b

(1/2

✏/2) log(M ) log(a)
1 + log(a)
94

log(2ckf k1 )

c,

(6.31)
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Then
2kf k1 (c + TM aTM +2 )
1
p
p
,
MK
M 1 ✏K

(6.32)

Since limM !1 TM = 1, it follows that
lim supn 0 E|f ⇤ ⇡nM K

M !1
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f ⇤ ⇡n | = 0.

(6.33)

Chapter 7
Discussions
Parallel/Distributed particle filters can be used in any applications of filtering problems and
the data assimilation without the assumption of the system properties, such as non-linear
and/or non-Gaussian systems. Resampling is the crucial step in parallel/distributed particle filters due to its global nature. There are two basic strategies to perform resampling
on multiple PUs, namely the centralized resampling and the decentralized resampling. The
centralized resampling achieves more accurate state estimation, but has higher computation
costs than the decentralized resampling. The decentralized resampling improves the performance but su↵ers from the estimation accuracy. A better strategy is the hybrid resampling
combining both the centralized resampling and the decentralized resampling to achieve both
the performance and the estimation accuracy. Besides the resampling algorithms, one of
the challenges in application of the parallel/distribute particle filters is handling a large
number of particles with large state sizes, which is computationally expensive, especially
for large-scale systems. Also, multiple processing units cannot enhance the performance if
the system is communication-intensive because the processing units have to focus on the
communication in such systems. In this study, we analyze and evaluate the performance of
parallel/distributed particle filters with di↵erent resampling algorithms including the cen96
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tralized resampling, the decentralized resampling, and the hybrid resampling algorithm with
communication-intensive and computation-intensive system. We proposed novel hybrid resampling algorithms to further improve the performance of parallel/distributed particle filters. Meanwhile, we formulate the centralized resampling, the decentralized resampling,
and the hybrid resampling algorithm to a generic hybrid resampling algorithm, and provide the theoretical proof of the convergence of parallel/distributed particle filters with the
generic hybrid resampling, which provides the solid foundation for its broad use in various
applications.
Among resampling algorithms, the HRCI is simple and easy to implement. However,
some unnecessary centralized resampling steps may not be needed. The HRCIOC removes
those unnecessary and scheduled centralized resampling steps, therefore further improves the
performance. The HRAI further improves the performance and estimate accuracy by dynamically adjusting the interval between centralized resampling steps. Among them, the choice of
intervals decides the performance and the estimation accuracy. The proposed hybrid resampling with adaptive intervals is more general by scheduling the centralized resampling just
when it is needed according to the measured system convergence. The predefined number
of steps calculated from the measured system convergence decides how often the centralized
resampling is invoked to achieve a good performance and estimation accuracy. The parameter tuning provides guidelines for the choice of di↵erent hybrid resampling algorithms in
parallel/distributed particle filters.
Parallel/Distributed particle filters with the centralized resampling have the highest estimation accuracy and the worst performance since they execute the same procedures as the
sequential particle filters. Parallel/Distributed particle filters with the decentralized resampling achieve the worst estimation accuracy and the best performance due to the elimination
of the centralized resampling. Parallel/Distributed particle filters with di↵erent versions of
the hybrid resampling have a similar estimation accuracy between parallel/distributed parti97
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cle filters with the centralized resampling and those with the decentralized resampling. The
performance is decided by the predefined interval between the centralized resampling steps
and the threshold of the measured system convergence. Therefore, the scenarios are used for
choosing di↵erent parallel/distributed particle filters by the requirements of the applications.
Although the sampling procedure is independent on each PU, it also a↵ects the overall execution time of parallel/distributed particle filters. If the state size is large and the
complexity of the system is high, it takes more time to execute sampling. If the sampling
dominates the overall time, the resampling schemes have less impact on the performance. In
this work, we don’t consider the e↵ect of the sampling procedure on the overall performance.
We also define the measure of the complexity-state ratio and other parameters to evaluate their impacts on parallel/distributed particle filters to facilitate their choices. The work
provides the guidelines on how to choose di↵erent resampling paradigms when applying
parallel/distributed particle filters for various applications and systems. We theoretically
analyze the time complexities for parallel/distributed particle filters with di↵erent resampling algorithms. We only analyze them for a one-time step since particle filters execute the
sampling and resampling in a stepwise manner. Although the results show that the performance of particle filters with the hybrid resampling is better than those with the centralized
resampling and worse than those with the decentralized resampling, di↵erent particle routing
policies and parameters in the hybrid resampling greatly impact their performance too. The
inappropriate choice of parameters may lead to the decreased performance compared with
the centralized resampling.
Meanwhile, the experiments indicate that the state size influences the communication
time and the system complexity mainly a↵ects the computation time. There are tradeo↵s
between the reduced computation time and the increased communication time for parallel/distributed particle filters. In this study, we use the complexity-state ratio to measure
the feature of systems and applications. If the complexity-state ratio is high, the system is
98
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computation-intensive, and parallel/distributed particle filters may help. Otherwise, the performance may drop due to high communication costs. Therefore, not all parallel/distributed
particle filters perform better than sequential particle filters and this is one of the motivations of this work. A large number of PUs may improve the speedup factor, but with the
increase in the number of PUs, the improvement of the speedup factor is slight due to the
occurred more communication time. This is especially true for parallel/distributed particle
filters with the centralized resampling and those with the hybrid resampling due to the fully
or partially global nature of the resampling procedure. The dimension of the model influences the dimension of the particles and the communication cost. The high model dimension
increases the communication time, and thus decreases the speedup factors.
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Chapter 8
Conclusions and Future Work
In this paper, we systematically analyze the speedup factors, time complexities, and performance of parallel/distributed particle filters with various state sizes, system complexities,
numbers of processing units, model dimensions, and resampling algorithms, including the
centralized resampling, the decentralized resampling, the proposed HRCIOC, the proposed
HRAP, and the proposed HRAI. The proposed parallel/distributed particle filters with the
HRAI are rigorously proved to be uniformly convergent. As a generalization of di↵erent
versions of hybrid resampling algorithms, its proof provides a solid theoretical foundation
for their wide applications. The comparisons of di↵erent resampling algorithms of parallel/distributed particle filters provide guidelines for choosing appropriate versions of parallel/distributed particle filters when performance is the main focus of the systems. The
experimental results indicate that the decentralized resampling achieves the highest speedup
factors due to the local transfer of particles. The centralized resampling always has the lowest
speedup factors because of the global transfer of particles. The proposed hybrid resampling
algorithms attain the speedup factors between. Moreover, we define the complexity-state
ratio, as the ratio between the system complexity and the system state size to study how it
impacts the speedup factor. The experiments show that the higher complexity-state ratio
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increases the speedup factors. This is one of the earliest attempts to analyze and compare
the performance of parallel/distributed particle filters with di↵erent resampling algorithms.
Our future work has the following folds. Firstly, we will apply parallel/distributed particle filters with various algorithms to di↵erent types of applications to achieve performance
improvements. Second, we will investigate more e↵ective selection mechanisms for the transferred particles in order to further improve the prediction accuracy. Third, based on the
findings of this work, we will propose other more efficient resampling algorithms for the
performance improvement of parallel/distributed particle filters.

101

Chapter 9
Appendices
• {Xt }t

0

represents the sequence of system states, which is the set of hidden states with

initial distribution X0 ⇠ ⌧0 (dx0 ) and follow the Markov kernel Xt |Xt

1

⇠ ⌧t (dxt |xt 1 )

for t = 1, ..., T .
• ⌧t (dx|xt 1 ) is the Markov kernel that determines the probability distribution of Xt given
xn 1 .
• {Yt }t

0

represents the sequence of observation of system states. Yt is determined by Xt

with conditional distribution Yt |Xt ⇠ pt (yt |xt ), for t = 1, ..., T .
• gt {yt | xt } is the conditional probability density function (pdf) of the random observation
Yt , given the state xt .
• K is the total number of particles.
• k is the index of particle, k 2 {1, 2, ..., K}.
• M is the total number of PUs.
• m is the index of PU, m 2 {1, 2, ..., M }.
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• N is the total number of particles, N = M K.
• ⇢ is the number of interval steps for the particle filters to execute the centralized resampling (the particle filtering algorithm executes the centralized resampling every ⇢
steps).
• ⌘ is the number of interval steps for particle filters to exchange the particles locally (the
particle filtering algorithm exchanges the particles locally every ⌘ steps).
•

: {1, ..., M } ⇥ {1, ..., K} ! {1, ..., M } ⇥ {1, ..., K} is the index assignment for particle
exchange.
(m,k)

• wt

is the weight of kth particle on mth PU at time step t.

• (m, k) ! (s, v) is the notation of particle transfer, which means the kth particle on mth
PU is copied to be the vth particle on mth PU m, s 2 {1, ..., M },and k, v 2 {1, ..., K}.
• I is the number of locally exchanged particles every ⌘ time steps.
• T is the total number of time steps.
• ⇡t (dx) is the posterior probability of of Xt given observation sequence {Yt }. ⇡t (dx) is
approximated by particle filters with N particles as ⇡tN (dx).
•

(·) is Dirac delta function.
(m,k)

• xt

(m,k)

and x
et

are the states of kth particles on mth PU after importance sampling and

resampling, respectively.
(m,k)

is the weight of kth particles on mth PU after importance sampling.

(m,k)

is the normalized weight of kth particles on mth PU after resampling.

• wt
• w
et
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Hong, S., Chin, S., Djurić, P. M., and Bolić, M. (2006). Design and implementation of
flexible resampling mechanism for high-speed parallel particle filters. Journal of VLSI
Signal Processing Systems for Signal, Image and Video Technology, 44(1):47–62.

106

BIBLIOGRAPHY

107

Huang, Y., Liang, W., Yu, H., and Xiao, Y. (2008). Target tracking based on a distributed
particle filter in underwater sensor networks. Wireless Communication and Mobile Computation, 8(8):1023–1033.
Hwang, K. and Sung, W. (2013). Load balanced resampling for real-time particle filtering
on graphics processing units. IEEE Transactions on Signal Processing, 61(2):411–419.
Ikeda, K. and Matsumoto, K. (1987). High-dimensional chaotic behavior in systems with
time-delayed feedback. Physica D: Nonlinear Phenomena, 29(1-2):223–235.
Imani, M. and Braga-Neto, U. M. (2018). Particle filters for partially-observed boolean
dynamical systems. Automatica, 87:238–250.
Ing, G. and Coates, M. J. (2005). Parallel particle filters for tracking in wireless sensor
networks. In 6th IEEE Workshop on Signal Processing Advances in Wireless Communications, 2005., pages 935–939. IEEE.
Joerger, M. and Pervan, B. (2013). Kalman filter-based integrity monitoring against sensor
faults. Journal of Guidance, Control, and Dynamics, 36(2):349–361.
Johansen, A. M. and Doucet, A. (2008). A note on auxiliary particle filters. Statistics &
Probability Letters, 78(12):1498–1504.
Julier, S. J. and Uhlmann, J. K. (1997). New extension of the Kalman filter to nonlinear
systems. In Signal Processing, Sensor Fusion, and Target Recognition VI, volume 3068,
pages 182–193. International Society for Optics and Photonics.
Kalman, R. E. (1960). A new approach to linear filtering and prediction problems. Journal
of Basic Engineering, 82(1):35–45.
Khan, Z., Balch, T., and Dellaert, F. (2004). An MCMC-based particle filter for tracking
multiple interacting targets. In European Conference on Computer Vision, pages 279–290.
Springer.
Kwok, C., Fox, D., and Meila, M. (2004). Real-time particle filters. Proceedings of the IEEE,
92(3):469–484.
Lall, P., Lowe, R., and Goebel, K. (2012). Prognostics health management of electronic
systems under mechanical shock and vibration using Kalman filter models and metrics.
IEEE Transactions on Industrial Electronics, 59(11):4301–4314.
Lee, Y. and Majda, A. J. (2016). State estimation and prediction using clustered particle
filters. Proceedings of the National Academy of Sciences, 113(51):14609–14614.
Leroux, B. G. (1992). Maximum-likelihood estimation for hidden Markov models. Stochastic
Processes and Their Applications, 40(1):127–143.
107

BIBLIOGRAPHY

108

Li, P., Zhang, T., and Pece, A. E. (2003). Visual contour tracking based on particle filters.
Image and Vision Computing, 21(1):111–123.
Li, Q., Li, R., Ji, K., and Dai, W. (2015). Kalman filter and its application. In 2015 8th
International Conference on Intelligent Networks and Intelligent Systems (ICINIS), pages
74–77. IEEE.
Li, T., Corchado, J. M., Bajo, J., Sun, S., and De Paz, J. F. (2016). E↵ectiveness of Bayesian
filters: An information fusion perspective. Information Sciences, 329:670–689.
Li, T., Sattar, T. P., and Sun, S. (2012). Deterministic resampling: Unbiased sampling to
avoid sample impoverishment in particle filters. Signal Processing, 92(7):1637–1645.
Liu, K.-Y., Tang, L., Li, S.-Q., Wang, L., and Liu, W. (2009). Parallel particle filter algorithm
in face tracking. In 2009 IEEE International Conference on Multimedia and Expo, pages
1817–1820. IEEE.
Liu, S., Mingas, G., and Bouganis, C.-S. (2014). Parallel resampling for particle filters
on FPGAs. In 2014 International Conference on Field-Programmable Technology (FPT),
pages 191–198. IEEE.
Lopes, H. F. and Tsay, R. S. (2011). Particle filters and Bayesian inference in financial
econometrics. Journal of Forecasting, 30(1):168–209.
Majda, A. J., Qi, D., and Sapsis, T. P. (2014). Blended particle filters for largedimensional chaotic dynamical systems. Proceedings of the National Academy of Sciences,
111(21):7511–7516.
Martino, L., Read, J., Elvira, V., and Louzada, F. (2017). Cooperative parallel particle filters
for online model selection and applications to urban mobility. Digital Signal Processing,
60:172–185.
Mattern, J. P., Dowd, M., and Fennel, K. (2013). Particle filter-based data assimilation for a
three-dimensional biological ocean model and satellite observations. Journal of Geophysical
Research: Oceans, 118(5):2746–2760.
Medeiros, H., Park, J., and Kak, A. (2008). A parallel color-based particle filter for object
tracking. In 2008 IEEE Computer Society Conference on Computer Vision and Pattern
Recognition Workshops, pages 1–8. IEEE.
Meinhold, R. J. and Singpurwalla, N. D. (1983). Understanding the Kalman filter. The
American Statistician, 37(2):123–127.
Miao, L., Zhang, J. J., Chakrabarti, C., and Papandreou-Suppappola, A. (2010). A new
parallel implementation for particle filters and its application to adaptive waveform design.
In 2010 IEEE Workshop On Signal Processing Systems, pages 19–24. IEEE.
108

BIBLIOGRAPHY

109

Mı́guez, J. and Vázquez, M. A. (2016). A proof of uniform convergence over time for a
distributed particle filter. Signal Processing, 122:152–163.
Motwani, A., Sharma, S., Sutton, R., and Culverhouse, P. (2013). Interval Kalman filtering
in navigation system design for an uninhabited surface vehicle. The Journal of Navigation,
66(5):639–652.
Musso, C., Oudjane, N., and Le Gland, F. (2001). Improving regularised particle filters. In
Sequential Monte Carlo Methods in Mractice, pages 247–271. Springer.
Namdeo, V. and Manohar, C. (2007). Nonlinear structural dynamical system identification
using adaptive particle filters. Journal of Sound and Vibration, 306(3-5):524–563.
Nummiaro, K., Koller-Meier, E., and Van Gool, L. (2002). Object tracking with an adaptive color-based particle filter. In Joint Pattern Recognition Symposium, pages 353–360.
Springer.
Okuma, K., Taleghani, A., De Freitas, N., Little, J. J., and Lowe, D. G. (2004). A boosted
particle filter: Multitarget detection and tracking. In European Conference on Computer
Vision, pages 28–39. Springer.
Pitt, M. K. and Shephard, N. (1999). Filtering via simulation: Auxiliary particle filters.
Journal of the American Statistical Association, 94(446):590–599.
Psiaki, M. L., Martel, F., and Pal, P. K. (1990). Three-axis attitude determination via
Kalman filtering of magnetometer data. Journal of Guidance, Control, and Dynamics,
13(3):506–514.
Quadrelli, M. B., Wood, L. J., Riedel, J. E., McHenry, M. C., Aung, M., Cangahuala, L. A.,
Volpe, R. A., Beauchamp, P. M., and Cutts, J. A. (2015). Guidance, navigation, and
control technology assessment for future planetary science missions. Journal of Guidance,
Control, and Dynamics, 38(7):1165–1186.
Rigatos, G. G. (2012). Nonlinear Kalman filters and particle filters for integrated navigation
of unmanned aerial vehicles. Robotics and Autonomous Systems, 60(7):978–995.
Robert, C. P., Ryden, T., and Titterington, D. M. (2000). Bayesian inference in hidden
Markov models through the reversible jump Markov chain Monte Carlo method. Journal
of the Royal Statistical Society: Series B (Statistical Methodology), 62(1):57–75.
Rosencrantz, M., Gordon, G., and Thrun, S. (2002). Decentralized sensor fusion with distributed particle filters. In Proceedings of the Nineteenth Conference on Uncertainty in
Artificial Intelligence, pages 493–500. Morgan Kaufmann Publishers Inc.
Salmond, D. and Birch, H. (2001). A particle filter for track-before-detect. In Proceedings
of the 2001 American Control Conference, volume 5, pages 3755–3760. IEEE.
109

BIBLIOGRAPHY

110

Schmidt, S. F. (1966). Application of state-space methods to navigation problems. In
Advances in Control Systems, volume 3, pages 293–340. Elsevier.
Schön, T. (2003). On Computational Methods for Nonlinear Estimation.
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