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Abstract. Addition and subtraction of observed values can be com-
puted under the obvious and implicit assumption that the scale unit
of measurement should have the same for all arguments, which is valid
even for any nonlinear systems. This paper starts from the distinction
between exponential and non-exponential family in the sense of the
scale unit of measurement. In the simplest nonlinear model dy/dx = yq,
it is shown that how typical effects such as rescaling and shift emerge in
the nonlinear systems and affect observed data. Based on the present
results, the two representations: q-exponential representation and q-
logarithm representation are proposed. The former is for rescaling, the
latter for unified understanding with a fixed scale unit. As applications
of these representations, the corresponding entropies for rescaling ef-
fect and the general probability expression for unified understanding
with a fixed scale unit are presented. For the theoretical study of non-
linear systems, q-logarithm representation is shown to have significant
advantages over q-exponential representation.
1 Introduction
In Boltzmann-Gibbs-Shannon theory, i.e., the standard statistical mechanics [1][2]
and information theory [3], most of the important probability distributions such as
canonical distribution, Gaussian distribution, and probability for optimal code length
belong to the so-called exponential family [4]. The distributions in the exponential
family follows the exponential law:
exp (x) exp (a) = exp (x+ a) , exp (x) / exp (a) = exp (x− a) (1)
which play significant roles in every computation within this family. This law repre-
sents the operation by shift in each argument, which means that multiplication and
a e-mail: suyari@faculty.chiba-u.jp
2 Will be inserted by the editor
division in the exponential family are just given by plus and minus shift in arguments,
respectively.
x 7→ x+ a, x 7→ x− a. (2)
On the other hand, if we consider a power-law distribution out of the exponential
family, such shift operations in multiplication and division disappear:
x−γa−γ = (xa)
−γ
, x−γ/a−γ = (x/a)
−γ
. (3)
Instead, rescaling is emerging:
x 7→ xa, x 7→ x/a. (4)
Let us compare shift (2) and rescaling (4) from the sense of the scale unit of
measurement in the following example. Consider a situation such that there are two
rulers with different scale units to measure a length on R (see Fig.1).
a given length:
ruler 1:
ruler 2:
Fig. 1. ruler1 and ruler 2 with different scale unit length
For a given length, one ruler (ruler 1) indicates 3 meters and the other (ruler 2) 2
meters when we measure it with these two different rulers. In this example, the unit
of measurement (e.g., meter) are the same, but the scale unit of measurement of these
two rulers are different from each other. Of course, if we use the correct ruler, we obtain
the correct length. However, the correct scale unit of measurement is determined by
humans, and nature does not depend on kinds of rulers. Then, in the shift (2) x and
a must have the same scale unit of measurement, so that the computations x+ a and
x− a can be done. Thus the scale unit of measurement must be invariant in addition
and subtraction. In the exponential family, any multiplication and division can be
done under the obvious invariance of the scale unit of measurement in any argument.
But in the rescaling (4) the scale unit of measurement is not invariant if a 6= 1.
Such scale unit variant dynamics can be found in sequential observation with
rescaling. In sequential observations, each observation ideally should have the same
scale unit of measurement to deal with data in science or engineering. Thus, the as-
sumption of independence among observations is the most ideal, which does not yield
scale change in each observation. The invariance of scale unit of measurement results
in probability distributions in the exponential family. However, some correlations due
to rescaling can be often observed in nonlinear systems, which results in one of the
reasons for emerging a power-law distribution far from exponential one.
In order to find the unified understanding for these two operations (shift (2) and
rescaling (4)) in the simplest way, we go back to the foundation: the simplest nonlinear
generalization of the characterization of the exponential function:
dy
dx
= yq. (5)
The choice of the starting point (5) in the present work originates from the two
aspects: statistical physics and mathematics. In statistical physics, especially for gen-
eralization of Boltzmann-Gibbs statistics, (5) is the basis for sensitivity to initial
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conditions, relaxation time, and stationary state (see [5] for details). In mathemati-
cal sense, (5) recovers the famous characterization of exp (x) for the shift (2) when
q → 1. Moreover, (5) is expected to have the rescaling (4) due to the nonlinearity
when q 6= 1.
2 Scale unit of measurement in the nonlinear systems
2.1 Scale unit of measurement, inevitably determined by the initial condition
Obviously, (5) is a nonlinear differential equation with respect to y. But, if the fol-
lowing generalized logarithm, the so-called q-logarithm defined by
lnq y :=
∫ y
1
1
vq
dv =
y1−q − 1
1− q
(6)
is employed, (5) is reformed to a linear differential equation with respect to lnq y.
d lnq y
dx
= 1 i.e., lnq y = x+ lnq C0. (7)
Here C0 is a positive real number determined by
lnq C0 = lnq y0 − x0 (8)
for an initial condition (x0, y0 (> 0)) in (5).
The equation (7) is reformed to
y
C0
= expq
(
x
C1−q0
)
(9)
where
expq x := [1 + (1− q)x]
1
1−q (10)
for 1 + (1− q)x > 0, which is the inverse function of lnq x and called q-exponential
function.
Therefore, for the rescaling:
y˜ :=
y
C0
, x˜ :=
x
C1−q0
, (11)
(9) is rewritten as
y˜ = expq (x˜) . (12)
This means that the nonlinear differential equation (5) is invariant under the rescaling
(11), i.e.,
dy˜
dx˜
= y˜q. (13)
Proposition 1 (rescaling) The nonlinear differential equation (5) is invariant un-
der the rescaling (11).
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The rescaling factor C0 is determined by an initial condition (x0, y0 (> 0)) in (5)
with lnq C0 = lnq y0−x0 (see (8)), which implies that C0 can be taken as any positive
real number. In other words, an initial condition (x0, y0 (> 0)) determines the scale
unit of measurement in this dynamics (5).
Then, in (9) the elementary scale unit “1” of observed value is appeared as a unit
in argument of the q-exponential function expq such that x/C
1−q
0 = 1, i.e., x = C
1−q
0 .
For a different initial condition (x1, y1 (> 0)) with x0 6= x1 and lnq C1 = lnq y1 − x1,
x = C1−q1 is similarly obtained as its elementary scale unit “1” of observed value.
When q = 1, the elementary scale unit “1” of observed value is always appeared as
x = 1 (of course!) which does not depend on the initial condition of the corresponding
differential equation. However, as shown above, in the nonlinear dynamics governed by
(5) scale unit of observed value inevitably depends on the initial condition. Therefore,
when q 6= 1, the usual normalization for probability depends on the scaling effect on
observed value (x-axis), so that the normalization in the case q 6= 1 should be very
careful, which is discussed in detail in the last section.
2.2 Scale unit of measurement, inevitably changed by shift
In the previous subsection, for a given nonlinear differential equation (5) a rescaling
(11) in both x and y arguments is shown to be inevitably appeared. More precisely, the
nonlinear differential equation (5) is invariant under the rescaling (11) (see (5), (11),
and (13)). Such a rescaling can be appeared without using the nonlinear differential
equation (5), that is, shift in argument. For a given y = expq (x), if we apply a shift
x 7→ x+ c to this equation, we obtain
y = expq (x+ c) = expq (c) expq
(
x(
expq (c)
)1−q
)
, (14)
that is,
y
expq (c)
= expq
(
x(
expq (c)
)1−q
)
. (15)
Thus, by the rescaling:
y′ :=
y
expq (c)
, x′ :=
x(
expq (c)
)1−q , (16)
we obtain
y′ = expq (x
′) . (17)
This means that y = expq (x) is invariant under a shift x 7→ x + c in argument x,
which yields the same rescaling as (11).
These two operations rescaling and shift in y = expq (x) are equivalent with each
other. In fact, for a given rescaling such as (16) we obtain y = expq (x+ c) which is
a shift x 7→ x+ c in x-argument of y = expq (x). On the other hand, for a given shift
such as (14) we can get a rescaling (16).
Proposition 2 (shift and rescaling) A shift x 7→ x + c to y = expq (x) for any
c ∈ R satisfying 1+(1− q) c > 0 is equivalent to a rescaling in both x-axis and y-axis.
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Shift in argument of the q-exponential function results in various scale units of
measurement in sequential observations. According to the property of the q-exponential
function:
expq (x1 + · · ·+ xn) = expq (x1) · · · expq
(
xn
1 + (1− q)
∑n−1
i=1 xi
)
, (18)
x1, · · · , xn on the left side must have a same scale unit of measurement, so that the
sum x1 + · · · + xn can be computed. On the other hand, we get observed values
x′1, · · · , x
′
n on R (i.e., (x
′
1, · · · , x
′
n) ∈ R
n) with different scale unit of measurement
such as
x′1 = x1, x
′
2 =
x2
1 + (1− q)x1
, · · · , x′n =
xn
1 + (1− q)
∑n−1
i=1 xi
. (19)
Recall that x1, · · · , xn have a same scale unit, so that observed values x
′
1, · · · , x
′
n
have different scale units if q 6= 1. This representation is due to the property of the
q-exponential (10).
As shown in the study of the dynamics determined by (5), there exist two repre-
sentations: q-exponential representation and q-logarithm representation. The choice
of these two representations depends on what we want to express. q-Exponential
representation is useful for rescaling, and q-logarithm representation for unified stud-
ies with a fixed scale unit of measurement, which will be discussed in detail in the
following sections.
3 Two representations in the systems determined by the
fundamental nonlinear differential equation
3.1 q-Exponential representation for rescaling
If we want to represent a rescaling effect in our formulations, q-exponential repre-
sentation such as (9) and (18) is more useful than the corresponding q-logarithm
representation such as the latter formula in (7). In fact, q-exponential representation
reveals how each variable in the formulation is rescaled by other variables or constants
(e.g., (18)).
But there are some disadvantages using q-exponential representation. One of them
is an appearance of complicated rescaling in sequential observations. For a given q-
exponential representation y = expq (x), a shift in x such that x 7→ x+ c1 is applied
to this q-exponential representation. Then, in the same way as (14) we obtain
y
expq (c1)
= expq
(
x(
expq (c1)
)1−q
)
. (20)
Again, one more shift in the argument of q-exponential function is applied to this
expression (20), then we can get
y
expq (c1) · expq (c2)
= expq
(
x(
expq (c1)
)1−q (
expq (c2)
)1−q
)
. (21)
Note that a shift by c1 is different from that by c2 in the sense of scale unit. More
concretely, a shift by c1 is given by x 7→ x + c1, but a shift by c2 is given by
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x/
(
expq (c1)
)1−q
7→ x/
(
expq (c1)
)1−q
+ c2. Then, scale unit of shift c1 is different
from that of c2.
Here we need to make some comments on the q-product [6][7]. As discussed in the
previous section, x1, · · · , xn on the left side of (18) must have a same scale unit of
measurement, but observed values x′1, · · · , x
′
n appeared on the right side does not so.
In particular, each x′t has each different scale unit of measurement by rescaling with
past internal values (often called “state variables” in control theory) xt−1, xt−2, · · · ,
which makes theoretical analysis difficult. In order to avoid these difficulties, the q-
product is useful in many applications [8][9][10]. The q-product ⊗q is introduced to
satisfy
expq (x1 + x2) = expq (x1)⊗q expq (x2) (22)
as a generalization of the exponential law [6][7]. Then, the property (18) can be
rewritten by means of the q-product.
expq (x1 + x2 + · · ·+ xn) = expq (x1)⊗q expq (x2)⊗q · · · ⊗q expq (xn) . (23)
Therefore, the q-product preserves scale unit of measurement among x1, · · · , xn, so
that there are a lot of successful applications in this field [8]. But at the same time
there are some disadvantages in using the q-product as shown below.
One of some disadvantages using the q-product is as follows: From the requirement
(22), the definition of the q-product ⊗q is given by
x⊗q y :=
[
x1−q + y1−q − 1
] 1
1−q (24)
which is valid only under the constraints x, y > 0 and x1−q + y1−q − 1 > 0. In each
computation by means of q-product or q-ratio (inverse operation of the q-product),
it should be confirmed if they are valid or not. One of the other disadvantages is
that there is no room to employ a scaling effect C in the formulations using the
q-product. Of course, a scaling effect C can be added in ad hoc way such that y =
expq (x)⊗qexpq (C), but this expression does not show a rescaling effect in arguments.
3.2 q-Logarithm representation for unified studies with a fixed scale unit of
measurement
As shown in (9) and (11), a scaling factor C0 (i.e., initial condition) significantly
affects on observed data in the nonlinear dynamics. In the dynamics governed by the
fundamental nonlinear differential equation (5) the scaling factor C0 is determined
by the initial condition (8) and inevitably appeared in (7) or (9). If q-exponential
representation is used in formulations such as (9) and (18), a scaling factor C0 appears
in every argument (e.g., both sides in (9) and x1 (= lnq C0) on the right side of (18)).
This strong dependency of C0 on each argument yields serious difficulties in analysis
and understanding. However, in q-logarithm representation such as (7) (the origin
of (9)), a scaling factor C0 appears only one time in one formula which has a lot of
advantages over q-exponential representation. For example, in (7), a shift in x such
that x 7→ x+ c is described by just a shift of a graph on a x-q-log plot.
Moreover, in q-logarithm representation such as (7), all arguments have the same
scale unit of measurement. On the other hand, in the q-exponential representation (9),
scale units of x and x/C1−q0 are obviously different with each other. Thus, q-logarithm
representation has an important advantage over q-exponential representation in the
sense of scale unit.
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4 Application of q-exponential representation: Tsallis entropy with
rescaling effect
In [8], q-product in (24) is applied to the derivation of Tsallis entropy as the unique
entropy corresponding to the fundamental nonlinear differential equation (5). For
the following discussions, let us briefly review how these formulations such as q-
Stirling’s formula and Tsallis entropy can be uniquely obtained from the fundamental
nonlinear differential equation (5) with some modifications of the original version [8].
The distinction from the original derivation is that the q-product is not explicitly
used to avoid some difficulties stated in the previous section.
For any natural number n ∈ N, the q-logarithm of the q-factorial is introduced.
lnq n!q :=
n∑
k=1
lnq k (25)
Then, for large n ∈ N we can get the q-Stirling’s formula:
lnq n!q ≃


n
2− q
lnq n−
n
2− q
+
1
2
lnq n+
1
2− q
(q 6= 2)
n− lnn−
1
2n
−
1
2
(q = 2)
. (26)
By means of (25), the q-logarithm of the q-multinomial coefficient is defined by
lnq
[
n
n1 · · · nk
]
q
:= lnq n!q − lnq n1!q − · · · − lnq nk!q (27)
where
n =
k∑
i=1
ni, ni ∈ N (i = 1, · · · , k) . (28)
Note these definitions (25) and (27) are defined for any natural number n ∈ N.
Then, we apply the q-Stirling’s formula (26) to the q-logarithm of the q-multinomial
coefficient (27), which uniquely leads to
lnq
[
n
n1 · · · nk
]
q
≃


n2−q
2− q
· STsallis2−q
(n1
n
, · · · ,
nk
n
)
(q 6= 2)
−STsallis1 (n) +
k∑
i=1
STsallis1 (ni) (q = 2)
(29)
where STsallisq is Tsallis entropy [11] defined by S
Tsallis
q :=
(
1−
∑k
i=1 p
q
i
)
/ (q − 1)
and STsallis1 (n) := lnn. This is a straightforward derivation of Tsallis entropy from
the fundamental nonlinear differential equation (5).
For Tsallis entropy STsallisq and Re´nyi entropy S
Re´nyi
q , we have a simple relation
among them [12]:
Wq = exp
(
SRe´nyiq
)
= expq
(
STsallisq
)
. (30)
where SRe´nyiq is Re´nyi entropy defined by S
Re´nyi
q :=
(
ln
∑k
i=1 p
q
i
)
/ (1− q) . Einstein
proposed an expression [13]:
W = exp (S) (31)
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instead of the famous Boltzmann’s relation S = kB lnW . Here kB = 1 for simplicity.
Therefore, (30) is a generalization of Einstein’s formula. Moreover, (30) is a repre-
sentation of the number of microstates Wq by means of generalized entropies such as
Tsallis entropy STsallisq and Re´nyi entropy S
Re´nyi
q . We are interested in the identity
for the case of Tsallis entropy STsallisq because of the rescaling property (9) of the
q-exponential function. By the same rescaling of (30) as (11) through (9):
W˜q :=
Wq
C
, S˜q :=
Sq
C1−q
, (32)
we have
W˜q = expq
(
S˜q
)
. (33)
Here STsallisq is replaced by Sq for short. In the derivation of (29), a natural number
n ∈ N is a fundamental element and is represented by means of Tsallis entropy:
n = expq
(
Sq
(
1
n
, · · · ,
1
n
))
. (34)
The formula (34) is trivial and is of course written by means of other entropies in
the same way. However, if the q-exponential function is used in (34), the entropy to
satisfy (34) is uniquely determined to be Tsallis entropy. As similar way as above,
consider the rescaling:
n˜ :=
n
C
, S˜q
(
1
n˜
, · · · ,
1
n˜
)
:=
Sq
(
1
n
, · · · , 1
n
)
C1−q
. (35)
Then, by the rescaling of (34) through (35) in accordance with (9) and (11), we obtain
n˜ = expq
(
S˜q
(
1
n˜
, · · · ,
1
n˜
))
. (36)
Then, we can introduce a scaling counting number n˜ defined in (35). For simplicity,
using c˜ := 1/C, the former formula in (35) is rewritten as
n˜ = c˜n. (37)
Thus, n = n1 + · · ·+ nk in (28) immediately implies n˜ = n˜1 + · · ·+ n˜k. Therefore, in
the same derivation as (29), we obtain
lnq
[
n˜
n˜1 · · · n˜k
]
q
≃
(c˜n)2−q
2− q
· S2−q
(n1
n
, · · · ,
nk
n
)
. (38)
Under the above rescaling n˜ = c˜n, Tsallis entropy is invariant and does not depend
on c˜. Note that (37) is obviously a linear scaling (e.g., an example (Fig.1) of two
kinds of rulers in the introduction).
Remark that there is still a possibility to introduce another candidate for scaling
counting number n′ defined by
lnq n
′ := lnq n+ c (39)
which originate from the linearity with respect lnq y in (7). But n = n1 + · · ·+ nk in
(28) does not imply n′ = n′1 + · · · + n
′
k due to the q-logarithm when q 6= 1. In this
sense, n′ cannot be applied to the q-logarithm of the q-multinomial for the lack of
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the constraint (28). If the constraint (28) is ignored in the application of n′ to the
q-logarithm of the q-multinomial coefficient, we obtain
lnq
[
n′
n′1 · · · n
′
k
]
q
≃
n2−q
2− q
· S2−q
(n1
n
, · · · ,
nk
n
)
. (40)
For this n′ defined in (39), Tsallis entropy is also invariant and the right side of (40)
does not depend on c in (39). Note that (39) is a nonlinear scaling.
5 Application of q-logarithm representation: Reformulation of
q-Gaussian distribution with scale invariance
There are several important probability distributions associated with Tsallis entropy
such as q-canonical distribution and q-Gaussian distribution. In this section, we de-
rive the q-logarithm representation of the q-Gaussian distribution for unified studies
with a fixed scale unit of measurement. There are several ways to derive q-Gaussian
distribution [9]. The simplest way is the Maximum Likelihood Principle (MLP for
short) [14]. In the course of the derivation of q-Gaussian distribution in the MLP, a
q-logarithm representation including a scaling factor C is naturally appeared.
Here n observed values x′1, x
′
2, · · · , x
′
n ∈ R are given, but these values do not have
the same scale unit. Instead, there exist
x1, x2, · · · , xn ∈ R (41)
with a same scale unit. Each xi ∈ R corresponds to each x
′
i ∈ R (i = 1, · · · , n), re-
spectively (e.g., (19)). Then, the q-logarithm likelihood function logq Lq (θ) is defined
by
logq Lq (θ) :=
n∑
i=1
logq f (xi − θ) (42)
where θ is a variable for this function Lq and f is a probability density function with
xi − θ as a value of its corresponding random variable.
Then, if the function logq Lq (θ) of θ for any fixed x1, x2, · · · , xn attains the max-
imum value at
θ = θ∗ :=
x1 + x2 + · · ·+ xn
n
, (43)
then the probability density function f must be q-Gaussian:
f (e) =
expq
(
−βqe
2
)∫
expq (−βqe
2) de
, (44)
where βq is a q-dependent positive constant.
See [14] for the detail proof. Note that the requirement (43) means that the scale
units of xi (i = 1, · · · , n) should be same among them so that this addition can be
computed.
In the course of the proof [14], the following differential equation is derived from
the requirement of the theorem.
f ′ (e)
(f (e))
q = aqe. (45)
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where aq ∈ R. Equation (45) can be integrated with respect to e:
lnq f (e) =
aqe
2
2
+ Cq, (46)
where Cq is a q-dependent integration constant. This expression (46) is obviously
a q-logarithm representation. If 1 + (1− q)
(
aqe
2/2 + Cq
)
> 0, 1 + (1− q)Cq >
0, then we obtain q-Gaussian probability density function (44) with βq := −aq/
(2 (1 + (1− q)Cq)) > 0. Within constraints on Cq, the arbitrariness of an integration
constant Cq still remains.
Note that the final expression (44) is clearly a q-exponential representation and
in this expression Cq is included in both denominator and numerator of (44).
In order to see a rescaling effect in the final expression (44), the corresponding
frequency distribution can be obtained as follows.
Let γq be defined by γq := −aq/2. Then (46) is rewritten as
lnq f (e) = −γqe
2 + Cq. (47)
Hence, we obtain
f (e)
c
= expq
(
−γq
(
e
c
1−q
2
)2)
(48)
where c := expq (Cq) > 0. f (e) is the probability density function (pdf for short), so
the left side f (e)/c is no longer pdf. But (f (e)/c)∆e represents frequency distribution
which has scale invariance due to arbitrariness of c. Obviously, under the rescaling:
f˜ (e) :=
f (e)
c
, e˜ :=
e
c
1−q
2
, (49)
(48) is rewritten as
f˜ (e) = expq
(
−γqe˜
2
)
. (50)
This also represents invariance of the frequency distribution (48) under the rescaling
(49) on both e-axis and f (e)-axis. The distribution (48) can be easily reformed to a
probability distribution by imposing a normalization depending on each scale.
6 Advantages of q-logarithm representation over q-exponential
representation through a concrete example
In the previous two sections, q-exponential representation and q-logarithm represen-
tation have different purposes of expressing. The former is for rescaling, the latter
for unified understanding with a fixed scale unit. However, for the theoretical stud-
ies including computer simulations, q-logarithm representation has some crucial ad-
vantages over q-exponential representation. In particular, non-uniqueness problem in
q-exponential representation is always appeared in a formulation of a probability dis-
tribution. Through the following general example, the non-uniqueness is concretely
shown. For simplicity and easy understanding, we present the case of a discrete distri-
bution. The case of a continuous distribution is similarly discussed. After this example,
the solution for this non-uniqueness problem is given by the q-logarithm representa-
tion as unique expression.
Consider the following situation such that a frequency ni ∈ N of data xi is given
by
ni = α expq (−xi + c) , (i = 1, · · · , k) (51)
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where α and c are constants. Let the total frequency n be defined by n :=
∑k
i=1 ni.
Then,
n =
k∑
i=1
ni = α
k∑
i=1
expq (−xi + c) . (52)
We want to find a probability distribution {pi} for these data, so we can compute
pi :=
ni
n
=
ni∑k
i=1 ni
=
expq (−xi + c)∑k
i=1 expq (−xi + c)
. (53)
When q = 1,
pi =
exp (−xi)∑k
i=1 exp (−xi)
(54)
which does not depend on c and is the unique expression using observed value xi
only. However, when q 6= 1, innumerably many equivalent representations for this
probability distribution (53) can be acceptable. For example, for the case c = c1 + c2
(c1 6= c2) we have
pi =
expq (−xi + c1 + c2)∑k
i=1 expq (−xi + c1 + c2)
. (55)
expq (−xi + c1 + c2) is reformed to the two kinds of representation:
expq (−xi + c1 + c2)
= expq (c1) expq
(
−xi + c2(
expq (c1)
)1−q
)
= expq (c2) expq
(
−xi + c1(
expq (c2)
)1−q
)
. (56)
Therefore, pi in (53) is given by the two ways:
pi =
expq
(
−xi+c2
(expq(c1))
1−q
)
k∑
i=1
expq
(
−xi+c2
(expq(c1))
1−q
) = expq
(
−xi+c1
(expq(c2))
1−q
)
k∑
i=1
expq
(
−xi+c1
(expq(c2))
1−q
) . (57)
Of course, innumerably many choices of c1 to satisfy c = c1 + c2 are available. Even
for a simple representation (53), there exist very many equivalent representations of a
probability distribution. This is due to arbitrary selection of rescaling and shift for the
observed values (see (57)). These non-unique representations such as (57) comes from
the fact the nonlinear system (5) is invariant for any rescaling and shift of observed
values xi.
Therefore, q-exponential representation as probability distribution is not unique,
in general. In order to avoid the non-uniqueness of q-exponential representation, q-
logarithm representation should be used for probability distribution. From (51),
lnq ni = α
1−q (−xi + c) + lnq α (58)
where we used
lnq
y
x
=
1
x1−q
(lnq y − lnq x) . (59)
Hence, after some computations, we obtain
lnq pi = −
(α
n
)1−q
xi +
(α
n
)1−q
c+ lnq
(α
n
)
. (60)
12 Will be inserted by the editor
α is given by a coefficient in (51), so α should be proportional to n (see (52)). Then
q-logarithm representation (60) is unique except for c. For example, in case c = c1+c2
as stated above, the expression (60) is invariant.
Therefore, q-logarithm representation should be used for probability distribution
instead of q-exponential representation in order to avoid non-uniqueness. Recently,
this non-uniqueness problem is also discussed in [15] from the information geometrical
points of view.
7 Conclusion
Long range correlations and past- or history- dependence have been studied for many
years in both linear and nonlinear systems [16]. In this paper, from the sense of the
scale unit of measurement, we analytically discuss how each observed data in non-
linear systems has received influence on scale from other data on the simplest model
determined by the fundamental nonlinear differential equation (5). Any correlations
among observed data on the dynamics (5) is purely due to rescaling by the past data,
which yields variant scale unit of measurement. This rescaling is found to be equiv-
alent to shift in argument of the dynamics (5). These effects such as rescaling and
shift result in long range correlations among the data. In order to avoid variant scale
units on data, a corresponding logarithm (e.g., q-logarithm) representation is shown
to have some crucial advantages such as uniqueness over a corresponding exponential
representation. This results can be applied to many studies in nonlinear systems.
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