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Abstract
In 1955, Berger [Ber] gave a list of irreducible reductive representations which can
occur as the holonomy of a torsion-free affine connection. This list was stated to be
complete up to possibly a finite number of missing entries.
In this paper, we show that there is, in fact, an infinite family of representations
which are missing from this list, thereby showing the incompleteness of Berger’s clas-
sification. Moreover, we develop a method to construct torsion-free connections with
prescribed holonomy, and use it to give a complete description of the torsion-free
affine connections with these new holonomies. We also deduce some striking facts
about their global behaviour.
1 Introduction
An affine connection is one of the basic objects of interest in differential geometry. It pro-
vides a simple and invariant way of transferring information from one point of a connected
manifold M to another and, not surprisingly, enjoys lots of applications in many branches
of mathematics, physics and mechanics. Among the most informative characteristics of
an affine connection is its (restricted) holonomy group which is defined, up to conjugacy,
as the subgroup of Gl(TtM) consisting of all automorphisms of the tangent space TtM at
t ∈M induced by parallel translations along t-based loops in M .
Which reductive Lie groups G can be irreducibly acting holonomies of affine connections?
By a result of Hano and Ozeki [HO], any (closed) Lie group representation G ⊆ Gl(V )
can be realized in this way. The same question, if posed in the subclass of torsion-
free affine connections, has a very different answer. Long ago, Berger [Ber] presented a
very restricted list of possible holonomies of a torsion-free affine connection which, as he
claimed, is complete up to a finite number of missing terms. His list is separated into
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two parts. The first part corresponds to the holonomies of metric connections, the second
part to the non-metric ones. While Berger gave detailed arguments for the proof of the
metric part, the proof of the second part was omitted.
The list of metric connections has been studied extensively in the intervening years. In
fact, it is by now well-known which entries of this list actually do occur as holonomies
of torsion-free connections, and how the holonomy relates to both the geometry and the
topology of the underlying manifold. See [A], [Br1], [Br2], [J], [Si], as well as the surveys
in [Sa] and [Bes].
Despite the lack of proof, the second part of Berger’s holonomy list seems to have been
generally accepted as correct. Even when Bryant found examples of holonomies which
are not on Berger’s list [Br3], he called them exotic holonomies, suggesting that such
holonomies should exist in very special dimensions only, and therefore should be thought
of as analogous to the exceptional holonomies in the metric case. Further examples of
exotic holonomies were found in [CS].
However, it is the subject of the present article to prove that, even up to finitely many
missing terms, Berger’s list is still incomplete. This is done by proving the existence of
an infinite family of irreducible representations which are not on this list, yet do occur as
holonomy of torsion-free connections. These representations are:
Sl(2,C)SO(n,C), acting on R8n ∼= C2 ⊗ Cn, where n ≥ 3,
Sl(2,R)SO(p, q), acting on R2(p+q) ∼= R2 ⊗ Rp+q, where p+ q ≥ 3,
Sl(2,R)SO(2,R), acting on R4 ∼= R2 ⊗R2.
(1)
Theorem 1.1 All representations in (1) occur as holonomies of torsion-free connections
which are not locally symmetric.
These candidates were first discovered by twistor theoretical methods which shall be de-
scribed in section 2. In fact, the formal existence of holomorphic torsion-free connections
whose holonomy is listed in the first family of (1) can be shown, in principle, by deforma-
tion theory only.
We shall, however, present a different, technically simple method to prove their existence
in section 3. This new approach will allow us to treat all representations in (1) simulta-
neously, and to assert some global geometric properties and rigidity of connections with
these holonomies which seem hard to achieve otherwise. In fact, we shall classify all con-
nections with the above holonomies by showing that they all arise from this construction.
This implies, for example, the following:
Theorem 1.2 Let G ⊆ Gl(V ) be one of the representations in (1) other than
Sl(2,R)SO(2,R). Then the following hold.
(1) Any torsion-free connection whose holonomy is contained in G is analytic.
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(2) The moduli space of torsion-free connections whose holonomy is contained in G is
finite dimensional. In particular, the 2nd derivative of the curvature at a single
point completely determines the connection.
(3) If n ≡ 0, 1 mod 4 then any torsion-free connection whose holonomy is contained in G
admits a non-trivial infinitesimal symmetry, i.e. a vector field whose flow preserves
the connection.
(4) If G 6= Sl(2,R)SO(n,R), then a torsion-free connection whose holonomy is con-
tained in G is geodesically incomplete, unless the connection is locally symmetric.
If the latter is the case, then the holonomy is a proper subgroup of G.
The final step towards the proof Theorem 1.1 was accomplished when the second and
third author met at the conference Geometry and Physics in Aarhus, Denmark. We are
grateful to the organizers of this conference for inviting us; the third author wishes to
thank Professor Friedrich Hirzebruch for providing financial support for his participation
in that conference.
2 Connections and Legendre moduli spaces
Let G ⊆ Gl(V ) be an effective irreducible representation of a complex connected reductive
Lie group G on the finite dimensional complex vector space V . Without further comment,
we shall always regard G as a Lie group with a fixed representation on V . Clearly, G also
acts on V ∗ via the dual representation. Let X˜ be the G-orbit of a highest weight vector
in V ∗. Then the quotient X := X˜/C∗ is a generalized flag variety which is canonically
embedded into P(V ∗). In fact, X = Gs/P , where Gs is the semi-simple part of G, and
where P is the parabolic subgroup of Gs leaving the highest weight vector invariant up
to a scalar. Let LX be the restriction of the hyperplane bundle O(1) on P(V ∗) to the
submanifold X →֒ P(V ∗). Then V ∼= H0(X,LX ), and the Lie algebra g of G is contained
in the Lie algebra
H0
(
X,LX ⊗
(
J1LX
)∗) ∼= H0(X,TX) ⊕ C.
Therefore, to the representation G ⊆ Gl(V ), we canonically associate a pair (X,LX),
consisting of a generalized flag variety X and an ample line bundle LX on X. Most of
the relevant information about G can be restored from (X,LX). The very few cases when
important information gets lost by the transition from (X,LX ) back to G ⊆ Gl(V ) are
listed in [St].
A crucial step in deciding whether G can occur as the holonomy of a torsion-free affine
connection is the computation of the formal curvature space K(g), which is defined as the
kernel of the composition
Λ2V ∗ ⊗ g→ Λ2V ∗ ⊗ V ∗ ⊗ V → Λ3V ∗ ⊗ V.
Namely, it follows from the Ambrose-Singer Holonomy Theorem [AS] that if there is a
proper subalgebra g′ ⊂ g such that K(g) ⊆ Λ2V ∗ ⊗ g′ ⊂ Λ2V ∗ ⊗ g, then G cannot be
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holonomy of a torsion-free connection. This condition is called Berger’s first criterion,
and was used for the original classification in [Ber].
It is desirable to interpret K(g) in terms of the associated pair (X,LX ), because one
will then be able to make use of the powerful tools of complex analysis (such as, say,
the vanishing theorems) to attack the Berger classification problem. The twistor theory
developped in [M] does indeed provide us with such an interpretation. We shall briefly
describe this twistor construction, and use it to calculate K(g) for the representations in
(1) explicitly. For details and more general statements, we refer to [M].
Let Y be a complex (2n+ 1)-dimensional manifold. A complex contact structure on Y is
a rank 2n holomorphic subbundle D ⊆ TY of the holomorphic tangent bundle to Y such
that the Frobenius form
Φ : D ×D −→ TY/D
(v,w) 7−→ [v,w] mod D
is non-degenerate. Define the contact line bundle L by the exact sequence
0 −→ D −→ TY θ−→ L −→ 0.
One can easily verify that the maximal non-degeneracy of the distribution D is equivalent
to the fact that the above defined “twisted” 1-form θ ∈ H0(Y,L ⊗ Ω1M) satisfies the
condition
θ ∧ (dθ)n 6= 0.
A complex n-dimensional submanifold X of the complex contact manifold Y is called a
Legendre submanifold if TX ⊆ D.
Suppose X →֒ Y is a compact complex Legendre submanifold of a complex contact man-
ifold (Y,L), and denote the restriction L|X by LX . If H1(X,LX ) = 0, then there exists a
complete family {Xt →֒ Y | t ∈M} of compact complex Legendre submanifolds which is
obtained from X by all possible holomorphic Legendre deformations of X inside Y . The
parameter space M is an h0(X,LX)-dimensional complex manifold, called the Legendre
moduli space. Moreover, if two more cohomology groups vanish, namely if
H0
(
X,LX ⊗ S2
(
J1LX
)∗)
= H1
(
X,LX ⊗ S2
(
J1LX
)∗)
= 0, (2)
then the Legendre moduli space M comes equipped not only with an induced complex
manifold structure, but also with a uniquely induced holomorphic torsion-free affine con-
nection whose curvature tensor is a field on M with values in the cohomology group
H1
(
X,LX ⊗ S3
(
J1LX
)∗)
. In fact, any holomorphic torsion-free affine connection with
reductive irreducibly acting holonomy group is an induced connection on an appropriate
Legendre moduli space [M].
This suggests the following strategy to look for new exotic holonomies: find a pair (X,LX)
consisting of a generalized flag variety X = G/P and an ample line bundle LX → X such
that the cohomology groups in (2) vanish, while H1
(
X,LX ⊗ S3
(
J1LX
)∗)
is non-zero.
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Then the twistor theory guarantees that there is a natural injection
ı : H1
(
X,LX ⊗ S3
(
J1LX
)∗) −→ Λ2V ∗ ⊗ g, (3)
where g := H0
(
X,LX ⊗
(
J1LX
)∗)
and V := H0(X,LX), whose image equals K(g). In
particular, K(g) ∼= H1 (X,LX ⊗ S3
(
J1LX
)∗)
as a g-vector space. We let K0(g) ⊆ K(g)
be the set of elements with full curvature, i.e.
K0(g) := {ρ ∈ K(g) | 〈{ρ(x, y) | x, y ∈ V }〉 = g} . (4)
One can show that either K0(g) = ∅ or K0(g) is dense in K(g).
As a particular example, let us consider the reducible homogeneous manifold X =
CP1 × Qm, where Qm →֒ CPm+1 is the non-degenerate quadric. We define the line
bundle
LX := π
∗
1(OCP1(1)) ⊗ π∗2(OCPm+1(1)|Qm),
where π1 : X → CP1 and π2 : X → Qm are the canonical projections. Then
V := H0(X,LX) =W2 ⊗Wn,
where W2 := H
0(CP1,OCP1(1)) and Wn := H0(Qm,OCPm+1(1)|Qm) are vector spaces of
dimensions 2 and n := m+ 2, respectively, and
g := H0
(
X,LX ⊗
(
J1LX
)∗)
= g0 ⊕C,
where g0 = sl(W2)⊕ so(Wn). Note that W2 and Wn carry a g0-invariant area form <, >
and a g0-invariant inner product ( , ), respectively. It is easy to check that for m ≥ 2, i.e.
n ≥ 4, the cohomology groups in (2) vanish, while
K(g) ∼= H1
(
X,LX ⊗ S3
(
J1LX
)∗) ∼= S2(W2)⊕ Λ2Wn. (5)
A calculation shows that Λ2V ∗ ⊗ g contains only two summands isomorphic to S2(W2)
and three isomorphic to Λ2Wn. After that, it is easy to obtain explicit expressions for
the elements of K(g). As it turns out, all elements of K(g) are contained in Λ2 ⊗ g0 ⊂
Λ2 ⊗ g. It follows that every torsion-free connection whose holonomy is contained in
Gl(2,C)SO(n,C) for n ≥ 3 must be contained in Sl(2,C)SO(n,C).
In order to present the description of K(g), we use the identifications sl(W2) ∼= S2(W2)
and so(Wn) ∼= Λ2Wn, given by the identities
(e1e2) · e3 := <e1, e3> e2 + <e2, e3> e1, and
(x1 ∧ x2) · x3 := (x1, x3)x2 − (x2, x3)x1 (6)
for all ei ∈W2, xi ∈Wn.
Proposition 2.1 Let G ⊆ Gl(V ) be one of the representations in (1) other than
Sl(2,R)SO(2,R), and let g ⊆ gl(V ) be its Lie algebra. For A ∈ sl(2,C) and M ∈ so(n,C)
(A ∈ sl(2,R) and M ∈ so(p, q), respectively), define ρA+M : Λ2V → g by
ρA+M (e1 ⊗ x1, e2 ⊗ x2) := <e1, e2> ((x1, x2)(A +M) + (x1 ∧Mx2 + x2 ∧Mx1))
+ (x1,Mx2)e1e2 − <Ae1, e2> x1 ∧ x2.
(7)
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Then ρA+M ∈ K(g), and the map
ρ : g −→ K(g)
A+M 7−→ ρA+M
is a G-equivariant isomorphism.
Proof. It is straightforward to verify that ρA+M ∈ K(g) and that ρ is a G-equivariant
injection. If G = Sl(2,C)SO(n,C) with n ≥ 4, then the surjectivity of ρ follows from (5).
This implies the surjectivity of ρ for G = Sl(2,R)SO(p, q) with p+ q ≥ 4 as well.
If n = 3 or p+ q = 3, then the surjectivity follows from a direct calculation.
Remark 2.2 (1) If G = Sl(2,R)SO(2,R) then ρ is injective but not surjective. In fact,
dim(K(g)) = 9 > dim(g) in this case.
(2) The case G = Sl(2,F)SO(3,F) with F = R or C was treated in [CS], where this
representation was called H12.
Note that the twistor approach from above does not work for n = 3; indeed, the
cohomology H1
(
X,LX ⊗ S2
(
J1LX
)∗) 6= 0, thus (2) is not satisfied. Neverthe-
less, it follows from the results in [CS] that every Legendre moduli space with
X ∼= CP1 × Q1 ∼= CP1 × CP1 and LX as above, i.e. LX ∼= O(1, 2), does carry
an induced torsion-free connection. This shows, in particular, that (2) is not a nec-
essary condition for the existence of torsion-free induced connections on a Legendre
moduli space (cf. [M]).
(3) If A,M 6= 0 then ρA+M is surjective. Thus, for the representations in (1), K0(g) ⊆
K(g) is open dense.
By (3), it follows that if there exists a holomorphic torsion-free affine connection ∇ with
“generic” curvature tensor, then its holonomy will be the full group Sl(2,C)SO(n,C).
If (Y,L) is a complex contact manifold containing X = CP1×Qm as a Legendre subman-
ifold, then the latter is stable under arbitrary holomorphic deformations of the contact
structure on Y . Therefore, one possible way to prove the existence of the required holo-
morphic affine connections is to use the Kodaira deformation theory [K] to construct a
sufficiently “generic” contact manifold Y .
We shall, however, use a different method for the existence proof, which will be presented
in the following section.
3 Construction of torsion-free connections
Let us briefly recall the definition and basic properties of a Poisson manifold. For a more
detailed exposition, see e.g. [LM] or [V].
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Definition 3.1 A Poisson structure on a differentiable manifold P is a bilinear map,
called the Poisson bracket
{ , } : ⊗2C∞(P,R) −→ C∞(P,R),
satisfying the following identities:
(i) the bracket is skew-symmetric:
{f, g} = −{g, f},
(ii) the bracket satisfies the Jacobi identity:
{f, {g, h}} + {g, {h, f}} + {h, {f, g}} = 0,
(iii) the bracket is a derivation in each of its arguments:
{f, gh} = {f, g}h + g{f, h}.
It is well-known that on every Poisson manifold (P, { , }), there exists a unique smooth
bivector field Λ ∈ Γ(P,Λ2TP ) such that the Poisson bracket is given by
{f, g} = Λ(df, dg). (8)
We define the homomorphism Λ# : T ∗P → TP by the equation
(Λ#df)(g) = {f, g} for all f, g ∈ C∞(P,R). (9)
The half-rank at p ∈ P of the Poisson structure is the smallest integer r such that
Λr+1(p) = 0,
and the rank at p ∈ P is twice the half-rank. It follows that the rank at P equals the
rank of Λ#p : T ∗p P → TpP . The Poisson structure is called non-degenerate at p if Λ#p is
an isomorphism, i.e. if the rank at p equals the dimension of P . In particular, if P is
non-degenerate at a point then P must be even dimensional, and the set of non-degenerate
points is open in P . If P is non-degenerate everywhere, then there is a natural symplectic
2-form σ on P such that Λ# is precisely the index-raising map associated to σ. In fact, it
is well known that symplectic structures are in a natural one-to-one correspondence with
non-degenerate Poisson structures.
The characteristic field of the Poisson structure is the subset of TP given by
C = Λ#(T ∗P ).
Thus, the dimension of Cp equals the rank at p. A characteristic leaf Σ ⊆ P is a
submanifold for which TpΣ = Cp for all p ∈ Σ. From (9), it follows that the set of
functions which vanish on Σ form a Poisson ideal; hence there is a naturally induced
Poisson structure on Σ. Clearly, this Poisson structure on Σ is non-degenerate. Thus it
follows that every characteristic leaf of a Poisson manifold carries a natural symplectic
structure.
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Definition 3.2 Let (P, { , }) be a Poisson manifold. A symplectic realization of P is a
symplectic manifold (S, σ) and a submersion
π : S −→ P
which is compatible with the Poisson structures, i.e.
{π∗(f), π∗(g)}S = π∗({f, g}) for all f, g ∈ C∞(P,R), (10)
where the Poisson bracket { , }S on S is induced by the symplectic structure.
Proposition 3.3 If p0 ∈ P has locally constant rank, i.e. the rank is constant on an open
neighborhood U of p0, then there is a local symplectic realization at p0, i.e. a symplectic
realization π : S −→ U ′ with p0 ∈ U ′ ⊆ U .
Proof. By Darboux’s Theorem, there exists a local coordinate system (pi, qi, tα),
i = 1, . . . , r, α = 1, . . . , s, in a neighborhood U of p0 such that the Poisson bracket is
given by
{f, g} = ∂f
∂pi
∂g
∂qi
− ∂f
∂qi
∂g
∂pi
.
Let S := U × Rs with coordinates uα on Rs. Define the symplectic 2-form
σ := dpi ∧ dqi + dtα ∧ duα on S. Then it is easily verified that the natural projection
π : S → U is a symplectic realization of U .
We now turn to the construction of torsion-free connections via Poisson structures. First
of all, let us set up some notation.
Let V be a finite dimensional vector space, g ⊆ gl(V ) a Lie sub-algebra, and let G ⊆ Gl(V )
be the corresponding connected Lie group. G acts canonically on V , and on g via the
adjoint representation. This induces G-actions on all tensor powers and direct sums of g
and V which we will call the canonical action of G on these spaces.
Recall that the curvature space K(g) is defined by the exact sequence
0 −→ K(g) −→ Λ2V ∗ ⊗ g −→ Λ3V ∗ ⊗ V,
where the latter map is the composition of the inclusion and the skew-symmetrization
map Λ2V ∗ ⊗ g → Λ2V ∗ ⊗ V ∗ ⊗ V → Λ3V ∗ ⊗ V . Likewise, we define the 2nd curvature
space K1(g) by the exact sequence
0 −→ K1(g) −→ V ∗ ⊗K(g) −→ Λ3V ∗ ⊗ g,
where again, the latter map is given by the composition of an inclusion and skew-
symmetrization, namely V ∗ ⊗ K(g) → V ∗ ⊗ Λ2V ∗ ⊗ g → Λ3V ∗ ⊗ g. In other words,
K(g) and K1(g) consist of those linear maps Λ2V → g and V → K(g) which satisfy the
1st and 2nd Bianchi identity, respectively.
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Let W := g⊕ V . Denote elements of g and V by A,B, . . . and x, y, . . ., respectively, and
elements of W by w,w′, . . .. We may regard W as the semi-direct product of Lie algebras,
i.e. we define a Lie algebra structure on W by the equation
[A+ x,B + y] := [A,B] +A · y −B · x.
It is well-known [LM] that this induces a natural Poisson structure on the dual space W ∗.
Now, we wish to perturb this Poisson structure. For this, we need the
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Definition 3.4 A C∞-map φ : g∗ → Λ2V ∗ is called admissible if
(i) φ is G-equivariant,
(ii) dφ(p) ∈ K(g) ⊆ Λ2V ∗ ⊗ g for all p ∈ g∗.
In order for condition (ii) to make sense, we use the natural identification T ∗p g
∗ ∼= g. Now,
the following important observation is easily proven.
Proposition 3.5 Let V , g ⊆ gl(V ), W and K(g) as above, and let φ : g∗ → Λ2V ∗ be an
admissible map. Let Φ := φ ◦ pr, where pr : W ∗ → g∗ is the natural projection. Then the
following bracket on W ∗ is Poisson:
{f, g}(p) := p([A+ x,B + y]) + Φ(p)(x, y). (11)
Here, dfp = A+ x and dgp = B + y are the decompositions of dfp, dgp ∈ T ∗pW ∗ ∼=W .
Note that for φ = 0, we simply obtain the Poisson structure induced by the Lie algebra
structure on W .
Let us now consider a Poisson structure on W ∗ induced by an admissible map
φ : g∗ → Λ2V ∗. Let π : S → U be a symplectic realization of the open subset U ⊆ W ∗.
For each w ∈W , we define the vector fields
ηw := Λ
#(w) ∈ X(W ∗),
and
ξw := #(π
∗(w)) ∈ X(S),
where w ∈ W ∼= T ∗W ∗ is regarded as a 1-form on W ∗. Since π preserves the Poisson
structure (10), we have
π∗(ξw) = ηw for all w ∈W. (12)
In contrast to the map w 7→ ηw, the map w 7→ ξw is pointwise injective. Thus,
ξ := {ξw | w ∈ W} ⊆ TS is a distribution on S whose rank equals the dimension of
W . For the bracket relations, we compute
[ξA, ξB ] = ξ[A,B]
[ξA, ξx] = ξA·x
[ξx, ξy](s) = ξdΦ(p)(x,y) where p = π(s).
(13)
This implies, of course, that the distribution ξ on S is integrable. Moreover, the first
equation in (13) implies that the flow along the vector fields ξA induces a local G-action
on S. Let F ⊆ S be a maximal integral leaf of ξ. Clearly, F is G-invariant, and we can
define aW -valued coframe θ+ω on F , where θ and ω take values in V and g, respectively,
by the equation
vs = ξ(ω+θ)(vs)(s), all vs ∈ TsF.
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The equations dual to (13) then read
dθ = −ω ∧ θ
dω = −ω ∧ ω − π∗(dΦ) ◦ (θ ∧ θ). (14)
Here, dΦ is regarded as a map with values in K(g) ⊆ Λ2V ∗ ⊗ g.
After shrinking S and U if necessary, we may assume thatM := F/G is a manifold. From
(14) it follows that there is a unique torsion-free connection onM and a unique immersion
ı : F →֒ FV into the V -valued coframe bundle FV ofM such that θ = ı∗(θ) and ω = ı∗(ω),
where θ and ω are the tautological and the connection 1-form on FV , respectively. Clearly,
the holonomy of this connection is contained in G.
Definition 3.6 Let φ : g∗ → Λ2V ∗ be an admissible map. Then a torsion-free connection
which is obtained from the above construction is called a Poisson connection induced by
φ.
We then get the following result.
Theorem 3.7 Let V , g ⊆ gl(V ) and K(g) be as before, and let K0(g) ⊆ K(g) be as in
(4). Consider an admissible map φ : g∗ → Λ2V ∗. Furthermore, suppose that
g∗ ⊇ U0 := (dφ)−1(K0(g)) 6= ∅.
Then there exist Poisson connections induced by φ whose holonomy representations are
equivalent to g. Moreover, if φ|U0 is not affine, then not all of these connections are locally
symmetric.
Proof. Let U reg ⊆ U0 ⊕ V ∗ ⊆ W ∗ be the subset of points for which the rank is locally
constant. By upper semi-continuity of the rank, U reg is open dense in U0 ⊕ V ∗.
Now Proposition 3.3 implies that there are symplectic realizations π : S → U , with open
U ⊆ U reg ⊆ W ∗. Then the above construction produces Poisson connections induced by
φ on some manifold M = F/G. By (4), (14) and the Ambrose-Singer Holonomy Theorem
[AS], the holonomy of this connection equals g.
To show the last part, let us assume that all connections which arise in this way are
locally symmetric. Let w := (p, q) ∈ U reg with p ∈ U0, q ∈ V ∗. Then we may choose
the symplectic realization π : S → U and F ⊆ U such that w ∈ π(F ). It is then easy
to show by (14) that the corresponding connection on M := F/G is locally symmetric iff
Lξx(π
∗(dΦ)) = 0 for all x ∈ V . By (12) and because π is a submersion, this is equivalent to
Lηx(dΦ) = 0 for all x ∈ V , or Lpr∗(ηx)(dφ) = 0 for all x ∈ V . But now an easy calculation
shows that for all A ∈ g,
(pr∗(ηx)w)(A) = −q(A · x) = −(q ⊗ x)(A),
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where  : V ∗⊗V → g∗ is the natural projection. Thus, by our assumption, it follows that
L(q⊗x)(dφ)p = 0 for all x ∈ V , (p, q) ∈ U reg.
By density of U reg, this equation holds for all p ∈ U0, q ∈ V ∗, and since  is surjective, it
follows that
Lα(dφ)p = 0 for all α ∈ g∗, p ∈ U0,
i.e. dφ|U0 is constant, hence φ|U0 is affine.
By Theorem 3.7 it will suffice to address the question of existence of admissible maps φ
in order to construct connections with prescribed holonomy.
Define the k-th jet space of g by
Jk(g) :=
(
Sk(g)⊗ Λ2V ∗
)
∩
(
Sk−1(g)⊗K(g)
)
,
where both are regarded as subspaces of Sk−1(g)⊗g⊗Λ2V ∗. Suppose there is a G-invariant
element φk ∈ Jk(g). If we regard φk as a polynomial map of degree k, φk : g∗ → Λ2V ∗,
then it follows that φk is admissible. Conversely, given an analytic map φ : g
∗ → Λ2V ∗
with analytic expansion at 0 ∈ g∗
φ = φ0 + φ1 + · · · ,
then it is straightforward to show that φ is admissible iff all φk are, iff φk ∈ Jk(g)G.
Consider an element φ2 ∈ J2(g)G. On the one hand, we may regard φ2 as an element of
g⊗K(g), on the other hand, it is easy to verify that also φ2 ∈ V ⊗K1(g) ⊆ V ⊗V ∗⊗K(g).
Thus, by the natural contractions, φ2 induces G-equivariant linear maps
φ′2 : g
∗ −→ K(g)
φ′′2 : V
∗ −→ K1(g). (15)
We shall now demonstrate the existence of torsion-free connections with prescribed holo-
nomy.
Theorem 3.8 Let G ⊆ Gl(V ) be one of the following representations:
(i) For F = R or C, G = Sl(2,F) acting on the space V3 ⊆ F[x, y] of homogeneous
polynomials in x and y of degree 3,
(ii) any of the representations in (1).
Then there is a G-invariant 2-form σ ∈ Λ2V ∗ which is unique up to a scalar. Also, J2(g)
is one-dimensional and acted on trivially by G. The generic Poisson connection induced
by the admissible map
φ = φ2 + cσ, (16)
with 0 6= φ2 ∈ J2(g) and some constant c, has full holonomy G and is not locally symmet-
ric.
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This shows, in particular, that the representations in (1) do occur as holonomy represen-
tations, and hence proves Theorem 1.1. Also, the representation in (i) is precisely the
representation H3 which has already been shown to occur as an exotic holonomy in [Br3].
Proof. We shall present the proof for the representations in (ii) only. In this case, the
G-invariant symplectic form is
σ(e1 ⊗ x1, e2 ⊗ x2) =<e1, e2> (x1, x2),
where, as before, < , > and ( , ) denote the area form on F2 and the inner product on
Fn, respectively, with F = R or C. We shall identify g and g∗ via the Killing form B on
g, given by
B(A+M,e1e2 + x1 ∧ x2) =<Ae1, e2> +(Mx1, x2) with A ∈ sl(F2) and M ∈ so(Fn).
Here, once again we used the identifications sl(Fn) ∼= S2(Fn) and so(Fn) ∼= Λ2Fn from (6).
Now from the explicit description of K(g) in Proposition 2.1 it is straightforward to show
that J2(g) = (g⊗K(g))∩
(
S2(g)⊗ Λ2V ) is one-dimensional and spanned by the element
φ2, given by
φ2(A1 +M1, A2 +M2, e1 ⊗ x1, e2 ⊗ x2) :=
σ(e1 ⊗ x1, e2 ⊗ x2)(B(A1 +M1, A2 +M2))
−(B(A1, e1e2)B(M2, x1 ∧ x2) +B(A2, e1e2)B(M1, x1 ∧ x2))
+ <e1, e2> ((M1x1,M2x2) + (M1x2,M2x1)).
(17)
The isomorphism ρ from (7) then coincides with the map φ′2 : g
∗ → K(g) from (15),
again after identifying g and g∗ via the Killing form B. Moreover, by (3) in Remark 2.2,
K0(g) ⊆ K(g) is open dense. Then Theorem 3.7 completes the proof.
We can show even more. Namely, surprisingly enough, the converse of Theorem 3.8 is
true:
Theorem 3.9 Let G ⊆ Gl(V ) be one of the representations in Theorem 3.8 other than
Sl(2,R)SO(2,R). Then all torsion-free affine connections whose holonomy is contained
in G are Poisson connections induced by the admissible maps (16).
This will follow immediately from the next Theorem, together with the explicit description
of the spaces J2(g) in each case.
Theorem 3.10 Let G ⊆ Gl(V ) and g ⊆ gl(V ) be as before. Suppose the following condi-
tions are satisfied:
(i) G is connected, reductive and acts irreducibly on V ,
(ii) there is a φ2 ∈ J2(g)G such that the corresponding G-equivariant maps φ′2 and φ′′2
from (15) are isomorphisms.
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Then every torsion-free affine connection whose holonomy is contained in G is a Poisson
connection induced by a polynomial map
φ = φ2 + τ,
with φ2 ∈ J2(g) from above and a (possibly vanishing) G-invariant 2-form τ ∈ Λ2V ∗.
For the proof, we shall need the following Lemma whose proof will be given in the ap-
pendix.
Lemma 3.11 Let G ⊆ Gl(V ) be an irreducible representation of a connected, reductive
Lie group G, and let g ⊆ gl(V ) be the corresponding Lie algebra. If τ ∈ V ∗ ⊗ V ∗ satisfies
the condition
τ(x,A · y) = τ(y,A · x) for all x, y ∈ V and A ∈ g,
then τ is skew-symmetric and hence a G-invariant 2-form.
Proof of Theorem. Let F ⊆ FV be a G-structure on the manifold M where FV → M
is the V -valued coframe bundle of M , and denote the tautological V -valued 1-form on F
by θ. Suppose that F is equipped with a torsion-free connection, i.e. a g-valued 1-form ω
on F . Since φ′2 is an isomorphism, the first and second structure equations read
dθ = −ω ∧ θ
dω = −ω ∧ ω − 2(φ′2(a)) ◦ (θ ∧ θ),
(18)
where a : F → g∗ is a G-equivariant map. Differentiating (18) and using that φ′′2 is an
isomorphism yields the third structure equation for the differential of a:
da = −ω · a+ (b⊗ θ), (19)
for some G-equivariant map b : F → V ∗, where  : V ∗⊗V → g∗ is the natural projection.
The multiplication in the first term refers to the coadjoint action of g on g∗. In other
words, (19) should be read as
(ξAa)(B) = a([A,B])
(ξxa)(B) = b(B · x).
Let us define the map c : F → V ∗ ⊗ V ∗ by
cp(x, y) := db(ξx)(y)− φ2(ap,ap, x, y). (20)
Differentiation of (19) yields
cp(x,Ay) = cp(y,Ax) for all x, y ∈ V and all A ∈ g. (21)
Then by (i), (21) and Lemma 3.11 we conclude that cp ∈ Λ2V ∗ is G-invariant. Moreover,
differentiation of (20) implies that ξA(c) = 0 and (ξxc)(y, z) = (ξyc)(x, z) for all A ∈ g
and x, y, z ∈ V . Since c is skew-symmetric, it follows that
dc = 0,
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i.e. cp ≡ τ ∈ Λ2V ∗ is constant. Thus, the G-equivariance of b and (20) yield
db = −ω · b+ (a2p φ2 + τ
) ◦ θ, (22)
where refers to the contraction of a2p ∈ S2(g∗) with φ2 ∈ S2(g)⊗Λ2V ∗. In other words,
(22) should be read as
(ξAb)(y) = b(A · y)
(ξxb)p(y) = φ2(ap,ap, x, y) + τ(x, y).
Let us now define the Poisson structure on W ∗ = g∗ ⊕ V ∗ induced by φ := φ2 + τ , and
let π := a+ b : F → W ∗. From (19) and (22) it follows that π∗(ξw) = ηw for all w ∈ W ,
and from there one can show that, at least locally, the connection is indeed a Poisson
connection induced by φ.
From the complete characterization in Theorem 3.9, we can deduce the following properties
which summarize our discussion so far:
Corollary 3.12 Let M be a manifold which carries a torsion-free connection whose ho-
lonomy is contained in one of the groups G ⊆ Gl(V ) from Theorem 3.8 other than
Sl(2,R)SO(2,R), and let φ = φ2 + cσ be the admissible map which induces this con-
nection. Then we have the following.
(1) The connection is analytic.
(2) The map π := a + b : F → W ∗ has constant even rank 2k which we shall call the
rank of the connection. k = 0 iff the connection is flat.
(3) π(F ) is contained in a 2k-dimensional characteristic leaf Σ of the Poisson structure
on W ∗ induced by φ. In particular, π : F → Σ is a submersion onto its image.
(4) Conversely, given a characteristic leaf Σ ⊆ W ∗ of maximal rank, then Σ can be
covered by open neighborhoods {Uα} such that there are Poisson connections with
π(Fα) = Uα.
(5) Let s ⊆ X(F ) be the Lie algebra of infinitesimal symmetries of the connection, i.e.
those vector fields whose flows preserve the connection. Then dim(s) = dim(W ∗)−
2k. In particular, if n ≡ 0, 1 mod 4 then dim(s) > 0.
(6) The moduli space of torsion-free connections with any of the above holonomies is
finite dimensional. In particular, the 2nd derivative of the curvature at a single
point in M completely determines the connection on all of M .
Proof. (2) and (3) follow from the identity π∗(ξw) = ηw. (1) and (4) are clear from the
construction of the Poisson connections and the analyticity of φ, whereas (6) follows from
the structure equations in the proof of Theorem 3.10.
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To show (5), let f : W ∗ → F be a function which vanishes on Σ = π(F ). Then it is easy
to see that #π∗(df) is an infinitesimal symmetry. It follows that dim(s) ≥ dim(W ∗)−2k.
On the other hand, if X ∈ s then π∗(X) = 0, hence dim(s) ≤ dim(W ∗)− 2k.
Of course, (4) is not an optimal statement. One would like to show that there are con-
nections such that π(F ) is an entire characteristic leaf. Also, our method does not prove
the existence of connections whose rank is not maximal. The difficulty is that, in general,
one cannot expect to have a global symplectic realization π : S →W ∗. In fact, even if we
restrict to the subset W reg ⊆ W ∗ where the Poisson structure has maximal rank, then
the obstruction for the existence of a global symplectic realization is given by a class in
H3rel(W
reg,F), where F is the foliation by symplectic leafs [V].
Also, (5) is not an optimal statement either. Namely, as was shown in [CS], if n = 3 then
the dimension of the Lie algebra s of infinitesimal symmetries is at least 2. In fact, it
seems likely that dim(s) > 0 in any dimension, even though we do not have a proof of
this assertion.
For H3-connections, all statements in Corollary 3.12 have been shown in [Br3] byMAPLE
calculations. The same kind of calculations was used in [CS] to prove Corollary 3.12 for
n = 3. Our current approach, however, seems more conceptual. In fact, it was a deeper
understanding of the structure of H3-connections which led us to the construction of
Poisson connections presented in this paper.
There is another global result whose analogue for H3-connections has been demonstrated
in [Sc]:
Theorem 3.13 Let M be a manifold which carries a torsion-free connection whose holo-
nomy is contained in one of the groups G ⊆ Gl(V ) from (1) other than Sl(2,R)SO(n,R).
Then M is geodesically incomplete, unless the connection is locally symmetric. If the
latter is the case, then the holonomy is a proper subgroup of G.
Proof. The holonomy of a locally symmetric connection must leave the curvature ten-
sor invariant. Since K(g) does not contain any non-zero G-invariant element, the last
statement follows.
Throughout this proof, we shall use the same notations and identifications as in the proof
of Theorem 3.8. In particular, whenever it is convenient we shall regard a as a g-valued
form, and write ap = Ap +Mp with Ap ∈ sl(2,F) and Mp ∈ so(n,F).
M is geodesically complete iff the vector fields ξx ∈ X(F ) are complete for all x ∈ V ,
and we shall assume this from now on. To prove the Theorem, we have to show that the
connection is locally symmetric, which is the case iff b ≡ 0. If Mp ≡ 0 then (19) implies
that b ≡ 0. Thus, we assume that at some p0 ∈ F , Mp0 6= 0 and bp0 6= 0 and shall deduce
a contradiction.
Let N := {y ∈ Fn | (y, y) = 0}. By the indefiniteness of ( , ), N spans all of Fn. Therefore,
bp0(e1 ⊗ y) 6= 0 for some e1 ∈ F2, y ∈ N . Let ν := (Mp0 · y,Mp0 · y). If F = R and ( , )
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has signature (1, n − 1), then it follows that ν ≤ 0. Therefore, after possibly replacing
( , ) by its negative, we may assume that ν ≥ 0 and, if F = R, the signature is (p, q) with
p > 1. It follows that there is a basis {x1, . . . , xn−2, y, z} of Fn and e1, e2 ∈ F2 such that
the following hold:
(xi, xj) = δ
j
i εi with εi = ±1, ε1 = 1,
(xi, y) = (xi, z) = (y, y) = (z, z) = 0, (y, z) = 1,
<e1, e2>= 1, (Mp0 · y,Mp0 · y) ≥ 0, and bp0(e1 ⊗ y) 6= 0.
(23)
Now, let us define
ξ1 := ξe1⊗x1 , ξ2 := ξe2⊗y, A0 := −e21 and M0 := 2y ∧ x1,
and the functions
f1(p) := ap(A0), f2(p) := ap(M0) and g(p) := −2bp(e1 ⊗ y).
From (17), (19), (22) and (23) we calculate
ξ1(f1) = ξ2(f2) = 0, ξ1(f2) = ξ2(f1) = g,
ξ1(g) = 2f1f2, and ξ2(g) = 4(Mp · y,Mp · y). (24)
For v ∈ Fn, we have (v, v) =∑i εi(v, xi)2 + (v, y)(v, z). Thus,
(Mp · y,Mp · y) =
∑
i
εi(Mp · y, xi)2 =
∑
i
εi(ap(y ∧ xi))2.
We have ap(y ∧ x1) = B(Mp, y ∧ x1) = 12f2(p), and from (19) and (23) we get that
ξk(ap(y ∧ xi)) = bp((y ∧ xi) · ξk) = 0 for i > 1. Therefore,
ξk
(
ξ2(g) − f22
)
= 0 for k = 1, 2. (25)
For arbitrary constants 0 6= c1, c2 ∈ F, define the vector field ξ and the function f by
ξ := c1ξ1 + c2ξ2 and f := c
2
1f1 + 2c1c2f2.
From (24) we compute that
ξ2(f) = 3c21c2ξ(g)
= 3c21c2(2c1f1f2 + c2ξ2(g))
= f2 − c21
(
(c1f1 − c2f2)2 − 3c22(ξ2(g) − f22 )
)
.
By (25), ξ
(
(c1f1 − c2f2)2 − 3c22(ξ2(g) − f22 )
)
= 0. It follows that along the flow line of ξ,
f satisfies the differential equation
y′′ = y2 + C, (26)
where C is a constant. By the assumption of completeness, f must be a global solution of
(26). The following Lemma will be shown in the appendix.
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Lemma 3.14 (i) The only holomorphic solutions of (26) which are defined on all of C
are constants.
(ii) Suppose there is a real solution of (26) which is defined on all of R. If for x0 ∈ R,
y(x0) > 0 and y
′(x0) 6= 0, then y′′(x0) < 0.
We shall use this Lemma to get the desired contradiction. If F = C, the Lemma implies
that 3c21c2g = ξ(f) ≡ 0, contradicting g(p0) = −2bp0(e1 ⊗ y) 6= 0.
Consider now the case F = R. From (24) and (25) we have (ξ2)
3(f1) = 0. Moreover,
(ξ2)
2(f1)p0 = 4(Mp0 · y,Mp0 · y) ≥ 0 and ξ2(f1)p0 = g(p0) 6= 0. Therefore, since ξ2 is
complete, there is a point q0 on the flow line of ξ2 through p0 which, in addition to (23),
also satisfies f1(q0) > 0. W.l.o.g. we assume that q0 = p0.
Now y(x0) = f(p0) = (c
2
1f1 + 2c1c2f2)(p0) and y
′′(x0) = ξ
2(f)p0 = 3c
2
1c2(2c1f1f2 +
c2ξ2(g))(p0). Since f1(p0) > 0 and ξ2(g)p0 ≥ 0 it follows that for a suitable choice of c1, c2,
both y(x0) > 0 and y
′′(x0) ≥ 0 can be achieved. But y′(x0) = g(p0) 6= 0, hence again, we
get a contradiction from the Lemma.
It is now clear that Theorem 1.2 is simply a restatement of parts of Corollary 3.12 and
Theorem 3.13.
4 Appendix
We shall now give the proof of two technical Lemmas.
Lemma 3.11 Let G ⊆ Gl(V ) be an irreducible representation of a connected, reductive
Lie group G, and let g ⊆ gl(V ) be the corresponding Lie algebra. If τ ∈ V ∗ ⊗ V ∗ satisfies
the condition
τ(x,A · y) = τ(y,A · x) for all x, y ∈ V and A ∈ g,
then τ is skew-symmetric and hence a G-invariant 2-form.
Proof. Clearly, the Lemma is invariant under complexification, hence we may assume
that G, g and V are complex. Also, if gs ⊆ g is the semi-simple part of g, then gs acts
irreducibly on V as well. Thus, we may assume w.l.o.g. that g is semi-simple. Let
g = t⊕⊕α∈∆ gα and V =
⊕
λ∈Λ Vλ
be a Cartan and weight space decomposition of g and V , respectively. We shall denote
elements of t, gα and Vλ by A0, Aα and xλ, respectively. Also, we always write α, β, . . .
for roots, whereas λ, µ, . . . stand for weights. Let λmax ∈ t∗ be the maximal weight, and
xmax ∈ Vλmax be a highest weight vector.
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The proof now proceeds as follows. Given τ as above, we shall prove:
Step 1: if g ∼= sl(2,C) and λ+ µ 6= 0, then τ(xλ, xµ) = 0.
Step 2: τ(xλ, xµ)µ = τ(xµ, xλ)λ for all λ, µ ∈ Λ. In particular, τ(xλ, xµ) = 0 if λ, µ
are linearly independent.
Step 3: if λ, µ are scalar multiples of λmax and λ, µ, λ+ µ 6= 0 then
τ(xλ, xµ) = τ(xµ, xλ) = 0.
Step 4: τ(xmax, x0) = τ(x0, xmax) = 0.
Step 5: τ is skew-symmetric.
Proof of step 1: Suppose g ∼= sl(2,C), and V ∼= Vn is the (unique) irreducible n + 1-
dimensional representation of g. Then it is an easy exercise to show that the only elements
τ ∈ V ∗ ⊗ V ∗ which satisfy the above identity are τ = 0 if n is even, and a multiple of the
symplectic g-invariant 2-form on V if n is odd. From this, step 1 follows. The proof is
omitted.
Proof of step 2: τ(xλ, A0 · xµ) = τ(xµ, A0 · xλ), hence µ(A0)τ(xλ, xµ) = λ(A0)τ(xµ, xλ)
for all A0 ∈ t. This proves step 2.
Proof of step 3: Let λ, µ be as above, and let α ∈ ∆ be linearly independent of λmax. We
compute τ(xλ, AαA−α ·xµ) = τ(A−α ·xµ, Aα ·xλ) = 0 by step 2; indeed, A−α ·xµ ∈ Vµ−α,
Aα · xλ ∈ Vλ+α, and µ − α, λ + α are linearly independent if λ + µ 6= 0. Likewise,
τ(xλ, A−αAα ·xµ) = 0, and hence 0 = τ(xλ, [Aα, A−α]·xµ) = µ([Aα, A−α])τ(xλ, xµ). Thus,
we have λmax([Aα, A−α])τ(xλ, xµ) = 0 and similarly, λmax([Aα, A−α])τ(xµ, xλ) = 0. But
if λmax([Aα, A−α]) = 0 for all roots α independent of λmax, then it follows that g must
contain sl(2,C) as a summand, and λmax is a multiple of the root corresponding to this
summand.
In this case, however, since the representation is faithful, it must be equivalent to the
action of sl(2,C) on Vn. This observation together with step 1 implies step 3.
Proof of step 4: The equation τ(x0, xmax) = 0 follows immediately from step 2.
Since the representation is irreducible, we have V0 = span{A−α · Vα | α ∈ ∆}. Thus, in
order to show step 4, we need to show
τ(xmax, A−α · xα) = 0 for all α ∈ ∆, xα ∈ Vα. (27)
If α 6= λmax we have τ(xmax, A−α · xα) = τ(xα, A−α · xmax) = 0 by steps 2 and 3; indeed,
A−α · xmax ∈ Vλmax−α and λmax − α /∈ {0,−α}. Thus, (27) follows in this case.
Next, suppose that α = λmax, and let β and xα+β be such that xmax = A−β · xα+β. By
irreducibility, this is always possible. Note that β 6= α, since by maximality of α = λmax,
2α is not a root. Then
τ(xmax, A−α · xα) = τ(xα, A−αA−β · xα+β)
= τ(xα, ([A−α, A−β] +A−βA−α) · xα+β)
= τ(xα+β , [A−α, A−β ] · xα) + τ(A−α · xα+β, A−β · xα)
:= I + II.
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Now xα+β ∈ Vα+β and [A−α, A−β ] · xα ∈ V−β . Thus, by step 2 and the fact that α 6= β it
follows that I = 0. For II, we have A−α · xα+β ∈ Vβ and A−β · xα ∈ Vα−β. Now if β is
independent of α, step 2 implies that II = 0. If β = −α then A−β · xα ∈ Vα−β = V2α = 0
by maximality of λmax = α, and again, II = 0 follows. Thus, (27) is shown in this case
as well, and step 4 follows.
Proof of step 5: Let τ sym(x, y) := τ(x, y) + τ(y, x). From steps 2 through 4, it follows
that λmax + λ 6= 0 implies that τ(xmax, xλ) = τ(xλ, xmax) = 0. Also, if x−max ∈ V−λmax ,
then by step 2, τ sym(xmax, x−max) = 0.
Thus, we conclude that τ sym(xmax, ) = 0. But this is true for any choice of Cartan
decomposition. Exploiting all possible decompositions, we conclude
τ sym(g · xmax, ) = 0 for all g ∈ G.
By irreducibility, the G-orbit of xmax spans all of V , and from there it follows that
τ sym = 0, hence τ is skew-symmetric.
Lemma 3.14 Consider the differential equation y′′ = y2 + C (26) for a constant C.
(i) The only holomorphic solutions of (26) which are defined on all of C are constants.
(ii) Suppose there is a real solution of (26) which is defined on all of R. If for x0 ∈ R,
y(x0) > 0 and y
′(x0) 6= 0, then y′′(x0) < 0.
Proof. First of all, we integrate (26) to
(y′)2 =
2
3
y3 + 2Cy +C1 (28)
for some constant C1.
(i) Let y be a holomorphic solution which is an entire function. Define
φ : C −→ CP2
x 7−→ [y(x) : y′(x) : 1].
By (28), the image of φ is contained in the cubic C given by 3q2r−2p3−6Cpr2−3C1r3 = 0,
where p, q, r are the coordinates in CP2.
We calculate that C is a regular curve of genus 1 if 16C3 + 9C21 6= 0; it is a rational curve
with a node if 16C3 + 9C21 = 0 and C 6= 0, and it is a rational curve with a cusp if
C = C1 = 0.
Since im(φ) does not contain the point [0 : 1 : 0] ∈ C, it follows that in the first case φ
maps C non-surjectively to a genus 1 curve. By Picard’s Theorem, this implies that φ,
and hence y, is constant.
In the second case, we find a parametrization of C and compute that there must be a
function t = t(x) such that
y = 32C
(
C1 − 4C2t2
)
and y′ = 2C
C1
(
3C1 − 8C2t2
)
t.
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But this implies that either t ≡ 0 or t′ = 4C23C1 t2 − 12 . It is straightforward to verify that
the only global solutions of the latter equation are constants.
In the third case C = C1 = 0, a parametrization is given by y = 6t
2, y′ = 12t3 for some
entire function t. But then 12tt′ = 12t3, which again has no global non-constant solution.
(ii) Consider a global real solution y and x0 ∈ R as above. After possibly replacing y(x)
by the solution y(−x) and x0 by −x0, we may assume that y′(x0) > 0. If y2(x0) + C =
y′′(x0) ≥ 0, then elementary calculus shows that limx→∞ y = ∞. Thus, from (28), we
have for sufficiently large x that (y′)2 > 13y
3, and hence
(
y−
1
2
)′
= −1
2
y−
3
2 y′ < − 1
2
√
3
,
contradicting y−
1
2 > 0 for large x. Thus, y′′(x0) ≥ 0 is impossible.
References
[A] D.V. Alekseevskii, Riemannian spaces with unusual holonomy groups, Funct. Anal.
Appl. 2, 97-105 (1968)
[AS] W. Ambrose, I.M. Singer, A Theorem on holonomy, Trans. Amer. Math. Soc. 75,
428-443 (1953)
[Ber] M. Berger, Sur les groupes d’holonomie des varie´te´s a` connexion affine et des
varie´te´s Riemanniennes, Bull. Soc. Math. France 83, 279-330 (1955)
[Bes] A. L. Besse, Einstein Manifolds, Ergebnisse der Mathematik und ihrer Grenzgebiete,
3. Folge, Band 10, Springer-Verlag (1987).
[Br1] R. Bryant, A survey of Riemannian metrics with special holonomy groups, Proc.
ICM Berkeley, Amer. Math. Soc., 505-514 (1987)
[Br2] R. Bryant, Metrics with exceptional holonomy, Ann. Math. 126, 525-576 (1987)
[Br3] R. Bryant, Two exotic holonomies in dimension four, path geometries, and twistor
theory, Proc. Symp. in Pure Math. 53 (1991)
[CS] Q.-S. Chi, L. Schwachho¨fer, Exotic holonomy on moduli spaces of rational curves,
preprint
[HO] J. Hano, H. Ozeki, On the holonomy groups of linear connections, Nagoya Math. J.
10, 97-100 (1956)
[J] D. Joyce, Compact Riemannian 7-manifolds with holonomy G2: I & II, preprint
[K] K. Kodaira, On deformations of some complex pseudo-group structures, Ann. Math.
71, 224-302 (1960)
21
[LM] P. Libermann, C.-M. Marle, Symplectic geometry and analytic mechanics, Mathe-
matics and Its Applications, D. Reidel Publishing Company (1987)
[M] S. A. Merkulov, Existence and geometry of Legendre moduli spaces, preprint; Moduli
of compact complex Legendre submanifolds of complex contact manifolds, Math. Res.
Let. 1, 717-727 (1994)
[Sa] S. Salamon, Riemannian geometry and holonomy groups, Pitman Research Notes in
Mathematics, no. 201, Longman Scientific & Technical, Essex (1989)
[Sc] L. Schwachho¨fer, Connections with exotic holonomy, Trans. Amer. Math. Soc. 345,
293-321 (1994)
[Si] J. Simons, On transitivity of holonomy systems, Ann. Math. 76, 213-234 (1962)
[St] M. Steinsiek, Transformation groups on homogeneous-rational manifolds, Math. Ann.
260, 423-435 (1982)
[V] I. Vaisman, Lectures on the geometry of Poisson manifolds, Progress in Mathematics,
Vol. 118, Birkha¨user Verlag (1994)
Quo-Shin Chi Department of Mathematics, Campus Box 1146,
Washington University, St. Louis, Mo 63110, USA
chi@artsci.wustl.edu
Sergey A. Merkulov Department of Pure Mathematics, Glasgow Univer-
sity, 15 University Gardens, Glasgow G12 8QW, UK
sm@maths.glasgow.ac.uk
Lorenz J. Schwachho¨fer Max-Planck-Institut fu¨r Mathematik,
Gottfried-Claren-Straße 26, 53225 Bonn, Germany
lorenz@mpim-bonn.mpg.de
22
