In this paper we propose a generalisation of the k-nearest neighbour retrieval method that allows for the specification of a distance metric in the solution space. It is an interpolative method which is proposed to be effective for sparse case bases. The method relies on the definition of an error function in terms of distance metrics in the solution and problem space. The retrieved solution is taken to minimise this error function. The method applies equally to nominal, continuous and mixed domains, and does not depend upon an embedding n-dimensional space. In continuous Euclidean problem domains, the method is shown to be a generalisation of Shepard's Interpolation method. We refer the retrieval algorithm to as the Generalised Shepard Nearest Neighbour (GSNN) method. A novel aspect of GSNN is that it provides a general method for interpolation over nominal solution domains. The performance of the retrieval method is examined with reference to the irises classification problem, and to a simulated sparse nominal value test problem. The introduction of a metric over the iris classes is shown to give an improved classification performance for sparse case bases. The algorithm is also shown to out-perform conventional nearest neighbour methods on a simulated sparse problem.
INTRODUCTION
In this paper we present a Case-Based Reasoning (CBR) retrieval method that utilises a distance metric imposed on the solution space. This paper is an extended version of the method proposed by Knight and Woon [10] . The motivation for such a method is that we would like to extend a powerful interpolative method, already proven in the real domain, so that it applies equally in the domain of nominal values. Interpolative methods are well studied in the real domain, and can give good results from relatively sparse datasets. For many CBR systems, case bases are often sparse, being hard or expensive to obtain. When the solution space for such systems is real, interpolative methods can be used to increase the accuracy of solution. However, no general interpolative method exists for nominal (discrete) solution domains.
Adaptation through interpolation has been considered in the context of the efficiency and timeliness of CBR by Chatterjee and Campbell [1] . They advocate an interpolative approach which can serve as a domain-independent base for quick and efficient time-critical CBR. They cite several existing systems that have come close to the idea of interpolation, though without mentioning it explicitly. These include the model based meal planner CHEF [6] , the route planning systems TRUCKER and RUNNER [2, 7] , the problem mediator system PERSUADER [15] , and the menu designer JULIA [8] . Chatterjee The second of these tasks is really connected with the approach to interpolation adopted by Chatterjee and Campbell which depends upon a prior ordering of any nominal domains present in the application. The assumption is that a distance metric is defined on the problem domain X and on the solution domain Y. Interpolation assumes a linear distance metric in the solution domain, i.e. there exists a mapping from solution points onto the real line, such that . Chatterjee and Campbell give a variety of ways to calculate D. One such is to order the space somehow, and take D to be the mapping to rank order.
Most real valued interpolation methods (such as Shepard's method) also make this assumption. When the solution domain is continuous, D is usually the identity mapping, so that . d y y y y ( , )
202 An algorithm for interpolation over nominal values where a distance metric is defined However, many CBR applications have more complex solution spaces, showing higher dimensionality, or indeed no embedding space at all. For example, in the casting design system CASTAID [9] solutions are represented by shape-graphs. In many applications, the case base itself is the solution space.
The k-Nearest Neighbours (k-NN) algorithm [3, 12] has been a primary method employed in the task of classification. It predicts the solution for a given target query based on the output classification of its k-nearest neighbours assuming that the output class of the target query be most similar to the output class of its nearby instances in (possibly weighted) Euclidean distance. This algorithm can be used for approximating both discrete-valued target functions and continuous-valued target functions. In discrete-valued domain, the output class that has the most common vote among its k-nearest neighbours determines the output classification of the target query. For continuous-valued target functions, the mean value of its k nearest neighbours is taken as the solution rather than their most common class. Although k-NN is an interpolative method in the continuous domain, it has no mechanism for producing intermediate values in the discrete domain. Here the voting mechanism requires the solution to be one of the values of the retrieved neighbours. In this sense, it is not regarded as a truly interpolative method.
An alternative to k-NN is the Distance-Weighted Nearest Neighbour method (DWNN). In this algorithm, the contribution of each of the k-nearest neighbours is weighted according to its distance to the target query. When this algorithm is used in real-valued target functions the weighted mean value of the k nearest neighbours is taken, and it is thus a localised version of Shepard's method [14] . However, for discrete solution spaces a voting mechanism replaces the weighted mean. Such Distance-Weighted Nearest Neighbour Algorithm for discrete solution spaces is given as follows:
where ; if and where otherwise.
In this paper, we propose a generalisation of Shepard's method which is somewhat similar to DWNN, but which depends upon the minimisation of a distance weighted error function, rather than the usual maximisation of a voting function. This method applies equally to both discrete and continuous solution domains. Because of this, we refer to the algorithm as the Generalised Shepard Nearest Neighbour algorithm (GSNN).
SHEPARD'S METHOD
Shepard's interpolation method [14] is one of a variety of well-known algorithms available for multivariate scattered data interpolation, where the independent variable x ∈ R d , and the dependent variable y ∈ R (see e.g. [5] ). Shepard's method is a global method, requiring all points in a dataset to estimate a function f(x) at the point x. The interpolation function is given by:
where the interpolation is over the set of n points {x 1 , x 2 ,…x n }, p > 0 and denotes the Euclidean distance in R d . Lazzaro and Montefusco [11] point out that this scheme has the advantage of full independence from the space dimension, but disadvantages of low reproduction quality and high computational cost. The independence from the space dimension makes the scheme of interest in CBR applications, as we shall show in section 4. However, the global nature of the function and its concomitant high computational cost make a local form of the method more suitable. Franke and Nielson [5] have proposed a modification of Shepard's method which presents improved reproduction quality and reduced complexity. In this method, known as modified quadratic Shepard's method, the influence of each data point in the data set is confined to interpolation points within a radius of the data point.
For case based reasoning the global nature of Shepard's method is not a problem, since we are only looking for interpolation over a small set of retrieved data points. The retrieval phase of the cycle has effected the localisation of the method. In effect the retrieval phase ensures that only data points within a radius of the interpolation point will influence the interpolation value.
AN ERROR FUNCTION
The objective of this paper is to present a retrieval method which will apply to a general class of problem and solution domains. The assumption here is that a distance metric is defined on the problem domain X and on the solution domain Y. Because of its independence of space (problem) dimension, its good reproduction quality and computational efficiency, Shepard's method is a good candidate for generalisation.
However, Shepard's method applies to domains where X = R d and Y = R 1 , and we would like to apply it to other domains. Fortunately, the method is That this is a minimum follows from the positive definite form:
The function depends only upon the Euclidean distance over and . In order to generalise the method completely, we propose the error function: (2) Here, the set {x 1 , x 2 ,…x k } are the k nearest neighbours in the problem space to the point x. and are distance (or dissimilarity coefficients) on domains each satisfying: 
The retrieved value y is the value which minimizes the error function I. This method is different from the Distance-Weighted Nearest Neighbour method. Although both of them are local forms of Shepard 
GENERAL PROPERTIES
We can get an idea of how the method works by first examining a simple case y = f (x), as illustrated in Figure 1 . Here X = R , Y = R and , are absolute distances in R. We take p = 1, k = 2 and consider two retrieved cases In fact, for this simple case the interpolation curve is a straight line between the points (x 1 , y 1 ) , (x 2 , y 2 ). For x 1 ≤ x ≤ x 2 , we have:
The minimum value of I occurs when (x,y) lies on the straight line:
For smooth curves such as the one illustrated in figure 1 , we expect good estimation by interpolation between the two retrieved cases. However, extrapolation is not likely to be as accurate as we move away from x 1 and .
Here the interpolation method gives an asymptotic estimate to , i.e. the average of the y values, with no apparent tendency to the true value of y = f(x).
In a more general case, where X = R d and Y = R 1 , 1 ≤ k, we can also expect good estimation for x interpolated within a neighbourhood of the k retrieved cases, and rather worse for extrapolated values of x. Shepard's method takes a weighted average of the retrieved y values, where weights are determined by the inverse distance from the cases. This gives good results near and within the retrieved set.
However, it can never give a value outside the range of retrieved y values. For this reason alone, it is unlikely to be useful for extrapolation. The implications of this for CBR are that the method is likely to require boundary cases to be included in the case base, since it will not necessarily be capable of extrapolating them.
To compare the method with k-NN, we should first note that if k = 1, then it actually reduces to the nearest neighbour method. If k = 2, then for smooth functions it should require a reduced case base to achieve the same performance as for k = 1. For any domain in fact, we expect that it should perform at least as well. For we expect that the interpolation to do worst in bumpy chaotic domains, for instance where nominal values change rapidly as x changes. However, in these domains the nearest neighbour method will also require a dense set of cases to cover the variation in y. In fact, if we simply take the same dense set and use the interpolative method with k = 2 then it should give equivalent performance. This intuitive argument is confirmed by the 6.1 & 6.2 tests below.
The optimum value of k for a given problem is related to both the dimensionality, n, of the problem space and to the sparseness of the case base. The interpolation surface has dimension n in the n + 1 dimensional (x,y) space. Ideally we would like n + 1 data points to fix this. However, if we retrieve n + 1 points from a sparse data set, some of them may be very remote from our target set, and may not be relevant to the local problem. The inverse distance weighting will compensate for the remoteness of retrieved cases to some extent, but how effective this is must be determined by experimentation. The effect of the parameter p on the function I(y) is generally to decrease the influence of more remote cases. In the trial detailed below, increasing p from 1 to 2 decreased the quality of estimation.
The computational complexity of the method is equivalent to that of the nearest neighbour algorithm. Retrieval of k cases once they are ordered by distance involves little extra computation. The only computational overhead is the calculation of the minimal value for I(y), which is N 2 if there are N nominal values for y.
ILLUSTRATIVE EXAMPLE: INTERPOLATION OVER
UNORDERED NOMINAL VALUES In this example we illustrate how the method works in detail. We choose the well known irises dataset [4] . The data set contains 3 classes of 50 instances each, where each class refers to a type of iris plant. We take the problem space X to be R 4 , so that x = (x 1 ,x 2 ,x 3 ,x 4 ) is a point in problem space, where x 1 = sepal width, x 2 = sepal length, x 3 = petal width, x 4 = petal length. The solution space Y = {setosa, versicolour, virginica}. For this problem, we need to define distance metric in both problem space X and solution space Y. For the problem space we define distance according to a weighted sum of attributes. For convenience, we assign equal weight = 1/4 for each attribute, so that:
For the Y space, we need to construct d y (y,y′ ). This is the equivalent to Chatterjee and Campbell's second primary task, discussed in section 1. In this test, we have used the distances between cluster centres to represent the distance between the classes. These distances are shown in the following matrix: To demonstrate how the method works, we take two cases, one from setosa and one from virginica:
Setosa Versicolour Virginica
We take as target the versicolour iris:
Taking p = 1 and k = 2, the function I(y) is:
Using the values for d y in Table 1 This example shows an advantage of the interpolation method in situations where cases are sparse, in that it can correctly predict nominal values not represented in the case base itself. In fact, from two cases used in this example the method correctly predicts 128 of the 150 irises in the dataset. The DWNN method can only predict the 100 setosa and virginica targets correctly.
TESTING THE GSNN METHOD ON SIMULATED CASE BASES
To examine how the interpolative method might work on real case bases, and to verify some of the conjectures discussed in section 4, we simulated case bases of varying density and structure, and used the method to estimate simulated target sets. As a basis for the simulation, we adapted the smoothly varying function: (3) used by Ramos and Enright [13] to test out Shepard's method for interpolation over scattered data. We adapted (3) Ramos and Enright tested Shepard's method on (3) with both regularly spaced node sets and randomly spaced, and we have followed this example in two tests. These results confirm that GSNN with k > 1 can out-perform both k-NN and DWNN for case bases with regular structure. In fact, the optimum value of k is 3 for this test. In the general discussion of section 4, it is argued that k = n + 1 might be optimal for an n + 1 dimensional (x,y) space. In this test, n = 2, so the result k = 3 does confirm the argument.
In Test 6.2, we took case bases of the same size as those in Test 6.1, but this time generated x 1 , x 2 randomly within the unit square. Table 2 shows the results of this test. The results show that more errors are recorded for random case bases than for regular case bases of equivalent size, whatever the value of k. Once again, k = 3 is optimal, and tests with k = 2, 3, 4 do better than the test with k = 1. However, the improvement is not so marked as in Test 6.1. In section 4 above it was noted that the interpolation method does not work well for extrapolation. In Test 6.1, because of the regularity of the case base, all estimates are in fact interpolations, whereas in Test 6.2, we expect some extrapolations as well. As indicated in section 4, extrapolations are not so accurate as interpolations. Once again, the results show that GSNN out-performed the other nearest neighbour methods.
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We also ran the two tests for large size case bases. As the case base size increases, the number of errors diminishes to zero, whatever the value of k. For dense case bases, there is no particular advantage in choosing k > 1, in view of the extra computation involved in finding minima of the function I(y).
Finally, the same tests were repeated for p = 2. In all trials the number of errors was greater for p = 2 than for the same trial with p = 1.
CONCLUSION
In this paper, we have proposed a method for interpolation over nominal values. The method assumes only a distance or dissimilarity metric defined over the problem domain (the independent variable) and over the solution domain (the dependent variable). The method has an advantage for case based reasoning in that it is applicable to case bases with nominal values in the problem and solution domain where no natural ordering exists. Previous attempts at interpolation have assumed such an ordering. The method generalises Shepard's interpolation method by expressing it in terms of the minimization of a function I(y). This function relies only on distance metrics defined over problem and solution spaces.
The examples studied indicate that GSNN could be useful in case based reasoning with a sparse set of cases, and particularly where the cases can be organised. Tests show that GSNN be more efficient as a retrieval engine than other nearest neighbour methods.
The inclusion of a solution space metric, together with the GSNN technique could be useful in two areas of case based reasoning. The first area is that of case base reduction, where the selection of an optimum case base from the current set of cases is required. Tests using GSNN in the Shrink algorithm have shown that it can out-perform k-NN and DWNN in deriving efficient sparse case. The second area is that of case based model building, from experimental or numerical modelling exercises. Here the problem is both a selection of cases and planning of case production. Investigations using numerical models indicate that GSNN appears to be a promising approach for the construction of efficient case-based models.
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