Abstract. In this paper we investigate properties of solutions of first and second order elliptic equations that degenerate along a simple closed curve in R 2 . These equations are generated by a C-valued vector field L. To the vector field L, we associate the second order operator P = Re LL + pL , where p is a C-valued function. We establish a one-to-one correspondence between the solutions of the equation Pu = 0 and those of an associated first order equation of type Lw = Aw + Bw.
Introduction
In this paper we investigate some properties of the solutions of first and second order elliptic equations that degenerate along a simple closed curve in R 2 . These equations are generated by a C-valued vector field L. We assume that L is elliptic everywhere except along a simple closed curve on which it is tangent and L ∧ L vanishes to an order > 1. The main equation considered here is (1.1) Lw = Aw + Bw .
The case when the order of vanishing of L ∧ L is one is considered by the second author in [7] , [8] , and [10] . The techniques in the above papers will be generalized to the case studied here. The approach and motivations for the study of such equations are related to those in [2] , [3] , [4] , [5] , [6] , [11] , [12] and to many others. For equation (1.1), we establish the existence of a set of basic solutions w ± j , j ∈ Z. This set plays an important role in the structure of the space of solutions of (1.1). This system is complete, and every solution w of (1.1) has a series representation in the w ± j 's and is similar to one of the basic solutions. This means that for every solution w of (1.1) there is j 0 ∈ Z and a nonvanishing function P such that w = w ± j 0 P . A uniqueness result for the solutions of (1.1) also holds. More precisely, if w solves (1.1) in an open set U with Σ ⊂ U and if u vanishes on a set of points in U \Σ that accumulates on Σ, then w = 0 on the connected component of U \Σ that contains the sequence of points.
To the vector field L, we associate the second order operator where p is a C-valued function. As was done in [9] and in [10] , we establish a one-to-one correspondence between the solutions of the equation Pu = 0 and those of an associated first order equation of type (1.1). To each solution u, we associate its L-gradient w, a solution of an equation (1.1); and vice versa, to each solution w, we can associate its L-potential that satisfies Pu = 0. This correspondence allows us to deduce properties of the second order equation from those of the first order. The organization of this paper is as follows. In section 2, we prove that under suitable conditions, the vector field L is integrable in a neighborhood of the characteristic set Σ. In section 3, properties of the solutions of the first order equation are established. In sections 4 and 5, we reduce the study of the second order equation into the first order and deduce the properties of its solutions.
Normalization of L
In this section, we prove a normalization of the vector field L in a full neighborhood of the characteristic set Σ.
Without loss of generality, we can assume that Σ = {0} × S 1 is a circle in
. We assume that L is elliptic in A \Σ and that it is tangent to Σ at each point p ∈ Σ. Thus, we can assume (after multiplying L by a nonvanishing function) that L is given in the coordinates (r, t)
where C, D ∈ C k (A , R), C(r, t) = 0 for every r = 0, and C(0, t) = D(0, t) = 0 for every t ∈ S 1 . Throughout this paper, we assume that there exists a function α ∈ C k ((− , ), R) such that α(0) = α (0) = 0, α(r) = 0 for r = 0 and such that:
Examples of such functions α include r 1+μ with μ > 0 and r/ ln |r|. Hence, from now on, we will assume that
with P , Q real-valued, P (0, t) > 0 and Q(0, t) = 0 for all t ∈ S 1 . Throughout this paper we will use the notation
We have the following integrability for the vector field L. Theorem 1. Let L be a vector field given by (2.1) whose coefficients satisfy conditions (H 1 ) and (H 2 ). Then there exist > 0 and diffeomorphisms
and such that the pushforward Φ ± * L is a multiple of the vector field
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Proof. Let ν = 1 2π 2π 0 P (0, t)dt. We then have
and it follows from the hypothesis on L that we can assume that ν > 0 and 1 + P 1 (t) > 0 for every t. In fact, after factoring out ν and replacing α(r) by να(r), we can assume that ν = 1. Hence,
with S(r, t) a C-valued, continuous function satisfying S(0, t) = 0. Define a new angle φ on S 1 by
Note that φ(t) is an increasing function and φ(t + 2π) = φ(t) + 2π. With respect to the coordinates (r, φ), defined near circle r = 0 in R × S 1 , the vector field L becomes a multiple of the vector field
Let F (r) be a primitive of the function 1/α(r) satisfying condition (H 2 ). Assume first that lim
Let ρ = exp(F (r)). Then ρ → 0 + as r → 0 + and ρ : (0, ) −→ (0, exp(F ( ))) is a diffeomorphism. With respect to the coordinates (ρ, φ), the expression of L 1 becomes
withŜ continuous up to the circle ρ = 0 andŜ(0, φ) = 0.
Note that since μ(Z) is continuous and μ(0) = 0, it follows from the general theory of the Beltrami equation (see [1] or [13] ) that the equation
has a nontrivial solution W ∈ C 1,σ defined in a neighborhood of 0 ∈ C and moreover W can be taken of the form
with G(0) = 0. Consider the coordinates (r * , t * ) in a cylinder A + (with small) given by r
We then have W = exp(F (r * ))e it * , and it follows that in these coordinates the vector field L 1 and consequently L is a multiple of
The theorem is then proved in this case. For the case when lim r→0 + F (r) = +∞, we consider ρ = exp(−F (r)) and the function Z = ρe −iφ . With this adjustment, the rest of the proof follows in a similar way.
As a consequence of this normalization, we get that any continuous solution of the homogeneous equation Lu = 0 is flat along the circle Σ. By a flat function along Σ, we mean a function u(r, t) such that u(0, t) = u 0 is constant and
Theorem 2.
Suppose that in addition to the above properties, α ∈ C 1,τ for some
Proof. It follows from the hypotheses α ∈ C 1,τ and α(0) = α (0) = 0 that |α(r)| < C|r| 1+τ for some positive constant C and for |r| < 0 . Assume that α(r) > 0 for r > 0 (α(r) < 0 for r > 0 is analogous). Then 
Corollary 3. Suppose that the coefficient α is of class C
∞ and satisfies the following property: there exist constants 0 > 0, C > 0, and σ > 0 such that 
If u is a continuous solution of Lu
= 0 in a tubular neighborhood of Σ, then u ∈ C ∞ (A ) for some > 0. Proof. Assume that α(r) > 0 in A + 0 . Then it follows from (2.3) that F (r) =
The model homogeneous equation T α w = bw
In this section, we consider the first order equation for the vector field L. Thanks to the normalization theorem of section 2, we can assume that the vector field is given by expression (2.2) in the cylinder A = (− , ) × S 1 . That is, we consider
where the R-valued function α is of class C 1 , α(0) = α (0) = 0, α(r) = 0 for r = 0, and α satisfies condition (H 2 ). Thus, there is a function F (r) defined for r = 0 and such that
We will assume without loss of generality that lim
The model equation for the vector field is 
Remark 4. The more general equation T α w = A(t)w + B(t)w with
There exist a sequence of real numbers λ ± j and a sequence of functions ψ ± j ∈ C k+1 (S 1 ; C) such that for every j ∈ Z the functions Proof. We use the first integral Φ(r, t) = exp(F (r))e it of T α in A \Σ to transform equation (3.2) in A + = A ∩ {r > 0} and in A − = A ∩ {r < 0} into CR equations. Indeed, the pushforward of (3.2) in A ± is the CR equation
We know from [8] that such a CR equation has solutions of the form
where the λ ± j 's and the ψ ± j 's satisfy the conditions of the theorem. The functions
t) − iλψ(t) = b(t)ψ(t) .
If for an eigenvalue λ j the ode has two independent eigenfunctions ψ 
, which is considered as an R-vector space and is equipped with the inner product given by
It follows from [8] that the system {ψ is given by
where γ = 1 2π An immediate consequence is that every function g ∈ L 2 R (S 1 ; C) has a Fourier series representation
. This allows us to obtain a series representation for the solutions of (3.2). 
Theorem 7. Let w(r, t) be a solution of (3.2) continuous on
(3.10) w(r, t) = λ ± j ≥0 c + j w + j (r, t) + c − j w − j (r, t) ,where w ± j (r, t) = e λ ± j F (r) ψ ± j (t). Furthermore, (3.11) |c ± j | = O (exp(−jF ( ))) , as j −→ ∞.
A similar representation holds if w is a solution in
Proof. Let w ∈ C 0 (A + ) be a solution of (3.2). We use the {ψ 
Estimate (3.11) follows from the asymptotic expansion of the λ
As a consequence of this representation, we have the following uniqueness result.
Theorem 8. Let w ∈
C 0 (A + ) be a solution of (3.
2). If there exists a sequence of points (r k , t k ) ∈ A
+ with r k → 0 and w(r k , t k ) = 0, then w = 0 in A + . An analogous result holds in A − .
Proof. By using Theorem 7, we need to show that if w(r, t)
vanishes on the sequence (r k , t k ), then c ± j = 0 for all j ∈ Z. By contradiction, suppose that w = 0 and let j 0 be the smallest integer such that c
Then, it follows from w(r k , t k ) = 0 and the series expansion that
We can assume that the sequence r k is decreasing and that t k → t 0 . It follows from F (r) decreasing to −∞ that when we let k → ∞, we obtain
are nontrivial solutions of the ode (3.9) and are independent (when the ode has all solutions periodic), then necessarily c 
we have the following result.
Theorem 9. Let G(r, t) = α(r)g(r, t), where g ∈
has a solution w ∈ C 0 (A + ).
Proof. We use the {ψ
. It follows at once from (3.9) that if w is a solution of (3.12), then the function w ± j satisfies the differential equation (3.13) α(r) dw
Note that the sign of λ ± j in the formulaes (3.14) and (3.15) implies that λ
Finally, the fact that g ∈ C 2 implies in particular that
and, consequently, also
, where w ± j is given by (3.14) and (3.15), is a solution for (3.12).
Reduction of second order equation into a first order
We show here that properties of a second order equation can be understood in terms of those of an associated first order model equation (3.2) . Consider the operator P defined as
where T α is the vector field given in (3.1) and with
To the equation P u = 0 we are going to associate an equation of type (3.2). For this, we define the function
which is a 2π-periodic function of class C k+1 . Note that
a(t) A(t) A(t) .
We have
To each real-valued function u, we associate the complex-valued function w defined by (4.4) w
(r, t) = A(t)T α u(r, t).
We will refer to w as the T α -gradient of u with respect to P . To the operator P we associate the first order operator L defined by
where b(t) is given by (4.2). Before we proceed further, we will need a Green's identity for the operator L. For C-valued functions defined on an open set U ⊂ R + × S 1 , we define the bilinear form
Hence, the adjoint operator L * is given by
As before, we will make use of the first integral Z(r, t) = exp(F (r))e it to obtain Green's identity.
Conversely, if w is a solution of (4.8) Proof. Suppose that u is real-valued and solves (4.7). Let w be the T α -gradient of u. We have
which implies that w solves (4.8).
Conversely, suppose that w solves (4.8). Let (r 0 , t 0 ) ∈ A + and consider u defined by (4.9) . First, we have to show that u is well-defined. That is, we have to show that the integral is path independent. Let U be a relatively compact subset of A + whose boundary consists of simple closed curves. It follows from the proof of Green's identity (4.6) and (4.5) that
Since G is real-valued, this implies that
therefore, u is well-defined. Finally, we will show that u defined by (4.9) is a solution for (4.7). We have
hence, T α u = w A . Now, simple calculations show that P u = G.
The homogeneous equation P u = 0
In this section we will use the reduction given by Proposition 11 to obtain properties of the solutions of the equation P u = 0 from those of their T α -gradients w. We start with the following.
Remark 12. If u ≡ u(t) is a solution to P u = 0, then u is constant. This is immediate from the periodic ordinary differential equation u (t) + 2Re(a(t))u (t) = 0.
Lemma 13. Let u(r, t) be a real-valued function. Assume that u is a solution of P u = 0 in the cylinder
Proof. Let (r 0 , 0) be a fixed point in the cylinder A + . Let u be as in the statement and let w be its T α -gradient. Define
where Γ(r, t) is any piecewise smooth curve that joins the point (r 0 , 0) to the point (r, t). It follows from Proposition 11 that P v = 0. If we choose Γ(r, t) = Γ 1 ∪ Γ 2 , where
we have
By hypothesis of the lemma on the gradient w, the second integral is equal to zero. Hence,
It follows from Remark 12 that v is constant, which implies w ≡ 0. Consequently, T α u = 0. Since u is a real-valued function we also have T α u = 0, and, therefore, u is constant.
Proposition 14. Let u(r, t) be a real-valued function. If u ∈
Proof. If u is constant, the lemma is trivial. Assume that u is not constant, and let w be its T α -gradient. Since P is elliptic for r = 0, we need only to verify the continuity of w up to {0} × S 1 and its vanishing there. We have that w is a solution of Lw = 0, and so it has a series representation In the next theorem we prove a series representation for solutions of the equation P u = 0. First we define the functions φ 
