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Abstract
In this paper, we prove a comparison theorem for multidimensional G-SDEs. Moreover we
obtain respectively the sufficient conditions and necessary conditions of the monotonicity and
order-preservation for two multidimensional G-diffusion processes. Finally, we give some applica-
tions.
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1 Introduction
In the classical framework, it is known that Itoˆ diffusions can be used to construct linear semigroups,
which are known as Markov semigroups. The relationships among Itoˆ’s diffusions, Markov semigroups
and infinitesimal generators have been well studied and many interesting results have been deduced.
They can be summarized as follows. We suppose (Xt)t≥0 to be n-dimensional Itoˆ diffusion
dXt = b(Xt)dt+ σ(Xt)dWt,
where (Wt)t≥0 is a d-dimensional Brownian motion and b, σ are Lipschitz continuous functions on R
n.
The Markov semigroup Pt is defined by Ptf(x) = E[f(X
0,x
t )], where X
0,x
. represents the Itoˆ process
with initial condition x at initial time t = 0 and f is a function defined on Rn. Here E[·] stands for
the expectation related to a probability P . The infinitesimal generator L of the Markov semigroup,
which satisfies
Lf(x) = lim
t→0+
Ptf(x)− f(x)
t
for f appropriately taken such that the above limit exists, is of the following form:
Lf =
1
2
tr[σ∗
∂2
∂x2
fσ] + b∗
∂
∂x
f,
where ”*” denotes the transposition. For more details, the readers can refer to, for example, Stroock
and Varadhan ([36]) and Rogers and Williams ([35]).
The monotonicity property of the semigroups associated with the corresponding diffusions was
initiated by Holly ([13]) and studied by Cox ([4]) and Harris ([10]). Afterwards, Herbst and Pitt
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([11]) investigated the use of diffusion equations as a tool for establishing stochastic monotonicity of
semigroups. Chen and Wang ([3]) continued the study on the order-preservation for multidimensional
diffusion processes. One of the main results of Chen and Wang ([3]), which covers the monotonicity
result in Herbst and Pitt ([11]), is as follows:
Lemma 1.1 (Chen and Wang ([3], Theorem 1.3)) Let A = 12Σ
n
i,j=1aij
∂2
∂xi∂xj
+ Σni=1li
∂
∂xi
(resp.
A¯ = 12Σ
n
i,j=1a¯ij
∂2
∂xi∂xj
+Σni=1 l¯i
∂
∂xi
). Assume that (aij) and (a¯ij) are nonnegative definite everywhere,
aij , a¯ij , li, l¯i ∈ C(Rn) and the martingale problems for A and A¯ are well posed. Let Pt (resp. P¯t)
be the Markov semigroup generated by A (resp. A¯). Then Pt ≥ P¯t if and only if the following two
conditions hold:
(a) for all i and j, aij ≡ a¯ij and aij(x) depends only on xi and xj;
(b) for all i, li(x) ≥ l¯i(y) whenever xi = yi and xj ≥ yj for all j ∈ {1, . . . , n} and j 6= i.
Peng ([27]) introduced the notion of g-expectation defined via a backward stochastic differential
equation (BSDE). A g-expectation preserves most properties of the classical expectations except non-
linearity since it is a nonlinear functional. Its nonlinearity can be characterized by its generator g.
Zhang and Jia ([37]) constructed a nonlinear semigroup by decoupled FBSDEs. They obtained the
equivalent conditions of the monotonicity and order-preservation of semigroups.
Recently, Peng systemically established a time-consistent fully nonlinear expectation theory ( see
[28], [29] and [30]). As a typical and important case, Peng introduced the G-expectation theory
( see [32] and the references therein) in 2006. In the G-expectation framework (G-framework for
short), the notion of G-Brownian motion and the corresponding stochastic calculus of Itoˆ’s type were
established. On that basis, Gao [7] and Peng [31] have studied the existence and uniqueness of the
solution of G-SDEs under a standard Lipschitz condition on its coefficients. Moreover, based on Gao
[7], Bai and Lin [2] obtained the existence and uniqueness of the solution of GSDEs under some
integral-Lipschitz conditions. For a recent account and development of this theory we refer the reader
to ([20],[21],[22],[23],[24]). Recently, Hu et. al. ([14]) proved an existence and uniqueness result on
BSDEs driven by G−Brownian motions (G-BSDEs), further (in [15]) they gave a comparison theorem
for G-BSDEs. He et. al. ([12]) proved the representation theorem for generators of G-BSDEs, and then
the converse comparison theorem of G-BSDEs and some equivalent results for nonlinear expectations
generated by G-BSDEs.
This paper is organized as follow: In section 2, we recall some notations and results that we will use
in this paper. In section 3, we give our assumptions and recall some notations and results of G-SDES
and G-BSDEs. In section 4, we obtain a comparison theorem for multidimensional G-SDEs. In section
5, we obtain respectively the sufficient conditions and necessary conditions of the monotonicity and
order-preservation of two multidimensional G-diffusion processes. In section 6, some applications are
given.
2 Preliminaries
2.1 Sublinear expectation, G-Brownian motion and capacity
2.1.1 Sublinear expectation
We present some preliminaries in the theory of sublinear expectation, G-Brownian motions and the
capacity under G-framework. More details can be found in Peng [31] and Li and Peng [19].
Definition 2.1 Let Ω be a given set and let H be a linear space of real valued functions defined on
Ω with c ∈ H for all constants c, and |X | ∈ H, if X ∈ H. H is considered as the space of our
random variables. A sublinear expectation Eˆ on H is a functional Eˆ : H → R satisfying the following
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properties: for all X,Y ∈ H, we have
(a)Monotonicity: if X ≥ Y , then Eˆ[X ] ≥ Eˆ[Y ].
(b)Constant preserving: Eˆ[c] = c, ∀ c ∈ R.
(c)Sub-additivity: Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ].
(d)Positive homogeneity: Eˆ[λX ] = λEˆ[X ], ∀ λ ≥ 0.
The triple (Ω,H, Eˆ) is called a sublinear expectation space. X ∈ H is called a random variable in
(Ω,H, Eˆ). We often call Y = (Y1, . . . , Yd), Yi ∈ H a d-dimensional random vector in (Ω,H, Eˆ). Let us
consider a space of random variables H satisfying: if Xi ∈ H, i = 1, . . . , d, then ϕ(X1, · · · , Xd) ∈ H,
for all ϕ ∈ Cb,Lip(Rd), where Cb,Lip(Rd) is the space of all bounded real-valued Lipschitz continuous
functions.
Definition 2.2 In a sublinear expectation space (Ω,H, Eˆ) an m-dimensional random vector X =
(X1, . . . , Xm) is said to be independent from another n-dimensional random vector Y = (Y1, . . . , Yn)
under Eˆ if for any test function ϕ ∈ Cb,Lip(Rm+n) we have
Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ]
Definition 2.3 Let X1 and X2 be two n-dimensional random vector defined on sublinear expectation
spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2), respectively. They are called identically distributed, denoted by
X1
d
= X2, if
Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)], ∀ ϕ ∈ Cb,Lip(Rn)
We call X¯ an independent copy of X if X¯
d
= X and X¯ is independent from X.
Definition 2.4 (G-normal distribution) An m-dimensional random vector X = (X1, . . . , Xm) on
a sublinear expectation space (Ω,H, Eˆ) is called (centralized) G-normal distributed if for any a, b ≥ 0
aX + bX¯
d
=
√
a2 + b2X
where X¯ is an independent copy of X. The letter G denotes the function
G(A) :=
1
2
Eˆ[(AX,X)] : S(d) 7→ R.
2.1.2 G-Brownian motion
Definition 2.5 (G-Brownian motion) Let G : S(d) 7→ R be a given monotonic and sublinear func-
tion. A process (B(t) ∈ H)t≥0 on a sublinear expectation space (Ω,H, Eˆ) is called a G-Brownian
motion if the following properties are satisfied:
(a) B(0) = 0.
(b) For each t, s ≥ 0 the increment Bt+s − Bt d= √sX and independent from (Bt1 , Bt2 , ..., Btn) for
each n ∈ N, 0 ≤ t1 ≤ t2 ≤ ... ≤ tn ≤ t, where X is G-normal distributed.
We denote by Ω = Cd0 (R
+) the space of all Rd-value continuous paths (ωt)t∈R+ , with ω0 = 0,
equipped with the distance
ρ(ω1, ω2) :=
∞∑
i=1
2−i[( max
t∈[0,i]
|ω1(t)− ω2(t)|) ∧ 1].
We denote by B(Ω) the Borel σ-algebra of Ω.
We also denote, for each t ∈ [0,∞):
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Ωt := {ω(· ∧ t) : ω ∈ Ω},
Ft := B(Ωt),
L0(Ω) : the space of all B(Ω)-measurable real function,
L0(Ωt) : the space of all B(Ωt)-measurable real function,
Bb(Ωt) : all bounded elements in L
0(Ω), Bb(Ωt) := Bb(Ω) ∩ L0(Ωt),
Cb(Ωt) : all continuous elements in Bb(Ω), Cb(Ωt) := Bb(Ω) ∩ L0(Ωt).
In Peng [31], aG-Brownian motion is constructed on a sublinear expectation sapce (Ω, LpG, Eˆ, (Eˆt)t≥0)for
p = 1, where LpG is a Banach space under the natural norm ‖X‖p = Eˆ[|X |p]1/p. In this space the
corresponding canonical process B(t, ω) = ω(t), t ∈ [0,∞), for ω ∈ Ω, is a G-Brownian motion. It is
proved in Denis et al.[5] that L0(Ω) ⊃ LpG(Ω) ⊃ Cb(Ω), and there exists a weakly compact family P
of probability measures defined on (Ω,B(Ω)) such that
Eˆ[X ] = sup
P∈P
EP [X ], X ∈ L1G(Ω).
We now introduce the natural choquet capacity
c(A) := sup
P∈P
P (A), A ∈ B(Ω).
Definition 2.6 A set A ⊂ Ω is polar if c(A) = 0. A property holds ‘quasi-surely′ (q.s.) if it holds
outside a polar set.
Definition 2.7 A real function X on Ω is said to be quasi-continuous if for each ε > 0, there exists
an open set O with c(O) < ε such that X |Oc is continuous.
Then LpG(Ω) can be characterized as follows:
LpG(Ω) = {X ∈ L0(Ω)| sup
P∈P
EP [|X |p] <∞, and X is c quasi-surely continuous}.
We denote, for p > 0,
Lp := {X ∈ L0(Ω) : Eˆ[|X |p] = sup
P∈P
EP [|X |p] <∞};
N p := {X ∈ L0(Ω) : Eˆ[|X |p] = 0};
N := {X ∈ L0(Ω) : X=0, c-qusi surely (q.s.)}
It is seen that Lp and N p are linear spaces and N p = N , for each p > 0. We define the space
Lp(Ω) = Lp/N as the equivalence classes of Lp modulo equality in ‖ · ‖p. Similarly, we can define
Lp(Ωt) = L
p(Ω) ∩ L0(Ωt). As usual, we do not make the distinction between classes and their
representatives.
Definition 2.8 Let Lpb(Ω) be the completion of Bb(Ω) under the Banach norm (ˆE[|X |p])1/p.
Then we have the following characterisation (see [5]): for each p ≥ 1,
Lpb(Ω) = {X ∈ Lp(Ω) : limn→∞ Eˆ[|X |
pI{|X|>n}] = 0}.
Definition 2.9 For p ≥ 1 and T ∈ R+ be fixed. Consider the following simple type of processes:
M0,pG (0, T ) ={η := η(t, ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t)
∀ N > 0, 0 = t0 < ... < tN = T, ξj(ω) ∈ LpG(Ωtj ), j = 0, 1, 2, ..., N − 1.}.
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For each p ≥ 1, we denote by MpG(0, T ) the completion of M0,pG (0, T ) under the norm
||η||MpG(0,T ) = |
∫ T
0
Eˆ[|η(t)|p]dt|1/p.
Definition 2.10 For p ≥ 1 and T ∈ R+ be fixed. Consider the following simple type of processes:
M0b (0, T ) ={η := ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t).
∀ N > 0, 0 = t0 < ... < tN = T, ξj(ω) ∈ Bb(Ωtj ), j = 0, 1, 2, ..., N − 1.}.
For each p ≥ 1, we denote by Mpb (0, T ) the completion of M0b (0, T ) under the norm || · ||MpG(0,T ).
Definition 2.11 (Integration with respect to G-Brownian motion) For each η ∈ M0,2G (0, T ) with the
form
ηt(ω) =
N−1∑
k=0
ξk(ω)I[tk,tk+1)(t)
define
I(η) =
∫ T
0
η(s)dB(s) :=
N−1∑
k=0
ξk(BtN
k+1
−BtN
k
).
The mapping I :M0,2G (0, T ) 7→ L2G(ΩT ) can be continuously extended to I :M2G(0, T ) 7→ L2G(ΩT ). For
each η ∈M2G(0, T ), the stochastic integral is defined by
I(η) :=
∫ T
0
η(s)dBs, η ∈M2G(0, T ).
We have the following general case.
Definition 2.12 For each η ∈M0b (0, T ) with the form
ηt(ω) =
N−1∑
k=0
ξk(ω)I[tk,tk+1)(t),
define
I(η) =
∫ T
0
η(s)dBs :=
N−1∑
k=0
ξk(BtNk+1 −BtNk ).
The mapping I : M0b (0, T ) 7→ L2(ΩT ) can be continuously extended to I : M2b (0, T ) 7→ L2(ΩT ). For
each η ∈M2b (0, T ), the stochastic integral is defined by
I(η) :=
∫ T
0
η(s)dBs, η ∈M2b (0, T ).
For notational simplicity, we denote by Bi := Bei the ith coordinate of the d-dimensional G-
Brownian motion B, under a given orthonormal basis (e1, . . . , ed) of R
d. We also denote by Bat :=
(a,Bt) for fixed a ∈ Rd. Then (Bat )t≥0 is a 1-dimensional G-Brownian motion with σ2aaT = Eˆ[(a,B1)2]
and σ2−aaT = −Eˆ[−(a,B1)2]. Let a and a¯ be two given vectors in Rd. We can define
〈Ba〉t := (Bat )2 −
∫ t
0
BasdB
a
s
5
where 〈Ba〉 is called the quadratic variation process of Ba. We can also define mutual variation process
by
〈Ba, Ba¯〉t := 1
4
[〈Ba +Ba¯〉t − 〈Ba −Ba¯〉t]
Itoˆ’s integral with respect to 〈Ba〉 or 〈Bi, Bj〉 can be similarly defined. By Li and Peng [19], we have
Lemma 2.13 Let X ∈ Mpb (0, T ). Then for each ε > 0, there exists δ > 0 such that for all η ∈
M0b (0, T ) satisfying Eˆ
∫ T
0 |ηt|dt ≤ δ and |ηt(ω)| ≤ 1, we have Eˆ
∫ T
0 |Xt|p|ηt|dt ≤ ε.
Definition 2.14 A stopping time τ relative to the filtration (Ft) is a map on Ω with values in [0, T ],
such that for every t,
{τ ≤ t} ∈ Ft.
Lemma 2.15 For each stopping time τ ∈ [0, T ], we have I[0,τ ](·)X ∈ Mpb (0, T ), for each X ∈
Mpb (0, T ).
Definition 2.16 A process (Mt)t≥0 is called a G-martingale if for each t ∈ [0, T ],Mt ∈ L1G(Ωt) and
for each s ∈ [0, t), we have
Eˆs[Mt] =Ms.
Corollary 2.17 For each η ∈M2G(0, T ), the process (
∫ T
0
η(s)dBs)t∈[0,T ] is a G-martingale.
3 G-SDEs and G-BSDEs
3.1 G-SDEs
We make use of the following assumptions on the generator b, h and σ of GSDE:
(H1) b, hij and σi are given R
n-valued bounded Lipschitz continuous functions defined on [0, T ]×Rn
which satisfy the Lipchitz condition, i.e., there exists some constant K such that |ϕ(t, x) −
ϕ(t, y)| ≤ K|x− y|, for each t ∈ [0, T ], x, y ∈ Rn, ϕ = b, hij and σi respectively, i, j = 1, . . . , d.
(H2) b, hij and σi are given R
n-valued bounded Lipschitz continuous functions defined on Rn, i.e.,
there exists some constant K such that |ϕ(x) − ϕ(y)| ≤ K|x− y|, for each x, y ∈ Rn, ϕ = b, hij
and σi respectively, i, j = 1, . . . , d.
We consider the following SDE driven by a d-dimensional G-Brownian motion:
X(t) = X(0) +
∫ t
0
b(s,X(s))ds+
∫ t
0
hij(s,X(s))d〈Bi, Bj〉s +
∫ t
0
σi(s,X(s))dB
i
s, t ∈ [0, T ], (1)
where the initial condition X0 ∈ Rn is a given constant.
Theorem 3.1 Under the assumption (H1), there exists a unique solution X ∈ M2G(0, T ) of the
stochastic differential equation (1).
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3.2 G-BSDEs
In this subsection, we present some notations and results of G-BSDEs. More details can be found in
[14] and [15].
Definition 3.2 For fixed T > 0, let M0G(0, T ) be the collection of processes in the following form: for
a given partition {t0, · · ·, tN} = πT of [0, T ],
ηt(ω) =
N−1∑
j=0
ξjI[tj ,tj+1)(t),
where ξj ∈ Lip(Ωtj ), j = 0, 1, 2, · · ·, N − 1. For p ≥ 1, we denote by HpG(0, T ), MpG(0, T ) the com-
pletion of M0G(0, T ) under the norms ‖η‖HpG = {Eˆ[(
∫ T
0
|ηs|2ds)p/2]}1/p, ‖η‖MpG = {
∫ T
0
Eˆ[|ηs|p]ds}1/p
respectively.
For each η ∈M1G(0, T ), we can define the integrals
∫ T
0 ηtdt and
∫ T
0 ηtd〈Ba, Ba¯〉t for each a, a¯ ∈ Rd.
For each η ∈ HpG(0, T ;Rd) with p ≥ 1, we can define Itoˆ’s integral
∫ T
0
ηtdBt.
Let S0G(0, T ) = {h(t, Bt1∧t, · · ·, Btn∧t) : t1, . . . , tn ∈ [0, T ], h ∈ Cb,Lip(Rn+1)}. For p ≥ 1 and
η ∈ S0G(0, T ), set ‖η‖SpG = {Eˆ[supt∈[0,T ] |ηt|p]}
1
p . Denote by SpG(0, T ) the completion of S
0
G(0, T )
under the norm ‖ · ‖SpG .
We only consider non-degenerate G-normal distribution, i.e.,
(H3) There exists some σ2 > 0 such that G(A)−G(B) ≥ σ2tr[A−B] for any A ≥ B.
We consider the following type of G-BSDEs (in this paper we always use Einstein convention):
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
gij(s, Ys, Zs)d〈Bi, Bj〉s
−
∫ T
t
ZsdBs − (KT −Kt), (2)
where
f(t, ω, y, z), gij(t, ω, y, z) : [0, T ]× ΩT × R× Rd → R
satisfy the following properties:
(H4) There exists some β > 1 such that for any y, z, f(·, ·, y, z), gij(·, ·, y, z) ∈MβG(0, T ).
(H5) There exists some L > 0 such that
|f(t, y, z)− f(t, y′, z′)|+
d∑
i,j=1
|gij(t, y, z)− gij(t, y′, z′)| ≤ L(|y − y′|+ |z − z′|).
For simplicity, we denote by SαG(0, T ) the collection of processes (Y, Z,K) such that Y ∈ SαG(0, T ),
Z ∈ HαG(0, T ;Rd), K is a decreasing G-martingale with K0 = 0 and KT ∈ LαG(ΩT ).
Definition 3.3 Let ξ ∈ LβG(ΩT ) and f satisfy (H4) and (H5) for some β > 1. A triplet of processes
(Y, Z,K) is called a solution of equation (2) if for some 1 < α ≤ β the following properties hold:
(a) (Y, Z,K) ∈ SαG(0, T );
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(b) Yt = ξ +
∫ T
t f(s, Ys, Zs)ds+
∫ T
t gij(s, Ys, Zs)d〈Bi, Bj〉s −
∫ T
t ZsdBs − (KT −Kt).
Theorem 3.4 ([14]) Assume that ξ ∈ LβG(ΩT ) and f , gij satisfy (H4) and (H5) for some β > 1. Then
equation (2) has a unique solution (Y, Z,K). Moreover, for any 1 < α < β we have Y ∈ SαG(0, T ),
Z ∈ HαG(0, T ;Rd) and KT ∈ LαG(ΩT ).
We consider the following G-BSDEs:
Y l,ξt = ξ +
∫ T
t
f l(s, Y l,ξs , Z
l,ξ
s )ds+
∫ T
t
glij(s, Y
l,ξ
s , Z
l,ξ
s )d〈Bi, Bj〉s
−
∫ T
t
Z l,ξs dBs − (K l,ξT −K l,ξt ), l = 1, 2,
where glij = g
l
ji.
He and Hu [12] generalized the comparison theorem in [15].
Proposition 3.5 Let f l and glij satisfy (H4) and (H5) for some β > 1, l = 1, 2. If f
2−f1+2G((g2ij−
g1ij)
d
i,j=1) ≤ 0, then for each ξ ∈ LβG(ΩT ), we have Y 1,ξt ≥ Y 2,ξt for t ∈ [0, T ].
3.3 Nonlinear Feynman-Kac Formula
In this subsection, we give the nonlinear Feynman-Kac Formula which was studied in Peng [32] for
special type of G-BSDEs. We consider the following type of G-FBSDEs:
dXt,ξs = b(s,X
t,ξ
s )ds+ hij(s,X
t,ξ
s )d〈Bi, Bj〉s + σj(s,Xt,ξs )dBjs , Xt,ξt = ξ, (3)
Y t,ξs = Φ(X
t,ξ
T ) +
∫ T
s
f(r,Xt,ξr , Y
t,ξ
r , Z
t,ξ
r )dr +
∫ T
s
gij(r,X
t,ξ
r , Y
t,ξ
r , Z
t,ξ
r )d〈Bi, Bj〉r
−
∫ T
s
Zt,ξr dBr − (Kt,ξT −Kt,ξs ), (4)
where b, hij , σj : [0, T ]× Rn → Rn, Φ : Rn → R, f , gij : [0, T ]× Rn × R× Rd → R are deterministic
functions and satisfy the following conditions:
(A1) hij = hji and gij = gji for 1 ≤ i, j ≤ d;
(A2) b, hij , σj , f , gij are continuous in t;
(A3) There exist a positive integer m and a constant L > 0 such that
|b(t, x)− b(t, x′)|+
d∑
i,j=1
|hij(t, x)− hij(t, x′)|+
d∑
j=1
|σj(t, x) − σj(t, x′)| ≤ L|x− x′|,
|Φ(x)− Φ(x′)| ≤ L(1 + |x|m + |x′|m)|x− x′|,
|f(t, x, y, z)− f(t, x′, y′, z′)|+
d∑
i,j=1
|gij(t, x, y, z)− gij(t, x′, y′, z′)|
≤ L[(1 + |x|m + |x′|m)|x− x′|+ |y − y′|+ |z − z′|].
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We define
u(t, x) := Y t,xt , (t, x) ∈ [0, T ]× Rn.
Remark 3.6 It is important to note that u(t, x) is a deterministic function of (t, x), because b, hij,
σj , Φ, f , gij are deterministic functions and B˜s := Bt+s − Bt is a G-Brownian motion.
We now give the Feynman-Kac formula.
Theorem 3.7 Let u(t, x) := Y t,xt for (t, x) ∈ [0, T ]×Rn. Then u(t, x) is the unique viscosity solution
of the following PDE: {
∂tu+ F (D
2
xu,Dxu, u, x, t) = 0,
u(T, x) = Φ(x),
(5)
where
F (D2xu,Dxu, u, x, t) =G(H(D
2
xu,Dxu, u, x, t)) + 〈b(t, x), Dxu〉
+ f(t, x, u, 〈σ1(t, x), Dxu〉, . . . , 〈σd(t, x), Dxu〉),
Hij(D
2
xu,Dxu, u, x, t) =〈D2xuσi(t, x), σj(t, x)〉+ 2〈Dxu, hij(t, x)〉
+ 2gij(t, x, u, 〈σ1(t, x), Dxu〉, . . . , 〈σd(t, x), Dxu〉).
4 Comparison Theorem for Multidimensional GSDEs
In the classical framework, comparison theorem for stochastic differential equations are well studied
(see [1], [6], [8], [9], [18] and etc.). In particular, Geiß and Manthey ([8]) obtained a comparison
theorem for multidimensional SDEs. We also refer to Lin ([21]) and Luo and Wang ([24]) for the
comparison theorem of 1-dimensional G-SDEs. In this paper, we follow the idea of their proof to get
our results. We consider the following SDEs driven by a d-dimensional G-Brownian motion:
X(t) = X(0) +
∫ t
0
b(s,X(s))ds+
∫ t
0
hij(s,X(s))d〈Bi, Bj〉s +
∫ t
0
σi(s,X(s))dB
i
s, t ∈ [0, T ]
and
Y (t) = Y (0) +
∫ t
0
b¯(s, Y (s))ds +
∫ t
0
h¯ij(s, Y (s))d〈Bi, Bj〉s +
∫ t
0
σi(s, Y (s))dB
i
s, t ∈ [0, T ],
where the initial conditions X(0), Y (0) ∈ Rn are given constants together with
Xk(0) ≤ Yk(0), k = 1, . . . , n.
We now give a comparison theorem for multidimensional G-SDEs.
Theorem 4.1 Suppose that the following two conditions hold.
(B1) For any t ∈ [0, T ], and i = 1, . . . , n, the inequality
bi(t, x)− b¯i(t, y) +G([(hlk)i + (hkl)i]dl,k=1(t, x) − [(h¯lk)i + (h¯kl)i]dl,k=1(t, y)) ≤ 0
are fulfilled, whenever xi = yi and xj ≤ yj for all j 6= i.
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(B2) b, hij , σi and b¯, h¯ij , σi satisfy (H1) and (σi)k depends only on xk, for each k = 1, . . . , n,
i, j = 1, . . . , d, i.e.,
|(σi)k(t, x)− (σi)k(t, y)| ≤ K|xk − yk|
for all t ∈ [0, T ], x, y ∈ Rn.
Then for all t ∈ [0, T ],
Xk(t) ≤ Yk(t) k = 1, . . . , n q.s.
Proof. We first proof the theorem under the following condition (B1’) instead of (B1).
(B1’) For any t ∈ [0, T ] and i = 1, . . . , n the inequality
bi(t, x)− b¯i(t, y) +G([(hlk)i + (hkl)i]dl,k=1(t, x) − [(h¯lk)i + (h¯kl)i]dl,k=1(t, y)) < 0
are fulfilled, whenever xi = yi and xj ≤ yj for all j 6= i.
Define the stopping times
τj = inf{t > 0 : Xj(t) > Yj(t)} ∧ T, j = 1, . . . , n
and
τ := τ1 ∧ · · · ∧ τn.
Obviously, Xj(τj) = Yj(τj) andXj(τ) ≤ Yj(τ), j = 1, . . . , n. Because of condition (B1’), the continuity
of b, hij , b¯, h¯ij , i, j = 1, 2, . . . , d, and the continuity ofX and Y there exists a stopping time T ≥ κ > τ
q.s. defined on {τ < T } such that
bj(t,X(s))− b¯j(t, Y1(s), . . . , Yj−1(s), Xj(s), Yj+1(s), . . . , Yd(s)) +G([(hlk)j + (hkl)j)]dl,k=1(t,X(s))
− [(h¯lk)j + (h¯kl)j ]dl,k=1(t, Y1(s), . . . , Yj−1(s), Xj(s), Yj+1(s), . . . , Yd(s))) < 0
(6)
on {τj = τ < T } for all s ∈ [τ, κ] q.s.. Actually, we can define
κ1 := inf{t > τ :bj(t,X(s))− b¯j(t, Y1(s), . . . , Yj−1(s), Xj(s), Yj+1(s), . . . , Yd(s))
+G([(hlk)j + (hkl)j)]
d
l,k=1(t,X(s))
− [(h¯lk)j + (h¯kl)j ]dl,k=1(t, Y1(s), . . . , Yj−1(s), Xj(s), Yj+1(s), . . . , Yd(s))) > 0} ∧ T,
then we take κ = τ+κ12 . It is easy to check that κ satisfies the above condition.
Now we define ρ(x) = Kx for x ≥ 0. Then ∫0+ ρ−2(u)du = ∞. Hence there exists a strictly
increasing sequence {an}∞n=0 such that a0 = 1, lim
n→∞
an = 0 (actually, an =
2
n(n+1)K2+2 ) and
∫ an−1
an
ρ−2(u)du = n, for all n ≥ 1.
Let ψn be a continuous function such that its support is contained in (an, an−1), 0 ≤ ψn(u) ≤
2ρ−2(u)n−1 and
∫ an−1
an
ψn(u)du = 1. Put
ϕn(x) =


0, x ≤ 0,∫ x
0
∫ y
0
ψn(u)dudy, x > 0.
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One can easily see that ϕn is twice continuously differentiable, ϕn(0) = 0 for x ≤ 0, 0 ≤ ϕ′n(x) ≤ 1
and ϕn(x) ↑ x+ as n→∞. Assume
c({τ < T }) > 0. (7)
An application of G-Itoˆ’s formula (see [19]) yields
ϕn(Xk((τ + t) ∧ κ)− Yk((τ + t) ∧ κ))
=ϕn(Xk(τ)− Yk(τ))
+
∫ (τ+t)∧κ
τ
ϕ′n(Xk(s)− Yk(s))[bk(s,X(s))− b¯k(s, Y (s))]ds
+
∫ (τ+t)∧κ
τ
ϕ′n(Xk(s)− Yk(s))[(hij)k(s,X(s))− (h¯ij)k(s, Y (s))]d〈Bi, Bj〉s
+
∫ (τ+t)∧κ
τ
ϕ′n(Xk(s)− Yk(s))[(σi)k(s,X(s))− (σi)k(s, Y (s))]dBis
+
1
2
∫ (τ+t)∧κ
τ
ϕ
′′
n(Xk(s)− Yk(s))[(σi)k(s,X(s))− (σi)k(s, Y (s))]2d〈Bi〉s
=ϕn(Xk(τ)− Yk(τ ∧ T ))
+
∫ (τ+t)∧κ
τ
ϕ′n(Xk(s)− Yk(s))[bk(s,X(s))− b¯k(s, Y (s))
+G([(hij)k + (hji)k]
d
i,j=1(s,X(s))− [(h¯ij)k + (h¯ji)k]di,j=1(s, Y (s))]ds
+ V(τ+t)∧κ − Vτ
+
∫ (τ+t)∧κ
τ
ϕ′n(Xk(s)− Yk(s))[(σi)k(s,X(s))− (σi)k(s, Y (s))]dBis
+
1
2
∫ (τ+t)∧κ
τ∧T
ϕ
′′
n(Xk(s)− Yk(s))[(σi)k(s,X(s))− (σi)k(s, Y (s))]2d〈Bi〉s
where
Vt =
∫ t
0
ϕ′n(Xk(s)− Yk(s))[(hij)k(s,X(s))− (h¯ij)k(s, Y (s))]d〈Bi, Bj〉s
−
∫ t
0
ϕ′n(Xk(s)− Yk(s))G([(hij)k + (hji)k]di,j=1(s,X(s))− [(h¯ij)k + (h¯ji)k]di,j=1(s, Y (s))ds.
It is easy to check that (Vt)0≤t≤T is a decreasing process. Thus
ϕn(Xk((τ + t) ∧ κ)− Yk((τ + t) ∧ κ))
≤ϕn(Xk(τ) − Yk(τ))
+
∫ (τ+t)∧κ
τ
ϕ′n(Xk(s)− Yk(s))[bk(s,X(s))− b¯k(s, Y (s))
+G([(hij)k + (hji)k]
d
i,j=1(s,X(s))− [(h¯ij)k + (h¯ji)k]di,j=1(s, Y (s))]ds
+
∫ (τ+t)∧κ
τ
ϕ′n(Xk(s)− Yk(s))[(σi)k(s,X(s))− (σi)k(s, Y (s))]dBis
+
1
2
∫ (τ+t)∧κ
τ
ϕ
′′
n(Xk(s)− Yk(s))[(σi)k(s,X(s))− (σi)k(s, Y (s))]2d〈Bi〉s
=S1(n) + S2(n) + S3(n) + S4(n).
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Obviously, from the construction it follows that S1(n) = 0, n = 1, 2, . . . .,
Eˆ[S3(n)1{τk=τ}] = 0.
From (B2) we derive
Eˆ[|S4(n)|] ≤ Ct
n
Relation (6) implies
S2(n)1{τk=τ}
≤ 1{τk=τ}
∫ (τ+t)∧κ
τ
ϕ′n(Xk(s)− Yk(s))[bi(t,X(s))− b¯i(t, Y1(s), . . . , Yk−1(s), Xk(s), Yk+1(s), . . . , Yd(s))
+G([(hij)k + (hij)k)]
d
i,j=1(t,X(s))
− [(h¯ij)k + (h¯ij)k]di,j=1(t, Y1(s), . . . , Yk−1(s), Xk(s), Yk+1(s), . . . , Yd(s)))]ds
+ 1{τk=τ}
∫ (τ+t)∧κ
τ
ϕ′n(Xk(s)− Yk(s))[b¯i(t, Y1(s), . . . , Yk−1(s), Xk(s), Yk+1(s), . . . , Yd(s))− b¯k(s, Y (s))
+G([(h¯ij)k + (h¯ji)k]
d
i,j=1(s, Y1(s), . . . , Yk−1(s), Xk(s), Yk+1(s), . . . , Yd(s)))− [(h¯ij)k + (h¯ji)k]di,j=1(s, Y (s))]ds
≤ 1{τk=τ}K
∫ (τ+t)∧κ
τ
[Xk(s)− Yk(s)]+ds
≤ 1{τk=τ}K
∫ t
0
[Xk((τ + s) ∧ κ)− Yk((τ + s) ∧ κ)]+ds.
Consequently, as n→∞ we arrive at
Eˆ[(Xk((τ + t)∧κ)−Yk((τ + t)∧κ))+1{τk=τ}] ≤ K
∫ t
0
Eˆ[(Xk((τ +s)∧κ)−Yk((τ +s)∧κ))+1{τk=τ}]ds.
In view of Gronwall’s inequality this implies
Eˆ[(Xk((τ + t) ∧ κ)− Yk((τ + t) ∧ κ))+1{τk=τ}] = 0
and hence
Xk((τ + t) ∧ κ) ≤ Yk((τ + t) ∧ κ) q.s.
on{τk = τ} for all t ∈ [τ, κ]. This contradicts (7).
Now we consider the condition (B1). Let ǫ > 0 be arbitrarily chosen and define
bǫk := bk − ǫ, k = 1, . . . , n.
From (B1) it follows immediately that bǫ satisfies condition (B1’). Consequently, we get for the
corresponding solutions Xǫ and Y the relation
Xǫk(t) ≤ Yk(t) q.s.
for all t ∈ [0, T ], k = 1, . . . , n. Choose a strictly decreasing sequence (ǫm)m≥1 with limm→∞ ǫm = 0.
By the same arguments as above we get
Xǫ1k (t) ≤ Xǫ2k (t) ≤ . . . ≤ Yk(t) q.s.
as well as
Xǫ1k (t) ≤ Xǫ2k (t) ≤ . . . ≤ Xk(t) q.s.
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for all t ∈ [0, T ], k = 1, . . . , n.
Define
X˜k(t) := lim
m→∞
Xǫmk (t)
for each t ∈ [0, T ]. Obviously,
X˜k(t) ≤ Yk(t) q.s.
for all t ∈ [0, T ], k = 1, . . . , n. Moreover, we have,
Eˆ[ sup
0≤t≤T
|Xǫm(t)−X(t)|2] =Eˆ[ sup
0≤t≤T
|
∫ t
0
(bǫm(s,Xǫm(s))− b(s,X(s)))ds
+
∫ t
0
(hij(s,X
ǫm(s))− hij(s,X(s))d〈Bi, Bj〉)
+
∫ t
0
(σi(s,X
ǫm(s))− σi(s,X(s)))dBis|2]
≤ 3(Eˆ[ sup
0≤t≤T
|
∫ t
0
(bǫm(s,Xǫm(s))− b(s,X(s)))ds|2]
+ Eˆ[ sup
0≤t≤T
|
∫ t
0
(hij(s,X
ǫm(s))− hij(s,X(s))d〈Bi, Bj〉)|2]
+ Eˆ[ sup
0≤t≤T
[|
∫ t
0
(σi(s,X
ǫm(s))− σi(s,X(s)))dBis|2]).
Applying BDG-inequality, we get
Eˆ[ sup
0≤t≤T
|Xǫm(t)−X(t)|2] ≤ C(ǫ2m +
∫ T
0
Eˆ[|Xǫm(t)−X(t)|2]dt)
≤ C(ǫ2m +
∫ T
0
Eˆ[ sup
0≤s≤t
|Xǫm(s)−X(s)|2]dt).
By Gronwall’s inequality, we have
Eˆ[ sup
0≤t≤T
|Xǫm(t)−X(t)|2] ≤ C|ǫm|2.
Up to a subsequence, still denoted as (Xǫm)m≥1, we have
lim
m→∞
Xǫm(t) = X(t) q.s.
for all t ∈ [0, T ]. This ends the proof.
Remark 4.2 In general, the condition (B1) in the above theorem can not be replaced by the following
condition:
(B1”)
b¯i(t, y)− bi(t, x) +G([(h¯lk)i + (h¯kl)i]dl,k=1(t, y)− [(hlk)i + (hkl)i]dl,k=1(t, x)) ≥ 0
are fulfilled, whenever xi = yi and xj ≤ yj for all j 6= i.
In fact, let b1 = h1 = b¯1 = h¯1 = h2 = b¯2 = 0, b2 =
σ2+σ2
2 , h¯2 = 1 and x = x¯ = 0, we consider
1-dimensional G-Brownian motion. One can show that b, h, b¯, h¯ satisfy condition (B”). However we
can not deduce that σ
2+σ2
2 t ≤ 〈B〉t, q.s. whenever σ2 < σ2.
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5 Stochastic monotonicity and order-preservation
Lin ([20]) defined the infinitesimal generator of G-SDEs and obtained the representation theorem
under the Lipschitz condition. Similarly, we can obtain the relationships among G-Itoˆ’s diffusions,
Markov semigroups and infinitesimal generators. They can be summarized as follows. We suppose
(Xt)t≥0 to be n-dimensional G-Itoˆ diffusion
dXt = X0 + b(Xs)ds+ hij(Xs)d〈Bi, Bj〉s + σj(Xs)dBjs , t ∈ [0, T ],
where (Bt)t≥0 is a d-dimensional G-Brownian motion and b, h, σ are Lipschitz continuous functions
on Rn. The Markov semigroup Et is defined by Etf(x) = Eˆ[f(X0,xt )], where X0,x. represents the
G-Itoˆ process with initial condition x at initial time t = 0 and f is a function defined on Rn. The
infinitesimal generator L of the Markov semigroup, which satisfies
Lf(x) = lim
t→0+
Etf(x)− f(x)
t
for f appropriately taken such that the above limit exists, is of the following form:
Lf = 〈∂xf, b〉+G(〈∂xf, h〉+ 〈∂2xxfσ, σ〉)
where 〈∂xf, h〉+ 〈∂2xxfσ, σ〉 is a d× d symmetric matrix in Sd(R), defined by:
〈∂xf, h〉+ 〈∂2xxfσ, σ〉 := [〈∂xf, hij + hji〉+ 〈∂2xxfσi, σj〉]di,j=1,
L =
n∑
i=1
bi
∂
∂xi
+G([
n∑
i=1
(hlk + hkl)i
∂
∂xi
+
n∑
i,j=1
σilσjk
∂2
∂xi∂xj
]dl,k=1).
Now we introduce the following definitions, which are similar to that in Herbst and Pitt ([11]) and
Chen and Wang ([3]). Let ”≤” denote the usual semi-order in Rn.
(1) A measurable function f is called monotone if
f(x) ≤ f(x¯) for all x ≤ x¯.
Denote by M the set of all bounded Lipschitz continuous monotone functions.
(2) For two semigroups {Et}0≤t≤T and {E¯t}0≤t≤T , we write Et ≥ E¯t, if for all f ∈ M, for all x ≥ x¯
and 0 ≤ t ≤ T ,
Etf(x) ≥ E¯tf(x¯).
If in addition, Et = E¯t, we call Et monotone.
Let
Lf = 〈∂xf, b〉+G(〈∂xf, h〉+ 〈∂2xxfσ¯, σ¯〉),
L¯f = 〈∂xf, b¯〉+G(〈∂xf, h¯〉+ 〈∂2xxfσ¯, σ¯〉),
L¯
′
f = 〈∂xf, b¯〉+G(〈∂xf, h¯〉+ 〈∂2xxfσ, σ〉)
and let {Et}0≤t≤T , {E¯t}0≤t≤T and {E¯ ′t}0≤t≤Tbe the semigroup generated by L, L¯ and L¯
′
respectively.
And we always assume that b, hij , σi and b¯, h¯ij , σ¯i satisfy (H2) for each i, j = 1, . . . , d.
We have the following results.
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Theorem 5.1 Suppose the following conditions hold:
(C1) for all i, j, σliσkj depends only on xi and xj, l, k = 1, . . . , d.
(C2) for all i, bi(x)−bi(y)+G([(hl,k)i(x)+(hk,l)i(x)]dl,k=1−[(hl,k)i(y)+(hk,l)i(y)]dl,k=1)) ≤ 0 whenever
x ≤ y with xi = yi.
then Et is monotone
Proof. Suppose (C1)and(C2) hold. By setting b¯ = b and h¯ = h in Theorem (4.1), we have ∀x ≤ x¯,
X0,xt ≤ X0,x¯t q.s.. Then by the monotonicity of f , the results follows.
Theorem 5.2 If Et is monotone, then the following conditions hold:
(C1) for all i, j, σliσkj depends only on xi and xj, l, k = 1, . . . , d.
(C2’) for all i, bi(x) − bi(y) + G([(hl,k)i(x) + (hk,l)i(x)]dl,k=1 − [(hl,k)i(y) + (hk,l)i(y)]dl,k=1)) ≥ 0
whenever x ≥ y with xi = yi.
Proof. Suppose that Et is monotone,
lim
t→0+
1
t
(Etf(x)− f(x)) = 〈∂xf, b〉+G(〈∂xf, h〉+ 〈∂2xxfσ, σ〉). (8)
(a) For given i, we take x(1) ≤ x(2) with x(1)i = x(2)i and a sequence of functions fm ∈ M
⋂
C∞b
(m ∈ N) such that fm(x) = (xi − x(1)i + 1)2m+1 in a neighborhood of {x(1), x(2)}. We have
limt→0
1
t (Etfm(x(1))− fm(x(1))) ≤ limt→0 1t (Etfm(x(2))− fm(x(2))), i.e.,
〈∂xf(x(1)), b(x(1))〉+G(〈∂xf(x(1)), h(x(1))〉 + 〈∂2xxf(x(1))σ(x(1)), σ(x(1))〉)
≤ 〈∂xf(x(2)), b(x(2))〉+G(〈∂xf(x(2)), h(x(2))〉+ 〈∂2xxf(x(2))σ(x(2)), σ(x(2))〉).
Then we get
G([
(hl,k)i(x
(2)) + (hk,l)i(x
(2))
2m
+ σli(x
(2))σki(x
(2))]dl,k=1
− [ (hl,k)i(x
(1)) + (hk,l)i(x
(1))
2m
+ σli(x
(1))σki(x
(1))]dl,k=1)
≥ G([ (hl,k)i(x
(2)) + (hk,l)i(x
(2))
2m
+ σli(x
(2))σki(x
(2))]dj,k=1)
−G([ (hl,k)i(x
(1)) + (hk,l)i(x
(1))
2m
+ σli(x
(1))σki(x
(1))]dl,k=1)
≥ 1
2m
[bi(x
(1))− bi(x(2))].
So [σli(v)σki(v)]
d
l,k=1 ≥ [σli(u)σki(u)]dl,k=1 as m→∞. Replacing fm with (xi − x(1)i − 1)2m+1 in
a neighborhood of {x(1), x(2)}, we obtain the inverse inequality. Therefore, [σli(v)σki(v)]dl,k=1 =
[σli(u)σki(u)]
d
l,k=1.
(b) For given i, j i 6= j, we take x(1) ≤ x(2) with x(1)i = x(2)i , x(1)j = x(2)j and a sequence of functions
fm ∈M
⋂
C∞b (m ∈ N) such that fm(x) = (xi + xj − x(1)i − x(1)j +1)2m+1 in a neighborhood of
{x(1), x(2)}. We have limt→0 1t (Etfm(x(1))− fm(x(1))) ≤ limt→0 1t (Etfm(x(2))− fm(x(2))), i.e.,
〈∂xf(x(1)), b(x(1))〉+G(〈∂xf(x(1)), h(x(1))〉 + 〈∂2xxf(x(1))σ(x(1)), σ(x(1))〉)
≤ 〈∂xf(x(2)), b(x(2))〉+G(〈∂xf(x(2)), h(x(2))〉+ 〈∂2xxf(x(2))σ(x(2)), σ(x(2))〉).
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Then we get
G([
(hl,k)i(x
(2)) + (hk,l)i(x
(2)) + (hl,k)j(x
(2)) + (hk,l)j(x
(2))
2m
+ σli(x
(2))σkj(x
(2))]dl,k=1
− [ (hl,k)i(x
(1)) + (hk,l)i(x
(1)) + (hl,k)j(x
(1)) + (hk,l)j(x
(1))
2m
+ σli(x
(1))σkj(x
(1))]dl,k=1)
≥ G([ (hl,k)i(x
(2)) + (hk,l)i(x
(2)) + (hl,k)j(x
(2)) + (hk,l)j(x
(2))
2m
+ σli(x
(2))σkj(x
(2))]dj,k=1)
−G([ (hl,k)i(x
(1)) + (hk,l)i(x
(1)) + (hl,k)j(x
(1)) + (hk,l)j(x
(1))
2m
+ σli(x
(1))σkj(x
(1))]dl,k=1)
≥ 1
2m
[bi(x
(1)) + bj(x
(1))− bi(x(2))− bj(x(2))].
So [σli(v)σkj(v)]
d
l,k=1 ≥ [σli(u)σkj(u)]dl,k=1 as m → ∞. Replacing fm with (xi + xj − x(1)i −
x
(1)
j + 1)
2m+1 in a neighborhood of {x(1), x(2)}, we obtain the inverse inequality. Therefore,
[σli(v)σkj(v)]
d
l,k=1 = [σli(u)σkj(u)]
d
l,k=1. Thus (C1) holds.
(c) For given i, we take x(1) ≤ x(2) with x(1)i = x(2)i and fm ∈M
⋂
C∞b (m ∈ N) such that f(x) = xi
in a neighborhood of {x(1), x(2)}.By (8), we have
bi(x
(1)) +G([(hl,k)i(x
(1)) + (hk,l)i(x
(1))]dl,k=1) ≤ bi(x(2)) +G([(hl,k)i(x(2)) + (hk,l)i(x(2))]dl,k=1).
Thus by the subadditivity, (C2’) holds.
Theorem 5.3 If Et ≥ E¯t then the following two conditions hold:
(D1) for all i, j, σilσjk ≡ σ¯ilσ¯jk and σilσjk depends only on xi and xj, l, k = 1, . . . , d.
(D2) for all i, bi(x)− b¯i(y)+G([(hl,k)i(x)+(hk,l)i(x)]dl,k=1−[(h¯l,k)i(y)+(h¯k,l)i(y)]dl,k=1) ≥ 0 whenever
x ≥ y with xi = yi.
To prove the above theorem, we need some Lemmas.
Lemma 5.4 If Et ≥ E¯t, then Lf(x) ≥ L¯(y) for all x ≥ y and f ∈ M
⋂
C∞b with f(x) = f(y).
Proof. Without loss of generality, assume that f ≥ 0. Choose m > 0 such that {z : |z| < m} contains
x and y and take h ∈ C∞b such that
1 ≥ h(z) =


1, if |z| ≤ m,
0, if |x| ≥ m+ 1,
> 0, otherwise.
Set
f1 = hf + a(1− h), f2 = hf,
where a is a constant larger than the upper bound of f . Then f1, f2 ∈ C∞0 , f1 ≥ f ≥ f2 and
f1 = f = f2 on the set {z : |z| < m}. Since
Etf(x) ≥ E¯tf(y), f(x) = f(y),
we have
1
t
[Etf1(x)− f1(x)] ≥ 1
t
[E¯tf2(x) − f2(x)].
The assertion now follows by letting t ↓ 0.
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Lemma 5.5 If Et ≥ E¯t, then (D2) holds.
Proof. For given i, let u ≤ v with ui = vi. Choose f ∈ M
⋂
C∞b such that in a neighborhood of
{u, v},
f(x) = xi.
Then by Lemma (5.4), we get
bi(v)− b¯i(u) +G([(hl,k)i(v) + (hk,l)i(v)]dl,k=1 − [(h¯l,k)i(u) + (h¯k,l)i(u)]dl,k=1) ≥ 0.
Lemma 5.6 If Et ≥ E¯t, then (D1) holds.
Proof. The proof consists of two steps.
(1) For given i, let u ≤ v with ui = vi. Choose fm ∈M
⋂
C∞b (m ∈ N) such that in a neighborhood
of {u, v},
fm(x) = (xi − ui + 1)2m+1.
By Lemma (5.4), we have
G([
(hl,k)i(v) + (hk,l)i(v)
2m
+ σil(v)σik(v)]
d
l,k=1 − [
(h¯l,k)i(u) + (h¯k,l)i(u)
2m
+ σ¯il(u)σ¯ik(u)]
d
l,k=1)
≥ G([ (hl,k)i(v) + (hk,l)i(v)
2m
+ σil(v)σik(v)]
d
j,k=1)−G([
(h¯l,k)i(u) + (h¯k,l)i(u)
2m
+ σ¯il(u)σ¯ik(u)]
d
l,k=1)
≥ 1
2m
[b¯i(u)− bi(v)].
Since m is arbitrary, we deduce that:
[σil(v)σik(v)]
d
l,k=1 ≥ [σ¯il(u)σ¯ik(u)]dl,k=1.
Replacing fm with (xi − ui − 1)2m+1 in the neighborhood of {u, v}, we obtain the inverse
inequality. Therefore σil(v)σik(v) = σ¯il(u)σ¯ik(u).
(2) For given i 6= j and u ≤ v: ui = vi, uj = vj , choose fm ∈ M
⋂
C∞b (m ∈ N) such that in a
neighborhood of {u, v},
fm(x) = (xi + xj − ui − uj + 1)2m+1.
By (1) and Lemma (5.4), we get
G([
(hl,k)i(v) + (hk,l)i(v) + hl,k)j(v) + (hk,l)j(v)
2m
+ σil(v)σjk(v)]
d
l,k=1
− [ (h¯l,k)i(u) + (h¯k,l)i(u) + h¯l,k)i(u) + (h¯k,l)j(u)
2m
+ σ¯il(u)σ¯jk(u)]
d
l,k=1)
≥ G([ (hl,k)i(v) + (hk,l)i(v) + (hl,k)i(v) + (hk,l)j(v)
2m
+ σil(v)σjk(v)]
d
j,k=1)
−G([ (h¯l,k)i(u) + (h¯k,l)i(u) + (h¯l,k)i(u) + (h¯k,l)j(u)
2m
+ σ¯il(u)σ¯jk(u)]
d
l,k=1)
≥ 1
2m
[b¯i(u) + b¯j(u)− bi(v) − bj(v)]
and
[σil(v)σjk(v)]
d
l,k=1 ≥ [σ¯il(u)σ¯jk(u)]dl,k=1.
Similarly, we have the inverse inequality and hence σil(v)σjk(v) = σ¯il(u)σ¯jk(u).
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Proof of theorem 5.3. The proof follows directly from Lemma(5.5) and Lemma (5.6).
Corollary 5.7 If Et ≥ E¯ ′t then the following two conditions hold:
(D3) for all i, j, σilσjk depends only on xi and xj , l, k = 1, . . . , d.
(D4) for all i, bi(x)− b¯i(y)+G([(hl,k)i(x)+(hk,l)i(x)]dl,k=1−[(h¯l,k)i(y)+(h¯k,l)i(y)]dl,k=1) ≥ 0 whenever
x ≥ y with xi = yi.
Corollary 5.8 Suppose the following two conditions hold:
(D3) for all i, j, σilσjk depends only on xi and xj , l, k = 1, . . . , d.
(D4’) for all i, b¯i(x)−bi(y)+G([(h¯l,k)i(x)+(h¯k,l)i(x)]dl,k=1−[(hl,k)i(y)+(hk,l)i(y)]dl,k=1) ≤ 0 whenever
x ≤ y with xi = yi.
then Et ≥ E¯ ′t .
Proof. Suppose (D3)and (D4’) hold. By Theorem (4.1), we have ∀x ≥ x¯, X0,xt ≥ X¯0,x¯t q.s.. Then by
the monotonicity of f , the results follows.
Corollary 5.9 If Et ≥ E¯t then the following hold:
(D1) for all i, j, σilσjk ≡ σ¯ilσ¯jk and σilσjk depends only on xi and xj, l, k = 1, . . . , d
(D2’) for all x,K ∈ Rn, K ≥ 0, K∗(b(x)− b¯(x))+G([K∗((hl,k)(x)+(hk,l)(x))]dl,k=1−[K∗((h¯l,k)i(x)+
(h¯k,l)i(x))]
d
l,k=1) ≥ 0.
Proof. First, we suppose that Et ≥ E¯t. Then (D1) holds directly from Theorem (5.3). For fixed x¯ ∈
Rn, K ∈ Rn, K ≥ 0, we take f ∈ M⋂C∞b such that in a neighborhood of x¯, f(x) =∑ni=1Ki(xi− x¯i).
Then we have lim t→ 01t (Etf(x¯)− f(x¯)) ≥ lim t→ 01t (E¯tf(x¯)− f(x¯)). Thus (D2’)holds.
Theorem 5.10 Assume (H3) and assume that σσ∗ (or resp. σ¯σ¯∗) is uniformly positive definite, i.e.,
there exists a constant β > 0, such that for all y ∈ Rn, x ∈ Rn, y∗σ(x)σ∗(x)y ≥ β|y|2. If one of Et
and E¯t is monotone, if the following hold:
(D1) for all i, j, σilσjk ≡ σ¯ilσ¯jk and σilσjk depends only on xi and xj, l, k = 1, . . . , d
(D5) for all x,K ∈ Rn, K ≥ 0, K∗(b¯(x)−b(x))+G([K∗((h¯l,k)(x)+(h¯k,l)(x))]dl,k=1− [K∗((hl,k)i(x)+
(hk,l)i(x))]
d
l,k=1) ≤ 0.
then Et ≥ E¯t.
Proof. We now suppose (D1) and (D5) hold. Without lost of generalization, we assume E¯ is monotone.
Here we denote (σσ∗)−1σ by Σ. Let f ∈M and we consider the following G-SDE and G-BSDEs:
X¯0,xt = x+
∫ t
0
σi(X¯
0,x
r )dB
i
r , t ∈ [0, T ],
Y 0,x,t,fs = f(X¯
0,x
t ) +
∫ t
s
b∗(X¯0,xr )Σ(X¯
0,x
r )Z
0,x,t,f
r dr +
∫ t
s
h∗ij(X¯
0,x
r )Σ(X¯
0,x
r )Z
0,x,t,f
r d〈Bi, Bj〉r
−
∫ t
s
Z0,x,t,fr dBr − (Ks −Kt), s ∈ [0, t]
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and
Y¯ 0,x,t,fs = f(X¯
0,x
t ) +
∫ t
s
b¯∗(X¯0,xr )Σ(X¯
0,x
r )Z¯
0,x,t,f
r dr +
∫ t
s
h¯∗ij(X¯
0,x
r )Σ(X¯
0,x
r )Z¯
0,x,t,f
r d〈Bi, Bj〉r
−
∫ t
s
Z¯0,x,t,fr dBr − (K¯s − K¯t), s ∈ [0, t].
We have the following results: u(t, x) := Etf(x) = Y 0,x,t,f0 is the unique viscosity solution of the
following PDE: {
∂tu− Lu = 0,
u(0, x) = f(x).
(9)
u¯(t, x) := E¯t = Y¯ 0,x,t,f0 is the unique viscosity solution of the following PDE:{
∂tu¯− L¯u¯ = 0,
u¯(0, x) = f(x).
(10)
By Theorem 6.4.3 in Krylov [17](see also Theorem 4.4 in Appendix C in Peng [31]), there exists a
constant α ∈ (0, 1) such that for each κ > 0,
‖u¯‖C1+α/2,2+α([κ,T ]×Rn) <∞.
Let uˆ(t, x) = u¯(T − t, x) and apply G-Itoˆ’s formula to uˆ(s, X¯s) for s ∈ [0, T − κ]
uˆ(s, X¯0,xs ) =uˆ(T − κ, X¯0,xT−κ) +
∫ T−κ
s
b¯∗(X¯0,xr )Σ(X¯
0,x
r )σ
∗(X¯0,xr )∂xuˆ(r, X¯
0,x
r )dr
+
∫ T−κ
s
h¯∗ij(X¯
0,x
r )Σ(X¯
0,x
r )σ
∗(X¯0,xr )∂xuˆ(r, X¯
0,x
r )d〈Bi, Bj〉r
−
∫ T−κ
s
σ∗(X¯0,xr )∂xuˆ(r, X¯
0,x
r )dBr − (K
′
T−κ −K
′
s)
where
Ks =
1
2
∫ s
0
σ∗(X¯0,xr )∂
2
xxuˆ(r, X¯
0,x
r )σ(X¯
0,x
r )d〈B〉r +
∫ T−κ
s
h¯∗(X¯0,xr )Σ(X¯
0,x
r )σ
∗(X¯0,xr )∂xuˆ(r, X¯
0,x
r )d〈B〉r
−
∫ s
0
G(< ∂xuˆ(r, X¯
0,x
r ), h¯
∗(X¯0,xr ) > + < ∂
2
xxuˆ(r, X¯
0,x
r )σ(X¯
0,x
r ), σ(X¯
0,x
r ) >)dr
is a non-increasingG-martingale. By the uniqueness of solutions ofG-BSDES, Z¯0,x,t,fr = σ
∗(X0,xt )∂xuˆ(t,X
0,x
t )
for all 0 ≤ r ≤ t ≤ T −κ. By the assumption that E¯t is monotone, we have u¯ (then uˆ) is nondecreasing
in x. Thus ∂x(ˆu) ≥ 0. By condition (D5) and the comparison of G-BSDEs, we have Y 0,x,t,fr ≥ Y¯ 0,x,t,fr
for all 0 ≤ r ≤ t ≤ T − κ. Particularly, we have Etf(x) ≥ E¯tf(x). By the monotonicity of E¯t, for all
x ≥ x¯, Etf(x) ≥ E¯tf(x) ≥ E¯tf(x¯). Thus Et ≥ E¯t for all t ∈ [0, T ). By continuity, we have Et ≥ E¯t for
all t ∈ [0, T ].
6 Applications to PDEs
In this section, we will give some applications of the above results to a special type of PDEs. We
assume that b, hij , σi and b¯, h¯ij , σ¯i satisfy (H2) for each i, j = 1, . . . , d. We have the following
results. We will omit the proofs since the results hold in view of Theorem 5.1, Theorem 5.2, Corollary
5.9, Theorem 5.10 and the nonlinear Feynman-Kac formula in section 3.3.
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Theorem 6.1 Let u be the unique viscosity solution of PDE (9), if (C1) and (C2) hold, then u is
nondecreasing in x for all f ∈M.
Theorem 6.2 Let u be the unique viscosity solution of PDE (9), if u is nondecreasing in x for all
f ∈M, then (C1) and (C2’) hold.
Theorem 6.3 Let us consider PDE (9) and PDE (10), if u(t, x) ≥ u¯(t, x¯) for all t ∈ [0, T ], f ∈ M
and x ≥ x¯, then (D1), (D2), and (D2’) hold.
Theorem 6.4 Assume (H3) and assume that σσ∗ (or resp. σ¯σ¯∗) is uniformly positive definite. Sup-
pose that (C1) and (C2) hold for b, h, σ or b¯, h¯, σ¯. Let us consider PDE (9) and PDE (10), if (D1)
and (D5) hold, then u(t, x) ≥ u¯(t, x¯) for all t ∈ [0, T ], f ∈M and x ≥ x¯.
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