Abstract-Designing efficient and reliable wireless mesh-based advanced metering infrastructure (AMI) networks is challenging. In AMI networks, fine-grained regular data collections from smart meters (SMs) create a lot of traffic and interference. The location of the gateway that collects data from SMs may also add to this interference by impacting the length of routes. Furthermore, TCP-like protocols that are employed for reliability may bring additional overhead. Therefore, it is critical to pick the suitable data collection strategy and gateway location to meet some smart grid performance requirements. In this paper, we proposed three novel data collection mechanisms to set the periodic reporting time of each SM to improve TCP performance in IEEE 802.11s-based wireless mesh AMI networks. The first idea was based on the nature of IEEE 802.11s routing protocol. Each SM is assigned a reporting time based on its location in the spanning tree network. The second idea was inspired by the time division multiple access methods where each meter is given a separate slot. The third idea was based on both previous ideas and clustering to increase the number of meters that can send at the same slot. For the gateway location, we also proposed a novel mechanism based on p-center facility problem to minimize data delivery delay. The simulation results indicate that the packet delay can be improved significantly without any negative impact on the other performance metrics.
Investigation of Smart Meter Data ReportingI. INTRODUCTION
I N THE modernization of the legacy electric grid to smart grid (SG) at the distribution side, an advanced electronic device called a smart meter (SM) is installed in each consumer's location to replace the traditional meter reading device. This device enables two-way communications between the meter and utility company through various underlying communications networks and provides a variety of finegrained data collections which were difficult to obtain in the past. Thus, besides enabling a more accurate fine-grained power data from the consumers for grid operations, many new applications can also use this advanced metering infrastructure (AMI) [1] . For instance in outage management system application, SMs can collect and send the real-time outage information when outage occurs. SMs can also send ondemand verification after outage restoration information based on the utility company's request. AMI is part of the neighborhood area networks (NANs) which is one of the components of the SG at the consumer side [2] . Wireless mesh networking (WMN) is one of the ways to build an NAN due to its dynamically self-organized and self-configured features. These features enable nodes in WMN to establish and maintain network connectivity automatically which in turn reduce the burden of network maintenance, provide reliable service coverage, and robustness [3] . IEEE 802.11s [4] is one of the open standards to be used in NANs [2] , [5] . It extends the single-hop functionality of the widely used IEEE 802.11 series (e.g., IEEE 802.11a/b/g/n) by adding multihop capability, employing path-selection mechanism at the MAC layer, and supporting internetworking with other networks through a gateway called the mesh portal point (MPP). In this standard, SMs form a mesh network with other SMs in the NAN. These SMs send their power readings or other information to the gateway which will relay them to the utility company through a wide area network (WAN). For the rest of this paper, we will use NAN and AMI network interchangeably to refer to the mesh network of SMs.
While many approaches exist for the performance improvement of IEEE 802.11s-based SG AMI communications networks [2] , [6] , [7] , none of these approaches considered the impact of the gateway location on the performance of data collection. Different gateway locations will affect the routing paths from SMs and thus the performance of IEEE 802.11s-based SG AMI communications network under different gateway placement locations needs to be investigated before it can be deployed, particularly when the peak load traffic occurs. This may happen when all SMs send their data simultaneously or when outage occurs in large area due to the bad weather and many SMs send their outage reports to the utility company in real time. In this paper, we investigate the gateway placement in an NAN by exploiting the combinatorial optimization for network facility location problems (NFLPs) [8] known as vertex 1-center. We use the minimum spanning tree (MST) rooted at the potential gateway location to find the number of hops from each SM to the gateway location. We then select the gateway location based on the number of 1-hop nodes from the gateway.
Once the gateway location approach is determined, we turn our attention to the problem of data collection scheduling from SMs. In addition to the classical problems of contention, interference, and collision in IEEE 802.11s-based AMI communications, simultaneous data collection activities can cause severe interference and throughput reduction [9] due to multihop routing used in IEEE 802.11s. While some of the data collection activities are related to unpredictable events, such as outage, periodic SM data collection are predictable and can be scheduled in advance. For such periodic data collection activities, we propose three novel approaches that strive to reduce simultaneous transmission by assigning different time schedule for each SM. While the first approach is based on SM's location in the spanning tree (ST) network, the second approach is motivated from the time division multiple (TDMA) idea by assigning a specific time slot for each SM. During this time-slot, only a single SM is allowed to send its report. We also propose a third novel approach in this paper, called k-degree TDMA that strives to increase the number of SMs that allows to send at any given time-slot instead of a single SM as in the second approach.
We implemented all proposed approaches and extensively evaluate these proposed approaches using random topologies in ns-3 simulator version 3.22. The proposed heuristic gateway placement approach is compared with two existing methods and the simulation results indicate that the proposed heuristics contributes to significant reduction of end-to-end (ETE) data delivery delay without any impact on other metrics, such as packet delivery ratio (PDR) and collection time. The proposed scheduling mechanisms also further reduce the data delivery delay and the collection time. Among the two approaches, the TDMA-based scheduling shows a superior performance and comes as a viable option to be used in real life applications.
The rest of this paper is organized as follows. Section II summarizes the related work. Section III describes SG AMI, the network model, and the problem formulation. Section IV discusses the proposed gateway placement selection mechanism and Section V discusses the proposed data scheduling approaches. In Section VI, we assess the performance of the proposed approaches. Finally, this paper is concluded in Section VII.
II. RELATED WORK

A. Gateway Placement
The placement of gateway nodes that act as the integration points between multihop WMNs and other networks has been investigated extensively. The main goal is to maximize the network throughput while ensuring certain quality of service (QoS) requirements, such as bandwidth and delay [10] , [11] , minimum average hop counts [12] , or per node fairness [13] . Typically, the proposed approaches strive to find the minimum number of gateways and their locations by partitioning the network into clusters and selecting a cluster head in each cluster as the gateway [10] - [12] , or dividing the whole network area into grid of certain size and the cross points on the grid are considered as the candidate locations [13] .
In the clustering-based approaches, an ST rooted at the gateway is constructed at each cluster and the depth of the tree must satisfy the radius constraint. Each nonroot node in a cluster may serve as a relay node for a limited number of its descendant nodes in the tree (i.e., relay-load constraint). In [10] and [11] , the radius constraint represents the delay constraint since delay is considered as the function of the number of hop from the source to the gateway while in [12] the radius constraint is related to the number of mesh routers in the cluster. In addition to those constraints, each cluster can have a total bandwidth constraint [10] , cluster size constraint [11] , or minimum average hop count [12] . All these approaches however, address the placement of multiple gateways while this paper requires only a single gateway. Thus, the similarity of this paper is providing the best network performance in terms of ETE delay by assuming the gateway as the root of the ST.
For single gateway placement for WMNs, three heuristics have been proposed in [14] . These heuristics strive to minimize hop count, transmission power, and the sum of the weights of all the shortest paths from all the nodes to the potential gateway, respectively. They mainly take into account the physical layer attributes and do not require any knowledge on traffic or on scheduling/routing being used. However, they are based on conflict-free scheduling access protocol, such as in WIMAX (IEEE 802.16) and not based on random access (i.e., IEEE 802.11) as in our case. The closest works to ours are the works from wireless sensor and actuator networks. For instance, in COLA [15] , vertex 1-center approach has been used with the aims of maximizing the coverage area while minimizing the ETE delay. In this approach, vertex 1-center selects the first found node as the gateway even when there is more than one candidate. The calculation of the number of hops is based on the assumption that the number of intermediate nodes is always available and therefore, the number of hops is calculated by dividing the Euclidean distance of these nodes with the transmission range. In this paper, the selection criterion is different due to the nature of data traffic in AMI networks. Basically, the vertex 1-center selects the gateway location based on the number of directly connected neighboring nodes in the tree topology rooted at the gateway.
B. Data Collection in SG
Typically, the data collection activities in SG are in the form of many to one communications pattern known as convergecast. These activities involve a wide variety of intelligent data generating devices, such as sensors and SMs, which are used by SG applications in different SG venues, from the generation to the transmission and distribution networks. There have been some research efforts in the literature that address different aspects of SG data collection activities. In [16] , to reduce the network capacity requirements, SM data volume reduction is pursued through concatenating multiple small smart metering messages into a larger packet at the data concentrator point. For this purpose, the authors proposed six heuristic-based earliest deadline first scheduling solutions. These heuristics are varied based on what other messages will be inserted in the concatenated packet in addition to the earliest deadline message(s). The security aspect of SG data collection is considered in [17] . The authors proposed a secure data collection protocol in SG hierarchical infrastructure and used an integer linear programming to formulate an assignment problem of a set of SMs and a set of data collectors that satisfies the minimum total data collection time. Each SM can be attached to more than one data collector. A greedy heuristic, called least loaded data collector first, is proposed to solve the assignment problem.
Two works on AMI-based multihop WMNs in [18] and [19] are close to this paper. They address the presence of simultaneous traffic due to unpredictable emergency events, such as outage. For such unpredictable events, the research community on WMNs typically handles this issue by scheduling the transmission at the MAC layer. This type of scheduling can be viewed as an integrated problem that consists of many subproblems, such as finding the feasible routing, channel assignment for efficient utilization of available channel, and feasible interference-free link scheduling [20] . In both [18] and [19] , traffic scheduling that attempts to find a better route in order to reduce overall network delay is pursued. In [18] , a single-class back-pressure routing for a multigate mesh network that takes into account the hop-count and queue length in each mesh node is proposed. In [19] , a random switching approach that takes into account the traffic load of each node (i.e., the total amount of data that needs to be sent by a node) and path load (i.e., the maximum traffic load of all nodes along a path), is proposed to balance the data collection tree. This paper is different since we handle the periodic predictable events (e.g., meter reading) at the application layer by proposing several mechanisms to assign different time-schedule based on the SM location in the data collection tree.
III. SYSTEM DESCRIPTION
A. IEEE 802.11s-Based SG AMI Communications Network
We assumed that each SM in an NAN is equipped with IEEE 802.11s and forms a mesh network rooted at a gateway. The gateway connects to the utility company through WAN (e.g., LTE) as depicted in Fig. 1 . In IEEE 802.11s terminology, SMs that are able to talk to each other are known as mesh points (MPs) and the gateway that enables connectivity with another network is known as MPP. Hybrid wireless mesh protocol (HWMP) [4] is the default mesh path selection and forwarding mechanisms in IEEE 802.11s standard. It determines data paths from SMs to the MPP that also acts as the mesh root node. HWMP has two modes of operations: 1) reactive or on-demand path selection which always present in IEEE 802.11s operations and 2) the proactive tree-based path selection that depends on the presence of the mesh root node in IEEE 802.11s operations. As the mesh root node, the gateway collects the network topology information, establishes and maintains paths to all SMs in the network. Even though an SM can be used for many activities [e.g., remote meter reading, remote meter switching, tamper detection and notification, outage detection and notification, and voltage and power quality (PQ) monitoring] [21], we assumed that an SM is used for periodic activities, such as remote meter reading and voltage and PQ monitoring.
We assumed that each SM supports a wide range of data collection frequencies that can be configured remotely. The frequency of readings (or reports) from SMs may change from one utility to another and type of the consumers. For instance, residential homes' data can be collected in minutes (e.g., 5 to 60 min [22] ), while commercial or industrial building's data can be collected in seconds. However, it is not uncommon to collect meter data from 5 to 30 s [23] , [24] . Since reliability is an important metric in collecting power readings, TCP-like protocols need to be used at the transport layer of the network. Otherwise, a reliability mechanism should be enforced at the application layer.
Similarly, even though IEEE 1377-2012 Utility Industry End Device Data Tables [25] , which is also commonly known as ANSI 12.19, provides the common data structures for transferring data to and from utility end devices that can be used as the basis for determining data size, a number of factors may cause the different data sizes from the collected AMI data [26] . Each meter type (e.g., residential, commercial, and industrial) has different requirements in terms of revenue billing data and operational data (i.e., not-critical for billing) [27] . Although 480 bytes is adequate as the minimum data size for a residential meter [16] , [28] , since different meter attributes can be collected by SG applications, the data size may be varied from 889 bytes to 2740 bytes [26] . Hence, we assumed that the data size is application-dependent.
B. Problem Motivation and Description
NANs in SG are expected to serve a number of applications in addition to SM data collection, such as outage detection, demand response, electric vehicle charging coordination, security certificate distributions, etc. This means there will be an increased traffic on NANs as new applications of the SG come to life. Note that periodic operations of IEEE 802.11s, such as establishing and maintaining peering between SMs, building the network topology, and maintaining the proactive paths to all SMs through the gateway already create significant amount of traffic. The situation is compounded with the upper protocol layer operations. It has been reported that the operation of the network layer protocol, such as address resolution protocol increases the contentions and eventually cause the network performance degradation [6] . Considering all of these at the same time, the AMI network may experience a lot of congestion and interference which may increase the data delay as well as the packet loss. Such performance metrics can be critical in meeting certain QoS requirements from SG applications, such as demand response or distribution side state estimation. Therefore, there is a need to alleviate the traffic congestion.
A lot of different aspects can be studied to achieve this goal from the networking perspective. Since, these studies have already been employed in the context of other applications, in this paper we focus on SG features that can give us leverage to reduce data delay. Such leverage is in the form of data transmission scheduling and gateway location. For instance, the way we collect data from SMs can be adjusted. The SMs can be organized to transmit their readings at predetermined times to reduce contention in the network. Similarly, the previous research showed that the gateway locations in WMNs can have a significant impact on the network throughput [14] , however, finding the solution for the gateway locations is NPhard [12] . Thus, there is a need to evaluate the performance of this network on a variety of different gateway locations before the real deployment is done.
Our problem can be defined as follows: "Given a certain number of SMs, their locations in an NAN, and the periodic data collection frequency, our first goal is to find the location of a single MPP (i.e., gateway) for the IEEE 802.11s-based AMI network, that minimizes the ETE delay. Then, based on the chosen gateway location and the data collection frequency, our second goal is to come up with a mechanism to reduce the contention and thus the ETE delay when TCP is employed."
To this end, we would like to propose mechanisms for gateway placement based on the HWMP operations and setting the periodic reporting time individually for each SM rather than setting the same periodic reporting time for all.
IV. GATEWAY PLACEMENT FOR IEEE 802.11S-BASED SG AMI NETWORK
We proposed adapting solutions from the NFLPs domain that studies placing one or more facilities in certain locations in a network that consists of nodes and links. The network demand points can be nodes or nodes and links simultaneously. NFLPs can be classified into five main categories [8] : 1) median; 2) center; 3) covering; 4) hub location; and 5) hierarchical location problems. The objective is to find the facility locations that optimize a specific metric from demand points to the nearest facility (i.e., cost minimization or profit maximization).
The network demand points in our case are SMs. The periodic data traffic generated from every SM is of equal importance, and the network coverage is not an issue due to the multihopping capability of IEEE 802.11s. Our objective is to find the location for a single gateway that acts as the MPP and the root node for the proactive tree-based routing of IEEE 802.11s. Since, there will be infinite number of possible locations to place a single gateway in an NAN, we want to place the gateway in one of the household's locations to narrow the solution domain. For this reason, we considered the gateway placement problem as a 1-vertex center problem [15] . The goal in this type of problem is to minimize the maximum distance from all SMs to the gateway (i.e., minimax). However, since we are using multihop routes, the distance needs to be expressed in terms of hop count. Therefore, we proposed a two-stage heuristic 1-vertex center approach based on MST which can be formed by exploiting the default proactive tree-based path selection in IEEE 802.11s.
In our proposed heuristic approach, the IEEE 802.11s-based SG AMI network is represented as undirected graph G(V, E) which is called connectivity graph. Each node v ∈ V represents an SM with a transmission range r. The direct neighborhood of v, denoted by N(v), is a set of SMs that reside within the transmission range of v. A wireless link that exists between v and every neighbor u ∈ N(v) is denoted by an edge e(u, v) ∈ E.
In the first step, our heuristic approach is similar to the ordinary 1-vertex center approach by creating the minimum distance matrix M that contains the minimum number of hops for every node v to all other nodes. However, to determine the number of hops for each node v to all other nodes, an MST rooted at a node v, denoted by T(v), is established using the Prim's MST algorithm [29] . In addition, two MST statistics are collected, the size of N(v) (i.e., the number of 1-hop node), and the average hop count H(v). for every node w ∈ V do 6: M(v,w)← the hop count from v to w in T(v); 7: end for 8: L(v)← the maximum hop count in M(v); 9: end for 10: MinCostNodes ← nodes with the minimum hop count in L; 11: if |MinCostNodes| > 1 then 12: for every node k in MinCostNodes do 13: minNeighbors ← nodes with the lowest |N(k)|; 14: end for 15: if |minNeighbors| > 1 then 16: for every node k in minNeighbors do 17: minAvgHop ← nodes with the lowest |H(k)|; 18: end for 19: Gateway location ← first node in minAvgHop; 20: else 21: Gateway location ← minNeighbors; 22: end if 23: else 24: Gateway location ← MinCostNodes; 25: end if
Algorithm 1
To find the minimax value in M, a maximum hop list L is used to store the maximum number of hop from each row in M. The chosen gateway location corresponds to the entry in L that has the lowest value. In case there is a tie (i.e., more than one entry in L that have the lowest value), the heuristic mechanism chooses the location that has the minimum size of N(v). When there is another tie, the second level heuristic criterion is based on the minimum average hop count. The pseudo code of gateway placement is shown in Algorithm 1. An example of 1-vertex approach is given in Fig. 2 .
V. DATA REPORT SCHEDULING FOR SG AMI
In this section, we proposed three approaches for data collection scheduling in SG AMI applications. Note that these approaches are proposed at the application layer. The first approach exploits an ST-based solution, the second is motivated from the TDMA-type medium access, and the third combines the first two approaches and clustering method.
A. Spanning-Tree Based Scheduling
Due to the location of SMs in the network, some SMs will be close to the gateway and thus will have shorter packet delay compared to others. Therefore, we proposed a data collection approach based on the locations of SMs in the network topology. To identify the unique location of each SM, we proposed building an ST for the network. An ST traverses every node in the network starting from the root node. Our goal is to assign different time slots for each SM based on its position in the ST. For this purpose, we have three options related to the position of node in the ST as detailed next.
1) Minimum Spanning Tree-Based Nearest Node First Scheduling:
In this approach, the node(s) that are closest to the root of the ST (i.e., the gateway) are scheduled first while the leaf node(s) are scheduled last. A leaf node is the one which does not act as a relay for any of the other SMs. The time schedule allocation for each SM is based on
where, TS(i) represents the time slot for SM i , sTime represents the initial time that is the same for all SMs, depth(i) represents the network depth of SM i , δ is a constant value, N is the number of SMs, and i = 1, 2, . . . , N.
2) Minimum Spanning Tree-Based Farthest Node First Scheduling:
In this approach, the leaf node(s) are scheduled first for transmission while nearest node(s) to the root are scheduled last as
where maxDepth represents the maximum depth level of the ST. Fig. 3 illustrates the different between nearest node first scheduling (NNFS) and farthest node first scheduling (FNFS).
3) Minimum Spanning Tree-Based Randomly Assigned Scheduling: In MST-based FNFS (MST-FNFS) and MST-based NNFS (MST-NNFS)
, SMs at the same network depth level will have the same time slot assignments which may create contentions. Therefore, in MST-based randomly assigned scheduling (MST-RAS), we assign a random time slot for each SM.
However, we will have a large number of possibilities for time slot assignment for each SM. Therefore, our approach still uses the ST by considering the SM's position in the ST in our assignment. As a matter of fact, we can choose either MST-NNFS or MST-FNFS approaches as the starting point and then add a random value to each SM's schedule. Equation (3) shows an example of MST-RAS scheduling that uses MST-NNFS as the starting point
where δ i is a random value in a certain range.
B. TDMA Scheduling
The ST-based scheduling may help reduce the contention but depending on the size of the network and traffic patterns, there will still be contention at different locations of the network. To completely eliminate these contentions, we propose using a TDMA-based approach which allows only one SM to transmit at a time slot T. Within this time slot, only one SM is allowed to access the channel for sending its report to utility company through the gateway. Equation (4) represents the time schedule allocation for SM i . For N SMs, there will be N time slots for each data collection cycle
C. k-Degree TDMA Scheduling
Setting a TDMA scheduling to each SM raises an important issue related to the channel utilization since only one SM is allowed to send at a time slot T. To increase the channel utilization, we can increase the number of SMs that allow to send simultaneously at a time slot T. In this case, for each data collection cycle, the total number of time slots of N SMs when k SMs are allowed to send simultaneously at a time slot
For the first time slot, there will be C(N, k) possible combinations of k SMs. Since these k SMs are only allowed to send one time in each data collection cycle, the possible combinations of k SMs for the second time slot is C(N − k, k). Subsequently, there will be C(N −2k, k) possible combinations of k SMs for the third time slot, and so forth. Equation (6) shows the total possible combinations of k SMs assignments. However, not all of these combinations are feasible for our case since our goal is to minimize the contention among SMs. The k SMs for every time slot t j should be selected in such a way so that the contention between these k SMs is minimized
Assigning k unique SMs to a time slot t j , 1 ≤ j ≤ totalTS, can be considered as a variation on classical vertex coloring problems (VCPs) that are known to be NP-hard combinatorial optimization problem [30] . VCP has been widely studied for years and applied for a variety of real world problems, such as timetabling, scheduling, and frequency assignment problems. In VCP, the aim is to assign a color to every vertex in such a way so that no two adjacent vertices have the same color and the minimum number of colors is used. For our case, a vertex represents an SM i , a color represents a time slot t j , and an edge represents a wireless link between two SMs. Our goal is to assign a time slot t j to an SM i so that two adjacent SMs (i.e., two SMs that are connected with an edge) do not have the same time slot t j . However, unlike VCP that strives to minimize the number of colors for a given graph, in our case the number of time slots has been determined to be as in (5) and each time slot t j will be assigned to k SMs. The only exception is when (N mod k) > 0. In this case, the last time slot in each data collection cycle will be assigned to (N mod k) SMs.
While there have been many proposed algorithms for solving VCPs, heuristic approaches are more popular than exact approaches since the latter approaches were only able to solve consistently for a small number of vertices (e.g., up to 80 vertices) [30] . Given that an IEEE 802.11s-based AMI network is expected to support a much bigger number of SMs, we proposed a heuristic k-degree TDMA-based scheduling approach to increase the degree of parallel transmission in each time slot. The proposed heuristic approach is based on the nature of traffic flow in an IEEE 802.11s-based AMI network. The proactive tree-based path selection of IEEE 802.11s causes the traffic from all SMs to flow multihop toward the gateway by following a path upward in a tree structure. Therefore, our proposed approach used an MST of the network topology rooted at the gateway g and assigns a time slot t j to k SMs based on their locations in the ST. In the context of VCPs, instead of assigning colors to graph G(V, E), our approach strives to assign colors to vertices of an ST subgraph T(V, E T ) of G. This vertex coloring of an ST is known as backbone coloring [31] .
To assign a time slot t j to k SMs, the MST is divided into k clusters, each cluster has an equal number of SMs. The SMs in each cluster are sorted based on their tree depth in such a way so that SMs in the odd cluster(s) are sorted based on the ascending order of their tree depths while SMs in the even cluster(s) are sorted based on the descending order of their tree depths. We pick an SM from each sorted cluster to form a group of k-SMs for each time slot t j . Fig. 4 shows examples of 2-degree and 3-degree TDMA scheduling. The pseudo code of the k-degree TDMA is depicted in Algorithm 2. An array list, denoted by SList, is used to store the list of 2-tuple (SMID, depth) in ascending order of the tree depth. Hence, the length of the array list will be equal to N, the number of SMs. Each cluster(j) has the length of totalTS and the index in each cluster(j) represents the time slot t j . The only exception can be in the last cluster. When (N mod TotalTS) > 0, the length of the last cluster will be (N mod TotalTS).
VI. PERFORMANCE EVALUATION
A. Experiment Setup
We used ns-3 network simulator version 3.22 to evaluate the performance of our proposed approaches in random network topology of IEEE 802.11s-based AMI communications network that consists of N mesh nodes, N ∈ [36, 49, 64, 81, 100, 121, 144]. For each N, we created 30 network topologies. For each topology, one node was selected as the gateway of the network and the (N −1) remaining nodes represented SMs. Given that the location of an SM is attached to a specific consumer's building (e.g., a house, a commercial
T(g) ← the MST rooted at the gateway g; 3: maxDepth← the maximum tree depth of T(g); 4 : for 1 ≤ t ≤ maxDepth do
5:
SList ← append 2-tuple(s) (SMID,t) where the SMs in T(g) 6: are t edge(s) from g; 7: end for 8: for 1 ≤ j ≤ k do 9: if |SList| ≥ totalTS then 10: n = totalTS; 11: else 12: n = |SList|; 13: end if 14: cluster(j) ← the first n 2-tuples (SMID,depth) from 15: SList; 16: SList ← (SList -cluster(j)); 17: if (j mod 2 = 0) then 18: sort cluster(j) in descending order of tree depth; 19: end if 20: end for 21: for 1 ≤ x ≤ TotalTS do 22: for 1 ≤ j ≤ k do 23: if (x ≤ |cluster(j)| ) then 24: timeslot(x,j) ← cluster(j,x).SMID; 25: end if 26: end for 27 : end for building, and industrial building), the distance between SMs should follow the distance between these buildings. Therefore, to represent a realistic SM network, there should be a minimum distance between nodes in the created random network topologies. For this reason, we used a realistic topology generator called NPART [32] . Unlike other topology generators that strive to put the nodes within a given area and tend to create a dense connected network that does not guarantee a minimum distance between nodes, NPART enables the network to grow to meet the minimum distance requirement. Moreover, the NPART algorithm was built based on the observation from the real world user-defined network topologies and thus, it creates network topologies that have the properties similar to these real networks.
We used two different simulation setups. The first setup was used to evaluate our proposed approaches (gateway placement and time scheduling) when the IEEE 802.11s-based AMI network is under the stress test (i.e., heavily loaded by using collection frequency in the order of seconds). The first specification consists of the following: IEEE 802.11g as the underlying MAC, 120 m transmission range for each node, and 75 m minimum distance between nodes. We employed TCP protocol in the experiments for reliable data delivery. We chose to use 512 bytes as the data size to maximize the default 536 bytes TCP maximum segment size [33] . In this way, the TCP protocol is expected to send it as a single segment and does not need to fragment the data. We used 15 s [34] for the collection frequency. All SMs were sending at the same time. The simulation time was 500 s. The second simulation setup was different from the first setup in terms of the collection frequency, data sizes, and simulation time. We used a more realistic SG environment where SMs are sending at the typical collection frequency of residential meter in the order of minutes (e.g., 5 min) and different data sizes for residential meter that were collected from the real-world implementations (e.g., [26] ). The simulation time is 1500 s to ensure that there will be several data collection cycles during the simulation.
B. Performance Metrics
We used the following three metrics for performance assessment.
1) The average ETE delay of all packets at the application layer. This metric indicates the ETE delay of each packet sent from SMs to the gateway. 2) PDR which indicates the ratio of the total number of packets sent by SMs and successfully received by the gateway.
3) The average collection time which indicates the total collection time from all rounds of sending readings divided by the number of round during the simulation time. We measure the collection time of each round as the time of the latest reading that is received at the gateway for that round minus the earliest time schedule for that round. 
The results are presented in graphs as the average from 30-topologies.
C. Gateway Placement Evaluation
In this section, we present the evaluation of our proposed two-stage heuristic 1-vertex center-based MST approach under the peak traffic (i.e., all SMs send simultaneously). We considered two versions of our approach based on the first criterion used: 1) minimizing the number of 1-hop neighbors and 2) maximizing the number of 1-hop neighbors. We compare our approaches with two existing approaches that attempt to minimize the delay: 1) vertex 1-center approach used in COLA [15] and 2) minimum hop count approach [12] , [14] . We label these approaches in the graphs as V1-CEN-MIN, V1-CEN-MAX, V1-COLA, and V1-AVG-HOP, respectively.
The simulation results are depicted in Fig. 5 and demonstrate some interesting results. First, V1-CEN-MIN outperforms all other approaches in terms of ETE delay while V1-AVG-HOP approach is the worst. On average for all node counts, the ETE delay discrepancy between these two approaches is 37.6%. When compared to V1-CEN-MAX and V1-COLA, V1-CEN-MIN also improves the ETE delay 29.0% and 21.6%, respectively.
Second, we expect that minimizing the average hop count can reduce overall traveling time and thus the ETE delay. Similar expectation is also valid for V1-CEN-MAX. However, the results indicate that these are not the case. In order to minimize the average hop count, V1-AVG-HOP approach tends to pick a gateway location on a flat tree network (i.e., a network with smaller depth). Hence, the number of 1-hop predecessor nodes per relay node increases. Similar situation arises in V1-CEN-MAX approach, the number of 1-hop predecessor nodes per gateway increases. As a result, each relay node and/or the gateway will suffer from the increased contention and interference that may lead to retransmissions. Hence, this increases delay and eliminates the benefit of shorter traveling time of smaller hop count.
Third, when compared to V1-COLA, V1-CEN-MIN also shows a significant improvement and is able to find a better gateway position that reduces the ETE delay. Fourth, V1-CEN-MIN outperforms all other approaches in term of collection time. The performance improvement of V1-CEN-MIN on average of all node counts compared to V1-AVG-HOP, V1-CEN-MAX, and V1-COLA are 25.5%, 29.0%, and 19.9%, respectively. And finally, V1-CEN-MIN while showing a significant improvement compared to the other approaches in both ETE delay and collection time, these improvements do not have any effect on the PDR. As a matter of fact, it is slightly higher than all other approaches in term of PDR. On average of all node counts, the following improvement is achieved compared to V1-AVG-HOP, V1-CEN-MAX, and V1-COLA: 1.3%, 1.0%, and 0.4%, respectively. Due to it superiority to other approaches, for the remaining experiments, the gateway location will be selected by V1-CEN-MIN approach.
D. Scheduling Performance Evaluation
We set the following arbitrary values for the scheduling experiments: δ and timeslot T = 50 ms and δ i ∈ [1 ms, 10 ms]. For TDMA scheduling, since for N SMs, we will have N factorial possible time schedule assignments, we used MST-based time schedule assignment by assigning the time slot to the nearest node first (i.e., NNFS). We compared our proposed scheduling approaches to the simultaneous scheduling (i.e., when all SMs have the same time schedule for sending data). We labeled them in the graphs as TDMA-NNFS and BASELINE, respectively.
The results as depicted in Fig. 6 indicate that by assigning different time schedule to SMs, the contention can be reduced and the network performance can be further improved. On average, when we compare our proposed approaches to the BASELINE from the least to the most significant improvements in term of ETE delay, we have the following order: MST-RAS (26.6%), MST-NNFS (27.9%), MST-FNFS (31.6%), and TDMA-NNFS (86.4%). The similar order exists when we compare the collection time metric: MST-RAS (12.0%), MST-NNFS (13.4%), MST-FNFS (21.0%), and TDMA-NNFS (60.6%).
When comparing the results, the performance improvements from MST-based approaches are not as attractive as TDMA-NNFS. Moreover, even though MST-FNFS outperforms the other MST-based approaches, they perform very close to each other. We attribute this to the presence of intrapath and interpath interferences [20] . As illustrated in Fig. 7 , intrapath interference occurs when two nodes along the same path are sending simultaneously (e.g., nodes a and e), collide at node b, and thus force node e to retransmit its packet. Similarly, interpath interference occurs when two nodes from a different path are sending simultaneously (e.g., nodes d and b), collide at node a, and force node b to retransmit its packet. In TDMA-NNFS, since only a single SM is allowed to transmit in a certain amount of time, interferences caused by other SMs are low compared to the MST-based approaches. Thus, significant improvements can be achieved. In MST-based approaches on the other hand, these interferences are higher due to parallel transmission of several SMs at the same depth level (MST-NNFS and MST-FNFS) or due the close time schedule in MST-RAS as a result of small δ i .
The results also show that MST-RAS that randomly assigns a unique time schedule to each SM is not a good choice compared to orderly assigned time schedule as in MST-NNFS or MST-FNFS, since it might increase interpath and intrapath interference in the network. We would like to note that our approaches attempt to avoid simultaneous contention among neighboring SMs when they are sending at the same time. However, the route to the gateway from any SM in multihop fashion is guided by HWMP based on airtime link metric. This routing metric takes into account the amount of channel resources consumed and is not aware of any possible interference.
E. Further Evaluation of TDMA-Based Scheduling
Based on the simulation results, TDMA scheduling seems a reasonable approach to be used in real-life AMI applications. Instead of letting SMs send their periodic reports simultaneously, by employing TDMA scheduling for the periodic events can reduce the burden on the IEEE 802.11-based SG AMI network and thus we can get lower ETE delay and collection time when compared to simultaneous transmissions. In this section, we further explore the performance when more than one SM is allowed to send at the same time.
As depicted in Fig. 8 , the simulation results show that as the degree of parallel transmission increases, the network performance decreases. On average, the ETE delay and collection time increase around 20% when 2-degree TDMA is used. When 4-degree TDMA is employed, the network performance decreases further, the ETE delay and collection time increase 40% and 30%, respectively. These results indicate that while we can increase the network utilization, k-degree TDMA does not bring the same performance as the TDMA-based approach due to the increased interpath and intrapath interferences as the number of parallel transmissions increases. Therefore, the tradeoff needs to be considered when selecting the right approach for an application.
F. Gateway Placement Under Different Packet Size and Data Frequency
In this section, we further evaluated the proposed approaches to see whether different data sizes can have an impact on the decision to select the gateway placement method. For this purpose, instead of running the experiments for all node count, we opted to use 100 node count. We used the second simulation setup (i.e., 300 s data collection frequency, 1500 s simulation time). In addition to 512 bytes data size, we used three different data sizes as follows: 1) 480 bytes [16] , [28] ; 2) 889 bytes [26] ; and 3) 2740 bytes [26] . These data sizes are expected to be sent as at least one, two, and six consecutive segments, respectively, since the default TCP maximum segment size is 536 bytes [33] .
The simulation results as shown in Fig. 9 indicate that while there is slight fluctuation in the performance for the first three data sizes, the network performance drops significantly (i.e., higher ETE delay and collection time, lower PDR) when the data size is 2740 bytes. The ETE delays for 2740 bytes data size increase around 42% for all approaches when compared to the other data sizes. As the number of transmitted segments increased, the ETE delay is also increased since for each transmitted segment, SMs must wait for the acknowledgment from the receiver before they can start sending the next segment. While this acknowledgment mechanism only causes a slight impact on 889 bytes data size, this is not the case for 2740 bytes. The present of simultaneous traffic in the network along with multiple segments that need to be sent consecutively eventually causes more network congestion that increases the overall ETE delay and the collection time of sending 2740 bytes data. Note that even though the delays increase for all approaches due to TCP's reliable data delivery that enables the retransmission, the PDRs are only slightly dropped.
When we compared the results for all data sizes we can see the similar patterns as in the case of 512 bytes and 15 s collection frequency in Section VI-C. From that previous experiment, the performance of all approaches are in the following order (from the best to the worst): V1-CEN-MIN, V1-COLA, V1-CEN-MAX, and V1-AVG-HOP, respectively. Similarly, when we varied the data sizes with different collection frequency, the simulation results showed the consistent pattern. V1-CEN-MIN still outperforms the other approaches for all data sizes, follows by V1-COLA, V1-CEN-MAX, and V1-AVG-HOP. Hence, the data size does not have any impact on the decision for selecting the gateway placement mechanism.
VII. CONCLUSION
In this paper, we considered the problem of data collection in IEEE 802.11s-based SG AMI networks in terms of scheduling and gateway placement. We first addressed the gateway placement by proposing a vertex 1-center based approach and showed that the gateway placement is very important for the network delay performance. We also showed that different data sizes did not have an impact on the gateway placement approach selection. We also proposed and evaluated several strategies for periodic data reporting from SMs. The idea of the approaches was to set the time schedule for every SM individually in order to reduce the ETE packet delay. Both MST-based and TDMA-based approaches were proposed. These approaches are implemented and compared with the strategy of setting the same time schedule for all SMs. The results indicated that our proposed approaches outperform the same time schedule and significant reductions in the delay can be achieved. We observed that TDMA-based scheduling provides the best performance.
