We study the multi-level method for preconditioning a linear system arising from a Galerkin discretization method of an elliptic boundary value problem of order 2r. The solution is approximated in the spline space S 0 1 (4 n ) when r = 1 and S r?1 3r?1 (4 n ) or S r?1 3r?3 (3 + n ) when r 2, where S d denotes a spline space of smoothness and degree d, 4 n is the nth (either uniform or nonuniform) re nement of a given triangulation 4 0 , and 3 + n is the triangulation obtained from the nth re nement (either uniform or nonuniform) of a given quadrangulation. We show that we can construct a multi-level basis in these spline spaces which preconditions the linear system so that its condition number is O((n + 1) 2 ).
where is a bounded polygonal domain in IR 2 . The approximate solution will belong to either the standard linear nite element space, S 0 1 (4 n ), or one of the soon to be de ned spline spaces S r?1 3r?1 (4 n ) or S r?1 3r?3 (3 + n ). We may assume that D g = 0 for j j r ? 1 since we can nd a spline s g in the appropriate spline space interpolating the boundary values and then substitute u = U + s g into the partial di erential equation above which then yields the homogeneous Dirichlet boundary value problem:
A(x; D)U = F; on D U = 0; on @ , j j r ? 1, with F = f ?A(x; D)s g . Note that A(x; D)s g will make sense when we apply Galerkin's method. Thus, in the rest of this paper we shall aim to solve the homogeneous boundary value problem.
Letting a( ; ) be the symmetric bilinear form induced by A(x; D), we assume that the di erential operator is elliptic in the following sense: K 1 kuk 2 r a(u; u) K 2 kuk 2 r ; 8u 2 H r 0 ( ) for some positive constants K 1 and K 2 . That is, the di erential operator is bounded and coercive. Here, is the Sobolev norm for H r 0 ( ). The advantage of using the nite element method lies in its ability to cope with domains of complicated shape and the sparseness of the linear system to be solved, which is a consequence of the existence of locally supported spline bases in the spline spaces S 0 1 (4), S r?1 3r?1 (4) , and S r?1 3r?3 (3 + Ciarlet'78] , although a quadrilateral triangulation 3 + is less common. However, study of these spline spaces shows that S r?1 3r?3 (3 +) has certain de nite advantages over S r?1 3r?1 (4) when r 2, e.g., lower degree and smaller dimension. See, e.g., Lai'95b] and Lai and Schumaker'95] .
However, the linear systems arising from discretizing the di erential equation by Galerkin's method with the locally supported spline basis in S d ( ) usually has a large condition number which exhibits a polynomial growth rate with respect to the reciprocal of the size of the triangulation . For example, if we use the nodal basis of S 0 1 (4), the popular C 0 piecewise linear element, to solve the Poisson problem for the Laplacian, then the condition number is j4j ?4 , where j4j denotes the size of triangulation which is the maximum of the diameter of all triangles in 4.
To approximate the solution U better, we have to re ne the triangulation. In practice, we usually re ne a triangulation 4 by drawing lines connecting the midpoints of each side of each triangle, thereby dividing each triangle into 4 congruent smaller triangles. Such a re nement is called regular or uniform re nement. For a given original triangulation 4 0 , we may apply the regular re nement recursively to construct a sequence of triangulations 4 k , k = 1; ; n. For a quadrangulation 3, we construct a regular re nement 3 0 by connecting the midpoint of each edge of any quadrilateral q to the intersection of the two diagonals of q. By drawing the two diagonals of each quadrilateral of 3 0 , we obtain a new triangulation 3 + 0 . For a given original quadrangulation 3 0 , we may repeatedly apply this regular re nement procedure to obtain a sequence of quadrangulations 3 k , k = 1; ; n and the corresponding sequence of triangulations 3 + k .
If we use the usual basis for spline space S 0 1 (4) or S r?1 3r?1 (4) or S r?1 3r?3 (3 +), then the condition number would be O(j4j ?2r ) or O(j3j ?2r ). Hence, it becomes necessary to precondition the corresponding linear system so as to improve the accuracy and to speed up the computation of the solution by, for example, the conjugate gradient method. of a quadrangulation may be given as follows: For a quadrilateral q 2 3, we subdivide q into three sub-quadrilaterals at the intersection of the two diagonals of q as indicated in the right graph of Figure 1 . The left one is the regular re nement for comparison. Figure 1 . The Uniform and Nonuniform Re nement Procedures Note that the sub-quadrilateral in the lower and right corner of both graphs in Figure 1 is the same. This sub-quadrilateral is said to be a regular quadrilateral, while the other two sub-quadrilaterals in the right graph of Figure 1 are said to be irregular quadrilaterals. To ensure that the ratio of the areas of two neighboring triangles in 3 + n is bounded above, we require the following rules:
(R1)Irregular quadrilaterals are not re ned further;
(R2)If a regular quadrilateral q 2 3 k is to be re ned further, it should be re ned by using either type of the two re nement procedures shown in Figure 1 . For example, suppose the domain contains a crack (the thickest line segment in Figure 2 ). A nonuniform re nement with smaller quadrilaterals near the crack is shown in Figure 2 . The multi-level method to precondition the linear system arising from a discretized elliptic boundary value problem was introduced in Yserentant 
In the context of second order elliptic problems, the well-known Bramble-PasciakXu's preconditioner with orthogonal projectors Q j is readily seen to yield a uniformly bounded condition number since the Bernstein and Jackson estimates for C 0 piecewise linear nite elements on uniformly re ned triangulations can be easily veri ed.
However, the construction of such a uniformly bounded sequence of linear projectors Q j on an arbitrary triangulation was not given in their paper. Orthogonal projectors Q j are seldom available in practice. The linear projectors Q j have to be approximated in an e cient way as discussed in Bramble In this paper, we shall present a weaker condition on the linear projectors Q j than the one in Dahmen and Kunoth's Theorem B. Essentially, any spline space will satisfy our condition if it is of smoothness r ? 1 and contains polynomials of degree r ? 1. We shall give a detailed description on how to construct such linear projector Q j . Moreover, our proof is elementary and straightforward without using the theory of function spaces. However, we only reduce the condition number to O((n + 1) 2 ), which hopefully would be su cient in practice since the number of triangles is O(4 n ).
We shall present our main results in the next section and leave all proof to the last section. In this paper, we shall use C to denote a constant which may vary from line to line and K 1 ; K 2 etc to denote ad hoc constants which can be traced through various estimates.
Statement of Main Results
Because of the di ering nature of uniform and nonuniform re nements, we state our results separately for each of these two cases. Let be either 4 or n ) = O((n + 1) 2 ); n ! 1:
The proof of the above two theorems is elementary, does not use the theory of function spaces, and will be given in the next section. Thus, the key step in the construction of a multi-level basis is the construction of linear projectors Q j satisfying our Jackson's estimate. Our next theorems deal with these projectors. We need some de nitions. . We shall adopt those locally supported spline bases in this paper. In those papers, quasi-interpolatory operators were also constructed to achieve the optimal approximation order. In this paper, we shall construct another linear quasi-interpolatory operatorQ in S r?1 d ( ) so thatQ restricted to H r 0 ( ) is a linear projector Q satisfying our Jackson's estimate in Theorems 1 and 2. Therefore, we have Theorem 5. Let f k g be a sequence of uniformly re ned or nonuniformly re ned triangulations and S be the sequence of spline spaces S r?1 d ( k ). Then there always exists a locally supported basis in S k with support size index 2 and a linear quasi-interpolant Q k of the form considered in Theorems 3 and 4 which satis es their other assumptions.
Therefore, we can always construct a multi-level basis in one of these spline spaces so as to precondition the linear system arising from the discretization of an elliptic boundary value problem by using Galerkin's method. The condition number will grow logarithmically as the size of the triangulation tends to zero.
Proof of The Main Results
Let us begin with some necessary notation. We note that any spline function g 2 S k S r?1 d ( ) has a B ezier representation (cf. Farin, 1986] Hence, we have established C (n + 1) hM ?1 n g; gi a(g; g) C 0 (n + 1)hM ?1 n g; gi:
for any g 2 S n for some positive constants C and C 0 . This completes the proof.
Proof of Theorem 2:
The proof of Theorem 2 is similar to that of Theorem 1. Since Q k g ? Q k?1 g 2 S k and the support of Q k g ? Q k?1 g is contained in k?`, by the proof of Lemma 1, jQ k g ? Q k?1 gj r; k?` K 6 hM ?1 n g; gi a(g; g) C 0 (n + 1)hM ?1 n g; gi:
Proof of Theorem 3:
Let f k;i ; i = 1; ;Ñ k g be a locally supported basis for S r?1 d ( k ) andQ k be a linear quasi-interpolant satisfying the hypotheses of the theorem.
We rst recall the well-known Sobolev's embedding theorem: For any triangular domain G IR 2 (which apparently has the ordinary cone property), kgk 1;G K 8 (kgk L 2 (G) + jgj r;G ); 8g 2 H r (G):
Thus, for any scale constant h > 0, kgk 1;hG K 8 (h ?1 kgk L 2 (hG) + h r?1 jgj r;hG ); 8g 2 H r (hG):
We then recall that for any g 2 H r (hG), there exists an approximating polynomial`h G of degree r ? 1 dependent on hG for which kg ?`h G k L 2 (hG) K 9 h r jgj r;hG (See, e.g., Bramble and Hilbert'70]). Since the support size of the locally supported basis is xed, the number of basis functions k;i whose support has a non-empty intersection with any triangle t 2 k is bounded by a constant K 10 dependent only upon the smallest angle of and the degree d of the splines.
With the above preparations, we have, for any g 2 H r ( ), The proof of Theorem 4 is similar to that of Theorem 3. We leave the details to the interested reader. Proof of Theorem 5:
For a given spline function g 2 S r?1 d ( ), we know that g restricted to the triangle t 2 can be expressed in terms of its B ezier coe cients fc t ijk (g) : i+j+k = dg. Thus, each g can be identi ed with its coe cient set fc t ijk (g); t 2 ; i+j+k = dg, using the convention that if two polynomial pieces of g join along an edge, then the corresponding B ezier coe cients associated with that edge are the same for each polynomial and included just once in the collection. Let 
