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I. INTRODUCTION Riccati and Lyapunov equations play a fundamental role in
Some additional results on the trace bounds for the solution of the discrete algebraic Riccati equation have been recently reported in [1]-[SI. The lower bounds of the trace of Garloff [2] and Mori et al. [3] are trivially the trace of the state weighting matrix Q when the system matrix A is singular. This note is concerned with nontrivial trace bounds even when the system matrix A is singular. It is shown that the trace bounds of this note are always tighter than those of Garloff [2] . It is also shown that these bounds are tighter than those of Mori et al. [3] when the system matrix A is singular.
This note is organized as follows. In Section 11, several notations and preliminary facts are introduced. The main results are presented in Section 111, and comparisons of the trace bounds of this note with those of Garloff [2] and Mori et al. [3] are made in Section IV. Finally, conclusions are in Section V.
PRELIMINARIES
We define several notations as follows: the set of real n x r matrices, I, the identity matrix of order r , t r ( X ) the trace of a matrix X E R"'", and A , ( X ) the ith eigenvalue of a matrix X E R"'".
The eigenvalues of X E R"'" are assumed to be arranged in
decreasing order, i.e.,
Now, we consider the discrete algebraic Riccati equation (DARE) such as: (2.1) where A , P , and Q E R"'", B E RnX'; Q is positive semidefinite; ( A , B,Q'/') is minimal; and the superscript T means transposition. A lower bound for the minimum eigenvalue of the solution P of DARE (2.1) is known to be as follows [4] :
where M is defined as
various areas of engineering problems such as control or filtering problems, in which it is often necessary to solve Lyapunov or Riccati equations. Since the computation of the solution causes and K is given by
(2.4) some difficulty when the dimensions of the matrices involved are large, it is very helpful to obtain several handy bounds such as bounds for the trace, the eigenvalues (especially the minimum and maximum ones), the determinant, etc. During the last two decades, much research was carried out to find these bounds It is noted that the lower bound of the minimum eigenvalue of the solution P is zero if the minimum eigenvalue of the matrix is zero, The above facts will be used to prove main for the solutions of the discrete and continuous Riccati and 111. MAIN RESULTS
In this section, we consider DARE (2.1).
It is well known that, under the assumptions made in Section 11, DARE (2.1) always has a unique solution P , which is symmetric and positive definitc. The following theorem gives a lower bound on the trace of Lyapunov equations [ l ] . Among them, the trace bounds are important since they give a "mean size" of the solution, i.e., tr(P)/n is the arithmetic mean of the eigenvalues of P , where t r ( P ) denotes the trace of an n-dimensional square matrix P.
the following relation:
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and M is defined as (2.3) .
Proof We can rewrite DARE (2.1) as follows:
By taking the trace at both sides of (3.31, the following inequalities are obtained:
Since M of (2.3) is a lower bound of A J P ) , we can obtain the relation (3.1). This completes the proof. It is noted that the lower bound b, is greater than tr (Q), even if the system matrix A is singular and Q is positive definite. But it is also noted that if A,(Q> is zero, 6 , = tr (Q) since M is zero. This bound is trivial when the matrix Q is singular. The following theorem states an alternative lower bound that is not trivial even when Q is singular.
Theorem 3.2: The trace of the solution P of DARE (2.1) also has the following inequality: Proofi By taking the trace at both sides of (3.31, we can obtain the following relations: This completes the proof.
The bound b , is greater than tr <Q) if An-k+,(Q) is not zero. Even when the system matrix A is singular, h,-,+,(Q) is not zero in many cases. Therefore, the bound b, is greater than tr(Q> in many cases, even though both the state weighting matrix Q and the system matrix A are singular.
IV. COMPARISONS
The important results for the lower bound of the t r ( P ) reported up to now are as follows: On the other hand, it is known that
IA,(A)I'.
The above two inequalities imply the relation (4.4). Now, we will prove the relation (4.5). When A is nonsingular, b, = r2 since k = n in b, of (3.5). When A is singular, A,,(AA') is zero but /\,(AAT) is not zero. So b, is greater than r2. This completes the proof. From this corollary, it is noted that the bounds b , and bz are tighter than r , and r,, respectively. We compare r3 with b , and b,. The bounds r3 and b , can be rewritten as follows:
found that the bounds of this notc are tighter than those so far reported in many cases. Since the trace of the solution of the , ( A A r ) and It is difficult to compare b , with r3. From the above two equations, however, the following facts are noted in some cases.
1) b , > r3, if the system matrix A is singular but the state weighting matrix Q is not singular.
2) b , < r3, if the system matrix A is not singular but the state weighting matrix Q is singular.
3) Both b , and r3 increase as the minimum singular value of A increases.
It is also noted that b, > r3, if the system matrix A is singular and A n -k + , ( e ) is not zero. The following example illustrates the above comparisons.
Example: In this example, several sets of matrices are considered.
1) Case 1: The system matrix A is singular but the statc weighting matrix Q is not singular as follows:
2) Case 2: Both the system matrix A and the state weighting matrix Q are not singular as follows: Table I . From this example, it is noted that the bounds of this note are tighter than those of Garloff [2] and Mori et al. [3] when the system matrix A is singular but the state weighting matrix Q is not. It is also noted that the closer the state weighting matrix Q is to the identity matrix, the tighter the bound b , is.
V. CONCLUSIONS
In this note, two lower bounds for the trace of the solution of the discrete algebraic Riccati equation are suggested. These bounds are tighter than those of Garloff [2] , and are also tighter than those of Mori et al. [3] when the system matrix A is singular. These facts are illustrated through an example. It was ~~~ ~~~
. . ~~ algebraic Riccati equation is the arithmetic mean of the solution, the results are believed to be useful for the design of a suboptimal feedback law and effective estimations of a stability region of nonlinear systems [4] .
