We consider a two-user multiple-input multiple-output (MIMO) interference channel (IC), where a single data stream is transmitted and each receiver applies the minimum mean square error (MMSE) filter. In this paper, we study an open topic on the Pareto boundary of the rate region. The Pareto boundary is divided by two turning points into the weak Pareto boundary (including the horizontal part and vertical part) and the strict Pareto boundary (including the upper-right part and turning points). The weak Pareto boundary and turning points can be computed exactly. For the strict Pareto boundary, we propose a computationally efficient method called iterative alternating algorithm (IAA) for maximizing the rate of one user while the rate of the other user is fixed. To deal with the difficult coupling of the two transmit beamformers in this optimization problem, we convert it into two single-beamformer optimization problems. Then, by certain equivalent transformations, each problem becomes a quadratically constrained quadratic programming (QCQP) problem, which can be optimally solved by the semidefinite relaxation (SDR) technique in combination with a matrix rank-one decomposition. Furthermore, convergence of the proposed IAA is guaranteed. Numerical simulations show that the IAA provides a better lower bound on the strict Pareto boundary compared with the existing methods.
I. INTRODUCTION
In cellular wireless systems, multiple sectors of different cells share the same time-frequency resource for transmission in order to increase the spectral efficiency and occupancy level. Obviously, intercell or inter-sector interference creates the interference channel (IC). For medium and high SNRs and transmitters/receivers operating close to the cell edge, the IC is interference limited. In this paper, we apply the achievable rate of each link as the performance measure and assume single-user decoding (SUD) at the receivers. The outermost boundary of the achievable rate region is called the Pareto boundary. For Pareto-optimal points, it is impossible to increase the rate of one user without decreasing the rate of the other user simultaneously. Thus, it is desired to design resource allocation schemes to achieve Paretooptimal points. It has been shown that the competitive operation of the links leads to Nash equilibrium, which is usually far away from the Pareto boundary [1] . The coordination between the transmitters is required in order to improve their joint outcome and guarantee efficient system operation.
How to design cooperation schemes for the IC to achieve the Pareto boundary has attracted intensive research for several decades. Recently, some important results on characterization or computation of the Pareto boundary for the multiple-input single-output (MISO) IC have been obtained, and also the multiple-input multiple-output (MIMO) IC has been studied under some special conditions. Here, we give a brief, comprehensive, yet incomplete review of cooperation schemes for the MISO/MIMO IC.
A. MISO IC
For a two-user MISO IC, all possible Pareto-optimal beamformers can be characterized as linear combinations of the zero-forcing (ZF) and maximum-ratio transmission (MRT) beamformers [2] . This characterization is later used to derive a closed-form one-dimensional expression for the achievable rate region in [3] . A general framework for parameterizing Pareto-optimal transmit strategies was proposed in [4] , which is applicable when the utility functions of the systems are monotonic in the received power gains. From the perspective of optimization, computing the Pareto-optimal points may boil down to solving a sequence of feasibility problems after certain transformations, which can be converted into secondorder cone programming (SOCP) problems. This idea motivates an efficient algorithm for maximizing the SINR of one link for a given fixed SINR of the other link in a two-user MISO IC [5] . A decentralized algorithm based on the iterative updates of certain interference temperature constraints across different pairs of transmitters was proposed in [6] , and two distributed optimal algorithms based on alternating projections for the MISO IC were developed in [7] .
B. MIMO IC
However, it is not straightforward to extend the methods for the MISO IC to the MIMO IC, because the rate (or SINR) of the MIMO IC depends on both transmit and receive strategies. The hard coupling of transceiver strategies makes it extremely difficult to exactly achieve the whole Pareto boundary. Therefore, to the best of our knowledge, current studies on the MIMO IC have focused on efficiently finding high quality suboptimal operating points.
A commonly adopted method to obtain the Pareto boundary for the MIMO IC is via solving a sequence of weighted sum-rate maximization problems. Generally, this problem is non-convex and NP-hard, even in the single antenna case [8] . Therefore there is no guarantee to obtain a global optimal solution. A linear transceiver design algorithm for weighted sum-rate maximization for the MIMO interfering broadcast channel (IBC) was recently proposed in [9] , where the sum-rate maximization problem is converted into an equivalent sum-MSE cost minimization problem. The iterative algorithm is guaranteed to converge to a stationary point. In addition, there also some weighted sum-rate maximization problem with additional constraints. For instance, the interference-pricing concept [10] is applied to maximize the sum rate of the two-user MIMO IC in [11] ; Combining the parameterization [2] and distributed interference pricing, a beamforming technique was proposed based on balancing the egoistic and the altruistic behavior to maximize the sum rate for the single beam MIMO IC in [12] ; In [13] , the authors also studied cooperative algorithm to maximize sum-rate for the multi-user MIMO IC based on concept of interference alignment [14] . However, it is known that [14] well studied the degree of freedom of the MIMO IC rather than capacity region.
The weighted sum-rate maximization achieves a sequence of maximum weighted sum-rate operating points with different weights on the convex hull of the achievable rate region. However, this approach cannot guarantee the finding of all the Pareto boundary points when the rate region is non-convex because the tangent lines cannot be achieved at the non-convex part of boundary [6] . Furthermore, when there exists a rate constraint, it is not clear how to obtain the corresponding weights to achieve a rate tuple by the weighted sum-rate maximization.
A few works study the achievable rate region in the MIMO IC from other perspectives. For example, two interference aware-coordinated beamforming (IA-CBF) algorithms for the two-user MIMO IC were proposed in [15] . However, the MMSE IA-CBF achieves a lower bound of the sum rate, and the ZF IA-CBF achieves some operating points in the rate region by ZF strategies. Recently, a parametrization to characterize the Pareto boundary of the multi-cell MIMO performance region was proposed in [16] .
However, under an assumption that each receiver (so called simple receiver) has only a single effective antenna in the optimization, it clearly leads to performance-loss on the achievable rate region comparing with joint transceiver optimization.
C. Outline and Contributions
In this paper, we consider a two-cell environment, where each cell has a base station (BS) with multiple antennas and a mobile station (MS) with multiple antennas. This scenario can be considered as When one link has a rate/SINR constraint (e.g. rate requirement of primary link in underlay cognitive radio environments or for private messages), there is a need to find a way to directly compute a Paretooptimal point corresponding to the rate constraint. This need motivates us to propose an optimization problem to maximize the rate of one link for a given rate of the other link. We develop an efficient algorithm to compute the Pareto boundary for this setting.
The main contributions to this open problem in the paper are as follows:
We propose another form of the SINR expression based on the Hermitian angle (Proposition 1 in Section II-B), which is helpful to understand and analyze the coupling of the transmit beamformers.
2) We prove that the strict Pareto boundary can be only achieved when both transmitters spend full power (Proposition 2 in Section III-A), which is a necessary condition for the strict Pareto-optimal beamformers.
3) Based on Proposition 1-2, we compute exactly some key points: all the weak Pareto-optimal points, the turning points (exactly on the strict Pareto boundary) and some of the ZF points (Section III-B).
4)
We propose the IAA to compute the strict Pareto boundary. The problem of maximizing one rate with a constraint of the other rate is a non-convex optimization problem. Firstly, this problem is separated into two single-beamformer optimization problems by fixing each transmit beamformer, respectively.
Then, by certain equivalent transformations, each single-beamformer optimization problem can be recast as a QCQP problem, which can be optimally solved by the SDR technique [17] , [18] in combination with a matrix rank-one decomposition [19] . The convergence of the IAA is guaranteed (Section IV-B). 
D. Notation

II. SYSTEM MODEL
A. Signal Model
Consider a two-user MIMO IC, where the transmitters and receivers are equipped with N T ≥ 2 and N R ≥ 2 antennas, respectively, and only one data stream is transmitted to each receiver. The data received by RX i is modeled as
where x i ∼ CN (0, 1) is the transmitted symbol of TX i by the transmit beamformer w i ∈ C NT ×1 . At
is the receive beamformer, and n i ∈ C NR×1 is the additive white Gaussian noise (AWGN) vector with zero-mean and covariance matrix σ 2 i I. The matrices H ii , H ki ∈ C NR×NT are the channel-matrix of the direct link TX i → RX i and the cross-talk link TX k → RX i , respectively. Each transmitter has a power constraint that we, without loss of generality, set to 1 and define the set of feasible transmit beamformers as
B. Rate with MMSE Receiver
Assume that the interference from the other transmitter is treated as additive colored noise at each receiver. The rate of the link TX i → RX i is given by:
θ H,i between the directions − −−− → H ii w i and −−−−→ H ki w k . The SINR is coupled in a difficult way because of the existence of θ H,i . This is why it is more difficult to analyze the SINR of a MIMO IC than that of a MISO IC. How to decouple this hard coupling problem to simplify the SINR analysis is a main challenge in this paper.
III. PARETO BOUNDARY AND COMPUTATION OF SOME KEY POINTS
A. Pareto Boundary
The rate region is defined as a set of the achievable rate pairs with all the feasible beamformers
The outermost boundary of R is called Pareto boundary. The Pareto boundary can be divided by two turning points into the weak Pareto boundary (including the vertical part and the horizontal part) and the strict Pareto boundary (including the upper-right part and two turning points).
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The Pareto boundary can be denoted by a set
is any Pareto-optimal operating point. For (R ⋆ 1 , R ⋆ 2 ) on the weak Pareto boundary, one rate is always fixed as the maximum rate. For (R ⋆ 1 , R ⋆ 2 ) on the strict Pareto boundary, it is impossible to improve one rate without simultaneously decreasing the other, and it can be reached unless both TX 1 and TX 2 spend the maximum transmit power. More precisely, we have the following proposition.
Proposition 2 For the two-user single-beam MIMO IC, all the operating points on the strict Pareto
boundary can be achieved only when both the transmitters spend the full power, i.e., w 1 2 = w 2 2 = 1.
Proof: See Appendix B.
Although a similar result for the two-user MISO IC has been proved in [1] , it cannot be extended to the MIMO case directly. As we will see later, this characterization of the strict Pareto-optimal beamformers is important for computation of the strict Pareto boundary. Here, we define a set of all the beamformers with full transmit power as
Note that all the strict Pareto-optimal transmit beamformers should be in the set W F P .
Due to the Pareto-efficiency, it is desired to find Pareto-optimal strategies to achieve the Pareto boundary.
B. Computation of Some Key Points
In this part, we compute exactly the Pareto-optimal points (the whole weak Pareto boundary and two turning points on the strict Pareto boundary) and some of the ZF operating points.
1)
Single-User Points SU 1(R 1 , 0) and SU 2(0, R 2 ): A single-user point can be easily achieved when only TX i works and simultaneously operates "egoistically" to maximize its own rate. The maximum achievable rate R i of the link TX i → RX i and its associated "egoistic" strategy w
2) Turning Points T 1(R 1 , R 2 ) and T 2(R 1 , R 2 ): A turning point can be achieved when one transmitter employs an "altruistic" strategy to create no interference to the other receiver and simultaneously to maximize its own rate and the other transmitter operates "egoistically". For T 1(R 1 , R 2 ), we easily find are in (4) and
Ego 2 ) can be easily obtained by interchanging the indices.
For the weak Pareto boundary, both the horizontal part and the vertical part start end with a single user point and a turning point. Therefore, an arbitrary operating
on the weak Pareto boundary can be computed as
where i = 1 and i = 2 correspond to the horizontal part and the vertical part, respectively. The scalar γ satisfies γ ∈ [0, 1). The operating point (R ⋆ 1 , R ⋆ 2 ) becomes a single-user point or a turning point when γ = 0 or γ = 1, respectively. The associated weak Pareto-optimal transmit strategies are
Note that it is not necessary for both transmitters to spend the maximum transmit power simultaneously to achieve the weak Pareto boundary, which is different from the strict Pareto boundary (Proposition 2).
4) Zero-Forcing (ZF) Points
In (3), we find θ H,1 = θ H,2 = π/2 results no interference in the cross-talk links TX 2 → RX 1 and TX 1 → RX 2 simultaneously. The ZF conditions 
where
are complex-valued numbers and satisfy
Although the ZF points are not on the Pareto boundary, it is interesting to study ZF strategies if there exsits an additional requirement (like interference temperature or secrecy constraints) that each receiver is not allowed to receive the interference from other transmitters.
IV. COMPUTATION OF THE STRICT PARETO BOUNDARY
In this section, we propose an algorithm (called IAA) to compute the strict Pareto boundary. Since the rate region of the two-user single-beam MIMO IC is always a normal region according to Proposition 2, any operating point on the strict Pareto boundary is uniquely determined when one rate is fixed and the other rate is maximized. This motivates us to propose an optimization problem as follows
where SINR
is a SINR constraint, and w 1 , w 2 should be in W F P according to Proposition 2. Then, an strict Pareto-optimal point
However, it is difficult to solve this non-convex optimization problem directly due to the hard coupling of w 1 and w 2 in the SINR expression. To resolve this coupling problem, we convert (P0) into two singlebeamformer optimization problems by fixing w 1 and w 2 , respectively. Since both single-beamformer optimization problems are still non-convex, how to find the optimal solutions to these optimization problems will be studied in Section IV-A and Section IV-B. The Section IV-C will describe the algorithm in detail.
A. Optimization of TX 1
For a given feasible w 2 (how to find a feasible w 2 will be shown in Proposition 4), the problem (P0) 
The transformation (a) is based on the matrix inverse lemma. The transformation (b) is due to w 1 2 = 1.
In the transformation (c), the nonnegative left-hand side of (8a) demands w H 2 H
, and C is a Hermitian matrix defined as
Then, w 1 can be optimized by
where C(w 2 ) and A 1 (w 2 ) are Hermitian matrices. The problem (P1) is a homogeneous QCQP formulation, where both the objective function and constraints are quadratic without linear terms. It is difficult to solve this non-convex problem.
Note that w H 1 Xw 1 = Tr(XW 1 ) for any matrix X, where W 1 = w 1 w H 1 is a rank-one Hermitian positive semidefinite matrix. Thus, (P1) can be transformed to a convex problem by the SDR methods.
Observe that this convex problem is solvable (see the Appendix D). It is easy to obtain the optimal solution W ⋆ Therefore, we can construct a tight optimal rank-one solution to (P1) by where RD denotes the function of matrix rank-one decomposition [19] . 
B. Optimization of
Observe that (P3) is a fractional QCQP problem. It becomes the following SDR problem
which is still a non-convex problem. Fortunately, the fractional structure can be removed by a variation of the Charnes-Cooper variable transformation [21] , which has been used in [22] . Define the transformed
which is a standard SDR problem with two variables Q and s. We obtain the optimal solution W fixed w 2 in W F , always has at least one solution w 1 in W F P by (12) .
Remark 1 It is worth to note that the performance of the IAA depends significantly on the initialization.
Therefore, how to find a good initialization leading to a good/robust performance is studied as follows.
In the two-user MISO IC, all possible strict Pareto-optimal beamformers can be characterized by linear combinations of ZF and MRT beamformers in [2] . A heuristical idea is to extend this parameterization for the MISO case to our MIMO case by balancing the "egoistic" strategy and "altruistic" strategy as
where ξ i,1 and ξ i,2 are complex-valued parameters satisfying |ξ i,1 | + |ξ i,2 | = 1.
Unfortunately, the illustrations in Section V show that this characterization cannot achieve the whole strict Pareto boundary for the MIMO IC but still has a promising performance. To improve the efficiency of the initialization, we set an initial w 2 by the following parameterization with real-valued parameters
denotes the proportion of the "egoistic" strategy. If
until w 2 ∈ W F . If we still cannot find a feasible w 2 for all the ν, we use a random w 2 ∈ W F directly.
The later simulations in Section V imply this proposed initialization is a good candidate for the IAA.
2) Convergence: We repeat the optimization of TX 1 and TX 2 alternatively until a certain convergence criterion is satisfied, e.g., |R 2 ). However, it remains unknown how close a convergent point (R
2 ) is to the strict Pareto-optimal point (R ⋆ 1 , R ⋆ 2 ) (global optimality). Numerical simulations in Section V show that the IAA has a better performance to illustrate the strict Pareto boundary compared with the existing methods.
3) Algorithm in Pseudo-Code: The outline of the proposed IAA is described in pseudo-code as Algorithm 1: 4) Distributed Implementation: For the purpose of distributed implementation, we make two reasonable assumptions (similar to [12] ). First, we assume that local CSI is available for each transmitter, namely, the transmitter TX k knows the local channel matrices H ki to the receivers RX i , i = 1, 2. The 
Obtain an optimal solution (Q, s) by solving the SDR problem (P5).
second assumption is that there exists an additional channel between the TX 1 and TX 2 for information exchange. Under these two assumptions, the proposed IAA can be implemented in a distributed fashion.
More precisely, for the optimization of TX 1 , TX 1 estimates the local channel matrices H 11 and H 12 and also needs the updated information (i.e., two vectors H 21 w 2 and H 22 w 2 and two scalars σ 2 2 and SINR ⋆ 2 ) from TX 2 via the additional channel between the transmitters. For the optimization of TX 2 , TX 2 also needs the local channel matrices H 22 , H 21 and the feedback (i.e., two vectors H 11 w 1 and H 12 w 1 and a scalar σ 2 1 ) from TX 1 . Furthermore, it is easy to stop the iteration when the termination criterion of the IAA is satisfied at TX 1 .
Although the distributed implementation of the IAA needs information exchange, the exchange is only required between the transmitters (e.g., BSs for the downlink). This reduces the computation requirements at the receivers (e.g., MSs for the downlink).
V. ILLUSTRATIONS
To illustrate the achievable rate region of the proposed algorithm, we consider a two-user Gaussian MIMO IC, where N T = 3 and N R = 2. The transmit power budget is set to 1 for the two users, and It can be observed that the proposed IAA and the WMMSE yield a similar performance at convex parts of boundary and outperform the others under the same accuracy for convergence. However, since the WMMSE in [9] is a weighted sum-rate maximization method, it cannot achieve those operating points of the non-convex boundary. This might be why there is no operating points achieved between the points P 1 and P 2 by in Fig. 2 . In addition, the performance of the "IAA 10rand" cannot be affected significantly by the number of random initializations from Fig. 1 .
To further evaluate the performance of "WMMSE 10rand" and "IAA 10rand" on illustrating the Pareto boundary, another simulation is done and shown in Fig. 3 . Even with fine weights ws in [0.05 : 0.005 :
0.95], we find there exists a large jump between the points P 3 and P 4 by "WMMSE 10rand" so that the rate region cannot be illustrated effectively. For "IAA 10rand", although there is no guarantee to say that its corresponding curve is the strict Pareto boundary, it can serve as a good lower bound for the strict Pareto boundary.
VI. CONCLUSIONS
In this paper, we study an open topic on the Pareto boundary of the rate region for the two-user single-beam MIMO IC. The turning points and the weak Pareto boundary can be computed exactly. For computation of a strict Pareto-optimal point, our proposed IAA converges to an suboptimal operating point. The merit of this algorithm is that it can achieve any operating point with a given rate constraint.
Thus, it can be applied to the optimization problem with a rate constraint (e.g. rate requirement of primary link in underlay cognitive radio environments or for private messages), and it can illustrate the rate region effectively compared with the existing methods.
APPENDIX
A. Proof of Proposition 1
Proof: Given beamformers w 1 and w 2 , according to the matrix inversion lemma [23] , (2) can be rewritten as:
For two complex vectors a and b, the cosine of the complex-valued angle between a and b is defined as [24] :
where cos(θ C ) = µe jψ with µ = | cos(θ C )| ≤ 1 and −π ≤ θ C ≤ π is called pseudo angle between a and b.
The Hermitian angle between a and b is defined as
It implies
becomes
where θ H,1 ∈ [0, π/2] denotes the Hermitian angle between the desired signal direction −−−−→ H 11 w 1 and the
B. Proof of Proposition 2
Proof: Our idea is to show that it is impossible for an strict Pareto-optimal point achieved by the transmit beamformers with less than full power. Therefore, the proof works by contradiction.
Assume that an operating point R 1 (w 1 , w 2 ), R 2 (w 1 , w 2 ) on the strict Pareto boundary is achieved by w 1 2 < 1 and w 2 2 ≤ 1. We consider whether there exists an outer point R 1 (ŵ 1 , w 2 ), R 2 (ŵ 1 , w 2 )
achieved by w 1 2 < ŵ 1 2 ≤ 1 and w 2 2 ≤ 1. If an outer point exists, e.g.,
and R 2 (ŵ 1 , w 2 ) = R 2 (w 1 , w 2 ), we can improve the R 1 (w 1 , w 2 ) only by more transmit power while keeping R 2 (w 1 , w 2 ) unchanged. Thus, the existence of an outer operating point contradicts the assump-
That is, we need to show the existence of a nonzero perturbation vector δ p satisfying:
We always have
) are complex-valued numbers and
always holds because any δ p in the null space of the cross-talk channel H 12 does not cause extra interference to RX 2 . 
Assume that v δ is a combination of two orthogonal vectors
Note that
. Now, it remains to find whether there is a v δ in the plane spanned by
Substituting (28) into (27) yields
Define the right-hand side and the left-hand side of (29) 
satisfying (29).
bounded by
At the same time, substituting (24) into (23c) yields
Since both the right-hand side of (34) and (35) are negative, the range [θ 1 , θ 2 ] and [θ 3 , θ 4 ] are strictly wider than π. In addition, the intersection of two angular ranges wider than π is nonempty. Then, any δ p in (24) with
] satisfies the conditions (34) and (35) simultaneously.
Existence of δ p
The condition (23d) is equivalent to w 1 + δ p ≤ 1. In addition, due to w 1 + δ p ≤ w 1 + δ p , any δ p in (24) with
satisfies the condition (23d).
Above all, the existence of − → δ p , φ δ and δ p has been proved. That is, there always exists some δ p = δ p ·e jφδ · − → δ p satisfying all the conditions in (23) . Then, R 1 (w 1 , w 2 ) can still be improved untill w 1 2 = 1, while R 1 (w 1 , w 2 ) remains unchanged simultaneously. This contradicts the assumption that
is on the strict Pareto boundary. Therefore, Proposition 2 holds.
C. Proof of Proposition 3
Proof: For the turning point T 1(R 1 , R 2 ), to achieve the maximum rate of link TX 1 → RX 1 , i.e., R 1 in (4a), (w 1 , w 2 ) should satisfy the following conditions 
Ego 1 is a nonempty and compact set because both (P4) and (P2) are transformed from (P0). IfW 1 is a solution to (P2) for a givenW 2 ,W 2 should be a solution (regardless whether it is optimal) to (P4) for a givenW 1 .
Observe that both the denominator and numerator of the objective function of (P4) are continuous over the region Ω. The denominator is positive and satisfies
and the numerator is obviously nonnegative and satisfies
This implies that the objective function of the fractional SDR problem (P4) is bounded over the region
Above all, we have v ⋆ (P4) = v ⋆ (P5) . Therefore, we can solve the fractional SDR problem (P4) via the solution to the SDR problem (P5).
After obtaining the optimal solution (Q ⋆ , s ⋆ ) to (P5), we get the optimal solution to (P4) by W
is of rank one, we get w 2 by eigen-decomposition. Otherwise, we can construct a optimal rank-one solution w 2 w H 2 = W ⋆ 2 by a matrix rank-one decomposition in [19] , which also certifies (P5) is tight. Here, we quote the following lemma from the Theorem 2.3 in [19] . It remains to show whether the Lemma 5 is applicable to the solution W ⋆ 2 to (P5). One condition N T ≥ 3 means that TX 2 should be equipped with N T ≥ 3 antennas. The other condition in (42) suffices to prove that there is (a 1 , a 2 , a 3 , a 4 ) ∈ R 4 such that a 1 C 1 (w (l−1) 1 ) + a 2 A 2 (w (l−1) 1 ) + a 3 C 2 + a 4 I ≻ 0 [22] , which can be satisfied by (a 1 , a 2 , a 3 , a 4 ) = (0, 0, 0, |a 4 |) with a 4 = 0.
Lemma 5 Let
F. Proof of Proposition 4
Proof: We need to find a feasible set W F such that there exists some solution w 1 ∈ W F P to problem (P0) by fixing w 2 ∈ W F . In (8b), the constraint of (P0) is equivalent to w H 2 H 
To guarantee the existence of w 1 ∈ W F P , a feasible w 2 should be determined in a way such that (8b) is satisfied.
Define C(w 2 )
. We analyze C(w 2 ) for two cases. Case 1. When C(w 2 ) is a full rank matrix, i.e., λ i (C(w 2 )) = 0, ∀i = 1, ..., N T , C(w 2 ) has three possibilities: a positive definite matrix (C(w 2 ) ≻ 0), a negative definite matrix (C(w 2 ) ≺ 0), and λ 1 (C(w 2 )) > 0 and λ NT (C(w 2 )) < 0.
If C(w 2 ) is a positive/negative definite matrix, it is clear that there is not a nonzero vector w 2 satisfying (43). For C(w 2 ) with λ 1 (C(w 2 )) > 0 and λ NT (C(w 2 )) < 0, a sufficient solution to (43) is w 1 = λ NT (C(w 2 )) λ 1 (C(w 2 )) − λ NT (C(w 2 )) j · u 1 (C(w 2 )) + λ 1 (C(w 2 )) λ 1 (C(w 2 )) − λ NT (C(w 2 )) · u NT (C(w 2 )).
Case 2. When C(w 2 ) is not a full rank matrix, i.e., λ i (C(w 2 )) = 0 for some i ∈ {1, ..., N T }, C(w 2 ) has three probabilities: λ 1 (C(w 2 )) = 0, λ NT (C(w 2 )) = 0, and λ i (C(w 2 )) = 0 for some i = {1, N T }.
In this case, C(w 2 ) always has null space for w 2 to satisfy (43).
Above all, the sufficient and necessary condition of w 2 satisfying (43) is λ 1 C(w 2 ) · λ NT C(w 2 ) ≤ 0. Therefore, any feasible w 2 for (8b) should be in the following set W F ∆ = w 2 ∈ W F P : w 
