ABSTRACT: In this paper we analyse several ways to compute the weights from the Regularized Han (RH) algorithm, the regularized version of Han's algorithm for approximating the least squares solutions of inconsistent (incompatible) systems of linear inequalities. We tested our approaches on a classical transportation problem, aiming to provide a cost optimized solution to real world transportation problems, which often are unbalanced and inconsistent.
INTRODUCTION
Many practical problems give rise to systems of linear inequalities as  * Ax b (1) in which the inequalities are componentwise, i.e. If (1) is consistent, many classes of efficient solvers, mostly iterative ones, have been designed for its numerical solution (see for a good overview the monograph [3] ). In the inconsistent case of (1), for any   The paper is organized as follows: in sections 2 and 3 we present Han's original algorithm for inconsistent systems of linear inequalities and the Regularized version of it, respectively. Section 4 presents the characteristics of a classical transportation problem and the way it can be modelled so that the Han-type algorithms can be applied on. Section 5 is dedicated to the methods we used for choosing the best weights of the Regularized Han algorithm, the numerical experiments being done over an unbalanced and inconsistent transportation problem. 
Step 2. Compute    k as the smallest minimizer of the function
Step 3.
The existence of the smaller minimizer for the convex function from (8) was proved in [5] and a procedure to find it was given in [1] .
x be the sequence generated by algorithm H from any
(ii) For any m x n matrix A, any right-hand side   m b and any initial datum   0 n x , Han's algorithm H produces a least squares solution of the system (1) in a finite number of steps (in exact arithmetic).
REGULARIZED HAN (RH) ALGORITHM
The Regularized Han algorithm was introduced in [10] and thoroughly studied in [9] . In [10] the author comments on Han's algorithm by considering its major drawback in the fact that, in each iteration, initial objective function from (4) is replaced by
In this way, many originally satisfied constraints might be violated in the new iterative solution k x . Regarding this aspect, he also proposed to use the complement of the set k I , denoted by k J and characterized by
together with a diagonal weights matrix 
Step 3. 
Theorem 2.

Let
Remark 1.
Some arguments for the relations (*)-(**) are as follows:  for (*): at each destination, the demand has to be "at least" satisfied (e.g. the construction of a building will not be started if we do not have at least a minimal amount of materials)  for (**): all available units must be supplied. (12) is consistent and well known methods (including Simplex-type algorithms) are available (see [4] ). We will consider in this paper the unbalanced case We will consider the unbalanced and inconsistent transportation problem P described in Table 2 . 
_______________________________________________
After applying a series of refinements (see [2] ), we can write the problem P as the linear program 
In [2] we also proved a result that gives us the possibility to express in an equivalent way the primaldual pair of linear programs (14-15) as the linear system of inequalities (1) where
So, instead of solving the linear programs (14-15), one could solve the system (1) by applying the Hantype algorithms. by assigning a larger weight k w for j-th equation if the current iterative solution is close to the boundary j H , and a smaller weight if is far away. Taking these remarks into consideration, we analysed several ways for choosing good regularization parameters, our goal being to compute a good estimate of the solution to 1. We tested the methods on the inconsistent problem P described in section 4, knowing that for this problem, the minimal cost solution is 15336, obtained with Han algorithm. Both algorithms, H and RH, were implemented in Matlab R2010a, using the built-in The first method considered (M1) tries to set each 
