We prove a representation for the average wave function of the Schrödinger equation with a white noise potential in d = 1, 2, in terms of the renormalized self-intersection local time of a Brownian motion.
Introduction
We consider the Schrödinger equation with a large, highly oscillatory random potential i∂ t ψ ε + 1 2 ∆ψ ε − V ε (x)ψ ε = 0, ψ ε (0, x) = φ 0 (x), x ∈ R d , ( 1) and the initial condition φ 0 (x) that is a compactly supported C ∞ function. The random potential is a microscopically smoothed version of a spatial white noise:
In d = 2, this problem was analyzed on a torus T 2 in [6] and the whole space R 2 in [5] . The solution of (1.1) acquires a large phase by t ∼ O (1) , and the main result of [6] is that the adjusted solution φ ε (t, x) = ψ ε (t, x)e −iCεt , that satisfies
with C ε ∼ log ε −1 , converges to the solution of the stochastic PDE that can be formally written as i∂ t φ spde + 1 2 ∆φ spde −Ẇ (x) · φ spde = 0.
(
1.4)
The approach is based on a change of variable used in [9] , together with the mass and energy conservations, and also applies to nonlinear equations. By analyzing the Anderson Hamiltonian − 1 2 ∆ + V ε (x) + C ε with the paracontrolled calculus, a spectral theory has been established in [1] , which also gives a meaning to the solution to (1.4) on T 2 .
When d = 1, no renormalization is needed and C ε = 0. It has been proved in [18] that the solution φ ε of (1.3) converges to a solution to (1.4) , defined as an infinite series of iterated Stratonovich integrals.
Unfortunately, the information on the limit from the above considerations is rather implicit. Our goal here is to understand some of the properties of the solution to (1.3), in a more direct way. In particular, we establish a representation of lim ε→0 E[ φ ε ] in d = 1, 2, see Theorem 1.1 below. Here, and in what follows f denotes the Fourier transform of a function f :
f (x)e −iξ·x dx.
The self-intersection local time of Brownian motion
The representation for E[ φ ε ] we are pursuing relies on the self-intersection local time of Brownian motion. For the convenience of the reader, we provide a brief introduction here. Let {B t , t ≥ 0} be a standard d−dimensional Brownian motion starting from the origin, defined on a probability space Σ, with the respective expectation E B .
In d = 1, one can show [4] that for any f ∈ L 1 (R) with R f (x)dx = 1 and t > 0, the following limit exists and represents the intersection time of the Brownian motion: 
To make sense of (1.6) in d = 2, one defines the renormalized self-intersection local time as
The limit exists for any t > 0 [11, 15, 17] . Here, we denote
We refer to [11, Section VIII.4 ] for a detailed construction.
In d = 1, we simply let
The main result
We will assume that the covariance function of the Gaussian random field V (x) has the form (1.2), with a function ρ(y) of the Schoenberg class [14] : 10) for some finite Borel measure µ on [0, +∞). To ensure that V ε (x) scales to a spatial white noise with a finite variance, we assume that
To simplify some considerations, we further require that 12) and defineR
The constraint (1.12) on µ(dλ) near the origin can be relaxed, as discussed at the end of the proof of Lemma 4.1 below but we are not striving for the sharpest assumptions here.
Define the deterministic function 14) and the renormalization constant
(1.15)
The following result is the main objective of this paper. 
Without the random potential, the solution to the free Schrödinger equation can be written in the Fourier domain as
so Theorem 1.1 shows that the effect of the white noise potential is manifested by the
). We briefly comment on our choice of the covariance function to be in the Schoenberg class. First, since we are interested in the limiting SPDE, the way by which the noise is regularized essentially does not affect the expression in (1.16). Secondly, most of the existing results on singular SPDEs considered random fields that decorrelate sufficiently fast or even with a finite range of correlation. In our case, with appropriate choices of µ(dλ) in (1.10), the covariance function R(x) can be merely integrable, which is necessary to guarantee the finiteness ofR d . Lastly, the Schoenberg class also helps avoid several technical issues, e.g. in the proof of Propositions 2.1 and 3.1.
The stochastic and homogenization regimes Equation (1.1) is written in terms of the macroscopic variables. If we start from the microscopic dynamics -the Schrödinger equation with a potential of a size δ > 0 and a low frequency initial condition, varying on a spatial scale l in ∼ ε −1 ≫ 1,
. In particular, in d = 2, we need to choose ε = δ to be in the "white-noise" scaling of (1.1). In other words, the white-noise scaling in d = 2 is equivalent to the weak coupling scaling with a low frequency initial condition.
It has been shown in [3, 19] that in d ≥ 3, for the low frequency initial data φ(0, x) = φ 0 (εx), the diffusively rescaled wave function φ ε (t, x) = φ(ε −2 t, ε −1 x) converges to a homogenized limit: the solution has a deterministic limit, and we only observe a phase shift of the wave function in the limit, by a factor proportional to
The integral in (1.18) blows up in d = 2 due to the singularity at the origin, and the role of the large constant C ε appearing in (1.3) is to compensate for this divergence, so that we can obtain a non-trivial limit, which is now random, unlike in d ≥ 3. One may ask if there is a shorter time scale T ε , on which the solution of (1.17) is affected in a non-trivial way but is still deterministic in d = 2. The answer is given by the following theorem: 19) and
. Then, for any t > 0, we have
The non-diagrammatic approach
The standard approach to the random Schrödinger equation in the weak coupling regime is through a diagram expansion: the solution to (1.17) is written in the mild formulation
Then (1.22) is iterated to produce an infinite series expansion of φ(t, ξ). Evaluating the average wave function E[ φ(t, ξ)], or the energy E[| φ(t, ξ)| 2 ] leads to the Feynman diagrams arising from computing the high order moments of the form E[ V (dp 1 ) . . . V (dp N )] for arbitrarily large N. To pass to the limit requires either delicate oscillatory phase estimates or some specific structure of the power spectrum so that explicit calculations can be carried out. It is unclear whether the diagram expansion can be applied in d = 2 when we need the renormalization.
We use a different approach in this paper, similar to the one applied to the parabolic setting in [7] . For the heat equation with a random potential
the Feynman-Kac formula implies
with R ε the covariance function of V ε (x). Using (1.7) one can easily show -see (3.3) below, that, for d = 2 and the Schoenberg class covariance function R(·) satisfying condition (1.11), we have
In this case, the average intersection time in d = 2 is
In d = 1, the mean on the left side converges and no renormalization is needed, so C ε = 0. It was proved in [13] for d = 1 and in [9] for d = 2 that u ε converges to the solution to a limiting SPDE. By passing to the limit on both sides of (1.24), a representation for the moments of u ε can be obtained, see [7] .
The idea of the proof of Theorem 1.1 is similar: (1.17) is rewritten as
and the Feynman-Kac formula can be used to formally express φ as an average with respect to the Brownian motion with an "imaginary diffusivity", written as √ iB t . Thus, we need to design a Feynman-Kac type formula for E[ φ ε (t, ξ)] similar to (1.24), and prove a parallel version of (1.25) with R ε replaced by a corresponding complex function in the case of the Schrödinger equation.
It is natural to ask what happens in dimensions d ≥ 3. The approach used here breaks down -in d ≥ 3, the renormalized self-intersection local time of Brownian motion does not exist [2, 16] since the variance also blows up. For the parabolic setting in d = 3, the mean of
diverges as ε −1 and its variance diverges as log ε −1 , so two renormalization constants are needed -it has been proved in [8] that with
and appropriate c 1 , c 2 , the solution u ε converges to a non-trivial random limit. However, E[u ε ] blows up in the limit [7] .
The rest of the paper is organized as follows. In Section 2, we present a Feynman-Kac representation for the average wave function which corresponds to (1.24) in the parabolic setting. In Section 3, we prove the convergence to the renormalized self-intersection local time in (1.25), where the Schoenberg class R ε is replaced by the respective "mixture" of free Schrödinger kernels. The proof relies on an application of the Clark-Ocone formula which is recalled in the appendix. In Section 4, we pass to the limit in the Feynman-Kac representation. The homogenization result is shown in Section 5.
Throughout the paper, we define
, and we use a b to denote a ≤ Cb for some constant C > 0 independent of ε, and the constants denoted by C may differ from line to line.
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A Feynman-Kac formula for the average wave function
In this section, we prove the Feynmann-Kac representation for the average wave function. We understand the solution of the Schrödinger equation 
and the functionφ(t,
Proposition 2.1. The solution of (2.1) satisfies, point-wise in (t, ξ):
To make sense of (2.2), we may extend the function R(x) to the domainD ⊂ C d , where
by setting R(zx) = ρ(z|x|), with ρ(r) given by (1.10). Then, R(
is uniformly bounded for all s, u ≥ 0 and the r.h.s. of (2.2) is well-defined.
We note that another expression for E[ φ(t, ξ)e i 2 |ξ| 2 t ] was obtained in [3, Proposition 2.1] but it is less suitable for our analysis.
Proof of Proposition 2.1
We fix (t, ξ) and define the function
as well as the corresponding Taylor expansion
It is straightforward to check that both F 1 and F 2 are analytic on D 0 and continuous onD 0 . Note that √ i ∈ ∂D 0 . The goal is to show that
(2.4) For z = x ∈ R, we can apply the Fubini theorem to see that F 1 (x) = F 2 (x). Due to the analyticity and continuity of F 1 and F 2 , we therefore have 5) and this is what we will show. For a fixed n, we rewrite
Let σ denote a permutation of {1, . . . , 2n}. After a suitable relabeling of the p-variables we can write 6) where [0, t]
Let F denote the pairings formed over {1, . . . , 2n}. It is straightforward to check that
The pre-factors in (2.6) and (2.7) differ by a factor of 2 n n! since i −2n = (−1) n , and this comes from the mapping between the sets of permutations and pairings. Briefly speaking, for a given pairing with n pairs, we have n! ways of permutating the pairs, and inside each pair, we have 2 options which leads to the additional factor of 2 n . This is explained in detail in the proof of [3, Proposition 2.1]
The phase factor inside the integral in (2.7) can be computed explicitly:
On the other hand, using the Duhamel expansion, we can write the solution φ(t, ξ) as an infinite series
Evaluating the expectation E[ φ(t, ξ)] in (2.9), using the pairing formula for computing the Gaussian moment E[ V (dp 1 ) . . . V (dp n )], and the fact that E[ V (dp i ) V (dp j )] = (2π) d R(p i )δ(p i + p j )dp i dp j , and comparing the result to (2.7)-(2.8), we conclude that (2.5) holds, completing the proof.
3 Convergence to the renormalized self-intersection local time By Proposition 2.1, the average of the solution to (1.3) is written as
Compared with (2.2), we do not have the 1/2 factor in the above probabilistic representation since the integration domain of s, u is changed to [0, t] 2 < . We define
The goal of this section is to prove the L 2 convergence of X ε (t) + iC ε t, as ε → 0. Let q t (x) be the Gaussian kernel given by (1.8). We denote by
2it , t ∈ R, the free Schrödinger kernel, the solution of
and also set
It is straightforward to check that
3)
The expectation of the solution to (1.3) can be written as
which, in turn, can be split as
We will show that the terms in the first line in (3.5) compensate each other, and the term in the second line has a limit. We begin with the latter.
7). In addition, we have
If the free Schrödinger kernel in (3.2) is replaced by the heat kernel, Proposition 3.1 is classical and reduces to the convergence expressed in (1.7). Although, on the formal level, q τ (x) and s τ (x) both converge to the Dirac function as τ → 0, it is surprising that the oscillation in s τ does not change the asymptotic behavior of
For the analysis of the intersection local time of the Brownian motion (and more generally, the fractional Brownian motion), the Clark-Ocone formula turns out to be a convenient tool, see [10] . For a fixed τ > 0, and t > 0, we let
The process (χ τ (t, r)), 0 ≤ r ≤ t, is adapted with respect to the natural filtration F r of the Brownian motion. As we show in the appendix, see (A.1), we have
with the stochastic integral understood in the Itô sense. The renormalized self-intersection local time has the stochastic integral representation (see e.g. [10, Theorem 2] for a more general result on the fractional Brownian motions):
Formally, the convergence of
, as τ → 0 follows from the fact that lim τ →0 χ τ (t, r) = χ 0 (t, r).
Proof of Proposition 3.1
Let Y τ (t) := X τ (t) − E B [X τ (t)] and consider the covariance
We write the expectation inside the integral in the Fourier domain 
because of (3.10).
We turn to the proof of (3.11). Fix t > 0 and note that Using this estimate, we first integrate in s, and then take the expectation, to obtain, with the constant in the " " inequality dependent on t:
We further integrate in u and r and see that
as d ≤ 2, which is (3.11). To conclude that (3.7) holds, it suffices to observe that by virtue of (3.12) we have sup
finishing the proof of Proposition 3.1.
Re-centering as the compensating constant
Going back to (3.5), we now show that the recentering of the intersection local time E B [X τ (t)] coincides with the renormalization of the random PDE by the addition of the term C ε , so that the two terms in the first line of (3.5) cancel up to a O(1) constant.
Lemma 3.2. We have, for each t > 0 fixed,
Proof. By a direct calculation, we have
so it is clear that sup τ >1 |E B [X τ (t)]| 1.
Next, when d = 1, we have
When d = 2, we have
(3.14)
The first integral is uniformly bounded in τ > 0 and converges as τ → 0. For the second integral, we have 1 2π 
Uniform integrability and passing to the limit
We now pass to the limit in (3.5) that we write as
where
We first prove the convergence of the constant factor.
Lemma 4.1. With the C ε given in (1.15) and ρ d (t) given in (1.14), we have
Proof. We fix t > 0 and apply Lemma 3.2. In d = 1, using the fact that
we send ε → 0 in (4.3) to obtain the result.
In d = 2, we write
For the integral over the interval (0, ε), we have ε 2 λ −2 > 1. As
we conclude the integral goes to zero in the limit. For the integral over [ε, +∞), we have the estimate
uniformly in λ ≥ ε, and the left side above goes to zero as ε → 0 for each such fixed λ. Now we only need to note that
to complete the proof.
Assumption (1.12) is used in (4.4) to pass to the limit. For the above integral in λ to be finite, we only need
we only need to change C ε to remove also the divergent integral
The uniform integrability of Z ε (t, ξ)
By Proposition 3.1, we have 5) in probability. To pass to the limit of E B [Z ε (t, ξ)] in (4.1), it suffices to show the uniform integrability of the random variables Z ε (t, ξ). For a fixed t > 0, define the processes
where χ τ (t, r) is given by (3.8). Then, Z ε (t, ξ) can be rewritten as
Note that for fixed t, τ, ε > 0, the processes (M τ (s; t)) s∈ [0,t] and (N ε (s; t)) s∈[0,t] are continuous trajectory, square integrable, complex-valued martingales. Their respective quadratic variations are
In other words, |M τ (s; t)| 2 − M τ (·; t) s and |N ε (s; t)| 2 − N ε (·; t) s are local martingales. Using the Cauchy-Schwarz inequality and (1.11), followed by Jensen's inequality, we conclude that
for any θ > 0. We have the following result:
Proposition 4.2. For any θ > 0, there exists t 0 > 0 such that
Proof. Thanks to (4.8), the estimate (4.9) is a result of the following claim: for any θ > 0 there exists t 0 > 0 such that The case d = 1
We shall need the following. When s ∈ (0, τ ), we have s + τ 2 /s ≤ 2τ 2 /s, so
When s ∈ (τ, t), we have s + τ 2 /s ≤ 2s, so
The proof is complete.
Using the above lemma we conclude that there exists a constant C > 0 such that for all r ∈ (0, t), which, in light of (4.7) and (4.11), implies du, which, together with (4.7), implies that there exists C > 0 such that
Therefore, by the above and Jensen's inequality, we conclude that
Note that, for a fixed r > 0, we have
where R u := |B u |, u ≥ 0 is a Bessel process of dimension 2. An application of the Itô formula shows that (R r ) r≥0 satisfies
Here, (b r ) r≥0 is a standard one dimensional Brownian motion. Having this in mind, we estimate the utmost right hand side of (4.12) using the Cauchy-Schwarz inequality and obtain
It is clear that when t is sufficiently small, the last expression is bounded independent of τ , which completes the proof of (4.10), and thus that of Proposition 4.2.
Proof of Theorem 1.1
Now we can finish the proof of the main result. By (4.1), (4.3) and (4.5), it remains to prove the uniform integrability of random variables Z ε (t, ξ) given in (4.6). To do so, we bound their second moments. Using the Cauchy-Schwarz inequality we get
We wish to show that there exists t 0 > 0 such that the right side of the above estimate is uniformly bounded in ε > 0 for t ∈ (0, t 0 ). This will obviously imply the uniform integrability of Z ε (t, ξ) and complete the proof of Theorem 1.1 after passing to the limit in (4.1). To obtain the desired bound we consider the following martingale for a fixed t > 0:
We have
for any θ > 0. By Proposition 4.2, there exists t 0 > 0 depending on θ such that
For θ = 2, we adjust the respective t 0 as in the statement of Proposition 4.2. We have then
In the last line of the above display, we used the fact that exp{2N ε (t; t) − 2 N ε (·; t) t } is a martingale for fixed ε > 0, which comes from the Novikov's condition and the boundedness of N ε (·; t) t . The proof of Theorem 1.1 is complete.
Proof of the homogenization result
We now prove Theorem 1.2. Assume without loss of generality that the initial condition φ 0 (ξ) for (1.19) is compactly supported. For an arbitrary φ 0 ∈ L 2 (R 2 ), we can argue by an approximation, since both (1.19) and (1.20) preserve the L 2 (R 2 ) norm.
By Proposition 2.1 and (3.4), we have for any (t, ξ), 
Combining with Proposition 3.1, we further derive
We claim that for any t, θ > 0, there exists ε 0 > 0 such that
This comes from the same proof of Proposition 4.2 -we only need to replace θ → θ/| log ε| 2 and note that the r.h.s. of (4.13) is uniformly bounded in ε ∈ (0, ε 0 ) for some small ε 0 . Thus, by following the proof of Theorem 1.1, we have
for any t > 0, ξ ∈ R 2 .
In addition, by applying the Cauchy-Schwarz inequality to (5.1) and using (5.2), we have the simple estimate
As φ 0 has compact support, we have
thus, by the dominated convergence theorem and the mass conversation
we have For a random variable of the form F = f (B(h 1 ), . . . , B(h n )), where f : R n → R is a smooth function of polynomial growth and h k ∈ H, k = 1, . . . , n, the derivative operator is defined as Here, we have used the fact that s τ = q iτ and q iτ ⋆ q s−r = q iτ +s−r . Thus, we have which is (3.9).
