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General expressions for the breakup cross sections in the laboratory frame for 1 + 2 reactions are given in
terms of the hyperspherical adiabatic basis. The three-body wave function is expanded in this basis and the
corresponding hyperradial functions are obtained by solving a set of second order differential equations. The S
matrix is computed by using two recently derived integral relations. Even though the method is shown to be well
suited to describe 1 + 2 processes, there are particular configurations in the breakup channel (for example, those
in which two particles move away close to each other in a relative zero-energy state) that need a huge number
of basis states. This pathology manifests itself in the extremely slow convergence of the breakup amplitude in
terms of the hyperspherical harmonic basis used to construct the adiabatic channels. To overcome this difficulty
the breakup amplitude is extracted from an integral relation as well. For the sake of illustration, we consider
neutron-deuteron scattering. The results are compared to the available benchmark calculations.
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I. INTRODUCTION
The use of the hyperspherical adiabatic (HA) expansion
method [1] to describe a 1 + 2 collision between a particle
and a bound state of two particles, called a dimer in atomic
physics or a deuteron in nuclear physics, was considered to
be rather inefficient due to the slow pattern of convergence
of the elastic channel [2]. This fact seemed to limit the
applicability of the method only to the description of bound
states. The problem is due to the fact that the hyperradial
coordinate used in the adiabatic expansion is not suitable for
describing the asymptotic behavior of the elastic outgoing
wave. In this case the use of the relative coordinate between
the two particles in the outgoing dimer, and the one between
the center of mass of the dimer and the third particle is
much more convenient. In particular, due to the finite size
of the dimer, the latter relative coordinate and the hyperradius
coincide only at infinity. For this reason, the correct description
of the asymptotic 1 + 2 wave function and, therefore, the
determination of the S-matrix require knowledge of the wave
function at very large distances, which in turn requires a huge
number of terms in the adiabatic expansion [3].
A new method, based on two integral relations derived from
the Kohn variational principle (KVP), was introduced in [3] in
order to permit the determination of the elastic S matrix from
the internal part of the wave function. Therefore, when used
together with the adiabatic expansion method, the number of
adiabatic terms needed in the calculation is much lower. In
fact, the pattern of convergence is similar to that observed
for bound states [3]. The details of the procedure for elastic,
inelastic, and recombination processes are given in Refs. [4]
and [5] for energies below the dimer breakup threshold. The
extension to treat the elastic channel at energies above the
breakup threshold was discussed in Ref. [6].
The knowledge of the elastic, inelastic, and recombina-
tion S-matrix elements can be used to compute different
observables characterizing the reaction. Furthermore, using
the unitary condition
M∑
m
|Sim|2 +
∞∑
n
|Sin|2 = 1, (1)
where m indicates the finite set M of elastic, inelastic, and
recombination channels and n labels the infinite set of breakup
channels, it is possible to obtain the total breakup cross section
σb = π
k2
(
1 −
M∑
m
|Sim|2
)
, (2)
where, for three particles with equal mass, we have that
k2 = (4/3)Ei(2/m) and Ei is the incident energy in the
center-of-mass frame. Examples of this procedure can be
found in Refs. [6] and [7], where the inelasticities in n-d
scattering have been computed, as well as the recombina-
tion and dissociation rates in the direct and inverse atomic
processes 4He + 4He + 4He → 4He2 + 4He. Therefore, an
accurate calculation of the elastic and, if allowed, inelastic
and recombination S-matrix elements leads to an accurate
determination of the corresponding total breakup cross section
through the unitary condition.
On the other hand, when knowledge of the breakup
amplitude is required, the Sin-matrix elements have to be
computed explicitly. Using the HA method, the index n is
related to the number of adiabatic channels taken into account
in the description of the three-body scattering wave function.
In the present work each adiabatic channel is expanded in the
hyperspherical harmonic (HH) basis. Therefore a study of the
convergence properties of the breakup amplitude in terms of
the adiabatic channels and the HH basis is in order. These
two convergencies have to be achieved separately. As we will
see, the number of adiabatic channels needed to describe the
elastic channel with a high accuracy is sufficient for an accurate
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determination of the breakup amplitude. However, there are
particular kinematic conditions of the outgoing particles in
which the convergence of the breakup amplitude is terms of
the HH basis becomes very delicate. This is the case when two
of the particles move away close to each other with almost-zero
relative energy. In order to treat this specific configuration we
make use of an integral relation for the breakup amplitude as
discussed, for example, in Ref. [8].
The method discussed in the present work is general and
can be applied to different kinds of three-body reactions. In
this work we consider the N -d case, which is frequently
described using the Faddeev equations, as shown, for instance,
in Refs. [9] and [10] or in the recent review in Ref. [11], or
using the HH formalism in conjunction with the KVP [12].
Calculation using the Faddeev equations in momentum space
including the Coulomb force between the two protons can
be found in Ref. [13]. This and the HH method have been
compared in the elastic channel up to 65 MeV [14]. Attempts
to explicitly determine the breakup amplitude using the HH
formalism can be found in Refs. [15] and [16], whereas the
formalism using the KVP is discussed in Ref. [17]. Those cal-
culations have shown the intrinsic difficulties of a variational
description of the breakup amplitude. As mentioned above,
the main problem appears in the description of particular
kinematics such as, for example, the case in which two
particles, for instance, two neutrons, travel close to each other
in a relative zero-energy state. This configuration represents
a kind of clusterization inside the breakup amplitude and
requires a huge number of basis states to be described properly.
Using the experience gained in Refs. [4–6], in which
the HA method was used to describe elastic, inelastic, and
recombination processes by means of two integral relations
derived from the KVP, in the present work we extend the
HA method to describe the breakup amplitude explicitly.
Expressions for the differential cross sections in the laboratory
frame for 1 + 2 reactions at incident energies above the
dimer breakup threshold are derived. The neutron-deuteron
(n-d) reaction is studied with a semirealistic s-wave force
for illustration. This choice is motivated by the existence of
benchmark calculations [18] which allow a test of the method.
This study is a first step in the application of the method to
describe N -d scattering using realistic two- and three-body
forces and including the Coulomb interaction.
In the first part of the paper we provide the details of the
formalism used to compute the differential cross sections.
This part is divided into several subsections where we give
the expression of the cross section in the laboratory frame,
the expansion of the transition amplitude in terms of HA
functions, and, finally, an integral relation to compute the
transition amplitude which removes the convergence problem
inherent to the HA expansion. In Sec. III the computation of the
integral relation is discussed, in particular, the treatment of the
long tail of the kernel. The results obtained for the case of n-d
breakup are described in Sec. IV and the last section is devoted
to some conclusive remarks. For the sake of completeness,
the paper includes six Appendices in which some derivations
not essential for the understanding of the paper are given. In
particular, several technical aspects of the scattering theory are
discussed in terms of the HA expansion method.
II. FORMALISM
In this section we summarize the formalism employed to
compute the differential cross sections for 1 + 2 reactions at
energies above the breakup threshold. To this end, we have
divided the section into four parts, which correspond to
(i) description of the notation used;
(ii) derivation of the general expression of the cross section
in the laboratory frame in terms of the transition
amplitude;
(iii) expansion of the transition amplitude in terms of the
HA functions; and
(iv) derivation of the integral relation in terms of the
three-nucleon scattering wave function in which
the outgoing six-dimensional wave is not expanded
in the HA basis.
This relation can correct some inaccuracies in the computed
transition amplitude (see, for example, Ref. [8]). It also
manifests the variational character of the method. The details
of how to compute this matrix element and, in particular, how
to compute the long tail of the integral contained in this matrix
element are discussed in the next section. Some theoretical
derivations, not crucial for an understanding of the formalism,
but in order to have a compact presentation of the method,
have been collected in the Appendices.
A. Notation and coordinates
Let us denote by r i (i = 1,2,3) the coordinates of the three
particles involved in the 1 + 2 reaction under investigation and
by pi (i = 1,2,3) their corresponding momenta. From these
coordinates we construct the usual Jacobi coordinates, which
are given by
xi =
√
μxi
m
(rj − rk) =
√
μxi
m
rxi , (3)
yi =
√
μyi
m
(
r i − mj rj + mk rk
mj + mk
)
=
√
μyi
m
ryi , (4)
where μxi is the reduced mass of the jk two-body system,
μyi is the reduced mass of particle i and the two-body system
jk, m is an arbitrary normalization mass, and mi (i = 1,2,3)
are the masses of the three particles. Cyclic permutations of
{i,j,k} give the three possible sets of Jacobi coordinates.
The corresponding Jacobi coordinates in momentum space
take the form
kxi =
√
m
μxi
(
mk
mj + mk pj −
mj
mj + mk pk
)
=
√
m
μxi
pxi , (5)
kyi =
√
m
μyi
( (mj + mk) pi
mi + mj + mk −
mi( pj + pk)
mi + mj + mk
)
=
√
m
μyi
pyi . (6)
014607-2
BREAKUP OF THREE PARTICLES WITHIN THE . . . PHYSICAL REVIEW C 90, 014607 (2014)
From the Jacobi coordinates we construct the hyperspherical
coordinates. They are given by one radial coordinate, the
hyperradius ρ, defined as ρ =
√
x2 + y2 (the definition is
independent of the Jacobi set used), and five hyperangles,
which are given by αi = arctan xi/yi and the polar and
azimuthal angles describing the direction of xi and yi , i.e.,
xi ≡ {θxi ,ϕxi } and yi ≡ {θyi ,ϕyi }. The hyperangles depend
on the Jacobi set chosen to describe the three-body system,
and we denote them in a compact form as i ≡ {αi,xi ,yi }.
The corresponding hyperspherical coordinates in momen-
tum space are given by the three-body momentum κ =√
k2x + k2y and the five hyperangles κi ≡ {ακi ,kxi ,kyi },
where ακi = arctan kxi /kyi . The three-body momentum κ is
related to the total three-body energy E of the process by the
expression κ = √2mE/.
Note that the volume element is given in terms of the relative
coordinates rxi and ryi defined in Eqs. (3) and (4). Therefore,
dVi = d rxi d ryi =
(
m
μxi
)3/2 (
m
μyi
)3/2
dxid yi
=
(
m
μxi
)3/2 (
m
μyi
)3/2
ρ5dρdi, (7)
where di = sin2 αi cos2 αidαidxi dyi , which means that
the hypersurface element of the hypersphere with hyperradius
ρ is given by
d
i =
(
m
μxi
)3/2 (
m
μyi
)3/2
ρ5di. (8)
It is important to note that asymptotically the hyperangles in
coordinate (i) and momentum (κi ) space coincide. This is
related to the fact that the HHs transform into themselves after
a Fourier transformation. A more intuitive way of checking this
fact is that asymptotically, at a given time t , the coordinate of
particle i is just given by r i → t pi/mi . When replacing these
expressions for r i , rj , and rk in Eqs. (3) and (4), and taking into
account definitions (5) and (6), we immediately get that xi →
tkxi /m and yi → tkyi /m. Therefore, asymptotically, the polar
and azimuthal angles describing the directions of xi and yi are
the same as those describing the directions of kxi and kyi ,
and also, xi/yi = kxi /kyi , which implies that, asymptotically,
αi = ακi . Therefore, asymptotically, di = dκi .
When describing the incoming 1 + 2 channel it is conve-
nient to choose the Jacobi set such that the relative coordinate
rx in Eq. (3) is the relative coordinate between the two particles
in the dimer. In this case the Jacobi momentum ky in Eq. (6) is
given by ky =
√
m/μy py , where py is just the incident relative
projectile-dimer momentum in the center-of-mass frame. We
denote these two vectors, ky and py , as k(in)y and p(in)y , such that
they can be distinguished from the corresponding momenta in
the final state. The momentum p(in)y is related to the incident
energy Ein (in the center-of-mass frame) by the expression
p(in)y =
√
2μyEin/, and the total energy E is then given by
E = Ein + Ed , where Ed is the binding energy of the dimer
(Ed < 0). In the following, unless explicitly mentioned, we
use this Jacobi set (the dimer wave function depends only on
the x coordinate) and we omit the index i when referring to
the (x, y) or (kx,ky) coordinates defined in Eqs. (3) to (6).
B. Breakup cross section in the laboratory frame
The differential cross section dσ after a 1 + 2 breakup
reaction is given by the outgoing flux of the particles through
an element of the hypersurface, Eq. (8), normalized with the
incident flux. The expression for the outgoing flux is derived
in Appendix A, and it is given by Eq. (A7):
outgoing flux =  κ
m
∣∣Aσiσj σkσdσp ∣∣2
(
m
μx
)3/2 (
m
μy
)3/2
dκ, (9)
where Aσiσj σkσdσp is the breakup transition amplitude, in which we
have made explicit the spin projections σi , σj , σk , σd , and σp,
which correspond to the three particles found after the breakup
(with spins si , sj , and sk) and to the dimer (with spin sd ) and
the projectile (with spin sp).
The incoming flux is the one corresponding to a particle-
dimer two-body process, and it is given by
incoming flux = p
(in)
y
μy
= 
√
m
μy
k(in)y
m
, (10)
where the connection between incident momentum p(in)y and
k(in)y is given in Eq. (6). The ratio between Eqs. (9) and (10)
gives, then, the differential cross section in the three-body
center-of-mass frame, and it takes the form
d5σ
dκ
= κ
k
(in)
y
√
μy
m
(
m
μx
)3/2 (
m
μy
)3/2
× 1(2sd + 1)(2sp + 1)
∑
σiσj σk
∑
σdσp
∣∣Aσiσj σkσdσp ∣∣2 , (11)
where we have already averaged over the initial states and
summed over all the possible final states. This procedure gives
the 1/(2sd + 1)(2sp + 1) factor and the summation over all the
spin projections.
In Appendix B we have derived the phase space in terms
of the center-of-mass coordinates, Eq. (B5), and in terms
of the laboratory coordinates, Eq. (B24). For simplicity, the
derivation of Eq. (B24) has been made assuming three particles
with equal mass m [which is also taken to be the normalization
mass in Eqs. (3) to (6)]. Thus the expression below is valid only
for this particular case, although the generalization to three
particles with different masses is straightforward. Making
equal Eqs. (B5) and (B24) we then obtain
dκ
dSd pˆid pˆj
= m
2
(
m
μx
)3/2 (
m
μy
)3/2
KS
κ4
, (12)
where i and j refer to two of the outgoing particles, d pˆi =
sin θpi dθpi dϕpi , {θpi ,ϕpi } are the polar and azimuthal angles
giving the direction of momentum pi (and similarly for particle
j ), the arclength S is defined by Eq. (B21), and, finally, KS is
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given by Eq. (B25). Since
d5σ
dSd pˆid pˆj
= dκ
dSd pˆid pˆj
d5σ
dκ
, (13)
we get the following final expression for the cross section in
the laboratory frame:
d5σ
dSd pˆid pˆj
=
(
m
μx
)3/2 (
m
μy
)3/2
m
2
KS
κ4
d5σ
dκ
, (14)
where d5σ/dκ is given in Eq. (11).
In this work we focus on n-d breakup reactions. For this
case we have three spin-1/2 particles with mass m equal to
the nucleon mass, such that the spins of the dimer and the
projectile are, respectively, sd = 1 and sp = 1/2. Also, k(in)y
is given by
√
3/2p(in)y , where p(in)y is the relative momentum
between projectile and dimer. Then using Eqs. (11) and (14)
we obtain for the n-d case,
d5σ
dSd pˆid pˆj
= 3m
2
KS
κ3p
(in)
y
∑
σiσj σj
∑
σdσp
∣∣Aσiσj σkσdσp ∣∣2 . (15)
In our calculations particles i and j in the equation above
will be taken to be the two outgoing neutrons. The input will
be the neutron incident energy in the laboratory frame [E(lab)in ],
the polar angles θpi and θpj for the two outgoing neutrons,
and ϕ = ϕpi − ϕpj . These angles, as shown in Eqs. (B11)–
(B13), determine the values of μi , μj , and μ entering into KS
[Eq. (B25)].
The input incident energy E(lab)in immediately provides the
momentum of the projectile in the laboratory frame,
p(lab)y =
√
2mE(lab)in
/
, (16)
which also enters into KS . The laboratory energy E(lab)in can
be easily related to the incident energy in the center-of-mass
frame (Ein), which, for the case of the n-d reaction, becomes
Ein = 2E(lab)in /3. From it we can get the center-of-mass relative
momentum p(in)y entering into Eq. (15), which is given by
p(in)y =
√
2μyEin/, where μy = 2m/3 is the projectile-dimer
reduced mass.
The cross section given in Eq. (15) is a function of the
arclength S. For each value of S, given the input E(lab)in , θpi ,
θpj , and ϕ, the values of pi and pj are uniquely determined,
as shown in Appendix C. These two momenta, together with
the already known values of p(lab)y , μi , μj , and μ, permit us
now to compute KS according to Eq. (B25) and then obtain
the differential cross section. The only piece remaining is
the determination of the breakup transition amplitude Aσiσj σkσdσp ,
which is discussed in the following sections.
C. The breakup transition amplitude
in the HA expansion method
When using hyperspherical coordinates the three-body
Hamiltonian operator ˆH takes the form [1]
ˆH = − 
2
2m
ˆTρ + ˆH, (17)
where ˆTρ = ∂2/∂ρ2 + (5/ρ)∂/∂ρ is the hyperradial kinetic
energy operator and ˆH is defined as
ˆH = 
2
2m
ˆL2()
ρ2
+
∑
i<j
V (i,j ), (18)
where ˆL2() is the grand-angular operator, and m is an
arbitrary normalization mass. The operator ˆH contains all the
dependence on the hyperangles and the potential energy, which
has been taken to include two-body forces only. Eventually
three-body forces can be considered as well. This Hamiltonian
can be solved for fixed values of ρ, such that the angular
eigenfunctions n(ρ,) satisfy
ˆHJMn (ρ,) =

2
2m
1
ρ2
λn(ρ)JMn (ρ,). (19)
The set of angular eigenfunctions {JMn (ρ,)} forms the
HA basis with definite values of the total angular momentum
and projection JM . They form a complete basis that can be
used to expand the three-body wave function. The advantage of
this basis is that the large distance behavior of each term can be
related to the different open channels. In particular, the possible
elastic, inelastic, and recombination 1 + 2 channels are asso-
ciated with specific adiabatic terms [6], whose corresponding
eigenvalues λn(ρ) go asymptotically as 2mEdρ2/2, where Ed
is now the binding energy of the dimer in that specific 1 + 2
channel. The remaining infinitely many adiabatic basis terms
describe three free particles in the continuum, and each of their
corresponding eigenvalues λn(ρ) behaves at large distances as
K(K + 4), where K is the grand-angular quantum number.
Therefore, each breakup channel is associated with a single
value of K . In other words, if a breakup angular eigenfunction
JMn (ρ,) is expanded in terms of the HH basis, at very
large distances, only the HH basis elements with that specific
value of K survive. Asymptotically the HA basis describing
the breakup channels coincides with the HH basis since, in
this case, the HA basis elements are eigenfunctions of the ˆH
operator given in Eq. (18) without the interaction term.
In the following we shall focus on a 1 + 2 process where
inelastic or recombination channels are not possible. This
means that there is only one possible dimer in the 1 + 2 system,
which can be either the target or the projectile, not having any
bound excited state. The inclusion of additional 1 + 2 channels
does not present any intrinsic difficulties [4], and they are not
relevant for the description of the breakup channel discussed in
this work. In fact, then-d reaction that we consider corresponds
precisely to this kind of reaction (the deuteron does not have
excited states and is the only two-nucleon bound system).
In Appendix D we show that the adiabatic expansion of the
outgoing three-body wave function describing the breakup of
the dimer can be written as [Eq. (D13)]

σiσj σk
σdσp = (2π )3/2
∑
JM
∑
n>1
1
(κρ)5/2 f
J
n1(ρ)
× 〈σiσjσj ∣∣JMn (ρ,ρ)〉〈σdσp∣∣JM1 (κ,κ )〉∗, (20)
where JM1 (κ,κ ) is the adiabatic angular function (in
momentum space) associated with the incident 1 + 2 channel
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(channel 1), and J and M are the total angular momentum
and projection of the three-body (projectile + target) system.
The summation over n refers to all the breakup adiabatic
channels, whose corresponding angular functions are given by
JMn (ρ,ρ) (as mentioned above, we have assumed that the
incident channel 1 is the only 1 + 2 channel in the three-body
system). The wave function is projected over the initial spin
states |σdσp〉 of target and projectile and the final spin states
|σiσjσk〉 of the three particles after the breakup.
The hyperradial functions f Jn1(ρ) in Eq. (20) depend on the
total angular momentum J and are obtained by solving the set
of coupled differential equations[
− d
2
dρ2
+ λn(ρ) +
15
4
ρ2
− 2mE
2
]
f Jn1(ρ)
−
∑
n
(
2Pnn′ (ρ) d
dρ
+ Qnn′ (ρ)
)
f Jn′1(ρ) = 0, (21)
where the eigenvalues λn(ρ) in Eq. (19) enter as effective
potentials and where the functions of the hyperradius Pnn′ and
Qnn′ couple the different adiabatic terms. Details are given
in [4] and [6].
For the breakup channels (n > 1) the radial wave functions
f Jn1(ρ) behave asymptotically as [19]
f Jn1(ρ) →
√
κρ
2
SJ1nH (1)K+2(κρ) →
1
2
i−KSJ1n
√
2
π
ei
3π
4 eiκρ,
(22)
whereK is the grand-angular quantum number associated with
the breakup adiabatic channel n, H (1)K+2 is a Hankel function
of first kind, and SJ1n is the corresponding matrix element of
the S-matrix. Using the expression above, we can write the
asymptotic behavior of the outgoing wave function in Eq. (20)
as
σ1σ2σ3σdσn →
eiκρ
ρ5/2
Aσ1σ2σ3σdσn , (23)
where the breakup transition amplitude is given by
A
σiσj σk
σdσp =
2π
κ5/2
ei
3π
4
∑
JM
∑
n>1
i−KSJ1n
〈
σiσjσk
∣∣JMn (ρ)〉
× 〈σdσp∣∣JM1 (κ,κ )〉∗, (24)
and JMn (ρ) = limρ→∞ JMn (ρ,ρ).
The asymptotic behavior of the angular eigenfunction
JM1 (κ,κ ) is derived in Appendix E and, for the particular
case of relative s waves between the particles, takes the form
[Eq. (E10)]〈
σdσp
∣∣JM1 (κ,κ )〉∗
→ 1√
4π
(
μx
m
)3/4
κ2√
k
(in)
y
〈sdσdspσp|JM〉, (25)
where k(in)y is related to the incident relative projectile-dimer
momentum p(in)y through Eq. (6) and μx is the reduced mass of
the two particles in the dimer. The expression above permits
us to write the transition amplitude given in Eq. (24) as
Aσ1σ2σ3σdσn =
√
π√
κk
(in)
y
(
μx
m
)3/4
ei
3π
4
∑
JM
〈sdσdspσp|JM〉
×
∑
n>1
i−KSJ1n
〈
σ1σ2σ3
∣∣JMn (ρ)〉, (26)
which is valid for relative s waves only.
The angular eigenfunctions JMn (ρ,ρ) can be decom-
posed in the three Faddeev amplitudes as (see Refs. [1] and [2]
for details)
JMn (ρ,) = (i)JMn (ρ,i) + (j )JMn (ρ,j )
+(k)JMn (ρ,k), (27)
where each of the three components of the angular eigenfunc-
tion is written in terms of each of the three possible sets of
Jacobi coordinates. Moreover, in the present work the angular
eigenfunctions JMn (ρ,i) are expanded in terms of the HH
basis. In general, the corresponding expansion coefficients
contain the dependence of the angular eigenfunction on ρ.
Asymptotically each breakup adiabatic channel is associated
with some specific value of K , and the eigenfunction becomes
a ρ-independent expansion. More precisely, it results in a
linear combination of HH functions having a well-defined
grand-angular quantum number. In particular, if we consider
only relative s waves between the particles, the following
expression can be obtained:〈
σiσjσk
∣∣(i)JMn (i)〉
= 1
4π
∑
sxi
C
(n)
Ksxi
NKP
( 12 12 )
ν (cos 2αi)
〈
σiσjσk
∣∣χJMsxi syi 〉, (28)
where the Cs are the coefficients in the expansion, NK is a
normalization coefficient, and P (
1
2
1
2 )
ν is a Jacobi polynomial.
Moreover, K is associated with the asymptotic behavior of
the adiabatic channel ν = K/2, sx is the coupling between
the spins of the two particles used to construct the x Jacobi
coordinate, sy is the spin of the third particle, and χJMsxsy is the
total three-body spin function arising from the coupling of sx
and sy to the total angular momentum J with projection M .
Taking this into account, the transition amplitude in Eq. (26)
can be written in a more compact form as
A
σiσj σk
σdσp =
∑
JM
〈sdσdspσp|JM〉
×
3∑
q=1
∑
sxq
Asxq (q)
〈
σiσjσk
∣∣χJMsxq syq 〉, (29)
where the index q numbers the three possible sets of Jacobi
coordinates and
Asxq (q) =
1
4
√
π
1√
κk
(in)
y
(
μx
m
)3/4
ei
3π
4
×
∑
n>1
i−KC(n)Ksxq S
J
1nNKP
( 12 12 )
ν (cos 2αq), (30)
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where we have made use of Eq. (28). From Eq. (29) we can
then finally write∑
σpσd
∑
σiσj σk
∣∣Aσiσj σkσdσp ∣∣2
=
∑
J
(2J + 1)
⎧⎨
⎩
3∑
p,q=1
∑
sxp sxq
A∗sxp (p)Asxq (q)
〈
χJsxp syp
∣∣χJsxq syq 〉
⎫⎬
⎭ ,
(31)
where p and q run over the three possible sets of Jacobi
coordinates, and |χJsxp syp 〉 is the three-body spin function in
the Jacobi set p, where the spin sxp , associated with the Jacobi
coordinate xp, couples to the spin syp of the third particle to
give the total three-body angular momentum J (all the orbital
angular momenta are assumed to be 0). Finally, Eq. (31),
together with Eq. (30), permits us to obtain the cross section in
the center-of-mass frame in Eq. (11) and, therefore, the cross
section in the laboratory frame as given by Eq. (14).
It should be noted that the transition amplitude in Eq. (26)
is obtained from the asymptotic behavior of the wave function
in Eq. (20). This means that the hyperangles ρ entering into
Eq. (26) or (30) are the asymptotic hyperangles, which are
known to be the same in coordinate and momentum space.
D. Integral relation for the breakup transition amplitude
The working equation in the calculation of the breakup
amplitude using the HA basis is Eq. (30). The feasibility
of the method could be limited by the number of adiabatic
terms needed in the expansion, given by the index n, which, in
principle, runs up to ∞. Since asymptotically the HA and the
HH bases tend to be the same, the coefficients C(n)Ksxq have the
property of being close to a non-zero constant whenK takes the
value associated with the asymptotic behavior of the adiabatic
potential n and close to 0 otherwise. Therefore the number of
terms in the expansion is intrinsically related to the ability of
the HH basis to describe the asymptotic configurations.
If the hyperangle αq = arctan(kxq /kyq ) approaches 0, the
relative momentum of the two particles connected by the xq
Jacobi coordinate approaches 0 as well, and the two particles
appear in an almost-zero-energy relative state. As mentioned
before, this produces a kind of clusterization in the breakup
amplitude very difficult to describe with the HH basis. In fact,
for this particular geometry, the breakup adiabatic angular
eigenfunctions entering into the transition amplitude [see
Eq. (26)] should be similar to the one corresponding to a 1 + 2
channel, given by Eq. (E1), but replacing the bound dimer
wave function with the zero-energy two-body wave function.
To illustrate this point we take the n-d case with total spin
J = 3/2 as an example. In this case, according to Eq. (E1),
for geometries having α ≈ 0 (x  y) and assuming relative s
waves between the particles, we should get
J=3/2n (ρ,ρ)
ρ→∞→ u
sx=1
rnp
(32)
for all the angular eigenfunctions associated with breakup
channels (n > 1), where usx=1/rnp is the zero-energy neutron-
FIG. 1. (Color online) Wave function u˜sx=1(rnp) obtained from
the lowest breakup angular eigenfunction J=1/22 (ρ,ρ) for the n-d
case with total angular momentum J = 3/2 (see text) and for three
fixed values of the Jacobi coordinate y: 57 fm (dot-dashed line),
85 fm (dashed line), and 114 fm (solid line). The thin solid line is
the zero-energy neutron-proton wave function usx=1 introduced in
Eq. (32).
proton wave function, and rnp is the relative distance between
the neutron and the proton. In Fig. 1 we plot the function
u˜sx=1(rnp) = rnpJ=3/22 (ρ,ρ) as a function rnp for three fixed
values of the Jacobi coordinate y: 57 fm (dot-dashed curve),
85 fm (dashed curve), and 114 fm (solid curve). Obviously, the
larger the value of y, the smaller the value of the hyperangle
α associated with a given rnp, and therefore the more closely
the function u˜sx=1 should approach the zero-energy two-body
function usx=1 given in Eq. (32), which is shown in Fig. 1 by
the thin solid line. The expected behavior is what we observe
in the figure, where, as we can see, for y = 114 fm the function
u˜sx=1 (thick solid curve) matches the two-body wave function
usx=1 (thin solid curve) pretty well up to almost 20 fm (the thin
solid curve has been scaled to fit the same minimum as u˜sx=1).
The zero-energy two-body wave function is linear in
the relative radial coordinate (see Fig. 1) and, therefore,
proportional to sinαq . The reconstruction of this behavior by
use of an expansion in terms of cos 2αq , as in the expansion
given in Eq. (30), requires, in principle, infinitely many terms.
Accordingly, as αq → 0 the number of adiabatic terms needed
to get a convergent value for Asxp (p) increases without limit.
Hence, Eq. (30) is not operative in this particular situation.
To overcome this problem we develop in this section an
alternative expression for the transition amplitude where the
adiabatic expansion in Eq. (26), in terms of the coefficients
C
(n)
Ksxq
, does not enter explicitly. This procedure is more
expensive from a numerical point of view but more accurate
in the kinematic regions where ακ ≈ 0. The starting point here
is the well-known expansion of the three-body plane wave in
terms of the HHs:
ei(kx ·x+ky · y)|σiσjσk〉 = (2π )
3
(κρ)2
∑
JM
∑
[K]
iKJK+2(κρ)YJM[K] (ρ)
×〈σiσjσk|YJM∗[K] (κ ), (33)
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where YJM[K] is an HH function coupled to a three-body spin
function [1]. All the quantum numbers are collected into the
set [K] ≡ {K,x,y,L,sx,S}. On the other hand, the angular
eigenfunctions in the adiabatic expansion corresponding to
breakup channels (n > 1) are, asymptotically, a linear com-
bination of HHs. The two bases can be formally related as
YJM[K] () =
∑
n>1
〈
JMn ()
∣∣YJM[K] ()〉JMn (), (34)
with the sum over n restricted to those channels associated with
the grand-angular quantum number K . Replacing in Eq. (33)
we obtain
ei(kx ·x+ky · y)|σiσjσk〉 = (2π )
3
(κρ)2
∑
JM
∑
n>1
iKJK+2(κρ)JMn (ρ)
× 〈σiσjσk∣∣JMn (κ )〉∗, (35)
where we have used that
∑
[K]〈JMn |YJM[K] 〉〈YJM[K] |JMn′ 〉 =
δnn′ .
As shown in Ref. [6], the regular outgoing wave functions
for the breakup channels are given by
Fn =
√
π
2
1
ρ2
JK+2(κρ)JMn (ρ). (36)
Therefore Eq. (35) can be written in terms of Fn, and in
particular, it can be used to write the matrix element〈
JM1 | ˆH− E|ei(kx ·x+ky · y)|σiσjσk〉
〉
= (2π )
3
κ2
√
2
π
∑
n>1
iK
〈
JM1
∣∣ ˆH− E|Fn〉〈σiσjσk∣∣JMn (κ )〉∗,
(37)
where ˆH is the three-body Hamiltonian, E is the total
three-body energy, and JM1 is the three-body wave function
corresponding to the incoming 1 + 2 channel labeled 1.
In Ref. [6] it was also shown that theKmatrix for a breakup
process can be obtained through two integral relations that
provide the two matrices, A and B, such that the K matrix of
the reaction takes the form K = −A−1B. In particular, the ij
term of each of these two matrices is given by
Aij = −2m
2
〈
JMi | ˆH− E|Gj 〉, (38)
Bij = 2m
2
〈
JMi
∣∣ ˆH− E|Fj 〉, (39)
where Gj is defined as Fj , Eq. (36), but replacing the regular
Bessel function JK+2 with the irregular Bessel function YK+2.
Use of Eq. (39) permits us to write Eq. (37) as〈
JM1 | ˆH− E|ei(kx ·x+ky · y)|σiσjσk〉
〉
= (2π )
3
κ2
√
2
π

2
2m
∑
n>1
iKB1n
〈
σiσjσk
∣∣JMn (κ )〉∗, (40)
where it is important to keep in mind that 1 refers to the
incoming channel (1 + 2 channel) and n refers to the breakup
channels (therefore n > 1).
Note that the matrix element in Eq. (40) is just the first
component of a column vector whose ith term is given
by 〈JMi | ˆH− E|planewave〉 (i = 1, . . . ,N , where N is the
number of adiabatic channels included in the calculation),
where for i > 2 the wave functions JMi describe scattering
processes with three ingoing particles. If we multiply from
the left such a column vector by any N × N matrix M ,
the result would be a new column vector whose first term
would be given by Eq. (40) but replacing B1n with (M · B)1n.
Therefore, if we take M = A−1, the first component of the
new vector will be given by Eq. (40) but replacing B1n with
(A−1B)1n, which is nothing but −K1n. For the same reason,
since K = −i(S + I)−1(S − I), if we multiply from the left
the new column vector by (S + I), the new matrix element in
Eq. (40) would be given not in terms of K1n, but in terms of
(S − I)1n, which reduces to S1n in our case, where 1 refers
to the 1 + 2 incident channel and n corresponds to outgoing
breakup channels (n > 1).
Summarizing, the first step is to compute the A and B
matrices as described in Ref. [6], from which the S matrix of
the reaction can be obtained. Successively a proper normalized
scattering state is constructed according to
JM → (S + I)A−1JM, (41)
and once this is done the matrix element given in Eq. (40)
transforms into〈
JM1 | ˆH− E|ei(kx ·x+ky · y)|σiσjσk〉
〉
= i (2π )
3
κ2
√
2
π

2
2m
∑
n>1
i−KS1n
〈
σiσjσk
∣∣JMn (κ )〉∗, (42)
where the replacement of iK with i−K is irrelevant, since
the difference is a factor i2K = (−1)K , which is either 1 for
positive-parity states (K even for all n) or −1 for negative-
parity states (K odd for all n). In any case, this does not play
any role, since the calculation of the cross section will contain
the square of the matrix element above.
In Eq. (42) the angular function 〈σiσjσk|n(κ )〉 is just the
Fourier transform of Eq. (28), whose analytical form is exactly
the same as in Eq. (28) but with the angles understood in mo-
mentum space (asymptotically the hyperangles in coordinate
and momentum space are the same).
Comparing Eqs. (26) and (42), we can identify the breakup
transition amplitude as
A
σiσj σk
σdσn =
π√
2
κ2√
κky
1
(2π )3
(
μx
m
)3/4
ei
π
4
2m
2
×
∑
JM
〈sdσdspσp|JM〉
〈
JM1 | ˆH
−E|ei(kx ·x+ky · y)|σiσjσk〉
〉
. (43)
Since the plane wave is the solution of the free Hamiltonian, the
matrix element in Eq. (42) is actually the sum of three matrix
elements, each of them involving one of the three two-body
potentials. In turn, each of these three matrix elements is more
easily treated in the Jacobi set such that the potential depends
014607-7
E. GARRIDO, A. KIEVSKY, AND M. VIVIANI PHYSICAL REVIEW C 90, 014607 (2014)
on the x coordinate only. In other words, we can write〈
JM1 | ˆH− E|ei(kx ·x+ky · y)|σiσjσk〉
〉
=
3∑
q=1
〈
JM1 |Vq(xq)|ei(kxq ·xq+kyq · yq )|σiσjσk〉
〉
, (44)
where Vq(xq) is the two-body potential between the two
particles connected by the Jacobi coordinate xq .
If we now consider that〈
JM1 |Vq(xq)|ei(kxq ·xq+kyq · yq )|σiσjσk〉
〉
=
∑
sxq
〈
JM1 |Vq(xq)|ei(kxq ·xq+kyq · yq )|χJMsxq syq 〉
〉
× 〈χJMsxq syq ∣∣σiσjσk〉, (45)
where sxq is the spin of the two-body system connected by
the xq Jacobi coordinate, we can then, by use of Eqs. (44)
and (45), write the transition amplitude in Eq. (44) exactly as
given in Eq. (29), where now
Asxq (q) =
π√
2
κ2√
κkyq
1
(2π )3
(
μx
m
)3/4
ei
π
4
× 2m
2
〈
JM1 |Vq(xq)|ei(kxq ·xq+kyq · yq )|χJsxq syq 〉
〉
. (46)
Thus, Eq. (46) permits us to obtain Eq. (31), and therefore the
cross sections in Eqs. (11) and (14). Contrary to what happens
in Eq. (30), Eq. (46) does not contain any expansion of the
outgoing wave, and in principle, the infinitely many breakup
adiabatic terms are included. A discussion of the calculation
of the matrix element contained in Eq. (46) is given in the next
section.
III. CALCULATION OF THE BREAKUP INTEGRAL
RELATION USING THE HA FORMALISM
Let us denote the matrix element to be computed as
Msxi
(
kxi ,kyi
) = 〈JM1 |Vi(xi)|ei(kxi ·xi+kyi · yi )∣∣χJMsxi syi 〉〉. (47)
The three-body wave function JM1 is expanded in terms of the
adiabatic angular eigenfunctions, which in turn are expanded
in terms of the HHs (see also Refs. [4] and [6]):
JM1 (xi , yi) =
1
ρ5/2
∑
n
fn1(ρ)
∑
[K]
C
(n)
[K](ρ)YJM[K] (i), (48)
where the coefficients C(n)[K] reduce to C
(n)
K,sxi
in the case of
s waves and where we have selected the i arrangement of
the Jacobi coordinates to construct the three-body HH-spin
functions YJM[K] . It should be noted that it is convenient to
expand the three-body wave function JM1 in the set i of Jacobi
coordinates in which the coordinate xi is the same appearing
in the interaction potential, as given in Eq. (47). Therefore for
each of the three integrals given in Eq. (44), the corresponding
set of Jacobi coordinates is used. Inserting the above expansion
into Eq. (47), we get that the matrix element takes the form
(the index i is omitted henceforth and we consider s waves
only)
Msx (kx,ky) =
1
4π
∫
d3xd3y
1
ρ5/2
∑
n
fn1(ρ)
×
∑
K
C
(n)
K,sx
(ρ)NKP (
1
2 ,
1
2 )
ν
× (cos 2α)〈χJMsxsy ∣∣V (x)∣∣χJMsxsy 〉ei(kxi ·xi+kyi · yi ),
(49)
where the two-body potential is assumed not to mix different
sx values.
Keeping in mind that the input in our calculation will be
the directions of the momenta of two of the outgoing particles
and that, as already shown, for each value of the arclength S it
is possible to construct the full momenta of the three particles
after the breakup, these three momenta permit us to construct
kx and ky , and the matrix element in Eq. (49) can then be
computed as a function of the arclength S. Note also that in
Eq. (49), since only s waves are assumed to contribute, the full
dependence of the integrand on x and y is contained in the
exponential. The integration over x and y can then be made
analytically, leading to the expression∫
dxdy(cos(kx · x + ky · y) + i sin(kx · x + ky · y))
= (2π )2 4 sin(kxx) sin(kyy)
kxxkyy
, (50)
which is real (the integral involving the sinus is just 0).
The remaining integral over x and y has to be performed
numerically:
Msx (kx,ky) = 4π
∫
dxdy
xy
ρ5/2
∑
n
fn1(ρ)
×
∑
K
C
(n)
K,sx
(ρ)NKP (
1
2 ,
1
2 )
ν (cos 2α)
× 〈χJMsxsy ∣∣V (x)∣∣χJMsxsy 〉 sin(kxx) sin(kyy)kxky . (51)
As we can see, the dependence on the directions of kx
and ky has disappeared. The dependence on the momenta
is only through kx = κ sinακ and ky = κ cosακ , where
κ =
√
2mE/2 and where E is the three-body energy
above threshold. It is important not to get confused with
α(= arctan x/y), which is a variable in coordinate space to be
integrated away, and ακ (= arctan kx/ky), which is a variable
in momentum space and which takes a well-defined value for
each value of the arclength S.
The integral over x is limited by the short-range character
of the potential V (x). Therefore the numerical computation
of the integral does not present any particular difficulties. In
Fig. 2(a) we show two examples of the typical behavior of the
integrand as a function of x for two arbitrary fixed values of
y. The curves correspond to the n-d breakup reaction, whose
details are given later. They have been obtained for two fixed
values of the y coordinate. As we can see, the function becomes
basically 0 for rather small values of x.
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FIG. 2. (Color online) Typical integrand of Eq. (51) obtained for
the n-d reaction and for the followingcases: (a) as a function of
x for two fixed values of y; (b) as a function of y (x coordinate
integrated away), withn being a 1 + 2 channel for the neutron-neutron
potential (solid curves) and for the neutron-proton potential with
sx = 0 (dashed curves); (c) as a function of y (x coordinate integrated
away), with n being a 1 + 2 channel for the neutron-proton potential
and sx = 1; and (d) as a function of y (x coordinate integrated away),
with n being a breakup channel. In (c) and (d) dashed curves are the
asymptotic matching given by Eqs. (54) and (59), respectively.
The integral over y is, however, more complicated. In
general, the integrand does not fall off exponentially at large
distances, and its calculation is therefore more delicate. We can
distinguish two different cases depending on the asymptotic
behavior of the fn1(ρ) radial wave function, i.e., when n is
associated with the 1 + 2 channel or with a breakup channel.
In the following we discuss the two cases.
A. Index n corresponding to a 1+ 2 channel
When n labels a 1 + 2 channel (n = 1 in our case), the
corresponding Faddeev amplitudes of the angular function
JMn (ρ,ρ) behave at large distances as given by Eq. (E1),
which reduces to
JMn (ρ,i) → ρ3/2
1
4π
d
∣∣χJMsdsy 〉, (52)
when only s waves are involved. In this expression d is the
bound two-body wave function of the dimer associated with
the 1 + 2 channel n and sd is the spin of the dimer.
Having this in mind, we can observe that the sum on the
HH index K in Eq. (51) can be reconstructed for n = 1 (1 + 2
channel) as
1
4π
∑
K
C
(n)
K,sx
(ρ)NKP (
1
2 ,
1
2 )
ν (cos 2α)
〈
χJMsxsy
∣∣V (x)∣∣χJMsxsy 〉
= 〈JM1 (ρ,ρ)∣∣V (x)∣∣χJMsxsy 〉
=
∑
i
〈
JM1 (ρ,i)
∣∣V (x)∣∣χJMsxsy 〉. (53)
The latter expression shows that, at large distances, the inte-
grand in Eq. (51) contains explicitly the dimer wave function
in the different Jacobi permutations. Two possibilities appear:
the potential and the dimer depend on Jacobi coordinates
belonging to two different permutations, for example, xi and
xj . In this case the integral in Eq. (51) has an exponential
fall-off in both coordinates, x and y. In fact, when the two-body
potential refers to the two particles that do not form the dimer
[for instance, the Vnn(x) potential in the n-d case], large values
of y would correspond to large distances between the third
particle and the one with which that third particle forms the
dimer (large neutron-proton distance in the n-d case). Thus,
for sufficiently large values of y the integrand should be 0
due to the presence of the bound dimer wave function, which
is now basically associated with the y coordinates at large
distances. Taking again the n-d case as an illustration, the solid
curves in Fig. 2(b) correspond to the integrand of Eq. (51)
as a function of y for two different values of the arclength
S (after integrating away the x coordinate) for the case of
the neutron-neutron potential. As shown in the figure, the
integrand in the y coordinate dies pretty quickly, and it is
negligible already at distances of even less than 40 fm.
A similar case arises when the interaction is the one
giving rise to the dimer (the neutron-proton potential in the
n-d case) and sx is different from the spin of the bound
dimer (sx = 0 in the n-d case). The reason now is that the
coefficients CK,sx =sd (ρ) in Eq. (51) go to 0 for large values
of the hyperradius [as shown in Eq. (52), asymptotically only
the terms with sx = sd survive]. This case is illustrated in
Fig. 2(b) by the dashed lines, which correspond to the n-d
case and which show that also in this case the integrand goes
to 0 rather quickly. Therefore, in the particular cases shown
in Fig. 2(b) the numerical computation of the integral in both
variables, x and y, does not present particular problems.
A different situation appears when the potential in Eq. (51)
and the dimer depend on the same variable x and when sx = sd
(neutron-proton potential and sx = 1 in the n-d case). In this
case the the y-coordinate integrand in Eq. (51) does not vanish
exponentially and a particular analysis of the integrand tail has
to be performed.
It is well known [6] that the large-distance behavior of
fn1(ρ), for n being a 1 + 2 channel, is given by
fn1(ρ) → C sin
(
k(n)y y
)+ D cos (k(n)y y), (54)
where C and D are complex numbers (the fn1 functions
are complex), and (k(n)y )2 = 2m(E − En)/2, where En is the
binding energy of the dimer present in the 1 + 2 channel
associated with the adiabatic term n. Therefore, using Eqs. (54)
and (52) it is clear that the integrand in Eq. (51) is asymptoti-
cally separable into x and y coordinates, and the integrand of
the y part goes like
Integrand(y)→C sin (k(n)y y) sin(kyy)+D cos (k(n)y y) sin(kyy),
(55)
where C and D are complex constants and where we have used
that, since x is restricted to small values, then y/ρ → 1.
This behavior is shown in Fig. 2(c) again for the n-d case.
The solid curve is the integrand in the y coordinate obtained
numerically for some value of the arclength S, and the dashed
curve is the matching to the expression in Eq. (55). As shown
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in the figure the matching is pretty good already for distances
of about 30–40 fm.
Therefore an easy way of computing the integral over y in
Eq. (51) (for the two-body potential giving rise to the dimer and
sx = sd ) is to do it numerically after subtracting the asymptotic
behavior given in Eq. (55), i.e., integrating numerically the
difference between the solid and the dashed curves in Fig. 2(c),
which dies asymptotically sufficiently rapidly, and afterward
add the analytical integral of Eq. (55) from y = 0 to y = ∞.
This analytical integral can be easily made by using that
∫ ∞
0
sin
(
k(n)y y
)
sin(kyy)dy = lim
a→0
[∫ ∞
0
e−ay sin
(
k(n)y y
)
sin(kyy)dy
]
= 0 (a > 0), (56)
∫ ∞
0
cos
(
k(n)y y
)
sin(kyy)dy = lim
a→0
[∫ ∞
0
e−ay cos
(
k(n)y y
)
sin(kyy)dy
]
= ky
(ky)2 −
(
k
(n)
y
)2 (a > 0), (57)
where we have to remember that ky = κ cosακ and k(n)y =√
2m(E − En)/2, which are always different (En < 0).
B. Index n corresponding to a breakup channel
Due to the short-range character of the potential, the x
values are, in any case, restricted to relatively small values,
no matter the character of the channel n in Eq. (51). For this
reason, even if n corresponds to a breakup channel, the large-
distance behavior of the integrand is given by contributions
fulfilling that y  x (or, in other words, ρ ≈ y).
Also, for a breakup channel n, the coefficients C(n)K,sx (ρ) go
to constant values [the angular eigenfunctions Jn become just
a linear combination of HHs; see Eq. (28)], and the Jacobi
polynomials P (
1
2 ,
1
2 )
ν (cos 2α) contained in the HHs also go to
the constant value P (
1
2 ,
1
2 )
ν (1). Finally, the general behavior at
large distances of the radial functions fn1(ρ) is given by a
linear combination of the Hankel functions of first and second
order [6], which means that their asymptotic behavior is given
by
fn1(ρ) →
M∑
m=0
Cm sin(κy) + Dm cos(κy)
ym
, (58)
where we have already replaced ρ with y.
Therefore, when n is associated with a breakup channel,
the y part of the integrand in Eq. (51) goes asymptotically as
Integrand(y)
→
M∑
m=0
(
Cm sin(κy) sin(kyy)
ym+3/2
+ Dm cos(κy) sin(kyy)
ym+3/2
)
,
(59)
where, again, the constants Cm and Dm are complex and ky =
κ cosακ . Obviously, the higher the value of M , the lower the
value of y at which the matching with the numerical integrand
is obtained.
Thus, for outgoing breakup channels, the y part of the
integral in Eq. (51) goes to 0 asymptotically as 1/y3/2. It could
then seem that such an integral could be obtained numerically
without much trouble. However, the fall-off is not fast enough,
and at relatively large distances the integrand is not really
negligible. Again, taking the n-d case as an example, this is
shown in Fig. 2(d), where the solid (blue) curve is the integrand
in Eq. (51) as a function of y for some value of the arclength
S and with n being one of the breakup channels (n > 1). At a
distance of about 200 fm the integrand is not at all negligible;
in fact the amplitude of the oscillations shown in the figure
are still about 10% of the maximum computed amplitude. The
dashed (red) curve shows the matching given by Eq. (59) and
M = 0. It is clear that this matching is less accurate than the
one shown in Fig. 2(c), and the agreement now with the true
integrand is observed much farther, at 150 fm at least.
Therefore, due to the too slow fall-off of the integrand, it is
convenient to integrate numerically up to some ymax value at
which the matching with the asymptotic behavior in Eq. (59)
has already been achieved and to perform analytically the
integrand from ymax up to ∞. These analytical integrations
involve the so-called Fresnel integrals, and they can be
performed as indicated in Appendix F.
IV. THE n-d CASE
In this section we compute the cross sections for n-d
breakup. This choice is made to enable comparison with
the benchmark calculations given in [18]. Following this
reference, we have chosen the Malfliet-Tjon-I-III model s-
wave nucleon-nucleon potential [20], which, for the triplet
and singlet cases, takes the form
Vt (r) = 1
r
(−626.885e−1.55r + 1438.72e−3.11r ) (60)
and
Vs(r) = 1
r
(−513.968e−1.55r + 1438.72e−3.11r ), (61)
respectively, and where the r is in fm, the potential in MeV, and

2/m = 41.47 MeV fm2. In our calculations m is taken as the
normalization mass in the definitions of the Jacobi coordinates
given in Eqs. (3) to (6).
In Sec. IV A we summarize the results obtained in Ref. [6]
for the S matrix after application of the integral relations. We
continue in Sec. IV B with the cross sections obtained from the
adiabatic expansion of the transition amplitude in Eq. (30), and
the inaccuracies corresponding to some particular geometries
are analyzed. In Sec. IV C we show how the use of the transition
amplitude given by Eq. (46) corrects the cross sections in the
regions where inaccuracies were observed.
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TABLE I. Inelasticity parameter |S11| for neutron-deuteron scat-
tering for two laboratory neutron beam energies (14.1 and 42.0 MeV)
for the doublet and quartet cases. The value of Kmax is the K value
associated with the last adiabatic potential included in the calculation.
The last row gives the value quoted in Ref. [18].
Kmax Doublet Quartet
14.1 MeV 42.0 MeV 14.1 MeV 42.0 MeV
4 0.4662 0.4929 0.9794 0.8975
8 0.4637 0.4993 0.9784 0.9026
12 0.4640 0.5014 0.9783 0.9030
16 0.4643 0.5019 0.9782 0.9031
20 0.4644 0.5021 0.9782 0.9033
24 0.4645 0.5022 0.9782 0.9033
28 0.4645 0.5022 0.9782 0.9033
Ref. [18] 0.4649 0.5022 0.9782 0.9033
A. S matrix
The details concerning the integral relations formalism
applied to the description of breakup 1 + 2 reactions are given
in Ref. [6]. This method permits us to extract the S matrix
of the reaction from the internal part of the wave function.
When this wave function is obtained by means of the adiabatic
expansion method, the pattern of convergence of the S matrix
is similar to the one obtained with the same method for bound
states.
In [6] the integral relations method is applied to the n-
d reaction. Only s waves are considered in the calculation,
which implies that only two different total angular momenta
are possible: the quartet case (J = 3/2), for which only the
triplet s-wave potential in Eq. (60) enters; and the doublet case
(J = 1/2), for which both the singlet and the triplet potentials
contribute.
The unitarity of theSmatrix implies that, given an incoming
channel, for instance, channel 1 (n-d channel), we have that∑∞
n=1 |S1n|2 = 1 or, in other words,
∞∑
n=2
|S1n|2 = 1 − |S11|2, (62)
which means that an accurate calculation of the elastic termS11
amounts to an accurate calculation of the infinite summation of
the |S1n|2 terms (n > 1) corresponding to the breakup channels
and, therefore, allowing the calculation of the total breakup
cross section given in Eq. (2).
The complex value of S11 can be written in terms of a
complex phase shift δ as
S11 = e2iδ = e−2Im(δ)e2iRe(δ) = |S11|e2iRe(δ). (63)
The value of |S11|2 gives the probability of elastic n-d
scattering, and |S11| is what is usually referred to as the
inelasticity parameter (denoted η in [18] and [20]). Obviously,
the closer the inelasticity is to 1, the more elastic the reaction.
In fact, for energies below the breakup threshold the phase
shift is real and |S11| = 1.
In Tables I and II we list the results given in [6] for the
inelasticity parameter |S11| and the real part of the phase shift
TABLE II. The same as Table I, for Re(δ).
Kmax Doublet Quartet
14.1 MeV 42.0 MeV 14.1 MeV 42.0 MeV
4 105.82 42.66 69.04 38.98
8 105.57 41.65 68.99 37.95
12 105.53 41.49 68.98 37.77
16 105.53 41.46 68.97 37.73
20 105.53 41.45 68.96 37.72
24 105.53 41.44 68.96 37.71
28 105.53 41.44 68.96 37.71
Ref. [18] 105.50 41.37 68.96 37.71
Re(δ), respectively. We have used the same two laboratory
energies considered in Ref. [18], i.e., 14.1 and 42.0 MeV.
The value of Kmax given in the tables corresponds to the
asymptotic grand-angular quantum number associated with the
last adiabatic potential included in the adiabatic expansion.
As reported in the tables, the agreement with the results
in Ref. [18] is good. Actually, we obtain precisely the same
result for the two incident energies in the quartet case and
a small difference, clearly smaller than 0.1%, in the doublet
case. Furthermore, the pattern of convergence is rather rapid,
especially in the quartet case, for which already for Kmax = 8
we obtain a result that can be considered very accurate. In the
doublet case the convergence is a bit slower, and a value of
Kmax of about 16 is needed.
B. Cross sections
Once the S matrix of the reaction has been computed, we
can obtain the transition matrix according to the expression in
Eq. (30) and, therefore, also the expression, Eq. (31), and the
lab cross section in Eq. (14).
We shall consider an incident energy in the laboratory frame
of E(lab)in = 14.1 MeV and four different outgoing geometries
specified by the polar angles θ1 and θ2 and the difference of
azimuthal angles ϕ = ϕ1 − ϕ2, where (θ1,ϕ1) and (θ2,ϕ2)
describe the direction of the two outgoing neutrons. The four
different cases are as follows.
Case 1: θ1 = 45.0◦, θ2 = 53.56◦, ϕ = 180◦.
Case 2: θ1 = 35.0◦, θ2 = 44.0◦, ϕ = 180◦.
Case 3: θ1 = 60.06◦, θ2 = 53.10◦, ϕ = 180◦.
Case 4: θ1 = 51.02◦, θ2 = 51.02◦, ϕ = 120◦.
The solid lines in Fig. 3 show the computed cross section
in Eq. (14) for the four cases given above for the quartet case
(J = 3/2). In the figure, Kmax refers to the asymptotic value
of the grand-angular quantum number K associated with the
last adiabatic term included in the expansion in Eq. (30). A
value of Kmax = 34 amounts to including 18 adiabatic terms
in the expansion. This is enough to reach convergence. In
fact, the same calculation with Kmax = 22 (12 adiabatic terms)
is basically indistinguishable from the curves shown in the
figure. The cross sections given in the benchmark calculation
in Ref. [18] are shown by the filled-circle curves. As we can
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FIG. 3. (Color online) Breakup cross sections, Eq. (14), as a
function of the arclength S for n-d scattering in the quartet case
(J = 3/2) for a laboratory incident energy of 14.1 MeV. Cross
sections are given in mb/(MeV sr2). The value of Kmax refers to the
grand-angular quantum number K associated with the last adiabatic
term included in the expansion in Eq. (30). The four cases shown
correspond to the four directions of the outgoing neutrons specified
in the text. The filled-circle curves are the result of the benchmark
calculations given in Ref. [18].
see, the results given in the benchmark calculation are nicely
reproduced.
The corresponding cross sections for the doublet case
(J = 1/2) are shown by the dashed curves in the upper panels
in Figs. 4 and 5. When the contribution from the quartet state
(Fig. 3) is added, we get the total cross section given by the
solid curves in the same figures. The doublet cross sections
have been obtained with Kmax = 34, which, for J = 1/2,
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FIG. 4. (Color online) Top: Total cross sections for cases 1 and
2 in the upper panels in Fig. 3. They are obtained by adding the
quartet (J = 3/2) contribution in Fig. 3 and the doublet (J = 1/2)
contribution shown by the dashed curves. Bottom: For the same two
cases, the corresponding values of αi (i = 1,2,3) as a function of the
arclength S.
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FIG. 5. (Color online) The same as Fig. 4, for cases 3 and 4.
corresponds to inclusion of 35 adiabatic terms in the expansion
of Eq. (30). Again, when Kmax is reduced to 22 (23 adiabatic
terms) the computed curves cannot be distinguished from the
ones shown in the figure. As we can see, even if the computed
cross sections have converged, there is a clear discrepancy from
the benchmark calculation for case 1 and, to a lower extent,
for case 2 (Fig. 4). For cases 3 and 4 (Fig. 5) the agreement is
reasonably good.
As anticipated in Sec. II D, the discrepancy from the
benchmark calculation appears in the S regions corresponding
to an outgoing kinematics where two of the particles have
zero relative energy. This is shown in Fig. 4, where the lower
panels show, as a function of the arclength S, the hyperangle
αi = arctan(kxi /kyi ) for cases 1 and 2. The index i = 1
corresponds to the Jacobi coordinates where x connects the
two neutrons (solid curve), and the indices i = 2,3 correspond
to the Jacobi coordinates where x connects the proton and one
of the neutrons (dashed and dot-dashed curves). For case 1
(left panels), we can see that α2 and α3 approach 0 very often
for S slightly below 5 MeV and about 13 MeV. In these regions
the proton and one of the neutrons move with relative zero (or
very small) energy, and these are precisely the regions where
the discrepancy from the benchmark calculation is observed.
For case 2, α2 and α3 do not approach 0 as often as in case
1, and the discrepancy from the benchmark calculation is now
much smaller than in case 1 (or even not visible, as happens
for the second peak in the cross section).
For completeness, we show in the lower panels in Fig. 5 the
same data as in Fig. 4, but for cases 3 and 4. Now the values of
αi do not reach 0 for any S value, and the agreement between
our calculation and the benchmark is fine for all values of S.
As mentioned, the problem is related to the fact that αi ≈ 0
means two of the particles flying together with relative zero (or
very low) energy and the third particle moving far apart. The
adiabatic expansion in Eq. (30) is then trying to reproduce the
zero-energy two-body wave function (which is proportional to
sinα) in terms of a set of polynomials (the Jacobi polynomials)
that have cos 2α as the argument. A correct description of
the zero-energy two-body wave function would require, then,
infinitely many adiabatic terms.
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As shown in Fig. 3, the inaccuracy mentioned above for
αi ≈ 0 is not visible in the quartet case, where only triplet
nucleon-nucleon components enter. However, as shown in
Fig. 4, where the contribution from the doublet has been added,
the mismatch with the benchmark calculation becomes very
significant. This is due to the fact that in the doublet case there
is an important contribution from the singlet nucleon-nucleon
components. This small difference is actually very relevant,
because the singlet nucleon-nucleon potential has the rather
large scattering length of about −23 fm, more than four times
larger (in absolute value) than the scattering length of the triplet
nucleon-nucleon potential (about 5 fm). This means that the
s-wave singlet nucleon-nucleon system has a pretty low-lying
virtual state that favors the structure mentioned above of two
nucleons flying together after the collision at a very low relative
energy. For the case of the triplet nucleon-nucleon state the
energy of the corresponding virtual state is about 20 times
higher than in the singlet case (the virtual-state energy is
proportional to the inverse of the scattering length squared).
The solution suggested in order to solve the disagreement
shown in Fig. 4 is to skip the expansion of the outgoing
wave in terms of the different adiabatic channels and compute
instead the transition amplitude as given in Eq. (46), where the
adiabatic expansion does not enter. The results obtained using
this alternative method are given in the following section.
C. Corrections to the cross sections
The cross section in Eq. (15) is now computed making use
of Eq. (46). The matrix element in this expression is given
by Eq. (51), whose calculation requires use of the techniques
described in Secs. III A and III B when integrating over the y
coordinate. For the case illustrated in Fig. 2(c) the integral over
y is made by integrating numerically the difference between
the computed integrand and its analytic asymptotic behavior
[difference between solid and dashed curves in Fig. 2(c)] and
adding the analytical integral, from 0 to ∞, of the asymptotic
behavior. These analytical integrals can be obtained with the
help of Eqs. (56) and (57). For the case described in Fig. 2(d)
the integral over y is made by integrating numerically up to
some ymax at which the asymptotic behavior in Eq. (59) has
already been reached, and the integral from ymax to ∞ is made
as described in Appendix F.
The integral in Eq. (51) contains a summation over the
adiabatic terms n and the grand-angular quantum number
K . This double-summation comes from the expansion of the
incident three-body wave function 1 given in Eq. (48). The
convergence in terms of n has been found to be fast, and use of
about 20 adiabatic terms is enough to get a converged result.
However, the summation over K is much more delicate. In
fact, in the S regions where the discrepancy between the old
calculation and the benchmark was found, the number of HHs
needed in Eq. (51) can be pretty high.
This is shown in Fig. 6, where we show the same cross
sections as in Fig. 4 for cases 1 and 2. The benchmark result is
given by the filled circles and the old computed cross sections,
as shown in Fig. 4, are given by the dashed curves. The cross
sections obtained with the new procedure have been computed
including 35 adiabatic terms in the expansion in Eq. (51), and
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FIG. 6. (Color online) Total cross sections [in mb/(MeV sr2)] for
cases 1 and 2 shown in the upper panels in Fig. 4 [E(lab)in = 14.1 MeV].
Filled circles are the benchmark calculations from Ref. [18]. Dashed
curves are the results shown in Fig. 4, which were computed using the
expansion in Eq. (30). Cross sections obtained by means of Eq. (46)
are shown by the filled-circle, thin solid, and thick solid curves,
which correspond, respectively, to calculations including 1200, 1800,
and 3000 hyperspherical harmonics when computing the integral in
Eq. (51).
the numbers of HHs used in the same expansion are 1200 for
the dotted curves, 1800 for the thin solid curves, and 3000 for
the thick solid curve.
Needless to say, when the same procedure is used to
compute the cross sections forcases 3 and 4, the same results
as thoseshown for these two cases in Fig. 5 are obtained. As
we can see, in the regions where the results shown in Fig. 3
matched the benchmark, the new calculations still reproduce
the results equally well. However, in the peaks where the
old calculation and the benchmark did not agree, the new
calculation improves the agreement significantly. As already
mentioned, agreement is actually reached when a sufficiently
high number of HHs is included in the calculation. In fact, as
we can see, 1200 HHs are still not enough, and at least 1800
of them are needed in case 2, and 3000 in case 1.
For completeness, we also show the results for the two
benchmark calculations given in Ref. [18] corresponding to
an incident energy in the laboratory frame of 42.0 MeV. The
angles describing the direction of the outgoing neutrons in
these two cases are as follows.
Case 5: θ1 = 45.0◦, θ2 = 60.54◦, ϕ = 180◦.
Case 6: θ1 = 53.61◦, θ2 = 53.61◦, ϕ = 120◦.
The results for cases 5 and 6 [E(lab)in = 42.0 MeV] are shown
in Fig. 7. As in Figs. 4 and 5, the lower panels show the values
of the hyperangle αi as a function of the arclength S. As we can
see, case 5 given above is analogous to cases 1 and 2 shown in
Fig. 4, where the hyperangles α2 and α3 approach 0 for certain
values of the arclength S. Now this happens for values of S
about 13 and 40.5 MeV. For this reason, an accurate calculation
of the cross section for case 5 in the vicinity of these two S
values requires use of the expansion given in Eq. (46). For
case 6 the value of the hyperangle α is always far from 0 (as in
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FIG. 7. (Color online) Top: Total cross sections [in mb/(MeV
sr2)] for cases 5 and 6 and E(lab)in = 42.0 MeV (see text). Filled
circles are the benchmark calculations from Ref. [18]. Dot-dashed
and dashed curves are the quartet (J = 3/2) and doublet (J = 1/2)
contributions, respectively. Total cross sections are given by solid
curves. For case 6 (right panel) the calculation using the expansion in
Eq. (30) is accurate enough. For case 5 (left panel) the expansion in
Eq. (46) is required in order to obtain sufficient accuracy in the vicinity
of the peaks. Bottom: For the same two cases, the corresponding
values of αi (i = 1,2,3) as a function of the arclength S.
cases 3 and 4 shown in Fig. 5), and use of the expansion
in Eq. (30) is enough to get a sufficient accuracy in the
calculations.
The panels in Fig. 7 shows the corresponding cross sections.
The dot-dashed and dashed curves are the quartet (J = 3/2)
and doublet (J = 1/2) contributions, respectively. The total
cross section is given by the solid curves. As we can see,
the agreement with the benchmark calculations (filled circles)
given in Ref. [18] is very good. In case 5 the convergence in the
vicinity of the two peaks, computed through Eq. (46), has re-
quired the inclusion of up to 40 adiabatic terms in the expansion
of the three-body wave function [see Eq. (20)]. This number is
higher than in the calculations for E(lab)in = 14.1 MeV, where
even fewer than 30 adiabatic channels was enough. This is
because for a given value of the hyperradius ρ, only adiabatic
potentials whose value at ρ is lower than the incident energy
(or close enough to the energy, if they are above) contribute
to the radial wave functions fn1(ρ) obtained through Eq. (21).
Obviously, the higher the three-body energy E, the higher the
number of adiabatic potentials contributing to the radial wave
functions.
V. SUMMARY AND CONCLUSIONS
The description of three-body systems, in particular, of
1 + 2 reactions, by use of the adiabatic expansion method has
been proved to be efficient provided that the integral relations
introduced in Ref. [3] are used. Because of these two relations
the S matrix of the reaction can be extracted from the internal
part of the wave function, and subsequently the pattern of
convergence of the adiabatic expansion is fast. Knowledge of
the S matrix then permits usn to obtain accurate results for
the total cross sections for the different open channels (elastic,
inelastic, transfer, and breakup).
However, even if the S matrix and the total cross sections
can be accurately computed, it is not obvious that the
differential cross sections that one extracts from the S matrix
are also accurate. In fact, calculation of the differential cross
sections requires knowledge not only of the S matrix, but of
the full transition amplitude. When the adiabatic expansion
is applied to obtain the transition amplitude, the number of
adiabatic terms necessary in order to achieve convergence
strongly depends on the geometry of the outgoing particles,
and in some circumstances this number can be exceedingly
large.
In this work we have given the details of how to compute
differential cross sections for 1 + 2 reactions above the thresh-
old for breakup of the dimer. The expressions that permit us
to transform the cross sections from the center-of-mass frame
to the laboratory frame have been derived. The three-body
wave function describing the three-body system, as well as
the transition amplitude, is computed by use of the adiabatic
expansion method.
The case of n-d breakup has been taken as a test, and our
results have been compared with the benchmark calculations
described in Refs. [18] and [20]. Six different geometries
have been considered for the three outgoing nucleons after
the breakup.
In general, the agreement with the benchmark results has
been found to be good. The only discrepancy appears in those
cases corresponding to two outgoing particles flying away
together after the breakup with zero relative energy. In this
case the adiabatic expansion of the transition amplitude is not
convenient, since the number of adiabatic terms needed to
reproduce this structure is too large.
We have shown that this problem can be solved by
skipping the partial-wave expansion of the outgoing wave
and expressing the transition amplitude in terms of a full,
nonexpanded, outgoing plane wave. This calculation is much
more demanding from the numerical point of view, and special
care has to be taken with the number of HHs used to describe
the incoming wave function.
This study can be seen as a first step in the inclusion of the
Coulomb interaction in the study of 1 + 2 nuclear processes.
Preliminary studies using the HA expansion have been done in
Ref. [5] for the elastic channel of the proton-deuteron reaction.
In the breakup case, Eq. (51) cannot be applied directly since
the free-plane wave was used in its derivation, and it should
be replaced by a distorted wave due to the long range of
the Coulomb potential. This study is under way at present,
following the analysis given in Ref. [17]. However, it should be
noted that the configuration in which two protons move away
together is suppressed and the one in which a neutron-proton
pair moves away together far from the second proton shows
tiny Coulomb effects (see Ref. [21]). Hence, we expect to
extend the analysis presented here to the proton-deuteron
case and, in general, to 1 + 2 nuclear processes, allowing
us to analyze several reactions of astrophysical interest in
which the inclusion of the Coulomb interaction cannot be
avoided.
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APPENDIX A: THE OUTGOING FLUX
The time-dependent Schro¨dinger equation in hyperspheri-
cal coordinates is given by [1]
i
∂
∂t
= 
2
2m
(
−∂
2
∂ρ2
− 5
ρ
∂
∂ρ
)
+ 
2
2m
ˆ
ρ2
 + ˆV, (A1)
where  is the three-body wave function, ˆ is the grand-
angular operator whose eigenfunctions are the HHs, and ˆV
is the operator containing the two-body potentials. The self-
adjoint of the equation above is just
− i∂
†
∂t
= 
2
2m
(
−∂
2†
∂ρ2
− 5
ρ
∂†
∂ρ
)
+ 
2
2m
†
ˆ
ρ2
+ † ˆV ,
(A2)
Multiplying Eq. (A1) by † from the left and Eq. (A2) by
 from the right we get two expressions that, after subtracting,
lead to
ρ5
∂||2
∂t
= −1
i

2m
∂
∂ρ
[
†
∂
∂ρ
− ∂
†
∂ρ

]
, (A3)
where  = ρ5/2. Therefore, the number of particles per unit
time through the unit of surface of a hypersphere of hyperradius
ρ is given by
1
i

2m
1
ρ5
[
†
∂
∂ρ
− ∂
†
∂ρ

]
. (A4)
Thus, the flux of particles through an element of hypersurface
d
 is given by
outgoing flux = 1
i

2m
1
ρ5
[
†
∂
∂ρ
− ∂
†
∂ρ

]
d
. (A5)
The asymptotic behavior of the three-body wave function
in hyperspherical coordinates takes the form

ρ→∞−→ 1
ρ5/2
eiκρA, (A6)
where κ = √2mE/, E is the total three-body energy, and A
is the transition amplitude. Keeping in mind that  = ρ5/2,
substituting Eq. (A6) into Eq. (A5), and using that the element
of hypersurface is given by Eq. (8), we get the following final
expression for the outgoing flux:
outgoing flux =  κ
m
|A|2
(
m
μx
)3/2 (
m
μy
)3/2
dκ, (A7)
where we have used that, asymptotically, d = dκ .
APPENDIX B: PHASE SPACE FOR THREE PARTICLES
WITH EQUAL MASS
The choice of three particles with equal mass is made just
to simplify the notation and the expressions derived in the
following subsections. The mass of the particles m is also
taken as the normalization mass in the definition of the Jacobi
coordinates given in Eqs. (3) to (6). In any case the extension
of the expressions below to particles with different masses is
straightforward.
1. Center-of-mass frame
To write down the phase space in the center-of-mass frame
we use the momentum coordinates { px, py,P}, where px and
py are defined in Eqs. (5) and (6), and P = pi + pj + pk
is the momentum of the three-body center of mass. In these
coordinates the phase space takes the form
 =
∫
d pxd pyd Pδ
(
E − 
2p2x
2μx
− 
2p2y
2μy
)
δ(3)
× (P − pi − pj − pk), (B1)
where the δ functions impose energy and momentum con-
servation (E is the three-body energy in the center-of-mass
frame).
The integration in (B1) over P can be made trivially thanks
to the momentum δ function, and the phase space can be
rewritten as
 =
(
μx
m
)3/2(
μy
m
)3/2 ∫
κ5dκdκδ
(
E − 
2κ2
2m
)
, (B2)
where we have used that, according to Eqs. (5) and (6),
d pxd py =
(
μx
m
)3/2(
μy
m
)3/2
dkxdky (B3)
and that dkxdky = κ5dκdκ , where κ represents the hyper-
angles in momentum space.
The δ function in Eq. (B2) can be rewritten as
δ
(
E − 2 κ
2
2m
)
= m
2κ
δ
(
κ −
√
2mE

)
, (B4)
which means that, after integration over κ , the phase
space, (B2), takes the final form
d5 =
(
μx
m
)3/2(
μy
m
)3/2
κ4
m
2
dκ. (B5)
2. Laboratory frame
Let us consider now the 1 + 2 reaction in the laboratory
frame, where the momentum of the target (the dimer) is 0,
and let us write the phase space  but using the momenta pi ,
pj , and pk of the three particles after the breakup. Imposing
energy and momentum conservation the phase space takes the
form
 =
∫
d pid pj d pkδ
(
Elab − 
2p2i
2m
− 
2p2j
2m
− 
2p2k
2m
)
× δ3( p(lab)y − pi − pj − pk), (B6)
where p(lab)y is the momentum of the incoming particle in the
laboratory frame, and Elab is the total three-body energy in the
laboratory frame,
Elab = E(lab)in + Ed =

2p(lab)2y
2m
+ Ed, (B7)
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where E(lab)in is the energy of the projectile in the laboratory
frame and Ed is the binding energy of the dimer (Ed < 0).
For the particular case of three particles with equal mass, the
incident momentum in the laboratory frame is related to the
one in the center-of-mass frame, py , by the simple relation
p(lab)y = 3 py/2.
Making use of the momentum δ function we integrate now
over pk , which leads to
 =
∫
d pid pj δ(f ( pi , pj )), (B8)
where
f ( pi , pj ) = Elab − 
2p2i
2m
− 
2p2j
2m
− 
2( p(lab)y − pi − pj )2
2m
.
(B9)
Using Eq. (B7) the function above can be written as
f ( pi , pj ) = Ed − 
2p2i
m
− 
2p2j
m
+ 
2
m
(
p(lab)y piμi + p(lab)y pjμj − pipjμ
)
,
(B10)
with
μi =
p(lab)y · pi
p
(lab)
y pi
= cos θpi , (B11)
μj =
p(lab)y · pj
p
(lab)
y pj
= cos θpj , (B12)
μ = pi · pj
pipj
= sin θpi sin θpj cosϕ + μiμj , (B13)
where θpi and θpj are the polar angles associated with the
direction of pi and pj , respectively, and ϕ is the difference
between the corresponding azimuthal angles. The z axis is
chosen along the momentum p(lab)y .
We now exploit the well-known property of the δ function,
δ(g(x)) =
∑
i
1
|g′(xi)|δ(x − xi), (B14)
where the summation is over all the xi values satisfyingg(xi) =
0 and where g′(xi) is the value of the first derivative of g(x) at
point xi . Thus getting the derivative of Eq. (B10) with respect to
pi and using Eq. (B14), it is then easy to rewrite δ(f ( pi , pj )) in
a more convenient form and integrate Eq. (B8) over pi , which
leads to
 = m
2
∫
p2j dpjd pˆid pˆj
p2i∣∣2pi − p(lab)y μi + pjμ∣∣ , (B15)
where, for each value of pj and the directions pˆi and pˆj , pi
is obtained as the solution of
Ed − 
2p2i
m
− 
2p2j
m
+ 
2
m
(
p(lab)y piμi + p(lab)y pjμj − pipjμ
) = 0. (B16)
In the same way it is possible to integrate Eq. (B8) over pj ,
instead of pi , and get
 = m
2
∫
p2i dpid pˆid pˆj
p2j∣∣2pj − p(lab)y μj + piμ∣∣ . (B17)
From Eqs. (B15) and (B17) it is then clear that
dpj∣∣2pi − p(lab)y μi + pjμ∣∣ =
dpi∣∣2pj − p(lab)y μj + piμ∣∣ . (B18)
Since the energy Ei of particle i is given by Ei = 2p2i /2m
we have that dEi = 2pidpi/m (and the same for particle j ),
and the expression above can be written as
pidEj∣∣2pi − p(lab)y μi + pjμ∣∣ =
pjdEi∣∣2pj − p(lab)y μj + piμ∣∣ , (B19)
or, in other words,
dEj =
pj
∣∣2pi − p(lab)y μi + pjμ∣∣
pi
∣∣2pj − p(lab)y μj + piμ∣∣dEi. (B20)
We now define the arclength S such that
dS =
√
(dEi)2 + (dEj )2, (B21)
which, from Eq. (B20), leads to
dEi =
pi
∣∣2pj − p(lab)y μj + piμ∣∣dS[
p2i
(
2pj −p(lab)y μj+piμ
)2 +p2j (2pi −p(lab)y μi +pjμ)2]1/2 .
(B22)
Finally, keeping in mind that Ei = 2p2i /2m and therefore
pidpi = (m/2)dEi , we can write the phase space, Eq. (B17),
as
 =
(
m
2
)2 ∫
pidEid pˆid pˆj
p2j∣∣2pj − p(lab)y μj + piμ∣∣ ,
(B23)
which, by use of Eq. (B22), leads to the final expression for
the phase space in the laboratory frame,
d5 =
(
m
2
)2
KSdSd pˆid pˆj , (B24)
where
KS =
p2i p
2
j[
p2i
(
2pj−p(lab)y μj+piμ
)2+p2j (2pi−p(lab)y μi+pjμ)2]1/2
(B25)
APPENDIX C: CALCULATION OF pi AND p j
FOR A GIVEN INPUT
In this work the n-d breakup reaction is investigated
taking as input the incident energy of the projectile in the
laboratory frame E(lab)in , the polar angles θpi and θpj of the
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two neutrons observed after the breakup, and the difference
between the corresponding two azimuthal angles ϕ. From
the energy E(lab)in we can easily obtain the incident momentum
of the projectile in the laboratory frame [p(lab)y ], the incident
momentum in the center-of-mass frame [p(in)y ] and the three-
body momentum κ [see Eq. (16) and below]. The angles θpi ,
θpj , and ϕ permit us to obtain μi , μj , and μ, which are given
by Eqs. (B11), (B12), and (B13), respectively.
The remaining point is to determine for each value of
the arclength S the values of pi and pj , such that we can
obtain KS according to Eq. (B25), and then obtain the cross
section (15) as a function of S. The momenta pi and pj are
not independent. They are related through expression (B16),
which can be written as
α2 + p2i + p2j − p(lab)y piμi − p(lab)y pjμj + pipjμ = 0,
(C1)
where α2 = −mEd/2 (Ed < 0). After some algebra the
above equation can be seen to describe an ellipse, whose
equation is given by(
p′i − pCi
)2
a2i
+
(
p′j − pCj
)2
a2j
= 1, (C2)
where
pCi =
p(lab)y
2
√
2
μi − μj
1 − μ/2 , (C3)
pCj =
p(lab)y
2
√
2
μi + μj
1 + μ/2 , (C4)
and ai and aj are given as
ai = β√
1 − μ2
, (C5)
aj = β√
1 + μ2
, (C6)
with
β2 = p
(lab)2
y
8
[ (μi − μj )2
1 − μ2
+ (μi + μj )
2
1 + μ2
]
− α2. (C7)
Note that, given the input, pCi , pCj , ai , and aj are just numbers.
Finally, p′i and p′j are such that
pi =
p′i + p′j√
2
, (C8)
pj =
p′j − p′i√
2
. (C9)
The equation of the ellipse, (C2), can be written in
parametric form as
p′i − pCi = ai cos ϕ˜, (C10)
p′j − pCj = aj sin ϕ˜, (C11)
which permits us to write Eqs. (C8) and (C9) as
pi =
ai cos ϕ˜ + pCi + aj sin ϕ˜ + pCj√
2
, (C12)
pj =
aj sin ϕ˜ + pCj − ai cos ϕ˜ − pCi√
2
, (C13)
from which we get
dpi = −ai sin ϕ˜ + aj cos ϕ˜√
2
dϕ˜, (C14)
dpj = aj cos ϕ˜ + ai sin ϕ˜√
2
dϕ˜. (C15)
Remembering now that dEi = 2pidpi/m, and making use of
the two equations above, we can write the arclength S given
in Eq. (B21) as
dS = F (ϕ˜)dϕ˜, (C16)
where
F (ϕ˜) = 
2
m
1√
2
[
p2i (aj cos ϕ˜ − ai sin ϕ˜)2
+p2j (aj cos ϕ˜ + ai sin ϕ˜)2
]1/2
, (C17)
in which pi and pj are given as a function of ϕ˜ by Eqs. (C12)
and (C13), respectively. Therefore, the arclength S can be
obtained as a function of ϕ˜ from the expression
S(ϕ˜) =
∫ ϕ˜
ϕ˜0
F (ϕ˜′)dϕ˜′, (C18)
where, for all the cases except case 3, ϕ˜0 is defined such that for
ϕ˜ = ϕ˜0 then pj = 0. For case 3, since the ellipse in Eq. (C2)
does not cross the pj = 0 axis, ϕ˜0 is defined such that for
ϕ˜ = ϕ˜0 then pi = 0.
In a practical case, given a value of S, one has to determine
the angle ϕ˜ such that S(ϕ˜) = S. With this value of ϕ˜ the
values of pi and pj are immediately obtained from Eqs. (C12)
and (C13).
APPENDIX D: ADIABATIC EXPANSION OF THREE-BODY
CONTINUUM WAVE FUNCTIONS
In the Appendix of Ref. [22] the authors give the general
solution of the coupled-channel problem for three-body con-
tinuum states in the presence of interaction potentials. Keeping
the notation used in that reference, the continuum three-body
wave function at a given three-body energy E = κ22/2m is
written as
 =
∑
JM
(2π )3
(κρ)5/2
∑
Kγ,K ′γ ′
ψJKγ,K ′γ ′(κρ)ϒKγJM (ρ)
×
∑
M ′LM
′
S
〈L′M ′LS ′M ′S |JM〉Y
′x
′
y
K ′L′M ′L
(κ )∗, (D1)
where the functions Y
′
x
′
y
K ′L′M ′L
are the usual HHs, the index γ
collects the quantum numbers {x,y,L,S}, andϒKγJM is defined
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as the coupling between the HHYxyKLML and the three-body spin
function χSMS :
ϒ
Kγ
JM (ρ) =
∑
MLMS
〈LMLSMS |JM〉YxyKLML(ρ)χSMS . (D2)
It is convenient to write the total three-body wave function as
 = ∑S ′M ′S S ′M ′S , where
S ′M ′S =
∑
JM
(2π )3
(κρ)5/2
∑
Kγ
∑
K ′′x′yL′
ψJKγ,K ′γ ′(κρ)ϒKγJM (ρ)
×
∑
M ′L
〈L′M ′LS ′M ′S |JM〉Y
′x
′
y
K ′L′M ′L
(κ )∗, (D3)
which represents the continuum three-body wave function
where the spin function of the incoming channel is described
by the quantum numbers S ′ and M ′S .
This can be easily seen because, in the case of no interaction
between the particles, the radial wave functions ψJKγ,K ′γ ′(κρ)
reduce to iK√κρJK+2(κρ)δKK ′δγ,γ ′ , and the three-body wave
function becomes
S ′M ′S
no interaction−→ ei(kx ·x+ky · y)χS ′M ′S , (D4)
which is a three-body plane wave multiplied by the three-
body spin function in the incoming channel. Now using the
expression Eq. (D2) the wave function in Eq. (D3) can be
written in a more compact way as
S ′M ′S =
∑
JM
(2π )3
(κρ)5/2
∑
Kγ
∑
K ′′x′yL′
ψJKγ,K ′γ ′(κρ)ϒKγJM (ρ)
× 〈χS ′M ′S ∣∣ϒK ′γ ′JM (κ )〉∗. (D5)
The transformation of the wave functionS ′M ′S from the HH
basis to the basis formed by the hyperangular functions JMn
defined in Eq. (19) can be easily made through the relation
ϒ
Kγ
JM =
∑
n
〈
JMn
∣∣ϒKγJM 〉JMn , (D6)
which leads to
S ′M ′S =
∑
JM
(2π )3
(κρ)5/2
×
∑
nn′
f S
′J
nn′ (κρ)JMn (ρ,ρ)
〈
χS ′M ′S
∣∣JMn′ (κ,κ )〉∗,
(D7)
and where we have defined
f
S ′J (κρ)
nn′ =
∑
Kγ
∑
K ′′x′yL′
ψJKγ,K ′γ ′(κρ)
〈
JMn (ρ,ρ)
∣∣ϒKγJM (ρ)〉
× 〈ϒK ′γ ′JM (κ )∣∣JMn′ (κ,κ )〉. (D8)
As shown in Eq. (D4), the expansion in Eq. (D1) has
been written in such a way that, in the case of no interaction
between the particles, the wave function, Eq. (D3), reduces
basically to a three-body plane. In fact, the way they are
written, Eq. (D1) or (D3) is appropriate to describe 3 → 3
reactions and would permit us to extract the corresponding
3 → 3 transition amplitude.
However, when dealing with 1 + 2 reactions, in the case
of no interaction between the projectile and the dimer, the
three-body continuum wave function must reduce to
σdσp
no interaction−→ eiky · yχsdσd χspσp , (D9)
where χsdσd is the dimer wave function (with spin sd and
projection σd ), and χspσp is the spin function of the projectile.
As we can see, the three-body plane wave is now an
ordinary two-body plane wave (describing the relative free
motion between the projectile and the dimer center of mass).
In order to obtain such a two-body plane wave with the
correct normalization the factor (2π )3 in the expansion in
Eq. (D1), and therefore also in the following expressions of
the continuum wave function, has to be replaced with (2π )3/2.
Also, as seen from Eq. (D9), if we want to describe the
incoming spin state by χsdσd χspσp (instead of the total three-
body spin and projection S ′ and M ′S), the corresponding wave
function σdσp can be obtained from S ′M ′S through the simple
relation
σdσp =
∑
S ′M ′S
〈χS ′M ′S |σpσd〉S ′M ′S , (D10)
where |σpσd〉 represents the spin state |χsdσd χspσp 〉, and from
which we can write
σdσp =
∑
JM
(2π )3/2
(κρ)5/2
∑
nn′
f Jnn′ (κρ)JMn (ρ,ρ)
× 〈σdσp∣∣JMn′ (κ,κ )〉∗, (D11)
where
f Jnn′ (κρ) =
∑
S ′M ′S
〈χS ′M ′S |σdσp〉f S
′J
nn′ (κρ)〈σdσp|χS ′M ′S 〉 (D12)
and where we have assumed that the final radial wave functions
do not depend on the spin projections and that the interaction
does not mix different spin states |σdσp〉.
As usual, in Eq. (D11) the indices n and n′ refer to the
outgoing and incoming channels, respectively, and Eq. (D11)
gives the full three-body wave function, where all possible
incoming and outgoing channels are contained. Only the spin
projections in the incoming channels are specified. If we
now consider a specific incoming channel, say channel 1, the
summation over n′ disappears, and n′ = 1. Also, if we want to
restrict ourselves to outgoing breakup channels, the summation
over n should run only over the adiabatic terms associated with
breakup of the dimer. In particular, for the case in which only
one 1 + 2 channel exists (incoming channel 1), we have that
the summation over n runs over all n > 1.
Finally, if we project over a specific spin state |σiσjσk〉
for the three particles after the breakup, we then get the final
expression for the adiabatic expansion of the three-body wave
function describing the breakup of the dimer, and it is given by

σiσj σk
σdσp =
∑
JM
(2π )3/2
(κρ)5/2
∑
n>1
f Jn1(κρ)
× 〈σiσjσk∣∣JMn (ρ,ρ)〉〈σdσp∣∣JMn′ (κ,κ )〉∗. (D13)
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APPENDIX E: ASYMPTOTIC INCOMING ANGULAR
EIGENFUNCTION IN MOMENTUM SPACE
In coordinate space, the angular eigenfunction 1(ρ,ρ)
associated with a 1 + 2 channel behaves, for large values of ρ,
as [1]
JM1 (ρ,ρ)
ρ→∞→
(
m
μx
)3/4
ρ3/2
[
ψ
jx
d (rx) ⊗
[
Yy (y) ⊗ χsy
]jy ]JM
,
(E1)
where ψjxd (rx) is the dimer wave function, which is normalized
to 1 in the relative coordinate rx between the two particles in
the dimer and whose angular momentum is denoted by jx . The
projectile-dimer relative orbital angular momentum y and the
spin of the projectile sy couple to the total angular momentum
jy , which in turn couples to jx to provide the total angular
momentum J of the three-body system, whose projection is
given by M . Finally, μx is the reduced mass of the two particles
in the dimer.
After a Fourier transformation the dimer wave function
becomes ψjxd ( px), also normalized to 1 in px , where px is
the relative momentum between the two particles in the dimer
[Eq. (5)]. Also, the polar and azimuthal angles y describing
the direction of the Jacobi coordinate y become ky , which
describe the direction of the incident Jacobi momentum k(in)y
defined as in Eq. (6). Therefore, the Fourier transform of
Eq. (E1) must have the form
JM1 (κ,κ ) → C
[
ψ
jx
d ( px) ⊗
[
Yy
(
ky
)⊗ χsy ]jy ]JM, (E2)
where C is a normalization constant.
The value of C can be obtained by imposing that∫
dκ |1(κ,κ )|2 = 1, (E3)
which, after using the expansion

jxmx
d ( px) =
∑
xsx

jx
xsx
(px)
[
Yx
(
kx
)⊗ χsx ]jxmx , (E4)
leads to
|C|2
∫
dακ sin2 ακ cos2 ακ
∑
xsx
∣∣jxxsx (px)∣∣2 = 1. (E5)
Using now that kx = κ sinακ (and therefore dkx =
κ cosακdακ ) and k(in)y = κ cosακ , the expression above can
be rewritten as
|C|2 k
(in)
y
κ4
∫
dkxk
2
x
∑
xsx
∣∣jxxsx (px)∣∣2 = 1, (E6)
which, after taking into account that k2xdkx =
(m/μx)3/2p2xdpx , and keeping in mind that ψjxd ( px) is
normalized to 1 in px , leads to
|C|2 = κ
4
k
(in)
y
(
μx
m
)3/2
, (E7)
and therefore,
JM1 (κ,κ ) →
κ2√
k
(in)
y
(
μx
m
)3/4
× [ψjxd ( px) ⊗ [Yy (ky )⊗ χsy ]jy ]JM. (E8)
In the particular case of only relative s waves between the
particles, the expression above reduces to
JM1 (κ,κ ) →
1√
4π
(
μx
m
)3/4
κ2√
k
(in)
y
× [ψsdd ( px) ⊗ χsp]JM , (E9)
where we have recovered the notation in Sec. II C, where sd
represents the spin of the dimer and sp is the spin of the
projectile. From Eq. (E9) it is now simple to see that the
projection over the intrinsic states of projectile and target,
the asymptotic incoming angular wave function in momentum
space, is given by
〈σdσp|∗1(κ,κ )〉 =
1√
4π
(
μx
m
)3/4
κ2√
k
(in)
y
〈sdσdspσp|JM〉,
(E10)
which is the expression given in Eq. (25).
APPENDIX F: FRESNEL INTEGRALS
The aim of this section is to compute analytically the
integral,∫ ∞
ymax
dy
(
Cm sin(κy) sin(kyy)
ym+3/2
+ Dm cos(κy) sin(kyy)
ym+3/2
)
,
(F1)
which can also be written as
Cm
2
∫ ∞
ymax
dy
cos((κ − ky)y) − cos((κ + ky)y)
ym+3/2
−Dm
2
∫ ∞
ymax
dy
sin((κ − ky)y) − sin((κ + ky)y)
ym+3/2
. (F2)
Therefore, the calculation of the integrals above requires just
the calculation of the integrals of the type∫ ∞
ymax
dy
cos(ay)
ym+3/2
and
∫ ∞
ymax
dy
sin(ay)
ym+3/2
, (F3)
where a can be either (κ − ky) or (κ + ky). Now taking t = ay
the two integrals above take the form
am+1/2
∫ ∞
tmax
dt
cos t
tm+3/2
and am+1/2
∫ ∞
tmax
dt
sin t
tm+3/2
, (F4)
where tmax = aymax.
Let us now define
˜Sν(z) =
∫ ∞
z
dx
sin x
xν
, (F5)
˜Cν(z) =
∫ ∞
z
dx
cos x
xν
, (F6)
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such that the two integrals in Eq. (F4) are ˜C3/2(tmax) and
˜S3/2(tmax), respectively. If we now take into account that
sin x
xν
dx = 1
ν − 1
cos x
xν−1
dx − 1
ν − 1d
(
sin x
xν−1
)
, (F7)
cos x
xν
dx = − 1
ν − 1
sin x
xν−1
dx − 1
ν − 1d
(
cos x
xν−1
)
, (F8)
we can immediately get the recurrence relations:
˜Sν(z) = 1
ν − 1
sin z
zν−1
+ 1
ν − 1
˜Cν−1(z), (F9)
˜Cν(z) = 1
ν − 1
cos z
zν−1
− 1
ν − 1
˜Sν−1(z). (F10)
Therefore, knowledge of ˜S1/2(z) and ˜C1/2(z) would permit us,
through the recurrence relations in Eqs. (F9) and (F10), to
obtain the integrals in Eq. (F3) and, therefore, the integral in
Eq. (F2) [or (F1)].
The integrals ˜S1/2(z) and ˜C1/2(z) are known analytically,
and they are given by
˜S1/2(z) =
√
π
2
−
√
π
2
(
√
ierf(√iz) + √−ierf(√−iz)),
˜C1/2(z) =
√
π
2
−
√
π
2
(√−ierf(√−iz) +
√
ierf(√iz)),
where “erf” stands for the usual error function.
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