Abstract. We prove some sharp extremal distance results for functions in weighted Bergman spaces on the upper halfplane. We also prove new analogous results in the context of bounded strictly pseudoconvex domains with smooth boundary.
Introduction
If Y is a normed space and X ⊂ Y , then we set dist Y (f, X) = inf g∈X f − g Y . If the space Y is clear from the context, we write simply dist(f, X). In the problems we are going to consider, X itself is going to be a (quasi)-Banach space.
We denote by H(Ω) the space of all holomorphic functions on an open set Ω ⊂ C n . In this paper we consider distance problems in weighted Bergman spaces over the upper half-plane C + = {x + iy : y > 0} and over a bounded strictly pseudoconvex domain Ω ⊂ C n with smooth boundary. The weighted Bergman space A where α > −1 and 0 < p < ∞ (see [5] and [6] ). The above spaces are Banach spaces for p ≥ 1 and complete metric spaces for 0 < p < 1. It is natural to consider the space A where ν > 0, this space is also a Banach space. Let D be a bounded strictly pseudoconvex domain in C n with smooth boundary and let δ(z) denote the distance from z ∈ D to the boundary of D with respect to some Riemannian metric, see [1] . We define
where sp > n, 0 < p < ∞ and dV (z) is the volume element on D, (see [1] ). Set These spaces are Banach spaces for 1 ≤ p ≤ ∞ and complete metric spaces for 0 < p < 1.
In this paper we investigate the following two problems: estimate the distance, in A
In both cases we give sharp results. The next section deals with the upper half-plane case, the last one deals with strongly pseudoconvex domains. Techniques used to obtain our results in these two different settings are similar, and the same ideas were used to study analogous problems for analytic Besov spaces in the unit ball and polydisc (see [10] and [11] ). The literature on the extremal problems in spaces of analytic functions is extensive, even in the case of the unit disk, a classical exposition of these problems treated by duality methods developed by S. Havinson, W. Rogosinski and H. Shapiro can be found in [8] .
Distance problems in
The main tool in our investigation is Bergman representation formula. We first collect the results needed in the proofs of our theorems. The following result is contained in [5] :
Here and in the following m 2 denotes two dimensional Lebesgue measure. The next two results are contained in [6] .
Lemma 2. Let f ∈ H(C + ). Assume C + is covered by dyadic squares: C + = ∪ ∞ k=1 ∆ k and let (∆ ⋆ k ) be the corresponding family of enlarged squares (see [6] ). Then ∆ ⋆ k is a finitely overlapping covering of C + and
for 0 < p < ∞ and α > −1.
Lemma 3. Let ∆ k and ∆ ⋆ k are as in the previous lemma, let w k be the center of the diadic square ∆ k . Then we have:
and the following integral estimate:
Theorem 1. (see [3] and [4] 
We clearly have
can be explicitly given in the case of the upper halfplane C + . We treat separately cases 0 < q ≤ 1 and q > 1. The distance we are looking for is described using the following sets:
Then t 1 = t 2 where
We present now the proofs of the above theorems, since they significantly overlap a unified presentation is possible. Assume l 1 < l 2 or t 1 < t 2 . Then there are ǫ > ǫ 1 > 0 and
, from the definition of the set V ǫ,t (f ) we conclude that
and therefore we have
Note that this estimate is valid for 0 < q < ∞ and therefore works for both of the above theorems. In both cases we are going to arrive at the contradiction by proving M < +∞. Let us first consider the case q > 1. Using Hölder's inequality and Lemma 3 (with α = 0) we obtain
for w ∈ C + , ǫ > 0. Using this estimate, Fubini's theorem and Lemma 3 we obtain
where ǫ > 0 is small enough so that ν − ǫq > −1. Now let us turn to the case q ≤ 1. We have, using Lemma 2 and Lemma 3,
in the last estimate we used finite overlapping property of the family of enlarged cubes. Now we get M < ∞ as in the case q > 1, namely by applying Funini's theorem and integral estimate from Lemma 3. The reverse inequalities l 1 ≤ l 2 and t 1 ≤ t 2 can be proved simultaneously. We fix ǫ > 0 such that the integrals in (1), respectively (2), are finite (if there are no such ǫ > 0, the inequality is trivial) and use integral representation from Lemma 1. This integral representation is valid for p = ∞, α > 0 and β sufficiently large.
where β is sufficiently large. The estimate for f 1 (z) is immediate, using Lemma 3:
and this means f 1 ∈ A ∞ ν+2 q with f 1 A ∞ t ≤ Cǫ. Next, by the choice of ǫ > 0 we have:
This completes the proofs of both theorems. We end this section with an observation that the upper halfplane is the simplest tube domain. Analysis on tube domains over symmetric cones is an active area of research (see [2] , [3] and [4] ) and availability of integral representations points to possibility of extending our results to this more general setting.
3. Distance problems in A q s (Ω) spaces We now consider Bergman type spaces in D ⊂ C n , where D is smoothly bounded relatively compact strictly pseudoconvex domain, providing also sharp results in this case. Our proofs are heavily based on the estimates from [1] , where more general situation was considered.
Since |f (z)| p is subharmonic (even plurisubharmonic) for a holomorphic f , we have A 
where K(z, ξ) is a kernel of type n + t + 1, that is a measurable function on D × D such that |K(z, ξ)| ≤ C|Φ(z, ξ)| −(n+1+t) , whereΦ(z, ξ) is so called Henkin-Ramirez function for D. From now on we work with a fixed Henkin-Ramirez functionΦ and a fixed kerenel K of type n + t + 1. We are going to use the following results from [1] .
Lemma 5. ([1] , Corollary 3.9.) Assume T (z, ξ) is a kernel of type β, and σ > 0 satisfies σ + n − β < 0. Then we have
A natural problem is to estimate dist A ∞ s (D) (f, A q s (D)) where 0 < q < ∞, sq > n and f ∈ A ∞ s (D). We give sharp estimates below, treating cases 0 < q ≤ 1 and q > 1 separately. 
where K(z, ξ) is the above kerenel of type n + t + 1 and
Proof. Let us prove that ω 1 ≤ ω 2 . We fix ǫ > 0 such that the above integral is finite and use (3):
We estimate f 1 :
where the last estimate is contained in [1] (see p. 375). Next,
As in the case of the upper half-plane one uses f − f ǫ1 A ∞ s ≤ ǫ 1 to obtain
Now the following chain of estimates leads to a contradiction:
where we used Lemma 4 and Lemma 5 with β = q(n + t + 1), σ = sq − n. Next theorem deals with the case 1 < q < ∞.
Proof. An inspection of the proof of the previous theorem shows that it extends to this case also, provided one can prove the estimate: where we again used Lemma 5, with β = n + 1 + tq − ǫq and σ = q(s − ǫ) − n > 0.
Remark. We note that most results of this paper and the previous one ([11]) on distances can be extended to bounded symmetric domains Ω ⊂ C n . Indeed, the methods of proofs are based on Bergman representation formula, asymptotic properties of the Bergman kernel and Forelli-Rudin type estimates for integrals Ω K α (w, w)|K(z, w)| β dV (w), α > 0, β > 0 z ∈ Ω, where K(z, w) is a Bergman reproducing kernel for the weighted Bergman space A 2 α (Ω). The relevant estimates can be found in [2] and [9] .
