In this paper we study the following problem
Introduction and main results
A classic and fascinating problem of mathematical analysis is the number of the critical points of solutions of the elliptic problem     
−∆u = f (u) in Ω, u > 0 in Ω, u = 0 on ∂Ω,
where Ω ⊂ R N is a smooth bounded domain, N ≥ 2 and f is a smooth nonlinearity. Problem (1.1) is a generalization of the elastic torsion problem, a classical topic in PDEs, with references dating back to St. Venant(1856). From then, many techniques and important results to address this problem were developed in the literature (Morse theory, degree theory, etc.). Despite the great interest aroused by the problem, many questions are still unanswered and we are far from a complete understanding of the phenomenon.
The calculation of the number of critical points of a function u is strictly related to the topological properties of the domain. This link is clearly highlighted in the following beautiful Poincaré-Hopf Theorem which we state in the particular case where Ω is a bounded smooth domain of R N . Here and in the rest of the paper B(y, r) denote the ball centered at y and radius r.
Theorem A (Poincaré-Hopf Theorem). Let Ω ⊂ R N , N ≥ 2, be a smooth bounded domain.
Let v be a vector field on Ω with isolated zeroes x 1 , .., x k and such that v(x) · ν(x) < 0 for any Date: March 10, 2020. 1 x ∈ ∂Ω (here ν is the outward normal vector to ∂Ω). Then we have the formula k i=1 index x i (v) = (−1) N χ(Ω), (1.2) where index x (v) = deg v, B(x, δ), 0 with small fixed δ > 0 and χ(Ω) is the Euler characteristic of Ω. By deg v, B(x, δ), 0 we denote the classical Brower degree of a vector field v. Choosing v = ∇u in Theorem A we get a beautiful link between an analytic problem (to look for critical points of u) and a topological invariant (the Euler characteristic of Ω).
The first case studied in the literature is when Ω is a (strictly) convex domain. In this case χ(Ω) = 1 and so (1.2) becomes
Of course since u is a solution to (1.1), we always have a maximum point for u whose index is (−1) N . The question is now when does the sum in (1.3) reduce to a singleton? (1.4) Here we list some results that give an affirmative answer to the question (1.4). Since it is impossible to give an exhaustive bibliography we limit ourselves to state some results that are closer to the interest of this paper.
• f (s) = 1 and Ω ⊂ R 2 is a convex bounded domain (Makar-Limanov [11] ).
• f (s) = λ 1 s where λ 1 is the first eigenvalue of the Laplace operator and Ω ⊂ R N is a strictly convex bounded domain (Acker,Payne and Philippin [1] , Brascamp and Lieb [3] , Korevaar [10] ). • f locally lipschitz and Ω ⊂ R N is a symmetric bounded domain convex in any direction (Gidas, Ni and Nirenberg [5] ). • f ≥ 0, Ω ⊂ R 2 is a bounded domain with positive curvature and u is a semi-stable solution to (1.1) (Cabré and Chanillo [4] ).
There are various conjectures on the uniqueness of the critical point of solutions of (1.1) under the mere assumption of the convexity of the domain but this seems to be a very difficult problem. In this paper we consider the domain Ω ε = Ω\B(P, ε) with P ∈ Ω and ε small, and a solution u ε of     
−∆u = f (u) in Ω ε , u > 0 in Ω ε , u = 0 on ∂Ω ε .
(1.5)
Next assumption on the solution u ε is crucial for our aim and it will be taken on throughout the paper, |u ε | ≤ C in Ω ε with C independent of ε.
(1.6)
By the standard regularity theory, an immediate consequence of (1.6) is that there exist a sequence ε n → 0 and u 0 ∈ C 2 (Ω), the solution to (1.1), such that u εn ⇀ u 0 weakly in H 1 0 (Ω) here we extend u εn to 0 in B(P, ε) , u εn → u 0 in C 2 (K) for any compact set K ⊂ Ω \ P .
(1.7)
In all the paper we set u εn = u ε and u 0 its weak limit. If we write (1.2) for v = ∇u ε (again assuming that the number of critical point of u ε is finite) and denote by C = {critical points of u 0 in Ω} and C 1 = {∇u ε (x) = 0} ∩ {dist(x, C) > δ}, and observing that χ(Ω ε ) = χ(Ω) + (−1) N −1 , we get that if P ∈ C we have
(1.8)
Hence we have that the solution u ε has at least one additional critical point which is away from C and it must converge to P as ε → 0. As before a natural question arises¡ when does the sum in (1.8) reduce to a singleton? (1.9)
We will see that the answer to the question (1.9) is positive in a quite general situation, as stated in the next theorem.
Theorem 1.1. Suppose that u ε is a solution to (1.5) which verifies (1.6) and u 0 its weak limit. We have that if P is not a critical point of u 0 , (1.10) then for ε small enough there is exactly one critical point for u ε in B(P, d) \ B(P, ε) (here B(P, d) ⊂ Ω is chosen not containing any critical point of u 0 ). Moreover the critical point for N = 2, (1.12) where C N is given by
|∇u 0 (P )| 2 for N = 2.
(1.13) Remark 1.2. The condition that P is not a critical point of u 0 cannot be removed. An easy counterexample can be constructed when Ω = B(0, 1) and u 0 is the first eigenfunction of −∆ with zero Dirichlet boundary condition. If P = 0 we have that Ω ε = B(0, 1) \ B(0, ε) and u ε is the first radial eigenfunction in the annulus Ω ε . Of course u ε has infinitely many critical points in B(P, d) \ B(P, ε) for any ε > 0 small and d ∈ (0, 1). Remark 1.3. Let us give an idea of the proof of Theorem 1.1. The key step is to derive sharp C 2 expansions of the solution u ε which improve (1.7). For N ≥ 3 our basic estimate near ∂B(P, ε) is the following
Note that near ∂B(P, ε) there is an interaction between the weak limit u 0 and the fundamental solution of the Laplacian. Another crucial result is to derive that u ε and u 0 (x) − u 0 (P ) |x−P | N−2 ε N −2 are close in the C 2topology in B(P, d) \ B(P, ε). Since the last function admits only one critical point which is also nondegenerate we get the uniqueness of the critical point for u ε in B(P, d) \ B(P, ε).
Finally, again by (1.14) we get that the critical point of u ε (x) in B(P, d) \ B(P, ε) can be founded as zero of the equation
which gives the formula (1.12) . For N = 2 similar computations occur. Remark 1.4. Even if u 0 has an isolated critical point x 0 , we cannot exclude that there are critical points of u ε collapsing to x 0 . This will be rule out in next theorem assuming the nondegeneracy of the critical points of u 0 . Theorem 1.5. Suppose that u ε is a solution to (1.5) which verifies (1.6) . Denoting by u 0 its weak limit we get that if P satisfies (1.10) and all critical points of u 0 are nondegenerate we have that ♯{critical points of u ε in Ω ε } = ♯{critical points of u 0 in Ω} + 1.
Finally the additional critical point x ε of u ε is a saddle point of index −1 which verifies (1.12).
Let us state some interesting situations where the previous theorem applies.
Corollary 1.6. Assume that Ω is a symmetric domain with respect to the origin and convex in the directions x 1 , .., x N and suppose that u ε is a solution to (1.5) which verifies (1.6).
Denoting by u 0 its weak limit we get that if P = 0 we have that ♯{critical points of u ε in Ω ε } = 2, and the additional critical point x ε of u ε is a saddle point of index −1 which verifies (1.12).
Proof of Corollary 1.6. Since u 0 is a solution to (1.1) by the Gidas, Ni and Nirenberg Theorem we have that 0 is the unique critical point to u 0 . Moreover it is nondegenerate, as pointed out in [8] . Then the claim follows by Theorem 1.5.
The previous corollary holds for the first eigenfunction of −∆. If Ω ε is a ball with a small hole we have a complete description of number of the critical points. Corollary 1.7. Assume that Ω ε is the annular domain B(0, 1) \ B(P, ε) and φ 1,ε is the first eigenfunction of −∆ in B(0, 1) \ B(P, ε). Then we have that
Other examples where Theorem 1.5 applies getting the existence of exactly two critical points for the solution u ε in Ω ε will be given in Section 8.
Next we consider the case ∇u 0 (P ) = 0. Here it is more complicated to prove results on the exact number of the critical points of u ε . As noted in Remark 1.2 it is even possible to have infinitely many critical points. Moreover, formula (1.8) becomes
where B(P, d) ⊂ Ω is chosen not containing any critical point of u 0 . Hence the number of critical points of u ε in a neighborhood of P is strongly depending of the index of ∇u 0 at P . In particular, if P is a maximum point for u 0 then (1.16) becomes
This case will be handled using analogous estimates to get asymptotic for u ε and its derivatives. Unfortunately some technical problems occur and for this we need an additional technical assumption.
Suppose that u ε and u 0 verifŷ
This assumption basically involves the rate of ∇(u ε − u 0 ) near the critical point P . Some cases where it is verified are the following.
• f (s) ≡ 1.
• Ω convex and symmetric with respect to P as in the Gidas, Ni and Nirenberg Theorem. (see Section 8) .
Now let us state our main results. Denote by H(P ) the Hessian matrix of u 0 at P and suppose that P is a nondegenerate critical point. Then denote by m the number of its negative eigenvalues. Our main result is the following.
Theorem 1.8. Suppose that u ε is a solution to (1.5) which verifies (1.6) . Denoting by u 0 its weak limit we get that if (1.17) holds and P is a nondegenerate critical point of u 0 , for small ε we have following results.
(1) If λ 1 < λ 2 < .. < λ m < 0 are the negative eigenvalues of H(P ) and they are simple we have that
Moreover the additional critical points
., m and
with v i the i-th eigenfunction associated to λ i and j(1), .., j(m) is a permutation of indices 1, .., m.
(2) If at least one negative eigenvalue of H(P ) is multiple, then ♯{critical points of u ε } ≥ ♯{critical points of u 0 } + 2m − 1.
Remark 1.9. The previous result tells us that for any direction outgoing from P where u 0 is decreasing generates a pair of critical points. It is worth to note that if P is a nondegenerate minimum point for u 0 (see Corollary 7.3) then ♯{critical points of u ε } = ♯{critical points of u 0 } − 1.
Finally radial solutions to (1.1) when Ω ε is an annulus fall in case (2) above.
Next corollary computes the number of critical points of u ε for convex and symmetric domains. A consequence of the previous result is the location of maxima of radial solutions in annuli with shrinking hole.
Let Ω ε be the annulus B(0, 1) \ B(0, ε), u ε a radial solution to (1.5) and u 0 its weak limit. Assume that f (s) > 0 for s > 0 and set r = |x| and u ε = u ε (r). We have that for ε > 0 small enough u ε (r) has a unique critical point r = r ε given by
Remark 1.12. Both Theorems 1.5 and 1.8 can be iterated to handle the case in which k small holes are removed from Ω.
The paper is organized as follows. In Section 2 we recall some properties of the Green function. In Section 3 we split our solution u ε in different parts which will be estimated in the next sections. Section 4 contains some technical computations which allow (in Section 5) to give the estimate of u ε , ∇u ε and ∇ 2 u ε . Section 6 is devoted to the proof of Theorems 1.1 and 1.5. In Section 7 we give the main theorems when ∇u 0 (P ) = 0. Finally in Section 8 we give some applications and extensions of the previous theorems.
Properties of the Green function
In this section we collect some properties of the Green function which play a crucial role in the paper. First we recall that, for (x, y) ∈ Ω × Ω, x = y, the Green function G(x, y) verifies
in the sense of distribution. Next we recall the classical representation formula,
where S(x, y) is the classical fundamental solution given by
with ω N the volume of the unit ball R N and H(x, y) is the regular part of the Green function.
Since in the paper we need to consider the Green function in different domains, we denote by G U (x, y) as the Green function on U . Next result is also classical.
where ν y is the outer normal vector on ∂U .
Proof. This can be found at page 19 of [7] .
Let us denote by G 0 (w, z) the Green function of R N \B(0, 1) given by (see [2] )
We have the following computations.
Lemma 2.2. We have that,
(2.6)
For any φ ∈ C 2 B(0, 1) it holds
Proof. Formula (2.4) is a straightforward computation and (2.7) follows by (2.2) and the well known Poisson kernel. Concerning (2.5) we have that
Since |z|w − z |z| = |w|z − w |w| ≥ |w − z| for |w| ≥ 1 and |z| ≥ 1, and w i |z| 2 − z i ≤ |z| · |z|w − z |z| , we find
Finally if |w| → ∞ we have |z|w − z |z| ≥ 1 2 |z| · |w| and so by (2.8) we get
which proves (2.6).
Remark 2.3. Let us point out that the Green function G 0 of R N \B(0, 1) and the Poisson kernel of B(0, 1) has the same formula (see [2] ). This will be used to compute some integral in R N \B(0, 1). Now let us recall the Newtonian potential of a function p ∈ C 0,α (U ) is given by
Next result computes the second derivative of the function A. It will be used in Section 5.
Lemma 2.4. We have that
9)
where B R (x) is any ball centered at x containing U , δ ij is the Kronecker delta and p is extended to vanish outside U .
Proof. It is a straightforward consequence of Lemma 4.2 in [7] . Now we list some lemmas which will be used in the paper. Proof. This can be found at page 22 of [7] .
Next lemma will be used in the proof of Lemma 4.2.
Lemma 2.6. Let N = 2 and ψ ε be the function which verifies
on ∂B(P, ε).
(2.11)
Then we have that
Proof. We set
. Then by the maximum principle we get that log ε 2π
Then we find
which gives the claim.
Splitting of the solution u ε
Let us write down the equation satisfied by u ε − u 0 where u 0 and u ε are solutions of (1.1) and (1.5) respectively,
(3.1)
By Green's representation formula (2.2), we get
where ν y = − y−P |y−P | is the outer normal vector of ∂ R N \B(P, ε) and G ε (x, y) is the Green function of −∆ in Ω ε with zero Dirichlet boundary condition.
The behavior of u ε near ∂B(P, ε) is crucial and a key point is to understand the limit of G ε (x, y) according to the location of x. We have the following two cases:
(1) x is far away from P , namely |x − P | ≥ C > 0.
The first case is much easier as stated in the following lemma.
Lemma 3.1. Let u 0 and u ε be solutions of (1.1) and (1.5) respectively. Then for any fixed R > 0, it holds u ε → u 0 uniformly in C 2 Ω\B(P, R) .
Proof. Since u ε − u 0 satisfies (3.1) the claim follows by (1.6) and the standard regularity theory.
The rest of the paper is focused to estimate (3.2) if x is approaching to P . It requires delicate computations. We start by setting
Next, for x = P + εw we set
where ν z = − z |z| is the outer normal vector of ∂ R N \B(0, 1) . In this way, (3.2) becomes
which gives our fundamental splitting of u ε . In next sections we estimate all terms of (3.5) separately. We will see that for N ≥ 3, the quantity u 0 (x) + I ε (w) turns to be the leading term of the expansion. For N = 2 the analogous of (3.3) is not enough to prove our estimates.
We have a more delicate situation which will described in Section 4.
Estimates for I ε , J ε and A ε
This section is divided in three parts where we estimate I ε , J ε and A ε respectively.
2)
and
where δ ij is the Kronecker delta.
For |s| < 1 and choosing φ(s) = u 0 (P + εs) in (2.7) we find
From the above computations we get
and differentiating (4.4) with respect to w i and then L(s), ∇L(s) and ∇ 2 L(s) are uniformly bounded in B(0, 1). So we deduce (4.1) and (4.2) by (4.4) and (4.5). Finally differentiating (4.5) with respect to w j , we get (4.3) .
We have the following estimates.
uniformly for w ∈ Ω−P ε \ B(0, 1). If |w| → +∞ and |x − P | = o(1), then it holds
Proof of (4.7). First consider N ≥ 3 and set
(4.10)
Since w = x−P ε , we have that if x ∈ ∂Ω, then it holds
Hence by the maximum principle for harmonic function, (4.10) and (4.11), we deduce that
Recalling that
we have that (4.7) follows for N ≥ 3.
If N = 2 the proof of (4.7) requires better approximations. So we introduce the following function:
.
Then by the maximum principle, we find
and then
Next we estimate M ε (w, z). To do this let us introduce the function ψ ε (x, z) : Ω → R as ψ ε (x, z) = M ε x−P ε , z which solves (2.11). Then by Lemma 2.6 we have that
Coming back to M ε , we get
In last estimate we used that ε|w| = |x − P | → 0. And then Proof of (4.8) and (4.9). Now we remark that, since B w, |w|−1
2
⊂⊂ Ω−P ε \ B(0, 1), using (2.10) and (4.12), we get
is again a harmonic function, using again (4.16) we find
This proves (4.9) and it ends the proof for N ≥ 3. Similarly, if N = 2 and |w| → ∞, from (2.10) and (4.15), it holds
Hence from (4.18), we have
and (4.19) gives 
Estimates of
In this section we estimate A ε (x) and ∂Aε(x) ∂x i . The second derivative of A ε will be considered in the next section. Set p ε = f (u ε ) − f (u 0 ). We have the following result.
(4.23)
Proof of (4.22). Let us introduce A ε which verifies
where p ε is the extension to zero of p ε to 0 in Ω, namely
Since p ε → 0 a.e in Ω and by (1.6), we find that | p ε | ≤ C with C independent of ε. And then by the standard regularity theory we get that A ε → 0 unif ormly in Ω. On the other hand we have that A ε − A ε is a harmonic function in Ω ε and then
Hence A ε − A ε → 0 uniformly in Ω and this implies (4.22).
Proof of (4.23). Setting x = P + εw and y = P + εz we get
(4.24)
Let N ≥ 3, we start again by the decomposition in (4.24). If |w| → ∞ we have from (2.6) and the dominate convergence theorem that
(4.27)
Then we find 
Hence, for z ∈ ∂Ω−P ε and arguing similarly to the proof of Lemma 2.2, it holds
Then by the maximum principle we get
(4.28)
Hence from (4.24), (4.26), (4.28) and the dominate convergence theorem, we have for y ∈ ∂B(P, ε),
Recalling the decomposition of the Green function in (2.1), we set
Hence by the maximum principle we get
Coming back to the initial function γ ε (w, z), we get for x = P + εw,
Hence from (4.29) and (4.30), we find
which jointly with (4.25) and (1.6) imply
(4.31) So (4.23) follows for N ≥ 3.
Lastly we consider the case N = 2. First we write (2.8) in the following way,
(4.32)
Since |z| ≥ 1 and |w| → ∞, we find
Then it holds
Hence from (4.24), (4.32) and (4.33), we get
Now we compute the term K i,2 (w) in (4.24). Analogously to (4.26) set
Observe that for z ∈ ∂Ω−P ε , arguing as in (4.33) we have (here ζ = εz + P ∈ ∂Ω)
Then the maximum principle gives us that
Hence by (4.24), (4.35) and (4.36), we have
(4.37)
Finally we estimate the term δ ε (w, z). First let us define φ ε (x, y) :
Then by the maximum principle we get that
in Ω \ B(P, ε). Hence from (4.37) and (4.38), we find
(4.39)
Then (4.34) and (4.39) imply
which proves (4.23) for N = 2 and ends the proof.
5.
Estimates for u ε , ∇u ε and ∇ 2 u ε
In this section we write some expansions for u ε , ∇u ε and ∇ 2 u ε in Ω ε . A first consequence of the estimate of the previous section is the following result which extends Lemma 3.1. ∂F ε (w, z) ∂ν z u 0 (P + εz)dσ(z)
by assumption. This and (4.22) give (5.2).
Next two propositions state some fundamental estimates for u ε .
Proposition 5.2. Let u 0 and u ε be the solutions to (1.1) and (1.5) respectively. Then for any fixed R > 1,
Proof. Set, for x = P + εw,
which verifies the equation
Since η ε and c ε are bounded in L ∞ by the standard regularity theory we get that
On the other hand, using the decomposition (3.5), (4.1), (4.7) and (4.22) we deduce
which implies that η 0 (w) = − u 0 (P )
−u 0 (P ) + log |w|+2πH(P,P )
| log ε| u 0 (P ) if N = 2. So by (5.6), we find (5.5).
Proposition 5.3. Let u 0 and u ε be the solutions to (1.1) and (1.5) respectively. Then we have that,
Proof. We only prove (5.7) for ∇u ε . We observe that by (3.5) we have that
Let N ≥ 3, |w| = |x−P | ε → +∞ and |x − P | = o(1). Hence using again the decomposition (3.5), (4.1), (4.2), (4.8) and (4.23), we have
So the claim (5.7) follows for N ≥ 3.
In the same way, if N = 2 we get
which gives the claim (5.7) follows for N = 2.
A first interesting consequence of the previous estimate is the following necessary condition on the location of critical points "close" to ∂B(P, ε).
Proposition 5.4. If x ε is a critical point of u ε such that x ε → P as ε → 0 and ∇u 0 (P ) = 0, then we have that
Proof. By Propositions 5.2 and 5.3, if ∇u(x ε ) = 0 we have that
and then for N ≥ 3 we find lim ε→0 ε N −2 |x ε − P | N −1 = |∇u 0 (P )| (N − 2)u 0 (P ) .
Jointly with (5.9) this gives the claim (5.8). The case N = 2 is analogous.
Next aim is to estimate the second derivative of A ε . This case is more complicated than the previous ones and also uses Propositions 5.1 and 5.4. Since the proofs are quite long we separate the cases N ≥ 3 and N = 2.
Lemma 5.5. Assume N ≥ 3 and C 1 ε β ≤ |x − P | ≤ C 2 ε β for some C 1 , C 2 > 0 and β ∈ (0, N −1 N ). Then it holds
(5.10)
Remark 5.6. According to Proposition 5.4 we have that critical points x ε which converge to P necessarily satisfy C 1 ε
This is the case β = N −2 N −1 in Lemma 5.5. Since we will be interested to compute the second derivatives at x ε this assumption is not restrictive.
Proof of Lemma 5.5. Setting U = Ω ε in Lemma 2.4 and p ε = f (u ε ) − f (u 0 ), we get by (2.9), and rewrite (5.11) as follows
Estimate of K 0 (w) First we note that by Proposition 5.1 we have that p ε (x) = o(1). Now we estimate the integral in K 0 (w).
where Ω ε = B P, |x − P | N−α N−1 \B(P, ε) with α ∈ (0, 1) and β(N −α) N −1 < 1. It is immediate to verify that in this case Ω ε is nonempty. Since |x − y| ≥ |x − P | − ε, we find
Also we have that ∂ 2 S(x,y)
∂S(x, y) ∂x i ∂p ε (y) ∂y j dy, (5.13) and using that u ε , u 0 ∂Ω = 0 we get
By Proposition 5.1, the last integral is estimated as follows,
Ωε\ Ωε
(5.14)
Using that f ∈ C 1,γ with γ ∈ [0, 1] we get Ωε\ Ωε
Now observe that by the fact
because |x − P | → 0. Hence, using (3.5), (4.1), (4.8) and (4.23) we find 
Hence the above estimates shoŵ
which ends the estimate of K 0 (w).
Estimate of K 1 (w)
Since by assumption |x − P | = o(1) and |w| = |x−P | ε → +∞, we have that, for any y ∈ Ω ε ,
This gives us
Since |w| → +∞, arguing as in (5.16) we have that
Then by maximum principle, (5.17) and (5.18) we get
Hence (5.12) and (5.19) imply
which ends the estimate of K 2 (w).
Collecting the estimates of K 0 (w), K 1 (w), K 2 (w) by (5.12) , the claim (5.10) follows.
Finally we consider the case N = 2. As in the previous lemma we only consider a suitable neighborhood of P .
Remark 5.8. Analogously to Remark 5.6, since critical points
| log ε| (δ = 1 in Lemma 5.7) our assumption is not restrictive. Proof of Lemma 5.7. Our starting point is again formula (5.12) as N = 2. As in the case N ≥ 3 we estimate the three terms.
Estimate of K 0 (w)
As in Proposition 5.1 we have that p ε (x) = o(1). Now we estimate the integral in K 0 (w).
where Ω ε = B P, |x − P | 2−α \B(P, ε) and α ∈ (0, 1).
Since ∂ 2 S(x,y) ∂x i ∂x j = O 1 |x−P | 2 for y ∈ Ω ε and p ε is bounded in Ω ε , we find
Next, arguing as in (5.13), we knoŵ Ωε\ Ωε
The last integral is estimated as in (5.14),
Ωε\ Ωε
∂S(x, y) ∂x i ∂p ε (y) ∂y j dy
Finally since |y−P | ε ≥ |x−P | 2−α ε ≥ C ε| log ε| (2−α)δ → ∞ as in (5.15), we get for y ∈ Ω ε \ Ω ε ,
Hence the above estimates show
We have that
We will see that this term will cancel with the main term of K 2 (w).
Estimate of K 2 (w)
Let us introduce the function
for z ∈ ∂B(0, 1),
Then for any z ∈ ∂Ω−P ε , we have that
Hence by the maximum principle for harmonic function, for any y ∈ Ω ε or z ∈ Ω−P ε \B(0, 1) , we deduce that
Then we obtain
which ends the estimate of K 2 (w). Now we observe that
which jointly with (5.21) gives (5.20) . This ends the proof. Now we are in position to give the estimate of the second derivative of u ε . Proposition 5.9. Let u 0 and u ε solutions to (1.1) and (1.5) respectively. Then we have the following estimates, If N ≥ 3 and C 1 ε β ≤ |x − P | ≤ C 2 ε β for some C 1 , C 2 > 0 and β ∈ (0, N −1 N ), then it holds
If N = 2 and C 1 | log ε| δ ≤ |x − P | ≤ C 2 | log ε| δ for some C 1 , C 2 , δ > 0, then it holds
Proof. If N ≥ 3 we have that (5.22) follows by (4.3), (4.9) and (5.10). If N = 2 we have that (5.23) follows by (4.3), (4.9) and (5.20).
6. Proofs of main theorems when ∇u 0 (P ) = 0
In this section we prove our results when ∇u 0 (P ) = 0. Our first proposition is quite known but we did not find any reference. So we give a complete proof.
Then v ε has a unique critical point x ε in B(x 0 , r) which is also nondegenerate for r small enough.
Proof. It is not restrictive to suppose that index x 0 (∇u 0 ) = 1. Since x 0 is a nondegenerate critical point of u then it is isolated in B(x 0 , r) for r small enough. Moreover by the convergence of u ε to u 0 we get deg ∇u ε , 0, B(x 0 , r) = deg ∇u 0 , 0, B(x 0 , r) = index x 0 (∇u 0 ) = 1.
(6.1)
This gives the existence of a critical point x ε of u ε and of course x ε → x 0 . Let us show the uniqueness of the critical point x ε . By the C 2 convergence of u ε to u 0 we get that any critical point x ε is nondegenerate and therefore if K ε = {x ∈ B(x 0 , r) : ∇u ε (x) = 0} we have that ♯K ε = n ε < +∞. Moreover again by the C 2 convergence of u ε to u 0 we get that index xε (∇u 0 ) = 1. Finally we have that
which jointly with (6.1) gives n ε = 1. This proves the uniqueness of x ε . Remark 6.2. Using the same proof of the previous proposition it is possible to prove that if a smooth vector field V : B(x 0 , 1) ⊂ R N → R N verifies V (x 0 ) = 0 and det Jac V (x 0 ) = 0 then any approximating vector field V ε :
Next lemma will be also useful. Proof. We have that the vector v 1 = ξ is the first eigenvector of B and a straightforward computation shows that λ 1 = 1 − N . Concerning the other eigenvalues, since ξ = 0 we can assume that ξ = 0. Then the vector v = N j=2 ξ j t j ξ 1 , t 2 , .., t N with t 2 , .., t N real numbers, is an eigenvector with multiplicity N − 1 of the matrix B. Again a direct computation shows that λ 2 = .. = λ N = 1.
Let us denote by C the set of critical point of u 0 , i.e. C = x ∈ Ω such that ∇u 0 (x) = 0 .
Since ∇u 0 (P ) = 0 we get that there exists d > 0 such that C B(P, d) = ∅.
Proof of Theorem 1.1. Let us define the vector field F (y) = F 1 (y), · · · , F N (y) on W as
We have that, for C N , C 2 as in (1.13),
is the unique zero of the vector field F . Moreover the index of F at y 0 is given by index y 0 F = sgn det Jac F (y ε ) and
Hence
Next let us introduce the vector field F ε (y) = F ε,1 (y), · · · , F ε,N (y) on W as
By Proposition 5.4 we have that F ε,i (y) = 0 if and only if y ε = y 0 + o(1). Moreover by Propositions 5.3 and 5.9 we have that F ε → F in C 1 (B(y 0 , 1). Hence Remark 6.2 applies and then F ε (y) has a unique zero y ε close to y 0 in a ball B(y 0 , r). Using again Proposition 5.4 we get that y ε is the unique zero of F ε (y) in W . This is equivalent to say that
is the unique zero in B(P, d)\B(P, ε) which proves (1.12) . Moreover by (6.2) we obtain that the index of ∇u ε at x ε is 1 and the uniqueness of x ε imply that x ε is a saddle point. Finally (1.11) follows by Proposition 5.1.
Proof of Thereom 1.5. We write Ω ε = K 1 K 2 B(P, d)\B(P, ε) with
for some small fixed d > 0. First, Proposition 6.1 gives us that ♯{critical points of u ε in K 1 } = ♯{C}, and from Theorem 1.1, we get that ♯{critical points of u ε in B(P, d)\B(P, ε)} = 1.
Finally, using Lemma 3.1 we find that ♯{critical points of u ε in K 2 } = 0.
Then from the above discussion, we get (1.15 ). Finally by Theorem 1.1 we get that the additional critical point x ε of u ε is a saddle point of index −1 satisfying (1.12).
7. Proofs of the main results when ∇u 0 (P ) = 0
In this section we consider the case ∇u 0 (P ) = 0. Our first aim is to improve the estimate (5.7) . More precisely we want to replace the term ∂u 0 (x) ∂x i +o(1) with N j=1 ∂ 2 u 0 (P )
. This can be done by using that ∇u 0 (P ) = 0 and Taylor's formula if we show that the term o(1) (coming from (4.23)) can be improved to o(|x − P |). This will be done in next lemma, where the condition (1.17) is used. Proof. For N ≥ 3, from the estimate (4.31) we have that
Then combining (1.17) and (7.2), we find (7.1) for N ≥ 3.
Similarly, for N = 2, from the estimate (4.40) we have
Then combining (1.17) and (7.3), we find (7.1) for N = 2.
A consequence of Lemma 7.1 is that we can rewrite (5.7) as follows,
(7.4) From now we assume that P is a nondegenerate critical point of the solution u 0 .
Next proposition states a necessary condition for critical points of u ε . Proposition 7.2. If ∇u 0 (P ) = 0 and x ε is a critical point of u ε such that x ε → P as ε → 0 then we have that
5)
where λ is a negative eigenvalue of the matrix H(P ) and v an associated eigenfunction with |v| = 1.
Proof. By (7.4) we get that if ∂uε ∂x i (x ε ) = 0 then
(7.6) By (7.6) we immediately get that, as ε → 0,
Since det H(P ) = 0 we have that λ is a negative eigenvalue of the matrix M(P ). Dividing (7.6) by |x − x ε | and passing to the limit the claim (7.5) follows.
By the previous proposition we get the following corollary. Here we are in position to give the proofs of Theorem 1.8.
Proof of Theorem 1.8. Since P is a nondegenerate critical point of u 0 from the C 2 convergence of u ε to u 0 we find that ♯{critical points of u ε (x) in Ω\B(P, d)} = ♯{C} − 1, (7.7)
where d > 0 is small fixed constant with C B(P, d)\B(P, ε) = ∅.
Let us introduce the vector field F (y) = F 1 (y), .., F N (y) on W as
Suppose that H(P ) has m negative eigenvalues
with associated eigenfuctions v 1 , .., v m satisfying |v i | = 1 for i = 1, .., m. By definition, if F (ȳ) = 0 we have that for j ∈ {1, .., m},
Let us compute the index of the vector field F at = y (j) ± . We have that, denoting by v j = (v j1 , .., v jN ),
We compute the determinant of the matrix M(ȳ) by writing its eigenvalues. We have that,
• Every eigenvector v n = v j of H(P ), n = 1, .., N is an eigenvector of M(ȳ) with eigenvalues λ n − λ j . • The eigenvector v j of H(P ) is an eigenvector of M(ȳ) with eigenvalue N λ j .
Hence we have that det M(ȳ) = N λ j n =j (λ n − λ j ). (7.9) Note that if all the negative eigenvalues of H(P ) are simple then det M(ȳ) = 0. Now we consider two different cases.
Case 1 (negative eigenvalues of H(P ) are simple)
For any j = 1, · · · , m, there exists a constant d 1 > 0 such that F (y) has exactly one zero in B y ± , d 1 . Next let us introduce the vector field F ε (y) = F ε,1 (y), · · · , F ε,N (y) on W as
Moreover by Proposition 5.3 and Proposition 5.9 (which we apply when β = N −2 N and δ = 1 2 ) we have that F ε → F in C 1 B(±r j v j , d 1 ) . Hence Remark 6.2 applies and then F ε (y) has a unique solution y
Hence F ε (y) has 2m zeros y (j) ε,± and then u ε (x) has 2m critical points in B(P, d)\B(P, ε) satisfying (1.19) . Finally by (7.7) we get (1.18) which ends the proof of (1) in Theorem 1.8.
Case 2 (negative eigenvalues of H(P ) are multiple)
In this case we have by (7.9) that det M(ȳ) = 0. Since the degree theory seems difficult to use in this case, we will prove the claim showing directly that there are at least 2m zeros for ∇u ε .
Let us denote by Q the orthogonal matrix such that Q T H(P )Q = diag(λ 1 , .., λ N ).
Hence, denoting by Y = Q T (x − P ) we get that (7.6) becomes
Let us consider the case N ≥ 3 (N = 2 can be managed in the same way) and introduce the points Y 1,ε = (1 − b)r 1 ε N−2 N , 0, .., 0 and Y 2,ε = (1 + b)r 1 ε N−2 N , 0, .., 0 for b ∈ (0, 1) and r 1 as in (7.8) . We have that for any i = 2, .., N it holds
getting the existence of a second critical point. Finally repeating this argument for any negative eigenvalue we get the existence of at least 2m critical points which ends the proof.
Examples and extensions of main theorems
In this section we discuss some examples where the results stated in the introduction apply. We consider separately the case ∇u 0 (P ) = 0 and ∇u 0 (P ) = 0. 8.1. Case 1 : ∇u 0 (P ) = 0.
Example 8.1. Let Ω ⊂ R N be symmetric and convex with respect x 1 , .., x N with N ≥ 2, P = 0 and u ε solution of
Then u ε admits exactly two critical points.
Proof. Observe that (8.2) is satisfied if we consider a minimizer u ε of inf
By Corollary 1.6 it is enough to prove that |u ε | ≤ C in Ω ε with C independent of ε. To do this we follow the line of the Gidas-Spruck proof in [6] . By contradiction suppose that u ε ∞ → +∞ and let x ε be such that u ε ∞ = u ε (x ε ) and v ε : u ε
Since |v ε | ≤ 1 it is immediate to check that v ε → v in C 2 loc (D) where D is the limit domain of u ε We have that D can be the whole space, a half-space or the exterior of a ball. The first two cases lead to a contradiction as in [6] because there is no solution to (8.5). Unfortunately we do not have a non-existence result for solutions to (8.5) in the exterior of a ball and then the contradiction does not follow directly as before. On the other hand we have that by (8. which gives that v ≡ 0, a contradiction with v(0) = 1. This proves that |u ε | ≤ C and it ends the proof.
In the next example we remove the symmetry assumption replacing it with the condition that p is close to N +2 N −2 .
Example 8.2. Let Ω ⊂ R N , N ≥ 3 be convex and u ε solution of (8.1) satisfying (8.2). Then for p sufficiently close to N +2 N −2 we have that u ε admits exactly two critical points for ε small enough.
Proof. In [9] it was showed that the solutions minimizing (8.3) for p = N +2 N −2 − δ admits a unique critical point (its maximum) if Ω is convex and δ is small enough. Let us show that the maximum point x δ is nondegenerate. This is a consequence of the classical blow-up argument where is proved that the function v δ defined in (8.4) satisfies (1 + |x| 2 ) N−2 2
in C 2 B(0, 1) ,
which proves the nondegeneracy of the maximum point x δ . Next let us fix δ small such that the previous properties hold and consider a solution u ε of (8.1). Then using the result of the previous example, we get that (1.6) holds and Theorem 1.5 implies that u ε has exactly two critical points.
The last example is concerned with semi-stable solutions as in Cabré-Chanillo setting. where f > 0 is an increasing function. Then for any 0 < λ < λ * and ε small enough we have that u ε admits exactly two critical points.
Proof. If we consider the problem −∆u = λf (u) in Ω, u = 0 on ∂Ω,
it is known that there exists λ * > 0 such that for any 0 < λ < λ * there exists a semi-stable solution to (8.7). Let us fix such a λ and consider a solution u ε to (8.6) . It was proved in [12] , pages 28-29, that u = 0 is a subsolution and u = α 1 4D 2 − |x| 2 is a supersolution. Here D is chosen such that Ω ⊂ B 0, D 2 and α (independent of ε) is properly chosen. So (8.6) admits a solution u ε which verifies |u ε | ≤ C with C independent of ε. Finally we have that by [4] the assumptions in Theorem 1.5 are satisfied and then we get that u ε has exactly two critical points. First let us discuss some examples which satisfy the condition (1.17).
• f (u) ≡ 1. This is the well known torsion problem. Here (1.17) holds directly.
• Ω convex and symmetric with respect to P = 0 as in the Gidas, Ni and Nirenberg Theorem. Observe that similarly as in Lemma 2.1 in [8] it was proved that in this case ∂G(0,y) ∂x i and ∂H(0,y) ∂x i are odd with respect to y i for any i = 1, · · · , N . Let us prove that (1.17) holds. Assuming that u ε is a solution to (1.5) which verifies (1.6) and u 0 its weak limit we havê where ξ is between 0 and x. Hence (1.17) follows.
Example 8.5. Let Ω ⊂ R N be symmetric and convex with respect x 1 , .., x N with N ≥ 2, P = 0 and u ε solution of (8.1) with 1 < p < N +2 N −2 for N ≥ 3 and p > 1 if N = 2. Moreover assume that (8.2) holds. Then u ε admits at least 2N critical points.
Proof. Similar to the proof of Example 8.1, we have that |u ε | ≤ C in Ω ε with C independent of ε. Also 0 is the unique critical point of u 0 (x), which is a nondegenerate and maximum point of u 0 (x). Then from (8.8) and Theorem 1.8, the claim follows.
Proof of Corollary 1.11. Set u ε (x) = u ε (r)with r = |x|. Since f ≥ 0 with f u 0 (0) > 0, integrating (1.5) we immediately get that u ε has a unique critical point r ε .
By the discussion in Section 8. This ends the proof.
